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GROUPS OF VOLUME-PRESERVING DIFFEOMORPHISMS OF
NONCOMPACT MANIFOLDS AND MASS FLOW TOWARD ENDS
TATSUHIKO YAGASAKI
Abstract. Suppose M is a noncompact connected oriented C∞ n-manifold and ω is a positive
volume form on M . Let D+(M) denote the group of orientation preserving diffeomorphisms of M
endowed with the compact-open C∞ topology and D(M ;ω) denote the subgroup of ω-preserving
diffeomorphisms of M . In this paper we propose a unified approach for realization of mass transfer
toward ends by diffeomorphisms of M . This argument together with Moser’s theorem enables us to
deduce two selection theorems for the groups D+(M) and D(M ;ω). The first one is the extension
of Moser’s theorem to noncompact manifolds, that is, the existence of sections for the orbit maps
under the action of D+(M) on the space of volume forms. This implies that D(M ;ω) is a strong
deformation retract of the group D+(M ;EωM ) consisting of h ∈ D
+(M) which preserves the set EωM of
ω-finite ends of M . The second one is related to the mass flow toward ends under volume-preserving
diffeomorphisms of M . Let DEM (M ;ω) denote the subgroup consisting of all h ∈ D(M ;ω) which fix
the ends EM of M . S. R. Alpern and V. S. Prasad introduced the topological vector space S(M ;ω) of
end charges of M and the end charge homomorphism cω : DEM (M ;ω) → S(M ;ω), which measures
the mass flow toward ends induced by each h ∈ DEM (M ;ω). We show that the homomorphism c
ω has
a continuous section. This induces the factorization DEM (M ;ω)
∼= ker cω × S(M ;ω) and it implies
that ker cω is a strong deformation retract of DEM (M ;ω).
1. Introduction
The purpose of this article is to study topological properties of groups of volume-preserving dif-
feomorphisms of noncompact manifolds. The group of diffeomorphisms of a manifold M acts on the
space of volume forms on M . We can use a family of diffeomorphisms of M to transfer volumes and
thereby deform a family of volume forms on M . In this article we propose a unified approach for the
general problem of realizing data of volume transfer toward ends by diffeomorphisms of M (Theo-
rem 3.1). We use this realization result, together with Moser’s theorem, in order to obtain two main
selection theorems related to volume-preserving diffeomorphisms of a noncompact manifold M (The-
orems 1.1 and 1.2) and deduce some conclusions on the group of volume-preserving diffeomorphisms
of M (Corollaries 1.1 and 1.2).
SupposeM is a connected oriented separable metrizable smooth n-manifold possibly with boundary
and ω is a positive volume form on M . Let D+(M) denote the group of orientation-preserving diffeo-
morphisms of M endowed with the compact-open C∞-topology and D(M ;ω) denote the subgroup
consisting of ω-preserving diffeomorphisms of M .
Our first concern is the relation between the groups D+(M) ⊃ D(M ;ω). Let V+(M) denote
the space of positive volume forms µ on M endowed with the compact-open C∞-topology, and for
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m ∈ (0,∞] let V+(M,m) = {µ ∈ V+(M) | µ(M) = m}. The group D+(M) acts continuously on
V+(M,m) by h ·µ = h∗µ (= (h
−1)∗µ) and the group D(M ;ω) coincides with the stabilizer of ω under
this action.
When M is compact, Moser’s theorem [2, 3, 9] asserts the transitivity and the existence of sections
of the orbit maps under this action. Similar results for measure-preserving homeomorphisms were
obtained by von Neumann-Oxtoby-Ulam [11] and A.Fathi [7].
When M is noncompact, it is necessary to include some informations on the ends of M [4, 8].
For an open subset F of the space EM of the ends of M , consider the subgroup D
+(M ;F ) = {h ∈
D+(M) | h(F ) = F}, where h is the natural homeomorphic extension of h to the end compactification
of M . We also need to introduce the spaces
V+(M ;F )ew = {µ ∈ V
+(M) | EµM = F} and V
+(M ;m,F )ew = V
+(M ;F ) ∩ V+(M ;m),
where EµM is the set of µ-finite ends of M . According to R.Berlanga [4] these spaces are endowed
with the finite-ends weak C∞-topology ew (cf. Section 2.4). The group D+(M ;F ) acts continuously
on V+(M ;m,F )ew by h ·µ = h∗µ, and the subgroup D(M ;ω) coincides with the stabilizer of ω under
this action. The transitivity of this action was shown by R.E.Greene - K. Shiohama [8]. The similar
problem for measure-preserving homeomorphisms were studied by R.Belranga [5]. He has really
obtained the result on existence of sections for orbit maps [4]. The first application of Theorem 3.1
is the C∞-version of this result, that is, the extension of Moser’s theorem to noncompact manifolds.
Let D∂(M)1 denote the path-component of idM in the group D∂(M) = {h ∈ D(M) | h|∂M = id∂M}.
Theorem 1.1. Suppose P is any topological space and µ, ν : P → V+(M ;F )ew are continuous maps
with µp(M) = νp(M) (p ∈ P ). Then there exists a continuous map h : P → D∂(M)1 such that for
each p ∈ P (1) hp∗µp = νp and (2) if µp = νp, then hp = idM .
Corollary 1.1. Let ω ∈ V+(M) and set m = ω(M) and F = EωM .
(1) The orbit map πω : D
+(M ;F ) → V+(M ;m,F )ew, πω(h) = h∗ω, admits a continuous section
σ : V+(M ;m,F )ew → D∂(M)1 such that σ(ω) = idM .
(2) (i) D+(M ;F ) ∼= V+(M ;m,F )ew ×D(M ;ω).
(ii) D(M ;ω) is a strong deformation retract of D+(M ;F ).
Next we are concerned with an internal structure of the group D(M ;ω). When M is noncompact,
one can measure volume transfer toward ends of M under volume-preserving diffeomorphisms which
fix the ends EM . This quantity is described by the end charge homomorphism
cω : DEM (M ;ω)→ S(M ;ω)
introduced by S. R. Alpern and V. S. Prasad [1]. An end charge of M is a finitely additive signed
measure on the algebra of clopen subsets of EM . Let S(M) denote the topological linear space of
all end charges of M with the weak topology and let S(M ;ω) denote the linear subspace of S(M)
consisting of end charges c of M with c(EM ) = 0 and c|EωM = 0. For each h ∈ DEM (M ;ω) an end
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charge cωh ∈ S(M ;ω) is defined by
cωh(EC) = ω(C − h(C))− ω(h(C)− C),
where C is any n-submanifold of M such that FrMC is compact and EC ⊂ EM is the set of ends of
C. This quantity represents the total ω - volume (or mass) transfered by h into C and into EC in the
last. Hence, the end charge cωh describes mass flow toward ends induced by h.
The group DEM (M ;ω) acts continuously on S(M ;ω) by h · a = c
ω
h + a. The end charge homomor-
phism cω : DEM (M ;ω) → S(M ;ω) coincides with the orbit map at 0 ∈ S(M ;ω) under this action.
In [12] we have shown that the end charge homomorphism for measure-preserving homeomorphisms
has a continuous section. As the second application of Theorem 3.1, we show that the end charge
homomorphism cω for volume-preserving diffeomorphisms also has a continuous (non-homomorphic)
section.
Theorem 1.2. Suppose P is any topological space and µ : P → V+(M) and a : P → S(M) are
continuous maps such that ap ∈ S(M ;µp) (p ∈ P ). Then there exists a continuous map h : P →
D∂(M)1 such that for each p ∈ P
(1) hp ∈ D∂(M ;µp)1, (2) c
µp
hp
= ap and (3) if ap = 0, then hp = idM .
Corollary 1.2. Let ω ∈ V+(M).
(1) The end charge homomorphism cω : DEM (M ;ω) → S(M ;ω) admits a continuous section
s : S(M ;ω)→ D∂(M ;ω)1 such that s(0) = idM .
(2) (i) DEM (M ;ω)
∼= ker cω × S(M ;ω).
(ii) ker cω is a strong deformation retract of DEM (M ;ω).
The group ker cω contains the subgroup Dc(M ;ω) consisting of ω-preserving diffeomorphisms with
compact support. In a succeeding paper we will investigate the relation between these subgroups.
This paper is organized as follows. Section 2 is devoted to generalities on end compactifications,
diffeomorphism groups, spaces of volume forms and end charge homomorphism. In Sections 3.1 and
3.2 we discuss volume transfer by engulfing isotopies and obtain a fundamental deformation lemma.
In Section 3.4 we state and prove Theorem 3.1, the main theorem in this article. Theorems 1.1, 1.2
and their corollaries are proved in Section 4.
2. Preliminaries
2.1. Conventions.
Throughout the paper, a C∞ n-manifold M means a separable metrizable C∞ n-manifold possibly
with boundary. We add the phrase “possibly with corners” when we allow thatM has corners modeled
on [0,∞)2 × Rn−2. In this paper corners appear only when we cut an n-manifold with boundary by
a proper (n− 1)-submanifold.
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Suppose M is a C∞ n-manifold possibly with corners. The notations IntM and ∂ = ∂M denote
the interior and boundary of M as a manifold. For a subset A of M , let FrMA, clMA and IntMA
denote the frontier, closure and interior of A relative to M .
A C∞ n-submanifold N of M means a closed subset of M such that (a) FrMN is a proper C
∞
(n−1)-submanifold ofM and (b) FrMN does not meet the corners ofM . Hence N is a C
∞ n-manifold
with corners FrMN ∩ ∂M (together with other corners of M included in N) and N
c ≡ clM (M −N)
is also a C∞ n-submanifold of M .
When M has corners, a collar E of ∂M in M is locally modeled on E0 × Rn−2, where E0 =
[0, 2]2 \ [0, 1)2 ⊂ R2. The collar E0 has the base C = [0, 2]2 \ [0, 2)2 and the collar arcs Ix =
{(1 − t/2)x | t ∈ [0, 1]} (x ∈ C) (so that the level sets consist of Ft = (1 − t/2)C (t ∈ [0, 1])). The
notation E = ∂M × [0, 1] simply indicates the (non-diffeomorphic) parametrization of E.
The symbols B(M), K(M) and C(M) denote the sets of Borel subsets, compact subsets and
connected components of M respectively. Let Bc(M) = {C ∈ B(M) | FrM C : compact} and
Bc,0(M) = {C ∈ Bc(M) | FrM C has zero Lebesgue measure}.
A Radon measure on M is a Borel measure µ on M such that µ(K) < ∞ for each K ∈ K(M).
A Radon measure µ on M is called good if µ(p) = 0 for each point p ∈ M and µ(U) > 0 for any
nonempty open subset U of M . LetM∂g (M) denote the space of good Radon measures µ on M with
µ(∂M) = 0 endowed with the weak topology. For µ, ν ∈ M∂g (M) we say that ν is µ-biregular if µ
and ν have the same collection of null sets. Let M∂g (M, µ̂-reg) =
{
ν ∈ M∂g (M) | ν is µ-biregular
}
.
(cf. [1, 4, 7, 12])
By C∞(M) we denote the space of C∞-functions f : M → R endowed with the compact-open
C∞-topology. For I ⊂ R we have the subspace C∞(M, I) = {f ∈ C∞(M) | f(M) ⊂ I}.
The symbol Ωn(M) denotes the space of n-forms on M endowed with the compact-open C∞-
topology. When M is oriented, V+(M) denotes the subspace of Ωn(M) consisting of positive volume
forms on M . For any ω ∈ V+(M), the space V+(M) admits a canonical affine contraction onto {ω}:
ϕ : V+(M)× [0, 1]→ V+(M), ϕt(µ) = (1− t)µ+ tω.
Each ω ∈ V+(M) induces a Radon measure ω̂ ∈ M∂g (M) defined by
ω̂(B) =
∫
B
ω ≡
∫
M
χB ω (B ∈ B(M)),
where χB is the characteristic function of B (i.e., χB ≡ 1 on B and χB ≡ 0 on M − B). Since
µ̂ ∈ M∂g (M, ω̂-reg) for any µ ∈ V
+(M), this determines a canonical continuous map V+(M) →
M∂g (M,ω-reg). For simplicity, we denote ω̂ by the same simbol ω. Note that C ∈ B(M) has zero
Lebesgue measure iff ω(C) = 0.
By D(M) we denote the group of diffeomorphisms of M onto itself endowed with the compact-
open C∞-topology. The support of h ∈ D(M) is defined by supph = clM {x ∈ M | h(x) 6= x}. Let
Dc(M) = {h ∈ D(M) | supph : compact} and for A,B ⊂M we set
DA(M,B) =
{
h ∈ D(M) | h|A = idA, h(B) = B
}
and DcA(M,B) = DA(M,B) ∩D
c(M).
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When M is oriented, D+(M) denotes the subgroup of D(M) consisting of orientation-preserving
diffeomorphisms of M . For ω ∈ V+(M) we say that h ∈ D(M) preserves ω if the pullback h∗ω = ω
(or the pushforward h∗ω ≡ (h
−1)∗ω = ω). Let D(M ;ω) denote the subgroup of D+(M) consisting of
ω-preserving diffeomorphisms of M .
For any subgroup G of D(M), the symbol G1 denotes the path-component of idM in G. When
G ⊂ Dc(M), by G∗1 we denote the subgroup of G1 consisting of h ∈ G which admits a path ht ∈ G
(t ∈ [0, 1]) such that h0 = idM , h1 = h and there exists K ∈ K(M) with suppht ⊂ K (t ∈ [0, 1]).
Since G is a topological group, for any continuous maps ϕ,ψ : P → G, the composition ψϕ : P → G,
(ψϕ)p = ψpϕp and the inverse ϕ
−1 : P → G, (ϕ−1)p = ϕ
−1
p are also continuous maps. We say that a
map ϕ : P → G (or a map µ : P → Ωn(M)) has locally common compact support in V ⊂ M if for
each point p ∈ P there exists a neighborhood U of p in P and K ∈ K(V ) such that suppϕq ⊂ K (or
suppµq ⊂ K) (q ∈ U).
2.2. Ends of manifolds. (cf. [4])
Suppose M is a noncompact, connected C∞ n-manifold possibly with corners. An end of M is
a function e which assigns an e(K) ∈ C(M − K) to each K ∈ K(M) such that e(K1) ⊃ e(K2) if
K1 ⊂ K2. The set of ends of M is denoted by EM . The end compactification of M is the space
M = M ∪ EM endowed with the topology defined by the following conditions: (a) M is an open
subspace of M , (b) the fundamental open neighborhoods of e ∈ EM are given by
N(e,K) = e(K) ∪ {e′ ∈ EM | e
′(K) = e(K)} (K ∈ K(M)).
Then, (i) M is a connected, locally connected, compact, metrizable space, (ii) M is a dense open
subset of M and (iii) EM is a compact 0-dimensional subset of M . Thus, for any metric d on M and
any ε > 0 there exists a neighborhood U of EM in M such that diamd C < ε (C ∈ C(U)).
Let Map(M ) denote the space of continuous maps f :M →M and let H(M) denote the group of
homeomorphisms h of M onto itself. These spaces are endowed with the the compact-open topology.
Any metric d onM induces the sup-metric d on Map(M), which is compatible with the compact-open
topology. For A ⊂M we set
MapA(M ) = {f ∈ Map(M ) | f |A = idA} and HA(M) = {h ∈ H(M) | h|A = idA}.
For h ∈ D(M) and e ∈ EM we define h(e) ∈ EM by
h(e)(K) = h(e(h−1(K))) ∈ C(M −K) (K ∈ K(M)).
Then h has a unique extension h ∈ H(M) defined by h(e) = h(e) (e ∈ EM ) and the map D(M) →
H(M) : h 7→ h is a continuous group homomorphism. If h ∈ D(M)1, then h ∈ HEM (M ). For
A,B ⊂M we set DA(M,B) =
{
h ∈ D(M) | h|A = idA, h(B) = B
}
.
For each C ∈ Bc(M) we set
C = C ∪ EC , EC = {e ∈ EM | e(K) ⊂ C for some K ∈ K(M)}.
Then, EC is open and closed in EM and C is a neighborhood of EC in M .
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For A,B ∈ B(M) we write A ∼c B if the symmetric difference A∆B = (A − B) ∪ (B − A) is
relatively compact (i.e., has the compact closure) in M . This is an equivalence relation and for
C,D ∈ Bc(M) we have (i) C ∼c D iff EC = ED and (ii) C ∼c h(C) for any h ∈ DEM (M).
For ω ∈ M∂g (M) (or ω ∈ V
+(M) when M is oriented), we say that an end e ∈ EM is ω-finite if
ω(e(K)) < ∞ for some K ∈ K(M). We set EωM = {e ∈ EM | e : ω-finite}. Then E
ω
M is an open
subset of EM and for C ∈ Bc(M) we have that ω(C) <∞ iff EC ⊂ E
ω
M .
2.3. Volume transfer and end charge homomorphism.
First we introduce a quantity which measures volume transfer by diffeomorphisms (cf. [12, Section
3.2]). SupposeM is a connected oriented C∞ n-manifold possibly with corners and ω ∈ V+(M). For
A,B ∈ B(M) we write A ∼ω B if ω(A∆B) <∞. This is an equivalence relation and A ∼c B implies
A ∼ω B. If A ∼ω B, then we can define the following quantity:
Jω(A,B) = ω(A−B)− ω(B −A) ∈ R.
If C ∈ Bc(M) and h ∈ DEM (M), then J
ω(h−1(C), C) is just the total ω -mass transfered into C by
h. If A ∈ B(M) and f, g ∈ Dc(M), then Jω(f−1(A), g−1(A)) = (f∗ω − g∗ω)(A).
The quantity Jω has the following formal properties:
Lemma 2.1. Suppose A,B,C,D ∈ B(M).
(1) If A ∼ω B, then (i) ω(A) = J
ω(A,B) + ω(B) and
(ii) if ω(A) <∞, then ω(B) <∞ and Jω(A,B) = ω(A)− ω(B).
(2) If A ∼ω B ∼ω C, then J
ω(A,B) + Jω(B,C) = Jω(A,C).
(3) If A ∼ω C, B ∼ω D, then (i) A ∪B ∼ω C ∪D and
(ii) if A ∩B = C ∩D = ∅, then Jω(A ∪B,C ∪D) = Jω(A,C) + Jω(B,D).
(4) If h ∈ D(M) and A ∼h∗ω B, then h
−1(A) ∼ω h
−1(B) and Jh∗ω(A,B) = Jω(h−1(A), h−1(B)).
Lemma 2.2. Suppose A,B ∈ Bc,0(M) and A ∼c B. Then the following function is continuous :
Φ : V+(M)×DEM (M)
2 −→ R : Φ(µ, f, g) = Jµ(f(A), g(B)).
Lemma 2.1 is a special case of [12, Lemma 3.1], while Lemma 2.2 follows directly from [12, Lemma
3.2] since the canonical maps V+(M) →M∂g (M,ω-reg) and DEM (M)→ HEM (M,ω-reg) are contin-
uous.
Next we recall basic properties of the end charge homomorphism defined in [1, Section 14]. Suppose
M is a noncompact connected oriented C∞ n-manifold possibly with corners and ω ∈ V+(M). The
symbol Q(EM ) denotes the algebra of clopen subsets of EM . An end charge ofM is a finitely additive
signed measure c on Q(EM ), that is, a function c : Q(EM )→ R which satisfies the following condition:
c(F ∪G) = c(F ) + c(G) for F,G ∈ Q(EM ) with F ∩G = ∅.
Let S(M) denote the space of end charges c of M with the weak topology (or the product topology).
This topology is the weakest topology such that the function S(M)→ R : c 7→ c(F ) is continuous
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for any F ∈ Q(EM ). We set
S(M ;ω) =
{
c ∈ S(M) | (i) c(EM ) = 0, (ii) c(F ) = 0 (F ∈ Q(EM ), F ⊂ E
ω
M )}.
Then S(M) is a topological linear space and S(M ;ω) is a linear subspace of S(M).
For h ∈ DEM (M ;ω) the end charge c
ω
h ∈ S(M ;ω) is defined as follows: For any F ∈ Q(EM ) there
exists C ∈ Bc(M) with EC = F . Since C ∼c h(C), we can define as
cωh(F ) = J
ω(h−1(C), C)
(
= Jω(C, h(C)) = ω(C − h(C))− ω(h(C)− C)
)
∈ R.
This quantity is independent of the choice of C.
Proposition 2.1. The map cω : DEM (M ;ω) −→ S(M ;ω) is a continuous group homomorphism
([1, Section 14.9, Lemma 14.21 (iv)]).
2.4. Action of diffeomorphism groups on spaces of volume forms.
Suppose M is an oriented C∞ n-manifold possibly with corners. The group D+(M) acts continu-
ously on V+(M) by h · µ = h∗µ. The subgroup D(M ;ω) coincides with the stabilizer of ω ∈ V
+(M).
For m ∈ (0,∞] we obtain the invariant subspace V+(M ;m) = {µ ∈ V+(M) | µ(M) = m}. For
ω ∈ V+(M ;m) we have the orbit map πω : D
+(M) → V+(M ;m), πω(h) = h∗ω. Moser’s theorem
asserts that this orbit map has a continuous section in case M is a compact connected oriented C∞
n-manifold (J.Moser [9], A.Banyaga [2, 3]). In this article we apply the next version. The following
notations are used for a collar E = S × [a, b] and A ⊂ S,
EA = {(x, t) ∈ E | x ∈ A}, E
+
A = {(x, t) ∈ EA | t ≥ 0}, E
−
A = {(x, t) ∈ EA | t ≤ 0} and
EA[δ, ε] = {(x, t) ∈ EA | t ∈ [δ(x), ε(x)]} for functions δ, ε : S → [a, b].
Theorem 2.1. Suppose M is a compact connected oriented C∞ n-manifold possibly with corners
and E = ∂M × [0, 1] is a collar of ∂M . Suppose µ, ν : P → V+(M) are continuous maps and
ε : P → (0, 1/2) is a continuous function such that for each p ∈ P
(i) µp(M) = νp(M) and (ii) µp = νp on E[0, 2εp].
Then there exists a continuous map ϕ : P → D∂(M)1 such that for each p ∈ P
(1) ϕp∗µp = νp, (2) ϕp = idM on E[0, εp], (3) if µp = νp, then ϕp = idM .
Theorem 2.1 is complemented by the next lemma, which is a parametrized version of [10, Lemma
A2].
Lemma 2.3. Let M be an oriented C∞ n-manifold possibly with boundary.
(1) Suppose S is a proper (n−1)-submanifold of M , K is a closed subset of S, U is a neighborhood
of K in S and E = S× [−1, 1] is a bicollar neighborhood of S in M . Then, for any continuous
maps µ, ν : P → V+(M) there exist continuous maps ϕ : P → DS∪(M−EU )(M)1 and ε : P →
C∞(S, (0, 1)) such that for each p ∈ P
(i) ϕp∗µp = νp on EK [−εp, εp],
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(ii) for each x ∈ S, (a) ϕp(E
±
x ) = E
±
x and (b) if µp = νp on E
±
x , then ϕp = id on E
±
x ,
in particular, if µp = νp on E
±, then ϕp = id on E
±.
(2) Suppose K is a closed subset of ∂M , U is a neighborhood of K in ∂M and E = ∂M×[0, 1] is a
collar of ∂M in M . Then, for any continuous maps µ, ν : P → V+(M) there exist continuous
maps ψ : P → D∂M∪(M−EU )(M)1 and ε : P → C
∞(∂M, (0, 1)) such that for each p ∈ P ,
(i) ψp∗µp = νp on EK [0, εp],
(ii) for each x ∈ ∂M , (a) ψp(Ex) = Ex and (b) if µp = νp on Ex, then ψp = id on Ex,
in particular, if µp = νp on E, then ψp = idM .
Remark 2.1. In Lemma 2.3 (1), the map ϕp does not fix ∂M pointwise. To remedy this point, we
can apply (2) before (1) to obtain the following conclusion.
(3) Suppose S is a proper (n−1)-submanifold ofM and E = S×[−1, 1] is a bicollar neighborhood
of S in M . Then, for any continuous maps µ, ν : P → V+(M) there exist continuous maps
ϕ′ : P → D∂M∪(M−E)(M,S)1 and ε
′ : P → C∞(S, (0, 1)) such that for each p ∈ P ,
(i) ϕ′p∗µp = νp on E[−ε
′
p, ε
′
p] and
(ii) if µp = νp, then ϕ
′
p = idM .
For completeness we include the proofs of Theorem 2.1 and Lemma 2.3 in Appendix.
To deal with the noncompact case, it is necessary to include the informations on the ends of
manifolds ([4, 8]). Suppose M is a noncompact, connected oriented C∞ n-manifold possibly with
corners. For m ∈ (0,∞] and an open subset F of EM , we set
V+(M ;F ) =
{
µ ∈ V+(M) | EµM = F
}
and V+(M ;m,F ) = V+(M ;m) ∩ V+(M ;F ).
To distinguish topologies, by V+(M ;F )w we denote the space V
+(M ;F ) endowed with the compact-
open C∞-topology. If C ∈ Bc(M) and EC ⊂ F , then we obtain the function
ΦC : V
+(M ;F )w → R, ΦC(µ) = µ(C).
It is easily seen that this map is not continuous if C is not compact. In [4] R.Belranga overcame
this problem by introducing a stronger topology called the finite-ends weak topology (on the spaces
of Radon measures). Consider the subspace M ∪ F ⊂M .
The finite-ends weak topology on the space M∂g (M ;F ) = {µ ∈ M
∂
g (M) | E
µ
M = F} is the weakest
topology such that
(0) the function Φf :M
∂
g (M ;F )→ R : Φf (µ) =
∫
M
f dµ is continuous
for any continuous function f : M ∪ F → R with compact support.
Let M∂g (M ;F )ew denote the space M
∂
g (M ;F ) endowed with the finite-ends weak topology.
Definition 2.1. The finite-ends weak C∞ topology on V+(M ;F ) is the weakest topology such that
(i) the identity map id : V+(M ;F )→ V+(M ;F )w is continuous,
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(ii) the function Φf : V
+(M ;F )→ R : Φf (µ) =
∫
M
fµ is continuous
for any continuous function f : M ∪ F → R with compact support.
Let V+(M ;F )ew denote the space V
+(M ;F ) endowed with the finite-ends weak C∞ topology. From
the definition it follows that the canonical map V+(M ;F )ew →M
∂
g (M ;F )ew is continuous.
Lemma 2.4. If C ∈ Bc(M) and EC ⊂ F , then the function ΦC : V
+(M ;F )ew → R, ΦC(µ) = µ(C)
is continuous.
Proof. Let K = clMC ∪ EC and take an open neighborhood U of FrMC in M such that clMU is
compact. Then K,K − U ∈ K(M ∪ F ) and C = C ∪ EC is a neighborhood of K − U in M ∪ F .
Thus, there exists a continuous function f : M ∪ F → [0, 1] such that f = 1 on K − U and f = 0 on
(M ∪ F ) \ C.
Since f has a compact support in K, by the condition (ii) in Definition 2.1 we have the continuous
function Φf : V
+(M ;F )ew → R. Since the Borel measurable function g = χC − f : M → [0, 1] has
a compact support in clMU , by the condition (i) in Definition 2.1 the map Φg : V
+(M ;F )ew → R is
continuous. Thus ΦC = ΦχC = Φf +Φg is also continuous. 
The groupD+(M ;F ) acts continuously on V+(M ;F )ew by h·µ = h∗µ. The subspace V
+(M ;m,F )ew
is invariant under this action and for ω ∈ V+(M ;m,F )ew we have the orbit map πω : D
+(M ;F ) →
V+(M ;m,F )ew, πω(h) = h∗ω. The subgroup D
+(M ;ω) coincides with the stabilizer of ω. The
transitivity of this action on V+(M ;m,F )ew is proved in [8].
For the sake of notational simplicity we follow the next convention in the subsequent sections. For
continuous maps ϕ : P → D+(M), µ, ν : P → V+(M) and an n-submanifold N of M , we obtain
continuous maps ϕ∗µ : P → V
+(M), (ϕ∗µ)p = ϕp∗µp and ν|N : P → V
+(N), (ν|N )p = νp|N .
Notation 2.1. The identities for maps (ϕ∗µ)(N) = ν(N), ϕ|N = idN etc. mean that (ϕp∗µp)(N) =
νp(N) (p ∈ P ), ϕp|N = idN (p ∈ P ) etc.
3. Realization theorem for volume transfer toward ends
In this section we discuss realization problem of volume transfer toward ends by diffeomorphisms.
Main theorem 3.1 is applied in the next section to deduce Theorems 1.1 and 1.2.
3.1. Volume transfer by engulfing isotopy.
Suppose M is a connected oriented C∞ n-manifold possibly with corners and d is any metric on
M . Consider a decomposition M = L ∪S N such that
(i) L and N are connected C∞ n-submanifolds of M ,
(ii) S ≡ L ∩N = FrML = FrMN , which is a compact proper C
∞ (n− 1)-submanifold of M .
Lemma 3.1. There exists a continuous map f : (−∞,∞)→ Dc∂(M)
∗
1 such that
(1) f0 = id, fs(L) $ ft(L) (s < t),
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(2) there exists a subpolyhedron F of M (with respect to a C∞-triangulation of M) such that
(i) dimF = n− 1 and ∂M ⊂ F ,
(ii) the map f has a locally common compact support in M − F
( i.e., for any T > 0 there exists K ∈ K(M − F ) such that supp ft ⊂ K (t ∈ [−T, T ]) ),
(iii) for any K ∈ K(M − F ) there exist −∞ < s < t <∞ with K ⊂ ft(L)− fs(L),
(3) {ft}−∞<t<∞ is equi-continuous with respect to d|M .
Proof. Take a C∞-triangulation τ ofM such that L and N are subcomplexes of τ . For k = 0, 1, · · · , n
let τ(k) denote the set of k-simplices of τ and for t ∈ τ let τt =
{
t ∈ τ | t $ s
}
. Consider the
barycentric subdivision τ ′ of τ . The barycenter of a simplex s ∈ τ is denoted by b(s). If s1, s2 ∈ τ
and s1 $ s2, then we have the associated 1-simplex 〈b(s1), b(s2)〉 of τ ′. The dual 0-cell e(s) associated
with an s ∈ τ(n) is the barycenter b(s) of s. The dual 1-cell e(t) associated with an t ∈ τ(n−1) is the
union of 1-simplices 〈b(t), b(s)〉 (s ∈ τt) of τ
′. Note that #τt = 1 if t ⊂ ∂M and #τt = 2 otherwise.
The dual 1-skeleton SM of τ is the union of all dual 0-cells and dual 1-cells of τ . A maximal tree of
SM is a tree T of the graph SM which is a union of dual 1-cells of τ and includes all dual 0-cells of τ .
Consider the triangulation τ |L of L and τ |N of N . Let SL and SN be the dual 1-skeletons of τ |L and
τ |N and take maximal trees TL of SL and TN of SN such that TL ⊂ IntL and TN ⊂ IntN . Take any
(n− 1)-simplex s0 ∈ τ |S , and let TS denote the dual 1-cell associated to s0. Then T = TL ∪ TS ∪ TN
is a maximal tree of the dual 1-skeleton SM of τ . Let F = ∪{s ∈ τ | s ∩ T = ∅} and U = M − F .
Then F is a subpolyhedron of M such that dimF = n − 1, ∂M ⊂ F , S ∩ F = S − Int s0, and U is
an open regular neighborhood of T , which is an open C∞ n-cell.
Consider the decomposition of the end compactification M = L∪SN . Let F = F ∪EM , FL = F ∩L
and FN = F ∩N . Using (U, T ), we can find an engulfing pesudo-isotopy f : [−∞,∞] → MapF (M )
in M such that
(i) (a) f0 = id and f t ∈ HF (M) (t ∈ (−∞,∞)),
(b) for any T ∈ (0,∞) there exists K ∈ K(U) such that supp f t ⊂ K (t ∈ [−T, T ]),
(ii) (a) ft = f t|M ∈ D
c
F (M) (t ∈ (−∞,∞)),
(b) the map f : (−∞,∞)→ DcF (M)
∗
1 : t 7→ ft is continuous,
(c) f has locally common compact support in U ,
(iii) (a) fs(L) $ f t(L) for −∞ ≤ s < t ≤ ∞,
(b) for any K ∈ K(U) there exist −∞ < s < t <∞ such that K ⊂ f t(L)− fs(L),
(c) f−∞(L) = FL, f−∞(N) =M , and f∞(L) =M , f∞(N) = FN .
Since the compact family {f t}−∞≤t≤∞ is equi-continuous with respect to d, the family {ft}−∞<t<∞
is also equi-continuous with respect to d|M . Hence, the map f given in (ii) satisfies the required
conditions. 
Now we use the isotopy ht = f
−1
t to transfer volume on M . Consider the continuous maps
(1) λ : V+(M)× R→ R, λ(µ, t) = Jµ(h−1t (L), L) =
{
µ(ft(L)− L) (t ≥ 0)
−µ(L− ft(L)) (t ≤ 0)
,
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(2) W+(M) =
{
(µ, a) ∈ V+(M)× R
∣∣ a ∈ (−µ(L), µ(N))} (an open subset of V+(M)× R),
(3) t :W+(M)→ R, t(µ, a) = λ(µ, ∗)−1(a) (i.e., t = t(µ, a) iff a = λ(µ, t)),
(4) H :W+(M)→ Dc∂(M)
∗
1, H(µ,a) = ht(µ,a)
Since the map λ(µ, ∗) : R→ (−µ(L), µ(N)) is a monotonically increasing homeomorphism, the map
t is well defined. Note that h0 = idM and t(µ, 0) = 0.
Lemma 3.2. The map H has the following properties:
(i) H has locally common compact support in IntM .
(ii) {H(µ,a)
−1}(µ,a) is equi-continuous with respect to d|M .
(iii) Jµ(H−1(µ,a)(L), L) = a. (iv) H(µ,a) = idM iff a = 0.
Remark 3.1. The continuous map
H˜ :W+(M)× [0, 1] → Dc∂(M)
∗
1, H˜(µ,a),s = H(µ,sa)
provides a homotopy from H˜0 ≡ idM to H˜1 = H with locally common compact support in IntM .
3.2. Fundamental deformation lemmas.
SupposeM is a connected oriented C∞ n-manifold possibly with corners, d is any metric onM and
N is a connected C∞ n-submanifold of M such that FrMN is compact. Let C(N
c) = {A1, · · · , Am}.
Lemma 3.3. Suppose µ : P → V+(M) are continuous maps and a(i) : P → R (i = 0, 1, · · · ,m) are
continuous functions such that
(a)
∑m
i=0 a(i) = 0 and (b) a(0) > −µ(N), a(i) > −µ(Ai) (i = 1, · · · ,m).
Then there exists a continuous map ϕ : P → Dc∂(M)
∗
1 such that
(1) (i) ϕ has locally common compact support in IntM (and there exists a homotopy from ϕ to
the constant map idM with locally common compact support in IntM),
(ii) the family
{
ϕ−1p
}
p
is equi-continuous with respect to d|M ,
(2) (i) Jµ(ϕ−1(N), N) = a(0) and (ii) Jµ(ϕ−1(Ai), Ai) = a(i) (i = 1, · · · ,m),
(3) if p ∈ P and ap(i) = 0 (i ∈ {1, · · · ,m}), then ϕp = idM .
Remark 3.2. In Lemma 3.3 we note the following points.
(A) The condition (2)(ii) implies (2)(i). This follows from the condition (a) and the equation
Jµ(ϕ−1(N), N) +
∑
i J
µ(ϕ−1(Ai), Ai) = J
µ(ϕ−1(M),M) = Jµ(M,M) = 0.
(B) If the condition (b) is replaced by (b)′ a(0) < µ(N), a(i) < µ(Ai) (i = 1, · · · ,m),
then the condition (2) is replaced by
(2)′ (i) Jµ(N,ϕ−1(N)) = a(0) and (ii) Jµ(Ai, ϕ
−1(Ai)) = a(i) (i = 1, · · · ,m).
This is verified by applying Lemma 3.3 to the functions −ai.
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Proof of Lemma 3.3. [1] First we verify the case m = 1. The argument in Section 3.1 can be
applied to M = A1 ∪N so to yield the associated map H :W
+(M)→ Dc∂(M)
∗
1. From the conditions
(a) and (b) it follows that (µp, ap(1)) ∈ W
+(M) (i.e., ap(1) ∈ (−µp(A1), µp(N))) for each p ∈ P .
Thus, we obtain the composition
ϕ : P → Dc∂(M)
∗
1, ϕp = H(µp,ap(1)) (p ∈ P ).
The required properties of ϕ are verified by Lemma 3.2 and Remarks 3.1 and 3.2 (A).
[2] We proceed by the induction on m. For m = 0 we can take ϕ ≡ idM . Suppose m ≥ 1 and
assume that the assertion holds for m− 1. To prove the assertion for m, first we apply the inductive
hypothesis to the data : M = (N ∪ A1) ∪ A2 ∪ · · · ∪ Am and a(0) + a(1), a(2), · · · , a(m) to yield a
map ψ : P → Dc∂(M)
∗
1 which satisfies the conditions (1), (3) (for a(0) + a(1), a(2), · · · , a(m)) and
(2)1 (i) J
µ(ψ−1(N ∪A1), N ∪A1) = a(0) + a(1) and (ii) J
µ(ψ−1(Ai), Ai) = a(i) (i = 2, · · · ,m).
Next we apply [1] (the case m = 1) to the data : M1 = N ∪A1, (ψ∗µ)|M1 : P → V
+(M1) and
b(0), b(1) : P → R, b(0) = a(0)− Jµ(ψ−1(N), N), b(1) = a(1)− Jµ(ψ−1(A1), A1).
Note that (a) b(0) + b(1) = a(0) + a(1) − Jµ(ψ−1(N ∪A1), N ∪A1) = 0,
(b) b(0) = a(0) − Jµ(ψ−1(N), N) > −µ(N)− Jµ(ψ−1(N), N) = −µ(ψ−1(N)) = −(ψ∗µ)(N),
and similarly, b(1) > −(ψ∗µ)(A1).
Then we obtain a map χ : P → Dc∂(M1)
∗
1 which satisfies the conditions (1), (2) and (3) for these
data. The condition (1) (i) assures that this map has a canonical extension by id,
χ : P → Dc∂∪A2∪···∪Am(M)
∗
1,
which also satisfies the conditions (1), (3) (for b(0), b(1)) and
(2)2 (i) J
ψ∗µ(χ−1(N), N) = b(0) and (ii) Jψ∗µ(χ−1(A1), A1) = b(1).
Finally, we see that the map ϕ : P → Dc∂(M)
∗
1, ϕp = χpψp satisfies the required conditions.
(1) Since both ψ and χ satisfy the condition (1), so is the map ϕ.
(2) From the condition (2)2 (ii) it follows that
a(1) = Jµ(ψ−1(A1), A1) + J
ψ∗µ(χ−1(A1), A1)
= Jµ(ψ−1(A1), A1) + J
µ(ψ−1χ−1(A1), ψ
−1A1) = J
µ(ϕ−1(A1), A1).
For i = 2, · · · ,m, since χ = id on Ai, the condition (2)1 (ii) implies that
a(i) = Jµ(ψ−1(Ai), Ai) = J
µ(ϕ−1(Ai), Ai).
The condition (2)(i) follows from (2)(ii) and Remark 3.2 (A).
(3) If ap(i) = 0 (i ∈ {1, · · · ,m}), then we have (i) ψp = idM and (ii) bp(0) = bp(1) = 0 so that
χp = idM . Thus ϕp = idM .
This completes the proof. 
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3.3. Admissible sequences of diffeomorphisms.
Suppose M is a noncompact connected C∞ n-manifold possibly with boundary and d is any fixed
metric on M . Let N (M) denote the set of compact, connected C∞ n-submanifold N of M such that
each C ∈ C(N c) is noncompact. (We assume that ∅ ∈ N (M).) We also let
N (2)(M) =
{
(K,L) ∈ N (M)2 | (i) K ⊂ IntML, (ii) L ∩A is connected for each A ∈ C(K
c)
}
.
Note that (i) for any N ∈ N (M) the complementary region N c is a C∞ n-submanifold ofM consisting
of finitely many noncompact connected components and (ii) since dimEM = 0, for any K ∈ N (M)
and any ε > 0 there exists an L ∈ N (M) such that (K,L) ∈ N (2)(M) and diam dB < ε (B ∈ C(L
c)).
Let P be a fixed topological space.
Definition 3.1. A sequence (Kk, Lk, f
k, gk) (k = 1, 2, · · · ) is said to be admissible if it satisfies the
following conditions for each k = 1, 2, · · · : (Let L0 = ∅ and f
0 = g0 ≡ idM )
(1)k Kk, Lk ∈ N (M) and (Lk−1,Kk), (Kk, Lk) ∈ N
(2)(M).
(2)k (i) f
k, gk : P → Dc∂(M)
∗
1 are continuous maps.
(ii) fk = ϕkfk−1 and gk = ψkgk−1
for some continuous maps ϕk : P → Dc∂∪Lk−1(M)
∗
1 and ψ
k : P → Dc∂∪Kk(M)
∗
1.
(3)k (i) f
k and gk have locally common compact support in IntM .
(ii) {(fkp )
−1}p and {(g
k
p )
−1}p are equicontinuous with respect to d|M .
(4)k (i) diamA ≤ 2
−k, diam (gk−1)−1(A) ≤ 2−k (A ∈ C(Kck)).
(ii) diamB ≤ 2−k, diam (fk)−1(B) ≤ 2−k (B ∈ C(Lck)).
Lemma 3.4. Suppose (Kk, Lk, f
k, gk)k is an admissible sequence.
(1) The sequences (fk)k and (g
k)k converge d|M -uniformly to some continuous maps f, g : P →
D∂(M)1 respectively.
(2) f−1|Lk = (f
k)−1|Lk , g
−1|Kk = (g
k−1)−1|Kk (k ≥ 1).
Proof. We verify the statements for the map f . The argument for the map g is completely same.
Note that the metric d on M induces the sup-metric d on Map(M ) (and on Map(M)).
[1] The sequence (fk)k has the following properties:
(i) d(fk, fk+1) ≤ 2−k, d
(
(fk)−1,
(
fk+1)−1
)
≤ 2−k (k ≥ 1) (ii) (f ℓ)−1|Lk = (f
k)−1|Lk (ℓ ≥ k).
In fact, from (2)k and (4)k it follows that
(a) ϕk+1|Lk = idLk and (b) ϕ
k+1(B) = B, dimB ≤ 2−k (B ∈ C(Lck)).
This implies that d(ϕk+1, idM ) ≤ 2
−k and d(fk, fk+1) ≤ 2−k. On the other hand,
since (c) (ϕk+1)−1|Lk = idLk and (d) (ϕ
k+1)−1(B) = B (B ∈ C(Lck)), it follows that
(fk+1)−1|Lk = (f
k)−1|Lk and (f
k+1)−1(B) = (fk)−1(B), whose diameter ≤ 2−k by (4)k.
This implies d
(
(fk)−1,
(
fk+1)−1
)
≤ 2−k. By (2)k (ii), for ℓ ≥ k + 1 we have ϕ
ℓ|Lk = idLk and
(f ℓ)−1|Lk = (ϕ
ℓ · · ·ϕk+1fk)−1|Lk = (f
k)−1(ϕℓ · · ·ϕk+1)−1|Lk = (f
k)−1|Lk .
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[2] There exists a canonical extension map η : D∂(M)1 →H∂∪EM (M ). By [1] (i) the maps f
k
= ηfk
(k ≥ 1) satisfy the following conditions:
d(f
k
, f
k+1
) ≤ 2−k and d
((
f
k)−1
,
(
f
k+1)−1)
≤ 2−k (k ≥ 1).
Since M is compact, the sequences (f
k
)k and
(
(f
k
)−1
)
k
converge d-uniformly to some continuous
maps f, f
′
: P → Map∂∪EM (M). Since
f
′
f = limk→∞(f
k
)−1f
k
≡ idM and f f
′
= limk→∞ f
k
(f
k
)−1 ≡ idM ,
it follows that fp ∈ H∂∪EM (M) and fp = fp|M ∈ H∂(M) for each p ∈ P . Therefore the sequences
(fk)k and
(
(fk)−1
)
k
converge d|M -uniformly to the maps f = f |M , f
−1 : P → H∂(M). In [1] (ii),
tending ℓ→∞, we have the condition (2) (i.e., f−1|Lk = (f
k)−1|Lk (k ≥ 1)).
[3] Since (fkp )
−1 ∈ D∂(M) and f
−1
p |Lk is a C
∞-embedding for any k ≥ 1, we have f−1p ∈ D∂(M).
To see that fp ∈ D∂(M)1, we have to construct a path Fp(t) ∈ D∂(M) (t ∈ [0, 1]) with Fp(0) = idM
and Fp(1) = fp. Since ϕ
k
p ∈ D
c
∂∪Lk−1
(M)∗1, there exists a path Φ
k
p(t) ∈ D
c
∂∪Lk−1
(M) (k − 1 ≤ t ≤ k)
such that Φkp(k − 1) = idM and Φ
k
p(k) = ϕ
k
p. Replacing [0, 1] by [0,∞], we define Fp(t) ∈ D∂(M)
(t ∈ [0,∞]) by
Fp(t) =
{
Φkp(t)f
k−1
p (k ≥ 1, k − 1 ≤ t ≤ k)
fp (t =∞).
Obviously Fp(t) is continuous on [0,∞). Since Fp(t)
−1|Lk = (f
k
p )
−1|Lk (k ≤ t ≤ ∞), it follows that
Fp(t)
−1 ∈ D(M) is continuous at t =∞. Hence Fp(t) is also contiuous at t =∞.
[4] Since the maps (fk)−1 : P → D∂(M)1 (k ≥ 1) are continuous, by the condition (2) and the
definiton of the compact-open C∞-topology, it follows that the map f−1 : P → D∂(M)1 is continuous.
This implies the continuity of the map f : P → D∂(M)1. This completes the proof. 
Suppose M is a noncompact, connected oriented C∞ n-manifold possibly with boundary and
Li (i ≥ 0) is a sequence of compact n-submanifolds of M such that L0 = ∅, ∪iLi = M and
Li−1 ⊂ IntMLi (i ≥ 1). We set S = ∪iFrMLi and L = ∪i C(cl(Li − Li−1)).
Lemma 3.5. Suppose µ, ν : P → V+(M) are continuous maps such that µ(N) = ν(N) (N ∈ L).
Then there exists a map χ : P → D∂(M,S)1 such that
(1) χ∗µ = ν, (2) χ(N) = N (N ∈ L) and (3) if p ∈ P and µp = νp, then χp = idM .
Proof. Choose a product collar E1 = ∂M × [0, 1] of ∂M in M and a product bicollar E2 = S× [−1, 1]
of S in M such that E1 intersects with E2 orthogonally so that
E1 ∩ E2 = ∂S × [0, 1] × [−1, 1] and E1[0, a] ∩E2[−b, b] = ∂S × [0, a]× [−b, b] (a, b ∈ [0, 1]).
By Lemma 2.3 (2) there exist maps
χ1 : P → D∂∪(M\E1)(M)1 and ε
1 : P → C∞(∂M, (0, 1))
such that for each p ∈ P ,
(i) (χ1p)∗µp = νp on E
1[0, ε1p], (ii) χ
1
p(E
1
x) = E
1
x (x ∈ ∂M) and (iii) if µp = νp, then χ
1
p = idM .
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From (ii) it follows that χ1p ∈ D∂(M ;S)1 and χ
1
p(N) = N (N ∈ L). Thus we obtain maps
χ1p : P → D∂(M ;S)1 and µ
1 = χ1∗µ : P → V
+(M), µ1p = (χ
1
p)∗µp.
By Lemma 2.3 (1) there exist maps
χ2 : P → DS∪(M\E2)(M)1 and ε
2 : P → C∞(S, (0, 1))
such that for each p ∈ P , (i)′ (χ2p)∗µ
1
p = νp on E
2[−ε2p, ε
2
p], and
(ii)′ for each x ∈ S (a) χ2p((E
2)±x ) = (E
2)±x and (b) if µ
1
p = νp on (E
2)±x , then χ
2
p = id on (E
2)±x .
From (ii)′ it follows that χ2p ∈ D∂∪S∪(M\E2)(M)1 and χ
2
p(N) = N (N ∈ L). Thus we obtain maps
χ2p : P → D∂(M ;S)1 and µ
2 = χ2∗µ
1 : P → V+(M), µ2p = (χ
2
p)∗µ
1
p.
For each N ∈ L, let ∂−N = ∂N ∩ ∂M and ∂+N = FrMN = ∂N ∩ S. Then
EN = (E1 ∪ E2) ∩N = (E2∂+N ∩N) ∪ E
1
∂−N
is a collar of ∂N in N . Consider the continuous maps µ2|N , ν|N : P → V
+(N) and
εN : P → (0, 1/2), εNp =
1
2
min
{
min ε1p|∂−N ,min ε
2
p|∂+N
}
.
For each p ∈ P it is seen that
µ2p(N) = νp(N) and µ
2
p|N = νp|N on E
N [0, 2εNp ].
In fact, since χ2p(N) = χ
1
p(N) = N , it follows that µ
2
p(N) = µ
1
p(N) = µp(N) = νp(N). By (i)
′ and
(i) we have µ2p = νp on E
2
∂+N
[−2εNp , 2ε
N
p ] and µ
1
p = νp on E
1
∂−N
[0, 2εNp ]. The latter and (ii)
′ (b) imply
that χ2p = id on E
1
∂−N
[0, 2εNp ] and so µ
2
p = µ
1
p = νp on E
1
∂−N
[0, 2εNp ].
Then, Theorem 2.1 yields a map χN : P → D∂(N)1 such that for each p ∈ P
(i)′′ (χNp )∗(µ
2
p|N ) = νp|N , (ii)
′′ χNp = id on E
N [0, εNp ] (χ
N
p is isotopic to idN relative to E
N [0, εNp ]),
(iii)′′ if µ2p|N = νp|N , then χ
N
p = idN .
Define a map χ3 : P → D∂∪S(M)1 by χ
3
p|N = χ
N
p (N ∈ L). Then we have (χ
3
p)∗µ
2
p = νp (p ∈ P ).
Finally, the required map χ is defined by the composition
χ : P → D∂(M,S)1, χp = χ
3
p χ
2
p χ
1
p (p ∈ P ).
If µp = νp, then χ
1
p = idM and µ
1
p = νp. In turn, this implies that χ
2
p = idM and µ
2
p = µ
1
p = νp so
that χ3p = idM and hence χp = idM . 
3.4. Main deformation theorem.
SupposeM is a noncompact connected oriented C∞ n-manifold possibly with boundary, d is a fixed
metric on M and µ, ν : P → V+(M) are continuous maps. Let F(M) denote the class of connected
C∞ n-submanifoldN ofM such that FrMN is compact and set Fc(M) = {N ∈ F(M) | N : compact}.
Let C0(P ) denote the set of all continuous functions α : P → R and D denote the collection of all
continuous maps f : P → D∂(M)1.
Assumption 3.1. Suppose a subclass F of F(M) and a map a : D2 × F → C0(P ) satisfies the
following conditions :
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(∗0) Fc(M) ⊂ F and µ(A) = ν(A) =∞ (A ∈ F(M)−F).
(∗1) a(f, g;C) ∈ (−µ(f
−1(C)), ν(g−1(C))) (f, g ∈ D, C ∈ F).
(∗2) a(f2, g;C) = a(f1, g;C) + J
µ(f−11 (C), f
−1
2 (C))
a(f, g2;C) = a(f, g1;C)− J
ν(g−11 (C), g
−1
2 (C))
(f, f1, f2, g, g1, g2 ∈ D, C ∈ F ).
(∗3) If (K,L) ∈ N
(2)(M), A ∈ C(Kc) and C(A ∩ Lc) ⊂ F , then
A ∈ F and a(f, g;A ∩ L) +
∑
B∈C(A ∩ Lc) a(f, g;B) = a(f, g;A) (f, g ∈ D).
(∗4) If M ∈ F , then a(idM , idM ;M) = 0.
Remark 3.3. From (∗2) it follows that for p ∈ P
(i) ap(f1, g1;C) = ap(f2, g2;C) if (f1)
−1
p (C) = (f2)
−1
p (C) and (g1)
−1
p (C) = (g2)
−1
p (C)
( for example, (f1)p = (f2)p and (g1)p = (g2)p ),
(ii) ap(ϕf, g;C) = ap(f, g;C) if ϕ ∈ D and ϕp = id on C.
See Section 4 for explicit examples of (a,F).
Recall the defining conditions (1)k ∼ (4)k for admissible sequences in Definition 3.1.
Theorem 3.1. [1] There exists an admissible sequence (Kk, Lk, f
k, gk) (k = 1, 2, · · · ) (L0 = ∅,
f0 = g0 ≡ idM ) which satisfies the following additional conditions:
(5)k (i) a(f
k, gk−1;C) = 0
(
C ∈ C(cl(Kk − Lk−1)) ∪ (C(K
c
k) ∩ F))
)
(ii) a(fk, gk;C) = 0
(
C ∈ C(cl(Lk −Kk)) ∪ (C(L
c
k) ∩ F))
)
(6)k If p ∈ P and ap(idM , idM ;C) = 0 (C ∈ F), then f
k
p = g
k
p = idM .
[2] The sequences (fk)k, (g
k)k converge d|M -uniformly to some maps f, g : P → D∂(M)1 respectively.
The maps f and g satisfy the following conditions:
(1) f−1|Lk = (f
k)−1|Lk , g
−1|Kk = (g
k−1)−1|Kk (k ≥ 1).
(2) a(f, g;C) = 0 for any C ∈ F with
C ∈ C(Kck) ∪ C(L
c
k) ∪ C(cl(Kk − Lk−1)) ∪ C(cl(Lk −Kk)) for some k ≥ 1.
(3) If p ∈ P and ap(idM , idM ;C) = 0 (C ∈ F), then fp = gp = idM .
Proof. [1] Suppose k ≥ 1 and assume that we have constructed (Ki, Li, f
i, gi) (i = 1, · · · , k − 1)
which satisfy the conditions (1)i ∼ (6)i (i = 1, · · · , k − 1). The tuple (Kk, Lk, f
k, gk) is constructed
as follows:
Kk : Since
{
(gk−1p )
−1
}
p
is equi-continuous with respect to d|M , we can find Kk ∈ N (M) which
satisfies (1)k and (4)k (i).
fk : For each B ∈ C(Lck−1) we construct a map ϕ
B : P → Dc∂∪Bc(M)
∗
1 which satisfies the following
conditions:
(3)′k (i) ϕ
B has locally common compact support in IntM .
(ii) {(ϕBp )
−1}p is equicontinuous with respect to d|M .
(5)′k a(ϕ
Bfk−1, gk−1;B ∩Kk) = 0 and a(ϕ
Bfk−1, gk−1;A) = 0 (A ∈ C(B ∩Kck) ∩ F).
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(6)′k If p ∈ P and ap(idM , idM ;C) = 0 (C ∈ F), then ϕ
B
p = idM .
Consider the decomposition of B and the associated functions in C0(P ) defined by
(i) B = N ∪
(
∪ℓi=1 Ai
)
∪
(
∪mj=1 A
′
j
)
(ℓ,m ≥ 0, ℓ+m ≥ 1),
where N = A0 = B ∩Kk, C(B ∩K
c
k) ∩ F = {A1, · · · , Aℓ}, C(B ∩K
c
k)−F = {A
′
1, · · · , A
′
m}
(ii) a(i) = a(fk−1, gk−1;Ai) (i = 0, 1, · · · , ℓ), b(j) = −
1
m
∑ℓ
i=0 a(i) (j = 1, · · · ,m).
In order to apply Lemma 3.3 to these data and (fk−1∗ µ)|B , we have to check the next conditions:
(a) a(0) +
∑ℓ
i=1 a(i) +
∑m
j=1 b(j) = 0,
(b) a(i) > −µ((fk−1)−1(Ai)) (i = 0, 1, · · · , ℓ), b(j) > −µ((f
k−1)−1(A′j)) (j = 1, · · · ,m).
For (a), if m ≥ 1, then this follows from the definition of b(j)’s. If m = 0, then from (∗3) and
(5)k−1 (ii) ((∗4) for k = 1) it follows that B ∈ F and
∑ℓ
i=0 a(i) = a(f
k−1, gk−1;B) = 0.
For (b), the assertion for a(i)’s follows from (∗1). Since A
′
j 6∈ F , from (∗0) it follows that µ(A
′
j) =∞.
Since each fk−1p has a compact support, we also have µ((f
k−1)−1(A′j)) =∞, which obviously implies
the assertion for b(j)’s.
Now Lemma 3.3 can be applied to yield a map ϕB : P → Dc∂∪Bc(M)
∗
1 which satisfies (3)
′
k and the
next conditions:
(5)′′k J
fk−1∗ µ((ϕB)−1(Ai), Ai) = a(i) (i = 0, 1, · · · , ℓ), J
fk−1∗ µ((ϕB)−1(A′j), A
′
j) = b(j) (j = 1, · · · ,m).
(6)′′k If p ∈ P and ap(i) = 0 (i = 0, 1, · · · , ℓ) (so that bp(j) = 0 (j = 1, · · · ,m)), then ϕ
B
p = idM .
We note that the conditions (5)′′k and (6)
′′
k imply (5)
′
k and (6)
′
k respectively. In fact, by (∗2) and
Lemma 2.1 the condition (5)′′k implies that
a(ϕBfk−1, gk−1;Ai) = a(f
k−1, gk−1;Ai) + J
µ((fk−1)−1(Ai), (ϕ
Bfk−1)−1(Ai))
= a(i) − Jf
k−1
∗ µ((ϕB)−1(Ai), Ai) = 0 (i = 0, 1, · · · , ℓ).
If p ∈ P and ap(idM , idM ;C) = 0 (C ∈ F), then from (6)k−1 and Remark 3.3 (i) it follows that
fk−1p = g
k−1
p = idM and ap(i) = ap(f
k−1, gk−1;Ai) = ap(idM , idM ;Ai) = 0 (i = 0, 1, · · · , ℓ),
and from (6)′′k follows ϕ
B
p = idM .
Finally, we define a map ϕk : P → Dc∂∪Lk−1(M)
∗
1 by
ϕkp = ϕ
B1
p · · ·ϕ
Br
p (p ∈ P ), where C(L
c
k−1) = {B1, · · · , Br} is any ordering.
Then the required map fk : P → Dc∂(M)
∗
1 is defined by f
k = ϕkfk−1. The conditions (3)k and (6)k
follow from (3)k−1, (3)
′
k and (6)k−1, (6)
′
k respectively, while the condition (5)k follows from (5)
′
k and
Remark 3.3 (ii).
Lk : Since
{
(fkp )
−1
}
p
is equi-continuous, we can find Lk ∈ N (M) which satisfies (1)k and (4)k (ii).
gk : The map ψk and gk are obtained by the same arguments, using Lemma 3.3 and Remark 3.2 (B).
[2] The existence of the limit maps f and g and the condition (1) follow from Lemma 3.4.
(2) For each k ≥ 1
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(i) since f−1 = (fk)−1 and g−1 = (gk−1)−1 onKk, for any C ∈ (C(K
c
k)∩F)∪C(cl(Kk−Lk−1))
it follows that f−1(C) = (fk)−1(C), g−1(C) = (gk−1)−1(C) and hence
a(f, g;C) = a(fk, gk−1;C) = 0 by Remark 3.3 (i) and (5)k (i),
(ii) since f−1 = (fk)−1 and g−1 = (gk)−1 on Lk, for any C ∈ (C(L
c
k) ∩ F) ∪ C(cl(Lk −Kk))
it follows that f−1(C) = (fk)−1(C), g−1(C) = (gk)−1(C) and hence
a(f, g;C) = a(fk, gk;C) = 0 by Remark 3.3 (i) and (5)k (ii).
(3) The assertion follows from (6)k. 
4. Proof of Theorems 1.1 and 1.2
In this section we apply Theorem 3.1 to deduce Theorems 1.1 and 1.2. SupposeM is a noncompact
connected oriented C∞ n-manifold possibly with boundary and d is a fixed metric on M .
4.1. Proof of Theorem 1.1.
Suppose F is an open subset of EM and µ, ν : P → V
+(M ;F )ew are continuous maps with
µp(M) = νp(M) (p ∈ P ).
Definition 4.1. We define (F , a) as follows :
(i) F =
{
C ∈ F(M) | EC ⊂ F
}
,
(ii) a : D2 ×F → C0(P ) : a(f, g;C) = ν(g−1(C))− µ(f−1(C)) = (g∗ν)(C)− (f∗µ)(C).
Remark 4.1. For C ∈ F(M) and f ∈ D we have
(a) C ∈ F iff µ(C) <∞ (or ν(C) <∞), since E
µp
M = E
νp
M = F (p ∈ P ).
(b) Ef−1(C) = EC and so C ∈ F iff f
−1(C) ∈ F , since fp ∈ DEM (M) (p ∈ P ).
Lemma 4.1. The map a is well-defined and (F , a) satisfies the conditions (∗0) ∼ (∗4) in Assump-
tion 3.1.
Proof. Remark 4.1 implies that µ(f−1(C)), ν(g−1(C)) < ∞. Since µ(f−1(C)) = Jµ(f−1(C), C) +
µ(C), by Lemmas 2.2 and 2.4 the map µ(f−1(C)) : P → R is continuous. Similarly, the map
ν(g−1(C)) : P → R is continuous. Thus, the map a(f, g;C) : P → R is continuous and the map a is
well-defined. The conditions (∗0) ∼ (∗4) are verified as follows.
(∗0) Obviously Fc(M) ⊂ F and by Remark 4.1 (a) we have µ(A) = ν(A) =∞ (A ∈ F(M)−F).
(∗1) a(f, g;C) = ν(g
−1(C))− µ(f−1(C)) ∈ (−µ(f−1(C)), ν(g−1(C))).
(∗2) Since µ(f
−1
i (C)), ν(g
−1
i (C)) <∞ (i = 1, 2), we have
a(f1, g;C) + J
µ(f−11 (C), f
−1
2 (C)) = ν(g
−1(C))− µ(f−11 (C)) + µ(f
−1
1 (C))− µ(f
−1
2 (C))
= ν(g−1(C))− µ(f−12 (C)) = a(f2, g;C),
a(f, g1;C)− J
ν(g−11 (C), g
−1
2 (C)) = ν(g
−1
1 (C))− µ(f
−1(C))−
(
ν(g−11 (C))− ν(g
−1
2 (C))
)
= ν(g−12 (C))− µ(f
−1(C)) = a(f, g2;C).
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(∗3) If (K,L) ∈ N
(2)(M), A ∈ C(Kc) and C(A ∩ Lc) ⊂ F , then
(i) µ(A) = µ(A ∩ L) +
∑
B∈C(A ∩ Lc) µ(B) <∞, so that A ∈ F ,
(ii) a(f, g;A ∩ L) +
∑
B∈C(A ∩ Lc) a(f, g;B)
= ν(g−1(A ∩ L))− µ(f−1(A ∩ L)) +
∑
B∈C(A ∩ Lc)
(
ν(g−1(B))− µ(f−1(B))
)
= ν(g−1(A))− µ(f−1(A)) = a(f, g;A).
(∗4) If M ∈ F , then a(idM , idM ;M) = ν(M)− µ(M) = 0 by the assumption on µ and ν. 
Proof of Theorem 1.1. By Theorem 3.1 we obtain an admissible sequence (Kk, Lk, f
k, gk)k≥1 and
the limit maps f, g : P → D∂(M)1 which satisfy the following conditions:
(1) a(f, g;C) = 0 (i.e., (f∗µ)(C) = (g∗ν)(C))
for any C ∈ C(cl(Kk − Lk−1)) ∪ C(cl(Lk −Kk)) (k ≥ 1).
(2) If p ∈ P and ap(idM , idM ;C) = 0 (C ∈ F) (i.e., µp = νp), then fp = gp = idM .
By the condition (1) and Lemma 3.5 we obtain a map χ : P → D∂(M)1 such that
(i) χ∗(f∗µ) = g∗ν and (ii) if p ∈ P and (fp)∗µp = (gp)∗νp, then χp = idM .
Finally, the required map h : P → D∂(M)1 is defined by hp = g
−1
p χpfp (p ∈ P ). 
Theorem 1.1 is equivalent to the following statement.
Theorem 1.1′. Suppose P is any topological space and µ˜ : P × [0, 1] → V+(M ;F )ew is a homotopy
with µ˜p(t)(M) = µ˜p(0)(M) ((p, t) ∈ P × [0, 1]). Then there exists a homotopy h˜ : P × [0, 1]→ D∂(M)1
such that for each (p, t) ∈ P × [0, 1]
(1) h˜p(t)∗µ˜p(0) = µ˜p(t), (2) h˜p(0) = idM and (3) if µ˜p(t) = µ˜p(0), then h˜p(t) = idM .
Proof. The homotopy h˜ in Theorem 1.1′ is obtained by applying Thereom 1.1 to the maps µ˜ and
µ˜′ : P × [0, 1]→ V+(M ;F )ew, µ˜
′(t) = µ˜(0) (t ∈ [0, 1]).
The maps µ, ν : P → V+(M ;F )ew in Theorem 1.1 are connected by the affine homotopy
µ˜ : P × [0, 1] → V+(M ;F )ew, µ˜(t) = (1 − t)µ + tν. Theorem 1.1
′ yields a homotopy h˜ which
traces µ˜, and the map h = h˜(1) satisfies the required conditions in Theorem 1.1. 
Proof of Corollary 1.1 (1). We apply Theorem 1.1 to the data:
P = V+(M ;m,F ), the constant map P → V+(M ;F ), µ 7→ ω and the inclusion map P ⊂ V+(M ;F ).
This yields a map σ : P → D(M)1 such that σ(µ)∗ω = µ (µ ∈ P ) and σ(ω) = idM . This means that
the map σ is the required section of πω. 
Corollary 1.1 (2) is a special case of the next corollary.
Corollary 4.1. Suppose G is any subgroup of D+(M ;F ) with D∂(M)1 ⊂ G. Then
(1) (G,G ∩D(M ;ω)) ∼= (V+(M ;m,F )ew, {ω}) × (G ∩ D(M ;ω)).
(2) G ∩ D(M ;ω) is a strong deformation retract of G.
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Proof. (1) The required homeomorphism ϕ : G → V+(M ;m,F )ew × (G ∩ D(M ;ω)) is defined by
ϕ(h) = (πω(h), (σ(πω(h)))
−1h). The inverse is given by ϕ−1(µ, h) = σ(µ)h.
(2) Since the singleton {ω} is a strong deformation retract of V+(M ;m,F )ew, the conclusion follows
from (1). 
Remark 4.2. D∂(M)1 ∩ D(M ;ω) = D∂(M ;ω)1.
Proof. By Corollary 4.1 (2) D∂(M)1 ∩D(M ;ω) is a strong deformation retract of D∂(M)1. Since the
latter is path-connected, so is the former. 
4.2. Proof of Theorem 1.2.
Suppose µ : P → V+(M) and a : P → S(M) are continuous maps such that ap ∈ S(M,µp) (p ∈ P ).
(Let ν = µ.)
Definition 4.2. We define (F , a˜) as follows :
(i) F = F(M),
(ii) a˜ : D2 ×F → C0(P ) : a˜(f, g;C) = a(EC)− J
µ(f−1(C), g−1(C)).
Lemma 4.2. The map a˜ is well-defined and (F , a˜) satisfies the conditions (∗0) ∼ (∗4) in Assump-
tion 3.1.
The map a is well-defined and (F , a) satisfies the conditions (∗0) ∼ (∗4) in Assumption 3.1.
Proof. Lemma 2.2 implies that the function Jµ(f−1(C), g−1(C)) : P → R is well-defined and con-
tinuous, while the continuity of the function a(EC) : P → R follows from the definition of the weak
topology of S(M). The conditions (∗0) ∼ (∗4) are verified as follows.
(∗0) The assertion is trivial.
(∗1) Let (f, g, C) ∈ D
2×F and p ∈ P . Since fp, gp ∈ DEM (M), we have EC = Ef−1p (C) = Eg−1p (C).
If EC ⊂ E
µp
M , then (a) ap(EC) = 0 since ap ∈ S(M ;µp) and (b) µp(f
−1
p (C)), µp(g
−1
p (C)) <∞,
so that
a˜p(f, g;C) = −J
µp(f−1p (C), g
−1
p (C)) = µp(g
−1
p (C))− µp(f
−1
p (C)).
If EC 6⊂ E
µp
M , then µp(f
−1
p (C)) = µp(g
−1
p (C)) =∞.
In both cases, we have a˜p(f, g;C) ∈ (−µp(f
−1
p (C)), µp(g
−1
p (C))).
(∗2) By Lemma 2.1 it follows that
a˜(f1, g;C) + J
µ(f−11 (C), f
−1
2 (C)) = a(EC)− J
µ(f−11 (C), g
−1(C))− Jµ(f−12 (C), f
−1
1 (C))
= a(EC)− J
µ(f−12 (C), g
−1(C)) = a˜(f2, g;C),
a˜(f, g1;C)− J
µ(g−11 (C), g
−1
2 (C)) = a(EC)− J
µ(f−1(C), g−11 (C))− J
µ(g−11 (C), g
−1
2 (C))
= a(EC)− J
µ(f−1(C), g−12 (C)) = a˜(f, g2;C).
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(∗3) Let (K,L) ∈ N
(2)(M), A ∈ C(Kc) and f, g ∈ D. SetN = A∩L and C(A∩Lc) = {B1, · · · , Bm}.
Note that (a) a(EN ) = 0 since N is compact and EN = ∅ and (b) a(EA) =
∑
i a(EBi) since
EA is the disjoint union of EBi (i = 1, · · · ,m). Thus by Lemma 2.1 (3) we have
a˜(f, g;N) +
∑
i a˜(f, g;Bi) = −J
µ(f−1(N), g−1(N)) +
∑
i
(
a(EBi)− J
µ(f−1(Bi), g
−1(Bi))
)
= a(EA)− J
µ(f−1(A), g−1(A)) = a˜(f, g;A).
(∗4) a˜(idM , idM ;M) = a(EM )− J
µ(M,M) = 0. 
Proof of Theorem 1.2. Theorem 3.1 yields an admissible sequence (Kk, Lk, f
k, gk)k≥1 and the limit
maps f, g : P → D∂(M)1 which satisfy the following conditions:
(1) a˜(f, g;C) = 0 for any C ∈ C(cl(Kk − Lk−1)) ∪ C(cl(Lk −Kk)) ∪ C(K
c
k) ∪ C(L
c
k) (k ≥ 1).
(2) If p ∈ P and a˜p(idM , idM ;C) = 0 (C ∈ F), then fp = gp = idM .
For any C ∈ C(cl(Kk−Lk−1))∪C(cl(Lk−Kk)) (k ≥ 1), since C is compact, it follows that EC = ∅
and µ(f−1(C)), µ(g−1(C)) <∞, so that
0 = a˜(f, g;C) = −Jµ(f−1(C), g−1(C)) = (g∗µ)(C)− (f∗µ)(C).
Thus, by Lemma 3.5 we obtain a map χ : P → D∂(M)1 such that
(3) (i) χ∗(f∗µ) = g∗µ, (ii) if p ∈ P and (fp)∗µp = (gp)∗µp, then χp = idM and
(iii) χ(C) = C (C ∈ C(cl(Kk − Lk−1)) ∪ C(cl(Lk −Kk)), k ≥ 1).
We show that the map h : P → D∂(M)1, hp = g
−1
p χpfp (p ∈ P ) satisfies the required conditions.
(a) By Remark 4.2 we have hp ∈ D∂(M)1 ∩ D∂(M ;µp) = D∂(M ;µp)1.
(b) For any A ∈ C(Kck) (k ≥ 1), since fp ∈ DEM (M) (p ∈ P ), we have EA = Ef−1(A), and by the
condition (1) it follows that
cµh(EA) = c
µ
h(Ef−1(A)) = J
µ(f−1(A), hf−1(A)) = Jµ(f−1(A), g−1(A)) = a(EA).
In general, for any F ∈ Q(EM ), there exists k ≥ 1 and A1, · · · , Aℓ ∈ C(K
c
k) such that
F = ∪iEAi (a disjoint union). Then, we have c
µ
h(F ) =
∑
i c
µ
h(EAi) =
∑
i a(EAi) = a(F ).
This implies that cµh = a.
(c) If ap = 0, then a˜p(idM , idM ;C) = 0 (C ∈ F). Thus fp = gp = idM by the condition (2) and
so χp = idM by the condition (3) (ii). This implies that hp = idM .
This completes the proof. 
Theorem 1.2 has the following slight generalization.
Theorem 1.2′. Suppose P is any topological space and µ : P → V+(M) and a : P → S(M) are
continuous maps such that ap ∈ S(M ;µp) (p ∈ P ). Then there exists a homotopy h : P × [0, 1] →
D∂(M)1 such that for each (p, t) ∈ P × [0, 1]
(1) hp(t) ∈ D∂(M ;µp)1, (2) hp(0) = idM , (3) c
µp
hp(t)
= tap and (4) if ap = 0, then hp(t) = idM .
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Proof. The homotopy h is obtained by applying Theorem 1.2 to the maps
µ : P × [0, 1]→ V+(M), µ(p,t) = µp and a : P × [0, 1]→ S(M), a(p,t) = tap. 
Proof of Corollary 1.2 (1). The required section is obtained by applying Theorem 1.2 to the data:
P = S(M ;ω), the constant map µ ≡ ω : P → V+(M) and id : P → S(M ;ω). 
Suppose G is any subgroup of DEM (M ;ω) with D∂(M ;ω)1 ⊂ G. Consider the restriction c
ω|G :
G→ S(M ;ω). Corollary 1.2 (2) is a special case of the next corollary.
Corollary 4.2. (1) (G, ker cω|G) ∼= (S(M ;ω), 0) × ker c
ω|G.
(2) ker cω|G is a strong deformation retract of G.
Proof. (1) The required homeomorphism ϕ : G→ S(M ;ω)× ker cω|G is defined by
ϕ(h) = (cωh , (s(c
ω
h))
−1h). The inverse is given by ϕ−1(a, f) = s(a)f .
(2) Since the topological vector space S(M ;ω) strong deformation retracts onto {0}, the conclusion
follows from (1). 
Appendix
This appendix includes the proofs of Theorem 2.1 and Lemma 2.3 stated in Section 2.4. These are
appropriate parametrized versions of Moser’s theorem [9, Theorem 2] and [10, Lemma A2], and we
trace the arguments in [9, 10] together with the continuity of related maps with respect to volume
forms.
Proof of Theorem 2.1. For simplicity, let Et = E[0, t](= ∂M × [0, t]) and Mt = M − ∂M × [0, t)
for t ∈ [0, 1]. Consider the subspace of V+(M)× V+(M)× (0, 1/2) defined by
W+(M) =
{
(σ, τ, δ) ∈ V+(M)× V+(M)× (0, 1/2)
∣∣∣ σ(M) = τ(M), σ = τ on E2δ}.
We show that there exists a continuous map ψ :W+(M)→ D∂(M)1 such that ψ = ψ(σ, τ, δ) satisfies
the following conditions:
(1) ψ∗σ = τ , (2) ψ = idM on Eδ, (3) if σ = τ , then ψ = idM .
Then the required map ϕ : P → D∂(M)1 is defined by
ϕ(p) = ψ(µ(p), ν(p), ε(p)) (p ∈ P ).
A construction of the map ψ is described in [9] and [6, Ch I §4]. As for notations, for a smooth
orientable C∞ n-manifold N possibly with corners and a compact subset C of N , let
Ωk(N ;C) =
{
λ ∈ Ωk(N) | suppλ ⊂ C
}
(k ≥ 0) and Ωn(N ;C)0 =
{
ω ∈ Ωn(N ;C)
∣∣∣ ∫
N
ω = 0
}
.
The arguments in [6, Ch I §4] (The Poincare´ Lemma for compactly supported cohomology) yields
a continuous map
ηn : Ω
n(Rn; [−1, 1]n)0 → Ωn−1(Rn; [−1, 1]n) such that dηn(ω) = ω (ω ∈ Ωn(Rn; [−1, 1]n)0).
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In fact, for ω ∈ Ωn(Rn; [−1, 1]n)0 we have
ω = (−1)n−1dKω + (π∗ω) ∧ e,
where Kω ∈ Ωn−1(Rn; [−1, 1]n) and π∗ω ∈ Ωn−1(Rn−1; [−1, 1]n−1)0 are defined as follows. We set
(x, t) = ((x1, · · · , xn−1), xn). Choose any 1-form e = e(t)dt ∈ Ω
1(R; [−1, 1]) such that
∫ ∞
−∞
e(s) ds = 1
and put
A(t) =
∫ t
−∞
e(s) ds ∈ C∞(R).
If ω = f dx1 ∧ · · · ∧ dxn (f ∈ C
∞(Rn), supp f ⊂ [−1, 1]n), then
Kω = f dx1 ∧ · · · ∧ dxn−1, where f(x, t) =
∫ t
−∞
f(x, s) ds −A(t)
∫ ∞
−∞
f(x, s) ds, and
π∗ω =
(∫ ∞
−∞
f(x, s) ds
)
dx1 ∧ · · · ∧ dxn−1.
Thus, if the map ηn−1 is already defined, then π∗ω = dηn−1(π∗ω) and the map ηn is recursively
defined by
ηn(ω) = (−1)
n−1Kω + ηn−1(π∗ω) ∧ e.
To uniformize the local statement in the preceeding paragraph, the Mayer - Vietoris argument
is applied with using a good cover and a partition of unity (cf. [6, Ch I §5]). Take any open cover
U = {Uj}
m
j=1 ofM1/2 in IntM1/3 such that U is a good cover of ∪jUj and Uj∩M1/2 6= ∅ (j = 1, · · · ,m).
Then, by the proof of [9, Lemma 1] we can find compact subsets Kj in Uj (j = 1, · · · ,m) and
continuous maps
Ωn(M ;M1/2)0 ∋ ω 7−→ ωj ∈ Ω
n(M ;Kj)0 (j = 1, · · · ,m)
such that ω =
∑m
j=1 ωj. Since there exists a diffeomorphism from Uj onto R
n which maps Kj into
[−1, 1]n, we can apply the result in the preceeding paragraph to each Uj and sum up to obtain a
continuous map
η : Ωn(M ;M1/2)0 → Ω
n−1(M ;M1/3) such that dη(ω) = ω (ω ∈ Ω
n(M ;M1/2)0).
Replacing η(ω) by η(ω)− η(0), we may assume that η(0) = 0.
Now we can apply the Moser’s argument [9, Theorem 2]. Define the subspace W+(M)1/4 of
V+(M)× V+(M) by
W+(M)1/4 =
{
(σ, τ) ∈ V+(M)× V+(M)
∣∣∣ σ(M) = τ(M), σ = τ on E1/2}.
For each (σ, τ) ∈ W+(M)1/4 we have a smooth family of volume forms τt = τ + t(σ − τ) ∈ V
+(M)
(t ∈ [0, 1]). Since σ − τ ∈ Ωn(M ;M1/2)0, it follows that τ˙t = σ − τ = dη(σ − τ). The linear equation
(∗) ι(Xt)τt = −η(σ − τ)
uniquely determines a smooth family of vector fieldsXt (t ∈ [0, 1]) onM , which induces the associated
smooth family of diffeomorphisms ψt = ψt(σ, τ) ∈ D(M) such that ψ0 = idM . The equation (∗)
implies that
(a)
d
dt
ψ∗t τt = ψ
∗
t
(
τ˙t + ι(Xt)dτt + d ι(Xt)τt
)
= 0, hence ψ∗t τt = τ0 and ψ
∗
1σ = τ ,
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(b) if σ = τ , then Xt ≡ 0 and so ψt ≡ idM .
Since η(σ − τ) ∈ Ωn−1(M ;M1/3), it follows that suppXt ⊂ M1/3 and hence suppψt ⊂ M1/3. The
coordinate representation of Xt in [9, p 293] shows that the correspondence (σ, τ) 7→ (Xt)t∈[0,1] is
continuous under the compact-open C∞-topology. Thus, the correspondence (σ, τ) 7→ (ψt)t∈[0,1] is
also continuous under the compact-open C∞-topology and the map
ψ′ :W+(M)1/4 → DE1/3(M)1, ψ
′ = ψ1(σ, τ)
−1
satisfies the conditions : (c) ψ′∗σ = τ and (d) if σ = τ , then ψ
′ = idM .
Finally we incorporate the (0, 1/2)-factor to W+(M)1/4. By a suitable smooth sliding in the collar
E we can construct a map
χ : (0, 1/2) → D∂∪M1(M)1
such that (e) χδ = id on Eδ/2 and (f) χδ(Eδ) = E1/3, χδ(E2δ) = E1/2.
Then, the desired map ψ :W+(M)→ D∂(M)1 is defined by
ψ(σ, τ, δ) = χ−1δ ψ
′((χδ)∗σ, (χδ)∗τ)χδ.
This completes the proof. 
Proof of Lemma 2.3. Since the maps µ, ν factor through the projections π1, π2 from the product
P0 = V
+(M)× V+(M) onto the 1st and 2nd factor, it suffices to consider the case where (P, µ, ν) =
(P0, π1, π2).
(1) We may assume that (M,E,S) = (S × R, S × [−1, 1], S × {0}), where S is an oriented C∞
(n− 1)-manifold possibly with boundary and the orientation of M is induced from that of S and the
standard orientation of R. We fix ω0 ∈ V+(S) and set ω = ω0 ∧ dt ∈ V+(M).
We shall construct maps
ψ : V+(S)→ DS∪(M−EU )(M)1 and δ : V
+(S)→ C∞(S, (0, 1))
such that for µ ∈ V+(S)
(i)′ (ψµ)∗µ = ω on EK [−δµ, δµ],
(ii)′ for each x ∈ S, (a) ψµ(E
±
x ) = E
±
x and
(b) (ψµ)|E±x depends only on µ|E±x (i.e., if µ, ν ∈ V
+(M) and µ = ν on E±x , then ψµ = ψν
on E±x ).
Then the required map ϕ : P0 → DS∪(M−EU )(M)1 is defined by ϕ(µ,ν) = ψ
−1
ν ψµ. Since
(ψµ)∗µ = ω = (ψν)∗ν on EK [−δ(µ,ν), δ(µ,ν)] (δ(µ,ν) = min {δµ, δν}),
if we choose a map ε : P0 → C
∞(S, (0, 1)) so that ε(µ,ν) is sufficiently small for each (µ, ν) ∈ P0, then
the maps ϕ and ε satisfies the required conditions.
The construction of the map ψ is described in [10, Lemma A2]. The key observation is that for
each f ∈ C∞(M) the associated map
ϕf :M →M , ϕf (x, t) = (x, f(x, t))
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has the property that (ϕf )
∗ω = ft ω, where ft =
∂f
∂t .
Consider the following subspaces of C∞(M):
C∞(M)>0 = {f ∈ C
∞(M) | f > 0}, C∞(M)′ = {f ∈ C∞(M) | f(x, 0) = 0, ft > 0}.
Take three functions α ∈ C∞(R, (−1/2, 1/2)), λ ∈ C∞(R, [0, 1]) and ρ ∈ C∞(S, [0, 1]) such that
(a) α(t) = t (|t| ≤ 1/3), αt > 0,
(b) λ(t) = λ(−t), λ(t) = 0 (|t| ≤ 1/2), λ(t) = 1 (|t| ≥ 1), λt(t) ≥ 0 (t ≥ 0) and
(c) ρ(x) = 0 (x ∈ V ), ρ(x) = 1 on (x ∈ S−U), where V is an open subset of S with K ⊂ V ⊂ U .
Choose a continuous map γ : C∞(M)′ → C∞(S, (0, 1/2)) such that
f(E[−γf , γf ]) ⊂ [−1/3, 1/3] (f ∈ C
∞(M)′).
For each f ∈ C∞(M)′ we define f˜ ∈ C∞(M)′ by
f˜(x, t) = (1− ρ(x))g(x, t) + ρ(x) · t, g(x, t) = (1− λ(t))α(f(x, t)) + λ(t) · t ((x, t) ∈M).
Since f˜(x, t) = t ((x, t) ∈ S ∪ (M − EU )) and f˜ = f on EV [−γf , γf ], it follows that
(a) ϕ ef ∈ DS∪(M−EU )(M)1 and (b) (ϕ ef )
∗ω = f˜t ω = ft ω on EV [−γf , γf ].
Each µ ∈ V+(M) uniquely determines hµ ∈ C
∞(M)>0 such that µ = hµω. Define fµ ∈ C
∞(M)′
by
fµ(x, t) =
∫ t
0
hµ(x, s) ds.
Since (fµ)t = hµ, it is seen that
(ϕffµ)
∗ω = hµ ω = µ on EV [−γfµ , γfµ ].
Finally we define the map ψ : V+(S)→ DS∪(M−EU )(M)1 by ψµ = ϕffµ . The condition (ii)
′ follows
from the construction of the map ψ. If we choose a map δ : V+(S) → C∞(S, (0, 1)) so that δµ is
sufficiently small for each µ ∈ V+(S), then the maps ψ and δ satisfy the condition (i)′.
(2) We may assume that (M,E, ∂M) = (S× [0,∞), S × [0, 1], S ×{0}), where S is an oriented C∞
(n− 1)-manifold possibly with boundary. The assertion (2) follows from the same argument as in (1)
by ignoring the (−∞, 0]-side. 
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