This paper presents a framework that exploits the expressive power of probabilistic geometric grammars to cope with the task of facade classification. In particular, we work on a dataset of rectified facades and we attempt to discover the origin of a number of query facade segments, contaminated with noise. The building block of our description are the windows of the facade. To this direction we develop an algorithm that achieves to accurately detect them. Our core contribution though, lies on the probabilistic manipulation of the geometry of the detected windows. In particular, we propose a simple probabilistic grammar to model this geometry and we propose a methodology for learning the parameters of the grammar from a single instance of each facade through a MAP estimation procedure. The produced generative model is essentially a detector of the particular facade. After producing one model per facade in our dataset, we proceed with the classification of the query segments. Promising results indicate that the simultaneous use of an appearance model together with our geometric formulation always achieved superior classification rates than the exclusive use of the appearance model itself, justifying the value of probabilistic geometric grammars for the task of facade classification.
INTRODUCTION
Perhaps one of the most challenging problems in machine vision is the task of matching images of the same object that have been photographed under different conditions (viewpoint, lighting conditions, occlusions, etc) . In this paper we present a methodology that classifies noisy query facade instances against an original facade images. To this direction, we construct a detector for each facade in our dataset, i.e., a generative model that evaluates a query facade instance and we proceed to the classification task by evaluating all instances against all the detectors. Since facades exhibit repetitive structures and symmetries, it is not possible to directly apply traditional matching techniques, like SIFT matching (Lowe, 2004) .
In this paper, we assume that a facade is generated from a context-free grammar with built-in geometric information, which uses elementary entities (windows) as an alphabet. Such a grammar is called a Probabilistic Geometric Grammar (PGG). In our set- * This work was partially supported by the EU-funded VITALAS project ting, each grammar defines a generative facade model, whose parameters are learned by a supervised, MAP classifier.
The idea of using grammars for object modeling and recognition/detection is not new. In the literature, the study of syntactic pattern recognition was pioneered by Fu et al (Fu, 1981; You and Fu, 1979) . In the mid 90's, L-systems exploited the recursive nature of grammars to model fractal structures, such as plants and leaves (Holliday and Samal, 1995; Holliday and Samal, 1994) . In particular, stochastic grammatical models were used in order to express the potential uncertainty of the observed tree structures. Unlike our approach however, L-systems did not model the uncertainty of the produced geometry itself, as each rule produced a particular geometry in a deterministic way. In recent years, more sophisticated grammars, such as attribute graph grammars (Baumann, 1995; Feng and Zhu, 2005; Zhu et al., 2010b; Zhu et al., 2010a) and context sensitive graph grammars (Rekers and Schurr, 1997) have been developed to enable more powerful expressiveness and visual inference mechanisms. Additionally, in the relevant context of iterative and/or recursive patterns, there are several approaches that examine the use of Frieze and Wallpaper groups for image modeling, matching or Geo-tagging (Liu et al., 2004; Schindler et al., 2008) . However, they are not interested in the use of grammatical models. Finally, there is a number of recent studies on the application of parsing facade images. These studies use grammatical models for the procedural modeling of buildings and facade reconstruction (Muller et al., 2006; Wu et al., 2010; Wonka et al., 2003; Ripperda and Brenner, 2009) , or for scene interpretation and segmentation Teboul et al., 2010) .
Intuitively, the use of grammars in facade classification is an attractive choice due to their ability to describe compactly both the hierarchical and the recursive structure of the particular objects. Although there are several recent approaches that cope with the task of image parsing of facades, we are not aware of any approaches that proceed (after parsing) to their classification. To that direction, we propose a novel approach that is capable of modeling both the structural and the geometric uncertainty of such structures and evaluating images against these models.
Throughout this paper, we will use the grammar of Table 1 to describe facades. The proposed grammar describes facades as strings of entities that correspond to specific parse trees. The leaf nodes of the parse tree forming the string, i.e., the so called terminal symbols, correspond to the visible substructures of the facade, which in our case are the windows of the building (symbol "w"). These structures are represented only by their 2D position in our analysis. On the other hand, symbols "B" and "F" are the internal nodes of the parse tree. These non-terminal symbols correspond to the floors and the building itself. Their position is not measured from the examined image. In that sense we use the term invisible parts for nonterminal symbols.
Perhaps the most important aspect in the definition of our PGG is the inclusion of probability distributions determining the relative position of the right symbols of each replacement rule (children) with respect to the left symbol (parent).
Our framework is essentially a part based model (Felzenszwalb and Huttenlocher, 2005; Felzenszwalb and Schwartz, 2007; Fergus et al., 2006) . However, the incorporation of grammars allows us to model facades whose size and structure may vary significantly among the various instantiations, due to the existence of replacement rules that produce repetitions. More importantly though and unlike traditional part-based models, the use of grammars allows us to adopt a unified description that models the original facade itself and any other partial instance of the particular facade. Which means that if we only see a part of a building, the rest of it does not have to be considered occluded, since it can be described by the adopted model. As an additional note, although we do propose an appearance model in our experiments (Section 5), we mainly focus on the ability of the grammatical model to improve the classification results when it is used together with this appearance model compared to the efficiency of the exclusive use of the appearance model itself.
In Section 2, we present a formal representation of PGGs and propose a modeling scheme that captures the statistical variance of positions. In Section 3 we formulate the bottom-up and top-down equations that indicate how children nodes define the positions of their parents and vice-versa. Based on these equations, we end up with closed-form expressions for estimating the parameters of our geometric distributions and we propose a method for learning these parameters from a single image. In Section 4 we present our window detection framework. Note that the overall methodology is not dependent on it since any algorithm that accurately detects the positions of the windows could be used instead. Section 5 presents the classification performance of the proposed framework. Finally, conclusions are discussed in Section 6.
PROBABILISTIC MODELING

Probabilistic Geometric Grammars
A PGG is a 5-tuple (V, Σ, R, S, F ), where V is a set of symbols, Σ ⊂ V is the set of terminal symbols,
is the starting symbol and F is a set with f k, j ∈ F denoting the parameters of the generative geometric model that produces the j-th child of the k-th rule. It can be seen that PGGs are in essence context free grammars (pages 113-120 in (Lewis and Papadimitriou, 1998) 
According to the aforementioned definition, Table  1 shows the PGG that is used in this paper to describe facades and Figure 1 displays a modeling example. In this grammar, terminal symbols "w" express the windows of the building and one can think of "F" as representing the floors and "B" the building itself.
On the other hand, f k, j = {x k, j , Σ k, j } are defined in Section 2.2 as the mean and covariance of a normal distribution on the relative positions between a parent node i and its j-th child in the parse tree, when production rule r k is used.
Since PGGs are context free, the choice of a rule does not affect the choice of other rules. Additionally, we assume that geometric relations among the children of the same rule are independent to each other. Geometric dependencies exist only among each child and its parent. Since the employed grammar G in Table 1 is in Chomsky Normal Form, let i index a nonterminal node in a parse tree and ch 1 (i) and ch 2 (i) the indices of the left and right child of i, respectively. Moreover, let T be the set of all the parse trees of this grammar and t ∈ T one of these parse trees. We denote the probability of observing t, given that the examined facade is some outcome of the grammar as P(t|G). It can be interpreted as the probability of the union of all the geometric relations in t. If we let the relative position x (i, j) , j = 1, 2 of node i with respect to its j-th child represent the geometric relation of these nodes, taking advantage of our independence assumptions we can write:
Probabilistic Modeling of Geometric Relations x (i, j)
Consider a rule r k from Table 1 and an instance of this rule, consisting of a parent indexed as i and its two children. We denote by y i the position of the parent with respect to some global coordinate system and y ch 1 (i) and y ch 2 (i) the corresponding absolute positions of the two children. Then we consider:
as a random variable depending on y i . Assume that we can measure the absolute positions of the two children of parent i, i.e., y ch j (i) for j = 1, 2. In order to estimate the position of the parent, we would have to find the MAP estimate of y i :
It is natural to let the probability on the right hand side of Equation (3) follow a normal distribution. Since our grammar is context-free and we have assumed statistical independence among the geometric relations of the children of the same rule (Equation (1)), we can write:
wherex k, j and Σ k, j are the mean and the covariance matrix of x (i, j) respectively, for all the instances i of the rule k and for j = 1, 2.
GEOMETRIC DISTRIBUTION PARAMETER ESTIMATION
Let us initially examine how to determine the positions of all the nodes in a parse tree, when the parameters of the normal distribution (meansx k, j and covariances Σ k, j ) are known. We identify two scenarios. In the first one, we are aware of the positions of the children and we want to estimate recursively the positions of the parent nodes (bottom-up). In the second one, we know the position of a parent node and we want to predict the positions of its children (topdown).
Bottom-up Estimation. Consider two sibling nodes produced by rule r k . If we knew the positions of these two nodes and the values forx k, j and Σ k, j where would their invisible parent be? In order to find the MAP estimate of the parent, we set the first derivative of Equation (4) with respect to y i equal to zero, resulting to:
whereŷ ch m (i) , for m = 1, 2 denotes the previously estimated positions for the children.
Since we assumed that the statistical parameters are known,ŷ i can be easily estimated. Moreover, we can estimate all the non-terminal nodes by applying Equation 5 recursively from the leaves to the root of the parse tree. In the special case that ch m (i) for m = 1, 2 corresponds to leaf nodes, we make the reasonable assumption thatŷ ch m (i) ≡ y ch m (i) , so that Equation 5 holds for all the nodes of the parse tree. Equation (5) estimates a parent from its children and thus, we call it bottom-up (BU) equation.
Top-down Prediction. Consider now the reverse scenario where given the position of a parent node we want to predict the positions of its children resulting from replacement rule k. The predicted children positions are given bỹ
for j = 1, 2, whereỹ i is the measured or estimated position of parent node i andx k, j are the mean relative positions of rule r k . If we denote the position of the root node estimated by the BU equations asŷ 0 , we can definẽ y 0 ≡ŷ 0 , so that Equation 6 holds for the whole parse tree. Applying Equation 6 recursively from the root to the leaves, we can predict all the positions of the parse tree. We shall refer to Equation (6) as the top-down (TD) equation.
Throughout the rest of this paper, positions marked with hats will be associated with BU estimates, while positions marked with tildes will refer to TD predictions. Moreover, we will employ the two aforementioned notation assumptions that will be used in order to proceed with the parameter estimation, throughout Section 3.
Optimization Criteria
Consider a training set that consists of several parse trees. Although we are aware of the structure of these trees, we have no information regarding the position of the non-terminal nodes. On the other hand we are only able to measure the positions of the windows. Our goal is to estimate the distribution parameters (meansx k, j and covariances Σ k, j ) of the generative model.
Let us now examine Equation (5). We can see that the position of the parent depends on the relation between the covariances of the children positions. Covariances on the other hand do not participate in TD equations. Indeed, TD equations construct ideal trees, based only on the mean values of the Gaussian distributions. Although we could try to discover a set of parameters that would bring the TD and BU trees as close as possible, this seems to be too demanding, since the visible (and measurable) information is captured only on the leaves of the parse tree. Our generative model is in fact interested in producing accurately only what is visible. Therefore, any set of parameters that sufficiently explains the observed leaves of the dataset can be accepted to be valid. We seek these parameters that bring the estimated leaves as close as possible to the observed ones. In order to achieve this, we adopt the following optimality criterion: Definition 1. The optimal means and covariances estimated are those that, if used in the BU procedure, yield a parse tree root node that subsequently and via the TD procedure generates leaf estimates that are as close to the observed ones as possible.
In more detail, let our dataset consist of M facades or, equivalently, M parse trees. Each parse tree t, t = 1, ..., M has a number of m t leaf nodes, and let P = ∑ M t=1 m t be the total number of leaves. Assume an indexed collection I of all the nodes in the dataset. Further assume that the indices of the leaf nodes within I are i p , p = 1...P, so that all the leaf nodes have absolute positions y i p . If
we seek:Ψ = arg min
For the sake of clarity, Table 2 introduces some useful operators that will be used in the next sections.
Estimating Position Means
Consider a rule r k that produces one pair of terminal nodes and let their parent be indexed with p. Since the parent node is invisible, the only information we can extract is the statistical behavior of one terminal node, as observed from the other one, i.e, the quantity:
We now seek these statistical parameters (x k,1 , Σ k,1 , x k,2 ,Σ k,2 ) that can reproduce the statistical behavior of δY (p). Let's focus on the covariance matrices; the covariance of the positional difference of the children will be:
where cov denotes the covariance and x (p, j) = (y ch j (p) − y p ) corresponds to the position of the parent with respect to its j-th child. The last equation holds because x (p,1) and x (p,2) are assumed independent. Any pair of C 1 and C 2 that satisfies Equation par(i n ): index of the parent of node i n . ind(i n ): rule index and subindex of the rule that produced i n . If for example i n is the right child of rule k, ind(i n ) = [k, 2]. path(i n ): all the indices of the nodes in the path from i n to the root (including i n and excluding the root).
term ( (10) is an acceptable choice for Σ k,1 and Σ k,2 respectively. Therefore, we are free to choose:
with 0 < λ < 1. This observation provides us with two important benefits:
1. We reduce the parameter space because we do not have to estimate both covariances.
2. Equation (5) transforms to a covariance free expression. In the following, we choose λ = 0.5, so that Equation (5) becomes:
It can be proved that using the same rationale, if we denote with Σ k,δy the statistical covariance of the positional differences of all the children produced by rule k, we can generalize so that we can find covariances, such that:
for all rules k = 1, ..., 4 that can produce the statistical behavior of the observed leaves of a parse tree. We adopt this choice and thus, in the sequel we shall use Equation (12) instead of Equation (5). In accordance to Definition 1, we will use the BU and TD equations to find an expression of the predicted leaf positionsỹ i p , with respect to the measured window positions y i p and the mean positions of the model. Consequently, we will estimate the position means that minimize the distance betweenỹ i p and y i p .
According to Equation (12), the position of the root can be written as:
By recursively eliminating the internal node positions, we come up with:
where D is the maximum depth of the particular tree. Equation (14) expresses the position of the root node with respect to the measured window positions and the mean positions.
In order to predict the position of the leaf node i p with respect to the position of the root nodeŷ 0 , we apply Equation (6) recursively, resulting to:
The last equality in Equation (15) holds because, as explained previously, the roots of the BU and the TD trees are common so thatŷ 0 ≡ỹ 0 .
Combining Equations (15) and (14) we can write:
and
where
where I 2 is the 2 × 2 identity matrix and δ(A, B) = 1 iff A = B and 0 otherwise. Minimizing the L 2 norm of Equation (16) for all the leaf nodes, we get:
Equation (21) has a unique solution, so that:
Matrix ∑ P p=1 M T i p M i p encodes the structure of the parse trees and does not depend on the measured positions of the leaf nodes. It is in general rank deficient. Regarding the employed grammar of Table  1 , it is sufficient to define one of the mean values on each non-recursive rule (for examplex 2,1 andx 4,1 ).
Thus, we set arbitrary values the particular X entries and solve for the remaining ones. The obtained solution, X est , is certainly a minimizer of Equation (8) and hence, it describes the observations in the LSE sense.
Covariance Estimation
Since we have estimated the mean positions, we can use the BU equations to estimate the positions of all the internal nodes of the parse tree.
As explained before (Equation (13)), we assumed thatΣ k,1 =Σ k,2 = Σ k,δy /2, for all k = 1, ..., 4 and all we need is a way to estimate Σ k,δy . We proceed with the estimation using the following procedure, for all the rules in the grammar:
1. Pick a rule r k .
Identify all the instances of the particular rule in
the dataset, and let the corresponding parents be indexed as k 1 ...k N .
3. Estimate the sample mean of δY (k j ), j = 1, ...N (Equation (9)), over the N instances of rule r k .
4. Estimate the sample covariance Σ k,δy of δY (k j ), j = 1, ...N, over the N instances of rule r k .
5. Choose:Σ k,1 =Σ k,2 = Σ k,δy /2.
Learning from a Single Image
Assume for a moment that we have achieved to detect the windows of a facade and we have constructed its parse tree (see Section 4). Since our ultimate goal is to construct a detector for this facade, we are limited to use a single image to produce the desired geometric model. However, due to the employed grammar, the second rule will appear only once in each facade. Additionally, windows are not spread on a regular grid in general, since the distance among windows may vary across a building and we would like to capture this behavior in the covariance matrices. In order to to create a sufficient dataset per facade, we define a n × m segment as a part of the parse tree that contains n floors and m windows per floor. We construct a dataset that includes the original parsetree and all the possible 3 × 3 parsetrees. If this is not possible, in the case for example that n (or m) in the original parse tree is 2, we set n (and/or m) equal to 2, accordingly.
Conclusively, we learn one geometrical model per facade, using the original parse tree and the selected n × m segments, using the techniques described in Section 3.
WINDOW DETECTION
The proposed window detection framework produces the positions of the windows along with the horizontal and vertical period and a set of characteristic windows of each facade. Since we expect the detected windows to lie on a grid, it is straightforward to define their ordering on the plane and therefore, the corresponding parse tree (see also Figure 1 ). On the other hand, the produced periods and characteristic windows of each facade will be used for the detection of windows on our test images, in Section 5. We initially approximate the horizontal and the vertical period of each facade, namely T x and T y . This is achieved by cross-correlating the image with itself and calculating the distance between the two highest consecutive peaks along each dimension (Figure 3 ). In order to detect the windows we modify the bottom-up approach described in the PhD thesis of Olivier Teboul (Teboul, 2011) . In particular we use VISAPP2013-InternationalConferenceonComputerVisionTheoryandApplications the FAST (Rosten et al., 2009 ) corner detector to detect our interest points and we use the SIFT descriptor with the same scale and orientation for all points.
From the large pool of the detected keypoints, we have to determine which of them refer to windows and choose one keypoint per window, for as many windows as possible. This keypoint should describe the same part of the window for every facade (a particular corner for example). To this direction, we utilize a three step clustering scheme using the algorithm proposed in (Komodakis et al., 2008) . We justify the choice of this algorithm for two reasons. First of all, the number of clusters K is an output of the formulation and in our case, K is unknown. Secondly, cluster centers are necessarily members of the data set. We use the L 1 norm as our distance function. The first clustering produces a number of clusters, some of which refer to windows. We can see such a cluster in the second image. In order to obtain one keypoint per window, we perform the second clustering and we drop potential outliers (third figure) . We can see that in this case, the outlier detection disposed several good windows. This happened because this facade is not strictly periodic. The windows on the left and right edges are further from their neighbors, than the ones in the middle and T x expresses the period in the middle windows. Finally in the fourth figure, the detected windows are aligned. We can see that the shaded window did not align very well. On the contrary, the other window of the same floor moved to align with the rest detected windows. The scope of this procedure is to choose the patterns for the normalized cross correlation that follows, in both the training and the testing phase.
First Clustering. In the first clustering phase we cluster the SIFT descriptors. The output of the first phase is a number of clusters, some of which do not refer to windows. On the other hand, since it is natural for neighboring keypoints that lie on the same edge to have similar SIFT descriptors, clusters that do refer to windows will have more than one keypoints per window, in general (see the second image of Figure 4) . Second Clustering. Our second clustering phase aims at choosing exactly one keypoint per window. We cluster the positions of the members of each cluster from the first clustering, so that windows are described by the emerged cluster centers. We assume that cluster centers should satisfy the estimated periods. Therefore, we examine each center and if there are no other centers that lie in a horizontal (vertical) distance close to T x (T y ), we consider the particular center to be an outlier and we drop it (see the third image of Figure 4 ). Although this is too strict and we might drop points that lie on windows, we are still interested to make a crude estimation that will be enhanced later.
Third Clustering. Our third clustering phase aims at identifying which of the initial clusters refer to windows. We separately cluster the horizontal and vertical distance between all the pairs of cluster centers of the second phase. For each dimension, if we discover a cluster with respectable cardinality whose distance is close to the corresponding period (T x and T y ), we consider that the cluster from the first phase is referring to windows. For all the potential clusters that refer to windows, we choose the one with the largest cardinality.
Once we have chosen which of the initial clusters we will use, we consider the corresponding cluster centers from the second phase as an initial crude estimation of some window positions. If we have detected N windows, we choose N image segments of T x × T y area, centered at the detected positions y 1 , ..., y N .
Alignment and Choise of Pattern Windows.
Since we want the window centers to represent the same part of the window, we perform an iterative alignment of the image segments. For each segment i, we compute the normalized cross-correlation of i with the rest j = 1, 2, ..., i − 1, i + 1, ..., N segments. For each one of the j segments, we locate the maximum y 0 j and we deviate y j towards y 0 j , i.e.,y j = x j + d(y 0 j − y j ), where 0 < d < 1. We perform the same procedure for 60 epochs until convergence. If some of the window centers fail to converge or fall out of the image boundaries, we drop them. At the end of the align-ment we have M windows of size T x × T y centered at y a 1 , ..., y a M . Let's call them patterns.
Final Detection and Ordering of the Windows on the plane. So far we have managed to detect some windows in various locations of the facade and we want to detect as many as possible. To this direction, we compute the normalized cross-correlation of the original image with each one of the M patterns. We aggregate the results using the max operator (Figure 5 ) and we search for the maxima that correspond to windows. In particular, we assume that one of the highest peaks is a window. If the coordinates of this peak are [p w x p w y ] T , we search for new windows in an area of T x × T y , around [p w x ± T x p w y ] T and [p w x p w y ± T y ] T . The maxima within each one of these four areas are our new windows. We continue the same procedure recursively, making sure that we do not search twice within the same area. The output of this procedure is our final choice of windows ( By examining the ordering, we can argue if this procedure has missed any windows. There are two cases of occlusion. In the first case we identify gaps in the ordering. For example if the ordering for one floor is [1 2 4 5], we assume that the third window is missing. In the second case, there are floors that have less windows than the maximum number of windows per floor, or the first window of a floor is missing. In the first case we interpolate the missing windows between the previous and the next detected ones. In the second case, we extrapolate the missing windows from the last or the first detected window of the floor that exhibits the occlusion, according to T x . 
RESULTS
We apply our approach on the Ecole Centrale Paris Facades Database (Teboul, 2012) produced and maintained by Olivier Teboul. In particular we focus on the Paris, France collection of 215 rectified images. From each one of these images we crop a small segment and our main goal is to discover the origin of a distorted version of each segment wrt the original 215 images. Therefore, we want to compute 215 geometric models and evaluate each test segment against all models.
In order to compute these models, for each facade we apply the window detection techniques described in Section 4, we produce the parse trees (along with the horizontal and vertical periods and the pattern windows) and we learn the parameters, as described in Section 3.
Then for each one of the cropped test segments we follow similar steps as in the window detection phase; we evaluate the normalized cross correlation of the segment with each of the M patterns of the particular model, we aggregate using the max operator and we search for windows using the periods T x and T y that were estimated for the production of the particular model. Therefore we detect some windows and their ordering and we produce the parse tree.
We proceed by utilizing an appearance model. In particular, when our searching algorithm detects a window, we crop a T x × T y area centered at the detection point and we compare it with the pattern window that gave the maximum cross-correlation value at the particular position. Let M be the number of the detected windows in the segment. We compute the mean squared error S j between all the pixels of the j-th detected window and the corresponding pattern and we define the appearance likelihood of the image to be:
In order to estimate the geometric likelihood, we estimate the frames of the non-terminal nodes using the BU equations and we would normally use Equation (1). However, geometric likelihood is a decreasing function of the size of the parse tree. In order to compensate the fact that different models detect different number of windows, we evaluate the geometric likelihood as:
where P(t|G) is evaluated from Equation (1). The overall expression of the likelihood is
where k is a normalizing factor. We perform the evaluation 25 times by gradually blurring and adding noise to the segments. In particular we use a Gaussian kernel with σ k = 0.8, 1.3, 1.8, 2.3, 2.8 to blur the images and we add random noise from a uniform distribution in [0, N] , where N = 90, 130, 170, 210, 250. With reference to Figure 7 , the original segment is blurred with the Gaussian filter H 1 whose variance is σ k . The random noise is initially filtered with a Gaussian filter H 2 whose variance is 1. We normalize the filtered noise by subtracting its mean value and we add it to the blurred segment. For each one of the 25 noise scenarios, we compute the number of correct classifications and the mean reciprocal rank (MRR) (Voorhees, 1999) for two cases. In the first one, we use only the appearance model and in the second one we use both the appearance and the geometric model. If there is no noise present, our appearance model manages to classify all the samples correctly, making the use of our geometric model unnecessary. However, we can see in figures 9 and 10 that the contribution of the geometric model becomes significant, as the noise increases. The less our appearance model achieves to discover the correct classification, the more our geometrical model contributes to the overall performance. As a final remark, we can see that the surfaces that represent the combined use of both models are constantly above the surfaces that represent the explicit use of the appearance model. The upper surface corresponds to the combined use of appearance and geometry. We see that under the presence of noise, the contribution of the geometric model is significant in the overall classification rate. Figure 9 , the upper surface corresponds to the combined use of appearance and geometry. The more the noise, the more necessary it is to take advantage of the geometric information.
CONCLUSIONS
This paper examined the effectiveness of PGG's in modeling and classifying facades. We employed a description where terminal symbols correspond to windows, generated by the geometric grammar. We derived closed-form expressions for estimating the geometric parameters of our grammar and we managed to learn the parameters from a single image. We developed a window detection algorithm and we applied our framework on a dataset of 215 rectified facades. Our geometric model was tested against a proposed appearance model. The performance of the proposed methodology was very promising, as the simultaneous use of the geometric and the appearance model constantly achieved better classification performance than the exclusive use of the appearance model itself, in all examined cases. Results justify our intuition to use grammatical models for facade classification.
The proposed method requires the a priori definition of the producing rules but not their geometric statistics. Despite the fact that the simplicity of the adopted grammar proved to be very effective, more complex grammatical models could be used instead, in order to capture the different horizontal periodic patterns that may exist in facades. Moreover, we currently work on the extension of PGGs to include rotation and scale relations, so that they could be applied to different object classes, such as plants, aerial urban images, etc.
