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ALGEBRAIC COSET CONFORMAL FIELD THEORIES
Feng Xu
Abstract. All unitary Rational Conformal Field Theories (RCFT) are conjectured
to be related to unitary coset Conformal Field Theories, i.e., gauged Wess-Zumino-
Witten (WZW) models with compact gauge groups. In this paper we use subfactor
theory and ideas of algebraic quantum field theory to approach coset Conformal Field
Theories. Two conjectures are formulated and their consequences are discussed. Some
results are presented which prove the conjectures in special cases. In particular, one
of the results states that a class of representations of cosetWN (N ≥ 3) algebras with
critical parameters are irreducible, and under the natural compositions (Connes’ fu-
sion), they generate a finite dimensional fusion ring whose structure constants are
completely determined, thus proving a long-standing conjecture about the represen-
tations of these algebras .
§1. Introduction
Conformal field theories (CFT) in two dimensions (cf. [MS]) have attracted great
attention among mathematicians in recent years. A large class of CFT known as
Rational CFT (RCFT) are more amenable than general CFT and the classification
of RCFT is an outstanding open problem.
Unitary coset CFT is a gauged Wess-Zumino-Witten (WZW) model with a com-
pact Lie group G as a gauge group, and H, a subgroup of G, is gauged (cf. [KS]).
It has been conjectured (cf. [MS], [Witten]) that all unitary RCFT (except perhaps
orbifolds, which are relatively better understood and also similar to the coset CFT,
cf. Page 428 of [MS]) are related to unitary coset CFT. In the literature there has
been several different mathematical approaches to CFT, see, for an example, [DL]
for an approach by using vertex operator algebras (cf. [B] or [FLM]). However, in
the case of WZW model with a compact gauge group G , there is a manifestly uni-
tary formulation of these unitary CFT by using subfactor theory (cf. [J], [W1] and
[L1]) and ideas from algebraic quantum field theory (cf. [Haag]). This formulation
has various advantages besides producing the expected results, see, for an example,
[X1] and [X2] for some results on certain rings which seem to be invisible in other
approaches. In view of the importance of coset CFT among all RCFT, it is natural
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to use this unitary formulation to study unitary coset CFT, and this is the main
purpose of this paper.
To illustrate the new ideas in this paper we will focus on the case when G is
a simply connected semisimple compact Lie group of type A, i.e., G = SU(N1) ×
SU(N2) × ... × SU(Nn). The ideas of this paper can be applied to all compact
semisimple and simply connected Lie groups and we plan to consider them in sep-
arate publications.
We will describe in more details about the paper. In subsection 2.1, We define
conformal precosheaf and their covariant representations as in [GL]. We then show
how coset H ⊂ G naturally gives rise to an irreducible conformal precosheaf (Prop.
2.2) together with a class of covariant representations. As a first step we proved in
Th. 2.3 an irreducibility result in our setting by using vertex operators (cf. [FZ]
or [Kacv]). To do this we show in Prop. 2.3 that certain smeared vertex operators
are affiliated (cf. [Mv]) with some von Neumann algebras. Note that these smeared
vertex operators are generally unbounded operators and one must be careful with
the formal manuplations of them. Prop. 2.3 is proved by using a series of lemmas
(lemma 1-6). It can be seen from the proof that the vertex operator algebra for
coset H ⊂ G as defined on P. 67 of [Kacv] or §5 of [FZ] can be thought as “germs”
of our irreducible conformal precosheaf.
Based on physicists’ argument and well known examples, in subsection 2.3 two
conjectures are formulated about these representations. The first conjecture states
that the representations generate a finite dimensional ring under certain compo-
sitions, in other words, the CFT is really “rational”. The second conjecture is a
formula about the square root of the minimal index or the statistical dimension
(cf. 4.1) of these representations in terms of certain limits of characters, referred
to as “Kac-Wakimoto” formula in [L5]. Both conjectures are highly nontrivial. In
particular, the second conjecture implies Kac-Wakimoto conjecture in §2 of [KW].
The rest of the paper is devoted to the proof of the two conjectures in special
cases.
Section 3 is about proving finite index by using certain commuting squares which
play an important role in the type II1 subfactor theory (cf. [Po], [We] ). However,
we will consider factors of type III1. First we introduced a notion of co-finiteness
for a pair H ⊂ G. This notion is motivated by the conjectures of 2.3. Prop. 3.1,
which follows from the commuting squares in lemma 3.1, is a key observation of
this paper. It implies that if H1 ⊂ H2 ⊂ G and H1 ⊂ G is cofinite, then H1 ⊂ H2
is cofinite. This leads to an infinite series of cofinite pairs in Cor. 3.1.
Section 4 can be considered as an application of [X1] and [X2] given the results
of 3.1. We first recall some of the results of [X1] which are used in 4.2 to determine
certain ring structures. These results are summarized in Th. 4.1. Prop. 4.2 is the
key observation in section 4. It allows one to study the representations of coset
H ⊂ G by using the theory which has been developed for G and H in some cases.
Then we prove Th. 4.2 which states that for a pair H ⊂ G which is cofinite, if
similar results in Chap. V of [W2] hold for H, then Conj. 1 is also true. This result
and Cor. 3.1 imply Conj. 1 for the infinite series in Cor. 4.2.
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In 4.3 we study the cosets corresponding to diagonal inclusions by using Th. 4.2
and prove in Th. 4.3 that Conj. 2 is true for these cosets . We also prove in Th.
4.3 certain irreducibility result.
The results in Th. 4.3 in the special case of coset WN algebras with critical
parameters have been long anticipated in both mathematics and physics literature.
For example these results are related to the conjectures in §3 and 4 of [FKW], which
are conjectured for what is know as “W-algebras”, and they are closely related to
coset W -algebras in the vertex operator algebra sense (cf. [Watts]).
In 4.4 we present more examples by using Th. 4.2. The first example is the coset
H ⊂ G where H is the Cartan subgroup of G. This coset is related to Parafermions
(cf. [DL]). We then consider a “Maverick” coset model considered in [DJ1] and
determine the relevant ring structure.
All the groups considered in this paper are assumed to be connected compact
Lie groups unless stated otherwise. As we already noted before, G always denotes
a simply connected semisimple compact Lie group of type A, i.e., G = SU(N1) ×
SU(N2)× ...× SU(Nn).
§2. Coset CFT from Algebraic QFT point of view
2.1 The irreducible conformal precosheaf and its representations. In this
subsection we recall the basic properties enjoyed by the family of the von Neumann
algebras associated with a conformal quantum field theory on S1 (cf. [GL] and
[FG]). By an interval in this paper we shall always mean an open connected subset
I of S1 such that I and the interior I ′ of its complement are non-empty. We shall
denote by I the set of intervals in S1. We shall denote by PSL(2,R) the group
of conformal transformations on the complex plane that preserve the orientation
and leave the unit circle S1 globally invariant. Denote by G the universal covering
group of PSL(2,R). Notice that G is a simple Lie group and has a natural action
on the unit circle S1.
Denote by R(ϑ) the (lifting to G of the) rotation by an angle ϑ. This one-
parameter subgroup of G will be referred to as rotation group (denoted by Rot) in
the following. We may associate a one-parameter group with any interval I in the
following way. Let I1 be the upper semi-circle, i.e. the interval {eiϑ, ϑ ∈ (0, π)}. By
using the Cayley transform C : S1 → R∪{∞} given by z → −i(z−1)(z+1)−1, we
may identify I1 with the positive real line R+. Then we consider the one-parameter
group ΛI1(s) of diffeomorphisms of S
1 such that
CΛI1(s)C
−1x = esx , s, x ∈ R .
We also associate with I1 the reflection rI1 given by
rI1z = z¯
where z¯ is the complex conjugate of z. It follows from the definition that ΛI1 restricts
to an orientation preserving diffeomorphisms of I1, rI1 restricts to an orientation
reversing diffeomorphism of I1 onto I
′
1.
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Then, if I is an interval and we choose g ∈ G such that I = gI1 we may set
ΛI = gΛI1g
−1 , rI = grI1g
−1 .
Let r be an orientation reversing isometry of S1 with r2 = 1 (e.g. rI1). The action
of r on PSL(2,R) by conjugation lifts to an action σr on G, therefore we may
consider the semidirect product of G ×σr Z2. Since G ×σr Z2 is a covering of the
group generated by PSL(2,R) and r, G×σr Z2 acts on S1. We call (anti-)unitary
a representation U of G×σr Z2 by operators on H such that U(g) is unitary, resp.
antiunitary, when g is orientation preserving, resp. orientation reversing.
Now we are ready to define a conformal precosheaf.
An irreducible conformal precosheaf A of von Neumann algebras on the intervals
of S1 is a map
I → A(I)
from I to the von Neumann algebras on a separable Hilbert space H that verifies
the following properties:
A. Isotony. If I1, I2 are intervals and I1 ⊂ I2, then
A(I1) ⊂ A(I2) .
B. Conformal invariance. There is a nontrivial unitary representation U of G
on H such that
U(g)A(I)U(g)∗ = A(gI) , g ∈ G, I ∈ I .
C. Positivity of the energy. The generator of the rotation subgroup U(R(ϑ)) is
positive.
D. Locality. If I0, I are disjoint intervals then A(I0) and A(I) commute.
The lattice symbol ∨ will denote ‘the von Neumann algebra generated by’.
E. Existence of the vacuum. There exists a unit vector Ω (vacuum vector) which
is U(G)-invariant and cyclic for ∨I∈IA(I).
F. Irreducibility. The only U(G)-invariant vectors are the scalar multiples of Ω.
The term irreducibility is due to the fact (cf. Prop. 1.2 of [GL]) that under the
assumption of F ∨I∈IA(I) = B(H).
We have the following (cf. Prop. 1.1 of [GL]):
2.1 Proposition. Let A be an irreducible conformal precosheaf. The following
hold:
(a) Reeh-Schlieder theorem: Ω is cyclic and separating for each von Neumann
algebra A(I), I ∈ I.
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(b) Bisognano-Wichmann property: U extends to an (anti-)unitary representa-
tion of G×σr Z2 such that, for any I ∈ I,
U(ΛI(2πt)) = ∆
it
I
U(rI) = JI
where ∆I , JI are the modular operator and the modular conjugation associ-
ated with (A(I),Ω). For each g ∈ G×σr Z2
U(g)A(I)U(g)∗ = A(gI) .
(c) Additivity: if a family of intervals Ii covers the interval I, then
A(I) ⊂ ∨iA(Ii) .
(d) Haag duality: A(I)′ = A(I ′).
Assume A is an irreducible conformal precosheaf as defined in above. By Cor.
B.2 of [GL], the only invariant vectors under the action of the one-parameter group
U(ΛI(2πt)) are the scalar multiples of Ω. This fact and (b) of Prop. 2.1 are usually
referred to as the action of modular group is ergodic and geometric respectively. It
follows that A(I) is a type III1 factor for any I ∈ I (cf. Prop. 1.2 of [GL]).
A covariant representation π of A is a family of representations πI of the von
Neumann algebras A(I), I ∈ I, on a separable Hilbert space Hπ and a unitary
representation Uπ of the covering group G of PSL(2,R) such that the following
properties hold:
I ⊂ I¯ ⇒ πI¯ |A(I)= πI (isotony)
adUπ(g) · πI = πgI · adU(g)(covariance) .
A covariant representation π is called irreducible if ∨I∈Iπ(A(I)) = B(Hπ). By our
definition the irreducible conformal precosheaf is in fact an irreducible representa-
tion of itself and we will call this representation the vacuum representation. Note
that by Cor. B.2 of [GL], the vacuum representation is the unique (up to unitary
equivalence) irreducible covariant representation which contains an eigenvector of
the generator of the rotation group with lowest eigenvalue 0. A unitary equivalence
class of covariant representations of A is called a superselection sector (cf. Page 17
of [GL]).
The composition of two superselection sectors, similar to the Connes’s fusion (cf .
Chap. V of [W2]), can be defined (cf. §IV.2 of [FG] ). The composition is manifestly
unitary, and this is one of the virtues of the above formulation.
Now let G the group as in the introduction . Let g = Lie(G), gC := g ⊗ C.
Denote by gˆ the affine Kac-Moody algebra (cf. P. 163 of [KW]) associated to gC.
Recall gˆ = gC ⊗ C[t, t−1]⊕ Cc, where Cc is the 1-dimensional center of gˆ.
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Denote by LG the group of smooth maps f : S1 7→ G under pointwise multi-
plication. The diffeomorphism group of the circle DiffS1 is naturally a subgroup
of Aut(LG) with the action given by reparametrization. In particular G acts on
LG. We will be interested in the projective unitary representations (cf. Chap. 9
of [PS]) π of LG that are both irreducible and have positive energy. This implies
that π should extend to LG⋉Rot so that the generator of the rotation group Rot
is positive. It follows from Chap. 9 of [PS] or P. 490 of [W2] that for fixed level
(a finite set of positive integers, see the footnote on this page) , there are only fi-
nite number of such irreducible projective representations (cf. 4.3 for a list in the
case G = SU(N)). These irreducible projective representations can be obtained by
exponentiating the integrable representations of gˆ at the same level by Th. 4.4 of
[GW]. We refer the reader to III.7 of [FG] for a summary about the properties of
these representations.
Now let H ⊂ G be a connected Lie subgroup. Let πi be an irreducible projective
representations of LG with positive energy at level L1 on Hilbert space Hi. When
restricting to LH, πi is a projective representation of LH with positive energy.
By the proposition on P. 484 of [W2], πi is a direct sum of irreducible projective
representations of LH. Suppose when restricting to LH, Hi decomposes as:
Hi =
∑
α
Hi,α ⊗Hα,
and πα are irreducible projective representations of LH on Hilbert space Hα. The
set of (i, α) which appears in the above decompositions will be denoted by exp. The
above decomposition can also be obtained via exponentiation (cf. Th. 4.4 of [GW])
from a similar decomposition (cf. (1.6.2) of [KW]) of integrable representation of gˆ
when restricting to hˆ (the affine Kac-Moody algebra associated with H).
We shall use π0 (resp. π0) to denote the vacuum representation of LG (resp.
LH) on H0 (resp. H0). This is the unique projective representation of LG (resp.
LH) which contains a nonzero vector, unique up to multiplication by a nonzero
scalar, with the property that it is an eigenvector of the generator of rotation group
with eigenvalue 0. Such vectors will be called vacuum vectors. By Th. 3.2 of [FG]
(also cf. §17 of [W2]) the vacuume representation π0 of LG gives rise to to an
irreducible conformal precosheaf by the map I ∈ I → π0(LIG)′′ on H0. Similarly
I ∈ I → π0(LIH)′′ on H0 is an irreducible conformal precosheaf on H0.
Let Ω (resp. Ω0) be a vacuum vector in π
0 (resp.π0) and assume
Ω = Ω0,0 ⊗ Ω0
with Ω0,0 ∈ H0,0. We shall always assume that H ⊂ GL is not a conformal inclusion
since the case of conformal inclusions has been considered in [X1]. For the definition
of conformal inclusion, we refer the reader to P. 210 of [KW].
1When G is the direct product of simple groups, L is a multi-index, i.e., L = (L1, ..., Ln),
where Li ∈ N corresponding to the level of the i-th simple group. To save some writing we write
the coset as H ⊂ GL or as H ⊂ G when the level is kept fixed in the question.
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Lemma 2.1. (1) π0(LIH)
′′ is strongly additive , i.e., if I1, I2 are the connected
components of the interval I with one internal point removed, then:
π0(LIH)
′′ = π0(LI1H)
′′ ∨ π0(LI2H)′′;
(2) π0(LIH)
′ ∩ π0(LI′H)′ = π0(LH)′.
Proof. Ad (1): Let P0 be the projection from H
0 onto Ω0,0 ⊗H0. Since the action
of the modular group of π0(LJG)
′′ with respect to Ω is geometric and ergodic, it
fixes globally π0(LJH)
′′, and by Takesaki’s theorem (cf. [MT] or P. 495 of [W2]),
π0(LJH)
′′ is a factor. So the map
x ∈ π0(LJH)′′ → xP0
is a ∗-isomorphism (cf. P. 492 of [W2]). Hence to prove (1) we just need to show
π0(LIH)
′′ = π0(LI1H)
′′ ∨ π0(LI2H)′′.
By Haag duality in Prop. 2.1 it is enough to show
π0(LI′H)
′′ = π0(LI′1H)
′′ ∩ π0(LI′2H)′′.
By Reeh-Schlider theorem in Prop. 2.1, the closed space spanned by π0(LJH)Ω
is P0H
0 for any interval J , and by Takesaki’s theorem (cf. [MT] or (c) of Theorem
on P. 495 of [W2]),
π0(LJH)
′′ = {CP0}′ ∩ π0(LJG)′′,
so to prove (1) we just have to show that
π0(LI′G)
′′ = π0(LI′1G)
′′ ∩ π0(LI′2G)′′.
It is sufficient to show the above in the case when G is simple, and this follows from
Th. E of [W2].
Ad (2): Let I1 = I, I2, I3, I4 be four consecutive disjoint intervals on S
1 such
that the closure of I ∪I2∪I3∪I4 is S1. Let J1 = I ′1, J3 = I ′3. For any a ∈ LH, since
H is connected, we can always choose a1 ∈ LJ1H such that a1|I˜1 = e, a1|I˜3 = a|I˜3,
where e is the identity of G, I1 ⊂ I˜1, I3 ⊂ I˜3, and the closure of I˜1 and the closure
of I˜3 are disjoint. Let a2 = aa
−1
1 , then a2 ∈ LJ3H, and a2a1 = a. Hence LJ1H and
LJ3H generate LH algebraically, and
π0(LJ1H)
′′ ∨ π0(LJ3H)′′ = π0(LH)′′.
By (1)
π0(LI2H)
′′ ∨ π0(LI3H)′′ ∨ π0(LI4H)′′ = π0(LJ1H)′′;
π0(LI1H)
′′ ∨ π0(LI2H)′′ ∨ π0(LI4H)′′ = π0(LJ3H)′′;
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Hence
π0(LJ1H)
′′ ∨ π0(LJ3H)′′ ⊂ π0(LIH)′′ ∨ π0(LI′H)′′,
and
π0(LH)′′ = π0(LIH)′′ ∨ π0(LI′H)′′.
By taking the commutant of the above equality, the proof of (2) is complete.

For each interval I ⊂ S1, we define:
A(I) := π0(LIH)
′ ∩ π0(LIG)′′P,
where P is the projection from H0 to closed subspace H spanned by
∨J∈Iπ0(LJH)′ ∩ π0(LJG)Ω . Note that
π0(LIH)
′ ∩ π0(LIG)′′ ⊃ π0(LH)′ ∩ π0(LIG)′′.
On the other hand if x ∈ π0(LIH)′ ∩ π0(LIG)′′, then x ∈ π0(LIH)′ ∩ π0(LI′H)′,
but π0(LIH)
′ ∩ π0(LI′H)′ = π0(LH)′ by (2) of lemma 2.1, so x ∈ π0(LH)′. This
shows that
π0(LIH)
′ ∩ π0(LIG)′′ = π0(LH)′ ∩ π0(LIG)′′.
It follows that if x ∈ π0(LIH)′ ∩π0(LIG)′′, then as an operator on H0, it takes the
form ⊕0,αB(H0,α)⊗ idα, and xΩ ∈ H0,0 ⊗ Ω0, so we have H ⊂ H0,0 ⊗ Ω0.
Proposition 2.2. The map I ∈ I → A(I) as defined above is an irreducible con-
formal precosheaf.
Proof. We have to check conditions A to F. A follows from
π0(LIH)
′ ∩ π0(LIG)′′ = π0(LH)′ ∩ π0(LIG)′′
which is proved above, B and C follows from a lemma on P. 485 of [W2] except
that we need to show that the action of G is nontrivial. Denote by U(t) the action
of the rotation group on H0,0 and assume U(t) = exp(2πiL
g,h
0 t), where L
g,h
0 is the
positive self-adjoint operator. Fix τ ∈ C with Imτ > 0. Then
b00(τ) := exp((1/24)2πiτ(zm − z˙m˙))trH0,0 exp(2πiτLg,h0 )
is a branching function (cf. 3.2.7 of [KW]), where (zm−z˙m˙) is a nonnegative number
defined as 1.4.2 of [KW]. We will not need the detailed expression of the branching
function in our argument, all we need to know is if H ⊂ G is not conformal, then
zm − z˙m˙ > 0 (cf. P. 210 of [KW]). Let us show that if H ⊂ G is not conformal
which is assumed throughout this paper, then Lg,h0 6= 0. If Lg,h0 = 0, then b00(τ) =
exp((1/24)2πiτ(zm − z˙m˙))dim(H0,0) . Since b00(τ) is well defined for Imτ > 0 (cf.
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P. 170 of [KW]), we must have dim(H0,0) < ∞, but by2 (a) of Th. B of [KW],
b00(τ) ∼ b(0, 0) exp(πi(zm−z˙m˙)12τ ) as τ → 0 where b(0, 0) > 0. This is a contradiction,
and shows that Lg,h0 6= 0. So the action of G is nontrivial. F follows from the
uniqueness of the vacuum Ω (up to multiplication by a non-zero scalar) for LG. D
and E follow from the definitions.

The irreducible conformal precosheaf as in Prop. 2.2 is defined to be the irre-
ducible conformal precosheaf of the coset H ⊂ GL. Note that when H = {e} is
a trivial subgroup (e denotes the identity element in G), the irreducible conformal
precosheaf defined above coincides with the one defined in III.8 of [FG]. Since the
action of the modular group of π0(LIG)
′′ with respect to Ω is geometric and er-
godic, it fixes globally π0(LIH)
′′, hence π0(LIG)′′ ∩ π0(LIH)′, and by Takesaki’s
theorem (cf. [MT] or P. 495 of [W2]), π0(LIG)
′′ ∩ π0(LIH)′ is a factor. It follows
that the map
x ∈ π0(LIG)′′ ∩ π0(LIH)′ → xP ∈ π0(LIG)′′ ∩ π0(LIH)′P
is a ∗ isomorphism (cf. P. 492 of [W2]), and can be implemented by a unitary
U1 : H
0 →H, i.e., x = U∗1 xPU1, since π0(LIG)′′ ∩π0(LIH)′P is a type III1 factor
by Prop. 2.2 and the remarks after Prop. 2.1.
Let us define a class of covariant representations of A(I) coming from the de-
compositions of irreducible projective representations πi of LG with respect to LH.
By the remarks after Th. B on P. 502 of [W2], for any fixed interval I, there exists
a unitary map U : Hi → H0 such that
πi(a) = U∗π0(a)U, ∀a ∈ LIG.
For y = xP ∈ π0(LIH)′ ∩ π0(LIG)′P , we define
πi(y) = U∗U∗1 yU1U.
This gives a factor representation of A(I). Let Pi,α be a projection from H
i to a
subspace Hi,α ⊗ Ωα where Ωα is a unit vector in Hα. Then
y ∈ A(I)→ πi,α(y) := πi(y)Pi,α
is a subrepresentation of the factor representation πi, and so the map above is a
∗-isomorphism (cf. P. 492 of [W2]). Denote by πi(g) the action of g ∈ G on Hi. By
the lemma on P. 485 of [W2], πi(g) can be written as πi(g) = ⊕απi,α(g) ⊗ πα(g).
One checks by using the definitions that the representations πi,α of A(I) and the
2The branching function here corresponds to b00 in the notations of [KW] on P. 187, where 0
always denotes the vacuum representations. The assumption of Th. B of [KW] follows from the
definition 2.5.4 of [KW] when Λ = 0, λ = 0.
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representations πi,α of G satisfy the covariance condition, and so πi,α are covariant
representations of A(I). The study of these representations is the main purpose of
this paper.
By the same argument as in the proof of (1) of lemma 2.1 one can show that A(I)
as in Prop. 2.2 is strongly additive , i.e., if I1, I2 are the connected components of
the interval I with one internal point removed, then:
A(I) = A(I1) ∨ A(I2).
In fact, by Haag duality in Prop. 2.1, it is sufficient to show that
A(I ′) = A(I ′1) ∩ A(I ′2),
which is equivalent to
π0(LI′H)
′ ∩ π0(LI′G)′′ = (π0(LI′1H)′ ∩ π0(LI′1G)′′) ∩ (π0(LI′2H)′ ∩ π0(LI′2G)′′)
by the paragraph after Prop. 2.2. Let P be the projection defined before Prop. 2.2.
By Reeh-Schlider theorem in Prop. 2.1 the closed space spanned by π0(LI′H)
′ ∩
π0(LI′G)
′′Ω is PH0 for any interval I, and by Takesaki’s theorem (cf. [MT] or (c)
of Theorem on P. 495 of [W2]),
π0(LI′H)
′ ∩ π0(LI′G)′′ = {CP}′ ∩ π0(LI′G)′′,
so we just have to show that
π0(LI′G)
′′ = π0(LI′1G)
′′ ∩ π0(LI′2G)′′.
It is sufficient to show the above equation in the case G is simple, and in this case
it follows from Th. E of [W2].
Note that the inclusion
(π0(LIG)
′′ ∩ π0(LIH)′) ∨ π0(LIH)′′ ⊂ π0(LIG)′′
is irreducible. In fact
((π0(LIG)
′′ ∩ π0(LIH)′) ∨ π0(LIH)′′)′ ∩ π0(LIG)′′
= (π0(LIG)
′′ ∩ π0(LIH)′)′ ∩ (π0(LIG)′′ ∩ π0(LIH)′) = C,
since π0(LIG)
′′ ∩ π0(LIH)′ is a factor by the paragraph after Prop. 2.2. This fact
can also be proved by using the fact that in H0,0, the vacuum representation of
A(I) appears once and only once. We shall see in the next subsection that π0,0 is
in fact the vacuum representation under general conditions.
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2.2 π0,0 is the vacuum Representation. As a first step in the study of rep-
resentations πi,α we show that the representation of π0,0 on H0,0 is the vacuum
representation. This is equivalent to H = H0,0 ⊗ Ω0 by definition.
Theorem 2.3. Suppose H ⊂ G, and H is simply connected. Then H = H0,0⊗Ω0.
Hence π0,0 is the vacuum representation.
The idea of the proof is to use smeared vertex operators. From the proof one
can also see the close relation between our irreducible conformal precosheaf and the
definition of coset vertex operator algebra in §5 of [FZ]. In fact, the coset vertex
operator algebra in §5 of [FZ] can be thought as “germs” of ours.
Let g (resp. h) be the Lie algebra of G (resp. H). Choose a basis eα, e−α, hα
in gC := g ⊗ C with α ranging over the set of roots as in §2.5 of [PS]. Let Xα :=
eα+e−α, Yα := i(eα−e−α). Denote by gˆ the affine Kac-Moody algebra (cf. P. 163 of
[KW]) associated to gC. Note gˆ = gC⊗C[t, t−1]⊕Cc, where Cc is the 1-dimensional
center of gˆ. For X ∈ g, Define X(n) := X⊗ tn, X(z) := ∑nX(n)z−n−1 as on Page
312 of [KT] and X+(z) :=
∑
n<0X(n)z
−n−1, X−(z) :=
∑
n≥0X(n)z
−n−1.
Let π0 be the vacuum representation of LG on H0 with vacuum vector Ω. Let D
be the generator of the action of the rotation group on H0. For ξ ∈ H0, we define
||x||s = ||(1 + D)sx||, s ∈ R. H0,s := {x ∈ H0| ||x||s < ∞} and H0∞ = ∩s∈RH0,s.
Note that when s ≥ 0, H0,s is a complete space under the norm ||.||s. H00 will denote
the finite linear sum of the eigenvectors of D. Clearly H00 ⊂ H0∞. The elements
of H00 (resp. H
0
∞) will be called finite energy vectors (resp. smooth vectors). The
eigenvalue of D is sometimes referred to as energy.
Let us recall a few elementary facts about vertex operators which will be used.
See [FLM], [Kacv] or [D] for an introduction on vertex operator algebras. Define
End(H00) to be the space of all linear operators (not necessarily bounded) from H
0
0
to H00 and set
End(H00)[[z, z
−1]] := {
∑
n∈Z
vnz
n|vn ∈ End(H00)}.
By the statement on P. 154 of [FZ] which follows from Th. 2.4.1 of [FZ] there exists
a linear map
ξ ∈ H00 → V (ξ, z) =
∑
m∈Z
ξ(m)z−m−1 ∈ End(H00)[[z, z−1]]
with the following properties:
(1) ξ(−1)Ω = ξ;
(2) If
ξ = Xi1(−1)...Xit(−1)Ω,
then
V (ξ, z) =: Xi1(z)...Xit(z) :
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where :, : are normal ordered products (cf. (2.38), (2.39) of [D]).
V (ξ, z) is called a vertex operator of ξ.
Let ψ ∈ H0,0 ⊗ Ω0 be an eigenvector of D with eigenvalue n ∈ N. Then ψ takes
the form:
ψ =
∑
Ci1,...,itXi1(−n1)...Xit(−nt)Ω,
where the sum is finite , ni ≥ 0 and Ci1,...,it ∈ C. Since g is semi-simple, g = [g, g],
so any X(−n), n > 1 can be expressed in terms of linear combinations of the form
X(−1)Y (−1)...Z(−1).
Because Ω is the vacuum, XΩ = 0, ∀X ∈ g, so in
Xi1(−n1)...Xit(−nt)Ω,
if certain X ∈ g appears, we can always move X to the right until it vanishes when
acting on Ω. For the above two reasons, we can assume that n1 = ... = nt = 1. The
vertex operator V (ψ, z) is then given by:
V (ψ, z) =
∑
Ci1,...,it : Xi1(z)...Xit(z) :,
where :, : are normal ordered products by property (2) above.
Recall V (ψ, z) =
∑
m ψ(m)z
−m−1. Define
V (m) := ψ(m+ n− 1)
so we have V (ψ, z) =
∑
m V (m)z
−m−n. This expression for V (ψ, z) is in accordance
with the convention of [KT]. Note that V (−n)Ω = ψ(−1)Ω = ψ by property (1)
above.
Let f =
∑
m f(m)z
m be a test function with only a finite number of non-zero
fm. Such f will be referred to as finite energy functions. Define
||f ||s =
∑
n∈Z
(1 + |m|)s|f(m)|.
The smeared vertex operator V (ψ, f) is defined to be:
V (ψ, f) =
1
2πi
∫
S1
V (ψ, z)fdz =
∑
m
f(m+ n− 1)V (m).
V (ψ, f) is a well defined operator on H00 . Let V (ψ, f)
FA be the formal adjoint of
V (ψ, f) on H00 . It is defined by the equation
〈V (ψ, f)x, y〉 = 〈x, V (ψ, f)FAy〉, ∀x, y ∈ H00
where 〈, 〉 is the inner product on Hilbert space H0. When no confusion arises,
we will write V (ψ, f) simply as V (f). Similarly for X ∈ g, we define X(f) :=∑
nX(n)f(n).
When the level is 1 H0 admits a fermionic representation (cf. §13.3 of [PS] or
I.6 of [W2]), and we will denote the underlying Hilbert space by F . In fact, to each
simple component Gi of G there is a level 1 vacuum fermionic representation of LGi
on Fi, i = 1, ..., m, and F = F1 ⊗ F2...⊗ Fm.
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Lemma 1. (1). Let ξ ∈ H00 , and f is a finite energy function. There exists positive
integer a and c > 0 which are independent of f and ξ such that
||V (ψ, f)ξ||s ≤ c||f |||s|+a||ξ||s+a;
(2). (1) is also true for V (ψ, f)FA for the same constants c and a.
Proof. Note by definition
V (ψ, f) =
1
2πi
∫
S1
V (ψ, z)fdz =
∑
m
f(m+ n− 1)V (m).
If we can show (1) for the case V (ψ, f) = V (l), ∀l, then
||V (ψ, f)ξ||s = ||
∑
l∈Z
f(l + n− 1)V (l)ξ||s
≤ c
∑
l∈Z
(1 + |l|)|s|+a|f(l + n− 1)| ||ξ||s+a
≤ c(1 + |n|)|s|+a||f ||s+a||ξ||s+a.
So we just need to show (1) for the case V (ψ, f) = V (l), ∀l. Also note that V (ψ, f)
is linear in ψ, so it is sufficient to prove (1) in the case when
V (ψ, z) =: X1(z)...Xn(z) :,
and ξ is an eigenvector of D with eigenvalue µ. Similarly to prove (2) we just need
to prove (2) in the case V (ψ, f)FA = V (l)FA, and ψ, ξ are as above. Note that
: X1(z)...Xn(z) :
is a summation of 2n of expressions of the form X+i ...X
+
j X
−
i′ ...X
−
j′ . We will in fact
prove the ineqaulity in lemma 1 for such expressions. This will finish the proof of
lemma 1 by definitions. We first prove this for level 1 and G is simple, and the
representation is on F .
To avoid too many subscripts we will denote the fermionic creation or annilation
operators simply by a(m), since we only need to use the fact that a(m) increases
the energy by m, i.e., [D, a(m)] = ma(m) on H00 and its norm is 1 in our proof.
Note in terms of a(m),
X(k) =
∑
m>0
a(m− k)a(−m)−
∑
m≥0
a(m)a(−m− k)
when acting on finite energy vectors, cf. the expression in a theorem on Page 486
of [W2]. Notice that we have dropped all the subscripts here for simplicity. We
will prove the lemma for V (z) = X+(z)...X+(z)Y −(z)...Y −(z) where there are n
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X, Y and we have dropped the subscripts for simplicity. Then V (l)ξ is a sum of 2n
expressions of the form: ∑
a(m1)...a(m2n)ξ,
where the sum is over finite number of m1, ..., mn’s, subject to certain constraint.
Let us now show by induction on n that
0 ≤ |mi| ≤ e(1 + |l|+ µ), i = 1, ..., 2n, (1)
where e ≥ 1 depends only on V (z). When n = 1, it is contained in a proof
on page 488 of [W2]. Assume that the statement is true for k < n. Suppose
V (z) = Y (z)X−(z). Then:
∑
k≥0
Y (l−k)X(k) =
∑
k≥0,m>0
Y (l−k)a(m−k)a(−m)−
∑
k≥0,m≥0
Y (l−k)a(m)a(−m−k).
∑
k≥0,m>0 Y (l − k)a(m− k)a(−m)ξ is a sum of 2(n−1) of expressions of the form
∑
k≥0,m>0,m1,...,m2n−2
a(m1)...a(m2n−2)a(m− k)a(−m)ξ,
where 0 ≤ mi ≤ e′(1+ |µ−k|+ |l−k|) by induction hypothesis, and e′ ≥ 1 depends
only on Y (z). Note that the above expression is nonzero only if 0 < m ≤ µ, 0 ≤
k ≤ µ. It follows that the expression is the sum of
∑
m1,...,m2n
a(m1)...a(m2n)ξ
with 0 ≤ |mi| ≤ e(1 + |l| + µ), i = 1, ..., 2n, where e = 4e′. The same conclusion
holds for
∑
k≥0,m>0,m1,...,m2n−2 a(m1)...a(m2n−2)a(m)a(−m− k)ξ .
Suppose V (z) = X+(z)Y (z). Then
∑
k<0
X(k)Y (l−k) =
∑
k<0,m>0
a(m−k)a(−m)Y (l−k)−
∑
k<0,m≥0
a(m)a(−m−k)Y (l−k).
∑
k<0,m>0 a(m− k)a(−m)Y (l − k)ξ is a sum of 2(n−1) of expressions of the form
∑
k<0,m>0,m1,...,m2n−2
a(m− k)a(−m)a(m1)...a(m2n−2)ξ,
where 0 ≤ mi ≤ e′′(1+|µ|+|l−k|) by induction hypothesis, and e′′ ≥ 1 depends only
on Y (z). Note that the above expression is nonzero only if 0 < m ≤ µ−l+k, l−µ <
k < 0. It follows that the expression is the sum of
∑
m1,...,m2n
a(m1)...a(m2n)ξ
ALGEBRAIC COSET CONFORMAL FIELD THEORIES 15
with 0 ≤ |mi| ≤ e˜(1 + |l| + µ), i = 1, ..., 2n, where e˜ = 4e′′. The same conclusion
holds for
∑
k<0,m≥0,m1,...,m2n−2 a(m)a(−m − k)a(m1)...a(m2n−2)ξ . By induction
(1) is proved. Since the norm of a(m) is 1, it follows from (1) that:
||V (l)ξ||s ≤ c(1 + |µ− l|)s(1 + µ+ |l|)a||ξ||,
where c, a are independent of ξ and l. Note (1 + |µ − l|)s(1 + µ + |l|)a ≤ (1 +
µ)s+a(1 + |l|)s+a when s ≥ 0. When s < 0, the function
(
1 + x
1 + |x− l|)
−s
has maximum (1 + l)−s when x ≥ 0, l ≥ 0, and 1 when x ≥ 0, l < 0. It follows that
if s < 0,
(1 + |µ− l|)s(1 + µ+ |l|)a ≤ (1 + µ)s+a(1 + |l|)−s+a.
So we have:
||V (l)ξ||s ≤ c(1 + |l|)|s|+a||ξ||s+a.
Now let us consider the case when G is simple and level k > 1. On F⊗k,
X+i ...X
+
j X
−
i′ ...X
−
j′ is a summation of k
n of expressions of the form: A := Y1 ⊗
Y2...⊗Yl, and each Yi is of the form X+p ...X+q X−p′ ...X−q′ . Let ξ1⊗ ...⊗ ξk be a vector
in F⊗k with Dξi = µiξi, i = 1, ..., k. Then:
||A(l)ξ1 ⊗ ...⊗ ξk||s = ||
∑
m1,...,mk,
∑
i
mi=l
Y1(m1)ξ1 ⊗ ...⊗ Yk(mk)ξk||s
≤ (1 + |µ1 + ...+ µk − l|)s
∑
m1,...,mk,
∑
imi=l
||Y1(m1)ξ1 ⊗ ...⊗ Yk(mk)ξk||
= (1 + |µ1 + ...+ µk − l|)s
∑
m1,...,mk,
∑
imi=l,mi≤µi
||Y1(m1)ξ1 ⊗ ...⊗ Yk(mk)ξk||
≤ (1 + µ1 + ...+ µk)s(1 + |l|)|s|×∑
m1,...,mk,
∑
i
mi=l,mi≤µi
c′(1 + |m1|)b
′
...(1 + |mk|)b
′ ||ξ1||a′ ...||ξk||a′
≤ c′(1 + |l|)|s|+b′k+k||ξ1 ⊗ ...⊗ ξk||s+b′k+k+a′k
where in the second ≤ we use the result for k = 1, and in the last ≤ we used
l−∑j 6=i µj ≤ mi ≤ µi, i = 1, ..., k. The constants a′, b′, c′ above are independent of
l, ξ1, ..., ξk.
Assume G = G1 × ... × Gm where Gi, i = 1, 2, ..., m are simple factors of G.
Let Fi be the level 1 vacuum fermionic representation of LGi, i = 1, ..., m. On
F k11 ⊗ ... ⊗ F kmm , X+i ...X+j X−i′ ...X−j′ is still a finite sum of expressions of the form:
A := Y1⊗Y2...⊗Yl, and each Yi is of the form X+p ...X+q X−p′ ...X−q′ . Similar argument
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as in the previous paragraph shows that the lemma is true for such expressions.
Since level (k1, ..., km) vacuum representation of L(G1 ×G2 × ...×Gm) appears as
a direct summand of F k11 ⊗ ...⊗ F kmm , we have proved the lemma.

By (1) of lemma 1 the domain of π0(V (f)) can be extended to H0∞, and π
0(V (f))
can be defined for smooth f . When no confusion arises, we will denote π0(V (f))
simply by V (f).
Recall that an operator (not necessarily bounded) a is called affiliated with a von
Neumann algebra M if U∗aU = a for any unitary U ∈M ′ (cf. P. 16 of [Dix]). Our
goal is to show that V (f) is affiliated with certain von Neumann algebra (cf. Prop.
2.3 below).
Lemma 2. Assume f is a smooth function. Then:
(1) Denote by V (f)∗ the adjoint of V (f), then H0∞ is in the domain of V (f)
∗.
(2) The operator V (f) is closable and (we will denote the closure of V (f) by the
same symbol) the space of finite energy vectors H00 is a core for V (f);
(3) Suppose M is a von Neumann algebra on H0 with a generating self adjoint
subset S ⊂ M ,i.e., S∗ = S and the C∗ algebra generated by S is dense in M in
strong topology. If
V (f)sx = sV (f)x, ∀s ∈ S, x ∈ H00 ,
then V (f) is affiliated with M ′, j = 1, 2.
Proof. Ad (1): It is enough to show that for any y ∈ H0∞, there exists w ∈ H0 such
that
〈V (f)x, y〉 = 〈x, w〉, ∀x ∈ H0∞.
Note that if x ∈ H0∞, then there exists a sequence of finite energy vectors xn such
that
limn→∞||xn − x||a = 0
where a > 0 is as in lemma 1. By lemma 1
limn→∞||V (f)xn − V (f)x||a = 0.
So if
〈V (f)xn, y〉 = 〈xn, w〉, ∀xn,
then
〈V (f)x, y〉 = 〈x, w〉, ∀x ∈ H0∞.
So we just have to prove the above equation for x ∈ H00 .
First we consider the case that f is a finite energy function. Since y ∈ H0∞, we
can choose a sequence ym such that
limm→∞||ym − y||a = 0
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where a > 0 is as in lemma 1. By definition we have
〈V (f)x, ym〉 = 〈x, V (f)FAym〉,
and by (2) of lemma 1
||V (f)FA(ym − ym′)|| ≤ c||f ||a||ym − ym′ ||a.
So {V (f)FAym}m≥0 is a Cauchy sequence with a limit defined to be V (f)FAy. We
can choose w = V (f)FAy. Also note that
||V (f)FAy|| ≤ c||f ||a||y||a.
Now let f be a smooth function, and choose a sequence fn of finite energy
functions such that
limn→∞||fn − f ||a = 0
where constant a is as in lemma 1. By the proof in the finite energy function case
we have
〈V (fn)x, y〉 = 〈x, V (fn)FAy〉.
By lemma 1 and the note above
||V (fn − f)x|| ≤ c||fn − f ||a||x||a, ||V (fn − fn′)FAy|| ≤ c||fn − fn′ ||a||y||a.
It follows that the sequnce V (fn)
FAy, ∀n > 0 is a Cauchy sequence with a limit
denoted by w and
〈V (f)x, y〉 = 〈x, w〉, ∀x ∈ H00 .
Ad (2): By (1) V (f) is closable. Let x ∈ H0∞. Then one can find xn ∈ H0 such
that ||xn − x||a → 0 with a > 0 as in lemma 1, and by lemma 1 V (f)xn → V (f)x.
This shows H00 is a core for V (f).
Ad (3): Suppose yn → y ∈M in the strong topology and
V (f)ynx = ynV (f)x, ∀s ∈ S,
and for all x ∈ the domain of V (f), it follows immediately that yx is in the domain
of V (f) and
V (f)yx = yV (f)x, ∀s ∈ S,
and for all x ∈ the domain of V (f).
Since
V (f)sx = sV (f)x, ∀s ∈ S, x ∈ H00 ,
and H00 is a core for Vj(f), it follows that
V (f)sx = sV (f)x, ∀s ∈ S,
and for all x ∈ the domain of V (f). So
V (f)s1s2...snx = s1s2...snV (f)x, ∀si ∈ S, i = 1, ..., n
and for all x ∈ the domain of V (f) and finite n. (3) now follows from the definition.

Suppose p∗ = −p is a smooth test function. Assume that X ∈ g. It follows from
§3 of [GW] (also cf. P. 489 of [W2]) that X(p) is essentially skew-self adjoint with
core H00 , and X(p) maps H
0
∞ to H
0
∞.
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Lemma 3. Let X ∈ g. Then:
(1)
[X(p), V (ψ, f)]x =
∑
0≤j≤n
V (X(j)ψ,
1
j!
djp
dzj
f(z))x
for any smooth functions p, f and x ∈ H0∞, where n is the energy of ψ;
(2) If exp(tX(p))H00 ⊂ H0∞,−1 ≤ t ≤ 1, and Sup{|| exp(tX(p))x||s,−1 ≤ t ≤
1} <∞ for any x ∈ H00 , s > 0, then
〈[exp(X(p)), V (ψ, f)]x, y〉 =
∫ 1
0
〈exp(tX(p))[X(p), V (ψ, f)] exp((1− t)X(p))x, y〉dt,
for any smooth functions p = −p∗, f and x ∈ H00 , y ∈ H00 .
Proof. Note for x, y ∈ H00 , < X(k)V (ψ, z)x− V (ψ, z)X(k)x, y > is a polynomial in
z, z−1.
We have (cf. for an example P. 327 of [KT] ): for z 6= 0,
< X(k)V (ψ, z)x−V (ψ, z)X(k)x, y >= 1
2πi
∫
Cz
dwwk < X(w)V (ψ, z)x, y >
=
1
2πi
∫
Cz
dwwk
∑
m
(w − z)−m−1 < V (X(m)ψ, z)x, y >
=
1
2πi
∫
Cz
dwwk
∑
m≤n
(w − z)−m−1 < V (X(m)ψ, z)x, y >
=
∑
0≤j≤n
1
j!
djzk
dzj
< V (X(j)ψ, z)x, y >
where Cz is the boundary of a disk centered at z with radius
1
2 |z|, and in the last
equation we used the fact that
1
2πi
∫
Cz
dwwk(w − z)−j−1 = 1
j!
djzk
dzj
for 0 ≤ j ≤ n. Since H00 is dense, we have:
[X(k), V (ψ, f)]x =
∑
0≤j≤n
1
2πi
∫
S1
1
j!
djzk
dzj
f(z)V (X(j)ψ, z)
=
∑
0≤j≤n
V (X(j)ψ,
1
j!
djzk
dzj
f(z))x
which is true for any finite energy function f and x ∈ H00 , and so it is true for
any smooth function f and x ∈ H0∞ by using approximation and lemma 1 . Let
p =
∑
k p(k)z
k be a finite energy function and x ∈ H0∞. By definition
X(p) =
∑
k
p(k)X(k),
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and so (remember p =
∑
k p(k)z
k)
[X(p), V (ψ, f)]x =
∑
0≤j≤n
V (X(j)ψ,
1
j!
djp
dzj
f(z))x.
By lemma 1 the above is also true for any smooth function p since we can always
choose a sequence of functions pm, each pm is a finite energy function, and ||pm −
p||s → 0 as m → ∞ for s greater than a given number which may depend on
X,ψ,X(j)ψ, j = 0, ..., n.
Ad (2): Note H0∞ is a subset of C
∞ vectors of X(p) and V (f) := V (ψ, f). Let
us check that the map
s ∈ [0, 1]→ A(s) := 〈exp(sX(p))V (f) exp((1− s)X(p))x, y〉
is a differentiable function with continuous derivative
B(s) := 〈exp(sX(p))[X(p), V (f)] exp((1− s)X(p))x, y〉.
Define
C(s, t) := 〈exp(sX(p))V (f) exp((1− t)X(p))x, y〉, (s, t) ∈ [0, 1]× [0, 1].
We shall repeatedly use the following elementary fact about C∞ vectors (cf. P. 488
of [W2]): if ξ is a C∞ vector of X(p), i.e., ξ is in the domain of X(p)n, ∀n ≥ 1, then
the function
u ∈ R→ 〈exp(uX(p))ξ, η〉
is a smooth function of u for any η ∈ H0.
Since V (f) exp((1− t)X(p))x ∈ H0∞ is a subset of C∞ vectors of X(p), it follows
that C(s, t) is a smooth function of s for fixed t. Also note
C(s, t) = 〈exp(sX(p))V (f) exp((1− t)X(p))x, y〉
= 〈exp((1− t)X(p))x, V (f)∗ exp(−sX(p))y〉
where we have used (1) of lemma 2 and our assumption that exp(−sX(p))y ∈
H0∞, 0 ≤ s ≤ 1. So C(s, t) is a smooth function of t for fixed s. We have ( use
(1) of lemma 2 when computing derivatives with respect to t) the following partial
derivatives:
Cs(s, t) = 〈exp(sX(p))X(p)V (f) exp((1− t)X(p))x, y〉
Css(s, t) = 〈exp(sX(p))X(p)2V (f) exp((1− t)X(p))x, y〉
Ct(s, t) = 〈exp(sX(p))V (f)(−X(p)) exp((1− t)X(p))x, y〉
Ctt(s, t) = 〈exp(sX(p))V (f)X(p)2 exp((1− t)X(p))x, y〉
Cst(s, t) = Cts(s, t) = 〈exp(sX(p))X(p)V (f)(−X(p)) exp((1− t)X(p))x, y〉
20 FENG XU
Note that all the derivatives above are smooth functions of one variable when the
other variable is fixed. We have
|Css(s, t)| ≤ || exp(sX(p))X(p)2V (f) exp((1− t)X(p))x|| ||y||
≤ ||X(p)2V (f) exp((1− t)X(p))x|| ||y||
≤ C1||p||2a1 ||f ||a2|| exp((1− t)X(p))x||a3||y||
≤ C2
where we used lemma 1 in the third ≤, the assumption in the last ≤, and
C1, C2, a1, a2, a3
are independent of s, t by lemma 1 and the assumption. We can obtain similar
estimates for other second partial derivatives, and so there exists a constant C′ > 0
such that
Sup{|Css(s, t)|, |Cst(s, t) = Cst(t, s)|, |Ctt(s, t)|, ∀(s, t) ∈ [0, 1]× [0, 1]} ≤ C′.
By using the uniform bound for second partial derivatives and Taylor’s theorem in
calculus, we have
A(s+∆s)−A(s) = C(s+∆s, s+∆s)− C(s, s)
= C(s+∆s, s+∆s)− C(s+∆s, s) + C(s+∆s, s)− C(s, s)
= Ct(s+∆s, s)∆s+
1
2
Ctt(s+∆s, θ1)(∆s)
2 + Cs(s, s)∆s+
1
2
Css(θ2, s)(∆s)
2
= (Ct(s, s) +
1
2
Cts(θ3, s)∆s)∆s+
1
2
Ctt(s+∆s, θ1)(∆s)
2+
Cs(s, s)∆s+
1
2
Css(θ2, s)(∆s)
2
= B(s)∆s+O((∆s)2)
where θi, i = 1, 2, 3 are between s and s+∆s,
|O((∆s)2)| ≤ 3C
′
2
|(∆s)2|,
and we have used
B(s) = Ct(s, s) + Cs(s, s)
which follows from definitions. It follows immediately that the derivative of A(s) is
B(s) on [0,1]. A similar elementary exercise in calculus as above shows that B(s)
is continuous on [0,1]. (2) now follows by the Fundamental Theorem of Calculus.

Let T be the maximal torus of G and ⊤ = Lie(T ). By §13.3 of [PS], the level 1
vacuum representation of LT on Hilbert space F , is also an irreducible representa-
tion of LG. Denote by π the representation of LG on F .
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Lemma 4. (1) Let k ∈ N and x ∈ F0, where F0 denotes the set of finite energy
vectors and v = exp(w(p)) with w ∈ ⊤, p = −p∗, ||p||k+1 < M . Then there exists a
constant C which only depends on w,M, k and x ∈ F0 such that
||π(v)x||k ≤ C;
(2) Let u = exp(X(p)) where X = Xα or X = Yα and p = −p∗, ||p||k+1 < M .
Then then there exists a constant C′ which only depends on X,M, k and x ∈ F0
such that
||π(u)x||k ≤ C′;
(3) Let u = exp(X(p)) where X = Xα or X = Yα and p = −p∗, ||p||k+1 < M .
Denote by π0 the vacuum representation of LG on H0. Then then there exists a
constant C′′ which only depends on X,M, k and x ∈ H00 such that
||π0(u)x||k ≤ C′′.
Proof. Ad (1): The basic idea is contained in Prop. 9.5.15 of [PS] and we will recall
the notations and facts in 9.5 [PS]. We can write LT ≃ Hom(S1, T )×T ×V , where
T is the subgroup of constant loops, and V is the vector space of maps a : S1 → ⊤
with integral 0, which is regarded as a subgroup of LT by the exponential map
a → exp(ia). The identity component of the central extension of LT in our case
is canonically a product T × V˜ , where V˜ is the Heisenberg group associated to a
skew form S defined on P. 63 of [PS]. Write V ⊗ C = A ⊕ A¯, where A is spanned
by zk⊤⊗ C for k > 0. For a ∈ V ⊗ C, let a = ∑n anzn, an ∈ ⊤ ⊗ C be its Fourier
series. We define
||a||s :=
∑
n
(1 + |n|)s|an|, s ∈ R,
and |.| is the norm on ⊤⊗C induced from the restriction of Killing form on ⊤. The
Hermitian form 〈, 〉 on A defined by
〈a, a′〉 = −2iS(ξ¯, η)
is positive definite, where the skew form S is defined on P. 63 of [PS]. The only
property we need about S is
|S(a, a′)| ≤ ||a||0||a′||1, ∀a, a′ ∈ V
which follows from its definition.
The Hilbert space F is the completion of the symmetric algebra S(A) with respect
to Hermitian form above, which is extended from A to S(A) by the formula
〈a1a2...an, a′1a′2...a′n〉 =
∑
〈a1, a′i1〉...〈an, a′in〉
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where the sum is over all permutations {i1, ..., in} of {1, ..., n}. Note that for any
a ∈ A,
ea :=
∑
n≥0
an
n!
belongs to F . The vacuum vector in F is denoted by 1.
As in the proof of Prop. 9.5.15 of [PS], it is sufficient to prove (1) for the case
when v ∈ V˜ and x is the vacuum vector. Note that v = exp(w(p)) is identified with
w˜(p) = ipw ∈ V˜ under the isomorphism LT ≃ Hom(S1, T )× T × V above.
The action of v on vacuum vector 1 is given by (cf. P. 194 of [PS]):
v.1 = e−
1
2 〈a,a〉ea,
where w˜(p) = a+ a¯, and a(z) =
∑
i>0 aiz
i. Let
a(s)(z) :=
∑
i>0
isaiz
i, s ∈ N.
Note that ||a(s)||0 ≤ ||a||s ≤ ||p||s|w|. We have:
Dkan =
∑
s1≥0,...sn≥0,s1+...+sn=k
k!
s1!...sn!
a(s1)...a(sn),
and so
||Dkan|| ≤
∑
s1≥0,...sn≥0,s1+...+sn=k
k!
s1!...sn!
||a(s1)...a(sn)||.
Note that for 0 ≤ s1, t1 ≤ k,
|〈a(s1), a(t1)〉| = |2S(a(s1), a(t1))| ≤ 2||a(s1)||0||a(t1)||1
≤ 2||a||s1||a||t1+1 ≤ 2||p||2k+1|w|2,
hence
||a(s1)...a(sn)||2 = 〈a(s1)...a(sn), a(s1)...a(sn)〉
≤ n!2n|w|2n||p||2nk+1
where we used the definition of 〈, 〉 on F as completion of S(A) . So
||Dkan|| ≤ (n!) 12 ||p||nk+1nk(
√
2|w|)n,
and
||Dkv.1|| ≤ e− 12 〈a,a〉
∞∑
n=1
1
(n!)
1
2
||p||nk+1nk(
√
2|w|)n
≤
∞∑
n=1
1
(n!)
1
2
||p||nk+1nk(
√
2|w|)n.
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This implies (1) by the definition of ||.||k.
Ad (2): By the observation on Page 267 of [PS] there exists an element q ∈ G
such that
q exp(v(p))q−1 = exp(X(p))
up to a scalar as operators on F . Since the action of q commutes with the action
of rotation, (2) follows from (1).
Ad (3): It is enough to consider the case when G is simple. Since any level L
vacuum representation appears as a direct summand of F⊗L, we just have to prove
(3) for the representation π⊗L, but this follows immediately from (2).

Lemma 5. (1)
If f, p = −p∗ are smooth functions, then
π0(exp(X(p)))π0(V (ψ, f))x = π0(V (ψ, f))π0(exp(X(p)))x
for any x ∈ H00 , X ∈ Lie(H);
(2) Let f, p = −p∗ be smooth functions on S1 with support f ⊂ I and support
p ⊂ I ′. If X = Xα or X = Yα, then:
π0(V (ψ, f))π0(exp(X(p)))x = π0(exp(X(p)))π0(V (ψ, f))x
for any x ∈ H00 .
Proof. Ad (1): If X ∈ Lie(H), X(i)ψ = 0 for any i ≥ 0 by the definition of ψ, it
follows from (1) of lemma 3 that
[X(p), V (ψ, f)]x = 0
for any x ∈ H0∞. By (3) of lemma 4, the condition of (2) of lemma 3 (note in (2) of
lemma 3 tX(p) = X(tp) by definition) is satisfied, and the identity follows by using
(2) of lemma 3 and the fact that H00 is norm dense in H
0.
Ad (2): Since the support of f and the support of p are disjoint, by (1) of lemma
3
[X(p), V (ψ, f)]x = 0
for any x ∈ H0∞. By (3) of lemma 4, the condition of (2) of lemma 3 is satisfied,
and the identity follows by using (2) of lemma 3 and the fact that H00 is norm dense
in H0.

24 FENG XU
Lemma 6. Let S be the set which consists of elements π0(exp(X(p))) with p = −p∗
smooth if X ∈ Lie(H), and p = −p∗ smooth, support p ⊂ I ′ if X = Xα or X = Yα.
Then the C∗ algebra generated by S is strongly dense in π0(LH)′′ ∨π0(LI′G)′′ if H
is simply connected.
Proof. Note S = S∗. Since every element of LI′G (resp. LH) is a product of expo-
nentials in LI′g (resp. Lh), cf. P. 487 of [W2] (we use the fact that G,H are simply
connected here), we just have to show every element of the form π0(exp(X(p)))
with p = −p∗ smooth, support p ⊂ I ′, and X ∈ g is in the von Neumann algebra
M generated by S. Assume X =
∑
i ciXi, where ci ∈ R and Xi is either Xα or Yα.
Note that π0(X(p)) and π0(Xi(p)) are essentially skew self-adjoint operator with a
common core H00 . By abuse of notations, we will use the same symbol to denote its
closure. Let a ∈M ′. Then we have:
π0(Xi(p))ax = aπ
0(Xi(p))x
for any x ∈ H00 , so
π0(X(p))ax = aπ0(X(p))x
for any x ∈ H00 , and it follows that the closure of
π0(X(p))
is affiliated with M , so π0(exp(X(p))) is in M .

Proposition 2.3. Suppose H ⊂ G, H is simply connected, and π0 is the vacuum
representation of LG. Let f be a smooth function with support f ⊂ I. Then
π0(V (ψ, f)) is affiliated with von Neumann algebra π0(LH)′ ∩ π0(LIG)′′.
Proof. By lemma 5,
π0(V (ψ, f))ux = uπ0(V (ψ, f))x
for any u ∈ S where S is the generating set as in lemma 6 and x ∈ H00 . Note by
Haag duality in Prop. 2.1
π0(LIG)
′ = π0(LI′G)′′.
The proposition now follows from (3) of lemma 2 and lemma 6.

Now we can finish the proof of Th. 2.3.
Proof of Th. 2.3. Let ψ ∈ H0,0⊗Ω0 be an eigenvector of D with eigenvalue n ∈ N.
Note ψ = V (−n)Ω = V (ψ, p)Ω with p = z−1. Choose two smooth functions f1 and
f2, with support f1 ⊂ I1 ∈ I and support f2 ⊂ I2 ∈ I, and f1 + f2 = 1. Then
ψ = V (ψ, p)Ω = V (ψ, pf1)Ω + V (ψ, pf2)Ω.
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By Prop. 2.3, the closed operator V (ψ, f) is affiliated with π0(LH)′ ∩ π0(LJG)′′ if
the support f ⊂ J ∈ I. Let V (ψ, f) = U |V | be the polar decomposition. By lemma
4.4.1 of [Mv], U and exp(it|V |), ∀t ∈ R are in π0(LH)′ ∩ π0(LJG)′′. Since Ω is in
the domain of |V |, it follows by Stone’s theorem (cf. P. 266 of [RS]) that as t→ 0,
(eit|V |Ω− Ω)/t→ |V |Ω, and this shows
V (ψ, f)Ω = U |V |Ω ∈ π0(LH)′ ∩ π0(LJG)′′Ω ⊂ H.
So
V (ψ, pf1)Ω ∈ H, V (ψ, pf2)Ω ∈ H
and it follows that ψ ∈ H by the expression given at the beginning of the proof.

2.3 Two Conjectures. We will use the notations in 2.1.
Conjecture 1. The covariant representations πi,α can be decomposed into a direct
sum of a finite number of irreducible representations and the localized sectors corre-
sponding to these irreducible representations generate a finite dimensional ring over
C under the product of sectors (cf. 4.1).
Conjecture 1 comes from the physicists’ argument that the coset H ⊂ G CFT is
a rational CFT: there are only a finite number of primary fields. Here the primary
fields correspond to the representations or sectors. In some cases, e.g., G ⊂ G×G
where the inclusion is diagonal, there are also conjectures on the structure constants
of the ring (cf. [FKW] and [BBSS]). More precisely the conjectures in §3 and 4 of
[FKW] are about certain representations of W-algebras with critical parameters.
The W-algebras defined in [FKW] are closed related to the coset G ⊂ G1×Gm (cf:
[Watts]), for an example, the representations of W-algebras in [FKW] have the same
characters as those which come from the coset. We shall call the irreducible con-
formal precosheaves of the cosets SU(N) ⊂ SU(N)1 × SU(N)m coset WN -algebras
with critical parameters. Note that coset W2 algebras with critical parameters are
the irreducible conformal precosheaves corresponding to Virasoro algebras studied
in [GKO] and [Luke].
To state conjecture 2, let Lg,h0 be the generator of rotation group for the coset
as in the proof of Prop. 2.2. Then e−βL0 , β > 0 is a trace-class operator on Hi,α by
Th. B of [KW]. Denote by di,α the statistical dimension (cf. 4.1) of πi,α. Then we
have: (cf. [L5] and (4.27) of [FG])
Conjecture 2 (also known as Kac-Wakimoto formula in [L5]).
di,α = limβ→0
TrHi,αe
−βL0
TrH0,0e
−βL0 .
Both of these conjectures are highly nontrivial. The results in [W2] prove these
conjectures in the case G is of type A and H is a trivial group. For the case of coset
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W2 algebras with critical parameters the above conjectures follow from the results
of [Luke]. Note that Conjecture 2 immediately implies Kac-Wakimoto conjecture
(cf. Conj. 2.5 in [KW]). In fact, Conjecture 2 can also be stated as:
di,α =
b(i, α)
b(0, 0)
where b(i, α) is defined as in §2 of [KW] with our (i, α) identified with (Λ, λ) in
(2.5.4) of [KW]. Conj. 2.5 in [KW] states that b(i, α) > 0. Conjecture 2 is stronger
than this since di,α ≥ 1 and b(0, 0) > 0 by definitions.
Note that the Kac-Wakimoto hypothesis (cf. Page 161 of [KW]) also implies
Kac-Wakimoto conjecture, but the first counter-example to Kac-Wakimoto hypoth-
esis has been found in [X2] by considering subfactors associated with conformal
inclusions. So far Conjecture 2 and hence the Kac-Wakimoto conjecture have been
checked to be true in all known examples.
§3. Commuting Squares
We will use the notations of 2.1. All the cosets considered in this section are
assumed to verify the assumptions of Th. 2.3 unless stated otherwise. For the
definitions and properties of statistical dimensions and minimal index, see 4.1.
Definition (cofiniteness). The coset H ⊂ GL is called cofinite if the inclusion
(π0(LIG)
′′ ∩ π0(LIH)′) ∨ π0(LIH)′′ ⊂ π0(LIG)′′
has finite statistical dimension. The statistical dimension of the inclusion is denoted
by d(G/H).
Note that d(G/H) does not depend on the choice of I by the covariance property
of representations (cf. Prop. 2.1 of [GL]), and we can replace π0 by any level L
representation of LG in the above definition due to the local equivalence of these
representations (cf. Th. II. B of [W2]).
Let πi be an irreducible projective representations of LG with positive energy at
level L on Hilbert space Hi. Recall (cf. 2.1) when restricting to LH, Hi decomposes
as:
Hi =
∑
α
Hi,α ⊗Hα,
and πα are irreducible projective representations of LH on Hilbert space Hα, and
the sum is over α such that (i, α) ∈ exp. Consider the following inclusions:
(πi(LIG)
′′ ∩ πi(LIH)′) ∨ πi(LIH)′′ ⊂ πi(LIG)′′ ⊂ πi(LI′G)′
⊂ ((πi(LI′G)′′ ∩ πi(LI′H)′) ∨ πi(LI′H)′′)′
Note that
πi(LI′G)
′ ⊂ ((πi(LI′G)′′ ∩ πi(LI′H)′) ∨ πi(LI′H)′′)′
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has the same statistical dimension as
(πi(LI′G)
′′ ∩ πi(LI′H)′) ∨ πi(LI′H)′′ ⊂ πi(LI′G)′′
which is d(G/H). By the multiplicativity of statistical dimensions (cf. 4.1) the
statistical dimension of the inclusion
(πi(LIG)
′′ ∩ πi(LIH)′) ∨ πi(LIH)′′ ⊂
((πi(LI′G)
′′ ∩ πi(LI′H)′) ∨ πi(LI′H)′′)′
is did(G/H)
2, where di is the statistical dimension of π
i(LIG)
′′ ⊂ πi(LI′G)′. On
the other hand by the additivity of statistical dimension (cf. 4.1)) the statistical di-
mension of the above inclusion is
∑
α d(i,α)dα, where d(i,α) and dα are the statistical
dimensions of πi,α and πα respectively. So we have
did(G/H)
2 =
∑
α
d(i,α)dα. (3.1)
When any of the statistical dimensions in formula (3.1) are ∞, then (3.1) is under-
stood as the statement that both sides of the equation are ∞. See the paragraph
before Prop. 4.2 for a slightly different derivation of formula (3.1).
When i = 0 is the vacuum representation, the statistical dimension d0 of the
inclusion
π0(LIG)
′′ ⊂ π0(LI′G)′
is 1 by Haag duality in Prop. 2.1. It follows from formula (3.1) that H ⊂ GL is
cofinite if and only if d(0,α)dα <∞ for all (0, α) ∈ exp. Hence Conjecture 2 implies
the cofiniteness for any coset.
For simplicity we will drop the subscript L in the following when no confusion
arises. Note that if H = {e} is the trivial group , then H ⊂ G is cofinite. So the
statement “if H1 ⊂ G is cofinite and H1 ⊂ H2 ⊂ G, then H2 ⊂ G is cofinite” is as
difficult to prove as the statement “H2 ⊂ G is cofinite” by simply taking H1 = {e}.
But we have:
Proposition 3.1. Suppose H1 ⊂ H2 ⊂ G.
(1) If H1 ⊂ G is cofinite, then H1 ⊂ H2 is cofinite, and d(G/H1) ≥ d(H2/H1);
(2) If H1 ⊂ H2 and H2 ⊂ G are cofinite, then H1 ⊂ G is cofinite and d(G/H1) ≤
d(G/H2)× d(H2/H1).
This proposition is proved below by using commuting squares. Commuting
squares where all the algebras are finite type can be found in reference [We],[Po].
But we will consider the case where all the algebras are type III.
Since the action of the modular group of π0(LIG)
′′ with respect to the vac-
uum vector Ω is geometric and ergodic (cf. 2.1), it follows from Takesaki’s the-
orem (cf. [MT] or P. 495 of [W2]) that the von Neumann algebras π0(LIHi)
′′ ∨
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(π0(LIHi)
′ ∩ π0(LIG)′′), i = 1, 2 and π0(LIH1)′′ ∨ (π0(LIH1)′ ∩ π0(LIH2)′′) ∨
(π0(LIH2)
′ ∩ π0(LIG)′′) are factors, and there exist normal faithful conditional ex-
pectations ǫi : π
0(LIG)
′′ → π0(LIHi)′′ ∨ (π0(LIHi)′ ∩ π0(LIG)′′) , i = 1, 2 and
ǫ : π0(LIG)
′′ → π0(LIH1)′′ ∨ (π0(LIH1)′ ∩ π0(LIH2)′′) ∨ (π0(LIH2)′ ∩ π0(LIG)′′).
Moreover, these conditional expectations preserve the state ω on π0(LIG)
′′ defined
by ω(x) = (xΩ,Ω), i.e., ω(x) = ω(ǫ′(x)), ∀x ∈ π0(LIG)′′, when ǫ′ = ǫ1, ǫ2, ǫ respec-
tively. Then we have:
Lemma 3.1 (Commuting Square). (1) ǫ1 · ǫ2 = ǫ1 · ǫ2 = ǫ;
(2) ǫ1, ǫ2 are minimal if ǫ has finite index.
Proof. Assume the vacuum representation π0 of LG decomposes with respect to
LH2 as:
H0 = ⊕αHG/H2,0,α ⊗HH2,α,
then with respect to LH1 the decomposition is:
H0 =⊕α HG/H2,0,α ⊗HH2,α
=⊕α HG/H2,0,α ⊗ (⊕βHH2/H1,α,β ⊗HH1,β)
Let P1 be the projection from H
0 onto
⊕αHG/H2,0,α ⊗HH2/H1,α,0 ⊗HH1,0,
P2 the projection from H
0 onto
HG/H2,0,0 ⊗⊕β(HH2/H1,0,β ⊗HH1,β),
and P the projection from H0 onto
HG/H2,0,0 ⊗HH2/H1,0,0 ⊗HH1,0.
It follows from definitions that P1P2 = P2P1 = P . By Th. 2.3 and Reeh-Schlieder
Theorem in Prop. 2.1
PiH
0 = π0(LIHi)′′ ∨ (π0(LIHi)′ ∩ π0(LIG)′′)Ω, i = 1, 2,
and
PH0 = π0(LIH1)′′ ∨ (π0(LIH1)′ ∩ π0(LIH2)′′) ∨ (π0(LIH2)′ ∩ π0(LIG)′′)Ω.
So for any x ∈ π0(LIG)′′, we have:
ǫ1(ǫ2(x))Ω = P1ǫ2(x)Ω = P1P2xΩ = PxΩ = ǫ(x)Ω,
and similarly
ǫ2(ǫ1(x))Ω = ǫ(x)Ω.
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Since Ω is separating for π0(LIG)
′′, (1) of lemma is proved.
Note by the remark at the end of 2.2, the inclusions
π0(LIHi)
′′ ∨ (π0(LIHi)′ ∩ π0(LIG)′′) ⊂ π0(LIG)′′
are irreducible, so by Prop. 4.3 of [L4] ǫi are unique and must be the minimal
conditional expectations, i = 1, 2 if the index of ǫ is finite.

Proof of Prop. 3.1. (1) As in the proof of lemma 3.1, suppose the vacuum repre-
sentation π0 of LG decomposes with respect to LH2 as:
H0 = ⊕αHG/H2,0,α ⊗HH2,α,
and let P0 (resp. P00) be the projection from H
0 onto HG/H2,0,0 ⊗ HH2,0 (resp.
HG/H2,0,0 ⊗ Ω0 where Ω0 is the vacuum vector in HH2,0 ). Then
π0(LIH2)
′′ ∨ (π0(LIH2)′ ∩ π0(LIG)′′) ≃ π0(LIH2)′′ ∨ (π0(LIH2)′ ∩ π0(LIG)′′)P0
≃ π0(LIH2)′′ ⊗ (π0(LIH2)′ ∩ π0(LIG)′′)P00
≃ π0(LIH2)′′ ⊗ (π0(LIH2)′ ∩ π0(LIG)′′)
where ⊗ is the tensor product of von Neumann algebras and A ≃ B means A and
B are *-isomorphic, since all the algebras above are factors. Note the ∗-simorphism
above from
π0(LIH2)
′′ ∨ (π0(LIH2)′ ∩ π0(LIG)′′)
to π0(LIH2)
′′ ⊗ (π0(LIH2)′ ∩ π0(LIG)′′) maps π0(x) to π0(x)⊗ 1, ∀x ∈ LIH2, and
y to 1⊗ y, ∀y ∈ π0(LIH2)′ ∩ π0(LIG)′′. So this ∗-simorphism maps
π0(LIH1)
′′ ∨ (π0(LIH1)′ ∩ π0(LIH2)′′) ∨ (π0(LIH2)′ ∩ π0(LIG)′′)
onto
(π0(LIH1)
′′ ∨ (π0(LIH1)′ ∩ π0(LIH2)′′))⊗ (π0(LIH2)′ ∩ π0(LIG)′′).
It follows that the inclusion
π0(LIH1)
′′ ∨ (π0(LIH1)′ ∩ π0(LIH2)′′) ∨ (π0(LIH2)′ ∩ π0(LIG)′′) ⊂
π0(LIH2)
′′ ∨ (π0(LIH2)′ ∩ π0(LIG)′′)
is conjugate to
(π0(LIH1)
′′ ∨ (π0(LIH1)′ ∩ π0(LIH2)′′))⊗ (π0(LIH2)′ ∩ π0(LIG)′′) ⊂
π0(LIH2)
′′ ⊗ (π0(LIH2)′ ∩ π0(LIG)′′),
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hence it is irreducible and by Cor. 2.2 of [L6], its statistical dimension is d(H2/H1).
By lemma 3.1, the minimal normal faithful conditional expectation ǫ1 restricts
to a normal faithful conditional expectation η from
π0(LIH2)
′′ ∨ (π0(LIH2)′ ∩ π0(LIG)′′)
to
π0(LIH1)
′′ ∨ (π0(LIH1)′ ∩ π0(LIH2)′′) ∨ (π0(LIH2)′ ∩ π0(LIG)′′).
By Prop. 4.3 of [L4], η is also minimal, and so dη = d(H2/H1) ≤ dǫ1 = d(G/H1)
by the definition of statistical dimension (cf. 4.1).
To prove (2), note that ηǫ1 = ǫ is a minimal conditional expextation by Cor. 2.2
of [L6], and dǫ ≥ dǫ1 . so we have d(H2/H1)d(G/H2) = dǫ ≥ dǫ1 = d(G/H1), where
we have used multiplicativity of statistical dimensions (cf. 4.1).

We consider some examples when Prop. 3.1 can be applied.
The conformal inclusion SU(n)m × SU(m)n ⊂ SU(nm)1 has been considered in
[X2] and the decomposition is given in Th. 1 of [ABI]. Let H = SU(n) be the first
factor in the above inclusion.
Lemma 3.2. π0(LISU(nm))
′′ ∩ π0(LISU(n))′ = π0(LISU(m))′′. So the irre-
ducible conformal precosheaf of coset SU(n) ⊂ SU(nm)1 is the irreducible conformal
precosheaf of LSU(m) at level n.
Proof. From the definition we have:
π0(LISU(nm))
′′ ∩ π0(LISU(n))′ ⊃ π0(LISU(m))′′.
Since (cf. remark after Prop. 2.2) the action of modular group of
π0(LISU(nm))
′′ ∩ π0(LISU(n))′
with respect to the vacuum vector Ω is geometric and fixes globally π0(LISU(m))
′′,
by Takesaki’s theorem (cf. [MT] or P. 495 of [W2]), we just have to show that
π0(LISU(nm))′′ ∩ π0(LISU(n))′Ω ⊂ π0(LISU(m))′′Ω.
By the decomposition of H0 with respect to LSU(n) × LSU(m) in Th. 1 of
[ABI], Ω = Ω0,0 ⊗ Ω0 ∈ H0,0 ⊗ H0, where H0,0 and H0 are vacuum represen-
tations of LSU(m) and LSU(n) respectively, and Ω0,0, Ω0 are vacuum vectors
for LSU(m) and LSU(n) respectively. By Reeh-Schlieder Theorem in Prop. 2.1,
π0(LISU(m))′′Ω = H0,0 ⊗ Ω0, but by the observation before Prop. 2.2 we have
π0(LISU(nm))′′ ∩ π0(LISU(n))′Ω ⊂ H0,0 ⊗ Ω0.
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It follows that
π0(LISU(nm))′′ ∩ π0(LISU(n))′Ω ⊂ π0(LISU(m))′′Ω,
and the lemma is proved.

By lemma 3.2, Th. 1.2 of [X1] and formula (3.1), the inclusion SU(n)k+l ⊂
SU(n(k + l))1 is cofinite. Since SU(n)k+l ⊂ SU(n)k × SU(n)l ⊂ SU(n(k + l))1
where the first inclusion is diagonal, by (1) of Prop. 3.1 the diagonal inclusion
SU(n)k+l ⊂ SU(n)k × SU(n)l is cofinite, and use (2) of Prop. 3.1 repeatedly
we conclude that the diagonal inclusion SU(n)k ⊂ SU(n)1 × ... × SU(n)1 is also
cofinite, where there are k factors in the product. It follows by (1) Prop. 3.1 that
SU(n)k1+...+km ⊂ SU(n)k1 × ...× SU(n)km is cofinite, ki ∈ N, i = 1, ..., m, since
SU(n)k1+...+km ⊂ SU(n)k1 × ...× SU(n)km ⊂ SU(n)1 × ...SU(n)1
where there are k1 + ...+ km factors in the last group.
Suppose Hk ⊂ G1 is a conformal inclusion, H is simple and of type A, G is
simple and k is the Dynkin index (cf. P. 170 of [KW]). An infinite list can be found
in [X2]. Let l ∈ N. Since Hkl ⊂ Hk × ...×Hk is cofinite by the previous paragraph
and Hk × ...×Hk ⊂ G1 × ...×G1 is cofinite by Prop. 2.4 of [X1], it follows by (2)
of Prop. 3.1 that Hkl ⊂ G1 × ...×G1 is cofinite, and by (1) of Prop. 3.1 Hkl ⊂ Gl
is cofinite.
Finally let us consider the case H ⊂ Gm with G = SU(l) and H is the Cartan
subalgebra of G, a l − 1 dimensional torus. We will first consider the inclusion
H ⊂ G1 × ...×G1
where there are m factors in the product, and the inclusion is diagonal. Define
G˜ := G×G...×G where there are m factors in the product.
The irreducible projective representations of LH at level m have been classified
in Prop. 9.5.10 of [PS]. Let us describe this result in our case. These irreducible
projective representations are in fact representations of LH, which is a central
extension of LH induced from the central extension LG of LG (cf. P. 483 of [W2]
or Chap. 4 of [PS]). Write LH ≃ Hom(S1, H)×H × V , where H is the subgroup
of constant loops, and V is the vector space of maps f : S1 → Lie(H) with integral
0, which is regarded as a subgroup of LH by the exponential map. The dentity
component of LH is canonically a product H× V˜ , where V˜ is the Heisenberg group
defined by a skew form on V . The center of the identity component of LH isH×S1.
Let ξ = (ξ1, ..., ξl−1, (ξ1...ξl−1)−1) ∈ LH, where each ξi ∈ C∞(S1, S1) has winding
number xi, i = 1, ..., l − 1. The conjugate action of ξ on the center H × S1 of the
identity component of LH is given by (cf. P. 192 of [PS])
(t, u)→ (t, utx1+(x1+...xl−1)1 ...txl−1+(x1+...xl−1)l−1 )
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where t = (t1, ..., tl−1, (t1...tl−1)−1) ∈ H. Introduce an equivalent relation on Zl−1
by: (n1, ..., nl−1) ∼ (n′1, ..., n′l−1) iff there exists (m1, ...ml−1) ∈ Zl−1 with m1 +
... + ml−1 ∈ lZ such that (n′1, ..., n′l−1) = (n1 + mm1, ...nl−1 + mml−1). Denote
the equivalence class of (n1, ..., nl−1) by [n1, ..., nl−1] or simply [n]. The irreducible
representation of LH at level m on Hilbert space H[n] has the following form (cf.
P. 192 of [PS]):
H[n] = ⊕(a1,...,al−1)∼(n1,...,nl−1)H(a1,...,al−1),
where on H(a1,...,al−1), the center H × S1 of the identity componenet of LH acts as
(t, u) → ta11 ...tal−1l−1 u × id, and on H(a1,...,al−1) the representation of the Heisenberg
group V˜ is irreducible (and unique by Prop. 9.5.10 of [PS]).
When restricting to LH, the vacuum representation π0 of LG˜ := LG × ...LG
(there are m factors in the product) on (Hv)
⊗m decomposes as:
(Hv)
⊗m =
∑
l|∑ i ni
H0,[n] ⊗H[n1,...nl−1],
and π[n] are irreducible projective representations of LH on H[n1,...nl−1] (cf. §2.6
of [KW]). Let α ∈ LH × ... × LH be a loop of the form ξ × 1 × ... × 1, where
ξ = (ξ1, ..., ξl−1, (ξ1...ξl−1)−1) ∈ LH, and each ξi ∈ C∞(S1, S1) has winding number
xi, i = 1, ..., l− 1. We can assume that α is localized on I. Define
Adα.y := αyα
−1, Adα.π0(y) = π0(α)π0(y)π0(α−1), ∀y ∈ LG˜.
Note (remember that LH is diagonally included in LG˜)
Adα.y ∈ LH,Adα.π0(y) ∈ π0(LH), ∀y ∈ LH.
Then by definitions we have:
π[n](Adαy) ≃ π[n+b](y), ∀y ∈ LH,
where [n+ b] = [n1+ b1, ..., nl−1+ bl−1], with bi = xi+(x1+ ...xl−1), i = 1, ..., l− 1.
Note that this implies that π[n] has statistical dimension 1 since Adα is a localized
automorphism. Also note that since Adα is an automorphism of π
0(LH), it is also
an automorphism of π0(LH)′ ∩ π0(LJG˜)′′ for any interval J .
We claim that
π0,[n](Adα.y) ≃ π0,[n+b](y)
for any y ∈ A(J), where A(J) is the conformal precosheaf for the coset H ⊂ G˜. In
fact let U[n] : H[n] → H[n+b] be a unitary map intertwinning the action of LH and
the action of Adα.LH, and let W = V ⊗ U : H0 → H0 be a unitary map such that
V ⊗ U(z ⊗ y) = V[n]z ⊗ U[n]y ∈ H0,[n+b] ⊗H[n+b] for any z ⊗ y ∈ H0,[n] ⊗H[n]. It
follows that
W ∗π0(α) ∈ π0(LH)′ = ⊕[n]B(H0,[n])⊗ idH[n] ,
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so we have
π0(α) = ⊕[n]V ′[n] ⊗ U[n]
where V ′[n] : H0,[n] → H0,[n+b] is unitary. Note π0(Adα.y) = π0(α)π0(y)π0(α)−1,
and
π0(y) ∈ ⊕[n]B(H0,[n])⊗ idH[n] , ∀y ∈ A(J).
Hence
π0,[n](Adα.y) = V
′
[n]π0,[n+b](y)V
′∗
[n], ∀y ∈ A(J).
Now choose x so that bi = −ni, i = 1, ..., l− 1, we get
π0,[n](Adα.y) = V
′
[n]π0,[0](y)V
′∗
[n].
So π0,[n] has the same statistical dimension as π0,[0] since Adα is a localized
automorphism.
If π0,[0] is the vacuum representation, then π0,[n] has statistical dimension 1. Note
π[n] also has statistical dimension 1, by formula (3.1) we conclude that the diagonal
inclusion H ⊂ G1 × ...×G1 is cofinite.
We claim that π0,[0] is indeed the vacuum representation. Note this does not
follow directly from Th. 2.3 since we assume H is simply connected in the theorem.
However, the assumption that H is simply connected is only used in the proof of
lemma 6. From the proof of lemma 6, we see that the smeared vertex operators in
Prop. 2.3 are affiliated with von Neumann algebra
π0((LH)0)′ ∩ π0(LIG˜)′′,
where (LH)0 is the connected component of LH that contains identity. Note that
LH is generated as a group by (LH)0 and a set of elements with non-trivial winding
numbers, and we can certainly choose these elements to be in LI′H ⊂ LI′G˜. So
π0(LH)′′ ⊂ π0((LH)0)′′ ∨ π0(LI′G˜)′′.
Hence if p ∈ π0((LH)0)′ ∩ π0(LIG˜)′′, then p ∈ π0(LH)′ ∩ π0(LIG˜)′′. On the other
hand
π0((LH)0)′ ∩ π0(LIG˜)′′ ⊃ π0(LH)′ ∩ π0(LIG˜)′′.
So
π0((LH)0)′ ∩ π0(LIG˜)′′ = π0(LH)′ ∩ π0(LIG˜)′′.
This shows that Prop. 2.3, and therefore Th. 2.3 hold for any pair H ⊂ G˜ as
long as G˜ is semisimple and simply connected. It follows now that Prop. 3.1 can
be applied to the present case for H ⊂ Gm ⊂ G1 × ... × G1 since we only use Th.
2.3 in its proof. So we conclude that H ⊂ Gm is cofinite.
To summarize, we have proved the following:
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Corollary 3.1. The following inclusions are cofinite:
(1) Gk1+k2+...+km ⊂ Gk1 × ...×Gkm where the inclusion is diagonal, ki ∈ N, i =
1, ..., m and G = SU(n);
(2) Hlk ⊂ Gl, if Hk ⊂ G1 is a conformal inclusion where k is the Dynkin index,
l ∈ N, H is simple and of type A and G is simple ;
(3) H ⊂ Gm, where H is the Cartan subgroup of G.
§4. Braided endomorphisms
All the cosets considered in this section are assumed to verify the assumptions
of Th. 2.3 unless stated otherwise.
4.1 Some results from [X1]. In this subsection we recall some of the results from
[X1] which will be used in 4.2. We start with some preliminaries on sectors to set
up notations.
LetM be a properly infinite factor and End(M) the semigroup of unit preserving
endomorphisms of M . In this paper M will always be a type III1 factor. Let
Sect(M) denote the quotient of End(M) modulo unitary equivalence in M . It
follows from [L3] and [L4] that Sect(M) is endowed with a natural involution θ → θ¯,
and Sect(M) is a semiring: i.e., there are two operations +,× on Sect(M) which
verifes the usual axioms. The multiplication of sectors is simply the composition
of sectors. Hence if θ1, θ2 are two sectors, we shall write θ1 × θ2 as θ1θ2. In [X1],
the image of θ ∈ End(M) in Sect(M) is denoted by [θ]. However, since we will
be mainly concerned with the ring structure of certain sectors in section 4, we will
denote [θ] simply by θ if no confusion arises.
Assume θ ∈ End(M), and there exists a normal faithful conditional expectation
ǫ :M → θ(M). We define a number dǫ (possibly ∞) by:
d−2ǫ := Max{λ ∈ [0,+∞)|ǫ(m+) ≥ λm+, ∀m+ ∈M+}
(cf. [PP]).
If dǫ < ∞ for some ǫ, we say θ has finite index or statistical dimension. In this
case we define
dθ = Minǫ{dǫ|dǫ <∞}.
dθ is called the statistical dimension of θ. d
2
θ is called the minimal index of θ. In
fact in this case there exists a unique ǫθ such that dǫθ = dθ. ǫθ is called the minimal
conditional expectation. It is clear from the definition that the statistical dimension
of θ depends only on the unitary equivalence classes of θ. When N ⊂ M with
N ≃ M , we choose θ ∈ End(M) such that θ(M) = N . The statistical dimension
(resp. minimal index) of the inclusion N ⊂ M is defined to be the statistical
dimension (resp. minimal index) of θ.
Let θ1, θ2 ∈ Sect(M). By Th. 5.5 of [L3], dθ1+θ2 = dθ1 + dθ2 , and by Cor.
2.2 of [L6], dθ1θ2 = dθ1dθ2 . These two properties are usually referred to as the
additivity and multiplicativity of statistical dimensions. Also note by Prop. 4.12 of
[L4] dθ = dθ¯. If a sector does not have finite statistical dimension in any of the
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above three equations, then the equation is understood as the statement that both
sides of the equation are ∞.
Assume λ, µ, and ν ∈ End(M) have finite statistical dimensions. Let Hom(λ, µ)
denote the space of intertwiners from λ to µ, i.e. a ∈ Hom(λ, µ) iff aλ(p) = µ(p)a
for any p ∈M . Hom(λ, µ) is a finite dimensional vector space and we use 〈λ, µ〉 to
denote the dimension of this space. Note that 〈λ, µ〉 depends only on [λ] and [µ].
Moreover we have 〈νλ, µ〉 = 〈λ, ν¯µ〉, 〈νλ, µ〉 = 〈ν, µλ¯〉 which follows from Frobenius
duality (See [L2] or [Y]). We will also use the following notation: if µ is a subsector
of λ, we will write as µ ≺ λ or λ ≻ µ. A sector is said to be irreducible if it has
only one subsector.
Let θi, i = 1, ..., n be a set of irreducible sectors with finite index. The ring
generated by θi, i = 1, ..., n under compositions is defined to be a vector space
(possibly infinite dimensional) over C with a basis {ξj, j ≥ 1}, such that ξj are
irreducible sectors, ξj 6= ξj′ if j 6= j′, and the set {ξj, j ≥ 1} is a list of all irreducible
sectors which appear as subsectors of finite products of θi, i = 1, ..., n. The ring
multiplication on the vector space is obtained naturally from that of Sect(M).
Let M(J), J ∈ I be an irreducible conformal precosheaf on Hilbert space H0.
Suppose N(J), J ∈ I is an irreducible conformal precosheaf and π0 is a covariant
representation ofN(J) onH0 such that π0(N(J)) ⊂M(J) is a directed standard net
as defined in Definition 3.1 of [LR] for any directed set of intervals. Fix an interval I
and denote by N := N(I),M := M(I). For any covariant representation πλ (resp.
πi) of the irreducible conformal precosheaf N(J), J ∈ I (resp. M(J), J ∈ I), let λ
(resp. i) be the corresponding endomorphism of N (resp. M) as defined in §2.1 of
[GL]. These endomorphisms are obtained by localization in §2.1 of [GL] and will be
referred to as localized endomorphisms for convenience. The corresponding sectors
will be called localized sectors. See the paragraph after the proof of Lemma 4.2 for
examples.
We will use dλ and di to denote the statistical dimensions of λ and i respectively.
dλ and di are also called the statistical dimensions of πλ and π
i respectively, and
they are independent of the choice of I (cf. Prop. 2.1 of [GL]).
Let πi be a covariant representation of M(J), J ∈ I which decomposes as:
πi =
∑
λ
biλπλ
when restricted to N(J), J ∈ I, where the sum is finite and biλ ∈ N. Let γi :=∑
λ biλλ be the corresponding sector of N . It is shown (cf. (1) of Prop. 2.8 in [X1])
that there are sectors ρ, σi ∈ Sect(N) such that:
ρσiρ¯ = γi.
Notice that σi are in one-to-one correspondence with covariant representations π
i,
and in fact the map i → σi is an isomorphism of the ring generated by i and the
ring generated by σi. The subfactor ρ¯(N) ⊂ N is conjugate to π0(N(I)) ⊂ M(I)
(cf. (2) of Prop. 2.6 in [X1]).
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Now we assume π0(N(I)) ⊂M(I) has finite index. Then for each localized sector
λ of N there exists a sector denoted by aλ of N such that the following theorem is
true (cf. [X1]):
Theorem 4.1. (1) The map λ→ aλ is a ring homomorphism;
(2) ρaλ = λρ, aλρ¯ = ρ¯λ, dλ = daλ ;
(3) 〈ρaλ, ρaµ〉 = 〈aλ, aµ〉 = 〈aλρ¯, aµρ¯〉;
(4) 〈ρaλ, ρσi〉 = 〈aλ, σi〉 = 〈aλρ¯, σiρ¯〉 ;
(5) (3) (resp. (4)) remains valid if aλ, aµ (resp. aλ) is replaced by any of its
subsectors;
(6) aλσi = σiaλ.
Proof. (1) to (4) follows from Th. 3.1, 3.3, Cor. 3.2, lemma 3.4, 3.5 of [X1], (5)
is proved on P. 9 of [X2], and (6) is proved on P. 387 of [X1]. It should be noted
that these results in §3 of [X1] are stated for conformal inclusions, but all the proof
there applies verbatim to the present setting.

4.2 The ring structure. We will apply the results of 4.1 to the case when N(I) =
A(I) ⊗ π0(LIH)′′ and M(I) = π0(LIG)′′ under the assumption that H ⊂ GL is
cofinite, where A(I) is as in Prop. 2.2 for the coset H ⊂ GL, and π0 denotes the
vacuum representation of LH. Note that if H ⊂ GL is cofinite, then π0(N(I)) ⊂
M(I) has finite index. By Th. 4.1, for every localized endomorphisms λ of N(I)
we have a map a : λ→ aλ which verifies (1) to (6) in Th. 4.1.
Tensor Notation. Let θ ∈ End(A(I)⊗ π0(LIH)′′). We will denote θ by ρ1 ⊗ ρ2
if
θ(p⊗ 1) = ρ1(p)⊗ 1, ∀p ∈ A(I), θ(1⊗ p′) = 1⊗ ρ2(p′), ∀p′ ∈ π0(LIH)′′, ,
where ρ1 ∈ End(A(I)), ρ2 ∈ End(π0(LIH)′′).
Lemma 4.2. (1) If θ = ρ1 ⊗ ρ2, and
[ρ1] =
∑
i
[ρ1i], [ρ2] =
∑
j
[ρ2j],
where all the summations are finite. Then:
[θ] =
∑
i,j
[ρ1i ⊗ ρ2j ];
(2)
〈ρ1 ⊗ ρ2, σ1 ⊗ σ2〉 = 〈ρ1, ρ2〉〈σ1, σ2〉,
where ρ1, σ1 are in End(A(I)), and ρ2, σ2 are in End(π0(LIH)
′′).
Proof. (1) follows immediately from the definitions. By (1), we just have to show
(2) in the case that ρ1, σ1, ρ2, σ2 are irreducible sectors. It is obvious that if ρ1 ≃
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σ1, ρ2 ≃ σ2 as sectors, then ρ1 ⊗ ρ2 ≃ σ1 ⊗ σ2 as sectors of N(I). Now suppose
ρ1 ⊗ ρ2 ≃ σ1 ⊗ σ2 as sectors of N(I). This means there exists a unitary u ∈ N(I)
such that:
uρ1(p)⊗ ρ2(p′) = σ1(p)⊗ σ2(p′)u,
for any p ∈ A(I), p′ ∈ π0(LIH)′′. By the statement on P. 123 of [Stra], there exists
normal conditional expectation E : N(I)→ A(I)⊗1 such that E(u) 6= 0. Applying
E to the above equation and setting p′ = 1, we have:
E(u)ρ1(p) = σ1(p)E(u).
Since ρ1, σ1 are irreducible and E(u) 6= 0, it follows that ρ1 ≃ σ1 as sectors. Simi-
larly one can show that ρ2 ≃ σ2 as sectors. This proves (2).

Recall from 2.1 πi,α of A(I) are obtained in the decompositions of π
i of LG with
respect to subgroup LH, and we denote the set of such (i, α) by exp. For any J ∈ I,
let U(J) be a unitary operator from Hi,α to H0,0 such that:
πi,α(p) = U(J)
∗π0,0(p)U(J), ∀p ∈ A(J).
Recall I is a fixed interval. Identify Hi,α with H0,0 by U(I
′), we may choose a repre-
sentation unitarily equivalent to πi,α, still denoted by πi,α onH0,0, with the property
that πi,α(p
′) = p′, ∀p′ ∈ A(I ′). It follows that πi,α(A(I)) commutes with A(I ′). By
Haag duality in Prop. 2.1, πi,α(p) ∈ A(I), ∀p ∈ A(I), and so πi,α|A(I) ∈ End(A(I)).
We will denote πi,α|A(I) by (i, α). The corresponding sector in Sect(A(I)) is also
denoted by (i, α) when no confuison arises. Note that (i, α) is an irreducible sector if
and only if πi,α is an irreducible covariant representation, since the coset conformal
precosheaf A(J), ∀J ∈ I is stronly additive by the remarks in 2.1 after Prop. 2.2.
In fact suppose (i, α) is an irreducible sector. Let p ∈ (∨J∈Iπi,α(A(J)))′. Then
p ∈ πi,α(A(I ′))′ = A(I). It follows that p ∈ Hom((i, α), (i, α)) = C since (i, α) is
irreduicble. On the other hand if πi,α is irreducible, and p ∈ Hom((i, α), (i, α)).
Then p ∈ A(I) and so p ∈ (πi,α(A(I ′)) ∨ πi,α(A(I)))′. But
πi,α(A(I
′)) ∨ πi,α(A(I)) = ∨J∈Iπi,α(A(J))
by the strong additivity of the coset conformal precosheaf, so
p ∈ (∨J∈Iπi,α(A(J)))′ = C
since πi,α is irreducible. Similarly one can show that (i, α) ≻ (j, β) if and only of
πj,β appears as a direct summand of πi,α, and (i, α) is equal to (j, β) as sectors if
and only πi,α is unitarily equivalent to πj,β.
Given (i, α) ∈ End(A(I)) as above, we define (i, α)⊗ 1 ∈ End(N(I)) so that:
(i, α)⊗ 1(p⊗ p′) = (i, α)(p)⊗ p′, ∀p ∈ A(I), p′ ∈ π0(LIH)′′.
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It is easy to see that (i, α)⊗ 1 corresponds to the covariant representation πi,α⊗π0
of N(I). Note that this notation agrees with our tensor notation above. Also note
that for any covariant representation πx of A(I), we can define a localized sector
x⊗ 1 of N(I) in the same way as in the case when πx = πi,α.
Each covariant representation πi of LG gives rise to an endomorphism σi ∈
End(N(I)) and (cf. subsetion 4.1)
ρσiρ¯ = γi =
∑
α
(i, α)⊗ (α)
where the summation is over those α such that (i, α) ∈ exp. So by the properties of
statistical dimensions (cf. 4.1) did
2
ρ =
∑
α d(i,α)dα. Note that this is in fact formula
(3.1), with dρ = d(G/H) by definition.
Proposition 4.2. Assume H ⊂ GL is cofinite. We have:
(1) Let x, y be localized sectors of A(I) with finite index. Then
〈x, y〉 = 〈ax⊗1, ay⊗1〉;
(2) If (i, α) ∈ exp, then a(i,α)⊗1 ≺ a1⊗α¯σi;
(3) Denote by d(i,α) the statistical dimension of (i, α). Then d(i,α) ≤ didα, where
di (resp. dα) is the statistical dimension of i ( resp. α).
Proof. Ad (1): By the assumption and Th. 4.1, we have
〈ax⊗1, ay⊗1〉 = 〈ρax⊗1, ρay⊗1〉
= 〈(x⊗ 1)ρ, (y ⊗ 1)ρ〉
= 〈x⊗ 1, (y ⊗ 1)ρρ¯〉
= 〈x⊗ 1, (y ⊗ 1)
∑
δ
(0, δ)⊗ δ〉
= 〈x⊗ 1,
∑
δ
y(0, δ)⊗ δ〉
=
∑
δ
〈x, y(0, δ)〉 × 〈1, δ〉,
where in the last identity we used (2) of lemma 4.2. Note 〈1, δ〉 is equal to 1
iff δ corresponds to the vacuum representation of LH. When δ is the vacuum
representation, (0, δ) corresponds to the representation π0,0 of A(I), which by Th.
2.3, is the vacuum representation of A(I), and corresponds to the identity sector.
So we have: ∑
δ
〈x, y(0, δ)〉 × 〈1, δ〉 = 〈x, y〉,
and the proof of (1) is complete.
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Ad (2): Since πi has finite statistical dimension andH ⊂ G is cofinite, by formula
(3.1) d(i,α) <∞, dα <∞, ∀(i, α) ∈ exp. So we can assume (i, α) =
∑
jmjxj , where
the sum is finite, mj ∈ N, and xj is irreducible and has finite index. Note that xj
is a localized sector of A(I) (cf. Prop. 2.2 of [GL]), so axj⊗1 is well defined, and it
follows from (1) that axj⊗1 is also irreducible. By Th. 4.1
a(i,α)⊗1 =
∑
j
mjaxj⊗1.
By using Th. 4.1 and lemma 4.2 we have:
〈axi⊗1, a1⊗α¯σi〉 = 〈axi⊗1a1⊗α, σi〉
= 〈axi⊗α, σi〉
= 〈axi⊗αρ¯, σiρ¯〉
= 〈ρ¯xi ⊗ α, σiρ¯〉
= 〈xi ⊗ α, ρσiρ¯〉
= 〈xi ⊗ α,
∑
β
(i, β)⊗ β〉
= 〈xi, (i, α)〉 = mi.
This shows
a(i,α)⊗1 =
∑
j
mjaxj⊗1 ≺ a1⊗α¯σi.
(3) follows immediately from (2) and the fact that (i, α) and a(i,α)⊗1 have the
same statistical dimension by (2) of Th. 4.1.

Theorem 4.2. Suppose H ⊂ GL is cofinite, and every irreducible representation
πα of LH has finite index, and the localized sectors {α} generate a finite dimensional
ring over C under compositions. Then Conj. 1 of 2.3 is true.
Proof. By (3) of Prop. 4.2, d(i,α) <∞, ∀(i, α) ∈ exp, since di <∞, dα <∞ by our
assumption. Hence each (i, α) decomposes into a direct sum of a finite number of
irreducible sectors. By Prop. 2.2 of [GL], each πi,α decomposes into a direct sum
of a finite number of irreducible covariant representations.
By (6) of Th. 4.1, a1⊗α¯σi = σia1⊗α¯, so the ring Y generated by irreducible
subsetors of a1⊗α¯σi, ∀α, ∀i has finite dimension over C by (1) of Th. 4.1 and the the
assumption of the theorem. Denote by X the ring generated (under compositions)
by the set of all irreducible sectors which appear as subsectors of (i, α), ∀(i, α) ∈ exp.
By Prop. 4.2, the map x ∈ X → ax⊗1 is an injective homomorphism from X into
Y . It follows that X is finite dimensional over C, and Conj. 1 of 2.3 is proved.

By Cor. 3.1, Th. 4.2 and the theorem on P. 535 of [W2], we immediately have
the following:
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Corollary 4.2. Conj. 1 of 2.3 is true for the following inclusions:
(1) Gk1+k2+...+km ⊂ Gk1 × ...×Gkm where the inclusion is diagonal ,ki ∈ N, i =
1, ..., m and G = SU(n);
(2) Hlk ⊂ Gl, if Hk ⊂ G1 is a conformal inclusion where k is the Dynkin index
, l ∈ N, l > 1, H and G are simple and of type A;
(3) H ⊂ Gm, where H is the Cartan subgroup of G , m ∈ N, m > 1 and G is a
simple type A group.
Note in (2) and (3) of Cor. 4.2, we restrict l > 1 and m > 1 respectively to avoid
the trivial case of conformal inclusions.
4.3 SU(N) ⊂ SU(N)m′ × SU(N)m′′ . In this subsection we consider the coset
H ⊂ GL with H := SU(N), GL := SU(N)m′ × SU(N)m′′ , where the embedding
H ⊂ GL is diagonal. Let Λ1, ...,ΛN−1 be the fundamental weights of sl(N). Let
k ∈ N. Recall that the set of integrable weights of the affine algebra ŝl(N) at level
k is the following subset of the weight lattice of sl(N):
P
(h)
++ = {λ = λ1Λ1 + ...+ λN−1ΛN−1|λi ∈ N, λ1 + ...+ λN−1 < h}
where h = k +N . This set admits a ZN automorphism generated by
σ1 : λ = (λ1, λ2, ..., λN−1)→ σ1(λ) = (h−
N−1∑
j=1
λj , λ1, ..., λN−2).
We define the color τ(λ) :≡ ∑i(λi − 1)imod(N) and Q to be the root lattice of
ŝl(N) (cf. §1.3 of [KW]). Note that λ ∈ Q if and only if τ(λ) ≡ 0 mod(N).
As in 2.1, we use i (resp. α) to denote the irreducible positive energy representa-
tions of LG (resp. LH). To compare our notations with that of §2.7 in [KW], note
that our i is (Λ′,Λ′′) of [KW] , and our α is Λ of [KW]. We will identify i = (Λ′,Λ′′)
and α = Λ where Λ′,Λ′′, Λ are the weights of sl(N) at levels m′, m′′, m′ +m′′ re-
spectively. Denote by 0′, 0′′, 0 the vacuum representations of ŝl(N) at level m′, m′′
and m′ +m′′ respectively. Note that for i = (Λ′,Λ′′), α = Λ, by Th. 1.2 of [X1] the
statistical dimensions of i and α are given by
di =
a(Λ′)a(Λ′′)
a(0′)a(0′′)
, dα =
a(Λ)
a(0)
where the positive numbers a(Λ), a(Λ′) and a(Λ′′) are defined as in (0.4b) of [KW]
(a(Λ) is also equal to S
(Λ)
Λ0
as defined on P. 362 of [X1]).
Suppose
i = (Λ1
′,Λ1′′), j = (Λ2′,Λ2′′), k = (Λ3′,Λ3′′), α = Λ1, β = Λ2, δ = Λ3.
Then the fusion coefficients Nkij := N
Λ′3
Λ1′Λ2′
NΛ3
′′
Λ1′′Λ2′′
(resp. N δαβ := N
Λ3
Λ1Λ2
)of LG
(resp. LH) are well known and they are given by Verlinde formula (cf. Cor. 1 on
P. 536 of [W2] and P. 288 of [Kac]).
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Recall πi,α are the covariant representations of the coset H ⊂ GL. The set
of all (i, α) := (Λ′,Λ′′,Λ) which appear in the decompositions of πi of LG with
respect to LH is denoted by exp. This set is determined on P. 194 of [KW] to be
(Λ′,Λ′′,Λ) ∈ exp iff Λ′ +Λ′′−Λ ∈ Q. The ZN action on (i, α), ∀i, ∀α is denoted by
σ(i, α) := (σ(i), σ(α)) = (σ(Λ′), σ(Λ′′), σ(Λ)), σ ∈ ZN .
This is also known as diagram automorphisms since they corresponds to the auto-
morphisms of Dynkin diagrams. Note that dσ(i) = di, dσ(α) = dα by (3.2) of [Wal]
and the formula for statistical dimensions above. Also note that this ZN action
preserves exp and therefore induces a ZN action on exp. For each (i, α) ∈ exp, we
will denote by [i, α] its orbit in exp under the ZN action.
Theorem 4.3. Let H ⊂ GL be as in the previous paragraph. Then:
(1) a(i,α)⊗1 = σia1⊗α¯ for all (i, α) ∈ exp;
(2) Assume the action of ZN on exp is faithful, i.e., if σ(i) = i, σ(α) = α
for some (i, α) ∈ exp, then σ = id. Then the covariant representations πi,α are
irreducible and πi,α is unitarily equivalent to πj,β as covariant representations iff
σ(i) = j, σ(α) = β for some σ ∈ ZN ;
(3) Suppose the conditions of (2) hold. Denote by EXP the set of all irreducible
localized sectors corresponding to the the covariant representations πi,α, ∀(i, α) ∈
exp. Then the set EXP is in one to one correspondence with the set {[i, α], ∀(i, α) ∈
exp}. Denote the elements of EXP by [i, α]. Define
C
[k,δ]
[i,α][j,β] :=
∑
σ∈ZN
N
σ(k)
ij N
σ(δ)
αβ .
Then the compositions are given by:
[i, α][j, β] =
∑
[k,δ]
C
[k,δ]
[i,α][j,β][k, δ];
(4) Conj. 2 of 2.3 is true for H ⊂ GL.
Proof. By Cor. 4.2 and Th. 4.1, for any (i, α), (i′, α′) we have:
〈a1⊗α¯σi, a1⊗α′σi′〉 = 〈a1⊗α¯a1⊗α′ , σi¯σi′〉
= 〈a1⊗α¯α′ , σi¯σi′〉
= 〈
∑
β
Nβα¯α′a1⊗β ,
∑
j
N j
i¯i′
σj〉
= 〈
∑
β
Nβα¯α′1⊗ β,
∑
j,δ
N j
i¯i′
(j, δ)⊗ δ〉
=
∑
β
Nβα¯α′
∑
j
N j
i¯i′
〈1, (j, β)〉,
42 FENG XU
where 1 in the last = stands for the identity sector of A(I), which by Th. 2.3,
corresponds to the representation π0,0. So
〈1, (j, β)〉 6= 0
if and only if π0,0 appears as an irreducible summand in πj,β by the remarks after
lemma 4.2. Note that the vacuum vector (unique up to a nonzero scalar) of π0,0
has lowest energy (the eigenvalue of the generator of the rotation group) 0, and
π0,0 is the unique (up to unitary equivalence) irreducible representation with this
property (cf. remarks after Prop. 2.1). So π0,0 appears as an irreducible summand
in πj,β if and only if there exists a nonzero (vacuum) vector in Hj,β with lowest
energy 0. The set of such (j, β) was introduced on P. 186 in [KW] with our (j, β)
corresponds to (M,µmod(δ)) in the notation of [KW] (in the notation on P. 186
of [KW], hM − hµ ≥ 0 is the eigenvalue of the generator of the rotation group in
the coset Hilbert space by definition). This set in our case of diagonal inclusions
is determined in (2.7.12) of [KW]. Translate (2.7.12) of [KW] into the notations of
this paper, the statement is that π0,0 appears as an irreducible summand in πj,β iff
there exists σ ∈ ZN such that σ(0, 0) = (j, β), where 0 is used to denote the vacuum
representation of G and H. Since (cf. (3.3) of [Wal])
N
σ(0)
i¯i′
= δσ(i),i′ , N
σ(0)
α¯α′ = δσ(α),α′ ,
we have:
〈a1⊗α¯σi, a1⊗α′σi′〉 =
∑
σ∈ZN
δσ(i),i′δσ(α),α′〈σ(0, 0), (0, 0)〉. (**)
Ad (1): We will prove (1) by using an “exhaustion” trick similar to the one used in
§3 of [X3].
Suppose (i, α) = (i′, α′) = (0, α), where 0 denotes the vacuum sector of LG. Note
that σ(0) = 0 iff σ = 1. So we conclude from (**) that a1⊗α¯ is irreducible. By (2)
of Prop. 4.2, a1⊗α¯ = a(0,α)⊗1 if (0, α) ∈ exp, and so d(0,α) = dα.
Note that (cf. the paragraph before Prop. 4.2) for fixed i, the statistical dimen-
sion of ρσiρ¯ is given by
∑
α di,αdα where the sum is over those α with (i, α) ∈ exp,
which will be denoted by expi. Note that if i = (Λ
′,Λ′′), α = Λ, then expi is
a congruence class of Pm
′+m′′+N
++ modQ (congruent to Λ
′ + Λ′′) by definition. So
d2ρ =
1
di
∑
α∈expi di,αdα. By (3) of Prop. 4.2, d(i,α) ≤ didα, ∀(i, α) ∈ exp, hence
d2ρ ≤
∑
α∈expi
dαdα =
∑
α∈exp0
dαdα,
where tha last = follows from Cor. 2.7 of [KW]3. But since d(0,α) = dα, we have:
d2ρ =
∑
α∈exp0
dαdα.
3Note that our α correspond to Λ in Cor. 2.7 of [KW], dα =
a(Λ)
a(0)
where 0 denotes the vacuum
representation, and expi is a congruence class of P
m
′+m′′+N
++ modQ .
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It follows that all the ≤’s above are actually =, in particular di,α = didα, and it
follows from (2) of Prop. 4.2 that a(i,α)⊗1 = σia1⊗α¯.
So we have (see the paragraph before Th. 4.3):
dσ(0,0) = dσ(0)dσ(0) = 1.
On the otherhand
〈σ(0, 0), (0, 0)〉 ≥ 1,
it follows by comparing statistical dimensions that
〈σ(0, 0), (0, 0)〉 = 1.
So we can improve (**) to
〈a1⊗α¯σi, a1⊗α′σi′〉 =
∑
σ∈ZN
δσ(i),i′δσ(α),α′ . (*)
Ad (2): By assumption expression (*) holds , for a unique σ since the action is
faithful. If (i, α) = (i′, α′), then σ(i) = i′, σ(α) = α′ iff σ = id, and we conclude
from (*) that
〈a1⊗α¯σi, a1⊗α¯σi〉 = 1,
i.e., a1⊗α¯σi is irreducible. By (1) of Prop. 4.2 and (1) of Th. 4.3 we conclude that
if (i, α) ∈ exp, then (i, α) is irreducible, i.e., πi,α is irreducible by the remarks after
lemma 4.2.
If σ(i) = j, σ(α) = β, then
1 ≥ 〈a1⊗α¯σi, a1⊗β¯σj〉 ≥ 1,
where the first ≥ follows from the fact that a1⊗α¯σi, a1⊗β¯σj are irreducible, and the
second ≥ follows from (*). So we must have
a1⊗α¯σi = a1⊗β¯σj .
By (1) of Prop. 4.2 and (1) of Th. 4.3 〈(i, α), (j, β)〉 = 1, so (i, α) is identical to
(j, β) as sectors since both sectors are irreducible. Hence πi,α is unitarily equivalent
to πj,β as covariant representations by the remarks after lemma 4.2. On the other
hand if πi,α is unitarily equivalent to πj,β as covariant representations, then (i, α)
is equal to (j, β) as sectors by the remarks after lemma 4.2. By (1) of Prop. 4.2
and (1) of Th. 4.3
a1⊗α¯σi = a1⊗β¯σj ,
so we must have σ(i) = j, σ(α) = β for some σ ∈ ZN by (*). This proves (2).
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Ad (3): Note that if (i, α) ∈ exp, (j, β) ∈ exp, by (1) and Th. 4.1 we have:
a(i,α)⊗1a(j,β)⊗1 = σiσja1⊗α¯a1⊗β¯
=
∑
k,δ
NkijN
δ
αβσka1⊗δ¯
Note by the characterization of exp (cf. P. 194 of [KW]) and 4.3.4 of [FKW], if
NkijN
δ
αβ 6= 0, then (k, δ) ∈ exp. Using (1) again we have:
a(i,α)⊗1a(j,β)⊗1 =
∑
(k,δ)∈exp
NkijN
δ
αβa(k,δ)⊗1.
(3) now follows from (1) of Prop. 4.2 and (2).
Ad (4): By (1) we need to show that
b(i, α)
b(0, 0)
= didα,
where under the identification of i with (Λ′,Λ′′) and α with Λ, b(i, α) is given by
(2.7.14) of [KW], and use the notations there we have
b(i, α) = b(Λ′,Λ′′; Λ) = Na(Λ′)a(Λ′′)a(Λ).
Note that d(Λ) = a(Λ)
a(0)
, and we have similar identities when Λ, 0 is replaced by Λ′, 0′
and Λ′′, 0′′. The proof of (4) is now complete by definitions.

Note that by (1) of Th. 4.3 and formula (*) if σ(i) = i, σ(α) = α for some σ 6= id,
(i, α) ∈ exp, then a(i,α)⊗1 is not irreducible. Hence (i, α) is not irreducible by (1) of
Prop. 4.2. This happens for an example when N = 2, m′ ∈ 2N and m′′ = 2, which
is related to supersymmetric conformal algebras (cf. P. 195 of [KW]).
Recall from subsection 2.3 cosetWN algebras with critical parameters are defined
to be the irreducible conformal precosheaves of cosets
SU(N)m+1 ⊂ SU(N)m × SU(N)1,
which obviously satisfies (1) to (4) of Th. 4.3. For N = 2, Th. 4.3 is obtained
in [Luke] by different methods. So we obtain a proof of a long-standing conjecture
about representations of cosetWN (N > 2) algebras with critical parameters, which
is similar in the type A case to the conjecture 3.4 and Th. 4.3 stated in §3 and
4 of [FKW]. To compare (3) of Th. 4.3 to Th. 4.3 of [FKW], note that (p, p′) in
[FKW] is identified with (m′, m′+1) in our case, and (λi, λ′i) in Th. 4.3 of [FKW] is
identified with [Λ′i,Λi
′′,Λi] in our case with λi = Λ′i, λ
′
i = Λi, and Λi
′′ is the unique
element such that Λ′i + Λi
′′ − Λi ∈ Q. Then the compostions in Th. 4.3 of [FKW]
can be easily checked to be the same as (3) of Th. 4.3 under the assumptions of
Th. 4.3 in [FKW].
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4.4 More examples. Let us consider the case H ⊂ Gm with G = SU(l) and H
is the Cartan subalgebra of G, a l− 1 dimensional torus. This coset does not verify
the conditions of Th. 2.3, but Th. 2.3 applies to this coset by the remark before
Cor. 3.1. So we can apply the results of section 4.
Recall the equivalent relation on Zl−1 in 3.1 defined by:
(n1, ..., nl−1) ∼ (n′1, ..., n′l−1)
iff there exists (m1, ...ml−1) ∈ Zl−1 with m1 + ...+ml−1 ∈ lZ such that
(n′1, ..., n
′
l−1) = (n1 +mm1, ...nl−1 +mml−1).
Denote the equivalence class of (n1, ..., nl−1) by [n] := [n1, ..., nl−1] or simply [n],
and they are used to denote irreducible projective representations of LH.
Let Λ be an irreducible weight of SU(l) at level m. Let τ(Λ) be the color of Λ ,
see 4.3. Then:
HΛ = ⊕{[n]|(∑
i
ni−τ(Λ))∈lZ}HΛ,[n] ⊗H[n],
cf. §2.6 of [KW]. So the set exp = {(Λ, [n]), |(∑i ni − τ(Λ)) ∈ lZ} is determined,
and (i, α) = (Λ, [n]) in the present case. Note that the sector [n] corresponds to
an automorphism and has statistical dimension 1 (cf. section 3 before Cor. 3.1).
So a1⊗[n] has statistical dimension 1, and it follows that a1⊗[n]a1⊗[n] is the identity
sector. So
〈a1⊗[n]σΛ, a1⊗[n]σΛ〉 = 〈a1⊗[n]a1⊗[n]σΛ, σΛ〉 = 〈σΛ, σΛ〉 = 1.
Hence a1⊗[n]σΛ is irreducible for any [n],Λ. So by Cor. 3.1 and (2) of Prop. 4.2 if
(Λ, [n]) ∈ exp,
a(Λ,[n])⊗1 = a1⊗[n]σΛ,
and by (1) of Prop. 4.2 we have the following fusion rules:
(Λ, [n])(Λ′, [n′]) =
∑
Λ′′
NΛ
′′
ΛΛ′(Λ
′′, [n+ n′]),
for any (Λ, [n]), (Λ′, [n′]) ∈ exp. By using (2.6.14) of [KW], one can immediately
check that Conj. 2 of 2.3 is true in this case, as we did in the proof of (4) of Th. 4.3.
Note this coset is related to Parafermions, see [DL] for an approach using vertex
operator algebras.
Next we consider the case SU(2)4k ⊂ SU(3)k. When k = 1, SU(2)4 ⊂ SU(3)1
is a conformal inclusion, so by Cor. 4.2, the coset SU(2)4k ⊂ SU(3)k, k > 1 is
rational, i.e., it verifies Conj. 1 of 2.3. In this particular example, we will use the
notations in §6 of [DJ1]. Thus the weights of ŝl(2) are labeled by an integer l with
0 denoting the vacuum representation and the weights of ŝl(3) are labeled by a pair
of integers (pq) with (00) denoting the vacuum representation. So (i, α) := (pq, l).
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In general, the identifications of (i, α) = (j, β) as sectors are related to certain
Dynkin diagram automorphisms, as in (2) of Th. 4.3. See [SY] for more examples.
However, in [DJ1], a “Maverick” coset is given which violates the above identification
rule. This is the coset SU(2)8 ⊂ SU(3)2. From the first line of table on P. 4117 of
[DJ1], we have:
(00, 0) = (00, 8) = (11, 4)
as sectors by Th. 2.3 and the fact that the vacuum representation is the unique (up
to unitary equivalence) representation which contains a nonzero (vacuum) vector
with lowest energy 0. By using the above equation, Th. 4.1 and Prop. 4.2 we find
that the irreducible subsectors of a(pq,l)⊗1 generate a 6 dimensional ring whose basis
is:
1, x := a(00,4)⊗1 = a1⊗4 − σ11,
y := a(10,2) = σ10a1⊗2 − σ02a1⊗2,
y¯ := a(01,2) = a(10,2),
z := a(10,4) = σ02, z¯ := a(01,4) = a(10,4)
where a¯ is the conjugate of a. The statistical dimensions of a(00,4)⊗1, a(10,2), a(10,4)
are given by
√
5+1
2 ,
√
5+1
2 , 1 respectively. The fusion rules are also completely deter-
mined by the above formula, and we have
[x2] = [1] + [x], [yy¯] = [1] + [x], [z3] = [1], [y] = [xz].
By (1) of Prop. 4.2, the above formula determines the structure of the ring generated
by the coset sectors.
Conj. 2. of 2.3 is also easily verified in this case. For more such “Maverick”
cosets, see [DJ2].
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