In this paper, we propose a novel saliency-based algorithm to detect foreground regions in highly dynamic scenes. We first convert input video frames to multiple patch-based feature maps. Then, we apply temporal saliency analysis to the pixels of each feature map. For each temporal set of co-located pixels, the feature distance of a point from its k th nearest neighbor is used to compute the temporal saliency. By computing and combining temporal saliency maps of different features, we obtain foreground likelihood maps. A simple segmentation method based on adaptive thresholding is applied to detect the foreground objects. We test our algorithm on images sequences of dynamic scenes, including public datasets and a new challenging wildlife dataset we constructed. The experimental results demonstrate the proposed algorithm achieves state-of-the-art results.
INTRODUCTION
Detecting moving objects in an image sequence is an important step in intelligent video analysis. There have been many algorithms developed for foreground object detection [1, 2] . However, detecting foreground objects from cluttered and highly dynamic background is still a challenging task. In a realistic outdoor image sequence, there are many potential factors to make foreground detection difficult. These factors include changing illumination, camouflage, moving background objects, and shadowing.
For videos with highly dynamic scenes, background subtraction based on different saliency models were proposed. In [3] , discriminant saliency was computed on the dynamic texture model of spatio-temporal patches to generate the saliency map. Under this model, a location was assigned to the background if its saliency score was below a certain threshold. In [4] , temporal saliency of bag-of-words features as well as spatial saliency of color histograms and Local binary patterns (LBP) were used in a graph-cut framework to do foreground object segmentation
In this paper we propose a novel background subtraction algorithm using temporal saliency. The saliency of a pixel is This work was partly supported by NSF under the grants 0807329 and DBI 10-62351. an estimate of how much it stands out relative to its neighbors. In most image saliency algorithms, saliency is modeled by center-surround difference [5] . The center and surround regions are defined based on spatial proximity. The center region is a small neighborhood of the location of interest while the surround region is a larger neighborhood surrounding the center region. This definition is reasonable for detecting saliency in a single image, but may not be suitable for image sequences containing a temporal component.
The presence of dynamic content in image sequences suggests that a more robust representation is needed when computing saliency. Therefore, we extend the definition of the center and surround regions from spatial proximity to feature proximity. If the center region has feature vectors that are drastically different from the feature vectors in the surround region, the center region is deemed salient.
Armed with this new representation one can leverage the temporal information in an image sequence by using temporal proximity instead of spatial proximity. Unfortunately, with highly dynamic scenes, the feature distribution of co-located pixels in fixed temporal windows becomes more difficult to model and causes the parametric model used during saliency estimation to degrade.
Inspired by the work of outlier detection using the distance of the k th nearest neighbor [6] , we address the aforementioned problem by making a given pixel be the central region and its k nearest neighbors in a feature space be the surround region. Then, for each temporal set of co-located pixels in a sequence, we calculate the feature distance of a point from its k th nearest neighbor to estimate the temporal saliency. Our definition is also a generalization of the temporal saliency technique based on nearest neighbor used in [4] .
In this paper, we present a foreground detection algorithm that computes temporal saliency maps on multiple patchbased features, including two color features, a texture feature, and two types of smooth regions. Saliency maps of color and texture features are combined to increase the signal-to-noise ratio. A simple segmentation algorithm based on adaptive thresholding is applied to the saliency maps to generate candidate foreground maps. A final foreground map is generated by combining the foreground maps of each feature channel.
FOREGROUND DETECTION ALGORITHM
There are five steps in our algorithm: (1)feature extraction; (2) temporal saliency analysis; (3) feature combination; (4) segmentation; (5) feedback. A visual representation of our algorithm is shown in Fig. 1 . 
Feature extraction
Like many saliency detection algorithms, we compute temporal saliency on multiple feature spaces. We convert each input frame to five feature spaces: (1)RGB; (2)Lab; (3)LBP; (4)Dark; (5)Bright. Using both RGB and Lab color spaces achieves better performance than using a single color space [7] . We also discard the lightness channel in the Lab color space when doing temporal saliency. This is because the lightness channel is particularly sensitive to shadows which often lead to false alarms during foreground detection.
In order to further decrease the effect of shadow, we combine the saliency of RGB and Lab color spaces with Local Binary Patterns (LBP) for its property of gray-scale invariance [8] . We construct LBP descriptors of each pixel by comparing its grayscale intensity against its eight neighbors:
where g c and g p are the gray values of the center pixel and p th pixel in the 3 × 3 neighborhood. t is a nonzero threshold for the gray value comparison which could be used to adjust the sensitivity of LBP operator. LBP is more sensitive to intensity gradients at smaller t. LBP descriptors with a larger t are more robust to noise but are also less distinctive. t is between 0 and 3 in our experiments. Unfortunately, all of the smooth regions of an image are coded exactly the same by LBP. Therefore, smooth regions of the foreground often have lower saliency values in the LBP channel. This problem happens frequently in the dark and bright regions where texture is very weak. We avoid this problem by including dark and bright features. Dark and bright feature maps are generated by thresholding the input images:
where t D and t Br are the threshold of dark and bright pixels. After converting input image to all the feature spaces, patch-based feature are computed on all 8 feature maps:
where h(x, y) and W (x, y) are the histogram and the patch with the center at location (x, y) respectively. t is the temporal index of each image frame.
Temporal temporal saliency analysis
We compute the temporal center-surround difference using the distance of the k th neighbor. k is a tuning parameter that depends on the length and dynamic of the video. The L 1 distance between two histograms is used. We formulate the temporal saliency S as:
where d g (x, y, t, n) is the distance between histograms located at (x, y) of frame t and frame n. g is the same feature index as in Eq. (3). D g,x,y,t is the set of distances. L is the number of co-located background image patches. d g,sort (x, y, t, j) is the sorted distance in ascending order. S g (x, y) is the magnitude of the temporal saliency. After temporal saliency analysis, we have six maps of temporal saliency.
Saliency based on the distance of the k th nearest neighbor provides us a good estimation of the likelihood of foreground activity in videos having highly dynamic scenes.
Feature combination
We combine the saliency maps of the same color space by averaging:
where S RGB and S ab are the temporal saliency map of the two color spaces. The temporal saliency of the two color spaces and LBP is sensitive to noise (Fig. 2 (b) (c) ). This problem can be alleviated by combining the saliency maps of color and LBP. The saliency score of each feature can be treated as the likelihood of foreground. The magnitude of saliency map of each pixel can be treated as its likelihood of belonging to foreground. Assuming the LBP and two color channels comply with the naïve Bayes assumption, we have:
where P (S I,x,y,t , S LBP,x,y,t |foreground) is the joint likelihood of pixel (x, y, t) belonging to foreground. Comparing Fig. 2 (a) with (b), we can observe saliency of the same pixel of the two color features could be significantly different. For example, the green backpack of the woman has much stronger response in S ab than in S RGB . In Fig. 2 (b) -(f), we can see that there is much less noise in S RGB LBP and S ab LBP than in individual saliency maps. Fig. 2 (g) and (h) are saliency maps of the dark and bright channels. We can observe that dark and bright regions tend to have strong intensity in these two saliency maps. Because these two features are designed to compensate the drawback of LBP feature, the saliency of these two features do not combine with the saliency of LBP. 
Segmentation and feedback
A simple segmentation algorithm is applied to the likelihood map to detect foreground objects. All the pixels are classified as foreground or background by thresholding S RGB LBP , S ab LBP ,S D , and S Br respectively. An adaptive threshold l is defined by:
where l O is an adaptive threshold computed by Otsu's method [9] on the video frame. l m is a minimum saliency value fixed for all the video frames, and can be used to avoid misclassifying pixels with weak saliency as foreground when there are no foreground objects. Four binary maps are generated by thresholding and they are combined by a union operation. We then use the connected-components algorithm [10] to label the final binary map. Simple morphological operations are used to discard tiny objects and fill the holes of the foreground objects. A candidate foreground map is generated now. If we feed this information back to the step of temporal saliency analysis, it can help the algorithm model the foreground better. In our experiments, we ignore the foreground pixels when computing the k th nearest distance in the feedback iteration and achieve better accuracy.
EXPERIMENTS

Qualitative Evaluations
We evaluated the proposed method on multiple datasets. These datasets can be divided into two categories based on their source: (1) new image sequences of wildlife from camera traps [11] ; (2) combination of nine complex scenes from ACMMM03 [12, 13] . The measurement we used to quantify the accuracy is the F-score which is the harmonic mean of their precision and recall:
where TP, FN, FP are true positives, false positives, and false negatives respectively. Wildlife datasets Over 1 million images of wildlife species were captured using camera traps in this dataset. Images are in both daytime color and nighttime infrared formats (Fig. 3) . This dataset is very challenging because it contains scenes that are highly dynamic and cluttered. The highly dynamic nature of these scenes is mainly caused by three factors: 1) low temporal sampling rate; 2) background motion; 3) significant illumination variations. A subset of the images are manually labeled for evaluating the algorithm and will be made available for public use.
The algorithm is evaluated by performing empty frame detection on the wildlife image sequences. The empty frames are labeled based on the following definition: An image is an empty frame if it has no visible region belonging to an animal. True positives are true empty frames.
The evaluation dataset has 100 sequences (1277 images with 265 images as empty frames). The sequences were captured from various locations and, as a result, depict very different scene configurations. There are twenty species and each species has five different image sequences. These species have diverse sizes and behavior. The sampling rate is lower than three frames per second and the length of each sequence is between five to forty frames.
In this experiment, the distance of the second nearest neighbor (k = 2) is used to compute temporal saliency. To detect empty frames, our algorithm computes a score of nonempty frame for each video frame based on spatial saliency of the main foreground segment which has the strongest temporal saliency. In each foreground likelihood map, we pick the foreground segment with largest average intensity and compute its normalized histogram. We also compute the normalized histogram of the background region. The Bhattacharyya distance between these two histograms is used as the spatial saliency score. For each video frame, if this score is smaller than a fixed threshold, it is predicted as an empty frame. Table 1 shows the accuracy of empty frame detection on the dataset in comparison with (1) RPCA+OF: the Robust PCA plus optical flow approach [14] and (2) EVOC: the video object graph cut approach [4] . It can be seen that the proposed method significantly outperforms the other two methods in this dataset. Fig. 3 shows two examples of nonempty video frames. The first row is the input image with the enlarged foreground animal on the top left corner. The second row is the output image with the detected animal in the red bounding box.
ACMMM03 datasets These datasets contain nine videos of different dynamic scenes. These videos have several challenging properties: dynamic background of indoor and outdoor scenes, indoors busy scenes with moving shadow, and light switching. In these datasets true positives are true foreground pixels. Table 2 shows the accuracy of empty frame detection on this dataset in comparison with (1) PKDE: the pattern kernel density estimation method [12] and (2) EVOC: the ensemble video object cut approach [4] . It can be seen that the proposed method has the highest accuracy on most test sequences. Fig. 4 shows four examples of foreground detection and the segmentation result using the proposed method. The first row is the input video frame. The second row is the output image with the detected foreground objects. 
CONCLUSION
In this work, we have successfully developed a novel foreground detection algorithm based on saliency for highly dynamic and cluttered scenes. We extend the definition of center-surround difference of saliency from spatial proximity to feature proximity. The distance of the k th nearest neighbor is used to detect temporal saliency in an image sequence. Saliency is computed on patch-based features, including two color features, a texture feature, and two types of smooth regions. These saliency maps are used as likelihood maps to do foreground segmentation using adaptive thresholding. In our experiments on multiple datasets, the proposed algorithm achieves state-of-the-art results.
The framework proposed in the paper can be applied to general features in videos. In our ongoing work of abnormal event detection, the proposed framework is applied to optical flow. The preliminary experiments results are very promising.
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