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Resumen 
Introducción− Los sistemas de producción Job Shop (JS) se caracterizan por-
que los trabajos a ser procesados tienen diferentes rutas de producción. Una 
generalización de este tipo de sistemas es el Job Shop Flexible (FJS), en el cual 
se cuenta con más de una máquina por estación para realizar alguna de las 
operaciones. 
Objetivo− El objetivo de este proyecto fue proponer un modelo de programación 
lineal entera mixta para programar sistemas FJS con el objetivo de minimizar 
el número de trabajos tardíos.
Metodología− El modelo se desarrolló utilizando un enfoque basado en varia-
bles de secuencia-posición. Este enfoque utiliza variables binarias para decidir 
si una operación determinada es asignada a una posición en la secuencia de 
procesamiento de la máquina asignada. Para validar el desempeño del modelo 
se utilizaron datos de una pequeña empresa con un sistema productivo tipo FJS 
que desarrolla sus operaciones en un entorno bajo pedido (Make to Order, MTO). 
Por esta razón los indicadores de desempeño más importantes para la empresa 
son los asociados al nivel de servicio.
Resultados− Los resultados muestran un desempeño razonable en términos 
del objetivo que se persigue. Se encontró el programa óptimo de producción en 
menos de 3600 segundos en instancias de menos de 14 órdenes de producción. 
En instancias más grandes su obtuvieron soluciones factibles en el tiempo límite 
definido.
Conclusiones− El modelo permite definir programas de producción en sistemas 
en los cuales el cumplimiento de fechas de entrega es de vital importancia. Los 
resultados han permitido que la empresa mejore su desempeño y disminuya los 
costos asociados a los incumplimientos. Futuras investigaciones se pueden desa-
rrollar para encontrar métodos de solución más eficientes en relación a los tiem-
pos computacionales para obtener soluciones de instancias de mayor tamaño.
Palabras clave− Programación de producción, job shop flexible, programación 
lineal entera mixta, trabajos tardíos
Abstract
Introduction− Job Shop (JS) production systems are characterized by dif-
ferent route process of the Jobs to be processed. A generalization of this type 
of systems is the Flexible Job Shop (FJS), in which there is more than one 
machine per station to perform some of the operations.
Objective− The objective of this project was to propose a mixed integer lin-
ear programming model to program FJS systems in order to minimize the 
number of tardy jobs.
Methodology− The model was developed using an approach based on 
sequence-position variables. This approach uses binary variables to decide 
whether a given operation is assigned to a position in the processing sequence 
of the assigned machine. To validate the performance of the model data from 
a small company with an FJS type production system, that develops its op-
erations in an environment to order (MTO), was used. For this reason, the 
most important performance indicators for the company are those associated 
with the service level.
Results− The results show a reasonable performance in terms of the objec-
tive pursued. The optimal production schedule was found in less than 3600 
seconds in instances of less than 14 production orders. In larger instances, it 
obtained feasible solutions within the defined time limit.
Conclusions− The model allows defining production schedules in systems 
in which the fulfillment of due dates is of vital importance. The results have 
allowed the company to improve its performance and reduce the costs associ-
ated with non-compliance of customer’s due dates. Future research can be 
developed to find more efficient solution methods in terms of computational 
times to obtain solutions of larger instances.
Keywords− Production schedule, flexible job shop, mixed integer lineal pro-
gramming, tardy jobs 
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I. Introducción
Las empresas que tienen un programa de produc-
ción definido están en capacidad de ofrecer un mayor 
cumplimiento con las fechas de entrega de los pe-
didos, optimizando el uso de recursos, aumentando 
los niveles de servicio y la satisfacción del cliente, 
y, en consecuencia, reduciendo costos y generando 
mayores utilidades. 
El problema de programación de sistemas job 
shop (JS) es uno de los más importantes y difíciles 
en el campo de la programación de la producción. 
Este problema está definido por un conjunto de M 
máquinas y un conjunto de J trabajos, donde cada 
trabajo consiste en un número de operaciones su-
cesivas que se pueden desarrollar en una sola má-
quina. El objetivo consiste en definir la secuencia 
apropiada para la realización de las operaciones en 
las máquinas para optimizar el indicador de desem-
peño relevante en cada caso. Estos indicadores, en 
general, se enfocan en mejorar la productividad del 
sistema o el nivel de servicio del mismo. Una gene-
ralización de este tipo de problemas es el de progra-
mación de sistemas job shop flexible (FJS), que se 
diferencia en que cada operación puede desarrollar-
se en un conjunto dado de máquinas, por lo cual, 
adicionalmente a la definición de la secuencia, debe 
asignarse cada operación a la máquina apropiada. 
Este tipo de problemas se acerca más a las situacio-
nes que enfrentan sistemas productivos reales, por 
lo cual tienen mayor aplicación práctica. 
Este artículo se encuentra organizado como se 
presenta a continuación: en la sección II, se reali-
za una revisión literaria del problema expuesto; en 
la sección III, se presentan las características de 
la empresa en la cual se desarrolló el proyecto; la 
sección IV, describe el modelo matemático propues-
to; en la sección V, se presentan los resultados de 
la aplicación del modelo; y finalmente, en la sección 
VI, se exponen las conclusiones y recomendaciones.
II. Revisión Literaria
Los primeros modelos matemáticos utilizados para 
la programación de la producción datan de la déca-
da de 1960 [1]two mixed integer goal programming 
models are formulated. In the first model (Model A. 
El enfoque utilizado principalmente ha sido la for-
mulación mediante el uso de programación entera 
mixta. Si bien los métodos exactos garantizan una 
solución óptima de los problemas, no son necesa-
riamente los más eficientes en cuanto a tiempo de 
procesamiento.
Se ha demostrado que este tipo de problemas son 
NP-Hard, aun en problemas con trabajos que tienen 
tres operaciones y existen dos máquinas [2]such that 
the maximal completion time (makespan. Esto hace 
que virtualmente sean imposibles de resolver de for-
ma exacta en tiempos computacionales razonables. 
En general, el objetivo de los modelos propuestos en 
la literatura es la minimización del makespan. Este 
indicador es apropiado cuando se busca mejorar 
la productividad del sistema, ya que reduciendo el 
makespan también se disminuyen los tiempos ocio-
sos y el sistema queda disponible más pronto para 
atender nuevos trabajos. En cambio, cuando el inte-
rés está en mejorar los niveles de servicio al cliente, 
en el uso de otro tipo de indicadores, tales como la 
tardanza máxima, la tardanza total o el número de 
trabajos tardíos, el número de referencias se reduce 
considerablemente. Algunas de las más relevantes 
se resumen en la tabla 1. 
Es de particular interés el trabajo de Demir e 
Isleyen [22] en relación con los diferentes enfoques 
de formulación matemática de los problemas de 
FJS. En su trabajo destacan tres categorías de for-
mulaciones matemáticas que se diferencian princi-
palmente por el tipo de variables utilizadas. Éstas 
son:
• Variables indexadas por tiempo: las variables de 
decisión son binarias y definen si en un periodo 
de tiempo se realiza una operación en una máqui-
na determinada.
• Variables de precedencia: las variables de deci-
sión son binarias y definen si una operación de-
terminada precede a otra en su procesamiento en 
la máquina asignada.
• Variables de secuencia-posición: las variables 
de decisión son binarias y definen si una ope-
ración determinada es asignada a una posición 
en la secuencia de procesamiento de la máquina 
asignada. 
III. Aplicación
El proyecto se desarrolló en una pequeña empresa 
de producción de empaques de caucho ubicada en 
la ciudad de Bogotá D.C., Colombia, con más de 30 
años en el mercado. Se especializa en la fabricación 
de empaques de caucho para uso industrial y auto-
motriz. Sus clientes principales son empresas que 
fabrican partes y repuestos para electrodomésti-
cos y para automóviles. La empresa desarrolla sus 
operaciones productivas en un entorno bajo pedido 
(make to order, MTO) y con un sistema de produc-
ción enfocado hacia el proceso que se puede clasi-
ficar como una configuración de job shop flexible 
dado que cada orden tiene una secuencia específica 
de procesamiento y en cada proceso se cuenta con 
varias máquinas que pueden ejecutar la tarea. La 
empresa objeto de estudio no contaba con un proce-
dimiento formal que le permitiera definir la progra-
mación de las órdenes de producción para satisfacer 
la demanda de los clientes. Básicamente éste con-
sistía en programar de acuerdo con el orden en el 
cual se recibían de los clientes, es decir, utilizando 
una regla de despacho FIFO (first in, first out), sin 
considerar el cumplimiento de las fechas de entre-
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Tabla 1. RefeRencias bibliogRáficas paRa fJs minimizando vaRiables asociadas al nivel de seRvicio.
Referencia Año Objetivo del modelo Método de solución
Scrich et al. [3] 2004 Minimizar la tardanza total Búsqueda tabú
Wu y Weng [4] 2005 Minimizar tardanza y adelantos totales ponderados Método multiagentes
Zribi et al. [5] 2006 Minimizar la tardanza total Diferentes metaheurísticas
Tay y Ho [6] 2008 Minimizar makespan, tardanza media y tiempo de 
flujo medio
Regla de despacho
Baykasoglu y Ozbakir [7] 2010 Minimizar tardanza media Reglas de despacho
Thörnblad [8] 2011 Minimizar la tardanza total y maximizar la utilización de las células Exacto y heurístico
Chen et al. [9] 2012 Minimizar makespan, tardanza total y tiempo total de inactividad Algoritmo genético
Lin et al. [10] 2012 Minimizar la tardanza total Algoritmo evolucionario híbrido
Gomes et al. [11] 2013 Minimizar adelanto y tardanzas totales ponderados Exacto
Huang et al. [12] 2013 Minimizar los costos asociados a tardanza y adelantos totales
Colonia de hormigas con dos 
feromonas
Mousakhani [13] 2013 Minimizar tardanza total Algoritmo de búsqueda local
Sadrzadeh [14] 2013 Minimizar makespan y tardanza media Diferentes metaheurísticas
Thörnblad et al. [15] 2013 Minimizar makespan y tardanza total Exacto y heurístico
Calleja y Pastor [16] 2014 Minimizar la tardanza promedio Reglas de despacho
Liu et al. [17] 2014 Minimizar consumo total de energía y la tardanza total ponderada
Algoritmo genético sin 
clasificación dominante
Na y Park [18] 2014 Minimizar tardanza total Exacto
Gao et al. [19] 2016 Minimizar makespan, tardanza y adelanto promedios Búsqueda de armonía discreta
Gatius [20] 2016 Minimizar los costos de energía, tardanza y adelanto totales Diferentes metaheurísticas
Türkyılmaz y Bulkan [21] 2016 Minimizar la tardanza total Algoritmo híbrido
Fuente: Autores
ga convenidas. Esta situación motivó el desarrollo 
del proyecto con el fin de encontrar alternativas que 
permitieran mejorar su operación y, de esta forma, 
su productividad y competitividad. 
La empresa fabrica sesenta referencias de pro-
ducto, los cuales se clasifican en las siguientes fami-
lias: tapones, grommets, mangueras, fundas, sopor-
tes, empaques cónicos, bridas, ruedas y empaques 
para fumigadoras. Por el tamaño de la empresa se 
reciben entre 3 y 7 pedidos de los clientes, y en cada 
pedido se ordenan entre 1 y 3 productos diferentes, 
de tal forma, el número de órdenes de producción po-
dría estar entre 3 y 21.
Los pedidos de los clientes se reciben permanen-
temente, sin embargo, la programación de la pro-
ducción se hace al inicio de la semana, considerando 
las órdenes recibidas a la fecha. Los pedidos en ge-
neral son diferentes en cuanto a los productos, es-
pecificaciones y cantidades. Una característica adi-
cional muy importante para caracterizar el sistema 
es que cuando los pedidos se reciben se define, en 
conjunto con el cliente, una fecha de entrega para 
los mismos.
Los procesos productivos con los que cuenta la 
empresa son:
1. Mezclado: para este proceso se emplea un molino 
que se encarga de mezclar el caucho con aditivos 
que permiten garantizar las especificaciones del 
producto final. En este proceso se cuenta con 2 
máquinas. 
2. Preformado: este proceso se realiza especialmen-
te para tapones y mangueras. Consiste en tomar 
el caucho ya mezclado y consiste en dar una for-
ma básica cilíndrica que facilite su procesamien-
to posterior. En este proceso se cuenta con 3 má-
quinas. 
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3. Laminado: este proceso consiste en tomar el 
caucho mezclado y pasarlo por una laminadora 
con el fin de crear láminas de diferentes grosores 
que permitan la manipulación y conformado fi-
nal de los productos. En este proceso se cuenta 
con 2 máquinas. 
4. Conformado metal-caucho: este proceso se reali-
za principalmente con las ruedas y soportes. Se 
realizan operaciones para adherir el caucho a las 
piezas de metal. En este proceso se cuenta con 1 
máquina. 
5. Vulcanizado: en este proceso se incluye el mol-
deado de la pieza y la vulcanización de la misma 
para mejorar las propiedades del caucho. En este 
proceso se cuenta con 3 máquinas. 
6. Rebabado: consiste en remover los residuos re-
sultantes después del vulcanizado. En este pro-
ceso se cuenta con 2 puestos de trabajo. 
En la fig. 1 se muestra el diagrama multi-produc-
to que permite relacionar las familias de productos 
con los procesos productivos de la empresa.
VII. Modelo Propuesto
En esta sección se presenta el modelo propuesto, en 
el cual se utiliza un enfoque de formulación matemá-
tica empleando variables de tipo secuencia-posición. 
A. Supuestos del modelo
Se consideran los siguientes supuestos:
• Todas las máquinas están disponibles al inicio del 
programa.
• Las máquinas pueden procesar un solo trabajo a 
la vez.
• En el flujo de procesamiento de los trabajos no se 
presenta recirculación, es decir, los trabajos pasan 
de una estación a la siguiente apenas vayan con-
cluyendo sus respectivas operaciones debido a que, 
por la naturaleza del producto y de la materia pri-
ma utilizada, no existe la posibilidad de reproceso.
• No se puede iniciar una operación de un trabajo 
sin haber terminado la operación anterior, o hasta 
que existan máquinas disponibles para realizar 
esa operación, es decir, que no se puede ejecutar 
más de una operación de un mismo trabajo al 
tiempo. 
Fig. 1. Diagrama multi-producto para las 
familias de productos de la empresa.
Fuente: Autores
Fig. 2. Distribución en planta de la empresa. 
Fuente: Autores
• Siempre hay personal disponible para realizar 
cada operación.
• Los tiempos de transporte entre operaciones y 
tiempos de alistamiento de máquinas son despre-
ciables.
• No existen paradas de emergencia ni necesidades 
de mantenimiento a lo largo del proceso.
• Todos los trabajos tienen la misma importancia.
• Todos los trabajos están disponibles al inicio del 
programa.
• Las máquinas son homogéneas, es decir, el tiempo 
de procesamiento del trabajo no depende de la má-
quina seleccionada.
B. Conjuntos, índices, parámetros y variables de 
decisión
1) Conjuntos
I:  conjunto de trabajos (i ∈ I = {1,…, n})
Ji:  conjunto de operaciones ( j ∈ Ji = {1,…, ni })
K:  conjunto de máquinas (k ∈ K = {1,…, m})
L:  conjunto de posiciones (l ∈ L = {1,…, sk})
2) Parámetros:
n:  número total de trabajos
m:  número total de máquinas
akij∶ { 1,si la operación j del trabajo i     se hace en la máquina k  0, en caso contrario
pij:  tiempo de proceso de la operación j del trabajo i
M:  número muy grande
di:  fecha de entrega del trabajo i
En la fig. 2 se presenta la distribución de la plan-
ta actual de las áreas productivas de la empresa, lo 
que permite observar la disposición de los procesos 
productivos y la cantidad de máquinas disponibles 
para cada uno de ellos.
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La función objetivo (1) busca minimizar el núme-
ro de trabajos tardíos, definidos estos como aquellos 
trabajos que son terminados después de la fecha de 
entrega establecida. Esta consideración es el aporte 
más innovador del modelo debido a que esta medi-
da de desempeño no se considera normalmente en la 
literatura, en particular para este tipo de sistemas 
productivos, y resulta de suma importancia en los 
entornos de manufactura MTO debido a que en es-
tos se definen fechas de entrega y las penalizaciones 
por el incumplimiento están asociadas al tiempo de 
incumplimiento, o como se considera en este modelo, 
por el solo incumplimiento, ya que los clientes pue-
den no recibir la orden debido a que no se entrega en 
la fecha prometida. La restricción (2) define el tiem-
po requerido para completar cada trabajo. La restric-
ción (3) establece la tardanza de cada trabajo. La res-
tricción (4) considera un trabajo como tardío si tiene 
tardanza. La restricción (5) asegura que se respete 
la precedencia entre las operaciones. La restricción 
(6) asegura que cada máquina solo pueda procesar 
una operación a la vez. Las restricciones (7) y (8) ase-
guran que una operación no puede iniciar hasta que 
la máquina a la cual fue asignada esté disponible y 
hasta que su precedente no haya sido terminado. La 
restricción (9) establece la relación entre las máqui-
nas asignadas y las disponibles para cada operación 
a asignar. La restricción (10) asegura que cada ope-
ración de cada trabajo solo pueda ser asignada a una 
máquina y en una posición. Las restricciones (11) y 
(12) aseguran que cada operación efectivamente se 
procese en una máquina y en la posición que fue 
asignada. Las restricciones (13) - (16) garantizan la 
no negatividad de las variables de decisión. Las res-
tricciones (17) - (19) definen las variables correspon-
dientes como binarias.
IV. Resultados
Para el procesamiento del modelo se empleó el soft-
ware GAMS versión 23.5.6, usando CPLEX y em-
pleando un computador con procesador de 3.2 GHz y 
4 GB de RAM. El tiempo máximo para obtener una 
solución óptima se definió en 3600 segundos.
Para las pruebas de desempeño del modelo se 
seleccionaron instancias con datos históricos de 
la empresa en las cuales el número de órdenes de 
producción (i, de acuerdo con la notación usada en 
el modelo) estuvo entre 3 y 20; y el número de opera-
ciones por orden y el número de máquinas ( j y k, de 
acuerdo a la notación usada en el modelo) son 4 y 13, 
respectivamente, debido a que, como se muestra en 
la fig. 1, todos los productos requieren 4 operaciones 
en su fabricación y se cuenta con 13 máquinas en la 
planta. De las instancias seleccionadas se logró ob-
tener el óptimo en un tiempo computacional menor a 
3600 segundos en instancias de menos de 14 órdenes 
de producción. Para instancias más grandes solo se 
pueden obtener soluciones factibles en razón de que 
3) Variables de decisión:
xijkl:
  { 1, si la operación j del trabajo i    se hace en la máquina k en la posición l
 0, en caso contrario
vijk:
   { 1, si la operación j del trabajo i    se hace en lamáquina k 0, en caso contrario
TMkl:  tiempo de inicio de la máquina k   
 en la posición l
tiij:  tiempo de inicio de la operación j del trabajo i
Ci:  tiempo requerido para completar el trabajo i
Ti:  tardanza del trabajo i
Ui:    { 1, si ci - di > 0 0, en caso contrario
sk:  número de operaciones asignadas a la  
 máquina k
C. Formulación del modelo
Dados los conjuntos, parámetros y variables defi-
nidos previamente se propone el siguiente modelo 
matemático cuya función objetivo es minimizar el 
número total de trabajos tardíos:
Min z = ∑iUi            (1) 
Sujeto a:
Ci  ≥ tiij + pij  ∀i          (2)
Ti ≥ Ci - di  ∀i          (3)
Ti ≤ Ui * M  ∀i          (4)
tiiji + pij ≤ tiij + 1 ∀i, ∀j = 1… Ji - 1        (5)
TMkl + pij * xijkl ≤ TMkl +1 ∀i, j, k, ∀l = 1, …, sk -1 (6)
TMkl ≤ tiij +(1 - xijkl) * M ∀i, j, k, l           (7)
TMkl + (1- xijkl) * M ≥ tiij  ∀i, j, k, l          (8)
vijk ≤ akij  ∀i, j, k            (9) 
∑i ∑ j xijkl = 1  ∀k, l          (10)
∑kvijk = 1  ∀i, j              (11)
∑lxijkl = vijk  ∀i, j, k          (12)
TMkl ≥ 0  ∀k, l          (13)
tiij ≥ 0   ∀i, j          (14)
Ci, Ti ≥ 0  ∀i          (15) 
sk ≥ 0   ∀k          (16) 
xijkl ∈ {0,1}  ∀i, j, k, l         (17)
vijk ∈ {0,1}  ∀i, j, k            (18)
Ui ∈ {0,1}  ∀i           (19)
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el FJS es un problema NP-Hard por su naturaleza 
combinatoria, lo que causa que el número de varia-
bles y restricciones crezcan de forma exponencial. En 
la tabla 2 se presenta una comparación de los resul-
tados obtenidos para las instancias seleccionadas.
Tabla 2. ResulTados de la aplicación del modelo.
i Tiempo 
CPU (s)
Total de 
trabajos tardíos
Tipo de 
solución
3 0,04 0 Óptima
4 0,11 0 Óptima
5 0,9 0 Óptima
6 5,2 1 Óptima
7 18 2 Óptima
8 42 2 Óptima
9 75 1 Óptima
10 100 2 Óptima
11 180 2 Óptima
12 580 3 Óptima
14 1200 3 Óptima
16 3600 6 Factible
17 3600 5 Factible
18 3600 7 Factible
20 3600 6 Factible
Fuente: Autores
En la fig. 3 se presenta el resultado de una ins-
tancia ficticia (por motivos de confidencialidad no 
se presentan datos reales) con 4 trabajos y fechas 
de entrega de 113, 87, 104 y 129 unidades de tiempo 
respectivamente para cada trabajo. La solución del 
modelo garantiza 0 trabajos tardíos.
V. Conclusiones y Recomendaciones
El modelo propuesto permite a la empresa desarro-
llar mejores programas de producción para minimi-
zar el impacto de los incumplimientos a los clientes 
en las fechas de entrega de las órdenes recibidas. 
De igual manera, se debe resaltar que se logra ob-
tener estos resultados en tiempos computacionales 
razonables, que antes del desarrollo del proyecto se 
obtenían de manera empírica y manual. Aunque los 
tiempos computacionales son relativamente peque-
ños, sigue siendo necesaria la captura de los datos y 
la interpretación de los mismos, pero estos tiempos 
representan un costo bajo en relación con los aho-
rros que se logran gracias a la disminución de los 
costos asociados a los incumplimientos. El modelo 
permite obtener soluciones óptimas en instancias 
pequeñas e intermedias en relación con el número 
de órdenes; en instancias de mayor tamaño puede 
generar soluciones factibles debido a que por la na-
turaleza del problema los tiempos computacionales 
necesarios para obtener el óptimo pueden no ser 
prácticos. Para el caso de la empresa, la implemen-
tación ha resultado viable debido al bajo número de 
órdenes de producción que maneja, pero en empre-
sas más grandes su uso puede resultar poco prác-
tico, por lo cual una línea futura de investigación 
es el desarrollo de otros métodos de solución, tales 
como las metaheurísticas que permiten manejar 
instancias de mayor tamaño en tiempos computa-
cionales razonables.
Un resultado derivado de la implementación 
es que, en la práctica, los tiempos de entrega de 
los pedidos a los clientes puede realizarse previa 
negociación con el cliente pero teniendo en cuenta 
que la fecha solicitada por ellos puede ser verifica-
da a través de una corrida del modelo, con lo cual 
se puede llegar a fechas de entrega realistas y sa-
tisfactorias para ambas partes, con la consecuen-
cia de que la disminución del número de trabajos 
tardíos puede ser mucho mayor gracias a este pre-
procesamiento.
Fig. 3. Diagrama de Gantt del programa de producción de una instancia ficticia. 
Fuente: Autores.
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El modelo se convierte en una aproximación a 
problemas en entornos MTO en los cuales los indi-
cadores de desempeño asociados a tardanzas tienen 
mayor relevancia que los usados tradicionalmente en 
los modelos de optimización que, por lo general, usan 
el makespan como objetivo a minimizar. Este modelo 
puede servir como base para la formulación y solu-
ción de otro tipo de problemas de programación de 
producción, tanto teóricos como prácticos.
Otra posible línea futura de investigación es la in-
clusión de objetivos que apunten al mejoramiento de 
la productividad del sistema productivo, tales como 
el makespan o el tiempo total de terminación, a tra-
vés de modelos multi-objetivos. De igual forma, se 
pueden incluir en el modelo restricciones asociadas a 
tiempos de parada, programadas y no programadas, 
ventanas de tiempo para la entrega, entre otras, así 
como la consideración de tiempos de procesamiento 
estocásticos.
VI. Financiación
Artículo derivado del proyecto de investigación ti-
tulado: “Diseño de modelo para la programación de 
producción para una empresa de empaques de cau-
cho”. Financiado por la Escuela Colombiana de Inge-
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