A speech enhancement method employing sparse reconstruction of the power spectral density is proposed. The overcomplete dictionary of the power spectral density is learned by approximation K-singular value decomposition algorithm with non negative constraint. The power spectral density of clean speech signal is reconstructed by least angle regression method with a norm termination rule, and the estimation of clean speech signal in the short-time Fourier transform domain is obtained by using signal subspace approach on the basis of short-time spectral amplitude. The experimental results show that the proposed method can reconstruct structured speech signal and suppress unstructured noise significantly even in low SNR conditions.
In recent years there is a growing interest in the study of speech enhancement approaches based on sparse representation techniques, which have been developed by [11] [12] [13] . [11] applies sparse and redundant representation method to resolve the problem of speech interferer in time domain. An overcomplete dictionary is trained by K-singular Value Decomposition (K-SVD) algorithm [14] and the Orthogonal Matching Pursuit (OMP) algorithm [15] . Then the clean speech signal is reconstructed by OMP algorithm. [12] and [13] present speech enhancement methods based on sparse coding using dictionary learning in the short-time spectral magnitude domain or DCT domain. A composite dictionary, consisting of a clean speech and a noise dictionary, is learned and updated using K-SVD and OMP algorithm in [12] . In the signal reconstruction stage Least Absolute Shrinkage and Selection Operator (LASSO) method and Wiener-like filter are utilized to obtain the estimation of clean speech signal. While [13] uses approximation of K-SVD algorithm [16] and Least Angle Regression method with a coherence criterion (LARC) to learn the composite dictionary and LARC method to choose atoms to reconstruct speech spectral amplitude, combining with the suppression rule proposed by [17] . Above algorithms outperforms conventional methods like spectral subtraction and vector quantization.
In this paper, we present a speech enhancement method employing sparse reconstruction of the power spectral density. The dictionary of the power spectral density of clean speech signal is learned by approximation K-SVD algorithm with non negative constraint. Least Angle Regression (LARS) method with a termination rule is used to reconstruct the power spectral density, and Signal Subspace Approach Based on Short-time Spectral Amplitude (SSB-STSA) is utilized to estimate the clean speech signal in the STFT domain. Then the estimation of the clean speech in time-domain is obtained by inverse of Fourier transform. The overlap-add method is used to obtain the enhanced signal.
The organization of this paper is as follows. In Section 2, the principles of the sparse representation are introduced. In Section 3, the SSB-STSA method is discussed, and the new speech enhancement method is proposed in Section 4. Section 5 illustrates the experimental results, and finally, the conclusion is given in section 6.
Sparse Representation
The sparse representation of a signal is a model that uses a linear combination of a small number of atoms from the dictionary, where the linear coefficients are sparse (most of them are zeros). The sparse representation can be described using a cardinality constraint
or using an error constraint
where ε is the error tolerance, ∥·∥ 0 is the ℓ 0 pseudo-norm, which is the number of nonzero entries of a vector, K is target sparsity. The matrix D ∈ R N ×P with N < P containing P columns called atoms is an overcomplete dictionary, which is usually normalized by the ℓ 2 norm. The vector c ∈ R P is the sparse coefficients of the signal y ∈ R N . Since N < P , an infinite number of solutions are available for the representation problem, which is called NP-hard problem. Hence some suboptimal strategies based on convex relaxation, nonconvex local optimization or greedy search strategies are used by setting constraints on the solution, such as LASSO, LARS, Focal Underdetermined System Solver (FOCUSS), Matching Pursuit (MP), or OMP, and others [16] [18] . Above methods are on the assumption that dictionary is known and fixed. When we use these methods to solve the problem of the signal sparse representation, we first need to design a proper dictionary. Fortunately, the methods of dictionary learning have been discussed by [14] , [16] , [19] .
(1) Approximation K-SVD algorithm
The K-SVD algorithm aims to iteratively improve the dictionary to achieve sparse representations of the signals in Y, by solving following optimization problem.
Approximation K-SVD algorithm is quicker than K-SVD algorithm by power iterations. The complete algorithm is given by Algorithm 1 [13] , [16] . 10:
13:
end for
16: end for (2) LARS algorithm
Least angle regression is a very efficient model selection algorithm that obtains a solution closely resembling LASSO, and with a simple modification can be made to exactly obtain the LASSO solution. In LARS algorithm, each iteration consists of two steps: atom selection and update of the coding coefficient. Atom selection is based on the maximal correlation to the current residual. In the coefficient update step, LARS selects atoms in the equiangular direction, until a new atom is equally relevant with the residual for all atoms in the active set. Terminate criterion is based on a cardinality or a norm. The details are given in Algorithm 2 [20] . Move variable corresponding to r from I to A
8:
Calculate the least squares solution c
Calculate the current direction
10: Calculate the step length γ = min
12:
Update the fitted vectorŷ 
SSB-STSA Estimator
Let s(m) be the clean speech signal, n(m) be the additive noise which is uncorrelated with s(m), the noisy signal model is
Consider short-time Fourier transform of x(m) as follows
The power spectral density (PSD) of the noisy signal is
Let {X k , S k , N k } denote the magnitudes of the noisy speech, clean speech, and noise at frequency bin k, the PSD is estimated by the Periodgram method based on the magnitude-squared spectrum, then Eq. (6) can be expressed as [5] [21]
The estimation of the clean speech signal can be obtained bŷ
[21] discusses the relation between the magnitude-squared spectrum and the gain function G k comprehensively by introducing SSB-STSA estimator. The gain function G k is
where µ is a positive scale parameter. The estimation of the PSD of a clean signal is realized by subtracting the PSD of the noise from the PSD of the noisy signal. The PSD of the noise can be obtained at the silence segment of the noisy speech signal. The inverse Fourier transform is taken fromŜ k to reconstruct the time-domain signal. The overlap-add method is used to obtain the enhanced signal.
A Speech Enhancement Method Employing Sparse Representation
The key of the speech enhancement method based on SSB-STSA is the accuracy of the PSD estimation of the clean speech signal, which determines the performance of speech enhancement method. It is a common approach to estimate the PSD of the clean speech signal by subtracting the PSD of the noise from the PSD of the noisy signal, called spectral subtraction method. The obvious disadvantage of this kind of methods is that the subtraction may be negative value, but the PSD must be nonnegative. Although the modified algorithm can guarantee non-negative, this non-linear processing is easy to produce annoying music noise. Here we use sparse representation method to estimate the PSD of the clean speech signal. The general steps of this method are as follows.
Step 1. Initialization of dictionary
The dictionary can be initialized by two methods. First method is to sample uniformly on the unit hypersphere, which generates an initial dictionary that is not adapted to the training data at all. Second one is to resample from training data which leads to significantly faster convergence and better generalization performance than those of the random initialization of the dictionary [13] . The initialization dictionary normalized by ℓ 2 norm is set to an overcomplete dictionary sampled from the PSD corpus of the clean speech.
Step 2. Dictionary training
We use approximation K-SVD algorithm to train dictionary, whose entities of atoms may be positive, negative or zero owing to the step 10 in algorithm 1. It is known that the PSD of a signal is nonnegative, so the nonnegative constraint on the elements of the dictionary is indispensable. The method is similar to non-negative decomposition method discussed by [22] . The difference is that the nonnegative constraint on the elements of the atoms other than sparse coefficients, as follows
Step 3. Sparse approximation Consider X 2 is the PSD of a frame noisy speech signal, D is the dictionary trained by the PSD of the clean speech signal, LARS algorithm can exactly reconstruct the signal by
When this algorithm is used to reduce the interferer of the noisy speech signal, we utilize the approximate version other than accurate one. The parameter ε in Eq. (2) is set based on the noise level. So the estimation of the PSD of a frame clean speech signal is obtained. Then we use SSB-STSA method to estimate the clean speech signal.
Simulation Experiments
The performance of the new method is evaluated by comparing with the SSB-STSA method [23] .
In simulation experiments, speech signals are from TIMIT database [24] , whose sample frequency is 16 kHz, and noise signal is from NOISE-92 corpus [25] , which is resampled down to 16 kHz. The frame size is 256 samples with 50% overlap. The dictionary of the PSD using a clean speech lasting about 6 minutes is from TIMIT database. The number of DFT is 256. The dictionary is 2 times overcomplete. Its size 256 × 512 is enough to reconstruct the signal. The approximation K-SVD MATLAB Toolbox [26] is used to train the dictionary with the nonnegative constraints. The number of iterations is set to 30 and T 0 = 10. The initialization dictionary comes from the training data randomly. The termination rule of LARS algorithm is
where ε is an experimentally constant chosen on the basis of noise level. The LARS program is provided by [20] .
Time-domain waveforms and spectrograms are shown in Fig. 1 . Fig. 1 (a) shows the timedomain waveforms of the clean speech signal, noisy signal with white noise (SNR = −5 dB), enhanced speech signal using the SSB-STSA method, and enhanced speech signal using our method. Corresponding to time-domain waveforms, spectrograms of noisy speech, enhanced speech by two methods are illustrated from Fig. 1 (b) to Fig. 1 (d) . There is evident music noise in the spectrogram shown by the SSB-STSA output. Since speech signal is well-structured signal, it can be represented sparsely and white noise signal is unstructured, it is can be suppressed efficiently. Our method can obtain better performance in white noise environment, while for other structured noise, such as babble noise, which looks powerless. Compared with SSB-STSA method, our approach can remove white noise effectively even in the low SNR case, which is proved by the experiment results in an objective perspective.
In order to estimate the performance of the new method, four objective measures are considered, including Segmental Signal-to-noise Ratio (SEGSNR) in time-domain, Frequency Weighted SNR (FWSEG), Weighted Spectral Slope (WSS), and Perceptual Evaluation of Speech Quality (PESQ) [27] , [28] . In experiments, we choose 40 sentences including 20 male pronunciations and 20 female pronunciations, which are corrupted by white noise at −5, 0, 5, 10 dB. The mean results are shown in Fig. 2. From Fig. 2 (a)-Fig. 2 (d) , we observe that the curve of the SEGSNR, FWSEG, PESQ produced by the new method is higher than that of the SSB-STSA method, while the number of the WSS is smaller. The WSS distance measure computes the weighted difference between the spectral slopes in each frequency band optimally correlated to subjective tests. The smaller the number is, the more similar the basic spectral shapes of the clean and enhanced signals are. The PESQ produces a score between 1.0 and 4.5, with high values indicating better quality. Therefore we conclude that the proposed approach achieves better performance than SSB-STSA method under white noise condition.
Conclusion
A speech enhancement method is developed based on sparse reconstruction of the power spectral density, whose dictionary is learned by approximation K-SVD algorithm with non negative constraint. LARS method with a termination rule is employed to obtain the estimation of the power spectral density of clean speech signal, and signal subspace approach is utilized to esti- 
