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ABSTRACT
This dissertation explores two themes central to the field of non-equilibrium sta-
tistical physics. The first is centered around the use of random walks, first-passage
processes, and Brownian motion to model basic stochastic search processes found in
biology and ecological systems. The second is centered around clustered networks:
how clustering modifies the nature of transition in the appearance of various graph
motifs and their use in modeling social networks.
In the first part of this dissertation, we start by investigating properties of inter-
mediate crossings of Brownian paths. We develop simple analytical tools to obtain
probability distributions of intermediate crossing positions and intermediate crossing
times of Brownian paths. We find that the distribution of intermediate crossing times
can be unimodal or bimodal. Next, we develop analytical and numerical methods to
solve a system of N di↵usive searchers which are reset to the origin at stochastic or
periodic intervals. We obtain the optimal criteria to search for a fixed target in one,
two and three dimensions. For these two systems, we also develop e cient ways to
simulate Brownian paths, where the simulation kernel makes maximal use of first-
passage ideas. Finally we develop a model to understand foraging in a resource-rich
environment. Specifically, we investigate the role of greed on the lifetime of a di↵u-
sive forager. This lifetime shows non-monotonic dependence on greed in one and two
iii
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dimensions, and surprisingly, a peak for negative greed in 1d.
In the second part of this dissertation, we develop simple models to capture the
non-tree-like (clustering) aspects of random networks that arise in the real world.
By ‘clustered networks’, we specifically mean networks where the probability of links
between neighbors of a node (i.e., ‘friends of friends’) is positive. We discuss three
simple and related models. We find a series of transitions in the density of graph motifs
such as triangles (3-cliques), 4-cliques etc as a function of the clustering probability.
We also find that giant 3-cores emerge through first- or second-order, or even mixed
transitions in clustered networks.
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Figure 2.1: Illustration showing a random walk as described in sec. 2.1 8 
 
 
 
 
 
 
 
 
 
 
Figure 3.1: Illustration of the quantities under study. Shown is a schematic first-
passage path from (0, 0) to (X, T ). At some intermediate time (dashed line), the
particle is at position x. At some intermediate level (dotted line), the first- and
last-crossing times of this level are tf and t`.
crossings seem to have not yet been fully addressed. In this chapter, we investigate
the intermediate-level crossings in both space and time of a Brownian motion that
first reaches a final destination X at time T . The condition that the particle must
reach X for the first time at time T constrains the entire trajectory before time T in
a non-trivial way. We will study the consequences of this constraint on the following
basic properties of a Brownian particle with di↵usivity D at intermediate stages on
its way to its first passage at (X, T ), as illustrated in Fig. 3.1:
1. At an arbitrary intermediate time, what is the expected position x of the par-
ticle?
2. When does the particle first cross an intermediate level x < X?
3. When does the particle last cross this intermediate level?
15
crossing probability F( , ⌧) for three representative values of ↵ and  . The first-
crossing probability clearly becomes bimodal for small ↵ and   ! 1. On the other
hand, for ↵ ! 1, so that the trajectory becomes progressively more ballistic, the
first- and last-crossing probabilities must approach each other.
(a) (b)
Figure 3.3: (a) Loci of the extrema of F( , ⌧) in the ↵-⌧ plane for various values of
  when the initial trajectory is an otherwise unrestricted Brownian path to (X, T ).
For a given ↵ and  , the extrema occur at the values of ⌧ where the line ↵ = const.
intersects the curve that corresponds to a given  . (b) Zoom near the critical point
(34 , 1)
To determine where in the  -↵ plane that the first-crossing probability changes
from unimodal to bimodal, we first need to locate the extrema of F( , ⌧) for each
value of  . Di↵erentiating F( , ⌧) with respect to ⌧ and setting the result to zero
gives the cubic equation
4⌧ 3 + (2↵  4↵   7)⌧ 2 + (3 + 4↵ 2)⌧   2↵ 2 = 0 , (3.6a)
and solving for ↵ gives
↵ =
(4⌧ 3   7⌧ 2 + 3⌧)⇥
(4   2)⌧ 2   4 2⌧ + 2 2⇤ . (3.6b)
20
These loci for ↵ are plotted as a function of ⌧ for various values of   in Fig. 3.3(a).
For given ↵ and  , the extrema occur at the ⌧ values where the line ↵ = const.
intersects the branches of the curve for a given  . For example, in Fig. 3.3(a), when
↵ = 0.5 and   = 0.9, F has three extrema at ⌧ = 0.32, 0.64, and 0.99, as indicated
by th dots. On the other hand for ↵ = 1.25 and   = 0.7, there is a singl extremum
(circle). When   ⇡ 0.75, the regime of bimodality extends over the widest range of
↵. We plot the phase boundary (Fig. 3.4) on the  -↵ plane by scaning across   and
numerically finding the range of ↵ values at which three extrema occur.
(a) (b)
Figure 3.4: (a) Phase diagram, showing the domains in the parameter space where
the first-crossing probability is unimodal and where it is bimodal for an unrestricted
Brownian path from (0, 0) to (X, T ). The points marked a, b, c are at (0, 72 2
p
3),
(0.747835 · · · , 1.09325 . . .), and (1, 12), respectively. (b) Detail near the cusp in the
phase bou dary; the points ma ked d, e re at (34 , 1) and (
3
4 , 4(2 
p
3)), respectively.
The behavior near the critical point (⌧,↵) = (34 , 1) is particularly intriguing
(Fig. 3.3(b)). For a given value of   that is less than but very close to   = 3/4,
there are two distinct sets of solutions—one set with ↵ slightly less than 1 and an-
other set with ↵ slightly larger than 1. There is also a small gap between these two
solution sets, as indicated in Fig. 3.3(b) for the cases   = 0.749 and   = 0.7499. The
consequence of this feature is that the unimodal to bimodal phase boundary is not
single valued near the cusp, as shown in Fig. 3.4. It is quite remarkable that such a
21
Assembling these elements, we have
P(x, t) = PA(x, t) F (X x, T t)
F (X, T )
=
1p
4⇡Dt
h
e x
2/4Dt e (2X x)2/4Dt
i |X x|p
4⇡D(T t) e
 (X x)2/4D(T t)
|X|p
4⇡DT 3
e X
2/4DT
. (3.7)
By expressing all quantities in terms of the dimensionless variables introduced previ-
ously, the above expression simplifies to
P( , ⌧) =
r
↵
⇡
|1   |p
⌧(1  ⌧)3 e
 ↵
⇥
(1  )2 (1 ⌧)
⇤
/(1 ⌧)
h
e ↵ 
2/⌧   e ↵(2  )2/⌧
i
=
r
↵
⇡
|1   |p
⌧(1  ⌧)3 e
 ↵(  ⌧)2/[⌧(1 ⌧)] ⇥1  e 4↵(1  )/⌧⇤ . (3.8)
Notice that ⌧ lies in (0, 1) by construction, but   can range from  1 to 1.
Figure 3.5: Heatmaps of the conditional occupation probability P( , ⌧) for a first-
passage path from (0, 0) to (X, T ) for illustrative values of ↵ in the ⌧ -  plane. The
smooth curve shows the time dependence of the most probable location of the par-
icle. For small ↵, the trajectory is initially r pelled from its final desti atio . The
distribution is most di↵use near ⌧ = 12 and most localized near ⌧ = 0 and ⌧ = 1.
The behavior of P( , ⌧) is quite rich, as illustrated in Fig. 3.5. For small ↵
(di↵usive limit), the particle must initially move in the negative-x direction so as to
23
Figure 3.2: First-crossing probability F( , ⌧) (red, solid) and last-crossing probability
L( , ⌧) (blue, dashed) for illustrative values of ↵ and   when the initial trajectory is
an oth rwise unrestricted Brown an path from (0, 0) to (X, T ). For small ↵, F( , ⌧)
changes from unimodal to bimodal as   increases. For large ↵ (almost ballistic tra-
jectory), the first-crossing and last-crossing times are close to each other.
Substituting the explicit forms for the occupation and first-passage probabilities
from Eqs. (3.1) and performing some straightforward algebra, the first-crossing and
last-crossing probabilities are, after expressing all variables in dimensionless form:
F( , ⌧) =
r
↵
⇡
| |p
⌧ 3(1  ⌧) e
 ↵(  ⌧)2/[⌧(1 ⌧)] ,
L( , ⌧) =
r
↵
⇡
|1   |p
⌧(1  ⌧)3 e
 ↵(  ⌧)2/[⌧(1 ⌧)] .
(3.5)
It is apparent that F( , ⌧) = L(1  , 1 ⌧), and vice versa, so that we only need
to study one of hese quantities. Figure 3.2 shows the time dependence of the first-
19
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Figure 3.6: First-crossing probability F( , ⌧) (red, solid) and the last-crossing prob-
ability L( , ⌧) (blue, dashed) for illustrative values of ↵ and   when the initial tra-
jectory is a first-passage path from (0, 0) to (X, T ). For small ↵, F( , ⌧) is bimodal
while L( , ⌧) is unimodal and sharply peaked as ⌧ ! 1. For large ↵ (almost ballistic
trajectory), the first-crossing and last-crossing times nearly coincide.
the distribution in (3.12) reduces to a Gaussian form for   ⇡ ⌧ .
Conversely, in the di↵usive limit of ↵ ! 0, and for ⌧   ↵ and 1  ⌧   ↵ (i.e., ⌧
not too close to 0 or 1), the probability density function is controlled by the factor⇥
⌧(1  ⌧)⇤ 3/2, which is similar to, but more singular than the arcsine law [13]. The
surprising result for this limit is that a Brownian particle is most likely to cross an
arbitrary intermediate level either at the very beginning or at the very end of its
trajectory.
A remarkable aspect of the first-crossing probability (3.12) is its invariance under
the simultaneous interchanges ⌧ ! 1 ⌧ and  ! 1  . We can give a simple graphical
26
Figure 3.7: (a) A first-passage path that consists of a solid and dashed segment with a
first-crossing at ( , ⌧). Interchanging the order of these segments gives a first-crossing
at (1  , 1 ⌧).
argument to justify this symmetry (Fig. 3.7). In (a), a first-passage path from (0, 0)
to (X, T ) is comprised of a first crossing (dashed) to ( , ⌧) (in scaled units) and the
remaining segment to (X, T ) (solid). Interchanging these two segments leads to a
first-crossing segment to (1  , 1 ⌧) and the remaining segment to (X, T ). Since
the segments are independent, the probability for these two first-passage paths in the
figure are identical and thus F( , ⌧) = F(1  , 1 ⌧).
Figure 3.8: (a) First-passage paths that first cross an intermediate level near ⌧ = 0
or ⌧ = 1 on an exaggerated scale to emphasize the limit ↵ ⌧ 1. (b) A first-passage
path that first crosses the intermediate level near ⌧ = 12 .
We can apply this same perspective to argue that F is bimodal for ↵⌧ 1. Indeed,
let us compare a first-passage path to the final point that has its first crossing close to
⌧ = 0 or ⌧ = 1, and a first-passage path that has its first crossing near ⌧ = 1/2. In the
former case (see Fig. 3.8(a)), the remainder of the path away from the first crossing
27
Figure 3.7: (a) A first-passage path that consists of a solid and dashed segment with a
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(a) (b)
Figure 3.9: (a) Loci of the extrema of F( , ⌧) in the ↵-⌧ plane for various values of  
when the i itial trajectory is a first-passage path to (X, T ). For a given ↵ and  , th
extr ma occur at the values of ⌧ where the line ↵ = const. intersects the curve that
corresponds to a given  . (b) Phase diagram, showing where in the parameter space
the first-crossing probability, for a first-passage Brownian path from (0, 0) to (X, T ),
is uni odal and where it is bimodal. The points marked a, b, c are at (0, 92   3
p
2),
(12 ,
3
2), and (1,
9
2   3
p
2), respectively.
condition, we must also impose an absorbing boundary condition at x. Thus the
particle begins the second segment at the absorbing boundary, so that the first-
passage probability to (X, T ) would equal zero. To sidestep this pathology, we could
start the particle at x+ dx and take the limit dx at the end of the calculation. This
limiting process is a delicate, how ver, and we therefore give an alternative approach
that avoids any limiting processes. The price, however, is the necessity to break the
trajectory into three segments (Fig. 3.10).
In this alternative approach, the first segment is a Brownian path that starts at
(0, 0) and reaches the last crossing of x at time t`. An absorbing boundary at X must
be imposed to ensure that this segment never reaches X before T . We now break
the remaining segment from (x, t`) to (X, T ), into two sub-segments with respect to
an arbitrary point (y, s), with x < Y < X and t` < s < T . The left sub-segment
is a backward-propagating first-passage path from (y, s) to (x, t`) and the right sub-
29
Figure 3.10: Zoom of the first-passage path in Fig. 3.1, with the decomposition of the
segment from t` to T into a time-reversed first-passage path from (y, s) to (x, t`) and
a first-passage path from (y, s) to (X, T ).
segment is a forward-propagating first-passage path from (y, s) to (X, T ). The choice
of intermediate point (y, s) is arbitrary, so that the final result must be independent
of s after integrating over all y.
Thus we have
L(x, t) = PA(x, t)
R X
x FA(y   x, s  )FA(X   y, T   s)dy
F (X, T )
. (3.13)
Making use of standard results for the first-passage probability in the interval [33],
30
(a) (b)
Figure 3.11: (a) Comparison of the first-crossing probability F( , ⌧) and (b) the
last-crossing probability L( , ⌧) for representative values of ↵ for the specific case of
  = 1/2. As ↵ increases F( , ⌧) remains symmetric, but changes from bimodal to
unimodal, while L( , ⌧) merely moves systematically toward ⌧ = 1.
the integral in (3.13) i
Z X
x
FA(y   x, s  FA(X   y, T   s)dy
=
Z X
x
4⇡2D2
(X x)4
1X
m,n=1
( 1)mnm sin
✓
n⇡y
X x
◆
sin
✓
m⇡y
X x
◆
e ⇡
2D[n2(s t)+m2(T s)]/(X x)2dy
=
2⇡2D2
(X   x)3
1X
n=1
( 1)nn2e n2⇡2D(T t)/(X x)2 . (3.14)
To obtain the third line, the orthogonality relation
R 1
0 2 sin(n⇡x) sin(m⇡x)dx =  mn
has been used.
Substituting the above expression, together with the previously derived forms for
PA(x, t) and F (X, T ) in Eq. (3.13), and using the dimensionless variables  , ⌧ and ↵,
we finally obtain
L(x, t) =
⇣ ⇡2e↵
8↵2
p
⌧(1  )3
⌘ h
e ↵ 
2/⌧ e ↵(2  )2/⌧
i hX
( 1)nn2e n2⇡2(1 ⌧)/[4↵(1  )2]
i
.
(3.15)
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(a) (b)
Figure 3.12: (a) The first-crossing probability F( , ⌧) and (b) the last-crossing
probability L( , ⌧) for   =  1/2 for a range of ↵ values. The distributions have been
r scaled so that they fit on the same range.
to reach  x in a fraction  1+  of the to al time and then moves ballistic lly in the
positive-x irection to re ch X at ti e T .
The distribution of last-crossing times has the identical form to that given in
Eq. (3.15) for the case where x > 0, except for the sub titution x!  x. For ↵⌧ 1,
the last crossing necessarily occur very close to the final time ⌧ = 1. For ↵   1,
the overall trajectory is a straight line in the negative-x direction to the intermediate
point and then another straight line in the positive-x direction to the final point. In
this limit, the first- and last-crossing probabilities become progressively more similar,
as expected intuitively.
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the particle is going to the upper level, given by,
F (t) =
2⇡D
L2
1X
n=1
sin
⇣n⇡x
L
⌘
e n
2⇡2Dt/L2 ,
F+(t) =
2⇡D
L2
1X
n=1
sin
✓
n⇡(L  x)
L
◆
e n
2⇡2Dt/L2 . (3.22)
The lookup tables for each possible combination of levels are prepared in advance.
This reduces the time to generate each ndom variable f om the conditional first-
passage distribution. Note that in this algorithm, the particle makes O(n2) jumps,
before exiting through the top-most level. We can make this process more e cient,
but visiting levels only those levels not visited before, as we are interested only in the
first crossing times. Hence, having to make only O(n) jumps (refer Fig. 3.A.1).
Figure 3.A.1: Showing the two protocols for simulating a continuous Brownian mo-
tion. (a) when adjacent levels are considered for the jump (b) Only levels never visited
fore ar considered for the nex jump. Not , the levels need not be equi-spaced s
shown in this figure.
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In general, resetting is known to have a dramatic e↵ect on the search. A di↵using
particle requires an infinite average time to reach a target in spatial dimensions d = 1
and d = 2, and the searcher may not even reach a finite-size target for d > 2. However,
resetting ensures that: (i) the searcher can always find the target in any dimension
and (ii) the average search time is finite. Overall, therefore, resetting gives rise to a
more e cient search. One of the basic results of recent investigations of search with
resetting [1, 56, 57] was to determine the conditions that optimize the search time.
This resetting mechanism has also been quite fruitful conceptually and a variety of
interesting consequences of resetting have been elucidated [58–67].
Figure 4.1: Contrast of the trajectories in: (a) Poisson reset and (b) deterministic
reset with reset time T . The target is at the origin and the reset point is x0.
In this chapter, we investigate two as yet unexplored features of search with re-
setting: (i) N searchers, each of which is reset at the same Poisson rate, to a “home
base”, and (ii) deterministic reset, in which the searchers return to the home base
after a fixed operation time, rather than the searchers being reset according to a
fixed-rate Poisson process (Fig. 4.1). The related situation of many searchers that
are uniformly distributed in space, each of which is reset to its own starting position
at a fixed rate, was investigated in [1]. However, in the context of search for a missing
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will be discussed below.
Thus we resort to simulations to map out the behavior of the search time as a
function of the reset rate r for multiple searchers. Because it is inherently wasteful
to simulate directly the microscopic motion of each searcher between reset events,
we developed an e cient event-driven simulation, whose details are given in Sec. 4.4.
Our focus is on the rich features of the search time and the search cost as a function
of r and N . Under the assumption that each searcher has the same fixed cost per unit
time of operation, the search cost for N searchers, CN , is merely CN = NhtNi, where
htNi is the average search time for N searchers. This cost has a weak dependence on
N , so that it is more convenient to focus on cost rather than time in the following.
(a) (b)
Figure 4.1: (a) Average search cost CN scaled by the di↵usion time TD versus the
scaled reset rate rTD in one dimension for various N . Each curve represents an
average over 109 trajectories. The dashed line indicates the minimum cost of 1.544
for N = 1. (b) The minimum search cost for each N  6.
Figure 4.1 shows the search cost in one dimension as a function of r for 1  N  8.
Noteworthy features of the search cost include:
1. The lowest scaled search cost of 1.544 is achieved by a single searcher that is
reset the scaled optimal rate r⇤1 ⇡ 2.540. At this optimum, there are typ cally
r⇤1ht1i ⇡ 3.657 resets before the searcher reaches the target.
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2. For N = 2, 3, . . . 7, there is a unique, non-zero optimal reset rate r⇤N for each
N that minimizes the search cost and the search time. This optimal rate is
generally of the order of the inverse di↵usion time between the home base and
the target, TD = x20/D. The optimal cost for all N  5 is within 2% of the
optimal cost for a single searcher.
3. For N   8, the search time strictly increases with r; that is, no resetting is
optimal. This behavior arises because at least one searcher is systematically
moving toward the target, once the number of searchers is su ciently large,
so that any resetting increases the search time. The demonstration of the sign
change in the initial slope of htNi versus r between N = 7 and 8 (see Fig. 4.2 is
given in 4.B). We give a more detailed analysis of the role of reset as r ! 0 in
the next subsection.
Figure 4.2: Slope of the average search time htNi at r = 0 as a function of N in one
dimension when each searcher is independently reset at rate r.
4. For N = 1, the average search time diverges as r ! 0. This property reflects the
div rgence of the first-p ssag time for a di↵using article to hit n rbitrar
point in one dimension [12, 33]. Sin e the survival probability for the di↵using
particle to not hit the target by time t, S(x0, t) in Eq. (4.2a), asymptotically
46
write basic quantities f r search with resetting in three dimensions in terms of corre-
sponding one-dimensional expressions.
(a) (b)
Figure 4.1: (a) Average scaled search cost CN/TD versus scaled reset rate rTD in
three dimensions for various N and for a/r0 = 10 1. The curves for N = 1 and 5
are averaged over 108 trajectories, while those for N = 10, 20, 30 and 50 are averaged
over 107 trajectories. (b) Minimum search cost as a function of N .
Because of computational limitations, most of our numerical results for stochastic
resetting in d = 3 are for the case of a/r0 = 10 1 (Fig. 4.1). Simulations for di↵erent
a/r0 give a qualitatively similar dependence of the search time and search cost on the
reset rate. As in the corresponding one-dimensional system, several features of these
results are worth highlighting:
1. ForN . 10, the minimum cost changes so slowly withN that is is not possible to
determine the value of N at which the minimum cost is achieved. For example,
for N = 1, the minimum cost is 14.760±0.0015 while for N = 10, the minimum
cost is 14.762±0.0015. By N ⇡ 15, however, the minimum cost has a systematic
increasing trend that is larger than the error bars in the data.
2. In distinction to one dimension, the typical number of reset events before the
target is found by a single searcher is of the order of r0/a, which can be large.
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(a) (b)
Figure 4.2: (a) Average scaled search cost CN/TD versus scaled reset rate rTD in
two dimensions for various N and for a/r0 = 10 1. The data are averaged over 108
trajectories. (b) Minimum search cost as a function of N .
1. Resetting again always leads to a more e cient search compared to the case
of no resetting. As in three dimensions, this feature is a consequence of the
divergent average search time at r = 0 in two dimensions for any number of
searchers.
2. The dependence of the search cost as a function of reset rate is qualit tively
similar to that in three dimensions. The minimum cost is nearly constant for
N . 10, with the di↵erence in the c st values for adjacent N v lue less than
the simula io error bars. For example, the minimum costs for N = 1 and 10
are 3.59 ± 0.01 and 3.60 ± 0.01 respectively, while for N = 15, the minimum
cost in 3.67± 0.02.
4.4 Event-Driven Simulations
The one- and three-dimensional numerical results are based on an event-driven algo-
rithm that allows us to e ciently simulate N independently resetting searchers. In
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F(b, t)
F(b, t) =
1X
n=1
2
µnJ1 (µn)
e µ
2
nDt/b
2
(4.9)
to the circumference of a circle of radius b (4.C). Here J1 is the ordinary Bessel
function of index 1 and µn is the nth zero of this Bessel function. Because the
jump distance is large if the searcher is far from the target, little time is spent
in simulating the motion of the searcher when it is wandering aimlessly far from
the target. The second random time is drawn from the reset time distribution.
2. If the minimum of these two times is the reset time, reset the searcher to r0.
3. Otherwise, move the searcher to a random point on the circumference of the
circle of radius b. If the searcher is within a radius a(1 + ✏) of the center of the
target, th n we define the target as b ing found. If the target is not f und after
the searcher has been moved return to step (i).
Figure 4.1: Illustration of a simulation event in two dimensions for a searcher that is
a distance b from the circumference of a target of radius a.
We n ed to int oduce an absorbing shell of hickness ✏a around the target to
ensure that the searcher actually finds the target. Clearly, the apparent search time
decreases as ✏ is increased. To determine the appropriate choice of ✏, we simulate the
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(a) (b)
Figure 4.1: Average search cost scaled by the di↵usion time TD versus TD/T in one
dimension for various N and for deterministic resetting. The abscissa scale is linear
in (a) and logarithmic in (b).
one dimensio are worth emphasizing:
1. The lowest search cost is achieved by a single searcher (as in stochastic reset)
in which the optimal scaled reset time is T ⇤1 /TD ⇡ 0.458, leading to an optimal
scaled search time ht1i ⇡ 1.336TD, compared to the optimal cost 1.544TD from
stochasti rese ting. This optimal time orresponds to approximately 3 reset
events be re the t rget is found.
2. For large N , the search cost becomes nearly independent of 1/T over a wide
range (Fig. 4.1(b)). This behavior is characterized by progressively more deriva-
tives of the cost with respect to 1/T becoming zero as 1/T ! 0. In particular,
the first derivative is zero for N > 4, the second is zero for N > 6 and the
third is zero for N > 8. In general, we find that the kth derivative becomes zero
for N = 2k + 3. We can understand this pattern of behavior by di↵erentiating
Eq. (4.13) with respect to 1/T , using Mathematica, to find the leading behavior
@ htNi
@(1/T )
' A1T 3/2
⇣
erf
q
x20/4DT
⌘N 1   A2T 2⇣ erfqx20/4DT⌘N (4.14)
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wh re A1 and A2 ar O(1) in T . As 1/T ! 0, the error function is proportional
t its argum nt, so that the above lea ing terms scale as a negative power of
T for N > 4 and as a positive power for N < 4. Analogous behavior arises for
high r derivatives.
Figure 4.2: Comparison between the exact for ula (4.13) and the asymptotic for ula
(4.15) for the mean hitting time in one dimension with deterministic reset.
3. For TD/T ! 1, the search time asymptotically increases as eTD/T , whereas
for stochastic resetting the corresponding r ! 1 behavior is the search time
growing as e
p
r. The eTD/T growth has a simple origin. As TD/T ! 1, the
probability that one searcher does not reach the target within the reset time
T is S = erf(x0/
p
4DT ). The probability that none of the searchers reaches
the target within time T is SN , so that the probability that at least one of
the searchers reaches with time T is 1   SN . In the limit TD/T ! 1, the
asymptotic behavior of this probabil ty is
1  SN '
p
4DT N e x2/4DTp
⇡ x0
⌧ 1 .
The number of reset events until a searcher finds the target is th inverse of this
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Figure 4.3: Average search cost scaled by aTD/r0 versus TD/T in three dimensions
for vari us N and a/r0.
Figure 4.3 also illustrates a data collapse within each panel when N ⌧ r0/a
and between panels in the limit of r0/a   1. This implies that the search cost is
independent of N and a/r0, for small enough target size and number of searchers,
when this cost is scaled by /(r0TD). To derive this behavior, we substitute Eqs. (4.8a)
and (4.8c) into ( 3), and approximate t e rgument of the error function, ( 0  
a)/
p
4DT , as
p
TD/4T . These steps lead to
htNi =
R T
0
h
1  (a/r0) erfc
⇣p
TD/4
⌘iN
dt
1 
h
1  (a/r0) erfc
⇣p
TD/4T
⌘iN .
In the limit r0/(aN)  1, the search cost hCNi = NhtNi is
hCNi = r0T
a
h
erfc
⇣p
TD/4T
⌘i 1
. (4.16)
This scaling form implies that plots of hCNi versus 1/T collapse onto a single curve
when a hCNi /r0 is plotted against TD/T . The asymptotic form (4.16) may also be
derived by merely counting the number of resets until the target is found. The
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probability of hitting the target within a single reset event by a single searcher is
given by,
p ⌘ 1  S(r0, T ) = a
r0
erfc
✓
r0   ap
4DT
◆
.
The probability that any of th N s arc ers finds the ta get is 1 (1 p)N ' Np ⌘
P . Since ach of these hitting ev nts is independent, the average number of reset
ev nts b fore one of th earchers reaches the target is
P
n 1 nP (1   P )n = 1/P '
r0/
⇥
Na e fc(
p
TD/4T )
⇤
. I t e limit of large numb r of resets, the search time
just T times umber of re ets, a the ti e for the last segm n f he trajectory that
actually reaches the target is negligible. T is reason ng again leads t Eq. (4.16).
4.5.3 Two dimensions
(a) (b)
Figure 4.4: (a) Average scaled search cost CN/TD versus scaled inverse reset time
TD/T in two dimensions for various N and for a/r0 = 10 1. Data are averaged over
108 trajectories. (b) Minimum search cost as a function of N .
In two dimensions however, we are not able to implement the renewal process
calculation, as we do not have exact expressions for S(r0, t) or F (r0, t). Hence, we
use the same simulation as in the stochastic reset in d = 2. As in one and three
dimensions, minimum cost is achieved for N = 1 searcher and the cost monotonically
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(a) 1d (b) 2d
Figure 5.1: Motion of a greedy forager (⇥). Solid and open circles indicate food and
empty sites, respectively. Arrow widths indicate relative hopping probabilities.
Figure 5.2: Illust ation of th growth of the desert (light sh ding) in two dim nsions.
At sites on the perimeter of the desert (dots), the forager is either biased to move
toward food, for G > 0, or away from food, for G < 0.
Our implementation of this local greediness represents a particularly simple feed-
back between the state of the environment and the forager motion. Other classic
examples of such feedback include the run and tumble model of chemotaxis [86–88],
in which a bacterium e↵ectively swims up a continuous concentration gradient of nour-
ishment, and infotaxis models [89,90], in which a forager finds a target by moving up
an information gradient. In these models, however, the concentration of nutrients is
fixed and is una↵ected by forager consumption. In contrast, our modeling explicitly
incorporates resource depletion.
Our goal is to determine how greed a↵ects the dependence of the average forager
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(a) 1d (b) 2d
Figure 5.1: Motion of a greedy forager (⇥). Solid and open circles indicate food and
empty sites, respectively. Arrow widths indicate relative hopping probabilities.
Figure 5.2: Illustration of the growth of the desert (light shading) in two dimensions.
At sites on the perimeter of the desert (dots), the forager is either biased to move
toward food, for G > 0, or away from food, for G < 0.
Our implementation of this local greediness represents a particularly simple feed-
back between the state of the environment and the forager motion. Other classic
examples of such feedback include the run and tumble model of chemotaxis [86–88],
in which a bacterium e↵ectively swims up a continuous concentration gradient of nour-
ishment, and infotaxis models [89,90], in which a forager finds a target by moving up
an information gradient. In these models, however, the concentration of nutrients is
fixed and is una↵ected by forager consumption. In contrast, our modeling explicitly
incorporates resource depletion.
Our goal is to determine how greed a↵ects the dependence of the average forager
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lifetime T on its capacity S. Naively, one might expect that greed is “good”3 and
always increases the forager lifetime. Unexpectedly, we find that greed can be either
good or bad, depending on S and d (Fig. 5.3). Specifically, the forager lifetime varies
non-monotonically with greediness when S is large, with opposite senses of the non-
monotonicity in d = 1 and d = 2.
(a) 1d (b) 2d
Figure 5.3: Our primary result: Non-monotonic dependence of the scaled average
forager lifetime T /S on greediness G = 2p  1 in: (a) one and (b) two dimensions.
While po itive greed seems biologically more relevant, the extensi n to negative
greed leads to surprising features. By constructi n, a forager with negative greed
preferenti lly hops away from food when at t e b undary of a deser . Naively, one
might anticipate that this tendency would decrease the forager lifetime. However,
for the one-dimensional “Eden” initial condition, where all sites initially contain one
unit of food, the forager ifetime grows dramatically as G decreases toward  1 (or
equivalently p cl se to 0) (Fig. 5.3(a)). This growth in the lifetime stops at a critical
value of G that is slightly larger than  1; below this point the lifetime again decreases
as G!  1, as it must.
3As quoted by Michael Douglas in his role as Gordon Gekko in the movie Wall Street.
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Figure 5.1: Space-time trajectory of a greedy forager with lifetime 271 steps for
p = 0.9 and S = 100 (corresponding to 1   p = 1/pS) in one dimension. Here, the
forager quickly carves out a desert whose length precludes reaching the far side at
x = 0; thus the far side is irrelevant.
This return probability R is the integral of the first-passage probability for a forager
with di↵usivity D that starts at x = 1 to reach x = 0 within time S [33]:
R =
Z S
0
dt
 1/4Dt
p
4⇡Dt3
= erfc(1/ 4DS) ,
where erfc(·) is the complementary error function. The average number of such suc-
cessful returns is hri=Pr 1 rRr(1 R)=R/(1 R)'p⇡S/2 for S !1, where the
asymptotics of the error function gives the final result, and we take the di↵usion co-
e cient D = 12 to correspond to our discrete random-walk simulations. For a forager
that does return within S steps, the average return time tr is
tr =
1
R
Z S
0
dt t
1p
4⇡Dt3
e 1/4Dt ,
=
r
2S
⇡
e 1/2S
erfc(1/
p
2S)   1 '
r
2S
⇡
  1 . (5.8b)
The total trajectory therefore consists of hri = p⇡S/2 elements, each of which
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(a) (b)
Figure 5.2: (a) Average food consumed N at starvation and (b) average forager
lifetime T versus greediness G = 2p   1 for S = 104. The curve is the prediction
(5.9a), while he circles are the simulati n results. In (b), the dashed curves are the
continuum predictions (5.9b), while the solid curves are the exact expression (5.17).
are comprised of a ballistic and a di↵usive segment. Thus the forager eats p1 p units
of food during each element and the time for each element equals tb + tr. There is
also the final and fatal di↵usive segment of exactly S steps. Consequently, the food
consumed by the forager and its lifetime, which we respectively write as NSI and TSI
(with the subscript SI denoting the semi-infinite system) respectively, are (Fig. 5.2)
NSI ' p
1  p
r
⇡S
2
, (5.9a)
TSI ' hri(tb + tr) + S = 2p  1
1  p
r
⇡S
2
+ 2S . (5.9b)
For the lifetime, there are two distinct limiting cases:
• Weak greed ( 11 p <
pS): Lifetime linear in S.
• Strong greed ( 11 p >
pS): Lifetime proportional topS. However, the amplitude
of
pS is proportional to 11 p so that the sublinear term is actually larger than
S.
82
corresponding equations for the lifetime starting from any state are:
ta = p (1 + ta) + (1  p)(tb + 1) ,
tb =
1
2(tc + 1) +
1
2(td + 1) ,
tc = p(ta + 1) + (1  p) ,
td = 1 .
(a) (b)
Figure 5.3: (a) State space of the semi-infinite system for S = 1. Top row: the initial
state. Next row: states after the forager hops on e. The subscript on the symbol ⇥
denotes the numb r of time steps that the forager is without food. (b) State space of
the semi-infinite system for S = 2 and 3.
Solving these equations, the lifetime starting from the initial state a for S = 2 is
T2 ⌘ ta(2) = 2(3  2p)
(1  p)(2  p) . (5.13a)
The enumeration for S = 3 is the same as that for S = 2, except that the forager
lives exactly one more time step before starving. Thus T3 = T2 + 1. Following this
same approach, the lifetimes for the next few values of S are
T4 = 5(5  5p + p
2)
(1  p)(8  7p + 2p2) , T5 = T4 + 1, (5.13b)
T6 = 4(28  35p + 13p
2   2p3)
(1  p)(16  19p + 10p2   2p3) , T7 = T6 + 1. (5.13c)
We now systematize this enumeration for arbitrary S. We first split the set of
5
Figure 5.4: Illu tration f pa s tha reach food in 2n+1 = 23 steps with di↵erent k,
the number of times the path is adjac nt to food (green strip). The indicated Catalan
numbers show the number of possible paths given the constraint of hitting the edge
of the desert exactly k times. The total number of solid-dashed, dotted, and solid
paths are C10, C2C0C6, and (C0)11.
with probability p (Fig. 5.4). The sum over all paths that return can be partitioned
into sets of paths that are adjacent to the edge of the desert for exactly k steps. The
number of paths of this type—of length n + 1 with k adjacencies to the desert–is
given
A(n, k) =
(2n  k   1)! k
(n  k)!n! . (5.15)
The derivation of this result is given in 5.C.
Using this expression for the number of paths, we have
X
Pp = p+ p
bS/2cX
n=1
nX
k=1
A(n, k)(1  p)k  12 (2n k) . (5.16)
The prefactor p before the sum arises from the last segment of the path in which the
forager consumes one unit of food. We also write the n = 0 term separately as it does
not conform to the general expression inside the sum. Using Eqs. (5.14c)–(5.15), the
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average lifetime for any S is given by
T =
p+ p
PbS/2c
n=1
h
(2n+ 1)
Pn
k=1A(n, k)(1  p)k
 
1
2
 (2n k)i
1  p  pPbS/2cn=1 hPnk=1A(n, k)(1  p)k  12 (2n k)i + S . (5.17)
The comparison between this exact lifetime and the continuum expression (5.12b) is
given in Fig. 5.2(a). The continuum result is an excellent approximation for p > 0.8
for any S.
5.5 One Dimension: Finite Desert Geometry
We now turn to the g ometry where ea h site initially contains food—the Eden initial
condition—and the forager gradually carves out a fi ite-length desert. Unexpectedly,
the average forage lifetime varies on-monotonically with (positive) greediness when
S > S⇤, with S⇤ ⇡ 45 (Fig. 5.1)—a little greed is bad for a su ciently “rich” forager,
but extreme greed is good.
Figure 5.1: Average forager lifetime T v rsus greediness G = 2p 1 in one dimension.
The survival times have been scaled by S so that all the data fit onto the same plot.
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(a) (b)
Figure 5.2: Dependence of the scaled forager lifetime T /S on G = 2p   1 in the
negative greed regime for (a) G in the range [ 1, 12 ] and (b) [ 1, 0.998] for the
case S = 106. Shown in (b) are simulation results ( ), with error bars smaller than
the symbol size, the full expression from Eq. (5.76) (solid curve), and the asymptotic
result (5.36b) (dashed curve).
final results are
N '
p
2⇡
e
pS
ln(pS) , (5.36a)
T '
r
⇡
2
1
e
pS2⇥
ln(pS)⇤2 + S . (5.36b)
Thes expressions agree with the naiv estimates (5.24a) and (5.24b) up o logarithmic
c rrections. The comparison between the asymptotic prediction for T in Eq. ( .36b),
the complete form (5.76), and simulations is shown in Fig. 5.2(b). The asymptotic
approximation becomes increasingly accurate, albeit very slowly, for S   106, a range
that is inaccessible by simulations.
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5.6 Gre dy Fo ging in Two Dime sions
In the dimensions, the desert carved out by a long-lived starving random walker
is typically quite ramified [5, 6]. This geometric complexity seems o preclude an
analytic solution fo the forager lifetime. I st ad, we present simulations and heuristic
arguments to assess the influence of greed on the forager lifetime. Surprisingly, the
role f positive greed in two dimensions is opposite to that in one dimension. For
S > S⇤, with S⇤ ⇡ 90, the lifetime ain varies non-monotonic lly wit greediness
(Fig. 5.1), but with the opposite sense t the non monotonicity compared to ne
dimension. A additional perplexing feature, at first sight, is that a perfectly greedy
forager has a smaller lifetime than a forager that is not as avaricious.
Figure 5.1: Average forager lifetime T versus greediness G in two dimensions. The
survival times have bee scaled by S so that they all fit on the same plot.
We can justify this latter feature by appealing to the recurrence of a random walk
in two dimensions [12,92]. Thus there will be many points where the forager trajectory
intersects itself, leading to closed loops. Suppose that a perfectly greedy forager is
about to form a closed loop on the square lattice, as illustrated in Fig. 5.2(a). At this
point, the forager has only two possible choices for its next step, both of which lead
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to food being consumed at the next step. One of these choices leads to the outside of
the incipient closed loop and the other leads inside. If the latter choice is made, the
forager is e↵ectively self trapped by the “moat” that has been created by the previous
trajectory.
Figure 5.2: A random-walk trajectory that leads to trapping of a perfectly greedy
forager. (a) Forager (⇥) at the decision point. (b) Forager hops to the interior region
(shaded). (c) Food in the interior is completely consumed, so that the forager (⇥)
may be trapped inside the newly created desert.
Once inside the moat, a perfectly greedy forager will always consume food in its
nearest neighborhood. This consumption is interrupted when all the current neighbors
of the forager are empty. When this happens, either the interior is either mostly or
completely depleted (the latter is shown in Fig. 5.2(c)). While the former case is
more likely, the remaining food will be scarce and isolated. Thus the forager carves
out and then becomes trapped inside a (perhaps slightly imperfect) desert. In this
circumstance, the forager is likely to starve before it can escape.
Conversely, if the greediness is close to but less than 1, a forager has a non-zero
probability to cross the moat whenever it is encountered and thereby reach food on
the outside. This mechanism provides a way for the forager to escape the desert and
survive longer than if it remained inside. This argument suggests that the forager
lifetime must be a decreasing function of G as G ! 1, as confirmed by simulations
(Fig. 5.1). Also in stark contrast to one dimension, there is no anomalous peak in
the forager lifetime for negative greed, at least for S  256.
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walk in the interior hops equiprobably to the left and right, while a walk at either
x = 1 or x = L   1 hops to the edge of the interval with probability p and into
the interior with with probability 1   p (Fig. 5.B.1). For this walk, we calculate
the exit probabilities to each side of the interval, the time to exit either side of the
interval, and the conditional exit time to exit by each edge of the interval. We use
this information in Sec. 5.5.1 to argue that the lifetime of a forager with a su ciently
large capacity varies non-monotonically with greediness.
Figure 5.B.1: Hopping probabilities for a greedy forager inside a desert of length L.
Let En be the probability that the forager, which starts at site n, exits the interval
via the left edge. The exit probabilities satisfy the backward equations
E1 = p+ qE2 ,
En =
1
2En 1 +
1
2En+1 2  n  L  2 ,
EL 1 = qEL 2 .
(5.46)
No boundary conditions are needed, as the distinct equations for n = 1 and n = L 1
fully determine the exit probabilities. As we shall see, En = 0 not at n = L, but at
di↵erent value of n, and similarly for the point where En = 1.
Since the deviation to random-walk motion occurs only at the boundaries, we
attempt a solution that has the random-walk form in the interior of the interval:
En = A+Bn. This ansatz automatically solves the interior equations (2  n  L 2),
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Figure 7.1: (color online) Illustration of threshold-controlled transitive linking. An
agent i (solid) with five friends (open circles) is selected. The selected agent introduces
two of them, ↵ and   (shaded). These become friends (thick line) if the ratio of their
mutual acquaintances (inside the oval) to the total acquaintances of either ↵ or  
(dashed circles) exceeds a specified threshold. Links outside this cluster are not
shown.
notice th t once very agent has at least two friends, clust r mergings no longer occur
and li ks can be cr ated only within a cluster. In reshold-c ntrolled linking, the
network reaches its final state when all the friends of any age t can no longer fulfill the
t reshold condition. In rate-controlled linking, the final state consists of a collection
of complete subgraphs for any R > 0; in the following, term a complete subgraph of
a network as a clique. The case R = 0 is unique, as will be discussed below. In either
case, a final state is reached because geometrical constraints ultimately prevent the
formation of additional links.
7.2 Threshold-Controlled Transitive Linking
The most prominent feature of threshold-controlled transitive linking is the emergence
of highly-clustered substructures over a wide range of threshold value (Fig. 7.1).
For small F , a new friendship is created nearly every time two individuals are
introduced by a mutual friend. In this regime, the resulting graph is nearly complete,
but there also exists a small insular “fringe” population that is comprised of small
disjoint cliques (Fig. 7.1). This fringe arises because once every agent in a cluster
128
(a) (b) (c) (d)
Figure 7.1: Typical networks of N = 200 agents for threshold values: (a) F = 0.3,
(b) 0.35, (c) 0.4, and (d) 0.6.
has at least two links, there is no m chanism for this cluster to m ge with any ther
cluster. Thus even in the limiting case of F = 0, the final state typically consists
of more than a single cluster, each of which is complet . Concomitantly, la gest
cluster doe not constitute the entire system for any value f F . For intermed ate
values of F , the networks in Figs. 7.1(b) and 7.1(c) are visually highly clustered, with
la gest cluster comprised of a small number f well-connected modules.
(a) (b)
Figure 7.2: (a) Average degree divided by N versus threshold. (b) Critical threshold
versus 1/
p
N .
To help quantify the network and its clustering, we study the dependences of the
average degree and the distribution of community sizes as a function of the threshold
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(a) (b) (c) (d)
Figure 7.1: Typical networks of N = 200 agents for threshold values: (a) F = 0.3,
(b) 0.35, (c) 0.4, and (d) 0.6.
has at least two links, there is no mechanism for this cluster to merge with any other
cluster. Thus even in the limiting case of F = 0, the final state typically consists
of more than a single cluster, each of which is complete. Concomitantly, the largest
cluster does not constitute the entire system for any value of F . For intermediate
values of F , the networks in Figs. 7.1(b) and 7.1(c) are visually highly clustered, with
the largest cluster comprised of a small number of well-connected modules.
(a) (b)
Figure 7.2: (a) Average degre ivided by N versus threshold. (b) Critical threshold
versus 1/
p
N .
T help qu ntify the network and its clustering, we study th dependenc s f the
av rag degree and the distribution of community sizes as a fu ction f the thr sh ld
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(a) (b)
Figu 7.3: (a) Community size distributions for various thresholds F for networks of
104 nodes averaged over 104 realizations each. (b) The slope of the exponential tail
gives the characteristic community size.
in the community for which this gain is maximal (and positive). Once this step
of assigning individual nodes to communities is done, the same fusion process is
implemented on the current network of communities. This fusion of higher-order
communities is repeated until no further gain in modularity is possible. At this point,
the algorithm gives the community size distribution, q(s). As shown in Fig. 7.3(a),
the tail of this distribution, averaged over many realizations, decays as e s/s⇤ , with
the characteristic community size s⇤ increasing as the threshold is decreased. The
data also suggests that s⇤ diverges as F approaches Fc from above (Fig. 7.3(b)).
For F < Fc, communities are all cliques, among which the largest has a size that
scales linearly with N . This apparent gelation phenomenon is best understood by
investigating the rate-controlled version of our friendship model, to be discussed in
the next section.
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7.3 Rate-Controlled Transitive Linking
While the threshold-controlled friendship model leads to networks with visually strik-
ing community structure, many geometric and time-dependent properties are more
readily understood within the framework of rate-controlled transitive linking. As
outlined in section 7.1, starting with an initial state of N isolated nodes, nodes of
degree 0 or 1 join to any other node in the network at rate 1, w ile a link between
two mutual friends of a node of degree 2 or greater occurs with rate R. The process
ends when the network is partitioned into a set of cliques. Figure 7.1 shows typical
tworks of N = 2000 agents at the instant when no nod s of degree 0 or 1 remain
for: (a) R = 2, where the clust r-size distribution decays exponentially with size, and
(b) R ⇡ 15, where the distribution has a pow r-law decay.
(a) (b)
Figure 7.1: Clusters at the inst nt when no nodes of degree 0 or 1 remain for a
network of 2000 nodes for: (a) R = 2 (exponential cluster-size distributio ) and (b)
R = 15 (power-law distribution).
In the range R < Rc ⇡ 15, rate-controlled transitive linking leads to the emergence
of a macroscopic cluster at a finite gelation time. However, this gelation phenomenon
is incomplete, becaus he fraction of age s within this macroscopic cluster (also
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known as the gel fraction) saturates to a value that is strictly less than one as t!1
Fig. 7.2(a)). Thus in additi n to the single macroscopic clu ter, many sm ll clusters
persist forever. This behavior strikingly contr st wit classical gelation, where e
gel encompasses th enti yst m when h r action r s to completion [98,124].
(a) (b)
Figure 7.2: Dependence of: (a) the fraction of agents in the largest cluster as a
functio of the normalized time t/tg(R) and (b) the cluster-size di tribution cs versus
size s on a d uble logarithmic scale at infinite time, both for representative valu s f
R values. Here tg(R) is the gelation time for a given R. In (b), linear behavior occurs
only for R = 15. The dashed line has slope  52 .
The incompleteness of the gelation transition arises because the reaction is con-
trolled by active nodes—those of degree 0 and degree 1. When all these nodes have
been used up by linking to other nodes, there is no possibility for additional cluster
mergings. All that can occur is densification within each cluster. Thus if multi-
ple clusters happen to exist when active nodes are exhausted, these clusters will
persist forever. In spite of this incompleteness feature, the gelation transition itself
seems to conform to the classical mean-field description. As t approaches the gelation
time tg(R) from below, the concentration of clusters of size s, cs gradually broadens
and changes from an exponential decay as a function of s to an algebraic decay
(Fig. 7.2(b)). At the gelation time, cs ⇠ s ↵, with ↵ ⇡ 52 , as in classical gelation.
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The gelation time itself diverges for R   Rc ⇡ 15. In the regime where R > Rc,
transitive linking events quickly use up all active nodes, which are the catalysts for
cluster merging. Because the ave age cluster size is still sm ll at the instant wh n ac-
tive nodes are used up, gelation is suppressed for R > Rc. In this non-g lling egime,
the cluster-size d stribution decays expone tially with siz at all times.
Figure 7.3: Average number of active nodes within clusters of size s at fixed time
t = 0.98 for network of 106 odes and for the case of R = 2. The data represents an
average over 100 realizations. The ins t shows the small-s behavior.
We can make a more quantitative correspondence between rate-controlled transi-
tive linking and gelation by mapping the former onto a version of classical product
kernel aggregation [98,124]. This correspondence relies on our observation from sim-
ulations that the number of active nodes in a cluster of size s at any given time is
proportional to s (Fig. 7.3). The proportionality constant is time dependent because
the concentration of nodes of degree one (which we term leaf nodes) nodes change
with time. As shown in the inset to Fig. 7.3, the contribution of clusters of size 1 and
2 deviated from the overall linear trend in the main figure. In particular, a monomer
has no leaf nodes while a dimer always has two leaf nodes. For clusters of size s > 2,
we assume that the average number of leaf nodes is given by n1(s, t) =  (t) s. Then
the total number of leaf nodes, n1, can be expressed through the cluster-size distribu-
tion: n1 = 0 · c1 + 2c2 +
P
k 3   k ck. Combining this equation with the conservation
135
law
P
k 1 kck = 1 we get n1 = 2c2 +  (1  c1   2c2), from which
 (t) = 1
  2c2
1  c1   2c2 (7.3)
Figure 7.4: Comparison of gelation times, tg obtained by semi-analytical calculation
of M2 and tg obtained dir ctly from simulations
We now now write the following product-kernel-like aggregation equations for the
cluster-size distribution [98,124], i which we separat ly account for the evolution of
monomers and dimers:
c˙1 =  c1   (c1 + n1)c1 ,
c˙2 = c
2
1   2c2   2c1c2   2n1c2 ,
c˙k = c1
⇥
ck 1(k   1)  kck
⇤
+ 2c
⇥
(k   2)ck 2   kck
⇤
+
X
j 3
  j (k   j) cjck j  
X
j 3
  j k cjck     k ck , k   3,
(7.4)
where the dot denotes the time derivative. From these equations, the second moment
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7.4.1 No Transitive Linking
In the absence of transitive linking, the network evolves by a constrained aggregation
process that is mediated only by active nodes—those of degrees 0 or 1 (Fig. 7.1). The
network stops evolving when these active nodes no longer exist. By enumerating all
the possible ways that an active node can interact (Fig. 7.1), the concentrations nk
of agents of degree k evolve according to
n˙0 =  n0(1 + a)
n˙1 = (n0   n1)(1 + a)
n˙2 = n1 + (n1   n2)a
n˙k = (nk 1   nk)a, k   3 .
(7.6)
Here a = n0 + n1 is the concentration of active agents. One can verify that the
conservation law
P
k 0 n˙k = 0 is obeyed and that the mean degree grows according
to ddt hki =
P
k 0 kn˙k = 2a.
Figure 7.1: The elemental evolution steps without transitive linking: (a) reaction
channels for a node of degree 0 and (b) for a node of degree 1. The solid circle
denotes the initial node.
The rate equations (7.6) admit an exact, albeit implicit, solution. To simplify
the first two lines of Eqs. (7.6), we introduce the time-like variable dT = dt(1 + a)
to recast these equations as n00 =  n0 and n01 = n0   n1, where the prime denotes
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Figure 7.2: Elemental processes when transitive linking occurs with infinite rate for
a node of degree: (a) 0 and (b) 1. The initial cluster is shown solid.
clusters of size k, ck, evolve according to
c˙1 =  c1   c21   2c1c2
c˙2 = c
2
1   2c1c2   2c2   4c22
c˙k = c1
⇥
(k 1)ck 1 kck
⇤
+ 2c2
⇥
(k 2)ck 2 kck
⇤
, k   2 .
(7.17)
Let us first determine the concentration of active clusters—monomers of size 1 or
dimers of size 2. Keeping the two largest terms in equations for c˙1 and c˙2, one finds
the following long-time behaviors for the monomers and dimer concentrations:
c1 ' (2et   1) 1 ! 12 e t, c2 ' t4 e 2t . (7.18)
As one might anticipate, the concentrations c1 and c2 asymptotically decay exponen-
tially with time. Since these are the catalysts for the reactions of larger clusters,
the network quickly reaches a final static state. By numerically integrating the mas-
ter equations (7.17), the cluster-size distribution evolves to a final, time-independent
form cs ⇠ e s/s⇤ for large s, with s⇤ ⇡ 3.12 (Fig. 7.3.).
From the rate equations, the first three integer moments of the cluster-size distri-
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Figure 7.3: Numerical solution to Eqs. (7.17) (circles) and an exponential fit to this
data (line).
bution, Mn ⌘
P
knck, evolve according to
M˙0 =  c1   2c2, M˙1 = 0, M˙2 = 2M2(c1 + 4c2) .
Using the above asymptotic behaviors of c1 and c2, we see that the cluster density M0
approaches a non-zero asymptotic value exponentially quickly in time. Numerically,
the final concentration of clusters is given by M0(1) = 0.1666474164 . . .. Similarly,
the average cluster size saturates to a finite value as t!1.
7.5 Conclusion
We introduced a class of acquaintance models in which macroscopic clustering emerges
naturally from the underlying social dynamics rules rather than heterogeneity being
included as a building block of the model. We showed that these models lead naturally
to large-scale community structure. Our approach is based on distinguishing: (i)
direct linking, where agents with few friends initiate connections with other agents,
and (ii) transitive linking, in which two agents become friends as a result of an
introduction by a common friend. By controlling the relative rates of direct and
143
transitive linking, we generated networks that range from nearly complete, with a
tiny component of isolated cliques, to highly clustered, that are comprised of well-
defined and well-connected communities.
(a) (b)
Figure 7.1: Comparison between (a) the Facebook network of a well-known US uni-
versity (b) a realization of our modified acquaintance model of identical size to (a) in
which the rate that an agent makes a direct link is an exponentially decaying function
of its degree. In (a) Q = 0.45, C = 0.29. In (b), the choice k⇤ = 7.3, F = 0.17 leads
to Q = 0.45 and C = 0.32). Communities are indi ated by the di↵erent colors.
(a) (b) (c)
Figure 7.2: Data from Facebook networks of a hundred major US universities
It is natural to inquire whether our acquaintance model can account for the ob-
served features of real networks. Useful empirical data with which we make such a
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(a) (b) (c)
Figure 7.3: (a) Clustering coe cient and (b) modularity from model networks. (c)
shows the parameters k⇤ and F used to obtain modularity and clustering coe cients
in the same range as the Facebook networks.
comparison are anonymized Facebook networks of major universities in the US. Many
of these networks exhibit significant clustering, although not to the same degree as
in our acquaintance model. The reason for this discrepany appears to stem from the
sharp cuto↵ between direct and transitive linking. In our model, once an agent has
two friends, he no longer makes additional friends directly, a social interaction that
would join two communities. Thus the sharp cuto↵ between direct and transitive
linking enhances insularity. However in the real world, agents with many friends still
engage in direct linking, and this mechanism decreases the modularity and clustering
coe cient of the social network.
This observation leads us to define what we believe is a more realistic model in
which the rate   at which an agent engages in direct linking is a decreasing function
of number of his friends; that is,   = e k/k⇤ . Figure 7.1 shows a comparison between
a real-world example and our modified acquaintance model. Figure 7.1(a) shows an
anonymized Facebook network with N = 2252 nodes and L = 84387 links from a well-
known US university and (b) a realization of a social network with the same N and
L as in the Facebook network that is generated by our modified acquaintance model
for the case where k⇤ and F are chosen to get modularity and clustering coe cients
close to the Facebook network. Figure 7.2 shows clustering coe cient, modularity
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simplicity of the copying rule and the formulation of a number of models that are based
on copying, most of their properties have thus far been studied primarily by numerical
sim lations and/or qualitative arguments. As f yet, there has not been a rigorous
mathematical analysis of networks that are generated by copying mechanisms. The
main purpose of this is to fill this gap.
Figure 8.1: The copying model. A new node (filled circle) attaches to a random target
(open circle) and independently to each of the friends of the target (squares) with probability
p.
Figure 8.2: Realizations of the copying model for p = 0.1, 0.4, 0.7, and 1 for N = 100,
and a summary of the dense regimes. For simplicity, only the last of the structural
transitions is shown (see Sec. 8.4.
We investigate networks that grow by an elementary implementation of the copy-
ing mechanism, which depends on only a single parameter—the copying probability p
(Fig. 8.1). In our copying model, a network grows by adding nodes sequentially. Each
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simplicity of the copying rule and the formulation of a number of models that are based
on copying, most of their properties have thus far been studied primarily by numerical
simulations and/or qualitative arguments. As of yet, there has not been a rigorous
mathematical analysis of networks that are generated by copying mechanisms. The
main purpose of this is to fill this gap.
Figure 8.1: The copying model. A new node (filled circle) attaches to a random target
(open circle) and independently to each of the friends of the target (squares) with probability
p.
Figure 8.2: Realizations of the copying model for p = 0.1, 0.4, 0.7, and 1 for N = 100,
and a summary of the dense regimes. For implic ty, only the last of the structural
transitio s is shown (see Sec. 8.4.
We investigate ne works that grow by an elem ntary implementation of the copy-
ing mechanism, which depends on only a single parameter—the copying probability p
(Fig. 8.1). In our copying model, a network grows by addi g nodes sequentially. Each
148
(a) (b)
Figure 8.1: The scaled degree distributions in the sparse regime for (a) p = 0.1 and
(b) p = 0.4, For each N , the number of realizations is 1010/N .
This ordinary di↵ r ntial equation is still non-local, but it nevertheless admits the
lgebraic solution nk ⇠ k   for k   1. Substi uting this ansatz in (8.22) gives the
following transcendental relatio for the degree distribution exponent
  = 1 + p 1   p  2 . (8.23)
Equation (8.23) has two solutions in the ( , p) plane. One,   = 1, is unphysical
because it viol s the sum rule
P
k 1 nk = 1. The other appli s for 0  p < 12 . In
this case, the exponent   =  (p) is a mo otonically d creasing function of p, with
 (0) = 1 and  (12) = 2. Th feature that   is alw ys greater than 2 is consistent
with the sparseness of the network, in which hki =Pk 1 knk is finite.
Numerical results for the degree distribution in the sparse regime show that for
small k, the nk quickly converge to a stationary limit as a function of N (Fig. 8.1). For
larger k, the degree distribution slowly converges to a power-law asymptotic tail whose
exponent is consistent with the prediction given in (8.23). This convergence becomes
progressively slower as p approaches 12 . This slow approach to the asymptotic behavior
160
was previously observed in a related m del f r protein inter ction network [135], and
seems to stem from the nonlocality of th equation for the degree distribution.
8.3.2 Den e regime
(a) (b) (c)
Figure 8.2: The degree distributions in the dense regime for: (a) p = 0.6, (b) p = 0.75
a d (c) p = 0.9. For each N , the number of realiz tions is 1010/N .
The degree distribution has a very di↵erent nature in the dense regime. Instead
of a power-law tail, the degree distribution has a well-defined peak (Fig. 8.2) whose
location is determined by the mean degree, which grows as N2p 1, see Eq. (8.2a). An
important feature of the degree distribution in the dense regime is that the fractions
of nodes of degree k, nk, are no longer stationary. To show that the distribution is
not a power law as well as the lack of stationarity, let us assume the converse and
derive a contradiction. We thus assume that nk ⇠ k   and that nk is independent of
N . Using this form for nk, the number of links in a finite network is given by
L =
N
2
hki = N
2
kmaxX
k=1
knk ⇠ Nk2  max , (8.24)
where max denot s the largest expected de ree in a network of N nodes. We es-
timate thi max mal degree by the sta dard extremal conditi (see, e.g., [152])
N
P
k kmax nk = 1; namely, that there is of the order of a single node whose de-
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Figure 8.3: The degree distributions for two representative realizations of the copying
model for p = 0.75 for a network of N = 105 nodes. The data are averaged over a
20-point range.
increased propensity for the appearance of m-cliques — complete subgraphs of m
nodes. To investigate this feature, we extend the approach of Sec. 8.2 for the number
of links, to first account for the average number of triangles, and then the average
number of m-cliques for general m.
8.4.1 Triangles
We begin by giving a (trivial) lower bound for the number of triangles TN in a network
of N nodes. If there was no copying, the number of links LN would equal N   1 in
the resulting tree network, so that no triangles would exist. For each copying event,
the number of links increases by 1 while the number of nodes remains fixed, and at
least one triangle is created. This reasoning gives the bound
TN   LN   (N   1) . (8.26)
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For p < 12 , this bound, together with (8.2a), gives, for the average number of triangles,
T (N) ⌘ hTNi   2pN
1  2p .
We will see that the average number of triangles grows linearly with N when p < 12 ,
while for p > 12 , the growth of T (N) is superlinear in N .
In each successful copying event a triangle is generated that consists of the new
node, the target node and the neighbor that receives a copied link. We term this
triangle-generating mechanism as direct linking. If links to two neighbors of the
target are created, then two triangles necessarily arise by direct linking. Additional
triangles may be created by a process that we term induced linking : when links to
two neighbors of the target are created and these neighbors were previously linked,
then a third triangle is created (shaded in Fig. 8.1).
Figure 8.1: Counting triangles. The target node (open circle) has five neighbors (squares),
two of which are joined by ‘clustering’ links (heavy lines). When a new node (filled circle)
is introduced, three copying links (dashed) create three new triangles (one is hatched for
illustration) and one new triangle by induced linking (shaded).
To determine T (N), we need to account for both of these mechanisms. Suppose
that the target node has degree k and that its neighbors are connected via c ‘clustering’
links (Fig. 8.1). If a links to the neighbors are made by copying, the number of
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Figure 8.1: The transitivity ⌧(N) (solid symbols) and the local clustering coe cient
CC(N) (open symbols) versus the copying probability p for networks of di↵erent
sizes. The solid smooth curve is the analytical expression (8.48). The dotted curves
are guides to he eye.
p > 12 . In this dense region, however, the transitivity vanishes as N ! 1 so that
the lack of self averaging does not pose any di culties. Conversely, for su ciently
small p, where the transitivity is nonzero in the N ! 1 limit, the transitivity is
self-averaging and is determined from
⌧(N) ⌘ h⌧Gi = 3T (N)
S2(N)
, (8.46)
where T (N) is the average number of triangles and S2(N) is the average number of
twigs.
To determine the transitivity in the limit N ! 1, we need the average number
of triangles T (N), which is given by Eq. (8.31a) and the average number of twigs
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Figure 8.1: Semi-logarithmic plot of the distribution P (L,N) versus the scaled num-
ber of links for N = 104 and representative values of p. Data collected over 106
realizations for p up to 0.7 and 105 realiz tions for p = 0.9.
increases the degrees of many neighboring nodes, which, in turn, a↵ects the increment
in the number of links in later node additions. Thus the growth in the number of
links is governed by a correlated random-walk process and the central-limit theorem
is not applicable to infer the asymptotic form of P (L,N).
From Eqs. (8.2a) and (8.17), the ratio of the square root of the variance to the
average number of links,
p
V (N)/L(N) decays as N 1/2 for p < 14 and slower than
N 1/2 for larger p. This behavior suggests that p = 14 might be the point where
P (L,N) changes in character from Gaussian to non Gaussian. We also test the
Gaussianity of P (L,N) by measuring its skewness, µ3/ 3 where µn is the nth central
moment and   is the standard deviation of the probability distribution, and excess
kurtosis, µ4/ 4   3. Both these quantities are zero for the Gaussian distribution.
Numerically, we find that for p < 14 , the skewness and excess kurtosis do approach
zero as N ! 1, while for p > 14 , these quantities are both nonzero as N ! 1
(Fig. 8.2). These results indicate that the distribution P (L,N) is non Gaussian for
p > 14 .
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Figure 8.2: Skewness (solid symbols) and excess kurtosis (open symbols) of the link
distribution as a function of N .
When p > 12 , the standard deviation in the number of links
p
V (N) grows as L,
and this suggests that P (L,N) approaches the single-parameter scaling form,
P (L,N) ' 1
L(N)
 (L) with L = L/L(N) , (8.49)
as confirmed in Fig. 8.3. In many processes that are generated by a random-walk-like
process, the scaling function  (L) has the limiting forms [154–156]
  ln (L) ⇠
8>><>>:
L + L  1,
(1/L)   L⌧ 1 .
(8.50)
We now give heuristic arguments for the tail exponents  ± by considering the extreme
cases where L is: (i) as large as possible, and (ii) as small as possible, and matching
the distribution P (L,N) in these extreme cases to the hypothesized limiting form of
the full distribution.
The maximal number of links Lmax = N(N   1)/2 corresponds to generating a
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Figure 8.3: The scaled distribution of the number of links for the copying model with
p = 0.7.
complete graph. The probability C(N) to construct a complete graph is
C(N) = p p2 p3 . . . pN 2 ' exp  12N2 ln p  . (8.51)
Each factor pn gives the probability that the addition of a node to a complete graph
of n + 1 nodes leads to a complete graph of n + 2 nodes. In the dense regime
L(N) = A(p)N2p [see Eq. (8.2a)], so that the maximal value of the scaling variable
is Lmax = Lmax/L(N) ⇠ N2(1 p). Using this value of Lmax and matching (8.50) with
(8.51), we obtain [N2(1 p)] + ⇠ N2, from which we extract the large-L tail exponent
 + =
1
1  p .
Conversely, the smallest possible L arises if no copying connections are made, so
that the resulting network is a tree with L = Lmin = N   1. The probability that
no copying connections are made when a new node attaches to a node of degree k is
(1   p)k. Thus the probability to generate a tree is (1   p)P k, where the sum runs
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Figure 8.1: Numerical evaluation of the probability for network completeness, C(N)
from Eq. (8.57), for fixed p = 12 and representative values of q. The saturati n is
obvious, C(1) > 0 for all q > 0. The ultimate values of C(1) can be very small for
small q.
Figure 8.2: The N dependence of the number of links for second-neighbor copying
with q = p2.
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Figure 8.1: Numerical evaluation of the probability for network completeness, C(N)
from Eq. (8.57), for fixed p = 12 and representative values of q. The saturation is
obvious, C(1) > 0 for all q > 0. The ultimate values of C(1) can be very small for
small q.
Figure 8.2: The N dependence of the number of links for second-neighbor copy ng
with q = p2.
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9.2 Model
Our model, which we call the (c, q)-process, is a one-step extension to the classic ER
random network. It has two parameters, c, the average degree of the ER substrate,
and q the probability of transitive links. We generate an ensemble of random networks
with the parameters c and q as follows. First, draw an ER random network with
average degree c. On this network, identify all pairs of nodes joined by a mutual
neighbor (equivalently all motifs with three nodes and two links). Connect each
of these pairs independently wit probability q. Note that q controls the level of
clustering in the network. Henceforth we call links from the ER substrate as ‘ER-
links’ and links from the transitive linking process as ‘clustering’ links.
A node with ER degree k, has k(k   1)/2 pairs of neighbors. Each pair is
linked with probability q. Hence, the total number of clustering links is given byP
k Ne
 c ck
k!
k(k 1)
2 q = Nc
2q/2 ielding a total average degree of hki = c+ c2q. A more
Figure 9.1: 1-core, 2-core and 3-cores of an example network from t e (c, q)-process.
The solid (dashed) lines represent ER- (clustered-) links. The motifs around the larger
hatched node are labeled by their probabilities of occurring. I.e., u is the probability
tha a link not part of a triangle does ot l ad to the 3-core; (1 v) is the probability
that both edges of a triangle lead to the 3-core; while vw is the probability that
neither of the edges of the triangle lead to the 3-core.
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Figure 9.1: (top) Plot showing the 3-core for representative values of q. The values
of q from rig t to left in i↵er n regimes are (i) 0.02, 0.03, 0.04, 0.05, (ii) 0.06,
0.07, 0.08, (iii) 0.09, 0.1, (iv) 0.15, 0.2, 0.3 and 0.5. On the extreme right we see
the classic discontinuous emergence (regime i), whereas the other three regimes show
very di↵erent behavior. The forbidden region corresponds to impossible 3-core sizes
for a given c; its solid black borders are drawn to highlight this region.
ii. a double phase tra sition regime consisting of a continuous appearance of a
3-core followed by a discontinuous jump in size when 0.06 . q . 0.08.
iii. another double phase transition regime consisting of two continuous transitions
when 0.08 . q . 0.15,
iv. a single sudden but continuous appearance of a 3-core for q & 0.15.
We gather more evidence for the existence of regime ii and iii as follows. We first
study the susceptibility (variance over average as defined in [168]) of the giant 3-core
seen in the simulations. We see that the susceptibility shows two peaks as a function
of c, for each value of q in these regimes. The scaling of the first peak with system
size confirms that this is indeed a phase transition and not a finite size e↵ect.
Let us recall that the height of a susceptibility peak is expected to diverge with
system size for second order transitions, whereas it saturates to some value in the case
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of first order transitions. Here, in both regimes, the height diverges for the first peak,
suggesting a second order transition, but saturates for the second peak, suggesting a
first order transition (Fig. 9.2). Yet, we do not see a discontinuous gap in the size
of the 3-core at the second transition of regime iii, which we would expect if it was
a first order transition. The fact that the order parameter is already at a non-zero
value might explain the saturation of susceptibility, and therefore implies that the
scaling of susceptibility peaks with system size can not be interpreted traditionally
for a double phase transition.
Figure 9.2: (top) The susceptibility of our simulations for representative values of q
in regime ii and iii highlighting a double phase transition. Dashed and solid lines
are obtained on networks of size 106 (103 realizations) and 107 (102 realizations)
respectively. (bottom) The heights of the peaks of susceptibility for networks of size
N = 105.5 through N = 107. The number of realizations = 109/N . The circles
(squares) show the heights of the left (right) peaks. The fits to the left peaks show a
slope of 0.54 ± 0.04 for q = 0.09 and 0.47 ± 0.04 for q = 0.08. The fits to the right
peaks show slopes that are statistically indistinguishable from zero.
We further look at the slopes of the giant 3-core for values of q in these regimes,
and values of c close to the second peak in Fig. 9.3. The slopes however, suggest that
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the second transition is first order in regime ii since the slope diverges, but second
order in regime iii the slope exhibits a jump discontinuity, but does not diverge. We
therefore conclude that regime iii is a double phase transition which undergoes two
second order transitions, and that the scaling of susceptibility peaks does not reflect
the order of a transition when the order parameter is already non-zero.
Figure 9.3: Panel to the left (right) showing the jump (divergence) in the slope of the
giant 3-core size as a function of c for q = 0.09 (0.08).
We believe the reason for the existence of double transition is that the 3-core first
emerges through the triangles only and then eventually spread through regular links
too.
To understand the e↵ect of q on the size of the 3-core, we develop the following
analytical approximations: We calculate the 3-core sizes in random networks with the
same degree distribution as our (c, q)-process and in random networks with the same
joint degree-triangle distribution as our (c, q)-process. These calculations lead us to
conclude that the degree-distribution and clustering by themselves are not su cient
to explain the regimes of double transition. This also highlights the role of higher
order motifs in the (c, q)-process.
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9.3.1 Configuration model
Figure 9.4: Comparison between simulations of the (c, q)-process (solid light markers)
and analytical predictions using the configuration model (dashed light lines) and the
clustered configuration model (solid dark lines). We also compare the clustered config-
uration model to the rewired (c, q)-networks preserving degree-triangle distributions
( pen dark symbols)
The Configuration Model defines the ensemble of all random networks constrained
by a given degree distribution. We can find the size of the 3-core for this ensemble
through a set of self-consistent equations [193, 194]. The probability u, that a ran-
domly chosen link does not lead to the 3-core is given by,
u =
1
G(1)(1)
1X
a=0
(1  u)a
a!
G(a+1)(u) (9.2)
where G(z) is the generating function for the degree distribution [185] and G(j)(z) is
its j-th derivative. From Eq. (9.1), we can find that G(z) is given by,
G(z) = exp
⇥
c(zecq(z 1)   1)⇤ . (9.3)
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Chapter 1
Introduction
This dissertation explores two central themes of non-equilibrium statistical physics.
The first theme is centered around the ubiquitous process of random walks and Brown-
ian motion. Inspired by processes in nature, we introduce three simple models, where
we see how random walks and diffusive processes behave counter-intuitively under
various constraints. As most, if not all processes in nature are inherrently stochas-
tic, our results bear important consequences to complex systems found in statistical
physics, biophysics, ecology and social sciences.
We develop the first part of dissertation by first introducing some common tools
used in the first-passage process literature in Chapter 2. We define random walk and
Brownian motion. We derive the Fokker-Planck equation, which is the equation that
gives the evolution of the probability distribution function (PDF) in time. We then
use this equation to solve for PDFs under different boundary conditions to obtain
some familiarity with the techniques. In Chapter 3, we study a simple question
of intermediate crossings of a Brownian path. In this chapter, we investigate the
intermediate-level crossings in both space and time of a Brownian motion that first
reaches a final destination X at time T . The condition that the particle must reach
1
X for the first time at time T constrains the entire trajectory before time T in a
non-trivial way. We will study the consequences of this constraint on the following
basic properties of a Brownian particle with diffusivity D at intermediate stages on
its way to its first passage at (X,T ):
1. At an arbitrary intermediate time, what is the expected position x of the par-
ticle?
2. When does the particle first cross an intermediate level x < X?
3. When does the particle last cross this intermediate level?
In chapter 4, we investigate the features of a Brownian searcher, particularly we
study two as yet unexplored features of search with resetting: (i) N searchers, each of
which is reset at the same Poisson rate, to a “home base”, and (ii) deterministic reset,
in which the searchers return to the home base after a fixed operation time, rather
than the searchers being reset according to a fixed-rate Poisson process (Fig. 4.1).
The related situation of many searchers that are uniformly distributed in space, each
of which is reset to its own starting position at a fixed rate, was investigated in [1].
However, in the context of search for a missing person, it is natural that all the
searchers return to a single home base (or perhaps a small number of such bases).
Moreover, in such a search, activities are typically suspended at the end of daylight
or when searchers reach their physical limits. Thus it is also realistic to investigate
the situation in which all the searchers are reset to a given location at a fixed reset
time.
In Chapter. 5, we use random walk to model the foraging of on a lattice, initially
fully filled with food. In contrast to the optimal foraging models found in ecological
literature [2–4], recently, an alternative description was developed in which the forager
2
has no knowledge of its environment and no intelligence—the starving random walk [5,
6]. In this model, the forager is unaffected by the presence or absence of food and
thus always performs an unbiased random walk. Crucially, there is no replenishment
of resources so that the environment is gradually depleted because of consumption,
and the forager ultimately starves to death. In the starving random walk model,
when a forager lands on a food-containing site, all the food at this site is consumed.
Whenever a forager eats, it is fully sated and can subsequently hop S additional
steps without encountering food before it starves. However, if the forager lands on
an empty site, the forager goes hungry and comes one time unit closer to starvation.
We investigate a natural extension of the starving random walk in which the
forager has a minimal level of environmental awareness at the nearest-neighbor level.
Whenever the nearest neighborhood of a forager contains both empty and full (food-
containing) sites, the forager preferentially moves toward or away from one of the full
sites. We refer to the local propensity to move towards or away from food as “greed”,
which we quantify by a greediness parameter G, with −1 ≤ G ≤ 1. Positive values
of G correspond to a forager that moves preferentially towards food, while for G < 0,
the forager tends to avoid food in its local neighborhood.
In the second part of dissertation, we explore the properties of random networks
with high clustering. Specifically, we study three simple models of random networks
where links are formed via two different processes, 1. Random linking and 2. Transi-
tive linking. Random linking implies a node is connected to another node at random,
independend of the topology of the rest of the network. Transitive linking is a link
between two nodes which are both connected to a common node. In Facebook terms,
this would be connecting to a friend of a friend. The degree of clustering qualitatively
captures how many ‘mutual friends’ there exist between friends on average or how
many connected triads exist in the the network as a whole.
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In Chapter. 6 we introduce some important definitions on networks and the im-
portant tools used to solve network models. Specifically, we study the use of master
equations, generating functions and aggregation kinetics to solve for various impor-
tant network quantities like the distribution of node-degrees (number of links centered
around a node), the distribution of component sizes etc.
In Chapter. 7, we introduce a simple model inspired by Facebook, where the
starting network consists of N complete strangers with no links between them. This
might describe, for example, a set of entering students to a university in an unfamiliar
location. We assume that the population remains constant over the time scale that
social connections form. There are two distinct ways that connections are made:
• Direct Linking: An agent with either zero friends or one friend links to a ran-
domly selected agent.
• Transitive Linking: An agent with two or more friends introduces two of them
at random. These agents then create a link with a rate that is specified below.
These two mechanisms underlie the acquaintance model that was introduced by
Davidsen et al. [7]; for related work see [8, 9] and references therein. In [7], the
rates of these two linking processes were fixed and a steady state was achieved by
allowing any agent and all its attached links to disappear at a (small) rate and cor-
respondingly adding a new agent to the network to keep the number of agents fixed.
In this chapter, we impose a different, socially-motivated, mechanism that allows the
network to reach a non-trivial long-time state.
In Chapter. 8, we investigate networks that grow by an elementary implementation
of the copying mechanism, which depends on only a single parameter—the copying
probability p (Fig. 8.1). In our copying model, a network grows by adding nodes
sequentially. Each new node connects to a randomly chosen target node and, in
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addition, independently to each of the neighbors of the target with probability p. The
simplicity of this growth mechanism allows us to develop an analytical description of
many of the rich network properties that emerge.
Perhaps the most crucial structural change is the transition from sparse networks
for p < 1
2
, where the number of links LN in a network of N nodes grows linearly
with N , to dense networks, where LN grows super-linearly with N . In the sparse
regime, the network is “normal” in the sense that a typical realization of the network
is representative of the average behavior. In contrast, in the dense regime, p > 1
2
,
network growth is not self-averaging; namely sample-to-sample fluctuations do not
vanish even when the number of nodes N is very large. In addition, the copying
model undergoes infinitely many transitions at p = 2
3
, 3
4
, 4
5
, . . . where sudden changes
arise in the growth laws of the number of triangles and progressively higher-order
cliques—complete subgraphs of m nodes. Moreover, for intermediate values of p, the
resulting networks appear to be highly clustered (Fig. 8.2).
In Chapter. 9, we extend the classic Erdo¨s-Re´nyi (ER) random graph model,
which we call the (c, q)-process. It has two parameters, c, the average degree of the
ER substrate, and q the probability of transitive links. We generate an ensemble of
random networks with the parameters c and q as follows. First, draw an ER random
network with average degree c. On this network, identify all pairs of nodes joined by
a mutual neighbor (equivalently all motifs with three nodes and two links). Connect
each of these pairs independently with probability q. In this chapter we specifically
explore the properties of 3-cores which are maximal connected subgraph of a network
where each node has at least 3 neighbors. We show that transitive linking (or tri-
adic closure) leads to 3-cores emerging through single or double phase transitions of
both discontinuous and continuous nature. We also develop a k-core calculation that
includes clustering and provides insights into how high-level connectivity emerges.
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Part I
Random walks and Brownian
motion
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Chapter 2
Methods and Tools
2.1 Definition
A random walk in one dimension is defined as follows: a particle at position x at time
t, moves to x+ 1 at time t+ 1 with probability p, or moves to x− 1 with probability
q = 1−p (see Fig. 2.1). This process may be generalized to a process where step-sizes
and time-steps are drawn from a probability distribution with finite first and second
moments. Such a random walk process will converge to a Brownian process when we
take the limit where the mean step-size and the mean time for a single step tend to
zero. This limit is taken such that the ratio of variance of step-size to mean time for
single step goes to a finite value.
We can obtain the probability distribution of the random walker starting from x0
pq
x x+1x-1
Figure 2.1: Illustration showing a random walk as described in sec. 2.1
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after t steps as follows. The probability that the random walker has taken n+ steps
in the direction of increasing x and n− = t− n+ steps in the direction of decreasing
x is given by the binomial distribution,
P (n+, n−) =
(
t
n+
)
pn+qn− (2.1)
We know that the displacement x−x0 is given by n+−n−. Thus the current position
of the random walker, x is given by,
P (x, t) =

(
t
(x−x0+t)/2
)
p(x−x0+t)/2q(t−x+x0)/2, for (x− x0 + t) even,
0, for (x− x0 + t) odd.
(2.2)
2.2 Fokker-Planck Equation
A Fokker-Planck Equation is a deterministic partial differential equation that governs
how the probability distribution of position of a stochastically moving particle evolves
with time.
We can derive the Fokker-Planck equation for a diffusing (Brownian) particle from
first principles by starting from the discrete random walk. As in the previous section,
let us define P (x, t) as the probability of a random walker at the position x at time t.
In the continuum limit P (x, t)∆x will be the probability that the random walker is in
the interval (x, x+ ∆x) at time t. The random walk process is defined as follows, at
every time-step ∆t, the walker either steps ∆x to the left with probability p or steps
to the right with probability q = 1 − p. So we can write the evolution of P (x, t) as
follows,
P (x, t+ ∆t) = pP (x+ ∆x, t) + qP (x−∆x, t) (2.3)
9
Subtracting P (x, t) from both sides of this equation, we obtain,
P (x, t+ ∆t)− P (x, t) = p [P (x+ ∆x, t)− P (x, t)]− q [P (x, t)− P (x−∆x, t)]
∆t
∂P (x, t)
∂t
= p∆x
∂P (x, t)
∂x
− q∆x∂P (x−∆x, t)
∂x
∆t
∂P (x, t)
∂t
= p∆x
(
∂P (x, t)
∂x
+
∆x
2
∂2P (x, t)
∂x
)
− q∆x
(
∂P (x, t)
∂x
− ∆x
2
∂2P (x, t)
∂x2
)
∂P (x, t)
∂t
=
(
∆x2
2∆t
)
∂2P (x, t)
∂x2
+
(
(p− q)∆x)∂P (x, t)
∂x
(2.4)
We denote the two coefficients in the right-hand sideD = ∆x
2
2∆t
, the diffusion coefficient,
and v = (p − q)∆x
∆t
, the drift velocity. The diffusion coefficient is proportional to
the spread or the variance in position of the random walker. The drift velocity
is the velocity at which the mean position moves systematically in one direction.
When p = q = 1/2, the drift velocity is zero indicating that the diffusion process is
symmetric.
∂tP (x, t) = D∂xxP (x, t)− v∂xP (x, t) (2.5)
We can find the Green’s function solution for the PDE, by transforming the last
line of Eq. (2.4) to Fourier-Laplace domain (Fourier in space and Laplace in time)
and implementing the initial condition P (x, t = 0) = δ(x− x0).
sP (k, s)− P (k, t = 0) = −k2DP + ikvP (2.6)
where P (k, t = 0) = e−ikx0 , the Fourier-transform of the initial condition. This is a
simple algebraic equation in P (k, s) admitting the solution,
P (k, s) =
e−ikx0
s+Dk2 + ikv
(2.7)
10
Eq. (2.7) is of the form A(s+ b)−1, whose inverse-Laplace transform is just Ae−bt, so
we have
P (k, t) = e−ikx0e−(Dk
2+ikv)t (2.8)
Inverting this Fourier-transform we obtain,
P (x, t) =
1
2pi
∫ ∞
−∞
eik(x−x0)e−Dk
2t−ikvt dk
P (x, t) =
1
2pi
e−(x−x0−vt)
2/4Dt
∫ ∞
−∞
e−Dt[k+i(x−x0−vt)/2Dt]
2
dk
P (x, t) =
1√
4piDt
e−(x−x0−vt)
2/4Dt (2.9)
This gives us the probability distribution function of positions of the diffusing particle
at various times.
2.3 First Passage Processes
The term ‘First Passage Time’ is defined as the time at which a particular event
occurs for the first time in a stochastic process. We can formulate a simple first-
passage process for the random walk.
Let us define the first passage time of a random walk to be the first time the
particle crosses the origin when starting from x. We can derive a similar equation
as the Fokker-Planck equation for the probability distribution of first-passage times.
Let us define F (x, t) as the probability that a trajectory hits the origin for the first
time at time t. In the continuum limit F (x, t)∆t will denote the probability that a
trajectory hits the origin for the first time in the time interval (t, t+ ∆t). Following
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the same steps as in the previous section,
F (x, t+ ∆t) = qF (x+ ∆x, t) + pF (x−∆x, t) (2.10)
That is, the probability that the particle reaches the origin at time t + ∆t starting
from position x is the same as the probability that the particle steps to the right to
x+ ∆x times the probability that it then reaches the origin in the remaining t time-
steps, or it first takes a step to the left and then reaches the origin in t time-steps.
After following similar steps as in the previous section, this leads to a similar equation
as Eq. (2.4) but with the sign of v reversed.
∂tF (x, t) = D∂xxF (x, t) + v∂xF (x, t) (2.11)
2.4 Image-method
The image-method to solve for the first-passage time to one absorbing boundary is
inspired by an analogous problem in electrostatics, where one has to find the electric
potential due to a point charge in presence of an infinite metal plate. The diffusion-
version of the same problem goes as follows: suppose we have a diffusive particle
initially at x0 at t = 0 and there exists and absorbing boundary at x = 0, what is the
probability distribution as a function of time? We know the answer to this question
in the absence of the absorbing boundary is a Gaussian PDF centered around x0. As
in the electro-static case, we can place a diffusive particle but with a negative sign
at −x0, which will lead to an evolving negative probability density that has equal
magnitude at x = 0 to the positive probability-density due to the ‘charge’ at x = x0.
The positive and negative densities will cancel to give us a density at x = 0 to be
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zero at all times. As this configuration of positive and negative probability densities
is also a solution to the original Fokker-Planck equation and satisfies the required
boundary condition, this must be the right solution!
Putting the above method to the case of an absorbing boundary at the origin, we
get,
P (x, t) =
1√
4piDt
[
e−
(x−x0−vt)2
4Dt −Qe− (x+x0−vt)
2
4Dt
]
(2.12)
where Q is the ‘charge’ or weight of the anti-Gaussian image. We have to set Q such
that the probability density at the origin is zero for all time.
P (0, t) =
1√
4piDt
[
e−
(x0+vt)
2
4Dt −Qe− (x0−vt)
2
4Dt
]
P (0, t) =
1√
4piDt
[
e−
x20
4Dt
−x0v
2D
− v2t
4D −Qe− x
2
0
4Dt
−x0v
2D
− v2t
4D
]
(2.13)
From Eq. (2.13) we see that Q = e−
x0v
D renders P (0, t) = 0 for all t!
We can use Eq. (2.12) to solve for the first-passage time distribution. The first-
passage probability is just the flux of the probability distribution at the origin, which
is given by,
F (x, t) =
∣∣∣∣D∂P (x, t)∂x
∣∣∣∣
x=0
=
x√
4piDt3
e−(x+vt)
2/4Dt (2.14)
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Chapter 3
Intermediate-Level Crossings
3.1 Introduction
1While Brownian motion has been extensively studied and much is well understood
about this process (see, e.g., [10–13]), a number of simple questions continue to be
investigated when the motion is subject to a constraint. Some examples of this genre
include determining the time that Brownian path spends in a range dx about a point
x [14–16], the area swept out by a Brownian motion when it first returns to the
origin [17–20], and the time when a one-dimensional Brownian motion, which starts
at x > 0, attains its maximum before first crossing the origin [21, 22]. There has
also been considerable study on the topic of level-crossings, namely, the crossings of a
given point on the line, for both Brownian motion [23, 24] and for general stochastic
processes [25–27], as well as investigations of the crossings of a time-dependent level
(see, e.g., [11, 23,28–32]).
Given these extensive studies, it is surprising that some basic issues about level
1©SISSA Medialab Srl. This chapter has been reproduced by permission of IOP Publishing. All
rights reserved
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T
x
tf tl
Figure 3.1: Illustration of the quantities under study. Shown is a schematic first-
passage path from (0, 0) to (X,T ). At some intermediate time (dashed line), the
particle is at position x. At some intermediate level (dotted line), the first- and
last-crossing times of this level are tf and t`.
crossings seem to have not yet been fully addressed. In this chapter, we investigate
the intermediate-level crossings in both space and time of a Brownian motion that
first reaches a final destination X at time T . The condition that the particle must
reach X for the first time at time T constrains the entire trajectory before time T in
a non-trivial way. We will study the consequences of this constraint on the following
basic properties of a Brownian particle with diffusivity D at intermediate stages on
its way to its first passage at (X,T ), as illustrated in Fig. 3.1:
1. At an arbitrary intermediate time, what is the expected position x of the par-
ticle?
2. When does the particle first cross an intermediate level x < X?
3. When does the particle last cross this intermediate level?
15
3.2 Preliminaries: Intermediate Crossings for Un-
constrained Brownian Motion
Consider a Brownian particle in one dimension that starts at the origin. We will
make extensive use of two important characteristics of this Brownian motion: (i) the
occupation probability and (ii) the first-passage probability. These quantities are,
respectively:
P (X,T ) =
1√
4piDT
e−X
2/4DT F (X,T ) =
|X|√
4piDT 3
e−X
2/4DT . (3.1)
Here P (X,T ) is the probability that a Brownian particle moves a distance X from
its starting point over a time T , while F (X,T ) is the probability that the particle
first reaches this point at time T [33]. One of the intriguing aspect of a Brownian
trajectory in one dimension is that it ultimately reaches any point on the infinite
line. However, even though the trajectory is guaranteed to eventually reach any
point X 6= 0, the mean time to reach an arbitrary point is infinite. This dichotomy
arises because the probability that the trajectory first reaches position X at time T
asymptotically decays as T−3/2, from which the mean time to reach X is infinite.
For a Brownian particle that starts at (0, 0) and ends at (X,T ), we now ask:
where is the particle and what is its probability distribution of positions at an earlier
time t < T? The probability that the particle propagates from (0, 0) to (X,T ) may
be written as the convolution of the probabilities for the path from (0, 0) to (x, t) and
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the path from (x, t) to the final location (X,T ):
P (X,T ) =
∫
P (x, t) P (X−x, T − t) dx
=
∫
e−x
2/4Dt
√
4piDt
e−(X−x)
2/4D(T−t)√
4piD(T−t) dx . (3.2)
Integrating over x reproduces, after some simple algebra, P (X, t) in Eq. (3.1). For
later convenience we introduce the dimensionless time τ= t/T and the dimensionless
length χ=x/X. By maximizing the integrand with respect to x, it is straightforward
to derive that the integrand has its maximum when x = τX. That is, the particle
moves a fraction τ of the final distance in a fraction τ of the total time, a well-known
property of Brownian motion [34].
Finally, we compute the probability P(x, t) that the particle is at x at time t,
given that it is at X at time T . This quantity equals the probability for the subset of
Brownian paths from (0, 0) to (X,T ) that reach x at time t divided by the probability
for all Brownian paths from (0, 0) to (X,T ):
P(x, t) = P (x, t) P (X−x, T−t)
P (X,T )
=
e−x
2/4Dt
√
4piDt
e−(X−x)
2/4D(T−t)√
4piD(T−t) ×
√
4piDT eX
2/4DT
=
e−(x−τX)
2/4DTτ(1−τ)√
4piDTτ(1− τ)
≡
√
α
pi
e−α(χ−τ)
2/τ(1−τ)√
τ(1− τ) , (3.3)
where we have rewritten the last line in terms of χ ∈ (−∞, 1), τ ∈ (0, 1), and the
dimensionless parameter α = X2/4DT , which demarcates whether the full trajectory
is ballistic, for α 1, or diffusive, for α 1.
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From Eq. (3.3), the probability distribution to reach an intermediate point x at
dimensionless time τ is a Gaussian centered at χ = τ whose width
√
τ(1− τ) is
maximal for τ = 1
2
and vanishes for τ → 0 and τ → 1. The physical message from
these results is that the average position of a Brownian particle that starts at (0, 0)
and ends at (X,T ) interpolates linearly between 0 and X as the time increases from
0 to T [34].
In a similar vein, we now determine when the Brownian particle first crosses and
last crosses an intermediate position x < X, given that the particle is at X (not
necessarily for the first time) at time T . More generally, we compute the probability
distributions for these two events. Using the same reasoning that led to Eq. (3.3),
the probability F(x, t) that the particle first crosses x at time t is given by:
F(x, t) = F (x, t)P (X − x, T − t)
P (X,T )
. (3.4a)
That is, the first-crossing probability equals the probability for a Brownian particle,
which starts at (0, 0), to first reach (x, t)—hence the factor F (x, t)—times the proba-
bility that the particle propagates from (x, t) to (X,T ), normalized by the probability
for all Brownian paths that propagate from (0, 0) to (X,T ).
Similarly, the probability L(x, t) that the last crossing of x occurs at time t is:
L(x, t) = P (x, t)F (X − x, T − t)
P (X,T )
. (3.4b)
The reasoning that underlies (3.4b) is slightly more involved than that for (3.4a).
For (x, t) to be the last crossing, the remaining trajectory must be a time-reversed
first-passage path from (X,T ) to (x, t). This constraint guarantees that the crossing
at x is the last one in the full trajectory to (X,T ).
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Figure 3.2: First-crossing probability F(χ, τ) (red, solid) and last-crossing probability
L(χ, τ) (blue, dashed) for illustrative values of α and χ when the initial trajectory is
an otherwise unrestricted Brownian path from (0, 0) to (X,T ). For small α, F(χ, τ)
changes from unimodal to bimodal as χ increases. For large α (almost ballistic tra-
jectory), the first-crossing and last-crossing times are close to each other.
Substituting the explicit forms for the occupation and first-passage probabilities
from Eqs. (3.1) and performing some straightforward algebra, the first-crossing and
last-crossing probabilities are, after expressing all variables in dimensionless form:
F(χ, τ) =
√
α
pi
|χ|√
τ 3(1− τ) e
−α(χ−τ)2/[τ(1−τ)] ,
L(χ, τ) =
√
α
pi
|1− χ|√
τ(1− τ)3 e
−α(χ−τ)2/[τ(1−τ)] .
(3.5)
It is apparent that F(χ, τ) = L(1−χ, 1−τ), and vice versa, so that we only need
to study one of these quantities. Figure 3.2 shows the time dependence of the first-
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crossing probability F(χ, τ) for three representative values of α and χ. The first-
crossing probability clearly becomes bimodal for small α and χ → 1. On the other
hand, for α → ∞, so that the trajectory becomes progressively more ballistic, the
first- and last-crossing probabilities must approach each other.
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Figure 3.3: (a) Loci of the extrema of F(χ, τ) in the α-τ plane for various values of
χ when the initial trajectory is an otherwise unrestricted Brownian path to (X,T ).
For a given α and χ, the extrema occur at the values of τ where the line α = const.
intersects the curve that corresponds to a given χ. (b) Zoom near the critical point
(3
4
, 1)
To determine where in the χ-α plane that the first-crossing probability changes
from unimodal to bimodal, we first need to locate the extrema of F(χ, τ) for each
value of χ. Differentiating F(χ, τ) with respect to τ and setting the result to zero
gives the cubic equation
4τ 3 + (2α− 4αχ− 7)τ 2 + (3 + 4αχ2)τ − 2αχ2 = 0 , (3.6a)
and solving for α gives
α =
(4τ 3 − 7τ 2 + 3τ)[
(4χ− 2)τ 2 − 4χ2τ + 2χ2] . (3.6b)
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These loci for α are plotted as a function of τ for various values of χ in Fig. 3.3(a).
For given α and χ, the extrema occur at the τ values where the line α = const.
intersects the branches of the curve for a given χ. For example, in Fig. 3.3(a), when
α = 0.5 and χ = 0.9, F has three extrema at τ = 0.32, 0.64, and 0.99, as indicated
by the dots. On the other hand for α = 1.25 and χ = 0.7, there is a single extremum
(circle). When χ ≈ 0.75, the regime of bimodality extends over the widest range of
α. We plot the phase boundary (Fig. 3.4) on the χ-α plane by scaning across χ and
numerically finding the range of α values at which three extrema occur.
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α
χ
unimodal
b e
bimodal
d
(b)
Figure 3.4: (a) Phase diagram, showing the domains in the parameter space where
the first-crossing probability is unimodal and where it is bimodal for an unrestricted
Brownian path from (0, 0) to (X,T ). The points marked a, b, c are at (0, 7
2
−2√3),
(0.747835 · · · , 1.09325 . . .), and (1, 1
2
), respectively. (b) Detail near the cusp in the
phase boundary; the points marked d, e are at (3
4
, 1) and (3
4
, 4(2−√3)), respectively.
The behavior near the critical point (τ, α) = (3
4
, 1) is particularly intriguing
(Fig. 3.3(b)). For a given value of χ that is less than but very close to χ = 3/4,
there are two distinct sets of solutions—one set with α slightly less than 1 and an-
other set with α slightly larger than 1. There is also a small gap between these two
solution sets, as indicated in Fig. 3.3(b) for the cases χ = 0.749 and χ = 0.7499. The
consequence of this feature is that the unimodal to bimodal phase boundary is not
single valued near the cusp, as shown in Fig. 3.4. It is quite remarkable that such a
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simple question about a Brownian path—namely the time for the path to cross an
intermediate position—leads to such a rich phenomenon.
3.3 Intermediate Crossings for First-Passage Paths
We now turn to the properties of intermediate crossings for first-passage paths, where
the first-passage constraint for the full trajectory from (0, 0) to (X,T ) significantly
affects the global nature of intermediate trajectory and concomitantly, the interme-
diate crossings. We divide our discussion into: (i) the location of the particle at an
arbitrary intermediate time and (ii) the time when the particle crosses an arbitrary
intermediate position.
3.3.1 Intermediate Crossing Position
At a time t < T , we again ask: what is the probability P(x, t) that the particle is
at position x, given that the particle first reaches X at time T? We determine this
probability, following the same approach that led to Eq. (3.3), by decomposing the
trajectory into the segment up to time t and the remaining segment from T − t to
T . The first segment is a Brownian path to (x, t), but now subject to the constraint
that it can not reach X, because reaching X would mean that the full trajectory
is not a first-passage path to (X,T ). To implement this constraint we impose an
absorbing boundary condition at X by augmenting the initial Gaussian with an anti-
Gaussian image distribution that is centered at 2X [12,33]. We denote the probability
distribution in the presence of this absorbing boundary condition as PA(x, t). The
second segment from T − t to time T is simply a first-passage path between these two
points.
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Assembling these elements, we have
P(x, t) = PA(x, t) F (X−x, T−t)
F (X,T )
=
1√
4piDt
[
e−x
2/4Dt−e−(2X−x)2/4Dt
] |X−x|√
4piD(T−t) e
−(X−x)2/4D(T−t)
|X|√
4piDT 3
e−X
2/4DT
. (3.7)
By expressing all quantities in terms of the dimensionless variables introduced previ-
ously, the above expression simplifies to
P(χ, τ) =
√
α
pi
|1− χ|√
τ(1− τ)3 e
−α
[
(1−χ)2−(1−τ)
]
/(1−τ)
[
e−αχ
2/τ − e−α(2−χ)2/τ
]
=
√
α
pi
|1− χ|√
τ(1− τ)3 e
−α(χ−τ)2/[τ(1−τ)] [1− e−4α(1−χ)/τ] . (3.8)
Notice that τ lies in (0, 1) by construction, but χ can range from −∞ to 1.
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Figure 3.5: Heatmaps of the conditional occupation probability P(χ, τ) for a first-
passage path from (0, 0) to (X,T ) for illustrative values of α in the τ -χ plane. The
smooth curve shows the time dependence of the most probable location of the par-
ticle. For small α, the trajectory is initially repelled from its final destination. The
distribution is most diffuse near τ = 1
2
and most localized near τ = 0 and τ = 1.
The behavior of P(χ, τ) is quite rich, as illustrated in Fig. 3.5. For small α
(diffusive limit), the particle must initially move in the negative-x direction so as to
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ensure that it does not hit X before time T . A related type of repulsion arises in
the positions of a set of N random walkers that all start a finite distance away from
an absorbing point subject to the constraint that none of them are absorbed up to
a given time [35]. As α is increased, corresponding to a more ballistic and hence
more deterministic trajectory from (0, 0) to (X,T ), the spread in the probability
distribution correspondingly decreases.
The extent of the repulsion may be quantified by the minimum value of xmp(τ),
the most probable location of the trajectory as a function of rescaled time. For
α → 0, the difference between the initial and final positions becomes immaterial so
that we can approximate the minimum value of xmp(τ) by xmp(τ =
1
2
). Using this
simplification in Eq. (3.8), the probability distribution at τ = 1
2
simplifies to
P(χ, 1
2
) ∝ √αe−α y e−4αy2 sinh(4αy) , (3.9)
where y = χ − 1. Finding the maximum of this latter expression is now elementary
and we find that for α→ 0, the minimum on the most probable trajectory is located
at
y∗ ' − 1
2
√
α
.
Thus for α→ 0, the most probable trajectory is strongly repelled from the final point
for τ < 1/2 and subsequently is strongly attracted to this final point.
3.3.2 Intermediate Crossing Times
Parallel to the discussion given for the pure Brownian path, we now compute the
distribution of times when the first-passage trajectory to (X,T ) crosses an interme-
diate level x ∈ (0, X). We shall consider the case x < 0 separately in section 3.4
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as the calculation details are different. We also separately consider the cases of the
first crossing and the last crossing because the calculational details and the results
for these two cases are quite different.
First-crossing probability
As in the case where the full trajectory is an unconstrained Brownian path that starts
at (0, 0) and ends at (X,T ), we decompose the trajectory into an initial segment that
starts at (0, 0) and crosses x for the first time at time t, and a final segment that starts
at (x, t) and crosses X for the first time at time T . Here the analog of Eq. (3.4a) is
F(x, t) = F (x, t)F (X − x, T − t)
F (X,T )
. (3.10)
We now substitute the relevant first-passage probabilities from (3.1) into the above
equation to obtain
F(x, t) = |x|√
4piDt3
e−x
2/4Dt |X − x|√
4piD(T − t)3 e
−(X−x)2/4D(T−t)
/
|X|√
4piDT 3
e−X
2/4DT .
(3.11)
In terms of the dimensionless variables α, χ, and τ , the above expression simplifies,
after some straightforward algebra, to
F(χ, τ) =
√
α
pi
|1− χ| |χ|[
(1− τ)τ]3/2 e−α(τ−χ)2/[τ(1−τ)] . (3.12)
Once again, the qualitative behavior of this first-crossing probability depends in
an essential way on the value of α (Fig. 3.6). For large α (ballistic limit) F(χ, τ) is
sharply peaked about the point τ = χ. Thus in this ballistic limit, the most probable
time for a Brownian particle to first reach a distance x is simply equal to x. Moreover,
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Figure 3.6: First-crossing probability F(χ, τ) (red, solid) and the last-crossing prob-
ability L(χ, τ) (blue, dashed) for illustrative values of α and χ when the initial tra-
jectory is a first-passage path from (0, 0) to (X,T ). For small α, F(χ, τ) is bimodal
while L(χ, τ) is unimodal and sharply peaked as τ → 1. For large α (almost ballistic
trajectory), the first-crossing and last-crossing times nearly coincide.
the distribution in (3.12) reduces to a Gaussian form for χ ≈ τ .
Conversely, in the diffusive limit of α → 0, and for τ  α and 1− τ  α (i.e., τ
not too close to 0 or 1), the probability density function is controlled by the factor[
τ(1− τ)]−3/2, which is similar to, but more singular than the arcsine law [13]. The
surprising result for this limit is that a Brownian particle is most likely to cross an
arbitrary intermediate level either at the very beginning or at the very end of its
trajectory.
A remarkable aspect of the first-crossing probability (3.12) is its invariance under
the simultaneous interchanges τ → 1−τ and χ→ 1−χ. We can give a simple graphical
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Figure 3.7: (a) A first-passage path that consists of a solid and dashed segment with a
first-crossing at (χ, τ). Interchanging the order of these segments gives a first-crossing
at (1−χ, 1−τ).
argument to justify this symmetry (Fig. 3.7). In (a), a first-passage path from (0, 0)
to (X,T ) is comprised of a first crossing (dashed) to (χ, τ) (in scaled units) and the
remaining segment to (X,T ) (solid). Interchanging these two segments leads to a
first-crossing segment to (1−χ, 1−τ) and the remaining segment to (X,T ). Since
the segments are independent, the probability for these two first-passage paths in the
figure are identical and thus F(χ, τ) = F(1−χ, 1−τ).
Figure 3.8: (a) First-passage paths that first cross an intermediate level near τ = 0
or τ = 1 on an exaggerated scale to emphasize the limit α  1. (b) A first-passage
path that first crosses the intermediate level near τ = 1
2
.
We can apply this same perspective to argue that F is bimodal for α 1. Indeed,
let us compare a first-passage path to the final point that has its first crossing close to
τ = 0 or τ = 1, and a first-passage path that has its first crossing near τ = 1/2. In the
former case (see Fig. 3.8(a)), the remainder of the path away from the first crossing
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must be repelled from the final point. The probability for such a first-passage path
from (0, 0) to (X,T ) scales as T−3/2 for α  1. On the other hand, the probability
for a path that first-crosses χ near T/2 is the product of the probabilities of two first-
passage paths of duration T/2, namely
(
T−3/2/2
)2
, which is much less than T−3/2.
Thus a first-crossing near T/2 is unlikely for α 1.
To determine where in the phase space the transition in F between unimodality
and bimodality occurs, we again determine the extrema of F . Following the same
procedure that led to Eq. (3.6), we obtain the cubic equation for the location of the
extrema
6τ 3 + (2α− 4αχ− 9)τ 2 + (3 + 4αχ2)τ − 2αχ2 = 0 ,
and the resulting solutions for α are plotted as a function of τ for various values of
χ in Fig. 3.9(a). For given α and χ, the extrema occur at the τ values where the
line α = const. intersects the curve corresponding to a given χ. Figure 3.9(b) shows
the region of the phase diagram where the first-crossing probability is unimodal and
where it is bimodal. As a result of the symmetry of F , the phase diagram is symmetric
about the point χ = 1
2
. Also, unlike in the case of unconstrained Brownian path, the
phase boundary is single-valued.
Last-crossing probability
We now determine when the particle crosses a specified intermediate level for the last
time. In principle, we may perform this calculation by decomposing the trajectory
into an initial segment from (0, 0) to the last crossing of x at time t, and a remaining
first-passage segment from (x, t) to (X,T ). The subtle feature here is that this second
segment must also obey the constraint that this segment always remains greater than
x, so that no additional crossings of x occur after time t. To satisfy the latter
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Figure 3.9: (a) Loci of the extrema of F(χ, τ) in the α-τ plane for various values of χ
when the initial trajectory is a first-passage path to (X,T ). For a given α and χ, the
extrema occur at the values of τ where the line α = const. intersects the curve that
corresponds to a given χ. (b) Phase diagram, showing where in the parameter space
the first-crossing probability, for a first-passage Brownian path from (0, 0) to (X,T ),
is unimodal and where it is bimodal. The points marked a, b, c are at (0, 9
2
− 3√2),
(1
2
, 3
2
), and (1, 9
2
− 3√2), respectively.
condition, we must also impose an absorbing boundary condition at x. Thus the
particle begins the second segment at the absorbing boundary, so that the first-
passage probability to (X,T ) would equal zero. To sidestep this pathology, we could
start the particle at x+ dx and take the limit dx at the end of the calculation. This
limiting process is a delicate, however, and we therefore give an alternative approach
that avoids any limiting processes. The price, however, is the necessity to break the
trajectory into three segments (Fig. 3.10).
In this alternative approach, the first segment is a Brownian path that starts at
(0, 0) and reaches the last crossing of x at time t`. An absorbing boundary at X must
be imposed to ensure that this segment never reaches X before T . We now break
the remaining segment from (x, t`) to (X,T ), into two sub-segments with respect to
an arbitrary point (y, s), with x < Y < X and t` < s < T . The left sub-segment
is a backward-propagating first-passage path from (y, s) to (x, t`) and the right sub-
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Figure 3.10: Zoom of the first-passage path in Fig. 3.1, with the decomposition of the
segment from t` to T into a time-reversed first-passage path from (y, s) to (x, t`) and
a first-passage path from (y, s) to (X,T ).
segment is a forward-propagating first-passage path from (y, s) to (X,T ). The choice
of intermediate point (y, s) is arbitrary, so that the final result must be independent
of s after integrating over all y.
Thus we have
L(x, t) = PA(x, t)
∫ X
x
FA(y − x, s− t)FA(X − y, T − s)dy
F (X,T )
. (3.13)
Making use of standard results for the first-passage probability in the interval [33],
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Figure 3.11: (a) Comparison of the first-crossing probability F(χ, τ) and (b) the
last-crossing probability L(χ, τ) for representative values of α for the specific case of
χ = 1/2. As α increases F(χ, τ) remains symmetric, but changes from bimodal to
unimodal, while L(χ, τ) merely moves systematically toward τ = 1.
the integral in (3.13) is
∫ X
x
FA(y − x, s− t)FA(X − y, T − s)dy
=
∫ X
x
4pi2D2
(X−x)4
∞∑
m,n=1
(−1)mnm sin
(
npiy
X−x
)
sin
(
mpiy
X−x
)
e−pi
2D[n2(s−t)+m2(T−s)]/(X−x)2dy
=
2pi2D2
(X − x)3
∞∑
n=1
(−1)nn2e−n2pi2D(T−t)/(X−x)2 . (3.14)
To obtain the third line, the orthogonality relation
∫ 1
0
2 sin(npix) sin(mpix)dx = δmn
has been used.
Substituting the above expression, together with the previously derived forms for
PA(x, t) and F (X,T ) in Eq. (3.13), and using the dimensionless variables χ, τ and α,
we finally obtain
L(x, t) =
( pi2eα
8α2
√
τ(1−χ)3
) [
e−αχ
2/τ−e−α(2−χ)2/τ
] [∑
(−1)nn2e−n2pi2(1−τ)/[4α(1−χ)2]
]
.
(3.15)
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When α 1, for 1−τ  α (τ not too close to 1), the first term in the sum dominates
and the last-crossing probability reduces to
L(χ, τ) ∼ e
−A(1−τ)
τ 1/2
, (3.16)
with A = pi2/[4α(1 − χ)2]. In this limit, the last-crossing probability increases ex-
ponentially with τ as τ → 1 (Fig. 3.11). Conversely, when α  1, the last-crossing
probability is sharply peaked at τ = χ. This feature is a result of the trajectory
becoming nearly ballistic. When α  1, the first and last crossing times coincide
because there is little stochasticity in the trajectory.
3.4 First and Last Crossings to x < 0
Thus far, we have tacitly assumed that the intermediate position is between 0 and X.
With this constraint, every path from (0, 0) to (X,T ) must necessarily pass through
any intermediate position. We now investigate the first- and last-crossing probabilities
when the intermediate position x < 0. Here the probability that a first-passage path
from (0, 0) to (X,T ) actually reaches x is less than one. The decomposition of the first
passage path into a segment from the start to the crossing point and from the crossing
point to the final point still applies, but there are additional subtleties associated with
the intermediate point being negative.
Again, we separately consider the first- and last-crossing probabilities. It is conve-
nient to define z = |x|, which is manifestly positive. The distribution of first-crossing
times to z is formally given by
F(z, t) = FA(z, t)F (X + z, T − t)
F (X,T )
. (3.17)
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The constituent first-passage probability FA(z, t) is subject to the constraint that X
cannot be reached before time t; this requirement ensures that the full path is actually
a first-passage trajectory to (X,T ). The second segment from (z, t) to (X,T ) is a
first-passage path between these two points without any additional constraints.
To obtain FA(z, t), we again solve the diffusion equation in the interval between
z = −x and X, with absorbing boundary conditions at both ends, and then compute
the flux to the boundary point z for a particle that starts at the origin. By standard
methods [33], this computation gives
FA(z, t) =
2piD
(X + z)2
∞∑
n=1
sin
(
npiz
X + z
)
e−n
2pi2Dt/(X+z)2 . (3.18)
Thus the first-crossing probability is
F(z, t) =
2piD
(X+z)2
∞∑
n=1
n sin
(
npiz
X + z
)
e−n
2pi2Dt/(X+z)2 |X+z|√
4piD(T−t)3 e
−(X+z)2/4D(T−t)
|X|√
4piDT 3
e−X
2/4DT
(3.19)
In dimensionless variables, the above expression simplifies to
F(χ, τ) = pie
α[1−τ−(1+χ)2]/(1−τ)
2α(1 + χ)(1− τ)3/2
∞∑
n=1
n sin
(
npiχ
1 + χ
)
e−n
2pi2τ/[4α(1+χ)2 . (3.20)
For α→ 0, for τ  α, the first term in the sum is dominant so that
F(χ, τ) ∼ e
−Aτ
(1− τ)3/2 α→ 0 , (3.21)
with A = pi2/
[
4α(1 + χ)2
]
. Conversely, for α → ∞, Fig. 3.12 shows that F(χ, τ) is
peaked at τ = χ
1+χ
. The particle thus moves ballistically in the negative-x direction
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Figure 3.12: (a) The first-crossing probability F(χ, τ) and (b) the last-crossing
probability L(χ, τ) for χ = −1/2 for a range of α values. The distributions have been
rescaled so that they fit on the same range.
to reach −x in a fraction χ
1+χ
of the total time and then moves ballistically in the
positive-x direction to reach X at time T .
The distribution of last-crossing times has the identical form to that given in
Eq. (3.15) for the case where x > 0, except for the substitution x→ −x. For α 1,
the last crossing necessarily occurs very close to the final time τ = 1. For α  1,
the overall trajectory is a straight line in the negative-x direction to the intermediate
point and then another straight line in the positive-x direction to the final point. In
this limit, the first- and last-crossing probabilities become progressively more similar,
as expected intuitively.
34
Appendix
3.A Simulating crossings to intermediate levels
In this section we describe our methods to simulate a random walk by making maximal
use of the first-passage results. Let us look at the case of obtaining the probability
distribution of intermediate crossings of the first passage path. One can obtain this
probability distribution by simulating a discrete random walk process. However, this
involves a lot of steps which do not contribute to the actual events we care about.
We can run a more efficient simulation, using the prior knowledge of first passage
times and exit current distributions. We define n number of levels along the x-
axis. These are the levels at which we require the first crossing distributions. The
Brownian particle starts at the origin and then makes successive jumps either to the
level immediately below with probability x/L or immediately above with probability
1− x/L where x is the distance to the level below and L is the distance between the
upper and lower levels. And the time is updated by drawing a random number from
the probability distribution F−(t) if the particle is going to the lower level or F+(t) if
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the particle is going to the upper level, given by,
F−(t) =
2piD
L2
∞∑
n=1
sin
(npix
L
)
e−n
2pi2Dt/L2 ,
F+(t) =
2piD
L2
∞∑
n=1
sin
(
npi(L− x)
L
)
e−n
2pi2Dt/L2 . (3.22)
The lookup tables for each possible combination of levels are prepared in advance.
This reduces the time to generate each random variable from the conditional first-
passage distribution. Note that in this algorithm, the particle makes O(n2) jumps,
before exiting through the top-most level. We can make this process more efficient,
but visiting levels only those levels not visited before, as we are interested only in the
first crossing times. Hence, having to make only O(n) jumps (refer Fig. 3.A.1).
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Figure 3.A.1: Showing the two protocols for simulating a continuous Brownian mo-
tion. (a) when adjacent levels are considered for the jump (b) Only levels never visited
before are considered for the next jump. Note, the levels need not be equi-spaced as
shown in this figure.
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Chapter 4
Stochastic Search
4.1 Introduction
1Stochastic searching [36] underlies many biological processes [37–39], animal forag-
ing [2, 40–43], as well as operations to find missing persons or lost items [44–46]. In
these settings basic goals are to maximize the probability that the target is actually
found and to minimize the time and/or the cost required to find the target. In re-
sponse to these challenges, a wide variety of search algorithms have been extensively
investigated and rich dynamical behaviors have been uncovered [47,48].
Typically, one or perhaps multiple searchers move in some fashion through a
search domain to locate either a single target or a series of targets. The most naive
setting is that of a single searcher has no information about the target and moves by
random-walk, or equivalently, diffusive motion. Such a search is generally hopelessly
inefficient because the target may not be found, for spatial dimension d ≥ 3, or the
average search time is infinite. Thus much effort has been directed to uncover more
1©SISSA Medialab Srl. This chapter has been reproduced by permission of IOP Publishing. All
rights reserved
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effective search strategies
Many such possibilities have been investigated. One natural mechanism is to
allow the searcher to move according to a Le´vy flight (see, e.g., [42, 49, 50]), so that
the search can quickly cover large distances between targets. A somewhat related
example is that of intermittent search, in which the search process is partitioned into
periods of intensive search, during which the searcher moves slowly, and superficial
search, during which the searcher moves quickly [51]. In the context of searching for
nourishment, the essential tradeoff is how long to continue to exploit resources in a
local area and when to move to a new area as local resources become depleted [2, 5,
6]. These notions also underlie the search for a target along a DNA by a diffusing
protein [37, 38, 52–55], where the tradeoff is for the search to diffuse along the DNA
or unbind and reattach at some distant point along the DNA.
Very recently, the mechanism of search that is augmented by “resetting” was
introduced [1, 56, 57]. In this model, a target is placed at the origin (without loss of
generality) and a searcher starts at some arbitrary point. In addition, the searcher
returns to a fixed “home base” at a given rate during the search. If the distance
between the home base and the target is known with certainty, then a search based
on a stochastically moving searcher is not a pertinent approach. However, the natural
situation is that the target location is only partially known; for example, the target
is somewhere within a finite body of water. In this case, a relevant parameter is the
maximum possible distance between the target and the home base. As shown in [1],
the basic properties of search with resetting when the distance between the target
and home base is known precisely are qualitatively the same as the situation where
only the probability distribution of this distance is known. Thus for the purposes of
tractability we restrict ourselves to the idealized (and admittedly unrealistic) situation
where the distance between the target and home base is known.
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In general, resetting is known to have a dramatic effect on the search. A diffusing
particle requires an infinite average time to reach a target in spatial dimensions d = 1
and d = 2, and the searcher may not even reach a finite-size target for d > 2. However,
resetting ensures that: (i) the searcher can always find the target in any dimension
and (ii) the average search time is finite. Overall, therefore, resetting gives rise to a
more efficient search. One of the basic results of recent investigations of search with
resetting [1, 56, 57] was to determine the conditions that optimize the search time.
This resetting mechanism has also been quite fruitful conceptually and a variety of
interesting consequences of resetting have been elucidated [58–67].
(a)
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timet t t t t2 31 4 5
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x
Figure 4.1: Contrast of the trajectories in: (a) Poisson reset and (b) deterministic
reset with reset time T . The target is at the origin and the reset point is x0.
In this chapter, we investigate two as yet unexplored features of search with re-
setting: (i) N searchers, each of which is reset at the same Poisson rate, to a “home
base”, and (ii) deterministic reset, in which the searchers return to the home base
after a fixed operation time, rather than the searchers being reset according to a
fixed-rate Poisson process (Fig. 4.1). The related situation of many searchers that
are uniformly distributed in space, each of which is reset to its own starting position
at a fixed rate, was investigated in [1]. However, in the context of search for a missing
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person, it is natural that all the searchers return to a single home base (or perhaps
a small number of such bases). Moreover, in such a search, activities are typically
suspended at the end of daylight or when searchers reach their physical limits. Thus
it is also realistic to investigate the situation in which all the searchers are reset to a
given location at a fixed reset time.
In the next section, we start by briefly reviewing known results about stochastic
search by a single searcher in one dimension (d = 1), with the additional feature
that the searcher is reset to its home base at a fixed rate. We will also present our
renewal-based approach to solve this problem that will be employed throughout this
chapter. Next, we treat the case of N searchers in one dimension, each of which is
independently reset to the same location at a fixed rate r. We show that for N < N∗
there is an optimal non-zero reset rate r∗N that minimizes the search time as well as the
search cost, while for N > N∗ resetting always hinders the search. We also determine
this critical number N∗ analytically. In Sec. 4.3, we turn to search with stochastic
resetting in spatial dimensions d = 2 and d = 3. For the case of d = 3, we exploit
a well-known construction to reduce the diffusion equation in three dimensions to an
effective diffusion equation in one dimension. This allows us to obtain results about
three-dimensional search in terms of the corresponding one-dimensional system.
To probe the properties of the N -searcher system in a convincing way, we outline,
in Sec. 4.4, an efficient event-driven simulation in one dimension that obviates the
need to microscopically follow the trajectories of each searcher between reset events.
By exploiting the aforementioned dimensional reduction of the three-dimensional dif-
fusion equation, we can also directly adapt our event-driven approach to three di-
mensions. For d = 2, no such dimensional reduction exists and our simulations are
based on a more direct approach. From these numerical approaches, we determine
the condition for optimal search for both a single searcher and for many searchers in
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spatial dimensions d = 1 and 3, and then d = 2.
Finally, in Sec. 4.5, we investigate the case of deterministic resetting, for both a
single and for many searchers, again for the cases of d = 1, d = 3, and then d = 2.
The salient feature of deterministic resetting is that it leads to a quicker search than
stochastic resetting at their respective optimal resetting rates (or times). Moreover,
deterministic resetting leads to a search cost that, for large N , is nearly independent
of the reset rate r over a wide range of r. Concluding remarks are given in Sec. 4.6.
4.2 Poisson Resetting in One Dimension
As mentioned above, the situation where a searcher is reset at a fixed rate r has
already been extensively investigated [1,56,57]. For completeness, we quote the main
results for this type of search and also derive them by an independent method. We
then investigate the case of N independent searchers, each of which is reset to a
common point at the same rate r.
4.2.1 One searcher
Consider a target that is fixed at the origin and a diffusing searcher that is reset to
a point x0 at rate r. For simplicity, we assume that the searcher begins at this reset
point. For this system, the first two moments of the search time are (see Refs. [56,57]
and also 4.A)
〈t1〉 = 1
r
(
ex0
√
r/D − 1
)
,
〈t21〉 =
1
r2
[
ex0
√
r/D
(
2 ex0
√
r/D − x0
√
r/D − 2)] , (4.1)
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and higher moments can be extracted straightforwardly. The subscript 1 signifies one
searcher. The basic feature of (4.1) is that 〈t1〉 is minimized at an optimal reset rate
r∗ that is of the order of D/x20. The inverse of the optimal rate gives the typical time
between resets as roughly TD ≡ x20/D, the time for a diffusing particle to reach a
distance x0. If the searcher does not find the target within this time, then it is likely
wandering in the wrong direction and will reach the target at a time much greater
than TD. In this case, it is better to reset this errant searcher back to its home base
than allowing it to continue on its current trajectory.
We now give an independent derivation for the average search time 〈t1〉 that relies
on the renewal nature of the search process; a similar approach was very recently
developed in Ref. [68]. Namely, whenever a reset occurs, the process restarts at the
initial condition, but with the proviso that the time is incremented appropriately to
account for the return to the reset point. As a preliminary, we need the following:
R(t) ≡ prob. reset time is greater than t ,
S(x0, t) ≡ prob. hitting time is greater than t .
For diffusive motion, S(x0, t) is also the “survival probability” that a searcher initially
at x0 has not reached the origin by time t is [33]
S(x0, t) = erf
( x0√
4Dt
)
. (4.2a)
Correspondingly, the first-passage probability that a diffusing particle initially at x0
first reaches the origin at time t is
F (x0, t) = −dS(x0, t)
dt
=
x0√
4piDt3
e−x
2
0/4Dt . (4.2b)
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Since the search process is specified by whether the target is reached before a reset
occurs and vice versa, we also define two fundamental probabilities:
P ≡ prob. target hit before reset =
∫ ∞
0
dt
(
−dS(x0, t)
dt
)
︸ ︷︷ ︸
prob. hit in (t, t+ dt)
× R(t)︸ ︷︷ ︸
prob. reset time > t
,
Q ≡ prob. reset before target hit =
∫ ∞
0
dt S(x0, t)︸ ︷︷ ︸
prob. hit time > t
×
(
−dR(t)
dt
)
︸ ︷︷ ︸
prob. reset in (t, t+dt)
.
(4.3)
Thus the “direct” time for the target to be reached before a reset occurs, which we
define as td, is
td =
∫ ∞
0
dt t
(
−dS(x0, t)
dt
)
× R(t)
/
P . (4.4a)
Similarly, the “reset” time tr for a reset to occur before the target is reached is
tr =
∫ ∞
0
dt t
(
−dR(t)
dt
)
× S(x0, t)
/
Q . (4.4b)
Using the renewal nature of the search, 〈t1〉 satisfies the recursion
〈t1〉 = Ptd +Q
(
tr + 〈t1〉
)
. (4.5a)
The first term accounts for hitting the target before a reset occurs, while the second
term accounts for the search restarting after a reset. In this latter case, the search
is delayed by Tr. For notational convenience, we define Td = P td and Tr = Qtr.
Solving for 〈t1〉 gives
〈t1〉 = Td + Tr
1−Q . (4.5b)
This result is general and can be applied to higher dimensions and to different reset
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mechanisms, as will be discussed later.
Since only the sum Td+Tr appears in the expression for 〈t1〉, we add the two lines
in (4.4a) and integrate by parts to give
Td + Tr =
∫ ∞
0
dtR(t)S(x0, t) . (4.6)
We now specialize to Poisson resetting with rate r, for which R(t) = e−rt. Using
this, as well as (4.2a) for S(x0, t), the integrals in (4.3) and (4.6) are
Td + Tr =
1
r
(
1−e−x0
√
r/D
)
,
Q = 1− e−x0
√
r/D .
from which (4.5b) gives
〈t1〉 = 1
r
(
ex0
√
r/D − 1
)
. (4.7)
This reproduces Eq. (4.1) as it must.
4.2.2 Multiple searchers
Since all searchers are independent and the target location is fixed, it is theoretically
possible to obtain the survival probability of the target in the presence of N searchers
as the N th power of the target survival probability due to a single searcher. However,
while the Laplace transform of the target survival probability with one searcher is
known exactly, Eq. (4.26), it does not appear possible to Laplace invert this expression
exactly. Nevertheless, we can invert this Laplace transform in the limit r → 0 to
provide information about the dependence of the search cost as r → 0; this feature
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will be discussed below.
Thus we resort to simulations to map out the behavior of the search time as a
function of the reset rate r for multiple searchers. Because it is inherently wasteful
to simulate directly the microscopic motion of each searcher between reset events,
we developed an efficient event-driven simulation, whose details are given in Sec. 4.4.
Our focus is on the rich features of the search time and the search cost as a function
of r and N . Under the assumption that each searcher has the same fixed cost per unit
time of operation, the search cost for N searchers, CN , is merely CN = N〈tN〉, where
〈tN〉 is the average search time for N searchers. This cost has a weak dependence on
N , so that it is more convenient to focus on cost rather than time in the following.
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Figure 4.1: (a) Average search cost CN scaled by the diffusion time TD versus the
scaled reset rate rTD in one dimension for various N . Each curve represents an
average over 109 trajectories. The dashed line indicates the minimum cost of 1.544
for N = 1. (b) The minimum search cost for each N ≤ 6.
Figure 4.1 shows the search cost in one dimension as a function of r for 1 ≤ N ≤ 8.
Noteworthy features of the search cost include:
1. The lowest scaled search cost of 1.544 is achieved by a single searcher that is
reset at the scaled optimal rate r∗1 ≈ 2.540. At this optimum, there are typically
r∗1〈t1〉 ≈ 3.657 resets before the searcher reaches the target.
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2. For N = 2, 3, . . . 7, there is a unique, non-zero optimal reset rate r∗N for each
N that minimizes the search cost and the search time. This optimal rate is
generally of the order of the inverse diffusion time between the home base and
the target, TD = x
2
0/D. The optimal cost for all N ≤ 5 is within 2% of the
optimal cost for a single searcher.
3. For N ≥ 8, the search time strictly increases with r; that is, no resetting is
optimal. This behavior arises because at least one searcher is systematically
moving toward the target, once the number of searchers is sufficiently large,
so that any resetting increases the search time. The demonstration of the sign
change in the initial slope of 〈tN〉 versus r between N = 7 and 8 (see Fig. 4.2 is
given in 4.B). We give a more detailed analysis of the role of reset as r → 0 in
the next subsection.
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Figure 4.2: Slope of the average search time 〈tN〉 at r = 0 as a function of N in one
dimension when each searcher is independently reset at rate r.
4. For N = 1, the average search time diverges as r → 0. This property reflects the
divergence of the first-passage time for a diffusing particle to hit an arbitrary
point in one dimension [12, 33]. Since the survival probability for the diffusing
particle to not hit the target by time t, S(x0, t) in Eq. (4.2a), asymptotically
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decays as t−1/2, we estimate the hitting time for small r as
∫ 1/r
S(x0, t) dt ∼
r−1/2. This reproduces the behavior that arises from a small-r expansion of
search time in Eq. (4.1).
5. For N = 2, the search time again diverges as r → 0. Because of the inde-
pendence of the searchers, the survival probability of the target asymptotically
decays as
[
t−1/2
]2
= t−1. In the r → 0 limit, the same argument as that given
for N = 1 leads to an average search time that diverges as − ln r for r → 0.
6. The probability that the target is not hit by any of N searchers asymptotically
decays as
[
t−1/2
]N
. Thus when there are at least 3 searchers, the search time is
finite for r → 0,
4.3 Poisson Resetting in Higher Dimensions
4.3.1 Three dimensions
There are two important physical differences between the one-dimensional and three-
dimensional system: (a) First, the target must have a non-zero size to be detected;
we take the target to be an absorbing sphere of radius a. (b) Second, the existence of
a non-zero target radius introduces an additional parameter—the ratio of the target
radius to the radius of the reset point a/r0.
In spite of these two complications, the above approach for one dimension can
be straightforwardly adapted to three dimensions because of the well-known corre-
spondence between the diffusion equation in three dimensions and in one dimen-
sion [33, 69]. Namely, the three-dimensional radial Laplacian operator is related to
the one-dimensional Laplacian by r∇23d P = ∇21d (rP ). Using this mapping, we can
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write basic quantities for search with resetting in three dimensions in terms of corre-
sponding one-dimensional expressions.
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Figure 4.1: (a) Average scaled search cost CN/TD versus scaled reset rate rTD in
three dimensions for various N and for a/r0 = 10
−1. The curves for N = 1 and 5
are averaged over 108 trajectories, while those for N = 10, 20, 30 and 50 are averaged
over 107 trajectories. (b) Minimum search cost as a function of N .
Because of computational limitations, most of our numerical results for stochastic
resetting in d = 3 are for the case of a/r0 = 10
−1 (Fig. 4.1). Simulations for different
a/r0 give a qualitatively similar dependence of the search time and search cost on the
reset rate. As in the corresponding one-dimensional system, several features of these
results are worth highlighting:
1. ForN . 10, the minimum cost changes so slowly withN that is is not possible to
determine the value of N at which the minimum cost is achieved. For example,
for N = 1, the minimum cost is 14.760±0.0015 while for N = 10, the minimum
cost is 14.762±0.0015. By N ≈ 15, however, the minimum cost has a systematic
increasing trend that is larger than the error bars in the data.
2. In distinction to one dimension, the typical number of reset events before the
target is found by a single searcher is of the order of r0/a, which can be large.
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To understand this behavior, we start with the hitting probability H3d(r0, t)
that a single searcher that is a distance r0 from the center of the target finds it
within time t [33]:
H3d(r0, t) = 1− S3d(r0, t) = a
r0
erfc
(r0 − a√
4Dt
)
.
Here S3d(r0, t) is the probability that the searcher does not find the target
within time t (see Sec. 4.4.2). For r0  a and reset rate near the optimal value
of D/r20, the above hitting probability reduces to H3d(r0, t) ≈ ar0 erfc(12). Thus
for a/r0  1, the number of reset events until target is found is of the order of
the inverse of this hitting probability, namely, of the order of r0/a.
3. Because of the transience of diffusion in three dimensions, the search time and
search cost diverge as r → 0 for any number of searchers. Thus infinitesimal
resetting always leads to a more efficient search than no resetting.
4.3.2 Two dimensions
In two dimensions, it is practically not feasible to implement an event-driven simu-
lation because the first-passage and hitting probabilities that form the kernel of the
event-driven algorithm are not known in closed form as a function of time. (They
are known, however, in the Laplace domain [33], and were used in [1, 57] to provide
an analytical expression for the search time for the case of a single searcher.) Thus
we implement an alternative simulational approach, as will be discussed in the next
section.
The primary features of search with stochastic resetting in two dimensions are
(see Fig. 4.2):
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Figure 4.2: (a) Average scaled search cost CN/TD versus scaled reset rate rTD in
two dimensions for various N and for a/r0 = 10
−1. The data are averaged over 108
trajectories. (b) Minimum search cost as a function of N .
1. Resetting again always leads to a more efficient search compared to the case
of no resetting. As in three dimensions, this feature is a consequence of the
divergent average search time at r = 0 in two dimensions for any number of
searchers.
2. The dependence of the search cost as a function of reset rate is qualitatively
similar to that in three dimensions. The minimum cost is nearly constant for
N . 10, with the difference in the cost values for adjacent N values less than
the simulation error bars. For example, the minimum costs for N = 1 and 10
are 3.59 ± 0.01 and 3.60 ± 0.01 respectively, while for N = 15, the minimum
cost in 3.67± 0.02.
4.4 Event-Driven Simulations
The one- and three-dimensional numerical results are based on an event-driven algo-
rithm that allows us to efficiently simulate N independently resetting searchers. In
50
our approach, each searcher is propagated by a single (typically macroscopic) time
step between reset events until one of the searchers finds the target. Thus each up-
date is “useful” in that either the target is found or a reset event occurs. No time is
expended in diffusively propagating searchers between resets.
4.4.1 One dimension
In one spatial dimension, the elemental steps of our algorithm are the following:
1. Start with all the searchers at a distance x0 from the target.
2. For each searcher, with the ith one located at xi, draw a random time value
from the first-passage distribution F (xi, t) given in Eq. (4.2b). Also choose a
reset time tr from a Poisson distribution according to the reset rate Nr. This
gives the time for one of the N searchers to be reset.
3. If the minimum among these N + 1 times is the reset time, choose a random
searcher and reset it to x0. Each of the remaining searchers is moved from
its current position xi to a new position that is drawn from the conditional
probability
P (xi, tr) =
1√
4piDtr
[
e−(xi−x0)
2/4Dtr − e−(xi+x0)2/4Dtr
]/
S(x0, tr) ,
where S(x0, tr) is again the probability that a diffusing particle that starts at
x0 does not hit the target up to time tr. The distribution P (xi, tr) corresponds
to the diffusive propagation of each searcher over the time increment tr, subject
to the constraint that no searcher can reach the target. After all the searchers
are moved, increment the elapsed time by the reset time tr and return to step
(i).
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4. If the minimum among the N+1 random times is one of the first-passage times,
then the target is found. The total search time is the current elapsed time plus
this first-passage time.
4.4.2 Three dimensions
By exploiting the dimensional reduction of the diffusion equation in three dimensions
to one dimension, the algorithm outlined above can be directly adapted to the three-
dimensional system. The algorithmic steps of our event-driven simulation are now:
1. Start with all the searchers at a distance r0 from the target.
2. For each searcher, with the ith searcher at a radial distance ri, draw a random
time value from the three-dimensional first-passage distribution to a sphere of
radius a [33]:
F3d(ri, t) =
a
ri
ri − a√
4piDt3
e−(ri−a)
2/4Dt . (4.8a)
Also choose a reset time tr from a Poisson distribution with reset rate Nr.
3. If the minimum among these N + 1 times is the reset time, choose a random
searcher and reset it to r0. Each of the remaining searchers is moved from
its current position ri to a new position that is drawn from the conditional
probability
P3d(ri, tr) =
ri
r0
1√
4piDtr
[
e−(ri−r0)
2/4Dtr − e−(ri+r0−2a)2/4Dtr
]/
S(r0, tr) , (4.8b)
with survival probability now equal to [33]
S3d(r0, tr) = 1− a
r0
erfc
(
r0 − a√
4Dtr
)
. (4.8c)
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Here P3d(ri, tr) corresponds to diffusive propagation of each searcher over a time
tr, subject to the constraint that each searcher cannot reach a spherical target
of radius a. After all the searchers are moved, increment the elapsed time by tr
and return to step (i).
4. If the minimum among the N+1 random times is one of the first-passage times,
then the target is found. The total search time is the current elapsed time plus
this first-passage time.
4.4.3 Two dimensions
As mentioned in the previously, it is impractical to implement an event-driven simula-
tion in two dimensions because the exact expression for the first-passage probability
to a circular target of radius a as a function of time is not known in closed form.
While this first-passage probability can be expressed as an inverse Laplace transform,
the slow convergence properties of this integral render it not useful as the kernel for
an event-driven simulation. However, we do know the first-passage probability in
the form of a well-converged series to the circumference of a circle centered around
the current position of the target. Thus our simulation is based on propagating the
searcher to the circumference of a circle whose radius adaptively varies depending on
the distance to the target (Fig. 4.1). This circle should just touch the target, so that
the radius of this circle is large when the searcher is far from the target and small
when the searcher is close to the target.
For a single searcher that is a distance b from the circumference of the target, the
steps in our algorithm are the following (Fig. 4.1):
1. Draw two random times. One is from the distribution of first-passage times
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F(b, t)
F(b, t) =
∞∑
n=1
2
µnJ1 (µn)
e−µ
2
nDt/b
2
(4.9)
to the circumference of a circle of radius b (4.C). Here J1 is the ordinary Bessel
function of index 1 and µn is the n
th zero of this Bessel function. Because the
jump distance is large if the searcher is far from the target, little time is spent
in simulating the motion of the searcher when it is wandering aimlessly far from
the target. The second random time is drawn from the reset time distribution.
2. If the minimum of these two times is the reset time, reset the searcher to r0.
3. Otherwise, move the searcher to a random point on the circumference of the
circle of radius b. If the searcher is within a radius a(1 + ) of the center of the
target, then we define the target as being found. If the target is not found after
the searcher has been moved, return to step (i).
ε
a
baa+ 
Figure 4.1: Illustration of a simulation event in two dimensions for a searcher that is
a distance b from the circumference of a target of radius a.
We need to introduce an absorbing shell of thickness a around the target to
ensure that the searcher actually finds the target. Clearly, the apparent search time
decreases as  is increased. To determine the appropriate choice of , we simulate the
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search with successively smaller values of  until the results do not change within the
statistical errors of the simulation and then use the largest of this set of  values for
simulational efficiency. For the case of a/r0 = 10
−1, this value is  = 10−3.
By averaging over many trajectories, we construct an accurate numerical estimate
for survival probability due to a single searcher, S1(t). Due to the independence of the
searchers, we construct the survival probability for N searchers by SN(t) =
[
S1(t)
]N
.
The average search time is then given by 〈tN〉 =
∫∞
0
SN(t)dt.
4.5 Deterministic Resetting
We now investigate the situation where all searchers are reset to their starting point
after a fixed time T . As we shall see, this deterministic resetting typically leads to
a more efficient search compared to stochastic reset. Moreover, because all searchers
are reset simultaneously, we are able to obtain numerically exact results for the search
time for deterministic resetting in both one and three dimensions.
4.5.1 One dimension
Single searcher.
We follow the renewal approach of Sec. 4.2 to calculate the average search time for a
single searcher that is reset to x0 after a fixed time T . In this case R(t), the probability
that reset time is greater than t, is just the Heaviside step function H(T − t), where
H(z) = 1 for z > 0 and H(z) = 0 for z < 0. From Eqs. (4.3) and (4.6), we have
Q = −
∫ ∞
0
dt S(x0, t)
dR(t)
dt
= S(x0, T ) ,
Td + Tr =
∫ ∞
0
dtR(t)S(x0, t) =
∫ T
0
S(x0, t) dt .
(4.10)
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Substituting these expressions into Eq. (4.5b), the average search time for determin-
istic resetting of a single searcher is (Fig. 4.1)
〈t1〉 =
∫ T
0
S(x0, t) dt/
(
1− S(x0, T )
)
=
[√
x20 T
piD
e−x
2
0/4DT − x
2
0
2D
erfc
( x0√
4DT
)
+ T erf
( x0√
4DT
)]/
erfc
( x0√
4DT
)
.
(4.11)
Multiple searchers.
For multiple searchers, we merely need to use [S(x0, t)
]N
rather than S(x0, t) in
Eq. (4.10) to account for N independent searchers that all must have their hitting
time exceed a given threshold. Thus we have
Q = −
∫ ∞
0
dt
[
S(x0, t)]
N dR(t)
dt
=
[
S(x0, T )
]N
,
Td + Tr =
∫ ∞
0
dtR(t)
[
S(x0, t)
]N
=
∫ T
0
[
S(x0, t)
]N
dt .
(4.12)
Substituting these in (4.5b), the average search time for N searchers with determin-
istic reset in one dimension has the simple form
〈tN〉 =
∫ T
0
[
S(x0, t)
]N
dt
1− [S(x0, T )]N . (4.13)
While we can compute the integral in (4.13) analytically for the cases N = 1, 2 and
N → ∞ (4.D), Mathematica can perform the integration numerically to arbitrary
precision to give 〈tN〉 for any N .
Figure 4.1 shows the search cost as a function of 1/T for representative N values.
We plot the search cost versus 1/T because 1/T plays the same role as the rate r in
stochastic resetting. Several new features of the search cost for deterministic reset in
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Figure 4.1: Average search cost scaled by the diffusion time TD versus TD/T in one
dimension for various N and for deterministic resetting. The abscissa scale is linear
in (a) and logarithmic in (b).
one dimension are worth emphasizing:
1. The lowest search cost is achieved by a single searcher (as in stochastic reset)
in which the optimal scaled reset time is T ∗1 /TD ≈ 0.458, leading to an optimal
scaled search time 〈t1〉 ≈ 1.336TD, compared to the optimal cost 1.544TD from
stochastic resetting. This optimal time corresponds to approximately 3 reset
events before the target is found.
2. For large N , the search cost becomes nearly independent of 1/T over a wide
range (Fig. 4.1(b)). This behavior is characterized by progressively more deriva-
tives of the cost with respect to 1/T becoming zero as 1/T → 0. In particular,
the first derivative is zero for N > 4, the second is zero for N > 6 and the
third is zero for N > 8. In general, we find that the kth derivative becomes zero
for N = 2k + 3. We can understand this pattern of behavior by differentiating
Eq. (4.13) with respect to 1/T , using Mathematica, to find the leading behavior
∂ 〈tN〉
∂(1/T )
' A1T 3/2
(
erf
√
x20/4DT
)N−1
− A2T 2
(
erf
√
x20/4DT
)N
(4.14)
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where A1 and A2 are O(1) in T . As 1/T → 0, the error function is proportional
to its argument, so that the above leading terms scale as a negative power of
T for N > 4 and as a positive power for N < 4. Analogous behavior arises for
higher derivatives.
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Figure 4.2: Comparison between the exact formula (4.13) and the asymptotic formula
(4.15) for the mean hitting time in one dimension with deterministic reset.
3. For TD/T → ∞, the search time asymptotically increases as eTD/T , whereas
for stochastic resetting the corresponding r → ∞ behavior is the search time
growing as e
√
r. The eTD/T growth has a simple origin. As TD/T → ∞, the
probability that one searcher does not reach the target within the reset time
T is S = erf(x0/
√
4DT ). The probability that none of the searchers reaches
the target within time T is SN , so that the probability that at least one of
the searchers reaches with time T is 1 − SN . In the limit TD/T → ∞, the
asymptotic behavior of this probability is
1− SN '
√
4DT N e−x
2/4DT
√
pi x0
 1 .
The number of reset events until a searcher finds the target is the inverse of this
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expression. Multiplying by NT gives the asymptotic behavior of the average
search cost
〈CN〉 ' NT
1− SN ' T
√
pix20
4DT
ex
2
0/4DT . (4.15)
This asymptotics matches the numerically exact expression for the search time
when TD/T  1 (Fig. 4.2)
4.5.2 Three dimensions
In three dimensions, we again obtain numerically exact results for deterministic reset
for all parameter values and thus can probe the role of the reset time, as well as the
parameter a/r0 on the search cost and search time. While the qualitative dependence
of the search cost and time on 1/T is the same for all a/r0, there are quantitative
anomalies that are worth highlighting.
We again use the correspondence between one-dimensional and three-dimensional
diffusion to determine the search time in three dimensions. In the renewal for-
mula (4.13) for the search time, we now need the first-passage and survival prob-
abilities in three dimensions, F3d(r0, t) and S3d(r0, t), respectively (Eqs. (4.8a) and
(4.8c)). Substituting these expressions into Eq. (4.13) and using Mathematica to per-
form the integrals numerically, we again obtain the search time and cost as a function
of 1/T for any N with arbitrary precision (Fig. 4.3).
As expected, the search cost is initially a decreasing function of TD/T for any N .
When TD/T = 0, a diffusing searcher is transient in three dimensions and does not
necessarily find the target; thus the search cost diverges in this limiting case, even
when N is large. On the other hand, for TD/T → ∞, the search again becomes
inefficient because each searcher is typically reset before it can progress towards the
target.
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Figure 4.3: Average search cost scaled by aTD/r0 versus TD/T in three dimensions
for various N and a/r0.
Figure 4.3 also illustrates a data collapse within each panel when N  r0/a
and between panels in the limit of r0/a  1. This implies that the search cost is
independent of N and a/r0, for small enough target size and number of searchers,
when this cost is scaled by a/(r0TD). To derive this behavior, we substitute Eqs. (4.8a)
and (4.8c) into (4.13), and approximate the argument of the error function, (r0 −
a)/
√
4DT , as
√
TD/4T . These steps lead to
〈tN〉 =
∫ T
0
[
1− (a/r0) erfc
(√
TD/4T
)]N
dt
1−
[
1− (a/r0) erfc
(√
TD/4T
)]N .
In the limit r0/(aN) 1, the search cost 〈CN〉 = N〈tN〉 is
〈CN〉 = r0T
a
[
erfc
(√
TD/4T
)]−1
. (4.16)
This scaling form implies that plots of 〈CN〉 versus 1/T collapse onto a single curve
when a 〈CN〉 /r0 is plotted against TD/T . The asymptotic form (4.16) may also be
derived by merely counting the number of resets until the target is found. The
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probability of hitting the target within a single reset event by a single searcher is
given by,
p ≡ 1− S(r0, T ) = a
r0
erfc
(
r0 − a√
4DT
)
.
The probability that any of the N searchers finds the target is 1−(1−p)N ' Np ≡
P . Since each of these hitting events is independent, the average number of reset
events before one of the searchers reaches the target is
∑
n≥1 nP (1 − P )n = 1/P '
r0/
[
Na erfc(
√
TD/4T )
]
. In the limit of large number of resets, the search time is
just T times number of resets, as the time for the last segment of the trajectory that
actually reaches the target is negligible. This reasoning again leads to Eq. (4.16).
4.5.3 Two dimensions
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Figure 4.4: (a) Average scaled search cost CN/TD versus scaled inverse reset time
TD/T in two dimensions for various N and for a/r0 = 10
−1. Data are averaged over
108 trajectories. (b) Minimum search cost as a function of N .
In two dimensions however, we are not able to implement the renewal process
calculation, as we do not have exact expressions for S(r0, t) or F (r0, t). Hence, we
use the same simulation as in the stochastic reset in d = 2. As in one and three
dimensions, minimum cost is achieved for N = 1 searcher and the cost monotonically
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increases with N (Fig. 4.4).
4.6 Discussion
In this chapter, we explored the consequences of superimposed resetting on the perfor-
mance of stochastic search processes. In this resetting, either one or many searchers
are returned to a fixed home base either at a fixed rate or at a fixed reset time. We
found a variety of intriguing and sometimes unexpected features. When each searcher
is independently reset to the home base at a fixed rate r, the search cost is minimal
for a single searcher when the reset rate is of the order of the inverse diffusion time
TD = x
2
0/D. We also found that resetting always hinders the search for N ≥ 8
searchers, while for N ≤ 7, there is an optimal nonzero reset rate for each N .
By exploiting the well-known relation between the diffusion equation in one and
in three dimensions, we obtained analogous results for search with stochastic reset-
ting in three dimensions. The primary new result for d = 3 is that the cost of the
search is nearly independent of the number of searchers for N < 10 for the case of
a/r0 = 10
−1. In two dimensions, we developed an alternative procedure in which we
simulate the target survival probability in the presence of a single searcher and then
take the N th power of this quantity to obtain the target survival probability in the
presence of N searchers. In this case, similar to three dimensions, the cost is nearly
independent of the number of searchers up to N = 10 and for N > 10, the cost
increases monotonically.
We also explored a related model in which all searchers are simultaneously reset
to the home base after a fixed operation time T . This deterministic resetting is
theoretically and computationally simpler than stochastic resetting, and we are able to
obtain explicit formulae for the average search time for any N that can be numerically
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integrated to arbitrary precision. In one dimension, deterministic resetting gives a
search time that becomes independent of the reset time T when N is sufficiently large,
a behavior that can be understood from the small-r behavior of the search time. In
three dimensions, we showed by a simple extremal argument that the search cost
versus 1/T becomes independent of N .
There are a wide range of extensions of the basic model to practically and theoret-
ically interesting situations. It would be worthwhile to extend search with resetting
to the cases where either the target is diffusing and/or the target is mortal [70–73].
These generalizations would naturally describe, e.g., the occupants of a lifeboat that
is adrift in the ocean. When the target is also moving, the basic question is again
whether the reset helps or hinders the search. For a mortal target with any reasonable
distribution of mortality, there will always be a non-zero probability that the target
will die before being found and the relevant issue is to construct appropriate criteria
that lead to a well-defined optimization problem.
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Appendix
4.A The Probability Distribution
The full description for a static target and one searcher that is stochastically reset
to x0 can be obtained from the time-dependent probability distribution ρ(x, t). Its
evolution is governed by the diffusion equation, supplemented by terms that account
for the resetting:
ρt = Dρxx − rρ+ rδ(x− x0)
∫ ∞
0
ρ(x, t) dx . (4.17)
Here rρ accounts for the loss of probability at rate r at position x due to the resetting,
while the integral accounts for the gain of probability at the reset point x0. The
amplitude of this gain term equals the total probability that the target has not yet
been found, which is less than 1 and also decreasing with time. We solve this equation,
subject to the absorbing boundary condition ρ(0, t > 0) = 0, corresponding to the
loss of probability whenever the target at the origin is reached. For simplicity, we
consider the initial condition ρ(x, t=0) = δ(x−x0).
To solve Eq. (4.17), we first Laplace transform it to give
sρ− δ(x− x0) = Dρ′′ − rρ+ rδ(x− x0)
∫ ∞
0
ρ(x, s) dx . (4.18)
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Here ρ = ρ(x, s) is the Laplace transform of ρ(x, t) and the prime denotes differenti-
ation with respect to x. For x 6= x0, we must solve ρ′′ =
(
s+r
D
)
ρ ≡ α2ρ, with general
solution
ρ(x, s) =

Aeαx +B e−αx x < x0 ,
C e−αx x > x0 .
For x > x0, only the decaying exponential appears so that the probability distribution
does not diverge as x→∞.
The absorbing boundary condition at the origin immediately gives A + B = 0,
which simplifies the density in the range x < x0 to ρ = A sinhαx. Continuity of the
probability distribution at x0 gives the condition A sinhαx0 = C e
−αx0 , which we use
to eliminate C. After some standard and simple steps, the form of ρ(x, s) for x < x0
and x > x0 can be expressed more symmetrically as
ρ(x, s) =

A
sinhαx
sinhαx0
x < x0 ,
A e−α(x−x0) x > x0 ,
(4.19)
which is manifestly continuous at x = x0.
The constant A is determined by the joining condition, which is obtained by
integrating (4.18) over an infinitesimal region that includes x0:
− 1 = D (ρ′+ − ρ′−)+ r ∫ ∞
0
ρ(x′, s) dx′ . (4.20)
Here ρ′+ is the gradient of ρ as x → x+0 and similarly for ρ′−. Using Eq. (4.19), we
65
have
ρ′+ = −Aα e−α(x−x0)
∣∣∣
x=x0
= −Aα ,
ρ′− = Aα
coshαx
sinhαx0
∣∣∣
x=x0
= Aα cothαx0 .
(4.21)
We also need∫ ∞
0
ρ(x′, s) dx′ =
∫ x0
0
A
sinhαx′
sinhαx0
dx′ +
∫ ∞
x0
A e−α(x
′−x0) dx′ ,
=
A
α
[
(coshαx0 − 1)
sinhαx0
+ 1
]
.
(4.22)
Substituting the above into the joining condition gives, after straightforward algebra,
A =
sinhαx0
Dαeαx0 + r
α
(
1− eαx0) . (4.23)
This, together with Eq. (4.19), gives the probability distribution in the Laplace do-
main.
From this solution, the Laplace transform of the flux to the origin is:
j(0, s) = Dρ(x, s)′
∣∣∣
x=0
=
DAα
sinhαx0
,
=
[
eαx0 +
r
Dα2
(
1− eαx0)]−1 . (4.24)
By definition, j(0, s) is also the moment generating function
j(0, s) =
∫ ∞
0
j(0, t) e−st dt ,
=
∫ ∞
0
j(0, t)
[
1− st+ 1
2
(st)2 − . . . ] ,
= 1− s〈t〉+ 1
2
s2〈t2〉 − . . . . (4.25)
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Expanding (4.24) in a power series in s, we obtain the results quoted in Eq. (4.1).
As a byproduct, the survival probability of the searcher in the Laplace domain,
S1(x0, s) (which coincides with the survival probability of the target) is the spatial
integral of ρ(x, s) in Eq. (4.22). Using (8.2b), and after some simple algebra, we
obtain
S1(x0, s) =
1− e−αx0
s+ re−αx0
, (4.26)
as first obtained in Ref. [56,57] by different means.
4.B Slope of 〈tN〉 for r → 0
Because of the independence of the searchers, the probability that the target is not
found by N searchers within time t, SN(t), is just
[
S1(t)
]N
. Thus the slope of the
average search time at r = 0 is
d〈tN〉
dr
∣∣∣∣
r=0
=
d
dr
∫ ∞
0
[
S1(t)
]N
dt
∣∣∣∣
r=0
=
∫ ∞
0
N
[
S1(t, r=0)
]N−1 dS1(t, r)
dr
dt
∣∣∣∣
r=0
(4.27)
Since we just need the slope at r = 0, we expand the Laplace transform S1(x0, s) in
(4.26) to first order in r to give
lim
r→0
S1(x0, s) =
1
s
[
1− e−x0
√
s/D +
r
s
e−x0
√
s/D
(
x0
√
s/4D − 1 + e−x0
√
s/4D
)]
(4.28)
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Using Mathematica, the Laplace inverse of the above expression is
lim
r→0
S1(x0, t) =
rx20
D
+ 2rx0
√
t
piD
(
e−x
2
0/4Dt − e−x20/Dt
)
+
(
1 + rt+
rx20
D
)
erf
(
x0√
4Dt
)
−
(
rt+
2rx20
D
)
erf
(
x0√
Dt
)
. (4.29)
Differentiating Eq. (4.29) with respect to r and substituting in (4.27) gives
d〈tN〉
dr
∣∣∣∣
r=0
= N T 2D
∫ ∞
0
[
erf
( 1√
4τ
)]N−1{
1 +
√
4τ
pi
(
e−1/4τ − e−1/τ)
+ (τ+1) erf
( 1√
4τ
)
− (τ+2) erf
( 1√
τ
)}
dτ
(4.30)
where again TD = x
2
0/D. Evaluating the integral numerically shows that the initial
slope changes sign at N ≈ 7.326477 . . . (see Fig. 4.2). Thus for N ≤ 7 searchers,
resetting at a non-zero optimal rate speeds up the search compared to no resetting,
while for N ≥ 8, resetting always hinders the search.
4.C Survival probability inside an absorbing circle
To find the survival probability from an absorbing circle of radius R centered around
the origin, with the initial condition r0 = r, we begin with the diffusion equation in
two dimensions,
∂S(r, t)
∂t
= D∇2S(r, t) = D
(
∂2S(r, t)
∂r2
+
1
r
∂S(r, t)
∂r
)
(4.31)
Due to circular symmetry, the survival probability is independent of the polar angle,
and so we have kept only the radial term of the Laplacian operator in 2d. Assuming
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separation of variables and defining S(r, t) = R(r)T (t) and re-arranging the terms,
we get
T˙
DT =
R′′
R +
1
r
R′
R (4.32)
where the over-dot refers to derivative w.r.t t and prime refers to derivative w.r.t r.
Equating both sides to a negative constant −µ2, we obtain
T (t) = e−µ2Dt and r2R′′ + rR′ − µ2r2 = 0 (4.33)
The equation for R(r) is in the form of a Bessel equation of order 0, giving us the
general solution,
S(r, t) =
∑
µ
AµJ0(µr)e
−µ2Dt (4.34)
Applying the absorbing boundary condition, S(r = R, t) = 0, we get µ = µn/R where
{µn} are the zeroes of J0
S(r, t) =
∑
n
AnJ0
(µnr
R
)
e−µ
2Dt (4.35)
To calculate the coefficients An, we use the orthogonality condition of the Bessel
functions [74] and the initial condition S(r, t = 0) = 1 ∀r < R. Using Eq. (4.35) at
t = 0 and multiplying both sides by (r/R)J0(µmr/R) and integrating with respect to
r/R we get,
∫ 1
0
r
R
J0
(
µm
r
R
)
d
( r
R
)
=
∑
n
∫ 1
0
An
r
R
J0
(
µm
r
R
)
J0
(µnr
R
)
d
( r
R
)
=
An
2
[J1 (µn)]
2
(4.36)
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Integrating the left-hand side with Mathematica and re-arranging terms, we get,
An =
2
µnJ1(µn)
(4.37)
Finally, we require the survival probability when starting from the center of the
absorbing circle, so substituting r = 0, we get
S(r = 0, t) =
∑
n
2
µnJ1(µn)
e−µ
2
nDt/R
2
(4.38)
4.D Search Time for Deterministic Reset for N = 2
and N =∞
We start with the general expression (4.13) for the average search time in deterministic
search:
〈tN〉 =
∫ T
0
[
S(t)
]N
dt
1− [S(T )]N . (4.39)
In terms of u ≡ x20/4DT = TD/4T , the integral
∫ T
0
[
S(t)
]N
dt can be written as
x20
2D
∫ ∞
u
erf(z)N
z3
dz ≡ 1
2
TD I . (4.40)
Repeatedly integrating by parts to reduce the power of the factor in the denominator,
we obtain
I =
(
1+
1
2u2
)
erf(u)N+
N√
pi u
e−u
2
erf(u)N−1−1+ 2
pi
N(N−1)
∫ ∞
u
erf(z)N−2 e−2z
2 dz
z
.
(4.41)
70
For the case of N = 2, the last integral is
∫ ∞
u
e−2z
2 dz
z
= Γ(0, 2u2) ,
where Γ(a, b) is the incomplete Gamma function [74]. Assembling the above results,
the average search time for N = 2 searchers is
〈t2〉 = TD
2
[(
1 +
1
2u2
)
erf(u)2 +
2√
pi u
e−u
2
erf(u)− 1 + 2
pi
Γ(0, 2u2)
]
1− erf(u)2 . (4.42)
In the limit N →∞, the search time becomes arbitrarily small so that eventually
the reset time T is larger than the search time. In this limit, we may set T =∞, or
equivalently, u = 0 in Eq. (4.40). Thus Eq. (4.39) reduces to [73]
〈tN〉 = TD
2
∫ ∞
0
erf(z)N
z3
dz ' TD
4 lnN
. (4.43)
In this limiting case, the average search time no longer depends on the reset time.
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Chapter 5
Dynamics of a Greedy Forager
5.1 Introduction
1A classic approach to account for the phenomenon of foraging is to posit that a
forager has perfect knowledge of its environment and adopts an optimum strategy
to exploit environmental resources [18, 40, 49, 75–78]. In this class of models, the
motion of the forager is treated in an implicit way, and the rate at which resources
are consumed is specified a priori as deterministic and spatially homogeneous [79–81].
A complementary approach is based on employing a simple or a generalized random
walk to find resources. Here, the search efficiency is quantified by the time to reach
a specified target. A wide range of models have been investigated, including Le´vy
walks [42], intermittent walks [51, 82–84] and persistent random walks [85]. Each
of these examples have been shown to minimize this search time under specified
conditions. However, these models typically do not consider consumption explicitly.
Recently, an alternative description of foraging dynamics was developed in which
1©SISSA Medialab Srl. This chapter has been reproduced by permission of IOP Publishing. All
rights reserved
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the forager has no knowledge of its environment and no intelligence—the starving
random walk [5,6]. In this model, the forager is unaffected by the presence or absence
of food and always performs an unbiased random walk. When a forager lands on a
food-containing site, all the food at this site is consumed. Upon eating, a forager is
fully sated and can subsequently hop S additional steps without encountering food
before it starves. However, if the forager lands on an empty site, the forager goes
hungry and comes one time unit closer to starvation. Because there is no replen-
ishment of resources, the local environment of the forager is gradually depleted by
consumption. Thus its ultimate fate is to starve to death.
Basic questions for this starving random walk are: What is the dependence of: (a)
the total amount of food N consumed at the instant of starvation and (b) the average
lifetime T of the forager on fundamental parameters—the metabolic capacity S and
the spatial dimension d? It was previously found that N grows as √S for d = 1 and
as Sα with α ≈ 1.8 in the ecologically relevant case of d = 2. Correspondingly, the
mean lifetime T grows linearly with S for d = 1, as Sβ with β ≈ 1.9 in d = 22, and
as exp(Sω) for d ≥ 3, with ω ≈ 1/2 in d = 3, and with ω a gradually increasing
function of d for d > 3 [5, 6]. A complete understanding of the dependence of the
food consumed at starvation and the lifetime on S and d has not yet been reached.
5.2 Model and Preview of Results
In this work, we investigate a natural extension of the starving random walk to the
situation where the forager possesses a minimal level of environmental awareness at
the nearest-neighbor level. Namely, whenever the nearest neighborhood of a forager
2Because the exponents α and β are close to 2, it is natural to speculate that N and T both grow
as S2, but modified by logarithmic corrections. However, simulations are unable to distinguish this
possibility from a power law with exponent 1.8 (α) and 1.9 (β)
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contains both empty and full (food-containing) sites, the forager preferentially moves
toward one of the full sites (Fig. 5.1). We will also investigate the opposite situation
in which the forager tends to avoid food. We refer to the local propensity to move
towards or away from food as “greed”, which is quantified by a greediness parameter
G, with −1 ≤ G ≤ 1. Positive values of G correspond to a forager that moves
preferentially towards food in its nearest neighborhood, while for G < 0, the forager
tends to avoid food.
In one dimension, we implement greed as follows: when one neighbor of the forager
contains food while the other neighbor is empty, the forager moves towards the food
with probability (Fig. 5.1).
p = (1 +G)/2 . (5.1a)
When the neighboring sites are both empty or both full, then the forager hops
equiprobably to the right or to the left. For two and higher dimensions, when there
are k neighboring sites that contain food and z − k empty sites (with z the lattice
coordination number), the forager chooses one of the full sites with probability
p = (1 +G)/
[
(z − k)(1−G) + k(1 +G)] . (5.1b)
As the walker moves, it creates a depleted region in which food at all sites along
its trajectory has been consumed (Fig. 5.2). We term this region as the “desert”.
The desert enlarges each time the forager comes to the perimeter and hops to a
food-containing site. Greed modifies the motion of the forager only when it is at
the desert perimeter. As the desert grows, the forager typically spends longer time
periods wandering within the desert without food. Eventually the forager wanders
for S steps without encountering food and dies of starvation.
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(a) 1d
  
(b) 2d
Figure 5.1: Motion of a greedy forager (×). Solid and open circles indicate food and
empty sites, respectively. Arrow widths indicate relative hopping probabilities.
Figure 5.2: Illustration of the growth of the desert (light shading) in two dimensions.
At sites on the perimeter of the desert (dots), the forager is either biased to move
toward food, for G > 0, or away from food, for G < 0.
Our implementation of this local greediness represents a particularly simple feed-
back between the state of the environment and the forager motion. Other classic
examples of such feedback include the run and tumble model of chemotaxis [86–88],
in which a bacterium effectively swims up a continuous concentration gradient of nour-
ishment, and infotaxis models [89,90], in which a forager finds a target by moving up
an information gradient. In these models, however, the concentration of nutrients is
fixed and is unaffected by forager consumption. In contrast, our modeling explicitly
incorporates resource depletion.
Our goal is to determine how greed affects the dependence of the average forager
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lifetime T on its capacity S. Naively, one might expect that greed is “good”3 and
always increases the forager lifetime. Unexpectedly, we find that greed can be either
good or bad, depending on S and d (Fig. 5.3). Specifically, the forager lifetime varies
non-monotonically with greediness when S is large, with opposite senses of the non-
monotonicity in d = 1 and d = 2.
(a) 1d (b) 2d
Figure 5.3: Our primary result: Non-monotonic dependence of the scaled average
forager lifetime T /S on greediness G = 2p  1 in: (a) one and (b) two dimensions.
While positive greed seems biologically more relevant, the extension to negative
greed leads to surprising features. By construction, a forager with negative greed
preferentially hops away from food when at the boundary of a desert. Naively, one
might anticipate that this tendency would decrease the forager lifetime. However,
for the one-dimensional “Eden” initial condition, where all sites initially contain one
unit of food, the forager lifetime grows dramatically as G decreases toward  1 (or
equivalently p close to 0) (Fig. 5.3(a)). This growth in the lifetime stops at a critical
value of G that is slightly larger than  1; below this point the lifetime again decreases
as G!  1, as it must.
3As quoted by Michael Douglas in his role as Gordon Gekko in the movie Wall Street.
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We begin, in Sec. 5.3, by deriving general first-passage properties for a greedy
forager in one dimension that moves as a random walk in the desert interior, but is
biased either toward or away from food, when the forager is at the desert edge. We
then investigate the greedy forager problem in the simpler case of a one-dimensional
semi-infinite geometry (Sec. 5.4), where we derive the exact lifetime. Next, we inves-
tigate the forager lifetime for the Eden initial condition in one dimension (Sec. 5.5).
We first present a heuristic argument for the non-monotonic dependence of lifetime on
greediness and then develop a rigorous approach for this dependence. We also treat
the case of a forager with negative greediness. In Sec. 5.6 we study greedy forager
dynamics in two dimensions.
5.3 First-Passage Formalism
The dynamics of the greedy forager is governed by the probability that it reaches food
in S steps or less from the last time of its last meal. This quantity is just the time
integral of the first-passage probability to reach food up to time S. Because the motion
of a greedy forager is different at the boundary of the desert than in the interior,
we must extend the first-passage formalism developed in Refs. [5, 6] to account for
this boundary perturbation. In this section, we summarize these boundary-perturbed
first-passage properties for a greedy forager that will be used in the following sections.
Consider a random walk that is either at x = 1 or x = L− 1 in the interval [0, L].
Let fL(t) denote the probability that an isotropic random walk first reaches either
edge of the interval at time step t with this initial condition. Throughout, all lengths
are expressed in dimensionless form in units of the lattice spacing a. Now consider
a greedy forager at the edge of the interval. It hops toward food with probability p
and away from food with probability 1− p. In the interior of the interval the forager
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hops symmetrically. We define FL(t) as the probability that this greedy random walk,
which starts at either x = 1 or x = L − 1, reaches either x = 0 or x = L at the tth
step. These two first-passage probabilities are related by the convolution
FL(t) = p δt,1 + (1− p)
∑
t′≤t−1
fL−2(t′)FL(t− t′ − 1) . (5.2)
The first term accounts for a forager reaching food in a single step. The second term
accounts for the forager hopping to the interior of the interval. In the latter case, the
walker starts at x = 2 or x = L − 2 and hops symmetrically until it again reaches
either x = 1 or x = L − 1. Thus the relevant first-passage probability is that for an
unbiased random walk that starts at x = 2 or x = L − 2 in the interval [1, L − 1].
Once the walker first reaches either x = 1 or x = L − 1, the process renews and the
subsequent propagation involves FL. Since one time unit is used in the first hop to
the right, the walker must reach the boundary in the remaining time t− t′ − 1 steps.
To solve Eq. (5.2), we employ the generating functions
f˜L(z) =
∑
t≥1
fL(t) z
t , F˜L(z) =
∑
t≥1
FL(t) z
t .
to reduce this equation to F˜L(z) = pz + (1− p) z f˜L−2(z) F˜L(z), with solution
F˜L(z) =
pz
1− (1− p) z f˜L−2(z)
. (5.3)
We also exploit first-passage ideas to write formal expressions for two basic ob-
servables: (a) the average amount of food N consumed when the forager starves,
and (b) the average forager lifetime T . To compute these two quantities, we first
define the probability Vk that the forager has visited k distinct sites at the instant of
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starvation; this is the same as the probability that the forager has eaten k times at
the instant of starvation. We can express this probability in the form
Vk =
[
1−Fk(S)
] k−1∏
j=2
Fj(S) . (5.4)
Here Fk(S) is the probability that the forager eats before it starves in a desert of k
sites, which can be interpreted as the probability that the forager successfully escapes
a desert of k sites when it starts one site away from the edge. Thus to create a desert
of k sites, the forager must successively escape a desert of 1, 2, 3, . . . , k − 1 sites and
then fail to escape a desert of k sites. By definition
Fk(S) =
S∑
t=0
Fk(t) , (5.5)
where Fk(t) is the greedy-forager first-passage probability introduced just above Eq. (5.2).
While we tacitly assume a finite interval length, we will also adapt the formalism above
to the case of a semi-infinite interval in the next section.
The average amount of food consumed by the forager at the instant of starva-
tion and the average forager lifetime can now be expressed simply in terms of the
distribution of the number of distinct sites visited at starvation (see also [5, 6]):
N =
∑
k≥0
kVk , (5.6a)
T =
∑
k≥0
[
τ1 + τ2 + · · ·+ τk−1
]
Vk + S , (5.6b)
where τk = τk(S) is the average time for a forager to successfully escape a desert of
length k by eating a unit of food at the desert edge before starvation is reached. This
escape time τk may be expressed in terms of the first-passage probability Fk(t) of the
79
greedy forager by
τk =
∑S
t=0 t Fk(t)∑S
t=0 Fk(t)
. (5.7)
In the following sections, we will use these general formulae to compute N and T
for both the semi-infinite- and finite-desert geometries.
5.4 One Dimension: Semi-Infinite Desert Geome-
try
5.4.1 Heuristic Approach
In this geometry, all sites with x ≤ 0 initially contain food, all sites with x ≥ 1
are empty, and the forager begins in a fully sated state at x = 1. When the for-
ager is extremely greedy, corresponding to p → 1, and also for large S, a typical
trajectory consists of segments where the forager moves ballistically into the food-
containing region, interspersed by diffusive segments in the desert (Fig. 5.1). As long
as the diffusive trajectory segment lasts less than S steps, the forager returns to the
food/desert interface and another cycle of consumption and subsequent diffusion in
the desert begins anew.
We now exploit this picture of alternating ballistic and diffusive segments to es-
timate the average forager lifetime. In a typical trajectory, a ballistic segment of
m consecutive steps towards food followed by a step away from food occurs with
probability pm(1− p). The average time for such a ballistic segment is
tb =
∑
m≥1
mpm (1− p) = p
1− p . (5.8a)
The diffusive segment must return to food within S steps for the forager to survive.
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Figure 5.1: Space-time trajectory of a greedy forager with lifetime 271 steps for
p = 0.9 and S = 100 (corresponding to 1 − p = 1/√S) in one dimension. Here, the
forager quickly carves out a desert whose length precludes reaching the far side at
x = 0; thus the far side is irrelevant.
This return probability R is the integral of the first-passage probability for a forager
with diffusivity D that starts at x = 1 to reach x = 0 within time S [33]:
R =
∫ S
0
dt
e−1/4Dt√
4piDt3
= erfc(1/
√
4DS) ,
where erfc(·) is the complementary error function. The average number of such suc-
cessful returns is 〈r〉=∑r≥1 rRr(1−R)=R/(1−R)'√piS/2 for S → ∞, where the
asymptotics of the error function gives the final result, and we take the diffusion co-
efficient D = 1
2
to correspond to our discrete random-walk simulations. For a forager
that does return within S steps, the average return time tr is
tr =
1
R
∫ S
0
dt t
1√
4piDt3
e−1/4Dt ,
=
√
2S
pi
e−1/2S
erfc(1/
√
2S) − 1 '
√
2S
pi
− 1 . (5.8b)
The total trajectory therefore consists of 〈r〉 = √piS/2 elements, each of which
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Figure 5.2: (a) Average food consumed N at starvation and (b) average forager
lifetime T versus greediness G = 2p − 1 for S = 104. The curve is the prediction
(5.9a), while the circles are the simulation results. In (b), the dashed curves are the
continuum predictions (5.9b), while the solid curves are the exact expression (5.17).
are comprised of a ballistic and a diffusive segment. Thus the forager eats p
1−p units
of food during each element and the time for each element equals tb + tr. There is
also the final and fatal diffusive segment of exactly S steps. Consequently, the food
consumed by the forager and its lifetime, which we respectively write as NSI and TSI
(with the subscript SI denoting the semi-infinite system) respectively, are (Fig. 5.2)
NSI ' p
1− p
√
piS
2
, (5.9a)
TSI ' 〈r〉(tb + tr) + S = 2p− 1
1− p
√
piS
2
+ 2S . (5.9b)
For the lifetime, there are two distinct limiting cases:
• Weak greed ( 1
1−p <
√S): Lifetime linear in S.
• Strong greed ( 1
1−p >
√S): Lifetime proportional to√S. However, the amplitude
of
√S is proportional to 1
1−p so that the sublinear term is actually larger than
S.
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5.4.2 Asymptotic Solution
We now apply the formalism of Sec. 5.3 to obtain asymptotic solutions for NSI and
TSI, as well as their underlying distributions. In the semi-infinite geometry, each
term in the product in the distribution of visited sites (5.4) is identical because the
desert length is always (semi-)infinite. Thus the length subscripts for all quantities
in Sec. 5.3 can be dropped. From (5.4), the probability that k units of food have
been eaten at the instant of starvation simplifies to Vk = Fk(S)
[
1−F(S)]. Thus the
average amount of food eaten by the forager at the instant of starvation is
NSI =
∑
k
kVk =
F(S)
1−F(S) . (5.10)
To obtain F(S) we need the underlying first-passage probability (5.3). We start
with the well-known expression for the generating function of the first-passage prob-
ability for the isotropic random walk in the semi-infinite geometry, f˜(z) = (1 −
√
1− z2)/z [12], and substitute into Eq. (5.3) to give
F˜ (z) =
z
1 + 1−p
p
√
1− z2 . (5.11)
We deduce the long-time behavior of F (t) from the z → 1 behavior of F˜ (z), from
which we can compute F(S), and finally the amount of food eaten by the forager
when it starves, NSI, and its lifetime TSI. For large S, we obtain, both for p 1/
√S
and p 1/√S (details are given in 5.A),
NSI ' p
1− p
√
piS
2
, S → ∞ . (5.12a)
To compute the average forager lifetime, we need the time τk for a forager to escape
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a desert of length k (Eq. (5.6b)). In the semi-infinite geometry, all these excursion
times are identical, τk = τ , so that TSI = τNSI +S. The derivation of τ is also given in
5.A and the final result for the lifetime has two different forms depending on whether
p 1/√S or vice versa
TSI '

2S + (p
2 − 4p+ 2)
p(1− p)
√
piS
2
, p 1/√S ,
1
2
pS2 + p
√
pi
18
S3/2 + S , p 1/√S .
(5.12b)
5.4.3 Exact discrete solution
We now obtain the exact lifetime for any p and S by enumeration. As a preliminary,
first consider small S. For S = 1, the system can evolve in only two ways: either
the forager moves towards the food, which happens with probability p, or the forager
moves away. In the former case, the forager eats and the process renews, while in the
latter case, the forager necessarily dies after one more step. These evolution steps lead
to the state space with two distinct states, labeled a and b (Fig. 5.3(a)). From this
figure, the average lifetime starting from state a satisfies the backward Kolmogorov
equation [33]
ta = p(1 + ta) + (1− p) · 2 ,
which gives T1 ≡ ta(S = 1) = (2−p)/(1−p). This same enumeration can straight-
forwardly (but more tediously) extended to larger S. For S = 2 (Fig. 5.3(b)), the
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corresponding equations for the lifetime starting from any state are:
ta = p (1 + ta) + (1− p)(tb + 1) ,
tb =
1
2
(tc + 1) +
1
2
(td + 1) ,
tc = p(ta + 1) + (1− p) ,
td = 1 .
1
p 1−p
a
a
b
(a)
d
1
p 1−p
a
a
b
2 2c
(b)
Figure 5.3: (a) State space of the semi-infinite system for S = 1. Top row: the initial
state. Next row: states after the forager hops once. The subscript on the symbol ×
denotes the number of time steps that the forager is without food. (b) State space of
the semi-infinite system for S = 2 and 3.
Solving these equations, the lifetime starting from the initial state a for S = 2 is
T2 ≡ ta(2) = 2(3− 2p)
(1− p)(2− p) . (5.13a)
The enumeration for S = 3 is the same as that for S = 2, except that the forager
lives exactly one more time step before starving. Thus T3 = T2 + 1. Following this
same approach, the lifetimes for the next few values of S are
T4 = 5(5− 5p+ p
2)
(1− p)(8− 7p+ 2p2) , T5 = T4 + 1, (5.13b)
T6 = 4(28− 35p+ 13p
2 − 2p3)
(1− p)(16− 19p+ 10p2 − 2p3) , T7 = T6 + 1. (5.13c)
We now systematize this enumeration for arbitrary S. We first split the set of
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all trajectories into two categories: (a) set P, which contains all paths that return
to food before the forager starves and (b) set Q, which contains all paths where the
forager starves. With this decomposition, the average lifetime for general S can be
written as
T =
∑
p∈P
Pp (tp + T ) +
∑
q∈Q
Pq S . (5.14a)
Here Pp and Pq are the probabilities of paths p ∈ P and q ∈ Q, and tp is the time
for the forager to return to food via path p. The time for all paths in Q that lead to
starvation is simply S. Rearranging the above expression gives
T =
∑Pptp +∑PqS
1−∑Pp . (5.14b)
Since the union P ∪ Q gives all paths, we have ∑pPp + ∑qPq = 1. We use this
relation to simplify the second term in the numerator to give
T =
∑Pptp
1−∑Pp + S . (5.14c)
To compute
∑Pp, we first note that the probability of a particular path depends
only on: (i) its length, which we write as 2n + 1, as a path that starts at x = 1 can
reach food at x = 0 only in an odd number of steps, and (ii) the number of times k
that the path is adjacent to food. The probability of a single path therefore is
Pp =
(
1
2
)(2n−k)
(1− p)k p .
That is, the forager performs an unbiased random walk for the (2n− k) steps where
the forager is not adjacent to food and steps into the desert k times, each with
probability 1 − p, when adjacent to food. In the final step, the forager reaches food
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k = 3
k = 8
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C0 C0      ...  
Figure 5.4: Illustration of paths that reach food in 2n+ 1 = 23 steps with different k,
the number of times the path is adjacent to food (green strip). The indicated Catalan
numbers show the number of possible paths given the constraint of hitting the edge
of the desert exactly k times. The total number of solid-dashed, dotted, and solid
paths are C10, C2C0C6, and (C0)11.
with probability p (Fig. 5.4). The sum over all paths that return can be partitioned
into sets of paths that are adjacent to the edge of the desert for exactly k steps. The
number of paths of this type—of length 2n + 1 with k adjacencies to the desert–is
given
A(n, k) =
(2n− k − 1)! k
(n− k)!n! . (5.15)
The derivation of this result is given in 5.C.
Using this expression for the number of paths, we have
∑
Pp = p+ p
bS/2c∑
n=1
n∑
k=1
A(n, k)(1− p)k (1
2
)(2n−k)
. (5.16)
The prefactor p before the sum arises from the last segment of the path in which the
forager consumes one unit of food. We also write the n = 0 term separately as it does
not conform to the general expression inside the sum. Using Eqs. (5.14c)–(5.15), the
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average lifetime for any S is given by
T =
p+ p
∑bS/2c
n=1
[
(2n+ 1)
∑n
k=1A(n, k)(1− p)k
(
1
2
)(2n−k)]
1− p− p∑bS/2cn=1 [∑nk=1A(n, k)(1− p)k (12)(2n−k)] + S . (5.17)
The comparison between this exact lifetime and the continuum expression (5.12b) is
given in Fig. 5.2(a). The continuum result is an excellent approximation for p > 0.8
for any S.
5.5 One Dimension: Finite Desert Geometry
We now turn to the geometry where each site initially contains food—the Eden initial
condition—and the forager gradually carves out a finite-length desert. Unexpectedly,
the average forager lifetime varies non-monotonically with (positive) greediness when
S > S∗, with S∗ ≈ 45 (Fig. 5.1)—a little greed is bad for a sufficiently “rich” forager,
but extreme greed is good.
2
3
4
5
0 0.2 0.4 0.6 0.8 1
T S
/S
G
S = 10
S = 40
S = 160
S = 640
Figure 5.1: Average forager lifetime T versus greediness G = 2p−1 in one dimension.
The survival times have been scaled by S so that all the data fit onto the same plot.
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5.5.1 Heuristics
We first present a heuristic argument for both the food consumed at starvation N and
the lifetime T . Our argument predicts both the non-monotonic lifetime for positive
greediness and a huge maximum in the lifetime for a negative greediness (Fig. 5.3(a)).
In our approach, starvation proceeds in two stages4:
1. The forager first carves a critical-length desert by repeatedly reaching either
edge of the desert within S time steps after food is consumed. The critical
length Lc is such that a forager of capacity S typically starves when it attempts
to cross a desert of length L > Lc. We define the time to create a critical-length
desert as T(i) and the food consumed in this phase as N(i).
2. Once the desert length reaches Lc, the forager likely starves if it attempts to
cross the desert. That is, the far side is unreachable and thus is irrelevant.
The time for this second stage, T(ii) is therefore just the mean lifetime TSI in a
semi-infinite desert. Similarly, the amount of food consumed in this phase is
NSI.
To adapt the above argument to a greedy forager, we need the exit probabilities
and exit times in a finite interval for the random walk that mimics the motion of the
greedy forager—isotropic hopping in the desert interior and hopping towards food
with probability p and away from food with probability 1 − p at the desert edge;
these quantities are derived in 5.B. When the forager starts a unit distance from food
in a desert of length L, the average time to reach food is (Eq. 5.49)
t1 =
1− p
p
L+ 3− 2
p
. (5.18)
4This argument represents both an extension and a simplification of the intuitive picture for the
starvation process given in Ref. [6]
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Notice that when 1 − p  1
L
, the mean time to reach food when starting at n = 1
approaches 1, while for no greed, t1 = L− 1. By definition
N(i) = Lc , (5.19a)
while from (5.18), the time to reach the critical length Lc is
T(i) = 1− p
p
Lc(Lc + 1)
2
+
(
3− 2
p
)
Lc ' 1− p
p
L2c
2
. (5.19b)
For large S and hence large Lc, we have
N = N(i) +N(ii) = Lc +NSI ,
T = T(i) + T(ii) ' 1− p
p
L2c
2
+ TSI .
(5.20)
We now use the crossing time for an interval of length L 1 ((5.52))
t× ' 2
3
L2 +
4
3
L
p
, (5.21)
and set t× equal to S to give the critical desert length
Lc '

√
3S/2 p 1/√S ,
3pS/4 p 1/√S .
(5.22)
We emphasize that different behaviors arise for p 1/√S and p 1/√S. Using the
expression for TSI in (5.12b) together with (5.20) and (5.22), we have, for p 1/
√S,
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N '
√
3S
2
+
p
1− p
√
piS
2
, (5.23a)
T ' 1− p
p
3S
4
+ 2S − (p
2 − 4p+ 2)
p(1− p)
√
piS
2
, (5.23b)
while for p 1/√S
N ' 3
4
pS + p
1− p
√
piS
2
, (5.24a)
T ' 9
32
pS2 + S + p
√
pi
18
S3/2 . (5.24b)
Two important consequences follow from the above expressions for T , as illus-
trated in Figs. 5.3 and 5.1:
• Expanding Eq. (5.23b) for p = 1
2
+  with → 0 gives
T ' 11
4
S +
(
12
√
piS
2
− 10S
)
 .
Thus the lifetime initially increases with  for S < S∗ = 18pi/25 and initially
decreases otherwise. While the numerical value of S∗ should not be taken
seriously because of the crudeness of our argument, the important point is that
S is a non-monotonic function of greediness for S > S∗ because the lifetime
must eventually increase with greediness as G→ 1.
• At the crossover, where p ' 1/√S, Eqs. (5.23b) and (5.24b) give the common
lifetime T ∼ S3/2. A huge maximum! This maximum arises because the forager
eats only when it absolutely must. Because desert is small for G ≈ −1 (see
Eq. (5.24a)), the strategy of avoiding food until nearly S steps have elapsed is
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not that risky.
5.5.2 First-passage approach
We now determine the amount of food consumed at starvation, N , and the lifetime
T of a greedy forager by extending the approach of Refs. [5, 6] to account for greed.
We start with the first-passage probability for pure diffusion in the interval [0, L] and
then compute the first-passage probability for greedy forager motion in this same
interval. From this, we obtain the probability FL(S) that the greedy forager can
escape a desert of length L, as well as the escape time time τL for this event. From
these two quantities we finally determine N and T .
The Laplace transform of the first-passage probability for diffusion on [0, L] is [33]
f˜L(s) =
sinh
(√
s
D
)
+ sinh
(√
s
D
(L− 1))
cosh
√
s
D
L
= cosh
√
s
D
− tanh
√
sL2
4D
sinh
√
s
D
,
−→
s→0
1−
√
s
D
tanh
√
sL2
4D
+ · · · .
Substituting this expression in (5.3) and converting the generating function to a
continuum Laplace transform by replacing z → 1 − s, the Laplace transform of the
first-passage probability for greedy forager motion for s→ 0 and L→∞ is
F˜L(s) =
(
1 +
1− p
p
√
s
D
tanh
√
sL2
4D
)−1
. (5.25)
Note that this expression reproduces the discrete generating function F˜ (z) in Eq. (5.11)
for L→∞ with z → 1− s and D = 1/2. As in the semi-infinite geometry, we must
separately examine the limits p 1/√S and p 1/√S.
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The regime p 1/√S:
Since the Laplace variable s corresponds to 1/S for large S, the limit p  1/√S
corresponds to
√
s/p 1. In this case Eq. (5.25) simplifies to
F˜L(s) ' 1− 1− p
p
√
s
D
tanh
√
sL2
4D
+ · · · . (5.26)
Since FL(S) =
∫ S
0
FL(t) dt (see Eq. (5.5)), their Laplace transforms are related by
F˜L(s) = F˜L(s)/s [91]. Taking the inverse Laplace transform, the probability that a
greedy forager escapes an interval of length L within S steps is
FL(S) = 1− 1− p
p
1
2pii
√
D
∫
C
ds esS
1√
s
tanh
√
sL2
4D
,
where the vertical segment of the Bromwich contour C lies to the right of all poles
of the integrand. These poles are located at sn = −Dpi2(2n+ 1)2/L2, with n ∈ N, so
that
FL(S) = 1− 1− p
p
4
L
∞∑
n=0
e−DS[pi(2n+1)]
2/L2 . (5.27)
To compute the time τL for a greedy forager to escape an interval of length L, we
use the fact that for large S we can replace the denominator in the definition (5.7) for
τL, which is the probability for the forager to escape an interval of length L within
a time S, by 1. We then use standard Laplace transform manipulations to give, for
large S,
τ˜L(s) ' −1
s
∂
∂s
F˜L(s) . (5.28)
Since the s-dependent term in Eq. (5.26) for F˜L(s) has the prefactor (1 − p)/p, we
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have the general relation
τ˜L(s) =
1− p
p
τ˜L(s; p =
1
2
) (5.29)
between the escape time for the greedy forager and for a pure random-walk forager.
Here, the right-hand side is just the escape time for the case p = 1/2 (random walk).
Thus we obtain the fundamental relation between the escape times
τL =
1− p
p
τL(p =
1
2
) ,
=
1−p
p
∫ θ
0
du u
∞∑
j=0
4
(2j+1)2
{
1− e−(2j+1)2/u2
[
1 +
(
2j+1
u
)2]}
. (5.30)
For the second line, we copy the expression for τL in [5,6] for the case of no greed, and
we express the final result in terms of the natural scaling variable θ = L/(pi
√
DS).
We now use these results for FL and τL to determineN and T (see 5.D for details):
N = N ∗ 4(1− p)
p
∫ ∞
0
dθ exp
[
−2(1− p)
p
∑
n≥0
E1
(
(2n+ 1)2
θ2
)]∑
n≥0
e−(2n+1)
2/θ2 ,
(5.31a)
where N ∗ ≡ pi√DS and E1(x) =
∫∞
1
dt e−xt/t is the exponential integral, and
T ' S 1−p
p
∫ ∞
0
dθ Vθ
∫ θ
0
du u
∞∑
j=0
4
(2j+1)2
{
1− e−(2j+1)2/u2
[
1 +
(
2j+1
u
)2]}
+ S .
(5.31b)
We emphasize that Vθ defined above (and also in Eq. (5.64)) depends on p, so that
the lifetime T for the greedy forager does not merely equal the lifetime for the non-
greedy forager times (1−p)/p. The above prediction for T agrees with our numerical
simulations when S is large (Fig. 5.2).
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The negative greed regime p 1/√S, G ≈ −1:
In this regime, the hyperbolic function in Eq. (5.25) can be replaced by its argument,
so that F˜L(s) simplifies to
F˜L(s) '
(
1 +
L
2pD
s
)−1
, (5.32)
while again F˜L(s) = F˜L(s)/s. Inverting the above Laplace transform gives
FL(S) = 1− e−2pDS/L , (5.33)
while Eq. (5.28) leads to τ˜L(s) ' L/(2pDs). Taking the inverse Laplace transform of
this quantity immediately gives
τL(S) '
∫ S
0
tFL(t) dt ' L
2pD
. (5.34)
Using the above expression for FL and τL, we find, for N and T (details q in 5.D):
N =
∞∑
n=1
n e−2pDS/n exp
[
−
∫ n
1
e−2pDS/k dk
]
, (5.35a)
T = 1
2pS
∞∑
n=1
n2 e−2pDS/n exp
[
−
∫ n
1
e−2pDS/k dk
]
. (5.35b)
The asymptotic evaluations of these sums and integrals are performed in 5.E, and the
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Figure 5.2: Dependence of the scaled forager lifetime T /S on G = 2p − 1 in the
negative greed regime for (a) G in the range [−1,−1
2
] and (b) [−1,−0.998] for the
case S = 106. Shown in (b) are simulation results (◦), with error bars smaller than
the symbol size, the full expression from Eq. (5.76) (solid curve), and the asymptotic
result (5.36b) (dashed curve).
final results are
N '
√
2pi
e
pS
ln(pS) , (5.36a)
T '
√
pi
2
1
e
pS2[
ln(pS)]2 + S . (5.36b)
These expressions agree with the naive estimates (5.24a) and (5.24b) up to logarithmic
corrections. The comparison between the asymptotic prediction for T in Eq. (5.36b),
the complete form (5.76), and simulations is shown in Fig. 5.2(b). The asymptotic
approximation becomes increasingly accurate, albeit very slowly, for S  106, a range
that is inaccessible by simulations.
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5.6 Greedy Foraging in Two Dimensions
In the dimensions, the desert carved out by a long-lived starving random walker
is typically quite ramified [5, 6]. This geometric complexity seems to preclude an
analytic solution for the forager lifetime. Instead, we present simulations and heuristic
arguments to assess the influence of greed on the forager lifetime. Surprisingly, the
role of positive greed in two dimensions is opposite to that in one dimension. For
S > S∗, with S∗ ≈ 90, the lifetime again varies non-monotonically with greediness
(Fig. 5.1), but with the opposite sense to the non monotonicity compared to one
dimension. A additional perplexing feature, at first sight, is that a perfectly greedy
forager has a smaller lifetime than a forager that is not as avaricious.
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Figure 5.1: Average forager lifetime T versus greediness G in two dimensions. The
survival times have been scaled by S so that they all fit on the same plot.
We can justify this latter feature by appealing to the recurrence of a random walk
in two dimensions [12,92]. Thus there will be many points where the forager trajectory
intersects itself, leading to closed loops. Suppose that a perfectly greedy forager is
about to form a closed loop on the square lattice, as illustrated in Fig. 5.2(a). At this
point, the forager has only two possible choices for its next step, both of which lead
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to food being consumed at the next step. One of these choices leads to the outside of
the incipient closed loop and the other leads inside. If the latter choice is made, the
forager is effectively self trapped by the “moat” that has been created by the previous
trajectory.
(a) (c)(b)
Figure 5.2: A random-walk trajectory that leads to trapping of a perfectly greedy
forager. (a) Forager (×) at the decision point. (b) Forager hops to the interior region
(shaded). (c) Food in the interior is completely consumed, so that the forager (×)
may be trapped inside the newly created desert.
Once inside the moat, a perfectly greedy forager will always consume food in its
nearest neighborhood. This consumption is interrupted when all the current neighbors
of the forager are empty. When this happens, either the interior is either mostly or
completely depleted (the latter is shown in Fig. 5.2(c)). While the former case is
more likely, the remaining food will be scarce and isolated. Thus the forager carves
out and then becomes trapped inside a (perhaps slightly imperfect) desert. In this
circumstance, the forager is likely to starve before it can escape.
Conversely, if the greediness is close to but less than 1, a forager has a non-zero
probability to cross the moat whenever it is encountered and thereby reach food on
the outside. This mechanism provides a way for the forager to escape the desert and
survive longer than if it remained inside. This argument suggests that the forager
lifetime must be a decreasing function of G as G → 1, as confirmed by simulations
(Fig. 5.1). Also in stark contrast to one dimension, there is no anomalous peak in
the forager lifetime for negative greed, at least for S ≤ 256.
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5.7 Discussion
We investigated the dynamics of a greedy forager that either moves preferentially
towards food or away from food within its nearest neighborhood. Such a myopic
greediness (or anti-greediness) represents a particularly simple mechanism by which
the motion of a forager is affected by its environment. In spite of its naivete´, the
greedy forager model exhibits rich, unexpected phenomenology that offer theoretical
challenges.
As in the starving random walk without greed, a greedy forager depletes its en-
vironment by consumption, and one basic issue is to determine the lifetime of the
forager as a function of its metabolic capacity S and its greediness G, or equivalently,
p, the bias that the forager experiences when at the edge of the desert. We determined
the forager lifetime exactly in the semi-infinite one-dimensional geometry. Here, the
lifetime grows monotonically with greed, as might be expected naively, but the de-
pendence of the lifetime on S and p is non trivial. For sufficiently strong greed, the
forager lifetime scales as T ∼ √S/(1− p), while for weak greed the lifetime is linear
in S.
In the finite desert geometry, we found the unexpected feature that the forager
lifetime depends non-monotonically on greediness when the capacity of the forager
is sufficiently large. Moreover, the sense of the non-monotonicity is different in one
and two dimensions. In one dimension, a little greed is “bad”, while a lot of greed is
“good”, where “bad” and “good” mean decreased and increased lifetime, respectively.
We gave a heuristic argument based on simple first-passage ideas to understand this
non-monotonicity. In two dimensions, the opposite occurs, as a little greed is “good”,
while being very greedy is “bad”. We can understand the latter case in a simple way
in terms of the self trapping of a forager.
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We generalized the first-passage approach of [5,6] to derive an analytic expression
for the average forager lifetime in one dimension that applies in the limit of large
S. This approach shows that a small amount of greed is indeed detrimental for the
lifetime of the forager in one dimension. Finally, we studied the intriguing case where a
forager has negative greed, which means that it avoids food in its local neighborhood.
Strikingly, the lifetime of a forager in one dimension exhibits a huge maximum when
the greediness G is close to −1, or equivalently, p→ 0. Using first-passage ideas, we
argued that the maximum lifetime occurs at a value of p that scales as S−1/2 and that
the lifetime at this maximum scales as S3/2.
There are several open questions about the greedy forager model that deserve
further study. First, what is dynamics of a greedy forager in two dimensions? Why
is the dependence of lifetime on greed opposite to that of one dimension? Why is
there no peak in the lifetime for a forager with very negative greed? What is the
nature of the desert geometry for different values of greediness? Second, what is
the lifetime of a greedy forager in greater than two dimensions? Simulations are
of limited value because the lifetime is extremely long for non-negligible greed and
memory and/or computation time constraints become prohibitive. What simulations
can say is obvious—in going from no greed to a specified positive value of greediness,
the increase in the forager lifetime is much greater in three dimensions than in two.
In high dimensions, the mean-field argument given in Refs. [5,6] still seems to apply;
this predicts that the forager lifetime will grow as eS . In the limit of perfect greed, it
is always possible to construct analogs of the two-dimensional cul-de-sac of Fig. 5.2,
in which a forager can enter, get trapped, and subsequently starve. Thus the question
of whether the forager lifetime depends non-monotonically on greed in greater than
two dimensions is still open.
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Appendix
5.A Semi-Infinite Geometry
For fixed p, the large-S behavior of the generating function F˜ (z) in Eq. (5.11) may
be conveniently computed in terms of the generating function for F in F(S) =∑S
t=0 F (t). The relation between these two generating functions is [91]
F˜(z) =
∞∑
S=0
F(S)zS = g˜(F )
1− z . (5.37)
Differentiating with respect to z gives
∞∑
S=0
SF(S)zS = z d
dz
(
F˜ (z)
1− z
)
∼
z→1
1
(1− z)2 −
1√
2
1− p
p
1
(1− z)3/2 −
1
(1− z) + · · · (5.38)
We finally obtain the large-S behavior of F(S) by using a discrete Tauberian theo-
rem [92,93] to give
F(S) = 1− 1− p
p
√
2
piS −
1
S + . . . (5.39a)
For p 1/√S, we use the above expression for F(S) in Eq. (5.10) to give the result
quoted in (5.12a).
When p → 0 is taken before S → ∞, we use the following limiting expression of
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F˜ (z) from Eq. (5.11),
lim
p→0
F˜ (z)
p
=
z√
1− z2 ,
in (5.38) to give
lim
p→0
∑∞
S=0 SF(S)zS
p
∼
z→1
1
2
√
2
1
(1− z)5/2 ,
so that
lim
p→0
F(S)
p
∼
S→∞
√
2S
pi
. (5.39b)
Substituting the above results for F(S) in NSI = F(S)/
[
1−F(S)], from Eq. (5.10),
gives
lim
p→0
NSI
p
'
√
piS
2
, S → ∞ . (5.40)
Note that the result for NSI quoted in Eq. (5.12a) holds for both p  1/
√S and
p 1/√S.
We now determine the escape time τ for S → ∞,
τ =
∑S
t=0 tF (t)∑S
t=0 F (t)
=
∑S
t=0 tF (t)
F(S) ≡
F (1)(S)
F(S) . (5.41)
Following the same reasoning as given above, the generating function for F (1)(S) is
∞∑
S=0
F (1)(S)zS = z
1− z F˜
′(z) , (5.42)
which leads to, as z → 1,
∞∑
S=0
F (1)(S)zS = 1√
2
1− p
p
1
(1− z)3/2 −
p2 − 4p+ 2
p2
1
1− z + . . . (5.43)
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Using again a Tauberian theorem, the large-S behavior of A is
F (1)(S) = 2√
pi
1− p
p
√
S − (p
2 − 4p+ 2)
p2
+ · · ·
so that
τ =
2√
pi
1− p
p
√
S − (p
2 − 4p+ 2)
p2
+ · · · (5.44)
where we have also used Eqs. (5.39a) and (5.41). Note that the subleading term in
this expansion becomes important when p→ 1. Substituting the expression for τ in
TSI = τNSI + S gives the final result for the lifetime quoted in Eq. (5.12b).
If the limit p → 0 is taken before the large-S limit, the expression Eq. (5.39) for
F˜ has to be used in Eq. (5.42). This leads to, for p→ 0,
∑∞
S=0F (1)(S)zS
p
∼
z→1
3
√
2
4(1− z)5/2 ,
and thus
F (1)(S)
p
∼
S→∞
√
2
9pi
S3/2.
Using now Eqs. (5.39b) and (5.41), we find
τ ∼
S→∞
1
3
S , (5.45)
which ultimately leads to Eq. (5.12b).
5.B Escape From An Interval
We determine the first-passage properties of a random walk in a finite interval of
length L whose hopping rules are the same as that of a greedy forager. That is, a
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walk in the interior hops equiprobably to the left and right, while a walk at either
x = 1 or x = L − 1 hops to the edge of the interval with probability p and into
the interior with with probability 1 − p (Fig. 5.B.1). For this walk, we calculate
the exit probabilities to each side of the interval, the time to exit either side of the
interval, and the conditional exit time to exit by each edge of the interval. We use
this information in Sec. 5.5.1 to argue that the lifetime of a forager with a sufficiently
large capacity varies non-monotonically with greediness.
2
1/2 1/2 q pqp
0 1 L−1 L
Figure 5.B.1: Hopping probabilities for a greedy forager inside a desert of length L.
Let En be the probability that the forager, which starts at site n, exits the interval
via the left edge. The exit probabilities satisfy the backward equations
E1 = p+ qE2 ,
En =
1
2
En−1 + 12En+1 2 ≤ n ≤ L− 2 ,
EL−1 = qEL−2 .
(5.46)
No boundary conditions are needed, as the distinct equations for n = 1 and n = L−1
fully determine the exit probabilities. As we shall see, En = 0 not at n = L, but at
different value of n, and similarly for the point where En = 1.
Since the deviation to random-walk motion occurs only at the boundaries, we
attempt a solution that has the random-walk form in the interior of the interval:
En = A+Bn. This ansatz automatically solves the interior equations (2 ≤ n ≤ L−2),
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while the boundary equations for n = 1 and n = L− 1 give
E1 = p+ qE2 −→ A+B = p+ q(A+ 2B) ,
EL−1 = qEL−2 −→ A+B(L− 1) = q
(
A+B(L− 2)) ,
from which A and B are
A =
p(L− 2) + 1
pL+ 2(1− 2p) , B = −
p
pL+ 2(1− 2p) .
Thus the probability that a greedy random walk that starts at x = n exits via the
left edge of the interval is
En = A+Bn =
L− n+ 1
p
(1− 2p)
L+ 2
p
(1− 2p) , (5.47)
while the exit probability via the right edge is 1 − En. As might be expected for
a perturbation that applies only at the boundary, the overall effect of greed on the
exit probability is small: the exit probability changes from En = 1 − nL for p = 12 to
En = 1− n−1L−2 for p = 1. That is, the effective interval length changes from L to L− 2
as p increases from 1
2
to 1.
Similarly, let tn be the average time for a greedy random walker to reach either
edge of the interval when the walk starts at site n. These exit times satisfy the
backward equations
t1 = p+ q(t2 + 1) ,
tn =
1
2
tn−1 + 12tn+1 + 1 2 ≤ n ≤ L− 2 ,
tL−1 = p+ q(tL−2 + 1) .
(5.48)
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Again, no boundary conditions are needed, as the equations for n = 1 and n = L− 1
are sufficient to solve (5.48). We attempt a solution for these second-order equations
that has the same form as in the case of no greed: tn = a + bn + cn
2. Substituting
this ansatz into (5.48) immediately gives c = −1, while the equations for t1 and tL−1
lead to the conditions
− 1 + a+ b = q(−4 + a+ 2b) + 1 ,
− (L− 1)2 + b(L− 1) + a = q[− (L− 2)2 + b(L− 2) + a]+ 1 .
Solving these equations, the average exit time to either edge of the interval when
starting from site n is
tn = n(L− n)− 2p− 1
p
(L− 2) . (5.49)
This gives a parabolic dependence of tn on n that is shifted slightly downward com-
pared to the case of no greed, as p ranges from 1
2
to 1. Notice again that tn = 0 not at
n = 0 and n = L, but rather at points between n = 0 and 1 and between n = L− 1
and L for p > 1
2
. This overall shift leads to a tiny change in each tn, except when the
forager starts one site away from the boundary. In this case, the average exit time
reduces to the expression given in Eq. (5.18).
Finally, and for completeness, we determine the conditional exit times, t±n , defined
as the time to reach left edge of the interval when starting from site n (for t−) and to
the right edge (for t+), conditioned on the walker exiting only by the specified edge.
We focus on t−n , because once t
−
n is determined, we can obtain t
+
n via t
+
n = t
−
L−n. The
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conditional exit times t−n satisfy
u1 = qu2 + E1 ,
un =
1
2
un−1 + 12un+1 + En 2 ≤ n ≤ L− 2 ,
uL−1 = quL−2 + EL−1 ,
(5.50)
where un ≡ Ent−n , with En, the exit probability to the left edge, given by Eq. (5.47).
Because Eqs. (5.50) are second-order with an inhomogeneous term that is linear in
n, the general solution is a cubic polynomial: un = a+ bn+ cn
2 + dn3. Substituting
this form into Eq. (5.50) for 2 ≤ n ≤ L − 2, we obtain the conditions c = −A and
d = −B/3, where A and B are the coefficient of En in Eq. (5.47). The remaining
two coefficients are determined by solving the equations for u1 and uL−1 and the final
results for the coefficients a, b, c, d in un are:
a =
2(L− 2)(1− 2p)[p2(L− 4)(L+ 3
p
(1− p)) + 3]
3p3
[
L+ 2
p
(1− 2p)]2 ,
b =
2p2
[
L(L2 − 6L+ 6) + 8]+ 6pL(L− 3) + 6L− 8p
3p2
[
L+ 2
p
(1− 2p)]2 ,
c = −L+
1
p
(1− 2p)
L+ 2
p
(1− 2p) ,
d = −1
3
1
L+ 2
p
(1− 2p) .
(5.51)
The conditional exit time to the left edge is then t−n = un/En, with un = a + bn +
cn2 + dn3, and En given by Eq. (5.47). We are particularly interested in t
−
L−1, the
conditional time for a walk that starts at x = L− 1 to reach x = 0. From Eqs. (5.47)
and (5.51), the limiting behavior of this crossing time for large L is given by
t−L−1 ≡ t× '
2
3
L2 +
4
3
L
p
, (5.52)
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which is Eq. (5.21).
5.C Catalan Triangle Numbers
We define the number of paths of length 2n that are adjacent to food exactly k times
as A(n, k). Let C(n) be the ordinary Catalan numbers, which are defined as number
of paths that return to the origin in exactly 2n steps. These are given by
C(n) =
1
n+ 1
(
2n
n
)
(5.53)
We can write the following convolution form that relates A(n, k) with the Catalan
numbers:
A(n, k) =

C(n− 1) k = 1
n−k∑
j=0
C(j)A(n− j − 1, k − 1) k ≥ 2 .
(5.54)
This relation can be justified as follows. The number of paths for which the forager
returns to the boundary exactly once, namely, at the very end of the trajectory, is
given by the ordinary Catalan number. The number of paths where the forager returns
k ≥ 2 times to the boundary can be split into the number of subpaths that return for
the first time to the boundary layer at time 2j, times the number of subpaths that
return k − 1 times to the boundary layer in the remaining 2(n − j − 1) time steps.
This gives the second line in the right-hand side of Eq. (5.54). We now define the
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generating functions for C(n) and A(n, k),
F (x) =
∞∑
n=0
C(n)xn , (5.55a)
G(x, y) =
∞∑
n=1
n∑
k=1
xnykA(n, k) . (5.55b)
Multiplying the left-hand side of Eq. (5.54) by xnyk and summing over n and k with
the constraint that k ≤ n, we obtain
∞∑
n=1
n∑
k=1
xnykA(n, k) =
∞∑
n=1
xnyC(n− 1) +
∞∑
n=2
n∑
k=2
n−k∑
j=0
xnykC(j)A(n− j − 1, k − 1) .
(5.56)
Expressing the above equation in terms of the generating function itself, we obtain
G(x, y) = xyF (x) + xyF (x)G(x, y), from which the solution is
G(x, y) =
xyF (x)
1− xyF (x) .
Since it is known that F (x) = 2/(1 +
√
1− 4x) [94], we obtain
G(x, y) =
2xy
1 +
√
1− 4x− 2xy (5.57)
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To invert Eq. (5.56), we first expand it in a power series in y,
G(x, y) =
2xy
1 +
√
1− 4x− 2xy
=
y
(1−√1− 4x)/2x− y
=
∞∑
k=1
yk
[
2x
1−√1− 4x
]k
=
∞∑
k=1
yk
[
1−
∞∑
n=0
C(n)xn+1
]k
. (5.58)
Numerically expanding the above expression in a double power series in x and y using
Mathematica, we obtain
A(n, k) =
(2n− k − 1)!k
(n− k)!n! . (5.59)
It is worth noting that the coefficients A(n, k) are related to the Catalan Triangle
Numbers [95, 96] C(n, k) by the variable change, n→ n− 1, k → n− k.
5.D Distribution of N and T
We may generally write the escape probability in a finite interval of length L in the
form (see Eq. (5.27) and (5.33))
FL(S) = 1− a(L,S) , (5.60)
with a(L,S) 1. We determine the behavior of ∏nk=2Fk(S) for large n by consider-
ing
ln
n∏
k=2
Fk(S) =
n∑
k=2
ln
[
1− a(k)] ' − n∑
k=2
a(k) . (5.61)
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Thus Vn defined in Eq. (5.4) becomes
Vn ' a(n) exp
[
−
n∑
k=2
a(k)
]
. (5.62)
We separately consider the regimes p 1/√S and p 1/√S. For the former:
n∑
k=2
a(k) =
4(1− p)
p
n∑
k=2
1
k
∞∑
j=0
e−DS[pi(2j+1)/k]
2
,
' 4(1− p)
p
∫ n
0
dk
k
∞∑
j=0
e−DS[pi(2j+1)/k]
2
,
' 4(1− p)
p
∫ n/√S
0
dk
k
∞∑
j=0
e−D[pi(2j+1)/k]
2
,
' 2(1− p)
p
∑
n≥0
E1
(
(2n+ 1)2/θ2
)
, (5.63)
where θ ≡ n/(pi√DS) and E1(x) ≡
∫∞
1
dte−xt/t is the exponential integral. The
distribution of the scaled variable θ is thus
Vθ =
4(1− p)
pθ
∑
j≥0
e−(2j+1)
2/θ2 exp
[
− 2(1− p)
p
∑
`≥0
E1
(
(2`+ 1)2
θ2
)]
. (5.64)
The average amount of food consumed by the forager at the instant of starvation is
the first moment of this distribution (see (5.4)) and immediately leads to Eq. (5.31a).
For p 1/√S, we may write
n∑
k=2
a(k) '
∫ n
1
e−2pDS/k dk, (5.65)
which leads to
Vn ' e−2pDS/n exp
[
−
∫ n
1
e−2pDS/k
]
dk . (5.66)
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Substituting this result in Eq. (5.6b) immediately gives Eq. (5.36b).
5.E N and T for Extreme Negative Greed in 1d
We now specialize first-passage quantities to the case of extreme negative greed; that
is, G→ −1 or equivalently, p→ 0. Here the enumeration of trajectories to determine
the distribution of food consumed at the instant of starvation (Vn in Eq. (5.4)) greatly
simplifies because the forager typically moves back to the interior whenever it comes to
the edge of the desert. Consider the initial condition · · · • × • · · · , which corresponds
to the forager being placed at the origin and immediately eating the food at this
site. Here × denotes the forager and • a food-containing site. Now consider the
configuration • • ◦ × • • · · · immediately after the forager has eaten a second time;
here ◦ denotes an empty site. For the forager to never eat again, it must necessarily
bounce back and forth between the two empty sites S + 1 times. Because the forager
is always at the interface between food and an empty site, each step occurs with
probability 1 − p. Thus the probability that it does not eat again before starving,
which is the same as the probability that the forager eats exactly twice, is
V2 = (1− p)S+1 ,
while the probability for the forager to eat more than twice is
F2(S) = 1− (1− p)S+1 .
Generally, Fk(S) was also defined as the probability that the forager eats before it
starves in an interval of k empty sites (see (5.4)). Because the forager has already
eaten k times to create this interval, it must eat more than k times to escape this
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interval.
Suppose now that the forager has eaten a third time. The configuration imme-
diately afterward is · · · • • ◦ ◦ × • • · · · . For the forager to not eat again, it must
next hop to the center of the interval, which occurs with probability (1 − p), after
which the next step necessarily takes the forager back to the edge. To avoid eating,
the forager must repeat this pattern of hopping to center and then back to the edge
S + 1 times. The probability for such a path of t steps is (1 − p)t/2. Thus starting
from · · · • • ◦ ◦ × • • · · · , the forager starves without again eating with probability
(1− p)(S+1)/2. Consequently, the probability that the forager eats exactly three times
is
V3 = F2(S) (1− p)(S+1)/2 ,
while the probability that the forager eats more than three times is
F2(S)F3(S) =
[
1− (1− p)S+1][1− (1− p)(S+1)/2] .
Immediately after eating the fourth time, the configuration is · · · • • ◦◦◦×•• · · · .
To not eat again, the forager must next hop away from the edge, which occurs with
probability (1− p). From the resulting state · · · • • ◦ ◦ × ◦ • • · · · , the mean time to
reach either site at the edge of the desert equals 2 (5.B). For t  1, the forager will
be at the edge of the desert t/3 times, on average, so that the probability that the
forager will starve without eating again is (1 − p)(S+1)/3. Thus the probability that
the forager eats exactly four times before starving is5
V4 = F2(S)F3(S) (1− p)(S+1)/3 .
5The factor (S + 1)/k that appears in the exponent should be modified by even-odd oscillations
that will arise when S is either even or odd. Since we are interested in the limit of large S, there
even-odd effects should play a small role asymptotically, and we ignore them.
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Continuing this reasoning, the probability that the forager eats more than n−1 times
before starving is (after changing variables from S to z)
n−1∏
k=2
Fk(z) =
n−2∏
k=1
(1− z1/k) , z ≡ (1− p)S+1 , (5.67a)
where we shifted the index in the second product. Thus the probability for the forager
to eat exactly n times before starving is
Vn =
n−1∏
k=2
Fk(z) z1/(n−1) . (5.67b)
To compute N and T in Eqs. (5.31a) and (5.31b), we first investigate the nature
of the function
∏Fn(z) in (5.67a). This function equals 1 for small n and sharply
drops to 0 for sufficiently large n. Each term in the product equals (1 − z1/k) and
z is, in general, small. Naively, one might think that the point where
∏Fn crosses
over from being nearly 1 to decaying would occur when z1/n = 1
2
, or n = ln z/ ln 1
2
.
Numerically, however,
∏Fn is already vanishingly small at this value of n because
each term in the product is only slightly different than its immediate predecessor. At
the point where a term in the product is close to 1
2
, the product of all previous terms
is already close to zero because there are many preceding terms that are also close to
1
2
.
An important consequence of this location of the crossover, is that z1/k ≡ e−a/k is
small over the entire range where
∏Fn is non zero. Thus we may simplify ∏Fn by
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the following standard manipulations:
ln
n−1∏
k=2
Fk = ln
[ n−2∏
k=1
(1− e−a/k)
]
=
n−2∑
k=1
ln(1− e−a/k) ,
' −
∫ n
1
e−a/k dk ,
= e−a − n e−a/n − a[E1(a)− E1(a/n)] , (5.68)
where E1(·) is again the exponential integral. The above form is the explicit repre-
sentation of the exponential factors in Eqs. (5.35a) and (5.35b). We are interested in
the regime where p is small, but p > 1/S, so that a forager is likely to carve out a
desert of an appreciable size. In this case, we have
a = − ln(1− p)S+1 ' pS . (5.69)
Using the representation (5.68) for
∏Fn as well as z = e−a, the amount of food
consumed at the instant of starvation is
N =
∑
n≥0
nVn '
∫ ∞
0
dnn e−a/n exp
{
e−a − n e−a/n − a[E1(a)− E1(a/n)]} ,
=
∫ ∞
0
dn exp
{
lnn− a/n+ e−a − n e−a/n − a[E1(a)− E1(a/n)]} ,
≡
∫ ∞
0
dn exp
[
f(n)
]
. (5.70)
The function f(n) in (5.70) has a single peak whose width vanishes slowly as a→∞.
Thus we evaluate this integral by the Laplace method. Differentiating f(n) in (5.70)
with respect to n and setting the result to zero gives
f ′(n) =
1
n
+
a
n2
− e−a/n = 0 . (5.71)
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Numerically, we find that f is maximized at a value n∗ that grows slightly slower
than linearly with a. The first natural hypothesis n∗ = a/ ln a, fails to make the
terms in (5.71) balance. Thus we attempt a solution of the form n∗ ' a(1 + )/ ln a.
Substituting in (5.71), we find that the leading behaviors of the second two terms in
this equation are dominant and they balance when
n∗ ' a
ln a
[
1 + 2
ln ln a
ln a
]
. (5.72)
To complete the evaluation of the integral (5.70), we also need the second deriva-
tive of f evaluated at n∗. To leading order, this is
f ′′(n∗) ' − 1
(n∗)2
− 2a
(n∗)3
− a
(n∗)2
e−a/n
∗ ' −(ln a)
4
a2
, (5.73)
where the dominant contribution comes only from the term (a/n2) e−a/n. Finally,
we need f ∗ ≡ f(n∗). Here, we need to keep the first two terms in the asymptotic
expansion of E1 to obtain, after some straightforward algebra
f ∗ = lnn∗ − a
n∗
− (n
∗)2
a
e−a/n
∗ ' ln ln a− 1 . (5.74)
Assembling all these elements gives
N =
∫ ∞
0
dn exp
[
f(n)
] '√ 2pi|f ′′| ef∗ '
√
pi
2
a2
e
(ln a)−2 ,
'
√
2pi
e
pS[
ln(pS)] , (5.75)
which is Eq. (5.36a) in the text.
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Similarly, the average forager lifetime is
T '
∑
n≥0
n2
2p
Vn ' 1
2p
∫ ∞
0
dn exp
[
g(n)
]
, (5.76)
with g(n) ≡ f(n) + lnn, and f(n) given in (5.70). Following the same steps as in the
evaluation of N , we find the same maximizing value of n∗, and the same width of the
peak, g′′(n∗) = f ′′(n∗), while g(n∗) now equals ln a− 1. Assembling everything gives
T = 1
2p
∫ ∞
0
dn exp
[
f(n)
]
+ S ' 1
2p
√
2pi
|f ′′| e
f∗ + S ' 1
p
√
pi
2
a2
e
(ln a)−2 + S ,
'
√
pi
2
1
e
pS2[
ln(pS)]2 + S . (5.77)
which is Eq. (5.36b) in the text.
We should note some caveats about these calculations for N and T . Normally in
applying the Laplace method, the contribution from the peak of the distribution, ef ,
is exponentially larger than the contribution of the width of the maximum, 1/
√|f ′′|.
This is not the case here, as the width contribution is almost of the same magnitude
as that of the peak (for T ) or larger than the peak contribution (for N ). In addition,
the integrals for N and T in Eqs. (5.70) and (5.76), respectively, have peaks that
are movable. To recast such integrals into a form where the Laplace method can be
applied, one normally introduces a rescaled coordinate so as to fix the location of the
maximum [97]. If the function in the exponent is algebraic, this rescaling is trivial.
However, it does not seem possible to implement such a rescaling for our functions
f(n) and g(n). Thus our results (5.75) and (5.77) have to viewed with some suspicion.
We checked, however, that the result (5.77) moves closer to the exact integral (5.76)
as S increased far beyond the values that we can simulate, but the convergence is
extremely slow.
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Part II
Complex networks
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Chapter 6
Methods and Tools
In this chapter we will introduce some of the common tools in the network scientist’s
toolkit. We will begin by introducing the simplest random graph, the ‘Erdo¨s-Re´nyi’
random graph or the ER random graph. This is a graph where there are N nodes
and a probability p that any pair of nodes are linked. In particular, we will use a
version called random generative ER graph, where in the beginning the N nodes are
disconnected from each other [98]. At rate r = 1, each node will sprout links and
get connected to the other N − 1 nodes at random. This implies that at time t, the
network will have t links on average.
6.1 Master equation
First let us study the evolution of the degree distribution in the random generative ER
graph using the ‘master equation’, which is just a difference or differential equation
keeping track of the quantity in question. For example, to keep track of the degree
distribution, let us write an equation for nk(t) which is the fraction of nodes with
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degree k at time t,
nk(t+ 1)− nk(t) = nk−1(t)− nk(t)
dnk
dt
= nk−1(t)− nk(t) (6.1)
The first line of Eq. (6.1) says that the contribution to the change in the fraction of
nodes of degree k, between times t and t+ 1 is given by two quantities: 1) the nodes
of degree k − 1 turn into nodes of degree k at rate 1 and 2) the nodes which were
already degree k at time t, turn into degree k+ 1 at rate 1, hence leaving the fraction
nk. Taking the large time limit, we turn Eq. (6.1) into a differential equation. One
can solve this set of linear differential equations with generating functions as we show
in the next section.
6.2 Generating Functions
To solve the second line of Eq. (6.1), we define the generating function g(z, t) as,
g(z, t) =
∞∑
k=0
zknk(t) (6.2)
Multiplying both sides of Eq. (6.1) with zk and summing over k, we get,
∞∑
k=0
∂(zknk)
∂t
= z
∞∑
k=1
zk−1nk−1 −
∞∑
k=0
zknk (6.3)
Notice that the lower limit of the first summation on the right hand side is 1 as n−1
is zero. Or in the other words, the equation for k = 0 in Eq. (6.1) is n˙0 = −n0. By
using Eq. (6.2), we get,
∂g(z, t)
∂t
= (z − 1)g(z, t)
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Giving us the solution,
g(z, t) = e(z−1)t (6.4)
Expanding the above equation in a power series around z = 0, we get,
g(z, t) = e−t(1 + (zt) +
(zt)2
2!
+
(zt)3
3!
+ · · ·
= e−t + (zt)e−t +
(zt)2
2!
e−t +
(zt)3
3!
e−t + · · · (6.5)
By comparing the above equation with the definition of g(z, t), we get
nk(t) = e
−t (zt)
k
k!
(6.6)
This is how we can solve the master equation for the degree distribution for a random
graph. In the next section, we use similar techniques to solve for another important
quantity known as the cluster-size distribution.
6.3 Aggregation Kinetics
A random graph can be connected (i.e., there exists a path of links between any
two nodes in the graph) or broken into many smaller components, each of which
are connected themselves. These connected components of the graph are known
as ‘clusters’. The random generative graph we described in the previous subsection,
starts of at t = 0 with N clusters, each of size 1. As they develop more and more edges
over time, the graph starts to get connected, i.e., starts to develop larger clusters.
Let us define the quantity ck(t) as the fraction of clusters at time t that are of size k.
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We can write a similar master equation as Eq. (6.1), but this time for ck(t) as,
dck(t)
dt
=
1
2
∑
i+j=k
(
ici(t)
)(
jcj(t)
)− kck(t)∑
i
(
ici(t)
)
(6.7)
That is, whenever a node in cluster of size i links to a node in a cluster of size j,
the two clusters connect to form a cluster of size k = i + j. The factor of half in
front corrects for the double counting within the summation. Also, parallely, a cluster
which is already of size k gets connected to other clusters, hence ceasing to be a cluster
of size k. We can solve the set of non-linear equations given by Eq. (6.7) by following
the exact same steps as in the previous subsection. We first define the generating
function g(z, t) as,
g(z, t) =
∞∑
k=1
zkck(t) (6.8)
Multiplying zk on both sides of Eq. (6.7) and summing from k = 1 to ∞ we get,
∂g(z, t)
∂t
=
1
2
(
z
∂g(z, t)
∂z
)2
− g(z, t) (6.9)
This is considerably harder partial differential equation in g(z, t) than in the previ-
ous section! (The more ambitious among the readers are encouraged to check the
aggregation section in [98]. It turns out using a slightly modified generating function,
g(z, t) =
∑
kck(t)e
zk works better.) Let us now deal with Eq. (6.7) more carefully.
Let us first compute the moments of the cluster-size distribution. The moments in
the usual way,
Mn(t) =
∞∑
k=1
knck(t) (6.10)
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The zeroeth moment counts the total number of clusters, can be obtained by just
summing Eq. (6.7) over all k,
dM0(t)
dt
=
∞∑
k=1
dck(t)
dt
=
1
2
∞∑
i=1
(
ici(t)
) ∞∑
j=1
(
jcj(t)
)− ∞∑
k=1
(
kck(t)
) ∞∑
i=1
(
ici(t)
)
dM0(t)
dt
= −1
2
(6.11)
In obtaining the second line of Eq. (6.11), we used the fact that mass (total number
of nodes) is conserved and so
∑
ici(t) = 1. This is already odd, as it gives a solution
M0(t) = 1− t/2 which goes to zero at t = 2. This is the first hint that there exists a
singularity in this clustering process.
Similarly,
dM1(t)
dt
= 0 (6.12)
This is the same as conservation of mass and gives us M(t) = 1 at all times. The
second moment is more surprising.
dM2(t)
dt
= M22 (6.13)
whose solution is,
M2(t) =
1
1− t (6.14)
shows a divergence at t = 1! This is another hint that the clustering process exhibits
a singularity. The second moment is has the dimensions of mean cluster size. Mean
cluster size going to infinity implies there is a huge cluster which contains a macro-
scopic fraction of all the nodes in the system and is growing in time. This is not
explicitly accounted in the distribution ck(t). So let us account for this by counting
the ‘gel’ or the infinite sized clustered separately. Let G(t) be the number of nodes
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in the gel, where 0 ≤ G(t) < 1. Now let us re-write the equation for M0(t), but this
time summing
∑
ici(t) = 1−G(t) appropriately. This gives us,
dM0
dt
=
1
2
(1−G(t))2 − (1−G(t)) = (G(t))
2 − 1
2
(6.15)
One can solve for the full cluster-size distribution ck(t) using a modified generating
function as mentioned earlier and the reader is referred to [98] for the full solution. But
the main result is that, for the random generative ER graph, the graph is disconnected
into ‘small’ components for t < 1, where ‘small’ means the sizes of clusters do not
scale as the number of nodes and stay finite as the number of nodes goes to infinity.
But at t = 1, a giant cluster which has finite fraction of all the nodes in the system
appears and recruits more and more nodes as t increases beyond one. This fact is
used in the next chapter to find the gel-point for the acquaintance model.
Armed with basic tools, let us study our first network model to understand the
topology of friendship networks.
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Chapter 7
Acquaintance Dynamics
7.1 Introduction to Acquaintance Modeling
1An important feature of many complex networks is that they can be highly clustered.
That is, such networks are comprised of well-connected modules, or communities, with
weaker connections between them (see, e.g., [99–107]). Part of the motivation for
focusing on communities is that unraveling this substructure may provide important
clues about how such networks are organized, how they function, and how information
is transmitted across them. While identifying communities has become a standard
diagnostic of networks [108–111], and there has been much recent effort devoted
to determine the community structure of complex networks, less is known about
mechanisms that could lead to this heterogeneity; for contributions in this direction,
see, e.g., [112–116]. Our goal is to develop a basic model for the formation of a
social network in which highly-clustered substructures emerge spontaneously from
homogeneous social interaction rules. We do not need to appeal to homophily (see,
1©SISSA Medialab Srl. This chapter has been reproduced by permission of IOP Publishing. All
rights reserved
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e.g., [117, 118]) or some other explicit source of heterogeneity to generate large-scale
clustering.
In our modeling, the starting network consists of N complete strangers with no
links between them. This might describe, for example, a set of entering students to a
university in an unfamiliar location. We assume that the population remains constant
over the time scale that social connections form. There are two distinct ways that
connections are made:
• Direct Linking: An agent with either zero friends or one friend links to a ran-
domly selected agent.
• Transitive Linking: An agent with two or more friends introduces two of them
at random. These agents then create a link with a rate that is specified below.
These two mechanisms underlie the acquaintance model that was introduced by
Davidsen et al. [7]; for related work see [8, 9] and references therein. In [7], the
rates of these two linking processes were fixed and a steady state was achieved by
allowing any agent and all its attached links to disappear at a (small) rate and cor-
respondingly adding a new agent to the network to keep the number of agents fixed.
In this chapter, we impose a different, socially-motivated, mechanism that allows the
network to reach a non-trivial long-time state.
A natural motivation for distinguishing between direct and transitive linking is
that an individual with many friends typically has less impetus to initiate additional
connections. Indeed, it has been previously noted that there seems to be a cognitively-
limited upper limit—the Dunbar number of the order of a hundred—for the number
of meaningful friends that any individual can sustain [119]. The threshold criterion
for direct linking as defined above represents an extreme limit where an agent ceases
to initiate new connections once he has two friends. Nevertheless, a popular person is
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still likely to make additional connections as a result of being introduced to someone
new. It is worth emphasizing that the type of transitive linking employed in this
chapter plays an essential role in many social networks, ranging from Granovetter’s
picture of the “strength of weak ties” [120] to Facebook, where users are invited to
link to the friends of their Facebook friends [121–123].
The key feature of our acquaintance model is the imposition of distinct rates for
direct and transitive linking that are determined by the current state of the network.
There are two different mechanisms that we implement to control these rates:
1. Threshold-Controlled: When two agents, α and β, are introduced by a common
friend i, they connect if the number of their mutual friends mαβ (inside the oval
in Fig. 7.1) to the total number of friends of either agent (the degrees kα and
kβ) equals or exceeds a specified friendship threshold F . That is, a connection
occurs between α and β if mαβ/dαβ > F , where dαβ = min(kα, kβ).
2. Rate-Controlled: The rates of transitive and direct linking are defined as R and
1 respectively.
The use of threshold-controlled transitive linking is motivated by the observation that
one is more likely to become friends with a newly introduced person when the two of
you already have many common friends. The degree of commonality can be a useful
indicator how much two people have in common.
In each update step of our friendship model, an agent is selected at random. If the
degree of this agent equals 0 or 1, the agent links to another randomly selected agent.
If the degree of the initial agent is 2 or larger, a transitive link is created between
two friends of the agent according to the rates given above. Notice that direct linking
joins two clusters, while transitive linking merely “fills in” links within a cluster
without altering its size. Updates continue until no more links can be created. Also
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Figure 7.1: (color online) Illustration of threshold-controlled transitive linking. An
agent i (solid) with five friends (open circles) is selected. The selected agent introduces
two of them, α and β (shaded). These become friends (thick line) if the ratio of their
mutual acquaintances (inside the oval) to the total acquaintances of either α or β
(dashed circles) exceeds a specified threshold. Links outside this cluster are not
shown.
notice that once every agent has at least two friends, cluster mergings no longer occur
and links can be created only within a cluster. In threshold-controlled linking, the
network reaches its final state when all the friends of any agent can no longer fulfill the
threshold condition. In rate-controlled linking, the final state consists of a collection
of complete subgraphs for any R > 0; in the following, term a complete subgraph of
a network as a clique. The case R = 0 is unique, as will be discussed below. In either
case, a final state is reached because geometrical constraints ultimately prevent the
formation of additional links.
7.2 Threshold-Controlled Transitive Linking
The most prominent feature of threshold-controlled transitive linking is the emergence
of highly-clustered substructures over a wide range of threshold value (Fig. 7.1).
For small F , a new friendship is created nearly every time two individuals are
introduced by a mutual friend. In this regime, the resulting graph is nearly complete,
but there also exists a small insular “fringe” population that is comprised of small
disjoint cliques (Fig. 7.1). This fringe arises because once every agent in a cluster
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(a) (b) (c) (d)
Figure 7.1: Typical networks of N = 200 agents for threshold values: (a) F = 0.3,
(b) 0.35, (c) 0.4, and (d) 0.6.
has at least two links, there is no mechanism for this cluster to merge with any other
cluster. Thus even in the limiting case of F = 0, the final state typically consists
of more than a single cluster, each of which is complete. Concomitantly, the largest
cluster does not constitute the entire system for any value of F . For intermediate
values of F , the networks in Figs. 7.1(b) and 7.1(c) are visually highly clustered, with
the largest cluster comprised of a small number of well-connected modules.
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Figure 7.2: (a) Average degree divided by N versus threshold. (b) Critical threshold
versus 1/
√
N .
To help quantify the network and its clustering, we study the dependences of the
average degree and the distribution of community sizes as a function of the threshold
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F . The average degree exhibits a sharp change between a dense and a sparse regime
for F in the range of 0.2–0.3 for network sizes between 1000 and 16000 (Fig. 7.2(a)).
We define the location of the transition as the point where 〈k〉/N , the average degree
divided by network size, equals 1
2
. According to this definition, the critical threshold
value Fc slowly but systematically decreases with N (Fig. 7.2(b)). From the data
alone, it is not evident whether the critical threshold Fc remains non-zero for N →∞.
We now argue that this clustering transition is actually a finite-size effect, with
the critical threshold vanishing as Fc ∼ N−1/2. Consider a very large network and
an extremely small threshold. In this case, the network will initially evolve without
constraint as links are added both directly and transitively. This evolution will ter-
minate when the threshold condition mαβ/dαβ > F is first violated. Let us assume
that the early-time free evolution of the network leads to a structureless homogeneous
random graph. When the average degree has reached 〈k〉, the probability that nodes
α and β in Fig. 7.1 both are connected to an arbitrary node γ is (〈k〉/N)2. Thus the
total number of common friends of nodes α and β is mαβ = 1 + 〈k〉2/N ; the leading
factor of 1 arises because the initial node i in Fig. 7.1 is necessarily a common friend.
The criterion for a transitive link to be created between nodes α and β is then
mαβ
〈k〉 =
1 + 〈k〉2/N
〈k〉 > F . (7.1)
The left-hand side is a concave function whose minimum value of 2/
√
N is achieved
when 〈k〉 = √N . If 2/√N > F , then the threshold condition is always satisfied and
links can be added until the network is essentially complete. If, however, 2/
√
N < F ,
then as the network develops and the average degree increases, a point will be reached
where the threshold condition is violated and transitive linking ceases. At this point,
the average degree 〈k〉 ∼ √N . The boundary between an essentially complete network
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and a much sparser network where 〈k〉 ∼ √N occurs at Fc ∼ N−1/2. This crude
argument suggests that as N → ∞, the network will not be dense for any non-zero
threshold.
A more direct way to understand how the network structure depends on F is by
studying the community-size distribution. Unlike real clusters (maximal disconnected
components of a graph), which are unambiguous, there are many definitions for a
community. One intuitive definition is that a community is a group of nodes that is
densely interconnected and is sparsely connected to nodes external to the community.
We adopt the definition given in Refs. [100,101] in which the communities of a given
network are defined by the partition that maximizes the modularity Q, defined by
Q =
∑
uv
[(euv
2L
)
−
(
ku
2L
)(
kv
2L
)]
δ (cu, cv) . (7.2)
Here euv is the adjacency matrix, with euv = 1 if a link exists between nodes u and
v and euv = 0 is no such link exists, ku, kv are the degrees of these nodes, L is the
number of network links, and cu, cv label the communities that contain nodes u and
v. The first term in Eq. (7.2) is the fraction of links within all communities. The
second term gives the fractions of links that would exist within communities if all
connections were randomly rewired subject to the constraint that all node degrees
are preserved. Thus the modularity is the fraction of links within communities minus
the fraction of links that would exist within communities by chance.
To find the maximizing partition into communities, we apply the Monte Carlo
algorithm proposed by Blondel et al. [105]. In this algorithm, the network initially
has the N nodes in N isolated communities. Then for each node i, we consider
each of its neighbors j and evaluate the gain of modularity that would occur by
by placing node i in the community of node j. The node i is ultimately included
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Figure 7.3: (a) Community size distributions for various thresholds F for networks of
104 nodes averaged over 104 realizations each. (b) The slope of the exponential tail
gives the characteristic community size.
in the community for which this gain is maximal (and positive). Once this step
of assigning individual nodes to communities is done, the same fusion process is
implemented on the current network of communities. This fusion of higher-order
communities is repeated until no further gain in modularity is possible. At this point,
the algorithm gives the community size distribution, q(s). As shown in Fig. 7.3(a),
the tail of this distribution, averaged over many realizations, decays as e−s/s
∗
, with
the characteristic community size s∗ increasing as the threshold is decreased. The
data also suggests that s∗ diverges as F approaches Fc from above (Fig. 7.3(b)).
For F < Fc, communities are all cliques, among which the largest has a size that
scales linearly with N . This apparent gelation phenomenon is best understood by
investigating the rate-controlled version of our friendship model, to be discussed in
the next section.
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7.3 Rate-Controlled Transitive Linking
While the threshold-controlled friendship model leads to networks with visually strik-
ing community structure, many geometric and time-dependent properties are more
readily understood within the framework of rate-controlled transitive linking. As
outlined in section 7.1, starting with an initial state of N isolated nodes, nodes of
degree 0 or 1 join to any other node in the network at rate 1, while a link between
two mutual friends of a node of degree 2 or greater occurs with rate R. The process
ends when the network is partitioned into a set of cliques. Figure 7.1 shows typical
networks of N = 2000 agents at the instant when no nodes of degree 0 or 1 remain
for: (a) R = 2, where the cluster-size distribution decays exponentially with size, and
(b) R ≈ 15, where the distribution has a power-law decay.
(a) (b)
Figure 7.1: Clusters at the instant when no nodes of degree 0 or 1 remain for a
network of 2000 nodes for: (a) R = 2 (exponential cluster-size distribution) and (b)
R = 15 (power-law distribution).
In the range R < Rc ≈ 15, rate-controlled transitive linking leads to the emergence
of a macroscopic cluster at a finite gelation time. However, this gelation phenomenon
is incomplete, because the fraction of agents within this macroscopic cluster (also
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known as the gel fraction) saturates to a value that is strictly less than one as t→∞
(Fig. 7.2(a)). Thus in addition to the single macroscopic cluster, many small clusters
persist forever. This behavior strikingly contrasts with classical gelation, where the
gel encompasses the entire system when the reaction runs to completion [98,124].
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Figure 7.2: Dependence of: (a) the fraction of agents in the largest cluster as a
function of the normalized time t/tg(R) and (b) the cluster-size distribution cs versus
size s on a double logarithmic scale at infinite time, both for representative values of
R values. Here tg(R) is the gelation time for a given R. In (b), linear behavior occurs
only for R = 15. The dashed line has slope −5
2
.
The incompleteness of the gelation transition arises because the reaction is con-
trolled by active nodes—those of degree 0 and degree 1. When all these nodes have
been used up by linking to other nodes, there is no possibility for additional cluster
mergings. All that can occur is densification within each cluster. Thus if multi-
ple clusters happen to exist when active nodes are exhausted, these clusters will
persist forever. In spite of this incompleteness feature, the gelation transition itself
seems to conform to the classical mean-field description. As t approaches the gelation
time tg(R) from below, the concentration of clusters of size s, cs gradually broadens
and changes from an exponential decay as a function of s to an algebraic decay
(Fig. 7.2(b)). At the gelation time, cs ∼ s−α, with α ≈ 52 , as in classical gelation.
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The gelation time itself diverges for R ≥ Rc ≈ 15. In the regime where R > Rc,
transitive linking events quickly use up all active nodes, which are the catalysts for
cluster merging. Because the average cluster size is still small at the instant when ac-
tive nodes are used up, gelation is suppressed for R > Rc. In this non-gelling regime,
the cluster-size distribution decays exponentially with size at all times.
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Figure 7.3: Average number of active nodes within clusters of size s at fixed time
t = 0.98 for network of 106 nodes and for the case of R = 2. The data represents an
average over 100 realizations. The inset shows the small-s behavior.
We can make a more quantitative correspondence between rate-controlled transi-
tive linking and gelation by mapping the former onto a version of classical product
kernel aggregation [98,124]. This correspondence relies on our observation from sim-
ulations that the number of active nodes in a cluster of size s at any given time is
proportional to s (Fig. 7.3). The proportionality constant is time dependent because
the concentration of nodes of degree one (which we term leaf nodes) nodes change
with time. As shown in the inset to Fig. 7.3, the contribution of clusters of size 1 and
2 deviated from the overall linear trend in the main figure. In particular, a monomer
has no leaf nodes while a dimer always has two leaf nodes. For clusters of size s > 2,
we assume that the average number of leaf nodes is given by n1(s, t) = λ(t) s. Then
the total number of leaf nodes, n1, can be expressed through the cluster-size distribu-
tion: n1 = 0 · c1 + 2c2 +
∑
k≥3 λ k ck. Combining this equation with the conservation
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law
∑
k≥1 kck = 1 we get n1 = 2c2 + λ(1− c1 − 2c2), from which
λ(t) =
n1 − 2c2
1− c1 − 2c2 (7.3)
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Figure 7.4: Comparison of gelation times, tg obtained by semi-analytical calculation
of M2 and tg obtained directly from simulations
We now now write the following product-kernel-like aggregation equations for the
cluster-size distribution [98,124], in which we separately account for the evolution of
monomers and dimers:
c˙1 = −c1 − (c1 + n1)c1 ,
c˙2 = c
2
1 − 2c2 − 2c1c2 − 2n1c2 ,
c˙k = c1
[
ck−1(k − 1)− kck
]
+ 2c2
[
(k − 2)ck−2 − kck
]
+
∑
j≥3
λ j (k − j) cjck−j −
∑
j≥3
λ j k cjck − λ k ck , k ≥ 3,
(7.4)
where the dot denotes the time derivative. From these equations, the second moment
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of the cluster-size distribution evolves according to
M˙2 = 16c
2
2 + 2c1c2 − n1(c1 + 8c2) + (2c1 + 8c2)M2(1− λ)
+ λ(2M22 + c1 + 8c2 − c21 − 16c22 − 10c1c2) .
(7.5)
If gelation does occur, the second moment M2 would diverge at a gelation time tg(R).
However, we are unable to write a closed equation for the concentration of leaf nodes
n1 and thereby solve for M2 and tg. Thus to find tg, we take the value n1 from
simulations and use it solve the equations for c˙1, c˙2 and M˙2 numerically. This approach
gives good agreement with the value of tg(R) obtained by direct simulations (Fig. 7.4),
as long as R is not close to Rc. We can also find Rc from our semi-numerical method
by scanning across different values of R and finding the value of R where M2(R, t =
∞) = ∞ and M2(R + ∆R, t = ∞) < ∞. This approach gives a lower value for
Rc ≈ 12.1 compared to Rc ≈ 15 directly from simulations and thus gives a sense of
the accuracy of our semi-numerical method.
7.4 Extremal Limits of Transitive Linking
To develop additional insights, we now investigate our friendship model in the ex-
tremal limits of no transitive linking or infinitely rapid transitive linking. The former
case may be achieved in the threshold model with F =∞ or in the rate model with
R = 0. The latter is achieved in the rate model by setting R =∞. In these limiting
cases we can obtain useful insights about some basic network properties by analytical
means.
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7.4.1 No Transitive Linking
In the absence of transitive linking, the network evolves by a constrained aggregation
process that is mediated only by active nodes—those of degrees 0 or 1 (Fig. 7.1). The
network stops evolving when these active nodes no longer exist. By enumerating all
the possible ways that an active node can interact (Fig. 7.1), the concentrations nk
of agents of degree k evolve according to
n˙0 = −n0(1 + a)
n˙1 = (n0 − n1)(1 + a)
n˙2 = n1 + (n1 − n2)a
n˙k = (nk−1 − nk)a, k ≥ 3 .
(7.6)
Here a = n0 + n1 is the concentration of active agents. One can verify that the
conservation law
∑
k≥0 n˙k = 0 is obeyed and that the mean degree grows according
to d
dt
〈k〉 = ∑k≥0 kn˙k = 2a.
(b)
+
+
+
+
(a)
+
+
+
+
Figure 7.1: The elemental evolution steps without transitive linking: (a) reaction
channels for a node of degree 0 and (b) for a node of degree 1. The solid circle
denotes the initial node.
The rate equations (7.6) admit an exact, albeit implicit, solution. To simplify
the first two lines of Eqs. (7.6), we introduce the time-like variable dT = dt(1 + a)
to recast these equations as n′0 = −n0 and n′1 = n0 − n1, where the prime denotes
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differentiation with respect to T . The solution is
n0 = e
−T , n1 = Te−T . (7.7)
Consequently the original and modified time variables are related by
t =
∫ T
0
dT ′
1 + (1 + T ′) e−T ′
(7.8)
Equations (7.7)–(7.8) provide the exact, but implicit solution for the densities of
agents with degree 0 and degree 1.
To obtain more explicit results, we need to relate t and T . To this end, we write
T − t =
∫ T
0
dx
[
1− 1
1 + (1 + x)e−x
]
=
∫ ∞
0
dx
[
1 + x
1 + x+ ex
]
−
∫ ∞
T
dx
[
1 + x
1 + x+ ex
]
≡ α−O(T e−T ) = α−O(t e−t) , (7.9)
with the value of α determined numerically to be 1.2802837 . . .. Thus the densities
of active agents asymptotically vary as
n0 → e−α e−t, n1 → e−α t e−t . (7.10)
We estimate the time when active agents are exhausted by the criterion n1(t
∗) = 1/N ;
namely, a single node of degree 1 remains in a network of N nodes at the completion
time t∗. From the above asymptotic dependence of n1, the completion time is given
by t∗ ' lnN + ln lnN .
To determine the density of agents with two or more friends, we define a second
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time-like variable dτ = a dt to recast the last line of Eq. (7.6) as
dnk
dτ
= nk−1 − nk k ≥ 3 . (7.11)
Assuming that we know n2, we use the Laplace transform method to solve (7.11) and
then invert the Laplace transform to give the recursive solution
nk(τ) =
1
(k−3)!
∫ τ
0
dτ ′ (τ−τ ′)k−3eτ ′−τ n2(τ ′) (7.12)
for k ≥ 3. To determine n2 we rewrite its evolution equation, the third line of (7.6),
as
dn2
dT
+ n2
dτ
dT
= n1 . (7.13)
Integrating this equation and making use of τ = T − t gives the implicit solution
n2(T ) = e
−τ
∫ T
0
dT ′ T ′e−t(T
′) . (7.14)
In the t→∞ limit, the density of nodes of degree 2 is
n2(∞) = e−α
∫ ∞
0
dT T exp
[
−
∫ T
0
dT ′
1 + (1 + T ′)e−T ′
]
= 0.6018583 . . .
We now exploit this result to determine the density of nodes of arbitrary degree
in the limit t → ∞. First, notice that, by definition, the rescaled time τ = T − t.
Thus from Eq. (7.9), τ → α as t→∞, so that the fraction of nodes of degree k > 2
at infinite time is given by
nk(∞) = 1
(k − 3)!
∫ α
0
dτ (α− τ)k−3eτ−α n2(τ) . (7.15)
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The large-k asymptotic is simpler to determine, since the small τ limit of n2(τ) makes
the dominant contribution to the above integral. For early times, one gets τ ' t and
n2 ' 2t2 as t→ 0. Substituting n2(τ) ' 2τ 2 into (7.15) gives, for k  1,
nk(∞) ' 4 e−α α
k
k!
. (7.16)
We may similarly obtain the average degree of the final network. We first rewrite
the evolution equation for the mean degree as d〈k〉
dτ
= 2, so that 〈k〉 = 2τ . The mean
degree therefore starts at zero and increases to 2α = 2.560567483 . . . as t→∞. Thus
when transitive linking is not allowed, the final network is sparse and only slightly
more dense than a tree. [For a tree of N nodes, the average degree is 2(1− 1
N
).]
7.4.2 Infinite Transitive Linking Rate
The complementary situation where transitive linking is infinitely rapid is also tractable
because each cluster is always a clique and may thus be fully characterized by its size.
The update steps for this limiting case are summarized by (see Fig. 7.2):
(i) Select an active agent that connects to another agent in a cluster of size k. If
the initial agent had degree 0, the cluster size increases from k to k + 1, If the
initial agent had degree 1, the cluster size increases to k + 2.
(ii) After each growth event, all possible links within the enlarged cluster are im-
mediately filled in so that the resulting cluster remains complete.
Once all agents of degree 0 or degree 1 are used up, the network has reached a final
state that consists of a collection of cliques.
Using a rate equation approach, we can determine basic properties of this final
clique-size distribution. From the reaction steps outline above, the concentrations of
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Figure 7.2: Elemental processes when transitive linking occurs with infinite rate for
a node of degree: (a) 0 and (b) 1. The initial cluster is shown solid.
clusters of size k, ck, evolve according to
c˙1 = −c1 − c21 − 2c1c2
c˙2 = c
2
1 − 2c1c2 − 2c2 − 4c22
c˙k = c1
[
(k−1)ck−1−kck
]
+ 2c2
[
(k−2)ck−2−kck
]
, k ≥ 2 .
(7.17)
Let us first determine the concentration of active clusters—monomers of size 1 or
dimers of size 2. Keeping the two largest terms in equations for c˙1 and c˙2, one finds
the following long-time behaviors for the monomers and dimer concentrations:
c1 ' (2et − 1)−1 → 12 e−t, c2 ' t4 e−2t . (7.18)
As one might anticipate, the concentrations c1 and c2 asymptotically decay exponen-
tially with time. Since these are the catalysts for the reactions of larger clusters,
the network quickly reaches a final static state. By numerically integrating the mas-
ter equations (7.17), the cluster-size distribution evolves to a final, time-independent
form cs ∼ e−s/s∗ for large s, with s∗ ≈ 3.12 (Fig. 7.3.).
From the rate equations, the first three integer moments of the cluster-size distri-
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Figure 7.3: Numerical solution to Eqs. (7.17) (circles) and an exponential fit to this
data (line).
bution, Mn ≡
∑
knck, evolve according to
M˙0 = −c1 − 2c2, M˙1 = 0, M˙2 = 2M2(c1 + 4c2) .
Using the above asymptotic behaviors of c1 and c2, we see that the cluster density M0
approaches a non-zero asymptotic value exponentially quickly in time. Numerically,
the final concentration of clusters is given by M0(∞) = 0.1666474164 . . .. Similarly,
the average cluster size saturates to a finite value as t→∞.
7.5 Conclusion
We introduced a class of acquaintance models in which macroscopic clustering emerges
naturally from the underlying social dynamics rules rather than heterogeneity being
included as a building block of the model. We showed that these models lead naturally
to large-scale community structure. Our approach is based on distinguishing: (i)
direct linking, where agents with few friends initiate connections with other agents,
and (ii) transitive linking, in which two agents become friends as a result of an
introduction by a common friend. By controlling the relative rates of direct and
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transitive linking, we generated networks that range from nearly complete, with a
tiny component of isolated cliques, to highly clustered, that are comprised of well-
defined and well-connected communities.
(a) (b)
Figure 7.1: Comparison between (a) the Facebook network of a well-known US uni-
versity (b) a realization of our modified acquaintance model of identical size to (a) in
which the rate that an agent makes a direct link is an exponentially decaying function
of its degree. In (a) Q = 0.45, C = 0.29. In (b), the choice k∗ = 7.3, F = 0.17 leads
to Q = 0.45 and C = 0.32). Communities are indicated by the different colors.
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Figure 7.2: Data from Facebook networks of a hundred major US universities
It is natural to inquire whether our acquaintance model can account for the ob-
served features of real networks. Useful empirical data with which we make such a
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Figure 7.3: (a) Clustering coefficient and (b) modularity from model networks. (c)
shows the parameters k∗ and F used to obtain modularity and clustering coefficients
in the same range as the Facebook networks.
comparison are anonymized Facebook networks of major universities in the US. Many
of these networks exhibit significant clustering, although not to the same degree as
in our acquaintance model. The reason for this discrepany appears to stem from the
sharp cutoff between direct and transitive linking. In our model, once an agent has
two friends, he no longer makes additional friends directly, a social interaction that
would join two communities. Thus the sharp cutoff between direct and transitive
linking enhances insularity. However in the real world, agents with many friends still
engage in direct linking, and this mechanism decreases the modularity and clustering
coefficient of the social network.
This observation leads us to define what we believe is a more realistic model in
which the rate λ at which an agent engages in direct linking is a decreasing function
of number of his friends; that is, λ = e−k/k
∗
. Figure 7.1 shows a comparison between
a real-world example and our modified acquaintance model. Figure 7.1(a) shows an
anonymized Facebook network with N = 2252 nodes and L = 84387 links from a well-
known US university and (b) a realization of a social network with the same N and
L as in the Facebook network that is generated by our modified acquaintance model
for the case where k∗ and F are chosen to get modularity and clustering coefficients
close to the Facebook network. Figure 7.2 shows clustering coefficient, modularity
145
and number of communities of the Facebook networks plotted against their sizes.
Figure 7.3 is obtained from the model as follows: For a given k∗ and F , the model
shows increasing modularity and clustering coefficients with increasing N . To reduce
clustering, we need to simultaneously increase k∗, and decrease F . So, we linearly
increase k∗ with N and fit F to get the same modularity and clustering coefficients
as the Facebook networks. This exercise shows that the modified threshold model
described above is able to show the same degree of clustering as real social networks
within realistic parameter regime.
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Chapter 8
Copying Model
8.1 Introduction and Model
1A wide variety of complex networks grow by copying mechanisms. As examples,
copying and redirection are key ingredients in the growth of the world-wide web, cita-
tion networks and other information networks [125–128]. In social networks, copying
corresponds to triadic closure, that is, the formation of new social ties between two
friends of a given individual. This mechanism appears to be important in driving
social network dynamics [120, 129]. Copying also occurs in Nature. For example,
the process of gene duplication, which is essentially the copying mechanism, plays a
crucial role in evolution [130, 131]. Various models for protein interaction networks
are also based on duplication and divergence [132–142].
From a modeling viewpoint, the copying mechanism has the advantage of being
local [143–145], as the creation of new links only depends on the nearest neighborhood
of each node, in contrast to global rules, such as preferential attachment. Despite the
1©American Physical Society. This chapter has been published in Physical Review E. All rights
reserved.
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simplicity of the copying rule and the formulation of a number of models that are based
on copying, most of their properties have thus far been studied primarily by numerical
simulations and/or qualitative arguments. As of yet, there has not been a rigorous
mathematical analysis of networks that are generated by copying mechanisms. The
main purpose of this is to fill this gap.
p(1−p)
p2
p(1−p)
2(1−p)
Figure 8.1: The copying model. A new node (filled circle) attaches to a random target
(open circle) and independently to each of the friends of the target (squares) with probability
p.
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Figure 8.2: Realizations of the copying model for p = 0.1, 0.4, 0.7, and 1 for N = 100,
and a summary of the dense regimes. For simplicity, only the last of the structural
transitions is shown (see Sec. 8.4.
We investigate networks that grow by an elementary implementation of the copy-
ing mechanism, which depends on only a single parameter—the copying probability p
(Fig. 8.1). In our copying model, a network grows by adding nodes sequentially. Each
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new node connects to a randomly chosen target node and, in addition, independently
to each of the neighbors of the target with probability p. The simplicity of this growth
mechanism allows us to develop an analytical description of many of the rich network
properties that emerge.
Perhaps the most crucial structural change is the transition from sparse networks
for p < 1
2
, where the number of links LN in a network of N nodes grows linearly
with N , to dense networks, where LN grows super-linearly with N . In the sparse
regime, the network is “normal” in the sense that a typical realization of the network
is representative of the average behavior. In contrast, in the dense regime, p > 1
2
,
network growth is not self-averaging; namely sample-to-sample fluctuations do not
vanish even when the number of nodes N is very large. In addition, the copying
model undergoes infinitely many transitions at p = 2
3
, 3
4
, 4
5
, . . . where sudden changes
arise in the growth laws of the number of triangles and progressively higher-order
cliques—complete subgraphs of m nodes. Moreover, for intermediate values of p, the
resulting networks appear to be highly clustered (Fig. 8.2).
This chapter is organized as follows. In Sec. 8.2 we quantify the simplest global
network characteristic, the number of links LN . Specifically, we show that the N -
dependence of the average number of links has a transition point at p = 1
2
, while
the variance of LN has transition points at p =
1
4
and at p = 1
2
. We then analyze
the degree distribution in Sec. 8.3, and show that it has a power-law tail with a
nonuniversal exponent in the sparse regime. In the dense regime, nearly all features
of the degree distribution are anomalous. In Sec. 8.4 we determine the growth laws for
the average number of triangles and higher-order m-cliques. Cliques undergo a rich
sequence of structural transitions as p increases. In Sec. 8.5, we analyze the clustering
properties of the network as a function of the copying probability p and argue that
maximal cluster occurs at an intermediate value of p. In Sec. 8.6, we examine the
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probability distributions for the number of links LN and triangles TN . In Sec. 8.7
we briefly discuss what happens if, in addition to connecting to the neighbors of the
target node, connections to second neighbors are also allowed.
8.2 Number of Links
A basic global characteristic of a network of N nodes is the number of links LN . In
many models, the dependence of LN on N is trivial. For example, if each new node
links to m pre-exiting nodes, then LN = m(N − 1). Hereinafter we assume that the
network starts with a single node, so that L1 = 0. In the copying model, however, LN
is a random variable taking different values in different realizations. The exceptions
are the extreme cases of p = 0 and p = 1 where the number of links is deterministic.
In the former case the copying mechanism produces a tree (more precisely, a random
recursive tree), so LN = N−1. When p = 1, the copying model leads to the complete
graph which has LN = N(N − 1)/2 links.
8.2.1 The average L(N)
The simplest characterization of the random quantity LN is the average number of
links L(N) ≡ 〈LN〉. When a new node is added, the average number of links increases
by 1 + p〈k〉, where 〈k〉 = 2L(N)/N is the average node degree. The factor 1 accounts
for direct linking and the factor p〈k〉 accounts for copying events. Indeed, for a target
node of degree k, pk additional links are created on average by copying (Fig. 8.1).
Thus the average number of links grows as
L(N+1) =
(
1 +
2p
N
)
L(N) + 1 . (8.1)
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Since we assume that the network starts with a single node, the initial condition is
L(1) = 0.
The solution to the homogeneous version of recursion (8.1) is elementary. Us-
ing this solution as a integrating factor, we solve the inhomogeneous equation (see
Appendix 8.A), from which the asymptotic behavior is
L(N) =

1
1− 2p N p <
1
2
,
N lnN p = 1
2
,
A(p)N2p 1
2
< p ≤ 1,
(8.2a)
with
A(p) =
1
(2p− 1) Γ(1 + 2p) , (8.2b)
where Γ(·) is the Euler gamma function.
Equation (8.2a) shows that as the copying probability p is varied, there is a tran-
sition from sparse regimes arising when p < 1
2
to dense regimes when p ≥ 1
2
. The
average degree remains finite as N → ∞ in sparse regimes and diverges in dense
regimes—logarithmically with N at the transition point p = 1
2
and algebraically for
p > 1
2
. The change in the dependence of L(N) and many other network properties as
a function of p is a major feature of the copying model.
Parenthetically, we can obtain the asymptotics of (8.2a), with the exception of
the amplitude A(p), by considering the continuum limit of (8.1). In this limit, we
treat N as a continuous variable and recast the exact difference equation (8.1) into
the differential equation
dL(N)
dN
= 1 + 2p
L(N)
N
, (8.3)
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whose solution recovers the exact asymptotics given by (8.1) for p ≤ 1
2
. In this range,
the leading asymptotics are independent of L(0); the initial condition plays no role.
For p > 1
2
, the continuum solution has the correct N dependence, L ∼ N2p, but
the amplitude depends on L(1). The replacement of (8.1) by (8.3) is accurate only
when N  1. The dependence on the initial condition indicates that the behavior
at small N affects the outcome and hence the continuum approach cannot be trusted
whenever there is the dependence on L(1).
Logarithmic and power-law densifications given in (8.2a) have been observed in
citation graphs, the autonomous systems graph, software networks, and other social
and information networks [125–127,146]. Network densification also occurs in models
that are based on accelerated network growth [147–150]. In these models, densification
arises by introducing a time-dependent attractiveness to the nodes. Our approach is
fundamentally distinct, as densification is an emergent property of the dynamics.
8.2.2 The variance V (N)
We now study the variance V (N) ≡ 〈L2N〉−〈LN〉2, which characterizes the fluctuations
in the random variable LN . This variance exhibits a richer dependence on N than
the average number of links L(N), with a new transition at p = 1
4
, in addition to
the transition at p = 1
2
. To determine the variance, we need to consider the copying
process in more detail. When a new node attaches to a randomly selected target node
of degree k, it also attaches to a of its neighbors by copying, where a is a random
variable that can range from 0 to k. Thus the number of links changes according to
LN+1 = LN + 1 + a. (8.4)
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Since connections to each of the neighbors of the target occurs independently with
probability p, the probability Q(a|k) that a additional links are made to the neighbors
of a target of degree k is
Q(a|k) =
(
k
a
)
pa(1− p)k−a. (8.5)
Averaging (8.4) we obtain
L(N + 1) = L(N) + 1 + 〈ak〉. (8.6)
Here a denotes the average over all possible values of a for a target node of degree k,
and 〈. . .〉 denotes the average over all target nodes and hence over all possible degrees.
Using (8.5) we compute
a =
k∑
a=0
aQ(a|k) = pk , (8.7)
and thus (8.6) reduces to (8.1), as it must.
We now extend this approach to compute the variance. Squaring Eq. (8.4) gives
L2N+1 = L
2
N + 1 + a
2 + 2LN + 2a+ 2LNa ,
which, after averaging, becomes
〈L2N+1〉 = 〈L2N〉+ 1 +
〈
a2
〉
+ 2L(N) + 2〈a〉+ 2〈LNa〉.
To compute 〈a2〉 and 2〈LNa〉, we use (8.5) to obtain
a2 =
k∑
a=0
a2Q(a|k) = p2k2 + p(1− p)k . (8.8)
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Therefore 〈
a2
〉
= p2〈k2〉+ p(1− p)〈k〉. (8.9)
Further
2〈LNa〉 = 2p〈LNk〉 = 2p
N
〈
LN
∑
k
〉
, (8.10)
where the sum is over all N nodes of the network. Since
∑
k = 2LN we conclude
that
2〈LNa〉 = 4p
N
〈L2N〉 (8.11)
Using (8.9)–(8.11) and 〈k〉 = 2L(N)/N we find
〈L2N+1〉 =
(
1 +
4p
N
)
〈L2N〉+ 1 + p2〈k2〉
+2
(
1 +
3p− p2
N
)
L(N) .
Subtracting the square of (8.1) from this equation, we thereby find that the variance
evolves according to
V (N+1) =
(
1 +
4p
N
)
V (N) + 2p(1− p) L(N)
N
−4p
2
N2
L(N)2 + p2〈k2〉. (8.12)
Equation (8.12) is exact but not closed as it contains 〈k2〉. To close (8.12) we
need to express 〈k2〉 as a function of L(N) and V (N). We have not found such
an expression and its existence seems doubtful. To make progress, we first estimate
the asymptotic behavior of (8.12) using arguments that should apply asymptotically.
As long as we are merely interested in the dependence of V (N) on N and not on
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amplitudes, we can replace (8.12) by the differential equation
dV (N)
dN
=
4p
N
V (N) + 2p(1− p) L(N)
N
−4p
2
N2
L(N)2 + p2〈k2〉. (8.13)
The first term on the right leads to superlinear growth, V ∼ N4p, when p > 1
4
and
linear growth for p < 1
4
. At p = 1
4
, Eq. (8.13) becomes dV
dN
= V
N
+ const; hence the
variance acquires an additional logarithmic correction: V ∼ N lnN . To summarize,
we anticipate that the asymptotic behavior of the variance is given by
V (N) ∼

N p < 1
4
,
N lnN p = 1
4
,
N4p 1
4
< p < 1 .
(8.14)
To derive V (N) in the regime p > 1
4
in a more principled way, we need 〈k2〉, as
mentioned above. To derive 〈k2〉 requires information about the degree distribution,
which will be discussed in Sec. 8.3. Here we merely quote the pertinent results that
will be used to derive of V (N). In the range p < p2 =
√
2− 1, the second moment is
given by Eq. (8.20) in the next section. Using this result in Eq. (8.13), the evolution
of the variance is given by
dV (N)
dN
=
4p
N
V (N) +B(p) , (8.15)
with
B(p) =
2p(1− 5p+ 2p2)
(1− 2p)2 +
2p2
1−2p
3+2p−p2
1−2p−p2 . (8.16)
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As long as p < p2, the rational function B(p) is finite and positive. Solving (8.15)
gives, for p < p2,
V (N) =

(1− 4p)−1B(p)N p < 1
4
,
B(1/4)N lnN p = 1
4
,
∼ N4p p > 1
4
.
(8.17)
These results improve on (8.14) because (8.17) gives the amplitude in the range p ≤ 1
4
.
For p > 1
4
, the amplitude cannot be computed within a continuum approach.
The behavior (8.17) is established for p < p2, but we can extend the V (N) ∼
N4p asymptotic to the p > p2 range by noticing that the second, third, and fourth
terms on the right-hand side of (8.13) are of order max[1, N2p−1], max[1, N4p−2], and
Np
2+2p−1, respectively. [The last result follows from Eq. (8.42).] These terms are
all subdominant with respect to the first term on the right, which is of order N4p−1.
Thus we conclude that V (N) ∼ N4p for all p > 1
4
.
The above results for the number of links and its variance lead us to the following
conclusions:
1. When p < 1
4
, the variance V (N) grows linearly with N . Fluctuations are asymp-
totically negligible because
√
V (N)/L(N)→ 0 as N →∞. Thus we anticipate
that the distribution P (L,N) of the number of links may be asymptotically
Gaussian when p < 1
4
.
2. The variance scales as N4p when p > 1
4
, thereby suggesting that the distribution
P (L,N) is non-Gaussian when p > 1
4
.
3. In the dense phase (p > 1
2
) the magnitude of fluctuations is the same as the
average:
√
V (N) ∼ L(N).
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The last point implies that the number of links does not self-average. This feature
leads to a wide diversity between individual realizations of the network. In partic-
ular, the first few steps of the network growth are crucial to shaping its asymptotic
evolution.
8.3 Degree Distribution
We now study the degree distribution, both because of its fundamental nature in
characterizing the network and because the second moment of this distribution is an
essential ingredient in the variance V (N) from the previous section. We will argue
that the copying model leads to dramatically different degree distributions in the
sparse (p < 1
2
) and dense (p ≥ 1
2
) regimes. In the sparse regime, the degree distri-
bution has an algebraic tail and we can also write the number of nodes of degree k
in the scaling form Nk = Nnk, which simplifies the analysis. In the dense regime,
the degree distribution is anomalous in nearly all respects and thus far defies a com-
plete analytical description. Finally, we will use the second moment of the degree
distribution to provide a more complete derivation of V (N).
In what follows, we assume that N is sufficiently large that we can employ a
continuum approach. Let Nk(N) be the number of nodes of degree k in a network of
N nodes. The degree distribution evolves according to
dNk
dN
=
Nk−1 −Nk
N
+ p
(k − 1)Nk−1 − kNk
N
+mk. (8.18a)
The first two terms on the right account for the contributions due to attachment to
a randomly selected target node, the next two terms account for attachment to the
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neighbors of the target node, and the last term
mk =
∑
s≥k−1
ns
(
s
k−1
)
pk−1(1− p)s−k+1 (8.18b)
is the probability that the new node acquires a degree k. Each term in the above sum
accounts for the contribution due to a target node of degree s in which the new node
attaches to the k − 1 neighbors of this target. Here ns ≡ Ns/N denotes the fraction
of nodes of degree s.
Notice that the rate equations (8.18a) satisfy two basic sum rules:
∑
k nk = 1, i.e.,
the network contains N nodes, and the value of
∑
k knk is consistent with the total
number of links growing according to (8.3). The first sum rule is verified by summing
Eq. (8.18a) over all k ≥ 1. The first four terms on the right trivially give zero. For the
last term, we use
∑
s≥1 ns = 1 and the binomial identity,
∑
0≤a≤s
(
s
a
)
pa(1− p)s−a = 1,
to conclude that
∑
k≥1mk = 1, thus giving
∑
k nk = 1. In a similar spirit, multiplying
(8.18a) by k and summing over k ≥ 1 gives (8.3).
8.3.1 Sparse regime
In the sparse regime, we make the standard assumption [144] that the fractions nk =
Nk/N are independent of N for N  1. With this ansatz, we recast Eq. (8.18) as
[2 + p(k + 1)]nk+1 = [1 + pk]nk
+
∑
s≥k
ns
(
s
k
)
pk(1− p)s−k . (8.19)
While this is not a recurrence, we can use this equation to determine the behavior
of low-order moments of the degree distribution. For instance, multiplying (8.19) by
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k(k + 1) and summing over all k ≥ 0 gives, after some straightforward steps,
〈k2〉 =
∑
k≥1
k2nk =
2
1− 2p
3 + 2p− p2
1− 2p− p2 . (8.20)
Thus 〈k2〉 is finite for p < p2, where p2 =
√
2−1 is the positive root of the polynomial
1− 2p− p2 = 0. We used (8.20) in deriving (8.15)–(8.16) and establishing (8.17) for
p ≤ 1
4
. We also note that (8.20) reduces to 〈k2〉 = 6 for p = 0. This last result can be
verified by recalling that the copying model reduces to random recursive trees when
p = 0, and the degree distribution for random recursive trees is nk = 2
−k.
To extract the asymptotics of nk from Eq. (8.19), first notice that for large k, the
summand on the right is sharply peaked around s ≈ k/p and thus reduces to [135,138]
nk/p
∑
s≥k
(
s
k
)
pk(1− p)s−k = p−1nk/p ,
where we use a binomial identity [151] to compute the sum. Thus the equation for
the degree distribution reduces to
[2 + p(k + 1)]nk+1 = [1 + pk]nk + p
−1nk/p . (8.21)
This is now a nonlocal recurrence, as the value of nk+1 depends both on nk and nk/p,
where the index k/p is generally much larger than k itself.
While we have not found a systematic way to solve such a recurrence, we make
the assumption (justifiable a posteriori) that nk decays slower than exponentially in
k. This allows us to replace differences by derivatives in (8.21) to give
d
dk
[1 + pk]nk = p
−1 nk/p − nk . (8.22)
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Figure 8.1: The scaled degree distributions in the sparse regime for (a) p = 0.1 and
(b) p = 0.4, For each N , the number of realizations is 1010/N .
This ordinary differential equation is still non-local, but it nevertheless admits the
algebraic solution nk ∼ k−γ for k  1. Substituting this ansatz in (8.22) gives the
following transcendental relation for the degree distribution exponent
γ = 1 + p−1 − pγ−2 . (8.23)
Equation (8.23) has two solutions in the (γ, p) plane. One, γ = 1, is unphysical
because it violates the sum rule
∑
k≥1 nk = 1. The other applies for 0 ≤ p < 12 . In
this case, the exponent γ = γ(p) is a monotonically decreasing function of p, with
γ(0) = ∞ and γ(1
2
) = 2. The feature that γ is always greater than 2 is consistent
with the sparseness of the network, in which 〈k〉 = ∑k≥1 knk is finite.
Numerical results for the degree distribution in the sparse regime show that for
small k, the nk quickly converge to a stationary limit as a function of N (Fig. 8.1). For
larger k, the degree distribution slowly converges to a power-law asymptotic tail whose
exponent is consistent with the prediction given in (8.23). This convergence becomes
progressively slower as p approaches 1
2
. This slow approach to the asymptotic behavior
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was previously observed in a related model for protein interaction networks [135], and
seems to stem from the nonlocality of the equation for the degree distribution.
8.3.2 Dense regime
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Figure 8.2: The degree distributions in the dense regime for: (a) p = 0.6, (b) p = 0.75
and (c) p = 0.9. For each N , the number of realizations is 1010/N .
The degree distribution has a very different nature in the dense regime. Instead
of a power-law tail, the degree distribution has a well-defined peak (Fig. 8.2) whose
location is determined by the mean degree, which grows as N2p−1, see Eq. (8.2a). An
important feature of the degree distribution in the dense regime is that the fractions
of nodes of degree k, nk, are no longer stationary. To show that the distribution is
not a power law as well as the lack of stationarity, let us assume the converse and
derive a contradiction. We thus assume that nk ∼ k−γ and that nk is independent of
N . Using this form for nk, the number of links in a finite network is given by
L =
N
2
〈k〉 = N
2
kmax∑
k=1
knk ∼ Nk2−γmax , (8.24)
where kmax denotes the largest expected degree in a network of N nodes. We es-
timate this maximal degree by the standard extremal condition (see, e.g., [152])
N
∑
k≥kmax nk = 1; namely, that there is of the order of a single node whose de-
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gree is kmax or greater. This relation gives kmax ∼ N1/(γ−1), so that (8.24) reduces
to
L ∼ Nk2−γmax ∼ N1/(γ−1) . (8.25)
On the other hand, Eq. (8.3) gives L ∼ N2p. These two results are consistent only
when 2p(γ − 1) = 1, and this consistency condition agrees with (8.23) only at p = 1
2
.
Thus we conclude that for p > 1
2
, the degree densities nk must depend on N , and
further, that the degree distribution is not algebraic in k.
Because of the nonlocality of Eq. (8.18) and the non-stationary nature of the
solution, we have not found an analytical solution for the degree distribution in the
dense regime. We therefore report on simulation results. Figure 8.2 shows the degree
distribution, averaged over many realizations, for representative values of p, with N
ranging between 102 and 106. For each N , the number of realizations is 1010/N . These
data clearly show that the degree densities are not stationary and that scaling the
degree by the average degree 〈k〉 does not collapse the data onto a single universal
curve for networks with 106 nodes or less. It is also worth noting that the degree
distributions all exhibit a single peak, so that nodes of small degrees do not exist
for N → ∞. This behavior contrasts sharply with the sparse regime where the
degree distribution is dominated by the smallest-degree nodes. Finally, the degree
distribution is non self-averaging in the dense regime, as there is a wide disparity in
the degree distributions of individual network realizations (Fig. 8.3).
8.4 Cliques and Other Motifs
As p is increased, it becomes increasingly likely that triangles are generated when each
node is introduced. With this increased frequency for triangles, there is a concomitant
162
 0
 30
 60
 90
 120
 0  1000  2000  3000  4000
N
k
k
Figure 8.3: The degree distributions for two representative realizations of the copying
model for p = 0.75 for a network of N = 105 nodes. The data are averaged over a
20-point range.
increased propensity for the appearance of m-cliques — complete subgraphs of m
nodes. To investigate this feature, we extend the approach of Sec. 8.2 for the number
of links, to first account for the average number of triangles, and then the average
number of m-cliques for general m.
8.4.1 Triangles
We begin by giving a (trivial) lower bound for the number of triangles TN in a network
of N nodes. If there was no copying, the number of links LN would equal N − 1 in
the resulting tree network, so that no triangles would exist. For each copying event,
the number of links increases by 1 while the number of nodes remains fixed, and at
least one triangle is created. This reasoning gives the bound
TN ≥ LN − (N − 1) . (8.26)
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For p < 1
2
, this bound, together with (8.2a), gives, for the average number of triangles,
T (N) ≡ 〈TN〉 ≥ 2pN
1− 2p .
We will see that the average number of triangles grows linearly with N when p < 1
2
,
while for p > 1
2
, the growth of T (N) is superlinear in N .
In each successful copying event a triangle is generated that consists of the new
node, the target node and the neighbor that receives a copied link. We term this
triangle-generating mechanism as direct linking. If links to two neighbors of the
target are created, then two triangles necessarily arise by direct linking. Additional
triangles may be created by a process that we term induced linking : when links to
two neighbors of the target are created and these neighbors were previously linked,
then a third triangle is created (shaded in Fig. 8.1).
Figure 8.1: Counting triangles. The target node (open circle) has five neighbors (squares),
two of which are joined by ‘clustering’ links (heavy lines). When a new node (filled circle)
is introduced, three copying links (dashed) create three new triangles (one is hatched for
illustration) and one new triangle by induced linking (shaded).
To determine T (N), we need to account for both of these mechanisms. Suppose
that the target node has degree k and that its neighbors are connected via c ‘clustering’
links (Fig. 8.1). If a links to the neighbors are made by copying, the number of
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triangles increases on average by
∆T = a+
a(a− 1)
2
c
k(k − 1)/2 . (8.27)
The first term on the right accounts for direct linking and the second for induced
linking. For the latter, we count how many of a(a − 1)/2 possible links between a
neighbors of the target, which also connect to the new node, are actually present.
We now average (8.27) with respect to the binomial distribution (8.5) for a. This
elementary calculation, together with the already-known result a = pk from Eq. (8.7),
gives
a(a− 1) =
k∑
a=0
a(a− 1)Q(a|k) = p2k(k − 1),
from which we obtain the compact result
∆T = pk + p2c. (8.28)
The term p2c in Eq. (8.28) can be understood by noting that two previously connected
neighbors also get connected to the new node with probability p2 since linking to each
node occurs independently.
We now express the average degree 〈k〉 via L(N) and the average number of
clustering links 〈c〉 via T (N). The former relation is known, while to determine the
latter we note that c equals the number of triangles that contain the target node.
Thus
〈k〉 = 2L(N)
N
, 〈c〉 = 3T (N)
N
. (8.29)
Using (8.29), we average the increment of the number of triangles in (8.28) to obtain
〈∆T 〉 = 2pL/N + 3p2T/N each time a new node is added. Therefore the number of
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triangles evolves according to
T (N+1) =
(
1 +
3p2
N
)
T (N) + 2p
L(N)
N
. (8.30)
Solving this recurrence equation (see Appendix 8.B) gives the asymptotic behaviors
T (N) =

2p
(1−2p) (1−3p2) N p <
1
2
,
4N lnN p = 1
2
,
A(p)
1−3p/2 N
2p 1
2
< p < 2
3
,
4
3
A
(
2
3
)
N4/3 lnN p = 2
3
,
C(p)N3p
2 2
3
< p ≤ 1,
(8.31a)
with A(p) given by (8.2b) and
C(p) =
2
(3p− 2) (3p2 − 1) Γ(3p2 + 1) . (8.31b)
Notice that for N  1, the recursion (8.30) reduces to the differential equation
dT
dN
= 3p2
T
N
+ 2p
L
N
,
whose solution coincides with (8.31a), except for the amplitude in the regime p > 2
3
,
which cannot be determined within the continuum approach.
Equation (8.31a) exhibits several striking features. First, the triangle density
(the average number of triangles per node) converges to a non-vanishing value for all
0 < p < 1
2
, as observed in many empirical complex networks. This linearity arises
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because for any p > 0 a nonzero number of triangles are typically created when
each node is added. Second, the average number of triangles T (N) undergoes phase
transitions at p = 1
2
and at p = 2
3
. Although there is change in the N dependence at
p = 1
2
, the average number of triangles continues to scale linearly with the number
of links for any p < 2
3
. However, beyond p = 2
3
, the number of triangles grows faster
than the number of links.
8.4.2 Cliques
We can extend the above considerations to treat complete subgraphs, or motifs, of
arbitrary size m (with links and triangles corresponding to motifs of size 2 and 3
respectively). Let Km(N) be the average number of such motifs in a network of N
nodes, with K2(N) ≡ L(N) and K3(N) ≡ T (N).
To determine the number of quartets—cliques of size four—we use similar reason-
ing that led to Eq. (8.28). We thus find that adding a node gives, for the average
increase ∆K4 in the number of quartets:
∆K4 = p
2c+ p3d. (8.32)
Here d is the number of triangles whose vertices are all neighbors of the target node.
Using 〈c〉 = 3T/N and 〈d〉 = 4K4/N , we find that in the large-N limit the average
number of quartets evolves according to
dK4
dN
= 3p2
T
N
+ 4p3
K4
N
, (8.33)
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whose solution is
K4(N) ∼

N 0 < p < 1
2
,
N2p 1
2
< p < 2
3
,
N3p
2 2
3
< p < 3
4
,
N4p
3 3
4
< p ≤ 1.
(8.34a)
At the transition points p = 1
2
, 2
3
, and 3
4
, the corresponding algebraic factor is multi-
plied by lnN .
We can refine the above results by incorporating the exact asymptotic behaviors
about triangles from (8.31a), to obtain the exact amplitudes in the range 0 ≤ p ≤ 3
4
:
K4(N) =

6p3
(1−2p)(1−3p2)(1−4p3) N p <
1
2
,
6N lnN p = 1
2
,
3pA(p)
(2− 3p)(1− 2p2) N
2p 1
2
< p < 2
3
,
12A
(
2
3
)
N4/3 lnN p = 2
3
,
C(p)
1− 4p/3 N
3p2 2
3
< p < 3
4
,
27
16
C
(
3
4
)
N27/16 lnN p = 3
4
,
∼ N4p3 3
4
< p ≤ 1.
(8.34b)
To obtain the amplitude in the range 3
4
< p < 1 range requires an analysis of an exact
recurrence for K4(N).
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More generally, the average number of cliques of m nodes, Km(N), satisfies
dKm
dN
= (m− 1)pm−2Km−1
N
+mpm−1
Km
N
. (8.35)
Solving (8.35) recursively gives
Km =
N
1−mpm−1
m−2∏
j=1
(j + 1)pj
1− (j + 1)pj (8.36a)
in the sparse phase (p < 1
2
), while in the dense phase
Km ∼ N (j+1)pj for j
j + 1
< p <
j + 1
j + 2
, (8.36b)
with j = 0, 1, 2, . . . ,m− 1 (the last asymptotic for j = m− 1 holds when 1−m−1 <
p < 1). The N dependence of the average number of cliques of size m therefore
undergoes transitions at p = 1 − 1/n with n = 2, . . . ,m. Thus the dense regime of
the copying model can be partitioned into progressively finer subintervals where there
are distinct N dependences for the number of m-cliques.
8.4.3 Star Subgraphs
Another simple motif within a complex network is a star graph. Part of the reason
to study star graphs is that they are simply related to the degree distribution itself.
Let Sj denote the number of star graphs with j leaves (nodes of degree 1). A node
of degree k is thus a central node in
(
k
j
)
subgraphs of type Sj. As a consequence, the
number of star graphs and the degree distribution in a given network are related by
Sj =
∑
k≥j
(
k
j
)
Nk . (8.37)
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We denote by Sj(N) the average number of subgraphs of type Sj in a network of N
nodes. From (8.37), there is a simple relation between the average number of stars
and the falling factorial moments of the degree distribution:
Sj(N) =
1
j!
Nµj, µj = 〈k(k − 1) . . . (k − j + 1)〉 . (8.38)
Using the evolution equation for the degree distribution, Eq. (8.18a), the falling fac-
torial moment, which is a function of p and N , evolves according to
N
dµj
dN
= (pj + jp− 1)µj + j[1 + (j − 1)p+ pj−1]µj−1 . (8.39)
From (8.39), each factorial moment µj ≡ µj(p,N) remains finite, limN→∞ µj(p,N) ≡
µj(p), when p < pj, where pj is the positive root of
pj + jp− 1 = 0 . (8.40)
When p < pj, Eq. (8.39) yields the recurrence
µj(p) = j
1 + (j − 1)p+ pj−1
1− jp− pj µj−1(p) ,
from which
µj(p) = j!λj(p), (8.41)
where we define the shorthand notation
λj(p) ≡
j∏
i=1
1 + (i− 1)p+ pi−1
1− ip− pi .
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Generally
µj =

j!λj(p) p < pj ,
j! Λj lnN p = pj ,
∼ N jp+pj−1 pj < p ≤ 1 ,
(8.42)
where Λj = [1 + (j − 1)pj + pj−1j ]λj−1(pj). As a consistency check, notice for the case
j = 1, equation (8.42) reproduces the average degree µ1 = 〈k〉 = 2L(N)/N .
Combining (8.38) and (8.42), the number of stars asymptotically behaves as
Sj(N) =

λj(p)N p < pj ,
ΛjN lnN p = pj ,
∼ N jp+pj pj < p ≤ 1 .
(8.43)
Overall, the numbers of star subgraphs have a simpler N dependence than cliques
because the former undergo a single transition for each j at an irrational value of pj
whose first few values are:
p2 =
√
2− 1 ,
p3 =
3
√(√
5 + 1
)
/2− 3
√(√
5− 1)/2 ,
p4 =
√√
2− 1/
√
2− 1/
√
2 ,
etc. From (8.40), the asymptotic behavior of the threshold values are given by pj →
1/j − 1/jj+1 for j  1. In contrast, the phase transition points for complete-graph
motifs Km(N) are all rational and at the same location for every m—only the number
of transition points is variable, with m− 1 transition points.
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8.5 Clustering
For intermediate values of p, we have seen that the copying model gives rise to non-
trivial motifs, and we now investigate whether their appearance corresponds to the
emergence of significant network clustering, as might be surmised visually in Fig. 8.2.
There are two popular measures of network clustering: (i) the transitivity, or global
clustering coefficient, and (ii) the local clustering coefficient (see e.g., [153]). The
transitivity τG for a connected, undirected, and simple (no multiple links between
two nodes) graph G is defined as
τG = 3× #(triangles in G)
#(twigs in G)
. (8.44)
Here, a twig is a node with two neighbors and thus looks like: • • •. By definition,
the transitivity is already averaged over all network nodes.
To define the local clustering coefficient, first consider an arbitrary node n of
degree k in the network. The k neighbors of n could potentially be connected by up
to
(
k
2
)
edges. The clustering coefficient of node n is then defined as c(n)/
(
k
2
)
, where
c(n) denotes the actual number of connections between the neighbors of n. Finally,
the local clustering coefficient CC(N) is obtained by averaging the node clustering
coefficient over all nodes:
CC(G) =
1
N
∑
n∈G
c(n)(
k
2
) . (8.45)
If G is a tree, the above clustering coefficients vanish, while if G is the complete
graph, both clustering coefficients equal one (which explains the choice of the numer-
ical factor in the definition (8.44)). We now examine the dependence of the clustering
coefficients on the copying probability. Each network realization leads to distinct val-
ues for the clustering coefficients. In fact, the transitivity is non-self-averaging when
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Figure 8.1: The transitivity τ(N) (solid symbols) and the local clustering coefficient
CC(N) (open symbols) versus the copying probability p for networks of different
sizes. The solid smooth curve is the analytical expression (8.48). The dotted curves
are guides to the eye.
p > 1
2
. In this dense region, however, the transitivity vanishes as N → ∞ so that
the lack of self averaging does not pose any difficulties. Conversely, for sufficiently
small p, where the transitivity is nonzero in the N → ∞ limit, the transitivity is
self-averaging and is determined from
τ(N) ≡ 〈τG〉 = 3T (N)
S2(N)
, (8.46)
where T (N) is the average number of triangles and S2(N) is the average number of
twigs.
To determine the transitivity in the limit N → ∞, we need the average number
of triangles T (N), which is given by Eq. (8.31a) and the average number of twigs
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S2(N). The latter is given by specializing (8.43) to j = 2:
S2(N) =

2(1 + 2p)
(1−2p)(1−2p−p2) N p < p2,
2
1 + 2p2
1− 2p2 N lnN p = p2,
∼ N2p+p2 p2 < p ≤ 1.
(8.47)
With these results, the transitivity is (Fig. 8.1)
τ(∞) =

3p(1− 2p− p2)
(1 + 2p)(1− 3p2) 0 ≤ p ≤ p2,
0 p2 < p < 1,
1 p = 1,
(8.48)
where p2 =
√
2−1 is again the positive root of the quadratic equation p2 +2p−1 = 0.
A perplexing feature of the transitivity is its non-monotonic dependence on p,
with a maximum deep in the sparse regime (at p ≈ 0.2181). We also emphasize
that when p2 ≤ p < 1, the transitivity vanishes in the thermodynamic limit N →∞.
However, the simulations show that even for large networks the transitivity is nonzero
and approaches zero very slowly as N increases (Fig. 8.1). This features can be
understood theoretically. For instance, in the marginal case of p = p2, Eq. (8.46),
in conjunction with (8.31a) and (8.47), shows that the transitivity exhibits a slow
inverse logarithmic decay: τ(N) ∼ (lnN)−1.
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8.6 Distribution of Links and Cliques
Because a varying number of links are added to the network each time a new node
is introduced, the distributions of the number of links and the number of cliques are
non-trivial quantities. Here we investigate the asymptotic properties of these link
and clique distributions by numerical simulations, as well as basic probabilistic and
extreme statistics arguments.
8.6.1 Link Distribution
Let P (L,N) be the probability that a network of N nodes contains L links: P (L,N) =
Prob(LN = L). As a function of p, this distribution exhibits a wide range of behaviors
(Fig. 8.1). For p  1, the distribution P (L,N) is visually symmetric and Gaussian
in appearance. As p is increased, P (L,N) broadens considerably and is enhanced
at large argument. Visually, P (L,N)) is maximally broad for p ≈ 0.7, while for
larger p, the distribution progressively narrows and develops an enhancement at small
argument.
Each time a new node is introduced, the number of links increases by 1+a, where
the random variable a is the number of copying links that are created (Eq. (8.4)). In
the sparse phase, where the degree distribution reaches a stationary limit with the
algebraic tail k−γ (Eq. (8.23)), the increment in the number of links 1 + a is also
drawn from this same distribution. For γ > 3, which occurs when p <
√
2 − 1, the
second moment 〈a2〉 is finite. Because the first two moments of the link increment
are finite, one might anticipate that the central limit theorem applies, from which
P (L,N) would asymptotically be Gaussian.
However, the increments 1 + a when each node is introduced are not statistically
independent. A particularly fruitful copying event for a high-degree target node
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Figure 8.1: Semi-logarithmic plot of the distribution P (L,N) versus the scaled num-
ber of links for N = 104 and representative values of p. Data collected over 106
realizations for p up to 0.7 and 105 realizations for p = 0.9.
increases the degrees of many neighboring nodes, which, in turn, affects the increment
in the number of links in later node additions. Thus the growth in the number of
links is governed by a correlated random-walk process and the central-limit theorem
is not applicable to infer the asymptotic form of P (L,N).
From Eqs. (8.2a) and (8.17), the ratio of the square root of the variance to the
average number of links,
√
V (N)/L(N) decays as N−1/2 for p < 1
4
and slower than
N−1/2 for larger p. This behavior suggests that p = 1
4
might be the point where
P (L,N) changes in character from Gaussian to non Gaussian. We also test the
Gaussianity of P (L,N) by measuring its skewness, µ3/σ
3 where µn is the n
th central
moment and σ is the standard deviation of the probability distribution, and excess
kurtosis, µ4/σ
4 − 3. Both these quantities are zero for the Gaussian distribution.
Numerically, we find that for p < 1
4
, the skewness and excess kurtosis do approach
zero as N → ∞, while for p > 1
4
, these quantities are both nonzero as N → ∞
(Fig. 8.2). These results indicate that the distribution P (L,N) is non Gaussian for
p > 1
4
.
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Figure 8.2: Skewness (solid symbols) and excess kurtosis (open symbols) of the link
distribution as a function of N .
When p > 1
2
, the standard deviation in the number of links
√
V (N) grows as L,
and this suggests that P (L,N) approaches the single-parameter scaling form,
P (L,N) ' 1
L(N)
Φ(L) with L = L/L(N) , (8.49)
as confirmed in Fig. 8.3. In many processes that are generated by a random-walk-like
process, the scaling function Φ(L) has the limiting forms [154–156]
− ln Φ(L) ∼

Lδ+ L 1,
(1/L)δ− L 1 .
(8.50)
We now give heuristic arguments for the tail exponents δ± by considering the extreme
cases where L is: (i) as large as possible, and (ii) as small as possible, and matching
the distribution P (L,N) in these extreme cases to the hypothesized limiting form of
the full distribution.
The maximal number of links Lmax = N(N − 1)/2 corresponds to generating a
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Figure 8.3: The scaled distribution of the number of links for the copying model with
p = 0.7.
complete graph. The probability C(N) to construct a complete graph is
C(N) = p p2 p3 . . . pN−2 ' exp (1
2
N2 ln p
)
. (8.51)
Each factor pn gives the probability that the addition of a node to a complete graph
of n + 1 nodes leads to a complete graph of n + 2 nodes. In the dense regime
L(N) = A(p)N2p [see Eq. (8.2a)], so that the maximal value of the scaling variable
is Lmax = Lmax/L(N) ∼ N2(1−p). Using this value of Lmax and matching (8.50) with
(8.51), we obtain [N2(1−p)]δ+ ∼ N2, from which we extract the large-L tail exponent
δ+ =
1
1− p .
Conversely, the smallest possible L arises if no copying connections are made, so
that the resulting network is a tree with L = Lmin = N − 1. The probability that
no copying connections are made when a new node attaches to a node of degree k is
(1 − p)k. Thus the probability to generate a tree is (1 − p)∑ k, where the sum runs
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over the degrees of all selected target nodes. The upper bound (1−p)N−1 arises in the
situation when only leaves (nodes of degree 1) have been selected during the network
creation. Generally one still anticipates that
∑
k ∼ N and hence ln Φ(Lmin) ∼
N ln(1 − p). Since Lmin = Lmin/L(N) ∼ N1−2p the matching gives [N2p−1]δ− ∼ N
leading to the left tail exponent
δ− =
1
2p− 1 .
To summarize, the tails of the distribution of the number of links are given by
ln Φ(L) ∼ −

L1/(1−2p) L 1 ,
L1/(1−p) L 1 .
(8.52)
8.6.2 Triangle Distribution
One can also investigate the distributions of other cliques. For triangles, for example,
the corresponding probability distribution is P (T,N) ≡ Prob(TN = T ). We make
that ansatz that in the dense phase the distribution P (T,N) approaches the single-
parameter scaling form,
P (T,N) ' 1
T (N)
Ψ(T) with T = T/T (N) . (8.53)
As in the case of the link distribution, we postulate that the large-argument tail of
the scaled distribution has the form ln Ψ(T) ∼ −Tδ for T  1, which we expect
will be valid in the dense phase p > 1
2
. We now estimate the large-argument tail of
the triangle distribution by again considering the extreme case where the number of
triangles is as large as possible. The largest possible value of T arises when a complete
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graph is generated. In this case, T = Tmax =
(
N
3
)
and using Eq. (8.31a) the scaling
variable T is given by
T ∼

N3−2p 1
2
< p < 2
3
,
N3−3p
2
p > 2
3
.
(8.54)
On the other hand, from Eq. (8.51), the probability to construct a complete graph
is given by exp(1
2
N2 ln p). This form matches (8.53) if the T 1 tail of the triangle
distribution is given by
ln Ψ(T) ∼ −

T2/(3−2p) 1
2
< p < 2
3
,
T2/(3−3p
2) 2
3
< p < 1 .
(8.55)
This same line of reasoning can be straightforwardly adapted to obtain the large-
argument tail of the distribution of m-cliques.
8.7 Second-Neighbor Connections
Suppose that in addition to connecting to the neighbors of the target with probability
p, a new node also connects to the second neighbors of the target with probability q.
Such a mechanism naturally arises in social media, such as Facebook, where we are
sporadically encouraged to make connections to friends of our friends. The surprising
outcome of second-order linking is that the probability that the network is complete
with nonzero, albeit may be very small, for any q > 0 probability.
To estimate this completeness probability, suppose that the network is complete
when it contains N nodes. Then the probability that the network remains complete
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when the (N + 1)st node is introduced is
C(N) =
N∑
k=0
B(N, k, p)
[
1− (1− q)k]N−k . (8.56)
The factor B(r, k, p) =
(
r
k
)
pk(1 − p)r−k gives the probability that there are k first-
neighbor connections from the new node, while the remaining factor
[
1− (1−q)k]N−k
gives the probability that the remaining N − k nodes are linked to the new node by
second-neighbor connections.
We now argue that C(N) approaches to 1 sufficiently quickly as N increases, so
that the product of these factors converges to a nonzero value. In the large-N limit,
the binomial factor becomes a Gaussian distribution that is sharply peaked about
k = Np, with a width that is of the order of
√
N . Over this range of k, the factor[
1− (1−q)k]N−k in Eq. (8.56) is nearly constant. We therefore replace k by its most
probable value Np in the above expression. After doing so, this factor can be written
as
C(N) ' [1− (1− q)Np]N(1−p)
' exp
{
−N(1− p) exp [Np ln(1− q)]} .
The probability that the network of N nodes is complete, C(N), is then given by
C(N) =
∏
j≤N−1
C(j)
' exp
{
−
∫ N
j(1−p) exp[j p ln(1−q)] dj} . (8.57)
Because the integral in the exponent converges as N →∞, the completion probability
is necessarily nonzero.
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Figure 8.1: Numerical evaluation of the probability for network completeness, C(N)
from Eq. (8.57), for fixed p = 1
2
and representative values of q. The saturation is
obvious, C(∞) > 0 for all q > 0. The ultimate values of C(∞) can be very small for
small q.
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Figure 8.2: The N dependence of the number of links for second-neighbor copying
with q = p2.
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Numerical numerical evaluation of (8.57) shows that the completion probability
C(N) indeed converges to a nonzero, albeit extremely small, value as N → ∞. Fig-
ure 8.1 shows this evaluation for the case of p = 1
2
and various q. A more relevant
criterion is not defect-free completeness, but whether the number of links eventually
scales as N2/2, as in the complete graph. Simulations show that for representative
values of p and q, the average number of links L(N) initially grows linearly with
N but then crosses over to growing as N2/2 (Fig. 8.2). Thus second-order copying
generically leads to networks that are effectively complete—eventually each individual
knows almost everybody. Moreover, Fig. 8.2 illustrates the macroscopic differences
between individual network realizations. Thus copying leads to non-self-averaging in
the dense regime—unpredictable outcomes when starting from a fixed initial state.
This intriguing feature also arises in empirical networks and related systems [157–159],
and intellectually originates with the classic Po´lya urn model [160–162].
8.8 Outlook
We introduced and investigated the properties an exceedingly simple growing network
model that is based on the mechanism of node copying. Each new node that joins
the network attaches to a randomly selected target node and to each of the neighbors
of the target with an independent copying probability p. In spite of its deceptive
simplicity, the structure of the network that results from this growth mechanism is
extremely rich. One of the fundamental outcomes of our copying model is that a
transition from a sparse to dense regime occurs as the copying probability p increases
beyond 1
2
. Dense networks are characterized by a mean degree that increases with
the number N of nodes in the network, a feature that appears in a variety of em-
pirical networks [127], as well as by large fluctuations between individual network
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realizations. For these reasons alone, it is important to understand this densification
process.
The bulk of our analysis focused on the analytical description of various global
network quantities, such as the N dependence of the average number of links L(N)
and the number of m-cliques, Km(N). We found that L(N) ∼ N for p < 12 and
L(N) ∼ N2p for p > 1
2
. Analogously, for triangles, we found that K3(N) ∼ N for
p < 1
2
, K3(N) ∼ N2p for 12 < p < 23 , and K3(N) ∼ N3p
2
for p > 2
3
. For general m,
there are m − 1 transitions points where the N dependence of the m-clique density
suddenly changes. Given the richness of our predictions, it would be worthwhile to
reanalyze the densifying networks have have been observed empirically [127] to test
whether they can be accounted for within the framework of the copying model.
Although a range of models based on the copying mechanism have been proposed
in the past and various empirical results have been obtained, our investigation work
offers a systematic and relatively complete analytical derivation of their structural
properties. Our analytical treatment provides insights on how to generate networks
with controllable densities of specific motifs. Such an initiative might aid in the design
of controlled environments to explore how the network topology affects the diffusion
of an innovation or the spread of a virus in a social system.
The copying model could also serve as benchmark to test the veracity and the
robustness of various types of algorithms, such as community detection [105, 163],
by generating more realistic structural properties [164] than those of random bench-
marks [165]. For example, in stochastic block models [166], edges are, by construction,
conditionally independent random variables [167]. In contrast, in growing models like
the one presented here, the system evolves organically and the presence of edges at
one time may cause the creation of edges at future times, as is the case in real-world
systems. Another basic unanswered question is: What are the spectral properties
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of networks generated by the copying model? This question is particular intriguing
in the dense regime where there are large fluctuations between individual network
realizations.
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Appendix
8.A Exact behavior of L(N)
To determine the exact solution of Eq. (8.1), we first solve the homogeneous version
of this equation and use this solution as an integrating factor. The homogeneous
solution is
N−1∏
j=1
(
1 +
2p
j
)
=
Γ(2p+N)
Γ(2p+ 1) Γ(N)
.
We thus we seek a solution to Eq. (8.1) of the form
L(N) = U(N)
Γ(2p+N)
Γ(2p+ 1) Γ(N)
.
This ansatz allows us to recast Eq. (8.1) into the recurrence
U(N + 1) = U(N) +
Γ(2p+ 1) Γ(N + 1)
Γ(2p+N + 1)
. (8.58)
Solving Eq. (8.58) subject to the initial condition U(1) = 0 (recall that L1 = 0), we
find
L(N) =
Γ(2p+N)
Γ(N)
N∑
j=2
Γ(j)
Γ(2p+ j)
. (8.59)
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To determine asymptotic properties, we will often use the well-known feature of the
gamma function
Γ(2p+ x)
Γ(x)
→ x2p x 1. (8.60)
When p < 1
2
, the sum on the right-hand side of (8.59) diverges. Thus we can use
(8.60) to give
L(N)→ N2p
∑
j≤N
j−2p → N
1− 2p ,
leading to the result quoted in (8.2a). For p = 1
2
the exact solution to (8.59) is
L(N) = N(HN − 1) , (8.61)
where HN =
∑
1≤j≤N j
−1 is the N th harmonic number. From the asymptotics of the
harmonic numbers [151] we obtain
L(N) = N(lnN + γ − 1) + 1
2
− 1
12N
+
1
120N3
+ . . . (8.62)
where γ = 0.57721566 . . . is the Euler-Masceroni constant. Keeping only the leading
term in Eq. (8.62) gives the result quoted in (8.2a). For p > 1
2
, the sum on the
right-hand side of Eq. (8.59) converges. Hence
L(N)→ N2p
∞∑
j=2
Γ(j)
Γ(2p+ j)
≡ A(p)N2p (8.63)
with A(p) given by Eq. (8.2b). The sum on the right-hand side of Eq. (8.63) is found
by specializing the identity [151]
∞∑
k=0
Γ(a+ k)
Γ(c+ k)
=
Γ(a)
(c− a− 1) Γ(c− 1) (8.64)
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to a = 2, c = 2p+ 2.
8.B Exact Behavior of T (N)
To find the amplitude C(p) quoted in (8.31a), we need to solve the recurrence (8.30).
Following the same approach as that used for the number of links, we first solve the
homogeneous version of (8.30) and use this the homogeneous solution as an integrating
factor
T (N) = R(N)
Γ(3p2 +N)
Γ(N)
(8.65)
We use this substitution together with the exact solution (8.59) to recast (8.30) into
recurrence
R(N + 1) = R(N) + 2p
Γ(2p+N)
Γ(3p2 + 1 +N)
N∑
j=2
Γ(j)
Γ(2p+ j)
which is solved to give
R(N) = 2p
N−1∑
j=2
Γ(j)
Γ(2p+ j)
N−1∑
n=j
Γ(2p+ n)
Γ(3p2 + 1 + n)
. (8.66)
When p > 2
3
, both sums in (8.66) are convergent. Hence (8.65) asymptotically
becomes T (N) = R(∞)N3p2 , where we additionally used (8.60). Thus the amplitude
C(p) in Eq. (8.31a) is equal to R(∞):
C(p) = 2p
∞∑
j=2
Γ(j)
Γ(2p+ j)
∞∑
n=j
Γ(2p+ n)
Γ(3p2 + 1 + n)
. (8.67)
Using the identity (8.64) twice, we compute the sums in (8.67) and arrive at the result
for C(p) quoted in Eq. (8.31b).
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Chapter 9
cq–model
9.1 Introduction
1The emergence of high-level or large-scale connectivity patterns on a network in-
fluences its macroscopic behaviour. It is at times essential, as it is for traffic on
transportation networks or communication on the Internet, and at times detrimental,
such as epidemics on social networks or cascades of failure on technological networks.
One way or the other, identifying when and how large-scale connectivity appears or
disappears is critical. This explains the explosion of models to produce phase tran-
sitions of rich and diverse nature on networks [168–170]. We here discuss how single
or double phase transitions of both discontinuous and continuous nature can occur
solely due to the structure of a network, without ad hoc rules or complicated models.
To do so, we focus on random networks with clustering and investigate the emergence
of k-cores.
Giant k-cores are the largest maximal connected sub-graphs of the network where
1©American Physical Society. This chapter has been published in Physical Review E. All rights
reserved.
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each node has at least k neighbors within the subgraph. We use the word ‘giant’ when
the largest k-core component scales linearly with the size of the network. Network
k-cores are important for network analysis [171, 172], diffusion of information [173],
and the spread of diseases [174]. A well-known result is that the giant k-core of the
Erdo˝s-Re´nyi graphs [175] emerges discontinuously [176, 177] if k ≥ 3, whereas giant
1-core (the largest connected component) and 2-core emerge continuously.
However, many empirical studies [178–180] have shown that most real-world net-
works are highly clustered, i.e. they have a large number of triangles and higher
order motifs, which cannot be accounted for by simple random network models
like Erdo˝s-Re´nyi (ER) networks [181], block models [182, 183], or the Configuration
Model [184, 185].We here consider the simplest way in which we can extend the ER
random network model to incorporate clustering by using transitive linking or triadic
closure [186,187]. We find that despite its simplicity, this ensemble of networks shows
remarkably rich features in its k-core structure. In particular, we focus on the emer-
gence of giant 3-cores (henceforth we omit the word ‘giant’) — and calculate their
sizes in more realistic networks with clustering.
Our results challenge the typical assumption of simple and discontinuous emer-
gence of k-core structure. Our conclusions therefore have important implications
on resilience [188], outbreaks of diseases [174] or social contagions [189, 190], jam-
ming [191] and failures of multiple dependent networks [192]. All of these processes
can be interpreted as generalizations to higher order constraints of classic bond per-
colation. They thus all depend, either directly or indirectly, on the k-core structure
and clustering of connections in a network.
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9.2 Model
Our model, which we call the (c, q)-process, is a one-step extension to the classic ER
random network. It has two parameters, c, the average degree of the ER substrate,
and q the probability of transitive links. We generate an ensemble of random networks
with the parameters c and q as follows. First, draw an ER random network with
average degree c. On this network, identify all pairs of nodes joined by a mutual
neighbor (equivalently all motifs with three nodes and two links). Connect each
of these pairs independently with probability q. Note that q controls the level of
clustering in the network. Henceforth we call links from the ER substrate as ‘ER-
links’ and links from the transitive linking process as ‘clustering’ links.
A node with ER degree k, has k(k − 1)/2 pairs of neighbors. Each pair is
linked with probability q. Hence, the total number of clustering links is given by∑
kNe
−c ck
k!
k(k−1)
2
q = Nc2q/2 yielding a total average degree of 〈k〉 = c+ c2q. A more
1-core
2-core
3-core
u
v w
v(1-w)
1-v
Figure 9.1: 1-core, 2-core and 3-cores of an example network from the (c, q)-process.
The solid (dashed) lines represent ER- (clustered-) links. The motifs around the larger
hatched node are labeled by their probabilities of occurring. I.e., u is the probability
that a link not part of a triangle does not lead to the 3-core; (1−v) is the probability
that both edges of a triangle lead to the 3-core; while vw is the probability that
neither of the edges of the triangle lead to the 3-core.
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careful, but similar calculation gives us the full degree-distribution. Each node with
ER degree k1, has second-neighbors distributed as the sum of k1 poisson random
variables with average excess degree c (average number of links from a node reached
by a random link, not counting the link you came from) [185]. The sum of k1 Poisson
random variables with average c is again a Poisson random variable with average
k1c. Each of these second-neighbors is linked to the node with probability q, yielding
a Poisson distributed number of clustering links with average k1cq. Thus the total
degree distribution is given by,
nk =
∑
k1+k2=k
(
e−cck1
k1!
)(
e−ck1q(ck1q)k2
k2!
)
(9.1)
where the individual terms within the summation are the joint probability distribution
of a node having k1 ER links and k2 clustering links.
9.3 Results
In this , we are only interested in the k-core structure of this model. Note that the
transitive linking process does not change the size of the 1-core as it only links nodes
that are already in the same component. However, the (c, q)-process can upgrade
nodes in the 1-core component to the 2-core by connecting the nodes of degree-1
to nodes of higher degree, but since in the ER substrate both the giant 1-core and
2-core emerge at exactly c = 1, we expect no difference after the transitive linking
process. The emergence of the 3-core as a function of c exhibits four distinct regimes
depending on q,
i. a regime of sudden discontinuous appearance of a 3-core when q is lesser than
some bound q∗ ≈ 0.06 (we notate q . 0.06),
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Figure 9.1: (top) Plot showing the 3-core for representative values of q. The values
of q from right to left in different regimes are (i) 0.02, 0.03, 0.04, 0.05, (ii) 0.06,
0.07, 0.08, (iii) 0.09, 0.1, (iv) 0.15, 0.2, 0.3 and 0.5. On the extreme right we see
the classic discontinuous emergence (regime i), whereas the other three regimes show
very different behavior. The forbidden region corresponds to impossible 3-core sizes
for a given c; its solid black borders are drawn to highlight this region.
ii. a double phase transition regime consisting of a continuous appearance of a
3-core followed by a discontinuous jump in size when 0.06 . q . 0.08.
iii. another double phase transition regime consisting of two continuous transitions
when 0.08 . q . 0.15,
iv. a single sudden but continuous appearance of a 3-core for q & 0.15.
We gather more evidence for the existence of regime ii and iii as follows. We first
study the susceptibility (variance over average as defined in [168]) of the giant 3-core
seen in the simulations. We see that the susceptibility shows two peaks as a function
of c, for each value of q in these regimes. The scaling of the first peak with system
size confirms that this is indeed a phase transition and not a finite size effect.
Let us recall that the height of a susceptibility peak is expected to diverge with
system size for second order transitions, whereas it saturates to some value in the case
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of first order transitions. Here, in both regimes, the height diverges for the first peak,
suggesting a second order transition, but saturates for the second peak, suggesting a
first order transition (Fig. 9.2). Yet, we do not see a discontinuous gap in the size
of the 3-core at the second transition of regime iii, which we would expect if it was
a first order transition. The fact that the order parameter is already at a non-zero
value might explain the saturation of susceptibility, and therefore implies that the
scaling of susceptibility peaks with system size can not be interpreted traditionally
for a double phase transition.
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Figure 9.2: (top) The susceptibility of our simulations for representative values of q
in regime ii and iii highlighting a double phase transition. Dashed and solid lines
are obtained on networks of size 106 (103 realizations) and 107 (102 realizations)
respectively. (bottom) The heights of the peaks of susceptibility for networks of size
N = 105.5 through N = 107. The number of realizations = 109/N . The circles
(squares) show the heights of the left (right) peaks. The fits to the left peaks show a
slope of 0.54 ± 0.04 for q = 0.09 and 0.47 ± 0.04 for q = 0.08. The fits to the right
peaks show slopes that are statistically indistinguishable from zero.
We further look at the slopes of the giant 3-core for values of q in these regimes,
and values of c close to the second peak in Fig. 9.3. The slopes however, suggest that
194
the second transition is first order in regime ii since the slope diverges, but second
order in regime iii the slope exhibits a jump discontinuity, but does not diverge. We
therefore conclude that regime iii is a double phase transition which undergoes two
second order transitions, and that the scaling of susceptibility peaks does not reflect
the order of a transition when the order parameter is already non-zero.
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Figure 9.3: Panel to the left (right) showing the jump (divergence) in the slope of the
giant 3-core size as a function of c for q = 0.09 (0.08).
We believe the reason for the existence of double transition is that the 3-core first
emerges through the triangles only and then eventually spread through regular links
too.
To understand the effect of q on the size of the 3-core, we develop the following
analytical approximations: We calculate the 3-core sizes in random networks with the
same degree distribution as our (c, q)-process and in random networks with the same
joint degree-triangle distribution as our (c, q)-process. These calculations lead us to
conclude that the degree-distribution and clustering by themselves are not sufficient
to explain the regimes of double transition. This also highlights the role of higher
order motifs in the (c, q)-process.
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9.3.1 Configuration model
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Figure 9.4: Comparison between simulations of the (c, q)-process (solid light markers)
and analytical predictions using the configuration model (dashed light lines) and the
clustered configuration model (solid dark lines). We also compare the clustered config-
uration model to the rewired (c, q)-networks preserving degree-triangle distributions
(open dark symbols)
The Configuration Model defines the ensemble of all random networks constrained
by a given degree distribution. We can find the size of the 3-core for this ensemble
through a set of self-consistent equations [193, 194]. The probability u, that a ran-
domly chosen link does not lead to the 3-core is given by,
u =
1
G(1)(1)
1∑
a=0
(1− u)a
a!
G(a+1)(u) (9.2)
where G(z) is the generating function for the degree distribution [185] and G(j)(z) is
its j-th derivative. From Eq. (9.1), we can find that G(z) is given by,
G(z) = exp
[
c(zecq(z−1) − 1)] . (9.3)
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Equation (9.2) means that for the link to not lead to the 3-core (left-hand side), the
node it leads to must have at most one excess neighbor in the 3-core (right-hand side).
We then calculate the fraction S of nodes in the 3-core by summing the probability
that a randomly chosen node has at least three links leading to the 3-core (or one
minus the probability of having less than three):
S = 1−
2∑
a=0
(1− u)a
a!
G(a)(u) . (9.4)
This approach always leads to discontinuous transitions (Fig. 9.4), which shows
that the degree distribution alone is not sufficient to explain the existence of the three
other regimes. Hence, we develop the following approach to incorporate clustering.
9.3.2 Clustered configuration model
The Clustered Configuration Model defines the ensemble of all random networks
constrained by a given joint degree-triangle distribution pkt. We wish to calculate
the size of the 3-core given this probability pkt of a randomly chosen node having
k links and t triangles. This ensemble of networks was introduced to study the
impact of clustering on bond percolation [195]. In networks without clustering, all
links were considered independent (as they are indeed independent in a fully random
network). However, this assumption fails when a network contains triangles and
we must therefore explicitly account for triangles through additional self-consistent
equations.
Let qkt = k pkt/ 〈k〉 and rkt = t pkt/ 〈t〉 be the excess degree-triangle distribution
when following a link or a triangle, respectively [195]. We can write self-consistent
equations for the probability u of following a link to a node not in the 3-core, the
probability v that following a triangle does not lead to two nodes in the 3-core and the
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probability vw that following a triangle leads to exactly zero node in the 3-core. Figure
9.1 gives a visual representation of these probabilities and motifs. Mathematically,
we write
u =
∑
k,t
qkt
[ ∑
a+c≤1
Bka(1− u)vtBtc(1− w)
]
(9.5)
1− v =
[
1−
∑
k,t
rktu
k(wv)t
]2
(9.6)
vw =
(∑
k,t
rktu
k(wv)t
)[∑
k,t
rkt
∑
a+c≤1
Bka(1− u)vtBtc(1− w)
+
∑
k,t
rkt
∑
a≤1
Bka(1− u)vtBt1−a(1− w)
]
(9.7)
where Bni (z) :=
(
n
i
)
zi(1−z)n−i. Equation (9.5) is equivalent to Eq. (9.2), a regular
link will not lead to the 3-core if the node it reaches has at most one link leading
to the 3-core. This potential link can either be a regular link (subscript a for the
binomial term Bka(1 − u)) or be one link of a triangle (subscript c for the binomial
term Btc(1 − w)), but no triangles can contribute more than a single link (the term
vt). Equation (9.6) corresponds to following a triangle from one node and finding
that both links lead to the 3-core, hence both nodes reached must have at least one
other link leading to the 3-core. We thus write 1− v has the square of one minus the
probability of having zero link leading to the 3-core, since the other links of these two
nodes are independent. Equation (9.7) is more involved but similar. When following
a triangle, if neither of the two links lead to the 3-core, both nodes must have at most
one link leading to the 3-core, but they can not both have one as there is also a link
between the two.
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The size of the 3-core, S, is then given by,
S = 1−
∑
k,t
pkt
∑
b≤1
∑
a≤2
∑
c≤2−a−2b
Bka(1− u)Btb(1− v)Bt−bc (1− w) (9.8)
We evaluate this formula on our (c, q)-process as follows. We numerically obtain
pkt from generated networks and use this in Eq. (9.5) – (9.8) to obtain Fig. 9.4. We
compare this to the 3-core sizes obtained from rewired networks preserving pkt and
from our (c, q)-process simulations. We see that there is remarkable agreement except
at the onset of the transition. It is important to note that the rewired networks show
a systematic quantitative difference as compared to our model. This is due to the
high density of adjacent triangles that share a link. Under a configuration model
rewiring, these adjacent triangles are very unlikely, which means that the rewired
networks have a higher average degree from the same pkt joint distribution. Every
triangle contributes two links in the clustered configuration model whereas, in the
(c, q)-process, we see many pairs of adjacent triangles that account for only three
links as they overlap.
More importantly, the clustered configuration model captures how the size of the
discontinuous jump vanishes as clustering increases. However, the transition is still
discontinuous and we do not see regimes of double phase transitions. Surprisingly,
we can thus conclude that clustering alone does not explain regimes ii through iv;
they are most likely caused the high number of adjacent triangles in the (c, q)-process
which create many non-trivial motifs.
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9.4 Discussion
Our model is a simple extension of the classic ER network to include clustering
through triadic closure. The degree distribution still has a Gaussian tail, but re-
markably we find four distinct regimes shaping how 3-cores can emerge: through
a single discontinuous phase transition (q . 0.06), through a double transition of
hybrid nature (0.06 . q . 0.08), through two consecutive continuous transitions
(0.08 . q . 0.15), or through a single continuous phase transition (q & 0.15).
The transition between the first and last regimes were previously obtained in
heterogeneous k-core percolation where different nodes have different thresholds [196].
Similarly, the regime of hybrid phase transitions (0.06 . q . 0.08) was observed in the
completely different context of percolation on interdependent networks [197]. First, it
is fascinating to see similar behaviors all emerge in simple k-core decomposition when
we move away from the random graph paradigm. Second, these analogies might also
hold the key to understanding the mechanisms at play behind these different regimes:
they all use a mixture of nodes with different sensitivity to “criticality”. Criticality
here means whether a given node is in the giant component or not (either a giant
percolating component, or a giant k-core). Interdependent networks use a mixture
of nodes that are either independent or dependent on a given node in a different
networks. Heterogeneous k-core percolation uses a mixture of nodes with different
thresholds; such that the giant component is a mixture of, for example, the 2-core and
the 3-core. However we show that realistic networks can have very similar properties
even using the simplest definition of k-cores where all nodes obey the same rules.
In this context, these different sensitivities are structural (e.g. is a node part of an
important motif) rather than ad hoc conditions.
Finally, we showed a simple way to extend the configuration model to incorporate
200
clustering in calculations for the size of the 3-core. This way of evaluating motifs can
be extended straightforwardly to higher k-cores, and even to higher order motifs by
introducing more self-consistent equations. We believe that this new analytical k-core
calculation will provide useful estimates for the aforementioned applications as well
as for the emergence and growth of k-core structure in real-world networks.
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