A new algorithm of Demmel et al. for computing the singular value decomposition (SVD) to high relative accuracy begins by computing a rank-revealing decomposition (RRD). Demmel et al. analyse the use of Gaussian elimination with complete pivoting (GECP) for computing the RRD. We investigate the use of QR factorization with complete pivoting (that is, column pivoting together with row sorting or row pivoting) as an alternative to GECP, since this leads to a faster SVD algorithm. We derive a new componentwise backward error result for Householder QR factorization and combine it with the theory of Demmel et al. to show that high relative accuracy in the computed SVD can be expected for matrices that are diagonal scalings of a well-conditioned matrix. An a posteriori error bound is derived that gives useful estimates of the relative accuracy of the computed singular values. Numerical experiments confirm the theoretical predictions.
where U and V are orthogonal and Σ = diag(σ i ) contains the singular values arranged in decreasing order. Demmel Note that standard algorithms for computing the SVD, such as the QR algorithm and bisection with inverse iteration, do not provide relative accuracy; in particular, the error in the ith computed singular value is bounded relative only to the largest singular value, not to the ith: Demmel et al. go on to analyse Gaussian elimination with complete pivoting (GECP) as the means for computing the RRD. GECP forms the factorization P AQ = LU , where L ∈ R m×r and U ∈ R r×n , with r = rank(A) and where P and Q are permutation matrices. The RRD is obtained by defining D = diag(u ii ) and writing A = P T L · D · D −1 UQ T ≡ XDY T . The pivoting properties ensure that PX and Q T Y are unit lower triangular with off-diagonal elements bounded by 1; hence κ(X) and κ(Y ) have bounds of order 2 r . In practice, κ(X) and κ(Y ) are usually quite small, in which case GECP does indeed provide an RRD. Demmel et al. go on to show that, under certain reasonable conditions, the RRD computed by GECP is accurate enough that Theorem 1.1 remains valid, albeit with a more complicated and potentially larger bound on η.
The purpose of this paper is to investigate Householder QR factorization with column pivoting and row sorting or row pivoting as an alternative to GECP for computing the RRD in Algorithm SVD in the case of graded matrices -those that are diagonal scalings of a better conditioned matrix.
Recall that QR factorization with column pivoting produces the factorization AΠ = QR, where, with r = rank(A), Q ∈ R m×r has orthonormal columns, R ∈ R r×n is upper trapezoidal and Π is a permutation matrix. that the column pivoting enforces upon R, the matrix Π T Y is unit lower trapezoidal with off-diagonal elements bounded by 1, and so κ(Y ) has a bound of order 2 r . Hence QR factorization with column pivoting satisfies the definition of RRD just as well as GECP. Algorithm SVD simplifies greatly when the RRD is computed by QR factorization with column pivoting, as observed in [4] .
Step 2 is unnecessary. For X = Q is orthogonal and D is a diagonal matrix with elements sorted in non-increasing order, by (1.2) . Therefore the QR factorization with column pivoting of XD is simply XD · I = X · D. Furthermore, step 3 is trivial since, in terms of the QR factorization determining the RRD, W = RΠ T . We therefore have the following specialized and modified version of Algorithm SVD.
Algorithm SVD_QR. Given A ∈ R m×n this algorithm computes the SVD A = UΣV T . 1. Compute the QR factorization with column pivoting AΠ = QR (Q ∈ R m×r , R ∈ R r×r ). 2. Compute the SVD RΠ T = UΣV T using the one-sided Jacobi algorithm.
The main contribution of this paper is to show that, provided row sorting or row pivoting is used in addition to column pivoting, Householder QR factorization determines the RRD with sufficient accuracy for the theory in [4] concerning graded matrices to be applicable and to yield useful results. We refer to either of these combinations of row and column interchanges in QR factorization as complete pivoting. For notational simplicity we assume henceforth that m n, although the overall conclusions remain true without this restriction.
In Section 2 we give a new rounding error analysis for Householder QR factorization and in Section 3 we combine the analysis with the theory of Demmel et al. Numerical experiments are given in Section 4 to confirm the practical value of the results.
Error analysis of Householder QR factorization
In this section we derive a new row and column-wise backward error bound for Householder QR factorization. The analysis is similar in outline to that of Cox and Higham [2] that yields a row-wise backward error bound, but it does not assume the use of column pivoting. We then derive a backward error result for complete pivoting that represents both the original matrix and the backward error matrix in a row and column scaled form, as is needed to apply the analysis of [4] for the SVD application.
First, we recall how a Householder matrix is constructed in Householder QR factorization. Let A = A (1) ∈ R m×n (m n) and let a (k) j denote the jth column of A (k) , the reduced matrix at the start of the kth stage of the reduction to trapezoidal form. We form the Householder matrix
where e 1 ∈ R m−k+1 is the first unit vector and
This Householder matrix P k has the property that a
The sign of σ k specified in (2.2) is the one recommended in most textbooks and is the one used by the QR factorization routines in LINPACK [5] and LAPACK [1] . For the other choice of sign (which can be computed in a way that avoids cancellation [9, Section 18.9] ) the following lemma, on which our analysis rests, is not valid. Cox and Higham [2] have already noted the importance of the choice of sign in the Householder vector for obtaining row-wise backward error bounds.
We begin with a simple inequality.
Lemma 2.1. The Householder vectors
Proof. The second inequality follows from (2.1) and the first from
We introduce the constant
in which c denotes a small integer constant whose exact value is unimportant. Hats denote computed quantities. Rounding errors in computing the quantities β and v that determine a Householder matrix are analyzed in [9, Lemma 18.1] . By absorbing the errors in β into the vector v we can assume that β is obtained exactly. Then the computed v k ∈ R m from the kth stage of the reduction satisfies
where
is the Householder matrix corresponding to the exact application of the kth stage of the algorithm to the computed matrix A (k) . The following lemma is the key to the analysis.
Lemma 2.2. Consider the computation of
Proof. It is straightforward to show using standard error analysis results (see the proof of Lemma 18.2 in [9] ) that (2.4) holds with f
using Lemma 2.1; (2.5) follows. Now, using P 2 k = I , we rewrite (2.4) as a
Since a j = a (1) j and a
Consider a general term in the sum,
j , k i and using Lemma 2.2 we obtain
Applying Lemma 2.1 leads to
We conclude that
Note that Lemma 2.2 shows that this bound remains true if we set the first i − 1 elements of a (i) j to zero. Hence (2.6) can be written as
7) where
(2.8)
The conclusions of the analysis are summarized in the following theorem. 
In this bound the first k − 1 elements of a (k) j in the first summation may be set to zero. The matrix Q is given explicitly as Q = P 1 P 2 · · · P n , where P k is the Householder matrix that corresponds to the exact application of the kth stage of the algorithm to the computed matrix produced after k − 1 stages.
Two existing backward error results for Householder QR factorization are implied by Theorem 2.3. First, since a (k) j is obtained by the application of k − 1 Householder transformations to a j , it follows that a
, which is the standard column-wise backward error bound (albeit with an extra factor j).
Next, we consider QR factorization with column pivoting, in which columns are exchanged at the start of the kth stage to ensure that
(2.10)
We will use the terminology that A is "pre-pivoted" for QR factorization with a particular interchange strategy if A is such that no interchanges are required. To apply Theorem 2.3 we assume that A is pre-pivoted for column pivoting. Using (2.9) and (2.10) we obtain (noting that
which is the row-wise backward error bound of Powell and Reid [10] , as obtained also by Cox and Higham [2] . The extent to which the row scaling of A is preserved in the bounds (2.9) and (2.11) is measured by the row-wise growth factor
This growth factor can be arbitrarily large, in general, but it can be controlled in two ways. First, we can use row pivoting: at the start of the kth stage of the factorization, after interchanging columns according to the column pivoting strategy, we interchange rows to ensure that
Alternatively, we can pre-sort the rows of A so that
Note that row interchanges before or during Householder QR factorization have no mathematical effect on the result, because they can be absorbed into the Q factor and the QR factorization is essentially unique. The effect of row interchanges is to change the intermediate numbers that arise during the factorization, and hence to alter the effects of rounding errors. Both row interchange strategies lead to a bounded growth factor, as shown by Powell and Reid [10] for row pivoting and Cox and Higham [2] for row sorting. Recall that by complete pivoting we mean column pivoting and row pivoting or row sorting.
Theorem 2.4. For Householder QR factorization with complete pivoting applied to
Although the bound of the theorem can be nearly attained, ρ m,n is almost always small in practice (just as for the growth factor for Gaussian elimination with partial pivoting).
The advantage of the bound (2.9) is that it is simultaneously row-wise and column-wise and so it combines the advantages of both the existing bounds. The next result shows that when complete pivoting is used and row and column scalings are factored out of A the same scalings can also be factored out of the backward error matrix. We emphasize that the diagonal matrices D 1 and D 2 in this result and in the analysis of the next section are not required by Algorithm SVD_QR but are introduced to elucidate the effect of A's scaling on the accuracy of the computed SVD. 
There exists an orthogonal Q ∈ R m×m such that
and f (m, n) is bounded by a low degree polynomial in m and n.
Proof. Write
denote the intermediate matrix at the start of the kth stage of Householder QR factorization applied to C, and let v k denote the corresponding Householder vector. Since A = CD 2 and Householder QR factorization acts on the columns, it is clear that
(2.17)
Define A =: CD 2 and ∆A := ∆CD 2 . Applying Theorem 2.3 to A we have A + ∆A = Q R and the ith component of the bound (2.9) can be written as
k , which gives
(We are treating µ k and ρ m,n as if they were defined in terms of computed instead of exact quantities, which does not affect the bounds, to first order.) We now bound the
For i = k slightly different analysis is required for row pivoting and row sorting. Note from (2.17) that since A does not require row interchanges for complete pivoting with row pivoting, neither does C. Hence for row pivoting
For row sorting
where ψ is given by (2.16). (Note that, unlike for row pivoting, C may require interchanges for row sorting.) Hence, overall,
where an extra factor ψ is needed for row sorting. Defining ∆C =: D 1 ∆B and using C = D 1 B, this bound can be written
and the result follows on cancelling the term d (1) i and taking norms.
Drmač [6, Section 2.3] obtains a similar result to Theorem 2.5 for row pivoting under the assumption that µ k = 1 for all k. The result of Theorem 2.5 is stronger for row pivoting than for row sorting, since the factor ψ can be arbitrarily large for row sorting.
The diagonal matrices D 1 and D 2 in Theorem 2.5 are arbitrary and they determine the size of the µ k in (2.15) and the growth factor ρ m,n . As long as these quantities are of order 1 we have a backward error bound that scales perfectly under these particular row and column scalings. The size of µ k depends on how close C is to being pre-pivoted for column pivoting. As noted in the proof, C is pre-pivoted for row pivoting. Although the bound for ρ m,n in Theorem 2.4 is valid only for complete pivoting, it is not hard to show that for C in Theorem 2.5 the modified bounds
hold. These bounds are weak, but they show that ρ m,n can be bounded in terms of the µ k .
If we are given A and wish to choose D 1 , D 2 and hence B, then two natural choices are
(where we continue to assume that A is pre-pivoted with respect to both row and column interchanges). Assuming that A has no zero rows or columns, the choice (2.19) produces a matrix B whose rows and columns are approximately equilibrated in the 2-norm; indeed, for all i and j, B(:, j) = 1 and n −1/2 B(i, :) n 1/2 . For the choice (2.18), B is unbounded and all we can say is that max i,j |b ij | (n A ) −1 . This latter choice does not necessarily produce a B that is approximately row and column equilibrated: for
we have
which is far from being row or column equilibrated. The ratios µ k are unbounded for (2.18), as is shown by the matrix
for which µ 2 ≈ θ . For (2.19) we are not aware of such an example.
Application to computation of the SVD
To show that Householder QR factorization with complete pivoting can be used to compute the RRD in Algorithm SVD in place of GECP, we need to show that the RRD obtained is of sufficient accuracy. We need a result from [4, Theorem 4.1]. 
Then, for all i,
A similar result can be proven for the singular vectors [4] , so we conclude that the SVDs of A and A + ∆A = D 1 (B + ∆B)D 2 agree to relative accuracy of order u when the following three conditions hold: 1. ∆B / B is of order u. 2. B has an LU factorization and the factors are well-conditioned or, equivalently, the leading principal submatrices of B are well-conditioned. 3. τ in (3.1) is of order 1.
We identify A + ∆A with the row and column permuted matrix whose QR factorization with complete pivoting we compute in floating point arithmetic, and we define D 1 and D 2 by (2.18) or (2.19).
We consider first the size of τ in (3.1). Row sorting ensures that τ 1 √ n. For row pivoting, however, τ 1 is unbounded. For example, if every row of A is a multiple of the same vector then after the first step of Householder QR factorization the active submatrix is zero and so only one row interchange is carried out during the whole factorization; hence D 1 (3, 3)/D 1 (2, 2) can be arbitrarily large, for example. Similarly, for a low rank matrix column pivoting may not have the opportunity to interchange all the columns and hence τ 2 is unbounded. For a less trivial example of how τ 2 can be arbitrarily large for (2.18) with column pivoting, consider the matrix
In QR factorization with column pivoting, Π = I and τ 2 = θ/2. However, in practice, we would expect row pivoting to roughly sort the rows by ∞-norm and column pivoting to roughly sort the columns by 2-norm, yielding small values of τ 1 and τ 2 . Therefore in practice we would expect condition 3 to be satisfied for both choices of D 1 and D 2 if we use complete pivoting. In view of Theorem 2.5, condition 1 will be satisfied 2 provided that D 1 B is approximately pre-pivoted for QR factorization with column pivoting, the growth factor ρ m,n is not too large and, for row sorting, ψ in (2.16) is not too large. 2 A subtlety is that we would seem to require an analogue of Theorem 2.3 in which Q is replaced by the computed product of Householder matrices, since Algorithm SVD_QR requires the explicit Q to define X in the RRD. However, in Algorithm SVD_QR there is clearly no need to form Q explicitly, and the errors associated with applying Q to U in the last step of the algorithm are covered by the analysis of step 5 of Algorithm SVD in [4] . Condition 2 is beyond our control once we have chosen D 1 and D 2 . As explained in [4] , the condition of submatrices of B plays an intrinsic role in the sensitivity of the SVD of D 1 BD 2 to perturbations in B.
We now summarize the analysis for GECP in [4] . We can take the same definitions (2.18) or (2.19) of D 1 and D 2 (based now on the ∞-norm instead of the 2-norm) and let A + ∆A be the row and column permuted matrix whose LU factorization with complete pivoting is computed. Because GE is invariant under row and column scalings for a fixed pivot sequence (see, for example, [9, Section 9.7]), ∆B / B has the usual error bound for GE without pivoting on B [9, Theorem 9.3], and this bound will be small if condition 2 is satisfied. The quantity τ is unbounded, though again is expected to be acceptably small in practice. In [4] The main difference between the conclusions for QR factorization with complete pivoting and those for GECP, then, is in the conditions required to guarantee that ∆B / B is of order u. The condition in the former case that the matrix D 1 B is approximately pre-pivoted is replaced for GECP by the condition that the leading principal submatrices of B are well-conditioned; this latter condition is a strong one, but is already required for the RRD to determine the SVD sufficiently accurately. In summary, then the available analysis imposes weaker conditions for Algorithm SVD to work with GECP than for with QR factorization with complete pivoting.
Finally, we consider how to test, after computing the SVD, whether the desired relative accuracy was achieved. We concentrate on assessing the effect of rounding errors in computing the RRD; Theorem 1.1 describes the effect of errors in the other parts of Algorithm SVD_QR. The first possibility is to use Theorem 3.1. For GECP the main tasks are to evaluate τ and to estimate the condition numbers of the LU factors of B. The backward error matrix ∆B can be bounded from the standard backward error bound. For QR factorization with column pivoting we must explicitly compute the LU factorization of B, since it is not already available. We can evaluate the bound (2.9) for ∆A and thereby explicitly compute a bound for ∆B (or a sharper running error bound derived directly from the equations defining the algorithm; see [9, Section 3.3] for details of this general technique). The cost of evaluating (2.9) is 3(mn 2 /2 − n 3 /6) operations (the terms a 
where η E = E and η F = F .
The next theorem is a generalization of Theorem 4.2 in [4] . We use the m × n identity matrix I m,n = (δ ij ). 
and T ∈ R n×n is nonsingular. Let
where S 12 ∈ R n×(m−n) and S 22 ∈ R (m−n)×(m−n) are arbitrary subject to S being nonsingular. Assume that I m,n − S −1 ∆AT −1 has an LU factorization without pivoting. Then
where tril and triu denote the strictly lower trapezoidal part and the upper triangular part (including the diagonal), respectively.
Proof. We have
is an LU factorization without pivoting. Hence
Working now to first order,
and so
and similarly
The result now follows on applying Theorem 3.2.
In [4, Theorem 4.2], S and T are LU factors, and S 12 = 0, S 22 = I m−n is taken. For our application to QR factorization we take S = Q ∈ R m×m and T = R ∈ R n×n , and the expression for simplifies to
To evaluate we need to compute the backward error matrix ∆A = Q 1 R − A explicitly, where Q 1 = Q(:, 1 : n), by forming the product Q 1 R. But if we evaluate (3.2) using the computed ∆A then we will obtain an error estimate rather than a strict bound, because we will not have taken account of the rounding errors in evaluating ∆A (which is the result of massive cancellation). To obtain a strict bound we can either use
(where we assume that Q has been formed explicitly) and bound ∆A by |∆ A| + γ n+1 (| Q|| R| + |A|), or we can use a running or theoretical bound for |∆A|. In either case, we need to take absolute values and replace by an expression of the form
We note that it does not seem to be possible to evaluate tril(AB) or triu(AB) times a vector without forming the product AB explicitly, so condition estimation techniques do not seem to be applicable here.
Numerical experiments
To see how the practical behaviour of Algorithm SVD_QR compares with the theoretical predictions and to test the usefulness of the a posteriori bounds we have carried out numerical experiments very similar to those in [4, Section 4.1]. Our experiments were performed in MATLAB 5.2 on a Pentium workstation using simulated single precision: the result of every arithmetic operation is rounded to 24 bits, 3 so that u = 2 −24 ≈ 5.96 × 10 −8 .
We generated random matrices of the form A = D 1 BD 2 , where B = UΣV T with U and V random orthogonal matrices and Σ a given matrix of singular values; B is constructed using the routine rands\-vd 4 from the Test Matrix Toolbox [8] . In each case the singular values are from an exponential distribution, σ i = α i , and the condition number κ(B) = 10 i , i = 1 : 7. The matrices D 1 and D 2 are diagonal, with positive diagonal entries chosen from one of three pairs of random distributions: uniformly distributed logarithm (decreasing order for D 1 
, 12, 16. The dimensions are m = n = 16 and one matrix of each type was generated. For each matrix we evaluated
where σ S (k) denotes the kth singular value computed in single precision by a particular algorithm and σ D (k) denotes the kth singular value computed in double precision by Algorithm SVD_QR. For Algorithm SVD_QR, provided that the growth factor ρ m,n and τ are both of order 1 then, in view of the inequalities (for B = LU ) Table 1 reports the results for Algorithm SVD_QR with and without row sorting, Algorithm SVD with GECP, and the one-sided Jacobi algorithm; the "expected i " column shows the approximation just described. The results for row pivoting were very similar to those for row sorting and hence are omitted. For the computation of τ and the backward error ∆B we tried the choices of D 1 and D 2 in (2.18) and (2.19), but report only the results for (2.19); the results for (2.18) were very similar. The measured i are of roughly the same order of magnitude as the expected values for Algorithm SVD_QR with row sorting. But when row sorting is omitted, the i are much larger, as expected from the error analysis, since the growth factor ρ m,n is now unbounded. Algorithm SVD with GECP yields errors very similar to those from Algorithm SVD_QR with row sorting, as does the one-sided Jacobi algorithm. In their tests with random matrices, Demmel et al. [4, Section 4 .1] also observe that the one-sided Jacobi algorithm gives similar accuracy to Algorithm SVD with GECP and they give a matrix for which the one-sided Jacobi algorithm does not provide the desired relative accuracy
where 0 < δ γ 1. For this matrix the elements determine the SVD to high relative accuracy, as can be shown using Theorem 3.1. For the matrix A(10 −6 , 10 −12 ) we find that Algorithm SVD_QR with and without row sorting and Algorithm SVD with GECP all give computed singular values with relative errors of order u, while the one-sided Jacobi algorithm gives relative errors of order 10 −2 .
These experiments show Algorithm SVD_QR with complete pivoting to perform just as well in practice as Algorithm SVD with GECP, and confirm that both can be superior to the one-sided Jacobi algorithm.
To check the relevance and sharpness of our error analysis for QR factorization we also computed, for A = D 1 BD 2 (assumed to be pre-pivoted) with D 1 and D 2 as in (2.19), the backward error matrix ∆B in Q R = A + ∆A = D 1 (B + ∆B)D 2 and the bound for ∆B obtained by scaling (2.9) (ignoring the factor jm). The maxima corresponding to the matrices used for Table 1 are shown in Table 2 . In every case the backward error ∆B / B is small with row sorting but very large without row interchanges and the bound is a good approximation. Concentrating now on row sorting, for the matrix C in Theorem 2.5, Table 3 reports the maximum values, for each i, of max k µ k and ρ m,n . The quantity ψ in (2.16) had maximum value over all the test matrices of 100 for D 2 defined by (2.18) and 3 for D 2 defined by (2.19). We conclude that, if we ignore the f (m, n) term, Theorem 2.5 gives bounds that are within about three orders of magnitude of the actual backward error ∆B / B in these tests. The maximum values of τ for each i are shown in Table 4 . These are all reasonably small, as expected.
Finally, we turn to a posteriori error bounds. We found the bounds based on Theorem 3.1 to be so pessimistic as to be useless; for each i no correct significant figures were predicted, with the bounds all at least 10 4 . For the bound in Theorem 3.3 (which does not account for all the errors in the algorithm and is correct only to first order) we computed ∆A explicitly as a residual and included a term accounting for the errors in the evaluation of ∆A (see (3.3)); as shown by Table 5 , the bound is at most four orders of magnitude larger than the actual relative error in every case for both QR factorization and GECP. The error estimate from Theorem 3.3 (which differs from the bound just mentioned in that it does not account for the errors in forming ∆A) is also shown in Table 5 and is seen to be a excellent estimate of the relative accuracy.
As a final test we tried the Kahan matrix
where c = cos(θ ), s = sin(θ ). This matrix is well-known to cause difficulties for rank revealing factorizations because u nn is of order 2 n times larger than the smallest singular value and yet U n (θ ) is invariant under QR factorization with column pivoting and GECP. We took n = 24, θ = 0.5, and perturbed the diagonal slightly to ensure that rounding errors did not cause any pivoting to take place. As expected, Algorithm SVD_QR, Algorithm SVD with GECP and the one-sided Jacobi algorithm did not achieve high relative accuracy, since they work with poor RRDs: the maximum relative errors in the computed singular values were of order 10 −3 , 10 −4 and 10 −3 , respectively. In this example the error estimate from Theorem 3.3 is of order 10 −3 and the error bound of order 1 for both Algorithm SVD_QR and Algorithm SVD with GECP.
Conclusions
We have analysed the use of Householder QR factorization with complete pivoting for computing the RRD in Algorithm SVD. In implementing the algorithm we have to choose between two possibilities for the row interchanges: row sorting and row pivoting. Row sorting guarantees that τ 1 √ n in (3.1), whereas τ 1 is unbounded for row pivoting; however, Theorem 2.5 is stronger for row pivoting than for row sorting. When implementing the QR factorization, after sorting the rows one can call any library routine for QR factorization with column pivoting, such as xGEQPF from LAPACK. Neither xGEQPF nor the code from [11] support row pivoting, and incorporating it into the latter code while retaining the use of level 3 BLAS is a nontrivial task. Therefore, given that the observed accuracy of Algorithm SVD_QR is similar for the two choices, we prefer row sorting.
We have shown that computing the explicit residual for QR factorization or GECP and using the bound from Theorem 3.3 gives useful a posteriori estimates and bounds for the relative error in the computed singular values.
Householder QR factorization with complete pivoting has several features that make it an attractive alternative to GECP in Algorithm SVD for computing the SVD of graded matrices. 1. In exact arithmetic, it provides just as good an RRD in the worst case and in practice, as measured by max(κ(X), κ(Y )). 2. It reduces the cost of Algorithm SVD by the cost of an LU factorization with complete pivoting and a matrix multiplication. 3. Demmel [3] (see also [4, Algorithm 3.2]) proposes a generally more expensive version of Algorithm SVD containing an extra Jacobi SVD step in place of the QR factorization in step 2, and he states that for this version the factor κ(R) in the bound of Theorem 1.1 can be removed. When the RRD is obtained from a QR factorization with complete pivoting Demmel's algorithm reduces to Algorithm SVD_QR, so the improved bound holds also for Algorithm SVD_QR. The κ(R) term has not completely disappeared, however, because κ(Y ) is approximately equal to κ(R).
In favour of GECP is that the conditions for the computed RRD to yield high relative accuracy in the SVD computed by Algorithm SVD are less restrictive than for QR factorization with complete pivoting. Moreover, Algorithm SVD with GECP is more versatile than we have indicated. Provided that GECP is implemented in an appropriate nonstandard fashion in each case it can be used to compute the SVD to high relative accuracy for various classes of structured matrices, including total signed compound matrices (which include acyclic matrices), Cauchy matrices, totally positive matrices, and Vandermonde matrices [3, 4] . It is an open problem how to obtain accurate SVDs of such matrices using QR factorization with complete pivoting.
