This paper contains approximations and bounds of failure rate functions of redundant systems. We illustrate properties of these bounds and their accuracy.
Introduction
In this paper, we consider various examples to gain a more precise understanding of the constructions and estimates developed in the first part of this work [3] . These examples are chosen because of their importance in reliability area. Our purpose is two-fold: (1) to illustrate real accuracy of the proposed bounds and depict their domain; (2) to show the simplicity of corresponding calculations for their immediate applications. We suppose (perhaps, self-sufficiently) that the reader is familiar with the results of [3] . Moreover, we will often refer to some relations and assertions from [3] . In this case, if we refer to Corollary 5.4 proved in [3] , then we will write Corollary 1.5.4. Similarly, if we refer to equation (5.1) from [3] , then we will write (I.5.1). Of course, similar agreement remains true for other references from [3] as well. In addition, we preserve some basic notations from [3] .
Recall that the principal object of our investigation is a random process (rs) describing the dynamics of a system; its state space E is partitioned into two subsets: E dig U P, where dig is treated as a subset of "good" (or operating) states and P as 1This work was partly supported by Russian Foundation of Fundamental Research (grant 95-01-00023), International Science Foundation and Russian Government (grant J76100), , and University of Marne-La-Valle. 22 CHRISTIANE COCOZZA-THIVENT and VLADIMIR KALASHNIKOV a subset of "bad" (or failed) states. Let r inf{s:r/s E P} be the first break-down time of the system. The failure rate function for process (r/s) is defined as A(t) -/x--.01im P((r _< t +AA[r > t) (1.1) and the Vesely failure rate as Av(t) -/x01im P(r/t +/x eA-P r/t e dtt) (1.2) In Proposition 1.3.3 we introduced a quantity A which can be regarded as the failure intensity provided that the states of (r/s) follow the stationary distribution of an auxiliary process (r/s ) (see (I.3.9) ). We are interested in limiting values A(c) and Av(CX of the above functions.
More precisely, we are looking for accuracy estimates in approximations of A(cx) by Ay(C and by A . It turned out that, in many cases A(cx) _< .k (see Proposition (1.7) n e 2tt,n o where A(i, j) is the intensity for Markov process (r/s) to jump from state to state j and A(i, j)-A(i, j) for all i, j dtt. Denote upper bounds of Pv and A(cx) by rv ee( --_D (1.8) Asup (1 4-rv)Av(CX), (1.9) respectively (see Corollary 1.5.4). Following Section 1.5.1, let r0 5E/ + E2/2E 1 E2/2E (if 1 E2/2E > 0)
(1.10) be an upper bound of p0 in the case where E and E 2 can be calculated explicitly (see (I.5.7)), and let Assume that components C1 and C3 can be in two states" "operating" denoted by 1 (resp. 3) and "failed" denoted by 1 (resp. 3 ). Component C2 is redundant with respect to C1. Normally, C2 is waiting (state 2w) but when C1 fails, C2 tries to replace the failed component. The replacement occurs with probability 1-7, 0 _< 7 _< 1, and then C2 enters the operating state denoted by 2; otherwise, C2 enters the failed state 2. Upon repairing C1, component C2 (if it is not failed) returns to the waiting state. The failure rate of Ci is "i and its repair rate is #i" Component C2 cannot fail while it is waiting. The dynamics of the system can be described by a Markov process with 8 states: e o (12w3), e (123), e 2 (123), e 3 --(12w3), e 4 (123), e 5 --(123), e 6 --(123), e 7 --(123).
Transition rates of the first four states are given as follows:
A(e0, e 1) (1 ")'))1, A(eo, e3) '3, A(eo, e6) "/'1, A(el, eo) #1, A(el, eh) 3, A(el, e6) "2,
The rest rates can be written easily. subset of operating states: Parameters -0 and _riD can be estimated with the help of (1.6) and (1.7).
Independent Components
Assume now that the three components are independent.
Mode Mt 1. All the characteristics can be calculated explicitly: The result is the same as in the case art, 2.
Numerical Rsults
The Vesely failure rate is supposed to approximate the true failure rate to a good accuracy if "failure rates of components are small in comparison with their repair In groups 1, 2, 4, and 5 i/#i<-10-3 for all i; Ai/P2 i<_10-2 in group 3. In addition, Ai/#j-<2"lO-3ingrup 1 and 1i/#j-<2"lOm groups 2 and 3 for all and j; in group 4 and 5, there exists a pair i, j such that Ai-#j and Ai 10#j correspondingly. The In the above table, some values of r are absent. This means that we could not estimate them for different reasons. It is seen that estimate A0 is always better than Av(C) and, since it is an upper bound of A(cx), it is worthy to be used instead of A(c) when it can be calculated easily. The results on the Vesely failure rate accuracy are quite expected. The accuracy is very good for group 1, good for groups 2 and 3, bad for group 4, and very bad for group 5. The difference between passive redundancy and independent case is negligible. Parameter 7 does not affect the accuracy. We never have r V < 10 -3, even if Pv is small. Nevertheless, estimate Asup is good in the first three groups, very bad in group 4 and awful in group 5. Generally, 50 is not a good estimate for ES, except for the case where ES can be 0 calculated explicitly (passive redundancy, variants 1 and 2)" Consequently, "sup is not a good approximation of (cx).
The k-out-of-n Systems
Let us consider a system with n independent components C1 to Ca. The system is operating if and only if at least k components are operating (1 _ k < n). The failure rate of component Ci is hi, its repair rate is #i" If all components are identical, then we can lump the states with the same number of operating components resulting in a birth-and-death process describing the dynamics of such a system. In this case, the system can be examined easily. If the components are not identical, it is still possible to find a pessimistic bound of the reliability in the following way. Let 32 CHRISTIANE COCOZZA-THIVENT and VLADIMIR KALASHNIKOV )I(1 k )(2) k k '(n) (resp. P:(1) --< /'t(2) --(n)) be failure rates (resp. repair rates) arranged in an decreasing order (resp. ascending order), and let (j,.. O_<i_<n-1, a a=l bi E #(j), l < < n.
?=1
Consider a birth-and-death process with transition rates
For this process, state means that exactly components failed. It can be shown (see Cocozza-Thivent and Roussignol [2]) that the system described by the birth-anddeath process (with the subset of "good" states 1-{0,1,...,n-k}) has a worse reliability performance than the initial one. But the pessimistic estimations using the birth-and-death process may be not very accurate. We will see that, in this case, it is better to use the Vcsely failure rate approximation and to give bounds for the relative error using the birth-and-death process. Yo inf{t" t 0, t :/: t } be its first return time to state 0. It can be shown, using test functions or Cocozza-Thivent and Roussignol [2] , that Eur 0 _< E n k0(r] E 1) and ES _< E00. Let us take 5-E n ko, 5 0 Eoo.
These quantities can easily be found as solutions of the following linear system: where q is the probability that the process (r/s) starting from state n-k-1 reaches state 0 earlier than state n-k. If Yi is the probability that this process starting from state reaches state 0 earlier than state n-k, then (a 1 -I-b 1)yl -4-a ly2 bl, biYi 1 (ai -F bi)Y -+aiy + O, 2 _< _< n k 2 bn k lYnk 2 (an k 1 + bn k 1)Yn k 1 O, and q-Ynk-1" Using (3.4), we obtain an-k 1 an-k c bn_k q Yn_k_lbn_ k (if k-n-1 takeyl-0). Sincec(r/)-0ifr/#n-k, and hence r 0 /25 3 10 -3 10 -3 10 -3 10 -3 10 -3 1 1 1 1 1 3 10 -3 5.10 -3 10 -2 2.10 -3 8.10 -4 1 5 10 2 8-10 -1 2 10 3 5.10-3 10 2 2.10-3 8" 10-4 1 5 10 2 8.10 -1 3 10 3 5" 10 3 10 2 2. 10 3 8" 10 4 2.a 3 2.b 2 2.C 2.d 1 1 1 ! 1 10 -2 10 -2 10 -2 10 -2 10 -2 1 1 1 1 1 10 -2 10 -2 10 -2 10 -2 10 -2 1 1 1 1 1 3 10 2 5.10 2 10-1 2.10-2 8.10 3 1 1 1 1 1 3 10 2 5.10-2 10 1 2.10-2 8.10-3 1 5 10 ..2 8.10 1 3.a 3 3.b 4 10-1 10-1 10-1 10-1 10-1 126 10 3 1 10 -3 1 10 -3 1 10 -3 1 10 -2 1 10 -2 1 10 -2 1 10 -2 1 10 -1 1 1 1 1 1 1 2 10 -1 10 -1 10 -1 10 -1 10 -1 10 -1 1 1 1 ..! 1 1 3 10 -1 5.10 -1 1 2.10 -1 8-10 -2 10 -1 1 1 1 1 1 1
In group 1, ./Op_,. < 1.25.10 -3 and-io &;/p-j < 1.25.10 -2 for all/and j. In group 2, ")i/12i < 1.25 -and ,ki/#j < 1.25 lor all and j. In group 3, )i/12j 10-1 for all and j. In group 4, there exists such that i/#i 1.
Since the components are independent, the underlying Markov process is reversible and Ay(CXv)-A is an upper bound for ,k(cx3); therefore, the calculation of ,ksu p is useless. Let us introduce quantity 1(cx3) which is the asymptotic failure rate of the The upper bound v(CX) is better than )l(cx:)) and V(CX)is a good approximation of A(cx) in groups 1 to 3 (very good in groups 1 and 2). In group 4, the approximation is not tight.
If h
Aj and #i-#j for all and j, then a good way to find Ay(CX) is to com- where the number n_ c + 1 is the order of the smallest minimal outset.
In this section, when referring to relations (3.1)to (3.6), the coefficients a and b are assumed to be those given in (4.1). Let us return to the previous example but add there a so-called common mode: the system behavior is just the same as described in Subsection 4.1 but it is subjected to additional events called the common mode. If a common mode occurs, then the ith component (if it is operating) can fail with probability Pi independently of other components. Let the occurrence rate of the common mode be A. Define p maxiPi, and denote by the maximum value of the intensity process calculated without the common mode factor. Let n c and c be the quantities defined in (4.2).
Process -0 (r/t) is no longer a birth-and-death process. Let 0 be the transition -0 rates matrix of the process (r/t) without the common mode. The true transition rates -0 matrix 0 of process (r/t) can be expressed in terms of 0 as follows: 
Numerical results
In practice, the set of failed states is often expressed in terms of so-called minimal cutsets. A cutset is a collection of components such that their simultaneous failures imply the failure of the system. A cutset is called minimal if it does not contain smaller cutsets. Clearly, the knowledge of all minimal cutsets enables us to construct all failed states.
In the following examples, we consider a system with n=5 components C1,..., C5, and four families of minimal cutsets: (1 10-3 10-3 10-3 10-3 10-3 10-3 The following table contains the results of our calculations. If a system consists of independent components (see lines 1 to 8 in the table above and below), then we estimate r V and Osu p by formulas from paragraph 4.1. In the absence of common mode, Ay(OC)-Ao is an upper bound for (c) and therefore, no need to fill the column Asup" In the case of common mode, we use formulas from paragraph 4. We have already seen (Remark 1.3.13) that the Vesely failure rate of a semi-Markov process is equal to 1/MUT. We now consider an alternative renewal process, which can be regarded as a semi-Markov process with two states: 1 (operating state) and 0 (failed state). Denote by F the distribution function of the sojourn time in state 1, oo F'(t) by m-f (1-F(t))dt its mean value, and by h(t)-i F(t) its hazard rate 0 function. Assume that there exists the limit h(oc)-limt__,ooh(t cx. Then the asynptotic failure rate and the asymptotic Vesely failure rate functions for such a system are equal to A(oc) h(oc), and AV(OC l_,respectively. Although we cannot use our method because process (r/t is not regenerative, this does not matter, since we obtain accuracy estimates directly from (5.1). lmark 5.1: Let us return for a while to the Markovian case. When failure rates are small in comparison with repair rates and when set J is large, then the probability for Markov process (tit) to return to the "perfect" state before entering into is high. Because of this, the sojourn times distributions in set Al are close to exponential distributions (see Keilson [4] ), and it is intuitively reasonable to consider that the sequence of successive sojourn times of process (rls) in sets Al and is approximately an alternative renewal process with an exponential distribution function F of interrenewal times. This can explain why the approximation of A(oc) by Av(CX (and even of A(t) by Av(t)) is good in this case.
A simple example of a semi-Markov process
Let a facility have four operating states el,e2, e3, e 4 and two failed states e 5 and e 6. The initial state is e 1. When leaving state el, the facility can reach one of the three following states with probabilities Pl, ql, and rl, respectively, (Pl + ql + rl 1):
The Failure Rate in Reliability. Numerical Treatment 43 state %; this can be treated as if a minor failure would have occurred which was detected and the facility had been repaired; state e3; this means that a minor failure has occurred but it was not detected; state e5; the system fails.
After this, the system behaves as follows. Upon repairing a minor failure, the facility comes back to state e 1. From state e3, the facility can go either to operating state e 4 (if safety system has worked) with probability P2 or to failed state (:6 with probability 1-P2" State e 4 leads to state %.
Let us describe the facility's behavior by a semi-Markov process with the transition rate functions including only non-zero terms as follows A(el,e2, s) PlAl(S), A(el,e3, s) ql.l(S), A(el, e5, s) rill(S), A(e3, e4, s) P2A2(s), A(e3, e6, s) (1 p2)2(s), A(es, el, S #l(S), A(e2, el,S)-t_z2(s),A(e4, e2, s) #3(s), A(e6, e2) /.t4(s), and apply Proposition 1.5.2 to Markov process r/-(rlt, Yt) where Yt is the elapsed time of the process in its current state at time t. Using Proposition 1.2.5, one can see and suppose that W{ (the sojourn time of the process (t) in state e{) has the Erlang distribution with parameter k (and mean mi) (that is, W can be treated as a sum of k i.i.d.r.v.'s with common exponential distribution having parameter ki/mi). Case 1. Let Pl 0.5, ql 0.4, r 1 0.1, P2 0.99.
