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Abstract
Functional data are becoming increasingly available and tractable because of the
last technological advances. We enlarge the number of functional depths by dening
two new depth functions for curves. Both depths are based on a spatial approach:
the functional spatial depth (FSD), that shows an interesting connection with the
functional extension of the notion of spatial quantiles, and the kernelized functional
spatial depth (KFSD), which is useful for studying functional samples that require an
analysis at a local level. Afterwards, we consider supervised functional classication
problems, and in particular we focus on cases in which the samples may contain outlying
curves. For these situations, some robust methods based on the use of functional
depths are available. By means of a simulation study, we show how FSD and KFSD
perform as depth functions for these depth-based methods. The results indicate that
a spatial depth-based classication approach may result helpful when the datasets are
contaminated, and that in general it is stable and satisfactory if compared with a
benchmark procedure such as the functional k -nearest neighbor classier. Finally, we
also illustrate our approach with a real dataset.
Keywords: Depth notion; Spatial functional depth; Supervised functional classication;
Depth-based method; Outliers.
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1 INTRODUCTION
The technological advances of the last decades in many elds such as chemometrics, medicine,
engineering or nance have allowed to observe and study random samples that are composed
by curves. In these cases, although we observe a nite number of values for each curve, it is
common to assume that the sample generating process consists in a stochastic function, that
is to say a random variable taking values on an innite-dimensional space. To analyze this
type of data, it is convenient to use the tools provided by a quite new area of statistics known
as functional data analysis (FDA). For two complementary FDA overviews, one paramet-
ric and the other nonparametric, see Ramsay and Silverman (2005) and Ferraty and Vieu
(2006), respectively. The reasons why a standard multivariate data analysis might fail when
data are curves are mainly three. First, although curves are usually observed as vectors,
the evaluation points may dier in number and/or position from curve to curve and, unlike
multivariate observations, they cannot be permuted. Second, but possibly more important,
the data generating stochastic functions are characterized by a dependence structure. This
feature brings about a considerable autocorrelation in functional observations and has reper-
cussions on any attempt to analyze the data with standard multivariate procedures. Third,
functional samples may contain less curves than evaluation points, and this aspect usually
represents a great problem in multivariate data analysis.
However, the contraposition between multivariate and functional statistics is not total.
As a matter of fact, many multivariate techniques have inspired advances in FDA, and the
introduction of the notion of data depth for functional data represents an example. With the
goal of measuring the degree of centrality of points with respect to probability distributions
or random samples, a general notion of data depth is rst born in the multivariate framework.
The core of this notion has soon interested many authors working with functional data, who
have proposed dierent functional implementations of the idea of depth (see Fraiman and
Muniz 2001; Cuevas, Febrero, and Fraiman 2006; Cuesta-Albertos and Nieto-Reyes 2008;
Cuevas and Fraiman 2009; Lopez-Pintado and Romo 2009, among others). In this article,
we present two new functional data depths which have as starting point a certain way to
dene quantiles in multivariate and functional spaces.
In one dimension, the denition of order statistics is straightforward and naturally arises
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from the intrinsic order on the real line; notwithstanding their simplicity, order statistics
have a great importance, especially in areas such as robust estimation and inference. In mul-
tidimensional spaces, there is no a unique natural order, but there is still interest in robust
methods, and therefore in dening some notions of ordering. In this article, we will consider
the proposal made by Chaudhuri (1996), who introduced a multivariate ordering criterion
related to the notion of spatial quantiles, which are our main interest. Their denition can be
extended to innite-dimensional Hilbert and Banach spaces (Chaudhuri 1996) and they can
be directly connected to a multivariate spatial depth function (Sering 2002). Exploiting the
previous two considerations, we propose the rst contribution of this work, that is a spatial
depth function for random elements belonging to innite-dimensional Hilbert spaces, which
we name functional spatial depth (FSD).
Similarly as observed by Chen, Dang, Peng, and Bart (2009) for the multivariate spatial
depth proposed by Sering (2002), we show that behind our FSD denition there is a global
approach to the depth problem. In fact, if we consider a sample of curves and a curve x,
all the sample observations will equally contribute to FSD(x). However, for some samples
might be interesting to study more carefully the neighborhoods of the curves, and therefore
to dispose of a functional spatial depth coherent with a local approach. The second func-
tional depth that we propose in this article will allow to study these samples, and it is the
kernelized functional spatial depth (KFSD). In this case, the contribution of each sample
observation to the value of the KFSD function at x will depend on the distance between
each curve and x. More precisely, with KFSD we focus our analysis on the neighborhood of
x, and neighboring curves will contribute more to KFSD(x) than distant curves.
Both FSD and KFSD, as well as any functional depth, can be useful to perform ex-
ploratory FDA and to build robust functional methods. In this article, we tackle the su-
pervised functional classication problem by considering three depth-based procedures that
have been proposed by Lopez-Pintado and Romo (2006) and Cuevas, Febrero, and Fraiman
(2007). The depth-based classication methods were developed with robustness as main
goal and have been mainly proposed for functional datasets that are possibly aected by
the presence of some outlying curve. Actually, robustness might be a key issue in many
functional classication problems, because the available FDA outlier detection procedures
are still few (see for example Febrero, Galeano, and Gonzalez-Manteiga 2008). For this rea-
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son, the depth-based methods, through dierent decision rules, try to classify curves in a
robust way: two of them by using the depth information provided by the training curves
(Lopez-Pintado and Romo 2006); the other by looking at the depth values of the curves to
classify (Cuevas et al. 2007).
Nowadays, the depth-based procedures compete with a wide variety of supervised func-
tional classication methods. For instance, Hastie, Buja, and Tibshirani (1995) proposed a
penalized version of the multivariate linear discriminant analysis technique, whereas James
and Hastie (2001) have directly built a functional linear discriminant analysis procedure that
uses natural cubic spline functions to model the observations. Marx and Eilers (1999) orga-
nized functional supervised classication as a case of a generalized linear regression model,
and proposed to use a P-spline approach. Hall, Poskitt, and Presnell (2001) suggested to
perform dimension reduction by means of functional principal component analysis and to
solve the derived multivariate problem with quadratic discriminant analysis or kernel meth-
ods. Ferraty and Vieu (2003) developed a functional kernel-type classier. Epifanio (2008)
proposed to describe curves by means of shape feature vectors and to use some classical mul-
tivariate classier for the discrimination stage. Finally, Biau, Bunea, and Wegkamp (2005)
and Cerou and Guyader (2006) both studied some consistency properties of the extension of
the k -nearest neighbor procedure to innite-dimensional spaces: the rst extension considers
a reduction of the dimensionality of the regressors based on a Fourier basis system; the sec-
ond generalization deals with the real innite dimension of the spaces under consideration.
Accordingly, our third contribution consists in studying how the proposed FSD and
KFSD, and other existing functional depths, perform when used as the depth functions of
the above-mentioned depth-based classication procedures. We also consider a benchmark,
and in particular the version of the k -nearest neighbor method studied by Cerou and Guyader
(2006). Our study considers many classication scenarios: initially, noncontaminated sim-
ulated functional data, and next contaminated simulated functional data, which represent
indeed our main interest. The study shows that the spatial depth-based approach leads
to good results, especially when the data are contaminated and when KFSD is the chosen
spatial depth. Finally, we also classify curves belonging to a real dataset that is potentially
characterized by the presence of outliers, and we obtain results which conrm the ones ob-
served in the simulation study.
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The article is organized as follows. The general supervised functional classication prob-
lem is introduced in Section 2, where we also present the existing depth-based methods and
some functional depths. In Section 3 we dene the functional spatial depth and the ker-
nelized functional spatial depth. The results of our simulation and real data classication
studies are presented in Sections 4 and 5, respectively. Finally, our conclusions are drawn in
Section 6.
2 DEPTH-BASED SUPERVISED CLASSIFICATION
FOR FUNCTIONAL DATA
A random variable Y is called functional variable if takes values in a functional space. An
observation of Y is called functional data, and therefore a functional dataset consists in the
observation of n functional variables identically distributed as Y (Ferraty and Vieu 2006).
In what follows, let the functional space to be a Hilbert space H and k  k to be the norm
dened by the inner product on H. In practice, the elements of H are observed in form of
curves at a discretized and nite set of dierent domain points t1 < t2 < : : : < tm 1 < tm,
and the sets can be dierent from one curve to another.
In supervised functional classication, the natural theoretical framework is given by the
random pair (Y;G), where Y is a functional random variable and G is a categorical ran-
dom variable describing the class membership of each observation. For simplicity, G is
usually a random variable with value g = 0 or g = 1, and in the rest of the article let
this assumption to hold. Assume to observe a sample of n independent pairs, (yi; gi)i=1;:::;n,
identically distributed as (Y;G), and an independent curve, x, identically distributed as Y ,
but with unknown class membership. Using the information contained in the observed pairs
(yi; gi)i=1;:::;n, any supervised functional classication method provides a classication rule
which can be used to classify the curve x (Ferraty and Vieu 2006).
The k -nearest neighbor procedure (k -NN) is one of the most popular methods used to
perform supervised functional classication. Its generalization to innite-dimensional spaces
has been studied by Cerou and Guyader (2006) and it consists in the following rule: look
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at the k nearest neighbors of x among (yi)i=1;:::;n, and choose 0 or 1 for its label according
to the majority vote. Under our assumptions, i.e. (yi)i=1;:::;n and x 2 H, the search of the
neighbors is based on the norm dened on H. Classication procedures such as k -NN, or the
ones mentioned in the Introduction, might suer from the presence of outliers in the data,
which are also dicult to detect. Thus, the availability of robust functional classication
techniques is crucial.
In univariate statistics, when exists the possibility that the data may contain outliers,
a natural way to acquire robustness consists in considering methods based on order statis-
tics. Clearly, tools such as order statistics are not naturally available in Rd and in functional
spaces, but it is still of interest to dispose of some criterion to order multivariate observations
and curves. One possibility consists in considering some center-outward ordering criterion,
such as for example the one based on the general notion of data depth.
The notion of data depth originated in nonparametric multivariate analysis. According to
Sering (2006), a multivariate depth is a function which provides a P -based center-outward
ordering of points x 2 Rd, where P is a probability distribution on Rd. Hence, the values
of a multivariate depth function should be high at points that are central with respect to
the probability distribution P , and low at peripheral points. This notion can be extended
to more general settings, and in particular to functional spaces.
Several functional data depths have been proposed by various authors, and in what fol-
lows we recall briey ve notions. Fraiman and Muniz (2001) dened the Fraiman and
Muniz depth (FMD), which tries \to measure how long remains a curve in the middle of
a group of them"(Fraiman and Muniz 2001, p. 421). Based on the idea of measuring how
densely a curve is surrounded by other curves of the sample, Cuevas et al. (2006) proposed
the h-modal depth (HMD), which consists in a kernel-based function involving norms. Ob-
viously, this depth depends on the choices about the norm and the kernel functions. To
a completely dierent class belong the random Tukey depth (RTD, Cuesta-Albertos and
Nieto-Reyes 2008) and the integrated dual depth (IDD, Cuevas and Fraiman 2009). Both
are based on p random one-dimensional projections of the curves, which at the end generate
p-dimensional multivariate points. The main dierence between the two proposals is how
these vectors are managed: the RTD function makes use of the multivariate Tukey depth;
the IDD function makes use of the multivariate simplicial depth. Finally, Lopez-Pintado and
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Romo (2009) proposed a depth function based on the graphic representation of the curves,
more precisely on all the possible bands dened by the graphs on the plane of 2; 3; : : : and J
curves, and on a measure of the sets where another curve is inside these bands. This depth
is known as the modied band depth (MBD).
The above-mentioned existing functional depths, as well as the functional spatial depths
that we introduce in Section 3, can be used to perform supervised functional classication
together with some depth-based method. Before presenting the functional spatial depths,
let us describe briey the three depth-based methods that we consider in our simulation and
real data studies. For all of them, assume to observe a sample of n = n0 + n1 independent
pairs, identically distributed as (Y;G), where n0 and n1 are the sample sizes of the groups,
and to observe an independent curve x, identically distributed as Y , but with unknown class
membership. The rst procedure is known as the distance to the trimmed mean method
(DTM, Lopez-Pintado and Romo 2006): for each of the two groups, DTM computes the
-trimmed mean mg and classies x in the group for which kx  mg k is less. Clearly, the
contribution of the functional depth will be at the trimming stage, allowing to obtain a
robust mean. The second procedure is known as the weighted averaged distance method
(WAD, Lopez-Pintado and Romo 2006): for a given group, say the group with curves having
label equal to 0, WAD computes a weighted average of the distances kx  yiki=1;:::;n0 , where
the weights are given by the within-group depth values D(yi)i=1;:::;n0 . WAD classies x in the
group for which the weighted averaged distance is less. The third procedure can be dened
as the within maximum depth method (WMD, Cuevas et al. 2007): for a given group, say
the group with curves having label equal to 0, WMD includes the curve x in the sample and
computes its depth value, D(x; g = 0). WMD classies x in the group for which D(x; ) is
higher.
3 FUNCTIONAL SPATIAL DEPTHS
In this section we present two new functional data depths, both dened considering as start-
ing point the general idea of spatial depth. The origins of the spatial approach date back
to Brown (1983), who studied the problem of robust location estimation in two-dimensional
spatial data and introduced the idea of spatial median. This approach consists in consid-
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ering the geometry of bivariate data and has been extended to Rd to provide the notion of
multivariate spatial quantiles (Chaudhuri 1996) and a multivariate spatial depth function
(Sering 2002), which is dened as follows: let x 2 Rd and let S : Rd ! Rd to be the
multivariate spatial sign function given by
S(x) =
8<: xkxkE ; x 6= 0;0; x = 0; (1)
where kxkE is the Euclidean norm of x. Let Y to be a random variable with cumulative
distribution function F on Rd. Then, the spatial depth of x with respect to F is dened by
SD(x; F ) = 1 
Z S(x  y) dF (y)
E
= 1  kE [S(x Y)]kE ; (2)
Note that (1) and (2) are practically two particular cases of two more general denitions:
the rst, the denition of a spatial sign function for elements belonging to normed vector
spaces; the second, the denition of a spatial depth function for random elements belonging
to normed vector spaces. In this article, we consider these two general denitions, but we
focus on a dierent application for each of them. In more detail, we dene the functional
spatial sign function and the functional spatial depth function as
FS(x) =
8<: xkxk ; x 6= 0;0; x = 0; (3)
and
FSD(x; P ) = 1  kE [FS(x  Y )]k ; (4)
where now x 2 H and Y is a random variable with probability distribution P on H. When
a sample of curves is observed, i.e. (yi)i=1;:::;n, (4) must be replaced to compute the depth
value of x with respect to the observed sample. To do this, we dene the sample FSD as
FSDn(x) = 1  1
n

X
y2(yi)i=1;:::;n
FS(x  y)
 : (5)
Apart from dening the multivariate spatial depth, Sering (2002) has also showed that
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there is a connection between the notions of spatial depth and quantiles. In Rd, QF (u) is
the uth spatial quantile of the random variable Y with cumulative distribution function F
if and only if QF (u) is the value of q which minimizes
E [(u;Y   q)  (u;Y)] ; (6)
where (u;v) = kvkE + hu;viE, hu;viE is the Euclidean inner product of u and v, and
fu : u 2 Rd; kukE < 1g. Note that the uth spatial quantile QF (u) is characterized by the
direction and the magnitude of u. If the cumulative distribution function F is not supported
on a straight line, QF (u) is unique, and it is possible to dene a spatial quantile function
QF which associates to each u a unique element in Rd. Moreover, there exists another way
to characterize the uth spatial quantile. In fact, QF (u) can be represented as the solution
of the following equation:
 E

Y   q
kY   qkE

= u: (7)
Let x to be the solution of (7), then the left-hand side can be interpreted as the inverse of
QF at x; that is, Q
 1
F (x) =  E [(Y   x)=kY   xk] = u. And nally, considering Euclidean
norms, we have that
kQ 1F (x)kE =
 E  Y   xkY   xk

E
= kE [S(x Y)]kE = 1  SD(x; F ); (8)
which shows the direct connection between the multivariate notions of spatial depth and
quantiles (Sering 2002).
Moving from Rd to an innite Hilbert space, this connection still holds. Similarly as in
the multivariate case, the uth functional spatial quantile of a H-valued random variable Y
with probability distribution P is obtained by minimizing with respect to q
E [(u; Y   q)  (u; Y )] ; (9)
where (u; v) = kvk+hu; vi, hu; vi is the inner product of u and v, and fu : u 2 H; kuk < 1g.
When Y is not concentrated on a straight line and it is not strongly concentrated around
single points, Cardot, Cenac, and Zitt (2011) showed that the Frechet derivative of the
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convex function in (9) is given by
(q) =  E

Y   q
kY   qk

  u; (10)
and that the uth quantile of Y is given by the unique solution of the equation (q) = 0.
Let x to be the solution of (q) = 0, then the previous results allow to dene the functional
spatial quantile function FQP and its inverse FQ
 1
P . Evaluating FQ
 1
P at x, and considering
norms, we have that
kFQ 1P (x)k =
 E  Y   xkY   xk
 = kE [FS(x  Y )]k = 1  FSD(x; P ); (11)
which shows that the direct connection between the notions of spatial depth and quantiles
also holds in Hilbert spaces. Therefore, the result in (11) enriches FSD with an interesting
interpretability property and lays the foundations for a further theoretical study of FSD.
To introduce the second functional spatial depth, let us start with a comment about
FSDn(x) dened in (5). Recall that for any y 2 (yi)i=1;:::;n the functional spatial sign
function value FS(x  y) represents a unit-norm curve that is interpretable as the direction
from x to y. Therefore, FSDn(x) depends on the sum of these n directions, and any sample
observation contributes equally to FSDn(x) through the unit-norm curve FS(x  y). This
feature, the equal contribution of the sample observations to FSDn(x), is an important
property, but generates a trade-o: on one side, it makes the FSD function robust; on the
other, it transforms (x y) into a unit-norm curve regardless of y is a neighboring or a distant
curves from x. Similarly as observed by Chen et al. (2009) for the multivariate spatial depth,
this feature of FSD is due to a global approach to the problem, but in some circumstances
a more local approach might be of interest. Indeed, with the implementation of a local
approach, the information brought by each observation would depend on its distance from
x, whereas with a global approach each observation brings the same amount of information.
In Figure 1 we show two illustrative cases in which some of the depths presented in Section
2 (FMD, RTD, IDD, MBD) and the depth introduced in this section (FSD) fail in a big way
because they are based on a global approach. The examples clearly involve three strongly
dierent classes of curves, but we consider them as belonging to an homogeneous sample.
Despite this point, the examples still serve to highlight a serious drawback of what we are
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describing as a global approach. In the rst example, we generate 21 curves from a given
process and we divide them in three groups with 10, 10 and 1 curves, respectively. To each
group of curves, we add a dierent constant (0, 10 and 5, respectively) and we compute the
depth values of the transformed curves: for all the global-oriented depths, the dashed curve
results as the deepest curve.
0.0 0.2 0.4 0.6 0.8 1.0
0
5
10
15
(a)
0.0 0.2 0.4 0.6 0.8 1.0
−
1
1
2
3
4
5
(b)
Figure 1: Two illustrative examples: the global-oriented depths attain their
maximum values at the dashed curves; the local-oriented depths attain their
minimum values at the dashed curves.
The structure of the second example is similar to the rst one, but we use a dierent
kind of transformation for the curves belonging to the second and third group; also in this
case, we observe that the dashed curve is the deepest curve for all the global-oriented depths.
Evidently, even if in both examples there is little interest in considering the curves as a one-
class sample, in presence of nonunimodal data the behaviors of the global-oriented depths
turn out strongly inconvenient. Indeed, it would be more reasonable to observe at least low
depth values for the dashed curves, as occurs for HMD and for the local-oriented version of
FSD that we introduce hereafter. For both these depths the dashed curves result as the less
deep curves.
A classical way to implement a local approach consists in considering some kernel-based
method. As in the multivariate case, it is possible to show that
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X
y2(yi)i=1;:::;n
FS(x  y)

2
=
=
X
y;z2(yi)i=1;:::;n
hx; xi+ hy; zi   hx; yi   hx; ziphx; xi+ hy; yi   2hx; yiphx; xi+ hz; zi   2hx; zi : (12)
The right-hand side of (12) involves inner products, which can also be seen as similarity
measures. The idea of Chen et al. (2009) consists in recoding the data to obtain a more
powerful similarity measure. Their approach is common in areas such as machine learning
and pattern analysis, and it is usually implemented by considering a positive denite and
stationary kernel function instead of the inner product function; that is,
(x; y) = h(x); (y)i: (13)
In our case, x and y 2 H, and  : x 2 H ! F is an embedding map. Note that the map
 and the space F are usually dened implicitly by choosing or dening a kernel function.
Then, exploiting (12) and substituting the inner product by the kernel introduced in (13),
we dene the sample kernelized functional spatial depth,
KFSDn(x) = 1 
1
n
0@ X
y;z2(yi)i=1;:::;n
(x; x) + (y; z)  (x; y)  (x; z)p
(x; x) + (y; y)  2(x; y)p(x; x) + (z; z)  2(x; z)
1A1=2 ; (14)
which can also be interpreted as a recoded version of FSDn(x), that is
KFSDn(x) = 1  1
n

X
(y)2((yi))i=1;:::;n
FS((x)  (y))
 = FSDn((x)); (15)
where n indicates that the original sample is replaced by the recoded sample. Note that
the same idea applies to the other existing kernel-based depth, HMD (Cuevas et al. 2006).
The sample version of HMD is given by
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HMDn(x) =
X
y2(yi)i=1;:::;n
(x; y); (16)
and if we dene the inner products sum function as
IPSn(x) =
X
y2(yi)i=1;:::;n
hx; yi; (17)
HMDn(x) can be interpreted as a recoded version of IPSn(x), that is
HMDn(x) =
X
(y)2((yi))i=1;:::;n
h(x); (y)i = HMDn((x)): (18)
Going back to (15), we can also implicitly dene the population kernelized functional spatial
depth, that is
KFSD(x; P ) = 1  kE [FS((x)  (Y ))]k = FSD((x); P); (19)
where (Y ) and P are a recoded version of Y and P , respectively.
After introducing FSD and KFSD, in Sections 4 and 5 we study how they can be useful
in functional supervised classication problems. At this phase, we do not investigate how
the choices about  or the kernel bandwidth would aect the behavior of KFSD, neither
we consider how dierent assumptions about the functional space, and so about the norm
function, would aect FSD and KFSD. We leave the study of these important aspects for
the next stages of our research.
4 SIMULATION STUDY
In Sections 2 and 3 we presented three dierent depth-based procedures (DTM, WAD and
WMD) and seven dierent data depths (FMD, HMD, RTD, IDD, MBD, FSD and KFSD).
Pairing all the procedures with all the depths, we obtain 21 depth-based methods, and we
want to compare them in terms of functional supervised classication capabilities (from now
on, we refer to each method by the notation depth-based procedure+data depth: for example,
DTM+FMD refers to the method obtained by using the DTM procedure together with the
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FMD). Both methods and depths may depend on some parameters or assumptions. As
regards the methods, DTM is the only one which depends on a parameter, and in particular
on a trimming parameter , that we set at  = 0:2. On the other hand, with regard to the
data depths, we make use of the next parameters and assumptions: for HMD, we follow the
recommendations made by Febrero et al. (2008) in their work about depth-based functional
outlier detection, which are L2 norm, (x; y) = (2=
p
2)  exp( kx   yk2=22) and the
bandwidth  equal to the 15th percentile of the empirical distribution of fkyi   yjk; i; j =
1; : : : ; ng. In addition, to make the range of HMD equal to [0; 1], we consider a normalized
version of HMD. For RTD and IDD, the number of random projections is p = 50 and
we generate the random directions through a Gaussian process. For MBD, the maximum
number of curves dening a band is J = 2. For FSD, we assume that the observations belong
to the L2[0; 1] space. We make the same functional space assumption for KFSD, for which
we use a Gaussian kernel, in particular a functional version of the one proposed by Chen
et al. (2009),
(x; y) = exp

 kx  yk
2
2

; (20)
and the same bandwidth as in HMD. Finally, as regards the benchmark procedure, we take
into account k = 5 nearest neighbors.
Our simulation study is partially based on the ones performed by Lopez-Pintado and
Romo (2006) and by Cuevas et al. (2007), but it contains some slight dierences. It can be
divided in two parts: in the rst one, we do not allow for contaminated data, whereas in the
second one we allow for them through a contamination probability given by q.
In absence of contamination, the curves generating processes have the following common
structure:
x(t) = mg(t) + (t); t 2 [0; 1]; (21)
where mg(t) is a deterministic mean function characterizing the group g and (t) is a zero-
mean Gaussian component. We consider two-groups problems (g = 0 or g = 1), and two
dierent scenarios for the pair of mean functions, m0(t) and m1(t):
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 PM1 (pair of means 1): m0(t) = 4t; m1(t) = 7t.
 PM2 (pair of means 2): m0(t) = 15(1  t)t1:5; m1(t) = 15(1  t)1:5t.
Note that PM1 is composed by linear functions, whereas PM2 by nonlinear functions. In
addition, through dierent covariance functions for (t), we consider two dierent dependence
structures in the simulated functional data:
 DS1 (dependence structure 1): E((t); (s)) = 0:25 expf (t  s)2g; t; s 2 [0; 1].
 DS2 (dependence structure 2): E((t); (s)) = 0:3 expf jt  sj=0:3g; t; s 2 [0; 1].
Note that DS1 implies a stronger dependence than DS2. In summary, when there is no
contamination, combining the scenarios for the mean functions with the scenarios for the
dependence structures, we get 4 dierent models. In Figure 2 we report a simulated dataset
for each model.
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Figure 2: Simulated datasets from models PM1+DS1, PM1+DS2, PM2+DS1
and PM2+DS2: each dataset contains 10 curves from group g = 0 and 10
dashed curves from group g = 1.
When we allow for contamination, we consider four types of contamination for PM1 and
one type of contamination for PM2. In all the ve cases, the contamination aects only
m1(t). We describe the ve contamination scenarios in what follows.
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 C1 (asymmetric total magnitude contamination for PM1):
m0(t) = 4t; m1(t) = 7t+ bM ,
where b  Bernoulli(q), q = 0:1 and M = 5.
 C2 (symmetric total magnitude contamination for PM1):
m0(t) = 4t; m1(t) = 7t+ bsM ,
where s takes value 1 with probability equal to 1/2 and -1 with probability equal to
1/2.
 C3 (symmetric partial magnitude contamination for PM1):
m0(t) = 4t; m1(t) =
8<: 7t; t < u7t+ bsM; t  u ;
where u  Unif[0; 1].
 C4 (asymmetric peaks magnitude contamination for PM1):
m0(t) = 4t; m1(t) =
8<: 7t; t =2 [u; u+ l]7t+ bM; t 2 [u; u+ l] ;
where u  Unif[0; 1  l] and l = 1=6 is the xed length of the peaks.
 C5 (shape contamination for PM2):
m0(t) = 15(1  t)t1:5; m1(t) = 15(1  t)1:5+bSt,
where S = 1.
In presence of contamination, pairing C1, C2, C3, C4 and C5 with each of the dependence
structures, we get 10 dierent models. In Figure 3 we report a simulated dataset for the
models having dependence structure DS1.
The details of the simulation study are the following ones: for each model, we generate
125 replications. For each replication, we generate 100 curves, 50 for g = 0 and 50 for g = 1.
We use 25 curves from g = 0 and 25 curves from g = 1 to build each training sample, and
the remaining curves to build each test sample. All curves are generated using a discretized
16
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Figure 3: Simulated datasets with contamination of type C1, C2, C3, C4, C5
and dependent structure DS1: each dataset contains 10 curves from group
g = 0 and 10 curves from group g = 1. The curves from group g = 1 can be
noncontaminated (dotted) or contaminated (longdashed).
and nite set of 51 equidistant points between 0 and 1. For all the functional depths, we
use a discretized version of their denition. We perform the comparison among methods
in terms of misclassication percentages. Due to the large number of methods and models,
we carry out the comparison by reporting in the next tables the means and the coecients
of variation of the misclassication percentages. In each table, we report the three lowest
depth-based methods means in bold type.
Tables 1-4 report the performances observed when considering the models which do not
allow for contamination. These rst results show a clear but expected fact: in absence of
contamination, k -NN outperforms the depth-based methods in terms of mean misclassi-
cation percentages. All the same, comparing carefully the depth-based methods and the
benchmark performances, we also observe that:
1. WAD+KFSD is the unique depth-based method for which the mean misclassication
percentages are never more than 2 times greater than the ones observed for the bench-
mark. In terms of variability, considering the standard deviations of the methods,
k -NN still outperforms WAD+KFSD. However, taking into account the dierences in
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Table 1: PM1+DS1. Means and coecients of
variation of the misclassication percentages.
Method FMD HMD RTD IDD MBD FSD KFSD
DTM
1.66 1.81 1.66 1.79 1.74 1.63 1.78
(1.16) (1.07) (1.01) (1.11) (1.10) (1.12) (1.07)
WAD
1.41 1.65 1.58 1.52 1.50 1.58 1.38
(1.17) (1.11) (1.07) (1.13) (1.10) (1.13) (1.11)
WMD
10.50 2.18 11.04 3.92 8.66 3.12 1.58
(1.17) (1.11) (1.07) (1.13) (1.10) (1.13) (1.11)
k -NN
0.69
(1.57)
Table 2: PM1+DS2. Means and coecients of
variation of the misclassication percentages.
Method FMD HMD RTD IDD MBD FSD KFSD
DTM
0.35 0.37 0.30 0.35 0.32 0.34 0.35
(2.29) (2.33) (2.65) (2.40) (2.43) (2.48) (2.40)
WAD
0.34 0.35 0.29 0.34 0.32 0.32 0.32
(2.36) (2.40) (2.60) (2.36) (2.43) (2.43) (2.43)
WMD
3.20 1.95 17.46 0.96 2.18 0.35 0.59
(0.77) (1.24) (0.34) (1.44) (0.93) (2.17) (2.10)
k -NN
0.30
(2.51)
Table 3: PM2+DS1. Means and coecients of
variation of the misclassication percentages.
Method FMD HMD RTD IDD MBD FSD KFSD
DTM
2.06 2.30 2.00 2.00 1.98 1.90 2.34
(1.36) (1.35) (1.51) (1.37) (1.39) (1.38) (1.25)
WAD
1.38 2.19 1.55 1.58 1.44 1.57 1.44
(1.48) (1.29) (1.52) (1.45) (1.49) (1.43) (1.34)
WMD
25.14 3.12 12.42 23.47 21.04 7.04 2.03
(0.26) (1.08) (0.50) (0.32) (0.28) (0.71) (1.17)
k -NN
0.88
(1.57)
Table 4: PM2+DS2. Means and coecients of
variation of the misclassication percentages.
Method FMD HMD RTD IDD MBD FSD KFSD
DTM
6.96 6.94 6.91 6.70 6.99 6.86 6.99
(0.56) (0.57) (0.55) (0.58) (0.59) (0.55) (0.58)
WAD
6.66 6.96 6.98 6.77 6.70 6.78 6.78
(0.56) (0.58) (0.57) (0.54) (0.57) (0.57) (0.57)
WMD
13.20 8.58 20.45 21.82 11.81 7.49 6.70
(0.38) (0.54) (0.30) (0.32) (0.39) (0.51) (0.59)
k -NN
6.59
(0.58)
terms of means, and considering the coecients of variation as appropriate variability
measures, k -NN and WAD+KFSD show a similar variability.
2. Analyzing the supervised classication procedures behaviors, WAD results the best
one: in 21 cases over 28 its means are less than 2 times greater than the benchmark
means, and in one of these cases its mean is lower, that is WAD+RTD under model
PM1+DS2. For DTM, the cases decrease to 14, whereas WMD behaves reasonably
well only with KFSD. Therefore, for a depth-based supervised classication analysis
characterized by the absence of outliers, the above considerations imply that WMD
(except WMD+KFSD, and maybe WMD+HMD) should not be used to solve the
problem, and that WAD should be preferred to DTM.
3. Analyzing the behaviors of the depths and looking at the percentages in bold type,
we observe that FMD and MBD perform well when used together with the WAD
procedure. As regards the spatial depths, FSD performs reasonably well together with
WAD, but worst than its kernelized version, which indeed is the main competitor for
FMD and MBD as the best depth for the WAD procedure. Moreover, as commented at
point 2., KFSD is also the unique depth for which we observe an acceptable behavior
in WMD.
4. The dierences in terms of performances between the benchmark and the depth-based
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methods shrink in presence of the weak dependence structure (DS2, Tables 2 and
4). This result may have an important implication: in presence of curves with weak
dependence, when a pre-smoothing step is required or wanted, it should not hide this
feature of the data to not compromise a depth-based supervised classication analysis.
Tables 5-14 report the performances observed when considering the 10 remaining mod-
els, the ones which allow for contamination. Also in this case the benchmark turns out to
be an extremely competitive procedure, which means that k -NN performs quite well even
with outliers. However, we observe that in 4 situations there is at least a depth-based
method which outperforms k -NN, and we refer to the 2 models allowing for symmetric total
magnitude contamination (C2+DS1 and C2+DS2), and to the models allowing for symmet-
ric partial magnitude and shape contamination, and having DS2 (C3+DS2 and C5+DS2).
For all these cases, the best depth-based method involves always KFSD (WMD+KFSD for
C2+DS1, C2+DS2 and C3+DS2; WAD+KFSD for C5+DS2). Moreover, we also observe
that:
Table 5: C1+DS1. Means and coecients of
variation of the misclassication percentages.
Method FMD HMD RTD IDD MBD FSD KFSD
DTM
1.73 1.58 2.54 2.02 2.05 2.06 1.79
(1.56) (1.67) (1.24) (1.46) (1.44) (1.42) (1.84)
WAD
2.34 1.34 1.70 1.87 1.95 1.62 2.66
(1.37) (1.44) (1.24) (1.29) (1.30) (1.28) (1.32)
WMD
10.62 3.18 9.84 3.89 8.90 3.12 2.42
(0.44) (1.01) (0.53) (0.79) (0.50) (0.90) (1.14)
k -NN
0.45
(2.26)
Table 6: C1+DS2. Means and coecients of
variation of the misclassication percentages.
Method FMD HMD RTD IDD MBD FSD KFSD
DTM
0.46 0.48 1.68 0.61 0.54 0.51 0.56
(1.91) (2.01) (1.57) (2.06) (1.95) (2.04) (2.01)
WAD
2.06 0.46 0.77 1.10 1.14 0.82 2.54
(1.38) (1.91) (1.80) (1.60) (1.59) (1.76) (1.35)
WMD
4.22 3.10 13.57 1.58 3.34 0.75 1.31
(0.70) (1.00) (0.43) (1.04) (0.80) (1.50) (1.54)
k -NN
0.40
(2.20)
Table 7: C2+DS1. Means and coecients of
variation of the misclassication percentages.
Method FMD HMD RTD IDD MBD FSD KFSD
DTM
4.51 4.50 4.35 4.48 4.40 4.43 4.51
(0.65) (0.64) (0.63) (0.61) (0.65) (0.64) (0.65)
WAD
4.88 4.22 4.19 4.32 4.38 4.30 5.26
(0.59) (0.63) (0.63) (0.65) (0.64) (0.64) (0.62)
WMD
14.53 4.19 11.74 7.25 12.69 6.53 2.56
(0.43) (0.86) (0.44) (0.69) (0.47) (0.78) (1.19)
k -NN
2.93
(0.83)
Table 8: C2+DS2. Means and coecients of
variation of the misclassication percentages.
Method FMD HMD RTD IDD MBD FSD KFSD
DTM
2.54 2.59 2.72 2.59 2.58 2.58 2.61
(0.86) (0.86) (0.85) (0.86) (0.86) (0.87) (0.86)
WAD
3.34 2.59 2.62 2.77 2.77 2.66 3.66
(0.75) (0.87) (0.84) (0.80) (0.79) (0.85) (0.75)
WMD
6.75 3.84 16.77 5.34 6.27 4.26 1.33
(0.66) (0.90) (0.42) (1.02) (0.84) (1.33) (1.71)
k -NN
2.27
(1.00)
1. Analyzing the supervised classication procedures behaviors, DTM and WAD behave
clearly better than WMD. However, WMD is the best method in presence of symmetric
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Table 9: C3+DS1. Means and coecients of
variation of the misclassication percentages.
Method FMD HMD RTD IDD MBD FSD KFSD
DTM
4.26 4.11 4.14 4.11 4.22 4.10 4.18
(0.72) (0.70) (0.78) (0.75) (0.74) (0.74) (0.72)
WAD
4.51 4.13 3.97 4.05 4.34 3.94 4.46
(0.70) (0.72) (0.77) (0.75) (0.74) (0.75) (0.72)
WMD
12.75 5.04 14.88 7.25 11.17 6.53 3.66
(0.42) (0.77) (0.48) (0.57) (0.47) (0.71) (1.01)
k -NN
3.17
(0.82)
Table 10: C3+DS2. Means and coecients of
variation of the misclassication percentages.
Method FMD HMD RTD IDD MBD FSD KFSD
DTM
2.70 2.70 2.69 2.67 2.70 2.69 2.67
(0.90) (0.89) (0.90) (0.90) (0.90) (0.90) (0.89)
WAD
3.31 2.66 2.69 2.72 2.88 2.66 3.23
(0.85) (0.91) (0.91) (0.89) (0.84) (0.92) (0.84)
WMD
5.17 3.94 19.42 4.94 4.29 3.31 1.65
(0.74) (0.85) (0.47) (0.78) (0.89) (1.36) (1.41)
k -NN
2.64
(0.92)
Table 11: C4+DS1. Means and coecients of
variation of the misclassication percentages.
Method FMD HMD RTD IDD MBD FSD KFSD
DTM
1.86 1.73 1.78 1.78 1.90 1.66 1.82
(1.00) (1.07) (0.96) (0.99) (0.93) (1.09) (0.99)
WAD
1.76 1.57 1.70 1.79 1.87 1.57 1.73
(0.99) (1.13) (1.03) (0.96) (0.95) (1.09) (0.99)
WMD
10.21 4.18 12.08 3.95 8.40 3.39 3.47
(0.46) (0.89) (0.45) (0.71) (0.52) (0.78) (0.97)
k -NN
0.69
(1.85)
Table 12: C4+DS2. Means and coecients of
variation of the misclassication percentages.
Method FMD HMD RTD IDD MBD FSD KFSD
DTM
0.34 0.38 0.34 0.45 0.38 0.37 0.42
(2.48) (2.36) (2.36) (2.03) (2.26) (2.43) (2.23)
WAD
0.50 0.40 0.34 0.43 0.51 0.38 0.50
(1.82) (2.29) (2.36) (2.00) (1.85) (2.26) (1.89)
WMD
3.28 3.63 15.47 1.02 2.27 0.72 1.73
(0.84) (1.00) (0.39) (1.58) (1.04) (1.59) (1.59)
k -NN
0.29
(2.60)
Table 13: C5+DS1. Means and coecients of
variation of the misclassication percentages.
Method FMD HMD RTD IDD MBD FSD KFSD
DTM
2.59 2.56 2.29 2.19 2.30 2.18 2.64
(1.37) (1.23) (1.15) (1.23) (1.28) (1.16) (1.28)
WAD
1.94 2.02 2.02 1.89 1.84 1.76 2.02
(1.32) (1.30) (1.21) (1.28) (1.32) (1.34) (1.26)
WMD
24.40 3.39 12.99 23.57 20.59 6.75 2.19
(0.26) (0.92) (0.39) (0.29) (0.31) (0.63) (1.17)
k -NN
0.99
(1.69)
Table 14: C5+DS2. Means and coecients of
variation of the misclassication percentages.
Method FMD HMD RTD IDD MBD FSD KFSD
DTM
6.42 6.35 6.27 6.18 6.34 6.19 6.24
(0.52) (0.53) (0.54) (0.50) (0.52) (0.54) (0.52)
WAD
6.16 6.16 6.40 6.10 6.08 6.08 6.00
(0.53) (0.52) (0.53) (0.54) (0.54) (0.54) (0.55)
WMD
14.27 9.39 21.10 23.02 12.70 7.02 7.01
(0.35) (0.52) (0.28) (0.29) (0.38) (0.59) (0.58)
k -NN
6.13
(0.53)
magnitude contamination, both total and partial. This last result occurs when the
depth function that WMD employs is KFSD.
2. Analyzing the behaviors of the depths and looking at the percentages in bold type,
we observe that FSD, HMD and KFSD are the depths which are more involved in the
best depth-based methods. However, due to the fact that we are considering dierent
types of contamination, it is not clear which are the best depths, unlike the case of
absence of contamination (see the considerations about Tables 1-4, point 3.), and they
depend on the nature of the contamination.
3. This part of the simulation study shows a general robust behavior of k -NN, but also
that in some cases the depth-based methods might be helpful. Actually, we would like
to emphasize that a method involving a spatial depth, that is WMD+KFSD, performs
very well in presence of the two cases of symmetric contaminations that we have con-
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sidered, and that WAD+KFSD and WAD+FSD are among the best methods when
there is shape contamination. On the other hand, the depth-based methods do not
outperform k -NN in presence of asymmetric total and peaks magnitude contamination.
4. Finally, in presence of outliers the depth-based methods show the same pattern pointed
out for the noncontaminated scenarios (see the considerations about Tables 1-4, point
4.), that is to say the dierences in terms of performances with respect to k -NN shrink
in presence of functional data with weak dependence structures.
5 REAL DATA STUDY: GROWTH DATA
To complete the comparison among the depth-based methods and k -NN, we also consider a
real dataset. It consists in 93 growth curves: 54 correspond to heights of girls, 39 correspond
to heights of boys (see Figure 4; for more details and other types of functional analyses about
these data, see Ramsay and Silverman 2005).
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Figure 4: Growth curves: 54 heights of girls (top left), 39 heights of boys (top
right), 93 heights of girls and boys (bottom; the dashed curves refer to boys).
In both cases, the curves are observed at a common discretized set of 31 nonequidistant
ages between 1 and 18 years. We transform the initial dataset into an equally spaced and
balanced dataset via linear interpolation, obtaining growth curves that are observed at a
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common discretized set of 69 equidistant ages between 1 and 18 years. Clearly, other tech-
niques can be used for this task, but we choose a simple linear interpolation because the main
interest is classication, and not smoothing. Note that the same dataset has been used by
Lopez-Pintado and Romo (2006) and Cuevas et al. (2007) in their works about depth-based
supervised functional classication. From our point of view, these data are interesting for
two reasons: rst, observing Figure 4, and in particular the heights of the girls, we can not
discard the presence of some outlying curve; second, we work with the original data, in the
sense that we do not use any registration technique to align the curves according to their
velocity or acceleration peaks. This decision implies that we deal with all the variability of
the original data, or in other words that we do not reduce the initial heterogeneity of the
curves and the potential outlying behavior of some of them. For the previous reasons, it
seems interesting to see how the spatial depths behave in this real situation. To perform the
study, we consider 140 training samples composed by 40 and 30 randomly chosen curves of
girls and boys, respectively. At each training sample we associate the test sample composed
by the remaining 14 and 9 curves of girls and boys, respectively. For both methods and
depths, we use the specications described in Section 4. We report the performances of the
21 depth-based methods and of the k -NN procedure in the following table:
Table 15: Growth data. Means and coecients of variation of the
misclassication percentages.
Method FMD HMD RTD IDD MBD FSD KFSD
DTM
14.81 10.06 20.00 19.41 17.11 19.13 12.55
(0.60) (0.85) (0.47) (0.51) (0.54) (0.52) (0.72)
WAD
13.88 8.76 15.34 14.97 14.35 14.88 13.17
(0.59) (0.89) (0.55) (0.56) (0.57) (0.56) (0.61)
WMD
29.57 5.16 14.10 31.18 26.18 17.76 3.39
(0.39) (0.88) (0.49) (0.33) (0.43) (0.47) (1.01)
k -NN
3.88
(0.79)
The best procedure in terms of mean misclassication percentage is given byWMD+KFSD
(3:39%), which also was among the best pairs according to the simulation study results.
There are other three procedures with percentages lower than 10%: the benchmark, k -
NN (3:88%), and two methods involving the other kernel-based depth, i.e. WMD+HMD
(5:16%) and WAD+HMD (8:76%). Therefore, with this real dataset, we observe that the
kernel-based depths, especially together with WMD, are the unique depths that are able to
compete with k -NN when the goal is to make supervised functional classication, and that
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the best method involves KFSD.
6 CONCLUSIONS
In this article we have introduced two new functional depths: the functional spatial depth,
FSD, and a kernelized functional spatial depth, KFSD. Both depths are based on a spatial
approach, which represents an important original aspect with respect to the existing func-
tional depths. The spatial approach was developed by Chaudhuri (1996) and Sering (2002)
in the multivariate context. We have proposed a functional extension of this approach which
allows to study from a new point of view the depth of functional data.
The main novelty introduced by FSD consists in the connection between its denition
and the notion of functional spatial quantiles. The theoretical study of the implications of
this important relation should be part of our further research, as well as the study of the
population and sample properties of FSD. On the other hand, with KFSD we have addressed
the study of functional datasets that require analyses at a local level. KFSD depends on
the choices about the kernel function, the kernel bandwidth and the distance function to
consider, and therefore would require an accurate study in order to dene procedures which
take these decisions in a data-driven and ecient way. Thus, the natural next step in the
development of KFSD should consist in dening these procedures.
FSD and KFSD have been used to solve supervised functional classication problems,
especially in situations where the functional samples were contaminated since they contained
some outlying curve, but we have also considered noncontaminated scenarios. We studied
the classication performances of a benchmark procedure such as k -NN and of three depth-
based methods, DTM, WAD and WMD. The three depth-based methods were used together
with FSD, KFSD and ve more existing functional depths. KFSD has proved to be the best
depth if compared with the remaining ones, and a good competitor for k -NN, Moreover,
other interesting results have been observed. First, k -NN was clearly the best procedure in
absence of contamination but, in such nonfavourable situations for the depth-based meth-
ods, WAD+KFSD showed a stable and fairly satisfactory behavior. Second, WMD+KFSD
was the best method in presence of symmetric-type contaminations, also if compared to
the benchmark, which in its turn outperformed the depth-based methods in presence of
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asymmetric-type contaminations. In presence of shape contamination, there was no a clear
best procedure, but WAD+FSD andWAD+KFSD were among the best methods. Third, un-
der noncontaminated and contaminated scenarios, we observed a shrinkage in the dierences
in terms of classication ability between k -NN and the depth-based methods. This shrinkage
was in favour of the depth-based methods and occurred in presence of functional data with
a weak dependence structure. Finally, the good KFSD performances were conrmed by the
results of a real data study involving growth curves, which pointed out WMD+KFSD as the
best classication method for this real dataset.
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