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GEOMETRIC INVARIANT THEORY AND BIRATIONAL
GEOMETRY
YI HU
ABSTRACT. In this paper we will survey some recent developments in the last decade or
so on variation of Geometric Invariant Theory and its applications to Birational Geometry
such as the weighted Weak Factorization Theorems of nonsingular projective varieties and
more generally projective varieties with finite quotient singularities. Along the way, we
will also mention some progresses on birational geometry of hyperKa¨hler manifolds as
well as certain open problems and conjectures.
1. INTRODUCTION
Quotients of projective varieties by reductive algebraic groups arises naturally in many
situations. The existence of many important moduli spaces, for example, is proved by ex-
pressing them as quotients. There are several quotient theories, among them, the Mum-
ford geometric invariant theory (GIT) is the systematic one. A basic observation there is
that many moduli functors can be, at least coarsely, represented by quotient varieties in
the sense of GIT.
A remarkable discovery in the last decade is the deep connection and fruitful interac-
tion between GIT and birational geometry (e.g., [12],[29],[33],[34],[66], [73]).
Moduli spaces, or GIT quotients are not unique in general. Hence a natural fundamen-
tal problem in this theory is to parameterize all the GIT quotients and describe exactly
how a quotient changes as one varies the underlying parameter.
This fundamental question was first raised and answered in the joint work [12], which
overlaps with the paper [66]. Here, one may wonder why the founder of the theory, in
his famous work [57], did not mention such a fundamental question. But, it is really not
that surprising given that the higher dimensional birational geometry witnessed a great
advance only when Mori revolutionized the field many years after GIT was invented.
Our solution to this fundamental problem is a successful mixture of the great works of
the two Fields medalists.
Roughly speaking, the solution given by the theory of Variation of Geometric Invariant
Theory quotients (VGIT) can be summarized as follows. For a given action, there are
finitely many GIT quotients and they are parameterized by some natural chambers in the
effective equivariant ample cone. Moreover, when crossing a wall in the chamber system,
the corresponding quotient undergoes a birational transformation similar to a Mori flip.
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This, for the first time, provided a significant link between VGIT and Mori program.
Later ([33], [34],[29]), we found that the connection between the two is in fact deeper. To
be short, we discovered that not only VGIT wall-crossing transformations provide spe-
cial examples of transformations in birational geometry, but remarkably all the birational
transformations in birational geometry can also be decomposed as sequences of VGIT
wall-crossing transformations. This establishes a useful philosophy that began in the pa-
per [33] and reconfirmed in [34] and [29]: Birational geometry is a special case of Variation
of Geometric Invariant Theory.
The philosophy has two versions: global and local.
The global version says that for a given Q-factorial projective variety and all its Mori
flip images, they all can be realized as GIT quotients of certain action. If this holds, we
will call the projective variety a Mori dream space. Not all Q-factorial projective varieties
are Mori dream space. In [33], we give a criterion for a Mori dream space in terms of the
Cox section ring.
The local version says that any two smooth projective varieties, or more generally, any
two projective varieties with finite quotient singularities related by a birational morphism
can be realized as GIT quotients of a smooth projective variety by a reductive algebraic
group. This turns out to be always true. For the smooth case, the GIT realization of a bira-
tional morphism was stated and proved by Hu and Keel in [34]. We were informed that it
may also follow from Wlodarczyk’s paper [73] (see also [2]). A consequence of the above
is the GIT Weak Factorization Theorem which asserts that any two birational smooth
projective varieties are related by a sequence of VGIT wall-crossing birational transfor-
mations. Note here that the (stronger) Weak Factorization Theorems for the smooth cases
were proved by Wlodarczyk et. al., see [2] and the reference therein. A proof for singular
cases was given in [29]. The singular version of the Weak Factorization Theorems asserts
that any two birational projective varieties with finite quotient singularities are related by
a sequence of VGIT wall-crossing birational transformations ([29]). Here, by a VGIT wall-
crossing birational transformation, we mean the birational transformation as described in
Theorem 4.2.7 of [12].
Besides the GIT approach, another way of compactification in moduli problem is Chow
quotient. This approach to moduli problems is different and may be harder than GIT,
but it has some advantages and potentially has several significant applications. Under-
standing the boundary of Chow quotient is the key to this approach. In [28], we give a
characterization regarding the boundaries of Chow quotient, using a very intuitive and
computable method, namely the Perturbation-Translation-Specialization relation. This
characterization, for example, can be used to give symplectic and topological interpreta-
tions of Chow quotient.
Turning away from the birational geometry of general varieties, we now would like to
focus on special varieties. HyperKa¨hler Varieties form a sepcial and very important class
of Calabi-Yau manifolds. Its birational geometry has received some considerable atten-
tions recently ([8], [9], [37], [20], [72], among others). Being very restrictive in structures,
birtaional transformations among HyperKa¨hler Varieties are among simplest kinds. It
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was proved in [8], coupled with an improvement of [72], that any two birational Hy-
perKa¨hler varieties of dimension 4 are related by a sequence of Mukai elementary trans-
formations. In higher dimensions, Hu and Yau ([37]) obtained several structure theorems
for symplectic contractions, completing important initial steps toward the Hu-Yau con-
jecture on decomposing symplectic birational maps. We remark here that some of our
results in this direction overlap with the work of [9]
2. MODULI, GIT, AND CHOW QUOTIENT
2.1. What are Moduli Spaces? A moduli space is, roughly speaking, a parameter space
for equivalence classes of certain geometric objects of fixed topological type. Depending
on purposes, there are two types of moduli: fine moduli and coarse moduli. The former
often does not exist as a (quasi-) projective scheme but lives naturally as a stack, while the
latter frequently exists as a (quasi-) projective scheme.
A naive way to think of a moduli spaceM is
M = {Geometric Objects}/ ∼
as a collection of the geometric objects of the interest modulo equivalence relation. This
way of thinking is ”coarse”. Such a moduli spaceM often exists as a projective scheme.
To describe fine moduli, one needs moduli functor, a categorical language for the prob-
lem. A moduli functor is covariant functor
F : {schemes} → {sets}
which sends any scheme X to a family of the geometric objects parameterized by X . The
moduli spaceM is fine, or the moduli functor F is represented byM if there is a universal
family overM
U →M
such that for any scheme X and a family of the geometric objects
Z → X
parameterized by X , it corresponds to a morphism f : X → M so that the family Z → X
is the pullback of the universal family via the morphism f
Z = f ∗U −−−→ Uy
y
X
f
−−−→ M
Finemoduli in general does not exist if some objects possess nontrivial automorphisms.
Therefore we are somehow forced to consider coarse moduli if we prefer to work on
projective schemes.
Now let us return to a coarse moduli as a parameter space of geometric objects
M = {Geometric Objects}/ ∼ .
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This way of thinking, as it stands, naturally lead to a quotient theory. First we denote the
collection of the objects as
X = {Geometric Objects}
and then we would introduce a natural group action
G×X → X
such that two geometric objects x, y are equivalent if and only if they, as points in X , are
in the same group orbit:
x ∼ y if and only if G · x = G · y.
This is what the general idea is. However, taking quotients in algebraic geometry can
be very subtle. Indeed, there are several theories about this:
• The Hilbert-Mumford Geometric Invariant Theory;
• Chow quotient varieties
• Hilbert quotient varieties;
• Artin, Kolla´r, Keel-Mori quotient spaces.
We will only focus on the first two: GIT quotients and Chow quotients.
2.2. What are GIT quotients?
2.2.1. A toy example. To give the reader some intuitive ideas about GIT quotients, let us
informally consider a simple, yet quite informative “toy” example.
Let G = C∗ act on P2 by
λ · [x : y : z] = [λx : λ−1y : z].
Consider a map Φ : P2 → R given by
Φ([x : y : z]) =
|x|2 − |y|2
|x|2 + |y|2 + |z|2
.
This is the so-called moment map for the induced symplectic S1-action with respect to the
Fubibi-Study metric. Its image is the interval [−1, 1].
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X = 0 Y = 0
Z = 0
XY = a  Z 2
[1:0:0][0:1:0]
[0:0:1]
Φ
1− 1 0
Figure 1. Conics
The C∗ orbits are classified as follows. (See Figure 1 for an illustration.)
• Generic C∗-orbits are conics XY = aZ2 minus two points [1:0:0] and [0:1:0] for
a 6= 0,∞. We denote these orbits by (XY = aZ2).
The moment map image of the orbit (XY = aZ2) is (−1, 1).
• Other 1-dimensional orbits are the three coordinate lines X = 0, Y = 0, and Z = 0
minus the coordinate points on them. We denote these orbits by (X = 0), (Y = 0),
and (Z = 0).
The moment map images of the orbits (X = 0), (Y = 0), and (Z = 0) are
(−1, 0), (0, 1), and (−1, 1), respectively.
• Finally, the fixed points are the three coordinate points, [1:0:0], [0:1:0], and [0:0:1].
Their moment map images are 1,−1, and 0, respectively.
The reader can easily check that the ordinary topological orbit space P2/C∗ is a nasty
non-Hausdorff space. For example, the orbits (X = 0) and (Y = 0) are in the limits of the
generic orbits (XY = aZ2)when a approaches 0, thus can not be separated.
The idea of GIT is to find some open subset U ⊂ P2, called the set of semistable points,
such that a good quotient in a suitable sense, U//C∗, exists. In this particular example,
such open subsets are selected as follows.
The moment map Φ has three critical values −1, 0, and 1 which divide the interval
into two top chambers [−1, 0] and [0, 1], and three 0-dimensional chambers {−1}, {0}, {1}.
Each chamber C defines a GIT stability: a point [x : y : z] is semi-stable with respect to the
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chamber C if
C ⊂ Φ(C∗ · [x : y : z]),
and it is stable if the (relative) interior C◦ of C satisfies
C◦ ⊂ Φ(C∗ · [x : y : z]) and dimC∗ · [x : y : z] = 1.
(For a reference for this, see for example, [24].) Thus, for example, the orbit (X = 0) is
stable with respect to [−1, 0], unstable with respect to [0, 1]; while the orbit (Y = 0) is
stable with respect to [1, 0], unstable with respect to [−1, 0]. But, (X = 0), (Y = 0), and
[0 : 0 : 1] are all semi-stable with respect to the chamber {0}. Finally, observe that the
generic orbits, namely the conics (XY = aZ2) are stable with respect to any chamber.
A general philosophy of GIT quotient is that it should parameterize orbits that are closed
in the semi-stable locus. Here in this example, the GIT quotient X[−1,0] defined by the
chamber [−1, 0] parameterizes (XY = aZ2) (a 6= 0,∞), (Z = 0), and (X = 0). Thus X[−1,0]
is isomorphic to P1 with (Z = 0) and (X = 0) serve as∞ and 0, respectively. Likewise,
the GIT quotient X[0,1] defined by the chamber [0, 1] parameterizes (XY = aZ
2), (Z = 0),
and (Y = 0). And, the GIT quotient X{0} defined by the chamber {0} parameterizes
(XY = aZ2), (Z = 0), and [0 : 0 : 1].
All these quotients are isomorphic to P1, and hence they are all isomorphic to each
other. This is very special because the dimension is too low (namely 1) to allow any
variation. In general, they should be quite different and are only birational to each other
(see §2.1). This was a very decisive observation, and the determination to investigate the
most general relation among different GIT quotients led to some significant discoveries
and applications.
2.2.2. GIT quotients in general. In general, GIT quotients are constructed as follows. Con-
sider an action
G×X → X
with X a projective variety and G a reductive algebraic group. To define a GIT quotient,
we need to make some choices
G× L −−−→ Ly
y
G×X −−−→ X
where L is an ample line bundle over X and the action on X is lifted to L such that the
induced map
g : Lx → Lg·x
is a linear map for any x ∈ X and g ∈ G. Here Lx denotes the fiber of L over the point x.
Such a device is called a linearized ample line bundle or simply a linearization, which we
still denote by L for simplicity. Because of the lifted action, the space of sections Γ(X,L)
becomes a representation of G. That is, the linearization induces a G-action on Γ(X,L) as
follows: for any s ∈ Γ(X,L) and g ∈ G
gs(x) = g · s(g−1 · x).
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We say a section s is G-invariant if gs = s for all g ∈ G. This simply means that
s(g · x) = g · s(x)
for all g ∈ G and x ∈ X . We will denote the fixed point set of Γ(X,L) by ΓG(X,L).
The linearization L singles out a distinguished Zariski open subset Xss(L) of X as fol-
lows:
Xss(L) = {x ∈ X| there is s ∈ ΓG(X,L) such that s(x) 6= 0}.
Points in Xss(L) are called semistable points with respect to the linearization L. Xss(L)
contains a generally smaller subset
Xs = {x ∈ Xss(L)| G · x is closed in Xss(L) and dimG · x = dimG}
whose points are called stable points w.r.t the linearization L.
The quotient of GIT is different than topological quotient in that it is not orbit space in
general. GIT introduces the following new relation in Xss(L):
x ∼ y if and only if G · x ∩G · y ∩Xss(L) 6= ∅.
Topologically, the GIT quotient is
Xss(L)//G = Xss(L)/ ∼ .
From the definition, one checks thatXss(L)//G parameterizes the closed orbits inXss(L),
and the equivalence relation on Xs is the same as the orbit relation, hence the orbit space
Xs/G is contained in Xss(L)/ ∼ .
A basic theorem of the geometric invariant theorem says
Theorem 2.1. ([57]) The GIT quotient Xss(L)//G exists as a projective variety and contains the
orbit spaceXs/G as a Zariski open subset.
2.3. Relation with Symplectic Reduction. There is a beautiful link between Geometric
Invariant Theory and Symplectic Geometry.
Consider again an action G×X → X of an algebraic reductive group on a smooth pro-
jective variety X , and let L be a linearized ample line bundle. The line bundle induces an
integral symplectic form ω on X , the linearization amounts to a Hamiltonian symplectic
action of a compact form K of G on the symplectic manifold (X,ω) and an equivariant
differentiable map, called moment map
Φ : X → k∗
where k is the Lie algebra of the compact Lie group K. The moment map is a solution of
the following differential equation:
d(Φ · a) = iξaω
where a ∈ k, ξa is the vector field generated by a, and Φ · a is the component of Φ in the
direction of a.
The symplectic reduction or symplectic quotient by definition is
Φ−1(0)/K.
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It inherits a symplectic form from ω on its smooth part. A beautiful theorem, due to
contribution from many people, is that Φ−1(0) is included in Xss(L) and this inclusion
induces a homeomorphism
Φ−1(0)/K ∼= Xss(L)//G.
This relation can be extended to include Ka¨hler quotients ([12]).
2.4. Relative GIT and Universal Moduli Spaces. Stable locus behave nicely under an
equivariant morphism.
Let f : Y → X be a projective morphism between two smooth projective varieties X
and Y , acted upon by two reductive algebraic group G′ and G, respectively. Assume
further that we have an epimorphism ρ : G′ → G with respect to which f : Y → X is
equivariant. Let G0 be the kernel of ρ. Then we have
Theorem 2.2. (–,[25]) Let L and M be two linearized ample line bundle over X and Y , respec-
tively. Then for sufficiently large n, we have
(1) Y ss(f ∗Ln ⊗M) ⊂ Y ssG0(M) ∩ f
−1(Xss(L));
(2) Y s(f ∗Ln ⊗M) ⊃ Y sG0(M) ∩ f
−1(Xs(L)).
Assume in addition that Xss(L) = Xs(L), then
(3) Y ss(f ∗Ln ⊗M) = Y ssG0(M) ∩ f
−1(Xss(L));
(4) Y s(f ∗Ln ⊗M) = Y sG0(M) ∩ f
−1(Xs(L)).
When G′ = G, this is the main theorem of Reichstein ([60]).
The theorem has best applications when the semistable locus and stable locus coincide
on the base (i.e., the cases (3) and (4)). For example, this can be easily applied to the
universal moduli space of semistable coherent sheaves over the moduli spaceMg of stable
curves of genus g ≥ 2, which was constructed by Pandharipande ([59]), using relative
GIT. This is re-done in [25], combining the above theorem and the work of Simpson ([65]).
2.5. Chow quotients. In the “toy” example, observe that the lines X = 0 and Z = 0,
which are of degree 1, have different homology classes than the conic orbits XY = aZ2,
which are of degree 2. But the GIT quotient X[−1,0] parameterizes these orbits of different
homology classes. Even worst, the two orbits (X = 0) and (Y = 0) are all identified
with the closed orbit [0 : 0 : 1] in the quotient X{0}, and the orbit [0 : 0 : 1] even has
smaller dimension than the dimension of the generic conic orbits. These are not desirable
or suitable for moduli problems.
This kind of problem can however be overcome by considering Chow quotient which
takes completely different approach.
Return to our “toy example”, to obtain the Chow quotient, we first consider the clo-
sures of the generic C∗-orbits, XY = aZ2 (a 6= 0,∞), and then looks at all their possible
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degenerations. When a = 0, we get the degenerated conic XY = 0, two crossing lines;
and when a = ∞, we obtain Z2 = 0, a double line. They all have the same homology
classes (degree 2). And the Chow quotient is the space of all C∗-invariant conics. (See Figure
1.) Each point of the Chow quotient represents an invariant algebraic cycle. In this case,
the generic cycles are [XY = aZ2] (a 6= 0,∞), and the special cycles are [X = 0] + [Y = 0]
(a = 0), and 2[Z = 0] (a =∞).
From the above example, we see that Chow quotient parameterizes cycles of generic
orbit closures and their toric degenerations which are certain sums of orbit closures of di-
mension dimG. We will call these cycles Chow cycles or Chow fibers.
So, when do two arbitrary points belong to the same Chow cycle?
Consider the example again. We have that [0 : y : z] and [x : 0 : z] (xyz 6= 0) belong to
the same Chow cycle XY = 0. To get [x : 0 : z] from [0 : y : z], we first perturb [0 : y : z] to
a general position
ϕ(t) = [tx : y : z](t 6= 0),
then translate it by g(t) = t−1 ∈ C∗ to
g(t) · ϕ(t) = [x : ty : z],
and then g(t) · ϕ(t) specializes to [x : 0 : z] when t goes to 0. We will call this process
perturbing-translating-specializing (PTS). It turns out this simple relation holds true in gen-
eral. That is, we prove in general that two points x and y of X , with
dimG · x = dimG · y = dimG,
belong to the same Chow cycle if and only if x can be perturbed (to general positions),
translated along G-orbits (to positions close to y), and then specialized to the point y.
We will return to this in §4.
3. VARIATION OF GIT AND FACTORIZATION THEOREM
3.1. Variation of GIT Quotients. From the earlier discussion, we see that GIT quotients
are not unique. Hence a natural fundamental problem in this theory is to parameterize
all the GIT quotients and describe exactly how a quotient changes as one varies the un-
derlying parameter. Here we will explain the solution to this problem as given in [12]. To
motivate it, we begin with an example.
3.1.1. An Example. In the “toy” example, we worked out all the GIT and Chow quotients,
but they are all isomorphic to P1, the unique compactification of C∗, because we insist an
example that are very simple to describe. Here it should be fair to at least point out to the
reader a workable example where a nontrivial wall crossing phenomenon and different
quotients do occur. Hence we take the liberty to include the following example with
details left to the reader.
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Consider the action of C∗ on P3 by
λ · [x : y : z : w] = [λx : λy : λ−1z : w].
The moment map is
Φ([x : y : z : w]) =
|x|2 + |y|2 − |z|2
|x|2 + |y|2 + |z|2 + |w|2
.
The image Φ(X) is [−1, 1] with three critical values −1, 0, 1. So, we consider the level
sets Φ−1(−1
2
),Φ−1(0),Φ−1(1
2
). In Figure 2, we illustrate the real parts
Φ−1(−
1
2
)R,Φ
−1(0)R,Φ
−1(
1
2
)R
of the level sets restricted to C3 ⊂ P3 (the C3 is defined by setting w = 1). It turns out this
real picture preserves all the topological information we need.
To understand this picture, note that the real points of S1 are
S1 ∩ R = {−1, 1} = Z2.
So, the real parts of the symplectic quotients (or the GIT quotients)
Φ−1(−
1
2
)/S1,Φ−1(0)/S1,Φ−1(
1
2
)/S1
are
Φ−1(−
1
2
)R/Z2,Φ
−1(0)R/Z2,Φ
−1(
1
2
)R/Z2.
P 1
X 1/2−1/2X 0X
Figure 2. Wall-Crossing Maps
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Note that Z2 acts on each level set by identifying the lower part with the upper part.
Hence, the quotient can be naturally identified with the upper part.
There are two natural collapsing maps, as shown in the picture.
Now observe that the left map happens to be an isomorphism, but the right map is a
(real) blowup along the origin so that the special fiber is RP1. Now complexifying this
picture and compactifying the results, we obtain three quotients: X[−1,0] ∼= P
2, X{0} ∼= P
2,
and X[0,1] isomorphic to the blowup of P
2 along a point.
The reader may try to classify all the generic C∗-orbits and study their degenerations.
He can verify that the Chow quotient is also isomorphic to the blowup of P2 along a point.
This example suggests that when crossing a critical value of a moment map, the corre-
sponding GIT quotient changes by a blowdown followed by a blowup. As it turns out,
this simple wall-crossing phenomenon exhibited in this simple example reveals a general
nature of GIT quotients and birational geometry.
3.1.2. The Main Theorem of VGIT [12]. Some of the main results of [12] may be roughly
summarized as
Theorem 3.1. (Dolgachev-Hu, [12]) Let X be a smooth projective variety acted upon by an
algebraic reductive group G. Then there is a convex cone CG(X), the G-ample cone, which admits
natural finite wall and chamber structure such that under very general conditions, we have
(1) all GIT quotients are parameterized by rational points of the cone CG(X). (Other points
of CG(X) parameterize Ka¨hler quotients;)
(2) points in the same chamber give rise to identical quotient;
(3) when crossing a wall, the quotient undergoes a birational transformation similar to a Mori
flip, VGIT wall-crossing flip.
The main part of this theorem was also proved by Thaddeus ([66]). The special case of
this theorem when the group G is Abelian was done earlier in [4] and independently in
the author’s MIT thesis ([23]). Theorem 3.1 can be applied to a number of moduli prob-
lems, some of which, e.g., moduli of parabolic bundles over a curve, were done in the
author’s joint works ([7]). Many other nice applications, especially to Donaldson invari-
ants, appeared in the works of several other mathematicians. The entire VGIT project,
the Abelian and the general cases, followed an observation of Goresky and MacPherson,
made in 80’s ([17]), which alluded that GIT morphisms should have implications for bi-
rational geometry.
3.2. VGIT and the Mori Program. Theorem 3.1 shows that VGIT provides natural ex-
amples of factorizing general birational transformations into sequences of simple ones.
In my joint works [33] and [34], we found that the connection between the two is in fact
deeper. These two works were motivated, apart from others, by a natural question that
basically asks the converse of Theorem 3.1:
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Question 3.2. Given any general birational map, can it be realized as a sequence of VGIT wall-
crossing flips?
In the special case when the birational map is made of a single flip, this was answered
by M. Reid, see the ”tabernacle” lecture by Reid, see also Theorem 1.7 of [66] (these were
pointed out by Abramovich). Note here that the existence of flips is not known in higher
dimensions.
In general, the answer may be divided into two cases: (1). VGIT ⇔ Mori: the global
version; (2) VGIT⇔ Mori: the local version. One direction of VGIT⇔ Mori is Theorem
3.1. We only need to explain the other.
We begin with the global version. It roughly goes as follows. Consider a Q-factorial
projective varietyX0 and all of its Mori flip images {Xi}i. The best thing one can possibly
hope here is that there exists a group action G × X˜ → X˜ such that all {Xi}i are GIT
quotients of the action and all the flips are VGIT wall-crossing flips. If this is indeed the
case, we will callX0 aMori dream space. We have a criterion for a Mori dream space.
Theorem 3.3. (Hu-Keel, [33]) Let X be a Q-factorial quasi-projective variety with Pic(X)Q =
N1(X). Then X is a Mori dream space if and only if the Cox ring
Cox(X) :=
⊕
(n1,...,nr)∈Nr
H0(X,Ln11 ⊗ · · · ⊗ L
nr
r )
is finitely generated, where L1, . . . , Lr is a basis of N
1(X). In this case, X is naturally a quotient
of the affine variety Spec(Cox(X)) by the group H = Hom(Nr,C∗).
Toric varieties are special cases of Mori dream spaces when Cox(X) are polynomial
rings ([10]). Other examples of Mori dream spaces include quotients of Grassmanians by
maximal tori, or equivalently the moduli spaces of configuration of points in projective
spaces, and GIT quotients of some affine varieties. Of course, most varieties cannot be
Mori dream spaces, for example, when the ample cone of X is not polyhedral.
3.3. VGIT and Weak Factorization Theorem. However, the local version, as we will ex-
plain now, is basically always valid. This version basically asks if VGIT ⇔ Mori is true
for some part of birational transformations. Indeed, instead of putting all of birational
transformations of X0 in the framework of just one group action (the Mori dream case),
we may use possibly different group actions for different birational morphisms.
To this end, we have
Theorem 3.4. (Hu-Keel, [34]. Wlodarczyk, [73]) LetX → X ′ be a birational morphism between
two smooth projective varieties. Then there is a C∗- smooth projective varietyW such that X and
X ′ are geometric GIT quotients of two open subsets of W by C∗. Consequently, by VGIT, any
birational map f : X − −− > Y between two smooth projective varieties can be factorized as a
sequence of GIT wall-crossing flips.
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Here, by a GITwall-crossing flip, wemean the birational transformation as described in
Theorem 4.2.7 of [12]. The GIT realization of the birational morphism X → X ′ was stated
and proved in [34]. We were informed that the samemay also be done withWlodarczyk’s
construction in [73] (see also [2]).
It would be nice that the weighted blowups and blowdowns resulted from applying
VGIT can be improved to be just ordinary blowups and blowdowns so that the un-weighted
factorization theorem may also have an easy and short GIT proof. The problem boils
down to the problem of what I call “resolving singular C∗-action”. Namely, suppose we
have a C∗-action over the union of two nonsingular open varieties U ∪ V such that C∗
acts freely with two smooth projective quotients U/C∗ and V/C∗. Then we would like to
find a smooth equivariant compactificationW of U∪V such that every isotropy subgroup
of C∗ on W is either the identity subgroup or the full group C∗. Such an action is called
quasi-free. We do not know whether this can be done.
If this can be answered affirmatively, the method of [34] combined with [12] will imply
that f : X −−− > X ′ can factorized as a sequence of (ordinary) blowup and blow downs
along smooth centers. The key is the so-called Bialynicky-Birula decomposition theorem.
3.4. VGIT and Weak Factorization Theorem for Projective Orbifolds. A more exciting
problem about VGIT⇔Mori is to generalize it to the category of Projective Varieties with
Finite Quotient Singularities. This is more compelling because, apart from the intrinsic
reasons, there is recently a surge of research interests in orbifolds/stacks, for example,
see the stringy geometry and topology of orbifolds ([64]), among others. These varieties
occur naturally in many fields such as the Mirror Symmetry Conjectures.
Problem 3.5. LetM −−− > M ′ be a birational map between two projective varieties with
finite quotient singularities. Decompose it as a composition of explicit simple birational
transformations.
To this end, we proved
Theorem 3.6. (–, [29]) Let φ : X → Y be a birational morphism between two projective varieties
with at worst finite quotient singularities. Then there is a smooth polarized projective (GLn×C
∗)-
variety (M,L) such that
(1) L is a very ample line bundle and admits two (general) linearizations L1 and L2 with
Mss(L1) = M
s(L1) andM
ss(L2) = M
s(L2).
(2) The geometric quotientMs(L1)/(GLn×C
∗) is isomorphic toX and the geometric quotient
Ms(L2)/(GLn×C
∗) is isomorphic to Y .
(3) The two linearizations L1 and L2 differ only by characters of the C
∗-factor, and L1 and L2
underly the same linearization of the GLn-factor. Let L be this underlying GLn- lineariza-
tion. Then we haveMss(L) = Ms(L).
The idea of the proof is as follows. First, we use two line bundles overX , resulting from
the pullback of an ample line bundle over Y , to construct a C∗-variety Z (possibly very
singular) such that X and Y are identified with two geometric quotients Zs(L1)/C
∗ and
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Zs(L2)/C
∗, respectively. Let V = Zs(L1) ∪ Z
s(L2). Then it has at most finite quotient sin-
gularities because X and Y are such varieties and the C∗ action on V is free. This implies
that there is a quasi-projective scheme U with GLn×C
∗ action such that V = U/GLn and
X and Y are two geometric quotients of U by GLn×C
∗. Then take an equivariant com-
pactification of U and resolve singularities eqivariantly, we finally arrive at our theorem
above.
Next, we can verify that the action in the above theorem satisfies the condition of the
wall-crossing theorem (Theorem 4.2.7) of [12], hence as a consequence, we obtain
Theorem 3.7. (–, [29]) Let X and Y be two birational projective varieties with at worst finite
quotient singularities. Then Y can be obtained from X by a sequence of VGIT wall-crossing
birational transformations.
In Theorem 1.2 of [29], as in this theorem, by a GIT weighted blowup and a weighted
blowdown, we mean the VGIT wall-crossing birational transformation (or VGIT wall-
crossing flip for short) as described in Theorem 4.2.7 of [12].
As a consequence of the proof, we also obtain the following corollary to render the
above suitable and useful for some applications.
Corollary 3.8. (–, [29]) Let X → Y be a birational morphism between two projective varieties
with finite quotient singularities. Then X and Y can be realized as two geometric quotients of a
projective variety with finite quotient singularities by a C∗ action.
The difference between Theorem 3.6 and Corollary 3.8 is that the former involves a
reductive group with a non-Abelian factor, while the latter uses only C∗-action which
might be simpler from some perspectives, but for this, one has to sacrifice the smoothness
of the ambient variety.
Establishing all the above, a natural next question is
Problem 3.9. Describe how orbifold cohomology, orbifold Chow group, and other orb-
ifold invariants change when crossing a wall.
Obviously, a deeper problem is to compute how orbifold quantum cohomology changes
when crossing a codimensional one wall (see [5], [64], and methods of [51], [52]), how-
ever, even at the “classical” level (without quantum corrections), this problem is already
very interesting and highly non-trivial.
To this end, it may be useful to bring a new cohomology theory into the picture: the
orbifold intersection cohomology for singular orbispces, for which the very singular GIT
quotient defined by a polarization on the wall, which is also the common blowdown
of two adjacent smooth GIT quotient orbifolds, might be a natural example. This is, of
course, interesting in its own right. The total orbifold intersection cohomology may be
defined as the total intersection cohomology of the twisted sectors, or stack-theoretically,
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“inertia stack”. To make it truly useful for our purpose, a BBD type decomposition the-
orem for orbifold cohomology may be needed ([6]). Also to better track how orbifold
invariants change, we need
Problem 3.10. Describe explicitly the twisted sectors of GIT quotient orbifolds using the
raw data from the group action, and describe explicitly how it changes when crossing a
wall.
The last two problems are, in fact, already interesting in the settings of [24], in that even
if the ambient variety is smooth, the GIT quotients may still have quotient singularities,
and then, according to stringy geometry, orbifold invariants are the right ones we should
study. In other words, we expect to “refine”, in the case of the presence of (finite) quotient
singularities, some of our intersection cohomology calculations in [24], in terms of the
new orbifold invariants.
4. CHOW QUOTIENTS: PERTURBATION-TRANSLATION-SPECIALIZATION
GIT quotient (or stability) can be very difficulty to handle in practice. But Chow quo-
tient in general is even harder. The difficulty of Chow quotient is that it is in general
very singular. However, understanding Chow quotient well may lead to some significant
applications ([32]).
4.1. Definition. Consider a reductive algebraic group action on a projective variety over
the field of complex numbers
G×X → X.
The Chow quotient of this action is defined as follows.
There is a small open subset, U ⊂ X , such that G · x represents the same Chow cycle
δ for all x ∈ U . Let Chowδ(X) be the component of the Chow variety of X containing δ.
Then there is an embedding
ι : U/G→ Chowδ(X)
[G · x]→ [G · x] ∈ Chowδ(X).
The Chow quotient, denoted by X//chG, is defined to be the closure of ι(U/G). This
definition is independent of the choice of the open subset U . That is, the Chow quotient
is canonical.
4.2. Chow Family. There is a ”universal” family over the Chow quotient. Let
F ⊂ X × (X//chG)
be the family of algebraic cycles over the Chow quotient X//chG defined by
F = {(x, Z) ∈ X × (X//chG)|x ∈ Z}.
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Then, we have a diagram
F
ev
−−−→ X
f
y
X//chG
where ev and f are the projections to the first and second factor, respectively. For any
point q ∈ X//chG, we will call the fiber, f−1(q), the Chow fiber over the point q. Sometimes
we identify f−1(q) with its embedding image ev(f−1(q)) in X .
4.3. Perturbation-Translation-Specialization. As we mentioned before, the Chow quo-
tient approach to moduli problems is different and may be harder than GIT, but it has
some advantages and potentially has several significant applications. Understanding the
boundary of Chow quotient is the key to this approach.
In our paper [28], we showed that for a torusG action on a smooth projective varietyX ,
the boundaries of the Chow quotients, or equivalently, the special fibers of the Chow fam-
ily, admit a computable characterization. This is very desirable for applications. Roughly,
we prove that
Theorem 4.1. (–, [28]) Two points x and y of X , with
dimG · x = dimG · y = dimG,
are in the same Chow fiber if and only if x can be perturbed (to general positions), translated
along G-orbits (to positions close to y), and then specialized to the point y. (See Figure 3 for an
illustration.)
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Chow Quotient
Chow Family
Generic Chow Fiber Special Chow Fiber
x
y
φ( t)
g(t) φ( t)
t
0t
0
(Perturbing)
(Translating)
(Specializing)
Figure 3. Perturbing-Translating-Specializing
This relation, which we call perturbing-translating-specializing (P.T.S.) relation, was first
discovered and studied intensively by Neretin in the case of symmetric spaces. In ad-
dition to the above, we also proved in [28] that over the field of complex numbers, the
Chow quotient admits symplectic and other topological interpretations, namely,
• symplectically, the moduli spaces of stable orbits with prescribedmomentum charges;
and
• topologically, the moduli space of stable action-manifolds.
Moduli spaces of what I call stable polygons are symplectic interpretations of the Chow
quotientM 0,n, the moduli space of stable n-pointed rational curves. For detailed account
of this and beyond, see [26].
An upshot of PTS relation is that, comparing to the nondescriptive definition of spe-
cial Chow fibers, it is computable, and thus provides some much needed information on
boundary cycles of the Chow quotient. As an application, we have appllied Theorem 4.1
to the case of point configurations on Pn (n > 1), and propose a geometric interpretation of
the Chow quotients of (Pn)m (equivalently, the Chow quotients of higher Grassmannians).
In [49], Lafforgue provides some toric compactifications of matroid strata of Grassman-
nians. His compactifications are reducible in general. Our P.T.S theorem may be applied
to single out the main irreducible components.
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The PTS relation can be used to explain more naturally the moduli space M 0,n as the
Chow quotient of (P1)n ([30]). It may also be useful for its toric degeneration ([31]).
5. BIRATIONAL GEOMETRY OF HYPERKA¨HLER VARIETIES
HyperKa¨hler Varieties form a sepcial and very important class of Calabi-Yaumanifolds.
Its birational geometry has received some considerable attentions recently ([8], [37], [20],
[72],among others). Being very restrictive in structures, birtaional transformations among
HyperKa¨hler Varieties are among simplest kinds. We will be mainly interested in projec-
tive symplectic varieties. This means a nonsingular projective variety X of dimension 2n,
together with a holomorphic two form ω such that ωn 6= 0.
Let f : X − −− > Y be a birational map between two symplectic varieties. By the
weak Factorization Theorem, it can be factorized as blowup and blowdowns. However,
we have little control on the varieties in between, in particular, we do not know whether
they are symplectic or not. This causes difficulty to keep track the changes of symplec-
tic varieties. Hence, special efforts are need to factorize f in the category of symplectic
varieties.
5.1. Factorizations inDimension 4. The simplest known birational transformation among
symplectic varieties are the so-called Mukai elementary transformations (MET). For a
symplectic 4-fold X , this means the following. Let P2 be embedded in X , then it is a
Lagrangian subvariety, hence its normal bundle is isomorphic to its cotangent bundle.
Blowup X along this P2, then its exceptional divisor D is the incident variety
D = {(p, l) ∈ P2 × Pˇ2| p ∈ l}
where Pˇ2 is the space of lines in P2. Mukai showed that it can be contracted along another
ruling, producing another symplectic variety X ′. This process is called a MET.
The same can be done in general, when X contains a projective bundle whose rank is
the same as its codimension.
In dimension 4, we have the following structure theorem.
Theorem 5.1. (Burns-Luo-Hu, [8]) Let f : X − −− > Y be a birational map between two
symplectic varieties of dimension 4. Assume that every component of the degenerate locus of
f is normal. Then f : X − −− > Y can be factorized as a sequence of Mukai elementary
transformations.
The normality condition in the theorem was later removed byWierzba andWisniewski
([72]).
5.2. Symplectic Contractions in Higher Dimensions. The general case is much more
difficult. As an important initial step, Yau and I obtained the following structure theorems
on small symplectic contractions.
18
Theorem 5.2. (Hu-Yau, [37]) Let X be a smooth projective symplectic variety and π : X → Z
be a small contraction. Let B be an irreducible component of the degenerate locus of π and F is a
generic fiber of the restricted map π : B → S = π(B). Then we have
(1) TbF = (TbB)
⊥ for a generic smooth point b ∈ F and the orthogonal space is taken with
respect to the symplectic form ω.
(2) the inclusion j : B →֒ X is a coisotropic embedding.
(3) the null foliation of ω|B coincides the generic fibers of π : B → S.
As a special case, we showed
Theorem 5.3. (Hu-Yau, [37]) Assume that π : B → S is a smooth fiberation, then it must
be a projective bundle with rank r = codimB. In particular, the Mukai transformation can be
performed along this projective bundle to get another symplectic variety.
Corollary 5.4. (Hu-Yau, [37]) If B is smooth and can be contracted to a point, then B ∼= Pn, in
particular, it is a Lagrangian. In fact, whenever B can be contracted to a point, smooth or not, it
must be a Lagrangian.
Proposition 5.5. (Hu-Yau, [37])Any small contraction π : X → Z must be perverse semi-small
in the sense that there is a stratification Z = ∪Zα such that
dim π−1(z) ≤
1
2
codimZα
for all z ∈ Zα and non-open strata Zα.
When all the inequalities are equalities, the map is said to be strictly semi-small. We
believe
Conjecture 5.6. (Hu-Yau, [37]) Any small contraction π : X → Z must be perverse strictly
semi-small.
This helps to convince us the following general conjecture
Conjecture 5.7. (Hu-Yau, [37]) Let f : X−−− > Y be a birational map between two symplectic
varieties. Then after removing subvarieties of codimension greater than 2,X and Y are related by
a sequence of Mukai elementary transformations.
This conjecture was recently confirmed by B. Fu ([20]) in the case of the closures of
nilpotent orbits.
We remark that some of our results in this section overlap with the work of [9]
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