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Kurzfassung
Die Ru¨ckverfolgbarkeit von Quelltext zu Anforderungen ist ein wichtiger werdendes Pro-
blem. Eine Garantie der Implementierung aller Anforderungen kann zur Steigerung von
Softwarequalita¨t fu¨hren. Fu¨r das Erstellen der Ru¨ckverfolgbarkeitsinformationen ist ein
Versta¨ndnis des Quelltextes no¨tig. In dieser Arbeit wurden anhand von Komponenten-
tests semantisch zusammenha¨ngende Methoden erkannt. Semantisch zusammenha¨ngende
Methoden erfu¨llen eine Funktionalita¨t miteinander und verbessern das Versta¨ndnis von
Quelltext. Fu¨r die Erkennung wurde ein heuristisches Verfahren entwickelt, welches aus
mehreren Teilverfahren besteht, die sowohl auf den textuellen als auch den strukturellen
Bestandteilen des Komponententest- und Quelltextes arbeiten. Fu¨r die Teilverfahren wur-
de eine Zerteilung und Transformation von Quelltext entwickelt. Es wurden verschiedene
Texta¨hnlichkeitsalgorithmen mit einem maschinellem Lernverfahren (fastText) verglichen.
Zur Bewertung wurden drei Softwareprojekte verwendet, mit einer ho¨chsten Pra¨zision von
74%, bei einer Ausbeute von 19%. Mit einer anderen Parameterkonfiguration wurde ein
F1-Wert von 46% erreicht.
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1 Einleitung
Aus dem heutigen Leben ist Software nicht mehr wegzudenken und findet immer mehr
Anwendung in kritischen Bereichen wie Infrastruktur oder Medizin. Deswegen wird die
Qualita¨t von Software immer wichtiger. Um dies zu gewa¨hrleisten gibt es verschiedene Ver-
fahren wie Testen, formale Verifikation und Quelltextanalysen. Die Gewa¨hrleistung, dass
alle gewu¨nschten Anforderungen umgesetzt sind, ist schwer mo¨glich. Einerseits wegen der
natu¨rlichen Sprache, in der die Anforderungen formuliert sind und andererseits weil Soft-
ware sich wandelt und weiterentwickelt wird. Die Analyse von semantisch zusammenha¨n-
genden Quelltextabschnitten bietet eine Mo¨glichkeit zur Verbesserung der automatisierten
Zuordnung dieser. Durch eine automatisierte Zuordnung von Quelltextabschnitten zu An-
forderungen wa¨re eine Verifikation der Implementierung der gewu¨nschten Anforderungen
mo¨glich. Diese Zuordnung wird vom Projekt INDIRECT, worin sich diese Arbeit befindet,
umgesetzt. INDIRECT gewinnt ein besseres Quelltextversta¨ndnis mit diesen zusammenge-
ho¨rigen Methoden. Aktuell gibt es aber noch kein Verfahren, dass vollautomatisch eine
zufriedenstellende Pra¨zision und Ausbeute besitzt. Weil zusammenha¨ngende Quelltext-
abschnitte zusammen getestet werden sollten, sollten Testfa¨lle eine Informationsquelle fu¨r
zusammengeho¨rige Quelltextabschnitte sein. Komponententests [MLBK02] bieten sich des-
wegen an, weil sich Quelltexta¨nderungen an ihnen widerspiegeln. Jede Quelltexta¨nderung,
die das Verhalten des Quelltexts a¨ndert, bedingt eine A¨nderung der Komponententests.
Somit ko¨nnen Komponententests eine aktuelle Dokumentation des Quelltexts sein.
1.1 Zielsetzung
Das Ziel der Arbeit, die sich in dem Project INDIRECT befindet, ist das Entwerfen und
Evaluieren eines Verfahrens zum Finden von semantisch zusammenha¨ngenden Methoden.
Das Verfahren soll hierfu¨r Informationen aus Testfa¨llen gewinnen und auswerten. Eine
adaptive Anpassung an die zur Verfu¨gung stehenden oder fehlende Informationen soll
sowohl manuell also auch automatisch mo¨glich sein. Mit diesen Informationen soll das
Quelltextversta¨ndnis von INDIRECT verbessert werden.
1.2 Aufbau der Arbeit
In der folgenden Arbeit wird die Erkennung von semantisch zusammengeho¨rigen Methoden
anhand von Komponententests behandelt. Hierfu¨r werden in Kapitel 2 erst die notwen-
digen Grundlagen fu¨r dieses Thema erkla¨rt. Dann wird das Projekt INDIRECT,in dessen
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Rahmen diese Arbeit umgesetzt wird, in Kapitel 3 vorgestellt. Danach werden verwandte
Arbeiten zu dem Thema der Test-zu-Quelltext Ru¨ckverfolgung in Kapitel 4 analysiert. Als
na¨chstes werden in Kapitel 5 Komponententestklassen, ihre Informationen und die daraus
(ru¨ck)gewinnbaren Informationen analysiert. Mittels diesen Informationen wird dann im
Entwurf ein Verfahren erstellt, was daraus semantisch zusammengeho¨rige Methoden er-
kennt. In der Implementierung in Kapitel 6 wird die Umsetzung des Verfahrens vorgestellt
und in der Evaluation in Kapitel 7 wird das Verfahren bewertet und verglichen. Am Ende
der Arbeit wird in Kapitel 8 eine Ausblick fu¨r mo¨gliche zuku¨nftige Arbeiten gegeben.
2 Grundlagen
In diesem Kapitel werden verschiedene Grundlagen erla¨utert, die fu¨r das spa¨tere Versta¨nd-
nis wichtig sind. Erst wird das Hauptthema Komponententests und dann Quelltextana-
lysemethoden erla¨utert. Danach werden Sprachwerkezeuge wie Stammformreduktion und
am Ende Grundlegende Test-zu-getestete Klasse Verfahren erla¨utert.
2.1 Komponententests
Komponententests dienen dazu die Funktionalita¨t eines Programms zu u¨berpru¨fen. Der
Umfang eines Komponententests ist eine einzelne Funktionalita¨t eines Programms. Durch
Komponententests soll bewiesen werden, dass diese Funktionalita¨t korrekt implementiert
ist. Gute Komponententests erfu¨llen laut Literatur fu¨nf Eigenschaften. Diese mu¨ssen au-
tomatisch ablaufen und testen alle Funktionalita¨ten eines Programms gru¨ndlich. Keine
Komponententests soll abha¨ngig von anderen Komponententests sein und muss einfach
wiederholbar sein. Der Quelltext der Komponententests soll wie der Quelltext des Pro-
gramms gepflegt und an vera¨ndertes Verhalten angepasst werden [HT03]. Um das Schrei-
ben der Komponententests zu erleichtern sind in vielen Programmiersprachen Testhelfer
bzw. Rahmenarchitekturen vorhanden. Diese erleichtern die U¨berpru¨fung des Zustands und
ermo¨glichen es einheitliche Komponententests zu schreiben. In vielen Sprachen existiert
eine sogenannte Unit Rahmenarchitektur, im Fall von Java heißt diese z.B. JUnit1. JUnit
ermo¨glicht die automatische Ausfu¨hrung aller Komponententests und bietet Schnittstellen
zu anderen APIs, die z.B. kontinuierliche Integration ermo¨glichen.
2.1.1 Testrahmenarchitektur JUnit
Eine Komponententest in JUnit besteht aus drei Phasen: Aufbau, Ausfu¨hrung und Orakel
[GGR15]. In der Aufbau-Phase werden Objekte erstellt und der Zustand vor der Ausfu¨h-
rung vorbereitet. Dies ko¨nnte beispielsweise die Erstellung und Befu¨llung einer Liste sein.
In der Ausfu¨hrung wird meist die zu testende Methode aufgerufen. Die Ausfu¨hrung simu-
liert eine Aktion des Systems. Dies ko¨nnte beispielsweise das Entfernen eines Elements aus
einer Liste sein. In der Orakelphase findet die U¨berpru¨fung statt, ob der Zustand nach dem
Zustandsu¨bergang der korrekte ist. Dies ko¨nnte z.B. die U¨berpru¨fung sein, ob die Gro¨ße
der Liste kleiner wurde.
1https://junit.org/junit5/
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Fu¨r diese Phasen stellt JUnit verschiedene Annotationen und Methoden bereit. Mittels der
Annotation @Test wird dem Testla¨ufer signalisiert, dass eine Methode einen Test darstellt.
Fu¨r den Aufbau existieren die Annotationen @Before und @BeforeClass. Diese sorgen da-
fu¨r, dass die Methode vor jeder Testmethode bzw. vor der gesamten Klassen ausgefu¨hrt
wird. Fu¨r die U¨berpru¨fung gibt es verschiedene assert-Methoden, die z.B. u¨berpru¨fen ob
eine Zeichenkette auf ein Muster passt. Das Testen auf Ausnahmen ist in JUnit ein Son-
derfall. Diese werden mit der @Test(expected = Exception.class) Notation u¨ber dem
Methodenrumpf getestet. Ein Test gilt als fehlgeschlagen, wenn eine U¨berpru¨fung nicht
erfolgreich war. U¨ber die Reihenfolge der Testausfu¨hrung trifft JUnit keine Annahmen,
außer es wird explizit erwu¨nscht.
Ha¨ufig verwendete U¨berpru¨fungen sind: assertTrue und assertFalse zur U¨berpru¨fung
eines Wahrheitswertes auf wahr oder falsch. assertNull und assertNonNull zur U¨ber-
pru¨fung eines Objektes auf null oder nicht null. assertSame und assertNotSame zur U¨ber-
pru¨fung zweier Objekte auf (nicht) Gleichheit. Dies ist in Java der Vergleich mittels dem
==-Operator. Im Gegensatz dazu gibt es assertEquals was zur U¨berpru¨fung zweier Ob-
jekte auf Gleichheit die equals-Methode verwendet. Fu¨r Arrays existiert der Vergleich
auf Gleichheit durch die assertArrayEquals-Methode. Diese fu¨hrt fu¨r jeden Index der
Arrays ein Vergleich aus. Fu¨r komplexere U¨berpru¨fungen existiert die assertThat Metho-
de, welche den Einsatz verschiedener Zuordner(engl. Matcher) erlaubt. Dadurch ko¨nnen
z.B. Inhalte von Strings u¨berpru¨ft werden. Fu¨r eine vollsta¨ndige U¨bersicht, sei auf die
Dokumentation von JUnit2 verwiesen.
2.1.2 Regressionstests
Regressionstests stellen eine besondere Form von Tests dar. Diese werden nach der Behe-
bung eines Programmfehlers geschrieben, um diesen zuku¨nftig zu verhindern. Deswegen
kann ihr Umfang gro¨ßer als ein Komponententest sein. Ein Regressionstest stellt dann
den Zustand des Fehlers sowie den Fehler selber nach und u¨berpru¨ft die Nichtexistenz des
Fehlers. Diese Tests sorgen dafu¨r, dass ein Fehler nicht mehr wiederholt wird und werden
meist gesondert gesammelt [HT03].
2.2 Quelltextanalysemethoden
In diesem Abschnitt werden Grundlagen der Analyse von Quelltext erkla¨rt. Diese bilden die
Grundlage fu¨r Verfahren zur Test-zu-Quelltextzuordnung und erleichtern das Versta¨ndnis
dieser. Es wird erst der Unterschied zwischen dynamischer und statischer Analyse erla¨utert,
dann Aufrufgraphen und am Ende eine Komplexita¨tsmetrik.
2.2.1 Statische und Dynamische Analyse
Die Analyse von Software ermo¨glicht es verschiedene Fehler zu finden. Es lassen sich zwei
Arten von Analysen unterscheiden, Dynamische und Statische.
Bei der dynamische Quelltextanalyse wird das Programm ausgefu¨hrt und u¨berpru¨ft. Dies
ermo¨glicht fu¨r bestimme Nutzereingaben das tatsa¨chliche Verhalten zu u¨berpru¨fen. Dy-
namisches Analyseverfahren sind z.B. Debugger und Komponententests. Dafu¨r muss der
Quelltext nicht vorliegen, es reicht das Kompilat. Es ist aber erforderlich, dass der Quell-
text ausfu¨hrbar ist [Bal09].
Im Gegensatz dazu steht die statische Quelltextanalyse. Bei der statischen Analyse wird der
Quelltext nicht ausgefu¨hrt. Es werden verschiedene formale Pru¨fungen auf dem Quelltext
durchgefu¨hrt. Beispielsweise in Java die U¨berpru¨fung der Typsicherheit von Programmen.
Statische Analyse kann sowohl vollautomatisch als auch manuell durchgefu¨hrt werden.
Nachteil von statischen Analysen ist, dass der Quelltext vorliegen muss [Bal09].
2https://github.com/junit-team/junit4/wiki/Assertions, zuletzt besucht am 11.08.2019
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2.2.2 Aufrufgraph
Ein Aufrufgraph ist eine Darstellungsform eines Programmflusses. Jeder Knoten stellt eine
Methode dar und jede Kante ist der Aufruf einer Methode durch eine andere Methode.
Aufrufgraphen ko¨nnen in statische und dynamische Aufrufgraphen unterteilt werden.
Dynamische Aufrufgraphen stellen einen Programmablauf dar. Also alle verwendeten Me-
thoden nach dynamischer Bindung. Statische Aufrufgraphen stellen alle mo¨glichen Abla¨ufe
eines Programms dar. Dies bedeutet z.B. alle vorhandenen Implementierungen eines In-
terfaces [RKG04].
2.2.3 Zyklomatische Komplexita¨t
Die Zyklomatische Komplexita¨t, auch als McCabe-Metrik bekannt, stellt ein Maß fu¨r die
Komplexita¨t von Quelltext dar. Der Gedanke dahinter ist, dass ab einer bestimmten Kom-
plexita¨t ein Quelltextabschnitt nicht mehr versta¨ndlich ist. Die Komplexita¨t la¨sst sich u¨ber
verschiedene Methoden berechnen. Die leichteste ist das Za¨hlen aller Verzweigungen im
Kontrollflussgraphen. Ab einer Komplexita¨t von ho¨her als zehn gilt ein Quelltextabschnitt
als zu komplex und sollte u¨berarbeitet werden. Die Komplexita¨t steigt bei dieser Metrik
nur bei Verzweigungen und nicht bei komplexen Methodenaufrufen [McC76].
2.3 Sprachwerkzeuge
In diesem Abschnitt werden verschiedene grundlegende Sprachwerkzeuge kurz erkla¨rt.
Sprachwerkezeuge verbessern die Informationsgewinnung aus textuellen Quellen. Es han-
delt sich dabei sowohl um Algorithmen zur Vorverarbeitung als auch Verfahren zur Auswer-
tung. Diese Algorithmen erleichtern es ein tieferes Versta¨ndnis als die textuelle Darstellung
zu erlangen.
2.3.1 Stammformreduktion und Lemmatisierung
Bei natu¨rlicher Sprache gibt es mehrere Verfahren zur Vorverarbeitung eines Textes. Lem-
matisierung und Stammformreduktion sind zwei davon. Sprache besitzt wegen Flexion
bedeutungsa¨quivalente Wo¨rter, die beispielsweise in verschiedenen Zeitformen sind. Bei
einer Suche nach
”
Demokratie“ ist ha¨ufig auch ein Dokument mit
”
demokratisch“ ein
sehr gutes Ergebnis. Beide Verfahren reduzieren diese bedeutungsgleichen Wo¨rter auf eine
Stammform. Dadurch wird die Anzahl der Wo¨rter reduziert und Verfahren ko¨nnen bes-
ser funktionieren. Es handelt sich um eine Art Kompressionsverfahren. Die Stammform
ist eine Grundform eines Wortes. Diese Grundform ist vergleichbar mit dem Wortstamm.
Beide Verfahren sind Algorithmen fu¨r diese Reduktion, lo¨sen dies aber mit verschiedene
Ansa¨tze.[MRS08].
Stammformreduktion ist ein Algorithmus zur Reduzierung einer Zeichenkette auf einen
Kern. Dieser Kern muss kein gu¨ltiges Wort sein, weil nur die A¨quivalenz der Wo¨rter wichtig
ist. Ein weit verbreiteter Algorithmus fu¨r Stammformreduktion ist der Porter-Stemmer-
Algorithmus3. Dieser verku¨rzt ein Wort solange nach vorgegebenen Regeln bis es eine
minimale Anzahl von Silben hat. Das Umwandeln des Suffixes
”
s“ zu
”
“ ist eine der Regeln.
Stammformreduktionsalgorithmen arbeiten nicht mit 100% Genauigkeit und verku¨rzen in
manchen Fa¨llen zu wenig oder zu viel. Dies wird dann Understemming und Overstemming
genannt. Die Folge davon ist, dass a¨quivalente Wo¨rter als nicht a¨quivalent angenommen
werden und umgekehrt. Dadurch entstehen z.B. bei Suchen falsche Ergebnisse, weil zwei
nicht a¨quivalente Wo¨rter als gleich gelten und somit die Suche zu wenig Ergebnisse liefert
[Por80].
3http://snowball.tartarus.org/algorithms/porter/stemmer.html
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Bei Lemmatisierung handelt es sich um ein fortgeschrittenes Verfahren zur Stammform-
reduktion. Eine einfache Art Lemmatisierung zu implementieren ist, eine Wo¨rterbuchab-
frage. Besser Implementierungen sind regelbasierte Systeme und tiefe Neuronale Netze 4.
Im Vergleich zur vorherigen Stammformreduktion kann das Verfahren mit unregelma¨ßigen
Wo¨rtern umgehen und die Stammform stellt ein gu¨ltiges Wort dar. Ein großer Unter-
schied ist, dass Lemmatisierung je nach Implementierung den Kontext beachten kann und
Stammformreduktion Wortweise arbeitet [MRS08].
2.3.2 Zeichenkettena¨hnlichkeitsalgorithmen
Fu¨r den Vergleich von Zeichenketten existieren verschiedene Algorithmen. Diese werden
verwendet, weil ein Vergleich auf exakte Gleichheit nicht immer ein ausreichendes Ergebnis
erzielt. Falls beispielsweise Tippfehler in dem Suchwort oder dem Korpus vorhanden sind.
Beispiel 2.1: Beispielsuche in einem Textkorpus mit exakter Gleichheit
Suchwort: Distanz
Korpus: Metrik, A¨hnlichkeit, Distance, Distanzen
Suchergebnis: ∅
In Beispiel 2.1 ist die Suche auf exakte Gleichheit ohne Ergebnis, obwohl sowohl die engli-
sche Variante
”
Distance“ als auch der Plural
”
Distanzen“ vorhanden sind. Um diese A¨hn-
lichkeit zu messen ist eine Metrik notwendig. Es existieren verschiedene Metriken hierfu¨r,
z.B. Distanz und A¨hnlichkeit. Die Distanz beschreibt die notwendigen Schritte zur Um-
wandlung des einen Wortes in ein anderes. Die A¨hnlichkeit beschreibt mit einer Zahl wie
a¨hnlich die Zeichenketten sind. Im folgenden werden Levenshtein-Distanz, Fuzzystring,
la¨ngste gleiche Teilsequenz, Kosinusa¨hnlichkeit und JaroWinkler vorgestellt.
Levenshtein-Distanz
Die Levenshtein-Distanz misst die Distanz zweier Wo¨rter anhand der notwendigen Opera-
tionen fu¨r die Umformungen des eines Wortes in das andere. Diese grundlegenden Opera-
tionen sind das Umwandeln, das Entfernen und das Hinzufu¨gen eines Buchstabens. Jede
Operation hat als Kosten eins und es werden die Gesamtkosten addiert. Die Gesamtkosten
sind die Distanz [apo]. In Beispiel 2.2 ist diese fu¨r den Korpus aus dem einfu¨hrend Beispiel
dargestellt. Der Plural und die englische Variante besitzen die geringste Distanz.
Beispiel 2.2: Beispielsuche in einem Textkorpus mit minimaler Levenshtein-
Distanz
Suchwort: Distanz
Korpus: Metrik, A¨hnlichkeit, Distance, Distanzen
Zwischenergebnis: Metrik(6), A¨hnlichkeit(10), Distance(2), Distanzen(2)
Suchergebnis: Distance, Distanzen
La¨ngste gleiche Teilsequenz
Die la¨ngste gleiche Teilsequenz berechnet die La¨nge der la¨ngsten Teilsequenz zwischen
mehreren Wo¨rtern. Hierbei werden die Teilsequenz betrachtet und nicht das la¨ngste gleiche
4https://stanfordnlp.github.io/stanfordnlp/
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Teilwort gesucht. Deswegen mu¨ssen die Buchstaben nicht im Wort direkt aufeinander
folgen. Die Berechnung davon wird u¨ber den Vergleich aller Teilwo¨rter erledigt, wobei fu¨r
optimierte Algorithmen auf [BHR] verwiesen sei. In Beispiel 2.3 ist dies fu¨r den Korpus
dargestellt.
Beispiel 2.3: Beispielsuche in einem Textkorpus mit maximaler La¨ngster
gleicher Teilsequenz
Suchwort: Distanz
Korpus: Metrik, A¨hnlichkeit, Distance, Distanzen
Zwischenergebnis: Metrik(1,t), A¨hnlichkeit(2,it), Distance(6,Distan),
Distanzen(7,Distanz)
Suchergebnis: Distanzen
Fuzzystring
FuzzyString berechnet einen Wert pro Zeichenkette. Je ho¨her dieser Wert ist desto a¨hnli-
cher sind die Worte. Jedes Zeichen, was in beiden Eingaben an der gleichen Stelle gleich
ist, gibt einen Punkt. Aufeinanderfolgende Gleichheit gibt mehr Punkte.5 6 Beispiel 2.4
stellt die Ergebnisse auf dem Beispielkorpus da.
Beispiel 2.4: Beispielsuche in einem Textkorpus mit FuzzyScore
Suchwort: Distanz
Korpus: Metrik, A¨hnlichkeit, Distance, Distanzen
Zwischenergebnis: Metrik(0), A¨hnlichkeit(0), Distance(22), Distanzen(16)
Suchergebnis: Distance
Kosinusa¨hnlichkeit
Die Kosinusa¨hnlichkeit zweier Wo¨rter wird in zwei Schritten berechnet. Erst werden beide
Wo¨rter in Vektoren umgewandelt und dann mittels der Gleichung 2.1 berechnet. Ein Wert
von Eins steht dabei fu¨r identisch und Null fu¨r verschieden [Kar18]. In Beispiel 2.5 ist die
Berechnung fu¨r den Beispielkorpus dargestellt.
A¨hnlichkeit(a, b) = cos(θ) =
a · b
‖a‖ · ‖b‖ (2.1)
Beispiel 2.5: Beispielsuche in einem Textkorpus mit Cosinusa¨hnlichkeit
Suchwort: Distanz
Korpus: Metrik, A¨hnlichkeit, Distance, Distanzen
Zwischenergebnis: Metrik(0,43), A¨hnlichkeit(0,54), Distance(0,99), Distanzen(0,85)
Suchergebnis: Distance
JaroWinkler
Die JaroWinkler A¨hnlichkeit berechnet die A¨hnlichkeit u¨ber gleiche Buchstaben an un-
gefa¨hr der selben Stelle im Wort. Hierfu¨r wird die Gleichung 2.2 verwendet um die Jaro
5https://commons.apache.org/proper/commons-text/apidocs/org/apache/commons/text/
similarity/FuzzyScore.html
6https://github.com/facebook-atom/nuclide-prebuilt-libs/tree/master/fuzzy-native
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A¨hnlichkeit zu berechnen. A und B sind die Zeichenketten zum vergleichen, die Norm steht
fu¨r die La¨nge der Zeichenkette. a’ steht fu¨r die a¨hnlichen Zeichen von a in b an ungefa¨hr
der selben Stelle, und b’ umgekehrt. Das Ungefa¨hr wird mittels der halben La¨nge der
la¨ngsten Zeichenkette -1 berechnet.
JaroA¨hnlichkeitsimj(a, b) =
1
3
· ( |a
′
|a| +
|b′|
|b| +
|a′| − Ta′b′
2 · |b′| ) (2.2)
Die JaroWinkler A¨hnlichkeit erweitert es, indem es noch Paare mit einer la¨ngeren gemein-
samen Teilsequenz bevorzugt. In Gleichung 2.3 ist die Berechnung dargestellt, wobei P fu¨r
die la¨ngste gemeinsame Teilsequenz steht [BMC+].
JaroWinklerA¨hnlichkeitsimjw(a, b) = simj(a, b) +
|P |
10
· (1− simj(a, b)) (2.3)
In Beispiel 2.6 ist die Berechnung fu¨r den Beispielkorpus dargestellt.
Beispiel 2.6: Beispielsuche in einem Textkorpus mit JaroWinkler
Suchwort: Distanz
Korpus: Metrik, A¨hnlichkeit, Distance, Distanzen
Zwischenergebnis: Metrik(0,37), A¨hnlichkeit(0,32), Distance(0,92), Distanzen(0,96)
Suchergebnis: Distanzen
2.3.3 Worteinbettung
Worteinbettung ist ein U¨berbegriff von verschiedenen maschinellen Lernverfahren, die
Textfragmente in Vektoren umwandeln. Diese Verfahren lernen den Zusammenhang von
Textfragmenten und wandeln diese in a¨hnliche Vektoren um. Mit diesen Vektoren wird
ein mehrdimensionaler Vektorraum aufgespannt. Diese vereinfachte Darstellungsform er-
mo¨glicht es verschiedene Operationen auf dem aufgespannten Vektorraum auszufu¨hren
[Kar18]. Bekannte Verfahren sind fastText, Word2Vec und GloVe.
Fu¨r die Umwandlung von Textfragmenten zu Vektoren existieren verschiedene zugrundlie-
gende Netzarchitekturen und Verfahren. fastText nutzt Skip-Gram als Netzarchitektur,
welches in
”
Efficient Estimation of Word Representations in Vector Space“ von Mikolov et
al. [MCCD13] erstmals vero¨ffentlicht wurde. Skip-Gram sagt die vorherigen und folgenden
Textfragmente anhand eines einzelnen Textfragmentes vorher. Die Textfragmente werden
bei fastText durch eine Zerlegung des Wortes in Teilworten mit Gro¨ße N erzeugt. Vor
und hinter das Wort werden die Sonderzeichen
”
<“ und
”
>“ hinzugefu¨gt. Zu den Frag-
menten wird noch das gesamte Wort vor der Zerteilung hinzugefu¨gt. In Beispiel 2.7 ist die
Zerteilung des Wortes
”
Vektor“ in die einzelnen Fragmente durchgefu¨hrt.
Beispiel 2.7: Zerlegung eines Wortes in Fragmente
Eingabewort: Vektor
Nach Zerlegung zu Fragmenten: <Ve,Vek,ekt,kto,tor,or> und <Vektor>
Nach der Zerteilung wird von jedes Fragment die Vektordarstellung gelernt. Der Vektor
eines Wortes ist die Summe der Vektordarstellungen seiner Fragmente. Das Ergebnis des
Verfahrens bilden die Gewichtsvektoren und nicht die Ausgabe des Netzes. Durch die
einzelnen Fragmente sollen selten Wo¨rter besser gelernt werden [BGJM16].
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Tabelle 2.1: Verschiedene Test zu Quelltext Verbindungsmethoden und ihre Eigenschaften.
Methode Datengrundlage Vorrausetzungen Granularita¨t
Klassenobjektanalyse Klassenobjekte Existenz von Klas-
senobjekten
Klassenlevel
Aufrufgraphanalyse statischer Aufrufgraph keine Klassenlevel
Datenflussanalyse Datenflussgraph keine Klassenlevel
LCBA Aufrufgraph keine Methodenlevel
Benennungsregeln textuelle Informationen Benennungsschema Methodenlevel
Lexikalische Analyse textuelle A¨hnlichkeit keine Methodenlevel
Co-Entwicklung Versionskontrollsystem VCS, zeitgleiche
Entwicklung von
Komponententests
Klassenlevel
Nach der Umwandlung bilden die enkodierten Vektoren einen Vektorraum. Der Vektor-
raum stellt erkannte Zusammenha¨nge dar. Bestimmte Richtungen stellen bestimmte Ei-
genschaften der Textfragmente dar. Vektoren die nahe beieinander sind besitzen a¨hnliche
Eigenschaften. Diese Na¨he la¨sst sich u¨ber die Kosinusa¨hnlichkeit berechnen. Der Vorteil
dessen als A¨hnlichkeitsmaß ist, dass es auf das Intervall [-1,1] normiert ist [Kar18].
2.4 Grundlegende Komponententest zu Quelltext Ru¨ckver-
folgbarkeitsmethoden
Es sind sieben grundlegende Komponententests zu Quelltext Verbindungsmethoden in
der Literatur vorhanden. In
”
Test-to-code traceability: Why and how?“ von Qusef [Qus13]
und
”
Establishing Traceability Links between Unit Test Cases and Units under Test“ von
Van Rompaey et al. [VRD09] werden diese sieben verschiedene Ansa¨tze vorgestellt. Die
Unterschiede sind die Art der Informationsgewinnung und den notwendigen Bedingungen
fu¨r die Anwendbarkeit. In Tabelle 2.1 sind diese dargestellt. In der Spalte Granularita¨t
ist ersichtlich, dass viele Methoden auf Klassenlevel arbeiten. Jede der Methoden beno¨tigt
mindestens den Quelltext, wobei manche Methoden mehr Vorbedingungen haben. Die
Co-Entwicklung hat mit der Existenz eines Versionsverwaltungssystem (VCS) die gro¨ßte
Vorrausetzung.
2.4.1 Klassenobjektanalyse
Die Analyse von Klassenobjekten wird in
”
Establishing Traceability Links between Unit Test
Cases and Units under Test“ von van Rompaey et al. [VRD09] vorgestellt. Die Annahme
hierbei ist, dass alle Komponententests auf einer festen Menge an Klassenobjekten arbei-
ten. In der SetUp Methode werden diese erstellt und danach von jedem Testfall benutzt.
Nachdem alle Klassenobjekte identifiziert wurden, findet eine Filterung statt. U¨brig blei-
ben die getesteten Klassen. Problem hierbei ist, dass die Methode keine Ergebnisse liefert,
falls die Komponententests keine Klassenobjekte verwenden. Dann gewinnt die Methode
keine Informationen. Es liefert nur Ergebnisse auf Klassenlevel und nicht Methodenlevel.
2.4.2 Aufrufgraphanalyse
Anstatt sich auf die Klassenobjekte bei der Analyse zu verlassen, verfolgt die Aufrufgra-
phanalyse einen anderen Ansatz. Die Klasse, auf der am ha¨ufigsten Methoden aufgerufen
werden, wird als getestete Klasse angenommen. Das Vorgehen nutzt fu¨r die Analyse den
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Aufrufgraphen. Problem hierbei ist, dass eine zu große Menge an getesteten Klassen ent-
stehen kann. Bei Komponententests, die selber ersten den Zustand erzeugen statt einer
SetUp Methode, liefert die Methode schlechte Ergebnisse. Eine Verfeinerung auf Metho-
denlevel ist nicht mo¨glich. Es wird nur erkannt welche Klasse von einem Komponententest
getestet wird [VRD09].
2.4.3 Letzter Aufruf vor U¨berpru¨fung
Aufrufgraphanalyse liefert keine Ergebnisse, falls keine Klasse in der Aufrufanzahl her-
vorsticht. Dies probiert die Methode Letzter Aufruf bevor U¨berpru¨fung(LCBA) zu lo¨sen.
Es wird angenommen, dass eine Methode auf der getesteten Klasse in der U¨berpru¨fung
aufgerufen wird. Dies vera¨ndert entweder den Zustand des getesteten Objektes oder fragt
diesen vera¨nderten Zustand ab. Dadurch wird die getestete Klasse erkannt. Bei mehreren
U¨berpru¨fungen, ist das Ergebnis aber nicht eindeutig und/oder fehlerhaft. Die fehlerhaf-
ten Ergebnisse entstehen, wenn z.B. bei einem Komponententest U¨berpru¨fungen verwendet
werden um den Auf- und Abbau zu u¨berpru¨fen. Die Verbindungen sind sowohl auf Klas-
sen als auch auf Methodenlevel mo¨glich, wobei bei Methodenlevel die Zugriffsfunktionen
ein Problem sind. Eine Zugriffsfunktionen liefert nur einen Zustand zuru¨ck und vera¨ndert
diesen nicht, somit sollte es nicht die getestete Methode sein [QOD10].
2.4.4 Datenflussanalyse
Datenflussanalyse ist ein neuerer Ansatz, der seine Urspru¨nge in der Informationsflusstheo-
rie hat. Es wird analysiert welche Klassen die in der U¨berpru¨fung verwendeten Objekte
verwenden. Die Analyse startet bei der letzten U¨berpru¨fung und verarbeiten den Daten-
flussgraph ru¨ckwa¨rts. Alle Klassen, die die getesteten Objekte direkt oder transitiv nutzen,
bilden die Menge an Klassen, die getestete sein ko¨nnen. Nach der Analyse wird das Analy-
seergebnis von allen Standardklassen bereinigt. Das Ergebnis ist auf Klassenlevel [QOD10].
2.4.5 Benennungsregeln
Benennungsregeln sind ein einfacher aber erfolgsversprechender Ansatz aus
”
Establishing
Traceability Links between Unit Test Cases and Units under Test“ von van Rompaey et
al. [VRD09]. Die Annahme hierbei ist, dass Testfa¨lle so benannt werden wie die getestete
Methode. Eine Testmethode hat den Namen der getesteten Methode im Methodennamen
und die Klasse heißt wie die getestete Klasse nur mit Test davor. Falls es ein Benennungs-
schema gibt, wird eine sehr gute Pra¨zision erzielt, fehlt dieses aber eine sehr schlechte.
Entwicklungsumgebungen unterstu¨tzen diese Benennungsschema nicht immer. In gro¨ßeren
Projekten ist selten ein striktes Benennungsschema der Tests durchgesetzt. Bei mehreren
Entwicklern versta¨rkt sich das Problem, weil verschiedene Schemen vorhanden sein ko¨nnen.
Bei Benennungsregeln kann immer nur ein Komponententest einer Methode zugeordnet
werden.
2.4.6 Lexikalische Analyse
Eine Erweiterung der Methode der Benennungsregeln ist die Nutzung von Lexikalischer
Analyse. Die Annahme hier ist, dass das Vokabular in Testfa¨llen und der getesteten Me-
thode a¨hnlich sein sollte. Quellen fu¨r das Vokabular ko¨nnen z.B. Methodennamen, Varia-
blennamen, Kommentare und Dokumentation sein. Die A¨hnlichkeitsanalyse kann mittels
Stammformreduktion und Lemmatisierung oder tiefen neuronalen Netzen unterstu¨tzt wer-
den. A¨hnlich zu Benennungsregeln erreicht die Methode eine hohe Pra¨zision, auch bei nicht
konsequenter Benennungen. Es braucht keine strikten Benennungsregeln und eignet sich
deswegen sehr gut bei gro¨ßeren Projekten mit mehreren Entwicklern. Problem ist, dass bei
fehlenden Informationsquellen wie z.B. keiner sinnvollen Variablenbenennung, die Methode
keine Ergebnisse produziert [KGDP11].
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2.4.7 Co-Entwicklung
Co-Entwicklung hat im Vergleich zu den vorherigen Methoden eine andere Informations-
quelle, das Versionsverwaltungssystem. Die Annahme hierbei ist, dass sich der Quelltext
zeitgleich mit den Komponententest a¨ndert. Die Verfolgung der A¨nderungen wird von
einer Versionsverwaltung u¨bernommen. Theoretisch sollte dies sehr gute Ergebnisse pro-
duzieren, aber es gibt viele Probleme. Komponententests werden nicht immer zusammen
mit dem korrespondierenden Quelltext in die Versionsverwaltung eingefu¨gt. Bei A¨nderun-
gen am Quelltext und daraufhin fehlschlagenden Tests werden diese teilweise erst spa¨ter
vera¨ndert [Qus13].

3 INDIRECT
Diese Arbeit ist Teil des Projektes
”
INDIRECT: INtent-DrIven Requirements-to-Code Tra-
ceability“ von Hey [Hey19] am IPD Tichy. Das Projekt bescha¨ftigt sich mit der Ru¨ckver-
folgbarkeit von Quelltextabschnitten und Anforderungen in natu¨rlicher Sprache. Bei der
Entwicklung gro¨ßere Softwareprojekte ist meist eine Anforderungsbeschreibung vorhan-
den, welche die gewu¨nschten Funktionalita¨ten beschreibt. Im Quelltext werden diese dann
implementiert. Die Informationen welche Quelltextabschnitte eine Anforderung implemen-
tieren gehen aber ha¨ufig verloren. Falls diese Informationen notwendig sind, mu¨ssen diese
im nachhinein gesucht werden. Das Ziel des Projekts ist die Entwicklung und Evaluation
einer vollautomatischen Informationsgewinnung der Verbindungen zwischen Anforderung
und Quelltext.
3.1 Problemstellung und Lo¨sungsansatz
Quelltext und natu¨rliche Sprache haben verschiedene Eigenschaften. Quelltext folgt einer
vorgegebenen Struktur und dessen syntaktische Bedeutung ist eindeutig. Natu¨rliche Spra-
che besitzt eine ungefa¨hre Struktur wegen der zugrundeliegenden Grammatik, ist aber
redundant und die Bedeutung ist uneindeutig. Zusa¨tzlich existieren Sonderfa¨lle wegen der
Flexion der Wo¨rter. Fu¨r eine erfolgreiche Zuordnung von Quelltextabschnitten zu Anfor-
derungen ist ein Versta¨ndnis der Bedeutung dieser beiden hilfreich.
Das Vorgehen ist in der Abbildung 3.1 dargestellt. Statt Quelltextabschnitte und Anforde-
rungen direkt einander zuzuordnen, werden erst zwei Absichtsmodelle erstellt. Diese sollen
jeweils die Absicht der Anforderung bzw. des Quelltextes darstellen. Das Anforderungsab-
sichtsmodell wird mittels iterative Verarbeitung von natu¨rlicher Sprache aus den Anforde-
rungen erzeugt. Das Quelltextabsichtsmodell soll aus den verschiedenen Quelltextartefak-
ten wie z.B. dem Quelltext und den Komponententests erstellt werden. Fu¨r die verschie-
denen Arten von Quelltextartefakten werden verschiedene Analysemethoden verwendet.
Nach den Erstellungen findet eine Zuordnung zwischen den Absichtsmodellen statt. Das
Ergebnis davon sind die wiedergewonnenen Informationen der Quelltextabschnitte, welche
die Anforderungen implementieren.
3.2 Arbeiten in dem Projekt
Fu¨r die Erstellung der beiden Absichtsmodelle sind verschiedene Forschungsarbeiten am
laufen. Fu¨r das Absichtsmodelle der natu¨rlichen Sprache sind schon verschiedene Arbeiten
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Abbildung 3.1: Darstellung des prinzipiellen Vorgehens von INDIRECT.
abgeschlossen und weitere befinden sich gerade in der Umsetzung, die ein Versta¨ndnis der
Absicht der Anforderungen ermo¨glichen sollen. Auf der Quelltextseite sind noch keine Ar-
beiten innerhalb des Projektes abgeschlossen, die ein Versta¨ndnis ermo¨glichen. Die Analyse
der Informationen aus Versionskontrollsystemen, die Analyse von Quelltextdokumentation
und diese Arbeit sind erste angedachte Arbeiten auf der Quelltextseite.
4 Verwandte Arbeiten
Diese Arbeit behandelt die Ru¨ckverfolgbarkeit von Komponententests zu Quelltext. Zu
diesem Thema existieren verwandte Arbeiten, sowohl aus dem Bereich als auch aus anderen
Bereichen. Im folgenden werden erst die Arbeiten aus dem Bereich und dann aus anderen
Bereichen vorgestellt.
4.1 Komponententest zu Quelltext Ru¨ckverfolgbarkeit
In Bereich der Komponententest zu Quelltext Ru¨ckverfolgung existieren bereits andere
Arbeiten. Die Verfahren aus den Arbeiten basieren auf den in Kapitel 2 vorgestellten
Methoden. In Tabelle 2.1 sind verschiedene grundlegende Methoden zusammengefasst. Aus
Komponententests extrahieren diese Verfahren Informationen u¨ber die getestete Klasse
bzw. Methode. Die Verfahren unterscheiden sich hinsichtlich der Pra¨zision, Ausbeute und
Anforderungen an die Komponententests.
In
”
Recovering and Tracing Links between Software Codes and Test Codes of the Open
Source Projects“ von Arshia et al. [AMH16] wird ein mehrstufiges Datengewinnungsver-
fahren vorgestellt. Es werden Benennungsregeln und statische Quelltextanalyse kombiniert.
Erst werden u¨ber Benennungsregeln die Information der getesteten Klassen gewonnen und
als Vergleichsdaten verwendet. Dann werden Quelltextmetriken aus den Vergleichsdaten
extrahiert. Als mo¨gliche Quelltextmetriken sind Komplexita¨t oder Designmetriken vorge-
schlagen. Diese extrahierten Vergleichsdaten werden verwendet, um mittels eines Datenge-
winnungsverfahren Ru¨ckschlu¨sse fu¨r die Klassen, die kein Benennungsschema einhalten, zu
gewinnen. Die Autoren nutzen dabei die Vermutung aus, dass diese Metriken Ru¨ckschlu¨sse
auf die getestete Klasse zulassen, wegen einem Datenzusammenhang. Die Benennungsre-
geln produzieren gute Ergebnisse, wenn ein Benennungsschema vorhanden ist. Das Ver-
fahren wurde auf drei quelloffenen Projekten evaluiert. Im Vergleich zu Scotch
”
SCOTCH:
Test-to-code traceability using slicing and conceptual coupling“ von Qusef et al. [QBO+11]
lieferte das Verfahren besser Ergebnisse. Es wird im Durchschnitt eine Ausbeute und Pra¨-
zision von 90% erreicht, wobei dies nur die Zuordnung von Testmethode zu getesteter
Klasse beinhaltet. Eine große Schwa¨che des Verfahrens ist, dass die Benennungsregeln ein
Ergebnis liefern mu¨ssen. Liefern diese ein schlechtes oder gar falsches Ergebnis, ist das
darauf aufbauende Verfahren nicht gut.
In
”
Empirical analysis of object-oriented design metrics for predicting unit testing effort
of classes“ von Badri und Toure [BT12] wird ein Vorgehen vorgeschlagen, welches die
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Testbarkeit von Quelltext beurteilt. Die Motivation dafu¨r ist, dass in
”
A Fuzzy Approach
for Integrated Measure of Object-Oriented Software Testability“ von Gupta et al. [GAS05]
festgestellt wurde, dass keine Quelltextmetriken alleine ausreichend ist fu¨r eine Beurteilung
der Testbarkeit. Es wird anhand der Komplexita¨t des Quelltextes festgestellt, wie schwer
der Quelltext testbar ist. Je schwere ein Quelltext testbar ist, desto komplexere werden
die Komponententests sein und die Analyse von komplexem Quelltext ist schwieriger.
Dies wird dann mit der Gro¨ße der Komponententests und der Anzahl der U¨berpru¨fungen
in Korrelation gesetzt. Die besten Ergebnisse ergeben gewichtete Methoden pro Klasse
und Anzahl Quelltextzeilen. Die Metrik gewichtete Methoden pro Klasse wird dadurch
bestimmt, dass in jeder Methode einer Klasse die Komplexita¨t bestimmt und summiert
wird. Die Analyse findet auf ANT, JFC und POI statt.
In
”
Analysis of Static and Dynamic Test-to-code Traceability Information“ von Gergely et
al. [GBH+18] wird das Problem des fehlenden vollautomatischen Verfahren zur Erkennung
von schlechter Testquelltext behandelt. Schlechter Testquelltext verletzte das Prinzip, dass
ein Komponententest nur eine abgeschlossene Einheit testen soll und in dieser platziert
sein soll. Um diese zu erkennen werden zwei Mengen an gefundenen Verbindungen von
Komponententest zu Quelltext verglichen. Diese zwei Mengen werden mithilfe statischer
und dynamischer Analyse erzeugt. Der Vergleich findet mittels Clusteranalyse statt. Die
Verbindungen der statischen Analyse werden u¨ber Benennungsregeln erzeugt. Die Verbin-
dungen der dynamische Analyse u¨ber Quelltextu¨berdeckung. Die Quelltextu¨berdeckung
wird mit einer bina¨ren U¨berdeckungsmatrix aus den Komponententests realisiert. Es wur-
den auf vier verschiedenen Softwaresystemen acht gefundene schlechte Komponententests
analysiert. Dabei wurde genannt, warum es das Prinzip verletzt und wie es mo¨glich wa¨re
den Komponententest zu verbessern.
In
”
Automatically identifying focal methods under test in unit test cases“ von Ghafari
et al. [GGR15] wird ein Ansatz vorgestellt, der mittels Datenflussanalyse die getestete
Methode innerhalb eines Komponententests identifiziert. Es wird eine Kombination aus
Datenflussanalyse und Klassenobjekten verwendet. Erst wird mittels des Aufrufgraphen
jede Methode des Quelltextes in Zugriffs und A¨nderungsfunktion unterteilt. Dann werden
in den Komponententests, die u¨berpru¨ften Objekte analysiert. Als na¨chstes wird die letzte
Methode gesucht, die dieses Objekt vera¨ndert. Dafu¨r werden die aus dem ersten Schritt
gewonnenen Daten verwendet und der Datenfluss betrachtet. Das Ergebnis davon gilt als
die getestete Methode. Der Ansatz Methoden in Zugriffsfunktion und A¨nderungsfunkti-
on einzuteilen wirkt sehr erfolgsversprechend in dem Gebiet, weil ein Komponententest
niemals eine Zugriffsfunktion testet. Die Ergebnisse sind auf Methodenlevel. Es wird ein
F-Maß von 66% bis 87% auf Commons Email, JGAP, PureMVC, XStream erreicht.
In
”
SCOTCH: Test-to-code traceability using slicing and conceptual coupling“ von Qusef
et al. [QBO+11] werden u¨ber Datenflussanalyse Informationen u¨ber die Verbindung von
Komponententest zur getesteten Klasse gewonnen. Der Vorteil davon ist, dass der Ansatz
immer nutzbar ist im Vergleich zu Benennungsregeln oder letzter Aufruf vor U¨berpru¨fung.
Das Verfahren hat als Annahme, dass wenn eine Methode aufgerufen wird, die den Zustand
des in der U¨berpru¨fung verwendeten Objektes vera¨ndert, es zur getesteten Klassen geho¨rt.
Es wird von der letzten U¨berpru¨fung ru¨ckwa¨rts eine Datenflussanalyse gemacht, welche alle
Methoden findet, die den Zustand vera¨ndern. Dann werden diese gefunden Klassen gefiltert
um Standardklassen zu entfernen. Als letztes wird dann zwischen den gefundenen Klas-
sen und dem Komponententest die semantische A¨hnlichkeit mittels Latenter Semantischer
Analyse berechnet. Alle Klassen die u¨ber einen Grenzwert liegen gelten dann als mo¨gli-
che getestete Klasse. Dieser Grenzwert ist der ho¨chste A¨hnlichkeitswert multipliziert mit
einem Faktor. Dabei hat sich 0.95 als erfolgsversprechend rausgestellt. In der Evaluation
erreichten die Autoren auf ArgoUML, AgilePlanner und eX Vantage ein durchschnittliches
F-Maß von 77%, bei einem Faktor von 0.95.
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In
”
Traceclipse: An eclipse plug-in for traceability link recovery and management“ von
Klock et al. [KGDP11] werden Komponententest zu Quelltext Verbindungen u¨ber textuelle
A¨hnlichkeit hergestellt. Lucene1 dient hierbei als Rahmenarchitektur zur Durchfu¨hrung
davon. Es wird angenommen, dass der Quelltext und die getestete Klasse ein a¨hnliches
Vokabular verwenden. Diese textuelle A¨hnlichkeit soll Ru¨ckschlu¨sse auf die getestete Klasse
liefern. Der Fokus des Papiers ist eher das Erstellen einer Rahmenarchitektur, welche
leicht erweiterbar ist und verschiedene Methoden durchfu¨hren kann, als das Erstellen eines
verbesserten Verfahrens. Es werden 40% Pra¨zision und 10% bis 40% Ausbeute erreicht.
Die Granularita¨t ist einstellbar auf Klassen oder Methodenlevel.
In
”
Exploring the Benefits of Utilizing Conceptual Information in Test-to-Code Tracea-
bility“ von Kicsi et al. [Kic18] werden Komponententest zu Quelltext Verbindungen u¨ber
textuelle A¨hnlichkeit hergestellt. Es wird angenommen, dass der Quelltext und die geteste-
te Klasse ein a¨hnliches Vokabular verwenden. Diese textuelle A¨hnlichkeit soll Ru¨ckschlu¨sse
auf die getestete Klasse liefern. Es werden zwei Datensa¨tze erstellt, aus den Komponenten-
tests und dem Quelltext. Dann wird die A¨hnlichkeit dazwischen berechnet und eine Liste
mit N Klassen, die a¨hnlich sind, erstellt. Die textuelle A¨hnlichkeit besitzt eine ho¨here An-
wendbarkeit als Benennungsregeln, weil diese kein festes Schema beno¨tigen. Anders als in
[KGDP11] werden nicht eins zu eins sondern eins zu N Verbindungen evaluiert. Die ho¨he-
re Anzahl an Vorschla¨gen verbessern die Ausbeute. Die Ausbeute fu¨r N = 5 erreicht auf
Comm. Lang, Comm. Math, ArgoUML, Mondiran und JFreeChart im Durschnitt 68,4%.
Die Pra¨zision wird nicht gemessen.
In
”
Evaluation of Textual Similarity Techniques in Code Level Traceability“ von Csuvik et
al. [CKV19] wird das Verfahren von [Kic18] als Vergleichswert genommen und mit ma-
schinellem Lernens verbessert. Benennungsregeln erzielen eine sehr hohe Pra¨zision, aber
besitzen das Problem der Anwendbarkeit. Textuelle A¨hnlichkeit soll Ru¨ckschlu¨sse auf die
getestete Klasse liefern. Es gilt die selbe Annahme wie bei [Kic18]. Bevor die A¨hnlichkeit
berechnet wird, wird der Quelltext transformiert. Es wurden drei verschiedene Quelltext-
transformationen getestet, abstrakte Syntaxba¨ume, Quelltext mit Stammformreduktion
und eine vereinfachte abstrakte Syntaxbaum Darstellung (IDENT). In der IDENT Dar-
stellung werden alle terminalen Knoten genutzt, wobei der Wert durch seinen Typ ersetzt
wird. Auf die drei verschiedenen Transformationen werden dann drei verschiedene A¨hn-
lichkeitsalgorithmen angewendet. Die drei verschiedenen Analysen sind Latente Seman-
tische Analyse, Doc2Vec2 und Inverse Dokumenten Ha¨ufigkeit. In der Evaluation waren
die Ergebnisse mit der IDENT-Transformation am besten. Von den A¨hnlichkeitsalgorith-
men alleine ausgefu¨hrt ist das Ergebnis von Doc2Vec am besten. Aber eine Kombination
aller drei erzielt bessere Ergebnisse. Die Kombination wird u¨ber eine Schnittmenge der
drei A¨hnlichkeitsalgorithmen erzeugt. Als Evaluationssoftware wurden die selben wie in
[Kic18] verwendet. Doc2Vec erzielt eine durchschnittliche Pra¨zision von 56.75% und die
Kombination aller drei eine von 59,75%. Die Ausbeute wurde nicht berechnet.
In Tabelle 4.1 sind die vorgestellten verwandten Arbeiten aus dem Bereich tabellarisch
dargestellt. Alle Arbeiten nutzen als Eingabeprogrammiersprache Java. Die verwendeten
Grundlagenmethoden ist in fast allen Fa¨llen eine Kombination aus mehreren. Bis auf ein
Verfahren sind alle Verfahren vollautomatisch. Bei der Evaluationssoftware wird ha¨ufig
ArgoUML und Software von Apache Commons verwendet.
4.2 Andere Themengebiete
Im folgenden werden Arbeiten aus anderen Bereichen vorgestellt. Diese behandeln nicht
die Ru¨ckverfolgbarkeit von Komponententests zu Quelltext, aber lo¨sen a¨hnliche Probleme
1http://lucene.apache.org/
2eine Umformung eines ganzen Dokumentes in eine numerische Darstellung
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wie diese Arbeit. Dieses Wissen hilft bei der Lo¨sung des eigenen Problems.
In
”
Identification of high-level concept clones in source code“ von Marcus und Maletic
[MM01] bescha¨ftigen sich die Autoren mit der Erkennung von Quelltextkopien. Laut den
Autoren sucht diese Arbeit, anstatt anderer Arbeiten in dem Bereich, nach a¨hnlicher Funk-
tionalita¨t statt nur a¨hnlichem Quelltext. Es wird mittels eines Vektorraumverfahrenes
(Latent Sematic Indexing) nach a¨hnlichen Quelltextdokumenten gesucht. Dann wa¨hlt der
Nutzer auf den gefundenen a¨hnlichen Dokumenten eine Gruppe aus, die eine bestimm-
te Funktionalita¨t implementieren. Anhand dieser Information wird dann nach a¨hnlichem
Quelltextdokumentengruppen zu dieser Gruppe gesucht. Fu¨r die Evaluation wird Mosaic,
geschrieben in C, verwendet. Die Evaluation ist das Erkennen von Listenklonen inner-
halb der Software. Als Ergebnis wird genannt, dass elf verschiedene Listenklone gefunden
wurden, wobei 19 Dokumenten a¨hnlich zu list.c sind. Leider beno¨tigt das Verfahren
Nutzerinteraktion fu¨r die endgu¨ltige Identifikation von Quelltextkopien. Dieses ließe sich
mittels einer Kombination von mehreren A¨hnlichkeitsidentifikationsmethoden automati-
sieren.
In
”
DECKARD: Scalable and Accurate Tree-Based Detection of Code Clones“ von Jiang
et al. [JMSG07] bescha¨ftigen sich die Autoren mit der Erkennung von Quelltextduplika-
ten. Anders als andere Verfahren in dem Bereich werden Abstrakte Syntaxba¨ume genutzt.
Die Duplikatserkennung soll robust gegenu¨ber minimalen Quelltexta¨nderungen sein und
eine gute Skalierbarkeit besitzen. Mittels YACC 3 wird der Quelltext zerteilt und der
Abstrakte Syntaxbaum erstellt. Dann wird der Syntaxbaum erst in Teilba¨ume, dann in
Charakteristik-Vektoren umgewandelt. Die Charakteristik-Vektoren za¨hlen die Vorkom-
men von relevanten Zeichen im Syntaxbaum und besitzen dafu¨r jeweils eine Dimension.
Die Anzahl der Vektoren wird dann verringert indem bestimmte Vektoren, wie z.B. am En-
de einer Zuweisung, zusammengefasst werden. A¨hnliche Vektoren lassen nun auf a¨hnlichen
Quelltext schließen. Diese Erkennung findet auf den Vektoren statt. Die Laufzeit wird mit-
tels einem speziellen Hashverfahren 4 verbessert. Vorteil des Verfahrens ist, dass es wegen
dem Hashing schneller Laufzeiten hat. Die Skalierbarkeit wird u¨ber eine Laufzeitanalyse
im O-Kalku¨l nachgewiesen. Nachteil ist, dass das Verfahren auf eine YACC-Grammatik
angewiesen ist. Die Autoren vergleichen es mit einer bestehenden Arbeit und zeigen, dass
sie bei jeder Konfiguration besser sind.
In
”
Are My Unit Tests in the Right Package?“ von Balogh et al. [BGBG16] bescha¨ftigen
sich die Autoren mit der Frage, ob die Komponententests in der Paketstruktur richtig einge-
ordnet sind. Dies ist der Fall, falls die zwei prima¨ren Eigenschaften von Komponententests
erfu¨llt sind. Die Atomarita¨t und die sinnvolle Organisation. Es wird ein Algorithmus zur
U¨berpru¨fung dieser Eigenschaften vorgestellt. Der Algorithmus besteht aus drei Schritten.
Erst wird mittels statischer Analyse fu¨r jeden Komponententest die Information u¨ber die
Klasse und das Paket gewonnen. Dann wird eine bina¨re U¨berdeckungsmatrix mittels dy-
namischer Analyse erstellt. Mittels der U¨berdeckungsmatrix fu¨r jeden Komponententest
werden dann zusammengeho¨rige Komponententests erkannt. Im letzten Schritt wird eine
Clusteranalyse durchgefu¨hrt. Das Ergebnis sind Komponententests, die die Bedingungen
nicht erfu¨llen und eine U¨berarbeitung in der Struktur beno¨tigen.
3https://de.wikipedia.org/wiki/Yacc
4https://en.wikipedia.org/wiki/Locality-sensitive_hashing
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Tabelle 4.1: Verschiedene evaluierte Komponententest zu Quelltext Zuordnungsverfahren.
Falls in der Spalte Programmiersprache keine Sprache erwa¨hnt ist, gibt es
keine Einschra¨nkung. Die Verfahren sind eine Erweiterung von den grund-
legenden Verfahren. Vollautomatisch gibt an, ob ein Verfahren ohne Einwir-
kung/Mithilfe die Verbindungen erkennt. Die Evaluationssoftware sind die in
der Evaluation genutzten Datensa¨tze. Diese wurden nicht immer vollsta¨ndig
verwendet, sondern teilweise nur Teilmengen davon.
Autor Programmiersprache Verwendete
Methoden
vollautomatisch? Evaluationssoftware
Arshia et al. Java Benennungsregeln/
statische
Analyse
X Ant, Ar-
goUML,
Dependency
Finder
Gergely et al. Java Benennungsregeln CheckStyle,
Netty, Ori-
entDB, Oryx
Ghafari et al. Java Datenflussanalyse/
Klassenob-
jekte
X Commons
Email,
JGAP, Pu-
reMVC,
XStream
Qusef et al. Java Datenflussanalyse/
LCBA/ Le-
xikalische
Analyse
X ArgoUML
AgilePlan-
ner, eX
Vantage
Klock et al. Lexikalische
Analyse
X iTrust, Rea-
lEstate,
EasyClinic,
CM1
Kicsi Lexikalische
Analyse
Comm.
Lang,
Comm.
Math, Ar-
goUML,
Mondiran,
JFreeChart
Csuvik et al. Lexikalische
Analyse
X Comm.
Lang,
Comm.
Math, Ar-
goUML,
Mondiran,
JFreeChart

5 Analyse und Entwurf
Diese Arbeit entwirft eine Analyseverfahren zur Erkennung von semantisch zusammenge-
ho¨rige Quelltextabschnitte aus Komponententests. Semantisch zusammengeho¨rige Quell-
textabschnitte erfu¨llen gemeinsam eine Funktionalita¨t des Programms. In Quelltextaus-
schnitt 5.1 ist ein Komponententest dargestellt. In diesem wird getestet, ob die Summen-
operation die gewu¨nschte Funktionalita¨t besitzt. Dafu¨r werden erst zwei Objekte vom
Typ Number erstellt und eine Operation vom Typ Sum. Dann werden der Operation die
beiden Nummern u¨bergeben und das Ergebnis u¨berpru¨ft. Die Methode Sum::process und
die Klasse Number implementieren zusammen die Summenoperation von zwei Zahlen. Se-
mantisch zusammengeho¨rig ist Sum::process und Number::of. Das Analyseverfahren soll
anhand von Komponententests solche zusammengeho¨rigen Methodenpaare erkennen.
Quelltextausschnitt 5.1: Beispiel eines Komponententests
/∗∗
∗ t e s t s i f the sumOperation works as intended ,
∗ with two r e a l Numbers .
∗/
@Test
pub l i c void sumTest ( ) {
Number i = Number . o f (42) ;
Number j = Number . o f (13) ;
Operation add = new Sum( ) ;
asser tThat ( add . p roce s s ( i , j ) , i s (55) ) ;
}
Das Projekt INDIRECT behandelt die automatische Wiederherstellung von Ru¨ckverfolgbar-
keitsinformationen zwischen Quelltext und Anforderungen. Anstatt zu versuchen Quelltext
und Anforderungen direkt zuzuordnen, findet die Zuordnung u¨ber Absichtsmodelle statt.
Eines fu¨r den Quelltext und eines fu¨r die Anforderungen. Diese sollen jeweils die Absicht
der Anforderung bzw. des Quelltextes darstellen. Fu¨r die Erstellung der Absichtsmodel-
le ist ein Versta¨ndnis von Anforderungen bzw. Quelltext notwendig. Ein Versta¨ndnis der
Absichten im Quelltext wird u¨ber verschiedene Analysen der Quelltextteile erlangt. Diese
Arbeit liefert dem Quelltextabsichtsmodell die Information u¨ber semantisch zusammenge-
ho¨rige Methoden und soll beim Erlangen des Versta¨ndnisses mitwirken.
Die Funktionalita¨t eines Programms wird mit dem Zusammenspiel mehrerer Komponenten
umgesetzt. Jede Komponente erfu¨llt dabei eine oder mehrere Aufgaben. Diese Aufgabe soll-
te durch das Zusammenspiel von mehreren Methoden innerhalb einer Komponente imple-
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mentiert sein. Deswegen ist die Betrachtung der einzeln Komponenten erfolgsversprechend.
Fu¨r die einzelnen Komponenten ko¨nnen Komponententest existieren. Diese Tests u¨berpru¨-
fen die einzelne Komponente bzw. die Funktionalita¨t der Komponente. Daher sollten in
Komponententests einer Komponente semantisch zusammengeho¨rige Methoden miteinan-
der genutzt werden beim Testen der Funktionalita¨t. Deswegen ko¨nnten die Tests der ein-
zelnen Komponenten eine Informationsquelle u¨ber zusammengeho¨rige Quelltextabschnitte
sein.
5.1 Zielsetzung
Das Hauptziel dieser Arbeit ist die Entwicklung eines Analyseverfahrens zur Erkennung
von semantisch zusammengeho¨rigen Methoden anhand von Komponententests. Zur Ent-
wicklung des Verfahrens werden erst alle Informationen innerhalb eines Komponententests
analysiert. Dann die Auswertungen bisheriger Arbeiten auf diesen Informationen bewerten.
Aufgrund dieser Auswertung wird dann entschieden, welche Informationen als zielfu¨hrend
betrachtet werden. Fu¨r diese Information werden dann einzelnen Verfahren zur Informa-
tionsgewinnung entworfen. Aus den einzelnen Verfahren wird im letzten Schritt dann das
Gesamtverfahren entworfen.
Die konkreten Ziele dieser Arbeit sind:
Z 1 Analyse der vorhanden Informationen innerhalb von Komponententests.
Z 2 Entwicklung von Informationsgewinnungsverfahren fu¨r die einzelnen Informationen.
Z 3 Entwicklung eines Verfahrens zur Erkennung von semantischen zusammenha¨ngenden
Quelltextabschnitten anhand von Komponententests.
Z 4 Evaluation und Beurteilung des Verfahrens.
5.2 Analyse der vorhandene Informationen
Aus dem Quelltext der Komponententests und des Programms lassen sich verschiedene,
fu¨r die Erkennung von semantisch zusammengeho¨rigen Methoden relevante, Informationen
gewinnen. In Quelltextausschnitt 5.2 ist der Ausschnitt einer Testklasse aus JFreeChart1
dargestellt. Der Aufbau ist zu einer normalen Javaklasse a¨hnlich. Der Unterschied sind die
Verwendung der JUnit-Annotationen und die U¨berpru¨fungen mittels assert. Eine Test-
klasse la¨sst sich in verschiedene gro¨ßere Informationsquellen aufteilen. Diese sind innerhalb
einer Testklasse:
Informationsquelle 1 Der Paketbezeichner.
Informationsquelle 2 Die Importanweisungen.
Informationsquelle 3 Der Klassenbezeichner.
Informationsquelle 4 Die Dokumentation.
Informationsquelle 5 Die Attribute.
Informationsquelle 6 Die Testmethoden.
Informationsquelle 7 Die Aufbau- und Abbaumethoden.
Diese Informationsquellen sind farblich hervorgehoben. Der Quelltext besitzt noch wei-
tere Informationsquellen in den Hauptklassen. Diese Informationsquellen sind zusa¨tzlich
vorhanden und sind innerhalb einer Hauptklasse:
Informationsquelle 1 Der Paketbezeichner.
Informationsquelle 2 Die Importanweisungen.
Informationsquelle 3 Der Klassenbezeichner.
Informationsquelle 4 Die Dokumentation.
Informationsquelle 5 Die Attribute.
Informationsquelle 6 Die Methoden.
1http://www.jfree.org/jfreechart/
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Quelltextausschnitt 5.2: Beispiel einer Testklasse mit farblich hervorgehobenen Informati-
onsquellen
package org.jfree.chart.util;
import java.text.DecimalFormat;
import java.text.NumberFormat;
import java.util.Date;
import java.util.Locale;
import org.junit.After;
import org.junit.Before;
import org.junit.Test;
import static org.junit.Assert.assertTrue;
import static org.junit.Assert.assertFalse;
import static org.junit.Assert.assertEquals;
/**
 * Tests for the {@link RelativeDateFormat} class.
 */
public class RelativeDateFormatTest {
    private Locale savedLocale;
    /**
     * Set a known locale for the tests.
     */
    @Before
    public void setUp() throws Exception {
        this.savedLocale = Locale.getDefault();
        Locale.setDefault(Locale.UK);
    }
    /**
     * Restore the default locale after the tests complete.
     */
    @After
    public void tearDown() throws Exception {
        Locale.setDefault(this.savedLocale);
    }
    /**
     * Some checks for the formatting.
     */
    @Test
    public void testFormat() {
        RelativeDateFormat rdf = new RelativeDateFormat();
        String s = rdf.format(new Date(2 * 60L * 60L * 1000L + 122500L));
        assertEquals("2h2m2.500s", s);
    }
}
Importanweisungen
Paketbezeichner
Klassenbezeichner
Dokumentation
Attribut
Aufbaumethode
Abbaumethode
Testmethode
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5.3 Analyse der Informationsquellen aus dem Quelltext
Im folgenden werden die einzelnen Informationsquellen analysiert. Hierbei wird erst die
Struktur der Informationsquelle erla¨utert. Dann die Art der Information, also semantisch
oder textuell. Darauf folgend wird analysiert welche Ru¨ckschlu¨sse sich aus den einzelnen
Teilen der Informationsquelle gewinnen lassen. Im folgenden ist mit Hauptklassen alle Klas-
sen gemeint die keine Testklasse sind. Aus den Hauptklassen werden keine Ru¨ckschlu¨sse
gewonnen sondern nur Methodenname, Klassenname und Paketbezeichner extrahiert fu¨r
eine Verwendung. Textuelle Information sind Zeichenketten wie ein Bezeichner. Semanti-
sche Informationen sind programmtechnische Inhalte wie z.B. U¨bergabeparameter. Diese
besitzen mehr Informationen als nur die Zeichenkette, z.B. der Typ eines U¨bergabepara-
meters.
5.3.1 Paketbezeichner
Der Paketbezeichner definiert das Paket einer Klasse. Die Struktur ist in Java Oberpa-
ket.Paket, also z.B. org.jfree.chart.util. Das Oberpaket entha¨lt beliebig viele Ober-
pakete. Es handelt sich um eine textuelle Information.
Jeder Komponententest besitzt entweder einen Paketbezeichner oder den leeren Paketbe-
zeichner. In der Literatur wird vorgeschlagen, dass eine Komponententestklasse in dem
selben Paket wie die getestete Klasse sein sollte [BGBG16]. Deswegen kann der Paketbe-
zeichner Ru¨ckschlu¨sse auf die getestete Klasse ermo¨glichen. Jede Quelltextklasse im selben
Paket wie die Testklasse ist ein potenzieller Kandidat fu¨r die getestete Hauptklasse.
5.3.2 Importanweisung
Die Importanweisungen einer Klasse definieren welche anderen Klassen bzw. Pakete gela-
den werden. Diese sind eine textuelle Information und deren Struktur ist das Schlu¨sselwort
import gefolgt von einem Paketbezeichner, z.B. import org.jfree.chart.util;. Der
unterste Paketbezeichner kann durch ein * ersetzt werden um alle Klassen eines Oberpa-
ketes zu laden, also z.B. import org.jfree.chart.*;. Mittels dem Schlu¨sselwort static
ist es mo¨glich statische Felder einer Klasse zu laden. Dies ermo¨glicht den direkt Aufruf
der Konstante ohne die Ursprungsklasse anzugeben. In Beispiel 5.1 sind die mo¨glichen
Varianten dargestellt.
Beispiel 5.1: Beispiel fu¨r mo¨gliche Importanweisungen
import org . j f r e e . chart . u t i l ;
import org . j f r e e . chart . ∗ ;
import s t a t i c java . lang . Math . ∗ ;
import s t a t i c java . lang . System . out ;
Nur geladene Klassen und deren Methoden ko¨nnen im Quelltext verwendet werden. Des-
wegen la¨sst sich daraus eine Liste der potenziellen Kandidaten fu¨r die getestete Methoden
und Klassen gewinnen.
5.3.3 Klassenbezeichner
Ein Klassenbezeichner besteht aus dem Schlu¨sselworten class gefolgt von dem Klassenna-
men. Vor dem Klassenbezeichner sind Sichtbarkeitsmodifizierer wie public oder private
mo¨glich. Der Klassenname ist eine textuelle Information und die Schlu¨sselworte davor eine
semantische Information.
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Fu¨r Klassenname wird in der Literatur vorgeschlagen, dass dieser den Namen der getes-
teten Klasse beinhaltet [KGDP11, CKV19]. Das ha¨ufig verwendet Erstellungsprogramm
Maven2 hat z.B. als voreingestellte Konvention, dass eine Testklasse entweder mit dem
Wort
”
Test“ beginnen oder mit
”
Test“,
”
Tests“ oder
”
Testcase“ enden muss3. Der Klas-
senname sollte nach einer Bereinigung davon zu einer Quelltextklasse zurordnenbar sein.
Problem ist, dass diese Benennungsregeln projektabha¨ngig sind und in gro¨ßeren Projekten
nicht immer vollsta¨ndig eingehalten sind. Es werden manchmal die Tests einer Klasse in
mehrere Testklassen aufgeteilt und die Klassen verschieden benannt, beispielsweise mit
dem Pra¨fix Basic. Falls die Benennungsregeln nicht eingehalten sind, wird aus dem Klas-
senname keine Information extrahiert. Der Klassenname ermo¨glicht trotzdem Ru¨ckschlu¨sse
auf die getestete Klasse.
5.3.4 Klassenattribute
Ein Attribut einer Javaklasse besteht aus einem Typ gefolgt von einem Attributnamen
und einer optionalen Initialisierung. Es sind verschiedene Schlu¨sselworte wie z.B. Sicht-
barkeitsmodifizierer vor dem Typ mo¨glich um einem Attribut gewissen Eigenschaften wie
die o¨ffentliche Sichtbarkeit zu geben. Die Attribute einer Klasse werden dazu verwendet
einen Zustand zwischenzuspeichern. Attributen ko¨nnen Werte zugewiesen werden. Dafu¨r
gibt es zwei verschieden Arten der Zuweisung, statisch im Quelltext bei der Initialisierung
oder innerhalb einer Methode. Der Attributname ist eine textuelle Information und die
Schlu¨sselworte davor, der Typ und der zugewiesenen Wert eine semantische Information.
Die Auswertung der Klassenattribute ist bei der Aufbaumethode lesbar, weil die Aufbau-
methode bei Komponententests diese verwendet.
5.3.5 Dokumentation
Die Dokumentation einer Javaklasse ist in drei verschiedene Arten einteilbar. Die Me-
thodendokumentation, Klassendokumentation und Kommentare. Methodendokumentati-
on befindet sich vor der Methodensignatur und beschreibt die U¨bergabeparameter, den
Ru¨ckgabeparameter und Ausnahmen. Zudem ist eine textuelle Beschreibung der Methode
und einer Erkla¨rung was bei der Benutzung zu beachten ist darin inkludiert. Die Klas-
sendokumentation ist ha¨ufig nach den Importanweisungen und vor der Klassendefinition.
Diese kann die Erkla¨rung der Funktionalita¨t der Klasse, den Autor und eine Versions-
nummer beinhalten. Kommentare sind u¨berall im Java Quelltext mo¨glich und werden mit
// am Anfang gekennzeichnet oder als Blockkommentare gestartet mit /* und beendet
mit */. Diese Kommentare werden fu¨r verschieden Zwecke wie z.B. TODO-Erinnerungen,
Weblinks oder Quelltexterkla¨rungen verwendet. Als Standard fu¨r Kommentare wird bei
Java JavaDoc4 verwendet. Dieser Standard definiert Annotationen zur Strukturierung der
Dokumentation, wie z.B. @param fu¨r ein U¨bergabeparameter. Aufgrund des Standards ist
die Dokumentation eine textuelle Information, die sowohl strukturiert wegen den Annota-
tionen als auch unstrukturiert wegen des Freitext ist.
Klassendokumentation
Innerhalb des Freitextes sind HTML-Anweisungen erlaubt. 5 Diese HTML-Anweisungen
ko¨nnen fu¨r Hervorhebungen genutzt werden und erho¨hen nur die Lesbarkeit durch hervor-
heben von wichtigen Elementen. Problem an Formatierung und Hervorhebungen ist, dass
diese keinen festgelegen Regeln folgen mu¨ssen und somit die Analyse davon komplex ist.
2http://maven.apache.org/
3http://maven.apache.org/surefire/maven-surefire-plugin/examples/inclusion-exclusion.html
4https://www.oracle.com/technetwork/java/javase/documentation/index-137868.html
5https://www.oracle.com/technetwork/java/javase/documentation/index-137868.html#format,
zuletzt besucht am 13.08.2019
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HTML-Anweisungen bieten mehr Mo¨glichkeiten als nur Hervorhebungen, deswegen ist eine
Informationsgewinnung aus diesen HTML-Anweisungen nicht in dieser Arbeit. Der Frei-
text einer Testklasse kann beschreiben welche Klasse getestete wird. In dieser Beschreibung
sollte ein a¨hnliches Vokabular, wie in der getesteten Klasse verwendet werden. Durch die
Nutzung dieser A¨hnlichkeit sollten Ru¨ckschlu¨sse auf die getestete Klasse bzw. Methode
mo¨glich sein. Fu¨r das Verarbeiten der Dokumentation ist ein Versta¨ndnis des Freitextes
notwendig. Dies ist aufgrund der Komplexita¨t nicht teil dieser Arbeit. Eine Sonderform
dieses Freitextes ist ein Lizenztext. Dieser beschreibt nur die rechtlichen Grundlagen des
Quelltextes, z.B. die MIT-Lizenz. Dieser Text ist unabha¨ngig von dem Programm und
nur von der gewa¨hlten Lizenz abha¨ngig. Deswegen entha¨lt dieser Text keine verwendbaren
Informationen fu¨r diese Arbeit. Die Beschreibungsanweisungen folgen strukturell auf dem
Freitext. Vorhandene Beschreibungsanweisungen sind: @author, @version, @since, @see,
@deprecated und @link6. @deprecated markiert eine Klasse als veraltet. Diese Annota-
tion liefert keine Information fu¨r das Verfahren, weil
”
veraltete“ Methoden immer noch
semantisch zusammengeho¨rig sein ko¨nnen. @version und @since treffen Aussagen u¨ber
die Version und ab wann die Klasse vorhanden war. Beides entha¨lt keine fu¨r dieses Projekt
nutzbare Informationen, weil die Komponententestversion unabha¨ngig von der Version der
getesteten Klasse ist. @see und @link erlaubt es auf andere Beschreibungsanweisungen zu
verweisen oder Verweise auf andere Seiten einzubinden. Ein Verweise auf eine andere Klas-
se oder Methode kann Ru¨ckschlu¨sse auf die getestete Klasse oder Methode liefern. Ein Link
zu einer anderen Seite im Internet wu¨rde das Verarbeiten der Internetseite erfordern. Dies
ist aufgrund der Komplexita¨t der Informationsgewinnung aus einer Internetseite nicht Teil
dieser Arbeit. @author dient dazu den Autor einer Testklasse zu nennen. Die Annahme,
dass in einem Projekt die Testklasse und die getestete Klasse den selben Autor besitzen
erscheint nicht richtig. In kleinen Projekten mit wenigen Autoren, ist die Anzahl an Test-
klassen, die ein Autor erstellt, eine anteilsma¨ßig große Menge und deswegen die Anzahl an
Kandidaten zu groß. In gro¨ßeren Projekten wird ist eine Klasse nicht mehr an eine Person
zuordnenbar, weil mehrere Autoren an einer Klasse arbeiten. Dies sorgt dafu¨r, dass die
Menge der Autoren zu groß wird und somit die Menge der Kandidaten an getesteten Klas-
sen. Die Dokumentationsrichtlinien von Google verweisen darauf diese Annotation explizit
nicht zu verwenden, weil die Versionsverwaltung dies besser erfu¨llt7. Wegen diesen Gru¨n-
den wird die Author Annotation in dieser Arbeit nicht verwendet. Zusammengefasst sind
in Dokumentation viele Information vorhanden, die aber zu komplex und zu wenig erfolgs-
versprechend sind fu¨r diese Arbeit. Deswegen wird kein Teil der Klassendokumentation
verwendet werden.
Testmethodendokumentation
Die Testmethodendokumentation besitzt die a¨hnliche Struktur wie die Klassendokumenta-
tion. Es kann ein Beschreibungstext gefolgt von Beschreibungsanweisungen existieren. Der
Beschreibungstext kann erkla¨ren welche Methode bzw. Klasse getestete wird oder welche
Funktionalita¨t. In der Beschreibung sollte aber ein a¨hnliches Vokabular wie in der geteste-
ten Klasse sein. Deswegen sollte dieser Ru¨ckschlu¨sse auf die getestete Methode bzw. Klasse
liefern ko¨nnen. A¨hnlich zu dem Freitext der Klassendokumentation wird dieser auch nicht
verwendet in dieser Arbeit wegen der Komplexita¨t. Bei Methoden gibt es drei wesentlichen
Beschreibungsanweisung: @param, @return und @throws. @param dient zur Beschreibung
der Parameter einer Methode. @return dient zur Beschreibung des Ru¨ckgabetypen falls
vorhanden. @throws dient zur Beschreibung von Ausnahmen. In der Erkla¨rung davon
kann erkla¨rt werden, warum die Ausnahme auftritt und wie diese vermeidbar wa¨re. @re-
turn und @throws besitzt die Dokumentation eines Komponententest nicht, weil die Me-
6https://en.wikipedia.org/wiki/Javadoc#Table_of_Javadoc_tags, zuletzt besucht am 13.08.2019
7https://opensource.google/docs/copyright/#individual-author-information, zuletzt besucht am
18.10.2019
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thodensignatur keine U¨bergabeparameter und Ru¨ckgabetypen erlaubt. @throws kann ein
Komponententest besitzen, aber Ausnahmen sind keine Funktionalita¨t sondern Grenzen
von Funktionalita¨t. Eine Ausnahme wenn z.B. eine Datei nicht gefunden wird, liefert keine
Informationen u¨ber die Methode, die verwertbar fu¨r diese Arbeit sind. Deswegen folgen
aus diesen drei Beschreibungsanweisungen keine Informationen. Die von Klassendokumen-
tation bekannten Beschreibungsanweisungen wie z.B. @Author wa¨ren syntaktisch erlaubt,
liefern aber keine Informationen wie bereits bei der Klassendokumentation erkla¨rt wurde.
Deswegen werden die Beschreibungsanweisung bei Testmethoden keine Ru¨ckschlu¨sse fu¨r
diese Arbeit liefern.
Kommentare
Kommentare in Testklassen ko¨nnen sowohl innerhalb Methoden als auch außerhalb davon
stehen. Diese ko¨nnen verschieden Bedeutungen wie z.B. Entwicklungsentscheidungen ha-
ben. Durch ein Versta¨ndnis der Bedeutung wa¨re die Ru¨ckfu¨hrung auf die getestete Klasse
oder Methode mo¨glich. Der in anderen Arbeiten verwendete Ansatz u¨ber ein a¨hnliches Vo-
kabular wa¨re dafu¨r verwendbar [KGDP11]. Die Verarbeitung und Informationsgewinnung
aus diesen Kommentaren ist wegen der Komplexita¨t nicht teil dieser Arbeit. Deswegen
liefern Kommentare fu¨r diese Arbeit keine Ru¨ckschlu¨sse.
5.3.6 Methode
Eine Methode la¨sst sich unterteilen in Rumpf und die Methodensignatur. Die Methoden-
signatur besteht aus einem Sichtbarkeitsmodifizierer, gefolgt von dem Ru¨ckgabetyp und
dann dem Methodennamen. Der Methodenname ist eine textuelle Information, z.B. ran-
domMove. Der Rumpf besteht aus aufgerufenen Methoden z.B. isEmpty und Zuweisungen
z.B. Square square = getSquare(). Aufgerufene Methoden beinhalten als Information
das Aufrufobjekt, die Methode und die U¨bergabeparameter. Alle diese Information sind
semantische Informationen. Zuweisungen bestehen in Java aus zwei Teilen. Einem Objekt
mit einem textuellen Bezeichner und einer zugewiesenen Referenz, z.B. Number i = Num-
ber.of(42); Dies kann eine direkte Zuweisung oder der Ru¨ckgabeparameter einer Metho-
de sein. Deswegen beinhaltet eine Zuweisung textuelle Informationen mit dem Bezeichner.
Der Typ des Objektes und die zugewiesene Referenz sind semantische Informationen.
Methodenname
Der Methodenname eines Komponententest kann die getestete Methode oder das getes-
tete Verhalten beschreiben. Diese kann u¨ber Benennungsregeln innerhalb eines Projektes
festgelegt werden. Falls diese Testmethode namentlich a¨hnlich wie die getestete Metho-
de benannt wird, la¨sst sich daraus ein Ru¨ckschluss erzeugen. Testmethoden ko¨nnen auch
nach Fehlermeldungen und Problemen(engl. Issue) benannten werden, z.B. Github155. In
dem Fall wa¨re es mo¨glich mittels der Fehlermeldungen Ru¨ckschlu¨sse zu gewinnen. Da diese
Fehlermeldungen verarbeitet werden mu¨ssten, nicht teil der Eingabedaten sind und die Zu-
ordnung komplex ist, wird dieser Fall nicht beachtet. Deswegen sollte dieser Ru¨ckschlu¨sse
auf die getestete Methode oder Klasse liefern, falls diese gleich oder a¨hnlich benannt sind.
Kontrollfluss
Anhand der Reihenfolge der Zuweisungen und Methodenaufrufen mit Parametern ist es
mo¨glich den Kontrollflussgraph zu extrahieren. Dieser Graph ist gerichtet und kann Zyklen
enthalten. Nur Methoden die innerhalb eines Komponententests gemeinsam vorhanden
sind ko¨nnen semantisch zusammengeho¨rig erkannt werden. Deswegen lassen sich aus dem
Kontrollfluss die verwendeten Methoden extrahieren und aus denen eine Menge an mo¨g-
lichen semantisch zusammengeho¨rigen Methoden. Die Verkettung von Methoden ist vom
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Programmierer und den Stilrichtlinien abha¨ngig und nicht semantisch relevant. Deswegen
wird aus einer Verkettung keine Information gewonnen, weil der Methodenkontext diese
Information auch beinhaltet.
Beispiel 5.2: Beispiel fu¨r Verkettung von Methodenaufrufen
Proce s sBu i lde r b u i l d e r = new Proce s sBu i lde r ( arg ) . i nhe r i t IO ( ) ;
Proce s sBu i lde r b u i l d e r = new Proce s sBu i lde r ( arg ) ;
b u i l d e r . i nhe r i t IO ( ) ;
In Beispiel 5.2 ist der Unterschied gezeigt. Beide Aufrufe von ProcessBuilder erledigen
semantisch das gleiche, haben dies aber mit und ohne Verkettung umgesetzt. In beiden
Fa¨llen ist der Methodenkontext ProcessBuilder und ermo¨glicht Aussagen u¨ber aufgeru-
fene Methoden einer Klasse. Daraus entsteht die genannte Grundmenge. Die Reihenfolge
von Methoden ist nicht relevant in Komponententests, weil sich Teilszenarien davon in der
Reihenfolge austauschen lassen und es einen Abha¨ngigkeitsgraph gibt. Der Abha¨ngigkeits-
graph liefert die Information, welche Quelltextbefehle erst nach andere Quelltextbefehlen
durchgefu¨hrt werden ko¨nnen. Der Abha¨ngigkeitsgraph ko¨nnte Informationen u¨ber Teilsze-
narien liefern. Diese Teilszenarien ko¨nnten dann semantisch zusammengeho¨rige Methoden
sein. Dieser Graph ist fu¨r diese Arbeit zu komplex zu erstellen, wegen der Verarbeitung von
Spru¨ngen und Lambdaausdru¨cken im Quelltext. Deswegen werden aus dem Kontrollfluss
nur die verwendeten Methoden fu¨r Ru¨ckschlu¨sse verwendet.
Variablenbezeichner
Die Variablenbezeichner innerhalb eines Komponententests ko¨nnen a¨hnlich zu den Va-
riablenbezeichnern oder Methodennamen in der getesteten Klasse sein. Diese A¨hnlich-
keit entsteht, wenn bei der Erstellung der Komponententests die Anforderungen oder der
Hauptquelltext einfließen. Wenn beim Erstellen der Komponententests der Quelltext nicht
hinzugezogen wird, sollte diese nicht vorhanden sein. Die A¨hnlichkeit sollte durch ein a¨hnli-
ches Vokabular ru¨ckverfolgbar sein [KGDP11]. Klock et al. erreichte mittels Traceclipse
im Durchschnitt eine Pra¨zision von 40% und Ausbeute von 30%. Dies zeigt, dass diese
A¨hnlichkeit nur bedingt verwertbare Ergebnisse produziert. Diese Ergebnisse sind damit
begru¨ndbar, dass die Benennung den Typ der Variable nicht beinhalten soll 8 Dies erlaubt
zwei Ru¨ckschlu¨sse: Programmierer erwa¨hnen den Typ der Variable in dem Bezeichner so
ha¨ufig, dass ein Richtlinie darauf hinweisen muss es nicht zu tun und Variablen sollten nach
ihrer Funktionalita¨t benannt werden. Im Fall einer Benennung nachdem Typ, ist der sta-
tische Typ der Variable ausreichend und beinhaltet diese Information vollsta¨ndig. Im Fall
einer Benennung nach Funktionalita¨t wa¨re ein Versta¨ndnis der Intention der Benennung
notwendig. Dies ist wie bei der Dokumentation und Kommentaren zu komplex fu¨r diese
Arbeit. Deswegen werden in dieser Arbeit aus Variablenbezeichnern keine Informationen
gewonnen.
5.3.7 U¨berpru¨fungen
Komponententestmethoden ko¨nnen U¨berpru¨fungen besitzen um einen Zustand zu u¨ber-
pru¨fen. JUnit bietet dafu¨r statischen Methoden an, wie z.B. assertTrue. Diese besitzen
bis zu drei Parameter: das Testobjekt, das Vergleichsobjekt und einer Zeichenkette fu¨r
den Fehlerfall. Das Vergleichsobjekt und die Zeichenkette sind optional, z.B. assertTrue
beno¨tigt nur das Testobjekt. Als Test- und Vergleichsobjekt kann ein Methodenaufruf mit
8https://github.com/twitter/commons/blob/master/src/java/com/twitter/common/styleguide.
md#variable-naming, zuletzt besucht am 19.10.2019
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Ru¨ckgabetyp verwendet werden. Das Test- und Vergleichsobjekt sind semantische Infor-
mation, die Zeichenkette eine textuelle Information. Hamcrest9 erlaubt die Verwendung
von Hilfsmethoden mit der Methode assertThat. Diese Hilfsmethoden sind Zuordner,
wie z.B. lt fu¨r weniger als. assertThat hat als Signatur eine optionale Zeichenkette, ein
Testobjekt und einen Zuordner.
Die U¨berpru¨fungen innerhalb eines Komponententests dienen dazu einen Zustand oder
das Ergebnis der aufgerufen Methoden zu u¨berpru¨fen. Durchgefu¨hrt wird diese U¨berpru¨-
fung mittels der assert Methoden. Diese besitzen als Parameter zumeinst ein getestetes
und ein Vergleichsobjekt. Das Testobjekt kann entweder vor der U¨berpru¨fung oder in der
U¨berpru¨fung vera¨ndert werden. Ein Sonderfall sind die beiden Methoden assertTrue und
assertFalse. Diese sind Bequemlichkeitsmethoden fu¨r assertEquals(true,Methode())
bzw. assertEquals(false,Methode()). Es existieren zwei Fa¨lle von Aufbauarten einer
U¨berpru¨fung, welche in Beispiel 5.3 dargestellt sind.
Beispiel 5.3: Die zwei Aufbauarten von U¨berpru¨fungen
boolean value = true ;
a s s e r tEqua l s ( true , Boolean . xor ( value , va lue ) ) ;
va lue = Boolean . xor ( value , va lue ) ;
a s se r tTrue ( va lue ) ;
Der erste Fall ist, dass das Objekt vorher erstellt wird und innerhalb der U¨berpru¨fung
einer Methode aufgerufen wird darauf und der Ru¨ckgabewert u¨berpru¨ft wird. Aus diesem
Fall folgt die Information u¨ber ein Methodenaufruf, der ein Hinweis auf die getestete Me-
thode sein kann. Hierbei muss beachtet werden, dass dies eine Zugriffsfunktion sein kann.
Im zweiten Fall wird das Objekt vor der U¨berpru¨fung vera¨ndert und in der U¨berpru¨fung
nur noch vergleichen ohne vera¨ndernden Methodenaufruf. Hieraus folgt die Information
des getesteten Objektes, worauf u¨ber Ru¨ckverfolgung eine getestete Methode gewinnbar
sein kann. Das Objekt in der U¨berpru¨fung kann ein Objekt einer Standardklasse wie z.B.
String sein. In diesem Fall ist der Inhalt des Objektes und der Ursprung relevant. Bei
einer Zeichenkette wa¨ren dies der textuelle Inhalt und die Methode, die diesen zuru¨ckgab.
Bei einer Zahl kann die Bedeutung z.B. ein HTTP-Fehlernummer sein, was nur mit einem
Versta¨ndnis der Intention erkennbar und auswertbar wa¨re. Der Inhalt von diesen Stan-
dardobjekt wird deswegen aufgrund der Komplexita¨t nicht in dieser Arbeit betrachtet.
Zusammengefasst erlaubt die U¨berpru¨fung Ru¨ckschlu¨sse auf die getestete Klasse und auf
die getestete Methode.
5.3.8 Auf- und Abbaumethode
Junit erlaubt die Definition von Auf- und Abbaumethoden. Aufbau- und Abbaumethode
sind Methoden mit der Besonderheiten einer Annotation, welche den Ausfu¨hrungszeit-
punkt definiert. Der Ausfu¨hrungszeitpunkt ist vor jedem Test @Before, nach jedem Test
@After, vor der Klasse @BeforeClass oder nach der Klasse @AfterClass. Innerhalb des
Aufbaus sollen Objekte fu¨r die Komponententests erzeugt oder ein Zustand hergestellt
werden. Innerhalb des Abbaus kann der Zwischenzustand gespeichert oder aufgera¨umt
werden, z.B. durch Schließen einer Datenbankverbindung. Wie Komponententestmetho-
den lassen sich die Methoden in zwei Teile unterteilen: die Methodensignatur und den
Rumpf. Die Methodensignatur ist gleich zu der eines Komponententest. Der Rumpf ist
gleich zu der einer Methode.
9https://github.com/hamcrest/JavaHamcrest
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Aufbaumethode
Der Methodenname der Aufbaumethode kann beschreiben, welche Objekte erstellt werden.
Dann wu¨rde dieser Ru¨ckschlu¨sse auf die erstellten Objekte und daraus auf die getesteten
Objekte geben ko¨nne. Aber in der JUnit Dokumentation wird setUp oder setUpClass
verwendet 10. Diese Benennung hat seinen Ursprung in JUnit3. In dieser Version war die
Aufbaumethode eine Methode mit dem Name setUp und wurde u¨berschrieben mit der
@Override Annotation [HT03]. Dieser Methodenname hat sich deswegen durchgesetzt.
Da die erstellten Objekte anhand der Zuweisungen und aufgerufenen Methoden eindeu-
tig ist, liefert der Methodenname keine neuen Informationen. Deswegen ko¨nnen aus dem
Methodennamen der Aufbaumethode keine fu¨r diese Arbeit verwendbaren Informationen
gewonnen werden.
Zuweisungen von Klassenvariablen in der Aufbaumethode einer Komponententestklasse
liefern die Information u¨ber Kandidaten fu¨r die ein Objekt, welches in mehreren Tests
verwendet wird. Ein Objekt, welches vor jedem Test gesetzt wird kann eine Voraussetzung
fu¨r eine Zustandsa¨nderung in einem Tests sein. Auf diesem Objekt kann eine Methode
aufgerufen werden zum Vera¨ndern des Zustandes oder als Parameter u¨bergeben werden.
Im Falle eines Methodenaufrufs auf diesem Objekt liefert dieses Objekt die Methode als
Kandidat fu¨r die getestete Methode. Falls das Objekt als Parameter u¨bergeben wird, so
ist die Methode, die das Objekt als Parameter bekommt, ein Kandidat fu¨r die getestete
Methode. Diese Methode kann auch nicht die getestete sein, falls z.B. eine Datenbankver-
bindung in der Aufbaumethode erstellt wird, die Anfrage ansich und nicht der Transport
der Anfrage u¨ber die Verbindung getestete wird. In beiden Fa¨llen lassen sich Ru¨ckschlu¨sse
auf die getestete Klasse und Methode gewinnen. Die getestete Klasse la¨sst sich anhand des
Typs der Variable und die Definitionsklasse der Methode folgern.
Die aufgerufen Methoden in der Aufbaumethode ko¨nnen zur Erstellung der Klassenob-
jekte dienen. Dieses Methoden ko¨nnen auch teil von Zuweisungen sein. Eine Zuweisung
eines Objektes kann in Java u¨ber ein Konstruktoraufruf oder eine Methode durchgefu¨hrt
werden. Deswegen sollten mit den aufgerufenen Methoden mo¨gliche Kandidaten fu¨r Klas-
senobjekte und damit getestete Klasse und Methoden mo¨glich sein. A¨hnlich wie bei den
Zuweisungen kann eine aufgerufene Methode auch zur Erstellung des Zustandes vor der
Vera¨nderung gedient haben und nicht die getestete Methode sein. Insgesamt sollten trotz-
dem Ru¨ckschlu¨sse auf die getestete Methode und Klasse mo¨glich sein.
Fu¨r die Dokumentation der Aufbaumethode gelten die selben Folgerungen und Einschra¨n-
kungen wie bei der Methodendokumentation.
Abbaumethode
Der Methodenname der Abbaumethode ist a¨hnlich zu dem der Aufbaumethode. Der Name
sollte beschreiben, was innerhalb der Abbaumethode durchgefu¨hrt wird. Dies kann z.B. das
Speichern des Ergebnisses oder Schließen von Verbindungen sein. Anhand dessen wa¨re mit
der selben Begru¨ndung wie bei der Aufbaumethode ein Ru¨ckschluss mo¨glich. Der Metho-
denname der Abbaumethode besitzt aber wie der Name der Aufbaumethode Hindernisse
in der Informationsgewinnung. Der Unterschied ist, dass der Name tearDown statt se-
tUp ist. Deswegen ko¨nnen aus dem Methodennamen der Abbaumethode keine nu¨tzlichen
Informationen gewonnen werden.
In der Abbaumethode ko¨nnen Klassenvariablen mittels Zuweisungen zuru¨ckgesetzt werden.
Dieses Zuru¨cksetzen von Klassenvariablen ist ein Hinweis fu¨r ein Objekt, was innerhalb
des Tests verwendet wurde und damit Ru¨ckschlu¨sse auf die getestete Methode und Klasse
10https://github.com/junit-team/junit4/wiki/test-fixtures, angesehen am 19.10.2019
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Tabelle 5.1: Vorhandene Informationen im Quelltext, ihre Art und ihre Quelle
Quelle Information Art Testklassen Hauptklassen
Paketbezeichner Paketbezeichner textuell X X
Importanweisungen Importanweisungen textuell X X
Klassenbezeichner Klassenname textuell X X
Dokumentation Klassendokumentation textuell X X
Methodendokumentation textuell X X
Kommentare textuell X X
Methoden Methodenname textuell X X
Zuweisungen semantisch X X
Bezeichner textuell X X
aufgerufene Methoden semantisch X X
U¨berpru¨fungen semantisch X
Aufbaumethode Methodenname textuell X
Zuweisungen semantisch X
Methodenaufrufe semantisch X
Abbaumethode Methodenname textuell X
Zuweisungen semantisch X
Methodenaufrufe semantisch X
erlauben kann. Es gelten die selben Folgerungen wie bei der Analyse der Zuweisungen
innerhalb einer Aufbaumethode.
Die aufgerufene Methoden innerhalb der Abbaumethode werden meist dazu verwendet ent-
weder den Zustand zu speichern oder Ressourcen freizugeben. Dies kann z.B. das Speichern
eines Bildes nach einem Test sein. Fu¨r die aufgerufenen Methoden in der Abbaumethode
gelten die selben Folgerungen wie in fu¨r die aufgerufene Methoden in der Aufbaumethode.
Fu¨r die Dokumentation der Abbaumethode gelten die selben Folgerungen und Einschra¨n-
kungen wie bei der Methodendokumentation.
5.4 Zusammenfassung der gewonnen Informationen aus den
einzelnen Informationsquellen
Wie in Tabelle 5.1 erkenntlich ist, existieren verschiedene Informationsquellen mit Teil-
informationen. Diese wurden im vorherigen Abschnitt erkla¨rt und analysiert. Aus diesen
Teilinformationen folgen verschiedene Ru¨ckschlu¨sse, welche in Tabelle 5.2 zusammengefasst
ist. Es ist erkenntlich, dass keine Informationsquelle direkt semantisch zusammengeho¨rige
Methoden als Information liefert, sondern nur Hinweise darauf. Diese Hinweise werden als
Ru¨ckschlu¨sse bezeichnet. Es werden vier verschiedene Arten von Ru¨ckschlu¨ssen gewonnen:
Ru¨ckschlussart 1 verwendete Methoden
Ru¨ckschlussart 2 getestete Klasse
Ru¨ckschlussart 3 getestetes Objekt
Ru¨ckschlussart 4 getestete Methode
Es ist also erst notwendig einzelne Verfahren zu entwickeln, die diese Ru¨ckschlu¨sse extra-
hieren und dann eine Zusammenfu¨hrung der Ru¨ckschlu¨sse. Es werden erst die einzelnen
Verfahren entworfen und dann ein Gesamtverfahren erstellt.
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Tabelle 5.2: Ru¨ckschlu¨sse aus den Information nach der Auswertung
Quelle Information Kandidaten fu¨r
getestete getestete getestetes
Klasse Methode Objekt
Paketbezeichner Paketbezeichner x
Importanweisung Importanweisung x
Klassenname Klassenname x
Testmethode Methodenname x
Testmethode Kontrollfluss x
Testmethode aufgerufene Methoden x x
Testmethode U¨berpru¨fung x x x
Aufbaumethode aufgerufene Methoden x
Aufbaumethode Zuweisung x x
Abbaumethode aufgerufene Methoden x
Abbaumethode Zuweisung x x
Testklasse
Programmklassen
Paketbezeichner
extrahieren
Klassen im selben
Paket suchen
Testklassen
filtern Getestete Klassen
Programmklassen 
Abbildung 5.1: Verfahren zur Auswertung des Paketbezeichners einer Testklasse.
5.5 Auswertungsverfahren der einzelnen Informationsquellen
Nach der Analyse der einzelnen Informationsquellen und ihrer Ru¨ckschlu¨sse werden nur
Verfahren dafu¨r entworfen. Um aus den Information die analysierten Ru¨ckschlu¨sse zu ge-
winnen sind verschiedene Verfahren notwendig. Die einzelnen Verfahren mu¨ssen die Art
der Information, also textuell und semantisch, beru¨cksichtigen. Diese beiden Arten wer-
den verschieden verarbeitet. Zeitgleich ko¨nnen manche Verfahren die Ausgangsmenge ein-
schra¨nken, wie z.B. u¨ber die verwendeten Klassen.
Paketbezeichner
Wie im vorherigen Kapitel bereits analysiert kann aus den Paketbezeichner die Kandi-
datenmenge der getesteten Klasse gewonnen werden. Fu¨r die Suche wird ein dreistufiges
Verfahren verwendet, welches in Abbildung 5.1 dargestellt ist. Als erstes wird der Pa-
ketbezeichner der Testklasse extrahiert. Dann werden alle Klassen innerhalb des Pakets
gesucht. Als letztes werden dann die Testklassen aus der Menge entfernt, um nur noch
die Programmklassen zu haben. Das Ergebnis ist eine Kandidatenmenge an getesteten
Klassen.
Importanweisungen
Wie bereits vorgestellt, kann aus den Importanweisungen die Information der verwendeten
Klassen gewonnen werden. Die Analyse dieser wird durch ein dreistufiges Verfahren durch-
gefu¨hrt, welches in Abbildung 5.2 dargestellt ist. Als erstes werden alle Importanweisungen
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Testklasse
Extrahieren der
Importanweisungen
Auflösen der
Asteriskimporte
Filterung von
Nichthauptklassen
Verwendete 
Klassen
Programmklassen Programmklassen 
Abbildung 5.2: Verfahren zur Auswertung der Importanweisungen einer Testklasse.
Testklasse
Programmklassenname
Bereinigung des
Testklassennamens Vereinigung der Ergebnisse
FuzzyString
Fasttext
Cosinusdistanz
Gleichheit
Längste gleiche
Sequenz
Textähnlichkeiten
getestete Klasse
Abbildung 5.3: Verfahren zur Auswertung der Klassennamen einer Testklasse.
ausgelesen. Dann werden die Asteriskimportanweisungen aufgelo¨st, indem alle Klassen aus
dem Paket betrachtet werden. Als letztes werden alle Klassen die nicht teil des Programms
sind entfernt. Das Ergebnis ist eine vollsta¨ndige Liste der verwendeten Klassen.
Klassennamen
Wie im vorherigen Kapitel vorgestellt wurde, kann aus dem Klassennamen einer Testklasse
die Information der getesteten Klassen gewonnen werden. Diese Auswertung wird mittels
eines mehrstufigen Verfahrens, welches in Abbildung 5.3 dargestellt ist, durchgefu¨hrt. Da
der Klassenname textueller Natur ist findet erst eine Vorverarbeitung statt. Hierbei wer-
den die genannten Benennungsregeln fu¨r Testfa¨lle ru¨ckga¨ngig gemacht, sodass nur noch
der Klassenname ohne Zusatz wie z.B.
”
test“ vorhanden ist. Die Bereinigung entfernt mit-
tels dem regula¨ren Ausdruck
”
(?i)test“ alle Fragmente die darauf passen(engl. matchen)
ohne Beru¨cksichtigung der Groß- und Kleinschreibung. Im na¨chsten Schritt wird der Klas-
senname der Testklasse mit allen anderen Namen der Programmklassen verglichen. Fu¨r
den Vergleich werden verschiedene Zeichenkettenalgorithmen verwendet, welche in Kapi-
tel 2 erla¨utert sind. Diese sind ein einfacher textueller Vergleich, fastText, Kosinusdistanz,
JaroWinkler, la¨ngstes gleiches Teilwort und Fuzzystring. Der einfache textuelle Vergleich
hat den Vorteil, dass das Ergebnis exakt ist, falls die Klasse exakt wie die getestete Klasse
heißt. fastText wird verwendet, weil die A¨hnlichkeit von Teilfragmenten hierbei bevorzugt
wird. Wo¨rter die aus a¨hnlichen Teilfragmenten bestehen ko¨nnten immer noch auf eine
A¨hnlichkeit hindeuten. Die Kosinusdistanz und JaroWinkler haben den Vorteil, dass diese
mit Tippfehlern und leicht verschiedenen Worten noch gute Ergebnisse produzieren. Dies
liegt an der Unscha¨rfe fu¨r die Position der gleichen Buchstaben. Fuzzystring und la¨ngstes
gleiches Teilwort ist dann erfolgsversprechend wenn Klassenname und Testklassenname an
gleichen Stellen im Wort die selben Buchstaben haben. Dies funktioniert sehr gut wenn
das eine Wort ungefa¨hr Teilwort des anderen ist und Worte gleiche Textfragmente be-
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Testklasse
Programmmethodenname
Bereinigung des
Testmethodennamens Vereinigung der Ergebnisse
FuzzyString
Fasttext
Cosinusdistanz
Gleichheit
Längste gleiche
Sequenz
Textähnlichkeiten
getestete Methode
Abbildung 5.4: Verfahren zur Auswertung der Methodennamen einer Testklasse.
sitzen. Fu¨r die Vergleiche haben die Autor in [CKV19] eine Algorithmus vorgeschlagen,
der eine Schnittmenge von verschiedene Zeichenkettenalgorithmen ist. Diese Schnittmenge
ist, aber schlechter als eine Zusammenfu¨hrung der verschiedenen Algorithmen. Dies hat
zwei Gru¨nde: Erstens haben die verschieden Algorithmen in dieser Arbeit eine hohe A¨hn-
lichkeit als Minimum festgelegt. Somit sind die Ergebnismengen der Algorithmen kleiner
als in dem Papier und eine Schnittmenge wu¨rde die leere Menge produzieren. Zweitens
werden fu¨r die Zuordnung nur die Klassennamen der im Quelltext verwendeten Typen
genutzt, die Teil der Hauptklassen sind und nicht von einer Programmabha¨ngigkeit oder
der Standardbibliothek stammen. Somit ist die mo¨gliche Ergebnismenge nochmal kleiner
als in dem Papier. Im letzten Schritt werden die Ergebnismengen deswegen vereinigt und
bilden eine Liste von Klassennamen der Kandidaten fu¨r die getestete Klasse.
Methodenname
Aus dem Methodennamen einer Testmethode kann die Information der getesteten Me-
thode gewonnen werden, wie im vorherigen Kapitel vorgestellt. Die Analyse wird wie bei
Klassennamen durchgefu¨hrt mit der A¨nderung, dass statt Klassennamen nur die Namen
der aufgerufenen Methoden fu¨r die Zuordnung u¨bergeben werden. In Abbildung 5.4 ist
dies dargestellt. Das Ergebnis ist eine Liste an Kandidaten fu¨r die getestete Methode und
ihre Definitionsklassen.
Aufgerufene Methoden
Aus den aufgerufenen Methoden in einem Komponententest wird die Information der ver-
wendeten Methoden gewonnen. Diese bilden eine Grundmenge der mo¨glichen zusammenge-
ho¨rigen Methoden. Die Analyse dieser wird in einem dreistufigen Verfahren durchgefu¨hrt,
welches in Abbildung 5.5 dargestellt ist. Als erstes werden alle aufgerufenen Methoden
innerhalb der Testmethode extrahiert. Dann werden mithilfe der Methoden, die teil der
Hauptklassen sind, alle aufgerufenen Methoden, die nicht teil der Hauptklassen sondern
einer Abha¨ngigkeit sind, gefiltert. Zusa¨tzlich werden alle Methoden, die mit get oder is
beginnen entfernt. Diese Methodennamen sind ein Zeichen fu¨r eine Zugriffsfunktion. Das
Ergebnis sind die verwendeten Methoden innerhalb des Komponententests. Dieses Metho-
den sind dann Kandidaten fu¨r die semantisch zusammengeho¨rigen Methoden.
U¨berpru¨fung
Aus den U¨berpru¨fungen in einem Komponententest lassen sich Ru¨ckschlu¨sse auf die ge-
testete Methode, die getestete Klasse und das getestete Objekt ziehen. Dies ist abha¨ngig
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Testmethode
Methodenaufrufe
extrahieren
Filtern von
Abhängigkeiten
Filtern anhand des
Methodennamens
Verwendete
Methoden
Programmklassen
Abbildung 5.5: Verfahren zur Auswertung der Methodenaufrufe einer Testmethode.
Testmethode
Überprüfungen
extrahieren
Extrahieren von
Objekten und
Methodenaufrufen
Filtern von nicht
Programmklassen
getestete Klassen,
Methoden, Objekte
Verwendete Klassen
extrahieren
Programmklassen
Abbildung 5.6: Verfahren zur Auswertung der U¨berpru¨fungen einer Testmethode.
von dem Aufbau der U¨berpru¨fung. Die Analyse wird durch mehrstufiges Verfahren umge-
setzt, welches in Abbildung 5.6 dargestellt ist. Als erstes werden die U¨berpru¨fungen der
Testmethode extrahiert. Als zweites werden aus den Parametern der U¨berpru¨fung alle Me-
thodenaufrufe und verwendeten Objekte extrahiert. Von den Objekten wird dann der Typ
extrahiert. Aus den Methodenaufrufen wird die Definitionsklasse und der Aufrufkontext
extrahiert. Mittels dem Aufrufkontext und den Objekten werden dann Methoden gesucht,
die diese innerhalb des Tests als Aufrufkontext oder Parameter nutzen. Aus den Objekten
und Methodenaufrufen werden dann die Klassen, wo diese definiert sind, extrahiert. Als
letztes werden dann alle Objekte, Klassen und Methoden, die nicht teil des Hauptpro-
gramms sind, entfernt. U¨brig bleibt eine Menge an Kandidaten fu¨r getestete Methoden,
Klassen und Objekten.
Aufbaumethode
Zuweisungen 
extrahieren
Bezeichner/
Typ extrahieren
Objekte
rückverfolgen
getestete Klassen
getestete Methoden
Testmethoden
Abbildung 5.7: Verfahren zur Auswertung der Zuweisungen einer Aufbaumethode.
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Aufbaumethode
Die Zuweisungen der Aufbaumethoden werden mit einem dreistufigen Verfahren ausgewer-
tet, welches in Abbildung 5.7 dargestellt ist. Im ersten Schritt werden alle Zuweisungen
extrahiert. Dann werden die Bezeichner und Typen der zugewiesenen Objekte extrahiert.
Mittels dem Bezeichner und den Typen werden dann alle Methoden aus allen Testme-
thoden extrahiert, die auf diesem Objekt eine Methode aufrufen oder es als Parameter
u¨bergeben. Das Ergebnis sind die Kandidaten fu¨r die getestete Klasse und Methoden.
Die aufgerufene Methoden in der Aufbaumethode werden auf die gleiche Weise wie die
Methoden einer Testmethode ausgelesen.
Abbaumethode
Die Zuweisungen und aufgerufene Methoden der Abbaumethoden werden auf die gleiche
Weise wie bei der Aufbaumethoden ausgewertet.
5.6 Entwurf des Gesamtverfahrens
Nachdem die einzelnen Verfahren fu¨r die Auswertung der Informationsquellen vorgestellt
wurden, wird aus diesen Information das endgu¨ltige Ergebnis erstellt. In Tabelle 5.2 sind
die Informationen nochmal zusammengefasst. Die Quelle ist die Informationsquelle inner-
halb der Testklasse, die Information ist ein Teil der Informationsquelle und der Ru¨ckschluss
ist das Ergebnis daraus. Nun sind verschiedenen Ru¨ckschlu¨sse vorhanden, deren Gewin-
nung aber keine direkten Informationen u¨ber semantisch zusammenha¨ngende Methoden.
Deswegen muss aus den vorhanden Informationen ein Verfahren entworfen werden. Da
die einzelnen Ru¨ckschlu¨sse, aber ein Hinweis auf die Zusammengeho¨rigkeit sein ko¨nnen,
ist eine Heuristik als Verfahren denkbar. Deswegen werden den einzelnen Informationen
verschiedene Konfidenzwerte gegeben. Diese sind ho¨her, je genauer die Information ist.
Eine Methode die in der U¨berpru¨fung aufgerufen wird ist z.B. ein deutlich feingranularer
Information als Klassen die im selben Paket sind. Um diese Konfidenzwerte zu verteilen
auf die Methoden wird erst eine Grundmenge erstellt.
Die Grundmenge aller mo¨glichen zusammengeho¨rigen Methoden bilden dabei die aufgeru-
fenen Methoden. Aus diesen werden alle mo¨glichen Kombination von Paaren erstellt. Zwei
Methoden die in keinem Komponententest miteinander vorhanden sind, sind fu¨r dieses
Verfahren nicht als zusammengeho¨rig erkennbar. Dann werden aus dieser Grundmenge al-
le Paare entfernt, welche beide in der selben Klassen definiert sind. Klassen sollten in sich
zusammengeho¨rig sein und deswegen sind diese Paare nicht relevant fu¨r das Verfahren. Fu¨r
jeden Ru¨ckschluss wird nun der Konfidenzwerte erho¨ht, falls ein Paar die selbe Methode
oder Klasse hat. Nun besitzt jedes Methodenpaar ein Konfidenzwert. Dieses gibt an, fu¨r
wie wahrscheinlich das Verfahren die zusammengeho¨rige ha¨lt. Der Konfidenzwert nimmt
Werte aus dem Intervall [0, 1] an. Eins steht hier fu¨r sehr wahrscheinlich, null fu¨r keine
Zusammengeho¨rigkeit.
6 Implementierung
Im folgenden Kapitel wird die Implementierung des im Entwurf vorgestellten Verfahrens
vorgestellt. Das Programm zur Lo¨sung des Problems besteht aus 3 Phasen:
Phase 1 Zerteilen und Transformieren des Quelltextes
Phase 2 Gewinnung der Informationen aus einzelnen Quelltextteilen
Phase 3 Auswertung der Informationen
Fu¨r diesen Aufbau wurde sich entschieden, weil das Zerteilen des Quelltextes, spa¨ter in
dem Projekt, durch eine andere Arbeit ersetzt wird und dies nur vorla¨ufig ist. Die Tren-
nung der Auswertung und der einzelnen Verfahren erlaubt das Hinzufu¨gen von weiteren
Verfahren mit geringem Aufwand. Die einzelnen Phasen bauen aufeinander auf. In der
Phase des Zerteilens wird der Quelltext transformiert und wa¨hrenddessen fu¨r das Ver-
fahren wichtige Informationen extrahiert. Die Darstellung dessen und das Vorgehen wird
erkla¨rt im Verlauf dieses Kapitels erkla¨rt. In der Phase der Informationsgewinnung werden
mittels verschiedener Matcher Ru¨ckschlu¨sse aus dem transformierten Quelltext gewonnen.
Zum Schluss werden die verschiedenen Ru¨ckschlu¨sse zusammengefu¨hrt und die im Entwurf
vorgestellt Aufteilung der Konfidenzen fu¨r die einzelnen Ru¨ckschlu¨sse verwendet.
6.1 Zerteilen und Transformieren des Quelltextes
Mittels Spoon [PMP+15] wird der Java Quelltext aus beliebig vielen Pfaden eingelesen
und der Spoon-Syntaxbaum des Programms erstellt. Dieser ist ein Baum, der aus allen
abstrakten Syntaxba¨umen des Programms besteht und Typinformationen entha¨lt. Dieser
Baum wird dann mittels einer Tiefensuche traversiert und dabei die Spoonklassen in ei-
ne eigene Darstellung transformiert. Diese Transformation wird mittels einem Besucher
durchgefu¨hrt, welcher spa¨ter vorgestellt wird. Aus dieser Transformation entsteht dann
ein eigener Baum, der nur noch die fu¨r diese Arbeit relevanten Informationen entha¨lt.
Der Baum wird durch zwei Klassen und eine Schnittstelle repra¨sentiert, welche in Ab-
bildung 6.1 dargestellt sind. Bei der Tiefensuche werden zwei verschiedene Knotenarten
erstellt, SourceClassNode und PackageNode. Die Knoten besitzen die fu¨r die Konstruktion
eines Baumes notwendigen Methoden wie einfu¨gen und verbinden. Durch diese Methoden
wird der Baum rekursiv, von der Wurzel startend, aufgebaut wa¨hrend dem Zerteilen. Die
beiden Knotenarten stellen die Unterscheidung zwischen einem Paket, also einem Ord-
ner und einer Quelltextklasse also einer Java-Datei dar. Beim Zerteilen wird beim Errei-
chen eines Objektes zwischen einer Datei oder eines Ordners unterschieden. Je nach Typ
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I Node
getChildren():Collection<Node>
getParent():Node
remove():boolean
removeChild(remove:Node):boolean
insertChild(insert:Node):boolean
C SourceClassNode
getChildren():Collection<Node>
getParent():Node
insertChild(insert:Node):boolean
C PackageNode
getChildren():Collection<Node>
getParent():Node
insertChild(insert:Node):boolean
Abbildung 6.1: Schematische Darstellung des Quelltextbaumes
C CallGraphReader
createProjectTree(paths: String...):Node
C PackageScanner
visitCtPackage(ctPackage:CtPackage):void
visitCtClass(ctClass:CtClass):void
visitCtInterface(ctInterface:ctInterface):void
C SourceClassVisitor
visitCtPackage(ctPackage:CtPackage):void
visitCtClass(ctClass:CtClass):void
visitCtInterface(ctInterface:ctInterface):void
Abbildung 6.2: Schematische Darstellung des Zerteilungsvorgangs
des Objektes wird dann die passende Knotenart erstellt. Die Tiefensuche wird von dem
PackageScanner durchgefu¨hrt, welcher in Abbildung 6.2 dargestellt ist. Dieser besitzt zwei
innere Klassen, den PackageScanner fu¨r die Erstellung der PackageNode und den Sour-
ceClassVisitor fu¨r die Erstellung der SourceClassNode. Die beiden Besucher besitzen
Methoden fu¨r Klassen, Schnittstellen und Paketdefinitionen. Der PackageScanner nutzt
den SourceClassVisitor bei dem Besuchen einer Klassendefinition. Der SourceClass-
Visitor extrahiert alle Informationen u¨ber den Klassennamen, die Dokumentation, die
Paketdefinition, die Importe, die Klassenfelder und die Methoden. Aus diesen Methoden
werden dann Informationen, wie der Methodenname, die Parameter und die Annotationen
extrahiert. Die Testmethoden werden dann mittels eines StatementVisitor und einem
ExpressionVisitor zerteilt. Die Ergebnisklassen der Besucher sind in Abbildung 6.3 dar-
gestellt. Die einzelnen Klassen besitzen eine gemeinsame Schnittstelle, um eine Liste aller
Operationen innerhalb des Methodenrumpfs zu erstellen. Diese besitzen die notwendigen
Informationen, um mit diesen weiterzuarbeiten. Ein Methodenaufruf besitzt z.B. den Auf-
ruf, die Klasse der Definition, seine Parameter, den Aufrufkontext und den Name des
Aufrufkontextes.
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I Operation
C ValueAssignment
C Assignment C FieldAccess
C LocalVariable
C MethodCall
scope:String
scopeName:scopeName
args:Collection<Parameter>
call:String
C Parameter
Abbildung 6.3: Schematische Darstellung des Datenhaltung
6.2 Gewinnung der Informationen aus den Quelltextabschnit-
ten
Nachdem der Quelltext zerteilt und transformiert wurde, werden die Klassen einzeln wei-
terverarbeitet mittels verschiedener Matcher. Diese Matcher sind die im Entwurf vorge-
stellten Teilverfahren zur Auswertung einzelner Informationen wie z.B. dem Klassenna-
men. Die Verwaltung dieser u¨bernimmt eine Steuerungseinheit, welcher die verschiedenen
Matcher auf jeden Testmethode anwendet. Diese ist in Abbildung 6.4 dargestellt. Als
erstes wird von der Steuerungseinheit mittels des NodeSplitters in Hauptklassen und
Testklassen aufgeteilt. Die Matcher lassen sich in vier verschiedene Arten einteilen: Ast-
Matching, ClassNameMatching, MethodNameMatching und PackageMatching. Die Ast-
Matcher analysieren den Methodenrumpf. Die werten die U¨berpru¨fungen, die Aufbau-
und Abbaumethoden, wie in Kapitel 5 vorgestellt, aus und erstellen Ru¨ckschlu¨sse dar-
aus. Hierbei werden sowohl die U¨berpru¨fungen als auch die Aufbau- und Abbaumethoden
ausgewertet. Der ClassNameMatcher und MethodNameMatcher arbeiten auf Zeichenketten
und berechnen textuelle A¨hnlichkeit. Die textuelle A¨hnlichkeit wird mittels Zeichenket-
tena¨hnlichkeitsalgorithmen aus Apache Commons1 und fastText2 berechnet. FuzzyScore,
La¨ngste Gleiche Teilsequenz und JaroWinkler werden aus Apache Commons geladen und
fastText aus fastText.
fastText
Als Trainingskorpus fu¨r fastText wurden alle Methoden bzw. Klassennamen verwendet.
Es wurden zwei Modelle trainiert, eines fu¨r Methoden und eines fu¨r Klassennamen. Die
Klassennamen wurden fu¨r das Training nicht qualifiziert verwendet, d.h. ohne den voll-
sta¨ndigen Paketbezeichner. Dies liegt daran, dass sonst ein Großteil des qualifizierten Klas-
1https://commons.apache.org/proper/commons-text/apidocs/org/apache/commons/text/
similarity/SimilarityScore.html
2https://fasttext.cc/
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Matcher
AstMatching
ClassNameMatching
MethodNameMatching
PackageMatching
C AssertTracer
lookUp(method:Method):Collection<String>
C ObjectTracer
lookUp(method:Method):Collection<String>
C UsedMethodsTracer
lookUp(method:Method):Collection<String>
C ValueAssignmentTracer
lookUp(method:Method):Collection<String>
C ClassNameMatcher
lookUp(method:Method):Collection<String>
C FastText
trainModel(trainData:Collection<ClassName>):void
lookUp(ClassName : String):Collection<String>
C MethodNameMatcher
lookUp(method:Method):Collection<String>
C FastText
trainModel(trainData:Collection<MethodName>):void
lookUp(methodName:String):Collection<String>
C PackageMatcher
lookUp(package:String):Collection<String>
C Controller
startTraceing(startNode:Node):void
C NodeSplitter
splitNodes(rootNode:Node):void
uses
uses
uses
uses
uses
uses
uses
uses
uses
uses
Abbildung 6.4: Schematische Darstellung der Informationsgewinnung
sennamen a¨hnlich wa¨re und das Ergebnis schlechter. Es wurde sich gegen die bereits trai-
nierten Vektoren von Facebook entschieden. Diese wu¨rden Wo¨rter vorhersagen, die nicht
teil des Korpus wa¨ren. Zusa¨tzlich wu¨rde sie la¨nger trainiert werden mu¨ssen, weil die vor-
trainierten Vektoren eine deutlich gro¨ßere Gro¨ße besitzen. Die Vorhersagen von Wo¨rtern
außerhalb des Korpus war fu¨r dieses Verfahren nicht notwendig und ha¨tte das Ergebnis
verschlechtert. Eine Ru¨ckfu¨hrung von einem Wort außerhalb des Korpus zu einem Wort
des Korpus wa¨re mo¨glich u¨ber eine A¨hnlichkeitsabfrage von dem Testklassennamen gegen
alle Klassennamen. Wenn also der Testklassenname zu dem selben Wort a¨hnlich wa¨re wie
ein Hauptklassenname, so wa¨re dieser zuordenbar. Dieser Aufwand wurde aus genannten
Gru¨nden vermieden und gibt den zusa¨tzlichen Vorteil, dass alle A¨hnlichkeitsalgorithmen
unabha¨ngig von der Textsprache sind.
Nachdem alle Matcher ausgefu¨hrt wurden, werden die Ergebnisse zu den Methoden zu-
ru¨ckgeschrieben. In Quelltextausschnitt 6.1 sind die Ergebnis der verschiedenen Matcher
dargestellt. Die Klassen im selben Paket werden z.B. von dem PackageMatcher erzeugt.
Das Zuru¨ckschreiben wird von der Steuerungseinheit ausgefu¨hrt, die Matcher werden nur
angewandt.
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Quelltextausschnitt 6.1: Ergebnisse der Matcher
p r i v a t e Co l l e c t i on<Pair<ClassName , Str ing>> matchingMethodNames ;
p r i v a t e Co l l e c t i on<Pair<Str ing , Str ing>> t e s t e d O b j e c t s W i t h I d e n t i f i e r ;
p r i v a t e Co l l e c t i on<MethodCall> methodsUsedInBefore ;
p r i v a t e Co l l e c t i on<MethodCall> methodsUsedInAfter ;
p r i v a t e Co l l e c t i on<Pair<Str ing , Str ing>> f i e l d s I n B e f o r e ;
p r i v a t e Co l l e c t i on<Pair<Str ing , Str ing>> f i e l d s I n A f t e r ;
p r i v a t e Co l l e c t i on<MethodCall> methodsUsingFie ldsInBefore ;
p r i v a t e Co l l e c t i on<MethodCall> methodsUs ingFie ldsInAfter ;
p r i v a t e Co l l e c t i on<MethodCall> methodsUsingObjectOfAssert ;
p r i v a t e Co l l e c t i on<Str ing> t e s t e d C l a s s I n A s s e r t ;
p r i v a t e Co l l e c t i on<MethodCall> testedMethodInAssert ;
p r i v a t e Co l l e c t i on<ClassName> matchingClassNames ;
p r i v a t e Co l l e c t i on<MethodCall> usedMethodsInTestCase ;
p r i v a t e Co l l e c t i on<ClassName> c lassesInSamePackage ;
Tabelle 6.1: Ru¨ckschlu¨sse mit den Konfidenzwerte im Auswertungsverfahren
Ru¨ckschluss Konfidenzwert
Gleiches Paket 0.05
A¨hnlicher Klassenname 0.2
A¨hnlicher Methodenname 0.3
Methoden in @Before 0.1
Methoden in @After 0.1
Felder in @Before 0.1
Felder in @After 0.1
Methoden die Felder nutzen in @Before 0.1
Methoden die Felder nutzen in @After 0.1
Methoden die das Objekt in der U¨berpru¨fung nutzen 0.2
Getestete Klasse in der U¨berpru¨fung 0.1
Getestete Methode in der U¨berpru¨fung 0.1
6.3 Auswertung der Informationen
In der letzten Phase werden die Informationen, die extrahiert wurden, ausgewertet und
zusammengefu¨hrt. Dafu¨r werden alle verwendeten Methoden innerhalb einer Testmethode
ausgelesen und das kartesisches Produkt der Methoden gebildet.
Beispiel 6.1: Methodenpaar nach Ausfu¨hrung des kartesisches Produktes
[call=setDescription, confidenceScore=0,
definitionClass=org.apache.commons.mail.EmailAttachment]
[call=getToAddresses, confidenceScore=0,
definitionClass=org.apache.commons.mail.mocks.MockHtmlEmailConcrete]
In Beispiel 6.1 ist ein Methodenpaar dargestellt. Der call ist die aufgerufene Methode,
die definitionClass die Klasse in der die Methode implementiert ist. Der confidenceS-
core gibt an wie wahrscheinlich die semantische Zusammengeho¨rigkeit des Methodenpaa-
res ist. Dann werden mit den vorher gewonnenen Ru¨ckschlu¨ssen die Konfidenzwerte der
Methodenpaare erho¨ht. Diese Ru¨ckschlu¨sse mit ihrem Konfidenzwert sind in Tabelle 6.1
dargestellt.
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Fu¨r diese Werte wurde eine Teilmenge aus der Evaluationssoftware entfernt und die Para-
meter damit trainiert. Deswegen sind diese Werte so gewa¨hlt. Diese verschiedenen Ru¨ck-
schlu¨sse werden nun auf die Methodenpaare zugeordnet und im Falle einer Zuordnung die
Konfidenz mit dem jeweiligen Wert fu¨r den Ru¨ckschluss erho¨ht. Diese Zuordnung wird
mittels der ResultCalculation durchgefu¨hrt. Diese wird von der Steuerungseinheit auf-
gerufen. Das Ergebnis sind die semantisch zusammengeho¨rigen Methodenpaare mit einem
Konfidenzwert.
7 Evaluation
Im folgendem Abschnitt wird das Verfahren auf Testdaten evaluiert und verschiedene Me-
triken anhand der Ergebnisse berechnet. Dafu¨r werden erst die Kriterien und Metriken
der Evaluation erkla¨rt. Dann wird die Datengrundlage und die Erstellung dieser erla¨utert.
Danach werden die Softwareprojekte vorgestellt und einzeln die Ergebnisse besprochen.
Als Abschluss wird ein Fazit gezogen und die Frage
”
Ist die Erkennung von semantisch
zusammengeho¨rigen Methodenpaaren anhand von Komponententests mo¨glich?“ beantwor-
tet.
7.1 Kriterien der Evaluation
Um den Erfolg dieses Verfahrens zu evaluieren werden drei Messgro¨ßen verwendet. Die-
se Messgro¨ßen werden anhand der Methodenpaare in der Ergebnismenge berechnet. Die
gefundenen Methodenpaare werden in drei Arten kategorisiert:
• Richtige Methodenpaare(rt) sind sowohl in der Musterlo¨sung also auch in der Er-
gebnismenge des Verfahrens.
• Falsche Methodenpaare(wt) sind nicht in der Musterlo¨sung aber in der Ergebnis-
menge des Verfahrens.
• Fehlende Methodenpaare(mt) sind in der Musterlo¨sung aber nicht in der Ergebnis-
menge des Verfahrens.
Anhand dieser drei Arten von Methodenpaaren lassen sich die drei Messgro¨ßen berechnen,
Pra¨zision, Ausbeute und F-Maß. Die Pra¨zision ist ein Maß fu¨r wie korrekt die Ergebnis-
menge ist. Diese wird berechnet anhand der Gleichung 7.1.
Pra¨zision =
|rt|
|rt+ wt| (7.1)
Die Ausbeute als Messgro¨ße wie vollsta¨ndig das Ergebnis ist. Diese wird berechnet anhand
der Gleichung 7.2.
Ausbeute =
|rt|
|rt+mt| (7.2)
Das F-Maß zur Bestimmung einer globalen Messzahl, die aus Pra¨zision und Ausbeute
berechnet wird. Dieses Maß erlaubt die Vergleichbar zu anderen Informationsgewinnungs-
verfahren. Diese wird berechnet anhand der Gleichung 7.3.
F-Maß = 2 ∗ Pra¨zision ∗Ausbeute
Pra¨zision + Ausbeute
% (7.3)
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Tabelle 7.1: Programmgro¨ße von JPacman aufgeteilt in Testteil und Hauptteil
Klassen Methoden Quelltextzeilen
Haupt 46 201 2013
Test 14 54 613
Gesamt 60 255 2626
7.2 Datenmenge
Zur Evaluation des entwickelten Verfahrens ist eine Datenmenge notwendig. In diesem For-
schungsbereich sind dem Autor zum Zeitpunkt der Arbeit keine o¨ffentlichen Datenmengen
von Komponententests zu semantisch zusammengeho¨rigen Methoden bekannt. Deswegen
wurde eine eigene Datenmenge erstellt. Die ausgewa¨hlte Software soll ein mo¨glichst brei-
tes Spektrum an Software abdecken, hinsichtlich Gro¨ße, Qualita¨t und Ursprung. Es wurde
Software ausgewa¨hlt, die sowohl semantisch zusammengeho¨rige Methoden beinhaltet als
auch das diese an Komponententests erkennbar sind. Fu¨r diese Einschra¨nkungen sind
Komponententests notwendig, die das Zusammenspiel zweier Klassen testen und nicht nur
Vera¨nderungs- und Zugriffsfunktionen einer Klasse testen. Wegen der zeitlichen Einschra¨n-
kungen wurden nur drei verschiedene Projekte ausgewa¨hlt, JPacman, Roller und Gitiles.
Diese drei Projekte wurden gewa¨hlt um verschiedene Gro¨ßen von Softwareprojekten, Ent-
wicklungshintergru¨nde und Softwareaufbau evaluiert zu haben.
Nach der Auswahl der Software wurde die Grundwahrheit(Gold Standard/engl. Ground
Truth) erstellt. Ein Methodenpaar gilt als semantisch zusammengeho¨rig, wenn eine um-
gesetzte Funktionalita¨t benennbar ist und es nicht zwei Zugriffsfunktionen sind. Fu¨r die
Markierung wurden nur die Komponententests betrachtet und nicht der Hauptquelltext.
Dies wurde gemacht, weil das Verfahren nur auf den Komponententests arbeitet. Aus dem
Hauptquelltext werden nur Klassen und Methodennamen extrahiert. Semantisch zusam-
mengeho¨rige Methoden, die nicht an Komponententests erkennbar sind, sind von diesem
Verfahren nicht erkennbar. Deswegen wurden nur die Testklassen betrachtet. Obwohl nach
diesem Kriterium gearbeitet wurde, ist ein Fehler in der Datenmenge nicht auszuschließen,
da die semantische Zusammengeho¨rigkeit zweier Methoden eine subjektive Entscheidung
ist. Die Daten wurden von dem Autoren selber annotiert. Dies war Aufgrund der zeitli-
chen Anforderungen und Art dieser Arbeit nicht anders durchfu¨hrbar. Fu¨r eine Markierung
mit mehreren Personen wa¨re ein deutlich gro¨ßerer, nicht vertretbarer Aufwand notwendig
gewesen.
Die Projektzahlen wurden im Fall der Methoden mittels Spoon ermittelt und im Fall
der Klassen und Quelltextzeilen mit VscCounter1. Im folgenden werden die einzelnen
Softwareprojekte kurz vorgestellt.
7.2.1 JPacman
Bei JPacman handelt es sich um eine Java Implementierung des Spiels Pacman. JPacman
wird in der Lehre eingesetzt, um Studenten Git, Junit und Mockito beizubringen. Die
Software wird von Doktoranden der Uni Delft entwickelt. 22 Autoren besitzt das Projekt,
wobei drei Hauptautoren erkennbar sind. In Tabelle 7.1 ist die Gro¨ße des Projektes dar-
gestellt. Mit 46 Klassen und 201 Methoden im Hauptquelltext ist es das kleinste Projekt
der Evaluation. Das Projekt besitzt 14 Testklassen, wovon drei noch Vorlagen sind, mit
insgesamt 54 Testmethoden. In dem Projekt wurden sieben Methodenpaare als semantisch
zusammengeho¨rig markiert. Die Musterlo¨sung des Projektes wurde auf Anfrage des Au-
tors von M.Finavaro Aniche und C. Boone zur Verfu¨gung gestellt. Diese Software wurde
1https://marketplace.visualstudio.com/items?itemName=uctakeoff.vscode-counter
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Tabelle 7.2: Programmgro¨ße von Roller aufgeteilt in Testteil und Hauptteil
Klassen Methoden Quelltextzeilen
Haupt 537 4616 47124
Test 50 222 5326
Gesamt 587 4838 52450
Tabelle 7.3: Programmgro¨ße von Gitiles aufgeteilt in Testteil und Hauptteil
Klassen Methoden Quelltextzeilen
Haupt 91 666 9812
Test 34 389 4835
Gesamt 125 1055 14647
ausgewa¨hlt, um akademische Softwareprojekte in der Evaluationsmenge zu besitzen und
wegen der kleinen Gro¨ße. Akademische Softwareprojekt unterscheiden sich deutlich in der
Qualita¨t und Zielsetzung von industriellen Softwareprojekten.
7.2.2 Roller
Bei Roller handelt es sich um ein Programm zur Verwaltung und Bereitstellung von
Weblogs. Roller2 wird von der Apache Software Foundation als o¨ffentliche Software
entwickelt. Das Projekt wird von 27 Autoren entwickelt, mit 2 Hauptautoren. In Tabelle 7.2
ist die Projektgro¨ße anhand des Quelltexts dargestellt. Es existieren 537 Hauptklassen
und 50 Testklassen. Mit 52450 gesamten Quelltextzeilen ist dies das gro¨ßte Projekt der
Evaluation. Insgesamt besitzt Roller 92 semantisch zusammengeho¨rige Methodenpaare.
Roller wurde ausgewa¨hlt um das Verfahren auf einem großen o¨ffentlichem Projekt, welches
von freiwilligen Autoren entwickelt wird, zu evaluieren.
7.2.3 Gitiles
Gitiles ist ein Gitbrowser, der auf JGit3 aufbaut, zur vereinfachten Ansicht von Git-
verzeichnissen(engl. Git repository). Das Projekt wird von Google als o¨ffentliche Software
entwickelt und ist auf GitHub verfu¨gbar4. 59 Autoren besitzt das Projekt, wobei drei
Autoren als Hauptautoren erkennbar sind. In Tabelle 7.3 sind die Programmgro¨ßen dar-
gestellt. Mit 91 Hauptklassen und 666 Methoden darin ist dies das mittlere Projekt dieser
Evaluation. Es sind 34 Testklassen und 389 Testmethoden vorhanden. Es sind an den
Komponententests nur sechs zusammengeho¨rige Methodenpaare erkennbar. Dies liegt an
der Verwendung von privaten Methoden und dem Einsatz von Testattrappen(engl. mocks).
Die Software wurde ausgewa¨hlt um industriell verwendete Software mit hoher Qualita¨t zu
evaluieren. Gitiles verwendet andere Projekte als Abha¨ngigkeit. Dies ist weder in Roller
noch JPacman gegeben. Deswegen wird mit dieser Software evaluiert, um das Verhalten
des Verfahren bei Abha¨ngigkeiten zu testen.
7.3 Ergebnisse
Im folgendem Abschnitt werden die Ergebnisse auf den einzelnen Projekten vorgestellt
und analysiert. Die Ergebnisse wurden anhand der in den Kriterien vorgestellten Metriken
und anhand der in Abschnitt 7.2 vorgestellten Markierungsmethode erstellt. Wegen der
verschiedenen Gro¨ßen der Projekte werden bei JPacman mehr auf einzelnen Beispiele
2https://github.com/apache/roller
3https://www.eclipse.org/jgit/
4https://github.com/google/gitiles
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Abbildung 7.1: Pra¨zision, Ausbeute und F-Maß des Verfahrens innerhalb von JPacman in
Abha¨ngigkeit des Schwellwertes
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Tabelle 7.4: Anzahl an Methodenpaaren der Ergebnismenge auf JPacman mit ihrer Klas-
sifikation bei ho¨chster Pra¨zision, Ausbeute und F-Maß
Metrik Schwellwert Anzahl Methodenpaare
richtige falsche fehlende
Pra¨zision 0.40 2 2 5
Ausbeute 0.39 2 3 5
F-Maß 0.40 2 2 5
eingegangen, wa¨hrend bei Roller das Gesamtergebnis und die Gru¨nde dafu¨r mehr erla¨utert
werden. Im folgenden ist mit F-Maß immer das F1-Maß gemeint.
7.3.1 JPacman
Im folgenden werden die Ergebnisse des Verfahrens auf JPacman analysiert. Sowohl die
Ho¨chstwerte als auch der Verlauf werden erla¨utert.
In Abbildung 7.1 sind die Pra¨zision, Ausbeute und F-Maß dargestellt in Relation zum
Schwellwert. Der Schwellwert ist hierbei der minimale Konfidenzwert, welcher in Kapitel 5
erla¨utert wurde, den ein Methodenpaar erreichen muss.
Die Ausbeute ist zwischen den Schwellwerten 0 bis 0.52 bei durchgehend 0.29. Dies heißt es
existieren viele Methodenpaare die nicht erkannt. Die Erkennung von Zugriffsfunktionen,
welche in Abschnitt 5.5 erkla¨rt ist, verursacht diesen Effekt. Ab einem Schwellwert von
0.53 wird kein Methodenpaar als zusammengeho¨rig erkannt. Das passiert, weil kein Metho-
denpaar u¨ber diesen Wert kommt. Die geringe Eingabemenge scheint dies zu verursachen,
was bei der spa¨tere Betrachtung von Roller ersichtlich ist.
Die Pra¨zision ist zwischen den Schwellwerten 0 und 0.39 bei 0.40. Danach steigt die Pra¨zi-
sion auf 0.50 bei einem Schwellwert von 0.40 Ab 0.53 sinkt die Pra¨zision auf 0. Dies liegt
daran, dass kein Methodenpaar mehr u¨ber dem Schwellwert liegt.
Ab einem Schwellwert von 0.40 wird das ho¨chste F-Maß von 0.36 erreicht. Bei diesem Wert
ist die Pra¨zision bei 0.50 und die Ausbeute bei 0.29. Ab 0.53 ist das F-Maß 0.
Nun werden die konkreten Zahl betrachtet. In Tabelle 7.4 sind die richtigen, falschen und
fehlenden Verbindungen dargestellt. Es sind insgesamt sieben semantisch zusammengeho¨ri-
ge Methodenpaare vorhanden. Bei ho¨chster Pra¨zision werden nur zwei von sieben markiert.
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Dabei existieren auch zwei falsche Paare. In Quelltextausschnitt 7.1 ist eine der Fehler-
quellen dargestellt. Die Methode Navigation::findNearest wird von dem Verfahren mit
parser::parseMap als zusammengeho¨rig erkannt. Das Zerteilen der Eingabe, die das Spiel-
feld erzeugt, ist aber nicht zusammengeho¨rig zu einer Positionsabfrage mit findNearest.
Das Verfahren erkennt dieses Paar fa¨lschlicherweise als zusammengeho¨rig und erreicht den
ho¨chsten Konfidenzwert von allen Paaren. Eine Lo¨sung dafu¨r kann das Hinzufu¨gen von
weiteren Merkmalen bei der Analyse wie z.B. die Dokumentation oder Bezeichner. Nega-
tive Konfidenzwerta¨nderungen ko¨nnten auch verwendet werden. Ein Teilverfahren ko¨nnte
erkennen, dass parseMap nur eine Zwischenfunktion ist um ein Spielfeld zu erstellen und
die Konfidenzwerte aller Paare mit der Methode verringern.
Quelltextausschnitt 7.1: Testfall der zu Fehlern innerhalb von JPacman fu¨hrt
/∗∗
∗ V e r i f i e s that the re i s no such l o c a t i o n i f the re i s no nea r e s t ob j e c t
.
∗/
pub l i c void testNoNearestUnit ( ) {
Board b = par se r . parseMap ( L i s t s . newArrayList (" " ) ) . getBoard ( ) ;
Square s1 = b . squareAt (0 , 0) ;
Unit un i t = Navigat ion . f i ndNeare s t ( P e l l e t . c l a s s , s1 ) ;
asser tThat ( un i t ) . i s N u l l ( ) ;
}
Als Fazit fu¨r JPacman lassen sich zwei Schlu¨sse ziehen: Es gibt semantisch zusammengeho¨-
rige Methoden und diese sind erkennbar, es ist aber mit 0.50 eine relativ niedrige Pra¨zision
vorhanden. Vergleicht man die Ergebnisse mit anderen Ru¨ckverfolgungsverfahren in dem
Bereich, die z.B. nur die getestete Methode erkennen, relativiert dies die niedrige Pra¨zi-
sion, weil diese Verfahren auch in der Na¨he von 0.60 sind [CKV19]. Die Erkennung einer
getesteten Methode ist ein deutlich leichteres Problem, als die Erkennung von semantisch
zusammengeho¨rigen Methoden. Diese Arbeit besitzt auch kein Vorwissen von anderen Ar-
beiten, die sich mit dem selben Problem befasst haben. Insgesamt hat das Verfahren auf
JPacman keinen ausreichenden Wert fu¨r die Pra¨zision erreicht. Sowohl eine deutliche Erho¨-
hung der Ausbeute als auch eine Erho¨hung der Pra¨zision ist wu¨nschenswert. Die Ausbeute
kann mit einer besseren Implementierung der Zerteilung des Java-Quelltextes gesteigert
werden, die Pra¨zision u¨ber weitere Teilverfahren. Weitere Teilverfahren sind wegen dem
drei Phasen Aufbau, relativ einfach hinzuzufu¨gen. Mit mehr Informationen kann das Ver-
fahren bessere Ergebnisse, besonders bei der Pra¨zision, erzielen.
7.3.2 Roller
Im folgenden werden die Ergebnisse des Verfahrens auf Roller vorgestellt, analysiert und
bewertet. Hierzu werden erst die Werte fu¨r Pra¨zision und Ausbeute betrachtet, dann die
quantitativ Werte und zum Schluss die einzelnen Teilverfahren.
In Abbildung 7.2 ist Pra¨zision, Ausbeute und F-Maß des Verfahrens in Abha¨ngigkeit des
Schwellwertes dargestellt. Auf der X-Achse ist der Schwellwert dargestellt.
Die Pra¨zision des Verfahrens ist zwischen den Schwellwerten 0 und 0.35 konstant bei
0.19. Dies bedeutet, dass kein erkanntes Methodenpaar unter 0.35 als Konfidenzwert hat.
Dann steigt die Pra¨zision treppenartig bis zu dem Schwellwert 0.75. Dort erreicht die
Pra¨zision mit 0.74 und 17 richtigen zu sechs falschen Methodenpaaren den Ho¨chstwert.
Danach sinkt diese auf 0.58 bei einem Konfidenzwert von 0.80 und steigt dann wieder
leicht auf eine Pra¨zision von 0.58. U¨ber einen Konfidenzwert von 0.87 kommt kein erkanntes
Methodenpaar.
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Abbildung 7.2: Pra¨zision, Ausbeute und F-Maß des Verfahrens innerhalb von Roller in
Abha¨ngigkeit des Schwellwertes
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Tabelle 7.5: Anzahl an Methodenpaaren mit ihrer Klassifikation bei ho¨chster Pra¨zision,
Ausbeute und F-Maß
Metrik Schwellwert Anzahl Methodenpaare
richtige falsche fehlende
Pra¨zision 0.74 17 6 75
Ausbeute 0.27 63 256 29
F-Maß 0.57 46 88 46
Die Ausbeute des Verfahrens ist zwischen den Schwellwerten 0 bis 0.27 konstant bei 0.685.
Eine Ausbeute von 1.00 wird nicht erreicht, weil Zugriffsfunktionen gefiltert werden, wie
in Abschnitt 5.5 erkla¨rt. Dies filtert auch Funktionen, die keine Zugriffsfunktionen sind.
Von 92 semantisch zusammengeho¨rigen Methodenpaaren werden 63 in diesem Bereich
erkannt. Ab einem Schwellwert von 0.27 sinkt die Ausbeute treppenabartig bis zu einem
Minimum von 0 bei einem Konfidenzwert von 0.88. Bei dem Konfidenzwert 0.58 sinkt
die Ausbeute von 0.50 zu 0.34. Mit steigendem Schwellwert sinkt die Ausbeute. Bei der
ho¨chsten Pra¨zision ist eine Ausbeute von ungefa¨hr 0.20 noch vorhanden.
Der Verlauf des F-Maß ist bis zum Schwellwert 0.57 a¨hnlichen zum Verlauf der Pra¨zision.
Im Bereich 0 bis 0.27 liegt es bei 0.31. Der Ho¨chstwert des F-Maß liegt bei 0.31 bei einem
Schwellwert von 0.56. Bei dem Schwellwert 0.58 scheiden sich die Kurven der Pra¨zision,
Ausbeute und F-Maß.
In Tabelle 7.5 sind die quantitativen Werte bei ho¨chster Pra¨zision, Ausbeute und F-Maß
dargestellt. An den Werten ist ersichtlich, dass bei einer hohen Pra¨zision nur noch wenige
Methodenpaare markiert werden und bei einer hohen Ausbeute umgekehrt.
In Tabelle 7.6 sind Punkte des in Abbildung 7.2 dargestellten Verlaufs mit den jeweili-
gen Werte fu¨r Pra¨zision, Ausbeute und F-Maß dargestellt. Bei steigendem Schwellwert
steigt die Pra¨zision, außer bei den Schwellwerten 0.75 und 0.85. Dies zeigt, dass ein ho¨-
herer Schwellwert die Pra¨zision nicht durchgehend verbessert. Bei 0.75 wird die maximale
Pra¨zision von 0.74 erreicht,
Nachdem die Ergebnisse fu¨r das Gesamtverfahren mit allen Teilverfahren aktiv vorgestellt
wurde, werden nun die einzelnen Teilverfahren betrachtet. Wie in Abschnitt 5.2 erla¨utert
besitzt eine Komponententestklasse zwei Unterschiede zu einer Hauptklasse. Die U¨ber-
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Tabelle 7.6: Punkte aus Abbildung 7.2 mit ihren exakten Werten fu¨r Pra¨zision, Ausbeute
und F-Maß
Schwellwert Pra¨zision Ausbeute F-Maß
0.25 0.19 0.69 0.30
0.40 0.29 0.57 0.38
0.58 0.30 0.28 0.29
0.65 0.44 0.26 0.33
0.75 0.74 0.19 0.30
0.85 0.58 0.08 0.14
pru¨fungen in den Testmethoden und die Aufbau/Abbaumethoden. Fu¨r die Auswertung
existieren mehrere Teilverfahren, in dem in Kapitel 6 vorgestellten Verfahren. Um die Aus-
wirkungen der einzelnen Teilverfahren zu vergleichen, werden nun aufeinander aufbauend
verschiedene Kombinationen erstellt. Diese Kombinationen von Teilverfahren werden bei
drei konstanten Konfidenzwerten verglichen. Diese Werte sind 0.25, 0.40 und 0.60. Mit 0.25
wird ein niedriger Wert verwendet um die Vera¨nderungen in der Ausbeute zu analysieren.
In Abbildung 7.2 ist ersichtlich, dass bis 0.28 wenig Vera¨nderungen im Gesamtverfahren
sind. Dies ko¨nnte mit verschiedenen Kombinationen anders sein. Der Wert von 0.40 wird
verwendet, weil bei diesem Wert das F-Maß einen der ho¨chsten Werte hat. Die Pra¨zision
ist bei dem Schwellwert 0.75 am ho¨chsten. Dieser Wert wird aber nicht verwendet son-
dern ein leicht geringerer, weil durch fehlende Teilverfahren die Konfidenzwerte geringer
werden. An dem Schwellwert 0.60 wird deswegen verglichen.
In Tabelle 7.7 sind Teilverfahren und ihre Ergebnisse dargestellt. Die Komponenten der
Teilverfahren sind in Kapitel 5 vorgestellt worden. Die Tabelle besteht aus zwei Teilen, der
obere fu¨r die Teilverfahren und der untere fu¨r die verschiedenen A¨hnlichkeitsalgorithmen.
In der ersten Zeile sind Werte der drei verschiedenen Schwellwert 0.25, 0.40 und 0.60 ab-
gebildet. Fu¨r jeden der Schwellwert sind in drei Spalten die Werte fu¨r Pra¨zision, Ausbeute
und F-Maß dargestellt. In der Spalte Teilverfahren ist genannt welche Teilverfahren fu¨r die
jeweiligen Werte genutzt werden. Als erstes wird der obere Teil der Tabelle ausgewertet
und analysiert, dann der untere Teil. In der Beschreibung wird spaltenweise vorgegangen.
In der ersten Spalten sind die Werte fu¨r Pra¨zision, Ausbeute und F-Maß fu¨r den Schwell-
wert 0.25 dargestellt. Das Teilverfahren bestehend aus u¨berpru¨ften Methode, Klasse und
Objekt erreicht eine Pra¨zision von 0.37 bei einer Ausbeute von 0.21. Durch das Hinzufu¨gen
der Aufbau/Abbaumethode verringert sich die Pra¨zision auf 0.20 aber die Ausbeute steigt
auf 0.53. Dies liegt an der gro¨ßeren Menge an verteilten Konfidenzwerten und den damit
steigenden Werten die jedes Methodenpaar erreichen kann. Es findet eine Verschiebung
mit dem Schwellwert statt. Das Hinzufu¨gen des a¨hnlichen Klassennamens verringert die
Pra¨zision leicht, erho¨ht aber die Ausbeute. Die Analyse des Methodenname und Paket-
bezeichners erho¨hen die Pra¨zision und Ausbeute. Dies zeigt, dass beide Teilverfahren fu¨r
das Problem geeignet sind. Dieser Schwellwert wurde ausgewa¨hlt um die Auswirkung auf
die Ausbeute der Teilverfahren zu erkennen. Es ist ersichtlich, dass jedes Teilverfahren
fu¨r eine Steigerung der Ausbeute sorgt. Dies zeigt, dass fu¨r eine maximale Ausbeute die
vollsta¨ndig Kombinationen geeignet ist.
Die zweite Spalte stellt die Werte am Schwellwert 0.40 dar. Dieser Messpunkt wurde aus-
gewa¨hlt, um die Teilverfahren hinsichtlich des F-Maß zu vergleichen. Das Teilverfahren
bestehend aus u¨berpru¨ften Methode, Klasse und Objekt erreicht ein F-Maß von 0, weil
kein Methodenpaar den Schwellwert erreicht hat. Dies liegt an der zu geringen vergebe-
nen Konfidenzwerte. Jedes Teilverfahren bis auf die Analyse der Klassennamen erho¨ht das
F-Maß. Der ho¨chste Wert ist hierbei 0.38 bei dem vollsta¨ndigen Verfahren.
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Die Analyse der Klassenamen vera¨ndert das F-Maß zwar nicht, dies liegt an der ho¨heren
Ausbeute und niedrigeren Pra¨zision. Diese Vera¨nderung entsteht wegen der Verschiebung
durch ho¨here mo¨gliche Konfidenzwerte.
Die dritte Spalte stellt die Werte am Schwellwert 0.60 dar. An diesem Messpunkt wird die
Pra¨zision der Teilverfahren verglichen. Die Verwendung der u¨berpru¨ften Methode, Klasse
und Objekte mit und ohne der Aufbau/Abbaumethode erreichen diesen Schwellwert nicht.
Dies liegt an dem zu geringen maximalen erreichbaren Konfidenzwert. Durch Hinzufu¨gen
der Analyse des Klassennamens wird eine Pra¨zision von 0.45 erreicht bei einer Ausbeu-
te von 0.10. Die ist der ho¨chste Wert bei dem Schwellwert 0.60. Durch die zusa¨tzliche
Analyse des Methodennamens sinkt die Pra¨zision leicht auf 0.43 aber die Pra¨zision steigt
auf 0.27. Die leichte Verringerung der Pra¨zision entsteht durch mehr Teilverfahren die
Konfidenzwerte erho¨hen. Die Ausbeute steigt signifikant. Dies zeigt, dass die Information
des Methodennamens bei Komponententests wichtig ist. Das Gesamtverfahren besitzt ei-
ne deutlich geringe Pra¨zision von 0.30 bei einer Ausbeute von 0.27. Dies liegt daran, dass
die Analyse des Paketbezeichners ungenauer ist. Wie in Tabelle 7.6 ersichtlich, kann das
Gesamtverfahren deutlich ho¨here Pra¨zisionswerte erreichen.
Nun wird der untere Teil der Tabelle 7.7 erla¨utert. Das Verfahren verwendet fu¨r die A¨hn-
lichkeit zweier Zeichenketten verschiedene Algorithmen. Diese sind in Abschnitt 5.5 und
Abschnitt 5.5 genannt und erla¨utert. Nun sollen diese Algorithmen verglichen werden hin-
sichtlich Pra¨zision, Ausbeute und F1-Wert an drei Schwellwerten. Bei dem Schwellwert
0.25 erreichen alle Verfahren die selben Werte fu¨r Pra¨zision, Ausbeute und F-Maß. Diese
sind 0.19 fu¨r Pra¨zision, 0.69 fu¨r Ausbeute und 0.30 fu¨r F-Maß. Diese liegt daran, dass
niedrige Schwellwert ohne Benennungsregeln bereits erreicht werden. Deswegen haben die
verschiedenen Algorithmen keine Auswirkung auf das Ergebnis bei diesem Schwellwert. Bei
dem Schwellwert 0.40 a¨ndert sich dieses Verhalten. fastText erreicht fu¨r jede Epochenan-
zahlen bei diesem Schwellwert fast die selben Werte fu¨r Pra¨zision, Ausbeute und F-Maß.
Die einfache Gleichheit erreicht mit 0.37 die ho¨chste Pra¨zision bei einer Ausbeute von
0.40. FuzzyScore erreicht mit 0.67 eine Ausbeute von 0.67. Dies ist bei eine rErho¨hung des
Schwellwertes um 0.15 nur eine Verringerung der Ausbeute um 0.02. Das ho¨chste F-Maß
erreichen alle fastText Einstellungen und die einfache Gleichheit mit 0.40. Nun wird die
Spalte am Schwellwert 0.60 betrachtet. An diesem Schwellwert sind 25 fastText Epochen
den anderen Einstellungen um 0.02 Ausbeute u¨berlegen. Die ho¨chsten Pra¨zisionswerte er-
reichen la¨ngsten gleiche Sequenz mit 0.52 und JaroWinkler mit 0.41. Mit JaroWinkler wird
zusa¨tzlich der ho¨chste Wert fu¨r die Ausbeute und F-Maß mit 0.50 und 0.45 erreicht.
Zusammenfassend ist ersichtlich, dass Kosinus und FuzzyScore in keinem Teilbereich einen
Ho¨chstwert erreichen. Dies zeigt, dass diese Algorithmen auf der Datenmenge nicht ge-
eignet sind. fastText profitiert nur sehr gering von ho¨heren Epochenanzahlen und ist
hinsichtlich maximaler Pra¨zision nicht gut. Die geringen A¨nderungen in der steigenden
Epochenanzahlen zeigt, dass fastText nach einer Epoche schon die Worteinbettung ge-
lernt hat. JaroWinkler und La¨ngste Gleiche Sequenz sind bei dem Schwellwert 0.40 und
0.60 hervorstechend. Fu¨r ein Verfahren mit maximaler Pra¨zision sind diese also sehr geeig-
net. Fu¨r ein mo¨glichst allgemeines Verfahren ist die Kombinationen von allen Algorithmen
aber besser als die einzelnen. Kein einzelner Algorithmus ist in allen drei Schwellwerten
besser als die Vereinigung von allen Algorithmen.
Nachdem die einzelnen Teilverfahren und verschiedene A¨hnlichkeitsteilverfahren evalu-
iert wurden, wird nun ein konkretes Beispiel fu¨r eine fehlerhafte Erkennung gezeigt. In
Quelltextausschnitt 7.2 ist der Test dargestellt5. Der Test u¨berpru¨ft die Erstellung, Vera¨n-
derung und Lo¨schung eines Kommentares. Dies wird im Englischen mit CRUD abgeku¨rzt.
5Fu¨r die Lesbarkeit wurde der Updateteil des Testfalles geku¨rzt
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Quelltextausschnitt 7.2: Geku¨rzter Testfall aus Roller bei dem das Verfahren falsche Er-
gebnisse produziert.
/∗∗
∗ Test ba s i c p e r s i s t e n c e ope ra t i on s . . . Create , Update , De lete
∗/
pub l i c void testCommentCRUD ( ) {
WeblogEntryManager mgr = WebloggerFactory . getWeblogger ( ) .
getWeblogEntryManager ( ) ;
WeblogEntryComment comment = new WeblogEntryComment ( ) ;
comment . setName ("test" ) ;
comment . setEmai l ("test" ) ;
comment . s e tUr l ("test" ) ;
comment . setRemoteHost ("foofoo" ) ;
comment . setContent ("this is a test comment" ) ;
// c r e a t e a comment
mgr . saveComment (comment) ;
Te s tUt i l s . endSess ion ( t rue ) ;
// make sure comment was c rea ted
comment = mgr . getComment ( id ) ;
a s s e r tNotNul l ( comment) ;
a s s e r tEqua l s ("this is a test comment" , comment . getContent ( ) ) ;
// d e l e t e a comment
mgr . removeComment (comment) ;
Te s tUt i l s . endSess ion ( t rue ) ;
}
Der Test erstellt erst einen Kommentar und setzt Eigenschaften dessen, wie z.B. der Na-
me oder den Inhalt. Dann wird der Kommentar mittels der Methode WeblogEntryMana-
ger::saveComment gespeichert. Das Setzen der Eigenschaften bildet zusammen mit dem
Speichern jeweils ein semantisch zusammengeho¨riges Methodenpaar. Sowohl das Speichern
als auch das Setzen von Eigenschaften ist in diesem Fall nur zusammengeho¨rig sinnvoll.
Danach wird u¨berpru¨ft, ob der Kommentar erstellt wurde. Dies wird mittels einer Zu-
griffsfunktion durchgefu¨hrt und ist nicht zusammenha¨ngend mit anderen Methoden. Bis
zu diesem Punkt erkennt das Verfahren die Methodenpaare. Am Ende des Tests wird der
Kommentar gelo¨scht. Fu¨r das Verfahren sind die Lo¨sch- und Speicherfunktion nicht unter-
scheidbar hinsichtlich ihre umgesetzten Funktionalita¨t. Es wird also das Setzen des Inhaltes
mit dem Lo¨schen des Kommentares als zusammengeho¨rig erkannt. Dies ist aber offensicht-
lich falsch und sorgt fu¨r falsche Methodenpaare. Die Analyse der Dokumentation wu¨rde in
diesem Fall keine Mo¨glichkeit der Lo¨sung bieten. Eine Analyse von Clustern ko¨nnte diesen
Fall lo¨sen. Es wird der Komponententest zu einem vollverbundenen Graph transformiert.
Die verwendeten Methode werden Knoten. Die Kanten besitzen ein Gewicht, was dem
Konfidenzwert des Methodenpaares, durch die beiden Knoten beschrieben, entspricht. Die
A¨nderungsfunktionen wie z.B. setName besitzen nun Kanten zu der Lo¨schen und Erstellen
Methoden, mit genug Gewicht fu¨r die Erkennung. Nun werden beide Verbindungen nur
akzeptiert wenn die Lo¨schen- und Erstellenfunktionen auch miteinander verbunden sind
und als semantisch zusammengeho¨rig erachtet werden. Dieses Verfahren ko¨nnte nun die-
ses Problem lo¨sen, indem z.B. die fru¨here Methode als wahrscheinlicher gilt. Eine anderes
Entscheidungsverfahren als die fru¨here Methode ist natu¨rlich auch mo¨glich.
7.3.3 Gitiles
Nun werden die Ergebnisse des Verfahrens auf Gitiles vorgestellt. In Abbildung 7.3 sind
Pra¨zision, Ausbeute und F-Maß dargestellt. Die Abbildung besitzt die selben Konventionen
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Abbildung 7.3: Pra¨zision, Ausbeute und F-Maß des Verfahrens innerhalb von Gitiles in
Abha¨ngigkeit des Schwellwertes
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Tabelle 7.8: Anzahl an Methodenpaaren mit ihrer Klassifikation bei ho¨chster Pra¨zision,
Ausbeute und F-Maß
Metrik Schwellwert Anzahl Methodenpaare
richtige falsche fehlende
Pra¨zision 0.48 2 17 4
Ausbeute 0.00 3 32 3
F-Maß 0.30 3 29 3
wie die vorherigen. Die Ausbeute startet bei 0.50 und sinkt dann ab einem Schwellwert
von 0.31 stark ab auf erst 0.33 und dann auf 0 bei dem Schwellwert 0.51. Die Pra¨zision
ist zwischen dem Schwellwert 0 und 0.42 bei 0.09 und steigt dann auf einen Maximalwert
0.11. In Tabelle 7.9 sind die Werte fu¨r Pra¨zision, Ausbeute und F-Maß fu¨r verschiedene
Werte nochmal dargestellt. Die Werte fu¨r Pra¨zision und Ausbeute sind fu¨r den Bereich
der Ru¨ckverfolgung sehr niedrig. Im Vergleich zu den Ergebnis von Roller und JPacman
ist ersichtlich, dass das Verfahren auf Gitiles nicht anwendbar ist. Bei der Betrachtung
der absoluten Werten in Tabelle 7.8 ist erkennbar, dass sehr viele falsche Methodenpaare
markiert werden. Dies sind bei der ho¨chsten Pra¨zision noch 17 Stu¨ck.
Nun ist die Ursache, warum das Verfahren unanwendbar auf Gitiles ist, wichtig. Das
erste Problem ist der starke Einsatz des Erbauermusters(engl. Builder-Pattern). Dieses
Muster wird ha¨ufig verwendet, weil zur Erstellung dafu¨r eine Annotation6 entwickelt wur-
Tabelle 7.9: Punkte aus Abbildung 7.3 mit ihren exakten Werten fu¨r Pra¨zision, Ausbeute
und F-Maß
Schwellwert Pra¨zision Ausbeute F-Maß
0.0 0.08 0.50 0.15
0.20 0.09 0.50 0.16
0.38 0.09 0.33 0.14
0.45 0.10 0.33 0.15
0.50 0.11 0.33 0.16
6https://github.com/google/CallBuilder
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de und es in Quelltextrichtlinien [Blo17] empfohlen wird. Das Problem daran ist, dass eine
innere Klasse Werte setzt. Das Verfahren erkennt also die Funktionen des Erstellers mit
den anderen Funktionen. Diese erkannten Methodenpaare sind aber auf Gitiles ha¨ufig eine
Zugriffsfunktion mit einer A¨nderungsfunktion. Das Verfahren erkennt die Zusammengeho¨-
rigkeit der a¨ußeren Klasse mit anderen Klassen schlechter bzw. gar nicht mehr. Werden
diese Methodenpaare entfernt, sind von den 20 falschen Methodenpaaren bei der ho¨chsten
Ausbeute noch sechs u¨brig. Das Verfahren kann diese Ersteller nicht richtig verwenden bei
der Informationsgewinnung. Es mu¨sste also aus diesen Erstellern die Information gewin-
nen, welche Methoden darauf arbeiten und ko¨nnte damit mo¨glicherweise mehr Informa-
tionen sammeln. Diese Erbauer wa¨ren erkennbar und mit einer gesonderten Bearbeitung
lo¨sbar. Problem hierbei wird sein, dass die Erstellung der Erzeuger u¨ber Annotation oder
Pra¨prozessor aufwendig in der Erkennung ist.
Ein weiteres Problem ist die starker Nutzung von Testhelfern. Gitiles nutzt ein Gitver-
zeichnis von Junit statt dem eigenen. Somit sind alle Methoden, die mit diesem Testhelfer
arbeiten, nicht wertvoll fu¨r die Erkennung von semantischer Zusammengeho¨rigkeit. In Ab-
schnitt 7.2.3 ist erkla¨rt, warum dieses Softwareprojekt trotzdem zur Evaluation verwendet
wurde. Die Testhelfer sind Klassen, die a¨hnlich zur Hauptklasse implementiert wurden,
aber leichter testbar sind. Aus diesen Testhelfern wa¨re es mo¨glich die urspru¨ngliche Me-
thoden als Information zu gewinnen, z.B. u¨ber Methodenname und Signatur. Dadurch
ko¨nnten aber neue Fehler entstehen durch die falsche Ru¨ckfu¨hrung. Eine commit Methode
auf dem Testhelfer, wa¨re z.B. in den Hauptklassen such und nachverfolgbar. Die leichteste
Variante wa¨re dies u¨ber Signatur und Methodennamen zu lo¨sen. Diese Ru¨ckverfolgung
kann das Verfahren aufgrund der Komplexita¨t nicht.
Als letztes wu¨rde bei der Betrachtung des Quelltextes auffallen, dass dieser moderner
ist als JPacman oder Roller. So fehlen bei Roller z.B. teilweise generische Typen. Dies
ist ein Zeichen fu¨r Quelltext der vor der Java Version fu¨nf geschrieben wurde. Die Java
Version zum Zeitpunkt der Vero¨ffentlichung dieser Arbeit ist 13. Gitiles hat sein ersten
Beitrag(engl. commit) 2012. Zu diesem Zeitpunkt war die Java Version zwar sieben, aber
der Quelltext wurde im Lauf der Zeit verbessert. Modernerer Quelltext ist komplexer zu
Zerteilen. Dies ist eine der Ursache, warum die Ergebnisse so niedrig sind. Der Einsatz
von inneren Klassen und Lambda Ausdru¨cken war in den beiden anderen Projekten nicht
vertreten. Mit einer besseren Implementierung der Zerteilung des Java-Quelltextes ko¨nnte
das Ergebnis besser werden.
Wegen dem Testhelfer, den Erstellern und eine starken Koha¨sion zu JGit wurden auch
nur verha¨ltnisma¨ßig wenige semantisch zusammengeho¨rige Methoden erkannt. Aufgrund
der genannten Probleme sind die Ergebnisse zu erkla¨ren. Diese Ergebnisse zeigen, dass
auf verha¨ltnisma¨ßig komplexer Software dieses Verfahren momentan nicht einsatzbar ist.
Mit den genannten Lo¨sungen ko¨nnte dies besser werden, wobei dies nur Vermutungen des
Autors sind.
7.3.4 Gesamtergebnis
Im folgenden Abschnitt wird ein Gesamtergebnis gebildet. Hierfu¨r wurden die Ergebnisse
der drei Verfahren addiert. Anhand dessen wird nun beurteilt wie gut das Gesamtverfahren
funktioniert hat.
In Abbildung 7.4 sind die addierten Ergebnisse des Verfahrens dargestellt. Die Pra¨zision
und Ausbeute wurden auf den addierten Markierungen und nicht mittels dem Durchschnitt
berechnet. Die Pra¨zision ist zwischen den Schwellwerten 0 bis 0.27 bei ungefa¨hr 0.20.
Dieses Verhalten war bei allen Projekten zu beobachten. Die Ausbeute liegt zwischen
0 und 0.27 bei ungefa¨hr 0.65. Diese hohe Ausbeute war auch bei allen Projekten am
Anfangen vorhanden. Bei niedrigen Schwellwerten sind also hohe Ausbeuten mo¨glich. Bei
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Abbildung 7.4: Pra¨zision, Ausbeute und F-Maß des Verfahrens innerhalb von allen drei
Projekten in Abha¨ngigkeit des Schwellwertes
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Tabelle 7.10: Punkte aus Abbildung 7.4 mit ihren exakten Werten fu¨r Pra¨zision, Ausbeute
und F-Maß
Schwellwert Pra¨zision Ausbeute F-Maß
0.00 0.18 0.65 0.29
0.10 0.18 0.65 0.29
0.20 0.18 0.65 0.29
0.30 0.17 0.53 0.26
0.40 0.28 0.49 0.35
0.50 0.28 0.28 0.28
0.60 0.30 0.17 0.22
0.70 0.58 0.07 0.12
dem Schwellwert 0.50 schneiden sich die Graphen von Pra¨zision, Ausbeute und F-Maß.
Dieser Schnittpunkt war bei Roller ho¨her und bei Gitiles und JPacman vom Verhalten
anders. Bei JPacman und Gitiles war der Schnittpunkt auch der Punkt, an dem die
Werte stark abfielen. Die hohe Pra¨zision bei dem Schwellwert von 0.70 von ungefa¨hr 0.65
wird durch Roller entstanden sein. Auf diesem Projekt hatte das Verfahren sehr gute
Ergebnisse.
In Tabelle 7.10 sind Werte fu¨r Pra¨zision, Ausbeute und F-Maß fu¨r einzelne Werte angege-
ben. Es ist ersichtlich das ein Schwellwert in der Na¨he von 0.40 das ho¨chste F-Maß erzeugt.
Eine Schwellwert zwischen 0.60 und 0.70 erzielt eine hohe Pra¨zision.
7.4 Fazit
Nachdem die drei Softwareprojekte einzeln evaluiert wurden wird nun das Gesamtergebnis
beurteilt, hinsichtlich der Frage ob dieses Verfahren semantisch zusammengeho¨rige Me-
thoden ableiten kann. Hierbei muss das Ergebnis in Relation zu dem Projekt INDIRECT
betrachtet werden. Das Projekt benutzt verschiedene Verfahren, welche zusammen ein Ge-
samtergebnis erzeugen. Deswegen ist eine ho¨here Pra¨zision wichtiger zu bewerten als eine
hohe Ausbeute, weil falsche Ergebnisse eines Verfahrens die anderen Verfahren schlechter
machen ko¨nnten. In Abschnitt 5.1 sind die vier Ziele fu¨r diese Arbeit genannt worden. Die
Lo¨sungen der Ziele, Analyse der vorhanden Informationen und die Entwicklung von Teil-
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verfahren zur Informationsgewinnung, wurde in Kapitel 5 und Kapitel 6 bereits vorgestellt.
Deswegen wird das dritte Ziel als erstes diskutiert.
Die Erkennung von semantisch zusammengeho¨rigen Methoden ist mit diesem Verfahren
mo¨glich. Es wurden auf JPacman und Roller semantisch zusammengeho¨rige Methoden
erkannt. Also ist die Grundfrage:
”
Ist die Erkennung von semantisch zusammengeho¨rigen
Methoden anhand von Komponententests mo¨glich?“ aus Sicht des Autors mit Ja zu beant-
worten. Auf Roller wurden Ho¨chstwerte von 0.74 Pra¨zision mit 0.19 Ausbeute erreicht.
Auf Gitiles ist aber deutlich erkennbar, dass das Verfahren Probleme auf komplexer Soft-
ware besitzt. Es werden zwar Paare erkannt, aber die Pra¨zision und Ausbeute sind sehr
gering. Zusa¨tzlich muss die geringe Datenenge und das Markieren der Datenmenge durch
den Autor beachtet werden. In Abschnitt 7.2 ist dies erkla¨rt. Es wurde also ein Verfahren
entwickelt, was die Zielsetzung erfu¨llt
Als na¨chstes wird diskutiert, wie gut das Verfahren ist. Auf Roller wurden fu¨r den Be-
reich vergleichbare Ergebnisse erzielt. Csuvik et al. [CKV19] erreichte eine Pra¨zision von
0.60 in der Ru¨ckverfolgung von Test zu getesteter Klasse. In dieser Arbeit wurden auch
nur Klassen beru¨cksichtig die Benennungsregeln eingehalten haben, was die Ru¨ckverfol-
gung vereinfacht. Es wurden also auf einer guten Datenmenge 0.60 erzielt. Csuvik et al.
betrachtete die Ru¨ckverfolgung auf Klassenlevel. Arshia et al. [AMH16] erzielte bei der
Erkennung der getesteten Klasse eine Ausbeute und Pra¨zision von u¨ber 0.90. Beide Arbei-
ten lo¨sen ein leichteres Problem. Deswegen ist im Vergleich dazu, das Ergebnis auf Roller
annehmbar. Bei der Betrachtung der Ergebnisse von Gitiles ist erkenntlich, dass dieses
Verfahren nicht allgemein tragfa¨hig ist. Mit den genannten Verbesserungen fu¨r das Verfah-
ren und der Nutzung von mehr Informationen ko¨nnte das Verfahren auf allen Projekten
Ergebnisse wie auf Roller erzielen.
8 Zusammenfassung und Ausblick
Semantisch zusammengeho¨rige Methoden helfen beim Erlangen des Versta¨ndnisses von
Quelltext. Diese Versta¨ndnis hilft bei der Ru¨ckverfolgung von Methoden zu Anforderun-
gen. Durch diese Ru¨ckverfolgung ist es mo¨glich, die Implementierung aller Anforderungen
zu garantieren. Zur Erkennung von semantisch zusammengeho¨rigen Methodenpaaren wur-
den Komponententests verwendet. Daraufhin wurde Java-Quelltext analysiert hinsichtlich
der Informationsquellen und ihrer Art. Die einzelnen Informationsquellen wurden dann
detailliert hinsichtlich der Struktur und mo¨glicher Informationen analysiert. Es wurde
festgestellt, dass keine einzelne Informationen direkt semantisch zusammengeho¨rige Me-
thodenpaare als Ru¨ckschluss zula¨sst. Daher wurde aus den Informationen einen heuristi-
sches Verfahren entworfen. Die einzelnen Informationen, wie z.B. die getestete Methode,
werden zusammengefu¨hrt und erstellen gemeinsam einen Konfidenzwert fu¨r jedes Metho-
denpaar. In der Implementierung wurden die Umsetzung des Entwurfs vorgestellt und
dargestellt. Hierbei wurde die Aufteilung in drei aufeinander aufbauende Phasen vorge-
stellt, dem Zerteilen und Transformieren, der Informationsgewinnung mittels Teilverfahren
und der Zusammenfu¨hrung der Teilverfahren. Die Zerteilung wurde mit einer Tiefensuche
implementiert und ein Besucher transformiert den Quelltext in eine interne Darstellung.
Danach wird mit einer Steuerungseinheit die Anwendung der verschiedenen Teilverfahren
vorgestellt. Nach den Teilverfahren findet eine Ergebniszusammenfu¨hrung statt. In der
Evaluation wurde auf JPacman, Roller und Gitiles das Verfahren ausgewertet. Hierfu¨r
wurden Pra¨zision, Ausbeute und F-Maß der Ergebnisse berechnet. Es wurden die verschie-
dene A¨hnlichkeitsalgorithmen verglichen und gezeigt, dass eine Kombination besser ist als
ein einzelner Algorithmus. Bei Roller und JPacman wurden Pra¨zisionswerte von 0.74 und
0.50 erreicht, bei Ausbeuten von 0.19 und 0.29. Auf Gitiles wurde gezeigt, dass bei kom-
plexer Software das Verfahren noch besser werden muss. Es wurden nur Pra¨zisionswerte
von 0.11 erreicht bei einer Ausbeute von 0.33 erreicht. Am Ende wurde das Verfahren mit
a¨hnlichen Verfahren aus anderen Arbeiten verglichen. Hierbei wurden vergleichbare Werte
erreicht, im Hinblick dass die Arbeiten leichtere Probleme lo¨sten.
Es wa¨re es mo¨glichen den Ansatz dieser Arbeit zu verbessern. Die gesamte Dokumenta-
tion ist eine Informationsquelle die nicht verwendet wurde. Dieser Bereich wa¨re mit der
Verarbeitung von natu¨rlicher Sprache lo¨sbar. Die Dokumentation kann Hinweise auf die
getestete Methode oder Klasse liefern. Dies kann die Erkennung von semantisch zusam-
mengeho¨rigen Methoden verbessern.
Als anderer Ansatz wa¨re es mo¨glich dieses Problem mittels maschinellen Lernen zu lo¨sen.
Mittels einer bina¨ren Klassifikation u¨ber z.B. Entscheidungswa¨lder(engl. random forest).
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Hierbei ist es einfacher weitere Merkmale hinzuzufu¨gen wie z.B. die Dokumentation oder
Bezeichnern. U¨ber die Verwendung von mehr Merkmale als in diesem Verfahren ko¨nnte
es bessere Ergebnisse erreichen. Problem kann die notwendige Datengrundlage sein, wobei
diese bei tiefen Neuronalen Netzen ein gro¨ßeres Problem wa¨re.
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B.1 Recovering traceability links between unit tests and classes under
test: An improved method
[QOD10] Qusef, A. ; Oliveto, R. ; De Lucia, A.: Recovering traceability links between
unit tests and classes under test: An improved method. In: 2010 IEEE International
Conference on Software Maintenance, 2010. – ISSN 1063–6773, S. 1–10
Inhalte
Was sind die zentralen Inhalte (Themen, interessante Aussagen, Botschaften, Fragestel-
lungen), die in der Arbeit (d.h., in der analysierten Literatur) behandelt werden?
I 1 Informationen u¨ber Zusammenhang zwischen Komponententest und getestete Klasse
finden.
I 2 Entwickeln einer neuen Methode dazu, die Datenflussanalyse verwendet.
I 3 Extrahieren der Informationsgewinnung automatisieren.
Defizite
Welche Defizite bestehender Arbeiten und Lo¨sungen werden als Motivation der eigenen
Lo¨sungen genannt?
D 1 Benennungsregeln liefern nur Ergebnisse wenn ein striktes Schema vorhanden ist.
D 2 Letzter Aufruf vor Besta¨tigung(Last Call Before Assert(LCBA)) macht die Annah-
me, dass in der Besta¨tigung die zu testende Klasse genutzt wird.
D 3 Beide Ansa¨tze erzeugen nur eins zu eins Verbindungen zwischen Komponententest
und getestete Klasse.
Pra¨missen
Welche Einschra¨nkungen und Vorgaben werden hinsichtlich der eigenen Lo¨sungen ge-
macht?
P 1 Jede Methode in dem Komponententest geho¨rt zu einer getesteten Klasse
P 2 Es wird nur die letzte Besta¨tigung betrachtet.
P 3 Die Datenflussanalyse kann nur lokale Deklarationen beachten.
P 4 Es wird nur Zusammengeho¨rigkeit auf Klassenlevel betrachtet.
P 5 Jeder Komponententest muss eine U¨berpru¨fung besitzen.
Lo¨sungen
Was sind die eigenen Lo¨sungen der Autoren?
L 1 Datenflussanalyse von letzter U¨berpru¨fung ru¨ckwa¨rts, die alle Parameter darin be-
trachtet.
L 2 Standardklassen werden gefiltert und der Rest sind nun zusammenha¨ngende Klassen.
L 3 Wegen der Datenflussanalyse ist das Verfahren unabha¨ngig von Benennungsschema.
Nachweise
Welche Nachweise (Evidence) werden hinsichtlich der Tragfa¨higkeit der eigenen Lo¨sungen
geliefert?
N 1 Analyse auf zwei Softwaresystemen, AgilePlanner und Mondiran.
N 2 Datengrundlage wurde von Doktoranden erstellt, die bei der Erstellung dies nicht
wussten.
N 3 Vergleich mit LCBA und Benennungsregeln. Als Metrik wurde Vollsta¨ndigkeit, Pra¨-
zision und F-Maß hinsichtlich des erstellten Datensatzes verwendet.
N 4 Vergleich von verschiedenen Kombinationen der Verfahren.
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Offene Fragen
Welche Fragen sind noch ungelo¨st geblieben beziehungsweise stellen sich dem Leser?
F 1 U¨bertragbarkeit auf mehrere U¨berpru¨fungen, bzw. gibt es eine Transformation fu¨r
jeden Komponententest in Komponententests die nur eine U¨berpru¨fung besitzen.
F 2 Vorgehen falls in der U¨berpru¨fung nicht die getestete Klasse aufgerufen wird sondern
z.B. eine Datenbankabfrage gemacht wird.
F 3 Erkennung wenn Benennungsschema vorhanden sind und diese dann adaptiv nutzen,
da diese eine sehr hohe Genauigkeit haben.
F 4 Wie ist die Skalierbarkeit auf große Projekte ? Hier wurden nur 27 bzw. 41 Kompo-
nententest pro Projekt betrachtet.
F 5 Nicht nutzbare Test wie NetzwerkSockets wurden per Hand gefiltert. Geht dies auch
automatisch?
Notizen
Die Studie mit nur 2 Projekten wirkt sehr klein. Das Problem der fehlenden Datensa¨tze
scheint ha¨ufig ein Hindernis zu werden.
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B.2 Establishing Traceability Links between Unit Test Cases and Units
under Test
[VRD09] Van Rompaey, Bart ; Demeyer, Serge: Establishing Traceability Links between
Unit Test Cases and Units under Test, 2009, S. 209–218
Inhalte
Was sind die zentralen Inhalte (Themen, interessante Aussagen, Botschaften, Fragestel-
lungen), die in der Arbeit (d.h., in der analysierten Literatur) behandelt werden?
I 1 Erla¨uterung und Vergleich der bekannten Methoden mit ihren Problemen.
I 2 Entwicklung einer neuen Methode die auf statischen Aufrufgraphen basiert.
I 3 Evaluation der neuen Methode im Vergleich zu bereits bekannten Methoden.
Defizite
Welche Defizite bestehender Arbeiten und Lo¨sungen werden als Motivation der eigenen
Lo¨sungen genannt?
D 1 Benennungsregeln liefern nur Ergebnisse wenn ein striktes Schema vorhanden ist.
D 2 Analyse der Instanzvariablen liefert nur Ergebnisse, falls dies strikt verwendet wurde.
(Fixture Element Types)
D 3 Analyse des statischen Aufrufgraphen liefert potentiell alle Helferklassen und Objek-
te. Dadurch ist die Menge zu groß.
D 4 Die Testklasse hat bei lexikalische Analyse ein gro¨ßeres Vokabular, wegen Wo¨rtern
wie test,setUp.
D 5 Bei einheitlicher Entwicklung (Co-Evolution ) mu¨ssen Getestete und Testklasse zeit-
gleich gea¨ndert werden.
D 6 Die Tests mu¨ssen wa¨hrend der Entwicklung entstehen
Pra¨missen
Welche Einschra¨nkungen und Vorgaben werden hinsichtlich der eigenen Lo¨sungen ge-
macht?
P 1 Die U¨berpru¨fung muss die getestete Methode aufrufen.
P 2 Die Vergleichsdaten sind von den Entwicklern selber geliefert worden.
P 3 Es wurden maximal 30 Komponententests verwendet.
P 4 Es wird nur eine Verbindung auf Klassenlevel erzeugt.
Lo¨sungen
Was sind die eigenen Lo¨sungen der Autoren?
L 1 Letzter Aufruf vor Besta¨tigung(Last Call Before Assert(LCBA)) wird nur u¨berpru¨ft
und betrachtet.
L 2 Nutzung eines statischen Aufrufgraphen, der aber fru¨her reduziert wird.
Nachweise
Welche Nachweise (Evidence) werden hinsichtlich der Tragfa¨higkeit der eigenen Lo¨sungen
geliefert?
N 1 Es wird die Anwendbarkeit,Pra¨zision und Vollsta¨ndigkeit von LCBA mit den anderen
Ansa¨tzen verglichen.
N 2 Testsysteme waren JPacman, ArgoUML und Mondrian.
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Offene Fragen
Welche Fragen sind noch ungelo¨st geblieben beziehungsweise stellen sich dem Leser?
F 1 Ist die automatische Erkennung von der Anwendbarkeit der Algorithmen mo¨glich ?
F 2 Ist die Entwicklung einer automatischen Toolbox mo¨glich, die eine Menge an Algo-
rithmen entha¨lt ?
F 3 Wie wird das Problem mit mehreren U¨berpru¨fungen in einem Testfall gelo¨st ?
Notizen
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B.3 Traceclipse: An eclipse plug-in for traceability link recovery and ma-
nagement
[KGDP11] Klock, Samuel ; Gethers, Malcom ; Dit, Bogdan ; Poshyvanyk, Denys:
Traceclipse: An eclipse plug-in for traceability link recovery and management. In: Pro-
ceedings - International Conference on Software Engineering (2011), 01. http://dx.doi.
org/10.1145/1987856.1987862. – DOI 10.1145/1987856.1987862
Inhalte
Was sind die zentralen Inhalte (Themen, interessante Aussagen, Botschaften, Fragestel-
lungen), die in der Arbeit (d.h., in der analysierten Literatur) behandelt werden?
I 1 Vorstellung einer Eclipseerweiterung, welches die Verbindungen zwischen Kompo-
nententests zu Quellcode analysiert und extrahiert.
I 2 Implementierung eines Pra¨prozessors fu¨r Java, als Vorbereitung fu¨r die Verbindun-
gen.
I 3 Herstellung der Verbindungen u¨ber ein auf Eclipse Lucene1 basierenden Verfahren.
Defizite
Welche Defizite bestehender Arbeiten und Lo¨sungen werden als Motivation der eigenen
Lo¨sungen genannt?
D 1 Keine allgemeine Plattform fu¨r die Forschung verfu¨gbar.
D 2 Hinzufu¨gen von Verbindungen nicht in jeder Tool mo¨glich.
D 3 Granularita¨t meist nur auf Klassenlevel.
Pra¨missen
Welche Einschra¨nkungen und Vorgaben werden hinsichtlich der eigenen Lo¨sungen ge-
macht?
P 1 Textuelle A¨hnlichkeit muss gegeben sein, sonst sind keine oder nur sehr schlechte
Ergebnisse vorhanden.
P 2 Das erstellen einer allgemeinen Plattform ist im Vordergrund.
Lo¨sungen
Was sind die eigenen Lo¨sungen der Autoren?
L 1 Navigation und Steuerung u¨ber grafische Oberfla¨che.
L 2 Auswa¨hlbarkeit der Granularita¨t und der zu verwendenden Quellen mo¨glich.
Nachweise
Welche Nachweise (Evidence) werden hinsichtlich der Tragfa¨higkeit der eigenen Lo¨sungen
geliefert?
N 1 Auf vier Open-Source Projekten fand die Evaluation statt, iTrust,RealEstate, CM1
und EasyClinic.
N 2 Es wurden als Vergleichsmetriken Vollsta¨ndigkeit und Pra¨zision hinsichtlich der kor-
rekten Lo¨sung genutzt.
1http://lucene.apache.org/core/
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Offene Fragen
Welche Fragen sind noch ungelo¨st geblieben beziehungsweise stellen sich dem Leser?
F 1 Durchsetzbarkeit der Interface nicht klar.
F 2 Hinzufu¨gen von weiteren Tools und Kombination davon mo¨glich, aber wie schwer ist
dies?
F 3 Implementierung ist im Vergleich zu a¨hnlichen sehr schlecht vom Ergebnis her. Liegt
dies an dem Datensatz?
Notizen
Es handelt sich eher um eine Plattform auf die aufgebaut werden sollte, statt einer voll-
kommen neuen Technik. Der Datensatz wurde von den Autoren nicht erstellt, sondern es
wurden nur die gefunden u¨berpru¨ft ob diese stimmen. Wie dabei die Metrik Vollsta¨ndigkeit
berechnet werden konnte ist nicht ganz offensichtlich.
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B.4 Recovering and Tracing Links between Software Codes and Test Co-
des of the Open Source Projects
[AMH16] Arshia, Amir H. ; Mostafa, Seyed ; Hadi, Mohammad: Recovering and Tra-
cing Links between Software Codes and Test Codes of the Open Source Projects. 7
(2016). http://dx.doi.org/10.14569/IJACSA.2016.071043. – DOI 10.14569/IJAC-
SA.2016.071043
Inhalte
Was sind die zentralen Inhalte (Themen, interessante Aussagen, Botschaften, Fragestel-
lungen), die in der Arbeit (d.h., in der analysierten Literatur) behandelt werden?
I 1 Entwicklung eines Algorithmus zur Informationsgewinnung von zusammenha¨ngen-
den Klassen.
I 2 Darstellung der Entwicklungsentscheidungen und Auswertung des Verfahrens auf
Software.
I 3 Die Implementierung des Datagewinnungsverfahrens und die Vorteile davon.
Defizite
Welche Defizite bestehender Arbeiten und Lo¨sungen werden als Motivation der eigenen
Lo¨sungen genannt?
D 1 Es werden die Methoden genannt, aber nicht warum diese nicht gut genug sind.
Pra¨missen
Welche Einschra¨nkungen und Vorgaben werden hinsichtlich der eigenen Lo¨sungen ge-
macht?
P 1 Der erste Schritt muss Ergebnisse produzieren und ist maßgeblich verantwortlich fu¨r
den Rest.
P 2 Ohne textuelle A¨hnlichkeit ist keine Analyse mo¨glich.
Lo¨sungen
Was sind die eigenen Lo¨sungen der Autoren?
L 1 Ein vierstufiger Algorithmus auf Datensuche basierend.
L 2 Im ersten Schritt werden alle Namen von Testklassen und Klassen extrahiert, die
gleich benannt sind.
L 3 Im zweiten Schritt werden Besonderheiten wie die Komplexita¨t und Design Metriken
extrahiert.
L 4 Die Verbindung von Schritt eins werden als Vergleichsdaten genommen um aus den
Daten von Schritt zwei Informationen zu gewinnen.
Nachweise
Welche Nachweise (Evidence) werden hinsichtlich der Tragfa¨higkeit der eigenen Lo¨sungen
geliefert?
N 1 ArgoUML, Apache Ant und Dependency Finder wurden zur Evaluation verwendet.
N 2 Es wurden als Vergleichsmetriken Vollsta¨ndigkeit und Pra¨zision hinsichtlich der kor-
rekten Lo¨sung genutzt.
N 3 Als Vergleichsmethode wurde Scotch+ verwendet.
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Offene Fragen
Welche Fragen sind noch ungelo¨st geblieben beziehungsweise stellen sich dem Leser?
F 1 Wie verha¨lt sich das Verfahren wenn es in Phase eins keine Informationen gewinnen
kann?
F 2 Wie ist die Skalierbarkeit des Verfahrens hinsichtlich gro¨ßerer Software?
F 3 Woher kommt die Lo¨sung der Verbindungen in den Testprojekten?
Notizen
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B.5 Automatically identifying focal methods under test in unit test cases
[GGR15] Ghafari, M. ; Ghezzi, C. ; Rubinov, K.: Automatically identifying focal me-
thods under test in unit test cases. In: 2015 IEEE 15th International Working Conference
on Source Code Analysis and Manipulation (SCAM), 2015, S. 61–70
Inhalte
Was sind die zentralen Inhalte (Themen, interessante Aussagen, Botschaften, Fragestel-
lungen), die in der Arbeit (d.h., in der analysierten Literatur) behandelt werden?
I 1 Informationen u¨ber Zusammenhang zwischen Komponententest und getestete Klasse
finden.
I 2 Entwickeln einer neuen Methode dazu, die Datenflussanalyse verwendet.
I 3 Extrahieren der Informationsgewinnung automatisieren.
I 4 Wechsel der Granularita¨t der Verbindungen zu Methodenlevel vom Klassenlevel aus
anderen Arbeiten.
Defizite
Welche Defizite bestehender Arbeiten und Lo¨sungen werden als Motivation der eigenen
Lo¨sungen genannt?
D 1 Bestehende Arbeiten gewinn nur die Information welche Klasse getestet wird, aber
nicht welche Methoden.
D 2 Letzter Aufruf vor U¨berpru¨fung (LCBA) betrachtet nicht immer die getestete Me-
thode sondern manchmal ein Getter.
D 3 Dynamische Aufrufgraphen liefern eine zu große Methodenmenge zuru¨ck.
D 4 Benennungsregeln beno¨tigen ein feste Schema.
D 5 Textuelle A¨hnlichkeit funktioniert nur bei konsistenter Benennung.
Pra¨missen
Welche Einschra¨nkungen und Vorgaben werden hinsichtlich der eigenen Lo¨sungen ge-
macht?
P 1 Es muss Zustandsobjekte geben fu¨r die Analyse.
P 2 Zielsprache ist Java, mit Komponententests die das JUnit Rahmenwerk nutzen.
P 3 Dynamisches Nachladen von Implementierungen von Interfaces nicht verfolgbar.
P 4 Hilfsmethoden und vererbte Methoden sind fu¨r die Analyse nicht nutzbar.
Lo¨sungen
Was sind die eigenen Lo¨sungen der Autoren?
L 1 Gewinnung der getesteten Methode u¨ber Dataflussanalyse und Abha¨ngigkeiten.
L 2 Analysen finden auf dem Quellcode der Tests und dem Produktivcode statt.
L 3 Betrachten von jedem Testfall als abgeschlossene Einheit.
L 4 Einteilung der Methoden in Abfragemethoden(Inspector) ohne Seiteneffekt und A¨n-
derungsmethoden(mutators).
L 5 Letzte A¨nderungsmethode im Unterszenario wird als getestete Methode betrachtet.
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Nachweise
Welche Nachweise (Evidence) werden hinsichtlich der Tragfa¨higkeit der eigenen Lo¨sungen
geliefert?
N 1 300 Komponententests aus vier Open-Source Projekten(Commons Email, JGAP, Pu-
reMVC und XStream).
N 2 Als Metrik wurde Vollsta¨ndigkeit, Pra¨zision und F-Maß hinsichtlich des erstellten
Datensatzes verwendet.
N 3 Analyse der Ergebnisse und Begru¨ndung der unterschiedlichen Ergebnisse.
Offene Fragen
Welche Fragen sind noch ungelo¨st geblieben beziehungsweise stellen sich dem Leser?
F 1 Vergleich der Methode mit anderen Lo¨sungen wie z.B. Scotch wa¨re spannend.
F 2 Lassen sich die Pra¨missen verringern, also ko¨nnte man die Hilfsmethoden trotzdem
analysieren ?
F 3 Wa¨re ein manueller Input des Programmierers mo¨glich und wu¨rde dies dem System
zu besseren Ergebnissen helfen ?
F 4 Ist die Auswahl der Komponententests, die analysiert werden, automatisch mo¨glich.
?
Notizen
Im Paper selben wird geschrieben, dass das Ergebnis mit einer sauberen Implementierung
besser wa¨re. Dies la¨sst Zweifel bei dem Datensatz aufkommen. Starker Abha¨ngigkeiten
von dem Eclipse Rahmenwerk.
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B.6 Towards Gamification in Software Traceability: Between Test and
Code Artifacts
[PKA15] Parizi, R. M. ; Kasem, A. ; Abdullah, A.: Towards gamification in software
traceability: Between test and code artifacts. In: 2015 10th International Joint Conference
on Software Technologies (ICSOFT) Bd. 1, 2015, S. 1–8
Inhalte
Was sind die zentralen Inhalte (Themen, interessante Aussagen, Botschaften, Fragestel-
lungen), die in der Arbeit (d.h., in der analysierten Literatur) behandelt werden?
I 1 Begru¨ndung einer neuen Forschungsrichtung in der Test zu Quelltext Forschung.
I 2 Transfer von Ansa¨tzen aus Spieltheorie zur Informationsgewinnung.
I 3 Erla¨uterung der Probleme der aktuellen Arbeit in dem Bereich.
Defizite
Welche Defizite bestehender Arbeiten und Lo¨sungen werden als Motivation der eigenen
Lo¨sungen genannt?
D 1 Bisher ist die Granularita¨t nur auf Klassenlevel.
D 2 Es wird in keiner Methode eine korrekte Lo¨sung erzeugt. Es gibt sowohl falsche als
auch redundante Ergebnisse.
D 3 Alle gefunden Verbindungen mu¨ssen manuell verifiziert werden.
D 4 Fehlende Visualisierung der Verbindungen.
D 5 Keines der Verfahren ist interaktiv und selbstlernend beim Fortschreitend des Pro-
jektes.
Pra¨missen
Welche Einschra¨nkungen und Vorgaben werden hinsichtlich der eigenen Lo¨sungen ge-
macht?
P 1 Es wird nur der gedachte Ansatz vorgestellt.
P 2 Der Quelltext muss in Java geschrieben sein.
Lo¨sungen
Was sind die eigenen Lo¨sungen der Autoren?
L 1 Zielplattform des Spiels sollte auch Android sein.
L 2 Mittelhilfe genetischer Algorithmen sollt sich das System anpassen ko¨nnen.
L 3 Nutzer besitzt die Mo¨glichkeit dem System Informationen zu geben.
L 4 Es sind verschiedene grafische Darstellung wie z.B. Baumdiagramm vorgesehen.
Nachweise
Welche Nachweise (Evidence) werden hinsichtlich der Tragfa¨higkeit der eigenen Lo¨sungen
geliefert?
N 1 20 Leute und vier Softwareprojekte wurden verwendet.
N 2 Vergleich mit Scotch [QOD10].
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Offene Fragen
Welche Fragen sind noch ungelo¨st geblieben beziehungsweise stellen sich dem Leser?
F 1 Wie realistisch ist es, dass Programmierer gute Ergebnisse produzieren, wenn sie
nebenbei die Verbindungen anklicken ?
F 2 Wie hoch wird die Akzeptanz dieser Anwendung sein ?
F 3 Ist es u¨berhaupt mo¨glich ein vollsta¨ndiges fehlerfreies Ergebnis zu produzieren ?
F 4 Ist der Ansatz nicht nur das manuelle labeln von Daten ?
Notizen
Hier kommen Notizen hin, die in keine der obigen Kategorien passen.
Das Paper setzt sich viele Ziele, aber liefert keine Nachweise warum es diese erreichen sollte.
Kein Folgepaper mit Ergebnissen auffindbar. Die 90% Erfolg wirken sehr unglaubwu¨rdig
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B.7 Empirical analysis of object-oriented design metrics for predicting
unit testing effort of classes
[BT12] Badri, Mourad ; Toure, Fadel: Empirical analysis of object-oriented design
metrics for predicting unit testing effort of classes. In: Journal of Software Engineering
and Applications 5 (2012), Nr. 7, S. 513
Inhalte
Was sind die zentralen Inhalte (Themen, interessante Aussagen, Botschaften, Fragestel-
lungen), die in der Arbeit (d.h., in der analysierten Literatur) behandelt werden?
I 1 Vergleich von verschiedenen Metriken, um den Aufwand von testen des Quelltextes
zu quantifizieren.
I 2 Transfer von bekannten Metriken aus der Objektorientierung in ein neues Feld.
I 3 Analyse der Aussagen verschiedener Metriken auf die Testbarkeit.
Defizite
Welche Defizite bestehender Arbeiten und Lo¨sungen werden als Motivation der eigenen
Lo¨sungen genannt?
D 1 Vorherige Arbeiten haben nicht die verschiedenen Methoden verglichen und kombi-
niert.
D 2 Die Definition von Softwaretestbarkeit ist nicht pra¨zise genug.
Pra¨missen
Welche Einschra¨nkungen und Vorgaben werden hinsichtlich der eigenen Lo¨sungen ge-
macht?
P 1 Es wurden nur Tests betrachtet die ein striktes Benennungsschema einhalten.
P 2 Die Testfa¨lle mu¨ssen mithilfe des JUnit Rahmenwerks geschrieben sein.
P 3 Es wird nur in zwei Kategorien, hoch und niedrig, eingeteilt.
Lo¨sungen
Was sind die eigenen Lo¨sungen der Autoren?
L 1 Es wird die Korrelation der Methoden berechnet anhand einer Studie.
L 2 Es wird getestet ob die verschiedenen Methoden kombiniert sinnvoll sind.
Nachweise
Welche Nachweise (Evidence) werden hinsichtlich der Tragfa¨higkeit der eigenen Lo¨sungen
geliefert?
N 1 Evaluation auf drei Javaprojekten(ANT, JFC und POI).
N 2 Auswertung und Interpretation der Daten.
Offene Fragen
Welche Fragen sind noch ungelo¨st geblieben beziehungsweise stellen sich dem Leser?
F 1 Sind diese Einschra¨nkungen notwendig ?
F 2 Wa¨re es mo¨glich das ganze in mehrere Kategorien einzuordnen, oder einer Skala ?
Notizen
Hier kommen Notizen hin, die in keine der obigen Kategorien passen.
B Literaturanalysen 77
B.8 Analysis of Static and Dynamic Test-to-code Traceability Informati-
on
[GBH+18] Gergely, Tama´s ; Balogh, Gergo ; Horvath, Ferenc ; Vancsics, Be´la ;
Besze´des, A´rpa´d ; Gyimo´thy, Tibor: Analysis of Static and Dynamic Test-to-code
Traceability Information. In: Acta Cybernetica 23 (2018), 01, S. 903–919. http://dx.
doi.org/10.14232/actacyb.23.3.2018.11. – DOI 10.14232/actacyb.23.3.2018.11
Inhalte
Was sind die zentralen Inhalte (Themen, interessante Aussagen, Botschaften, Fragestel-
lungen), die in der Arbeit (d.h., in der analysierten Literatur) behandelt werden?
I 1 Erkennung von schlechtem Testquelltext (Codesmell) hinsichtlich bekannter Kriteri-
en.
I 2 Fokus auf die Erkennung von indirekter Nutzung von Quelltext innerhalb eines Tests.
( Tests macht mehr als er sollte)
I 3 Kategorisierung der gefunden Fehler und Zuordnung dieser zu festgelegten Testdesi-
gnfehlern.
Defizite
Welche Defizite bestehender Arbeiten und Lo¨sungen werden als Motivation der eigenen
Lo¨sungen genannt?
D 1 Es gibt noch kein vollautomatisches Verfahren zur Erkennung von indirekten Tests.
D 2 Verbindungen sind ha¨ufig auf Klassenlevel.
Pra¨missen
Welche Einschra¨nkungen und Vorgaben werden hinsichtlich der eigenen Lo¨sungen ge-
macht?
P 1 Klare Benennungsregeln mu¨ssen vorhanden sein.
P 2 Jeder Test muss eigensta¨ndig sein und nicht abha¨ngig von anderen Tests sein.
P 3 Quelltext muss in Java geschrieben sein und die Komponententests mu¨ssen das JUnit
Rahmenwerk nutzen.
Lo¨sungen
Was sind die eigenen Lo¨sungen der Autoren?
L 1 Benutzung von statischer und dynamischer Quelltextanalyse.
L 2 Nutzung von vorhanden Methoden aus anderen Arbeiten.
L 3 Abgleich der statischen und dynamischen Analyseergebnisse und Zusammenfu¨hrung
dieser.
Nachweise
Welche Nachweise (Evidence) werden hinsichtlich der Tragfa¨higkeit der eigenen Lo¨sungen
geliefert?
N 1 Vier Softwaresysteme, checkstyle, netty, orientdb und oryx.
N 2 Manuelle U¨berpru¨fung von Acht gefunden Testdesignfehlern.
78 8 Anhang
Offene Fragen
Welche Fragen sind noch ungelo¨st geblieben beziehungsweise stellen sich dem Leser?
F 1 Kann die letzte Analyse nicht automatisiert werden?
F 2 Ist eine halbautomatische Analyse u¨berhaupt sinnvoll, weil die Analyse deutlich mehr
Informationen braucht als der Algorithmus verwendet?
Notizen
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B.9 Evaluation of Textual Similarity Techniques in Code Level Traceabi-
lity
[CKV19] Csuvik, Viktor ; Kicsi, Andra´s ; Vida´cs, La´szlo´: Evaluation of Textual Si-
milarity Techniques in Code Level Traceability. In: Misra, Sanjay (Hrsg.) ; Gervasi,
Osvaldo (Hrsg.) ; Murgante, Beniamino (Hrsg.) ; Stankova, Elena (Hrsg.) ; Korkhov,
Vladimir (Hrsg.) ; Torre, Carmelo (Hrsg.) ; Rocha, Ana Maria A. (Hrsg.) ; Taniar,
David (Hrsg.) ; Apduhan, Bernady O. (Hrsg.) ; Tarantino, Eufemia (Hrsg.): Compu-
tational Science and Its Applications – ICCSA 2019, Springer International Publishing,
2019 (Lecture Notes in Computer Science). – ISBN 978–3–030–24305–0, S. 529–543
Inhalte
Was sind die zentralen Inhalte (Themen, interessante Aussagen, Botschaften, Fragestel-
lungen), die in der Arbeit (d.h., in der analysierten Literatur) behandelt werden?
I 1 Gewinnung von Test zu Quelltext Verbindungen u¨ber textuelle A¨hnlichkeit.
I 2 Evaluation eines Test zu Quelltext Verfahren, welches textuelle A¨hnlichkeit mit drei
Maschinellen Lernverfahren berechnet.
I 3 Vergleich von den drei Techniken und einer Kombination davon.
Defizite
Welche Defizite bestehender Arbeiten und Lo¨sungen werden als Motivation der eigenen
Lo¨sungen genannt?
D 1 Benennungsregeln besitzen keine ausreichende Anwendbarkeit, aber hohe Pra¨zision.
D 2 Statische Quelltextanalyse haben eine ho¨here Anwendbarkeit, aber eine niedrige Pra¨-
zision.
Pra¨missen
Welche Einschra¨nkungen und Vorgaben werden hinsichtlich der eigenen Lo¨sungen ge-
macht?
P 1 Der Quelltext muss in Java mit der JUnit Rahmenarchitektur geschrieben schreiben.
P 2 A¨hnlichkeitsalgorithmen liefern meist nur ein Vorschlag.
Lo¨sungen
Was sind die eigenen Lo¨sungen der Autoren?
L 1 Erstellung von drei verschiedenen Quelltextrepra¨sentationen.
L 2 Anwendung von drei A¨hnlichkeitsverfahren(LSI, Doc2Vec, TF-IDF) auf den Quell-
text.
L 3 Vergleich der Ergebnisse und Auswertung auf Basis davon.
Nachweise
Welche Nachweise (Evidence) werden hinsichtlich der Tragfa¨higkeit der eigenen Lo¨sungen
geliefert?
N 1 Evaluation auf Commons Math, Commons Lang, JFreeChart und Mondrian.
N 2 Vergleich mit Benennungsregeln.
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Offene Fragen
Welche Fragen sind noch ungelo¨st geblieben beziehungsweise stellen sich dem Leser?
F 1 Wie wurden die Algorithmen trainiert?
F 2 Wie gute ist der Vergleich mit der Musterlo¨sung?
Notizen
Es wird nur eine Vergleich mit Benennungsregeln erstellt und nicht mit dem gesamten.
Also wird keine Musterlo¨sung genutzt. Die echten Ergebnisse wa¨ren spannend.
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B.10 Identification of High-Level Concept Clones in Source Code
[MM01] Marcus, A. ; Maletic, J. I.: Identification of high-level concept clones in sour-
ce code. In: Proceedings 16th Annual International Conference on Automated Software
Engineering (ASE 2001), 2001. – ISSN 1938–4300, S. 107–114
Inhalte
Was sind die zentralen Inhalte (Themen, interessante Aussagen, Botschaften, Fragestel-
lungen), die in der Arbeit (d.h., in der analysierten Literatur) behandelt werden?
I 1 Erkennung von Quelltextkopien innerhalb eines Programms.
I 2 Quelltextkopien werden als Implementierung einer ganzen Funktionalita¨t betrachtet
und nicht auf einzelnen Quelltextzeilen.
Defizite
Welche Defizite bestehender Arbeiten und Lo¨sungen werden als Motivation der eigenen
Lo¨sungen genannt?
D 1 Verschiedene NLP Methoden beno¨tigen ein Grunddatensatz, dessen Erstellung teuer
ist.
D 2 Bisherige Informationsgewinnungsmethoden, wie statisch oder Heuristik basierte,
sind zwar leichter in der Erstellung aber produzieren schlechtere Ergebnisse.
Pra¨missen
Welche Einschra¨nkungen und Vorgaben werden hinsichtlich der eigenen Lo¨sungen ge-
macht?
P 1 Klassen die Funktionalita¨t zusammen implementieren sind im zweiten Schritt ver-
wendet und mu¨ssen mit anderen Methoden gefunden werden.
P 2 Die Methode alleine ist nicht vollautomatisch.
P 3 Die Methode basiert auf Benennung und ist dann nicht nutzbar, falls der Entwickler
Kopien umbenennt.
Lo¨sungen
Was sind die eigenen Lo¨sungen der Autoren?
L 1 Mittels Latent Semantic Indexing wird die A¨hnlichkeit von semantische Quelltextar-
tefakten erzeugt.
L 2 Die A¨hnlichkeit wird u¨ber strukturelle Informationen gewonnen.
L 3 Dann gibt der Nutzer Quelltextartefakte an, welche Funktionalita¨t zusammen im-
plementieren.
L 4 Im na¨chsten Schritt werden a¨hnliche Cluster gesucht, wie im vorherigen Schritt an-
gegeben wurden.
L 5 Dann wird endgu¨ltig mittels Dataflussanalyse entschieden, ob es eine Kopie ist.
Nachweise
Welche Nachweise (Evidence) werden hinsichtlich der Tragfa¨higkeit der eigenen Lo¨sungen
geliefert?
N 1 Es wurde die Methode auf Mosaic, geschrieben in C, getestet.
N 2 Mosaic hat eine niedrige Quelltextqualita¨t laut den Autoren.
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Offene Fragen
Welche Fragen sind noch ungelo¨st geblieben beziehungsweise stellen sich dem Leser?
F 1 Das Paper schla¨gt vor verschiedene Methoden zu kombinieren. Es wa¨re gut die Er-
gebnisse zu sehen.
Notizen
Die Erkennung von a¨hnlichen ASTs ko¨nnte Aufschluss geben. Bei gleichen ASTs sollte
gleiche Verbindungen entstehen, falls nicht muss man von einem Fehler im Verfahren aus-
gehen.
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B.11 Are my Unit Tests in the Right Package?
[BGBG16] Balogh, G. ; Gergely, T. ; Besze´des, A´ ; Gyimo´thy, T.: Are My Unit
Tests in the Right Package? In: 2016 IEEE 16th International Working Conference on
Source Code Analysis and Manipulation (SCAM), 2016, S. 137–146
Inhalte
Was sind die zentralen Inhalte (Themen, interessante Aussagen, Botschaften, Fragestel-
lungen), die in der Arbeit (d.h., in der analysierten Literatur) behandelt werden?
I 1 U¨berpru¨fung der Atomarita¨t und Organisation von Komponententest mittels auto-
matischer U¨berpru¨fung.
I 2 Entwickelung eines Algorithmus fu¨r die Erkennung.
Defizite
Welche Defizite bestehender Arbeiten und Lo¨sungen werden als Motivation der eigenen
Lo¨sungen genannt?
D 1 Es wird auf a¨hnliche Forschung in dem Bereich nicht eingegangen.
Pra¨missen
Welche Einschra¨nkungen und Vorgaben werden hinsichtlich der eigenen Lo¨sungen ge-
macht?
P 1 Wegen der dynamischen Analyse muss der Quelltext ausfu¨hrbar sein.
P 2 Wegen der statischen Analyse muss der Quelltext vorliegen.
P 3 Die Zielsprache ist Java mit der JUnit Rahmenarchitektur.
Lo¨sungen
Was sind die eigenen Lo¨sungen der Autoren?
L 1 Vergleich von dynamischer und statischer Analyse des Quelltexts.
L 2 Erstellung einer bina¨ren Testu¨berdeckungsmatrix fu¨r jeden Komponententest und
Erkennung von zusammengeho¨rigen Gruppen.
L 3 Statische Analyse der Einteilung in Klassen und Pakete von dem Quelltext.
Nachweise
Welche Nachweise (Evidence) werden hinsichtlich der Tragfa¨higkeit der eigenen Lo¨sungen
geliefert?
N 1 Evaluation auf acht Quelltextoffenen Projekten wie z.B. netty
N 2 Beispielanalyse von gefundenen Fehlern.
Offene Fragen
Welche Fragen sind noch ungelo¨st geblieben beziehungsweise stellen sich dem Leser?
F 1 Lassen sich die Verbesserungsvorschla¨ge automatisch erzeugen?
Notizen
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B.12 Exploring the Benefits of Utilizing Conceptual Information in Test-
to-Code Traceability
[Kic18] Kicsi, Andra´s: Exploring the Benefits of Utilizing Conceptual Information in
Test-to-Code Traceability. (2018), S. 7
Inhalte
Was sind die zentralen Inhalte (Themen, interessante Aussagen, Botschaften, Fragestel-
lungen), die in der Arbeit (d.h., in der analysierten Literatur) behandelt werden?
I 1 Gewinnung von Test zu Quelltextverbindungen, wovon die Analyse halbautomatisch
ist.
I 2 Erweiterung von LSI von eins zu eins Verbindungen zu eins zu N.
I 3 Vergleich mit LSI ohne mehrerer Vorschla¨ge.
Defizite
Welche Defizite bestehender Arbeiten und Lo¨sungen werden als Motivation der eigenen
Lo¨sungen genannt?
D 1 Benennungsregeln sind nur anwendbar wenn ein festes Benennungsschema vorliegt.
Wenn diese anwendbar sind wird aber eine sehr hohe Pra¨zision erreicht.
Pra¨missen
Welche Einschra¨nkungen und Vorgaben werden hinsichtlich der eigenen Lo¨sungen ge-
macht?
P 1 Es muss eine textuelle A¨hnlichkeit zwischen Komponententest und Quelltext vorlie-
gen.
P 2 Die Zielsprache ist Java mit der JUnit Rahmenarchitektur.
P 3 Das System liefert nur bis zu zehn Vorschla¨ge, diese mu¨ssen dann manuell bewertet
werden.
P 4 Die Verbindungen werden auf Klassenlevel gesucht.
Lo¨sungen
Was sind die eigenen Lo¨sungen der Autoren?
L 1 In einer ersten Evaluation wurde festgestellt, dass Benennungsregeln in manchen
Projekten nur zu 20% eingehalten wurden.
L 2 Erstellung von zwei Datensa¨tzen mittels statischer Analyse und Textverarbeitung
von Quelltext und Komponententests.
L 3 Vergleich von diesen beiden mittels Latent Semantic Indexing.
L 4 Erstellung einer Liste mit N a¨hnlichen Klassen pro Testfall.
Nachweise
Welche Nachweise (Evidence) werden hinsichtlich der Tragfa¨higkeit der eigenen Lo¨sungen
geliefert?
N 1 Evaluation auf fu¨nf Quelltextoffenen Projekten Comm. Lang, Comm. Math, ArgoUML,
Mondiran und JFreeChart
N 2 Vergleich mit LSI mit nur eins zu eins Verbindung
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Offene Fragen
Welche Fragen sind noch ungelo¨st geblieben beziehungsweise stellen sich dem Leser?
F 1 La¨sst sich das Verfahren auf Methodenlevel verbessern?
Notizen
Der Fakt dass LSI unabha¨ngig von Benennungsregeln ist, ist ein wichtiges Ergebnis was
das Paper hervorheben sollte Bei Top10 produziert das verfahren wirklich extrem gute
Dinge. Wenn man diese Top10 Filtert ist man am Ziel.
