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Abstract
Avec la de´mocratisation du Cloud et son utilisation toujours plus inten-
sive, les data-centers sont devenus des consommateurs d’e´nergie notables [1].
Si les e´quipements de ces datacenters o↵rent individuellement de bonnes ca-
pacite´s pour optimiser la consommation e´nerge´tique, la taille et la nature des
data-centers les transforment en syste`mes complexes a` superviser, a` main-
tenir et a` optimiser [2]. Cette complexite´ rend de`s lors quasi impossible la
gestion de cette optimisation par un humain ou via un ensemble de re`gle
de gestion fixe. En e↵et, il parait di cile d’organiser la consolidation d’un
grand nombre de machines virtuelles sur un nombre minimal de serveurs ou
encore la disse´mination des serveurs physiques a` pleine charge au sein du
data-center.
Dans ce cadre, l’informatique autonomique vise a` apporter une re´ponse
ade´quate et durable en proposant des me´canismes d’adaptation et d’optimisation
autonomes. Tout le travail de la communaute´ vise a` terme a` permettre
la de´finition d’objectifs de haut niveau, en laissant le syste`me sous-jacent
s’auto ge´rer. Dans cette vision, la gestion e´nerge´tique du Cloud heberge´,
ainsi que ses performances seront prises en charge par un syste`me autonome
inde´pendant, prenant des de´cisions optimales graˆce a` des algorithmes et
heuristiques pre´alablement de´veloppe´s.
Pour atteindre cette vision, il reste, sans aucun doute, de nombreux chal-
lenges a` re´soudre que ce soit pour i) ge´rer e cacement un monitoring fi-
able d’un tel environnement souvent he´te´roge`ne et distribue´, ii) planifier de
manie`re e cace des adaptations et iii) les exe´cuter de manie`re fiable en en-
vironnement distribue´. Mais il reste aussi a` travailler sur la prise de de´cision
et les supports techniques facilitant cette prise de de´cision. C’est tout par-
ticulie`rement sur ce dernier point que se place ce travail. En e↵et, nous
de´fendons l’ide´e qu’il est ne´cessaire d’embarquer dans de tels syste`mes au-
tonomiques une couche de re´flexion du syste`me de´synchronisable a` la de-
mande. Une telle couche de re´flexion permet i) d’inclure la configuration du
syste`me comme un e´le´ment de la base de connaissance de la boucle MAPE-
K [3], ii) d’o↵rir une abstraction pour piloter la reconfiguration mais sa ca-
pacite´ a` eˆtre de´synchronise´ a` la demande permet de “poser des questions”
sur des optimisations possibles et d’obtenir des re´sultats par simulation sans
re´ellement a↵ecter le syste`me en cours d’exe´cution [4]. La proble´matique de
ce travail est alors la suivante: Comment construire un mode`le de re´flexion
de´synchronisable pour un syste`me de Cloud distribue´ permettant de brancher
des moteurs de simulation a` l’exe´cution ? Les questions de recherches as-
socie´es sont alors: quelle abstraction fournir dans un tel mode`le de re´flexion
? Quelles exigences non fonctionnelles doivent eˆtre prise en charge par une
telle approche afin de rendre re´aliste la prise en charge d’un moteur de sim-
ulation au sein de la boucle autonomique ?
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