Much navigation over the last several decades has been aided by the global navigation satellite system (GNSS). In addition, with the advent of the multi-GNSS era, more and more satellites are available for navigation purposes. However, the navigation is generally carried out by point positioning based on the pseudoranges. The real-time kinematic (RTK) and the advanced technology, namely, the network RTK (NRTK), were introduced for better positioning and navigation. Further improved navigation was also investigated by combining other sensors such as the inertial measurement unit (IMU). On the other hand, a deep learning technique has been recently evolving in many fields, including automatic navigation of the vehicles. This is because deep learning combines various sensors without complicated analytical modeling of each individual sensor. In this study, we structured the multilayer recurrent neural networks (RNN) to improve the accuracy and the stability of the GNSS absolute solutions for the autonomous vehicle navigation. Specifically, the long short-term memory (LSTM) is an especially useful algorithm for time series data such as navigation with moderate speed of platforms. From an experiment conducted in a testing area, the LSTM algorithm developed the positioning accuracy by about 40% compared to GNSS-only navigation without any external bias information. Once the bias is taken care of, the accuracy will significantly be improved up to 8 times better than the GNSS absolute positioning results. The bias terms of the solution need to be estimated within the model by optimizing the layers as well as the nodes each layer, which should be done in further research.
Introduction
In recent years, the autonomous navigating vehicle has been a most popular topic in the field of positioning. It is usually categorized as a vehicle that is navigating by introducing information & communication technology (ICT) to selfrecognize the driving condition, make decisions, and finally control the route with minimal user intervention. Although there are many assistive systems for the driver such as Advanced Driver Assistance Systems (ADAS) or Collision Avoidance System (CAS), the full operational selfnavigation is still not yet available.
The first autonomous navigation vehicle was initiated from the Grand Challenge in 2004 hosted by the Defense Advanced Research Projects Agency (DARPA) and afterwards held in a complex urban area [1] . As is well known, the global navigation satellite system (GNSS) has been playing an important role in ground vehicle navigation. Further improvement was achieved in positioning accuracy due to the introduction of correction information in the mid-1990s: differential GPS (DGPS) for pseudoranges and real-time kinematic (RTK) for carrier phases [2, 3] . However, the GNSS solution is vulnerable to signal blockage from such surrounding environments as tunnels and urban canyons, or unpredictable multipaths.
Although a decimeter or better accuracy is expected from RTK for short baselines, even more accurate positioning is possible in real time due to sophisticated correction methods, called the network RTK (NRTK) [4, 5] . However, this level of accuracy can only be attainable for the "static" processing, while the vehicle navigation is generally performed in a "kinematic" mode with tens of meters.
Autonomous navigation is generally on the premise of accurate positioning, but it cannot be guaranteed by GNSS only. Many different types of sensors are combined to support accurate positioning, which includes RADAR or LiDAR for viewing which way to go, and inertial measurement unit (IMU) to track the linear and/or rotational movements of the vehicle. Therefore, it is necessary to integrate various sensors to make up for the weakness of GNSS and to estimate accurate position of the vehicles [6] . A detailed case study of autonomous car was discussed based on the distributed architecture [7] . In addition, numerous researches of integrating GNSS/IMU and RTK technique have been conducted for the applications of Unmanned Aerial Vehicles (UAVs), but most of them apply a singlefrequency GNSS receiver [8, 9] .
The filter to integrate sensor data requires an analytical model for each specific sensor. Currently, it includes GNSS, IMU, and onboard wheel speed sensor (WSS), but a great deal of sensors will be available in near future [10] . Therefore, the estimation filter needs to be redesigned to incorporate all those sensor data to integrate the position of the vehicle, resulting in extremely increased complexity of the filter.
The accurate and reliable position information for self-navigating vehicles is sometimes unachievable due to the vulnerability of the GNSS signal as mentioned above. The objective of this study is to develop a model to estimate the position of the vehicle without redesigning the analytical model of each individual sensor with constraints. We applied the deep learning technique to predict the position of the vehicle based on multisensor data including GNSS. The field experiment was carried out using the mobile mapping system (MMS) [11] with onboard sensors where the high-end GPS/INS system was used as a reference truth. The concept of deep learning is described in the next section, and the test results and discussion follow.
Framework of Deep Learning
Since the introduction of the neural events and the complicated logical means for nets [12] , many researchers have been investigating how to mimic the human brain into the system. Although a perceptron algorithm based on supervised learning was already developed in mid-20 th century [13] , the deep learning technique was not applied in practice due to lack of computational resources for a long time. A new learning procedure, called back-propagation for networks, was suggested to repeatedly adjust the weights of the nodes in the network to minimize the difference between the actual output vector and the generated labeled data sets [14] . This back-propagation learning was applied to a practical problem of a handwritten zip code with short learning time and improved performance [15] .
Most of the deep learning studies focus on the imagebased applications such as remote sensing, image matching and classifications, and detection of road features by combining different sources [16] [17] [18] [19] . The long short-term memory (LSTM) methods and a variance of recurrent neural networks (RNN) were mostly applied for the navigation of ground vehicles, UAVs, and robotics [20] [21] [22] . This is because the navigation data is provided in time series, which is suitable for the LSTM model. The MEMS IMU data is usually integrated with GNSS observations to complement the weakness of each sensor. Therefore, the deep learning technique can filter two sources of data without setting up the complicated analytical models [23] .
The (artificial) neural network theory has tremendously impacted on many fields including the autonomous navigation of vehicles and many intelligent applications. Although the theory was suggested long ago, the neural network technique was only available in recent years due to the limitation of the computing resources as mentioned above.
The neural network is defined as a network of neurons, which imitates a structure of human neuron to make various decisions. The neurons transmit a signal if it exceeds a threshold value. For a simple model, we assume that a neuron receives signals from input neurons. It is necessary to consider three factors: the intensity of the input signal, the threshold value, and finally the intensity of the output signal. Once the input signals are received by the neurons, they are multiplied by the weight of each neuron, then combined into the output signal, which may or may not be transmitted depending on the threshold value. Figure 1 shows a basic framework of a neural network.
The process can be represented by the following equation:
where f σ represents the activation function that decides whether the neuron passes the value of σ or modifies it, and the term b represents the bias value to be added to the product of the input x times the weight W. Our goal is to estimate the weight of each neuron and the bias vector to better represent the output signal. Figure 2 shows one of the activation functions, that is, a sigmoid function and its time derivative. The sigmoid function can be used to mimic a cumulative distribution function, and the output values are between 0 and 1, which is realistic in general cases. However, as we can see in Figure 2 , the maximum value of the time derivative of the sigmoid function evaluated at 0 is about 0.25, which makes the system insensitive if we deal with the multiple hidden layers [24] . Therefore, in some cases, it is favorable to introduce different types of activation function such as Rectified Linear Unit (ReLU) [25] . The ultimate goal is to find the weight vector and bias by minimizing the cross-entropy function, that is, the amount of error under optimal condition. The
Figure 1: Basic framework of a single neuron.
2 Journal of Sensors process can be done iteratively based on the gradient descent principle.
For linear nonseparable problems, the "multilayer" perceptron (MLP) was suggested to solve the nonlinear problem through the error propagation training process [14, 26] . The MLP algorithm is composed of input, hidden, and output layers, which can be described as follows:
where x i is a vector variable for input data, W is the weight matrix, h n is the output variable for the n th hidden node, and f n and g n are the activation functions for input and output layers, respectively. The most important characteristic of MLP is its flexibility of input data types, resulting in varying number of hidden layers as well as number of nodes in the hidden layer depending on the input data. Since the weights of the internal hidden layers are adjusted during the process, the significance of each nodes is reflected, which is a useful feature of the back-propagation process [26] .
A recurrent neural network (RNN) is an algorithm that is composed of a circulation structure [20, 22, 23, 27] . The hidden nodes have directional information; thus, past and current data are connected to constitute a circulation. Therefore, it is useful to analyze the time series data due to the inherent time information. The RNN algorithm has a flexible structure and diverse characteristics because the length of a sequence does not matter in this case. In addition, the RNN can be affected by the output of the previous data. Figure 3 shows the structure of the RNN framework.
Long short-term memory (LSTM) [20, 21, 23] is an expansion of the RNN algorithm by adding more gates to RNN hidden layers (see Figure 4) [28] . The gates are composed of three types, that is, input, output, and forget gates. One thing to be mentioned is that the forget gate has a role of determining whether to remove the past information or not depending on the output of activation function (ranges from 0 to 1).
Results and Discussion
3.1. Strategy of Experiment. As mentioned in Section 1, GNSS-only positioning cannot guarantee the required accuracy due to the availability of the signals in urban canyon or tunnels. For the experiment of the deep learning of ground vehicle navigation, we used the mobile mapping system (MMS) data to generate a model for estimating the vehicle tracks (see Figure 5 ). The experiment was conducted at the elongated shape of a parking lot in Daegu Gyeongbuk Institute of Science and Technology (DGIST) on November 9, 2015 ( Figure 6 ).
The GPS/INS-integrated system, namely, POSLV, was mounted on the MMS vehicle, along with the additional independent GNSS receiver. The onboard sensors operate together through Controller Area Network (CAN) communication, which includes the wheel speed and turning speed sensors, the gravity sensor, the steering sensor, and the speedometer of the vehicle. The NovAtel GNSS receiver provides a navigation solution based on the pseudoranges. A more precise and accurate solution was calculated by the POSLV based on the carrier phase measurements and the integrated IMU sensors, which was used as a reference in this study. MTi-G-700 sensor [29] generates the accelerometer and gyroscope data, and the atmospheric pressure data are available as well. We used the yaw data at epoch t − 1 to estimate the position of vehicle at epoch t . Since the position and the velocity are basically resulted from the integration of the acceleration of the vehicle, the output of the accelerometer is tightly coupled with the position/ velocity. However, for a simple implementation of deep learning technique, we trained the model based on the position from the GNSS absolute position (transformed into the planar coordinates), the wheel speed sensor data, and the yaw information obtained from the MTi-G-700 sensor. For more elaborate training of the model, the accelerometer data should be incorporated in further analysis. Table 1 summarizes the specification and the output of the sensors used in this study.
The open source library, Keras [16, 30] , implemented using TensorFlow and Theano based on Python, was used for training and testing the data to evaluate the deep learning algorithm. In addition, since the modules in Keras are independently running, the user-defined model can be easily generated by combining the modules. Figure 7 shows the graphical representation of the deep learning testing scheme used in this study. Two thirds of data were used to train the model, and the remaining was reserved for evaluating the performance and accuracy of the model. The raw data includes GNSS, IMU, and from the onboard vehicle sensor. The LSTM model was used in this study, which is specifically useful for the time series data as mentioned above. It is a supervised learning, and the model is optimized by the training process. Finally, the predicted position of the vehicle was compared with the reference position to calculate the accuracy of the model. Figure 8 shows the trajectory of the vehicle where two solutions are plotted together, one for Table 2 ). The antenna of the GNSS receiver is installed in the front, and the POSLV for the reference solution is equipped in the rear of the vehicle, resulting in an (lever arm) offset between two reference points. Since the shape of the parking lot for data acquisition is elongated in the N-S direction, it seems that the offset immediately affects the mean error in that direction. Therefore, the offset needs to be calibrated beforehand, and furthermore, it is necessary to estimate the amount of Journal of Sensors bias in the GNSS solution during the deep learning training process, which should be investigated further. As discussed above, the LSTM model generally performs better than any other model, especially for the time series data. However, the (assumed) input data from NovAtel pseudorange solution is clearly biased from the reference data as seen in the trajectory plot. The interesting point is that the "errors" have an almost circular shape as can be seen in Figure 9 , even though the testing site is elongated in the North-South direction.
Analysis of the Results.
Even in the LSTM model, the bias can affect the final predicted solution. Therefore, the bias term as well as the circular deviation was estimated using the conventional Least-squares Solution (LESS) to isolate the systematic errors from the solution based on the deep learning technique. The biases are estimated as 2.54 m and -0.95 m for North and East components, respectively, along with the radius of 2.73 m. Once the bias is corrected, the RMSE drops down to 0.83 m in the horizontal plane, although most of the errors are attributed to the North-South component.
The LSTM algorithm is a recurrent neural network in which the data in the past can affect the current data. Therefore, it generally performs well for the vehicle navigation, which is basically a time series data. Through several experiments, we set up the training model with two hidden layers with 4 and 2 nodes each. In addition, the mean squared error was used to calculate the loss function, while the Adam was used for the activation function. The input data is composed of 4 features, that is, two horizontal components, the speed and the yaw information.
Prediction for Vehicle Navigation.
For the vehicle navigation based on deep learning, we prepared the input data from the sensor output. The GNSS sensor (NovAtel DL-V3-GENERIC) provided an absolute positioning solution in the Cartesian coordinate system of a global frame at the 1 Hz interval. However, the IMU and onboard sensors have higher rates at 100 Hz, thus the gaps of GNSS output should be filled up to match the time interval. For the training stage, the GNSS solution was interpolated at a 100 Hz interval using the (future) output solution (corresponds to Interpol. in Table 2 ). However, since it is not available for interpolation in real-time application, we generated an extrapolated position based on the speed of the vehicle from onboard sensors and the previous positions (corresponds to Extrapol. in Table 2 ). Both interpolated and extrapolated cases are compared with the reference solution, that is, POSLV solution, to analyze the solution characteristics after transforming into the horizontal frame (North-East-Up local reference frame). Table 3 shows the statistics of the prediction results for the horizontal component by the LSTM model. The original GNSS absolute positioning result shows an RMSE of about 3.8 m, but it drops down to 2.3 m with extrapolated position based on the previous results. There is almost 40% of improvement in the predicted horizontal coordinates (North-East frame given in unit of meters) once the interpolated position is available. Interestingly, there is no significant difference between interpolation and extrapolation in terms of positioning accuracy. Therefore, it can certainly be applied to real-time applications.
As mentioned above, there is a systematic bias in the GNSS absolute solution due to the (lever arm) offset. Once this bias is removed from the input position information, the magnitude of the bias is clearly decreased, and almost more than 80% of improvement was observed. The RMSE of planar coordinates is about 0.45 m in real situations, and the interpolated and extrapolated solutions show a similar performance in all statistics. Therefore, instead of estimating the bias terms in a separate process as done in this study, it may further improve the results if they are incorporated in the deep learning model as a system.
The most critical issue in the prediction of vehicle location is the accuracy and reliability of the solution. The GNSS signal is sometimes blocked by the surrounding environment, for example, skyscrapers in urban areas or tunnels. Therefore, the problem may be solved by establishing a model to combine the IMU data as well as onboard sensors. Figure 10 shows the loss and the accuracy of the LSTM model at each epoch to check the training and the test processes. As can be seen in the figure, the loss function quickly drops down and converges to zero, and conversely the accuracy gets closer to 1.0 and continues to stay. Therefore, it can be concluded that the learning process of the model was conducted properly.
3.4. Discussion of the Results. As a preliminary study to apply deep learning technique for the positioning of ground vehicle, the conventional GNSS absolute solution was used as an input for the training purpose. However, the GNSS receiver was installed separately from the POSLV system; thus, there is an inevitable offset in the comparison result. This virtual bias, caused by a lever arm, was absorbed by the deep learning technique in this study (about 40%), regardless of interpolation or extrapolation of the speed of the vehicle. Once the bias is removed before training a model, only several decimeters of error were achieved, which has One thing to be mentioned is that the experiment of this study was done in a limited environment, that is, a small area parking lot. Therefore, there are many factors to consider the application of real road conditions, which includes varying speed, rapid and/or sharp turns, and in unfavorable cases the loss of GNSS signals due to the surrounding environment. For general application, we need to secure enormous data for training where the acceleration and the rotational information from IMU data will play an important role to reduce time and upgrade the performance.
The LSTM model was applied for the time series data of vehicle navigation to reflect the information in the past. We adopted only two hidden layers with 4 and 2 nodes for simplicity although numerous trainings were applied to find better results. The number of layers and nodes in each layer should also be optimized, which is still an open question in deep learning technique.
Conclusion
While most researches on deep learning technique were focused on image-based applications, we proposed an integrated navigation algorithm with various sensors (GNSS and onboard sensors) in this study. Since the GNSS itself Figure 7 : Overall scheme of the deep learning process used in this study [31] . Instead of setting up a complex mathematical model for the measurements, the deep learning technique was applied to predict the vehicle location to improve the accuracy and the expandability. Since the navigation data is mostly given in time series, the LSTM algorithm was applied. The GNSS sensor only provides the RMSE of about 3.8 m, which is the absolute positioning result based on the pseudorange data. When the GNSS position was interpolated at 100 Hz, its output was improved to about 2.3 m with the LSTM model (but only available in a postprocessing mode). Even in a real-time application with the extrapolated position, a comparable accuracy was obtained with no prior bias information. The MMS used in this study has a possible bias due to the lever arm of the GNSS sensor. The bias was removed using the conventional LESS approach. Once the bias was removed from the input data, the LSTM model results were significantly improved to about 0.45 m, which is almost identical for both cases of interpolation and extrapolation.
In this study, a complex mathematical model was not set up for each individual sensor, which gives high flexibility in the integration of different kinds of sensors for practical application of future autonomous ground vehicle navigation. Although much progress was shown in this study, it still needs to be elaborated to incorporate sensors with more features as input data and the strategy on how to balance the weight between sensor data. Since the current experiment is slightly limited in the amount as well as the pattern of data (for example, data acquisition on the same trajectory), it is necessary to conduct the experiment in real road situations with enormous training data. In addition, the bias information should also be integrated into the model to be estimated during the training process, which is anticipated to generate a more practical prediction model for the autonomous vehicle navigation.
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