Abstract. We discuss statistical mechanics on nonamenable graphs, and we study the features of the phase transition, which are due to nonamenability. For the Ising model on the usual lattice it is known that below the critical temperature fluctuations of magnetization are much less likely in the states with nonzero magnetic field than in the pure states with zero field. We show that on the Cayley tree the corresponding fluctuations have the same order.
Introduction and statement of results
This paper is a result of our attempt to understand the nature of the statistical mechanics on nonamenable graphs, and in particular the special nature of the phenomenon of the first order phase transition, whose specifics are due to nonamenability. The topic of the statistical mechanics on nonamenable graphs is a modern growing field, and for its present status the reader can consult, e.g., the papers [Ly] and [S] .
Let G be an infinite, locally finite, connected graph with vertex (or site) set V ; let 0 be an arbitrarily chosen vertex. We are interested in the properties of the ferromagnetic low-temperature Ising model on G under magnetic field H. So we introduce the notation µ G ±,T,H for the infinite volume Gibbs measure on the set of configurations Ω = {σ x = ±1, x ∈ V }, corresponding to the temperature T , magnetic field H and (±)-boundary conditions. They are defined as follows. We first take a finite subset Λ ⊂ V , and we define the measures µ G,Λ ±,T,H on Ω Λ = {σ Λ : σ x = ±1, x ∈ Λ} to be given by Here the symbol n.n. means that the summation goes over all pairs of the nearest neighbour sites, and the factors Z Λ (±, T, H) (the partition function) are chosen in such a way that µ In what follows, recall that an automorphism of a graph is a one-to-one onto transformation from the set of sites to itself which preserves the structure of the graph. A graph is said to be transitive if for any two sites x and y there is an automorphism of the graph which maps x into y (intuitively, all the sites play the same role). All the graphs discussed in this paper are assumed to be transitive. A graph is said to be amenable if there is a sequence of finite sets of sites, S n , such that |∂ E S n |/|S n | → 0, as n → ∞, where ∂ E S is the edge-boundary of S, i.e., the set of bonds which have one endpoint in S and one endpoint outside S.
In case when G is the (amenable) lattice Z d , the following statements are well known: the measures µ .) The absence of phase transition when H = 0 was extended to all transitive amenable graphs in [JS] . Also in [JS] it was proved that the situation is different on transitive nonamenable graphs. For the latter it is proved that at low temperatures there is a phase transition even for nonzero H. Combining this result with Proposition 2 in [ST] , we learn that there exists a (graph dependent) function H c (T ), 0 ≤ T ≤ T c ≡ T c (G) , such that for low T , H c (T ) > 0, and such that if T < T c and |H| < H c (T ), then the measures µ Our original interest was to analyze the structure of the phase diagram on the curves (±H c (T ), T ). For amenable transitive graphs we have H c (T ) = 0, so this curve is just the segment {0 < T < T c , H = 0}, and on it we have at least two distinct phases, µ But this is known to be the case when G is a Cayley tree, T b , also called a homogeneous tree. Here T b denotes the infinite tree of degree b + 1, which means that every site of it has precisely b + 1 nearest neighbors. For T b the answer to the above question is known because the Ising models on homogeneous trees are exactly solvable (by means of recurrent relations), see [G] or [BRZ2] .
In order to understand the behavior of our models on the transition curve (H c (T ), T ), let us look on the behavior of large deviation probabilities. Specifically, we have in mind the following question. Let Λ ⊂ G be a ball, and be the magnetization inside Λ. A relevant quantity to look at is the probability of the fluctuation of the magnetization:
for δ > 0. For example, for the Ising model on Z d below the critical temperature the behavior of the probabilities (1) for large Λ is quite different depending on whether or not H is below or at its critical value, H c , which is 0 for G = Z d . Indeed, for any H < 0 and δ small enough (δ < δ(H))
while for H = H c = 0 one expects, and for d = 2 or for low enough T one knows, that
where ∂Λ is the boundary of Λ, which for regular Λ contains only ∼ |Λ|
sites, see [DKS] , [CP] , [BIV] and references therein. We call the phase rigid, if the probabilities (1) behave as in (2), i.e., as exp{−c(δ)|Λ|}; in case their behavior is exp{−o(|Λ|)} for Λ large, we call the phase soft. According to this terminology, the critical phase µ
is soft: indeed, it is much easier to create a deviation in the density of (−)-spins in the critical phase µ Here and below we use the word "critical" to denote the phase which is an "endpoint" of the continuous curve of states in the space of Gibbs states. More precisely, the phase will be called critical if it is a point of discontinuity of the family of Gibbs states corresponding to the continuous family of interactions.
The reason for having different behaviors in (2) and (3) can be understood from the fact that the typical configurations forming the events {M Λ > m − (T, H) + δ} look quite different for H < 0 and for H = 0. To explain this, we observe first that the typical configurations of the state µ Z d −,T,H itself (at low T -s) look as follows: for H ≤ 0 they consist of sea of (−)-spins with rare (+)-islands. The typical configurations of the event {M Λ > m − (T, H)+δ} with H < 0 look qualitatively the same: they are still seas of (−)-spins with rare (+)-islands, and the only difference is that the density of the (+)-islands as well as their sizes are slightly bigger; this increase accounts for the behavior in (2). However, for H = 0 the picture is drastically different: a typical configuration of the (−)-state under event {M Λ > m − (T, 0) + δ} looks as follows: inside the box Λ it has a large single droplet of the size of the order of Λ, filled with the (+)-phase, while the rest of Λ is filled with the (−)-phase. (In fact, the above picture is correct only if the size of Λ exceeds a certain critical size, which depends on δ; see [SS] for details.) Because of the ±-symmetry, the energy cost of having such a droplet is proportional to |∂Λ|, which explains (3).
Another way to express the difference between the behaviors in (2) and (3) is the following: in the phase transition regime we have a competition between the "magnetic field" volume term and the boundary condition surface term. Such a competition is not "fair", of course, and the volume term, if present, always beats the surface term. The only case when the competition is won by the surface term is when the volume term vanishes, and then the surface term -the only one left! -appears in the large deviation exponent.
For nonamenable graphs the situation is very different. There both the magnetic field term and the boundary term are volume terms, and the (positive) critical value H c (T ) of the magnetic field is by definition the one which balances the influence of the (negative) boundary conditions. Due to the cancellation of the volume terms, the question of the behavior of the fluctuations of the magnetization at the critical value H c (T ) of the magnetic field becomes nontrivial.
Our conjecture is that for nonamenable graphs G the behavior of large deviations (1) is the same for H = H c (T ) and for H = H c (T ); in other words, we think that for every H µ (4) with c(δ) > 0, so in particular the critical phase µ (4) is straightforward, since in this case either the bulk term dominates or the boundary term dominates, and both of them are volume terms for nonamenable graphs. The subtle case is when H = H c (T ), and the two terms cancel. At present we are not able to prove (4) for general nonamenable graphs. What we are able to show is that such behavior indeed takes place for
The main result of our paper is contained in the following Theorem 1. Let Λ = B R ⊂ T b be a ball of radius R centered at the origin. For every temperature T and every magnetic field H there exists a function φ H,T (m) ≥ 0 with the following properties:
with the function C(T, H) > 0 for all T and H. In particular, the critical phases µ
Note 1. The relation (5) is expected to fail at the critical point on Euclidean lattices.
Note 2. The (−)-phase is not just a Markov random field, but also a Markov chain in the sense of Chapter 12 of [G] . This fact could possibly be used for an alternative proof of the exponential decay in volume contained in Theorem 1. We thank a referee for this remark.
One should not think that there is no qualitative difference whatsoever between the properties of the phase µ 
One can interpret this fact as the formation of the droplet of the (+)-phase around the origin. However, its size is too small, so its appearance does not change the type of the large deviation behavior of our model, specified by (2).
2. Proofs 2.1. Existence of "free energy". The first step, which contains the proof of the first two statements of our theorem, is quite general.
Proposition 2. Consider the Ising model on a tree T b , and let µ be some homogeneous pure Gibbs state of it (at a certain temperature). Then there exists a function φ µ (m) ≥ 0 with the following properties:
Proof. Though we restrict ourselves to the Ising model, the proof given below goes through verbatim for any finite range interaction. The main step consists in proving the statements for the so-called semi-infinite subtrees, the relation between measures on tree and on subtrees being given by relation (6) below. The semi-infinite trees are obtained by cutting away a bond uv of the tree T b . Then T b splits into two connected components, called semi-infinite trees with roots u and v, which will be denoted respectively by T (u) and T (v). If we cut away from T b the origin 0 together with all (b + 1) bonds adjacent to it, the result is the union of (b + 1) semi-infinite trees T (x), with x ∈ S 0 = {x ∈ T b : dist(0, x) = 1}, so
The purity property of the state µ on T b is equivalent (see e.g. [P] , Chapter 4 or [BG] ) to the existence of (b + 1) pure states µ T (x) on semi-infinite subtrees T (x) and a value h = h(µ), such that
Moreover, the states {µ T (x) } x∈S0 are uniquely determined by µ. Let Λ be a ball centered at the origin:
Picking up some y ∈ S 0 , we get from equation (6) that
where
. Therefore for large n, (7) follows from inequalities (8) and (9).
We shall now prove that the measures µ T (x) on the semi-infinite trees satisfy statements (i) and (ii) of the proposition. For a semi-infinite tree T (x) with root at x, let us introduce the set S x = {z ∈ T (x) : dist(z, x) = 1}. Similarly to above, a pure state µ T (x) has the following canonical representation
where {µ T (z) } z∈Sx are in turn some pure states. Of course, the partition functions Z x are the same for all x ∈ S 0 . Since the initial state µ is homogeneous, all subtree states µ T (u) coincide. By the same reasoning as used above for the proof of inequality (7), we get that the measures on semi-infinite subtrees satisfy the subadditivity property:
x e −βb−|h| . In fact, a straightforward generalization is immediate:
provided z∈Sx c z = |S x |c and z∈Sx d z = |S x | d. Let us introduce the functions
defined for all open intervals J ⊂ (−1, 1). Since |Λ (n)
Therefore the limits φ(J) = lim n→∞ φ n (J) exist. By standard arguments (see, e.g., [L] , [LP] , [LS] ) one can check that this limiting function satisfies:
(a) the principle of the smallest term:
(b) the continuity property: φ(J) = inf{φ(I) : (closure of I) ⊂ J}.
These properties imply that if we let
By virtue of inequality (10) one gets ( [R] , [L] ), that φ µ (m) is a convex function of m. Thus the measures on semi-infinite subtrees T (x) satisfy the statements of our proposition. Moreover, by estimate (7), we get also that lim sup
Let us now prove that equality actually holds in (12). To this end we first notice that by (6) (13) where
0 e β(b+1)+|h| , and the summation in the last line is restricted to the rational values of m xi of the form
with integer M . Next, from relation (11) and the continuity of φ µ (m) we find that for any δ > 0 there exits
Inserting this estimate into (13) one obtains:
for any ε > 0. Since the number of terms in the last sum is less than 2(b + 1)|Λ (n)
x |, by convexity of φ µ we finally get the estimate of the probability µ{c < M Λ < d} from above:
This estimate implies that lim inf
for any ε, δ > 0, which together with estimate (12) and continuity of φ µ (m) proves the equality in (12) and thus our proposition.
We introduce the specific logarithmic moment generating function
where · µ denotes the expectation with respect to µ. As a consequence of the proof above, we get the statement, similar to one in [GMS] :
Corollary 3. The limit lim n→∞ ρ Λ (δ) exists and defines a convex function ρ(δ). Moreover ρ(δ) and φ µ (m) are the Legendre transform of each other :
Remark 4. Proposition 5 below implies, for the (−)-state, that the derivatives of ρ satisfy
Note that in general the function φ µ (m) depends not only on the interaction and the temperature, but also on the phase µ, if there are more than one phase at this temperature. This is very different from the lattice Z d , where the free energy function depends only on the interaction and the temperature and does not depend on the state.
A device for getting an upper estimate of large deviation probabilities.
The most important statement of our main result is the claim that φ H,T (m) > 0 once m = m − (T, H). Its proof is based on the following computation and the subsequent application of the novel large deviation technique, contained in Lemma 6 below.
Proposition 5. Let Λ = B R ⊂ T b be a ball of radius R centered at the origin. Let the infinite volume Gibbs state µ −,T,H+δχΛ correspond to the n.n. Ising model at the temperature T , with (−)-boundary conditions at infinity and external magnetic field equal to H outside Λ and to H + δ inside it, with δ > 0. Then there exists
The proof of Proposition 5 is technically the most involved part of our paper. Note also, that unless T ≤ T c and H = H c (T ), the statements (15) and (16) (15) and (16) Before proving Proposition 5 let us explain how it is used in the derivation of our main result.
Lemma 6. Let ξ N , N = 1, 2, . . . , be random variables, such that ∞ > A > ξ N ≥ a > −∞ and E(ξ N ) = d for all N , with d > a. Let P N (x) be their probability distribution functions. For every N , h > 0 define ξ h N to be the "tilted" random variable, corresponding to the distribution
.
Suppose that
Then for every g > 0,
Here the "inverse" function γ −1 is given by
Note that γ −1 (g) > 0.
This lemma, together with Proposition 5 implies that the function φ H,T (m) satisfies
which proves Theorem 1. Here the function C(T, H) is the one from Proposition 5.
Proof of Lemma 6. Note that for any h and g 1 < g 2
On the other hand,
where we have used (17) in the last step. Therefore, for every h such that E(ξ h N ) ≤ d + g 1 we necessarily have that the last expression in the square brackets is nonpositive, so
Taking now g 1 = g 2 /2, we arrive for large N at
2.3. Recursions on the tree.
Proof of Proposition 5. Assume that H = H c . Denote for the sake of brevity · = · T b −,T,H+δχΛ . We will deduce Proposition 5 from the following lemma. Lemma 7. Let 0 ≤ R 2 ≤ R 1 < R be two (integer ) radii such that
where l 1 (δ), l 2 (δ) are independent of R and
Then there exists some δ 0 > 0 and constant C = C(T ) such that for every 0 < δ ≤ δ 0 and every x in the shell B R1,R = {x :
On the other hand, for every x in the ball B R2 ,
Derivation of Proposition 5 from Lemma 7. Observe that
By (20),
Obviously, | σ x | ≤ 1 for all x, hence 1 |Λ|
We can take
Combining (27) with (29) we obtain that 1 |Λ|
So for H = H c Proposition 5 follows.
Proof of Lemma 7. We use the exact solution for the Gibbs state µ −,δ ≡ µ −,T,H+δχΛ in terms of the "effective magnetic field" {h x , x ∈ T b }, see [BRZ2] . Namely, for every connected finite set V ⊂ T b such that 0 ∈ V ,
where H x = H + δχ Λ (x) and
The effective magnetic field h x satisfies the recurrence equation,
and
When V = {0}, (31) reduces to the one-point distribution
which gives that
Observe that (33) differs somewhat for x = 0 and x = 0: for x = 0 the set S x consists of (b + 1) points while for x = 0 it consists of b points. We will call the field (33) the effective magnetic field with the origin at 0.
Recurrence relation (33) is supplemented by the "initial data",
where h − = h − (T, H) is the smallest solution of the fixed point equation,
Recall that this equation has three solutions if 0 ≤ H < H c (T ), two solutions if H = H c (T ) and T < T c , and one solution in all other cases. We denote by h + (T, H) the biggest solution. (Clearly, in the third case we have h − (T, H) = h + (T, H).) For x in the ball B R , (33) reduces to the equation
where k = dist(0, x). The proof of Lemma 7 consists of two parts. In the first part we estimate the effective magnetic field h x in the ball B R . Namely, we will prove the following lemma.
Lemma 8. For every x in the shell B R1,R ,
Proof of Lemma 8. Using (39) we rewrite (40) as
For the notational convenience we will use, together with the coordinate k, which measures the distance from the origin, the coordinate l, which measures the distance from B c R , so that
Then (46) reduces to
Observe that the definition of h − as a minimal solution to (39) implies that for
hence (48) is well approximated by the equation
In a more quantitative way, the solution to the equation
(with bigger quadratic part) provides an upper estimate for the solution of (48): g l ≤ĝ l , onceĝ l is small enough: |ĝ l | ≤ c(β) for some function c. Considerĝ l with 0 ≤ l + 1 ≤ l 1 (δ) (see (19)). For these l's the quadratic term in (51) is negligible; we can compare its solution with the solution of the equationg l+1 =g l + δ, i.e., withg l = lδ. The estimate of the quadratic term is easy and in this way we obtain that for small δ, lδ
. This proves the first part of Lemma 8, relation (42) . Observe that the lower bound, lδ ≤ĝ l , holds for all l ≥ 0.
Consider now g l in the interval l ≥ l 2 (δ) = δ −1/2 . In this interval we can estimate g l from below by the solution of another truncated version of (50):
provided that againĝ l ≤ c(β). (We assume in (53) that δ −1/2 is integer.) The latter equation is well approximated by the differential equation
which has the solutionĝ
Note thatĝ(t) → ∞ as t → (1 + 2a −1 )δ −1/2 . This divergence ofĝ(t) implies that inside the interval δ −1/2 ≤ l ≤ (1 + 2a −1 )δ −1/2 the provisoĝ l ≤ c(β) starts to be violated, and so for these l-s the numbers g l become of the order of 1. But after the sequence g l approaches the values of the order of 1, in a finite number of steps it approaches the fixed point h + (T, H, δ) − h − of equation (46) and this proves the second part of Lemma 8, (45). Lemma 8 is thus proved.
Lemma 8 allows us to estimate σ 0 . Indeed, according to (44), h 0 = h + + o(1) as δ → 0, and from (37) we obtain that σ 0 = m + (T, H) + o(1). To estimate σ x0 for other sites x 0 ∈ B R we can use the effective magnetic field with the origin at x 0 . This change of the origin will change h x to a new value, h ↑ x , provided x belongs to the path π(0, x 0 ) connecting 0 and x 0 . We will denote by h ↑ k the value h ↑ x at the (unique) site x ∈ π(0, x 0 ) satisfying dist(0, x) = k. The new effective field h ↑ k is determined by the recurrence equations
see [BRZ2] . The magnetization at x 0 is then found as
Of course, recursion (56) does not depend on x 0 , except for the last equation; in what follows we denote by h ↑ x , where x ∈ B R , the value of the solution h ↑ k to (56) at k = dist(0, x). In the following lemma we evaluate h ↑ x .
Lemma 9. For every x in the shell B R1,R ,
In particular,
On the other hand, for every x in the ball B R2 , 
Proof. We use the contracting property of the map h → f β (h + H):
Let us first show that h ↑ k is close to h + = h + (T, H) when 0 ≤ k ≤ R 2 and R is large. We have from (56) that
hence (63) gives that 
Iterating (65) we obtain that
Since h ↑ 0 = h 0 is close to h + for R large (see (44)), this estimate proves the second part of Lemma 9, (62).
To prove the first part of Lemma 9 let us notice that the same consideration as above (with the use of the first part of Lemma 8) gives us that in the shell B R1,R we have an estimate similar to (68), 
If we take here m > |ln δ| and denote R 1 = R 1 + |ln δ|, then we will obtain that for
where ε = ε(T, H, δ) → 0 as δ → 0. This proves (60). It does not matter that we proved it for k ≥ R 1 , and not for k ≥ R 1 , because we can redefine R 1 to R 1 − |ln δ| and it will still satisfy assumption (19).
To prove (59) we have to slightly refine the above estimates. Namely, similar to (65), (66) we have the estimate
with some A = A(T ) > 0 and B = B(T ) > 0. If we iterate this inequality we obtain that
By (42), 
and thus (75) gives that
where C 2 = BC 1 . Taking m ≥ log a δ, so that a m ≤ δ, we obtain that
This proves (59). Lemma 9 is proved.
Lemma 7 follows immediately from Lemmas 8 and 9 by formula (57).
