Let g be a complex semisimple Lie algebra. We give a classification of contravariant forms on the nondegenerate Whittaker g-modules Y (χ, η) introduced by Kostant in [Kos78] . We prove that the set of all contravariant forms on Y (χ, η) forms a vector space whose dimension is given by the cardinality of the Weyl group of g. We also describe a procedure for parabolically inducing contravariant forms. As a corollary, we deduce the existence of the Shapovalov form on a Verma module, and provide a formula for the dimension of the space of contravariant forms on the degenerate Whittaker modules M (χ, η) introduced by McDowell in [McD85] .
Introduction
This paper concerns a classical tool in the study of representations of Lie algebras: contravariant forms. Contravariant forms are certain symmetric bilinear forms on modules over a Lie algebra which are invariant under the transpose antiautomorphism of the Lie algebra (Definition 3.1). Many well-studied classes of Lie algebra modules, such as Verma modules and irreducible finite-dimensional modules, admit a unique contravariant form up to scaling. In this paper we study a class of Lie algebra modules for which this is not the case.
Let g be a finite-dimensional complex semisimple Lie algebra with a fixed Borel subalgebra b ⊂ g, Cartan subalgebra h ⊂ b, and nilpotent radical n = [b, b] . Let W be the Weyl group of g. Denote by U (g) the universal enveloping algebra of g and by Z(g) its center. In [Kos78] , Kostant introduced a family of nondegenerate Whittaker g-modules Y (χ, η) := U (g) ⊗ Z(g)⊗ C U(n) C χ,η , where C χ,η is the one-dimensional Z(g) ⊗ C U (n)-module determined by the characters χ : Z(g) → C and η : n → C (Definition 2.2). Each module Y (χ, η) is cyclically generated by a Whittaker vector w = 1 ⊗ 1 ∈ Y (χ, η) on which n acts by a nondegenerate Lie algebra morphism η : n → C (Definition 2.1). The modules Y (χ, η) are infinite-dimensional and irreducible. The main result of this paper is a classification of contravariant forms on Y (χ, η).
Theorem 1.1. (Theorem 3.13) The set of contravariant forms on a nondegenerate Whittaker module Y (χ, η) is a finite-dimensional vector space whose dimension is given by the cardinality of the Weyl group of g.
To prove Theorem 1.1, we construct a vector space isomorphism between the space of contravariant forms on Y (χ, η) and the space of Weyl group coinvariants in the symmetric algebra S(h). By classical results in invariant theory, the space of Wcoinvariants is isomorphic to the regular representation of W , so this isomorphism lets us conclude that the space of contravariant forms is |W |-dimensional.
The reason why we can construct such an isomorphism has to do with the fact that the modules Y (χ, η) have an infinitesimal character; that is, the center Z(g) acts on Y (χ, η) by χ : Z(g) → C. Contravariant forms on cyclic U (g)-modules are closely related to linear functionals on U (g) which vanish on the annihilator of a generating vector (Proposition 3.2). The annihilator in U (g) of the generating Whittaker vector w ∈ Y (χ, η) is generated by ker η ⊂ U (n) and ker χ ⊂ Z(g) (Proposition 3.4). Hence to determine the dimension of the space of contravariant forms on Y (χ, η), it suffices to determine the dimension of a vector space complement in U (g) to the subspace spanned by Ann U(g) w and its transpose (Proposition 3.5, Lemma 3.8). Computing this codimension reduces to determining a complement in U (h) to the image of the ideal generated by ker χ under an η-twisted version of the Harish-Chandra homomorphism (Definition 3.6). The bulk of our argument in Section 3 is dedicated to showing that this complement can be realized as the space of W -coinvariants.
As a secondary result, we establish a procedure for parabolically inducing contravariant forms from nondegenerate Whittaker modules for a reductive subalgebra l ⊂ g to degenerate Whittaker modules for g.
Theorem 1.2. (Theorem 4.2) Let η : n → C be an arbitrary Lie algebra morphism, and l η = n η ⊕ h ⊕ n η ⊂ g the corresponding reductive Lie subalgebra generated by the simple root spaces on which η does not vanish. Let p η be the standard parabolic subalgebra with Levi factor l η ⊂ p η . Let V be an irreducible finitely generated U (l η )module with the property that for each v ∈ V , there exists k ∈ Z >0 such that the U (n η ) action satisfies (x − η(x)) k v = 0 for all x ∈ n η . Then vector space Ψ V of contravariant forms on the l η -module V is isomorphic to the vector space Ψ Ind g lη V of contravariant forms on the parabolically induced g-module Ind g lη V := U (g) ⊗ U(pη ) V . If η = 0, we have l η = h and p η = b. Then for λ ∈ h * , an application of Theorem 1.2 to the one-dimensional U (h)-module C λ implies that the space of contravariant forms on the Verma module
In particular, this implies the existence and uniqueness (up to scaling) of the Shapovalov form on a Verma modules [Sha72] .
For partially degenerate η, an application of Theorem 1.2 to the l η -module Y (χ, η) implies that the dimension of the space of contravariant forms on on the degenerate Whittaker module M (χ, η) (Section 4) introduced by McDowell in [McD85] is given by the cardinality of the Weyl group of l η . This paper is organized in the following way. In Section 2, we establish our conventions and definitions. In Section 3, we prove Theorem 1.1. In Section 4 we prove Theorem 1.2 and two corollaries. In Section 5 we provide a detailed sl 2 (C) example to illustrate the main arguments of Section 3 more explicitly.
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Preliminaries and notation
Let g be a complex semisimple Lie algebra. Fix a Cartan subalgebra h contained in a Borel subalgebra b. Let Π ⊂ Σ + ⊂ Σ ⊂ h * be the corresponding sets of simple and positive roots in the root system of g. Let W be the Weyl group associated to this root system, and let ρ = 1 2 α∈Σ + α. For α ∈ Σ, let g α = {x ∈ g | [h, x] = α(h)x} be the α-root space of g, and choose a Chevalley basis
For a Lie algebra a, we denote by U (a) the universal enveloping algebra of a with center Z(a) ⊂ U (a). We call an algebra homomorphism χ : Z(a) → C an infinitesimal character.
We use the symbol η to refer to Lie algebra morphisms η : n → C. Such a Lie algebra morphism η : n → C can be extended to an algebra homomorphism η : U (n) → C which we will call by the same name. Any Lie algebra morphism η : n → C determines a subset of simple roots
Definition 2.1. We say that a Lie algbra morphism η :
Fix a nondegenerate Lie algebra morphism η : n → C and an infinitesimal character χ :
for z ∈ Z(g), x ∈ U (n), and v ∈ C. Kostant introduced the following class of U (g)-modules in [Kos78] .
where elements of U (g) act by left multiplication on the first tensor factor.
The modules Y (χ, η) are generated by the vector w = 1 ⊗ 1. The nilpotent radical acts on w by η; that is,
for all x ∈ n.
In a U (g)-module V , a Whittaker vector is a vector v ∈ V with the property that for all x ∈ n, x · v = η(x)v for some Lie algebra morphism η : n → C. A U (g)module which is cyclically generated by a Whittaker vector is called a Whittaker module. Hence the modules Y (χ, η) are nondegenerate Whittaker modules.
Kostant showed that the modules Y (χ, η) are irreducible [Kos78, Thm. 3.6.1].
Classification of contravariant forms on nondegenerate Whittaker modules
In this section we classify contravariant forms on the nondegenerate Whittaker modules Y (χ, η) introduced in Section 2. We show in Theorem 3.13 that the set of contravariant forms on Y (χ, η) is a finite-dimensional vector space whose dimension is given by the cardinality of the Weyl group.
Definition 3.1. Let τ : U (g) → U (g) be the transpose antiautomorphism defined by τ (x α ) = y α and τ (h α ) = h α . A contravariant form on a U (g)-module X is a symmetric bilinear form ·, · : X × X → C such that
Contravariant forms on U (g)-modules are closely related to τ -invariant linear functionals on U (g). In fact, we can reformulate the classification of contravariant forms on a cyclic U (g)-module to the classification of τ -invariant linear functionals on U (g) which vanish on the annihilator of a generating vector of the module.
Proposition 3.2. The vector space of contravariant forms on a cyclic U (g)-module X = U (g)v is isomorphic to the vector space of linear functionals ϕ : U (g) → C satisfying the following conditions:
Proof. Given a contravariant form ·, · : X × X → C, define ϕ : U (g) → C by
The linear functional ϕ satisfies conditions (a) and (b). Conversely, given ϕ : U (g) → C satisfying (a) and (b), define a bilinear form on X by
It is straightforward to check that this form is symmetric, bilinear, and τ -contravariant. However, the choices of u, u ′ ∈ U (g) such that x = uv and y = u ′ v are not necessarily unique, so it is not immediately apparent that the form is well-defined. However, if x = tv and y = t ′ v, with t = u ∈ U (g) and Notation 3.3. For a U (g)-module X, denote by Ψ X the vector space of contravariant forms on X. If X is a cyclic U (g)-module with generating vector v, denote by Φ X the vector space of τ -invariant linear functionals on U (g) which vanish on Ann U(g) v. By Proposition 3.2, for a cyclic U (g)-module X, Ψ X ≃ Φ X . Now we restrict our attention to the cyclic U (g)-module Y (χ, η) with generating vector w = 1 ⊗ 1 (Definition 2.2). By Proposition 3.2, to study the vector space of contravariant forms on Y (χ, η), we need to understand the annihilator of w. Kostant described this annihilator in [Kos78] . Any Lie algebra morphism η : n → C can be extended to an algebra homomorphism η : U (n) → C which we call by the same name. More precisely, on a Poincaré-Birkhoff- 
. Accordingly, to determine the dimension of Φ Y (χ,η) , it will be helpful to determine a vector space complement to Ann U(g) w + τ (Ann U(g) w) in U (g). The following proposition is a first step.
Proposition 3.5. Let η : n → C be a Lie algebra morphism and ker η ⊂ U (n). There is a direct sum decomposition
Proof. Choose an order on the set of roots so that
} forms a Poincaré-Birkhoff-Witt basis of U (g). Here I = (i 1 , . . . , i n ), J = (j 1 , . . . , j r ) and K = (k 1 , . . . , k n ) are multi-indices, I = (i n , . . . , i 1 ), and y = (y αn , . . . , y α1 ), h = (h 1 , . . . , h r ), x = (x α1 , . . . , x αn ). Then we can write y I h J x K in the following way:
The first box is in U (g) ker η + τ (U (g) ker η) and the second box is in U (h). By extending linearly, we can write any vector of U (g) as a sum of a vector in U (g) ker η + τ (U (g) ker η) and a vector in U (h). The intersection U (h)∩(U (g) ker η+τ (U (g) ker η)) = 0, so the sum is direct.
Definition 3.6. Let
be projection onto the first coordinate. Note that if η = 0, the restriction of the projection p 0 to Z(g) is exactly the Harish-Chandra homomorphism. We refer to p η as the η-twisted Harish-Chandra projection.
Example 3.7. Let g = sl 2 (C), and let
be the standard basis. The universal enveloping algebra U (g) has a basis consisting of monomials {y i h j x k | i, j, k ∈ Z ≥0 }. Let η : n → C be the Lie algebra morphism sending x → 1. We can write the vector y ∈ U (g) as
For the remainder of this section, we fix a nondegenerate Lie algebra morphism η : n → C. Recall that our goal is to determine the dimension of the space
Moreover, by Kostant's description of the annihilator in Proposition 3.4, ϕ ∈ Φ Y (χ,η) must also vanish on U (g) ker χ, so for v ∈ U (g) ker χ, Proof. First we note that Q * is canonically isomorphic to the space of linear functionals on U (h) which vanish on p η (U (g) ker χ). We will show that the restriction map from U (g) * to U (h) * defines an isomorphism from Φ Y (χ,η) to Q * :
For any ϕ ∈ Φ Y (χ,η) , ϕ| U(h) vanishes on p η (U (g) ker χ) by (3.4), so res U(h) is welldefined. The inverse of the restriction map is given by
To see that this map is well-defined, we must show that φ • p η vanishes on the annihilator Ann U(g) w and is τ -invariant. We can write a ∈ Ann U(g) w as a = n + u with n ∈ U (g) ker η and u ∈ U (g) ker χ by Proposition 3.4, and Lemma 3.8 reduces the study of Φ Y (χ,η) to the study of the space of linear functionals on U (h) which vanish on p η (U (g) ker χ). To determine the dimension of this space, we will identify a vector space complement to p η (U (g) ker χ) in U (h) which is isomorphic to the regular representation of W , and hence must be |W |dimensional. Before making this identification, we need to establish two technical lemmas.
Let
x] = 0 for all h ∈ h} be the commutant of h in U (g). The following lemma will be needed in the proof of Lemma 3.11. Lemma 3.9. There is containment
Proof. We return to the multi-index notataion from the proof of Proposition 3.5. The vector space U (g) 0 is spanned by monomials of the form y I h J x I := y in αn · · · y i1 α1 h j1 1 · · · h jr r x i1 α1 · · · x in αn . By the computation in the proof of Proposition 3.5, for such a monomial,
Hence a monomial y
In particular, Lemma 3.9 implies that In what follows, we identify U (h) with S(h), and consider it as a representation of W in the natural way. Let S = S(h) W + be the ideal in S(h) generated by the W -invariant polynomials with positive degree. Clearly S is W -stable, and by [Bou02, Ch.V, §5, Theorem 2(i)], it admits a W -stable complement C ⊂ S(h) such that For our purposes, it does not matter which complement we choose, as we are only interested in its dimension.
The following technical lemma is the crux of our argument. 
Because the Harish-Chandra isomorphism induces an isomorphism between the corresponding graded objects [Bou05, Ch.VII §8.5 proof of Theorem 2], we have
Moreover,
In the arguments below, we write LDP for an element in U (h) with degree strictly lower than the element immediately preceding it in an expression (that is, a "lower degree polynomial"). For example, by (3.8), we can rewrite (3.9) as
Similarly, for all h ∈ U (h), t ρ (h) = h + LDP. Therefore, we have (3.10) s = ht ρ (p 0 (z)) = ht ρ (p η (z) + LDP ) = hp η (z) + LDP.
By (3.6) and the linearity of p η , we have
Combining (3.10) and (3.11), we obtain
This proves (a). Part (b) follows from an analogous argument. Any r ∈ p η (U (g) ker χ) can be written as r = p η (u(z − χ(z))) for u ∈ U (g) and z ∈ Z(g) + . We claim that p η (uz) = p η (p η (u)z). Indeed, if we write u = h + yu 1 + u 2 x for y ∈ τ (ker η), x ∈ ker η, u i ∈ U (g), and h ∈ U (h) using Hence we can write
By (3.6), we conclude that
This proves (b).
Our final step in establishing the dimension of the space Φ Y (χ,η) is to show that the |W |-dimensional vector space C, which is defined by the decomposition (3.7) to be a vector space complement to S in U (h), also forms a vector space complement to p η (U (g) ker χ) in U (h). Because we can realize linear functionals in Φ Y (χ,η) as linear functionals on U (h) which vanish on p η (U (g) ker χ) by Lemma 3.8, the dimension of a complement of p η (U (g) ker χ) in U (h) determines the dimension of Φ Y (χ,η) .
Lemma 3.12. Let C be the W -stable complement to S = S(h) W + in equation (3.7). As vector spaces,
Proof. We begin with the graded decomposition U (h) = C ⊕ S and proceed by induction on degree. The base case is trivial, as p η (U (g) ker χ) contains no constant polynomials. Let U (h) i denote the set of polynomials with degree less than or equal to i. Assume U (h) j = C j ⊕ p η (U (g) ker χ) j for all j ≤ i. By the induction assumption, e can be written uniquely as e = c ′ + r ′ , with c ′ ∈ C j and r ′ ∈ p η (U (g) ker χ) j for some j ≤ i. So we have a decomposition of h given by Proof. The vector space C has dimension dim C = |W | because C is isomorphic to C[W ] [Bou02, Ch. V, §5.2, Theorem 2(ii)]. Both Q * and C * are isomorphic to the space of linear functionals on U (h) which vanish on p η (I). Therefore Q * ∼ = C * . By Lemma 3.8, and Proposition 3.2 we conclude that
Hence dim Ψ Y (χ,η) = |W |.
Induction of contravariant forms
In this section, we prove that the induction functor from the category of nondegenerate Whittaker modules for a Levi factor l ⊂ g to degenerate Whittaker modules for g induces an isomorphism of the corresponding spaces of contravariant forms. In particular, this implies the existence of the Shapovalov form on a Verma module as a corollary to Theorem 3.13. It also gives a formula for the dimension of the space of contravariant forms on the standard degenerate Whittaker modules introduced by McDowell in [McD85] . Now let g = n ⊕ h ⊕ n be a semisimple Lie algebra and return to the setup of Section 2. Fix a Lie algebra morphism η : n → C, and as in Section 2, let Π η be the set of simple roots with the property that η = 0 on the corresponding root subspace of g. Let Σ η ⊂ h * be the root system generated by Π η and W η ⊂ W the corresponding Weyl group. The morphism η determines several Lie subalgebras of g. In particular, we name
and define n η and n η in the obvious way. Then l η is a reductive Lie subalgebra of g, and η| nη is nondegenerate.
There is an induction functor from the category of nondegenerate Whittaker modules for the Levi factor l η to the category of degenerate Whittaker modules for all of g. 
When applied to irreducible modules, the functor Ind g lη induces an isomorphism on the space of contravariant forms.
Theorem 4.2. Fix a Lie algebra morphism η : n → C. For any irreducible module V ∈ N (l η ) η , there is a vector space isomorphism
between the vector space Ψ V of contravariant forms on the l η -module V and the vector space Ψ Ind g lη V of contravariant forms on the g-module Ind g lη V .
Proof. All irreducible modules in N (l η ) η are of the form Y (χ, η) for some infinitesimal character χ :
is cyclically generated by the vector w = 1 ⊗ 1, Proposition 3.2 implies that
is cyclically generated by the vector w = 1 ⊗ w, so again by Proposition 3.2, the vector space of contravariant forms on U (g) ⊗ U(pη) Y (χ, η) is isomorphic to the vector space of linear functionals on U (g) vanishing on Ann U(g) w:
Hence the result follows from the following proposition.
Proposition 4.3. The restriction map ϕ → ϕ| U(lη ) induces an isomorphism
so the restriction map res U(lη ) is well-defined. We complete the proof by constructing an inverse to res U(lη ) . Using the Poincaré-Birkhoff-Witt theorem, we can decompose U (g) as (4.1) U (g) = U (l η ) ⊕ (n η U (g) + U (g)n η ).
Let π η denote the corresponding projection map from U (g) to U (l η ). We claim that if a ∈ Ann U(g) w, then π η (a) ∈ Ann U(lη ) w. Indeed, let a ∈ Ann U(g) w, and write a = π η (a)+n+m for n ∈ n η U (g), m ∈ U (g)n η as in (4.1). Because η vanishes on n η , m ∈ Ann U(g) w. We can write nw = yv ⊗ w ∈ U (g) ⊗ U(pη) Y (χ, η) for some y ∈ n η and v ∈ U (g), so either nw = 0 (which happens exactly when v ∈ Ann U(lη ) w) or nw ∈ U (l η )w. Then aw = (π η (a) + n + m)w = π η (a)w + nw = 0, so π η (a)w = −nw. Since π η (a) ∈ U (l η ), we conclude that nw = 0, and π η (a) ∈ Ann U(lη ) w. By [McD85, Prop. 2.4(c)], Ann U(lη ) w = Ann U(lη ) w, which establishes our claim. Now we define the inverse of the function res U(lη ) . We can extend a linear functional ϕ η ∈ Φ Y (χ,η) to a linear functional ϕ on U (g) by setting ϕ(u) = ϕ η (π η (u)) for all u ∈ U (g). This is clearly an inverse of the restriction map, and all that is left to show is that ϕ ∈ Φ U(g)⊗ U (pη ) Y (χ,η) . For a ∈ Ann U(g) w, we can decompose a as a = π η (a) + n for n ∈ (n η U (g) + U (g)n η ) by (4.1), and π η (a) ∈ Ann U(lη ) w. Therefore ϕ(a) = ϕ(π η (a) + n) = ϕ η (π η (a)) = 0.
We can see that ϕ is τ -invariant by noticing that the decomposition in (4.1) is τ -invariant; that is, π η (τ (u)) = τ (π η (u)).
Theorem 4.2 now follows immediately from Proposition 4.3.
Example
In this section, we illustrate the arguments of Section 3 more concretely by showing that the vector space of contravariant forms on the nondegenerate sl(2, C)-Whittaker module Y (χ, η) is isomorphic to the vector space C 2 . For the remainder of this section, set g = sl(2, C). Let
be the standard basis of g, and Ω = 1 2 h 2 + h + 2yx ∈ Z(g) the Casimir element, which generates Z(g). The transpose antiinvolution τ : U (g) → U (g) maps τ (x) = y, τ (h) = h, and τ (y) = x.
Let η ∈ ch n be the Lie algebra morphism sending x → 1. Since Π = Σ + = {α} consists of a single root and g α = Cx, this choice of η is nondegenerate. Let χ : Z(g) → C be the algebra homomorphism sending Ω → 0. Let
as in Section 2. This is an irreducible g-module generated by the Whittaker vector w = 1 ⊗ 1.
Let Φ Y (χ,η) be the vector space of τ -invariant linear functionals on U (g) which vanish on Ann U(g) w. By Proposition 3.2, Φ Y (χ,η) is isomorphic to the vector space of contravariant forms on Y (χ, η). Define a map ψ : This is well-defined because rewriting h s−2 yx in terms of the Poincaré-Birkhoff-Witt basis results in a sum whose terms only include powers of h which are equal to or lower than s − 2. (For example, h 2 yx = yh 2 x − 4yhx + 4yx.) Hence inductively, ϕ is already defined on 2h s−1 + 4h s−2 yx. • Extend linearly to define ϕ on all of U (g).
It is clear from this construction that if (c 0 , c 1 ) = (d 0 , d 1 ) ∈ C 2 , then ϕ c0,c1 = ϕ d0,d1 , so ϕ defines an injection ψ : C 2 ֒→ U (g) * .
Proposition 5.1. ψ : C 2 → Φ Y (χ,η) is an isomorphism of vector spaces.
Proof. By construction, ψ is linear and injective, so it remains to show that imψ = Φ Y (χ,η) . We need to show that ϕ := ϕ c0,c1 is in Φ Y (χ,η) by showing that it satisfies: (1) ϕ(τ (u)) = ϕ(u), and (2) ϕ(Ann U(g) (w)) = 0. We begin by noting two consequences of the definition of ϕ.
• For any u ∈ U (g), ϕ(ux) = η(x)ϕ(u) = ϕ(u).
• For any u ∈ U (g), ϕ(yu) = η(x)ϕ(u) = ϕ(u).
First we check that ϕ satisfies (1) on the Poincaré-Birkhoff-Witt basis element y r h s x t : ϕ(y r h s x t ) = ϕ(h s ) = ϕ(y t h s x r ) = ϕ(τ (y r h s x t )).
Next we check (2). Note that Ann(w) = U (g)Ω + U (g)(x − η(x)) (Proposition 3.4), so a generic element of the annihilator is a sum of elements of the form y r h s x t Ω + y i h j x k (x − η(x)). This proves that ψ maps C 2 into Φ Y (χ,η) ⊂ U (g) * . To show that imψ = Φ Y (χ,η) , we make the following observations about any ϕ ∈ Φ Y (χ,η) .
• The value of ϕ(y r h s x t ) is completely determined by ϕ(h s ). This follows from three facts: first, any Poincaré-Birkhoff-Witt basis element y r h s x t can be expressed as u(x − η(x)) + ay r h s for some u ∈ U (g) and a ∈ C by "peeling off" x's (i.e. rewriting y r h s x t = y r h s x t−1 (x − η(x)) + η(x)y r h s x t−1 ); second, ϕ vanishes on the annihilator of w; and third, ϕ is τ -invariant. • The value of ϕ(h s ) is completely determined by ϕ(1) and ϕ(h). This follows from the fact that we can rewrite h s = 2h s−2 Ω − 2h s−1 − 4h s−2 yx, and Ω ∈ Ann(w). Therefore, a choice of ϕ(1) and ϕ(h) in C completely determines a linear functional ϕ ∈ Φ Y (χ,η) , so ψ : C 2 → Φ Y (χ,η) is surjective.
Hence the vector space of contravariant forms on the sl 2 (C)-module Y (χ, η) is 2-dimensional. Note that this is also the cardinality of W = Z/2Z.
