Optimally competitive list batching  by Bein, Wolfgang et al.
Theoretical Computer Science 410 (2009) 3631–3639
Contents lists available at ScienceDirect
Theoretical Computer Science
journal homepage: www.elsevier.com/locate/tcs
Optimally competitive list batchingI,II
Wolfgang Bein a,∗, Leah Epstein b, Lawrence L. Larmore a, John Noga c
a School of Computer Science, University of Nevada, Las Vegas, NV 89154, USA
b Department of Mathematics, University of Haifa, 31905 Haifa, Israel
c Department of Computer Science, California State University, Northridge, CA 91330, USA
a r t i c l e i n f o
Article history:
Received 21 January 2007
Received in revised form 8 April 2009
Accepted 13 April 2009
Communicated by J. Dıˇaz
Keywords:
Design of algorithms
Online algorithms
Batching
TCP acknowledgment
a b s t r a c t
Batching has been studied extensively in the offline case, but applications such as
manufacturing or TCP acknowledgment often require online solutions.
We consider online batching problems, where the order of jobs to be batched is fixed
and where we seek to minimize the sum of the completion times of the jobs. We present
optimally competitive online algorithms for both s-batch and p-batch problems, and we
also derive results for certain naturally occurring special cases, such as the case of unit
processing times.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
A batching problem is a scheduling problemwhere a set of jobsJ = {Ji}with processing times {pi ≥ 0}must be scheduled
on a singlemachine, andwhere Jmust be partitioned into batchesB1, . . . ,Br . All jobs in the same batch are run jointly and
each job’s completion time is defined to be the completion time of its batch. We assume that when a batch is scheduled it
requires a setup time s. In an s-batch [sequential] problem the length of a batch, i.e., the time required to process the batch,
is the sum of the processing times of its member jobs, whereas in a p-batch [parallel] problem the length of a batch is the
maximum of the processing times of its jobs. The goal is to find a schedule that minimizes the sum of completion times
∑
Ci,
where Ci denotes the completion time of Ji in a given schedule.
Given a sequence of jobs, a batching algorithmmust assign every job Ji to a batch. More formally, a feasible solution is an
assignment of each job Ji to themith batch, i ∈ {1, . . . , n}. In this paper, we consider the list version of the problem, where
the given order of the jobs must be respected, i.e.,mi ≤ mj if i < j.
An online algorithm for a list batching problemmust choose eachmi before receiving Ji+1, i.e., each jobmust be scheduled
before a new job is seen, and even before knowing whether Ji is the last job. After receiving Ji, an algorithm has only two
choices, namely whether to assign Ji to the same batch as Ji−1 or not. Throughout this paper, we will use the phrase ‘‘A
batches at step i’’ to mean that algorithm A decides that Ji is the first job of a new batch, i.e. mi = mi−1 + 1. We use the
phrase ‘‘current batch’’ to denote the batch to which the last job was assigned. Then, when Ji is received, A must decide
whether to add Ji to the current batch, or ‘‘close’’ the current batch and assign Ji to a new batch.
I The research of the first and third authors was supported by NSF grant CCR-0132093.
II A preliminary version of this paper appeared in the Proceedings of the 9th Scandinavian Workshop on Algorithm Theory (SWAT 2004), LNCS volume 3111,
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Online algorithms are analyzed in terms of competitiveness, a measure of the performance that compares the decision
made online with the optimal offline solution for the same problem. We say that an algorithmA is C-competitive if, for any
sequence of jobs {Ji},A finds a schedule whose cost is at most C · costopt, where costopt is the minimum cost of any schedule
for that input sequence.
Online list batching is related to the TCP (Transmission Control Protocol) acknowledgment problem.With TCP there exists
a possibility of using a single acknowledgment packet to simultaneously acknowledge multiple arriving packets, thereby
reducing the overheadof the acknowledgments. Dooly, Goldman, and Scott [12] introduced the dynamic TCP acknowledgment
problem, in which the goal is to minimize the number of acknowledgments sent, plus the acknowledgment delay, which is
the sum over all packets of the acknowledgment time minus the arrival time. Dooly et al. give an optimally competitive
algorithm (with competitiveness 2) for this problem. Albers and Bals [1] derived tight bounds for a variation of the problem
in which the goal is to minimize the number of acknowledgments sent, plus the maximal delay incurred for any of the
packets. A model where the arrival times of the packets depend upon the actions of the algorithm is studied by Frederiksen
et al. [16]. A more generalized problem where a constant number of clients is to be served by a single server was recently
studied Epstein and Kesselman [13].
Another work on online batching is by Zhang et al. [20] who give results for a version of p-batching. Their model differs
from the one presented in this paper, in that they assume that jobs arrive over time rather than over a list, and their goal is
to minimizemakespan, the maximum completion time.We note that there is an extensive literature on online one-machine
scheduling e.g., [14,15,17–19]; however these scheduling problems do not involve batching.
We note that the problem discussed here originates in the area of flexible manufacturing [11]. Offline batching with
various objective functions has been widely studied. (See the chapter on batching in [6], and for example [3,4,8–10].) The
offline version of the list s-batch and p-batch problems are special cases of the 1|s − batch|∑ Ci and 1|p − batch|∑ Ci
problems, respectively, and both problems have linear time offline algorithms when the order is fixed. (See [2,7].)
Our paper is organized as follows. In Section 2, we give optimally competitive results for list s-batching. In Section 3,
we deal with the important special case where all the processing times and all setup times are equal. In Section 4, we give
optimally competitive list p-batching results.
2. Optimally competitive list s-batching
Throughout this paper we assume that s = 1, since processing times can be scaled appropriately. We make use of null
jobswhose processing time is zero.1Wedenote a null job by the symbolO, and a sequence ofN null jobs byON . Without loss
of generality, no algorithm will batch upon the receipt of a null job, since including a null job in a batch does not increase
the completion time of any other job.
Theorem 1. The competitiveness of any deterministic online algorithm for the list s-batch problem is at least 2.
Proof. Let A be any deterministic online algorithm for the s-batch problem. Fix m to be a large positive integer, and let
N = m3. Define τi = ON ipi , where pi is a job of length 1. Imagine an adversary who presents the sequence σ = τ1τ2τ3 . . . τj
to A, where the sequence ends the first time A does not batch when presented with pi or when j = m, whichever comes
first.
An offline algorithm can serve this request sequence by placing all jobs except the last one into the first batch. Thus,
costopt(σ ) ≤ jN j + jN j/(N − 1)+ j2 + 2.
Case a: σ terminates with j < m. Just by considering the last set of null jobs, we see that costA(σ ) ≥ 2jN j. Since m (and
hence N) can be chosen to be arbitrarily large, the ratio of costs can be made arbitrarily close to 2.
Case b: σ terminates with j = m. Since A batches upon receiving every pi , the cost to A on the last set of null jobs is
(2m− 1)Nm. Again, sincem can be chosen to be arbitrarily large, the ratio of costs can be made arbitrarily close to 2. 
We now present a parameterized family of algorithms, Pseudobatch(B) for each real B > 0. The competitiveness of
Pseudobatch(1) is 2, and thus matches the lower bound. (We will see later that Pseudobatch(B) also has applications for
B 6= 1.)
Pseudobatch(B)maintains a variable P which will be the sum of the processing times of a set of recent jobs: we call this
set the current pseudobatch. When J1 is received, P is set to 0. After receiving each subsequent Ji, Pseudobatch(B) first adds pi
to P . If P > B, Pseudobatch(B) batches and also sets P to zero.
Thus, the ith pseudobatch contains all but the firstmember of the ith batch, togetherwith the firstmember of the (i+1)st
batch, with the obvious exception that the last pseudobatch does not include the first item in the next batch, since there is
no such batch or item. Every job except J1 belongs to exactly one pseudobatch. (See Fig. 1 for an illustration.)
Theorem 2. The competitiveness of algorithm Pseudobatch(1) is not larger than 2.
1 If each processing time must be positive, but there is no positive lower bound, then a null job can be approximated by a job whose processing time is
sufficiently small.
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Fig. 1. Pseudobatch(2.0) for the input sequence .7, .8, 1.3, 1.4, .6, 3.3, 2.1, 1.9.
Proof. We note that for an optimal schedule with completion times C∗1 , C
∗
2 , . . . , C
∗
n . we have
C∗i ≥ 1+ Si
where Si =∑ij=1 pj. For Pseudobatch(1), we have that each completion time Ci satisfies,
Ci ≤ mi + Si + 1,
where job i is in batchmi. We also have
mi ≤ 1+ Si.
Thus Ci ≤ 2+ 2Si, which implies the result. 
The next result shows that the exact competitiveness of 2 relies on the fact that the jobs may be arbitrarily small. In fact,
if there is a positive lower bound on the size of the jobs, it is possible to construct an algorithm with competitiveness less
than two.
Theorem 3. If the processing time of every job is at least p, then A =Pseudobatch(√p+ 1) is C-competitive, where C =
min
(
1+√p+1√
p+1 ,
p+1
p
)
.
Proof. We use the notation from Theorem 2 and will show that
Ci
C∗i
≤ C (1)
for all i.
If p > 1+
√
5
2 ≈ 1.618, the golden ratio, A batches upon the arrival of every job, since p >
√
p+ 1. This means that the
completion time of job i satisfies Ci = Si+i. An easy upper bound of p+1p on the competitiveness follows from the inequalities
Si ≥ p · i, and C∗i > Si.
Next, suppose that p ≤ 1+
√
5
2 . Since p1 ≥ p, we have that
p1 + 1+√p+ 1
p1 + 1 ≤
p+ 1+√p+ 1
p+ 1 = C . (2)
Ji is in batch mi. Let J` be the last job in batch mi. Then S` − Si ≤ √p+ 1, since Ji+1, . . . , J`+1 must be in the same
pseudobatch. As before, C∗i ≥ Si + 1, and Ci = S` + mi. By the definition of the algorithm Pseudobatch(
√
p+ 1), we have
mi ≤ Si−p1√p+1 + 1.
Ci
C∗i
≤ S` +mi
Si + 1 ≤
Si +mi +√p+ 1
Si + 1 =
Si − p1 +mi + p1 +√p+ 1
Si − p1 + 1+ p1
≤
(
1+ 1√p+1
)
(Si − p1)+ 1+ p1 +√p+ 1
Si − p1 + 1+ p1 ≤
C(Si − p1)+ C(1+ p1)
Si − p1 + 1+ p1 = C .
The last inequality holds because C = 1+ 1√p+1 and (2). This verifies (1) for each i, and we are done. 
3. Identical job sizes
In this section we analyze the case s = 1 and pi = 1, for all i. We first give an exact description of the optimal offline
solution. Let optcost[n] be the optimal cost of servicing a sequence of n jobs. We have the following recursion for optcost[n]:
optcost[n] =
{
0 if n = 0
min
0≤p<n optcost[p] + n(n− p+ 1) if n > 0.
To see this, let n− p be the number of items in the first batch. Without loss of generality, the schedule of the remaining
p items is identical to the schedule that would be optimal if the first n − p jobs did not exist. The cost (sum of processing
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times) of the items in the first batch is (n− p)(n− p+ 1), while the cost of all remaining jobs is optcost[p] + (n− p+ 1)p,
since each of those jobs is delayed by n− p+ 1 by the items in the first batch.
We define a function F [n] for n ≥ 0, as follows. If n ≥ 0 there is anm such that m(m+ 1)/2 ≤ n ≤ (m+ 1)(m+ 2)/2.
So n = m(m+ 1)/2+ k for somem ≥ 0 and some 0 ≤ k ≤ m+ 1. Define
F [n] = m(m+ 1)(m+ 2)(3m+ 5)
24
+ k(n+m− k+ 1)+ k(k+ 1)
2
. (3)
In the special case that n = m(m+1)2 for somem > 0, then the rule gives two different formulas for F [n], which are both equal
tom(m+ 1) 3m2+11m+1024 .
The following facts are useful for describing the offline solution.
Lemma 1. (a) If n = m(m+1)2 + k where 0 ≤ k < m+ 1, then F [n+ 1] − F [n] = n+m+ 2.
(b) If n = m(m+1)2 , then F [n] − F [n− 1] = n+m.
(c) If n ≥ 1, then F [n+ 1] + F [n− 1] > 2F [n].
Proof. We first prove (a).
F [n] = m(m+ 1)(m+ 2)(3m+ 5)
24
+ k(n+m− k+ 1)+ k(k+ 1)
2
,
and
F [n+ 1] = m(m+ 1)(m+ 2)(3m+ 5)
24
+ (k+ 1)(n+m− k+ 1)+ (k+ 1)(k+ 2)
2
.
Then
F [n+ 1] − F [n] = (n+m− k+ 1)+ k+ 1 = n+m+ 2.
To prove (b), write n = (m− 1)m/2+m, then apply (a). To prove (c) we consider two cases:
Case 1: n = m(m+ 1)/2+ kwhere 0 < k < m+ 1. Applying (a) twice,
F [n+ 1] + F [n− 1] − 2F [n] = (n+m+ 2)− (n+m+ 1) = 1.
Case 2: n = m(m+ 1)/2 for somem > 0. Then F [n+ 1] − F [n] = n+ m+ 2 by (a), and F [n] − F [n− 1] = n+ m by (b).
Thus
F [n+ 1] + F [n− 1] − 2F [n] = 2. 
We are now ready to describe the offline solution.
Theorem 4. For all n ≥ 0, optcost[n] = F [n]. Furthermore, for the m ≥ 0 and 0 ≤ k ≤ m + 1 which satisfy n = m(m+1)2 + k
the optimal size of the first batch is{m if k = 0
m or m+ 1 if 0 < k < m+ 1
m+ 1 if k = m+ 1.
Proof. We first show optcost[n] ≤ F [n] for all n, by strong induction on n. If n = 0 we are done. If n > 0, selectm > 0 and
0 ≤ k < m+ 1 such that n = m(m+1)2 + k.
We claim:
F [n] = F [n−m] + n(m+ 1). (4)
To show (4), note that
F [n] = m(m+ 1)(m+ 2)(3m+ 5)
24
+ k(n+m− k+ 1)+ k(k+ 1)
2
.
Then, since 0 ≤ k ≤ m
F [n−m] = (m− 1)m(m+ 1)(3m+ 2)
24
+ k(n− k)+ k(k+ 1)
2
.
Then
F [n] − F [n−m] − n(m+ 1) = m(m+ 1)(12m+ 12)
24
+ k(m+ 1)− m(m+ 1)
2
2
− k(m+ 1) = 0.
This establishes Eq. (4). By the inductive hypothesis, F [n − m] ≥ optcost[n − m]. By definition, optcost[n] ≤ optcost[n −
m] + n(m+ 1). Then F [n] = F [n−m] + n(m+ 1) ≥ optcost[n−m] + n(m+ 1) ≥ optcost[n]. This completes the proof of
the fact optcost[n] ≤ F [n] for all n.
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We now give the proof that optcost[n] = F [n], by strong induction. The case n = 0 is trivial. For fixed n > 0, let
G[p] = F [p] + n(n− p+ 1) for all p < n.
Using Lemma 1(c) and the fact that the second term in the definition of G is linear we have
G[p+ 1] + G[p− 1] > 2G[p] for all 0 < p < n− 1 (5)
which means that G is convex. We next use the fact that G is convex to find its minimum.
For n > 0 write n = m(m+1)2 + k, wherem > 0 and 0 ≤ k < m+ 1. We note that for n = 1 (i.e. m = 1, k = 0) and n = 2
(i.e. m = 1, k = 1) the statement follows by simple inspection. Let n > 2.
Case 1: k = 0. Let p = n−m = (m−1)m2 . By definition of G and by Lemma 1(a), we have
G[p+ 1] − G[p] = 1.
By definition of G and by Lemma 1(b), we have
G[p] − G[p− 1] = −1.
Using Eq. (4), we can easily check that F [n] = G[p]. By Eq. (5) and by the inductive hypothesis, it follows that optcost[n] =
F [n] and that firstbatch[n] = m.
Case 2: k > 0. Then let p = n−m− 1 = (m−1)m2 + k− 1. By definition of G and by Lemma 1(a), we have
G[p+ 1] − G[p] = 0.
By definition of G and by Lemma 1(a), we have
G[p+ 2] − G[p+ 1] = 1.
If k = 1, by definition of G and by Lemma 1(b), we have
G[p] − G[p− 1] = −2.
If k > 1, by definition of G and by Lemma 1(a), we have
G[p] − G[p− 1] = −1.
Using Eq. (4), we can easily check that
F [n] = G[p] = G[p+ 1].
It follows from the inductive hypothesis and Eq. (5), that optcost[n] = F [n] and that firstbatch[n] = m orm+ 1. 
DefineD to be the online algorithm which batches after jobs: 2, 5, 9, 13, 18, 23, 29, 35, 41, 48, 54, 61, 68, 76, 84, 91, 100,
108, 117, 126, 135, 145, 156, 167, 179, 192, 206, 221, 238, 257, 278, 302, 329, 361, 397, 439, 488, 545, 612, 690, 781, 888,
1013, 1159, 1329, 1528, 1760, and 2000+ 40i for all i ≥ 0.
Our next goal is to find a lower bound on the competitiveness of any online algorithm for the unit jobs’ case and give an
online algorithm which achieves this competitiveness.
Theorem 5. D is 619583 -competitive, and no online algorithm for the list s-batch problem restricted to unit job sizes has
competitiveness smaller than 619583 .
Proof. Consider the algorithmD described above. Verifying thatD maintains a cost ratio of atmost 619583 for all job sequences
with less than 2000 jobs is done by computer program; such a program is available at arXiv [5]. Consider now sequences
with more than 2000 jobs. Then the contribution of job i > 2000 to the optimal cost is at least i+ 1. ForD the contribution
of this job i consists of the setup times prior to job 2000 plus the setup times later, plus the number of jobs i as well the
subsequent jobs in the same batch. This amount is nomore than 48+⌈ i−200040 ⌉+ i+39, because 39 is themaximum number
of additional jobs in this batch. Thus, for the ratio of costs, we obtain
48+ ⌈ i−200040 ⌉+ i+ 39
i+ 1 ≤
41
40 i+ 38
i+ 1 <
41
40
+ 38
i+ 1 ≤
619
583
.
For a sequence of more that 2000 jobs, the contribution of the first 2000 jobs to the optimal cost is larger than the optimal
cost on exactly 2000 jobs because the optimal sizes of the batches increase with the number of jobs. Therefore D is 619583 -
competitive.
We now turn to the verification of the lower bound.
Any online algorithm for list batching restricted to unit jobs is described by a sequence of decisions: should the ith job
be the first job in a new batch? Thus any such online algorithm can be represented as a path in a decision tree where a node
at level i has two children: one representing the choice not to batch prior to job i and one representing making job i the first
job in a new batch. We note that the algorithm never batches upon the arrival of the first job.
We have verified that any path from the root to a node with depth d in this decision tree must encounter a node at which
the ratio of online cost to offline cost is at least 619583 ; and thus we have established that lower bound. Our verification was
done using a simple computer program; again such a program is available at arXiv [5]. 
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Fig. 2. The decision tree used in the pruning procedure.
Interestingly, the lower bound verification program requires consideration of only the portion of the decision tree to
depth 100. That is, if the decision tree is truncated at any level less than 100, the lower bound is not obtained. What this
means is that, if an online algorithm is informed in advance that therewill be atmost 99 jobs, it can achieve a competitiveness
less than 619583 .
Given that there are exponentiallymany paths from the root to a node at depth d, two notes on efficiency are appropriate
here. First, if a node is encountered where the ratio of costs is greater than or equal to 619583 then no further descendants need
to be checked. This alone brings the calculation described above to manageable levels. Second, given two nodes n1 and n2
which have not been pruned by the previous procedure, if the online cost at n1 is less than or equal to the online cost at n2,
the current number of batches at n1 is nomore that the current number of batches at n2 and both have done theirmost recent
batching at the same point then descendants of n2 need not be considered. This follows because the cost on any sequence of
choices leading from n2 is greater than or equal to the same cost on n1. We illustrate the preceding ideas with the diagram
of Fig. 2. Level i contains all possible decisions after i jobs have arrived. The symbolic Gantt chart next to every decision node
show the schedule the algorithm constructs at that node. In the Gantt charts black squares denote setup times, while white
squares are used to denote jobs. The cost of the algorithm is written into the node. Note that we can prune at level 3 because
12
11 >
619
583 . Also note that descendants of node n2 need not be considered.
4. The List p-batch problem
We now turn to the list p-batch problem and define a family of online algorithms. For any strictly increasing sequence
A = {ai}∞i=1, we define Threshold(A) to be the online algorithm that batches for the `th time whenever the processing
requirement of the next job is larger than or equal to a threshold value a`. Note that if a particularly large job arrives, the
processing timemay exceed multiple threshold values. In this case, batch multiple times even though this will cause empty
batches to be created.
Specifically, we consider the sequence A˜ = {a˜i}∞i=1 where a˜i = (i+ 1)2i − 1, and we write ‘‘Threshold’’, i.e., without any
parameter, to mean Threshold(A˜).
Theorem 6. Threshold is 4-competitive.
Proof. We show that for every job the ratio of online to offline cost is at most 4. Consider a job jwhich is in the `th batch of
the online algorithm. This single job contributes at most ` +∑`i=1 a˜i to the online cost, because there have been at most `
setup times and the length of batch i is smaller than a˜i. On the other hand, it contributes at least 1+ a˜`−1 to the offline cost,
since either the current job, or some job that appears earlier in the sequence, has at least this length. The calculation below
shows that the ratio is 4.
`+∑`i=1a˜i
1+ a˜`−1 =
`+∑`i=1 [(i+ 1)2i − 1]
1+ `2`−1 − 1
=
[
(`− 1)2`+1 + 2]+ [2`+1 − 2]
`2`−1
= `2
`+1
`2`−1
= 4. 
Before showing the lower bound, we first prove a lemma.
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Lemma 2. If F = {fi}∞i=0 is a monotonically increasing sequence which satisfies f0 = 1 and
`+1∑
j=1
fj ≤ Rf` ∀` ≥ 0 (6)
then R ≥ 4.
Proof. Suppose that F = {fi}∞i=0 is a sequence which satisfies the conditions of the lemma. We simultaneously define a
sequence {αk} and a doubly indexed collection of reals
{
f ki
}
as follows:
f 0i = fi,
αk =
Rf k−1k−1 −
∑k−1
j=1 f
k−1
j
f k−1k
for k > 0, and
f ki =
{
f k−1i if i < k
αkf k−1i if i ≥ k
}
for i ≥ 0, k > 0.
Note that each {f ki }∞i=0 is a monotonically increasing sequence starting with 1. In fact, we claim that
{
f ki
}∞
i=0 satisfies the
conditions of the lemma in such a way that inequality 6 is tight for ` < k. The claim is trivial when k = 0. Assume that the
claim is true for all k < N . Since f Ni = f N−1i for i < N , inequality 6 is tight for ` < N − 1. The fraction αk ≥ 1 was chosen
precisely to make inequality 6 tight for ` = N − 1.
Notice that the ‘‘diagonal’’ sequence
{
f kk
}
satisfies the condition of the lemma and the equality
∑`+1
j=1 fk = Rf` for ` ≥ 0.
Taking the difference of two consecutive equalities results in the second order linear homogeneous difference equation
f`+1 = R(f` − f`−1). This has a monotonically increasing solution with f0 = 1 iff the roots of the characteristic equation are
real. Since the roots are R±
√
R2−4R
2 , R ≥ 4. 
We now show that Threshold has the best possible competitiveness.
Theorem 7. No deterministic online algorithm for the list p-batch problem can have competitiveness strictly less than 4.
Proof. Let A be an online algorithm with competitive ratio C ≤ 4. Without loss of generality, we can assume that A will
not batch on a null job, since placing the null job in the current batch does not increase the completion time of any job.
Fix ` ≥ 0 and 0 <  < 1. We now construct a sequence of jobs σ`. Define Ek to be a job with processing time k. Imagine
an adversary who gives the sequence E1, E2, E3, . . . except that when A decides to start batch i, the adversary reveals an
enormous number of null jobs. The adversary can serve this sequence with two batches: the first being all the jobs up to and
including the last set of null jobs and the second being those jobs after the last set of null jobs. Let Eki be the last job thatA
places in batch i and fi = 1+ ki.
More precisely we define
τi = Eki−1+1,OSi , Eki−1+2Eki−1+3, . . . , Eki
σ` = τ1, τ2, . . . , τ`, τ`+1
where
Si = max
{
Mi1 ,Mi2
}
Mi1 =
(C + 1)
(
(C + 1) (ki + 1)+ C/ +
i−1∑
j=1
Sj
)
(C + 2) (fi + )
 (fi + )
Mi2 =
(
ki +
i−1∑
j=1
Sj
)
(fi + fi−1 + )
i∑
j=1
fj
 (fi−1 + )2
.
One side issue is whether A must eventually open batch i + 1 for all 1 ≤ i ≤ ` + 1. Temporarily assume that A does
not open batch i+ 1. SinceA has a competitive ratio of C , it must have cost ratio no greater than C if we terminate σ` after
job E(C+1)(ki+1)+C/ . If A has not opened batch i + 1 at this time, we (under) estimate A’s cost by ignoring all but the last
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set of null jobs and (over) estimate OPT’s cost by assuming all jobs except the last set of null jobs complete at the end of the
second batch.
costA
costOPT
≥ Si (C + 1) (fi + )
Si (fi + )+
(
(C + 1) (ki + 1)+ C/ +∑i−1j=1 Sj) (C + 2) (fi + )
= C + 1−
(C + 1)
(
(C + 1) (ki + 1)+ C/ +∑i−1j=1 Sj) (C + 2) (fi + )
Si (fi + )+
(
(C + 1)(ki + 1)+ C/ +∑i−1j=1 Sj) (C + 2) (fi + )
≥ C + 1−
(C + 1)
(
(C + 1) (ki + 1)+ C/ +∑i−1j=1 Sj) (C + 2) (fi + )
Si (fi + )
≥ C + 1−  > C .
SoAmust eventually open batch i+ 1. Now that we know that σ` is defined in a valid way, we can calculate the cost ratio
on σ`
costA
costOPT
≥ S`+1
∑`+1
i=1 fi
S`+1 (f` + )+
(
k`+1 +∑`i=1 Si) (f`+1 + f` + )
=
∑`+1
i=1 fi
f` +  −
∑`+1
i=1 fi
f` +  ·
(
k`+1 +∑`i=1 Si) (f`+1 + f` + )
S`+1 (f` + )+
(
k`+1 +∑`i=1 Si) (f`+1 + f` + )
≥
∑`+1
i=1 fi
f` +  −
(
k`+1 +∑`i=1 Si) (f`+1 + f` + )∑`+1i=1 fi
S`+1 (f` + )2
≥
∑`+1
i=1 fi
f` +  − .
Since this cost ratio must be no larger than the competitive ratio C,
`+1∑
i=1
fi ≤ (C + ) (f` + ) ≤ (C + 6)f`
where the last inequality follows from the facts that C ≤ 4, f` ≥ 1, and  ≤ 1. Using Lemma 6 we know that C ≥ 4 − 6.
Since  was chosen arbitrarily, the lower bound is proven. 
5. Conclusion
For the s-batch problem, we showed a tight bound of 2. Both the upper bound and the lower bound follow from a ratio
of two in the completion times of the algorithm compared to the optimal offline schedule, not only for the total cost, but for
each job separately. Therefore those bounds hold for a larger class of goal functions, including weighted total flow time and
`p-norm of flow times. We note that our results for identical job sizes are obtained for the case that the job size equals the
setup time. Those techniques can be easily applied to cases where the two values are different. We also studied the p-batch
problem for which we proved tight bounds of 4.
We have seen that the lower bound of 2 on the competitiveness of an online algorithm for the s-batch problem does
not apply under the more realistic assumption that processing times lie within a positive range. Suppose that P is a set of
numbers, such that pmin ≤ p ≤ pmax for all p ∈ P , and that pi ∈ P for all i, for given constants 0 < pmin ≤ pmax. What is the
lowest competitiveness of any online batching algorithm for the s-batch problem, given this restriction?
Note that the result of Theorem 5 is far better than that obtained by Theorem 3 by letting p = 1. We expect that the true
competitiveness of the problem with a limited set of processing times to be typically lower than the competitiveness of the
general problem.
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