A lookup table based method to minimize Generalized Partially-Mixed-Polarity ReedMuller (GPMPRM) expansions with k mixed polarity variables has been developed.
INTRODUCTION
The logic circuits using Exclusive OR (EXOR) gates are more economical than the design based on other gates for many important circuits such as adders and parity checkers. With the advent of cellular Field Programmable Gate Arrays (FPGAs) and the introduction of new Programmable Logic Devices (PLDs), for examples, Xilinx lookup based and Actel 1020 multiplexer based FPGAs, and Signetics LHS501 folded NAND devices, propagation delay and gate area is no longer a major concern in Exclusive Sum-ofproducts (ESOP) [4, 19] implementation of logic circuits. What is more, the circuits built around the EXOR gates, are easily testable [14, 15] . Fault detection of any logical circuit by verification of its Reed-Muller coefficients was considered in [14] . The upper bound on the number of ReedMuller coefficients to be verified for detection of all multiple terminal stuck-at-faults and all single input bridging faults is shown to be n [14] .
Unfortunately, ESOP of a Boolean function exists in many forms, and exact minimal solutions have been found practically only for functions with less than six variables [13] . Special interest and attention have been focused on two of the canonical subfamilies of ESOP, the Fixed Polarity Reed-Muller (FPRM) expansion [1,4-11, 13, 15] and the Kronecker Reed-Muller (KRM) expansion *Corresponding author. Tel." (65) Fax: (65) 791-2687, e-mail: efalkowski@ntu.edu.sg *Tel.: (65) Fax: (65) 792-0415, e-mail: echchang@ntu.edu.sg [19] . The former has 2 alternative forms and the latter has 3 alternative forms. The problem of finding optimal Reed-Muller expansions with the least number of terms received a lot of attention among the researchers. It can be reformulated in terms of coding or graph theory or solved by means of digital signal processing techniques such as fast transforms and convolution [4] . Non-exhaustive minimization methods for Reed-Muller expansions based on the extended truth vector were considered in [4] . These algorithms have a space complexity of O (3) . In general, the computational complexity of the minimization problem for Reed-Muller expansions seems unmanageable when the number of variables n is greater than or equal to 4. This computational complexity has led various authors to present heuristic solutions to minimization problems when n _> 4 [4] . When the original function is represented in the reduced form such as arrays of cubes or decision diagrams, the methods to calculate Reed-Muller expansions directly from such representations have also been considered [1, 10] . For example, in [15] , an exact and quasi-minimal algorithm based on disjoint cubes has been presented. A total search is necessary to find an optimal expansion. To minimize the number of operations, such a search is performed in Gray code ordering. This algorithm can handle only a single output completely specified function. Recently a number of exact and heuristic algorithms to minimize FPRMs have been developed [1, 3, 5, 16, 18] . Most of the exact algorithms can minimize functions with around 15 variables. Some heuristic methods can deal with functions of about 100 input variables [5, 16] .
Owing to the high computational complexity, no exact minimization technique for canonical form more general than KRM expansion has been proposed [19] . There is another Reed-Muller canonical expansion known as Generalized ReedMuller (GRM) expansion which consists of a total of 2 n2"-1 alternative forms [2, 4, 8, 11, 19, 20] . GRM expansion can be considered as a combination of two subfamilies of Reed-Muller expansions, the Inconsistent Mixed Polarity Reed-Muller (IMPRM) expansion [2] and the FPRM expansion. Although minimal GRM expansion is expected to be closer to the minimal ESOP than the minimal KRM expansion due to the greater number of alternative forms, an exhaustive search for a minimal GRM is also computationally unfeasible even for very small number of variables [4, 11, 19] . Recently, Wu et al., and Zeng et al. [19, 20] proposed another subfamily of GRM called the Generalized Partially-Mixed-Polarity Reed-Muller (GPMPRM) expansion. GPMPRM is a superset of FPRM which has n2 -I 2 2-1 (n 1)2 n alternative forms. Based on the number of alternative forms, it is believed that the minimal GPMPRM expansion is still much closer to the minimal ESOP than the minimal KRM expansion.
The definition of GPMPRM expansion from [19] with only one mixed polarity variable was extended to k mixed polarity variables in [9, 20] . It should be stressed, however that the authors of [20] have not found an efficient exact algorithm for k > 1, the task which is solved in the current paper.
The extension to k mixed polarity variables further reduces the gap between the minimal GPMPRM and the minimal ESOP since the total number of alternative forms is nczc2n-22n-1-(nC-1)2 based on the new definition. The lookup table based approach for the exact minimization of FPRM expansion developed by the authors in [1, 7] is modified to generate a minimal GPMPRM expansion of k mixed polarity variables. Contrary to all algorithms known from the literature [12, 19, 20] [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [14] [15] [16] [17] [18] [19] [20] of 2 terms as follows:
where (R) [1,4-11, 13, 15] . If all the literals in (1) can assume either complemented or non-complemented form in any combination, it is known as the Generalized Reed-Muller (GRM) expansion [2, 4, 11, 19] 
which is a binary n-tuple formed by writing a 0 or a for each literal according to whether the literal is used in a positive or negative form. It is more convenient to treat the literals present in a GPMPRM product term as a conjunction of two parts: the fixed polarity part i+1 x ''' and the mixed polarity part 1 j xi" '. Since the (n-k) digits of the polarity number are identical for all product terms of a GPMPRM expansion with k mixed polarity variables, only k digits of corresponding to the mixed polarity variables need to be specified separately for every product term. DEFINITION 2 A polarity vector A is an ordered set of all 2 FPRM expansion coefficients [aoa.. "a2,-1] in some chosen polarity number .
A can also be represented by a decimal number E2"-I 2 i=0 ai with a0 as the least significant bit and a2.-1 the most significant bit of its binary equivalent. DEFINITION 3 The polarity coefficient matrix PC(F) [1, 7, 10] [6] . Each class of the functions is associated with a specific subroutine that computes the optimal polarities, optimal weights, optimal fixed polarity Reed-Muller expansions etc., without resorting to an exhaustive search. Direct extension of the method in [6] [1, 7] . Similar approach as [1] Proof When the polarity coefficient matrix (2) is expanded recursively n-k times, the submatrix at the r-th row andj-th column of PC(F) corresponds to a polarity coefficient matrix of a subfunctionff*. where the symbol '(R)d' is the dyadic addition or the addition of two integers over GF (2) . The polarity vector field in each record is also represented by an integer whose binary representation is {a7a6... alao) where ai is the coefficient of the FPRM expansion of the subfunction f in the selected optimal polarity.
As a+(f) and a4J(f) differ only in the constant term ao, wz(f,chj)= wz(f,ch). However, from Theorem 2, the constant term of each subfunction contributes H(j) literals to the final GPMPRM expansion and can not be neglected. When seeking for the minimal number of literals in the lookup table, if there are more than one optimal polarities for a subfunction, the optimal polarity for the polarity vector with a0=0 is chosen.
Based on Theorems and 2, the algorithm for the fast computation of the minimal GPMPRM expansion is given in Figure 1 .
In Figure 1 , Tables I and II are lookup tables for different options of minimization specified by the Boolean variable optimize_nof_products. Each product term of a GPMPRM is considered as a concatenation of two products, i.e., the products of the fixed polarity variables and the mixed polarity variables. The presence of a mixed polarity product is indicated by a '1' in the binary k-tuple of opt_GPMPRM [1] while its associated fixed polarity variables is indicated by the 'l's in the binary (n k)-tuple of j. The polarities of the fixed polarity variables of the final GPMPRM expansion are stored in the bit fields of the variable optimal_fix-ed_polarity, and the polarities of the mixed polarity variables in the products terms of opt_GPMPRM [j] are stored in the bit fields of opt_mixed_polarity [j] .
If we consider only one arbitrary set of k mixed polarity variables, the outer loop of GPMPRM can be removed and the resulting GPMPRM expansion is optimum with respect to a given set of mixed polarity variables. Such a constraint is frequently encountered in practice as it may be more cost effective to restrict the privilege of dual polarities to only some specific variables.
Example 1 Consider the 5-variable Boolean function F(x5, x4, x3, x2, x1)--m(8, 10, 11, 16, 17, 19, 23, 24, 26, 27) . For k 3, there are 5C3 10 possible selections of three mixed polarity variables. For simplicity, we consider only the case of x3, x2 and x as the set of mixed polarity variables.
The number of Reed-Muller products for each fixed polarity number r =0, 1,2 and 3 are determined according to the algorithm in Figure as follows:
For r 0, f00,00 =f00 {00000000); f00,01 __f02 foo fo, (oooooooo) (01011000) xzxl(R) 3(R) 23x2. Hence, the GPMPRM expansion of F is given by (3 (R) Table I with the results obtained from the exact FPRM minimizers [1, 3] . The column labeled Time is the user (usr) and system (sys) execution time of our current implementation in second. For most functions, our results are significantly better than the exact FPRM expansions, particularly in terms of the number of literals. It should be noted that the savings in the total number of literals for GPMPRM expansion is more prominent than the savings in the number of product terms. Table II summarizes the comparison between the quality and system execution time of our algorithm and those of the exact minimizer with all possible selections of one mixed polarity variable, GPMP [19] 
