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Abstract
We study a problem related to the Lazer–McKenna conjecture in the critical case. Recent results on
this conjecture in this case have been obtained in dimensions n  6. We prove here that the situation is
drastically different in lower dimensions.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
Let Ω be a smooth bounded domain of Rn, n  3, and ϕ1 be the first eigenfunction of the
Laplacian in Ω . In the early 80’s, Lazer and McKenna [9,10] conjectured that there is an un-
bounded number of solutions as α → +∞ of equations like
−u = g(u) − αϕ1 in Ω, u = 0 on ∂Ω (1)
provided that limt→+∞ g(t)t = μ > λ1, limt→−∞ g(t)t = ν < λ1 and that g(t) does not grow “too
fast” at infinity, where λ1 is the first eigenvalue of − in Ω . The conjecture received much
attention in the subcritical case where g is a pure-power type nonlinearity with growth less than
the critical Sobolev exponent. Breuer, McKenna and Plum [1] exhibited numerical evidence that
there are at least four solutions if g(t) = t2 and Ω is a square. Dancer and Yan [3] proved that the
Lazer–McKenna conjecture is true when g(t) = |t |p and 1 < p < 2	 − 1, where 2	 = 2n/(n− 2)
is critical from the Sobolev viewpoint. Dancer and Yan [4] also proved that the conjecture is
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conjecture has also been investigated in Dancer and Yan [3], and Del Pino and Munoz [5].
We consider here the critical case of (1) as investigated in Li, Yan and Yang [11,12], and Wei
and Yan [13]. Here g(t) = t2	−1+ + λt , λ < λ1, t+ = max(t,0), and the equation is written as
−u = u2	−1+ + λu − αϕ1 in Ω, u = 0 on ∂Ω. (2)
As is easily checked, v = − α
λ1−λϕ1 + u is a solution of (2) if and only if u is a solution of
−u = (u − αϕ1)2	−1+ + λu in Ω, u = 0 on ∂Ω (3)
and we may therefore investigate (3) instead of (2). For 0 < λ < λ1, Li, Yan and Yang con-
structed in [12] a family of k-peaks solution, for α large, for any k ∈ N, which blow up near a
maximum point of ϕ1 in dimensions n 7. Still for 0 < λ < λ1, Wei and Yan [13] constructed,
in dimensions n 6, a family of k-peaks solution, for α large, for any k ∈ N, which blow up at
a boundary point of Ω where −∂νϕ1 is maximal. By construction, these solutions have uniform
bounded energy with respect to α. In particular, Li, Yan and Yang [12] and Wei and Yan [13]
proved the stronger critical Lazer–McKenna conjecture in finite energy that for any k, there ex-
ists αk > 0 such that, for α > αk , there are k different solutions of Eq. (3) with the property that
their H 10 -norm is bounded as α → +∞.
We prove in this paper that 6 is a sharp dimension for these constructions and that the situation
turns out to be radically different when passing from the low dimensions 3 n 5 to the high
dimensions n  6. We also exhibit a similar difference between the λ  0 case and the λ > 0
case. We prove the following theorem:
Theorem 1.1. If 3  n  5 and λ < λ1 or if λ  0, then (3) does not possess sequences of
solutions with bounded H 10 -norm. In particular the critical Lazer–McKenna conjecture in finite
energy is false.
As a remark, the solutions of (3) are critical points of the functional
J (u) = 1
2
∫
Ω
(|∇u|2 − λu2)dx − 1
2	
∫
Ω
(u − αϕ1)2	+ dx.
This functional has a mountain-pass structure. As it was proved in [11,12], the mountain-pass
solution does exist for all α > 0 in dimensions n 6 when 0 < λ < λ1. Our theorem implies that
the mountain-pass solution does not exist for α large as soon as λ 0 or 3 n 5.
In the process of proving our theorem we also obtain a general description of sequences of
solutions of Eq. (3) with bounded energy in dimensions n  6 when λ > 0 and we obtain that,
in dimension n = 6, such a sequence of solutions of (3) must develop at least one concentration
point on the boundary of Ω . This explains why the construction in Li, Yan and Yang [12] works
only for n 7.
2. Proof of the theorem
We proceed by contradiction. In other words, we assume that, for some sequence of α → +∞,
there exists a nonzero solution uα of
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satisfying that
lim sup
α→+∞
∫
Ω
|∇uα|2 dx < +∞. (5)
The aim is to prove that such a sequence (uα) cannot exist. A very similar question was treated
in [6] (we also refer to [8] for a series of nice questions about this kind of equations from a
dynamical viewpoint).
In the following, we shall always extract subsequences without mentioning it since it does not
affect the argument.
Note first that, multiplying Eq. (4) by (uα)− = (uα)+ − uα and integrating over Ω , we get
that
−
∫
Ω
∣∣∇(uα)−∣∣2 dx =
∫
Ω
(uα − αϕ1)2	−1+ (uα)− dx − λ
∫
Ω
(uα)
2− dx
= −λ
∫
Ω
(uα)
2− dx.
Since ∫
Ω
∣∣∇(uα)−∣∣2 dx  λ1
∫
Ω
(uα)
2− dx
and λ < λ1, we get that (uα)− ≡ 0. This proves that uα  0. Then, by standard elliptic regularity
theory and by the maximum principle, we obtain that uα ∈ C1(Ω) and that uα > 0 in Ω .
Since (uα) is bounded in H 10 (Ω), we have that uα ⇀ u0 weakly in H
1
0 (Ω) as α → +∞. Let
ϕ ∈ C∞c (Ω) and let us write thanks to Eq. (4) that∫
Ω
(−ϕ − λϕ)uα dx =
∫
Ω
(uα − αϕ1)2	−1+ ϕ dx.
Since
∣∣∣∣
∫
Ω
(uα − αϕ1)2	−1+ ϕ dx
∣∣∣∣ ‖ϕ‖∞
(∫
Ω
u2
	
α dx
) 2	−1
2	
Vol
(
Ω+α
) 1
2	
where Ω+α = {x ∈ Ω s.t. uα(x)  αϕ1(x)} and since (uα) is bounded in L2	 (Ω), so that
Vol(Ω+α ) → 0 as α → +∞, we get by passing to the limit in the above equation that∫
(−ϕ − λϕ)u0 dx = 0.
Ω
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u0 ≡ 0. Thus we have proved that
uα ⇀ 0 weakly in H 10 (Ω) as α → +∞. (6)
If (uα) were uniformly bounded in L∞(Ω), then Eq. (4) would give that (uα) is uniformly
bounded in L∞(Ω) so that we would obtain thanks to (6) that uα → 0 in C0(Ω) as α → +∞.
Multiplying Eq. (4) by uα and integrating over Ω , we would then get that
(λ1 − λ)
∫
Ω
u2α dx 
∫
Ω
(|∇uα|2 − λu2α)dx
=
∫
Ω
(uα − αϕ1)2	−1+ uα dx
 ‖uα‖2	−2∞
∫
Ω
u2α dx
= o
(∫
Ω
u2α dx
)
which would lead to a contradiction since uα ≡ 0 and λ1 > λ. Thus we have proved that
sup
Ω
uα → +∞ as α → +∞. (7)
We divide the proof of the theorem into several steps.
Step 1. Let xα ∈ Ω be such that uα(xα) = ‖uα‖∞ = μ1−
n
2
α . Then we have that:
(i) αμ
n−2
2
α ϕ1(xα) → 0 as α → +∞.
(ii) vα → U0 in C1loc(Rn) as α → +∞ where
vα(x) = μ
n−2
2
α uα(xα + μαx)
and
U0(x) =
(
1 + |x|
2
n(n − 2)
)1− n2
.
Proof. Thanks to (7), we know that μα → 0 as α → +∞. We set
vα(x) = μ
n−2
2
α uα(xα + μαx)
for x ∈ Ωα where
Ωα =
{
x ∈ Rn s.t. xα + μαx ∈ Ω
}
.
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∇vα ∈ L2(Rn). We have that
0 vα  vα(0) = 1
and that
−vα =
(
vα − αμ
n−2
2
α ϕ1(xα + μαx)
)2	−1
+ + λμ2αvα (8)
in Ωα . Moreover, vα = 0 on ∂Ωα . Note that, thanks to (5), we have that∫
Rn
|∇vα|2 dx =
∫
Ω
|∇uα|2 dx  C (9)
for some C  0 so that, by Sobolev’s embedding, we get that
lim sup
α→+∞
∫
Rn
v2
	
α dx < +∞.
We let
rα = d(0, ∂Ωα)
and we distinguish three cases:
Case 1. We assume that rα → 0 as α → +∞. Then wα(x) = vα(rαx) is defined in r−1α Ωα and
satisfies the equation
−wα = r2α
(
wα − αμ
n−2
2
α ϕ1(xα + μαrαx)
)2	−1
+ + λμ2αr2αwα
in r−1α Ωα . Moreover, wα = 0 on ∂(r−1α Ωα) and 0  wα  wα(0) = 1. Up to some harmless
rotation, we may assume that
r−1α Ωα → Ω∞ = (−∞,1) × Rn−1 as α → +∞.
Since rα → 0 and 0  wα  1, it follows from the equation satisfied by wα and Sobolev’s em-
beddings that wα → w0 in C1loc(Ω∞) as α → +∞ where w0 = 0 in Ω∞, 0  w0  1, and
w0 = 0 on ∂Ω∞. By Liouville’s theorem, this implies that w0 ≡ 0 which is a contradiction since
w0(0) = 1.
Case 2. We assume that rα → R0 as α → +∞ for some R0 > 0. After some harmless rotation,
we have that
Ωα → Ω∞ = (−∞,R0) × Rn−1 as α → +∞.
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ϕ1(xα + μαx)
ϕ1(xα)
→
(
1 − x1
R0
)
+
in C0loc
(
R
n
)
as α → +∞.
Thanks to (9), we know that (vα) is uniformly bounded in D1,2(Rn). Thus, after passing to a
subsequence,
vα ⇀ v0 weakly in D1,2
(
R
n
)
as α → +∞
where v0 ∈D1,2(Rn). By Sobolev’s embeddings, thanks to Eq. (8) and since 0 vα  1, we also
know that
vα → v0 in C1loc(Ω∞) as α → +∞.
This means in particular that 0  v0  1 and that v0(0) = 1. We can now pass to the limit in
Eq. (8) to obtain that v0 satisfies that
−v0 =
(
v0 − γ
(
1 − x1
R0
))2	−1
+
in Ω∞, v0 = 0 on ∂Ω∞ (10)
in the distributional sense. Here, up to a subsequence,
γ = lim
α→+∞αμ
n−2
2
α ϕ1(xα).
If γ = +∞, (10) means that v0 is harmonic in Ω∞ with Dirichlet boundary condition. Since
0 v0  v0(0) = 1, this is once again impossible by Liouville’s theorem. Thus γ < +∞. Thus
we have a solution of (10) with v0 ∈ D1,2(Rn). Lemma A.2 of Appendix A leads to v0 ≡ 0,
which is a contradiction since v0(0) = 1.
Thanks to the studies of Cases 1 and 2, we know that rα → +∞ as α → +∞. This is the
remaining case we have to deal with.
Case 3. We assume that rα → +∞ as α → +∞. In this case, we have that
Ωα → Rn as α → +∞.
One can write that
ϕ1(xα + μαx) = ϕ1(xα) + O
(
μα|x|
)
in Ωα . Since μ−1α d(xα, ∂Ωα) = rα → +∞ as α → +∞, we clearly have that μαϕ1(xα) → 0 as
α → +∞. Thus we get that
ϕ1(xα + μαx) → 1 in C0loc
(
R
n
)
as α → +∞.
ϕ1(xα)
O. Druet / J. Differential Equations 245 (2008) 2199–2242 2205By Sobolev’s embedding, thanks to Eq. (8) and since 0 vα  1, we know that, after passing to
a subsequence,
vα → v0 in C1loc
(
R
n
)
as α → +∞.
Moreover, we have that 0  v0  v0(0) = 1 and v0 ∈ D1,2(Rn). At last, passing to the limit in
Eq. (8), we have that
−v0 = (v0 − γ )2	−1+
in Rn where, up to a subsequence,
γ = lim
α→+∞αμ
n−2
2
α ϕ1(xα).
If γ  1, (10) means that v0 is harmonic in Ω∞ with Dirichlet boundary condition. Since
0  v0  v0(0) = 1, this is once again impossible by Liouville’s theorem. Thus 0  γ  1.
Lemma A.1 of Appendix A then gives us that γ = 0 and that
v0(x) =
(
1 + |x|
2
n(n − 2)
)1− n2
.
This clearly ends the proof of Step 1. 
Step 2. There exist p ∈ N	 and (xi,α)i=1,...,p p sequences of points in Ω such that the following
assertions hold:
(i) μi,α → 0 as α → +∞ for all i ∈ {1, . . . , p} where uα(xi,α) = μ1−
n
2
i,α .
(ii) αμ
n−2
2
i,α ϕ1(xi,α) → 0 as α → +∞ for all i ∈ {1, . . . , p}.
(iii) For any i, j ∈ {1, . . . , p}, i = j , |xi,α−xj,α |
μi,α
→ +∞ as α → +∞.
(iv) vi,α → U0 in C1loc(Rn) as α → +∞ where
vi,α(x) = μ
n−2
2
i,α uα(xi,α + μi,αx)
and U0 is as in Step 1.
(v) There exists C > 0 such that
(
min
i=1,...,p |xi,α − x|
) n−2
2
uα(x) C.
Proof. We first prove the following:
If there exist p ∈ N	 and (xi,α)i=1,...,p p sequences of points in Ω such that (i)–(iv) hold, then∫
u2
	
α dx  p
∫
n
U2
	
0 dx + o(1). (11)
Ω R
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∫
Ω
u2
	
α dx 
p∑
i=1
∫
Bxi,α (Rμi,α)
u2
	
α dx (12)
for α large. Using then (iv), we obtain that
∫
Bxi,α (Rμi,α)
u2
	
α dx 
∫
B0(R)
U2
	
0 dx + o(1). (13)
Combining (12) and (13) and letting R go to +∞, we get (11).
Note that (i)–(iv) hold with p = 1 and the sequence (xα) of Step 1. Assume now that there
exist p ∈ N	 and (xi,α)i=1,...,p p sequences of points in Ω such that (i)–(iv) hold. Assume that
sup
x∈Ω
(
min
i=1,...,p |xi,α − x|
) n−2
2
uα(x) → +∞ as α → +∞. (14)
Then we claim that there exists (xp+1,α) a sequence of points in Ω such that assertions (i)–(iv)
hold with the p + 1 sequences of points (xi,α)i=1,...,p+1. If we prove this assertion, then we
can prove the step. Indeed, by induction on p, as long as (v) does not hold, we can add a new
sequence of points such that (i)–(iv) continue to hold. Thanks to (5) and to (11), the process has
to stop and, at that point, (i)–(v) hold.
Thus it remains to prove that, if (14) holds, there exists a sequence (xp+1,α) of points in Ω
such that (i)–(iv) hold with the p + 1 sequences (xi,α)i=1,...,p+1. The rest of the proof is devoted
to the proof of this assertion.
We let yα ∈ Ω be such that
sup
x∈Ω
(
min
i=1,...,p |xi,α − x|
) n−2
2
uα(x) =
(
min
i=1,...,p |xi,α − yα|
) n−2
2
uα(yα) (15)
and we set
μ
1− n2
α = uα(yα). (16)
Thanks to (14) and since Ω is bounded, it is clear that μα → 0 as α → +∞. By (14), (15) and
(16), we have that
|xi,α − yα|
μα
→ +∞ as α → +∞ for all i ∈ {1, . . . , p} (17)
while, thanks to (iv) and (14), we have that
|xi,α − yα| → +∞ as α → +∞ for all i ∈ {1, . . . , p}. (18)
μi,α
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vα(x) = μ
n−2
2
α uα(yα + μαx)
for x ∈ Ωα = {x ∈ Rn s.t. yα + μαx ∈ Ω}. Let K be a compact set in Rn and let us write thanks
to (17) that
|yα + μαz − xi,α|
|yα − xi,α| → 1 as α → +∞
for all i ∈ {1, . . . , p} and all z ∈ K . Then, thanks to (15), we can write that
uα(yα + μαz)
(
1 + o(1))uα(yα)
which leads to
0 vα(z) vα(0) + o(1) = 1 + o(1)
for all z ∈ K . The arguments of Step 1 then go through and we obtain that
αμ
n−2
2
α ϕ1(yα) → 0 as α → +∞ (19)
and that
vα → U0 in C1loc
(
R
n
)
as α → +∞. (20)
Setting yα = xp+1,α , we have proved the assertion thanks to (17)–(19) and (20). As already said,
this ends the proof of the step. 
Step 3. There exist N ∈ N	, (xi,α)i=1,...,N N sequences of points in Ω and (μi,α)i=1,...,N N
sequences of positive real numbers such that the following assertions hold:
(i) μi,α → 0 as α → +∞ for all i ∈ {1, . . . ,N}.
(ii) αμ
n−2
2
i,α ϕ1(xi,α) → 0 as α → +∞ for all i ∈ {1, . . . ,N}.
(iii) For any i, j ∈ {1, . . . ,N}, i = j , |xi,α−xj,α |
μi,α
+ μi,α
μj,α
+ μj,α
μi,α
→ +∞ as α → +∞.
(iv) vi,α → U0 in C1loc(Rn \ Si ) as α → +∞ where
vi,α(x) = μ
n−2
2
i,α uα(xi,α + μi,αx)
and U0 is as in Step 1. Here,
Si =
{
lim
α→+∞
xj,α − xi,α
μi,α
, j ∈ {1, . . . ,N} \ {i}
}
.
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(
min
i=1,...,N |xi,α − x|
) n−2
2
uα(x) C.
(vi) We have that
lim
R→+∞ limα→+∞ sup
x∈Ω\⋃Ni=1 Bxi,α (Rμi,α)
(
min
i=1,...,N |xi,α − x|
) n−2
2
uα(x) = 0.
Proof. We know that uα ⇀ 0 weakly in H 10 (Ω), see (6). By (v) of Step 2 and thanks to Eq. (4),
we have that (uα) and (uα) are uniformly bounded in L∞(K) for any compact subset K of
Ω \ S where
S =
{
lim
α→+∞xi,α, i = 1, . . . ,N
}
. (21)
Thus we get thanks to Sobolev’s embedding that
uα → 0 in C0loc(Ω \ S) as α → +∞. (22)
We first prove the following:
If there exist N ∈ N	 and (xi,α)i=1,...,N N sequences of points in Ω , (μi,α)i=1,...,N N se-
quences of positive real numbers such that (i)–(iv) hold, then∫
Ω
u2
	
α dx N
∫
Rn
U2
	
0 dx + o(1). (23)
Indeed, we can write that, for any R > 0,
∫
Ω
u2
	
α dx 
N∑
i=1
∫
Ωi,α(R)
u2
	
α dx (24)
for α large where
Ωi,α(R) = Bxi,α (Rμi,α) \
N⋃
j=1, j =i
Bxj,α
(
1
R
μi,α
)
.
The fact that (24) holds for α large comes from the fact that
Ωi,α(R) ∩ Ωj,α(R) = ∅ (25)
for all i = j as soon as α is large enough. Let us prove (25) by contradiction. Assume that there
exists yα ∈ Ωi,α(R) ∩ Ωj,α(R) for some i, j ∈ {1, . . . ,N}, i = j , for all α. Then
1
μj,α  |yα − xi,α|Rμi,αR
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R
μi,α  |yα − xj,α|Rμj,α
which implies that
|xi,α − xj,α|R(μi,α + μj,α)
and that
1
R2
μi,α  μj,α R2μi,α.
These last two estimates contradict (iii). This proves that (25) holds and thus that (24) also holds.
Now, thanks to (iv), we have that
lim
R→+∞ limα→+∞
∫
Ωi,α(R)
u2
	
α dx =
∫
Rn
U2
	
0 dx
for all i ∈ {1, . . . ,N}. Coming back to (24), we have proved (23).
Thanks to Step 2, we know that (i)–(v) hold for some N ∈ N	 and some sequences
(xi,α)i=1,...,N of points in Ω , (μi,α)i=1,...,N of positive real numbers. Arguing by induction on N
as in the proof of Step 2, using (5) and (23), the step will be proved if we are able to prove the
following:
If (i)–(v) hold for some N ∈ N	 and some sequences (xi,α)i=1,...,N of points in Ω,
(μi,α)i=1,...,N of positive real numbers,
then either (vi) holds or there exist sequences (xN+1,α) of points in Ω
and (μN+1,α) of positive real numbers such that (i)–(v) hold
with the sequences (xi,α)i=1,...,N+1 and (μi,α)i=1,...,N+1. (26)
Let us prove (26). Assume that (i)–(v) hold for some N ∈ N	, some sequences (xi,α)i=1,...,N of
points in Ω , (μi,α)i=1,...,N of positive real numbers. And assume that (vi) does not hold. In other
words, assume that there exists yα ∈ Ω such that
|yα − xi,α|
μi,α
→ +∞ as α → +∞ for all i ∈ {1, . . . ,N}
and
(
min
i=1,...,N |yα − xi,α|
) n−2
2
uα(yα) ε0 > 0 (27)
for all α > 0 for some ε0 > 0. By (22), it is clear that
min |yα − xi,α| → 0 as α → +∞
i=1,...,N
2210 O. Druet / J. Differential Equations 245 (2008) 2199–2242and thus that
uα(yα) → +∞ as α → +∞.
Setting uα(yα) = μ1−
n
2
α , we thus have that μα → 0 as α → +∞. We set
vα(x) = μ
n−2
2
α uα(yα + μαx)
for x ∈ Ωα = {x ∈ Rn s.t. yα + μαx ∈ Ω}. We also set
S˜α =
{
xi,α − yα
μα
, i = 1, . . . ,N
}
.
We have that
vα(0) = 1
but also, thanks to (v), that
d(x, S˜α)
n−2
2 vα(x)C for all x ∈ Ωα. (28)
At last, thanks to (27), we know that
d(0, S˜α) ε
2
n−2
0 . (29)
Eq. (4) gives that
−vα =
(
vα − αμ
n−2
2
α ϕ1(yα + μαx)
)2	−1
+ + λμ2αvα (30)
in Ωα with vα = 0 on ∂Ωα . We let rα = d(0, ∂Ωα) and we distinguish three cases:
Case 1. We assume that rα → 0 as α → +∞. We let wα = vα(rαx) be defined in Ω˜α = r−1α Ωα .
Up to some harmless rotation, we have that
Ω˜α → Ω˜∞ = (−∞,1) × Rn−1 as α → +∞.
We also have that
−wα = r2α
(
wα − αμ
n−2
2
α ϕ1(yα + μαrαx)
)2	−1
+ + λμ2αr2αwα (31)
in Ω˜α with wα = 0 on ∂Ω˜α . Moreover, thanks to (28) and (29), we have that
wα 
C + o(1) in K ∩ Ω˜α
ε0
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wα → w0 in C1loc(Ω˜∞) where w0 = 0 in Ω˜∞, w0 = 0 on ∂Ω˜∞, w0(0) = 1 and 0  w0  Cε0
in Ω˜∞. By Liouville’s theorem, this is a contradiction.
Case 2. We assume that rα → R0 as α → +∞ for some R0 > 0. After some harmless rotation,
we have that
Ωα → Ω∞ = (−∞,R0) × Rn−1 as α → +∞.
Since (vα) is uniformly bounded in D1,2(Rn), up to extend it by 0 outside of Ωα , we know that,
after passing to a subsequence,
vα ⇀ v0 weakly in D1,2
(
R
n
)
as α → +∞.
Moreover, using (28), (30) and Sobolev’s embeddings, we know that
vα → v0 in C0loc(Ω∞ \ S˜) as α → +∞
where S˜ = limα→+∞ S˜α , up to a new subsequence. Since 0 /∈ S˜ thanks to (29) and vα(0) = 1,
we have that vα ≡ 0. We can then pass to the weak limit in (30) to obtain that v0 satisfies in the
distributional sense
−v0 =
(
v0 − γ
(
1 − x1
R0
))2	−1
+
(32)
in Ω∞ with v0 ≡ 0 on ∂Ω∞. Here γ = limα→+∞ αμ
n−2
2
α ϕ1(yα) and we used the fact that
ϕ1(yα + μαx)
ϕ1(yα)
→
(
1 − x1
R0
)
+
in C0loc(R
n) as α → +∞. Eq. (32) means that v0 is harmonic if γ = +∞. In this case, we are
back to the arguments of Case 1 and, if γ < +∞, we can use Lemma A.2 of Appendix A to
conclude it is impossible.
The study of these two cases implies that rα → +∞ as α → +∞. It remains to treat the last
case:
Case 3. We assume that rα → +∞ as α → +∞. In this case, we have that
Ωα → Rn as α → +∞.
Since (vα) is uniformly bounded in D1,2(Rn), up to extend it by 0 outside of Ωα , we have that,
after passing to a subsequence,
vα ⇀ v0 weakly in D1,2
(
R
n
)
as α → +∞.
Moreover, using (28), (30) and Sobolev’s embeddings, we know that
vα → v0 in C1
(
R
n \ S˜) as α → +∞loc
2212 O. Druet / J. Differential Equations 245 (2008) 2199–2242where S˜ = limα→+∞ S˜α , up to a new subsequence. Since 0 /∈ S˜ thanks to (29) and vα(0) = 1,
we have that vα ≡ 0. It is then easy to pass to the weak limit in (30) to obtain that v0 satisfies in
the distributional sense
−v0 = (v0 − γ )2	−1+
in Rn where γ = limα→+∞ αμ
n−2
2
α ϕ1(yα). Moreover, v0 ∈ L2	 (Rn). If γ = +∞, this means that
v0 is harmonic which is absurd since v0  Cd(x, S˜)1− n2 and v0(0) = 1. If γ < +∞, we get from
Lemma A.1 of Appendix A that γ = 0 and that v0 is of the form
v0(x) =
(
μ + |x − x0|
2
μn(n − 2)
)1− n2
where μ+ |x0|2
μn(n−2) = 1 and x0 ∈ Rn. Setting xN+1,α = yα +μαx0 and μN+1,α = μμα , one easily
checks thanks to the above facts that (i)–(v) hold with (xi,α)i=1,...,N+1, (μi,α)i=1,...,N+1.
The study of these three cases clearly end the proof of (26) and thus, as already said, the proof
of Step 3. 
We consider the set of concentration points (xi,α,μi,α)i=1,...,N obtained in Step 3 and we let
rα(x) = min
i=1,...,N |xi,α − x|
and
μα = min
i=1,...,N μi,α. (33)
We prove the following estimate:
Step 4. For any ε > 0 small enough, there exist Rε > 0 and Cε > 0 such that
uα(x) Cεμ
n−2
2 (1−2ε)
α rα(x)
(2−n)(1−ε)
for all α large and all x ∈ Ω \⋃Ni=1 Bxi,α (Rεμi,α).
Proof. We consider ε > 0 such that
λ < λ1(1 − ε) (34)
which is possible since λ < λ1. Next we consider some smooth open subset Ω˜ of Rn such that
Ω  Ω˜ and
λ1(Ω˜)(1 − ε) > λ
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then consider λε ∈ R such that
λ1(Ω˜) > λε >
λ
1 − ε . (35)
We let then Gε be the Green function in Ω˜ for the operator − − λε with Dirichlet boundary
condition. Since d(x, ∂Ω˜) ε0 > 0 for all x ∈ Ω for some ε0 > 0, we get by standard estimates
on the Green functions that there exists C1 > 1 such that
C−11  |x − y|n−2Gε(x, y) C1 (36)
for all (x, y) ∈ Ω2, x = y. Moreover we have that
Gε(x, y) > 0 in Ω2
and, at last, that, for (x, y) ∈ Ω2,
|x − y|n−2Gε(x, y) → 1
(n − 2)ωn−1 as |x − y| → 0,
|x − y|2 |∇Gε(x, y)|
2
Gε(x, y)2
→ (n − 2)2 as |x − y| → 0. (37)
We let now, for x ∈ Ω \ {xi,α}i=1,...,N ,
Hα(x) =
N∑
i=1
Gε(xi,α, x)
1−ε
and we let (yα) be a sequence of points in Ω \⋃Ni=1 Bxi,α (Rεμi,α) such that
uα(yα)
Hα(yα)
= sup
Ω\⋃Ni=1 Bxi,α (Rεμi,α)
uα
Hα
. (38)
Here we choose Rε > 0 such that
max
i∈{1,...,N}
max
x∈Si
|x| 1
2
Rε (39)
where Si is as in (iv) of Step 3 and such that
lim
α→+∞ sup
Ω\⋃Ni=1 Bxi,α (Rεμi,α)
(
min
i=1,...,N |xi,α − x|
)2
uα(x)
2	−2  ε(1 − ε)(n − 2)
2
2NC2−2ε1
(40)
where C1 > 0 is as in (36), which is possible thanks to (vi) of Step 3. We now claim that
∃i ∈ {1, . . . ,N} such that yα ∈ ∂Bx (Rεμi,α) for α large. (41)i,α
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−uα(yα)
uα(yα)
 −Hα(yα)
Hα(yα)
.
Thanks to Eq. (4), this leads to
rα(yα)
2 −Hα(yα)
Hα(yα)
 rα(yα)2uα(yα)2
	−2 + λrα(yα)2. (42)
Simple computations lead then to
−Hα(yα) =
N∑
i=1
G(xi,α, yα)
1−ε
(
λε(1 − ε) + ε(1 − ε) |∇G(xi,α, yα)|
2
G(xi,α, yα)2
)
so that, using (36),
−Hα(yα)
Hα(yα)
 λε(1 − ε) + ε(1 − ε)
∑N
i=1 G(xi,α, yα)1−ε
|∇G(xi,α,yα)|2
G(xi,α,yα)
2∑N
i=1 G(xi,α, yα)1−ε
 λε(1 − ε) + ε(1 − ε)
NC2−2ε1
|∇G(xj,α, yα)|2
G(xj,α, yα)2
where j ∈ {1, . . . ,N} is such that rα(yα) = |xj,α − yα|. Coming back to (42) with this last esti-
mate, we obtain that
ε(1 − ε)
NC2−2ε1
|xj,α − yα|2 |∇G(xj,α, yα)|
2
G(xj,α, yα)2
 rα(yα)2uα(yα)2
	−2 + (λ − λε(1 − ε))rα(yα)2.
Thanks to (22) and to (35), this implies that rα(yα) → 0 as α → +∞. Then, using (37), we get
that
ε(1 − ε)(n − 2)2
NC2−2ε1
+ o(1) rα(yα)2uα(yα)2	−2.
Thanks to (40), this leads to a contradiction. Thus (41) is proved. Thanks to (39) and to (iv) of
Step 3, we can then write that
uα(yα)
Hα(yα)
= μ
1− n2
i,α ((1 + R
2
ε
n(n−2) )
1− n2 + o(1))
Hα(yα)
so that, using (37), we get that
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Hα(yα)

((
1 + R
2
ε
n(n − 2)
)1− n2 (
(n − 2)ωn−1
)1−ε
R(n−2)(1−ε)ε + o(1)
)
μ
n−2
2 (1−2ε)
i,α
Dεμ
n−2
2 (1−2ε)
i,α
for α large for some Dε independent of α. Coming back to (38) with (33) and (36), we get the
estimate of Step 4. 
Step 5. There exists C > 0 such that
uα(x) Cμ
n−2
2
α rα(x)
2−n
for all α and all x ∈ Ω \ {xi,α}i=1,...,N .
Proof. We let G be the Green function of − − λ in Ω with Dirichlet boundary condition. We
let (yα) be a sequence of points in Ω such that
|yα − xi,α|
μα
→ +∞ as α → +∞ for all i ∈ {1, . . . ,N}. (43)
We write with the Green representation formula that
uα(yα) =
∫
Ω
G(yα, x)(uα − αϕ1)+(x)2	−1 dx. (44)
By standard estimates on the Green function, see for instance Appendix 1 in Ghoussoub and
Robert [7], we know that there exists C > 0 such that
|x − y|n−2G(x, y)C2 (45)
for all (x, y) ∈ Ω2, x = y. Then, for any R > 0, we can write (44) as
uα(yα) =
∫
Ω\⋃Ni=1 Bxi,α (Rμα)
G(yα, x)(uα − αϕ1)+(x)2	−1 dx
+
∫
⋃N
i=1 Bxi,α (Rμα)
G(yα, x)(uα − αϕ1)+(x)2	−1 dx
which leads thanks to (43) and (45) to
uα(yα)
∫
Ω\⋃Ni=1 Bxi,α (Rμα)
G(yα, x)(uα − αϕ1)+(x)2	−1 dx
+ 2Crα(yα)2−n
∫
⋃N Bx (Rμα)
(uα − αϕ1)+(x)2	−1 dxi=1 i,α
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∫
Ω\⋃Ni=1 Bxi,α (Rμα)
G(yα, x)(uα − αϕ1)+(x)2	−1 dx + Cμ
n−2
2
α R
n−2
2 rα(yα)
2−n
thanks to Hölder’s inequalities and to (5). Here C > 0 is a constant independent of α and R. Now
we fix ε = 1
n+2 and we apply Step 4 with this ε. We let R > Rε . We can then write that∫
Ω\⋃Ni=1 Bxi,α (Rμα)
G(yα, x)(uα − αϕ1)+(x)2	−1 dx
 C2C2
	−1
ε μ
n
2
α
∫
Ω\⋃Ni=1 Bxi,α (Rμα)
|yα − x|2−nrα(x)−n−1 dx
 C2C2
	−1
ε μ
n
2
α
N∑
i=1
∫
Ω\Bxi,α (Rμα)
|yα − x|2−n|xi,α − x|−n−1 dx
 Cμ
n−2
2
α R
−1rα(yα)2−n
where C > 0 is a constant independent of α and R. Thus, combining these results, we obtain that
lim sup
α→+∞
μ
1− n2
α rα(yα)
n−2uα(yα) < +∞
for all sequences (yα) of points in Ω satisfying (43).
Let now (yα) be a sequence of points in Ω such that there exists i ∈ {1, . . . ,N} with
|xi,α − yα|
μα
→ R as α → +∞
for some R  0. Then we have that rα(yα) 2Rμα for α large. And we can write thanks to (v)
of Step 3 that
rα(yα)
n−2μ1−
n
2
α uα(yα) =
(
rα(yα)
μα
) n−2
2
rα(yα)
n−2
2 uα(yα) = O(1).
This clearly ends the proof of Step 5. 
We order the concentration points in such a way that
μα = μ1,α  μ2,α  · · · μN,α
and we let p ∈ {1, . . . ,N} be such that
lim
α→+∞
μα
μi,α
< +∞ for i ∈ {1, . . . , p},
lim
α→+∞
μα = +∞ for i ∈ {p + 1, . . . ,N}.
μi,α
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r˜α(x) = min
i=p+1,...,N |xi,α − x|.
At last, we let R0  0 be such that
R0 = max
i=1,...,N
max
x∈Si
|x| + 1 (46)
where Si is as in (iv) of Step 3. And we claim that
Step 6. There exists D > 0 such that for any 0 < ε < 12 ,
uα(yα)Dμ
n−2
2
α
p∑
i=1
|xi,α − yα|2−n + o
(
μ
n−2
2 (1−2ε)
α r˜α(yα)
(2−n)(1−ε))
for all sequences (yα) of points in Ω \⋃Ni=1 Bxi,α (R0μi,α).
Proof. There is nothing to prove if p = N . Thus we assume in the following that 1  p < N .
We fix 0 < ε < 12 and we set
ψα(x) = μ
n−2
2
α
p∑
i=1
|xi,α − x|2−n (47)
and
ψ˜α(x) =
N∑
i=p+1
|xi,α − x|(2−n)(1−ε). (48)
We let D > 0, to be chosen later on, and we consider yα ∈ Ω \⋃Ni=1 Bxi,α (R0μα) such that
sup
Ω\⋃Ni=1 Bxi,α (R0μi,α)
uα − Dψα
ψ˜α
= uα(yα) − Dψα(yα)
ψ˜α(yα)
. (49)
And we assume by contradiction that
lim sup
α→+∞
uα(yα) − Dψα(yα)
μ
n−2
2 (1−2ε)
α ψ˜α(yα)
> 0. (50)
We first claim that
|xi,α − yα| → +∞ as α → +∞ for all i ∈ {1, . . . ,N}. (51)
μi,α
2218 O. Druet / J. Differential Equations 245 (2008) 2199–2242Assume on the contrary that there exists i ∈ {1, . . . ,N} such that
|xi,α − yα|
μi,α
→ R as α → +∞ (52)
for some R R0. Thanks to (iv) of Step 3 and to (46), we know in this case that
μ
n−2
2
i,α uα(yα) →
(
1 + R
2
n(n − 2)
)1− n2
as α → +∞. (53)
If i ∈ {1, . . . , p}, then
μ
n−2
2
α ψα(yα)R2−n + o(1)
so that
μ
n−2
2
α
(
uα(yα) − Dψα(yα)
)

(
μα
μi,α
) n−2
2
(
1 + R
2
n(n − 2)
)1− n2 − DR2−n + o(1).
Thanks to (50), we deduce from the last equation that
D
2
n−2 R2
(
1 + R
2
n(n − 2)
)−1(
lim
α→+∞
μα
μi,α
)
 n(n − 2) lim
α→+∞
μα
μi,α
.
If we choose D > 0 such that
D
2
n−2  2n(n − 2) lim
α→+∞
μα
μp,α
, (54)
this leads to a contradiction. If i ∈ {p + 1, . . . ,N}, we can write thanks to (48) and to (52) that
ψ˜α(yα) μ(2−n)(1−ε)i,α
(
R(2−n)(1−ε) + o(1))
so that, using (53), we obtain that
uα(yα)
ψ˜α(yα)

(
R(n−2)(1−ε)
(1 + R2
n(n−2) )
n−2
2
+ o(1)
)
μ
n−2
2 (1−2ε)
i,α .
Since μi,α = o(μα), this would contradict (50). Thus, up to choose D such that (54) holds, we
have proved that (51) holds.
We claim now that
rα(yα) = r˜α(yα) = O(μα). (55)
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uα(yα)Cμ
n−2
2
α rα(yα)
2−n. (56)
Since, by (50), uα(yα)Dψα(yα) for α large, we deduce that
D
p∑
i=1
|xi,α − yα|2−n  Crα(yα)2−n.
If we choose
D  2C (57)
where C is as in Step 4, we clearly obtain that rα(yα) = r˜α(yα). Thus (56) becomes
uα(yα)Cμ
n−2
2
α r˜α(yα)
2−n.
Since we know that
ψ˜α(yα) r˜α(yα)(2−n)(1−ε),
we get that
μ
(1− n2 )(1−2ε)
α
uα(yα)
ψ˜α(yα)
 Cμ
n−2
2
α rα(yα)
2−nr˜α(yα)(n−2)(1−ε)μ
(1− n2 )(1−2ε)
α
 C
(
μα
r˜α(yα)
)(n−2)ε
.
Thanks to (50), this proves (55).
Now we write thanks to (49) and (51) that
−uα(yα)
(
uα(yα) − Dψα(yα)
)−ψ˜α(yα)
ψ˜α(yα)

(
uα(yα) − Dψα(yα)
)
ε(1 − ε)(n − 2)2
∑N
i=p+1 |xi,α − yα|(2−n)(1−ε)−2∑N
i=p+1 |xi,α − yα|(2−n)(1−ε)
 1
N − p
(
uα(yα) − Dψα(yα)
)
ε(1 − ε)(n − 2)2r˜α(yα)−2.
Using Eq. (4), we then obtain that
r˜α(yα)
2 (uα − αϕ1)+(yα)2	−1
uα(yα)
+ λr˜α(yα)2
 1 ε(1 − ε)(n − 2)2
(
1 − Dψα(yα)
)
.N − p uα(yα)
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uα(yα)
(
D + o(1))ψα(yα).
Thus, using again (51),
uα(yα) − Dψα(yα)
μ
n−2
2 (1−2ε)
α ψ˜α(yα)
 o
(
μ
(1− n2 )(1−2ε)
α
ψα(yα)
ψ˜α(yα)
)
 o
(
μ(n−2)εα r˜α(yα)(n−2)(1−ε)
p∑
i=1
|xi,α − yα|2−n
)
 o
((
r˜α(yα)
μα
)(n−2)(1−ε))
.
This contradicts (50) thanks to (55). Thus, if we choose D such that (54) and (57) hold, (50)
leads to a contradiction. This proves Step 6. 
Step 7. There exist D > 0 and R > 0 such that
lim sup
α→+∞
uα(yα) − Dμ
n−2
2
α
∑p
i=1 |xi,α − yα|2−n
μ
n−2
2
α r˜α(yα)2−n
= 0
for all sequences (yα) of points in Ω \⋃Ni=1 Bxi,α (Rμi,α).
Proof. We let yα ∈ Ω \⋃Ni=1 Bxi,α (Rμi,α), R > 0 to be chosen later on. We write thanks to
Step 6 that
uα(yα)Dμ
n−2
2
α
p∑
i=1
|xi,α − yα|2−n + o
(
μ
n−2
2 (1−2ε)
α r˜α(yα)
(2−n)(1−ε))
which leads to
uα(yα) − Dψα(yα)
μ
n−2
2
α r˜α(yα)2−n
 o
((
r˜α(yα)
μα
)(n−2)ε)
where ψα is as in (47) so that the estimate of Step 7 holds for the sequence (yα) if r˜α(yα) =
O(μα). Thus we can assume in the sequel that
r˜α(yα)
μα
→ +∞ as α → +∞. (58)
Thanks to (iv) of Step 3, we also know that
uα(yα)Dψα(yα)
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soon as D satisfies (54). Thus we can also assume in the sequel that
rα(yα)
μα
→ +∞ as α → +∞. (59)
We write now with the Green representation formula that
uα(yα) =
∫
Ω
G(yα, x)(uα − αϕ1)+(x)2	−1 dx (60)
where G is the Green function of − − λ in Ω with Dirichlet boundary condition. By standard
estimates on Green function, there exists C > 0 such that
|x − y|n−2G(x, y) C for all (x, y) ∈ Ω2, x = y. (61)
Thanks to (59) and to Hölder’s inequalities, we can then write that
∫
⋃p
i=1 Bxi,α (Rμα)
G(yα, x)(uα − αϕ1)+(x)2	−1 dx
 2C
p∑
i=1
|xi,α − yα|2−n
∫
Bxi,α (Rμα)
(uα − αϕ1)+(x)2	−1 dx
 2C
(∫
Ω
u2
	
α dx
) 2	−1
2	
(Rμα)
n−2
2
(
ωn−1
n
) 1
2	
p∑
i=1
|xi,α − yα|2−n
for α large. This leads thanks to (5) to
∫
⋃p
i=1 Bxi,α (Rμα)
G(yα, x)(uα − αϕ1)+(x)2	−1 dx C1R n−22 ψα(yα) (62)
for α large where C1 is some constant independent of α and R. In the same spirit, one gets thanks
to (58) and (61) that∫
⋃N
i=p+1 Bxi,α (δμα)
G(yα, x)(uα − αϕ1)+(x)2	−1 dx  C2δ n−22 μ
n−2
2
α r˜α(yα)
2−n (63)
for α large where C2 is some constant independent of α and δ. We let now
Ωα = Ω \
p⋃
Bxi,α (Rμα) \
N⋃
Bxi,α (δμα).i=1 i=p+1
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(
1Ωαu2
	−1
α
)
(x) p2	−2D2	−1μ
n+2
2
α
p∑
i=1
1Ω\Bxi,α (Rμα)|xi,α − x|−2−n
+ o
(
μ
n+2
2 (1−2ε)
α
N∑
i=p+1
1Ω\Bxi,α (δμα)|xi,α − x|−(n+2)(1−ε)
)
.
Thus, using (61), we get that
∫
Ωα
G(yα, x)(uα − αϕ1)+(x)2	−1 dx
 Cp2	−2D2	−1μ
n+2
2
α
p∑
i=1
∫
Ω\Bxi,α (Rμα)
|yα − x|2−n|xi,α − x|−2−n dx
+ o
(
μ
n+2
2 (1−2ε)
α
N∑
i=p+1
∫
Ω\Bxi,α (δμα)
|yα − x|2−n|xi,α − x|−(n+2)(1−ε) dx
)

(
Cp2
	−2D2	−1R−2 ωn−1
2
+ o(1)
)
μ
n−2
2
α
p∑
i=1
|xi,α − yα|2−n
+ o(μn−22α r˜α(yα)2−n)
using (58) and (59), up to choose 0 < ε < 2
n+2 . Coming back to (60) with (62), (63) and this last
estimate, we get the existence of some D > 0 such that
lim sup
α→+∞
uα(yα) − Dψα(yα)
μ
n−2
2
α r˜α(yα)2−n
 C2δ
n−2
2 .
Since this holds for all δ > 0, we can conclude that the estimate of Step 7 holds. 
We are now ready to conclude the proof of the theorem.
Conclusion of the proof. For i ∈ {1, . . . , p}, we define
di,α = min
{
d(xi,α, ∂Ω), |xj,α − xi,α|, j ∈ {1, . . . , p}, j = i
}
.
And we consider in the following i ∈ {1, . . . , p} such that
di,α  Cdj,α for all j ∈ {1, . . . , p} (64)
for some C > 0. We shall study several situations:
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such that dj,α  δ0 for all j ∈ {1, . . . , p} and all α. And thus that xj ∈ Ω for all j ∈ {1, . . . , p}
where xj = limα→+∞ xj,α . We claim that
μ
1− n2
α uα →
(
n(n − 2)) n2 ωn−1
n
p∑
j=1
μ
n−2
2
j G(xj , .) in C1loc(Ω \ S) as α → +∞ (65)
where
μj = lim
α→+∞
μj,α
μα
, (66)
the set S was defined in (21) and G is the Green function of −−λ in Ω with Dirichlet boundary
condition. In order to prove (65), we first use Step 5 and standard elliptic theory to get that, after
passing to a subsequence, μ1−
n
2
α uα → H in C1loc(Ω \ S) as α → +∞ and second the Green
representation formula to obtain the exact form of H . We thus write that, for any y ∈ Ω \ S ,
uα(y) =
∫
Ω
G(x, y)(uα − αϕ1)+(x)2	−1 dx.
We then write that, for any j ∈ {1, . . . , p},
lim
R→+∞ limα→+∞μ
1− n2
j,α
∫
Bxj,α (Rμj,α)
G(x, y)(uα − αϕ1)+(x)2	−1 dx
= G(xj , y)
∫
Rn
U2
	−1
0 dx
thanks to Step 3. We deduce that
lim
R→+∞ limα→+∞μ
1− n2
α
∫
⋃p
j=1 Bxj,α (Rμj,α)
G(x, y)(uα − αϕ1)+(x)2	−1 dx
= (n(n − 2)) n2 ωn−1
n
p∑
j=1
μ
n−2
2
j G(xj , y)
where μj is as in (66). In order to end the proof of (65), it remains to prove that
lim
R→+∞ limα→+∞μ
1− n2
α
∫
Ω\⋃pj=1 Bxj,α (Rμj,α)
G(x, y)(uα − αϕ1)+(x)2	−1 dx = 0,
which is an easy consequence of Step 7.
2224 O. Druet / J. Differential Equations 245 (2008) 2199–2242Now we apply the Pohozaev identity to uα in Bxi,α (δ) for δ > 0 small. We get that
−
∫
Bxi,α (δ)
(
(x − xi,α)k∂kuα + n − 22 uα
)
uα dx
=
∫
∂Bxi,α (δ)
(
δ
2
|∇uα|2 − δ(∂νuα)2 − n − 22 uα∂νuα
)
dσ
so that, using (65), up to choose δ > 0 small enough, we get that
−
∫
Bxi,α (δ)
(
(x − xi,α)k∂kuα + n − 22 uα
)
uα dx
= μn−2α
( ∫
∂Bxi,α (δ)
(
δ
2
|∇H |2 − δ(∂νH)2 − n − 22 H∂νH
)
dσ + o(1)
)
(67)
where
H(x) = (n(n − 2)) n2 ωn−1
n
p∑
j=1
μ
n−2
2
j G(xj , y).
Using Eq. (4), we can write that
−
∫
Bxi,α (δ)
(
(x − xi,α)k∂kuα + n − 22 uα
)
uα dx
=
∫
Bxi,α (δ)
(
(x − xi,α)k∂kuα + n − 22 uα
)
(uα − αϕ1)2	−1+ dx
+ λ
∫
Bxi,α (δ)
(
(x − xi,α)k∂kuα + n − 22 uα
)
uα dx
= −λ
∫
Bxi,α (δ)
u2α dx +
λ
2
δ
∫
∂Bxi,α (δ)
u2α dσ
+ α
∫
Bxi,α (δ)
(
(x − xi,α)k∂kϕ1 + n − 22 ϕ1
)
(uα − αϕ1)2	−1+ dx
+ δ
2	
∫
∂Bx (δ)
(uα − αϕ1)2	+ dσ
i,α
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−
∫
Bxi,α (δ)
(
(x − xi,α)k∂kuα + n − 22 uα
)
uα dx
= α
∫
Bxi,α (δ)
(
(x − xi,α)k∂kϕ1 + n − 22 ϕ1
)
(uα − αϕ1)2	−1+ dx
− λ
∫
Bxi,α (δ)
u2α dx +
λ
2
δ
( ∫
∂Bxi,α (δ)
H 2 dσ
)
μn−2α + o
(
μn−2α
)
. (68)
We claim now that
∫
Bxi,α (δ)
u2α dx =
⎧⎪⎨
⎪⎩
O(μα) if n = 3,
O(μ2α ln 1μα ) if n = 4,
O(μ2α) if n 5.
(69)
It is a consequence of Step 5. Indeed, we can write that∫
Bxj,α (Rμα)
u2α dx = O
(
μ2α
)
for j = 1, . . . ,N thanks to Hölder’s inequalities and to (5). Then, using Step 5, we have that
∫
Ω\⋃Nj=1 Bxj,α (Rμα)
u2α dx  C2μn−2α
∫
Ω\⋃Nj=1 Bxj,α (Rμα)
rα(x)
4−2n dx
=
⎧⎪⎨
⎪⎩
O(μα) if n = 3,
O(μ2α ln 1μα ) if n = 4,
O(μ2α) if n 5,
which proves (69). We write now that, for δ > 0 small enough,
(x − xi,α)k∂kϕ1 + n − 22 ϕ1 
n − 2
4
ϕ1(xi)
for all x ∈ Bxi,α (δ) and all α large enough. This is true since xi /∈ ∂Ω . Then we deduce that∫
Bxi,α (δ)
(
(x − xi,α)k∂kϕ1 + n − 22 ϕ1
)
(uα − αϕ1)2	−1+ dx
 n − 2
4
ϕ1(xi)
∫
Bx (δ)
(uα − αϕ1)2	−1+ dx
i,α
2226 O. Druet / J. Differential Equations 245 (2008) 2199–2242which leads thanks to Step 3 to
∫
Bxi,α (δ)
(
(x − xi,α)k∂kϕ1 + n − 22 ϕ1
)
(uα − αϕ1)2	−1+ dx
 n − 2
8
ϕ1(xi)μ
n−2
2
i,α
∫
Rn
U2
	−1
0 dx (70)
for α large. Coming back to (67) with (68), (69) and this last estimate, we obtain that
αμ
n−2
2
α = O
(
μn−2α
)+
⎧⎪⎨
⎪⎩
O(μα) if n = 3,
O(μ2α ln 1μα ) if n = 4,
O(μ2α) if n 5,
which gives
α = O(μn−22α )+
⎧⎪⎪⎨
⎪⎪⎩
O(μ
1
2
α ) if n = 3,
O(μα ln 1μα ) if n = 4,
O(μ
3− n2
α ) if n 5.
This leads to a contradiction if n 6 since μα → 0 as α → +∞.
If λ 0, (67) together with (68) and (70) leads to
αμ
n−2
2
α = O
(
μn−2α
)
which is also a contradiction.
The study of this case leads to the following conclusion:
If λ 0 or if n 6, then di,α → 0 as α → +∞.
Case 2. We assume that di,α → 0 as α → +∞ and that xi,α → xi with xi ∈ Ω as α → +∞. We
let Ri be the subset of {1, . . . ,N} defined by
Ri =
{
j ∈ {1, . . . ,N} s.t. |xi,α − xj,α| = O(di,α)
}
.
In our situation, it is clear that Ri ∩ {1, . . . , p} \ {i} = ∅. For j ∈Ri , we set also
yj = lim
α→+∞
xj,α − xi,α
di,α
which does exist, up to a subsequence. We let xα be a sequence of points in Ω such that |xα −
xi,α| = O(di,α) and |yα − xj,α|  ε0di,α for some ε0 > 0 for all j ∈Ri . We then write by the
Green representation formula that
uα(xα) =
∫
G(xα, x)(uα − αϕ1)+(x)2	−1 dx.Ω
O. Druet / J. Differential Equations 245 (2008) 2199–2242 2227It is clear that di,α
μα
→ +∞ as α → +∞ thanks to (iii) of Step 3 and to the definition of di,α . With
our choice of xα , we thus have that
|xα − xj,α|
μα
→ +∞ as α → +∞ (71)
for all j ∈ {1, . . . ,N}. Since xα → xi as α → +∞, we have by standard properties of Green
function that
|xα − yα|n−2G(xα, yα) → 1
(n − 2)ωn−1 as α → +∞
for any sequence of points yα → xi as α → +∞. Thus, for any j ∈ {1, . . . ,N} such that xj = xi
and any R > 0, we have that
∫
Bxj,α (Rμα)
G(xα, x)(uα − αϕ1)+(x)2	−1 dx
= 1 + o(1)
(n − 2)ωn−1|xj,α − xα|n−2
∫
Bxj,α (Rμα)
(uα − αϕ1)2	−1+ dx. (72)
Here we used (71). Using Steps 3 and 5, it is also easily checked that
∫
Ω\Bxi,α (δ)
G(xα, x)(uα − αϕ1)+(x)2	−1 dx = O
(
μ
n−2
2
α
) (73)
for all δ > 0. We let
Ωα = Bxi,α (δ) \
p⋃
j=1
Bxj,α
(
1
δ
μα
)
\
N⋃
j=p+1
Bxj,α (δμα).
Using Step 7 and the choice of xα we made, we obtain that
lim
δ→0 limα→+∞μ
1− n2
α d
n−2
i,α
∫
Ωα
G(xα, x)(uα − αϕ1)+(x)2	−1 dx = 0. (74)
Combining (72), (73) and (74), using also Hölder’s inequalities and (5), we get thanks to (iv) of
Step 3 that
dn−2i,α μ
1− n2
α uα(xα) →
(
n(n − 2)) n−22 p∑
j=1, x =x
lim
α→+∞
(
di,α
|xα − xj,α|
)n−2
μ
n−2
2
jj i
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dn−2i,α μ
1− n2
α uα(xα) →
(
n(n − 2)) n−22 ∑
j∈Ri∩{1,...,p}
μ
n−2
2
j
|y − yj |n−2 as α → +∞ (75)
where y = limα→+∞ xα−xi,αdi,α . Thanks to standard elliptic theory, with Step 5, and to (75), we thus
get that
dn−2i,α μ
1− n2
α uα(xi,α + di,αy) →
(
n(n − 2)) n−22 ∑
j∈Ri∩{1,...,p}
μ
n−2
2
j
|y − yj |n−2 (76)
in C1loc(R
n \ {yj }j∈Ri ) as α → +∞.
For any j ∈Ri ∩{1, . . . , p}, (64) clearly holds so that the above arguments hold. In particular,
up to change i into j ∈Ri ∩ {1, . . . , p} \ {i}, which is non-empty, such that
|yj | = max
k∈Ri∩{1,...,p}
|yk|,
we can assume that all the yj ’s, j ∈ Ri ∩ {1, . . . , p} \ {i}, are in some hyperplane Rn−1 ×
(0,+∞), up to some harmless rotation. If we set now
H(y) =
∑
j∈Ri∩{1,...,p}\{i}
μ
n−2
2
j
|yj − y|n−2 ,
we have that
H(0) > 0,
that
H = 0 in B0(ε) (77)
for some ε > 0 and that
∇H(0) = 0. (78)
Moreover, we deduce from (76) that
dn−2i,α μ
1− n2
α uα(xi,α + di,αy) →
(
n(n − 2)) n−22 ( μ
n−2
2
i
|y|n−2 + H
)
in C1loc
(
B0(δ0) \ {0}
)
as α → +∞ (79)
up to choose δ0 such that |yj | 2δ0 or yj = 0 for all j ∈Ri .
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first one is obtained by multiplying uα by (x −xi,α)k∂kuα and integrating over Bxi,α (δdi,α) and
the second one is obtained by multiplying uα by ∇uα and integrating over Bxi,α (δdi,α). The
first one is
−
∫
Bxi,α (δdi,α)
(
(x − xi,α)k∂kuα + n − 22 uα
)
uα dx
=
∫
∂Bxi,α (δdi,α)
(
1
2
δdi,α|∇uα|2 − δdi,α(∂νuα)2 − n − 22 uα∂νuα
)
dσ (80)
and the second one is
−
∫
Bxi,α (δdi,α)
∇uαuα dx =
∫
∂Bxi,α (δdi,α)
(
1
2
|∇uα|2ν − ∇uα∂νuα
)
dσ. (81)
Using (77) and (79), we can estimate the boundary terms of (80) and (81). We obtain that
−
∫
Bxi,α (δdi,α)
(
(x − xi,α)k∂kuα + n − 22 uα
)
uα dx
=
(
μα
di,α
)n−2((
n(n − 2))n−2 (n − 2)2
2
ωn−1μ
n−2
2
i H(0) + o(1)
)
(82)
and
−
∫
Bxi,α (δdi,α)
∇uαuα dx = μ
n−2
α
dn−1i,α
((
n(n − 2))n−2(n − 2)ωn−1μn−22i ∇H(0) + o(1)). (83)
Let us write thanks to Eq. (4) that
−
∫
Bxi,α (δdi,α)
∇uαuα dx
= 1
2	
∫
Bxi,α (δdi,α)
∇((uα − αϕ1)2	+ )dx + α
∫
Bxi,α (δdi,α)
∇ϕ1(uα − αϕ1)2	−1+ dx
+ λ
2
∫
Bxi,α (δdi,α)
∇u2α dx
= α
∫
Bx (δdi,α)
∇ϕ1(uα − αϕ1)2	−1+ dx + o
(
μn−2α
dn−1i,α
)
i,α
2230 O. Druet / J. Differential Equations 245 (2008) 2199–2242thanks to (79). Using now Steps 3 and 7, it is easily checked that
∫
Bxi,α (δdi,α)
∇ϕ1(uα − αϕ1)2	−1+ dx
=
(
(n(n − 2)) n2 ωn−1
n
μ
n−2
2
i ∇ϕ1(xi) + o(1)
)
μ
n−2
2
α .
Coming back to (83) and thanks to (78), we thus get that
∇H(0) = α d
n−1
i,α
μ
n−2
2
α
(
n(n − 2))− n−22 (∇ϕ1(xi) + o(1)). (84)
This proves in particular, since ∇H(0) = 0, that
μ
n−2
2
α = O
(
αdn−1i,α
)
. (85)
We write now thanks to Eq. (4) that
−
∫
Bxi,α (δdi,α)
(
(x − xi,α)k∂kuα + n − 22 uα
)
uα dx
= 1
2	
δdi,α
∫
∂Bxi,α (δdi,α)
(uα − αϕ1)2	+ dσ +
1
2
λδdi,α
∫
∂Bxi,α (δdi,α)
u2α dσ
+ α
∫
Bxi,α (δdi,α)
(
(x − xi,α)k∂kϕ1 + n − 22 ϕ1
)
(uα − αϕ1)2	−1+ dx
− λ
∫
Bxi,α (δdi,α)
u2α dx
which leads thanks to (79) to
−
∫
Bxi,α (δdi,α)
(
(x − xi,α)k∂kuα + n − 22 uα
)
uα dx
= α
∫
Bxi,α (δdi,α)
(
(x − xi,α)k∂kϕ1 + n − 22 ϕ1
)
(uα − αϕ1)2	−1+ dx
− λ
∫
Bx (δdi,α)
u2α dx + O
(
μnα
dni,α
)
+ O(μn−2α d4−ni,α ).i,α
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((
n(n − 2))n−2 (n − 2)2
2
ωn−1μ
n−2
2
i H(0) + o(1)
)
= α
(
di,α
μα
)n−2 ∫
Bxi,α (δdi,α)
(
(x − xi,α)k∂kϕ1 + n − 22 ϕ1
)
(uα − αϕ1)2	−1+ dx
− λ
(
di,α
μα
)n−2 ∫
Bxi,α (δdi,α)
u2α dx. (86)
Thanks to Steps 3 and 7, we get that
∫
Bxi,α (δdi,α)
(
(x − xi,α)k∂kϕ1 + n − 22 ϕ1
)
(uα − αϕ1)2	−1+ dx
=
((
n(n − 2)) n2 n − 2
2n
ωn−1μ
n−2
2
i ϕ1(xi) + o(1)
)
μ
n−2
2
α
so that (86) becomes
((
n(n − 2))n−2 (n − 2)2
2
ωn−1μ
n−2
2
i H(0) + o(1)
)
= αdn−2i,α μ
− n−22
α
((
n(n − 2)) n2 n − 2
2n
ωn−1μ
n−2
2
i ϕ1(xi) + o(1)
)
− λ
(
di,α
μα
)n−2 ∫
Bxi,α (δdi,α)
u2α dx. (87)
If λ 0, we get a contradiction since there exists C > 0 such that
αdn−2i,α μ
− n−22
α  Cd−1i,α
thanks to (85) and di,α → 0 as α → +∞. When λ > 0, we can write thanks to Steps 3 and 7 that
∫
Bxi,α (δdi,α)
u2α dx =
⎧⎪⎨
⎪⎩
O(μαdi,α) if n = 3,
O(μ2α ln 1μα ) if n = 4,
μ2α(μ
2
i
∫
Rn
U20 dx + o(1)) if n 5.
(88)
Multiplying Eq. (87) by di,α and using (88), we thus get since di,α → 0 as α → +∞ that
2232 O. Druet / J. Differential Equations 245 (2008) 2199–2242αdn−1i,α μ
− n−22
α
((
n(n − 2)) n2 n − 2
2n
ωn−1μ
n−2
2
i ϕ1(xi) + o(1)
)
=
⎧⎪⎨
⎪⎩
o(1) if n = 3,
O(d3i,α ln
1
μα
) if n = 4,
μ4−nα dn−1i,α (μ2i
∫
Rn
U20 dx + o(1)) if n 5.
We easily get a contradiction if n = 3 thanks to (85). In dimension 4, we deduce that
α = O
(
μα ln
1
μα
)
which is also a contradiction. And in dimensions n 5, we deduce that
lim
α→+∞αμ
n−6
2
α = 2λnμ
6−n
2
i
∫
Rn
U20 dx
(n(n − 2)) n2 (n − 2)ωn−1ϕ1(xi)
,
which clearly leads to a contradiction if n 6 and to an interesting result if n 7.
The study of this case leads to the following conclusion:
If λ 0 or if n 6, and if di,α → 0 as α → +∞, then xi ∈ ∂Ω .
Case 3. We assume that di,α = o(d(xi,α, ∂Ω)) and that xi,α → xi as α → +∞ with xi ∈ ∂Ω .
The study of this case is similar to the study of the previous case. We let Ri be the subset of
{1, . . . ,N} defined by
Ri =
{
j ∈ {1, . . . ,N} s.t. |xi,α − xj,α| = O(di,α)
}
.
In our situation, it is clear that Ri ∩ {1, . . . , p} \ {i} = ∅. For j ∈Ri , we let also
yj = lim
α→+∞
xj,α − xi,α
di,α
which does exist, up to a subsequence. We let xα be a sequence of points in Ω such that |xi,α −
xα| = O(di,α) and such that |xj,α − xα| ε0di,α for all j ∈Ri for some ε0 > 0. We let then εi,α
be such that
di,α = o(εi,α), εi,α = o
(
d(xi,α, ∂Ω)
)
,
|xj,α − xi,α|
εi,α
→ +∞ as α → +∞ for all j ∈ {1, . . . ,N} \Ri . (89)
It is clear that such a sequence (εi,α) does exist. We write with the Green representation formula
that
uα(xα) = − 1
(n − 2)ωn−1
∫
Bx (εi,α)
(|xα − x|2−n − ε2−ni,α )uα dx + 1
ωn−1εn−1i,α
∫
∂Bx (εi,α)
uα dσi,α i,α
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(n − 2)ωn−1
∫
Bxi,α (εi,α)
(|xα − x|2−n − ε2−ni,α )(uα − αϕ1)2	−1+ dx
+ λ
(n − 2)ωn−1
∫
Bxi,α (εi,α)
(|xα − x|2−n − ε2−ni,α )uα dx + 1
ωn−1εn−1i,α
∫
∂Bxi,α (εi,α)
uα dσ.
Thanks to the choice of εi,α we made, see (89), and to Step 5, we know that
1
ωn−1εn−1i,α
∫
∂Bxi,α (εi,α)
uα dσ = O
(
μ
n−2
2
α ε
2−n
i,α
)= o(μn−22α d2−ni,α ).
Thus we get that
uα(xα) = 1
(n − 2)ωn−1
∫
Bxi,α (εi,α)
(|xα − x|2−n − ε2−ni,α )(uα − αϕ1)2	−1+ dx
+ λ
(n − 2)ωn−1
∫
Bxi,α (εi,α)
(|xα − x|2−n − ε2−ni,α )uα dx + o(μn−22α d2−ni,α ).
Using Steps 3 and 7, one easily checks thanks to (89) that this leads to
dn−2i,α μ
1− n2
α uα(xα) →
(
n(n − 2)) n−22 ∑
j∈{1,...,p}∩Ri
μ
n−2
2
j limα→+∞
(
di,α
|xj,α − xα|
)n−2
as α → +∞. Thanks to Step 5 and to standard elliptic theory, we thus have that
dn−2i,α μ
1− n2
α uα(xi,α + di,αy) →
(
n(n − 2)) n−22 ∑
j∈{1,...,p}∩Ri
μ
n−2
2
j |y − yj |2−n
in C1loc(R
n \ {yj }j∈Ri ) as α → +∞. As was done during the study of Case 2, up to change i, we
can assume that
H(0) > 0 and ∇H(0) = 0
where
H(y) =
∑
j∈{1,...,p}∩Ri\{i}
μ
n−2
2
j |y − yj |2−n.
The two Pohozaev identities (80) and (81) continue to hold. Eqs. (82) and (83) also continue to
hold. Eqs. (84) and (85) are still true, as well as (86).
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(x − xi,α)k∂kϕ1 + n − 22 ϕ1 =
(
n − 2
2
+ o(1)
)
ϕ1(xi,α)
= −
(
n − 2
2
+ o(1)
)
∂νϕ1(xi)d(xi,α, ∂Ω).
We thus obtain instead of (87) that
(
−(n(n − 2)) n2 n − 2
2n
ωn−1μ
n−2
2
i ∂νϕ1(xi) + o(1)
)
d(xi,α, ∂Ω)αd
n−2
i,α μ
1− n2
α
= λ
(
di,α
μα
)n−2 ∫
Bxi,α (δdi,α)
u2α dx +
(
n(n − 2))n−2 (n − 2)2
2
ωn−1μ
n−2
2
i H(0) + o(1).
If λ 0, we get a contradiction since, thanks to (85),
αdn−2i,α μ
− n−22
α d(xi,α, ∂Ω) C
d(xi,α, ∂Ω)
di,α
→ +∞
as α → +∞. Otherwise, one easily checks that (88) is still true in our situation to obtain that
(
−(n(n − 2)) n2 n − 2
2n
ωn−1μ
n−2
2
i ∂νϕ1(xi) + o(1)
)
αdn−1i,α μ
1− n2
α
=
⎧⎪⎪⎨
⎪⎪⎩
o(1) if n = 3,
O(
d3i,α
d(xi,α,∂Ω)
ln 1
μα
) if n = 4,
μ4−nα dn−1i,α d(xi,α, ∂Ω)−1(λμ2i
∫
Rn
U20 dx + o(1)) if n 5.
(90)
We get a contradiction if n = 3 thanks to (85). In dimension 4, we deduce that
α = O
(
μα
d(xi,α, ∂Ω)
ln
1
μα
)
.
We write now thanks to (84), and since ∂νϕ1(xi) = 0, that
αd3i,α
μα
→ C0 > 0 as α → +∞
in dimension 4. Thanks to these two estimates, we can write successively that
α = O
(
μα
d(xi,α, ∂Ω)
ln
1
μα
)
= O
(
μα ln
d(xi,α, ∂Ω)
)
+ O
(
μα ln
1
)d(xi,α, ∂Ω) μα d(xi,α, ∂Ω) d(xi,α, ∂Ω)
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(
μα
d(xi,α, ∂Ω)
ln
1
d(xi,α, ∂Ω)
)
since d(xi,α,∂Ω)
μα
→ +∞ as α → +∞, see Step 3, and then that
1 = O
(
d3i,α
d(xi,α, ∂Ω)
ln
1
d(xi,α, ∂Ω)
)
= o(1)
since di,α = o(d(xi,α, ∂Ω)). Thus we arrive to a contradiction in dimension 4.
In dimensions n 5, we get thanks to (84), and since ∂νϕ1(xi) = 0, that
αdn−2i,α μ
− n−22
α → C0 > 0 as α → +∞
and thanks to (90) that
αd(xi,α, ∂Ω)μ
n
2 −3
α → C1 > 0 as α → +∞.
This leads to
di,α
d(xi,α, ∂Ω)
=
(
C
1
n−2
0
C1
+ o(1)
)
α
n−4
n−2 μ
n−5
2
α .
Since di,α = o(d(xi,α, ∂Ω)), this leads to a contradiction if n = 5.
The study of this case leads to the following conclusion:
If λ 0 or if n 5, if d(xi,α, ∂Ω) → 0 as α → +∞, then di,αd(xi,α,∂Ω)  0 as α → +∞.
And, if n  6, we get some interesting relations between α, μα , di,α and d(xi,α, ∂Ω) given
by (84) and (90).
It remains to study the last case:
Case 4. We assume that xi,α → xi as α → +∞ with xi ∈ ∂Ω and that d(xi,α,∂Ω)di,α → R0 as
α → +∞ for some R0  1.
We set
vα(x) = μ1−
n
2
α d
n−2
i,α uα(xi,α + di,αx)
for x ∈ Ωα = {x ∈ Rn s.t. xi,α + di,αx ∈ Ω}. Up to some harmless rotation and up to some
subsequence, we can assume that
Ωα → Ω∞ = (−∞,R0) × Rn−1 as α → +∞.
We let Ri be the subset of {1, . . . ,N} defined by
Ri =
{
j ∈ {1, . . . ,N} s.t. |xi,α − xj,α| = O(di,α)
}
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yj,α = xj,α − xi,α
di,α
for j ∈Ri .
After passing to a subsequence, we may assume that
lim
α→+∞yj,α = yj for j ∈Ri
where yj ∈ Ω∞. Moreover we have thanks to (64) that
yj ∈ Ω∞ if j ∈Ri ∩ {1, . . . , p}.
We let S˜i,α = {yj,α, j ∈Ri} and S˜ = {yj , j ∈Ri}. Now we have that vα satisfies that
−vα =
(
μα
di,α
)2(
vα − αdn−2i,α μ
1− n2
α ϕ1(xi,α + di,αx)
)2	−1
+ + λd2i,αvα (91)
in Ωα with vα = 0 on ∂Ωα . Thanks to Step 5, we also know that
vα(x) Cd(x, S˜i,α)2−n + o(1)
in any K ∩ Ωα with K compact subset of Rn. Thus we obtain by standard elliptic theory that
vα → H in C1loc(Ω∞ \ S˜) as α → +∞ (92)
where H = 0 in Ω∞ \ S˜ and
|x|n−2H(x) C for |x| large.
Using Steps 3 and 7, it is also easily checked that
− lim
α→+∞
∫
Ωα
ϕvα dx =
(
n(n − 2)) n2 ωn−1
n
∑
j∈Ri∩{1,...,p}
μ
n−2
2
j ϕ(yj )
for any ϕ ∈ C∞(Rn) with ϕ ≡ 0 on ∂Ω∞. Thus H is in fact a solution of
−H = (n(n − 2)) n2 ωn−1
n
∑
j∈Ri∩{1,...,p}
μ
n−2
2
j δyj
in Ω∞ with H = 0 on ∂Ω∞. Thus we can write that
H(y) = (n(n − 2)) n−22 ∑
j∈Ri∩{1,...,p}
μ
n−2
2
j
(|y − yj |2−n − |y − y˜j |2−n) (93)
where y˜j + yj = 2R0e1.
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obtain that
−
∫
B0(R)∩Ωα
(
(x − y0)k∂kvα + n − 22 vα
)
vα dx
=
∫
∂(B0(R)∩Ωα)
(
1
2
(x − y0, ν)|∇vα|2 − (∂νvα)(x − y0,∇vα) − n − 22 vα∂νvα
)
dσ (94)
where y0 = R0e1. Using Eq. (91), noting
ϕα(x) = ϕ1(xi,α + di,αx),
we get that
−
∫
B0(R)∩Ωα
(
(x − y0)k∂kvα + n − 22 vα
)
vα dx
= αμ3−
n
2
α d
n−4
i,α
∫
B0(R)∩Ωα
(
n − 2
2
ϕα + (x − y0)k∂kϕα
)(
vα − αdn−2i,α μ
1− n2
α ϕα
)2	−1
+ dx
+ 1
2	
μ2αd
−2
i,α
∫
∂(B0(R)∩Ωα)
(
vα − αdn−2i,α μ
1− n2
α ϕα
)2	−1
+ (x − y0, ν) dσ
− λd2i,α
∫
B0(R)∩Ωα
v2α dx +
1
2
λd2i,α
∫
∂(B0(R)∩Ωα)
v2α(x − y0, ν) dσ
= αμ3−
n
2
α d
n−4
i,α
∫
B0(R)∩Ωα
(
n − 2
2
ϕα + (x − y0)k∂kϕα
)(
vα − αdn−2i,α μ
1− n2
α ϕα
)2	−1
+ dx
− λd2i,α
∫
B0(R)∩Ωα
v2α dx + o(1)
thanks to (92). Thus we get from (92) and (94) that
αμ
3− n2
α d
n−4
i,α
∫
B0(R)∩Ωα
(
n − 2
2
ϕα + (x − y0)k∂kϕα
)(
vα − αdn−2i,α μ
1− n2
α ϕα
)2	−1
+ dx
= λd2i,α
∫
B0(R)∩Ωα
v2α dx + o(1)
+
∫ (1
2
(x − y0, ν)|∇H |2 − (∂νH)(x − y0,∇H) − n − 22 H∂νH
)
dσ. (95)∂(B0(R)∩Ω∞)
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1
di,α
(
n − 2
2
ϕα + (x − y0)k∂kϕα
)
→ n
2
(
1 − x1
R0
)
in C0loc(Ω∞), we get thanks to Steps 3 and 7 that
αμ
3− n2
α d
n−4
i,α
∫
B0(R)∩Ωα
(
n − 2
2
ϕα + (x − y0)k∂kϕα
)(
vα − αdn−2i,α μ
1− n2
α ϕα
)2	−1
+ dx
= αμ1−
n
2
α d
n−1
i,α
(
1
2
(
n(n − 2)) n2 ωn−1 ∑
j∈Ri∩{1,...,p}
μ
n−2
2
j
(
1 − (yj )1
R0
)
+ o(1)
)
so that (95) becomes
αμ
1− n2
α d
n−1
i,α
(
1
2
(
n(n − 2)) n2 ωn−1 ∑
j∈Ri∩{1,...,p}
μ
n−2
2
j
(
1 − (yj )1
R0
)
+ o(1)
)
= λd2i,α
∫
B0(R)∩Ωα
v2α dx + oR(1) (96)
where limR→+∞ limα→+∞ oR(1) = 0.
One can write now with the second Pohozaev identity that
−
∫
B0(R)∩Ωα
∂1vαvα dx =
∫
∂(B0(R)∩Ωα)
(
1
2
|∇vα|2ν1 − ∂1vα∂νvα
)
dσ
which leads thanks to (92) and to (93) to
−
∫
B0(R)∩Ωα
∂1vαvα dx =
∫
∂(B0(R)∩Ω∞)
(
1
2
|∇H |2ν1 − ∂1H∂νH
)
dσ + o(1)
= −1
2
∫
∂Ω∞
(∂νH)
2 dσ + oR(1).
Using Eq. (91), we thus get that
αμ
3− n2
α d
n−4
i,α
∫
B0(R)∩Ωα
∂1ϕα
(
vα − αdn−2i,α μ
1− n2
α ϕα
)2	−1
+ dx
= − 1
2	
(
μα
di,α
)2 ∫
∂(B0(R)∩Ωα)
(
vα − αdn−2i,α μ
1− n2
α ϕα
)2	−1
+ ν1 dσ
− 1
2
λd2i,α
∫
v2αν1 dσ −
1
2
∫
(∂νH)
2 dσ + oR(1).
∂(B0(R)∩Ωα) ∂Ω∞
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αμ
3− n2
α d
n−4
i,α
∫
B0(R)∩Ωα
∂1ϕα
(
vα − αdn−2i,α μ
1− n2
α ϕα
)2	−1
+ dx
= −1
2
∫
∂Ω∞
(∂νH)
2 dσ + oR(1).
Since d−1i,α ∂1ϕα → −R−10 in C0loc(Ω∞), we get thanks to Steps 3 and 7 that
αμ
1− n2
α d
n−1
i,α
(
1
nR0
(
n(n − 2)) n2 ωn−1 ∑
j∈Ri∩{1,...,p}
μ
n−2
2
j + o(1)
)
= −1
2
∫
∂Ω∞
(∂νH)
2 dσ + oR(1). (97)
Thanks to Steps 3 and 7, we know that
d2i,α
∫
B0(R)∩Ωα
v2α dx =
⎧⎪⎪⎨
⎪⎪⎩
O(d2i,α) if n = 3,
O(d2i,α ln
1
μα
) if n = 4,
O(dn−2i,α μ4−nα ) if n 5.
(98)
If λ 0, we get with (96) that αμ1−
n
2
α d
n−1
i,α → 0 as α → +∞. This leads with (97) to
∫
∂Ω∞
(∂νH)
2 dσ = 0
which is absurd thanks to (93) since i ∈Ri . If λ > 0 and n = 3, the same argument leads to a
contradiction. If n 4, we obtain thanks to (97) that there exists Cn > 0 such that
αμ
1− n2
α d
n−1
i,α → Cn as α → +∞.
Then (98) leads to
d2i,α
∫
B0(R)∩Ωα
v2α dx =
⎧⎪⎨
⎪⎩
O(α− 23 μ
2
3
α ln 1μα ) if n = 4,
O(α−
n−2
n−1 μ
−n2+6n−4
2(n−1)
α ) if n 5.
Thus we get, if n = 4, 5, that d2 ∫ v2 dx → 0 as α → +∞. This contradicts (96).i,α B0(R)∩Ωα α
2240 O. Druet / J. Differential Equations 245 (2008) 2199–2242The study of this case leads to the following conclusion:
If λ 0 or if n 5, then d(xi,α,∂Ω)
di,α
→ +∞ as α → +∞ if di,α → 0 as α → +∞.
The study of these different cases clearly permit to conclude the proof of the theorem. 
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Appendix A
In this appendix, we give a proof of two lemmas which we used during the previous section.
The proofs are classical. We recall them quickly by sake of completeness.
Lemma A.1. Let n 3, let u ∈ L2	 (Rn) with ∇u ∈ L2(Rn) be a weak non-negative solution of
−u = (u − γ )2	−1+
in Rn for some γ  0. Then we have that either u ≡ 0 or γ = 0 and
u(x) = λn−22
(
λ2 + |x − x0|
2
n(n − 2)
)1− n2
for some x0 ∈ Rn and some λ > 0.
Proof. We let η ∈ C∞(Rn) be such that η ≡ 1 in B0(1) and η ≡ 0 in Rn \ B0(2). We let also
ηr(x) = η
(
x
r
)
and we set vr = ηu. By integration by parts, we have that
−
∫
Rn
(
xk∂kvr + n − 22 vr
)
vr dx = 0.
Since
−vr = ηr(u − γ )2	−1+ + O
(
1
r2
1Ωr u
)
+ O
(
1
r
1Ωr |∇u|
)
and
xk∂kvr + n − 2vr = ηr
(
xk∂ku + n − 2u
)
+ O(1Ωr u)2 2
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∫
Rn
η2r
(
xk∂ku + n − 22 u
)
(u − γ )2	−1+ dx
= O
(
1
r
∫
Ωr
u|∇u|dx
)
+ O
(
1
r2
∫
Ωr
u2 dx
)
+ O
(∫
Ωr
|∇u|2 dx
)
+ O
(∫
Ωr
u2
	
dx
)
.
This leads thanks to Hölder’s inequalities and to the fact that u ∈ L2	 (Rn) and ∇u ∈ L2(Rn) to
lim
r→+∞
∫
Rn
η2r
(
xk∂ku + n − 22 u
)
(u − γ )2	−1+ dx = 0.
Since
∫
Rn
η2r
(
xk∂ku + n − 22 u
)
(u − γ )2	−1+ dx
= n − 2
2
γ
∫
Rn
η2r (u − γ )2
	−1+ dx −
1
2	
∫
Rn
xk∂kη
2
r (u − γ )2
	
+ dx,
we finally obtain that
γ
∫
Rn
(u − γ )2	−1+ dx = 0.
This proves that either γ = 0 or u γ in Rn. In the latter case, u is harmonic. Thanks to the inte-
grability assumptions made on u, this implies u ≡ 0. If, now, γ = 0, we can use the classification
result of Caffarelli, Gidas and Spruck [2] to conclude the lemma. 
Lemma A.2. Let n  3, let R0 > 0, let γ  0. There is no nonzero solution u ∈ L2	 (Ω) with
∇u ∈ L2(Ω) of
−u =
(
u − γ
(
1 − x1
R0
))2	−1
+
in Ω with u = 0 on ∂Ω where
Ω = (−∞,R0) × Rn−1.
2242 O. Druet / J. Differential Equations 245 (2008) 2199–2242Proof. Let us remark that, by standard regularity theory, u is in fact in C1(Ω). Let ηr and vr be
as in Lemma A.1. By integration by parts, we have that, for any y ∈ Rn,
−
∫
Ω
(
xk∂kvr + n − 22 vr
)
vr dx + 12R0
∫
∂Ω
η2r x
2
1 |∇u|2 dσx = 0.
Similarly to what we did during the proof of Lemma A.1, we can take advantage of the integra-
bility assumptions on u to pass to the limit as r → +∞ to obtain that
γ
∫
Ω
(
1 − x1
R0
)(
u − γ
(
1 − x1
R0
))2	−1
+
dx + 1
nR0
lim
r→+∞
∫
∂Ω
η2r x
2
1 |∇u|2 dσx = 0.
Since x1  R0 in Ω , this proves that ∇u ≡ 0 on ∂Ω . Moreover, either γ = 0 or u is harmonic.
Hopf’s maximum principle clearly permits to end the proof of the lemma. 
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