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a b s t r a c t
As a continuation of the well known connection between the theory of orthogonal
polynomials on the unit circle and the interval [−1, 1], in this paper properties concerning
error and convergence of certain rational approximants associated with the measures
dµ(t) and dσ(θ) = |dµ(cos θ)| supported on [−1, 1] and the unit circle respectively are
deduced. Numerical illustrations are also given.
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1. Introduction
For a given measure dµ supported on a compact K of the extended complex plane C, its Cauchy transform Fµ(z) =
K
dµ(t)
z−t represent an analytic function on C \ K . When K = [a, b] (−∞ ≤ a < b ≤ +∞), Fµ(z) is said to be a Markov
function and more specifically when [a, b] = [0,∞) the term Stieltjes or Markov–Stieltjes function is used (see e.g. [1,2]).
This type of functions has been extensively studied in the literature and represents a topic where Padé approximants and
their extensions and generalizations (multipoint, matricial, simultaneous, etc.) have found one of theirmost straightforward
applications, and play the theory of orthogonal polynomialswith respect to themeasure dµ a crucial role. On the other hand,
when K is the unit circle i.e. K = T = {z ∈ C : |z| = 1} and dσ is a measure supported on it, its Herglotz–Riesz transform
Hσ (z) =

T
t+z
t−z dσ(t) is a Caratheodory function i.e. an analytic function in D = {z ∈ C : |z| < 1} and ℜ(Hσ (z)) ≥ 0 for
any z ∈ D and it is a fundamental tool in the analysis and study of different problems on the unit circle, both theoretical
and applied (Caratheodory–Fejér interpolation problem, trigonometric moment problem, signal process, etc.; see e.g. [3] for
details). Here, the theory of Szegő polynomials or polynomials orthogonal with respect to the measure dσ on T is the basic
ingredient. Connections between the Szegő polynomials and the orthogonal polynomials on the real line are well known
since Szegő’s book [4] (see also the recent contribution of the authors [5]) when the corresponding involvedmeasures dµ on
[−1, 1] and dσ onT are related by dσ(θ) = |dµ(cos θ)|. In thisworkwewill continue to analyze this connection by showing
how certain rational approximants to Fµ(x) =
 +1
−1
dµ(t)
x−t are related to rational approximants to Hσ (z) =
 π
−π
eiθ+z
eiθ−z dσ(θ).
Thus, known properties for the approximants to Fµ(x) are used to deduce properties for the approximants to Hσ (z) and vice
versa.
The paper is organized as follows. In Section 2 the required background on quadrature formulas on the unit circle and
the real line and their connection with rational approximants is summarized. The most important contribution of the paper
is in Section 3 concerning new results on error estimations and rates of convergence for the rational approximants studied
in Section 2. Some illustrative numerical experiments involving certain typical special functions in Numerical Analysis are
carried out in Section 4 and finally, some conclusions are given in Section 5.
∗ Corresponding author.
E-mail addresses: rcruzb@ull.es, szegoquadrature@hotmail.com (R. Cruz-Barroso).
0377-0427/$ – see front matter© 2011 Elsevier B.V. All rights reserved.
doi:10.1016/j.cam.2011.05.042
108 R. Cruz-Barroso et al. / Journal of Computational and Applied Mathematics 236 (2011) 107–117
2. Orthogonal polynomials, quadrature and rational approximation on the unit circle and on [−1, 1]
Given a measure dµ on [a, b], an n-point quadrature formula for the estimation of Iµ(f ) =
 b
a f (x)dµ(x) is an expression
like Iµn (f ) = ∑nj=1 Ajf (xj), where the nodes {xj}nj=1 and the weights {Aj}nj=1 are conveniently taken so that Iµ(P) = Iµn (P)
for all P ∈ PN = span{xk : k = 0, 1, . . . ,N} with N as large as possible. It is well known that n − 1 ≤ N ≤ 2n − 1 (see
e.g. [6]). The case N = n − 1 is trivially solved by simply taking n distinct arbitrary nodes on [a, b]. The resulting rule is
called of interpolatory type since Iµn (f ) = Iµ (Pn−1(f , ·)) with Pn−1(f , x) ∈ Pn−1 such that Pn−1(f , xj) = f (xj), j = 1, . . . , n.
The case N = 2n − 1 corresponds to the well known Gaussian formulas, where the nodes are the zeros of an orthogonal
polynomial of degree n with respect to dµ and the weights are uniquely determined. Concerning the intermediate cases
n− 1 < N < 2n− 1, one should consult the papers by Peherstorfer, e.g., [7] is the first of a long list of subsequent papers.
Throughout this paper we will be mainly concerned with the cases N ∈ {n − 1, 2n − 1}, giving rise to certain rational
approximants to the Markov function Fµ(x) =
 b
a
dµ(t)
x−t , x ∉ [a, b]. We will also restrict ourselves to the case of a finite
interval, so that we can assume without loss of generality that [a, b] = [−1, 1].
When g is a (2π ) periodic function, dσ is a positive Borel measure on [−π, π] and we want to estimate the integral
Iσ (g) =
 π
−π g(θ)dσ(θ) by means of an n-point quadrature rule I
σ
n (g) =
∑n
j=1 λjg(θj), {θj} ⊂ [−π, π), it seems more
appropriate to impose that Iσ (T ) = Iσn (T ) for any trigonometric polynomial T of degree N with N as large as possible. Thus,
by setting Λp,q = span{zk : p ≤ k ≤ q} where p and q are two given integers with p ≤ q (Laurent polynomials) and by
passing the problem to the unit circle we recover the well known Szegő quadrature formulas, introduced and characterized
in [3] as follows (see also [8–10]):
Theorem 2.1. Let {ϕk}∞k=0 be the family of orthonormal Szegő polynomials for dσ and set Iσn (g) =
∑n
j=1 λjf (zj) with zj ∈ T
and zj ≠ zk if j ≠ k. Then, Iσn (g) = Iσ (g), for all g ∈ Λ−(n−1),n−1, if and only if, the nodes {zj}nj=1 are the zeros of Bn(z) =
Bn(z, τn) = Cn[ϕn(z) + τnϕ∗n (z)] (para-orthogonal polynomial) with ϕ∗n (z) = znϕn(1/z) (reciprocal or reversed polynomial),
Cn ≠ 0 and τn ∈ T. Moreover, the weights and given by λj =
∑n−1
k=0 |ϕk(zj)|2
−1
> 0.
Szegő rules represent the analogs on T of the Gaussian formulas, depend on a parameter τn ∈ T and are optimal in the
sense that for each n, there cannot exist an n-point quadrature rule with nodes on T that are exact either in Λ−n,n−1 or in
Λ−(n−1),n. Now, from the measure dµ on [−1, 1] we can define a measure dσ on [−π, π] as dσ(θ) = |dµ(cos θ)|, so that
Iµ(f ) =
 1
−1 f (x)dµ(x) = 12
 π
−π g(e
iθ )dσ(θ), where g(eiθ ) = f (cos θ). The following can be found in [11, Proposition 3.1].1
Proposition 2.2. Assume n distinct nodes {xj = cos(θj)}nj=1 ⊂ (−1, 1) and set Iµn (f ) =
∑n
j=1 Ajf (xj)with Aj ∈ R, j = 1, . . . , n.
Define zj = eiθj , zn+j = z j and λj = λn+j = Aj, j = 1, . . . , n. Then, Iµn (f ) = Iµ(f ) for all f ∈ PN , if and only if, Iσ2n(g)
=∑2nj=1 λjg(zj) = Iσ (g), for all g ∈ Λ−N,N .
When taking N = n− 1 in Proposition 2.2, and since the quadrature formula Iµn (f ) can always be obtained by using the
interpolatory formula, we can determine Iσ2n(g), exact in Λ−(n−1),n−1 and which dimension is 2n − 1. Since Iσ2n(g) has 2n
distinct nodes on Twe could also construct a 2n-point rule that is exact in a subspace of Laurent polynomials of dimension
2n, containingΛ−(n−1),n−1. Thus, set
Iˆσ2n(g) =
2n−
j=1
λˆjg(zj) = Iσ (g), ∀g ∈ Λ−n,n−1,
I˜σ2n(g) =
2n−
j=1
λ˜jg(zj) = Iσ (g), ∀g ∈ Λ−(n−1),n,
(1)
then the following holds.
Proposition 2.3. Under the above conditions, Iσ2n(g) = 12

Iˆσ2n(g)+ I˜σ2n(g)

.
Proof. From [5] it follows that λˆn+j = λˆj and Aj = ℜ(λˆj) = λˆj+λˆj2 = λˆj+λˆn+j2 , j = 1, . . . , n. Moreover, since dσ is a real
measure, then it can be easily checked that λ˜k = λˆk, k = 1, . . . , 2n, and thus,
1
2
[Iˆσ2n(g)+ I˜σ2n(g)] =
1
2
n−
j=1

(λˆj + λˆj)g(zj)+ (λˆj + λˆj)g(z j)

= 1
2
n−
j=1

2ℜ(λˆj)g(zj)+ 2ℜ(λˆj)g(z j)

=
n−
j=1
Aj[g(zj)+ g(z j)] = I2n(g). 
1 Actually, a more general result is proved there where quadrature rules including the points±1 as possible nodes are considered.
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WhenN = 2n−1 in Proposition 2.2, the nodal polynomials for Iµn (f ) and Iσ2n(g) are the nthmonic orthogonal polynomial
for dµ and, due to the symmetry of dσ , the para-orthogonal polynomial B2n(z, 1) defined in Theorem 2.1, respectively. From
here, the well known relation between orthogonal polynomials on the interval [−1, 1] and the unit circle T stated by Szegő
in [4, Chapter 11] can be alternatively deduced.
Now, consider the Markov function Fµ(x) =
 1
−1
dµ(t)
x−t , so that for |x| > 1 one has Fµ(x) =
∑∞
k=1
ck−1
xk
, with ck = 1
−1 t
kdµ(t) (moments) for all k ≥ 0. The following can be easily proved and it shows that Fµ(x) can be approximated by
certain rational functions constructed from the quadrature rules for Iµ(f ).
Proposition 2.4. Set Iµn (f ) = ∑nj=1 Ajf (xj) with {xj}nj=1 ⊂ [−1, 1], Iµ(f ) =  1−1 f (x)dµ(x) and Fµ(x) =  1−1 dµ(t)x−t . Set
Qn(x) = ∏nj=1(x − xj) and define Fn(x) = Iµ( 1x−t ) = ∑nj=1 Ajx−xj = Pn−1(x)Qn(x) with Pn−1(x) ∈ Pn−1. Then, In(f ) = Iµ(f ) for
all f ∈ PN , if and only if, Fµ(x)− Fn(x) = O

x−(N+2)

.
When N = n − 1 or N = 2n − 1 in Proposition 2.4, Fn(x) = (n− 1/n)Fµ (x) or Fn(x) = [n− 1/n]Fµ (x) are called the
Padé-type or the Padé approximant to Fµ(x) at infinity, respectively. The intermediate cases n− 1 < N < 2n− 1 give rise
to the so-called higher order Padé-type approximants; this term was earlier coined by Brezinski in his book [12].
For the associated measure dσ on T we have the Herglotz–Riesz transform Hσ (z) =
 π
−π
eiθ+z
eiθ−z dσ(θ), so that Hσ (z) =
d0 + 2∑∞k=1 dkzk for |z| < 1, where dk =  π−π e−ikθdσ(θ) (trigonometric moments) for all k ≥ 0. Since Hσ (z) satisfies
Hσ (1/z) = −Hσ (z) it can be also extended to the exterior of the unit circle E = {z ∈ C : |z| > 1} and since dσ is
symmetric, it holds Hσ (z) = −d0 − 2∑∞k=1 d−kz−k for |z| > 1 with d−k = dk = dk, k ≥ 1.
In order to approximate Hσ (z) by means of a rational function Hn(z) = B˜n(z)Bn(z) (degB˜n = degBn) with poles on T, it will be
required that this rational function satisfies,
Hσ (z)− Hn(z) = O

zM

, z → 0, Hσ (z)− Hn(z) = O

z−N

, z →∞,
withM and N depending on n and as large as possible. The construction of Hn(z) will be made by means of the quadrature
rules for Iσ (g)with nodes on T. Again we can prove the following.
Proposition 2.5. Set Iσn (g) =
∑n
j=1 λjg(zj) = Iσ (g) for all g ∈ Λ−p,q with {zj}nj=1 ⊂ T and define Hn(z) = Iσn

eiθ+z
eiθ−z

= B˜n(z)Bn(z)
with Bn(z) = ∏nj=1(z − zj). Then, Iσn (g) = Iσ (g) for all g ∈ Λ−p,q, if and only if, Hσ (z) − Hn(z) = O(zp+1), z → 0 and
Hσ (z)− Hn(z) = O(z−(q+1)), z →∞.
Our aim is to establish some connections between certain rational approximants to Fµ(x) and Hσ (z) by means of the
Zhoukowsky2 transformation. Indeed, if in the definition of Fµ(x) we take t = cos(θ) and x ∉ [−1, 1] is replaced by
1
2 (z + 1z ) with z ∈ D = {z ∈ C : |z| < 1} we obtain (see also [13]) Fµ(x) = z1−z2Hσ (z). Now, let Fn(x) =
Pn−1(x)
Qn(x)
be a
rational approximant to Fµ(x) where Qn(x) = ∏nj=1(x − xj) with {xj = cos(θj)}nj=1 ⊂ (−1, 1). Then, the following can be
proved following the ideas presented in [14] with some slight technical modifications.
Theorem 2.6. Suppose that Fn(x) as defined in Proposition 2.4 satisfies Fµ(x) − Fn(x) = O

1
xN+2

, x → ∞. Then, Fn(x) =
z
1−z2H2n(z) for all x ∉ [−1, 1] with x = 12 (z + 1z ), H2n(z) being a rational function given by H2n(z) = B˜2n(z)B2n(z) where
B2n(z) =∏2nj=1(z − zj) with zj = eiθj and zn+j = z j, j = 1, . . . , n, B˜2n(z) ∈ P2n and satisfying,
Hσ (z)− H2n(z) = O(zN+1), z → 0, Hσ (z)− H2n(z) = O(z−(N+1)), z →∞. (2)
Moreover, B2n(z) = Bn(z)Bn(z) with Bn(z) =∏nj=1(z − zj).
Set first N = n− 1 in Theorem 2.6. From (2) one has 2n interpolation conditions (at the origin and the infinity) while the
rational function H2n(z) depends on 2n+ 1 parameters. Thus, one concludes that one interpolation condition (either at the
origin or at the infinity) is missing. In order to overcome this fact, let Hˆ2n(z) and H˜2n(z) be the approximants generated by
the quadrature rules (1) both with the same set of nodes {zj}2nj=1. Then by Proposition 2.3 we have the following.
Corollary 2.7. Under the above conditions, H2n(z) = 12

Hˆ2n(z)+ H˜2n(z)

and for x = 12

z + 1z
 ∉ [−1, 1] with z ∈ D,
Fn(x) = z2(1−z2)

Hˆ2n(z)+ H˜2n(z)

.
2 Also called the Joukowsky or Joukowski transform.
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From Corollary 2.7 one can deduce an error expression for H2n(z). Indeed, set Eσ2n(z) = Hσ (z)−H2n(z). Then, by [14] one
knows that
Hσ (z)− Hˆ2n(z) = 2z
n
B2n(z)
∫ π
−π
e−i(n−1)θB2n(eiθ )
eiθ − z dσ(θ),
Hσ (z)− H˜2n(z) = 2z
n+1
B2n(z)
∫ π
−π
e−inθB2n(eiθ )
eiθ − z dσ(θ),
and then,
Eσ2n(z) =
zn
B2n(z)
∫ π
−π
e−inθB2n(eiθ )

eiθ + z
eiθ − z

dσ(θ). (3)
The error formula (3) can be alternatively obtained from the error expression for the Padé-type approximant Fn(x). Indeed,
set Eµn (x) = Fµ(x)− Fn(x). Then, for all x ∉ [−1, 1] it follows (see [12]),
Eµn (x) =
1
Qn(x)
∫ 1
−1
Qn(t)
x− t dµ(t) with Qn(x) =
n∏
j=1
(x− xj). (4)
If in (4) we make the change of variable t = cos(θ), the transformation x = 12 (z + 1z ) and make use of the relation between
orthogonal polynomials on [−1, 1] and T (see [2, Chapter 11]), then one has
Eµn (x) = Fµ(x)− Fn(x) =
z
1− z2
zn
B2n(z)
∫ π
−π
B2n(eiθ )
einθ

eiθ + z
eiθ − z

dσ(θ),
and formula (3) follows.
Finally, setN = 2n−1 in Theorem2.6.H2n(z) is a higher order two-point Padé-type approximant (see [15]). These rational
functions were earlier introduced in [16] with the name of ‘‘modified approximants’’ because they are not proper two-point
Padé approximants since one interpolation condition is missing. Indeed, observe that H2n(z) depend on 4n+ 1 parameters
and (2) produces 4n interpolation conditions. Now, from the error expression for the Padé approximant [n − 1/n]Fµ(x)
given by (see e.g. [17]) Fµ(x)− [n− 1/n]Fµ(x) = Q−2n (x)
 1
1
Q 2n (t)
x−t dµ(t), an error expression for the corresponding modified
approximants can be deduced, yielding
Hσ (z)− H2n(z) = z
2n
B22n(z)
∫ π
−π
B22n(e
iθ )
e2inθ

eiθ + z
eiθ − z

dσ(θ), (5)
which is equivalent to the error formula obtained in [14]. Furthermore, from these arguments it can also be shown that
formula (5) is still valid for any modified approximant Hn(z) generated by Bn(z) = Cn[ϕn(z) + τϕ∗n (z)] with Cn ≠ 0 and
τn ∈ T. Indeed, it holds that
Hσ (z)− Hn(z) = z
n
B2n(z)
∫ π
−π
B2n(e
iθ )
einθ

eiθ + z
eiθ − z

dσ(θ).
3. Error estimates and convergence
In this section we shall first be concerned with the estimation of the error for the Padé and certain Padé-type
approximants associated with the measure dµ on [−1, 1]. For it, we will take advantage of the error bounds given by Jones
andWaadeland in [18] for themodified approximants related to themeasure dσ onTwhere as usual dσ(θ) = |dµ(cos(θ))|,
θ ∈ [−π, π]. Second, exact rates of convergence will be deduced for the modified approximants to Hσ (z) making use of
known results about exact rates of convergence for Padé and Padé-type approximants to Fσ (x).
For our purposes, we will start from the approximants to Fσ (x) associated with the Gauss, Gauss–Radau and
Gauss–Lobatto formulas for dµ. In order to fix some common notation, for r and s ∈ {0, 1}, set dµr,s(t) = (t − 1)r(t +
1)sdµ(t) and let {Q˜ (r,s)k (x)}∞k=0 be the sequence of monic orthogonal polynomials for dµr,s(t). Then, it holds (see e.g. [19]).
Theorem 3.1. Under the above conditions, there exist positive weights {A(r,s)j,n }nj=1 such that I(r,s)n (f ) =
∑n
j=1 A
(r,s)
j,n f (x
(r,s)
j,n ) =
Iσ (f ) for all f ∈ P2n−1−r−s, {x(r,s)j,n }nj=1 being the zeros of Q (r,s)n (x) = (x− 1)r(x+ 1)sQ˜ (r,s)n−r−s(x) ∈ Pn.
Denote by F (r,s)n (x) the rational approximants to Fµ(x) associatedwith I
(r,s)
n (f ) so that by Theorem 3.1 and Proposition 2.4,
it follows,
F (r,s)n =
P (r,s)n−1 (x)
Q (r,s)n (x)
=
n−
j=1
A(r,s)j,n
x− x(r,s)j,n
and Fµ(x)− F (r,s)n = O

1
x2n+1−r−s

.
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Now, we are interested in estimating the error E(r,s)n = Fσ (x)− F (r,s)n (x), x ∉ [−1, 1], for each n. This will be done by using
the following (see [18]). For the rest of the paper, we will denote by ρn(z) the nth monic Szegő polynomial for dσ and by
δn = ρn(0) the nth Verblunsky parameter; see [20, Chapter 1.5].
Theorem 3.2. Let Hn(z) = An(z)Bn(z) =
∑n
j=1 λj

zj+z
zj−z

be the corresponding modified approximant, where {zj}nj=1 are the zeros
of Bn(z) = Cn[ρn(z) + τnρ∗n (z)], Cn ≠ 0, τn ∈ T and {λj}nj=1 the weights of the associated n-point Szegő formula. Then,
|Hσ (z)− Hn(z)| ≤ γ (k)n (z) for all z ∈ D, k = 1, 2, 3, 4, where
γ (1)n (z) =
2
n∏
j=1
(1− |δj|2)
1+ τbn(z)|z|2+ |z| |1+ τbn(z)| |z|n
|ρ∗n (z)|2

1− |z|2|bn(z)|2
 |1+ τbn(z)| ,
γ (2)n (z) =
2
n∏
j=1
(1− |δj|2)(1+ |z|)|z|n
|ρ∗n (z)|2 (1− |zbn(z)|) |1+ τbn(z)|
,
γ (3)n (z) =
2
1+ τbn(z)|z|2+ |z| |1+ τbn(z)| |z|n
(1− |z|2) |1+ τbn(z)| , γ
(4)
n (z) =
8|z|n
(1− |z|2) |1+ τbn(z)| ,
(6)
with bn(z) = ρn(z)ρ∗n (z) and such that γ
(1)
n (z) ≤ γ (2)n (z) ≤ γ (3)n (z) ≤ γ (4)n (z).
On the other hand, let H2n−r−s(z) be the modified approximants generated by
Bκ(z) = Cκ [ρκ(z)+ τκρ∗κ (z)], Cκ ≠ 0, τκ = (−1)s and κ = 2n− r − s. (7)
Then, from Theorems 2.6 and 3.2 we can deduce the following.
Theorem 3.3. For any x ∉ [−1, 1], |E(r,s)n (x)| ≤
 z1−z2  γ (j)2n−r−s(z), j = 1, 2, 3, 4with γ (j)2n−r−s given by (6) and z = x+√x2 − 1,
by taking the appropriate branch so that z ∈ D.
Let us next consider the polynomial Bn(z) = Bn(z, τn) = Cn[ρn(z)+τnρ∗n (z)]where τn ∈ T\{±1} and Cn ≠ 0. As known,
the zeros {zj = eθj}nj=1 of Bn(z) are mutually distinct, lie on T and they neither can appear in complex conjugate pairs nor
can they be real. Let Iσn (g) =
∑n
j=1 λjg(e
iθj) = Iσ (f ) for all f ∈ Λ−(n−1),n−1 be the corresponding n-point Szegő formula and
define {xj = cos(θj)}nj=1 ⊂ (−1, 1). If we consider Iµn (f ) =
∑n
j=1 Ajf (xj) = Iσ (f ) for all f ∈ Pn−1, then one knows (see [21])
that Aj = λj2 > 0, j = 1, . . . , n. Set Qn(x) =
∏n
j=1(x− xj) and consider F˜n(x) the Padé-type approximant to Fµ(x) generated
by Qn(x) (or alternatively by I
µ
n (f )) so that one has,
F˜n(x) = P˜n−1(x)
Q˜n(x)
=
n−
j=1
Aj
x− xj . (8)
Furthermore, F˜n(x) = z1−z2 H˜2n(z), ∀x ∉ [−1, 1] with z ∈ D, x = 12 (z + 1z ) where H˜2n(z) =
∑2n
j=1
λj
2

zj+z
zj−z

with λn+j = λj
and zn+j = z j, j = 1, . . . , n. Let Hn(z) = Hn(z, τn) be the modified approximant to Hµ(z) so that Hn(z) = ∑nj=1 λj  zj+zzj−z .
Then, it readily follows that H˜2n(z) = 12 [Hn(z)+ Hn(z)]. On the other hand, since dσ is symmetric, it can be easily checked
that Hσ (z) = Hσ (z). Thus, setting E˜µn (x) = Fµ(x) − F˜n(x), x ∉ [−1, 1] and Eσn (z) = Eσn (z, τn) = Hσ (z) − Hn(z, τn) with
z ∈ D, it follows that
E˜µn (x) =
z
z2 − 1

Eσn (z)+ Eσn (z)
2

. (9)
Hence, the error bounds in Theorem 3.2 can be used in order to estimate the error E˜µn (x), yielding the following.
Corollary 3.4. For any x ∉ [−1, 1], |E˜µn (x)| ≤ 12 | zz2−1 |[γ (j)n (z) + γ (j)n (z)] with γ (j)n (z) for j = 1, 2, 3, 4 given by (6) and
z = x+√x2 − 1, by taking the appropriate branch so that z ∈ D.
As for the convergence of the sequence {F˜n(x)}∞n=0 one has
Theorem 3.5. Set {τn}∞n=1 ⊂ T\{±1} and x(n)j = ℜ(z(n)j ), j = 1, . . . , n, {z(n)j }nj=1 being the zeros of Bn(z, τn) = ρn(z)+τnρ∗n (z).
For each n ≥ 1, let F˜n(x) be the (n − 1/n) Padé-type approximant to Fµ(x) generated by Q˜n(x) = ∏nj=1(x − x(n)j ). Then,
limn→∞ F˜n(x) = Fµ(x) uniformly on compacts of C \ [−1, 1].
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Proof. As already seen, we can write F˜n(x) = P˜n−1(x)Q˜n(x) = I
µ
n
 1
x−t
 =∑nj=1 A(n)jx−x(n)j , Iµn (f ) =∑nj=1 A(n)j f (x(n)j ) being the n-point
interpolating type rule based upon the nodes {x(n)j }nj=1. Since A(n)j > 0, j = 1, . . . , n, it follows that limn→∞ Iµn (f ) = Iµ(f ) for
any continuous function on [−1, 1]. Hence, the pointwise convergence of the sequence F˜n(x) is assured. Let K be a compact
in C \ [−1, 1]. Setting c0 =
 1
−1 dµ(x), then
|F˜n(x)| =
 n−
j=1
A(n)j
x− x(n)j
 ≤ n−
j=1
A(n)j
|x− x(n)j |
≤ c0
dist(K , [−1, 1]) , ∀x ∈ K .
Thus, the result follows from the Stieljes–Vitali theorem (see e.g. [22]). 
In the remainder of the section we will be concerned with the exact rate of convergence for any sequence {Hn(z, τn)}∞n=1,
(τn ∈ T) to Hσ (z) i.e. with limn→∞ |Eσn (z)|1/n = limn→∞ |Hσ (z) − Hn(z)|1/n. In this respect, the second author and
collaborators have already proved in [23] that
lim
n→∞ |E
σ
n (z)|1/n ≤ |z|, (10)
uniformly on any compact K ⊂ D. The basis of (10) is the following result concerning the nth root asymptotic behavior of
any sequence of para-orthogonal polynomials (see [23]).
Theorem 3.6. Let dσ be a Borel positive measure on T and let {Bn(z)}∞n=0 be the sequence of monic para-orthogonal polynomials
for dσ . Then,
1. limn→∞ |Bn(z)|1/n = 1 uniformly on compacts of D,
2. limn→∞ ‖Bn(z)‖1/nT = 1.
As usual, for any continuous function g on K ⊂ C, ‖g‖k = maxx∈K |g(x)|.
Our aim will be to show that (10) is actually the exact rate of convergence i.e. limn→∞ |Eσn (z)|1/n = |z|, when dσ is a
symmetric measure, which is equivalent to the fact there exists a measure dµ on [−1, 1] such that dσ(θ) = |dµ(cos(θ))|,
θ ∈ [−π, π]. For this purpose, wewill first take advantage of the exact rate of convergence of certain sequences of Padé and
Padé-type approximants to Fµ(x). Indeed, for r, s ∈ {0, 1} let {F (r,s)n (x)}∞n=1 denote the sequences of rational approximants
associated with the Gauss-type quadrature rules given in Theorem 3.1 and E(r,s)n (x) = Fµ(x)− F (r,s)n (x). Then,
Theorem 3.7. Let ψ(x) = x + √x2 − 1 be the conformal transformation mapping C \ [−1, 1] onto E = {z ∈ C : |z| > 1},
by taking now the appropriate branch so that the point of infinity is preserved i.e., ψ(∞) = ∞. Then, limn→∞ |E(r,s)n (x)|1/n =
|ψ(x)|−2 < 1.
Proof. For r, s ∈ {0, 1}, set F (r,s)n = P
(r,s)
n−1 (x)
Q (r,s)n
, with P (r,s)n−1 (x) ∈ Pn−1 and Q (r,s)n (x) = (x−1)r(x+1)sQ˜ (r,s)n−r−s(x)where Q˜ (r,s)k (x) is
the kth monic orthogonal polynomial for dµ(r,s)(t) = (1− t)r(1+ t)sdµ(t)with t ∈ [−1, 1]. Then, for any x ∈ C \ [−1, 1]
it follows (see e.g. [24])
lim
k→∞ |Q˜
(r,s)
k (x)|1/k =
1
2
|ψ(x)|, (11)
uniformly on compact subsets of C \ [−1, 1] and limn→∞ ‖Qk‖1/k[−1,1] = 12 . As for the error, from (4) we have,
E(r,s)n (x) =
1
Q (r,s)n (x)
∫ 1
−1
Q (r,s)n (t)
x− t dµ(t) =
(−1)r+s
(x− 1)r(x+ 1)sQ˜ (r,s)n−r−s(x)
∫ 1
−1
Q˜ (r,s)n−r−s(t)
x− t dµr,s(t).
Now, because of the orthogonality we can write,
E(r,s)n (x) =
(−1)r+s
(x− 1)r(x+ 1)s[Q˜ (r,s)n−r−s(x)]2
∫ 1
−1
[Q˜ (r,s)n−r−s(t)]2
x− t dµr,s(t). (12)
From here, the proof proceeds as in [24] (see also [25] or [26]). 
Remark 3.8. When r = s = 0, Theorem 3.7 provides with the classical result concerning the exact rate of convergence of
the sequence of Padé approximants {[n− 1/n]Fµ}∞n=1 to the Markov function Fµ(x) =
 1
−1
dµ(t)
x−t .
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For r, s ∈ {0, 1}, let {H2n−r−s(z)}∞n=2 be the sequence of modified approximants generated by the para-orthogonal
polynomials {B2n−r−s}∞n=2 as in (7) so that it holds F (r,s)n (x) = zz2−1H2n−r−s(z), with x ∈ C \ [−1, 1] and z ∈ D such that
z−1 = ψ(x)with ψ(x) as given in Theorem 3.7. Now, from Theorem 3.7 it follows for all z ∈ D that
lim
n→∞ |E
σ
2n−r−s(z)|1/(2n−r−s) = limn→∞ |Hσ (z)− H2n−r−s(z)|
1/(2n−r−s)
= lim
n→∞ |E
(r,s)
n (x)|1/(2n−r−s) = |ψ(x)|−1 = |z|. (13)
We can prove the following.
Theorem 3.9. Let dσ be a symmetric measure and {Hn(z)}∞n=1 be a sequence of modified approximants to Hσ (z) generated by the
para-orthogonal polynomials Bn(z, τn) = ρn(z)+ τnρ∗n (z) with τn ∈ {±1}. Then, limn→∞ |Hσ (z)− Hn(z)|1/n = |z| uniformly
on compact subsets of D.
Proof. Setting Hn(z) = Hn(z, τn) = An(z,τn)Bn(z,τn) and Eσn (z, τn) = Hσ (z)− Hn(z, τn), then by (13) it follows that
lim
n→∞ |E
σ
2n(z,±1)|1/2n = limn→∞ |E
σ
2n−1(z,±1)|1/(2n−1) = |z|.
Hence,
lim
n→∞ |E
σ
n (z, 1)|1/n = limn→∞ |E
σ
n (z,−1)|1/n = |z|. (14)
Assume now an arbitrary sequence {Hn(z, τn)}∞n=1 with τn{±1} and set I1 = {n ∈ N : τn = 1} and I2 = {n ∈ N : τn = −1}
so thatN = I1∪ I2. Suppose that both I1 and I2 have infinite elements, otherwise the result trivially follows. Then, from (14),
lim
n→∞,n∈Ij
|Eσn (z, τn)|1/n = limn→∞ |E
σ
n (z, (−1)j+1)|1/n = |z|, j = 1, 2.
Taking ε > 0, there exists n1, n2 such that ‖Eσn (z, τn) |1/n−|z‖ < ε for all n ∈ I1, n > n1 and n ∈ I2, n > n2. The result
follows by setting n0 = max{n1, n2}. 
Next, we will separately analyze the situation when τn ∈ T \ {±1}. In this respect, we can prove the following.
Theorem 3.10. Let dσ be a symmetric measure on T and let {Hn(z)}∞n=1 be the sequence of modified approximants to Hσ (z)
generated by Bn(z, τn) = Bn(z) = ρn(z)+ τnρ∗n (z) with τn ∈ T \ {±1}. Then, limn→∞ |Hσ (z)− Hn(z)|1/n = |z| uniformly on
compacts subsets of D.
Proof. Since τn ∈ T \ {±1}, the zeros of Bn(z, τn) cannot appear in complex conjugate pairs. Let {zj,n = eiθj,n}nj=1 denote
such set of zeros, with θj,n ∈ (0, π), define xj,n = cos(θj,n) and set Qn(x) = ∏nj=1(x − xj,n). Let {F˜n(x)}∞n=1 be the sequence
of Padé-type approximants to Fµ(x) generated for each n by Qn(x) and E˜
µ
n (x) = Fµ(x)− F˜n(x). Thus, by (4) one has again for
all x ∈ C \ [−1, 1] that
E˜µn (x) =
1
Qn(x)
∫ 1
−1
Qn(t)
x− t dµ(t). (15)
Now, we can also write Qn(x) = (2z)−nBn(z, τn)Bn(z, τn) with x = 12

z + 1z

. Hence, from Theorem 3.6 it follows for any
x ∉ [−1, 1] that
lim
n→∞ |Qn(x)|
1/n = 1
2|z| =
1
2|x+√x2 − 1| =
1
2|ψ(x)| and limn→∞ ‖Qn‖
1/n
[−1,1] =
1
2
. (16)
Thus, by (15), (16) and proceeding as in [24] one easily concludes,
lim
n→∞ |E˜
µ
n (x)|1/n = limn→∞ |Fµ(x)− F˜n(x)|
1/n = |ψ(x)|−1 < 1.
Set Eσn (z) = Eσn (z, τn) = Hσ (z)− Hn(z, τn), z ∈ D. Then by (9),
|E˜µn (x)|1/n =
[
1
2
 zz2 − 1
 |Eσn (z)+ Eσn (z)|]1/n with x = 12

z + 1
z

. (17)
Now, take into account that if {an} and {bn} are two sequences of positive numbers s.t. limn→∞ n√an = a and limn→∞ n√bn =
b, then limn→∞ n
√
an + bn = max{a, b}. Then, by (17) it follows that
lim inf
n→∞ |E
σ
n (z)|1/n ≥ limn→∞ |E
µ
n (x)|1/n = |x+

x2 − 1| = |z|. (18)
Hence, by (11) and (18) the proof is concluded. 
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Finally, Theorems 3.9 and 3.10 can be put together to produce the following general result.
Theorem 3.11 (Exact Rate of Convergence). Let dσ be a symmetric measure on T and let {Hn(z)}∞n=1 be an arbitrary sequence of
modified approximants to Hσ (z) =
 π
−π
eiθ+z
eiθ−z dσ(θ). Then for any compact K in D, limn→∞ ‖Hσ − Hn‖
1/n
K = maxz∈K {|z|} < 1.
4. An application to certain special functions
In this section we will numerically illustrate the approximate calculation of certain special functions very familiar in
the literature that can be expressed in terms of a Markov function of the form Fµ(x) =
 1
−1
dµ(t)
x−t with dµ a measure on
[−1, 1] and x ∈ C \ [−1, 1], making use of the rational approximants F˜n(x) = P˜n−1(x)Q˜n(x) as given in Theorem 3.5. Set dσ(θ) =
|dµ(cos(θ))|, consider the zeros {zj}nj=1 of Bn(z, τ )with τ ∈ T\{±1}, xj = ℜ(zj) and Q˜n(x) =
∏n
j=1(x−xj), so that the rational
approximant F˜n(x) = P˜n−1(x)Q˜n(x) with P˜n−1 ∈ Pn−1 is defined by (Padé-type approximant) Fµ(x)− F˜n(x) = O

x−(n+1)

, x →∞.
Furthermore, since F˜n(x) depends on the parameter τ ∈ T \ {±1}, this can be chosen so that an interpolation condition
in Iσn (f ) is increased. We will refer to this τ as the optimal parameter, denoted by τ
∗ which can be directly computed by
τ ∗ = −δn ± i

1− |δn|2, (see [21]). Now, starting from the available information on dµ (or equivalently on Fµ(x)), in this
case the moments ck =
 +1
−1 t
kdµ(t), we can compute the modified moments (see e.g. [27]) c˜k =
 +1
−1 Tk(t)dµ(t)where for
all k ≥ 0, Tk(t) = cos(k arccos(t)) denotes the kth Chebyshev polynomial of first kind. So, since dσ is symmetric it holds
dk = d−k =
 π
−π e
−ikθdσ(θ) = 2c˜k. From the trigonometric moments {dk}+∞k=−∞ we can compute the Szegő polynomials{ρk}∞k=0 by means of the Szegő recurrence (see [4, pp. 293–294]) and from here the zeros of Bn(z, τ ), yielding the generating
polynomial Q˜n(x) of the approximant F˜n(x). However, we will proceed in a more efficient way. Indeed, by means of the
Szegő recurrence, the Verblunsky parameters {δn}∞n=0 (δ0 = 1) can be recursively computed. Now given τ ∈ T \ {±1}, we
consider the (n × n) unreduced unitary upper Hessenberg matrices Hn = Hn(τ , δ1, . . . , δn) as defined in [28] so that its
eigenvalues {zj}nj=1 are the nodes of the n-point Szegő formula for dσ corresponding to the parameter τ and the square of
the first component of the eigenvector of unit length corresponding to the eigenvalue zj yields the weight λj for the n-point
Szegő formula. Hence, from (8) it follows
F˜n(x) = P˜n−1(x)
Q˜n(x)
= 1
2
n−
j=1
λj
x−ℜ(zj) . (19)
Thus, we see that the computation of the approximant F˜n(x) reduces in general, to the numerical solution of an eigenvalue
problem involvingHn.
In the remainder of the section we will deal with several examples earlier considered in [16] making use of two-
point Padé approximants, i.e. rational approximants satisfying interpolation conditions both at the origin and infinity.
Here we will make a comparison between our Padé-type approximant F˜n(x) = (n − 1/n)Fµ(x) as defined above and
the corresponding Padé approximants [n − 1/n]Fµ(x) and [ n2 − 1/ n2 ]Fµ(x) when n is even. The approximants we are
dealing with either Padé or Padé-type are supposed to be at the point at infinity. Furthermore, it should be noted that
Fµ(x) − F˜n(x) = Fµ(x) − [ n2 − 1/ n2 ]Fµ(x) = O

x−(n+1)

, x → ∞, so that both approximants require the same information
in terms of the moments ck =
 +1
−1 x
kdµ(x) to be constructed. In the tables the absolute errors of these approximants are
displayed, denoting by (m− 1/m) PTA the error for the (m− 1/m) Padé-type approximant and by [m− 1/m] PA the error
of the [m− 1/m] Padé approximant.
Example 4.1 (Chebyshev Measure of the First Kind). Set dµ(t) =
√
1− t2
−1/2
dt . The Markov function is given by
Fµ(x) =
 +1
−1
dt√
1−t2(x−t)
= π√
x2−1
, and the associated measure dσ on T is dσ(θ) = |dµ(cos(θ))| = dθ (Lebesgue
measure). In this case the monic Szegő polynomials are given explicitly by ρn(z) = zn so that the nodes {zj}nj=1 are the
zeros of Bn(z, τ ) = zn + τ and the weights are given by λj = 2πn , j = 1, . . . , n, (see e.g. [14]). Thus, setting τ = −eiα with
α ∈ (0, π) ∪ (π, 2π), it follows that F˜n(x) = πn
∑n
j=1

x− cos  α+2jπn −1. Computations appear in Table 1.
Example 4.2 (The Natural Logarithm).Here we are concernedwith the approximation of log(1+x). Thus, taking dµ(t) = dt
and setting Fµ(x) =
 +1
−1
dt
x−t , then log(1+ x) = Fµ(1+ 2x ). Now, dσ(θ) = |dµ(cos(θ))| = | sin(θ)|dθ which is a Jacobi-type
measure whose Verblunsky parameters are explicitly known (see e.g. [29]): δn = 1+(−1)n2(n+1) for all n ≥ 0. The error estimations
are shown in Table 2, where τ = i and τ ∗ = −0.09090909090909+ 0.99585919546394i.
Example 4.3 (The Inverse Tangent). Set Arctanω =  ω0 dt1+t2 . If Fµ(x) =  +1−1 dt√1−t(x−t) it follows that Arctanω =
1√
2ω
Fµ

1+ 2
ω2

and thus, the associatedmeasure dσ on T is again of Jacobi-type: dσ(θ) = |dµ(cos(θ))| = √1+ cos θdθ.
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Table 1
Absolute errors of the (9/10) Padé-type with optimal parameter τ ∗ = i, [4/5] and [9/10] Padé approximants
for the Chebyshev measure of the first kind.
x (9/10) PTA, τ ∗ = i [4/5] PA [9/10] PA
2 1.3195666781e−11 6.9205870529e−06 1.3187451131e−11
2i 7.9871344619e−13 1.5103092947e−06 8.0224804536e−13
3+ i 6.1787178063e−15 2.4741783683e−08 7.6282906153e−15
4 5.3290705182e−15 1.7731243140e−09 5.9952043329e−15
1+ 0.5i 2.6673292663e−06 4.0605278015e−03 2.6673292309e−06
0.3i 1.6222243819e−02 3.3003601727e−01 1.6222243819e−02
0.2+ 0.1i 9.0301746295e−01 1.9235855352e+00 9.0301746295e−01
Table 2
Absolute errors of the (9/10) Padé-type with τ = i and optimal parameter τ ∗ = −0.09090909090909 +
0.99585919546394i, and [4/5] and [9/10] Padé approximants for the Natural Logarithm.
x (9/10) PTA, τ [4/5] PA [9/10] PA (9/10) PTA, τ ∗
1 3.1277596e−07 3.0468556e−06 5.9388050e−12 9.7566856e−09
− 23 i 1.2007196e−09 1.2369639e−08 7.9664421e−15 1.1422641e−11
4−2i
5 5.7090250e−08 5.7272467e−07 2.5868628e−13 1.2046409e−09
180−200i
181 7.0925245e−06 7.4461701e−05 2.6158169e−09 3.1575410e−07
− 25 i 5.2770566e−12 5.3929250e−11 4.8288062e−15 1.4331575e−14
2+ 2i 1.5642246e−03 1.7885969e−02 8.9706244e−05 1.3892721e−04
1
2 8.2577611e−11 8.3226215e−10 7.9936058e−15 5.1314508e−13
Table 3
Absolute errors of the (9/10) Padé-type with τ = i and optimal parameter τ ∗ = −0.04761904761905 +
0.99886556968586i, and [4/5] and [9/10] Padé approximants for the Inverse Tangent.
ω (9/10) PTA, τ [4/5] PA [9/10] PA (9/10) PTA, τ ∗
√
10
2 i 6.2253935e−10 1.2930272e−08 2.5757174e−14 1.3830936e−11
√−10−20i
5 6.1566457e−12 1.2620323e−10 1.5187043e−14 1.1453682e−13
√
3−√3i
3 3.7746603e−14 9.4357570e−13 9.7144515e−15 7.2990304e−15
2
√−725−290i
29 8.91869988e−11 1.8440907e−09 2.1017863e−14 1.7300462e−12
√
6
3 8.8817842e−15 1.9095836e−14 6.8833828e−15 4.8849813e−15
2
√−1515−15150i
303 6.6805774e−14 1.5935163e−12 1.0192912e−14 7.8696724e−15
2
√
44900−15715i
449 1.3112688e−14 1.8315539e−13 8.4940338e−15 5.9550427e−15
The Verblunsky parameters are now explicitly given by δn = (−1)n2n+1 for all n ≥ 0. Numerical comparisons are given in Table 3,
where τ = i and τ ∗ = −0.04761904761905+ 0.99886556968586i.
Example 4.4 (Exponential Integral). Set En(ω) =
∞
1
e−ωt
tn dt , ℜ(ω) ≥ 0, n ≥ 1. We can restrict ourselves to the case n = 1
because of the recurrence relation En+1(ω) = e−ω−ωEn(ω)n . Thus, we are interested in the estimation of E1(ω), which by
taking t = ν/ω can be expressed as E1(ω) =
∞
ω
e−ν
ν
dν, |arg(ω)| < π . Now, setting Fµ(x) =
 +1
−1
e2/(t−1)
x−t dt one has
E1(ω) = e1−ω

E1(1)− Fµ

ω+1
ω−1

where E1(1) ≈ 0.2193839343955203. In this case, the moments ck =
 +1
−1 t
ke2/(t−1) can
be recursively computed in a similar way as done in [7]. In Table 4 the corresponding numerical illustrations are displayed,
where τ = 1 and τ ∗ = −0.39240172254712+ 0.91979393786981i.
5. Conclusions
We have seen how the approximate calculation of the Markov function Fµ(x) can be done by means of the computation
of certain rational approximants F˜n(x) obtained from Szegő quadrature formulas, which can be effectively computed by
solving an eigenvalue problem. These (n − 1/n)Fµ(x) approximants have been compared with the Padé approximants
[n − 1/n]Fµ(x) and [ n2 − 1/ n2 ]Fµ(x), as n even. Observe that both approximants (n − 1/n)Fµ(x) and [ n2 − 1/ n2 ]Fµ(x) require
the same information to be constructed. This criterion for the comparison of both approximants is rather common in the
literature; see e.g. [12]. An alternativeway involving the degrees of the rational functions or the time needed to compute the
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Table 4
Absolute errors of the (9/10) Padé-type with τ = 1 and optimal parameter τ ∗ = −0.39240172254712 +
0.91979393786981i, and [4/5] and [9/10] Padé approximants for the Exponential Integral.
ω (9/10) PTA, τ [4/5] PA [9/10] PA (9/10) PTA, τ ∗
2 7.4454332e−15 1.5085155e−14 5.5996874e−15 3.8857806e−16
5−11i
13 4.1044422e−11 8.6048348e−11 1.2699624e−14 3.5602629e−13
2− i 1.2032618e−13 2.4918021e−13 7.0767363e−15 5.8254690e−16
1−8i
5 1.1467253e−10 2.3542868e−10 1.2382815e−14 1.3367904e−12
7
3 1.3989437e−08 2.7103091e−08 1.6209256e−14 4.0334905e−10
4+2i
5 4.5725964e−08 8.7517884e−08 3.4220847e−13 1.6163477e−09
3
2 2.2099984e−07 4.1214131e−07 7.9577733e−12 1.0778965e−08
approximants could be also used. However, it should be saidwe have not followed a strict complexity analysis because of the
merely illustrative character of our computations. A more rigorous approach would lead to the study of the computational
efficiency of Szegő quadratures and its comparison with Gaussian rules. In this respect, see [11,30] for some preliminary
results.
According to the above criterion one sees that our Padé-type approximants compete favorably with the Padé
approximant. Furthermore, the improvement which is supposed to be achieved by the selection of the optimal parameter
τ ∗ also is clearly displayed. In this respect, it should be indicated that (see [21]) for each n there are two optimal parameters
τ ∗ and τ ∗. However, both parameters produce the same approximant. Indeed, in general if we denote by F˜n(x) = F˜n(x, τ )
the (n− 1/n) PTA corresponding to τ ∈ T \ {±1}, then by Theorem 2.1 and (19) it follows that F˜n(x, τ ) = F˜n(x, τ ).
Finally, as expected since we are dealing with approximants satisfying interpolation conditions at infinity, the most
accurate estimations to Fµ(x) are obtained as x ∈ C \ [−1, 1] and for sufficiently large |x|.
Acknowledgments
The authors thank the referees for their helpful commentswhich have contributed to improve the final formof this paper.
The work of the authors is partially supported by Dirección General de Programas y Transferencia de Conocimiento,
Ministerio de Ciencia e Innovación of Spain under grant MTM 2008-06671. The work of the third author has been partially
supported by a Grant of Agencia Canaria de Investigación, Innovación y Sociedad de la Información del Gobierno de Canarias.
References
[1] M. Bello Hernández, F. Cala Rodríguez, J.J. Guadalupe, G. López Lagomasino, Convergence rate of Padé-type approximants for Stieltjes functions,
J. Comput. Appl. Math. 99 (1998) 47–53.
[2] G. Valent, W. van Assche, The impact of Stieltjes’ work on continued fractions and orthogonal polynomials: additional material, J. Comput. Appl. Math.
65 (1995) 419–447.
[3] W.B. Jones, O. Njåstad, W.J. Thron, Moment theory, orthogonal polynomials, quadrature, and continued fractions associated with the unit circle, Bull.
London Math. Soc. 21 (1989) 113–152.
[4] G. Szegő, Orthogonal Polynomials, in: Amer. Math. Soc. Coll. Publ., vol. 23, Amer. Math. Soc., Providence, RI, 1975.
[5] R. Cruz-Barroso, P. González-Vera, F. Perdomo-Pío, Orthogonality, interpolation and quadratures on the unit circle and the interval [−1, 1], J. Comput.
Appl. Math. 235 (2010) 966–981.
[6] V.I. Krylov, Approximate Calculation of Integrals, The MacMillan Company, New York, 1962.
[7] F. Peherstorfer, Characterization of positive quadrature formulas, SIAM J. Math. Anal. 12 (1981) 935–942.
[8] R. Cruz-Barroso, L. Daruis, P. González-Vera, O. Njåstad, Sequences of orthogonal Laurent polynomials, bi-orthogonality and quadrature formulas on
the unit circle, J. Comput. Appl. Math. 200 (1) (2007) 424–440.
[9] L. Daruis, P. González-Vera, Szegő polynomials and quadrature formulas on the unit circle, Appl. Numer. Math. 36 (2000) 79–112.
[10] L. Daruis, P. González-Vera, O. Njåstad, Szegő quadrature formulas for certain Jacobi-type weight functions, Math. Comp. 71 (2002) 683–701.
[11] A. Bultheel, R. Cruz-Barroso, P. González-Vera, F. Perdomo-Pío, Computation of Gauss-type quadrature formulas with some preassigned nodes, Jaen
J. Approx. 2 (2) (2010) 163–191.
[12] C. Brezinski, Padé-Type Approximation and General Orthogonal Polynomials, in: ISNM, vol. 50, Birkhäuser-Verlag, Basel, 1980.
[13] F. Peherstorfer, A special class of polynomials orthogonal on the unit circle including the associated polynomials, Constr. Approx. 12 (1996) 161–185.
[14] P. González-Vera, J.C. Santos-León, O. Njåstad, Some results about numerical quadrature on the unit circle, Adv. Comput. Math. 5 (1996) 297–328.
[15] P. González-Vera, M. Jiménez-Páiz, Two-point partial Padé approximants, Appl. Numer. Math. 11 (5) (1993) 385–402.
[16] W.B. Jones, O. Njåstad, W.J. Thron, Two-point Padé expansions for a family of analytic functions, J. Comput. Appl. Math. 9 (1983) 105–123.
[17] G.A. Baker, P. Graves-Morris, Padé approximants, in: Encyclopedia of Mathematics and its Applications, Cambridge Univ. Press, 1996.
[18] W.B. Jones, H. Waadeland, Bounds for remainder terms in Szegő quadrature on the unit circle, in: Approx. Comp., in: R.V.M. Zahar (Ed.), Int. Series
Numer. Math., vol. 119, Birkha˝user, Basel, 1994, pp. 325–346.
[19] P.J. Davis, P. Rabinowitz, Methods of Numerical Integration, Academic Press, New York, 1984.
[20] B. Simon, Orthogonal Polynomials on the Unit Circle. Part 1: Classical Theory, in: Amer. Math. Soc. Coll. Publ., vol. 54, Amer. Math. Soc., Providence,
RI, 2004.
[21] A. Bultheel, L. Daruis, P. González-Vera, Positive interpolatory quadrature formulas and para-orthogonal polynomials, J. Comput. Appl.Math. 179 (1–2)
(2005) 97–119.
[22] E. Hille, Analytic Function Theory, vol. II, Ginn and Co., New York, 1962.
[23] A. Bultheel, P. González-Vera, E. Hendriksen, O. Njåstad, On the convergence of multipoint Padé-type approximants and quadrature formulas on the
unit circle, Numer. Algorithms 13 (1996) 321–344.
R. Cruz-Barroso et al. / Journal of Computational and Applied Mathematics 236 (2011) 107–117 117
[24] F. Cala Rodríguez, H. Wallin, Padé-type approximants and a summability theorem by Eiermann, J. Comput. Appl. Math. 39 (1992) 15–21.
[25] F. Cala Rodríguez, G. López-Lagomasino, From Padé to Padé-type approximants. Exact rate of convergence, in:M. Florenzano, et al. (Eds.), Proc. Second.
Int. Conf. Approx. and Opt. in the Caribbean, in: Peter Land Series in Approx. and Opt., vol. 8, 1995, pp. 155–163.
[26] F. Cala Rodríguez, G. López-Lagomasino, Multipoint Padé-type approximants. Exact rate of convergence, Contsr. Approx. 14 (2) (1998) 259–272.
[27] W. Gautschi, On the construction of Gaussian quadrature rules from modified moments, Math. Comp. 24 (1970) 245–260.
[28] W.B. Gragg, Positive definite Toeplitzmatrices, the Arnoldi process for isometric operators, andGaussian quadrature on the unit circle, J. Comput. Appl.
Math. 46 (1993) 183–198. This is a slightly revised version of a paper by the same author and published in Russian. In: E.S. Nikolaev (Ed.), Numerical
Methods in Linear Algebra, Moscow University Press, 1982, pp. 16–32.
[29] C. Glader, A two parameter family of orthogonal polynomials with respect to a Jacobi-type weight function on the unit circle, J. Math. Anal. Appl. 240
(1999) 583–599.
[30] A. Bultheel, R. Cruz-Barroso, P. González-Vera, F. Perdomo-Pío, On the computation of symmetric Szegő-type quadrature formulas, in: Proceedings of
the MCalv6(5) Conference, in: Monografías de la Real Academia de Ciencias de Zaragoza, vol. 33, 2010, pp. 177–196.
