On Homogenization Problems with Oscillating Dirichlet Conditions in
  Space-Time Domains by Zhang, Yuming
ON HOMOGENIZATION PROBLEMS WITH OSCILLATING DIRICHLET
CONDITIONS IN SPACE-TIME DOMAINS
YUMING ZHANG
Abstract. We study the periodic homogenization problem for fully nonlinear parabolic equations with
oscillating Dirichlet boundary conditions on a prescribed space-time domain. We extend the previous
work of Feldman [10] by showing that solutions not only homogenize on the boundary of irrational
spatial normal, but also on flat moving part of rational normal, the proof of which relies on a double
scale argument. With the boundary information that is possibly discontinuous in a small subset, we
prove the homogenization result. If the operator homogenizes to a rotation/reflection invariant operator
or a linear one, the homogenized boundary data has better continuity properties. Examples are provided
to show the differences.
1. Introduction
We investigate the homogenization problem of fully nonlinear parabolic equations in general space-time
domains. Fix T > 0, let ΩT be a subset of Rd × (0, T ), denoted by
ΩT := ∪0<t<T
(
Ω(t)× {t}).
Write ∂lΩT := ∪0<t<T
(
∂Ω(t)× {t}) as the lateral boundary. We consider the following problem:
∂
∂t
u(x, t)− F (D2u, x, x

, t,
t
2
) = 0 in ΩT ,
u(x, t) = g(x,
x

, t,
t
2
) on ∂lΩT ,
u(x, 0) = g(x,
x

, 0, 0) on Ω(0)
(1.1)
where the operator F (M,x, y, t, s) is uniformly elliptic in M (symmetric matrix) and locally lipschitz
continuous in all variables, and the boundary data g(x, y, t, s) is holder continuous and bounded. Both
F and g are assumed to be Zd/Z-periodic in y/s variables. Section 2 gives the precise assumptions made
on the operator, boundary data and the domain. The goal in this paper is to understand the behaviour
of solutions u(x, t) as → 0, especially when (x, t) are close to the boundary.
Previously, homogenization problems have been studied for linear equation/system, Hamilton-Jacobi
equation, second order elliptic equation and fully nonlinear equation and so on. There are numerous
interesting results and questions, such as the existence of homogenized solutions, the rate of convergence,
oscillating boundary condition problems, random media problems etc., which can be found in various
literatures. We only mention a small portion of works, particularly nonlinear periodic problems, that are
closely related to our work. Lions, Papanicolaou and Vardhan [14] worked on the periodic homogenization
of Hamilton-Jacobi equations. Marchi [16] studied fully nonlinear, uniformly elliptic (and parabolic)
equations with non-oscillating boundary data.
For general uniformly elliptic equation but with oscillating Dirichlet boundary data, Barles and
Mironescu [3] worked on half-planes where the boundaries pass the origin. The homogenized boundary
data arises as the boundary layer tail of a problem set in half space. Then Feldman [10] worked on gen-
eral domains where the set of the boundary points of rational normal (the normal vector lies in RZd) has
a small Hausdorff dimension. He showed the homogenization despite possible discontinuities (at points
of rational normal) in the homogenized boundary data. Feldman and Kim [11] studied the continuity
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2 Y ZHANG
property of the homogenized boundary data under the condition that the homogenized operator is either
rotation/reflection invariant or linear. They also obtained results about the rate of convergence.
To introduce our results, let us briefly describe Feldman’s paper [10] where uniformly elliptic problems
on a bounded domain Ω are considered:G(D
2ue, x,
x

) = 0 in Ω,
ue(x) = h(x,
x

) on ∂Ω.
He showed that {ue} homogenize on a boundary point if the normal vector of the point is irrational i.e.
the normal vector belongs to Sd−1\RZd. Let Γ ⊂ ∂Ω be the set of all such boundary points. Then for
some G¯, h¯, {ue} converge locally uniformly to u¯e solving{
G¯(D2u¯e, x) = 0 in Ω,
u¯e(x) = h¯(x) on Γ.
Feldman showed the above problem is well-posed if Γ almost covers ∂Ω. So for example locally flat
boundary with rational normal is not allowed.
We are going to show that the solutions u of (1.1) converge locally uniformly to u¯ solving an equation
of the following form 
∂
∂t
u¯(x, t)− F¯ (D2u¯, x, t) = 0 in ΩT ,
u¯(x, t) = g¯(x, t) on ΓT ,
u¯(x, 0) = g¯(x, 0) on Ω(0).
(1.2)
Here F¯ is the homogenized operator on the interior given by previous results of [6, 16] which will be
recalled in 2.2.3. We call g¯ the homogenized boundary data, the characterization of which in terms of
g, F, c, ν is one of the main tasks of this paper. In the above, ΓT is a subset of ∂lΩT . The novelty of the
paper is that we include spatially flat, moving part of the boundary with rational normal (the spatial
normal vector ∈ RZd) in ΓT .
To make sense of the equation (1.2), we need some continuity property of g¯ (on Γ) which is considered
in section 4. However we point out the fact that g¯ is generically discontinuous on ∂lΩT which is proved
in [11] for elliptic problems. Then to show the well-posedness of (1.2), from Perron’s method, we only
need the comparison principle for general fully nonlinear parabolic equations given the discontinuity of
boundary data (which will be assumed to have small Hausdorff dimension). Parallel to Theorem 4.2
in [10], we show the comparison principle in Theorem 7.1 where singular solutions of parabolic equations
with Pucci operators are used.
Now we discuss the identification of the homogenized boundary data. Suppose (x0, t0) is on the
boundary and the interior spatial normal ν at this point is in Sd−1\RZd. Similarly as did in [10], the
analysis proceeds by considering the localization v(x, t) = u(x0 + x, t0 + t
2) which leads to the cell
problem (I):
∂vz,τ
∂t
− F (D2vz,τ , x0, x+ z, t0, t+ τ) = 0 in Pν := {(x, t) ∈ Rd+1, x · ν ≥ 0},
vz,τ (x, t) = g(x0, x+ z, t0, t+ τ) on ∂Pν
where z is the limit of x0/ in Rd/Zd and τ is the limit of t0/ in R/Z as  → 0 along subsequences.
When ν is irrational, g¯(x0, t0) can be defined as the limit of v
z,τ in ν direction and the value of which is
independent of z, τ . We can obtain that, for any ΩT 3 (x, t)→ (x0, t0) and δ > 0, if R is large enough
lim sup
→0
|u(x + Rν, t)− g¯(x0, t0)| ≤ δ.
However for the same problem if ν is rational, the limit of vz,τ depends on z. Because in this situation
vz,τ views very different and limited values on the boundary. In space-time domain, we expect that the
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Figure 1. Double Scale Homogenization for Boundary Points of Rational Normal
movement of the boundary helps the occurrence of the homogenization of solutions near the boundary.
Actually we find that if we pull away from the boundary on which (x0, t0) resides to a distance of R
1
2
(rather than R!), u converges with small error depending on 1R . We will use two cell problems and
through a double scale homogenization process to realize the limit.
Suppose (x0, t0) is a point of moving, locally spatially flat lateral boundary of rational normal ν. These
two local assumptions (moving, locally flat) on the boundary will be essential in the rigorous proof later.
Write c as the boundary speed (in inner normal direction). Consider
w,y,s(x, t) = u(x0 + 
1
2 y + x+ c(s+ 2t)ν, t0 + s+ 
2t).
By passing → 0 along subsequences, for some z, τ , this leads to the first cell problem (R1):
∂
∂t
ws,z,τ (x, t)− F (D2ws,z,τ , x0, x+ z + csν, t0, t+ τ) = 0 in Pν ,
ws,z,τ (x) = g(x0, x+ z + csν, t0, t+ τ) on ∂Pν .
We claim that limR→∞ ws,z,τ (x+Rν, t) exists and only depends on z, cs which will be denoted by fz(cs).
We find out that near the boundary but of distance R, u converges (along subsequences and with small
error depending on 1R ) to f
z(cs).
Then if we go slightly more inside the domain and look at a larger scale of localization
ψ(y, s) = u(x0 + 
1
2 y + csν, t0 + s),
it gives rise to
∂
∂t
ψ,z,τ (x, t)− F (D2yψ,z,τ , x0, −
1
2 y + z + csν, t0, 
−1s+ τ) = 0 in Pν ,
ψ,z,τ (y, s) = fz(cs) on ∂Pν
which is a homogenization problem itself as → 0. This suggests the second cell problem (R2):
∂
∂t
ψz(y, s)− F¯ 0(D2ψz) = 0 in Pν ,
ψz(y, s) = fz(cs) on ∂Pν
where F¯ 0(M) is the homogenized operator of F (M,x0, ·, t0, ·). It turns out that F¯ 0 does not depend on
z, τ, c, s (see Lemma 3.6). It can be shown that ψz converges again in the ν direction, but this time the
limit is independent of z (the choice of subsequences of → 0). We define this value as the homogenized
boundary data g¯(x0, t0) at (x0, t0).
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To sum up, we give the following notations and the main theorem:
case 1, Γ1(T ) = {(x0, t0), x0 ∈ ∂lΩ(t0), ν(x0, t0) is irrational, t0 < T} ,
case 2, Γ2(T ) = {(x0, t0), x0 ∈ ∂lΩ(t0), ν(x, t) = ν is rational and constant,
c(x, t) = c(t) 6= 0 in a neighbourhood of (x0, t0), t0 < T}.
And denote ΓT = Γ1(T ) ∪ Γ2(T ).
Theorem A. (Theorem 7.2) Assume conditions (F1)-(F4)(O) hold (see Section 2 for details). Suppose
the Hausdorff dimension of ∂lΩT \ΓT is less than dλ2Λ where λ,Λ are the elliptic constants of the operator
(See (F2)). Then (1.1) homogenizes in the sense that u converges locally uniformly to the unique
solution of the following equation
The dimension condition needed is actually weaker which will be explained once we introducing the
parabolic Hausdorff dimension (see Definition 7.1).
It has been proved in [7, 11] that for fully nonlinear elliptic problems, if the operators homogenize to
a rotation/reflection invariant operator or a linear one, and there is no flat boundary part of rational
normal, then the homogenized boundary data has a continuous extension to the entire boundary. In our
setting given a rotation/reflection invariant operator, g¯ can be continuously defined on Γ1 ∪ Γ2\Γ1 ∩ Γ2
(where the closure is taken in ∂lΩT ). Moreover in the case F¯ is linear, we find that g¯ can be continuously
extended to Γ1 ∪ Γ2. We will provide two examples in Section 4.2 and show that for general fully
nonlinear parabolic operators or even rotation/reflection invariant operators, such extension does not
hold.
With the above results, we have the following refined theorem about linear operators.
Theorem B. (Propositions 4.5, 4.6, Theorem 7.3) Assume conditions (F1)-(F4)(O) hold. Let ΩT be
a time-dependent domain with no flat stationary boundary of rational normal. Then if F¯ is a linear
operator, in particular F is linear, problems (1.1) homogenize with continuous homogenized boundary
data g¯ on ∂lΩT ∪ Ω(0). If F¯ is not linear, g¯ can be discontinuous on ∂lΩT .
1.1. Outline. In Section 2 we discuss various notations, the assumptions and some previous results
which will be applied throughout the paper.
We formulate the cell problems for points on the lateral boundary part in Section 3. The problems
are derived formally and from which we recognize and define the homogenized boundary data g¯. We
will focus more on Case 2. In Section 4 we show that g¯ found in the previous section is continuous on
Γ1∪Γ2. For all these, comparison principle is one of the main tools. Then we will show better continuity
properties of g¯ if the homogenized operator F¯ is rotation/reflection invariant or linear. In 4.2, we give
two examples showing the discontinuity of g¯ on Γ1 ∩ Γ2.
In Section 5, we show the local uniform convergences of u near the lateral boundary. Then we are
able to prove that g¯ indeed provides the limit of solutions to equation (1.1) on the lateral boundary.
Section 6 discusses the homogenization problem on the bottom boundary. In Section 7, we prove the
comparison given discontinuous boundary data, from which we conclude with the main theorems.
1.2. Acknowledgements. The author would like to thank his advisor Inwon Kim for suggesting the
problem, as well as for the stimulating guidance and discussions. The author would also like to thank
Olga Turanova and William M. Feldman for fruitful discussions.
2. Notations, Assumptions and Preliminaries
We write M = {d× d symmetric matrix with real entries}.
By rational vector or a vector to a rational direction we mean ν ∈ RZd ∩ Sd−1. And we call a unit
vector irrational if it is not a rational vector. In this paper, ν will always be a unit spatial vector.
We consider a bounded time interval: [0, T ] for some T > 0, and eventually we show results for
T = +∞. Let us call Ω(0) the bottom boundary part of ΩT and ∂lΩT the lateral boundary part.
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Sometimes we omit T if no confusion arises. The union of the bottom and lateral boundary is denoted
by ∂ΩT .
By universal constants, we mean constants depending on d, T and λ,Λ from the operators. Also since
the boundary data and the domain are pre-described, we include the L∞, Cα bound of g, the L∞ norm
of the speed of boundary c as universal constants.
Because of the condition (O) below, c(x, t) can be extended to a continuous function in Rd+1 with
support in a neighborhood of the lateral boundary. We will use one such extension throughout the paper.
By parabolic cylinders of radius r we mean{
(x, t), |x| < r, |t| < r2} (2.1)
and all shifts of them. We denote one such cylinder of center (x, t) and radius r by Sr(x, t). We may
omit x, t if they are 0.
We use the following notations for some medium limits of functions f1(R), f2():
l˜imRf1(R) :=
1
2
(
lim sup
R→∞
f1(R) + lim inf
R→∞
f1(R)
)
,
l˜imf2() :=
1
2
(
lim sup
→0
f2() + lim inf
→0
f2()
)
.
Recall the definition of half-relaxed limits of a sequence of functions u(x, t):
u∗(x, t) = lim sup
Ω3(x′,t′)→(x,t),
→0
u(x′, t′), u∗(x, t) = lim inf
Ω3(x′,t′)→(x,t),
→0
u(x′, t′). (2.2)
We write them as lim sup∗ u(x, t), lim inf∗ u(x, t) respectively for abbreviation of notation.
Oscillation operator Osc is defined as below: for S ⊆ Rd+1
OscS(u) := sup{|u(x2, t2)− u(x1, t1)|, (xi, ti) ∈ S, i = 1, 2}.
2.1. The assumptions. Suppose F is a function onM×R2d+2 and g is a function on R2d+2. For any
(Mi, xi, yi, t, s), (M,x, y, t, s) ∈M× R2d+2, i = 1, 2, we have
(F1) F (M,x, y, t, s) is locally Lipschitz continuous in all its parameters and there is a function
ρ ∈ C[0,∞) with ρ(0+) = 0 such that
|F (M1, x1, y1, t, s)− F (M2, x2, y2, t, s)| ≤
ρ
(|M1 −M2|+ (|x1 − x2|+ |y1 − y2|)(1 + |M1|+ |M2|)).
And the boundary data g(x, y, t, s) is α holder continuous in all its parameters.
(F2) There exists Λ > λ > 0 such that for any 0 ≤ N ∈M,
λTr(N) ≤ F (M +N, x, y, t, s)− F (M,x, y, t, s) ≤ ΛTr(N).
(F3) F (M,x, y, t, s), g(x, y, t, s) are Zd/Z periodic in y/s.
(F4) F (−1M,x, y, t, s) converges locally uniformly as → 0 in all its variables. We write the limit as
F x,t(M,y, s). We require that for every (M ′, x′, t′) in some neighbourhood of (M,x, t), there is a
constant C(M,x, t) such that
|F (M ′ +N, x′, y, t′, s)− F x′,t′(N, y, s)| ≤ C for all N, y, s.
In the above, the uniform elliptic condition (F2) induces condition (A1) in [16] and from which we have
comparison principle. Condition (F4) will be used for homogenization near the boundary. The second
part of (F4) is the same as (A3) in [16].
Let G(M,y, s) be a function on M× Rd+1 and h(y, s) a function on Rd+1. We say G, h satisfies
condition (G) if it satisfies (F1)-(F3) with x, t removed and it is homogeneous in M in the sense that
for all c ∈ R, (M,y, s) in the domain,
G(cM, y, s) = cG(M,y, s).
For example, F x,t, gx,t := g(x, ·, t, ·) satisfies (G).
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Inspired by [3] and Lemma 3.3 below, we believe that our work can be generalized to the following
operators with some suitable conditions (but our method does not fit in the case when F is of divergence
form):
F(D
2u, x, y, t, s) +G(Du, x, y, t, s)
with 2F(
−2M,x, y, t, s)→ F x,t(M,y, s), G(−1p, x, y, t, s)→ Gx,t(p, y, s) locally uniformly as → 0.
And G(p, x, y, t, s) grows linearly in p. Many details and problems about the existence and uniqueness
of solutions and homogenization in the interior region are involved if discussing these generations which
may deviate our main purpose. All the assumptions made in [3, 6, 15, 17] hold if assuming (F1)-(F4),
and so we can apply their results directly. Operators of the following forms satisfying the conditions are
covered
F (M,x, y, t, s) = f(x, y, t, s) + inf
β
sup
α
Tr(Aαβ(x, y, t, s)M).
Now let us state the assumptions on the domain:
(O) Ω(t) is open, bounded and connected for every 0 ≤ t ≤ T . The lateral boundary ∂lΩT is C1 in
time and C2 in space.
It can be checked that the assumptions made in [15] about the domain are satisfied by condition (O).
2.2. Previous Results. We use the notion of viscosity solutions throughout this paper which were
originally introduced in [8]. We refer to [9,13] for the definition of viscosity solutions of elliptic/parabolic
equations with Dirichlet boundary conditions.
2.2.1. Comparison principle and Well-posedness. Comparison principle of fully nonlinear parabolic equa-
tions on a space-time domain with general Neumann type boundary condition is proved by Lundstro¨m
and O¨nskog [15] which generalizes the results on fixed domain by Dupuis and Ishii [9]. For the Dirich-
let problem, the same results hold with simpler proofs. Well-posedness for equation (1.1) follows from
Perron’s method and comparison principle. And we know that all the solutions are bounded universally
by
max
{|g(x, y, t, s)|(x, t) ∈ ΩT , y ∈ Rd, s ∈ R.}
The famous Pucci’s extremal operators of parameter 0 < λ < Λ are defined as P±(λ,Λ) :M→ R
P+(λ,Λ)(M) = ΛTrM+ − λTrM−,
P−(λ,Λ)(M) = λTrM+ − ΛTrM−
where M± ≥ 0 are respectively the positive and negative part of M . We refer the readers to [4] for
more discussions. The Pucci operator is one of the main tools in studying the fully nonlinear uniformly
elliptic/parabolic equations.
Let h(x, t) be a continuous function. We adopt the notation that S¯(λ,Λ, h) consists of all continuous
functions which satisfy
∂
∂t
u− P−(D2u) + C1|Du| − h ≥ 0
in the viscosity sense, and S(λ,Λ, g) consists of all viscous solutions to
∂
∂t
u− P+(D2u)− C1|Du| − h ≤ 0.
Set S(λ,Λ, h) = S¯(λ,Λ, h) ∩ S(λ,Λ, h). Then we have the following lemma:
Lemma 2.1. (Lemma 6.2 [15]) Assume that u ∈ S¯(λ,Λ, 0) and v ∈ S(λ,Λ, 0). Then
sup
ΩT
(u− v)+ = sup
∂lΩT∪Ω(0)
(u− v)+.
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2.2.2. Regularity Results. Regularities of viscosity solutions of fully nonlinear parabolic equations are
studied by Wang in a sequence of papers [17,18] and Imbert and Silvestre in [12]. We state two of them
as below which will be used.
For simplicity we write Osc(r)(u) = OscSr (u) where Sr is a parabolic cylinder.
Theorem 2.1. (Theorem 4.19 [17] or Theorem 2.4.36 [12]) Let u be a solution in S(λ,Λ, h) in S1.
There exists a constant β ∈ (0, 1) such that u is in Cβloc(S1) and
‖u‖Cβ(S 1
2
) ≤ C(‖u‖∞,S1 + ‖h‖d+1,S1).
By iteration, for r < 1
Osc(r) ≤ C(rβOsc(1) + ‖h‖n+1).
Theorem 2.5 [18] provides the following holder continuity result.
Theorem 2.2. (Cβ Regularity on the Lateral Boundary) Let u ∈ S(λ,Λ, h). If u|∂Ω is holder continuous
at (x0, t0) ∈ ∂lΩ and ∂Ω is Lipschitz at (x0, t0), then u is Cβ at (x0, t0) for some β.
We can assume that the β’s in above two theorems coincide and β ≤ α if the boundary is regular
enough. Also following from the proof, it is not hard to see that in our settings: bounded solutions on
a half plane with holder continuous boundary data are holder continuous.
2.2.3. Interior Homogenization. Homogenization results for parabolic equations on stationary domains
with non-oscillating boundary conditions are proved by Caffarelli, Souganidis and Wang [6] and Marchi
[16]. From their results and the stability of viscosity solutions, it is not hard to see that in the interior
of the domain, homogenization of equation (1.1) occurs in the sense of the following theorem. Let F¯ be
the homogenized operator to F . By Proposition 3.2 [16], F¯ satisfies condition (F1)(F2). By Proposition
2.1 [16], we have
Theorem 2.3. Assume conditions (F1)-(F3)(O) are satisfied and suppose {u} are uniformly bounded
solutions to (1.1). Then u∗ := lim sup∗ u is a subsolution that
∂
∂t
u∗(x, t)− F¯ (D2u∗, x, t) ≤ 0 in Ω
Similarly u∗ := lim inf∗ u is a supersolution.
3. Identification of the Homogenized Boundary Data
In this section, we will identify the lateral homogenized boundary data by solving some cell problems
on half-planes. For any unit vector ν, let
Pν := {(x, t) ∈ Rd × R| x · ν ≥ 0}.
Write xν = (x · ν) and x′ = x− xν · ν and denote
QL := {(x, t) ∈ Rd × R| 0 < xν < L, |t| < L2, |x′| < L}.
We start with the following localization lemma which will be very useful.
Lemma 3.1. Let C0 > c0 > 0 and L > R > 0. Suppose w satisfies (in the viscosity sense) the following
equation 
∂
∂t
w − P+(D2w) ≤ 0 in QL,
w(x, t) ≤ c0 on ∂Pν ∩QL,
w(x, t) ≤ C0 on QL.
Then there exists a constant C(λ,Λ, d, C0) such that
w(x, t) ≤ c0 + CR
L
in QR.
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Proof. Let C1 = C0 max{1, λ2Λ(d−1) , 1Λ(d−1)}. We construct the following barrier,
φ(x, t) = C1L
−2(|x′|2 − 2Λ
λ
(d− 1)x2ν) + C1L−1
4Λ
λ
(d− 1)xν + c0 + C0
L4
t2.
Claim that φ is a super solution. Actually
∂
∂t
φ− P+(D2φ) ≥ 2C0
L4
t+ 2C1Λ(d− 1)L−2.
Since C1Λ(d− 1) ≥ C0, the above ≥ 0 in QL. Also it is not hard to verify that φ ≥ w on the boundary:
φ(x, t) ≥ C1 min{1, 2Λλ (d− 1)} ≥ C0 if |x′| = L or xν = L ,
and φ(x, t) ≥ c0, φ(x,±L2) ≥ C0.
From the definition of viscous solution we have w(x, t) ≤ φ(x, t) in QL. In particular for (x, t) ∈ QR, we
derive
w(x, t) ≤ φ(x, t) ≤ c0 + CR
L
where C is a constant only depending on λ,Λ, d, C0. 
Corollary 3.2. (Comparison Principle for bounded solutions in half-space) Suppose F :M×Rd+1 → R
is uniformly elliptic and there are two bounded solutions v1, v2 of
∂
∂t
v(x, t)− F (D2v, x, t) = 0 in Pν .
Then
sup
(x,t)∈Pν
(
v1(x, t)− v2(x, t)
)
+
≤ sup
(x,t)∈∂Pν
(
v1(x, t)− v2(x, t)
)
+
.
Later we also need to work on
∂
∂t
w − P+(D2w)− (c1)ν ·Dw ≤ 0 in Pν .
However for this equation, we don’t really have the comparison principle and actually uniqueness of
solutions fails. For example, consider the following equation in R+ × R:{
wt − wxx − ν · wx = 0 for x > 0,
w(0, t) = 1.
w = 1, w = e−x can both serve as bounded solutions. Nevertheless, this issue can be resolved by noticing
that in our case the gradient term is very small. Hence one can expect that, if allowing a small error,
the localized comparison still holds. Now we give the following lemma which will be used in Section 5.
Lemma 3.3. Let c1, c2 : Rd+1 → R be two continuous and uniformly bounded functions, ξ : Rd+1 → Sd−1
be a continuous vector field. Then for C0 > c0 > 0, if w(x, t) is a solution to
∂
∂t
w − P+(D2w)− (c1 + 3c2t)ξ ·Dw ≤ 0 in QL,
w(x, t) ≤ c0 on QL ∩ ∂Pν ,
w(x, t) ≤ C0 on QL,
there exists two constants c, C depending on λ,Λ, d, c0, C0 such that for any R < L, if L ≤ c
w(x, t) ≤ c0 + CR
L
for (x, t) ∈ QR.
Proof. Notations and the proof are similar to those in Lemma 3.1. Let
C1 = C0 max{1, λ
2Λ(d− 1)} and
φ(x, t) = C1L
−2(|x′|2 − 2Λ
λ
(d− 1)x2ν) + C1L−1
4Λ
λ
(d− 1)xν + c0 + C0L−4t2.
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Then for (x, t) ∈ QL,
∂
∂t
φ− P+(D2φ)− (c1(t) + 3c2(t)t)ξ ·Dφ ≥
2C0L
−4t+ 2C1(d− 1)ΛL−2
(
1− (c1 + 3c2t)5λ−1L
)
.
Since c1, c2 are bounded and |t| ≤ L2, if L+ L33 << 1, the above is non negative and so φ is a super
solution. And we find out:
φ(x, t) ≥ C0 for |x′| = L or xν = L or |t| = L2
φ(x, t) ≥ c0 for |xν | = 0.
By comparison, w(x, t) ≤ φ(x, t) in QL. So in QR
w(x, t) ≤ φ(x, t) ≤ c0 + CR
L
.

Now fix (x0, t0) ∈ ∂lΩ with t0 > 0. Write ν as the interior spatial normal at (x0, t0) and c as the
boundary speed. We will study the behaviour of solutions near the boundary points of sets Γ1 and Γ2
separately. The goal of this section is to derive the cell problems for the two cases and identify the
homogenized boundary data g¯(x0, t0).
3.1. Case 1 for Irrational Normal. In the case when ν is irrational, consider
v(x, t) := u(x0 + x, t0 + 
2t). (3.1)
Then the corresponding domain Ω = ∪t(−1(Ω(2t + t0) − x0) × {t}) converges to Pν in Hausdorff
distance. For any fixed point (x, t) ∈ Pν , the space distance to ∂Ω(t) is bounded by −1O
(
2(|x|2+|t|)) =
O
(
(|x|2 + |t|)). Recall that S−1r denotes a parabolic cylinder (see (2.1)). For any r > 0 small enough,
v satisfy the following equation:
∂
∂t
v(x, t)− 2F (−2D2v, x0 + x, −1x0 + x, t0 + 2t, −2t0 + t) = 0 in Ω ∩ S−1r,
v(x, t) = g(x0 + x, 
−1x0 + x, t0 + 2t, −2t0 + t) on ∂lΩ ∩ S−1r.
(3.2)
Let g0(y, s) := g(x0, y, t0, s), F
0(M,y, s) := F x0,t0(M,y, s). By passing to a subsequence of → 0, we
may assume −1x0, −2t0 converges to z, τ in Rd/Zd,R/Z respectively. Fix one such z, τ for a moment.
Formally we derive
(I)

∂
∂t
vz,τ (x, t)− F 0(D2vz,τ , x+ z, t+ τ) = 0 in Pν ,
vz,τ (x, t) = g0(x+ z, t+ τ) on ∂Pν .
We call this the cell problem of Case 1 to equation (1.1) at lateral boundary point (x0, t0). Since u

is uniformly bounded, we solve for bounded solutions of (I). By comparison lemma 3.1 and Perron’s
method, we obtain existence and uniqueness of solutions.
For the convenience of explanation, we write G(M,y, s), h(y, s) as functions on M× Rd+1 and Rd+1
respectively and they satisfy condition (G). They will be taken to be F x,t(M,y, s), gx,t(y, s) for some
x, t. Then we make the following definition.
Definition 3.1. For any ν ∈ Sd−1 irrational, we define
g¯(G, h, ν) = l˜imRv(Rν, 0)
where v solves 
∂
∂t
v(x, t)−G(D2v, x, t) = 0 in Pν ,
v(x, t) = h(x, t) on ∂Pν .
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If G(M,y, s) = F x,t(M,y, s), h(y, s) = gx,t(y, s) for some x, t ∈ Γ1 and ν is the space inner normal at
(x, t), we define
g¯(x, t) = g¯(F x,t, gx,t, ν).
We call this g¯(x, t) the homogenized boundary data at point (x, t).
Proposition 3.4. Suppose ν is irrational, and vz,τ (x, t) is the unique solution to equation (I). Then for
any (x, t) ∈ Pν
lim
R→∞
vz,τ (x+Rν, t)
exists and the limit is independent of x, t, z, τ . Actually we have
|vz,τ (x+Rν, t)− g¯0| ≤ C((N
R
)β + wν(N)
β
)
for some constant C independent of x, t, z, τ . Here β is the same as in Theorem 2.1 and wν(·) is a
function as defined in subsection (2.2) [10]. For irrational ν, wν(N) converges to 0 as N →∞.
Proof. The proposition is analogous to Lemma 3.1 and Lemma 5.2 in [10]. First we show that the limit
exists and is independent of x, t. By Lemma 2.3 [10], for any (x, t) ∈ ∂Pν , there exists a large constant
N > 0 and m1 ∈ Zd,m2 ∈ Z such that
|x−m1| ≤ N, |t−m2| ≤ 1 and h := dist(m1, ∂Pν) ≤ wν(N).
Note this is mainly because of the irrationality of ν. Without loss of generality we assume h = m1 ·ν > 0.
Consider
v˜z,τ (x, t) = vz,τ (x−m1, t−m2),
which satisfies 
∂
∂t
v˜z,τ (x, t)− F 0(D2v˜z,τ , x+ z, t+ τ) = 0 for (x, t) ∈ Pν + hν,
v˜z,τ = g0(x+ z, t+ τ) for (x, t) ∈ ∂Pν + hν.
By holder continuity of the boundary data, |v˜z,τ − vz,τ | ≤ Chβ on ∂Pν + hν. By Theorem 2.1,
|vz,τ (x+Rν, t)− vz,τ (Rν, 0)| ≤ |vz,τ (x+Rν, t)− vz,τ (m1 +Rν,m2)|+ |v˜z,τ (Rν, 0)− vz,τ (Rν, 0)|
≤ Osc|(x′,t′)−(x+Rν,t)|≤CN
(
vz,τ (x′, t′)
)
+ Cwν(N)
β ≤ C((N
R
)β + wν(N)
β
)
.
By comparison, limR→∞ vz,τ (x+Rν, t) exists and is independent of the choice of x, t.
Next we show that the limit is also independent of z, τ . Suppose v0 is the solution to equation (I)
with {z, τ} replaced by {0, 0}. Again let m1 ∈ Zd be such that
|z +m1| ≤ N, dist(m1 + z, ∂Pν) ≤ wν(N), h = (m1 + z) · ν ≥ 0.
Then v˜(x, t) := vz,τ (x− z −m1, t− τ) satisfies
∂
∂t
v˜(x, t)− F 0(D2v˜, x, t) = 0 for (x, t) ∈ Pν + hν,
v˜ = g0(x, t) for (x, t) ∈ ∂Pν + hν.
Similarly as above, we compare v˜ with v0 := v0,0 to find that
|vz,τ (Rν, 0)− v0(Rν, 0)| ≤ C((N
R
)β + wν(N)
β
)
which shows the second claim.
For the rate of convergence, if letting w˜z,τ (x, t) = vz,τ (x + Rν, t) − vz,τ (Rν, 0), w˜ satisfies the same
equation in Pν with
|w˜z,τ (x, t)| ≤ C((N
R
)β + wν(N)
β
)
on ∂Pν .
By comparison |w˜z,τ (x, t)| ≤ C((NR )β + wν(N)β) for all (x, t) ∈ Pν and z, τ . So the convergence is
uniform in R for all x, t, z, τ which only depends on ν, g0, F 0. 
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Remark 3.5. In general, the above argument does not work if ν is rational. But if {(x − x0) · ν = 0}
passes through the original point, different z just cause a shift along hyperplane ∂Pν and the limit
l˜imRv
z,τ (x+Rν, t) is then again independent of z, τ (with reference to problem 1.1 in [3]). So if we have
a local stationary flat boundary of such points, we can define g¯0 for rational ν. And it is not hard to
slightly generalize our main Theorem 7.2 by taking this case into consideration.
3.2. Case 2 for Rational Normal. Fix (x0, t0) ∈ Γ2. As described in the introduction, we take the
movement of the boundary into consideration and set
w(x, t) := u(x0 + 
1
2 y + x+ ctν, t0 + s+ 
2t)
where c = c(x0, t0) and t = s+ 
2t. Write x = 
1
2 y + x and then the domain becomes
Ω = Ω(x0 + 
1
2 y, t0 + s)(t) := 
−1(Ω(t0 + t)− x0 −  12 y − ctν).
Let Sr be a parabolic cylinder centered at (0, 0) with small radius. Then w
 satisfies the following
equation in a neighbourhood of (x0, t0)
− 2F (−2D2xw, x0 + x, −1(x0 + x + ctν), t0 + t, −2(t0 + t))
+
∂
∂t
w(x, t)− (c)ν ·Dw = 0 in Ω ∩ S−1r,
w(x, t) = g(x0 + x, 
−1(x0 + x + ctν), t0 + t, −2(t0 + t)) on ∂lΩ ∩ S−1r.
(3.3)
By passing to a subsequence of  → 0, we assume (−1x0 + − 12 y), (−2t0 + −1s) converges to z, τ in
Rd/Zd,R/Z respectively. Notice very importantly since the domain is spatially flat,  12 |y · ν| = o(|s|)
and so z · ν does not depends on the choice of y. Let ws,z,τ solve
(R1)

∂
∂t
ws,z,τ (x, t)− F 0(D2ws,z,τ , x+ z + csν, t+ τ) = 0 in Pν ,
ws,z,τ (x) = g0(x+ z + csν, t+ τ) on ∂Pν .
Here g0, F 0 are defined as in equation (I). By Perron’s method and Lemma 3.1, there exists a unique
bounded solution. Define
fz,ν(cs) = l˜imRw
s,z,τ (x+Rν, t).
We will show that the limit exists and only depends on (z · ν + cs), F 0, g0, ν.
Then we look at a larger scale. Consider
ψz(y, s) ≈ u(x0 +  12 y + csν, t0 + s).
From above −1x0 → z. The right operator now is the limit of F 0(−1D2y·, −
1
2 y + z + csν, −1s + τ).
By Theorem 2.3, it is F¯ 0(M, z + ctν, τ) which is the associated homogenized operator. But actually we
have
Lemma 3.6. The homogenized operator associated to 2F 0(−2M, −1x + z + ctν, −2t + τ) does not
depends on z + ctν, τ .
Proof. Let F¯ 1(M, z+ctν, τ) be the homogenized operator for F 0(M, −1x+z+ctν, −2t+τ) and F¯ 0(M)
for F 0(M, −1x, −2t). Recall the realization of the homogenized operator in [16]. In Theorem 2.1,
Marchi showed that there exists exactly one real number F¯ 1 such that the following problem
∂
∂σ
ρ(ξ, σ)− F 0(D2ξρ+M, ξ + z + ctν, σ + τ) = F¯ 1 for (ξ, σ) ∈ Rd+1,
ρ = ρ(ξ, σ) is periodic in ξ, σ
has a solution. And the F¯ 1 is defined to be F¯ 1(M, z+ctν, τ). Thus we notice that if ρ(ξ, σ) is a solution,
then ρ(ξ − z − ctν, σ − τ) is a solution to
∂
∂σ
ρ(ξ, σ)− F 0(D2ρ+M, ξ, σ) = F¯ 1 for (ξ, σ) ∈ Rd+1,
ρ = ρ(ξ, σ) is periodic in ξ, σ.
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From this we can conclude that F¯ 1 = F¯ 0. 
With this lemma, we derive our second cell problem:
(R2)

∂
∂t
ψz − F¯ 0(D2ψz) = 0 in Pν ,
ψz(x, t) = fz,ν(ct) on ∂Pν .
We give the following definition of the homogenized boundary data for Case 2 based on (R1)(R2).
Definition 3.2. Let ν be a rational unit vector. Replace (x0, t0) by (x, t) in the above discussion. Denote
f(F x,t, gx,t, ν, z)(·) := fz,ν(·).
Let ψz be defined as above, c is the boundary speed at (x, t) and select z = 0. Define
g¯(F x,t, gx,t, ν, c) = l˜imRψ
0(Rν, 0).
Also we write the above as g¯(x, t) and call it the homogenized boundary data at point (x, t) ∈ Γ2.
As before, the following proposition shows that limR→∞ψz(x + Rν, t) exists and only depends on
F 0, g0, ν.
Proposition 3.7. Fix (x0, t0) ∈ Γ2.
(i) Let ws,z,τ be the unique solution of (R1) for some z, τ, s, then for any (x, t),
limR→∞ws,z,τ (x+Rν, t) exists and only depends on z · ν + cs. Furthermore, the convergence is
uniform in R.
(ii) Let ψz be the unique solution of (R2), then limR→∞ψz(x+Rν, t) exists and is independent of
x, t, z. The convergence is uniform in R.
Proof. As before, the comparison principle and Perron’s method give the well-posedness of solutions of
(R1)(R2). Let us first prove (i). Fix any x, t, since ν is rational, we take m1 ∈ Zd,m2 ∈ Z such that
|x−m1| ≤ N(ν), |t−m2| ≤ 1, m1 · ν = 0
where N(ν) is a constant only depending on ν. It is straightforward to check that
w˜s,z,τ (x, t) = ws,z,τ (x−m1, t−m2)
is a solution also (R1). By uniqueness, w˜s,z,τ = ws,z,τ . By Theorem 2.1
|ws,z,τ (x+Rν, t)− ws,z,τ (Rν, 0)| = |ws,z,τ (x−m1 +Rν, t−m2)− ws,z,τ (Rν, 0)| ≤ C(N
R
)β . (3.4)
Then similarly as in Proposition 3.4, we conclude with the help of the comparison principle that
limR→∞ws,z,τ (x+Rν, t)
exists and is independent of x, t.
Write z = z1 + zνν with zν = (z · ν)ν. To show the independence of z1, τ , set
wˇs,z,τ (x, t) = ws,z,τ (x− z1, t− τ)
which is then the unique solution to equation (R1) with z, τ replaced by zν , 0 respectively. Because we
just showed that shifts on x, t do not affect the limit, then fz,ν(cs) = fzν ,ν(cs) = f0,ν(zν + cs) which
only depends on zν + cs. Also estimate (3.4) gives the uniform convergence in R.
Furthermore, if we write νˆ ∈ Zd irreducible such that ν = νˆ/|νˆ|, by studying the geometry, it can be
seen that fz,ν(cs) is periodic with periodicity |cνˆ|−1.
Next we show (ii). By the same argument, limR→∞ψz(x+Rν, t) exists and is independent of x, t, and
the convergence is uniform in R. Then we show the independence on z. Since fz,ν(cs) = fzν ,ν(cs), we
only need to show the independence on zν . Recall the definition of set Γ2, c 6= 0. We set
ψ˜z(x, t) = ψz(x, t− c−1zν)
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which is the unique solution to (R2) with (z, τ) replaced by (0, 0). But the ψ˜z is only a shift of ψz and
so their limits coincide. We conclude that limR→∞ψz(x+Rν, t) uniformly in R for all x, t, τ, z.

Remark 3.8. First, due to the proposition, we can assume that x = t = z = τ = 0 in the cell problems.
Sometimes we omit the subscript z, τ when they are 0. Second, it is not hard to see that the double
homogenization procedure used for points in Γ2 also works for Case 1. If (x0, t0) ∈ Γ1, fz,ν(·) = g¯(x0, t0)
is just a constant. Lastly, the rate of convergence is not carefully studied here. We think similar results
as in [11] can be achieved.
At the end of the section, we consider convex and translation invariant operators.
Proposition 3.9. Suppose F = F (M) is a uniformly elliptic, convex and homogeneous operator, ν is
any unit vector. Function g(x, t) is holder continuous and Zd/Z periodic in x/t. Let u be a solution to
∂
∂t
u− F (D2u) = 0 in Pν ,
u(x, t) = g(x, t) on ∂Pν .
Then g¯ := limR→∞ u(Rν, 0) exists and
g¯ ≥
∫
[0,1)n+1
g(x, t)dxdt.
The opposite inequality holds in case F is concave. In particular if F (M) is linear, we have
g¯ =
∫
[0,1)n+1
g(x, t)dxdt.
Proof follows from Lemma 3.6 [10].
Corollary 3.10. Suppose the homogenized operator F¯ (M) is linear. In Case 2 with cell problems
(R1)(R2), the homogenized boundary data g¯(F 0, g0, ν, c) equals the average of fν(cs).
Example 3.7 in [10] as well as our examples in Section 4.2 suggest that generally the homogenized
boundary data does not equal to the average of the original boundary data.
4. Continuity of the Homogenized Boundary Data
In this section we consider the continuity property of the homogenized boundary data.
Proposition 4.1. Let ΓT := Γ1(T ) ∪ Γ2(T ) ⊂ ∂lΩ and let g¯ be defined by Definition 3.1, 3.2 on ΓT .
Then g¯(x, t) is continuous on ΓT .
Before the proof, we need several lemmas. The first one aids us in studying the continuity property
at points of irrational normal which is essentially the parabolic generalization of Lemma 3.4 [10]. For
the completion, we provide the proof in our setting.
Lemma 4.2. Suppose G, h satisfy condition (G), for i = 0, 1, νi ∈ Sd−1 and ν0 is irrational. Let
z ∈ Rd, τ ∈ R and for each i, vi solves
∂
∂t
vi(x, t)−G(D2vi, x, t) = 0 in Pνi ,
vi(x, t) = h(x, t) on ∂Pνi .
(4.1)
Then for any R > 0, if |ν0 − ν1| is sufficiently small, we have
sup
x,t∈Pν1
|g¯(G, h, ν0)− v1(x+Rν1, t)| ≤ C
(
R
3
2β |ν0 − ν1|β +R− 12β + wβν0(R
1
2 )
)
.
Here wν0 is the same as in Proposition 3.4, C depends on universal constants and ν0. Furthermore, if
ν1 is also irrational, as a corollary we have for any δ > 0
|g¯(G, h, ν0)− g¯(G, h, ν1)| ≤ C(δ, ν0)|ν0 − ν1|β + δ.
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Figure 2. Continuity of g¯(F, g, ν) on ν
Proof. By Proposition 3.4, for any N > 0 there exists a constant C independent of N,R such that
sup
x,t∈Pν0
|v0(x+Rν, t)− g¯(G, h, ν0)| ≤ C
(
(
N
R
)β + wν0(N)
β
)
.
To compare g¯(G, h, ν0) with v
1(x1 +Rν, t1) for any (x1, t1) ∈ ∂Pν1 , Consider v˜i(x, t) := vi(x1 +x, t1 + t)
which solves 
∂
∂t
v˜i(x, t)−G(D2v˜i, x+ x1, t+ t1) = 0 in Pνi ,
v˜i(x, t) = h(x+ x1, t+ t1) on ∂Pνi .
Again by Proposition 3.4,
g¯(G, h, ν0) = g¯(G(, ·+ x1, ·+ t1), h(·+ x1, ·+ t1), ν0).
Then by shifting the operator and the boundary data, we reduce the problem to comparing v0(Rν, 0)
and v1(Rν, 0). For each i = 0, 1, denote
QiL := {(x, t)|0 ≤ xνi ≤ L,−L2 ≤ t ≤ L2, |x′i| ≤ L}
where xνi = x · νi, x′i = x − xνiνi. Let ν˜ = (ν0 + ν1)/|ν0 + ν1|, R′ = |ν0+ν1|2 R and li ∈ ∂Pν˜ be such
that R′ν˜ + li = Rνi. Denote L′ = 0.9L and Q˜L′ = Qν˜L′ + δν˜. If δ = L|ν − ν1| is small enough, then
Q˜L′ ⊂ Q0L ∩Q1L. By Theorem 2.2, Holder continuity of solutions,
|v0(x, t)− v1(x, t)| ≤ Cδβ for (x, t) ∈ Q˜L′ ∩ {x · ν˜ = δ}.
Notice |li| ≈ δ. By comparison principle (Lemma 3.1) in the region Q˜L′ and holder regularity of v0, we
obtain for R < L
|v0(Rν, 0)− v1(Rν1, 0)| = |v0(R′ν˜ + l0, 0)− v1(R′ν˜ + l1, 0)|
≤ Cδβ + CR
′
L′
≤ CLβ |ν − ν1|β + CR
L
.
Then by selecting L = NR,N = R
1
2 , we obtain
|g¯(G, h, ν0)− vz,1(Rν1, 0)| ≤ C(RN)β |ν − ν1|β + C(N
R
)β + Cwν0(N)
β + C
1
N
≤ C(R 32β |ν − ν1|β +R− 12β + wν0(R 12 )β).
If ν1 is irrational, we have for any fixed N > 0
|v1(Rν1, 0)− g¯(F, g, ν1)| ≤ C
(
(
N
R
)β + wβν1(N)
)
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Lemma 2.2, 3.4 in [10] show that if |ν1− ν0| is small enough, wν1(N) ≤ 2wν0(N). With this we conclude
that for any R large enough and if ν1 is close enough to ν0, there holds
|g¯(F, g, ν0)− g¯(F, g, ν1)| ≤ C
(
R
3
2β |ν0 − ν1|β +R− 12β + wβν0(R
1
2 )
)
.

Lemma 4.3. Let ν ∈ Sd−1 and Rd/Zd 3 zn → z0,R/Z 3 τn → τ0. Assume {Fn(M,y, s), gn(y, s), n ≥
0} satisfy (G) and Fn → F 0, gn → g0 locally uniformly. Suppose for each n ≥ 0, vn solves
∂
∂t
vn(x, t)− Fn(D2vn, x+ zn, t+ τn) = 0 in Pν ,
vn(x, t) = gn(x, t) on ∂Pν .
Then vn → v0 locally uniformly. In particular for any irrational ν, g¯(F, g, ν) is continuous in F, g in
the topology of locally uniformly convergence.
Proof. This lemma is essentially the parabolic generalization of Lemma 3.3 (i)(ii)(v) in [10]. To show the
locally uniformly convergence, we take both upper and lower half-relaxed limits of vn. By comparison,
the limits coincide with v0. 
Now we are ready to prove the main proposition in this section.
Proof. (of Proposition 4.1.) Consider (x0, t0) ∈ Γ1(T ). Take any sequence ΓT 3 (xn, tn)→ (x0, t0). By
definition, we can assume (xn, tn) ∈ Γ1. Let Fn = F xn,tn , gn = gxn,tn and then Fn → F 0, gn → g0
locally uniformly. Note if set G = Fn, h = gn in Lemma 4.2, the constant C can be chosen to be
independent of n. So by Lemma 4.2 and Lemma 4.3,
lim
n→∞ |g¯(F
n, gn, νn)− g¯(F 0, g0, ν0)|
≤ lim
n→∞ |g¯(F
n, gn, νn)− g¯(Fn, gn, ν0)|+ lim
n→∞ |g¯(F
n, gn, ν0)− g¯(F 0, g0, ν0)| = 0.
Next for (x0, t0) ∈ Γ2(T ), the normal vector is constant in a small neighbourhood. Inside the neigh-
bourhood, take Γ2 3 (xn, tn) → (x0, t0). Write the boundary speed at tn as cn and then cn → c0 6= 0.
Suppose for each n, ws,n solves (R1) at point (xn, tn) with z = τ = 0. Let f
ν,n be the corresponding
limit of ws,n in ν direction. Lemma 4.3 implies that for all t
fν,n(t)→ fν(t).
Let F¯n be the homogenized operator of Fn. By Proposition 3.2 [6] and locally uniform convergence
of Fn, we deduce that F¯n → F¯ locally uniformly. Now suppose ψn solves (R2) at (xn, tn). From above,
both the operators and the boundary data converge and so {ψn} converge. By Proposition 3.7, we know
that ψn(x+Rν, t) converges to g¯(Fn, gn, ν) locally uniformly in R and independent of n. Thus we have
lim
n→∞ |g¯(xn, tn)− g¯(x0, t0)| = limn→∞ |g¯(F
n, gn, ν, cn)− g¯(F 0, g0, ν, c0)| = 0.
At last we conclude with the continuity of g¯|ΓT . 
4.1. Continuity Extension for Linear Operators. We are going to show that if the operator F¯ is
linear, g¯ can be extended continuously everywhere outside stationary flat part of rational normal.
We are going to apply the results of Feldman and Kim [11] where fully nonlinear elliptic equations are
considered. It is not hard to check that parallel results hold with the same proof for parabolic equations.
Let us explain the results and summarize them in Theorem 4.1 below.
For any fixed rational unit vector ξ and an irrational unit vector η perpendicular to ξ, let µ : [0, 1)→
Sd−1 be a geodesic path with unit speed and µ(0) = ξ, µ˙(0) = η. Suppose G, h satisfy condition (G).
We are going to study the limit of g¯(G, h, µ(ε)) as ε→ 0. Consider
∂
∂t
wξ,s(x, t)−G(D2wξ,s, x+ sξ, t) = 0 in Pξ,
wξ,s(x, t) = h(x+ sξ, t) on ∂Pξ.
(4.2)
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Define mξ(s) := limR→∞ wξ,s(Rξ, 0). As proved before, the limit exists. Then let wξ,η solves
∂
∂t
wξ,η − G¯(D2wξ,η) = 0 in Pξ,
wξ,η(x, t) = mξ(x · η) on ∂Pξ
(4.3)
where G¯ is the homogenized operator of G. Set
Lξ(G, h, η) := limR→∞wξ,η(Rξ, 0).
Then Theorem 5.1 [11] implies
Theorem 4.1. Let ξˆ ∈ Zd\{0} be irreducible and write ξ = ξˆ\|ξˆ|. If G¯ is rotations/reflections invariant
or linear, then Lξ(G, h, η) is independent of η. And for any ν irrational and is close enough to ξ, there
holds
|g¯(G, h, ν)− Lξ(G, h)| ≤ C|ξˆ − |ξˆ|ν|γ
for some γ(Λ) ∈ (0, 1). As a consequence, g¯(G, h, ·)|irrational ν has a continuous extension on Sd−1.
In our setting, two cases are considered and we prove the following proposition.
Proposition 4.4. Assume G¯ is linear and let g¯(G, h, ξ, c) be defined in Definition 3.2 with ξ rational
and c 6= 0. Then g¯(G, h, ξ, c) is independent of c and we have
g¯(G, h, ξ, 1) = Lξ(G, h).
Proof. Write ξ = ξˆ\|ξˆ| where ξˆ ∈ Zd is irreducible. The idea is to compare equation (R2) with (4.3). After
unraveling the definitions, we find out that mξ(s) = f
0,ξ(s) where f0,ξ = f(G, h, ξ, 0) is defined from
cell problem (R1). From Lemma 3.6, the homogenized operator in (R2) is the same as the homogenized
operator in (4.3). Then by linearity and Proposition 3.9, we find out that
g¯(G, h, ξ, c) = |ξˆ|
∫ 1/|ξˆ|
0
f(G, h, ξ, 0)(t)dt = Lξ(G, h).

Consider a point (x0, t0) ∈ Γ1∩Γ2 and two sequences Γ1 3 (xn, tn)→ (x0, t0), Γ2 3 (x′n, t′n)→ (x0, t0).
Theorem 4.1 implies that g¯(xn, tn) converges and the limit is obtained by solving (4.2)(4.3). Also recall
Definition 3.2 g¯(x′n, t
′
n) can be defined by solving (R1)(R2). And by stability of solutions, g¯(x
′
n, t
′
n)
converge. Then Proposition 4.4 illustrates that in the case the homogenized operator F¯ is linear, there
holds limn→∞ g¯(x′n, t
′
n) = limn→∞ g¯(xn, tn) which means that g¯|ΓT can be extended continuously to
Γ1 ∩ Γ2. By Theorem 4.1 again, we know that g¯ can be continuously extended to ΓT : the entire lateral
boundary except non-moving flat boundary parts of rational normal. This observation will lead to
Theorem 7.3.
4.2. Discontinuity of Homogenized Boundary Data. In this section, we give two examples showing
the discontinuity of the g¯(F, g, ν) on ν if the operator F is not linear.
Proposition 4.5. Let g¯(x, t) be defined by Definition 3.2 and 3.1 on ΓT . There exist F, g satisfying
(F1)-(F4), such that g¯ cannot be continuously extended on ΓT .
Proof. Consider the following space-time region in R3,
Ω(t) := {(x, y)|y > t for t < 0} ∪ {(x, t)|y − tan(t)x > t for t ≥ 0}.
Denote e1 = (1, 0) and e2 = (0, 1) in space. We consider other pairs of spatial orthogonal basis which
are close to e1, e2:
Nbδ = {(η, ν)|η = cos(t)e1 + sin(t)e2, ν = − sin(t)e1 + cos(t)e2,−δ < t < δ}.
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Here δ > 0 is small which will be determined later. We consider the following equation.
∂u
∂t
− sup
(η,ν)∈Nbδ
{∆u, 4uηη + uνν} = 0 in Ω
u(x, y, t) = sin(
y

) on ∂lΩ.
(4.4)
It is straight forward that
u(x, y, t) = sin(
t

) on y = t, for t < 0,
u(x, y, t) = sin(
y

) on y − tan(t)x = t, for t ≥ 0.
First let us compute the homogenized boundary data for t < 0. Fix any (x, y, t) = (x0, t0, t0) with
t0 < 0. At this point, the inner normal vector is e2 and the boundary speed is 1. We turn to cell
problems (R1)(R2). By uniqueness, we have a constant solution to (R1) which shows that
f(F, sin(t0), e2, 0)(s) = sin s
where F is the operator in (4.4). Since F only depends on the Hessian of u, the associated homogenized
operator is the same as F . Then by uniqueness again, solution to equation (R2) is constant in x-direction.
So we only need to solve the following equation in R× R+:
∂ψ
∂t
− sup
|θ−1|≤δ′
{θuyy} = 0 in {y > t}
ψ(y, t) = sin t on {y = t}.
Here δ′ depends on δ which can be arbitrarily small if δ is small enough. Notice that if δ′ is 0, the
operator is linear. For linear equation, Proposition 3.9 implies that the homogenized boundary data is
the average of sin t which is 0. Then by locally uniform continuity of operators and stability of viscosity
solutions, we have if δ is small enough, g¯(x0, y0, t0) can be arbitrarily close to 0 which is uniform in
(x0, y0, t0).
Next we compute the boundary data for (x, y, t) = (0, t0, t0) with t0 > 0 small enough. Denote
z1 = cos(t0)x+ sin(t0)(y − t0); z2 = − sin(t0)x+ cos(t0)(y − t0).
So x = cos(t0)z1−sin(t0)z2, y = sin(t0)z1+cos(t0)z2+t0. We change the coordinate and set u˜(z1, z2, t) =
u(x, y, t). From the previous discussion, for any (cos t0, sin t0) irrational, u
 homogenizes on the bound-
ary. We will send t0 to 0 along such a sequence. Consider
v(z1, z2, t) = u˜
(z1, t0 + z2, t0 + 
2t)
which leads to the cell problem:
∂v
∂t
− sup
(η,ν)∈Nbδ
{∆v, 4vηη + vνν} = 0 in {z2 > 0},
v(z1, z2, t) = sin
(
sin(t0)z1
)
on {z2 = 0}.
(4.5)
For t0 small enough z1, z2 directions belong to Nbδ. Then it is not hard to check that
v1 = e
− sin(t0)2z2 sin
(
sin(t0)z1
)
, v2 = e
− sin(t0)z2 sin
(
sin(t0)z1
)
are two subsolutions of equation (4.5). Therefore by comparison,
v(z1, z2, t) ≥ max{v1(z1, z2, t), v2(z1, z2, t)} =: κ(z1, z2).
Notice on the hyperplane {z2 = 1sin(t0)}
κ = e−2[sin
(
sin(t0)z1
)
]− + e−1[sin
(
sin(t0)z1
)
]+
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Since the operator here is convex, by Proposition 3.9, we have
g¯ = lim
R→∞
v(0, R, 0) ≥ sin(t0)
2pi
∫ 2pi
sin(t0)
0
κ(z1)dz1 =: c > 0
which is an universal constant independent of t0, δ. Now we fix δ small enough such that g¯(x, y, t) <
c
2
for all t < 0. Then consider ct > 0 small enough that for all 0 < t0 < ct, we have g¯(0, t0, t0) ≥ c. This
shows that g¯(x, y, t) is not continuous at point (0, 0, 0) ∈ ΓT \ΓT . 
From this example, it is not hard to construct a problem (1.1) which has a discontinuous homogenized
boundary data. Next we consider the case when F¯ is rotation/reflection invariant and we will show that
the continuous extension of the homogenized boundary data on ΓT still fails. For simplicity, we only
work on the cell problems.
Proposition 4.6. There is a rotation/reflection invariant operator F and a rational direction ξ that
g¯(F, g, ξ, 1) 6= Lξ(F, g).
Proof. Let
Pξ := {(x, y, t) ∈ R× R+ × R}
and ξ is to positive y-direction. Let F (M) = max {trM,ΛtrM} with Λ > 1 which is then rota-
tion/reflection invariant. Note c = 1, equation (R1) and (4.2) on Pξ coincide. By taking g(x, y) = sin y,
we get
f(F, g, ξ, 0)(x) = mξ(x) = sinx.
Then let ξ, η in (4.3) be y, x-directions respectively. The equation becomes
∂
∂t
w −max {wxx + wyy,Λ(wxx + wyy)} = 0 for y > 0,
w(x, y, t) = sinx for y = 0.
From the uniqueness result we know that w(x, y, t) = sin(x)e−y is the only bounded solution which gives
that Lξ(F, f) = limy→∞ sin(x)e−y = 0.
Now consider (R2):
∂
∂t
ψ −max {ψxx + ψyy,Λ(ψxx + ψyy)} = 0 for y > 0,
ψ(x, y, t) = sin t for y = 0.
Notice that
sin(t− 1√
2Λ
y)e
− 1√
2Λ
y
, sin(t− 1√
2
y)e−
1
2y
are two subsolutions with the same boundary data. By comparison,
ψ(x, y, t) = ψ(y, t) ≥ max
{
sin(t− 1√
2Λ
y)e
− 1√
2Λ
y
, sin(t− 1√
2
y)e
− 1√
2
y
}
.
We denote the right hand side by κ(y, t). Since the operator is convex, by Proposition 3.9,
g¯(F, f, ξ, 1) ≥ 1
2pi
∫ 2pi
0
κ(1, t)dt > 0 = Lξ(F, f)
which finishes the proof.

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5. Homogenization on the Lateral Boundary
In this section we go back to the original problem (1.1). Let (x0, t0) ∈ ΓT and ΩT 3 (x, t)→ (x0, t0).
The goal is to show that for any δ > 0, if R is large enough there holds
lim sup
→0
|u(x + Rν0, t)− g¯(x0, t0)| ≤ δ if (x0, t0) ∈ Γ1,
lim sup
→0
|u(x +  12Rν0, t)− g¯(x0, t0)| ≤ δ if (x0, t0) ∈ Γ2.
We will start proving the two inequalities in the case that the sequence {(x, t)} are taken on the
boundary. And from this we obtain a certain local uniform convergence result (see (5.7), (5.9)) which
will lead to the conclusion.
Lemma 5.1. Suppose u solves equation (1.1), ∂lΩT 3 (x, t) converges to (x0, t0) ∈ Γ1 with irrational
normal ν. Also suppose along a sequence of  → 0, we have −1x → z, −2t → τ in Rd/Zd and R/Z
respectively. Then if letting v(x, t) := u(x + x, t + 
2t), v(x, t) converges locally uniformly to v(x, t)
which is the unique solution to
∂
∂t
v(x, t)− F 0(D2v, x+ z, t+ τ) = 0 in Pν ,
v(x, t) = g0(x+ z, t+ τ) on ∂Pν .
(5.1)
Proof. Without loss of generality, assume z = τ = 0. Recall equation (1.1), v satisfies equation (3.2)
with (x0, t0) being replaced by (x, t). And the corresponding domains converge to Pν in Hausdorff
distance. Also the operators converge locally uniformly to F 0 by condition (F1)(F4).
Let v∗, v∗ be respectively the upper and lower relaxed limits of v which are then functions defined
in Pν . By stability of viscosity solutions (Lemma 2.4 in [10]), v
∗ and v∗ are respectively sub and
supersolutions of equation (5.1). If v converges near the boundary, by Corollary 3.2, v∗ ≤ v∗. However
since the inverse inequality holds by definition, we obtain the desired convergence result. Consequently
we are left to show the convergence of v on the boundary.
Fix any point (y0, s0) ∈ ∂Pν in a neighbourhood of (x0, t0). Take any (y, s) → (y0, s0) such that
(x + y, t + 
2s) ∈ ΩT . By the conditions and Holder continuity of v,
lim
→0
|v(y, s)− g(x0, −1x + y, −2t + s)| = lim
→0
|v(y, s)− g0(z + y0, τ + s0)| = 0.
This gives that v∗ = v∗ on the boundary which finishes the proof.

Lemma 5.2. Suppose u solves equation (1.1), ∂lΩT 3 (x, t) converges to (x0, t0) ∈ Γ2(T ) with
rational normal ν. Assume along a sequence of  → 0, we have −1x → z, −2t → τ in Rd/Zd and
R/Z respectively. Then if letting
ψ(x, t) := u(x + 
1
2x+ c(t)tν, t + t),
ψ converge locally uniformly to ψz which is the unique solution to the cell problem (R2).
Proof. Without loss, assume z = τ = 0, c(t0) = 1. Similarly, let ψ
∗, ψ∗ be the upper and lower relaxed
limits of ψ. Then ψ∗ and ψ∗ are respectively sub and super solutions to
∂ψ
∂t
− F¯ (D2ψ) = 0 in Pν .
We only need to show that ψ(x, t) converges to f0,ν(t) on the boundary where
fz,ν(ct) = f(F 0, g0, ν, z)(ct) by Definition 3.2.
The fact that ν is locally a constant vector will be essential.
Fix any point (y0, s0) ∈ ∂Pν . First we take (y, s)→ (y0, s0) such that
(x + 
1
2 y + c(t)tν, t + s) ∈ ∂lΩT .
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Let w(x, t) = ψ(y + 
1
2x, s + t). For simplicity, denote xˆ = x + 
1
2 y, tˆ = t + s, c = c(t)ν. Then
w satisfies
∂w
∂t
−2F (−2D2w, xˆ+x+c(s+2t), −1xˆ+x+c(s+t), tˆ+2t, −2tˆ+t)−c ·Dw = 0. (5.2)
The domain converges to a half plane in Hausdorff distance and for (x, t) on the boundary and near the
origin
w(x, t) = g(xˆ + x+ c(s + 
2t), −1xˆ + x+ c(s + t), tˆ + 2t, −2tˆ + t). (5.3)
Passing to a subsequence again, we can assume −1xˆ → z0, −2τˆ → τ0. The key fact is z0 · ν = 0. Since
the boundary is locally spatially flat, we have 
1
2 |(y − y0) · ν| = o(|s0|) and so − 12 y · ν → 0. Let us
remark that the same estimate does not hold if ν varies in space direction in which case we only have

1
2 |y − y0| ≤ O(|y0|2 + |s0|).
Along the subsequence, send → 0 and take the upper and lower half-relaxed limits of w. We denote
them as w∗, w∗ which are then respectively the sub and super solutions to
∂w
∂t
− F 0(D2w, z0 + x+ s0ν, τ0 + t) = 0 in Pν
w(x, t) = g0(z0 + x+ s0ν, τ0 + t) on ∂Pν .
(5.4)
Due to (5.3), w∗ = w∗ on ∂Pν . Then by comparison they are equal and we denote it by wz0 which
solves (5.4). As proved before, limR→∞ wz0(x+Rν, t) exists for all x, t. Then the uniqueness of solution
implies that wz0(x, t) = w0(x+ z0, t). But for all possible z0, there is z0 · ν = 0. By Proposition 3.7,
lim
R→∞
wz0(x+Rν, t) = f(F 0, g0, ν, 1)(s0) =: f
ν(s0)
which does not depend on z0 and the convergence is uniformly in R for all z0, s0. By comparison we also
have the continuity of fν(s) in s. We proved that for any δ > 0, there exists R0 such that for R > R0
lim sup
→0
|ψ(y +  12Rν, s)− fν(s0)| = lim sup
→0
|w(Rν, 0)− fν(s0)| < δ. (5.5)
Next more generally for any (y′, s) → (y0, s0) such that (x + 
1
2 y′ + ct, t + s) ∈ ΩT , write
y′ = y + r so that (y, s) is on the boundary and r is to ν direction. Then r → 0. We may assume
{(y, s)} here are the same as the above and we use the same notation for W . The goal is to show that
for any δ > 0 and R large enough there holds
lim sup
→0
|ψ(y′ + 
1
2Rν, s)− fν(s0)| = lim sup
→0
|w(Rν + − 12 r, 0)− fν(s0)| < δ. (5.6)
To do this, we prove the following claim about a locally uniform convergence of (5.5) in (y, s).
For any fixed δ > 0, there are cδ, 0 and R0 all positive such that for all (y, s) on the boundary of the
domain of ψ, if |y − y0| ≤ cδ, |s− s0| ≤ cδ, we have
sup
≤0
|ψ(y +  12R0ν, s)− fν(s0)| ≤ δ. (5.7)
Proof of the Claim. Since (x0, t0) lies in case 2, we can assume that the normal at all (y, s) considered
are to ν direction. Take w(y,s)(x, t) := ψ
(y + 
1
2x, s + t). As argued before, −
1
2 y · ν = o(|s|) = o(1).
From (5.5), we have
lim
R→∞
lim
→0
|w(y,s)(Rν, 0)− fν(s)| = 0 uniformly in R. (5.8)
So we only need to take care of the uniform convergence in . Suppose the claim fails, we can assume
for the δ > 0 and any fixed large R > 0, there exist a sequence n → 0 and (yn, sn) → (y0, s0) that for
each n, (yn, sn) is on the boundary of the domain of ψ
n . And we have
lim sup
n→∞
|ψn(yn + 
1
2
nRν, sn)− fν(sn)| = lim sup
n→∞
|wn(yn,sn)(Rν, 0)− fν(sn)| > δ.
But this contradicts with Lemma 5.1 if passing to a subsequence of n→∞. By continuity of fν(·), we
proved the claim.
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Finally let us outline the last part of the proof of the lemma. A similar argument will be made in
the following Theorem 5.1 where more details are presented. According to (5.7), in a neighbourhood
of (y0, s0), |ψ(y +  12R0ν, s) − fν(s0)| is small on the boundary. By Lemma 3.3 and the continuity of
solutions, (5.6) holds. Then ψ converges in the half-relaxed limit sense on the boundary which finishes
the proof. 
Now with the help of the above lemmas, we are going to show the main theorem in this section:
homogenization of u on the boundary ΓT = Γ1 ∪ Γ2. Lemma 5.2 will be applied to prove claim (5.9)
which is about some local uniform convergence result in Case 2. For Case 1, the proof will be similar by
applying Lemma 5.1 instead.
Theorem 5.1. Suppose conditions (F1)-(F4)(O) are satisfied. Let (x0, t0) be on the lateral boundary.
For any ΩT 3 (x, t)→ (x0, t0) and δ > 0, if (x0, t0) ∈ Γ1, then there exists R0 such that for all R > R0
lim sup
→0
|u(x + Rν, t)− g¯(x0, t0)| ≤ δ.
If (x0, t0) ∈ Γ2, there exists R′0 such that for all R > R′0
lim sup
→0
|u(x +  12Rν, t)− g¯(x0, t0)| ≤ δ.
Proof. Let us only prove for Case 2. Let {(xn, tn)} ⊂ Γ2 are in a neighbourhood of (x0, t0). Write
xn = x
′
n + rn with (x
′
n, tn) ∈ ∂lΩ and rn is to ν direction. Denote cn = c(tn)ν as the boundary velocity
at (x′n, tn). By Lemma 5.2, ψ

n(x, t) := u
(x′n + 
1
2x+ cnt, tn + t) converges to some ψ
z
n as → 0 along
subsequences and the ψzn solves (R2).
We claim that for any fixed δ > 0, we can find cδ, 0 and R0 all positive such that for any (x
′, t) ∈
∂lΩ ∩B(x0,t0)(cδ), there holds
sup
≤0
|u(x′ +  12R0ν, t)− g¯(x0, t0)| ≤ δ. (5.9)
If the claim fails, there exist δ > 0, sequences n → 0 and ∂lΩ 3 (xn, tn) → (x0, t0) such that, for all
R > 0,
|ψnn (Rν, 0)− g¯(x0, t0)| := |unn (xn + 
1
2Rν, tn)− g¯(x0, t0)| > δ. (5.10)
Recall that ψn converges locally uniformly to ψ
z
n (along subsequences which results in different z). By
Proposition 3.7, limR→∞ ψzn(Rν, 0) exists and the limit g¯(xn, tn) is independent of z. Also Proposition
4.1 shows that |g¯(xn, tn) − g¯(x0, t0)| < δ2 for n large enough. We can assume that there exists another
sequence ′n → 0 and R1 large enough, that for n large enough
|ψ′nn (R1ν, 0)− g¯(x0, t0)| < δ. (5.11)
Notice that these functions {ψ′nn , ψnn } satisfy the conditions in Lemma 5.2 along subsequences. We find
that both ψ
′n
n , ψnn converge locally uniformly to the same function ψ
z
0 which contradicts with inequalities
(5.10) (5.11). We proved the claim.
Now we compare u(xn + 
1
2R, tn) with u
(x′n + 
1
2R, tn). Consider any point on ∂lΩ ∩ B(x0,t0)( cδ2 )
with cδ from the above and without loss of generality we still denote it by (x0, t0). Then we only need
to compare u(x0 + rν + 
1
2R, t0) with u
(x0 + 
1
2R, t0) where r can be arbitrarily small.
For r small enough, pick l such that r << l < cδ2 and
r+l2
l < δ. Write c = c(x0, t0). Consider
(x, t)→ (x0 +  12x+ ctν, t0 + t).
The domain becomes −
1
2 (Ω(t0 + t)− x0 −  12x− ctν) which is denoted by Ω
1
2
0 (t). Let
Ql =
{
(x, t)| − − 12 l2 ≤ x · ν ≤ − 12 l, |x′| ≤ − 12 l, |t| ≤ −1l2
}
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Figure 3. Lateral Boundary of Scale −
1
2
where x′ = x − (x · ν)ν (see figure 3). From the regularity of the boundary, we find that the distance
between ∂lΩ

1
2
0 and ∂Pν near the origin is o(
1
2 |t|) = o(− 12 l2). So we can assume that Ql contains
∂lΩ

1
2
0 ∩
{
|x′| ≤ − 12 l, |t| ≤ −1l2
}
. Let
w(x, t) = u(x0 + 
1
2x+ ctν, t0 + t)− g¯(x0, t0).
Due to (5.9) and l < r02 , we have |w(x+Rν, t)| ≤ δ on ∂lΩ
1
2
0 ∩Ql. In view of (F2)(F4) and boundedness
of F (0, x, y, t, s), there is a universal constant C that
F (−1M,x0, x, t0, t) ≤ P+(M) + C, F (−1M,x0, x, t0, t) ≥ P−(M)− C.
The two inequalities imply
∂w
∂t
− P+(D2w)− ( 12 cν) ·Dw − C ≤ 0,
∂w
∂t
− P−(D2w)− ( 12 cν) ·Dw + C ≥ 0.
Note we can remove the drift term (C) by taking w˜ = w±Ct. Then by applying comparison lemma
3.3 in (Ω
1
2
0 +Rν) ∩Ql), there exists a universal constant C > 0 that for  small enough we have∣∣∣u(x0 + rν +  12R, t0)− g¯(x0, t0)∣∣∣ ≤ δ + C − 12 l2 + − 12 r +R
−
1
2 l
≤ Cδ.
Finally we can conclude that for any δ′ > 0, there exists R0 such that for R ≥ R0
lim sup
→0
|u(x +  12Rν, t)− g¯(x0, t0)| ≤ δ′.

6. Local Behaviour near Bottom Boundary
In this section we briefly discuss the homogenization problem of u on the bottom boundary. The
proofs are actually simpler than those in previous sections. We start with a localized comparison lemma
on {(x, t), t ≥ 0}.
Lemma 6.1. Let C0 > c0 > 0 and L > R > 0. Assume w satisfies the following equation
∂
∂t
w − P+(D2w) ≤ 0 in QL,
w(x, 0) ≤ c0 on {t = 0},
w(x, t) ≤ C0 in QL,
(6.1)
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where QL :=
{
(x, t)|0 < t < L2, |x| < L}. Then there exists an constant C only depending on C0, d,Λ
such that
w(x, t) ≤ c0 + CR
2
L2
for (x, t) ∈ QR.
Proof. Let C1 = C0 max {2Λd, 1}. Consider the following barrier
φ(x, t) = C0L
−2|x|2 + c0 + C1L−2t.
It is direct to check that
∂
∂t
φ− P+(D2φ) ≥ C1L−2 − C0L−2Λ2d ≥ 0, and
φ(x, 0) ≥ c0, φ(x, t) ≥ C0 when |x| = L or t = L2.
By definition of viscosity solution, w(x, t) ≤ φ(x, t). Then restricting (x, t) in QR finishes the proof. 
As did before, we will formally derive a cell problem and from which we define the homogenized
boundary data. Then we show the solutions indeed converge in the sense of half-relaxed limit to the
data on the boundary.
Fix a point x0 ∈ Ω(0) and set
v(x, t) := u(x0 + x, 
2t).
If writing Ω := ∪t(Ω(t)× {t}) with Ω(t) = −1(Ω(2t)− x0), then v solves
∂
∂t
v(x, t)− 2F (−2D2v, x0 + x, −1x0 + x, 2t, t) = 0 in Ω,
v(x, 0) = g(x0 + x, 
−1x0 + x, 0, 0) on Ω(0).
Suppose −1x0 converges to z as → 0 in Rd/Zd along subsequences. Using the previous notations, we
get the cell problem
(B)

∂
∂t
vz(x, t)− F 0(D2vz, x+ z, t) = 0 in Rd × R+,
vz(x, 0) = g0(x+ z, 0) on Rd.
Now taking upper and lower relaxed limits of v along subsequences and with the help of stability of
viscosity solutions, we obtain that the upper limit v∗z is a subsolution to equation (B) while the lower
limit vz∗ is a supersolution. By comparison principle, we get v
∗z = vz∗ = v
z.
Lemma 6.2. Let vz be a bounded solution to equation (B). Then vz(x,R) converges uniformly for all
x, z as R→∞ and the limit is independent of x, z.
Proof. By the periodicity of F 0(M,y, s), g0(y, 0) in y, s variables, we have vz(x+ Z, t) = vz(x, t). So we
only need to consider vz(x, t) when |x| ≤ d 12 . Theorem 2.1 implies that |vz(x,R) − vz(0, R)| goes to 0
uniformly as R goes to infinity. By Lemma 6.1 for t > 0 we have: Osc
(
vz(x,R + t)
) ≤ Osc(vz(x,R)).
This shows the existence of the limit.
Now suppose for another z′, vz
′
satisfies the equation (B) with z replaced by z′. Take v˜(x, t) =
vz
′
(x+ z − z′, t) which then solves the same equation as vz(x, t) does. This means that the different z’s
cause simple shifts on x, so the limits agree for different z. 
Definition 6.1. For any (x0, 0) ∈ Ω(0), we define the limit in the above lemma as the homogenized
boundary data at (x0, 0):
g¯(x0, 0) := g¯(F
0, g0) = lim
R→∞
vz(x,R).
Recall u∗(x, t), u∗(x, t) are respectively the lower and upper half-relaxed limits of u(x, t). The main
result of the bottom boundary homogenization is to show that u∗(x0, 0) = u∗(x0, 0) = g¯(x0, 0).
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Theorem 6.1. Let g¯(x, 0) be defined as in Definition 6.1 and then g¯(x, 0) is continuous on Ω(0). For
any δ > 0 and (x0, 0) ∈ Ω(0), there exists R0 > 0 such that for any ΩT 3 (x, t)→ (x0, 0) and R > R0,
we have
lim sup
→0
|u(x, t + R)− g¯(x0, 0)| ≤ δ. (6.2)
Proof. The proof of the continuity follows from the proof of Proposition 4.1 which is mainly a fact of
uniform continuity of F x,t, gx,0 in x. For the second part, the proof is similar to those in Lemma 5.1
and Theorem 5.1 and it is actually simpler, which is due to the simpler geometry of bottom boundary.
We skip the details. 
7. Uniqueness and Conclusions
In this section, we want to show that the comparison principle for fully nonlinear parabolic equations
still holds when the ordering on the lateral boundary only holds outside a small subset. To measure the
sets, let us start by introducing the following parabolic Hausdorff dimension of subsets in Rd+1.
Definition 7.1. Suppose Σ is a subset of Rd×R. Define the d-dimensional parabolic Hausdorff content:
CdP(Σ) = inf
∑
j
rdj , Σ ⊂ ∪jSrj (xj , tj)
 .
Here Sr(x, t) is the parabolic cylinder given by (2.1). We say that Σ has parabolic Hausdorff dimension
dP if
dP(Σ) = inf
{
d ≥ 0, CdP(Σ) = 0
}
.
Note that if we denote the standard Hausdorff dimension by dH(·), then we have for all Σ ⊂ Rd+1
dH(Σ) ≤ dP(Σ) ≤ 2dH(Σ).
Theorem 7.1. Suppose G is a function on M× Rd+1 satisfying (G) and Ω ⊂ Rd+1 is a space-time
parabolic domain satisfying (O). Let Σ ⊂ ∂lΩ such that
Cd0P (Σ) = 0 where d0 := dλ/Λ.
In particular, this is true if the Hausdorff dimension of Σ is less than dλ2Λ . Then if two bounded functions
u, v are respectively upper and lower semi-continuous in Ω and they satisfy
∂
∂t
v(x, t)−G(D2v, x, t) ≤ ∂
∂t
u(x, t)−G(D2u, x, t) in Ω,
lim sup
(y,s)→(x,t)
v(y, s) ≤ lim inf
(y,s)→(x,t)
u(y, s) on ∂lΩ\Σ,
v(x, t) ≤ u(x, t) on Ω(0),
(7.1)
then v ≤ u in Ω.
In order to prove the theorem, we construct a singular super solution to the fully nonlinear parabolic
equation with Pucci’s operator.
Lemma 7.1. Let P+ be the Pucci’s extremal operator with parameter 0 < λ ≤ Λ. Set
Φ(x, t) =
{
t−
dλ
2Λ e−
|x|2
4Λt if t > 0,
0 if t ≤ 0.
Then we have Φ(kx, k2t) = k−
dλ
Λ Φ(x, t) and Φ is a singular super solution to
∂Φ
∂t
− P+(D2Φ) ≥ 0 in Rd+1\(0, 0).
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The proof follows from a direct computation. As a remark, Armstrong, Sirakov and Smart [1] con-
structed singular solutions to general fully nonlinear elliptic equations. We believe that similar results
also hold in the parabolic equation.
Proof. (of Theorem 7.1) Set w = v − u and it satisfies
∂
∂t
w − P+(D2w) ≤ 0 in Ω,
lim sup
(y,s)→(x,t)
w(y, s) ≤ 0 on ∂lΩ\Σ,
w(x, t) ≤ 0 on Ω(0).
(7.2)
Let m1 = min{Φ(x, 1), |x| ≤ 1} and m2 = max{Φ(x, t), t = 1 or |x| = 1}. Obviously we have m2 >
m1 > 0. By the boundedness of u, v, we assume |w| ≤ C0. Let {Srj (xj , tj)} be a set of countably many
parabolic cylinders which covers Σ. For any fixed δ > 0, by the 0 dimension assumption we can assume
that ∑
j
rd0j < δ
2(C0m22
d0)−1m1 =: δ2(Mm2)−1.
Let Φ be as in Lemma 7.1 and consider the following barrier
Φδ(x, t) = M
∑
j
rd0j Φ(x− xj , t− tj + 2r2j ) =: M
∑
j
rd0j Φj(x, t).
From the lemma, we know that this Φδ is a super solution:
∂
∂t
Φδ − P+(D2Φδ) ≥M
∑
j
rd0j (
∂
∂t
Φj − P+(D2Φj)) ≥ 0 in Ω.
Note for any (x, t) ∈ Srj (xj , tj) for some j, we have
3r2j ≥ t− tj + 2r2j ≥ r2j , |(x− xj)/(t− tj + 2r2j )
1
2 | ≤ 1.
So
Φj(x, t) ≥ (t− tj + 2r2j )−
d0
2 Φ
(
(x− xj)/(t− tj + 2r2j )
1
2 , 1
) ≥ (2rj)−d0m1.
Then we have
Φδ(x, t) ≥ 2−d0Mm1 = C0 ≥ w(x, t).
For points on the boundary outside Σ, Φδ(x, t) ≥ 0 ≥ w(x, t). Hence the comparison principle or the
definition of viscosity solution implies that w ≤ Φδ in Ω.
Consider any (x, t) ∈ Ω that (x, t) /∈ ∪jSδ1/d0 (xj , tj), we have |x−xj | ≥ δ
1
d0 or |t− tj | ≥ δ
2
d0 and then
Φj(x, t) ≤ δ−1m2. This gives
Φδ(x, t) ≤Mδ−1m2
∑
j
rd0j ≤ δ.
Since w ≤ Φδ in Ω, letting δ → 0 will finish the proof. 
Finally let us put together all we have proved and state the following main theorem of the paper.
Theorem 7.2. Assume conditions (O)(F1)-(F4) hold. Let ΓT = Γ1(T )∪Γ2(T ) ⊆ ∂lΩT be the union of
the two Cases. Write d0 =
λd
Λ and we suppose
Cd0P
(
∂lΩT \ΓT
)
= 0.
Then the homogenized boundary data g¯ as defined in Definitions (3.1)(3.2)(6.1) is continuous on ΓT ∪
Ω(0). For 0 ≤ t ≤ T , the solutions u(x, t) of equation (1.1) converge locally uniformly to the unique
26 Y ZHANG
solution u¯(x, t) of 
∂
∂t
u¯(x, t)− F¯ (D2u¯, x, t) = 0, in ΩT
u¯(x, t) = g¯(x, t) on ΓT ,
u¯(x, 0) = g¯(x, 0) on Ω(0)
(7.3)
where F¯ is the homogenized operator associated with F given by Theorem 2.3.
Proof. We take upper and lower half-relaxed limits of u and denote them by u∗, u∗. Then u∗, u∗ are
respectively sub and super solutions to equation (7.3) by interior homogenization result which can be
found in [6]. By Theorem 5.1 and Theorem 6.1, we know that for (x, t) ∈ ΓT ∪ Ω(0)
u∗(x, t) = u∗(x, t) = g¯(x, t).
The continuity of g¯ is proved in Proposition 4.1 and Theorem 6.1. By the assumption that ∂lΩT \ΓT has
a small parabolic Hausdorff dimension, we apply Theorem 7.1 and find out
u∗(x, t) ≥ u∗(x, t) in ΩT .
But since the other direction holds trivially, we have u∗ = u∗ =: u¯. This shows that the limit of u exists
locally uniformly and equals to u¯, a solution of equation (7.3). Uniqueness of solutions of (7.3) again
follows from Theorem 7.1. 
Moreover if the associated homogenized operator F¯ is linear, we can obtain a better continuity regu-
larity of the homogenized boundary data. We have the following theorem.
Theorem 7.3. Assume conditions (F1)-(F4)(O) hold, the homogenized operator F¯ (M,x, t) is linear in
M for all x, t and we have ∂lΩ ⊂ ΓT (which means that there is no flat stationary lateral boundary).
Then the homogenized boundary data g¯ is continuous on ∂lΩT ∪ Ω(0). The solutions u(x, t) of equations
(1.1) converge locally uniformly to the unique solution u¯(x, t) of
∂
∂t
u¯(x, t)− F¯ (D2u¯, x, t) = 0 in ΩT
u¯(x, t) = g¯(x, t) on ∂lΩT ,
u¯(x, t) = g¯(x, 0) on Ω(0).
Furthermore suppose that F (M,x, y, t, s) is linear in M and independent of y, s in a neighbourhood of
(x, t) ∈ ∂lΩT or (x, 0), then we have
g¯(x, t) =
∫
[0,1)n+1
g(x, y, t, s)dyds or
g¯(x, 0) =
∫
[0,1)n
g(x, y, 0, 0)dy.
Proof. Continuity (extension) of the homogenized boundary data follows from Section 4.1. We remark
that if F (M,x, y, t, s) is also linear in M , from the proof in [16], F¯ is linear in M .
We claim that by Proposition 3.9, g¯(x, t) equals the average of g(x, y, t, s) in y, s variables over a unit
cell when the operator is linear and translation invariant. And this is true for all boundary points:
∂lΩT ∪ Ω(0). Let us only check the case when (x0, t0) ∈ Γ2. Since the boundary data in problem (R1)
is periodic, fν(c·) is periodic with periodicity |c|−1|νˆ| where νˆ ∈ Zd is irreducible and ν = νˆ/|νˆ|. Let us
write one smallest periodic block in ∂Pν as of Tν . Then applying Proposition 3.9 twice gives
g¯(x0, t0) =
|c|
|νˆ|
∫ |νˆ|
|c|
0
fν(cτ)dτ =
1
vol
(
Tν × [0, |νˆ||c| )
) ∫
[0,
|νˆ|
|c| )
∫
Tν×[0,1)
g0(y˜ + cτν, s)dy˜dsdτ
=
∫
[0,1)n×[0,1)
g0(y, s)dyds =
∫
[0,1)n+1
g(x0, y, t0, s)dyds.

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