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The aim of this research is to develop a new methodology called UNFIR (uncertainty in
FIR) as an extension of the fuzzy inductive reasoning (FIR) technique. The main idea behind
UNFIR is to expand the modeling capacity of the FIR methodology allowing it to work with
classical fuzzy rules. On the one hand, UNFIR is able to automatically construct fuzzy rules
starting from a set of pattern rules obtained by FIR. On the other hand, UNFIR aﬀords the
prediction of systems behavior by using a mixed pattern/fuzzy inference system that takes
advantage of the uncertainty inherent to the data. The pattern rule base that the FIR meth-
odology generates can be very large, obstructing the prediction process and reducing its eﬃ-
ciency. The new methodology preserves as much as possible the knowledge of the pattern
rules in a compact fuzzy rule base. In this process some precision is lost but the robustness
is considerably increased.
The performance of UNFIR methodology as a systems prediction tool is also studied in
this work. Three diﬀerent applications are used for this purpose, i.e., a linear system, a
non-linear system and an industrial process.
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base; Fuzzy inference systems1. Introduction
The fuzzy inductive reasoning (FIR) methodology emerged from the general sys-
tems problem solving (GSPS) architecture developed by Klir [5]. FIR is a data driven
methodology based on systems behavior rather than structural knowledge. It is a
very useful tool for modeling and simulating those systems for which no previous
structural knowledge is available. FIR is composed of four main processes, namely:
fuzziﬁcation, qualitative model identiﬁcation, fuzzy forecasting, and defuzziﬁcation.
The FIR structure box of Fig. 1 describes all the processes of FIR methodology.
The fuzziﬁcation process converts quantitative data stemming from the system
into qualitative data. The qualitative model identiﬁcation process is able to obtain
good qualitative relations between the variables that compose the system, building
a pattern rule base that guides the fuzzy forecasting process. Both the fuzziﬁcation
and the qualitative model identiﬁcation processes are relevant in the present study
and, therefore, are explained in more detail in the next section.
The fuzzy forecasting process predicts systems behavior. The FIR inference en-
gine is a specialization of the k-nearest neighbor rule, commonly used in the pattern
recognition ﬁeld.
Defuzziﬁcation is the inverse process of fuzziﬁcation. It makes possible to convert
the qualitative predicted output into a quantitative variable that can then be used asparameters
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F. Mugica, A. Nebot / Internat. J. Approx. Reason. 41 (2006) 287–313 289input to an external quantitative model. For a deeper insight into FIR methodology
the reader is referred to [10].
It has been shown in previous publications that FIR methodology is a powerful
tool for the identiﬁcation and prediction of real systems, specially when poor or
non-structural knowledge is available [2,8,11]. However, FIR methodology has an
important drawback. The pattern rule base generated by the qualitative model iden-
tiﬁcation process can be very large if there exists a big amount of data available from
the system. As it is explained accurately latter, the number of generated rules can be
almost as large as the number of observations recorded from the system. Therefore,
when a large number of pattern rules exists in the rule base the prediction of a new
output value becomes tedious and very slow.
UNFIR proposes an alternative for the last two processes of FIR methodology
(fuzzy forecasting and deﬀuziﬁcation) that consists on a fuzzy inference system
(FIS) that allows to compact the pattern rule base in a classical fuzzy rule base
and to deﬁne a mixed scheme that aﬀords the prediction of the future behavior of
the system. This is shown in the FIS structure box of Fig. 1. The additional structure
does not pretend to substitute the fuzzy prediction and deﬀuziﬁcation processes but
to increase the eﬃciency of FIR methodology.
The extended methodology obtains a fuzzy rule base by means of the fuzzy rules
identiﬁcation process that preserves as much information as possible contained in the
pattern rule base. Therefore, the former can be considered a generalization of the lat-
ter. In other words, the fuzzy rule base is a set of compacted rules that contains the
knowledge of the pattern rule base. In this process some precision is lost but the
robustness is increased.
The fuzzy inference process of UNFIR methodology allows the prediction of sys-
tems behavior by means of ﬁve diﬀerent schemes. The ﬁrst scheme corresponds to
the classical fuzzy forecasting process of FIR methodology (only pattern rules).
The second and third schemes correspond to purely Mamdani [6] and Sugeno [13]
fuzzy inference systems, respectively (only classical fuzzy rules). Finally, the fourth
and ﬁfth are mixed schemes that allow the prediction of systems output by using
a combination of a purely fuzzy inference system and pattern rules. The mixed pre-
diction schemes take advantage of the uncertainty inherent to the data.
The performance of the UNFIR methodology for systems prediction is studied
by means of three diﬀerent applications.
2. UNFIR
UNFIR methodology is composed of two parts, a FIR structure and a FIS struc-
ture (see Fig. 1). As mentioned earlier, UNFIR is an extension of the FIR method-
ology. Therefore, the ﬁrst part of UNFIR consists on the construction of the pattern
rule base using FIR methodology. To this end, the following steps are required:
• data acquisition stemming from the system,
• speciﬁcation of the external parameters,
• qualitative model identiﬁcation.
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rules and systems prediction by means of a fuzzy inference system. To this end, it
is necessary to follow the next steps:
• identiﬁcation of fuzzy rules starting from pattern rules,
• prediction by means of a mixed scheme.
Each of these ﬁve steps is explained in detail next.
2.1. Data acquisition
UNFIR, as all inductive methodologies, is based on data available from the sys-
tem under study. Therefore, it is necessary to have a rich amount of data represent-
ing all possible physical behaviors of the system in order to be able to identify an
accurate model.
2.2. External parameters
There is a set of external parameters that need to be speciﬁed in UNFIR method-
ology, mainly in the fuzziﬁcation process. The FIR fuzziﬁcation process converts
quantitative values into qualitative triples. The ﬁrst element of the triple is the class
value, the second element is the fuzzy membership value, and the third element is the
side value. The side value indicates whether the quantitative value is to the left or to
the right of the peak value of the associated membership function.
Fig. 2 shows an example of fuzziﬁcation of the variable temperature. For instance,
a quantitative temperature value of 23 C is discretized into a qualitative class value
of ‘‘normal’’ with a fuzzy membership function value of 0.895, and a side function
value of ‘‘right’’ (since 23 is to the right of the maximum of the bell-shaped member-
ship function that characterizes the class ‘‘normal’’).Value
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Fig. 2. FIR fuzziﬁcation process.
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vide to the fuzziﬁcation function the number of classes into which the space is going to
be discretized, the landmarks (borders between classes) and the shape of the member-
ship function for each input and output variable. The default value for the number of
classes parameter is three. The equal frequency partition (EFP) is used as the default
method for obtaining the landmarks of the classes. Finally, the Gaussian shape is used
as the default value for the membership function parameter. These default values
have been used in diﬀerent applications obtaining usually good results [2,8,11].
2.3. Qualitative model identiﬁcation
The result of the fuzziﬁcation process, i.e., the qualitative behavior, is stored in the
qualitative data matrices. The ﬁrst matrix contains the class values, the second stores
the membership information, and the third records the side values. Each column rep-
resents one of the observed variables, and each row denotes one time point, i.e., a
recording of all variables, or a recorded state.
The qualitative model identiﬁcation process of the UNFIR methodology is
responsible of ﬁnding spatial and temporal causal relations between variables and,
therefore, of obtaining the best qualitative model that represents the system. A
FIR model is composed by a so-called mask and the behavior matrix. The mask rep-
resents the structure of the model, whereas the behavior matrix is the associated pat-
tern rule base. An example of mask is shown in matrix (1).
ð1Þ
The negative elements in the mask are referred to as m-inputs (mask inputs) and de-
note causal relations with the output. The sequence in which they are enumerated
is immaterial. The zero elements are forbidden relations. The single positive value
denotes the output. Hence the above mask can be interpreted as follows:
yðtÞ ¼ f ðu2ðt  2dtÞ; yðt  dtÞ; u1ðtÞÞ ð2Þ
where f is a unknown functional relationship.
The qualitative model identiﬁcation process evaluates all possible masks and con-
cludes which of them oﬀers the highest quality from the point of view of an entropy
reduction measure.
Once the best mask has been identiﬁed, it can be applied to the qualitative data
matrices obtained from the system, resulting in a particular pattern rule base called
behaviormatrix inFIRnomenclature. Theprocess of constructing the pattern rule base
from the qualitative data matrices using the best mask obtained is described in Fig. 3.
The mask can be used to ‘‘ﬂatten’’ dynamic relationships into ‘‘pseudo-static’’
relationships. The left side of Fig. 3 shows an excerpt of the class qualitative data
matrix, one of the three matrices belonging to the qualitative data model. In the
example shown in Fig. 3, the second variables, u2, was discretized into two classes,
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The dashed box symbolizes the mask that is shifted downwards along the class qual-
itative data matrix. The round shaded ‘‘holes’’ in the mask denote the positions of
the m-inputs, whereas the square shaded ‘‘hole’’ indicates the position of the output.
The class values are read out from the class qualitative data matrix through the
‘‘holes’’ of the mask, and are placed next to each other in the behavior matrix (pat-
tern rule base) that is shown on the right side of Fig. 3. Each row of the behavior
matrix represents one pseudo-static qualitative state or qualitative rule. For example,
the shaded rule of this ﬁgure can be read as follows: ‘‘If the ﬁrst m-input, i1, has a
value of 1 (corresponding to low), and the second and third m-inputs, i2 and i3,
have also values of 1 (corresponding to low) then the output, o, assumes a value
of 3 (corresponding to high).
2.4. Identiﬁcation of fuzzy rules
At this point the pattern rule base representing the system behavior is already
available. The next step is the generation of fuzzy rules starting from the pattern
rules by adjusting automatically the parameters of the fuzzy system. Traditionally,
the development of a fuzzy system requires the collaboration of a human expert
who is responsible for calibrating and tuning all its parameters manually. It is
well known that this is not an easy task and requires good knowledge of the
system.
The UNFIR methodology allows the automatic construction of a fuzzy rule base
as a generalization of the previously obtained pattern rule base by means of the fuzzy
rules identiﬁcation process (refer to Fig. 1). The idea behind the obtaining of fuzzy
rules starting from pattern rules is based on the spatial representation of both kinds
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space. If the model identiﬁed by FIR is of high quality then the pattern rules form
a uniform thin surface in the input–output space. However, if the model obtained
is not so good the spatial representation looks as a surface where the thickness of
some parts is more signiﬁcant than that of others. The thickness of the surface means
that for a given input pattern (or a set of antecedents) the output variable (or con-
sequent) can take diﬀerent class values, i.e., the pattern rule base is not deterministic
and has a high degree of uncertainty. As mentioned before, the quality of the model
is computed by means of an entropy reduction measure that reﬂects the level of
determinism of the state transition matrix associated to the mask and the behavior
matrix. A good model is characterized by a high level of determinism associated with
its rules, and all physical behavior patterns are represented in the model. The spatial
representation of such a situation would be a uniform thin surface.
A fuzzy inference system generates a unique output value (consequent) for a set of
antecedents. Therefore, the graphical representation looks always like a totally uni-
form surface or mesh in the input–output space.
The tuning process consists on automatically adjusting the mesh built by the fuzzy
inference system to the surface obtained from the pattern rules. Fig. 4 shows an
example of the tuning process. This ﬁgure presents four diﬀerent views of the graphic
representation of the pattern rule base (circles) and the fuzzy rule base (squares) of aFig. 4. Sugeno tuning process of a linear system.
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mask inferred by FIR described in matrix (3).
ð3Þ
This mask says that the output value at present time y(t) depends on the value of the
same variable 3 s in the past y(t  3) and on the value of the input variable, also 3 s
in the past u(t  3). In this example, the sampling rate is of 1 s (dt = 1 s).
The upper left plot of Fig. 4 shows the relation of one of the antecedents u(t  3)
with the consequent y(t), whereas the other three plots show three-dimensional views
of all the antecedents with the consequent. It is clear from the right plots of this ﬁg-
ure that the behavioral patterns of the linear system are mainly placed in the diago-
nal of the surface, i.e., these behavioral patterns are more frequent. However, notice
from the upper right and lower left plots of Fig. 4 that the thickness of the surface is
small, and therefore, the rule base can be considered fairly deterministic. In this ﬁg-
ure the fuzzy rule base is represented with a mesh. As mentioned before, in a fuzzy
rule base a unique consequent is associated to a set of antecedents, therefore, the
mesh will always look completely uniform. Notice that in Fig. 4 the mesh has been
adapted to the pattern rules surface by means of the Sugeno tuning process.
The tuning process is diﬀerent if a Mamdani or a Sugeno fuzzy inference system is
going to be used in the prediction process. Let us explain the procedure for both
types of fuzzy systems.
• Mamdani tuning process: The main goal of the tuning process is to determine the
consequent associated to a given set of antecedents. To this end, for each set of
antecedents that appear in the fuzzy rule base, all the pattern rules that have
the same set of antecedents are extracted from the behavior matrix. The set of
rules selected is then classiﬁed into groups with respect to the class of the conse-
quent. Fig. 5 describes this process. In this example, it is intended to obtain the
fuzzy rule that has the class values 1, 3 as antecedents. This set of antecedents
is then searched in the pattern rule base (behavior matrix). In this example 10 pat-
tern rules with antecedents 13 are found in the behavior matrix. Two of them have
a consequent with a class value of 1, the consequent of the next six rules has a
class value of 2, and the consequent of the last two rules has a class value of 3.
Therefore, the 10 pattern rules selected from the behavior matrix can be classiﬁed
into three groups depending on the class value of the consequent.
For each group, the average of the membership values of the consequences is
computed. Then, the class of the consequent that has the greatest average is the
one selected as the consequent of that Mamdani fuzzy rule. In Fig. 5, G1a is
the membership of the consequents average of the two rules that compose group
1. G2a and G3a are the averages for groups two and three, respectively. The con-
sequent of the fuzzy rule will be the class value of the consequent that has the big-
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Fig. 5. Mamdani tuning process scheme.
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tuned would be 1, 3, 2.
Once the fuzzy rule base is obtained, a new tuning procedure should take place
in order to adjust more accurately the fuzzy inference system. Now, each fuzzy
rule is used to predict the registered training data associated to its region. This
data was used in the model identiﬁcation process. If the fuzzy inference system
produces a negative mean error in that region, a weight grater than 1 is applied.
In contrast, when a positive mean error is obtained, the adjust is done by applying
a weight lower than 1.
Diﬀerent experiments have been performed in order to be able to suggest, in an
automatic way, the default values of the parameters involved in the Mamdani
fuzzy inference system [7,9]. In this respect, the fuzzy T-norm operator selected
to obtain the ﬁring of the rules is the algebraic product. The experiments sug-
gested that the product allows to obtain better results than other operators, such
as the minimum, due to the fact that the product involves all of the antecedents
while the minimum operator only involves one of them. However, this is not nec-
essarily true when the number of antecedents is big, because in that case the prod-
uct produces very small ﬁring.
In the defuzziﬁcation process the method selected as the default is the mean of
maxima method. Other defuzziﬁcation methods such as the centroid of area or the
bisector of area are not recommendable due to the fact that the equal frequency
partition (EFP) method has been used in UNFIR methodology during the fuzz-
iﬁcation process. Note that using the EFP method all classes of each system var-
iable have the same number of data points. If a defuzziﬁcation method based on
the area is used in these cases the results are not accurate because the output value
is directly inﬂuenced by the classes with biggest areas.
The application of the Mamdani tuning process to the previously mentioned
linear system example is presented in the left plot of Fig. 7.
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ing process can be considered much simpler than using the Mamdani process due
to the fact that the number of external parameters is considerably reduced.
Sugeno eliminates the aggregation module and simpliﬁes the defuzziﬁcation pro-
cess because the weights associated to the rules are implicit in the consequent.
Initially, the consequent of each Sugeno fuzzy rule is obtained computing the
mean of the crisp output values associated to the pattern rules that have the same
set of antecedents. Fig. 6 describes this process.In this example, two pattern rules
with class values 11 as antecedents have been found in the behavior matrix. The
fuzzy rules that have as antecedents 12 and 21 do not have representation in the
behavior matrix, while three pattern rules with class values 22 are extracted from
the behavior matrix. The consequent of a Sugeno fuzzy rule is obtained as the
mean value of the crisp outputs of the pattern rules extracted from the behavior
matrix that have the same antecedents. In this example, the consequent of the
Sugeno fuzzy rule 11 is the mean value of 0.0 and 0.7396, that is 0.3698. The con-
sequent of the rule 22 is 0.4851, that correspond to the mean value of 0.0892,
0.3790 and 0.9871. When the antecedents of the fuzzy rule are not found in the
behavior matrix, as it is the case of rules 12 and 21, the mean value of the outputs
of all the pattern rules are used as consequent. In the example this value is 0.5417.
The result of this process is the generation of an initial Sugeno fuzzy rule base,
i.e., a preliminary mesh adapted to the pattern rule base. In order to obtain a
more accurate adaptation, an iterative adjusting process is performed starting
with this initial mesh. In this process the output of the Sugeno fuzzy system is
obtained when applying the product operator to the membership values (ﬁring)
of the antecedents of each fuzzy rule. The consequences of these rules are the asso-
ciated weights, i.e., wi. Eq. (4) is used to perform this process.1         1
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Pn
i¼1ðli  wiÞPn
i¼1li
ð4Þ
In Eq. (4), li is the ﬁring of the ith fuzzy rule, wi is the weight of the same rule and
n is the total number of Sugeno fuzzy rules.The tuning process consists of adjust-
ing the rules weight, wi, by iterating through the pattern rule base using the gra-
dient descent method [12]. The tuning of the ith rule weight is obtained by
calculating the derivative of the cost function E with respect to wi. The cost func-
tion is described in Eq. (5) (quadratic error addition), where ND is the total num-
ber of pattern rules, y is the value given by the fuzzy system and yr is the output
value of the pattern rule.
E ¼ 1
2
XND
k¼1
ðyk  yrkÞ2 ð5Þ
The right plot of Fig. 7 presents the result of the Sugeno tuning process when it is
applied to the linear system example. In the linear system example both Mamdani
and Sugeno fuzzy rules surfaces are similar, both being good adjustments of the
pattern rule surface. A successful tuning is possible due to the fact that the distri-
bution of the pattern rules in the three-dimensional space is basically a uniform
thin surface.2.5. Mixed prediction scheme
Once the pattern and fuzzy rule bases are available, system prediction can take
place. UNFIR methodology allows the use of ﬁve diﬀerent options to predict the
future behavior of the system under study. These are:
• fuzzy forecasting process of FIR methodology
• Mamdani fuzzy inference systemFig. 7. Fuzzy rule base of a linear system obtained by means of Mamdani and Sugeno tuning processes.
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• mixed Mamdani scheme
• mixed Sugeno scheme
UNFIR includes the option of using the FIR fuzzy forecasting process that uses
exclusively the pattern rule base. This option is desirable when the computational
resources allow keeping the pattern rule base or when none of the other fuzzy
schemes is able to obtain an accurate representation of the pattern rules. The Mam-
dani and Sugeno fuzzy inference systems make use of the fuzzy rules obtained start-
ing from the pattern rule base as explained in the previous section. The prediction
process is done by means of the classical Mamdani and Sugeno inference systems
that have been already mentioned before. UNFIR methodology allows two more
possibilities that are based on a mixed pattern/fuzzy rules scheme.
The mixed scheme is a combination of a fuzzy scheme (Mamdani or Sugeno) and
a set of pattern rules. The advantage of the pattern rules is that they are more accu-
rate than the fuzzy rules in those areas where a large degree of uncertainty exists. In
order to take advantage of this fact, the mixed scheme keeps a percentage of pattern
rules that will allow the prediction of those system states with a high degree of
uncertainty.
The question at this point is: which rules of the overall pattern rule base are desir-
able to be kept in the mixed scheme? In this research several selection processes were
explored and the one that gave the best results is presented. The idea is to keep those
pattern rules that are located outside of the multidimensional mesh generated by the
fuzzy inference system. In this way, the mixed scheme is integrated by the fuzzy
scheme and a set of pattern rules that the fuzzy system is not able to capture due
to its uncertainty level.
The next step is to determine the percentage of pattern rules to be included in the
mixed scheme. From experimentation, we suggest that a suitable number of pattern
rules is between 10% and 25%. In this case the precision of the prediction is accept-
able and the computational cost is not extremely high. Therefore, it is necessary to
ﬁnd a compromise between precision and computational cost. Fig. 8 shows the evo-Fig. 8. Precision of the mixed scheme with respect to the percentage of pattern rules included.
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cluded in the mixed scheme. This curve changes from one system to another but its
behavior is, in essence, the same.
The prediction process of the mixed scheme works as follows: The UNFIR meth-
odology generates, on the one hand, a prediction value using the selected fuzzy
scheme (yfuzzy) and, on the other hand, obtains the prediction value directly from
the closest pattern rule available (ypattern). The prediction obtained from the mixed
scheme is a weighing of both values. Eq. (6) describes this relation.
ymix ¼ ypattern  ðfmix=100Þ þ yfuzzy  ðð100 fmixÞ=100Þ ð6Þ
The weighing between these two values is computed with respect to the distance be-
tween the antecedents of the system state to be predicted and the antecedents of the
closest pattern rule. The similarity between the two sets of antecedents is computed
by means of the Euclidean distance, dreal, deﬁned as described in Eq. (7).
dreal ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃXN
i¼1
ðxstatei  xpatterniÞ2
vuut ð7Þ
Although the system variables are normalized within the range [0,1], it is necessary
to normalize the input space with respect the maximum Euclidean distance, dmax,
that can exist between two points. The maximum Euclidean distance is computed
as the square root of the number of antecedents.
Therefore, the normalized Euclidean distance, dnorm, between the antecedents of
the system state to be predicted and the antecedents of the closest pattern rule is de-
ﬁned as expressed in Eq. (8).
dnorm ¼ drealdmax ð8Þ
The normalized Euclidean distance can take values in the range [0,1] and is used in
the fmix function as described in Eq. (9).
fmixðdnormÞ ¼
100 dnorm 2 ½0; dmin
1
1ednorm dnorm 2 ðdmin; dmaxÞ
0 dnorm 2 ½dmax; 1
8><
>: ð9Þ
The idea behind this function is to deﬁne the integration strategy of the pattern rules
and the fuzzy rules schemes (see Fig. 9). The fmix function has been adjusted between
a minimum value dmin and a maximum value dmax, in such a way that when the nor-
malized Euclidean distance dnorm is equal or lower than dmin, fmix takes a value of 100
and when dnorm is equal or greater than dmax, fmix takes a value of 0. In Fig. 9 dmin
and dmax have values of 0.01 and 0.25, respectively. These values have been used in
the three applications described in this article. This integration strategy allows to re-
duce the inﬂuence of the fuzzy scheme and to increase the inﬂuence of the pattern
rule scheme or vice versa.
When dnorm is lower or equal to dmin = 0.01, it means that the antecedents of the
systems state to be predicted and the antecedents of the closest pattern rule are very
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Fig. 9. Function used to integrate the mixed scheme.
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ence of the fuzzy system and the prediction value is then obtained directly from the
consequent of that pattern rule. When dnorm is equal or grater than dmax = 0.25, the
prediction is obtained exclusively from the fuzzy system. In this paper it is not in-
tended to perform a study of the inﬂuence of dmax on the prediction errors. However,
we postulate that an increase of this value would inﬂuence negatively the perfor-
mance of the mixed prediction scheme, due to the fact that the antecedents of the
pattern rules used to compute the prediction are far away from the antecedents of
the systems state.3. UNFIR for systems’ prediction
In this section three diﬀerent applications are presented, a linear system, a non-
linear system, and an industrial process. These applications are selected to study
the performance of UNFIR methodology as a systems prediction tool.
The prediction accuracy, in all of the applications studied, is measured using the
square error described in Eq. (10).
SE ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃXn
i¼1
ðyi  y^iÞ2
s
ð10Þ
where yi is the real output value, y^i is the predicted value, and n is the number of data
points to be predicted.
Fig. 10. Block diagram of the linear system.
F. Mugica, A. Nebot / Internat. J. Approx. Reason. 41 (2006) 287–313 3013.1. Linear system
The ﬁrst application is a third-order linear system described in Fig. 10. It is a SISO
(single input-single output) system taken from Cellier [3].
This linear system exhibits a number of diﬀerent trajectory behaviors as a function
of the selection of the parameter values a, b, and c. The diﬀerent types of behaviors
of the linear system are shown in Fig. 11.
The upper plots of Fig. 11 represent damped oscillations. The lower left plot rep-
resents an undamped oscillation whereas the lower right plot describes an excited
oscillation. The ﬁrst step in UNFIR methodology is the acquisition of the systems
data to be used in the qualitative model identiﬁcation process. Simulating the system
with coeﬃcient values of a = 2.0, b = 3.0, and c = 4.0 the behavior obtained is
the one shown in the upper right plot of Fig. 11, that stabilizes in 9 s.
The largest time constant is of 9 s and the shortest time constant has a value of 3 s,
therefore a sampling rate of 3 s is chosen for data acquisition. Due to the fact that
the mask should cover the largest and the shortest time constants, a depth of 9 s
(3 rows) is chosen.
The quantitative data obtained from the system is converted to qualitative data by
means of the fuzziﬁcation process of UNFIR methodology. Several experiments
were performed with diﬀerent partitions of the data. Both the input and output vari-
ables were classiﬁed into 3, 5, 7, and 9 classes using the equal frequency partition
(EFP) method. The identiﬁcation of the model was carried out using 1244 samples.
The optimal mask obtained is presented in matrix (11), where dt = 3 s.
ð11Þ
As mentioned before, the negative elements in the mask denote causal relations with
the output. The sequence in which they are enumerated is immaterial. Therefore, the
output value at present time y(t) depends on the value of the input variable 3 s in the
past u(t  3) and on the output value also 3 s in the past y(t  3).
Fig. 11. Linear system behaviors.
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with 1242 rules was obtained. Fig. 12 shows, from four diﬀerent angles, the set of
pattern rules obtained.
The two upper plots of Fig. 12 show the relation between each antecedent and the
consequent. The lower left plot presents the relation between the two antecedents
and the lower right plot shows a three-dimensional view of the pattern rule base.
It is clear from the last plot that the thickness of the pattern rules surface is small
making possible the approximation by means of a fuzzy rules surface (mesh). The
Mamdani and the Sugeno inference systems were used to identify the fuzzy rule base
starting from this pattern rule base.
Diﬀerent experiments using 3, 5, 7, and 9 partitions for all variables were carried
out using the Mamdani and the Sugeno schemes. From these experiments it was con-
cluded that the lowest error is obtained when the variables were classiﬁed into nine
regions and, therefore, the fuzzy rule bases contain 81 rules. Notice that the reduc-
tion of the number of rules with respect the pattern rule base is signiﬁcant. Fig. 13
shows the surfaces obtained with the Mamdani and Sugeno tuning processes.
The ﬁrst plot of Fig. 13 shows the surface obtained by the pattern rules (FIR). As
shown in Fig. 12, FIR does not generate a mesh as the fuzzy systems do. Therefore,
Fig. 12. Pattern rules of the linear system.
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The mean value of the crisp consequences of all pattern rules that have the same
set of antecedents is computed. This plot is included as a reference in order to give
an idea of the surface that the Mamdani and Sugeno tuning processes should
approximate.
The ﬁve prediction processes of UNFIR methodology have been applied to the
linear system using diﬀerent numbers of partitions for the system variables. A set
of 400 data points stemming from systems simulation, not used in the model iden-
tiﬁcation process, has been used for systems prediction. The errors obtained are pre-
sented in Table 1.
Each row corresponds to one prediction process of UNFIR methodology,
whereas the columns correspond to four diﬀerent partitions of the system variables,
i.e., 3, 5, 7, and 9 classes. The mixed schemes make use of the Mamdani and Sugeno
fuzzy inference systems incorporating a 10% of pattern rules.
Analyzing the results presented in Table 1 it can be seen that all prediction meth-
odologies, except FIR, obtain better results with a partition of the system variables
into nine classes. However, FIR is able to obtain good results for all partitions pro-
posed. Remember that FIR uses exclusively pattern rules, and therefore its main
drawback is that the rule base can be very large. In the application at hand the
Fig. 13. Pattern and fuzzy rules surfaces of the linear system.
Table 1
Prediction errors (SE) of the linear system
Partitions (3,3) (5,5) (7,7) (9,9)
FIR 0.0249 0.0233 0.0248 0.0373
Mamdani 1.3046 1.1297 1.0582 0.9327
Sugeno 0.3137 0.2119 0.1097 0.0975
Mixed Mamdani 0.8604 0.6277 0.5842 0.4620
Mixed Sugeno 0.6761 0.1103 0.0774 0.0515
304 F. Mugica, A. Nebot / Internat. J. Approx. Reason. 41 (2006) 287–313number of pattern rules is 1242, whereas the number of fuzzy rules obtained is only
81. It is interesting to analyze the diﬀerence between the classical fuzzy schemes with
respect to the mixed fuzzy schemes. Notice that both Mamdani and Sugeno mixed
schemes obtain better results than their respective classical fuzzy schemes. The mixed
Sugeno scheme is able to obtain better results than the mixed Mamdani scheme. Its
lowest error is comparable to the errors obtained by FIR.
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The next application chosen for this study is a ﬁrst-order non-linear system de-
scribed by means of the block diagram of Fig. 14. The function f(y) is given by
aþ k  ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃabsðyÞp .
This system changes its behavior when it is perturbed with diﬀerent input steps.
Fig. 15 shows the non-linear system behaviors when several steps with diﬀerent
amplitudes are applied with the parameters values a = 0.1 and k = 7.
By simulating the system with the described parameters, a set of 1000 data points
was obtained. The non-linear application is a SISO system as was the previously
studied linear system. The largest time constant is of 3 s, whereas the shortest time
constant has a value of 1 s. A sampling rate of 1 s is chosen and the mask covers
up to 3 s. In the fuzziﬁcation process several experiments with diﬀerent partitions
of the data have been performed. The two system variables were classiﬁed into 3,
5, 7, and 9 classes using the equal frequency partition (EFP) method. The identiﬁca-
tion of the model was carried out with 1000 samples. Matrix (12) shows the optimal
mask obtained for the non-linear system, where dt = 1 sec.Fig. 14. Block diagram of the non-linear system.
Fig. 15. Non-linear system behaviors.
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This mask is then used to obtain the pattern rule base that is composed of 998 rules
that characterize the non-linear systems behavior. Fig. 16 shows the distribution of
these rules. The lower right plot of this ﬁgure presents a three-dimensional view of
the pattern rule base showing that the rules are basically grouped in a surface allow-
ing to approximate a mesh by means of a fuzzy inference system. The other plots
show two-dimensional views of the antecedents and the consequent.
With the pattern rules available, Mamdani and Sugeno tuning processes can take
place in order to obtain the fuzzy rule bases. Several experiments with 3, 5, 7, and 9
partitions for the input and output variables were explored using both Mamdani and
Sugeno inference systems. As happened in the linear system, a partition of the vari-
ables into nine classes gives the lowest error also for the non-linear application.
Therefore, the number of rules of the fuzzy rule base is 81, achieving a considerable
knowledge generalization. In Fig. 17 the surfaces that represent the Mamdani and
Sugeno fuzzy rule bases are presented. The FIR surface is also shown for compari-
son, although it is obtained by means of interpolation. Both Mamdani and Sugeno
surfaces are a close approximation of the pattern rules surface.Fig. 16. Pattern rules of the non-linear system.
Fig. 17. Pattern and fuzzy rules surfaces of the non-linear system.
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ture behavior of the non-linear system. By simulating the system over 1200 s a set
of 400 data points, not used in the identiﬁcation process, are registered for systems
prediction. The results obtained, for diﬀerent variable partitions, are presented in
Table 2.
The structure of the table is exactly the same as for Table 1. It can be seen from
the results that the last column of the table, with a partition of the variables into nine
classes, contains the lowest errors for each of the prediction options. As expected, the
lowest error (0.0293) is obtained by FIR although the mixed Sugeno prediction pro-
cess is able to obtain a very close result (0.0591). As happens in the linear system, theTable 2
Prediction errors (SE) of the non-linear system
Partitions (3,3) (5,5) (7,7) (9,9)
FIR 0.0388 0.0337 0.0307 0.0293
Mamdani 1.8271 1.3143 1.1104 0.9712
Sugeno 0.6521 0.3829 0.2853 0.2591
Mixed Mamdani 1.1214 0.9713 0.8149 0.6312
Mixed Sugeno 0.4518 0.1970 0.0942 0.0591
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schemes. Also it is interesting to notice that a signiﬁcant improvement is achieved
when the mixed schemes (Mamdani or Sugeno) are used instead of the classical fuzzy
systems. The mixed schemes used in the non-linear application include a 10% of pat-
tern rules.
3.3. Industrial process
The last application studied in this paper is an industrial process stemming from
the ﬁeld of ecology. The idea is to predict how air pollution, mainly carbon monox-
ide, evolves in Mexico city. The atmospheric pollution is due to a big variety of fac-
tors that generate products such as carbon monoxide, sulphur and nitrogen oxides,
thin ashes, and unburned hydrocarburates that contaminate the air. Data is obtained
from an automatic network of atmospheric monitoring stations that register the
information of these variables as well as the weather in diﬀerent areas of the city.
This is the ﬁrst time that UNFIR methodology is applied to an industrial process.
The main goal of this study is to predict the carbon monoxide in the center of the city
using the following variables: day of week (DW), hour of day (HD), day of month
(DM), month of year (MY), year (Y), wind velocity (WV), wind direction (WD),
temperature (T), relative humidity (RH), and carbon monoxide (CO). The identiﬁca-
tion of the model has been done using the data registered during the months of Jan-
uary, February, and March from 1994 to 1996. The sampling rate is of 1 h, and the
mask covers up to 3 h. As was done in the previous applications, a set of experiments
with diﬀerent partitions of the variables was carried out. In this case the best results
are obtained with a partition of the HD variable into eight classes and partitions into
nine classes for the remainder of the variables. All partitions were computed using
the equal frequency partition method. The best mask obtained in the model identi-
ﬁcation process of UNFIR methodology is presented in matrix (13).
ð13Þ
The identiﬁcation process concludes that the values of DW (day of the week), HD
(hour of the day), and CO (carbon monoxide) variables 1 h in the past are the ones
best suited for predicting the value of CO at the present time. The carbon monoxide
concentration presents daily and weekly variations in the urban areas due to vehicle
movement patterns. Undoubtedly, vehicles are the main pollution source in Mexico
city. Therefore, the mask proposed by UNFIR methodology is reasonable and
agrees with expert knowledge.
Notice that the optimal mask obtained (see matrix (13)) has three antecedents and
one consequent making diﬃcult the graphical representation of the pattern and fuzzy
rule bases. Therefore, it was decided to use a sub-optimal mask with only two ante-
cedents and the consequent that has almost the same quality as the optimal one. The
sub-optimal mask is presented in matrix (14).
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This mask is then used to infer the pattern rule base that is presented in Fig. 18. The
two upper plots of the ﬁgure show the relation between each antecedent with the
consequent. The lower left plot of the ﬁgure presents the relation between the two
antecedents HD(t  dt) and CO(t  dt). It can be observed from these plots that
the distribution of the pattern rules does not deﬁne a grouped structure. The lower
right plot of the ﬁgure shows a three-dimensional view of the pattern rule base. It can
be seen from this plot that the distribution of the rules in the 3D space forms a thick
mass making it diﬃcult to approximate the pattern rules by means of a fuzzy rules
surface.
Once again, the Mamdani and Sugeno tuning processes were used to obtain two
fuzzy rule bases that adjust as accurately as possible to the pattern rule base shown in
Fig. 18. In this application the HD(t  dt) antecedent was discretized into eight clas-
ses whereas the CO(t  dt) antecedent and the consequent were discretized into nineFig. 18. Pattern rules of the industrial process.
Fig. 19. Pattern and fuzzy rules surfaces of the industrial process.
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dani and Sugeno surfaces.
It is clear from this ﬁgure that the Mamdani tuning process is not able to obtain a
good approximation of the pattern rule base. Sugeno is able to build a surface that is
similar to the surface that represents the pattern rules (FIR). However, notice that in
this application the eﬀects of interpolation are signiﬁcant, because the distribution of
the pattern rules in the 3D space is a thick mass.
The prediction of the system is done using the data of January, February, and
March registered during 1997. In a ﬁrst experiment the Mamdani and Sugeno fuzzy
rule bases presented in Fig. 19 were used for the prediction of the test data set by
means of the classical Mamdani and Sugeno fuzzy inference systems. The fuzzy fore-
casting process of FIR methodology was also used to predict the same data set. The
prediction errors (SE) obtained with these three options are listed in Table 3.
The best results are obtained with a partition of (8,9,9). Notice that in this appli-
cation the performance of the Mamdani and the Sugeno classical fuzzy systems is
very similar, although the results of the Sugeno scheme are slightly better.
The idea at this point is to use the optimal mask obtained by UNFIR methodol-
ogy (see matrix (13)) to infer the associated pattern rule base. Mamdani and Sugeno
fuzzy rules were build starting from the new pattern rules by approximating the dis-
tribution of the pattern rules into the four-dimensional space. Table 4 shows the re-
sults obtained for the ﬁve prediction options of UNFIR methodology.
Table 4
Prediction errors (SE) of the industrial process (optimal mask)
Partitions (7,8,3,3) (7,8,5,5) (7,8,7,7) (7,8,9,9)
FIR 0.2493 0.2471 0.2433 0.2392
Mamdani 1.4841 1.3020 1.1635 1.0887
Sugeno 1.2902 1.0395 0.9501 0.9073
Mixed Mamdani 1.2158 1.1127 1.0465 0.9712
Mixed Sugeno 1.0624 0.9385 0.8167 0.7723
Table 3
Prediction errors (SE) of the industrial process (sub-optimal mask)
Partitions (8,3,3) (8,5,5) (8,7,7) (8,9,9)
FIR 0.3629 0.3584 0.3562 0.3553
Mamdani 2.0634 1.8470 1.6674 1.2189
Sugeno 1.7262 1.3555 1.2189 1.1795
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build the pattern rule base are better than the results obtained using the pattern rules
derived from the sub-optimal mask (matrix (14)). Once again, the lowest prediction
errors were obtained with the FIR prediction process. The Mamdani and Sugeno
mixed schemes, that integrate to the fuzzy rule bases a 15% of pattern rules, perform
better than the classical fuzzy schemes. The Sugeno mixed scheme gives slightly bet-
ter results than the Mamdani mixed scheme, as occurred also in the previous
applications.4. Discussion and conclusions
In this paper a new methodology for the automatic construction of fuzzy rules in
fuzzy inductive reasoning (UNFIR) is presented. UNFIR is an extension of FIR
methodology and allows it to work with classical fuzzy rules. The main focus of
the article is to present the original idea of the integration of fuzzy and pattern rules
into a mixed scheme that allows to take advantage of both kinds of approaches. FIR
methodology is a powerful tool for systems identiﬁcation and prediction. However,
it has an important drawback, the size of the pattern rule base can be extremely
large. The tuning of fuzzy rules starting from pattern rules and the prediction using
mixed pattern/fuzzy schemes can be a good alternative to classical FIR prediction.
The pattern rules scheme is robust in the sense that if the registered data contain
all the physical systems behaviors then the fuzzy forecasting process of FIR meth-
odology gives very good results, much better than other soft computing methodolo-
gies [1]. However, the pattern rule base has almost the same size as the number of
registered data points. This means that the pattern rule base can be, and usually
is, very large, increasing considerably the computational cost. Therefore, although
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of view, the operational cost is extremely high.
The prediction accuracy of the classical fuzzy systems depends on the number of
partitions used. Usually, the accuracy increases with the number of classes but the
computational cost is also increased. The maximum accuracy that can be obtained
with this type of schemes depends on the uncertainty associated with the data.
The FIR forecasting process has the advantage that it allows to work with a reduced
number of classes. However, the classical fuzzy schemes require less computational
cost than the pattern rule scheme (FIR) even when the number of partitions of the
classical fuzzy system is greater than the one of the FIR process.
A very interesting characteristic of the UNFIR methodology is that it oﬀers the
possibility of using mixed schemes that allow to combine the advantages of both ap-
proaches. In this way, a classical fuzzy scheme, that is robust but not very accurate
from the prediction point of view, and a pattern rules scheme that is less robust but
more precise, are combined in such a way that the prediction accuracy is maximized
whereas the computational cost is minimized.
By comparing the Sugeno with the Mamdani classical fuzzy systems, it is seen
from the applications studied that the Sugeno scheme produces more accurate pre-
dictions than the Mamdani scheme. Moreover, the Sugeno scheme is much simpler
and therefore the computational cost is lower than for the Mamdani scheme.
From the results obtained in this study it can be postulated that the Sugeno mixed
scheme is the one that best represents the pattern rule base and that oﬀers the best
compromise between prediction accuracy and computational cost.
The main advantage of UNFIR methodology is that it allows to perform the
prediction process of complex systems in real time. This was not possible using
FIR methodology due to the fact that the pattern rule base is usually big and
the prediction process works with the full set of these rules. UNFIR proposes a
pre-processing where the huge set of pattern rules is converted in a concise set
of classical fuzzy rules plus a very reduced set of pattern rules that contain the
uncertainty associated to the data. Fault detection in real time is clearly an area
where the mixed prediction scheme process of UNFIR methodology could be very
useful.
As mentioned before, the prediction errors are increased when UNFIR is used in-
stead of the FIR methodology. However, the loss of prediction accuracy does not
invalidate the UNFIR methodology due to the fact that FIR forecast precision is
usually much higher than that of other widely popular inductive methodologies such
as diﬀerent type of neural networks [4], especially when dealing with real world
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