APPENDIX
The learning algorithm derivation is included here for completeness. Readers are encouraged to refer to (Li 2 and Príncipe, 2016) for a more in-depth discussion. 
Recursive Gradient Descent Learning in the RKHS
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In general, the KAARMA algorithm computes the exact error gradient in the RKHS at the end of each 5 input sequence, using the Gaussian or radial basis function kernel
with kernel parameter a > 0. For hidden state vector s and input vector u, the joint inner product or 7 tensor-product kernel ψ(s, u), ψ(s , u ) Hsu is computed using K as (s, s ) and K au (u, u ), respectively, as
The error gradient with respect to the joint RKHS weights Ω i at time i is
where 
. For the k-th state component of Ω i , the gradient 11 can be expanded using the product rule as
where
ns ∈ R ns is the k-th column of the n s × n s identity matrix.
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Using the representer theorem, weights Ω i at time i can be written as a linear combination of prior
product features with potentially infinite dimension n ψ , and 
Substituting the expression for weights Ω i in (S5) into the feedback gradient on the right-hand side of 20 (S4) and applying the chain rule gives
Again, the states s i are assumed hidden and only a final desired output value for y f is available at the end 27 of a sequence during training, corresponding to its label. Since (S8) is independent of any teacher signal or 28 error that the system may incur at a future time and can be computed entirely from the observed data, we 29 can forward propagate the state gradients in the recursion. The initial state is user-defined and functionally 30 independent of the filter weights, by setting
= 0, we can factor out the basis functions and express 31 the recursion as
∈ R n ψ ×i are centers generated by the input sequence and forward-33 propagated states from a fixed filter weight Ω i , and Updating the weights in the negative direction yields
where η is the learning rate. Since the weights are updated online, to reduce redundancy and better ensure 37 stability, we evaluating each new center from the feature update Ψ with the existing ones in Ψ using the 38 quantization method outlined in (Li and Príncipe, 2016, Algorithm 2) . 
