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We show and compare numerical and experimental results on the electromagnetic generation of a tide-like flow structure
in a cylindrical vessel which is filled with the eutectic liquid metal alloy GaInSn. Fields of various strengths and
frequencies are applied to drive liquid metal flows. The impact of the field variations on amplitude and structure of the
flows are investigated. The results represent the basis for a future Rayleigh-Bénard experiment, in which a modulated
tide-like flow perturbation is expected to synchronize the typical sloshing mode of the large-scale circulation. A similar
entrainment mechanism for the helicity in the Sun may be responsible for the synchronization of the solar dynamo with
the alignment cycle of the tidally dominant planets Venus, Earth and Jupiter.
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I. INTRODUCTION
In a series of recent papers1–5, an attempt was made to ex-
plain the remarkable empirical synchronization of the solar
cycle with the 11.07 years alignment cycle of the tidally dom-
inant planets Venus, Earth and Jupiter. The basic idea relies,
first, on the tendency of the current-driven, kink-type (m= 1)
Tayler instability (TI)6 to undergo helicity oscillations1 and,
second, on the fact that these helicity oscillations can easily
be entrained by tide-like forces with their typical m = 2 az-
imuthal dependence2. While the tidal forces of the planets are
indeed tiny, in this mechanism they are only needed as a cata-
lyst to switch between left- and right-handed states of the TI,
without, or just barely, changing its energy content.
This theory is still highly speculative and further conceptual
and numerical work will be needed for its verification. Ad-
ditional experimental insight into this synchronization effect
could also be helpful in this respect. Unfortunately, experi-
ments on the very TI using liquid metals (which are, similarly
as the plasma in the solar tachocline region, characterized by
a low magnetic Prandtl number) have turned out especially
complicated7, mainly due to the necessity to characterize the
instability in a contactless manner in order not to generate any
interfering electrovortex flow by the insertion of measurement
probes such as ultrasonic transducers.
Yet, the key idea of synchronizing the helicity, which is
connected with an m = 1 flow structure, by some tide-like
m = 2 perturbation might have wider applicability than just
for the TI case. An interesting candidate in this respect is
the m = 1 magneto-Rossby wave at the solar tachocline8–11,
which could open up a complementary route for synchroniz-
ing the solar dynamo by tidal forces.
Large-scale circulation (LSC)12–19, which appears in
Rayleigh-Bénard convection (RBC) when thermal plumes
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erupt from the boundary layer and self-organize into a fly-
wheel structure20, is another candidate. Quite similarly as
the TI, the m = 1 LSC also breaks spontaneously the axi-
symmetry (m = 0) of the underlying problem, and becomes
prone to secondary effects such as torsional21 and sloshing
modes22,23, reversals and even intermittent cessations17,19.
Experiments on the LSC problem were carried out with dif-
ferent working fluids, including water12,17,19, silicon oil12,
helium-gas13, air18, liquid mercury14,15, liquid sodium24, and
the eutectic alloy GaInSn25,26.
On closer consideration, the sloshing mode with its side-
wise motion transverse to the primary LSC vortex, turns out
to be connected with helicity oscillations. Some preliminary
simulations have recently shown that this sloshing motion of
the LSC can also be synchronized by an m = 2 perturbation,
although with a different frequency relation (2:1) than in the
TI-case. This effect, which might have to do with the different
numbers of vertically stacked vortices, needs further clarifica-
tion. At any rate, the interaction of the sloshing mode of an
LSC with some m= 2 perturbation seems quite promising for
experimentally evidencing the generic effect of helicity syn-
chronization by tide-like forces.
There are different ways to experimentally realize such per-
turbations. In a zonal wind experiment, for example, a de-
formable wall was used to force a tide-like perturbation27.
When using a liquid metal, electromagnetic forcing, modu-
lated in time, opens an alternative route for realizing an m= 2
flow perturbation. Such a concept of tide-like forcing will
be pursued in this paper, where we focus, though, mainly on
the spatial (m = 2) aspect of the tidal flow, leaving its time-
dependence and its influence on the LSC to future studies.
Our experiment utilizes the versatile MULTIMAG
system28, which allows for arbitrary superpositions of axial,
rotating, and travelling magnetic fields. In a recent paper29,
various combinations of the six coils, which are normally
used for producing the rotating magnetic field (RMF), have
been evaluated with respect to their suitability to generate
a typical tide-like m = 2 flow perturbation. Although these
preparatory simulations were made in the simple Stokes
approximation, they were indeed useful to discriminate
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2between different flow topologies when applying various
combinations of the available coils. A very favourable flow
structure appeared for the comparably simple configuration
that two oppositely situated coils are fed with AC currents
with a frequency of some tens of Hz.
Based on this prediction, we have carried out a correspond-
ing experiment in which we measured the electromagnetically
driven m = 2 flow in a vessel filled with the eutectic alloy
GaInSn. We will show that the measured flow structure corre-
sponds well with the results of accompanying OpenFOAM c©
simulations. This gives a solid basis for the combination of a
LSC flow produced by thermal convection with a modulated
m= 2 force, which is planned for further experiments.
II. EXPERIMENTAL SETUP
The experiments were performed in a cylindrical container
with inner diameter D = 2R =180 mm and aspect ratio Γ =
D/H = 1, where H is the height. On top and bottom, the
cylinder is bounded by two 220 mm diameter, 25 mm thick un-
coated copper plates. The sidewalls consist of polyether ether
ketone (PEEK). The cell is filled with the liquid metal alloy
GaInSn with Prandtl number Pr= 0.029. Other relevant phys-
ical parameters at 20◦ C are30: density ρ = 6350 kg/m3, kine-
matic viscosity ν = 3.44× 10−7 m2/s, and electrical conduc-
tivity σ = 3.27×106 (Ω m)−1. From the latter two values, we
derive a magnetic Prandtl number Pm= µ0σν = 1.40×10−6.
The configuration of sensor placements is illustrated in
Fig. 1. To measure the radial velocities, eight Ultrasound
Doppler Velocimetry (UDV) sensors are located at three dif-
ferent heights in the sidewall of the cell. They have a flat head,
8 mm in diameter and are excited with 7.8-8 MHz pulses. The
sampling time for one velocity profile is 2.7±0.2 s, if not
stated otherwise. Starting from the bottom boundary between
copper and the liquid alloy, the measurement planes “Bot”,
“Mid” and “Top” are located at heights of 10, 90 and 170 mm,
respectively. At each height, two sensors called “1” and “3”
are placed with an angle of pi/2 between them. Additionally,
the “Top” and “Bot” levels each have an additional sensor “2”
at the bisection between sensors “1” and “3”. Two further
UDV sensors for measuring the vertical flow component are
placed in the top copper plate at radial positions r/R = 0 and
r/R = 0.8. A more detailed description of the cell can be
found in26.
The m= 2 flow is driven by AC-currents through two rect-
angular, stretched coils which are situated on opposite sides
of the cylinder as delineated in Fig. 1. They consist of 80
turns each with a total inner height of 450 mm and an aver-
age distance between the long leg and the x-z centre plane of
145 mm28. When a current is run through the coils a mag-
netic field is generated, which is symmetrical to this centre
plane. A tunable AC power supply is used to create an al-
ternating current with defined amplitude and frequency in the
coils. The polarity of the coils is assigned in a way that the
magnetic field is concordant in both solenoids. This configu-
ration has turned out advantageous for generating the desired
flow field29. For the case that the vessel is not installed, the
FIG. 1: Schematic setup of the experimental cell showing the
UDV sensor placement and the measurement paths. The
arrangement of the excitation coils lying on the y-axis is
indicated by the dashed lines.
FIG. 2: RMS magnetic flux density at 25 Hz in the centre of
MultiMAG depending on the RMS value of the AC current.
The experimental cell was not installed during this
measurement.
correlation of the measured flux density and the applied coil
current is depicted in Fig. 2.
For the particular choice of an AC-current with RMS value
9 A and a frequency of 25 Hz, Fig. 3 shows an exemplary mea-
surement result of sensor MID1, i.e. the sensor at mid-height
with beamline in x-direction which is perpendicular to the y-
axis (connecting the two excitation coils). In principle, this
measurement shows a flow that is directed away from the
walls, leading to a positive projection (red) onto the ultrasound
beam for lower distances, and to a negative projection (blue)
for higher distances from the UDV sensor. Not surprisingly,
the resulting stagnation point is rather unstable, leading to a
3FIG. 3: Contour-plot of MID1 sensor data at 9 A and 25 Hz.
The sampling time of this particular measurement was
reduced to 75 ms. The unstable behaviour and the typical
timescale of the flow changes are apparent.
FIG. 4: Time averaged velocity (blue) and standard deviation
(orange) of the data of figure 3. The velocity value taken for
comparison of parameters is the peak to peak amplitude of
the averaged velocity vˆ.
“restless” behaviour of the flow.
Nevertheless, we can define a time average for all the pro-
files measured during this run, which yields a sinusoidal de-
pendence on the depth of the ultrasound beam (Fig. 4), with a
peak-to-peak amplitude vˆ ∼ 7 mm/s in this specific case. Ev-
ery measurement encompasses between 1300 and 1500 pro-
files which, in turn, are averages over 100 to 250 UDV emis-
sions (typically 150).
III. NUMERICAL SIMULATIONS
The corresponding numerical simulations of the tide-like
liquid metal flow were performed using the open source code
library OpenFOAM c© 5.x32. The geometry of the entire
model (Fig. 5) emulates as close as possible the real exper-
iment, including all physical parameters. The flow in the
cell was computed solving the incompressible Navier-Stokes
equation
∂u
∂ t
+(u ·∇)u=−∇p+ν∇2u+fEM , (1)
where the time-constant electromagnetic force density fEM
was pre-computed with Opera 1.7. Opera uses the FEA-
Method to solve the Maxwell equations and to output the body
force33. At all solid container walls the no-slip condition u= 0
was chosen as boundary condition for the flow field. No tur-
bulence model was used in the simulation of the fluid flow.
Anticipating the typical Reynolds number of the generated
tide-like flow, the cylindrical volume of 0.00458 m3 of the ex-
perimental cell was discretised using 1.3 million hexahedral
FIG. 5: Model setup for pre-computing the electromagnetic
force density in Opera 1.7. The two coils of the MultiMAG
system which are used in our experiment are indicated in red.
FIG. 6: Symmetric hexahedral mesh with 1.3 million
elements, cut in the central x− y plane, as generated for the
OpenFOAM simulations.
cells. The smallest cell of the plane symmetric mesh has a vol-
ume of 0.373 mm3 and the biggest one 7.89 mm3 (see Fig. 6
for an impression). Close to the walls, the cells are contracted.
For the correct computation of the electromagnetic body
force it is important to take into account the copper plates at
the top and the bottom which tend to homogenize (in vertical
direction) the body force in the fluid region. With increasing
frequency this force is concentrated at the side walls, due to
the skin effect. A typical force structure is shown (for the
special case 9.7 A and 25 Hz) in Fig. 7. Evidently, the force
mainly pushes radially inward along the x-axis, generating the
two oppositely directed jets which were already visible in the
experimental results (Fig. 3).
In the OpenFOAM simulation, at t = 0 s the body force is
applied to a u = 0 m/s base state. After some time, the flow
reaches a quasi-steady state. The specific flow structure, pro-
duced by an excitation current with 2.4 A and 25 Hz and aver-
aged over a simulation time of 10000 s, is illustrated in Fig. 8.
4FIG. 7: Structure of the body force as computed with Opera
and imported into OpenFOAM. The force points mainly
radially inward along the x-axis.
FIG. 8: Velocity field time averaged over 10000 s, showing
four quasi-two-dimensional vortices. I=9.8 A and f=25 Hz
At all three selected heights, it shows the presence of four very
similar, quasi-two-dimensional vortices, which are driven by
the radially inward directed body force along the x-axis. Fig-
ure 9 depicts in more detail this vortex structure in the mid-
height x− y-plane. While the time-averaged flow field shows
a very regular structure, the instantaneous flow can signifi-
cantly deviate from that average. This is illustrated in Fig. 10
in which the four-vortex structure is barely visible anymore.
IV. RESULTS
In this section we will present and compare the experimen-
tally measured velocity fields with the numerically determined
ones. In most detail we will discuss the results for the three
current amplitudes 9.7 A, 5.9 A, 2.4 A, with frequency 25 Hz,
while a few more results will be presented for currents up to
50 A and frequencies up to 200 Hz.
The parameter combination 9.7 A and 25 Hz produces rel-
atively high flow velocities which can be clearly identified
FIG. 9: Velocity field time averaged over 10000 s,
highlighting the four quasi-two-dimensional vortices at
mid-height. I=9.8 A and f=25 Hz
FIG. 10: Instantaneous flow structure at mid-height and
t=2760 s. I=9.8 A and f=25 Hz
by UDV. For six selected sensors, Fig. 11 shows the contour
plots of the actually measured signal (left column) and of cor-
responding “virtual sensors” as extracted from the numerical
simulation (right column). Evidently, sensor “Mid3”, measur-
ing along the y-axis at mid-height, shows a stable flow struc-
ture which points from the center towards the wall, leading
to a negative projection (blue) close to the sensor, and a pos-
itive projection (red) at greater depth of the ultrasonic beam.
While the division point between these two outward directed
jets remains rather stable, there are some fluctuations both in
the measured amplitudes and in the simulation.
In comparison with this quiet behaviour, sensor “Mid1”
shows much stronger fluctuations. As mentioned above, these
fluctuations are due to an instability of the stagnation point
where the two inward directed jets converge toward each
other. This leads to a bi-modal behaviour, with a tendency
of the stagnation point to stay for most of the time at either
side of the center rather than at the center itself.
The behaviour at the top and the bottom is not very different
from that at mid-height, as exemplified here for the inward
5FIG. 11: Contour plots of the flow speed for 9.7 A and 25 Hz. The left column shows measurement data, while the right column
shows virtual sensor data from the simulations.
directed jets at the top (“Top1”) and the outward directed jets
at the bottom (“Bot3”).
The most unstable situation is found at the sensors of posi-
tion “2" with a 45 degree angle to the coils which are situated
between sensors “1” and “3”. Evidently, at sensor “Top2” the
flow projection onto the ultrasound beam fluctuates strongly
and correlates thereby significantly with the movement of the
stagnation point of “Top1”. “Top2” is also sensitive to az-
imuthal rotations of the flow structure about the cylinder axis.
A similar fluctuation behaviour is seen in “Bot2”.
The corresponding contour plots for the lower current am-
plitudes 5.9 A and 2.45 A are presented in Fig. 12 and Fig. 13,
respectively. Compared with the previous case of 9.7 A, both
the flow amplitude and the typical frequency of the oscillation
of the stagnation point decreases for the case with 5.9 A. For
the extreme case with 2.45 A, we observe a very long transient
behaviour for the onset of the fluctuations. The typical flow
velocities are in the order of 1 mm/s which makes their clear
6FIG. 12: Contour plots of the flow speed for 5.9 A and 25 Hz. The left column shows measurement data, while the right column
shows virtual sensor data from the simulations.
identification by UDV challenging.
Apart from the mentioned oscillatory motion of the stag-
nation point, for the time-averaged flow structure we find a
nearly perfect agreement between measurement and simula-
tion. For the case with 9.7 A and 25 Hz, this is illustrated for
sensors Mid1 and Mid3 in Fig. 14 and Fig. 15, respectively.
The bi-modal behaviour of the stagnation point of the two
inward directed jets is analysed in Fig. 16. It shows, for
the three considered current amplitudes, the experimentally
measured and numerically determined probability densities
of the velocity in x-direction (as seen by sensor Mid1) in
the centre of the cell. Apart from some slight quantitative
differences, experiments and simulations show a distinct bi-
7FIG. 13: Contour plots of the flow speed for 2.45 A and 25 Hz. The left column shows measurement data, while the right
column shows virtual sensor data from the simulations.
modality of this velocity component. Due to the finite ex-
perimental/simulation time and possibly some geometric im-
perfections of the experiment, the bi-modality is not perfectly
symmetric. For the lowest current 2.45 A the period of the
stagnation point oscillation is already so large that the stagna-
tion point stays completely on one side.
After focusing on the flow behaviour for three particular,
and weaker, current amplitudes, we will now summarize the
dependence of the averaged flow amplitudes on the amplitude
and the frequency of the current. For frequencies 25 Hz and
100 Hz, Fig. 17 indicates a mainly linear dependence of the
flow amplitude on the current amplitude, with some notable
deviations above 30 A. Corresponding simulations, carried out
for 25 Hz until 30 A, show in general a good agreement with
the experiments.
For two exemplary current amplitudes 19.4 A and 48.5 A,
Fig. 18 illustrates the dependence of the flow amplitude on
the frequency of the current. Here we observe a maximum
8FIG. 14: Comparison of simulated and measured average
flow speed for sensor MID1. I=9.8 A, f=25 Hz
FIG. 15: Comparison of simulated and measured average
flow speed for sensor MID3. I=9.8 A, f=25 Hz
approximately at 50-100 Hz, depending mildly on the current
amplitude. At too low frequencies, the slowly changing
magnetic field only weakly couples to the flow, while for too
high frequencies the field is hindered in penetrating the vessel
by the skin effect. The frequency 25 Hz seems particularly
suitable for the later synchronization experiments since on
the one hand, it is only slightly below the optimum frequency,
and has on the other hand a large enough penetration depth
to produce a rather smooth forcing distribution that is not too
closely concentrated at the walls.
Our last result concerns the dependence of some typical
time-scales on the current amplitude. While neither experi-
ments nor simulations are long enough to allow for a reason-
able statistics of the periods of the oscillation between differ-
ent stagnation points, we can still determine the build-up time
TABLE I: Fit parameters “a” for Eq. 2 used in Fig. 19, with
r2 denoting the square of Pearsons correlation coefficient.
a [s−1A−2] r2
25 Hz sim 1.286e-4 0.9812
25 Hz exp 1.037e-4 0.9987
100 Hz sim 1.541e-4 0.9956
for the saturated mean square velocity u¯2, where typically the
oscillation starts. The corresponding dependencies, obtained
numerically and experimentally, are plotted in Fig. 19. As u¯2
is not available in the experiments, the points were estimated
from the destabilization of the stagnation point in the contour
plots.
According to the Navier-Stokes equation and the induction
equation, the acceleration of the fluid is proportional to the
squared current amplitude. Therefore the build-up time τb is
modelled to decrease with increasing current amplitude IˆRMS
following the equation
τb =
1
a · Iˆ2RMS
(2)
The determined fit parameters are listed in Table I.
At the lowest applied current of 2.45 A with a frequency of
25 Hz, the flow becomes unstable at τb ≈ 1800s. With view
on the later RBC experiment31 this exceeds the Large-Scale-
Circulation (LSC) time by more than one order of magnitude.
If we consider a sinusoidal swelling excitation of the tide-like
forcing, the choice of I=2.45 A seems therefore not ideal. For
this purpose, currents of 5.9 A with a build-up time τb ≈ 300s,
or I=9.7 A with τb ≈ 150s, seem to be more suitable. How-
ever, as the m= 2 forcing is supposed only to synchronize the
sloshing instability of the LSC and not to dominate the en-
tire flow structure in the vessel, for each Rayleigh number a
optimization of the current will be required.
V. CONCLUSIONS AND PROSPECTS
In this paper we have compared experimental and numer-
ical results on the tide-like flow in a cylindrical volume of a
liquid metal that is driven by AC currents in two oppositely
situated coils. With Ampere-turns in the order of 1000 A flow
speeds of 10 mm/s are easily obtainable, despite the relatively
large distance of the coils from the rim of the liquid metal.
The dependence of the flow intensity on the AC current fre-
quency shows a rather broad plateau between 25 and 100 Hz;
at 25 Hz we find a good compromise between a not too shal-
low skin depth and a reasonable forcing.
In the next step we plan to act with the modulated electro-
magnetic forcing onto the typical LSC flow of RB convection.
As shown in26, the free fall time τ f f of the LSC is in the range
of a few seconds, leading to a typical oscillation frequency
of the sloshing mode of τosc ∼ 10τ f f of some tens of seconds.
This also correspond to the the period of modulating the m= 2
forcing which we expect will lead to a resonant excitation of
9FIG. 16: Histograms of the velocity of sensor MID1 at the centre of the cylinder. On the left experimental data, on the right,
CFD velocities.
the sloshing mode, and thereby of the helicity oscillation of
the LSC.
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