Robust transceiver design against unresolvable system uncertainties is of crucial importance for reliable communication. For instance, full-duplex communication suffers from such uncertainties when canceling the self-interference, since some residual self-interference (RSI) remains uncanceled due to imperfect channel knowledge. We consider a MIMO multihop system, where the source, the relay and the destination are equipped with multiple antennas. The considered decode-andforward (DF) hybrid relay can operate in either half-duplex or full-duplex mode, and the mode changes adaptively depending on the RSI strength. We investigate a robust transceiver design problem, which maximizes the throughput rate of the worstcase RSI under the self-interference channel uncertainty bound constraint. The yielded problem turns out to be a non-convex optimization problem, where the non-convex objective is optimized over the cone of semidefinite matrices. Without loss of generality, we simplify the problem to the optimization over multiple scalar parameters using majorization theory. Furthermore, we propose an efficient algorithm to obtain a local optimal solution iteratively. Eventually, we obtain insights on the optimal antenna allocation at the relay input-frontend and output-frontend, for relay reception and transmission, respectively. Interestingly, given a number of antennas at the relay, the robustness improves if more antennas are allocated to reception than to transmission.
I. INTRODUCTION
Reliability and throughput are two of the most crucial requirements for the next generation of wireless networks. Optimally relaying the signal from a source to a destination can help enhance reliability and capacity of networks and is currently an active research area [1] . Furthermore, relaying is the only communication means in disaster scenarios if the direct source-destination link is not available. Exploiting a relay for improving communication throughput rate raises several questions to be answered. For instance, how should the relay process the received signal before dispatching it to the destination? Now, relay can receive a signal from the source, process it and transmit it towards the destination in a successive manner. This type of relaying technique is known as halfduplex relaying. Alternatively, while receiving a signal at a certain time instant, a relay can simultaneously transmit the previously received signals. This technique is known as fullduplex relaying [2] . Authors in [3] FD techniques. In [4] , authors propose a scheme for users in Device-to-Device enabled in-band FD networks.
As a consequence of transmitting and receiving at a common resource unit, the relay is confronted with self-interference (SI). Note that, full-duplex relaying potentially increases the total throughput rate of the communication compared to the half-duplex counterpart, only if the SI is handled properly at the relay input. By physically isolating the transmitter and receiver frontends of the relay, a significant portion of SI can be reduced [5] , [6] . Moreover, analog and/or digital signal processing at the relay input can be utilized to cancel a portion of SI [7] - [12] . This can be realized if the estimate of the SI channel state information (CSI) can be obtained at the relay. These SI cancellation procedures can effectively mitigate the destructive impact of SI up to a certain level. Hence, the remaining portion, so-called residual self-interference (RSI), is still observed at the relay input. The distribution of the RSI is investigated in [13] , [14] . The authors in [15] study the impact of RSI on practical setup. Moreover, the authors in [16] categorize the RSI sources in full-duplex in-band communication. This RSI is mainly due to the channel estimation uncertainties and also the transmitter noise. Therefore, the quality of channel estimation plays an important role for limiting RSI if the conventional modulation techniques are utilized. Interestingly, the authors in [17] employ a superimposed signaling procedure (asymmetric modulation constellation) in the basic point-topoint FD communication for cancelling the SI and further retrieving the desired information contents without requiring channel estimates. The RSI degrades the performance of the communication quality evidently. The authors in [18] study the degrees-of-freedom (DoF) performance of FD cellular network in the presence of RSI. Furthermore, the authors in [19] with such degradation. Having the RSI, the authors in [20] study the capacity of Gaussian two-hop FD relay.
By exploiting multiple antennas at the relay, the throughput rate from the source to destination can be improved [21] , [22] . Using multiple antennas at the relay provides the feasibility of SI cancellation spatially by beamforming techniques such that the impact of SI can be mitigated [23] , [24] . For instance, zeroforcing (ZF) beamforming forces the SI to zero at the relay input, however, it is not an optimal scheme in weak SI regimes if the relay is equipped with a limited number of antennas. Here, they show the optimality of ZF process at the relay with a very large antenna array. In contrast, ZF process at the relay is shown to be optimal when there are a massive number of antennas at the relay [25] , [26] .
Further, exploiting multiple antennas at the source and destination can provide the opportunity for improving the communication throughput rate. In a MIMO multi-hop system, the authors in [27] investigate a amplify-and-forward (AF) relay, where the precoder at the relay and the decoder at the destination are jointly optimized for maximizing the sourcedestination throughput rate. Moreover, the authors in [28] study the power allocation problem in two-hop decode-andforward (DF) MIMO FD relaying. These works mainly assume a single stream transmission, which is not always optimal. The authors in [29] consider a MIMO decode-and-forward (DF) relaying scheme with energy harvesting demands at the relay fulfilled by the source. Assuming FD multi-pair communication with multi-antenna transceivers, the authors in [30] study the weighted sum-rate maximization, where they rendered the problem to the weighted mean squared error (MSE) minimization for obtaining low-complex algorithm. These works mainly assume the availability of the SI channel for optimal MIMO pre-and post-processing tasks, where the RSI is simply treated as noise with estimated statistical moments. However, these estimates can not be guaranteed to be valid for all applications and scenarios. Hence, the study of a robust design becomes crucially important.
Robust transceiver design against the worst-case RSI channel helps find the threshold for switching between HD and FD operating modes in hybrid relay systems. The authors in [31] investigate a robust design for multi-user full-duplex relaying with multi-antenna DF relay. In that work, the sources and destinations are equipped with single antennas. Moreover, the authors in [32] investigate a robust transceiver design for FD multi-user MIMO systems for maximizing the weighted sumrate of the network.
Contribution: We consider a DF multi-hub system with multiple antennas at the source, relay and destination. In this system, we allow multi-stream beamforming for throughput rate maximization. The optimization of maximum achievable rate of the DF full-duplex relaying is cast as a non-convex optimization problem. The complexity of this problem is shown to be reduced analytically using majorization theory. We propose an efficient algorithm to solve this problem in polynomial time. Finally, the transmit signal covariances at the source and the relay are designed efficiently to improve robustness against worst-case RSI channel in a given uncertainty bound.
II. SYSTEM MODEL
We consider the communication from a source equipped with M antennas to a destination with N antennas. The reliable communication is assumed to be only feasible by means of a relay with K t transmitter and K r receiver antennas at the 
respectively, where κ ∈ {0, 1}. Notice that, κ = 0 coincides with HD relaying and κ = 1 denotes FD relaying. The transmit signal of the source is denoted by
, and the transmit signal of the relay is represented by x r ∈ C Kt , with the covariance matrix
The additive noise vectors at the relay and destination are denoted by n r ∈ C Kr and n d ∈ C N , respectively, which are assumed to follow zero-mean Gaussian distributions with identity covariance matrices. The source-relay channel is represented by H 1 ∈ C Kt×M and the relay-destination channel is denoted by H 2 ∈ C N ×Kr , see Fig. 1 . These channels are assumed to be perfectly known. Furthermore, the selfinterference (SI) channel at the relay is represented by H r , which is assumed to be known only imperfectly. In what follows, we present the achievable throughput rates for the HD and FD relaying. In the next section, we start with the HD relay, in which κ = 0.
III. ACHIEVABLE RATE (HALF-DUPLEX RELAY)
Suppose that the relay employs DF strategy. We consider a simple half-duplex relay, where the source and the relay transmit in two subsequent time instances. Using time sharing, the achievable rate between the source and destination nodes is given by
in which R HD sr and R HD rd are the achievable rates on the source-relay and relay-destination links, respectively, and α is the time-sharing parameter. Note that, in half-duplex relaying the source and relay transmissions are conducted in separate channel uses. Thus, these rates are given by
Now, the transmit covariance matrices Q s ∈ H M×M and Q r ∈ H Kt×Kt are optimized by maximizing the achievable rate from the source to the destination. Here, the convex cone of Hermitian positive semidefinite matrices of dimensions M ×M and K t × K t are represented by H M×M and H Kt×Kt , respectively. Importantly, for maximizing this achievable rate, the time-sharing parameter, i.e., α needs to be optimized alongside the system parameters, e.g., power allocation. Readily, optimal α occurs at αR HD sr = (1 − α)R HD rd . Therefore, the achievable rate becomes as follows,
The throughput rate maximization problem is cast as max Qs,Qr 
Notice that R 1 and R 2 correspond to the right singular matrices of H 1 and H 2 , respectively, with
The diagonal matrices Γ ⋆ s and Γ ⋆ r are determined by the water-filling algorithm [33] as
respectively. The water levels τ s and τ r are chosen such that they satisfy the power constraint, i.e., Tr τ s I − (Σ 1 Σ H 1 ) −1 = P s , and Tr τ r I − (Σ 2 Σ H 2 ) −1 = P r . Next, we determine the maximum achievable rate for the full-duplex relay.
IV. ACHIEVABLE RATE (FULL-DUPLEX RELAY)
In this case both links are active at the same time. As a result, the signals from the relay transmitter interfere with the receiving signal at the relay receiver. We assume that an estimate of the self-interference (SI) channel H r is available at the relay denoted byĤ r . Hence, the unknown channel estimation error (residual self-interference channel) represented byH r is given asH
In this work, we assume that some portion of the SI is canceled based on the available estimateĤ r , such that only a residual self-interference (RSI) remains. Here, we represent this portion byH r x r . Considering a full-duplex decode-and-forward relay, the following rate is achievable
in which
Notice that, with perfect SI channel state information, the SI could be completely removed from the received signal at the relay input-frontend. However, assuming that the RSI remains uncanceled, a robust transceiver against the worst-case RSI channel is required which is formulated as an optimization problem as follows
in which the throughput rate with respect to the worst-case RSI channel is maximized. In constraint (16c), T represents the RSI channel uncertainty bound. Notice that, Tr(H rH H r ) represents the sum of the squared singular values of H r . It should be noted that, using a bounded matrix norm is the most common way for modeling the uncertainty of a matrix [34] , [35] . Next, we investigate the optimal design for the full-duplex relay with the worst-case RSI.
Using the following theorem and lemma, we show that for every possible choice of H 1 and H 2 , there exists at least one set of simultaneously diagonalizable matrices H r , Q s and Q r that are the solutions to the problem (16).
Lemma 1. For two positive semi-definite and positive definite matrices A and B with eigenvalues
Proof. Consider the Fiedler's inequality given by [36] ,
Furthermore, given B as a positive definite matrix, the followings hold,
Now, dividing the sides of (18) by B , one can readily obtain (17) .
Note that, in (17) the inequalities hold with equalities if and only if A and B are diagonalizable over a common basis. Using the result of lemma 1, one can obtain
Also it holds that
Note that, the inequality holds with equality whenever
H r occupy a common basis. Now, instead of doing the minimization over the left-hand side (LHS) of equation (22), we can first minimize the right-hand side (RHS) to find the optimum eigenvalues. Then show that there exists matrices with those optimum eigenvalues and as a result, the inequality becomes equality. Remark 1. Having equality C =H r Q rH H r , one can generally conclude det (C) = det H H rHr det (Q r ). Further, using the properties of determinant we can also conclude
is a random permutation of i and indicates that there is no need for λ ρ(i) H H rH r to be in decreasing order. However, one cannot generally conclude λ i (C) = λ ρ(i) H H rH r λ i (Q r ) for every single i, unlessH H rHr and Q r share common basis. As a result of Remark 1, in a general case, we cannot rewrite (22) 
Similarly, for everyH r and Q r , there exists at least one matrix H ′ r for which we have
Proof. The proof is given in Appendix I.
For the sake of simplicity, we use following notions for the rest of the paper, 
Note that, the two additional constraints (33e) and (33f) need to be satisfied due to the conditions of Lemma 1 (i.e. eigenvalues have to be in decreasing order). Interestingly, these two additional constraints are affine. The above optimization problem can further be simplified using the following lemma,
The objective function of the optimization problem (33) is optimized when the constraints(33b) and (33d) are satisfied with equality.
Proof. Proof is given in the Appendix II.
Exploiting lemma 2, problem (33) is now reduced to, max γs,γr
Now, we need to solve the optimization problem (34) . It can be readily shown that R FD rd is monotonically increasing function of P r . Furthermore, one can show that R FD sr is an increasing function w.r.t. P s and decreasing function w.r.t. T and P r (See Appendix III). Consequently, the worst-case RSI chooses a strategy to reduce the spectral efficiency, while the relay and the source cope with such strategy for improving the system robustness. That means, on one hand the RSI hurts the stronger eigendirections of the received signal space more than the weaker ones. However, on the other hand the source tries to cope with this strategy adaptively by smart eigen selection. Define U = P r , L = 0,P (1) r = Pr 2 and E 1 = 1 13 : 
if R This process clearly makes optimization problem complicated at the source-relay side. Unlike the source-relay side, the resource allocation problem at the relay-receiver side is rather an easy task. Because in the relay-receiver side there is only one maximization and we can find the sum capacity simply by using the well-known water-filling algorithm. Observe that although finding each of R FD sr and R FD rd separately is a convex problem, the problem (34) as a whole is a non-convex one. Therefore in this paper, first we try to find each of R FD sr and R FD rd separately by doing a convex optimization problem, and then, assign the best values to R FD sr and R FD rd accordingly in order to reach the global optimum. As a result, the algorithm suggested by this paper gives an achievable rate and not the exact capacity. Notice that the optimum values for the transmission power on relay side may not sum to P r . the reason is that R FD sr is a monotonically decreasing function of P r and as we are interested in the min(R FD sr , R FD rd ), in the case of R FD sr < R FD rd we will have min(R FD sr , R FD rd ) = R FD sr . Therefore it is in our interest not to use all the allowed power at the relay transmitter to increase R FD sr . Similarly, in the case of R FD sr > R FD rd we have min(R FD sr , R FD rd ) = R FD rd which can be increased by increasing the total power usage of relay's transmitter. In general, it is easy to check that in order for min(R FD sr , R FD rd ) to be maximized, one must have R FD sr = R FD rd . However, in the case that we are already using the maximum allowed power at the relay's transmitter and we still have R FD sr > R FD rd , the problem cannot be further improved and the algorithm ends. The general idea of our algorithm is to solve R FD sr and R FD rd separately and then try to find P ⋆ r in a way we have R FD sr (P ⋆ r ) = R FD rd (P ⋆ r ). If it turns out that P ⋆ r > P r , this means that the best value for relay input power is beyond the limit imposed by the constraints, so we consider P r as the optimal value for the relay's input power. In order to find P ⋆ r , first we define the function g(P) = R FD sr (P) − R FD rd (P) as a function of relay input power P, and then we find each R FD sr (P) and R FD rd (P) separately. To find g(P) for every given P, first we use water filling and find the best input power λ r policy at the relay-receiver side. Then R FD rd (P r ) can be readily calculated. Next, we use λ r to calculate λ s and σ r at the transmitter-ralay side. Finally, having all λ r , λ s and σ r we can find the value of R FD sr (P r ). As discussed before, we are interested in finding the P such that R FD sr (P) = R FD rd (P). Observe that, to find such P it is sufficient to find the zeros of g. Hence, in the main algorithm we first solve the problem by setting P = P r and then check whether we have R FD sr < R FD rd or R FD sr ≥ R FD rd . In case that R FD sr ≥ R FD rd happens, the algorithm ends since it suggests P ⋆ r ≥ P r , and by taking power constraints into account we conclude P ⋆ r = P r . Otherwise, algorithm should keep going until it finds P ⋆ r . Note that when R FD sr < R FD rd we have g(P r ) < 0. Also we know g(0) = R FD rd (0) − R FD sr (0) = R FD rd (0) ≥ 0. Therefore, for P ∈ [0 P r ] we have g(a)g(b) ≤ 0 and we can use the wellknown Bisection method to find the zero of g (Bisection can find the zero of a continuous function g in the interval [a b] if we have g(a)g(b) ≤ 0). Also, as mentioned before R FD sr is a monotonically decreasing function of P r whereas R FD rd is monotonically increasing function of P r (See Appendix III). As a result, g is a monotonically decreasing function of P r and therefore, it only has one zero in [0 P r ]. The pseudo code for for finding the optimal singular and eigenvalues is provided in Algorithm 1. Now we focus on how to find R FD sr . In order to find the sum rate for source-relay part, we assume that we are already given γ ⋆ r which is the vector of relay input powers that maximizes the sum rate in relay-destination part. The next step is to do the minimization over σ r and the maximization over γ s . One approach to solve this problem is to solve it iteratively. In this method, first one finds the optimal γ s by solving the maximization part under the assumption that the optimal σ r is given, and then, having the optimal γ s the minimization problem can be solved efficiently. This process goes on until the convergence of γ s and/or σ r . The maximization part is done using water-filling method. However, the extra conditions ∀ i ≤ min(M, K r ), σ 2 1i γ s ρ(i) ≥ σ 2 1i+1 γ si+1 should be taken into account. For instance, if the optimal value for γ si turns out to be equal to zero, we then should have γ sj = 0 for all j > i irrespective of their SNR. As it can be seen in Fig.  2 these extra restrictions act like caps on top of the water and creates multilevel water-filling which can be construed as a cave inside the water. Algorithm 2 provides the detail of multilevel water-filling. For the minimization part, Lagrangian multiplier is used. We have
Calculating ∂L ∂σ 2 r i = 0 we arrive at
As σ 2 ri is always non-negative, the only solution would be n
where λ is the water level. Similarly to the maximization case, there is also extra constraints γ ri σ 2 s ρ(i) ≥ γ ri+1 σ 2 ri+1 that must be considered during the minimization process. However, it can be shown that if the constraints γ ri ≥ γ ri+1 and σ 2 1i γ s ρ(i) ≥ σ 2 1i+1 γ si+1 are already met, then constraint γ ri σ 2 s ρ(i) ≥ γ ri+1 σ 2 ri+1 becomes redundant. The proof is given in Appendix IV.
V. NUMERICAL RESULTS
We assume equal transmit power budgets at the source and at the relay are equal and we provide the simulations for case Fig. 3 : The transmit power budget at the source and the relay are assumed to be equal, i.e., Ps = Pr = P = 5. P = P s = P r = 5 . Moreover, the receiver AWGN variance is assumed to be unity. We investigate the performance of full-duplex relaying with RSI channel uncertainty bound T , i.e., Tr(H rH H r ) ≤ T . We consider the column vectors of the source-relay and the relay-destination channel matrices to be from zero-mean Gaussian distribution with identity covariance matrices. That means, by representing the i-th column of H 1 and j-th column of H 2 as h 1i and h 2j , respectively, we assume h 1i ∼ CN (0, I) and h 2j ∼ CN (0, I). We perform Monte-Carlo simulations with L = 10 4 realizations from random channels and noise vectors. Hence, the average worst-case throughput rate is defined as the average of worst-case rates for L randomizations, i.e., R av = 1 L L l=1 R l . Notice that, for each set of realizations, i.e., {H 1 , H 2 , n r , n d }, we solve the robust transceiver design as is elaborated in Algorithm 1. We run two sets of simulations as described in two following subsections.
A. Antenna Array Increment
We consider two cases, where the source, relay and destination are equipped with (a)-small antenna array and (b)-large antenna arrays. For these cases, we have (a)-M = 4, K r + K t = 10, N = 4 (b)-M = 10, K r + K t = 24, N = 10 These cases are considered to highlight the performance of full-duplex DF relaying as a function of number of antennas with the worst-case RSI. Interestingly, as the number of antennas at the source, relay and destination increase, fullduplex relaying achieves a higher throughput rate even with strong RSI. Furthermore, notice that the worst-case RSI casts strong interference on the strong streams from the source to the destination. With very low RSI power T → 0, full-duplex almost doubles the throughput rate compared to the half-duplex counterpart. This can be seen in Fig. 4 , where the curves cross the vertical axis. However, as T increases, the efficiency of full-duplex operation drops. As can be seen in Fig. 4 , by using more antennas for reception than for transmission, i.e., K r > K t , at the relay, the throughput rate is maximized for worst-case FD relay. This is due to the fact that, increasing the signal-to-noise ratio (SNR) of the source-relay streams enhances the overall throughput rate more than the increase by the DoF of the relay-destination link. However, notice that in this setup the overall DoF from the source to destination is limited by the DoF of the sourcerelay link. Fig. 4 shows the sum rate as a function of K r for different values of T where {M, K t + K r , N } = {4, 8, 4} and {M, K t + K r , N } = {8, 8, 8} respectively. As it can be seen, when T = 0, by increasing the total DoF sum rate increases as well. Furthermore, at a specific total DoF increasing T is more harmful for cases where K r ≤ K t compared to the cases where K r > K t . For instance, for the case of {M, K t , K r , N } = {4, 3, 5, 4} we have DoF sr = 3 and DoF rd = 4 which means the total DoF of the system is 3. Here, the results show that although the total DoF for both {M, K t , K r , N } = {4, 3, 5, 4}
B. Relay Tx/Rx Antenna allocation
and {M, K t , K r , N } = {4, 5, 3, 4} is 3, the sum rate capacity of the latter is much better than that of the former. This is because of the fact that when DoF sr > DoF rd , interference can at most damage the SNR of DoF sr − DoF rd sub channels at the source-relay side. Therefore, source can manage to gain more sum rate by choosing its power allocation wisely. On the other hand, in the case of DoF sr ≤ DoF rd , no matter how well the power allocation is done, all sub channels suffer from interference at the source-relay end.
VI. CONCLUSION
In this paper, we investigated a multi-antenna source communicating with a multi-antenna destination through a multiantenna relay. The relay is assumed to exploit a decode-andforward (DF) strategy. The transceivers are designed in order to be robust against the worst-case residual self-interference (RSI). To this end, the worst-case achievable throughput rate is maximized. This optimization problem turns out to be a non-convex problem. Assuming that the degrees-of-freedom (DoF) of the source-relay link is less than the DoF of the relaydestination link, we determined the left and right matrices of the singular vectors of the worst-case RSI channel. Then, the problem is simplified to the optimal power allocation at the transmitters, which guarantees robustness against the worstcase RSI singular values. This simplified problem is still nonconvex. Based on the intuitions for optimal power allocation at the source and relay, we proposed an efficient algorithm to capture a stationary point. Hence, in a DF relay with multistream beamforming, we determine the critical point where the half-duplex relaying outperforms the full-duplex relaying. This critical point provides a mode-switching threshold in hybrid half-duplex full-duplex relay systems.
VII. APPENDICES

APPENDIX I PROOF OF THEOREM 1
Before stating the proof, first we introduce the following definitions.
Definition 1. For a vector a, we denote vector a ↓ which has the same components as a except that they are sorted in a decreasing order.
The vector a is said to be majorized by vector b and denoted by a ≺ b if we have:
where a ↓ i is the i'th component of a ↓ , N is the number of vector components and K ≤ N . If the last equality does not hold, a is said to be weakly majorized by b and denoted by a ≺ w b Definition 3. The vector a is said to be multiplicatively majorized by vector b and denoted by a ≺ × b if we have:
also, it is easy to check
To begin with, we know that for n × m matrix A and m × n matrix B we have λ i (AB) = λ i (BA), ∀i ∈ {1, · · · , min(m, n)}. Also the only difference between eigenvalues of BA and AB are the number of eigenvalues 0. 
Now, we define vector λ(Q ′ s ) and set its components to be
. By defining λ ρ(i) (Q ′ s ) instead of λ i (Q ′ s ), we emphasize that the elements of λ(Q ′ s ) are not necessarily in decreasing order. Then, we construct the matrix Q ′ s having the same eigenvectors as those of H H 1 H 1 and the eigenvalues λ ρ(i) (Q ′ s ). One can check that for each i we have
Lemma 3. If A and B are semidefinite Hermitian matrices with λ min(m,n) (AB) > 0, then log(λ(AB)) − log(λ(B)) ≺ log(λ(A)).
Proof. The proof is given in [37, H.1,e].
Using the above lemma we can conclude
Then, immediately we can conclude
Remark 2. It is worth mentioning that, depending on channel realizations, the optimal Q s might contain some zero eigenvalues. In such cases, we can simply ignore the zeros and construct matrix Q ′ s with dimension (n − k) × (n − k) matrix . Similarly, in the cases whereH H rH r has some zero eigenvalues, we can do the same and proceed to constituteH ′ s using only nonzero eigenvalues ofH H rHr and add the zeros back to the result again at the end.
Finally, we use the following lemma to show thatH ′ r and Q ′ s are in the feasible set. Lemma 4. For two vectors a and b, if we have a ≺ × b, then we have a ≺ w b.
Proof. The proof if given in [37, 5.A.2.b ].
Exploiting the above lemma one concludes:
which consequently results in
Therefore, there exists Q ′ s andH ′ r fulfilling (23)- (25) , which satisfy
APPENDIX II PROOF OF PROPOSITION 2 In this section we prove that the problem
can be further simplified to
The proof is by contradiction. Starting with the minimization, assume that the optimal vector σ ⋆2 r , for which we have R FD sr (σ ⋆2 r ) ≤ R FD sr (σ 2 r ), does not sum to T and thus, we have σ ⋆2 r 1 < T . Then there exists ε > 0 for which we have σ ⋆2 r 1 + ε = T . Now define
Note that we have
Also, as we have ε > 0, there is at least one ε i which is strictly greater than zero i.e. ε i > 0. Now define
One can check that i σ ′2 N ) . As a result σ ′2 r ρ(i) meets the constraints and could be a feasible solution. Note that, as γ ⋆ s is the optimal source power allocation based on all other parameters, by changing σ ⋆2 r to σ 2 r , γ ⋆ s might also change. However, we created each σ 2 r ρ(i) in a special way to avoid this change. To show this, first notice that we have
where λ is water level and can be found based on power constraints. Substituting new power allocation for interference, we get new power allocation for input power as follow
where (a) comes from the fact that ε / N j=1 σ 2 1 j γr j is a constant independent of i, so we can define λ ′ = λ + ε / N j=1 σ 2 1 j γr j . This shows, for σ ′ 2 r , all the optimal variables and parameters remain the same as those of σ ⋆2 r . Now we compare R FD sr for both cases. First, notice that we have ∀i, ε i ≥ 0 and among them there is at least one index i ′ , for which we have ε i ′ > 0. This means ∀i, σ ′ 2 r ρ(i) ≥ σ ⋆2 r ρ(i) and σ ′ 2
. Now, notice that
1+γr i x is a monotonically decreasing function of x. Thus, we have f i (σ ′ 2 r ρ(i) ) ≤ f i (σ ⋆2 r ρ(i) ) and
). Adding all above inequalities, we get
The above equation indicates R FD sr (σ ⋆2 r ) > R FD sr (σ 2 r ) which contradicts the first assumption R FD sr (σ ⋆2 r ) ≤ R FD sr (σ 2 r ). Then, the proof of the minimization part is complete.
For the maximization part, the general idea is the same. Again, the proof is by contradiction. We assume the optimal vector γ ⋆ s , for which we have R FD sr (γ ⋆ s ) ≥ R FD sr (γ s ), does not sum to P s . Therefore, we have γ s 1 < P s . Then there exists ε > 0 for which we have γ s 1 + ε = P s . Now we define
where, η = i 1+σ ⋆ 2 r i γr i σ 2 1 i + γ ⋆ si . Now we define the new source power allocation as below
One can check that i γ ′ s ρ(i) = P s and σ 2 1i γ ′ s ρ(i) ≥ σ 2 1i+1 γ ′ s ρ(i+1) . Thus, the new source power allocation is in feasible set. Now the remaining is to make sure the new allocation does not change the corresponding σ 2 r . Using Lagrangian multiplier we have
Now notice that we have ∂ i log 2 (1+ ε η ) ∂σ 2 r i = 0 and ∂ i log 2 (1+ ε η ) ∂λ = 0. As a result, the optimum interference allocation for γ ′ r is the same as that of γ ⋆ r . Similarly to the case of minimization, here we have i ε i = ε. Also we have ε i ≥ 0 and there exist at least one i ′ for which we have ε i ′ > 0. 
in which (a) holds because γ ri ≥ γ ri+1 and (b) holds because σ 2 1i γ s ρ(i) ≥ σ 2 1i+1 γ s ρ(i+1) .
