Abstract. A set P of n points in R d is separated if all distances of distinct points are at least 1. Then we may ask how many of these distances, with multiplicity, lie in an interval [t, t + 1]. The authors and J. Spencer proved that the maximum is (n 2 /2)(1 − 1/d) + O(1). The authors showed that for d = 2 and P separated, the maximal number of distances, with multiplicity, in the union of k unit intervals is (n 2 /2) (1 − 1/(k + 1) + O(1)). (In these papers the unit intervals could be replaced by intervals of length const d · n 1/d .) In this paper we show that for k = 2, and for any n, this maximal number is (n 2 /2)(1 − 1/m d−1 + O (1) . For d = 4, 5 we can replace unit intervals by intervals of length const d · n 1/d , and the maximum is the respective Turán number, for n ≥ n(d).) We also investigate a variant of this question, namely with k intervals of the form [t, t(1+ ε)], for ε < ε(d, k), and for n > n(d, k). Here the maximal number of distances, with multiplicity, in the union of k such intervals is the Turán number T (n, (d + 1) k + 1). Several of these results were announced earlier by Makai-PachSpencer.
§1. Introduction
Let us have n points in R d each pair lying at least 1 apart. We ask for the maximum number of pairs from among our n points, whose distances lie in the union of k unit intervals (or intervals of length c d,k n 1/d , c d,k > 0 sufficiently small). [EMPS] showed for k = 1 that for n sufficiently large the number of these pairs is at most [a, b] is at most n· ⌊b−a⌋+1 , since we can count the distances by their left end-points. This is rather near to the sharp estimate, cf. the example of the integers, or arithmetic sequences -e.g. for [a, b] = 4 3 , 5 3 .) We are going to describe a construction for each d ≥ 2 and k ≥ 1, which we believe to be rather close to the truth for d fixed, k tending to infinity, and also for k fixed, d tending to infinity.
Let n be fixed. Let P ⊂ R d−1 be a finite point set with all distances sufficiently large. Suppose the distances determined by P all lie in the union of k intervals of length ε each, where 0 ≤ ε < 1. Let P = {x 1 , . . . , x m }. Let n = n 1 + · · · + n m , where each n i is n m or n m . We construct a point system Q = Q(P) of n points in R d = R d−1 × R as follows: Q = {x i + je d : 1 ≤ i ≤ m, 1 ≤ j ≤ n i }, where e d is the d-th unit basic vector in R d . If all the distances determined by P are large enough, then still the distances of all pairs of points x i 1 − j 1 e d and x i 2 + j 2 e d with i 1 = i 2 will lie in the union of k unit intervals (or of k arbitrarily small intervals, provided ε can be made arbitrarily small). The number of these pairs is + O(1), for n → ∞. Now we describe the construction of such a point system P in R d−1 , for any d ≥ 2 and any k ≥ 1, using an example from A. Blokhuis -J. J. Seidel [BS] , p. 145. Let d − 1 = e + f , e, f ≥ 0 integers. Let 0 ≤ p ≤ k be an integer; for e = 0 let p = 0. Let e = e 1 + · · · + e ℓ , where each e i is a positive integer (for e = 0 of course ℓ = 0). Let p = p 1 + · · · + p ℓ , where each p i is a positive integer, p i ≤ e i +1 2 . Let further q ≥ 0 be an integer such that p + q ≤ k; for f = 0 let q = 0. Let q = q 1 + . . . q f , where each q j is a non-negative integer; let further for f ≥ 1 each q j be q f or q f . With these data we construct the point system P as follows. Let λ 1 ≫ λ 2 ≫ · · · ≫ λ ℓ ≫ µ 1 ≫ µ 2 ≫ · · · ≫ µ f ≫ 1. We represent R d−1 as R e × R f = R e 1 × · · · × R e e × (R × · · · × R). In each R e i we choose a set S i of e i +1 p i points, determining p i distances, the minimal of which is λ i , cf. [BS] , p. 145. (This is defined as the set of those points of R e i +1 lying in the hyperplane x 1 +· · ·+x e i +1 = p i λ i / √ 2, that have p i coordinates equal to λ i / √ 2, all other coordinates equal to 0.) In the j-th copy of R we choose a set T j of q j +1 points, forming an arithmetic sequence with difference µ j . Let then P = (S 1 ×· · ·×S e )×(T 1 ×· · ·×T f ) ⊆ (R e 1 ×· · ·×R e ℓ )×(R×· · ·×R) = R d−1 . Thus P has e 1 +1 p 1
. . . or f = 0, we regard the first, resp. second factor as 1.) Any two different points of P have a distance arbitrarily near to λ 1 , λ 1 √ 2, . . . , or λ 1 √ p 1 , if their projections to R e 1 are different, to λ 2 , λ 2 √ 2, . . . , or λ 2 √ p 2 , if their projections to R e 1 coincide but their projections to R e 2 are different; . . . ; to µ 1 , 2µ 1 , . . . , or q 1 µ 1 , if their projections to any of R e 1 , . . . , R e ℓ coincide, but their projections on the first copy of R are different; . . . ; to µ f , 2µ f , . . . , or q f µ f , if their projections to any of R e 1 , . . . , R e ℓ , and the first f − 1 copies of R coincide, but their projections on the f -th copy of R are different. Thus any distance determined by P is arbitrarily near to one of p 1 + · · · + p e + q 1 + · · · + q f = p + q ≤ k values. Now for given d, k we allow e, f , p, q, e i , p i vary under the above restrictions, and choose that system of their values for which |P| = e 1 +1 p 1
. . . 
is near to the maximum of |P|, P varying over all point systems in R d−1 , with all distances at least 1, and all distances lying in the union of k unit intervals. Moreover we conjecture that, also for d fixed, k → ∞, or k fixed, d → ∞, that the point system Q(P) constructed by the above constructed P, with |P| = m(d, k), has for n → ∞ the following property: it has nearly maximally many distances in the union of k unit intervals (or intervals of length c d,k n 1/d , c d,k > 0 a sufficiently small constant), among all point systems Q in R d , |Q| = n with all distances at least 1. We note that for d fixed, k sufficiently large, the set P from the above construction, with |P| = m(d, k), satisfies p = e = 0, and for k → ∞ we have
. For k fixed, d sufficiently large, the set P from the above construction, with |P| = m(d, k), satisfies q = f = 0 (and probably also ℓ = 1); choosing these values one sees that
Thus it seems that the problem of finding max |P|, where the distances in P ⊂ R d−1 are large and lie in the union of k unit intervals, is for k fixed, d → ∞ closely connected to that of finding max |P|, where P determines k different distances. However, for d fixed, k → ∞ |P| can be much larger with distances large and in k unit intervals, than the conjecturable max |P|, for P determining k different distances -the second quantity is for
, that is obtained for the lattice points in a cube. A related question is treated in J. Pach, R. Radoičić, J. Vondrák [PRV1] , [PRV2] . They proved the following. Let d ≥ 2, let γ > 0 be a constant, and let P ⊂ R d be a separated point set, with |P| = n. If γn 2 pairs in P determine distances in a unit interval, then the diameter of P is at least const d,γ · n 2/(d−1) , which is tight for all d ≥ 2.
A further related question is treated in [EM] : Can k nearly equal distances in R 2 occur about (n 2 /2)/1 − 1/(k + 1)) times, with multiplicity, only if we have "approximately" t 2 = 2t 1 , . . . , t k = kt 1 . [EM] proved the following. Let the sequence t 1 < · · · < t k be "strongly sum-free" in the following sense. Let δ > 0 be fixed. Further, let, for i 1 ≤ i 2 < i 3 there hold t i 3 /(t i 1 + t i 2 ) − 1 > δ. Then the number of distances, with multiplicity, in [t 1 , t 1 + 1] ∪ . . . ∪ [t k , t k + 1], is at most n 2 /4 + const k,δ · n, which is sharp, up to the value of const k,δ . Of course, if for some i 1 ≤ i 2 < i 3 we have t i 3 = t i 1 + t i 2 , then we may have ⌊n
§2. Theorems and proofs
We will now investigate our question for k = 2, d ≥ 2 arbitrary. For this we introduce a notation. Let m d denote the maximal number of points of a finite subset of R d , which determine two different positive distances. There holds
, cf. [BS] , pp. 145, 154. Also m 1 = 3 (evident), m 2 = 5 (P. Erdős, L. M.
Kelly, [EK] ), m 3 = 6 (H. T. Croft [C] ), Theorem 2. Further, P. Lisoněk [L] proved m 4 = 10, m 5 = 16, m 6 = 27, m 7 = 29 and m 8 = 45. 
is at most the Turán number
). For any d and any n, the estimate cannot be reduced to T (n, m d−1 + 1) − 1.
Proof. 1) The non-reducibility of the estimate to T (n, m d−1 + 1) − 1 follows from Remark 2. We turn to prove the estimate. Without explicitly mentioning we always suppose n sufficiently large. First we remind that by [EMPS] , Theorem 5 the number of pairs {P i , P j } whose distances lie in an interval [t,
(We note that [EMPS] contained the proof for the case of an interval [t, t + 1] only, but actually the same proof gives the cited statement.)
2) Let us first suppose that [
Then the union of the two intervals has a length
, and hence for c d sufficiently small we obtain by the proof of [EMPS] , Theorem 5 that the number of pairs {P i , P j } with distances in the union of the two intervals is at most + O(1), which implies the statement of the theorem. Henceforward we will always suppose that the two intervals in question are disjoint.
Let us now suppose that e.g. t 1 is sufficiently small. For any fixed P i the number of P j -s with
Hence the number of all pairs {P i , P j } with P i P j in the same interval is at most O n((
) sufficiently small (tending to infinity sufficiently slowly) the last estimate is < δn 2 , where δ > 0 is any preassigned number. (Actually
is by [EMPS] , Theorem 5 at most
. Hence the number of pairs {P i , P j } with P i P j in the union of the two intervals in question is at most 
), which implies the statement of the theorem.
Henceforward we will suppose that [
are disjoint, and min(t 1 , t 2 ) > Cn 1/d , where C is a constant that we can choose anyhow large, provided c d is sufficiently small.
3) Let us consider the graph with vertices P 1 , . . . P n , and edges those pairs {P i , P j }, for which P i P j belongs to one of the two intervals in question. Let us suppose, contrary to the statement of the theorem, that the number of edges of our graph is > T (n, m d−1 + 1) (resp.
We have to derive a contradiction. By [Bo] , Ch. 6 our graph contains a subgraph G 1 = K(1, 1, . . . , 1, ⌊const · n⌋) (resp. G 2 = K(f 1 (n), . . . , f 1 (n ′ ))), a complete (m d−1 + 1)-partite graph with 1, 1, . . . , 1, ⌊const · n⌋ (resp. f 1 (n), . . . , f 1 (n)) points in each class (where, for d fixed, f 1 (n) → ∞ for n → ∞).
We consider the colouring of the edges of the graph G 1 (resp. G 2 ) given by assigning to an edge the symbol L or R, according to as the length of the corresponding segment lies in the interval that lies at the left, or at the right, of the other interval. Since the two intervals are disjoint, the colouring is uniquely determined.
For 
lying in the i-th class of G 1 . Each of these graphs G * 1 has its edges coloured by the symbols L and R, thus there are still ⌊const · n⌋ many of them, such that for any fixed i, j the edge Q i Q j of any of them is coloured by the same symbol.
For
we proceed like in [EMPS] . Thus we obtain a complete
entirely lying in some different class of G 2 , the colour of an edge P i P j only depending on the classes of G ′ 2 that P i and P j belong to, where f 2 (n) → ∞ for n → ∞.
For both of these cases we will show that such graphs cannot exist, for c d a sufficiently small constant (c d,ε (n) tending to infinity sufficiently slowly). We will show this for c d,
Further, the same notation c d in the two cases of the theorem will lead to no misunderstanding, since these cases are exclusive.) From now on, we
This contradiction (namely the non-existence of these graphs) will show that the number of pairs {P i , P j }, whose distances lie in the union of the two intervals in question, is at most as stated in the theorem. 4) Let e.g. t 1 ≤ t 2 . Then by Section 2 the whole interval [
, where C is a constant that can be chosen as large as we want by choosing c d suitably small (Section 2), while c d can be chosen as small a constant as we want. This in particular implies that any two distances (numbers) in one of the intervals have a ratio in an as small neighbourhood of 1, as we want, by choosing c d suitably small. Let D > 2 be a sufficiently large constant. We distinguish two cases:
, and thus the quotient of any two distances lying in the union of the two intervals in question is ≤ const · D. Let us consider the ⌊const · n⌋ many complete (m d−1 + 1)-gonal subgraphs G * 1 of G 1 , which have for each i, j the edge Q i Q j coloured the same way (resp. all f 2 (n) many complete Similarly to G * 1 , also in the case of G * 2 let us denote its vertex in the first, . . . ,
are fixed, and the vertex Q m d−1 +1 can be chosen in ⌊const · n⌋ (resp. f 2 (n)) many ways. For any choice of
) is at least some positive constant, provided c d > 0 is sufficiently small. Suppose the contrary, i.e., by p from the definition of ∆ -for which the minimum of the expression there given is attained, for
-also form a convergent sequence; iii) for sufficiently large p, for any i = j the distance 
, where δ later in Section 2 was chosen some constant).
Passing to the limit system of {Φ(Q 
there are some d ones, whose determinant has an absolute value > const > 0. Actually, the fact that some unit vectors
Observe that both ϕ 1 and ϕ 2 are non-negative, continuous functions of
This implies by a compactness argument that to every constant a 1 > 0 there exists a constant a 2 > 0, such that
Since by Section 5 for − →
) is at least some positive constant, thus the absolute value of the determinant of some d of the vectors − → u 1 , . . . , − → u m d−1 , say of − → u i 1 , . . . , − → u id , is at least some positive constant. 7) We recall from Section 4 that the vertex q m d−1 +1 of G * 1 (resp. G * 2 ) can be chosen in ⌊const · n⌋ (resp. f 2 (n)) many ways. Now recall that, for any j = 1, . . . , d, either for any choice of the vertex
. This means that all these points Q m d−1 +1 lie in the intersection of d spherical shells, with centres Q i 1 , . . . , Q i d , inner radii t 1 or t 2 , outer radii
For each of these spherical shells the quotient of the difference of the outer and inner radii, and of the inner radius is in an arbitrarily small neighbourhood of 0, if c d is chosen sufficiently small, cf. Section 4.
We are going to show that, for c d > 0 sufficiently small, the ⌊const · n⌋ (resp. f 2 (n)) many points Q m d−1 +1 cannot each lie in the above intersection of d spherical shells, which will give the desired contradiction.
We have that the absolute value of the determinant of the vectors − → u i 1 , . . . , − → u i d is at least some positive constant. Analogously to the consideration in Section 6, but using them in the opposite direction for the d vectors − → u i 1 , . . . , − → u i d -namely that to every constant a 2 > 0 there exists a constant a 1 > 0 such that
We are going to show the following. There exists a constant such that each of the points Q m d−1 +1 (vertex of G * 1 (resp. G * 2 ) in question -actually any point of the intersection of the above d spherical shells -lies in the union of two balls, of radius const
Since each two of these points Q m d−1 +1 lie at least 1 apart, the balls of radius 1 2 centered at them form a packing, situated in two balls of radius const
2 ). Since the number of these points is ⌊const · n⌋ (resp. f 2 (n)), for c d > 0 sufficiently small we have a contradiction by volume considerations. The centres of the two balls of radius const
, and its reflection w.r.t. the plane spanned by
8) Now we are going to show that any of the points Q m d−1 +1 -actually any point of the intersection of the d spherical shells from Section 7 -lies at a distance
) to a fixed one among these points, or from its mirror image w.r.t. aff{Q i 1 , . . . , Q i d }.
First we note that for an arbitrary point
In fact for given r 1 , . . . , r d , by Pythagoras' theorem, the set Q ∈ R d : 
Thus it suffices to show that any point Q in the intersection of these d new spherical shells lies at a distance
9) Recall from Section 6) that for each Q m d−1 +1 the absolute value of the determinant of some
) is greater than some positive constant, provided c d > 0 is sufficiently small. Further, by Section 7), for any − → u ∈ S d−1 we have that max{| − → u ip , − → u | : p = 1, . . . , d} > const > 0, provided c d > 0 is sufficiently small. We will apply these for
Let S p (p = 1, . . . , d) be the recently defined new spherical shell with centre Q i p , inner and outer radii 
denote the mirror image of S p with respect to the hyperplane aff{Q i 1 , . . . , Q i d }.
We claim that any point Q of
The width of S
where the constant is large, then the segment Q 
10) Now we prove our claim from the end of Section 8), namely that any
or from its mirror image with respect to aff{Q i 1 , . . . , Q i d }. By the result of Section 9) it suffices to prove
For this we will apply elements of the topology of Euclidean spaces.
analogously with f 2 (n)). We are going to show Q ∈ 
) since otherwise we can apply a limit argument, using compactness. 
this theorem is valid for any parallelotope P as well, for d closed subsets of P , separating respectively any pair of opposite facets of P .
We will apply this theorem for the parallelotope P = d p=1 S ′ p and F p the intersection of P with the spherical surface of centre Q i p and radius r p , where 1 ≤ p ≤ d. Evidently F p is closed. We are going to show that it separates the facets of P , orthogonal to the line
The respective relatively open set of P will consist of those points of P , whose distance from Q i p is larger or smaller than r p , respectively.
The facet of P orthogonal to the line
from Q i p evidently lies in the set of those points of P , whose distance from Q i p is larger than r p (recall that we have assumed
. Now let us consider that facet of P , orthogonal to the line
hence by Section 9) each point of P , in particular each point of this facet, lies at a distance
analogously with f 2 (n)). Recall from Sections 2) and 4) that 
, and the quotient of (C − 2c d )n 1/d and c d n 1/d can be chosen as large as we want (resp. analogously with f 2 (n)). Hence, for any point Q of this facet we have 
or its mirror image with respect to aff{Q i 1 , . . . , Q i d . As shown in Section 7), this gives a contradiction by volume considerations, hence proves our theorem for the first case from Section 4), i.e. when t 2 /(t
, where D > 2 is a sufficiently large constant.
11) Now we turn to the second case from Section 4, i.e., when t 2 /(t 1 +c d n 1/d ) > D (resp. with f 2 (n)), where D > 2 is a sufficiently large constant.
We recall from Sections 3 and 4 that we have a complete (n) , . . . , f 2 (n))), with edges coloured by L or R, according to as the length of the corresponding segment belongs
. Here the first named interval lies at the left from the second named one.
Moreover G 1 has ⌊const · n⌋ many complete (m d−1 + 1)-gonal subgraphs G * 1 , for each p with its p-th vertex Q p from the p-th class of G 1 , such that for any fixed p, q the edge Q p Q q of any of these graphs G * 1 is coloured the same way. For G ′ 2 we proceed a bit differently than in Section 4. We consider all complete (m d−1 + 1)-gonal subgraphs G * 2 , for each p with their p-th vertex Q p from the p-th class of G ′ 2 . Here by the construction of G ′ 2 for any fixed p, q the edge Q p Q q of any of these graphs G * 2 is coloured the same way. 12) We now investigate the colourings of these graphs G * 1 (resp. G * 2 ). Each edge coloured by R has a length ≥ t 2 , and each edge coloured by L has a length
1/d ) any edge coloured by R has a length more than double of that of any edge coloured by L. This implies for the complete graphs G * 1 (resp. G * 2 ) that for their points Q p , Q q the relation "Q p = Q q or Q p Q q is coloured by L" is an equivalence relation. Let ℓ denote the number of equivalence classes.
Recall from Section 4 that edges coloured the same way have a ratio in an as small neighbourhood of 1 as we want, provided c d > 0 is sufficiently small. Let us choose from each of the above equivalence classes a point Q p ; let these be e.g. Q 1 , . . . , Q e . Since any edge among Q 1 , . . . , Q e is coloured by R, the quotients of the lengths of these edges are in an as small neighbourhood of 1 as we want, for c d > 0 sufficiently small. Hence for c d > 0 sufficiently small we have ℓ ≤ d + 1, since for d + 2 points in R d the quotient of the maximal and the minimal distances is at least some constant strictly greater than 1 (cf. K. Schütte [Sch] , Satz 3, which gives the sharp lower bound, which is 1 + 13) Let Q p be any vertex of G * 1 (resp. G * 2 ) in the equivalence class of Q 1 , such that Q p = Q 1 . Supposing ℓ ≥ 2, we are going to estimate
(resp. with f 2 (n)). By Section 4 any two numbers from the intervals [
] have quotients as near to 1 as we want for c d > 0 sufficiently small (resp. with f 2 (n)). Thus we suppose
by Section 2, and by t 2 /(t 1 + c d n 1/d ) > D (resp. with f 2 (n)). If c d > 0 is sufficiently small, and thus C can be anyhow large, and D is sufficiently large, this last expression, and hence also | cos(∢Q p Q1Q 2 )| is small as we want, for ℓ ≥ 2. 14) Now we show 2 ≤ ℓ, provided c d is sufficiently small. In fact, if ℓ = 1, then all distances between the vertices of G * 1 (resp. G * 2 ) lie in [t 1 , t 1 + c d n 1/d ] (resp. with f 2 (n)), thus the quotient of any two of these distances lies in an as small neighbourhood of 1 as we want, provided c d is sufficiently small, cf. Section 4. Then by the theorem of K. Schütte [Sch] cited in Section 12 we have that the number of vertices of G * 1 (resp. G * Suppose ℓ = d + 1. Then consider the points Q 1 , . . . , Q ℓ = Q d+1 chosen one from each equivalence class of the vertices of G * 1 (resp. G * 2 ), cf. Section 12. For c d sufficiently small we have that the quotients of any two distances among these points are in an as small neighbourhood of 1 as we want; this also implies that any three of these points determine a triangle with angles as near to 60
• as we want.
Here U * is the transposed matrix and ( − → u p , − → u q ) is the d×d matrix with entries − → u p , − → u q , where − → u p , − → u q = 1, and for p = q − → u p , − → u q is as near to cos 60 16) Recall from Section 14 m d−1 + 1 > d + 1. Hence some of the ℓ = d + 1 equivalence classes must contain at least two points Q p . Let this be e.g. the class of Q d+1 , and let this contain e.g. Q d+2 . By the result of Section 13 we have that the unit vector
has a scalar product with any of
) as near to 0 as we want -in other words max |( − → u , − → u p )| is as small as we want -provided c d is sufficiently small and D is sufficiently large.
By the linear independence of − → u 1 , . . . , − → u d (Section 15) we have − → u = Σλ p − → u p for some λ p . Considering this as a system of equations for λ p , and noting that any coordinate of any − → u p , and of − → u , has absolute value at most one, we have by Cramer's formula for λ p and by the result of Section 15 that Let Q p be any vertex in the equivalence class of Q ℓ , say, and let Q ℓ = Q p . Then, by Section 13, | cos(∢Q p Q ℓ Q 1 )|, and similarly | cos(∢Q p Q ℓ Q 2 )|, . . . , | cos(∢Q p Q ℓ Q ℓ−1 )| are as small as we want, for c d sufficiently small and D sufficiently large.
Let 18) Suppose now that the equivalence class of Q ℓ contains besides Q ℓ still d−ℓ+2 points, say Q ℓ+1 , . . . , Q d+2 . Let Q * ℓ = Q ℓ (= the origin), Q * ℓ+1 , . . . , Q * d+2 denote the orthogonal projections of Q ℓ , Q ℓ+1 , . . . , Q d+2 to the (d − ℓ + 1)-dimensional linear subspace that is the orthocomplement of aff{Q 1 , . . . , Q ℓ }. We have for p, q ∈ {ℓ, ℓ + 1,
On the other hand, using the result of Section 17, the orthogonal projection of
with f 2 (n)). For c d sufficiently small, D sufficiently large we have c d n 1/d /t 1 sufficiently small (Section 2), and δ sufficiently small (Section 17). Therefore each Q * p Q * q lies in an interval, whose maximum and minimum have a quotient that is as near to 1 as we want, for c d sufficiently small, D sufficiently large. Thus there are d − ℓ + 3 points, Q * ℓ , . . . , Q * d+2 , with this property in a (d − ℓ + 1)-dimensional linear subspace of R d -namely the orthocomplement of aff{Q 1 , . . . , Q ℓ } -which is impossible by the theorem of K. Schütte [Sch] , cited in Section 12, for c d sufficiently small and D sufficiently large. This shows that each equivalence class contains at most d − ℓ + 2 points Q p , as claimed in Section 17.
19) As a consequence of the last shown result, the number of all vertices Q p of
2 . By the estimates before Theorem 1 we have We first investigate the cases d = 2, and d = 3. In these cases we have
2 . This means that each of the ℓ equivalence classes contains the maximally many, i.e., d − ℓ + 2 points. Now we repeat the considerations from Section 7. For this recall that for some p the vertex Q p of G * 1 (resp. G * 2 ) from the p-th class of G 1 (resp. G ′ 2 ) can be chosen ⌊const · n⌋ (resp. f 2 (n)) many ways, while the colouring of any edge Q q Q r of any of these graphs G * 1 (resp. G * 2 ) only depends on q, r, cf. Section 11. (Observe that for convenience we have changed the notation of indices from Section 7.) In the cases presently under consideration we will fix the vertices of G * 2 in all other classes of G 
is at least some positive constant. From this we have deduced in Sections 7-10 a contradiction. Now we are going to find also in the presently investigated cases some d vectors − → u q , with the absolute value of their determinant at least a positive constant. Then the deduction of the contradiction like in Sections 7-10 will happen the same way as there. 21) Suppose the vertex Q p lies in the ℓ-th equivalence class, and we may assume Q p = Q ℓ . Let us consider the following d vectors:
where the ℓ-th class consists of the d − ℓ + 2 points Q ℓ , Q ℓ+1 , . . . , Q d+1 . Let V denote the matrix with columns , m 4 = 10 we have 11 ≤ 9, a contradiction. Therefore one of the equivalence classes, say, the ℓ-th one, contains the maximally many, i.e., d − ℓ + 2 points. Choose now in the 1-st, . . . , (ℓ − 1)-st equivalence classes some fixed points, e.g. Q 1 , . . . , Q ℓ−1 from Section 12. Let the ℓ-th equivalence class contain beside Q ℓ the points Q ℓ+1 , . . . , Q d+1 . Then the d unit vectors − −− → Q ℓ Q 1 /Q ℓ Q 1 , . . . , − −−−− → Q ℓ Q ℓ−1 /Q ℓ Q ℓ−1 − −−−− → Q ℓ Q ℓ+1 /Q ℓ Q ℓ+1 , . . . , − −−−− → Q ℓ Q d+1 /Q ℓ Q d+1 have a determinant whose absolute value is greater than some positive constant, for c d sufficiently small and d sufficiently large, cf. Section 21 (where we had p = ℓ). Now recall that the subgraphs G * 2 of G 2 were such that for each p their p-th vertices were chosen arbitrarily and independently from the p-th class of G ′ 1 . In particular among our graphs G * 2 are the ones whose vertices in the 1-st, . . . , (ℓ −1)-st, (ℓ + 1)-st, . . . , (d + 1)-st classes coincide with Q 1 , . . . , Q ℓ−1 , Q ℓ+1 , . . . , Q d+1 and whose ℓ-th vertices are any of the f 2 (n) vertices of G Let us call, for ε ≥ 0 and k ≥ 1 an integer, a finite subset of R d an (ε, k)-distance set, if all distances determined by this set lie in the union of k intervals of the form [t 1 , t 1 + ε · min{t 1 , . . . , t n }], . . . , [t k + t k + ε · min{t 1 , . . . , t k }], for some t 1 , . . . , t k > 0. A) The maximal cardinality of a weakly (ε, k)-distance set in R d is (d + 1) k . B) For any n points P 1 , . . . , P n in R d and any t 2 , . . . , t n > 0 the number of pairs
[t p , t p (1 + ε)] is at most the Turán number T (n(d + 1 k + 1).
For any d, k and n, the estimate cannot be reduced to T (n, (d + 1) k + 1) − 1.
Corollary. For any integers d ≥ 1, k ≥ 1 there exists ε d,k > 0 such that for 0 < ε < ε d,k the following two statements hold.
A) The cardinality of any (ε, k)-distance set in R d is at most (d + 1) k .
of Theorem 5 and its Corollary, cf. the beginning of Section 5.
