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Abstract. We study pseudo Yang-Mills fields on a compact strict-
ly pseudoconvex CR manifold M , i.e. the critical points of the
functional PYM(D) = 1
2
∫
M
‖piHRD‖2θ∧ (dθ)n, where D is a con-
nection in a Hermitian CR-holomorphic vector bundle (E, h) →
M . Let Ω = {ϕ < 0} ⊂ Cn be a smoothly bounded strictly
pseuodoconvex domain and g the Bergman metric on Ω. We show
that boundary valuesDb of Yang-Mills fieldsD on (Ω, g) are pseudo
Yang-Mills fields on ∂Ω, provided that iTR
Db = 0 and iNR
D = 0
on H(∂Ω). If S1 → C(M) pi→ M is the canonical circle bundle
and pi∗D is a Yang-Mills field with respect to the Fefferman met-
ric Fθ of (M, θ) then D is a pseudo Yang-Mills field on M . The
Yang-Mills equations δpi
∗DRpi
∗D = 0 project on the Euler-Lagrange
equations δDb R
D = 0 of the variational principle δ PYM(D) = 0,
provided that iTR
D = 0. When M has vanishing pseudoher-
mitian Ricci curvature the pullback pi∗D of the (CR invariant)
Tanaka connection D of (E, h) is a Yang-Mills field on C(M).
We derive the second variation formula {d2 PYM(Dt)/dt2}t=0 =∫
M
〈SDb (ϕ), ϕ〉 θ∧ (dθ)n , Dt = D+At (provided that D is a pseudo
Yang-Mills field and ϕ ≡ {dAt/dt}t=0 ∈ Ker(δD)), and show that
SDb (ϕ) ≡ ∆Db ϕ+RDb (ϕ), ϕ ∈ Ω0,1(Ad(E)), is a subelliptic opera-
tor.
1. Introduction
A series of papers published in the last decade (J. Lewandowski &
P. Nurowski, [21], P. Nurowski, [24], P. Nurowski & J. Tafel, [25])
1
2are devoted to exploring the relationship among CR structures on 3-
dimensional manifolds and null solutions to Einstein equations, Max-
well equations, and Yang-Mills equations (cf. also J. Tafel, [28]).
Specifically, if (M,T1,0(M)) is a nondegenerate 3-dimensional CR man-
ifold endowed with the contact form θ and with the (locally defined)
complex 1-form θ1 such that θ1(T1) = 1, θ
1(T1) = 0 (where T1 is a
local generator of the CR structure T1,0(M)) let us consider the semi-
Riemannian metric
(1) F = 2p2{(π∗θ1)⊙ (π∗θ1)− (π∗θ)⊙ σ},
on M ×R, where p is a real valued function on M ×R and σ is a real
1-form on M × R such that
π∗
(
θ ∧ θ1 ∧ θ1
)
∧ σ 6= 0.
Here π : M × R → M is the projection. P. Nurowski has determined
(cf. [24]) local solutions to the Yang-Mills equations on (M × R, F ),
under the additional assumption that the shear-free congruence of null
geodesics tangent to ∂/∂γ (γ is the natural coordinate function on R)
possesses 3 linearly independent symmetries {Xi : 1 ≤ i ≤ 3}. LetD be
a SU(3)-connection in a vector bundle Eˆ →M×R locally described by
a matrix of 1-forms A = b π∗θ1+b π∗θ1+c π∗θ+e σ, where a, b, c and e
are G⊗C-valued functions (G = su(3)) onM×R. When the Lie group
G3 (whose Lie algebra is generated by the Xi’s) consists of symmetries
of D (i.e. each element of G3 induces a gauge transformation of A)
then (by a result of J. Harnad & S. Shnider & L. Vinet, [12]) up to
some gauge transformation A is strictly invariant under G3. Then
LXiA = 0, conditions which may be exploited to show that locally D
may be looked for in the form A = B π∗Ω1 + B π∗Ω1 + C π∗Ω, with
B,C ∈ G ⊗C. Here Ω and Ω1 are a new contact form and a new local
coframe such that
(2) LX˜iΩ = 0, LX˜iΩ1 = 0, dΩ = 2
√−1Ω1 ∧ Ω1,
while X˜i are the projections on M of the (nontrivial) symmetries Xi.
Finally the Yang-Mills equations (for SU(3)-fields) on M × R may be
solved (together with the condition that D is null, i.e. dA + A ∧ A =
(π∗Ω) ∧ (Φ π∗Ω1 + Φ π∗Ω1), for some G ⊗ C-valued function Φ). For
instance (cf. (5.10) in [24], p. 805)
(3) A = ρ ~n · f π∗(eiφΩ1 + e−iφΩ1)
is a solution, where ~n ∈ R3 is a unit vector, ρ ∈ R, φ ∈ [0, 2π], and
f = (e1, e2, e3) is a basis in G. It is noteworthy that X˜i turn out to
be symmetries of the CR structure T1,0(M) (in a sense that will be
3explained in section 3) and that the CR structures admitting the 3-
dimensional symmetry group G3 are fully classified in [21], according
to the Bianchi type of G3. For instance, ifM = {(x, y, z) ∈ R3 : y 6= 0}
carries the CR structure T1,0(M) = CT1 with
(4) T1 =
y
1 + y2
∂
∂x
− i y
2
∂
∂y
+
1
y(1 + y2)
∂
∂z
and the contact form θ = (1/y) dx−y dz (suchM possesses a symmetry
group of Bianchi type V I0) then a local solution A (to the Yang-Mills
equations) of the form (3) may be produced. The example (4) of a
CR structure on R3 \ {y = 0} will be encountered again in section
3. Let now M be a compact strictly pseudoconvex CR manifold, of
arbitrary CR dimension n. Let S1 → C(M) π−→ M be the canoni-
cal circle bundle (cf. section 3 for definitions). Note that C(M) and
M × R are locally diffeomorphic. If θ is a contact form on M then
C(M) carries a natural Lorentz metric Fθ (the Fefferman metric) and
a moment’s thought (compare to (68) in section 5) shows that when
M is 3-dimensional the Fefferman metric Fθ is of the form (1). Then,
under the symmetry assumptions above, (3) is a (local) solution to the
Yang-Mills equations
(5) δDRD = 0
on (C(M), Fθ) (with n = 1), and in general it is conceivable that
when the CR structure T1,0(M) possesses a symmetry group G2n+1,
Nurowski’s scheme may produce local symmetric null solutions to (5).
A first step towards the achievement of this goal is performed in section
3. Note that (3) is the pullback (via π) to M ×R of a field on M . It is
then a natural question whether given a Yang-Mills field on (C(M), Fθ)
of the form π∗D, it follows that D is a Yang-Mills field on (M, gθ),
where gθ is the Webster metric. This question is answered in section
5, where we integrate along the fibre in the Yang-Mills functional ŶM
on C(M) and produce the new functional (7). As it turns out, D is a
pseudo Yang-Mills field (i.e. a critical point of (7)) rather than a Yang-
Mills field on (M, gθ) (however, the two notions coincide in the special
case iTR
D = 0). The converse (i.e. whether given a pseudo Yang-
Mills field D on M its pullback π∗D is a Yang-Mills field on C(M))
is examined in Theorem 2. Solving (5) on C(M) is therefore closely
related to solving the pseudo Yang-Mills equations
(6) δDb R
D = 0
4onM , and indeed (5) projects (under additional conditions, cf. section
5) on M to give (6). One of the main results in this paper is that solu-
tions to (6) occur as boundary values of Yang-Mills fields on a strictly
pseudoconvex bounded domain Ω ⊂ Cn endowed with the Bergman
metric g (cf. Theorem 1). For the proof of Theorem 2 we draw in-
spiration from [11] and make use of their canonical connection ∇ (the
Graham-Lee connection) whose pointwise restriction to a level set (near
∂Ω) of a defining function of Ω is the better known Tanaka-Webster
connection of the level set. Using the fine asymptotic properties of
the Bergman kernel of Ω we may choose a defining function allowing
an explicit relationship among the Bergman metric g and the Webster
metric of each level set, and therefore an explicit relationship among
the Levi-Civita connection of (Ω, g) and the Graham-Lee connection.
In the end, an elementary asymptotic analysis shows that boundary
values Db of Yang-Mills fields D on (Ω, g) satisfy (6) provided that
Db satisfy certain compatibility conditions along ∂Ω (cf. section 4).
In sections 6 and 7 we obtain the first and second variation formulae
for the functional (7). The relevant operator occurring in the second
variation formula is shown to be subelliptic of order 1/2 (cf. Theorem
3). The problem of building an appropriate stability theory (along the
lines of [4], yet relying on the subelliptic rather than on the elliptic
theory) remains open. We feel that the importance of the Graham-Lee
connection ∇ in applications deserves Appendix A: there we provide a
new axiomatic description of ∇ together with a index-free proof.
2. Statement of main results
Let (M,T1,0(M)) be a compact strictly pseudoconvex CR manifold,
of CR dimension n, and θ a contact form on M . Let (E, ∂E)→ M be
a CR-holomorphic vector bundle and h a Hermitian metric in E. Let
C(E, h) be the affine space of all connections D in E such that Dh = 0.
We consider the functional
(7) PYM(D) = 1
2
∫
M
‖πHRD‖2 θ ∧ (dθ)n.
Here πH : Ω
2( AdE)→ Ω2( AdE)/J 2θ is the natural projection and J •θ
the ideal generated by θ in Ω•( AdE). A pseudo Yang-Mills field on M
is a critical point of PYM : C(E, h)→ [0,+∞). We shall show that
Theorem 1. Let Ω = {z ∈ U : ϕ(z) < 0} be a smoothly bounded
strictly pseudoconvex domain in Cn and g its Bergman metric. Let
π : F → U be a holomorphic vector bundle and h a Hermitian metric
on F . Let Db ∈ C(E, h) (E = π−1(∂Ω)) be the boundary values of a
5Yang-Mills field D ∈ C(F, h) on (Ω, g). Assume that iTRDb = 0. Then
Db is a pseudo Yang-Mills field if and only if iNR
D = 0 on H(∂Ω).
Here T is the characteristic direction of (∂Ω, θ), θ ≡ i
2
(∂ − ∂)ϕ, and
H(∂Ω) is the Levi distribution. Also N = −JT (J is the complex
structure on Cn). The proof relies on the explicit relationship among
the Levi-Civita connection∇g of (Ω, g) and the Graham-Lee connection
∇ of ϕ (cf. [11] and our Appendix A for the description and main
properties of ∇).
Urakawa has started (cf. [30]-[32]) a study of Yang-Mills fields on
M , that is of critical points of the functional
YM(D) = 1
2
∫
M
‖RD‖2 d vol(gθ),
where d vol(gθ) is the canonical volume form associated to the Webster
metric gθ of (M, θ). As it will be shortly shown, YM and PYM are re-
lated. To motivate the definition of PYM let Fθ be the Fefferman met-
ric of (M, θ) (a Lorentz metric on C(M), the total space of the canonical
circle bundle π : C(M) → M (cf. e.g. J.M. Lee, [18])). By a result of
E. Barletta et alt., [2], the base map φ : M → N corresponding to any
smooth S1-invariant harmonic map Φ : C(M) → N from (C(M), Fθ)
into a Riemannian manifold (N, gN) is locally a subelliptic harmonic
map (in the sense of J. Jost & C-J. Xu, [15]). Also φ is a critical point
of the functional E(φ) = 1
2
∫
M
traceGθ (πHφ
∗gN) θ ∧ (dθ)n, where Gθ is
the Levi form. Here, if B is a bilinear form on T (M) then πHB denotes
the restriction of B to H(M), the Levi distribution of (M,T1,0(M)).
The functional E itself is obtained by integration along the fibre in
the Dirichlet functional E(Φ) = 1
2
∫
C(M)
traceFθ(Φ
∗gN) dvol(Fθ), where
Φ = φ ◦ π. Then perhaps subelliptic harmonic maps (rather than
harmonic maps, with respect to the Webster metric) are the natural
objects of study in CR geometry. Another example of the sort is the
CR Yamabe problem, i.e. given a contact form θ on M such that Gθ is
positive definite, find a contact form θˆ = euθ, u ∈ C∞(M), such that
the pseudohermitian scalar curvature ρˆ of (M, θˆ) is a constant λ. By
a result of J.M. Lee, [18], the Fefferman metric changes conformally
Fθˆ = e
u◦πFθ. Also the scalar curvature K : C(M) → R of (C(M), Fθ)
is S1-invariant and the corresponding base function π∗K : M → R is,
up to a constant, the pseudohermitian scalar curvature ρ of (M, θ)
(precisely π∗K =
2n+1
n+1
ρ). Therefore, the CR Yamabe problem is
nothing but the Yamabe problem for the Fefferman metric and the
relevant equation (the Yamabe equation on (C(M), Fθ)) projects on
cn∆bu+ρu = λu
p−1 (the CR Yamabe equation), a nonlinear subelliptic
6equation on M (which may be analyzed with the techniques in [9], cf.
D. Jerison & J.M. Lee, [13]-[14], and N. Gamara & R. Yacoub, [10],
for a complete solution to the CR Yamabe problem). The common
feature of the two examples above is that both provide natural objects
on M , as projections of (S1-invariant) geometric quantities on C(M),
associated to the Fefferman metric. A more refined statement is that
both examples lead to nonlinear subelliptic problems on M . This has
been already emphasized for the CR Yamabe problem. As to the ex-
ample of S1-invariant harmonic maps Φ : C(M) → N , the base map
is a solution to ∆bφ
i + gαβTα(φ
j)Tβ(φ
k)((ΓN)
i
jk ◦ φ) = 0, where (ΓN)ijk
are the Christoffel symbols of the second kind of gN . On the same line
of thought, we may state the following
Theorem 2. Let M be a compact strictly pseudoconvex CR manifold,
of CR dimension n. Let θ be a contact form on M with Gθ positive
definite. Let (E, ∂E) → M be a CR-holomorphic vector bundle and h
a Hermitian metric in E. i) There is a constant cn depending only on
the dimension and the orientation of M such that
(8) cn YM(D) = PYM(D) + 2
∫
M
‖iTRD‖2 θ ∧ (dθ)n, D ∈ C(E, h).
Consequently, given a Hermitian connection D in E whose curvature
RD is of type (1, 1), D is a pseudo Yang-Mills field on M if and
only if D is the Tanaka connection of (E, ∂E, h). ii) Let ŶM(D) =
1
2
∫
C(M)
〈RD, RD〉 d vol(Fθ) be the Yang-Mills functional on C(M), for
D ∈ C(π∗E, π∗h). Then
(9) ŶM(π∗D) = 2πPYM(D), D ∈ C(E, h).
Consequently, if π∗D is a Yang-Mills field on (C(M), Fθ) then D is a
pseudo Yang-Mills field on M . Viceversa, let D be a pseudo Yang-Mills
field on M such that iTR
D = 0. Then π∗D is a Yang-Mills field on
C(M) if and only if
(10) (Rαβ − ρ
2(n+ 1)
gαβ)RD(Tα, Tβ)u = 0,
for some local frame {Tα : 1 ≤ α ≤ n} of T1,0(M) at any point x ∈M ,
and
(11) ΛθR
D = 0.
In particular, if M is (pseudohermitian) Ricci flat then the pullback
π∗D of the canonical Tanaka connection D of (E, h) is a Yang-Mills
field.
7The main ingredients in the proof of Theorem 2 are a local coordi-
nate calculation of the Fefferman metric of (M, θ), the explicit relation-
ship among the Levi-Civita connection ∇C(M) of (C(M), Fθ) and the
Tanaka-Webster connection ∇ of (M, θ) (cf. Lemma 2), and Theorem
2.3 in [30], p. 551. We may also state (delegating the definitions to
section 2)
Theorem 3. Let D be a pseudo Yang-Mills field and Dt = D + At,
|t| < ǫ, a smooth variation of D whose first order part ϕ ≡ {dAt/dt}t=0
satisfies iTϕ = 0 and δ
D
b ϕ = 0. Then
(12)
d2
dt2
{PYM(Dt)}t=0 =
∫
M
〈SDb (ϕ) , ϕ〉 θ ∧ (dθ)n
where SDb (ϕ) ≡ ∆Db ϕ+RDb (ϕ) and ∆Db ϕ ≡ dDb δDb ϕ+ δDb dDb ϕ is the gen-
eralized sublaplacian. The operator SDb : Ω0,1(Ad(E)) → Ω0,1(Ad(E))
is subelliptic of order 1/2.
As RDb is a zero order operator, the crucial point in the proof of
Theorem 3 is to show that
(13) (∆Db ϕ)⊗ ej = 2{bϕij+
+(n− 1)(∇Tϕij + ϕij ◦ τ) ◦ J} ⊗ ei + lower order terms,
for any ϕ ∈ Ω0,1(Ad(E)), ϕej = ϕij ⊗ ei, and then exploit the subellip-
ticity of the Kohn-Rossi operator b on scalar (0, 1)-forms.
3. CR and pseudohermitian geometry
3.1. Basic definitions and results. Let M be a C∞ manifold, of
real dimension (2n + 1). A complex subbundle T1,0(M) ⊂ T (M) ⊗ C,
of complex rank n, is a CR structure on M (of CR dimension n) if
T1,0(M) ∩ T0,1(M) = (0),
Z,W ∈ Γ∞(T1,0(M)) =⇒ [Z,W ] ∈ Γ∞(T1,0(M)).
Here T0,1(M) = T1,0(M) is the complex conjugate of T1,0(M). Also, if
E → M is a vector bundle then Γ∞(E) denotes the space of C∞ sections
in E (eventually defined on some open set U ⊆ M , to be understood
from the context). The tangential Cauchy-Riemann operator
∂b : C
∞(M)→ Γ∞(T0,1(M)∗)
is given by (∂bf)Z = Z(f), for any C
∞ function f : M → C and any
Z ∈ T1,0(M). Let E → M be a complex vector bundle over a CR
manifold. A pre-∂-operator is a first order differential operator
∂E : Γ
∞(E)→ Γ∞(T0,1(M)∗ ⊗E)
8such that
∂E(fu) = f∂Eu+ (∂bf)⊗ u,
for any f ∈ C∞(M) and any u ∈ Γ∞(E). A pair (E, ∂E) consisting
of a complex vector bundle and a pre-∂-operator is a CR-holomorphic
vector bundle if ∂E satisfies the integrability condition
[Z,W ] · u = Z ·W · u−W · Z · u,
for any u ∈ Γ∞(E), Z,W ∈ T1,0(M). Here Z · u is short for (∂Eu)Z.
Let H(M) = Re{T1,0(M) ⊕ T0,1(M)} be the Levi distribution and
J : H(M) → H(M), J(Z + Z) = i(Z − Z), Z ∈ T1,0(M), its com-
plex structure (i =
√−1). When M is oriented, which is assumed
throughout this paper, the conormal bundle H(M)⊥x = {ω ∈ T ∗x (M) :
Ker(ω) ⊇ H(M)x}, x ∈ M , is an oriented real line bundle, hence
trivial (H(M)⊥ ≈ M × R, a vector bundle isomorphism). There-
fore H(M)⊥ → M admits globally defined nowhere zero sections θ ∈
Γ∞(H(M)⊥), each of which is referred to as a pseudohermitian struc-
ture on M . The Levi form is
Lθ(Z,W ) = −i(dθ)(Z,W ),
for any Z,W ∈ T1,0(M). (M,T1,0(M)) is nondegenerate if Lθ is nonde-
generate for some θ. If this is the case, each pseudohermitian structure
θ is a contact form, i.e. θ ∧ (dθ)n is a volume form on M . Two pseu-
dohermitian structures θ, θˆ ∈ Γ∞(H(M)⊥) are related by θˆ = fθ, for
some C∞ function f :M → R \ {0}. Then Lθˆ = fLθ, hence nondegen-
eracy is a CR invariant notion (i.e. invariant under a transformation
θ 7→ fθ of the pseudohermitian structure). Let T is the unique nowhere
zero globally defined tangent vector field on M , transverse to the Levi
distribution, determined by θ(T ) = 1 and iT dθ = 0 (the characteristic
direction of dθ). Also, let us consider the semi-Riemannian metric gθ
(the Webster metric of (M, θ)) given by
gθ(X, Y ) = Gθ(X, Y ), gθ(X, T ) = 0, gθ(T, T ) = 1,
where Gθ(X, Y ) = (dθ)(X, JY ), X, Y ∈ H(M), is the (real) Levi
form (note that Lθ and (the C-linear extension of) Gθ coincide on
T1,0(M)⊗T0,1(M)). (M,T1,0(M)) is strictly pseudoconvex if Lθ is posi-
tive definite for some θ. For instance, if M = {(x, y, u) ∈ R3 : y 6= 0} is
endowed with the CR structure given by (4) in the Introduction then
a calculation shows that the characteristic direction (corresponding to
the contact form θ = (1/y) dx− y dz) is
T =
y(3 + y2)
4(1 + y2)
∂
∂x
− i
8
y(1− y2) ∂
∂y
− 1 + 3y
2
4y(1 + y2)
∂
∂z
9so that
[T1, T1] =
i
2
T1 − i
2
T1 −
2i
1 + y2
T
(where T1 = T 1). Consequently
Lθ(T1, T1) = (i/2)θ([T1, T1]) = 1/(1 + y
2),
hence M is strictly pseudoconvex. A fundamental result in pseudoher-
mitian geometry (established independently by N. Tanaka, [29], and S.
Webster, [34]) is that on any nondegenerate CR manifold on which a
contact form θ has been fixed there is a unique linear connection ∇
(the Tanaka-Webster connection of (M, θ)) such that i) H(M) is par-
allel with respect to ∇, ii) ∇gθ = 0, ∇J = 0, and iii) the torsion T∇ of
∇ is pure, i.e.
T∇(Z,W ) = 0, T∇(Z,W ) = 2iLθ(Z,W )T, Z,W ∈ T1,0(M),
τ ◦ J + J ◦ τ = 0,
where τ(X) = T∇(T,X), X ∈ T (M), is the pseudohermitian torsion.
If M is 3-dimensional (n = 1) and T1 is a local generator of the CR
structure we set
∇T1T1 = Γ111T1 , ∇T1T1 = Γ111T1 , ∇TT1 = Γ101T1 .
A calculation (based on (i)-(iii)) shows that
(14) Γ111 = g
11{T1(g11)− gθ(T1, [T1, T1])},
(15) Γ111 = g
11gθ([T1, T1], T1),
(16) Γ101 = g
11gθ([T, T1], T1).
Here g11 = Lθ(T1, T1) and g
11 = 1/g11. Going back to the example
R
3 \ {y = 0} with the CR structure (4) we have
[T, T1] =
i
8
(1− y2) T1 + i
8
(1 + y2) T1
hence (by (14)-(16))
Γ111 = i
(
1
2
+
y2
1 + y2
)
, Γ111 = −
i
2
(1 + y2), Γ101 =
i
8
(1− y2).
We assume from now on that, unless otherwise stated, M is strictly
pseudoconvex. A complex valued differential p-form η on M is of type
(p, 0) (or a (p, 0)-form onM) if T0,1(M) ⌋ η = 0. Let θ be a contact form
on M and T the characteristic direction of dθ. Let {Tα : 1 ≤ α ≤ n}
be a local frame in T1,0(M), defined on an open set U ⊆ M . Let {θα :
10
1 ≤ α ≤ n} be the corresponding admissible coframe, i.e, the (locally
defined) complex 1-forms determined by θα(Tβ) = δ
α
β , θ
α(Tβ) = 0,
and θα(T ) = 0. Here Tβ = Tβ . Then {θα, θα, θ} is a (local) frame of
T ∗(M)⊗C on U and a (p, 0)-form η on M may be locally expressed as
sums of monomials of the form θα1∧· · ·∧θαp or θ∧θα1∧· · ·∧θαp−1 (with
C∞(U)-coefficients). Therefore, the top degree complex forms η such
that T1,0(M) ⌋ η = 0 are (unlike the case of complex manifolds, where
the top degree is the complex dimension) the forms of type (n + 1, 0)
(where n is the CR dimension). Let K(M) = Λn+1,0(M) → M be the
bundle of (n + 1, 0)-forms on M (the canonical line bundle). There
is a natural action of R+ = (0,+∞) on K(M) \ {zero section}. Let
C(M) be the quotient space and π : C(M)→M the projection. Then
C(M)→ M is a principal S1-bundle (the canonical circle bundle). Its
locally trivial structure is described by
π−1(U)→ U × S1, [ω] 7→ (x , λ/|λ|),
ω = λ(θ ∧ θ1 ∧ · · · ∧ θn)x, x ∈ U, λ ∈ C∗ = C \ {0}.
We shall need the local fibre coordinate
γ : π−1(U)→ R, γ([ω]) = arg(λ/|λ|),
where arg : S1 → [0, 2π). Let (E, ∂E) → M be a CR-holomorphic
vector bundle. Let h be a Hermitian metric in E. Let C(E, h) be the
affine space of all connections D in E such that Dh = 0, i.e.
X(h(u, v)) = h(DXu, v) + h(u,DXv),
for any X ∈ T (M) ⊗ C and any u, v ∈ Γ∞(E). A connection D ∈
C(E, h) is Hermitian if D0,1 = ∂E . Here D0,1u is the restriction of
Du to T0,1(M). Let Ad(E) → M be the subbundle of End(E) → M
consisting of all skew-symmetric endomorphisms S, i.e. h(Su, v) +
h(u, Sv) = 0, for any u, v ∈ Γ∞(E). By a result in [6], p. 43, given
a contact form θ and an endomorphism S ∈ Γ∞(Ad(E)) there is a
unique Hermitian connection D = D(h, θ, S) in E (the canonical S-
connection) such that
(17) Λθ R
D = 2nS.
Here RD = D ◦D : Ω0(E)→ Ω2(E) is the curvature 2-form of D. Also
we set Ωk(E) = Γ∞(ΛkT ∗(M) ⊗ E), k ≥ 0. If F → M is a vector
bundle and ϕ ∈ Γ∞(T ∗(M)⊗ T ∗(M)⊗ F ) the trace Λθϕ of ϕ is given
by
i(Λθϕ)x =
n∑
α=1
ϕ(Zα, Zα)x ,
11
where {Zα} is a (local) orthonormal (i.e. Lθ(Zα, Zβ) = δαβ) frame
of T1,0(M) on U ∋ x. Therefore Λθϕ ∈ Γ∞(F ). When S = 0 the
canonical S-connection is the Tanaka connection D(h, θ, 0) in E → M
(cf. [29]). D(h, θ, 0) is a CR invariant. Assume M to be compact. The
Yang-Mills functional YM : C(E, h)→ [0,+∞) is given by
YM(D) = 1
2
∫
M
‖RD‖2 θ ∧ (dθ)n.
A Yang-Mills field on M is a critical point D ∈ C(E, h) of YM, i.e. a
solution to the Yang-Mills equations
(18) δDRD = 0.
Let Ω be a differential 2-form on M . Then Ω is of type (1, 1) if
Ω(Z,W ) = 0, Ω(Z,W ) = 0, for any Z,W ∈ T1,0(M), and iT Ω = 0.
Let D ∈ C(E, h) be a Hermitian connection such that its curvature RD
is a form of type (1, 1). By a result in [30], D is a Yang-Mills field if and
only if D is the Tanaka connection D(h, θ, 0). In general, canonical S-
connections solve the inhomogeneous Yang-Mills equations δDRD = f ,
in the presence of suitable compatibility conditions satisfied by f (cf.
Theorem 2 in [6], p. 44-45).
3.2. Symmetric CR structures. The CR structure T1,0(M) is sym-
metric if there is X ∈ X (M) such that
LXθ = t θ, LXθα = wαβ θβ + ℓα θ,
for some functions t, wαβ , ℓ
α on M (t real valued) and X is a symmetry
of T1,0(M). If
θˆ = eu θ, θˆα = Uαβ θ
β + vα θ ,
(where [Uαβ ] is GL(n,C)-valued) and X is a symmetry of the CR struc-
ture then
(19) LX θˆ = tˆ θˆ, tˆ ≡ t +X(u),
(20) LX θˆα = wˆαβ θˆβ + ℓˆα θˆ ,
wˆαβ ≡ (U−1)γβ{X(Uαγ ) + Uαρ wργ},
ℓˆα ≡ e−u{X(vα) + Uαβ ℓβ + vα t− (U−1)γρvρ[X(Uαγ ) + Uαβwβγ ]}.
In particular (19)-(20) show that the notion of symmetric CR structure
is globally defined. Assume from now on that the CR structure T1,0(M)
admits 2n+1 linearly independent symmetries X˜1, · · · , X˜2n+1 ∈ X (M)
such that [X˜i, X˜j] = c
k
ijX˜k, for some c
k
ij ∈ R.
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Proposition 1. (P. Nurowski, [24])
Let M be a strictly pseudoconvex CR manifold with H1(M ;R) = 0.
There is a transformation {θ, θα} 7→ {Ω,Ωα} of the form
(21) Ω = euθ, Ωα = Uαβ θ
β + vαθ,
where [Uαβ ] is GL(n,C)-valued, such that
LX˜iΩ = 0, LX˜iΩα = 0, 1 ≤ i ≤ 2n+ 1.
Here H1(M ;R) is the first de Rham cohomology group. Its vanishing
guarantees that the solution u to (22) is globally defined.
Proof of Proposition 2. As X˜i are symmetries of the CR structure
LX˜iθ = tiθ, LX˜iθα = wαiβθβ + ℓαi θ.
We must solve the system of first order linear PDEs
(22) ti + X˜i(u) = 0,
(23) X˜i(U
α
β ) + U
α
γ w
γ
iβ = 0,
(24) X˜i(v
α) + Uαβ ℓ
β
i + v
αti = 0,
with the unknowns u, Uαβ and v
α. Let η ∈ Ω1(M) be defined by
η(X˜i) = ti, 1 ≤ i ≤ 2n+ 1. Then (22) may be written du+ η = 0. We
have
LX˜iLX˜jθ = LX˜jLX˜iθ + L[X˜i,X˜j ]θ
hence
X˜i(tj)− X˜j(ti)− ckijtk = 0
that is dη = 0. Thus there is a globally defined real valued function
g ∈ C∞(M) such that η = dg and u ≡ −g solves (22). Next, we
consider the (locally defined) 1-forms ηαβ and η
α given by
ηαβ (X˜i) = w
α
iβ , η
α(X˜i) = ℓ
α
i , 1 ≤ i ≤ 2n+ 1.
Then (23)-(24) may be written
(25) dUαβ + U
α
γ η
γ
β = 0,
(26) dvα + vα η + Uαβ η
β = 0.
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Assuming that (25) has been solved in a neighborhood U of each point,
let us solve (26). Multiplying in both sides by e−u (where u is a solution
to (22)) leads to
d(e−uvα) + e−uUαβ η
β = 0.
Therefore, to prove existence of a (local) solution vα to (26) it suffices
to show that e−uUαβ η
β is exact (in a neighborhood of a point). The
identity
LX˜iLX˜jθα = LX˜jLX˜iθα + L[X˜i,X˜j ]θα
yields
(27) dηαβ = η
α
γ ∧ ηγβ ,
(28) dηα = ηαβ ∧ ηβ + ηα ∧ η.
Let Uαβ be a solution to (25). Then (by (28))
d(e−uUαβ η
β) = e−u{dUαβ ∧ ηβ + Uαβ dηβ − Uαβ du ∧ ηβ} =
= e−uUαβ {dηβ − ηβγ ∧ ηγ − ηβ ∧ η} = 0.
Thus there is a function fα ∈ C∞(U) such that e−uUαβ ηβ = dfα and
vα ≡ −eufα solves (26). To solve (25) let (U, xi) be a normal coordinate
neighborhood at a point x0 ∈ M (we think of M as a Riemannian
manifold with the Webster metric gθ). We shall show that for any
cαβ ∈ C there is a unique solution to (25) with the initial condition
Uαβ (x0) = c
α
β . Let a = (a
1, · · · , a2n+1) ∈ U be an arbitrary point and
let us consider the geodesic at = (a
1t, · · · , a2n+1t). Let fαβ (t) be the
solution to the Cauchy problem for the system of ODEs
dfαβ
dt
+ fαγ (t) η
γ
β(a˙t) = 0,
with the initial condition fαβ (0) = c
α
β , where a˙t is the tangent vector at
at. We define U
α
β ∈ C∞(U) by setting Uαβ (a) = fαβ (1). Of course, if we
start with det(cαβ) 6= 0 then [Uαβ ] is GL(m,C)-valued on a neighborhood
of x0. We wish to show that U
α
β satisfies (25), i.e.
(29) Y (Uαβ ) + U
α
γ (a) η
γ
β , a(Y ) = 0,
for any Y = bj(∂/∂xj)a ∈ Ta(M). We start by extending Y to the
vector field Y = bj ∂/∂xj with constant components bj on U . Similarly,
let us extend the vector field a˙t along the geodesic at to the vector field
X = ai ∂/∂xi. We shall show that along at
(30) X
(
Y (Uαβ ) + U
α
ρ η
ρ
β(Y )
)
+
(
Y (Uαγ ) + U
α
ρ η
ρ
γ(Y )
)
ηγβ(X) = 0.
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When this is done, we see that Y (Uαβ ) + U
α
ρ η
ρ
β(Y ), clearly satisfying
Y (Uαβ )+U
α
ρ η
ρ
β(Y ) = 0 at x0, must be the zero function (which satisfies
(30) with the same initial condition), i.e. (29) is verified. It remains
that we prove (30). This follows from (27). Indeed (as [X, Y ] = 0)
X(ηαβ (Y )) = Y (η
α
β (X)) + η
α
γ (X)η
γ
β(Y )− ηαγ (Y )ηγβ(X)
and the proof of (30) is straightforward. Proposition 1 is a first step
towards recovering the methods of P. Nurowski,[24] [eventually leading
to local solutions of the Yang-Mills equations on (C(M), Fθ)] as men-
tioned in the Introduction. The result in Proposition 1 may be refined
to show that there is a coframe {Ω,Ωα} such that
LX˜iΩ = 0, LX˜iΩα = 0, dΩ = 2i
n∑
α=1
Ωα ∧ Ωα
(compare to (2) in the Introduction). The proof is illustrative of the
local methods in pseudohermitian geometry. Let {Ω,Ωα} be the 1-
forms furnished by Proposition 1, given by a transformation of the
form (21). If {T, Tα} is such that θ(T ) = 1, iT dθ = 0 and θα(Tβ) = δαβ ,
θα(Tβ) = 0, θ
α(T ) = 0, let us set Wα = (U
−1)βαTβ. One may easily
show that
(31) dΩ = 2iGαβ Ω
α ∧ Ωβ + Φ ∧ Ω,
where Gαβ = e
u(U−1)γαU
ρ
β
gγρ and Φ = e
−u{Wα(u)Ωα +Wα(u)Ωα}. By
LX = d◦iX+iX ◦d it follows that LX˜idΩ = 0. Taking the Lie derivative
of (31) gives
0 = LX˜idΩ = 2
√−1LX˜i(Gαβ)Ωα ∧ Ωβ + (LX˜iΦ) ∧ Ω
hence (as LX˜iΦ ≡ 0, mod Ω) on one hand X˜i(Gαβ) = 0, i.e. Gαβ =
aαβ ∈ C, and on the other LX˜iΦ = 0. The latter may be written
duα − uα du = 0 (where uα = Wα(u)). Hence d(e−uuα) = 0, i.e.
uα = cαe
u, for some cα ∈ C. Therefore Φ = cαΩα + cαΩα. Finally, let
[bαβ ] be a square root of [aαβ] (as [aαβ ] is positive definite) and consider
the transformation
Ωˆα = bαβΩ
β +
i
2
cβ(b
−1)βαΩ.
Then dΩ = 2i
∑n
α=1 Ωˆ
α ∧ Ωˆα and LX˜iΩˆα = 0. Q.e.d.
4. Boundary values of Yang-Mills fields
Let Ω ⊂ Cn be a bounded domain with smooth boundary ∂Ω, i.e.
there is a neighborhood U ⊃ Ω and a real valued function ϕ ∈ C∞(U)
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such that Ω = {z ∈ U : ϕ(z) < 0}, ∂Ω = {z ∈ U : ϕ(z) = 0}, and
∇ϕ(z) 6= 0, for any z ∈ ∂Ω. We assume that Ω is strictly pseudoconvex,
i.e. ∂Ω is a strictly pseudoconvex CR manifold (with the natural CR
structure T1,0(∂Ω) = T
1,0(Cn) ∩ [T (∂Ω) ⊗ C] induced by the complex
structure of the ambient space).
Let π : F → U be a holomorphic vector bundle. The portion E =
π−1(∂Ω) of F over the boundary of Ω is CR-holomorphic. Indeed, as
F is holomorphic, there is a natural differential operator
∂F : Γ
∞(F )→ Γ∞(T 0,1(U)∗ ⊗ F )
where T 0,1(U) is the anti-holomorphic tangent bundle over U . Given
u ∈ Γ∞(E) let u˜ ∈ Γ∞(F ) be a C∞ extension of u as a cross-section
in F and set
(
∂Eu
)
z
=
(
∂F u˜
)
z
for any z ∈ ∂Ω. The definition of(
∂Eu
)
z
does not depend upon the choice of extension u˜ of u because
(∂f)
∣∣
T0,1(∂Ω)
= ∂b(f
∣∣
∂Ω
) for any C∞ function f : U → C. Let {Φα :
π−1(Ωα) → Ωα × Cm : α ∈ I} be a trivialization atlas for F and
Gβα : Ωβ ∩ Ωα → GL(m,C) the corresponding transition functions.
Set Uα = Ωα ∩ ∂Ω and gβα = Gβα|Uα∩Uβ . As Gβα are holomorphic,
it follows that E → ∂Ω is a peculiar type of CR-holomorphic vector
bundle (called locally trivial by C. Le Brun, [17]) in that its transition
functions gβα are matrix valued CR functions on ∂Ω.
Let K(ζ, z) be the Bergman kernel of Ω. By a classical result in [8]
(32) K(ζ, z) = cΩ|∇ϕ(z)|2 · detLϕ(z) ·Ψ(ζ, z)−(n+1) +H(ζ, z),
(the Fefferman asymptotic expansion formula for the Bergman kernel)
where H ∈ C∞(Ω × Ω \ ∆), ∆ is the diagonal of ∂Ω × ∂Ω, and H
satisfies the estimate
(33) |H(ζ, z)| ≤ c′Ω|Ψ(ζ, z)|−(n+1)+1/2 · | log |Ψ(ζ, z)||.
Here Lϕ = ∂∂ϕ. Also we set
Ψ(ζ, z) = (F (ζ, z)− ϕ(z))χ(|ζ − z|) + (1− χ(|ζ − z|))|ζ − z|2
where
F (ζ, z) = −
n∑
j=1
∂ϕ
∂zj
(z)(ζj − zj)− 1
2
n∑
j,k=1
∂2ϕ
∂zj∂zk
(z)(ζj − zj)(ζk − zk)
and χ(t) is a C∞ cut-off function with χ(t) = 1 for |t| < ǫ0/2 and
χ(t) = 0 for |t| ≥ 3ǫ0/4. As a consequence of (32)
K(z, z)−1/(n+1) = |ϕ(z)| (Φ(z) +H(z, z)|ϕ(z)|n+1)−1/(n+1)
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where Φ(z) ≡ cΩ|∇ϕ(z)|2 detLϕ(z) stays finite near ∂Ω and (by (33))
|H(z, z)| |ϕ(z)|n+1 ≤ c′Ω|ϕ(z)|1/2| log |ϕ(z)|| → 0, as z → ∂Ω.
Therefore K(z, z)−1/(n+1) vanishes at ∂Ω. Also, as Φ(z) 6= 0 near the
boundary, ∇K(z, z)−1/(n+1) 6= 0 along ∂Ω, hence K(z, z)−1/(n+1) may
be used as a defining function for Ω.
For the rest of this section we assume that ϕ(z) ≡ −K(z, z)−1/(n+1)
and set θ ≡ i
2
(∂− ∂)ϕ. Then dθ = i ∂∂ϕ. Let us differentiate log |ϕ| =
−(1/(n+ 1)) logK (where K is short for K(z, z)) so that to obtain
1
ϕ
∂ϕ = − 1
n+ 1
∂ logK.
Applying the operator i ∂ leads to
(34)
1
ϕ
dθ − i
ϕ2
∂ϕ ∧ ∂ϕ = − i
n + 1
∂∂ logK.
We shall need the Bergman metric
g =
∂2 logK
∂zj∂zk
dzj ⊙ dzk .
As well known, g is a Ka¨hler metric on Ω (Ka¨hler-Einstein when Ω
is homogeneous). Here ⊙ denotes the symmetric tensor product, i.e.
α⊙ β = 1
2
(α⊗ β + β⊗α). Let us set ω(X, Y ) = g(X, JY ) (the Ka¨hler
2-form of (Ω, J, g), where J is the underlying complex structure). Then
ω = −i ∂∂ logK and (34) may be written
(35) g(X, Y ) =
n + 1
ϕ
{ i
ϕ
(∂ϕ ∧ ∂ϕ)(X, JY )− dθ(X, JY )},
for any X, Y ∈ X (Ω).
We denote by Mδ = {z ∈ Ω : ϕ(z) = −δ} (δ > 0) the level sets of ϕ.
For δ sufficiently small Mδ is still a strictly pseudoconvex CR manifold
(of CR dimension n− 1). Therefore, there is a one-sided neighborhood
V of ∂Ω which is foliated by the (strictly pseudoconvex) level sets of
ϕ. Let F be the relevant foliation and let us denote by H(F) → V
(respectively by T1,0(F) → V ) the bundle whose portion over Mδ is
the Levi distribution H(Mδ) (respectively the CR structure T1,0(Mδ)).
Note that
T1,0(F) ∩ T0,1(F) = (0),
[Γ∞(T1,0(F)),Γ∞(T1,0(F))] ⊆ Γ∞(T1,0(F)).
Here T0,1(F) = T1,0(F). By a result in [20], there is a unique complex
vector field ξ on V , of type (1, 0), such that ∂ϕ(ξ) = 1 and ξ is or-
thogonal to T1,0(F) with respect to ∂∂ϕ, i.e. ∂∂ϕ(ξ, Z) = 0, for any
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Z ∈ T1,0(F). We set r ≡ 2 ∂∂ϕ(ξ, ξ) (r is the transverse curvature of
ϕ). Let ξ = 1
2
(N − iT ) be the real and imaginary parts of ξ. Then
(dϕ)(N) = 2, (dϕ)(T ) = 0,
θ(N) = 0, θ(T ) = 1,
∂ϕ(N) = 1, ∂ϕ(T ) = i.
In particular, T is tangent to (the leaves of) F . F carries the tan-
gential Riemannian metric gθ (defined by (100) in Appendix A). Note
that the pullback of gθ to each leaf Mδ of F is the Webster metric of
Mδ (associated to the contact form j
∗
δ θ, where jδ : Mδ ⊂ V ). As a
consequence of (35)
(36) g(X, Y ) = −n + 1
ϕ
gθ(X, Y ), X, Y ∈ H(F).
Also (by JT = −N and (103))
(37) g(X, T ) = 0, g(X,N) = 0, X ∈ H(F),
(38) g(T,N) = 0, g(T, T ) = g(N,N) =
n+ 1
ϕ
(
1
ϕ
− r
)
.
In particular 1−rϕ > 0 everywhere in Ω. Using (36)-(38) we may relate
the Levi-Civita connection ∇g of (V, g) to the Graham-Lee connection
∇ (cf. Appendix A). By (36) (as X(ϕ) = 0, X ∈ T (F))
(39) g(∇gXY, Z) = g(∇XY, Z), X, Y, Z ∈ H(F).
Note that any tangent vector field X ∈ T (V ) decomposes as
X = πHX + θ(X)T +
1
2
(dϕ)(X)N,
(πH : T (V ) → H(F) is the projection). By (102) θ([T,X ]) = 0, X ∈
H(F). Also [T,X ] ∈ T (F), hence [T,X ] ∈ H(F), for any X ∈ H(F).
Taking into account the identity
(40) 2g(∇gXY, Z) = X(g(Y, Z)) + Y (g(X,Z))− Z(g(X, Y ))+
+g([X, Y ], Z) + g([Z,X ], Y ) + g(X, [Z, Y ]),
for any X, Y, Z ∈ T (V ), one has (by (37))
2g(∇gXY, T ) = −T (g(X, Y ))+
+g([X, Y ], T ) + g([T,X ], Y ) + g(X, [T, Y ]) =
=
n+ 1
ϕ
{T (gθ(X, Y ))− gθ([T,X ], Y )− gθ(X, [T, Y ])}+
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+
n+ 1
ϕ
(
1
ϕ
− r
)
θ([X, Y ]),
for any X, Y ∈ H(F). By (112)-(113) and ∇XY ∈ H(F) it follows
that
T (gθ(X, Y ))− gθ([T,X ], Y )− gθ(X, [T, Y ]) = 2gθ(τX, Y )
(note that one makes use of the fact that τ : H(F) → H(F) is self-
adjoint, i.e. gθ(τX, Y ) = gθ(X, τY ), X, Y ∈ H(F)) hence
g(∇gXY, T ) = −g(τX, Y )−
n + 1
ϕ
(
1
ϕ
− r
)
(dθ)(X, Y )
or
(41) g(∇gXY, T ) = −g(τX, Y )−
(
1
ϕ
− r
)
g(X, φY ),
for any X, Y ∈ H(F). Exploiting again ∇gg = 0 (and g([X, Y ], N) =
0) we get
2g(∇gXY,N) = −(LNg)(X, Y ), X, Y ∈ H(F).
Hence (by (122) in Lemma 4)
2g(∇gXY,N) = −
n + 1
ϕ2
N(ϕ) gθ(X, Y ) +
n+ 1
ϕ
(LNgθ)(X, Y ) =
= 2
(
1
ϕ
− r
)
g(X, Y ) +
2(n+ 1)
ϕ
(dθ)(X, τY )
that is
(42) g(∇gXY,N) =
(
1
ϕ
− r
)
g(X, Y ) + g(X, φ τ Y ),
for any X, Y ∈ H(F). Note that (42) may be also derived from (41)
by using the fact that g is a Ka¨hler metric. Indeed
g(∇gXY,N) = g(J∇gXY, JN) = g(∇gXJY, T ) =
= −g(τX, φY )−
(
1
ϕ
− r
)
g(X, φ2Y ),
etc. For further use, let us also retain that
(43) (LNg)(X, Y ) = −2
(
1
ϕ
− r
)
g(X, Y )− 2g(X, φτY ),
for any X, Y ∈ H(F). At this point, the identities (39) and (41)-(42)
lead to
(44) ∇gXY = ∇XY+
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+
{
ϕ
1− ϕr gθ(τX, Y ) + gθ(X, φY )
}
T−
−
{
gθ(X, Y ) +
ϕ
1− ϕr gθ(X, φ τ Y )
}
N,
for any X, Y ∈ H(F). To compute ∇gXT we use (44) and
g(∇gXT, Y ) = −g(T,∇gXY )
so that
(45) g(∇gXT, Y ) = g(τX, Y ) +
(
1
ϕ
− r
)
g(X, φY ).
The component along T is 1
2
X(‖T‖2) hence
(46) g(∇gXT, T ) = −
n + 1
2ϕ
X(r).
Moreover (by (104) in Appendix A)
2g(∇gXT,N) = g(X, [N, T ]) = −g(X, φ∇Hr)
that is
(47) g(∇gXT,N) = −
n + 1
2ϕ
(φX)(r).
Summing up (by (45)-(47))
(48) ∇gXT = τX −
(
1
ϕ
− r
)
φX − ϕ
2(1− rϕ) {X(r)T + (φX)(r)N} ,
for any X ∈ H(F). Again by (44) and
g(∇gXN, Y ) = −g(N,∇gXY )
we get
(49) g(∇gXN, Y ) = −
(
1
ϕ
− r
)
g(X, Y )− g(X, φ τ Y ).
Next (by (104))
(50) g(∇gXN, T ) =
n+ 1
2ϕ
(φX)(r).
Finally, the component along N is 1
2
X(‖N‖2) hence
(51) g(∇gXN,N) = −
n + 1
2ϕ
X(r).
Summing up (by (49)-(51))
(52) ∇gXN = −
(
1
ϕ
− r
)
X + τ φX+
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+
ϕ
2(1− rϕ){(φX)(r) T −X(r)N},
for any X ∈ H(F). We wish to compute ∇gTX . To this end (by
∇gθ = 0)
2gθ(∇TX, Y ) = T (gθ(X, Y )) + gθ([T,X ], Y ) + gθ([Y, T ], X)+
+gθ(T, [Y,X ]) + gθ(τX, Y )− gθ(τY,X)− 2(dθ)(X, Y )
yielding (upon multiplication by −(n + 1)/ϕ)
T (g(X, Y )) + g([T,X ], Y ) + g([Y, T ], X) = 2g(∇TX, Y ).
Therefore (by ∇gg = 0)
2g(∇gTX, Y ) = T (g(X, Y )) + g([T,X ], Y ) + g([Y, T ], X)+
+g(T, [Y,X ]) = 2g(∇TX, Y )− θ([X, Y ])‖T‖2
or
(53) g(∇gTX, Y ) = g(∇TX, Y ) +
(
1
ϕ
− r
)
g(X, φY ).
Similar to the above
(54) g(∇gTX, T ) = −
n + 1
2ϕ
X(r),
(55) g(∇gTX,N) = −
n + 1
2ϕ
(φX)(r).
Collecting the information in (53)-(55), we have proved
(56) ∇gTX = ∇TX−
(
1
ϕ
− r
)
φX− ϕ
2(1− rϕ){X(r)T +(φX)(r)N},
for any X ∈ H(F). Let us compute ∇gNX . We have
2g(∇gNX, Y ) = N(g(X, Y )) + g([N,X ], Y ) + g([Y,N ], X) =
= 2g([N,X ], Y ) + (LNg)(X, Y ).
Using (43) and
[N,X ] = ∇NX − rX − τ(φX)
(cf. Appendix A) one shows that
(57) g(∇gNX, Y ) = g(∇NX, Y )−
1
ϕ
g(X, Y ).
Calculations similar to the above also furnish
(58) g(∇gNX, T ) =
n + 1
2ϕ
(φX)(r),
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(59) g(∇gNX,N) = −
n + 1
2ϕ
X(r).
Using (57)-(59) we may now conclude that
(60) ∇gNX = ∇NX −
1
ϕ
X +
ϕ
2(1− rϕ){(φX)(r)T −X(r)N},
for any X ∈ H(F). Moreover (omitting the details)
g(∇gNT,X) = −
n + 1
2ϕ
(φX)(r),
g(∇gNT, T ) = −
n + 1
2ϕ
{
N(r) +
4
ϕ2
− 2r
ϕ
}
,
g(∇gNT,N) = −
n + 1
2ϕ
T (r),
so that
(61) ∇gNT = −
1
2
φ∇Hr−
− ϕ
2(1− rϕ)
{(
N(r) +
4
ϕ2
− 2r
ϕ
)
T + T (r)N
}
.
Similarly we find
(62) ∇gTN =
1
2
φ∇Hr−
− ϕ
2(1− rϕ)
{(
N(r) +
4
ϕ2
− 6r
ϕ
+ 4r2
)
T + T (r)N
}
,
(63) ∇gTT = −
1
2
∇Hr−
− ϕ
2(1 − rϕ)
{
T (r)T −
(
N(r) +
4
ϕ2
− 6r
ϕ
+ 4r2
)
N
}
,
(64) ∇gNN = −
1
2
∇Hr+
+
ϕ
2(1− rϕ)
{
T (r)T −
(
N(r) +
4
ϕ2
− 2r
ϕ
)
N
}
.
Let us consider a holomorphic vector bundle π : F → U , carrying the
Hermitian metric h, and set Eδ = π
−1(Mδ) (the portion of F over a leaf
of F). A connection D ∈ C(F, h) induces a connection Dδ ∈ C(Eδ, hδ)
(where hδ,z = hz, z ∈ Mδ). Dδ is most easily described with respect
to a local trivialization Φ : π−1(O) → O × Cm of F , for some open
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subset O ⊆ U . Let us set σi(z) = Φ−1(z, ei), z ∈ O, 1 ≤ i ≤ m, where
{e1, · · · , em} is the canonical linear basis in Cm. If ui ≡ σi|O∩Mδ then
Dδ is given by
(DδXu)z = X(f
i)zui(z) + f
i(z)(D(d jδ)Xσi)z , z ∈ O ∩Mδ,
for any section u = f iui, f
i ∈ C∞(O ∩ Mδ), and any X ∈ X (Mδ).
It is easily shown that the definition of (DδXu)z doesn’t depend upon
the local trivialization chart Φ at z (i.e. if g = [gij ] : O ∩ O′ →
GL(m,C), g(z) = Φ′z ◦ Φ−1z , are the transition functions of F then
(DδXu)z is invariant under the transformation σj(z) = g
i
j(z)σ
′
i(z)). Let
RD ∈ Ω2(Ad(F )) and ωij be the curvature tensor field and connection
1-forms of D (Dσj = ω
i
j ⊗ σi), so that RDσj = 2(dωij − ωik ∧ ωkj )⊗ σi.
Also, let Rδ ∈ Ω2(Ad(Eδ)) and (ωδ)ij be the curvature tensor field and
the connection 1-forms of Dδ, respectively. Then (ωδ)
i
j = j
∗
δω
i
j yields
(65) Rδui = (j
∗
δR
D)σi , 1 ≤ i ≤ m.
Let {Wα} be a local orthonormal (gθ(Wα,Wβ) = δαβ) frame of T1,0(F)
and set
Eα ≡
√
− ϕ
n + 1
Wα , 1 ≤ α ≤ n− 1, En ≡
√
2fϕ
n+ 1
ξ ,
where f ≡ ϕ/(1− rϕ). Then, given a connection D in F → U , for any
X ∈ H(Mδ)
(δDRD)X = −
n∑
a=1
{(DEaRD)(Ea, X) + (DEaRD)(Ea, X)} =
=
ϕ
n + 1
n−1∑
α=1
{(DWαRD)(Wα, X) + (DWαRD)(Wα, X)}−
− 2fϕ
n + 1
{(DξRD)(ξ,X) + (DξRD)(ξ,X)}
and
n−1∑
α=1
(DWαR
D)(Wα, X)σj =
=
∑
α
{DWα
(
RD(Wα, X)σj
)− RD(Wα, X)DWασj−
−RD(∇gWαWα, X)σj − RD(Wα,∇gWαX)σj} = (by (44))
=
∑
α
{
(DδWαR
δ)(Wα, X)uj−
−[f gθ(τ Wα,Wα) + gθ(Wα, φWα)]RD(T,X)σj+
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+[gθ(Wα,Wα) + f gθ(Wα, φ τ Wα)]R
D(N,X)σj−
−[f gθ(τ Wα, X) + gθ(Wα, φX)]RD(Wα, T )σj+
+ [gθ(Wα, X) + f gθ(Wα, φ τ X)]R
D(Wα, N)σj
}
.
Therefore (by the purity axiom (107))∑
α
(DWαR
D)(Wα, X) =
∑
α
(DδWαR
δ)(Wα, X)uj−
+i(n− 1)RD(T,X)σj + (n− 1)RD(N,X)σj−
−f RD(π0,1 τ X, T )− RD(π0,1 φX, T )+
+RD(π0,1X,N) + f R
D(π0,1 φ τ X,N).
We obtain
(66)
∑
α
{(DWαRD)(Wα, X) + (DWαRD)(Wα, X)} = −(δD
δ
b R
δ)X uj+
+{RD(N, (2n− 3)X − f φ τ X) +RD(T, φX + f τ X)}σj
(cf. section 5 for the definition of the operator δD
δ
b ). Moreover
{(DξRD)(ξ,X) + (DξRD)(ξ,X)}σj =
=
1
2
{DN
(
RD(N,X)σj
)
+DT
(
RD(T,X)σj
)−
−RD(N,X)DNσj − RD(T,X)DTσj−
−RD(∇gNN,X)σj − RD(∇gTT,X)σj−
−RD(N,∇gNX)σj −RD(T,∇gTX)σj}.
Substitution from (56), (60) and (63)-(64) gives
−RD(∇gNN,X)−RD(∇gTT,X)− RD(N,∇gNX)−RD(T,∇gTX) =
= RD(∇Hr,X)− RD(T,∇TX)− RD(N,∇NX)+
+
1
f
RD(T, φX) + f (φX)(r)RD(T,N) +
(
1
ϕ
+ 2r
)
RD(N,X).
We conclude that
(67) {(DξRD)(ξ,X) + (DξRD)(ξ,X)}σj =
=
1
2
{(DN iNRD)X + (DT iTRD)X +RD(∇Hr,X)+
+
1
f
RD(T, φX) + f (φX)(r)RD(T,N) +
(
1
ϕ
+ 2r
)
RD(N,X)
(the covariant derivatives in the right hand member of (67) are defined
with respect to D and ∇). Finally (by (66)-(67))
(δDRD)X σj =
ϕ
n+ 1
{
−(δDδb Rδ)X uj +
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+[RD(N, (2n− 3)X − f φ τ X) +RD(T, φX + f τ X)]σj
}−
− f ϕ
n + 1
{
(DN iNR
D)X + (DT iTR
D)X +RD(∇Hr,X)+
+ RD(T ,
1
f
φX + f (φX)(r)N) +
(
1
ϕ
+ 2r
)
RD(N,X)
}
σj .
Assume that D is a Yang-Mills field on (Ω, g), i.e. δDRD = 0 in Ω.
Then, for ϕ→ 0 (as r and ∇Hr stay finite near ∂Ω, cf. [11], p. 164)
(δDbb R
Db)Xuj = 2(n− 2)RD(N,X)σj
where Db ≡ D0 is the boundary values of D. Therefore, if iTRDb = 0
then (cf. (84) in section 5) Db is a pseudo Yang-Mills field on ∂Ω if
and only if iNR
D = 0 on H(∂Ω). Theorem 1 is proved. With the same
techniques we may show that
Corollary 1. Let D ∈ C(F, h) be a Yang-Mills field on (Ω, g) such that
iNR
D = 0. Then the boundary values Db of D satisfy ΛθR
Db = 0.
Corollary 1 shows that the axiom (17) (with S = 0) in the description
of the Tanaka connection, as well as (11) in Theorem 2, are rather
natural occurrences. The proof is
0 = (δDRD)Tσj =
=
ϕ
n+ 1
∑
α
{(DWαRD)(Wα, T ) + (DWαRD)(Wα, T )}σj−
− 2fϕ
n+ 1
{DN(RD(N, T )σj)−RD(N, T )DNσj−
−RD(∇gNN, T )− RD(N,∇gNT )σj}
or (by (44), (48), (61) and (64))
0 = ϕ{(δDδRδ)T uj + 2(n− 1)RD(T,N)σj}+
+
1
2
ϕ {f [RD(T,∇Hr) +RD(N, φ∇Hr)] + trace πHRD(· , τ ·)}σj−
+(n+ 1)f{2(DN iNRD)T +RD(N, φ∇Hr)−RD(T,∇Hr)}σj−
−2ϕ
f
ΛθR
Dσj − (n+ 1)f 2
{
N(r) +
4
ϕ2
− 2r
ϕ
}
RD(T,N)σj .
When ϕ→ 0 one observes ϕ/f → 1 and f 2/ϕ2 → 1 hence(
ΛθR
Db
)
uj = −2(n+ 1)RD(T,N)σj .
Q.e.d.
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5. Yang-Mills fields and the Fefferman metric
We wish to relate PYM to the Yang-Mills functional on C(M).
Given a contact form θ on M such that the Levi form Lθ is positive
definite, let Fθ be the corresponding Fefferman metric (a Lorentz met-
ric on C(M)). We recall (cf. [18]) that
(68) Fθ = π
∗G˜θ + 2(π
∗θ)⊙ σ,
(69) σ =
1
n + 2
{dγ + π∗(iωαα −
i
2
gαβdgαβ −
ρ
4(n+ 1)
θ)}.
Here ωαβ are the connection 1-forms of the Tanaka-Webster connection
of (M, θ), i.e. ∇Tβ = ωαβ ⊗ Tα, and gαβ = Lθ(Tα, Tβ). Moreover
ρ = gαβRαβ is the pseudohermitian scalar curvature (cf. e.g. [5], p.
229). The (0, 2)-tensor field G˜θ is got by extending the Levi form
Gθ to the whole of T (M). Precisely, one requests that G˜θ = Gθ on
H(M)⊗H(M), while G˜θ(X, T ) = 0, for any X ∈ T (M) (obviously G˜θ
is degenerate). Note that when M is compact C(M) is compact, as
well. It is noteworthy that σ (given by (69)) is a connection 1-form in
S1 → C(M)→M . Let T ↑ be the horizontal lift (with respect to σ) of
the characteristic direction of dθ and S the tangent to the S1-action.
Then T ↑− S is timelike, hence (C(M), Fθ) is time oriented by T ↑− S,
i.e. (C(M), Fθ) is a space-time (see [3], p. 17). However, as M is
compact (C(M), Fθ) is not chronological (cf. Proposition 2.6 in [3], p.
23).
Let S ∈ X (C(M)) be the tangent to the S1-action (locally S =
((n + 2)/2)∂/∂γ). Then (by (68)) Fθ(S, S) = 0. Next (by Lemma
2) ∇C(M)S S = 0, i.e. the integral curves of S are (null) geodesics of
(C(M), Fθ). Also LSFθ = 0, hence (cf. (28) in [26], p. 185) S generates
a shear-free congruence of null geodesics. The congruence is symmetric
if there is a vector field X ∈ X (C(M)) such that
LX(π∗θ) = t π∗θ, LX(π∗θα) = wαβ π∗θβ + ℓα π∗θ,
where t is a real function and wαβ , ℓ
α are complex functions on C(M).
We say that X is a symmetry of the congruence. We may look for LXS
in the form
LXS = aαT ↑α + aαT ↑α + bT ↑ + fS.
As X is a symmetry aα = 0, b = 0 and f = −2(LXσ)S. Therefore
(70) LXS = f S.
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Also one may easily check (by using the local frame {T ↑α, T ↑α, T ↑, S} of
T (C(M))⊗ C) that
(71) LS (π∗θ) = 0, LS (π∗θα) = 0.
Using (70)-(71) and LYLZω = LZLY ω + L[Y,Z]ω (for any Y, Z ∈
X (C(M)), ω ∈ Ω1(C(M))) we obtain
(72) S(t) = 0, S(wαβ ) = 0, S(ℓ
α) = 0.
For instance
S(t)π∗θ = L[S,X] π∗θ = −f LS π∗θ − (π∗θ)(S) df = 0.
Our considerations draw inspiration from the calculations in [24] (which
are both purely local and confined to the 3-dimensional case (n = 1)).
For this reason some of the results (e.g. Propositions 1 and 2) are
attributed to [24] (the proofs are however new). (72) implies that
t, wαβ , ℓ
α are vertical lifts of functions on M . A vector field of the form
ρ S, for some function ρ 6= 0, is a trivial symmetry of the congruence.
Proposition 2. (P. Nurowski, [24])
Each nontrivial symmetry of the shear-free congruence (of null geodesics
on C(M)) projects on a unique symmetry of the CR structure on M .
Indeed, if X is a symmetry of S then X − 2σ(X)S ∈ Ker(σ), hence
there is a unique vector field X˜ ∈ X (M) such that
X˜↑ = X − 2σ(X)S.
Then
π∗(t θ) = LX(π∗θ) = LX˜↑(π∗θ) + 2Lσ(X)S(π∗θ) = LX˜↑(π∗θ).
Consequently, for any Z ∈ X (M)
t θ(Z) = (π∗(t θ))Z↑ = (LX˜↑(π∗θ))Z↑ = X˜(θ(Z))− (π∗θ)[X˜↑ , Z↑]
hence, as [X˜, Z]↑ is the Ker(σ)-component of [X˜↑ , Z↑] (with respect to
the decomposition T (C(M)) = Ker(σ)⊕RS), we obtain LX˜θ = t θ. It
may be shown in a similar manner that LX˜θα = wαβθβ + ℓαθ, i.e. X˜ is
a symmetry of the CR structure. Q.e.d.
Let E → M be a complex vector bundle and Eˆ = π∗E → C(M)
the pullback of E via π. The natural lift uˆ : π−1(U) → Eˆ of a section
u : U → E is given by uˆ(z) = (x, u(π(z))), z ∈ π−1(U). If E carries
a Hermitian metric h then so does Eˆ. Indeed we may set hˆ(eˆi, eˆj) =
hij ◦ π, where hij = h(ei, ej) and {e1, · · · , em} is a (local) frame in E
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on U . There is a natural inner product 〈 , 〉 on Ω2(Ad(Eˆ)) induced by
the inner product on scalar 2-forms
F ∗θ (α, β) d vol(Fθ) = α ∧ ∗β,
α, β ∈ Γ∞(Λ2T ∗(C(M))), and by the Killing-Cartan form of u(m),
m = rankCE, respectively. Here ∗ is the Hodge operator associated
with the Fefferman metric Fθ. Precisely, if S, T ∈ Ω0(Ad(Eˆ)) then
〈α⊗ S, β ⊗ T 〉 = F ∗θ (α, β)[Sij] · [T ij ],
where Seˆj = S
i
j eˆi, T eˆj = T
i
j eˆi with respect to a (local) orthonormal
(h(ei, ej) = δij) frame {ej} in E, andA·B = −trace(AB), A,B ∈ u(m).
The Yang-Mills functional is given by
ŶM(D) = 1
2
∫
C(M)
〈RD, RD〉 d vol(Fθ), D ∈ C(Eˆ, hˆ).
Any D ∈ C(E, h) induces a connection Dˆ = π∗D ∈ C(Eˆ, hˆ) which
is described (in local coordinates) as follows. Let (U, xA) be a local
coordinate system on M . Then (π−1(U), xˆA := xA ◦ π, γ) are local
coordinates on C(M). We set by definition
Dˆ∂/∂xˆA eˆj = (Γ
i
Aj ◦ π)eˆi , Dˆ∂/∂γ eˆj = 0,
where D∂/∂xAej = Γ
i
Ajei. Our conventions as to the range of indices are
A,B,C, · · · ∈ {1, · · · , 2n+1} and i, j, k, · · · ∈ {1, · · · , m}. We consider
the linear map
π∗ : Γ∞(U,ΛkT ∗(M)⊗ E)→ Γ∞(π−1(U),ΛkT ∗(C(M))⊗ Eˆ)
given by
π∗(ωj ⊗ ej) = (π∗ωj)⊗ eˆj , ωj ∈ Ωk(U),
(pullback and natural lifting). As {eˆj} is a local frame in Eˆ → C(M)
it suffices to specify Dˆ on natural lifts of sections in E →M . Then Dˆ
admits the following coordinate-free description
Dˆuˆ = π∗(Du), u ∈ Ω0(E).
Clearly, if Dh = 0 then Dˆhˆ = 0. Let us consider the functional PYM :
C(E, h)→ [0,+∞) given by
PYM(D) = 1
2
∫
M
‖πHRD‖2 θ ∧ (dθ)n.
Here πH : Ω
2(Ad(E)) → Ω2(Ad(E))/J 2θ is the projection described
in section 2. Of course, when an admissible coframe {θα} is fixed
Ω·(Ad(E))/J ·θ may be identified with the subalgebra Ω·H(Ad(E)) =
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{ω ∈ Ω·(Ad(E)) : iT ω = 0}. Integration along the fibre in ŶM(π∗D),
D ∈ C(E, h), leads to (9) in Theorem 2. Indeed, let us set
RiABjei = (R
Dej)(∂/∂x
A , ∂/∂xB).
Then
RDˆeˆj = [(R
i
ABj ◦ π)dxˆA ∧ dxˆB]⊗ eˆi
hence
(73) RDˆeˆj = π
∗(RDej).
Given Ω = Ωj ⊗ ej ∈ Ω2(E), Ωj = ΩjABdxA ∧ dxB, we set
(74) 〈π∗Ω, π∗Ω〉 = F ∗θ (π∗Ωj , π∗Ωk)(hjk ◦ π).
Of course π∗Ωj = (ΩjAB ◦π)dxˆA∧dxˆB and the main technical difficulty
in calculating (74) is the need for FAB = F ∗θ (dxˆ
A, dxˆB), where [FAB] =
[FAB]
−1 and FAB := Fθ(∂/∂xˆ
A, ∂/∂xˆB). Let
Fθ :
[
FAB FA,2n+2
F2n+2,B F2n+2,2n+2
]
be the components of the Fefferman metric with respect to (xˆA, γ).
Let us set ∂/∂xA = λBATB, λ
B
A ∈ C∞(U). Here one either adopts
the convention A,B,C, · · · ∈ {0, 1, · · · , n, 1, · · · , n} (with T0 = T ) or
relabels the vector fields {T, Tα, Tα : 1 ≤ α ≤ n}. Then (by (68))
FAB = G˜θ(
∂
∂xA
,
∂
∂xB
) + θ(
∂
∂xA
)σ(
∂
∂xˆB
) + θ(
∂
∂xB
)σ(
∂
∂xˆA
) =
= gαβ(λ
α
Aλ
β
B + λ
α
Bλ
β
A) + λ
0
AσB + λ
0
BσA
where σA = σ(∂/∂xˆ
A). A calculation based on (69) shows that
σA =
1
n+ 2
{iλBA(ΓαBα −
1
2
gαβTB(gαβ))−
ρ
4(n + 1)
λ0A} ◦ π
where ΓβBα are (among) the coefficients of the Tanaka-Webster connec-
tion of (M, θ) (i.e. ∇TBTα = ΓβBαTβ). Moreover (by (68))
FA,2n+2 = 2[(π
∗θ)⊙ σ]( ∂
∂xˆA
,
∂
∂γ
) =
1
n + 2
λ0A ,
F2n+2,2n+2 = 0.
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Next, using F abFbc = δ
a
c (with a, b, c, · · · ∈ {1, · · · , 2n+ 2}) we find
(75)


FABFBC +
λ0C
n + 2
FA,2n+2 = δAC
FABλ0B = 0
F 2n+2,BFBC +
λ0C
n + 2
F 2n+2,2n+2 = 0
F 2n+2,Bλ0B = n+ 2.
Let us set
PAB
i
j ei = (R
Dej)(TA, TB)
so that RiABj = λ
C
Aλ
D
BPCD
i
j . In the sequel, for the sake of simplicity,
we do not distinguish notationally between f ∈ C∞(M) and its vertical
lift f ◦ π. Then
〈RDˆ, RDˆ〉 = hjk〈RDˆeˆj , RDˆeˆk〉 =
= hjkhrsF
∗
θ (R
r
ABjdxˆ
A ∧ dxˆB, RsCDkdxˆC ∧ dxˆD) =
=
1
2
hjkhrsR
r
ABjR
s
CDk
(FACFBD − FADFBC),
where Ri
ABj
= RiABj . We obtain
〈RDˆ, RDˆ〉 =
(76) =
1
2
hjkhrsλ
E
Aλ
F
Bλ
G
Cλ
H
DPEF
r
jPGH
s
k(F
ACFBD − FADFBC),
where λBA = λ
B
A and PAB
i
j = PAB
i
j . Note that λ
0
A is real valued while
λαA = λ
α+n
A . To calculate λ
E
Aλ
F
Bλ
G
Cλ
H
D(F
ACFBD − FADFBC) we need
the identities
(77) FABλαAλ
β
B = g
αβ,
(78) FABλαAλ
β
B = 0.
The proof of (77)-(78) follows from (75). Indeed (75) may be written
FABgαβ(λ
α
Bλ
β
C + λ
α
Cλ
β
B) + F
ABλ0CσB +
1
n+ 2
FA,2n+2λ0C = δ
A
C ,
FABλ0B = 0,
F 2n+2,Bgαβ(λ
α
Bλ
β
C + λ
α
Cλ
β
B) + (n+ 2)σC+
+F 2n+2,Bλ0CσB +
1
n+ 2
F 2n+2,2n+2λ0C = 0,
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F 2n+2,Bλ0B = n+ 2.
If µ := λ−1 then (by the first of the previous four identities)
µAD = (
1
n+ 2
FA,2n+2 + FABσB)δ
0
D + F
ABgαβ(λ
α
Bδ
β+n
D + λ
β
Bδ
α
D)
yielding
(79)


µA0 =
1
n+ 2
FA,2n+2 + FABσB
µAα = F
ABgαβλ
β
B
µAβ+n = F
ABgαβλ
α
B.
The second and third of the identities (79) lead to (77) and (78), re-
spectively. A calculation based on (77)-(78) shows that (76) may be
written
〈RDˆ, RDˆ〉 =
(80) = P αβ kjPαβ kj + P
αβkjPαβkj + P
αβkjPαβkj + P
αβ kjPαβ kj
where PABkj = hjsPABk
s and PABkj = hrkPABr
j
. Also P αβr
j
=
gαλgβµPλµ r
j , etc. As RDej = (PAB
i
jθ
A ∧ θB)⊗ ei it follows that
〈πHRD, πHRD〉 = hjk〈(πHRD)ej , (πHRD)ek〉 =
= hjkhrsG
∗
θ(Pαβ
r
j θ
α ∧ θβ + 2Pαβrj θα ∧ θβ + Pαβrj θα ∧ θβ ,
Pλµ
s
k θ
λ ∧ θµ + 2Pλµsk θλ ∧ θµ + Pλµsk θλ ∧ θµ) =
=
1
2
Pαβ
kjPλµ kj(g
αλgβµ − gαµgβλ)+
+2gαλgβµPαβ
kjPλµkj+
+
1
2
Pαβ
kjPλµkj(g
αλgβµ − gαµgβλ) =
= P λµkjPλµkj + 2P
λµkjPλµkj + P
λµkjPλµkj
hence (by (73) and (80))
〈RDˆ, RDˆ〉 = (‖πHRD‖ ◦ π)2.
Finally we may integrate over C(M) and use the identity∫
C(M)
(f ◦ π)dvol(Fθ) = 2π
∫
M
f θ ∧ (dθ)n , f ∈ C∞(M).
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The identity1 (9) in Theorem 1 is proved. Assume now that Dˆ = π∗D
is a Yang-Mills field on C(M). Let Dt = D + tϕ, ϕ ∈ Ω1(Ad(E)), be
a variation of D. Then
(81) π∗Dt = Dˆ + tπ∗ϕ.
A word on the conventions in (81). As seen earlier in this section, there
is a natural map π∗ : Ω1(Ad(E)) → Ω1(π∗Ad(E)). Yet Ad(π∗E) ≈
π∗Ad(E) (a vector bundle isomorphism) hence π∗ϕ is an Ad(π∗E)-
valued 1-form on C(M). Then (by (9))
0 =
d
dt
{ŶM(Dˆ + tπ∗ϕ)}t=0 =
=
d
dt
{ŶM(π∗Dt)}t=0 = 2π d
dt
{PYM(Dt)}t=0,
i.e. D is a pseudo Yang-Mills field on M . The converse requires the
first variation formula for the functional PYM (as well as the fact
that the Yang-Mills equations on C(M) project on M via π to give the
Euler-Lagrange equations of the variational principle δ PYM = 0, cf.
section 4). To establish (8) we need the following
Lemma 1. Let M be a nondegenerate CR manifold, θ a contact form
on M , and d vol(gθ) the canonical volume form associated to the Web-
ster metric gθ. Then θ ∧ (dθ)n = ±cn d vol(gθ) where cn = (−1)s2nn!,
provided that the Levi form Lθ has s negative eigenvalues.
This corrects the constant cn from [30], p. 546. If the Levi form
Lθ has r positive and s negative eigenvalues (r + s = n) then gθ is
a semi-Riemannian metric of signature (2r + 1, 2s). Let O be a fixed
orientation of M . To prove Lemma 1, let GAB be the components
of the Webster metric with respect to a chart (U, xA) ∈ O, so that
d vol(gθ) =
√| det(GAB)|dx1 ∧ · · · ∧ dx2n+1. Let {Tα} be a local frame
of T1,0(M) and µ ∈ GL(2n + 1,C) such that TA = µBA∂/∂xB . Then
dvol(gθ) =
√| det(GAB)| det(µ)θ01···n1···n, where θ01···n1···n is short for
θ∧θ1∧· · ·∧θn∧θ1∧· · ·∧θn, hence det(µ) = (−1)n2 det(µ) (as dvol(gθ) is
a real form). It follows that
√| det(GAB)| = (−1)s| det(µ)|−1 det(gαβ).
A calculation shows that
θ ∧ (dθ)n = 2nin2n! det(gαβ) θ01···n1···n
(cf. also [19]) and then θ ∧ (dθ)n = ±cnd vol(gθ). The sign is +1 if
O and the orientation of H(M) (induced by its complex structure J)
agree. Lemma 1 is proved. Let us prove (8). As
RDej = (πHR
D)ej − 2P0Aij(θ ∧ θA)⊗ ei
1The symbol pi in the right hand side denotes the irrational number pi ∈ R.
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it follows that
‖RD‖2 = ‖πHRD‖2 + 4gABP0AijP0Bji .
Yet iTR
D = θB ⊗ [P0Bij] ∈ Ω1(Ad(E)) hence ‖RD‖2 = ‖πHRD‖2 +
4‖iTRD‖2. At this point we may integrate over M with respect to
θ ∧ (dθ)n and use Lemma 1. To proof of the last statement in i) of
Theorem 2 is delegated to the next section.
6. The first variation formula
Let E → M be a vector bundle and D a connection in E. We shall
need the differential operator dD : Ωk(E)→ Ωk+1(E) given by
(dDϕ)(X1, · · · , Xk+1) =
k+1∑
i=1
(−1)i+1DXi(ϕ(X1, · · · , Xˆi, · · · , Xk+1))+
+
∑
1≤i<j≤k+1
(−1)i+jϕ([Xi, Xj], X1, · · · , Xˆi, · · · , Xˆj , · · · , Xk+1)
for any ϕ ∈ Ωk(E) and any Xi ∈ T (M), 1 ≤ i ≤ k. Here a hat
indicates, as usual, the suppression of a term. Let D ∈ C(E, h) and
let us denote by the same symbol the connection induced by D in
Ad(E) → M . The operator δD in (18) is the formal adjoint of dD :
Ω1(Ad(E))→ Ω2(Ad(E)) with respect to the inner product
(82) (ϕ, ψ) =
∫
M
〈ϕ, ψ〉 θ ∧ (dθ)n , ϕ, ψ ∈ Ωk(E).
Let ϕ ∈ Ω1(Ad(E)). A standard calculation shows that RD+tϕ = RD+
t dDϕ+t2 [ϕ∧ϕ] (where [ϕ∧ψ]X,Y = [ϕX , ψY ]−[ϕY , ψX ], X, Y ∈ T (M),
ϕ, ψ ∈ Ω1(Ad(E))) hence
‖πH RD+tϕ‖2 = ‖πH RD‖2 + 2t 〈πH RD , πH dDϕ〉+O(t2)
and
d
dt
{PYM(D + tϕ)}t=0 = 1
2
∫
M
d
dt
{‖πHRD+tϕ‖2}t=0 θ ∧ (dθ)n =
=
∫
M
〈πH RD , dDϕ〉 θ ∧ (dθ)n =
∫
M
〈δDπHRD , ϕ〉 θ ∧ (dθ)n.
Then d
dt
{PYM(D + tϕ)}t=0 = 0 yields
(83) δD πH R
D = 0.
Let D ∈ C(E, h) such that iTRD = 0. Then (by (18) and (83)) D is
a pseudo Yang-Mills field if and only if D is a Yang-Mills field, and
the last statement in part i) of Theorem 2 follows from Theorem 2.3 in
[30], p. 551.
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Let us consider the operator δDb : Ω
k+1(E)→ Ωk(E) given by
(δDb ϕ)(X1, · · · , Xk) = −
2n∑
a=1
(DEaϕ)(Ea, X1, · · · , Xk),
for any ϕ ∈ Ωk+1(E) and Xi ∈ T (M), 1 ≤ i ≤ k, where {Ea : 1 ≤ a ≤
2n} is a local Gθ-orthonormal frame of H(M). Clearly, if ϕ ∈ ΩkH(E)
then δDϕ = δDb ϕ and iT δ
D
b ϕ = 0. Consequently, if iTR
D = 0 then the
equations (83) may also be written
(84) δDb R
D = 0.
Now we attack the problem whether the pullback Dˆ = π∗D of a pseudo
Yang-Mills field D on M is a Yang-Mills field on C(M). As argued in
the previous section, this doesn’t follow directly from (9). In turn, the
Yang-Mills equations on C(M) are related to (83) due to
(85) (δDˆRDˆ)(X↑)uˆ =
(
(δDb R
D)(X)u+RD(T, JX)u
)
ˆ ,
(86) (δDˆRDˆ)(T ↑)uˆ =
(
(δDb R
D)(T )u
)
ˆ −
− i
n + 2
(Rαβ − ρ
2(n+ 1)
gαβ)
(
RD(Tα, Tβ)u
)
ˆ ,
(87) (δDˆRDˆ)(S)uˆ = 2
(
(ΛθR
D)u
)
ˆ ,
for any X ∈ H(M) and u ∈ Ω0(E). Here X↑ is the horizontal lift of
X with respect to the connection 1-form σ in S1 → C(M) → M . Let
D ∈ C(E, h) be a pseudo Yang-Mills field with iTRD = 0. Then (by
(85)-(87)) δDˆRDˆ = 0 if and only if (10)-(11) hold. This completes the
proof of Theorem 2.
It remains that we prove (85)-(87). The formal adjoint δD of dD :
Ω1(Ad(π∗E))→ Ω2(Ad(π∗E)) is given by
(δDψ)(Y )v = −
2n+2∑
j=1
ǫj(DXjψ)(Xj , Y )v =
= −
2n+2∑
j=1
(
DXjψ(Xj, Y )v − ψ(∇C(M)Xj Xj , Y )v−
−ψ(Xj ,∇C(M)Xj Y )v − ψ(Xj, Y )DXjv
)
,
for any ψ ∈ Ω2(Ad(π∗E)), Y ∈ T (C(M)) and v ∈ Ω0(π∗E), where
{Xj : 1 ≤ j ≤ 2n + 2} is a local orthonormal (i.e. Fθ(Xj, Xk) = ǫjδjk,
ǫ1 = · · · = ǫ2n+1 = −ǫ2n+2 = 1) frame of T (C(M)) and ∇C(M) is
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the Levi-Civita connection of (C(M), Fθ). As S
1 → C(M) → M
is a principal bundle, the projection π is a submersion. However, if
S = ((n+2)/2)∂/∂γ then Fθ(S, S) = 0, i.e. S is null, so that π is not a
semi-Riemannian submersion (in the sense of [22], p. 212, as the fibers
of π are degenerate submanifolds). Nevertheless, we may relate ∇C(M)
to the Tanaka-Webster connection ∇ of (M, θ), very much in the spirit
of [23]. Precisely, we may state
Lemma 2. For any X, Y ∈ H(M)
∇C(M)
X↑
Y ↑ = (∇XY )↑ − (dθ)(X, Y )T ↑ − (A(X, Y ) + (dσ)(X↑, Y ↑))S,
∇C(M)
X↑
T ↑ = (τX + φX)↑,
∇C(M)
T ↑
X↑ = (∇TX + φX)↑ + 2(dσ)(X↑, T ↑)S,
∇C(M)
X↑
S = ∇C(M)S X↑ = (JX)↑,
∇C(M)
T ↑
T ↑ = V ↑, ∇C(M)S S = 0,
∇C(M)S T ↑ = ∇C(M)T ↑ S = 0,
where φ : H(M)→ H(M) is given by Gθ(φX, Y ) = (dσ)(X↑, Y ↑), and
V ∈ H(M) is given by Gθ(V, Y ) = 2(dσ)(T ↑, Y ↑).
Proof of Lemma 2. Let us recall that
2Fθ(∇C(M)X˜ Y˜ , Z˜) = X˜(Fθ(Y˜ , Z˜)) + Y˜ (Fθ(X˜, Z˜))− Z˜(Fθ(X˜, Y˜ ))+
(88) +Fθ([X˜, Y˜ ], Z˜) + Fθ([Z˜, X˜ ], Y˜ ) + Fθ(X˜, [Z˜, Y˜ ]),
for any X˜, Y˜ , Z˜ ∈ T (C(M)). In particular for X˜ = X↑, Y˜ = Y ↑, Z˜ =
Z↑, for any X, Y, Z ∈ H(M)
Fθ(∇C(M)X↑ Y ↑, Z↑) = gθ(∇MX Y, Z),
where ∇M is the Levi-Civita connection of (M, gθ). Here one used the
fact that [X, Y ]↑ is the horizontal component of [X↑, Y ↑], with respect
to σ (cf. e.g. [16], Vol. I, p. 65). The Levi-Civita connection ∇M and
the Tanaka-Webster connection ∇ of (M, θ) are related by (cf. (1) in
[1], p. 238)
(89) ∇M = ∇− (dθ + A)⊗ T + τ ⊗ θ + 2θ ⊙ J,
where A(X, Y ) = gθ(X, τY ). Recall that A is symmetric and τ trace-
less (cf. [34]). As H(M) is ∇-parallel πH∇MX Y = ∇XY , where πH :
T (M) → H(M) is the projection associated with the direct sum de-
composition T (M) = H(M) ⊕ RT . Therefore, by taking into account
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the decomposition T (C(M)) = Ker(σ)⊕Ker(dπ) = H(M)↑⊕RT ↑⊕RS
(90) ∇C(M)
X↑
Y ↑ = (∇XY )↑ + λT ↑ + µS,
for some λ, µ ∈ C∞(C(M)), depending on X, Y . We may determine λ,
µ by taking the inner product with S, T ↑, respectively. To this end let
us first observe that
Fθ(∇C(M)X↑ Y ↑, S) = −(dθ)(X, Y ).
Here we used again (88) together with the fact that [X↑, S] = 0 (cf.
e.g. [16], Vol. I, p. 79). Similarly
2Fθ(∇C(M)X↑ Y ↑, T ↑) = σ([X↑, Y ↑])−
−T (gθ(X, Y )) + gθ([T,X ], Y ) + gθ(X, [T, Y ])
and
2gθ(∇MX Y, T ) = −T (gθ(X, Y )) + θ([X, Y ])+
+gθ([T,X ], Y ) + gθ(X, [T, Y ])
hence
2Fθ(∇C(M)X↑ Y ↑, T ↑) = 2θ(∇MX Y )− θ([X, Y ]) + σ([X↑, Y ↑])
or (by (89))
Fθ(∇C(M)X↑ Y ↑, T ↑) = −A(X, Y )− (dσ)(X↑, Y ↑).
Summing up, (90) leads to the first identity in Lemma 2. The proof
of the remaining identities in Lemma 2 may be obtained in a similar
manner. Let us go back to the proof of (85)-(87). Let {Ea : 1 ≤ a ≤
2n} be a local orthonormal frame of the Levi distribution H(M). Then
{E↑a, T ↑±S} is a local orthonormal frame of T (C(M)) with respect to
the Feferman metric Fθ. We make use of iS(Dˆuˆ) = 0 and iS(R
Dˆuˆ) = 0,
for any u ∈ Ω0(E). Then (by Lemma 2)
(δDˆRDˆ)(X↑)uˆ = −
2n∑
a=1
(DˆE↑aR
Dˆ)(E↑a, X
↑)−
−(DˆT ↑+SRDˆ)(T ↑ + S,X↑) + (DˆT ↑−SRDˆ)(T ↑ − S,X↑) =
= {(δDb RD)(X)u+ 2RD(T, JX)u}ˆ −
2n∑
a=1
{(dθ)(Ea, X)RD(Ea, T )u}ˆ
and
2n∑
a=1
(dθ)(Ea, X)Ea = −JX
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hence (85) is proved. Similarly
(91) (δDˆRDˆ)(T ↑)uˆ = ((δDb R
D)(T )u)ˆ +
2n∑
a=1
{RD(Ea, τEa + φEa)u}ˆ .
Now, on one hand
2n∑
a=1
RD(Ea, τEa)u = g
αβ{RD(Tα, τTβ)u+RD(Tβ , τTα)u} =
= AαγRD(Tα, Tγ)u+ A
βγRD(Tβ, Tγ)u = 0
(as Aαβ = Aβα) with the corresponding simplification of (91). On the
other hand
2n∑
a=1
RD(Ea, φEa)u = φ
αγRD(Tα, Tγ)u+ φ
αγRD(Tα, Tγ)u+
+φβγRD(Tβ , Tγ)u+ φ
βγRD(Tβ, Tγ)u,
where φTα = φα
βTβ + φα
βTβ , φ
αβ = gαγφγ
β , etc. Let us take the
exterior derivative of (69) so that to obtain
(n+ 2)dσ = π∗(i dωα
α − i
2
dgαβ ∧ dgαβ −
1
4(n + 1)
d(ρθ)).
Using the identities dgαβ = gαγωβ
γ+ωα
γgγβ (a consequence of∇gθ = 0)
and dgαβ = −gγβgαρdgργ (a consequence of gαβgβγ = δαγ ) it follows that
dgαβ ∧ dgαβ = ωαβ ∧ ωαβ + ωαβ ∧ ωαβ = 0.
Also (cf. e.g. [34])
dωα
α = Rλµ θ
α ∧ θµ + (W ααλθλ −W ααµθλ) ∧ θ
where Rλµ is the pseudohermitian Ricci curvature and W
α
αλ (respec-
tively W ααµ) are certain contractions of the covariant derivatives of A
α
β
.
It follows that
(n+ 2)Gθ(φX, Y ) = i(Rαβ θ
α ∧ θβ)(X, Y )− ρ
4(n + 1)
(dθ)(X, Y ),
for any X, Y ∈ H(M). Therefore
φαβ =
i
2(n+ 2)
(Rαβ − ρ
2(n+ 1)
gαβ), φαβ = 0.
We may conclude that
2n∑
A=1
RD(Ea, φEa)u = − i
n + 2
(Rαβ − ρ
2(n+ 1)
gαβ)RD(Tα, Tβ)u
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and (91) leads to (86). Finally (again by Lemma 2)
(δDˆRDˆ)(S)uˆ =
2n∑
a=1
(RD(Ea, JEa)u)ˆ =
= −2i{gαβRD(Tα, Tβ)u}ˆ = 2{(ΛθRD)u}ˆ
and (87) is proved.
7. The second variation formula
Let {Dt : |t| < ǫ} be a smooth family of connections in E, where
D = D0 is a pseudo Yang-Mills field. We write Dt = D + At, where
At ∈ Ω1(Ad(E)) for each |t| < ǫ. The curvature Rt of Dt is then given
by
Rt = RD + dDAt +
1
2
[At ∧At]
(cf. e.g. (6.2) in [4], p. 212). Next, let us set ϕ = {dAt/dt}t=0 and
ψ = {d2At/dt2}t=0 and observe that
‖πHRt‖2 = ‖πHRD‖2 + 2t〈πHRD, dDϕ〉+
+t2{2〈πHRD, dDψ〉+ 〈πHRD, [ϕ ∧ ϕ]〉+ ‖πHdDϕ‖2}+O(t3).
Integrating by parts and using δDπHR
D = 0 we obtain
(92)
d2
dt2
{PYM(Dt)}t=0 =
=
∫
M
{‖πHdDϕ‖2 + 〈πHRD, [ϕ ∧ ϕ]〉} θ ∧ (dθ)n.
We shall need the (zero order) operatorRD : Ω1(Ad(E))→ Ω1(Ad(E))
given by
RD(ϕ)X =
2n+1∑
A=1
[RDEA,X , ϕEA],
for any X ∈ T (M), ϕ ∈ Ω1(Ad(E)), where {EA} is a local orthonormal
frame of (T (M), gθ). Then (cf. (6.7) in [4], p. 213)
(93) 〈[ϕ ∧ ϕ] , RD〉 = 〈ϕ , RD(ϕ)〉.
Let us set
RDb (ϕ)X =
2n∑
a=1
[RDEa,X , ϕEa], RD0 (ϕ)X = [RDT,X , ϕT ],
where {Ea} is a local orthonormal frame of (H(M), Gθ), so that RD =
RDb +RD0 . Taking into account the identities
[ϕ ∧ ϕ]ej = 4(ϕik ∧ ϕkj )⊗ ei ,
38
(θ ∧ iTRD)ej = (P0Aij θ ∧ θA)⊗ ei ,
RD0 (ϕ)ej = {ϕkj (T )P0Aik − P0Akj ϕik(T )} θA ⊗ ei ,
where ϕ ej = ϕ
i
j ⊗ ei, ϕij ∈ Ω1(U), we may conduct the calculations
〈[ϕ ∧ ϕ] , θ ∧ iTRD〉 = hjr〈[ϕ ∧ ϕ]ej , (θ ∧ iTRD)er〉 =
= 4hjrhis g
∗
θ(ϕ
i
k ∧ ϕkj , P0Asr θ ∧ θA) =
= 2hjrhisg
AB{ϕik(T )ϕkj (TA)− ϕik(TA)ϕkj (T )}P0Bsr ,
and
〈ϕ , RD0 (ϕ)〉 = hjrhisϕij(TA){ϕkr(T )P0Bsk − P0Bkr ϕsk(T )}gAB =
= ϕij(TA)g
AB{hjkhisϕrk(T )− hjrhikϕks(T )} P0Bsr .
Assume now that {ej} is orthonormal (hij = δij), so that ϕij = −ϕ
j
i (as
ϕ is Ad(E)-valued). Then
〈[ϕ ∧ ϕ] , θ ∧ iTRD〉 = 2
∑
i,j
{ϕik(T )ϕkj (TA)− ϕik(TA)ϕkj (T )}gAB P0Bij
〈ϕ , RD0 (ϕ)〉 =
∑
r,s
{ϕsi (T )ϕir(TA)− ϕsj(TA)ϕjr(T )}gABP0Bsr
hence
〈[ϕ ∧ ϕ] , θ ∧ iTRD〉 = 2〈ϕ , RD0 (ϕ)〉.
Finally, let us take into account (93) and the identity
RD = πHR
D + 2 θ ∧ iTRD.
We obtain
〈[ϕ ∧ ϕ] , πHRD〉 = 〈ϕ , RD(ϕ)− 4RD0 (ϕ)〉,
so that (92) becomes
(94)
d2
dt2
{PYM(Dt)}t=0 =
=
∫
M
〈δDπHdDϕ+RD(ϕ)− 4RD0 (ϕ) , ϕ〉 θ ∧ (dθ)n.
We now restrict our variations to those whose first order part ϕ satisfies
iTϕ = 0 and δ
Dϕ = 0. Also, let us introduce the first order differential
operator dDb : Ω
1(Ad(E))→ Ω2H(Ad(E)) given by dDb ≡ πH ◦ dD. Then
δDπHd
Dϕ = δDb d
D
b ϕ = ∆
D
b ϕ and RD0 (ϕ) = 0, so that (94) yields (12) in
Theorem 3. Here ∆Db ≡ dDb δDb + δDb dDb is the generalized sublaplacian.
The Riemannian counterpart SD = ∆D + RD (cf. [4], p. 213, where
∆D is the generalized Hodge-de Rham laplacian) of SDb = ∆Db + RDb
in Theorem 3 is an elliptic operator, hence its restriction to Ker(δD) ⊂
Ω1(Ad(E)) has a discrete spectrum tending to +∞ and the eigenspace
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corresponding to each eigenvalue of SD is finite dimensional. This
allows one to employ concepts from Morse theory (cf. Definition 6.10
in [4], p. 213) in order to discuss stability and weak stability of Yang-
Mills fields (cf. [4], p. 214). The CR analog of this phenomenon is that
∆Db : Ω
0,1(Ad(E)) → Ω0,1(Ad(E)) is subelliptic of order 1/2, where
Ω0,q(Ad(E)) = Γ∞(Λ0,q(M) ⊗ Ad(E)). A complex valued q-form η on
M is of type (0, q), or a (0, q)-form, if T1,0(M) ⌋ η = 0 and iTη = 0.
We denote by Λ0,q(M) → M the relevant bundle and set Ω0,q(M) =
Γ∞(Λ0,q(M)). Let M be a strictly pseudoconvex CR manifold (not
necessarily compact). It is the proper place to recall that a formally
self adjoint second order differential operator L : C∞(M) → C∞(M)
is subelliptic (of order 0 < ǫ ≤ 1) at a point x ∈ M if there is a
neighborhood U of x such that
‖u‖2ǫ ≤ C
(
(Lu, u) + ‖u‖2)
for any u ∈ C∞0 (U), where ‖u‖ǫ is the Sobolev norm u of order ǫ,
‖u‖ = (u, u)1/2, and
(95) (u, v) =
∫
M
uv dvol(gθ)
is the ordinary L2 inner product. L is subelliptic (of order ǫ) if it is
subelliptic at any x ∈M . A typical example is the sublaplacian
∆bu = −div(∇Hu), u ∈ C∞(M),
where ∇Hu ≡ πH∇u, ∇u is the gradient of u with respect to the
Webster metric gθ, and the divergence is defined with respect to the
volume form ω ≡ θ ∧ (dθ)n, i.e.
LXω = div(X) ω,
for anyX ∈ X (M), where LX is the Lie derivative. It is easily seen that
∆bu = −
∑2n
a=1 E
∗
aEau, for any local orthonormal frame {Ea} of H(M)
hence, by a well known lemma of E.V. Radkevic, [27], it follows that
‖u‖21/2 ≤ C ((∆bu, u) + ‖u‖2), for any u ∈ C∞0 (U), i.e. ∆b is subelliptic
of order 1/2. Here E∗a is the formal adjoint of Ea with respect to the
inner product (95). In the next section we relate ∆Db to the Kohn-Rossi
operator b and explain the subellipticity of b on (0, 1)-forms.
8. Subellipticity of ∆Db
Let {Tα} be a local frame of T1,0(M). We start by computing
(δDb d
D
b ϕ)Tλ = −
2n∑
a=1
(DEad
D
b ϕ)(Ea, Tλ),
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for any ϕ ∈ Ω1H(Ad(E)). Let us take into account the identities
gαβ(DTαd
D
b ϕ)(Tβ, Tλ) =
= gαβ{DTα((dDb ϕ)(Tβ, Tλ))− Γγαβ(dDb ϕ)(Tγ, Tλ)− Γ
γ
αλ(d
D
b ϕ)(Tβ, Tγ)},
(dDb ϕ)(Tα, Tβ)ej = {(∇Tαϕij)Tβ − (∇Tβϕij)Tα+
+2(ωik ∧ ϕkj + ϕik ∧ ωkj )(Tα, Tβ)}ei ,
where ωij are the connection 1-forms of D with respect to {ei}. Also,
let us set
∇µ∇λψα ≡ (∇Tµ∇ψ)(Tλ, Tα) = Tµ(∇λψα)− Γρµλ∇ρψα − Γρµαψρ ,
for any ψ = ψαθ
α ∈ Ω0,1(M), where ∇αψβ ≡ (∇Tαψ)Tβ. We obtain
gαβ(DTαd
D
b ϕ)(Tβ, Tλ)ej = −gαβ{∇α∇λϕijβ −∇α∇βϕijλ+
+ωkj (Tβ)A
i
k(Tα, Tλ)− ωkj (Tλ)Aik(Tα, Tβ)+
+ωik(Tλ)B
k
j (Tα, Tβ)− ωik(Tβ)Bkj (Tα, Tλ)+
+ωik(Tα)[(∇Tλϕkj )Tβ − (∇Tβϕkj )Tλ]+
+ωkj (Tα)[(∇Tβϕik)Tλ − (∇Tλϕik)Tβ]+
+ϕk
jβ
C ik(Tα, Tλ)− ϕkjλC ik(Tα, Tβ)+
+ϕikλD
k
j (Tα, Tβ)− ϕikβDkj (Tα, Tβ)} ⊗ ei
where
Aij ≡ ∇ϕij + ωik ⊗ ϕkj , Bij ≡ ∇ϕij − ωkj ⊗ ϕik ,
C ij ≡ ∇ωij + ωik ⊗ ωkj , Dij ≡ ∇ωij − ωkj ⊗ ωik ,
and ϕijA = ϕ
i
j(TA), so that ∇α∇βϕijλ (respectively ∇α∇βϕijλ) is the
second order covariant derivative of the (1, 0)-form π1,0ϕ
i
j (respectively
of the (0, 1)-form π0,1ϕ
i
j) (π1,0 : Ω
1(M)→ Ω1,0(M) and π0,1 : Ω1(M)→
Ω0,1(M) are the natural projections). The previous identity is rather
involved, yet one is interested in the second order terms alone. Together
with the similar expression for gαβ(DT
β
dDb ϕ)(Tα, Tλ)ej this leads to
(96) (δDb d
D
b ϕ)(Tλ)ej = g
αβ(∇α∇λϕijβ +∇β∇λϕijα−
−∇α∇βϕijλ −∇β∇αϕijλ) ei + lower order terms.
By lower order terms (l.o.t.) we mean a linear combination of ∇AϕijB
and ϕijB (with C
∞(U)-coefficients). Next, we need to compute
(dDb δ
D
b ϕ)Tλ = DTλ(δ
D
b ϕ) = −
2n∑
a=1
DTλ((DEaϕ)Ea).
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We have
[DTλ(g
αβ(DTαϕ)Tβ)]ej = g
αβ{∇λ∇αϕijβ+
−ωkj (Tλ)Aik(Tα, Tβ) + ωik(Tλ)Bkj (Tα, Tβ)−
−ωjk(Tα)(∇Tλϕik)Tβ + ωik(Tα)(∇Tλϕkj )Tβ+
+ϕk
jβ
C ik(Tλ, Tα)− ϕikβDkj (Tλ, Tα)}ei .
Together with the similar expression for DTλ(g
αβ(DTβϕ)Tα) this yields
(97) (dDb δ
D
b ϕ)(Tλ)ej = −gαβ{∇λ∇αϕijβ +∇λ∇βϕijα}ei + l.o.t.
We shall need the commutation formulae
∇α∇βηγ −∇β∇αηγ = −ηρRγραβ ,
∇β∇αηγ −∇α∇βηγ = 2igαβ∇0ηγ − ηρRγρβα ,
where the convention for the curvature components (of the Tanaka-
Webster connection) is R(TA, TB)TC = RC
D
ABTD. Then (by (96)-(97))
(∆Db ϕ)(Tλ)ej = g
αβ(∇α∇λϕijβ −∇λ∇αϕijβ+
+∇β∇λϕijα −∇λ∇βϕijα −∇α∇βϕijλ −∇β∇αϕijλ)ei + l.o.t. =
= {−ϕij(Tρ)gαβRβραλ + 2
√−1∇0ϕijλ − ϕij(Tρ)gαβRαρβλ−
−2gαβ∇β∇αϕijλ + 2
√−1n∇0ϕijλ − ϕij(Tρ)gαβRλρβα}ei + l.o.t.
At this point we need the Kohn-Rossi operator b on Ω
0,1(M). We
start by extending ∂b (originally defined on functions, cf. section 3)
to (0, 1)-forms. Precisely, if η ∈ Ω0,1(M) then ∂bη is the unique (0, 2)-
form on M coinciding with dη on T0,1(M) ⊗ T0,1(M). Next, let us set
b ≡ ∂ ∗b ∂b + ∂b∂
∗
b , where ∂
∗
b is the formal adjoint of ∂b with respect
to the L2 inner product (α, β) =
∫
M
g∗θ(α, β)ω. A straightforward
calculation leads to
(98) bη = (−gαβ∇α∇βηγ − 2i∇0ηγ + ηρRργ) θγ,
for any η = ηγ θ
γ ∈ Ω1,0(U). Consequently
b(π1,0ϕ
i
j) =
(
b(π1,0ϕ
i
j)
−
)−
=
= (−gαβ∇β∇αϕijλ + 2i∇0ϕijλ + ϕij(Tρ)Rρλ)θλ
hence
(∆Db ϕ)(Tλ)θ
λ ⊗ ej = 2b(π1,0ϕij)ei + {2(n− 1)
√−1∇0ϕijλ−
−ϕij(Tρ) gαβRβραλ−ϕij(Tρ)[2Rρλ+gαβ(Rα
ρ
βλ+Rλ
ρ
βα)]} θλ⊗ei+ l.o.t.
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To compute the curvature terms we need the identities
Rλµ = Rλ
α
αµ ,
Rα
ρ
λµ = 2i(Aµαδ
ρ
λ − Aλαδρµ) ,
Rα
ρ
λµ = 2i(gαλA
ρ
µ − gαµAρλ) ,
Rαβλµ = Rλβαµ , Rαβλµ = −Rβαλµ ,
following essentially by the techniques developed in [34]. Indeed we
have
gαβRβ
ρ
αλ
= −2i(n− 1)Aρλ ,
2Rρλ + g
αβ(Rα
ρ
βλ +Rλ
ρ
βα) = 0,
hence
(99) (∆Db ϕ)(Tλ)θ
λ ⊗ ej = 2b(π1,0ϕij)⊗ ei+
+2(n− 1)√−1 [(∇Tϕij)Tλ + Aρλ ϕij(Tρ)]θλ ⊗ ei + l.o.t.
Recall that τTα = A
β
αTβ. Then (99) together with the similar identity
(∆Db ϕ)(Tλ)ej = 2{(bπ0,1ϕij)λ−(n−1)
√−1 (∇0ϕijλ+A
ρ
λ
ϕijρ)}ei+ l.o.t.
leads to
(∆Db ϕ)⊗ ej = 2{b(π0,1ϕij) +b(π1,0ϕij)+
+(n− 1)(∇Tϕij + ϕij ◦ τ) ◦ J} ⊗ ei + l.o.t.
and therefore to (13) when ϕ is a (0, 1)-form. Finally, let us show that
b is subelliptic on (scalar) (0, 1)-forms. As ∇ω = 0, the sublaplacian
may be computed as
∆bf = −trace{TA 7→ ∇TA∇Hf} = −∇αfα −∇αfα ,
for any C∞ function f :M → C, where fα = gαβTβ(f). As ∇gθ = 0
gαβ∇α∇β ηλ = ∇α(gαβ∇β ηλ) = ∇α(ηλ)α −∇α(gαβΓρβ ληρ).
A similar expression holds for gαβ(∇β∇αηλ). Adding up the two iden-
tities leads to
gαβ(∇α∇β ηλ +∇β∇αηλ) = −∆bηλ + l.o.t.
or (by the commutation formulae for the second order derivatives and
(98))
2(bη)λ − 2i(n− 1)∇0ηλ − ηρRρλ =
= ∆bηλ + g
αβ{∇α(Γρβ ληρ) +∇β(Γ
ρ
αλ
ηρ)}.
Hence b is subelliptic on Ω
0,1(M), i.e. bη is locally given by a subel-
liptic operator acting on the coefficients of η, plus lower order terms. In
particular (by (13)) (∆Db ϕ)⊗ ej = ∆b(ϕij(Tα))θα ⊗ ei+ l.o.t. Theorem
3 is completely proved.
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Appendix A. The Graham-Lee connection
Let Ω = {ϕ < 0} ⊂ Cn be a strictly pseudoconvex domain and F
the foliation by level sets of ϕ of a one-sided neighborhood V of ∂Ω (as
in section 3 of this paper). Let {Wα : 1 ≤ α ≤ n− 1} be a local frame
of T1,0(F), so that {Wα, ξ} is a local frame of T 1,0(V ). Let gθ be the
tensor field given by
(100) gθ(X, Y ) = (dθ)(X, JY ), gθ(X, T ) = 0, gθ(T, T ) = 1,
for any X, Y ∈ H(F). Then gθ is a tangential Riemannian metric for
F , i.e. a Riemannian metric in T (F)→ V . We consider as well
Lθ(Z,W ) ≡ −i(dθ)(Z,W ), Z,W ∈ T1,0(F).
Note that Lθ and (the C-linear extension of) gθ coincide on T1,0(F)⊗
T0,1(F). We set gαβ = gθ(Wα,Wβ). Let {θα : 1 ≤ α ≤ n − 1} be the
(locally defined) complex 1-forms on V determined by
θα(Wβ) = δ
α
β , θ
α(Wβ) = 0, θ
α(T ) = 0, θα(N) = 0.
Then {θα, θα, θ, dϕ} is a local frame of T (V )⊗C and we may look for
dθ in the form
dθ = Bαβ θ
α ∧ θβ +Bαβ θα ∧ θβ +Bαβ θα ∧ θβ+
+(Bα θ
α +Bα θ
α) ∧ θ + (Cα θα + Cα θα) ∧ dϕ+Ddϕ ∧ θ.
As dθ = i∂∂ϕ ∈ Ω1,1(U) it follows that Bαβ = 0, Bαβ = 0. Also
gαβ = gθ(Wα,Wβ) = −i(dθ)(Wα,Wβ) = −
i
2
Bαβ
i.e. Bαβ = 2igαβ . Next
1
2
Bα = (dθ)(Wα, T ) = i∂∂ϕ(Wα, T ) = 0
as T = i(ξ − ξ) (and ξ is orthogonal to T1,0(F) with respect to ∂∂ϕ),
i.e. Bα = 0, Bα = 0. Similarly Cα = 0, Cα = 0. Finally
D = (dθ)(N, T ) = i ∂∂ϕ(N, T ) = 2 ∂∂ϕ(ξ, ξ) = r
i.e. D = r. We obtain the identity
(101) dθ = 2igαβ θ
α ∧ θβ + r dϕ ∧ θ.
As an immediate consequence
(102) iT dθ = −r
2
dϕ,
(103) iN dθ = r θ.
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For instance (by (101))
(dθ)(X, T ) =
r
2
{(dϕ)(X)− (dϕ)(T )θ(X)},
for any X ∈ T (F), hence (as (dϕ)(T ) = 0) one derives (102). As an
application of (101) we decompose [T,N ] (according to T (V ) ⊗ C =
T1,0(F)⊕ T0,1(F)⊕ CT ⊕CN). This is a bit trickier, as shown below.
By (102)
θ([T,N ]) = −2(dθ)(T,N) = r dϕ(N) = 2r.
Next
2(dθ)(Wα, [T,N ]) = 2Wα(r)− θ([Wα, [T,N ]]) = (Jacobi′s identity)
= 2Wα(r) + θ([T, [N,Wα]]) + θ([N, [Wα, T ]]) =
= 2Wα(r) + 2(dθ)(T, [Wα, N ])− T (θ([Wα, N ]))+
+2(dθ)(N, [T,Wα])−N(θ([T,Wα]))
hence (by (102)-(103))
(dθ)(Wα, [T,N ]) = Wα(r).
We conclude that
(104) [T,N ] = iW α(r)Wα − iW α(r)Wα + 2rT,
where W α(r) = gαβWβ(r) and W
α(r) = W α(r).
Let ∇ be a linear connection on V . Let us consider the T (V )-valued
1-form τ on V defined by
τ(X) = T∇(T,X), X ∈ T (V ),
where T∇ is the torsion tensor field of ∇. We say T∇ is pure if
(105) T∇(Z,W ) = 0, T∇(Z,W ) = 2iLθ(Z,W )T,
(106) T∇(N,W ) = rW + i τ(W ),
for any Z,W ∈ T1,0(F), and
(107) τ(T1,0(F)) ⊆ T0,1(F),
(108) τ(N) = − J ∇Hr − 2r T.
Here ∇Hr is defined by ∇Hr = πH∇r and gθ(∇r,X) = X(r), X ∈
T (F). Also πH : T (F) → H(F) is the projection associated to the
direct sum decomposition T (F) = H(F)⊕ RT . Appendix A is aimed
at the following
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Theorem 4. (C.R. Graham & J.M. Lee, [11])
There is a unique linear connection ∇ on V such that i) T1,0(F) is
parallel with respect to ∇, ii) ∇Lθ = 0, ∇T = 0, ∇N = 0, and iii) T∇
is pure.
∇ given by Theorem 4 is the Graham-Lee connection. Compare to
Proposition 1.1 in [11], p. 701-702. The axiomatic description in The-
orem 4 is however new (cf. also Theorem 2 in [7]). We first establish
Lemma 3. Let φ : T (F) → T (F) be the bundle morphism given by
φ(X) = JX, for any X ∈ H(F), and φ(T ) = 0. Then
φ2 = −I + θ ⊗ T,
gθ(X, T ) = θ(X),
gθ(φX, φY ) = gθ(X, Y )− θ(X)θ(Y ),
for any X, Y ∈ T (F). Moreover, if ∇ is a linear connection on V
satisfying the axioms (i)-(iii) in Theorem 4 then
(109) φ ◦ τ + τ ◦ φ = 0
along T (F). Consequently τ may be computed as
(110) τ(X) = −1
2
φ(LTφ)X,
for any X ∈ H(F).
Proof. For any X ∈ T (F)
φ(X) = φ(πHX + θ(X)T ) = J(πHX) ∈ H(F),
φ2(X) = J2(πHX) = −πHX = −X + θ(X)T.
The second statement in Lemma 3 follows from definitions (cf. (100)).
The third identity follows from
gθ(φX, φY ) = (dθ)(φ πH X, φ
2 πH Y ) =
= gθ(πH Y, πH X) = gθ(Y,X)− θ(X)gθ(Y, T ).
Let us prove (109). As τ(T1,0(F)) ⊆ T0,1(F) (cf. axiom (107)) there
are complex valued functions Aβα such that τ(Wα) = A
β
αWβ . Then
(τ ◦ φ+ φ ◦ τ)Wα = iτ(Wα) + Aβαφ(Wβ) = 0.
It remains that we check (110). As T1,0(F) is parallel with respect to ∇
and ∇ is a real operator it follows that T0,1(F) is parallel, hence both
H(F) and its complex structure JF ≡ J |H(F) are parallel. Moreover,
as ∇T = 0, it follows that φ is parallel, as well. Let X ∈ H(F). Then
(by (109))
φτX = −T∇(T, φX) = −∇TφX + [T, φX ].
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Applying φ in both sides gives (as ∇φ = 0)
τX = −∇TX − φ[T, φX ] = −[T,X ]− τX − φ[T, φX ]
or
2τX = −LTX − φLTφX.
Q.e.d.
Proof of Theorem 4. To establish uniqueness, note first that, for any
X = X1,0 +X0,1 + θ(X)T ∈ T (F) (with X1,0 ∈ T1,0(F), X0,1 = X1,0)
one has (by ∇N = 0)
∇NX = [N,X ] + T∇(N,X) = (by (105)− (106), (108))
= [N,X ] + rX1,0 + iτX1,0 + rX0,1 − iτX0,1 + θ(X){J∇Hr + 2rT}
that is
(111) ∇NX = rX + τφX − [X,N ] + θ(X){J∇Hr + rT},
for any X ∈ T (F). In view of (110) ∇NX is determined. As ∇N = 0,
∇T = 0 it remains that we compute ∇XZ, for X ∈ T (F) and Z ∈
T1,0(F). Note that ∇T = 0, ∇Lθ = 0 and ∇JF = 0 yield ∇gθ = 0, i.e.
X(gθ(Y, Z)) = gθ(∇XY, Z) + gθ(Y,∇XZ),
for any X, Y, Z ∈ T (F). The well known Christoffel process then leads
to
(112) 2gθ(∇XY, Z) = X(gθ(Y, Z)) + Y (gθ(X,Z))− Z(gθ(X, Y ))+
+gθ([X, Y ], Z) + gθ(T∇(X, Y ), Z)+
+gθ([Z,X ], Y ) + gθ(T∇(Z,X), Y )+
+gθ(X, [Z, Y ]) + gθ(X, T∇(Z, Y )).
Note that (again by the purity axioms)
(113) T∇(X, Y ) = 2(dθ)(X, Y )T + 2(θ ∧ τ)(X, Y ),
for any X, Y ∈ T (F). Indeed (by (105))
T∇(X, Y ) = −2gθ(X, φY )T + 2(θ ∧ τ)(X, Y ).
Moreover
gθ(X, φ Y ) = gθ(πH X, φ πH Y ) + θ(X)gθ(T, φ πH Y ) =
= −(dθ)(πHX, πHY ) = −(dθ)(X, Y )+
+θ(X)(dθ)(T, Y ) + θ(Y )(dθ)(X, T ).
Finally (by (102)) (dθ)(X, T ) = 0, X ∈ T (F), and (113) is proved.
Replacing the torsion terms (from (113) into (112)) leads to
(114) 2gθ(∇XZ,W ) = X(gθ(Z,W )) + Z(gθ(X,W ))−W (gθ(X,Z))+
+gθ([X,Z],W ) + gθ([W,X ], Z) + gθ(X, [W,Z]),
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for any X ∈ T (F) and Z,W ∈ T1,0(F), as (by (107))
θ(X){gθ(τZ,W )− gθ(τW,Z)} = 0.
The uniqueness statement in Theorem 4 is proved. The following ex-
plicit expressions of (the various components of) ∇ are also available.
By (105)
(115) ∇ZW = π0,1[Z,W ], Z,W ∈ T1,0(F),
where π0,1 : T (F)⊗ C→ T0,1(F) is the projection. Of course
∇ZW = ∇ZW.
Moreover (by ∇Lθ = 0 and (115))
Lθ(∇ZW,V ) = Z(Lθ(W,V ))− Lθ(W,π0,1[Z, V ]),
for any Z,W, V ∈ T1,0(F), i.e.
(116) ∇ZW = gαβ{Z(Lθ(W,Wβ))− Lθ(W,π0,1[Z,Wβ])}Wα
and
∇ZW = ∇ZW.
Next (by (106)-(107))
(117) ∇NZ = rZ + π1,0[N,Z],
for any Z ∈ T1,0(F), and
∇NZ = ∇NZ.
Finally
(118) ∇TZ = −1
2
φ(LTφ)Z − [Z, T ],
∇TZ = ∇TZ, Z ∈ T1,0(F).
To establish the existence statement in Theorem 4 let ∇ be the linear
connection on V defined by (115)-(118) and ∇T = 0, ∇N = 0. Let us
check (i)-(iii) in Theorem 4. Clearly
∇ZW, ∇ZW, ∇NW ∈ T1,0(F),
for any W ∈ T1,0(F), by the very definitions (cf. (115)-(117)). More-
over (by (118))
∇TZ = 1
2
(LTZ − iφLTZ)
as (by (102)) LTZ ∈ H(F)⊗ C. Therefore
φ∇TZ = i∇TZ
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that is [as T1,0(F) is the eigenspace corresponding to the eigenvalue i
of (the C-linear extension to H(F) of) φ] ∇TZ ∈ T1,0(F). We conclude
that ∇ obeys to (i). Let us check purity. By (116)
Lθ(∇ZW −∇WZ − [Z,W ], V ) =
= Z(Lθ(W,V ))− Lθ(W,π0,1[Z, V ])−
−W (Lθ(Z, V )) + Lθ(Z, π0,1[W,V ])− Lθ([Z,W ], V ) =
= 3(d2θ)(Z,W, V ) = 0.
Therefore T∇(Z,W ) = 0. Next (by (115) and π0,1X = π1,0X , X ∈
T (F)⊗ C)
T∇(Z,W ) = π0,1[Z,W ]− π0,1[W,Z]− [Z,W ] =
= −θ([Z,W ])T = 2iLθ(Z,W )T.
Moreover (by (117))
T∇(N,Z) = ∇NZ − [N,Z] = rZ − π0,1[N,Z].
Also (by (118))
τ(Z) = −1
2
φ(LTφ)Z, Z ∈ T1,0(F),
so that on one hand (107) is satisfied, and on the other
τ(Z) = −1
2
{i φ[T, Z] + [T, Z]} = −π0,1[T, Z] =
= i
{
π0,1[ξ, Z]− π0,1[ξ, Z]
}
= i π0,1[ξ, Z]
i.e.
(119) τ(Z) = i π0,1[N,Z], Z ∈ T1,0(F).
Here we made use of T = i(ξ − ξ), N = ξ + ξ and π0,1[ξ, Z] = 0. Then
(119) yields (106). Finally ∇T = ∇N = 0 and (104) yield (108) and
we conclude that ∇ obeys to (iii). It remains that we check ∇Lθ = 0.
Clearly ∇ZLθ = 0, Z ∈ T1,0(F) (by (115)-(116)). Next (by (118) and
(107))
(∇TLθ)(Z,W ) = (LTLθ)(Z,W ), Z,W ∈ T1,0(F),
and
(LTLθ)(Z,W ) = −i{T (dθ(Z,W ))− dθ([T, Z],W )− dθ(Z, [T,W ])} =
=
i
2
{T (θ([Z,W ]))− θ([[T, Z],W ])− θ([Z, [T,W ]])} =
(by applying the Jacobi identity to the term θ([[T, Z],W ]))
=
i
2
{T (θ([Z,W ])) + θ([[Z,W ], T ])} =
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= i(dθ)(T, [Z,W ]) = −i r
2
(dϕ)([Z,W ]) = 0
(by (102) and [Z,W ] ∈ T (F) ⊗ C). Hence ∇TLθ = 0. Finally (by
(117))
(∇NLθ)(Z,W ) = −2rgθ(Z,W ) + (LNgθ)(Z,W ), Z,W ∈ T1,0(F),
and ∇NLθ = 0 follows from (122) in Lemma 4 below.
Lemma 4. The following identities hold for any X ∈ T (F)
(120) T∇(N,X) = rX + τ(φX) + θ(X){φ∇Hr + rT},
(121) [N, φX ]− φ[N,X ] = 2τ(X)− θ(X)∇Hr,
Moreover
(122) (LNgθ)(X, Y ) = 2rgθ(X, Y ) + 2(dθ)(X, τ(Y )),
for any X, Y ∈ H(F).
Proof. (120) follows from (106). Let us replace X by φX in (120)
∇NφX − [N, φX ] = rφX − τ(X)
and subtract the identity got from (120) by applying φ to both sides.
Since ∇φ = 0 we obtain (121). The proof of (122) is a consequence of
(103), (121), and the Jacobi identity
(LNgθ)(X, Y ) = N((dθ)(X, φY ))− (dθ)([N,X ], φY )+
+2(dθ)(X, τ(Y ))− (dθ)(X, [N, φY ]) =
= −1
2
N(θ([X, φY ])) +
1
2
θ([[N,X ], φY ])+
+2(dθ)(X, τ(Y )) +
1
2
θ([X, [N, φY ]]) =
= −1
2
N(θ([X, φY ]))− 1
2
θ([[X, φY ], N ])− θ([X, τ(Y )]) =
= −(dθ)(N, [X, φY ])− θ([X, τ(Y )]) =
= −r θ([X, φY ])− θ([X, τ(Y )]) =
= 2r(dθ)(X, φY ) + 2(dθ)(X, τ(Y )) =
= 2rgθ(X, Y ) + 2(dθ)(X, τ(Y )).
Q.e.d. Theorem 4 is proved.
As to the local calculations, if ϕαβ are the connection 1-forms of the
Graham-Lee connection (i.e. ∇Wβ = ϕαβ ⊗Wα) then we may look for
dθα in the form
(123) dθα = Bαβγ θ
β ∧ θγ +Bαβγ θβ ∧ θγ +Bαβ γ θβ ∧ θγ+
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+(Bαβ θ
β +Bα
β
θβ) ∧ θ + (Cαβ θβ + Cαβ θβ) ∧ dϕ+Ddϕ ∧ θ.
Indeed, applying this identity to the pair (Wβ ,Wγ) (respectively to
(Wβ,Wγ) and (Wβ, T )) gives
Bαβγ −Bαγβ = ϕαβ(Wγ)− ϕαγ (Wβ), Bαβγ = ϕαβ(Wγ), Bαβ = ϕαβ(T ).
Similarly (applying (123) to (Wβ, T ), (Wβ, N) and (Wβ, N) respec-
tively)
Bα
β
= −Aα
β
, Cαβ =
1
2
(ϕαβ(N)− r δαβ ), Cαβ =
i
2
Aα
β
.
Finally (by (104))
Ddϕ(N) = 2(dθα)(N, T ) = −θα([N, T ]) = iW α(r).
Summing up
(124) dθα = θβ ∧ ϕαβ − i ∂ϕ ∧ τα +
i
2
W α(r) dϕ ∧ θ + r
2
dϕ ∧ θα ,
where τα ≡ Aα
β
θβ .
Given a linear connection ∇ on V we set α(X, Y ) ≡ Π∇XY , for any
X, Y ∈ T (F). If ∇ is the Graham-Lee connection then (by the proof
of Theorem 4) α = 0. One may identify, as usual, the normal bundle
ν(F) = T (V )/T (F) with RN . If Π⊥ : T (V )→ T (F) is the projection,
let us set ∇F ≡ Π⊥∇. It is easily seen that ∇F is the Tanaka-Webster
connection of each Mδ (i.e. the pointwise restriction of the Graham-
Lee connection to a leaf of F is the Tanaka-Webster connection of the
leaf). In particular τ : T (F) → T (F) is the pseudohermitian torsion
of each leaf (hence gθ(τ X, Y ) = gθ(X, τ Y ), for any X, Y ∈ T (F)).
References
[1] E. Barletta & S. Dragomir, On the CR structure of the tangent
sphere bundle, Le Matematiche, Catania, (2)L(1995), 237-249.
[2] E. Barletta & S. Dragomir & H. Urakawa, Pseudoharmonic maps
from a nondegenerate CR manifold into a Riemannian manifold,
Indiana University Mathematics Journal, (2)50(2001), 719-746.
[3] J.K. Beem & P.E. Ehrlich, Global Lorentzian geometry, Marcel
Dekker, Inc., New York - Basel, 1981.
[4] J-P. Bourguignon & H.B. Lawson, Jr., Stability and isolation phe-
nomena for Yang-Mills fields, Commun. Math. Phys., 79(1981),
189-230.
[5] S. Dragomir, Pseudohermitian geometry, Bull. Math. Sc. Math.
Roumanie, (3)43(2000), 225-234.
51
[6] S. Dragomir & H. Urakawa, On the inhomogeneous Yang-Mills equa-
tion d∗DR
D = f , Interdisciplinary Information Sciences, (1)6(2000),
41-52.
[7] S. Dragomir & S. Nishikawa, Foliated CR manifolds, J. Math. Soc.
Japan, (4)56(2004), 1031-1068.
[8] C. Fefferman, The Bergman kernel and biholomorphic equivalence
of pseudoconvex domains, Invent. Math., 26(1974), 1-65.
[9] G.B. Folland & E.M. Stein, Estimates for the ∂b-complex and anal-
ysis on the Heisenberg group, Comm. Pure Appl. Math., 27(1974),
429-522.
[10] N. Gamara & R. Yacoub, CR Yamabe conjecture - the conformally
flat case, Pacific J. Math., (1)201(2001), 121-175.
[11] C.R. Graham & J.M. Lee, Smooth solutions of degenerate
Laplacians on strictly pseudoconvex domains, Duke Math. J.,
(3)57(1988), 697-720.
[12] J. Harnad & S. Shnider & L. Vinet, Group actions on principal
bundles and invariance conditions for gauge fields, J. Math. Phys.,
21(1980), 2719.
[13] D. Jerison & J.M. Lee, The Yamabe problem on CR manifolds, J.
Diff. Geometry, 25(1987), 167-197.
[14] D. Jerison & J.M. Lee, CR normal coordinates and the Yamabe
problem, J. Diff. Geometry, 29(1989), 303-344.
[15] J. Jost & C-J. Xu, Subelliptic harmonic maps, Trans. of A.M.S.,
(11)350(1998), 4633-4649.
[16] S. Kobayashi & K. Nomizu, Foundations of differential geometry,
Interscience Publishers, New York, vol. I, 1963, vol. II, 1969.
[17] C.R. Lebrun, Twistor CR manifolds and three-dimensional confor-
mal geometry, Trans. A.M.S., (2)284(1984), 601-616.
[18] J.M. Lee, The Fefferman metric and pseudohermitian invariants,
Trans. A.M.S., (1)296(1986), 411-429.
[19] J.M. Lee, Pseudo-Einstein structures on CR manifolds, American
J. Math., 110(1988), 157-178.
[20] J.M. Lee & R. Melrose, Boundary behaviour of the complex Monge-
Ampe`re equation, Acta Mathematica, 148(1982), 159-192.
[21] J. Lewandowski & P. Nurowski, Algebrically special twisting grav-
itational fields and three-dimensional Cauchy-Riemann structures,
Classical Quantum Grav., 7(1990), 309.
[22] B. O’Neill, Semi-Riemannian geometry, Academic Press, New York-
London-Paris-San Francisco-Sa˜o Paulo-Sydney-Tokto-Toronto,
1983.
[23] B. O’Neill, The fundamenrtal equations of a submersion, Michigan
Math. J., 13(1966), 459-469.
[24] P. Nurowski, Some null solutions of the Yang-Mills equations and
Cauchy-Riemann structures, J. Math. Phys., (2)33(1992), 802-807.
52
[25] P. Nurowski & J. Tafel, Symmetries of Cauchy-Riemann spaces,
Lett. Math. Phys., 15(1988), 31.
[26] P. Nurowski & A. Trautman, Robinson manifolds as the Lorentzian
analogs of Hermite manifolds, Diff. Geometry Appl., 17(2002), 175-
195.
[27] E.V. Radkevic, Hypoelliptic operators with multiple characteristics,
Math. USSR Sb., 8(1969), 181-205.
[28] J. Tafel, Null solutions of the Yang-Mills equations, Lett. Math.
Phys., 12(1986), 163.
[29] N. Tanaka, A differential geometric study on strongly pseudo-convex
manifolds, Kinokuniya Book Store Co., Ltd., Kyoto, 1975.
[30] H. Urakawa, Yang-Mills connections over compact strongly pseudo-
convex CR manifolds, Math. Z., 216(1994), 541-573.
[31] H. Urakawa, Variational problems over strongly pseudoconvex CR
manifolds, Differential Geometry, Proceedings of the Sympos. in
honour of Prof. Su Buchin on his 90th birthday, 233-242, Shanghai,
China, September 17-23, 1991, Ed. by C.H. Gu & H.S. Hu & Y.L.
Xin, World Scientific Publ. Co. Pte. Ltd., Singapore-New Jersey-
London-Hong Kong, 1993.
[32] H. Urakawa, Yang-Mills connections and deformation theory over
compact strongly pseudoconvex CR manifolds, Proceedings of the
Third MSJ International Research Inst. on Geometric Complex
Analysis, Hayama, Japan, March 19-29, 1995, World Scientific
Publ. Co. Pte. Ltd., 1995.
[33] H. Urakawa, Yang-Mills theory over compact symplectic manifolds,
Annals of Global Analysis and Geometry, 25(2004), 365-402.
[34] S.M. Webster, Pseudohermitian structures on a real hypersurface,
J. Diff. Geometry, 13(1978), 25-41.
