INTRODUCTION
Usually lasting from several minutes to several hours, solar flares can release more than 10 32 erg of energy, and cause harmful effects to the terrestrial environment. The only possible source to accumulate such large amounts of energy is magnetic field of active regions. Emslie et al. (2012) demonstrated for a sample of 38 flares that the total energy of non-potential magnetic field was sufficient to explain the flare energy release including Coronal Mass Ejections (CMEs), energetic particles, and hot plasma emission and dynamics. For understanding the flare physical mechanism and flare prediction it is important to find critical magnetic field characteristics that are linked to the flare initiation and strength.
There have been two types of such study. The first type is focused on global characteristics of active regions, and the second approach is to search for local critical properties of magnetic fields.
For instance, in the first type studies, Mandage & McAteer (2016) demonstrated a difference between the magnetic field power spectrum slopes of flaring and non-flaring active regions. Bobra & Couvidat (2015) calculated different descriptors of vector magnetograms of active regions, and applied machinelearning techniques for a flare prediction algorithm. Also, a recent study of Raboonik et al. (2016) used the Zerneke moments as characteristics of the active region magnetic field for flare prediction.
Many observational studies of the second type confirmed the important role of the magnetic field Polarity Inversion Line (PIL) in the flare activity (e.g. Severny 1964; Hagyard et al. 1990; Wang et al. 1994; Falconer et al. 1997; Kosovichev and Zharkova 2001; Jing et al. 2006; Schrijver 2007; Kumar et al. 2015; Barnes et al. 2016; Sharykin et al. 2016) . From magnetograms in the PIL vicinity, one can extract several descriptors representing the local field. For example, Falconer et al. (2003) showed that the length of the PIL with strong field gradient and sheared transverse field correlates with the CME and flare productivity. Mason & Hoeksema (2010) introduced the GradientWeighted PIL length as a characteristic for solar flare forecast. Falconer et al. (2011 Falconer et al. ( , 2012 Falconer et al. ( , 2014 found that this characteristic is a good proxy for the magnetic free energy. Leka & Barnes (2003a ,b, 2007 considered the shear angle between the observed and reconstructed magnetic fields. Chernyshov et al. (2011) used the PIL length, the area of strong field in the PIL vicinity, and the total flux in this area, as well as the rates of these characteristics.
In this paper, we perform a critical analysis of correlation between different line-of-sight (LOS) magnetic field characteristics (derived from the entire active region and from the PIL vicinity) and flare activity, and consider the importance of LOS observations for flare forecast. Such analysis based on the LOS magnetograms is important because these observations are routinely performed by various space-based and ground-based observatories. In Section 2, we describe automatic procedures for magnetogram segmentation, identification of PIL, and calculation of various magnetic field characteristics. In Section 3, we investigate relationships between the derived characteristics and the occurrence of ≥M1.0 and ≥X1.0 class solar flares. Section 4 describes the application of Support
Vector Machine (SVM) classifier to predict M-and X-class flares based on the LOS characteristics.
Our conclusions are summarized in Section 5.
MAGNETOGRAM SEGMENTATION AND DERIVATION OF CHARACTERISTICS
For analysis we used the Line-of-Sight (LOS) magnetograms of active regions, obtained by the Helioseismic and Magnetic Imager onboard the Solar Dynamics Observatory (SDO/HMI, Scherrer et al. 2012 ). The active region data were represented in the form of 30 o × 30 o data cubes with 1 h cadence, remapped onto the heliographic coordinates using the Postel's projection, and tracked with the solar differential rotation during the whole passage of active regions on the solar disc, employing the standard SDO/JSOC software.
By definition, the Polarity Inversion Line (PIL) is the line where the LOS magnetic field changes its sign. For the automatic robust detection of the PIL of strong fields in active regions we use the algorithm initially introduced by Chernyshov et al. (2011) and Laptev (2011) . This algorithm is based on a magnetogram segmentation process formulated as an optimization task. The goal is to divide the magnetogram into regions with strong positive field ("positive" segments), strong negative field ("negative" segments), or weak field ("neutral" segments).
Suppose B is a magnetic field strength map, Z i is a pixel i class (i.e. "positive", "negative" or "neutral"), N is the total number of pixels, ε(i) is a neighborhood (e.g. the closest 8 pixels) of pixel i. The magnetogram segmentation can be formulated as the following optimization procedure to maximize function p(B|Z):
Here φ i (Z i , B i ) and φ(Z i , Z j ) are the scoring functions for each pixel depending on the magnetic field strength and assumed classes of pixels. The choice of the scoring function defines segmentation characteristics and, in fact, should do the following: separate the segments of positive and negative magnetic field polarity, and avoid very small segments with weak field probably coming from noise in the data. We use the scoring functions suggested by Chernyshov et al. (2011) :
where parameters C 1 = 1.0, C 2 = 1.0, C pair = 20, B 0 = 1000 G are chosen to obtain a stable segmentation of magnetic polarities in strong field regions. Here [Z i = Z j ] is equal 1 if Z i = Z j , and zero otherwise. Following Laptev (2011) , the distribution p(B|Z) is approximated by the factorized
One can find the factorized distribution, q(Z), closest to p(B|Z) by minimizing the Kullback-Leibler (KL) divergence (Bishop 2006 ) of the distributions:
The optimal q(Z) is given by solution of the following equation:
which can be found iteratively:
Using this equation, one can calculate the factorized distribution multiplier q i for each pixel i and its assumed class Z i ("positive", "negative", or "neutral"). Because the factorized distribution represents the product of multipliers for each pixel, one can simply maximize q i (Z i ) for each pixel i separately.
For identification of PIL in active regions, we smooth the original HMI magnetogram using the Gaussian filter with width σ =1.5 ′′ , and apply the segmentation algorithm. Then, we apply a morphological dilation procedure separately for positive and negative segments (i.e. expand each segment to include neighboring pixels), and find the PIL as an intersection of the dilated positive and negative segments. Finally, we filter all small islands of the PIL with the number of pixels less than 3% of the total number of pixels occupied by PIL. This approach is quite robust, and allows us to automatically identify the PIL and calculate magnetic field properties. An example of the segmentation and PIL detection for the AR 11158 is illustrated in Fig. 1 . The PIL is shown by white curves.
To isolate the active region area, we use the following two algorithms. The first one is based on the segmentation result: we apply one morphological dilation to the positive/negative segments, combine them, choose the largest segment containing the active region center, and determine the minimum bounding box around it. The second algorithm is implemented following the procedure of Stenflo and Kosovichev (2012) . We have found that the application of both algorithms allows us to separate almost all the ARs from their neighbors. The bounding box extracted for the AR 11158 is presented in Fig. 1 .
After performing the segmentation and bounding procedures, we calculate the following descriptors using the derived PIL and the original (non-smoothed) magnetogram:
1. The PIL length. It is defined as the number of pixels occupied by the PIL.
2. The PIL area obtained after 10 morphological dilations of the PIL.
3. The unsigned magnetic flux in the PIL area.
4. The unsigned horizontal gradient in the PIL area defined as sum of
over the PIL area pixels.
5. The maximum gradient of the LOS magnetic field across the PIL.
6. The gradient-weighted PIL length as defined by Mason & Hoeksema (2010) . The characteristic is calculated as the sum of the PIL pixels multiplied by the unsigned horizontal gradient in each pixel.
7. The R-mask as described by Schrijver (2007) . It represents the unsigned magnetic flux weighted with the inverse distance from the PIL.
Also, we calculate the following characteristics of the entire AR ("global" characteristics):
8. The AR area defined as the total area of the positive and negative segments.
9. The unsigned magnetic flux in the AR area.
10. The maximum strength of magnetic field in the AR.
11. The unsigned horizontal gradient in the AR area. 
Total AR area, M m 2 (11.4±4.9)·10 3 (12.9±5.2)·10 3 3300 8650
Maximum field in the AR, G 1750±480 1810±430 1020 1290
Total horizontal gradient in the AR, Table 1 . One can see that these values are just slightly higher for the X-class flare histograms, which complicates the distinction between the M-class and X-class flares.
We have also found one more common feature for all the histograms plotted. The flares are expected only if the characteristics reach some critical (threshold) value. For some LOS characteristics the existence of the critical values is more prominent in the normal-scaled histogram, for others -in the logarithmic-scaled. This common feature may be used to simplify the classification (prediction)
problem. The red dashed lines in Fig. 2 represent the threshold values, above which 95% of flares occurred (the threshold is calculated for both 24 h and 1 h periods). Please note that the threshold values are determined only for a subset of ARs, which we will call the "train" dataset and discuss later in Sec. 4. The threshold values for the different characteristics are also summarized in Table 1 . Vector Machine classifier (SVM), train it, and run on the "test" subset.
Definition of Positive and Negative Classes, and Construction of Datasets for SVM Training and Testing
Following Nishizuka et al. (2017) , we classify a set of magnetic field characteristics as a "positive"
case if a ≥M1.0 flare occurred in the corresponding AR within 24 h after the field measurement.
This means that for each flare there can be 24 positive cases (sets of measured LOS magnetic field characteristics) or less. Ahmed et al. (2013) introduced two ways to determine the negative cases, described by so-called "operational" and "segmented" associations of active region characteristics and flares. According to the operational association, the negative cases are defined to be exactly opposite to the positive cases, i.e. are assigned if there was no flare of ≥M1.0 within 24 h after the magnetic field measurement. For the segmented association, the case is thought to be negative if there are no flares occurred within 48 h before and after the case time moment. We use the operational association for the "test" subset while keeping the segmented association for the "train" subset. The segmented association better separates the positive and negative cases (by neglecting negative cases occurring very close to the flare time), while the operational association is needed for real-time predictions.
We divide cases into the "train" and "test" datasets. The "train" dataset is used to tune the classifier, and the "test" dataset simulating real-time data is used to measure the classifier performance afterwards. We randomly selected AR for "train" and "test" subsets, and kept all cases from one AR inside one subset. The ratio of the train and test datasets is approximately 70% to 30% (following Bobra & Couvidat 2015; Nishizuka et al. 2017 ).
Selection of Discriminative Characteristics
The computational cost of SVM is usually estimated as O(N 2 × M) for N >> M, where N is the number of cases in the train dataset and M is the number of characteristics in each case. It is desirable to decrease both of these numbers. Moreover, inclusion of characteristics that are not discriminative may decrease the performance of the SVM (Bobra & Couvidat 2015) .
Here we use two methods to select the most discriminative characteristics. One of the ways is to calculate the Fisher ranking score (or F-score, Bobra & Couvidat 2015; Chang & Lin 2008) : Tables 2 and 3 for the ≥M1.0 and ≥X1.0 class flares respectively. In Sec. 3 it was pointed out that the existence of threshold values is more prominent in the logarithmic scale for some characteristics. Therefore, we also calculated the F-scores of decimal logarithms of each parameter and used it if the score was higher than this for the normal-scaled characteristic (such cases are Tables 2 and 3) . For these parameters, the logarithmic scale was also used for the SVM training.
Another method to judge the importance of a characteristic is to measure the fraction of negative samples that can be discarded based on some threshold value of the characteristic. In Sec. 3 we have already determined the thresholds above which 95% of flares occur. We apply the thresholds and summarize the fraction of negative cases below these thresholds in Tables 2 and 3 . The results of both tests are normalizes to the maximum score received for each test, summed up, and normalized once again. They are presented in the last columns of Tables 2 and 3 . The first six characteristics in Tables 2 and 3 , which have the highest scores, are included in the SVM training and testing procedures.
The existence of the thresholds allows us to classify large amounts of data before training the SVM: a case is automatically classified as negative if any of the six most discriminative characteristics is 
Training of the SVM Classifier
Our approach is to utilize the Support Vector Machine (SVM, Cortes & Vapnik 1995) classifier for flare forecast using Python module "Scikit-Learn" (Pedregosa et al. 2011) . The description of SVM can be found in Bobra & Couvidat (2015) . The SVM finds a plane in the descriptor space, which optimally separates the positive and negative cases by solving the following functional minimization problem:
where ω is a vector normal to the separating plane; i is case number in the "train" dataset, varying from 0 to m; C is a soft margin parameter; ǫ i is a measure of misclassification of case i; y i is a constant equal to 1 for positive cases, and -1 for negative cases. After some transformations, this problem becomes a quadratic minimization problem: the functional depends only on scalar products of vectors of characteristics x i , x j . To achieve better separation between the positive and negative cases, very often the so-called Kernel trick is used. The scalar product of characteristics in the functional is replaced by a function of the characteristics:
In our prediction algorithm, we use the sigmoid SVM kernel which demonstrated the most promising results in the training phase:
where γ and r are tuning parameters. The other SVM parameters are the soft margin parameter and weights for both classes (multipliers of the soft-margin parameter). In our SVM tuning, we optimize all these parameters.
For the SVM training, we normalize the "train" dataset following Nishizuka et al. (2017) : Z = (X − µ)/σ, where X is a non-normalized data set, µ is the mean, and σ is the standard deviation.
We use the same µ and σ parameters to normalize the "test" data set. To find the optimal SVM kernel and its parameters, we perform a cross-validation procedure on the "train" dataset: divide it into two subsets (one simulating the train data set, and one -the test data set) five times, and average the SVM results. As a measure of the SVM performance, we use the True Skill Statistics (TSS) metrics defined as:
where T P is the true positive prediction (number of positive cases predicted as positive), T N is the true negative prediction (number of negative cases predicted as negative), F P is the false positive prediction (number of negative cases predicted as positive), F N is the false negative prediction (number of positive cases predicted as negative). The T SS score is not sensitive to the class imbalance ratio (the relative number of positive and negative cases), and is zero for a pure negative prediction (when all cases are predicted as negative).
For the ≥M1.0 class solar flares, we found that the best score of T SS = 0.70 can be obtained using the "sigmoid" SVM kernel (described above) with parameters C = 10000, γ = 0.001 and r = 0.1, and negative/positive class weights of 1/20. This score was derived from the following predictions: Table 2 for details), for which we found significant gap between the scores for the PIL characteristics (besides the Maximum Gradient across PIL) and the global characteristics. For the ≥X1.0 the PIL characteristics are still dominant, however, some global characteristics (especially the total AR unsigned magnetic flux) are comparably important. The local characteristics such as the Maximum Gradient across PIL and Maximum field magnitude receive significantly lower scores than the integrated characteristics. The scoring procedure was very intuitive: we determined the importance based on the fraction of non-flaring cases which we can cut off by applying a threshold (above which 95% of flares are expected), and on the distance between the positive and negative classes with respect to the standard deviations of these classes (Fisher ranking score). In our work, we have confirmed the particular importance of the Polarity Inversion Line regions in the flare development process. Despite the promising results, we should always keep in mind that the prediction is metrics-dependent. In this work, we maximize the True Skill Statistics in a single parameter setup, which resulted in high false positive prediction cases. Maximizing other metrics can result in other optimal SVM parameters and prediction scores (Bobra & Couvidat 2015) .
Further work is needed to develop algorithms for quantitative prediction of the flare class and physical properties (eruptive or non-eruptive nature, geo-effectiveness etc).
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