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Abstract. We study a special class of finite automata called reversible and defined by the following 
property: there exists a state such that, starting from it, both the automaton and its (deterministic) 
revenal are strongly connected. 
The main tool to handle these automata is the ergodic representation which is mainly the 
Schiitxenberger matrix representation of the semigroup of the automaton over its minimal ideal. 
This representation allows the construction of a class of reversible automata: the so called 
homogeneous ones. ‘This class is precisely the one obtained by considering a class of finite languages 
that are both prefix and suffix. We obtain here, by means of their automaton, a construction of these 
languages. 
8, Introduction 
Dans la mesure oti les langages formels sont le modele le plus g&&al de processus 
dependant du temps, il n’est pas surprenant que leurs propriMs (contrairement B
celles des parties du groupe libre) fassent apparaftre une asymetrie ntre la ‘droite’ et 
la ‘gauche’. Ainsi un langage L c A* peut fort bien stre deterministe sans que le 
langage i form& des mots de L ‘lus a l’envers’ le soit; de m$me, si 6 : A* + B* est 
une application sequentielle (a droite), elle ne l’est pas, en g&n&al, k gauche (sur 
ce problbme, cf. [4]). Enfin, si L est un langage prkfixe, i.e. si u, uv E L + v = 1, il 
n’en est pas, en gtMra1, de m&me de 2. 
On nomme code biprkfixe une partie X du monoi’de libse A* relle que X et X 
soient prefixes, et qui soit maximale sous cette condition. Ces objets ont et6 
introduits par Schiitzenberger [16,17], qui en a etabli les principales proprieds; & 
tout code biprefixe rationnel (‘regular’) X est associe un groupe de permutations 
transitif, note G(X), operant sur un ensemble dont le cardinal est, par definition le 
de& de X; et, pour toute distribution de probabilids sur A, la longueur moyenne de 
X est 6gale & son degre [16]. Les codes biprefixes qui sont finis possedent un grand 
nombre de propriMs supplkmentaires: tout d’abord il n’en existe qu’un nombre fini 
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de degr6 donn6 [16 Section IVS]; et un algorithme assez simple permet de tous les 
obtenir par transformations uccessives [3]. L’existence de cet algorithme n’a 
cependant pour l’instant pas permis d’ktablir de nouvelles propriMs des codes 
biprkfixes finis, et ceci principalement du fait que l’on ne sait pas dkrire l’effet de 
cette transformation sur le groupe du code. 
I./object de cet article est de p&enter une autre construction, utilisant la th6orie 
classique des automates et des monoi’des finis, qui met dkectement en relation un 
code biprkfixe et son groupe. Celle-ci nous a permis d’etablir un certain nombre de 
rksultats nouveaux (cf. [ 12,133) et presente par ailleurs un int&t pour elle-meme n 
thkorie des automates. 
Nous rappelons au Section 1 la dgfinition des reprksentations ergodiques droite et 
gauche d’un automate fini; celles-ci ne sont autre chose que les representations de 
Schtitzenberger du monoi’de de transitions M de l’automate sur son ideal minimal 
(cf. [S]) et rbalisent done un homomorphisme de A4 dans le produit en couronne du 
groupe de structure de I’idkal minimal de M rw une image homomorphe de M dont 
l’idGa1 minimal a un groupe de structw &r&vial. Nous avons p&f&e definir ces 
reprksentations en termes de transducteurs (‘sequential machines’) dont le monoiTde 
de sortie est le groupe de structure de l’ideal minimal de MI Nous soulignerons le fait 
(essentiel par la suite) que c’est la representation ergodique gauche qui (dans le cas 
06 elle est fiddle) est like de faGon directe aux transitions de l’automate. Nous 
dgfinissons ensuite les automates r6versibles qui, on le verra au Section 3, ne sont 
autres que les automates des codes biprefixes. 
Dans une deuxikme partie, nous definissons les automates homogt?nes; ce sont les 
automates dont le monoi’de de transition ne contient, en dehors de 1Wment neutre, 
que des idempotents de mGme rang (en tant qu’applications). Nous Ctablissons 
(Theorkme 2) les conditions nkessaires et suffisantes pour qu’un transducteur soit la 
representation ergodique gauche d’un automate homogkne; ces conditions ont d’un 
usage particulikement commode puisqu’elles portent uniquement sur les images des 
lettres par la repksentation (et ceci n’est pas possible, en g&&al pour un automate 
qui n’est pas homogGne). Nous etablirons ensuite les conditions sous lesquelles 
l’automate homogGne donnc5 par un tel transducteur est rCversible. 
Nous appliquons, dans une troisiknrc: partie, les r&ultats prkedents B la con- 
struction des codes biprkfixes. On redimontrera tout d’abord le rksultat de [16] 
suivant lequel l’automate minimal sP(X*) reconnaissant le sous-monoi’de X*, 
engendre par un code biprkfixe fini X est homogkne; nous etablirons de plus, ii titre 
de compldment, une rkiproque de ce resultat: si X est prefixe fini, alors &(X*) n’est 
homogike que si X est biprefixe. En vertu de ce qui p&&de, le probleme de la 
construction des codes biprGfixes finis se ramkne done A la ditermination de ceux des 
automates homogenes reversibles (dont le Section 2 donne une construction) pour 
lesquels le code biprbfixe obtena est fini. On ne pos&de sur cette question que des 
conditions nkessaires, except& certains cas particuliers importants: nous donnerons 
(Theorgme 3.2) les conditions nkessaires et suffisantes pour qu’un transducteur 
ayant deux etats soit la 
biprefixe fini. 
1. Pr9limiaaires 
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representation ergodique gauche de I’automate d’un code 
NWS reprenons ici un certain nombre de definitions et leur cons&quences plus ou 
moins connues. 
1.1. Automates 
Un automate .QQ not6 (S, A) est la donnke d’une action ?I droite de l’alphabet A sur 
l’ensemble S des 6tats de J$: 
.&SxA+S. 
On notera cette action d’un simple point: 
&:(s,a)-s=aES. 
Cette action est &endue A A* par associativite: 
(s, fa)ESxA*A-(s -f) l a ES. 
On obtient ainsi un morphisme de A* dans le monoi’de des applications de S dans 
lui-m2me: 
cp:fEA*-{fQ;SES-S l fES) 
et l’image de A* est par definition le monoide de transitions de l’automate ~4. 
Nous utilisons aussi des automates ci gauche: Si B = (A, S) est un automate k 
gauche: 
B:AxS+S 
on 6tend l’action de A sur S par associativite: (af) 9 s = a l (f l s). 
Si & = (S, A) est un automate tidroite, on notera ‘& = (A, S) l’automate transposd 
de \aQ qui au couple (a, s) fait correspondre 1’6tat s l a. Les deux automates ~2 et ‘d 
sont done represent& par le mcme graphe. 
On definit le renoerse’ de JZII cornme l’automate A gauche 2 = (A, P(S)> dont 
l’ensemble des 6tats est l’ensemble P(S) des parties de S, et dont les transitions ent 
don&es par 
a- T=(sESIs*aET) 
On a alors pour tout f dans A*, 1’6galitk 
f-T=(sESIsujT} 
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oti Jest le renverse du mot f: si f = 4142 l l l a,, avec ai E A, alors f= un l 9 - 4241. 
On definit de facon usuelle les notions de congruence, d’homomorphisme etde 
sous automate n considerant l’automate comme une algebre universelle d’ensemble 
de base S et ayant A pour ensemble d’operations unaires; par exemple, une 
congruence de l’automate .& = (S, A) est une equivalence 8 sur S telle que 
Va EA, s=tmod8~s~a=t~amod@. 
On dit que l’automate & = (S, A) est trunsitif si pour tout couple (s, t) d’6lCments 
de S, 11 existe au moins un mot f de A* tel que 
s*f-t* 
Les automates transitifs sont souvent nommes 
connected’). 
fortement connexes (‘strongly 
1.2. Transducteurs st?quen,Gels 
Un transducteur kquentiel droit, not6 (S, A, N), est la donnee d’un automate 
(S, A} et ‘d’une application de S x A dans un monoi’de N: 
(s,a)ESXA-s*aEN. 
On 6tend cette application par associativite n posant, pour f dans A*, 
s*(fa)=[s*flC(s l f)*al. 
Dans le cas ou N est egal au monoi’de libre B* sur l’alphabet B, on rt trouve la notion 
habituelle de transducteurs sequentiel (‘sequential machine’): son alphabet d’entree 
est A et son alphabet de sortie B. 
On dit que le transducteur sdquentiel est minimal si pour tous 6tats s, t de S, il 
existe au moins un mot f de A* tel que 
s*f#t*fi 
On pourra par ailleurs supposer que le mono’ide N lui-mcme est minimal, c’est a dire 
que 
le monoi’de N est alors inclus dans le monoi’de ngendre par les elements de la forme 
s * a pour s E S et a E A, comme on le demontre aiskment. 
Si le monoi’de N est lui-m8me represent6 par des applications operant ci droite sur 
un ensemble I, le transducteur sequentiel (S, A, N) d&nit un automate h droite 
(I x S, A) par 
u, s) l a =(i~(s*a),s~a). 
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Le mono’ide de transitions de cet automate est un sous monoide du prod& en 
couronne de N par M (cf. [B, p. 261). 
Si le monoi’de N est repr&ente par des applications operant ci gauche sur un 
ensemble I, le transducteur sequentiel (S, A, N) d&nit un automate & gauche 
(A, IS); l’ensemble de ses etats est l’ensemble Is de toutes les applications de S dans 
I et ses transitions ont don&es ainsi: pour tout r de I”, et tout a de A, on d&fir& 
a-7parsavaleurensES: 
(a l 7)(s) = (s * a) 9 (T(S l a)). 
. 
On verifie que l’on a alors pour tout f de A* 
(f l d(s) = (s * f) ’ MS l fh 
On d&nit de maniere analogue un transducteur sbquentiel gauche (A, S, N) par la 
don&e d’un automate k gauche (A, S) et d’une application: 
(a,S)ua *s deAxSdansN 
toutes les notions introduites ci-dessus e transposent hce cas. 
Exemple 1.1. Considirons l’automate ti droite ({s, t}, {a, b}) clonne par Fig. 1. 
Definissons maintenant 
l’automate precedent et N 
rep&end par Fig. 2. 
Fig. 1. 
un transducteur sequentiel droit (S, A, N) oii (S, A) est 
est un monoi’de ngendre par cy, p, y; ce transducteur est 
Fig. 2. 
Ce transducteur est minimal d&s que p Z y puisque: s * b = p; t * b = 7. Considkrons 
maintenant la reprisentation de N par applications & droite sur l’ensemble {1,2,3} 
donnke par 
CY, Y ~23); P-(12) 
ou (- l 9 ij l . l ) designe la permutation qui erwie i sur j. 
On obtient ainsi un automate ?I droite ayant 6 etats represent& par Fig. 3 oti les 
traits pleins figurent les transitions de a et les autres celles de b. 
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Fig. 3. 
Exremple 1.2. Considerons maintenant le transducteur sequentiel gauche (A, S, N) 
tel que (A, S) soit le transpose de l’automate precedent (cf. Fig. 1) et 06 l’application 
dans N est encore don&e par Fig. 2. On considere la representation de IV par 
applications adroite sur l’ensenrble {1,2,3} suivante: 
ar ~(123); P-02); y-(132). 
On obtient alors, conformement a ce qui precede, un automate adroite operant sur 
l’ensemble {1,2,3}‘s*” dont on representera les elements (7) sous forme de couples 
:i,, 9 ‘) avec (i, j) ~{1,2,3}* et T(S) = i, 7(t) = j; cet automate possede une seule 
composante transitive qui est representee par Fig. 4. 
41 , \ 
I 
\ 
I J \ 292 I \ I \ 3.2/ \ 
33 ---- * ,O .~ -- 23 
Fig. 4. 
1.3. Degre’ et groupe de Suschkevitch d ‘un automate 
Soit JZI = (S, A) un automate fini transitif et M son monoi’de de transitions. 
L’ensemble des images des applications qui sont dans M possede des elements 
mini-maux que l’on nomme images minimales. L’ensemble 9 des images minimales 
est done forme des I c S tels que 
I=Sm 
pour au moins un m de M et pour tout m’ de M, 
Sm’cI=+Sm’=I. 
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Maintenant l’ensemble des equivalersces d’applications des Uments de M possede 
des &ments maximaux, nommes iquivalences maximales. L’ensemble Yt des 
equivalences maximales est done forme des equivalences p sur S telles que 
p=kerm 
pour au moins un m E M et 
pckerm’+p=kerm’ 
On verifie qu’une image minimale est un systeme de representants d’une quel- 
conque Cquivalence maximale. 
Toutes les images minimales ont le msme nombre d’%ments qui est aussi egal & 
l’index des equivalences maximales ce nombre est, par dkfinition, le degre’ de 
(‘automate 642. 
L’errsemble des &Zments de M ayant une image don&e 4 E 9 rninimale et une 
gquivalence donnee p E X maximale: 
Sm=I; kerm-p 
forme un groupe de permutations ur I. Tous les grcripes que l’on obtient ainsi sont 
equivalents B un groupe de permutations que l’on definit comme le groupe de 
Suschkevitch G(sQ) de l’automate .QQ; du fait que & est transitif, ce groupe est 
lui-msme transitif (pour plus de details sur toutes ces questions, cf. [S;, 14,151). 
On dit qu’un automate est synchronisant si son degrh est igal B 1, c’est 5 dire 
encore si le groupe G(d) est trivial. Cela revient aussi B dire que X est reduit ti un 
Clt5ment (qui est l%quivalence universelle) ou encore que pour tout paire (s, t) E S 
d’Ctats il existe au moins un m E M tel que 
sm = tm. 
Sur le probleme de la synchronisation, on pourra consulter [6,11,14]. 
1.4. Reprkentations ergodiques 
Soit SQ = (S, A) un automate fini; notons 8; l’ensemble des images minimales et X 
l’ensemble des equivalences d’application maximales. Fixons un I E 9 et un p E % et 
notons G le groupe 6quivalent B G(d) operant sur I: 
G=(gEGISg=I;kerg=p}. 
La reprkentation ergodique droite de l’automate & est le transducteur sequentiel 
droit ($, A, G) ainsi dkfini: l’action de A sur 2 est l’action naturelle de A sur les 
parties de S et pour J ~3, a E A on dCfinit la permutation J * a de G de la facon 
suivante: 
Pour chaque i E I, il existe un unique j E J tel que 
Sjmodp 
228 D. Perrin 
et un unique k E I tel que 
k+a modp. 
On pose alors 
i(J * a) = k. 





Le groupe G opere a droite sur I et le transducteur (2, A, G) dkfinit done comme 
nous l’avons indique WI automate 9 = (I ~9, A). 
Proposition 1.1. Si & est transitif, il existe un morphisme d’automates 
cW:9+&. 
Dbmonstration. Soit ar l’application de I x 9 dans S definie ainsi: pour i E I et J E 3, 
I’etat cy (i, J) est l’unique element de J tel que 
a(i, J)=imodp. 
Cette application est un morphisme d’automates puisque 
cu[(i,J)-a]=cu[i*(J*a),J*a] 
qui est, par definition, egal a a! (i, J) 9 a. 
Maintenant, si c(;& est transitif l’application ar est surjective puisque pour tout 6tat 
s E S, il existe au moins une image minimale J E 8; contenant s ; et si i est le 
representant mod p de j dans I, alors: 
a (i, J) = s. 
Remarque. La representation ergodique de & d&nit un morphisme (9 du monoi’de 
de transitions A4 de & dans le produit en couronne 
ou A4’ est le monoi’de de transitions de (9, A). 
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Ce morphisme n’est autre que la repr6sentation de Schiitzenberger 5 droite de A4 
sur son id&al minimal (cf. [S, p. 1 lo]). Proposition 1 .l implique que 4p est injectif si & 
est transitif. 
La reprksentation ergodique gauche de l’automate transitif & est le transducteur 
sCquentie1 gauche (A, X, G) ainsi defini: l’action B gauche de A sur X est l’action 
naturelle de A sur les partitions de S: 
s = s’mod(a l T) es . a = s’ l a mod(T). 
Et pour tout a EA, et T E X la permutation a * r E G est definie ainsi: pour un 
Ument i de I, 1WCment i(a * T) est le repr6sentant dans I de la classe mod T de i l a : 
i(a*+i-amod? 
Le transducteur gauche (A, X, G) dbfinit comme nous l’avons indiquC un automate 
(a droite) 
93’ = (I”, A). 
Soit ac :S + Ix l’application qui a s fait correspondre ar (s) E 1% defini ainsi: cy (S)(T) 
est le representant dans I de la classe mod 7 de s. 
Proposition 1.2. L’application (Y est uiz morphisme de & dans 9’. Son iquivalence 
d’application est i’intersection u des 616ments de Xet son image est le sous automate Ce 
de 3’ engendr&e par les applications constantes 
Dimonstration. Tout d’abord CY est bien un morphisme: si on note en effet j et k 
respectivement les elements de I telf que 





Mais (a(s) l a)(T) = j(a7) qui est done 6gal B k; et [(Y(s l a)](T) = k par dkfinition, ce 
qui montre que a! est un morphisme. 
L’6quivalence d’application de cy est d6finie par 
s=tmodkercucNjrEX, s=tmod? 
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et elle est done egale a l’intersection a des &ments de X Enfin, pour tout i de I, 
l’application a(i) est constante t egale a i, ce qui demontre la derniere assertion. 
Remarque. Le morphisme ainsi defini de A4 dans le produit en couronne GM’ de 
G par le monoi’de de transitions de (,4, X) n’est autre que la reprdsentation de 
Schiitzenberger B gauche de 1M sur son ideal minimal (cf. [S, p. 1 lo]). 
Exemple 1.3. Soit & = ({1,2,3,4, S}, {a, b}) dont les transitions ont donnees par 
les deux applications correspondant a a et b 
Les images minimales ont I = { 1,2,3} et J = { 1,4,5), ct les equivalences d’appli- 
cation maximales ont les equivalences 
p=kera; r=kerb 
On fixe I et p pour construire les rep&en tations ergcdiques de A La representation 
ergodique droite est le transducteur de Exemple 1.2 avec s = 1 et t = J; conform& 
ment a Proposition 1.1, on obtient & en faisant le quotient de l’automate de Fig. 3 
par l’equivalence qui confond (s, 1) et (t, 1). La representation ergodique gauche st 
le transducteur de Exemple 1.3 avec s = p et t = T; comme Nquivalence e est triviale 
sur l’automate &. La correspondance est donnee par le tableau suivant: 
(Ll) (29 2) (393) (2,3) (3,2) 
1 2 3 4 5 
1 S. Automates rhersibles 
Etant donne un automate & = (S, A), nous avons d&ja defini le renverse’ de SQ 
comme l’automate Bgauche not6 d = (A, P(S)) dont 1~~~ transitions ont donnees par 
a*T={sESIs.aET}. 
Maintenant pour un etat s de S, le renverse de cr42 en s, so:l:* .#, tst le sous-automate de 
d engendre par la partie {s}; ses etats sont done les parties T de S telles que pour au 
moins un mot f de A* on ait 
T={tES)t-f=s}. 
On dira qu’un automate transitiff J$ = (S, A) est R versible en s E S si l’automate J@ 
est encore transitif. 
Propcsttion 1.3. Soit & = (S, A) un automate fini transitif et s un dhent & S; les 
conditions suivantes sont equivalentes : 




d evt Gversible en s. 
L’image de tout mot f E A* contient s: s E S l f. 
.Pourtoutmotf~A*ettoutt~S,alors:s-f=tef+s=t. 
D6monstration. Tout d’abord (1) implique (2) puisque si J” est transitif, pour tout 
f E A*, l’ensemble {t E S 1 t l f = s} n’est pas vide et done s E S l f. 
Maintenant, si (2) est v&ifie, soit t E S et f E A* tels que 
Comme & est transitif, il existe un mot g E A* tel que 
t ’ fg = t. 
Et comme S est fini, il existe un entier n tel que (fg)” dgfinisse une application 
idempotente sur S; on aura alors s l (fg)” = s puisque d’aprks (2) l’etat s appartient & 
l’image de fg, et qu’un idempotent est l’identite sur son image. On en d6duit que s = t 
puisque 
t=t=(fg)-t=(fg)“=sqfg)“=s. 
Ceci montre que (2) implique (3); maintenant si (3) est vkifike, soit T un &at de ,_G?, 
c’est g dire une partie de S telle que, pour un mot f E A*, on ait 
T={tESIt.f=s}. 
Si n est un entier tel que f” soit idempotent sur S, on aura 
S*fn=S 
et, d’apres (3), on en deduit: f”-’ l T = {s), ce qui montre que d” est transitif. 
Exemple 1.4. Un automate reversible n’est jamais synchronisant sauf s’il est trivial 
(card(S) = 1); en effet, si & est synchronisant il existe un mot f E A* tel que: S l f = s 
d’ou: f 9 (s) = S. 
On obtierrt par contre une famille infinie d’automates rkversibles en considerant 
les automates ci groupe, c’est B dire ceux dont le monoi’de de transition est un 
groupe. 
La propri&k suivante est un cas particulier du ksultat de [2, theorkme 131 selon 
lequel on minimise un automate quand on le renverse (cf. aussi [7, exercice 3.521). 
On dira qu’un automate & = (S, A) est reduit en l’&at s E S s’il ne psss&de pas de 
congruence non triviale ayant une classe reduite 5 (s}. 
Proposition 1.4. Soit & = (S, A) un automate re’versible en d ES; alors l’auto- 
mate 2” est reduit en (s). 
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D6monstration. Soient T, U deux ktats de as et supposons que 
Vh E A”, h 9 T = (s) c !J 9 U = (s), 
c’est a dire que T et U sont dans une m6me classe d’une congruence laissant s seul 
dans sa classe. Pour tout element t E 7” il existe un h tel que 
s-h=? 
et on a alors h l T = {s} puisque R? est reversible. Ainsi h l U = {s} et done t E U, ce 
qui montre que T c U. On demontre de mEme que U c T, et ceci etablit l’enonce. 
Si & est rkduit en s, le renverse de 2’ en {s} est isomorphe a&; l’exemple suivant 
montre que les deux automates transitifs & et 2” n’ont pas alors, en general, le 
m6me nombre d’etats: 
&emple 1.5. Soit A = {a, 6, c} et & = (§, A) l’automate donne par les transitions 
suivantes: 
On verifie que & est un automate de degri 4 en remarquant que les images de a, b 
et c sont des systemes de representant de leurs equivalences d’application. Cet 
automate st reversible n 1 puisque ces deux images contiennent 1. Les etats de 2’ 
sont les classes des trois equivalences d’application et sont done au nombre de 10. 
On montre par contre qu’un automate de degre 3 reversible (et reduit) a le msme 
nombre d’etats que son automate renvetse. 
Remarques. (a) On peut definir de facon csymetrique les representations ergodiques 
droite et gauche d’un automate a gauche; la representation ergodique droite de 
I’automate reversible J$ = (S, A) est alors equivalente ala representation ergodique 
gauche de l’automate renverse. Ceci montre que la representation ergodique droite 
d’un automate ne permet pas de retrouver directement l’automate de depart, mais 
son renversi. 
(b) Les conditions (1) et (2) de Propositiorr 1.3 suggkrent la possibilid de dkfinir les 
automates reversibles non-deterministes; une partie des resultats devrait se general- 
iser aux automates non ambigus de [l]. 
2. Automates homsgiines 
2.1. De’finition 
Nous disons qu’un automate fini transitif ,(zQ - (S, A) es? homog&ze s’il existe 
un entier n E N tel que tous les mots de longueur au moins Cgale a n definissent 
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une application de m6me rang. Le plus petit de ces entiers sera la profondeur 
de J& 
La famille des automates homogknes est fermee par quotient et produit en 
couronne. 
Un automate homoghne synchronisant n’est autre qu’un ‘definite automaton’ 
(cf. [lo]). 
2.2. Construction 
Nous p&entons maintenant une construction qui permet d’obtenir tous les 
automates homog&nes dont le groupe de Suschkevitch est donn6; commenCons par le 
cas t& simple de ceux qui sont synchronisants: 
Proposition 2.1. Uia automate homogene de profondeur au plus n est synchronisant ssi 
il est image fzomomorphe d l’automate dont Ses etats sont les mots de longueur n, le 
r&&at de 1 ‘action d’une lettre a E A sur un mot f E A” &ant le facteur droit de longueur 
n de fa. 
D6monstration. Un tel automate est evidemment homoggne de profondeur yt et 
synchronisant. Rbciproquement, soit & = (S, A) un automate synchronisant homo- 
g&ne de profondeur n ; soit 1y I’application qui & f E A” associe Mat qui est I’image de 
f. Cette application definit un homomorphisme d’automates et on obtient done le 
r&ultat. 
Soit maintenant SQ = (S, A) un automate homogene, et soit CT la congruence de & 
qui est l’intersection des bquivalences d’application maximales. L’automate J& divise 
alors le produit en couronne d’un automate synchronisant homog&e par le quotient 
&‘c (nous ne rentrons pas dans les details de cette construction dent nous n’aurons 
pas B faire usage dans la suite) et on peut done se restreindre & ne considerer que les 
automates pour lesquels la congruence (+ est 1’6galid; d’aprks Proposition 1.2, un tel 
automate st d6fini par sa repr&entation ergodique gauche. 
Dans ce cas, si (A, X, G) est la representation ergodique gauche de & l’automate 
(A, 91f) est un automate g gauche homogGne qui est evidemment synchronisant. 
On peut de plus toujours supposer que le couple (I, p) qui repkre la reprgsentation 
est choisi comme etant celui de I’image et de l’equivalence d’une puissance assez 
grande d’une lettre fix&e a E A; puisque si n est la profondeur de J& an est de rang 
minimal. L’application 7 E X-r . a est alors constante, et nous dirons que le 
transducteur (A, X, G) est normal&! en a. 
ThCorQme 2.1. Soit G tin groupe de permutations transitif et (A, B) un automate ci 
gauche, homogt?ne et synchronisant. Tout transductckr (A, 3, G) minimal et normal- 
ise’ est la reprt%entation ergodique gauche d’un automate homogene dont le groupe de 
Suschkevitch est G 
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Dbmonstration. Soit I l’ensemble sur lequel opere G; definissow. comme en 
Section 1.4 une action de Ai sur l’ensemble Ia par (t l a)(r) = (t(a . r))(a * r) et 
notons S le sous-ensemble de IB form6 des s qui peuvent Ctre atteints 6 partir des 
applications constantes: 
S={SEI~ IZlf~A*,id:s(r)=i(f *r)}. 
L’automate & = (S, A) est alors transitif puisque pour tout t E I%, t l an est une 
application constante si n est la profondeur de (A, R) et si (A, 3, G) est normalis en 
II. Montrons maintenant que l’ensemble X des equivalences d’applications maxi- 
males de AZ est en bijection avec B. Soit r E B et considerons deux mots f, g E A* tels 
que f s 9 = g l 92 = {r}; alors les equivalences d’applications de f et g sont egales 
puisque 
Vs,s’ES, s l f=i;‘- f CSs(r)=s’(r) 
et ces equivalences sont maximales puisque le rang de f est egal B card(l). On definit 
ainsi une application cy de 9 dans X qui est evidemment surjective. Si elle n’etait pas 
injecrive, on await pour r, r’ E 99, l’equivalence 
vps, S’E s, s(r) = s’(r) e s(r’) = s’(r’). 
Mass comme le transducteur (A, B, G) est reduit, il existe un f e A* teI que 
f * r #f * r’; soit i E I un element tel que i(f’ * r) # i’( f * r); si s E S est l’element 
de&i par s = i= f, o@ iE S est l’application constante egale Zt i E I, on a alors: 
s(r) = i( f * r), s(r’) = i( f * r’); on obtient done s(r) f s(r’) d’ou la contradiction. 
Enfin la bijection cy definit evidemment un isomorphisme du transducteur 
(A, 92, G) sur la representation ergodique de &, puisque pour r E R, et b E A, a (a 9 r) 
est l’equivalence sur S definie par: s = s’ mod cr(a l r) ssi s(a 9 iI= s’(a l r). 
Mais 
s(b l r) = s’(b l r) ~a (s 9 b)(r) = (s’ l b)(r) e s 9 b = s’ l b mod a)(r), 
ce qui iquivaut, par definition de l’action de A sur X, 2: s = s’mod b l a!(r). Ainsi 
b l a(r) = cu(b l r); de m;me, pour tout i E I, on a F(b * a(r)) = i(b * r) puisque par 
definition F(b * cy (r)) est le representant dans f de la classe mod a!(r) de i - 6. 
Remarque 2.1. L’hypothese que le transducteur est normalise st nkessaire; sinon 
le monoi’de des productions n’a pas toujows pour groupe de Suschkevitch G, comme 
le montre l’exemple suivant: Prenons pour G le groupe symetrique sur {1,2,3} et 




0 0’ “=[(123) 1 (13) ’ 
Cette notation matricielle represente le transducteur dans Fig. 5. 
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LM 2 3) 
Ol(l21(yTJ--333 lilts 3) 
ali1 3 2) 
Fig. 5. 
Le monoi’de $A* est le groupe Z/2. 
Dans le cas ou l’automate (A, 3) ne serait pas homogene t synchronisant, mais 
seulement synchronisant, on ne peut faire en toute g&r&alite cette hypothese de 
normalisation et on doit le remplacer par une condition plus compliquce (cf. [16]). 
Exemple 2.1. Considerons le transducteur siquentiel gauche sur un alphabet A = 
{a, b} donne ainsi: 
--[,E) (;) (1;4- 
11 verifie les conditions du theoreme et est en fait la representation ergodique 
gauche de l’automate dont les transitions ont don&es par: 
On obtient ainsi un exemple minimal d’un automate homogene qui n’est pas 
reversible t qui, comme on le v&tie, ne possede pas de congruence non triviale. 
2.3. Automates homog2nes re’uersibles 
Soit ie = (S, A) un automate fini transitif et (A, X, G) sa representation ergodique 
gauche. Supposons que la congruence v (qui est la borne inferieure des elkments de 
X) soit l’egalite; on a alors: 
Proposition 2.2. L’automate & est rkversible en i E I ssi pour tout f E A,* et 
r E X, i(f * r)-l ne dk’pend pas de r. 
Dkmonstration. Tout d’abord si & est reversible n i, alors i( f * r)-l est pour tous 
f c A*, r * X l’unique element j E I tel que jf = i puisque jf = i mod r + jf = i. 
Maintenant si i( f * r)-l ne depend pa? ?e r E X, soit s E S un etat tel que s = i mod r 
pour un r E X Soit alors j un element de I et f E A* un mot tel que j l f = s; on a alors 
par definition i( f * r)-l = j. Mais cela entraine pour tout r’ E X, s = i mod r’ puisque 
i(f*r’)=j;ainsis=imodaetdoncs=i. 
Soit maintenant (A, 3, G) un transducteur vkrifiant les hypotheses du Theoreme 
2.1 et & l’automate dont il est la representation ergodique; slors & est rkversible en 
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i E I ssi i( f * r)-’ est independant de r E 92 pour tous ies mots de longueur au plus &ale 
ri la profondeur n de l’automate (A, 92). En effet si 1 f12 n + 1, alors en posant f = uzl, 
aveclu(=n,onobtienti(f *r)-‘= i(v * r)-l(u * v l r) et puisque v l r ne depend pas 
de r, iii suffit que i(v * r)-l ne depend pas de r, pour qu’il en soit de m6me de i( f * r)? 
On obtient done ainsi une construction de tous les automates homogknes r6ver- 
sibles B partir de leur repr6sentation ergodique. 
3, ’ Application I la construction des codes bip&ixes 
3.1. Codes prefixes et biprefixes 
Une partie X de A* est un code pre’xe si X ne contient aucun facteur gauche 
propre d’un de ses elements: 
VX, X%X, x~x’A*~x=x’. 
Or: d!t que X est complet si tout mot est facteur gauche d’un mot de XA*: il revient 
au mGme de supposer que X est maximal en tant quc code prefixe. 
Un sous monoi’de P de A* est engendrk par un code pr6fixe s’il est unitaire, i.e. si 
uv, M E P + v E P; et ce code est alors complet si pour tout u E A*, il existe un v E A* 
tel que uv E P (cf. [7, p. 88,931). On notera &(X*) l’automate minimal reconnaissant 
P = X* et 1 son etat initial; on a alors: X* = {X E A* 1 1 l x = 1). 
Notdns f l’imagc miroir d’un mot f e A* definie par f= a, l l . a2al si f = 
aa2 --a, avecaiEA;pourXcA*,onnoteraX={xEA*(x’EX}. 
Un code bipkjixe est une partie X de A* telle que X et X soient des codes pr6fixes 
complets. 
Proposition 3.1. Un code prefixe complet rationnel X est biprkj%xe ssi l’automate 
&(X*) est reversible en 1. 
Dhonstration. Soit X un code biprefixe et %I = J&X*)‘; pour tout u e A*, il existe 
un v E A* tel que vu EX”; et pour tout w E A*, si wuv E X* alors w E X*. Ainsi 
w l (1) = (1) et B3 est done transitif. Maintenant si &(X*) est un automate fini 
reversible en 1, 2% est unitaire puisque si uv, v E X on a 1 l uv = 1 l v, ce qui 
kplique I 0 u = 1, d’apres Proposition 1.4; et 2 est complet puisque toute image 
contient 1. 
La propri& suivante est essentielle. Sa partie directs dst etablie en [17] et la 
reciproque peut Ctre, comme nous le verrons, dkivee de la preuve du rkultat 
principal de [ 181. 
Th6orhne 3.1. Soit X un code prefixe comp!et fini. Alors Xest biprefixe ssi 1 ‘automate 
&(X”) est homogene. 
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DCmonstration. Supposons tout d’abord que X est un code biprefixe fini et soit yt la 
longueur maximale des mots de X. Notons S l’ensemble des etats de l’automate 
d(X)*, dont l’etat initial est not6 1. Soit f’z A* un mot de longueur n et montrons 
que le rang de l’application definie par f est minimal: soit, pour cela, s, t E S deux 
etats tels que s l f ic t l f; comme f est de longueur n, il existe un mot u E A* tel que 
f=uv avecse u= 1; mais alors s’il existe un mot g E A* tel que s . fg = t 9 fg, on a 
1 l vg = (t l u) l vg, ce qui implique t . u = 1 et done s l f = t l f. Ainsi & est homo- 
gene de profondeur n. 
Supposons maintenant que X soit un code prefixe complet fini et que &(X*) soit 
homog&ne. Notons I l’ensemble des mots f E A* completables 2 gauche (i.e. 
A*f n X* # 0) definissant une application de rang minimal. L’ensembk I est un ideal 
& gauche et soit B sa base: B = I\AA*I; 8 est un code prefixe qui est fini puisque 
I’automate d(X) est homogene. Soit maintenant eun element de I fix6 et notons hi 
l’ensemble: 
H = {h L A*\XA* 1 he E X*). 
On a alors (cf. [18, p. 2211): 
Lemme 3.1. fig est un code pre”fixe complet et le produit BH est inambigu. 
Dhmonstration. Supposons en effet tout d’abord que pour b, b’ E B et h, h’ E H, il 
existe un u E A* tel que: bh = ub’h’. Si h’ est facteur droit de h : h = vh’, soit w E A* 
un mot tel que wb EX*; on a alors 1 l wub’h’e = 1; mais comme 1 l h’e = 1 et que 
b’E B, cela implique 1 l wyb’ = 1, et done 1 l v = 1 puisque wub’= wbv. Si h est 
facteur droit de h’: h’ = vh, soit w E A* un mot tel que wub’ E X*; de la m6me facon 
que ci-dessus, on obtient 1 0 v = 1; d’apres la definition de H, cela implique v = 1, 
d’ou h = h’ et b = b’ car 6 est prefixe. Ainsi I% est prefixe et le produit BH est 
inambigu. 
Maintenant, pour tout mot u E A*, il existe un v E A* tel que vue E X*; on peut 
alors posei* vu = e’h, avec e’ E X*, h E H. Et si w E A est tel que we’ soit de rang 
minimal, on obtient wek I et done: wvu E A*BH, ce qui montre que rfB’ est 
complet. 
Notons maintenant a! l’homomorphisme nature1 du monoi’de Eibre /I* dans 
l’anneau des polynomes en les variables a E A et rr l’homomorphisme qui assscie a 
un polynbme son reste mod( 1 - cuA). 
Comme a8 est prefixe et complet, on a n(~ (BH) = 1; mais comme le produit BH 
est inambigu, on a l’egalid: 
ru(BH) = a(B)cl!(H). 
On a done TN.Y(B)~~(H) = 1 et cela implique TG(B) = WCY(H) = 1 puisque I (B) et 
G(H) sont des polyn6Dmes. Cela montre que l’ensemble H se reduit B (1) et done que 
le code X est biprefixe, ce qui acheve la preuve El1 theoreme 
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Exemple 3,l. Soit X le code prefixe complet sur A = {a, b} donne par l’automate 
minimal de X*: 
On verifie que X est fini et qu’il n’est pas biprefixe (puisque 1 l b = 6 l b); 
l’automate n’est pas homogene puisque (ab)4 est une application idempotente de 
rang 5 alors que le degre de l’automate st Cgal B 3. 
Get exemple presente un in&St exceptionnel car on ne connait pas d’autre code 
prefixe fini, non biprefixe, que celui-ci (ou son symetrique par &change de a et b) dont 
l’automate soit de degre 3 sans posstder de congruence non triviale; il appartient a
une famille de codes possedant les mk?mes proprietes pour des degres arbitrairement 
grands, qui est definie et etudiee en [ 111. 
3.2. Codes biprkjixes e’le’men taires 
Ainsi l’automate d’un cod:: biprefixe fini est un automate homogene reversible; et 
on deduit du Theo&me 2.1 (et de la Proposition 2.2) un algorithme de construction 
des automates homogenes reversibles. On n’est cependant pas assure dans cette 
construction que le code biprefixe obtenu soit fini. Nous decrivons ici les conditions 
qu’il faut imposer ;i la representation ergodique gauche pour qu’il en soit ainsi, dans 
le cas particulierement simple ou l’automate (A, x) est de profondeur l-nous 
dirons que le code biprefixe est Smentaire. Des elements de reponse dans le cas 
gCnCra1 pourront Gtre trouves en [13]. 
Soit done X un code biprdfixe elementaire que I’on supposera a partir de 
maintenant Etre sur un alphabet A = {a, b} h deux lettres; cela simplifie consider- 
ablement les notations. La representation ergodique gauche (A, X, G) normalisee 
en a est done donnee sous forme matricielle par: 
oti cy, p, y sont des permutations ur l’image de l’application definie par a, qu’on 
notera [n] = {1,2, _ . . , n}, en identifiant 1 E [n] avec l’etat initia! de d(X). On sait 
que 1 l fi-’ - 1 l y-* (Proposition 2.2) et que tout transducteur gauche de cette 
forme est la representation ergodique de l’automate d’un code biprefixe. 
ThCorikme 3.2. te code biprkfixe X est fini ssi: 
(1) Q! est un cycle de longueur n (q&on peut supposer 6gal ci (1 9 2 l 9 l n)). 
(2) 0 est urn cycle de longueur r de la forme: p = (il 9 iz l 9 9 i,) avec 1 = il< iz< 
l l l < il. 
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(3) y est un cycle dL* longueur n cotijugue’de Q! par une permutation rquiest un produit 
de cycles disjoints de la forme (k*k+l**a k+m) avec k#l, kpaktm: y= 
7%. 
DCmonstratioa. Supposons tout d’abord que X soit fini; on sait alors (cf. [ll]) que 
a n E X, ce qui etablit (1). La condition (2) equivarrt au fait que pour tout i E [n ] teS que 
i@ # 1, on a i@ 3 i + 1; supposons par l’absurde que i/3 s i. 
On a alors 1 9 a’-‘ba = ipa! et done ai-1(bai-i13)*an-i+1 c X et chacun de ces mots 
appartient en fait 5 X des que i@ f 1; ceci contredit la fait que X est fini et on a done 
etabli (2). Pour dhmontrer (3) nous etablissons d’abord le lemme suivant: 
Lemme 3.2. La permutation y vh#ie la condition (3) ssi: 
(a) y est un cycle de longueur n 
(b) pour tout i E [n], iy’ s i +2 
(c) pour tout i E [n] distinct de l$$-l et Ip-‘y-’ on a l’in6galite’: ti Ip 3 i. 
De’monstration. Supposons tout d’abord que y verifie la condition (3); pour un 
entieriE[n],notons(i-p ,..., i ,..., i + q) le cycle de la permutation r contenant i.
On a alors par hypothgse (i -p)p 2 i +q.. Vhifions alors (b), c’esG-dire: 1 y’-’ G 
i + 1; tout d’abord iy’-’ = l?a’-’ r= la’% puisque T fixe 1; ainsi ly’-1 = h; 
distinguons deux cas: 
(1) Siq#O,&orsir=i+Petdoncly’-‘=i+l. 
(2) Si q =ci, alors ir = i - 1 et done iy’-’ s i. 
Et (b) est done etabli. Pour v6rifier (c) distinguons encore deux cas: 
(1) Si p = 0, alors iy = (1 + q)w ; tout d’sbord iy = 1 ssi i + q = n ; sinon iy = 
(ii-q+l)Tquiest~gal~isq+loui+q+2etonadonciy~ipouriy#l,d’o~ 
iy@&pouriy#letiyp#l. 
(2) Si p # 0, alors iy = (i - 1)~ = ir; distinguons deux cas: Si q = 0, on a iy = 
i - p; mais dans ce cas, d’apres la condition (3) de Theoreme 3.2, on doit avoir 
(i - p)@ 2 i et done iy@ 2 i ; si par contre q # 0, alors iy = i + 1 et done iy@ 2 i 5 moins 
queiy@=l. 
Montrons maintenant que si y satisfait aux trois conditions du lemme, elle satisfait 
B la condition (3): comme y est un cycle de longueur n, il existe une unique 
permutation 7de [n], definie par 1 r = 1 et, pour j # 1, par jr = 1 y’-’ ; comme, J’aprh 
(b),ona~~~j+l,toutcyclede~doit~tredelaforme(k,k+l,...,k’+m)avec 
k it 1 (c’est-&-dire qu’un cycle de T contient exactement un point j tel que Jo s j - 1). 
Et on doit alors avoir, d’aprh la condition (c) (k + m) y@ 3 k + m, ce qui implique 
k/3 3 k + m puisque 1 yk+%-* =k+metdoncqua(k+m)y=k. 
Nous etablissons maintenant l’assertion (3) du th&or&me. Soit pour ceIa .& le sous 
ensemble de [n] defini pour tout i E [n] par: Fi = {j E [n] 12~ 1 yi-*@ G 1 yi} et 
montrons que Fj est inclus dans [i + 11: supposons par l’absurde que Fi contienne un 
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element j 3 i + 2 et montrons que X +,:st alors infini. Posons pour cela k = iy’, 





j-i--lpa yi-i-lpa 1 
ainsi (k, k)qf = (m, m), et ceci implique que X est infini puisque par hypothese 
msk. 
Ainsi le not&e d’elements de Fi, que est Cgal 5 1~’ - 1 est major6 par i + 1, d’ou 
iy' s i +2 et (‘assertion (3) est etablie. 
Montrons maintenant que si CY, p, y satisfont aux conditions (l), (2) et (3) du 
theo&me, le code biprefixe X est fini. Notons pour cela, pour tout mot g CA*, 
R, = {f e A* 1 gjc X}; et soit F l’ensemble des mots g tels que R, soit fini. 
Tous les elements de X sont dans F et notre but est de prouver que 1 E F. 
Supposons done par recurrence descendante sur i E (0, 1, . . . , n - 1) que a’, b’ E F 
pour tout j ai+letmontronsquea’,b’EF: 
(1) a’ est dans F; en effet, cela est vrai si ci ‘b E X, et sinon: 
(a) a’ba E F puisque 1 l aiba = (i + l)@ et que, d’apres (2), soit (i + l)@a = 1 et 
aiba~X,soit(i+l)~~~i+2=1~ai”etdoncl-aiba=l~ai‘k,aveck~1. 
(b) a’b* E F: Comme y est un cycle de longueur n, on peut poser i + 1 = 1 y’; et 
on a alors 1 l aib2 = (i -+ l)b* = 1 . bi+*. Comme, d’apres Lemme 3.2 1 y’ c j + 2, 
onadoncj+2%+1;ainsib”*&!etdonca’b*EF. 
(c) a”’ E F par hypothese de rkcurrence. 
Ainsi R,i = baRaiba v b2Raib2 vaRIIi+l est fini et ai E F. 
(2) b’ est dans F: ‘1 1 nous suffit en effet de montrer que b’a E F puisque, par 
hypothese de recurrence, on a bi+* E F. Si b’a t‘ X, la propriete est demontree; sinon, 
posons j = ly+l; alors, d’apres Lemme 3.2 on a j 6 i + 1. De plus 
1 l bia = lyi-‘& = lyi-‘& 
Distinguons deux cas: 
(a) siiG+l,alors lcu’-’ p = ip 2,~’ et on obtient done 1 yialfi a i et 1 yi-‘& 3 
i+l. Ainsi 1 l b’a ai+l et b’a CF. 
(lb) si j G i - 1, alors la permutation 7 contient un cycle (j, j + 1, . . . , j + k), avec 
j@j+k;etonaj+k=i,puisque 
Ainsi, lb’s = 1~‘~’ l ba=j~ba=j~cv~i+l.Sil~biu=i+l,alorsbia~Fpuisque 
nous avons deja montre que a i E F; sinon, 1 . b’a 2 i + 2 = 1 l a ‘+* et b’a c F d’apres 
I’hypothese de recurrence. 
Ceci achgve la preuve du th&oreme. 




















J.M. Boi5, Reprksentations des tnonoi’des, Applications 6 la thCorie des codes, Thbse de %me Cycle, 
Montpellier (1976). 
3.A. Btzozowski, Canonical regular expressions and minimal state graph for definite events, in: Proc. 
Symposium on Mathematical Theory of Automara, Polytechnic Institute of Brooklin (1962) 529- 
561. 
Y. Cbsari, Sur un algorithme donnant les codes biprkfixes finis, Math. Systems Theory 6 (2) (1972) 
221-22s. 
C. Choffrut, Th&e SC., Paris (1978). 
A.H. Clifford and G.B. Preston, The Algebraic Theory of Semi-groups, Vol. 1 (Amer. Math. Sot., 
Providence, RI, 1961). 
J. cerny, On directable automata, Kybernetica 7 (197 1) 289-298. 
S. Eilenberg, Automata, Languages and Machines, Vol. A (Academic Press, New York, 1974). 
S. Eilenberg, Automata, Languages and Machines, Vol. B (Academic Press, New York, 1976). 
M. Nivat, Elements de la thiorie $&ale des codes, E.R. Caianiello, Ed., in: Automata Theory 
(Academic Press, New York, 1966). 
M. Perles, M.O. Rabin and E. Shamir, The theory of definite automata, IEEE Trans. Electron. 
Systems 12 (1963) 233-243. 
D. Perrin, Codes asynchrones, Bull. Sot. Math. France 105 (1977) 385-404. 
D. Perrin, La transitivit6 du groupe d’un code biprGfixe fini, Math. 2.153 (1977) 283-287. 
D. Perrin, Le degre minimal du groupe d‘un code biprCfixe fini, J. Combinatorial Theory, A 25 (1978) 
163-173. 
J.F. Perrot, Une theorie algkbrique des automates finis monogknes, Symposia Mathematics XV 
(1975) 201-244. 
J,F. Perrot, Cont’ribution ti l’itude des monoi’des syntaxiques et de certains groupes associ& aux 
automates finis, These, Paris (1972). 
M.P. Schiitzenberger, On a special class of recurrent events, Annals of Math. Stat. 52 (1961) 
1201-1213. 
M.P. Schiitzenberger, On a family of submonoids, Pubf. Math. Inst. Hungarian Acad. Sci. VI (A3) 
(1961) 381-391. 
M.P. Schiitzenberger, Sur certains sous-monoides libres, Buff. Sot Math. de France 93 (1965) 
209-223. 
