Abstract. We introduce a family of unital associative algebras Ar,s(n) which are multiparameter analogues of the Weyl algebras and determine the simple weight modules and the Whittaker modules for Ar,s(n). All these modules can be regarded as spaces of (Laurent) polynomials with certain Ar,s(n)-actions on them.
Introduction
Let r = (r 1 , . . . , r n ) and s = (s 1 , . . . , s n ) be n-tuples of nonzero scalars in a field K. We introduce a family of unital associative K-algebras A r,s (n) which are multiparameter analogues of the Weyl algebras. Specializing all the r i to equal q and all the s i to equal q −1 and factoring out by a certain ideal gives Hayashi's qanalogues of the Weyl algebras (see [H] ). Our algebras have connections with the generalized Weyl algebras in ([B1] , [B2] , [J] ) and with the down-up algebras in [BR] , and they have a natural action on the polynomial algebra in n variables. We define Verma modules for the algebras A r,s (n) and show that the polynomial algebra is a Verma module. We give a complete description of all the simple weight modules for A r,s (n) when K is algebraically closed and the only pair (p, q) ∈ Z 2 such that r p i = s q i is (0, 0) for each i. In the final section, we determine the Whittaker modules for A r,s (n). All these modules can be regarded as spaces of (Laurent) polynomials with certain A r,s (n)-actions on them.
Assume r = (r 1 , . . . , r n ) and s = (s 1 , . . . , s n ) are n-tuples of nonzero scalars in a field K such that (r i s −1 i ) 2 = 1 for each i. Let A r,s (n) be the unital associative algebra over the field K generated by elements ρ i , ρ
i , x i , y i , i = 1, . . . , n, subject to the following relations:
(R1) The ρ y j σ i 1 ≤ i, j ≤ n; (R4) x i x j = x j x i , y i y j = y j y i , 1 ≤ i, j ≤ n; y i x j = x j y i , 1 ≤ i = j ≤ n; When r i = q and s i = q −1 for all i, we may quotient by the ideal generated by the elements ρ i σ i − 1, i = 1, . . . , n, to obtain Hayashi's algebra A − q (n). (The generators ρ i , σ i , x i , y i are identified with Hayashi's ω i , ω
The elements ρ i , σ i act as automorphisms on A r,s (n) by conjugation. These automorphisms fix the elements ρ j , σ j for all j and the elements x j , y j for j = i. Moreover,
is the identity automorphism for some p, q ∈ Z if and only if r
Assumption 1.3. Henceforth we assume that for each i = 1, . . . , n, the only pair (p, q) ∈ Z 2 such that r p i = s q i is the pair (0, 0). Under this assumption, we may identify the elements ρ i , σ i with the automorphisms they determine.
Connections with generalized Weyl algebras
A generalized Weyl algebra D(φ, t) of degree n is constructed from a commutative algebra D over K, an n-tuple φ = (φ 1 , . . . , φ n ) of commuting automorphisms of D, and an n-tuple t = (t 1 , . . . , t n ) of nonzero elements t i ∈ D. Then D(φ, t) is the unital associative algebra generated over D by 2n elements, X i , Y i , i = 1, . . . , n, subject to the relations
, and φ i is an automorphism of D i extended to D by having φ i act as the identity automorphism on D j for j = i, the algebra D(φ, t) is isomorphic to the tensor product (over K) of n degree one generalized Weyl algebras,
The multiparameter Weyl algebra A r,s (n) can be realized as a degree n generalized Weyl algebra. For this construction, let D i be the subalgebra of A r,s (n) generated by the elements ρ i , ρ
Theorem 2.4. Under Assumption 1.3, A r,s (n) is a simple algebra.
Proof. We will invoke a result of Jordan [J, Thm. 6 .1] which provides a criterion for the simplicity of a degree one generalized Weyl algebra D(ϕ, τ ). Such an algebra In applying this result, we will take D to be one of the algebras D i and will omit the subscript i. Thus, we will suppose D is generated by ρ ±1 and σ ±1 . Let φ be as in (2.1), and t be as in (2.2). The assumptions of Theorem 2.4 imply that
is a commutative, Noetherian domain, which gives (i) and (iii). Moreover, since r and s are not roots of unity, we have (ii). Assume J is a φ-invariant ideal of D. Let v = k,ℓ c k,ℓ ρ k σ ℓ be a nonzero element of J with a minimal number of nonzero summands. Clearly, if there is only one such summand, then 1 ∈ J and J = D, so we may assume there are at least two nonzero summands. Let (k ′ , ℓ ′ ) be a pair such that
This shows that a minimal sum must have only one term and J = D. Therefore, D has no non-trivial φ-invariant ideals. Finally, for (v) note that
, the result follows.
The algebra A r,s (n) has a natural action on the n variable polynomial algebra. Consider n-tuples k = (k 1 , . . . , k n ) of nonnegative integers. Let ǫ i be the n-tuple with 1 in the ith position and 0 as the rest of the components. Let P(n) = K[z 1 , . . . , z n ], the space of polynomials with the basis consisting of the monomials,
and with the A r,s (n)-action given by
Under Assumption 1.3, P(n) is a simple module for A r,s (n). Indeed, the vectors z(k) are common eigenvectors for the ρ i and σ i , and each z(k) determines a onedimensional eigenspace. Any nonzero submodule must contain one of the vectors z(k), and then applying (2.5), we see it must contain all such basis vectors.
Connections with down-up algebras
Down-up algebras were introduced in ( [BR] , [Be] ) as generalizations of the algebra generated by the down and up operators on a partially ordered set. They are unital associative K-algebras A(α, β, γ) with generators d, u which satisfy the relations
where α, β, γ are fixed scalars from K. These algebras exhibit many beautiful properties. For example, they have a Poincaré-Birkhoff-Witt type basis,
and Gelfand-Kirillov dimension 3 (see [BR] and [Be] ). They are left and right Noetherian domains if and only if β = 0. In that case, they can be realized as generalized Weyl algebras of degree one [KMP] or as certain hyperbolic rings [Ku] . Also when β = 0, they have Krull dimension 2 if and only if char(K) = 0, γ = 0 and α + β = 1. Otherwise the Krull dimension is 3 (see [BL] ).
In the algebra A r,s (n), multiplying the equations in (R5)' by y i and x i on the left and right and using (R2) shows that the following relations hold for each i:
Thus, the elements x i and y i satisfy the defining relations of the down-up algebra
Connections with multiparameter quantum groups
We assume here that ( , ) is a Z-bilinear form on Z n relative to which the ǫ i 's are orthonormal. We adopt the notation that α i = ǫ i − ǫ i+1 for 1 ≤ i < n. We introduce a family of algebras which generalize Takeuchi's two-parameter quantum groups (see [T] and [BW] ).
As before let r and s be n-tuples of nonzero scalars. The unital associative Kalgebra U r,s (sl n ) is the algebra generated by e i , f i , ω
, 1 ≤ i < n, subject to the following relations:
all commute with one another and
for all 1 ≤ i, j < n, with the convention that [x, y] q = xy − qyx.
Remark 4.1. Takeuchi's algebras are just the case that r i = r and s i = s for all i. When r i = q and s i = q −1 for all i, then after factoring out the ideal generated by the elements
i , the resulting algebra is isomorphic to U q (sl n ). In [T] and [BW] , relation (U4) reads
and the subscripts in (U5) and (U6) are r and s rather than what is above. This difference is minor -it amounts to replacing r, s in those papers by r 2 , s 2 and then choosing the bilinear form so that (ǫ i , ǫ j ) = δ i,j /2.
There exists an algebra homomorphism U r,s (sl n ) → A r,s (n) given by
Verifying this is straightforward. We present the argument only for (U5):
The rest of the calculations for (U5) and (U6) are virtually identical to these and just involve the down-up relations or the variations on them obtained by multiplying through by r
When we regard the polynomial algebra P(n) as a module for U r,s (sl n ) using the homomorphism in (4.2), we obtain:
From this we can see that P(n) is a weight module, as each monomial z(k) is a weight vector. The weights are all distinct by Assumption 1.3.
The monomials z(k) such that i k i = m form a U r,s (sl n )-submodule P(n) m and P(n) = ∞ m=0 P(n) m . The module P(n) m is simple for each m. To see this, note that any nonzero U r,s (sl n )-submodule Q of P(n) m will decompose into weight spaces. Hence Q must contain some z(k). Since [ℓ] = 0 for ℓ > 0, we can apply the operators e i and f i to show that any monomial of degree m belongs Q. The vector z(mǫ 1 ) is annihilated by all the e i . Thus, since it is a weight vector and generates P(n) m , it is a highest weight vector for that module.
Verma modules
Assume λ = (λ 1 , . . . , λ n ) is a fixed n-tuple of elements of K. Let Ω be the group of automorphisms of A r,s (n) generated by the elements ρ ±1 i , σ ±1 i , i = 1, . . . , n. Suppose ζ : Ω → {±1} is a group homomorphism. Let V(λ, ζ) be the K-vector space having basis {v(k) | k ∈ N n } and having the following A r,s (n)-module action:
where ζ i = ζ(ρ i ) and ζ ′ i = ζ(σ i ). Our convention is that v(ℓ) = 0 whenever ℓ ∈ N n . One special case is where λ = 1, the tuple of all 1's, and ζ(ρ i ) = 1 = ζ(σ i ) for all i. In this case, V(λ, ζ) = P(n).
To show that V(λ, ζ) is a module for A r,s (n), we need to verify that the relations (R1)-(R4) and (R5)' hold. These routine calculations are omitted.
Weight modules for A r,s (n)
In this section we use the realization of A r,s (n) as a generalized Weyl algebra A = D(φ, t) to determine the simple weight modules of A r,s (n). Thus,
, and φ i is the automorphism of D given by
σ j for i = 1, . . . , n. We set X i = x i and Y i = y i for each i and assume that the relations (W1)-(W4) hold in A = D(φ, t) for these choices. Let Φ denote the group generated by the automorphisms φ i .
Let maxD denote the set of maximal ideals of D. A module for D(φ, t) is said to be a weight module if V = m V m where V m = {v ∈ V | mv = 0}. The maximal ideal m is a weight of V if V m = 0. The support supp(V) is the set of weights of V. It is easy to verify that
. Thus, each weight module V can be decomposed into a direct sum of A-submodules:
where O runs over the Φ-orbits of maxD. Consequently, the category W(A) of weight modules for A decomposes into a direct sum of full subcategories corresponding to the orbits of Φ. In particular, an indecomposable weight module must have weights belonging to a single orbit O. Let W O (A) denote the subcategory of weight modules for A whose support lies in the orbit O. Our aim is to show that W O (A) is equivalent to a certain category C O . We then use results developed in [BBF] and [DGO] to give an explicit realization of the simple modules in W O (A).
Henceforth we will assume K is an algebraically closed field.
Our assumption on the field implies that each maximal ideal m of D has the form m = ρ i − µ i , σ i − ν i | i = 1, . . . , n for nonzero scalars µ i , ν i ∈ K.
The category C O
Observe that if τ ∈ Φ and τ (m) = m for m = ρ i −µ i , σ i −ν i | i = 1, . . . , n ∈ maxD, then τ = 1. Indeed, if τ = φ
But since µ i = 0 and r i is not a root of unity, it must be that k i = 0 for each i. Thus, τ = 1. This says, in the language of [BvO] and [BBF] , that every orbit O is linear.
When t j belongs to the maximal ideal m = ρ i − µ i , σ i − ν i | i = 1, . . . , n , we say that m has a break at j. Now
Assume that the maximal ideal m = ρ i − µ i , σ i − ν i | i = 1, . . . , n has the largest number of breaks among all the maximal ideals in the orbit O. Suppose that the breaks occur at the values in the set J = {j 1 , . . . , j q }. (Possibly J is empty.) Thus, from the above computation, we know that j ∈ J if and only if ν j = ±r j s −1 j µ j . Now assume that k ∈ {1, . . . , n} \ J and that some
has more breaks than m. This contradiction shows that for the maximal ideals in the orbit O, there are no breaks outside of the set J. Thus, in the terminology of [BBF] , the maximal ideal m is a maximal break with respect to the set J. The set J contains the set of breaks of every element in O. Now with m = ρ i − µ i , σ i − ν i | i = 1 . . . n in O having the largest number of breaks, observe that for any n ∈ O, there exists an automorphism in Φ sending m to n, and that automorphism is unique by our assumptions on the parameters r i and s i , so we denote it φ n . Note also that φ i φ n = φ φ i (n) .
For each φ n , we have an induced isomorphism D/m → D/n, which we again denote φ n , given by φ n (d+m) = φ n (d)+n. Let φ −1 n : D/n → D/m be the inverse isomorphism.
Definition 6.3. The category C O is the K-category whose objects are the maximal ideals in O generated over K by the set of morphisms
where X n,i : n → φ i (n) and Y n,i : φ i (n) → n, subject to the relations:
for each λ ∈ K, n ∈ O, and 1 ≤ i ≤ n.
Let C O -mod be the category of K-linear additive functors M : C O → K-mod into the category of K-vector spaces. Thus, M(n) is a K-vector space for each n ∈ maxD, and M(a)u ∈ M(p) for all morphisms a ∈ C O (n, p) and all u ∈ M(n). To make the action appear more module-like, we write au rather than M(a)u.
Proposition 6.5. Let A = A r,s (n) = D(φ, t), and let O be an orbit of maxD. Then
Proof. The proof is similar to that of Proposition 2.2 in [DGO] . Compare also the proof of Proposition 3.4 of [BBF] . We assume m is the designated maximal ideal of O having the largest number of breaks. We implicitly identify K with D/m in the following.
is a C O -module, and we have the functor (6.6)
is a functor which is inverse to F.
6.8. We introduce an equivalence relation ∼ on the set of maximal ideals in maxD. This relation is the transitive extension of the relation specified by the following conditions: n ∼ n; n ∼ p implies p ∼ n; and n ∼ φ i (n) if and only if t i ∈ n.
Lemma 6.9. Assume n and p belong to O. Then n ∼ p if and only if n and p are isomorphic in C O .
Proof. We assume m is the designated maximal ideal of O having the largest number of breaks. For n ∈ O, let φ n denote the unique element of the group Φ such that φ n (m) = n.
(=⇒) It suffices to consider the case that n ∼ φ i (n). Then t i ∈ n so that t i + n = 0, and since φ −1 n : D/n → D/m is an isomorphism, φ −1 n (t i + n) = 0. It follows from (6.4) that X n,i and Y n,i are invertible in C O . Hence n and φ i (n) are isomorphic in C O . (⇐=) Assume now that n and φ i (n) are isomorphic in C O . Then it follows from the definition of the morphisms in C O that
and
for 1 ≤ i ≤ n. Hence X n,i and Y n,i are isomorphisms. If t i ∈ n, then φ −1 n (t i + n) = 0 ∈ D/m and Y n,i X n,i = φ −1 n (t i + n)1 n = 0, a contradiction. Thus, t i ∈ n and n ∼ φ i (n).
A skeleton of C O
A category C is said to be basic if
• all its objects are pairwise nonisomorphic;
• for each object α, there are no nontrivial idempotents in C(α, α). A full subcategory S is a skeleton of a category C if it is basic, and each object α ∈ obC is isomorphic to a direct summand of a (finite) direct sum of some objects of S. The natural inclusion functor I : S → C of a skeleton S into C is an equivalence of categories. By this functor, C becomes a C−S-bimodule in an obvious way. Tensoring this bimodule over S furnishes equivalences S-mod → C-mod. This is a reformulation of Morita equivalence in the categorical context.
Next we identify a skeleton for each category C O . As above, let m be the designated maximal ideal with the largest number of breaks in the orbit O. If the set J of breaks for m is empty, set B O = {m}. If J = {j 1 , . . . , j q } is nonempty, then let 6.14. A quiver description of the skeleton For a field K and an arbitrary subset J of positive integers, we define the category A = A(K, J) as the K-linear category with the set of objects obA := {0, 1} |J| generated (over K) by the set of morphisms A 1 := {a α,j , b α,j | α ∈ obA, j ∈ J}, where a α,j : α → β and b α,j : β → α are such that β k = α k for all k = j, α j = 0 and β j = 1, subject to the relations:
• a α,j b α,j = b α,j a α,j = 0 for each a α,j , b α,j ∈ A 1 ; • u α,j v β,k − v γ,k u δ,j = 0 for all k = j and all possible u, v ∈ {a, b}, α, β, γ, δ ∈ obA, for which the last equality makes sense.
When J is empty, let A (K, ∅) be the category with a unique object, say ω, and with morphism set K1 ω . The K-algebra corresponding to the category A(K, J) above consists of finite Klinear combinations of morphisms in the category, and the product is simply composition of morphisms whenever it is defined and is 0 otherwise. It has a unit element. We adopt the same notation A(K, J) for the algebra, as it will be evident from the context which one is meant. When J is nonempty, say
It is easy to see that algebra A(K, {j}) is isomorphic to the algebra Q 1 := KQ 1 /R corresponding to the following quiver and relations:
As Q 1 is generated over K by 1 1 , 1 2 , a, b, modulo the relations ab = ba = 0, it has dimension 4. (Here and throughout the paper we do not list obvious relations such as a 2 = 0, 1 2 1 = 1 1 , a1 1 = a, etc.) Proof. Proposition 6.13 shows that the category S O with objects B O is a skeleton of C O . When J is nonempty, say J = {j 1 , . . . , j q }, define the functor G : A(D/m, J) → S O as follows:
. From subsection (6.1) it is easy to see that this is an isomorphism. Now suppose that J = ∅. Then the functor G : A(K, ∅) → S O is defined by (6.17) G(ω) = m, G(1 ω ) = 1 m .
Proposition 6.15 allows us to focus on the algebras of the form A(K, J), where J is a subset of {1, . . . , n}. For each α ∈ obA(K, J), define a simple A(K, J)-module S α such that S α (β) = δ α,β K for all objects β ∈ obA (K, J) , and let all morphisms be trivial. Then the following result is clear.
Proposition 6.18. Any simple module over the algebra A = A(K, J) is isomorphic to S α for some object α ∈ obA(K, J).
A r,s (n)-simple weight modules with no breaks
We apply the results of the previous subsections to determine the simple modules in W O (A) (A = A r,s (n) = D(φ, t)) (compare [BBF, §4] ). First we assume that the maximal ideals of O have no breaks. Recall in this case, B O = {m}, where m is the designated maximal ideal (which could be any ideal in O). Set We want a more explicit realization of this module, and for this we suppose that m = ρ i − µ i , σ i − ν i | i = 1, . . . , n where µ i , ν i are nonzero scalars in K and ν i = ±r i s −1 i µ i for any i (no breaks for m). If n ∈ O, then n = φ n (m), where φ n = φ k 1 1 · · · φ kn n for some k i ∈ Z. Thus, n = ρ i − r
. . , n Let k = (k 1 , . . . , k n ) ∈ Z n . Here we will write Z(µ, ν) for the module Z(O), where µ = (µ 1 , . . . , µ n ), ν = (ν 1 , . . . , ν n ) ∈ (K × ) n , and we will identify the one-dimensional K-subspace D/n with Kz(k). Then the relations in (6.21) translate to give ρ i z(k) = r Remark 6.23. The polynomial module P(n) with A r,s (n)-action given by (2.5) is just the simple module Z(1, 1) labeled by the n-tuples of all ones.
