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Abstract
We propose a computationally lean, two-stage approach that reliably predicts self-
assembly behavior of complex charged molecules on a metallic surfaces under electro-
chemical conditions. Stage one uses ab initio simulations to provide reference data
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for the energies (evaluated for archetypical configurations) to fit the parameters of a
conceptually much simpler and computationally less expensive model of the molecules:
classical, spherical particles, representing the respective atomic entities, a soft but
perfectly conductive wall potential represents the metallic surface. Stage two feeds
the energies that emerge from this classical model into highly efficient and reliable
optimization techniques to identify via energy minimization the ordered ground state
configurations of the molecules. We demonstrate the power of our approach by success-
fully reproducing, on a semi-quantitative level, the intricate supramolecular ordering
observed experimentally for PQP+ and ClO−4 molecules at an Au(111)-electrolyte in-
terface, including the formation of open-porous, self-hosts–guest, and stratified bilayer
phases as a function of the electric field at the solid–liquid interface.
December 17, 2019
1 Introduction
Supramolecular chemistry deals with intermolecular interactions and structure formation
beyond individual molecules, and as such lies at the basis of many nano- and mesoscopic
structures found in biology. In recent decades, impressive progress in the experimental
branches of this field have resulted in at least two Nobel Prizes in chemistry. By contrast, the
theoretical understanding and especially the in silico prediction of supramolecular ordering
has lagged behind somewhat. This is easily understood if one considers the sheer size of the
systems under study, requiring in many cases consideration of a solid substrate, a sufficiently
large number of molecular building blocks or tectons, and a condensed matter medium (i.e.
a solvent or electrolyte solution). The interaction of these three components, each with their
intrinsic properties, and with optional extrinsic steering (e.g. by light, heat, electric field),
will determine the observed supramolecular structures and govern the transitions between
them.1,2
2
In this paper, we propose a new theoretical framework to predict supramolecular ordering
of complex molecules at an electrochemical solid–liquid interface. The calculations were
inspired by recent experimental work3 in which particularly clear-cut transitions between
supramolecular structures were observed as a function of the applied electric field at a metal–
electrolyte interface. The target molecules whose supramolecular ordering is considered
constitute an organic salt that consists of a large, disc-shaped polyaromatic cation (PQP+)
and a much smaller, inorganic anion (perchlorate, ClO−4 ).
4,5
The concept of choice to investigate these scenarios would rely (i) on a faithful descrip-
tion of the properties of the system (notably a reliable evaluation of its energy) via ab initio
simulations and (ii) in a subsequent step the identification of the optimized (ordered) ar-
rangement of the molecules on the substrate by minimizing this energy via efficient and
reliable numerical tools; this optimization has to be performed in a high dimensional search
space, spanning all possible geometries of the unit cell and all possible coordinates and ori-
entations of the molecules within that cell. Both these approaches, considered separately
from each other, are conceptually highly complex and from the numerical point of view very
expensive, which precludes the application of this combined concept even for a single set
of external parameters (such as temperature, density, and external field); it is thus obvious
that systematic investigations of the self-assembly scenarios of such systems are definitely
out of reach.
In this contribution we propose an approach to overcome these limitations via the fol-
lowing strategy: in a first step we map the ab initio based energies onto the energy of a
related classical model, where the atomistic units of the molecules are featured as spheri-
cal, charged units with Lennard-Jones type interactions and where the electrolyte is treated
as a homogeneous, dielectric medium; the interaction between the atomic entities and the
metallic surface is modelled by a classical, perfectly conductive, Lennard-Jones like wall po-
tential. The as yet open parameters (energy- and length scales, charges, etc.) are fixed by
matching the ab initio energies of the system with the related energies of the classical model:
3
this is achieved by considering archetypical configurations of the system’s building blocks
(molecules and surface) and by systematically varying characteristic distances between these
units over a representative range. These ab initio energies were then fitted along these
‘trajectories’ by the parameters of the classical model: the energy- and length-scales of the
involved interatomic Lennard-Jones or Mie potentials as well as the atom-wall interaction
parameters.
It turns out that this classical model is indeed able to reproduce the ab initio based ener-
gies along these ‘trajectories’ faithfully and with high accuracy. Even though the emerging
classical model is still quite complex (as it features both short-range as well as long-range
Coulomb interactions and involves mirror charges) it is now amenable to the aforementioned
optimization techniques which thus brings systematic investigations of the self-assembly sce-
narios of these molecules under the variations of external parameters within reach.
As a benchmark test for our approach we have considered the above mentioned sys-
tem, studied in recent experimental investigations: the cation is PQP+ (9-phenylbenzo[1,2]
quinolizino[3, 4, 5, 6-fed] phenanthridinylium, a disk-shaped polyaromatic molecule), while
the anion is perchlorate, ClO−4 ; the self-assembly of these ions on a Au(111) surface under
the influence of an external electric field was studied. The high accuracy with which the en-
suing classical energies reproduce the ab initio simulation data make us confident about the
applicability of the classical model for the subsequent optimization step: using an optimiza-
tion technique which is based on ideas of evolutionary algorithms we have then identified the
self-assembly scenarios of the ions on the Au surface, for a given set of external parameters
(temperature, density, and external field).
The computational cost of this optimization step is still substantial. Therefore we post-
pone a detailed, quantitative and, in particular, systematic investigation of the self-assembly
scenarios of the PQP+ and the ClO−4 ions on the Au surface for a broad range of external
parameters to a later contribution. Instead we demonstrate in this contribution for selected
sets of parameters that our approach is indeed able to reproduce several of the experimentally
4
identified self-assembly scenarios.
These first results provide evidence that our approach is quite promising. It is furthermore
completely flexible as it can easily be extended to other organic molecules of similar (or
even higher) complexity. On the other hand one might also consider the question if the
complexity of the current model (which – as a classical model – is comprehensive in the
sense that it contains all atomistic features) could be further reduced, as the numerical
effort is still rather high and represents a formidable conceptual bottleneck: one might, for
instance, replace larger sub-units of the molecule (such as aromatic rings) by disk shaped
units carrying higher electrostatic moments. Both directions will be explored in forthcoming
contributions.
The manuscript is organized as follows: In Section 2 we describe the essential features
of the experimental setup, introduce an ab initio and a classical representation thereof and
discuss the mapping procedure between those different instances. In Section 3 we put for-
ward the memetic optimization procedure based on ideas of evolutionary algorithms in order
to identify ordered ground state configurations of complex molecules under electrochemi-
cal conditions and in Section 4 we present selected numerical results which demonstrate
a semi-quantitative agreement with the experimentally observed self-assembly scenarios of
PQP+ and ClO−4 ions on an Au(111)-electrolyte–interface under the influence of an external
electrostatic field. We conclude our findings in Section 5.
2 The system and its representations
2.1 The system
Both the DFT calculations and the related classical model are based on a framework that
mimics the essential features of the experimental setup, put forward (and discussed) in;3 this
framework is schematically depicted in Fig. 1: PQP+ and ClO−4 ions are immersed into an
electrolyte (aqueous 0.1M perchloric acid). From below, the system is confined by a Au(111)
5
surface, which in the experiment serves as the solid substrate for adsorption. An electric field,
Ez, can be applied between a reference electrode located within the electrolyte and the Au
surface. The PQP+ and the ClO−4 ions are first treated via DFT based ab initio calculations
(see Subsection 2.2). The calculated energies are then used to fix the potential parameters
of classical particles (notably their sizes, energy parameters, and charges) which represent
the atomic entities of the respective ions; the interaction between the atomic entities and the
Au(111) substrate is described by means of a classical wall potential (see Subsection 2.3).
Neither in the ab initio simulations nor in the classical model the electrolyte molecules
are considered explicitly. The electrolyte is rather assumed to be a homogeneous effective
medium with a permittivity of water, i.e. r = 78.36, at T = 25
◦C,6–8 corresponding to the
temperature at which the experiments by Cui et al.3 were carried out and assuming that
the low concentration of perchloric acid does not change the value of r substantially.
9–12
Hence, in this contribution we use ‘electrolyte’ as synonym for ‘solvent’ unless explicit use
is required.
We emphasize at this point that in the experiment, an exact specification of the electric
field strength is not possible, which limits the degree of quantitative comparison between
experiment and theory.
2.2 Ab initio simulations
The density functional theory calculations were performed with the software package GPAW13,14
and the structures handled by the atomic simulation environment.15 The electronic den-
sity and the Kohn-Sham orbitals were represented within the projector augmented wave
method,16 where the smooth parts were represented on real space grids with grid spacing of
0.2 A˚ for the orbitals and 0.1 A˚ for the electron density. The exchange-correlation energy
is approximated as proposed by Perdew, Burke and Ernzerhof (PBE)17 and weak interac-
tions missing in the PBE functional are described as proposed by Tkatchenko and Scheffler
(TS09).18 The TS09 approximation assumes that long range dispersive contributions are ab-
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Figure 1: (color online) Schematic visualization of the experimental setup to control the
pattern formation of PQP+ (and ClO−4 ) molecules (structure formulas given in top right
insets) close to a Au(111)-surface: two Au-layers are explicitly shown, the golden, shiny area
represents the conductive Au-bulk, the black dashed line marks the surface of the electronic
density which we interpret as mirror plane. The ions are immersed into an electrolyte (gray,
shaded region), which is considered as an effective, homogeneous medium. In the region close
to the Au surface (red to blue shaded areas) a homogeneous, electrostatic field Ez (bold,
colored arrow), oriented in the z-direction, features the electrostatic potential drop between
the Au-surface and the reference-electrode inside the electrolyte. The colors of the atoms in
the electrolyte correspond to their type, while the color of the mirror-atoms (located in the
Au-bulk) specify their partial charges, quantified by the colorbar (see bottom right) in units
of the electron charge, e.
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sent in the PBE functional, such that these can be applied as a correction. The total energy
which is written as
E = EPBE + wSEvdW (1)
where EPBE is the PBE energy and EvdW is the TS09 correction. We have introduced a weight
factor wS that will allow to incorporate electrolyte effects into the dispersive contributions
as discussed below. For interactions in vacuum wS = 1. The presence of the aqueous
environment on the electronic and nuclear degrees of freedom included in EPBE is modeled
by a continuum solvent model.19
Molecular interactions are studied on simulation grids with Dirichlet (zero) boundary
conditions. Neumann (periodic) boundary conditions were applied in x- and y-directions in
the surface plane for simulations involving the gold surface, while zero boundary conditions
were applied in the perpendicular z-direction. The simulation grid was chosen such that
at least 4 A˚ of space around the position of each atom in the non-periodic directions was
ensured. The Au(111) gold substrate was modeled by two layers of 54 atoms, each using the
experimental lattice constant of fcc gold of a = 4.08 A˚. These settings result in a rectangular
unit cell of 26.0 × 15.0 A˚2. The Brillouin zone was sampled by 3 × 3 Monkhorst-Pack20
distributed k-points in the periodic directions.
Potentials are scanned by fixing all gold atoms and a central atom of PQP+ (the nitrogen
atom) and/or of ClO−4 (the chlorine atom) to given positions while all other atoms were
allowed to relax without any symmetry constraints until all forces were below 0.05 eV/A˚.
The interaction of two perchlorate anions in dependence of their distance is shown in
Fig. 2 for different approximations for the total energy in Eq. (1). As expected, the potentials
follow the screened electrostatic repulsion [ε∞(0)RCl−Cl]−1 for large distances RCl−Cl, where
ε∞(0) = εr is the static relative permittivity of water. There is a slight attractive part
in the potential around RCl−Cl ' 5.2 A˚ already in the PBE potential which leads to a
very shallow local minimum. Including the full dispersion contribution [ε∞(ωopt) = 1] this
local minimum substantially deepens and becomes the total minimum of the potential. An
8
Figure 2: The relative energy of two ClO−4 anions as a function of the distance between their
chlorine atoms, RCl−Cl, where the separated anions define the energy reference; ε(ωopt) = 1
with full van der Waals (vdW) corrections and ε(ωopt) = 1.7 with scaled vdW corrections
(see text).
attractive contribution to the potential is not to be expected for the interaction of two anions
and needs further discussion. We suspect an overestimation of dispersion interactions if these
are treated as in vacuum and no screening through the electrolyte is considered.
The aqueous environment influences the van der Waals (vdW) interactions as these are
of Coulombic origin.21 In order to derive an approximate expression for the screened vdW
interaction of two molecules A and B at distance R inside the electrolyte, we express the C6
coefficient defining the vdW energy C6/R
6 by the Casimir-Polder integral18,22
C6 =
3
8pi2ε0
∫ ∞
0
α∗A(iξ)α
∗
B(iξ)φ(iξ) dξ (2)
where α∗A,B are the polarizabilities of the interacting molecules and φ is determined by
propagation of the electric field through the embedding medium22 with φ = 1 in vacuum.
Both α∗A,B and φ are modified relative to vacuum in solution. In the simplest model
22 we may
write φ(iξ) = ε−2∞ (iξ) with the frequency dependent relative permittivity of the electrolyte
ε∞. The effects of the electrolyte on the polarizabilities α∗A,B should, at least partly, already
be included in the TS09 description through the effective atomic polarizabilities derived
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from the self-consistent electron density calculated within the electrolyte. What is left is
the effect of the permittivity entering through the function φ(iξ) in Eq. (2). We assume
that the main contribution of φ(iξ) is at the resonance frequencies of α∗AB, which are in
the optical region for usual molecules. We further assume that ε∞(ωopt) is approximately
constant in this frequency region, such that we may pull φ = [ε∞(ωopt)]−2 out of the integral.
This factor scales the C6 coefficient and therefore the vdW contribution. In other words, we
apply the weight ws = [ε∞(ωopt)]−2 in Eq. (2) with the experimental permittivity of water
in the optical region of ∞(ωopt) = 1.7, see Ref.23 This approach reduces considerably the
depth of the suspiciously deep minimum as seen in Fig. 2 such that only a shallow local
minimum remains similar to the PBE potential. In what follows we use the same scaling for
all the vdW contributions of the DFT potentials in this work.
2.3 Classical, atomistic model
In this subsection we describe how we cast our setup into a classical model where the atoms
in the molecular constituents are described as spherical particles, each of them carrying a
charge. The mapping is guided by the energies obtained via the ab initio simulations detailed
above.
The Au(111) surface is modeled as a flat and perfectly conducting surface involving
mirror charges as detailed below. However, we note, that the position of the corresponding
surface in the DFT calculations does not coincide with the position of the atoms. Before
proceeding he following comment is in order: in this mapping procedure the distance of a
point charge to a metallic surface is unambiguously defined through the electrons leaking
out of the potential defined by the nuclei.24,25 This feature can explicitly be seen in jellium
models,26 but emerges also in implicit calculations27 where electrons spill out of the surface
of metal clusters.28 From the latter study we estimate an effective spill out of the surface of
0.5 A˚, a value that agrees qualitatively with estimates from the jellium models, extrapolated
to large structures.25 This value will be used in the following for our problem.
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2.3.1 The atomistic model
In our atomistic model the molecules are represented as rigid entities composed of atomistic
constituents. The molecules are immersed into a microscopic electrolyte, which is treated as a
continuous medium of given permittivity. From below the system is confined by a conducting
Au(111)-surface (which is assumed to extend in the x- and y-directions), an external field
(with respect to the electrolyte) can be applied in z-direction, i.e., perpendicular to the
surface (or wall). Fig. 1 schematically depicts all details of this atomistic model for the
PQP+ClO−4 system, confined by the Au-surface.
In order to specify the different entities of the system and their respective interactions
we use the following notation:
(i) Each of a total number of N molecules is uniquely labeled by capital Roman indices
I : for each of these units this index is assigned to its center-of-mass (COM) position
vector, RI , to a vector PI , specifying its orientation within the lab-frame in terms
of the angle-axis framework29,30 (see S.I. Section 2.2 for more details), and to the set
of coordinates, rNI , of the respective NI atomistic constituents of the molecule in its
COM-frame (to which we also refer as its blueprint). The set of COM-positions and
orientation-vectors of all N molecules are denoted by RN and PN . The set of all
n =
N∑
I=1
NI atom positions in the lab-frame is given by r
n, and the position of each
atom in the lab-frame is uniquely defined by a vector ri, labeled with Latin indices
(i = 1, . . . , n).
(ii) Between all atoms we consider long-range Coulombic interactions (index ’C’),
U (C)(rij) =
1
4pi0r
qiqj
rij
i 6= j (3)
with the inter-atomic distance rij = |ri − rj| and charges qi and qj of the units i
and j; the dielectric constant 0 and the relative permittivity r specify the implicit
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electrolyte. Further, we introduce short-range interactions (index ’sr’) for which we
have considered two options: first, a Lennard-Jones potential (index ’LJ’), i.e.,
U (LJ)(rij) = 4ij
[(
σij
rij
)12
−
(
σij
rij
)6]
; (4)
for the energy- and length-parameters, ij and σij, we have opted for the standard
Lorentz-Berthelot mixing rules,31 i.e., σij =
1
2
(σi + σj) and ij =
√
ij, respectively.
Alternatively, we have also considered for the short-range interactions the Mie poten-
tial32 (index ’Mie’), which can be considered as a generalization of the LJ interaction;
its functional form is given by
U (Mie)(rij) = Cijij
(σij
rij
)γ(R)ij
−
(
σij
rij
)γ(A)ij  ; (5)
and allows for a variation of the exponents of the repulsive and attractive contributions
to the potential, γ
(R)
ij and γ
(A)
ij , respectively. ij and σij are again parameters for the
energy- and the length-scales. The Cij are defined as functions of the exponents:
32
Cij =
(
γ
(R)
ij
γ
(R)
ij − γ(A)ij
)(
γ
(R)
ij
γ
(A)
ij
)( γ(A)ij
γ
(R)
ij
−γ(A)
ij
)
; (6)
for the exponents we apply arithmetic mixing laws, i.e., γ
(R)
ij =
1
2
(γ
(R)
i + γ
(R)
j ) and
γ
(A)
ij =
1
2
(γ
(A)
i + γ
(A)
j ).
(iii) We assume the Au-surface to be perfectly conductive, consequently we need to explic-
itly consider mirror-charges in our model; when further assuming z = 0 as the plane
of reflection, the Coulombic interaction becomes
U ′ (C)(rij) = U (C)(rij) + U (C)(rij′) + U (C)(ri′j) + U (C)(ri′j′) (7)
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with the mirror charges qi′ = −qi and their positions ri′ = (xi′ , yi′ , zi′) = (xi, yi,−zi).
(iv) We describe the solid–liquid interface in terms of a slab-geometry with a lower confining
wall, i.e., we assume periodicity in the x- and y-directions, but a finite extent, cz,
of the geometry in the z-direction which is chosen such that no restriction in the
orientation of any molecule occurs, thus cz ≈ 1.2 − 2 nm, given their size and the
slab-width. We define the (orthorhombic) lattice vectors, a = (ax, 0, 0), b = (bx, by, 0),
and c = (0, 0, cz), which, without loss of generality, define the volume of the unit-cell,
V = ax by cz, and which we collect within the matrix V = (a,b, c). Together with the
molecular basis, given by RN , PN and all N (rigid) molecular blueprints, rNI , we now
define the supramolecular lattice
G = G(RN ,PN ,V) = {RN ,PN ,V}, (8)
which gives rise to all atomic coordinates in the lab-frame, rn, i.e., the molecular crystal
structure of the system (see S.I. Section 2.2).
(v) The interaction between the atomic entities and the Au-surface is described via a
LJ-type wall potential,33
U (wall)(zi) = 2piwi
[
2
5
(
σwi
zi
)10
−
(
σwi
zi
)4
−
√
2σ3wi
3(zi + (0.61/
√
2)σwi)3
]
; (9)
in the above relation, zi is the height of atom i above the surface, σwi and wi are
the length- and energy-parameters of the interactions of each atom i with the wall,
respectively.
(vi) Finally, we express the electrostatic interfacial potential between the electrode and the
Au-surface by an external, homogeneous electrostatic field, Ez (i.e., oriented perpen-
dicular to the surface): we account for this potential via U (field)(zi) = zi qiEz.
34
Thus and eventually the total potential energy of our model is given by the expression
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U(rn,V;Ez) =
n∑
i 6=j
∗ [
U ′ (C)(rij) + U (sr)(rij)
]
+
n∑
i=1
[
U (wall)(zi) + U
(field)(zi)
]
, (10)
with ’sr’ standing for ’LJ’ or ’Mie’; we recall that rn is the set of all n atomic positions
ri in a lattice with slab-geometry (defined by the unit-cell V). If not present (and not
explicitly addressed) the electric field will be dropped in the argument list of Eq. (10), that
is U(rn,V;Ez = 0) ≡ U(rn,V). The notation ’
∑∗’ indicates that summation is only carried
out over atoms which belong to different molecules I and J (with I 6= J). The energy given
in Eq. (10) and the corresponding force-fields are efficiently evaluated using the software-
package LAMMPS.35
To evaluate the long-range Coulomb term,
n∑
i 6=j
∗ U ′ (C)(rij) in the given slab-geometry we
use numerically reliable and efficient slab-corrected 3D Ewald-summation techniques.36–38
The other terms in Eq. (10) are evaluated via direct lattice summation techniques.
2.3.2 Parametrizing the classical model via ab-initio calculations
In this work, the blueprint of each molecule rNI is obtained from electronic structure calcula-
tions based on density functional theory (DFT), using dispersion corrected ab initio structure
optimization,17,18 as described in Subsection 2.2. The partial charges of the atoms, qi, are
parametrized via a Bader analysis39 and are collected in Tables 2 and 3 in the S.I. Section 2.3.
These charges are directly transferred to the classical model. We repeat that neither in the ab
initio simulations nor in the classical model (cf. Subsection 2.3.1) the electrolyte molecules
have been considered explicitly; in the latter case we treat the electrolyte as an effective,
homogeneous medium, introducing the electric permittivity of water r.
In order to fix the remaining model parameters that specify the interactions in Eq. (10) we
search for each atomistic entity (labeled i) the set of atomistic model parameters (specified
below) which reproduces via Eq. (10) the ab initio energies as good as possible. On one
side we consider either the length- and the energy parameters of the LJ-potential (denoted
by L = {σi, i}) or the length- and the energy parameters together with the exponents of
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the Mie-potentials (denoted by M = {σi, i, γ(R)i , γ(A)i }), as well as the wall parameters,
W = {σwi, wi}. To fix these parameters we proceed as follows:
(i) We first perform ab initio structure optimization for different, characteristic molecu-
lar configurations, specified below. Here, molecules are either positioned next to each
other (without considering the wall) or above the Au-surface: in the former case we fix
the positions of two selected atoms belonging to different molecules, the atoms being
separated by rij; in the latter case we keep the height, zk, of one selected atom above
the surface constant. Relaxation of all other degrees of freedom leads in the ab initio
simulations to spatially and orientationally optimized molecular structures; they are de-
noted by dn(rij) and d
n(zk), respectively, with corresponding energies UDFT (d
n(rij),V)
and U
(wall)
DFT (d
n(zk),V); they are, themselves, functions of the inter-atomic distance, rij,
and the atom-wall separation, zk, of the selected atoms.
(ii) For every optimized ab initio structure, dn(rij) and d
n(zk), obtained in this manner we
define a corresponding molecular configuration rn(rij) and r
n(zk), which is based on
the above introduced rigid atomistic model rNI (with the index I running now over all
N molecules present in the respective DFT structure). To this end we synchronize the
COM-positions of each molecule I in the ab initio simulation with the corresponding
COM-positions RI of its classical counterparts and align their orientation PI accord-
ingly.
(iii) Finally we evaluate the corresponding classical energies via Eq. (10) at zero electric
field, i.e. UL/M (rn(rij),V) and U (wall)L/M,W (r
n(zk),V). We search for the best set of
15
parameters L (or M) and W via simultaneously minimizing
FL/M =
∑
{rij}
∣∣UDFT (dn(rij),V)− UL/M (rn(rij),V)∣∣2 (11a)
F (wall)L/M,W =
∑
{zk}
∣∣∣U (wall)DFT (dn(zk),V)− U (wall)L/M,W (rn(zk),V)∣∣∣2 . (11b)
Of course, in the classical model the same unit-cell, V, and the same number of par-
ticles, n, as in the respective ab initio simulations have to be used. Note that in
Eq. (11a) the wall-term included in Eq. (10) is obsolete since the surface atoms are not
considered.
These fits are based on five particularly chosen, archetypical configurations, to be dis-
cussed in the following. In the panels of Fig. 3 we display schematic sketches of these con-
figurations of the PQP+ and ClO−4 molecules; these panels show the corresponding energy
curves obtained within our classical model, with parameters based on a fitting procedure to
the ab initio energy profiles.
(a) Tail-to-tail configuration (see inset of in panel (a) in Fig. 3): We have considered a series
of ab initio structure optimizations at constant, but successively increasing nitrogen-
nitrogen distances, rNN, in the x-direction (while keeping yNN and zNN constant) of an
anti-parallel oriented pair of PQP+ molecules; both cations are vertically decorated
with a ClO−4 molecule. The aromatic parts of the PQP
+ molecules lie flat in the x-
and y-directions such that their tails face each other.
(b) Face-to-face configuration (see inset in panel (b) in Fig. 3): In this case we consider
anti-parallel oriented, but vertically stacked PQP+ molecules (both being horizontally
decorated by ClO−4 molecules) under the variation of the nitrogen-nitrogen distance,
rNN, in z-direction (while now keeping xNN and yNN constant). Again, the aromatic
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parts of the PQP+ molecules lie flat in x- and y-directions; however, and in contrast
to case (a) these units face each other.
(c) ClO−4 –ClO
−
4 configuration (see inset in panel (c) in Fig. 3): Here two ClO
−
4 molecules
are considered, varying the chlorine-chlorine x-distance, rClCl, while keeping yClCl and
zClCl constant.
(d) Face-to-wall topped configuration (see inset in panel (d) in Fig. 3): In this case a single
PQP+ molecule, lying flat and parallel to the (x, y)-plane, is located above two layers of
Au and is vertically decorated by a ClO−4 molecule. The cell geometry is assumed to be
periodic in the x- and y-directions and finite along the z-axis; in an effort to scan along
the z-direction, we have performed a series of ab initio based structure optimizations
for selected fixed values of zN, i.e., the z-position of the nitrogen in PQP
+ above the
Au-surface.
(e) Face-to-wall beside configuration (see inset in panel (e) in Fig. 3): In contrast to case
(d), the PQP+ cation is now horizontally decorated by the ClO−4 anion such that both
molecules are adsorbed on the Au-surface.
In practice we first optimize FL/M, given in Eq. (11a), involving thereby all inter-atomic
parameters; their values are listed in Table 1 for the LJ and the Mie models. These pa-
rameters are then kept fixed and are used in the subsequent calculations to optimize the
wall parameters via optimizing F (wall)L/M,W , specified in Eq. (11b); the emerging parameters are
listed in Table 2. In panel (f) of Fig. 3 we present a visualization of the molecules PQP+
and ClO−4 , using these optimized parameters and providing information about the charge of
the atomic entities via the color code.
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Figure 3: (color online) Energies as obtained in ab initio simulations (black crosses; see
Subsection 2.2) and fitted data, using the classical model (involving a LJ interactions – open
blue circles – or Mie interactions – open orange diamonds – for the short-range potential
between the atomic entities) introduced in Subsection 2.3.1; also shown are – with labels (a)
to (f) – five schematic sketches of the five archetypical configurations of the molecules (along
with their relative displacements, schematically indicated via the arrows as the distances vary
along the abscissa); the related energy curves are used to fit the parameters of the classical
models, as outlined in the text; the labels correspond to the itemization (a) to (e) used
in Subsection 2.3.2. For the configurations (d) and (e) the LJ 10-4-3 potential33 has been
used between the Au(111) surface and the molecules. In all cases the optimized inter-atomic
fitting parameters have been obtained by minimizing the expressions specified in Eqs. (11a)
and (11b), i.e., by minimizing difference between the ab initio based energies and the energy
emerging from the classical model. In panel (f) the PQP+ and the ClO−4 molecules are
drawn to scale, using the classical Mie potential for the short-range interactions introduced
in Subsection 2.3.1: atomic entities are shown as transparent spheres with their diameters
fixed by their respective optimized σi-values and their Bader charges (with colored charges
according to the color-bar).
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3 Identifications of self-assembly scenarios
With the classical model for the PQP+ and ClO−4 molecules introduced in Subsection 2.3.1 at
hand we are now ready to identify the ordered ground-state configurations of these molecules
as they self-assemble on the Au-surface – immersed into an electrolyte and exposed to an
electric field. While we leave a more comprehensive and systematic investigation of these self-
assembly scenarios to a future publication,40 we focus in this contribution on the technical
details of our approach and on a few selected sets of external parameters (i.e, the electric
field strength and the particle density).
Our overall objective is to find for our system the global minimum of the total free energy,
F , at T = 0 K as a function of the positions and orientations of all molecules per unit-cell
for a given value of cell volume and Ez; at T = 0 this task reduces to the minimization of the
internal energy U . The minimum has to be found in a huge-dimensional parameter space,
spanning the positions and orientations of the molecules and by the parameters specifying
the unit cell.
For this purpose we use a memetic search algorithm which combines evolutionary search
strategies (EA)41–47 and local, steepest gradient descent procedures (LG):48,49 First a total
number of NEA different lattice-configurations, G = G(RN ,PN ,V) as defined in Eq. (8), is
generated; this population, GNEA , is exposed to concepts of natural (or, rather, artificial)
selection. At every iteration step of the EA a new configuration, i.e. an offspring, is cre-
ated from existing configurations of the most recent population, via crossover and mutation
operation. This new configuration is then subjected to an LG optimization, an operation
which represents by far the most time consuming task in our algorithm and is performed
in parallel using the “mpi4py“ framework.50–52 For an optimal load-balance we additionally
spawn a master-thread on one of the mpi-processes to asynchronously distribute optimization
tasks of offspring configurations among all idle mpi-processes. The relaxed configurations
are gathered by this master-thread, which then decides – via a criterion primarily based
on the respective internal energy of the configurations – whether the new relaxed particle
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arrangements are accepted or rejected.
Since the experimental observations3,5 provide evidence of a structural organization of
the molecules into supramolecular lattices, the center-of-mass coordinates of the molecules,
RN , and their orientations, PN , as well as the parameters defining the unit-cell, V, (see
Subsection 2.3.1 and Fig. 1 for details), are the variables which have to be optimized for the
search of ground-state configurations: We minimize U(rn,V;Ez), defined in Eq. (10), with
respect to RN , PN , and V, keeping the number of molecules N , the unit-cell volume V (with
fixed slab width cz), and the electrostatic field strength Ez constant.
In more detail, we proceed as follows:
(i) It is common in evolutionary algorithms to define a genome representation of the
entity which is subject to optimization.53,54 In our case we represent a supramolecu-
lar lattice configuration phenotypically (rather than genotypically54) by the set, G =
{RN ,PN ,V} as defined by Eq. (8), i.e. the set of all COM coordinates and orientations
of all molecules as well as the lattice vectors.
(ii) In the first step, two configurations (labeled henceforward by Latin indices), Gi and Gj,
are chosen at random or via the ”roulette wheel” method (see item (v) below) from
the evolutionary population;41,42,55–57 this strategy favors parents of high quality hence
making them more likely to be used for reproduction than ”weaker” configurations, i.e.
configurations with higher energy from the evolutionary population. Then these two
configurations are combined via a crossover operation (i.e., a cut-and-splice process
– for more details see below) creating thereby an offspring configuration, Gi⊕j, with
the subscript ’i⊕ j’ emphasizing the executed crossover operation between Gi and Gj.
supramolecular lattice. The purpose of this operation is to save high quality blocks of
the genetic material (e.g. the relative positions and orientations of molecules within
the unit-cell) in order to efficiently sample the parameter space.41,42,53–57
(iii) In the second step, the newly generated offspring configuration, Gi⊕j, is then exposed to
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random mutation moves: these are either translations or rotations of single molecules,
swaps of center-of-mass positions or orientations of pairs of molecules or deformations
of the unit-cell, each of them with a certain probability and within preset numerical
boundaries. This step of the algorithm has the purpose of exploring disconnected areas
in parameter space, a feature which is indispensable in global minimization techniques.
(iv) After these two steps, and assuming that the offspring configuration, Gi⊕j, does not
represent a local minimum with respect to the potential energy, a local energy min-
imization is performed. Here we mainly rely on the “scipy” implementation of the
SLSQP gradient-descent algorithm48,49 (allowing us to define numerical boundaries and
constraints on the parameters during the optimization), which minimizes the forces and
torques between the molecules as well as the stress of the unit-cell. These tools are
very helpful to keep the unit-cell volume fixed and to prevent re-orientations of the
molecules where some of their atomic constituents would be transferred into positions
outside the slab geometry, ensuring thus that zi > 0 for all atoms. Subsequently we
perform several “basin-dropping“ (BD) steps, where we further try to lower the energy
of the configuration by applying several small random “moves“ in the parameter space
of the LG-optimized offspring; from the emerging configurations only the ones with
low energies are accepted. This specific operation turned out to considerably improve
the convergence rate of the local optimization, in particular if multiple and alternating
sequences of LG and BD runs are applied.
(v) After the local search procedure the optimized offspring configuration, Gi⊕j, becomes a
new candidate to enter the evolutionary population, GNEA . The objective of the EA is
to retain the best configurations (i.e., the energetically most favorable ones) within the
population and to include only candidates with energy values better or comparable to
those of the current population. In an effort to quantify the quality of the candidates,
their so-called fitness is evaluated,41,42,54–57 for which we have used in this contribution
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the function:
F (U) = exp
(
−s U − Umin
Umax − Umin
)
; (12)
F (U) is a monotonic function of the energy U of the candidates, whose value ranges
within the interval 0 ≤ F (U) ≤ F (Umin) = 1; Umin and Umax are the minimal and
maximal energies appearing in the population. The selection parameter s quantifies the
reproduction-rate for configurations within the population in the sense that large values
of s tend to exclude configurations with low fitness from reproduction; following57
we commonly use s = 3. The aforementioned “roulette wheel” method for choosing
suitable parent configurations also relies on the fitness function (and hence the selection
parameter): Assuming that the configurations within the population GNEA are sorted
by their respective fitness values in descending order, F (Ui) > F (Ui+1), the probability,
f(Ui), of a configuration, Gi, to be selected for reproduction is given in terms of the
relative fitness:41,55–57
f(Ui) =
NEA∑
j=i
F (Uj) ·
[
NEA∑
k=1
NEA∑
j=k
F (Uj)
]−1
, (13)
NEA being the total number of configurations within the population. With a certain
probability (commonly in 20% of all crossover moves) we allow reproduction between
randomly chosen configurations.
(vi) Once a new configuration is accepted to enter the population another configuration
has to be eliminated. The probability p(Ui) for a configuration, Gi, to be replaced is
given by
p(Ui) = exp [−sF (Ui)]
[
NEA∑
j=1
exp [−sF (Uj)]
]−1
, (14)
a value which is again related to the fitness of the configuration, F (Ui), and the selection
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parameter s. Thus, configurations with low fitness are more likely to be eliminated.
In any case, a few of the best configurations within the population are retained in an
effort to keep the so far best solutions as appropriate parent candidates for the above-
mentioned crossover procedures (a strategy referred to in the literature as elitism55).
It should be emphasized that this strategy does not follow biological selection mecha-
nisms,58 where populations are replaced entirely once that new generations have been
formed; however, our strategy ensures to protect the best genetic material from extinc-
tion during the entire search procedure.55,57
(vii) In an effort to maintain diversity within the population an additional operation (in
literature referred to as nichening59), is applied: locally optimized offspring config-
urations will be discarded if the values of their energy is too close to the energy of
any configuration currently in the population; avoiding thereby that the population is
overrun by structurally identical configurations. At the same time the maintenance of
genetic diversity is guaranteed.
However, this procedure alone cannot cope with ’degenerate’ configurations, i.e., if
structurally distinct configurations have essentially the same energy values (within the
specified nichening tolerance). In our approach we allow configurations to enter the
population only if their structures differ significantly from those of the competing,
degenerate configurations. In order to quantify the structural difference between con-
figurations we associate a feature vector, fi (i.e. a set of order parameters), which
collects a set of order parameters pertaining to configuration Gi (see S.I. Section 3.2
for details). The degree of similarity between two configurations, Gi and Gj, is then
evaluated by taking the Euclidean distance between the corresponding feature vectors,
i.e., ∆ij = |fi − fj|; similar configurations will have a small distance, while unlike con-
figurations will have a large distance. If ∆ij is above a certain threshold value, the
offspring configuration, Gi⊕j, will not be discarded by the energy-nichening operation.
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Summarizing, the complexity of the problem at hand forces us to use all the above listed
advanced optimization tools, including a basin hopping memetic approach combining the
heuristic nature of evolutionary strategies with deterministic local gradient descent algo-
rithms.41 The gradient descent method deterministically evaluates every local minimum of
the basin with high accuracy (which is additionally sped up by the ”basin dropping” pro-
cedure) while the evolutionary search gradually adapts its population to the energetically
most favorable solution, exploring the search space for the global optimum.
4 Results
4.1 General remarks and system parameters
In the following we present selected results for self-assembly scenarios of PQP+ and ClO−4
molecules on an Au(111)-electrolyte–interface under the influence of an external electrostatic
field, as obtained via the algorithm presented in the preceding sections. Our choice of param-
eters is guided by the experimentally observed molecular configurations.3 We demonstrate
that our proposed strategy is indeed able to reproduce on a semi-quantitative level the ex-
perimentally observed self-assembly scenarios.3 As a consequence of the still sizable costs of
the numerical calculations we leave more detailed investigations (where we systematically
vary the system parameters) and a quantitative comparison of our results with the related
experimental findings3 to a future contribution.40
To be more specific we have used the following values for the (external) system parame-
ters:
• an indication for the number of molecules per unit cell is provided by the experiment:3
we have considered unit cells containing ten, twelve, and 14 pairs of PQP+ and ClO−4
molecules. These numbers in molecules include, of course, also the related mirror
molecules and correspond to 630, 636, and 742 atomic entities per unit cell, respectively
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(which interact via short-range and long-range potentials, which are subject to particle
wall interaction and which are sensitive to an external electrostatic field);
• also the actual values of the surface area A is motivated by estimates taken from
experiment:3 we have varied A within the range of 6.5 nm2 to 12.25 nm2, assuming
a step size of typically 0.5 nm2; systems will be characterized by the surface density
of the PQP+ molecules, defined as σPQP = NPQP/A, NPQP being the number of PQP
molecules per unit cell;
• the range of the experimentally realized values for the electrostatic field strength Ez is,
however, difficult to estimate since the major drop in voltage occurs near the negatively
charged Au-surface and the nearby layers of cations,34 which is not directly accessible
in experiment. Therefore we have covered – at least in this first contribution – several
orders of magnitude in the value for Ez within a range that extends (on a logarithmic
grid) from Ez = −1 V/nm to Ez = −10−3 V/nm; in addition, we have also performed
calculations at zero electrostatic field.
It should be mentioned that we have used in all these calculations the Mie potential
within the classical model, since the related LJ model is not able to fit the ab initio data
with a comparable and sufficient accuracy (see also discussion in Subsection 2.3.1).
We have covered in total approximately 176 combinations of these parameters (that is
the unit-cell volume V with a constant slab width cz, the number of molecules N , and the
electrostatic field strength Ez); for each of these we performed independent evolutionary
searches with a population size of typically GNEA = 40 configurations. Some details about
the numerical costs of our calculations can be found in S.I. Section 4.1
4.2 Results
Selected results for our numerical investigations are presented in Fig. 4 and in – on a more
quantitative level – in Table 3. The actual values have been chosen in an effort to reproduce
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– at least on a qualitative level – the results obtained in the experimental investigations.
Indeed, the sequence of the obtained ordered ground state configurations (shown in panels
(a) to (c)) clearly indicates the transition from a stratified bilayer configuration (identified at
a rather strong electrostatic field strength of Ez = −0.3 V/nm), over a self-hosts–guest mono-
layer structure (obtained by reducing the field down to Ez = −0.1 V/nm), and eventually
to an open-porous configuration (identified at Ez = −0.01); similar observations have been
reported in the related experimental study.3
From the results of our investigations (which are shown only selectively) we learn that an
electrostatic field strength of Ez = −0.3 V/nm always leads to bilayer configurations, similar
to the one shown in panel (a) of Fig. 4. This stratified bilayer configuration represents the
energetically most favorable one as we vary at fixed Ez the volume of the unit cell and the
number of molecules within the respective ranges, specified in the preceding section; the
numerical data of the related internal energy are compiled in Table 3.
As we proceed to Ez = −0.1 V/nm we observe self-assembly scenarios as the ones depicted
in panels (b) and (d) of Fig. 4, which correspond to self-hosts–guest configurations observed
in experiment;3 for the data presented in these panels two different values for NPQP (and
hence for σPQP) have been considered: the mono-layer configuration shown in panel (b)
has a slightly better value for the internal energy (per molecule) than the rhomboedrical
bilayer configuration shown in panel (d); however, as can be seen from Table 3 the energy
differences are very tiny: differences of the order of 10−4eV correspond to values where we
hit the numerical accuracy of the ab initio based energy values).
Eventually, we arrive at the so-called open-porous structures, observed in experiment:3
the ground state configurations depicted in panels (c), (e), and (f) of Fig. 4 are evaluated at
the same electrostatic field strength of Ez = −0.01 V/nm, assuming different values for NPQP
and σPQP; the open-porous pattern emerging in panels (c) is the most favorable one in terms
of energy per molecule (see Table 3 for the numerical details). There are, however, several
serious competing structures with minute energy differences at this value of the electric field
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strength: another open-porous structure, depicted in panel (f), with an energy penalty of
less than 8.1 meV per PQP+ molecule compared to case (c) and also a considerably denser
configuration, depicted in panel (e), with an internal energy value worse by only 11.3 meV
compared to case (c) and by 1.13 meV compared to case (f).
From the numerical point of view the following comments are in order: for a fixed state
point, the energy differences of competing structures reach values which hit the limits of the
accuracy of the ab initio based simulations which can be estimated to be in the order of 10
meV for dispersive interactions.18,60–62 However, as for the results for the energies obtained in
the classical model (and which are based on the LAMMPS simulations) we estimate that our
results are numerically reliable down to ∼ 10−6 eV; such minute energy differences between
competing structures have not been found so far. In general we observe that the energy
differences for the energetically optimal ground state configurations become smaller as the
electrostatic field tends towards zero. Even though the optimization algorithm (as outlined
in Section 3 has turned out to be very efficient and reliable, we observe (in particular for
smaller values of the external field) that updates in the pool of the best individuals can still
occur after a large number of optimization steps.
5 Conclusion and outlook
The prediction of supramolecular ordering of complex molecules at a metal–electrolyte inter-
face using DFT based ab initio calculations is in view of the expected gigantic computational
costs, and despite the availability of peta-scale computers, still an elusive enterprise. In this
contribution we have proposed a two-stage alternative approach: (i) DFT-based ab initio
simulations provide reference data for the energies introduced in a classical model for the
molecules involved, where each of their atomic entities are represented by a classical, spherical
particle (with respective size, energy parameters, and charges). We modelled the interaction
between the atomic entities and the metallic surface by a classical, perfectly conductive,
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Figure 4: (color online) Results for the ground state configurations of PQP+ and ClO−4
molecules, adsorbed on a Au(111) surface under the influence of an external electrostatic field
Ez, as they are obtained via the numerical procedure, as specified in Section 3; calculations
are based on the classical model for the molecules, involving the Mie potential (for details
see Subsection 2.3.1). In the main panels configurations are shown in a periodically extended
view as projections onto the (x, y)-plane and in the respective insets as projections onto the
(y, z)-plane; in the main panels the respective unit cells are highlighted by thick black lines.
Results are shown for different values of the number of PQP molecules, the surface density
σPQP and the electrostatic field Ez: see labels in the different panels and Tab. 3 for details.
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Lennard-Jones like wall potential; the electrolyte is treated as a homogeneous, dielectric
medium.
The inter-particle and particle-wall parameters were obtained via the following procedure:
considering archetypical configurations (involving pairs of ions and/or ions located close to
the surface) DFT energies were fitted by the related energy values of the classical model.
(ii) The second step identifies the ordered ground state configurations of the molecules by
minimizing the total energy of the now classical system. This optimization is based on
evolutionary algorithms, which are known to operate efficiently and reliably even in high
dimensional search spaces and for rugged energy surfaces.;
Our new two-stage strategy overcomes the hitherto prohibitive computational cost of
modelling the full system, while reproducing the key observations of a well-documented
experimental system consisting of disc-shaped PQP+ cations and ClO−4 anions: as a function
of increasing electric field at the metal–electrolyte interface, the molecular building blocks
are seen to self-organize into an open porous structure, a self-host–guest pattern and a
stratified bilayer. Future work will focus on verifying the extent of predictive power of our
method towards molecular self-assembly under electrochemical conditions, and on strategies
to further streamline and reduce the computational cost of our approach, without sacrificing
the reliability of the predicted results.
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Table 1: Numerical results for the optimized LJ and Mie parameters, M(LJ) = {σi, i} and
M(Mie) = {σi, i, γ(R)i , γ(A)i }, for each element i, for the results depicted in the Fig. 3 (σi in A˚
and i in meV). Reference values from the literature are listed in Table 1 in the supplementary
information.
σH σC σN σO σCl H C N O Cl
M(LJ) 2.243 3.658 3.743 2.865 5.953 3.052 1.204 3.311 7.396 0.172
M(Mie) 2.236 3.703 3.328 2.428 4.956 3.999 0.946 2.021 11.481 5.289
γ
(R)
H γ
(R)
C γ
(R)
N γ
(R)
O γ
(R)
Cl γ
(A)
H γ
(A)
C γ
(A)
N γ
(A)
O γ
(A)
Cl
M(LJ) 12 12 12 12 12 6 6 6 6 6
M(Mie) 6.263 7.136 8.659 8.743 15.455 7.500 12.299 13.854 17.193 4.684
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Table 2: Top row: Numerical results for LJ-length and well-depth parameters, σwi in A˚ and
wi in meV, between the wall and each element i = [H,C,N] and j = [O,Cl], grouped by the
molecules they belong to (PQP+ and ClO−4 ), for intermolecular short-range LJ parameters
listed in Table. 1. Bottom row: corresponding σwi and wi parameters for intermolecular
short-range Mie-parameters also listed in Table. 1.
σw[H,C,N] σw[O,Cl] w[H,C,N] w[O,Cl]
W(LJ) 3.197 3.625 3.741 15.781
W(Mie) 3.208 3.630 3.698 20.167
Table 3: Results of evolutionary ground-state search for different electric field strengths, Ez,
for different unit-cell areas, A and number of PQP+ molecules, NPQP, each line represents a
evolutionary search. The respective structures are presented in Fig. 4.
Ez U/NPQP NPQP A NPQP/A
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(b) -0.10 -1.7276 6 11.75 0.510638
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1 Introduction
In the Supplementary Information (S.I.) we have collected relevant information which might
considerably deteriorate the readability of the main text if it were placed there; still, the
details presented in this document might be of relevance for an interested reader of the main
text. For simplicity we have used in this document exactly the same section headings as in
the main text; this will hopefully help to establish the appropriate association between the
respective text passages.
2 The system and its representations
2.1 Convergence of theoretical calculations
The DFT-based binding energies the of PQP+ and ClO−4 ions were calculated for different
numbers of gold layers in an effort to study the convergence of the results with respect to
the number of layers that build up the gold surface. The values for the binding energies,
obtained for the different cases are specified below the respective panels of Fig. 1; the panels
themselves provide schematic plots for the different types of gold layers. In the related DFT
calculations we did not consider the van der Waals scaling, i.e., we chose ωS ≡ 1 in Eq. (1)
of the main text.
The calculated values for the binding energy obtained for two, three, and four layers of
gold provide evidence that our choice for a two layer gold surface is sufficient to proceed
with our calculation of the self-assembly scenarios of PQP+ and ClO−4 ions on this Au(111)
surface.
2.2 Angle-axis framework expressing rigid body orientations
In the optimization procedure put forward in Sec. 3 of the main text we rely on the
angle-axis framework1,2 to express the orientation of rigid molecules within the lab-frame:
2
(a) b.e. = -2.69 eV (b) b.e. = -2.66 eV (c) b.e. = -2.71 eV
Figure 1: Schematic views of PQP+ and ClO−4 ions, located above gold surfaces built up
by different numbers of layers Below each panel the respective binding energies (’b.e.’) are
specified.
closely related to the descriptions of rotations based on unit-quaternions,3–5 we introduce
a three-component angle-axis vector, P = (P1, P2, P3) = θ Pˆ, which defines an angle,
θ =
√
P 21 + P
2
2 + P
2
3 , and a unit-vector, Pˆ, which represents the axis of the molecule; both
are sufficient to describe any rotation of a rigid body in three dimensions. As discussed in
Ref.2 and following Rodrigues’ rotation formula, the 3× 3 rotation matrix T(P) associated
with the angle-axis vector P is given by
T(P) = I+ (1− cos θ) P˜P˜+ (sin θ) P˜; (1)
here I is the 3× 3 identity matrix and P˜ is the skew-symmetric 3× 3 matrix obtained from
the components of the vector Pˆ via
P˜ =
1
θ

0 −P3 P2
P3 0 −P1
−P2 P1 0
 . (2)
In order to transform the coordinates of an atom, r
(I)
m , defined in the center-of-mass system
of molecule I to its lab-frame position, rm, the following transformation needs to be realized:
3
rm = RI + T(PI ) · r(I)m ; (3)
here RI is the center-of-mass coordinate of molecule I and T(PI ) is the rotation matrix
associated with the angle-axis vector PI of molecule I , as defined above.
2.3 Short-range potentials and parametrization
The short-range Mie potential, defined in Eq. (5) of the main text (Subsection II B 1), can
be considered as a generalization of the Lennard-Jones (LJ) interaction:6 if the exponents of
the repulsive and attractive parts of the potential are chosen as γ
(R)
ij = 12 and γ
(A)
ij = 6 the
amplitude Cij, given by Eq. (6) of the main text, becomes Cij = 4 and the Mie-potential
reduces to the well known LJ form.
During the fitting procedure put forward in Sec. 2.3.2 of the main text, it occurred at
some instances that γ
(R)
i < γ
(A)
i . In such a case the defining equation for the Cij (see Eq. (5)
of the main text) guarantees that both the repulsive and the attractive parts of the potential
maintain their respective features.
In Fig. 2 we depict the PQP+ and the ClO−4 ions using the actual values for the fitted
Mie length parameters, σi (listed in Table 1 of the main text), as van der Waals radii. In
Table 1 of the S.I. we list – for comparison – also the LJ length parameters for the atomic
entities of the PQP+ and the ClO−4 molecules as they are commonly used in literature.
4
Figure 2: (Color online) Schematic representation of a PQP+ and a ClO−4 ion using the actual
values of the fitted Mie length parameters σ
(Mie)
i for the short-range interactions introduced in
Subsection 2.3.1 of the main text: atomic entities are shown as spheres with their diameters
fixed by their respective optimized σ
(Mie)
i -values; these entities are colored according to the
following scheme: hydrogen (white), carbon (gray), nitrogen (blue), chlorine (green), and
oxygen (red).
Table 1: LJ length parameters σi (in A˚) for hydrogen (H), carbon (C), nitrogen (N), oxygen
(O), and chlorine (Cl) from literature as defined in the mendeleev-python-module7 and, as
comparison, model parameters σ
(LJ)
i and σ
(Mie)
i from Table 1 in the main text.
σH σC σN σO σCl
mendeleev 2.2 3.4 3.1 3.04 3.5
alvarez 2.4 3.54 3.32 3.0 3.64
bondi 2.4 3.4 3.1 3.04 3.5
dreiding 3.195 3.8983 3.6621 3.4046 3.9503
mm3 3.24 4.08 3.86 3.64 4.14
uff 2.886 3.851 3.66 3.5 3.947
σ
(LJ)
i 2.243 3.658 3.743 2.865 5.953
σ
(Mie)
i 2.236 3.703 3.328 2.428 4.956
5
In Tables 2 and 3 we list the coordinates of all atomic units and their associated partial
charges (extracted via a Bader analysis8) obtained from the relaxed DFT-structures of the
PQP+ and ClO−4 ions which serv as rigid molecular blueprints in the the main text. Since
the PQP+ cation is built up by 48 atomic units we have supplemented Table 2 by Fig. 3,
indicating the labeling of the different atomic entities. In contrast, as the ClO−4 molecule
(see Table 3) is only built up by five atomic units, we have refrained in this case from a
schematic presentation of the molecule.
Table 2: Atomic units building up the PQP+ ion, labeled by the index i according to the
schematic view of the molecule presented in Fig. 3. The positions of these entities (xi, yi and
zi, and all in A˚), as they were obtained in a relaxed DFT-based configuration, are given with
respect to the center-of-mass of the molecule, marked in this figure by a cross. Furthermore,
the respective charges of the atomic units, qi (given in units of the elementary charge e), are
obtained in a Bader analysis;8 these charges are directly transferred to our classical model
of the PQP+ molecule.
i element xi yi zi qi i element xi yi zi qi
1 C 0.1267 1.2051 -0.0253 0.3807 25 C -4.8220 0.0601 -0.0341 -0.0565
2 N -0.5941 0.0077 -0.0830 -1.1646 26 H -4.7122 -2.0727 -0.0499 0.1101
3 C -2.0123 0.0254 -0.0936 0.3949 27 C -2.7268 -3.7034 -0.1427 -0.0931
4 C 0.0988 -1.2077 -0.0664 0.4209 28 H 1.1435 -3.7411 -0.1704 0.1265
5 C -0.5685 2.4836 -0.0704 0.0642 29 C -0.6337 -4.9026 -0.1737 -0.1096
6 C 1.5102 1.1636 0.0881 -0.0066 30 H -3.7189 3.8240 -0.1608 0.0990
7 C -2.7073 1.2652 -0.0766 0.0497 31 C -1.9108 4.9519 -0.1507 -0.0561
8 C -2.7389 -1.1964 -0.0946 0.0300 32 H 0.0658 5.8448 -0.1588 0.0863
9 C -0.6299 -2.4673 -0.1204 -0.0401 33 C 4.4671 1.0567 -0.2093 -0.0996
10 C 1.4854 -1.2014 0.0175 -0.0272 34 C 4.3714 -1.1639 0.7541 -0.0342
11 C -1.9791 2.5216 -0.0929 -0.0412 35 H -5.9114 0.0745 -0.0008 0.1122
12 C 0.1514 3.7017 -0.0977 -0.0507 36 H -3.8146 -3.7276 -0.1477 0.0984
13 H 2.0403 2.1040 0.1899 0.1396 37 C -2.0369 -4.9037 -0.1638 0.0333
14 C 2.2322 -0.0280 0.1088 0.0058 38 H -0.0809 -5.8419 -0.2001 0.1258
15 C -4.1099 1.2499 -0.0437 -0.0944 39 H -2.4371 5.9066 -0.1831 0.1140
16 C -4.1411 -1.1474 -0.0630 -0.0382 40 H 3.9741 1.9279 -0.6429 0.0888
17 C -2.0415 -2.4705 -0.1202 0.0066 41 C 5.8578 1.0346 -0.1202 -0.0392
18 C 0.0574 -3.7037 -0.1539 -0.0731 42 H 3.8020 -2.0184 1.1245 0.0943
19 H 1.9993 -2.1557 0.0110 0.1087 43 C 5.7627 -1.1824 0.8408 -0.1172
20 C -2.6331 3.7708 -0.1343 -0.0780 44 H -2.5876 -5.8452 -0.1777 0.1138
21 H 1.2385 3.7123 -0.0996 0.0676 45 H 6.4355 1.8929 -0.4673 0.1010
22 C -0.5084 4.9176 -0.1347 0.0077 46 C 6.5117 -0.0860 0.4007 -0.0581
23 C 3.7024 -0.0450 0.2216 -0.0045 47 H 6.2672 -2.0562 1.2563 0.1042
24 H -4.6584 2.1881 -0.0183 0.0912 48 H 7.6004 -0.1048 0.4614 0.1070
6
Table 3: Atomic units building up the ClO−4 molecule. The positions of these entities (xi, yi
and zi, and all in A˚), as they were obtained in a relaxed DFT-based configuration, are given
with respect to the center-of-mass of the molecule, which coincides with the position of the
oxygen atom. Furthermore, the respective charges of the atomic units, qi (given in units
of the elementary charge e), are obtained in a Bader analysis;8 these charges are directly
transferred to our classical model of the ClO−4 molecule.
i element xi yi zi q
1 Cl 0.0000 0.0000 0.0000 2.6996
2 O 1.4732 -0.0020 0.0000 -0.9249
3 O -0.4916 1.3888 0.0000 -0.9249
4 O -0.4917 -0.6933 1.2034 -0.9249
5 O -0.4917 -0.6933 -1.2034 -0.9249
Figure 3: (Color online) Schematic view of the PQP+ ion where its atomic constituents and
the related bonds are depicted. The spheres are colored according to the respective chemical
element: hydrogen (white), carbon (gray), and nitrogen (blue). The atomic constituents are
labeled by indices i = 1 to NPQP = 48; the positions of each of these entities (with respect to
the center-of-mass of the molecule) are listed in Table 2. The black cross marks the center
of mass, RPQP, of the PQP
+ molecule.
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3 Identifications of self-assembly scenarios
3.1 Angle-axis gradient as calculated from the torque
The software package LAMMPS9 allows to evaluate forces and torques of rigid molecules
enclosed in a simulation box. Since we are interested in the gradient of the potential energy
with respect to angle-axis vectors, P, i.e., ∇PU = ( ∂U∂P1 , ∂U∂P2 , ∂U∂P3 ), we present here the trans-
formation which is required to transform a three dimensional torque T = (Tx, Ty, Tz) to an
angle-axis gradient, ∇PU , or in a component-wise notation ∂U∂Pi = ∂iU , using Latin indices
i = 1, 2, 3 for three dimensional vectors.
In LAMMPS orientations are expressed in terms of unit-quaternions via the four dimen-
sional vector Q(4) (using Greek indices ν = 0, 1, 2, 3)
Q(4) = (cos
θ
2
, sin
θ
2
Pˆ) = (Q0, Q1, Q2, Q3), (4)
where, as described in subsection 2.2 of the S.I., θ = |P| is the angle of rotation around the
axis Pˆ = P/θ and |Q(4)| = 1.
Following the documentation of LAMMPS5 the resulting (four dimensional) torque vec-
tor, T(4) = (0, Tx, Ty, Tz) = (0,T) on a rigid body is specified via
T(4) = −1
2
ST4×4∇Q(4)U + T(4)int . (5)
The internal torque T
(4)
int , provided by LAMMPS,
9 ensures that T (4) = (0, Tx, Ty, Tz) = (0,T).
Henceforward the matrix index “4 × 4” indicates four-by-four matrices. In the above
relation we have introduced the orthogonal skew-matrix S4×4, given by
8
S4×4 =

Q0 −Q1 −Q2 −Q3
Q1 Q0 −Q3 Q2
Q2 Q3 Q0 −Q1
Q3 −Q2 Q1 Q0

; (6)
further, ∇Q(4)U is the gradient of the potential energy with respect to the unit-quaternion
vector Q(4), or, alternatively, in a component-wise notation ∂U
∂Qν
= ∂νU , ν = 0, 1, 2, 3.
Since we are dealing with rigid bodies and explicitly avoid intra-molecular interactions we
can neglect T
(4)
int in Eq. (5); further, S4×4 is an orthogonal matrix, thus S4×4ST4×4 = ST4×4S4×4 =
I4×4 where I4×4 is the four dimensional unit matrix. Hence we can rewrite Eq. (5) as
∇Q(4)U = −2S4×4T(4), (7)
and further express ∂iU in terms of Eq. (7) using the chain rule
∂iU =
∂U
∂Pi
=
∂Qν
∂Pi
∂U
∂Qν
= (Q3×4)iν∂νU i = 1, 2, 3 and ν = 0, 1, 2, 3; (8)
above we have used the Einstein summation convention. For convenience we have introduced
the 3× 4 matrix Q3×4 with components Qiν = ∂Qν∂Pi , or equivalently, Q3×4 = (
∂Q0
∂P
, ∂Q
∂P
), with
components that – using Eq. (4) – can be written as
∂Q0
∂P
=
(
− 1
2θ
sin
θ
2
)
P, and (9)
∂Q
∂P
=
2
θ2
(
cos
θ
2
− 1
2θ
sin
θ
2
)
P ·PT +
(
θ2 sin
θ
2
)
I; (10)
here Q = (Q1, Q2, Q3), P ·PT = θ2(P˜P˜+ I), where I is again the 3× 3 identity matrix, the
dot represents a dyadic product, and P˜ is defined in Eq. (2).
With relation (7) and using Qiν , given by Eqs. (9) and (10), we can rewrite Eq. (8) as
9
∇PU = −2QST (4) = PT (11)
with the 3× 3 matrix
P =
1
θ
[
(cos θ − 1)I+ (sin θ − θ) P˜
]
P˜− I, (12)
and with T = (Tx, Ty, Tz) being the torque in Cartesian coordinates in the lab-frame.
3.2 Order parameters
In order to quantify the structural difference between configurations identified via the opti-
mization procedure we associate a feature vector (i.e., a set of order parameters), f , to every
configuration, G as defined by Eq. (8) of the main text. In this work we mainly rely on the
so-called bond orientational order parameters (to be denoted by Ψ(ν)) defined in Refs.,10–12
which provide information about the positional order of ordered structures, and two variants
of orientational order parameters (to be denoted by α and β) put forward in Ref.13 which
correlate spatial and orientational degrees of freedom.
The evaluation of local order parameters strongly depends on the method on how to
identify neighbors: in this contribution we use the well-defined method of Voronoi construc-
tion.14,15 Further, the above order parameters are defined for two dimensional systems. In
our case of a quasi-two dimensional geometry, with a molecular self-assembly in a plane and
with slightly stacked 3D structures, we use for the calculation of the order parameters the
projected coordinates of all molecules to the z = 0 plane.
All of these order parameters describe global properties (or symmetries) of an ordered
structure based on the local proximity of its atomic or molecular entities. To be more precise
these parameters can be expressed as a sum over local order parameters ψi, calculated for
all N particles (or in our case molecules) in the system, i.e.,
10
Ψ(ν) ∼
N∑
i=1
ψi(ri, r
Ni ; ui,uNi ; ν); (13)
here the ri and ui specify the position and the orientation of particle i, while r
Ni and uNi
are the set of positions and orientations of the neighboring particles, respectively; Ni is the
number of neighbors of particle i; the role of ν will be specified below.
To be more specific: bond orientational order parameters, Ψ(ν), as defined in Refs.10,11
and revisited in Ref.,12 depend only on the relative angle, φij (with cosφij = rˆij · eˆref),
which is enclosed between the bonds of a central particle, i, and the bonds to each of its Ni
neighbors
Ψ(ν) =
1
N
N∑
i=1
∣∣∣∣∣ 1Ni
Ni∑
j=1
exp[ıνφij]
∣∣∣∣∣ ; (14)
here we introduce the vector rˆij = (rj − ri)/|rj − ri|, i. e., the unit vector between two
neighbouring particles i and j, the reference axis eˆref (which is of unit length), and the
complex unity ı, ı2 = −1. The orientational symmetry is quantified by the (integer) variable
ν: the ν-fold bond orientational order parameter, Ψ(ν), assumes the value of one if the angles
between neighbors are multiples of 2pi/ν and attains values close to zero for a disordered
particle arrangement or if the ν-fold symmetry is not present. However, the lattices we are
dealing with are never perfect and the number of nearest neighbors can differ from the ideal
value. These issues make the evaluation of bond-orientational order parameters numerically
unstable, even for tiny deviations of the particle positions from the ideal configuration.16
In an effort to guarantee, nevertheless, numerical stability in the evaluations of the Ψ(ν),
we use a modification of the above defined bond orientational order parameter, which was
proposed in Ref.:17 this modified definition includes a weighting factor which is related to
the polygon side length, lij, that neighboring particles share
Ψ(ν) =
1
N
N∑
i=1
∣∣∣∣∣ 1Li
Ni∑
j=1
lij exp[ıνφij]
∣∣∣∣∣ ; (15)
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with Li =
Ni∑
j=1
lij; the polygon side lengths, lij, are extracted from the Voronoi construction.
Since the molecules (and hence their interactions) are anisotropic, it is useful to quantify
their orientational order. Similar to Eq. (15) we can quantify global orientational order
including again the above Voronoi nearest-neighbor construction in the following way:
β =
1
2N
N∑
i=1
1
Li
Ni∑
j=1
lij |uˆi · uˆj| . (16)
Finally, we can combine orientational order with positional degrees of freedom, using the
unit vector rˆij between two neighboring particles i and j:
α =
1
2N
N∑
i=1
1
Li
Ni∑
j=1
lij
∣∣(uˆi · rˆij)2 + (uˆj · rˆij)2∣∣ , (17)
suggesting again a modified version of the order parameters with the side lengths of the
Voronoi polygons, lij;
13 uˆi is here a unit-vector defining the orientation of a particle in
the lab-frame. For a molecule, specified by the index I we evaluate the orientation, uˆI ,
by rotating a reference vector, eˆref = eˆx, according to the current angle-axis vector, PI :
uˆI = T(PI ) · eˆref (see Section 2.2 of the S.I. for details).
For our PQP+ ClO−4 system we used the following set of order parameters to define the
feature vector f :
f = (ΨPQP(4),ΨPQP(5),ΨPQP(6),
ΨClO4(4),ΨClO4(5),ΨClO4(6),
ΨPQP|ClO4(4),ΨPQP|ClO4(5),ΨPQP|ClO4(6),
βPQP, βClO4 ,
αPQP, αClO4);
(18)
here ΨPQP(ν) and ΨClO4(ν) quantify the ν = 4, 5, 6-fold bond-orientational order parameters
12
(see Refs.10–12), defined by Eq. (15), considering only PQP+ and ClO−4 molecules as neigh-
bors. ΨPQP|ClO4(ν) quantifies the ν = 4, 5, 6-fold bond-orientational order parameters for
all PQP+ molecules while considering only ClO−4 molecules as neighbors. βPQP and βClO4 ,
defined by Eq. (16), quantify the orientational-correlation between neighboring PQP+ and
ClO−4 ions, respectively, while αPQP and αClO4 , defined by Eq. (17), are in addition sensitive
to the respective spatial correlation between neighbours (see Refs.13,16).
4 Results
4.1 General remarks and system parameters
The following details provide an idea about the numerical costs of our calculations: in or-
der to obtain the ground state configuration for a single state point (specified by a set of
the system parameters defined in Subsec. 4.1 in the main text) convergence of the full
EA+LG ground-state search (based on the evolutionary algorithm (EA) and the local,
steepest gradient descent procedure (LG) as specified in Section 3 in the main text) we
require at least one to two weeks on one node on the Vienna Scientific Cluster (VSC3)
(http://typo3.vsc.ac.at/systems/vsc-3/; equipped – per node – with either two Intel Xeon
E5-2650v2, 2.6 GHz, eight core processors or two Intel Xeon E5-2660v2, 2.2 GHz, ten core
processors from the Ivy Bridge-EP family). We typically used 16 to 20 asynchronous worker
processes per evolutionary optimization.
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