Abstract. Let Y be a real algebraic subset of R m and let F : Y ! R n be a polynomial map. We show that there exist real polynomial functions g 1 ; : : : ; g s on R n such that the Euler characteristic of bres of F is the sum of signs of g i .
Preliminaries I
Let W be an irreducible real algebraic subset of R n , let A denote the ring of real polynomials on W, and let K denote the eld of fractions of A.
Let X be a real indeterminate. Take h 1 ; : : : ; h k 2 K X] and let I denote the ideal in K X] generated by h 1 ; : : : ; h k . The ring K X] is a principal ideals domain, and h = g:c:d(h 1 ; : : : ; h k ) is a generator of I. Set Recall that K is the eld of fractions of the polynomial ring A of an irreducible real algebraic set W R n . There exists a proper algebraic subset W such that the numerators and the denominators of all non-trivial elements of K, which have appeared above, do not vanish on W n . Given f 2 K X], f = a d X d + + a 0 ; a i 2 K. For w 2 W we denote by f w the evaluation of f at w that is f w = a d (w)X d + + a 0 (w). Such f w is well-de ned provided all a i (w) exist. Fix w 2 W n . Then deg h w = d and h w is the greatest common divisor of h 1 w ; : : : ; h k w . Let I w denote the ideal generated by h 1 w ; : : : ; h k w .
Hence I w = (h w ), Q w = R X]=I w is an R algebra, dim R Q w = d, and 1; X; : : : ; X d?1 form a basis in Q w .
Given g 2 K X]. In the same way as above we de ne the trace map Tr w : Q w ! R, and the symmetric bilinear form g w : Q w Q w ! R, given by g w (a; b) = Tr(g w ab). Then the evaluation T ij w ] = T ij (w)] is the matrix of g w .
Let V w = fx 2 Rjh 1 (w; x) = = h k (w; x) = 0g = fx 2 Rjh w (x) = 0g. If w 2 W n then I w 6 = f0g and V w is nite. Set For R > 0 let n R denote the characteristic function of the ball B R centered at the origin and of radius R. For any constructible ', the product ' n R has compact support, and we de ne the Euler integral of ' as Z ' = Z ' n R ; for R 0:
This de nition makes sense because of the following.
Lemma 4. Let X R n be semialgebraic. Then if R > 0 is large enough X \ B R is a deformation retract of X.
Proof. Let : X ! R denotes the distance to the origin. By topological triviality of semialgebraic mappings BCR, Thm. 9.3.1], there is a nite subset fy 1 ; : : : ; y p g R, such that : X n ?1 (fy 1 ; : : : ; y p g) ! R n fy 1 ; : : : ; y p g is a locally trivial bration. In particular, R > maxfjy 1 j; : : : ; jy p jg satis es the statement of the lemma.
Corollary 5. If X R n is closed semialgebraic then R 1 X = (X).
Proof. If R is large enough then X \ B R is a deformation retract of X. Hence R 1 X = R 1 X n R = (X \ B R ) = (X), as required. Proof. Clearly sgn f(x) is constructible. Let x 1 < : : : < x p be the real roots of f. Take R > 0 such that ?R < x 1 and x p < R. Put x 0 = ?R and x p+1 = R. For 0 i p + 1, let k(i) = minfj 0jf (j) (x i ) 6 = 0g, and let S i = sgn f (k(i)) (x i ). Indeed, this follows from a "Fubini-type" formula for the Euler integral, The proof presented in the previous sections does not work in general since the "Fubini type" formula (7) fails for non-proper maps. To complete the proof in the general case we use the projective compacti cation and the link at in nity. We shall also need the following corollary of the theorem.
Proposition 9. Let Y R m be algebraic and let F : Y ! R R n be a proper polynomial map. Then there exists a nite family of polynomials i (y), where (t; y) 2 R R n , such that lim t!0 + (F ?1 (t; y)) = X sgn i (y):
Proof. The proposition follows easily from the theorem and the following lemma.
Lemma 10. Let Then the lemma will follow from the inductive assumption.
We may also assume that g does not vanish identically, and then there exists a nonnegative integer k such that g(t; w) = t k h(t; w), where h(t; w) is a polynomial which does not vanish identically on f0g W. Then, in the complement of W 0 = fwjh(0; w) = 0g, (w) = sgn h(0; w) as required. This ends the proof of lemma and proposition.
Remark 11. The assumption of properness of F in Proposition 9 is not necessary. We have made it since we are going to use Proposition 9 in the proof of theorem in general case, and it is only the proper case of theorem which has been proven till now.
Let X be a real algebraic subset of R m and denote by e X the one point compacti cation of X (If X is compact then e X = X q fpointg). Let L R = X \ S m?1 R , where S m?1 R denote the sphere centered at origin and of radius R > 0. We call such L R , for R su ciently large, the link at in nity of X, and denote by L 1 (X). By an argument similar to the proof of Lemma 4 it is easy to see that (10) (X) = ( e X) + (L 1 (X)) ? 1:
Let us recall the standard construction of e X as an algebraic set (we will need it below in a parametrized case). Suppose X is given by a nite number of equations f i (x) = 0; i = 1; : : : ; s. Set h(x; x m+1 ) = (f 2 1 (x) + + f 2 s (x)) + (x m+1 ? 1) 2 , so that h ?1 (0) is homeomorphic to X and h is a non-negative polynomial of degree, say, bounded by 2p.
Put x 0 = (x; x m+1 ) 2 R m+1 and let H(s; x 0 ) = (skx 0 k) 4p h(x 0 =(skx 0 k) 2 ). Then, it is easy to see that H extends to a non-negative polynomial on R R m+1 such that for s 6 = 0, e X s = f(x 0 2 R m+1 jH(s; x 0 ) = 0g is homeomorphic to the single point compacti cation of X. Also L s = f(x 0 2 R m+1 jH(s; x 0 ) = 0; kx 0 k = 1g, for s 6 = 0 and small enough, is homeomorphic to the link at in nity of X.
Now we are ready to prove the theorem. Firstly we assume that Y R n R m and F is induced by the projection onto the rst factor. Proceeding exactly in the same way as above we may compactify simultaneously the bres of F. In particular the following statement holds.
Proposition 12. Let Y R n R m be algebraic and let F : Y ! R n be the projection on the rst factor. Then there is a non-negative polynomial H : R R n R m+1 ! R such that for every y 2 R n (i) fx 0 2 R m+1 j H(s; y; x 0 ) = 0; s = 1g is homeomorphic to the single point compactication of F ?1 (y);
(ii) fx 0 2 R m+1 j H(s; y; x 0 ) = 0; kx 0 k = 1g, for s = s(y) 6 = 0 small enough, is homeomorphic to the link at in nity of F ?1 (y). Note that the identity (10) holds for every X = F ?1 (y). Hence to prove the theorem it su ces to consider the families of compacti cations and links at in nity of bres F ?1 (y) parametrized by y 2 R n . For the rst one the statement holds by Proposition 12 (i) and the proper case. For the family of links consider L R R n R m+1 given by H(s; y; x 0 ) = 0; kx 0 k = 1. Then, clearly the projection L ! R R n , (s; y; x 0 ) ! (s; y), is proper and we apply to it Proposition 9. Now Proposition 12 (ii) gives the statement for the family of links at in nity. This, in virtue of (10), shows the theorem.
