The experiments presented here used a visual version of the syllable monitoring technique (Mehler, Dommergues, Frauenfelder, & Segui, 1981) to investigate the role of syllabic units in beginning and adult readers. Participants responded whenever a visually presented target syllable (e.g., BA) appeared at the beginning of a subsequently presented printed word (e.g., BALANCE). The target was either a consonant-vowel (CV) or consonant-vowel-consonant (CVC) structure and either did or did not correspond to the initial syllable of the target-bearing word. Skilled adult readers showed significant effects of syllable compatibility (faster detection times when the targets corresponded to the initial syllable of target-bearing words than when they did not), but this occurred only when the carrier words had low printed frequencies. First grade readers did not show a syllable compatibility effect when tested in February of the first year of schooling; only target length influenced detection times. When tested four months later (June), however, the children with the highest scores on a reading ability test did show a syllable compatibility effect. These results suggest that reading instruction rapidly allows syllable-sized units to be accessed from print, and that this type of coding continues to influence how adult readers process low frequency words.
Much research over the last decade has provided clear evidence for a fundamental role of phonological coding in skilled adult reading. The majority of these studies have used visual word recognition paradigms where phonology is not necessary to perform the task. Such is the case with the lexical decision, perceptual identification, and semantic categorization tasks. All of these tasks can be performed successfully on the basis of orthographic and/or semantic information alone. Nevertheless, the manipulation of phonological variables, while controlling for orthography and semantics, has systematically been shown to influence performance in these tasks (see Frost, 1998 , for a recent review). One conclusion from experiments using priming methodology and very brief prime exposures to tap into early automatic processing (Ferrand & Grainger, 1992 Lukatela & Turvey, 1994; Perfetti & Bell, 1991; Perfetti, Bell, & Delaney, 1988 ) is that at least some of these phonological influences operate at the level of units that are smaller than the whole word (e.g., sublexical spelling-to-sound correspondences between letters and phonemes or syllables).
Two related factors are commonly invoked to explain such phonological influences in printed word perception. One is that spoken language precedes printed language both phylogenetically and ontogenetically. The other is that, at least in alphabetic languages, the mapping from print-to-meaning is completely arbitrary, whereas the mapping from print-to-sound follows certain regularities (Van Orden, Pennington, & Stone, 1990) . Given that the difficult sound-tomeaning mapping is already partly established, it is argued that children learning to read will make use of the easier spelling-to-sound mapping in their quest to associate printed words with meanings.
This argument follows traditional reasoning in the area of reading acquisition (e.g., Ehri, 1992) . Although an initial purely visuo-orthographic stage is often acknowledged, the development of links between spelling and meaning are traditionally thought to involve phonological codes already established through contact with spoken language (Bryant, MacLean, Bradley, & Crossland, 1990; Frith, 1990; Harris & Coltheart, 1986; Liberman & Shankweiler, 1979; Seymour 1990) . However, there is still much debate on the precise nature of such phonological codes. For example, intrasyllabic structures such as onsets and rimes (see, e.g., Treiman, 1985; Treiman, Mullennix, Bijeljac-Babic, & RichmondWelty, 1995) or units derived from analogy processes (see, e.g., Goswami, 1993; Goswami & Bryant, 1990) have been proposed, mainly for English and recently for Spanish (Sebastian-Galles & Parreno-Vacchiano, 1995) . The type of unit that becomes critical may depend on the form of reading instruction (Leybaert & Content, 1995) as well as the phonological structure of the language and the consistency of grapheme-to-phoneme correspondences (Cossu, Shankweiler, Liberman, & Gugliotta, 1995; Goswami, Gombert, & de Barrera, 1998; Wimmer & Goswami, 1994) .
In the present experiments we examine the role of syllable-sized units in polysyllabic words. This is important in that the great majority of studies on reading acquisition to date have used monosyllabic words. Presenting monosyllabic words is more likely to induce subjects to use intrasyllabic units, whereas with polysyllabic words full syllable structures may dominate processing. One other important aspect of the present research is that we use an on-line paradigm (first tested with adult readers) that does not involve overt pronunciation. A large number of reading acquisition studies have employed the "read-aloud" task, which is likely to focus on the use of grapheme-phoneme correspondences and, more generally, on the use of phonological information. A silent reading task allows us to examine the use of phonological structures when such structures are not actually required to perform the task.
In what follows we introduce some key research on the syllable's role in language processing. First, we examine the evidence for the effects of syllable structure using auditory stimuli with adult subjects. Then, the evidence for such effects in the visual modality is examined. This provides an appropriate introduction to our first experiment with skilled adult readers.
Speech perception and phonological representations
In a seminal study, Mehler et al. (1981) observed that French listeners detected a speech segment more quickly when it matched the first syllable of an auditorily presented word. Thus, detection times to BAL were significantly faster in BAL.CON 1 than in BA.LANCE, and the reverse result was found with the target BA (i.e., detection times were faster in BA.LANCE than in BAL.CON). Mehler et al. suggested that listeners in their experiments were segmenting the speech input into syllable-sized units and giving these units priority in the matching process required by the task. Further research using this paradigm has shown that evidence for the syllabic segmentation of speech depends on phonological factors such as type of syllabic boundary (clear vs. unclear), type of syllable (stressed vs. unstressed), and stress localization (initial vs. final part of words) (Sebastian Galles, Dupoux, Segui, & Mehler, 1992) . Thus, Cutler, Mehler, Norris, and Segui (1983, 1986) observed that, for languages with clear syllabic boundaries such as French (see Kaye & Lowestamm, 1984) , listeners used a syllable representation to segment speech, whereas for languages with very frequent ambisyllabicity such as English (e.g., intervocalic consonants that precede an unstressed vowel belong to two syllables at once), such a representation is not used.
Another factor linked to the transparency of syllable boundaries is stress. In English syllable boundaries are primarily unclear in words that carry stress in the first syllable, whereas in French, which is a fixed stress language, stress is always carried by the last syllable in a word. Stressed and unstressed syllables also differ in their acoustic characteristics. The segments of an unstressed syllable are more coarticulated, forcing subjects to rely more on a syllable representation. On the other hand, the segments of a stressed syllable are more transparently realized and can be identified on the basis of a phonetic code. Sebastian Galles et al. (1992) used an intermediate phonological system lying between those of French and English -the Catalan system -which possesses clear syllable boundaries and variable syllable stress. They observed that subjects used syllable-based segmentation procedures only when the first syllable of test words was unstressed. This result was replicated by Finney, Protopapas, and Eimas (1996) with American English. Thus, it appears that the units used to process and recognize speech vary according to the phonological properties of language and to variations in the stress pattern of different words within a language.
The syllable in visual word recognition
Initial research on this question used a divided stimulus paradigm in which the target words were presented such that the hypothesized sublexical units were marked in some way (e.g., with a space: CAR PET; with different case: CARpet; or with different colors). Performance to such stimuli was compared to conditions where the boundary did not mark the hypothesized underlying structure (e.g., CArpet). Evidence for syllable or syllable-type units was found in a number of studies (e.g., Prinzmetal, Treiman, & Rho, 1986; Taft, 1979) . However, all of these studies are subject to the now standard criticism first put forward by Seidenberg (1987) . According to Seidenberg, the effects of syllable structure can be understood as deriving from the frequency of co-occurrence of letter patterns. Generally speaking, the frequencies of bigrams within syllables are higher than the frequencies between syllables so that syllable boundaries are specifically marked by a pattern of bigram frequencies referred as a "bigram trough" (Seidenberg, 1987) . Consequently, it may be the bigram troughs that provide cues for segmentation rather than the syllable structure per se. However, Rapp (1992) for English and Carreiras, Alvarez, and de Vega (1993) for Spanish provided evidence that syllable effects are independent of the presence or absence of bigram troughs (see also Dominguez, de Vega, & Cuetos, 1997) .
However, Ferrand, Segui, and Grainger (1996) failed to find a syllable priming effect in visual word recognition using the masked priming paradigm and French target words. Prime stimuli either corresponded to the initial syllable of the target word (e.g., BA%%%%-balade; BAL%%%-balcon) or were one letter more or less than the first syllable (e.g., BAL%%%-balade; BA%%%%-balcon). When the task involved articulatory output (word naming, nonword naming, or picture naming), syllable compatibility between the prime and target significantly influenced performance. But when no articulatory output was required (lexical decision task), no effect of syllable compatibility was observed. This suggests that syllable units are involved in the coding of output phonology but not input phonology. Nevertheless, work by Gotor, Perea, and Algarabel (1995) showed that Ferrand et al.'s (1996) failure to observe a syllable priming effect in the lexical decision task was probably due to the prime exposure used in their study (approximately 30 ms followed by 14 ms of backward mask before target presentation). Gotor et al. showed that longer prime exposures (64 ms and 80 ms) gave clear syllable priming effects in the lexical decision task.
The present study
Compared to research in the auditory modality, there has been relatively little research on syllabic effects in visual word recognition in French. Experiment 1 of the present study provides an investigation of the role of syllables in the visual recognition of polysyllabic words by skilled readers of French. Given the evidence that phonological codes are rapidly generated from a printed string of letters in skilled readers, it is important to know whether such codes are structured syllabically in a language where there is strong evidence for the use of such units in spoken word recognition. Experiment 2 investigates how rapidly letter strings are mapped onto syllable-sized units in the process of learning to read.
To examine these questions we used a visual analog of the original Mehler et al. (1981) study. Participants were shown a visual target composed of two or three letters and were asked to state whether the target formed the initial part of a following word. Targets could be either CV or CVC letter strings and could either correspond or not correspond to the initial syllable of the target-bearing word. Applying the original Mehler et al. design also allowed for a partial control of confounds with measures of orthographic redundancy. This is because the critical boundary bigram in CV-type words became a preboundary bigram in CVC-type words since the two categories were matched for their first three letters. Thus, for the CV target-bearing word BA.LANCE, the critical boundary bigram in the compatible target (BA) condition is AL; in the matched CVC word BAL.CON, the same bigram (AL) is now situated before the critical boundary in the compatible target (BAL) condition.
In Experiment 1 we tested the visual syllable detection task with skilled adult readers of French. Other research has provided evidence for the rapid activation of phonological codes during the processing of printed words. For example, Ziegler and Jacobs (1995) and Ziegler, Van Orden, and Jacobs (1997) demonstrated that letter search accuracy in word and pseudoword stimuli is influenced by phonological variables. As shown in Ziegler et al. (1997) , when a target letter (e.g., I) is present in the real word counterpart of a pseudohomophone (e.g., BRANE), participants make more false positive errors than they do with the nonhomophone controls (e.g., BRONE). Likewise, when the target letter is present in the pseudohomophone stimulus but not in the real word counterpart (e.g., the Z in ROZE), participants make more false negative errors. This is clear evidence that a task that can be performed on the basis of a direct visual matching process is uncontrollably (i.e., automatically) influenced by phonology. If the phonological codes generated from a printed stimulus are syllabically structured, we would expect detection times for the visually presented syllables to be influenced by their compatibility with the initial syllable of the visually presented carrier words. This would be indicated by a significant interaction between the structure of the target string (CV or CVC) and the syllable structure of the target-bearing word (initial syllable CV or CVC).
In addition, phonological coding may not affect high and low frequency words to the same extent. For example, false positive errors to homophone stimuli in a semantic categorization task (e.g., ROWS categorized as FLOWER) mainly arise with stimuli of low printed frequency (Jared & Seidenberg, 1991) . The activation of whole-word representations (and via this to semantics) directly from letter representations may be too fast in high frequency words to allow for an influence of codes derived from sublexical phonological coding. Thus, we would predict an interaction between word frequency and the effects of syllable compatibility on target detection performance. More precisely, we would expect subjects predominantly to use orthographic representations in performing the task with high frequency words, contrary to their performance on low frequency words. Response times to high frequency words should depend on target length and should not be affected by the syllable compatibility of the target and test word. To summarize, we expected to observe a triple interaction between word frequency, target structure, and type of target-bearing word, which should reflect a significant two-way interaction between type of target and type of word with low frequency stimuli; this interaction should disappear with high frequency stimuli.
Finally, one of the novelties of the present study is that we used a speeded reaction time task with beginning readers. Hence, response time was the main dependent variable in our study rather than a more typical off-line measure such as percentage of errors. One advantage of having response time as the main dependent variable is that the interpretation of such data has already reached a high degree of sophistication in research with adults. This is essentially due to a consideration of how a particular task could be performed and how subjects could control the speed and accuracy of their responses in such conditions (see, e.g., Grainger & Jacobs, 1996) . More specifically, using response time as the dependent measure enabled us to consider how the different codes extracted from the stimulus vary in strength as processing evolves in time and how this eventually leads to response generation. We applied this general framework in interpreting both the adult and the child data of the present study.
EXPERIMENT 1: SKILLED ADULT READERS

Method
Participants. A total of 52 third-year psychology students at the University of Nice-Sophia Antipolis served as subjects. They received course credit for their participation. All were native speakers of French.
Materials and design. The stimuli included 40 target letter strings whose structure was either CV or CVC and 40 pairs of words that were matched as closely as possible on word frequency, syntactic class, number of letters and syllables and that had the same first three letters. The words in each pair differed in terms of the structure of the first syllable, which was either CV or CVC. For example, the words PAROI (CV word) and PARFUM (CVC word) have approximately the same word frequency and the same first three letters but have a different first syllable structure. The syllabic structure of the test words was checked by randomly presenting them with some monosyllabic French words, matched in length in letters, to a panel of 28 judges, all of whom were native speakers of French. The judges were asked, first, to write down if the word contained one or two or three syllables and, second, to indicate the syllabic structure of the word by segmentation. The words were presented in written form in a random order (the same random order was used for all subjects). They were asked to avoid orthographic criteria and were given some examples of monosyllabic and bisyllabic words during the instructions. The syllabic structure of the items was accepted as having at least two syllables if at least 70% of the judges gave this response. Two sets of polysyllabic words were used: a set of high frequency words and a set of low frequency words, the average frequencies of which were, respectively, 63 occurrences per million and 2 occurrences per million. Frequencies were estimated using the printed frequency count of the Trésor de la Langue Française (1971) . Both the high and low frequency words were between 5 and 7 letters long. For the high frequency words mean length was 6 (SD = 0.9), and for the low frequency words it was 6.1 (SD = 0.6). The first part of the test words was composed of letters with regular spelling-to-sound 
correspondences (see Appendix 1). Word frequency (high vs. low), target structure (CV vs. CVC targets), and word type (CV vs. CVC words) were the withinparticipant factors. As shown in Table 1 , the same word was associated with two different experimental conditions. Since a particular test word was only presented once to a given subject, two experimental lists were constructed. Each list was composed of 40 test sequences and 60 filler sequences (30 target/word sequences and 30 target/nonword sequences). The syllable structures of the target and filler words never corresponded. Among the 30 target/nonword sequences, 20 sequences had a syllable structure that was compatible, and 10 sequences had a structure that was not.
Procedure. The stimuli were presented in the center of an IBM-compatible computer monitor. After a fixation point had appeared for 300 ms, the target remained on the screen for 150 ms; this was replaced by the test word, which remained on the screen until the subject responded. The next sequence followed after a 700 ms delay. The targets were presented in upper-case letters and the test words were presented in lower-case letters to minimize the visual similarity in orthographically related sequences (as in sequences like PA or PAR in paroi or parfum). Stimulus presentation was randomized with a different order for each subject. The subjects were instructed to decide as quickly and as accurately as possible whether the target occurred at the beginning of the test word. They were told to press one button if the target and test word corresponded and another one if they did not. The "yes" response was given with their preferred hand. The experimental lists were preceded by a practice list of 10 different sequences.
Results
Mean response times for correct responses and percentages of errors are given in Figure 1 (broken down by word frequency). An analysis of variance (ANOVA) was performed on the data using subjects (F1) and items (F2) as random variables. All response times to correct responses were included in this analysis. The ANOVA revealed a significant effect of word frequency in the subject analysis, F1(1, 50) = 11.57, p < .0025, F2(1, 72) = 2.30, p > .10. Targets were detected more slowly in low frequency words (542 ms) than in high frequency words (521 ms). A marginally significant effect of target structure emerged, F1(1, 50) = 3.57, p = .06, F2(1, 72) = 2.49, p > .10, showing that two-letter targets tended to be detected more rapidly than three-letter targets. The effect of word type was not significant, F1 < 1, F2 < 1.
The critical result of Experiment 1 was the significant triple interaction of Word Type × Target Structure × Word Frequency, F1(1, 50) = 3.50, p < .06, F2(1, 72) = 4.58, p < .05. This triple interaction allowed us to analyze the data separately for the low and high frequency words.
For the low frequency words, the ANOVA revealed a significant interaction of target structure and word type, F1(1, 50) = 7.44, p < .01, F2(1, 36) = 5.17, p < .05. This interaction was due to the fact that detection times were significantly faster when the target corresponded to the first syllable of the targetbearing word than when it did not. This compatibility effect was observed with CV words, F1(1, 50) = 5.45, p < .05, F2(1, 18) = 4.61, p < .05, and marginally so with CVC words, F1(1, 50) = 2.79, p < .10, F2(1, 18) = 1.10. Detecting a CV target was significantly faster in a CV word than in a CVC word, F1(1, 50) = 4.99, p < .05, F2(1, 18) = 2.90, p > .10. A trend in the opposite direction was observed for CVC targets, F1(1, 50) = 3.01, p < .10, F2(1, 18) = 2.27, p > .10.
As can be seen in Figure 1 , for the high frequency words there was no interaction of target structure and word type, F1 < 1, F2 < 1. However, the detection times were significantly faster for two-letter targets than for three-letter targets,
In an ANOVA of the error data, no main or interaction effects approached statistical significance.
Discussion
As predicted, we observed a significant triple interaction between word frequency, target structure, and word type, which reflected the significant Target Structure × Word Type interaction found in the low frequency words; this interaction was not significant in the high frequency words. These results demonstrate that syllable detection times in visually presented words varied as a function of the target string's syllable status in the carrier word, but this occurred only in words with low print frequencies. The fact that word frequency interacted with the effects of syllable compatibility constrains the possible interpretations of this effect. We provide one interpretation based on a consideration of how the syllable detection task could be performed, given our current knowledge of the process of skilled word recognition.
In a visual analog of the syllable detection paradigm, participants have to match a code generated from the target stimulus with a code generated from the target-bearing word. The target code could be orthographic, specifying letter identities and their position (e.g., B+A+L), and/or phonological, specifying a given phonological syllable (e.g., /bal/). The code derived from the target-bearing word could be orthographic (e.g., B+A+L+C+O+N) and/or phonological (e.g., /bal/+/kon/). When two orthographic codes are available, a simple letterby-letter match is required for response generation. This produces a letter-length effect, with longer response times to three-letter than to two-letter targets. When two phonological codes are available, the matching process operates on the initial syllable. This produces a syllable compatibility effect. Both the orthographic and the phonological codes can be derived sublexically (i.e., from letter-level or syllable-level representations) or lexically (i.e., from whole-word orthographic or phonological representations). Current research in visual word perception suggests that whole-word codes are more rapidly available from high frequency words than from low frequency words (i.e., the word frequency effect) (see Monsell, 1991 , for a review), and that orthographic codes are derived more rapidly than phonological codes from a printed stimulus (e.g., Ferrand & Grainger, 1993) .
If we hypothesize that the matching process operates on the first available code generated from the target-bearing word, then response time would vary as a function of the time for the first available code to be read out and the complexity of the matching process (which is a function of target length in orthographic matching and syllable compatibility in phonological matching). The results of Experiment 1 suggest that, with high frequency words, it is generally the wholeword orthographic codes that win the race. This explains the target length effects and the absence of a syllable compatibility effect with these words. With low frequency words, the results suggest that syllabic structures are used to detect the presence of the target.
Given the evidence for syllable compatibility effects in adult readers observed in Experiment 1, we then tested for such effects in beginning readers. We noted before the relative lack of studies investigating syllabic effects using visual paradigms in French; this is even more exaggerated in the area of reading acquisition. Experiment 2 used the same visual syllable detection paradigm as Experiment 1 except that the subjects were beginning readers. The children were tested after six months and after one year of reading instruction, which included explicit training on grapheme-phoneme correspondences. Any effect of syllable compatibility would indicate that these children had learned to use syllablesized units in their processing of printed stimuli. Word frequency was also manipulated to examine the extent to which whole-word codes could be involved in early reading acquisition.
EXPERIMENT 2: BEGINNING READERS
Current evidence suggests that whole-word orthographic representations take longer to develop than the connections from letters to sounds and from sounds to meaning (see, e.g., Backman, Bruck, Hebert, & Seidenberg, 1984; Seidenberg, Waters, Barnes, & Tanenhaus, 1984) . It is argued that children first learn to recognize individual letters and to associate these with specific sounds of the language. Work by Duncan, Seymour, and Hill (1997) suggested that lettersound correspondences dominate the child's first attempts to use phonology with printed words, at least when the child is explicitly taught such correspondences. In line with this finding, Seymour and Duncan (1997) hypothesized a developmental progression in the type of units children use when learning to read, from the smallest possible association between letters and sounds (i.e., graphemes and phonemes) to larger and larger units. According to this analysis, at the earliest stages of reading acquisition and with appropriate training, children could use letter representations and their association with phoneme representations to perform the target detection task. This would predict an effect of target length accompanied by an absence of effects of syllable compatibility and of carrier word frequency. With more training, children should begin to show the effects of syllable compatibility. The children were tested twice (in February and June) in order to examine these hypotheses.
Method
Participants. A total of 40 children (mean age of 6;7 years) in the first grade of an urban elementary school participated in this experiment. All were native speakers of French, were middle class, and were attending their grade at the regular age. Prospective subjects had to have normal (or corrected-to-normal) vision and normal hearing. Children with a known or suspect history of brain or behavioral problems were excluded from the sample. These criteria were documented through questionnaires given to appropriate school officials. Except for four children who left the school after the first session, all of the subjects participated in two sessions, one in February and one in June (at the end of the first year of school). During the first session, the children were preselected and classified according to their reading level, as measured by a French reading test (Savigny, 1974) , which was a standardized measure of speed and accuracy of reading. The reading score was the number of words correctly read within a given time. The poor readers' performance was equal to that obtained by a reader at the beginning of the year: that is, they read less than five items of the test, which were mostly very simple CV syllables. The two groups were matched for performance using Raven's Progressive Matrices (1981); all had scores ranging from the 25th to 75th percentile. During the second session in June, the children were given the same reading test again to make sure the two groups still differed in reading level. The school for this study was selected after interviews with the teachers and informal observation of the classrooms. A mixed teaching method was used (Debayle, Touyarot, Giribone, & Vitali, 1990) . During the first month of schooling, learning was based on rote memorization of written words taken from sentences or texts. After the first month, graphemephoneme correspondences were systematically taught using words specifically selected for this purpose. This method provides an early emphasis on grapheme-phoneme decoding skills and minimizes the teaching of associations at the whole-word level.
Materials and design. As in Experiment 1, the sequences were composed of 40 targets whose structure was either CV or CVC and 40 pairs of words which matched as closely as possible on the number of letters and syllables and possessed the same first three letters but had a different syllable structure (CV or CVC). They were also matched as closely as possible on word frequency using the Dubois-Buyse scale 2 (Ters, Mayer, & Reichenbach, 1977) , the Listes Orthographiques de Base (Catach, 1984) , and the lists in the Français Fondamental (Gougenheim, Michea, Rivenç, & Sauvageot, 1964) . The first three letters of the test words had regular spelling-sound correspondences and were very familiar CV and CVC structures (see Appendix 2) . Half of the pairs were composed of frequent words, and the other half were composed of less frequent words according to the Dubois-Buyse scale. The frequent words corresponded to the first level of this scale, and the less frequent words corresponded mostly to the second and third levels. The frequencies of selected words were then compared to those obtained in the Listes Orthographiques and the Français Fondamental. The test words were between four and eight letters long and were mainly bisyllabic words (7 test words were trisyllabic). For the high frequency words, mean length was six (SD = 0.8), and for low frequency words, it was seven (SD = 1.3). As in Experiment 1, three factors -word frequency (frequent vs. infrequent), target structure (CV targets vs. CVC targets), and word type (CV words vs. CVC words) -were manipulated. Some 30 filler words were inserted in the experimental lists for the purpose of the detection task; these words ranged from three to eight letters in length. In these words the target never corresponded to the initial syllable of the test word (e.g., target: CLA; test word: SOURIS 'mouse').
Procedure. The subjects were run individually in 15-to 20-minute sessions. As in the earlier experiment, sequences were presented in the center of an IBM compatible computer monitor. A fixation point was presented during 1 s. After a 500 ms interval, the target was presented on the screen for 1 s before the test word appeared below. The target and test word, both in lower-case letters, remained on the screen until the subject responded. The task and procedure to give the response were identical to that used with the adults. The experimental session began with five practice trials. The order of presentation of stimuli was randomized.
Results
Mean detection times (in seconds) for correct target detection times observed in the first session of the experiment are presented in the upper panel of Figure 2 (the lower panel presents the results obtained in June independently of the reading ability level of children). Latencies longer than 8 s were excluded before analysis (2% of the data). An ANOVA was performed on the response time data and the percentage of errors, with subjects (F1) and items (F2) as random variables. The results are analyzed separately for February and June.
February. Neither word frequency nor reading ability produced significant main effects, nor did they interact with the other factors. The results are given collapsed across the two factors. The list factor was not significant and did not interact with any of the other factors. Target detection times were significantly faster for two-letter targets than for three-letter targets, F1(1, 38) = 6.43, p < .025, F2(1, 72) = 7.75, p < .01. The Target Structure × Word Type interaction failed to reach significance, F1(1, 38) = 2.46, p > .10, F2(1, 72) = 2.78, p < .10, showing that children were not sensitive to the compatibility of the target and the first part of the test word. Word frequency, target structure, and word type did not interact, F1 < 1, F2 < 1.
An ANOVA performed on the error data showed no significant main effects, but the interaction of target structure and word type did reach significance in the subject analysis, F1(1, 38) = 5.39, p < .025, F2(1, 72) = 2.12, p > .10. Planned comparisons showed that detecting a CV target in a CV word produced significantly less errors than it did in a CVC word, F1(1, 38) = 6.70, p < .025, F2(1, 36) = 4.33, p < .05. The compatibility effect was not significant for CVC targets, F1(1, 38) = 2.42, p > .10, F2 < 1.
June. The detection times obtained during a second test performed at the end of the first grade are presented in the lower panel of Figure 2 (results observed regardless of the children's reading level) and in Figure 3 with respect to reading ability. Again, word frequency was not represented because this did not lead to significant effects, F1(1, 32) = 2.06, p > .10, F2 < 1, nor to any significant interaction, all Fs < 1. When the group of children was considered as a whole, the only significant result to emerge from the analysis was the Word Type × Target Structure × Reading Level interaction, F1(1, 32) = 8.84, p < .01, F2(1, 144) = 4.09, p < .05. This enabled us to analyze the critical Word Type × Target Structure interaction for the good and poor readers separately.
When considering the reading level factor, in the case of poor readers the ANOVA revealed only a marginally significant effect of target structure, F1(1, 16) = 3.68, p = .07, F2 < 1. The Target Structure × Word Type interaction was not significant, F1(1, 16) = 2.11, p > .10, F2(1, 72) = 2.30, p > .10. However, an ANOVA on the good readers' detection times revealed a significant interaction between target structure and word type in the analysis by subjects, F1(1, 16) = 6.74, p < .025, F2(1, 72) = 1.89, p > .10. This interaction was due to the fact that, in CV words, CV targets were detected significantly faster than CVC targets, F1(1, 16) = 5.6, p < .05, F2(1, 36) = 2.23, p > .10. As can be seen in Figure  3 , a trend in the opposite direction was observed for CVC words, but this was not significant, F1(1, 16) = 1.54, p > .10, F2 < 1.
An ANOVA performed on the error data for the two groups of readers taken together showed a significant Word Type × Target Structure × Reading Level interaction in the subject analysis, F1(1, 32) = 5.15, p < .05, F2 < 1. However, when analyzed separately for the good and poor readers, the critical two-way interaction between word type and target structure was only observed in the subject analysis for the poor readers, F1(1, 16) = 7.17, p < .025, F2 < 1. For these readers, detecting a CV target in a CVC word produced significantly more errors than detecting a CVC target in the same word, F1(1, 16) = 4.245, p = .05, F2(1, 36) = 4.48, p < .05; no effect of compatibility was observed for CV words, Fs < 1.
Discussion
The response time data of this study indicate that, after six months of schooling, beginning readers were not syllabically recoding printed words. These readers were not sensitive to the syllable compatibility of the targets and the first part of test words or to the estimated frequency with which they had encountered these words in print (as also reported by Content & Leybaert, 1992; Leybaert & Content, 1995; Porpodas, Pantelis, & Hantziou, 1990; Sprenger-Charolles, 1992 , in oral reading tasks). Target detection times were only a function of the size of the target. Three-letter targets took longer to detect than two-letter targets, suggesting that the children applied a purely letter-by-letter analysis to perform the task. These readers therefore had already mastered orthographic knowledge in the form of letter identity and order information. As Frith (1985 Frith ( , 1986 Frith ( , 1990 pointed out, phonological mediation cannot be achieved unless the child masters letter order in words. In other words, the child has to master orthographic coding (letter identity and position) to be able to code letter strings phonologically. The children could be using these ordered letter identities to perform the target matching task, or they could be generating a string of phonemes and using these to perform the task. Both strategies would produce the observed target size effects. On a more general level, this length effect is taken to reflect a serial matching process similar to the mechanism producing the length effects obtained with high frequency words in adult readers. The only fundamental difference is that adults derive the letter information in a top-down manner from whole-word orthographic representations, whereas beginning readers derive the letter information in a purely bottom-up fashion. The present results do not allow us to specify whether the children actually performed the matching process with letter (i.e., orthographically) or phoneme units (i.e., phonologically). However, what is critical is that, after six months of schooling, there was no evidence for the use of syllable-sized units.
The results of the good readers tested in June show target detection times that are sensitive to the syllable compatibility between target and carrier word. The absence of a word frequency effect and the absence of an interaction between word frequency and syllable compatibility effects (an interaction observed in adult readers) suggests that, after one year of schooling, good readers had developed an efficient letter-sound-meaning route but had not yet developed an efficient whole-word orthographic route to meaning. While poor readers showed no syllable compatibility effect in the response time data, significant effects of compatibility did arise in the error data. However, this was partly due to a speed-accuracy trade-off: the lower error rate on CV targets in CV words compared to CVC words was accompanied by an increase in response time. The most conservative conclusion with respect to poor readers is that there is no strong evidence for syllable compatibility effects after one year of schooling.
The fact that the syllable compatibility effects observed in the performance of good readers tested in June were mostly carried by CV structures (see Figure  3) can be explained by the relative frequency of such structures compared to CVC structures in the French language. According to Delattre (1968) , almost 55% of all possible syllables in French have a CV structure, compared to 17% for CVC structures. Frequency of occurrence determines the strength of the corresponding representation in memory and subsequently the ease with which such a representation can be retrieved to perform a task such as syllable detection.
GENERAL DISCUSSION
Experiment 1 demonstrated that detection times for visually presented targets (e.g., GA) vary as a function of the target string's syllable status in the carrier word. Faster detection times were obtained when the target corresponded to the first syllable of the carrier word (e.g., GA.RAGE for the target GA) as opposed to when it did not (e.g., GAR.NIR). This result occurred only in words with low printed frequencies. High frequency words showed the effects of target length but not the effect of syllable compatibility. Two-letter targets were faster to detect than three-letter targets. In Experiment 2, syllable compatibility effects were present in beginning readers independently of the printed frequency of word stimuli, but this occurred only for good readers at the end of the first year of schooling. Thus, children who performed the best on standard reading tests were those who most successfully learned to associate letters with larger phono-logical structures such as syllables. Print-sound associations learned in the early phases of reading acquisition continue to influence the way adult readers process low frequency printed words. The absence of a syllable compatibility effect with high frequency words in Experiment 1 suggests that the spelling-sound-meaning route can be bypassed by a direct spelling-meaning route through extended reading experience. These initial conclusions are examined further in a discussion of a specific model of phonological coding in visual word recognition and how this model could have developed through reading acquisition.
Phonological coding and silent reading
The results obtained with the skilled adult readers provide yet another demonstration of the involvement of phonological codes in a task that a priori could be performed on the basis of visuo-orthographic codes alone. They provide an extension to the work of Ziegler and Jacobs (1995) , who demonstrated similar phonological influences in a letter search paradigm. For example, their participants made more false positive errors when asked to detect the letter I in BRANE (pseudohomophone of BRAIN) compared to BRANT. Similarly, more false negative errors were made when participants had to detect the letter I in a pseudohomophone (GAIM) whose sound-alike word (GAME) did not contain the target (Ziegler & Jacobs, 1995; Ziegler et al., 1997) . Our experiments, which used multiletter (CV or CVC) target strings, demonstrated that the time to detect such targets was sensitive to whether they corresponded to the initial syllable of the words in which they were embedded.
The fact that syllable compatibility interacted with word frequency in Experiment 1 allows us to rule out an "orthographic syllable" interpretation of these results. Orthographic syllables are hypothetical sublexical orthographic codes acting as an intermediate code between letter representations (or visual features) and whole-word orthographic representations (e.g., Taft, 1991) . This implies that syllable compatibility should always influence performance independently of word frequency, since all word representations are accessed via orthographic syllable representations. We can therefore reject an orthographic syllable account of the present results. Jacobs, Rey, Ziegler, and Grainger (1998) proposed an interactive activation model of phonological coding in silent word reading. This model postulated a specific architecture for connecting whole-word orthographic and phonological representations with sublexical orthographic units (letter representations) and sublexical phonological units (onset, nucleus, and coda representations). Here, we propose a modification of this architecture in order to account for the present results and to provide a link with related theoretical work on reading acquisition. The tentative architecture is shown in Figure 4 . The major modification with respect to the Jacobs et al. (1998) model is that we propose an intermediate level between letter representations and sublexical phonological representations, one which involves grapheme-to-phoneme connections. The basic idea is that spoken word recognition involves relatively large units (syllables and intrasyllabic structures such as onsets and rimes), whereas visual word recognition involves relatively small units (individual letters). We hypothesize that, when these associations are explicitly taught to children, one critical interface between letter representations and sublexical phonology operates at the level of graphemes and phonemes.
The part of Figure 4 in boldface indicates the structures that beginning readers have already developed through exposure to, and practice with, spoken language. Letter representations, developed through contact with printed words at home and in nursery school, are associated with preexisting phonological representations to allow access to meaning. At the same time, the child learns to associate letter sequences with meaning via the formation of whole-word orthographic representations (units that code the presence of a specific combination of letters). As reading practice increases, whole-word orthographic representations emerge as a function of the number of times a learner encounters specific words (i.e., printed word frequency). The formation of such representations then gives rise to the effects of printed frequency and the interaction between this variable and the effects of syllable compatibility observed in adult readers. The explicit teaching of grapheme-phoneme correspondences in the first year of formal reading instruction allows children to develop connections between letter representations and larger units of sounds such as onsets, rimes, and whole syllables. We therefore hypothesize that the syllable representations that cause the syllable compatibility effects observed in the present experiments are activated not directly by letter representations but indirectly via grapheme-to-phoneme associations. We acknowledge, however, that children could also learn to map letters directly onto phonological units larger than single phonemes (e.g., onset and rime units). This is clearly an important issue for future research. We now examine some of the possible factors that could influence the relative size of the units involved in subsyllabic spelling-to-sound translation.
Phonological coding and learning to read
One critical aspect of the present data is that it was the good readers who showed the clearest evidence of using syllable-sized units when performing the visual matching task. However, we do not know whether the appearance of syllable compatibility effects in the good readers was causally related to the particular teaching method used (the good readers being more sensitive to such instruction). We can only provide the more tentative conclusion that reading ability, as estimated by a standard reading test, is related to the children's ability to learn spelling-to-sound associations, which would allow them to contact syllable representations from print. This relation could be subtended by any number of variables that are correlated with performance in the reading test as well as performance in the target detection task. Phonological awareness is one such variable.
It is now generally agreed that phonological awareness determines the speed and efficiency of reading acquisition (Goswami & Bryant, 1990; Vellutino & Scanlon, 1987) . Deficits in phonological awareness have been identified as the critical factor in the severe word decoding problems displayed by reading disabled children (Bruck, 1990; Olson, Wise, Conners, & Rack, 1990; Siegel, 1988 Siegel, , 1989 . It is also generally agreed (Bentin, 1992; Goswami, 1986 Goswami, , 1993 Goswami & Bryant, 1990 ) that syllabic awareness emerges before phonemic awareness in young children. Furthermore, Alegria, Pignot, and Morais (1982) showed an influence of reading method on phonological awareness in first grade readers of French. When the teaching method emphasized grapheme-phoneme correspondences, the childrens' level of phonemic awareness was significantly higher compared to that of children taught predominantly with a whole-word method. On the other hand, the emergence of syllabic awareness appears to depend primarily on informal experience with language rather than on formal reading instruction (Morais, Content, Cary, Mehler, & Segui, 1989) . Thus, the good readers in the present study may have been more phonologically aware at the onset of reading tuition and therefore were better prepared to apply the grapheme-phoneme associations they were taught to establish a connection between letters and syllables.
Due to the specific teaching method used in the school of study, it seems likely that the children were using a grapheme-phoneme match to perform the task in February. Numerous studies have demonstrated that beginning readers in first grade will use the grapheme-phoneme associations that they have been taught to perform various tasks (in English: Backman et al., 1984; Coltheart & Leahy, 1996; Duncan et al., 1997; in Dutch: Bosman & de Groot, 1996) . Furthermore, longitudinal studies by Sprenger-Charolles (1994) and Sprenger-Charolles and Casalis (1995) demonstrated that French children were using grapheme-phoneme correspondences in February of their first year of reading instruction in schools that included a wide range of teaching methods (both whole-word and alphabetic).
However, a number of researchers in the field of reading acquisition have proposed that units larger than the phoneme (onset and rime units) are also used by beginning readers to link print to sound (see, e.g., Goswami, 1993; Goswami & Bryant, 1990; Goswami & Mead, 1992; Treiman, 1985 Treiman, , 1991 Treiman et al., 1995, for English; Sebastian-Galles & Parreno-Vacchiano, 1995, for Spanish) . A central claim of Goswami and Bryant's (1990) influential book is that rhyming skills are causally related to success in reading acquisition. Preschool children who perform well on tasks such as segmenting words into onset and rime and categorizing words that share the same rime also benefit most from reading instruction.
Some data has suggested that the type of reading instruction influences the relative use of different sized units during reading acquisition. Duncan et al. (1997) found that, after seven months of schooling with a mixed method of reading instruction, children's performance in reading aloud nonwords was not affected by whether the nonword shared a rime with a known word; their performance was also not influenced by their preschool level of rhyming skill. After ten months of schooling, the same children were asked to mark the spelling pattern in a written word that corresponded to a given sound. Onset, vowel, and coda units were identified more accurately than rime units. Furthermore, tested at the same period in a sound matching task (what is the common sound in two spoken words), these children performed better with single consonant onsets, vowels, and codas than with rimes. Treiman and Cassar (1997) found that beginning readers were sensitive to certain phonetic details, and that knowledge of the alphabet influenced the phonetic judgments of such readers (they judged letter names as containing fewer sounds compared to nonletter controls). Finally, Nation and Hulme (1997) found that phonemic segmentation is an excellent predictor of reading and spelling performance, even at the earliest stages of literacy development.
Work by Goswami et al. (1998) pointed to another factor that can influence the relative salience of different sized units in reading acquisition. Alphabetic languages differ in terms of the relative consistency of the spelling-sound correspondences at different levels or grain sizes. Children learning to read Spanish (a language with relatively consistent grapheme-phoneme correspondences) were shown to use such correspondences earlier than children learning to read French or English (languages with higher levels of consistency at the level of onsets and rimes). English children's nonword reading was shown to be more influenced by phonological rime overlap with a real word than was nonword reading by French children.
Thus, it seems likely that the salience of different types of unit in the process of learning to read may depend on the type of reading instruction and the relative consistency of the print-to-sound mapping at different grain sizes. Another possibility is that onset and rime units play a privileged role in the processing of monosyllabic words, whereas full syllables are more relevant for processing polysyllabic words. The results of the present experiment suggest such a privileged role for full syllables in the processing of French bisyllabic words but do not speak to the relative salience of different types of intrasyllabic unit. The syllabic effects obtained with good readers after the first year of instruction may be specific to French, a language where the syllable is likely to be a critical unit in the processing of speech. We hypothesize that French children arrive at the start of reading acquisition with a syllabically structured system for recognizing spoken words. Since the children tested in the present study were explicitly taught how to connect graphemes to phonemes, we suspect that they used this training to accomplish the mapping from letters-to-syllables. We do not exclude the possibility, however, that larger units were also implicitly involved in this process. Clearly, more cross-linguistic research is needed to examine the precise influence of the orthographic and phonological constraints imposed by different languages in the process of learning to read. The paradigm used in the present study should provide a useful tool for investigation in this area. Indeed, more research using speeded response paradigms and the theoretical frameworks that accompany them should be encouraged in reading acquisition research. 
APPENDIX 1
Low frequency words
