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Bilinear Decomposition and Divergence-Curl Estimates on Products
Related to Local Hardy Spaces and Their Dual Spaces
Yangyang Zhang, Dachun Yang ∗ and Wen Yuan
Abstract Let p ∈ (0, 1), α := 1/p − 1 and, for any τ ∈ [0,∞), Φp(τ) := τ/(1 + τ1−p). Let
Hp(Rn), hp(Rn) and Λnα(R
n) be, respectively, the Hardy space, the local Hardy space and the
inhomogeneous Lipschitz space on Rn. In this article, applying the inhomogeneous renor-
malization of wavelets, the authors establish a bilinear decomposition for multiplications of
elements in hp(Rn) [or Hp(Rn)] andΛnα(R
n), and prove that these bilinear decompositions are
sharp in some sense. As applications, the authors also obtain some estimates of the product of
elements in the local Hardy space hp(Rn) with p ∈ (0, 1] and its dual space, respectively, with
zero ⌊nα⌋-inhomogeneous curl and zero divergence, where ⌊nα⌋ denotes the largest integer
not greater than nα. Moreover, the authors find new structures of hΦp (Rn) and HΦp(Rn) by
showing that hΦp(Rn) = h1(Rn) + hp(Rn) and HΦp(Rn) = H1(Rn) + Hp(Rn) with equivalent
quasi-norms, and also prove that the dual spaces of both hΦp(Rn) and hp(Rn) coincide. These
results give a complete picture on the multiplication between the local Hardy space and its
dual space.
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1 Introduction
Motivated by developments in the geometric function theory and the nonlinear elasticity (see,
for instance, [1, 2, 45, 46]), Bonami et al. [10] initiated the study of the bilinear decomposition of
the product of Hardy spaces and their dual spaces, which plays key roles in improving the estimates
of many nonlinear quantities such as div-curl products, weak Jacobians (see, for instance, [8, 6,
21]) and commutators (see, for instance, [36, 41]). These works [8, 6, 21, 36, 41] inspire many
new ideas in various research areas of mathematics such as the compensated compactness theory
in the nonlinear partial differential equations and the study of the existence and the regularity for
solutions to partial differential equations where the uniform ellipticity is lost; see [10, 32, 34, 39,
47, 56] and their references.
The first significant result in this direction was made by Bonami et al. [10]. It was proved in
[10] the following linear decomposition:
H1(Rn) × BMO(Rn) ⊂ L1(Rn) + HΦw (Rn),(1.1)
where HΦw (R
n) denotes the weighted Orlicz Hardy space associated to the weight function w(x) :=
1/log(e + |x|) for any x ∈ Rn and to the Orlicz function
Φ(τ) := τ/log(e + τ), ∀ τ ∈ [0,∞).(1.2)
Precisely, for any given f ∈ H1(Rn), there exist two bounded linear operators S f : BMO (Rn) →
L1(Rn) and T f : BMO (R
n) → HΦw (Rn) such that, for any g ∈ BMO (Rn), f × g = S f g + T f g.
This result was essentially improved by Bonami et al. in [8], where they found two bounded
bilinear operators S and T such that the aforementioned decomposition (1.1) still holds true.
Precisely, via the wavelet multiresolution analysis, Bonami et al. [8] proved the following bilinear
decomposition:
H1(Rn) × BMO(Rn) ⊂ L1(Rn) + Hlog(Rn),(1.3)
where Hlog(Rn) denotes the Musielak–Orlicz Hardy space related to the Musielak–Orlicz function
θ(x, τ) :=
τ
log(e + |x|) + log(e + τ) , ∀ x ∈ R
n, ∀ τ ∈ [0,∞)(1.4)
(see [37]), which is smaller than HΦw (R
n) in (1.1). By proving that the dual space of Hlog(Rn)
is the generalized BMO space BMOlog(Rn) introduced by Nakai and Yabuta [50], which also
characterizes the set of multipliers of BMO (Rn) (see also the recent survey [48] on this subject
of Nakai), Bonami et al. in [8] deduced that Hlog(Rn) in (1.3) is sharp in some sense. Moreover,
Bonami et al. in [7] proved that every atom of Hlog(Rn) can be written as a finite linear combination
of product distributions in the space H1(Rn) × BMO (Rn) and, in dimension one, Bonami and Ky
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in [9] proved that Hlog(R) is indeed the smallest space satisfying (1.3). Recently, in [4, 11],
a bilinear decomposition theorem for multiplications of elements in Hp(Rn) and its dual space
Cα(R
n) was established when p ∈ (0, 1) and α := 1/p − 1, and the sharpness of this bilinear
decomposition was also obtained therein. The div-curl lemma is a prominent tool in the study
of nonlinear partial differential equations via the method of compensated compactness (see, for
instance, [47, 56]), which has been investigated in [4, 6, 8, 21]. When p ∈ (1,∞), with the Hardy
space H1(Rn) as the target space, some estimates of the div-curl product of functions in Lp(Rn)
and Lp
′
(Rn) were established in [21], where 1/p+1/p′ = 1. Using the local Hardy space h1(Rn) as
the target space, Dafni in [22] obtained some nonhomogeneous estimates of div-curl products of
functions in Lp(Rn) and Lp
′
(Rn) with p ∈ (1,∞), which was further developed, and applied to the
divergence-curl decomposition of the corresponding Hardy space on Rn or its domains in Chang
et al. [16, 17, 18, 19]. When p ∈ (0, 1], as an application of the obtained bilinear decomposition,
in [4, 6, 8], some estimates of the div-curl products of elements in the Hardy space Hp(Rn) and
its dual space were also established. As for the local Hardy space, Cao et al. [15] established an
estimate of div-curl products of functions in the local Hardy space h1(Rn) and bmo (Rn), and no
other estimates of div-curl products of elements in the local Hardy space hp(Rn) with p ∈ (0, 1)
and its dual space are known so far.
On the other hand, for the local Hardy space, Bonami et al. [5] established some linear decom-
position of the product of the local Hardy space and its dual space. Let p ∈ (0, 1) and α := 1/p−1.
Precisely, it was proved in [5] the following linear decomposition:
hp(Rn) × Λnα(Rn) ⊂ L1(Rn) + hp(Rn),
where hp(Rn) denotes the local Hardy space introduced by Goldberg [29] and Λnα(R
n) the inho-
mogeneous Lipschitz space. Moreover, Bonami et al. [5] introduced the local Hardy-type space
hΦ∗ (Rn), where Φ is as in (1.2), and, using hΦ∗ (Rn) as the target space, Bonami et al. proved the
following linear decomposition:
h1(Rn) × bmo (Rn) ⊂ L1(Rn) + hΦ∗ (Rn).
Recently, Cao et al. [15] obtained the bilinear decomposition of product distributions in the local
Hardy space hp(Rn) and its dual space for p ∈ ( n
n+1
, 1]. Precisely, Cao et al. [15] proved that
h1(Rn) × bmo (Rn) ⊂ L1(Rn) + hΦ∗ (Rn),(1.5)
h1(Rn) × bmo (Rn) ⊂ L1(Rn) + hlog(Rn)(1.6)
and, for any p ∈ ( n
n+1
, 1) and α := 1/p − 1,
hp(Rn) × Λnα(Rn) ⊂ L1(Rn) + hp(Rn),(1.7)
where hlog(Rn) (see [60]) denotes the local Hardy space of Musielak–Orlicz type associated to the
Musielak–Orlicz function θ as in (1.4). Cao et al. [15] also established an estimate in hΦ∗ (Rn) of
div-curl products of functions in h1(Rn) and bmo (Rn), however, there exists a gap in the proof of
this div-curl estimate in [15] because, in this proof, Cao et al. used the boundedness on h1(Rn)
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of the Riesz transforms, which is not true. The sharpness of the bilinear decompositions (1.5)
and (1.6) was recently obtained in [64] by proving that (1.5) is sharp, while (1.6) is not sharp.
Moreover, there exists a gap in the proof of the bilinear decomposition (1.7) in [15, Theorem
1.1(i)] and hence (1.7) is questionable. Thus, it is a quite natural question to find a suitable local
Hardy-type space which can give a sharp bilinear decomposition of the product of the local Hardy
space hp(Rn) and its dual space for any given p ∈ (0, 1), and to establish some estimates of the
div-curl product of elements in the local Hardy space hp(Rn) with p ∈ (0, 1] and its dual space.
Since the Riesz transforms are not bounded on hp(Rn) with p ∈ (0, 1], the approach used in [8, 4]
to obtain these estimates of div-curl products of elements in Hp(Rn) and its dual space is no longer
feasible for hp(Rn) and its dual space. In this article, a main motivation for us to establish bilinear
decompositions of product spaces hp(Rn) × Λnα(Rn), Hp(Rn) × Λnα(Rn) and H1(Rn) × bmo (Rn)
is to overcome this obstacle.
Let p ∈ (0, 1) and α := 1/p−1. In this article, we consider the local Orlicz Hardy space hΦp(Rn)
and the Orlicz Hardy space HΦp(Rn) associated with the Orlicz function
Φp(τ) := τ/(1 + τ
1−p), ∀ τ ∈ [0,∞).(1.8)
One of the main targets of this article is to establish the bilinear decompositions hp(Rn)×Λnα(Rn) ⊂
L1(Rn)+hΦp (Rn) (see Theorem 4.13 below), Hp(Rn)×Λnα(Rn) ⊂ L1(Rn)+HΦp (Rn) (see Theorem
4.31 below) and H1(Rn)× bmo (Rn) ⊂ L1(Rn)+HΦ∗ (Rn) (see Theorem 4.41 below) and, moreover,
to prove that these bilinear decompositions are sharp in some sense [see Remarks 4.15, 4.32(iii)
and 4.42(iii) below]. Borrowing some ideas from [4, 8], the main strategy for us to establish these
bilinear decompositions is based on a technique of the renormalization of products of functions
(or distributions) via wavelets introduced by Coifman et al. [20, 24], which enables us to write the
considered product into a sum of four bilinear operators. However, since the approach to define
these four bilinear operators used in [4] is no longer feasible for the local Hardy space hp(Rn),
we employ a modified and hence different method to introduce four different bilinear operators to
overcome this obstacle [see (4.9) through (4.12) below]. Then the problem can be reduced to the
study of each bilinear operator Πi( f , g) for any i ∈ {1, 2, 3, 4}. The main difficulty is to deal with
Π2. We do this by borrowing some ideas from [26] and [4], and, therefore, reducing the estimation
of the bilinear operator Π2(a, g) to that of aP
s
B
g, where a denotes a (local) (p, 2, d)-atom with
integer d ≥ 2⌊nα⌋, and Ps
B
g the minimizing polynomial of g on the ball B with degree ≤ s. Here
and thereafter, the symbol ⌊β⌋ for any β ∈ R denotes the largest integer not greater than β. As
Ps
B
g is a polynomial, the term aPs
B
g can still enjoy the high order vanishing moment condition
by requiring the wavelets ψλ
I
to have the sufficiently high order vanishing moment condition (see
Proposition 2.15, 4.24 and 4.37 below).
Recall that, in [4], the following bilinear decomposition was proved: for any given p ∈ (0, 1),
Hp(Rn) × Cα(Rn) ⊂ L1(Rn) + Hφp(Rn),
where Cα(R
n) denotes the Campanato space on Rn and Hφp(Rn) the Musielak–Orlicz Hardy space
associated with the Musielak–Orlicz function φp defined by setting, for any x ∈ Rn and t ∈ [0, ∞),
φp(x, t) :=

t
1 + [t(1 + |x|)n]1−p when n(1/p − 1) < N,
t
1 + [t(1 + |x|)n]1−p[log(e + |x|)]p when n(1/p − 1) ∈ N.
(1.9)
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Compared with the results in [4, 15], the Orlicz functions Φp and Φ in the target spaces h
Φp(Rn),
HΦp(Rn) and HΦ∗ (Rn) with p ∈ (0, 1) of the bilinear decompositions obtained in this article look
much simpler than the corresponding φp appearing in H
φp(Rn) of [4], or θ appearing in Hlog(Rn) of
[15]. This is because the function in Λnα(R
n) is bounded but the function in Cα(R
n) and bmo (Rn)
is not necessarily bounded. This reveals the essential difference existing between the homogeneous
(or called the global) Hardy space and its dual space, as well as between the inhomogeneous (or
called the local) Hardy space and its dual space.
Another contribution of this article is to characterize the pointwise multiplier on the inhomo-
geneous Lipschitz space Λnα(R
n), with α ∈ (0,∞), by means of the dual space of hΦp(Rn) (see
Theorem 3.1 below) and the dual space of HΦp(Rn) [see Theorem 4.31(ii) below]. Recall that
the pointwise multiplier on BMO(Rn) was characterized by Nakai and Yabuta [50] (see also
the recent survey [48] of Nakai). We mention here that the class of pointwise multiplies of
Λnα(R
n) for any α ∈ (0,∞) was already characterized (see, for instance, [57, (2.115)]), which,
however, is not connected with the dual space of hΦp(Rn) or the dual space of HΦp(Rn). The
obtained pointwise multiplier conclusions on Λnα(R
n) in this article imply that the correspond-
ing bilinear decomposition obtained in this article is sharp in some sense [see Remarks 4.15 and
4.32(iii) below]. As an application of the target space hΦp(Rn) obtained in the bilinear decom-
position, applying the bilinear decomposition Hp(Rn) × Λnα(Rn) ⊂ L1(Rn) + HΦp(Rn) (see The-
orem 4.31 below), we obtain, in Theorem 6.7 below, some estimates of products of elements
in the local Hardy space hp(Rn) with p ∈ (0, 1) and its dual space, respectively, with zero ⌊nα⌋-
inhomogeneous curl (see Definition 6.4 below) and zero divergence. Observe that the notion of the
zero ⌊nα⌋-inhomogeneous curl, which is introduced in this article, perfectly matches the locality
(also called the inhomogeneity) of both the local Hardy space hp(Rn) and its dual space Λnα(R
n).
Using the atomic characterization of the local Hardy space h1(Rn) and the bilinear decomposition
H1(Rn) × bmo (Rn) ⊂ L1(Rn) + HΦ∗ (Rn) (see Theorem 4.41 below), we seal the gap appeared
in [15] of the estimate in hΦ∗ (Rn) of div-curl products of functions in h1(Rn) and bmo (Rn), and
obtain the same estimate under a weaker assumption on the curl (see Theorem 6.10 below). In
addition, we find new structures of hΦp(Rn) and HΦp(Rn) by showing that, for any p ∈ (0, 1),
hΦp(Rn) = h1(Rn) + hp(Rn) and HΦp(Rn) = H1(Rn) + Hp(Rn) with equivalent quasi-norms (see
Theorems 5.5 and 5.8 below). We also prove that the dual space of hΦp(Rn) coincides with the dual
space of hp(Rn) (see Corollary 5.6 below). The relationships hΦp(Rn) $ hφp(Rn) is also clarified
(see Theorem 5.11 below). These results, together with the results in [15, 64], give a complete
story on the bilinear decomposition of the multiplication between the local Hardy space and its
dual space.
To be precise, this article is organized as follows.
In Section 2, we first recall some notions concerning the local Hardy space hp(Rn), the local
Orlicz Hardy space hΦp(Rn) and their dual spaces with p ∈ (0, 1), where Φp is as in (1.8). Then
we prove that aPs
B
g, with a being a local (p, 2, d)-atom, s := ⌊n(1/p − 1)⌋ and integer d ≥ 2s,
is an element of hΦp(Rn) (see Proposition 2.15 below), which plays a key role in the proof of the
bilinear decomposition of products of elements in the local Hardy space and its dual space (see
Theorem 4.13 below).
In Section 3, we characterize the pointwise multipliers of Λnα(R
n) for any α ∈ (0,∞) (see
Theorem 3.1 below). As a consequence of Theorem 3.1, we show that elements in S(Rn) belong
to the class of pointwise multipliers of Λnα(R
n), which guarantees that the product space hp(Rn)×
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Λnα(R
n) is well defined.
In Section 4, we first recall some basic notions of the multiresolution analysis and the renor-
malization of the products in L2(Rn) × L2(Rn) from [20, 24]. Based on the boundedness results
of the aforementioned four bilinear operators {Πi}4i=1 [see (4.9) through (4.12) below], we estab-
lish a bilinear decomposition for multiplications of elements in hp(Rn) and its dual space Λnα(R
n)
(see Theorem 4.13 below). We also establish the bilinear decompositions of the product space
Hp(Rn) × Λnα(Rn) and the product space H1(Rn) × bmo (Rn), where α := 1/p − 1, which are
later used in this article to achieve some estimates of div-curl products of elements in hp(Rn) with
p ∈ (0, 1] and its dual space (see Theorems 6.7 and 6.10 below). Moreover, we show that these
bilinear decompositions are sharp in some sense [see Remarks 4.15, 4.32(iii) and 4.42(iii) below].
In Section 5, we find new structures of the spaces hΦp(Rn) and HΦp(Rn) by showing that, for
any p ∈ (0, 1), hΦp(Rn) = h1(Rn)+hp(Rn) and HΦp(Rn) = H1(Rn)+Hp(Rn) with equivalent quasi-
norms (see Theorems 5.5 and 5.8 below). Then we prove that the dual space of hΦp(Rn) coincides
with the dual space of hp(Rn) (see Corollary 5.6 below). The relationships hΦp(Rn) $ hφp(Rn) is
also clarified in this section (see Theorem 5.11 below).
In Section 6, to match the inhomogeneity of the local Hardy space and its dual space, we first
introduce the notion of the zero α-inhomogeneous curl with α ∈ Z+ (see Definition 6.4 below).
Applying the target space hΦp(Rn) and the bilinear decomposition Hp(Rn) × Λnα(Rn) ⊂ L1(Rn) +
HΦp(Rn) (see Theorem 4.31 below), we obtain an estimate of div-curl products of elements in
the local Hardy space hp(Rn) with p ∈ (0, 1) and its dual space (see Theorem 6.7 below). Using
the atomic characterization of the local Hardy space h1(Rn) and a bilinear decomposition of the
product space H1(Rn)× bmo (Rn), in Theorem 6.10 below, we seal the gap existed in the estimation
related to hΦ∗ (R
n) of div-curl products of functions in h1(Rn) and bmo (Rn) in [15] with a weaker
assumption on the curl.
Finally, we make some conventions on notation. For any x ∈ Rn and r ∈ (0,∞), let B(x, r) :=
{y ∈ Rn : |x − y| < r}. For any r ∈ (0,∞), f ∈ L1
loc
(Rn) and x ∈ Rn, let
−
∫
B(x, r)
f (y) dy :=
1
|B(x, r)|
∫
B(x,r)
f (y) dy,
here and thereafter, L1
loc
(Rn) denotes the set of all locally integrable functions on Rn. For any
set E, we use 1E to denote its characteristic function. We also use ~0n to denote the origin of R
n.
Let S(Rn) denote the collection of all Schwartz functions on Rn, equipped with the classical well-
known topology determined by a sequence of norms, and S′(Rn) its topological dual, namely,
the set of all bounded linear functionals on S(Rn) equipped with the weak-∗ topology. Let N :=
{1, 2, ...} and Z+ := N
⋃{0}. Throughout this article, all cubes have their edges parallel to the
coordinate axes. We always denote by Q for a cube of Rn, which is not necessary to be closed
or open, by xQ its center and by ℓ(Q) its side length. For any cube Q := Q(xQ, ℓ(Q)) ∈ Q,
with xQ ∈ Rn and ℓ(Q) ∈ (0,∞), and α ∈ (0,∞), let αQ := Q(xQ, αℓ(Q)). For any ϕ ∈ S(Rn)
and t ∈ (0,∞), let ϕt(·) := t−nϕ(t−1·). For any s ∈ R, we denote by ⌊s⌋ the largest integer not
greater than s. We always use C to denote a positive constant, which is independent of main
parameters, but it may vary from line to line. Moreover, we use C(γ, β, ...) to denote a positive
constant depending on the indicated parameters γ, β, . . .. If, for any real functions f and g, f ≤
Cg, we then write f . g and, if f . g . f , we then write f ∼ g. For any α := (α1, . . . , αn) ∈ Zn+
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and x := (x1, . . . , xn) ∈ Rn, define |α| := α1 + · · · + αn, ∂α := ∂α1x1 · · · ∂αnxn with ∂x j := ∂∂x j for any
j ∈ {1, . . . , n}, and xα := xα1
1
· · · xαnn .
2 Local Hardy-type spaces and their dual spaces
In this section, we present some notions and basic properties on the local Hardy space hp(Rn),
the inhomogeneous Lipschitz space Λnα(R
n), the local Orlicz Hardy space hΦp(Rn) and its dual
space LΦp
loc
(Rn). The dual results of these function spaces come from [29, 60].
Definition 2.1. (i) Let ϕ ∈ S(Rn) and f ∈ S′(Rn). The local radial maximal function m( f , ϕ)
of f associated to ϕ is defined by setting, for any x ∈ Rn,
m( f , ϕ)(x) := sup
s∈(0,1)
| f ∗ ϕs(x)|,
where, for any s ∈ (0,∞) and x ∈ Rn, ϕs(x) := s−nϕ(x/s).
(ii) Let p ∈ (0,∞). Then the local Hardy space hp(Rn) is defined by setting
hp(Rn) :=
{
f ∈ S′(Rn) : ‖ f ‖hp(Rn) := ‖m( f , ϕ)‖Lp(Rn) < ∞
}
,
where ϕ ∈ S(Rn) satisfies
∫
Rn
ϕ(x) dx , 0.
We refer the reader to [29] for more properties on hp(Rn). The dual space of hp(Rn) turns out to
be the local Campanato space which was first introduced by Campanato in [12, 13]. Recall that,
for any d ∈ Z+, the symbol Pd(Rn) denotes the set of all polynomials with order at most d. In
what follows, for any g ∈ L1
loc
(Rn) and ball B ⊂ Rn, we always use Pd
B
g to denote the minimizing
polynomial of g on the ball B with degree not greater than d, which means Pd
B
g is the unique
polynomial P ∈ Pd(Rn) such that, for any polynomial R ∈ Pd(Rn),
∫
B
[g(x) − P(x)]R(x) dx = 0
(see [49, Definition 6.1]). It is well known that, if f is locally integrable, then Pd
B
f uniquely exists
(see, for instance, [54]).
Definition 2.2. Let α ∈ [0,∞), r ∈ [1,∞) and d ∈ Z+ satisfy d ≥ ⌊nα⌋. The local Campanato
space Lα,r,d
loc
(Rn) is defined to be the set of all locally integrable functions g such that
‖g‖Lα,r,d
loc
(Rn)
:= sup
ball B⊂Rn,|B|<1
1
|B|α
[
−
∫
B
|g(x) − PdBg(x)|r dx
] 1
r
+ sup
ball B⊂Rn,|B|≥1
1
|B|α
[
−
∫
B
|g(x)|r dx
] 1
r
< ∞,
where Pd
B
g for any ball B ⊂ Rn denotes the minimizing polynomial of g on B with degree not
greater than d.
When d := ⌊nα⌋ and r := 1, we denote Lα,r,d
loc
(Rn) simply by Lα
loc
(Rn).
8 Yangyang Zhang, Dachun Yang andWen Yuan
Also, let α ∈ [0,∞), r ∈ [1,∞) and d ∈ Z+ satisfy d ≥ ⌊nα⌋. An equivalent norm of the local
Campanato space is as follows (see, for instance, [28, p. 292]): For any g ∈ Lα,r,d
loc
(Rn),
‖g‖Lα,r,d
loc
(Rn)
∼ sup
ball B⊂Rn,|B|<1
inf
P∈Pd(Rn)
1
|B|α
{
−
∫
B
|g(x) − P(x)|r dx
} 1
r
(2.1)
+ sup
ball B⊂Rn,|B|≥1
1
|B|α
[
−
∫
B
|g(x)|r dx
] 1
r
,
where the positive equivalence constants are independent of g.
We give several remarks on the relations between local Campanato spaces and some other
related function spaces.
Remark 2.3. (i) The space L0,1,0
loc
(Rn) is just the space bmo (Rn) in [29], where the space
bmo (Rn) is defined to be the set of all measurable functions f such that
‖ f ‖ bmo (Rn) := sup
ball B⊂Rn,|B|<1
1
|B|
∫
B
| f (x) − fB| dx + sup
ball B⊂Rn,|B|≥1
1
|B|
∫
B
| f (x)| dx < ∞
with fB :=
1
|B|
∫
B
f (x) dx.
(ii) When p ∈ (0, 1], α := 1/p − 1 and d ∈ Z+ satisfies d ≥ ⌊nα⌋, from [29, Theorem 5] (see
also [61, Theorem 7.5]), we deduce that
(hp(Rn))∗ = Lα,r,d
loc
(Rn).
Next, we recall the notion of inhomogeneous Lipschitz spaces (see for instance [31, Definition
1.4.2]). For any h ∈ Rn, we define the difference operator Dh by setting, for any function f :
Rn → C and x ∈ Rn,
Dh( f )(x) := f (x + h) − f (x).
In general, for any k ∈ N, the (k + 1)-order difference operator Dk+1
h
is defined by setting, for any
continuous function f ,
Dk+1h ( f ) := D
k
h(Dh( f )).
Definition 2.4. Let α ∈ (0,∞). Then the inhomogeneous Lipschitz space Λα(Rn) is defined to be
the set of all measurable functions f such that there exists a continuous function g satisfying that
f = g almost everywhere and
‖ f ‖Λα(Rn) := ‖ f ‖L∞(Rn) + sup
x∈Rn
sup
h∈Rn\{ ~0n}
|D⌊α⌋+1
h
(g)(x)|
|h|α < ∞.
The following identification of local Campanato spaces and inhomogeneous Lipschitz spaces
can be found in [29, Theorem 5] or [12, 13].
Lemma 2.5. Let α ∈ (0,∞) and r ∈ [1,∞). Then f ∈ Λnα(Rn) if and only if f ∈ Lα,r,⌊nα⌋loc (Rn).
Moreover,
‖ f ‖Λnα(Rn) ∼ ‖ f ‖Lα,r,⌊nα⌋
loc
(Rn)
with the positive equivalence constants independent of f .
Products Related to Local Hardy Spaces and Their Dual Spaces 9
Now we recall the notions of both Orlicz functions and Orlicz spaces (see, for instance, [51]).
Definition 2.6. A function Φ : [0,∞) → [0,∞) is called anOrlicz function if it is non-decreasing
and satisfies Φ(0) = 0, Φ(τ) > 0 whenever τ ∈ (0,∞) and limτ→∞Φ(τ) = ∞.
An Orlicz function Φ is said to be of lower (resp., upper) type p with p ∈ (−∞,∞) if there
exists a positive constant C(p), depending on p, such that, for any τ ∈ [0,∞) and s ∈ (0, 1) [resp.,
s ∈ [1,∞)],
Φ(sτ) ≤ C(p)spΦ(τ).
A function Φ : [0,∞) → [0,∞) is said to be of positive lower (resp., upper) type p if it is of
lower (resp., upper) type p for some p ∈ (0,∞).
Definition 2.7. Let Φ be an Orlicz function with positive lower type p−
Φ
and positive upper type
p+
Φ
. The Orlicz space LΦ(Rn) is defined to be the set of all measurable functions f such that
‖ f ‖LΦ(Rn) := inf
{
λ ∈ (0,∞) :
∫
Rn
Φ
( | f (x)|
λ
)
dx ≤ 1
}
< ∞.
Now we recall the notions of local Orlicz Hardy spaces and local Orlicz Campanato spaces
(see, for instance, [61, 60]).
Definition 2.8. Let Φ be an Orlicz function with positive lower type p−
Φ
and positive upper type
p+
Φ
∈ (0, 1]. The local Orlicz Hardy space hΦ(Rn) is defined to be the set of all f ∈ S′(Rn) such
that ‖ f ‖hΦ(Rn) := ‖m( f , ϕ)‖LΦ(Rn) < ∞, where ϕ ∈ S(Rn) satisfies
∫
Rn
ϕ(x) dx , 0 and m( f , ϕ) is as
in Definition 2.1(i).
Definition 2.9. Let d ∈ Z+ and Φ be an Orlicz function with positive lower type p−Φ and positive
upper type p+
Φ
∈ (0, 1]. The local Orlicz Campanato space LΦ,1,d
loc
(Rn) is defined to be the set of
all locally integrable functions g on Rn such that
‖g‖LΦ,1,d
loc
(Rn)
: = sup
ball B⊂Rn,|B|<1
1
‖1B‖LΦ(Rn)
∫
B
|g(x) − PdBg(x)| dx
+ sup
ball B⊂Rn,|B|≥1
1
‖1B‖LΦ(Rn)
∫
B
|g(x)| dx < ∞,
where Pd
B
g for any ball B ⊂ Rn denotes the minimizing polynomial of g on B with degree not
greater than d.
When d = ⌊n(1/p−
Φ
− 1)⌋, we denote LΦ,1,d
loc
(Rn) simply by LΦ
loc
(Rn).
The following duality result is just [60, Theorem 7.5].
Lemma 2.10. Let Φ be an Orlicz function with positive lower type p−
Φ
and positive upper type
p+
Φ
∈ (0, 1]. Let d ∈ Z+ be such that d ≥ ⌊n( 1p−
Φ
− 1)⌋. Then (hΦ(Rn))∗ = LΦ,1,d
loc
(Rn).
Lemma 2.11. Let p ∈ (0, 1) and Φp be as in (1.8).
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(i) For any f ∈ LΦp(Rn),
(2.2) ‖ f ‖LΦp (Rn) ≤ min
{
‖ f ‖L1(Rn), ‖ f ‖Lp(Rn)
}
and, for any ball B ⊂ Rn,
‖1B‖LΦp (Rn) ∼ min
{
‖1B‖L1(Rn), ‖1B‖Lp(Rn)
}
with positive equivalence constants independent of B.
Moreover, h1(Rn) ⊂ hΦp(Rn), hp(Rn) ⊂ hΦp(Rn) and, for any f ∈ h1(Rn) ∪ hp(Rn),
‖ f ‖hΦp (Rn) ≤ min
{
‖ f ‖h1(Rn), ‖ f ‖hp(Rn)
}
.
(ii) For any τ ∈ [0,∞),
Φp(sτ) ≤

spΦp(τ) when s ∈ (0, 1),
sΦp(τ) when s ∈ [1,∞)
and, for any {t j} j∈N ⊂ [0, ∞),
Φp
∑
j∈N
t j
 ≤∑
i∈N
Φp(ti).(2.3)
Proof. Let p ∈ (0, 1). We first prove (i). Observe that, for any τ ∈ [0,∞),
Φp(τ) =
τ
1 + τ1−p
≤ τ and Φp(τ) =
τp
1 + τp−1
≤ τp.
From this and Definition 2.7, we deduce that, for any f ∈ h1(Rn) ∪ hp(Rn),
‖ f ‖LΦp (Rn) ≤ min
{
‖ f ‖L1(Rn), ‖ f ‖Lp(Rn)
}
.
This finishes the proof of (2.2).
On the other hand, it is easy to see that, for any τ ∈ (0, 1),
τ/2 ≤ τ
1 + τ1−p
= Φp(τ)
and, for any τ ∈ [1,∞),
τp/2 ≤ τ
p
1 + τp−1
= Φp(τ),
which, combined with Definition 2.7 and (2.2), implies that
min
{
‖1B‖L1(Rn), ‖1B‖Lp(Rn)
}
∼ ‖1B‖LΦp (Rn).
From (2.2), Definitions 2.8 and 2.1(ii), it easily follows that h1(Rn) ⊂ hΦp(Rn) and hp(Rn) ⊂
hΦp(Rn). Moreover, for any f ∈ h1(Rn) ∪ hp(Rn)
‖ f ‖hΦp (Rn) ≤ min
{
‖ f ‖h1(Rn), ‖ f ‖hp(Rn)
}
,
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which completes the proof of (i).
Now we prove (ii). By the definition of Φp, we easily conclude that, for any τ ∈ [0,∞),
Φp(sτ) =

(sτ)p
1 + (sτ)p−1
≤ spΦp(τ) when s ∈ (0, 1),
sτ
1 + (sτ)1−p
≤ sΦp(τ) when s ∈ [1,∞).
From this, we deduce that, for any sequence {t j} j∈N ⊂ [0, ∞),
Φp
∑
j∈N
t j
 =∑
i∈N
 ti∑
j∈N t j
Φp
∑
j∈N
t j

 ≤∑
i∈N
Φp(ti).
Thus, (ii) holds true. This finishes the proof Lemma 2.11. 
Remark 2.12. Let p ∈ (0, 1) and d ∈ Z+ be such that d ≥ ⌊n(1/p − 1)⌋. Then Φp in (1.8) is
an Orlicz function with positive upper type p+
Φ
= 1 and positive lower type p−
Φ
= p. From this,
Definitions 2.8 and 2.9, it follows that the local Orlicz Hardy space hΦp(Rn) and the local Orlicz
Campanato space LΦp,1,d
loc
(Rn) are well defined. Moreover, by Lemma 2.10, we know that the dual
space of hΦp(Rn) is LΦp,1,d
loc
(Rn).
Now we recall the notion of local atoms (see, for instance, [29, 55]).
Definition 2.13. Let p ∈ (0, 1), r ∈ (1,∞] and d ∈ Z+. Then a measurable function a on Rn is
called a local (p, r, d)-atom if there exists a ball B ⊂ Rn such that
(i) supp a := {x ∈ Rn : a(x) , 0} ⊂ B;
(ii) ‖a‖Lr(Rn) ≤ |B|1/r−1/p;
(iii) if |B| < 1, then
∫
Rn
a(x)xα dx = 0 for any α := (α1, . . . , αn) ∈ Zn+ with |α| ≤ d, here and
thereafter, for any x := (x1, . . . , xn) ∈ Rn, xα := xα11 · · · xαnn .
The following lemma is just [42, p. 54, Lemma 4.1] (see also [54, p. 83]).
Lemma 2.14. Let d ∈ Z+. Then there exists a positive constant C such that, for any g ∈ L1loc (Rn)
and ball B ⊂ Rn,
sup
x∈B
∣∣∣PdBg(x)∣∣∣ ≤ C|B|
∫
B
|g(x)| dx,
where Pd
B
g for any ball B ⊂ Rn denotes the minimizing polynomial of g on B with degree not
greater than d.
Borrowing some ideas from the proof of [4, Proposition 2.24], we have the following technical
lemma, which plays a vital role in the proof of Theorem 4.13 below.
Proposition 2.15. Let p ∈ (0, 1), Φp be as in (1.8), s := ⌊n(1/p − 1)⌋ and d ∈ Z+ ∩ [2s, ∞).
Assume that g ∈ L∞(Rn) and a is a local (p, 2, d)-atom as in Definition 2.13 supported in a ball
B ⊂ Rn. Then
‖aPsBg‖hΦp (Rn) ≤ C‖g‖L∞(Rn),
where Ps
B
g for any ball B ⊂ Rn denotes the minimizing polynomial of g on B with degree not
greater than s, and the positive constant C is independent of a and g.
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Proof. Let p ∈ (0, 1), s := ⌊n(1/p − 1)⌋ and g ∈ L∞(Rn). Let d ∈ Z+ ∩ [2s, ∞), a be a local
(p, 2, d)-atom as in Definition 2.13 supported in a ball B ⊂ Rn. Without loss of generality, we
may assume that ‖g‖L∞(Rn) = 1. From this and Lemma 2.14, it follows that
(2.4) sup
x∈B
|PsBg(x)| . −
∫
B
|g(y)| dy . 1.
By the definition of hΦp(Rn) and (1.8), to show ‖aPs
B
g‖hΦp (Rn) . 1, it suffices to prove that there
exists a positive constant c, independent of a and g, such that
(2.5)
∫
Rn
Φp
(
m(aPs
B
g, ϕ)(x)
c
)
dx =
∫
Rn
m(aPs
B
g, ϕ)(x)/c
1 + [m(aPs
B
g, ϕ)(x)/c]1−p
dx ≤ 1,
where m(·, ϕ) is as in Definition 2.8. Moreover, from an elementary calculation, we deduce that
(2.5) holds true provided that
(2.6)
∫
Rn
[m(aPsBg, ϕ)(x)]
p dx ≤ cp.
Next, we show (2.6). By (2.4) and the assumption that a is a local (p, 2, d)-atom supported in
the ball B, we find that a˜ := 1
C˜
aPs
B
g is a local (p, 2, d − s)-atom for some C˜ ∈ (0,∞). From this,
d− s ≥ ⌊n(1/p−1)⌋ and the atomic characterization of hp(Rn) (see [29, Lemma 5] or [55, Theorem
5.1]), it follows that ∫
Rn
[m(aPsBg, ϕ)(x)]
p dx = ‖aPsBg‖hp(Rn) . ‖˜a‖hp(Rn) . 1,
which implies that (2.6) holds true and hence (2.5) holds true. This finishes the proof of Proposi-
tion 2.15. 
3 Pointwise multipliers of local Campanato spaces Λn(1/p−1)(Rn) with
p ∈ (0, 1)
In this section, we characterize pointwise multipliers of Λnα(R
n) for any α ∈ (0,∞) (see
Theorem 3.1 below). As a consequence of Theorem 3.1, we show that elements in S(Rn) be-
long to the class of pointwise multipliers of Λnα(R
n), which guarantees that the product space
hp(Rn) × Λnα(Rn) is well defined.
Recall that, for any quasi-Banach space X equipped with a quasi-norm ‖ · ‖X , a function g
defined on Rn is called a pointwise multiplier on X if there exists a positive constant C such that,
for any f ∈ X, ‖g f ‖X ≤ C‖ f ‖X (see, for instance, [48, 49]).
Theorem 3.1. Let p ∈ (0, 1), α := 1/p− 1 and Φp be as in (1.8). Let LΦploc (Rn) be as in Definition
2.9 with Φ replaced by Φp. Then the following assertions are equivalent:
(i) g ∈ L∞(Rn) ∩ LΦp
loc
(Rn);
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(ii) g is a pointwise multiplier of Λnα(R
n) and, for any f ∈ Λnα(Rn),
‖g f ‖Λnα(Rn) ≤ C
[
‖g‖L∞(Rn) + ‖g‖LΦp
loc
(Rn)
]
‖ f ‖Λnα(Rn),
where C is a positive constant independent of f and g.
Proof. Let p ∈ (0, 1), α := 1/p − 1 and s := ⌊n(1/p − 1)⌋. We first show (i)⇒ (ii). Let g ∈
L∞(Rn) ∩ LΦp
loc
(Rn), f ∈ Λnα(Rn) and B ⊂ Rn be a ball satisfying |B| < 1. Then we have∣∣∣g f − PsB f PsBg∣∣∣ ≤ |g| ∣∣∣ f − PsB f ∣∣∣ + ∣∣∣PsB f ∣∣∣ ∣∣∣g − PsBg∣∣∣ ,(3.1)
where Ps
B
g and Ps
B
f for any ball B ⊂ Rn denote the minimizing polynomials of g and f on B with
degree not greater than s, respectively. From Lemma 2.14, it follows that
sup
x∈B
|PsB f (x)| . −
∫
B
| f (y)| dy . ‖ f ‖L∞(Rn).(3.2)
Moreover, by (2.2) with f := 1B, we conclude that ‖1B‖LΦp (Rn) ≤ ‖1B‖Lp(Rn). From this, (3.1), (3.2),
Definition 2.2 and Lemma 2.5, we deduce that
−
∫
B
∣∣∣g(x) f (x) − PsB f (x)PsBg(x)∣∣∣ dx(3.3)
. ‖g‖L∞(Rn)−
∫
B
∣∣∣ f (x) − PsB f (x)∣∣∣ dx + ‖ f ‖L∞(Rn)−
∫
B
|g(x) − PsBg(x)| dx
. |B|α
[
‖g‖L∞(Rn)‖ f ‖Lα
loc
(Rn) + ‖ f ‖L∞(Rn)
1
|B|1/p
∫
B
|g(x) − PsBg(x)| dx
]
. |B|α
‖g‖L∞(Rn)‖ f ‖Lα
loc
(Rn) + ‖ f ‖L∞(Rn)
1
‖1B‖LΦp (Rn)
∫
B
|g(x) − PsBg(x)| dx

. |B|α
[
‖g‖L∞(Rn) + ‖g‖LΦp
loc
(Rn)
]
‖ f ‖Λnα(Rn).
By Lemma 2.5 again, we obtain, for any ball B ⊂ Rn with |B| ≥ 1,
−
∫
B
|g(x) f (x)| dx ≤ |B|α 1|B|1/p
∫
B
| f (x)| dx ‖g‖L∞(Rn) ≤ |B|α‖ f ‖Lα
loc
(Rn)‖g‖L∞(Rn)(3.4)
∼ |B|α‖g‖L∞(Rn)‖ f ‖Λnα(Rn).
Observe that Ps
B
f Ps
B
g ∈ P2s(Rn). From this, (2.1), (3.3), (3.4) and Definition 2.2, it follows that
g f ∈ Lα,1,2s
loc
(Rn) and
‖g f ‖Lα,1,2s
loc
(Rn)
. [‖g‖L∞(Rn) + ‖g‖Λnα(Rn)]‖ f ‖Lαloc (Rn),
which, together with Lemma 2.5, implies that
‖g f ‖Λnα(Rn) . [‖g‖L∞(Rn) + ‖g‖Λnα(Rn)]‖ f ‖Lαloc (Rn).
This finishes the proof that (i)⇒ (ii).
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As for (ii)⇒ (i), since the pointwise multiplier space of Λnα(Rn) is itself (see, for instance, [57,
(2.115)]), we only need to prove that Λnα(R
n) ⊂ L∞(Rn)∩LΦp
loc
(Rn) and ‖ · ‖L∞(Rn) + ‖ · ‖LΦp
loc
(Rn)
.
‖ · ‖Λnα(Rn). Let g ∈ Λnα(Rn). It is easy to know that ‖g‖L∞(Rn) ≤ ‖g‖Λnα(Rn). Next, we show that
‖g‖LΦp
loc
(Rn)
. ‖g‖Λnα(Rn).
From Lemmas 2.5 and 2.11(i), and Definition 2.2, we deduce that, for any ball B ⊂ Rn satisfying
|B| < 1,
1
‖1B‖LΦp (Rn)
∫
B
|g(x) − PsBg(x)| dx .
1
‖1B‖Lp(Rn)
∫
B
|g(x) − PsBg(x)| dx(3.5)
. ‖g‖Lα,1,s
loc
(Rn)
∼ ‖g‖Λnα(Rn).
By Lemma 2.11(i) again, we conclude that, for any ball B ⊂ Rn satisfying |B| ≥ 1,
1
‖1B‖LΦp (Rn)
∫
B
|g(x)| dx . 1|B|
∫
B
|g(x)| dx . ‖g‖L∞(Rn) . ‖g‖Λnα(Rn).(3.6)
Combining (3.5) and (3.6), we obtain ‖g‖LΦp
loc
(Rn)
. ‖g‖Λnα(Rn), which completes the proof that
(ii)⇒ (i) and hence of Theorem 3.1. 
Lemma 3.2. Let p ∈ (0, 1) and Φp be as in (1.8). Then S(Rn) embeds continuously into LΦploc (Rn).
Proof. Let p ∈ (0, 1), α := 1/p − 1 and g ∈ S(Rn). By the fact that g is bounded, and Lemma
2.11(i), we conclude that, for any ball B ⊂ Rn satisfying |B| ≥ 1,
1
‖1B‖LΦp (Rn)
∫
B
|g(y)| dy . 1|B|
∫
B
|g(y)| dy . sup
y∈Rn
|g(y)| .(3.7)
Let s := ⌊nα⌋ and B := B(cB, rB) ⊂ Rn with cB ∈ Rn and rB ∈ (0, 1). For any y ∈ Rn, let
P(y) :=
∑
|β|≤s
∂βg(cB)
β!
(y − cB)β ,
here and thereafter, for any β := (β1, . . . , βn) ∈ Zn+ and x ∈ Rn, |β| := β1 + · · · + βn and ∂β :=
( ∂∂x1 )
β1 · · · ( ∂∂xn )βn . From the Taylor remainder theorem, we deduce that
sup
y∈B
|g(y) − P(y)| . sup
y∈B
∑
β∈Zn+,|β|=s+1
∣∣∣∣∣∣∂
βg(ξ(y))
β!
(y − cB)β
∣∣∣∣∣∣ .
∑
β∈Zn+,|β|=s+1
sup
y∈Rn
∣∣∣∂βg(y)∣∣∣ rs+1B ,
where ξ(y) := y + θ(cB − y) for some θ ∈ [0, 1]. By this and Lemma 2.11(i), we conclude that
1
‖1B‖LΦp (Rn)
∫
B
|g(y) − P(y)| dy .
∑
β∈Zn+,|β|=s+1
sup
y∈Rn
∣∣∣∂βg(y)∣∣∣ rs+1B|B|1/p−1
.
∑
β∈Zn+,|β|=s+1
sup
y∈Rn
∣∣∣∂βg(y)∣∣∣ .
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Combining this and (3.7), we obtain
‖g‖LΦp
loc
(Rn)
.
∑
β∈Zn+,|β|=s+1
sup
y∈Rn
∣∣∣∂βg(y)∣∣∣ + sup
y∈Rn
|g(y)| ,(3.8)
which implies that g ∈ LΦp
loc
(Rn) and hence S(Rn) ⊂ LΦp
loc
(Rn). Moreover, from (3.8), it easily
follows that the embedding S(Rn) ⊂ LΦp
loc
(Rn) is continuous. This finishes the proof of Lemma
3.2. 
Corollary 3.3. Let α ∈ (0,∞). Then, for any g ∈ S(Rn), g is a pointwise multiplier of Λnα(Rn).
Proof. Let α ∈ (0,∞). By Theorem 3.1, it suffices to prove that g ∈ L∞(Rn)∩LΦp
loc
(Rn), where the
number p satisfies that α = 1/p − 1 > 0 and hence p = 1
1+α ∈ (0, 1). It is obvious that Schwartz
functions are bounded. The fact that Schwartz functions are in LΦp
loc
(Rn) has been proved in
Lemma 3.2, which completes the proof of Corollary 3.3. 
4 Bilinear decompositions
In this section, we establish the bilinear decompositions of the product spaces hp(Rn)×Λnα(Rn)
and Hp(Rn)×Λnα(Rn) with p ∈ (0, 1) and α := 1/p−1, and the product space H1(Rn)× bmo (Rn),
and we prove that these bilinear decompositions are sharp in some sense.
4.1 Bilinear decomposition of hp(Rn) × Λnα(Rn) with p ∈ (0, 1) and α := 1/p − 1
In this subsection, we establish the bilinear decomposition of the product space hp(Rn) ×
Λnα(R
n), where p ∈ (0, 1) and α := 1/p − 1, and obtain the sharpness of this decomposition.
Let us begin with the following notion of the multiresolution analysis of L2(Rn) (see, for in-
stance, [43, p. 21] or [57, Remark 1.52]).
Definition 4.1. Let {V j} j∈Z be an increasing sequence of closed linear subspaces in L2(Rn). Then
{V j} j∈Z is called a multiresolution analysis (for short, MRA) of L2(Rn) if it has the following
properties:
(a)
⋂
j∈Z V j = {0} and
⋃
j∈Z V j = L2(Rn), where 0 denotes the zero element of L2(Rn);
(b) for any j ∈ Z and f ∈ L2(Rn), f (·) ∈ V j if and only if f (2·) ∈ V j+1;
(c) for any f ∈ L2(Rn) and k ∈ Zn, f (·) ∈ V0 if and only if f (· − k) ∈ V0;
(d) there exists a function φ ∈ L2(Rn) (called a scaling function or father wavelet) such that
{φ(· − k)}k∈Zn is a Riesz basis of V0, that is, for every sequence {αk}k∈Zn of scalars,∥∥∥∥∥∥∥
∑
k∈Zn
αkφ(· − k)
∥∥∥∥∥∥∥
L2(Rn)
∼
∑
k∈Zn
|αk|2

1/2
,
where the positive equivalence constants are independent of {αk}k∈Zn .
16 Yangyang Zhang, Dachun Yang andWen Yuan
Notice that, in many literature, the definition of MRA is restricted to the one-dimension case,
however, the extension from one-dimension to higher dimension is classical via the tensor product
method (see [23, p. 921] or [43, Section 3.9]).
Let H be a Hilbert space and V a subspace of H. Recall that the orthogonal complement of V is
defined to be the set of all elements x ∈ H such that, for any y ∈ V , 〈x, y〉 = 0, where 〈·, ·〉 denotes
the inner product of H. Let {M j} j∈N be a sequence of subspaces of H. Then H is said to be the
direct sum of {M j} j∈N if
(i) for any i, j ∈ N with i , j and, for any x ∈ Mi and y ∈ M j, 〈x, y〉 = 0;
(ii) for any f ∈ H, there exists a sequence {x j} j∈N ⊂ H such that, for any j ∈ N, x j ∈ M j and
f =
∑
j∈N x j in H.
The symbol H =
⊕
j∈N M j denotes that H is the direct sum of {M j} j∈N (see [35, p. 124] for more
details).
For any j ∈ Z, let {V j} j∈Z be as in Definition 4.1 and W j the orthogonal complement of V j in
V j+1. It is easy to see that
V j+1 =
j⊕
i=−∞
Wi and L
2(Rn) =
∞⊕
i=0
Wi
⊕
V0.(4.1)
Let E := {0, 1}n \ {(
n times︷   ︸︸   ︷
0, . . . , 0)} and D be the class of all dyadic cubes I j,k := {x ∈ Rn : 2 jx − k ∈
[0, 1)n} with j ∈ Z and k ∈ Zn in Rn. Assume that D0 is the class of all dyadic cubes in Rn with
side lengths not greater than 1, namely, I j,k ∈ D0 if and only if I j,k := {x ∈ Rn : 2 jx − k ∈ [0, 1)n}
with j ∈ Z+ and k ∈ Zn.
For any given d ∈ N, according to [43, Sections 3.8 and 3.9], we know that there exist {V j} j∈Z
as in Definition 4.1, and families of
(4.2) father wavelets {φI}I∈D and mother wavelets {ψλI }I∈D, λ∈E
having the following properties:
(P1) for any j ∈ Z, the family {φI}|I|=2− jn forms an orthonormal basis of V j and the family
{ψλ
I
}|I|=2− jn ,λ∈E an orthonormal basis ofW j. Moreover, the family {ψλI }I∈D0, λ∈E
⋃{φI}I∈D0,|I|=1
forms an orthonormal basis of L2(Rn);
(P2) there exists a positive constant m ∈ (1,∞) such that, for any I ∈ D and λ ∈ E,
(4.3) supp φI ⊂ mI and supp ψλI ⊂ mI,
where mI denotes the m dilation of I with the same center as I;
(P3) for any α ∈ Zn+ with |α| ≤ d, there exists a positive constant C such that, for any I ∈ D,
λ ∈ E and x ∈ Rn, it holds true that∣∣∣∂αφI(x)∣∣∣ + ∣∣∣∂αψλI (x)∣∣∣ ≤ Cℓ−n/2−|α|I ,
where ℓI denotes the side length of I;
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(P4) for any I ∈ D, λ ∈ E and ν ∈ Zn+ with |ν| ≤ d, it holds true that∫
Rn
xνψλI (x) dx = 0
and, for any I ∈ D, ∫
Rn
φI(x) dx , 0;
(P5) For any I, I′ ∈ D satisfying |I| ≤ |I′| and λ ∈ E,
(4.4)
∫
Rn
ψλI (x)φI′(x) dx = 0.
Indeed, let W j and V j′ be the linear subspaces of L
2(Rn) defined as in (4.1), respectively,
with |I| = 2− jn and |I′| = 2− j′n. Since |I| ≤ |I′|, we deduce j′ ≤ j, which, combined with
(4.1), shows that W j ⊥ V j′ . By this and the above property (P1), we prove (4.4).
Let us point out that the constants m and C in the above properties (P2) and (P3) depend on the
regularity constant d (see [23] or [43, p. 96]). Notice that, even in the one-dimensional case, there
does not exist a wavelet basis in L2(R) whose elements are both infinitely differentiable and have
compact supports (see, for instance, [33, Theorem 3.8]).
Observe that the family {φI}I∈D0,|I|=1
⋃{ψλ
I
}I∈D0, λ∈E forms an orthonormal basis of L2(Rn).
Thus, for any f ∈ L2(Rn), we have
(4.5) f =
∑
I∈D0,|I|=1
〈 f , φI〉φI +
∑
I∈D0
∑
λ∈E
〈 f , ψλI 〉ψλI
in L2(Rn), where 〈·, ·〉 denotes the inner product in L2(Rn). A function f in L2(Rn) is said to have
a finite wavelet expansion if the coefficients 〈 f , ψλ
I
〉 and 〈 f , φI〉 in (4.5) have only finite non-zero
terms.
For any j ∈ Z, let P j and Q j be the orthogonal projectors of L2(Rn), respectively, onto V j and
W j. As in [24] (see also [8, Section 4]), for any j ∈ Z and f ∈ L2(Rn), we have
(4.6) P j f =
∑
|I|=2− jn
〈 f , φI〉φI , Q j f =
∑
|I|=2− jn
∑
λ∈E
〈 f , ψλI 〉ψλI
and
(4.7) f =
∑
j∈Z
Q j f = P0 f +
∞∑
j=0
Q j f ,
where the equality holds true in L2(Rn).
Lemma 4.2. Let f , g ∈ L2(Rn) be such that at least one of them has a finite wavelet expansion.
Then it holds true that
f g =
∞∑
j=0
(P j f )(Q jg) +
∞∑
j=0
(Q j f )(P jg) +
∞∑
j=0
(Q j f )(Q jg) + P0 f P0g in L
1(Rn).
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Proof. Assume that g has a finite wavelet expansion and f ∈ L2(Rn). Then there exists an M ∈ N
such that Q jg = 0 for any j > M. From this, (4.7) and the fact that, for any k ∈ Z+, Qk = Pk+1−Pk,
we deduce that
g = P0g +
M∑
j=0
Q jg = PM+1g.
Combining this and the fact that f = lim j→∞ P j f in L2(Rn), we obtain f g = lim j→∞ P j f P jg in
L1(Rn). By this and the fact that, for any j ∈ Z+, P j+1 = P j + Q j, we conclude that
f g = lim
k→∞
(Pk f Pkg − P0 f P0g) + P0 f P0g
= lim
k→∞
k−1∑
j=0
(P j+1 f P j+1g − P j f P jg) + P0 f P0g
= lim
k→∞
k−1∑
j=0
[(P j f + Q j f )(P jg + Q jg) − P j f P jg] + P0 f P0g
=
∞∑
j=0
(P j f )(Q jg) +
∞∑
j=0
(Q j f )(P jg) +
∞∑
j=0
(Q j f )(Q jg) + P0 f P0g,
where the equality holds true in L1(Rn) and the existence of the above three limits are guaranteed
by the fact that, for any j > M, Q jg = 0 and P jg = g. This finishes the proof of Lemma 4.2. 
From Lemma 4.2, we deduce that, for any f , g ∈ L2(Rn) satisfying that at least one of them has
a finite wavelet expansion,
(4.8) f g =
4∑
i=1
Πi( f , g) in L
1(Rn),
where
(4.9) Π1( f , g) :=
∑
I, I′∈D0,|I|=|I′ |
∑
λ∈E
〈 f , φI〉〈g, ψλI′〉φIψλI′ in L1(Rn),
(4.10) Π2( f , g) :=
∑
I, I′∈D0,|I|=|I′ |
∑
λ∈E
〈 f , ψλI 〉〈g, φI′〉ψλIφI′ in L1(Rn),
Π3( f , g) : =
∑
I, I′∈D0
|I |=|I′|
∑
λ, λ′∈E
(I, λ),(I′, λ′)
〈 f , ψλI 〉〈g, ψλ
′
I′ 〉ψλIψλ
′
I′(4.11)
+
∑
I, I′∈D0
|I |=|I′|=1,I,I′
〈 f , φI〉〈g, φI′〉φIφI′
=: Π3,1( f , g) + Π3,2( f , g) in L
1(Rn),
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and
Π4( f , g) :=
∑
I∈D0
∑
λ∈E
〈 f , ψλI 〉〈g, ψλI 〉
(
ψλI
)2
+
∑
I∈D0
|I |=1
〈 f , φI〉〈g, φI〉 (φI)2 in L1(Rn).(4.12)
From their definitions in (4.9) through (4.12), it easily follows that the four operators {Πi}4i=1 are
bilinear operators for any f , g ∈ L2(Rn) satisfying that at least one of them has a finite wavelet
expansion.
Lemma 4.3. Let {Πi}4i=1, Π3,1 and Π3,2 be as in (4.9) through (4.12). Then {Πi}3i=1, Π3,1 and
Π3,2 can be extended to bounded bilinear operators from L
2(Rn) × L2(Rn) to H1(Rn) and Π4 to a
bounded bilinear operator from L2(Rn) × L2(Rn) to L1(Rn).
Proof. Repeating the argument similar to that used in the proof of [8, Lemma 4.2] (see also [59,
Lemma 10.2.2]), we find that {Πi}3i=1, Π3,1 and Π3,2 can be extended to bounded bilinear operators
from L2(Rn) × L2(Rn) to H1(Rn).
By the Ho¨lder inequality and the fact that, for any λ ∈ E and I ∈ D0, ‖(ψλI )2‖L1(Rn) = 1 and
‖(φλ
I
)2‖L1(Rn) = 1, we know that
‖Π4( f , g)‖L1(Rn) ≤
∑
I∈D0
∑
λ∈E
|〈 f , ψλI 〉| |〈g, ψλI 〉|‖(ψλI )2‖L1(Rn)
+
∑
I∈D0,|I|=1
|〈 f , φI〉||〈g, φI〉|‖ (φI)2 ‖L1(Rn)
≤
∑
I∈D0
∑
λ∈E
|〈 f , ψλI 〉|2 +
∑
I∈D0,|I|=1
|〈 f , φI〉|2

1/2
×
∑
I∈D0
∑
λ∈E
|〈g, ψλI 〉|2 +
∑
I∈D0,|I|=1
|〈g, φI〉|2

1/2
= ‖ f ‖L2(Rn)‖g‖L2(Rn).
This implies that Π4 can be extended to a bounded bilinear operator from L
2(Rn) × L2(Rn) to
L1(Rn), which completes the proof of Lemma 4.3. 
Remark 4.4. Assume that f has a finite wavelet expansion, g ∈ L2
loc
(Rn) (the set of all locally
L2(Rn) integrable functions), and the coefficients 〈 f , ψλ
I
〉 and 〈 f , φI〉 in (4.5) have only finite non-
zero terms. Then we may as well assume that there exists an R ∈ D satisfying that, for any I ∈ D0
such that |I| = 1 and 〈 f , φI〉 , 0, or for any I ∈ D0 and λ ∈ E such that 〈 f , ψλI 〉 , 0, I ⊂ R holds
true. Then we know that f is supported in the cube mR, where m is as in (4.3). Take η to be a
smooth cut-off function such that supp η ⊂ 9mR and η ≡ 1 on 5mR. Since f has a finite wavelet
expansion and ηg ∈ L2(Rn), it follows from Lemma 4.3 that, for any i ∈ {1, 2, 3, 4}, every Πi( f , ηg)
is well defined in L1(Rn). We claim that, for any i ∈ {1, 2, 3, 4},
(4.13) Πi( f , g) = Πi( f , ηg).
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The proof of this claim is similar to that of [4, Remark 4.4]. For the convenience of the reader,
we present some details here. Indeed, as for i = 1, since f has a finite wavelet expansion and
ηg ∈ L2(Rn), it follows from Lemma 4.3 that
Π1( f , ηg) =
∑
I, I′∈D0
|I |=|I′|
∑
λ∈E
〈 f , φI〉〈ηg, ψλI′〉φIψλI′ in L1(Rn).
Based on the above properties (P2) and (P5) of wavelets, the factor 〈 f , φI〉φIψλI′ in the above sum
is non-zero only when (mI)∩ (mI′) , ∅, |I| ≤ |R| and mI ∩mR , ∅, which implies that mI′ ⊂ 5mR.
From this and the fact that η ≡ 1 on 5mR, it follows that we can remove the function η in the
pairing 〈ηg, ψλ
I′〉 and hence obtain
Π1( f , ηg) =
∑
I, I′∈D0
|I |=|I′|
∑
λ∈E
〈 f , φI〉〈g, ψλI′〉φIψλI′ = Π1( f , g) in L1(Rn).
Thus, (4.13) makes sense when i = 1. When i ∈ {2, 3, 4}, the proof is similar and we omit the
details. Thus, the claim (4.13) holds true.
The next lemma gives a finite atomic decomposition of elements in local Hardy spaces that
have finite wavelet expansions, which is just [15, Theorem 2.7].
Lemma 4.5. Let p ∈ (0, 1], s ∈ Z+ with s ≥ ⌊n(1/p − 1)⌋ and d ∈ N with d > n(2/p + 1/2). Let
{ψλ
I
}I∈D0, λ∈E
⋃{φI}I∈D0,|I|=1 be the wavelets as in (4.2) with the regularity parameter d. Assume
that f ∈ hp(Rn) has a finite wavelet expansion, namely,
(4.14) f =
∑
I∈D0,|I|=1
〈 f , φI〉φI +
∑
I∈D0
∑
λ∈E
〈 f , ψλI 〉ψλI ,
where the coefficients 〈 f , ψλ
I
〉 and 〈 f , φI〉 in (4.14) have only finite non-zero terms. Then f has a
finite atomic decomposition satisfying f =
∑L
l=1 µlal, where L ∈ N, µl ∈ C for any l ∈ {1, . . . , L},
and the following properties hold true:
(i) for any l ∈ {1, . . . , L}, al is a local (p, 2, s)-atom supported in some cube mRl with m as in
(4.3) and Rl ∈ D0, which can be written into the following form:
(4.15) al =
∑
I∈D0,I⊂Rl
|I |=1
c(I, l)φI +
∑
I∈D0,I⊂Rl
∑
λ∈E
c(I, λ, l)ψ
λ
I ,
where {c(I, λ, l)}I⊂Rl, λ∈E ⊂ R and {c(I, l)}I⊂Rl ⊂ R;
(ii) there exists a positive constant C, independent of {µl}Ll=1, {al}Ll=1 and f , such that
L∑
l=1
|µl|p

1
p
≤ C‖ f ‖hp(Rn);
(iii) for any l ∈ {1, . . . , L}, the wavelet expansion of al in (4.15) is also finite which is extracted
from that of f in (4.14).
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The following lemma is just [15, Theorem 2.8(ii)].
Lemma 4.6. Let p ∈ (0, 1) and α := 1/p−1. Let {ψλ
I
}I∈D0, λ∈E
⋃{φI}I∈D0,|I|=1 be the wavelets as in
(4.2) with the regularity parameter d ∈ N satisfying d > n(2/p + 1/2). Then there exists a positive
constant C such that, for any g ∈ Λnα(Rn),
sup
I∈D0
 1|I|2α+1
 ∑
J⊂I,|J|=1
|〈 f , φJ〉|2 +
∑
J∈D0,J⊂I
∑
λ∈E
∣∣∣〈 f , ψλJ〉∣∣∣2


1
2
≤ C‖g‖Λnα(Rn).
Proposition 4.7. Let p ∈ (0, 1) and α := 1/p − 1. Assume that the regularity parameter d ∈ N
appearing in (P3) and (P4) of wavelets satisfies that d > n(2/p + 1/2). Then the bilinear operator
Π1, defined as in (4.9), can be extended to a bilinear operator bounded from h
p(Rn) × Λnα(Rn) to
h1(Rn).
Proof. Assume that f ∈ hp(Rn) has a finite wavelet expansion and g ∈ Λnα(Rn). Let s ∈ Z+
be such that s ≥ ⌊n(1/p − 1)⌋. By Lemma 4.5, we know that f = ∑Ll=1 µlal has a finite atomic
decomposition with the same notation as therein. Assume that every local (p, 2, s)-atom al is
supported in the cube mRl with m as in (4.3) and Rl ∈ D0 as in Lemma 4.5. For any l ∈ {1, . . . , L},
define
bl :=
∑
I∈D0,I⊂5mRl
∑
λ∈E
〈g, ψλI 〉ψλI .
Applying the above property (P1) of wavelets and Lemma 4.6, we conclude that, for any l ∈
{1, . . . , L},
‖bl‖L2(Rn) .
 ∑
I∈D0,I⊂5mRl
∑
λ∈E
∣∣∣〈g, ψλI 〉∣∣∣2

1
2
. |Rl|α+1/2‖g‖Λnα(Rn).
By the fact that, for any l ∈ {1, . . . , L}, bl ∈ L2(Rn) and al is a local (p, 2, s)-atom, and Lemmas 4.3
and 4.2, we know that, for any l ∈ {1, . . . , L},
‖Π1(al, bl)‖h1(Rn) . ‖Π1(al, bl)‖H1(Rn) . ‖al‖L2(Rn)‖bl‖L2(Rn) . ‖g‖Λnα(Rn).(4.16)
From the above property (P1) of wavelets, it follows that, for any l ∈ {1, . . . , L},
Π1(al, bl) =
∑
I, I′∈D0
|I |=|I′|
∑
λ∈E
〈al, φI〉〈bl, ψλI′〉φIψλI′ =
∑
I, I′∈D0
|I |=|I′|,I′⊂5mRl
∑
λ∈E
〈al, φI〉〈g, ψλI′〉φIψλI′ .(4.17)
Moreover, according to Lemma 4.5(iii), the wavelet expansion of al has only finite terms. By this,
properties (P2) and (P5) of wavelets, we know that, for any l ∈ {1, . . . , L} and I, I′ ∈ D0, the factor
〈al, φI〉φIψλI′ in the above sum is non-zero only when (mI)∩ (mI′) , ∅, |I| ≤ |Rl| and mI ∩mRl , ∅,
which implies that I′ ⊂ 5mRl. Therefore, the restriction in the last term of (4.17) can be removed
and hence we have, for any l ∈ {1, . . . , L},
Π1(al, bl) =
∑
I, I′∈D0,|I|=|I′ |
∑
λ∈E
〈al, φI〉〈g, ψλI′〉φIψλI′ = Π1(al, g).
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From this, the fact that Π1 is bilinear, (4.16) and Lemma 4.5(i), we deduce that
‖Π1( f , g)‖h1(Rn) =
∥∥∥∥∥∥∥
L∑
l=1
µlΠ1(al, g)
∥∥∥∥∥∥∥
h1(Rn)
=
∥∥∥∥∥∥∥
L∑
l=1
µlΠ1(al, bl)
∥∥∥∥∥∥∥
h1(Rn)
(4.18)
≤
L∑
l=1
|µl|‖Π1(al, bl)‖h1(Rn) .

L∑
l=1
|µl|p

1/p
‖g‖Λnα(Rn)
. ‖ f ‖hp(Rn)‖g‖Λnα(Rn).
For any f ∈ hp(Rn), observe that the regularity parameter d ∈ N satisfies that d > n(2/p + 1).
By this and [57, Theorem 1.64], we know that the family of wavelets, {ψλ
I
}I∈D0, λ∈E
⋃{φI}I∈D0,|I|=1,
is an unconditional basis of hp(Rn) (see [57, Definition 1.56] for the precise definition), which
implies that there exists a sequence { fk}k∈N ⊂ hp(Rn) having finite wavelet expansions such that
limk→∞ fk = f in hp(Rn). Thus, using (4.18), we extend the definition of Π1 by setting, for any
f ∈ hp(Rn) and g ∈ Λnα(Rn),
Π1( f , g) := lim
k→∞
Π1( fk, g) in h
1(Rn).
Estimate (4.18) ensures that the above definition is independent of the choice of the sequence
{ fk}k∈N and hence is well defined. Based on this extension, we deduce from (4.18) again that
‖Π1( f , g)‖h1(Rn) = lim
k→∞
‖Π1( fk, g)‖h1(Rn) . lim
k→∞
‖ fk‖hp(Rn)‖g‖Λnα(Rn) . ‖ f ‖hp(Rn)‖g‖Λnα(Rn).
This implies that Π1 can be extended to a bilinear operator bounded from h
p(Rn) × Λnα(Rn) to
h1(Rn). This finishes the proof of Proposition 4.7. 
Proposition 4.8. Let p ∈ (0, 1) and α := 1/p − 1. Assume that the regularity parameter d ∈ N
appearing in (P3) and (P4) of wavelets satisfies that d > n(2/p + 1/2). Then the bilinear operator
Π2, defined as in (4.10), can be extended to a bilinear operator bounded from h
p(Rn) × Λnα(Rn)
to hΦp(Rn) with Φp as in (1.8).
Remark 4.9. Let p ∈ (0, 1). Compared with the corresponding target space appearing in [4,
Proposition 4.9], the target space hΦp(Rn) in Proposition 4.8 looks much simpler than the corre-
sponding one Hφp(Rn) in [4] with φp as in (1.9). The key reason for this is that, for α := 1/p − 1,
each function in Λnα(R
n) is bounded but the function in Cα(R
n) is not necessarily bounded. More-
over, Proposition 4.8 can not contain the case p = 1, because the function in bmo (Rn), the dual
space of h1(Rn), is also not necessarily bounded.
Proof of Proposition 4.8. Let g ∈ Λnα(Rn) and s := ⌊nα⌋. Assume that a is a local (p, 2, 2s)-atom
supported in the cube mR with m as in (4.3) and R ∈ D0 as in Lemma 4.5, and a has a finite
wavelet expansion. Let B be the smallest ball in Rn containing 9mR and Ps
B
g the minimizing
polynomial of g on B with degree ≤ s as in Definition 2.2. Let η be a smooth cut-off function such
that supp η ⊂ 9mR and η ≡ 1 on 5mR.
We now consider two cases based on the size of |B|. If |B| ≥ 1, by Lemma 2.11(i), Remark 4.4,
the fact that Π2 is bounded from L
2(Rn) × L2(Rn) to H1(Rn) (see Lemma 4.3), |B| ∼ |9mR| and
supp η ⊂ 9mR, we conclude that
‖Π2(a, g)‖hΦp (Rn) . ‖Π2(a, ηg)‖h1(Rn) . ‖Π2(a, ηg)‖H1(Rn) . ‖a‖L2(Rn)‖ηg‖L2(Rn)
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|R|1/2
|R|1/p |9mR|
1/2‖g‖L∞(Rn) . ‖g‖L∞(Rn) . ‖g‖Λnα(Rn),
which is the desired estimate.
If |B| < 1, by (4.15), we immediately know that a can be written into the following form:
a =
∑
I∈D0,I⊂R
∑
λ∈E
c(I, λ, l)ψ
λ
I ,
which, together with the orthogonality of the wavelets {ψλ
I
}I∈D0, λ∈E
⋃{φI}I∈D0,|I|=1, implies that,
for any I ∈ D0 satisfying |I| = 1, 〈a, φI〉 = 0 and hence∑
I, I′∈D0,|I|=|I′ |=1
〈a, φI〉〈g, φI′〉φIφI′ = 0 and
∑
I∈D0,|I|=1
〈a, φI〉〈g, φI〉 (φI)2 = 0.
From this, Remark 4.4 and the property (P4) of wavelets with d therein satisfying d > ⌊nα⌋, it
follows that, for any i ∈ {1, 3, 4},
Πi(a, ηP
s
Bg) = Πi(a, P
s
Bg) = 0.
This, combined with (4.8), implies that
aPsBg = a(ηP
s
Bg) =
4∑
i=1
Πi(a, ηP
s
Bg) = Π2(a, ηP
s
Bg) = Π2(a, P
s
Bg).
Moreover, by Lemma 2.11(i), the fact that Π2 is bounded from L
2(Rn) × L2(Rn) to H1(Rn) (see
Lemma 4.3), |B| ∼ |9mR|, supp η ⊂ 9mR and Lemma 2.5, we conclude that
‖Π2(a, η[g − PsBg])‖hΦp (Rn) . ‖Π2(a, η[g − PsBg])‖h1(Rn) . ‖Π2(a, η[g − PsBg])‖H1(Rn)
. ‖a‖L2(Rn)‖η(g − PsBg)‖L2(Rn) .
|R|1/2
|R|1/p |B|
1/2
[
−
∫
B
|g(x) − PsBg(x)|2 dx
] 1
2
∼ 1|B|α
[
−
∫
B
|g(x) − PsBg(x)|2 dx
] 1
2
. ‖g‖Lα,2,s
loc
(Rn)
∼ ‖g‖Λnα(Rn).
From this and Proposition 2.15, we deduce that
‖Π2(a, g)‖hΦp (Rn) . ‖Π2(a, g − PsBg)‖hΦp (Rn) + ‖aPsBg‖hΦp (Rn) . ‖g‖Λnα(Rn),(4.19)
which is also the desired estimate.
We now extend the above boundedness from an atom a to any f ∈ hp(Rn) with a finite wavelet
expansion. Let g ∈ Λnα(Rn) and f ∈ hp(Rn) have a finite atomic decomposition f =
∑L
l=1 µlal with
the same notation as in Lemma 4.5, where, for any l ∈ {1, . . . , L}, al is a local (p, 2, 2s)-atom. By
the definition of ‖ · ‖hΦp (Rn), to obtain the desired boundedness, it suffices to show that there exists
a positive constant C such that∫
Rn
Φp
(
m(Π2( f , g), ϕ)(x)
C‖ f ‖hp(Rn)‖g‖Λnα(Rn)
)
dx ≤ 1,(4.20)
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where m(·, ϕ) is as in Definition 2.1(i). Without loss of generality, we may assume that ‖ f ‖hp(Rn) =
1 and ‖g‖Λnα(Rn) = 1. Otherwise, we may replace f and g, respectively, by f˜ := f /‖ f ‖hp(Rn) and
g˜ := g/‖g‖Λnα(Rn) in the argument below.
Now, we prove (4.20). From Lemma 4.5, we deduce that
L∑
l=1
|µl|p

1/p
≤ C˜‖ f ‖hp(Rn) = C˜(4.21)
for some positive constant C˜ independent of f . Without loss of generality, we may as well assume
that C˜ ≥ 1. From the fact that, for any l ∈ {1, . . . , L}, al is a local (p, 2, 2s)-atom, it follows that
(4.19) holds true with the atom a replaced by al. By this, ‖g‖Λnα(Rn) = 1 and the definition of
‖ · ‖hΦp (Rn), we conclude that there exists a positive constant C1 ∈ (1,∞), independent of al and g,
such that ∫
Rn
Φp
(
m(Π2(al, g), ϕ)(x)
C1
)
dx ≤ 1.(4.22)
Let A := 21/pC˜. Then A > 1. Observe that
m(Π2( f , g), ϕ) ≤
L∑
l=1
|µl|m(Π2(al, g), ϕ).
By this, the fact that Φp is strictly increasing, and Lemma 2.11(ii), we find that∫
Rn
Φp
(
m(Π2( f , g), ϕ)(x)
AC1
)
dx ≤
∫
Rn
Φp

∑L
l=1 |µl|m(Π2(al, g), ϕ)(x)
AC1
 dx(4.23)
≤
L∑
l=1
∫
Rn
Φp
( |µl|m(Π2(al, g), ϕ)(x)
AC1
)
dx =:
L∑
l=1
Dl.
Then (4.22) and Lemma 2.11(ii) imply that
Dl ≤
|µl|p
Ap
∫
Rn
Φp
(
m(Π2(al, g), ϕ)(x)
C1
)
dx ≤ |µl|
p
Ap
when |µl| ≤ A,
Dl ≤
|µl|
A
∫
Rn
Φp
(
m(Π2(al, g), ϕ)(x)
C1
)
dx ≤ |µl|
A
when |µl| > A.
Combining this, (4.21) and (4.23), we obtain∫
Rn
Φp
(
m(Π2( f , g)), ϕ)(x)
AC1
)
dx ≤ 1
Ap
∑
{1≤l≤L: |µl |≤A}
|µl|p + 1
A
∑
{1≤l≤L: |µl |>A}
|µl| ≤ C˜
p
Ap
+
C˜
A
< 1,
which implies that (4.20) holds true with the positive constant C therein taken as AC1. Thus, we
arrive at the conclusion that
‖Π2( f , g)‖hΦp (Rn) . ‖ f ‖hp(Rn)‖g‖Λnα(Rn),
whenever f ∈ hp(Rn) has a finite wavelet expansion.
Repeating the argument similar to that used in the proof of Proposition 4.7, we find that the
definition of Π2( f , g) can be extended to any f ∈ hp(Rn) and g ∈ Λnα(Rn) with the desired bound-
edness and the details are omitted. This finishes the proof of Proposition 4.8. 
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Similarly to the proof of Proposition 4.7, we obtain the following results on the boundedness
of the bilinear operators Π3 and Π4.
Proposition 4.10. Let p ∈ (0, 1) and α := 1/p − 1. Assume that the regularity parameter d ∈ N
appearing in (P3) and (P4) of wavelets satisfies that d > n(2/p + 1/2). Then the bilinear operator
Π3, defined as in (4.11), can be extended to a bilinear operator bounded from h
p(Rn) × Λnα(Rn)
to h1(Rn).
Proof. According to Lemma 4.2, for any f , g ∈ L2(Rn) with f having a finite wavelet expansion,
the operator Π3( f , g) is well defined and we have
Π3( f , g) =
∑
I, I′∈D0
|I |=|I′|
∑
λ, λ′∈E
(I, λ),(I′, λ′)
〈 f , ψλI 〉〈g, ψλ
′
I′ 〉ψλIψλ
′
I′ +
∑
I, I′∈D0
|I |=|I′|=1
〈 f , φI〉〈g, φI′〉φIφI′
=: Π3,1( f , g) + Π3,2( f , g).
From Lemma 4.3, it follows that Π3,1( f , g) and Π3,2( f , g) can be extended to a bounded bilinear
operator from L2(Rn) × L2(Rn) to h1(Rn). Then the bilinear operator Π3,1 can be handled in a way
similar to that used in the proof of Proposition 4.7 and the details are omitted.
To prove the boundedness of Π3,2, let g ∈ Λnα(Rn) and s := ⌊nα⌋. Assume that a is a local
(p, 2, s)-atom supported in the cube mR with m as in (4.3) and R ∈ D0, and a has a finite wavelet
expansion of the following form as in (4.15):
(4.24) a =
∑
|I|=1,I⊂R
c(I)φI +
∑
I∈D0,I⊂R
∑
λ∈E
c(I, λ)ψ
λ
I .
We now consider two cases based on the size of |R|. If |R| < 1, by (4.24), we immediately know
that
a =
∑
I∈D0
I⊂R
∑
λ∈E
c(I, λ)ψ
λ
I ,
which, together with the orthogonality of the wavelets {φI}I∈D0, |I|=1 and {ψλI }I∈D0, λ∈E, implies that,
for any I ∈ D0 such that |I| = 1, 〈a, φI〉 = 0 and hence
Π3,2(a, g) =
∑
I, I′∈D0
|I |=|I′|=1,I,I′
〈a, φI〉〈g, φI′〉φIφI′ = 0.
If |R| = 1, let B be the smallest ball in Rn containing 9mR and η be a smooth cut-off function
such that supp η ⊂ 9mR and η ≡ 1 on 5mR. Then, by Lemma 2.11(i), the fact that Π3,2 is bounded
from L2(Rn) × L2(Rn) to H1(Rn), a is a local (p, 2, s)-atom and supp η ⊂ 9mR, we conclude that
‖Π3,2(a, g)‖hΦp (Rn) . ‖Π3,2(a, ηg)‖h1(Rn) . ‖Π3,2(a, ηg)‖H1(Rn) . ‖a‖L2(Rn)‖ηg‖L2(Rn)
.
|R|1/2
|R|1/p |9mR|
1/2‖g‖L∞(Rn) . ‖g‖L∞(Rn) . ‖g‖Λnα(Rn).
Then, repeating the argument similar to that used in the proof of Proposition 4.7, we obtain the
desired conclusion and the details are omitted, which completes the proof of Proposition 4.10. 
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Proposition 4.11. Let p ∈ (0, 1) and α := 1/p − 1. Assume that the regularity parameter d ∈ N
appearing in (P3) and (P4) of wavelets satisfies that d > n(2/p + 1/2). Then the bilinear operator
Π4, defined as in (4.12), can be extended to a bilinear operator bounded from h
p(Rn) × Λnα(Rn)
to L1(Rn).
Proof. Assume that f ∈ hp(Rn) has a finite wavelet expansion and g ∈ Λnα(Rn). Let s ∈ Z+
be such that s ≥ ⌊n(1/p − 1)⌋. In this case, by Lemma 4.5, we know that f = ∑Ll=1 µlal has a
finite atomic decomposition with the same notation as therein. Assume that every local (p, 2, s)-
atom al is supported in the cube mRl with m as in (4.3) and Rl ∈ D0 as in Lemma 4.5. For any
l ∈ {1, . . . , L}, define
bl :=
∑
I∈D0,I⊂5mRl,|I|=1
〈g, φI〉φI +
∑
I∈D0,I⊂5mRl
∑
λ∈E
〈g, ψλI 〉ψλI .
Applying the property (P1) of wavelets and Lemma 4.6, we conclude that, for any l ∈ {1, . . . , L},
‖bl‖L2(Rn) .
 ∑
I∈D0,I⊂5mRl
∑
λ∈E
∣∣∣〈g, ψλI 〉∣∣∣2 + ∑
I∈D0,I⊂5mRl,|I|=1
|〈g, φI〉|2

1
2
. |Rl|α+1/2‖g‖Λnα(Rn).
By the fact that, for any l ∈ {1, . . . , L}, bl ∈ L2(Rn) and al is a local (p, 2, s)-atom, and Lemmas 4.2
and 4.3, we know that, for any l ∈ {1, . . . , L},
‖Π4(al, bl)‖L1(Rn) . ‖al‖L2(Rn)‖bl‖L2(Rn) . ‖g‖Λnα(Rn).(4.25)
From the property (P1) of wavelets, it follows that, for any l ∈ {1, . . . , L},
Π4(al, bl) =
∑
I∈D0
∑
λ∈E
〈al, ψλI 〉〈bl, ψλI 〉
(
ψλI
)2
+
∑
I∈D0,|I|=1
〈al, φI〉〈bl, φI〉 (φI)2(4.26)
=
∑
I∈D0,I⊂5mRl
∑
λ∈E
〈al, ψλI 〉〈g, ψλI 〉
(
ψλI
)2
+
∑
I∈D0,I⊂5mRl
|I |=1
〈al, φI〉〈g, φI〉 (φI)2 .
Moreover, according to Lemma 4.5(iii), the wavelet expansion of al has only finite terms. By this,
properties (P2) and (P5) of wavelets, we know that, for any λ ∈ E, l ∈ {1, . . . , L} and I ∈ D0,
the factors 〈al, ψλI 〉(ψλI )2 and 〈al, φI〉(φI)2 in the above sums are non-zero only when |I| ≤ |Rl| and
mI ∩ mRl , ∅, which implies that I ⊂ 5mRl. Therefore, the restriction in the last term of (4.26)
can be removed and hence we have, for any l ∈ {1, . . . , L},
Π4(al, bl) =
∑
I∈D0
∑
λ∈E
〈al, ψλI 〉〈g, ψλI 〉
(
ψλI
)2
+
∑
I∈D0,|I|=1
〈al, φI〉〈g, φI〉 (φI)2 = Π4(al, g).
From this, the fact that Π4 is bilinear, (4.25) and Lemma 4.5(i), we deduce that
‖Π4( f , g)‖L1(Rn) =
∥∥∥∥∥∥∥
L∑
l=1
µlΠ4(al, g)
∥∥∥∥∥∥∥
L1(Rn)
=
∥∥∥∥∥∥∥
L∑
l=1
µlΠ4(al, bl)
∥∥∥∥∥∥∥
L1(Rn)
≤
L∑
l=1
|µl|‖Π4(al, bl)‖L1(Rn) .

L∑
l=1
|µl|p

1/p
‖g‖Λnα(Rn)
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. ‖ f ‖hp(Rn)‖g‖Λnα(Rn).
Finally, for any f ∈ hp(Rn), repeating an argument similar to that used in the proof of Propo-
sition 4.7, we obtain the desired estimate and we omit the details, which completes the proof of
Proposition 4.11. 
In what follows, for any N ∈ N, let
FN(Rn) :=
ϕ ∈ S(Rn) :
∑
β∈Zn+,|β|≤N
sup
x∈Rn
[
(1 + |x|)N+n
∣∣∣∣∂βxϕ(x)∣∣∣∣] ≤ 1
 .
For any given f ∈ S′(Rn), the radial grand maximal function mN( f ) of f is defined by setting, for
any x ∈ Rn,
(4.27) mN( f )(x) := sup
{| f ∗ ϕt(x)| : t ∈ (0, 1), |y − x| < t and ϕ ∈ FN(Rn)} ,
where, for any t ∈ (0,∞) and ξ ∈ Rn, ϕt(ξ) := t−nϕ(ξ/t).
To prove Theorem 4.13, we also need the following lemma.
Lemma 4.12. Let Φ be an Orlicz function with positive lower type p−
Φ
and positive upper type
p+
Φ
. Assume that { f j} j∈N ⊂ hΦ(Rn) and f ∈ hΦ(Rn) satisfy lim j→∞ ‖ f j − f ‖hΦ(Rn) = 0. Then { f j} j∈N
converges to f in S′(Rn).
Proof. Let ϕ ∈ S(Rn) and ϕ˜(·) := 2ϕ(2·). Observe that, for any f ∈ hΦ(Rn), x ∈ Rn and y ∈
B(x, 1/2),
| f ∗ ϕ(x)| = | f ∗ ϕ˜ 1
2
(x)| . mN( f )(y),
where mN( f ) is as in (4.27) and N ∈ N. From this, [53, Section 7.6 and Theorem 5.3] (see
also [58, 63] for some corrections), it follows that, if N is sufficiently large, then, for any given
ϕ ∈ S(Rn), ∣∣∣〈 f j − f , ϕ〉∣∣∣ = ∣∣∣∣( f j − f ) ∗ [ϕ(−·)](~0n)∣∣∣∣ . inf
y∈B(~0n,1)
mN( f j − f )(y)
.
‖1
B(~0n ,1/2)
mN( f j − f )‖LΦ(Rn)
‖1
B(~0n ,1/2)
‖LΦ(Rn)
.
‖ f j − f ‖hΦ(Rn)
‖1
B(~0n ,1/2)
‖LΦ(Rn)
→ 0
as j → ∞, which further implies the desired conclusion of this lemma and hence completes the
proof of Lemma 4.12. 
For any f ∈ hp(Rn) with p ∈ (0, 1), and g ∈ Λnα(Rn) with α := 1/p − 1, the product f × g is
defined to be a Schwartz distribution in S′(Rn) such that, for any φ ∈ S(Rn),
〈 f × g, φ〉 := 〈φg, f 〉,(4.28)
where the last bracket denotes the dual pair between Λnα(R
n) and hp(Rn). From Corollary 3.3, we
deduce that every φ ∈ S(Rn) is a pointwise multiplier of Λnα(Rn), which implies that the equality
(4.28) is well defined. By Theorem 3.1, we know that L∞(Rn) ∩ LΦp
loc
(Rn) characterizes the class
of pointwise multipliers of Λnα(R
n). From this, it follows that the largest range of ϕ that makes
〈 f × g, ϕ〉 = 〈gϕ, f 〉
meaningful is ϕ ∈ L∞(Rn) ∩ LΦp
loc
(Rn).
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Theorem 4.13. Let p ∈ (0, 1), α = 1/p − 1 and Φp be as in (1.8). Then the following statements
hold true.
(i) There exist two bounded bilinear operators
S : hp(Rn) × Λnα(Rn) → L1(Rn)
and
T : hp(Rn) × Λnα(Rn)→ hΦp(Rn)
such that, for any ( f , g) ∈ hp(Rn) × Λnα(Rn),
f × g = S ( f , g) + T ( f , g) in S′(Rn).
Moreover, there exists a positive constant C such that, for any ( f , g) ∈ hp(Rn) × Λnα(Rn),
‖S ( f , g)‖L1(Rn) ≤ C‖ f ‖hp(Rn)‖g‖Λnα(Rn)
and
‖T ( f , g)‖hΦp (Rn) ≤ C‖ f ‖hp(Rn)‖g‖Λnα(Rn).
(ii) For any given ( f , g) ∈ hp(Rn) × Λnα(Rn) and any ϕ ∈ L∞(Rn) ∩ LΦploc (Rn),
〈 f × g, ϕ〉 = 〈ϕ, S ( f , g)〉 + 〈ϕ, T ( f , g)〉.
Proof. Let f ∈ hp(Rn) and g ∈ Λnα(Rn). Assume that the regularity parameter d ∈ N appearing in
the properties (P3) and (P4) of wavelets satisfies that d > n(2/p + 1). From this and [57, Theorem
1.64], we deduce that the family of wavelets, {ψλ
I
}I∈D0, λ∈E
⋃{φI}I∈D0,|I|=1, is an unconditional basis
of hp(Rn) (see [57, Definition 1.56] for the precise definition), and hence there exists a sequence
{ fk}k∈N ⊂ hp(Rn) with finite wavelet expansions and satisfying limk→∞ fk = f in hp(Rn). By the
definition of f × g in (4.28), Corollary 3.3 and Theorem 3.1, we know that
f × g = lim
k→∞
fk g in S′(Rn),(4.29)
and, for any ϕ ∈ L∞(Rn) ∩ LΦp
loc
(Rn),
〈 f × g, ϕ〉 = 〈ϕg, f 〉 = lim
k→∞
〈ϕg, fk〉 = lim
k→∞
∫
Rn
ϕ(x)g(x) fk(x) dx,(4.30)
where fk g denotes the usual pointwise product of fk and g. Since fk has a finite wavelet expansion,
it follows that fk ∈ L2(Rn) and fk is supported in a ball B(~0n,Rk) for some Rk ∈ (0,∞). Let ηk be
a cut-off function satisfying supp ηk ⊂ B(~0n, 9mRk) and ηk ≡ 1 on B(~0n, 5mRk), where m is as in
the property (P2) of wavelets. By Remark 4.4, we find that, for any i ∈ {1, 2, 3, 4} and k ∈ N,
Πi( fk, ηkg) = Πi( fk, g).
Using this and (4.8), we conclude that
fkg = fk(ηkg) =
4∑
i=1
Πi( fk, ηkg) =
4∑
i=1
Πi( fk, g) in L
1(Rn).
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From Lemma 2.11(i), limk→∞ fk = f in hp(Rn) and Propositions 4.7 through 4.11, we deduce that,
for any i ∈ {1, 2, 3},
lim
k→∞
Πi( fk, g) = Πi( f , g) in h
Φp(Rn),(4.31)
and
lim
k→∞
Π4( fk, g) = Π4( f , g) in L
1(Rn).(4.32)
By Lemma 4.12, we know that the convergence of a sequence in h1(Rn) or hΦp(Rn) implies its
convergence in S′(Rn). By this, (4.31) and (4.32), we conclude that, for any i ∈ {1, 2, 3, 4},
lim
k→∞
Πi( fk, g) = Πi( f , g) in S′(Rn).
Therefore, from (4.29), it follows that
f × g = lim
k→∞
fk g =
4∑
i=1
lim
k→∞
Πi( fk, g) =
4∑
i=1
Πi( f , g) in S′(Rn).
Thus, if we define
S ( f , g) := Π4( f , g)(4.33)
and
T ( f , g) :=
3∑
i=1
Πi( f , g),(4.34)
then S ( f , g) ∈ L1(Rn) and T ( f , g) ∈ hΦp(Rn). Applying Propositions 4.7 through 4.11, we obtain
the desired conclusion of (i).
As for (ii), by (4.30), (4.31), (4.32) and the fact that ϕ ∈ L∞(Rn) ∩ LΦp
loc
(Rn), we conclude that
〈 f × g, ϕ〉 = lim
k→∞
∫
Rn
ϕ(x)g(x) fk(x) dx = lim
k→∞
∫
Rn
ϕ(x)
4∑
i=1
Πi( fk, g)(x) dx(4.35)
= lim
k→∞
∫
Rn
ϕ(x)S ( fk, g)(x) dx + lim
k→∞
∫
Rn
ϕ(x)T ( fk, g)(x) dx
= 〈ϕ, S ( f , g)〉 + 〈ϕ, T ( f , g)〉.
This finishes the proof of (ii) and hence of Theorem 4.13. 
Theorem 4.14. Let p ∈ (0, 1), α = 1/p−1 andΦp be as in (1.8). Assume thatY is a quasi-Banach
space satisfying Y ⊂ hΦp(Rn), ‖ · ‖hΦp (Rn) . ‖ · ‖Y and Theorem 4.13 with hΦp(Rn) therein replaced
by Y. Then L∞(Rn) ∩ (Y)∗ = L∞(Rn) ∩ (hΦp(Rn))∗.
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Proof. From the fact that Y satisfies Theorem 4.13(ii) with hΦp(Rn) therein replaced by Y, it
follows that, for any given ( f , g) ∈ hp(Rn) × Λnα(Rn),
〈ϕ, S ( f , g)〉 + 〈ϕ, T ( f , g)〉 = 〈 f × g, ϕ〉 = 〈ϕg, f 〉, ∀ϕ ∈ L∞(Rn) ∩ (Y)∗,
where S and T are as in (4.33) and (4.34). From this, we deduce that ϕ is a pointwise multiplier
of Λnα(R
n), which, by Theorem 3.1, implies that ϕ ∈ L∞(Rn) ∩ LΦp
loc
(Rn). We therefore obtain
L∞(Rn)∩ (Y)∗ ⊂ L∞(Rn)∩LΦp
loc
(Rn). FromY ⊂ hΦp(Rn) and the fact ‖ · ‖hΦp (Rn) . ‖ · ‖Y, it follows
that, for any L ∈ (hΦp(Rn))∗ and f ∈ Y,
|L( f )| . ‖ f ‖hΦp (Rn) . ‖ f ‖Y,
which implies that L ∈ (Y)∗ and hence (hΦp(Rn))∗ ⊂ (Y)∗. From this, we further deduce that
L∞(Rn) ∩ (Y)∗ ⊂ L∞(Rn) ∩ LΦp
loc
(Rn) = L∞(Rn) ∩ (hΦp(Rn))∗ ⊂ L∞(Rn) ∩ (Y)∗,
which implies that L∞(Rn) ∩ (Y)∗ = L∞(Rn) ∩ (hΦp (Rn))∗. This finishes the proof Theorem
4.14. 
Remark 4.15. The sharpness of Theorem 4.13 is implied by Theorem 4.14. Indeed, suppose that
Theorem 4.13 holds true with hΦp(Rn) therein replaced by a smaller quasi-Banach space Y. From
Theorem 4.14, we deduce that L∞(Rn) ∩ (Y)∗ = L∞(Rn) ∩ (hΦp (Rn))∗. In this sense, we say that
Theorem 4.13 is sharp. It is still unclear whether or not the Orlicz Hardy space hΦp(Rn) is indeed
the smallest space, in the sense of the inclusion of sets, having the property in Theorem 4.13.
4.2 Bilinear decomposition of Hp(Rn) × Λnα(Rn) with p ∈ (0, 1) and α := 1/p − 1
In this subsection, we establish a bilinear decomposition of the product space Hp(Rn)×Λnα(Rn),
where p ∈ (0, 1) and α := 1/p − 1.
Now we recall the notions of the classical Hardy and Campanato spaces.
Definition 4.16. Let p ∈ (0, 1].
(i) Let ϕ ∈ S(Rn) and f ∈ S′(Rn). The radial maximal function M( f , ϕ) is defined by setting
M( f , ϕ)(x) := sup
s∈(0,∞)
|(ϕs ∗ f )(x)| , ∀ x ∈ Rn,
where ϕs(·) := 1snϕ( ·s ) for any s ∈ (0,∞).
(ii) The Hardy space Hp(Rn) is defined to be the set of all f ∈ S′(Rn) such that
‖ f ‖Hp(Rn) := ‖M( f , ϕ)‖Lp(Rn) < ∞,
where ϕ ∈ S(Rn) satisfies
∫
Rn
ϕ(x) dx , 0 and M( f , ϕ) is as in (i).
(iii) Let Φp be as in (1.8). The Orlicz Hardy space H
Φp(Rn) is defined to be the set of all
f ∈ S′(Rn) such that ‖ f ‖HΦp (Rn) := ‖M( f , ϕ)‖LΦp (Rn) < ∞, where ϕ ∈ S(Rn) satisfies∫
Rn
ϕ(x) dx , 0 and M( f , ϕ) is as in (i).
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The dual of the Hardy space turns out to be the Campanato space which was first introduced by
Campanato in [12, 13].
Definition 4.17. Let α ∈ [0, ∞) and s := ⌊nα⌋. The Campanato space Cα(Rn) is defined to be the
collection of all locally integrable functions g such that
‖g‖Cα(Rn) := sup
ball B⊂Rn
1
|B|α+1
∫
B
|g(x) − PsBg(x)| dx < ∞,
where Ps
B
g for any ball B ⊂ Rn denotes the minimizing polynomial of g on B with degree not
greater than s.
Remark 4.18. Let α and s be as in Definition 4.17. When p ∈ (0, 1] such that α = 1/p − 1, we
deduce from [28, Theorem 5.30] or [42, p. 55, Theorem 4.1] that(
Hp(Rn)
)∗
= Cα(R
n)/Ps(Rn)
with equivalent quasi-norms.
Let {ψλ
I
}I∈D, λ∈E be the wavelets as in (4.2) with the regularity parameter d ∈ N. Observe that
the family {ψλ
I
}I∈D, λ∈E forms an orthonormal basis of L2(Rn). Thus, for any f ∈ L2(Rn), we have
(4.36) f =
∑
I∈D
∑
λ∈E
〈 f , ψλI 〉ψλI
in L2(Rn). From [4, (4.6)], we deduce that, for any f , g ∈ L2(Rn) satisfying that at least one of
them has a finite wavelet expansion,
f g =
4∑
i=1
Π′i( f , g) in L
1(Rn),
where
Π′1( f , g) :=
∑
I, I′∈D
|I |=|I′|
∑
λ∈E
〈 f , φI〉〈g, ψλI′〉φIψλI′ in L1(Rn),(4.37)
Π′2( f , g) :=
∑
I, I′∈D
|I |=|I′|
∑
λ∈E
〈 f , ψλI 〉〈g, φI′〉ψλIφI′ in L1(Rn),(4.38)
Π′3( f , g) :=
∑
I, I′∈D
|I |=|I′|
∑
λ, λ′∈E
(I, λ),(I′, λ′)
〈 f , ψλI 〉〈g, ψλ
′
I′ 〉ψλIψλ
′
I′ in L
1(Rn)(4.39)
and
Π′4( f , g) :=
∑
I∈D
∑
λ∈E
〈 f , ψλI 〉〈g, ψλI 〉
(
ψλI
)2
in L1(Rn).(4.40)
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Remark 4.19. Assume that f has a finite wavelet expansion, g ∈ L2
loc
(Rn) (the set of all locally
L2(Rn) integrable functions), and the coefficients 〈 f , ψλ
I
〉 in (4.36) have only finite non-zero terms.
Then we may as well assume that there exists an R ∈ D satisfying that, for any I ∈ D and λ ∈ E
such that 〈 f , ψλ
I
〉 , 0, I ⊂ R holds true. Then we know that f is supported in the cube mR, where
m is as in (4.3). Take η to be a smooth cut-off function such that supp η ⊂ 9mR and η ≡ 1 on
5mR. It follows from [4, Remark 4.4] that, for any i ∈ {1, 2, 3, 4}, every Π′
i
( f , ηg) is well defined
in L1(Rn) and
Π′i( f , g) = Π
′
i( f , ηg).
From [4, Propositions 4.8, 4.10 and 4.11] and the fact Λnα(R
n) ⊂ Cα(Rn), we deduce the
following conclusions of Π′
1
, Π′
3
and Π′
4
.
Proposition 4.20. Let p ∈ (0, 1) and α := 1/p − 1. Assume that the regularity parameter d ∈ N of
wavelets satisfies that d > ⌊n(1/p − 1)⌋. Then the bilinear operator Π′
1
, defined as in (4.37), can
be extended to a bilinear operator bounded from Hp(Rn) × Λnα(Rn) to H1(Rn).
Proposition 4.21. Let p ∈ (0, 1) and α := 1/p − 1. Assume that the regularity parameter d ∈ N of
wavelets satisfies that d > ⌊n(1/p − 1)⌋. Then the bilinear operator Π′
3
, defined as in (4.39), can
be extended to a bilinear operator bounded from Hp(Rn) × Λnα(Rn) to H1(Rn).
Proposition 4.22. Let p ∈ (0, 1) and α := 1/p − 1. Assume that the regularity parameter d ∈ N of
wavelets satisfies that d > ⌊n(1/p − 1)⌋. Then the bilinear operator Π′
4
, defined as in (4.40), can
be extended to a bilinear operator bounded from Hp(Rn) × Λnα(Rn) to L1(Rn).
Now we establish the following estimate of Π′
2
. Let us first recall the notion of (p, 2, l)-atoms
(see, for instance, [28, 42] for more details).
Definition 4.23. Let p ∈ (0, 1] and l ∈ Z+. A function a ∈ L2(Rn) is called a (p, 2, l)-atom if
(i) there exists a ball B such that supp a := {x ∈ Rn : a(x) , 0} ⊂ B;
(ii) ‖a‖L2(Rn) ≤ |B|1/2−1/p;
(iii)
∫
Rn
xαa(x) dx = 0 for any multi-index α ∈ Zn+ satisfying |α| ≤ l.
Lemma 4.24. Let p ∈ (0, 1), Φp be as in (1.8), s := ⌊n(1/p − 1)⌋ and d ∈ Z+ ∩ [2s, ∞). Assume
that g ∈ L∞(Rn) and a is a (p, 2, d)-atom as in Definition 4.23 supported in a ball B ⊂ Rn. Then
‖aPsBg‖HΦp (Rn) ≤ C‖g‖L∞(Rn),
where Ps
B
g for any ball B ⊂ Rn denotes the minimizing polynomial of g on B with degree not
greater than s, and the positive constant C is independent of a and g.
Proof. Let p ∈ (0, 1), s := ⌊n(1/p−1)⌋ and g ∈ L∞(Rn). Let d ∈ Z+∩[2s, ∞), a be a (p, 2, d)-atom
as in Definition 4.23 supported in a ball B ⊂ Rn. Without loss of generality, we may assume that
‖g‖L∞(Rn) = 1. By the definition of HΦp(Rn) and (1.8), to show ‖aPsBg‖HΦp (Rn) . 1, it suffices to
prove that there exists a positive constant c, independent of a and g, such that
(4.41)
∫
Rn
Φp
(
M(aPs
B
g, ϕ)(x)
c
)
dx =
∫
Rn
M(aPs
B
g, ϕ)(x)/c
1 + [M(aPs
B
g, ϕ)(x)/c]1−p
dx ≤ 1,
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where M(·, ϕ) is as in Definition 4.16(i). Moreover, from some elementary calculations, we deduce
that (4.41) holds true provided that
(4.42)
∫
Rn
[M(aPsBg, ϕ)(x)]
p dx ≤ cp.
Next, we show (4.42). By (2.4) and the assumption that a is a (p, 2, d)-atom supported in the
ball B, we find that a˜ := 1
C˜
aPs
B
g is a (p, 2, d − s)-atom for some positive constant C˜. From this,
d − s ≥ ⌊n(1/p − 1)⌋ and the atomic characterization of Hp(Rn) (see [42, p. 21, Theorem 1.1]), it
follows that ∫
Rn
[M(aPsBg, ϕ)(x)]
p dx = ‖aPsBg‖Hp(Rn) . ‖˜a‖Hp(Rn) . 1,
which implies that (4.42) holds true and hence (4.41) holds true. This finishes the proof of Lemma
4.24. 
The next lemma gives a finite atomic decomposition of elements in the Hardy space Hp(Rn)
that have finite wavelet expansions, which is just [4, Lemma 4,5] (see also [33, Theorem 5.12 of
Section 6.5] and [33, Section 6.8]).
Lemma 4.25. Let p ∈ (0, 1], s ∈ Z+ with s ≥ ⌊n(1/p − 1)⌋ and d ∈ N with d > ⌊n(1/p − 1)⌋. Let
{ψλ
I
}I∈D, λ∈E be the wavelets as in (4.2) with the regularity parameter d. Assume that f ∈ Hp(Rn)
has a finite wavelet expansion, namely,
f =
∑
I∈D
∑
λ∈E
〈 f , ψλI 〉ψλI ,
where the coefficients 〈 f , ψλ
I
〉 in (4.14) have only finite non-zero terms. Then f has a finite atomic
decomposition satisfying f =
∑L
l=1 µlal, where L ∈ N, µl ∈ C for any l ∈ {1, . . . , L}, and the
following properties hold true:
(i) for any l ∈ {1, . . . , L}, al is a (p, 2, s)-atom supported in some cube mRl with m as in (4.3)
and Rl ∈ D, which can be written into the following form:
al =
∑
I∈D,I⊂Rl
∑
λ∈E
c(I, λ, l)ψ
λ
I ,
where {c(I, λ, l)}I⊂Rl, λ∈E ⊂ R;
(ii) there exists a positive constant C, independent of {µl}Ll=1, {al}Ll=1 and f , such that
L∑
l=1
|µl|p

1
p
≤ C‖ f ‖Hp(Rn);
(iii) for any l ∈ {1, . . . , L}, the wavelet expansion of al in (4.15) is also finite which is extracted
from that of f in (4.14).
Proposition 4.26. Let p ∈ (0, 1) and α := 1/p − 1. Assume that the regularity parameter d ∈ N
of wavelets satisfies that d > ⌊n(1/p − 1)⌋. Then the bilinear operator Π′
2
, defined as in (4.38),
can be extended to a bilinear operator bounded from Hp(Rn) ×Λnα(Rn) to HΦp(Rn) with Φp as in
(1.8).
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Remark 4.27. Let p ∈ (0, 1). Compared with the corresponding target space appeared in [4,
Proposition 4.9], the target space HΦp(Rn) with Φp as in (1.8) in Proposition 4.26 is smaller than
the corresponding one Hφp(Rn) with φp as in (1.9) in [4], namely, H
Φp(Rn) ⊂ Hφp(Rn) which can
be deduced directly from their definitions together with the obvious fact that Φp ≤ φp. The key
reason for this being true is that, for any α := 1/p − 1 with p ∈ (0, 1), Λnα(Rn) $ Cα(Rn).
Proof of Proposition 4.26. Let g ∈ Λnα(Rn) and s := ⌊nα⌋. Assume that a is a (p, 2, 2s)-atom
supported in the cube mR with m as in (4.3) and R ∈ D as in Lemma 4.25, and a has a finite
wavelet expansion. Let B be the smallest ball in Rn containing 9mR and Ps
B
g the minimizing
polynomial of g on B with degree ≤ s as in Definition 2.2. Let η be a smooth cut-off function such
that supp η ⊂ 9mR and η ≡ 1 on 5mR.
Applying Remark 4.19 and property (P4) in Section 4 with d > ⌊n(1/p − 1)⌋, together with the
expressions (4.37) through (4.40), we know that
aPsBg = a(ηP
s
Bg) =
4∑
i=1
Π′i(a, ηP
s
Bg) = Π
′
2(a, ηP
s
Bg) = Π
′
2(a, P
s
Bg).
Again, by Remark 4.19, we write
Π′2(a, g) = Π
′
2(a, ηg) = Π
′
2(a, η[g − PsBg]) + Π′2(a, ηPsBg) = Π′2(a, η[g − PsBg]) + aPsBg.
Notice that the expression of the function Φp obviously implies that H
1(Rn) ⊂ HΦp(Rn). More-
over, by the fact that Π′
2
is bounded from L2(Rn) × L2(Rn) to H1(Rn) (see [4, Lemma 4.2]), a is a
(p, 2, 2s)-atom, supp η ⊂ 9mR and Lemma 2.5, we conclude that
‖Π′2(a, η[g − PsBg])‖HΦp (Rn) . ‖Π′2(a, η[g − PsBg])‖H1(Rn)
. ‖a‖L2(Rn)‖η(g − PsBg)‖L2(Rn) . ‖g‖Λnα(Rn).
From this and Lemma 4.24, we deduce that
‖Π′2(a, g)‖HΦp (Rn) . ‖Π′2(a, g − PsBg)‖HΦp (Rn) + ‖aPsBg‖HΦp (Rn) . ‖g‖Λnα(Rn).
Repeating the argument similar to that used in the proof of Proposition 4.8, we find that the defini-
tion of Π′
2
( f , g) can be extended to any f ∈ Hp(Rn) and g ∈ Λnα(Rn) with the desired boundedness
and the details are omitted. This finishes the proof of Proposition 4.26. 
Definition 4.28. Let p ∈ (0, 1), d := ⌊n(1/p − 1)⌋ and Φp be as in (1.8). The Orlicz Campanato
space LΦp(Rn) is defined to be the set of all locally integrable functions g on Rn such that
‖g‖LΦp (Rn) : = sup
ball B⊂Rn
1
‖1B‖LΦp (Rn)
∫
B
|g(x) − PdBg(x)| dx < ∞,
where Pd
B
g for any ball B ⊂ Rn denotes the minimizing polynomial of g on B with degree not
greater than d.
By Remark 2.12 and [59, Theorem 5.2.1], we have the following duality result and we omit the
details.
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Lemma 4.29. Let p ∈ (0, 1) and Φp be as in (1.8). Then (HΦp(Rn))∗ = LΦp(Rn).
We have the following relations on (HΦp(Rn))∗ and (hΦp(Rn))∗ with p ∈ (0, 1) and Φp as in
(1.8).
Lemma 4.30. Let p ∈ (0, 1) and Φp be as in (1.8). Then [L∞(Rn) ∩ (HΦp(Rn))∗] = [L∞(Rn) ∩
(hΦp(Rn))∗].
Proof. Let d := ⌊n(1/p − 1)⌋ and α := 1/p − 1. From Remark 2.12 and Lemma 4.29, we deduce
that (hΦp(Rn))∗ = LΦp
loc
(Rn) and (HΦp(Rn))∗ = LΦp(Rn). Thus, to show [L∞(Rn) ∩ (HΦp(Rn))∗] =
[L∞(Rn) ∩ (hΦp(Rn))∗], it suffices to prove that [L∞(Rn) ∩ LΦp(Rn)] = [L∞(Rn) ∩ LΦp
loc
(Rn)].
From Lemma 2.14 and the definitions of LΦp(Rn) and LΦp
loc
(Rn), it easily follows that [L∞(Rn) ∩
LΦp
loc
(Rn)] ⊂ [L∞(Rn) ∩ LΦp(Rn)]. Now we show
[L∞(Rn) ∩ LΦp(Rn)] ⊂ [L∞(Rn) ∩ LΦp
loc
(Rn)].(4.43)
From Lemma 2.11(i) and the definitions of LΦp(Rn) and LΦp
loc
(Rn), it follows that, for any f ∈
L∞(Rn) ∩ LΦp(Rn),
‖ f ‖LΦp
loc
(Rn)
∼ sup
ball B⊂Rn,|B|<1
1
|B|1/p
∫
B
| f (x) − PdB f (x)| dx
+ sup
ball B⊂Rn,|B|≥1
1
|B|
∫
B
| f (x)| dx . ‖ f ‖LΦp (Rn) + ‖ f ‖L∞(Rn) < ∞,
where Pd
B
f for any ball B ⊂ Rn denotes the minimizing polynomial of g on B with degree not
greater than d, which implies that f ∈ L∞(Rn) ∩ LΦp
loc
(Rn) and hence (4.43) holds true. This
finishes the proof of Lemma 4.30. 
Using Theorem 3.1, Lemmas 4.29 and 4.30, Propositions 4.20, 4.21, 4.22 and 4.26, we obtain
the following bilinear decomposition theorem, which plays a key role in the proof of Theorem 6.7
below.
Theorem 4.31. Let p ∈ (0, 1), α = 1/p − 1 and Φp be as in (1.8). Then the following statements
hold true.
(i) There exist two bounded bilinear operators
S : Hp(Rn) × Λnα(Rn)→ L1(Rn)
and
T : Hp(Rn) × Λnα(Rn)→ HΦp(Rn)
such that, for any ( f , g) ∈ Hp(Rn) × Λnα(Rn),
f × g = S ( f , g) + T ( f , g) in S′(Rn).
Moreover, there exists a positive constant C such that, for any ( f , g) ∈ Hp(Rn) × Λnα(Rn),
‖S ( f , g)‖L1(Rn) ≤ C‖ f ‖Hp(Rn)‖g‖Λnα(Rn)
and
‖T ( f , g)‖HΦp (Rn) ≤ C‖ f ‖Hp(Rn)‖g‖Λnα(Rn).
36 Yangyang Zhang, Dachun Yang andWen Yuan
(ii) The pointwise multiplier class of Λnα(R
n) equals to L∞(Rn) ∩ (HΦp(Rn))∗.
Proof. From Theorem 3.1, Lemmas 4.29 and 4.30, it follows that (ii) holds true.
As for (i), for any ( f , g) ∈ Hp(Rn) × Λnα(Rn), let
S ( f , g) := Π′4( f , g)(4.44)
and
T ( f , g) :=
3∑
i=1
Π′i( f , g).
Using Propositions 4.20, 4.21, 4.22 and 4.26, and repeating the argument similar to that used in
the proof of Theorem 4.13, we obtain the desired conclusion of this theorem. This finishes the
proof of Theorem 4.31. 
Remark 4.32. Let p ∈ (0, 1), α := 1/p − 1 and Φp be as in (1.8)
(i) Let φp be as in (1.9). In Theorem 4.31(i), if we replace Λnα(R
n) and HΦp(Rn), respectively,
by Cα(R
n) and Hφp(Rn), then the corresponding conclusions of Theorem 4.31(i) still hold
true, which is just [4, Theorem 1.2]. Observe that, by Remark 4.27, we have Λnα(R
n) $
Cα(R
n) and HΦp(Rn) ⊂ Hφp(Rn). Thus, Theorem 4.31 is of independent interest. However,
it is still unclear whether or not HΦp(Rn) is a proper subspace of Hφp(Rn).
(ii) By Theorem 4.13, [4, Theorem 1.2] and Theorem 4.31, we have bilinear decompositions of
hp(Rn) × Λnα(Rn), Hp(Rn) × Cα(Rn) and Hp(Rn) × Λnα(Rn). Motivated by these results, to
complete the whole story, it is quite natural to conjecture that hp(Rn) × Cα(Rn) should also
have a bilinear decomposition. However, the present definition (4.28) of the product does
not make sense for the product of elements in hp(Rn) and Cα(R
n) because the dual space of
hp(Rn) is smaller than Cα(R
n), namely, (hp(Rn))∗ = Λnα(Rn) $ Cα(Rn).
(iii) The sharpness of Theorem 4.31 is implied by Theorem 4.31(ii). Indeed, suppose that Theo-
rem 4.31 holds true with HΦp(Rn) therein replaced by a smaller quasi-Banach space Y. In
this case, we know that the pointwise multiplier class of Λnα(R
n) equals to L∞(Rn) ∩ (Y)∗
From this and Theorem 4.31(ii), we deduce that L∞(Rn) ∩ (Y)∗ = L∞(Rn) ∩ (HΦp(Rn))∗.
In this sense, we say that Theorem 4.31 is sharp. It is still unclear whether or not the Or-
licz Hardy space HΦp(Rn) is indeed the smallest space, in the sense of the inclusion of sets,
having the property as in Theorem 4.31.
4.3 Bilinear decomposition of H1(Rn) × bmo (Rn)
In this subsection, we establish the bilinear decomposition of the product space H1(Rn) ×
bmo (Rn). Now, we recall the notions of both the local Hardy-type space hΦ∗ (R
n) and the Hardy-
type space HΦ∗ (Rn) introduced in [5].
Definition 4.33. For any τ ∈ [0,∞), let Φ be as in (1.2).
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(i) The variant Orlicz space LΦ∗ (Rn) is defined to be the set of all measurable functions f such
that
‖ f ‖LΦ∗ (Rn) :=
∑
k∈Zn
‖ f1Qk‖LΦ(Rn) < ∞,
where Qk := k + [0, 1)
n for any k ∈ Zn.
(ii) The variant Orlicz Hardy space HΦ∗ (Rn) is defined by setting
HΦ∗ (R
n) :=
{
f ∈ S′(Rn) : ‖ f ‖HΦ∗ (Rn) := ‖M( f , ϕ)‖LΦ∗ (Rn) < ∞
}
,
where ϕ ∈ S(Rn) satisfies
∫
Rn
ϕ(x) dx , 0.
(iii) The variant local Orlicz Hardy space hΦ∗ (Rn) is defined by setting
hΦ∗ (R
n) :=
{
f ∈ S′(Rn) : ‖ f ‖hΦ∗ (Rn) := ‖m( f , ϕ)‖LΦ∗ (Rn) < ∞
}
,
where ϕ ∈ S(Rn) satisfies
∫
Rn
ϕ(x) dx , 0.
(iv) The local BMO -type space bmo Φ(Rn) is defined to be the set of all measurable functions
f ∈ L1
loc
(Rn) such that
‖ f ‖ bmo Φ(Rn) : = sup
ball B⊂Rn,|B|<1
log(e + 1|B| )
|B|
∫
B
| f (x) − fB| dx
+ sup
ball B⊂Rn,|B|≥1
log(e + 1|B| )
|B|
∫
B
| f (x)| dx < ∞,
where fB :=
1
|B|
∫
B
f (x) dx for any ball B ⊂ Rn.
(v) The BMO -type space BMO Φ(Rn) is defined to be the set of all measurable functions f ∈
L1
loc
(Rn) such that
‖ f ‖BMO Φ(Rn) : = sup
ball B⊂Rn
log(e + 1|B|)
|B|
∫
B
| f (x) − fB| dx,
where fB :=
1
|B|
∫
B
f (x) dx for any ball B ⊂ Rn.
From [8, Theorems 5.2 and 5.3] and the proof of [8, Proposition 6.1], together with the fact that
bmo (Rn) ⊂ BMO(Rn), we deduce the following conclusions of Π′
1
, Π′
3
and Π′
4
.
Proposition 4.34. Assume that the regularity parameter d ∈ N of wavelets satisfies that d ≥ 1.
Then the bilinear operator Π′
1
, defined as in (4.37), can be extended to a bilinear operator bounded
from H1(Rn) × bmo (Rn) to H1(Rn).
Proposition 4.35. Assume that the regularity parameter d ∈ N of wavelets satisfies that d ≥ 1.
Then the bilinear operator Π′
3
, defined as in (4.39), can be extended to a bilinear operator bounded
from H1(Rn) × bmo (Rn) to H1(Rn).
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Proposition 4.36. Assume that the regularity parameter d ∈ N of wavelets satisfies that d ≥ 1.
Then the bilinear operator Π′
4
, defined as in (4.40), can be extended to a bilinear operator bounded
from H1(Rn) × bmo (Rn) to L1(Rn).
To obtain the estimate of Π′
2
, we need the following technical lemma.
Lemma 4.37. Let d ∈ Z+ satisfy that d ≥ 0 and Φ be as in (1.2). Assume that g ∈ bmo (Rn) and
a is a (1, 2, d)-atom as in Definition 4.23 supported in a ball B ⊂ Rn. Then
‖agB‖HΦ∗ (Rn) ≤ C‖g‖ bmo (Rn),
where gB :=
1
|B|
∫
B
g(x) dx and the positive constant C is independent of a and g.
Proof. Let g ∈ bmo (Rn), d ∈ Z+ ∩ [0, ∞), a be a (1, 2, d)-atom as in Definition 4.23 supported in
a ball B ⊂ Rn. By the definition of HΦ∗ (Rn), we conclude that
‖agB‖HΦ∗ (Rn) ≤ ‖|gB|M(a, ϕ)‖LΦ∗ (Rn) . ‖|g − gB|M(a, ϕ)‖LΦ∗ (Rn) + ‖|g|M(a, ϕ)‖LΦ∗ (Rn)(4.45)
=: I1 + I2,
where ϕ ∈ S(Rn) satisfies
∫
Rn
ϕ(x) dx , 0 and M(·, ϕ) is as in Definition 4.16(i).
For I1, using the fact that a is a (1, 2, d)-atom, L
1(Rn) ⊂ LΦ∗ (Rn) and [8, Lemma 5.2], we know
that
I1 = ‖|g − gB|M(a, ϕ)‖LΦ∗ (Rn) ≤ ‖|g − gB|M(a, ϕ)‖L1(Rn) . ‖g‖ bmo (Rn),(4.46)
which is the desired estimate.
As for I2, by the estimate in [15, p. 25], we know that, for any f ∈ L1(Rn) and h ∈ bmo (Rn),
‖ f h‖LΦ∗ (Rn) . ‖ f ‖L1(Rn) ‖h‖ bmo (Rn).
From this, the atomic characterization of H1(Rn) (see [42, p. 21, Theorem 1.1]) and the fact that a
is a (1, 2, d)-atom, it further follows that
I2 = ‖|g|M(a, ϕ)‖LΦ∗ (Rn) ≤ ‖M(a, ϕ)‖L1(Rn) ‖g‖ bmo (Rn) . ‖g‖ bmo (Rn),
which, combined with (4.45) and (4.46), implies that ‖agB‖HΦ∗ (Rn) . ‖g‖ bmo (Rn) holds true. This
finishes the proof of Lemma 4.37. 
Now we establish the following estimate of Π′
2
.
Proposition 4.38. Let Φ be as in (1.2). Assume that the regularity parameter d ∈ N of wavelets
satisfies d ≥ 1. Then the bilinear operator Π′
2
, defined as in (4.38), can be extended to a bilinear
operator bounded from H1(Rn) × bmo (Rn) to HΦ∗ (Rn).
Proof. Let g ∈ bmo (Rn). Assume that a is a (1, 2, 0)-atom supported in the cube mR with m as
in (4.3) and R ∈ D as in Lemma 4.25, and a has a finite wavelet expansion. Let B be the smallest
ball in Rn containing 9mR and gB :=
1
|B|
∫
B
g(x) dx. Let η be a smooth cut-off function such that
supp η ⊂ 9mR and η ≡ 1 on 5mR.
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Applying Remark 4.19 and property (P4) in Section 4 with d ≥ 1, together with the expressions
(4.37) through (4.40), we know that
agB = a(ηgB) =
4∑
i=1
Π′i(a, ηgB) = Π
′
2(a, ηgB) = Π
′
2(a, gB).
Again, by Remark 4.19, we write
Π′2(a, g) = Π
′
2(a, ηg) = Π
′
2(a, η[g − gB]) + Π′2(a, ηgB) = Π′2(a, η[g − gB]) + agB.
Notice that the definition of the space LΦ∗ (R
n) easily implies that H1(Rn) ⊂ HΦ∗ (Rn). Moreover, by
the fact that Π2 is bounded from L
2(Rn) × L2(Rn) to H1(Rn) (see Lemma 4.3), a is a (1, 2, 0)-atom
and supp η ⊂ 9mR, we conclude that
‖Π′2(a, η[g − gB])‖HΦ∗ (Rn) . ‖Π
′
2(a, η[g − gB])‖H1(Rn)
. ‖a‖L2(Rn)‖η(g − gB)‖L2(Rn) . ‖g‖ bmo (Rn).
From this and Lemma 4.37, we deduce that
‖Π′2(a, g)‖HΦ∗ (Rn) . ‖Π
′
2(a, g − gB)‖HΦ∗ (Rn) + ‖agB‖HΦ∗ (Rn) . ‖g‖ bmo (Rn).
Repeating the argument similar to that used in the proof of Proposition 4.7, we find that the defini-
tion ofΠ′
2
( f , g) can be extended to any f ∈ H1(Rn) and g ∈ bmo (Rn) with the desired boundedness
and the details are omitted. This finishes the proof of Proposition 4.38. 
By [64, Lemma 3.4] and [65, Theorem 5.7], we have the following duality result and we omit
the details.
Lemma 4.39. Let Φ be as in (1.2). Then (HΦ∗ (Rn))∗ = BMO
Φ(Rn).
Lemma 4.40. Let Φ be as in (1.2). Then [L∞(Rn) ∩ (HΦ∗ (Rn))∗] = [L∞(Rn) ∩ bmo Φ(Rn)].
Proof. From Lemma 4.39, we deduce that (HΦ∗ (R
n))∗ = BMO Φ(Rn). Thus, to show [L∞(Rn) ∩
(HΦ∗ (R
n))∗] = [L∞(Rn)∩ bmo Φ(Rn)], it suffices to prove that [L∞(Rn)∩ BMOΦ(Rn)] = [L∞(Rn)∩
bmo Φ(Rn)]. From the definitions of BMOΦ(Rn) and bmo Φ(Rn), it easily follows that [L∞(Rn)∩
bmo Φ(Rn)] ⊂ [L∞(Rn) ∩ BMOΦ(Rn)]. Now we show
[L∞(Rn) ∩ BMOΦ(Rn)] ⊂ [L∞(Rn) ∩ bmoΦ(Rn)].(4.47)
From the definitions of BMOΦ(Rn) and bmo Φ(Rn), it follows that, for any f ∈ L∞(Rn) ∩
BMOΦ(Rn),
‖ f ‖ bmo Φ(Rn) = sup
ball B⊂Rn,|B|<1
log(e + 1|B| )
|B|
∫
B
| f (x) − fB| dx
+ sup
ball B⊂Rn,|B|≥1
log(e + 1|B| )
|B|
∫
B
| f (x)| dx . ‖ f ‖BMO Φ(Rn) + ‖ f ‖L∞(Rn) < ∞,
which implies that f ∈ L∞(Rn) ∩ bmo Φ(Rn) and hence (4.47) holds true. This finishes the proof
of Lemma 4.40. 
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Theorem 4.41. Let Φ be as in (1.2). Then the following statements hold true.
(i) There exist two bounded bilinear operators
S : H1(Rn) × bmo (Rn)→ L1(Rn)
and
T : H1(Rn) × bmo (Rn) → HΦ∗ (Rn)
such that, for any ( f , g) ∈ H1(Rn) × bmo (Rn),
f × g = S ( f , g) + T ( f , g) in S′(Rn).
Moreover, there exists a positive constant C such that, for any ( f , g) ∈ H1(Rn) × bmo (Rn),
‖S ( f , g)‖L1(Rn) ≤ C‖ f ‖H1(Rn)‖g‖ bmo (Rn)
and
‖T ( f , g)‖HΦ∗ (Rn) ≤ C‖ f ‖H1(Rn)‖g‖ bmo (Rn).
(ii) The pointwise multiplier class of bmo (Rn) equals to L∞(Rn) ∩ (HΦ∗ (Rn))∗.
Proof. From [64, Theorem 3.6(iii)] and Lemma 4.40, it follows that (ii) holds true.
As for (i), for any ( f , g) ∈ H1(Rn) × bmo (Rn), let
S ( f , g) := Π′4( f , g)(4.48)
and
T ( f , g) :=
3∑
i=1
Π′i( f , g).
Using Propositions 4.34, 4.35, 4.36 and 4.38, and repeating some arguments similar to those used
in the proof of Theorem 4.13, we obtain the desired conclusion of Theorem 4.41. This finishes the
proof of Theorem 4.41. 
Remark 4.42. Let p ∈ (0, 1) and α := 1/p − 1.
(i) In Theorem 4.41(i), if we replace bmo (Rn) and HΦ∗ (Rn), respectively, by BMO(Rn) and
Hlog(Rn) as in (1.3), then the corresponding conclusions of Theorem 4.41(i) still hold true,
which is just [8, Theorem 1.1]. Observe that, by [64, Lemma 3.4], we have bmo (Rn) $
BMO(Rn) and HΦ∗ (Rn) ⊂ Hlog(Rn). Thus, Theorem 4.41 is of independent interest. How-
ever, it is still unclear whether or not HΦ∗ (R
n) is a proper subset of Hlog(Rn).
(ii) Also, in Theorem 4.41(i), if we replace H1(Rn) and HΦ∗ (Rn), respectively, by h1(Rn) and
hΦ∗ (Rn), then the corresponding conclusions of Theorem 4.41(i) still hold true, which is just
[15, Theorem 1.1(ii)]. This is quite natural by observing that HΦ∗ (R
n) $ hΦ∗ (R
n). To see
HΦ∗ (R
n) $ hΦ∗ (R
n), from the definitions of HΦ∗ (R
n) and hΦ∗ (R
n), it is easy to deduce that
HΦ∗ (R
n) ⊂ hΦ∗ (Rn). Using the atomic characterization of hΦ∗ (Rn) (see [64, Theorem 2.18]),
we know that 1
B(~0n,2)
∈ hΦ∗ (Rn). On the other hand, by an argument similar to that used in
the estimation of [65, (4.20)], we conclude that, for any f ∈ HΦ∗ (Rn)∩ L2(Rn) with compact
supports,
∫
Rn
f (x) dx = 0, which implies that 1
B(~0n,2)
< HΦ∗ (Rn) and hence HΦ∗ (Rn) $ hΦ∗ (Rn).
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(iii) By Theorem 4.41, [8, Theorem 1.1] and [15, Theorem 1.1], we have bilinear decompositions
of H1(Rn)× bmo (Rn), H1(Rn)× BMO(Rn) and h1(Rn)× bmo (Rn). Motivated by these re-
sults, to complete the whole picture, it is quite natural to conjecture that h1(Rn)× BMO(Rn)
should also have a bilinear decomposition. However, the present definition (4.28) of the
product does not make sense for the product of functions in h1(Rn) and BMO(Rn) be-
cause the dual space of h1(Rn) is smaller than BMO (Rn), namely, (h1(Rn))∗ = bmo (Rn) $
BMO(Rn).
(iv) The sharpness of Theorem 4.41 is implied by Theorem 4.41(ii). Indeed, suppose that The-
orem 4.41 holds true with HΦ∗ (Rn) therein replaced by a smaller quasi-Banach space Y. In
this case, we know that the pointwise multiplier class of bmo (Rn) equals to L∞(Rn) ∩ (Y)∗
From this and Theorem 4.41(ii), we deduce that L∞(Rn) ∩ (Y)∗ = L∞(Rn) ∩ (HΦ∗ (Rn))∗.
In this sense, we say that Theorem 4.41 is sharp. It is still unclear whether or not the Or-
licz Hardy space HΦ∗ (R
n) is indeed the smallest space, in the sense of the inclusion of sets,
having the property in Theorem 4.41.
5 Intrinsic structures of (local) Orlicz Hardy spaces hΦp(Rn)
and HΦp(Rn) with p ∈ (0, 1)
In this section, we establish new structures of the spaces hΦp(Rn) and HΦp(Rn) by showing that,
for any p ∈ (0, 1), hΦp(Rn) = hp(Rn) + h1(Rn) and HΦp(Rn) = Hp(Rn) + H1(Rn) with equivalent
quasi-norms, and then further clarify the relations between hΦp(Rn) and hφp(Rn).
Recall that, in [3], for any two quasi-Banach spaces A0 and A1, the pair (A0, A1) is said to be
compatible if there exists a Hausdorff topological vector space X such that A0 ⊂ X and A1 ⊂ X.
For any compatible pair (A0, A1) of quasi-Banach spaces, the sum space A0 + A1 is defined by
setting
A0 + A1 := {a ∈ X : ∃ a0 ∈ A0 and a1 ∈ A1 such that a = a0 + a1}(5.1)
equipped with the quasi-norm
‖a‖A0+A1 := inf{‖a0‖A0 + ‖a1‖A1 : a = a0 + a1, a0 ∈ A0 and a1 ∈ A1}.
In what follows, we use h1(Rn) + hp(Rn) to denote the sum space, defined as in (5.1), with X :=
S′(Rn), A0 := h1(Rn) and A1 := hp(Rn).
We first recall the following two lemmas, established in [60], on the Caldero´n–Zygmund de-
composition of the elements of local Musielak–Orlicz Hardy spaces.
The following lemma is a part of [60, Corollary 4.8].
Lemma 5.1. Let p ∈ (0, 1), q ∈ (1,∞) and Φp be as in (1.8). Then Lq(Rn) ∩ hΦp(Rn) is dense in
hΦp(Rn).
Define, for any N ∈ N and ϕ ∈ S(Rn),
pN(ϕ) :=
∑
α∈Zn+,|α|≤N
sup
x∈Rn
(1 + |x|)N+n|∂αϕ(x)|,
and let FN(Rn) := {ϕ ∈ S(Rn) : pN(ϕ) ≤ 1}. Also recall that Rn+1+ := Rn × (0,∞).
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Definition 5.2. Let ϕ ∈ S(Rn), N ∈ N and f ∈ S′(Rn).
(i) The grand maximal function MN( f ) is defined by setting, for any x ∈ Rn,
MN( f )(x) := sup
{|ϕs ∗ f (y)| : s ∈ (0,∞), |x − y| < s, ϕ ∈ FN(Rn)} ;
(ii) The local grand maximal function mN( f ) is defined by setting, for any x ∈ Rn,
mN( f )(x) := sup
{|ϕs ∗ f (y)| : s ∈ (0, 1), |x − y| < s, ϕ ∈ FN(Rn)} ;
By the proof of [60, Lemma 5.5], we immediately obtain the following Caldero´n–Zygmund
decomposition of the elements of the local Musielak–Orlicz Hardy space hΦp(Rn) and we omit the
details.
Lemma 5.3. Let p ∈ (0, 1), q ∈ (1,∞) and Φp be as in (1.8). Assume that d ∈ Z+ satisfies
d ≥ ⌊n( 1
p
− 1)⌋. Then, for any f ∈ hΦp(Rn)∩ Lq(Rn), there exists a sequence {hk
i
}k∈Z,i∈N of elements
in L∞(Rn) supported, respectively, in balls {Bk
i
}k∈Z,i∈N such that
(5.2) f =
∑
k∈Z,i∈N
hki in S′(Rn)
and, for any k ∈ Z,
(5.3) Ok = ∪i∈N(Bki )∗ and {(Bki )∗}i∈N has f inite intersection property,
where Ok := {x ∈ Rn : mN( f )(x) > 2k} with N := ⌊ 2np + 1⌋, and (Bki )∗ := cBki with c ∈ (0, 1) being
a constant. Moreover, there exists a positive constant C such that, for any k ∈ Z and i ∈ N,
(5.4) |hki | ≤ C2k
and, when |Bk
i
| < 1, for any multi-index α satisfying |α| ≤ d, it holds true that
(5.5)
∫
Rn
xαhki (x) dx = 0.
Definition 5.4. Let p ∈ (0, 1), r ∈ (1, ∞] and d ∈ Z+. Then a measurable function a on Rn is
called a local (p, r, d)-atom if there exists a ball B ∈ B such that
(i) supp a := {x ∈ Rn : a(x) , 0} ⊂ B;
(ii) ‖a‖Lr(Rn) ≤ |B|1/r−1/p;
(iii) if |B| < 1, then
∫
Rn
a(x)xα dx = 0 for any α ∈ Zn+ with |α| ≤ d.
Theorem 5.5. Let p ∈ (0, 1) and Φp be as in (1.8). Then the space hΦp(Rn) and h1(Rn) + hp(Rn)
coincide with equivalent quasi-norms.
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Proof. Let p ∈ (0, 1). We first establish the inclusion [h1(Rn) + hp(Rn)] ⊂ hΦp(Rn). For any
f ∈ h1(Rn) + hp(Rn), let f0 ∈ h1(Rn) and f1 ∈ hp(Rn) be such that f = f0 + f1 in S′(Rn) and
‖ f0 + f1‖h1(Rn)+hp(Rn) ∼ ‖ f0‖h1(Rn) + ‖ f1‖hp(Rn).
By Lemma 2.11(i), we know that
‖ f ‖hΦp (Rn) . ‖ f0‖hΦp (Rn) + ‖ f1‖hΦp (Rn) . ‖ f0‖h1(Rn) + ‖ f1‖hp(Rn) ∼ ‖ f0 + f1‖h1(Rn)+hp(Rn).
This immediately implies the inclusion [h1(Rn) + hp(Rn)] ⊂ hΦp(Rn).
It remains to prove hΦp(Rn) ⊂ [h1(Rn) + hp(Rn)]. First, we let q ∈ (1,∞) and f ∈ hΦp(Rn) ∩
Lq(Rn). Applying Lemma 5.3, we know that there exists a sequence {hk
i
}k∈Z,i∈N of elements in
L∞(Rn) supported, respectively, in balls {Bk
i
}k∈Z,i∈N satisfying that, for any k ∈ Z,
∑
i∈N 1cBi,k . 1
with c ∈ (0, 1) being a constant such that
(5.6) f =
∑
k∈Z
∑
i∈N
hki in S′(Rn).
Let
(5.7) E :=
{
x ∈ Rn : mN( f )(x) < 1
}
,
where m(·, ϕ) is as in Definition 2.1(i). For any k ∈ Z and i ∈ N, let
Bki,E := (cB
k
i ) ∩ E and Bki,E∁ := (cB
k
i ) ∩ E∁.
Moreover, let
I0 :=
{
(k, i) ∈ Z × N :
∣∣∣Bki,E∣∣∣ ≥ 12
∣∣∣cBki ∣∣∣
}
and I1 :=
{
(k, i) ∈ Z × N :
∣∣∣∣Bk
i,E∁
∣∣∣∣ > 1
2
∣∣∣cBki ∣∣∣
}
.
It is easy to see that I1 ∩ I0 = ∅ and∑
k∈Z
∑
i∈N
hki =
∑
(k,i)∈I0
hki +
∑
(k,i)∈I1
hki in S′(Rn).
Fix k0 ∈ Z. By Lemma 5.3, it holds true that
(5.8)
∑
(k0 ,i)∈I0
∣∣∣∣Bk0i ∣∣∣∣ ≤ 2c
∑
(k0 ,i)∈I0
∣∣∣∣Bk0i,E ∣∣∣∣ . ∣∣∣∣{x ∈ E : mN( f )(x) > 2k0}∣∣∣∣ .
Similarly, we have
(5.9)
∑
(k0 ,i)∈I1
∣∣∣∣Bk0i ∣∣∣∣ < 2c
∑
(k0,i)∈I1
∣∣∣∣Bk0
i,E∁
∣∣∣∣ . ∣∣∣∣{x ∈ E∁ : mN( f )(x) > 2k0}∣∣∣∣ .
For any (k, i) ∈ I0, let λ(0)k,i := 2k |Bki | and a
(0)
k,i
:= hk
i
/λ
(0)
k,i
and, for any (k, i) ∈ I1, let λ(1)k,i := 2k |Bki |1/p
and a
(1)
k,i
:= hk
i
/λ
(1)
k,i
. Then we write the decomposition in (5.6) into
f =
∑
(k,i)∈I0
hki +
∑
(k,i)∈I1
hki =:
∑
(k,i)∈I0
λ
(0)
k,i
a
(0)
k,i
+
∑
(k,i)∈I1
λ
(1)
k,i
a
(1)
k,i
=: f0 + f1.
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Assume that d ∈ Z+ satisfies d ≥ ⌊n( 1p − 1)⌋. By Definition 5.4 and Lemma 5.3, it is easy to see
that a
(0)
k,i
is a local (1,∞, d)-atom supported in the ball Bk
i
and a
(1)
k,i
a local (p,∞, d)-atom supported
in the ball Bk
i
. From (5.7), [61, Theorem 3.14] and the fact that f ∈ hΦP(Rn), it follows that∑
(k,i)∈I0
|λ(0)
k,i
| .
∑
k∈Z
2k
∣∣∣∣{x ∈ E : mN( f )(x) > 2k}∣∣∣∣ . ∫
E
mN( f )(x) dx
∼
∫
E
mN( f )(x)
1 + [mN( f )(x)]1−p
dx ∼
∫
Rn
Φp(mN( f )(x)) dx . 1.
Moreover, using the atomic characterization of h1(Rn) (see [29, Theorem 5]), we know that f0 ∈
h1(Rn) and ‖ f0‖h1(Rn) . ‖ f ‖hΦP (Rn).
As for f1, by (5.9), [61, Theorem 3.14] and the fact that f ∈ hΦP(Rn), we find that∑
(k,i)∈I0
|λ(1)
k,i
|p .
∑
k∈Z
2kp
∣∣∣∣{x ∈ E∁ : mN( f )(x)(x) > 2k}∣∣∣∣ . ∫
E∁
[mN( f )(x)(x)]
p dx
∼
∫
E∁
mN( f )(x)
1 + [mN( f )(x)]1−p
dx ∼
∫
Rn
Φp(mN( f )(x)) dx . 1.
Then, using the atomic characterization of hp(Rn) (see [29, Theorem 5]), we know that f1 ∈ hp(Rn)
and ‖ f1‖hp(Rn) . ‖ f ‖hΦP (Rn).
From the above estimates, we deduce that [hΦp(Rn)∩ Lq(Rn)] ⊂ [h1(Rn)+ hp(Rn)] and, for any
f ∈ hΦP(Rn) ∩ Lq(Rn), there exist f0 ∈ h1(Rn) and f1 ∈ hp(Rn) such that f = f0 + f1 in S′(Rn) and
‖ f0‖h1(Rn) + ‖ f1‖hp(Rn) . ‖ f ‖hΦP (Rn).(5.10)
Now, we consider the general case. For any f ∈ hΦP(Rn), by Lemma 5.1, we know that there
exist { fl}l∈N ⊂ hΦp(Rn) ∩ Lq(Rn) such that f =
∑
l∈N fl in hΦp(Rn) and
‖ fl‖hΦp (Rn) . 2−l‖ f ‖hΦp (Rn).
From (5.10), we deduce that, for any l ∈ N, there exist fl,0 ∈ h1(Rn) and fl,1 ∈ hp(Rn) such that
fl = fl,0 + fl,1 in S′(Rn) and
‖ fl,0‖h1(Rn) + ‖ fl,1‖hp(Rn) . ‖ fl‖hΦP (Rn) . 2−l‖ f ‖hΦp (Rn).(5.11)
By this, we know that, for any M, N ∈ N with M > N,∥∥∥∥∥∥∥
M∑
l=N
fl,0
∥∥∥∥∥∥∥
h1(Rn)
≤
M∑
l=N
∥∥∥ fl,0∥∥∥h1(Rn) .
M∑
l=N
2−l‖ f ‖hΦp (Rn) . 2−N‖ f ‖hΦp (Rn)
and ∥∥∥∥∥∥∥
M∑
l=N
fl,1
∥∥∥∥∥∥∥
p
hp(Rn)
≤
M∑
l=N
∥∥∥ fl,1∥∥∥php(Rn) .
M∑
l=N
2−lp‖ f ‖p
hΦp (Rn)
. 2−Np‖ f ‖p
hΦp (Rn)
,
which implies that
∑
l∈N fl,0 and
∑
l∈N fl,1 converge in S′(Rn). Let f0 :=
∑
l∈N fl,0 and f1 :=∑
l∈N fl,1. It follows from (5.11) that f0 ∈ h1(Rn), f1 ∈ hp(Rn) and fl = fl,0 + fl,1 in S′(Rn)
satisfying that
‖ f0‖h1(Rn) ≤
∑
l∈N
‖ fl,0‖h1(Rn) . ‖ f ‖hΦp (Rn)
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and
‖ f1‖php(Rn) ≤
∑
l∈N
‖ fl,1‖php(Rn) . ‖ f ‖
p
hΦp (Rn)
.
Then we have f = f0 + f1 in S′(Rn) and
‖ f0‖h1(Rn) + ‖ f1‖hp(Rn) . ‖ f ‖hΦP (Rn),
which implies that f ∈ h1(Rn) + hp(Rn) and hence hΦp(Rn) ⊂ [h1(Rn) + hp(Rn)]. This finishes the
proof of Theorem 5.5. 
We have the following further relations on hp(Rn) and hΦP(Rn) with p ∈ (0, 1) and Φp as in
(1.8).
Corollary 5.6. Let p ∈ (0, 1) and Φp be as in (1.8). Then
(i) hp(Rn) $ hΦP(Rn);
(ii) [hp(Rn)]∗ and [hΦP(Rn)]∗ coincide with equivalent quasi-norms.
Proof. From Theorem 5.5, it easily follows that hp(Rn) $ hΦP(Rn), which completes the proof of
(i).
Now we show (ii). Let d := ⌊n(1/p − 1)⌋ and α := 1/p − 1. From this, Lemmas 2.11(i) and
2.10, it follows that (hΦp(Rn))∗ = LΦp,1,d
loc
(Rn) and, for any f ∈ LΦp,1,d
loc
(Rn),
‖ f ‖LΦp ,1,d
loc
(Rn)
∼ sup
ball B⊂Rn,|B|<1
1
|B|1/p
∫
B
| f (x) − PdB f (x)| dx(5.12)
+ sup
ball B⊂Rn,|B|≥1
1
|B|
∫
B
| f (x)| dx < ∞,
where Pd
B
f for any ball B ⊂ Rn denotes the minimizing polynomial of g on B with degree not
greater than d. Moreover, by Remark 2.3(i), we know that (hp(Rn))∗ = Lα,1,d
loc
(Rn) and, for any
f ∈ Lα,1,d
loc
(Rn)
‖ f ‖Lα,1,d
loc
(Rn)
:= sup
ball B⊂Rn,|B|<1
1
|B|1/p
[∫
B
| f (x) − PdB f (x)| dx
]
+ sup
ball B⊂R,|B|≥1
1
|B|1/p
∫
B
| f (x)| dx < ∞.
From this and (5.12), we deduce that, for any f ∈ LΦp,1,d
loc
(Rn),
‖ f ‖Lα,1,d
loc
(Rn)
. ‖ f ‖LΦp ,1,d
loc
(Rn)
.(5.13)
Thus, LΦp,1,d
loc
(Rn) ⊂ Lα,1,d
loc
(Rn). On the other hand, by Lemma 2.5, we conclude that, for any
f ∈ Lα,1,d
loc
(Rn),
sup
ball B⊂Rn,|B|≥1
1
|B|
∫
B
| f (x)| dx ≤ ‖ f ‖L∞(Rn) ≤ ‖ f ‖Λnα(Rn) ∼ ‖ f ‖Lα,1,d
loc
(Rn)
< ∞,
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which implies that
‖ f ‖LΦp ,1,d
loc
(Rn)
. ‖ f ‖Lα,1,d
loc
(Rn)
.
Thus,Lα,1,d
loc
(Rn) ⊂ LΦp,1,d
loc
(Rn). This, together with (5.13), then finishes the proof of (ii) and hence
of Corollary 5.6. 
To obtain a new structure of HΦp(Rn), we need the following Caldero´n–Zygmund decomposi-
tion of on its the elements, which was established in [37, Section 5.2].
Lemma 5.7. Let p ∈ (0, 1), q ∈ (1,∞) and Φp be as in (1.8). Assume that d ∈ Z+ satisfies
d ≥ ⌊n( 1
p
− 1)⌋. Then, for any f ∈ HΦp(Rn) ∩ Lq(Rn), there exists a sequence {hk
i
}k∈Z,i∈N of
elements in L∞(Rn) supported, respectively, in balls {Bk
i
}k∈Z,i∈N such that
f =
∑
k∈Z,i∈N
hki in S′(Rn)
and, for any k ∈ Z,
Ok = ∪i∈N(Bki )∗ and {(Bki )∗}i∈N has f inite intersection property,
where Ok := {x ∈ Rn : MN( f )(x) > 2k} with N := ⌊ np + 1⌋, and (Bki )∗ := cBki with c ∈ (0, 1) being
a constant. Moreover, there exists a positive constant C such that, for any k ∈ Z and i ∈ N,
|hki | ≤ C2k
and, for any multi-index α satisfying |α| ≤ d, it holds true that∫
Rn
xαhki (x) dx = 0.
Theorem 5.8. Let p ∈ (0, 1) and Φp be as in (1.8). Then the space HΦp(Rn) and H1(Rn)+Hp(Rn)
coincide with equivalent quasi-norms.
Proof. Completely repeating the proof of Theorem 5.5 via replacing Lemma 5.3 used therein by
the above Lemma 5.7, we can easily obtain the conclusion of Theorem 5.8 and we omit the details
here. This finishes the proof of Theorem 5.8. 
Remark 5.9. (i) Let p ∈ (0, 1). From Theorem 5.8, it follows that Hp(Rn) $ HΦp(Rn) and
(HΦp(Rn))∗ ⊂ (Hp(Rn))∗. In Theorem 5.8, if we replace HΦp(Rn) and Hp(Rn), respectively,
by Hφp(Rn) and H
p
Wp
(Rn), where H
p
Wp
(Rn) denotes the weighted Hardy space associated
with Wp as in [14, (1.7)], then the corresponding conclusions of Theorem 5.8 still hold
true, which is just [14, Theorem 1.2]. Moreover, using the equivalence that ‖1B‖Lp
Wp
(Rn) ∼
‖1B‖Lφp (Rn) for any B ⊂ Rn with the positive equivalence constants independent of B, Cao
et al. in [14, Remark 3.1] further showed that [H
p
Wp
(Rn)]∗ and [Hφp(Rn)]∗ coincide with
equivalent quasi-norms. However, from Lemma 2.11(i), we deduce that, for any B ⊂ Rn
with |B| > 1, ‖1B‖LΦp (Rn) ∼ |B| and ‖1B‖Lp(Rn) = |B|1/p. Thus, we cannot use a method
similar to that used in the proof of [14, Remark 3.1] to obtain the coincidence of (HΦP(Rn))∗
and (Hp(Rn))∗, which is still unknown.
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(ii) Let Φ be as in (1.2). We point out that it looks difficult to obtain intrinsic structures of
HΦ∗ (Rn) and hΦ∗ (Rn) via classic Hardy spaces Hp(Rn) or hp(Rn), with p ∈ (0, 1], because the
structure of the space LΦ∗ (Rn) is complicated and, moreover, the lower type ofΦ as an Orlicz
function is uncertain, indeed, Φ is an Orlicz function with positive upper type 1 and positive
lower type q for any q ∈ (0, 1).
Let α ∈ (0,∞). For any ball B(cB, rB) ⊂ Rn with cB ∈ Rn and rB ∈ (0,∞), let
Ψα(B) :=

|B|α
(1 + |cB| + rB)nα
when nα < N,
|B|α
(1 + |cB| + rB)nα log(e + |cB| + rB)
when nα ∈ N.
(5.14)
We now recall some notions about local BMO spaces in [60].
Definition 5.10. Let p ∈ (0, 1), α := 1/p − 1, d := ⌊n(1/p − 1)⌋ and φp be as in (1.9).
(i) The local BMO -type space bmo α(Rn) is defined to be the set of all measurable functions
f ∈ L1
loc
(Rn) such that
‖ f ‖ bmo α(Rn) : = sup
ball B⊂Rn,ℓ(B)<1
1
Ψα(B)|B|
∫
B
| f (x) − PdB f (x)| dx
+ sup
ball B⊂Rn,ℓ(B)≥1
1
Ψα(B)|B|
∫
B
| f (x)| dx < ∞,
where fB :=
1
|B|
∫
B
f (x) dx for any ball B ⊂ Rn.
(ii) The Musielak–Orlicz space Lφp(Rn) is defined to be the set of all measurable functions f
such that
‖ f ‖Lφp (Rn) := inf
{
λ ∈ (0,∞) :
∫
Rn
φp
(
x,
| f (x)|
λ
)
dx ≤ 1
}
< ∞.
(iii) Then the local Hardy space hφp(Rn) is defined by setting
hφp(Rn) :=
{
f ∈ S′(Rn) : ‖ f ‖hφp (Rn) := ‖m( f , ϕ)‖Lφp (Rn) < ∞
}
,
where ϕ ∈ S(Rn) satisfies
∫
Rn
ϕ(x) dx , 0.
We have the following further relations on hφP(Rn) and hΦP(Rn) with p ∈ (0, 1), Φp as in (1.8)
and φp be as in (1.9).
Theorem 5.11. Let p ∈ (0, 1), α := 1/p − 1, φp be as in (1.9) and Φp be as in (1.8).
(i) The dual space of hφp(Rn), denoted by (hφp(Rn))∗, is bmo α(Rn).
(ii) bmo α(Rn) $ Lα,1,d
loc
(Rn).
(iii) hΦp(Rn) $ hφp(Rn).
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Proof. By [4, Proposition 2.18] and [61, Corollary 7.6], we easily obtain (i).
Now we prove (ii). Let p ∈ (0, 1), α := 1/p− 1 and d := ⌊n(1/p− 1)⌋. Applying the definitions
of Lα,1,d
loc
(Rn) and bmo α(Rn), we easily find that bmo α(Rn) ⊂ Lα,1,d
loc
(Rn), 1 ∈ Lα,1,d
loc
(Rn), 1 <
bmo α(Rn) and hence bmo α(Rn) $ Lα,1,d
loc
(Rn).
As for (iii), from Definition 2.2 and Corollary 5.6, it follows that (hΦp(Rn))∗ = Lα,1,d
loc
(Rn),
which, together with (i) and (ii), further implies that
(5.15) (hφp (Rn))∗ $ (hΦp(Rn))∗.
From the definitions of hφp(Rn) and hΦp(Rn), it is easy to deduce that
(5.16) hΦp(Rn) ⊂ hφp(Rn)
and
(5.17) ‖ · ‖hφp (Rn) ≤ ‖ · ‖hΦp (Rn).
Now we show that hφp(Rn) $ hΦp(Rn). Assume that, as sets,
(5.18) hφp(Rn) = hΦp(Rn).
From Remark 2.12, [4, Proposition 2.12], Definitions 5.10(iii) and 2.8, we deduce that (hΦp(Rn), ‖·
‖p/2
hΦp (Rn)
) and (hφp (Rn), ‖ · ‖p/2
hφp (Rn)
) are Fre´chet spaces (see, for instance, [62, p. 52, Definition 1]),
which, together with (5.17) and the norm-equivalence theorem (see, for instance, [52, Corollary
2.12(d)]), further implies that ‖ · ‖p/2
hΦp (Rn)
. ‖ · ‖p/2
hφp (Rn)
and hence ‖ · ‖hΦp (Rn) . ‖ · ‖hφp (Rn). By this,
we know that, for any L ∈ (hΦp (Rn))∗ and f ∈ hφp(Rn),
|L( f )| . ‖ f ‖hΦp (Rn) . ‖ f ‖hφp (Rn)
and hence (hΦp (Rn))∗ ⊂ (hφp(Rn))∗, which leads to a contradiction with (5.15). Thus, the assump-
tion (5.18) is not true. From this and (5.16), we further deduce that hΦp(Rn) $ hφp(Rn). This
finishes the proof of (iii) and hence of Theorem 5.11. 
6 Div-curl estimates
In this section, we establish some estimates on the product of elements in the local Hardy space
and its dual space having, respectively, zero ⌊nα⌋-inhomogeneous curl and zero divergence (see
Theorems 6.7 and 6.10 below).
6.1 Div-curl estimates on the product of elements in hp(Rn) and Λnα(R
n)
with p ∈ (0, 1) and α := 1
p
− 1
In this subsection, applying the target space hΦp(Rn) in the bilinear decomposition theorem
in Section 4, we establish an estimate on the product of elements in hp(Rn) with p ∈ (0, 1) and
Λnα(R
n) with α := 1
p
− 1 having, respectively, zero ⌊nα⌋-inhomogeneous curl and zero divergence
(see Theorem 6.7 below).
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In what follows, for any φ ∈ S(Rn), φ̂ denotes its Fourier transform which is defined by setting,
for any ξ ∈ Rn,
φ̂(ξ) :=
∫
Rn
e−2πıxξφ(x) dx,
where ı :=
√
−1. For any f ∈ S′(Rn), f̂ is defined by setting, for any ϕ ∈ S(Rn), 〈 f̂ , ϕ〉 := 〈 f , ϕ̂〉;
also, for any f ∈ S(Rn) [resp., S′(Rn)], f∨ denotes its inverse Fourier transform which is defined
by setting, for any ξ ∈ Rn, f∨(ξ) := f̂ (−ξ) [resp., for any ϕ ∈ S(Rn), 〈 f∨, ϕ〉 := 〈 f , ϕ∨〉].
The following lemma clarifies the relation between Hp(Rn) and hp(Rn) (see [29, Lemma 4] for
details).
Lemma 6.1. Let p ∈ (0, 1] and ψ ∈ S(Rn) satisfy ψ̂(~0n) = 1 and
∫
Rn
ψ(x)xα dx = 0 for any α ∈ Zn+
with 0 < |α| ≤ ⌊n( 1
p
− 1)⌋. Then there exists a positive constant C such that, for any f ∈ hp(Rn),
‖ f − ψ ∗ f ‖Hp(Rn) ≤ C‖ f ‖hp(Rn).
The next lemma concerns the wavelet characterization of the Hardy space (see, for instance,
[27, Theorem 4.2] or [40, Theorem 6.3(i)]).
Lemma 6.2. Let p ∈ (0, 1] and d ∈ N with d ≥ ⌊n(1/p − 1)⌋. Let {ψλ
I
}I∈D, λ∈E be the wavelets as
in (4.2) with the regularity parameter d. Then f ∈ Hp(Rn) if and only if
∥∥∥Wψ f ∥∥∥Lp(Rn) :=
∥∥∥∥∥∥∥∥

∑
I∈D
∑
λ∈E
∣∣∣〈 f , ψλI 〉∣∣∣2 |I|−11I

1
2
∥∥∥∥∥∥∥∥
Lp(Rn)
< ∞.
Moreover, ‖ f ‖Hp(Rn) ∼ ‖Wψ f ‖Lp(Rn) with positive equivalence constants independent of f .
The following lemma is on the wavelet characterization of the Campanato space (see, for in-
stance, [38, Corollary 2] or [40, Theorem 6.3(i)]).
Lemma 6.3. Let α ∈ [0, ∞), and d ∈ N with d > n/p. Let {ψλ
I
}I∈D, λ∈E be the wavelets as in
(4.2) with the regularity parameter d. Then g ∈ Cα(Rn) if and only if its wavelet coefficients
{sI, λ}I∈D, λ∈E := {〈g, ψλI 〉}I∈D, λ∈E satisfy that
∥∥∥{sI, λ}I∈D, λ∈E∥∥∥Cα(Rn) := sup
I∈D

1
|I|2α+1
∑
J∈D
J⊂I
∑
λ∈E
∣∣∣sJ, λ∣∣∣2

1
2
< ∞.
Moreover, ‖g‖Cα(Rn) ∼
∥∥∥{sI, λ}I∈D, λ∈E∥∥∥Cα(Rn) with positive equivalence constants independent of g.
We use the symbol C∞c (R
n) to denote the set of all infinitely differentiable functions on Rn
with compact supports. Let ψ ∈ S(Rn). For a vector field F := (F1, . . . , Fn) of distributions in
S′(Rn), let ψ ∗ F := (ψ ∗ F1, . . . , ψ ∗ Fn). The divergence divF of F is defined by setting, for any
φ ∈ C∞c (Rn),
〈divF, φ〉 := −
n∑
j=1
〈
F j,
∂φ
∂x j
〉
.(6.1)
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Moreover, the curl curl F of F is defined by setting curlF := {(curlF)i, j}i, j∈{1, ..., n}, where, for any
i, j ∈ {1, . . . , n} and φ ∈ C∞c (Rn),
〈
(curl F)i, j, φ
〉
:=
〈
F j,
∂φ
∂xi
〉
−
〈
Fi,
∂φ
∂x j
〉
;(6.2)
see, for instance, [22, p. 507]. Observe that div-curl estimates have been investigated in several
articles; see, for instance, [6, 8, 19, 16, 17, 18, 21].
For any p ∈ (0, 1], let
hp(Rn; Rn) :=
{
F := (F1, . . . , Fn) : for any i ∈ {1, . . . , n}, Fi ∈ hp(Rn)
}
(6.3)
equipped with the quasi-norm
‖F‖hp(Rn;Rn) :=
 n∑
i=1
‖Fi‖2hp(Rn)

1
2
.
In a similar way, we define Hp(Rn; Rn), L2(Rn; Rn), bmo (Rn; Rn) and the vector-valued inhomo-
geneous Lipschitz space Λnα(R
n; Rn) as well as the norms ‖ · ‖Hp(Rn;Rn), ‖ · ‖L2(Rn;Rn), ‖ · ‖ bmo (Rn;Rn)
and ‖ · ‖Λnα(Rn;Rn), where α ∈ (0,∞).
Definition 6.4. Let α ∈ Z+. A vector field F := (F1, . . . , Fn) of distributions in S′(Rn) is said to
have the zero α-inhomogeneous curl, denoted by α-inhomogeneous curlF = 0, if there exists a
ψ ∈ S(Rn) satisfying ψ̂(~0n) = 1 and ∫
Rn
ψ(x)xβ dx = 0
for any β ∈ Zn+ with 0 < |β| ≤ α such that curl [F − ψ ∗ F] ≡ 0 in the sense of (6.2).
Remark 6.5. Choose ψ ∈ S(Rn) such that 1
Q(~0n,2)
≤ ψ ≤ 1
Q(~0n,4)
. Then ψ̂(~0n) = 1 and
∫
Rn
ψ(x)xβ dx = 0
for any β ∈ Zn+ with |β| > 0, namely, ψ satisfies the assumptions of ψ in Definition 6.4.
Proposition 6.6. Let p ∈ (0, 1], α := 1/p − 1 and F := (F1, . . . , Fn) ∈ hp(Rn; Rn) satisfy
curlF ≡ 0. Then the vector field F also satisfies ⌊nα⌋-inhomogeneous curlF = 0 as in Definition
6.4.
Proof. Let p ∈ (0, 1]. From [52, Theorem 7.10(a)], we deduce that C∞c (Rn) is dense in S(Rn),
which, combined with the fact that curl F ≡ 0, implies that, for any i, j ∈ {1, . . . , n} and φ ∈ S(Rn),
〈
(curl F)i, j, φ
〉
:=
〈
F j,
∂φ
∂xi
〉
−
〈
Fi,
∂φ
∂x j
〉
= 0.(6.4)
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Let ψ ∈ S(Rn) satisfy ψ̂(~0n) = 1 and
∫
Rn
ψ(x)xβ dx = 0 for any β ∈ Zn+ with 0 < |β| ≤ ⌊nα⌋. By this
and (6.4), we know that, for any i, j ∈ {1, . . . , n} and φ ∈ S(Rn) ,〈
(curlψ ∗ F)i, j, φ
〉
=
〈
ψ ∗ F j, ∂φ
∂xi
〉
−
〈
ψ ∗ Fi, ∂φ
∂x j
〉
=
〈
F j,
∂[ψ(−·) ∗ φ]
∂xi
〉
−
〈
Fi,
∂[ψ(−·) ∗ φ]
∂x j
〉
= 0
and hence curl [ψ ∗ F] ≡ 0, which further implies that curl [F − ψ ∗ F] ≡ 0. Thus, the vector field
F also satisfies ⌊nα⌋-inhomogeneous curl F = 0 as in Definition 6.4. This finishes the proof of
Proposition 6.6. 
Using Theorem 4.31, we obtain the following priori estimate on the div-curl product of elements
in hΦp(Rn) and its dual space. Recall that, for any j ∈ {1, . . . , n} and g ∈ L2(Rn), R j(g) :=
[−ı ξ j|ξ| ĝ(ξ)]∨ denotes the j-th Riesz transform of g, where ı :=
√
−1.
Theorem 6.7. Let p ∈ (0, 1), α := 1/p − 1 and Φp be as in (1.8). Assume further that F ∈
hp(Rn; Rn) satisfies ⌊nα⌋-inhomogeneous curl F = 0 as in Definition 6.4 and G ∈ Λnα(Rn; Rn)
satisfies divG ≡ 0 [the equality holds true in the sense of (6.1)]. Then the inner product F · G ∈
hΦp(Rn) and
‖F ·G‖hΦp (Rn) ≤ C‖F‖hp(Rn;Rn)‖G‖Λnα(Rn;Rn),
where C is a positive constant independent of F and G.
Remark 6.8. In Theorem 6.7, if we replace hp(Rn; Rn), ⌊nα⌋-inhomogeneous curl F = 0, hΦp(Rn)
and Λnα(R
n; Rn), respectively, by Hp(Rn; Rn), curl F ≡ 0, Hφp(Rn) and Cα(Rn; Rn)with φp as in
(1.9), then the corresponding conclusion of Theorem 6.7 still holds true, which is just [4, Theorem
1.5]. Observe that, when p ∈ (0, 1) and α := 1
p
− 1, Hp(Rn; Rn) ⊂ hp(Rn; Rn), Λnα(Rn; Rn) ⊂
Cα(R
n; Rn) and Hφp(Rn) ⊂ hφp(Rn). Thus, it is natural to use the space hφp(Rn) as the target space
in Theorem 6.7; however, by Theorem 5.11(iii), we know that the target space hΦp(Rn) in Theorem
6.7 satisfies hΦp(Rn) $ hφp(Rn). In this sense, Theorem 6.7 is a little surprising. Moreover, by
Proposition 6.6, we conclude that the assumption, ⌊nα⌋-inhomogeneous curl F = 0, in Theorem
6.7 is weaker than the assumption curl F ≡ 0 in [4, Theorem 1.5], which perfectly matches the
inhomogeneity of hp(Rn; Rn) and Λnα(R
n; Rn).
Now, we use Theorem 4.31 to prove Theorem 6.7.
Let p ∈ (0, 1] and α ∈ [0,∞). For any sequence {aI}I∈D of complex numbers, we let
‖{aI}I∈D‖Cα(Rn) := sup
I∈D
 1|I|2α+1
∑
J∈D, J⊂I
|aJ |2

1
2
and
‖{aI}I∈D‖ f˙ 0
p, 2
(Rn) :=
∥∥∥∥∥∥∥∥

∑
I∈D
[
|aI | |I|−
1
2 1I
]2
1
2
∥∥∥∥∥∥∥∥
Lp(Rn)
.
We also need the following duality argument for sequence spaces, which is just [4, Lemma
5.2].
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Lemma 6.9. Let p ∈ (0, 1]. Then there exists a positive constant C such that, for any sequences
{aI}I∈D and {bI}I∈D of complex numbers,∣∣∣∣∣∣∣
∑
I∈D
aIbI
∣∣∣∣∣∣∣ ≤ C ‖{aI}I∈D‖ f˙ 0p, 2(Rn) ‖{bI}I∈D‖C1/p−1(Rn) ,
whenever the right hand side of the above inequality is finite.
Using Theorem 4.13 and Lemma 6.9, we now turn to the proof of Theorem 6.7.
Proof of Theorem 6.7. Let p ∈ (0, 1), α := 1/p − 1, F := (F1, . . . , Fn) ∈ hp(Rn; Rn) with ⌊nα⌋-
inhomogeneous curlF = 0 as in Definition 6.4, and G := (G1, . . . ,Gn) ∈ Λnα(Rn; Rn) with
divG ≡ 0 in the sense of (6.1). By the fact that F is ⌊nα⌋-inhomogeneous curl F = 0, we know
that there exists a ψ ∈ S(Rn) satisfying ψ̂(~0n) = 1 and
∫
Rn
ψ(x)xβ dx = 0 for any β ∈ Zn+ with
0 < |β| ≤ ⌊nα⌋ such that
(6.5) curl [F − ψ ∗ F] ≡ 0
in the sense of (6.2). Then we write
(6.6) F = [F − (ψ ∗ F1, . . . , ψ ∗ Fn)] + (ψ ∗ F1, . . . , ψ ∗ Fn) =: F1 + F2.
By Lemma 6.1, we know that, for any i ∈ {1, . . . , n},
(6.7) ‖Fi − ψ ∗ Fi‖Hp(Rn) . ‖Fi‖hp(Rn) < ∞,
which implies that F1 ∈ Hp(Rn; Rn). Moreover, from (6.5), it easily follows that curlF1 ≡ 0 in
the sense of (6.2).
Let Φp be as in (1.8). We first prove that
(6.8) ‖F2 ·G‖hΦp (Rn) . ‖F‖hp(Rn;Rn)‖G‖Λnα(Rn;Rn).
By Lemma 2.11(i), it suffices to show that, for any i ∈ {1, . . . , n},
(6.9) ‖(ψ ∗ Fi)Gi‖hp(Rn) . ‖Fi‖hp(Rn)‖Gi‖L∞(Rn).
Fix i ∈ {1, . . . , n}. Let Qk := 2k + [0, 2)n for any k ∈ Zn. Then, for almost every x ∈ Rn, we have
(ψ ∗ Fi)(x)Gi(x) =
∑
k∈Zn
(ψ ∗ Fi)(x)Gi(x)1Qk (x).
For any k ∈ Zn, if ‖(ψ ∗ Fi)Gi‖L∞(Qk) = 0, define
λk := 0 and ak := 0;
if ‖(ψ ∗ Fi)Gi‖L∞(Qk) , 0, define
λk := ‖1Qk‖Lp(Rn)‖(ψ ∗ Fi)Gi‖L∞(Qk) and ak :=
(ψ ∗ Fi)Gi1Qk
‖1Qk‖Lp(Rn)‖(ψ ∗ Fi)Gi‖L∞(Qk)
.
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Then, for almost every x ∈ Rn,
(6.10) (ψ ∗ Fi)(x)Gi(x) =
∑
k∈Zn
λkak(x).
From [30, Theorem 2.3.20], it follows that there exists an N ∈ N such that, for any x ∈ Rn,
|(ψ ∗ Fi)(x)| . (1 + |x|)N , which, combined with (6.10) and the fact that Gi ∈ L∞(Rn), further
implies that (ψ ∗ Fi)Gi ∈ S′(Rn) and
(6.11) (ψ ∗ Fi)Gi =
∑
k∈Zn
λkak in S′(Rn).
Since |Qk | > 1 for any k ∈ Zn, it follows that, for any k ∈ Zn, ak is a local (p,∞, d)-atom.
Therefore, to show (6.9), by (6.11) and [55, Theorem 5.1], it suffices to prove that
(6.12)
∑
k∈Zn
(λk)
p

1/p
. ‖Fi‖hp(Rn)‖Gi‖L∞(Rn).
Indeed, for any fixed x0 ∈ Rn, there exists only a k0 ∈ Zn such that x0 ∈ Qk0 . Moreover, there
exists a positive constant c0 such that, for any k ∈ Zn and x ∈ Qk, Qk ⊂ B(x, c0). Then, from the
definition of {λk}k∈Zn and the fact Gi ∈ L∞(Rn), we deduce that∑
k∈Zn
(
λk
‖1Qk‖Lp(Rn)
)p
1Qk (x0)

1/p
=
λk0
‖1Qk0 ‖Lp(Rn)
≤ ‖ψ ∗ Fi‖L∞(Qk0 ) ‖Gi‖L∞(Rn) ≤ sup
y∈B(x0,c0)
|ψ ∗ Fi(y)| ‖Gi‖L∞(Rn)
≤ sup
t∈(0,2)
 supy∈B(x0,c0t) |ψt ∗ Fi(y)|
 ‖Gi‖L∞(Rn) . supt∈(0,1)
 supy∈B(x0,2c0t)
∣∣∣ψ˜t ∗ Fi(y)∣∣∣
 ‖Gi‖L∞(Rn),
where ψ˜(·) := ψ( ·
2
). By this and [53, Theorem 5.3], we conclude that
∑
k∈Zn
(λk)
p

1/p
=
∑
k∈Zn
(
λk
‖1Qk‖Lp(Rn)
)p
|Qk |

1/p
=
∥∥∥∥∥∥∥∥
∑
k∈Zn
(
λk
‖1Qk‖Lp(Rn)
)p
1Qk

1/p
∥∥∥∥∥∥∥∥
Lp(Rn)
.
∥∥∥∥∥∥∥ supt∈(0,1)
 supy∈B(x0 ,2c0t)
∣∣∣ψ˜t ∗ Fi(y)∣∣∣

∥∥∥∥∥∥∥
Lp(Rn)
‖Gi‖L∞(Rn) . ‖Fi‖hp(Rn)‖Gi‖L∞(Rn),
which further implies that (6.12) holds true and hence (6.9) holds true. This finishes the proof of
(6.8).
Now we show that
F1 ·G ∈ hΦp(Rn).(6.13)
Let (F
(1)
1
, . . . , F
(1)
n ) := F1. By Theorem 4.31(i), we know that there exist two bounded bilinear
operators
S : Hp(Rn) × Λnα(Rn)→ L1(Rn
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and
T : Hp(Rn) × Λnα(Rn) → HΦp(Rn)
such that
F1 ·G =
n∑
i=1
F
(1)
i
×Gi =
n∑
i=1
S (F
(1)
i
, Gi) +
n∑
i=1
T (F
(1)
i
, Gi)
=: A(F1, G) + B(F1, G) in S′(Rn).
Moreover, by this, Theorem 4.31(i) and (6.7), we know that B(F1, G) ∈ hΦp(Rn) and
‖B(F1, G)‖hΦp (Rn) ≤ ‖B(F1, G)‖HΦp (Rn) . ‖F1‖Hp(Rn;Rn)‖G‖Λnα(Rn;Rn)(6.14)
. ‖F‖hp(Rn;Rn)‖G‖Λnα(Rn;Rn).
Now we prove that
‖A(F1, G)‖hΦp (Rn) . ‖F‖hp(Rn;Rn)‖G‖Λnα(Rn;Rn).(6.15)
By the fact H1(Rn) ⊂ h1(Rn) ⊂ hΦp(Rn) and (6.7), it suffices to show that A(F1, G) ∈ H1(Rn) and
‖A(F1, G)‖H1(Rn) . ‖F1‖Hp(Rn;Rn)‖G‖Λnα(Rn;Rn).(6.16)
Let f := −∑nj=1 R j(F(1)j ). From the boundedness of the Riesz transform on Hp(Rn) (see, for in-
stance, [42, Theorem 4.7]), we deduce that f ∈ Hp(Rn). From (6.5), it follows that curlF1 ≡ 0 in
the sense of (6.2). By this, we know that, for any k, j ∈ {1, . . . , n},
∂F
(1)
k
∂x j
−
∂F
(1)
j
∂xk
= 0
in S′(Rn), which further implies that −ı ξ j|ξ| F̂(1)k (ξ) = −ı
ξk
|ξ| F̂
(1)
j
(ξ) in S′(Rn) and hence R j(F(1)k ) =
Rk(F
(1)
j
) in S′(Rn). From this and the definition of f , we deduce that, for any k ∈ {1, . . . , n},
Rk( f ) = −
n∑
j=1
Rk(R j(F
(1)
j
)) = −
n∑
j=1
R j(Rk(F
(1)
j
)) = −
n∑
j=1
R2j(F
(1)
k
) = F
(1)
k
in S′(Rn).
By divG ≡ 0 in the sense of (6.1), we know that ∑nj=1 ∂G j∂x j = 0 in S′(Rn), which implies that∑n
j=1 R j(G j) = 0 in S′(Rn). Thus, we have
A(F1, G) =
n∑
i=1
S (F
(1)
i
, Gi) =
n∑
i=1
[
S (Ri( f ), Gi) + S ( f , Ri(Gi))
]
.
From this, [40, Theorem 6.3] and the facts that f ∈ Hp(Rn) and that, for any i ∈ {1, . . . , n},
Gi ∈ Λnα(Rn) ⊂ Cα(Rn), it follows that, for any i ∈ {1, . . . , n},
Gi =
∑
I∈D
∑
λ∈E
〈Gi, ψλI 〉ψλI(6.17)
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in the weak ∗-topology induced by Hp(Rn) and
f =
∑
I∈D
∑
λ∈E
〈 f , ψλI 〉ψλI(6.18)
in Hp(Rn). Using (4.40), (4.44), (6.17), (6.18) and Theorem 4.31(i), we further conclude that, for
any i ∈ {1, . . . , n},
S (Ri( f ), Gi) + S ( f , Ri(Gi))(6.19)
=
∑
I′∈D
∑
λ′∈E
〈Ri f , ψλ′I′ 〉〈Gi, ψλ
′
I′ 〉
(
ψλ
′
I′
)2
+
∑
I∈D
∑
λ∈E
〈 f , ψλI 〉〈RiGi, ψλI 〉
(
ψλI
)2
=
∑
I, I′∈D
∑
λ, λ′∈E
〈 f , ψλI 〉〈Gi, ψλ
′
I′ 〉〈RiψλI , ψλ
′
I′ 〉
(
ψλ
′
I′
)2
+
∑
I, I′∈D
∑
λ, λ′∈E
〈 f , ψλI 〉〈Gi, ψλ
′
I′ 〉〈Riψλ
′
I′ , ψ
λ
I 〉
(
ψλI
)2
=
∑
I, I′∈D
∑
λ, λ′∈E
〈 f , ψλI 〉〈Gi, ψλ
′
I′ 〉〈RiψλI , ψλ
′
I′ 〉
[(
ψλ
′
I′
)2 − (ψλI )2] .
For any I, I′ ∈ D and λ, λ′ ∈ E, by the atomic decomposition of H1(Rn), we obtain∥∥∥∥∥(ψλ′I′ )2 − (ψλI )2
∥∥∥∥∥
H1(Rn)
. log
(
2− j + 2− j
′
+ |xI − xI′ |
2− j + 2− j′
)
,(6.20)
where xI and xI′ denote the centers of the cubes I and I
′, respectively. By [44, p. 52, Proposition
1], we find that there exists some δ ∈ (0, 1] such that, for any i ∈ {1, . . . , n}, I, I′ ∈ D with
|I| = 2− jn and |I′| = 2− j′n, and λ, λ′ ∈ E,∣∣∣〈RiψλI , ψλ′I′ 〉∣∣∣ . pδ(I, I′),
where
pδ(I, I
′) := 2−| j− j
′ |(δ+n/2)
(
2− j + 2− j
′
2− j + 2− j′ + |xI − xI′ |
)n+δ
.
From this, (6.19), (6.20) and the fact that, for any I, I′ ∈ D with |I| = 2− jn and |I′| = 2− j′n,
log
(
2− j + 2− j
′
+ |xI − xI′ |
2− j + 2− j′
)
≤ 2
δ
(
2− j + 2− j
′
+ |xI − xI′ |
2− j + 2− j′
) δ
2
,
it follows that
‖S (Ri( f ), Gi) + S ( f , Ri(Gi))‖H1(Rn) .
∑
I, I′∈D
∑
λ, λ′∈E
∣∣∣〈 f , ψλI 〉∣∣∣ ∣∣∣〈Gi, ψλ′I′ 〉∣∣∣ pδ′(I, I′),
where δ′ := δ
2
. By this, Lemma 6.9, [25, Theorem 3.3] together with the fact that {pδ′(I, I′)}I, I′∈D
is almost diagonal (see [25, p. 53] for the precise definition), Lemmas 6.2 and 6.3, and the bound-
edness of the Riesz transform on Hp(Rn), we conclude that
‖S (Ri( f ), Gi) + S ( f , Ri(Gi))‖H1(Rn)
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.
∑
I′∈D
∑
λ′∈E
∑
I∈D
∑
λ∈E
∣∣∣〈 f , ψλI 〉∣∣∣ pδ′(I, I′)
 ∣∣∣〈Gi, ψλ′I′ 〉∣∣∣
.
∥∥∥∥∥∥∥∥

∑
I∈D
∑
λ∈E
∣∣∣〈 f , ψλI 〉∣∣∣ pδ′(I, I′)

I′∈D, λ′∈E
∥∥∥∥∥∥∥∥
f˙ 0
p, 2
(Rn)
∥∥∥∥{〈Gi, ψλ′I′ 〉}I′∈D, λ′∈E
∥∥∥∥C1/p−1(Rn)
.
∥∥∥∥{〈 f , ψλI 〉}I∈D, λ∈E
∥∥∥∥
f˙ 0
p, 2
(Rn)
∥∥∥∥{〈Gi, ψλ′I′ 〉}I′∈D, λ′∈E
∥∥∥∥C1/p−1(Rn)
.
∥∥∥∥∥∥∥∥
n∑
j=1
R j(F
(1)
j
)
∥∥∥∥∥∥∥∥
Hp(Rn)
‖G‖Λnα(Rn;Rn) . ‖F1‖Hp(Rn;Rn)‖G‖Λnα(Rn;Rn),
which implies (6.16). Thus, (6.15) holds true. This, combined with (6.6), (6.8) and (6.14), shows
that
‖F ·G‖hΦp (Rn) ≤ C‖F‖hp(Rn;Rn)‖G‖Λnα(Rn;Rn),
and hence finishes the proof of Theorem 6.7. 
6.2 Div-curl estimate on the product of functions in h1(Rn) and bmo (Rn)
In this subsection, we establish an estimate on the product of functions in h1(Rn) and bmo (Rn)
having, respectively, zero 0-inhomogeneous curl and zero divergence (see Theorem 6.10 below).
Theorem 6.10. Let Φ be as in (1.2). Assume that F ∈ h1(Rn; Rn) satisfies 0-inhomogeneous
curlF = 0 as in Definition 6.4 and G ∈ bmo (Rn; Rn) satisfies divG ≡ 0 [the equality holds true
in the sense of (6.1)]. Then the inner product F ·G ∈ hΦ∗ (Rn) and
‖F ·G‖hΦ∗ (Rn) ≤ C‖F‖h1(Rn;Rn)‖G‖ bmo (Rn;Rn),
where C is a positive constant independent of F and G.
Proof. Let F ∈ h1(Rn; Rn) with 0-inhomogeneous curlF = 0 as in Definition 6.4 and G ∈
bmo (Rn; Rn) with divG ≡ 0 in the sense of (6.1). By the fact that F is 0-inhomogeneous
curlF = 0, we know that there exists a ψ ∈ S(Rn) satisfying ψ̂(~0n) = 1 such that
(6.21) curl [F − ψ ∗ F] ≡ 0
in the sense of (6.2). Then we write
(6.22) F = [F − (ψ ∗ F1, . . . , ψ ∗ Fn)] + (ψ ∗ F1, . . . , ψ ∗ Fn) =: F1 + F2.
By Lemma 6.1, we know that, for any i ∈ {1, . . . , n},
‖Fi − ψ ∗ Fi‖H1(Rn) . ‖Fi‖h1(Rn) < ∞,
which implies that F1 ∈ H1(Rn; Rn). Moreover, from (6.21), it easily follows that curl F1 ≡ 0 in
the sense of (6.2).
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Let Φ be as in (1.2). We first prove that
(6.23) ‖F2 ·G‖hΦ∗ (Rn) . ‖F‖h1(Rn;Rn)‖G‖ bmo (Rn;Rn).
By the definition of hΦ∗ (Rn), it suffices to show that, for any i ∈ {1, . . . , n},
(6.24) ‖(ψ ∗ Fi)Gi‖h1(Rn) . ‖Fi‖h1(Rn)‖Gi‖ bmo (Rn).
Fix i ∈ {1, . . . , n}. Let Qk := 2k + [0, 2)n for any t ∈ (0,∞) and k ∈ Zn. Then, for almost every
x ∈ Rn, we have
(ψ ∗ Fi)(x)Gi(x) =
∑
k∈Zn
(ψ ∗ Fi)(x)Gi(x)1Qk (x).
For any k ∈ Zn, if ‖(ψ ∗ Fi)‖L∞(Qk)‖Gi‖ bmo (Rn) = 0, define
λk := 0 and ak := 0;
if ‖(ψ ∗ Fi)‖L∞(Qk)‖Gi‖ bmo (Rn) , 0, define
λk := ‖1Qk‖L1(Rn)‖ψ ∗ Fi‖L∞(Qk)‖Gi‖ bmo (Rn) and ak :=
(ψ ∗ Fi)Gi1Qk
‖1Qk‖L1(Rn)‖ψ ∗ Fi‖L∞(Qk)‖Gi‖ bmo (Rn)
.
Then, for almost every x ∈ Rn,
(6.25) (ψ ∗ Fi)(x)Gi(x) =
∑
k∈Zn
λkak(x).
From [29, p. 36, Corollary 1(4)] and the fact that Gi ∈ bmo (Rn), it follows that ψ ∗Gi ∈ L∞(Rn),
which, together with (6.25) and the fact that Fi ∈ L1(Rn), further implies that (ψ∗Fi)Gi ∈ L1(Rn) ⊂
S′(Rn) and
(6.26) (ψ ∗ Fi)Gi =
∑
k∈Zn
λkak in S′(Rn).
Since, for any k ∈ Zn, |Qk | > 1 and
‖ak‖L2(Qk) =
‖(ψ ∗ Fi)Gi‖L2(Qk)
‖1Qk‖L1(Rn)‖ψ ∗ Fi‖L∞(Qk)‖Gi‖ bmo (Rn)
(6.27)
≤ ‖Gi‖L2(Qk)‖ψ ∗ Fi‖L
∞(Qk)
‖1Qk‖L1(Rn)‖ψ ∗ Fi‖L∞(Qk)‖Gi‖ bmo (Rn)
. |Qk |−
1
2 ,
it follows that, for any k ∈ Zn, ak is a local-(1, 2, 0)-atom. Therefore, to show (6.24), by (6.26) and
[55, Theorem 5.1], it suffices to prove that
(6.28)
∑
k∈Zn
λk . ‖Fi‖h1(Rn)‖Gi‖ bmo (Rn).
Indeed, for any fixed x0 ∈ Rn, there exists only a k0 ∈ Zn such that x0 ∈ Qk0 . Moreover, there
exists a positive constant c0 such that, for any k ∈ Zn and x ∈ Qk, Qk ⊂ B(x, c0). Then, from the
definition of {λk}k∈Zn , we deduce that∑
k∈Zn
λk
‖1Qk‖L1(Rn)
1Qk(x0) =
λk0
‖1Qk0 ‖L1(Rn)
≤ ‖ψ ∗ Fi‖L∞(Qk0 ) ‖Gi‖ bmo (Rn)
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≤ sup
y∈B(x0 ,c0)
|ψ ∗ Fi(y)| ‖Gi‖ bmo (Rn)
≤ sup
t∈(0,2)
 supy∈B(x0 ,c0t) |ψt ∗ Fi(y)|
 ‖Gi‖ bmo (Rn)
. sup
t∈(0,1)
 supy∈B(x0 ,2c0t)
∣∣∣ψ˜t ∗ Fi(y)∣∣∣
 ‖Gi‖ bmo (Rn),
where ψ˜(·) := ψ( ·
2
). By this and [53, Theorem 5.3], we conclude that
∑
k∈Zn
λk =
∑
k∈Zn
λk
‖1Qk‖L1(Rn)
|Qk | =
∥∥∥∥∥∥∥
∑
k∈Zn
λk
‖1Qk‖L1(Rn)
1Qk
∥∥∥∥∥∥∥
L1(Rn)
.
∥∥∥∥∥∥∥ supt∈(0,1)
 supy∈B(x0 ,2c0t)
∣∣∣ψ˜t ∗ Fi(y)∣∣∣

∥∥∥∥∥∥∥
L1(Rn)
‖Gi‖ bmo (Rn) . ‖ f ‖h1(Rn)‖Gi‖ bmo (Rn),
which further implies that (6.28) holds true and hence (6.24) holds true. This finishes the proof of
(6.23).
Now we show that
F1 ·G ∈ hΦ∗ (Rn).
Let (F
(1)
1
, . . . , F
(1)
n ) := F1. By Theorem 4.41(i), we know that there exist two bounded bilinear
operators
S : H1(Rn) × bmo (Rn) → L1(Rn)
and
T : H1(Rn) × bmo (Rn)→ HΦ∗ (Rn)
such that
F1 ·G =
n∑
i=1
F
(1)
i
×Gi =
n∑
i=1
S (F
(1)
i
, Gi) +
n∑
i=1
T (F
(1)
i
, Gi)
=: A(F1, G) + B(F1, G) in S′(Rn).
Moreover, by (6.7), we know that B(F1, G) ∈ hΦp(Rn) and
‖B(F1, G)‖hΦ∗ (Rn) ≤ ‖B(F1, G)‖HΦ∗ (Rn) . ‖F1‖H1(Rn;Rn)‖G‖ bmo (Rn;Rn)(6.29)
. ‖F‖h1(Rn;Rn)‖G‖ bmo (Rn;Rn).
By an argument similar to that used in the estimation of (6.15), we also obtain
‖A(F1, G)‖hΦ∗ (Rn) . ‖F‖h1(Rn;Rn)‖G‖ bmo (Rn;Rn).
This, combined with (6.22) and (6.29), shows that
‖F ·G‖hΦ∗ (Rn) ≤ C‖F‖h1(Rn;Rn)‖G‖ bmo (Rn;Rn),
and hence finishes the proof of Theorem 6.10. 
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Remark 6.11. (i) In Theorem 6.10, if we replace 0-inhomogeneous curl F = 0 by curl F ≡ 0,
using Proposition 6.6, we know that the corresponding conclusion of Theorem 6.10 still
holds true, which is just [15, Theorem 1.2]. In this case, we seal the gap appearing in the
proof of [15, Theorem 1.2].
(ii) In Theorem 6.10, if we replace 0-inhomogeneous curl F = 0, h1(Rn; Rn), bmo (Rn; Rn) and
hΦ∗ (Rn) replaced, respectively, by curl F ≡ 0, H1(Rn; Rn), BMO (Rn; Rn) and Hlog(Rn) as
in (1.3), then the corresponding conclusion of Theorem 6.10 still holds true, which is just
[8, Theorem 1.2]. Observe that H1(Rn; Rn) ⊂ h1(Rn; Rn), bmo (Rn; Rn) ⊂ BMO(Rn; Rn)
and Hlog(Rn) ⊂ hlog(Rn). Thus, it is quite natural to use the space hlog(Rn) as the target
space in Theorem 6.10; however, by [64, Theorem 3.6(v)], we know that the target space
hΦ∗ (R
n) in Theorem 6.10 satisfies hΦ∗ (R
n) $ hlog(Rn). In this sense, Theorem 6.10 is a
little bit surprising. Moreover, by Proposition 6.6, we conclude that the assumption, 0-
inhomogeneous curlF = 0, in Theorem 6.10 is weaker than the assumption curlF ≡ 0 in [8,
Theorem 1.5], which perfectly matches the locality of h1(Rn; Rn) and bmo (Rn; Rn).
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