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Abstract—The fuzzy integral is a powerful parametric nonlin-
ear function with utility in a wide range of applications, from
information fusion to classification, regression, decision making,
interpolation, metrics, morphology, and beyond. While the fuzzy
integral is in general a nonlinear operator, herein we show that
it can be represented by a set of contextual linear order statistics
(LOS). These operators can be obtained via sampling the fuzzy
measure and clustering is used to produce a partitioning of the
underlying space of linear convex sums. Benefits of our approach
include scalability, improved integral/measure acquisition, gen-
eralizability, and explainable/interpretable models. Our methods
are both demonstrated on controlled synthetic experiments, and
also analyzed and validated with real-world benchmark data sets.
Index Terms—Fuzzy integral, fuzzy measure, linear order
statistic, decomposition, clustering, VAT, iVAT
I. INTRODUCTION
THE fuzzy integral (FI) is a parametric nonlinear functionwith utility in calculus [1–4], inference [5, 6], aggregation
[7–10], classification [11, 12], regression [13–16], decision
making [17, 18], morphology [19], interpolation [20], metrics
[21], and beyond. As the FI has its roots in Calculus it should
be no surprise that it can be used to achieve a range of feats in
the continuous and discrete universes. The FI makes use of a
fuzzy measure (FM) [2]; a type of capacity. For N inputs, the
FM has 2N variables, one for each possible subset of inputs.
A number of challenges exist relative to the FI/FM1.
1) (C1) Tractability: How do we scale the FI to “Big N”?
The FM is not naturally scalable, i.e., there are 1, 024
variables for N = 10 inputs, 2N=20 = 1, 048, 576,
and 2N=100 is nonillion variables. In practice, this
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impacts factors like data storage, computation, and the
compleixty of algorithms that learn the FI from data.
2) (C2): Acquisition: Where do we get the FI from?
Was the FI provided by a human, learned from data (see
Section III-B), knowledge about attributes/criteria [22],
differentiation [4], imputed (e.g., λ-FM [2]), etc.?
3) C3: Uncertainty: Was the FI fully observed?
Did an expert provide the full FM? If the FI was learned,
what is the degree of observability for variables [23]?
Furthermore, how is this knowledge used (if at all)?
4) C4: Understandability: Why? How? What?
Example questions include, how do we explain a FM
and how did the FI combine the data? Methods range
from FM indices (e.g., Shapley [24, 25] and interaction
index [26]) to data centric indicies [27, 28], visualization
[29, 30], linguistic summarization [31], trust [27, 28],
operator analysis [32], and beyond.
The above list is not comprehensive and it does not focus
on topics like integral/measure extensions nor applications.
Herein, we show that the FI can be decomposed via a sampling
scheme into a set of linear convex sums (LCSs), followed by a
reduced set of contextual linear order statistics (LOS) [33, 34].
We provide an algorithm to visualize and optionally extract
this underlying structure relative to different applications.
Figure 1 illustrates the steps in our proposed framework.
As a result of this decomposition, it is possible to seek
improved learning algorithms that target the decomposed ob-
servable sub-operator structure (aka advancement of C2). We
can also obtain a deeper understanding—namely in application
but also theoretically—of a particular instance of the FI and
its underlying application domain (C4). This capability is a
selling point for why use the FI. Our representation also
enables mitigation—either decision suppression or imputation
(intelligent guessing)—based on how well “parts” of a FM
have been approximated relative to new instances/samples at
runtime (C3). Last, this article identifies a tradeoff space in
which one can intelligently decide how to best allocate limited
resources in the pursuit of scaling the FI to “bigger N” (C1).
To facilitate reproducible research, code2 is provided for data-
driven learning, decomposition, and visualization. These codes
are applied to synthetic and real-world datasets.
2Git repo at XXX and Code Ocean at XXX (will post after publication).
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Fig. 1: Illustration of flow from (a) fuzzy measure to its underlying (b) linear convex sums (LCSs) and (d) set of (approximating)
linear order statistics (LOSs). Step (c) is similarity between measures and (d) is clustering for discovery via decomposition.
II. LINEAR CONVEX SUM AND LINEAR ORDER STATISTIC
In this subsection we quickly review the LCS and LOS. Let
X = {x1, ..., xN} be N sources, e.g., humans, algorithms, or
sensors. Furthermore, let h(xi) be the “input” from source i,
e.g., subjective belief, probability, objective sensor measure-
ment, etc. For simplicity, let h = (h1, ..., hN )t be a vector of
N inputs3. The LCS is
f1w(h) =
N∑
i=1
wihi, (1)
where w = (w1, ..., wN )t ≥ 0N and
(∑N
i=1 wi
)
= 1.
The LOS is
f2w(h) =
N∑
i=1
wihpi(i), (2)
where pi is a sorting such that hpi(1) ≥ hpi(2)... ≥ hpi(N). Thus,
a LOS is a LCS with a “pre-sort” when w = (w1, ..., wN )t ≥
0N and
(∑N
i=1 wi
)
= 1.
Remark 1. (Familiar Operators) The LOS generates a
wealth of common operators, from t-norms (intersection like)
to expected value and t-conorm (union like) operators. For
example, w = (1, 0, ..., 0)t turns the LOS into the maximum,
w = (0, ..., 0, 1)t is the minimum, w = ( 1N , ...,
1
N )
t is the
mean, w = (0, ..., 0, 1, 0, ...0)t is the median, etc. There are
numerous “soft” and “trimmed” versions of these operators.
The point is, the LOS produces a wealth of functions outside
the functional scope of the LCS.
III. FUZZY MEASURE AND FUZZY INTEGRAL
The FM, g : 2X → R+, is a function with the following
two properties; (i) (boundary condition) g(∅) = 0, and (ii)
(monotonicity) if A,B ⊆ X , and A ⊆ B, then g(A) ≤ g(B)4.
3For the remainder of this article, we use the shorthand notation hi = h(xi)
4Sometimes a normality condition is imposed such that g(X) = 1.
The reader can refer to [10] for a recent survey of different
fuzzy integrals from the Sugeno integral [2] to the Sugeno
Choquet integral (ChI) [35] and other more recent and exotic
extensions (non-direct FI [8–10], non-convex and sub-normal
FI [8, 10], shape preserving FI [36], k-additive FI [37],
symmetric and asymmetric FI [38], bipolar FIs [39], etc.). The
ChI of h on finite X is∫
h ◦ g = Cg(h) =
N∑
j=1
hpi(j)(g(Api(j))− g(Api(j−1))), (3)
for Api(j) = {xpi(1), . . . , xpi(j)}, g(Api(0)) = 0, and pi (sort).
Remark 2. (LOS ⊂ ChI) The LOS is a special case of the
ChI; i.e., when g(A) = g(B) for |A| = |B|, A,B ∈ 2X .
A. Hasse Diagram and Walks
The FM/capacity and ChI can be visualized as a Hasse
diagram; induced by the monotonic inequality constraints. For
example, g(A) ≥ maxxk∈A g(A \ xk), A ⊆ X\∅. “Nodes” (or
vertices) in the graph are subsets of X and “edges” indicate
set exclusion. Relative to a sort of the data (pii)—of which
there are N ! possible sorts—the ChI is
N∑
j=1
hpii(j)(g(Apii(j))− g(Apii(j−1))) = htpiiwpii , (4)
where wpii(j) = (g(Apii(j)) − g(Apii(j−1))). It is trivial to
prove that
∑N
j=1 wpii(j) = 1 when g(∅) = 0, g(X) = 1,
and g(A) ≥ maxxk∈A g(A \ xk). Herein, we refer to pii as
a “walk” (in the Hasse diagram) since wpii uses exactly one
variable at each “level” in the diagram5. That is, there is one
variable for the empty set, one density, one tuple, etc. Thus,
the ChI is simply N ! LCSs, one for each possible sort. The
5In prior work, researchers have refered to these set of weights as a
probability distribution given the boundary conditions, positivity, and additive
properties. Herein, we highlight this relationship but are careful to not draw
any conclusions, e.g., is a walk semantically connected to a random process?
DRAFT SUBMITTED TO THE IEEE TRANSACTIONS ON FUZZY SYSTEMS 3
key is, the ChI is a reduction from N !×N LCS variables to
2N FM variables. They are different embeddings.
Example 1. For N = 2, the ChI can be expanded as
Cg(h) =
{
h1w1 + h2w2 : h1 ≥ h2
h2w3 + h1w4 : h2 > h1
(5)
where w1 = g({x1}), w2 = 1 − g({x1}), w3 = g({x2}),
w4 = 1− g({x2}). Thus, there are four weights but just two
underlying free FM variables; the densities.
A similar story holds for the LOS, it is a reduction from
N !×N variables to N .
Example 2. For N = 2, the LOS can be expanded as
f2w(h) =
{
h1w1 + h2w2 : h1 ≥ h2
h2w3 + h1w4 : h2 > h1
(6)
where w1 = w3 and w2 = w4. Thus, there are four weights
but just two underlying free LOS variables.
Last, the LCS and LOS both have N weights, but the LOS
sorts the data, inducing the nonlinearity.
Example 3. For N = 2, the LCS can be expanded as
f1w(h) =
{
h1w1 + h2w2 : h1 ≥ h2
h2w3 + h1w4 : h2 > h1
(7)
where w1 = w4 and w2 = w3.
In summary, our message is that one can view a class of
aggregation operators as mappings from the space of N !×N
weights to a more manageable space, e.g., 2N for the ChI and
N for the LCOS and LCS. These observations will help us
later with determining how to decompose the FI.
B. Data-Driven Learning Algorithms
Many methods have been proposed to learn the FI/FM from
data. Examples include linear programming [40], quadratic
programming [5, 13, 23, 41–43], evolutionary algorithms
[44], gradient descent [45, 46], Gibbs sampling [47], GOAL
programming [48], regularization [41, 43, 49], and reward
and punishment [50], multiple instance learning [51, 52],
binary capacities [42, 51], multi-kernel learning [53, 54], and
more. Last, methods can be divided into those that learn the
full measure or a subset (e.g., the densities) coupled with
imputation (Sugeno λ FM, S-Decomposable FM, etc.). An aim
of our current article is to reveal relevant underlying structure
to facilitate new scalable data-driven optimizations.
C. Data Supported FM Variables
In [23], we showed that data driven learning of the FI results
in missing variables (FM variables not “seen” during learning),
an interval-valued FM (a direct result of unobserved variables
and the FM constraints), and an interval-valued FI result (a
result of an interval-valued FM). For example, let N = 3 and
h3 > h1 > h2. The FM variables encountered are g({h3}),
g({h1, h3}) and g(X). If we consider all training data then it
is trivial to track all data supported variables; those that have
at least been observed once. This is a simple binary check for
inclusion/exclusion. The reader can imagine extending this to a
degree of support (something not yet formally characterized).
Fig. 2: Example FM with observed walks reported (table), one
observed walk (LCS) highlighted (red), one unobserved walk
highlighted (purple), and one unobserved walk shown which
has a subset of variables observed and unobserved (green).
Dotted lines and dashed variables denote unobserved.
D. Interpretable and/or Explainable FM and FI
A long standing goal is understanding the measure and
integral, both in theory and in practice. Numerous works have
appeared, which we organize according to what parts they
use; (i) the integral, (ii) the FM, and/or (iii) data. Well known
examples of (ii) include the Shapley and interaction index;
what is the “worth” of the individual inputs and how are these
inputs “interacting”. In [28], we extended these indices (which
assume total observability) to data centric problems, which
are partially observable domains. Another topic is how is the
data being combined? In [55], Yager proposed ORNESS and
ANDNESS to measure the degree to which an OWA operator
is similar to a disjunction or conjunction. In [56], we proposed
indices to measure the similarity of a FI to operators like the
minimum, maximum, the mean, and an OWA in general. In
[57], Torra et al. proposed a Hellinger distance-based measure
between FMs. Last, there is the question of if an FI was
learned from data, what characteristics does the data have and
how does that impact us? In [27], we proposed data-centric
indices that inform what parts (walks and variables) of the
FM were learned, their sampling statistics, and a measure of
data support-based trust was proposed. Again, this list is not
comprehensive but it gives the reader a feel for existing work.
IV. DECOMPOSITION
The goal of this section is to decompose the ChI into a set
of manageable “parts” (LCSs) to improve our understanding,
optimization, and discovery of a set of underlying exact or
approximate LOS operators. First, we can write the ChI as
Cg(h) =

wtpi1h if pi
∗ = pi1
...
wtpikh if pi
∗ = pik
...
wtpiN!h if pi
∗ = piN !,
(8)
where pi∗ is the sort for h (a new instance) and k denotes
the kth lexicographically encoded sort, e.g., for N = 3, wpi1
is h1 ≥ h2 ≥ h3, wpi2 is h1 ≥ h3 ≥ h2, etc. Cg(h) is simply
N ! LCSs with 2N underlying shared variables (see Lemma 1).
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Remark 3. Equation IV can be interpreted a number of ways.
One take is that a (discrete/finite) ChI is simply a collection
(N !) of context driven logics; where context refers to the input
strength of our sources and logic is a source specific weighting.
For example, “if source two is more confident than source five
which is more confident than ... then take w1 amount of source
two’s input, w2 of source five, etc.”
Lemma 1. A ChI with 2N FM variables has a minimum of
one and maximum of N ! unique operators.
Proof. This lemma can be solved in two parts. First, let
g(A) = g(B) = g(X) = 1 and g(∅) = 0. This FM has just
one underlying operator, w(1) = (g(A1)− 0) = (1− 0) = 1,
w(2) = ... = w(N) = (1−1) = 0. Second, let each wpik(j) =
(g(Apik(j)) − g(Apik(j−1))) ∈ [0, 1] be a unique value, which
is possible ∀ N as we have a <-valued domain.
Lemma 1 highlights that not every FI/FM has the same
number of unique underlying operators. Our goal is to identify
the unique ones. Benefits of doing this include:
1) (B1) Understandability: identifying underlying unique
operators and their contexts (sorts) lets the reader know
what logic (operator) is being used and when.
2) (B2) Storage: Instead of storing and indexing 2N vari-
ables, a problem with fewer unique operators is more
efficient, helping us scale to bigger N .
3) (B3) Data: A model is only as good as the data used
to learn it. Identifying which contexts/sorts were not
encountered helps us understand when a model may fail
to generalize. As such, a reader can decide to suppress
outputs, identify mitigation or imputation strategies, and
it helps the user understand what data needs to be
collected to make a model more complete/robust.
Example 4. Consider the following example of fusing a set of
decisions generated by different sensors for explosive hazard
detection and humanitarian demining. Let source one (x1) be
an algorithm processing a ground penetrating radar (GPR)
sensor, source two (x2) is an algorithm focused on infrared
(IR) imaging, and source three (x3) is an algorithm processing
electromagnetic induction (EMI) signals. Hypothetically, let
g(A) = 1 for ∀A, |A| = 2, g(X) = 1, and g({x1}) = 0,
g({x2}) = g({x3}) = 1. This FI/FM has three underlying
operators, w1 = (0, 1, 0)t (median) if h1 is the largest number
(i.e., GPR is the most confident) and w2 = (1, 0, 0)t (max)
else. This logic can be describe as “if IR or EMI is the most
confident, take that as the answer.” On the other hand, “if GPR
is the most confident, do not believe it, take the median of the
three inputs”. While this is a simple example, it highlights the
fact that there are advantages to understanding when (context)
to use particular logic (operators). Beyond simply knowing
what it is doing, it is possible that on particular domains this
knowledge can help us better understand the application itself,
e.g., the physics and sensing phenomonology between sensors,
environments, and/or objects for explosive hazard detection.
A trivial way to quickly identify all underlying LOSs is
Algorithm 1: Naive discovery of underlying ChI LOSs
Data: g - Input FM
Result: L - Set of underlying LOSs
1 Initialization, L = ∅
2 for each Hasse diagram walk, pik do
3 if (wpik 6∈ L) and (Φ(pik) == 0) then
4 L = {L ∪ wpik}
5 Return L.
Algorithm 2: gSAMP: FM sampling algorithm
Data: g - Input FM
Result: X - Sample set
1 Operator dataset, X = ∅
2 for each Hasse diagram walk, pik do
3 if Φ(pik) <  then
4 X = {X ∪ wpik}
Algorithm 1.6 However, it falls short due to factors such as:
1) Sampling Statistics and Noise: Factors like the number
of observed data points relative to the set of all inter-
secting paths per variable in a walk and/or noise in the
data can result in variability in the underlying walks. As
a result, more operators could be generated than needed,
which is misleading and can lead to over fitting.
2) Operator Similarity: Consider two LOSs that vary with
respect to a “tiny” amount. Algorithm 1 is extreme in
the respect that it will identify all unique operators.
However, if we were to present these LOSs to a human,
it is possible that they consider those operators to be
equal. The point is, Algorithm 1 sees the world as black
and white and the problem of findings similar underlying
operators can be a much more complicated process.
Determining similarity between operators is not trivial and
it can depend on factors like sampling, noise, and/or what
similarity measure is used. This is the reason why we cast
6In Algorithm 1, Φ(pik) is how many variables in a walk are unobserved.
Algorithm 3: ChI operator visualization
Data: g - Input FM
1 X = gSAMP(g)
2 D = dissimilarity(X)
3 Dˆ = normalize(iVAT(D))
4 Display Dˆ.
Algorithm 4: ChI operator discovery
Data: g - Input FM
Result: L - Set of underlying LOSs
1 X = gSAMP(g)
2 D = dissimilarity(X)
3 (U,C) = CLODD(normalize(iVAT(D)))
4 for each cluster, c ∈ C do
5 Identify cluster medoid, xc
6 L = {L ∪ xc}
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Fig. 3: iVAT examples. (left) A single operator, e.g., ChI for
the max, and (right) a ChI with three underlying LOSs.
the operator discovery process as a sampling and clustering
problem, which is discussed next.
A. LCS Sampling and Clustering for LOS Discovery
Next, we outline clustering for aggregation operator dis-
covery. Algorithm 4 shows how a FM is converted into a
dataset. Algorithm 4 subjects these samples to cluster tendency
analysis to “look” at possible underlying aggregation operator
structure (see Figure 3). The improved visual assessment of
cluster tendency (iVAT) [58, 59] is used, and in the case
of “Big N”, BigVAT [60]. However, if the reader prefers to
directly extract clusters, then Algorithm 6 uses the clustering
in ordered dissimilarity data (CLODD) [61] algorithm. We
use iVAT to visualize clustering structure and CLODD for
clustering, however other clustering algorithms exist and can
be used, e.g., fuzzy c-means, DBSCAN, mean shift, etc. (in
light of a globally best clustering algorithm).
Algorithm 6 has the following details. (Observed): The
function Φ(pik) returns what percentage of a walk is un-
observed; either {0, 1} if a walk was fully observed or it
can be based on what percentage of variables in a walk
were observed. (Medoid): Herein, we compute the degree of
dissimilarity of each sample in cluster i to all other samples
in cluster i, we sum these dissimilarities per sample, and
the sample with the lowest value is selected; i.e., the sample
that is “most like” all samples in the cluster. (Dissimilarity):
The function dissimilarity(X) calculates pairwise distances
between samples in X . Examples include the `p-norm, A-
norm, Torra’s Hellinger-based distance [57], etc. It should be
noted that the weight vector components are not independent
due to the summation constraint and hence are not points on
a Cartesian product lattice but rather are compositional data
on the unit simplex (under closure). Computation of the mode
as a medoid of such data was presented in [62] and [63].
B. Dissimilarity Matrix Normalization
Consider the issue of how to normalize dissimilarity for
iVAT visualization. This is typically achieved by scaling the
values, based on the maximum observed dissimilarity, to a
range of [0, 1] so that contrast is maximized and any internal
structure is clearly visible. However, we can imagine the case
where all walks in the Hasse diagram are approximately the
same from a functional perspective. An iVAT image produced
with the typical scaling would show complex structure, which
could lead to false beliefs about the underlying LOSs present.
Instead, we scale the dissimilarity matrix herein based on
the maximum possible dissimilarity between two LOSs. For
two LOSs scaled between [0, 1], the maximum dissimilarity
for an `p-norm is 2; as the distance between the max,
a = (1, 0, ..., 0)t, and min operators, b = (0, ..., 0, 1)t, is
||a − b||22 =
∑N
i=1 (ai − bi)2 =
(
12 + 0 + ...+ (−1)2) = 2.
This results in an iVAT image that more clearly distinguishes
between LOSs that are functionally approximate and those that
are radically different.
V. EXPERIMENTS AND RESULTS
In this section, we use a combination of controlled synthetic
experiments and real-world datasets. The reason for synthetic
data is we know the truth. This is critical as we look to under-
stand the impact of factors, e.g., number of walks observed,
noise, different underlying measures, etc. While this allows us
to characterize and understand the proposed methods, the real-
world often provides counter cases or factors not imagined.
For that reason, we include two applications. The first is the
decision level fusion of a set of heterogeneous deep learners
for land cover and object classification in remote sensing on
community benchmark datasets. The second is regression on
the community UCM machine learning datasets. This was
selected to provide both a case of classification and regression.
A. Synthetic: Known Operators and Noise
Figure 4 shows a handcrafted FM with four underlying
LOSs, along with trained versions of that FM with noisy data.
The intent of this experiment is to highlight that noise clearly
impacts our underlying cluster structure and its subsequent
identification; where noise is defined as Cg(x)+σ. Figure 4(a)
is the answer with no noise, and as the noise level increases
(σ = 0.1) we can clearly see—Figure 4(d)—that a greater
number of “not our true” operators arise to compensate. The
result is clearly a distorted model that (over) fits our training
data. This example is for illustrative purposes, the reader can
refer to integral regularization work such as ours [41] to help
combat the impact of noise on model estimation.
B. Synthetic: Impact of Sampling on FM Learning
Sampling (volume and variety) drives FM variable observ-
ability. Ideally, we would have a sample for each of the N !
walks, and multiple observations at that if noise is present.
However, this is rarely, if ever, the case in real data. This
section highlights (Figure 5) the impact of sampling.
Intuitively, we assumed that operator structure in a full
FM iVAT would be poorly represented for the case of low
walk visitation. The question being, what about the impact
of unobserved variables? However, this is not necessarily as
significant and abundant as we anticipated. In many cases the
full FM iVAT is almost identical to the observed walk only
iVAT image. This is the result of a few factors. For starters,
assignment of unobserved FM variable values in learning
depends on the underlying solver. For example, consider
quadratic programming and iterative solvers such as active set
methods. Variables with no data support reside in an interval of
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(a) σ = 0 (b) σ = 0.025 (c) σ = 0.05 (d) σ = 0.1
Fig. 4: As a progressively noisier Gaussian distribution is added to the samples used to train a FM, the underlying LOSs
diverge from the true set of four unique operators. Note that the ”order” of the clusters in the iVAT imagery changes between
figures. This is because the top-left cluster is always that which is most self similar. The FM used, excluding boundary cases,
was g(A1) = 0.1 for |A1| = 1, g(A2) = 0.2 for the first four lexicographically encoded variables relative to |A2| = 2 and
g(A3) = 0.4 otherwise for |A3| = 2, g(A4) = 0.6 for |A4| = 3, and g(A5) = 0.6 for the first three lexicographically encoded
sets relative to |A5| = 4 and g(A6) = 0.9 otherwise for |A6| = 4.
uncertainty (IoU)—due to the FM boundary and monotonicity
constraints—and their values will not be changed from their
initial state unless they extend beyond the admissible max (or
min, respectively) ranges dictated by the observed variables.
This brings us to our next point, the specific underlying
aggregation operator. For example, the max is one everywhere
except the empty set. After a few FM variables are observed,
the IoUs are empty and the remaining variables are locked in
place. A similar story holds for the min, locking from above
versus locking from below. These are two example extreme
LOSs, but similar stories hold arbitrary FMs at that. More
often than not, unobserved variables are assigned their IoU
extreme bounds, not distorting iVAT/CLODD.
We recommend that the reader only consider iVAT/CLODD
on data supported walks (aka, that what we know). This comes
at the expense of simply tracking statistics on observed walks.
The reported iVAT plots for full variables versus observed
“look” similar usually. However, although its not with a high
probability, there is too great of a chance of unreliable operator
interpretation and identification based on false information
factors like random solver initialization.
C. Fusion of a Set of Heterogeneous Deep Learners
In this section, we use the ChI to fuse a set of heterogeneous
architecture deep convolutional neural networks (DCNNs) for
object detection and land classification in remote sensing.
Herein, we fuse seven DCNNs—CaffeNet [64], GoogleNet
[65], ResNet 50 [66], ResNet 101, DenseNet [67], Incep-
tionResNetV2 [68], and Xception [69]—on the AID remote
sensing dataset [70]. The AID dataset contains 10,000 images
of 30 different aerial scene types. The reader can refer to
[12, 71] for details about DCNN training. The focus here is
not how to learn those parts, but what was learned?
First, AID has 30 classes. In [12, 71], we trained a “shared
ChI” (one FM shared across all 30 classes) and one ChI per
class. We performed 5 fold cross validation (CV) with respect
to neural learning and 2 fold CV. Thus, for 5 fold neural and
2 fold fusion, and 30 classes, that is 300 FMs. Instead of
showing 300 iVAT images, we summarize the trends.7
Overall, almost all of the learned ChIs were a single
operator, the minimum. This makes a lot of sense, as the
DCNNs turned out to be a set of strong learners; a scenario
not the most ideal for an ensemble. The DCNNs were almost
always certain—values near 0 or 1—and they were almost
always in agreement. It makes sense that the operator learned
to take a pessimistic stance. Figure 6(b) shows a scaled
(between min and max) iVAT image for the case of N = 7;
which has N ! = 5, 040 walks. The scaling was necessary
because otherwise iVAT is a black image as all LOSs were
minimum operators. Occasionally, the method would learn
more than one operator, shown in Figure 6(a) for the case
of N = 4. The operators learned were w1 = (0.007, 0.491,
0.495, 0.006)t, w2 = (0.000, 0.001, 0.994, 0.006)t, w3 =
(0.000, 0.991, 0.007, 0.001)t, which are (approximately) a
median, trimmed min, and trimmed max, respectively. Again,
this is reassuring, the network did not learn N ! different
operators but an expected value operator and two trimmed
optimistic and pessimistic operators. Last, it is common for the
ChIs to observe approximately 60 of the walks, with almost all
observations equating to the sort order pi = (1, 2, 3, ..., N)t,
which is the default walk when all inputs are in agreement.
D. UCI Machine Learning Repository and Regression
In [72], we presented an online learning algorithm for
ChI-based regression (CIR) that scales with N . Additionally,
`p regularization was used to balance accuracy relative to
model complexity. In this section, we use our decomposition
procedure to extract explanations from the learned models.
This is interesting on two fronts. First, it shows decomposition
relative to a different application, regression versus decision
level fusion. Second, it shows the impact of regularization on
7Note, code is provided at https://github.com/aminb99/choquet-integral-
NN and https://github.com/B-Mur/ChoquetIntegral, and the dataset is avilable
at https://github.com/aminb99/remote-sensing-nn-datasets, so the reader can
reproduce these results if desired.
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(a) N = 5, Randomly generated
FM, all walks observed
(b) 20% walk observation (c) 15% walk observation (d) 15% walk observation, only
seen walks
Fig. 5: When training data only supports a low percentage of possible walks, we should only decompose and produce iVAT
imagery with repect to observed walks, as shown in (d). However, as discussed in Section B, a surprisingly low percentage of
walks are usually required to approximate and see similar structure.
(a) N = 4 (CaffeeNet, GoogleNet, ResNet50, ResNet101),
class 1 (agricultural), observed variables only
(b) N = 7 (all networks), all FM variables, and iVAT scaled
between min and max distances
Fig. 6: Results on the remote sensing benchmark AID dataset.
decomposition. The reader can refer to [72] for full details on
mathematics, learning algorithms, regularization, and statisti-
cal performance analysis on community benchmark datasets.
First, our CIR learning algorithm relaxed the montonicity
and boundary requirements; which makes it different from the
measures shown so far in this article. As a result, the extracted
LOSs form tighter clusters. For example, the Yacht dataset
without regularization (Figure 7(a)) learned three operators:
w1 = (−54.6, 54.89, −0.24, −0.33, 0.54, −0.11)t, w2 =
(0.05, 2.35, −2.35, 3.4, −2.35, 0.13)t, w3 = (−54.6, 54.65,
−2.59, 3.69, −1.12, 0.1)t. From an efficiency perspective, this
tells us that we can compress the 2N variables to N × 3. The
Yacht dataset has six features, meaning we only need to keep
18 versus 64 weights. Clearly, the savings ratio increases with
respect to N . For N = 15 features, three operators would be
45 versus 32, 767 coefficients; less than one percent (0.1%) of
the number of variables.
In the case of fusion, we discussed LOSs relative to ag-
gregation operators, e.g., max-like, min-like, etc. However,
Figure 7(a) is regression. The weights need to be interpreted
differently. The bias is what CIR produces for zero-valued
inputs. Each weight in w can be thought about in terms
of positive and negative correlation. For example, w1(1) =
−54.6 is large and negative. Thus, as input one increases,
our predicted value decreases (and vice versa). Conversely,
w1(5) = 0.54 is small(er) and positive input increases are
associated with increasing predicted values. On a side note,
in [72] we normalized each feature to zero mean with unit
variance. If this was not the case, then the reader will need to
keep in mind feature scaling differences relative to differences
in coefficient weights.
Next, Figure 7(c) shows that our procedure identifies the
same cluster structure for all walks, versus just the sub-
set of observed walks. This follows our synthetic experi-
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(a) Full FM, No Reg (b) Full FM, Reg (c) Walk Subset, No Reg (d) Walk Subset, Reg
Fig. 7: Yacht UCI regression dataset. A total of 10% of the walks were observed. ((a),(b)) and ((c),(d)) are normalized to the
same display range for visual display and comparative analysis.
(a) Full FM, No Reg (b) Full FM, Reg (c) Walk Subset, No Reg (d) Walk Subset, Reg
Fig. 8: Airfoil UCI regression dataset. A total of only 65% of the walks were observed. ((a),(b)) and ((c),(d)) are scaled to the
same minimum and maximum for visual display and comparative analysis.
ment discourse in Section V-B. The most interesting—yet
predictable—discovery is the impact of regularization. The
regularization strategy in [72] imposes an `p penalty on the
magnitude of FM variables, which promotes sparsity in the
FM variables. In many cases, e.g., Figure 8, the impact of
regularization is subtle, if any. However, in other cases, e.g.,
Figure 7(b) and 7(d), we see that regularization leads to a
different and simpler solution; e.g., one underlying equation
versus three in the case of Figure 7. We do note that the vast
majority of solutions that were learned in our experiments had
little-to-no iVAT difference. We cherry picked a few examples
to show the reader that it is possible to encounter. Logically,
the decomposition’s can be different because the cost function
has two parts, one component that minimizes functional error
relative to training data and a second regularization component
that tries to simplify our model to realize a more generalizable
solution. Thus, the two error function terms are competitive,
not complementary, which can pull their solutions apart.
In summary, the proposed decomposition procedure is valid
for regression, the story telling changes with respect to regres-
sion coefficient versus decision fusion, and regularization can
alter the LOS substructure.8
8Note, the way in which regularization impacts LOS substructure is com-
plex and warrants future work. That is, it depends on the type of regularization
used, see [73], the underlying ground truth, and the combination thereof.
VI. SUMMARY AND FUTURE WORK
Herein, we put forth a decomposition procedure for the
fuzzy integral (FI), specifically the Choquet integral (ChI),
into a set of underlying linear order statistics (LOS). Our
procedure involves sampling walks—which are linear con-
vex sums (LCSs)—from the fuzzy measure (FM), followed
by operator similarity and then clustering for LOS discov-
ery. Motivating reasons for seeking a decomposition include
tractability (extending the ChI to “Big N”), acquisition (how
do we learn a FI/FM), model uncertainty (and ultimately
model generalizability), and understandability (glass versus
black box solutions). Our experiments span synthetic to real
world and they reveal the behavior of ChI learning relative
to noise, random versus structured measures, and sampling
statistics (FM variable observation). Real world experiments
demonstrated the utility of our methods on decision level
fusion for remote sensing and regression on UCI machine
learning datasets.
Specifically, we achieved the following with respect to
the four challenges (C1-C4) identified in Section I. A direct
contribution was made with respect to C4 (understandability),
C3 (uncertainty), and C1 (tractability) through the process of
contextual operator discovery. However, C2 (acquisition) was
not directly advanced herein, e.g., a new learning algorithm to
target robust learning of the identified sub-components and/or
ways to transfer learned components to unlearned measure
structure. In future work, we will strive to combine all four
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of these challenges into one robust, interpretable, explainable,
and actionable solution.
In future work, we will explore ways to simultaneously learn
the decomposition in conjunction with robust statistics of those
operators. We will also explore new ways to measure operator
similarity, for LOSs and the FM/FI, as existing functions
capture syntactic validity but sometimes fall short of capturing
semantic similarity. Furthermore, our research highlights the
gaps in the FM and FI. New research is needed to intelligently
determine how to operate under such conditions, e.g., sup-
press decision making, interact with a human, transfer learn
from past models [74] and/or from similar structure in the
same model (e.g., imputation), etc. Last, our work identifies
observed LCSs and LOSs therefrom. However, even if some
walks are not observed, some of their variables have been
observed, to some degree by other walks. Last, we showed
how to identify fewer LOSs. However, we still have to record
which sort orders map to what operators. We need an efficient
way to store and index into this reduced operator set.
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