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Abstract
Inrecentyears,on-lineprocessingofdatastreamshasbeenestablishedasamajorcomputingparadigm.Thisisduemainlytotworeasons:
ﬁrst,moreandmoredataaregeneratedinnearreal-timethatneedtobeprocessed;thesecondreasonisgivenbytheneedofefﬁcientparalel
applications.However,theabove-mentionedareasexposeatoughchalengeovertraditionaldata-analysistechniques,whichhavebeenforced
toevolvetoastreamperspective.Inthisworkwepresentancomparativestudyofastream-awaremulti-stagedapplication,whichhasbeen
implementedusingGrPPI,agenericandreusableparalelpaterninterfaceforC++applications. Wedemonstratethebeneﬁtsofusingthis
interfaceintermsofprogramability,performance,andscalability.
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I. Introduction
Typicaly,bothanalysisanddataprocessinghavebeencarriedoutin
abatchfashion(i.e.thediferentcomputingiterationswereapplied
overasetofstoreddata).However,inrecentyears,domainsthat
needasetofconstantlyrefreshedinformationhavegainedgreater
importance.Forinstance,thisisthecaseofapplicationﬁeldssuchas
scientiﬁccomputingresearch[17],environmentalresearchbymeans
ofsensornetworks,socialnetworkanalytics,andmanyothers.In
theseresearchareas,batchtechniquescannotbeappliedsincethose
techniquesdonotmeettheircomputingneeds.Thelackofefective
toolsforapproachingthiskindofproblemshasbeensolvedby
evolvingtraditionalparadigmtothestreamprocessingparadigm.In
thisparadigm,aconstantﬂowofinformationretrievedfromaset
ofsourcesneedstobeanalyzed/processedandtheresultsmustbe
reportedinnearreal-time.Anotheroutstandingneedofthiskindof
problemsistheurgencyforretrievingthecomputedresultsbecause
theyeitherareusedindecision-makingprocesses,oraremeaningful
onlyduringalimitedtimeframe.Thetrendofcontinuousdata
ﬂowprocessingundertimeconstraintshasbeennamednearreal-
timestreamprocessing. Moreover,theindustryandtheacademic
communityhavedevelopedHighThroughputComputing(HTC)
techniquestoprovidesolutionsforthesescenarios. HTCisthe
data-intensivevariantofHPC.Fastdataprocessingisafundamental
requirementinstreamprocessing.Toachieveahighprocessing
throughput,thereisaneedtoreplacethebatch-liketypicalapproach
tonovelstrategies.Oneofthesenewstrategiesispipelineprocessing,
consistinginreadingtheincomingdataandprocessingitacrossthe
successiveuser-deﬁnedstages.
Themaincontributionofthisworkisacomparativestudyofthe
genericinterfaceforparalelpaterns,namelyGrPPI,underareal
usecase.Byusingperformanceandhardwaremetrics,wecompare
astream-basedmedicalimagingapplicationunderdiferentaspects
suchasCPUtime,cacheefﬁciency,andmemoryconsumption.The
restofthepaperisstructuredasfolows.SectionIIrevisitsrelated
worksthatintersectwiththecontributionspresentedinthispa-
per.SectionIIIintroducestheGrPPI,agenericinterfacetoparalel
paterns.SectionIVpresentstheapplicationusecaseanalyzedin
thispaper.InSectionV,wediscussaboutexperimentscarriedout.
SectionVIclosesthepaperwithafewconcludingremarks.
II. Relatedwork
Inrecentyears,severalenginesforshared-memoryanddistributed
AutonomicSolutionsforParalelandDistributedDataStreamhave
beendeveloped,suchasStorm[3],Spark[19],Flink[14]and
StreamIt[18].Basicaly,applicationsimplementedusingtheseen-
ginesarerepresentedasdirectedﬂowgraphs,wherenodesrepresent
operatorsandtheedgesthestreamﬂow.Accordingtohowtheop-
erators,ornodesinthegraph,andtheedgesaredeﬁned,diferent
andcomplexoperationsforﬁltering,splitingandjoiningstreams
canbeperformed.
Ontheotherhand,anumberofparalel-paterninterfaceshave
emergedorientedto:i)multi-coreprocessors,e.g.,IntelThread
BuildingBlocks(TBB)[15],FastFlow[2],RaftLib[4]orKanga[13];i)
heterogeneousarchitectures,suchas,SkePU[8],whichalowshybrid
CPU–GPUconﬁgurations;andii)distributedplatforms,e.g.,the
MünsterSkeletonLibrary(Muesli)[9]andCnC[6].Simultaneously,
standardizedinterfacesarebeingprogressivelydeveloped.Thisis
thecaseofISOC++StandardParalelSTLpublishedastechnical
speciﬁcation[11]andnowpartofC++17[1].Similarimplementa-
tionstotheparalelSTLcanalsobefoundasthird-partylibraries,
asHPX[12].
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III. Background
Inthissection,weintroducethepipelineandfarmstreamingparalel
paternsaswelastheGrPPIinterfacetothosepaterns.
III.1 Streamingparalelpaterns
Ingeneral,DaSPapplicationscanbeseenasdata-ﬂowsintheform
ofdirectedacyclicgraphs(DAG),wherethesourcenode(producer)
getsitemsfromsomeinputstream,intermediatenodesperform
sometransformationonthem,andasinknode(consumer)dumps
transformeditemstoanoutputstream.Toacceleratetheseappli-
cations,thenodescanbeexecutedinparalelaslongasdataitem
dependenciesarepreserved.AcommonandsimpleDAGconstruc-
tioninDaSPisthepipeline,wherethenodesinatopologicalordering
havedataitemdependenciesonlywiththepreviousnode.Another
commonconstructionisthefarmpatern,wherethetransformation
inanodeisreplicatedntimestoincreaseitsthroughput.Thisalows
formultiplestreamitemstobecomputedinparalel.Theformal
deﬁnitionsofthepipelineandfarmpaternsarethefolowing:
•Pipeline.Itemsfromtheinputstreamareprocessedinseveral
paralelstages. Eachstageprocessesdataproducedbythe
previousstageanddeliversresultstothenextone.Provided
thatthei-thstageinan-stagedpipelinecomputesthefunction
fi:α→ β,thepipelinedeliverstheitemxitotheoutputstream
applyingthefunctionfn(fn−1(...f1(xi)...))(i.e.functioncom-
position). The mainrequirementofthispaternisthatthe
transformationsinthestagesshouldbeindependentfromeach
other,i.e.,theycanbecomputedinparalelwithoutsideefects.
Theparalelimplementationofthispaternisperformedby
usingasetofconcurrententities,eachofthemtakingcareofa
singlestage.Figure1(a)showsthepipelinediagram.
•Farm.Transformationf:α→ βiscomputedinparaleloveral
itemsfromtheinputstream.Twoitemsxiandxjcanbetrans-
formedinparalelproducingf(xi)andf(xj).Consequently,
transformationofitemsneedtobecompletelyindependent
fromeachother.Figure1(b)showsthefarmdiagram.
Bothpipelineandfarmpaternscanbecomposedtoproducemore
efﬁcientapplications.Basicaly,thecompositionssupportedbetween
thepipelineandfarmpaternsarethoseinwhichthepipeline
stagescanbeparalelizedindividualyusingthefarmpatern.Thus,
ifapipelinestagecorrespondswithapurefunction,thiscanbe
computedinparalelfolowingafarmconstruction.Throughoutthis
paper,wedenotethesequentialstagesofapipelinewith“p”,the
farmstageswith“f”andthecommunicationbetweentwostages
withthesymbol“|”.Forinstance,apipelinecomprisedof4stages,
wherethesecondandthethirdarefarmstages,isrepresentedby
“(p|f|f|p)”.
III.2 GrPPI,agenericparalelpaterninterface
Inordertoprovideagenericinterfacetoparalelpaternswehave
deﬁnedGrPPI1,agenericandreusableparalelpaterninterfacefor
C++applications[16].Thisinterfacetakesfuladvantageofmodern
1https://github.com/arcosuc3m/grppi
(a)pipelinepatern. (b)farmpatern.
Figure1:pipelineandfarmpaterndiagrams.
C++features,metaprogrammingconcepts,andgenericprogram-
mingtoactasswitchbetweentheOpenMP,C++threads,IntelTBB,
andFastFlowparalelprogrammingmodels.Itsdesignalowsusers
tomakeuseoftheaforementionedexecutionframeworksfroma
uniﬁedandcompactinterface,hidingawaythecomplexitybehind
theuseofdiferentimplementationmechanisms.Furthermore,the
modularityofGrPPIpermitstoeasilyintegratenewpaterns,while
combiningthemtoarrangemorecomplexconstructs.
GrPPIaccommodatesalayerbetweentheapplicationprogrammer
andthediferentprogrammingmodels.Inthisway,GrPPIcanbe
usedtoimplementawiderangeofexistingstream-processingand
data-intensiveapplicationswithrelativelysmalefort,havingasa
resultportablecodesthatcanbeexecutedonmultipleplatforms.
Listing1showsthepipelineandfarmGrPPIC++paterngeneric
functions. Wemakeuseofgenericprogrammingwithvariadictem-
platesandforwardingreferencestotakemultiplecalableentities(e.g.,
afunctororlambdaexpression)astransformations.Noteaswel
thattheﬁrstparameterspeciﬁestheexecutionpolicythatshalbe
usedtoexecutetheoperators.Thisalowstoseparatetheprogram-
mingmodelusedasabackendfromthespeciﬁcconﬁgurationofthe
computations.
Listing1:Pipelineandfarminterface
1 template <typenameE, typenameG, typename ... Ts>
2 void pipeline(const E & execution, G && generator, Ts && ... transformers);
3
4 template <typenameT>
5 void farm(int replicas, T && transformer);
Listing2depictsapipeline wheretheﬁrststageinvokes
read_itemtogetthenextiteminthestream.Thesecondstage
appliestoeachitemthetransformationf()withfourparalelrepli-
cas.Thethirdstageappliestoeachitemthetransformationg().
Finaly,thefourthstageinvokeswrite_itemwhichwriteseachitem
toanoutputstream.
Listing2:Pipelineandfarminterface.
1 parallel_execution_omp ex;
2 pipeline(ex,
3 read_item,
4 farm(4,[](auto && x) { return f(x); }),
5 [](auto && x) { return g(x); },
6 write_item
7 );
2
ExascaleprogramIngmodelsforextremedataprocessing•Preprint
IV. pHARDI:diffusionmagneticresonance
imagingtoolkit
Difusionmagneticresonanceimagingisanon-invasivetechnique
capableofquantifyingthedifusionprocessofwatermoleculesin
livingbiologicaltissues.Itsmainapplicationisthestudyofthelocal
geometryandwiringpaternofthehumanbrainwhitemater.A
largenumberofneuroscienceresearchstudiesandclinicalappli-
cationshavebeenconductedinthelastdecade[7]. Manyofthese
studiesarebasedondiferentintra-voxel(volumetricpixel)models
ofmoleculardifusion,whichinturn,requirediferentsampling
schemestocolectthedataandﬁtingalgorithms.
Inordertofacilitatethewidespreaduseofthemoleculardifusion
technique,inapreviouswork,wehavedevelopedanoveltoolkit
caledpHARDI2.ThepurposeofpHARDIistwofold:(1)toprovide
inasingletoolkitwithanextensiveanddiversesetofreconstruction
methodsfordiferentsamplingprotocolsand(2)toacceleratethere-
constructionprocessbymeansofhighqualitylinearalgebralibraries.
Thetoolkithasalayer-baseddesignenablingtheparalelizationof
thecomputationstagesviamultipleacceleratorsinawiderangeof
devices,includingco-processors,multi-coreCPU,andGPUdevices.
ExperimentalevaluationshowsthatpHARDIatains,onaverage,a
speed-upof8×overequivalentMatlabimplementations[10].Figure
2showstheﬁvestagesinwhichthepHARDIimplementationis
structured:
•Stage1:aninitialtransformationfrom4Dvolumerepresented
inNIfTItoamatricialformat.
•Stage2:thisstagereducesthecomputationbyapplyinga
maskoverthewhitematerregionofthebrain. Afterthat,
resultingvoxelsaretransformedintoamatrix,whichconsiders
thedirectionsofeachtrack.Thesizeofthismatrixdetermines
thecomputationalcostforfuturetasks.
•Stage3:itisthemosttimeconsumingpart.Thisstagerecon-
structseachsliceofthevolumeinalthedirectionsprovidedin
theinputﬁles.
•Stage4:thisstageaggregatesthepartialresults(i.e.,slices)into
aﬁnalreconstructedvolume.Eachslicecanbeincludedinthe
ﬁnalvolumewithoutinterference(embarrassingparalelism).
•Stage5:thisﬁnalstepisinchargeoftransformingtheresulting
matrixintoaﬁnalNIfTIrepresentation.
Stages2,3and4canberepresentedasapipeline,inwhicheach
stageofthepipelinepaterncanbeexecutedindependently. Ad-
ditionaly,Stage3canbeacceleratedusingafarmpaternasitis
computationalymoreexpensivethantheothers.Inthiswork,we
demonstratetheadvantageofstreamprocessinginthismulti-staged
algorithmbyusingGrPPI.
V. Experimentalevaluation
Theevaluationhasbeencarriedoutonamachineconsistingoftwo
multi-coreIntelXeonE5-2630v3processorwithatotalof8physical
coresrunningat2.40GHz,hyper-threadingactivated,equipped
2Availableathttps://github.com/arcosuc3m/phardi.
with128GBofRAM,andexecutingLinuxUbuntu16.04x64OS.
ThecompilersusedisGCC7.0.Afterthat,thesourcecodehasbeen
compiledusingboth-O3and-DNDEBUGﬂags.Inalthecases,we
showthemetricsforanexecutionwithupto20threads.
WerunthetoolkitusingarealdifusionMRIdataset3acquired
fromhealthysubjects.Speciﬁcaly,whole-brainHARDIdatawereac-
quiredina3TPhilipsAchievascanner(SantPauHospital,Barcelona)
witha8-channelheadcoilalong100diferentgradientdirections
onthesphereinq-spacewithconstantb=2000s/mm2. Addi-
tionaly,1b=0volumewasacquiredwithin-planeresolutionof
2.0×2.0mm2andslicethicknessof2mm.Theacquisitionwascar-
riedoutwithoutundersamplinginthek-space(i.e.,R=1).Theﬁnal
dimensionofthisdatasetis128×128×60×101voxels,resultingin
aﬁleof117MB.
V.1 Performancemetricsanalysis
Thissectionsummarizestheperformancemetricsanalysiscarried
outforthepHARDIapplication.Inthissectionmultiplecomparative
metrcisareshown. Wecomparethesequentialbaselineimplemen-
tationwithamanualacceleratedversionimplementedbyuswith
OpenMP(OpenMPintables)andGrPPIunderdiferentback-ends,
suchassequential(SEQ),OpenMP(OMP),IntelTBB(TBB),C++
nativethreads(THR),andFastFlow(FastFlow).
Wehaveemployedperf[5]forcolectingbothexecutiontimeand
performancecounters.Table1summarizesthemetricscolectedfor
thisworkanditsdescription.
V.1.1 Executiontime
WeobservefromthePFRTImetricthatGrPPIversionsareascompet-
itiveastheOpenMP-basedversion.Besides,therearealsoproject-
basedspeedmetricssuchasPPRTI,PPSTIandPPUTI,whichwere
measuredwithtimeutilityfromtheLinuxplatform.Theresults
obtainedfrom20measurementswereaveraged(themethodwasthe
sameforeveryotherrun-timemetricsaswel).Theﬁnalvaluesof
themetricsareshowninTable2.Thetable
PFRTIandPPRTIclearlyindicateareductioninexecutiontime
fortheparalelpartofthecodeaswelasforthewholeapplication.
PPSTIandPPUTIrefertothetotaltimeconsumedbytheprocess.
Wealsohighlightthevalue17.86obtainedforTBB-basedbackend,
whichismotivatedbythefactthatIntelTBBistaskbasedandits
schedulermapsthosetasktoavailablehardwarethreadswithawork
stealingpolicy.
V.2 Performanceanalysis
Inthissubsection,weevaluatetheoveralexecutiontimeandspeed-
upreachedbyarefactorizedversionoftheportedimplementation
ofpHARDI.ItisimportanttomentionthatincaseofIntelTBBand
FastFlow,wehaveturnedoftheunneededcoresatsystemlevel
4.However,itisdifﬁculttopredicttheinterferencesbetweenboth
pipelineandfarmsthreads.
Figure3plotsthetotalexecutiontimeofpHARDI,comparingdif-
ferentback-endsofGrPPIandOpenMP.Weevaluateanincreasing
numberoffarmthreadsofStage3ofthepipeline. Wecanobserve
3htps://zenodo.org/record/1194253.Ws86V9vgKcY
4echo0>/sys/devices/system/cpu/cpu0/online
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Figure2:ParalelpaternsidentiﬁedinpHARDI.
Table1:Performanceandhardwarecountersemployedisthisstudy.
Metric Description
PFRTI Manualyinstrumentedexecutiontime.
PPRTI Elapsedreal(walclock)timeusedbytheprocess.
PPSTI TotalnumberofCPU-secondsusedbythesystem.
PPUTI TotalnumberofCPU-secondsthattheprocessuseddirectlyinusermode.
PPMRS Maximumresidentsetsizeoftheprocess.
PPVCS Numbervoluntarycontextswitches.
PPICS Numberinvoluntarycontext-switches.
PPCRF Numberofcachereferences.
PPCMS Numberofcachemisses.
Table2:Metricsrelatedtotheexecutiontime.MrepresentsmanualparalelizationwhileArepresentsthatparralizationhasbeencarriedoutinanautomatic
waybyusingGrPPI.
Implementation 128×128×60×101voxels[sec]
type PFRTI PPRTI PPSTI PPUTI
baseline 1,120.51 1,115.20 48.87 1,596.71
OpenMP(M) 77.72 78.18 16.00 1,344.16
GrPPI+SEQ(A) 947.82 944.50 4.99 946.62
GrPPI+OMP(A) 79.43 82.12 10.18 1,399.51
GrPPI+TBB(A) 88.11 90.18 17.86 1,233.89
GrPPI+THR(A) 79.50 79.25 8.98 1,391.80
GrPPI+THRNoOrder(A) 77.04 77.39 7.94 1,383.30
GrPPI+FastFlow(A) 143.33 143.38 8.26 1,765.88
thatGrPPIscaleswithanincreasingnumberofthreads,reachingits
minimumexecutiontimewith16threads.Thisnumbercorresponds
withthenumberofphysicalcoresoftheemployedmachine.
Equations1,2,and3depictthetheoreticalsequentialandparalel
executiontimes.Ncorrespondswiththenumberofslices.Krepre-
sentsthenumberofactivecoresinvolvedintheparalelexecution.
t1tot5correspondwiththestageinthedeﬁnedpipeline.
GiventhelimitationsoftransformingNIfTI-baseddata,Stages1
and5runsequentialyinbothsequentialandparalelimplemen-
tations. Duetotheuseofthepipelineparalelpatern,wehave
experimentalycharacterizedtheexecutiontimesofStages2and4
andweconcludethatthosestagescanbeignored.
TSEQ=t1+N×(t2+t3+t4)+t5 (1)
TSEQ=t1+t5+N×max(t2+t3+t4) t1+t5+N×t3 (2)
TPAR=t1+t5+N×max(t2+t3K+t4) t1+t5+
N
K×t3 (3)
S=t1+t5+N×t3t1+t5+NK×t3
(4)
Figure4plotstheachievedspeed-upofpHARDIunderdiferent
back-endscomparedwiththebaselineimplementationbasedon
sequentialC++.Theﬁgureshowsthetheoreticalspeed-upcalculated
byusingEquation4. Wehighlightthat mostoftheback-ends
outperformthetheoretical maximumspeed-up. Thisis mainly
duetothecachebehaviorundertheparalelizedscenario.GrPPI’s
back-endsarenotafectedbytheincrementofconcurrentthreads,
maintainingthevaluesofmetricslikenumberofL1datacache
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Figure3:PerformanceevaluationoverﬁveGrPPI’sback-endsandamanu-
alyimplementedversionofpHARDIusingOpenMP.
misses.Furthermore,theincreaseofhitratioinL2andL3motivates
theperformanceoverthetheoreticalspeed-up(blackline).
Wecanobservealsothatthereachedspeed-upoftheOpenMP
versionisclosetothetheoreticalmetric. However,GrPPI-based
versionsoutperformthistheoreticalboundduetoahigherhitrate
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Figure4:PerformanceevaluationoverﬁveGrPPI’sback-endsofPHARDI
anditsspeed-upcomparedwiththebaselinesolution.
VI. Conclusion
Streamprocessingframeworksarecurrenttrendsinthedataprocess-
ingﬁeld.Anevidenceofthisfactisthegrowingnumberofsolutions
inbothindustryandacademia.Inthisworkwehaveshownthe
beneﬁtsofusingtheGrPPIgenericAPIinarealmedicalimage
processingapplication.Theevaluationresultsdemonstratetheac-
celerationobtainedafterapplyingrefactoringtechniques,clearly
outperformingthebaselineversion.Thishasalowedustoacceler-
atetheprocessingtimebyafactorof18.
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