This paper argues for an explanation of the mechanistic (computational) basis of consciousness that is based on the distinction between localist (symbolic) representation and distributed representation, the ideas of which have been put forth in the connectionist literature. A model is developed to substantiate and test this approach. The paper also explores the issue of the functional roles of consciousness, in relation to the proposed mechanistic explanation of consciousness. The model, embodying the representational di erence, is able to account for the functional role of consciousness, in the form of the synergy between the conscious and the unconscious. The t between the model and various cognitive phenomena and data (documented in the psychological literatures) is discussed to accentuate the plausibility of the model and its explanation of consciousness. Comparisons with existing models of consciousness are made in the end.
INTRODUCTION 2 Introduction
Although the study of consciousness has been downplayed in the study of cognition for long, the importance of consciousness to cognitive science cannot be over-estimated. Consciousness is a central question in cognition. Studying only the brain, the computational models of quantitative data, or some combinations thereof will not be su cient to help us to understand the central issue of the human mind { the consciousness. We need to confront the issue directly.
Recently, there is a resurgence of interest in consciousness per se as a subject for experimental and theoretical study in cognitive science. Various new views have been proposed, including consciousness as an emergent property (e.g., as in a connectionist model that settles into an attractor), consciousness as a system separate from the rest of the mind that works deliberately and serially, consciousness as a supervisory system, or consciousness as a dominant process in a pool of processes running in parallel, and so on. In this paper, I will try to come to some conclusions as to what a plausible computational account of consciousness should be like. I will describe a model (Sun et al 1996 , Sun 1997 that incorporates the distinction between localist vs. distributed representations. I will show how the model accounts for the physical basis and the functional roles of consciousness and shed light on various issues concerning consciousness. In so doing, I will also try to put together various operationalized notions and computational accounts of consciousness (or aspects of it), as motivations for, and to be accounted for by, the model. I assume the su ciency and necessity of mechanistic explanations. By mechanistic explanation, I mean any concrete physical processes, that is, computational processes in the broadest sense of the term \computational". In terms of the su ciency of mechanistic explanations, the following hypothesis serves as our working hypothesis (Jackendo 1987 ):
Hypothesis of computational su ciency: every phenomenological distinction is caused by/supported by/projected from a corresponding computational distinction.
For the lack of a clearly better alternative, this hypothesis remains a viable working hypothesis, despite various assaults on it. 1 In general, \computation" is a broad term that can be used to denote any process that can be realized computationally, ranging from chaotic dynamics (Freeman 1995) and \Darwinian" competition (Edelman 1989) , to quantum mechanics (Penrose 1994) . To avoid confusion that may arise as to what computation refers to, I will stick to the terms \mechanism" or \mechanistic processes". On the other hand, as to the necessity of mechanistic explanations, it is obvious to anyone who is not a dualist that the foregoing de nition of mechanistic processes has to include the necessary condition for consciousness; for the physical basis of mental activities and phenomenal experience cannot be anything else but such mechanistic processes.
We need an explanation of the mechanistic basis of consciousness and its mechanistic roles (or functions) in the human mind: what kind of mechanism leads to the conscious, and what kind of mechanism leads to the unconscious? What is the functional role of the conscious? What is the 3 functional role of the unconscious? There have been many such explanations in computational or biological terms. Contrary to some critics, the debate among them is not analogous to a debate between algebraists and geometers in physics (which would be meaningless and irrelevant). By all measures, it is more analogous to some more substantive debates, e.g., the wave vs. particle debate in physics concerning the nature of light. It is substantive because it provides necessary theoretical frameworks for further empirical work on consciousness.
In the remainder of this paper, section 2 will provide a review of work in this area, which points to the plausibility of a dichotomous structuring of the mind. In section 3, a model will be developed along that line. A discussion will ensue in section 4 concerning how the model accounts for the physical basis of consciousness. In section 5, the model will be further used to account for the functional roles of consciousness, with a sketch of the simulation using the model. The model will then be compared to existing models in section 6. Section 7 concludes the paper.
Background
Before taking a stab at the problem of devising a plausible model, I will present some evidence and arguments for the duality, or dichotomy, of the mind, which naturally leads to the dual-representation hypothesis (which I put forth earlier in Sun 1992 Sun , 1994 Sun , 1995 and consequently the two-level models (Sun 1994 (Sun , 1995 (Sun , 1997 .
First let us look into some of the early ideas concerning dichotomies or dualities of the mind that dated back before the inception of cognitive science. For instance, Heidegger's distinction | the preontological vs. the ontological | is a highly abstract version of such a dichotomy. As a rst approximation, his view is that, since the essential way of being is existence in the world, an agent always embodies an understanding of its being through such existence. This embodied understanding is implicit and consists of skills, reactions, and know-hows, without an explicit \ontology", and is thus preontological. On that basis, an agent may also achieve an explicit understanding, an ontological understanding, especially through making explicit the implicitly held understanding; or in other words, the agent can turn preontological understanding into ontological understanding (Heidegger 1927 , Dreyfus 1991 . This dichotomy and progression from the concrete to the abstract is the basis of our model (to be explained later).
It is also worthwhile to mention William James's distinction of \empirical thinking" and \true reasoning". According to James, on the one hand, empirical thinking is associative, made up of sequences of \images" that are suggested by one another. It is \reproductive", because it is always replicating in some way past experience, instead of producing new or stand-alone ideas. Empirical thinking relies on overall comparisons and similarity among various concrete situations, and therefore may lose sight of some critical information. On the other hand, \true reasoning" can be arrived at by abstracting particular attributes (i.e., those attributes that are essential and critical) out of a situation. In so doing, we assume a particular way of conceiving things | we see things as a particular aspect of them. It is \productive", because it is capable of producing novel ideas through abstraction. An important function that \true reasoning" serves is to break up the direct link between thought and 4 action, and to provide means for articulately and theoretically reasoning about consequences of an action without actually performing it. Dreyfus and Dreyfus (1987) recently proposed the distinction of analytical and intuitive thinking, re ning and revising Heidegger's distinction in a contemporary context. They claim that analytical thinking corresponds to what traditional (symbolic) AI models are aimed to capture: deliberate, sequential processing that follows rules and performs symbolic manipulation. According to them, when an agent rst learns about a domain (for example, chess), an agent learns explicit rules and follows them one-by-one. After gaining some experience with the domain, one will start to develop certain overall understanding of a situation as a whole, without deliberate rule-following and analytical thinking. That is, one starts to use intuitive thinking, which has the characteristics of being situationally sensitive, \holographic", and non-rule-like. Contrasting the two types of thinking, there is clearly a dichotomy, although the focus here is the reverse progression from the abstract to the concrete.
There are a few arguments from within cognitive science, and from connectionists in particular, that are related to this dichotomy. Smolensky (1988) proposed the distinction of conceptual and subconceptual processing. Conceptual processing involves knowledge that possesses the following characteristics: (1) public access, (2) reliability, and (3) formality. In other words, they are what traditional symbolic AI tries to capture (as similarly identi ed by Dreyfus and Dreyfus 1987) . On the other hand, there are other kinds of capacities, such as skill, intuition, and individual knowledge that are not expressible in linguistic forms and do not conform to the three criteria prescribed above. It has been futile so far to try to model such capacities with conceptual processing based models (traditional AI symbolic processing models). Some of the capacities should be viewed as an entirely di erent level in cognition and modeled as such, that is, at the subconceptual level. The subconceptual level may be better dealt with by the connectionist subsymbolic models, because the connectionist approach seems to be able to overcome some problems symbolic AI models encountered in modeling subconceptual processing. Smolensky (1989) explicitly tied the distinction of the conscious and the subconscious to that of the conceptual and the subconceptual. Hinton (1990) posited a related hypothesis regarding a similar distinction | the distinction between \intuitive inference" and \rational inference", as a justi cation for the distinction between the traditional symbolic AI models and the connectionist subsymbolic models.
For many decades up until very recently, in experimental studies of the human mind, the notion of consciousness has been replaced with various operationalized notions, e.g., concerning the explicit vs. the implicit, the controlled vs. the automatic, the intentional vs. the incidental, and so on. For instance, in cognitive psychology, there is the well established distinction of implicit memory vs. explicit memory (Schacter 1990 , Roedeger 1990 . Implicit memory refers to unconscious retrieval of memories, without explicit awareness. Based on the dissociation of explicit and implicit memory tests, it was suggested that implicit memory and explicit memory involved di erent memory systems (for example, the episodic memory system vs. the semantic memory system, or the declarative memory vs. the procedural memory; Bower 1996, Squire et al 1993 , Schacter 1990 ). Related, but not identical to this, there is also the distinction of implicit learning and explicit learning. In the research on implicit learning, Berry and Broadbent (1988) , Willingham et al (1992) , and Reber (1989) expressly demonstrated a dissociation between explicit knowledge and performance in a variety of tasks. The 5 notion of automaticity (Shi rin and Schneider 1977, Logan 1988 ) is related to that of implicit learning. Automatic processing is assumed to be e ortless and resource-wise (almost) unbounded, while its opposite, controlled processing, requires the use of limited cognitive resources (Navon and Gopher 1979) . There is also the distinction of declarative and procedural knowledge from cognitive psychology. In Anderson (1983) , based on psychological data on high-level cognitive skill learning (such as arithmetic and theorem proving), it was suggested that there were these two types of knowledge. As described by Anderson (1983) and many others, while the former type of knowledge is generic and easily accessible the latter type is embodied and speci c. In this theory, there is a clear dichotomy between these two types of knowledge. In all, many di erent theories in cognitive science are clearly related to the issue of consciousness but nevertheless under various guises as theories for various operationalized notions. The evidence for these dichotomies lies in experimental data that elucidate various dissociations and di erences in performance under di erent conditions. Also worth mentioning here is the notions of two types of connectionist representations, used in the connectionist literature. Basically, in localist (or symbolic) representation, each representational unit (node) represents a distinct entity to be represented. There is a one-to-one correspondence between units of representation and entities to be represented. In distributed representation, each entity is represented by a pattern of activation among a pool of representational units (nodes). Although there is a one-to-one correspondence between an entity to be represented and a pattern of activation, there is no one-to-one correspondence between entities to be represented and representational units (nodes). This distinction is reminiscent of various other distinctions related the conscious and the unconscious, and actually bears close relationships (Sun 1994 (Sun , 1995 (Sun , 1997 to these other distinctions, as will be further discussed later (see also Sun 1997) .
There seems to be a consensus with regard to the qualitative di erence between di erent types of thinking (although there is no consensus regarding the actual details of the dichotomies). Moreover, most of the aforementioned authors believed in incorporating both sides of the dichotomies in cognitive models, because each side serves a unique cognitive function and is thus indispensable for a complete cognitive model. On this basis, it is natural to hypothesize the existence of two separate components, whereby each component is responsible for one side of a dichotomy, for example, as have been proposed in Anderson (1993) , Hunt and Lansman (1986) , Logan (1988) , Reber (1989) , Schacter (1990) , and Sun (1994 Sun ( , 1995 . The two components were variously described as production systems vs. semantic networks, as algorithmic processes vs. instances retrieval, or as localist representation vs. distributed representations. To help to further narrow down choices in developing the two components, four criteria can be hypothesized (see Sun 1994) :
Direct accessibility of conscious processes: Here direct accessibility refers to the direct and immediate availability of mental content for the major operations that are responsible for, or concomitant with, consciousness, such as introspection and forming higher-order thoughts (as well as verbal reporting, and meta-level control and manipulation). To capture such accessibility, concepts (as well as processes operating on concepts) should be directly accessible without intermediate interpretive or transformational steps; which is a requirement prescribed and/or accepted by many (see, e.g., Clark 1992 , Hadley 1995 . This requirement basically rules out connectionist distributed representation, among other things, because a concept represented by 6 a distributed pattern is not directly accessible (to the processes mentioned above; more explanations later). This requirement leaves us with two obvious options: purely symbolic representation and localist connectionist representation.
Direct inaccessibility of unconscious processes: As argued before, unconscious processes are carried out implicitly, for example, in a holistic way. The details of the processes are not accessible.
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This is important, because implicit and/or holistic operations may entertain a host of properties that other operations lack. A distributed representation in connectionist models seems to be a viable way to go (Sun 1994 , Sloman 1996 ; more explanations later).
Linkages from localist concepts to distributed features: Once a localist/symbolic concept is activated, its corresponding distributed representations (features) are also activated (as assumed in most cognitive models, ranging from Tversky 1977 to Sun 1995 . This (explicit or implicit) activation of features is important in subsequent uses of the information associated with the concept and in directing behaviors.
Linkages from distributed features to localist concepts: Under appropriate circumstances, once some or most of the distributed features of a concept are activated, the concept itself can be activated to \cover" these features (roughly the same as the categorization process; Smith & Medin 1981).
Based on these criteria, the most plausible way of structuring the two components is utilizing the representational di erence: the localist (symbolic) vs. distributed representations (as advocated in the connectionist theorizing). This conjecture is supported by much existing work (Reber 1989 , Sun 1994 , McClelland et al 1994 . In recent years, there have been models resulting from the connectionist approach that support the two-component hypothesis and rely on representational di erences, inspired by some of the earlier theorizing (by e.g. James, Freud, Heidegger, and Dreyfus) . The success of some of these models is an indication that this sort of idea is probably on the right track. For example, Hendler (1989) presented a hybrid system for planning. It utilized connectionist networks for priming relevant concepts through activation propagation, to augment a symbolic planning system in order to pick out right actions, which otherwise might have too many choices. The combination of the two types of mechanisms aided in the e ectiveness of the model. Gelfand et al (1989) proposed a model for robot skill learning that included both symbolic and neural network representation of knowledge. It began by encoding all the knowledge in an explicit symbolic form and through practice the knowledge was assimilated into a neural network (using backpropagation). In the end, the network was able to capture in an implicit form the skill for the task. Consyderr (Sun 1994) was another example, which consisted of two levels of connectionist networks: one level employed localist representation for modeling conceptual reasoning and the other level employed distributed representation for modeling subconceptual reasoning (see Figure 1) . Through the interaction of the two level, many seemingly disparate and di cult patterns of commonsense reasoning were accounted for uniformly.
Note that the questions concerning the adequacy of the symbolic processing capability in either localist or distributed representations have been raised repeatedly. Despite a few attempted theoreti- Feldman and Ballard 1982 , Smolensky 1988 , Clark 1992 , Sun 1994 ), the issue is essentially an empirical one. It is up to experimental work to demonstrate whether a type of representation (especially localist representation) can handle all the symbolic processing tasks and thus correspond to the traditional symbolic models (e.g., Rosenbloom et al 1993 , Baars 1988 , Anderson 1983 , 1993 ). This issue is not particularly relevant to the present work, since symbolic processing is a dimension that is completely orthogonal to the conscious/unconscious distinction and the localist/distributed distinction that we employ here.
A Model
Based on the four criteria and the earlier discussions, I proposed the model Clarion (which stands for Connectionist Learning with Adaptive Rule Induction ON-line). In this model, we use two types of representations, one localist and the other distributed, as discussed before, which embody the \representational di erence" view of consciousness. The model was described in detail in Sun et al (1996 , Sun and Peterson (1997 . The model consists of two levels: a top level and a bottom level. The essential character of the model is that while the top level of Clarion is localist and thus naturally accessible/explicit, the bottom level contains knowledge embedded in a network with distributed representation and is thus inaccessible/implicit. See Figure 2 .
Let us examine the representations. The inaccessible nature of unconscious knowledge can be captured by a \subsymbolic" distributed representation such as that provided by a backpropagation network (Rumelhart et al 1986) , because representational units in a distributed representation are capable of accomplishing tasks but are generally uninterpretable and subsymbolic (see Rumelhart et al 1986 , Sun 1994 ). In contrast, conscious knowledge can be captured in computational modeling by a symbolic or localist representation (Clark and Karmilo -Smith 1993) , in which each unit has a clear conceptual meaning/interpretation (i.e., a semantic label). This captures the property of conscious processes being accessible and manipulable (Smolensky 1988 , Sun 1994 . 4 This di erence in representation leads to the two-level architecture (Sun 1994 , Sun et al 1996 , Sun 1997 .
At each level, there are multiple modules (both action-centered modules and non-action-centered modules; Schacter 1990 , Revonsuo 1993 , Moscovitch and Umilta 1991 . First of all, at the bottom level, action-centered knowledge is highly modular; that is, a number of small backpropagation networks can exist with each adapted to a speci c modality, task, or input stimulus type. This is consistent with the well known modularity claim (Fodor 1983; Karmilo -Smith 1986; Cosmides and Tooby 1994) , and is also similar to Shallice's (1972) idea of a multitude of \action systems" competing with each other. Timberlake and Lucas (1993) speci ed a large set of modules and their inter-relations and transitions (for foraging related activities). Cosmides and Tooby (1994) listed another set of (higher-level) modules for behavior ranging from social contracts (catching cheaters) to syntax of language (parsing sentences). At the top level, the corresponding action-centered knowledge can reside in di erent modules, in correspondence with the bottom-level structure, or it can reside in more centralized, coarser modules. The knowledge at the top level is more generic, crisp, discrete, and more accessible than its bottomlevel counterpart, although, content-wise, it may be similar (or even identical).
On the other hand, the non-action-centered modules of the top level represent more static, more verbal, and more generic type of knowledge. The knowledge there includes what is commonly referred to in psychology as \semantic" memory (i.e., general knowledge about the world in a conceptual, symalthough generally inaccessible, may be brought out in some ways. 4 Again, accessibility here refers to the direct and immediate availability of mental content for the major operations that are responsible for, or concomitant with, consciousness, such as introspection and forming higher-order thoughts as well as verbal reporting, and meta-level control and manipulation. 9 bolic form; Collins 1975 , Tulving 1972 . It also includes an episodic memory which stores explicitly recent experiences, with associated spatial-temporal information (Tulving 1972 , Bower 1996 . Both types of knowledge are represented in a semantic network form (which is a more complex form of the localist network used for representing action-centered knowledge at the top level; Collins 1975). Likewise, the bottom level contains the corresponding non-action-centered modules that represent the same type of knowledge (but not necessarily the same content), albeit in an implicit (i.e., distributed) form. The encodings in the bottom-level module can be the result of transformation from the corresponding representation at the top level, through turning a localist representation into a distributed representation.
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The reason for having both action-centered and non-action-centered modules at each levels is because, as it should be obvious, the action-centered knowledge (roughly, the procedural knowledge) is not necessarily inaccessible (directly), and the non-action-centered knowledge (roughly, the declarative knowledge) is not necessarily accessible (directly). (Although it was argued by some that all procedural knowledge is inaccessible directly and all declarative knowledge is directly accessible, such a clean mapping of the two dichotomies is untenable in my view.) Therefore, there is the need to represent the parts of the action-centered knowledge and the non-action-centered knowledge that are directly accessible at the top level, and to represent the parts of the knowledge (of both types) that are inaccessible directly at the bottom level. Hence, the duplication of modules at both levels is necessary.
The learning of unconscious action-centered knowledge at the bottom level can be done in a variety of ways consistent with the nature of distributed representation. In the learning setting where correct input/output mappings are available, straight backpropagation (a supervised learning algorithm) can be used for each network (Rumelhart et al 1986) . Such supervised learning procedures require the a priori determination of a uniquely correct output for each input. In the learning setting where there is no input/output mapping externally provided, reinforcement learning can be used (Sutton 1990 , Watkins 1989 . Using reinforcement learning, we can measure the goodness of an action through a payo /reinforcement signal, ranging from, say, 1 to -1 (with 1 being extremely good and -1 being extremely bad and many other possibilities in between). An adjustment can be made to internal weights to increase the chance of selecting the actions that receive positive reinforcement and to reduce the chance of selecting the actions that receive negative reinforcement.
The action-centered conscious knowledge at the top level can also be learned in a variety of ways in accordance with the localist representation used. Because of the representational characteristics, one-shot learning based (mainly) on hypothesis testing (Bruner et al 1956 , Nosofsky et al 1993 , Sun et al 1996 is needed. We can utilize unconscious knowledge already acquired in the bottom level (i.e., using the bottom-up learning; Sun et al 1996) . As with unconscious knowledge, we should also be able to dynamically acquire a representation and modify it as needed, to re ect the dynamic ongoing nature of the everyday world (especially in skill learning; Heidegger 1927 , Sun et al 1996 . The basic idea is as follows: if an action chosen (e.g., by the bottom level) is successful (i.e., it satis es 5 For example, if the top-level module contains \I am looking at the car" in a localist fashion, the corresponding bottom-level module contains \I am looking at the car" in a distributed fashion. This re-representation of information in the non-action-centered module at the bottom level from the corresponding non-action-centered module at the top level is useful for achieving self-awareness (when the top-level module extracts from the bottom-level module the following information \I am thinking that I am looking at the car", as will be discussed later). 10 a certain criterion) then the agent constructs a rule (with its action corresponding to the one chosen and with its conditions corresponding to the current sensory state), and adds the rule to the top-level localist network. Then, in subsequent interactions with the world, the agent re nes the constructed rule by considering the outcome of applying the rule: if the outcome is successful, the agent may try to generalize the conditions of the rule to make it more universal; if the outcome is not successful, then the conditions of the rule should be made more speci c and exclusive of the current case. This is a hypothesis testing process as has been studied (in di erent contexts) by e.g. Bruner et al (1956) and Nosofsky et al (1993) . Other types of learning are also possible (see Appendix).
This hypothesis of the two di erent learning processes (on top of the hypothesis of the two di erent types of representations which I have argued for earlier) is consistent with some highly plausible interpretations of relevant ndings in the psychological literature (see Sun et al 1996 . Berry and Broadbent (1988) demonstrated this di erence using two dynamic control tasks that di ered only in the degree to which the pattern of correct responding was salient to the subjects. Results suggested that subjects learned the two tasks in di erent ways: Subjects in the non-salient condition learned the task implicitly while subjects in the salient condition learned the task more explicitly (as measured by tests of resultant explicit knowledge). Reber (1989) described a similar situation in arti cial grammar learning. When complex hierarchical relations were needed in order to judge grammaticality, subjects tended to use implicit learning (improving performance but without generating explicit knowledge). When only pair-wise relations were needed, subjects were more likely to use explicit learning through inducing an explicit rule. Although there may be other possible explanations for these ndings, it is highly likely that the di erences above re ect the contrast between two separate learning processes.
The combination of the outcomes from the two levels is necessary. The detail of the statistical combination method is described in Appendix. The relative contributions of the two levels in the combination (in learning or performance) may be manipulated to a certain degree, as demonstrated psychologically by e..g. Jacoby et al (1991) , and implemented computationally as in Sun (1997) and (see Appendix). See Figure 3 for the whole system. At a particular moment (and in a particular task), whether the top level, the bottom level, or both are used is determined by a number of factors:
Instructions: Di erent instructions lead to di erent combinations of the two levels (that is, with di erent probabilities, not necessarily deterministically decided). For example, the exclusion/inclusion procedure in Jacoby et al (1991) alters the combination of outcomes from the two levels.
Situational demands: In circumstances in which explicit explanation is required, subjects can be forced to use the more explicit component, i.e., the top level. See e.g. for examples.
Complexity of tasks: If the task is very simple, the top level will likely prevail; if it is su ciently complex, it is likely that only the bottom level will be employed (as has been discussed in Sun 1997) . As mentioned earlier, Reber (1989) and Berry and Broadbent (1988) have shown this phenomenon in their experiments. See Sun (1997) for an explanation of this phenomenon in Secondary tasks: When additional tasks are added at the same time when the primary task is being performed, subjects tend to use the bottom level, due to its abilities for handling more complex situations (e.g., see .
In terms of learning directions, we can distinguish top-down learning (assimilation of top-level knowledge into the bottom level; Anderson 1983) and bottom-up learning (extraction of explicit knowledge from the bottom level; Sun et al 1996) . Which one, or both, or neither, of the two methods will be used is determined by whether the requisite knowledge for performing the task exists rst (or is acquired rst) in the bottom level, the top level, or both. If it rst exists only in the top level, then during the performance of the task, top-down learning will likely occur (Anderson 1983 , 1993 , Ackerman 1988 . On the other hand, if the necessary knowledge rst exists only in the bottom level, then during the performance of the task, bottom-up learning will likely occur (Sun et al 1996 , Stanley et al 1989 . In either of the above two cases, learning within each level can happen separately (Lewicki et al 1987 , Bruner et al 1956 . If the knowledge coexists or co-develops in both levels, then there might be mixed learning (both top-down and bottom-up), separate learning (learning within each level separately), or no learning at all, depending on the circumstances.
Due to the nature of the distributed representation at the bottom level, it is more sensitive to subtle or complicated forms of information (as demonstrated by many, e.g., Elman 1991 , Clark 1992 , Clark and Karmilo -Smith 1993  corresponding to what was hypothesized in Reber 1989, Berry and in relation to their experimental data). Processes operating at this level may be aptly described as associative (James 1890) ; that is, vague connections between patterns direct the processing (e.g., as described in Sun 1994) . Similarity (Tversky 1977 ) plays a major role here, in forming patterns, connecting patterns, and changing patterns. Thus the processes are more complex and more fuzzy. Because the use of distributed representations, the similarity of two items is the similarity of their representational patterns (as discussed by Sun 1995 , Sloman 1996 , Knowledge or skill at this level is more geared toward speci c situations. On the other hand, the top level is more crisp and more discrete, and thus more precise and more reliable (as prescribed by Smolensky 1988 for conceptual processing) and selective (as argued by Hayes and Broadbent 1988 , instead of vague, similarity-based processes, it focuses selectively on only a few dimensions). Out of the interrelatedness and the multiplicity of real-world situations (James 1890), knowledge is extracted as well as abstracted at the top level. Thus it is possible to follow exact rules (as has been argued by Hadley 1995 , Sun 1995 . The top level can also allow explicit control and manipulation (with its use of explicit representation), including deciding reasoning methods, altering reasoning processes, and controlling reasoning modes. The detail will be discussed further in section 5.2. See Figure 4 for a comparison of the two levels in terms of representations, operations, operational characteristics, and phenomena accounted for. The di erent characteristics of the two levels makes the combination of the outcomes from the two levels advantageous (Ueda and Nakano 1996, Breiman 1996) . Let us now further clarify the correspondence of consciousness and the two levels in Clarion. Instead of simply equating the top level with the conscious and the bottom level with the unconscious, the full picture will have to be more complex than this. Certainly, the top level, due to its explicitness, facilitates conscious awareness, and the bottom level, due to its implicitness, hinders such awareness (Clark and Karmilo -Smith 1993) . So there is a high degree of correlation between the two dichotomies. The two-level idea provides the representational correlates of the distinction between the conscious and the unconscious. However, it alone, I am afraid, will not be su cient to completely account for the distinction. First of all, since being accessible does not necessarily mean being accessed, whatever is going on at the top level is not necessarily conscious, but only potentially conscious; that is, it is conscious if it is being accessed. Being accessible is a necessary condition of consciousness, but 13 not a su cient condition. Second, the conscious access at the top level can be either with respect to the process, which is termed re ective consciousness, or with respect to the outcome, which is termed access consciousness. Third, when we say that the bottom level is not conscious, we mean that the processing details at the bottom level is not directly accessible. However, indirect access can be obtained through activating corresponding explicit representations at the top level by the bottom level (through some interpretive or transformational processes that turn an implicit representation into an explicit representation; Clark 1992 , Hadley 1995 .
It should be emphasized that this dichotomous structure of the two levels is minimally necessary for cognitive modeling (in the sense of a minimal architecture). The previous arguments show that there are qualitative and fundamental di erences between the two types of processing. Given these di erences, it is hard to imagine that one level can be derived from the other ontogenetically, without some minimal structure beforehand. Thus, the distinction should be innate somehow. Note also that most of the animal species are not capable of developing an elaborate and complete conceptual system with symbolic processing abilities, while humans rarely fail to develop such a system. The constancy of this inter-species di erence points to the innateness of such a di erence and the innateness of the two-level structure. It is thus more convincing to hypothesize that the dichotomous structure is a given innate structure for humans, and thus should be incorporated into the architecture.
To sum up, in Clarion, the top level is explicit and conceptual, using localist representation and explicit one-shot hypothesis testing learning, and mostly involved with controlled processing, and thus it is consciously accessible, whereas the bottom level is implicit and subconceptual, using distributed representation, distributed spreading activation, gradual weight tuning for learning, and involved with automated processing, and thus it is inaccessible (Shi rin and Schneider 1977 , Anderson 1983 , Hunt and Lansman 1986 , Ackerman 1988 , Reber 1989 , and Sun 1994 . Here is a summary of the basic model postulates:
Representational di erence: The two levels employ two di erent types of representations and thus have di erent degrees of conscious accessibility.
Learning di erence: Di erent learning methods are used for the two levels and thus the two levels have di erent learning characteristics.
Manipulability of the interaction: The combination of the outcomes from the two levels can be altered based on task situations. Action-centered vs. non-action-centered representations: Separate action-centered modules and non-action-centered knowledge representation modules coexist at the top level; similarly, actioncentered modules and non-action-centered knowledge representation modules coexist at the bottom level.
These postulates together constitute the essence of Clarion (Sun et al 1996) . For further details, see Appendix, as well as Sun et al (1996 and Peterson (1997, 1998) .
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4 Accounting for the Physical Basis of Consciousness Reber (1989) , based on psychological data, has already hypothesized that the primary di erence between the explicit and implicit learning processes (which map onto the conscious and unconscious processes) lies in the forms of their representations. Lewicki (1992) and Squire et al (1993) had similar views in interpreting their data. My view presented here is an extension of these previous conjectures. The advantage of the representational di erence (localist+distributed) explanation of consciousness is that it provides a mechanistic (computational) distinction that explains the phenomenological distinction between the conscious and the unconscious, thus grounding a set of vague notions needing explanation in another set of notions that are much more tangible (i.e., physical and computational) and much more fundamental. Thus, it accounts nicely for the physical basis of consciousness.
To further demonstrate the promise of the representational di erence explanation of consciousness as embodied in Clarion in accounting for the physical basis of consciousness. a comparison with alternative views is in order. First of all, let us look into the views that are based on recognizing that there are two separate systems in the mind.
The SN+PS view: as proposed by Anderson (1983) in his ACT* model, there are two types of knowledge. The di erence, in this view, lies in the two di erent ways of organizing knowledge: whether the knowledge is organized in an action-centered way (procedural knowledge) or in an action-independent way (declarative knowledge). However, both types of knowledge are represented symbolically (using either symbolic semantic networks or symbolic production rules).
The PS + SN view: as proposed by Hunt and Lansman (1986) , the \deliberate" process of production matching and ring, which is serial, is assumed to be a conscious process, while the spreading activation (Collins 1975) in semantic networks, which is massively parallel, is assumed to be an unconscious process.
The algorithm + instance view: as proposed by Logan (1988) and Stanley et al (1989) , instance retrieval and use are considered to be unconscious (Stanley et al 1989) or automatic (Logan 1988) , while the use of \algorithms" involves conscious awareness, either during \algorithmic" processes (Logan 1988) or in terms of the product (i.e., the knowledge resulting from the \algorithmic" processes; Stanley et al 1989) .
The two-pathway view: there have been various proposals in neurobiology that there are di erent pathways in the brain, some of which lead to conscious awareness, while others do not. For example, see Milner and Goodale (1995) , Damasio et al (1990) , and LeDoux (1992).
The connection/disconnection view: as suggested by e.g. Schacter (1990) and Revonsuo (1993) , in the human brain, there are multiple modules each of which performs specialized processing without incurring conscious awareness of the processes, and there is a separate module that is solely responsible for conscious awareness. Each of the specialized modules can send its output to the conscious module and thus makes the output consciously accessible.
The problem with the SN +P S view (as in ACT*; Anderson 1983) is that both types of knowledge (declarative and procedural) are represented in an explicit, symbolic form and thus it did not explain, from a representational viewpoint, the di erences in conscious accessibility between the two types of knowledge. Although knowledge organization is apparently di erent between semantic networks and production rules (with di erent degrees of action-centeredness), the di erence is insu cient to account for the qualitative di erence in conscious accessibility, because both are symbolically represented and thus fundamentally the same. The di erence in conscious accessibility is thus simply assumed instead of being intrinsic in terms of something more fundamental. There is no theoretical reduction of accessibility/inaccessibility to any fundamental mechanistic notions. Another way of viewing the di erence between declarative knowledge and procedural knowledge (Anderson 1983 ) is in terms of processing: one uses spreading activation (Collins 1975) and the other uses rule matching and ring (Klahr et al 1986) . However, there is no fundamental qualitative di erence in the mechanisms for accomplishing the two processes, both of which involve similar symbolic manipulation.
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The PS + SN view (Hunt and Lansman 1986) is almost the exact opposite of the SN + PS view advocated by Anderson (1983) . The problem with the view is also similar: there is no mechanistic di erence that is fundamental enough that can account for the qualitative di erence between the conscious and the unconscious, since both representations are symbolic and the two processing mechanisms (rules matching/ ring and spreading activation) are highly similar (as discussed earlier).
The algorithm+instance view (Logan 1988 , Stanley et al 1989 is almost identical to the PS + SN view (Hunt and Lansman 1986), and thus su ers the same problem.
On the other hand, the problem with the connection=disconnection view is that there is no explanation with regard to why there are two qualitatively di erent types of modules: one conscious and the other unconscious. There is nothing inherent in the view that can help to shed light on the di erence between the conscious and the unconscious in terms of di erent mechanistic processes underlying them. Similarly, the problem of the two-pathway view is that, although there is also ample biological evidence that indicates the existence of multiple pathways (in visual, language, and other processing modes) and some are correlated with conscious awareness while some others are not (as described in Milner and Goodale 1995 and LeDoux 1992) , there is no explanation of why some result in consciousness while other do not, beside the fact that they are involved with di erent neuropathways (which constitutes a veri cation/con rmation but does not constitute an explanation).
In contrast to the above two-systems views, there are also some views that insist on the unitary nature of the conscious and the unconscious; that is, they share the belief that the conscious and the unconscious are the di erent manifestations of the same underlying system (or process). The di erence is thus based on the di erence between processing modes:
The threshold view: as proposed by several researchers, including Bowers et al (1990) and Dienes and Berry (1997) , the di erence between the conscious and the unconscious can be explained by the di erence between activations of mental structures to a level above a certain threshold and the activations of such structures below that threshold. When the activations reach the threshold level, an individual becomes aware of the content of the activated structures; otherwise, although the activated structures may in uence behavior, they will not be accessible consciously. The new model (ACT-R) proposed by Anderson (1993) espoused an instance + P S view, which su ers the same problem.
The chunking view: as described by Servan-Schreiber and Anderson (1987) and Rosenbloom et al (1993) , a chunk is considered a unitary representation and its internal working is oblique, although its input/output are accessible. Thus, according to this view, the di erence between the conscious and the unconscious is the di erence between using multiple (simple) chunks (involving some consciousness) and using one (complex) chunks (involving no consciousness).
The coherence view: as suggested by e.g. Baars (1988) and others, some sort of coherence (e.g., the activation of a coherent patterns of representations, coherent ring of neurons, or coherent and stable activations of a neural network) in the dynamics of the mind (or the brain) gives rise to consciousness. The distinction of the conscious and the unconscious is reduced to the distinction between coherent activities and incoherent activities in the mind/brain. Mozer (1996) proposed a special case of this view in which being in a stable attractor in a dynamic system (or a neural network in particular) leads to consciousness. Crick and Koch (1990) proposed another special case in which synchronous ring of neurons leads to conscious awareness.
With the unitary views, no fundamentally di erent processes or mechanisms are needed to explain the di erence between the conscious and the unconscious. Therefore, there seems to be an elegant parsimony of theoretical constructs, which is certainly appealing. The problem with the unitary views in general, however, is that there is the same lack of fundamental, qualitative di erence, as with the aforementioned two-system views, between whatever is used to account for the conscious and whatever else is used to account for the unconscious, in contrast to the fundamental phenomenological di erence between the conscious and the unconscious. Whether it is coherence/consistency, or synchrony, or reverberation, or above-threshold activations, it is a leap of faith to believe that it can lead to conscious awareness, let alone the phenomenal experience of consciousness. In the chunking view, although the equation of the inaccessibility of the internal working of a chunk with the inaccessibility of the unconscious is appealing, the problem with the chunking view is that the assumption of inaccessibility of the internal working of a chunk is not backed up by any mechanistic explanation of that inaccessibility, in terms of intra-chunk and inter-chunk processes. It is assumed, rather than explained by something more fundamental. As a result, there is no theoretical reduction being accomplished.
In addition, the problem with the biologically-motivated views (such as Damasio 1994 . Milner and Goodale 1995 , Crick and Koch 1990 in general is that the gap between phenomenology and physiology/biology is so great that something else is needed to bridge the gap. Otherwise, if we rush directly into complex neural physiological thickets (Taylor 1994 , Edelman 1989 , Damasio et al 1990 , LeDoux 1992 , Crick and Koch 1990 , we may lose sight of forests. Computation, in its broadest sense, can serve to bridge the gap. It provides an intermediate level of explanation, in terms of mechanistic processes, and helps to determine how various aspects of the conscious and the unconscious gure into the architecture of the mind (that is, focusing on the essential framework rather than irrelevant details). There is evidence to suggest that a middle level between phenomenology and physiology/neurobiology might be more apt at capturing fundamental characteristics of consciousness.
Judging from the above analysis, all of these afore-critiqued views are awed or inadequate in some way. In comparison, we found that the representational di erence view had a distinct edge. Speci cally, the advantage of the view lies in the explanation of consciousness in terms of a mechanistic (computational) distinction, reducing a set of phenomenological notions to a set of mechanistic notions, i.e., the reduction of the dichotomy of the conscious and the unconscious to the more tangible (physical) dichotomy of the localist (symbolic) representation and the distributed representation. We thereby arrive at a promising framework for accounting for the physical basis of consciousness.
This viewpoint based on the localist/distributed representation may at times seem at odds with existing neurobiological knowledge. For example, it is believed that the ventral visual pathway is responsible for consciousness while it is understood that the area employs rather \distributed" representations (Milner and Goodale 1995) . The answer to such apparent paradoxes is two-fold: (1) the localist/distributed distinction applies only at certain levels of abstraction, not necessarily at all possible levels of description; for example, at the molecular level all the representations have to bè distributed". (2) localist representation has many variations, as discussed by Feldman and Ballard (1982) , some of which may seem resembling distributed representation to some extent (e.g., when replicated localist nodes are distributed spatially); many seemingly \distributed" representations are actually localist (that is, spatial characteristics are not determining factors of representation as used here; see Feldman and Ballard 1982 for full characterization). Thus a completely dogmatic view on localist representation is unwarranted.
5 Accounting for the Functional Role of Consciousness 5.1 Access Consciousness \Access consciousness" refers to the availability of the mental content for access (and/or verbal report), while \re ective consciousness" refers to the availability of the process of mental activities for access (and/or verbal report). That is, if access consciousness allows one to access the outcome of a reasoning process, re ective consciousness allows one to access the process, or steps, of reasoning. With regard to the functional role of access consciousness, there have been various suggestions:
The veto view: As suggested by Libet (1985) , the function of consciousness is to be able to veto unconsciously initiated actions. In his physiologically derived theory, an action is initiated unconsciously, and 250 ms after the unconscious initiation, there is a window of 100 ms in which consciousness can choose to veto the initiated action.
The counterbalance view: The function of consciousness is to counterbalance the unconscious processes. 8 This view of consciousness as providing a \counterbalance" to unconsciousness seems to be a generalization of Libet's view on the veto function of consciousness (which is a form of counterbalancing).
The situational di erence view: As shown by Reber (1989) , Stanley et al (1989) , and others, conscious and unconscious processes are suitable for di erent situations (especially for di erent 8 Kelley and showed in their experiments, through contrasting \aware" vs. \unaware" conditions, that conscious awareness has a distinct causal role on subsequent behavior. The two di erent conditions produced di erent causal attributions by subjects, and consequently, di erent causal attributions led to di erent actions on the part of the subjects. learning situations), so that either a conscious or an unconscious process will be applied to a situation depending on which one is most suitable to the situation. 9 The language/planning view: As suggested by Crick and Koch (1990) , the function of consciousness is to enable the use of language and (explicit) planning, due to its explicitness and accessibility. However, the questions remain: Why should we use language and planning in an explicit and conscious way? Why can't the function of language and planning be achieved without conscious awareness?
The synergy view: As suggested in Sun (1994 Sun ( , 1995 Sun ( , 1997 , the function of the distinction between the conscious and the unconscious lies in the exibility and synergy that this distinction a ords. As shown in Sun (1994 Sun ( , 1997 , the interaction of the conscious and the unconscious (as two distinct processes) can (in many common circumstances) lead to a synergy in learning and performance. Let us discuss in more detail this view below.
The available psychological data (e.g., on implicit learning and implicit memory) suggest that conscious processes tend to be more crisp and focused (selective), while unconscious processes tend to be more complex, broadly scoped (unselective), and context-sensitive (see Reber 1989, Berry and , and Seger 1994 regarding complexity; see Hayes and Broadbent 1988 regarding selectivity). Similar points have been made by e.g. Baars (1988), Taylor (1997) , McClelland et al (1994) , and Sun (1997) . Due to their vastly di erent and contrasting characteristics, it should not come as a surprise that the interaction of the conscious and the unconscious leads to synergistic results (Breiman 1996).
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There is some psychological evidence directly in support of the synergy view. See, e.g., Willingham et al (1989) and Stanley et al (1989) .
Furthermore, the synergy view can encompass all the aforementioned views regarding consciousness. According to the synergy view, consciousness can certainly veto or counterbalance unconsciousness, given the right circumstances when such veto or counterbalance improve the overall performance (that is, if they lead to synergy), or if explicit instructions dictate it (Jacoby et al 1991) . Likewise, the synergy view can explain the situational di erence view, in that in some extreme cases, it may be advantageous to use only conscious or unconscious processes (but in general, both types of processes are present due to their synergistic e ect). The synergy view can also encompass the language/planning view, because it explains why one should use conscious language/planning processes on top of unconscious processes: It is because of the possibility of improved overall performance through using both types of processes.
I will review some results obtained from experiments with Clarion that supports the synergy view. The details of the experiments and complete data can be found in Peterson (1997, 1998) and Sun et al (1996 . Brie y, in a simulated maze running task, in terms of learning speeds, the differences between the bottom level alone (with implicit, unconscious learning) and the whole Clarion In their psychological experiments, subjects tend to use explicit learning (with consciousness awareness) if the situation was simple (e.g., a sequence in which the next position can be unambiguously predicted by the immediately preceding position; Reber 1989), and use implicit learning (unconsciously) if the situation was more complex.
In statistical literature, it is well known that combining diversi ed processes (e.g., estimators) can improve performance (Breiman 1996, Ueda and Nakano 1996) . (However, clearly, it is not always the case that combination leads to improved performance.) The synergy e ect in Clarion in the maze task (Sun et al 1996) . The synergy e ect is revealed by comparing the whole model with the bottom level alone.
system (which includes both types of processes: implicit/unconscious and explicit/conscious) were very signi cant. Clarion outperformed the bottom level alone by large margins, which indicated that utilizing both processes helped to speed up learning. In terms of learned performance, Clarion outperformed the bottom level alone by large margins again, indicating utilizing both processes helped to improve learned performance too. We also compared the learned performance of the bottom level after it was trained together with the top level (i.e., the entire system were trained together), with the performance of the bottom level trained alone after an equal number of training episodes, and discovered that training the whole system together not only improved the performance of the whole system, but it also improved the bottom level when it was included as part of Clarion. We also assessed the performance of trained models in a new and larger maze (i.e., testing the transfer ability). We discovered that Clarion transferred much better than the bottom level alone, in terms of the number of steps needed to reach the target in one episode, after the same number of training episodes. This showed that incorporating both processes helped transfer. Furthermore, by comparing the corresponding transfer performance of the top level, the bottom level and the whole Clarion model, after training the whole system together, it was clear that often the top level alone performed better in transfer than the bottom level alone, as well as than the whole Clarion system together. This showed that acquiring explicit (conscious) knowledge facilitated transfer. Taken together, the results showed the combination of the two processes helped performance in various aspects. (Note that all the di erences reported were statistically signi cant, as demonstrated by t tests.) See Figure 5 , which compares the performance of the whole Clarion model with that of the bottom level alone. In another task, a simulated mine eld navigation task, as reported in , in terms of learning speeds, the superiority of the whole Clarion system over the bottom level alone was statistically signi cant. This again indicated incorporating both explicit and implicit (conscious and unconscious) processes helped to speed up learning. To assess transfer, after training models on 10-mine mine elds, we assessed performance of these models in new mine elds that contained 30 mines and 60 mines. Clarion outperformed the bottom level alone. So again, incorporating both processes helped to facilitate transfer of learned skills. Our subsequent experiments with human subjects in this task con rmed that the same synergy e ect exists in human performance . See Figure 6: The comparison of the synergy e ect in Clarion and in the human performance in the navigation task . The synergy e ect is revealed in both cases by comparing the subjects trained in a regular setting (involving both levels) and the subjects trained in a dual task setting (involving mostly the bottom level). The left panel contains averaged human data, and the right averaged model data.
performance of the bottom level alone with the performance of both levels. In all, Clarion was able to demonstrate the synergy e ects between conscious and unconscious processes hypothesized earlier.
Quantitative simulation has also been done to capture the synergy e ects revealed in the human experiments of Willingham et al (1989) and Stanley et al (1989) . (See Sun and Terry (1998) for details.) Willingham et al (1989) found that those subjects who acquired explicit (conscious) knowledge in a serial reaction time task appeared to learn faster than those who did not have explicit knowledge (relying less on conscious processes). Stanley et al (1989) reported that, in a dynamic control task, subjects' learning improved if they were asked to generate verbal instructions for other subjects along the way during learning (because verbalization led to more reliance on conscious processes, which would otherwise less likely be engaged in this task).
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Furthermore, Willingham et al (1989) found that subjects who verbalized (while performing serial reaction time tasks) were able to attain a higher level of performance than those who did not verbalize. Willingham et al (1989) also reported that subjects who acquired explicit knowledge in a training task tended to have faster response times in a transfer task. See Figures 7 and 8 , which compare the data from Clarion with the data of Willingham et al (1989) and Stanley et al (1989) , respectively. Both the model and human data demonstrated the synergy e ects.
Yet another case of synergy that Clarion captures is the exclusion and inclusion procedure of Jacoby et al (1991) . In the exclusion condition, subjects were told to respond if they did not consciously remember a stimulus. In the inclusion condition, subjects were told to respond if they did consciously remember a stimulus. The nal result is synergistic of the two types of processes, in the sense that it is dependent on both types of processes and cannot be done without the presence of either. Clarion allows the explicit manipulation of the combination process, through adjusting the parameters governing the combination (see Peterson 1997, 1998; Appendix) , and thus the phenomenon demonstrated by the exclusion/inclusion procedure can be easily accounted for by Clarion. 11 That is, subjects were able to speed up their own learning through an emphasis on the conscious processes. The comparison of the synergy e ect in Clarion and in the human data from Willingham et al (1989) . The synergy e ect is revealed in both cases by comparing the subjects with explicit knowledge (involving both levels) and the subjects without explicit knowledge (involving mainly the bottom level). The left panel contains averaged human data, and the right averaged model data. Stanley et al (1989) . The synergy e ect is revealed in both cases by comparing the subjects with verbalization (involving both levels) and the subjects without verbalization (involving mainly the bottom level). The left panel contains averaged human data, and the right averaged model data.
ACCOUNTING FOR THE FUNCTIONAL ROLE OF CONSCIOUSNESS
The synergy e ects revealed in psychological experiments vary with di erent settings, which may be di erentially bene ted from the interaction of conscious and unconscious processes. Special cases (and exceptions) abound in the psychological literature, such as implicit learning, automatic processing, unconscious perception, and implicit memory. Although di erent, these cases are nevertheless consistent with the synergy view of consciousness. Clarion can account for these alternative situations as follows:
Automaticity is roughly the situation in which the execution of actions does not requires explicit processes (Shi rin and Schneider 1977 , Navon and Gopher 1977 , Logan 1988 , Meyer and Kieras 1997 . Clarion accounts for automaticity with a setting in the model in which only bottomlevel modules are used for executing a task, leaving the top-level modules for other use, which happens when a task has been well learned and thus has no more need for synergy. In relation to Logan's (1988) account of automaticity (that is, while controlled processes involve explicit processes or \algorithms", automatic processes involve only reactivating past memory), we can equate activation of memory with the activations in the bottom level of Clarion, in which the weights formed from past experience constitute implicit memory of past experience, and equate algorithmic processes in Logan (1988) with the explicit processes at the top level of Clarion.
Purely implicit learning (Reber 1989 , Berry and Broadbent 1988 , Lewicki et al 1992 occurs when a situation is so complex that no explicit learning processes at the top level can adequately handle it (as demonstrated by e.g. Reber 1989, Berry and Broadbent 1988 through using tasks of di erent complexities). In Clarion, this occurs when situations are su ciently complex so that the top-level learning mechanisms fail to work adequately. The top level does not lend itself easily to the learning of complex structures because of its crisp, individuated representation and the rigid hypothesis testing learning process. On the other hand, in the bottom level, the distributed network representation handles the complex relations better (Sun 1997 , Sun et al 1996 . This point can be easily seen upon examining the details of the two levels in the model (see Appendix). Our simulation of Lewicki et al (1987) , Stanley et al (1989) , and Willingham et al (1989) has also demonstrated this point (see Sun and Terry 1998) .
Implicit memory is said to occur when prior information a ects the performance of subjects without the subjects being consciously aware of it (Schacter 1987 , Jacoby et al 1991 . This can be explained with the two-level framework of Clarion. Knowledge in Clarion is separately represented in both the top level and the bottom level. While the top-level information can be lost due to the crisp, individuated representation, the bottom-level information is much more stable due to the distributed representation across a large number of weights and the slow change of weights (requiring multiple updating). Thus, while the conscious processes may lose access to the explicitly represented information at the top level, the unconscious processes retain access to the implicitly represented information at the bottom level, which leads to the implicit memory phenomena. (This account is essentially the same as that conjectured by Bower (1996) .)
Unconscious perception (Merikle 1992) can again be explained within the Clarion framework of two separate levels with localist and distributed representations respectively. While the top level fails to detect weak signals because of its crisp representation and rigid processing, the bottom level may register the information because of its distributed representation and more exible processing that can accommodate fuzzy, weak signals due to the inherently similarity-based nature of its distributed representations.
Intuition (Bowers et al 1990) refers to the unconscious reasoning processes. In Clarion, the processes of implicit memory, implicit learning, unconscious perception, and automatization all lead to unconscious information being registered in the bottom level and consequently the (necessarily) unconscious use of that information when the circumstances require the use of it. This leads to what is commonly referred to as intuition.
Some have speculated on the role of global access, that is, the simultaneous availability of all relevant mental contents (Baars 1988) . In the present model, we do not emphasize this aspect, because we believe that global accessibility is a by-product of the simple accessibility discussed above. There are many possible computational mechanisms for achieving global accessibility. Baars (1988) presented a well-developed model that may be utilized.
Re ective Consciousness
The function of re ective consciousness lies in explicit control and manipulation of mental processes, which adds meta-level processes on top of regular processes. Such control and manipulation can include, for example, selecting a reasoning method, controlling the direction in which reasoning goes, enable/disable certain inference, or evaluating the progress of reasoning. When meta-level processes get assimilated into regular processes, meta-level processes on top of them can be developed. Thus, potentially, we can have many levels of self-control and self-manipulation of mental processes. Note that I am not claiming that unconscious processes cannot be controlled and/or manipulated, but that it is more di cult to do so due to distributed representations, and hence much less control and manipulation, if any, are applied to the unconscious processes. Therefore, we see the di erence between the conscious and the unconscious in terms of meta-level control and manipulation.
Clarion can allow many kinds of explicit control and manipulation at the top level with its use of crisp, discrete, and individuated encoding of separate entities, aspects, or events. Among these meta-level processes are the following:
Deciding reasoning methods: the reasoning methods that can be adopted include forward reasoning, backward reasoning (that is, deduction and abduction), counterfactual reasoning (which especially requires meta-level control), and other verbally based reasoning methods (potentially rendering the full power of systematicity ; Fodor 1975, Fodor and Pylyshyn 1988) .
Altering reasoning processes: reasoning processes at the top level can be altered by meta-level regulations such as blocking some nodes (i.e., blocking the concepts represented by these nodes) by raising their thresholds, enabling some nodes by lowering their thresholds, and consequently directing the reasoning processes into certain regions in certain directions.
Controlling reasoning modes: we can change the threshold parameters globally, so that the readiness to reason changes accordingly, e.g., from the credulous mode to the suspicious mode.
These di erent modes require di erent levels of support for the conclusions to be drawn or the decisions to be made.
The details of these meta-level control processes have been studied in AI, e.g. by Russell and Wefald (1989) and Etzioni (1991) . The relevant psychological work includes cognitive studies on executive functions and meta-cognition (such as Metcalfe and Shimamura 1994 and Nelson 1993) and behavioral studies on self control (such as Rachlin 1994) . The regulating processes operate on explicit representations at the top level of Clarion, although possibly a combination of top-level and bottom-level modules helps to carry out the control/manipulation processes on the top-level representation.
In addition, the exclusion and inclusion procedure of Jacoby et al (1991) also involves explicit meta-level control (in the psychological experiments described earlier). In this case, the combination between the two types of processes is manipulated through verbal instruction. In Clarion, this is achieved through the setting of the combination parameters in Clarion.
Summing up the discussion of access and re ective consciousness in Clarion, we see that the conscious processes at the top level of Clarion are characterized by explicit (localist/symbolic) representations, as well as explicit meta-level regulations (i.e., the control and manipulation of the processes operating on the explicit representation). These two aspects together, according to the Clarion model, distinguish conscious processes from unconscious processes. The functional role of access and re ective consciousness follows directly from these two aspects.
6 Relations to Other Models McClelland et al (1994) propose that there are complementary learning systems in hippocampus and neocortex. The human brain solve the problem of \catastrophic interference" (i.e., later training will destroy previously acquired knowledge) by storing new information in a separate memory system in the hippocampus and later assimilating it into cortical memory systems. In the hippocampus, which is an explicit memory system, crisp, explicit representations are used to minimize interference of information (so that catastrophic interference is avoided there). It allows rapid learning of new material. Then, the information stored in the hippocampus is assimilated into cortical systems. Cortical systems learn slowly, and the learning of new information destroys the old, unless the learning of new information is interleaved with ongoing exposure to the old information. The assimilation of new information is thus interleaved with the assimilation of all other information in the hippocampus and with the ongoing events. Using distributed representations, weights are adjusted by a small amount after each experience, so that the overall direction of weight change is governed by the structure present in the ensemble of events and experiences. Therefore, catastrophic interference is avoided in cortical systems. This model is very similar to the two-level idea of Clarion, in that it not only adopts a two-system view but also utilizes representational di erences between the two systems. However, the di erence between this model and Clarion is that while this model captures only what I call top-down learning, that is, learning that proceeds from the conscious to the unconscious, Clarion can capture both top-down learning and bottom-up learning (see for details of bottom-up learning). Bower's (1996) model can be viewed as a special case, or an instantiation, of Clarion in the context of modeling implicit memory phenomena. The type-1 and type-2 connections, hypothesized by Bower (1996) as the main explanatory constructs, can be equated roughly to top-level representations and bottom-level representations in Clarion, respectively. In addition to making the distinction between type-1 and type-2 connection, Bower (1996) also endeavored into specifying multiple pathways of spreading activation in the bottom level. These pathways were phonological, orthographical, semantic, and other connections that store long-term implicit knowledge as weights on links that connect relevant nodes involved. On the other hand, associated with type-2 connections (in the top level), it was claimed that rich contextual information was stored. These details nicely complement the speci cation of Clarion and can thus be easily incorporated into the model. However, although these details were useful, Bower (1996) did not explain mechanistically the distinction between the two types of processes (i.e., the conscious and unconscious di erence between the two types of processes involved).
Let us also look into the declarative/procedural knowledge models (Anderson 1983 (Anderson , 1993 . ACT* is made up of a semantic network (for declarative knowledge) and a production system (for procedural knowledge). ACT-R is a descendant of ACT*, in which procedural learning is limited to production formation through mimicking and production ring is based on log odds of success. Clarion succeeds in explaining two issues that ACT does not address. First, while ACT takes a top-down approach towards learning (i.e, from given declarative knowledge to procedural knowledge), Clarion can proceed completely bottom-up. Thus, Clarion can account for implicit learning better than ACT (see Sun 1997 for details). Second, while in ACT both types of knowledge are represented in an explicit, symbolic form (i.e., semantic networks and productions), and thus it does not explain, from a representational viewpoint, the di erences in conscious accessibility. Clarion accounts for this di erence based on the use of two di erent forms of representations.
Comparing Clarion with Hunt and Lansman's (1986) model, there are also similarities. The production system in Hunt and Lansman's model clearly resembles the top level in Clarion, in that explicit manipulations are used in much the same way as in the top level of Clarion. Likewise, spreading activation in the semantic network in Hunt and Lansman's model resembles that in the connectionist network in the bottom level of Clarion, although the representations in Hunt and Lansman's model are symbolic, not distributed. Because of the uniform representation in Hunt and Lansman's model, it does not succeed in explaining the qualitative di erence between the conscious and the unconscious, as analyzed earlier.
We can also compare Clarion with Schacter (1990) 's model, which is based on neuropsychological ndings of dissociation of di erent types of knowledge. It is similar to Clarion, in that it includes a number of \knowledge modules" that perform specialized and unconscious processing (analogous to the bottom-level modules in Clarion) and send their outcomes to a \conscious awareness system" (analogous to the top level in Clarion), which gives rise to conscious awareness. Schacter's model did not elucidate the qualitative distinction between the conscious and the unconscious in that the \conscious awareness system" lacks any qualitative di erence from the unconscious systems. Similarly, in Baars (1988)'s model, a large number of specialist processors perform unconscious processing and a global workspace coordinates their activities through global broadcasting to achieve consistency and thus conscious experience. The model bears some resemblance to Clarion, in that unconscious specialist processors in that model can be roughly equated to the modules in the bottom level of Clarion, and global workspace may be roughly captured by the top level, which \synthesizes" the bottom-level modules and is essential to conscious processing. Global broadcasting in Baars' model can be viewed as the interaction of the two levels of representations (with the bottom-level representations dispersed within multiple modules) in Clarion, which does produce somewhat consistent outcomes. One di erence is that Clarion does not emphasize as much internal consistency (Marcel 1983) , which is believed to be limited as a phenomenon in consciousness and may have only limited roles in the emergence of consciousness. The shortcoming of Baars' model is that there is no reduction (explanation) of the fundamental phenomenological distinction of the conscious and the unconscious to some more fundamental distinctions, beside the hypothesis of global information accessibility (due to global broadcasting).
Damasio's neuroanatomically motivated model (Damasio 1990 ) hypothesized the existence of many \sensory convergence zones" that integrated information from individual sensory modalities through forward and backward synaptic connections and the resulting reverberations of activations, without the need for a central location for information storage and comparisons; it also hypothesized the global \multi-modal convergence zone", which integrated information across modalities also through reverberation via recurrent connections. In relation to Clarion, di erent sensory convergence zones may be roughly captured by the bottom-level modules in Clarion, each of which takes care of sensory inputs of one modality, and the role of the global multi-modal convergence zone (similar to the \global workspace" in a way) may be played by the top level of Clarion, which has the ultimate responsibility for integrating information explicitly. The process of reverberation (Damasio 1994 , Taylor 1994 ) may be captured in Clarion through recurrent connections within modules and through multiple top-down and bottom-up information ows across the two levels, which lead to some unity of consciousness that is the synthesis of all the information present (Marcel 1983 , Baars 1988 .
Let us address the issue of the relation between the abstract distinction of localist and distributed representations (posited in Clarion) and the biological brain mechanisms (as we know them currently). First of all, currently, both psychological and biological understanding of the human mind is rudimentary (although biology and brain sciences are making rapid progress). We thus need evidence and ideas from all of these disciplines: psychology, biology, and computational modeling, among some others, in order to make better progress in understanding high-level issues such as consciousness. Moreover, given the preliminary nature of current biological understanding and biology-based theorizing, it is useful to go beyond them when we search for ideas and explanations, even when such ideas and explanations may appear to be at odds with biological theorizing. This is because biology has only explored a small part of the vast space of biological mechanisms and processes and its understanding of even that small part may not be complete and deep enough to reveal all the intricacies. These di erent approaches serve complementary roles. Finally, at this time, generally it is not prudent to dismiss any model or theory based on current, limited biological understanding (despite the fact that such understanding is becoming increasingly relevant). Computational modeling on the basis of psychological data, without being mapped completely to current biology, is important, in that it broadens the scope of exploration, and thus it may provide useful ideas and insight and may even constrain and guide biological studies in the future. The distinction of localist and distributed representations may 27 be useful exactly in this sense.
Concluding Remarks
In this paper, I focused on the issue of the physical (mechanistic or computational) basis of consciousness, in the framework of a mechanistic (computational) account of consciousness, and consequently the issue of the functional roles of consciousness in this framework. There have been many di erent views in cognitive science concerning consciousness, under various guises as theories for implicit memory, implicit learning, automaticity, and so on. Through comparing with various existing views and perspectives, a clear candidate for explaining the physical basis of consciousness and for explaining its functional roles emerged, which was based on the representational di erence between the conscious and unconscious processes and embodied in the model Clarion. Analyses and arguments in favor of this view and the model were presented. They showed that the di erence between localist (symbolic) representation and distributed representation as employed in Clarion led to a plausible account of consciousness and its functional roles. Subsequently, Clarion was also used to account for other issues related to the function of consciousness. In all, this paper presented a new perspective on consciousness.
A Details of the Model
A pseudo-code algorithm that describes the action-centered part of Clarion, is as follows:
1. Observe the current state x. In the bottom level, for representing action-centered knowledge, each module calculates Q-values. a Q-value is an evaluation of the \quality" of an action in a given state: Q(x; a) indicates how desirable action a is in state x. We can choose an action based on Q-values. At each step, given the input x, we rst compute the Q-values for all the possible actions (Q(x; a) for all a's). We then use the Q-values to decide probabilistically on an action to be performed, which is done by a Boltzmann distribution 
Here controls the degree of randomness (temperature) of the decision-making process. This method is also known as Luce's choice axiom. This method is cognitively well justi ed: it is found to match psychological data in a variety of domains. The calculation of Q-values for the current input with respect to all the possible actions in an action-centered module is done in a connectionist fashion through parallel spreading activation and thus highly e cient (such spreading of activation is assumed to be unconscious/implicit by many, e.g., Hunt and Lansman 1986 , Cleeremans and McClelland 1991 , Bower 1996 . We use a four-layered connectionist network (see Figure 9) , in which the rst three layers form a (either recurrent or feedforward) backpropagation network for computing Q-values and the fourth layer (with only one node) performs stochastic decision making. The network is internally subsymbolic and uses distributed representation in accordance with our previous considerations. The output of the third layer (i.e., the output layer of the backpropagation network) indicates the Q-value of each action (represented by an individual node), and the node in the fourth layer determines probabilistically the action to be performed based on the Boltzmann distribution.
To acquire the Q-values, supervised and/or reinforcement learning methods may be applied. I will not describe supervised learning here (but see Rumelhart et al 1986) . I will examine the Q-learning algorithm (Watkins 1989 ), a reinforcement learning algorithm. In the algorithm, Q(x; a) estimates the maximum discounted cumulative reinforcement that the agent will receive from the current state x on:
where is a discount factor that favors reinforcement received sooner relative to that received later, and r i is the reinforcement received at step i (which may be none). The updating of Q(x; a) is based on minimizing r + e(y) ? Q(x; a) (3) where is a discount factor and e(y) = max a Q(y; a). Thus, the updating is based on the temporal di erence in evaluating the current state and the action chosen: In the above formula, Q(x; a) estimates, before action a is performed, the (discounted) cumulative reinforcement to be received if action a is performed, and r + e(y) estimates the (discounted) cumulative reinforcement that the agent will receive, after action a is performed; so their di erence (the temporal di erence in evaluating an action) enables the learning of Q-values that approximate the (discounted) cumulative reinforcement. Using Q-learning allows sequential behavior to emerge in an agent. Through successive updates of the Q-values , the agent can learn to take into account future steps in longer and longer sequences.
Applying the Q-learning algorithm, the training of the backpropagation network is based on minimizing the following error at each step:
where i is the index for an output node representing the action a i . Based on the above error measures, the backpropagation algorithm is applied to adjust internal weights (which are randomly initialized before training). (Or, when a correct input/output mapping is available for a step, backpropagation can be directly applied using the error measure of the desired output minus the actual output.)
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In the top level, explicit action-centered knowledge is captured in a simple propositional rule form. To facilitate correspondence with the bottom level (and to encourage uniformity and integration; Clark and Karmilo -Smith 1993), we chose to use a localist connectionist model for implementing these rules (e.g., Sun 1992) in accordance with our previous considerations. Basically, we translate the structure of a set of rules into that of a network. Rules are in the following form: conditions ?! action, where the left-hand side is a conjunction of individual conditions each of which refers to a primitive: a value (or a value range) in a dimension of the (sensory) input state x that match the current input (i.e., x i = v i or x i 2 v i1 ; v i2 ]), and the right-hand side is an action recommendation a. 
The threshold of a node is set to be n w ? , where n is the number of incoming links (the number of conditions leading to the conclusion represented by this node), and is a parameter, selected along with w to make sure that the node has activation above 0:9 when all of its conditions are satis ed, and has activation below 0:1 when some of its conditions are not met. Activations above 0:9 are considered 12 This learning process performs both structural credit assignment (with backpropagation), so that the agent knows which element in a state should be assigned credit/blame, as well as temporal credit assignment (through temporal di erence updating), so that the agent knows which action leads to success or failure.
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Each element is either ordinal (discrete or continuous) or nominal. In the following discussion, we focus on ordinal values; nominal values can be handled similarly. A binary element is a special case of discrete ordinal elements.
Let us discuss the details of the operations used in the above algorithm (including rule construction, shrinking, deletion, and expansion) and the criteria measuring whether a step is successful or not (used in deciding whether or not to apply some operators). At each step, we examine on the following information: (x; y; r; a), where x is the state before action a is performed, y is the new state entered after an action a is performed, and r is the reinforcement received after action a. We decide on whether or not to construct a rule based a simple criterion: We apply the construction operator if r + e(y) ? Q(x; a) > threshold, which is fully determined by the current step (x; y; r; a).
The criterion for applying the expansion and shrinking operators, on the other hand, is based on a statistical test. The statistics are calculated in the following way: at each step, we update the following statistics for each rule condition and their variations, i.e., a rule condition plus/minus one value, with regard to the action a performed: PM (Positive Match) and NM (Negative Match), where positivity/negativity is determined by: whether or not we have max b Q(y; b)?Q(x; a)+r > threshold. Each statistic is updated with the following formula: stat := stat + 1 (where stat stands for any statistic involved); at the end of each episode, it is discounted by: stat := stat 0:90. In addition, if there is more than one rule that leads to the same conclusion, an intermediate node is created for each such rule: all of the conditions of each rule are linked to the same intermediate node, and then all the intermediate nodes are linked to the node representing the conclusion. For more complex rule forms including predicate rules and variable binding, see Sun (1992) . Such rules can be learned using more complex ILP techniques.
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The results are time-weighted statistics, which are useful in nonstationary situations.
B (with the Laplace estimator). If A can improve the percentage to a certain degree over B, then A is considered better than B. If a rule is better compared with the match-all rule (i.e, the rule with the condition that matches all inputs), then the rule is considered successful in the above algorithm (for deciding on expansion or shrinking operations). Here are the detailed descriptions of the rule revision operators: Note that although the accumulation of statistics is gradual, the acquisition and revision of rules is one-shot and all-or-nothing. The process can be characterized as hypothesis testing as described by Bruner et al (1956) and Nosofsky et al (1993) .
The above algorithm enables bottom-up learning. On the other hand, Stand-alone top-level learning can also be performed through hypothesis testing. Moreover, top-down learning can be performed by using the top-level knowledge to train the bottom-level network (in a supervised fashion). See Sun et al (1996 Sun et al ( , 1997 for details of these additional algorithms.
In the overall algorithm, Step 4 is for making the nal decision on which action to take by incorporating outcomes from both levels. It allows di erent operational modes: e.g., relying only on the top level, relying only on the bottom level, or combining the outcomes from both levels weighing them di erently. Speci cally, we combine the corresponding values for an action from the two levels by a weighted sum; that is, if the top level indicates that action a has an activation value v (which should be 0 or 1 as rules are binary) and the bottom level indicates that a has an activation value q (the Q-value), then the nal outcome is w 1 v + w 2 q. Stochastic decision making with Boltzmann distribution (based on the weighted sums) is then performed to select an action out of all the possible actions. The weights can be adjusted as described before. See Willingham et al (1989) and Jacoby et al (1991) for cognitive justi cations of this method. Figure 10 shows the two levels of the model. More explanations of the model can be found in and Sun et al (1996 ). We will not get into the details of the non-actioncentered part of Clarion in this paper.
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The children list of a rule is created to keep aside and make inactive those rules that are more speci c (thus fully covered) by the current rule. It is useful because if later on the rule is deleted or shrunk, some or all of these rules on its children list may be reactivated if they are no longer covered. 
