Recently several large-scale databases of motion-capture data streams have been constructed. We present a novel method to index motion-capture data streams in such databases. We pay attention to posture variation; the impression of the visual aspect of the whole body is regarded as important. The spatial distribution of body segments is statistically summarized as a feature vector having only 12 dimensions. The experimental results showed that the feature vector we introduced provided properties comparable to those of the methods previously proposed, even though its dimensionality is extremely low.
Introduction
Recently motion-capture (Mocap) data streams have attracted much attention due to their high reproducibility for human motions. Several large-scale databases of Mocap data streams have been constructed in the past few years [1] , [2] . Utilizing Mocap databases allows us to easily create realistic computer animations of human-like characters.
The use of a fast information retrieval system is required for database management. Indexing documents in a database is known as one of the methods to realize fast information retrieval. In this paper, we present a novel method to index Mocap data streams; the developed method is used for similarity retrieval. We pay attention to posture variation; the impression of the visual aspect of the whole body is regarded as important. In the first stage of indexing, the spatial distribution of body segments is quantified at every frame by statistically analyzing the positions of body segments. Then, the tendency of all the frames in a data stream is statistically summarized as a 12-dimensional feature vector; this vector corresponds to a document vector in information retrieval.
To evaluate the developed method, we conducted an experiment in which a set of Mocap data streams selected from multiple motion categories was used. The experimental results showed that the feature vector we introduced provided properties comparable to those of the methods previously proposed, even though its dimensionality is extremely low.
The remainder of this paper is organized as follows. We first review the related work in Section 2. In Section 3, we describe 
Related Work
It is well known that dynamic time warping (DTW) is often used to evaluate the similarity between Mocap data streams [3] . DTW directly compares every pair of frames each extracted from each of the data streams compared. This causes a significant disadvantage in computational complexity, namely quadratic time complexity [4] .
Krüger et al. [5] reported a trial to reduce the time complexity of the frame-comparison approach. However, the proposed procedure requires a large amount of space to store the data of the frames similar to each of all the frames in a query motion. As for the present method, in contrast, only 12 data are stored as those representing each Mocap data stream.
A number of researchers have proposed several indexing methods utilizing some sort of features of Mocap data streams. Onuma et al. [6] developed FMDistance in which the feature vector representing the kinetic energy of joint motions was used. Li et al. [7] employed singular value decomposition (SVD) to extract the geometric structure of a Mocap-data matrix. The feature vectors of the above methods are much longer than that of the present method, as will be shown later.
Preprocessing of a database has also been examined: clustering [8] , preparing binary geometric features [9] , extracting hierarchically-structured motion patterns [10] , etc. These approaches require a relatively large number of procedures such as updating newly added data streams [8] , manually selecting motion features [9] , spatially and temporally segmenting motion sequences [10] , etc. On the other hand, the present method does not require the preprocessing of an entire database; only indexing individual Mocap data streams is needed.
Derivation of the Feature Vector
As mentioned in Section 1, we focus on the impression of the visual aspect of the whole body. Here, we index Mocap data streams under the assumption that the impression depends on the spatial distribution of body segments.
Consider the constellation of the joints and end effectors shown in Fig. 1 : shoulders, elbows, wrists, fingers, knees, ankles, toes, neck and head. End effectors are hereafter regarded as joints for simplicity. The position of each joint is described in the coordinate system fixed to the pelvis, and normalized by the height of the body to reduce the influence of difference in body constitution.
We first quantify the distribution of body segments at each frame using the variance-covariance matrix of joint coordinates:
where p a j (n) is the a-coordinate of the jth joint at the nth frame and J is the number of joints selected (J = 16), respectively. Since Σ(n) is symmetric, only six elements are needed to describe the distribution of body segments; we select the elements corresponding to the axes and planes of movement [11] (see Fig. 1 ). We adopt these elements as the components of the feature vector f (n) characterizing a posture in each frame:
To estimate the tendency throughout an entire data stream, we statistically summarize the feature vectors obtained from all the frames in the data stream as follows: Fig. 1 Quantification of the spatial distribution of body segments.
where N is the number of frames andf ands are the mean and standard deviation of f (n)'s, respectively. We finally employ the 12-dimensional vector F as the feature vector representing a Mocap data stream. Since every component of F has the identical physical dimension (squared length), similarity between Mocap data streams can be evaluated by the Euclidean distance between F's. 
Experimental Results
We report the experimental results in this section. The Mocap data streams used in the experiment are shown in Table 1 (138 data streams classified into 17 categories, downloaded from Carnegie-Mellon Mocap Database [1] ). We compared the present method with FMDistance [6] , kWAS [7] and PCA similarity factor [12] . These methods have the following properties in common with the present method: ( 1 ) A Mocap data stream is represented as a feature vector having a fixed length. ( 2 ) Preprocessing of a database is not required. Table 2 shows the dimensionality of the feature vectors and computational complexity * 1 . It is noted that the dimensionality As for PCA similarity factor, we set the number of DOF to be identical to that of kWAS, and the number of principal components to be six which is large enough to give almost all Mocap data streams the over-80-percent contribution rate.
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Number of frames, L: DOF of Mocap data, J: Number of joints, k: Number of singular values (or principal components). of the present method is extremely low compared with the other methods. As for computational complexity, all the methods take linear time with respect to N to calculate a feature vector; on the other hand, the complexity of calculating the distance between Mocap data streams does not depend on N in all the cases. We verified the effectiveness of the above methods in two stages: supervised classification and unsupervised clustering. In supervised classification, we evaluated the results given by the 1-nearest-neighbor classifier [13] using the empirical accuracy A e obtained from 1-fold cross-validation [13] . As for unsupervised clustering, we used the hierarchical clustering algorithms [14] ; Ward's method was applied to both the present method and FMDistance which use Euclidean distance, whereas the group average method was applied to both kWAS and PCA similarity factor which use nonmetric similarity measures. The number of clusters was determined by maximizing the Bayesian information criterion for the Gaussian mixture clustering model [14] (present method and FMDistance) or by Mojena's stopping rule [15] (kWAS and PCA similarity factor). To evaluate the results of clustering, we used the parameter F measure [16] .
F measure is given as a combination of the parameters recall R and precision P as follows:
where M is the total number of samples (feature vectors in this case), M c is the number of samples in the cth ground-truth category, M q,c is the number of samples of the cth ground-truth category in the qth cluster, C is the total number of the ground-truth categories and Q is the total number of clusters, respectively. The experimental results are shown in Table 3 . In supervised classification, the present method gave the highest value of A e . As for unsupervised clustering, PCA similarity factor gave the highest value of F measure ; however, the difference of the present method from PCA similarity factor is only 0.034. Although the dimensionality of the feature vector we introduced is extremely low, the present method provided properties comparable to those of the other methods. This suggests that the efficiency of the present method is considerably high.
It should also be pointed out, on the other hand, that the present method has several limitations; a typical one is that whole-body locomotion is not considered. This may have caused the confusion between the categories "Walk (slow)" (B) and "Climb ladder" (G) in unsupervised clustering. The factor that motion speed is not incorporated is also noted; this may have caused the confusion between the categories "Walk" (A) and "Walk (slow)" (B).
Conclusions
The main contribution of this study is the dimensionality reduction of the feature vector used for similarity retrieval in Mocap databases; this was accomplished without significant performance degradation. It is hoped that the present method will help in improving Mocap-database management systems. However, the issue that several motion characteristics such as whole-body locomotion and motion speed are not incorporated still remains unresolved. Further work is necessary to resolve this issue.
