Abstract Cyclic population dynamics of small mammals are not restricted to the boreal and arctic zones of Eurasia and North America, but long-term data series from lower latitudes are still less common. We demonstrated here the presence of periodic oscillations in small mammal populations in eastern Poland using 22-year (1986-2007) trapping data from marginal meadow and river valley grasslands located in the extensive temperate woodland of Białowieża Primeval Forest. The two most common species inhabiting meadows and river valleys, root vole Microtus oeconomus and common shrew Sorex araneus, exhibited synchronous periodic changes, characterised by a 3-year time lag as indicated by an autocorrelation function. Moreover, the cycles of these two species were synchronous within both habitats. Population dynamics of the striped field mouse Apodemus agrarius was not cyclic. However, this species regularly reached maximum density 1 year before the synchronized peak of root voles and common shrews, which may suggest the existence of interspecific competition. Dynamics of all three species was dominated by direct density-dependent process, whereas delayed density dependent feedback was significant only in the root vole and common shrew. Climatic factors acting in winter and spring (affecting mainly survival and initial reproduction rates) were more important than those acting in summer and autumn and affected significantly only the common shrew. High temperatures in winter and spring had positive effects on autumn-to-autumn changes in abundance of this species, whereas deep snow in combination with high rainfall in spring negatively affected population increase rates in common shrew.
Introduction
Periodic oscillations of small mammal numbers have fascinated biologists throughout several decades; however, there is still considerable controversy about the mechanisms underlying this process (Elton 1924; Korpimäki and Krebs 1996) . At least 20 hypotheses have been formulated, invoking the effect of specialist predators, food shortage, or intrinsic factors (Batzli 1992; Smith et al. 2006) . The slow progress in piecing together the puzzle of rodent population cycles stems mainly from the lack of appropriate data because ecological time series are often too short to demonstrate statistical significance (Berryman 2002) .
Another problem is a definition of the "population cycle." According to Berryman (2002) , it is "an oscillation in population number or density that has an obviously regular period of three or more years." Here, we adopt this definition of population cycles. Some researches narrow the definition of cycles to oscillations of high amplitude accompanied by large spatial and close temporal synchrony with other species (Korpimäki et al. 2004 ). Other features of cyclic populations include a summer crash of rodent abundance and prolonged low-density phase (Korpimäki and Krebs 1996; Boonstra et al. 1998; Gilg 2002 ). If we are to accept this definition, the term "cycles" would apply only to periodic oscillations of voles in the boreal zone of Eurasia, lemmings in the arctic zones of Eurasia and North America, snowshoe hares in the boreal zone of North America, and house mice in southeastern Australia (Boonstra et al. 1998; Erlinge et al. 2000; Hanski et al. 1991; Klemola et al. 2003; Krebs et al. 1995; Saitoh 1987; Sinclair et al. 1990; Singleton et al. 2001; Stenseth 1999) .
Periodic fluctuations of rodent species are, however, observed also in temperate zones, and they suit very well the definition of cyclic populations given by Berryman (2002) (Jędrzejewski and Jędrzejewska 1996; Lambin et al. 2000; Tkadlec and Stenseth 2001) . These studies are often treated as of marginal significance due to low amplitude of rodent density changes and small scale of this phenomenon (Korpimäki et al. 2004 ). On the other hand, in seeking for a more universal explanation of rodent cycles, one cannot ignore and marginalize long-term data collected outside the boreal and arctic zones.
In Europe, several distinct geographical gradients of vole cycles have been found (Jędrzejewski and Jędrzejewska 1996; Tkadlec and Stenseth 2001) , of which the best known, the Fennoscandian gradient, is characterized by a decreasing amplitude and length of oscillation period from north to south (Hanski et al. 1991) . In Fennoscandia, vole cycles vanish below 60°N, yet there are no premises to suppose that they do not exist in Central or Southern Europe (Jędrzejewski and Jędrzejewska 1996) .
The aim of our study was to analyse dynamics of cyclic small mammal populations in marginal open habitats located within extensive woodlands of Białowieża Primeval Forest (BPF, Central Europe). Populations of small mammals in BPF inhabit seminatural sedge meadows in the river valleys and abandoned moist and dry meadows-environments characterized by low human impact. Previous studies concerning small mammal cycles in Central Europe focused largely on the common vole Microtus arvalis and were conducted in extensive, cultivated landscapes (Tkadlec and Stenseth 2001) . Cycles of field voles Microtus agrestis in northern England were also studied in a transformed landscape, on isolated clear-cuts within the forest (Lambin et al. 2000) . In our study area, the communities of cyclic small mammals inhabit open habitats which compose natural or seminatural part of a bigger ecosystem, the lowland primeval deciduous and mixed forest. These conditions offer us the possibility to consider more complex natural interactions between various species of small mammals, their habitats and their predators (comp. Jędrzejewska and Jędrzejewski 1998) . In Europe, population cycles in small mammals have been vanishing during the past two decades and climate change is most often invoked as the main cause of this process (Ims et al. 2008) . In this paper, we analysed 22-yearlong trapping data of the most common species and related them to climatic conditions, which could modify the response of small mammal populations to density-dependent factors. We focused on three climatic variables-ambient temperature, precipitation and snow cover depth, which directly affect energy expenditure in small mammals and their survival (Hayes and O'Connor 1999) . The climatic factors may act also indirectly, e.g. mild winter conditions can lead to accumulation of ice, limiting access to food resources (Korslund and Steen 2006) .
Materials and methods

Study area
We conducted our study in the central part of the Białowieża Primeval Forest (23.86°E, 52.70°N), E Poland. Within the study area, located on the Białowieża Glade (13.5 km 2 ), we selected two habitat types in open areas. The first type of habitat (hereafter referred to as "meadows") included four trapping sites and was located north of Białowieża village in meadows and unmanaged grasslands surrounded by forest, arable land and settlements (Fig. 1) . Vegetation types occurring in this plot were fresh meadow and pasture communities, including abandoned ones (Agropyro-Rumicion, Arrhenatherion), as well as dry meadows and unused grassland (CallunaNardetea, Sedo-Scleranthetea). The second habitat type (hereafter referred to as "river valley") included two trapping sites along the Narewka river valley (Fig. 1 ). This habitat type has been gradually abandoned and has become a mosaic of diverse plant communities: reeds (Phragmitetea), wet and moist meadows (Molinio-Arrhenatherethea), mires (ScheuchzerioCaricetea), fresh meadows, dry meadows and unused grassland, willow and willow-alder brushwood, and alder-wood (Falińska 2003) . In the past, both study sites were mown regularly, but since the 1970s, only small patches were used. The two habitat types were characterised by distinct water regimes due to persistence of floodwater in spring and autumn in the river valley. Both habitat types were adjacent to the Białowieża Primeval Forest, thus rodent communities in these habitats are influenced by the abundance of predators and their prey in woodlands (Fig. 1) .
Rodent trapping
Small mammals were trapped at the end of September or beginning of October, from 1986 to 2007. Trapping session at each site lasted for 6 days on average (occasionally 5 or 8 days). Each trapping site consisted of four live traps (baited with oats), two metal cones (pitfall traps dug into the ground), and, until year 2000, additionally four snap traps (baited with oil and parsley). In 2001, we ceased using snap traps due to change in the ethical regulations. Thus, we used 14 traps until year 2000 and ten traps per site from 2001 to 2007.
In the meadows, the four trapping sites were located about 2 km apart, and in the river valley, two trapping sites were 500 m apart (Fig. 1 ). Traps were checked once a day, between 0800 and 1100 hours. To avoid repeated captures, all animals were collected and kept in the laboratory until the end of trapping session and were released in the place of capture on the last trapping day. In the laboratory, we identified the species by their external features. In total, we captured 1,212 specimens, 729 in the meadows and 483 in the river valley ( 
Statistical analyses
We calculated mean abundance indices (N individuals captured per 100 trap nights), their amplitude (average difference between the highest and lowest ln-transformed abundance using a 5-year moving window) and s-index (cyclicity index-standard deviance of log 10 abundances, Henttonen et al. 1985) . Further analyses were performed on autumn-toautumn differences of ln(x+1) transformed abundance indices (per capita population growth rate) rather than on the raw logabundance index for two reasons. Firstly, the process of changes in small mammal number is multiplicative and as such should be considered on a logarithmic scale (Bjørnstad et al. 1996; Royama 1992) . Secondly, the data in the time series analyses must be stationary, i.e. mean, variance and covariance of the data series cannot depend on the time period. Calculating abundance changes based on a logarithmic rather than a raw scale allowed us to comply with this assumption (augmented Dickey-Fuller stationarity test). Prior to analyses, we detrended the abundance indexes by subtracting the species-specific mean abundance index. We analysed the data collected from the meadows and river valley separately due to differences in the composition of small mammal communities and potentially different climatic effects on the population dynamics in the two habitats.
To explore temporal patterns, we utilised autocorrelation function (ACF) and partial rate correlation function (PRCF) separately for different species and habitats. To assess relationships between the abundance dynamics, we also used a cross correlation function (CCF), which allowed us to locate a significant time lag between the species. We estimated 95% confidence intervals for the coefficients of autocorrelation or partial rate correlation function at lag k, by comparing them with the critical values ±1.96/n ½ , where n is the number of observations (Bartlett's significance band).
We identified the relative contribution of first-and second-order negative feedbacks (C1 and C2) by fitting the Gompertz function of form:
where R t is (per capita growth rate, R t 0X t −X t−1 ) and X t is the natural logarithm of the abundance index (N) in autumn of yeart. We used least squares linear model to fit the function. To test for relative importance of direct densitydependent effect, in addition to the above model, we fitted models with only 1 year lag (without the third term in Eq. 1).
We then inspected the PRCF (Berryman and Turchin 2001) plotted against time lags to identify whether the population dynamics was dominated by first-or secondorder negative feedback (respectively, direct and delayed density dependence). In order to check if PRCF showed significant second-order signal, we made a visual inspection of R t plotted against N t−1 , to detect spurious second-order autocorrelation caused by strong nonlinearity in a first-order dynamic. In a first-order process, all data points should fall on or close to a continuous function, whereas in a secondorder process, the data should form an elliptical orbit with no functional relationship (Berryman and Lima 2007) .
To find possible discontinuity and examine the effect of the 2001 trapping design change (see section "Rodent trapping") on periodicity of dynamics of small mammal populations we compared models without and with separation of these two periods using F test. The latter model included the model described by Eq. 1 nested within each period.
We also attempted to identify climatic factors, which could modify responses of small mammal populations to density-dependent processes. In our study area, small mammals reproduce from March till September, and we performed trapping after breeding season when their density was highest. The most critical period is late winter and spring, when unfavorable weather conditions (e.g. low ambient temperatures, high precipitation causing flooding) may affect survival and substantially reduce density of small mammals (Wijnhoven et al. 2005) . In winter, the negative effect of low temperatures can be mitigated by deep snow cover, which additionally serves as protection against predators. On the other hand, the combination of snow cover with high temperatures leads to accumulation of ice, limiting access to food resources (Korslund and Steen 2006) . During warm periods, ambient temperatures and precipitation may affect availability of food resources and indirectly influence growth of small mammal populations (Jędrzejewski and Jędrzejewska 1996) .
First, we examined a large set of climatic factors (mean, minimum and maximum values of ambient temperature, precipitation, snow depth, and number of days with snow cover) and interactions between them. Climatic variables were calculated as means, separately for each of the four seasons (winter, December to February; spring, March to May; summer, June to August and autumn, September to November). Seasons were defined according to prevailing weather conditions and the reproductive status of small mammals. Those preliminary analyses revealed that only mean ambient temperature, precipitation and snow depth significantly affected the population dynamics of small mammals. Thus, in final analyses, we used only these three climatic variables.
Climatic variables and interactions between them were included in the model described by Eq. 1 with lag-order determined by PRCF function, with detrended log-abundance as a response variable. We constructed a set of candidate models including effect of density-dependent feedback (with lag-order determined by PRCF function), mean ambient temperature, mean snow cover and mean precipitation, and used model selection procedure (Burnham and Anderson 2002) with models ranked by AIC c (corrected Akaike's Information Criterion). To compare models, we used delta AIC c , a measure of each model relative to the best model, and as a rule of thumb all models Δ i <2 were regarded as equally supported (Burnham and Anderson 2002) . When more than one model was supported, we used the confidence set of candidate models, which included models with Akaike weights that were within 10% of the value of the highest ranked model. Finally, we estimated average values of parameter along with confidence intervals, calculated using unconditional standard errors (Burnham and Anderson 2002) . To evaluate the effect of climatic variables on population dynamics of small mammals, we compared models including only effect of densitydependent feedback (with lag-order determined by PRCF function) with models, which included all climatic factors, determined for each species by the above-described procedure. For the statistical analysis, we used two packages: the Population Analysis System PAS (Berryman 1999 ) and R (R Development Core Team 2011).
Results
From 1986 to 2007, we captured small mammals of 13 species (eight rodents and five insectivores) ( Table 1) . In both habitats, the two most abundant species were the root vole Microtus oeconomus, and the common shrew Sorex araneus. In the meadows, the third most numerous species was the striped field mouse Apodemus agrarius, but in the river valley, it was the bank vole Myodes glareolus. The pooled proportion of the remaining species in the community was below 10% (Table 1) . For this reason, in the analysis we focused on the three most common species (Table 1) . These species have been captured each year in both habitats, whereas captures of the remaining species were distributed unevenly among years and habitats.
Since 2001, we observed an increase in the abundance indices of small mammals, i.e. for the same number of captured animals indices were higher, this was because of the lower number of traps due to the cessation of snap trapping. This increase was proportional to the change of total number of trap nights during one trapping session. In the meadows, the mean number of trap nights (±SD) decreased by a factor of 1.9, from 242.7 (±23.7) to 130.3 (±12.8) and, at the same time, the mean indices for all small mammals changed by 1.8 times, from 14.3 (±8.5) to 25.4 (±9.8) individuals per 100 trap nights. In the river valley, the change in number of trap nights was similar (by 1.9 times), and the mean abundance indices increased by 1.7 times, from 18.9 (±11.3) to 31.9 (±11.3). This, however, did not affect the periodicity of dynamics of small mammal populations.
Over the entire study period, the maximum small mammal abundance index, calculated for each trapping session separately, was 42.5 individuals per 100 trap nights in the meadows and 45.8 in the river valley. It means that each night at least half of the traps were unoccupied, and the index was affected only by the total number of traps used.
Thus, for analyses of long-term changes, we assumed that every year the number of trap nights was the same. Using this conservative reasoning, we observed significant differences in abundance of some species between the first (1986) (1987) (1988) (1989) (1990) (1991) (1992) (1993) (1994) (1995) (1996) (1997) (1998) (1999) (2000) and the second part (2001) (2002) (2003) (2004) (2005) (2006) (2007) of the study period. Analysing the effect of the study period on the abundance indices, we included in the models a factor indicating the first or second part of the study period as a fixed effect and the habitat as a random effect.
The mean abundance index in the second period increased in field mouse (ANOVA, F 1,41 08.22, p00.007) and common shrew (F 1,41 07.60, p00.008), but did not change in root vole (F 1,41 00.18, p00.66). We found a significant effect of the study period in yellow-necked mouse (F 1,41 010.90, p00.002), which was also more abundant in the second period but not in the bank vole (F 1,41 0 1.46, p00.23) or harvest mouse (F 1,41 00.54, p00.46). The effect of habitat was not significant for any species, except the bank vole (F 1,41 06.72, p00.01) and water shrew (F 1,41 0 7.87, p00.008), which were more abundant in the river valley. The comparison of models with separation of the two trapping periods did not show significant differences for any species or habitats (all p≫0.1).
All three most common species (root vole, common shrew, and field mouse) underwent oscillations characterized by moderate amplitudes, ranging from 1.51 to 2.93 inds/100 TN and a low s-index, ranging from 0.32 to 0.51 ( Figs. 2 and 3 ; Table 2 ). Only for the root voles inhabiting the river valley, the s-index of 0.51 marginally exceeded an arbitrary threshold (0.5) suggested by Henttonen et al. (1985) as useful for distinguishing cyclic from non-cyclic populations. Oscillations of two dominating species-root vole and common shrew-were very regular. In the meadows, the time lag of periodic changes, indicated by ACF was 3 or 6 years, but it was significant only for the root vole and common shrew (Table 2 ). In the river valley, the time lag was 3 or 4 years, but not significant for any species. The oscillations of field mouse abundance in the river valley were characterized by a shorter and not significant time lag (Table 2) .
The partial rate correlation functions (PRCF) for all three species in two habitats (meadows and river valley) showed that the dynamics were dominated by first-order negative feedback (largest negative PRCF at lag 1, Fig. 4 ), whereas second-order negative feedback (largest negative PRCF at lag 2, Fig. 4 common shrew in the meadows and the root vole in the river valley. Next, we used multiple regression to fit one-lag and twolag logarithmic models to the data for three most common species (Table 3) . Our analyses revealed that in all species, direct density-dependent feedback process explained over 50% of the variation in the data, while second-order negative feedback was involved mainly in the dynamics of root voles in the river valley (Table 3) . We detected a significant second-order negative feedback also in the root vole and common shrew in the meadows, but not in the common shrew in the river valley (Table 3 ). The oscillations of the field mouse in both habitats were pure first-order process (Table 3) . Visual inspection of the relationship between growth rate (R) and ln abundance in year n−1 (X t−1 ) of the root vole and common shrew did not reveal spurious second-order autocorrelation caused by strong nonlinearity in a first-order dynamics.
Population dynamics of the two dominant small mammal species, root vole and common shrew, were synchronised both between habitats and between species (significant lack of time-lag in CCF). Oscillations of field mouse abundance were not synchronised between habitats (Fig. 2) , but in the meadows, the maximum abundance of this species in most cases fell 1 year before the peak of root vole (significant negative 1-year time-lag indicated by CCF).
We examined the effects of mean monthly temperature, rainfall and snow cover on autumn-to-autumn population changes of the studied populations. Selection procedure revealed that no single model were supported, and for all 
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Lag (years) Fig. 4 PRCF for the detrended time series of population dynamics of the three most common species of small mammals. The dashed horizontal line is Bartlett's significance band species, mean coefficients calculated for climatic factors were not significantly different from zero, except for the common shrew population inhabiting meadows (Table 4) . The proportion of variation in population increase rates, explained by climatic factors, was much higher in the common shrew than in other species. In meadows, direct and delayed density-dependent feedback and climatic factors explained 92% of the variation in abundance of the common shrew, whereas in the river valley, direct density-dependent feedback and climatic factors explained 67% of the variation in abundance of this species (Table 4 ). The proportion of explained variation in abundance of the common shrew increased by 25% and 17%, in meadows and the river valley respectively, in comparison with the effect of densitydependent feedback only (Tables 3 and 4) . In other species, proportion of explained variation in abundance increased only from 8% to 14%, and influence of climatic variables was insignificant or weakly significant (Table 4) .
High ambient temperatures in winter, deep snow and high precipitation in spring positively affected population increase rates of the common shrew in meadows, but the combined effect of high precipitation and deep snow had a negative effect on changes in abundance of this species (Table 4) . Overall influence of climatic factors on the population increase rate of the root vole in meadows was significant, but effects of single variables were not different from zero (Table 4) . Autumn-to-autumn changes of abundance in root voles inhabiting the river valley and striped field mice in both habitats were not significantly affected by climatic factors (Table 4) .
Discussion
The existence of vole cycles has already been demonstrated from Central and Western Europe by, e.g. Tkadlec and Stenseth (2001) and Lambin et al. (2000 Lambin et al. ( , 2006 , yet the results of these studies were limited to the common vole and the field vole. Here, we provide evidence that oscillating dynamics of other small mammal species can be also driven by a delayed density-dependent process. In the marginal grasslands located within the Białowieża Forest, the population dynamics of all studied species of small mammals was dominated by direct density-dependent feedback, yet the root vole inhabiting meadows and the river valley, and the common shrew in meadows also showed significant delayed density-dependent effects.
The population dynamics of root voles have been studied for almost half a century, but our data are the longest timeseries collected for this species so far. After a period of intensive studies (e.g. Lavrova et al. 1960; Tast 1966; Buchalczyk and Pucek 1968; Litvin 1975; Shilov et al. 1977) , which suggested a periodical character of abundance Table 3 Parameter estimates of time-series models on the population growth rate (from autumn year n to autumn year n+1) of the root vole, common shrew, and field striped mouse in meadows and the river valley Our findings confirmed that population cycles of small mammals are not a unique phenomenon restricted to the boreal zone of Eurasia and North America but are fairly widespread (Jędrzejewski and Jędrzejewska 1996) . In our study system, population cycles of small mammals occur over a very small spatial scale, whereas earlier reported periodical changes of rodent abundances concerned vast areas of agricultural landscape in the temperate zone (Tkadlec and Stenseth 2001) or open tundra in the arctic zone (Korpimäki and Krebs 1996) . In this sense, the population dynamics of root voles in the Białowieża Primeval Forest are more similar to the cycles of field voles observed in northern England, where they are restricted to small patches of open land (clear-cuts) within extensive woodlands (Lambin et al. 2000) .
The population dynamics of small mammals inhabiting narrow belts of open landscape within the Białowieża Forest demonstrated here were very different from the regular changes in density of rodents inhabiting adjacent forests, which are driven by multiannual periodicity of seed production by deciduous trees (Pucek et al. 1993; Jędrzejewska and Jędrzejewski 1998) . In this paper, we did not attempt to identify proximate factors responsible for the cyclic nature of changes in abundance of small mammals in open habitats, but the difference in population dynamics between planteating voles and seed-eating field striped mice suggests different underlying mechanisms. In various Palaearctic biomes, the mean index of rodent cyclicity positively correlates to the mean standing crop of ground vegetation, suggesting that cycles occur only under conditions of constantly high availability of plant food (Jędrzejewski and Jędrzejewska 1996) . Thus, the cyclic population dynamics of root voles, which feeds on different parts of sedge and other plants, is probably due to generally high vegetation biomass in open habitats in the Białowieża Forest. Other factors affect the population dynamics of more granivorous field striped mice. Population dynamics of both voles and mice was dominated by first-order processes, suggesting competition for food or space, or the behavioural responses to predators (Berryman 1999) . In the case of root voles, the quantity of food is probably not a limiting factor, but availability of food may limit population growth of seed-eating mice. Significant second-order signal in the dynamics of root voles may be caused by a delayed effect of food quality, e.g. level of secondary compounds such as silica (Massey and Hartley 2006; Massey et al. 2008) or predation. However, available data suggest that the role of predation in generating regular changes in population density of voles is rather limited (Lambin et al. 2000; Oli 2003 ). In our study area, weasels, the main specialised predators, closely followed availability of voles without distinct time delay (Zub et al. 2008) , which would be expected if weasels drive vole cycles (Hanski et al. 1991 (Hanski et al. , 2001 . Moreover, root voles exhibited clear cyclic population dynamics despite the close neighbourhood of T mean ambient temperature, S mean depth of snow cover, P mean precipitation, spr spring, sum summer, aut autumn, win winter, r 2 total amount of variation explained by direct and delayed density-dependent feedback and climatic factors (root vole in both habitats and common shrew in meadows) or by direct density-dependent feedback and climatic factors (common shrew in river valley and striped field mouse in both habitats), F statistic for difference between model including only effect of density-dependent feedback(s) and model with climatic factors a Significance code, 0.001 b Significance code, 0.05 c Significance code, 0.10 forest rodent community characterised by different population dynamics and presence of predator community of BPF, which is among the richest in Europe (Jędrzejewska and Jędrzejewski 1998) . According to the predation hypothesis (Hanski et al. 1991) , such predator communities should stabilize rodent population dynamics by acting as generalist predators. We suppose that weasels and generalist predators, which switch to hunt upon voles at their peak density (Jędrzejewska and Jędrzejewski 1998) are responsible for strong direct density-dependent component of population dynamics, whereas food quality may be responsible for the observed delayed density-dependent process.
Root voles and common shrews showed interspecific synchrony in their population dynamics. We also presented long-term changes in relative abundances of small mammals, but we did not observe changes in the type of dynamics, as has been shown in several other areas (e.g. Bierman et al. 2006) . The time shift between the peak of root vole population cycle with peak abundance generally being 1 year after the maximum abundance of field mice suggests interspecific competition between these species. As proposed by Gliwicz and Jancewicz (2004) , the dominance of root vole in the rodent community results in low densities of other species, when vole population increases.
So far, periodic oscillations of common shrew populations were only reported for Central Siberia (Sheftel 1989) , whereas in Fennoscandia, analyses of long-term population dynamics of this species revealed no regular multiannual cycles (Henttonen et al. 1989 ). Thus, 3-year cycles of common shrews detected by us in the narrow strips of open habitats within a very large temperate woodland is an interesting novel finding. One possible hypothesis explaining the cyclic population dynamics of the common shrew in BPF is that it is a side effect of the cyclic nature of the vole population. The shrew population was able to increase when released from the pressure of predators when voles were abundant. A similar mechanism was suggested already by Henttonen (1985) , using a 15-year data set from Fennoscandia. However, data from Fennoscandia demonstrated only the synchrony of low-density phases of voles and shrews, whereas peaks of densities were usually asynchronous (Korpimäki 1986; Sonerud 1988; Henttonen et al. 1989) . The synchrony between herbivores and an insectivore is in line with predictions invoking predation as a proximate cause of population crashes, but in BPF, predation impact on shrews and rodents alike is mainly exerted by generalist predators (see Jędrzejewska and Jędrzejewski 1998) .
One can expect that if predation explains cyclic dynamics of shrews, it should also affect dynamics of field striped mice. As opposed to shrews, dietary niches of voles and mice partially overlap, especially in spring when field mice often feed on the green parts of plants (Pucek 1984) . Mice and shrews differ also in respect to the vulnerability to predation. Striped field mice are more agile and relatively difficult to capture, particularly for weasels, which are the main predator of small mammals in the open areas (Jędrzejewska and Jędrzejewski 1998 ). An alternative explanation for the discrepancy between cyclic dynamics of shrews and mice is that dynamics of shrews may be indirectly affected by a delayed increase of secondary compounds level, such as silica, in plants. Direct effect of the secondary compounds may drive vole population cycles (Massey et al. 2008 ), but also may affect plant-eating invertebrates, which are important food for shrews (Churchfield and Rychlik 2006) . In the Białowieża Forest, the between-year variation in the common shrew numbers was related to the abundance of forest floor invertebrates (Jędrzejewska and Jędrzejewski 1998) .
Climatic factors acting in winter and spring (affecting mainly survival and initial reproduction rates of small mammals) were more important than those acting in summer and autumn. Our results showed that the common shrew was most vulnerable to influences of weather. These animals are characterized by extremely high metabolic rates and live close to their physiological limits, thus they are very sensitive to unfavourable ambient conditions (Ochocińska and Taylor 2005) . Interaction between deep snow and high rainfall had a negative effect on population growth of the common shrew in meadows. This combination of weather conditions probably causes flooding of undergrowth nests and could directly affect survival of shrews, increasing their energy expenditures (Hayes and O'Connor 1999) . On the other hand, high ambient temperatures in winter and snow cover in spring were positively related to autumn-to-autumn changes in abundance of common shrew. Deep snow provides protection both against low temperatures and predators, especially birds of prey, limiting their access to animals active under the snow (e.g. Jędrzejewski et al. 1994) .
In our study, a long-term trend in small mammal abundance was not observed in species typical of open habitats, such as the root vole or harvest mouse, but in species more related to forest habitats, such as the yellow-necked mouse. These directional changes may reflect alteration in habitat caused mainly by secondary forest succession.
According to the available data, two opposite gradients of rodent fluctuations have been found in Europe. In Fennoscandia, the amplitude and periodicity of the cycles increase with latitude, whereas in central Europe, cyclicity increases with decreasing latitude (Tkadlec and Stenseth 2001) . Here, we add new evidence that the pattern of small mammal cycles in continental Europe is not necessarily related to latitudinal gradient. Both indicators of cyclicity for small mammal populations in open meadows in Białowieża Primeval Forest, the amplitude of oscillations and the s-index, were higher than expected for this latitude (see Tkadlec and Stenseth 2001) , which is in line with type of population dynamics predicted for similar habitat types and ground vegetation biomass (Jędrzejewski and Jędrzejewska 1996) .
