Abstract-This paper considers two-dimensional interference-limited cellular radio systems. It introduces the shotgun cellular system that places base stations randomly and assigns channels randomly. Such systems are shown to provide lower bounds to cellular performance that are easy to compute, independent of shadow fading, and apply to a number of design scenarios. Traditional hexagonal systems provide an upper performance bound. The difference between upper and lower bounds is small under operating conditions typical in modern TDMA and CDMA cellular systems. Furthermore, in the strong shadow fading limit, the bounds converge. To give insights into the design of practical systems, several variations are explored including mobile access methods, sectorizing, channel assignments, and placement with deviations. Together these results indicate cellular performance is very robust and little is lost in making rapid minimally planned deployments.
To proceed with these questions, we need to define the design problem and performance measures. A cellular design includes factors such as tower construction, radio and antenna types, available bandwidth, and traffic loads. Within such factors, the design centers on the problem of placing BS and assigning channels to BS.
Given a set of BS that provide radio coverage over the plane, this paper examines channel assignments that are fixed over a design period. 1 A number of factors affect channel assignment. Different BS may require more or less channels. Different services may require more or less channel resources. But, the essential elements of a fixed channel assignment can be modeled as follows. Divide the available channels into a fixed number of channel reuse groups (CG) and assign each BS one CG. If divided into more CG, co-channel groups can be separated more, reducing interference, and increasing signal quality. Signal quality can be made arbitrarily high with increasing number of CG. Unfortunately, with more CG the number of channels per CG is less, reducing the number of channels per BS, and reducing spectrum efficiency (capacity). Therefore, design performance is defined by the signal quality distribution as a function of number of CG.
BS are not placed arbitrarily. They are distributed across the plane to meet traffic and coverage requirements. In the noise limited case, performance is limited by the ability to have sufficiently strong signals over the coverage area. The goal is to achieve coverage over the plane with the least number of BS within the limits of BS range. In other words, the goal is to have the largest average coverage area per BS for a given maximum range. In the interference limited case, performance is limited by the interference from the many co-channel radios. The goal is to capture the offered traffic load with the least number of BS within the limits of only one CG per BS. The number of BS are minimized by having the most channels per CG. In other words, the goal is to have the fewest CG to meet a given required signal quality. Much of the design work in practical systems is used to ensure adequate coverage. Based on the examples at the beginning, this paper focuses on the interference-limited case where we assume that BS density is high enough that coverage is not the primary issue and instead interference is the issue.
Even in a generally flat plane, local terrain and clutter cause dramatic spatial variations in the received power [7] , [24] . In interference limited systems, these variations can lead to MS communicating not with the nearest BS (which may be blocked by a large building) but with a further BS (which might have a less obstructed path) [2] . Such so-called shadow fading is a significant factor in any cellular design. Combining these elements, 1 For dynamic channel assignment within the shotgun framework, see [4] .
0733-8716/00$10.00 © 2000 IEEE BS placement and CG assignment algorithms are ranked by the signal quality distribution as a function of the number of CG under shadow fading in an interference limited environment. This paper develops and analyzes both upper and lower performance bounds to practical interference-limited cellular systems. The upper bound is the performance of BS placed on an ideal flat plane in a uniform-size regular hexagonal grid. The lower bound places BS randomly and assigns CG randomly (as in the random shot pattern of a shotgun). We show that the lower bound performance is independent of shadow fading, and all systems converge to the lower bound in the limit of large shadow fading variation. The bounds apply to cellular variations including sectoring and mobile access strategy. Channel assignment's effect and placement's effect on the bounds are tested via nonrandom channel assignment in the shotgun system and placement with deviations in the hexagonal case.
The paper elaborates the system model in Section II, derives shotgun system performance in Section III, analyzes shadowing in Section IV, studies upper and lower performance bounds in Section V, applies several design variations in Section VI, and concludes with Section VII. To focus on the main results, the mathematical analysis is found in the Appendixes.
II. MODEL
This section describes the details of the model used for the paper's results. The model elements include BS layout, CG assignment, radio environment, traffic, performance measures, and mobile access strategy. We discuss each element in turn. Conceptually, the model is a low-power highdensity grid of BS. See papers by Cox [7] , [8] and references therein for further background on such a model. The overriding goal is to develop a model that strips away all but the most relevant features of a cellular system. The rest of this section justifies each element to the model, and the model is summarized in Subsection G.
A. BS Layout
The shotgun system distributes BS across the plane as a 2-D Poisson point process, where the average density of BS is and the probability of a BS in a small area is . See Appendix I for properties of this process. This results in local sparse and dense concentrations of BS as might follow in a practical system due to terrain and traffic variations. This model has been used previously to analyze ad hoc packet radio networks [25] , [28] . The hexagonal layout places BS according to a regular hexagonal grid. Deviations from an ideal hexagonal grid are discussed in Section VI-D. The cellular systems extend in all directions over the plane.
B. CG Assignment
This paper is restricted to fixed channel assignments that assign one of orthogonal CG to each BS. In an FDMA-based cellular system, each CG is a set of frequency channels. In a TDMA-based cellular system, each CG is a set of frequency and time-slot pairs. In a CDMA-based cellular system, each CG is a set of frequency channels where each frequency channel carries multiple users via spread spectrum techniques.
The shotgun system randomly assigns CG according to a uniform distribution. The hexagonal system achieves good channel assignment only for certain and only then with particular channel assignment patterns [15] , [19] , [21] . The first 10 valid are 1, 3, 4, 7, 9, 12, 13, 16, 19, and 21 . Nonrandom assignment in the shotgun system and random assignments in the hexagonal system are discussed in Section VI-C.
C. Radio Environment
All BS have identical transmit power, antenna gains, etc., and the path loss is an inverse power law with path loss exponent . All antennas are omnidirectional with no variation in the vertical radiation pattern. Sectorized antennas are discussed in Section VI-B. The CG are perfectly orthogonal so that adjacent channel interference is ignored and only co-channel interference is considered. Since this paper focuses on dense interference-limited systems, background and thermal noise are assumed zero. Rayleigh fading (aka small-scale fading [24] ) is treated by microdiversity techniques in the radio channel, and is considered outside the scope of this paper (so-called local mean statistics [2] ).
Shadow fading (aka large-scale fading) is modeled as an independent log-normally distributed multiplicative random variable, , on the signal strength received from each BS. It is well modeled by a log-normal density [7] , [24] : (1) so that the signal has mean 1 and one standard deviation includes from to . The shadowing process captures variations due to terrain and clutter between the BS and MS. It does not depend significantly on the channel frequency. The shadow fading between each BS and MS pair is uncorrelated. With this radio model, the received power is simply (2) where is a constant that embodies factors such as transmitter power and antenna gains that are the same on every link, is the random shadow fading factor, and is the transmitter to receiver separation.
D. Traffic
To fully develop this problem's traffic characteristics, we would need to define the intensity of offered traffic in Erlangs per BS or the distribution of offered traffic over the plane, and the number of traffic channels per CG. In order to make the basic results as clear as possible, we use the following simple model.
Consider an offered load of 95 Erlangs per BS and 100 channels per CG. According to the Erlang B formula, some channel is available in each BS 95% of the time, while any given channel is in use 90% of the time [19, p. 422 ], [21, p. 49]. Modern digital cellular systems can have well over 100 channels per cell. Increasing the offered load and the number of channels appropriately, we arrive at the following many-channel limit. Every BS has an available channel with probability close to one and any given channel is occupied with probability close to one. Thus, every BS has some channel available and every possible interfering co-channel cell is occupied. This limit allows us to use the number of CG to compare capacity of cellular systems without the relatively minor variations imposed by specific values for number of channels and offered loads. With this traffic model, we measure the performance of a single MS, at a random instant in time, uniformly distributed over the plane.
E. Performance Measures
Performance measures in cellular focus on capacity and signal quality. The signal quality is the received signal power compared to the interference which we denote the carrierto-interference ratio (
). The for a given BS to MS connection is (3) where is the distance to the signal BS, is the set of distances to co-channel interfering BS, and the are the corresponding fading components. The in (3) depends on scale invariant distance ratios. As a result, the distribution is independent of the BS density, . Assuming the number of orthogonal channels is fixed, a measure that captures cellular system differences is the number of CG (i.e., ) required to meet a particular ratio for a given fraction of users. Larger yields fewer channels per CG and thus fewer channels per BS and less capacity. Smaller yields the opposite. Conversely, another measure is the that a given fraction of users exceed for a given . Both of these measures are coupled directly to the distribution as a function of . This paper uses the distribution at the 95th percentile. This is a balance between older systems that designed for the 90th percentile [17] and newer systems that compete with wireline and design at the 98th or 99th percentile [2] .
The can be measured on the BS-to-MS downlink or the MS-to-BS uplink. Given a set of BS, the location of the MS determines the downlink in (3). The uplink , on the other hand, requires the additional knowledge of the location of every active MS and BS pair. An uplink study is only possible through detailed traffic-based simulation, 2 while the downlink may yield to analysis or at least much simpler and more transparent simulations. A detailed simulation in [4] looked at both the uplink and downlink with this model. It found that the performance differed slightly between the uplink and downlink, but qualitatively they are similar. For these reasons, we focus only on the downlink.
F. Mobile Access Strategy
At call setup-or at any point afterwords when the MS might reassess its channel assignment-the MS chooses the CG that provides the highest . Given the traffic and performance measures, this maximizes the distribution for the MS. Another protocol is considered in Section VI-A. The details of how the MS makes the assessment is not relevant. But, it may be helpful to think of a control channel in each CG. The MS monitors the control channels in turn and estimates metrics such as the frame error rate that indicates .
G. Model Summary
This paper analyzes the downlink distribution as a function of the number of CG, , for defined by (3) and model instances characterized by the following variables and options:
• BS layout/CG assignment-shotgun or regular hexagon.
• radio environment-path loss exponent, , shadow fading standard deviation, in decibels. The shotgun and hexagonal scenarios are denoted as SG and HEX, respectively. Simulations based on these models use the methodology described in Appendix II. Variations on the basic model are discussed in Section VI. Clearly, many cellular details have been stripped away. But what remains are the characteristic elements that fundamentally describe the cellular environment.
III. SHOTGUN PERFORMANCE UNDER NO SHADOW FADING
This section analyzes the shotgun cellular distribution and shows that it is easy to compute. The analysis starts with only a signal BS and the first closest interferer, and then extends the analysis to BS covering the entire plane. The shadow fading standard deviation is zero. Nonzero shadow fading standard deviation is treated in the next section.
First consider identical omnidirectional BS all using the same CG ( ). The is maximized by choosing the nearest BS as the signal with the next nearest as the interference. As a worst case, the two nearest BS are at the same distance, so that the signal-to-interference is greater than 1. For a random MS on the plane, let and be the distance to the nearest and next nearest BS. Using (3) and (15) in Appendix I, for :
Performance with multiple CG depends on how the CG are assigned. The shotgun system assigns one of CG to each BS from an i.i.d. distribution with the probability of choosing CG . Under the Poisson BS placement process, the BS assigned CG can be modeled via a Poisson point process with BS density ; independent of any of the other CG. This implies that each CG produces an independent sample each distributed as (4). The MS chooses the CG with the best . It follows from (4) that with CG, Prob (
As in standard cellular systems, with large enough , any desired signal level can be achieved with high probability.
These results for the signal and first interferer extend naturally to a complete shotgun system. For a single CG, Appendix III, computes the distribution for all BS as Prob (6) where and is a constant less than one that depends on the path loss exponent. (Fig. 4 in Appendix III graphs .) Surprisingly, the distribution retains the same form as (4) . It follows that the distribution with CG when MS choose the BS with the best is Prob (7) From (7) we conclude that the distribution is easily computed for any path loss exponent or number of channel groups.
IV. SHADOW FADING
Shadow fading is the large-scale signal variation as a function of BS and MS location (e.g., whether indoors or outdoors, and what clutter and obstructions are in the signal path). It does not include the mean signal level dependence on distance. This section shows that while these variations have a detrimental impact on hexagonal system performance, the shotgun cellular performance is independent of shadow fading.
Statistically, shadow fading is well modeled by a log-normally distributed multiplicative variable on the received signal strength with density (1) [7] , [22] , [23] . In dB it is a zero mean, standard deviation Gaussian random variable. Note that in (1),
. In hexagonal systems, shadow fading reduces the that most users will receive and increases the number of CG needed for a that a given fraction of users will receive [12] .
For the shotgun cellular system, we first analyze only the closest BS and the nearest interferer. Appendix IV computes the distribution if shadowing is introduced to (4) . The resulting distribution is given in (23). It is possible, due to shadowing, that the further BS is stronger than the nearer BS so that the MS communicates with the further BS. In the limit of or , the probability is greater than any fixed level is 1. In other words, with a small number of BS, shadow fading has the potential to improve performance.
No analytic solution was found for the full shotgun system with shadow fading. We suspect that one exists based on the following empirical results. Fig. 1 plots the at the 95th percentile as a function of number of BS and shadow fading standard deviation. Similar graphs can be produced using different percentiles, number of channel groups, path loss exponents, etc. Such graphs show that in the limit of BS covering the plane (number of BS ), the distribution is a constant. Further, this limit is approached from above. In other words, (7) characterizes the performance of the shotgun cellular system independent of shadow fading for infinite systems and bounds it from below for finite systems.
For cases where closed-form solutions such as (7) are not available, we note that to accurately simulate the limit performance under shadow fading would require at least 1000 BS. Without shadow fading, 100 BS provides a performance estimate within a few tenths of a dB. Based on Fig. 1 , estimates without shadowing also estimate performance with shadowing. Therefore, even when simulations are necessary to estimate the shotgun performance, faster simulations with no shadowing and only a relatively few BS can estimate performance for any level of shadowing.
V. UPPER AND LOWER BOUNDS ON PRACTICAL SYSTEM PERFORMANCE
This section shows hexagonal and shotgun systems bound practical system performance, the difference in the bounds is small under typical situations, and in the limit of strong shadow fading all systems converge in performance to the shotgun system.
The hexagonal geometry is generally considered the ideal geometry for planar cellular systems [15] , [19] , [21] . Among BS placements, it yields the most compact geometry (i.e., ratio of cell radius to cell area). Thus, for a given coverage area per cell, the worst case user at the cell edge in the hexagonal cell will have (mean) signal stronger than any other geometry. For a certain number of CG, optimal CG assignments are known and such systems are generally regarded as having the best performance. Practical systems cannot achieve this ideal performance due to terrain, political, and economic constraints. These constraints cause cell system designers to deviate from hexagonal, to substitute lower performance alternatives such as square grids, or to abandon any regular grid and build cells as coverage and capacity needs dictate. In nonplanar terrain, the optimal geometry is not hexagonal (even if it is possible). Designers place BS to minimize the impact of systematic signal variations introduced by the terrain. But the performance falls below that of the ideal planar case. Thus, the performance of a hexagonal system on a flat plane upper bounds the performance we would expect in practice.
Practical system designers typically invest significant resources to plan and optimize their system within the above constraints. For these resources to have value, the performance of such systems exceeds shotgun systems that randomly distributes BS and CG. Worse performance is possible (for instance, by throwing away some of the CG to maximize interference). But this is a lower bound in the sense that any rational channel or spatial planning would only improve the shotgun system's performance. In the shotgun system, the underlying terrain is assumed planar. More realistic terrain is modeled by the log-normal shadow fading. But as seen in previous section, shadow fading has no affect on the shotgun system performance and we can use (7) as a lower performance bound. Thus, we conclude that we can use ideal hexagonal and shotgun performance as bounds on practical system performance.
Since hexagonal performance deteriorates with increasing shadow fading variance while shotgun performance is a constant. We might expect that the two performances converge in the limit of high shadow fading standard deviation. This effect is indeed shown in Fig. 2(a)-(c) for different number of CG and path loss exponents. The hexagonal performance is simulated while the shotgun performance bound is from (7). 3 In the plots, the hexagonal performance degrades quickly over the first 10 dB. Shadow-fading can range from 5 to 16 dB, with dB being typical in dense PCS systems 4 [7] , [10] , [22] , [23] . At 10 dB, the performance gap between the upper and lower bounds is a few decibels and narrows with increasing . This behavior is observed across a number of scenarios. For instance, in Fig. 2(d) we use the alternate channel access method described in Section VI-A to produce a similar plot. Since practical systems fall somewhere within these narrow bounds, we conclude that practical system performance is characterized within a few decibels by the shotgun cellular performance. 3 In Fig. 2(c) , the resulting C=I is less than 0 dB where (7) is not valid, and the shotgun results are from a single simulation at = 0. Also, only < 13 dB is shown since with the smaller ", signals attenuate less with distance and greater than 10 BS are required for the convergence at the large shown in Fig. 1 . 4 In large-cell cellular systems, = 8 dB is more typical [16] .
VI. CELLULAR DESIGN VARIATIONS
This section presents four different design variations: MS access method, sectoring, channel assignment algorithms, and hexagonal placement with deviations. The section finishes with results from applying the variations. These show the effect on performance, and demonstrate the utility and limitations of the shotgun system model for making predictions.
A. Access Method
The paper has so far focused on the MS choosing the BS that provides the best . This is not necessarily the BS with the strongest signal power. Obviously, choosing the best maximizes the MS . But not all air interface standards are capable of this strategy. For instance, early analog standards choose the BS with the strongest signal [17] . For clarity we call choosing the strongest BS the strongest strategy while the baseline strategy of choosing the BS with the best we call the best strategy. 5 This section looks at the performance loss incurred by the strongest versus best strategy, and shows the strongest can be much worse although it exhibits an independence to shadow fading like the best strategy.
Without shadow fading, the strongest BS corresponds to the closest BS. In hexagonal systems without fading, the closest BS is always the best BS, so that without shadowing the best and strongest strategies are the same. In the shotgun system, the access strategies are not the same. Considering just the nearest BS and the first interferer without shadow fading, (26) in Appendix V shows Prob (8) This is an upper bound on performance (it only considers one interferer). Comparing this upper bound for the strongest strategy to the best strategy in (7), we see that performance must be much worse. For instance, at the 95th percentile and , the with is less than 2.7 dB [cf. Fig. 2(b) ]. In order to raise this to 10 dB, more than 41 CG are required compared to 14 for using the best strategy.
Unlike for the best case, a simple closed form solution that extends to all interferers was not found. Interestingly, the results for the strongest case are also independent of shadow fading as shown in Fig. 2(d) .
B. Sectoring
So far, we have assumed that the BS use omnidirectional antennas. In sectoring, a BS employs multiple narrow-beam antennas, each facing a different direction. This reduces the potential interferers and improves the performance of cellular systems [6] , [17] , [21 p. 57] . In this section, we show that the analysis of sectoring in shotgun systems is particular simple and yields substantial improvements.
Assume, for simplicity, ideal sectors each covering 360/ degrees of the circle with perfect isolation between signals in each sector, and the vertical and horizontal radiation pattern is constant over the arc covered by the sector. Typically . Number the sectors sequentially around the circle, and let be the angle relative to a reference (e.g., North) of the division between the first and last sector. With independent random orientations, , and random assignment of the CG to each BS so that each sector has 1 CG, a BS has a probability of having any given CG facing the MS, i.e., this is identical to the shotgun system without sectoring, and so all of the results for the shotgun system apply.
Instead, let the BS agree on the orientation, , and agree to divide the CG into sets so that the first set can only appear in sector 1, the second in sector 2, etc., and then BS randomly choose a CG from each set for each sector. The density of BS that are showing a particular sector to the MS and have a given channel assignment for that sector is simply a scaling on the overall BS density. As noted before, such scaling is insignificant in random cellular systems, and so coordinating the sectoring has no effect. This somewhat surprising result was verified independently via simulation.
Although sectoring does not change the analysis of shotgun systems, every cell now has CG. In hexagonal systems, the CG are grouped and assigned at a time. In effect, the number of CG for the purpose of channel assignment is . In the vernacular of hexagonal cellular systems, sectors per cell increases the effective number of CG, , by a factor of for a given reuse number . In hexagonal systems, must be determined by simulation for each . For the shotgun system, sectors per cell directly increases the effective reuse by a factor of .
C. Channel Assignment
The shotgun system assigns both CG and BS locations randomly. The same CG can be assigned to nearby adjacent BS resulting in poor in the region between them. While BS locations might be dictated by terrain, political, and economic constraints, in most situations the CG can be assigned better than random. This paper does not intend to give a complete treatment of channel assignment. Many papers exist on the subject of channel assignment and its relationship to graph coloring [1] , [9] , [18] . The goal is to indicate the potential improvements due to better channel assignments.
Appendix VI discusses two channel assignment algorithms. The first is an assignment algorithm based on simulated annealing. The second is a simple algorithm that guarantees that nearest neighbors are not assigned the same CG. Although simpler, it provides half of the performance gains possible compared to the more complex algorithm. Because of the complexity of the simulated annealing-based algorithm, a method based on the simpler algorithm is used to estimate the complex method's performance and is described in Appendix VI. The simpler algorithm has a distributed implementation that makes it suitable for quick or ad hoc deployments. Since it provides half of the potential gains and is easily implemented for any BS geometry, it is recommended for use in its own right.
The gain in shotgun performance with nonrandom channel assignment is complemented by looking at the loss in hexagonal performance with random channel assignments. This will help disentangle the contribution of BS placement versus channel assignment.
D. Hexagonal Layout with Deviations
So far we have assumed that the BS in the hexagonal layout is perfectly aligned with a hexagonal grid. This subsection looks at designs that might build roughly to a hexagonal grid but place BS within some circle around the true grid point. This circle is sometimes referred to as a search radius, and we assume that the BS are placed uniformly within this circle. Conceptually, the BS are placed according to an ideal grid and CG are assigned normally. Then, the random deviations are added. Small search circles keep the co-channel interferers well spaced. Large search circles degenerate to the shotgun layout. In this way, we can characterize performance as a function of randomness.
E. Performance
This subsection presents performance results of the shotgun system under several different scenarios. The figures in this subsection explicitly show the signal quality ( level) versus spectrum efficiency (number of CG) tradeoff.
As a baseline case, we consider the at the 95th percentile for both the shotgun and hexagonal systems as a function of the number of channel groups. Shadow fading is dB, the MS uses the best access strategy, the shotgun uses random CG assignments, and antennas are omnidirectional (no sectoring). with and without channel assignment; and (e) increasing deviations from the ideal hexagonal layout. We first focus on the case of only one CG ( ). This is important for understanding CDMA cellular systems which reuse every channel in every cell. In the graphs, the upper bound HEX case and the lower bound SG differ by only 1 dB. It differs by more in the unrealistic no shadowing case, and in the sectoring case. The sectoring studied in this paper uses different CG in every sector. CDMA systems typically use the same CG in every sector. A proper study of the sectoring effects with one CG in every sector would require a more detailed antenna model. But we conjecture that the conclusion is the same: with only one CG, all manner of BS layout are about the same under shadow fading.
This statement suggests that both frequency and location planning are not necessary. In actual CDMA deployments (e.g., with the IS-95 CDMA cellular standard in the U.S.), a number of other parameters must be set for good performance (neighbor lists, pilot add and drop thresholds, etc.). These would be more difficult to set with random placements. Furthermore, soft handoffs [21] may be more prevalent in the random system reducing capacity. Further work will address these issues. Now we turn to the case. Fig. 3(a) emphasizes shadowing's strong detrimental effect on HEX performance. The dB shadow fading produces an 8-9 dB reduction in the HEX . The SG performance is independent of shadowing. In Fig. 3(b) , performance degrades for both the HEX and SG when the MS chooses the strongest BS rather than the BS with best . The HEX has 1.5-3 dB lower . The SG has 1 dB lower for 2 CG, while the gap increases to over 8 dB with 21 CG. As noted before, this has a strong detrimental impact on the number of CG needed to reach a given level with 3 times more channels needed to reach a dB at the 95th percentile. Sectoring provides large improvements to both the HEX and SG systems in Fig. 3(c) . The increases by 8-9 dB in both cases. The difference between the HEX and SG systems remains unchanged. Fig. 3(d) shows that adding either optimal channel assignment or optimal placement to the SG system increases by 0-2 dB. Adding both leads to a total improvement larger than either separately. This indicates that random disturbances to either placement or channel assignment can account for most of the HEX and SG difference. Fig. 3(e) shows the effect of increasing deviations from ideal on the HEX performance. Deviations up to half the cell radius produce less than 1 dB reduction in at the 95th percentile. This matches prior work in [14] and [26] that examined the at the 90th percentile. Deviations up to twice the cell radius produce less than 3 dB reduction in . All the reductions fit within the 2-6 dB difference between the HEX and SG performance. For , the difference between the HEX and SG systems is effectively eliminated. For larger , HEX performance clearly exceeds the SG performance. This follows since, for large , the deviations are small compared to the distance between co-channel BS in the HEX system. The deviations are relative to a uniform hexagonal grid. In practice, cell sizes vary with traffic. These variations effectively create much larger deviations than indicated by the search radius.
The comments so far have focused on the effects on the at the 95th percentile. Another important measure is spectrum efficiency-the number of CG to meet a given level. From the graphs, the SG system requires approximately 70% more channel to achieve the same level. The SG with the optimal channel assignment requires 40% more.
In summary, the difference between the HEX and SG systems ranges from 6 dB when to less than 3 dB when (typical of newer TDMA digital cellular) and down to 1 dB when (typical of CDMA cellular). Sectoring improves both the HEX and SG systems without changing the difference. The simpler strategy of having MS choose the strongest BS can lead to much worse performance. Nonrandom channel assignment closes HEX and SG performance gap by 1 dB. The gap for smaller is quickly closed with increasing deviations from the HEX ideal.
VII. DISCUSSION
This paper presented a novel look at cellular system design where BS are distributed randomly over the plane, a so-called shotgun system. This is argued to be a natural system to analyze as the limit of large perturbations to hexagonal grids or the limit of no-planning in an ad hoc system. As such, it provides a lower bound on performance we can expect in practical systems. The shotgun system model is simple enough that it yields a closed-form solution for the entire distribution. Further, this distribution is shown to have two important properties.
The first is that the distribution is independent of shadow fading. This is shown with empirical evidence, and we conjecture that this can be proven analytically. Thus, even when closed-form solutions are not available, a simple Monte Carlo analysis with no shadowing is sufficient for any level of shadowing.
The second property is that any system of BS layout and channel assignment reduces to the shotgun system in the limit of large shadow fading standard deviation, . Across several scenarios, the difference between the best hexagonal case and the shotgun case is less than 1 dB with dB. Thus, in highly variable environments, the random system is nearly as good as the best possible system. Whether this result can be shown analytically is an open question. In a typical environment with dB, the difference between the hexagonal and shotgun systems ranges from 6 dB when to less than 3 dB when (typical of newer digital TDMA cellular) and down to 1 dB when (typical of CDMA cellular). The shotgun system is applied to several different scenarios. Sectoring improves both the hexagonal and shotgun systems by 8 dB without changing their difference. The simpler strategy of having MS choose the strongest BS can lead to much worse performance. A nonrandom channel assignment closes the gap between the hexagonal system and shotgun systems by 1 dB.
The shotgun system is most similar to the hexagonal system in the cases of few CG, low required levels, and high signal variability. Cellular technology and applications are all heading in these directions which squeezes the possible performance range of system layouts. In these cases, deviations from the ideal HEX quickly close the performance gap. Given the cost of cell site planning, the possibility of placing sites at the cheapest locations, and the fact that practical system performance is already less than ideal, dispensing with planning may ultimately yield lower system costs. Whether this is true would depend on cellular implementation specifics and the random deployment's effect on total system cost and complexity.
The analysis in this paper focused on a relatively simple cellular model. Preliminary analysis shows that the major conclusions in this paper are valid even with more realistic models. Future work will solidify this assertion and consider factors such as the MS to BS path; system dynamics including handoff rates, blocking probabilities, and dynamic channel assignment; realistic antenna patterns; correlated fading models; and transmitter power control. Several empirical results yield simple conclusions. Further work would derive analytic proofs to these results.
APPENDIX I PROPERTIES OF RANDOM BS PLACEMENT
The shotgun cellular system distributes BS according to a two-dimensional Poisson point process. The average BS density is and the probability of a BS in a small area is . This appendix develops basic properties of this process.
If is the random variable for the number of BS in area :
In particular, if is a circular area of radius Prob
From an arbitrary point, the probability of BS within radius is given by (10) . Let be the distance from an arbitrary point to the th nearest BS to that point. The probability is Prob and
Taking expectations of (11) with respect to , the expected distance to the th nearest BS is (12) The approximation follows from Stirling's formula. A more general density follows from (11) for BS. For integers ordered so that and using the convention :
An important special case is when , , and . Then (14) Noting that , then for all :
This follows by substituting , then substituting , and then integrating using 3.382.4 followed by 6.451.2 in [13] . These results are used several times through the paper.
APPENDIX II COMPUTING PERCENTILES VIA SIMULATION
This appendix details this paper's simulation method. The distribution is computed by repeatedly generating cellular layouts, placing an MS, and measuring the of this MS, each repetition representing a trial. Each trial is generated independently of the others and repeats the following steps with options and parameters chosen from Section II.
• Create a cellular layout with BS centered on the origin.
• Assign one of CG to each BS.
• Place the MS.
• Compute the signal strength between the MS and every BS using path loss exponent , and shadow fading standard deviation, .
• Compute the for the MS. We detail each of these steps in turn. BS are placed either randomly or according to a hex grid. For the random layout, without loss of generality, the MS can be placed at the origin and BS placed in circular coordinates around the origin. Using (13) and Bayes rule, the distances to the nearest BS are chosen iteratively using the density: (16) where the first BS is at and . For each , an angle is chosen uniformly from . For the hexagonal grid, BS are placed in a hexagonal grid with one BS placed at the origin, and the BS nearest to the origin are retained. The hexagonal system assigns CG using standard rules [15] , [19] , [21] . The shotgun system assigns CG either uniform randomly or according to the channel assignment algorithm in Appendix VI. The shotgun cellular system places the MS at the origin. The hexagonal system uniformly distributes the MS in the hexagonal cell around the BS at the origin. The remaining elements are computed in a straightforward manner.
The simulations estimate measurement errors as follows. Let the distribution and density be denoted and . The simulation results are percentiles from the distribution. Given fraction (e.g., for the 95th percentile), the simulations in this paper estimate . Given trials sorted from (smallest) to (largest), the estimate is where . As this statistic is consistent with mean , and standard deviation given by [20] (17)
The last factor we estimate using the slope at (18) where . For instance, when and , and . The experiments use , and
. At dB for all experiments and for clarity error bars are not plotted. Based on Fig. 1, and preliminary experiments, has less than 0.1 dB difference from larger size systems so that the simulated performance is effectively for cellular systems covering the plane. Appendix VI uses in some cases due to computational limits, and so the plots there include error bars.
APPENDIX III SHOTGUN SYSTEM DISTRIBUTION
This appendix derives the distribution for the shotgun cellular system in the limit of infinite number of BS, no shadow fading, and only one CG. Suppose that we want to compute the distribution considering only the nearest BS and ignoring all other BS denoted Prob . This is optimistic with the correct distribution only in the limit of . To get Prob , we integrate (13) over the set and (19) so that
Prob (20) where (21) For (note the limits for ), substituting and for into (20) yields two results. The first is that the distribution is independent of . This is as expected since ratios of distances do not depend on the distance scale. The second result is that Prob Prob (22) This implies that by computing Prob once, the entire distribution can be computed for a given . Numerically integrating (20) for different and taking limits yields Fig. 4 for different . As with any cellular system covering the plane, communication is impossible when the path loss exponent is less than or equal to 2. Conversely, only improves with greater attenuation.
APPENDIX IV THE EFFECT OF SHADOWING
This appendix derives a closed-form solution to the distribution for the two nearest BS with only one CG under shadowing. Multiplying or dividing independent log-normal variables produces another lognormal variable in which the means and variances in decibels are added. Shadowing multiplies the numerator and denominator of the ratio in (3). With only one interference term in the denominator, the net effect is a Fig. 4 . Factor, K = ProbfC=I > 1j"g, for computing C=I distribution as a function of " in (22) .
single shadowing variable with variance equal to the sum of numerator and denominator shadowing variances. Thus, the net received consists of the product of two random variables, , the carrier to interference ratio without shadowing, and , the shadowing factor. The density of is given by (1) using a standard deviation of , The cumulative distribution for is given by (4) .
It is possible that shadowing makes the further BS stronger than the nearer BS. The effect could be so strong that by choosing the further station, the is high enough for communication. Thus, the set of and that yield are where and subject to the constraint that . Pictorially this is shown in Fig. 5 . Integrating yields Prob (23) Not a lot of insight can be gathered from staring at this equation other than to note that when or it is 1. Requiring simply means that either the nearest or next nearest is larger than the other. Large implies that with high probability, lies in regions I, II, or III in Fig. 5 . As in (4) and (5), this result can be extended to more than one CG.
APPENDIX V CHOOSING THE STRONGEST BASE STATION
In this appendix, only two BS are modeled, and we compute the distribution when the MS chooses the strongest BS. Choosing the strongest BS with no shadowing means that we take the first BS from any CG, and then choose the next strongest BS from the same CG. Let the CG be assigned randomly to each BS with the probability of assigning CG to a BS. Let be the distance from an arbitrary point to the th nearest BS from CG . Let be the event that the first BS is from CG and note is the probability of this event. Following (10) and (14) from Appendix I and noting that the density of BS from CG is 
APPENDIX VI TWO CHANNEL ASSIGNMENT ALGORITHMS
This appendix presents two algorithms for assigning one of CG to each BS. The first algorithm is computationally expensive and indicates performance with an optimization algorithm. A second, simpler algorithm is presented that we use to estimate performance with the more complex algorithm. This latter algorithm has merit in its own right since a distributed implementation is possible. In principle, the algorithms could be applied to the hexagonal system. Since simple optimal assignments exist, these algorithms are only used in the shotgun case.
Channel Assignment Based on Optimization
The first algorithm is a stochastic optimization algorithm related to simulated annealing and genetic algorithms based on the population-based incremental learning (PBIL) algorithm [1] . This is just one of a number of possible simulated annealing-type algorithms, and the details are included here simply for completeness. The algorithm starts with a uniform distribution of channels for each BS. A population of random channel assignments is chosen from the distribution. Each assignment is evaluated with an objective function. The channel distribution for each BS is biased toward the assignments in the best member of the population. A new population is chosen and the process repeated. Some care must be taken so that the distribution does not converge too quickly. A lower probability limit is set so that every channel has at least this probability of being chosen. This limit is initially set high and slowly reduced.
The objective function used for this problem is based on the interference between nearest neighbors defined as follows. Given BS, a function which indexes the th BSs th nearest neighbor, the Euclidean distance between the th and th BS, an integer , and a set of channel assignments to the BS, , the objective function is (27) where if the arguments are equal and zero otherwise. This objective has a minimum of zero if the closest neighbors to every BS have a different channel assignment. Violations to this are weighted in (27) so that the penalty for co-channel assignments are proportional to their BS-BS co-channel interference.
Using this objective function, pseudocode for the algorithm is listed in Fig. 6 . The optimization parameters used throughout the paper are chosen by a grid search over possible values and are also given in Fig. 6 . The number of nearest neighbors, , is also a parameter. Experimentally, if , a noninterfering channel assignment could be found quickly with probability greater than 99.5%. A noninterfering channel assignment is never found for , although performance improved. is used in the experiments since larger produced only minimal performance gains while incurring computational penalties.
Given the parameter choices, the complexity of the algorithm is . For 200 BS, 8 colors, and 10 000 trials, this algorithm required several days on a 300 MHz Sun workstation. Scaling to the 10 000 BS used in the experiments would have involved tens of weeks. This led to using the simple coloring algorithm in the next section.
A Channel Assignment Algorithm Based on Nearest Neighbors
A simple assignment algorithm that works well with this problem is presented. For two CG we use the following theorem.
Theorem: Two colors can always color any set of points so that a point and its nearest neighbor always have different colors. No particular metric is assumed here as long as the nearest neighbor is unique.
Proof: The nearest neighbors induce a directed (not necessarily connected) graph with nodes corresponding to the points and edges connecting from a node to its nearest neighbor. Thus all nodes have out-degree 1. Nodes are colored as follows. Choose the two nearest points in the graph. They must be connected to each other. Choose one as a root. A tree is grown as follows. By construction, connections from nodes already in the tree connect to other nodes in the tree. Thus any node adjacent to the tree must be directed toward the tree. Adding adjacent nodes one by one by induction forms a tree with all nodes having a unique directed path toward the root. When no more nodes are adjacent, the tree can be colored with two colors starting at the root and colors alternating with levels. Remove the tree's nodes from consideration and a new tree can be grown with the remaining nodes that were not connected to previous trees.
Q.E.D. The method can be extended to more than two CG. Let the number of CG, , be even. Randomly assign the CG to the BS. Partition the CG into pairs. For each pair, treat the subset of nodes with this pair's CG independent from the other nodes, and reassign the CG pair according to the theorem.
While the channel assignment complexity is linear in , the number of BS, the overall complexity is dominated by the complexity of finding the nearest neighbors within each color pair. We describe a simple distributed implementation. Every BS determines its nearest neighbor based on signal strength. Two BS know they are at the root of the induced tree if they are nearest neighbors to each other. The two CG are assigned to these BS. After this initial stage, the assignment proceeds in rounds. In each round, the unassigned BS probe their nearest neighbor. If the neighbor has a channel assignment, the BS assigns itself the other CG. Otherwise, the BS waits. These rounds continue until all BS have a CG. Since at least one BS is colored in each round, no more than rounds are needed. In practice, the process completes in half a dozen rounds. Fig. 7 shows the performance of the random, two-color, and optimization based channel assignment for 200 BS and 8 CG. We note three observations. Channel assignment yields larger improvements without shadowing than with shadowing (3 times more). Channel assignment yields larger improvements when the MS chooses the strongest CG than when it chooses the CG with the best (2 times more). Finally, the improvement with the optimization is always at least twice as much as the improvement with the two-color method. These observations are typical of several experiments with different numbers of BS and colors. The latter observation we use for an important simplification in our experiments. Let , , and be the performance in decibels with random, two-color, and optimization channel assignment for a given experiment. Since is computationally limited, we estimate (28) Given the above observation, this estimates performance with an optimal channel assignment.
Estimating Performance of an Optimal Coloring

