Deep convolutional neural networks have contributed much to various computer vision problems including object detection. However, there are still many problems to be solved. Scale variation across object instances is one of the major challenges for object detection. In this paper, we propose a multiscale receptive field detection network (MS-RFDN), a one-stage approach to detect objects of different scales in the image. The proposed network combines predictions of different scales from feature maps of different scales and receptive fields. To generate s scale-specific feature maps in specific layer, we design a scale-specific concatenation module (SSC module). This scale-specific feature maps are merged from the dense block and dilated block, which has the same size of the receptive field. Through our multi-scale layer network structure and scale-specific feature maps, our model has a significant improvement in small object detection. On the VOC 2007 test dataset, our method almost achieves the effect of the state-of-the-art onestage methods, which confirmed the effectiveness of our model.
I. INTRODUCTION
In recent years, a lot of progress has been made in object detection due to the emergence of deep convolutional neural networks (CNNs). Current start-of-the-art object detection systems are mainly implemented by the following two methods: the one-stage approach and the two-stage approach.
In the two-stage approach, the first stage generates a sparse set of candidate object locations and the second stage classifiers each candidate location as one of the foreground classes or as background classes. Mainstream twostage methods include Faster R-CNN [2] , R-FCN [3] , Mask R-CNN [3] . While in the one-stage approach, it just use a single feed-forward convolution network to directly predict class and anchor offsets without requiring a second stage per-proposal classification operation. Mainstream one-stage methods include YOLO [1] , SSD [6] , RetinaNet [5] . However, no matter which method we use, an inevitable issue lies in handling scale variation. SINIP [7] has proved that CNNs are not robust to changes in scale by evaluating the performance of different network architectures for classifying small objects on ImageNet. Since the CNNs are not sensitive to the The associate editor coordinating the review of this manuscript and approving it for publication was Jingchang Huang . scale of the object instances, which impedes the effect of the detectors, especially for very small or very large objects.
To alleviate the problem arising from scale variation, multiple solutions have been proposed. At a time when the CNNs are not as popular as they are now. Multi-scale image pyramids is the common approach to solve the scale-variance problem. Image pyramids use the brute-force data augmentation to improve the scale-invariance capability. Even now this approach is also popular in both hand-craft feature based method and deep CNN based methods. But actually the CNNs are not robust to changes in scale. SNIP [7] proposes to train and test detectors on the same scales of an image-pyramid, which using a scale normalization method to selectively trains the objects of appropriate sizes in each image scale. Nevertheless, image pyramids would take up a lot of time and space in the inference stage which makes the image pyramid methods infeasible in practical application.
Another commonly used method makes full use of the hierarchy of CNNs to reduce the cost of computing. The CNNs compute a feature hierarchy layer by layer, and with sub-sampling layers the feature hierarchy has an inherent multi-scale pyramidal shape. The SSD [6] attempt to use the CNNs pyramidal feature hierarchy, which detects objects of different scales at each feature layer. In [9] , it proposes VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ FIGURE 1. Multi-Scale Receptive Field Detection Network for detecting multi-scale objects in images. Multi-scale layers are designed and each scale-specific feature maps are merge from the dense block and dilated block. Furthermore, each layer has specific anchor boxes to mask like YOLOv3. The final feature maps from multi-scale layers will be sent to the detection network to do the classification and box regression.
the scale-dependent pooling to improve detection accuracy by exploiting appropriate convolution features depending on the scale of candidate. Strong evidence shows that the highlevel feature layers have more semantic information, while the low-level feature layers have more location information. FPN [8] consolidates the high-level feature and low-level by a top-down pathway and lateral connections. In the later research, many works [26] are based on this ideas that lowlevel features are more suitable to characterize object with small-scale object while high-level features are appropriate for objects with large-scale object. In addition to the above two mainstream methods, dilate convolution and deformable convolution is used to construct different sizes of receptive fields to detect scale-variance object. Using large receptive fields to detect large object while small receptive fields for small object.
As previously mentioned, most of the object detection frameworks deal with the challenge of scale variation by constructing feature maps of different size of receptive field. Most object detection frameworks extract feature maps with the different size of receptive fields through convolution and pooling operations. Recently, TridentNet [10] proposed a new idea that it construct feature maps with the different size of receptive field by the operation of dilated convolution. So inspired by those ideas, We attempt to construct scale-specific feature maps with the similar receptive field through different ways and then concatenate on the channel for detecting.
In this paper, we attempt to address scale variance and propose a new CNN architecture for an accurate and efficient object detection in images. The structure of the entire framework is shown in Figure 1 . Similar to feature pyramids, we utilize multi-scale feature maps from different layers and detects objects of different scale at each feature layer. Unlike the current mainstream one-stage detection network, we do not use the feature maps extracted by the backbone which designed for object classification task are not representative enough for the object detection task. At each specific feature layer, we add a SSC module to create scale-specific feature maps, which is used the subsequent detection network. Finally, we conduct experiments on the Pascal VOC datasets and achieve a mAP of 78.72, which almost achieves the effect of the state-of-art one-stage framework.
To sum up, our contributions are listed as follows:
• We propose a novel framework to deal with scale variation for object detection. It can achieve a mAP of 78.72 on the Pascal VOC dataset, which almost achieves the effect of the state-of-art one-stage framework.
• We make some improvements to DenseNet, make the change of the receptive field as smooth as possible. It would retaining as much edge information as possible, which would be helpful for the performance of the object detection.
• We propose scale-specific concatenation module to generate the scale-specific feature maps for the specific feature layer. This scale-specific feature maps are merged by feature maps with the same size of receptive field extracted by different ways. After our experiments, it can improve the detection effect by about 0.8% to 1.0%.
II. RELATED WORK A. BACKBONE
Since AlexNet [11] won the 2012 ImageNet classification competition, deep CNNs began to fully occupy the field of computer vision. VGGNet [12] and Inception model [30] explored the relationship between CNNs depth and its performance. Their result showed that increasing the depth of a network could significantly increase the quality of representations. ResNet [13] solved the diffusion of gradients through the use of identity-based skip connections. This is the basis for building a deeper neural network. DenseNet [14] designed the dense block, which not only reduces the amount of parameters of the entire network, but more importantly connects all the layers directly under the premise of ensuring the maximum information transmission. High-level features directly retain some information of low-level features.
B. FRAMEWORK FOR OBJECT DETECTION
Before the emergence of CNNs, most of us use the hand-craft feature [32] , [34] and traditional classifier, such as support vector machine(SVM) [25] , for object classification. And the basic sliding window strategy for object localization. The deformable part model(DPM) [24] has been the state-of-art object detector at that time. In 2014, Grishick et al. [15] propose the R-CNN framework which is the first one to apply CNNs to the object detection. This greatly improves the accuracy of detection and shift the direction of object detection to CNNs. To reduce the redundant computation of feature extraction in R-CNN [15] , Fast R-CNN [16] and Faster R-CNN [2] put forward successfully. To further improve the efficiency of Faster R-CNN [2] , R-FCN [3] constructs a position-sensitive score maps through fully convolution network [33] .
In recent years, the one-stage methods have become popular, which is represented by YOLO [21] and SSD [6] . It aim to be more efficient by directly regress the coordinates of object and classify the category of the object. RetinaNet [5] proposes the new focal loss to address the extreme class imbalance which is a common problem in one-stage detectors.
C. TRICKS FOR SCALE VARIATION
In [35] , it pointed out that scale imbalance occurs when certain sizes of the objects/input bounding boxes are overrepresented in the dataset, such as ImageNet [17] , COCO [18] or Open Image Dataset [31] . At the past time, most of us do brute-force data augmentation to obtain multi-scale image pyramid. It does improve the accuracy of the detection network. SNIP [7] proposed a new training approach, scale normalization for image pyramids. To minimize the domain shift caused by the classification network during training. SNIP only back-propagate gradients for anchors that have a resolution close to that of the pre-trained CNN. Although using such a training method can bring about a small improvement, there is no doubt that this is at the expense of increasing the time and memory of training and inference stage.
In addition to the image pyramid method, many object detectors have some tricks for dealing with scale variation. Faster R-CNN [2] introduced region proposal network(RPN) to obtain region proposal achieve an end-to-end object detection framework. RPN [2] has multi-scale anchors. Instead of ''Pyramid of Filters'' this algorithm has ''Pyramid of Anchors''. The SSD [6] extracts feature maps of different scales for detection, the low-level feature map can be used to detect small objects, and the high-level feature map is used to detect large objects. Moreover, SSD [6] used a prior box of different scales and aspect ratios for detection, which is the same as the anchors in the Faster R-CNN [2] . FPN [8] introduce a top-down pathway and lateral connection to enhance the semantic representation of low-level features at bottom layers and predict in different layers, which is one of the most popular approach to solve the scale variance. M2Det [19] enhances the feature hierarchies and propose multi-level feature pyramid network to recombine and fuse features at different scales. Recently, TuSimple proposes the novel network, TridentNet [10] . It construct a parallel multibranch architecture in which each branch shares the same transformation parameters but with different receptive fields, which provides new idea for dealing with scale variance.
III. METHODOLOGY
In this section, Firstly, we would like to introduce the architecture of the proposed MS-RFDN, which would make us have a general understanding of the components in the framework. Then, we would introduce the base network which is our feature extraction network component. We use the improved DenseNet as the backbone of our model. Next, we propose a scale-specific concatenation module to merge feature map with the similar size of receptive field by different ways. This module is simple-yet-effective to implement and work well with DenseNet and other backbones. Finally, we would give a detailed introduction to some of the tricks used in the training and inference stage.
A. THE ARCHITECTURE
The architecture of MS-RFDN is shown in Figure 1 . Inspired by SSD, the best two one-stage detectors, we also design a multi-scale layer network structure. Unlike SSD, we would not do detection at every layer, which would no doubt greatly increase memory and computational complexity. we choose a layer of specific scale for detection. We choose the feature map downsampled 8 times, 16 times, 32 times to do the detection, which is consistent with YOLOv3. However, our framework have great difference from the Darknet. The Darknet downsample the feature maps to 32 times and then upsample them to 16 times and 8 times and finally merge the feature maps of the same size extracted previously. Although the features extracted in this way have a strong representation, it would have more memory and computational cost. So we directly use the feature map downsampled 8 times, 16 times, 32 times to do the detection. In order to make up for the lack of robustness for the feature map, we would select a backbone which could extract more robust features.
B. BACKBONE
As described in Section III-A, on the selection of the feature extraction network, the criteria is that the features are more robust and the complexity of the network is lower. Based on the above considerations and the results of the comparison experiment. We choose the DenseNet-121 as our backbone to extract the feature. DenseNet has many very powerful advantages over other networks. One of the excellent point is that it connects all the layers directly under the premise of ensuring the maximum information transmission, which makes highlevel features directly retain some information of low-level features. In stage one, DenseNet use a convolution layer with kernel size 7 × 7, resulting in the size of receptive field grow too fast. In order to make the change of the receptive field gentlely, we attempt to replace the input 7 × 7 convolution layer, stride = 2 into three 3 × 3 convolution layers. One of them has a stride equal to 2 and the other two stride equal 1. It not only raise the depth of the network, but also reduce the parameters of the network while ensuring to obtain the same size of the receptive field. The improve DenseNet structure is shown in the Table 1 . Experiments have been done to prove that the improved DenseNet-121 is more suitable to handle the scale variance comparing with other feature extraction network.
C. SCALE-PECIFIC CONCATENATION MODULE
The aim of SSC module is to construct feature map with the similar size of receptive field by different ways for each specific feature layer. The scale-specific concatenation module consists of 2 parts, one is the dilated block and the other is the operation of concatenation. The dilated block is composed of three stacked dilated convolutional layers with kernel size 3 × 3 stride 1, dilated rate 2. The operation of concatenation just concatenate feature maps on the channel. Inspired by YOLOv3, we utilize the feature downsampled 8 times, 16 times, 32 times by the backbone to detect objects of different scales at each feature layer.
Taking the feature extracted by dense block 2 as example, for a single dense block in the bottleneck style, which consist of BN-ReLU-Conv(1 × 1)-BN-ReLU-Conv(3 × 3). In DenseNet-121, there are 12 bottleneck layers in the dense block 3. Since the convolutions with kernel size 1 × 1 does not affect the receptive field, stacking 12 convolutions with kernel size 3 × 3 would increase the receptive field by 25. As the Figure 2 shows, in the scale-specific concatenation module, it reuse the feature of concat6 followed dilated block. It would also increase the receptive field by 25. Then we concatenate the feature map obtained by the dense block and the feature map extracted from dilated block, due to the feature maps gained by the two methods have the similar size of the receptive field. The joint feature maps would have the double numbers of the channel. We then add a few more convolutional layers to process those combined feature maps to change the number of the channels back to the original.
In fact, we could also not reuse the feature map from the concat6, but directly use the output feature map from the transition layer1 by stacking six dilated convolutions to get the feature map with similar receptive field. Detailed ablation experiment can be seen in Section IV-B
D. SOME TRICKS FOR DETECTION
Our model uses the same predefined anchors as YOLOv3. There is a general problem with the detectors of anchor mechanism, which is the foreground-background class imbalance. Describe the process of the SSC module with the example of the dense block. Take out the feature map of concat6 in the dense block2 as input for dilated block. After three dilated convolution, we could obtain the feature maps with the same size of receptive field as the conv3. Then concatenate the two kinds of feature maps and the number of channels becomes double. Finally we add a few more convolutional layers to change the number of channel back to the original.
Fortunately, focal loss can effectively alleviate class imbalance. We apply focal loss to our class loss function. Furthermore at the stage of the inference, we would get the bouning box from three scale layer. We then use the soft-NMS [20] to increase recall rate and reduce false positives. These proven techniques would help us improve the effect of our model.
IV. EXPERIMENT
In this section, we conduct experiments on the Pascal VOC dataset that has 20 object categories. We perform training on the union of the VOC 2007 trainval and VOC 2012 trainval and testing on the VOC 2007 test set. For evaluation, we use the common standard mean average precision(mAP) score. To demonstrate the robustness of our model at different scales, we will also show the value of mAP at different sizes of the bounding box.
A. THE PLACEMENT OF CONVOLUTION WITH STRIDE 2
In order to better reflect the scalability and robustness of the backbone, we abandon the usage of the pre-training weights and adopt training from scratch method like the Scratch-Net [22] . And in this experiment, we don't consider multiscale layer, only use the feature map of the last layer output in the network for detection. The input images are all resized 416 × 416, which is the same as the YOLOv3. At the stage of training, we set the batch size to 16 for training on 2 GPUs. We set the learning rate to 0.001 and choose Adam as our optimization method. Firstly, we explore the location of convolution layer with kernel size 3 × 3, stride 2. The results are shown in Table 2 . As seen in the table, the best results could be achieved when the convolution layer with stride equal to 2 in the middle position. So in all subsequent experiments the convolution layer with stride equal to 2 is set in the middle position.
B. BACKBONE SELECTION
We attemp to change the backbone of the model to VGG-16, ResNet-101, ResNet-152, MobileNet-128 and DenseNet-121, DenseNet-169, DarkNet-53 to prove the advantage of our backbone. We still did not use the weight of the pretraining and train from scratch during this part of the experiment. We show some important indicators in Table 3 . As can by seen from the table, MobileNet has little improvement on mAP, but its architecture is very light-weight. FLOPs, the number of float-point operations, is a widely used metric for the computation complexity. MobileNet has only 0.32 GFLOPs and 3.5 million parameters, which is far below other backbones. DenseNet seems to perform better than ResNet in our architecture. I guess the reason is that We directly use the feature maps for detection which are downsampled 8 times, 16 times and 32 times. Owing to the dense connectivity and feature reuse, The features extracted by DenseNet would be more robust than the ResNet. And DenseNet-121 is more light-weight than other detector's backbone, such as DarkNet-53, which is the backbone of YOLOv3. Furthermore compared with DenseNet-169, The effect of detection has been slightly improved by using deeper network. But the GFLOPs and the parameter of DenseNet-169 is around 1.5 times more than DenseNet-121. We choose DenseNet-121 as our backbone by considering a good accuracy-FLOPs trade-off scheme. DenseNet-121 is really suitable for handling some detection problems. And replacing the 7 × 7 convolution layer in conv 1 to three 3 × 3 convolution layers also slightly improved the detection results. We have the reason to believe that the use of larger convolution kernels size in the detection task may loss much image information, which would result in a decrease in the effect of the detection, especially for small objects.
C. NUMBERS OF DILATED CONVOLUTIONS
In the SSCM module, the number of dilated convolutions is optional. we conduct ablation study to explore how many dilated convolutions are needed for SSCM. Here we only use the dense block3 and SSCM for detection, and set the dilated convolutions from 0 to 12 in dense block. The results were shown in the Figure 3 . When the number of dilated convolutions grew under 3, the performance of the MS-RFDN has great progress. And when the number between 3 and 6, the performance becomes stable. While the number grew beyond 6, the performance has a little drop. Therefore, we Table 4 shows the results on the Pascal VOC 2007 test using different components. In this experiment, we set up three multi-scale layers as described earlier and train from scratch. As you can see that multi-scale layer can increase by nearly 2.5 percentage point compared to the previous single scale layer. Furthermore, we also tried to remove the operation of concatenation, and directly use the feature map generated by the dilated block for detection. From the results, we can see that the performance of the detector has declined. From the data in the table, we can see that after using the SSC module, the effect of the detector to detect small objects has been improved, such as boat, bird, cat and so on. In general, the SSC module has merge the scale-specific feature maps which have the same size of receptive field generated by different methods. It would endowing our network the same representational power for all objects of different scales, which can improve the performance of detection.
D. EFFECT OF FEATURE SCALE-SPECIFIC CONCATENATION MODULE

E. COMPARE WITH THE STATE OF ART
We evaluate our model in the VOC 2007 test dataset and compare the results to recent state-of-the-art one-stage model. Different from the previous experiments, we add the weights of pre-training of the backbone. This made the mAP improve by around 2%. The results were shown in the Table 4 . It can be seen that our framework has a great improvement in accuracy compared to YOLOv2 and SSD300. Our results are slightly better than SSD512(78.72 vs. 78.60) and a little bit worse than YOLOv3(78.72 vs. 79.12). And from the perspective of speed, the inference time of our model could not increase a lot by adding an additional SSC module. It only takes 15ms longer than YOLOv3. As can be seen from the table, our model keeps the inference time not increasing rapidly with a large increase in mAP. So our model has consider a good accuracy-speed trade-off scheme. To demonstrate the improvement of our model in dealing with the problem of scale variation. We designed a more detailed experiment on the VOC 2007 test dataset. In the Figure 4 , It shows the area distribution of ground truth for 14976 candidate bounding boxes in the test set. It can be seen that the bounding box in the test set is mainly concentrated between 20 2 and 100 2 . The precision and recall of our model under the different sizes of bounding boxes is shown in Figure 5 . Our model has a significant improvement in the recall rate of small objects despite the sacrifice of the precision of the large boxes.
V. CONCLUSION
In this paper, we propose a novel framework MS-RFDN aimed to alleviate the problem arising from scale variation. In the experiments, it can achieve good results and the detection for small object has been improved a little. However, as we added a new module, called SSC module, the memory and FLOPs of the entire model have increased. So our next work is to study how to make our model lighter while keeping the accuracy of our model.
