ABSTRACT Head-related transfer function (HRTF) plays an important role in three-dimensional spatial sound system. However, the direct application of a large amount of original HRTF data would involve a great deal of computational burden, especially for high-spatial-resolution individual HRTF. To address this problem, we propose a novel compression method (called TT-Tucker) combining Tucker model with tensor train decomposition based on a 5-order HRTF tensor model developed in subspaces of an ear, subject, azimuth, elevation, and frequency. Lots of HRTF data can be decomposed into several low-parametric factors representing the key spectrum information of HRTF by capturing the hidden interactions among different subspaces. To evaluate the reconstruction performance, the numerical experiments were conducted on the CIPIC HRTF database. Under the same compression ratio of nearly 98%, the results suggest that the proposed method has a better performance in spectral distortion and signal-to-distortion ratio than that of the usual tensor method and the standard method principal component analysis (PCA). Moreover, the subjective listening test shows that the TT-Tucker method performs better in that, the compressed and reconstructed HRTF is closer to the original HRTF in the sound localization similarity.
I. INTRODUCTION
Head-related transfer function (HRTF) has recently been applied in virtual auditory system, binaural hearing and sound localization technology, etc., [1] , [2] . The virtual sound image at any random position can be produced by the synthesis of the HRTF and a sound signal, which enables the listener to perceive the sound from any direction angle in virtual space through headphones. HRTF is defined as an acoustic transfer function from the sound source to the ear canal of a human listener [3] . Head-related Impulse Response (HRIR) represents the impulse response function of HRTF in time domain, which contains spatial information related to the sound source localization such as the interaural time differences (ITD) and interaural level differences (ILD). Each individual has his own unique HRTF due to the differences in physical diffraction and reflection properties of ear pinna, human heads and torsos. Besides, HRTF varies with frequency, the direction (including azimuth and elevation) and
The associate editor coordinating the review of this manuscript and approving it for publication was Avishek Guha. distance of sound source [3] . A common and accurate way to obtain individual HRTF data is experimental measurement. The experiment process is very complicated and strict. When the sound source is played at a certain position from the r distance of the head center of the subject (i.e., a real person or dummy head) in an anechoic room, the resulting impulse signals with known spectral features are recorded using small microphones placed in the left and right ear canals [4] . The procedure need to be repeated many times in order to obtain HRTF or HRIR data in more directions for more subjects. That's how some public HRTF databases are generated. However, HRTFs compression data obtained through general compression methods are still exponential and too complicated to be applied. Thus, it is necessary to compress HRTF data to simplify the calculations in the HRTF applications [5] , such as interpolation and personalized customization.
Kulkarni et al. [6] performed psychoacoustic experiments and found that the human ear can hardly distinguish the original HRTF and the reconstructed from a minimum phase model of HRTF. That is, the HRTF commonly approximated by a minimum phase function followed by a pure time delay is a perceptually valid description. Then some method to compress HRTF dataset can only be effective in the magnitude components. Principal components analysis (PCA) is a common method reducing the dimension of HRTF data. The original HRTF magnitude functions are decomposed into a weighted sum of a series of basis functions, with only several main basic functions left to reconstruct the HRTF. Kistler and Wightman [7] proposed a HRTF matrix model based on PCA; Wang et al. [8] applied PCA and vector quantization jointly in reducing the size of HRTF data. Liang et al. [9] compared the reconstruction performance of PCA on linear and logarithmic model and demonstrated that the former is better than the latter. PCA can effectively compress the HRTF described as vectors or matrices, whereas this is only a two-dimensional analysis and consequently may cause the loss of the multidimensional structure information of HRTF dataset. To address this problem, Grindlay and Vasilescu proposed a multilinear (tensor) model depending on subject, sound source direction and frequency, aiming to obtain individual HRTF based on regression and N-mode SVD [10] . Rothbucher et al. [11] constructed a 3-order model (azimuth, elevation and time) and reduced the dimensionality of HRTF using multiway array analysis; with the same 3-order model, Huang and Li compressed the HRTF data using Nonnegative Tensor Factorization (NTF) [12] . Son [13] constructed a 4-way HRTF tensor model to analyze and compress HRTF. Based on these previous research, a conclusion can be made that tensor can effectively describe the multiway HRTF data and capture the potential correlations among different variables.
Recently, many studies about compressing HRTF data based on a 3-order or 4-order tensor model have mainly focused on tensor-SVD or high-order SVD (Tucker). However, little attention has been paid on other tensor-based methods. Tensor Train (TT), also named Matrix Product State(MPS), is a classic example of tensor networks, which can be used to compress large-scale data in order to solve the problem of the curse of dimensionality (i.e., the number of elements of high-order tensor scales exponentially with the number of orders) [14] , [15] . TT has been widely applied in signal processing [16] in recent years. Wang et al. [17] combined the support vector machine with tensor train to compress and classify in big data; Bengua et al. [18] proposed an efficient low-rank tensor train completion to recover color image and video.
Motivated by these work, this paper develops a 5-order HRTF tensor model in ear, subject, azimuth, elevation, and frequency dimensions to represent the multidimensional HRTF data, and proposes a low-rank tensor approximation method (called TT-Tucker) with Tucker and Tensor Train decomposition to analyze the multidimensional hidden features of HRTF and reduce the size of HRTF data. The 5-order original HRTF tensor with magnitude functions were decomposed into several factor feature matrices with a single core tensor by Tucker decomposition; in this process, the key is to exploit the correlations and characteristics among the subspaces of frequency, azimuth, elevation, subject and ear and find out the number of dimensions for those subspaces. This number of dimensions, called the optimal n-mode rank, can be approximately determined by Minimum Description Length (MDL) criterion [19] in this paper. Although Tucker decomposition has reduced the HRTF data size greatly, the core tensor of HRTF still consumes a lot of memory with exponential data. Then the single core tensor of HRTF was further decomposed into several lower-scale cores (3-order tensor factors) in order to better compress HRTF data. A purely additive combination of these parts can approximately reconstruct the original HRTF. Compared with the normal Tucker [13] and the standard PCA [8] , the proposed method could perform better in terms of the objective metrics and subjective listening test.
The rest of this paper is organized as follows: Section II elaborates on the preliminary tensor algebra used in this paper. Section III describes the proposed HRTF tensor model and Section IV details the TT-Tucker compression method.
After showing the parameters setup and experimental evaluation metrics in Section V, we give the results and discussions of the proposed HRTF compression method in Section VI. At last, we conclude this paper in Section VII.
II. PRELIMINARY TENSOR ALGEBRA A. BASIC TENSOR OPERATIONS
A tensor is a multi-way array, which represents an element of N-way multifactor space. The order of a tensor is the number of dimensions, also known as ways or modes [20] . In this paper, scalars are denoted by lower case letters e.g., x; vectors are denoted by bold lower case letters e.g., x; matrices are denoted by bold upper case letters e.g., X; tensors are denoted by boldface Euler letters, e.g., X . The mode-n unfolding, also named flattening or matricization, is the process of reordering the elements of a tensor X ∈ R I 1 ×I 2 ×···×I N into a matrix X (n) ∈ R I n ×J ,where J = m =n I m . Here the sequence of indexes (I 1 , I 2 , . . . , I N ) stands for the different dimension numbers at the different subspaces of tensor X . This paper makes use of the n-mode product only in tensor multiplying matrix. The n-mode product of an N-way tensor X ∈ R I 1 ×I 2 ×···×I N with a matrix U ∈ R J ×I n is denoted by Y = X × n U, which is still an N-way tensor with a size of
The symbol × n refers to tensor product in the direction of mode n. This kind of n-mode product of tensor by a matrix can also be expressed in unfolded tensor as follows
(1) can be expressed as (2) in terms of elements,
The mode-( m n ) product of tensors X ∈ R I 1 ×I 2 ×···×I N and X ∈ R J 1 ×J 2 ×···×J M with common mode I n = J m can be described as (3), whose result is a (N + M − 2)-order tensor Z with a
(3) can be expressed as (4) with entries,
The Frobenius norm of an N-way tensor X ∈ R I 1 ×I 2 ×···×I N is defined as the square root of the sum of the squares of all elements as in (5),
Let X (n) ∈ R p×q , whose rank is r, X (n) = U V T is the singular value decomposition, where,
T . For any τ > 0, the singular value shringkage operator SVD τ is defined as (6) ,
B. RELATIVE TENSOR DECOMPOSITIONS
Tensor decomposition can use the basic operations like tensor matricization and tensor product, which are shown in Section II-A. Tensor decomposition generally combine several orthonormal bases in the tensor domain with a suitable truncation of its expansion. Three main kinds of tensor decomposition are CP (CANDECOMP/PARAFAC), Tucker and Tensor Train (TT) decomposition. Tucker decomposition can be regarded as a multilinear generalization of the traditional matrix singular value decomposition (SVD) and PCA, also called high-order SVD. Tensor Train decomposition can solve the curse of dimensionality via operating on unfolding matrices of high-order tensor. Both approaches play an important role in tensor-based signal processing.
1) TUCKER DECOMPOSITION
Tucker model [20] decomposes a tensor into a single core and several factor matrices. The Tucker-format of a N-way tensor X ∈ R I 1 ×I 2 ×···×I N can be described as (7),
where U n ∈ R I n ×R n (n = 1, ..., N ; 1 ≤ R n ≤ I n ), the truncated factor matrices (usually orthogonal) along each mode, represents the interaction among different subspaces. S, the truncated core tensor with a size of R 1 × R 2 ×· · ·×R N , represents the main characteristics corresponding to the original tensor and is expressed as (8) ,
By setting different n-mode ranks, Tucker model can provide different truncated core tensors and factor matrices. Many methods for computing the Tucker model have been proposed, such as ALS (Alternating Least Square) [20] and HOSVD [21] , etc. Suppose that r is the max of all the n-mode ranks, and I is the maximum number of dimensions for all modes, then the Tucker-format has O(r N + NIr) parameters at most. It is noted that the size of these parameters is still exponential. Hence, Tucker model is widely applied in low rank approximation and dimensionality reduction for low dimensional tensor spaces.
2) TENSOR TRAIN DECOMPOSITION
Tensor train decomposition [22] can decompose a high-order tensor with d-dimension into a product of d lower-order core tensors. A d-dimensional tensor can be approximately expressed as a TT-formant tensor with entry elements as in (9),
where G k (i k ) is the 3-order tensor called cores of TT-decomposition with a size of
representing the key feature information under each mode. The compression ranks r k are also called TT-ranks in which r 0 = r d = 1, so that the cores G 0 and G d are actually factor matrices. The d-order tensor X can be reconstructed via these cores as in (10),
in which the tensorX stands for the reconstruction of d-dimensional tensor X . The lower TT-ranks r k is to set, the higher the compression ratio will be. Suppose that the max of all the ranks r k is r, and I is the maximum number of dimensions for all modes, then the TT-format of d-order tensor has O(dI r 2 ) at most. Tensor Train decomposition is committed to approximate representations of large-scale data for reducing dimensionality. A 5-order tensor train network with TT-format can be expressed as Fig.1 [22] .
III. REPRESENTATION OF HRTF WITH TENSOR SPACE
Vectorization methods may destroy the structural relationship of multi-dimensional signal when the signal information depends on more than one factor. Tensor, a natural multi-way generalization of matrix, can exploit the underlying structure of a higher-order signal by establishing a kind of tensor space. Recently, tensor analysis has been successfully applied in the field of signal processing. Tensor algebra with tensor representation has been widely used in speech and audio signal processing, such as multichannel audio feature representation based on tensor for compression [23] , and a 3-order tensor of microphone array speech signal model constructed for speech enhancement [24] . In this paper, we represent the magnitude functions of HRTF with multi-dimensional variables as a 5-order tensor H ∈ R D r ×D s ×D ϕ ×D θ ×D f with five subspaces: ear (r), subject (s), azimuth (ϕ), elevation (θ ), and frequency (f ). VOLUME 7, 2019 FIGURE 2. A 5-order HRTF tensor model (rectangular strips of different colors stand for different subspaces; ''green'' means the frequency subspace; ''red'' means the elevation subspace; ''blue'' means the azimuth subspace; ''subject'' means the subject subspace; ''yellow'' means the ear subspace.).
Here, D r , D s , D ϕ , D θ , and D f are the dimension of ear, subject, azimuth, elevation, and frequency mode, respectively. In general, each L-point HRIR is described as a vector h ear (s, ϕ, θ ), (ear = L, R) and transformed into its corresponding frequency-domain HRTF through time-frequency transformation. Hence, the magnitude functions of HRTF in frequency domain in each direction (including azimuth and elevation) for each single subject compose a 4-order HRTF tensor space, and such two 4-order tensor spaces in left and right ears make up a 5-order HRTF tensor space as shown in Fig.2 .
Then tensor decomposition can be carried out on the multiway HRTF tensor space to explore the potential correlations among different subspaces. Actually, the spectrum correlations exist not only in inter-frequency but also in intradirections (including azimuths and elevations), and intrasubjects. Based on the extended high order HRTF tensor model, this paper focuses on the analysis and compression of high-order HRTF data by using low rank approximation with Tucker and tensor train decomposition. Fig.3 shows the procedure of compression and reconstruction of HRIRs dataset, which focuses on the compression of HRTF magnitudes using TT-Tucker method (details are shown in Section IV-B). The input is the HRIRs dataset with M subjects, N directions (including P azimuths and Q elevations) and F time-domain points in each ear. The magnitude functions of HRTFs can be obtained by time-frequency transformation, such as Fast Fourier Transform (FFT). Then a 5-order HRTF tensor model is constructed in such subspaces as ear, subject, azimuth, elevation, and frequency. The original magnitude functions are decomposed into a series of basis functions represented by several TT-Tucker factors via TT-Tucker method. The magnitude functions of HRTF can be reconstructed with its corresponding factors via a series of tensor-based operations. At last, the HRIRs dataset as the output of the whole procedure can be obtained by the minimum phase functions of HRTFs model following the corresponding pure time delay according to [6] .
IV. THE PROPOSED COMPRESSION METHOD A. GENERAL DESCRIPTION OF THE PROPOSED METHOD
As shown in Fig.3 , the 5-order HRTF tensor model is firstly decomposed into several factor matrices and a single core tensor carrying the main information of original model functions, in which MDL criterion is used to determine the optimal rank parameters along each mode. Although the firstlayer decomposition has compressed the HRTF data greatly, the size of core tensor is still large. In order to optimize the compression with an acceptable reconstruction error, the tensor train method is used to compress the single core tensor, resulting in several low-scale cores. Finally, TT-Tucker factors including cores and factor matrices can be obtained. All these factors have been computed off-line and pre-stored.
B. THE PROPOSED LOW-RANK TT-TUCKER COMPRESSION METHOD
To compress the magnitude functions of HRTF, we combine Tucker model with tensor train decomposition and propose a novel method called TT-Tucker to retain the key spectrum information from the original HRTF with fewer parameters. After the Tucker decomposition, the original 5-order HRTF tensor is firstly decomposed into a single core tensor with several factor matrices, and then the single core tensor are compressed by tensor train decomposition; at last, the original HRTF magnitude functions can be reconstructed by TT-format factors (i.e cores) and several factor matrices with fewer parameters. In the procedure, the MDL criterion [19] is used to determine the optimal ranks of Tucker model and the rounding algorithm [22] is used to update the optimal factor cores.
As to the 5-order HRTF tensor model H with a size of
, the low rank tensor approximation is to find an approximate tensorĤ ∈ R D r ×D s ×D ϕ ×D θ ×D f via minimizing the objective function with a lower ranks
and
where the reconstructed tensor H can be expressed as (12) ,
in which U α ∈ R D α ×K α (α = r, s, ϕ, θ, f ) are the factor matrices (column orthogonal) representing the spectrum interaction among different modes. The single core tensor S ∈ R K r ×K s ×K ϕ ×K θ ×K f represents the key spectrum information of original HRTF tensor and can be computed using (13),
The optimization problem in (11) can be solved by ALS (Alternating Least Square) algorithm [20] . Hence, the original HRTF tensor H can be decomposed into a single core tensor S with five factor matrices along different modes. Tucker model has compressed the HRTF dataset greatly with a better reconstruction quality. However, the size of core tensor is still exponential. Consequently, this paper attempts to compute a tensor train decomposition of the single core tensor S to further decrease the model size with acceptable distortion. Each entry of the core tensor is decomposed into a product of low-scale cores along different modes as in (14),
. (14) where
is a 3-order tensor on behalf of the main spectrum information of the single core tensor. Here, the number of dimensions I k is corresponding to the K α as in (13) . In TT-ranks r k , both r 0 and r 5 are equal to 1, so the key is to reduce ranks r k (1 ≤ k ≤ 4) and meanwhile maintain the prescribed accuracy η. That is to find an approximate tensor with lower ranks (r k ), which can be regarded as another low rank tensor approximation problem expressed as (15) ,
To solve this probelm, Oseledets proposed the rounding algorithm [22] which combines QR-decomposition with truncated SVD-decomposition operating on unfolding matrices of high-order tensor. As to each core G k (i k ) of the single core tensor S according to (14) , G k (i k ) is represented as a product as shown in (16),
where R k and Q k , called the R-factor and Q-factor, can be computed via QR-decomposition of the matrix G k obtained from the reshaping of the core G k with elements
. (16) can be written in the matrix form as (17) ,
where matrices G k have orthogonal rows, since matrices Q k from reshaping of the tensor Q k have orthogonal rows and satisfy orthogonality conditions as in (18) according to [22] . Here, δ=
S , parameter d = 5 and the compression essence lies in parameter δ due to δ < 1. After that, the core G k−1 is multiplied from the right by the transpose of matrix R k as shown in (19) , and the core
. This can also be achieved via a single right-to-left sweep through all cores, then the cores G 1 , . . . , G 5 representing the key spectrum information of single core tensor S can be modified by the QR-decomposition.
To perform the compression, the compressed SVD method is used for the optimization of all cores. Each core (21),
where the matrix G k (β k−1 i k ; β k ) means that the tensor G k is treated as a matrix with the row index β k−1 i k and the column index β k . The G k+1 can be computed by multiplying the transpose of the V in the first mode as (22),
After the first core was compressed, all other cores can be updated by the same computations for an arbitrary k(k = 1, . . . , 5). Hence, all cores G k (γ k , i k+1 , γ k+1 ) yield the required reconstruction of single core tensorŜ as in (23), and the reduced TT-ranks r k can be obtained from the updated parameters γ k .
According to (7) and (12), the 5-order reconstructed HRTF tensorĤ can be computed as (24) .
C. TUCKER RANKS APPROXIMATION WITH MDL
The TT-Tucker compression method is to obtain an optimal approximation of the original HRTF tensor with the minimum error and the maximum compression ratio. In the low rank tensor approximation with Tucker model, the key is to find the optimal rank parameters K α (α = r, s, ϕ, θ, f ) along different modes of the ear, subject, azimuth, elevation, and frequency. The values of these parameters K α will directly affect the performance of the single core tensor and factor matrices, and then indirectly affect the whole compression ratio and reconstruction performance. If K α is too small, some correlation information may be missed, otherwise some extra redundant information may be unnecessary. Therefore, how to estimate the ranks along each dimension is quite crucial. The common rank-setting solution is based on experience, whereas MDL (Minimum Description Length) criterion [19] is applied to approximate the optimal ranks under each mode of HRTF tensor H except for the ear mode. Ear mode is excluded because half of the data information may be lost under the one-dimensional mode which is not conducive to reconstruction; and the spectrum relationship between left and right HRTF can be retained. The MDL criterion for each mode can be described as (25) ,
. (25) where (λ i ) 1≤i≤I n stands for the I n singular values of H α . M n is the number of columns of the n-mode matrix H α .
D. COMPLEXITY ANALYSIS OF ALGORITHM
TT-Tucker method mainly combines two tensor-based lowrank approximation solutions including Tucker and tensor train decomposition. Tucker decomposition is used as the first-layer compression, in which the MDL criterion [19] is applied to determine the optimal ranks. The single core tensor as the output of the Tucker model still has exponential data. In the second-layer compression, this single core tenor also is represented as several lower-scale cores updated by tensor train decomposition, whose essence lies in the truncated QR and SVD decomposition operating on the unfolding matrices of cores. The algorithm of TT-Tucker for compressing the HRTF magnitude functions is shown as in Algorithm 1. In Algorithm 1, the QR rows means the QR-decomposition of a matrix, where the Q-factor has orthonormal rows. Computational complexity is mainly reflected in the Tucker model decomposition and Tensor Train decomposition algorithms. The single core tensor and factor matrices are obtained by alternating iterative operations in which the optimal ranks need to be determined using the MDL criterion according to (25) . In the tensor train decomposition, these cores G k are updated by the truncated QR and SVD decomposition operated on the unfolding matrices of cores G k instead of the unfolding matrices of the single core tensor S along each mode, which can reduce computational complexity.
V. EXPERIMENT SETUP AND EVALUATION

A. CIPIC HRTF DATABASE
The CIPIC HRTF Database [25] is a public-domain database of high-spatial-resolution HRIRs for 45 different subjects. Each subject was measured in 1250 spatial locations at 25 different azimuths and 50 different elevations. The sampling rate of each HRIR is 44.1kHz with a length of 200 points. Applying these large data (total 112500 HRIRs) directly 
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19: end for 20 For the proposed method, the minimum rank r min is set as 80, and the prescribed accuracy parameters ε and η are respectively set as 0.05 and 0.001 in accordance with experience. In the LRTA (low-rank tensor approximation) with Tucker decomposition, we use MDL criterion to approximately estimate the optimal ranks of each mode except for the two-dimensional ear mode. Fig.4 shows the estimation results of MDL; here the horizontal axis represents the different modes in the subject, azimuth, elevation, and frequency, respectively; the vertical axis represents the values of MDL; the asterisk marks the approximate optimal point. It is noted that the optimal tensor ranks for the different subspaces can be set as K s = 30, K ϕ = 20, K θ = 30, K f = 130. Also the Tucker ranks higher in the subspaces (i.e., subject, azimuth, and elevation) due to the further compression of tensor train decomposition. In the PCA method, we convert the original 5-order HRTF tensor model to a 2-dimensional matrix with a size of (D r × D s × D ϕ × D θ ) × D f and choose to retain 5 (dim = 5) base functions to ensure that the compression ratio is close to that of the proposed method. Similarly, in the normal Tucker method, the ranks of each mode are the same as those of TT-Tucker except for the frequency mode set as 10.
C. ANALYSIS OF TT-TUCKER FACTORS
A 5-order HRTF tensor model successfully represents the multi-dimensional structure and hidden interactions among different modes. Based on this high-order model, the proposed low-rank approximation TT-Tucker method combines Tucker model with tensor train decomposition to compress the large HRTF dataset by extracting hidden factors with different dimensions. Tucker model decomposes the original magnitude functions of HRTF into a single core tensor and several factor matrices. Fig.5 shows the factor matrices along each mode (i.e., ear, subject, azimuth, elevation, and frequency). These truncated factor matrices are orthogonalcolumn representing the spectrum interactions among different modes. The single core tensor data including key 
spectrum information is still exponential. Therefore, the single core tensor can be replaced by several low-parametric cores via tensor train decomposition. These cores in this paper include two matrices and three 3-order tensors as shown in Fig.6 . It can be seen that the main energy of HRTF spectrum information is concentrated in the upper left corner or the diagonal areas.
D. OBJECTIVE EVALUATION
Several objective metrics including Relative Standard Error (RSE), Spectral Distortion (SD) and Signal-to-Distortion Ratio (SDR) are used to evaluate the performance of HRTFs magnitudes reconstructed by different methods. The smaller the RSE is, the better the performance will be. The relative standard error is computed as in (26) [12] , [20] ,
where the symbol F stands for the Frobenious norm of tensor; H andĤ stand for the measured and reconstructed HRTF tensor, respectively. RSE only reflects reconstruction performance as a whole, whereas SD and SDR can compute VOLUME 7, 2019 the mean quantitative error of left and right reconstruction HRTFs at a random direction and are calculated in dB as in [12] , (27) and (28), shown at the bottom of the this page. The smaller the SD is, and the higher the SDR is, the closer to the original one the reconstructed magnitudes of HRTF will be. To measure the mean reconstruction performance, we calculate the average values of spectral distortion and signal-to-distortion ratio for all subjects, azimuths, and elevations, which are called ASD and ASDR, respectively. ASD and ASDR are expressed in dB and computed as in (29) and (30) [12] ,
respectively represent spectral distortion and signal-to-distortion ratio at some direction for a single subject according to (29) and (30).
To further understand the storage space savings of the HRIR information, compression ratio (CR) is defined by the ratio between the number of compressed parameters and the number of original HRIR parameters, and is computed according to (31),
where a is the number of original HRIR parameters. b and c are the number of magnitude and phase (i.e., the pure time delay) parameters, respectively. All compression methods are only committed to the reduction of magnitude parameters (i.e., parameter b) for the lack of compression space in the phase parameters based on the model of HRTF minimum phase functions. Since a pair of HRIRs in a direction are followed by a time delay, the number of phase parameters to be stored is (D s ×D ϕ ×D θ ) . For PCA, the number of magnitude parameters to be stored is (dim× 
E. SUBJECTIVE EVALUATION
The purpose of the subjective hearing experiment is to compare the sound localization similarity of the original HRTFs and the HRTFs reconstructed from different methods. The audio file used is a pop-music file with a length of 3.4 seconds, sampling at 44.1kHz. This music file is rendered using the original HRTFs as well as the reconstructed ones at randomly chosen directions (i.e., (azimuths, elevations) are 
, and (0 • , −45 • ).) for each subject (i.e., subject 011, 021, 033, and 058). We invited 10 experienced participants (i.e., 5 males and 5 females, aged from 21 to 26) to attend this listening test. Each listener is pre-trained to be familiar with the signal and task before the formal test. In the listening test, the rendered test signals are played back through headphones (Sennheiser HD 280 pro) in the order of R, A, B, and C. Here, R is the reference signal synthesized by the measured HRTFs; A, B, and C are test signals synthesized by the HRTFs randomly reconstructed from PCA, TT-Tucker, and the normal Tucker methods, in which the measured and reconstructed HRTFs are at the same direction for the same subject. Each group audio signal including R, A, B, and C can be played back three times. Each listener needs to compare the sound localization similarity between the reference signal R and the test signals (i.e., A, B, and C) and select the test signal that is closer to the original reference signal. The selection rules are as follows: 
VI. RESULTS AND DISCUSSION
To better evaluate the performance of the proposed compression method better, we compared TT-Tucker with Tucker (MDL), the normal Tucker (also called HOSVD) and the standard PCA method. The Tucker (MDL) means the first level compression model of TT-Tucker method with a MDL criterion to determine the optimal ranks. The normal Tucker method is widely applied in compression and reduction of dimensionality based on multi-dimensional tensor model without MDL criterion, and the Tucker rank parameters are empirical values. To maintain a similar compression ratio between the normal Tucker and TT-Tucker, the ranks of each Tucker mode are set to be same as those of TT-Tucker except for the frequency mode set as 10. The results are shown in Table 1 .
In Table 1 , compared with Tucker (MDL), TT-Tucker has higher RSE, ASD and lower ASDR, whereas a higher compression ratio of 98.0%. This is reasonable because fewer parameters are used to represent original large HRTF dataset by adding TT decomposition, resulting in the reduction of reconstruction effects. TT-Tucker has significantly increased the CR by nearly 22% (i.e., the memory required for TT-Tucker is only one-twelfth of that of the Tucker (MDL).). Moreover, at the similar compression ratio, TT-Tucker still performs better than the other two methods. Therefore, the proposed TT-Tucker method can acquire a better reconstruction performance and a higher compression ratio. If all computations are performed on these methods for the original I N raw data entries, the computational complexity for different methods is also shown in Table. 1. Each method can choose whether or not to use the parameter r for compression. Although the size of a given raw data can be reduced using the Tucker (MDL), the normal Tucker, and PCA, the complexity is still exponential. Whereas, compression and low computational complexity are inherent to TT-Tucker, as it reduces the size of the raw data from the original I N to (NIr 2 + NIr). According to (27) and (28), the SD and SDR at a random direction (i.e., azimuth and elevation) for a subject are computed. Therefore, the SD and SDR performances along different dimensions can be observed by fixing one dimension and averaging other values as shown in Fig. 7-9 . This is mainly for comparing the reconstruction performances of different methods from a single dimension (i.e, subject, azimuth, elevation). Fig. 7, Fig. 8 , and Fig. 9 respectively show the averaged SD and SDR results along subject, azimuth, and elevation dimension. What we found from these three figures is that the TT-Tucker method performs the best in whatever dimension, and the normal Tucker have achieved smaller SD and higher SDR than that of PCA. Hence, TT-Tucker can better represent the multi-dimensional structure of HRTF and more effectively capture the potentially relevant spectrum information among different modes than the normal Tucker method. Moreover, the results imply that SDR performs better than SD in evaluating HRTF reconstruction performance.
In order to compare in which frequency component the presented algorithm performs better, the frequency dimension was divided into two parts at 8kHz. The SD and SDR results for the two frequency segments are shown in Fig.10 . The TT-Tucker performs better than other two methods in consistent with the results shown in Fig. 7, Fig. 8, and Fig. 9 . By comparing the SD and SDR of two frequency segments, the presented methods all obtain higher SDR values and lower SD values in the frequency range of 0-8kHz. There is more spectral distortion at frequency of 8k-22kHz, which however, is acceptable because studies have shown that the spectral detail of HRTF at high frequency is inaudible [28] .
In order to visualize the reconstruction performance, the HRTF amplitude spectrums of subject 021 in a horizontal plane reconstructed by TT-Tucker is shown in Fig.11 , and Fig.12 shows the corresponding in a median plane. In Fig.11 , the azimuth dimension is controlled and observed in frequency domain by a fixed elevation of 0 degree. Fig.11a and Fig.11b show the results respectively obtained from the left ear and the right ear of subject 021. Fig. 12 is the same as Fig.11 except that the elevation dimension is used to fix the azimuth at 0 degree for observation. The HRTF reconstructed by TT-Tucker is obviously approximate to the original one from these two figures. In Fig.11 , the HRTFs magnitudes across all azimuths (i.e., in the horizontal plane) are different for both the original left and right HRTFs. Whereas, those magnitudes across all elevations (i.e., in the median plane) for the original left and right HRTFs are similar in Fig. 12 . This is because the distance from the sound source to the ears through the median plane is the same, while the distance from the sound source in the horizontal plane to the ears is different, resulting in differences of HRTF magnitudes 39648 VOLUME 7, 2019 (also called ILD). Thus, it is unnecessary to reduce the number of dimensions for ear mode in TT-Tucker method.
PCA, the normal Tucker, and TT-Tucker methods only model the magnitude components of the HRTF without phase information. Hence, part of the phase information can be recovered the minimum phase characteristics related to magnitudes, and the rest phase information called a pure time delay is mainly related to the ITDs. Whereas, ILDs can be obtained from the compressed HRTFs expect for ITDs. So we calculated the ITDs according to [6] . According to the minimum phase function model, Fig.13 shows the amplitude difference between the original and reconstructed HRIRs for subject 021 at a fixed direction (i.e., azimuth −10 degree and elevation 0 degree) with a duration of about 2.25 ms. It can be seen from Fig.13a and Fig.13b that the different curves of TT-Tucker are relatively flat, while the curves of the other two are more volatile. The reconstructed HRIRs 
VII. CONCLUSION
Multi-dimensional HRTF plays an important role in sound localization technology and virtual reality technology, etc.
Based on a 5-order HRTF tensor model, this paper proposes a novel TT-Tucker compression method to simplify calculations in the application of HRTF. The high-order representation of tensor breaks the situation that a 2-dimensional PCA cannot capture the potential structure of multidimensional HRTF. The innovation of this method lies in combining the Tucker and tensor train with low-rank tensor approximation method for a two-layer compression, in which the MDL (Minimum Description Length) criterion instead of experiences was used to determine the optimal Tucker ranks. Several low-parametric hidden factors representing the important spectrum information of original HRTF can be extracted along different subspaces (i.e., ear, subject, azimuth, elevation, and frequency) by exploiting the hidden correlation among different dimensions. Numerical experiment results demonstrate that the TT-Tucker has a lower reconstruction error with a high compression ratio in comparison with the normal Tucker and the standard PCA method. The listening tests also show that the proposed HRTFs are approximate to the original ones in the sound localization. The performance of the reconstructed HRTF is relatively poor at mid-high frequencies compared to that at low frequencies. In the future work, we will further improve the reconstruction performance of the compressed HRTF at the mid-high frequencies, and generalize individual HRTF based on the current work. 
