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8 ON ALMOST RANDOMIZING CHANNELS WITH A SHORT KRAUSDECOMPOSITION
GUILLAUME AUBRUN
Abstrat. For large d, we study quantum hannels on Cd obtained by seleting randomly N inde-
pendent Kraus operators aording to a probability measure µ on the unitary group U(d). When µ
is the Haar measure, we show that for N < d/ε2, suh a hannel is ε-randomizing with high proba-
bility, whih means that it maps every state within distane ε/d (in operator norm) of the maximally
mixed state. This slightly improves on a result by Hayden, Leung, Shor and Winter by optimizing
their disretization argument. Moreover, for general µ, we obtain a ε-randomizing hannel provided
N < d(log d)6/ε2. For d = 2k (k qubits), this inludes Kraus operators obtained by tensoring k
random Pauli matries. The proof uses reent results on empirial proesses in Banah spaes.
1. Introdution
The ompletely randomizing quantum hannel on C
d
maps every state to the maximally mixed
state ρ∗. This hannel is used to onstrut perfet enryption systems (see [1℄ for formal denitions).
However it is a omplex objet in the following sense: any Kraus deomposition must involve at least
d2 operators. It has been shown by Hayden, Leung, Shor and Winter [12℄ that this ideal hannel
an be eiently emulated by lower-omplexity hannels, leading to approximate enryption systems.
The key point is the existene of good approximations with muh shorter Kraus deompositions. More
preisely, say that a quantum hannel Φ on Cd is ε-randomizing if for any state ρ, ‖Φ(ρ)−ρ∗‖∞ 6 ε/d.
The existene of ε-randomizing hannels with o(d2) Kraus operators has several other impliations [12℄,
suh as ounterexamples to multipliativity onjetures [17℄.
It has been proved in [12℄ that if (Ui) denote independent random matries Haar-distributed on the
unitary group U(d), then the quantum hannel
(1) Φ : ρ 7→ 1
N
N∑
j=1
UiρU
†
i
is ε-randomizing with high probability provided N > Cd log d/ε2 for some onstant C. The proof
uses a disretization argument and the fat that the Haar measure satises subgaussian estimates. We
show a simple trik that allows to drop a log d fator: Φ is ε-randomizing when N > Cd/ε2, this is
our theorem 1.
The Haar measure is a nie objet from the theoretial point of view, but is often too ompli-
ated to implement for onrete situations. Let us say that a measure µ on U(d) is isotropi when∫
UρU †dµ(U) = ρ∗ for any state ρ. When d = 2
k
, an example of isotropi measure is given by assigning
equal masses at k-wise tensor produts of Pauli operators.
The following question was asked in [12℄: is the quantum hannel Φ dened as (1) ε-randomizing
when (Ui) are distributed aording to any isotropi probability measure on U(d) ? We answer posi-
tively this question when N > Cd log6 d/ε2. This is our main result and appears as theorem 2. Note
that for non-Haar measures, previous results appearing in the literature [12, 2, 8℄ involved the weaker
trae-norm approximation ‖Φ(ρ)− ρ∗‖1 6 ε.
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As opposed to the Haar measure, the measure µ need not have subgaussian tails, and we need
more sophistiated tools to prove theorem 2. We use reent results on suprema of empirial proesses
in Banah spaes. After early work by Rudelson [15℄ and GuédonRudelson [11℄, a general sharp
inequality was obtained by Guédon, Mendelson, Pajor and TomzakJaegermann [10℄. This inequality
is valid in any Banah spae with a suiently regular equivalent norm, suh as ℓd1. The problem
of ε-randomizing hannels involves the supremum of an empirial proess in the trae-lass spae Sd1
(non-ommutative analogue of ℓd1), whih enters perfetly this setting.
The paper is organized as follows. Setion 2 ontains bakground and preise statements of the
theorems. Theorem 1 (for Haar measure) is proved in setion 3. Theorem 2 (for a general measure) is
proved in setion 4. An appendix ontains the needed fats about geometry and probability in Banah
spaes.
Aknowledgement. I thank Andreas Winter for several e-mail exhanges on the topi, and I am
very grateful to Alain Pajor for showing me that the results of [10℄ an be applied here.
2. Bakground and presentation of results
Thoughout the paper, the letter C and c denote absolute onstants whose value may hange from
ourrene to ourrene. We usually do not pay too muh attention to the value of these onstants.
2.1. Shatten lasses. We write M(Cd) for the spae of omplex d × d matries. If A ∈ M(Cd),
let s1(A), . . . , sd(A) denote the singular values of A (dened as the square roots of the eigenvalues of
AA†). For 1 6 p 6∞, the Shatten p-norm is dened as
‖A‖p =
(
d∑
i=1
si(A)
p
)1/p
.
For p = ∞, the denition should be understood as ‖A‖∞ = max si(A) and oinides with the usual
operator norm. It is well-known (see [5℄, setion IV.2) that (M(Cd), ‖ · ‖p) is a omplex normed spae,
denoted Sdp and alled Shatten lass. The spae S
d
p is the non-ommutative analogue of the spae ℓ
d
p.
We write B(Sdp ) for the unit ball of S
d
p .
The Shatten 2-norm (sometimes alled HilbertShmidt or Frobenius norm) is a Hilbert spae
norm assoiated to the inner produt 〈A,B〉 = TrA†B. This Hermitian struture allows to identify
M(Cd) with its dual spae. Duality on Shatten norms holds as in the ommutative ase: if p and q
are onjugate exponents (i.e. 1/p+ 1/q = 1), then the normed spae dual to Sdp oinides with S
d
q .
2.2. Completely positive maps. We write M
sa
(Cd) (resp. M+(Cd)) for the set of self-adjoint
(resp. positive semi-denite) d × d matries. A linear map Φ : M(Cd) →M(Cd) is said to preserve
positivity if Φ(M+(Cd)) ⊂ M+(Cd). Moreover, Φ is said to be ompletely positive if for any k ∈ N,
the map
Φ⊗ IdM(Ck) :M(Cd ⊗Ck)→M(Cd ⊗Ck)
preserves positivity. We use freely the anonial identiation M(Cd)⊗M(Ck) ≈M(Cd ⊗Ck).
If (ei)06i6d−1 denotes the anonial basis of C
d
, let Eij = |ei〉〈ej |. To Φ : M(Cd) → M(Cd) we
assoiate AΦ ∈M(Cd ⊗Cd) dened as
AΦ =
d∑
i,j=1
Eij ⊗ Φ(Eij).
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The matrix AΦ is alled the Choi matrix of Φ ; it is well-known [7℄ that Φ is ompletely positive if
and only if AΦ is positive. Therefore, the set of ompletely positive operators on M(Cd) is in one-
to-one orrespondene with M+(Cd ⊗Cd). This orrespondene is known as the ChoiJamioªkowski
isomorphism.
The spetral deomposition of AΦ implies now the following: any ompletely positive map Φ on
M(Cd) an be deomposed as
(2) Φ : X 7→
N∑
i=1
ViXV
†
i .
Here V1, . . . , VN are elements of M(Cd). This deomposition is alled a Kraus deomposition of Φ of
length N . The minimal length of a Kraus deomposition of Φ (alled Kraus rank) is equal to the rank
of the Choi matrix AΦ. In partiular it is always bounded by d
2
.
2.3. States and the ompletely depolarizing hannel. A state on C
d
is a element of M+(Cd)
with trae 1. We write D(Cd) for the set of states ; it is a ompat onvex set with (real) dimension
d2 − 1. If x ∈ Cd is a unit vetor, we write Px = |x〉〈x| for the assoiated rank one projetor. The
state Px is alled a pure state, and it follows from spetral deomposition that any state is a onvex
ombination of pure states. A entral role is played by the maximally mixed state ρ∗ = Id/d (ρ∗ is
sometimes alled the random state).
A quantum hannel Φ : M(Cd) → M(Cd) is a ompletely positive map whih preserves trae:
for any X ∈ M(Cd),TrΦ(X) = TrX . Note that a quantum hannel maps states to states. The
trae-preserving ondition reads on the Kraus deomposition (2) as
N∑
i=1
V †i Vi = Id.
An example of quantum hannel that plays a entral role in quantum information theory is the
(ompletely) randomizing hannel (also alled ompletely depolarizing hannel) R :M(Cd)→M(Cd).
R : X → TrX · Id
d
.
The randomizing hannel maps every state to ρ∗. The Choi matrix of R is AR =
1
d IdCd⊗Cd . Sine AR
has full rank, any Kraus deomposition of R must have length (at least) d2. An expliit deomposition
an be written using Fourier-type unitary operators: let ω = exp(2iπ/d) and A and B the matries
dened as
(3) A(ej) = ej+1 mod d B(ej) = ω
jej.
For 1 6 j, k 6 d, dene Vj,k as the produt B
jAk. Note that Vj,k belongs to the unitary group U(d).
A routine alulation (see also setion 2.5) shows that for any X ∈M(Cd),
1
d2
d∑
j,k=1
Vj,kXV
†
j,k = TrX ·
Id
d
.
This is a Kraus deomposition of the randomizing hannel.
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2.4. ε-randomizing hannels. We are interested in approximating the randomizing hannel R by
hannels with low Kraus rank. Following Hayden, Leung, Shor and Winter [12℄, a quantum hannel Φ
is alled ε-randomizing if for any state ρ ∈ D(Cd),
‖Φ(ρ)− ρ∗‖∞ 6 ε
d
.
It is equivalent to say that the spetrum of Φ(ρ) is ontained in [(1− ε)/d, (1+ ε)/d] for any state ρ. It
has been proved in [12℄ that there exist ε-randomizing hannels with Kraus rank equal to Cd log d/ε2
for some onstant d. This is muh smaller that d2 (the Kraus rank of R). The onstrution is simple:
generate independent random Kraus operators aording to the Haar measure on U(d) and show that
the indued quantum hannel is ε-randomizing with nonzero probability. A key step in the proof is
a disretization argument. We show that a simple trik improves the eieny of the argument from
[12℄ to prove the following
Theorem 1 (Haar-generated ε-randomizing hannels). Let (Ui)16i6N be independent random matries
Haar-distributed on the unitary group U(d). Let Φ : Cd → Cd be the quantum hannel dened by
Φ(ρ) =
1
N
N∑
i=1
UiρU
†
i .
Assume that 0 < ε < 1 and N > Cd/ε2. Then the hannel Φ is ε-randomizing with nonzero probability.
As often with random onstrutions, we atually prove that the onlusion holds true with large
probability: the probability of failure is exponentially small in d.
It is lear that the way N depends on d is optimal: if Φ is a ε-randomizing hannel with ε < 1, its
Kraus rank must be at least d. This is beause for any pure state Px, Φ(Px) must have full rank. The
dependene in ε is sharp for hannels as onstruted here, sine lemma 2 below is sharp. However, it
is not lear whether families of ε-randomizing hannels with a better dependene in ε an be found
using a dierent onstrution, possibly partially deterministi.
One heks (using the value c = 1/6 from [12℄ in lemma 3 and optimizing over the net size) that
the onstant in theorem 1 an the hosen to, e.g., C = 150. This is presumably far from optimal.
2.5. Isotropi measures on unitary matries. Although the quantum hannels onstruted in
theorem 1 have minimal Kraus rank, it an be argued that Haar-distributed random matries are hard
to generate in real-life situations. We introdue a wide lass of measures on U(d) that may replae the
Haar measure.
Denition. Say that a probability measure µ on U(d) is isotropi if for any X ∈M(Cd),∫
U(d)
UXU †dµ(U) = TrX · Id
d
.
Similarly, a U(d)-valued random vetor is alled isotropi if its law is isotropi.
Lemma 1. Let U = (Uij) be a U(d)-valued random vetor. The following assertions are equivalent
(1) U is isotropi.
(2) For any X ∈M(Cd), E|TrUX†|2 = 1d‖X‖22.
(3) For any indies i, j, k, l, EUijUkl =
1
dδi,kδj,l.
Proof. Impliations (3) ⇒ (1) and (3) ⇒ (2) are easily heked by expansion. For (1) ⇒ (3), simply
take X = |ej〉〈ek|. Identity (2) implies after polarization that for any A,B ∈M(Cd),
E
[
Tr(UA†)Tr(UB†)
]
=
1
d
Tr(AB†),
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from whih (3) follows. 
Condition (3) of the lemma means that the ovariane matrix of U  whih is an element of
M(M(Cd))  is a multiple of the identity matrix.
Of ourse the Haar measure is isotropi. Other examples are provided by disrete measures. Let
U = {U1, . . . , Ud2} be a family of unitary matries, whih are mutually orthogonal in the following
sense: if i 6= j, then TrU †i Uj = 0. For example, one an take U = {BjAk}16j,k6d, A,B dened as (3).
Then the uniform probability measure on U is isotropi. Indeed, any X ∈M(Cd) an be deomposed
as X =
∑
xiUi and ondition (2) of lemma 1 is easily heked.
If we speialize to d = 2, we obtain a random Pauli operator: assign probability 1/4 to eah of the
following matries to get a isotropi measure
σ0 =
(
1 0
0 1
)
, σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
.
It is straightforward to hek that isotropi vetors tensorize: if X1 ∈ U(d1) and X2 ∈ U(d2) are
isotropi, so is X1⊗X2 ∈ U(d1d2). If we work onM((C2)⊗k), whih orresponds to a set of k qubits,
a natural isotropi measure is therefore obtained by hoosing independently a Pauli matrix on eah
qubit, i.e. assigning mass 1/4k to the matrix σi1 ⊗ · · · ⊗ σik for any i1, . . . , ik ∈ {0, 1, 2, 3}k.
2.6. ε-randomizing hannels for an isotropi measure. We an now state our main theorem
asserting that up to logarithmi terms, the Haar measure an be replaed in theorem 1 by simpler
notions of randomness. We rst state our result
Theorem 2 (General ε-randomizing hannels). Let µ be an isotropi measure on the unitary group
U(d). Let (Ui)16i6N be independent µ-distributed random matries, and Φ : Cd → Cd be the quantum
hannel dened as
(4) Φ(ρ) =
1
N
N∑
i=1
UiρU
†
i .
Assume that 0 < ε < 1 and N > Cd(log d)6/ε2. Then the hannel Φ is ε-randomizing with nonzero
probability.
Theorem 2 applies in partiular for produt of random Pauli matries as desribed in the previous
setion. It is of interest for ertain ryptographi appliations to know that ε-randomizing hannels
an be realized using Pauli matries.
As opposed to theorem 1, the onlusion of theorem 2 is not proved to hold with exponentially large
probability. Applying the theorem with εη instead of ε and using Markov inequality shows that Φ is
ε-randomizing with probability larger than 1− η provided N > Cd log6 d/(ε2η2).
Theorem 2 ould be quikly dedued from a theorem appearing in [10℄. However, the proof of [10℄
is rather intriate and uses Talagrand's majorizing measures in a entral way. We give here a proof of
our theorem whih uses the simpler Dudley integral instead, giving the same result. We however rely
an a entropy lemma from [10℄, whih appears as lemma A5 in the appendix.
The log6 d appearing in theorem 2 is ertainly non optimal (see remarks at the end of the paper).
However, some power of log d is needed, as shown by the next proposition.
Proposition. Let A,B dened as (3) and µ be the uniform measure on the set {BjAk}16j,k6d.
Consider (Xi) independent µ-distributed random unitary matries. If the quantum hannel Φ dened
as (4) is
1
2 -randomizing with probability larger than 1/2, then N > cd log d.
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Proof. We will rely on the following standard result in elementary probability theory known as the
oupon olletor's problem (see [9℄, Chapter 1, example 5.10): if we hoose independently and uniformly
random elements among a set of d elements, the mean (and also the median) number of hoies before
getting all elements at least one is equivalent to d log d for large d.
In our ase, remember that ω = exp(2iπ/d) and for 0 6 j 6 d− 1, dene xj ∈ Cd as
xj =
(
1√
d
,
ωj√
d
,
ω2j√
d
, . . . ,
ω(d−1)j√
d
)
.
Note that B = (xj)06j6d−1 is an orthonormal basis of C
d
and that BjAkx0 = xj . Consequently, if
U is µ-distributed, the random state UPx0U
†
equals Pxj with probability 1/d. In the basis B, the
matrix Φ(Px0) is diagonal. Note that if Φ is
1
2 -randomizing, then Φ(Px0) must have full rank. The
redution to the oupon olletor's problem is now immediate. 
3. Proof of theorem 1: Haar-distributed unitary operators.
The sheme of the proof is similar to [12℄. We need two lemmas from there. The rst is a deviation
inequality sometimes known as Bernstein's inequality. The seond is proved by a volumetri argument.
Lemma 2 (Lemma II.3 in [12℄). Let ϕ, ψ be pure states on Cd and (Ui)16i6N be independent Haar-
distributed random unitary matries. Then for every 0 < δ < 1,
P
(∣∣∣∣∣ 1N
N∑
i=1
Tr(UiϕU
†
i ψ)−
1
d
∣∣∣∣∣ > δd
)
6 2 exp(−cδ2N)
Lemma 3 (Lemma II.4 in [12℄). For 0 < δ < 1 there exists a set N of pure states on Cd with
|N | 6 (5/δ)2d, suh that for every pure state ϕ on Cd, there exists ϕ0 ∈ N suh that ‖ϕ− ϕ0‖1 6 δ.
Suh a set N is alled a δ-net.
The improvement on the result of [12℄ will follow from the next lemma
Lemma 4 (Computing norms on nets). Let ∆ : B(Cd) → B(Cd) be a Hermitian-preserving linear
map. Let A be the quantity
A = sup
ϕ∈D(Cd)
‖∆(ϕ)‖∞ = sup
ϕ,ψ∈D(Cd)
|Trψ∆(ϕ)|
Let 0 < δ < 1/2 and N be a δ-net as provided by lemma 3. We an evaluate A as follows
A 6
1
1− 2δB,
where
B = sup
ϕ0,ψ0∈N
|Trψ0∆(ϕ0)|
Proof of lemma 4. First note that for any self-adjoint operators a, b ∈ B(Cd), we have
(5) |Tr b∆(a)| 6 A‖a‖1‖b‖1.
By a onvexity argument, the supremum in A an be restrited to pure states. Given pure states
ϕ, ψ ∈ D(Cd), let ϕ0, ψ0 ∈ N so that ‖ϕ− ϕ0‖1 6 δ, , ‖ψ − ψ0‖1 6 δ. Then
|Trψ∆(ϕ)| 6 |Tr(ψ − ψ0)∆(ϕ)| + |Trψ0∆(ϕ − ϕ0)|+ |Trψ0∆(ϕ0)|
Using twie (5) and taking supremum over ϕ, ψ gives A 6 δA+ δA+B, hene the result. 
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Proof of the theorem. Let R be the randomizing hannel. Fix a 14 -net N with |N | 6 202d, as provided
by lemma 3. Let ∆ = R − Φ and A,B as in lemma 4. Here A and B are random quantities and it
follows from lemma 4 that
P
(
A >
ε
d
)
6 P
(
B >
ε
2d
)
.
Using the union bound and lemma 2, we get
P
(
B >
ε
2d
)
6 204d · 2 exp(−cε2N/4).
This is less that 1 if N > Cd/ε2, for some onstant C. 
4. Proof of theorem 2: general unitary operators.
A Bernoulli random variable is a random variable ε so that P(ε = 1) = P(ε = −1) = 1/2. Reall
that C denotes an absolute onstant whose value may hange from ourrene to ourrene. We will
derive theorem 2 from the following lemma.
Lemma 5. Let U1, . . . , UN ∈ U(d) be deterministi unitary operators and let (εi) be a sequene of
independent Bernoulli random variables. Then
(6) Eε sup
ρ∈D(Cd)
∥∥∥∥∥
N∑
i=1
εiUiρU
†
i
∥∥∥∥∥
∞
6 C(log d)5/2
√
logN sup
ρ∈D(Cd)
∥∥∥∥∥
N∑
i=1
UiρU
†
i
∥∥∥∥∥
1/2
∞
.
Proof of theorem 2 (assuming lemma 5). Let µ be an isotropi measure on U(d) and (Ui) be indepen-
dent µ-distributed random unitary matries. Let M be the random quantity
M = sup
ρ∈D(Cd)
∥∥∥∥∥ 1N
N∑
i=1
UiρU
†
i −
Id
d
∥∥∥∥∥
∞
We are going to show that EM is small. The rst step is a standard symmetrization argument. Let
(U ′i) be independent opies of (Ui) and (εi) be a sequene of independent Bernoulli random variables.
We expliit as a subsript the random variables with repset to whih expetation is taken
EM 6 EU,U ′ sup
ρ∈D(Cd)
∥∥∥∥∥ 1N
N∑
i=1
UiρU
†
i − U ′iρU ′†i
∥∥∥∥∥
∞
= EU,U ′,ε sup
ρ∈D(Cd)
∥∥∥∥∥ 1N
N∑
i=1
εi(UiρU
†
i − U ′iρU ′†i )
∥∥∥∥∥
∞
6 2EU,ε sup
ρ∈D(Cd)
∥∥∥∥∥ 1N
N∑
i=1
εiUiρU
†
i
∥∥∥∥∥
∞
The inequality of the rst line is Jensen's inequality for EU ′ , while the equality on the seond line
holds sine the distribution of ρ 7→ UiρU †i − U ′iρU ′†i is symmetri (as a M(M(Cd),M(Cd))-valued
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random vetor). We then deouple the expetations using lemma 5 for xed (Ui).
EM 6
C√
N
(log d)5/2
√
logNE sup
ρ∈D(Cd)
∥∥∥∥∥ 1N
N∑
i=1
UiρU
†
i
∥∥∥∥∥
1/2
∞
6
C√
N
(log d)5/2
√
logNE
√
M +
1
d
6
C√
N
(log d)5/2
√
logN
√
EM +
1
d
Using the elementary impliation
X 6 α
√
X + β =⇒ X 6 α2 + α
√
β
we nd that EM 6 ε/d provided N > Cd log6 d/ε2. 
It remains to prove lemma 5. We will use several standard onepts from geometry and probability
in Banah spaes. All the relevant denitions and statements are postponed to the next setion.
Proof of lemma 5. Let Z be the quantity appearing in the left-hand side of (6). By a onvexity
argument, the supremum is attained for an extremal ρ, i.e. a pure state Px = |x〉〈x| for some unit
vetor x. Sine the operator norm itself an be written as a supremum over unit vetors, we get
Z = sup
|x|=|y|=1
∣∣∣∣∣
N∑
i=1
εi|〈y|Ui|x〉|2
∣∣∣∣∣ = sup|x|=|y|=1
∣∣∣∣∣
N∑
i=1
εi|TrUi|x〉〈y||2
∣∣∣∣∣ 6 supA∈B(Sd
1
)
∣∣∣∣∣
N∑
i=1
εi|TrUiA|2
∣∣∣∣∣ .
The last inequality follows from the fat that B(Sd1 ) = conv{|x〉〈y|, |x| = |y| = 1}. Let Φ : B(Sd1 )→ RN
dened as
Φ(A) = (|TrU1A|2, . . . , |TrUNA|2).
We now apply Dudley's inequality (theorem A2 in the next setion) with K = Φ(B(Sd1 )) to estimate
EZ using overing numbers. This yields
EZ 6 C
∫ ∞
0
√
logN(Φ(B(Sd1 )), | · |, ε)dε
where | · | denotes the Eulidean norm on RN . Dene a distane δ on B(Sd1 ) as
δ(A,B) = |Φ(A)− Φ(B)| =
(
N∑
i=1
∣∣|TrUiA|2 − |TrUiB|2∣∣2
)1/2
.
We are led to the estimate
EZ 6 C
∫ ∞
0
√
logN(B(Sd1 ), δ, ε)dε.
Using the inequality
∣∣|a|2 − |b|2∣∣ 6 |a− b| · |a+ b|, the metri δ an be upped bounded as follows
δ(A,B)2 6
(
N∑
i=1
|TrUi(A+B)|2
)
sup
16i6N
|TrUi(A−B)|2.
Let us introdue a new norm ||| · ||| on M(Cd)
|||A||| = sup
16i6N
|TrUiA|.
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Let θ be the number equal to
θ := sup
A∈B(Sd
1
)
N∑
i=1
|TrUiA|2 = sup
ρ∈D(Cd)
∥∥∥∥∥
N∑
i=1
UiρU
†
i
∥∥∥∥∥
∞
.
We get that for A,B ∈ B(Sd1 ), δ(A,B) 6 2θ|||A−B|||, and therefore
EZ 6 Cθ
∫ ∞
0
√
logN(B(Sd1 ), ||| · |||, ε)dε.
It remains to bound this new entropy integral. We split it into three parts, for ε0 to be determined. If
ε is large (ε > 1), sine ‖Ui‖∞ = 1, we get that ||| · ||| 6 ‖ · ‖1. This means that N(B(Sd1 ), ||| · |||, ε) = 1
and the integrand is zero. If ε is small (0 < ε < ε0), we use the volumetri argument of lemma A1
N(B(Sd1 ), ||| · |||, ε) 6 N(B(Sd1 ), ‖ · ‖1, ε) 6 (3/ε)2d
2
.
In the intermediate range (ε0 6 ε 6 1), let q = log d and p = 1 + 1/(log d − 1) be the onjugate
exponent. We are going to approximate the Shatten 1-norm by the Shatten p-norm. It is elementary
to hek that for A ∈M(Cd), ‖A‖q 6 e‖A‖∞. By dualizing
‖A‖1 6 e‖A‖p =⇒ N(B(Sd1 ), ||| · |||, ε) 6 N(B(Sdp ), ||| · |||, ε/e).
We are now in position to apply lemma A5 to the spae E = Sdp . By theorems A3 and A4, the
2-onvexity onstant of Sdp and the type 2 onstant of S
d
q (see next setion for denitions) are bounded
as follows
T2(S
d
q ) 6 λ(S
d
p ) 6
√
q − 1 6
√
log d.
Sine ‖Ui‖q 6 e, the inequality given by lemma A5 is√
logN(B(Sd1 ), ||| · |||, ε) 6
C
ε
(log d)3/2
√
logN.
We now gather all the estimations∫ ∞
0
√
logN(B(Sd1 ), ||| · |||, ε)dε 6
∫ ε0
0
√
2d2 log(3/ε)dε+ C(log d)3/2
√
logN
∫ 1
ε0
1
ε
dε.
Choosing ε0 = 1/d, an immediate omputation shows that∫ ∞
0
√
logN(B(Sd1 ), ||| · |||, ε)dε 6 C(log d)5/2
√
logN.
This onludes the proof of the lemma. 
Appendix : Geometry of Banah spaes
In this last setion, we gather several denitions and results from geometry and probability in
Banah spaes. We denote by (E, ‖ · ‖) a real or omplex Banah spae (atually, in our appliations
E will be nite-dimensional). We denote by (E∗, ‖ · ‖∗) the dual Banah spae.
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4.1. Covering numbers.
Denition. If (K, δ) is a ompat metri spae, the overing number or entropy number N(K, δ, ε)
is dened to be the smallest ardinality M of a set {x1, . . . , xM} ⊂ K so that
K ⊂
M⋃
i=1
B(xi, ε)
where B(x, ε) = {y ∈ K s.t. δ(x, y) 6 ε}.
An espeially important ase is when K is a subset of Rn and δ is indued by a norm. The next
lemma is proved by a volumetri argument (see [13℄, Lemma 9.5).
Lemma A1. If ‖·‖ is a norm on Rn with unit ball K, then for every ε > 0, N(K, ‖·‖, ε) 6 (1+2/ε)n.
The following theorem gives upper bounds on Bernoulli averages involving overing numbers. For
a proof, see Lemma 4.5 and Theorem 11.17 in [13℄.
Theorem A2 (Dudley's inequality). Let (εi) be independent Bernoulli random variables and K be
a ompat subset of R
n
. Denote by (x1, . . . , xn) the oordinates of a vetor x ∈ Rn. Then for some
absolute onstant C,
Emax
x∈K
n∑
i=1
εixi 6 C
∫ ∞
0
√
logN(K, | · |, ε)dε
where | · | denotes the Eulidean norm on Rn.
4.2. 2-onvexity.
Denition. A Banah spae (E, ‖ · ‖) is said to be 2-onvex with onstant λ if for any y, z ∈ E, we
have
‖y‖2 + λ−2‖z‖2 6 1
2
(‖y + z‖2 + ‖y − z‖2).
The smallest suh λ is alled the 2-onvexity onstant of E and denoted by λ(E).
We say shortly that E is 2-onvex while the usual terminology should be E has a modulus of
onvexity of power type 2. This should not be onfused with the notion of 2-onvexity for Banah
latties [14℄.
It follows from the parallelogram identity that a Hilbert spae is 2-onvex with onstant 1. Other
examples are ℓp and S
d
p for 1 < p 6 2. The next theorem has been proved by Ball, Carlen and Lieb
[4℄, rening on early work by TomzakJaegermann [16℄.
Theorem A3. For p 6 2, the following inequality holds for A,B ∈ M(Cd)
‖A‖2p + (p− 1)‖B‖2p 6
1
2
(‖A+B‖2p + ‖A−B‖2p) .
Therefore, Sdp is 2-onvex with onstant 1/
√
p− 1.
This property niely dualizes. Indeed, it is easily heked (see [4℄, lemma 5) that E is 2-onvex with
onstant λ if any only if, for every y, z ∈ E∗,
‖y‖2∗ + λ2‖z‖2∗ >
1
2
(‖y + z‖2∗ + ‖y − z‖2∗).
In this ase, E∗ is said to be 2-smooth with onstant λ.
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4.3. Type 2.
Denition. A Banah spae (E, ‖ · ‖) is said to have type 2 if there exists a onstant T2 so that for
any nite sequene y1, . . . , yN of vetors of E, we have
(7)

E
∥∥∥∥∥
N∑
i=1
εiyi
∥∥∥∥∥
2


1/2
6 T2
(
N∑
i=1
‖yi‖2
)1/2
.
The smallest possible T2 is alled the type 2 onstant of E and denoted T2(E). Here, the expetation
E is taken with respet to a sequene (εi) of independent Bernoulli random variables.
It follows from the (generalized) parallelogram identity that a Hilbert spae has type 2 with onstant
1, and there is atually equality in (7). If a Banah spae E is 2-onvex, then E∗ is 2-smooth. It is
easily heked (by indution on the number of vetors involved) that a 2-smooth Banah spae has type
2 with the same onstant. We therefore have the inequality T2(E
∗) 6 λ(E). In partiular, theorem
A3 implies the following result, rst proved by Tomzak-Jaegermann [16℄ with a worse onstant.
Theorem A4. If q > 2, then Sdq has type 2 with the estimate
T2(S
d
q ) 6
√
q − 1.
4.4. An entropy lemma. The following lemma plays a key role in our proof. It appears as Lemma
1 in [10℄.
Lemma A5. Let E be a Banah spae with unit ball B(E). Assume that E is 2-onvex with onstant
λ(E). Let x1, . . . , xN be elements of E
∗
, and dene a norm ||| · ||| on E as
|||y||| = max
16i6N
|xi(y)|.
Then for any ε > 0 we have for some absolute onstant C
(8) ε
√
logN(B(E), ||| · |||, ε) 6 Cλ(E)2T2(E∗)
√
logN max
16i6N
‖xi‖E∗ .
The proof of lemma A5 is based on a duality argument for overing numbers oming from [6℄. A
positive answer to the duality onjeture for overing numbers (see [3℄ for a statement of the onjeture
and reent results) would imply that the inequality (8) is valid without the fator λ(E)2. This would
improve our estimate in theorem 2 to N > Cd(log d)4/ε2.
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