Abstract This paper investigates the cluster synchronization for network of nonlinear systems via differential mean value theorem method and sliding mode control strategy. Because of the existence of the nonlinear dynamics, the differential mean value theorem method is used to transform the nonlinear error complex network system into a linear parameter-varying system. Since the robustness to the uncertainties of the sliding mode, we can deal with the linear parametervarying system which contains the time-varying mismatched uncertainties by applying the sliding mode control strategy through the equivalent transformation. In addition, appropriate linear matrix inequality stability condition by the Lyapunov method is derived such that each subsystem in the new sliding mode is completely invariant to both matched and mismatched uncertainties. Finally, simulation example is shown to illustrate the effectiveness of the proposed method.
Introduction
A complex network is defined as a set of nodes interconnected by edges, where each node represents a subunit. Over the past few decades, complex network systems have attracted a great deal of attention from different fields of scientific research such as the Internet networks, electricity distribution networks, and biological networks [1] [2] [3] . Although there have been many research results on the linear complex network systems, [4] studied how different mechanisms may lead to clustering behavior in connected networks consisting of diffusively coupled agents, [5] talked about the exponential synchronization of linear complex networks, and [6] studied the problem of MIMO networked control systems with packet disordering. However, in practical situations, linear complex network systems cannot reflect the reality of the physical systems completely; in order to solve this problem, people started to study the complex network systems which contain the nonlinear dynamics. For example, [7] modeled the oscillator networks as a nonlinear model; in [8] , the author modeled the multi-agent networks asṙ i = φ (t, r i ) + u i ; clearly, the nonlinear complex network systems have started to attract more and more attention. Both theoretical investigations and practical experiments have shown that synchronization, bifurcation, and chaotic phenomena occur generically in complex networks. One of significant topics in complex networks is the synchronization.
Synchronization, as an emerging phenomenon of a population of dynamically interacting units, has fasci-nated humans from ancestral times. Synchronization processes are ubiquitous in nature and play a very important role in many different aspects such as biology, ecology, climatology, sociology, and technology [9] [10] [11] [12] [13] [14] [15] . The analysis of synchronization is strengthened due to the fact that natural systems, which we intend to understand and exploit, are often interacted closely from different perspectives, determining the complex dynamics of system's properties. For instance, in [16] , it was experimentally verified that synchronization plays an important role in the pathogenesis of several neurological diseases, such as Parkinson's disease, Alzheimer's disease, and essential tremor. In [17] , power grid networks needed to attain synchronization to make the entire smart grid operated in a steady state. Among the synchronization phenomena, there is one kind of synchronization processes received much attention in the past decades which is called cluster synchronization. Cluster synchronization of complex network systems aims to make nodes synchronize with each other in the same cluster, but desynchronize with each other among different clusters, where clusters represent subunits of the coupled oscillators in a network system. In particular, if we consider a complex network system with reality background, we may find that the subunits in the complex network system may be required to achieve their own synchronization states rather than the same synchronization states; thus, cluster synchronization can better reflect the reality of the physical systems and help us to understand the systems better. However, because of the complexity of the network systems and the nonlinear dynamics considered in the systems, the states of the complex network systems may not achieve the desired synchronization states directly; thus, some means should be taken to ensure the synchronization of the complex network systems with nonlinear dynamics.
Control will be a necessary method for guiding or forcing the network systems to achieve desired synchronization states if the given network systems are not synchronizable or if the synchronized states are not the desired states. In recent years, there have been many control methods applied to the synchronization problem of complex network systems, such as pinning control [18, 19] , decentralized control [20, 21] , and droop control [22] . In this paper, we will synchronize the complex network by using the sliding mode control (SMC). Sliding mode control is a nonlinear control method. The SMC method alters the dynamics of a given dynamical system (linear or nonlinear) by applying a discontinuous control input that forces the system to "slide" along a cross section (manifold) of the system's normal behavior. The merits of SMC are robustness against disturbances and parameter variation, reduced-order system design, and simple control structure. Some of the key technical problems associated with SMC are chattering, matched and mismatched uncertainties, and unmodeled dynamics. Many new approaches have been developed in the last decade to address these problems [23] [24] [25] [26] [27] .
In this paper, we investigate a nonlinear complex network system, considering the nonlinear dynamics in the complex network system, and we proposed a method based on the differential mean value theorem (DMVT) [28] to deal with the nonlinear system. Thus, the nonlinear system can be transformed into a linear parametervarying system (LPV) [29] [30] [31] . The parameter-varying can be regarded as mismatched time-varying uncertainties. As we have mentioned previously, SMC is a kind of robust control method which has attractive features to keep systems insensitive to uncertainties on the sliding surface. What is more, the reduced-order property of SMC makes sense to the complex network systems which often contain numbers of nodes. The innovative points in this paper are as follows:
We used the DMVT methods in the nonlinear complex network systems to transform the nonlinear systems into linear parameter-varying systems. Compared with the Taylor series method, this method is more accurate because we will not ignore the higher-orderstep Taylor's series. Normally, people will deal with the nonlinear complex network systems by fuzzy technical or feedback linearization, the method based on DMVT may provide another way to deal with the nonlinear dynamics in complex network systems.
We designed the sliding mode controller applied to the linear parameter-varying system; normally, the design of the observers for linear parameter-varying systems will be focused. By the design of sliding surface and sliding controller, we can reduce the order of the system and suppress the mismatched uncertainties.
The rest of the paper is organized as follows. A problem to be considered is provided, and the DMVT method is applied to the problem to derive a linear parameter-varying system in Sect. 2. Section 3 considers the SMC for the cluster synchronization. In Sect. 4, the simulation results will show the effectiveness of the proposed method, and the designed sliding mode controller can drive the nonlinear complex networks to achieve the cluster synchronization. Finally, some conclusions are made in Sect. 5.
Notations
Let x = √ x T x denote the Euclidean norm of a finite dimensional vector x. When the subscripts m and n are dropped, the dimensions of these vectors and matrices are assumed to be compatible with the context. Let diag {e 1 , . . . , e n } denote the block diagonal matrix, and λ max (M) denotes the largest eigenvalue of symmetric matrix M. denotes the set of real numbers.
n denotes the n-dimensional Euclidean space. n×m denotes the set of all n × m matrices.
Preliminaries

Description of network topology
Consider a dynamical network model that is made up of n nodes which are nonlinearly and diffusively coupled in the kth cluster:
where
∈ n is the state vector of the ith node site in the cluster k, t ∈ [0, +∞) is continuous time, f i,k : n → n is a continuous nonlinear map, B ∈ n×l is full column rank, u i,k (t) ∈ l is the sliding mode input applied to the cluster k; next, we will give out the description of a rq and c rq . Let G = (ν, , A) be a weighted graph of order n with a weighted adjacency matrix A = [a rq ] ∈ n×n , where a rq is the weight of the edge (r, q), and a rq = 0 if and only if there exists a directed edge/coupling from node q to node r ; in particular, a rq ≥ 0 if the node r and node q are within the same cluster(i.e., cluster k) and if the node r and node q are within the different clusters, then a rq ∈ , and the diagonal elements of A are
where w i is the out degree of node r . If node r and node q are in the same cluster k, then c rq = c k , c k is a positive constant measures the intra-cluster coupling strength in cluster k, while node r and node q are in the different clusters, c rq = 1. Generally, the connectivity within each individual cluster is dense, while connections between nodes which are in different clusters are sparse. Further, we assume that the network is connect, so the A is irreducible, which induces that zero is an eigenvalue of A with single multiplicity, and all nonzero eigenvalues of A have negative real part, and we assume that the link between nodes in the same cluster and the link between different clusters are reliable/perfect which means no time delay exists.
Linearization of original system
When we consider the synchronization of complex network systems, we are interested in studying under what condition the network of nonlinear systems can achieve the desired cluster synchronization states by designing proper SMC input. Roughly speaking, SMC is a kind of variable structure control algorithm, which aims to control the dynamical systems with nonlinear properties, uncertainties, and parameter perturbations. The dynamical systems which applying the SMC will exhibit the reduced-order property and strongly robustness to uncertainties or perturbations. As such, we will give out several assumptions and definitions to continue the following study.
As such, in order to ensure that all nodes in the network system achieve the desired cluster synchronization from any initial state, we will use the following steps:
(
, such solutions are chosen according to the desired synchronization states. It should be noted that the condition
should be satisfied for any , k = 1, . . . , m; = k to ensure that there is no synchronization between two different clusters, m is the number of clusters in complex network considered.
(2) Design proper SMC input to drive the states to the desired synchronization states.
Definition 2 Cluster synchronization in cluster k for complex network system (1) is said to be achieved if for any initial state
where i refers to the label of node site, k refers the number of cluster.
Definition 3 [33] Let x, y ∈ n . We define by Co(x, y) the convex hull of the set {x, y}, i.e.,
where e q (i) and e n ( j) refer to the canonical basis of the vectorial space n which takes the form of E n =
Definition 4 [34] The Kronecker product of the n A × m A matrix A and the n B × m B matrix B is the n A n B × m A m B matrix
Lemma 2 (Schur complement) [34] The following matrix inequality:
where (x) depends affinity on x and is equivalent to
Lemma 3 [34] Let X, Y, F be matrices of appropriate dimensions with F T (t) F (t) ≤ I , then
In Definition 1, we have defined the synchronization state of the cluster; now, we can define the system error between the system state and the synchronization state in each cluster as:
; thus, the error complex network system can be written as follows:
By the DMVT, there exists an element
such that we can derive the following equation:
As
∈ n×n , then we can write
with the notation
Let Remark 1 For convenience, without loss of generality, we divide the matrix H (t) by the longest length of the interval in order to ensure the norm of the matrixH is less than 1.
Combined (5), (6) , and (7), we can deduce the following equation:
If we insert (8) to (4), we can change the original error system equation to the new form:
Let matrices M ∈ n×n , N ∈ , where: 
T Define the diagonal matrix ∈ n×n , where = diag{e 1 , . . . , e n }, e 1 , . . . , e n are the canonical bases defined in (2); then, we can rewrite the error system as:
Remark 2 By using the DMVT method, we have transformed the original nonlinear system (4) into a linear LPV system (9); then, we deduced the LPV system (10) from (9) by using the Kronecker product. Compared with the nonlinear system, it is more easy to deal with. Hence, the original problem of cluster synchronization has been converted into an equivalent problem of stabilizing the error dynamics. In the following section, we will focus on the choice of proper SMC input applied to the system and derive some conditions, which will ensure cluster synchronization of the system.
Sliding mode controller for cluster synchronization
In the following section, we will design the sliding mode controller for the error system in order to make sure the error system is stable, which is equal to say that the complex network can reach cluster synchronization. For the simplicity of the explanation, we will define the following matrix:
and
thus, we can derive the error system as follows:
We record here some useful lemmas and assumptions for late use.
Assumption 3 A (t) = D H (t) V , where H (t)
is defined previously in (7), which is unknown but bounded H (t) ≤ ϒ,ϒ is a positive constant, D and V are known matrices of appropriate dimensions.
Clearly, the system (11) is a linear system with the mismatched time-varying uncertainties A (t). Further, the state Eq. (11) can be transferred into the regular form with the following state matrix transformation:
where the state transformation matrix T is assumed to be nonsingular and
Thus, the regular form of the state equation iṡ
We can derive thaṫ
Design the corresponding sliding surface as follows:
where the matrix K ∈ m×m is nonsingular. In the sliding motion which can be further rewritten as
Remark 3 From the Eq. (17), we can derive that the system is reduced-order by applying the sliding mode controller; this property can make it easier to analyze the stability of the system. Further, this makes sense when we analyze the reality complex networks because the system often contains numbers of nodes; if we can reduce the order of the system, this will save the cost and make the system easier to maintain.
Here comes the first result of this paper: (18) has solution P = P T > 0.
Theorem 1 Given the sliding surface as Eq. (15), the resulting (n − m) reduced-order dynamics of the subsystem (17) restricted to the switching surface G = 0 is asymptotically stable if the following LMI
Proof To analyze the stability of the sliding motion (17), we consider the following candidate of Lyapunov function:
Then, taking the time derivative along the state trajectory of system (17), we havė
By using Assumption 3 and Lemma 3 yields thaṫ
By the Schur complement, LMI (18) is equivalent to inequality (22)
Thus, the LMI (18) holds, which implies that the sliding motion is asymptotically stable. In SMC, the reachability condition should be satisfied such that the states of the system can be drived to the sliding surface. Thus, the following result is proposed in order to guarantee the reachability condition is satisfied.
In Theorem 1, the subsystem (17) which only relate to state y 1 (t) is asymptotically stable, so we can give out the following assumption in order to derive the control input, which can derive the system to satisfy the reachability condition.
Assumption 4
There exists a positive constant η such that y 1 (t) < η.
Remark 4 According to the Theorem 1, we have proved that the equivalent system which only contains the information of state y 1 (t) is asymptotically stable; then, we give out the Assumption 4 in order to simplify the design process of SMC input. (18) has a solution P > 0. Consider the uncertain system (11) with the following controller (24) where the constant α > 0 and linear sliding surface is given by Eq. (15) . Then, the linear sliding surface is not only reachable but also the (n − m) reduced-order equivalent dynamics is asymptotically stable.
Theorem 2 Suppose that the LMI
Proof First of all, let us consider the following positive definite function:
Taking the time derivative along the state trajectory and using (14), we have:
By using Assumption 3 and Assumption 4, we havė
Thus, substituting Eq. (24) into the previous inequality, we obtaiṅ
Constant value α > 0, so inequality (26) implies that the state trajectory will reach the sliding surface. Thus, the proof is completed.
Remark 5 By Theorem 1, Assumption 4 and the form of sliding mode input, we can know that the input uses only the information of state y 2 (t) indeed.
Simulation examples
This section presents an example to illustrate the theoretical findings in this paper. Fig. 1 is the topology structure of the complex network in this simulation example. From Fig. 1 , we can see that the whole complex network is made up by four subnetworks, subnetworks 1, 2, and 3 are small-world networks, and subnetwork 4 is completely connected network. In subnetwork 1, there are four clusters; further, there are two node sites in cluster 1, three node sites in cluster 2, four node sites in cluster 3, and one node site in cluster 4; the node ε i j,k satisfies Eq. (1). The clusters are connected in order to make up a smallworld network. In subnetwork 2, there are seven clusters, in subnetwork 3, there are 10 clusters, in subnetwork 4, there are three clusters. In each node site, there are three nodes. The links between different clusters are connected with the probability > 0, the nodes in the same node site are completely connected, the node sites in the same cluster are completely connected. The nonlinear functions in the description of nodes' dynamic are chosen to satisfy that they are differentiable.
In Fig. 2 , we give out the clear vision of subnetwork 3 and the explanation about the formation of smallworld network. The small-world network considered in this paper starts from a nearest-neighbor lattice with 10 clusters and average degree d = 5. Two edges were randomly selected and then swapped, forbidding duplicate connections, until percent of edges had been swapped. Through this reconnection, one can obtain a homogeneous small-world network with a high clustering coefficient and a short average path length without altering the connection distribution of the original network, the small-world network is generated randomly with swapping probability = 0.2, and they are lined by a few random edges. Figs. 7, 8, and 9 exhibit the evolution of error states in clusters 1-10 from subnetwork 3; finally, Fig. 10 shows the evolution of error states in cluster 1 to 3 from subnetwork 4. As for the parameters in this simulation example, we will take the subnetwork 4 as an example to clarify the choice of parameters and the function of parameters. (29) 
