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Abstract
The problem of minimizing a submodular function is well studied; several
polynomial-time algorithms have been developed to solve it exactly or up to
arbitrary accuracy. However, in many applications, the objective functions are not
exactly submodular. In this paper, we show that a classical algorithm used for sub-
modular minimization performs well even for a class of non-submodular functions,
namely weakly DR-submodular functions. We provide the first approximation
guarantee for non-submodular minimization. This broadly expands the range of
applications of submodular minimization techniques.
1 Introduction
Many important machine learning problems can be formulated as minimizing a set function H(S).
In general, this problem is NP-Hard, but when H is submodular, it can be solved efficiently. Sub-
modularity is a natural model to consider, as it encodes the notion of diminishing returns that occurs
in a variety of applications, such as computer vision [8, 7], subset selection [34, 35], structured
sparse learning [1], clustering [37], and many more. Several algorithms were developed to minimize
submodular functions in polynomial time, either exactly or within arbitrary accuracy. These include
combinatorial algorithms [41, 26, 27], and algorithms based on convex optimization [19, 2, 32, 10].
However, in many applications, the objective function is not exactly submodular. For example,
in machine learning, the submodular objective is often estimated from data and thus only noisy
evaluations of it are available. In other cases, the objective function only satisfies a weaker form of
the diminishing returns property. Two important classes of such functions are γ-weakly submodular
functions, introduced in [12], and the subclass of α-weakly DR-submodular functions, introduced in
[33]. The parameters γ and α characterize how close a set function is to being submodular. Analogous
classes, weakly supermodular/modular and weakly DR-supermodular/modular functions characterize
how close a set function is to being supermodular/modular (see Figure 1 and Section 2 for precise
definitions). A natural question to ask then is: Can classical submodular minimization algorithms
perform well on such non-submodular functions?
Non-submodular maximization, under various notions of approximate submodularity, has recently
received a lot of attention [12, 40, 4, 31, 25, 42, 23, 24]. In contrast, to the best of our knowledge, only
few studies consider minimization of non-submodular set functions. Given an approximate oracle for
a submodular function H , with additive errors, Blais et al. [5] show that the cutting plane method of
[32] can be used to approximately minimize H . Wang et al. [45] study the problem of minimizing
the ratio F/G of two monotone non-submodular functions, for F being weakly DR-submodular and
G weakly submodular. This problem is related to the constrained minimization problem, which does
not admit a constant factor approximation even in the submodular case [43].
In this paper, we initiate the study of the unconstrained non-submodular minimization problem
min
S⊆V
H(S) := F (S)−G(S) (1)
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Figure 1: Classes of set functions
where F is a monotone α-weakly DR-submodular function and G is a monotone β-weakly DR-
supermodular function1 By utilizing continuous convex extensions, we show that a classical convex
algorithm used for submodular minimization, projected subgradient descent, can be used to obtain an
approximate solution to Problem (1). This broadly expands the range of applications of submodular
minimization techniques.
One important application of Problem (1) we consider in this work is structured sparse learning
problems, where functions of the form G`(S) = `(0)−minsupp(x)⊆S `(x) arise, where ` is a convex
function and supp(x) = {i | xi 6= 0} is the support set of x. Recently, it was shown that when ` is
smooth and strongly convex, G is weakly submodular [18]. This allowed for the Greedy algorithm
to be applied to constrained maximization problems involving G. However, no approximation
guarantees exist for the general regularized minimization variant of the form (1). Our theory provides
the first guarantees for it.
Our main contributions are:
• We prove the first approximation guarantee for the non-submodular unconstrained minimiza-
tion problem. Namely, we show that using projected subgradient descent, we can obtain a
set S such that H(S) ≤ F (S∗)α − βG(S∗) + . The “subgradients" taken at each iteration
are the same as in the submodular case, i.e., this result does not require the algorithm to
know if the input is submodular or not (Sect. 3).
• We extend this result to the case where only a noisy oracle of H is accessible (Sect. 4.1).
• We prove that when data is generated randomly, functions of the form G` are weakly DR-
modular. Thus, our result applies, implying the first approximation guarantees to minimizing
G` with non-submodular regularizers (Sect. 4.2).
• Our experiments suggest that classical submodular minimization algorithms are indeed
robust against non-submodularity in the objective, reflecting our theoretical results (Sect. 5).
2 Preliminaries
We introduce here our notation and the definitions of the various set-function classes in Figure 1.
We denote the ground set by V = {1, · · · , d} and its power set by 2V = {S|S ⊆ V }. Given
a real valued set function F : 2V → R, we denote the marginal gain of adding elements of a
set A to a set B by F (A|B) = F (A ∪ B) − F (B). We say F is normalized if F (∅) = 0 and
monotone if F (A) ≤ F (B) for all A ⊆ B. Given a vector x ∈ Rd, xi is its i-th entry and
supp(x) = {i ∈ V |xi 6= 0} is its support set; x also denotes the modular set-function defined as
x(A) =
∑
i∈A xi.
A set function F : 2V → R is submodular if for all A ⊆ B, i ∈ V \ B, F (i|A) ≥ F (i|B). It is
modular if the inequality holds as an equality, and supermodular if F (i|A) ≤ F (i|B). Relaxing
these inequalities leads to notions of weak submodularity.
1The notions of weak DR-submodularity/supermodularity only hold for monotonically increasing/decreasing
functions, and thus cannot be directly applied to H .
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Definition 1 (Weak DR-submodularity/supermodularity). A set function F is α-weakly DR-
submodular, with α > 0 if for all A ⊆ B, i ∈ V \B
F (i|A) ≥ αF (i|B)
Similarly, F is β-weakly DR-supermodular, with β > 0 if for all A ⊆ B, i ∈ V \B
F (i|B) ≥ βF (i|A)
We say that F is weakly DR-modular if it satisfies both properties.
Note that if F is a non-decreasing function then α, β ∈ (0, 1] and if it is non-increasing then α, β ≥ 1.
F is submodular (supermodular) iff α = 1 (β = 1) and modular iff both α = β = 1.
Weak DR-submodularity was introduced in [33] and later used, sometimes under different names,
in various works such as [22, 15, 6, 39, 40]. Weak DR-supermodularity was introduced in [4].
The parameter 1 − α is referred to as generalized inverse curvature and 1 − β as generalized
curvature, as they generalize the notions of curvature [11] and inverse curvature, commonly defined
for submodular and supermodular functions, which correspond to the restriction of Definition 1
to A = ∅, B = V \ i. For submodular functions, curvature is equivalent to generalized curvature.
Similarly, for supermodular functions, inverse curvature is equivalent to generalized inverse curvature.
These classes of functions are related to the class of γ-weakly submodular functions, which sat-
isfy γF (S|L) ≤ ∑i∈S F (i|L) and γˇ-weakly supermodular functions, which satisfy F (S|L) ≥
γˇ
∑
i∈S F (i|L), for every two disjoint sets L, S ⊆ V . The classes of weakly DR-
submodular/supermodular/modular functions are respective subsets of the classes of weakly submod-
ular/supermodular/modular functions (see [15, Prop. 8], [6, Prop. 1]), as illustrated in Figure 1.
3 Weakly DR-submodular minimization via convex optimization
We consider set functions H : 2V → R of the form H(S) := F (S)−G(S), where F and G are both
normalized and monotone set functions. We also assume that F is α-weakly DR-submodular and G
is β-weakly DR-supermodular2. Note that H itself is not weakly DR-submodular (unless α = β = 1,
which would imply that H is submodular).
In this section, we first connect Problem (1) to convex minimization, then we derive an approximation
guarantee for projected subgradient descent. All omitted proofs are given in Appendix A.2.
3.1 Continuous relaxations
Submodular function minimization is known to be equivalent to a convex optimization problem,
obtained by considering a continuous extension of the set function, from vertices of the hypercube
{0, 1}d to the full hypercube [0, 1]d. Such equivalence in fact holds more generally. Given any
set function H , its convex closure h− is the point-wise largest convex function from [0, 1]d to R
that always lower bounds H . Intuitively, h− is the tightest convex extension of H on [0, 1]d. The
following equivalence then holds (see, e.g., [13, Prop. 3.23]):
min
S⊆V
H(S) = min
s∈[0,1]d
h−(s) (2)
Unfortunately, evaluating and optimizing the convex closure of a general set-function is NP-hard [44].
The key property which makes Problem (2) efficient to solve when H is submodular is that its convex
closure is then given by its Lovász extension hL, i.e., h− = hL, where hL is defined as follows.
Definition 2 (Lovász extension [36]). Given any normalized set function H , its Lovász extension
hL : Rd → R is defined for all s ∈ Rd as hL(s) =
∑d
k=1 sjkH(jk|Sk), where sj1 ≥ sj2 · · · ≥ sjd
are the sorted entries of s in decreasing order and Sk = {j1, · · · , jk}.
The Lovász extension is convex if and only if H is submodular, in which case its subgradient at s can
be computed efficiently via Edmonds’ greedy algorithm [14]: [∂hL(s)]jk = H(jk|Sk−1),∀k ∈ V .
In Lemma 1 below, we show that the vectors obtained via Edmonds’ greedy algorithm serve as
“approximate” subgradients to h− even when H is not submodular. This key insight allows us to
2or equivalently −G is 1
β
-weakly DR-submodular
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approximately minimize h− using simple convex optimization algorithms. To do that we use the
following formulation of the convex closure h− which holds for any set-function H [17, Def. 20]:
h−(s) = max
κ∈Rd,ρ∈R
{κ>s+ ρ : κ(A) + ρ ≤ H(A),∀A ⊆ V }. (3)
Lemma 1. Given a normalized α-weakly DR submodular function F , and a vector s ∈ [0, 1]d such
that sj1 ≥ sj2 ≥ · · · sjd , we define κ such that κjk = F (jk|Sk−1) where Sk = {j1, · · · , jk}. Then,
fL(s) = κ
>s ≥ f−(s) and κ(A) ≤ F (A)α for all A ⊆ V , hence κ>s′ ≤ f
−(s′)
α for all s
′ ∈ [0, 1]d.
The proof of this lemma builds on the proof of Edmonds’ greedy algorithm [14].
We can view the vector κ, as defined in Lemma 1, as an approximate subgradient of f− at s in the
following sense: f
−(s′)
α ≥ f−(s) + 〈κ, s′ − s〉, ∀s′ ∈ [0, 1]d. Similarly, a vector κ defined as
κjk = −G(jk|Sk−1) acts as an approximate subgradient of (−g)− at s.
3.2 Approximation guarantee
We present in Theorem 1 the main result of this paper, providing an approximation guarantee for
Problem (2) via projected subgradient descent.
Theorem 1. Starting from a point s1 ∈ [0, 1]d, we define the iterates st+1 = Π[0,1]d(st − ηκt)
with step size η = R
L
√
T
, where L is the Lipschitz constant ‖κt‖2 ≤ L, R the domain radius
‖s1 − s∗‖2 ≤ R and Π[0,1]d is the orthogonal projection onto the set [0, 1]d. κt is defined as
κtjk = H(jk|Sk−1) with stj1 ≥ stj2 ≥ · · · stjd and Sk = {j1, · · · , jk}. Then, after T iterations:
min
t
h−(st) ≤ min
t
hL(s
t) ≤ f
−(s∗)
α
− βg−(s∗) + RL√
T
where s∗ is an optimal solution of mins∈[0,1]d h−(s).
We can set R = 2
√
d since s1, s∗ ∈ [0, 1]d, and L = F (V ) +G(V ) since ‖κt‖1 ≤ F (V ) +G(V ).
Combining Lemma 1 with the regular analysis of subgradient descent yields the proof of Theorem 1.
Note that the algorithm does not need to know the α and β parameters, which can be hard to compute
in practice. In fact, the iterates taken are exactly the same as in the submodular case.
Theorem 1 provides an approximate fractional solution sˆ ∈ [0, 1]d to h−. To obtain an approximate
set solution to Problem (1), it remains to round sˆ. Corollary 1 shows that, as in the submodular case,
it is enough to pick the superlevel set of sˆ with the smallest H value.
Corollary 1. Let sˆ = arg mint hL(st) where st are the iterates generated in Theorem 1, let
Sˆk = {j1, · · · , jk} such that sˆj1 ≥ sˆj2 ≥ · · · sˆjd , and S0 = ∅. Then
min
k∈{0,··· ,d}
H(Sˆk) ≤ F (S
∗)
α − βG(S∗) + RL√T .
Proof. By definition of the Lovász extension, it holds that hL(sˆ) =
∑d
k=1(sˆjk − sˆjk+1)H(Sˆk) +
sˆjdH(V ) ≥ mink∈{0,··· ,d}H(Sˆk). The corollary then follows by Theorem 1 and the relation (2).
Corollary 1 states that in order to obtain a set that satisfies H(S) ≤ F (S∗)α − βG(S∗) + , we need at
most 4dL
2
2 iterations of subgradient descent, where the complexity per iteration is O(d log d+ d EO),
with EO the time needed to evaluate function H on any set.
If F is regarded as a cost and G as a revenue, this guarantee states that the solution returned gains at
least a fraction β of the revenue of the optimal solution, by paying at most a 1/α-multiple of the cost.
If F is submodular and G is supermodular, Problem (1) reduces to submodular minimization and
Corollary 1 recovers the guarantee H(S) ≤ H(S∗) + RL√
T
.
Remark 1. The proofs of Theorem 1 and Corollary 1 do not depend on the worst case parameters α, β
in Definition 1. The upper bounds still hold if α, β are instead replaced by αT = 1T
∑T
t=1
F (S∗)
κtF (S
∗)
and βT = 1T
∑T
t=1
κtF (S
∗)
G(S∗) . These refined upper bounds would yield improvements if only few of the
relevant submodularity inequalities are violated, e.g., due to infrequent perturbations.
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Apart from the above results for general unconstrained minimization, our results also imply some
approximation guarantees for generalizing constrained submodular minimization to weakly DR-
submodular functions. We discuss this extension in Appendix A.1.
4 Applications
In this section, we consider two important applications where non-submodular minimization is of
interest and demonstrate that our results apply to these settings.
4.1 Noisy weakly DR-submodular minimization
In many real-world applications, we do not have access to the objective function itself, but rather
to a noisy version of it. For example, in machine learning, the objective function is often estimated
from data. In other cases, evaluating the function may be too computationally expensive, and thus
individual evaluations are approximated.
Several works have considered maximizing noisy oracles of submodular functions, e.g., [30, 25, 42,
23, 24] and weakly submodular functions [38]. In contrast, to the best of our knowledge, minimizing
noisy oracles of submodular functions was only considered in [5]. We address a more general setup
where H is not necessarily submodular. We show in Proposition 1 that our approximation guarantee
for Problem (1) continues to hold even if we only have access to an approximate oracle H˜ . Essentially,
the approximate oracle still allow us to obtain approximate subgradients of h− in the sense of Lemma
1, but now with an additional additive error.
Proposition 1. Given an approximate oracle H˜ such that for every S ⊆ V , |H˜(S) −H(S)| ≤ 
with probability 1 − δ. Let sˆ = arg mint h˜L(st) where st are the iterates generated in The-
orem 1 using κ˜jk = H˜(jk|Sk−1), and Sˆk = {j1, · · · , jk} with sˆj1 ≥ sˆj2 ≥ · · · sˆjd . Then
Sˆ ∈ arg mink∈{0,··· ,d} H˜(Sˆk) satisfies
H(Sˆ) ≤ F (S∗)α − βG(S∗) + 2(|S∗|+ 1) + RL√T
with probability 1 − 2dTδ, using 2Td calls to H˜ . Hence, by choosing  = ′8d , δ = δ
′′2
32d2 and
T = ( 2RL′ )
2 ≤ ( 4
√
dL
′ )
2, we obtain H(Sˆ) ≤ F (S∗)α − βG(S∗) + ′ with probability 1− δ′.
Proof. Let κ be defined as κjk = H(jk|Sk−1). For all k ∈ V , we have |κ˜jk − κjk | ≤ 2 with
probability 1− 2dδ (by a union bound). Hence, for every S ⊆ V , we have |κ˜(S)− κ(S)| ≤ 2|S|.
Plugging this into the proofs of Theorem 1 and Corollary 1 directly yields the proposition.
Blais et al [5] consider the same setup for the special case where H is submodular. Their result,
which is based on the cutting plane method of [32], has a better dependence on ′ (O(log(1/′)), but
much worse dependence on the dimension d = |V | (O(1/d3) in terms of running time and O(1/d5)
in terms of accuracy required from oracle) [5, Corollary 5.4]. Hence, in large scale problems the
result in Proposition 1 is advantageous, while in applications that require high accuracy the result in
[5] is preferable.
The above proposition allows us, in particular, to handle noisy oracles of H , with both additive and
multiplicative noise.
Proposition 2. Let H˜ = ξH where ξ ≥ 0 is independently drawn from a distribution D with mean
µ > 0. We define the function H˜m as the mean ofm queries to H˜(S), so H˜m is an approximate oracle
to µH . In particular, for every δ,  > 0, taking m = ω
2H2max
2 ln(
1
δ ) where ω = max{ξ1, · · · , ξm}
and Hmax = maxS⊆V H(S), we have for every S ⊆ V , |H˜m(S)− µH(S)| ≤  with probability at
least 1− δ.
Proof. For every S ⊆ V and ′ > 0, by the Chernoff bound, we have (1− ′)µH(S) ≤ H˜m(S) =
1
m
∑m
i=1 ξiH(S) ≤ (1 + ′)µF (S), with probability at least 1− exp(− 
′2µ2m
ω2 ). Hence, choosing
′ = µHmax and m =
ω2H2max
2 ln(
1
δ ) yields the proposition.
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The above proposition implies that using projected subgradient descent and thresholding we
can find a set Sˆ such that H(Sˆ) ≤ F (S∗)α − βG(S∗) + ′ with probability 1 − δ′ using m =
O
(
(ωFmaxdµ′ )
2 ln( d
2
δ′µ2′2
)
, after T = O(dF
2
max
′2 ) iterations, with m = O
(
ω
µ (
Fmaxd
′ )
4 ln( d
2
δ′µ2′2 )
)
total calls to H˜ . Using similar arguments, we can show that our results also extend to additive noise
oracles H˜ = H + ξ.
4.2 Structured sparse learning
In many applications, we are interested in learning solutions whose support have a particular structure,
such as sparsity, group sparsity, dispersion, tree structure, etc. Such problems can be formulated as
min
x∈Rd
`(x) + λF (supp(x)) (4)
where ` is a convex loss function and F is a set function favoring the desirable supports. In the
context of convex optimization, existing approaches propose to solve Problem (4) by replacing the
discrete regularizer F (supp(x)) by its convex relaxation which, under some statistical assumptions,
is equivalent to solving the original problem (see e.g., [1, 16, 15]). However, efficient methods to
solve the resulting convex problem were only proposed for the case where F is submodular [1] or
can be expressed as an integral linear program (ILP) [16]. In many applications though, the structure
of interest is better modeled by a non-submodular non-ILP function [15, 40].
In the context of discrete optimization, Problem (4) can be cast as a set function minimization problem
if we consider the associated normalized monotone set function G`(S) = `(0)−minsupp(x)⊆S `(x).
Recently, it was shown that when ` has ν-restricted smoothness (RSM) and µ-restricted strong
convexity (RSC), G` is µ/ν-weakly modular [18, 6, 39]. This allowed for approximation guarantees
of Greedy algorithms to be applied to the constrained variant of (4) for the special case of cardinality
constraints [12, 18], and for a subclass of monotone non-submodular constraints [40].
Definition 3 (RSM/RSC). Given a differentiable function ` : Rd → R and Ω ⊂ Rd × Rd, ` is
µΩ-RSC and νΩ-RSM if µΩ2 ‖x−y‖22 ≤ `(y)−`(x)−〈∇`(x),y−x〉 ≤ νΩ2 ‖x−y‖22, ∀(x,y) ∈ Ω.
In this section, we complement these results by studying the regularized variant (4) in the case where
F is α-weakly DR-submodular and ` is again an RSM/RSC loss function.
Let µk, νk denote the RSC and RSM parameters corresponding to Ω = {(x,y) : ‖x‖0 ≤ k, ‖y‖0 ≤
k, ‖x − y‖0 ≤ k}. The following proposition shows that if the loss function ` is generated from
random data then G` is also weakly DR-modular.
Proposition 3. Let `(x) = L(x) − z>x, where L is µ|U |-RSC and ν|U |-RSM, and z ∈ Rd has
a continuous density w.r.t to the Lebesgue measure. Then there exist αG, βG > 0 such that G` is
αG-weakly DR submodular and βG-weakly DR supermodular on U (i.e., Def. 1 restricted to sets
A ⊆ B ⊆ U ).
The results in Theorem 1 and Corollary 1 are thus applicable to Problem (4), whenever ` has the form
in Proposition 3 and is ν-smooth everywhere and µ|S∗|-RSC. In particular, this holds for example
when ` is the least squares loss, where RSC/RSM reduces to the RIP property. The proposition
however does not provide lower bounds on αG, βG, and thus they can be arbitrarily close to zero. In
Section 5.2, we show empirically that this is not the case.
We prove Proposition 3 by first utilizing a result from [18], slightly extended in [6, 39], which relates
the marginal gain of G` to the marginal decrease of `. We then argue that the minimizer of `, over
any given support, has full support with probability one, and thus ` have non-zero marginal decrease
with probability one. The proof is given in Appendix A.3. Finally, note that Proposition 3 does not
hold for instances of G` generated deterministically. In fact, one can easily construct an instance of
G` such that αG = βG = 0 (see e.g., [39, Proposition 3]).
5 Experiments
We empirically validate our result on the problems of noisy submodular minimization and structured
sparse learning. All experiments were implemented using Matlab and conducted on the MIT
Supercloud on nodes with 16 Intel Xeon E5 CPU cores and 64 GB RAM.
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Figure 2: Results for ‘Genrmf-long” (top) and“Two-moons” (bottom) dataset: Best achieved objective in
logscale vs. number of samples (left), objective in logscale vs. iterations, for m = 50 (middle), m = 1000
(right-top) and m = 150 (right-bottom).
5.1 Noisy submodular minimization
We consider the minimization of a submodular function H given a noisy oracle H˜ = ξH , where
ξ is independently drawn from a Gaussian distribution with mean one and variance σ = 0.1. We
adapt the experiment from [2, Section 12.1] to this set up and use the Matlab code available at
http://www.di.ens.fr/~fbach/submodular/.
We consider the following submodular minimization algorithms: The minimum-norm-point algorithm
(MNP) [19], the conditional gradient algorithm [29] with fixed step-size (CG-2/(t+ 2)) and with
line search (CG-LS), the projected subgradient descent algorithm with fixed step-size (SGD-1/
√
t)
and with the approximation of Polyak’s rule (SGD-polyak)[3], and the analytic center cutting plane
method [20](ACCPM) and a variant of it which emulates the simplicial method (ACCPM-Kelley).
For all these algorithms, we just replace the true oracle for H by the approximate oracle H˜m(S) =
1
m
∑m
i=1 ξiH(S). We test their performance on two datasets: “Genrmf-long” which is a min-cut/max-
flow problem with d = 575 and 2390 edges, and “Two-moons” which is a synthetic semi-supervised
clustering example with d = 400 data points and 16 labeled points. We refer the reader to [2, Section
12.1] for more details about the algorithms and datasets used. Results are shown in Figure 2. We
stopped each algorithm after 1000 iterations for the first dataset and after 400 iterations for the second
one, or until the duality gap reached 10−8. We use MNP with the noise-free oracle H to compute the
optimal value H(S∗). In all figures, we plot the best values achieved so far.
As expected, the accuracy achieved improves as we take more samples. But this improvement is much
faster that what is predicted in theory by Proposition 2 or in the result of [5]. The objective function
in the “Two-moons” dataset takes smaller values, which makes it easier to solve in multiplicative
noise set-up, as we indeed observe. Among the algorithms, ACCPM and MNP methods have the
fastest convergence, as was already observed in [2], but they also seem to be the most sensitive to
noise. In summary, these empirical results suggest that submodular minimization algorithms are
indeed robust to noise, as predicted by our theory.
5.2 Structured sparse learning
We consider a structure sparse learning problem where we are interested in estimating the support of a
parameter vector x\ ∈ Rd whose support is an interval. It is natural then to choose as a regularizer in
problem (4) the range function range(S) = max(S)−min(S)+1 which would indeed favor interval
supports. The range function was shown to be 1d−1 -weakly DR-submodular in [15]. We also consider
a modified version of range defined as Fmr(S) = d− 1 + range(S),∀S 6= ∅ and Fmr(∅) = 0, which
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Figure 3: Support and estimation errors in logscale vs measurement ratio (left) Objective function and
corresponding αT , βT parameters vs. regularization parameter for n = 112 (middle) and n = 306 (right).
is monotone submodular [1], as well as the tightest convex relaxation Θr of range, which was derived
in [15]. Θr does not have a closed form solution, but it can be optimized by considering all possible
interval supports. The optimal solutions of problem (4) with range and Fmr as regularizers can also
be computed in this fashion.
We consider a simple regression setting in which x\ ∈ Rd is an all ones k-sparse signal whose
support is an interval. We observe noisy linear measurements y = Ax+ , whereA ∈ Rd×n is an
i.i.d Gaussian matrix with normalized columns and  ∈ Rn is an i.i.d noise vector with variance σ2.
We set the parameters to d = 250; k = 20;σ = 0.01 and vary n between 14d and 2d. We compare
support error (in hamming distance), estimation error ‖xˆ− x\‖2/‖x\‖2 and objective errors for the
solutions obtained by solving (4) with ` the least squares loss and F the range function, either solved
via exhaustive search (OPT-Range), or via subgradient descent (SGD-Range); or with F = Fmr
solved via exhaustive search (OPT-ModRange), or via subgradient descent (SGD-ModRange); or
with the continuous convex relaxation regularizer Θr, which is solved using CVX [21].
Results are presented in Figure 3. For the estimation and support errors, we plot the best achieved
error on the regularization path, where λ was varied between 10−4 and 10. Results are averaged
over 5 runs. The parameters αT , βT plotted in Figure 3 are the ones defined in Remark 1. From the
objective function plots, we can see that SGD is able to minimize the objective in the case of the
modified range almost exactly as n grows. It performs a bit worst for the range function, which is
expected since its weak DR-submodularity constant is 1d−1 , though empirically αT is much larger.
We also observe that the weak DR-supermodularity constant βT corresponding to G` is empirically
quite large and approaches 1 as n grows. Finally, it is interesting that the convex relaxation approach
with Θr performs so well and essentially matches the performance of OPT-Range when n is large
enough. We suspect that this happens because as n grows G` becomes closer to a modular function
and hence the convex relaxation approach starts approximating the full convex relaxation of F −G`.
6 Conclusion
We studied the performance of projected subgradient descent for minimization of a class of non-
submodular functions. By exploiting convex extensions, we prove the first approximation guarantee
for unconstrained non-submodular minimization. This result significantly enlarges the domain of
applications where submodular minimization techniques are applicable. In particular, we showed
how our result applies to two important applications, both theoretically and empirically.
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A Appendix
A.1 Extension to constrained minimization
Our result directly implies a generalization of some approximation guarantees of constrained submod-
ular minimization to constrained weakly DR-submodular minimization. In particular, we consider
the problem
min
S∈C
F (S), (5)
where F is a monotone α-weakly DR-submodular function and C denotes a family of feasible sets.
We note that Theorem 1 still holds in this setting, if we project the iterates onto the convex hull
conv(C) of C. We can thus obtain a solution sˆ ∈ conv(C) such that fL(sˆ) ≤ F (S
∗)
α +  where S
∗ is
the optimal solution of (5). However, the rounding in Corollary 1 does not hold anymore, since not
all sup-level sets of sˆ will be feasible.
One rounding approach proposed in [28] is to simply pick the smallest feasible sup-level set. Given
s ∈ [0, 1]d, we pick the largest θ ∈ [0, 1] such that Sθ = {si : si ≥ θ} ∈ C. The obtained set would
then satisfy F (Sθ) ≤ 1θfL(s). Applying this rounding to sˆ, we obtain F (Sˆθ) ≤ 1αθF (S∗) + . In
general there is no guarantee that θ 6= 0. But for certain constraints, such as matroid, cut and set
cover constraints, Iyer et al. [28] show that θ admits non-zero bounds (see Table 2 in [28]).
A.2 Proofs for approximation guarantee
Lemma 1. Given a normalized α-weakly DR submodular function F , and a vector s ∈ [0, 1]d such
that sj1 ≥ sj2 ≥ · · · sjd , we define κ such that κjk = F (jk|Sk−1) where Sk = {j1, · · · , jk}. Then,
fL(s) = κ
>s ≥ f−(s) and κ(A) ≤ F (A)α for all A ⊆ V , hence κ>s′ ≤ f
−(s′)
α for all s
′ ∈ [0, 1]d.
Proof. Given any feasible point (κ′, ρ′) in the definition of f−, i.e., κ(A) + ρ′ ≤ F (A),∀A ⊆ V ,
we have:
κ>s− (κ′>s+ ρ′) =
d∑
k=1
sjk(F (jk|Sk−1)− κ′jk)− ρ′
=
d−1∑
k=1
(sjk − sjk+1) (F (Sk)− κ′(Sk)) + sjd (F (V )− κ′(V ))− ρ′
≥
(
d−1∑
k=1
(sjk − sjk+1) + sjd
)
ρ′ − ρ′
= (sj1 − 1)ρ′ ≥ 0
Hence κ>s ≥ f−(s). The upper bound on κ(A) for any A ⊆ V follows from the definition of weak
DR-submodularity.
κ(A) =
∑
jk∈A
F (jk|Sk−1)
≤ 1
α
∑
jk∈A
F (jk|A ∩ Sk−1)
=
1
α
d∑
k=1
(F (A ∩ Sk)− F (A ∩ Sk−1))
=
F (A)
α
The bound on κ>s′ for any s′ ∈ [0, 1]d follows directly from the definition of f− (3).
Theorem 1. Starting from a point s1 ∈ [0, 1]d, we define the iterates st+1 = Π[0,1]d(st − ηκt)
with step size η = R
L
√
T
, where L is the Lipschitz constant ‖κt‖2 ≤ L, R the domain radius
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‖s1 − s∗‖2 ≤ R and Π[0,1]d is the orthogonal projection onto the set [0, 1]d. κt is defined as
κtjk = H(jk|Sk−1) with stj1 ≥ stj2 ≥ · · · stjd and Sk = {j1, · · · , jk}. Then, after T iterations:
min
t
h−(st) ≤ min
t
hL(s
t) ≤ f
−(s∗)
α
− βg−(s∗) + RL√
T
where s∗ is an optimal solution of mins∈[0,1]d h−(s).
Proof. Let zt+1 = st − ηκt, then note that ‖st+1 − s∗‖2 ≤ ‖zt+1 − s∗‖2 due to the properties of
projection (see for e.g., [9, Lemma 3.1]), it follows then
〈κt, st − s∗〉 ≤ 1
η
〈st − zt+1, st − s∗〉
=
1
2η
(‖st − zt+1‖22 + ‖st − s∗‖22 − ‖zt+1 − s∗‖22)
=
1
2η
(‖st − s∗‖22 − ‖zt+1 − s∗‖22) +
η
2
‖κt‖22
=
1
2η
(‖st − s∗‖22 − ‖st+1 − s∗‖22) +
η
2
‖κt‖22
Summing over t we get
T∑
t=1
〈κt, st − s∗〉 ≤ T R
2
2η
+
ηTL2
2
Plugging the value of η and noting that by lemma 1 we have for all t, (κt)>s∗ ≤ f−(s∗)α − βg−(s∗)
and (κt)>st = hL(st) ≥ h−(st), we obtain
min
t
h−(st) ≤ min
t
hL(s
t) ≤ f
−(s∗)
α
− βg−(s∗) + RL√
T
A.3 Proofs for structured sparse learning application
Let’s recall again the definition of RSC/RSM.
Definition 3 (RSM/RSC). Given a differentiable function ` : Rd → R and Ω ⊂ Rd × Rd, ` is
µΩ-RSC and νΩ-RSM if µΩ2 ‖x−y‖22 ≤ `(y)−`(x)−〈∇`(x),y−x〉 ≤ νΩ2 ‖x−y‖22, ∀(x,y) ∈ Ω.
If ` is RSC/RSM on Ω = {(x,y) : ‖x‖0 ≤ k1, ‖y‖0 ≤ k1, ‖x − y‖0 ≤ k2}, we denote by
µk1,k2 , νk1,k2 the corresponding RSC and RSM parameters. For simplicity, we also define µk :=
µk,k, νk := µk,k.
Before we can prove proposition 3, we need two key lemmas. Lemma 2 restates a result from [18],
slightly extended in [6, 39], which relates the marginal gain of G` to the marginal decrease in `.
In Lemma 3, we argue that for a class of loss functions, namely RSC/RSM functions of the form
`(x) = L(x) − z>x, where z is a random vector, the corresponding minimizer has full support
with probability one. Proposition 3 then follows from these two lemmas by noting that ` thus have
non-zero marginal decrease, with respect to any i ∈ V , with probability one.
Lemma 2 ([39, Lemma 1]). Given G`(S) = `(0)−minsupp(x)⊆S `(x), then for any disjoint sets
A,B ⊆ V and a corresponding minimizer xA := arg minsupp(x)⊆A `(x), if ` is µ|A∪B|-RSC and
ν|A|,|B|-RSM, we have:
‖[∇`(xA)]B‖22
2ν|A|,|B|
≤ G`(B|A) ≤ ‖[∇`(x
A)]B‖22
2µ|A∪B|
Lemma 3. If x? is the minimizer of minx∈Rd L(x)−z>x, where L is a strongly-convex and smooth
loss function, and z ∈ Rd has a continuous density w.r.t to the Lebesgue measure, then x? has full
support with probability one.
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Proof. This follows directly from [15, Theorem 1] by taking Φ(x) = 0. We include the proof here
for completeness.
Since L is strongly-convex, given z the corresponding minimizer x? is unique, then the function
E(z) := arg minx∈Rd L(x) − zTx is well defined. Given fixed i ∈ V , we show that the set
Si := {z : [E(z)]i = 0} has measure zero. Then, taking the union of the finitely many sets
Si,∀i ∈ V , all of zero measure, we have P (∃z ∈ Rd,∃i ∈ V, s.t., [E(z)]i = 0) = 0.
To show that the set Si has measure zero, let z1, z2 ∈ Si and denote by µ > 0 the strong convexity
constant of L. We have by optimality conditions:((
z1 −∇L(E(z1))
)− (z2 −∇L(E(z2))))>(E(z1)− E(z2)) = 0
(z1 − z2)>(E(z1)− E(z2)) ≥
(∇L(E(z1))−∇L(E(z2)))>(E(z1)− E(z2))
(z1 − z2)>(E(z1)− E(z2)) ≥ µ‖E(z1)− E(z2)‖22
1
µ
‖z1 − z2‖2 ≥ ‖E(z1)− E(z2)‖2
Thus E is a deterministic Lipschitz-continuous function of z. By optimality conditions z =
∇L(E(z)), then zi = ∇L(E(zV \i))i. Thus zi is a Lipschitz-continuous function of zV \i, which
can only happen with zero measure.
Proposition 3. Let `(x) = L(x) − z>x, where L is µ|U |-RSC and ν|U |-RSM, and z ∈ Rd has
a continuous density w.r.t to the Lebesgue measure. Then there exist αG, βG > 0 such that G` is
αG-weakly DR submodular and βG-weakly DR supermodular on U (i.e., Def. 1 restricted to sets
A ⊆ B ⊆ U ).
Proof. Given S ⊆ U, i ∈ U \ S, let xS := arg minsupp(x)⊆S `(x), then by Lemma 2 we have:
[∇`(xS)]2i
2ν|S|,1
≤ G`(i|S) ≤ [∇`(x
S)]2i
2µ|S|+1
We argue that [∇`(xS)]2i 6= 0 with probability one. For that, we define `S(u) := `(x), where
[x]S = u, [x]V \S = 0,∀u ∈ R|S|, then `S is µ|S|-strongly convex and ν|S|-smooth on R|S|. Hence,
by lemma 3, the minimizer u? of `S has full support with probability one, and thus supp(xS) = S
also with probability one. By the same argument, we have supp(xS∪{i}) = S ∪ {i}. We can
thus deduce that [∇`(xS)]2i 6= 0, since otherwise G`(i|S) = 0, which implies that xS∪{i} = xS
(minimizer is unique) and supp(xS∪{i}) = S, which happens with probability zero.
For all S ⊆ T ⊆ U, i ∈ U \ T , the following bounds hold:
µ|T |+1[∇`(xS)]2i
ν|S|,1[∇`(xT )]2i
≤ G
`(i|S)
G`(i|T ) ≤
ν|T |,1[∇`(xS)]2i
µ|S|+1[∇`(xT )]2i
G` is then αG-weakly DR submodular and βG-weakly DR supermodular, with αG :=
minS⊆T⊆U,i∈U\T
µ|T |+1[∇`(xS)]2i
ν|S|,1[∇`(xT )]2i > 0 and βG := minS⊆T⊆U,i∈U\T
µ|S|+1[∇`(xT )]2i
ν|T |,1[∇`(xS)]2i > 0.
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