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Using a “concrete” representation for the adjoint, the spectrum of the class of 
linear transformations T which are bounded on L’(- co, co), 1 < p < o into itself 
and which satisfy the functional equation 7?(a) = m(a) t(a), -co < a < co, a # 0, 
where m(a) = 1 or (sgn a) and where (t(a)f )(x) =j’(ax), is studied. 
1. INTRODUCTION 
Let L” = Lp (-co, co), and let C(Lp) denote the class of linear transfor- 
mations which are continuous on Lp into itself. We say that the linear 
mapping T E C(Lp), 1 <p < co, belongs to the class G, if there exists a 
Lebesgue measurable function k on (-co, co) such that 
I ’ Tf (t) dt = j”; m(x) k(ux-‘)f(x) dx, --oo<u<m, (1) 0 -03 
where m(x) = 1 or (sgn x). The mappings T E Go n C(Lp) satisfy the 
functional equation 
Tt(a) = m(a)(sgn a) t(a)T, -co < a < co, a f 0, (2) 
where t(u) is the operator (t(a)f)(x) =f(ax). It can be shown (see [2, 
Theorem (2.1 l)(i)]) that if TE C(Lp), 1 <p < co, satisfies functional 
equation (2), then T E Go. 
A number of the important integral transforms belong to the class Go. In 
particular, the Hilbert transform 
Hf(u) = (l/rr)(P. V.) [m (U - s)- ‘f(x) dx, 
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and the Stieltjes transform 
s-f(u)= (_’ (u+x) ‘f(x)dx 
.’ (I 
all belong to G,,. 
The determination of the point spectrum and the resolvent set of the 
Stieltjes transform was carried out by Pollard in [7 1. More recently, de Snoo 
in his study of the spectrum of Watson transforms [ 81 has given a complete 
characterisation of the spectrum of mappings T E G,, on the Hilbert space 
L’(0. co). In this note we study the spectrum of mappings T E G, n C(L”). 
It is shown that a complete characterisation of the spectrum of the invertible 
mapping TE G, n C(Lp) is possible in the case in which it satisfies a 
symmetric property. 
We note here that the class of mappings TE G,, n C(LI’) constitutes a 
Banach algebra with identity (which is commutative in the case in which 
m(a) = (sgn a) in (1) (see Corollary 1 of [ 3 I)). Thus a number of results 
about the spectrum of T follow using Banach algebra techniques. However 
we do not follow these techniques below. Instead we make an extensive use 
of the “concrete” representation of the adjoint mapping T’: as developed in 
12 and 51. 
2. RESULTS 
In addition to the notation already introduced, we shall denote by ~(73, 
a,,(r), a,(T), a,.(T) and p(T) the spectrum, the point spectrum, the residual 
spectrum, the continuous spectrum and the resolvent set (resp.) of the 
mapping T. rC.’ will denote the set of complex numbers. Henceforth. 
TE G, n C(L”); 1 < p < co. 
THEOREM 1. u(q=u(~)=u,>(quu,(~. 
Proof. Although the proof of the fact that u(T) = u(r) follows from 
standard theory, we include it here for its simplicity and for the reason that it 
gives us an opportunity to state some facts about the class G,) (which will be 
used in the sequel without further mention). 
By definition, CL E ~(7’) if and only if to each g E L” there exists a unique 
fE Lp such that 
Tf-uf=g. (3) 
Clearly. T’ E G,n C(L”‘); l/p + l/p’ = I. Let R be the mapping R/(x) = 
1x1 ’ (sgn x)~(K’). Then R is a linear homeomorphism of L” onto RLP. the 
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Lebesgue measurable functions f on 
IlfllRI,, = (jX ” J, If(x I-T2 dx) ‘lP < 00. 
By Lemma (2.9)(i) of 12 1, T’ = RTR on Lp (also see Remark below), and so 
T’ E C(RL”) simultaneously. It follows from (3) that a E p(T) if and only if 
to each g, E RLp there exists a uniquef, E RL” such that 
RTRfi -f, =g,, 
Ol- 
7% -.f, = g,- 
This implies that a E p(T’) if and only if (r E p(T). Hence 47’) = a(r). 
To complete the proof we have now to show that a,(T) is empty. We do 
this by contradiction. Since cx E a,(T) if and only if there exists a non-trivial 
f E L” such that Tf - af = 0, or equivalently if and only if there exists a non- 
trivial Rf E RL” such that T’Rf - aRf = 0, we see that a E u,(T) if and only 
if a E ~~(7’). Now let a E u,(T). Then, since u,(r) is a subset of u,,(Y). we 
see that a E u,,(T’), and so a E u,(T). But since the sets u,(T) and u,,(T) are 
disjoint. we have reached a contradiction. Hence u,(T) must be empty. 
Remark. Strictly speaking, T = RTR only in the case in which T 
satisfies functional equation (2) with m(a) = (sgn a). In the case in which 
m(a)= 1, T’ = RTR with the mapping R now defined by 
Rf(x)=(x( .‘f(x ‘). H owever, this poses no real problem in so far as our 
arguments are concerned, and, in the sequel. we do not distinguish between 
the two cases. 
A more precise determination of the spectrum of mappings T can be 
carried out by requiring T to satisfy certain additional hypotheses. 
We say that the mapping T is O-adjoin1 if T’ = RTR = dT for some scalar 
d (see 12, Definition (3.2)1). 
Both the Hilbert transform and the Stieltjes transform are 0-adjoint. It is 
clear that if T is 0-adjoint, then d = f 1. Also, if T is 0-adjoint. then it 
belongs to C(Lp). C(Lp’), C(RL”) and C(RL”‘) simultaneously. 
THEOREM 2. If T is 0-adjoint with d = - 1. then u,,(T) and u,.(T) are 
symmetric about the origin (in Q‘). 
ProoJY Since p(T) =p(T’) and T’ = -T on L”. we see that p(7). and 
hence also u(T), is symmetric about the origin. Again. since u,,(T) = u,,(T’). 
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a(7) is symmetric about the origin. In view of Theorem 1, it now follows 
that ~~(73 is also symmetric about the origin. 
The example of the identity map shows that the theorem can not be 
improved to include the case in which d = + 1. 
THEOREM 3. Let T be 0-adjoint. If 0 4 o(T), then a,(T) is not empty 
and there exists a scalar b such that a,(T) c (-b’,‘, -lb”‘}. Furthermore, if 
T is O-adjoin1 with d = -1, then 
u,,(T) = u(T) = (-b”‘. +b’ ’ 1. 
Proof. We start by showing that the set {a E :I : a # kb”‘}. where b is 
the scalar defined below, c p(T). 
Suppose that a E p(T). Then to each g E L” there exists a unique fE L” 
such that 
Tf-af=g. (4) 
Since T is both invertible and 0-adjoint, it follows from Theorem 3.2 of (41 
that there is a scalar b (~0) such that TTf = bf for each f E L”. Thus, if 
a E p(T) then to each g E L” there exists a unique f E L” such that 
TTf - aTf = Tg, 
or 
bf-aTf= Tg. (5) 
Equations (4) and (5) together imply that if a E p(T), then to each g E L” 
there corresponds a unique f E Lp such that 
(b - a’)f = (T t a)g. 
But this implies that a2 # b. Hence p(T) 1 {a E C: a # fb’,*}. 
Next we prove that if T is as defined in the statement of the theorem, then 
u,(T) can not be empty. We prove this by showing that if either one of -b”* 
and tb’/* belongs to u,(T) or p(T), then the other one belongs to up(T). (Of 
course, it may happen that both of -b’!* and +b”’ belong to u,(T): in that 
case we have nothing to prove.) Suppose then that -b’!’ is in u,(r) or p(T). 
Then T, = T t b”* is one-one. Let f, and f, be some non-trivial distinct 
elements of Lp. Then there exist non-trivial distinct g, and g, in Lp such that 
7, f, = g, and T,f2 = g,. This implies that to each non-trivial f, -f2 in Lp 
there corresponds a non-trivial g, -g, in L” such that 
T(f, -fJ + b’**(f, -fi) = (8, - gz). 
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Applying T to both sides, this implies that to each non-trivial& -f2 in ,!,O 
there corresponds a non-trivial g, -g, in Lp such that 
b”*W’, -0 + W-, -fd = T(g, - gz), 
and hence such that 
T(g, -g,)=b”*(g, -gJ. 
Since g, fg,, this implies that +b”* E a,(T). 
Finally, to complete the proof we note that if T’ = -T, then o,(T) is 
symmetric about the origin. Hence o,(T) = a(T) = (-b”2, +b”*}. 
A particular example of a mapping satisfying (all) the hypotheses of the 
theorem is that of the Hilbert transform H. Then b = -1, and it follows that 
a(H) = a,(H) = (4, +i). The example of the identity map shows that the 
(set) inclusion in the statement of the theorem can be proper. 
It is clear from the proof of the theorem that inso far as the first half of 
the theorem is concerned the hypothesis that T is 0-adjoint is required only 
to deduce that TTf = bf for some scalar b. Hence we have 
COROLLARY. If TTf = bf for each f E Li’ and for SOme scalar b, then 
u,(T) is not empty and u(T) c {-b”*, +b”*}. 
Although the Corollary as such does not provide exact information about 
the spectrum of the mapping T, it can, dependent upon the particular 
transformation under consideration, sometimes be the first important step 
towards a complete determination of the spectrum of T. The following 
examples illustrate this point. 
An example of a mapping satisfying the hypotheses of the Corollary is 
provided by the extended Hilbert operator I-I’“), -l/p’ < a < l/p, defined in 
the introduction. If’“’ arises from the Hilbert operator H by interpolation, 
and its continuity is a consequence of the fact that HE C(LP* -“) (see 14, 
3.1 Theorem I). (Here Lp’ n denotes the space of equivalence classes of 
Lebesgue measurable functions f on (- 00, co) for which 
Ilfllp.-o = (IT, 
I 
If(X)[PIXI-“” dx) “/I < co.) 
H(O) satisfies the property that H(uJH(“lf= -f for each f E Lp. Hence, by the 
Corollary, up(HcR’) c (-4, +i}. In fact more is true. Since H’“y(u) = (u(-” 
H(jx]“f(x))(u), and HE G, n C(Lp*- “) is 0-adjoint (with HHf = -f), we 
see that u,(H’“‘) = up(H) = {-i, +i). 
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Another example of a mapping satisfying the hypothesis that TTf = bf is 
provided by 
-l/p’ < u < l/p. For the case in which u = 0 and p = 2, this mapping was 
studied by Artiaga 1 I 1. Okikiolu [ 6 1 has shown that A/(u) = -H(n’fi’nlf(u). 
where kcn’J(u) = (sgn u)H’“‘f(u), and that AAf =f for each fE Lp. Thus 
a,,(A) is non-empty and a(A) c { -1, + 11. We show that a,(A) = (-- 1, + 1 }. 
For this, let &f(u) = sgn U) H’(U), where H is the Hilbert transform. Then 
k E G, n C(Lp), k a f’= -f for all fE L”. and klf(u) = -H((sgn X) 
f(u)} (u). Let f E L” be such that F(x) = Ix! “(sgn x) f (x) E L”. Then 
AF(u) = - H’“‘( +‘F) (u) 
=-I241 ” (kfif i (U)=lu) “f(u) 
= (sgn U) F(u). 
Choosing g,(x) = F(x) if .Y > 0 and 0 otherwise, and gz(x) = F(x) if x < 0 
and 0 otherwise, we see that there exist non-trivial functions g, and gI E L” 
such that Ag, -g, = 0 and Ag, + g, = 0. This implies that both fl and 
-1 E a,(A). 
It is often the situation that TE C(L”) n C(L”‘), T is invertible, but that T 
is neither 0-adjoint nor does T satisfy T’T = bf (or TTf = bf for some scalar 
h. Theorem 3, and the Corollary, then can not be applied to T.lt can however 
be shown that u,(T). for such a T. can not be large. 
THEOREM 4. Zf T E G, n (C(Lp) n C(Lp’)) is inoertible, then there 
exists a scalar b such that 0,479 CI (-(b)“‘. +(b)“‘. --i(b)“‘. l i(b)“~}. 
Proox It is clear from the hypotheses that T and T’ belong to 
C(Lp) n C(L” ) and C(RLp) n C(RLP’) simultaneously. To prove the 
theorem. it is enough to show that if a E u,,(T) then aJ = b for some scalar b. 




T’Tf - aT’f = 0. 
(7) 
03) 
The mapping T’T E G, n C(Lp) is O-adjoint. Hence, since T is invertible, 
there exists a scalar b such that (T’T)*f = bf on L”. By (8), this implies that 
bf -- cr7’TT’J‘= 0. 
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or, since T and T commute (this follows from Corollary 1 of 13 \), 
bf - aTZ Tf= 0, 
which by (6) implies that 
@f- a’TZf= 0. 
Since T’2 = RT’R, this implies that 
bRf-- a’T2 Rf= 0. 
and hence by (7) that 
bRf - a4Rf= 0. 
Since f is non-trivial. this implies that a’ = b. 
3. THE CASE p = 2 
In certain situations, a lot more can be said about the spectrum of the 
mappings T in the case in which p = 2. Thus, if the mapping T is represen- 
table by a convolution, then 
(v-)- = Kf -, J’* = Fourier transform of x 
for some function K E L”, and it follows that a(T) consists of the essential 
range of K. Again, if TE C(L’(0. a~)), then 
WV-) = K(Mf), M = the Mellin transform operator, 
for some function K E L”, and once again o(T) consists of the essential 
range of K. Generally, the mappings Tare normal on L’; this can be seen as 
follows. Defining the Hilbert space adjoint of T by T* = JRTRJ, where J is 
the operator of complex conjugation, we see that 
T*T= JRTRJT= JRT JRTRJ JR 
=JR TT: JR=W, 
since TT* E G, m C(L’) is self-adjoint. 
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