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Preface
The study of products of random matrices dates back to the early days of random matrix
theory. Pioneering work by Bellman, Furstenberg, Kesten, Oseledec and others were
contemporary to early contributions by Wigner, Dyson, Mehta and others regarding the
spectrum of a single large matrix. It is not unreasonable to divide these early results
into two different schools separated both by the questions asked and the techniques used.
One school focused on the Lyapunov spectrum of products of finite size matrices as the
number of factors tended to infinity, while the other focused on eigenvalues of a single
matrix as the matrix dimension tended to infinity.
From a physical point of view a restriction to Hermitian matrices is often natural
when considering a single random matrix, since the random matrix typically is imagined
to approximate the properties of a Hamiltonian or another self-adjoint operator. On the
other hand, a restriction to Hermitian matrices is no longer natural when considering
products. This is illustrated by the fact that a product of two Hermitian matrices is, in
general, non-Hermitian.
When considering products it is more natural to study random matrices chosen ac-
cording to a probability measure on some matrix semi-group. Historically, one of the
first examples was provided by considering a product of random matrices with positive
entries [34]; the relevance of such models in physics may be realised by considering the
transfer matrix representation of one-dimensional lattice models with random coupling
between spins (see section 1.2). As another example we could consider products of ran-
dom unitary matrices describing a unitary time evolution [116] or a random Wilson
loop [159, 43]. We emphasise that choosing unitary matrices uniformly with respect to
the Haar measure constitutes a trivial example since this corresponds to studying the
evolution of a system starting in the equilibrium state. Thus, the circular unitary ensem-
ble is rather boring when considering products. Moreover, the circular orthogonal and
symplectic ensembles do not even qualify as semi-groups if the ordinary matrix product
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is used.
The semi-groups which will be important in this thesis are the space of all N ×
N matrices over the (skew-)field of real numbers, complex numbers and quaternions
endowed with usual matrix multiplication; the threefold classification in accordance with
the associative division algebras corresponds to Dyson’s classification of the classical
Wigner–Dyson ensembles [59]. An important difference between these matrix spaces and
the unitary group from the previous example is that they are non-compact, thus, a priori,
there is no natural equilibrium measure.
Historically, the research on products of random matrices was centred around the
Lyapunov spectrum and, in particular, the largest Lyapunov exponent, which in physical
models may be related to e.g. the stability of dynamical systems or the free energy of
disordered lattice systems, see [55] for a review of applications. A “law of large num-
bers” for the largest Lyapunov exponent as the number of factors tends to infinity was
established early on by Furstenberg and Kesten [88] leading up to Oseledec’s celebrated
multiplicative ergodic theorem [167, 174]. However, universal laws for the fluctuations
of the Lyapunov exponents are more challenging. Nonetheless, for certain classes of ma-
trices a central limit theorem has been established for the largest Lyapunov exponent,
see e.g. [54, 139]. The fact that the largest Lyapunov exponent follows a Gaussian law
is rather remarkable when we compare this with our knowledge about a single random
matrix. Under quite general conditions the largest singular value of a large random
matrix will follow the so-called Tracy–Widom law [189]; this is expected to extend to
products of independent random matrices as long as the number of factors is finite (this
has been shown explicitly for products of Gaussian random matrices [141]). Thus, when
considering products of random matrices, we are led to believe that it has fundamental
importance for the microscopic spectral properties whether we first take the matrix di-
mensions to infinity and then the number of factors or we first take number factors to
infinity and then the matrix dimensions. Double scaling limits are undoubtedly a subtle
matter.
The more recent interest in products of random matrices (and, more generally, the
algebra of random matrices) is partly due to progress in free probability, see [50] for a
short review. However, a limitation of the techniques from free probability and related
methods in random matrix theory is that they only consider macroscopic spectra. It
is highly desirable to extend these known results to include higher point correlations
as well as microscopic spectral properties. The reasons for this is not only because such
quantities are expected to be universal and are relevant for applications, but also because
we are interested in the connection to older results about Lyapunov exponents in the limit
where the number of factors tends to infinity.
Considerable progress on the microscopic spectral properties of finite products of ran-
dom matrices has appeared very recently with the introduction of matrix models which
are exactly solvable for an arbitrary number of factors as well as arbitrary matrix dimen-
sions. The first of such models considered the eigenvalues of a product of independent
square complex Gaussian random matrices [7]; this was later extended to include rectan-
gular and quaternionic matrices [107, 109, 1] and to some extent real matrices [81, 109];
explicit expressions for the singular values of the complex Gaussian matrix model were
obtained in [14, 12]. Subsequently, treatments of models involving products of inverse
4
Gaussian matrices and truncated unitary matrices have followed [1, 109, 9, 80, 127],
see [11] for a review. These new integrable models reveal determinantal and Pfaffian
structures much like the classical matrix ensembles. With the long history of research
on products of random matrices and with strong traditions for exactly solvable models
(including multi-matrix models) in random matrix theory, it is rather surprising that
none of these models have been found earlier.
Obviously, the detailed knowledge of all eigen- and singular value correlation functions
for arbitrary matrix dimensions and an arbitrary number of factors has opened up the
possibility to study microscopic spectral properties, and the search for known and new
universality classes. For a finite number of matrices, new universality classes have been
observed near the origin [7, 107, 9, 136, 80, 133, 127] while familiar random matrix
kernels have been reobtained in the bulk and near “free” edges [7, 107, 9, 142, 141]. The
claim of universality of the new classes near the origin is justified, since several exactly
solvable models (also beyond products of random matrices) have the same correlation
kernels after proper rescaling. More general universality criteria are highly expected but
still unproven. However, it would be a mistake to think of the new exactly solvable
matrix models merely as precursors for universality theorems in random matrix theory.
There are good reasons (physical as well as mathematical) for giving a prominent rôle
to the integrable and, in particular, the Gaussian matrix models. Let us emphasise one
of these: Gaussian integrations appear as an integral part of the Hubbard–Stratonovich
transformation which is one way to establish a link between random matrix models and
dual non-linear sigma models which appear as effective field theories in condensed matter
theory and high energy physics, see e.g. [195, 33].
The new exactly solvable models have also provided new insight to the limit where the
number of factors tends to infinity [81, 8, 108, 82]. If the matrix dimensions are kept fixed,
then it was shown that the eigen- and singular values separate exponentially compared to
the interaction range. As a consequence, the determinantal and Pfaffian point processes
valid for a finite number of matrices turn into permanental (or symmetrised) processes.
Moreover, the Stability and Lyapunov exponents were shown to be Gaussian distributed.
A surprising property presents itself when considering products of real Gaussian matrices:
the eigenvalue spectrum becomes real (albeit the matrix is asymmetric) when the number
of factors tends to infinity. This was first observed numerically [138] and was shown
analytically for square Gaussian matrices [81] while an alternative proof including the
possibility of rectangular matrices was presented in [108]. Numerical evidence suggests
that this phenomenon extends to a much wider class of matrices [102]. The fact that the
spectrum becomes real is remarkable since when we consider finite product matrices then
(under certain assumptions) the macroscopic eigenvalue spectrum becomes rotational
symmetric in the complex plane in the limit of large matrix dimension. Again this shows
that the two scaling limits do not commute and suggests that interesting behaviour may
appear in a double scaling limit.
5
Outline of thesis
This thesis reviews recent progress on products of random matrices from the perspective
of exactly solved Gaussian random matrix models. Our reason for taking the viewpoint of
the Gaussian matrices is twofold. Firstly, the Gaussian models have a special status since
they are both unitary invariant and have independent entries which are properties related
to two typical generalisations within random matrix theory. Secondly, we believe that
the Gaussian models are a good representative for the other models which are now known
to be exactly solvable, since many techniques observed in the Gaussian case reappear in
the description of products involving inverse and truncated unitary matrices.
For obvious reasons, our main attention must be directed towards results published
in papers where the author of this thesis is either the author or a co-author [11, 12, 13,
107, 108, 109]. However, not all results presented in this thesis can be found in these
papers neither will all results from the aforementioned papers be repeated in this thesis.
Proper citation will always be given, both for results originally obtained by other authors
and for results from the aforementioned publications. There are several reasons for our
deviation from a one-to-one correspondence between thesis and publications. Firstly (and
most important), the study of product of random matrices has experienced considerable
progress over the last couple of years due to the work of many authors; this thesis would
be embarrassingly incomplete if we failed to mention these results. Secondly, we have
tried to fill some minor gaps between known results. In particular, we have attempted
to generalise to the rectangular matrices whenever these results were not given in the
literature. Lastly, certain results deviating from our main theme have been left out in an
attempt to keep a consistent tread throughout the thesis and to make the presentation
as concise (and short) as possible.
The rest of thesis is devived into four main parts. (i) The two first chapters contain
introductory material regarding applications of products of random matrices and the step
from products of random scalars to products of random matrices; a few general concepts
which are essential for the following chapters are also introduced. (ii) The next two
chapters derive explicit results for products of Gaussian random matrices and consider
the asymptotic behaviour for large matrix dimensions. (iii) Chapter 5 revisits the matrix
models from chapter 3 and 4, but focuses on the limit where the number of factors tends
to infinity. (iv) Finally, results regarding matrix decompositions and special functions,
which are used consistently throughout the thesis, are collected in two appedices.
Chapter 1. We ask “Why products of random matrices? ” and discuss a number of ap-
plication of products of random matrices in physics and beyond. Readers only
interested in mathematical results may skip this chapter.
Chapter 2. We first recall some well-known results for products of scalar-valued random
variables, which will be helpful to keep in mind when considering products of ma-
trices. Thereafter, we turn our attention towards products of random matrices and
provide proofs of a weak commutation relation for so-called isotropic random ma-
trices as well as a reduction formula for rectangular random matrices. Even though
these results are not used explicitly in the proceeding chapters, they are used im-
plicitly to provide an interpretation for general rectangular products. Finally, we
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introduce definitions for the Gaussian ensembles which will be the main focus for
the rest of the thesis.
Chapter 3. The squared singular values for a product of complex Gaussian random ma-
trices are considered and explicit formulae are obtained for the joint probability
density function and the correlation functions. These exact formulae are valid for
arbitrary matrix dimension as well as an arbitrary number of factors. Furthermore,
the formulae are used to study asymptotic behaviour as the matrix dimension tends
to infinity. In particular, we find the macroscopic density and the microscopic corre-
lations at the hard edge, while scaling limits for the bulk and the soft edge is stated
without proof. The chapter ends with a discussion of open problems.
Chapter 4. We consider the (generally complex) eigenvalues for products of real, com-
plex, and quaternionic matrices. Explicit formulae for the joint probability density
function and the correlations functions are obtained for complex and quaternionic
matrices, while partial results are presented for the real case. Asymptotic behaviour
for large matrix dimension are derived in the known limits; this includes a new mi-
croscopic kernel at the origin. Finally, open problems are discussed.
Chapter 5. The formulae for the joint densities for the eigen- and singular values of
products of Gaussian matrices are used to obtain the asymptotic behaviour for a
large number of factors. Explicit formulae are given for the stability and Lyapunov
exponents as well as their fluctuations. Certain aspects of double scaling limits are
discussed together with open problems.
Appendix A. Several matrix decompositions are discussed. In particular, we provide
proofs for some recent generalised decompositions which play an important rôle for
products of random matrices (some of these are not explicitly given in the literature).
Appendix B. For easy reference, we summarise known properties for certain higher tran-
scedental functions: the gamma, digamma, hypergeometric, and Meijer G-functions.
The formulae stated in this appendix are frequently used throughout the thesis.
Note that we have provided a summary of results and open problems in the end of each
of the three main chapters (chapter 3, 4, and 5) rather than collecting it all in a final
chapter. The intention is that it should be possible to read each of these three chapters
separately.
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Chapter 1
Why products of random matrices?
The properties of random matrices and their products form a basic tool, whose
importance cannot be underestimated. They play a role as important as
Fourier transforms for differential equations. —Giorgio Parisi [55]
It is broadly accepted that random matrix theory is an essential tool in a great variety
of topics in both mathematics and physics (and beyond). Moreover, random matrix
theory is an extremely rich research area in its own right. We consider the importance
of random matrix theory in the theoretical sciences to be so well-established that it is
unnecessary to provide further motivation for the study of random matrices themselves.
For this reason, we jump directly to the sub-field considered in this thesis with the
question: Why products of random matrices? If unsatisfied with this leap, the reader is
referred to the vast literature on the subject of random matrix theory; we emphasize the
contemporary and extensive handbook [6] in which many applications are discussed.
This chapter is intended to give a more physical motivation for the study of products
of random matrices and the intriguing questions arising in this sub-field of random matrix
theory. To do so, we will introduce a few possible applications of products of random
matrices in the sciences. We emphasise that it is not our intention to present exhaustive
technical derivations. Neither do we attempt to give an exhaustive nor extensive list
of applications for products of random matrices. Rather, we sketch a few illustrative
examples from which we hope it is possible to untangle the threads of the much larger
pattern.
The applications considered in this chapter include: wireless telecommunication (sec-
tion 1.1), disordered spin chains (section 1.2), stability of large complex systems (sec-
tion 1.3), symplectic maps and Hamiltonian mechanics (section 1.4), quantum transport
in disordered wires (section 1.5), and QCD at non-zero chemical potential (section 1.6).
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1.1 Wireless telecommunication
In this section, we look at an application of products of random matrices stemming from
wireless telecommunication, see [188, 157, 191]. We will consider a so-called multiple-
input multiple-output (MIMO) communication channel. This is a single user system
with M transmitting and N receiving antennae. As usual, it is convenient to write the
amplitude and phase of our signal as the modulus and phase of a complex number. The
most general MIMO communication channel may be written as
y = Xx+ η, (1.1)
where η is an N -dimensional vector representing the background noise, X is an N ×M
complex matrix representing the channel, while x and y are M - and N -dimensional
complex vectors which represent the signal at the transmitting and receiving antennae,
respectively. The canonical choice for the channel matrix, X, is to take its entries as
independent complex Gaussian variables, i.e. the phases are uniformly distributed and
the moduli are Rayleigh distributed. This is known as a Rayleigh fading environment and
it is a reasonable approximation for channels with many scatterers and no line-of-sight.
The typical question asked by engineers concerns the channels information capacity.
One of the most frequently used performance measures is the so-called mutual infor-
mation which gives an upper bound for the spectral efficiency measured as bit-rate per
bandwidth. Assuming that the channel matrix is known to the receiver and that the
input-signal consists of independent and identically distributed random variables, then
the mutual information is given by (see e.g. [191])
IN(γ) = 1
N
Tr log2(1 + γX
†X) (1.2)
with
γ =
NE‖x‖2
ME‖η‖2 (1.3)
denoting the signal-to-noise ratio. This means that the mutual information depends on
the squared singular values of the channel matrix. For a Rayleigh fading environment we
know that the distribution of squared singular values converges in probability to the so-
called Marčenko–Pastur law [148] in the limit where N,M →∞ and N/M → α ∈ (0,∞)
(see chapter 3). Consequently, the mutual information converges to
I(γ) =
∫ ∞
0
dx ρMP(x) log2(1 + γx) (1.4)
in the limit with a large number of antennae. Here ρMP(x) denotes the density for the
Marčenko–Pastur law.
Let us look at a model introduced in [157], which is more complicated than the
Rayleigh fading environment. We will consider a communication channel consisting of n
scattering environments separated by some major obstacles. We could imagine that the
transmitter and the receiver were located in the same building but on different floors, such
that the floors act as the obstacles. Our signal will not pass through a floor equivalently
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well everywhere, there will be certain spots of preferred penetration referred to as “key
holes”. Assuming that the i-th floor has Ni “key holes”, our communication channel
becomes
y = Xn · · ·X1x+ η, (1.5)
where Xi is an Ni × Ni−1 matrix representing the i-th scattering environment (e.g. be-
tween floor number i and i− 1) with N0 = M and Nn = N . The mutual information is
given as before; except for a replacement of X with the product matrix Xn · · ·X1. Thus,
we need knowledge about the distribution of the singular values of a product of random
matrices in order to determine the mutual information in this model. We will return to
this question in chapter 3.
1.2 Disordered spin chains
The next application we will look at arises in the study of disordered spin chains. Con-
sider a periodic chain with nearest neighbour interaction consisting of n spins, {si} ∈
{1, . . . , N}n, described by a Hamiltonian,
H = −
n∑
i=1
Ji(si, si−1) (1.6)
where Ji(si, si−1) denote the coupling constants at the i-th link, i.e. the coupling between
the spin at the i-th and the (i−1)-th site. Using standard techniques (see e.g. [199]), the
partition function (at temperature 1/β) may be written in terms of a product of transfer
matrices,
Zn = TrXnXn−1 · · ·X1, (1.7)
where the trace stems from the periodic boundary condition and each Xi denotes an
N ×N transfer matrix given by
Xi =
e
βJi(1,1) · · · eβJi(1,N)
...
...
eβJi(N,1) · · · eβJi(N,N)
 . (1.8)
Note that the eigenvalues of such matrices may be complex even though the trace is real.
However, it is known from the Perron–Frebenius theorem (see e.g. [104]) that there is at
least one real eigenvalue. Furthermore, this eigenvalue is strictly larger than the rest of
the eigenvalues in absolute value.
First, let us consider the case where all transfer matrices are identical. We will denote
the eigenvalues of the transfer matrix by λ1, . . . , λN and, due to the Perron–Frebenius
theorem, we may order them as λ1 > |λ2| ≥ · · · ≥ |λN |. For N fixed, the free energy per
site becomes
βf = − lim
n→∞
1
n
log Tr(X1)
n = − lim
n→∞
1
n
log(λn1 + · · · + λnN ) = − log λ1 (1.9)
in the thermodynamic limit. We can, of course, also consider other physical quantities,
e.g. if |λ2| > |λ3| then the correlation length (in units of the lattice spacing) is given by
ξ = (log λ1/|λ2|)−1.
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Now, imagine that we want to consider a disordered system. In the physical litera-
ture, we typically model disorder by introducing randomness to the system, e.g. replacing
the coupling constants Ji(si, si−1) by random variables. Thus, the transfer matrices, Xi
(i = 1, . . . , N), become random matrices distributed with respect to some probability mea-
sure on the multiplicative semi-group of positive matrices and the partition function (1.7)
is determined by the spectral properties of a product of random transfer matrices. Con-
sequently, physical quantities are random variables in the disordered models, hence it is
natural to ask for their distributions and whether these are universal. Actually, a few
results are known for relatively general distributions. Typically, the free energy (1.9) will
be a Gaussian (see [34, 111] for precise statements), while the correlation length will tend
to zero in the thermodynamic limit (this is the so-called Anderson localisation). We refer
to [55] and references for further discussion (in particular related to the disordered Ising
chain).
1.3 Stability of large complex systems
Let us follow the idea in [151] and construct a simple model for the stability of large com-
plex systems. We imagine a dynamical system in the variables u(n) = {u1(n), . . . , uN (n)}
evolving in discrete time as ui(n+1) = fi[u1(n), . . . , uN (n)], where each fi is some smooth
function. We assume that there is a fixed point, u∗, about which we make an expansion,
δu(n + 1) = X δu(n) +O(ε) with Xij :=
∂fi(u)
∂uj
∣∣∣∣
u∗
. (1.10)
Here X is the so-called stability matrix and εδu(0) denotes a small initial perturbation
to the fixed point. To leading order, we have the solution
δu(n) = Xnδu(0). (1.11)
The system is said to be (asymptotically) stable if the spectral norm tends to zero,
‖Xn‖ = sup
δu(0)6=0
‖δu(n)‖
‖δu(0)‖
n→∞−−−→ 0. (1.12)
The interpretation of this definition is that given some small initial perturbation to
the fixed point then the system will stay close to the fixed point as time evolves. An
equivalent definition for stability would be to require that the spectral radius is less than
unity, which in terms of the eigen- or singular values means that (i) if z1 denotes the
largest eigenvalue in terms of absolute values of the stability matrix, X, then the system
is stable if |z1| < 1 and (ii) if σ1,n denotes the largest singular value of Xn then the
system is stable if (σ1,n)1/n → σ1 < 1. We recall that |z1| ≤ (σ1,n)1/n for all n and that
|z1| = σ1.
As an example, let us consider a large ecosystem containing N interacting species.
A full description of the system would, of course, be extremely complicated and highly
non-linear. However, we are only interested in some small neighbourhood of a fixed point
described by a stability matrix X, where the entry Xij tells us how a small fluctuation
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in population of the j-th species will affect the population of the i-th species. Thus, if
the links Xij and Xji are both positive then the species will benefit from an increase
in the population of the other (symbiosis); likewise if both links are negative then the
species will have a competitive relation and if the links have opposite signs then the
species will have a predator–prey relation. Rather than study each interaction between
two species individually and build up the stability matrix entry by entry, we will replace
it by a random matrix. The hope is that if the system is both large and complex,
then it will be self-averaging. In our example, minimal requirements demand that the
stability matrix is an asymmetric real matrix (note that this is the discrete time version
of the model considered in [151]). For this reason, we will choose the entries of our
random stability matrix as independent and identically distributed real-valued (Gaussian)
random variables with variance σ2/N . The circular law theorem (see [44] for a review)
states that such matrices tend to a uniform law on a disk with radius σ centred at the
origin. It follows that the large-N limit of our model has a phase transition between a
stable and unstable phase at σ = 1. Additional knowledge about this phase transition
requires knowledge about the largest singular value of Xn (see [147] and references within
for a discussion of the phase transition in a different but closely related model).
Now, we are equipped to consider a generalisation, which requires knowledge about
products of random matrices. Rather than considering an expansion around a fixed point,
we might imagine expanding around a low energy path through a complicated and highly
irregular landscape described by the dynamical system (see also the next section). In
this case, we will have to evaluate the stability matrix along the path,
δu(n + 1) = Xn δu(n) with (Xn)ij :=
∂fi(u)
∂uj
∣∣∣∣
u(n)
, (1.13)
which gives rise to a solution
δu(n) = Xn · · ·X1δu(0). (1.14)
Here, the question is whether two initially close trajectories will diverge or remain close
as time evolves. As above, a first (and perhaps crude) approximation of such a system
would be to replace the matrices Xi (i = 1, . . . , N) with random matrices subject to
symmetry constraints determined by physical considerations. This replacement will turn
the question of stability into a question about the spectral properties of a product of
random matrices as the number of factors tends to infinity. We will return to such
models in chapter 5.
1.4 Symplectic maps and Hamiltonian mechanics
Let us consider a slightly more concrete model inspired by [170] (see also [55, 37]), which
may be thought of as included in the discussion from the previous section. We imagine a
Hamiltonian system evolving in discrete time according to a 2N dimensional symplectic
map,
q(n+ 1) = q(n) + p(n), (1.15)
p(n+ 1) = p(n)−∇V (q(n + 1)), (1.16)
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where q(n) and p(n) are N dimensional real vectors and V is a twice differentiable
function introducing a (non-integrable) deviation from the trivial map. In order to study
the chaoticity of this evolution process we introduce a small perturbation to the trajectory,
εδq(n) and εδp(n), which gives rise to a linearised problem,
u(n+ 1) = Xnu(n) (1.17)
with
u(n) :=
[
δq(n)
δp(n)
]
, Xn :=
[
1 1
Hn 1 +Hn
]
, and (Hn)ij := −∂
2V (q(n + 1))
∂qi∂qj
. (1.18)
Here Hn is a real symmetric matrix, which is in agreement with the fact that Xn has to
belong to Sp(2N,R).
Given an initial perturbation, u(0), then the solution of the linearised problem is
trivially seen to be
δu(n) = Xn · · ·X1δu(0). (1.19)
Now, the idea is the same as in the previous section. We replace either the symmetric
matrices Hi (i = 1, . . . , N) or the symplectic matrices Xi (i = 1, . . . , N) with random
matrices, which turns our problem into a study of the spectral properties of a product of
random matrices. In [55, 170, 37], the randomness was introduced as a small perturbation
of the integrable system and used to study critical exponents close to the transition
between integrable and chaotic motion. However, many questions remain unanswered
due to the lack of good analytic methods.
1.5 Quantum transport in disordered wires
In this section, we look at how products of random matrices enter the study of quantum
transport through quasi one-dimensional wires (see [33] for a review). Here, “quasi one-
dimensional” refers to a situation where we have a large number of conducting channels
even though we consider a wire geometry.
Before we can understand the wire, we need to look at the transport properties for
a quantum dot, i.e. the point geometry. The dot will be a chaotic cavity with two
ideal leads: lead I and lead II. For simplicity, it is assumed that the leads are identical.
The longitude modes of the wave function in lead I consists of N incoming modes with
amplitudes collectively denoted by the vector cIin and N outgoing modes with amplitudes
collectively denoted by the vector cIout and likewise for lead II.
Two popular ways to describe the transport properties of a quantum dot are to use
either a scattering matrix or a transfer matrix. The scattering matrix relates the incoming
flux to the outgoing flux, while the transfer matrix relates the flux through one lead to
the flux through the other. In matrix notation, we have[
cIout
cIIout
]
=
[
r t′
t r′
]
︸ ︷︷ ︸
S
[
cIin
cIIin
]
and
[
cIIin
cIIout
]
=
[
a b
c d
]
︸ ︷︷ ︸
X
[
cIin
cIout
]
, (1.20)
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respectively. Under the assumption of flux conservation it follows that the scattering
matrix must be unitary, S ∈ U(2N), while the transfer matrix must be split-unitary,
X ∈ U(N,N). For a dot given as a chaotic cavity, these matrices will be represented by
random matrices. The conductance of the quantum dot is given in terms of the Landauer
formula,
G/G0 = Tr t
†t = Tr(a†a)−1, (1.21)
where G0 = 2e2/h is the conductance quantum.
Xn Xn−1 · · · X1
Yn−1
Xn Yn−1
δL L
Figure 1.1 Schematic illustrations of a disordered wire. The left panel emphasizes an inter-
pretation of the wire as n quantum dots coupled in series, where each dot is described by a
transfer matrix, Xi. The right panel emphasizes an interpretation of the wire as divided into
two segments; a long segment of length L and a short segment (thought of as infinitesimal) of
length δL described by transfer matrices Yn−1 and Xn, respectively. In both interpretations, we
may think of the disordered wire as constructed successively one dot (or one segment of length
δL) at the time.
Now, we are ready to look at the wire geometry. In principle, the transport properties
of the wire are described exactly like the dot except that the probability distribution for
the scattering and the transfer matrices have to be chosen differently. However, it turns
out to be a highly non-trivial task to find the correct distribution for these matrices. The
usual trick is to divide the wire up into smaller pieces which are easier to understand
and then rebuild the wire piece by piece, see e.g. [155, 106]. Figure 1.1 illustrates two
possible ways to construct a wire. The transfer matrix description seems particularly
suited for such descriptions, since it links flux at one lead to the flux at the other lead.
Thus, if we have a wire with an unknown transfer matrix, Yn, divided into n pieces each
described by a transfer matrix Xi (numbered successively), then the transfer matrix for
the wire may be written as
Yn = XnYn−1 = XnXn−1 · · ·X1, (1.22)
i.e. a product of random matrices. A construction using scattering matrices is slightly
more complicated, since they provide a relation between incoming and outgoing flux
rather than a relation between leads.
1.6 QCD at non-zero chemical potential
Quantum chromodynamics (QCD) is broadly accepted as the theory for the strong in-
teraction. However, even with a known fundamental theory, many intriguing questions
remain unanswered partly due to the non-perturbative nature of QCD at low energies.
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One of the most successful approaches in this non-perturbative regime is the use of lat-
tice simulations. However, lattice simulations may be prohibited in certain regions of the
phase diagram due to technical difficulties.
A major open problem in the description of strongly interacting matter is to under-
stand the behaviour at a non-zero (baryon) chemical potential (and therefore non-zero
baryon density). In this case, lattice simulations are plagued by a notorious sign problem.
The core of the problem is that the fermion determinant is not ensured to be real and
non-negative (it becomes complex) when the chemical potential differs from zero. For
this reason, the fermion determinant cannot be included in the weight used for Monte
Carlo sampling, which prohibits a standard approach, see [176] for a review.
Some insight into this problem may be achieved using a random matrix model related
to the product of two random matrices [165]. The model is defined through the partition
function
Z(µ) =
∫
CN×(N+ν)
d2X1
∫
C(N+ν)×N
d2X2 wµ(X1,X2)
Nf∏
f=1
det[D +mf ], (1.23)
where Nf is the number of quark flavours, mf denotes the mass of the f -th flavour, and
µ ∈ (0, 1] is the chemical potential. The matrix D is given by
D =
[
0 X1
X2 0
]
(1.24)
and corresponds to the Dirac operator, while the weight function, wµ(X1,X2), is given
by
wµ(X1,X2) = exp
[
− N(1 + µ
2)
4µ2
Tr(X†1X1 +X
†
2X2)−
N(1− µ2)
4µ2
Tr(X1X2 +X
†
1X
†
2)
]
.
(1.25)
The scaling regime relevant for QCD is when µ2 = O(N−1) as N tends to infinity; this
is the limit of weak non-Hermiticity. The limit of strong non-Hermiticity, µ → 1, is
interesting as well (albeit not relevant for applications to QCD). In this limit the weight
function (1.25) splits into two separate Gaussian weights, hence X1 and X2 become
independent Gaussian random matrices.
For physical applications, we are interested in the (generalised) spectral density of
the Dirac operator (1.24) or equivalently of the product X1X2. If z1, . . . , zN denote the
non-zero eigenvalues of the Dirac operator (1.24) (this means that z21 , . . . , z
2
N are the
eigenvalues of the product X1X2), then we define the spectral density as
ρµ(z) :=
〈
1
N
N∑
k=1
δ2(zk − z)
〉
Z(µ)
, (1.26)
where the average is taken according to the partition function (1.23). We stress that this
is a generalised density in the sense that it integrates to unity, but it is only ensured to
be real and non-negative if Nf = 0 (this is the so-called quenched approximation).
Using the above given matrix model it was shown in [166, 15] that the complex phase
arising due to the QCD sign problem contains essential physical information which must
be included in order to obtain correct physical predictions, see [181] for a review.
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Chapter 2
From random scalars to random matrices
The purpose of the this chapter is two-fold: firstly, we want to review a few general prop-
erties of products of random variables to illustrate some similarities as well as differences
between random scalars and random matrices; it will be helpful to keep the well-known
structures for random scalars in mind, when considering products of independent Gaus-
sian random matrices in the following chapters. Secondly, we want to introduce a few
concepts which will be extensively used in the following chapters; isotropy and induced
Ginibre matrices will be of particular interest.
The chapter is divided into three sections: in section 2.1 we will recollect some impor-
tant structures for products of random scalars; section 2.2 concerns (isotropic) random
matrices and is partially based on the paper [109], while section 2.3 introduces the well-
known Gaussian random matrix ensembles, which will be the central object for the rest
of the thesis.
2.1 Products of independent random scalars
This section is devoted to products of independent random scalars. However, we do
not attempt to give an exhaustive nor extensive description of such products. For a
more thorough account of classical probability the reader is referred to [73, 118], while a
thorough description of the algebra of (real-valued) random scalars can be found in [182].
2.1.1 Finite products of random scalars
Let xi (i = 1, . . . , n) be a family of continuous independent real (β = 1) or complex
(β = 2) random scalars distributed with respect to probability density functions pβi (xi).
We can construct a new random scalar as a product of the old, yn := xn · · · x1. The
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density of the new random scalar can formally be written as
pβ(yn) =
[ n∏
i=1
∫
Fβ
dβxi p
β
i (xi)
]
δβ(xn · · · x1 − yn), (2.1)
where δβ(x) is the Dirac delta function and dβx denotes the flat (Lebesgue) measure on
the real line (Fβ=1 := R) or complex plane (Fβ=2 := C), respectively. By definition, the
individual random scalars are non-zero almost surely, and therefore, so is any product
with a finite number of factors.
An alternative expression for the density (2.1) is obtained by a simple change of
variables, yi+1 = xi+1yi with y1 = x1. This yields
pβ(yn) =
[ n−1∏
i=1
∫
Fβ
dβyi
|yi|β
pβi+1
(
yi+1
yi
)]
pβ1 (y1), (2.2)
where we explicitly use that the random scalars are non-zero almost surely. For notational
simplicity, it is sometimes convenient to introduce the convolution defined by
f ∗ g(y) :=
∫
GL(1,Fβ)
dµ(x)f(y/x)g(x) (2.3)
where dµ(x) := dβx/|x|β is the Haar (invariant) measure on the group of non-zero real
or complex numbers with multiplication. With this notation, the density (2.2) reduces
to
pβ(yn) = p
β
n ∗ · · · ∗ pβ1 (yn). (2.4)
It is worth noting that the equivalent expression for sums of random scalars is obtained
by replacing the convolution on the multiplicative group GL(1,Fβ) with the convolution
on the additive group (Fβ,+). Both convolutions inherit commutativity from the scalar
operations.
Isotropic probability distributions will be of particular interest in this thesis, that
is distributions which are invariant under bi-unitary transformations, see definition 2.1.
For a random scalar with density pβi (x) that is
pβi (ux) = p
β
i (x) (2.5)
with u = ±1 for β = 1 and u = eiθ ∈ U(1) for β = 2. Both the flat and the Haar measure
are invariant under such transformation as well. Isotropy is an important symmetry,
since it allows us to describe random scalars solely in terms of their absolute value, i.e.
a problem restricted to the positive half-line rather than the full real line or the complex
plane.
Let us return to the product density (2.1) and consider a product with isotropic
densities. If the s-th moment is well-defined for the individual distributions, then we see
that
E[|yn|s] :=
∫
Fβ
dβyn p
β(yn)|yn|s =
n∏
i=1
∫
Fβ
dβxi p
β
i (xi)|xi|s =:
n∏
i=1
Ei[|xi|s] , (2.6)
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which is an immediate consequence of the independence. In words, this means that
the moments of the product are given by the product of the moments. Note that s is
not necessarily an integer. Thus, a description in terms of moments is straightforward.
However, it might be a non-trivial task to obtain an explicit expression for the density. A
main observation is that (2.6) may be interpreted as a Mellin transform; as a consequence
it is often possible to find the corresponding density by means of an inverse Mellin
transform. The application of the Mellin transform in this context dates back to the
seminal paper [66]; the reader is referred to [182], and references within, for a thorough
description of products of (real) random scalars.
Let us illustrate the above mentioned procedure with a simple, but important, exam-
ple. Namely, a product of n independent Gaussian random scalars with zero mean and
unit variance. From (2.1), we have
pβ(yn) =
[ n∏
i=1
( β
2π
)β/2 ∫
Fβ
dβxi e
−β|xi|
2/2
]
δβ(xn · · · x1 − yn). (2.7)
Isotropy suggests a change to polar coordinates, which after integration over the phases
yields
pβ(yn) =
1
Z
[ n∏
i=1
2
β
∫ ∞
0
dri e
−βri/2
]
δ(rn · · · r1 − |yn|1/2). (2.8)
with Z := πβ−1((2/β)(β−2)/2Γ[β/2])n. This expression has a natural interpretation as
the probability density for a product of n gamma distributed random scalars. The Mellin
transform, or equivalently the (s− 1)-th moment, is given
M[pβ ](s) := E[|yn|s−1] = 1
Z
[( 2
β
)s+1
Γ[s]
]n
. (2.9)
The inverse Mellin transform is immediately recognised as a Meijer G-function (see defi-
nition B.1),
pβ(yn) =
π1−β
Γ(β/2)n
(β
2
)βn/2
Gn,00,n
( −
0, . . . , 0
∣∣∣ (β
2
)n
|yn|2
)
. (2.10)
We stress that the appearance of the Meijer G-function is by no means restricted to
the problem involving Gaussian random scalars. On the contrary, the Meijer G-function
possesses a prominent position in the study of products of random scalars due to its
intimate relation with the Mellin transform. In fact, the Meijer G-function turns out
to be important in the study of products of random matrices as well. A discussion of
the Meijer G-function as well as references to the relevant literature can be found in
appendix B.
2.1.2 Asymptotic behaviour
In certain cases our problem simplifies when the number of factors tends to infinity, since
this allows us to employ the law of large numbers and the central limit theorem.
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Consider a set of independent and identically distributed random scalars xi (i =
1, 2, . . .) and assume that the expectation E[log|x1|] is finite, then it follows from the
(strong) law of large numbers that the geometric mean converges almost surely,
lim
n→∞
|xn · · · x1|1/n = lim
n→∞
exp
[
1
n
n∑
i=1
log|x1|
]
= exp
[
E[log|xi|]
]
. (2.11)
Note that the equality uses the commutative property of the scalar product; and that the
absolute value is generally required in order to ensure a unique limit. If we additionally
assume that E[(log|x1| − E log|x1|)2] = σ2 <∞ then the central limit theorem states
lim
n→∞
P
[ log|x1 · · · xn|1/n − E log|x1|√
σ2/n
≤ y
]
=
∫ y
−∞
dλ
e−λ
2/2
√
2π
. (2.12)
In words, the law of large numbers tells us that a product of random scalars with a
large number of factors grows (decays) exponentially with a growth rate E[log|x1|], while
the central limit theorem tells us that the fluctuations of the growth rate converge in
distribution to a Gaussian on the scale 1/
√
n. Both results are universal in the sense
that they do not depend on the explicit form of the underlying distribution.
Let us verify that the large-n limit of the random scalar yn distributed with respect
to the density (2.10) indeed behaves according to the law of large numbers and the
central limit theorem. In order to do so, we introduce a new random scalar defined as
λ := (log|yn|)/n. The cumulant generating function and the corresponding k-th cumulant
for λ are given by
gβ(t) = log
(
2nπβ−1
∫
R
dλ e(βn+t)λpβ(enλ)
)
and κβk =
∂kgβ(t)
∂tk
∣∣∣∣
t=0
, (2.13)
respectively. In our case, the density pβ(y) is given by (2.10) and the integral within
the logarithm in (2.13) can be performed using an integration formula for the Meijer
G-function (B.21). A short computation yields
µ := κβ1 =
1
2
log
2
β
+
1
2
ψ
(β
2
)
, σ2 := κβ2 =
1
4n
ψ′
(β
2
)
, (2.14)
κβk =
1
2
( 1
2n
)k−1
ψ(k−1)
(β
2
)
for k ≥ 3. (2.15)
Here ψ(x) denotes the digamma function, while ψ(k)(x) is its k-th derivative also known
as the polygamma function, see appendix B. To find the large-n behaviour, we switch
from the random scalar λ to the standardised random scalar λ˜ := (λ− µ)/σ, which has
zero mean and unit variance. The standardised cumulants are
κ˜β1 = 0, κ˜
β
2 = 1, and κ˜
β
k = O(n
1−k/2) for k ≥ 3. (2.16)
We see that the higher order cumulants tend to zero as n tends to infinity. It follows
from standard arguments that the limiting distribution is a Gaussian. Returning from
the standardised variable λ˜ to the original variable λ, we find the asymptotic behaviour
P[λ ≤ t] ∼
√
n
2πσ2
∫ t
−∞
exp
[
− n(λ− µ)
2
2σ2
]
, (2.17)
which is in agreement with the law of large numbers and the central limit theorem.
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2.2 Products of independent random matrices
We are now ready to discuss products of random matrices which is the main topic in
this thesis. Here, we focus on a few general properties related to matrix-multiplication
and to isotropy, while a discussion of more classical results from random matrix theory
(that is statements about spectral correlations) is postponed to the following chapters.
For an introduction to random matrix theory, we refer to [153, 78, 185, 25] and the
review [64]; while a large variety of applications is discussed in a contemporary and
extensive handbook [6]. Some of the well-known properties for products of random ma-
trices are summarised in [55, 53] and [162], where the latter takes the viewpoint of free
probability.
2.2.1 Finite products of finite size square random matrices
We will generally be interested in statistical properties of a product of n independent
square random matrices. We write this product matrix as
Yn := Xn · · ·X1, (2.18)
where each Xi (i = 1, . . . , n) is a real (β = 1), complex (β = 2) or quaternionic (β = 4)
N ×N random matrix distributed with respect to a probability density P βi (Xi), which
by assumption is integrable with respect to the flat measure on the corresponding ma-
trix space. For quaternions we use the canonical representation as 2 × 2 matrices, see
appendix A. Thus, an N ×N quaternionic matrix should be understood as a 2N × 2N
complex matrix which satisfies the quaternionic symmetry requirements.
The probability density for the matrix Yn is formally defined as
P β{n,...,1}(Yn) :=
[ n∏
i=1
∫
F
N×N
β
dβXi P
β
i (Xi)
]
δβ(Xn · · ·X1 − Yn), (2.19)
where δβ(x) is the Dirac delta function of matrix argument and dβX denotes the flat
measure on space of real, complex or quaternionic N × N matrices, i.e. on FN×Nβ with
Fβ := R,C,H. The multi-index on the density (2.19) incorporates the ordering of the
factors; this is necessary since matrix-multiplication is non-commutative.
By assumption, the matrices Xi (i = 1, . . . , n) are non-singular almost surely and
an alternative expression for the density (2.1) can be found by a change of variables,
Yi+1 := Xi+1Yi with Y1 := X1. We find
P β{n,...,1}(Yn) = P
β
n ∗ · · · ∗ P β1 (Yn)
=
[ n−1∏
i=1
∫
GL(N,Fβ)
dµ(Yi)P
β
i+1(Yi+1Y
−1
i )
]
P β1 (Y1), (2.20)
where ‘∗’ and dµ(Y ) := dβY/(detY †Y )βN/2γ (γ = 1, 1, 2 for β = 1, 2, 4) denote the
convolution and the Haar measure on the the group of real, complex or quaternionic
invertible matrices, respectively.
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Both (2.19) and (2.20) appear as direct generalisations of the formulae for products
of random scalars. However, this similarity is to some extent deceiving, since we typically
are interested in spectral properties rather than the matrices themselves.
2.2.2 Weak commutation relation for isotropic random matrices
One of the key differences between products of random scalars and random matrices is
that matrix-multiplication generally is non-commutative. Nonetheless, we may consider
matrix products (2.18) which commute in a weak sense, such that
Xn · · ·X1 d= Xσ(n) · · ·Xσ(1) (2.21)
for any permutation σ ∈ Sn. The trivial example is when Xi (i = 1, . . . , n) are indepen-
dent and identically distributed (square) random matrices. In this section we will show
that the restriction to identical distributions may be replaced by a symmetry requirement.
We follow the idea in [109].
Definition 2.1. Let X be an N ×M continuous random matrix distributed according
to a probability density P β(X) on the matrix space FN×Mβ with Fβ=1,2,4 = R,C,H. If
P β(UXV ) = P β(X) for all (U, V ) ∈ U(N,Fβ)× U(M,Fβ) (2.22)
then we say that the density P β(X) is isotropic, while the matrix X is said to be statis-
tically isotropic. Above, we have used the notation
U(N,Fβ=1,2,4) = O(N),U(N),USp(2N) (2.23)
for the maximal compact subgroups.
Remark 2.2. It is evident that isotropy implies that the density only depends on the
singular values of its matrix argument.
Proposition 2.3. If {Xi}i=1,...,n is a set of independent statistically isotropic square
random matrices, then the weak commutation relation (2.21) holds.
Proof. Our starting point is the density (2.19) which is valid for independent matrices.
It is sufficient to show that
P β{n,...,j+1,j,...,1}(Yn) = P
β
{n,...,j,j+1,...,1}(Yn) (2.24)
for any j, since such permutations are the generators of the permutation group, Sn. We
use that for any two matrices Xj and Xj+1 there exists a singular value decomposition
such that
Xj+1Xj = V ΣU = V Σ
†U = V U(Xj+1Xj)
†V U = V UX†jX
†
j+1V U, (2.25)
where Σ is a positive semi-definite diagonal matrix, while U and V are orthogonal (β = 1),
unitary (β = 2), or unitary symplectic (β = 4) matrices. We insert identity (2.25) into the
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delta function in (2.19) and use the isotropy (2.22) to absorb the unitary transformations
U and V into the measure. This yields
P β{n,...,j+1,j,...,1}(Yn) =
[ n∏
i=1
∫
dβXi P
β
i (Xi)
]
δβ(Xn · · ·X†jX†j+1 · · ·X1 − Yn). (2.26)
We can now repeat the same idea for the individual matrices Xj and Xj+1. Similar
to (2.25), we have
X†j = VjΣjUj = VjUjXjVjUj , (2.27)
where Σj is a positive semi-definite diagonal matrix, while Uj and Vj are orthogonal,
unitary, or unitary symplectic matrices. We insert (2.27) and an equivalent identity for
X†j+1 into the delta function in (2.26). As before, the unitary transformations can be
absorbed into the measure due to isotropy, hence
P β{n,...,j+1,j,...,1}(Yn) =
[ n∏
i=1
∫
dβXi P
β
i (Xi)
]
δβ(Xn · · ·XjXj+1 · · ·X1 − Yn). (2.28)
This is the identity (2.24), which proves the weak commutation relation for isotropic
densities.
2.2.3 From rectangular to square matrices
So far we have looked solely on products of square matrices. However, it is desirable to
extend the description to the general case including rectangular matrices. Let us consider
a product of independent random matrices,
Y˜n := X˜n · · · X˜1, (2.29)
where each X˜i (i = 1, . . . , n) is a real, complex or quaternionic Ni×Ni−1 random matrix
distributed with respect to a probability density P˜ βi (X˜i).
The probability density for the product matrix is defined like in the square case,
P˜ β{n,...,1}(Y˜n) :=
[ n∏
i=1
∫
F
Ni×Ni−1
β
dβX˜i P˜
β
i (X˜i)
]
δβ(X˜n · · · X˜1 − Y˜n). (2.30)
However, we have no direct analogue of (2.20) nor does isotropy imply weak commutativ-
ity in the sense of (2.21). In order to reclaim these useful properties of square matrices,
we will reformulate the product of rectangular matrices defined through (2.29) and (2.30)
in terms of square matrices. We follow the idea presented in [109].
The generalised block QR decomposition (proposition A.20 and corollary A.22) tells
us that given a product matrix (2.29) with the smallest matrix dimension denoted by N ,
we can find a pair of orthogonal (β = 1), unitary (β = 2), or unitary symplectic (β = 4)
matrices, U˜1 and U˜n, so that
Y˜n = U˜n
[
Yn 0
0 0
]
(U˜1)
−1, (2.31)
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where Yn is an N ×N matrix. This immediately reveals that Y˜n has at most rank N , or
equivalently that at least max{Nn, N0} −N singular values are equal to zero (a similar
statement may be formulated for the eigenvalues if Nn = N0). If we additionally require
that the individual matrices X˜i (i = 1, . . . , n) are statistically isotropic, then we can
establish a stronger statement:
Proposition 2.4. Consider a product of independent random matrices (2.29) with matrix
density (2.30) where each of the individual densities, P˜i(X˜i), is isotropic. Let N = Nj
denote the smallest matrix dimension (not necessarily unique) and let νi (i = 1, . . . , n) be
a collection of non-negative integers such that Ni = N + νi+1 for i < j and Ni = N + νi
for i > j, then∫
F
N0×Nn
β
dβ Y˜nP˜
β
{n,...,1}(Y˜n)δ
β
(
Y˜n −
[
Yn 0
0 0
])
= P β{n,...,1}(Yn) (2.32)
where Yn is an N ×N matrix and
P β
{n,...,1}
(Yn) :=
[ n∏
i=1
∫
F
N×N
β
dβXi P
β
i (Xi)
]
δβ(Xn · · ·X1 − Yn) (2.33)
where Pi(Xi) are probability densities for a family of N ×N matrices, Xi. Moreover, the
densities are explicitly given by
P βi (Xi) = voli det(X
†
iXi)
βνi/2γ
∫
F
νi+1×(N+νi)
β
dβTi P˜
β
i
([
Xi 0
Ti
])
, i < j (2.34a)
P βi (Xi) = voli det(X
†
iXi)
βνi/2γ
∫
F
(N+νi)×νi−1
β
dβTi P˜
β
i
([
Xi
0
∣∣∣∣Ti ]), i > j (2.34b)
with
voli := vol[U(N + νi,Fβ)/U(N,Fβ)×U(νi,Fβ)] (2.35)
denoting the volumes of the Grassmannians.
Proof. We factorise the product (2.29) into two partial products X˜n · · · X˜j+1 and X˜j · · · X˜1.
From proposition A.20 and corollary A.22, we have the parametrisation
X˜i = U˜i
[
Xi 0
Ti
]
(U˜i−1)
−1 and X˜i = U˜i+1
[
Xi
0
∣∣∣∣Ti ](U˜i)−1 (2.36)
for i < j and i > j, respectively. Here Xi are N × N matrices and U˜i ∈ U(N +
νi,Fβ)/U(N,Fβ)× U(νi,Fβ), while each Ti is either a νi+1 × (N + νi) matrix (i < j) or
an (N + νi)× νi−1 matrix (i > j). The corresponding change of measure is
n∏
i=1
dβX˜i =
n∏
i=1
det(X†iXi)
βνi/2γdβXid
βTidµ(U˜i) (2.37)
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with dµ(U˜i) := (U˜i)−1dU˜i denoting the Haar measure on U(N + νi,Fβ)/U(N,Fβ) ×
U(νi,Fβ). We insert this parametrisations into the density (2.30) and use isotropy to
absorb the unitary transformation into the measures, which yields
P˜ β{n,...,1}(Y˜n) =
[ j∏
i=1
∫
dβXi det(X
†
iXi)
βνi/2γ
∫
dβTi
∫
dµ(U˜i)P˜
β
i
([
Xi 0
Ti
])]
×
[ n∏
i=j+1
∫
dβXi det(X
†
iXi)
βνi/2γ
∫
dβTi
∫
dµ(U˜i)P˜
β
i
([
Xi
0
∣∣∣∣Ti ])]
× δβ
([
Xn · · ·X1 0
0 0
]
− Y˜n
)
. (2.38)
We can now insert this expression into (2.32). The formulae (2.33) and (2.34) are obtained
after integration over Y˜n and U˜i (i = 1, . . . , n).
It remains to verify that the densities (2.34) are normalised to unity. In order to show
this, we introduce matrices V˜i ∈ U(N + νi,Fβ)/U(N,Fβ) × U(νi,Fβ). By definition, we
have voli =
∫
dµ(V˜i) where dµ(V˜i) := [V˜
−1
i dV˜i] is the Haar measure. It follows that∫
dβXiP
β
i (Xi) =
1
voli
∫
dµ(V˜i)
∫
dβXiP
β
i (Xi) (2.39)
and by isotropy that∫
dβXiP
β
i (Xi) =
∫
dµ(V˜i)
∫
dβXi det(X
†
iXi)
βνi/2γ
∫
dβTi P˜
β
i
([
Xi 0
Ti
]
V˜i
)
(2.40)
for i < j (with an equivalent expression for i > j). Here, we recognise the right hand
side as a block-QR decomposition, thus∫
dβXiP
β
i (Xi) =
∫
dβX˜iP˜
β
i (X˜i) (2.41)
and the normalisation follows from the definition of P˜ βi (X˜i).
Corollary 2.5. The matrix densities (2.34) are isotropic.
Proof. The isotropy of Pi(Xi) follows from the isotropy of P˜i(X˜i) together with invariance
of the determinantal prefactor under bi-unitary transformations.
Remark 2.6. Proposition 2.4 tells us, that given a product of independent statistically
isotropic rectangular random matrices, we can find a product of independent square ma-
trices which has the same spectral properties (up to a number of trivial zeros). Further-
more, corollary 2.5 tells us that the square matrices inherit isotropy from their rectangular
counter parts and, thus, the square matrices commute in a weak sense.
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2.3 Gaussian random matrix ensembles
In the rest of this thesis, we will focus on Gaussian random matrix ensembles. For future
reference, we summarise the precise definitions for these ensembles in this section.
Definition 2.7. The real, complex, and quaternionic Ginibre ensembles (or non-Hermitian
Gaussian ensembles) are defined as the space of N ×M matrices X˜ whose entries are
independent and identically distributed real-, complex-, or quaternion-valued Gaussian
random variables with zero mean and unit variance, i.e. matrices distributed according
to the density
P˜ βG(X˜) =
(
β
2π
)βNM/2
exp
[
− β
2γ
Tr X˜†X˜
]
(2.42)
on the matrix space FN×Mβ with Fβ = R,C,H and γ = 1, 1, 2 for β = 1, 2, 4.
Remark 2.8. Note that (2.42) is an isotropic density. In the light of section 2.2, this
will obviously be an important observation when considering products.
Typically, the eigenvalues of a (square) Ginibre matrix are scattered in the complex
plane due to the non-Hermiticity. More precisely, the number of real eigenvalues is
zero almost surely for complex and quaternionic Ginibre matrices [91, 153], but given
a real Ginibre matrix then there is non-zero probability that all eigenvalues are real,
however, this probability tends to zero as the matrix dimension increases [63]. Rather
than considering the generally complex eigenvalue spectra of Ginibre matrices, we can
use X˜ to construct other (Hermitian) matrix ensembles. We note that the ensemble of
Gaussian non-Hermitian matrices, X˜ , may be considered as a building block for other
Gaussian ensembles through the following constructions:
Wishart ensemble. The ensembles of positive semi-definite Hermitian matrix constructed
as X˜†X˜ (β = 1, 2, 4) are known as the Wishart ensembles [197]; their eigenvalues
are identical to the squared singular values of X˜ except for γ(M −N) trivial zeros
if M > N . Note that the Wishart ensembles are essentially equivalent to the so-
called chiral Gaussian ensembles [194]. We will return to Wishart matrices and
their product generalisations in chapter 3.
Hermitian Gaussian ensembles. If X = X˜ is a square matrix, then we can construct en-
sembles of Hermitian matrices by H := (X+X†)/2. These constitute the Gaussian
orthogonal (β = 1), unitary (β = 2), and symplectic (β = 4) ensembles (GOE,
GUE, and GSE). We refer to [153, 78] for an elaborate description.
Elliptic Gaussian ensembles. Let τ ∈ [−1,+1], if X = X˜ is a square matrix, then we can
construct an ensemble of matrices with the form:
E :=
√
1 + τ
2
X +X†
2
+
√
1− τ
2
X −X†
2
. (2.43)
This is the so-called Gaussian elliptic ensemble [179], which reduces to the (square)
Ginibre ensemble for τ = 0 and to the Hermitian Gaussian ensembles for τ = 1.
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Here, Wishart ensembles preserve isotropy, while the Hermitian and elliptic Gaussian
ensembles explicitly break the symmetry from a bi-unitary to a (single) unitary invariance,
i.e.
H 7→ UHU−1 and E 7→ UEU−1 for U ∈ U(N,Fβ) (2.44)
are still invariant transformations.
Definition 2.9. Let ν be a non-negative constant, then the real, complex, and quater-
nionic induced Ginibre ensembles with charge ν are defined as matrices distributed ac-
cording to the density
P βν (X) =
1
Zβ
det(X†X)βν/2γ exp
[
− β
2γ
TrX†X
]
(2.45)
on the (square) matrix space FN×Nβ with Fβ = R,C,H and γ = 1, 1, 2 for β = 1, 2, 4.
Here, Zβ is a normalisation constant.
Corollary 2.10. The product of independent N × N induced Ginibre matrices, Yn =
Xn · · ·X1, with non-negative integer charges ν1, . . . , νn and density
P β(Yn) =
[ n∏
i=1
∫
F
N×N
β
dβXi P
β
νi(Xi)
]
δβ(Xn · · ·X1 − Yn) (2.46)
has, up to a number of trivial zeros, the same spectral properties as a product of indepen-
dent rectangular Ginibre matrices with dimensions as in proposition 2.4.
Proof. Follows from proposition 2.4.
Remark 2.11. In all following chapters, we restrict our attention to products of induced
Ginibre matrices, but due to corollary 2.10 this incorporates the general structure of
products of rectangular matrices.
Remark 2.12. We have dropped the multi-index on the right hand side of (2.46), since
the induced matrices are statistically isotropic and therefore commute in the weak sense.
Furthermore, we can choose to order the charges ν1 ≤ · · · ≤ νn without loss of generality.
The relation between the Wishart ensemble and densities of the form (2.45) has
been known for a longer time, but applications in relations to complex spectra are more
recent. The induced Ginibre ensemble as a truncation of a rectangular Ginibre matrix
was first presented in [76], where also the name was coined. Their aim was to describe
statistical properties of evolution operators in quantum mechanical systems. However,
similar structures had appeared prior in the literature. In [2, 3] an induced version of
the elliptic ensemble was studied as a toy-model for quantum chromodynamics at finite
chemical potential. A succeeding model describing the same system [165] had the clear
physical benefit that it could be mapped exactly to the corresponding effective field
theory. In this case the model included the product of two random matrices and the
induced structure appeared (as in our case) because the product of two matrices can be
square even though individual matrices are rectangular. As a consequence of its origin
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the charge ν was restricted to the integers, and it represented the topological charge (or
winding number) on the field theoretical side.
We note that the induced density (2.45) equivalently can be written as
P βν (X) =
1
Zβ
exp
[
− β
2γ
Tr(X†X + ν logX†X)
]
, (2.47)
which illustrates the fact that ν represents the charge of a logarithmic singularity at the
origin. Furthermore, the induced density is a special case of the more general class of
ensembles,
P β(X) =
1
Zβ
exp
[
− β
2γ
TrV (X†X)
]
, (2.48)
where V is a confining potential (subject to certain regularity conditions). If we are
interested in the eigenvalues of the Hermitian matrix, X†X, then (2.48) belongs to the
canonical generalisation of the (Hermitian) Gaussian ensembles, which have been studied
in great detail. On the other hand, if we are interested in the complex eigenvalues of X,
then the density (2.48) is of so-called Feinberg–Zee-type [72]. The logarithmic singularity
moves the microscopic neighbourhood of the origin out of the regime of known universality
results.
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Chapter 3
Wishart product matrices
In this chapter, we will consider the statistical properties of the eigenvalues of a product
generalisation of the Wishart ensemble. However, it seems appropriate to briefly recall
the well-known structure of the (standard) Wishart ensemble before we embark on this
description. We emphasise that our intention with this introductory remark is to recollect
some well-known results rather than providing a comprehensive description. A more
thorough account on the Wishart ensemble as well as references to relevant literature
can be found in [78].
For reasons which will become clear when we consider products, we restrict our dis-
cussion to the complex Wishart ensemble. As explained in section 2.3, we say that XX†
is a complex Wishart matrix if X is an N × (N + ν) complex random matrix distributed
according to the density
Pν(X) =
( 1
π
)N(N+ν)
e−TrX
†X . (3.1)
We are interested in properties of the eigenvalues λi (i = 1, . . . , N) of the matrix XX†,
i.e. the squared singular values of X. The joint probability density function for the eigen-
values is readily obtained by means of a singular value decomposition (proposition A.11);
after integration over the unitary groups we have the point process
Pjpdf(λ1, . . . , λN ) = 1Z
N∏
k=1
e−λkλνk
∏
1≤i<j≤N
(λj − λi)2, Z =
N−1∏
k=0
k!(k + ν)!, (3.2)
where the eigenvalues λi (i = 1, . . . , N) are restricted to the positive half-line (the Wishart
matrix is positive definite). This point process may be thought of as log-gas i.e. N
logarithmically repulsive particles trapped by a confining potential V (x) = x − ν log x.
Moreover, due to the special form of the eigenvalue repulsion we can study such ensembles
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using the method of orthogonal polynomials. In fact, the polynomials related to (3.2)
are the well-known Laguerre polynomials (for this reason the Wishart ensemble is often
also referred to as the Wishart–Laguerre or simply Laguerre ensemble). The k-point
correlation function is given by
Rk(λ1, . . . , λk) :=
N !
(N − k)!
[ N∏
i=k+1
∫ ∞
0
dλi
]
Pjpdf(λ1, . . . , λN ) = det
1≤i,j≤N
[
KN (λi, λj)
]
(3.3)
with correlation kernel
KN (x, y) = e
−x+y
2 (xy)ν/2
N−1∑
k=0
L˜νk(x)L˜
ν
k(y)
k!(k + ν)!
(3.4)
=

e−
x+y
2 (xy)ν/2
Γ[N ]Γ[N + ν]
L˜νk+1(x)L˜
ν
k(y)− L˜νk(x)L˜νk+1(y)
x− y (x 6= y)
e−xxν
Γ[N ]Γ[N + ν]
[dL˜νk+1(x)
dx
L˜νk(x)−
dL˜νk(x)
dx
L˜νk+1(x)
]
(x = y)
.
Thus, the eigenvalues form a determinantal point process. Here L˜νk(x) = (−1)kk!Lν1k (x)
denotes the (associated) Laguerre polynomial in monic normalisation. The latter equality
in (3.4) is the celebrated Christoffel–Darboux formula which is a consequence of the three-
step recurrence relation for orthogonal polynomials, see e.g. [184].
We are interested in the asymptotic properties as the matrix dimension, N , tends
to infinity. Typically, we distinguish between two types of scaling regimes: (i) a macro-
scopic (or global) regime in which the eigenvalue interspacing decays with N , and (ii) a
microscopic (or local) regime in which the eigenvalue interspacing is kept at order unity
as N tends to infinity. Both regimes are important for applications.
Without rescaling, the largest eigenvalue of a typical Wishart matrix is of order N ;
this suggests that the appropriate scaling for the macroscopic density (one-point corre-
lation function) is R1(Nλ)/N . One way to get an explicit expression for this density is
to calculate the asymptotic value of the integer-moments and then consider the corre-
sponding moment problem. If ν is kept fixed as N tends to infinity, then the moments
converge to the Catalan numbers and consequently we have (see proposition 3.12 with
n = 1)
lim
N→∞
1
N
R1(Nx) = ρMP(x) =
1
2π
√
4− x
x
10<x<4, (3.5)
which is a special case of the Marčenko–Pastur density. If ν/N → α > 0 for N →∞ then
the moments are given as Narayana polynomials in 1+α and there will be a macroscopic
gap between the the origin and the infimum of the spectrum.
The interest in macroscopic properties is, of course, not restricted to the spectral
density. Macroscopic (smoothed) correlation functions (often referred to as wide correla-
tors) are of great interest as well (partly due to their relation with the variance of linear
statistics, see e.g. [33, 78]). A description of such structures requires different techniques
than those used in the description of the density (e.g. loop equations) and very little is
known for products of matrices, even though wide correlators are well studied within the
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Figure 3.1 The upper panel shows the macroscopic density (3.5). The solid curves on lower
panels show from left to right: (i) the microscopic density near the hard edge, ρν=1hard(x) =
Kν=1Bessel(x, x), (ii) the microscopic two-point correlations in the bulk, ρ
2
bulk(0, x) = 1−Ksine(0, x)2,
and (iii) the microscopic density near the hard edge, ρsoft(x) = KAiry(x, x). For comparison, the
dotted curves show the density for the smallest eigenvalue [77], the Wigner surmise, and the
density for the largest eigenvalue [189], respectively. Note that, unlike the bulk, the scaling at
the hard and soft edge are traditionally not “unfolded” and, as a consequence, the relevant length
scales differ considerably between the three lower panels.
classical matrix ensembles [23, 49, 32, 125, 60, 114]. For this reason, we will not include
a discussion of wide correlators in this introductory remark; a few comments regarding
this open problem are given in section 3.3.
Instead, let us turn to the microscopic scaling regimes, where we are interested in
correlations on the same scale as the eigenvalue interspacing. A naïve use of (3.5) gives
(it is assumed that ν is kept fixed for large N)
(i)
∫ a/N2
0
dxR1(Nx) ≈ 2
π
√
a, (3.6)
(ii)
∫ x0+a/N
x0
dxR1(Nx) ≈ ρMP(x0) a, (3.7)
(iii)
∫ 4
4−a/N2/3
dxR1(Nx) ≈ a
3/2
6π
, (3.8)
for x0 ∈ (0, 4), N ≫ 1 and a denotes a fixed constant. This approximation is too crude
to be used in any actual computations but, nonetheless, it suggests that we have three
different scaling regions: (i) a hard edge (close to the origin) characterised by an inverse
square root divergence of the density, (ii) the bulk of the spectrum, and (iii) a soft edge
(close to the supremum of the spectrum) characterised by a square root decay of the
density. Rigorous results for these three scaling regimes can be obtained using known
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formulae for the asymptotics of Laguerre polynomials [184]. The scaling limit for the
k-point correlation function can for all three regions be written as
lim
N→∞
1
(c∗N )
k
Rk
(
N
(
x∗ +
x1
c∗N
)
, . . . , N
(
x∗ +
xk
c∗N
))
= det
1≤i,j≤k
[
K∗(xi, xj)
]
, (3.9)
where c∗N is an N -dependent constant and K∗(x, y) is the limiting correlation kernel.
(i) At the hard edge we set x∗ = 0 and c∗N = (2N)
2 and the k-point correlation
function (3.9) converges uniformly for xi (i = 1, . . . , k) in compact subsets of the
positive half-line and the limiting kernel reads
KνBessel(x, y) =
Jν(x
1/2)y1/2J ′ν(y
1/2)− x1/2J ′ν(x1/2)Jν(y1/2)
2(x− y) , (3.10)
where Jν(x) is the Bessel function.
(ii) In the bulk we fix some x∗ ∈ (0, 4) and set c∗N = NρMP(x∗), where ρMP(x∗) denotes
the macroscopic density (3.5) at x∗. With this scaling (3.9) converges uniformly for
xi (i = 1, . . . , k) in compact subsets of the real line and the celebrated sine kernel
is obtained,
Ksine(x, y) =
sinπ(x− y)
π(x− y) . (3.11)
Note that this scaling is independent of the exact value of x∗ and is in this way
universal.
(iii) At the soft edge we set x∗ = 4 and c∗N = (4N)
2/3. In this case the limiting kernel
becomes
KAiry(x, y) =
Ai(x)Ai′(y)−Ai′(x)Ai(y)
x− y , (3.12)
where Ai(x) is the Airy function.
For obvious reasons, the three limiting kernels are known as the Bessel, the sine, and the
Airy kernel, respectively. The limiting structures are visualised on figure 3.1.
Two ways of generalising the Wishart ensemble dominate the literature: either the
assumption of i.i.d. entries is taken as fundamental and the Gaussian variables are
replaced with another set of i.i.d. random variables, or the log-gas picture is taken as
fundamental and we consider matrix densities of the form
P (H) =
1
Z
e−TrV (H), (3.13)
where Z is a normalisation constant, V (x) is a confining potential and H is a Hermitian
matrix. The former case has the benefit that such matrices are very easy to simulate
numerically, but the assumption of independent entries is not always appropriate for
applications. The latter case has the benefit that it may studied using the method of
orthogonal polynomials; these ensembles are known as trace-class or invariant ensembles
since they are invariant under unitary similarity transformations H 7→ UHU−1 (in the
special case H = X†X, the matrix is isotropic in the sense of definition 2.1); this type
of ensembles has a close connection with symmetry classification schemes such as [22].
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One of the interesting features of these generalisations is that the limiting behaviour of
the Wishart matrix discussed above can be re-obtained for these more general classes of
ensembles if certain constraints on either the distribution of the entries or the properties
of the confining potential are imposed; we say that these limiting formulae are universal,
see [131, 68] and references within for precise statements.
Here, we will consider a generalisation of the Wishart matrix constructed by con-
sidering products of independent Gaussian matrices. We note that the entries of such
a product matrix will be strongly correlated even though the entries of the individual
factors are independent. The product generalisation will not belong to the trace-class
ensembles either. Thus, none of the classical universality results apply. It is intriguing
to ask: Are the familiar universality classes valid in the study of product ensembles as
well, or do new universality classes appear? And: Do we have something similar to the
method of orthogonal polynomials valid for the trace-class ensembles?
The chapter is organised as follows: in section 3.1 we describe exact results valid
for finite matrix dimension and a finite number of factors, section 3.2 considers the
asymptotic behaviour as the matrix dimension tends to infinity. In the final section we
summarise known results and discuss some problems which remain open.
3.1 Exact results for Wishart product matrices
Let Yn = Xn · · ·X1 be a product of independent random matrices, where each Xi (i =
1, . . . , n) is an N × N induced Gaussian matrix, i.e. distributed with respect to the
density (2.45) with charge νi > −1. Then we say that
Y †nYn := (Xn · · ·X1)†Xn · · ·X1, (3.14)
is a Wishart product matrix and we call the set of all such matrices the Wishart product
ensemble. We are interested in the statistical properties of eigenvalues of such matrices.
Definition 3.1. Let λi (i = 1, . . . , N) denote the eigenvalues of the Wishart product
matrix Y †nYn. The joint probability density function for the eigenvalues is defined as
Pβjpdf(x1, . . . , xN ) :=
∫
dβYnP
β(Yn)
N∏
k=1
δ(λk − xk), (3.15)
where P β(Yn) is the matrix density of the product matrix Yn = Xn · · ·X1 given in terms
of (2.19) and (2.45) with parameters 0 ≤ ν1 ≤ · · · ≤ νn.
Remark 3.2. We recall that if the constants νi (i = 1, . . . , n) which appear in (2.45)
are non-negative integers, then they may be interpreted as incorporating the structure of
a product of rectangular Gaussian random matrices (2.42). Moreover, Wishart product
matrices are statistically isotropic, thus the ordering of the factors is irrelevant; for this
reason we can choose the ordering ν1 ≤ · · · ≤ νn without loss of generality.
It was realised in [14, 12] that the complex (β = 2) Wishart product ensemble is
exactly solvable, meaning that we can find explicit expressions for the joint density (3.15)
35
as well as any k-point correlations function for arbitrary matrix dimension N and any
number of factors n. Here, we follow [12] and re-obtain the results for the joint probability
density function (section 3.1.1) and the correlation functions in terms of a family of bi-
orthogonal functions (section 3.1.2). We will see in section 3.2.2 that such exact results
allow a study of universal behaviour at the microscopic scale in contrast to previous
results which have been restricted to macroscopic densities.
3.1.1 Joint probability density function
Our first step is to go from a joint density expressed in terms of matrix-valued vari-
ables (3.15) to an expression solely in terms of the eigenvalues, i.e. integrating out all
irrelevant degrees of freedom. We have [12]:
Proposition 3.3. The eigenvalues of the complex Wishart product matrix form a deter-
minantal point process on the positive half-line with joint density
Pβ=2jpdf (x1, . . . , xN ) =
1
Z
∏
1≤i<j≤N
(xj − xi) det
1≤i,j≤N
[
wj−1(xi)
]
, (3.16)
where Z is a normalisation constant and wj−1(x) (j = 1, . . . , N) is a family of positive
weight functions given by
Z = N !
N−1∏
k=0
k!
n∏
i=1
Γ[νi + k + 1] and wj(x) = G
n,0
0,n
( −
ν1 + j, ν2, . . . , νn
∣∣∣ x), (3.17)
respectively. Here N and n are positive integers denoting the matrix dimension and the
number of factors, while the charges 0 ≤ ν1 ≤ · · · ≤ νn are constants.
Proof. The matrix density for complex (β = 2) Wishart product matrices follows directly
from (2.20) and (2.45). Up to a factor of normalisation, we have
P β=2(Yn) ∝ (detY †nYn)νn
×
[ n−1∏
i=1
∫
GL(N,C)
dµ(Yi)(detY
†
i Yi)
νi−νi+1e−Tr(Y
†
i+1Yi+1)(Y
†
i Yi)
−1
]
e−TrY
†
1 Y1 , (3.18)
where dµ(Y ) = d2Y/(detY †Y )N is the invariant measure on the group of complex N×N
invertible matrices, GL(N,C). Note that we have dropped the multi-index from (2.20),
since the ordering of the individual matrices is irrelevant for the properties of the product
matrix Yn due the weak commutation relation.
We are interested in the eigenvalues of the Wishart product matrix (3.14), and we
therefore change variables. We parametrise each matrix Yi (i = 1, . . . , n) in (3.18) using
a singular value decomposition,
Yi = UiΛ
1/2
i Vi, (3.19)
where Λi = diag(λi,1, . . . , λi,N ) with λi,j (j = 1, . . . , N) denoting the eigenvalues of Y
†
i Yi,
while Ui and Vi are unitary matrices. It is known that this change of variables gives (see
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proposition A.11)
dµ(Yi) = dµ(Ui)dµ(Vi)
N∏
j=1
dλi,j
λNi,j
∏
1≤k<ℓ≤N
(λi,ℓ − λi,k)2 (3.20)
with dµ(Ui) and dµ(Vi) denoting the Haar measures on U(N) and U(N)/U(1)N , respec-
tively. For notational simplicity, we also introduce the symbol
∆N (Λi) := det
1≤k,ℓ≤N
[
λk−1i,ℓ
]
=
∏
1≤k<ℓ≤N
(λi,ℓ − λi,k) (3.21)
for the Vandermonde determinant.
With the above given parametrisation and the explicit expression for the matrix
density (3.18) we may write the joint density (3.15) as
Pβ=2jpdf (x1, . . . , xN ) ∝
N∏
k=1
∫ ∞
0
dλn,k λ
νn
n,kδ(λn,k − xk)∆N (Λn)2 (3.22)
×
[ n−1∏
i=1
N∏
j=1
∫ ∞
0
dλi,j
λNi,j
λ
νi−νi+1
i,j ∆N (Λi)
2
∫
U(N)
dµ(Ui+1)e
−TrUΛi+1U−1Λ
−1
i
] N∏
ℓ=1
e−λ1,ℓ ,
The remaining unitary integrals are of Harish-Chandra–Itzykson–Zuber type [103, 115]
which allow explicit evaluation
∫
U(N)
dµ(Ui+1)e
−TrUΛi+1U
−1Λ−1i ∝
det
1≤k,ℓ≤N
[
e−λi+1,k/λi,ℓ
]
∆N (Λi+1)∆N (Λ
−1
i )
. (3.23)
Using this integration formula (3.23) in the joint density (3.22) yields
Pβ=2jpdf (x1, . . . , xN ) ∝
N∏
k=1
∫ ∞
0
dλn,k(λn,k)
νnδ(λn,k − xk)∆N (Λn) (3.24)
×
[ n−1∏
i=1
N∏
j=1
∫ ∞
0
dλi,j
λi,j
(λi,j)
νi−νi+1 det
1≤k,ℓ≤N
[
e−λi+1,k/λi,ℓ
] ]
det
1≤k,ℓ≤N
[
λk−11,ℓ e
−λ1,ℓ
]
.
Here the integrals on the second line can be absorbed into a single determinant by
successive use of Andréief’s integration formula [26, 56], while the integration over λn,k
(k = 1, . . . , n) may be performed due to the delta function. This yields (3.16) with the
weight functions given as n-fold integrals
wk(x) =
∫ ∞
0
dλnλ
νn
n
[ n−1∏
i=1
∫ ∞
0
dλi
λi
λ
νi−νi+1
i e
−λi+1/λi
]
λk1e
−λ1δ(λn − x), (3.25)
hence it only remains to evaluate the integral (3.25) and determine the normalisation.
We note that after proper normalisation (3.25) can be interpreted as a probability
density for a product of n gamma distributed random scalars (expressed as an (n−1)-fold
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multiplicative convolution on the positive half-line). This problem may be solved using
the Mellin transform and its inverse, see e.g. [182] (similar to the discussion in section 2.1).
Alternatively, we can rewrite the exponentials in (3.25) as Meijer G-functions and then
perform the integrals using (B.24). Either way, we find the Meijer G-function formulation
in (3.17), which essentially means that we have replaced the n-fold integral with a single
contour integral. The normalisation constant Z is found by integrating out xi (i =
1, . . . , N) in (3.16), which can be done by applying Anréief’s integration formula [26, 56]
and then performing the integral inside the determinant using (B.21).
Remark 3.4. The reason we have restricted ourselves to the complex (β = 2) case is
the explicit use of the Itzykson–Zuber integral (3.23). We have no analogues formulae
for integrals over the orthogonal (β = 1) and unitary symplectic (β = 4) group, although
there still exist expressions in terms of Zonal polynomials [100]. One way to circum-
vent such difficulties and obtain large-N behaviour could be the use of supersymmetric
techniques [126].
3.1.2 Correlations and bi-orthogonal functions
The point process formed by the eigenvalues of the Wishart product matrix belongs
to a special class of bi-orthogonal ensembles [158, 45] which recently has been coined
polynomial ensembles [133, 132]. Before we continue our study of Wishart product
matrices, let us briefly consider a generic polynomial ensemble of N points on an interval
(a, b) ⊆ R with joint density
Pjpdf(x1, . . . , xN ) = 1Z
∏
1≤i<j≤N
(xj − xi) det
1≤i,j≤N
[
wj−1(xi)
]
, (3.26)
where {wj−1(x)} is a family of weight functions. It is assumed that (3.26) is a well-defined
probability density, which implies certain constraints on the weight functions, see [132]
for a brief discussion.
Typically, we are interested in different large-N limits, where universal behaviour is
expected. For this reason it is convenient to introduce the k-point correlation function
defined by (see e.g. [153])
Rk(x1, . . . , xk) :=
N !
(N − k)!
[ N∏
i=k+1
∫ b
a
dxi
]
Pjpdf(x1, . . . , xN ). (3.27)
To find an explicit expression for this correlation functions, we might exploit the fact
that the determinants in (3.26) are invariant under permutations of rows or columns.
Suppose we have managed to bi-orthogonalise (3.27), i.e. we have found a family of
(monic) functions
pj(x)− xj ∈ span(1, . . . , xj−1), (3.28a)
ϕj(x)− wj(x) ∈ span(w0(x), . . . , wj−1(x)), (3.28b)
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which satisfy the bi-orthogonality relation
〈pi, ϕj〉 :=
∫ b
a
dx pi(x)ϕj(x) = hiδij (3.29)
where hi (i = 1, 2, . . .) are positive constants. If we construct a kernel,
KN (x, y) :=
N−1∑
k=0
pk(x)ϕk(y)
hk
, (3.30)
then it follows from the bi-orthogonality (3.29) that the kernel satisfies∫ b
a
dxKN (x, x) = N and
∫ b
a
duKN (x, u)KN (u, y) = KN (x, y). (3.31)
Following the same arguments as for orthogonal ensembles shows that the k-point corre-
lation function (3.27) is given by [158, 45]
Rk(x1, . . . , xk) = det
1≤i,j≤k
[
KN (xi, xj)
]
(3.32)
with correlation kernel given by (3.30). Note that the correlation kernel is not unique, e.g.
if g(x) is a non-zero function on the relevant domain then the correlation function (3.32)
is unaffected by a gauge transfermation KN (x, y) 7→ (g(x)/g(y))KN (x, y).
A major difference between orthogonal and bi-orthogonal ensembles is that orthogonal
polynomials satisfy a three-step recurrence formula (see e.g. [184, 112]), while there is
no guarantee for any recurrence relation for the bi-orthogonal functions. The three-step
recurrence relation is an integral part of several proofs related to orthogonal ensembles,
thus different techniques are sometimes required for bi-orthogonal ensembles. This also
opens the possibility for new universality classes and we will see in section 3.2.2 that new
classes indeed are present at the hard edge.
A useful property of polynomial ensembles (3.26) are that the bi-orthogonal functions
are related to the expectation (with respect to the joint density) of the characteristic
polynomial and its inverse,
E
[ N∏
i=1
(z − xi)
]
= pN (z), z ∈ C, (3.33a)
E
[ N∏
i=1
1
(z − xi)
]
=
∫ b
a
dx
ϕN−1(x)
z − x , z ∈ C \ [a, b]. (3.33b)
Here, the former formula is often referred to as the Heine formula [184] and gives the
bi-orthogonal polynomial of order N , while the latter gives the Cauchy transform of the
other bi-orthogonal function of order N − 1. These formulae follow exactly like in the
case of orthogonal ensembles since the joint density (3.26) contains a Vandermonde de-
terminant, but they will not generally hold for the larger class of bi-orthogonal ensembles
(clearly the expectation of the characteristic polynomial must yield another polynomial).
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The canonical generalisations of (3.33) to products of characteristic polynomials are valid
as well; again the proofs follow the usual procedure [47, 89, 28, 58].
The main purpose of this section is to bi-orthogonalise the polynomial ensemble (3.16)
and thereby find an explicit expression for the k-point correlation function of the eigen-
values of a Wishart product matrix. The bi-orthogonal functions and the corresponding
correlation kernel were originally obtained in [14, 12] using a link to a two-matrix model
and the Eynard–Mehta theorem [70]. An alternative, but closely related, derivation of
the same result was given later in [136]. Here, we present a slightly modified version of
the proof from [12].
Proposition 3.5. The complex Wishart product ensemble (3.16) is bi-orthogonalised by
pnk(x) = (−1)khk G1,01,n+1
( k + 1
0,−ν1, . . . ,−νn
∣∣∣ x), (3.34a)
ϕnk(x) = (−1)kGn,11,n+1
( −k
ν1, . . . , νn, 0
∣∣∣ x), (3.34b)
hnk = k!
n∏
ℓ=1
Γ[k + νℓ + 1]. (3.34c)
With parameters as in proposition 3.3.
Proof. In order to find the bi-orthogonal functions, we start by computing the bi-moments
using (B.21),
Mni,j :=
∫ ∞
0
dxxiwnj (x) = Γ[i+ j + ν1 + 1]
n∏
ℓ=2
Γ[i+ νℓ + 1]. (3.35)
Due to the total positivity of the bi-moment matrix, there exists a family of func-
tions (3.28) which satisfies the bi-orthogonality relation (3.29). Using Cramer’s rule,
the bi-orthogonal functions can be expressed in terms of the bi-moments,
pnk(x) =
1
Dnk−1
det
i=0,...,k
j=0,...,k−1
[
Mni,j
∣∣∣∣ xi] , ϕnk (x) = 1Dnk−1 deti=0,...,k−1
j=0,...,k
[
Mni,j
wnj (x)
]
, (3.36)
with
Dnk := det
0≤i,j≤k
[
Mnij
]
=
k∏
i=0
i!
n∏
ℓ=1
Γ[i+ νℓ + 1]. (3.37)
The squared norms are given by hnk = D
n
k/D
n
k−1 which immediately yields (3.34c). It
remains to show that the bi-orthogonal functions (3.36) are equivalent to those in (3.34).
We observe that the last gamma functions in (3.35) only depend on a single index. For
this reason, we may think of their contribution as multiplication by a diagonal matrix
within the determinants in (3.36). We pull this contribution out of the determinant,
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which yields
pnk(x) =
∏k
i=0
∏n
ℓ=2 Γ[i+ νℓ + 1]
Dnk−1
det
i=0,...,k
j=0,...,k−1
[
Mn=1i,j
∣∣∣∣ xi∏n
ℓ=2 Γ[i+ νℓ + 1]
]
, (3.38a)
ϕnk(x) =
∏k−1
i=0
∏n
ℓ=2 Γ[i+ νℓ + 1]
Dnk−1
det
i=0,...,k−1
j=0,...,k
[
Mn=1i,j
wnj (x)
]
. (3.38b)
The determinants are now related to the n = 1 case, i.e. the ordinary Wishart ensemble.
It is well-known (see e.g. [78]) that the Wishart ensemble may be orthogonalised by
means of Laguerre polynomials, which in monic normalisation reads
L˜ν1k (x) = (−1)kk!Lν1k (x) =
k∑
j=0
(−1)k+jk!
(k − j)!
Γ[k + ν1 + 1]
Γ[j + ν1 + 1]
xj
j!
. (3.39)
We can use this fact together with the replacements xi 7→ xi/∏nℓ=2 Γ[i + νℓ + 1] and
xi 7→ wni (x) to evaluate the determinants in (3.38). We find
pnk(x) =
k∑
j=0
(−1)k+jk!
(k − j)!
n∏
ℓ=1
Γ[k + νℓ + 1]
Γ[j + νℓ + 1]
xj
j!
, (3.40a)
ϕnk(x) =
k∑
j=0
(−1)k+jk!
(k − j)!
Γ[k + ν1 + 1]
Γ[j + ν1 + 1]
wnj (x)
j!
. (3.40b)
The polynomial pnk(x) is immediately recognized as a hypergeometric function
pnk(x) = (−1)k
n∏
ℓ=1
Γ[k + νℓ + 1]
Γ[νℓ + 1]
1Fn
( −k
ν1 + 1, . . . , νn + 1
∣∣∣ x) (3.41)
or equivalent the Meijer G-function (3.34a), see appendix B. In order to get a compact
expression for the function ϕnk (x), we first rewrite the weight function as an integral
wnk (x) =
∫ ∞
0
dy
y
yν1+ke−yGn−1,00,n−1
( −
ν2, . . . , νn
∣∣∣ x
y
)
. (3.42)
We insert this expression into (3.40b) and use (3.39) to write
ϕnk(x) = (−1)kk!
∫ ∞
0
dy
y
yν1e−yLν1k (y)G
n−1,0
0,n−1
( −
ν2, . . . , νn
∣∣∣ x
y
)
. (3.43)
After rewriting the Laguerre polynomial as a Meijer G-function (B.16), we perform this
integral using (B.24) which yields (3.34b) and concludes the proof.
Remark 3.6. It was pointed out in [136] that the bi-orthogonal functions (3.34) satisfy
a stronger requirement than bi-orthogonality: they are multiple orthogonal in the sense
of [112, 130]. Multiple orthogonality is useful since it can be used to find recurrence
relations for the functions. However, the same multiple orthogonality has not been
observed for other product ensembles [80, 133, 127] and we will not pursue that direction
in this thesis.
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Corollary 3.7. The k-point correlation function describes a determinantal point pro-
cess (3.32) on the positive half-line with kernel
KnN (x, y) =
N−1∑
k=0
G1,01,n+1
( k + 1
0,−ν1, . . . ,−νn
∣∣∣ x)Gn,11,n+1( −kν1, . . . , νn, 0
∣∣∣ y) (3.44)
with parameters as in proposition 3.5.
Proof. Follows from proposition 3.5 and (3.30).
For later use, we also reproduce an alternative expression for the kernel originally
given by Kuijlaars and Zhang [136].
Corollary 3.8. The kernel (3.44) can be written as
KnN (x, y) =
∫ 1
0
duG1,01,n+1
( N
0,−ν1, . . . ,−νn
∣∣∣ ux)Gn,11,n+1( −Nν1, . . . , νn, 0
∣∣∣ uy). (3.45)
Proof. The kernel (3.44) has a natural representation as a double contour integral through
the definition of the Meijer G-function (B.12). We have
KnN (x, y) =
1
(2πi)2
∫ −1+i∞
−1−i∞
dt
∮
Σk
ds xsyt
Γ[−s]
Γ[1 + t]
n∏
ℓ=1
Γ[νℓ − t]
Γ[νℓ + 1 + s]
N−1∑
k=0
Γ[k + 1 + t]
Γ[k + 1− s] ,
(3.46)
where Σk is a closed contour which encircles 0, . . . , k in the negative direction such
that Re s > −1 for all s ∈ Σk. Using the recursive property Γ[z + 1] = zΓ[z], it is
straightforward to show that
(t+ s+ 1)
Γ[k + t]
Γ[k − s] =
Γ[k + 1 + t]
Γ[k − s] −
Γ[k + t]
Γ[k − 1− s] . (3.47)
This identity turns (3.46) into a telescopic sum, hence
KnN (x, y) =
1
(2πi)2
∫ −1+i∞
−1−i∞
dt
∮
Σk
ds
xsyt
s+ t+ 1
Γ[−s]
Γ[1 + t]
Γ[N + 1 + t]
Γ[N − s]
n∏
ℓ=1
Γ[νℓ − t]
Γ[νℓ + 1 + s]
− 1
(2πi)2
∫ −1+i∞
−1−i∞
dt
∮
Σk
ds
xsyt
s+ t+ 1
n∏
ℓ=1
Γ[νℓ − t]
Γ[νℓ + 1 + s]
. (3.48)
Note that s + t + 1 is non-zero with the above given contours. The integral on the
second line in (3.48) is zero, since Σk encircles no singularities. In order to re-obtain an
expression in terms of Meijer G-functions, we use that
xsyt
s+ t+ 1
=
∫ 1
0
du(ux)s(uy)t. (3.49)
Inserting this into the first line in (3.48) and using the definition of the Meijer G-
function (B.12) completes the proof.
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3.2 Asymptotic results for Wishart product matrices
3.2.1 Macroscopic density
The macroscopic density for the Wishart product ensemble has been obtained previously
in the literature (without knowledge about the structure presented above) using planar
diagrams, free probability, or probabilistic techniques [157, 52, 36, 29, 171]. In this section
we show that the finite-N expression is in agreement with these results. In order to do
so, we first calculate the moments and then look at the corresponding moment problem.
We first look at the moment at finite-N originally presented in [12].
Lemma 3.9. Let s be a positive integer, then the s-th moment for the spectral density
(one-point correlation function) reads∫ ∞
0
dxRn1 (x)x
s =
1
s!
s−1∑
j=0
(−1)j
(
s− 1
j
)
Γ[N − j + s]
Γ[N − j]
n∏
ℓ=1
Γ[N + νℓ − j + s]
Γ[N + νℓ − j]
(3.50)
with parameters as in proposition 3.3. The 0-th moment is normalised to N in the present
notation.
Proof. We use the kernel (3.45) in the formula for the one-point correlation function.
Writing the first Meijer G-function as a polynomial, we find
∫ ∞
0
dxRn1 (x)x
s =
N−1∑
j=0
(−1)j
j!(N − j − 1)!
n∏
ℓ=1
1
Γ[νℓ + j + 1]
×
∫ ∞
0
dxxs+j
∫ 1
0
duujGn,11,n+1
( −N
ν1, . . . , νn, 0
∣∣∣ ux), (3.51)
which is continuous in s for s > −ν1 − 1. The integrals over the Meijer G-function can
be performed using (B.24) and (B.21). After a reordering of the sum, we obtain∫ ∞
0
dxRn1 (x)x
s =
1
s
N−1∑
j=0
(−1)j
j!Γ[s − j]
Γ[N − j + s]
Γ[N − j]
n∏
ℓ=1
Γ[N + νℓ − j + s]
Γ[N + νℓ − j] (3.52)
with integer values of s uniquely determined by the corresponding limits. If s is a positive
integer then the sum terminates for j ≥ s and (3.50) is obtained, while s→ 0 yields the
normalisation.
Definition 3.10. The Fuss–Catalan distribution is defined on the positive half-line
through the density
ρnFC(x) :=
1√
2π
nn−3/2
(n + 1)n+1/2
Gn,0n,n
(
1
n , 0,− 1n , . . . ,−n−2n
− 1n+1 ,− 2n+1 , . . . ,− nn+1
∣∣∣∣ nn(n+ 1)n+1x
)
. (3.53)
Remark 3.11. The Fuss–Catalan distribution is named after its moments,∫ ∞
0
dx ρnFC(x)x
s =
1
ns+ 1
(
(n+ 1)s
s
)
, (3.54)
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which for integer values are the so-called Fuss–Catalan numbers. From general properties
of the Meijer G-function, we know that (3.53) is an analytical function on the positive
half-line except at x = (n + 1)n+1/nn. Furthermore, we note that the complex contour,
which appears in the definition of the Meijer G-function (3.53), depends on whether x
is larger or smaller than Kn := (n + 1)n+1/nn. For x > Kn the contour encloses no
singularities, thus the Fuss–Catalan distribution has compact support on [0,Kn].
Proposition 3.12. For large matrix dimension, the macroscopic spectral density con-
verges to the Fuss–Catalan density (3.53), i.e.
lim
N→∞
Nn−1Rn1 (N
nx) = ρnFC(x) (3.55)
with n and νℓ (ℓ = 1, . . . , n) fixed.
Proof. First, we will show that the moments of the spectral density converges to the
Fuss–Catalan numbers. It follows from (3.50) that the rescaled moments are∫ ∞
0
dxNn−1Rn1 (N
nx)xs =
1
Nns+1
1
s!
s−1∑
j=0
(−1)j
(
s− 1
j
)
Γ[N − j + s]
Γ[N − j]
n∏
ℓ=1
Γ[N + νℓ − j + s]
Γ[N + νℓ − j]
(3.56)
for s = 1, 2, . . . (the 0-th moment is unity). In order to evaluate the sum, we notice that
s−1∑
j=0
(−1)jjk
(
s− 1
j
)
= (−1)s−1(s − 1)! δk,s−1, (3.57)
which may be seen by taking derivatives of (x− 1)s−1 with respect to x and then setting
x = 1. With this in mind, we rewrite the gamma functions in (3.56) as a polynomial in
j and N ,
Γ[N − j + s]
Γ[N − j]
n∏
ℓ=1
Γ[N + νℓ − j + s]
Γ[N + νℓ − j]
=
(n+1)s∑
k=0
(n+1)s−k∑
m=0
ak,mj
kNm, (3.58)
where ak,m denotes the coefficients. Due to the identity (3.57) we may restrict ourselves
to k = s−1, hence the dominant term is of order Nns+1 in agreement with the prefactor
in (3.56). Moreover, the coefficient of js−1Nns+1 is equal to the coefficient of the same
quantity in the expansion of (N − j)(n+1)s. Inserting this back into (3.56) yields∫ ∞
0
dxNn−1Rn1 (N
nx)xs =
1
ns+ 1
(
(n+ 1)s
s
)
+O(N−1). (3.59)
Thus, the moments converge to the Fuss–Catalan numbers1.
It follows from Stieltjes moment problem and Carleman’s criterion that the Fuss–
Catalan numbers determine a unique probability measure on the positive half-line (see
e.g. [177] for a discussion of the moment problem). The probability density (3.53) is
obtained from the moments by means of an inverse Mellin transform after an expansion
of the gamma functions using the Gauss’ multiplication formula (B.5), see [171] for
details.
1A. Smith is thanked for help with this proof. mathoverflow.net/questions/201496
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Remark 3.13. A more compact form for the Fuss–Catalan density (3.53) can be ob-
tained using the Fox H-function,
ρnFC(x) = H
1,0
2,1
((0, 1), (2 − n, n)
(−n, n+ 1)
∣∣∣x); (3.60)
see appendix B for discussion of this function. On the interval of support, an expres-
sion for Fuss–Catalan density in terms elementary function can be obtained through a
Plancherel–Rotach-like parametrisation [101, 160],
ρnFC
(sinn+1((n + 1)α)
sinα sinn(nα)
)
=
sin2 α sinn−1(nα)
π sinn((n+ 1)α)
, 0 < α <
π
n+ 1
, (3.61)
where the argument of the density is an increasing function of α in the relevant interval.
It can be verified directly from the Meijer G-function (3.54), or using (3.61), that
near the edges of support the Fuss–Catalan density behave like [84]
ρnFC(x) ∼ sin
( π
n+ 1
)x−n/(n+1)
π
for xց 0, (3.62)
ρnFC(x) ∼
(
21/3nn−1
(n+ 1)n+2/3
)3/2√ (n+1)n+1
nn − x
π
for xր (n+ 1)
n+1
nn
. (3.63)
We note that the square root decay near the soft edge is the same as for the Wishart
ensemble (or, more generally, orthogonal ensembles [48, 57]), while the asymptotic be-
haviour near the hard edge differs for n ≥ 2. It was conjectured in [14] that the micro-
scopic correlations at the hard edge would be described by a new universal kernel indexed
by the number of factors n (i.e. different from the Bessel kernel for n ≥ 2), while the
correlations in the bulk and at the soft edge would be described by the sine and Airy
kernel, respectively. For the bulk and the soft edge, this conjecture was proven in [141],
while an explicit expression for the microscopic kernel at the hard edge was obtained
in [136]. A brief discussion will be given in section 3.2.2.
Remark 3.14. Let us compare proposition 3.12 with an earlier result about the one-
point Green function (or resolvent). Recall that the Green function is defined as the
Stieltjes transform of the density,
Gn(z) :=
∫ Kn
0
dx
ρnFC(x)
z − x , z /∈ [0,Kn]. (3.64)
Since we know the density (3.53), we can perform this integral using (B.24) and thereby
write the Green function as a Meijer G-function,
zGn(z) =
√
n+ 1
2πn3
G1,n+1n+1,n+1
(
0, 1n+1 ,
2
n+2 , . . . ,
n
n+1
0,− 1n , 0, 1n , . . . , n−2n
∣∣∣∣ − (n+ 1)n+1z nn
)
. (3.65)
On the other hand, it was shown in [52] that the Green function satisfies an algebraic
(trinomial) equation
(zGn(z))
n+1 = z(zGn(z) − 1), lim
|z|→∞
zGn(z) = 1. (3.66)
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For n ≤ 3 we have an equation of degree four or less which can be solved by standard
means and the solution can be shown to agree with (3.65) after explicit evaluation of
the Meijer G-function. For n ≥ 4 there is no general algebraic solution to (3.66) and the
relation becomes less trivial. In this case, we follow the approach presented in [84] (see
also [92]). Let f(u) and ϕ(u) be functions which are analytic in a neighbourhood Ω of
v ∈ C and let t be a small parameter so that |tϕ(u)| < |u − v| for u ∈ Ω. Then the
Lagrange reversion formula [196] tells that u = v+ tϕ(u) has one solution in Ω and that
f(u) = f(v) +
∞∑
s=1
ts
s!
ds−1
dvs−1
f ′(v)ϕ(v)s. (3.67)
We are interested in the equation g(z)n+1 = z(g(z)−1) which according to (3.66) should
have a solution g(z) = zGn(z). Rewriting this equation as g(z) = 1 + 1zg(z)
n+1, we see
that we can use the Lagrange reversion formula by taking v = 1, t = 1/z, f(g) = g and
ϕ(g) = gn+1. We have
g(z) =
∞∑
s=0
1
zs
1
ns+ 1
(
(n+ 1)s
s
)
(3.68)
for sufficiently large z. We recognise the Fuss–Catalan numbers, hence
g(z) =
∞∑
s=0
1
zs
∫ ∞
0
dx ρnFC(x)x
s =
∫ Kn
0
dx
ρnFC(x)
1− x/z = zGn(z), (3.69)
which was the statement of (3.66). Here, the sum converges for |z| > Kn and the result
is extended to the rest of the domain by analytic continuation.
In the above given description of the macroscopic density, we have restricted ourselves
to the case where the charges νi (i = 1, . . . , n) are kept fixed as N tends to infinity. If we
instead let the charges scale with N so that νi/N → αi ∈ [0,∞), then we no longer have
an explicit expression for the density for arbitrary n. However, we still have an algebraic
equation for the Green function [52],
zGαn(z)
n∏
ℓ=1
zGαn(z) + αℓ
αℓ + 1
= z(zGαn(z)− 1), lim
|z|→∞
zGαn(z) = 1. (3.70)
For n ≤ 3, it is again a straightforward task to solve this equation and as usual the
density can obtained by
ρnν (x) =
1
π
lim
ε→0+
ImGνn(x− iε). (3.71)
For the case of general n, an important observation is that there is a macroscopic gap
between the origin and the smallest eigenvalues if and only if all scaled charges are non-
zero, i.e. 0 < α1 ≤ · · · ≤ αn. This was shown in [12] using a saddle point approximation,
but we will not repeat this derivation here. If 0 = α1 = · · · = αm and 0 < αm+1 ≤ · · · ≤
αn for 0 < m ≤ n (i.e. there is no macroscopic gap) then it is seen from (3.70) and (3.71)
that the macroscopic density diverges like x−m/(m+1) for x→ 0 [52]. This observation is
important if we believe that the microscopic universality class at the hard edge is related
to the rate of divergence of the macroscopic density (see proposition 3.15).
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3.2.2 Microscopic correlations
As mentioned in the previous section, the results for microscopic correlations were given
by Kuijlaars and Zhang [136] for the hard edge, and by Liu, Wang and Zhang [141] for
the bulk and the soft edge. For completeness we will recall their results. For the hard
edge we prove a slight generalisation of the original result, while the reader is referred to
the original paper for proofs of the microscopic limits in the bulk and at the soft edge.
Proposition 3.15 (Hard edge). Let n ≥ m ≥ 1 and νi for i = 1, . . . ,m be fixed
and let νi = αiN + O(1) with αi > 0 fixed for i = m + 1, . . . , n. With (cN )
−1 =
αm+1 · · ·αnNn−m−1, we have
lim
N→∞
1
cN
KnN
( x
cN
,
y
cN
)
= Km,νMeijer(x, y) (3.72)
uniformly for x and y in compact subsets of the positive half-line, where
Km,νMeijer(x, y) =
∫ 1
0
duG1,00,m+1
( −
0,−ν1, . . . ,−νm
∣∣∣ux)Gm,00,m+1( −ν1, . . . , νm, 0
∣∣∣uy). (3.73)
Proof. We follow the same steps as in [136] and take expression (3.45) for the corre-
lation kernel as our starting point. Writing the kernel as its double contour integral
representation, we have
1
cN
KnN
( x
cN
,
y
cN
)
=
1
cN
1
(2πi)2
∫ 1
0
du
∫ −1+i∞
−1−i∞
dt
∮
Σk
ds
(ux
cN
)s(uy
cN
)t
× Γ[−s]
Γ[1 + t]
Γ[N + 1 + t]
Γ[N − s]
n∏
ℓ=1
Γ[νℓ − t]
Γ[νℓ + 1 + s]
(3.74)
with Σk as in (3.36). In order to evaluate the large-N limit, we need to look at the
asymptotic behaviour of the fractions of gamma functions in the second line in (3.74).
We know that (see appendix B)
Γ[αN + a]
Γ[αN + b]
= (αN)a−b(1 +O(N−1)) (3.75)
for complex constants a and b, and α > 0. We recall that νi = O(1) for i ≤ m and
νi = αiN +O(1) for i > m, thus
Γ[N + t+ 1]
Γ[N − s]
n∏
i=m+1
Γ[νi − t]
Γ[νi + s+ 1]
= (cN )
1+s+t(1 +O(N−1)). (3.76)
Using this asymptotic formula in (3.74), we get
1
cN
KnN
( x
cN
,
y
cN
)
=
1
(2πi)2
∫ 1
0
du
∫ −1+i∞
−1−i∞
dt
∫
Σ
ds (ux)s(uy)t
× Γ[−s]
Γ[1 + t]
m∏
ℓ=1
Γ[νℓ − t]
Γ[νℓ + 1 + s]
(1 +O(N−1)), (3.77)
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where we have modified the contour of the s-integral such that it begins and ends at
+∞ and encircles the positive half-line in the negative direction without crossing the
other contour. An interchange of the large-N limit and the integrals is justified by the
dominated convergence theorem. Finally, the expression (3.73) is obtained by rewriting
the contour integrals as Meijer G-functions using (B.12).
Remark 3.16. The hard edge scaling limit requires that at least one charge is indepen-
dent of N . In the light of remark 3.14, the reason for this requirement is quite obvious:
If all charges scale with N , i.e. νi/N → αi > 0 for all i, then there will be a macroscopic
gap between the origin and the smallest eigenvalues, thus the spectrum has no hard edge.
Furthermore, we note that the microscopic correlations are classified according to the
divergence of the macroscopic density near the origin through the integer m. In the
special case where m = 1 and the density diverges like an inverse square root, the Meijer
G-kernel agrees with the Bessel kernel (3.10) as expected. Explicitly, we have
1
4
Km=1,νMeijer
(x
4
,
y
4
)
=
(y
x
)ν/2 ∫ 1
0
du Jν(
√
ux)Jν(
√
uy) =
(y
x
)ν/2
KBessel(x, y). (3.78)
Recall that the prefactor (y/x)ν/2 does not affect the correlations.
Remark 3.17. We note that the hard edge scaling relation (propostion 3.15) incorpo-
rates the reduction formula for m ≥ 2,
lim
νm→∞
νmK
m,ν
Meijer(νmx, νmy) = K
m−1,ν
Meijer (x, y), (3.79)
given in [11]. This may also be seen starting from the Meijer G-kernel, we have
νmK
n
N (νmx, νmy) =
νm
(2πi)2
∫ 1
0
du
∫ −1+i∞
−1−i∞
dt
∫
Σ
ds (νmux)
s(νmuy)
t
× Γ[−s]
Γ[1 + t]
Γ[νm − t]
Γ[νm + 1 + s]
m−1∏
ℓ=1
Γ[νℓ − t]
Γ[νℓ + 1 + s]
. (3.80)
Using (B.7) it follows that
Γ[νm − t]
Γ[νm + 1 + s]
= ν−s−t−1m (1 +O(N
−1)) for νm →∞. (3.81)
Inserting this into (3.80) and interchanging the limit and the integration (justified by
the dominated converge theorem), we find the reduction formula (3.79). This reduction
of the Meijer G-kernel may be thought of as a consequence of the change of the rate of
divergence of the macroscopic density at the hard edge for νm →∞, see remark 3.14.
For completeness, let us recall (without proof) the scaling limits for the bulk and the
soft edge obtained by Liu, Wang and Zhang [141]:
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Proposition 3.18 (Bulk). Let n and νi > −1 (i = 1, . . . , n) be fixed. Given a point x0 ∈
(0, (n + 1)n+1/nn) in the bulk with spectral density ρ0 := ρ
n
FC(x0) (cf. proposition 3.12),
then
lim
N→∞
(
Nn
ρ0N
)k
Rnk
(
Nn
(
x0+
x1
ρ0N
)
, . . . , Nn
(
x0+
xk
ρ0N
))
= det
1≤i,j≤k
[Ksine(xi, xj)] (3.82)
uniformly for x and y belonging to any compact subset of the real line, where Ksine(x, y)
denotes the sine kernel (3.11).
Proposition 3.19 (Soft edge). Let
x∗ =
(n+ 1)n+1
nn
and c∗ =
(
(n + 1)n+2/3
21/3nn−1
)3/2
, (3.83)
i.e. x∗ is the location of the soft edge, while c∗ should be compared with the prefactor
in (3.63). With n and νi > −1 (i = 1, . . . , n) fixed, we have
lim
N→∞
(
Nn
(c∗N)
2
3
)k
Rnk
(
Nn
(
x∗+
x1
(c∗N)
2
3
)
, . . . , Nn
(
x∗+
xk
(c∗N)
2
3
))
= det
1≤i,j≤k
[KAiry(xi, xj)]
(3.84)
uniformly for x and y belonging to any compact subset of the real line, where KAiry(x, y)
is the Airy kernel (3.12).
3.3 Summary, discussion and open problems
We have seen that it is possible to obtain exact expressions for the statistical properties
of the singular values of a product constructed from an arbitrary number of independent
Gaussian matrices with arbitrary size (proposition 3.3 and 3.5). However, the “real” dif-
ference between the joint density from proposition 3.3 and the familiar Wishart–Laguerre
ensemble (3.2) is to some extent hidden within the Meijer G-function expression for the
weight functions. In order to get a better understanding of this difference, it is illustrative
to introduce an approximation of the Meijer G-function. It follows from (B.27) that the
joint density (3.16) may be approximated by
Pβ=2jpdf (Nnx1, . . . , NnxN )NnN ≈
1
Z
N∏
k=1
e−nNx
1/n
k x
(ν+1−n)/n
k
∏
1≤i<j≤N
(xj −xi)(x1/nj −x1/ni )
(3.85)
or with a change of variables
Pβ=2jpdf ((Nx1)n, . . . , (NxN )n)
N∏
k=1
nNnxn−1k ≈
1
Z
N∏
k=1
e−nNxkxνk
∏
1≤i<j≤N
(xj − xi)(xnj − xni )
(3.86)
where Z is a normalisation constant and ν = ν1+· · ·+νn is the cumulative charge. These
approximations give a more useful intuition about how matrix multiplication changes the
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repulsion between eigenvalues. Note that joint densities with this structure are not new,
they belong to a special type of polynomial ensembles, which were originally suggested
as an approximate description for transport properties in disordered wires in [158]. The
n = 2 case of (3.86) has also been linked to the dilute phase model, O(−2), on a random
lattice [71, 69] and to systems of disordered bosons [144].
A naïve comparison of the joint density (3.85) with the scaling limits from section 3.2
suggests that the macroscopic spectral density as well as the microscopic correlations in
the bulk and at the soft edge should agree with those of the Wishart product ensemble. In
fact, this naïve guess for the limiting behavior is confirmed by rigorous computations [84,
87, 202]. The approximation (3.85) breaks down at the hard edge, thus we do not expect
to find the same scaling in this limit (this is immediately confirmed by noticing that
the charges ν1, . . . , νn do not appear individually but only in the cumulative charge
ν). However, the macroscopic density still has the same rate of divergence at the hard
edge and we might guess that (albeit different) the microscopic correlations will belong
to the same class of correlation functions. Again this intuition is confirmed by actual
computations; it was shown in [45, 133] that the hard edge scaling limit for (3.85) gives
rise to a correlation kernel
Kn,νˆMeijer(x, y) =
∫ 1
0
duG1,00,n+1
( −
0,−νˆ1, . . . ,−νˆn
∣∣∣ux)Gn,00,n+1( −νˆ1, . . . , νˆn, 0
∣∣∣uy) (3.87)
with
νˆi =
ν + j − n
n
, i = 1, . . . , n. (3.88)
This reappearance of the Meijer G-kernel is important, since it suggests universality.
In addition to the two examples mentioned above, the Meijer G-kernel has recently
been observed in several other product ensembles [80, 133, 127, 11] and multi-matrix
models [41, 42, 40, 83] confirming that a much stronger underlying universality principle
is at play; similar to that of the Bessel kernel [10, 121, 134, 135, 143, 35, 186]. Perhaps,
the simplest starting point for a study of such universality would be to consider ensembles
of the form
Pnjpdf(x1, . . . , xN ) =
1
Z
N∏
k=1
e−NV (xk)
∏
1≤i<j≤N
(xj − xi)(xθj − xθi ), (3.89)
where V (x) is a real analytic confining potential and θ is a rational constant. However,
it should be mentioned that in all the known product ensembles the charges ν1, . . . , νn
which appear in the Meijer G-kernel (3.73) have a natural interpretation as incooperating
a rectangular structure of the product due to the general reduction procedure (proposi-
tion 2.4), such structure cannot, by construction, be included in (3.89).
It is, of course, also highly desirable to find more physical models which belong to this
new hard edge universality class. One could hope that links to physical models can be
established through the corresponding non-linear sigma models but, so far, little progress
has been made in this direction. The structure of the Meijer G-kernel is visualised in
figure 3.2. We note that the amplitude of the oscillations in the microscopic density near
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Figure 3.2 The figure shows the microscopic density as described by the Meijer G-kernel,
ρn,νhard(x) = K
n,ν
Meijer(x, x), with ν1 = · · · = νn = 0. The left panel shows the density for n =
1, 2, 4, 8; for comparison between densities, we have unfolded the densities such that they all
tend to unity as their argument tends to infinity. The right panels the n = 8 case with numerical
data from an ensemble of 10 000 realisations of a product of 8 independent 100 × 100 complex
Ginibre matrices.
the hard edge appears to increase with the index n (i.e. the number of matrices). We
will return to large-n limits in chapter 5.
Let us leave the microscopic regimes for now, and turn to macroscopic properties
instead. The explicit expression for the macroscopic spectral density of Wishart prod-
uct ensemble as a Meijer G-function (3.53) together with the powerful integration for-
mula (B.24), immediately allow us calculate explicit formulae for many important types
of linear statistics. For example, an interesting quantity in wireless telecommunication is
the input-output mutual information for a MIMO communication channel with progres-
sive scattering (see section (1.1)) given by
In(γ) :=
∫ Kn
0
dx ρnFC(x) log2(1 + γx), (3.90)
which gives an upper bound for the spectral efficiency. Here, γ denotes the signal-to-noise
ratio and integration gives
In(γ) = 1
log 2
√
n+ 1
2πn3
G1,n+2n+2,n+2
( 1
n+1 ,
2
n+1 , . . . ,
n
n+1 , 1, 1
1, 0,− 1n , 0, 1n , . . . , n−2n
∣∣∣∣ (n+ 1)n+1nn γ
)
. (3.91)
The simplicity of this macroscopic formula is illustrated by comparing with the formulae
valid for finite matrix dimensions given in [12, 14]. We note that universality results
such as [96] do not apply to this model since the assumptions of i.i.d. entries and their
Gaussian distribution go hand-in-hand within the Rayleigh fading regime, while leaving
this regime results in violation of both (note that in the noise free channel the Gaussian
matrices should be replaced by unitary matrices). Nonetheless, the n = 1 case is known
to be in good agreement with experimental data for strongly scattering environments
with no line-of-sight between the transmitter and receiver; this agreement is expected to
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Figure 3.3 The top left panel and the top right panel compare the macroscopic densities for
n = 4 with α1 = · · · = α4 = 0 (left) and α1 = · · · = α4 = 1 (right) with numerical data
generated from an ensemble of 1 000 realisations of a product of four independent 100 × 100
complex Ginibre matrices and a product of one 100× 200 and three 200× 200 complex Ginibre
matrices, respectively. The bottom left panel shows the two same analytic curves on a double
logarithmic scale which illustrates that the α1 = · · · = α4 = 1 case has a macroscopic gap
between the origin and the eigenvalue spectrum even though this gap is too small to be visible
on the top right panel. The bottom right panel shows mutual information (3.91) for n = 1, 2, 4, 8
as a function of the signal-to-noise ratio measured in decibel.
extend to communication channels with progressive scattering described by the n ≥ 2
cases.
We would, of course, also like to know the structure of higher point correlations, i.e.
the wide correlators. The wide correlators for product ensembles are expected to differ
from the known universality results of the trace-class ensembles, since the eigenvalue
repulsion is not purely logarithmic. This conjecture is supported by a heuristic argument
originally given in [31, 32].
Consider a point process of N particles with partition function,
Pjpdf(x1, . . . , xN ) = 1ZV exp
[
−N
N∑
k=1
V (xk) +
∑
1≤i<j≤N
U(xj , xi)
]
, (3.92)
where ZV denotes the potential dependent normalisation constant and the exponent
is interpreted as a Hamiltonian for the N particles located at x1, . . . , xN subject to a
confining potential V (x) and pair interaction U(x, y). If the pair interaction is given by
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U(x, y) = log(x − y) + log(xθ − yθ) then (3.92) corresponds to (3.89) and if θ = 1 this
reduces to a trace-class ensemble in which case universality is known. In the following
we consider U(x, y) as a generic (repulsive) interaction.
Leaving the large-N limit implicit, the macroscopic density and the connected two-
point correlator are given by
ρV (x) = E
[∑
i
δ(xi − x)
]
(3.93)
ρconn(x, y) = E
[∑
i 6=j
δ(xi − x)δ(xj − y)
]
− ρV (x)ρV (y), (3.94)
where the averages are taken according to the partition function (3.92). The subscript
V indicates that the density has a non-universal dependence on the potential. We recall
that the macroscopic density, ρV (x), with compact support on a single interval [a, b] is
such that it minimises the energy functional
E[ρV ] =
∫ b
a
dx ρV (x)V (x)− 1
2
∫ b
a
dx ρV (x)
∫ b
a
dy ρV (y)U(x, y). (3.95)
Or stated differently, the density satisfies the macroscopic balance equation,
V (y) =
∫ b
a
dx ρV (x)U(x, y) + const.,
∫ b
a
dx ρV (x) = 1, (3.96)
and therefore responds linearly to changes in the potential.
The idea presented in [31, 32] is to consider the functional derivative with respect to
the potential of density (3.93) and balance equation (3.96). Under the assumption that
the macroscopic density vanishes at non-fixed (i.e. soft) edges, this yields
δρV (x)
δV (y)
= ρconn(x, y) + ρV (x)δ(x − y) (3.97)
δ(x− y) =
∫ b
a
dx′
δρV (x
′)
δV (y)
U(x′, x) (3.98)
Combining these two equations gives
ρconn(x, y) = U
−1(y, x)− ρV (x)δ(x − y), (3.99)
where the inverse pair interaction is defined through the integral equation∫ b
a
dx′ U−1(y, x′)U(x′, x) = δ(x− y). (3.100)
This heuristic argument shows that the potential V (x) is expected to only influence the
connected two-point correlation function (3.94) through the boundary of support, a and
b (i.e. the correlation function is universal). On the other hand, the correlations will
dependent on the eigenvalue repulsion and, thus, differ from the classical universality
results when the repulsion is not purely logarithmic. Due to the approximation (3.85) we
53
additionally expect that the Wishart product ensemble gives rise to the same universality
classes as (3.89).
It remains an intriguing (but challenging) problem to find explicit expressions for the
wide correlator in the case of product ensembles. In [80], it was argued that the wide
correlator on the semi-infinite interval (0,∞) for a product of two matrices is
ρn=2conn(x, y) = −
1
6π2
1 + (x/y)1/3 + (y/x)1/3
(x− y)2 . (3.101)
We note that this expression (as expected) differs from the same result the for trace-class
ensembles,
ρn=1conn(x, y) = −
1
4π2
(x/y)1/2 + (y/x)1/2
(x− y)2 . (3.102)
Formula (3.101) was obtained using asymptotics of the Meijer G-kernel (similar to an
approach previously applied to the Bessel kernel [30]), but it is non-trivial to extend this
formula to products of more matrices. Moreover, the general expression for arbitrary
boundary conditions a and b is still completely unknown even for two matrices.
One reason for the interest in the connected two-point wide correlator is its relation to
the variance of linear statistics. If F =
∑
i f(xi) is linear statistic (e.g. f(x) = log2(1+γx)
for the mutual information) then it follows
varF =
∫ b
a
dx
∫ b
a
dy f(x)f(y)[ρconn(x, y) + ρV (x)δ(x − y)]; (3.103)
assuming that the right hand side is well-defined. The linear statistics for a product of
two matrices was studied in [97], but the direct link to (3.101) is not completely obvious.
Finally, let us mention that it is also interesting to consider matrix products in the
limit where the number of factors tends to infinity, but we will return to this question in
chapter 5.
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Chapter 4
Eigenvalues of Gaussian product matrices
This chapter is devoted to the study of complex eigenvalues of products of independent
random matrices. Unlike the description of the Wishart product ensemble given chapter 3,
we will not be limited by the use of the Itzykson–Zuber–Harish-Chandra formula and
we can therefore consider all three standard classes: real (β = 1), complex (β = 2), and
quaternionic (β = 4) matrices. As in the previous chapter, our focus will be on products
of independent induced Ginibre matrices.
Let us briefly recall the known structure of the eigenvalues of induced Ginibre matrices.
Details for the Ginibre ensembles can be found in [91, 154, 119, 140, 61, 120, 86, 178, 180,
46]; while the relevant structures for the product ensembles will be given in the three
proceeding sections.
For N × N complex (β = 2) and quaternionic (β = 4) matrices distributed accord-
ing to the density given in definition 2.9, we readily obtain the joint density for the
eigenvalues [91],
Pβ=2jpdf (z1, . . . , zN ) =
1
Zβ=2
N∏
j=1
|zj |2νe−|zj |
2 ∏
1≤k<ℓ≤N
|zk − zℓ|2, (4.1)
Pβ=4jpdf (z1, . . . , zN ) =
1
Zβ=4
N∏
j=1
|zj |4νe−2|zj |
2 |zj − z∗j |2
∏
1≤k<ℓ≤N
|zk − zℓ|2|zk − z∗ℓ |2, (4.2)
using the Schur decomposition (proposition A.16 and A.17, respectively) and integrating
out irrelevant degrees of freedom. Here, Zβ are normalisation constants, ν is a non-
negative integer, and zi (i = 1, . . . , N) are the eigenvalues (in the quaternionic case the
eigenvalues come in complex conjugate pairs and z1, . . . , zN are chosen to belong to the
complex upper half-plane, cf. appendix A). The real (β = 1) induced Ginibre ensemble
is more complicated since the eigenvalues come in a combination of real and complex
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Figure 4.1 Scatter plots of the complex eigenvalues of 50×50 real (left panel), complex (center
panel), and quaternionic Ginibre matrices generated from an ensemble of 50 (real and complex
case) and 25 (quaternionic case) matrices. Note that the apparent poisson-like clustering is due
to the ensemble average.
conjugate pairs. Assuming that the matrix has K real eigenvalues denoted by x1, . . . , xK
and 2L complex eigenvalues denoted by z1, z∗1 , . . . , zL, z
∗
L, then the joint density for the
eigenvalues can be written as [140, 61]
Pβ=1,Kjpdf (x1, . . . , xK , z1, . . . , zL) =
1
Zβ=1K
∏
1≤i<j≤K
|xj −xi|
K∏
j=1
L∏
i=1
|xj − zi|2
K∏
j=1
|xj |νe−x
2
j/2
×
∏
1≤i<j≤L
|zj − zi|2|zj − z∗i |2
L∏
j=1
(zj − z∗j )|zj|2ν erfc
[
zj − z∗j
i
√
2
]
e−(z
2
j+z
∗2
j )/2. (4.3)
Again the joint density is obtained using the Schur decomposition (proposition A.18) and
integrating out irrelevant degrees of freedom; the error function appears since the real
Schur decomposition is incomplete for L ≥ 1 (see appendix A). Here, Zβ=1K is chosen
such that integration over the eigenvalues gives the probability that there are K real
eigenvalues, hence the sum over K = 0, . . . , N is normalised to unity.
After rescaling by N , the macroscopic spectrum for all three Ginibre ensembles is
uniformly distributed within a disk if the charge ν is kept fixed as N tends to infinity
and uniformly distributed within an annulus if ν/N → α > 0 for N → ∞ [76]; this is
equivalent to the behaviour of the macroscopic gap between the origin and the infimum
of the real spectrum of the Wishart ensemble. In the Ginibre case (ν = 0) the uniform
distribution is a special case of the circular law, see [44] for a review. It is worth noting
that the authors of [76] also provided a method for generating induced Ginibre matrices
with integer charge ν from an N×(N+ν) rectangular matrix with i.i.d. Gaussian entries
(also numerically!).
The uniform density of the macroscopic spectrum within the entire region of sup-
port does not extend to microscopic structures. As indicated by figure 4.1 the real and
quaternionic Ginibre ensembles assign special behaviour to the neighbourhood of the
real axis due to the complex pairing of eigenvalues. Special structure is also assigned to
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the origin, since we are considering induced ensembles. In the complex case, the joint
density (4.1) may be interpreted as a two-dimensional log-gas trapped by a potential
V (|z|) = |z|2 − ν log|z|2 and the special structure near the origin is due to the logarith-
mic singularity (the singularity takes us out of the universality regime considered in [38]).
Similar interpretations can be given to the real and quaternionic ensembles.
Let us recall the three microscopic scaling limits for the complex (β = 2) induced
Ginibre ensemble: the bulk, the origin, and the edge. The real and quaternionic Ginibre
ensembles are Pfaffian rather than determinantal point processes and have additional
scaling regimes near the real axis but we will not repeat these structures here, see [119, 46]
and references within. The joint density (4.1) describes a determinantal point process
with k-point correlation function given by
Rk(z1, . . . , zk) = det
1≤i,j≤k
[
KN (zi, zj)
]
, (4.4)
KN (u, v) = |uv|νe−|u|
2/2−|v|2/2
N−1∑
ℓ=0
(uv∗)ℓ
πΓ[ν + k + 1]
.
The simple structure of the finite-N correlation function enables us to perform the scaling
explicitly in all three regions. The macroscopic density is uniform in the region of the
support and the microscopic scaling is
lim
N→∞
1
Nk
Rk
(
N
1
2
(
z∗ +
z1
N
1
2
)
, . . . , N
1
2
(
z∗ +
zk
N
1
2
))
= det
1≤i,j≤k
[
K∗(zi, zj)
]
, (4.5)
where K∗(u, v) is the limiting kernel. Assuming ν is kept fixed, the limiting kernel reads
Kbulk(u, v) =
1
π
e−|u|
2/2−|v|2/2+uv∗ (4.6)
for 0 < |z∗| < 1. This is the well-known universal microscopic correlation kernel in the
bulk. If we look at microscopic correlations close to either the origin (z∗ = 0) or the edge
(|z∗| = 1) then there will be a correction term to (4.6) given by
Korigin(u, v)
Kbulk(u, v)
= 1− νΓ[ν, uv
∗]
Γ[ν + 1]
and
Kedge(u, v)
Kbulk(u, v)
=
erfc
[√
2(zv∗ + uz∗)
]
2
, (4.7)
respectively. Here, Γ[ν, z] is the incomplete gamma function and erfc[z] is the comple-
mentary error function. We note that for ν = 0, we have Korigin(u, v) = Kbulk(u, v)
which is the well known result from the Ginibre ensemble. It should be mentioned that
the microscopic correlations in the bulk and at the edge are known to be universal in the
sense of [187]. The microscopic correlations at the origin for ν 6= 0 have previously been
studied in [2]. It is also of physical relevance since it may be linked to the microscopic
density of the QCD baryon number Dirac operator (see [110]) in a sector with non-zero
topological charge ν.
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With the structure of a single induced Ginibre matrix in mind, we turn to products of
such matrices. Contrary to our description of the Wishart product ensembles (chapter 3)
where we took the density presentation (2.20) as a starting point, we will start from the
representation (2.19). Using the density for induced Ginibre matrices (2.45) in (2.19)
gives
P β(Yn) =
[ n∏
i=1
1
Zβi
∫
F
N×N
β
dβXi det(X
†
iXi)
βνi/2γe
− β
2γ
TrX†iXi
]
δβ(Xn · · ·X1 − Yn), (4.8)
with ν1, . . . , νn denoting non-negative integers and γ = 1, 1, 2 for β = 1, 2, 4. The joint
density for the eigenvalues is obtained by integrating out all irrelevant degrees of freedom,
i.e. if λi (i = 1, . . . , N) denote the eigenvalues of the matrix Yn distributed with respect
to (4.8), then the joint probability density function for the eigenvalues is given by
Pβjpdf(z1, . . . , zN ) =
∫
F
N×N
β
dβYnP
β(Yn)
N∏
k=1
δ(λk − zk), (4.9)
with Fβ=1,2,4 = R,C,H and n, N and νi (i = 1, . . . , n) as above. Recall that the
constants νi (i = 1, . . . , n) which appear in (2.45) may be interpreted as incorporating
the structure of a product of rectangular Gaussian random matrices (2.42). Moreover,
the induced Ginibre matrices are statistically isotropic, thus the ordering of the factors is
irrelevant and we may again choose the ordering ν1 ≤ · · · ≤ νn without loss of generality.
The rest of this chapter is organised such that section 4.1, 4.2, and 4.3 deals with
complex, quaternionic, and real matrices, respectively. A summary and a discussion of
open problems will be provided in section 4.4. It should be mentioned that some results
for the special case of a product of two random matrices pre-date the more general
results presented in the rest of this chapter. A product of two Ginibre matrices appears
as a certain limit in a model of QCD at finite baryon chemical potential [165, 4, 17, 18]
(see [5] for a review) and was also considered in [122]. Similarly, the so-called spherical
ensembles [129, 85, 152] are given as a product of a Ginibre and an inverse Ginibre
matrix; such ensembles arise when considering a random matrix version of the generalised
eigenvalue problem, or matrix pencil [94].
4.1 Products of complex Ginibre matrices
First, let us consider the simplest case: products of complex induced Ginibre matrices.
The case of square complex Ginibre matrices (i.e. with all charges νi equal to zero)
was originally solved by Akemann and Burda [7]. The generalisation to rectangular or
induced matrices can be found in [1, 109]. The first step is to find the joint density for
the eigenvalues.
Proposition 4.1. The eigenvalues of a product of n independent N×N induced Ginibre
matrices with charges ν1, . . . , νn form a point process on the complex plane with joint
density
Pβ=2jpdf (z1, . . . , zN ) =
1
Zβ=2
N∏
k=1
wβ=2n (zk)
∏
1≤i<j≤N
|zj − zi|2, (4.10)
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where Zβ=2 is a normalisation constant and wβ=2n (z) is a weight function given by
Zβ=2 = N !πN
N∏
k=1
n∏
ℓ=1
Γ[νℓ + k] and w
β=2
n (z) = G
n,0
0,n
( −
ν1, . . . , νn
∣∣∣ |z|2), (4.11)
respectively.
Proof. In order to find the joint density for the eigenvalues, we need to change variables.
Here, we use a generalised complex Schur decomposition (proposition A.23) to write
Xi = Ui(Λi + Ti)Ui−1, i = 1, . . . , n, (4.12)
where each Ui denotes a unitary matrix (U0 := Un), each T ∈ CN(N−1)/2 is a strictly
upper-triangular complex matrix, and Λi = diag(λi,1, . . . , λi,N ) with λi,j ∈ C for all
j = 1, . . . , N . With this parametrisation the eigenvalues of the product matrix Yn are
given by λj = λ1,jλ2,j · · ·λn,j (j = 1, . . . , N) but λi,j is (generally) not an eigenvalue of
Xi. From proposition A.23, we know that
n∏
ℓ=1
d2Xℓ =
∏
1≤i<j≤N
|λj − λi|2
n∏
ℓ=1
dµ(Uℓ)d
2Tℓ
N∏
k=1
d2λℓ,k, (4.13)
where dµ(Uℓ) := U
−1
ℓ dUℓ is the Haar measure on U(N)/U(1)
N , d2Tℓ is the flat measure
on the space of all strictly upper-triangular complex matrices, and d2λℓ,k is the flat
measure on the complex plane.
We use this parametrisation in (4.9). The integration over Ui and Ti (i = 1, . . . , n)
decouples and contributes only to the normalisation. It follows that the joint density
is (4.10) with a weight given as an n-fold integral,
wβ=2n (z) = π
[ n∏
ℓ=1
1
π
∫
C
d2λℓ|λℓ|2νℓe−|λℓ|
2
]
δ2(λn · · ·λ1 − z). (4.14)
After a normalisation, this weight function may be interpreted as the density of a prod-
uct of complex-valued random scalars. Using the Mellin transform procedure presented
in section 2.1 we find the Meijer G-function formulation of the weight function given
in (4.11).
It remains to determine the normalisation, which we do by integrating out the vari-
ables in (4.10). Using Andréief’s integration formula [26, 56] we find
Zβ=2 = N ! det
1≤k,ℓ≤N
[ ∫
C
d2z wβ=2n (z)z
k−1z∗ ℓ−1
]
. (4.15)
The integral within the determinant is zero if k 6= ℓ, while the k = ℓ case can be performed
using (B.21). This determines the normalisation and completes the proof.
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4.1.1 Correlations for finite size matrices
Before we look at the correlations of the product ensemble (4.10), we recall a few general
properties of orthogonal ensembles in the complex plane. Let us consider an ensemble of
N points in the complex plane with joint probability density function
Pjpdf(z1, . . . , zN ) = 1Z
N∏
k=1
w(zk)
∏
1≤i<j≤N
|zj − zi|2. (4.16)
Here Z is a normalisation constant and w(z) is a positive weight function such that∫
C
d2z w(z) |z|2k <∞, k = 0, 1, . . . , N − 1. (4.17)
Note that we do not require that all moments are finite, since this would prohibit the
study of product ensembles which contain inverse matrices [129, 1, 11].
We are interested in the k-point correlation function defined by
Rk(z1, . . . , zk) :=
N !
(N − k)!
[ N∏
i=k+1
∫
C
d2zi
]
Pjpdf(z1, . . . , zN ). (4.18)
Suppose that we have managed to orthogonalise (4.16), i.e. we have found a family
of monic polynomials, pk(z) = zk + O(zk−1), with real coefficients, which satisfy the
orthogonality relation
〈pi, pj〉 :=
∫
C
d2z w(z) pi(z)pj(z
∗) = hiδij , i, j = 1, 2, . . . , N − 1, (4.19)
where hi are the squared norms. We construct the kernel
KN (x, y) = w(x)
N−1∑
k=0
pk(x)pk(y
∗)
hk
, (4.20)
which due the orthogonality relation (4.19) satisfies∫
C
d2z KN (z, z) = N and
∫
C
d2z KN (x, z)KN (z, y) = KN (x, y). (4.21)
It follows from general considerations (see e.g. [153]) that the joint density (4.16) describes
a determinantal point process
Rk(z1, . . . , zk) = det
1≤i,j≤k
[
KN (zi, zj)
]
(4.22)
with correlation kernel given by (4.20). In particular, the one-point correlation function
(spectral density) is given by
Rn1 (z) = KN (z, z). (4.23)
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As for determinantal point processes on the real line, the correlation kernel is not unique,
e.g. if g(x, x∗) is a non-zero function on the relevant domain, then the correlation func-
tion (4.22) is unaffected by a gauge transformationKN (x, y) 7→ (g(x, x∗)/g(y, y∗))KN (x, y).
In fact, our definition of the correlation kernel (4.20) differs from the more conventional
choice
KN (x, y) =
√
w(x)w(y)
N−1∑
k=0
pk(x)pk(y
∗)
hk
, (4.24)
by a gauge transformation
√
w(x)/w(y). The reason we define the correlation kernel
by (4.20) rather than by (4.24) is that we will deal with weight functions defined by
a contour integral in the complex plane rather than an exponential of a potential; the
square root in (4.24) would force us to do certain computations on the level of correlation
functions rather than directly for the kernel.
Similar to the description of real eigenvalues in section 3.1.2, a useful property of the
ensemble (4.16) is that the orthogonal polynomial is related to the expectation (with
respect to the joint density) of the characteristic polynomial,
E
[ N∏
i=1
(z − zi)
]
= pN (z), z ∈ C. (4.25)
Extensions to products and ratios of characteristic polynomials exist as well [21, 19];
all of which follows using standard identities of Vandermonde determinants in complete
analogy to the real eigenvalue case. The complex Heine formula (4.25) is in general
quite useful when searching for orthogonal polynomials, but the description given below
turns out to be even simpler since the symmetry of our weight functions implies that the
orthogonal polynomials must be monomials. We have the following well-known lemma:
Lemma 4.2. Given a point process on the complex plane, C, with joint density (4.16)
and weight function such that w(z) = w(|z|), then the corresponding monic orthogonal
polynomials are the monomials, z and z∗.
Proof. The fact that the monic orthogonal polynomials are the monomials, z and z∗,
follows immediately from the orthogonality relation∫ +π
−π
dθei(k−ℓ)θ = 2π δkℓ, k, ℓ ∈ Z, (4.26)
after a change to polar coordinates, since the weight function is independent of the
complex phase.
Due to the explicit form of the joint density of the eigenvalues for the product en-
semble under consideration (proposition 4.1) the correlation kernel follows as a simple
corollary [7, 1, 109].
Corollary 4.3. The joint density (4.10) describes a determinantal point process on the
complex plane with kernel
KnN (x, y) = G
n,0
0,n
( −
ν1, . . . , νn
∣∣∣ |x|2)N−1∑
k=0
(xy∗)k
π
∏n
ℓ=1 Γ[νℓ + k + 1]
(4.27)
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with parameters as in proposition 4.1.
Proof. The correlation kernel is given by (4.20) with weight (4.11). It follows from
lemma 4.2 that the orthogonal polynomials are the monomials, thus the squared norms
are
hnk =
∫
C
d2wβ=2n (z)|z|2k = π
n∏
ℓ=1
Γ[νℓ + k + 1]. (4.28)
Here the last equality follows from (B.21).
Yet another interesting property (originally observed for Ginibre matrices in [128,
175]) follows directly from the symmetry of the weight function.
Proposition 4.4. Given a determinantal point process on the complex plane (4.16) with
weight function such that w(z) = w(|z|), then
N∏
k=1
∫ π
−π
dθk rk Pjpdf(r1eiθ1 , . . . , rNeiθN ) = 1
N !
per
1≤i,j≤N
[
2π r2j−1i w(ri)
hj−1
]
(4.29)
with ri ∈ R+ (i = 1, . . . , k), ‘per’ denotes a permanent, and the squared norms are given
by
hnj =
∫
C
d2z w(z)|z|2j. (4.30)
Proof. Our starting point is the joint density (4.16). Expanding the Vandermonde deter-
minants gives
N∏
j=1
∫ π
−π
dθj rj Pjpdf(r1eiθ1 , . . . , rNeiθN ) = 1Z
N∏
j=1
∫ π
−π
dθj rj w(rj)
×
∑
σ,ω∈SN
sign σ signω
N∏
k,ℓ=1
r
σ(k)−1
k e
i(σ(k)−1)θkr
σ(ℓ)−1
ℓ e
−i(σ(ℓ)−1)θℓ . (4.31)
It is trivial to perform the integrals using (4.26), since the weight function is independent
of the complex phases. Exploiting that Z = N !∏N−1j=0 hj , we write
N∏
k=1
∫ π
−π
dθk rk Pjpdf(r1eiθ1 , . . . , rNeiθN ) = 1
N !
∑
σ∈SN
N∏
i=1
2π r
2σ(i)−1
i wn(ri)
hσ(i)−1
. (4.32)
Here the right hand side is recognised as a permanent.
Remark 4.5. We note that the permanental structure (4.29) is simpler than those
which appear in the statistical description of interacting bosonic systems. In fact, the
joint density (4.29) corresponds to the symmetrised density for N independent random
variables rk (k = 1, . . . , N) with densities
fk(rk) =
2π r2k−1k w(rk)
hk−1
, k = 1, . . . , N. (4.33)
The normalisation of the densities, fk, is ensured by (4.19).
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Remark 4.6. The permanental structure (4.29) is useful when considering quantities
which only depend on the radial structure, such as hole or overcrowding probabilities
at the origin (see e.g. [105]) or the “largest” (meaning furthest away from the origin)
eigenvalue. Hole probabilities for products of two matrices were considered in [16], while
hole and overcrowding probabilities for an arbitrary number of factors were studied in [20,
13], but we will not repeat that description here. A study of the “largest” eigenvalue for
a product of complex Ginibre matrices was carried out in [117].
4.1.2 Macroscopic density
With exact formulae for correlation functions at arbitrary matrix dimension and an
arbitrary number of factors, we can turn our attention towards asymptotic behaviour.
First, we consider the macroscopic density which has been studied in several papers [51,
52, 99, 169, 7]. Here, we will follow an approach presented in [109] for mixed products
of induced Ginibre and truncated unitary matrices. The method is easily extended
to include inverse Ginibre and inverse truncated unitary matrices as well, but we will
concentrate on the case consisting purely of induced Ginibre matrices.
Lemma 4.7. Let 0 ≤ ν1 ≤ · · · ≤ νn be a collection of real constants and let s > −ν1 − 1
be a real parameter, then the 2s-th absolute moment for the spectral density (one-point
correlation function) reads∫
C
d2z Rn1 (z) |z|2s =
N−1∑
k=0
n∏
ℓ=1
Γ[νℓ + k + s+ 1]
Γ[νℓ + k + 1]
. (4.34)
The 0-th moment is normalised to N in the present notation.
Proof. The moments follow directly from (4.23) and (4.27) using the integration for-
mula (B.21).
Proposition 4.8. Let n be a positive integer and νi = αiN with αi ∈ [0,∞), then there
exists a macroscopic limit for the spectral density,
lim
N→∞
Nn−1Rn1 (N
n/2z) = ρn,αmacro(z) (4.35)
where the macroscopic density is defined through its Mellin transform∫
C
d2z ρn,αmacro(z)|z|2s =
∫ 1
0
dt
n∏
ℓ=1
(t+ αℓ)
s, s ∈ [0,∞). (4.36)
In particular, for α1 = · · · = αn = 0 (this includes a product of square matrices), we
have
ρn,α=0macro (z) =
|z|2(1−n)/n
π n
10≤|z|≤1, (4.37)
which has compact support on unit disk.
63
Proof. In order to find the macroscopic density, we look at its moments. It will be
sufficient to investigate the asymptotic form of the absolute moments (4.34), since the
density is invariant under rotations in the complex plane. After rescaling we have∫
C
d2z Nn−1Rn1 (N
n/2z) |z|2s = 1
N
N−1∑
k=0
n∏
ℓ=1
Γ[νℓ + k + s+ 1]
N sΓ[νℓ + k + 1]
. (4.38)
We would like to approximate the sum with an integral, which we do using the following
bounds:∫ N
0
dt
N
n∏
ℓ=1
Γ[t+ νℓ + s]
N sΓ[t+ νℓ]
≤ 1
N
N−1∑
k=0
n∏
ℓ=1
Γ[k + νℓ + s+ 1]
N sΓ[k + νℓ + 1]
≤
∫ N
0
dt
N
n∏
ℓ=1
Γ[t+ νℓ + s+ 1]
N sΓ[t+ νℓ + 1]
(4.39)
This holds since
f(t) =
Γ[t+ νℓ + s]
N sΓ[t+ νℓ]
(4.40)
is a non-negative, monotonously increasing function for t ∈ [0,∞) given νℓ, s ≥ 0.
In order to evaluate the upper bound, we first recall that νℓ = Nαℓ, thus after a
change of variables t/N 7→ t,∫ N
0
dt
N
n∏
ℓ=1
Γ[t+ νℓ + s+ 1]
N sΓ[t+ νℓ + 1]
=
∫ 1
0
dt
n∏
ℓ=1
Γ[N(t+ αℓ) + s+ 1]
N sΓ[N(t+ αℓ) + 1]
. (4.41)
Here, the asymptotic behaviour of the right hand side may be evaluated using (B.7),∫ N
0
dt
N
n∏
ℓ=1
Γ[t+ νℓ + s+ 1]
N sΓ[t+ νℓ + 1]
=
∫ 1
0
dt
n∏
ℓ=1
(t+ αℓ)
s(1 +O(N−1)). (4.42)
Equivalent manipulations for the lower bound also give∫ N
0
dt
N
n∏
ℓ=1
Γ[t+ νℓ + s]
N sΓ[t+ νℓ]
=
∫ 1
0
dt
n∏
ℓ=1
(t+ αℓ)
s(1 +O(N−1)), (4.43)
and, thus, agrees with the upper bound to leading order in N .
The integrations and the large-N limits may be interchanged using the dominated
convergence theorem. Thus, the two bounds reduce to the same integral and the moments
read
lim
N→∞
∫
C
d2z Nn−1Rn1 (N
n/2z) |z|2s =
∫ 1
0
dt
n∏
ℓ=1
(t+ αℓ)
s. (4.44)
The macroscopic density is obtained by an inverse Mellin transform. Note that we can
find the density even though the integer-moments do not determine a unique probability
measure, since we have all positive moments, which is sufficient for the inverse Mellin
transform to be unique. For α1 = · · · = αn = 0, we have∫ 1
0
dt tns =
1
ns+ 1
(4.45)
and it is straightforward to show that the inverse Mellin transform is (4.37).
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Remark 4.9. It is more challenging to find an explicit expression for the macroscopic
density for general {αi}, but formally we can write
ρn,αmacro(z) =
∫ 1
0
dt δ(|z|2 − pα(t)), pα(t) :=
n∏
ℓ=1
(t+ αℓ). (4.46)
We note that the polynomial pα(t) is a strictly increasing function for t > 0, thus the
macroscopic density has compact support on an annulus centred in the complex plane
with inner and outer radius given by
rin = pα(0) =
n∏
ℓ=1
αℓ and rout = pα(1) =
n∏
ℓ=1
(1 + αℓ), (4.47)
i.e. the macroscopic spectrum has a hole at the origin if and only if αℓ > 0 for all ℓ.
Also the algebraic equation for the Green function originally given in [52] is readily
obtained from (4.46). Inversion of the relation πρn,αmacro(z) = ∂Gαn(z)/∂z
∗ yields
Gαn(z) =
1
z
∫ 1
0
dt1|z|2≤pα(t) =
p−1α (|z|2)
z
(4.48)
or equivalently
pα(zG
α
n(z)) =
n∏
ℓ=1
(zGαn(z) + αℓ) = |z|2, (4.49)
which is the algebraic equation from [52] (see also [96]). Finally, we note that if α1 =
· · · = αm = 0 and αm+1 = · · · = αn > 0 for some m ≥ 1 (i.e. there is no macroscopic
hole) then the macroscopic density diverges like |z|2(1−m)/m at the origin [52].
4.1.3 Microscopic correlations
Let us consider the microscopic correlations near the origin. An explicit expression for
such correlations was first obtained by Akemann and Burda in [7] for the ν1 = · · · = νn =
0 case. Here, we present the general result for rectangular matrices, which is a straight-
forward generalisation due to the reduction formula from chapter 2 (proposition 2.4).
Proposition 4.10 (Origin). Let n be a positive integer and ν1 ≤ . . . ≤ νn be fixed, then
we have
lim
N→∞
KnN (x, y) = K
n,ν
origin(x, y) (4.50)
uniformly for z1, . . . , zk in compact subsets of the complex plane, where
Kn,νorigin(x, y) =
1
π
Gn,00,n
( −
ν1, . . . , νn
∣∣∣ |x|2)G1,11,n+1( 00,−ν1, . . . ,−νn
∣∣∣ − xy∗). (4.51)
Proof. We need to take the large-N in (4.27) without any further rescaling. The weight
function (4.11) is independent of N , hence we only need to evaluate the sum. From (B.9)
we have
1Fn
( 1
ν1 + 1, . . . , νn + 1
∣∣∣xy∗) = ∞∑
k=0
n∏
ℓ=1
Γ[νℓ + 1]
Γ[νℓ + k + 1]
(xy∗)k, (4.52)
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which immediately gives the limiting expression for the sum in (4.27) as a hypergeometric
function. Rewriting the hypergeometric function as a Meijer G-function using (B.13), we
find the microscopic kernel (4.51).
We also have a reduction formula similar to (3.79):
Proposition 4.11. Let n ≥ 2 and let νi (i = 1, . . . , n − 1) be fixed, then
lim
νn→∞
νnK
n,ν
origin(νnx, νny) = K
n−1,ν
origin (x, y), (4.53)
uniformly for x and y in compact subsets of C.
Proof. The first step is to write the kernel (4.51) as its double contour representation
using (B.12),
νnK
n,ν
origin(νnx, νny) =
νn
π
1
(2πi)2
∫ −1+i∞
−1−i∞
dt
∫
Σ
ds(νn|x|2)t(−νnxy∗)s
× Γ[s+ 1]Γ[−s]
n∏
ℓ=1
Γ[νℓ − t]
Γ[νℓ + s+ 1]
, (4.54)
where the contour, Σ, is a loop which starts and ends at +∞ and encircles all the non-
negative integers in the negative direction without crossing the t-contour. From (B.7) we
know that
Γ[νn − t]
Γ[νn + s+ 1]
= ν−t−s−1n (1 +O(ν
−1
n )), (4.55)
for large νn, thus
νnK
n,ν
origin(νnx, νny) =
1
π
1
(2πi)2
∫ −1+i∞
−1−i∞
dt
∫
Σ
ds(|x|2)t(−xy∗)s
× Γ[s+ 1]Γ[−s]
n−1∏
ℓ=1
Γ[νℓ − t]
Γ[νℓ + s+ 1]
(1 +O(ν−1n )). (4.56)
An interchange of the large-νn limit and the integrations may be justified by means of the
dominated convergence theorem. The proposition follows after re-evaluating the contour
integrals as Meijer G-functions.
Remark 4.12. For n = 1 the kernel reduces to (4.7) (up to a gauge factor which does
not affect the correlations), while for n = 2 and (ν1, ν2) = (0, ν) the kernel reads
1
2
K
n=2,(0,ν)
origin
(x
2
,
y
2
)
=
(
x∗
y∗
) ν
2
Kν(|x|) Iν(
√
xy∗), (4.57)
where Kν(x) and Iν(x) are modified Bessel functions, and the prefactor (x∗/y∗)ν/2 is
a gauge factor which does not contribute to the correlations. This type of kernel has
previously been observed in a matrix model related to quantum chromodynamics at
finite chemical potential, see [5] for a review.
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A direct derivation of the microscopic correlation in the bulk and at the soft edge
from the exact expression (4.27) was obtained by Akemann and Burda [7] and more
rigorously by Liu and Wang [142]. They showed:
Proposition 4.13. Let z∗ be a fixed point in the complex plane so that 0 < |z∗| ≤ 1 and
let ρ := |z∗|2(1−n)/n/πn. For fixed parameters n and νℓ (ℓ = 1, . . . , n), we have
lim
N→∞
(
Nn
Nρ
)k
Rnk
(
Nn/2
(
z∗ +
z1√
Nρ
)
, . . . , Nn/2
(
z∗ +
zk√
Nρ
))
= det
1≤i,j≤k
[
K∗(zi, zj)
]
(4.58)
uniformly for z1, . . . , zk in compact subsets of the complex plane, where K∗(x, y) =
Kbulk(x, y) for 0 < |z∗| < 1 and K∗(x, y) = Kedge(x, y) for |z∗| = 1 with Kbulk(x, y)
and Kedge(x, y) given by (4.6) and (4.7), respectively.
Remark 4.14. It should be noted that the joint density (4.10), from which the propo-
sition is obtained, takes the form
Pβ=2jpdf (z1, . . . , zN ) =
1
Zβ=2
N∏
k=1
e−V (|zk|
2)
∏
1≤i<j≤N
|zj − zi|2, (4.59)
where the potential V (x) = logwβ=2n (
√
x) is real analytic for x ∈ (0,∞). Thus the
complex eigenvalues of a product of induced Ginibre matrices may still be thought of
as a log-gas in the usual way (this is unlike the Wishart product ensemble from the
previous chapter where the eigenvalue repulsion changed). Ensembles of this type have
been studied prior to the product ensembles and certain universality results are known,
see [38, 200, 24] and references therein.
4.2 Products of quaternionic Ginibre matrices
Now, let us turn to products of quaternionic (β = 4) matrices (see appendix A.1.1 for an
introduction to quaternions). Unlike complex Ginibre matrices, the finite-N spectrum
will not be invariant under rotation in the complex plane, cf. figure 4.1. The repul-
sion from the real axis is due to the complex conjugate pairing of eigenvalues induced
by the quaternionic (symplectic) symmetry. The description of quaternionic ensembles
presented in this section follows [107].
Proposition 4.15. The eigenvalues of a product of n quaternionic N×N induced Ginibre
matrices form a point process on the upper half-plane, C+ := {z ∈ C : Im z ≥ 0}, with
joint probability density function
Pβ=4jpdf (z1, . . . , zN ) =
1
Zβ=4
N∏
k=1
wβ=4n (zk) |zk − z∗k|2
∏
1≤i<j≤N
|zj − zi|2|z∗j − zi|2, (4.60)
where Z is a normalisation constant and wβ=4n (z) is a weight function given by
Zβ=4 = N !πN
N∏
k=1
n∏
ℓ=1
Γ[2(νℓ + k)]
4k
and wβ=4n (z) = G
n,0
0,n
( −
2ν1, . . . , 2νn
∣∣∣ 2n|z|2),
(4.61)
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respectively.
Proof. We follow the similar steps as in the proof of proposition 4.1: We use a generalised
quaternionic Schur decomposition (proposition A.25) to parametrise the matrices Xi
(i = 1, . . . , n) as
Xi = Ui(Λi + Ti)Ui−1, i = 1, . . . , n, (4.62)
where each Ui denotes a unitary symplectic matrix (U0 := Un), T ∈ HN(N−1)/2 denotes
a strictly upper-triangular quaternionic matrix, and Λi = diag(λi,1, λ∗i,1, . . . , λi,N , λ
∗
i,N )
with λi,j ∈ C for all j = 1, . . . , N . It follows that the eigenvalues of the product matrix
Yn are given by λj = λ1,jλ2,j · · · λn,j and λ∗j = λ∗1,jλ∗2,j · · ·λ∗n,j (j = 1, . . . , N). In this
case, the corresponding change of measure reads (proposition A.25)
n∏
ℓ=1
d4Xℓ =
∏
1≤i<j≤N
|λj − λi|2|λj − λ∗i |2
N∏
k=1
|λk − λ∗k|2
n∏
ℓ=1
dµ(Uℓ)d
4Tℓ
N∏
k=1
d2λℓ,k, (4.63)
where dµ(Ui) = [U
−1
i dUi] is the Haar measure on USp(2N)/U(1)
N , d4Ti and d2λi,j are
the flat measure on the space of all strictly upper-triangular quaternionic matrices and
the upper-half of the complex plane, respectively. Using this parametrisation in (4.9)
implies that integration over Ui and Ti (i = 1, . . . , n) only contributes with a constant.
It follows that the joint density is given by (4.60) with a weight function expressed as an
n-fold integral,
wβ=4n (z) = π
[ n∏
ℓ=1
1
π
∫
C
d2λℓ2
2νℓ |λℓ|4νℓe−2|λℓ|
2
]
δ2(λn · · · λ1 − z). (4.64)
This formula is identical to (4.14), except for factors of two in the exponentials and the
powers. As before, the Meijer G-function formulation of the weights can be obtained
from the moments by means of an inverse Mellin transform. Furthermore, using that the
eigenvalues come in complex conjugate pairs, we can choose zi (i = 1, . . . , N) in (4.60)
to lie in the upper-half of the complex plane without loss of generality.
In order to determine the normalisation, we apply de Bruijn’s integration formula [56],
which yields
Zβ=4 = N ! Pf
1≤k,ℓ≤2N
[
1
2
∫
C
d2z wβ=4n (z) (z − z∗)(zk−1z∗ ℓ−1 − zℓ−1z∗ k−1)
]
. (4.65)
If ℓ = k±1, then the integral within the Pfaffian can be performed using (B.21); all other
cases are zero. Finally, the evaluating the Pfaffian gives the normalisation in (4.61).
4.2.1 Correlations for finite size matrices
In this subsection, we will find an explicit expression for k-point correlations correspond-
ing to the joint density (4.60). As for a single matrix, the structure differs considerably
from the complex case, since the correlations constitute a Pfaffian (rather than determi-
nantal) point process. For this reason, we will first recall a few well-known properties for
such processes [153, 154, 119].
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We consider a point process of N points on the upper half-plane, C+ := {z ∈ C :
Im z ≥ 0}, with joint probability density function
Pjpdf(z1, . . . , zN ) = 1Z
N∏
k=1
w(zk)|zk − z∗k|2
∏
1≤i<j≤N
|zj − zi|2|zj − z∗i |2
=
1
Z
N∏
k=1
w(zk)(z
∗
k − zk) det
i=1,...,N
j=1,...,2N
[
zj−1i
z∗j−1i
]
, (4.66)
where Z is a normalisation constant and w(z) is a positive weight function such that∫
C
d2z w(z)|z|2k <∞, k = 0, 1, . . . , 2N − 1. (4.67)
The k-point correlation function is defined analogously to the complex complex case,
Rk(z1, . . . , zk) :=
N !
(N − k)!
[ N∏
i=k+1
1
2
∫
C
d2zi
]
Pjpdf(z1, . . . , zN ). (4.68)
Note that the factor 1/2 is included in the integration, since we are integrating over the
entire complex plane which leads to a double counting due to complex conjugate pairing
of the eigenvalues. In order to find explicit expressions for such correlations, we introduce
the skew-symmetric product,
〈f, g〉s :=
1
2
∫
C
d2z w(z)(z∗ − z)(f(z)g(z∗)− f(z∗)g(z)), (4.69)
where the weight function stems from (4.66). The main idea is to use the symmetries
of the determinant in (4.66) to write its entries in terms of a family of skew-orthogonal
polynomials. More precisely, if pk(z) = zk + · · · (k = 1, 2, . . .) is a family of monic
polynomials, then they are said to be skew-orthogonal if
〈p2i, p2j〉s = 〈p2i+1, p2j+1〉s = 0 (4.70a)
〈p2i+1, p2j〉s = −〈p2i, p2j+1〉s = 2h2i+1δij (4.70b)
for i, j = 0, 1, 2, . . .. Here, {h2i+1} denotes a family of positive constants. Given such a
family of skew-orthogonal polynomials, we construct a 2× 2 matrix kernel
KN (x, y) =
√
(x∗ − x)w(x)(y∗ − y)w(y)
[
κN (x, y
∗) −κN (x∗, y∗)
κN (x, y) −κN (x∗, y)
]
, (4.71)
with a pre-kernel given terms of the skew-orthogonal polynomials,
κN (x, y) :=
N−1∑
k=0
p2k+1(x)p2k(y)− p2k+1(y)p2k(x)
2h2k+1
. (4.72)
Due to the skew-orthogonality, we have
1
2
∫
C
d2z KN (z, z) = N1 and
1
2
∫
C
d2z KN (x, z)KN (z, y) = KN (x, y), (4.73)
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where 1 is the 2× 2 identity matrix. This implies that (4.66) is a Pfaffian point process
(see [153]),
Rk(z1, . . . , zk) = Pf
1≤i,j≤N
[
KN (zi, zj)
]
. (4.74)
In particular, the spectral density (one-point correlation function) is given by
R1(z) = (z
∗ − z)w(z)κN (z, z∗). (4.75)
With the above given generality, the correlations were first obtained in [119]. The one-,
two- and three-point correlation functions for the quaternionic Ginibre ensemble were
originally found in [154], where also the form of the higher correlation functions was
conjectured.
It remains to determine the skew-orthogonal polynomials. For a general weight func-
tion, they may be written as [119]
p2k+1(z) = E
[(
z −
k∑
j=1
(z − zj)
) k∏
i=1
(z − zi)(z − z∗i )
]
, (4.76)
p2k(z) = E
[ k∏
i=1
(z − zi)(z − z∗i )
]
, (4.77)
where the expectation is with respect to the joint density (4.66). However, in this thesis
we may restrict ourselves to a simpler case due to symmetry of the weight function.
From [107], we have the following lemma:
Lemma 4.16. Given a Pfaffian point process on the upper half-plane, C+, with joint
density (4.66) and weight function such that w(z) = w(|z|), then the corresponding monic
skew-orthogonal polynomials are given by
p2k+1(z) = z
2k+1 and p2k(z) =
k∑
i=0
[ k∏
j=i+1
h2j
h2j−1
]
z2i (4.78)
with
hk :=
1
2
∫
C
d2z w(z)|z|2k, k = 0, 1, . . . , 2N − 1. (4.79)
Proof. It follows from w(z) = w(|z|) and the orthogonality relation (4.26) that
1
2
∫
C
d2z w(z)zkz∗ℓ = hkδkℓ, k, ℓ = 0, 1, . . . , 2N − 1, (4.80)
which is seen by changing to polar coordinates. Combining this formula with condi-
tion (4.70a) gives
p2k+1(z) =
k∑
j=1
ck2j+1z
2j+1 and p2k(z) =
k∑
j=1
ck2jz
2j , (4.81)
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respectively. Here, ckj denote real coefficients with c
k
2k+1 = c
k
2k = 1 for all k due to monic
normalisation. The fact that all odd polynomials are monomials follows by induction,
since p1(z) = z and if p2j+1(z) = z2j+1 for j = 0, 1, . . . , k − 1, then
〈p2k+1, p2ℓ〉s = 2
k∑
j=0
ck2j+1h2j+1δjℓ, (4.82)
which together with (4.70b) implies that ck2j+1 = 0 for j < k. Finally, we insert the
monomial form for the odd polynomial into (4.70b) and perform the integrals using (4.80),
which gives the recurrence relation ck2j−2 = c
k
2jh2j/h2j−1. Combining this recursion
relation with the monic normalisation completes the proof.
Corollary 4.17. The eigenvalues of a product of n independent induced N ×N quater-
nionic Ginibre matrices with indices ν1 ≤ · · · ≤ νn form a Pfaffian point process (4.74)
on the upper half-plane with kernel (4.71), where the weight function and pre-kernel given
by (4.61) and
κnN (x, y) = 2π
n/2−1
N−1∑
k=0
k∑
j=0
x2k+1y2j − y2k+1x2j∏n
ℓ=1 4
νℓΓ[νℓ + j + 1]Γ[νℓ + k + 3/2]
, (4.83)
respectively.
Proof. The weight function (4.61) satisfies the condition wn(z) = w(|z|) and according to
lemma 4.16 it is sufficient to determine the constants (4.79), which is achieved by means
of the integration formula (B.21),
hk =
1
2
∫
C
d2z wn(z) |z|2k = π
2
n∏
ℓ=1
Γ[2νℓ + k + 1]
2k+1
. (4.84)
Using this together with (4.78) and the multiplication formula for gamma functions (B.5)
in the expression for the pre-kernel (4.72) yields (4.83).
Remark 4.18. Note that corollary 4.17 is in agreement with previous results for the
quaternionic Ginibre ensemble [153, 154, 119] and for products of two matrices [4], e.g.
for n = 1 and ν1 = 0, we have the well-known expression
1
2
κn=1N
(
x√
2
,
y√
2
)
=
1
2π
N−1∑
k=0
k∑
j=0
x2k+1y2j − y2k+1x2j
(2j)!!(2k + 1)!!
. (4.85)
Here, the rescaling appears because we are using the weight function wn=1(z) = e−2|z|
2
rather than e−|z|
2
.
Equivalently to proposition 4.4, the joint density simplifies considerably if we integrate
out the complex phases [175, 13].
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Proposition 4.19. Given a Pfaffian point process (4.66) on the upper-half plane, C+,
with weight function such that w(z) = w(|z|), then
N∏
k=1
1
2
∫ π
−π
dθk rk Pjpdf(r1eiθ1 , . . . , rNeiθN ) = 1
N !
per
1≤i,j≤N
[
π r4j−1i w(ri)
h2j−1
]
(4.86)
with ri ∈ R+ (i = 1, . . . , k), ‘per’ denotes a permanent, and hk is given by (4.79).
Proof. We start with the joint density (4.66)
N∏
j=1
1
2
∫ π
−π
dθj rj Pjpdf(r1eiθ1 , . . . , rNeiθN )
=
1
Z
N∏
j=1
1
2
∫ π
−π
dθj rj w(rj)(rje
+iθj − rje−iθj ) det
k=1,...,N
ℓ=1,...,2N
[
rℓ−1k e
+i(ℓ−1)θk
rℓ−1k e
−i(ℓ−1)θk
]
. (4.87)
Expanding the Vandermonde determinant yields
N∏
j=1
1
2
∫ π
−π
dθj rj Pjpdf(r1eiθ1 , . . . , rNeiθN ) = 1Z
∑
σ∈S2N
signσ
N∏
j=1
w(rj) r
σ(j)+σ(j+N)
j
× 1
2
∫ π
−π
dθj(e
i(σ(j)−σ(j+N)+1)θj − ei(σ(j)−σ(j+N)−1)θj ). (4.88)
Here, the integral on the second line can be performed using the orthogonality rela-
tion (4.19),
1
2
∫ π
−π
dθj(e
i(σ(j)−σ(j+N)+1)θj − ei(σ(j)−σ(j+N)−1)θj ) = π(δσ(j)+1,σ(j+N) − δσ(j),σ(j+N)+1).
(4.89)
This implies that that only terms with |σ(j) − σ(j + N)| = 1 contribute to the sum
in (4.88), hence the sum over the permutation group S2N reduces to a sum over pairs, i.e.
SN . It is a straightforward combinatorial task to use (4.89) to show that (see [175, 13])
N∏
j=1
1
2
∫ π
−π
dθj rj Pjpdf(r1eiθ1 , . . . , rNeiθN ) = 1Z
∑
σ∈SN
N∏
j=1
2π w(rσ(j)) r
4j−1
σ(j) . (4.90)
Using that Z = N !∏N−1j=0 2h2j+1, we recognise the right hand side as the permanent (4.86).
Remark 4.20. As for complex matrices, the joint density (4.86) corresponds to the
symmetrised density forN independent random variables rk (k = 1, . . . , N) with densities
fk(rk) =
π r4k−1k w(rk)
h2k−1
, k = 1, . . . , N. (4.91)
The normalisation of the densities, fk, is ensured by (4.79).
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4.2.2 Asymptotic formulae for large matrix dimension
Evaluation of the asymptotic limits for large matrix dimension is more difficult in the
quaternionic case than in the complex case (section 4.1). For this reason, some questions
remain unanswered even for Gaussian matrices. In this section we repeat the known
results originally presented in [107, 109].
First, let us consider the macroscopic density. The macroscopic density is expected
to be invariant under rotations in the complex plane (as is well-known for n = 1) even
though the finite-N spectral density is not, see figure 4.1. For simplicity we will look at
the macroscopic limit of the phase-averaged spectral density.
Lemma 4.21. Let ν1 ≤ · · · ≤ νn be a collection of non-negative integers and let s >
−ν1 − 1 be a real parameter, then the 2s-th absolute moment for the spectral density
(one-point correlation function) reads
1
2
∫
C
d2z Rn1 (z) |z|2s =
N−1∑
k=0
n∏
ℓ=1
Γ[2νℓ + 2k + 2 + s]
2s Γ[2νℓ + 2k + 2]
. (4.92)
The 0-th moment is normalised to N in the present notation.
Proof. It follows from proposition 4.19 that the absolute moments are given by
1
2
∫
C
d2z Rn1 (z) |z|2s =
N−1∑
k=0
∫ ∞
0
dr
π r4k+2s+1wβ=4n (r)
hn2k+1
. (4.93)
Using weight (4.61) and the constant (4.84) in this expression, we can perform the integral
using (B.21).
Proposition 4.22. Let n be a positive integer and νi = αiN with αi ∈ [0,∞), then there
exists a macroscopic limit for the phase-averaged spectral density,
lim
N→∞
π r
∫ π
−π
dθNn−1Rn1 (N
n/2r eiθ) = ρn,αmacro(r) (4.94)
where the macroscopic density is defined as in proposition 4.8.
Proof. Similar to the proof of proposition 4.8, we can find the phase-averaged density by
looking at the absolute moments (4.92). With proper rescaling, we have
1
2N
∫
C
d2z Nn−1Rn1 (N
n/2z) |z|2s = 1
N
N−1∑
k=0
n∏
ℓ=1
Γ[2(νℓ + k + 1) + s]
(2N)sΓ[2(νℓ + k + 1)]
. (4.95)
Up to a factor of two this expression is identical to (4.38), and we can follow exactly
the steps as in the proof of proposition 4.8 (the additional factor of two cancels since it
appears identically in the denominator and numerator in the fraction).
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Proposition 4.23. Let n be a positive integer and let ν1 ≤ · · · ≤ νn be fixed constants,
then
lim
N→∞
κnN (x, y) = κ
n,ν
origin(x, y) (4.96)
for x and y belonging to compact subsets of C, where κnN (x, y) is the pre-kernel (4.83)
and
κn,νorigin(x, y) = 2π
n/2−1
∞∑
k=0
k∑
j=0
x2k+1y2j − y2k+1x2j∏n
ℓ=1 4
νℓΓ[νℓ + j + 1]Γ[νℓ + k + 3/2]
. (4.97)
Proof. It is evident from the finite-N expression (4.83) that the large-N limit tends
to (4.97) if the limit exists. The series (4.97) is clearly convergent for x and y in compact
subsets of C, thus the proposition follows.
Remark 4.24. For the Ginibre ensemble (n = 1, ν = 0), it is known that the series
representation (4.97) may be evaluated as [119]
1
2
κn=1,ν=0origin
( x√
2
,
y√
2
)
=
1√
π
exp
[x2 + y2
2
]
erf
[x− y√
2
]
. (4.98)
The idea used in [119] was to first realise that the series was a solution to a pair of first
order inhomogeneous differential equations. Solving these equations yielded (4.98). A
similar idea was later used for a product of two matrices in [4].
It also possible to show that the general expression (4.97) is a solution to a pair of
differential equations,[
1
z±
n∏
ℓ=1
(
z±
∂
∂z±
+ 2νℓ
)
− 2z±
]
κn,νorigin(z+, z−)
= ±4π n−32 G1,11,n+1
( 0
0,−2ν1, . . . ,−2νn
∣∣∣ − 2nz+z−). (4.99)
For n = 1 and ν = 0, these equations reduces to[
∂
∂z±
− z±
]
1
2
κn=1,ν=0origin
( z+√
2
,
z−√
2
)
= ±
√
2
π
ez+z− , (4.100)
which are equations from [119]. However, it is highly non-trivial to use (4.99) to evaluate
the series (4.97) in the general case. We will not pursue this direction further.
Remark 4.25. For comparison with numerical data, it is convenient to introduce the
phase-averaged density (albeit the microscopic density is not rotational invariant). It
follows from (4.86) with (4.61) and (4.84) that∫ π
−π
dθR1(z) = 2
n+1Gn,00,n
( −
2ν1, . . . , 2νn
∣∣∣ 2nr2) ∞∑
k=0
(22nr4)k∏n
ℓ=1 Γ[2(νℓ + k + 1)]
. (4.101)
74
The sum is recognised as a Meijer G-function by first rewriting the gamma function using
the multiplication formula (B.5) and then using (B.9) and (B.13),∫ π
−π
dθR1(r e
iθ) =
2πn/2∏n
ℓ=1 2
2νℓ
Gn,00,n
( −
2ν1, . . . , 2νn
∣∣∣ 2nr2)
×G1,11,2n+1
( 0
0,−ν1, . . . ,−νn,−ν1 − 12 , . . . ,−νn − 12
∣∣∣ − r4). (4.102)
4.3 Products of real Ginibre matrices
Finally, let us look at a product of real induced Ginibre matrices. Here, the main
difficulty is that the Schur decomposition is incomplete; this means that there exists
no (real) orthogonal similarity transformation which brings a real matrix to an upper-
triangular form (unless all eigenvalues real). Here, we will follow the approach in [109]
and write down the joint density for the eigenvalues as a function of the real eigenvalues
and 2 × 2 real matrices with eigenvalues that can be either a real pair or a complex
conjugate pair. The expression for the joint density simplifies considerably in the case
where all eigenvalues are real, which was studied independently by Forrester in [81].
Proposition 4.26. Let N,K,L be non-negative integers such that N = K + 2L and
let Yn be a product matrix constructed from a product of n independent N × N real
induced Ginibre matrices with parameters as in (4.8). Assume that Yn has at least K
real eigenvalues denoted by xi (i = 1, . . . ,K), then the joint probability density function
of the K real eigenvalues may written as
Pβ=1jpdf (x1, . . . , xK , (Z)11, . . . , (Z)L,L) =
1
Zβ=1K,L
K∏
a=1
wβ=1n (xa)
L∏
b=1
W β=1n ((Z)bb)
×
∏
1≤i<j≤K
|xj − xi|
∏
1≤i<j≤L
|det[(Z)Tjj ⊗ 1− 1⊗ (Z)ii]|
K∏
i=1
L∏
j=1
|det[(Z)jj − 1⊗ xi]|.
(4.103)
where the remaining 2L eigenvalues (real or complex) are the eigenvalues of the 2×2 real
matrices (Z)ii (i = 1, . . . , L). Here, the normalisation constants are given by
Zβ=1K,L = K!L!π3nL/225nL/22nN(N+1)/4
n∏
i=1
N∏
j=1
Γ[(j + νi)/2], (4.104)
while the weight functions, wβ=1n (x) and W
β=1
n (Z), are given by
wβ=1n (x) = G
n,0
0,n
( −
ν1
2 , . . . ,
νn
2
∣∣∣∣ 12nx2
)
, and (4.105)
W β=1n (Z) =
n∏
i=1
∫
R2×2
dZi det
(ZTi Zi
2
)νi/2
e−
1
2
TrZTi Ziδ2×2(Zn · · ·Z1 − Z). (4.106)
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Proof. The main idea of the proof is similar to that of proposition 4.10 and 4.60. We use
the generalised real Schur decomposition (proposition A.26) to parametrise the matrices
Xi (i = 1, . . . , n) as
Xi = Ui
[
Λi + T
11
i T
12
i
0 Zi + T
22
i
]
U−1i−1, i = 1, . . . , n, (4.107)
with notation as in proposition A.26. The corresponding change of variables gives rise
to a Jacobian
n∏
i=1
dXi =
∏
1≤i<j≤K
|λj−λi|
∏
1≤i<j≤L
|det[(Z)Tjj⊗1−1⊗(Z)ii]|
K∏
i=1
L∏
j=1
|det[(Z)jj−1⊗λi]|
×
n∏
i=1
dT 11i dT
12
i dT
22
i dµ(Ui)
K∏
j=1
dλi,j
L∏
h=1
dZi,h, (4.108)
where dµ(Ui) is the Haar measure on O(N)/O(2)L, while dT 11i , dT
12 and dT 22 are the
flat measures on RK(K−1)/2, (R1×2)KL, and (R2×2)L(L−1)/2, respectively. Inserting this
back into (4.8) yields the joint density (4.103) with weight functions
wβ=1n (x) =
n∏
i=1
∫
R
dλi
(λ2i
2
)νi/2
e−
1
2
λ2i δ(λn · · · λ1 − x), (4.109)
W β=1n (Z) =
n∏
i=1
∫
R2×2
dZi det
(ZTi Zi
2
)νi/2
e−
1
2
TrZTi Ziδ2×2(Zn · · ·Z1 − Z), (4.110)
and normalisation constant
1
Zβ=1K,L
=
1
K!L!
n∏
i=1
2νi/2
Zβ=1i
∫
dµ(Ui)
∫
dT 11i dT
12
i dT
22
i e
− 1
2
Tr[(T 11i )
TT 11i +(T
12
i )
TT 12i +(T
22
i )
TT 22i ],
(4.111)
where Zβ=1i is the normalisation constant for single induced real Ginibre matrix with
charge νi.
It remains to perform the integrals in (4.109) and in (4.111).
For ν1 = · · · = νn = 0, the weight function (4.109) reduces to the (un-normalised)
density for a product of n independent Gaussian random variables, which was considered
in section 2.1; the expression (4.105) is a straightforward generalisation.
In order to determine the normalisation constant, we first recall that [76]
Zβ=1i = (2π)
N2/22Nνi/2
N∏
j=1
Γ[(νi + j)/2]
Γ[j/2]
. (4.112)
The integral over the orthogonal group is well-known (see [75] for a nice review)∫
dµ(Ui) =
πN(N+1)/4
(4π)L
N∏
j=1
1
Γ[j/2]
, (4.113)
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while the integral over T 11i , T
12
i , and T
22
i is Gaussian, thus∫
dT 11i dT
12
i dT
22
i e
− 1
2
Tr[(T 11i )
TT 11i +(T
12
i )
TT 12i +(T
22
i )
TT 22i ] = (2π)N(N−1)/4−L/2 . (4.114)
Combining these formulae gives the normalisation (4.104).
Remark 4.27. The normalisation constants in proposition 4.26 are such that
P[#{e.v. ∈ R} ≥ K] =
K∏
i=1
∫
R
dxi
L∏
j=1
∫
R2×2
dZj Pβ=1jpdf (x1, . . . , xK , Z1, . . . , ZL) (4.115)
gives the probability that there is at least K real eigenvalues, while
P[#{e.v. ∈ R} = K] =
K∏
i=1
∫
R
dxi
L∏
j=1
∫
detZj>(TrZj/2)2
dZj Pβ=1jpdf (x1, . . . , xK , Z1, . . . , ZL)
(4.116)
gives the probability that there are exactly K real eigenvalues. Normalisation on the full
matrix space is ensured by the sum rule
N∑
K=0
P[#{e.v. ∈ R} = K] = 1. (4.117)
Remark 4.28. To get the complete expression for the joint density of the eigenvalues,
it remains to express the weight function (4.106) in terms of the eigenvalues only. One
way to achieve this is to use the relation between the eigen- and singular values of a
2× 2 matrix as was done in [109]. However, we will not repeat this derivation here, since
it gives rise to a rather involved n-fold integral representation for the two-point weight
function, which seems too complicated for further computations. It remains an open
problem to obtain a more compact expression for the two-point weight function; for a
product of two Ginibre matrices such an expression was obtained in [17, 18].
4.3.1 Probability of a purely real spectrum
In general, the spectrum of a real asymmetric random matrix will consist of both real
and complex eigenvalues. Nonetheless, we will see in chapter 5 that it will be fruitful
to consider the special case where the spectrum is purely real. Thus, it is intriguing
to ask: What is the probability that all eigenvalues are real? For square matrices (i.e.
ν1 = · · · = νn = 0) this question was answered by Forrester in [81]. Here, we present the
general result for rectangular matrices (for even matrix dimension this result was stated
without proof in the review [11]).
Proposition 4.29. Given a product matrix, Yn, with parameters as in proposition 4.26,
then the probability that all eigenvalues are real is
P[#{e.v. ∈ R} = N ] = det

M1,1 . . . M1,N
2
...
...
MN
2
,1 . . . MN
2
,N
2
 (4.118)
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for N even and
P[#{e.v. ∈ R} = N ] = det

M1,1 . . . M1,N−1
2
m1
...
...
...
MN+1
2
,1 . . . MN+1
2
,N−1
2
mN+1
2
 (4.119)
for N odd, where
Mij :=
Gn+1,nn+1,n+1
(
3
2 − ν12 − i, . . . , 32 − νn2 − i, 1
ν1
2 + j, . . . ,
νn
2 + j, 0
∣∣∣∣ 1)∏n
m=1 Γ[(νm + 2j − 1)/2]Γ[(νm + 2j)/2]
, mj :=
n∏
i=1
Γ[(νi + 2j − 1)/2]
Γ[(νi +N)/2]
.
(4.120)
(The Meijer G-function which appears in the definition of Mij is continuous at unity.)
Proof. We follow the same steps as in [81]: From proposition 4.103, we know that the
probability that all eigenvalues are real is given by
P[#{e.v. ∈ R} = N ] = 1
Zβ=1N,0
N∏
a=1
∫
R
dxaw
β=1
n (xa)
∏
1≤i<j≤N
|xj − xi|. (4.121)
For N even, it follows from the method of integration over alternate variables [153, 78]
P[#{e.v. ∈ R} = N ] = 2
N/2N !
Zβ=1N,0
Pf
1≤i,j≤N
[Iij] (4.122)
with
Iij :=
∫
R
dx
∫
R
dy wβ=1n (x)w
β=1
n (y)x
i−1yj−1 sign(y − x). (4.123)
The weight function, wβ=1n (x) is an even function, thus it follows that I2i,2j = I2i−1,2j−1 =
0. This allows us to write the Pfaffian in (4.122) as a determinant,
P[#{e.v. ∈ R} = N ] = 2
N/2N !
Zβ=1N,0
det
1≤i,j≤N/2
[I2i−1,2j ]. (4.124)
Following the usual modification for odd N (see [153]) gives
P[#{e.v. ∈ R} = N ] = 2
(N+1)/2N !
Zβ=1N,0
det
[
{I2i−1,2j}i=1,...,
N+1
2
j=1,...,N−1
2
∣∣∣∣ {I2i−1}i=1,...,N+1
2
]
(4.125)
with
Ii :=
∫
R
dxwβ=1n (x)x
i−1. (4.126)
The formulae (4.124) and (4.125) have the same structure as (4.118) and (4.119), hence
it only remains to compute the integrals (4.123) and (4.126).
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Table 4.1 Numerical evaluations of the probability that all eigenvalues are real (4.118) for
various values of matrix dimension, N , and the number of factors, n, with charges ν1 = · · · =
νn = 0 (top panel) and ν1 = · · · = νn = 1 (bottom panel).
νi = 0 n = 2 n = 4 n = 6 n = 8 n = 10
N = 2 0.785 0.872 0.919 0.947 0.965
N = 4 0.242 0.418 0.540 0.629 0.696
N = 6 2.89 × 10−2 0.110 0.201 0.288 0.365
N = 8 1.32 × 10−3 1.57 × 10−2 4.79 × 10−2 9.18 × 10−2 0.141
N = 10 2.32 × 10−5 1.22 × 10−3 7.30 × 10−3 2.05 × 10−2 4.06× 10−2
νi = 1 n = 2 n = 4 n = 6 n = 8 n = 10
N = 2 0.705 0.780 0.828 0.863 0.890
N = 4 0.152 0.285 0.391 0.476 0.546
N = 6 1.20 × 10−2 5.58 × 10−2 0.117 0.182 0.246
N = 8 3.56 × 10−4 5.93 × 10−3 2.22 × 10−2 4.86 × 10−2 8.19× 10−2
N = 10 3.98 × 10−6 3.44 × 10−4 2.71 × 10−3 9.11 × 10−3 2.03× 10−2
After a simple change of variables, it follows from (B.21) that
I2j−1 =
2n(2j−1)/2
2
n∏
i=1
Γ[(νi + 2j − 1)/2]. (4.127)
To evaluate (4.123), we first note that wβ=1n (y)y2j−1 is an odd function, thus
Iij = 2
∫ ∞
−∞
dx
∫ ∞
x
dy wβ=1n (x)w
β=1
n (y)x
i−1yj−1. (4.128)
The two remaining integrals can be performed using (B.26) and (B.24), and it is seen
that
I2i−1,2j = 2
n(2i+2j−1)/2
2
Gn+1,nn+1,n+1
(3
2 − ν12 − i, . . . , 32 − νn2 − i, 1
ν1
2 + j, . . . ,
νn
2 + j, 0
∣∣∣ 1). (4.129)
The proposition follows after inserting (4.129) and (4.127) into (4.124) and (4.125).
Remark 4.30. Note that for ν1 = · · · = νn = 0, proposition 4.29 reduces to the result for
square matrices presented in [81]. Moreover, for n = 1 and ν = 0 the Meijer G-functions
are easily evaluated and it is seen that the probability that the spectrum is purely real is
2−N(N−1)/4 in agreement with [61]. It is slightly more challenging to evaluate the Meijer
G-function for n ≥ 2 (see [137] for n = 2). Table 4.1 lists the numerical evaluation
of (4.118) for various values of N and n, which gives the probability of finding a purely
real spectrum. The table suggests that the probabilities increase when n increases, but
decrease when N increases. We will return to this question in chapter 5 where we will
look at the probability of finding a purely real spectrum for n→∞.
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4.4 Summary, discussion and open problems
In this chapter, we showed that it is possible find explicit expressions for the joint prob-
ability density functions for eigenvalues of a product of an arbitrary number induced
Ginibre matrices with arbitary matrix dimension (proposition 4.1, 4.15, and 4.26). To
this end, it should be mentioned that similar formulae have also been obtained for mixed
products involving truncated unitary matrices, and inverse Ginibre matrices [1, 109, 9],
see [11] for a review.
In particular, we have verified that the exact formulae for product ensembles repro-
duce the (universal) macroscopic density previously obtained using other methods [51,
52, 99, 169, 96]. In fact, the “product law” for the macroscopic density is known to be
even more general. It was shown in [98, 168], that the “product law” is reobtained when
considering products of elliptic matrices as long as the product has at least two factors
(see the aforementioned references for precise statements). It would be interesting to see
whether it possible to obtain exact expressions for the joint density of the eigenvalues for
a product of elliptic Gaussian matrices with arbitrary matrix dimension. We recall that
an N × N random matrix is said to be an elliptic Gaussian matrix if it is distributed
according to the density [179]
P (E) =
1
Z
exp
[
− 1
1− τ2 Tr
(
EE† − τ
2
(E2 + E† 2)
)]
, (4.130)
where Z is a normalisation constant and τ ∈ [−1, 1] is a parameter such that E is
a Ginibre matrix for τ = 0 and a Wigner-Dyson matrix (i.e. Hermitian) for τ = 1.
Figure 4.2 shows scatter plots for products of complex elliptic Gaussian matrices with
τ = 1 (left column), τ = 1/2 (centre column), and τ = 0 (right column). The first row
on the figure shows the eigenvalue distribution for a single matrix and we recognise the
semi-circle law (the eigenvalues are real and in the interval [−2, 2]), the elliptic law, and
the circular law. At first glance the spectra seem rotational symmetric in the second
row, which show products of two matrices (in agreement with [98, 168]), but a closer
look reveals that the rotational invariance is not exactly true for finite matrix dimension.
In particular, we note that the eigenvalues of a product of two Hermitian matrices are
either real or come as a complex conjugate pair, which follows from the fact that given
two N ×N matrices, E1 and E2, then
det(E1E2 − λ) = det(E2E1 − λ). (4.131)
This symmetry between eigenvalues is similar to the symmetry between eigenvalues stem-
ming from the real Ginibre ensemble. It is clear that some non-trivial scaling behaviour
must occur if we were to study the microscopic correlations rather than the macroscopic
densities. Perhaps, the easiest way to approach these microscopic scaling regimes is to
start with elliptic Gaussian ensembles (4.130).
While formulae for the macroscopic densities of products of induced Ginibre matrices
were obtained prior to the exactly solvable models presented in this chapter, the micro-
scopic scaling regimes were complete unknown. In fact, so far the only results regarding
microscopic correlations for the eigenvalues of product matrices have been obtained using
the exactly solvable matrix models.
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Figure 4.2 The figure shows scatter plots for 50 realisations for products of one (top row) and
two (bottom row) 50× 50 complex elliptic Gaussian random matrices with τ = 1 i.e. Hermitian
matrices (left column), τ = 1/2 (centre column), and τ = 0 i.e. Ginibre matrices (right column).
Note that the top left and centre panels have different units than the rest.
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Figure 4.3 The figure shows the microscopic density as described by the Meijer kernel,
ρn,νorigin(z) = K
n,ν
origin(z, z). The left panel shows the density for n = 2, 4, 8, 16; for comparison
between densities, we have unfolded the densities such that they all tend to unity as their argu-
ment tends to infinity. The right panel compares the n = 8 case with numerical data from an
ensemble of 20 000 realisations of a product of 8 independent 100×100 complex Ginibre matrices.
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In this chapter, we have seen that the microscopic correlations of the eigenvalues
in the bulk and at the edge of spectrum for a product of (complex) induced Ginibre
matrices are identical to those of the standard Ginibre ensemble (and they are, in this
sense, universal); equivalent results hold for other product ensembles, see [9, 142]. At
the origin a new family of microscopic correlation kernels arose. These new kernels are
most conviniently expressed in terms of Meijer G-functions (see proposition 4.1). This
is very similar to the new family of kernels, which arose at the hard edge for the squared
singular values (see proposition 3.15). In fact, the two families of kernels have a striking
resemblance,
Kn,νorigin(x, y) =
1
π
Gn,11,n+1
( 0
ν1, . . . , νn, 0
∣∣∣ |x|2)G1,11,n+1( 00,−ν1, . . . ,−νn
∣∣∣ − xy∗), (4.132)
Kn,νMeijer(x, y) =
∫ 1
0
duGn,00,n+1
( −
ν1, . . . , νn, 0
∣∣∣ uy)G1,00,n+1( −0,−ν1, . . . ,−νn
∣∣∣ ux). (4.133)
(In (4.132) we have used (B.17) to rewrite (4.51).) It is, of course, natural to expect
that there is some type of relation between these two families of kernels, since they both
consider microscopic spectral correlations near the origin of a product of induced Ginibre
matrices (that is correlations for eigenvalues and squared singular values, respectively).
However, it remains unclear whether some more precise statement can be made. The
structure of the microscopic correlations near the origin is visualised on figure 4.3. We
note that (similar to figure 3.2) the amplitude of the oscillations in the microscopic
density seems to increase as the number of factors increases. We investigate the large-n
limit in chapter 5.
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Chapter 5
Stability and Lyapunov exponents
Let us for a brief remark return to the dynamical system mentioned in section 1.3. We
consider a system in the variables u(n) = {u1(n), . . . , uN (n)} which evolves according to
ui(n+1) = fi[u(n)], where each fi is some smooth function. Such systems arise in a vast
variety of contexts in the physical, biological and social sciences. In order to study the
separation between two nearby trajectories, we introduce the tangent vector δu(t) which
may be regarded as a small perturbation. This gives rise to the linearised problem
δu(n + 1) = Xn δu(n) with (Xn)ij :=
∂fi(u)
∂uj
∣∣∣∣
u(n)
, (5.1)
where Xn is known as the stability matrix at “time” n. The evolution of the system is
described by a product matrix,
Yn := XnXn−1 · · ·X1, n ∈ N, (5.2)
which is obtained by evaluating the stability matrix along the trajectory. We will typically
be interested in the large-n limit.
The simplest examples occur when we consider the evolution in the vicinity of a fixed
point. In these cases the stability matrices Xi (i = 1, . . . , n) become delta-correlated
and we have Yn = (X1)n. For many large complex systems a reasonable approximation
can be obtained by choosing X1 as a random matrix with symmetries determined by
the underlying theory [90]. An example is provided by the evolution of large ecosystems
where minimal requirements demand that the stability matrix is an asymmetric real
matrix [151].
More challenging problems occur when studying evolution away from the fixed points.
A first non-trivial approximation is provided by choosing the stability matrices Xi (i =
1, . . . , n) as independent random matrices [37, 170], see also [55]. This approximation is
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reasonable in the limit of strong chaoticity where the stability matrices are only weakly
correlated.
In this chapter we will consider one of the simplest toy models for such evolutions.
The stability matrices Xi (i = 1, . . . , n) are assumed to be independent N ×N induced
Ginibre matrices. The benefit of considering these models is, of course, that we (from
previous chapters) have explicit formulae for joint densities valid for an arbitrary number
of factors and arbitrary matrix dimension (proposition 3.3, 4.1, 4.15, and 4.26). We will
see that these exact formulae give new insights regarding such stability problems.
Contrary to the descriptions given in chapter 3 and 4, our main focus in this chapter
will be directed towards the limit n → ∞ rather than N → ∞. It is known from
Oseledec’s multiplicative ergodic theorem [167, 174] that if Yn := Xn · · ·X1 where Xi
(i = 1, . . . , n) are independent N ×N random matrices with measure P (dX) such that
limn→∞(log TrYnY
†
n )/n <∞, then we have almost sure convergence
lim
n→∞
(YnY
†
n )
1/2n = eH , (5.3)
where H is a (non-random) Hermitian matrix with eigenvalues µ1 ≤ · · · ≤ µn. Here,
µi (i = 1, . . . , n) are known as the Lyapunov exponents. This can, of course, also be
formulated as a statement about the singular values. If x1(n) ≤ · · · ≤ xN (n) denote the
eigenvalues of the Wishart product matrix YnY
†
n (i.e. the squared singular values), then
Oseledec’s theorem tells that asymptotically we have
xk(n) ∼ e2nµk , k = 1, . . . , N. (5.4)
Due to this asymptotic relation, we introduce the finite-n (or finite time) Lyapunov
exponents defined by
λk(n) :=
log xk(n)
2n
, k = 1, . . . , N. (5.5)
The Lyapunov exponents are a natural measure for stability or instability of a dynamical
system. Comparing with (5.1), we see that if all Lyapunov exponents are less than zero
then the system is stable in the sense that
‖δu(n)‖ → 0 for n→∞, (5.6)
but if one or more of the Lyapunov exponents are positive then nearby trajectories diverge
and the system is said to be unstable.
Although the Lyapunov exponents are the most common measure of stability, other
measures exists (and are sometimes more appropriate). One choice is the so-called sta-
bility exponents [93] related to the eigenvalues of the product matrix (instead of the
singular values as for the Lyapunov exponents). In most cases, it is expected that the
absolute value of the eigenvalues will grow (decay) exponentially with the number of
factors. Thus, if z1(n) ≤ · · · ≤ zN (n) denote the eigenvalues of the product matrix Yn,
then it is sensible to introduce the finite-n (or finite time) stability exponents defined by
ζk(n) :=
log|zk(n)|
n
, k = 1, . . . , N. (5.7)
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It has been conjectured in [93] that if the spectrum is non-degenerate, then the Lyapunov
and the stability exponents will agree in the large-n limit, i.e. they are equivalent as
measures of stability.
The simplest possible example is, of course, the N = 1 case, where we have a product
of scalar-valued random variables, where the definitions of the Lyapunov exponents (5.5)
and stability exponents (5.7) are identical. In section 2.1, we recalled the well-known
structure of a product of Gaussian distributed random scalars. We saw that the product
grew exponentially with a growth rate (i.e. Lyapunov/Stability exponent) subject to
Gaussian fluctuations. The main purpose of this chapter is to extent this result to the
case of Gaussian matrices.
The rest of the chapter is organised as follows: In section 5.1 we consider stability
as well as the Lyapunov exponents in large-n limit when N is kept fixed; we find their
limiting values as well as their fluctuations. Section 5.2 deals with macroscopic limit for
the spectral density in the case where both n and N tend to infinity. A discussion of the
results as well as open problems is given in section 5.3.
5.1 Stability and Lyapunov exponents at finite matrix dimension
5.1.1 Stability exponents
In this section, we will consider a product of induced Ginibre matrices with our attention
directed towards the statistical properties of the stability exponents (5.7), while a similar
description of the Lyapunov exponents are postponed to section 5.1.2. For our purpose,
the benefit of starting with the stability (rather than the Lyapunov exponents) is that
the stability exponents are based on the eigenvalues of the product matrix (5.7) while the
Lyapunov exponents are based on singular values (5.5). As we recall from chapter 3 and 4,
we have explicit formulae for the joint density of the eigenvalues in all three Dyson classes
(β = 1, 2, 4), while an explicit expression for the joint density of the singular values is only
known in the β = 2 case. For this reason, we can treat all Dyson classes equally when we
consider the stability exponents, while we need to prescribe different treatments to the
β = 2 and the β = 1, 4 cases when we return to Lyapunov exponents in section 5.1.2.
We recall from propositions 4.1, 4.15, and 4.26, that the joint densities for the eigen-
values on R (β = 1), C (β = 2), and C+ (β = 4) are
Pβ=1,njpdf (x1, . . . , xN ) =
1
Zβ=1
N∏
j=1
wβ=1n (xj)
∏
1≤k<ℓ≤N
|xk − xℓ|, (5.8a)
Pβ=2,njpdf (z1, . . . , zN ) =
1
Zβ=2
N∏
j=1
wβ=2n (zj)
∏
1≤k<ℓ≤N
|zk − zℓ|2, (5.8b)
Pβ=4,njpdf (z1, . . . , zN ) =
1
Zβ=4
N∏
j=1
wβ=4n (zj)|zj − z∗j |2
∏
1≤k<ℓ≤N
|zk − zℓ|2|zk − z∗ℓ |2, (5.8c)
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where wβn(z) are positive weight functions,
wβn(z) = G
n,0
0,n
( −
βν1
2 , . . . ,
βνn
2
∣∣∣∣ (β2)n |z|2
)
, (5.9)
and Zβ are constants,
Zβ = N !π
N(β−γ)/γ
2(2−β)γnN(N+1)/4
N∏
k=1
n∏
ℓ=1
Γ
[β(νℓ + k)
2
]
(5.10)
with γ = 1, 1, 2 for β = 1, 2, 4 and νi (i = 1, . . . , n) denoting non-negative constants.
Note that for β = 1 we have taken the joint density which assumes that all eigenvalues
are real and the normalisation constant, Zβ=1, is chosen such that integration over the
eigenvalues yields the probability that all eigenvalues are real (cf. proposition 4.26 and
remark 4.27). Although at first sight this seems like a strong restriction, it turns out to be
no restriction at all, since (as long as the matrix dimension is kept fixed) all eigenvalues
are real, almost surely, in the large-n limit (as we will see below). This surprising property
of real matrices was first observed numerically in [138], while a proof for square matrices
(0 = ν1 = ν2 = · · · ) was provided in [81]. Here, we will proof this property for the more
general case, where {νi}N is a convergent non-negative sequence, i.e. νi ≥ 0 for all i and
νi → ν∞ <∞ for n→∞. This result will be obtained using an idea presented in [108],
which differs considerably from the approach used in [81].
It will be convenient to change to exponential variables when we consider the large-n
limit. Thus, we parametrise the eigenvalues as
zk(n) = e
nζk(n)+iθk(n), k = 1, . . . , N, (5.11)
where ζk(n) (k = 1, . . . , N) are the finite-n stability exponents (5.7), while θk(n) (k =
1, . . . , N) are real phases which take the discrete values 0 and π for β = 1, values in the
interval [0, 2π) for β = 2, and values in [0, π] for β = 4. The restriction of the phases
appear since the eigenvalues belong to the real line, complex plane, and the complex
upper half-plane for β = 1, 2, 4, respectively.
We introduce the joint density of the finite-n stability exponents and their phases
defined by
pβ,njpdf(ζ1, θ1, . . . , ζN , θN ) :=
N∏
j=1
neβnζj/γχβ(θj)Pβ,njpdf(enζ1+iθ1 , . . . , enζN+iθN ), (5.12)
where Pβ,njpdf(z1, . . . , zN ; t) is given by (5.8) and
χβ(θ) = δβ1(δ(θ) + δ(π − θ)) + δβ2 + δβ410≤θ≤π. (5.13)
is an indicator function which incorporates the fact that the eigenvalues belong to the
line R, the plane C, and the half-plane C+ for real, complex, and quaternionic matrices,
respectively. With this notation, we have ζi ∈ R while θi ∈ [0, 2π) (i = 1, . . . , N) for
all three Dyson indices (β = 1, 2, 4). Alternatively, we could have left out the indicator
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function (5.13) and imposed the individual constraints θi ∈ {0, π} for β = 1, θi ∈ [0, 2π)
for β = 2, and θi ∈ [0, π] for β = 4. It is important to note that (5.12) is nothing but a
change of variables; the prefactor on the right hand side is simply the Jacobian arising
from the change of variables.
It turns out that the stability exponents and their phases become independent in the
large-n limit if N is kept fixed (as we will see). For this reason, it is often sufficient to
consider the one-point correlation function (the spectral density), which is defined in the
usual manner,
ρβ,n(ζ1, θ1) := N
[ N∏
i=2
∫
R
dζi
∫ 2π
0
dθi
]
pβ,njpdf(ζ1, θ1, . . . , ζN , θN ). (5.14)
We are now ready to formulate the main statement of this section together with an
important corollary. This statement was originally presented in [108], while the partial
result for products of square complex matrices (i.e. β = 2 and 0 = ν1 = ν2 = · · · )
was given previously by Akemann, Burda and Kieburg in [8]. The striking statement
of corollary 5.2 was first shown for N = 2 in [138]; based on numerical evidence it was
conjectured to hold for N ≥ 3 as well. This was shown analytically for square matrices
(i.e. 0 = ν1 = ν2 = · · · ) by Forrester in [81], while proposition 5.1 provides us with an
alternative proof as observed in [108].
Proposition 5.1. Let {νi} be a non-negative convergent sequence with the limit νi →
ν∞ < ∞. For N fixed, the large-n limit of the joint density for the stability exponents
and their phases (5.12) becomes
lim
n→∞
pβ,njpdf(ζ1, θ1, . . . , ζN , θN ) =
1
N !
per
1≤k,ℓ≤N
[
Kβ(θk)δ(ζℓ − µβk)
]
, (5.15)
while the density (5.14) allows the limit
lim
n→∞
σβk√
n
ρβ,n
(
µβk + ζ
σβk√
n
, θ
)
= Kβ(θ)
e−ζ
2/2
√
2π
, k = 1, . . . , N. (5.16)
where
Kβ(θ) := δβ1
δ(θ) + δ(π − θ)
2
+ δβ2
1
2π
+ δβ4
2 sin2 θ
π
10≤θ≤π. (5.17)
and
µβk =
1
2
log
2
β
+
1
2
ψ
[β(ν∞ + k)
2
]
, (σβk )
2 =
1
4
ψ′
[β(ν∞ + k)
2
]
, (5.18)
with ψ(x) denoting the digamma function (B.2).
Before we provide a proof of proposition 5.1, let us show a corollary which has fun-
damental importance for the interpretation of the proposition in the β = 1 case.
Corollary 5.2. The eigenvalues of a product of independent real N ×N induced Ginibre
matrices (with charges νi as in proposition 5.1) become real, almost surely, as the number
of factors tends to infinity.
87
Proof. We recall that integration over the eigenvalues in (5.8a), and therefore also in the
β = 1 case of (5.15), gives the probability that all eigenvalues are real, but[ N∏
i=1
∫
R
dζi
∫ 2π
0
dθi
]
1
N !
per
1≤k,ℓ≤N
[
Kβ=1(θ)δ(ζℓ − µβ=1k )
]
= 1. (5.19)
Thus the eigenvalues are real, almost surely.
Remark 5.3. Corollary 5.2 tells us that the imposed assumption that all eigenvalues
are real is no real restriction in the large-n limit, since this happens with probability one.
Proof of proposition 5.1. The main idea of the proof is to show that the correlations
between eigenvalues (stability exponents and their phases) decay exponentially for large n,
while the distribution of individual stability exponents become Gaussians with variances
of order O(n−1/2) for large n. For accessibility, the proof is divided into three parts: (i)
the complex case, (ii) the quaternionic case, and finally (iii) the real case.
(i) Complex case. We write the joint density (5.12) using (5.8b)
pβ=2,njpdf (ζ1, θ1, . . . , ζN , θN ) =
1
Zβ=2
N∏
j=1
nwβ=2n (e
nζj )
× det
1≤k,ℓ≤N
[
ek(nζℓ+iθℓ)
]
det
1≤k,ℓ≤N
[
ek(nζℓ−iθℓ)
]
. (5.20)
Here we have absorbed the prefactor from (5.12) into the Vandermonde determinants;
wβ=2n (z) and Zβ=2 denote the weight (5.9) and normalisation (5.10), respectively. We
want to rewrite the right hand side of (5.12) as a sum involving a single determinant. To
achieve this, we expand the first determinant as
det
1≤k,ℓ≤N
[ek(nζℓ+iθℓ)] =
∑
σ∈SN
sign σ
N∏
j=1
ej(nζσ(j)+iθσ(j)), (5.21)
where the sum is over all permutations and ‘signσ’ denotes the sign of the permutation.
This expansion can be used to rewrite the joint density (5.20) as a sum involving a
single determinant. After application of this expansion, we can pull the weight functions
into the the second determinant and, by reordering the rows in the determinant, the
‘signσ’ may be included in the determinant as well. Finally, we pull the product from
the expansion (5.21) into the determinant which yields
pβ=2,njpdf (ζ1, θ1, . . . , ζN , θN ) =
1
Zβ=2
∑
σ∈SN
det
1≤k,ℓ≤N
[
en(k+ℓ)ζσ(ℓ)ei(k−ℓ)θσ(ℓ)nwβ=2n (e
nζσ(ℓ))
]
(5.22)
with weight and normalisation as above.
88
In order to simplify notation in the calculations below, we introduce the normalised
non-negative function
fβ=2,nkℓ (ζ) :=
2nGn,00,n
( −
ν1 +
k+ℓ
2 , . . . , νn +
k+ℓ
2
∣∣∣ e2nζ)∏n
i=1 Γ [νi + (k + ℓ)/2]
. (5.23)
The normalisation may be checked using the integration formula (B.21), while the non-
negativity can be seen by writing the Meijer-G function as an n-fold integral similar to
the discussion of product of Gaussian random scalars in section 2.1.
With definition (5.23) in mind, we return to the joint density (5.22). If we write
the weight as a Meijer G-function (5.9) and use the identity (B.19), then we see that
the first exponential in (5.22) and the weight can be combined into a new Meijer G-
function identical to the one appearing in (5.23). We insert the explicit expression for
the normalisation constant (5.10) and after some standard manipulations we find
pβ=2,njpdf (ζ1, θ1, . . . , ζN , θN ) =
1
N !
∑
σ∈SN
det
1≤k,ℓ≤N
[
ei(k−ℓ)θσ(ℓ)Dβ=2,nkℓ f
β=2,n
kℓ (ζ)
2π
]
(5.24)
with the coefficient Dβ=2,nkℓ defined by
Dβ=2,nkℓ :=
n∏
i=1
Γ [νi + (k + ℓ)/2]
Γ[νi + k]1/2Γ[νi + ℓ]1/2
. (5.25)
So far no approximations have been used, hence the joint density (5.24) is valid at any
n. In order to understand the large-n asymptotics, we will look at Dβ=2,nkℓ and f
β=2,n
kℓ (ζ)
separately.
We start by evaluating the coefficient Dβ=2,nkℓ . We recall that k and ℓ are positive
integers and notice that
Γ[νi + (k + ℓ)/2] ≤ Γ[νi + k]1/2Γ[νi + ℓ]1/2 (5.26)
with equality if and only if k = ℓ. This can be seen by writing the gamma functions as
their integral representations and interpreting the expression using the Cauchy–Schwarz
inequality. Comparing this inequality with the expression for the coefficient (5.25), we
see that (recall that the sequence of charges is convergent)
Dβ=2,nkℓ −→ δkℓ for n→∞, (5.27)
where δkℓ is a Kronecker delta. Note that D
β=2,n
kk = 1 even for finite n, while the off-
diagonal entries, Dβ=2,nkℓ (k 6= ℓ), decay exponentially with n.
Similar to the product of Gaussian random scalars discussed in section 2.1, we will
use the cumulant expansion to argue that the function fβ=2,nkℓ (ζ) reduces to a Gaussian in
the large-n limit. In the following, we will interpret fβ=2,nkℓ (ζ) as the probability density
for a random variable. The cumulant-generating function gβ=2,nkℓ (ξ) is given by
gβ=2,nkℓ (ξ) := log
( ∫ ∞
−∞
dζ eξζfβ=2,nkℓ (ζ)
)
=
n∑
i=1
log
Γ[νi + (k + ℓ)/2 + ξ/2n]
Γ[νi + (k + ℓ)/2]
. (5.28)
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Here we have used formula (B.21) to evaluate the integral. The cumulants are found by
expanding the cumulant-generating function around ξ = 0, hence the j-th cumulant is
given by
κβ=2,nkℓ;j :=
∂jgβ=2,nkℓ (ξ)
∂ξj
∣∣∣∣
ξ=0
=
n∑
i=1
1
(2n)j
ψ(j−1)
(
νi +
k + ℓ
2
)
, (5.29)
where ψ(j)(x) is the j-th derivative of the digamma function (also known as the polygamma
function). Due to convegence of the charges (νi → ν∞) and continuity of the polygamma
functions on the positive half-line, we have convergence of the arithmetic means. In
particularly, we have
lim
n→∞
κβ=2,nkℓ;1 =
1
2
ψ
(
ν∞ +
k + ℓ
2
)
=: µβ=2kℓ , (5.30a)
lim
n→∞
nκβ=2,nkℓ;1 =
1
4
ψ′
(
ν∞ +
k + ℓ
2
)
=: (σβ=2kℓ )
2, (5.30b)
such that µβ=2kk and (σ
β=2
kk )
2 are the mean and variance from (5.18). To find the limiting
distribution at large n, we switch from the variable ζ to the standardised variable ζ˜ :=√
n(ζ−µβkℓ)/σβkℓ, which has mean zero and unit variance. The corresponding standardised
cumulants are
κ˜β=2,nkℓ;1 = 0, κ˜
β=2,n
kℓ;2 = 1 and κ˜
β=2,n
kℓ;n = O(n
1−j/2) for j ≥ 3. (5.31)
We see that the higher order cumulants tend to zero for large n, and it follows by standard
arguments that the limiting distribution is a Gaussian. In the original variables, we have
fβ=2,nkℓ (ζ) ∼
√
n
2π(σβ=2kℓ )
2
exp
[
− n(ζ − µ
β=2
kℓ )
2
2(σβ=2kℓ )
2
]
(5.32)
with mean and variance in terms by (5.30).
We can now return to the joint density. Without further rescaling, the function (5.32)
becomes a delta peak located at µβ=2kℓ in the large-n limit. Thus, using the asymptotic be-
haviour (5.27) and (5.32) in the joint density (5.24) we obtain the β = 2 case of (5.15); the
dependence of the phases cancels out due to the Kronecker delta stemming from (5.27).
To see that (5.16) holds, we notice that the strength of correlations between exponents
is determined by the coefficient Dβ=2,nkℓ which is exponentially suppressed compared to
the self-correlations. Thus, for large n, we have
ρβ,n(ζ1, θ1) ∼ 1
(N − 1)!
[ N∏
i=2
∫
R
dζi
∫ 2π
0
dθi
] ∑
σ∈SN
N∏
n=1
1
2π
fβ=2,nkk (ζσ(n))
=
N∑
k=1
1
2π
fβ=2,nkk (ζ1). (5.33)
Now the limit density (5.16) follows since
∣∣µβ=2k −µβ=2ℓ ∣∣ is non-zero and independent of n
for k 6= ℓ.
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(ii) Quaternionic case. The main idea for quaternionic matrices is the same as it was for
complex matrices. Our starting point is the joint density (5.12) expressed using (5.8c),
pβ=4,njpdf (ζ1, θ1, . . . , ζN , θN ) =
1
Zβ=4 detk=1,...,2N
ℓ=1,...,N
[
ek(nζℓ+iθℓ)
ek(nζℓ−iθℓ)
] N∏
j=1
2inenζj sin θjw
β=4
n (e
nζj ).
(5.34)
Expanding the determinant yields
pβ=4,njpdf (ζ1, θ1, . . . , ζN , θN ) = (5.35)
1
Zβ=4
∑
σ∈S2N
signσ
N∏
j=1
2in sin θje
i(σ(j)−σ(j+N))θj en(σ(j)+σ(j+N)+1)ζjwβ=4n (e
nζj ).
Analogously to the proof for complex matrices, we introduce a normalised non-negative
function,
fβ=4,nkℓ (ζ) :=
2nGn,00,n
( −
2ν1 +
k+ℓ+1
2 , . . . , 2νn +
k+ℓ+1
2
∣∣∣∣ 2ne2nζ)∏n
i=1 Γ [2νi + (k + ℓ+ 1)/2]
. (5.36)
Now, we can use the explicit form of the weight function (5.9) in the expression for the
joint density (5.35) and use (B.19) to absorb the prefactor involving Lyapunov exponents
into the Meijer G-function. With the notation (5.36) and the explicit expression for the
normalisation constant (5.10), we write the joint density as
pβ=4,njpdf (ζ1, θ1, . . . , ζN , θN ) =
2N(N+1)n
πNN !
∑
σ∈S2N
signσDβ=4,nσ
N∏
j=1
i sin θje
i(σ(j)−σ(j+N))θj
2(σ(j)+σ(j+N)+1)n/2
fβ=4,nσ(j),σ(j+N)(ζn), (5.37)
where the coefficient Dβ=4,nσ depends on the permutation σ,
Dβ=4,nσ ≡
n∏
i=1
N∏
j=1
Γ[2νi + (σ(j) + σ(j +N) + 1)/2]
Γ[2νi + 2j]
. (5.38)
As in the proof for complex matrices, we will discuss the asymptotic limit of the coeffi-
cient (5.38) and the function (5.36) separately, and then combine the results.
In order to evaluate the coefficient (5.38) we will use the inequality (5.26) once again
to write
Γ[2νi + (k + ℓ+ 1)/2] ≤ (2νi + ℓ)1/2Γ[2νi + k]1/2Γ[2νi + ℓ]1/2, (5.39)
where we have also used the recursive property Γ[x+ 1] = xΓ[x]. Note that k and ℓ are
interchangeable. Given a permutation, σ ∈ S2N , it follows that
N∏
j=1
Γ[2νi + (σ(j) + σ(j +N) + 1)/2] ≤
N∏
n=1
(2νi +min{σ(j), σ(j +N)})1/2Γ[2νi + 2j]1/2Γ[2νi + 2j − 1]1/2. (5.40)
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The maximal value of right hand side of this inequality only depends on the permutation
through ‘min{σ(j), σ(j + N)}’. It follows that the product takes its maximal value if
and only if σ(j) and σ(j +N) comes in successive pairs, hence
N∏
j=1
Γ[2νi + (σ(j) + σ(j +N) + 1)/2] ≤
N∏
j=1
Γ[2νi + 2j] (5.41)
with equality if and only if |σ(j) − σ(j + N)| = 1 for all j. Inserting this into the
expression for the coefficient (5.38), we see that (recall that the sequence of charges is
convergent)
Dβ=4,nσ −→
N∏
j=1
(δσ(j)+1,σ(j+N) + δσ(j),σ(j+N)+1) for n→∞. (5.42)
This implies that in the large-n limit the sum over all permutations, S2N , reduces to
a sum over permutations of pairs, SN . The other permutations will be exponentially
suppressed at large n.
The evaluation of the asymptotic behaviour of the function fβ=4,nkℓ (ζ) proceeds exactly
as for complex matrices and it follows that the limiting distribution is a Gaussian,
fβ=4,nkℓ (ζ) ∼
√
n
2π
1
σβ=4kℓ
exp
[
− n(ζ − µ
β=4
kℓ )
2
2(σβ=4kℓ )
2
]
(5.43)
with
µβ=4kℓ :=
1
2
log
1
2
+
1
2
ψ
(
2ν∞ +
k + ℓ+ 1
2
)
and (σβ=4kℓ )
2 :=
1
4
ψ′
(
2ν∞ +
k + ℓ+ 1
2
)
,
(5.44)
where the first term in the mean stems from the prefactor inside the argument of the
Meijer G-function (5.36). Note that with the above notation µβ=42k−1,2k and σ
β=4
2k−1,2k agree
with (5.18).
Combining the asymptotic behaviour for the coefficient (5.42) and the function (5.43)
in the expression for the joint density (5.37) we see that the large-n limit yields the
β = 4 case of (5.15). Moreover, we notice that, similar to the complex case, the strength
of the correlations between exponents is determined by the coefficient Dβ=4,nσ which is
exponentially suppressed compared to the self-correlations. Thus (5.16) follows.
(iii) Real case. Finally, let us look at a product of real matrices with eigenvalues dis-
tributed according to (5.8a). The joint density (5.12) reads
pβ=1,njpdf (ζ1, θ1, . . . , ζN , θN ) =
1
Zβ=1
∏
1≤k<ℓ≤N
|enζk+iθk − enζℓ+iθℓ |
N∏
j=1
nenζjwβ=1n (e
nζj ).
(5.45)
Recall that the phases θj only take the discrete values 0 and π because we only consider
the eigenvalues which are located on the real axis.
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Our first step is to rewrite the joint density (5.45) as a determinant,
pβ=1,njpdf (ζ1, θ1, . . . , ζN , θN ) =
2−nN(N+1)/4
2NN !
∣∣∣∣ det1≤k,ℓ≤N
[
eknζℓ+i(k−1)θℓ2nwβ=1n (enζℓ)∏n
i=1 Γ[(νi + ℓ)/2]
]∣∣∣∣,
(5.46)
where we have used the explicit form of the normalisation constant (5.10). As for complex
and quaternionic matrices, we introduce a normalised and non-negative function
fβ=1,nk (ζ) :=
2nGn,00,n
( −
(ν1 + k)/2, . . . , (νn + k)/2
∣∣∣ 2−ne2nζ)∏n
i=1 Γ [(νi + k)/2]
. (5.47)
The joint density (5.46) simplifies considerably if we use the definition (5.47) together
with the explicit expression for the weight function (5.9) and the identity (B.19),
pβ=1,njpdf (ζ1, θ1, . . . , ζN , θN ) =
1
2NN !
∣∣∣ det
1≤k,ℓ≤N
[
ei(k−1)θℓfβ=1,nk (ζℓ)
]∣∣∣. (5.48)
Note that the stability exponents in the joint density (5.48) are unordered. This can
equivalently be expressed as a sum over all possible orderings,
pβ=1,njpdf (ζ1, θ1, . . . , ζN , θN ) =
1
2NN !
∑
σ∈SN
∣∣∣ det
1≤k,ℓ≤N
[
ei(k−1)θℓfβ=1,nk (ζℓ)
]∣∣∣N−1∏
j=1
1ζσ(j)≤ζσ(j+1) ,
(5.49)
where 1x≤y denotes the indicator function which is equal to unity if x ≤ y and zero
otherwise. Now, if we write the determinant as a sum over permutation, then the joint
density becomes
pβ=1,njpdf (ζ1, θ1, . . . , ζN , θN ) =
1
2NN !
∑
σ∈SN
∣∣∣∣∣ ∑
ω∈SN
signω
N∏
k=1
ei(k−1)θω(k)fβ=1,nk (ζω(k))
N−1∏
j=1
1ζσ(j)≤ζσ(j+1)
∣∣∣∣∣. (5.50)
So far no approximation have been used.
At large n the normalised function (5.47) can be evaluated using the same technique
as for complex and quaternionic matrices; we find that
fβ=1,nk (ζ) ∼
√
n
2π(σβ=1k )
2
exp
[
− n(ζ − µ
β=1
k )
2
2(σβ=1k )
2
]
(5.51)
with µβ=1k and σ
β=1
k as in (5.18). In the strict n→∞ limit, the variances tends to zero
and the Gaussians (5.51) become delta-peaks. Inserting this into (5.50), we obtain
lim
n→∞
pβ=1,njpdf (ζ1, θ1, . . . , ζN , θN ) =
1
2NN !
∑
σ∈SN
∣∣∣∣∣ ∑
ω∈SN
signω
N∏
k=1
ei(k−1)θω(k)δ(ζω(k) − µβ=1k )
N−1∏
j=1
1ζσ(j)≤ζσ(j+1)
∣∣∣∣∣. (5.52)
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We know from (5.18) that µβ=1k < µ
β=1
ℓ for k < ℓ, hence the only contribution to the
sum within the absolute value comes from the term ω = σ (all other terms are zero due
the indicator functions). The absolute value cancels any overall sign of the remaining
term, such that
lim
n→∞
pβ=1,njpdf (ζ1, θ1, . . . , ζN , θN ) =
1
2NN !
∑
σ∈SN
N∏
k=1
δ(ζσ(k) − µβ=1k ) (5.53)
with the constraint that the phases only takes the distributed values 0 and π, which is
the β = 1 case of (5.15).
At large but finite n, we have the Gaussian approximation (5.51) rather than delta-
peaks. Note that the means of the Gaussians are independent of n while the variances
decrease for increasing n, see (5.51). It follows that at sufficiently large n, fβ=1,nk (ζ) (k =
1, . . . , N) are well-separated Gaussian-peaks. Inserting this approximation into (5.50), we
see that at large n the dominant term in the sum inside the absolute value is ω = σ,
while all other terms will be exponentially suppressed due the indicator functions. The
simplest illustration of this is when there is only one indicator function, i.e. only one
constraint. In this case the Gaussian approximation (5.51) yields∫
R
dζk
∫
R
dζℓ f
β=1,n
ℓ (ζk)f
β=1,n
k (ζℓ)1ζk≤ζℓ ∼
1
2
erfc
[
µβ=1k − µβ=1ℓ(
2(σβ=1k )
2 + 2(σβ=1ℓ )
2
)1/2
]
. (5.54)
This integral gives the probability for a particular ordering of Lyapunov exponents and
we see that it is exponentially close to unity for k < ℓ and exponentially suppressed for
k > ℓ. It is clear that the idea of this argument can be extended to the general case, and
it follows that asymptotically we have
pβ=1,njpdf (ζ1, θ1, . . . , ζN , θN ) ∼
1
2NN !
∑
σ∈SN
N∏
k=1
fβ=1,nk (ζσ(k)). (5.55)
The density limit (5.16) follows similarly to the complex and quaternionic cases.
Remark 5.4. Proposition 5.1 tells us that the eigenvalues of a product of independent
induced Ginibre matrices become independent and exponentially separated when the
number of factors tends to infinity. Furthermore, the absolute value of an individual
eigenvalue becomes log-normal distributed.
Remark 5.5. If we are interested in the stability exponents only (and not their phases),
then the proofs for the complex and quaternionic case can be simplified using proposi-
tions 4.4 and 4.19, respectively. After integration over the phases the joint densities for
the stability exponents becomes independent random variables even at finite n. Their dis-
tribution is identical to that of a product of gamma-distributed random variables [20, 13],
thus the problem reduces to show that a product of gamma-distributed random variables
becomes log-normal distributed in the large-n limit, which is well-known.
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5.1.2 Lyapunov exponents
In this section we will investigate the statistical properties of the Lyapunov exponents (5.5)
for a product of induced Ginibre matrices. We will focus on complex (β = 2) case, where
we have an exact formula for the joint density of the squared singular values. However,
there exist results for all three Dyson classes (β = 1, 2, 4), see [161, 79, 124, 82]. In
fact, the analytic expression for the Lyapunov exponents (but not their fluctuations!)
pre-dates the exact formula for the joint density of the singular values from chapter 3.
The approach used in [161, 79, 124, 82] is based on an idea valid for isotropic matrices
introduced by Cohen and Newman in [54]. We will return to this method in remark 5.7.
We recall from proposition 3.3 that if x1, . . . , xN denote squared singular values of
the product matrix (the n-dependence is suppressed for notational simplicity), then the
joint density is given by
Pβ=2jpdf (x1, . . . , xN ) =
1
Z
∏
1≤i<j≤N
(xj − xi) det
1≤i,j≤N
[
wj−1(xi)
]
, (5.56)
where Z is normalisation constant and wj−1(x) (j = 1, . . . , N) is a family of positive
weight functions given by
Z = N !
N−1∏
k=0
k!
n∏
i=1
Γ[νi + k + 1] and wj(x) = G
n,0
0,n
( −
ν1 + j, ν2, . . . , νn
∣∣∣x), (5.57)
respectively. As above, N denotes the matrix dimension and n the number of factors.
Like for the stability exponents, it is convenient to change to exponential variables due
to the expected asymptotic growth of the singular values (5.4) when n becomes large. For
this reason, we introduce the joint density for the finite-n Lyapunov exponents defined
by
pnjpdf(λ1, . . . , λN ) :=
N∏
j=1
2ne2nλj Pβ=2jpdf (e2nλ1 , . . . , e2nλN ), (5.58)
where joint density on the right hand side is (5.56). Once again, it is important to note
that (5.58) is nothing but a change of variables; the prefactor on the right hand side
is simply the Jacobian arising from the change of variables. The spectral density is (as
always) given by
ρn(λ1) = N
[ N∏
i=2
∫
R
dλi
]
pnjpdf(λ1, . . . , λN ). (5.59)
We will not consider higher point correlations function, since it turns out that the Lya-
punov exponents become independent in the large-n if N is kept fixed (as we will see).
Now, let us formulate the main statement of this section, which regards the Lyapunov
exponents and their limits. This result was originally shown by Akemann, Burda and
Kieburg in [8] for square matrices (i.e. 0 = ν1 = ν2 = · · · ). The result given below,
which is valid for a non-negative convergent sequence of charges, is a straightforward
generalisation of their result, but it is included here for completeness and because it will
be useful in the following discussion.
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Proposition 5.6. Let {νi} be a non-negative convergent sequence with the limit νi →
ν∞ < ∞. For N fixed, the large-n limit of the joint density for the Lyapunov expo-
nents (5.58) becomes
lim
n→∞
pβ=2,njpdf (λ1, . . . , λN ) =
1
N !
per
1≤k,ℓ≤N
[
δ(λℓ − µβ=2k )
]
, (5.60)
while the density (5.59) allows the limits
lim
n→∞
σβ=2k√
n
ρn
(
µβ=2k + λ
σβ=2k√
n
)
=
e−λ
2/2
√
2π
, k = 1, . . . , N. (5.61)
where µβ=2k and σ
β=2
k are defined as in proposition 5.1.
Proof. We follow the same steps as in [8]: Our starting point is the joint density for
the finite-n Lyapunov exponents (5.58). After absorbing the prefactor in (5.58) into the
Vandermonde determinant stemming from (5.56), we write
pβ=2,njpdf (λ1, . . . , λN ) =
(2n)N
Z det1≤k,ℓ≤N
[
e2n ℓλk
]
det
1≤k,ℓ≤N
[
wℓ−1(e
2nλk)
]
. (5.62)
Expanding the first determinant in this expression gives
pβ=2,njpdf (λ1, . . . , λN ) =
(2n)N
Z
∑
σ∈SN
signσ e2nσ(k)λk det
1≤k,ℓ≤N
[
wℓ−1(e
2nλk )
]
, (5.63)
where the sum is over all permutations and ‘signσ’ denotes the sign of the permutation.
For the next step we recall the explicit form of the normalisation constant (5.57).
Absorbing factors into the remaining determinant and reordering columns within the
determinant to cancel signσ, we see that
pβ=2,njpdf (λ1, . . . , λN ) =
1
N !
∑
σ∈SN
det
1≤k,ℓ≤N
[
2n e2nkλσ(k)wℓ−1(e
2nλσ(k))
Γ[k]
∏n
i=1 Γ[νi + k]
]
, (5.64)
with weight and normalisation as above.
In order to simplify notation, let us introduce the normalised, non-negative function
fnkℓ(λ) :=
2nGn,00,n
( −
ν1 + k + ℓ− 1, ν2 + k . . . , νn + k
∣∣∣ e2nλ)
Γ[ν1 + k + ℓ− 1]
∏n
i=2 Γ[νi + k]
. (5.65)
Here, the normalisation may again be checked using the integration formula (B.21), while
the non-negativity can be seen by writing the Meijer-G function as an n-fold integral sim-
ilar to the discussion of product of Gaussian distributed random scalars in section 2.1. In
fact, fnkℓ(λ) has a natural interpretation as the density for a product of random variables,
which explains its non-negativity.
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Using the relation (B.19) together with the definition (5.65), the joint density (5.64)
becomes
pβ=2,njpdf (λ1, . . . , λN ) =
1
N !
∑
σ∈SN
det
1≤k,ℓ≤N
[
Γ[ν1 + k + ℓ− 1]
Γ[k]Γ[ν1 + k]
fnkℓ(λσ(k))
]
. (5.66)
The prefactor within the determinant does not depend on n, thus we can restrict our
attention to asymptotic behaviour of (5.65).
Completely analogously to the discussion of a product of Gaussian random scalars in
section 2.1 and the proof from the previous section, we can use the cumulant expansion to
find the asymptotic behaviour of the function fnkℓ(λ). In the following, we will interpret
fnkℓ(λ) as the probability density for a random variable. The corresponding cumulant-
generating function gnkℓ(ξ) is given by
gnkℓ(ξ) := log
(∫ ∞
−∞
dλ eξλfnkℓ(λ)
)
(5.67)
The integral within the logarithm may be performed using (B.21), which yields
gnkℓ(ξ) = log
Γ[νi + k + ℓ− 1 + ξ/2n]
Γ[νi + k + ℓ− 1] +
n∑
i=2
log
Γ[νi + k + ξ/2n]
Γ[νi + k]
. (5.68)
The cumulants are found by expanding the cumulant-generating function around ξ = 0,
hence the j-th cumulant is given by
κnkℓ;j :=
∂jgnkℓ(ξ)
∂ξj
∣∣∣∣
ξ=0
=
1
(2n)j
ψ(j−1)(ν1 + k + ℓ− 1) +
n∑
i=2
1
(2n)j
ψ(j−1)(νi + k). (5.69)
In particular, we have (recall that ν1 is a finite n-independent constant)
lim
n→∞
κnkℓ;1 =
1
2
ψ(ν∞ + k) = µ
β=2
k , (5.70a)
lim
n→∞
nκnkℓ;2 =
1
4
ψ′(ν∞ + k) = (σ
β=2
k )
2. (5.70b)
To find the limiting distribution in the large-n limit, we again switch from the variable
λ to the standardised variable λ˜ :=
√
n(λ − µβkℓ)/σβkℓ, which has mean zero and unit
variance. The corresponding standardised cumulants are
κ˜nkℓ;1 = 0, κ˜
n
kℓ;2 = 1 and κ˜
n
kℓ;n = O(n
1−j/2) for j ≥ 3. (5.71)
We see that the higher order cumulants tend to zero for large n, and, as in the proof of
proposition 5.1, it follows that the limiting distribution is a Gaussian. In terms of the
original variables, we have
fnkℓ(λ) ∼
√
n
2π(σβ=2k )
2
exp
[
− n(λ− µ
β=2
k )
2
2(σβ=2k )
2
]
. (5.72)
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Inserting this asymptotic form back into the joint density (5.66) yields
pβ=2,njpdf (λ1, . . . , λN ) ∼
1
N !
∑
σ∈SN
det
1≤k,ℓ≤N
[
Γ[ν1 + k + ℓ− 1]
Γ[k]Γ[ν1 + k]
]
×
√
n
2π(σβ=2k )
2
exp
[
− n(λ− µ
β=2
k )
2
2(σβ=2k )
2
]
. (5.73)
It is straightforward to show using an induction argument that the determinant in this
expression is equal to unity independently of the value of ν1, thus the right hand side is
recognised as a permanent and the limits (5.60) and (5.61) follows.
Remark 5.7. As mentioned in the beginning of this section, the Lyapunov exponents
for a product of N ×N induced Ginibre matrices are actually known for all three Dyson
classes (β = 1, 2, 4). We have [161, 79, 124]
µβk =
1
2
log
2
β
+
1
2
ψ
(β(ν∞ + k)
2
)
, k = 1, . . . , N. (5.74)
In fact, this result pre-dates the proof for β = 2 given above (at least for 0 = ν1 = ν2 =
· · · ). The method used in [161, 79, 124] is based on an approach introduced Cohen and
Newman in [54] and is valid for isotropic matrices (we will refer to this approach as the
Cohen–Newman method).
Let us briefly recall the main idea of the Cohen–Newman method [54, 161] (here
we follow a formulation of the Cohen–Newman method similar to that presented in [8]).
The starting point is to note that the sum of the K largest Lyapunov exponents can be
written as
ΛK(n) := λN (n) + · · ·+ λN−K+1(n) = 1
2n
sup
M∈FN×Kβ
log
detM †Y †nYnM
detM †M
, (5.75)
where Yn = Xn · · ·X1 is the product matrix. We may write this as a telescopic sum
ΛK(n) =
1
2n
sup
M∈FN×Kβ
n∑
i=1
log
detM †iX
†
iXiMi
detM †iMi
(5.76)
withMi := Yi−1M for i ≥ 2 andM1 = M . Each of these matrices may be decomposed as
Mi = UiPΣiVi with Ui ∈ U(N,Fβ) and Vi ∈ U(K,Fβ) while Σi is a K×K positive semi-
definite diagonal matrix and P = [δij ] is the N × K projection matrix, which projects
the N dimensional vector space down to a K dimensional vector space. If the matrices
Xi (i = 1, . . . , n) are statistically isotropic then we have
ΛK(n)
d
=
1
2n
n∑
i=1
log detP †X†iXiP
d
=
1
2n
n∑
i=1
sup
M∈FN×Kβ
log
detM †X†iXiM
detM †M
. (5.77)
Here, we may apply Kolmogorov’s law of large numbers to the right hand side, which in
the case of induced Ginibre matrices gives (5.74).
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Very recently, it was pointed out in [82] that the Cohen–Newman method also may
be used to make predictions for the variances of the Lyapunov exponents. Here, we look
at
E[(ΛK)
2]− E[ΛK ]2 =
K∑
k=1
var(λN−k+1) + 2
∑
1≤i<j≤K
cov(λN−i+1, λN−j+1), (5.78)
where expectation is with respect to the joint density (5.58). The left hand side may be
evaluated using ideas similar to those discussed above. We note that if K = 1 then the
second sum on the right hand side disappears, which allow us to determine the variance
of the largest Lyapunov exponent (this was done as early as [54]). It was argued in [82]
that this approach may be extended to K > 1 if the Lyapunov spectrum is discrete and
non-degenerate, since the covariances are expected to decay exponentially fast in this
case. If we believe this assumption, then the variances of the Lyapunov exponents are
(σβk )
2 =
1
4
ψ′
(β(ν∞ + k)
2
)
, k = 1, . . . , N. (5.79)
We note that this prediction is in agreement with the exact evaluation for β = 2 given
in proposition 5.6 as well as the stability exponents from proposition 5.1.
5.2 Macroscopic density for large matrix dimension
In this section, we will consider the macroscopic spectral density for a product of induced
Ginibre matrices as both matrix dimension and the number of factors tends to infinity.
We will see that the two limits commute and that the macroscopic spectral density con-
verges in distribution to Newman’s triangular law [161, 113]. We note that the triangular
law also has been revisited in the context of free probability [123, 190] and in the context
of exactly solvable matrix models in [8].
Here, we will present separate proofs for the convergence of the eigenvalue spectrum
(stability exponents) and of the spectrum of the singular values (Lyapunov exponents).
Proposition 5.8. Let {νi} be a non-negative convergent sequence with the limit νi →
ν∞ < ∞. Consider the spectral density, Rβ,n1 (x), for the eigenvalues of a product of n
independent N × N real (β = 1), complex (β = 1), or quaternionic (β = 4) induced
Ginibre matrices with charges ν1, . . . , νn. We have∫ a
0
dr ρ△(r) = lim
N→∞
lim
n→∞
∫ a
0
dr 2nNn−1r2n−1
∫ π
−π
dθ Rn1 (N
n/2rneiθ) (5.80)
= lim
n→∞
lim
N→∞
∫ a
0
dr 2nNn−1r2n−1
∫ π
−π
dθ Rn1 (N
n/2rneiθ) (5.81)
pointwise for a ≥ 0, where
ρ△(x) :=
{
2x for 0 < x < 1
0 otherwise
(5.82)
is the density of the triangular law.
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Proof. Let us start with the iterated limit (5.80). We know from proposition 5.1 that
lim
n→∞
2ne2nζ
∫ π
−π
dθ Rβ,n1 (e
nζ+iθ) =
N∑
k=1
δ(ζ − µβk), (5.83)
where µβk (k = 1, . . . , N) are given by (5.18). It follows by a change of variables that
lim
n→∞
2nNn−1r2n−1
∫ π
−π
dθ Rβ,n1 (N
n/2rneiθ) =
1
N
N∑
k=1
δ(r − eµβk− 12 logN ). (5.84)
In order to evaluate the large-N limit, we need to look at the asymptotic behavior of µβk
for large k. The asymptotic formula (B.8) may be used to evaluate µβk for large k, since
ν∞ is a finite constant. If α > 0 and k = αN , then we have
eµ
β
k−
1
2
logN =
√
α (1 +O(N−1)) (5.85)
and it follows that
lim
N→∞
lim
n→∞
∫ a
0
dr 2nNn−1r2n−1
∫ π
−π
dθ Rβ,n1 (N
n/2rneiθ) =
{
a2 for 0 < a < 1
1 otherwise
, (5.86)
which confirms that (5.80) converges as claimed.
We can now turn to the to the other iterated limit (5.81). We recall from proposi-
tion 4.8 and 4.22 that for β = 2, 4, we have
lim
N→∞
2nNn−1r2n−1
∫ π
−π
dθ Rβ,n1 (N
n/2rneiθ) = 4πnr2n−1ρn,α=0macro (r
n), (5.87)
where ρn,α=0macro (rn) is the macroscopic density (4.37); the same is known to hold for β = 1,
see [99, 169, 96]. In order to evaluate the large-n limit, we first recall that the outer
edge by definition is located at unity. Since we have integrated out the phase, the task
of finding the limiting density is a Haussdorff moment problem if the moments converge.
It follows from the explicit expression for the density (4.37) that∫ 1
0
dr 4πnr2n−1ρn,α=0macro (r
n)rs =
2
s+ 2
, (5.88)
thus the large-n limit for the moments becomes trivial. The density (5.82) is obtained
by an inverse Mellin transform or by a direct calculation of the moments of (5.82).
Remark 5.9. We emphasise that the phase-average included in (5.80) and (5.81) is
necessary for the proposition to hold, since the N - and n-limit do not commute without
it. For instance, if we look at the spectrum for a product of real (β = 1) matrices and we
take N → ∞ before we take n → ∞ then we find a limiting density which is invariant
under rotations in the complex plane; on the other hand, if we take n→∞ before we take
N →∞ then we find a limiting density restricted to the real line. A similar discrepancy
is present in the quaternionic case, while the spectrum is rotational symmetric in both
cases for complex matrices.
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Let us formulate the equivalent statement for the singular values.
Proposition 5.10. Let {νi} be a non-negative convergent sequence with the limit νi →
ν∞ <∞. The spectral density, Rn1 (x), for the squared singular values for a product of n
independent N ×N induced Ginibre matrices with charges ν1, . . . , νn satisfies,∫ a
0
dx ρ△(x) = lim
N→∞
lim
n→∞
∫ a
0
dx 2nNn−1x2n−1Rβ,n1 (N
nx2n) (5.89)
= lim
n→∞
lim
N→∞
∫ a
0
dx 2nNn−1x2n−1Rβ,n1 (N
nx2n) (5.90)
pointwise for a ≥ 0, where ρ△(x) is given by (5.82)
Proof. We will follow exactly the same idea as for the proof of 5.8. First, we look at the
limit (5.89). We know from proposition 5.6 and remark 5.7 that
lim
n→∞
2ne2nλRβ,n1 (e
2nλ) =
N∑
k=1
δ(λ − µβk), (5.91)
where µβk (k = 1, . . . , N) are as in (5.83). Thus, the large-n limit can be evaluated in the
same way as in the proof of proposition 5.1.
It remains to investigate the limit (5.90). We know that [157, 52, 29, 171, 96]
lim
N→∞
2nNn−1x2n−1Rn1 (N
nx2n) = 2nx2n−1ρnFC(x
2n), (5.92)
where ρnFC(x) is the Fuss–Catalan density (3.53) (for β = 2 this was stated as proposi-
tion 3.12). In order to evaluate the large-n limit, we first recall that the right edge for the
Fuss–Catalan distribution is located at (n + 1)n+1/nn. Thus, if the large-n limit exists,
then its edge must be located at unity, since
lim
n→∞
(
(n+ 1)n+1
nn
)1/2n
= 1. (5.93)
This means that the task of finding the limiting density reduces to a Haussdorff moment
problem if the moments converge. We have∫ ∞
0
dx 2nx2n−1ρnFC(x
2n)xs =
∫ ∞
0
dy ρnFC(y)y
s/2n
=
1
n(s/2n) + 1
(
(n+ 1)(s/2n)
s/2n
)
n→∞−−−→ 2
s+ 2
, (5.94)
where the second equality follows from (3.54). As in the proof of proposition 5.6, the
density (5.82) can be obtained by an inverse Mellin transform.
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Figure 5.1 Comparison of the analytic prediction for the fluctuations of the smallest Lyapunov
exponent [i.e. a Gaussian with mean and variance given according to (5.18)] with numerical data
stemming from 10 000 realisations of a product of 4 (left panel), 40 (centre panel), and 400 (right
panel) independent 4× 4 real Ginibre matrices.
5.3 Summary, discussion and open problems
In section 5.1, we have seen that the eigenvalues as well as the singular values for a
product of induced Ginibre matrices diverge exponentially for a large number of factors.
As a consequence, the stability and Lyapunov exponents become independent Gaussian
random variables, asymptotically; a structure which conveniently can be written as a per-
manent. Furthermore, it was shown that the stability and Lyapunov exponents converge
to the same limit when the matrix dimension is kept fixed (in agreement with a conjec-
ture from [93]), i.e. the two approaches are (in this sense) equivalent. More precisely, (i)
on the scale which includes all exponents, we have convergence to a non-random limit
where the locations of the Lyapunov (stability) exponents may be expressed through a
digamma function, while (ii) on the scale of the fluctuations of the individual exponents
(which is suppressed compared to exponent interspacing for large n) we have Gaussian
fluctuations with variances which can be expressed through a trigamma function. The
Gaussian prediction for the smallest Lyapunov exponent is compared with numerical
data for different values of n on figure 5.1.
Furthermore, the complex phases of the eigenvalues have a striking dependence on
the Dyson class in the large-n limit: for β = 1 the spectrum is purely real, for β = 2
the spectrum is rotational symmetric, while for β = 4 there is a sine square repulsion
from the real axis (this corresponds to the Vandermonde repulsion for a single complex
conjugate pair). The structure is visualised by a numerical simulation on figure 5.2.
It might seem surprising that all eigenvalues of a product of real independent Gaussian
matrices become real when taking the number of factors to infinity, assuming that the
matrix dimension is kept fixed (as illustrated by the left panel on figure 5.2). In fact, this
phenomenon is far from fully explained. So far, only the Gaussian case has been proven
to have a real spectrum in the limit, but the phenomenon is highly expected to hold for a
more general class of matrices. This conjecture is supported by numerical results [102]. A
first analytical check for the generality of the statement could be to verify that the other
known exactly solvable models (i.e. mixed products including truncated orthogonal and
inverse Ginibre matrices [109, 11]) also have purely real spectra in the large-n limit (this
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Figure 5.2 Scatter plots of the eigenvalues of a product of 1 000 independent real (left panel),
complex (centre panel), and quaternionic (right panel) 10× 10 Gaussian random matrices. The
ensemble consists of 100 matrices for β = 1, 4 and 200 matrices for β = 2. With the notation
from section 5.1.1, the plotted values corresponds to eζk+iθ.
can be done using either the method presented in this chapter or using an approach similar
to [81]). It is an interesting, but challenging, task to establish more general conditions
implying that the spectrum becomes real. This would also be of physical interest since
it would imply that the limiting eigenbasis (the so-called stability basis [93]) is real. It
should be mentioned that in the opposite limit (i.e. large matrix dimension, fixed number
of factors) the macroscopic eigenvalue spectrum becomes rotational invariant [99, 169].
In section 5.2, we saw that the macroscopic spectral density for both the Lyapunov ex-
ponents (singular values) and the stability exponents (phase-averaged eigenvalues) tends
to the same β-independent distribution, known as the triangular law [161, 113], in the
limit where both matrix dimensions and the number of factors become large (see left
panel on figure 5.3). In particular, we showed that the two limits were interchangeable
(a similar discussion was given for complex matrices in [8]). This triangular law dates
back to [161], where it was shown to hold for the singular values of a product of real
Ginibre matrices under the assumption that the number of factors was taken to infinity
before the matrix size.
It is, of course, highly desirable to establish results for the microscopic regimes in the
double scaling limit. It was argued in [8], that in general the large-n and -N limit will
not commute in the microscopic scaling regime. This must be true, since the microscopic
limits in the bulk and at the (soft) edge obtained for large N (see proposition 3.18, 3.19,
and 4.13) are incompatible with limits obtained for large n (see proposition 5.6 and 5.1).
The distribution of the eigenvalue furthest from origin for a product of complex Ginibre
matrices was considered in [117]. Here, a crossover between the Gumbel distribution
(Ginibre universality) and the log-normal distribution (stability exponent universality)
was observed.
Let us attempt to provide a heuristic understanding of the interplay between the two
limits. In this chapter, we have seen that the Lyapunov (stability) exponents become
independent Gaussians for large n but fixed N . The intuitive interpretation is that the
decorrelation occurs because the singular (eigen-) values separate exponentially fast with
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Figure 5.3 The left panel compares the triangular law from proposition 5.10 with singular
values numerically generated from 100 realisations of a product of 100 independent 100×100 real
Ginibre matrices. The right panel shows the radial microscopic density at the origin for n = 16
(also seen on figure 4.3) together with asymptotic prediction of the “crystallised eigenvalues for
n→∞.
n while the correlation length does not. Thus, it seems justified to believe that the Gaus-
sian structure is a reasonable approximation as long as the separation between Lyapunov
(stability) exponents is much larger than the average amplitude of their fluctuations. In
other words, the approximation of independent Gaussians is expected to be reasonable
if
µβk+1 − µβk
σβk+1 + σ
β
k
≫ n−1/2 (5.95)
with µβk and σ
β
k as in (5.18). Let us assume that we are away from the hard edge (origin)
and set k = αN where α > 0 is a positive parameter. Using the asymptotic formula (B.8),
we see that
µβαN+1 − µβαN = O(N−1) and σβαN+1 + σβαN = O(N−1/2) (5.96)
for largeN . Comparing with (5.95), we therefore expect that the Gaussian approximation
is reasonable if n≫ N . On the other hand, at the hard edge (the origin) we have k = O(1)
independently of the value of N , hence the amplitude of the fluctuations of the Lyapunov
(stability) exponents will always decay compared to their separation in this regime. This
heuristic argument leads us to believe that the microscopic spectrum at the hard edge
(the origin) will “crystallise” in a similar manner as in proposition 5.6 (proposition 5.1).
This is consistent with our observation for small n given on figure 3.2 (figure 4.3), where
we saw that the amplitude of the oscillation in the spectrum grew with n. In the case of
the complex spectrum, we can formalise this notion.
Proposition 5.11. Let {νi} be a non-negative convergent sequence with the limit νi →
ν∞ < ∞. Introduce the microscopic eigenvalue density at the origin for a product of n
independent complex Ginibre matrices with charges ν1, . . . , νn as given by proposition 4.10,
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ρn,νorigin(z) := K
n,ν
origin(z, z), then
lim
n→∞
2ne2nζρn,νorigin(e
nζ+iθ) =
∞∑
k=1
1
2π
δ(ζ − µβ=2k ) (5.97)
and
lim
n→∞
2
√
nσβ=2k e
2nζρn,νorigin
(
exp
[
n
(
µβ=2k + ζ
σβ=2k√
n
)
+ iθ
])
=
1
2π
e−ζ
2/2
√
2π
, k = 1, 2, . . .
(5.98)
with µβ=2k and σ
β=2
k defined as in (5.18).
Proof. The main idea is the same as in the proofs of proposition 5.1 and 5.6. In this case,
our starting point is the density
2ne2nζρn,νorigin(e
nζ+iθ) =
2ne2nζ
π
Gn,00,n
( −
ν1, . . . , νn
∣∣∣ e2nζ)G1,11,n+1( 00,−ν1, . . . , νn
∣∣∣ − e2nζ),
(5.99)
which we have from proposition 4.10. We can write the second Meijer G-function as a
sum, using (B.13) and (B.9). This gives
2ne2nζρn,νorigin(e
nζ+iθ) =
∞∑
k=1
1
2π
2nGn,00,n
( −
ν1, . . . , νn
∣∣∣ e2nζ)∏n
i=1 Γ[νi + k]
e2nkζ . (5.100)
Here, the last exponential can be absorbed into the Meijer G-function using (B.19), which
allow us to write the density as
2ne2nζρn,νorigin(e
nζ+iθ) =
∞∑
k=1
1
2π
fβ=2,nkk (ζ) (5.101)
with fβ=2,nkk (ζ) defined by
fβ=2,nkk (ζ) :=
2nGn,00,n
( −
ν1 + k, . . . , νn + k
∣∣∣ e2nζ)∏n
i=1 Γ[νi + k]
. (5.102)
This function is recognised as (5.23) from the proof of proposition 5.1 and the rest of this
proof follows exactly as described there.
It is remarkable that the same method used to study the large-n limit for fixed
N can be used to study the microscopic behaviour of eigenvalues near the origin. On
the right panel of figure 5.3, we compare the microscopic density for n = 16 (see also
figure 4.3) with the asymptotic values for the eigenvalues. We see emerging peaks around
the asymptotic values of the stability exponents even at relatively small n. It would be
interesting to see whether a similar approach can be applied to the microscopic density
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for the singular values near the hard edge (given in terms of the Meijer G-kernel, see
proposition 3.15).
Finally, we emphasise that it is a non-trivial task to find an efficient algorithm for
the numerical calculation of the Lyapunov exponents from a matrix product with large
matrix dimensions and a large number of factors. A direct implementation of the math-
ematical definition of matrix multiplication gives an algorithm that takes time on the
order O(nN3), where (as above) n denotes the number of factors and N denotes the
matrix dimension. Moreover, high precision computations are often required for the
smallest Lyapunov exponents (singular values) when using the direct implementation of
the matrix product. In the regime where the Cohen–Newman method can be trusted
(n≫ N) a more efficient (but less accurate) approach would be a Monte Carlo algorithm
based on the Cohen–Newman method. We refer to [198, 27, 193, 172, 79] for a discussion
of numerical methods. Analytic results, such as those presented in this chapter provide
a natural standard against which numerical methods can be compared. We stress that
all numerical data presented here (and throughout the thesis) have been obtained using
a direct implementation of the matrix product.
106
Appendix A
Matrix decompositions and their Jacobians
In this appendix we introduce several matrix decompositions, which are used throughout
the thesis. The appendix is organised as follows: In section A.1 we briefly review some
properties of 2 × 2 matrices and their relation to the algebras of quaternions and split-
quaternions, while section A.2 summarises some important matrix decompositions.
A.1 Two-by-two matrices and their algebras
It is well-known from numerical linear algebra that 2× 2 matrices are at the foundation
of many numerical computations. We believe that it is reasonable to say the same about
analytical computations. For this reason, we devote this section to the description of
two types of 2×2 matrices with particular importance in random matrix theory; namely,
matrices which are (ring-)isomorphic to either the quaternions or split-quaternions.
It is often useful to imagine the underlying algebraic structure as a consequence
of imposing certain symmetry constraints on the system under consideration. From a
physical point of view, we can imagine that we replace a physical operator by a random
matrix restricted by some global symmetries determined by physical considerations. This
approach is known to be very successful; sometimes it is even possible to establish an exact
link between the random matrix model and some (universal) regime of the corresponding
effective field theory, see e.g. the reviews [33, 195]. In fact, it often fruitful to classify
random matrix models according to their symmetries [59, 22, 39, 146]. Any symmetry
classification, of course, depends on what type of symmetries we allow and on which types
of matrices we consider to be equivalent. We will not give any details regarding such
classification schemes here, but rather refer the reader to the aforementioned references.
Let us consider a 2N×2N complex matrix, X, and impose an anti-unitary symmetry
given by
JX∗ = XJ, (A.1)
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where J is either a symmetric (β = 1) or an anti-symmetric (β = 4) unitary matrix. We
will use the canonical representations: an identity matrix for β = 1 or an antisymmetric
quasi-diagonal matrix
J = diag(
[
0 +1
−1 0
]
, . . . ,
[
0 +1
−1 0
])
(A.2)
for β = 4. These are the so-called K-type symmetries in the classification from [39, 146].
If J is the identity then the anti-unitary symmetry (A.1) implies that X is a 2N×2N real
matrix, or equivalently an N×N split-quaternionic matrix as we will see in section A.1.2.
If J is given by (A.2) then symmetry implies that the X consists 2×2 blocks of the form[
u v
−v∗ u∗
]
, u, v ∈ C. (A.3)
Such matrices will be referred to as quaternions for reasons which will be made clear in
section A.1.1.
A.1.1 Symplectic symmetry and quaternions
Quaternions are described in several textbooks on random matrix theory, see e.g. [153, 78,
25]. Nonetheless, we briefly review some well-known properties of quaternions for easy
reference and to avoid any confusion about notation. In addition to the aforementioned
textbooks, we refer the reader to [201, 95].
Definition A.1. The skew-field of quaternions, H, is a four dimensional vector space R4
with basis {1, i, j,k} equipped with associative multiplication defined such that 1 is the
identity and i2 = j2 = k2 = ijk = −1.
Definition A.2. Given q = a+ bi+ cj+ dk ∈ H (a, b, c, d ∈ R), then we say that q is a
(real) quaternion and define
q† = a− bi− cj− dk, q∗ = a− bi+ cj− dk and |q| =
√
q†q (A.4)
called the quaternion conjugate, the partial conjugate, and the modulus, respectively.
Corollary A.3. Let q ∈ H, then (i) the inverse of q 6= 0 is q−1 = q†/|q|2, (ii) the partial
conjugate q is q∗ = −jqj, and (iii) the modulus, | · |, is a norm on H.
Definition A.4. Let qij (i = 1, . . . , N ; j = 1, . . . ,M) be quaternions, then X = [qij ] ∈
H
N×M is an N ×M quaternionic matrix, and X† = [q∗ij]T is said to be its quaternion
dual. Moreover, if N = M and either X† = X or X† = X−1, then we say that X is
either quaternion self-dual or quaternionic unitary, respectively.
We can now return to the symmetries mentioned earlier. Let us consider matrices
with the structure (A.3), if we choose a basis
1 =
[
+1 0
0 +1
]
, i =
[
+i 0
0 −i
]
, j =
[
0 +1
−1 0
]
, k =
[
0 +i
+i 0
]
, (A.5)
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then we see that the space of such matrices are (ring-)isomorphic to the skew-field of
quaternions (note that i2 = j2 = k2 = ijk = −1). The anti-unitary symmetry given
by (A.1) and (A.2) becomes
JX∗ = XJ with J = diag(j, . . . , j), X ∈ HN×N ⊂ C2N×2N . (A.6)
Here, the equality may be thought of as a consequence of corollary A.3 (ii). Also other
concepts can be carried over to the matrix representation without too much effort, e.g.
the groups of invertible and unitary quaternionic matrices become
GL(N,H) ∼= U∗(2N) and U(N,H) ∼= USp(2N), (A.7)
respectively. The former is the non-compact group related to the unitary group through
Weyl’s unitary trick, while the latter is the unitary symplectic group.
Henceforth, quaternion will always refer to the matrix representation. Thus, when
we refer to the eigenvalues of an N × N quaternion matrix, then we mean the 2N
eigenvalues (counted with multiplicity) of the corresponding 2N × 2N complex matrix;
and equivalently for singular values, determinants, traces, etc. Note that we have chosen
notation for the quaternions such that it matches our notation for matrices, i.e. the
quaternion dual “†” corresponds to the Hermitian conjugation, while “∗” corresponds to
complex conjugation. It follows that a quaternion self-dual matrix is Hermitian and a
quaternionic unitary matrix is also unitary in the usual sense.
Keeping the notation from the 2 × 2 matrix representation (A.3) it is trivially seen
that the eigenvalues of a quaternion are
λ± = Re u± i
√
(Imu)2 + |v|2. (A.8)
Thus the eigenvalues of a quaternion are a complex conjugate pair with non-zero imagi-
nary part unless it is proportional to the identity in which case there is one real double
degenerate eigenvalue. We see that (A.8) is invariant under a transformation v 7→ veiθ,
θ ∈ [0, 2π), and it is easily verified that any quaternion (A.3) can be diagonalised by a
unitary symplectic similarity transformation, q 7→ U−1qU , with U ∈ USp(2)/U(1).
The benefit of introducing the quaternion algebra is that many results which hold for
vector spaces over the fields of real and complex numbers can be extended to include the
skew-field of quaternions (essentially using the same proofs). Thus, these results hold for
the matrices introduced above (at least up to 2× 2 blocks).
Finally, let us extend the concept of a standard Gaussian random variable to the
quaternion case (we emphasise this, since not all authors use the same definition):
Definition A.5. A standard Gaussian quaternionic random variable is defined by the
probability density
p(q) =
( 2
π
)2
e−Tr q
†q, q =
[
u v
−v∗ u∗
]
∈ H ⊂ C2×2 (A.9)
with respect to the flat measure, d4q = d2ud2v, on H.
109
Remark A.6. As usual, standard refers to the fact that the constants are chosen such
that
E[q] =
∫
H
d4q p(q)q = 0 and E[q†q] =
∫
H
d4q p(q)q†q = 1. (A.10)
This seems like a natural extension from the scalars fields to the skew-field of quaternions
and we will use this definition consistently throughout the thesis. However, it should be
noted that many authors prefer to work with an exponential that differs from ours by a
factor of two.
A.1.2 Real matrices and split-quaternions
The ring-isomorphism between the space of 2 × 2 real matrices and the algebra of split-
quaternions is rarely mentioned in the random matrix literature. Nonetheless, it might
be useful to keep this algebra in mind when considering real asymmetric matrices, where
2×2 blocks play an important rôle. Let us first recall the structure of the split-quaternion
algebra.
Definition A.7. The ring of split-quaternions, Hs, is a four dimensional vector space
R
4 with basis {1, i, j,k} equipped with associative multiplication defined such that 1 is
the identity and −i2 = j2 = k2 = ijk = 1.
Remark A.8. The split-quaternions constitute an associative algebra but (unlike the
quaternions) not a division algebra.
Let us return to real matrices. If our real matrix is even dimensional then we might
divide it up into 2× 2 blocks and by choosing a basis (this is the same basis as in [61]),
1 =
[
1 0
0 1
]
, i =
[
0 1
−1 0
]
, j =
[
1 0
0 −1
]
, k =
[
0 1
1 0
]
, (A.11)
we see that the 2 × 2 blocks are ring-isomorphic to the split-quaternions1. If our real
matrix has odd dimension then there will remain an unpaired row and column after
dividing the matrix into 2×2 blocks. However, this does not cause any major difficulties,
since the block structure is most useful when considering complex eigenvalues and any
odd dimensional real matrix has at least one real eigenvalue.
It is useful to study the eigenvalues of a 2 × 2 block in greater detail. Due to the
basis (A.11), it is convenient to use a parametrisation,
R
2×2 ∋ X = a1+ bi+ cj+ dk√
2
=
1√
2
[
a+ d c+ b
c− b a− d
]
, a, b, c, d ∈ R. (A.12)
1The split-quaternions have another commonly chosen representation as 2× 2 matrices,
1 =
[
1 0
0 1
]
, i =
[
i 0
0 −i
]
, j =
[
0 i
−i 0
]
, k =
[
0 1
1 0
]
.
This basis is natural if we consider matrices satisfying the anti-unitary symmetry
JX
∗ = XJ with J = diag(j, . . . , j), X ∈ HN×Ns ⊂ C
2N×2N
,
which is equivalent to the case of real matrices within the classification scheme of [39, 146].
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It follows immediately from the characteristic equation that the eigenvalues of X are real
if and only if c2+ d2 ≥ b2; otherwise the eigenvalues will be a complex conjugate pair. It
is fruitful to consider the same problem from a different point of view. Let us look at a
real orthogonal (unit determinant) similarity transformation,
X ′ = UXUT, U =
[
cos θ/2 sin θ/2
− sin θ/2 cos θ/2
]
∈ SO(2). (A.13)
Using our split-quaternionic basis, this may be written as
a′
b′
c′
d′
 =

1 0 0 0
0 1 0 0
0 0 cos θ − sin θ
0 0 sin θ cos θ


a
b
c
d
 . (A.14)
If X has real eigenvalues then c2+ d2 ≥ b2 and it follows from (A.14) that we can choose
the rotation θ so that b′ = c′; in this caseX ′ becomes upper-triangular and the eigenvalues
are simply given as the diagonal entries. If X has non-real eigenvalues then c2+ d2 < b2,
hence there exists no rotation which brings X to an upper-triangular form and therefore
no obvious choice for fixing θ. Nonetheless, two different choices appear frequently in
the literature: θ is chosen such that either c′ = 0 or d′ = 0. However, neither of these
choices, nor any other value of θ ∈ R, is such that the remaining algebraic structure is
closed under multiplication, which suggests that new ideas are needed when considering
products of real random matrices with complex eigenvalues.
A.2 Matrix decompositions
A.2.1 Standard decompositions
In this section, we recall the structure of some standard matrix decompositions and their
corresponding Jacobians. Most results in this section are well-known and will therefore
be presented without proof. The reader is referred to [94] and references therein for
a comprehensive description of different matrix factorisations (and related algorithms).
For derivation of the corresponding Jacobians we refer to [153, 78, 156, 149, 163].
In the following Fβ=1,2,4 = R,C,H denotes the real numbers, the complex numbers,
or the quaternions, while U(N,Fβ=1,2,4) = O(N),U(N),USp(2N) denotes the unitary
group over the corresponding (skew-)field.
Proposition A.9 (Spectral decomposition). Let H be a Hermitian (real symmetric,
quaternionic self-dual) N × N matrix, then there exists a unitary (orthogonal, unitary
symplectic) matrix U and a real diagonal matrix Λ such that
H = UΛU−1. (A.15)
The diagonal entries of Λ are referred to as the eigenvalues and they are (up to an
ordering) uniquely determined by H. Furthermore, the decomposition becomes unique if
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we fix the phases of the first column in U and the ordering of the diagonal elements of Λ.
The Jacobian of the decomposition reads
dβH =
∏
1≤i<j≤N
|λj − λi|β
N∏
k=1
dλkdµ(U), (A.16)
where λi denotes the i-th eigenvalue (double degenerate for β = 4) and dµ(U) = [U
−1dU ]
is the Haar measure on U(N,Fβ)/U(1,Fβ)N .
Remark A.10. Before we go on, it is worthwhile to pause for a minute to see how the non-
uniqueness of the spectral decomposition manifests itself in the unitary transformation
and why this is cured by fixing phases in the unitary matrix and ordering the eigenvalues.
Let H be as in proposition A.9 and U ∈ U(N,Fβ) be a unitary matrix which diagonalises
H. If we introduce another unitary matrix, V = diag(v1, . . . , vN ) with v1, . . . , vN ∈
U(1,Fβ), then it is evident that
H = UΛU−1 = UV Λ(UV )−1. (A.17)
This invariance may be removed by inserting constraints in the first column of U . Next,
consider the almost diagonal matrix
Pi = diag(1, . . . , 1,
[
0 1
1 0
]
, 1, . . . , 1) ∈ U(N,Fβ), (A.18)
which contains a 2 × 2 block on the i-th position. We see that Λ and PiΛP−1i are
identical except for an interchange of two eigenvalues. Moreover, Pi (i = 1, . . . , N − 1)
are the generators of the permutation group of the eigenvalues. All such matrices are
indistinguishable in the decomposition unless we introduce an ordering of the eigenvalues,
e.g. λ1 ≤ · · · ≤ λN (the eigenvalues are, of course, double degenerate for β = 4).
Proposition A.11 (Singular value decomposition). Given a complex (real, quaternionic)
(N + ν) × N matrix, X, then there exist two unitary (orthogonal, unitary symplectic)
matrices, U and V , and an (N + ν) × N diagonal matrix Σ with non-negative entries,
such that
X = UΣV −1. (A.19)
We refer to the diagonal entries of Σ as the singular values of X, and they are (up to an
ordering) uniquely determined by X. If we fix the phases of the first N entries in the first
column of U as well as a ν × ν matrix subgroup of U , then the decomposition is unique
up to a ordering of the singular values. The Jacobian reads
dβX =
∏
1≤i<j≤N
|σ2j − σ2i |β
N∏
k=1
σ
β(ν+1)−1
k dσkdµ(U)dµ(V ), (A.20)
with σi denoting the i-th singular value (double degenerate for β = 4) and dµ(U) =
[U−1dU ] and dµ(V ) = [V −1dV ] are the Haar measures on U(N + ν,Fβ)/U(1,Fβ)N ×
U(ν,Fβ) and U(N,Fβ), respectively.
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Proposition A.12 (QR decomposition). Let X˜ be a complex (real, quaternionic) (N +
ν)×N matrix, then there exists a decomposition,
X˜ = U˜
[
R+ T
0
]
, (A.21)
where U˜ is a unitary (orthogonal, unitary symplectic) matrix, T is a complex (real, quater-
nionic) N×N strictly upper-triangular matrix, and R is a positive semi-definite diagonal
matrix. If X˜ has full rank, then the decomposition can be made unique by fixing a ν × ν
matrix subgroup of U˜ . The corresponding Jacobian is given by
dβX˜ =
N∏
i=1
r
β(N+ν−i+1)−1
i drid
βTdµ(U˜), (A.22)
where ri are the (positive) diagonal entries of R (double degenerate for β = 4) and
dµ(U˜ ) = [U˜−1dU˜ ] is the Haar measure on U(N + ν,Fβ)/U(ν,Fβ).
Remark A.13. There is no permutation invariance of diagonal entries of R, such trans-
formations require pivoting, see [94].
Remark A.14. As we will see in section A.2.2, the QR decomposition is essential for
the study of products of random matrices. In addition to this, the QR decomposition
also plays a prominent rôle in numerical linear algebra as a part of the QR algorithm
which is used to obtain the Schur form (and therefore also the eigenvalues) of a matrix,
see [94]. Here, input from random matrix theory is relevant as well; Edelman et al. [65]
comment: “Notice that in earlier versions of lapack and matlab [Q,R]=qr(randn(n))
did not always yield Q with Haar measure. Random matrix theory provided the impetus
to fix this!”
Proposition A.15 (Block-QR decomposition). Let N be a positive integer and let ν, µ
be non-negative integers. Given an (N+ν)×(N+µ) complex (real, quaternionic) matrix,
X˜, then there exist complex (real, quaternionic) matrices X and T of size N × N and
(N + ν)×µ, respectively, as well as a unitary (orthogonal, unitary symplectic) matrix U ,
such that
X˜ = U˜
[
X
0
∣∣∣∣T ] (A.23)
The decomposition becomes unique if the matrix X˜ has full rank and we fix a diagonal
sub-group U(N,Fβ)× U(ν,Fβ). The Jacobian is
dβX˜ = det(X†X)βν/2γdβXdβTdµ(U), (A.24)
with dµ(U˜ ) = [U˜−1dU˜ ] denoting the Haar measure on U(N+ν,Fβ)/U(N,Fβ)×U(ν,Fβ).
Above we have considered only real-valued spectral properties. Now, let us turn to
eigenvalues of non-Hermitian matrices which may be complex. One way to approach this
is by means of an eigenvalue decomposition as in [91], see also [153]. However, we will
use a more modern approach, namely the Schur decomposition (which is also valuable for
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numerical computation due to the QR algorithm). This decomposition is more involved
than the decompositions given above and we will state the complex, quaternionic, and
real case separately.
Proposition A.16 (Complex Schur decomposition). Let X be a complex N ×N matrix;
there exist a unitary matrix U , a diagonal matrix Z, and strictly upper-triangular complex
matrix T , such that
X = U(Z + T )U−1. (A.25)
The diagonal entries of Z are the eigenvalues of X and they are (up to an ordering)
uniquely determined by X. If we fix the phases in the first column of U , then the decom-
position becomes unique up to the order of the eigenvalues. The Jacobian reads
d2X =
∏
1≤i<j≤N
|zj − zi|2
N∏
k=1
d2zkd
2Tdµ(U), (A.26)
where zi denote the i-th eigenvalue and dµ(U) = [U
−1dU ] is the Haar measure on
U(N)/U(1)N .
Proposition A.17 (Quaternionic Schur decomposition). Given a quaternionic N × N
matrix, X, then there exist a unitary symplectic matrix U , a diagonal matrix Z consisting
of complex conjugate pairs, and strictly upper-triangular quaternionic matrix T , such that
X = U(Z + T )U−1. (A.27)
Here, the diagonal entries of Z are the eigenvalues of X and they come in complex conju-
gate pairs. If the eigenvalues are non-degenerate, then the decomposition becomes unique
by fixing their order as well as the phases in the first column of U . The corresponding
Jacobian is
d4X =
∏
1≤i<j≤N
|zj − zi|2|zj − z∗i |2
N∏
k=1
|zk − z∗k|2d2zkd4Tdµ(U), (A.28)
where zi denotes an eigenvalue in the upper-half plane stemming from the i-th eigenvalue
pair and dµ(U) = [U−1dU ] is the Haar measure on USp(2N)/U(1)N .
Proposition A.18 (Real Schur decomposition). Let K and L be integers such that
K + 2L = N . Given N × N real asymmetric matrix, X, with K real eigenvalues (and
therefore L complex conjugate pairs), then there exists a factorisation in terms of real
matrices,
X = U
[
Λ + T 11 T 12
0 Z + T 22
]
U−1. (A.29)
Here T 11 is a K ×K strictly upper-triangular matrix, T 12 is a K × 2L matrix, and T 12
is a 2L × 2L matrix which is strictly upper-triangular in terms of 2 × 2 blocks; U is an
orthogonal matrix, Λ = diag(λ1, . . . , λK) is a K ×K diagonal matrix where the entries
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are (unordered) real eigenvalues, while Z is a 2L × 2L block diagonal matrix where the
j-th entry given by
(Z)jj =
[
xj cj + bj
cj − bj xj
]
, (A.30)
with b2j > c
2
j , such that zj = xj + i
√
b2j − c2j is a complex complex eigenvalue of X. The
corresponding Jacobian is given by
dX =
∏
1≤i<j≤K
|λj − λi|
∏
1≤i<j≤L
|zj − zi|2|zj − z∗i |2
K∏
i=1
L∏
j=1
|zj − λi|2
× dT 11dT 12dT 22dµ(U)
K∏
i=1
dλi
L∏
j=1
dxj dbj cjdcj , (A.31)
where dµ(U) is the Haar measure on O(N)/O(1)N .
Remark A.19. The Jacobian given in proposition A.18 is closely related to the Jacobian
presented in [61], but other parametrisations for the 2 × 2 block matrices are possible,
see e.g. [140].
A.2.2 Generalised decompositions
In this section, we present some generalisations of the decompositions from the previous
section. These decompositions are closely related to products of random matrices and
they have only recently appeared in the literature.
Proposition A.20 (Generalised block-QR decomposition). Let each X˜i (i = 1, . . . , n)
be an (N + νi) × (N + νi−1) complex (real, quaternionic) matrix, where N is a positive
integer and ν0, ν1, . . . , νn are non-negative integers. Then we have the decomposition,
X˜i = U˜i
[
Xi
0
∣∣∣∣Ti ]U˜−1i−1, i = 1, . . . , n, (A.32)
where U˜i are unitary (orthogonal, unitary symplectic) matrices, Xi are N × N complex
(real, quaternionic) matrices, and Ti are (N + νi) × νi−1 complex (real, quaternionic)
matrices for i = 1, . . . , n, while U˜0 is the (N+ν0)×(N+ν0) identity matrix. Furthermore,
if each individual matrix has full rank and we fix a diagonal sub-group U(N,Fβ)×U(νi,Fβ)
for each U˜i, then the decomposition becomes unique and the corresponding Jacobian is
n∏
i=1
dβX˜i =
n∏
i=1
det(X†iXi)
2βνi/2γdβXid
βTidµ(U˜i), (A.33)
where dµ(U˜i) = [U˜
−1
i dU˜i] is the Haar measure on U(N + νi,Fβ)/U(N,Fβ) × U(νi,Fβ)
and γ = 1, 1, 2 for β = 1, 2, 4.
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Proof. We first notice that the n = 1 case is nothing but the ‘ordinary’ block-QR decom-
position (proposition A.15). Next, let us assume that (A.32) holds for n− 1. Using this
we may write
X˜n · · · X˜1 = X˜nU˜n−1
[
Xn−1
0
∣∣∣∣Tn−1 ] · · · [X10
∣∣∣∣T1 ] (A.34)
with matrices defined as in the proposition. Here, we may use the block-QR decomposi-
tion of the matrix X˜nU˜n−1 which yields
X˜nU˜n−1 = U˜n
[
Xn
0
∣∣∣∣Tn ]. (A.35)
Thus, the complete decomposition follows by induction. Clearly, the generalised block-
QR decomposition becomes unique, if make each of n individual block-QR decomposi-
tions unique.
Now, let us turn to the Jacobian (A.33). We assume that (A.33) holds for n = k − 1
and let [dX˜k] denote the matrix of one-forms. We have
U˜−1k [dX˜k]U˜k−1 = [U˜
−1
k dU˜k]
[
Xk
0
∣∣∣∣Tk ]−[Xk0
∣∣∣∣Tk ][U˜−1k−1dU˜k−1]+[[dXk]0
∣∣∣∣ [dTk] ]. (A.36)
First, we notice that we may ignore the second term since all independent one-forms
from [U˜−1k−1dU˜k−1] (by assumption) already have appeared in the wedge product∧
1≤i<k
U˜−1i dX˜iU˜i−1. (A.37)
Second, since U˜k ∈ U(N + νk,Fβ)/U(N,Fβ)× U(νk,Fβ) it follows that
[U˜−1k dU˜k] =
[
0 −[dA]†
[dA] 0
]
, (A.38)
where [dA] is νk×N matrix of independent one-forms. Using these two observations, we
write (A.36) as
U˜−1k [dX˜k]U˜k−1 ≃
[
[dXk]
[dA]Xk
∣∣∣∣ [dTk] + [U˜−1k dU˜k]Tk ]. (A.39)
Here, ‘≃’ means equal up to terms depending on [U˜−1k−1dU˜k−1] which do not contribute
to the Jacobian. Writing out the wedge product, we have∧
U˜−1k [dX˜k]U˜k−1 =
∧
[dXk]
∧
[dA]Xk
∧
[dTk] (A.40)
and the well-known identity∧
a=1,...,νn
b=1,...,N
([dA]Xk)ab = det(X
†
kXk)
2βνk/2γ
∧
a=1,...,νn
b=1,...,N
[dA]ab. (A.41)
Combining (A.41) with (A.40), we see that if the Jacobian (A.33) is valid for n =
k − 1 then it holds for n = k as well. Since the n = 1 case is the familiar block-QR
decomposition, the Jacobian follows by induction.
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Remark A.21. Note that if we have ν0 = 0 in proposition A.20, then it follows that
X˜n · · · X˜1 = U˜n
[
Xn
0
∣∣∣∣Tn ] · · · [X20
∣∣∣∣T2 ] [X10
]
= U˜n
[
Xn · · ·X1
0
]
. (A.42)
This is an important property in section 2.2.3.
Corollary A.22. Let X˜i (i = 1, . . . , n) be as in proposition A.20. Then we have the
decomposition,
X˜i = U˜i
[
Xi 0
Ti
]
U˜−1i−1, i = 1, . . . , n, (A.43)
where Ui−1 are unitary (orthogonal, unitary symplectic) matrices, Xi are N ×N complex
(real, quaternionic) matrices, and Ti are νi × (N + νi−1) complex (real, quaternionic)
matrices for i = 1, . . . , n, while U˜n is the (N + νn)× (N + νn) identity matrix. Fixing a
diagonal sub-group U(N,Fβ) × U(νi−1,Fβ) for each U˜i makes the decomposition unique
assuming that the individual matrices has full rank. The corresponding Jacobian reads
n∏
i=1
dβX˜i =
n∏
i=1
det(X†iXi)
2βνi−1/2γdβXid
βTidµ(U˜i−1), (A.44)
where dµ(U˜i) = [U˜
−1
i dU˜i] is the Haar measure on U(N+νi,Fβ)/U(N,Fβ)×U(N, νi) and
γ = 1, 1, 2 for β = 1, 2, 4.
Proof. Follows from proposition A.20 by taking the Hermitian conjugate of (A.32).
Proposition A.23 (Generalised complex Schur decomposition). Let Xi (i = 1, . . . , n)
be a family of non-singular N×N complex matrices, then there exists a family of unitary,
diagonal, and strictly upper-triangular matrices, Ui, Zi and Ti (i = 1, . . . , n), such that
Xi = Ui(Zi + Ti)U
−1
i−1, i = 1, . . . , n U0 = Un. (A.45)
The decomposition becomes unique (up to an ordering) if we fix the phases of the first
column in each Ui (i = 1, . . . , n). The corresponding Jacobian reads
n∏
k=1
d2Xk =
∏
1≤i<j≤N
|zj − zi|2
n∏
k=1
d2Tkdµ(Uk)
N∏
ℓ=1
d2xk,ℓ, (A.46)
where xk,ℓ ∈ C is the ℓ-th diagonal entry in Zk and zℓ := x1,ℓ · · · xn,ℓ is the ℓ-th diagonal
entry in Z := Zn · · ·Z1 and, thus, is an eigenvalue of the product matrix Xn · · ·X1.
Finally, dµ(Uk) = [U
−1
k dUk] denotes the Haar measure on U(N)/U(1)
N .
Proof. It follows from the complex Schur decomposition (proposition A.16), that there
exists a unitary matrix Un, such that
U−10 Xn · · ·X1U0 = Z + T, (A.47)
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where Z is a diagonal matrix and T is a strictly upper-triangular matrix. Since X1U0 is
a complex matrix, we know from the QR decomposition (proposition A.12), that there
exists a unitary matrix U1 such that
X1U0 = U1(Z1 + T1) (A.48)
with Z1 and T1 denoting a diagonal and a strictly upper-triangular matrix, respec-
tively. Inserting this decomposition back into (A.47) and repeating the same idea for
X2, . . . ,Xn−1 yields
Xi = Ui(Zi + Ti)U
−1
i−1, i = 1, . . . , n− 1, (A.49)
U−10 XnUn−1(Zn−1 + Tn−1) · · · (Z1 + T1) = Z + T (A.50)
with Ui, Zi and Ti denoting unitary, diagonal, and strictly upper-triangular matrices as
before. We recall that each Xi is invertible and therefore so is Zi + Ti, thus
U−10 XnUn−1 = (Z + T )(Z1 + T1)
−1 · · · (Zn−1 + Tn−1)−1. (A.51)
Here, the right hand side is an upper-triangular matrix and the decomposition (A.47)
follows with
Zn := ZZ
−1
1 · · ·Z−1n−1, Tn := (Z + T )(Z1 + T1)−1 · · · (Zn−1 + Tn−1)−1 − Zn. (A.52)
As seen, the generalised Schur decomposition is a combination of an ‘ordinary’ Schur
decomposition and n − 1 QR decompositions, thus in order to make the generalised
decomposition unique we need to make each of the individual decompositions unique.
Up to an ordering of the eigenvalues of the product matrix, this can be done by fixing
the phases in the first column in Ui for every i.
The derivation of the Jacobian is given in [7].
Remark A.24. We note that the generalised Schur decomposition for n = 2 was previ-
ously known in the literature (sometimes called the QZ decomposition), see e.g. [94]. As
we have seen, the extension to arbitrary n can be done without too much effort; this was
originally presented in [1, 183] with inspiration from [7]. More surprising is the fact that
the Jacobian for the generalised Schur decomposition has the same form as the ‘ordinary’
Schur decomposition, see proposition A.16.
Proposition A.25 (Generalised quaternionic Schur decomposition). Given a family of
non-singular N ×N quaternionic matrices, Xi (i = 1, . . . , n), then there exists a family
of unitary symplectic, diagonal, and strictly upper-triangular quaternionic matrices, Ui,
Zi and Ti (i = 1, . . . , n), such that
Xi = Ui(Zi + Ti)U
−1
i−1, i = 1, . . . , n U0 = Un. (A.53)
Furthermore, if we order the eigenvalues of the product matrixXn · · ·X1 and fix the phases
of the first column in each Ui (i = 1, . . . , n) then the decomposition becomes unique and
the Jacobian reads
n∏
k=1
d4Xk =
∏
1≤i<j≤N
|zj − zi|2|zj − z∗i |2
n∏
k=1
d4Tkdµ(Uk)
N∏
ℓ=1
|zℓ − z∗ℓ |2d2zk,ℓ. (A.54)
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Here dµ(U) = [U−1dU ] denotes the Haar measure on USp(2N)/U(1)N , while zk,ℓ and z∗k,ℓ
are the (2ℓ−1)-th and the 2ℓ-th diagonal entry in Zk, respectively. Thus zℓ := z1,ℓ · · · zn,ℓ
is an eigenvalue of the product matrix Xn · · ·X1 which by fixing of the phases of the first
column in Un is chosen to belong the upper-half plane.
Proof. The derivation (A.47) to (A.52) carries over from the complex to the quaternionic
case by simple replacement of the field C with the skew-field H; finally (A.53) follows
due to the isomorphism between the 2× 2 block structure and the quaternions, see [13]
for details.
In order to find the Jacobian we follow [107]. Denoting the matrix of one-forms by
[dXi], we have (recall that U0 = Un)
U−1i [dXi]Ui−1 = [U
−1
i dUi](Zi + Ti)− (Zi + Ti)[U−1i−1dUi−1] + [dZi] + [dTi], (A.55)
for i = 1, . . . , n. Here, we have used the anti-Hermiticity, [Ui−1dU
−1
i−1] = −[U−1i−1dUi−1],
which follows from the constraint U †i−1Ui−1 = 1. We will consider the strictly lower-
triangular, the diagonal, and the strictly upper-triangular part of (A.55) separately (in-
terpreted in terms of quaternions or equivalently 2× 2 block matrices).
We start with the upper-triangular part, which is the simplest case. We have∧
k>ℓ
(U−1i [dXi]Ui−1)kℓ =
∧
k>ℓ
[dTi]kℓ + · · · (A.56)
but we notice that the one-forms [dTi]kℓ (the ‘kℓ’ subscript refer to the (k, ℓ)-th entry of
the matrix) only appear above the diagonal in (A.55) and since they all must appear in
the final exterior product it immediately follows that the contribution to the Jacobian is
trivial,
n∏
k=1
d4Tk. (A.57)
Henceforth, we will use ‘≃’ to mean equal up to terms that can not contribute to the
Jacobian.
Now, we can turn the lower-triangular part, which is significantly more difficult. We
have
(U−1i [dXi]Ui−1)kℓ =
∑
m≥ℓ
(
[U−1i dUi]km(Zi + Ti)mℓ − (Zi + Ti)km[U−1i−1dUi−1]mℓ
)
(A.58)
with k < ℓ. Here the sum starts at m = ℓ since Zi + Ti consists of only zeros below the
diagonal. We would like to take the wedge product with respect to indices k < ℓ. Since
each [U−1i dUi]kℓ can appear at most once in the final wedge product (and similarly for
[U−1i−1dUi−1]kℓ), we have∧
k<ℓ
(U−1i [dXi]Ui−1)kℓ =
∧
k<ℓ
(
[U−1i dUi]kℓ(Zi)ℓℓ − (Zi)kk[U−1i−1dUi−1]kℓ
)
. (A.59)
The next step is easier if we introduce some new notation. Let ‘vec’ denote the vec-
torisation operator which transform a matrix into a vector by stacking its columns; and
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let ⊗ denote the Kronecker product (tensor product). Using the identity vec(ABC) =
(CT ⊗A) vecB (see e.g. [104, 192, 62]), we see that∧
k<ℓ
vec(U−1i [dXi]Ui−1)kℓ =∧
k<ℓ
(
((Zi)
T
ℓℓ ⊗ 1) vec[U−1i dUi]kℓ − (1⊗ (Zi)kk) vec[U−1i−1dUi−1]kℓ
)
(A.60)
with 1 denoting the 2 × 2 identity matrix. We can now take the exterior product with
respect to the index i, which yields
n∧
i=1
∧
k<ℓ
vec(U−1i [dXi]Ui−1)kℓ =
∏
k<ℓ
det
[ n∏
i=1
((Zi)
T
ℓℓ ⊗ 1)−
n∏
i=1
(1⊗ (Zi)kk)
] n∧
i=1
∧
k<ℓ
vec[U−1i dUi]kℓ. (A.61)
Let Z = Zn · · ·Z1, i.e. a (block) diagonal matrix with entries (Z)ℓℓ = (Zn)ℓℓ · · · (Z1)ℓℓ,
then using identity (A⊗B)(C ⊗D) = (AC)⊗ (BD) we find
n∧
i=1
∧
k<ℓ
vec(U−1i [dXi]Ui−1)kℓ =
∏
k<ℓ
det
[
(Z)Tℓℓ ⊗ 1− 1⊗ (Z)kk
] n∧
i=1
∧
k<ℓ
vec[U−1i dUi]kℓ.
(A.62)
Thus, the contribution to the Jacobian (A.54) from the terms below the diagonal in (A.55)
is given by ∏
1≤i<j≤N
∣∣∣det [(Z)Tjj ⊗ 1− 1⊗ (Z)ii]∣∣∣ n∏
k=1
dµ(Uk), (A.63)
where dµ(Uk) is the Haar measure on USp(2N)/USp(2). Note that the unitary integral
differs from (A.54), since the contribution from [U−1i dUi]kk has not been included yet.
The determinantal prefactor is the 2×2 block analogue of the Vandermonde determinant
and due to the quaternionic structure, (Z)ii = diag(zi, z∗i ), we have∏
1≤i<j≤N
∣∣∣det [(Z)Tjj ⊗ 1− 1⊗ (Z)ii]∣∣∣ = ∏
1≤i<j≤N
|zj − zi|2|zj − z∗i |2. (A.64)
by evaluation of the determinant.
It remains only to investigate the diagonal terms in (A.55), i.e. terms of the form
(U−1i [dXi]Ui−1)kk = [U
−1
i dUi]kk(Zi)kk − (Zi)kk[U−1i−1dUi−1]kk + [dZi]kk. (A.65)
Here, we will exploit the internal structure of the 2× 2 block matrices. To do so, we first
recall that (Ui)kk ∈ USp(2)/U(1) and (Zi)kk = diag(zi, z∗i ), hence
[U−1j dUj ]kk =
[
0 −dα∗j,k
dαj,k 0
]
and [dZi]kk =
[
dzj,k 0
0 dz∗j,k
]
, (A.66)
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where dαj,k and dzj,k are complex one-forms (different for all j = 1, . . . , n and k =
1, . . . , N). Writing (A.65) in matrix form, we find
(U−1i [dXi]Ui−1)kk =
[
dzj,k −(dα∗j,kz∗j,k − zj,kdα∗j−1,k)
(dαj,kzj,k − z∗j,kdαj−1,k) dz∗j,k
]
. (A.67)
Now, we can to take the exterior product with respect to the indices i and k, and we
read off the contribution from the diagonal part of (A.55) to the Jacobian,
N∏
k=1
|zk − z∗k|2dµ(Uk)
n∏
j=1
d2zj,k (A.68)
with zk = zn,k · · · z1,k as above and dµ(Uk) denoting the Haar measure on USp(2)/U(1).
Finally, we can combine (A.57), (A.63), and (A.68) which gives (A.54) and completes
the derivation of the Jacobian.
Proposition A.26 (Generalised real Schur decomposition). Let K and L be integers
such that K + 2L = N . Consider a family Xi (i = 1, . . . , n) of non-singular N ×N real
matrices, such that the product matrix Xn · · ·X1 has at least K real eigenvalues. We can
decompose each matrix Xi as
Xi = Ui
[
Λi + T
11
i T
12
i
0 Zi + T
22
i
]
U−1i−1, (A.69)
where Λi = diag(λi,1, . . . , λi,K) is a K×K real diagonal matrix, Zi = diag(Zi,1, . . . , Zi,L)
is a block diagonal matrix constructed from L real 2× 2 block matrices, T 11i is a K ×K
real upper-triangular matrix, T 12i is a K×2L real matrix, T 22i is a 2L×2L real 2×2 block
upper-triangular matrix, while Ui and Ui−1 are orthogonal matrices with the constraint
U0 = Un. The decomposition becomes unique up to reordering of the (block) diagonal
elements of the product matrix if we fix the sign in the first K column as well as a
diagonal subgroup, O(2)L, of each Ui.
Furthermore, λj := λ1,j · · ·λn,j (j = 1, . . . ,K) are real eigenvalues of Xn · · ·X1,
while the remaining 2L eigenvalues may be either real or complex conjugate pairs; these
are given as the eigenvalues of the 2 × 2 matrices defined by (Z)jj = Z1,j · · ·Zn,j (j =
1, . . . , L). The corresponding Jacobian reads
n∏
i=1
dXi =
∏
1≤i<j≤K
|λj−λi|
∏
1≤i<j≤L
|det[(Z)Tjj⊗1−1⊗(Z)ii]|
K∏
i=1
L∏
j=1
|det[(Z)jj−1⊗λi]|
×
n∏
i=1
dT 11i dT
12
i dT
22
i dµ(Ui)
K∏
j=1
dλi,j
L∏
h=1
dZi,h, (A.70)
where dµ(Ui) denotes the Haar measure on O(N)/O(1)K ×O(2)L and dZi,h denotes the
flat measure on R2×2.
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Proof. If K = N , then the derivation (A.47) to (A.52) carries over from the complex
to the real case by simple replacement of the field C with the field R. If the product
matrix has less than N real eigenvalues and, thus, K < N , then there is no orthogo-
nal similarity transformation which brings the product matrix to upper-triangular form,
cf. section A.1.2 and proposition A.18. However, if we replace a sufficient number of
diagonal elements with 2× 2 blocks, then we can follow exactly the same step as in the
derivation (A.47) to (A.52), which gives us (A.69).
In order to find the Jacobian, we essentially follow the same steps as in the proof
of proposition A.25. Denoting the matrix of one-forms by [dXi], we have (recall that
U0 = Un)
U−1i [dXi]Ui−1 = [U
−1
i dUi]
[
Λi + T
11
i T
12
i
0 Zi + T
22
i
]
−
[
Λi + T
11
i T
12
i
0 Zi + T
22
i
]
[U−1i−1dUi−1]
+
[
[dΛi] + [dT
11
i ] [dT
12
i ]
0 [dZi] + [dT
22
i ]
]
. (A.71)
We need to look at the exterior product
∧
a,b(U
−1
i [dXi]Ui−1)ab. For notational simplicity,
it is convenient to let the ab-index denote 1×2 block matrices for a ≤ K < b, 2×1 block
matrices for b ≤ K < a, and 2× 2 block matrices for K < a, b, i.e. we use the following
block structure [
1× 1 1× 2
2× 1 2× 2
]
. (A.72)
Since each of the one-forms must appear in the final exterior product, we immediately
see that the contribution to the Jacobian from the (block) upper-triangular part is
∧
a≤b≤K
(U−1i [dXi]Ui−1)ab ≃
∧
a<b≤K
[dT 11i ]ab
K∧
c=1
dλi,c, (A.73)
∧
K<a≤b
(U−1i [dXi]Ui−1)ab ≃
∧
K<a≤b
[dT 22i ]ab
L∧
h=1
dZi,h, (A.74)
∧
a≤K<b
(U−1i [dXi]Ui−1)ab ≃
∧
a≤K<b
[dT 12i ]ab. (A.75)
Here ‘≃’ means equal up to terms that do not contribute to the Jacobian.
The contribution to the Jacobian from the (block) lower-triangular part can be ob-
tained following essentially the same steps as in the proof of proposition A.25. This
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gives
n∧
i=1
∧
b<a≤K
(U−1i [dXi]Ui−1)ab =
∏
1≤b<a≤K
(λa − λb)
n∧
i=1
∧
b<a≤K
[U−1i dUi]ab, (A.76)
n∧
i=1
∧
K<b<a
(U−1i [dXi]Ui−1)ab =
∏
1≤b<a≤L
det[(Z)Taa ⊗ 1− 1⊗ (Z)bb]
n∧
i=1
∧
K<b<a
[U−1i dUi]ab,
(A.77)
n∧
i=1
∧
b≤K<a
(U−1i [dXi]Ui−1)ab =
L∏
a=1
K∏
b=1
det[(Z)aa − 1⊗ λa]
n∧
i=1
∧
b≤K<a
[U−1i dUi]ab, (A.78)
where we have used the notation λa = λ1,a · · ·λn,a and (Z)aa = Z1,a · · ·Zn,a introduced
earlier. Combining the contributions from the lower- and upper-triangular part yields
the Jacobian (A.70) and completes the proof.
Remark A.27. We emphasise that even though the Jacobian (A.70) might look unfa-
miliar, it is nothing but a Vandermonde determinant. Let us assume that the product
matrix has exactly K real eigenvalues such that the eigenvalues of each (Z)ii is a complex
conjugate pair denoted by zi (z∗i ), then we have∏
1≤i<j≤K
|λj − λi|
∏
1≤i<j≤L
|det[(Z)Tjj ⊗ 1− 1⊗ (Z)ii]|
∏
i=1,...,K
j=1,...,L
|det[(Z)jj − 1⊗ λi]|
=
∏
1≤i<j≤K
|λj − λi|
∏
1≤i<j≤L
|zj − zi|2|zj − z∗i |2
∏
i=1,...,K
j=1,...,L
|zj − λi|2. (A.79)
The equality is easily seen to hold, if we use the identities
(B ⊗A)(X ⊗ 1− 1⊗ Y )(B−1 ⊗A−1) = (BXB−1 ⊗ 1− 1⊗AY A−1), (A.80)
(B ⊗A)−1 = B−1 ⊗A−1, (A.81)
where A and B are non-singular matrices. Due to these identities, the two matrices
(Z)ii and (Z)jj in the second determinant on the first line in (A.79) may be diagonalised
independently and the evaluation of the determinant becomes a trivial matter.
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Appendix B
Higher transcendental functions
For easy reference, we will in this appendix collect some definitions and identities for the
higher transcendental functions which are used frequently throughout this thesis; namely
the gamma, the digamma, the hypergeometric and the Meijer G-function. The Meijer
G-function is probably the less well-known of these functions but it is nonetheless of the
utmost importance for the topic of this thesis. For general reference the reader is referred
to [164, 67, 100, 145, 196].
B.1 Gamma and digamma functions
This section summarises some formulae for the gamma and digamma function which
are used repeatedly in this thesis. All the formulae stated in this section can be found
in [164].
The well-known gamma function is a meromorphic function with no zeros and with
simple poles at the non-positive integers. It is (typically) defined as
Γ[z] =
∫ ∞
0
dt e−ttz−1 (B.1)
for Re z > 0 and by analytic continuation for Re z ≤ 0. Similarly, the digamma function
(also known as the Euler psi function)
ψ(z) :=
Γ′[z]
Γ[z]
. (B.2)
is a meromorphic function with no zeros and with simple poles of residue −1 at the
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non-positive integers. We need the following simple relations,
Γ[z + 1] = zΓ[z], ψ(z + 1) = ψ(z) +
1
z
, (B.3)
Γ[z]Γ[1− z] = π
sinπz
, ψ[z]ψ[1 − z] = − π
tanπz
, (B.4)
which are known as the recurrence and reflection formulae, respectively. Additionally, we
will use the Gauss multiplication formula
Γ[nz] = (2π)(1−n)/2nnz−1/2
n∏
k=1
Γ
[
z + k−1n
]
, (B.5)
where n is a positive integer.
We also need some asymptotic formulae for the gamma function. Stirling’s formula
states that
Γ[z] = (2π)1/2zz−1/2e−z
(
1 +
1
12z
+O(z−2)
)
, (B.6)
for z →∞ in the sector |arg z| < π. We have an equivalent formula for ratios of gamma
functions,
Γ[z + a]
Γ[z + b]
= za−b(1 +O(z−1)) (B.7)
for z →∞ in the sector |arg z| < π with a and b denoting complex constants.
The analogue of Stirling’s formula for the digamma function is
ψ(z) = log z − 1
2z
+O(z−2) (B.8)
for z →∞ in the sector |arg z| < π.
B.2 Hypergeometric and Meijer G-Functions
Let us first consider the (generalised) hypergeometric function, which is defined as a
power series
pFq
(a1, . . . , ap
b1, . . . , bq
∣∣∣ z) := ∞∑
k=0
∏p
i=1(ai)k∏q
j=1(bj)k
zk
k!
(B.9)
in the region of convergence. Here p and q are non-negative integers, ai (i = 1, . . . , p) and
bj (j = 1, . . . , q) are real or complex parameters, and the Pochhammer symbol is defined
as (a)0 = 1 and (a)k = a(a+ 1) · · · (a+ k− 1) for k ≥ 1 (the bj’s cannot be non-positive
integers unless the corresponding singularities cancel due to zeros in the numerator). In
the special case when one of the ai’s is a non-positive integer, the sum terminates and
the hypergeometric function becomes a polynomial,
p+1Fq
(−n, a1, . . . , ap
b1, . . . , bq
∣∣∣ z) := n∑
k=0
(−1)kn!
(n− k)!
∏p
i=1(ai)k∏q
j=1(bj)k
zk
k!
, n = 0, 1, 2, . . . (B.10)
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For our purpose, a particularly important example of a hypergeometric polynomial is the
(associated) Laguerre polynomial which may be written as
Lνn(x) =
(ν + 1)n
n!
1F1
( −n
ν + 1
∣∣∣ x). (B.11)
The Laguerre polynomials appear naturally in the study of the Wishart ensemble (see
e.g. [78]). In section 3.1.2, where we consider the Wishart product ensemble, we will face
a generalised version of these polynomials given as a more complicated hypergeometric
function or, equivalently, a Meijer G-function.
Definition B.1. The Meijer G-function is defined through a contour integral in the
complex plane [67],
Gm,np,q
(a1, . . . , ap
b1, . . . , bq
∣∣∣ z) := 1
2πi
∫
L
du zu
∏m
i=1 Γ[bi − u]
∏n
i=1 Γ[1− ai + u]∏p
i=n+1 Γ[ai − u]
∏q
i=m+1 Γ[1− bi + u]
. (B.12)
Here an empty product is interpreted as unity, 0 ≤ m ≤ q and 0 ≤ n ≤ p are integers,
while ai (i = 1, . . . , p) and bj (j = 1, . . . , q) are real or complex parameters with the
constraint that no pole of
∏m
i=1 Γ[bi − u] coincides with any pole of
∏n
i=1 Γ[1 − ai + u].
There are three possible choices for the contour L:
(i) The contour runs from −i∞ to +i∞ and the path is chosen such that all poles∏m
i=1 Γ[bi − u] are to the right of L, while all poles of
∏n
i=1 Γ[1− ai + u] are to the
left of L. The integral converges ifm+n > 12(p+q) and |arg z| < π(m+n− 12(p+q)).
(ii) The contour forms a loop starting and ending at +∞, such that it encircles all poles∏m
i=1 Γ[bi − u] once in the negative direction, but none of the poles stemming from∏n
i=1 Γ[1 − ai + u]. In this case, the integral converges for all z(6= 0) if q > p and
for 0 < |z| < 1 if q = p ≥ 1.
(iii) The contour forms a loop starting and ending at −∞, such that it encircles all poles∏n
i=1 Γ[1 − ai + u] once in the positive direction, but none of the poles stemming
from
∏m
i=1 Γ[bi − u]. In this case, the integral converges for all z(6= 0) if q < p and
for 1 < |z| if q = p ≥ 1.
The Meijer G-function is defined when the integral converges.
Remark B.2. The criteria of convergence stated in the definition may be established
using Stirling’s approximation for the gamma functions in the integrand. Note that if
more than one of the contours (i-iii) result in a convergent integral then they will also
yield the same result.
Remark B.3. In order to avoid too much repetition, we will assume that the above
stated conditions of convergence are fulfilled for all formulae introduced below. We
additionally note that, as a consequence of its definition, the Meijer G-function is an
analytic function for all z (where it is defined) with the possible exceptions of the origin,
z = 0, the unit circle, |z| = 1, and infinity.
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The Meijer G-function generalises the hypergeometric function in the sense that any
hypergeometric function can be written as Meijer G-function. Due to (B.12), this also
gives an explicit contour integral representation of the hypergeometric functions, which
will be useful for analytical computations. In the non-polynomial case, we have [67]
pFq
(a1, . . . , ap
b1, . . . , bq
∣∣∣ z) = ∏qj=1 Γ[bj ]∏p
i=1 Γ[ai]
G1,pp,q+1
( 1− a1, . . . , 1− ap
0, 1 − b1, . . . , 1− bq
∣∣∣ − z) (B.13)
with parameters as above. In the polynomial case, we will need the formula
p+1Fq
(−n, a1, . . . , ap
b1, . . . , bq
∣∣∣ z) = ∏qj=1 Γ[bj]∏p
i=1 Γ[ai]
G1,pp+1,q+1
(1− a1, . . . , 1− ap, n+ 1
0, 1 − b1, . . . , 1− bq
∣∣∣ z), (B.14)
which is valid for p < q. Both (B.13) and (B.14) are obtained by writing the Meijer
G-function as a sum over the residues.
In this thesis, we will several times be faced with Meijer G-functions with m = p = q
and n = 0. In this case the contour changes discontinuously when z crosses the unit
circle, which typically gives rise to non-analytic behaviour. Let us mention two simple
but important examples on the positive half-line:
G1,01,1
( 1
0
∣∣∣x) = {1 for 0 ≤ x ≤ 1
0 for 1 < x
, G1,01,1
( 1
−12
∣∣∣ x) = {
√
4(1−x)
πx for 0 ≤ x ≤ 1
0 for 1 < x
.
(B.15)
The former is the Heaviside step function which is discontinuous at unity, while the
latter is the Marčenko–Pastur density (on the unit interval) which is continuous but not
differentiable at unity. Both cases are immediate consequences of the residue theorem.
In addition to the cases mentioned above, the following relations between the Meijer
G-function and other special functions will be used in this thesis [67],
G1,00,1
(−
ν
∣∣∣ x) = xνe−x, G1,00,2( −ν, 0 ∣∣∣ x) = xν/2Jν(2√x),
G1,11,2
(−n− ν
0,−ν
∣∣∣ x) = n!e−xLνn(x), G2,00,2( −ν, 0 ∣∣∣ x) = 2xν/2Kν(2√x).
(B.16)
Here Lνn(x) denote the Laguerre polynomial, while Jν(x) and Kν(x) are Bessel functions.
Furthermore, we need the following simple identities for the Meijer G-function: by
cancellations of gamma functions in the integrand in the definition (B.12), we have
Gm,np,q
( a1, . . . , ap
b1, . . . , bq−1, a1
∣∣∣ z) = Gm,n−1p−1,q−1( a2, . . . , apb1, . . . , bq−1
∣∣∣ z), n, p, q ≥ 1, (B.17)
Gm,np,q
(a1, . . . , ap−1, b1
b1, . . . , bq
∣∣∣ z) = Gm−1,np−1,q−1(a1, . . . , ap−1b2, . . . , bq
∣∣∣ z), m, p, q ≥ 1; (B.18)
by shifting the contour, we have
xcGm,np,q
(a1, . . . , ap
b1, . . . , bq
∣∣∣x) = Gm,np,q (a1 + c, . . . , ap + cb1 + c, . . . , bq + c
∣∣∣x) (B.19)
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where c is a constant; and finally by changing the direction of the contour
Gm,np,q
(a1, . . . , ap
b1, . . . , bq
∣∣∣ 1
z
)
= Gn,mq,p
(1− a1, . . . , 1− ap
1− b1, . . . , 1− bq
∣∣∣ z) (B.20)
which maps zero to infinity and vice versa.
As discussed in section 2.1 the Meijer G-function plays an important rôle when consid-
ering products of independent random variables due to its close relation with the Mellin
transform. Let us consider the Mellin transform of a Meijer G-function [67],∫ ∞
0
dxxs−1Gm,np,q
(a1, . . . , ap
b1, . . . , bq
∣∣∣ xy) = 1
ys
∏m
i=1 Γ(bi + s)
∏n
j=1 Γ(1− aj − s)∏q
k=m+1 Γ(1− bk − s)
∏p
ℓ=n+1 Γ(aℓ + s)
.
(B.21)
This means that we may think of the Meijer G-function as the inverse Mellin transform
with respect to s of the right hand side in (B.21) whenever this transform exists and is
unique.
The relation between the Meijer G-function and products of independent random
variables may be used to establish the following n-fold integral representations [182],
Gn,00,n
( −
ν1, . . . , νn
∣∣∣ x) = [ n∏
i=1
∫ ∞
0
dxi x
νi
i e
−xi
]
δ(xn · · · x1 − x) (B.22)
Gn,0n,n
(µ1, . . . , µn
ν1, . . . , νn
∣∣∣ x) = [ n∏
i=1
∫ 1
0
dxi
xνii (1− xi)µi−νi−1
Γ[µi − νi]
]
δ(xn · · · x1 − x), (B.23)
where x ∈ (0,∞) and −µi > νi > −1 (i = 1, . . . , n). After multiplication with a
factor
∏n
i=1 Γ[νi + 1]
−1, the Meijer G-function (B.22) becomes the density of a product
of n independent gamma-distributed random scalars, while (B.23) becomes the density
of a product of n independent beta-distributed random scalars after multiplication by∏n
i=1 Γ[νi + µi + 2]/Γ[νi + 1].
With a change of variables like in (2.2), the representations (B.22) and (B.23) may
be written as (n−1)-fold Mellin convolutions, where each convolution transforms a lower
order Meijer G-function into a higher order Meijer G-function. These results are part
of a more general integration formula which says the Mellin convolution of two Meijer
G-functions gives another Meijer G-function [173],
Gm+µ,n+νp+σ,q+τ
(a1, . . . , an, c1, . . . , cσ, an+1, . . . , ap
b1, . . . , bm, d1, . . . , dτ , bm+1, . . . , bq
∣∣∣ ηω)
=
∫ ∞
0
dx
x
Gm,np,q
(a1, . . . , ap
b1, . . . , bq
∣∣∣ ηx)Gµ,νσ,τ (c1, . . . , cσd1, . . . , dτ
∣∣∣ ω
x
)
=
∫ ∞
0
dx
ω
Gm,np,q
(a1, . . . , ap
b1, . . . , bq
∣∣∣ ηx)Gµ,νσ,τ (−c1, . . . ,−cσ−d1, . . . ,−dτ
∣∣∣ x
ω
)
;
(B.24)
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this integration formula is valid whenever each of the individual Meijer G-functions is
well-defined. For the purpose of this thesis two cases are of particular importance:
Gm+1,np,q+1
( a1, . . . , ap
ν, b1, . . . , bq
∣∣∣ y) = ∫ ∞
0
dx
x
e−xxνGm,np,q
(a1, . . . , ap
b1, . . . , bq
∣∣∣ y
x
)
=
∫ ∞
0
dx
x
e−1/xx−νGm,np,q
(a1, . . . , ap
b1, . . . , bq
∣∣∣ xy), (B.25)
which is related to products of gamma distributed random variables (B.22) and
Gm+1,np+1,q+1
(a1, . . . , ap, µ
ν, b1, . . . , bq
∣∣∣ y) = ∫ 1
0
dx
x
xν(1− x)µ−ν−1
Γ[µ− ν] G
m,n
p,q
(a1, . . . , ap
b1, . . . , bq
∣∣∣ y
x
)
=
∫ ∞
1
dx
x
x1−µ(x− 1)µ−ν−1
Γ[µ − ν] G
m,n
p,q
(a1, . . . , ap
b1, . . . , bq
∣∣∣xy) (B.26)
which is related to products of beta distributed random variables (B.23).
Many integrals found in this thesis either are performed using the above given inte-
gration formula for Meijer G-functions. One of the benefits of using (B.24) to perform
(even quite simple) integrals is that the method is very systematic. This is also the reason
why similar methods are often favoured in computer implementations; Wolfram’s Math-
ematica writes in Notes on Internal Implementation: “Many other definite integrals are
done using Marichev–Adamchik Mellin transform methods. The results are often ini-
tially expressed in terms of Meijer G-functions, which are converted into hypergeometric
functions using Slater’s Theorem and then simplified.”
The last property of the Meijer G-function that we will need is the asymptotic be-
haviour for large argument. We have [74, 145]
Gm,00,m
( −
b1, . . . , bm
∣∣∣ z) ∼ 1√
m
(2π
z
)m−1
2
e−mz
1/z
z(b1+···+bm)/m(1 +O(z−1/m)) (B.27)
as z →∞.
We end this appendix by mentioning the Fox H-function which generalises the Meijer
G-function similarly to the way the Fox–Wright function generalises the hypergeometric
function. Analogously to the Meijer G-function, the Fox H-function is defined as a
contour integral in the complex plane,
Hm,np,q
(
(a1, A1), . . . , (ap, Ap)
(b1, B1), . . . , (bq, Bq)
∣∣∣∣ z) =∫
L
du zu
2πi
∏m
i=1 Γ[bi −Biu]
∏n
i=1 Γ[1− ai +Aiu]∏p
i=n+1 Γ[ai −Aiu]
∏q
i=m+1 Γ[1− bi +Biu]
,
(B.28)
where 0 ≤ m ≤ q and 0 ≤ n ≤ p are integers, ai, Ai (i = 1, . . . , p) and bj , Bj (j =
1, . . . , q) are constants and the contour, L, separates the poles of the two products in the
numerator; see [150] for precise statements of constraints and criteria for convergence. In
many aspects the Fox H-function is no harder to work with than the Meijer G-function,
e.g. all the identities for the Meijer G-functions mentioned above have direct analogues
in terms of the Fox H-function (see [150]). A comparison between (3.53) and (3.60)
shows that the use of the Fox H-function sometimes simplifies formulae considerably.
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Moreover, the Fox H-function was given a prominent rôle in study of the algebra of
random variables [182]. The main drawback of the function is that it is not included in
standard tables of special functions, such as [164] and [100], neither is it predefined in
mathematical software such as Mathematica and Maple.
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