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Abstract
For M a closed manifold or the Euclidean space Rn we present a
detailed proof of regularity properties of the composition ofHs-regular
diffeomorphisms of M for s > 1
2
dimM + 1.
1 Introduction
In this paper we are concerned with groups of diffeomorphisms on a smooth
manifold M . Our interest in these groups stems from Arnold’s seminal pa-
per [4] on hydrodynamics. He suggested that the Euler equation modeling a
perfect fluid on a (oriented) Riemannian manifold M can be reformulated as
the equation for geodesics on the group of volume (and orientation) preserv-
ing diffeomorphims of M . In this way properties of solutions of the Euler
equation can be expressed in geometric terms – see [4]. In the sequel, Ebin
and Marsden [14], [15] used this approach to great success to study the initial
value problem for the Euler equation on a compact manifold, possibly with
boundary. Later it was observed that other nonlinear evolution equations
such as Burgers equation [6], KdV, or the Camassa Holm equation [7], [17]
can be viewed in a similar way – see [22], [32], as well as [5], [19], and [23].
In particular, for the study of the solutions of the Camassa Holm equation,
∗Supported in part by the Swiss National Science Foundation
†Supported in part by NSF DMS-0901443
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this approach has turned out to be very useful – see e.g. [12], [33]. In ad-
dition, following Arnold’s suggestions [4], numerous papers aim at relating
the stability of the flows to the geometry of the groups of diffeomorphisms
considered – see e.g. [5].
In various settings, the space of diffeomorphisms of a given manifold with
prescribed regularity turns out to be a (infinite dimensional) topological
group with the group operation given by the composition – see e.g. [15,
p 155] for a quite detailed historical account. In order for such a group of
diffeomorphisms to be a Lie group, the composition and the inverse map
have to be C∞-smooth. A straightforward formal computation shows that
the differential of the left translation Lψ : ϕ 7→ ψ ◦ ϕ of a diffeomorphism ϕ
by a diffeomorphism ψ in direction h : M → TM can be formally computed
to be
(dϕLψ)(h)(x) = (dϕ(x)ψ)(h(x)), x ∈M
and hence involves a loss of derivative of ψ. As a consequence, for a space
of diffeomorphisms of M to be a Lie group it is necessary that they are
C∞-smooth and hence such a group cannot have the structure of a Banach
manifold, but only of a Fre´chet manifold. It is well known that the calculus in
Fre´chet manifolds is quite involved as the classical inverse function theorem
does not hold, cf. e.g. [18], [24]. Various aspects of Fre´chet Lie groups of
diffeomorphisms have been investigated – see e.g. [18], [31], [34], [35]. In
particular, Riemann exponential maps have been studied in [10], [11], [20],
[21].
However, in many situations, one has to consider diffeomorphisms of
Sobolev type – see e.g. [12], [13], [14]. In this paper we are concerned
with composition of maps in Hs(M) ≡ Hs(M,M). It seems to be unknown
whether, in general, the composition of two maps in Hs(M) with s an integer
satisfying s > n/2 is again in Hs(M). In all known proofs one needs that
one of the maps is a diffeomorphism or, alternatively, is C∞-smooth.
First we consider the case where M is the Euclidean space Rn, n ≥ 1.
Denote by Diff1+(R
n) the space of orientation preserving C1-diffeomorphisms
of Rn, i.e. the space of bijective C1-maps ϕ : Rn → Rn so that det(dxϕ) > 0
for any x ∈ Rn and ϕ−1 : Rn → Rn is a C1-map as well. For any integer s
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with s > n/2 + 1 introduce
Ds(Rn) := {ϕ ∈ Diff1+(R
n) |ϕ− id ∈ Hs(Rn)}
where Hs(Rn) = Hs(Rn,Rn) and Hs(Rn,Rd) is the Hilbert space
Hs(Rn,Rd) := {f = (f1, . . . , fd) | fi ∈ H
s(Rn,R), i = 1, . . . , d}
with Hs-norm ‖ · ‖s given by
‖f‖s =
( d∑
i=1
‖fi‖
2
s
)1/2
and Hs(Rn,R) is the Hilbert space of elements g ∈ L2(Rn,R) with the
property that the distributional derivatives ∂αg, α ∈ Zn≥0, up to order |α| ≤ s
are in L2(Rn,R). Its norm is given by
‖g‖s =
( ∑
|α|≤s
∫
Rn
|∂αg|2dx
)1/2
. (1)
Here we used multi-index notation, i.e. α = (α1, . . . , αn) ∈ Z
n
≥0, |α| =∑n
i=1 αi, x = (x1, . . . , xn), and ∂
α ≡ ∂αx = ∂
α1
x1 · · ·∂
αn
xn . As s > n/2 + 1 it
follows from the Sobolev embedding theorem that
Ds(Rn)− id = {ϕ− id | ϕ ∈ Ds(Rn)}
is an open subset of Hs(Rn) – see Corollary 2.1 below. In this way Ds(Rn)
becomes a Hilbert manifold modeled on Hs(Rn). In Section 2 of this paper
we present a detailed proof of the following
Theorem 1.1. For any r ∈ Z≥0 and any integer s with s > n/2 + 1
µ : Hs+r(Rn,Rd)×Ds(Rn)→ Hs(Rn,Rd), (u, ϕ) 7→ u ◦ ϕ (2)
and
inv : Ds+r(Rn)→ Ds(Rn), ϕ 7→ ϕ−1 (3)
are Cr-maps.
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Remark 1.1. To the best of our knowledge there is no proof of Theorem
1.1 available in the literature. Besides being of interest in itself we will use
Theorem 1.1 and its proof to show Theorem 1.2 stated below. Note that the
case r = 0 was considered in [8].
Remark 1.2. The proof for the Cr-regularity of the inverse map is valid in
a much more general context: using that Ds(Rn) is a topological group and
that the composition
Ds+r(Rn)×Ds(Rn)→ Ds(Rn), (ψ, ϕ) 7→ ψ ◦ ϕ
is Cr-smooth we apply the implicit function theorem to show that the inverse
map
Ds+r(Rn)→ Ds(Rn), ϕ 7→ ϕ−1
is a Cr-map as well.
Remark 1.3. By considering lifts to Rn of diffeomorphisms of Tn = Rn/Zn,
the same arguments as in the proof of Theorem 1.1 can be used to show
corresponding results for the group Ds(Tn) of Hs-regular diffeomorphisms
on Tn.
In Section 3 and Section 4 of this paper we discuss various classes of diffeo-
morphisms on a closed1 manifold M . For any integer s with s > n/2 the set
Hs(M) of Sobolev maps is defined by using coordinate charts of M . More
precisely, let M be a closed manifold of dimension n and N a C∞-manifold
of dimension d. We say that a continuous map f : M → N is an element in
Hs(M,N) if for any x ∈M there exists a chart χ : U → U ⊆ Rn of M with
x ∈ U , and a chart η : V → V ⊆ Rd of N with f(x) ∈ V, such that f(U) ⊆ V
and
η ◦ f ◦ χ−1 : U → V
is an element in the Sobolev space Hs(U,Rd). Here Hs(U,Rd) – similarly
defined as Hs(Rn,Rd) – is the Hilbert space of elements in L2(U,Rd) whose
distributional derivatives up to order s are L2-integrable. In Section 3 we
introduce a C∞-differentiable structure on the space Hs(M,N) in terms of
a specific cover by open sets which is especially well suited for proving regu-
larity properties of the composition of mappings as well as other applications
1i.e., a compact C∞-manifold without boundary
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presented in subsequent work. The main property of this cover of Hs(M,N)
is that each of its open sets can be embedded into a finite cartesian product
of Sobolev spaces of Hs-maps between Euclidean spaces.
It turns out that this cover makes Hs(M,N) into a C∞-Hilbert manifold
– see Section 4 for details. In addition, we show in Section 4 that the C∞-
differentiable structure for Hs(M,N) defined in this way coincides with the
one, introduced by Ebin and Marsden in [14], [15] and defined in terms
of a Riemannian metric on N . In particular it follows that the standard
differentiable structure does not depend on the choice of the metric. Now
assume in addition that M is oriented. Then, for any linear isomorphism
A : TxM → TyM between the tangent spaces of M at arbitrary points x and
y of M , the determinant det(A) has a well defined sign. For any integer s
with s > n2 + 1 define
Ds(M) :=
{
ϕ ∈ Diff1+(M)
ϕ ∈ Hs(M,M)}
where Diff1+(M) denotes the set of all orientation preserving C
1 smooth dif-
feomorphisms of M . We will show that Ds(M) is open in Hs(M,M) and
hence is a C∞-Hilbert manifold. Elements in Ds(M) are referred to as ori-
entation preserving Hs-diffeomorphisms.
In Section 3 we prove the following
Theorem 1.2. Let M be a closed oriented manifold of dimension n, N a
C∞-manifold, and s an integer satisfying s > n/2+1. Then for any r ∈ Z≥0,
(i) µ : Hs+r(M,N)×Ds(M)→ Hs(M,N), (f, ϕ) 7→ f ◦ ϕ
and
(ii) inv : Ds+r(M)→ Ds(M), ϕ 7→ ϕ−1
are both Cr-maps.
Remark 1.4. Various versions of Theorem 1.2 can be found in the literature,
however mostly without proofs – see e.g. [13], [14], [16], [34], [35], [36], [37];
cf. also [30]. A complete, quite involved proof of statement (i) of Theorem
1.2 can be found in [35], Proposition 3.3 of Chapter 3 and Theorem 2.1 of
Chapter 6. Using the approach sketched above we present an elementary proof
of Theorem 1.2. In particular, our approach allows us to apply elements of
the proof of Theorem 1.1 to show statement (i).
5
Remark 1.5. Actually Theorem 1.1 and Theorem 1.2 continue to hold if
instead of s being an integer it is an arbitrary real number s > n/2 + 1. In
order to keep the exposition as elementary as possible we prove Theorem 1.1
and Theorem 1.2 as stated in the main body of the paper and discuss the
extension to the case where s > n/2 + 1 is real in Appendix B.
We finish this introduction by pointing out results on compositions of
maps in function spaces different from the ones considered here and some
additional literature. In the paper [26], de la Llave and Obaya prove a version
of Theorem 1.1 for Ho¨lder continuous maps between open sets of Banach
spaces. Using the paradifferential calculus of Bony, Taylor [39] studies the
continuity of the composition of maps of low regularity between open sets in
Rn – see also [3].
Acknowledgment: We would like to thank Gerard Misiolek and Tudor
Ratiu for very valuable feedback on an earlier version of this paper.
2 Groups of diffeomorphisms on Rn
In this section we present a detailed and elementary proof of Theorem 1.1.
First we prove that the composition map µ is a Cr-map (Proposition 2.9)
and then, using this result, we show that the inverse map is a Cr-map as
well (Proposition 2.13). To simplify notation we write Ds ≡ Ds(Rn) and
Hs ≡ Hs(Rn). Throughout this section, s denotes a nonnegative integer if
not stated otherwise.
2.1 Sobolev spaces Hs(Rn,R)
In this subsection we discuss properties of the Sobolev spaces Hs(Rn,R)
needed later. First let us introduce some more notation. For any x, y ∈ Rn
denote by x · y the Euclidean inner product, x · y =
∑n
k=1 xkyk, and by |x|
the corresponding norm , |x| = (x ·x)1/2. Recall that for s ∈ Z≥0, H
s(Rn,R)
consists of all L2-integrable functions f : Rn → R with the property that the
distributional derivatives ∂αf, α ∈ Zn≥0, up to order |α| ≤ s are L
2-integrable
as well. Then Hs(Rn,R), endowed with the norm (1), is a Hilbert space and
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for any multi-index α ∈ Zn≥0 with |α| ≤ s, the differential operator ∂
α is a
bounded linear map,
∂α : Hs(Rn,R)→ Hs−|α|(Rn,R).
Alternatively, one can characterize the spaces Hs(Rn,R) via the Fourier
transform. For any f ∈ L2(Rn,R) ≡ H0(Rn,R), denote by fˆ its Fourier
transform
fˆ(ξ) := (2π)−n/2
∫
Rn
f(x)e−ix·ξdx.
Then fˆ ∈ L2(Rn,R) and ‖fˆ‖ = ‖f‖, where ‖f‖ ≡ ‖f‖0 denotes the L
2-norm
of f . The formula for the inverse Fourier transform reads
f(x) = (2π)−n/2
∫
Rn
fˆ(ξ)eix·ξdξ.
When expressed in terms of the Fourier transform fˆ of f , the operator ∂α, α ∈
Zn≥0 is the multiplication operator
fˆ 7→ (iξ)αfˆ
where ξα = ξα11 · · · ξ
αn
n and one can show that f ∈ L
2(Rn,R) is an element
in Hs(Rn,R) iff (1 + |ξ|)sfˆ is in L2(Rn,R) and the Hs-norm of f , ‖f‖s =(∑
|α|≤s ‖ξ
αfˆ‖2
)1/2
, satisfies
C−1s ‖f‖s ≤ ‖f‖
∼
s ≤ Cs‖f‖s (4)
for some constant Cs ≥ 1 where
‖f‖∼s :=
(∫
Rn
(1 + |ξ|2)s|fˆ(ξ)|2dξ
)1/2
. (5)
In this way the Sobolev spaceHs(Rn,R) can be defined for s ∈ R≥0 arbitrary.
See Appendix B for a study of these spaces.
Using the Fourier transform one gets the following approximation property
for functions in Hs(Rn,R).
Lemma 2.1. For any s in Z≥0, the subspace C
∞
c (R
n,R) of C∞ functions
with compact support is dense in Hs(Rn,R).
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Remark 2.1. The proof shows that Lemma 2.1 actually holds for any s real
with s ≥ 0.
Proof. In a first step we show that C∞(Rn,R) ∩ Hs
′
(Rn,R) is dense in
Hs(Rn,R) for any integer s′ ≥ s. Let χ : R → R be a decreasing C∞
function satisfying
χ(t) = 1 ∀t ≤ 1 and χ(t) = 0 ∀t ≥ 2.
For any f ∈ Hs(Rn,R) and N ∈ Z≥1 define
fN (x) = (2π)
−n/2
∫
Rn
χ
( |ξ|
N
)
fˆ(ξ)eix·ξdξ.
The support of χ
( |ξ|
N
)
fˆ(ξ) is contained in the ball {|ξ| ≤ 2N}. Hence fN (x)
is in C∞(Rn,R) ∩Hs
′
(Rn,R) for any s′ ≥ 0. In addition, by the Lebesgue
convergence theorem,
lim
N→∞
∫
Rn
(1 + |ξ|)2s
(
1− χ( |ξ|N )
)2
|fˆ(ξ)|2dξ = 0.
In view of (5), we have fN → f in H
s(Rn,R). In a second step we show
that C∞c (R
n,R) is dense in C∞(Rn,R) ∩Hs
′
(Rn,R) for any integer s′ ≥ 0.
We get the desired approximation of an arbitrary function f ∈ C∞(Rn,R)∩
Hs
′
(Rn,R) by truncation in the x-space. For any N ∈ Z≥1, let
f˜N (x) = χ
( |x|
N
)
· f(x).
The support of f˜N is contained in the ball {|x| ≤ 2N} and thus f˜N ∈
C∞c (R
n,R). To see that f− f˜N = (1−χ
( |x|
N
)
)f converges to 0 in Hs
′
(Rn,R),
note that f(x)− f˜N (x) = 0 for any x ∈ R
n with |x| ≤ N . Furthermore it is
easy to see that
sup
x∈Rn
|α|≤s′
∣∣∂α(1− χ( |x|N ))∣∣ ≤Ms′
for some constant Ms′ > 0 independent on N . Hence for any α ∈ Z
n
≥0 with
|α| ≤ s′, by Leibniz’ rule,
‖∂αf − ∂αf˜N‖ = ‖∂
α
((
1− χ
( |x|
N
))
· f(x)
)
‖
≤
∑
β+γ=α
‖∂β
(
1− χ
( |x|
N
))
· ∂γf‖.
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Using that 1− χ
( |x|
N
)
= 0 for any |x| ≤ N we conclude that
‖∂β
(
1− χ
( |x|
N
))
· ∂γf‖ ≤Ms′
(∫
|x|≥N
|∂γf |2dx
)1/2
and hence, as f ∈ Hs
′
(Rn,R),
lim
N→∞
‖∂αf − ∂αf˜N‖ = 0.
To state regularity properties of elements in Hs(Rn,R), introduce for any
r ∈ Z≥0 the space C
r(Rn,R) of functions f : Rn → R with continuous
partial derivatives up to order r. Denote by ‖f‖Cr the C
r-norm of f ,
‖f‖Cr = sup
x∈Rn
sup
|α|≤r
|∂αf(x)|.
By Crb (R
n,R) we denote the Banach space of functions f in Cr(Rn,R) with
‖f‖Cr < ∞ and by C
r
0(R
n,R) the subspace of functions f in Cr(Rn,R)
vanishing at infinity. These are functions in Cr(Rn,R) with the property
that for any ε > 0 there exists M ≥ 1 so that
sup
|α|≤r
sup
|x|≥M
|∂αf(x)| < ε.
Then
Cr0(R
n,R) ⊆ Crb (R
n,R) ⊆ Cr(Rn,R).
By the triangle inequality one sees that Cr0(R
n,R) is a closed subspace of
Crb (R
n,R). The following result is often referred to as Sobolev embedding
theorem.
Proposition 2.2. For any r ∈ Z≥0 and any integer s with s > n/2,
the space Hs+r(Rn,R) can be embedded into Cr0(R
n,R). More precisely
Hs+r(Rn,R) ⊆ Cr0(R
n,R) and there exists Ks,r ≥ 1 so that
‖f‖Cr ≤ Ks,r‖f‖s+r ∀f ∈ H
s+r(Rn,R).
Remark 2.2. The proof shows that Proposition 2.2 holds for any real s with
s > n/2.
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Proof. As for s > n/2 ∫
Rn
(1 + |ξ|2)−sdξ <∞
one gets by the Cauchy-Schwarz inequality for any f ∈ C∞c (R
n,R) and
α ∈ Zn≥0 with |α| ≤ r
sup
x∈Rn
|∂αf(x)| ≤ (2π)−n/2
∫
Rn
|fˆ(ξ)| |ξ|αdξ
≤
(∫
Rn
(1 + |ξ|2)−sdξ
)1/2
(2π)−n/2
(∫
Rn
|fˆ(ξ)|2(1 + |ξ|2)s+rdξ
)1/2
≤ Kr,s‖f‖r+s (6)
for some Kr,s > 0. By Lemma 2.1, an arbitrary element f ∈ H
s+r(Rn,R)
can be approximated by a sequence (fN )N≥1 in C
∞
c (R
n,R). As Cr0(R
n,R) is
a Banach space, it then follows from (6) that (fN )N≥1 is a Cauchy sequence
in Cr0(R
n,R) which converges to some function f˜ in Cr0(R
n,R). In particular,
for any compact subset K ⊆ Rn,
fN |K → f˜ |K in L
2(K,R).
This shows that f˜ ≡ f a.e. and hence f ∈ Cr0(R
n,R).
As an application of Proposition 2.2 one gets the following
Corollary 2.1. Let s be an integer with s > n/2 + 1. Then the following
statements hold:
(i) For any ϕ ∈ Ds, the linear operators dxϕ, dxϕ
−1 : Rn → Rn are
bounded uniformly in x ∈ Rn†. In particular,
inf
x∈Rn
det dxϕ > 0.
(ii) Ds − id = {ϕ− id |ϕ ∈ Ds} is an open subset of Hs. Hence the map
Ds → Hs, ϕ 7→ ϕ− id
provides a global chart for Ds, giving Ds the structure of a C∞-Hilbert
manifold modeled on Hs.
†Here dxϕ
−1 ≡ dx(ϕ−1) where ϕ ◦ ϕ−1 = id.
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(iii) For any ϕ• ∈ D
s such that
inf
x∈Rn
det dxϕ• > M > 0
there exist an open neighborhood Uϕ• of ϕ• in D
s and C > 0 such that
for any ϕ in Uϕ• ,
inf
x∈Rn
det dxϕ ≥M and sup
x∈Rn
∣∣dxϕ−1∣∣ < C.‡
Remark 2.3. The proof shows that Corollary 2.1 holds for any real s with
s > n/2 + 1.
Proof. (i) Introduce
C
1(Rn) :=
{
ϕ ∈ Diff1+(R
n)
∣∣ϕ− id ∈ C10(Rn)}
where C10(R
n) ≡ C10(R
n,Rn) is the space of C1-maps f : Rn → Rn, vanishing
together with their partial derivatives ∂xif (1 ≤ i ≤ n) at infinity. By
Proposition 2.2, Hs continuously embeds into C10(R
n) for any integer s with
s > n/2 + 1. In particular, Ds →֒ C 1(Rn). We now prove that for any
ϕ ∈ C 1(Rn), dϕ and dϕ−1 are bounded on Rn. Clearly, for any ϕ ∈ C 1(Rn),
dϕ is bounded on Rn. To show that dϕ−1 is bounded as well introduce for
any f ∈ C10(R
n) the function F (f) : Rn → R given by
F (f)(x) := det
(
id + dxf
)
− 1
= det
(
(δi1 + ∂x1fi)1≤i≤n, . . . , (δin + ∂xnfi)1≤i≤n
)
− 1
where f(x) =
(
f1(x), . . . , fn(x)
)
. As
lim
|x|→∞
∂xkfi(x) = 0 for any 1 ≤ i, k ≤ n
one has
lim
|x|→∞
F (f)(x) = 0. (7)
It is then straightforward to verify that F is a continuous map,
F : C10 (R
n)→ C00 (R
n,R).
‡For a linear operator A : Rn → Rn, denote by |A| its operator norm, |A| :=
sup|x|=1 |Ax|
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Choose an arbitrary element ϕ in C 1(Rn). Then (7) implies that
M1 := inf
x∈Rn
det(dxϕ) > 0. (8)
As the differential of the inverse, dxϕ
−1 =
(
dϕ−1(x)ϕ
)−1
, can be computed
in terms of the cofactors of dϕ−1(x)ϕ and 1/ det(dϕ−1(x)ϕ) it follows from (8)
that
M2 := sup
x∈Rn
|dxϕ
−1| <∞ (9)
where |A| denotes the operator norm of a linear operator A : Rn → Rn.
(ii) Using again that Ds continuously embeds into C 1(Rn) it remains to
prove that C 1(Rn) − id is an open subset of C10(R
n). Note that the map
F introduced above is continuous. Hence there exists a neighborhood Uϕ of
fϕ := ϕ− id in C
1
0 (R
n) so that for any f ∈ Uϕ
sup
x∈Rn
|dxf − dxfϕ| ≤
1
2M2
(10)
and
sup
x∈Rn
∣∣F(f)(x)− F(fϕ)(x)∣∣ ≤ M1
2
(11)
with M1,M2 given as in (8)-(9). We claim that id + f ∈ C
1(Rn) for any
f ∈ Uϕ. As ϕ ∈ C
1(Rn) was chosen arbitrarily it then would follow that
C 1(Rn)− id is open in C10(R
n). First note that by (11),
0 < M1/2 ≤ det(id + dxf) ∀x ∈ R
n, ∀f ∈ Uϕ.
Hence id + f is a local diffeomorphism on Rn and it remains to show that
id + f is 1-1 and onto for any f in Uϕ. Choose f ∈ Uϕ arbitrarily. To see
that id + f is 1-1 it suffices to prove that ψ := (id + f) ◦ ϕ−1 is 1-1. Note
that
ψ = (id+ fϕ + f − fϕ) ◦ ϕ
−1 = id + (f − fϕ) ◦ ϕ
−1.
For any x, y ∈ Rn, one therefore has
ψ(x)− ψ(y) = x− y + (f − fϕ) ◦ ϕ
−1(x)− (f − fϕ) ◦ ϕ
−1(y).
12
By (9) and (10)
|(f − fϕ) ◦ ϕ
−1(x)− (f − fϕ) ◦ ϕ
−1(y)| ≤
1
2M2
|ϕ−1(x)− ϕ−1(y)|
≤
1
2
|x− y|
and thus
|(x− y)−
(
ψ(x)− ψ(y)
)
| ≤
1
2
|x− y| ∀x, y ∈ Rn
which implies that ψ is 1-1. To prove that id+f is onto we show that Rf :=
{x+f(x) | x ∈ Rn} is an open and closed subset of Rn. Being nonempty, one
then has Rf = R
n. As id + f is a local diffeomorphism on Rn, Rf is open.
To see that it is closed, consider a sequence (xk)k≥1 in R
n so that yk :=
xk + f(xk), k ≥ 1, converges. Denote the limit by y. As lim|x|→∞ f(x) = 0,
the sequence
(
f(xk)
)
k≥1
is bounded, hence xk = yk − f(xk) is a bounded
sequence and therefore admits a convergent subsequence (xki)i≥1 whose limit
is denoted by x. Then
y = lim
i→∞
xki + lim
i→∞
f(xki)
= x+ f(x)
i.e. y ∈ Rf . This shows that Rf is closed and finishes the proof of item (ii).
The proof of (iii) is straightforward and we leave it to the reader.
The following properties of multiplication of functions in Sobolev spaces are
well known – see e.g. [2].
Lemma 2.3. Let s, s′ be integers with s > n/2 and 0 ≤ s′ ≤ s. Then there
exists K > 0 so that for any f ∈ Hs(Rn,R), g ∈ Hs
′
(Rn,R), the product
f · g is in Hs
′
(Rn,R) and
‖f · g‖s′ ≤ K‖f‖s‖g‖s′. (12)
In particular, Hs(Rn,R) is an algebra.
Remark 2.4. The proof shows that Lemma 2.3 remains true for any real s
and s′ with s > n/2 and 0 ≤ s′ ≤ s.
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Proof. First we show that
(1 + |ξ|2)s
′/2f̂ · g(ξ) = (1 + |ξ|2)s
′/2(fˆ ∗ gˆ)(ξ) ∈ L2(Rn,R)
where ∗ denotes the convolution
(fˆ ∗ gˆ)(ξ) =
∫
Rn
fˆ(ξ − η)gˆ(η)dη.
By assumption,
f˜(ξ) := fˆ(ξ) (1 + |ξ|2)s/2 and g˜(ξ) = gˆ(ξ) (1 + |ξ|2)s
′/2
are in L2(Rn,R). Note that in view of definition (5), ‖f˜‖ = ‖f‖∼s and
‖g˜‖ = ‖g‖∼s′ . It is to show that
ξ 7→ (1 + |ξ|2)s
′/2
∫
Rn
|f˜(ξ − η)|
(1 + |ξ − η|2)s/2
|g˜(η)|
(1 + |η|2)s
′/2
dη
is square-integrable. We split the domain of integration into two subsets
{|η| > |ξ|/2} and {|η| ≤ |ξ|/2}. Then
(1 + |ξ|2)s
′/2
∫
|η|>|ξ|/2
|f˜(ξ − η)|
(1 + |ξ − η|2)s/2
|g˜(η)|
(1 + |η|2)s
′/2
dη
≤ 2s
′
(1 + |ξ|2)s
′/2
∫
|η|>|ξ|/2
|f˜(ξ − η)|
(1 + |ξ − η|2)s/2
|g˜(η)|
(1 + |ξ|2)s
′/2
dη
≤ 2s
′
∫
Rn
|f˜(ξ − η)|
(1 + |ξ − η|2)s/2
|g˜(η)|dη
= 2s
′
|fˆ | ∗ |g˜|(ξ).
By Young’s inequality (see e.g. Theorem 1.2.1 in [28]),∣∣∣∣ |fˆ | ∗ |g˜| ∣∣∣∣ ≤ ‖fˆ‖L1‖g˜‖
and
‖fˆ‖L1 ≤
(∫
Rn
(1 + |ξ|2)s|fˆ(ξ)|2dξ
)1/2(∫
Rn
(1 + |ξ|2)−sdξ
)1/2
.
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This implies that ∣∣∣∣ |fˆ | ∗ |g˜| ∣∣∣∣ ≤ C‖f‖s‖g‖∼s′ .
Similarly, one argues for the integral over the remaining subset. Note that
on the domain {|η| ≤ |ξ|/2} one has
(1 + |ξ − η|2) ≥ (1 + |η|2) and (1 + |ξ − η|2) ≥
1
4
(1 + |ξ|2)
and hence
(1 + |ξ − η|2)s/2 ≥ (1 + |η|2)(s−s
′)/22−s
′
(1 + |ξ|2)s
′/2
Hence
(1 + |ξ|2)s
′/2
∫
|η|≤|ξ|/2
|f˜(ξ − η)|
(1 + |ξ − η|2)s/2
|g˜(η)|
(1 + |η|2)s
′/2
dη
≤ 2s
′
∫
|η|≤|ξ|/2
|f˜(ξ − η)|
|g˜(η)|
(1 + |η|2)s/2
dη
and the L2-norm of the latter convolution is bounded by
‖f˜‖ ‖g˜(η)/(1 + |η|2)s/2‖L1 ≤ C‖f‖s‖g‖ ≤ C‖f‖s‖g‖s′
with an appropriate constant C > 0.
The following results concern the chain rule of differentiation for functions
in H1(Rn,R).
Lemma 2.4. Let ϕ ∈ Diff 1+(R
n) with dϕ and dϕ−1 bounded on all of Rn.
Then the following statements hold:
(i) The right translation by ϕ, f 7→ Rϕ(f) := f ◦ ϕ is a bounded linear
map on L2(Rn,R).
(ii) For any f ∈ H1(Rn,R), the composition f ◦ ϕ is again in H1(Rn,R)
and the differential d(f ◦ϕ) is given by the map df ◦ϕ·dϕ ∈ L2(Rn,Rn),
d(f ◦ ϕ) = (df) ◦ ϕ · dϕ. (13)
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Proof. (i) For any f ∈ L2(Rn,R), the composition f ◦ ϕ is measurable. As
M1 := inf
x∈Rn
det(dxϕ) =
(
sup
x∈Rn
det dxϕ
−1
)−1
> 0
one obtains by the transformation formula∫
Rn
∣∣f(ϕ(x))∣∣2dx ≤ 1
M1
∫
Rn
∣∣f(ϕ(x))∣∣2 det(dxϕ)dx
=
1
M1
∫
Rn
|f(x)|2dx
and thus f ◦ϕ ∈ L2(Rn,R) and the right translation Rϕ is a bounded linear
map on L2(Rn,R).
(ii) For any f ∈ C∞c (R
n,R), f ◦ ϕ ∈ H1(Rn,R) and (13) holds by the
standard chain rule of differentiation. Furthermore for any f ∈ H1(Rn,R),
df ∈ L2(Rn,Rn) and hence by (i), (df)◦ϕ ∈ L2(Rn,Rn). As dϕ is continuous
and bounded by assumption it then follows that for any 1 ≤ i ≤ n
n∑
k=1
(
∂xkf
)
◦ ϕ · ∂xiϕk ∈ L
2(Rn,R)
where ϕk(x) is the k’th component of ϕ(x), ϕ(x) =
(
ϕ1(x), . . . , ϕn(x)
)
. By
Lemma 2.1, f can be approximated by (fN )N≥1 in C
∞
c (R
n,R). By the chain
rule, for any 1 ≤ i ≤ n, one has
∂xi(fN ◦ ϕ) =
n∑
k=1
(∂xkfN ) ◦ ϕ · ∂xiϕk
and in view of (i), in L2,
n∑
k=1
(∂xkfN ) ◦ ϕ · ∂xiϕk −→
N→∞
n∑
k=1
(∂xkf) ◦ ϕ · ∂xiϕk. (14)
Moreover, for any test function g ∈ C∞c (R
n,R),
−
∫
Rn
∂xig · fN ◦ ϕdx =
n∑
k=1
∫
Rn
g ·
(
∂xkfN
)
◦ ϕ · ∂xiϕkdx.
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By taking the limit N →∞ and using (14), one sees that the distributional
derivative ∂xi(f ◦ ϕ) equals
∑n
k=1(∂xkf) ◦ ϕ · ∂xiϕk for any 1 ≤ i ≤ n.
Therefore, f ◦ ϕ ∈ H1(Rn,R) and d(f ◦ ϕ) = df ◦ ϕ · dϕ as claimed.
The next result concerns the product rule of differentiation in Sobolev
spaces. To state the result, introduce for any integer s with s > n/2 and
ε > 0 the set
Usε :=
{
g ∈ Hs(Rn,R)
∣∣ inf
x∈Rn
(
1 + g(x)
)
> ε
}
.
By Proposition 2.2, Usε is an open subset of H
s(Rn,R) and so is
Us :=
⋃
ε>0
Usε .
Note that Us is closed under multiplication. More precisely, if g ∈ Usε and
h ∈ Usδ , then g+ h+ gh ∈ U
s
εδ. Indeed, by Lemma 2.3, gh ∈ H
s(Rn,R), and
hence so is g + h+ gh. In addition, 1 + g + h+ gh = (1 + g)(1 + h) satisfies
infx∈Rn(1 + g)(1 + h) > εδ and thus g + h+ gh is in U
s
εδ.
Lemma 2.5. Let s, s′ be integers with s > n/2 and 0 ≤ s′ ≤ s. Then for any
ε > 0 and K > 0 there exists a constant C ≡ C(ε,K; s, s′) > 0 so that for any
f ∈ Hs
′
(Rn,R) and g ∈ Usε with ‖g‖s < K, one has f/(1 + g) ∈ H
s′(Rn,R)
and
‖f/(1 + g)‖s′ ≤ C‖f‖s′. (15)
Moreover, the map
Hs
′
(Rn,R)× Us → Hs
′
(Rn,R), (f, g) 7→ f/(1 + g) (16)
is continuous.
Remark 2.5. The proof shows that Lemma 2.5 continues to hold for any s
real with s > n/2. The case where in addition s′ is real is treated in Appendix
B.
Proof. We prove the claimed statement by induction with respect to s′. For
s′ = 0, one has for any f in L2(Rn,R) and g ∈ Usε∥∥∥∥ f1 + g
∥∥∥∥ ≤ 1ε‖f‖.
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Moreover, for any f1, f2 ∈ L
2(Rn,R), g1, g2 ∈ U
s
ε
ε2‖ f11+g1 −
f2
1+g2
‖ ≤ ‖(f1 − f2) + f1(g2 − g1) + (f1 − f2)g1‖
≤
(
1 + ‖g1‖C0
)
‖f1 − f2‖+ ‖f1‖ ‖g2 − g1‖C0.
Hence by Proposition 2.2,
ε2‖ f11+g1 −
f2
1+g2
‖ ≤
(
1 +Ks,0‖g1‖s
)
‖f1 − f2‖+Ks,0‖f1‖ ‖g2 − g1‖s
and it follows that for any ε > 0
L2(Rn,R)× Usε → L
2(Rn,R), (f, g) 7→ f/(1 + g)
is continuous. As ε > 0 was taken arbitrarily, we see that the map (16)
is continuous as well. Thus the claimed statements are proved in the case
s′ = 0.
Now, assuming that (15) and (16) hold for all 1 ≤ s′ ≤ k − 1, we will
prove that they hold also for s′ = k. Take f ∈ Hs
′
(Rn,R) and g ∈ Usε . First,
we will prove that f/(1 + g) ∈ Hs
′
(Rn,R) and
∂xi
(
f
1 + g
)
=
∂xif
1 + g
−
∂xi(fg)− g · ∂xif
(1 + g)2
(1 ≤ i ≤ n).
Indeed, by Lemma 2.1, there exists (fN )N≥1, (gN )N≥1 ⊆ C
∞
c (R
n,R) so
that fN → f in H
s′(Rn,R) and gN → g in H
s(Rn,R). As Usε is open
in Hs(Rn,R) we can assume that (gN )N≥1 ⊆ U
s
ε . By the product rule of
differentiation, one has for any N ≥ 1, 1 ≤ i ≤ n
∂xi
(
fN
1 + gN
)
=
∂xifN
1 + gN
−
∂xi(fNgN )− gN · ∂xifN
(1 + gN )2
. (17)
As ∂xifN −→
N→∞
∂xif in H
s′−1(Rn,R) it follows by the induction hypothesis
that
∂xif
1+g ∈ H
s′−1(Rn,R) and
∂xifN
1 + gN
−→
N→∞
∂xif
1 + g
in Hs
′−1(Rn,R). (18)
By Lemma 2.3, 2gN + g
2
N (N ≥ 1) and 2g + g
2 are in Hs(Rn,R) and
2gN + g
2
N −→
N→∞
2g + g2 in Hs(Rn,R). (19)
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As
inf
x∈Rn
(
1 + gN (x)
)2
> ε2 and inf
x∈Rn
(
1 + g(x)
)2
> ε2
it follows that 2gN +g
2
N (N ≥ 1) and 2g+g
2 are elements in Usε2 . By Lemma
2.3, fN · gN (N ≥ 1), f · g are in H
s′(Rn,R) and fN · gN −→
N→∞
f · g in
Hs
′
(Rn,R). Therefore
∂xi(fN · gN )→ ∂xi(f · g) in H
s′−1(Rn,R). (20)
Similarly, as ∂xifN −→
N→∞
∂xif in H
s′−1(Rn,R) it follows again by Lemma
2.3 that gN · ∂xifN (N ≥ 1), g · ∂xif are in H
s′−1(Rn,R) and
gN · ∂xifN −→
N→∞
g · ∂xif in H
s′−1(Rn,R). (21)
It follows from (19)-(21), and the induction hypothesis that
∂xi(fNgN )− gN · ∂xifn
(1 + gN )2
−→
N→∞
∂xi(fg)− g · ∂xif
(1 + g)2
in Hs
′−1(Rn,R). (22)
In view of (18) and (22), for any test function h ∈ C∞c (R
n,R), one has for
the distributional derivative of f/(1 + g) ∈ L2(Rn,R),〈
∂xi
(
f
1+g
)
, h
〉
= −
∫
Rn
∂xih ·
f
1+g dx = − limN→∞
∫
Rn
∂xih ·
fN
1+gN
dx
= lim
N→∞
∫
Rn
h ·
[
∂xifN
1+gN
−
∂xi(fNgN )−gN ·∂xifn
(1+gN)2
]
dx
=
∫
Rn
h ·
(
∂xif
1+g −
∂xi(fg)−g·∂xif
(1+g)2
)
dx.
This shows that for any 1 ≤ i ≤ n,
∂xi
(
f
1 + g
)
=
∂xif
1 + g
−
∂xi(fg)− g · ∂xif
(1 + g)2
∈ Hs
′−1(Rn,R). (23)
Hence, f/(1 + g) ∈ Hs
′
(Rn,R). Let us rewrite (23) in the following form
∂xi
(
f
1 + g
)
=
∂xif
1 + g
−
∂xi(fg)
1+g −
g·∂xif
1+g
1 + g
. (24)
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By the induction hypothesis there exists C1 = C1(ε,K; s, s
′) > 0 such that
∀f ∈ Hs
′−1(Rn,R),
‖f/(1 + g)‖s′−1 ≤ C1‖f‖s′−1 .
This together with (24) and the triangle inequality imply (15). The continu-
ity of (16) follows immediately from the induction hypothesis, Lemma 2.3,
and (24).
2.2 The topological group Ds(Rn)
In this subsection we show
Proposition 2.6. For any integer s with s > n/2+1, (Ds, ◦) is a topological
group.
First we show that the composition map is continuous. Actually we prove
the following slightly stronger statement.
Lemma 2.7. Let s, s′ be integers with s > n/2 + 1 and 0 ≤ s′ ≤ s. Then
µs
′
: Hs
′
(Rn,R)×Ds → Hs
′
(Rn,R), (f, ϕ) 7→ f ◦ ϕ
is continuous. Moreover, given any 0 ≤ s′ ≤ s,M > 0 and C > 0 there exists
a constant Cs′ = Cs′(M,C) > 0 so that for any ϕ ∈ D
s satisfying
inf
x∈Rn
det(dxϕ) ≥ M, ‖ϕ− id‖s ≤ C
and for any f ∈ Hs
′
(Rn,R), one has
‖f ◦ ϕ‖s′ ≤ Cs′‖f‖s′. (25)
Remark 2.6. The proof shows that Lemma 2.7 continues to hold for any
s real with s > n/2 + 1. The case where in addition s′ is real is treated in
Appendix B.
Proof. We prove the claimed statement by induction with respect to s′. First
consider the case s′ = 0. By item (i) of Corollary 2.1 and item (i) of Lemma
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2.4, the range of µ0 is contained in L2(Rn,R). To show the continuity of µ0
at (f•, ϕ•) ∈ L
2(Rn,R)×Ds write for (f, ϕ) ∈ L2(Rn,R)×Ds
|f ◦ ϕ− f• ◦ ϕ•| ≤ |f ◦ ϕ− f• ◦ ϕ|+ |f• ◦ ϕ− f• ◦ ϕ•|.
By Corollary 2.1 (iii) one can choose a neighborhood Uϕ• of ϕ• in D
s so that
for any ϕ ∈ Uϕ•
inf
x∈Rn
(det dxϕ) ≥M
for some constant M > 0. The term |f ◦ ϕ− f• ◦ ϕ| can then be estimated
by ∫
Rn
|f ◦ ϕ− f• ◦ ϕ|
2dx ≤
1
M
∫
Rn
|f − f•|
2dy
To estimate the term |f• ◦ ϕ− f• ◦ ϕ•| apply Lemma 2.1 to approximate f•
by f˜• ∈ C
∞
c (R
n,R) and use the triangle inequality
|f• ◦ ϕ− f• ◦ ϕ•| ≤ |f• ◦ ϕ− f˜• ◦ ϕ|+ |f˜• ◦ ϕ− f˜• ◦ ϕ•|+ |f˜• ◦ ϕ• − f• ◦ ϕ•|.
For any ϕ ∈ Uϕ• , one has∫
Rn
|f• ◦ ϕ− f˜• ◦ ϕ|
2dx ≤
1
M
∫
Rn
|f˜• − f•|
2dy
and ∫
Rn
|f˜• ◦ ϕ• − f• ◦ ϕ•|
2dx ≤
1
M
∫
Rn
|f˜• − f•|
2dy.
To estimate the term |f˜• ◦ ϕ − f˜• ◦ ϕ•| use that f˜• is Lipschitz on R
n, i.e.
|f˜•(x)− f˜•(y)| ≤ L|x− y| for some constant L > 0 depending on the choice
of f˜•, to get ∫
Rn
|f˜• ◦ ϕ− f˜• ◦ ϕ•|
2dx ≤ L2
∫
Rn
|ϕ− ϕ•|
2dx.
Combining the estimates obtained so far, one gets for any ϕ ∈ Uϕ•
‖f ◦ ϕ− f• ◦ ϕ•‖ ≤ M
−1/2‖f − f•‖+ 2M
−1/2‖f˜• − f•‖
+ L‖ϕ− ϕ•‖
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implying the continuity of µ0 at (f•, ϕ•). Now assume 1 ≤ s
′ ≤ s. For any
(f, ϕ) ∈ Hs
′
(Rn,R)×Ds one has by Lemma 2.4 and Corollary 2.1 (i)
d(f ◦ ϕ) = df ◦ ϕ · dϕ.
By the induction hypothesis df ◦ ϕ is an element in Hs
′−1(Rn,Rn). Hence
Lemma 2.3 implies that df ◦ ϕ · dϕ is in Hs
′−1(Rn,Rn) and we thus have
shown that the image of µs
′
is contained in Hs
′
(Rn,R). The continuity of
µs
′
follows from the induction hypothesis, the estimate
‖df ◦ ϕ · dϕ− df• ◦ ϕ• · dϕ•‖s′−1 ≤ ‖df ◦ ϕ · (dϕ− dϕ•)‖s′−1
+ ‖(df ◦ ϕ− df• ◦ ϕ•) · dϕ•‖s′−1
and Lemma 2.3 on multiplication of functions in Sobolev spaces. The esti-
mate (25) is obtained in a similar fashion. For s′ = 0,∫
Rn
|f ◦ ϕ|2dx ≤
1
M
∫
Rn
|f |2dy.
For 1 ≤ s′ ≤ s, we argue by induction. Let f ∈ Hs
′
(Rn,R). Then by the
considerations above, d(f ◦ ϕ) = df ◦ ϕ · dϕ and df ◦ ϕ ∈ Hs
′−1(Rn,Rn).
By induction, ‖df ◦ ϕ‖s′−1 ≤ Cs′−1‖df‖s′−1. Hence in view of Lemma 2.3,
‖d(f ◦ ϕ)‖s′−1 ≤ KCs′−1‖df‖s′−1 and for appropriate Cs′ > 0 one gets ‖f ◦
ϕ‖s′ ≤ Cs′‖f‖s′.
To prove Proposition 2.6 it remains to show the following properties of the
inverse map.
Lemma 2.8. Let s be an integer with s > n/2 + 1. Then for any ϕ ∈ Ds,
its inverse ϕ−1 is again in Ds and
inv : Ds → Ds, ϕ 7→ ϕ−1
is continuous.
Proof. First we prove that the inverse ϕ−1 of an arbitrary element ϕ in Ds
is again in Ds. It is to show that for any multi-index α ∈ Zn≥0 with |α| ≤ s,
one has ∂α(ϕ−1 − id) ∈ L2(Rn). Clearly, for α = 0, one has∫
Rn
|ϕ−1 − id|2dx =
∫
Rn
|id− ϕ|2 det(dyϕ)dy <∞
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as det(dyϕ) is bounded by Corollary 2.1. In addition we conclude that
Ds → L2(Rn), ϕ 7→ ϕ−1 − id
is continuous. Indeed, for any ϕ, ϕ• ∈ D
s, write
ϕ−1(x)− ϕ−1• (x) = ϕ
−1 ◦ ϕ•
(
ϕ−1• (x)
)
− ϕ−1 ◦ ϕ
(
ϕ−1• (x)
)
.
By Corollary 2.1 (iii), it follows that for any x ∈ Rn,∣∣ϕ−1(x)− ϕ−1• (x)∣∣ = ∣∣ϕ−1(x)− ϕ−1(ϕ ◦ ϕ−1• (x))∣∣
≤ sup
x∈Rn
∣∣dxϕ−1∣∣ · |x− ϕ ◦ ϕ−1• (x)|
≤ L
∣∣(ϕ• − ϕ)(ϕ−1• (x))∣∣ (26)
where L > 0 can be chosen uniformly for ϕ close to ϕ•. Hence∫
Rn
|ϕ−1 − ϕ−1• |
2dx ≤ L2
∫
Rn
|ϕ− ϕ•|
2 det(dyϕ•)dy (27)
and the claimed continuity follows. Now consider α ∈ Zn≥0 with 1 ≤ |α| ≤ s.
We claim that ∂α(ϕ−1 − id) is of the form
∂α(ϕ−1 − id) = F (α) ◦ ϕ−1 (28)
where F (α) is a continuous map from Ds with values in Hs−|α|. Then
∂α(ϕ−1 − id) is in L2(Rn) as∫
Rn
∣∣∂α(ϕ−1 − id)∣∣2dx = ∫
Rn
|F (α)|2 det(dyϕ)dy <∞. (29)
To prove (28), first note that ϕ and hence ϕ−1 are in Diff1+(R
n). By the
chain rule,
d(ϕ−1 − id) = (dϕ)−1 ◦ ϕ−1 − idn =
(
(dϕ)−1 − idn
)
◦ ϕ−1
where idn is the n × n identity matrix. The expression (dϕ)
−1 − idn is of
the form
(dϕ)−1 − idn =
1
det(dϕ)
(Φ− det(dϕ)idn)
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where Φ(x) is the matrix whose entries are the cofactors of dxϕ. In particular,
each entry of Φ(x) is a polynomial expression of (∂xiϕj)1≤i,j≤n. Hence by
Lemma 2.3 the off-diagonal entries of Φ(x) are inHs−1(Rn,R). Furthermore,
any diagonal entry of Φ(x) is an element in 1 +Hs−1(Rn,R) and det(dxϕ)
is of the form 1 + g with g ∈ Hs−1(Rn,R) and infx∈Rn
(
1 + g(x)
)
> 0. We
thus conclude that Φ(x) − det(dxϕ) idn is in H
s−1(Rn,Rn×n) and, in turn,
by Lemma 2.5
(dϕ)−1 − idn ∈ H
s−1(Rn,Rn×n) (30)
where Rn×n denotes the space of all n× n matrices with real coefficients. In
particular, for ei = (0, . . . , 1, . . . , 0) ∈ Z
n
≥0 with 1 ≤ i ≤ n we have shown
that
∂xi(ϕ
−1 − id) = F (ei) ◦ ϕ−1.
We point out that by Lemma 2.3 and Lemma 2.5, F (ei), when viewed as map
from Ds to Hs−1, is continuous. We now prove formula (28) for any α ∈ Zn≥0
with 1 ≤ |α| ≤ s by induction. The result has already been established for
|α| = 1. Assume that it has already been proved for any β ∈ Zn≥0 with
|β| ≤ s′ where 0 ≤ s′ < s. Choose any α ∈ Zn≥0 with |α| = s
′. Then by
induction hypothesis, ∂α(ϕ−1 − id) = F (α) ◦ ϕ−1 with F (α) ∈ Hs−|α|. Note
that s− |α| ≥ 1. Hence by Lemma 2.4,
d(F (α) ◦ ϕ−1) = dF (α) ◦ ϕ−1 · (dϕ)−1 ◦ ϕ−1
= (dF (α) · (dϕ)−1) ◦ ϕ−1.
As ∂xiF
(α) ∈ Hs−|α|−1 for any 1 ≤ i ≤ n and (dϕ)−1 − idn is in the space
Hs−1(Rn,Rn×n) it follows by Lemma 2.3 that
dF (α) · (dϕ)−1 ∈ Hs−|α|−1(Rn,Rn×n).
This shows that (28) is valid for any β ∈ Zn≥0 with |β| = s
′ + 1 and the
induction step is proved. Hence formula (28) is proved and by (29), we see
that ϕ−1 ∈ Ds if ϕ ∈ Ds. Note that we proved more: It follows from (29)
and the continuity of F (α) : Ds → Hs−|α|, |α| ≤ s, that the map Ds →
Hs(Rn,Rn)
ϕ 7→ ϕ−1 − id (31)
is locally bounded. It remains to prove that the inverse map Ds → Ds, ϕ 7→
ϕ−1 is continuous. We have already seen that Ds → L2(Rn), ϕ→ ϕ−1 − id
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is continuous. Now let α ∈ Zn≥0 with 1 ≤ |α| ≤ s and ϕ• ∈ D
s. Then for any
ϕ ∈ Ds
|∂α(ϕ−1 − ϕ−1• )| = |F
(α) ◦ ϕ−1 − F
(α)
• ◦ ϕ
−1
• |
≤ |F (α) ◦ ϕ−1 − F
(α)
• ◦ ϕ
−1|+ |F
(α)
• ◦ ϕ
−1 − F
(α)
• ◦ ϕ
−1
• |
where F
(α)
• = F
(α)
∣∣
ϕ•
. It follows from the local boundedness of (31), Corol-
lary 2.1 (iii), and Lemma 2.7 with s′ = 0 that
‖F (α) ◦ ϕ−1 − F
(α)
• ◦ ϕ
−1‖ ≤ C0 ‖F
(α) − F
(α)
• ‖
where C0 > 0 can be chosen uniformly for ϕ near ϕ•. Together with the
continuity of F (α) it then follows that ‖F (α) ◦ ϕ−1 − F
(α)
• ◦ ϕ
−1‖ → 0 as
ϕ → ϕ•. To analyze the term |F
(α)
• ◦ ϕ
−1 − F
(α)
• ◦ ϕ
−1
• | we argue as in the
proof of Lemma 2.7. Using Lemma 2.1 one sees that ϕ• can be approximated
by ϕ˜ ∈ Ds with ϕ˜− id ∈ C∞c (R
n,Rn). Then
|F
(α)
• ◦ ϕ
−1 − F
(α)
• ◦ ϕ
−1
• | ≤ |F
(α)
• ◦ ϕ
−1 − F˜ (α) ◦ ϕ−1|+
+ |F˜ (α) ◦ ϕ−1 − F˜ (α) ◦ ϕ−1• |+ |F˜
(α) ◦ ϕ−1• − F
(α)
• ◦ ϕ
−1
• |
where F˜ (α) = F (α)
∣∣
ϕ˜
. For ϕ near ϕ• one has∫
Rn
|F
(α)
• ◦ ϕ
−1 − F˜ (α) ◦ ϕ−1|2dx ≤
∫
Rn
|F
(α)
• − F˜
(α)|2 det(dyϕ)dy
and ∫
Rn
|F
(α)
• ◦ ϕ
−1
• − F˜
(α) ◦ ϕ−1• |
2dx ≤ C
∫
Rn
|F
(α)
• − F˜
(α)|2dy
where C > 0 satisfies supx∈Rn(det dxϕ) ≤ C for ϕ near ϕ•. To estimate the
term |F˜ (α) ◦ ϕ−1 − F˜ (α) ◦ ϕ−1• | note that F˜
(α) ∈ C∞c . In particular, F˜
(α) is
Lipschitz continuous, i.e.
|F˜ (α)(x)− F˜ (α)(y)| ≤ L1|x− y| ∀x, y ∈ R
n
for some constant L1 > 0 depending on the choice of ϕ˜. Thus∫
Rn
|F˜ (α) ◦ ϕ−1 − F˜ (α) ◦ ϕ−1• |
2dx ≤ L21
∫
Rn
|ϕ−1 − ϕ−1• |
2dx
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and in view of (27) it then follows that ‖F˜ (α) ◦ ϕ−1 − F˜ (α) ◦ ϕ−1• ‖ → 0 as
ϕ → ϕ•. Altogether we have shown that ‖F
(α)
• ◦ ϕ
−1 − F
(α)
• ◦ ϕ
−1
• ‖ → 0 as
ϕ→ ϕ•.
Proof of Proposition 2.6. The claimed statement follows from Lemma 2.7
and Lemma 2.8.
2.3 Proof of Theorem 1.1
As a first step we will prove the following
Proposition 2.9. For any r ∈ Z≥0 and any integer s with s > n/2 + 1
µ : Hs+r(Rn,Rd)×Ds → Hs(Rn,Rd), (u, ϕ) 7→ u ◦ ϕ (32)
is a Cr-map.
The main ingredient of the proof of Proposition 2.9 is the converse to Taylor’s
theorem. To state it we first need to introduce some more notation. Given
arbitrary Banach spaces Y,X1, . . . , Xk, k ≥ 1, we denote by L(X1, . . . , Xk; Y )
the space of continuous k-linear forms on X1 × . . . × Xk with values in
Y . In case where Xi = X for any 1 ≤ i ≤ k we write L
k(X ; Y ) in-
stead of L(X, . . . , X ; Y ) and set L0(X ; Y ) = Y . Note that the spaces
L(X ;Lk−1(X ; Y )) and Lk(X ; Y ) can be identified in a canonical way. The
subspace of Lk(X ; Y ) of symmetric continuous k-linear forms is denoted by
Lksym(X ; Y ). The converse to Taylor’s theorem can then be formulated as
follows – see [1], p.6.
Theorem 2.2. Let U ⊆ X be a convex set and F : U → Y , fk : U →
Lksym(X ; Y ), k = 0, . . . , r. For any x ∈ U and h ∈ X so that x + h ∈ U ,
define R(x, h) ∈ Y by
F (x+ h) = F (x) +
r∑
k=1
fk(x)(h, . . . , h)
k!
+R(x, h).
If for any 0 ≤ k ≤ r, fk is continuous and for any x ∈ U , ‖R(x, h)‖/‖h‖
r →
0 as h→ 0 then F is of class Cr on U and dkF = fk for any 0 ≤ k ≤ r.
To prove Proposition 2.9 we first need to establish some auxiliary results.
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Lemma 2.10. Let s be an integer with s > n/2 + 1. To shorten notation,
for this lemma and its proof we write Hs instead of Hs(Rn,R). Then for
any k ≥ 1, the map ρk given by
ρk : H
s ×Ds → Lksym(H
s;Hs)
(u, ϕ) 7→
[
(h1, . . . , hk) 7→ (u ◦ ϕ) ·
k∏
i=1
hi
]
is continuous.
Proof of Lemma 2.10. First we note that the map ρk is well defined. Indeed
for any (u, ϕ) ∈ Hs ×Ds, the function u ◦ ϕ is in Hs by Lemma 2.7. Hence
by Lemma 2.3, for any (hi)1≤i≤k ⊆ H
s the function u ◦ ϕ ·
∏k
i=1 hi is in
Hs. It follows that ρk(u, ϕ) ∈ L
k
sym(H
s;Hs). To show that ρk is continuous
consider arbitrary sequences (ϕl)l≥1 ⊆ D
s and (ul)l≥1 ⊆ H
s with ϕl → ϕ in
Ds and ul → u in H
s. By Lemma 2.3, one has for any (hi)1≤i≤k ⊆ H
s,
‖(u ◦ ϕ) ·
k∏
i=1
hi − (ul ◦ ϕl) ·
k∏
i=1
hi‖s ≤ K
k+1‖u ◦ ϕ− ul ◦ ϕl‖s ·
k∏
i=1
‖hi‖s.
As ‖u ◦ ϕ− ul ◦ ϕl‖s → 0 for l → ∞ by Lemma 2.7, the claimed continuity
follows.
Lemma 2.11. Let s be an integer with s > n/2 + 1. Given ϕ• ∈ D
s choose
ε > 0 so small that infx∈Rn det(dxϕ•) > ε. Then there exists a convex
neighborhood U ⊆ Ds of ϕ• and a constant C > 0 with the property that
inf
x∈Rn
det(dxϕ) > ε and ‖ϕ− id‖s < C ∀ϕ ∈ U.
Furthermore, there is a constant Cs = Cs(ε, C), depending on ε and C so
that for any f ∈ Hs+1(Rn,R) and ϕ ∈ U
‖f ◦ ϕ− f ◦ ϕ•‖s ≤ Cs‖f‖s+1‖ϕ− ϕ•‖s. (33)
Proof of Lemma 2.11. The first statement follows from Corollary 2.1 (iii).
With regard to the second part note that by Lemma 2.7 it suffices to prove
estimate (33) for f ∈ C∞c (R
n,R) as C∞c (R
n,R) is dense in Hs+1(Rn,R) by
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Lemma 2.1. Introduce δϕ(x) = ϕ(x) − ϕ•(x) and note that ϕ• + tδϕ is in
U for any 0 ≤ t ≤ 1 as U is assumed to be convex. By Proposition 2.2,
ϕ ∈ Diff1+(R
n). For any x ∈ Rn consider the C1-curve,
[0, 1]→ Rn, t 7→ f ◦
(
ϕ• + tδϕ
)
(x).
Clearly, for any x ∈ Rn,
f ◦ ϕ(x)− f ◦ ϕ•(x) =
∫ 1
0
d
dt
(
f ◦
(
ϕ• + tδϕ
)
(x)
)
dt
=
∫ 1
0
(
d(ϕ•+tδϕ)(x)f
)
· δϕ(x) dt. (34)
By Lemma 2.7,
t 7→ dϕ•+tδϕf · δϕ = df ◦ (ϕ• + tδϕ) · δϕ
is a continuous path in Hs, hence it is Riemann integrable in Hs and we have
that equality (34) is valid in Hs. Hence,
‖f ◦ ϕ− f ◦ ϕ•‖s ≤
∫ 1
0
‖dϕ•+tδϕf · δϕ‖sdt.
Estimate (33) then follows using Lemma 2.3 and Lemma 2.7.
Lemma 2.12. Let s be an integer satisfying s > n/2 + 1. To shorten nota-
tion, for the course of this lemma and its proof, we write again Hs instead
of Hs(Rn,R). Then for any k ≥ 1, the map νk given by
νk : D
s → L(Hs+1;Lk−1sym(H
s;Hs))
ϕ 7→
[
(h, h1, . . . , hk−1) 7→ (h ◦ ϕ) ·
k−1∏
i=1
hi
]
is continuous.
Remark 2.7. Note that L
(
Hs+1;Lk−1sym(H
s;Hs)
)
isometrically embeds into
Lksym(H
s+1 ×Hs;Hs) in a canonical way.
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Proof of Lemma 2.12. For any h ∈ Hs+1, (hi)1≤i≤k−1 ⊆ H
s and ϕ, ϕ• ∈ D
s,
we have in view of Lemma 2.3,
‖(h ◦ ϕ) ·
k−1∏
i=1
hi − (h ◦ ϕ•) ·
k−1∏
i=1
hi‖s ≤ K
k−1‖h ◦ ϕ− h ◦ ϕ•‖s ·
k−1∏
i=1
‖hi‖s.
By Lemma 2.11, there exists Cs > 0 so that for ϕ in a sufficiently small
neighborhood of ϕ•,
‖h ◦ ϕ− h ◦ ϕ•‖s ≤ Cs‖ϕ− ϕ•‖s ‖h‖s+1.
This shows the claimed continuity.
Proof of Proposition 2.9. To keep notation as simple as possible we present
the proof in the case where d = n. The case r = 0 is treated in Lemma 2.7,
hence it remains to consider the case r ≥ 1. We want to apply the converse of
Taylor’s theorem with U = Hs+r×Ds, viewed as subset of X := Hs+r×Hs
and Y := Hs. Let u, δu ∈ Hs+r and ϕ ∈ Ds, δϕ ∈ Hs be given. By
Proposition 2.2, u, δu ∈ Cr(Rn,Rn). Hence by Taylor’s theorem, for any
x ∈ Rn, u(ϕ(x) + δϕ(x)) is given by
u
(
ϕ(x)
)
+
r∑
k=1
∑
|α|=k
1
α!
(
∂αu
)(
ϕ(x)
)
· δϕ(x)α +R1(u, ϕ, δϕ)(x)
where δϕ(x)α = δϕ1(x)
α1 · · · δϕn(x)
αn and R1(u, ϕ, δϕ)(x) is defined by∑
|α|=r
{
r
α!
∫ 1
0
(1− t)r−1
((
∂αu
)(
ϕ(x) + tδϕ(x)
)
− ∂αu
(
ϕ(x)
))
· δϕ(x)αdt
}
.
Similarly, δu(ϕ(x) + δϕ(x)) is given by
δu
(
ϕ(x)
)
+
r−1∑
k=1
∑
|α|=k
1
α!
(
∂αδu
)(
ϕ(x)
)
· δϕ(x)α +R2(δu, ϕ, δϕ)(x)
with R2(δu, ϕ, δϕ)(x) defined by∑
|α|=r
{
r
α!
∫ 1
0
(1− t)r−1
(
∂αδu
)(
ϕ(x) + tδϕ(x)
)
· δϕ(x)αdt
}
.
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Note that for any x ∈ Rn the integrals appearing in the definition of the
remainder terms R1 and R2 are well-defined as Riemann integrals. Indeed,
as u, δu ∈ Cr(Rn,Rn) we see that for any x ∈ Rn these integrands are
continuous functions of t ∈ [0, 1]. By Lemma 2.7 (continuity of compo-
sition) and Lemma 2.3 (continuity of product), the integrands appearing
in the remainder terms R1 and R2 can be viewed as continuous curves in
Hs, parametrized by t and hence are Riemann integrable in Hs. Hence
the pointwise integrals are functions in Hs. Furthermore, when viewed as
Hs-valued curves, the integrands depend continuously on the parameters
(u, ϕ, δu, δϕ) ∈ Hs+r ×Ds ×Hs+r ×Hs by Lemma 2.3 and Lemma 2.7.
In the following we denote by Bs+rε (u•) the ball in H
s+r of radius ε,
centered at u• ∈ H
s+r,
Bs+rε (u•) = {u ∈ H
s+r | ‖u− u•‖s+r < ε}.
For (u•, ϕ•) ∈ H
s+r × Ds, set U1 = B
s+r
ε (u•) ⊆ H
s+r and U2 = B
s
ε(ϕ• −
id) ⊆ Hs, where we choose ε small enough to ensure that id + U2 ⊆ D
s.
Furthermore, define the subset V ⊆ Hs+r ×Ds ×Hs+r ×Hs by
V ={(u, ϕ, δu, δϕ) ∈ Hs+r×Ds×Hs+r×Hs | (u+δu, ϕ+δϕ) ∈ U1×(id+U2)}.
In view of the considerations above, we get for (u, ϕ, δu, δϕ) ∈ V the following
identity in Hs
(u+ δu) ◦ (ϕ+ δϕ) = u ◦ ϕ+
r∑
k=1
ηk(u, ϕ)
k!
(δu, δϕ)k +R(u, ϕ, δu, δϕ)
where (δu, δϕ)k stands for
(
(δu, δϕ), . . . , (δu, δϕ)
)
and for any 1 ≤ k ≤ r,
ηk(u, ϕ) is an element in L
k
sym(H
s+r ×Hs;Hs), given by
ηk(u, ϕ)(δu, δϕ)
k =
∑
|α|=k
k!
α!
(∂αu) ◦ ϕ · δϕα +
∑
|α|=k−1
k!
α!
(∂αδu) ◦ ϕ · δϕα.
The remainder term R(u, ϕ, δu, δϕ) is given by
R(u, ϕ, δu, δϕ) = R1(u, ϕ, δϕ) +R2(δu, ϕ, δϕ).
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Lemma 2.10 and Lemma 2.12 together with Remark 2.7 show that for any
k = 1, . . . , r,
ηk : H
s+r ×Ds → Lksym(H
s+r ×Hs;Hs), (u, ϕ) 7→ ηk(u, ϕ)
is continuous. Moreover, by Lemma 2.7 and Lemma 2.3,
‖R1(u, ϕ, δϕ)‖s
(‖δu‖s+r + ‖δϕ‖s)r
≤
∑
|α|=r
1
α!
sup
0≤t≤1
‖∂αu ◦ (ϕ+ tδϕ)− ∂αu ◦ ϕ‖s → 0
and
‖R2(δu, ϕ, δϕ)‖s
(‖δu‖s+r + ‖δϕ‖s)r
≤
∑
|α|=r
1
α!
sup
0≤t≤1
‖(∂αδu) ◦ (ϕ+ tδϕ)‖s → 0.
as ‖δϕ‖s + ‖δu‖s+r → 0. By Theorem 2.2, it then follows that µ is a C
r
map.
Proposition 2.9 together with the implicit function theorem can be used to
prove the following result on the inverse map.
Proposition 2.13. For any r ∈ Z≥0 and any integer s with s > n/2 + 1
inv : Ds+r → Ds, ϕ 7→ ϕ−1 (35)
is a Cr-map.
Proof. The case r = 0 has been established in Lemma 2.8. In particular we
know that for any ϕ ∈ Ds, its inverse ϕ−1 is again in Ds. So let r ≥ 1. By
Proposition 2.9,
µ : Ds+r ×Ds → Ds, (ϕ, ψ) 7→ ϕ ◦ ψ
is a Cr-map. For any ϕ ∈ Ds+r, consider the differential of ψ 7→ µ(ϕ, ψ) at
ψ = ϕ−1
dψµ(ϕ, ·)
∣∣
ψ=ϕ−1
: Hs → Hs, δψ 7→ dϕ ◦ ϕ−1 · δψ.
As r ≥ 1, we get that dϕ, dϕ◦ϕ−1 ∈ Hs(Rn,Rn×n). In fact, dψµ(ϕ, ·)
∣∣
ψ=ϕ−1
is a linear isomorphism on Hs whose inverse is given by δψ 7→ (dϕ)−1 ◦ϕ−1 ·
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δψ. Note that by Lemma 2.7, (dϕ)−1 ◦ ϕ−1 ∈ Hs(Rn,Rn×n) and by Lemma
2.3, δψ 7→ (dϕ)−1 ◦ϕ−1 · δψ is a bounded linear map Hs → Hs. Furthermore
the equation
µ(ϕ, ψ) = id
has the unique solution ψ = ϕ−1 ∈ Ds. Hence by the implicit function
theorem (see e.g. [25]), the map inv : Ds+r → Ds, ϕ 7→ ϕ−1 is Cr.
Proof of Theorem 1.1. Theorem 1.1 follows from Proposition 2.9 and Propo-
sition 2.13.
2.4 Sobolev spaces Hs(U,R)
In Section 4 we need a version of Proposition 2.9 involving the Sobolev spaces
Hs(U,R) where U ⊆ Rn is an open nonempty subset with Lipschitz bound-
ary. It means that locally, the boundary ∂U can be represented as the graph
of a Lipschitz function – see Definition 3.4.2 in [28]§. Let s ∈ Z≥0. By
definition, Hs(U,R) is the Hilbert space of elements f in L2(U,R), having
the property that their distributional derivatives ∂αf up to order |α| ≤ s are
L2-integrable on U , endowed with the norm ‖f‖s where ‖f‖s = 〈f, f〉
1/2
s and
〈·, ·〉s denotes the inner product defined for f, g ∈ H
s(U,R) by
〈f, g〉s =
∑
|α|≤s
∫
U
∂αf(x)∂αg(x)dx.
Further we introduce Hs(U,Rm) := Hs(U,R)m. The spaces Hs(U,R) and
Hs(Rn,R) are closely related. Recall that a function f : U → R is said to be
Cr-differentiable, r ≥ 1, if there exists an open neighborhood V of U in Rn
and a Cr-function g : V → R so that f = g|U . We denote by C
r(U,R) the
space of Cr-differentiable functions f : U → R and by Cr0(U,R) the subspace
of Cr(U,R) consisting of functions f : U → R, vanishing at ∞, i.e. having
the property that for any ε > 0, there exists M ≡Mε > 0 so that
sup
x∈U,|x|≥M
sup
|α|≤r
|∂αf(x)| < ε.
§cf. §4.5 in [2]
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Furthermore, we denote by Crb (U,R) the subspace of C
r-differentiable func-
tions f : U → R so that f and all its derivatives up to order r are bounded,
sup
x∈U
sup
|α|≤r
∣∣∂αf(x)∣∣ <∞.
In a similar fashion one defines C∞(U,R), C∞0 (U,R), and C
∞
b (U,R) and
corresponding spaces of vector valued functions f : U → Rm.
The following result describes how Hs(U,R) and Hs(Rn,R) are related –
see e.g. [28], Theorem 3.4.5, Theorem 5.3.1, and Theorem 6.1.1, for these
well known results.
Proposition 2.14. Assume that the open set U ⊆ Rn has a Lipschitz bound-
ary and s ∈ Z≥0. Then the following statements hold.
(i)
{
f |U
∣∣ f ∈ C∞c (Rn,R)} is dense in Hs(U,R).
(ii) The restriction operator, Hs(Rn,R) → Hs(U,R), f 7→ f |U , is con-
tinuous with norm ≤ 1¶. Moreover, there is a bounded linear operator
E : Hs(U,R)→ Hs(Rn,R), so that f = (Ef)|U for any f in H
s(U,R).
E is referred to as extension operator.
(iii) For any integers s, r ∈ Z≥0 with s > n/2,
Hs+r(U,R) →֒ Cr0(U,R)
and the embedding is a bounded linear operator.
The following result is needed for the proof of Lemma 2.17 below. As usual,
we denote by Lq(U,R) the Banach space of Lq-integrable functions f : U →
R. For a proof of the proposition see e.g. Theorem 5.4 in [2].
Proposition 2.15. Assume that the open set U ⊆ Rn has a Lipschitz bound-
ary and let s ∈ Z≥0. Then the following statements hold:
(i) If 0 ≤ s < n/2, then for any 2 ≤ q ≤ 2nn−2s ,
Hs(U,R) →֒ Lq(U,R)
is continuous.
¶This statement holds for any open set U ⊆ Rn with ∂U not necessarily Lipschitz.
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(ii) If s = n/2, then for any 2 ≤ q <∞,
Hs(U,R) →֒ Lq(U,R)
is continuous.
Combining Proposition 2.14 and Lemma 2.3 one obtains the following
Lemma 2.16. Assume that the open set U ⊆ Rn has a Lipschitz boundary.
Let s, s′ be integers with s > n/2 and 0 ≤ s′ ≤ s. Then there exists K > 0
so that for any f ∈ Hs(U,R) and g ∈ Hs
′
(U,R), the product f · g is in
Hs
′
(U,R) and
‖f · g‖s′ ≤ K‖f‖s‖g‖s′.
In particular, Hs(U,R) is an algebra.
We will also need the following variant of Lemma 2.16.
Lemma 2.17. Let U ⊆ Rn be a non-empty, open, bounded set with Lipschitz
boundary and let s > n/2, s ∈ Z≥0. Then for any r ≥ 2 and any k =
(k1, . . . , kr) ∈ Z
r
≥0 with
∑r
j=1 kj ≤ s, the r-linear map,
Hs−k1(U,R)×· · ·×Hs−kr(U,R)→ L2(U,R), (f1, . . . , fr) 7→ f1 · · ·fr (36)
is well-defined and continuous.
Proof. First note that the map
C0b (U,R)× L
2(U,R)→ L2(U,R), (f1, f2) 7→ f1 · f2
is continuous. Combining this with Proposition 2.14 (iii), one sees that it
remains to prove that the map (36) is well-defined and continuous for any
r ≥ 2 and any k = (k1, . . . , kr) ∈ Z
r
≥0 with
∑r
j=1 kj ≤ s and
s− kj −
n
2
≤ 0, 1 ≤ j ≤ r. (37)
In what follows we assume that (37) holds. Divide the set I := {j ∈ N | 1 ≤
j ≤ r} into two subsets, I = I< ∪ I0,
I< := {j ∈ I | s− kj −
n
2
< 0}
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and
I0 := {j ∈ I | s− kj −
n
2
= 0}.
By Proposition 2.15, for any j ∈ I<,
Hs−kj(U,R) →֒ Lqj (U,R), qj =
2n
n− 2(s− kj)
(38)
and for any j ∈ I0,
Hs−kj(U,R) →֒ Lqj (U,R), ∀qj ≥ 2. (39)
We choose qj as follows: If I = I0 then choose qj ≥ 2, j ∈ I, so that
1
q1
+ · · ·+
1
qr
<
1
2
. (40)
If I< 6= ∅ one has by (38)∑
j∈I<
1
qj
=
∑
j∈I<
(
1
2
−
s− kj
n
)
≤
r
2
−
rs
n
+
1
n
r∑
j=1
kj .
As by assumption,
∑r
j=1 kj ≤ s and s > n/2 one gets∑
j∈I<
1
qj
≤
1
2
+ (r − 1)
1
2
− (r − 1)
s
n
=
1
2
+
r − 1
n
(n
2
− s
)
<
1
2
.
Hence by choosing for any j ∈ I0 qj ≥ 2 large enough we can ensure that
also in the case where I< 6= ∅ (40) holds. Altogether we have shown that
there exist qj ≥ 2, j ∈ I so that (38),(39), and
1
q1
+ · · ·
1
qr
≤
1
2
(41)
hold. Thus q =
(
1
q1
+ · · · 1qr
)−1
≥ 2. It follows from the generalized Ho¨lder
inequality that the r-linear map
Lq1(U,R)× · · · × Lqr(U,R)→ Lq(U,R), (f1, . . . , fr) 7→ f1 · · ·fr
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is continuous. As U ⊆ Rn is bounded and q ≥ 2,
Lq(U,R) →֒ L2(U,R)
and the inclusion is continuous. Hence, the r-linear map
Lq1(U,R)× · · · × Lqr(U,R)→ L2(U,R), (f1, . . . , fr) 7→ f1 · · · fr
is continuous as well. This together with the continuity of the embeddings
(38) and (39) implies that the map (36) is well-defined and continuous for
any k ∈ Zr≥0 satisfying
∑r
j=1 kj ≤ s and (37).
Let U ⊆ Rn be a bounded open set with Lipschitz boundary and s > n/2+1,
s ∈ Z≥0. Denote by D
s(U,Rn) the subset of Hs(U,Rn)
(
⊆ C1(U,Rn)
)
consisting of orientation preserving local diffeomorphisms ϕ : U → Rn that
extend to bijective maps ϕ : U → ϕ(U) ⊆ Rn and such that
inf
x∈U
det(dxϕ) > 0 . (42)
More precisely,
Ds(U,Rn) :=
{
ϕ ∈ Hs(U,Rn)
∣∣ ϕ : U → Rn is 1-1 and inf
x∈U
det(dxϕ) > 0
}
.
Lemma 2.18. Ds(U,Rn) is an open subset in Hs(U,Rn).
Proof. In view of Proposition 2.2 and Proposition 2.14 (ii), Ds(U,Rn) can
be continuously embedded into C1(Rn,Rn),
Ds(U,Rn) ⊆ C1(Rn,Rn) .
Take an arbitrary element ϕ ∈ Ds(U,Rn). For ε > 0 denote by Bε the open
ε-ball centered at zero in Hs(U,Rn). As U is compact one gets from (42)
and the inverse function theorem that there exists ε > 0 such that for any
f ∈ Bε, the map
ψ : U → Rn, ψ := ϕ+ f (43)
is a local diffeomorphism. Strengthening these arguments one sees that there
exist ε > 0 and δ > 0 such that for any f ∈ Bε and ∀ x, y ∈ U , x 6= y,
|x− y| < δ =⇒ ψ(x) 6= ψ(y) . (44)
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In fact, following the arguments of the proof of the inverse function theorem
one sees that for any x ∈ U there exist εx > 0 and an open neighborhood Ux
of x in Rn such that for any f ∈ Bεx the map
ψ
∣∣
Ux
: Ux → R
n
is injective. Using the compactness of U we find x1, ..., xn ∈ U such that
∪nj=1Uxj ⊇ U . Take, ε := min1≤j≤n
εxj . Then, assuming that (44) does not hold,
we can construct two sequences (pj)1≤j≤n and (qj)1≤j≤n of points in U and
(fj)1≤j≤n ⊆ Bε such that
0 < |pj − qj | < 1/j and ψj(pj) = ψj(qj) (45)
where ψj := ϕ + fj . By the compactness of U , we can assume that there
exists p ∈ U such that lim
j→∞
pj = lim
j→∞
qj = p. Taking j ≥ 1 sufficiently large
we obtain that pj , qj ∈ Up, and therefore ψj(pj) 6= ψj(qj). As this contradicts
(45), we see that implication (44) holds.
Further, we argue as follows. Consider the sets
∆δ := {x, y ∈ U
∣∣ |x− y| < δ}
and
Kδ := U × U \∆δ .
As Kδ is compact and ϕ : U → R
n is injective,
m := min
(x,y)∈Kδ
|ϕ(x)− ϕ(y)| > 0 .
This implies that ∀ x, y ∈ U , x 6= y,
|ϕ(x)− ϕ(y)| < m =⇒ |x− y| < δ . (46)
By taking ε > 0 smaller if necessary, we can ensure that for any f ∈ Bε,
‖ψ − ϕ‖C0 < m/2 . (47)
Finally, assume that there exists f ∈ Bε so that the map ψ : U → R
n,
ψ = ϕ+ f , is not injective. Then there exist x, y ∈ U , x 6= y, so that
ψ(x) = ψ(y) .
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This together with (47) implies that
|ϕ(x)− ϕ(y)| < m .
In view (44) and (46) we get that ψ(x) 6= ψ(y). This contradiction shows
that ψ is injective.
Proposition 2.19. Let U be an open bounded subset in Rn with Lipschitz
boundary. Then for any d, r, s ∈ Z≥0 with s > n/2 + 1
µ : Hs+r(Rn,Rd)×Ds(U,Rn)→ Hs(U,Rd), (f, ϕ) 7→ f ◦ ϕ
is a Cr-map.
In view of Proposition 2.14, the proof of Proposition 2.9 can be easily adapted
to show Proposition 2.19. We leave the details to the reader.
Corollary 2.3. Under the assumption of Proposition 2.19, the right trans-
lation by an arbitrary element ϕ ∈ Ds(U,Rn),
Rϕ : H
s(Rn,Rd)→ Hs(U,Rd), f 7→ f ◦ ϕ
is a C∞-map.
Proof. By Proposition 2.19, Rϕ is well-defined and continuous. As Rϕ is a
linear operator it then follows that Rϕ is a C
∞-map.
As an application of Corollary 2.3 we get the following result.
Corollary 2.4. Let U, V ⊆ Rn be open and bounded sets with Lipschitz
boundary and let ϕ : U → V be a C∞-diffeomorphism with ϕ ∈ C∞(U,Rn)
and ϕ−1 ∈ C∞(V ,Rn). Then for any given s ≥ 0, s ∈ Z≥0, the right
translation by ϕ,
Rϕ : H
s(V,R)→ Hs(U,R), f 7→ f ◦ ϕ
is a continuous linear isomorphism.
Finally, we include the following result concerning the left translation. Re-
call that for any given open subset U ⊆ Rn, we denote by C∞b (U,R
n) the
subspace of C∞(U,Rn) consisting of all elements f ∈ C∞(U,Rn) so that f
and all its derivatives are bounded on U .
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Proposition 2.20. Let m, d, s ∈ Z≥0 with m, d ≥ 1 and s > n/2 and let U
be an open bounded subset of Rn with Lipschitz boundary. Then for any g in
C∞b (R
m,Rd), the left translation by g,
Lg : H
s(U,Rm)→ Hs(U,Rd), f 7→ g ◦ f
is a C∞-map.
Proof. We begin by showing that Lg is continuous. Note that by Proposition
2.14, the extension operator
E : Hs(U,Rm)→ Hs(Rn,Rm)
is a bounded linear operator, ‖E‖ < ∞. By Proposition 2.2 the embedding
Hs(Rn,Rm) →֒ C00 (R
n,Rm) is continuous and for any f ∈ Hs(U,Rm),
‖E(f)‖C0 ≤ Ks,0‖E(f)‖s ≤ Ks,0‖E‖ ‖f‖s. (48)
As g is continuous and bounded, g ◦ E(f) is in C0b (R
n,Rd) and hence g ◦ f
in C0b (U,R
d). Furthermore
C0b (R
n,Rm)→ C0b (R
n,Rd), h 7→ g ◦ h
is continuous. More precisely, for h1, h2 ∈ C
0
b (R
n,Rm)
‖g ◦ h1 − g ◦ h2‖C0 ≤ L‖h1 − h2‖C0 (49)
where L := supx∈Rm |dxg| <∞. As for any f1, f2 ∈ H
s(U,Rm),
g ◦ f1 − g ◦ f2 = (g ◦ E(f1)− g ◦ E(f2))|U
it follows from the boundedness of the restriction map, (48) and (49), that
‖g ◦ f1 − g ◦ f2‖C0(U) ≤ ‖g ◦ E(f1)− g ◦ E(f2)‖C0
≤ L ‖E(f1)− E(f2)‖C0 ≤ LKs,0‖E‖ ‖f1 − f2‖s. (50)
In particular, Hs(U,Rm) → C0b (U,R
d), f 7→ g ◦ f is Lipschitz continuous.
Take f ∈ Hs(U,Rm). By Proposition 2.14 (i), there exists a sequence
(f (k))k≥1, f
(k) ∈ C∞c (R
n,Rm), such that
f (k)
∣∣∣
U
→ f as k →∞ (51)
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in Hs(U,Rm). Using the chain and the Leibniz rule we see that for any
k ≥ 1, 1 ≤ i ≤ d, and any multi-index α ∈ Zn≥0 with |α| ≤ s, ∂
α(gi ◦ f
(k)) is
a linear combination of products of the form
∂βgi ◦ f
(k) · ∂γ1f
(k)
j1
· · ·∂γrf
(k)
jr
(52)
where β ∈ Zm≥0 with |β| ≤ |α|, r ∈ Z≥0 with r ≤ |α| and γ1, . . . , γr ∈ Z
n
≥0
with γ1 + . . . γr = α. It follows from (50) and (51) that for any |β| ≤ |α|,
and for any 1 ≤ i ≤ d,
∂βgi ◦ f
(k)
∣∣∣
U
→ ∂βgi ◦ f in C
0
b (U,R) (53)
as k →∞. Moreover, by (51), for any 1 ≤ p ≤ r,
∂γpf
(k)
jp
∣∣∣
U
→ ∂γpfjp in H
s−|γp|(U,R). (54)
As
∑r
j=1 |γj| = |α| ≤ s, we get from (53), (54), and Lemma 2.17 that(
∂βgi ◦ f
(k) · ∂γ1f
(k)
j1
· · ·∂γrf
(k)
jr
)∣∣∣
U
→ ∂βgi ◦ f · ∂
γ1fj1 · · ·∂
γrfjr
in L2(U,R) as k →∞. In particular, for any test function ϕ ∈ C∞c (U),
lim
k→∞
∫
Rn
[
∂βgi ◦ f
(k) · ∂γ1f
(k)
j1
· · ·∂γrf
(k)
jr
]
· ϕ dx
=
∫
Rn
[
∂βgi ◦ f · ∂
γ1fj1 · · ·∂
γrfjr
]
· ϕ dx.
Furthermore, by (50),
〈∂α(gi ◦ f), ϕ〉 = (−1)
|α|
∫
Rn
(
gi ◦ f
)
(x)∂αϕ(x) dx
= lim
k→∞
(−1)|α|
∫
Rn
(
gi ◦ f
(k)
)
(x)∂αϕ(x) dx
= lim
k→∞
∫
Rn
∂α
(
gi ◦ f
(k)
)
(x)ϕ(x) dx. (55)
Combining this with (52) and (55) we see that for any α in Zn≥0, |α| ≤ s, the
weak derivative ∂α(gi◦f) is in L
2(U,R). As ∂α(gi◦f) is a linear combination
of terms of the form
∂βgi ◦ f · ∂
γ1fj1 · · ·∂
γrfjr ∈ L
2(U,R)
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with
∑r
j=1 γj = α it follows from (50) and Lemma 2.17 that the map
Hs(U,Rm)→ L2(U,R),
f 7→ ∂βgi ◦ f · ∂
γ1fj1 · · ·∂
γrfjr ,
is continuous. This shows that
Hs(U,Rm)→ Hs(U,Rd), f 7→ g ◦ f, (56)
is continuous. To see that Lg is C
r-smooth for any r ≥ 1 we again apply
Theorem 2.2. Let f, δf be elements in Hs(U,Rm). Expanding g at f(x),
x ∈ U arbitrary, up to order r ≥ 1, one gets
g
(
f(x) + δf(x)
)
= g
(
f(x)
)
+
r∑
i=1
∑
|α|=i
1
α!
(
∂αg
)(
f(x)
)
· δfα(x)
+ R(f, δf)(x)
where δfα(x) =
∏m
i=1 δfi(x)
αi and the remainder term R(f, δf) is given by
R(f, δf)(x) =
∑
|α|=r
r
α!
∫ 1
0
(1− t)r−1
((
∂αg
)(
f(x) + tδf(x)
)
−
(
∂αg
)(
f(x)
))
δfα(x)dt.
By (56), for any α ∈ Zn≥0,
Hs(U,Rm)→ Hs(U,Rd), f 7→ ∂αg ◦ f (57)
is continuous. In view of Lemma 2.16 (cf. also Lemma 2.10), ∂αg ◦ f can be
viewed as an element in L
|α|
sym
(
Hs(U,R), Hs(U,Rd)
)
, defined by
(δhj)1≤j≤|α| 7→ ∂
αg ◦ f ·
|α|∏
j=1
δhj
and the map
Hs(U,Rm)→ L
|α|
sym
(
Hs(U,R), Hs(U,Rd)
)
, f 7→ ∂αg ◦ f
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is continuous. Similarly one sees that R(f, δf) is in Hs(U,Rd) and by Lemma
2.16,
‖R(f, δf)‖s
‖δf‖rs
≤ Kr+1
∑
|α|=r
1
α!
sup
0≤t≤1
‖∂αg ◦ (f + tδf)− ∂αg ◦ f‖s.
By the continuity of the map (57) it then follows that
lim
‖δf‖s→0
‖R(f, δf)‖s
‖δf‖rs
= 0.
Hence Theorem 2.2 applies and it follows that Lg is C
r-smooth for any r ≥
1.
When applying Proposition 2.20 we will need the following simple Lemma.
Lemma 2.21. Let U ⊆ Rn be a bounded domain. If g ∈ C∞(U,R) then
there exists g˜ ∈ C∞c (R
n,R) such that g˜|U = g.
The following result easily follows from Proposition 2.14 (ii).
Lemma 2.22. Let U ⊆ Rn be an open subset in Rn with Lipschitz boundary
and let s > n/2. Then for any f ∈ Hs(U,Rd) and ϕ ∈ C∞c (R
n), ϕ · f ∈
Hs(U,Rd).
3 Diffeomorphisms of a closed manifold
In this section we prove Theorem 1.2. The main results used for the proof
– in addition to the ones of Proposition 2.19, Proposition 2.20, and Lemma
2.21 – are summarized in Section 3.1 and will be proved in Section 4.
3.1 Preliminaries
Let M be a closed manifold of dimension n and N a manifold of dimension
d. Further let s be an integer, s > n/2. Recall that a continuous map
f : M → N is said to be an element in Hs(M,N) if for any point x ∈ M ,
there exist a chart χ : U → U ⊆ Rn ofM , x ∈ U , and a chart η : V → V ⊆ Rd
of N , f(x) ∈ V, such that f(U) ⊆ V and
η ◦ f ◦ χ−1 : U → V ⊆ Rd
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is an element in Hs(U,Rd). Note that if χ˜ : U˜ → U˜ and η˜ : V˜ → V˜ are two
other charts such that x ∈ U˜ and f(U˜) ⊆ V˜ , then η˜◦f ◦ χ˜−1 is not necessarily
an element in Hs(U˜ ,Rd). As an example consider M = T = R/Z, N = R
and let f : (−1/2, 1/2)→ R be the function
f(x) :=
{
x2/3, x ∈ [0, 1/2)
(−x)2/3, x ∈ [−1/2, 0)
.
Extending f periodically to R we get a function on T that we denote by the
same letter. It is not hard to see that f ∈ H1(T,R). Now, introduce a new
coordinate y = x2 on the open set (0, 1/2) ⊆ T. Then f˜(y) := f(x(y)) = y1/3,
y ∈ (0, 1/4). We have, f˜ ′(y) = 1/(3y2/3), and hence, f˜ ′ /∈ L2((0, 1/4),R).
This shows that f˜ /∈ H1((0, 1/4),R).
With this in mind we define
Definition 3.1. An open cover (Ui)i∈I of M by coordinate charts χi : Ui →
Ui ⊆ R
n, i ∈ I, is called a cover of bounded type, if for any i, j ∈ I with
Ui ∩ Uj 6= ∅,
χj ◦ χ
−1
i ∈ C
∞
b
(
χi(Ui ∩ Uj),R
n
)
.
Definition 3.2. Assume that UI = (Ui)i∈I is a cover of M and VI = (Vi)i∈I
is a collection of charts of N . The pair (UI ,VI) is said to be a fine cover if
the following conditions are satisfied:
(C1) I is finite and for any i ∈ I, χi : Ui → Ui ⊆ R
n and ηi : Vi → Vi ⊆ R
d
are coordinate charts of M respectively N ; Ui and Vi are bounded and
have a Lipschitz boundary.
(C2) UI [VI ] is a cover of M [∪i∈IVi] of bounded type.
(C3) For any i, j ∈ I, the boundaries of χi(Ui∩Uj) and ηi(Vi∩Vj) are piece-
wise C∞-smooth, i.e. they are given by a finite (possibly empty) union
of transversally intersecting C∞-embedded hypersurfaces in Rn respec-
tively Rd. In particular, χi(Ui ∩ Uj) and ηi(Vi ∩ Vj) have a Lipschitz
boundary.
Fine covers (UI ,VI) will be used to construct a C
∞-differentiable structure of
Hs(M,N). To make this construction independent of any choice of metrics
on M and N , the notion of a fine cover does not involve any metric.
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Definition 3.3. A triple (UI ,VI , f) consisting of f ∈ H
s(M,N) with s >
n/2 and a fine cover (UI ,VI) is said to be a fine cover with respect to f if
f(Ui) ⋐ Vi for any i ∈ I, i.e., f(Ui) is compact and contained in Vi.
Lemma 3.1. Let f ∈ Hs(M,N) and s > n/2. Then there exists a fine cover
(UI ,VI) with respect to f .
Proof. To construct such a fine cover choose a Riemannian metric gM on
M , a Riemannian metric gN on N , and ρ > 0, so that 2ρ is smaller than
the injectivity radius of the compact subset f(M) ⊆ N with respect to the
Riemannian metric gN . Note that f(M) is compact as M is compact and
f is continuous. Furthermore, f : M → N is uniformly continuous. Hence
there exists r > 0 with 2r smaller than the injectivity radius of (M, gM ) so
that distgN (f(x), f(x
′)) < ρ for any x, x′ ∈ M with distgM (x, x
′) < r.‖ For
any x ∈M define
Ux := expx(Br) and Ux := Br ⊆ TxM
∼= Rn
where Br denotes the open ball in TxM of radius r with respect to the inner
product gM (x) and expx : TxM → M denotes the Riemannian exponential
map at x. The map χx : Ux → Ux is then defined to be the restriction
of the inverse of expx to Ux, which is well defined as 2r is smaller than
the injectivity radius. Hence χx is a chart of M . Assume that there exist
points x, x′ ∈ M,x 6= x′ and p ∈ ∂Ux ∩ ∂Ux′ , so that the boundaries of the
geodesic balls Ux and Ux′ do not intersect transversally at p. We claim that
in this case Ux ∩ Ux′ = ∅. Indeed, as distgM (x, p) = r, distgM (x
′, p) = r,
and as 2r is smaller than the injectivity radius of (M, gM ) there exists a
minimal geodesic connecting the points x and x′. In view of the assumptions
that x 6= x′ and ∂Ux and ∂Ux′ do not intersect transversally in p it then
follows that p lies on the above geodesic between x and x′ and distgM (x, x
′) =
2r, hence Ux ∩ Ux′ = ∅. Therefore, for any x, x
′ ∈ M , x 6= x′, ∂Ux and
∂Ux′ either do not intersect at all or intersect transversally. In a similar
way we construct charts ηf(x) : Vf(x) → Vf(x) ⊆ R
d, x ∈ M , where now
Vf(x) ⊆ Tf(x)N ∼= R
d is the open ball of radius ρ in Tf(x)N centered at 0 and
ηf(x) = (expf(x)
∣∣
Vf(x)
)−1. Here expf(x) denotes the Riemannian exponential
‖Here distgM and distgN denote the geodesic distances on (M, gM ) and (N, gN ) respec-
tively.
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map of (N, gN ) at f(x). As M is compact there exist finitely many points
(xi)i∈I ⊆ M so that UI = (Ui)i∈I with Ui ≡ Uxi covers M . By construction
VI = (Vi)i∈I with Vi = Vf(xi) is then a cover of f(M) and one verifies that
(UI ,VI , f) is a fine cover with respect to f .
Lemma 3.2. Let (UI ,VI , h) be fine cover with respect to h ∈ H
s(M,N).
Then for any i ∈ I, the map hi := ηi ◦ h ◦ χ
−1
i : Ui → Vi ⊆ R
d is in
Hs(Ui,R
d).
Proof. By the definition of Hs(M,N) and the compactness of M there exist
a finite open cover (Wj)j∈J of M by coordinate charts
µj :Wj →Wj ⊆ R
n
and for any j ∈ J an open coordinate chart νj : Zj → Zj ⊆ R
d of N with
h(Wj) ⋐ Zj and Wj , Zj bounded so that for any j ∈ J
νj ◦ h ◦ µ
−1
j ∈ H
s(Wj ,R
d).
Without loss of generality we may assume that I ∩ J = ∅. In a first step we
show that for any open subset U ⋐ Wj ∩ Ui with Lipschitz boundary ∂U ,
the function ηi ◦ h ◦ χ
−1
i
∣∣
U
is in Hs(U,Rd). Here U is given by χi(U) ⊆ R
n.
Indeed, note that as U = χi(U) ⋐ Ui and µj(U) ⋐ Wj it follows that
µj ◦ χ
−1
i : U → µj(U) is in C
∞
b (U,R
n)
and
χi ◦ µ
−1
j : µj(U)→ U is in C
∞
b
(
µj(U),R
n
)
.
Hence by Corollary 2.4,
(νj ◦ h ◦ µ
−1
j ) ◦ (µj ◦ χ
−1
i )
∣∣∣
U
∈ Hs(U,Rd).
Furthermore, one can choose V ⊆ N open so that
h(U) ⋐ V ⋐ Zj ∩ Vi.
Hence ηi ◦ ν
−1
j
∣∣∣
νj(V)
: νj(V) → ηi(V) is in C
∞
b
(
νj(V),R
d
)
. One then can
apply Proposition 2.20 and Lemma 2.21 to conclude that
ηi ◦ h ◦ χ
−1
i
∣∣
U
= (ηi ◦ ν
−1
j ) ◦ (νj ◦ h ◦ µ
−1
j ) ◦ (µj ◦ χ
−1
i )
∣∣
U
∈ Hs(U,Rd).
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In view of this we can assume that the cover (Wj)j∈J is a refinement of
(Ui)i∈I , i.e., for any j ∈ J there exists σ(j) ∈ I such that
Wj ⊆ Uσ(j) ,
that satisfies the following additional properties: for any j ∈ J , Wj ⋐ Uσ(j),
µj ≡ χσ(j)|Wj :Wj →Wj ⋐ Uσ(j) ⊆ R
n (58)
νj ≡ ησ(j) : Zj ≡ Vσ(j) → Zj ≡ Vσ(j) ⊆ R
d (59)
and
νj ◦ h ◦ µ
−1
j ∈ H
s(Wj ,R
d) . (60)
Now, choose an arbitrary i ∈ I and consider the closure Ui of Ui in M . Let
Ji := {j ∈ J | Wj ∩ Ui 6= ∅}.
Then (Wj)j∈Ji is a open cover of Ui. We can choose (Wj)j∈Ji so that for any
j ∈ Ji, χi(Wj ∩Ui) ⊆ R
n has Lipschitz boundary. Let (ϕj)j∈J be a partition
of unity on M subordinate to the open cover (Wj)j∈J . By construction,(∑
j∈Ji
ϕj
)∣∣∣
Ui
≡ 1 . (61)
Take an arbitrary j ∈ Ji. As the cover (Ul)l∈I is of bounded type,
χσ(j) ◦ χ
−1
i ∈ C
∞
b (χi(Uσ(j) ∩ Ui),R
n) (62)
and
ηi ◦ η
−1
σ(j)
∈ C∞b (ησ(j)(Vσ(j) ∩ Vi),R
d) . (63)
In view of (58) and (59)
µj ◦ χ
−1
i |χi(Wj∩Ui) = χσ(j) ◦ χ
−1
i |χi(Wj∩Ui) ∈ C
∞
b (χi(Wj ∩ Ui),R
n) (64)
and
ηi ◦ ν
−1
j = ηi ◦ η
−1
σ(j)
|ησ(j)(Vσ(j)∩Vi) ∈ C
∞
b (ησ(j)(Vσ(j) ∩ Vi),R
d) . (65)
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We have
(ηi ◦h◦χ
−1
i )|χi(Wj∩Ui) = (ηi ◦ν
−1
j )◦ (νj ◦h◦µ
−1
j )◦ (µj ◦χ
−1
i )|χi(Wj∩Ui) . (66)
Then, in view of (60), (64), (65), and (66), as well as Corollary 2.4, Propo-
sition 2.20, Lemma 2.21, and Lemma 2.22 one concludes that
(ϕj ◦ χ
−1
i ) · (ηi ◦ h ◦ χ
−1
i ) ∈ H
s(Ui,R
d) (67)
where the mapping above is extended from χi(Wj ∩ Ui) to the whole neigh-
borhood Ui by zero. Finally, in view of (61) we get
ηi ◦ h ◦ χ
−1
i =
∑
j∈Ji
(ϕj ◦ χ
−1
i ) · (ηi ◦ h ◦ χ
−1
i ) ∈ H
s(Ui,R
d) .
This completes the proof of Lemma 3.2.
For a given fine cover (UI ,VI), introduce the subset O
s ≡ Os(UI ,VI) of
Hs(M,N)
Os :=
{
h ∈ Hs(M,N)
∣∣ h(Ui) ⋐ Vi ∀i ∈ I}
and the map
ı ≡ ıUI ,VI : O
s → ⊕i∈IH
s(Ui,R
d), h 7→ (hi)i∈I
where for any i ∈ I
hi := ηi ◦ h ◦ χ
−1
i : Ui → Vi ⊆ R
d.
By Lemma 3.2, the map ı is well-defined and we say that hI := (hi)i∈I is the
restriction of h to UI := (Ui)i∈I .
Definition 3.4. A subset S of a Hilbert space H is called a C∞-submanifold
of H if for any p ∈ S, there exist an open neighborhood V of p in H, open
neighborhoods Wi ⊆ Hi of 0 of the Hilbert spaces Hi, i = 1, 2, and a C
∞-
diffeomorphism ψ : V →W1 ×W2, with ψ(p) = (0, 0) so that,
ψ(V ∩ S) =W1 × {0}.
The following result will be proved in Section 4.
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Proposition 3.3. Let (UI ,VI) be a fine cover and O
s ≡ Os(UI ,VI) with
s > n/2, and ı ≡ ıUI ,VI be defined as above. Then the range ı(O
s) of ı is a
C∞-submanifold of ⊕i∈IH
s(Ui,R
d).
To continue, let us recall the notion of a C∞-Hilbert manifold. Let M
be a topological space. A pair (U , χ : U → U) consisting of an open subset
U ⊆M and a homeomorphism χ : U → U ⊆ H of U onto an open subset U
of a Hilbert space is said to be a chart of M. Occasionally, we also refer to
U or to χ : U → U as a chart. For any x ∈ U we say that (U , χ) is a chart at
x. Two charts χi : Ui → Ui ⊆ H of M are said to be compatible if χ2 ◦χ
−1
1 :
χ1(U1∩U2)→ χ2(U1∩U2) is a C
∞-map between the open sets χi(U1∩U2) ⊆
H . An atlas ofM is a cover A ofM by compatible charts. A maximal atlas
ofM (maximality means that any chart that is compatible with the charts in
A belongs to A) is said to be a C∞-differentiable structure ofM. Clearly any
atlas of M induces precisely one C∞-differentiable structure. Assume that
(UI ,VI) is a fine cover. The following result says that the C
∞-differentiable
structure on the subset Os ≡ Os(UI ,VI) of H
s(M,N) obtained by pulling
back the one of the submanifold ı(Os) does not depend on the choice of
(UI ,VI). More precisely, let (UJ ,VJ) be a fine cover. For convenience we
choose the index sets I, J so that I ∩ J = ∅. As above, introduce the subset
Os ≡ Os(UJ ,VJ) of H
s(M,N) together with the restriction map,
ı ≡ ıUJ ,VJ : O
s(UJ ,VJ )→ ⊕j∈JH
s(Uj ,R
d), f 7→ (fj)j∈J
where for any j ∈ J , fj is given by
fj := ηj ◦ f ◦ χ
−1
j : Uj → Vj ⊆ R
d.
By Proposition 3.3, Os(UJ ,VJ) admits a C
∞-differentiable structure ob-
tained by pulling back the one of the submanifold
ı
(
Os(UJ ,VJ)
)
⊆ ⊕j∈JH
s(Uj ,R
d).
In Section 4 we prove the following statements:
Lemma 3.4. Let s be an integer, s > n/2, and let (UI ,VI) and (UJ ,VJ) be
fine covers. Then Os(UI ,VI) ∩ O
s(UJ ,VJ) is open in O
s(UI ,VI).
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Proposition 3.5. Let s be an integer with s > n/2 and let (UI ,VI) and
(UJ ,VJ) be fine covers. Then the C
∞-differentiable structures on the in-
tersection Os(UI ,VI) ∩O
s(UJ ,VJ) induced from O
s(UI ,VI) and O
s(UJ ,VJ )
respectively, coincide.
It follows from Lemma 3.1 that the sets Os(UI ,VI),O
s(UJ ,VJ ), . . . con-
structed above, with I, J, . . . finite and pairwise disjoint, form a cover C of
Hs(M,N). By Lemma 3.4, the set T of subsets S ⊆ Hs(M,N), having the
property that
S ∩ Os(UI ,VI) is open in O
s(UI ,VI) ∀O
s(UI ,VI) ∈ C (68)
defines a topology ofHs(M,N). In particular, C is an open cover ofHs(M,N)
in the topology T . Note that
Lemma 3.6. The topology T of Hs(M,N) is Hausdorff.
Proof. Take f, g ∈ Hs(M,N) so that f 6= g. Then there exists x ∈ M
such that f(x) 6= g(x). Using that f and g are assumed continuous one
constructs, as in Lemma 3.1, a fine cover (UI ,VI) with respect to f and a
fine cover (UJ ,VJ) with respect to g, I ∩ J = ∅, such that there exist i ∈ I
and j ∈ J so that
x ∈ Ui, Ui = Uj , and Vi ∩ Vj = ∅.
Then, Os(UI ,VI) ∩ O
s(UI ,VI) = ∅. As by Lemma 3.4 the sets O
s(UI ,VI)
and Os(UI ,VI) are open in T we see that T is Hausdorff.
Combining Proposition 3.5 with Lemma 3.4 it follows that the cover C
defines a C∞-differentiable structure on Hs(M,N).
Corollary 3.1. Let M be a closed manifold of dimension n, N a C∞-
manifold of dimension d and s an integer with s > n/2. Then the cover
C induces a C∞-differentiable structure As on Hs(M,N) so that Hs(M,N)
is a Hilbert manifold.
Proof. By Lemma 3.1 and Lemma 3.4, C is an open cover of Hs(M,N). The
claimed statement then follows from Proposition 3.5.
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Ebin and Marsden introduced a C∞-differentiable structure of Hs(M,N)
in terms of a Riemannian metric g ≡ gN of N – see [14] or [15]. More
precisely, given any f : M → N in Hs(M,N) introduce the linear space
TfH
s(M,N) := {X ∈ Hs(M,TN) | πN ◦X = f}
where πN : TN → N is the canonical projection of the tangent bundle TN of
N to the base manifold N . Elements in TfH
s(M,N) are referred to as vector
fields along f . On the linear space TfH
s(M,N) we define an inner product
as follows. Choose a fine cover (UI ,VI) so that f ∈ O
s(UI ,VI). In particular,
UI is an open cover of M by coordinate charts of M , χi : Ui → Ui ⊆ R
n and
VI is a set of coordinate charts of N , ηi : Vi → Vi ⊆ R
d. The restriction
of an arbitrary element X ∈ TfH
s(M,N) to Ui induces a continuous map
Xi : Ui → R
d,
Xi(x) =
(
Xk
(
χ−1i (x)
))d
k=1
, x ∈ Ui
where Xk are the coordinates of X
(
χ−1i (x)
)
in the chart Vi ⊆ R
d. Using that
(UI ,VI) is a fine cover one concludes from Lemma 3.2 and the compactness
of X(M) ⊆ TN that
Xi ∈ H
s(Ui,R
d).
The family (Xi)i∈I is referred to as the restriction of X to UI = (Ui)i∈I . For
X, Y ∈ TfH
s(M,N), define
〈X, Y 〉s :=
∑
i∈I,|α|≤s
∫
Ui
〈∂αXi, ∂
αYi〉dx (69)
where 〈·, ·〉 denotes the Euclidean inner product in Rd. Then 〈·, ·〉s is a inner
product, making TfH
s(M,N) into a Hilbert space. Another choice of UI ,VI
will lead to a possibly different inner product, but the two Hilbert norms can
be shown to be equivalent. In this way one obtains a differential structure
of TfH
s(M,N). With the help of the exponential maps expy : TyN → N ,
y ∈ N , defined in terms of the Riemannian metric g of N , Ebin and Marsden
([14]) show that Hs(M,N) is a C∞-Hilbert manifold.∗∗ More specifically,
charts on Hs(M,N) are defined with the help of the exponential map
exp : Os → Hs(M,N), X 7→
[
x 7→ expf(x)
(
X(x)
)]
,
∗∗Note that our arguments will give an independent proof of this fact.
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where Os ⊆ TfH
s(M,N) is a sufficiently small neighborhood of zero in
TfH
s(M,N) – see Section 4 for more details. We denote the C∞-differentiable
structure of Hs(M,N) defined in this way by Asg. In Section 4 we prove
Proposition 3.7. Let M be a closed manifold of dimension n, N a C∞-
manifold endowed with a Riemannian metric g, and s an integer with s >
n/2. Then
As = Asg.
Now let M be a closed oriented n-dimensional manifold and let s be
an integer with s > n/2 + 1. From Proposition 2.14 and the assumption
s > n/2 + 1 it follows that Hs(M,M) can be continuously embedded into
C1(M,M). As in Lemma 2.18 one sees that
Ds(M) := {ϕ ∈ Diff1+(M) | ϕ ∈ H
s(M,M)}
is open in Hs(M,M). Hence Ds(M) is a C∞-Hilbert manifold.
Lemma 3.8. Let M be a closed oriented manifold of dimension n and s be
an integer with s > n/2 + 1. Then for any ϕ ∈ Ds(M), the inverse ϕ−1 is
in Ds(M) and the map
inv : Ds(M)→ Ds(M), ϕ 7→ ϕ−1
is continuous.
For the convenience of the reader we include a proof of Lemma 3.8 in
Appendix A.
3.2 Proof of Theorem 1.2
To prove Theorem 1.2, we first need to introduce some more notation. Let
M be a closed oriented manifold of dimension n and N a C∞-manifold of
dimension d. Consider open covers UI := (Ui)i∈I and VI = (Vi)i∈I of M
where I ⊆ N is finite and a set of open subsets WI := (Wi)i∈I of N so that
for any i ∈ I, Ui and Vi are coordinate charts of M , χi : Ui → Ui ⊆ R
n,
ηi : Vi → Vi ⊆ R
n and Wi is a coordinate chart of N , ξi : Wi → Wi ⊆ R
d
where Ui and Vi are bounded, open subsets of R
n with Lipschitz boundaries.
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Let UI = (Ui)i∈I , VI = (Vi)i∈I , and WI = (Wi)i∈I . For such data we
introduce the subsets
Ps(UI , VI) ⊆ ⊕i∈IH
s(Ui,R
n)
and
Ps(VI ,WI) ⊆ ⊕i∈IH
s(Vi,R
d)
consisting of elements (hi)i∈I ∈ ⊕i∈IH
s(Ui,R
n) and (fi)i∈I ∈ ⊕i∈IH
s(Vi,R
d)
respectively such that for any i ∈ I,
hi(Ui) ⋐ Vi and fi(Vi) ⋐ Wi. (70)
Further, for any integer s with s > n/2 + 1, introduce the subset Ds(UI , VI)
consisting of elements (ϕi)i∈I in P
s(UI , VI) so that for any i ∈ I, ϕi : U i → Vi
is 1-1 and
0 < inf
x∈U i
det(dxϕi).
By Proposition 2.14, Ps(VI ,WI) is open in ⊕i∈IH
s(Vi,R
d). Moreover, one
concludes from Lemma 2.18 and Proposition 2.14 that Ds(UI , VI) is open in
⊕i∈IH
s(Ui,R
n). For any integers r, s with r ≥ 0 and s > n/2+ 1 define the
map
µ˜I : P
s+r(VI ,WI)×D
s(UI , VI) → P
s(UI ,WI)
((fi)i∈I , (ϕi)i∈I) 7→ (fi ◦ ϕi)i∈I
By Proposition 2.19, µ˜I is well–defined and has the following property.
Lemma 3.9. µ˜I is a C
r-map.
Proposition 3.10. Let M be a closed oriented manifold of dimension n, N
a C∞-manifold of dimension d, and r, s integers with r ≥ 0 and s > n/2+1.
Then
µ : Hs+r(M,N)×Ds(M)→ Hs(M,N), (f, ϕ) 7→ f ◦ ϕ
is a Cr-map.
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Proof. Let ϕ ∈ Ds(M) and f ∈ Hs+r(M,N) be arbitrary. Arguing as in the
proof of Lemma 3.1 one constructs open covers (Ui)i∈I and (Vi)i∈I on M as
well as an open cover (Wi)i∈I of f(M) in N such that (UI ,VI) is a fine cover
with respect to ϕ and (VI ,WI) is a fine cover with respect to f . Denote
by Os(UI ,VI) and O
s+r(VI ,WI) the open subsets of H
s(M,M) respectively
Hs+r(M,N), introduced in Section 3.1. Then Ds(M)∩Os(UI ,VI) is an open
neighborhood of ϕ in Ds(M) and Os+r(VI ,WI) is an open neighborhood of
f in Hs+r(M,N). Furthermore, note that
ıUI ,VI
(
Ds(M) ∩Os(UI ,VI)
)
⊆ Ds(UI , VI)
and
ıVI ,WI
(
Os+r(VI ,WI)
)
⊆ Ps+r(VI ,WI)
where ıUI ,VI and ıVI ,WI are the embeddings introduced in Section 3.1. One
has the following commutative diagram:
Os+r(VI ,WI)× (D
s(M) ∩Os(UI ,VI))
µI
−→ Os(UI ,WI)yıVI ,WI × ıUI ,VI yıUI ,WI
Ps+r(VI ,WI)×D
s(UI , VI)
µ˜I
−→ Ps(UI ,WI)
where µI is the restriction of the composition
µ : Hs+r(M,N)×Ds(M)→ Hs(M,N)
to Os+r(VI ,WI)× (D
s(M) ∩Os(UI ,VI)). In view of Lemma 3.9
µ˜I : P
s+r(VI ,WI)×D
s(UI , VI)→ P
s(UI ,WI)
is Cr-smooth. By the definition of the differential structure on Os+r(VI ,WI)
and Os(UI ,VI) (see §3.1) we get from the commutative diagram above that
µI is C
r-smooth. As ϕ, f are arbitrary, it follows that µ is Cr-smooth.
Next we consider the inverse map, associating to any C1-diffeomorphism
ϕ : M → M of a given closed manifold M its inverse. Following the argu-
ments of the proof of Proposition 2.13 and using Proposition 3.10 we obtain
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Proposition 3.11. For any closed oriented manifold M of dimension n and
any integers r, s with r ≥ 1 and s > n/2 + 1
inv : Ds+r(M)→ Ds(M), ϕ 7→ ϕ−1
is a Cr-map.
Proof of Theorem 1.2. The claimed results are established by Proposition
3.10, Lemma 3.8 and Proposition 3.11.
As an immediate consequence of Proposition 3.10 and Lemma 3.8 we
obtain the following
Corollary 3.2. For any closed oriented manifold M of dimension n and any
integer s > n/2 + 1, Ds(M) is a topological group.
4 Differentiable structure of Hs(M,N)
In Section 3.1 we outlined the construction of a C∞-differentiable structure
of Hs(M,N) for any integer s with s > n/2. In this section we prove the
auxiliary results stated in Subsection 3.1, which were needed for this con-
struction. Throughout this section we assume that M is a closed manifold
of dimension n, s ∈ Z≥0 with s > n/2, N is a C
∞-manifold of dimension d,
and g ≡ gN is a C
∞-Riemannian metric on N .
4.1 Submanifolds
The main purpose of this subsection is to prove Proposition 3.3. Let us begin
by recalling the set-up. Choose a fine cover (UI ,VI) as defined in Subsection
3.1. In particular, UI = (Ui)i∈I is a finite cover of M and VI = (Vi)i∈I one
of ∪i∈IVi and for any i ∈ I, Ui,Vi are coordinate charts χi : Ui → Ui ⊆
Rn respectively ηi : Vi → Vi ⊆ R
d. Recall that Os(UI ,VI), introduced in
subsection 3.1, is given by
Os(UI ,VI) =
{
h ∈ Hs(M,N)
∣∣ h(Ui) ⋐ Vi ∀i ∈ I} (71)
and the map
ı ≡ ıUI ,VI : O
s(UI ,VI)→ ⊕i∈IH
s(Ui,R
d), (72)
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defined by ı(h) := (hi)i∈I and hi = ηi ◦ h ◦ χ
−1
i : Ui → Vi ⊆ R
d is
injective. Proposition 3.3 states that ı
(
Os(UI ,VI)
)
is a submanifold of
⊕i∈IH
s(Ui,R
d). We will prove this by showing that for any f ∈ Os(UI ,VI)
there exists a neighborhood Qs of (fi)i∈I in ⊕i∈IH
s(Ui,R
d) so that Qs ∩
ı
(
Os(UI ,VI)
)
coincides with ı◦ expf (O
s) where expf is the exponential map
expf : TfH
s(M,N) → Hs(M,N) defined below (see also the discussion
of the differential structure Asg of H
s(M,N) in Subsection 3.1) and Os is a
(small) neighborhood of 0 in TfH
s(M,N). By proving that d0(ı◦expf ) splits
(Lemma 4.2 below) we then conclude that ı
(
Os(UI ,VI)
)
is a submanifold of
⊕i∈IH
s(Ui,R
d). Let us now look at the Hilbert space TfH
s(M,N) and the
map expf in more detail. For any y ∈ N , denote by TyN the tangent space
of N at y and by expy the exponential map of the Riemannian metric g on
N . It maps a (sufficiently small) element v ∈ TyN to the point in N on the
geodesic issuing at y in direction v at time t = 1. For any y ∈ N the expo-
nential map expy is defined in a neighborhood of 0y in TyN . Furthermore,
for any X ∈ TfH
s(M,N), with f ∈ Hs(M,N), and x ∈ M , X(x) is an
element in Tf(x)N , hence if ‖X(x)‖ is sufficiently small, expf(x)
(
X(x)
)
∈ N
is well defined and, for X sufficiently small, we can introduce the map
expf (X) := M → N, x 7→ expf(x)
(
X(x)
)
.
Note that for X = 0, expf (0) = f . To analyze the map expf further let
us express it in local coordinates provided by the fine cover (UI ,VI). The
restriction of an arbitrary element X ∈ TfH
s(M,N) to Ui is given by the
map
Xi : Ui → R
d, x 7→ Xi(x). (73)
AsX ∈ TfH
s(M,N),Xi is an element inH
s(Ui,R
d). Recall that TfH
s(M,N)
is a Hilbert space. Without loss of generality we assume that the inner prod-
uct (69) is defined in terms of UI and VI . It is then immediate that the linear
map
ρ : TfH
s(M,N)→ ⊕i∈IH
s(Ui,R
d), X 7→ (Xi)i∈I (74)
is an isomorphism onto its image. For X (sufficiently) close to 0 we want
to describe the restriction of expf (X) to UI = (Ui)i∈I . To this end, let us
express expy(v) for y ∈ Vi, i ∈ I, and v sufficiently close to 0 in TyN in local
coordinates provided by ηi : Vi → Vi. For any small v ∈ TyN , ηi(expy v)
is given by γi(1; yi, vi) where t 7→ γi(t; yi, vi) ∈ R
d is the geodesic issuing
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at yi := ηi(y) in direction given by the coordinate representation vi of the
vector v. The geodesic γi(t; yi, vi) satisfies the ODE on Vi,
γ¨i + Γ(γi)(γ˙i, γ˙i) = 0 (75)
with initial data
γi(0; yi, vi) = yi and γ˙i(0; yi, vi) = vi. (76)
Here ˙ stays for ddt and for any zi ∈ Vi and wi = (w
p
i )1≤p≤d ∈ R
d,
Γ(zi)(wi, wi) =
 ∑
1≤p,q≤d
Γkpq(zi)w
p
iw
q
i

1≤k≤d
(77)
with Γkpq denoting the Christoffel symbols of the Riemannian metric g, ex-
pressed in the local coordinates of the chart ηi : Vi → Vi,
Γkpq =
gkl
2
(
∂zqi gpl − ∂zligpq + ∂z
p
i
glq
)
(78)
where gpl are the coefficients of the metric tensor and g
lk · gkm = δ
k
m where
δkm is the Kronecker delta. Note that Γ
k
pq is a C
∞-function on Vi. The
velocity vector vi ∈ R
d in (76) is chosen close to zero so that the solution
γi(t; yi, vi) exists and stays in Vi for any |t| < 2. Now let us return to the
map X 7→ expf (X). Its restriction to Ui is given by the time one map of the
flow Xi 7→ αi(t;Xi), where for any Yi ∈ H
s(Ui,R
d), αi(t; Yi) solves the ODE
(α˙i, Z˙i) =
(
Zi,−Γ(αi)(Zi, Zi)
)
(79)
with initial data (
αi(0; Yi), Zi(0; Yi)
)
= (fi, Yi). (80)
As above, fi is given by fi = ηi ◦ f ◦ χ
−1
i and satisfies fi(Ui) ⋐ Vi.
Lemma 4.1. For any f ∈ Os(UI ,VI) and i ∈ I, there exists a neighborhood
Osi of 0 in H
s(Ui,R
d) so that for any Yi ∈ O
s
i , the initial value problem
(79)-(80) has a unique C∞-solution
(−2, 2)→ Hs(Ui,R
d)×Hs(Ui,R
d), t 7→
(
αi(t; Yi), Zi(t; Yi)
)
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satisfying
αi(t; Yi)(Ui) ⋐ Vi .
In fact,
(αi, Zi) ∈ C
∞
(
(−2, 2)× Osi , H
s(Ui,R
d)×Hs(Ui,R
d)
)
.
Proof. The claimed result follows from the classical theorem for ODE’s in
Banach spaces on the existence, uniqueness, and C∞-smooth dependence on
initial data of solutions (cf. e.g. [25]). Indeed, denote by Hs(Ui, Vi) the
subset of the Hilbert space Hs(Ui,R
d),
Hs(Ui, Vi) := {h ∈ H
s(Ui,R
d) | h(Ui) ⋐ Vi}.
By the Sobolev embedding theorem (Proposition 2.14 (iii))Hs(Ui, Vi) is open
in Hs(Ui,R
d). We claim that the vector field
Hs(Ui, Vi)×H
s(Ui,R
d) → Hs(Ui,R
d)×Hs(Ui,R
d)
(hi, Yi) 7→
(
Yi,−Γ(hi)(Yi, Yi)
)
is well-defined and C∞-smooth. Indeed, as hi ∈ H
s(Ui, Vi), one has that
hi(Ui) ⋐ Vi, thus the composition Γ ◦ hi is well-defined. Furthermore, by
Proposition 2.20, Lemma 2.21, (77) and (78)
Hs(Ui, Vi)→ H
s(Ui,R), hi 7→ Γ
k
pq(hi)
is C∞-smooth. By Lemma 2.16, Hs(Ui,R) is an algebra and multiplication
of elements of Hs(Ui,R) is C
∞-smooth. Hence the map
Hs(Ui, Vi)×H
s(Ui,R
d)→ Hs(Ui,R
d), (hi, Yi) 7→ Γ(hi)(Yi, Yi)
is C∞-smooth. Summarizing our considerations we have proved that the
vector field
Hs(Ui, Vi)×H
s(Ui,R
d) → Hs(Ui,R
d)×Hs(Ui,R
d)
(hi, Yi) 7→
(
Yi,−Γ(hi)(Yi, Yi)
)
is C∞-smooth. Further note that for Yi ≡ 0,
(
αi(t, 0), Zi(t, 0)
)
= (fi, 0)
is a stationary solution of (79)-(80). Hence by the classical local in time
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existence and uniqueness theorem for solutions of ODE’s in Banach spaces
we conclude that there exists a (small) neighborhood Osi of 0 in H
s(Ui,R
d)
so that for any Yi ∈ O
s
i , the initial value problem (79)-(80) has a unique
solution
(
αi(t, Yi), Zi(t, Yi)
)
in C∞
(
(−2, 2), Hs(Ui, Vi) × H
s(Ui,R
d)
)
. As
the solution depends C∞-smoothly on the initial data one concludes that
(αi, Zi) ∈ C
∞
(
(−2, 2)×Osi , H
s(Ui, Vi)×H
s(Ui,R
d)
)
.
Corollary 4.1. For any f ∈ Os(UI ,VI), there exists a neighborhood O
s of
0 in TfH
s(M,N) so that for any X ∈ Os, expf (X) is in O
s(UI ,VI) and the
composition ıf := ı ◦ expf (X),
Os
expf
−→ Os(UI ,VI)
ı
−→ ⊕i∈IH
s(Ui,R
d)
is C∞-smooth.
Proof. For any i ∈ I, the i-th component of the restriction map
ρi : TfH
s(M,N)→ Hs(Ui,R
d), X 7→ Xi(x)
is linear and bounded by the definition of TfH
s(M,N), hence it is C∞-
smooth. As a consequence
Os :=
⋂
i∈I
ρ−1i (O
s
i ) ⊆ TfH
s(M,N) (81)
is an open neighborhood of 0 in TfH
s(M,N) with Osi being the neighborhood
of 0 in Hs(Ui,R
d) of Lemma 4.1. The latter implies that for any i ∈ I, the
composition
Os
ρi
−→ Hs(Ui,R
d)
αi(1;·)
−→ Hs(Ui, Vi)
is C∞-smooth. Recall that the restriction of expf (X) to Ui is given by
αi(1;Xi). Hence expf (X) ∈ O
s(UI ,VI) and
ıf (X) =
(
αi(1; ρi(X))
)
i∈I
(82)
showing that ıf is C
∞-smooth as ρi : TfH
s(M,N) → Hs(Ui,R
d) is a
bounded linear map.
Next we want to analyze the map ıf further.
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Lemma 4.2. For any f ∈ Os(UI ,VI), the differential d0ıf : TfH
s(M,N)→
⊕i∈IH
s(Ui,R
d) of ıf at X = 0 is 1-1 and has closed range.
Proof. We claim that for any X ∈ TfH
s(M,N),
d0ıf (X) =
(
ρi(X)
)
i∈I
where for any x ∈ Ui, ρi(X)(x) = Xi(x) is the i-th component of the restric-
tion map. Indeed, for any λ ∈ R with |λ| < 1 and |t| < 2, any solution of
the initial value problem (79)-(80) with Yi and λYi in O
s
i satisfies
αi(λt; Yi) = αi(t;λYi). (83)
As ρi(λX) = λρi(X) by the linearity of the map ρi it then follows from (82)
and (83) that for any X ∈ Os with λX ∈ Os,
ıf (λX) =
(
αi(λ;Xi)
)
i∈I
and hence
d
dλ
∣∣∣∣
λ=0
ıf (λX) =
(
α˙i(0;Xi)
)
i∈I
= (Xi)i∈I .
As a consequence, d0ıf (X) =
(
ρi(X)
)
i∈I
for any X ∈ TfH
s(M,N) and d0ıf
is 1-1. It remains to show that d0ıf has closed range. Note that for any given
X ∈ Os and x ∈ χj(Ui ∩ Uj) with i, j ∈ I, the restrictions Xi and Xj are
related by
dfj(x)(ηi ◦ η
−1
j ) ·Xj(x) = Xi
(
χi ◦ χ
−1
j (x)
)
. (84)
Conversely, if (Yi)i∈I ∈ ⊕i∈IH
s(Ui,R
d) satisfies the relations (84) for any
x ∈ χj(Ui ∩ Uj) and i, j ∈ I, there exists X ∈ TfH
s(M,N) so that
ρi(X) = Yi (85)
for any i ∈ I. As s > n/2, it then follows from Lemma 2.16, Corollary 2.4,
Proposition 2.14(ii), as well as Proposition 2.20 and Lemma 2.21, that for
any i, j ∈ I, the linear map
Rij : ⊕i∈IH
s(Ui,R
d) → Hs
(
χj(Ui ∩ Uj),R
d
)
,
(Xi)i∈I 7→ dfj(x)
(
ηi ◦ η
−1
j
)
·Xj(x)−Xi
(
χi ◦ χ
−1
j (x)
)
is bounded. Hence, the relations (84) define a closed linear subspace of
⊕i∈IH
s(Ui,R
d).
59
Lemma 4.2 will be used to show that ı
(
Os(UI ,VI)
)
is a submanifold of
⊕i∈IH
s(Ui,R
d) by applying the following corollary of the inverse function
theorem.
Lemma 4.3. Let E and H be Hilbert spaces and let H1 be a closed subspace
of H. Furthermore let V be an open neighborhood of 0 in E and Φ : V → H
a C∞-map so that d0Φ(E) = H1 and Ker d0Φ = {0}. Then there exist a
C∞-diffeomorphism Ψ of some open neighborhood of Φ(0) ∈ H to an open
neighborhood of 0 ∈ H and an open neighborhood V1 ⊆ V of 0 in E so that
Ψ ◦ Φ|V1 is a C
∞-diffeomorphism onto an open neighborhood of 0 in H1.
See e.g. [25], Chapter I, Corollary 5.5 for a proof.
Proof of Proposition 3.3. We will show that for any f ∈ Os(Ui,VI) there
exists an open neighborhood Qs of ı(f) in ⊕i∈IH
s(Ui,R
d) such that
ıf (O
s) = Qs ∩ ı
(
Os(UI ,VI)
)
where Os is an open neighborhood of zero in TfH
s(M,N) such that ıf (O
s)
is a submanifold in ⊕i∈IH
s(Ui,R
d). Recall that the differential of the map
Yi 7→ αi(1; Yi) of Lemma 4.1 at Yi = 0 is the identity (cf. the proof of Lemma
4.2),
d0αi(1; ·) = idHs(Ui,Rd).
It thus follows by the inverse function theorem that for any i ∈ I, there
exists an open neighborhood Qsi of fi contained in H
s(Ui, Vi) such that, after
shrinking Osi , if necessary
(P1)
{
αi(1; ·) : O
s
i → Q
s
i ia a C
∞-diffeomorphism
∀ Yi ∈ O
s
i , αi(1; Yi)(Ui) ⋐ Vi
By shrinking the neighborhood Osi of zero in H
s(Ui,R
d) once more one can
ensure that the open neighborhood Os of zero in TfH
s(M,N) given by (81)
satisfies the following two additional properties:
(P2) ıf (O
s) is a submanifold in ⊕i∈I H
s(Ui,R
d)
(P3) ∀ ξ ∈ Os, g(ξ, ξ) < ε .
where ε > 0 is chosen as in Lemma 4.4 below. Our candidate for the open
neighborhood Qs of ı(f) = (fi)i∈I in ⊕i∈IH
s(Ui,R
d) is
Qs := ⊕i∈IQ
s
i .
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Take h ∈ Os(UI ,VI) with ı(h) = (hi)i∈I ∈ Q
s. By the definition of Qs and
Qsi , there exists (Yi)i∈I ∈ ⊕i∈IO
s
i such that for any i ∈ I, αi(1; Yi) = hi.
We now have to show that (Yi)i∈I is the restriction of a global vector field
along f . In view of (84) and (85) it is to prove that for any x ∈ χj(Ui ∩Uj),
i, j ∈ I, the identity (84) is satisfied. Assume the contrary. Then there
exists k, l ∈ I and x ∈ Uk ∩ Ul so that, with xk := χk(x), xl := χl(x) and
y = f(x) ∈ Vk ∩ Vl, the vectors ξ ∈ TyN and ξ¯ ∈ TyN corresponding to
Yk(xk) and Yl(xl) respectively do not coincide,
ξ 6= ξ¯. (86)
On the other hand, by the definition of hk and αk
hk(xk) = αk(1; Yk)(xk) = ηk(expy ξ)
and, similarly,
hl(xl) = αl(1; Yl)(xl) = ηl(expy ξ¯).
As ı(h) = (hi)i∈I it then follows that
expy ξ = h(x) = expy ξ¯.
However, in view of the choice of ε in (P3) and Lemma 4.4 below, the latter
identity contradicts (86). Hence (Yi)i∈I satisfies (84) and ıf (X) = (Yi)i∈I
where X ∈ Os is the vector field along f defined by (85).
It remains to state and prove Lemma 4.4 used in the proof of Proposition
3.3. For any ε > 0 and any subset A ⊆ N denote by BεgA the ε-ball bundle
of N restricted to A
BεgA =
{
ξ ∈ ∪y∈ATyN
∣∣ g(ξ, ξ)1/2 < ε}
where g is the Riemannian metric on N . Denote by π : TN → N the
canonical projection. Recall that f ∈ Hs(M,N) implies that f is continuous.
As M is assumed to be closed, f(M) is compact. By the classical ODE
theorem and the compactness of f(M) there exists a neighborhood V of
f(M) in N and ε > 0 so that
Φ : BεgV → N ×N, ξ 7→
(
π(ξ), expπ(ξ) ξ
)
is well-defined and C∞-smooth.
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Lemma 4.4. For any f ∈ Os(UI ,VI), there exists ε > 0 and an open neigh-
borhood V of f(M) so that
Φ : BεgV → W ⊆ N ×N, ξ 7→
(
π(ξ), expπ(ξ) ξ
)
is a C∞-diffeomorphism onto an open neighborhood W of {(y, y) | y ∈ V} in
N ×N .
Proof. Note that for any ξ ∈ TN of the form 0y ∈ TyN with y ∈ f(M),
Φ(0y) = (y, y) and d0yΦ : T0y (TN) → TyN × TyN is a linear isomorphism.
By the inverse function theorem and the compactness of f(M) it then follows
that there exist an open neighborhood V of f(M), an open neighborhoodW
of the diagonal {(y, y) | y ∈ V} in N ×N , and ε > 0 so that
Φ : BεgV → W ⊆ N ×N, ξ 7→
(
π(ξ), expπ(ξ) ξ
)
(87)
is a local diffeomorphism that is onto and that for any x ∈ V
Φ
∣∣∣
BεgV∩TxN
: BεgV ∩ TxN → N
is a diffeomorphism onto its image. The last statement and the formula for
Φ in (87) imply that Φ is is injective. Hence, Φ is a bijection. As it is also a
local diffeomorphism, Φ is a diffeomorphism.
Remark 4.1. Note that we did not use the Ebin-Marsden differential struc-
ture on Ns(M,N). In consequence, our construction gives an independent
proof of Ebin-Marsden’s result.
As a by-product, the proof of Proposition 3.3 leads to the following
Corollary 4.2. For any set of the form Os(UI ,VI),
As ∩Os(UI ,VI) = A
s
g ∩O
s(UI ,VI)
i.e. the C∞-differentiable structure induced from ⊕i∈IH
s(Ui,R
d) coincides
on Os(UI ,VI) with the one of Ebin-Marsden, introduced in [14].
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4.2 Differentiable structure
In this subsection we prove Proposition 3.5 and Proposition 3.7 as well as
Lemma 3.4. Recall that the map
ı ≡ ıUI ,VI : O
s(UI ,VI)→ ⊕i∈IH
s(Ui,R
d) (88)
is injective and by Proposition 3.3, the image of ı is a C∞-submanifold in
⊕i∈IH
s(Ui,R
d). Hence, by pulling back the C∞-differentiable structure of
the image of ı, we get a C∞-differentiable structure on Os(UI ,VI). First we
prove Lemma 3.4.
Proof of Lemma 3.4. Let (UI ,VI) and (UJ ,VJ ) be fine covers. For conve-
nience assume that the index sets I, J are chosen in such a way that I∩J = ∅.
It is to show that Os(UI ,VI) ∩ O
s(UJ ,VJ ) is open in O
s(UI ,VI). Given
h ∈ Os(UI ,VI) ∩ O
s(UJ ,VJ ) consider its restriction (hi)i∈I = ıUI ,VI (h) in
⊕i∈IH
s(Ui,R
d) and choose a Riemannian metric g on N . In view of Propo-
sition 2.14 (iii), for any ε > 0, there exists an open neighborhoodW of (hi)i∈I
in ⊕i∈IH
s(Ui,R
d) such that for any (pi)i∈I ∈ W ∩ ıUI ,VI
(
Os(UI ,VI)
)
and
any x ∈M
distg
(
p(x), h(x)
)
< ε (89)
where distg is the geodesic distance function on (N, g) and p ∈ H
s(M,N) is
the unique element ofOs(UI ,VI) such that ıUI ,VI (p) = (pi)i∈I . It follows from
(89) and the definition of Os(UI ,VI) that the neighborhood W of (hi)i∈I in
⊕i∈IH
s(Ui,R
d) can be chosen so that
W := ı−1UI ,VI
(
W ∩ ıUI ,VI
(
Os(UI ,VI)
))
⊆ Os(UJ ,VJ). (90)
In view of the definition of the topology on Os(UI ,VI), W is an open neigh-
borhood of h in Os(UI ,VI). As h ∈ O
s(UI ,VI) ∩ O
s(UJ ,VJ ) was chosen
arbitrarily, formula (90) implies that Os(UI ,VI) ∩ O
s(UJ ,VJ ) is open in
Os(UI ,VI).
Next we prove Proposition 3.5 which says that the C∞-differentiable
structures of Os(UI ,VI)∩O
s(UJ ,VJ) induced by the ones of O
s(UI ,VI) and
Os(UJ ,VJ) coincide.
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Proof of Proposition 3.5. Let (UI ,VI) and (UJ ,VJ ) be fine covers. For con-
venience we choose I, J such that I ∩ J 6= ∅ and assume that OsIJ :=
Os(UI ,VI)∩O
s(UJ ,VJ) 6= ∅. Note that the boundary ∂χi(Ui∩Uj), i ∈ I, j ∈
J , might not be Lipschitz. To address this issue we refine the covers (UI ,VI)
and (UJ ,VJ ). For any h ∈ O
s
IJ there exist fine covers (UK ,VK), (UL,VL)
with I, J,K, L pairwise disjoint such that (i) h ∈ Os(UK ,VK) ∩O
s(UL,VL),
(ii) there exist maps σ : K → I and τ : L→ J so that for any k ∈ K, ℓ ∈ L
Uk ⋐ Uσ(k), Vk ⋐ Vσ(k) and Uℓ ⋐ Uτ (ℓ), Vℓ ⋐ Vτ (ℓ),
and (iii) for any k ∈ K and ℓ ∈ L, Uk ∩ Uℓ ⊆ M and Vk ∩ Vℓ ⊆ N have
piecewise smooth boundary and UK ∪UL := {Uk,Uℓ}k∈K,ℓ∈L is a cover of M
of bounded type.
Fine covers (UK ,VK) and (UL,VL) with properties (i)-(iii) can be constructed
by choosing for Uk,Vk (k ∈ K) and Uℓ,Vℓ (ℓ ∈ L) appropriate geodesic
balls defined in terms of Riemannian metrics on M and N respectively and
arguing as in the proof of Lemma 3.1. Moreover, we choose for any k ∈ K the
coordinate chart χk : Uk → Uk ⊆ R
n to be the restriction of the coordinate
chart χσ(k) : Uσ(k) → Uσ(k) ⊆ R
n to Uk. In a similar way we choose the
coordinate charts ηk (k ∈ K) and χℓ, ηℓ (ℓ ∈ L). Let O
s
KL := O
s(UK ,VK) ∩
Os(UL,VL) and O
s
IJKL := O
s
IJ ∩ O
s
KL and define
FI := ⊕i∈IH
s(Ui,R
d), FJ := ⊕j∈JH
s(Uj ,R
d),
FK := ⊕k∈KH
s(Uk,R
d), FL := ⊕ℓ∈LH
s(Uℓ,R
d).
By Lemma 3.4, the sets OsKL,O
s
IJ , and O
s
IJKL are open sets in the topology
T , defined by (68). To prove Proposition 3.5 it suffices to show that the
C∞-differentiable structures on OsIJKL induced from the ones of O
s
I and O
s
J
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coincide. For this purpose, consider the following diagram
FI O
s
IJ FJ
⊆ ⊆ ⊆
ıI(O
s
IJKL)
✛
ıI
OsIJKL
ıJ
✲ ıJ (O
s
IJKL)
ıK(O
s
IJKL)
PI
❄ R
✲
ıK
✛
ıL(O
s
IJKL)
PJ
❄
ıL
✲
⊆ ⊆
FK FL
(91)
where ıI , ıJ , ıK , and ıL denote the corresponding restrictions of ıUI ,VI , ıUJ ,VJ ,
ıUK ,VK , and ıUL,VL , to O
s
IJKL and PI ,PJ are the maps
PI : ıI(O
s
IJKL)→ ıK(O
s
IJKL), (fi)i∈I 7→ (fσ(k)
∣∣
Uk
)k∈K ,
PJ : ıJ (O
s
IJKL)→ ıL(O
s
IJKL), (fj)j∈J 7→ (fτ (ℓ)
∣∣
Uℓ
)ℓ∈L . (92)
Finally, the map R : ıK(O
s
IJKL)→ ıL(O
s
IJKL) is defined in such a way that
the central sub-diagram in (91) is commutative. Note that by the definition
of the charts χk, ηk (k ∈ K) and χℓ, ηℓ (ℓ ∈ L), the left and right sub-
diagrams in (91) are commutative. By Lemma 4.5 below the map R is a
diffeomorphism. Proposition 3.5 then follows once we show that the maps PI
and PJ are diffeomorphisms, as in this case, P
−1
J ◦R◦PI is a diffeomorphism.
Consider the map PI . As PI is the restriction of the bounded linear map
P˜I : FI → FK , (fi)i∈I 7→ (fσ(k)
∣∣
Uk
)k∈K
to the submanifold ıI(O
s
IJKL) ⊆ FI , PI is smooth. Take an arbitrary element
fI ≡ ıI(f) ∈ ıI(O
s
IJKL) and consider the differential of PI at fI ,
dfIPI : ρI
(
TfH
s(M,N)
)
→ ρK
(
TfH
s(M,N)
)
where ρI is the restriction map (74) corresponding to (UI ,VI) and ρK is
the restriction map corresponding to (UK ,VK). In view of the choice of the
coordinate charts (χk)k∈K , dfIPI is given by
dfIPI : (Xi)i∈I 7→
(
Xσ(k)
∣∣
Uk
)
k∈K
. (93)
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In particular it follows from (93) that dfIPI is injective and onto. Hence, by
the open mapping theorem dfIPI is a linear isomorphism. As fI ∈ ıI(O
s
IJKL)
is arbitrary, PI : ıI(O
s
IJKL) → ıK(O
s
IJKL) is a local diffeomorphism. As by
the commutativity of the left sub-diagram of (91), PI is a homeomorphism
we get that it is a diffeomorphism. Similarly, one proves that PJ is a diffeo-
morphism.
Next we prove Lemma 4.5 used in the proof of Proposition 3.5. Let R be
the map introduced there.
Lemma 4.5. R is a diffeomorphism.
Proof. Throughout the proof we use the notation introduced in the proof of
Proposition 3.5 without further reference. Consider the following diagram
OsKL
FK ⊇ ıK(O
s
KL)
R˜
✲
ıK
✛
ıL(O
s
KL) ⊆ FL
ıL
✲
(94)
where R˜ : ıK(O
s
KL) → ıL(O
s
KL) is the map defined by R˜
(
ıK(f)
)
= ıL(f)
for any f ∈ OsKL. Clearly, the diagram (94) is commutative and R is the
restriction of R˜ to ıK(O
s
IJKL). It suffices to show that R˜ is a diffeomorphism.
Note that
OsKL = O
s(UK ∩ UL,VK ∩ VL)
where
UK ∩ UL = (Uk ∩ Uℓ)k∈K,ℓ∈L and VK ∩ VL = (Vk ∩ Vℓ)k∈K,ℓ∈L.
On UK ∩UL and VK∩VL one can introduce two families of coordinate charts.
For any given k ∈ K and ℓ ∈ L define
αkℓ := χk|Uk∩Uℓ : Uk ∩ Uℓ → χk(Uk ∩ Uℓ) ⊆ Uk ⊆ R
n ,
βkℓ := ηk|Vk∩Vℓ : Vk ∩ Vℓ → ηk(Vk ∩ Vℓ) ⊆ Vk ⊆ R
d .
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and, alternatively,
γkℓ := χℓ|Uk∩Uℓ : Uk ∩ Uℓ → χℓ(Uk ∩ Uℓ) ⊆ Uℓ ⊆ R
n ,
δkℓ := ηℓ|Vk∩Vℓ : Vk ∩ Vℓ → ηℓ(Vk ∩ Vℓ) ⊆ Vℓ ⊆ R
d .
These two choices of coordinate charts lead to the two embeddings ı1 and
ı2
ı1 : O
s(UK ∩ UL,VK ∩ VL) → ⊕k∈K,ℓ∈LH
s(χk(Uk ∩ Uℓ),R
d) (95)
f 7→ (fkℓ)k∈K,ℓ∈L
where
fkℓ := βkℓ ◦ f ◦ α
−1
kℓ : χk(Uk ∩ Uℓ)→ ηk(Vk ∩ Vℓ) ⊆ R
d
and
ı2 : O
s(UK ∩ UL,VK ∩ VL) → ⊕k∈K,ℓ∈LH
s(χℓ(Uk ∩ Uℓ),R
d) (96)
f 7→ (gkℓ)k∈K,ℓ∈L
where
gkℓ := δkℓ ◦ f ◦ γ
−1
kℓ : χℓ(Uk ∩ Uℓ)→ ηℓ(Vk ∩ Vℓ) ⊆ R
d.
Let
GK := ⊕k∈K,ℓ∈LH
s(χk(Uk ∩ Uℓ),R
d),
GL := ⊕k∈K,ℓ∈LH
s(χℓ(Uk ∩ Uℓ),R
d)
and consider the following diagram
FK ⊇ ıK(O
s
KL)
✛
ıK
OsKL
ıL
✲ ıL(O
s
KL) ⊆ FL
GK ⊇ ı1(O
s
KL)
RK
❄ T
✲
ı1
✛
ı2(O
s
KL) ⊆ GL
RL
❄
ı2
✲
(97)
where ıK is the restriction of
ıUK ,VK : O
s(UK ,VK)→ FK
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to OsKL ⊆ O
s(UK ,VK), ıL is defined similarly, and the maps RK , RL, and
T are defined by
RK : FK → GK , (fk)k∈K 7→ (fkℓ)k∈K,ℓ∈L, fkℓ := fk|χk(Uk∩Uℓ) ,
RL : FL → GL, (fℓ)ℓ∈L 7→ (gkℓ)k∈K,ℓ∈L, gkℓ := fℓ|χℓ(Uk∩Uℓ),
T : GK → GL, (fkℓ)k∈K,ℓ∈L 7→ (gkℓ)k∈K,ℓ∈L,
with
gkℓ :=
(
ηℓ ◦ η
−1
k
)
◦ fkℓ ◦
(
χk ◦ χ
−1
ℓ
)
.
Note that the diagram (97) commutes. The arguments used to prove that
PI in (91) is a diffeomorphism show that RK and RL are diffeomorphisms.
We claim that T is a diffeomorphism. First note that T is bijective and its
inverse T−1 is given by
T−1 : GL → GK , (gkℓ)k∈K,ℓ∈L 7→ (fkℓ)k∈K,ℓ∈L
with
fkℓ =
(
ηk ◦ η
−1
ℓ
)
◦ gkℓ ◦
(
χℓ ◦ χ
−1
k
)∣∣
χk(Uk∩Uℓ)
.
In view of the boundedness of the extension operator of Proposition 2.14(ii)
the smoothness of T and T−1 then follows from Corollary 2.3, Proposition
2.20. and Lemma 2.21. Comparing the diagrams (94) and (97) we conclude
that R˜ = RK ◦ T ◦ R
−1
L . Hence R˜ is a diffeomorphism.
Proof of Proposition 3.7. The claim that the C∞-differentiable structure on
Hs(M,N), introduced by Ebin-Marsden and the one introduced in this paper
coincide follows from Corollary 4.2 and Proposition 3.5.
As a consequence of Proposition 3.7 we obtain the following corollary.
Corollary 4.3. The C∞-differentiable structure on Hs(M,N) introduced in
[14], is independent of the choice of the Riemannian metric on N .
A Appendix
In this appendix we prove Lemma 3.8. First we need to establish an auxiliary
result. Throughout this appendix, we will use the notation introduced in
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Section 3. For bounded open subsets U,W ⊆ Rn with C∞-boundaries and
s > n/2 + 1, denote by DsU,W the following subset of D
s(U,Rn),
DsU,W :=
{
ϕ ∈ Ds(U,Rn)
∣∣ W ⊆ ϕ(U)}.
Arguing as in Lemma 2.18 one can prove that DsU,W is an open subset of
Ds(U,Rn). Moreover, following the arguments of the proof of Lemma 2.8
one gets
Lemma A.1. Let U,W , and s be as above. Then, for any ϕ ∈ DsU,W ,
ϕ−1
∣∣
W
∈ Ds(W,Rn) and the map
DsU,W → D
s(W,Rn), ϕ 7→ ϕ−1
∣∣
W
is continuous.
Proof of Lemma 3.8. Let ϕ be an arbitrary element in Ds(M). To see that
its inverse ϕ−1 is again in Ds(M), it suffices to verify that when expressed in
local coordinates, the map ϕ−1 is of Sobolev class Hs. To be more precise,
let
χ : U → U ⊆ Rn and η : V → V ⊆ Rn
be coordinate charts so that U, V are open, bounded subsets of Rn with C∞-
boundaries and ϕ(U) ⋐ V. By the construction of the fine cover in Lemma
3.1 we can assume that (U ,V) is a part of a fine cover (UI ,VI) with respect to
ϕ ∈ Ds(M). Then, by Lemma 3.2, ψ := η ◦ ϕ ◦ χ−1 is in Hs(U,Rn). Choose
W ⋐ ϕ(U) so that W := η(W) is an open bounded subset of Rn with C∞-
boundary. By Lemma A.1, it follows that ψ−1
∣∣
W
: W → Rn is in Ds(W,Rn).
As the chart U ,V as well as W were chosen arbitrarily, we conclude that
ϕ−1 is in Ds(M). By the construction of the fine cover in Lemma 3.1 we can
choose a fine cover (UI ,VI) with respect to ϕ ∈ D
s(M) andWI ⋐ ϕ(UI) such
that (WI ,UI) is a fine cover with respect to ϕ
−1 ∈ Ds(M). Then, Lemma
A.1 implies that the map Ds(M)→ Ds(M), ϕ 7→ ϕ−1 is continuous.
B Appendix
In this appendix we discuss the extension of Theorem 1.1 and Theorem 1.2
to the case where s is a real number with s > n/2 + 1.
69
For s ∈ R≥0, denote by H
s(Rn,R) the Hilbert space
Hs(Rn,R) :=
{
f ∈ L2(Rn,R)
∣∣ (1 + |ξ|2)s/2fˆ(ξ) ∈ L2(Rn,R)}
with inner product
〈f, g〉∼s =
∫
Rn
fˆ(ξ)gˆ(ξ)(1 + |ξ|2)sdξ
and induced norm
‖f‖∼s := (〈f, f〉
∼
s )
1/2 .
By (4), the norms ‖f‖∼s and ‖f‖s are equivalent for any integer s ≥ 0. In
the sequel, by a slight abuse of notation, we will write ‖f‖s instead of ‖f‖
∼
s
and 〈·, ·〉s instead of 〈·, ·〉
∼
s for any s ∈ R≥0. In a straightforward way one
proves the following lemma.
Lemma B.1. For any f ∈ L2(Rn,R) and s ∈ R≥1, f ∈ H
s(Rn,R) iff for
any 1 ≤ i ≤ n, the distributional derivate ∂xif is in H
s−1(Rn,R). Moreover
‖f‖+
∑n
i=1 ‖∂xif‖s−1 is a norm on H
s(Rn,R) which is equivalent to ‖f‖s.
For s ∈ R>0\N, elements in H
s(Rn,R) can be conveniently characterized
as follows – see e.g. [2, Theorem 7.48].
Lemma B.2. Let s ∈ R>0 \N and f ∈ L
2(Rn,R). Then f ∈ Hs(Rn,R) iff
f ∈ H⌊s⌋(Rn,R) and [∂αf ]λ <∞ for any multi-index α = (α1, . . . , αn) with
|α| = ⌊s⌋ where λ = s − ⌊s⌋ and where [∂αf ]λ denotes the L
2-norm of the
function
Rn ×Rn → R, (x, y) 7→
|∂αf(x)− ∂αf(y)|
|x− y|λ+n/2
.
Moreover
√
〈〈f, f〉〉s is a norm on H
s(Rn,R), equivalent to ‖ · ‖s, where
〈〈·, ·〉〉s is the inner product
〈〈f, g〉〉s = 〈f, g〉⌊s⌋ +
∑
α∈Zn≥0
|α|=⌊s⌋
∫
Rn
∫
Rn
(
∂αf(x)− ∂αf(y)
)(
∂αg(x)− ∂αg(y)
)
|x− y|n+2λ
dxdy.
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Proof. We argue by induction with respect to s. In view of Lemma B.1, it
suffices to prove the claimed statement in the case 0 < s < 1. Then λ = s
and we have∫
Rn
∫
Rn
|f(x)− f(y)|2
|x− y|n+2s
dxdy =
∫
Rn
∫
Rn
|f(x+ z)− f(x)|2
|z|n+2s
dxdz
=
∫
Rn
1
|z|n+2s
(∫
Rn
|f(x+ z)− f(x)|2dx
)
dz.
By Plancherel’s theorem,∫
Rn
|f(x+ z)− f(x)|2 dx =
∫
Rn
| ̂f(·+ z)(ξ)− fˆ(ξ)|2 dξ
=
∫
Rn
|eiz·ξ − 1|2|fˆ(ξ)|2 dξ.
Therefore∫
Rn
∫
Rn
|f(x)− f(y)|2
|x− y|n+2s
dxdy =
∫
Rn
|fˆ(ξ)|2
(∫
Rn
|eiz·ξ − 1|2
|z|n+2s
dz
)
dξ
=
∫
Rn
|ξ|2s|fˆ(ξ)|2
(∫
Rn
|eiz·ξ − 1|2
|ξ|2s|z|n+2s
dz
)
dξ.
Let U ∈ SO(n) such that U(ξ) = |ξ|e1 where e1 = (1, 0, . . . , 0) ∈ R
n. For
ξ 6= 0 introduce the new variable y defined by z = 1
|ξ|
U−1(y). With this
change of variable, the inner integral becomes,∫
Rn
|eiz·ξ − 1|2
|ξ|2s|z|n+2s
dz =
∫
Rn
|eiy1 − 1|2
|y|n+2s
dy <∞.
Note that the latter integral converges and equals a positive constant that
is independent of ξ. Hence we conclude that for any f ∈ L2(Rn,R) one has
‖f‖2s <∞ iff ∫
Rn
∫
Rn
|f(x)− f(y)|2
|x− y|n+2s
dxdy <∞.
The statement on the norms is easily verified.
The following result extends part (ii) of Lemma 2.4.
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Lemma B.3. Let ϕ ∈ Diff1+(R
n) with dϕ and dϕ−1 bounded on all of Rn.
Then for any 0 < s′ < 1, the right translation by ϕ, f 7→ Rϕ(f) = f ◦ ϕ is a
bounded linear operator on Hs
′
(Rn,R).
Proof. In view of statement (i) of Lemma 2.4, it remains to show that
[Rϕf ]s′ <∞. By a change of variables one gets
[f ◦ ϕ]2s′ =
∫
Rn
∫
Rn
|f
(
ϕ(x)
)
− f
(
ϕ(y)
)
|2
|x− y|n+2s
′ dxdy
≤
1
M2
∫
Rn
∫
Rn
|f(x)− f(y)|2
|ϕ−1(x)− ϕ−1(y)|n+2s′
dxdy
where M := infx∈Rn(det dxϕ). As dϕ is bounded on R
n, one has for any
x, y ∈ Rn
|x− y| = |ϕ
(
ϕ−1(x)
)
− ϕ
(
ϕ−1(y)
)
| ≤ L|ϕ−1(x)− ϕ−1(y)|
where L := supx∈Rn |dxϕ| <∞. Hence
[f ◦ ϕ]s′ ≤M
−1Ln/2+s
′
[f ]s′ ∀f ∈ H
s′(Rn,R). (98)
Hence f ◦ϕ ∈ Hs
′
(Rn,R) and it follows that Rϕ is a bounded linear operator
on Hs
′
(Rn,R).
Next we extend Lemma 2.5 to the case where s and s′ are real. Using the
notation introduced in Section 2, one has
Lemma B.4. Let s, s′ be real with s > n/2 and 0 ≤ s′ ≤ s. Then for any
ε > 0 and K > 0 there exists a constant C ≡ C(ε,K; s, s′) > 0 so that for any
f ∈ Hs
′
(Rn,R) and g ∈ Usε with ‖g‖s < K one has f/(1 + g) ∈ H
s′(Rn,R)
and
‖f/(1 + g)‖s′ ≤ C‖f‖s′. (99)
Moreover, the map
Hs
′
(Rn,R)× Us → Hs
′
(Rn,R), (f, g) 7→ f/(1 + g) (100)
is continuous.
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Proof. In view of Lemma 2.5 and Remark 2.5, the claimed statement holds
for real s with s > n/2 and integers s′ satisfying 0 ≤ s′ ≤ s. Arguing by
induction we will prove the first statement of the Lemma. Let us first show
that (99) holds for any 0 < s′ < 1, s′ ≤ s. Take an arbitrary g ∈ Usε , ε > 0.
Then ∀f ∈ Hs
′
(Rn,R), f/(1 + g) ∈ L2(Rn,R) and
‖f/(1 + g)‖ ≤
1
ε
‖f‖ . (101)
According to Lemma B.2 it remains to show that [f/(1 + g)]s′ <∞. Write
f(x)
1 + g(x)
−
f(y)
1 + g(y)
=
(
f(x)− f(y)
) 1 + g(x) + g(y)(
1 + g(x)
)(
1 + g(y)
)
−
f(x)g(x)− f(y)g(y)(
1 + g(x)
)(
1 + g(y)
)
and note that by Remark 2.4, f · g ∈ Hs
′
(Rn,R) and
sup
x,y∈Rn
1 + |g(x)|+ |g(y)|(
1 + g(x)
)(
1 + g(y)
) ≤ C1
for some constant C1 > 0. This together with Lemma 2.3 and Remark 2.4
implies [
f
1 + g
]2
s′
≤ 2C21 [f ]
2
s′ + 2C
2
1 [fg]
2
s′
≤ 2C21(‖f‖
2
s′ + ‖gf‖
2
s′) ≤ C2‖f‖
2
s′ <∞ (102)
where C2 > 0.
†† Combining (101) with (102) we see that (99) holds for any
0 < s′ < 1, s′ ≤ s. This completes the proof of the Lemma when s < 0.
If s > 1 we assume that (99) holds for any 0 ≤ s′ ≤ k, with 1 ≤ k < s,
k ∈ Z≥0. We will show that then (99) holds for k < s
′ < k + 1, s′ ≤ s. Take
an arbitrary f ∈ Hs
′
(Rn,R). As Hs
′
(Rn,R) ⊆ Hk(Rn,R) we get from the
proof of Lemma 2.5,
∂xi
(
f
1 + g
)
=
∂xif
1 + g
−
∂xi(fg)
1+g −
g·∂xif
1+g
1 + g
. (103)
††The positive constants C1 and C2 depend on the s-norm of g.
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By Remark 2.4, g ·∂xif and ∂xi(fg) are in H
s′−1(Rn,R). This together with
the induction hypothesis and (103) implies that f/(1 + g) ∈ Hs
′
(Rn,R).
Inequality (99) follows immediately from the induction hypothesis and (103).
In order to prove that (100) is continuous we argue as follows. Take an
arbitrary g ∈ Usε , ε > 0. In view of Proposition 2.2, Remark 2.2, and (99),
there exists κ > 0 such that for any δg ∈ Bsκ
‡‡,
‖δg/(1 + g)‖s < 1 and ‖δg‖C0 < ε/2 . (104)
Consider the map, Hs
′
(Rn,R)× Bsκ → H
s′(Rn,R),
(δf, δg) 7→
δf
1 + (g + δg)
. (105)
In view of (104) and the first statement of the Lemma, the map (105) is
well-defined. We have
δf
1 + g + δg
=
δf
1 + g
·
1
1 + δg1+g
=
δf
1 + g
+
δf
1 + g
·
∞∑
j=0
(−1)j
( δg
1 + g
)j
=
δf
1 + g
+
δf
1 + g
· S(δg) (106)
where S : Bsκ → H
s(Rn,R) is an analytic function. Finally, the continuity
of (105) follows from (106), (99), Lemma 2.3 and Remark 2.4.
The following lemma extends Lemma 2.7 to the case where s and s′ are
real numbers instead of integers. For any real number s > n/2+ 1 introduce
Ds(Rn) :=
{
ϕ ∈ Diff1+(R
n)
∣∣ϕ− id ∈ Hs(Rn)}.
Lemma B.5. Let s, s′ be real numbers with s > n/2 + 1 and 0 ≤ s′ ≤ s.
Then the composition
µs
′
: Hs
′
(Rn,R)×Ds(Rn)→ Hs
′
(Rn,R), (f, ϕ) 7→ f ◦ ϕ
is continuous.
‡‡Bsκ is the open ball of radius κ centered at zero in H
s(Rn,R).
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Proof. We argue by induction on intervals of values of s′, k ≤ s′ < k + 1.
Let us begin with the case where 0 ≤ s′ < 1. Note that the case where s is
real and s′ integer is already dealt with in Lemma 2.7 – see Remark 2.6. In
particular,
L2(Rn,R)×Ds(Rn)→ L2(Rn,R), (f, ϕ) 7→ f ◦ ϕ
is continuous. Next assume that 0 < s′ < 1. Then for any f, f• ∈ H
s′(Rn,R)
and ϕ, ϕ• ∈ D
s(Rn), the expression [f ◦ ϕ− f• ◦ ϕ•]
2
s′ is bounded by∫
Rn
∫
Rn
|f
(
ϕ(x)
)
− f•
(
ϕ(x)
)
− f
(
ϕ(y)
)
+ f•
(
ϕ(y)
)
|2
|x− y|n+2s′
dxdy
+
∫
Rn
∫
Rn
|f•
(
ϕ(x)
)
− f•
(
ϕ•(x)
)
− f•
(
ϕ(y)
)
+ f•
(
ϕ•(y)
)
|2
|x− y|n+2s
′ dxdy. (107)
By (98), the first integral in (107) can be estimated by C[f − f•]
2
s′ where
C > 0 can be chosen locally uniformly for ϕ in Ds(Rn). The second integral
in (107) we write as
∫
Rn
∫
Rn
∣∣∣(f•(ϕ(x))− f•(ϕ(y)))− (f•(ϕ•(x))− f•(ϕ•(y)))∣∣∣2
|x− y|n+2s
′ dxdy.
By Lemma B.2,
F (x, y) :=
f•(x)− f•(y)
|x− y|n/2+s
′
is in L2(Rn ×Rn,R). Hence again by Remark 2.6,
F
(
ϕ(x), ϕ(y)
)
→ F
(
ϕ•(x), ϕ•(y)
)
in L2(Rn ×Rn,R).
In view of the estimate∣∣∣ϕ(y)− ϕ(x)
|y − x|
∣∣∣ ≤ ∣∣∣ ∫ 1
0
(dx+(y−x)tϕ)
( y − x
|y − x|
)∣∣∣ ≤ ‖dϕ‖C0
and the continuity of Ds(Rn)→ C10(R
n), ϕ 7→ ϕ− id (Remark 2.2) one sees
that
ϕ(x)− ϕ(y)
|x− y|
→
ϕ•(x)− ϕ•(y)
|x− y|
in L∞(Rn ×Rn,R).
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Writing
f•
(
ϕ(x)
)
− f•
(
ϕ(y)
)
|x− y|n/2+s
′
= F
(
ϕ(x), ϕ(y)
) |ϕ(x)− ϕ(y)|n/2+s′
|x− y|n/2+s
′
it then follows that as ϕ→ ϕ• in D
s(Rn)
f•
(
ϕ(x)
)
− f•
(
ϕ(y)
)
|x− y|n/2+s
′
→
f•
(
ϕ•(x)
)
− f•
(
ϕ•(y)
)
|x− y|n/2+s
′
in L2(Rn ×Rn,R).
Now let us prove the induction step. Assume that the continuity of the
composition µs
′
has been established for any s′ with 0 ≤ s′ ≤ k where
k ∈ Z≥1 satisfies k < s. Consider s
′ ∈ R with k ≤ s′ ≤ s (if s < k + 1) resp.
k ≤ s′ < k + 1 (if s ≥ k + 1). By Lemma 2.4(ii),
d(f ◦ ϕ) = df ◦ ϕ · dϕ.
In view of Lemma B.1, df ∈ Hs
′−1(Rn,Rn), hence by the induction hypoth-
esis, if f → f• in H
s′(Rn,R) and ϕ→ ϕ• in D
s(Rn), one has
df ◦ ϕ→ df• ◦ ϕ• in H
s′−1(Rn,Rn) .
As dϕ ∈ Hs
′−1(Rn,Rn×n) and s− 1 > n/2 one then concludes from Remark
2.4,
df ◦ ϕ · dϕ→ df• ◦ ϕ• · dϕ• in H
s′−1(Rn,Rn)
and Lemma B.1 implies that f ◦ϕ→ f• ◦ϕ• in H
s′(Rn,R). This establishes
the continuity of µs
′
and proves the induction step.
Next we extend Lemma 2.8 to the case where s is fractional.
Lemma B.6. Let s be real with s > n/2 + 1. Then for any ϕ ∈ Ds(Rn), its
inverse ϕ−1 is again in Ds(Rn) and
inv : Ds(Rn)→ Ds(Rn), ϕ 7→ ϕ−1
is continuous.
76
Proof. Let ϕ ∈ Ds(Rn). Then ϕ is in Diff1+(R
n) and so is its inverse ϕ−1. We
claim that ϕ−1 is in Ds(Rn). It follows from the proof of Lemma 2.8, together
with Remark 2.4 and Lemma B.4 that for any α ∈ Zn≥0 with 0 ≤ |α| ≤ s,
∂α(ϕ−1 − id) is of the form
∂α(ϕ−1 − id) = F (α) ◦ ϕ−1
where F (α) ∈ Hs−|α|(Rn). In addition, by Remark 2.4 and Lemma B.4, the
map Ds(Rn)→ Hs−|α|(Rn), ϕ 7→ F (α) is continuous. It then follows that∫
Rn
|∂α(ϕ−1 − id)|2dx =
∫
Rn
|F (α)|2 det(dyϕ)dy <∞.
Moreover, in case |α| = ⌊s⌋ and s /∈ N one has for 0 < λ := s− ⌊s⌋ < 1,
[
F (α) ◦ ϕ−1
]2
λ
=
∫
Rn
∫
Rn
|F (α)
(
ϕ−1(x)
)
− F (α)
(
ϕ−1(y)
)
|2
|x− y|n+2λ
dxdy
≤ M2
∫
Rn
∫
Rn
|F (α)(x′)− F (α)(y′)|2
|x′ − y′|n+2λ
|x′ − y′|n+2λ
|ϕ(x′)− ϕ(y′)|n+2λ
dx′dy′
where M := supx∈Rn(det dxϕ). As |ϕ
−1(x) − ϕ−1(y)| ≤ L|x − y| for any
x, y ∈ Rn with
L := sup
z∈Rn
|dzϕ
−1| <∞
it follows that
|x′ − y′|
|ϕ(x′)− ϕ(y′)|
≤ L ∀x′, y′ ∈ Rn, x′ 6= y′.
Altogether one has, for any α ∈ Zn≥0 with |α| = ⌊s⌋,[
F (α) ◦ ϕ−1
]2
λ
≤M2Ln+2λ
[
F (α)
]2
λ
. (108)
By Lemma B.2 it then follows that ϕ−1 − id ∈ Hs(Rn). In addition, the
estimates obtained show that the map Ds(Rn) → Hs(Rn), ϕ 7→ ϕ−1 − id
is locally bounded. It remains to show that this map is continuous. By the
proof of Lemma 2.8, the map Ds(Rn)→ L2(Rn), ϕ 7→ ϕ−1−id is continuous.
Using that F (α) : Ds(Rn)→ Hs−|α|(Rn) is continuous for any α ∈ Zn≥0 with
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|α| ≤ s one shows in a similar way as in Lemma 2.8 that Ds(Rn)→ L2(Rn),
ϕ 7→ ∂α(ϕ−1− id) = F (α) ◦ ϕ−1 is continuous. Now consider the case where
α ∈ Zn≥0 satisfies |α| = ⌊s⌋ and λ := s − ⌊s⌋ > 0. For any ϕ• ∈ D
s(Rn)
consider[
∂α(ϕ−1 − ϕ−1• )
]
λ
=
[
F (α) ◦ ϕ−1 − F
(α)
• ◦ ϕ
−1
•
]
λ
≤
[
F (α) ◦ ϕ−1 − F
(α)
• ◦ ϕ
−1
]
λ
+
[
F
(α)
• ◦ ϕ
−1 − F
(α)
• ◦ ϕ
−1
•
]
λ
.
It follows from (108) that[
F (α) ◦ ϕ−1 − F
(α)
• ◦ ϕ
−1
]
λ
≤MLλ+n/2
[
F (α) − F
(α)
•
]
λ
.
As F (α) : Ds(Rn)→ Hλ(Rn) is continuous,
[
F (α) ◦ ϕ−1 − F
(α)
• ◦ ϕ
−1
]
λ
→ 0
as ϕ→ ϕ• in D
s(Rn). Finally consider the term
[
F
(α)
• ◦ ϕ
−1 − F
(α)
• ◦ ϕ
−1
•
]
λ
.
Arguing as in the proof of Lemma 2.8, we approximate ϕ• by ϕ˜ ∈ D
s(Rn)
with ϕ˜− id ∈ C∞c (R
n,Rn). Then[
F
(α)
• ◦ ϕ
−1 − F
(α)
• ◦ ϕ
−1
•
]
λ
≤
[
F
(α)
• ◦ ϕ
−1 − F˜ (α) ◦ ϕ−1
]
λ
+
+
[
F˜ (α) ◦ ϕ−1 − F˜ (α) ◦ ϕ−1•
]
λ
+
[
F˜ (α) ◦ ϕ−1• − F
(α)
• ◦ ϕ
−1
•
]
λ
where F˜ (α) = F (α)
∣∣
ϕ˜
. For ϕ near ϕ• one has as above,[
F
(α)
• ◦ ϕ
−1 − F˜ (α) ◦ ϕ−1
]
λ
≤MLλ+n/2
[
F
(α)
• − F˜
(α)
]
λ
.
Similarly, the expression
[
F˜ (α) ◦ ϕ−1• − F
(α)
• ◦ ϕ
−1
•
]
λ
can be bounded in terms
of
[
F˜ (α) − F
(α)
•
]
λ
. To estimate the remaining term it suffices to show that,
as ϕ→ ϕ• in D
s(Rn),
‖F˜ (α) ◦ ϕ−1 − F˜ (α) ◦ ϕ−1• ‖1 → 0.
First we show that ‖F˜ (α) ◦ ϕ−1 − F˜ (α) ◦ ϕ−1• ‖ → 0 as ϕ → ϕ• in D
s(Rn).
Indeed, arguing as in the proof of Lemma 2.8, we note that F˜ (α) is Lipschitz
continuous, i.e.
|F˜ (α)(x)− F˜ (α)(y)| ≤ L1|x− y| ∀x, y ∈ R
n
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for some constant L1 > 0. Then∫
Rn
|F˜ (α) ◦ ϕ−1 − F˜ (α) ◦ ϕ−1• |
2dx ≤ L21
∫
Rn
|ϕ−1 − ϕ−1• |
2dx
and therefore
‖F˜ (α) ◦ ϕ−1 − F˜ (α) ◦ ϕ−1• ‖ → 0 as ϕ→ ϕ• in D
s(Rn) .
It remains to show that
‖d(F˜ (α) ◦ ϕ−1)− d(F˜ (α) ◦ ϕ−1• )‖ → 0 as ϕ→ ϕ• in D
s(Rn) .
By the chain rule we have
d(F (α) ◦ ϕ−1) = dF (α) ◦ ϕ−1 · dϕ−1.
Hence
‖d(F˜ (α) ◦ ϕ−1)− d(F˜ (α) ◦ ϕ−1• )‖ ≤ ‖dF˜
(α) ◦ ϕ−1 − dF˜ (α)ϕ−1• ‖ ‖dϕ
−1‖L∞
+ ‖dF˜ (α) ◦ ϕ−1• ‖ ‖dϕ
−1 − dϕ−1• ‖L∞ .
Arguing as above one has, as ϕ→ ϕ• in D
s(Rn),
‖dF˜ (α) ◦ ϕ−1 − dF˜ (α) ◦ ϕ−1• ‖ → 0
and, by Remark 2.2 and inequality (26),
‖dϕ−1 − dϕ−1• ‖L∞ → 0.
Altogether we thus have shown that
‖F˜ (α) ◦ ϕ−1 − F˜ (α) ◦ ϕ−1• ‖1 → 0 as ϕ→ ϕ• in D
s(Rn) .
This finishes the proof of the claimed statement that ϕ→ ϕ−1 is continuous
on Ds(Rn).
Proposition B.7. For any real number s > n/2+ 1, (Ds, ◦) is a topological
group.
Proof. The claimed statement follows from Lemma B.5 and Lemma B.6.
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Now we have established all ingredients to show the following extension
of Theorem 1.1.
Theorem B.1. For any r ∈ Z≥0 and any real number s with s > n/2 + 1
µ : Hs+r(Rn,Rd)×Ds(Rn)→ Hs(Rn,Rd), (u, ϕ) 7→ u ◦ ϕ
and
inv : Ds+r(Rn)→ Ds(Rn), ϕ 7→ ϕ−1
are Cr-maps.
Proof. Using the results established above in this appendix, the proof of
Theorem 1.1, given in Subsection 2.3, extends in a straightforward way to
the case where s is real.
Finally we want to extend the results of Subsection 2.4, Section 3, and
Section 4 to Sobolev spaces of fractional exponents.
Definition B.1. Let U be a bounded open set in Rn with Lipschitz boundary.
Then f ∈ Hs(U,R) if there exists f˜ ∈ Hs(Rn,R) such that f˜
∣∣
U
= f .
Note that for our purposes it is enough to consider only the case when the
boundary of U is a finite (possibly empty) union of transversally intersecting
C∞-embedded hypersurfaces in Rn (cf. Definition 3.2).
As in the case where s is an integer, the spaces Hs(U,R) and Hs(Rn,R)
are closely related. In view of [38], item (ii) of Proposition 2.14 holds.
Note that Hs(Rn,R) = F s22(R
n,R) where F s22 is the corresponding Triebel-
Lizorkin space. This allows us to define maps of class Hs between manifolds
and extend the results in Subsection 3.1 to Sobolev spaces of fractional ex-
ponents.
The corresponding space of maps is denoted by Hs(M,N). Similarly,
one extends the definition of Ds(M) for s fractional. Following the line of
arguments of Section 3 and Section 4 one then concludes that Theorem 1.2
can be extended as follows
Theorem B.2. Let M be a closed oriented manifold of dimension n, N a
C∞-manifold and s any real number satisfying s > n/2 + 1. Then for any
r ∈ Z≥0,
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(i) µ : Hs+r(M,N)×Ds(M)→ Hs(M,N), (f, ϕ) 7→ f ◦ ϕ
(ii) inv : Ds+r(M)→ Ds(M), ϕ 7→ ϕ−1
are both Cr-maps.
Remark B.1. Note that our construction can be used to prove analogous
results for maps between manifolds in Besov or Triebel-Lizorkin spaces.
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