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Abstract
This thesis presents techniques that suppress the multiple access interference (MAI) in
CDMA wireless systems. MAI is the main factor that inuences the communication
quality and the capacity in CDMA wireless systems. Hence the suppression of MAI
is essential to the performance of a CDMA wireless system. For conventional CDMA
systems where matched lters are used as receivers, the only MAI suppression method
available is the power control, which allocates each user in the system an appropriate
transmitter power level such that the transmitter power is minimized to decrease the
MAI, while at the same time each user maintains a given SIR requirement. Another
MAI suppression method that has received much attention is the multiuser detection,
which employs more complex receivers than the matched lters and uses signal processing
techniques to suppress the MAI. These two methods form the basis for MAI suppression
in CDMA wireless systems.
In this thesis, we rst investigate the power control method. A decentralized adaptive
power control algorithm which requires only the received signal and the signature sequence
of the desired user is discussed. Then the multiuser detection method is discussed. A
blind adaptive multiuser detection algorithm that requires the same knowledge as matched
lters to demodulate received signals is presented. Both theoretic study and simulation
v
results show the eectiveness of these algorithms. Finally, power control and multiuser
detection are combined together within the same system model. A power controlled
multiuser detection algorithm is proposed, which preserves the decentralized property
and is shown to be eective in simulation studies. Simulation results also show that this
algorithm is superior to conventional power control algorithm and multiuser detection
algorithm in terms of total transmitter power and more relaxed requirement on the SIR
targets of the system.
vi
Chapter 1
Introduction
1.1 CDMA Concept
Code Division Multiple Access (CDMA) is a promising multiple access technique for
modern wireless communication systems because of its many advantages. Compared
with Time Division Multiple Access (TDMA) and Frequency Division Multiple Access
(FDMA), CDMA is superior in terms of intentional jamming, privacy and security, and
provides greater immunity to multipath propagation. With well-designed modulation
systems, employing error-correcting coding along with diversity combination techniques,
the capacity of a CDMA system can be greater than that of TDMA and FDMA systems
[10][15].
In contrast with TDMA and FDMA where time or frequency is partitioned among
users, in CDMA all users occupy the same frequency band simultaneously. Each user
is assigned a distinct signature sequence (or waveform) with which the user employs to
modulate and spread the information-bearing signal. The signature sequences also allow
the receiver to demodulate the message transmitted by multiple users of the channel.
Figure 1.1 gives a block diagram of the general structure of a CDMA system.
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2Figure 1.1: General Structure of CDMA System
In Figure 1.1, b
i
and b
i
(t) are the binary information bit of user i and the correspond-
ing digital waveform at the output of the digital modulator, s
i
(t), p
i
, h
i
are the signature
waveform, the transmitted power and the channel gain between the transmitter and re-
ceiver of user i, n(t) is an additive white Gaussian noise, T
b
is the bit duration of the
transmitted information bit, and N is the number of users in the system.
Assume that all the users in the system are synchronous. We can express the trans-
mitted signal of user i in one information bit interval as
q
i
(t) =
p
p
i
b
i
(t)s
i
(t) (1.1)
If BPSK modulation scheme and rectangular waveform are used for digital modulation,
then b
i
(t) is a rectangular waveform with amplitude +1 or  1. Therefore, (1.1) is equiv-
alent to
q
i
(t) =
p
p
i
b
i
s
i
(t) (1.2)
3At the receiver's side, the received signal can be expressed as
r(t) =
N
X
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i
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i
(t) + n(t) (1.3)
which is then demodulated with the matched lters of the users. At the output of the
matched lter of user i, we obtain
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(1.4)
where  
ij
=
R
T
b
s
i
(t)s
j
(t)dt is the cross correlation between the signature waveforms of user
i and user j, n
i
=
R
T
b
n(t)s
i
(t)dt is a Gaussian random variable. In (1.4),
p
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represents the signal component of the desired user,
P
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ij
represents the
interference caused by other users to the desired user and is called multiple access inter-
ference (MAI), and n
i
represents the interference caused by AWGN. We will nd later
that MAI has important eect on the performance of a multiuser CDMA wireless system.
If the signature waveforms satisfy orthogonality, i.e.,
 
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(t)dt =
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<
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:
1 i = j
0 i 6= j
(1.5)
then (1.4) reduces to
y
i
=
p
p
i
q
h
i
b
i
+ n
i
(1.6)
In (1.6), the interference due to other users, or the multiple access interference, is com-
pletely eliminated. Thus, with careful design of the signature waveforms, a multiuser
CDMA system can achieve the performance of a single user system.
41.2 Near-far Problem in CDMA Wireless System
In CDMA wireless systems, mobile users transmit information bits which are modulated
by signature waveforms of the users, base stations then demodulate the received signal
with the same signature waveform of each user. Due to the eect of channel distortion
in wireless environment, no matter how carefully we design the signature waveforms, the
orthogonality condition in (1.5) does not hold in most cases. Thus at the receiver's side
(base station), the MAI term of the matched lter output in (1.4) always exists. This
non-zero MAI term has great impact on the performance of the system.
Consider the case in which the desired user is far away from its assigned base station
while the interfering users are close to that base station. Because the channel gain is
proportional to the inverse of the th power of the distance between the transmitter and
the receiver ( is the path loss exponent), the received powers of the nearby interfering
users can be much greater than that of the desired user far away. Thus, due to the non-
zero MAI, at the output of the matched lter receiver, the nearby interfering users can
dominate the desired user in terms of received power. This can make the reliable detection
of the information bits of the desired user almost impossible. This phenomenon is called
the near-far problem of CDMA wireless system.
1.3 MAI Suppression in CDMA Wireless System
As discussed in Section 1.1, in a CDMA system, all the users occupy the same frequency
band at all the time. There is no absolute allocation of resources (time slots or frequency
bands) among users in the system. Thus, the capacity of a CDMA system directly depends
5on the average interference levels, rather than the number of time slots in the TDMA
system or the number of frequency subbands in the FDMA system. However, as seen in
Section 1.2, the non-zero MAI can cause undesirable interference and result in the near-far
problem. How to suppress the MAI is therefore essential to the performance of a CDMA
wireless system. It can not only improve communication quality, but also increase the
capacity of the system.
In conventional CDMA systems where matched lters are used as receivers, the MAI
term has been shown in (1.4) to be
P
j 6=i
p
p
j
q
h
j
b
j
 
ij
. Since the receiver (matched lter)
structure is xed after the signature sequences are assigned to the users,  
ij
cannot be
changed. Because h
j
and b
j
are independent of system design, the only way for us to
mitigate the MAI is to reduce p
j
, the transmitter powers of the interfering users, as much
as possible while at the same time maintain a certain QoS (quality of service) requirement
for each user in the system. This MAI suppression approach is called power control.
In practice, power control is implemented in the form of feedback control. The base
station receives signals and estimates the transmitter powers of the users in the system.
Based on the estimation, it then calculates the optimal transmitter power needed by each
user and send power update commands back to the users through the downlink wireless
channel. Upon receiving the power update commands from the base station, mobile users
update their transmitter powers to their respective optimal levels. For matched lter
receivers, power control is an ecient and the only approach to MAI suppression. It has
been proved feasible in practical CDMA systems such as IS95.
6We must note that the multiple access interference and the near-far problem are not
intrinsic to CDMA systems, but are due to the sub-optimality of the matched lter re-
ceiver. The matched lter depends only on the signature sequence of the user to be
demodulated, and is optimal (in the sense that its outputs are sucient statistics) only
when the signature sequences of the users are orthogonal to each other [14]. However,
as we mentioned in Section 1.2, this is normally not the case in wireless communication.
To solve this problem and achieve optimality, we must increase the complexity of the re-
ceiver structure, and design the receiver of each user by taking into account the signature
sequences of all the users in the system. In principle, if this optimum receiver can be
obtained, then the MAI can be completely suppressed, and hence the near-far problem
solved. Since the signature sequences of all the users are considered, this MAI suppression
approach is therefore called multiuser detection, and the corresponding receiver is called
a multiuser detector.
Research on multiuser detection has been very active in recent years. In [14], Verdu ob-
tained for the rst time the optimum multiuser detector, which is based on the maximum
likelihood estimation of the transmitted bits. However, the computational complexity of
this method is proved to be exponential in the number of users in the system. Following
Verdu's work, several sub-optimal schemes that can achieve a performance comparable
to that of the optimum detector but of lower computational complexity are proposed.
Among them, the decorrelating detector and the minimum mean square error (MMSE)
detector have received great attention.
7The principle of the decorrelating detector is to suppress the MAI totally at the cost of
enhancing the ambient noise [3][4]. The MMSE detector, on the other hand, suppresses the
combined eect of the MAI and the ambient noise, and minimizes the mean square error
between the transmitted information bit and the output of the detector. It is proved that
the decorrelating detector is an asymptotic form of the MMSE detector as the background
noise level goes to zero [5][18]. In their original forms, both detectors are implemented
in a centralized way in the sense that exact knowledge of the signature sequences of all
the users is required. Later work shows that knowledge of the interfering users can be
eliminated by introducing training data sequences for every active user. This is called
adaptive multiuser detection [5][6].
Recently, much attention has been focused on blind multiuser detection which fur-
ther eliminates the need of training sequences. Eorts on this topic make the multiuser
detection techniques more ready for practical implementation and are of great value.
1.4 Organization of The Thesis
This thesis is aimed to review dierent approaches to MAI suppression in CDMA wireless
systems, and attempts to unify dirent approaches within the same system model.
In Chapter 2, we will focus on power control method with conventional matched lter
receiver structure. An adaptive power control algorithm will be discussed in detail and
simulation results will be presented. Chapter 3 will be devoted to multiuser detection
techniques, with an emphasize on blind adaptive MMSE detection. In Chapter 4, we will
8combine the results obtained in the previous two chapters and develop a power controlled
multiuser detection method. Chapter 5 concludes the thesis.
Chapter 2
Power Control and Adaptive Power
Control Algorithm
As we discussed in Chapter 1, power control is the only available MAI suppression ap-
proach for the conventional CDMA wireless system where matched lters are used as
receivers. In CDMA wireless systems, the aim of power control is to assign each user an
appropriate transmitter power level such that all users can satisfy their quality of service
(QoS) requirements in a multiple access environment with as little transmitter power as
possible.
In this chapter, we will assume the conventional matched lter receiver structure and
apply power control to alleviate the MAI and the near-far problem. An adaptive power
control algorithm will be discussed in detail and simulation results will be presented.
2.1 System Model
In this chapter, we consider a synchronous CDMA system with N active users and M
base stations. We assume that BPSK modulation scheme is applied. Each user in the
system is assigned one base station at a time. The conventional matched lters are used
9
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as receivers at the base station to demodulate received signals. We apply power control
to suppress the negative eect of the MAI and to alleviate the near-far problem.
Let s
i
(t) denote the signature waveform of user i (i = 1;    ; N). Without loss of
generality, s
i
(t) is non-zero only in the bit interval [0; T
b
] and is normalized to unit energy,
i.e.,
R
T
b
0
s
2
i
(t)dt = 1. We assume that user i is the user of interest. Thus, at the base
station assigned to user i, the received signal is given by
r
i
(t) =
N
X
j=1
A
ij
b
j
s
j
(t) + n(t) (2.1)
where A
ij
is the received amplitude of user j at the base station assigned to user i, b
j
is
the information bit of user j and is +1 or  1 with equal probability, n(t) is an additive
white Gaussian noise process.
Let h
ij
be the channel gain from user j to the base station assigned to user i. Let p
j
be the transmitter power of user j. Then the received amplitude A
ij
can be represented
as
A
ij
=
p
p
j
q
h
ij
(2.2)
Therefore, we can rewrite (2.1) as
r
i
(t) =
N
X
j=1
p
p
j
q
h
ij
b
j
s
j
(t) + n(t) (2.3)
At the base station, the received signal r
i
(t) is processed with the matched lter of
user i to generate the decision statistics. The output of the matched lter of user i is
given as
y
i
=
Z
T
b
0
r
i
(t)s
i
(t)dt =
N
X
j=1
p
p
j
q
h
ij
 
ij
b
j
+ n
i
(2.4)
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where  
ij
=
R
T
b
0
s
i
(t)s
j
(t)dt is the cross correlation coecient of s
i
(t) and s
j
(t), and
n
i
=
R
T
b
0
n(t)s
i
(t)dt is a Gaussian random variable with zero mean and 
2
variance. We
assume that 
2
is independent of i.
With the above system model, we will state the power control problem in the next
section.
2.2 Power Control Problem
In a CDMA system, the entire transmission bandwidth is shared by all the users at all
the time. For a desired user, all the other users are considered interferers. The aim of
power control is to allocate each user an appropriate transmitter power level to mitigate
the MAI and the near-far problem, and allow all the users in the system to maintain their
individual QoS requirement.
It is clear that it is impossible to completely suppress the MAI by power control alone.
However, by allocating each user an appropriate transmitter power level, we may have
all the users meet their individual QoS requirement with as little transmitter power as
possible. Thus the MAI decreases. Typically, QoS is dened in terms of the probability
of bit error, which in turn is assumed to be a monotonic function of Signal-to-Interference
Ratio (SIR). Therefore, the QoS requirement can be translated to the SIR at the output
of the receiver being larger than a target SIR. Let  

i
denote the SIR target of user i. The
power control problem can then be stated as follows.
min
P
N
j=1
p
j
p
i
h
ii
P
N
j=1;j 6=i
p
j
h
ij
 
2
ij
+
2
  

i
p
i
 0 (i = 1;    ; N)
(2.5)
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In the rst inequality of (2.5), the numerator is the contribution of the transmitter power
of the desired user (user i) at the output of the matched lter, the rst term of the denom-
inator is attributed to the MAI, and the second term of the denominator is attributed to
the background noise. Thus, the left hand side of the inequality is the SIR at the output
of the matched lter of the desired user.
Dene the diagonal matrix 	 with ith diagonal element  
ii
=  

i
, the column vector
p with ith element p
i
, and non-negative matrices B = [B
ij
]
NN
and H = [H
ij
]
NN
as
B
ij
=
8
>
<
>
:
0 i = j
h
ij
 
2
ij
i 6= j
and
H
ij
=
8
>
<
>
:
h
ij
i = j
0 i 6= j
Thus, the rst inequality of (2.5) can be written as the matrix inequality
p  	H
 1
(Bp+ 
2
u) (2.6)
where u= [1;    ; 1]
T
. We say that the set of SIR targets  

i
(i = 1;    ; N) are feasible if
there is a non-negative nite vector p that satises (2.6).
It can be shown (see Appendix A.1) that if the SIR targets  

i
(i = 1;    ; N) are fea-
sible, then the power vector which satises the inequality in (2.6) with equality minimizes
the sum of the transmitter powers. Thus, if  

i
(i = 1;    ; N) are feasible, power control
problem reduces to nding the solution of the following equation
p = 	H
 1
(Bp+ 
2
u) (2.7)
In the following discussion, we will assume that the feasibility of the SIR targets is always
satised.
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Let p

denote the solution of (2.7), we call p

the optimal power vector. To nd p

,
we can apply matrix operation to (2.7) and obtain
p

= 
2
(I 	H
 1
B)
 1
	H
 1
u (2.8)
Equation (2.8) gives a straightforward method to implement power control in a CDMA
system. However, it requires exact knowledge of the SIR targets, the channel gains and the
signature sequences of all the users in the system. Also note the computational complex-
ity involved in the inversion of matrices. These requirements make this straightforward
approach of little value for practical systems.
To overcome the disadvantages of the straightforward approach, an adaptive power
control algorithm that rapidly converges to the optimal power vector is needed. This
algorithm is expected to be able to be implemented in a decentralized manner, in the
sense that an individual user adapts its transmitter power level based only on locally
available information, i.e., the signature sequence, SIR target and channel gain of its own.
2.3 Adaptive Power Control Algorithm
In this section, we will derive an adaptive power control algorithm based on the work in
[12][19][20].
Dene the interference function T (p) by
T (p) = [T
1
(p); T
2
(p);    ; T
N
(p)]
T
= 	H
 1
(Bp+ 
2
u)
(2.9)
where
T
i
(p) =
 

i
h
ii
(
N
X
j 6=i
p
j
h
ij
 
2
ij
+ 
2
) (2.10)
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is the interference that user i is required to overcome. Thus, inequality (2.6) can be
expressed as
p  T (p) = 	H
 1
(Bp+
2
u) (2.11)
Assume that all the users adapt their powers in a synchronous manner. An adaptive
power control algorithm can then be dened in discrete time.
Algorithm 2.1 (Adaptive Power Control Algorithm) Start at time 0 with an arbi-
trary vector of non-negative transmitter powers p(0). Then the transmitter
powers at time n+ 1 are dened by
p(n + 1) = T (p(n)) (2.12)
This algorithm can be proved to converge to the optimal power vector p

if the SIR targets
 

i
(i = 1;    ; N) are feasible. (See Appendix A.2).
For practical implementation of Algorithm 2.1, we must calculate the interference
function T (p) based on the observation of the received signal, which is given in (2.1). Let
v
i
denote the squared value of the matched lter output of user i at its assigned base
station. In light of (2.4), we obtain
v
i
= y
2
i
=
N
X
j=1
 
2
ij
h
ij
p
j
+ 
2
+ w
i
(2.13)
where w
i
=
P
N
j=1
P
k 6=j
p
p
j
p
p
k
q
h
ij
p
h
ik
b
j
b
k
+ 2n
i
P
N
j=1
p
p
j
q
h
ij
b
j
+ n
2
i
  
2
. Dene
vectors v and w with v
i
and w
i
as their ith elements, respectively. Then (2.13) can be
expressed as
v = (B+H)p+ 
2
u+w (2.14)
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Since the information bits b
j
(j = 1;    ; N) are independent and equiprobable, taking
values 1, random variable n
i
is independent of b
j
and has zero mean and 
2
variance,
thus the expectations of w
i
equal to zero, i.e., E[w
i
] = 0 for i = 1;    ; N . Hence
E[w] = 0 (2.15)
E[v] = (B+H)p+ 
2
u (2.16)
Applying (2.16) to (2.9), we can express the interference function T (p) in terms of E[v],
i.e.,
T (p) = 	H
 1
(E[v] Hp) = 	H
 1
E[v] 	p (2.17)
Substituting T (p) in (2.12) into (2.17) yields
p(n + 1) = 	H
 1
E[v(n)] 	p(n) (2.18)
or equivalently
p
i
(n + 1) =
 

i
h
ii
E[v
i
(n)]   

i
p
i
(n) , i = 1;    ; N (2.19)
A nice property of the algorithm in (2.19) is that it can be implemented in a decen-
tralized manner, i.e., each user in the system only needs the SIR requirement of its own
and its own matched lter output to update its transmitter power level. This property
renders the algorithm of practical value.
To implement the power control algorithm in (2.19), we need to estimate E[v
i
] ,
the average received power of user i at its matched lter output. Assume that each
user updates its transmitter power after every L information bits was received at the
base station, and that it keeps its transmitter power unchanged between power update
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intervals. Then, we can replace E[v
i
] by its unbiased estimates
1
L
P
L
l=1
v
i
(l) =
1
L
P
L
l=1
y
2
i
(l),
where y
i
(l) is the matched lter output of user i after the lth transmitted information bit
are received during a power update interval. Therefore, the algorithm in (2.19) becomes
p
i
(n + 1) =
1
L
L
X
l=1
v
i
(n; l)   

i
p
i
(n) (i = 1;    ; N) (2.20)
where v
i
(n; l) represents the received power at the matched lter output of user i at
its assigned base station, when the lth information bit is received during the nth power
update interval. If expressed in vector form, (2.20) can be written as
p(n + 1) = 	H
 1
 
1
L
L
X
l=1
v(n; l)
!
 	p(n) (2.21)
Up to now, we have assumed that the expectation of the received powers E[v
i
] can
be perfectly estimated. However, this is normally not the case in engineering practice.
To reduce the uctuation in users' transmitter powers possibly due to inaccurate power
measurement and inaccurate estimation, it may be desirable to average a user's current
power p
i
with the needed power T
i
(p). Given an interference function T (p) and a scalar
0   < 1, an interference averaging power control algorithm is dened as [19]
Algorithm 2.2 Interference Averaging Power Control Algorithm
p(n + 1) =
^
T (p(n)) = (1  )p(n) + T (p(n)) (2.22)
The convergence of this algorithm can be found in Appendix A.3.
It is clear that Algorithm 2.1 is only a special case of Algorithm 2.2. Following the
same derivation to obtain (2.21), we can obtain the practical implementation version of
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Algorithm 2.2 as
p(n + 1) = (1  )p(n) + 
"
 	p(n) +	H
 1
 
1
L
L
X
l=1
v(n; l)
!#
(2.23)
Or equivalently
p(n+ 1) = [I  (I+	)]p(n) + 	H
 1
 
1
L
L
X
l=1
v(n; l)
!
(2.24)
In its element-wise form, (2.24) can be written as
p
i
(n + 1) = [1  (1 +  

i
)]p
i
(n) + 
 

i
h
ii
 
1
L
L
X
l=1
y
2
i
(l)
!
(2.25)
Here we must note that the selection of L may have signicant impact on the perfor-
mance of the system. To obtain accurate estimation of the expectation of the received
powers, a large L is preferred. However, large L can result in slow convergence rate in
transmitter powers. In mobile communications where channel variations are large, this
can cause power control to be unsuccessful at most of the time. On the other hand, if
a small L is chosen, power control updates will be more frequent and thus the conver-
gence will be faster. However, inaccurate estimation of the expectation of the received
powers can result in large uctuation in transmitter powers. Furthermore, frequent power
updates will occupy more system resources since more bandwidth will be used by power
update commands sent by base stations. We will later present the impact of dierent L
on the system performance in simulation results.
2.4 Simulation Results
In our simulation, we consider a general multicell CDMA system on a rectangular grid.
There are M = 4 base stations and N = 30 mobile users in the system. The (x; y)
18
coordinates of the base stations are (1000i + 500; 1000j + 500) for i; j = 0; 1. The x
and y coordinates of each user are independently uniformly distributed random variables
between 0 and 2000 meters. The positions of the users and the base stations are shown
in Figure 2.1.
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Mobile User 
Figure 2.1: Simulation Environment with N = 30 users and M = 4 base stations
We choose the processing gain to be G = 150. The signature sequences of the users
are randomly generated. We assume that each user is assigned to its nearest base station
only. The channel gains satisfy the log-distance path loss model. The path loss exponent
is chosen to be  = 4. In our simulations, we choose a common SIR targets  

i
= 10
(10dB) for all users. For all simulations, we choose the initial transmitter power of every
user to be zero.
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To evaluate the performance of the power control algorithm obtained in (2.25), we
dene the averaged SIR, the normalized squared error of SIR and the normalized squared
error of the transmitter power as our performance evaluation criteria.
The averaged SIR at power update iteration time n is dened as
SIR(n) = E[SIR
i
(n)]
where SIR
i
(n) is the SIR of user i at iteration n. Since we have chosen a common SIR
target  

i
= 10 for all the users, SIR(n) should converge to  

i
= 10 as n approaches to
innity. The normalized squared error of SIR at iteration n is dened as
NSE
SIR
(n) =
kSIR(n)   

uk
2
k 

uk
2
where SIR(n) = [SIR
1
(n); SIR
2
(n);    ; SIR
N
(n)]
T
is a vector of the SIR of each user
at iteration n,  

= 10 is the common SIR target for all users, u = [1;    ; 1]
T
. As
the transmitter power vector converges to the optimal power vector as n approaches to
innity, NSE
SIR
(n) should converge to zero. The normalized squared error of transmitter
power at iteration n is dened as
NSE
p
(n) =
kp(n)  p

k
2
kp

k
2
where p(n) is the transmitter power vector at iteration n, p

is the optimal transmitter
vector obtained from (2.8). As n approached to innity, p(n) converges to p

, thus
NSE
p
(n) should converge to zero as n approaches to innity.
We rst investigate the performance of the power control algorithm for L = 1. Figure
2.2 shows the averaged SIR as a function of iteration index for dierent scalar . Figure
20
2.3 shows the normalized squared error of SIR as a function of iteration index. Figure 2.4
shows the normalized squared error of transmitter power as a function of iteration index.
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Figure 2.2: Averaged SIR as a function of n for algorithm (2.25) with =0.002 , 0.002/3,
0.002/9, and 0.002/27. L = 1
We observe that when the scalar  is large, the initial convergence rate of the power
control algorithm is fast; when  is small, the initial convergence rate is slow. However,
when large  is chosen, there is also large uctuation in the normalized squared error of
SIR and the normalized squared error of the transmitter powers, which illustrate large
uctuation in transmitter power levels of the users. We also note that when  is too
large, the power control algorithm cannot converge steadily, but oscillates around some
limiting value, as illustrated by the  = 0:002 curves in Figures 2.3 and 2.4. Thus how
21
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Figure 2.3: Normalized squared error of SIR as a function of n for algorithm (2.25) with
=0.002, 0.002/3, 0.002/9, and 0.002/27. L = 1
to choose an appropriate scalar  may have signicant impact on the performance of the
power control algorithm.
The impact of dierent L on the performance of the system is shown in Figures 2.5, 2.6
and 2.7. Figure 2.5 shows the averaged SIR as a function of iteration index for  = 0:002
and L = 1, L = 3, L = 9 and L = 27. Figure 2.6 shows the normalized squared error
of SIR for  = 0:002 and dierent L's. Figure 2.7 shows the normalized squared error of
transmitter power for  = 0:002 and dierent L's.
We nd that when L is large, the convergence rate of the algorithm is slow; when L
is small, the convergence rate is fast. However, when L is small, the uctuation in the
normalized squared error of SIR and the normalized squared error of transmitter pow
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Figure 2.4: Normalized squared error of transmitter power as a function of n for algorithm
(2.25) with =0.002, 0.002/3, 0.002/9, and 0.002/27. L = 1
are large. As we discussed in Section 2.3, this is due to the imperfect estimation of the
received power at the matched lter output.
If we compare Figures 2.5, 2.6 and 2.7 with Figures 2.2, 2.3 and 2.4, respectively, we
can observe that the performance of the power control algorithm with L = 1 and the
scalar being  is very close to the power control algorithm with L = K and the scalar
being K. This interesting phenomena suggests us it may be valuable to choose large L
while at the same time increases the scalar . This is because large L means less frequent
transmitting of power update command. Thus more system resources can be reserved for
data transmission.
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Figure 2.6: Normalized squared error of SIR as a function of n for algorithm (2.25) with
L=1, 3, 9, and 27.  = 0:002
