ABSTRACT The parameter estimation problem for the Hammerstein systems with asymmetric preload nonlinearity is considered in this paper. The nonlinearity is described by the piecewise function, which brings difficulty to the identification. By introducing a switching function, the static nonlinearity is described by an expression with unknown preload points and slopes. By using the key term separation technique, the unknown parameters from the nonlinear block and linear block are decoupled and collected in a parameter vector. Under the gradient iterative (GI) algorithm with finite measured data, the estimates of unknown parameters are obtained. Furthermore, combining the ideas of the recursive and iterative algorithms, a dynamic sliding window is designed. By updating the training data, the sliding window removes the oldest data and adds the newest sampled data to keep the length of the training data unchanged. The sliding window gradient-based iterative algorithm is proposed to estimate the unknown parameters. Moreover, compared with the stochastic gradient algorithm, the sliding window GI algorithm can improve the accuracy of parameter estimation and the utilization of the system data. The numerical simulation example is employed to validate the effectiveness of the proposed algorithms.
I. INTRODUCTION
System identification aims to determine the mathematical model describing the behavior of the system based on the time function of the input and output [1] , [2] . The purpose of establishing a mathematical model by identification is to estimate the important parameters that characterize the behavior of the system, to predict the future evolution of the system output, and to design the controller [3] - [6] . The identification methods for linear systems has been greatly developed, and some classical parameter identification algorithms have emerged, such as the least squares method [7] , [8] and the maximum likelihood method [9] . However, the phenomena of nonlinearities widely exist in engineering practice [10] - [13] .
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Because of the complexity and diversity of nonlinear systems, there is no uniform method for identifying nonlinear models currently [14] - [16] . Different model structures are used to describe the characteristics of the systems for different nonlinearities. Hammerstein model [17] , Wiener model [18] and Hammerstein-Wiener [19] are usually applied to fit the input nonlinear, output nonlinear and input-output nonlinear systems, respectively.
The Hammerstein model which consists of the interaction of a linear time-invariant dynamic subsystem and static nonlinear element can be used to capture some nonlinear behaviors presented in system input [20] . The identification of input nonlinear systems has received a lot of attention. For example, by using the overparametrization method, an optimal two-stage identification algorithm for a class of nonlinear systems was derived [21] . Other identification methods for a class of nonlinear systems (bilinear systems) can be found in [22] and [23] . One case is that the nonlinearity of the Hammerstein model is described by a continuous nonlinear function, such as a polynomial about the input signal h t = λ 1 h 1 (u t ) + λ 2 h 2 (u t ) + · · · + λ n h n (u t ), where λ i 's are the unknown coefficients, h i (·)'s are the known basis function about the input, such as power function. Usually, when the nonlinearity is static and analytic, a polynomial which linear in the unknown parameters is a good choose.
However, hard input nonlinearities are common in real practice, such as saturation of the amplifier, preload system of the elevator. The non-smooth hard nonlinearity may not be approximated by a polynomial. The expressions of the nonlinearity can be a piecewise linear function or multi-segment nonlinearities, which are not linear in the unknown parameters. To obtain the parameter estimation, some approaches were discussed. For example, Bai [24] proposed a deterministic separable least squares identification algorithm for systems with hard input nonlinearities parameterized by a one-dimensional parameter, but the method is designed for the symmetric nonlinearity with a single parameter. Vörös studied an iterative parameter estimation algorithm for a Hammerstein system which is consisted of a two-segment nonlinearity followed by a linear dynamic system [25] .
The iterative algorithm processes a batch of sampled data and makes efficient use of the measurement data at each iteration step. Hence, the iterative algorithm are usually applied for the optimal design, iterative learning and parameter estimation [26] , [27] . However, the iterative algorithm needs to collect a batch of sampled data first and is implemented offline. Different from the iterative algorithm mentioned above, and combining the advantages of the recursive algorithm, the paper aims to design a dynamic sliding window to update the collected training data to identify a Hammerstein system with asymmetric preload nonlinearity. The main contributions are as follows.
• By defining a symbolic function, the asymmetric preload nonlinearity is described by an expression concluding all unknown preload points and slopes. Furthermore, using the key term separation technique, the unknown parameters from nonlinear block and linear block are decoupled and included in one parameter vector. The output equation is rewritten as a linear form in parameters.
• According to the negative gradient search principle, the stochastic gradient (SG) and the gradient iterative (GI) algorithm are derived for the Hammerstein systems by using the interactive identification technique.
• By design a dynamic sliding window to update the training data, a sliding window gradient based iterative algorithm is derived. The proposed algorithm can always use the latest batch of sampled data and maintains a high data utilization. The remainder of this paper is organized as follows. Section II deduces the identification model for Hammerstein systems with asymmetric preload in detail. Section III presents the SG and GI identification algorithm for comparison. By using a sliding data window, Section IV develops a sliding window iterative identification algorithm based on the key term separation technique. Section V provides a numerical example to validate the proposed algorithms. Finally, some concluding remarks are presented in Section VI.
II. SYSTEM DESCRIPTION AND IDENTIFICATION MODEL
Let us define some notation first. ''R =: X '' or ''X := R'' stands for ''R is defined as X ''. The superscript T denotes the matrix transpose.θ t stands for the estimate of ϑ at the sampling time instant t.θ s stands for the estimate of ϑ at iteration s. z −1 stands for an unit backward shift operator: z −1 y t = y t−1 . λ max [X] denotes the maximum eigenvalue of symmetric square matrix X.
Consider a Hammerstein system which consists of one input static nonlinear element and a linear controlled autoregressive moving average (CARMA) subsystems as shown in Fig. 1 . The model of the system described in Fig. 1 which disturbed by a moving average noise can be written as
where u t is the system input, y t is the measured output, v t is white noise with zero mean and variance σ 2 , h(u t ) is the output of the nonlinear block, and α(z), β(z), and γ (z) are polynomials in the unit backward shift operator z −1 (z −1 y t = y t−1 )):
Then substituting the polynomials α(z), β(z), and γ (z) into (1) gives
Here we assume that the order n α , n β and n γ are known and consider that y t = 0, u t = 0 and v t = 0 for t 0. From (3), we can see that there exists the product terms of parameter β i and the output of nonlinear block h(u t ). However, the nonlinear output h(u t ) has the asymmetric preload nonlinearity, which is described by the piecewise functions with unknown slopes and preload points. The unknown parameters that need to be identified includes
So it is difficult to define one parameter vector to contains all the unknown parameters. In order to overcome this difficulty, we employ a switching function to re-describe the form of the nonlinear block. Define a switching function
Then the output h(u t ) can be expressed in a new form
Substituting (4) into (3) gives
It can be observed that there are several product terms of parameters in (5) which make it impossible to obtain the unique parameter estimates. Therefore, at least one parameter in two blocks should be fixed. For tractability of parameter estimation, the key term separation technique was employed to simplify the mathematical form. According to the decomposition approach studied in [28] and [29] , we separate a key term h(u t−1 ) and assume β 1 = 1. Then, the output function can be rewritten as
Let n := n α + n β + n γ + 3. Define the parameter vector ϑ and the information vector ψ t as
Then (7) can be rewritten as
The aim of the paper is to obtain the estimates of the unknown model parameters in the input nonlinear controlled autoregressive moving average (IN-CARMA) systems by using the measurement data. Based on the linear regression identification model in (8) , the next sections will solve the problem of parameter estimation by using the iterative algorithm under some optimal ways. Remark 1: By separate a key term, the input nonlinear system can be represented by an output equation, in which all the unknown parameters are separated in one parameter vector and the output equation is linear in parameters, nonlinear in intermediate variables.
III. THE STOCHASTIC GRADIENT ALGORITHM AND GRADIENT ITERATIVE ALGORITHM WITH FINITE MEASUREMENT
In order to show the advantages of the proposed sliding window iterative algorithm, this section first gives the stochastic gradient algorithm then derives the gradient iterative algorithm with finite measurement for comparisons.
A. THE STOCHASTIC GRADIENT ALGORITHM
Consider the input-output data set {y j , u j , 0 j t}, and define a quadratic cost function
Minimizing J (ϑ) based on the negative gradient search, we can obtain the stochastic gradient (SG) algorithm for estimating ϑ in the IN-CARMA system:
The difficulty in executing the algorithm (9)- (11) 
The estimate of v t can be computed by replacing ψ t and ϑ withψ t andθ t in (8):
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Then redefine the estimated information vectorψ t aŝ
Replacing the information vector ψ t in (9)- (10) with its estimateψ t yields the SG algorithm that can be implemented recursively online:
The procedures of computingθ t with the increasing of t by the SG algorithm are listed as follows. 1) To initialize: Let t = 1, and set the initial values:θ 0 = 1 n /p 0 ,ĥ(u t−i ) andv t−i are random numbers, r 0 = 1. p 0 is taken to be a large number, for example p 0 = 10 6 . 2) Collect the input-output data u t and y t , constructψ t by (17). 3) Compute r t by (16) , update the parameter estimateθ t by (15). 4) Computeĥ(u t ) by (17). 5) Computev t by (18). 6) Increase t by 1, and go to step 2. Remark 2: The SG algorithm is a recursive algorithm. The new estimate of parameter vector is equal to the estimate of the parameter vector at the previous moment plus a correction term. A group of newest sampled data and the old date are used to update the correction term. With the sampling time moving forward, the SG algorithm can be implemented online to obtain the new parameter estimates. However, the SG algorithm does not use data efficiently and the convergence speed is slow.
B. THE GRADIENT ITERATIVE ALGORITHM WITH FINITE MEASUREMENT
When a batch of sampled-data are collected from the system, we hope to use this batch of data to update the parameter estimates at the same time. Set the length of the finite measurement as L. Based on the data set {y t , u t , 1 t L}, define a stacked output vector Y L and a stacked information matrix L as
Define a quadratic cost function
Let s = 1, 2, 3, . . . be an iterative variable. Minimizing J 2 (ϑ) by using the negative gradient search, we havê
where µ s is the iterative step-size. A conservative choice of µ s is satisfied [26] 
The difficulty that exists in the algorithm (19)- (20) is that the information matrix Ψ L contains unknown inner variables h(u t−i ) and noise terms v t−j . Similarly, replacing the unknown h(u t−i ) and v t−j with their estimates, redefine the estimated information matrixΨ
Then replacing the information matrix Ψ L in (19)- (20) with its estimateΨ L gives the gradient iterative (GI) algorithm that can be implemented by applying a batch of data repeatedly offline: The flowchart of computing the parameter estimateθ s in the GI algorithm in (21)- (26) with finite measurement data is shown in Fig. 2 .
Remark 3: In the iterative calculation process of each step, the GI algorithm uses all the measured data at the same time, and makes efficient use of the measurement data at each iteration. However, the GI algorithm needs to collect a batch of data first and is implemented offline.
IV. THE SLIDING WINDOW GRADIENT ITERATIVE ALGORITHM
Based on the derived SG algorithm and GI algorithm presented in Section III, a nature question is how can we combine the advantages of the two algorithms to study an approach which can be used for online identification and make sufficient use of the measured data. The idea of sliding window arises. Design a dynamic sliding window to contain a batch of new collected data and use this batch of data to implement the iterative algorithm. Let the length of the dynamic data window as L. When a newest group of system data are collected, the oldest group of data will be discarded. The dynamic data window moves forward with a constant length.
Define a stacked output vector Y t,L and a stacked information matrix t,L as
. . .
Letθ s t be the estimate of θ at iteration s and time instant t. Minimizing J 3 (ϑ) by using the negative gradient search, we haveθ
where µ s t is the iterative step-size and satisfies
However, similar problems arise. The information matrix Ψ t,L contains the unknown terms h(u t−i ) and the unmeasured noise terms v t−j . Equation (27) cannot compute the estimatê θ s t directly. Using the similar approach as in GI algorithm, replace the unknown h(u t−i ) and v t−j with their estimates. Redefine the estimated information matrixΨ
Based on (4), replacing the unknown k 1 , k 2 , p 1 , and p 2 with their estimatesk s
gives the estimate of h(u t ):
The estimate of v s t can be computed bŷ
According to the above derivations, we can summarize the sliding window gradient iterative (SW-GI) identification algorithm for the IN-CARMA systems using a new batch of collect data:
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The flowchart of computing the parameter estimateθ s t in the SW-GI algorithm in (31)-(36) with a batch of movingwindow data is shown in Fig. 3 , where N denotes the length of the total database.
Remark 4: In the SW-GI algorithm, a batch of measured data are used to update the parameter estimation at the same time. With the sampling time t increasing, the algorithm can collects new sampled data and can be implemented online.
V. SIMULATION EXAMPLES
Consider a Hammerstein CARMA system with asymmetric preload nonlinearity:
The parameter vector to be estimated is
The simulation is done by the software of MATLAB. In the example, the input {u t } is taken as a persistent excitation sequence with zero mean and unit variance, {v t } is taken as a Gaussian white noise sequences with zero mean and variance σ 2 = 0.10 2 , σ 2 = 0.50 2 and σ 2 = 1.00 2 . The output {y t } is generated through simulation of the above specified model.
Applying the SG algorithm, GI algorithm and the SW-GI algorithm to estimate the parameters of this system, respectively. Under the same noise variance σ 2 = 0.50 2 , the parameters and the estimation errors (δ := θ t − ϑ / ϑ ) are shown in Table 1 , where the data length of GI and the window length of SW-GI are both set as L = 1000. In the SW-GI algorithm, the symbol s represents an iterative variable and k represents a recursive variable, the length of the sliding window is 900. Fig. 5 . In SW-GI algorithm, taking the length of the data window as 500 and letting the data window slides forward 50 times, the estimation errors δ versus s and k are shown in Fig. 6 . Furthermore, increasing the length of the data window to 1000 and iteration to 100, the estimation errors are presented in Fig. 7 . Obviously, Fig. 7 shows a faster converge speed. Under the same noise variance, changing the length of the data window and the number of the iteration, the different parameter estimates are displayed in Table 2 .
For model validation, we adopt a different batch of data (L t = 1000 samples from t = 2001 to 3000) to compute the root of the mean square errors for the predicted outputs. The estimated models are constructed by using the parameter estimates shown in Table 1 . The true preload function and the estimated preload functionĥ(u t ) are plotted in Figure 8 . The true outputs and the predicted outputs are presented in Fig. 9 . The root-mean-square errors (RMSE) are computed by
where y j is the true output;ŷ sg j ,ŷ gi j andŷ swgi j are the predicted outputs by using the SG algorithm, GI algorithm, and SW-GI algorithm, respectively. . From Tables 1-2 and Figs. 4-9, the following conclusions can be drawn.
• The parameter estimation errors of the SG algorithm are becoming smaller as t increasing and with the noise variance decreasing, the accuracy of the parameter estimation is improved -see the estimation error curves in Fig. 4 .
• As the iteration s increasing, the parameter estimation errors of the GI algorithm are decreasing. Compared with the SG algorithm, under the same data length, the GI algorithm can generates more accurate parameter estimates -see the estimation errors in Table 1 .
• In the GI algorithm, under the same number of iterations, the longer the data length, the smaller the parameter estimation error obtained -see the estimation error curves in Fig. 5 .
• The parameter estimation errors of the SW-GI algorithm are becoming smaller as s and k increasing. The SW-GI algorithm can generates more accurate parameter estimates than the SG and GI algorithm with smaller data length and fewer iterations -see the estimation errors in Table 1 .
• In the SW-GI algorithm, increasing the number of iterations while keeping the window size constant, or increasing the length of the data window by a fixed number of iterations can improve the accuracy of the parameter estimation -see the estimation errors in Table 2 and the estimation error curves in Figs. 6-7.
• The curves of the estimated nonlinear functions are very close to the true ones -see Fig. 8 . The SW-GI predicted outputs show good fitness with the true outputs, which indicates the effectiveness of the proposed SW-GI algorithm -see Fig. 9 .
VI. CONCLUSIONS
This paper mainly presents a sliding window based gradient iterative algorithm for the Hammerstein systems with asymmetric preload nonlinearity based on the key term separation technique. The linear dynamic subsystem is described by a CARMA process. Compared with the SG algorithm, although the SW-GI algorithm has a heavier computational load, it can significantly improve the accuracy of the parameter estimation. Within each set of data window in SW-GI algorithm, the GI algorithm is first used to obtain a reliable parameter estimate, and then as the data window moving, the new measured data is applied to further update the parameter estimates. So the SW-GI algorithm has a faster convergence speed than the SG and GI algorithm. The results of the simulation example demonstrates that the proposed SW-GI algorithm can generates effective parameter estimates and reliable model predictions.
