In this paper we study the Martin boundary of open sets with respect to a large class of purely discontinuous symmetric Lévy processes in
Introduction
The Martin boundary of an open set D is an abstract boundary introduced in 1941 by Martin [26] so that every nonnegative classical harmonic function in D can be written as an integral of the Martin kernel with respect to a finite measure on the Martin boundary. This integral representation is called a Martin representation. The concepts of Martin boundary and Martin kernel were extended to general Markov processes by Kunita and Watanabe [25] in 1965. In order for the Martin representation to be useful, one needs to have a better understanding of the Martin boundary, for instance, its relation with the Euclidean boundary. In 1970, Hunt and Wheeden [14] proved that, in the classical case, the Martin boundary of a bounded Lipschitz domain coincides with its Euclidean boundary. Subsequently, a lot of progress has been made in studying the Martin boundary in the classical case.
With the help of the boundary Harnack principle for rotationally invariant α-stable (α ∈ (0, 2)) processes established in [2] , it was proved in [3, 11, 27] that the Martin boundary, with respect to the rotationally invariant α-stable process, of a bounded Lipschitz domain D coincides with its Euclidean boundary and that any nonnegative harmonic function with respect to the killed rotationally invariant α-stable process in D can be written uniquely as an integral of the Martin kernel with respect to a finite measure on ∂D. In [29] this result was extended to bounded κ-fat open sets. The Martin boundary, with respect to truncated stable processes, of any roughly connected κ-fat open set was shown in [16] to coincide with its Euclidean boundary. In [17] , the results of [29] were extended to a large class of purely discontinuous subordinate Brownian motions. For Martin boundary at infinity with respect to subordinate Brownian motions, see [23] .
In this paper, we study the Martin boundary of open set D ⊂ R d with respect to a large class of symmetric, not necessarily rotationally invariant, (transient) Lévy processes killed upon exiting D. We show that if D is an open set and D is κ-fat at a single point Q ∈ ∂D, then the Martin boundary associated with Q consists of exactly one point and the corresponding Martin kernel is a minimal harmonic function. Another point is that, unlike [3, 11, 16, 17, 27, 29] , the set D is not necessarily bounded. In the case when D is unbounded, we do not study the Martin boundary associated with infinite boundary points. Now we describe the class of processes we are going to work with. Throughout this paper, r → j(r) is a strictly positive and non-increasing function on (0, ∞) satisfying j(r) ≤ cj(r + 1) for r ≥ 1, (
and X = (X t , P x ) is a purely discontinuous symmetric Lévy process with Lévy exponent Ψ X (ξ) so that
We assume that the Lévy measure of X has a density J X such that
for some γ 1 > 1. Since ∞ 0 j(r)(1 ∧ r 2 )r d−1 dr < ∞ by (1.2), the function x → j(|x|) is the Lévy density of an isotropic unimodal Lévy process whose characteristic exponent is Ψ(|ξ|) = R d
(1 − cos(ξ · y))j(|y|)dy.
(1.
3)
The Lévy exponent Ψ X can be written as
(1 − cos(ξ · y))J X (y)dy and, clearly by (1.2), it satisfies
The function Ψ may be not increasing. However, if we put Ψ * (r) := sup s≤r Ψ(s), then, by [4, Proposition 2] (cf. also [13, Proposition 1]), we have Ψ(r) ≤ Ψ * (r) ≤ π 2 Ψ(r).
Thus by (1.4) , (π 2 γ 1 ) −1 Ψ * (|ξ|) ≤ Ψ X (ξ) ≤ γ 1 Ψ * (|ξ|), for all ξ ∈ R d .
(1.5)
We will always assume that Ψ satisfies the following scaling condition at infinity:
(H): There exist constants 0 < δ 1 ≤ δ 2 < 1 and a 1 , a 2 > 0 such that
Then by [4, (15) Note that the class of purely discontinuous symmetric Lévy processes considered in this paper contains some of the purely discontinuous isotropic unimodal Lévy processes dealt with in [4] . Let us now formulate precisely the main result of this paper. the Martin boundary point associated to Q. After preliminary estimates about harmonic functions, we first show that the oscillation reduction lemma, see [2, Lemma 16] , is valid in our setting (with essentially the same proof). The lemma almost immediately implies that ∂ Q M D consists of exactly one point. We then show that this point is a minimal Martin boundary point. We end the paper by giving the Martin representation for bounded κ-fat open sets.
We finish this introduction by setting up some notation and conventions. We use ":=" to denote a definition, which is read as "is defined to be"; we denote a ∧ b := min{a, b}, a ∨ b := max{a, b}; we denote by B(x, r) the open ball centered at x ∈ R d with radius r > 0; for any two positive functions f and g, f ≍ g means that there is a positive constant c ≥ 1 so that c −1 g ≤ f ≤ c g on their common domain of definition; for any Borel subset E ⊂ R d and x ∈ E, diam(E) stands for the diameter of E and δ E (x) stands for the Euclidean distance between x and E c ; N is the set of natural numbers.
In this paper, we use the following convention: The values of the constants R, δ 1 , δ 2 , C 1 , C 2 , C 3 , C 4 remain the same throughout this paper, while c, c 0 , c 1 , c 2 , . . . represent constants whose values are unimportant and may change. All constants are positive finite numbers. The labeling of the constants c 0 , c 1 , c 2 , . . . starts anew in the statement and proof of each result. The dependence of constant c on dimension d is not mentioned explicitly.
Green function estimates
Let S = (S t : t ≥ 0) be a subordinator with no drift. The Laplace exponent φ of S is a Bernstein function and admits the following representation
where µ satisfies
µ is called the Lévy measure of S or φ. The function φ is called a complete Bernstein function if µ has a completely monotone density.
The following elementary result observed in [19, 22] will be used several times later in this paper.
Recall that, throughout this paper, we assume that X = (X t , P x ) is a purely discontinuous symmetric Lévy process in R d with Lévy exponent Ψ X (ξ) and a Lévy density J X satisfying (1.2).
It follows from [4, (28) ], (1.4), (1.6) and (1.7) that there exist a constant γ 2 > 1 and a complete Bernstein function φ such that
and j enjoys the following property: for every R > 0,
Furthermore, there exist b 1 , b 2 > 0 such that
Throughout this paper, we assume that φ is the above complete Bernstein function. From Lemma 2.1 and (2.2), we also get that for every R > 0,
The infinitesimal generator L of X is given by
The following two results are valid without assuming (H). The next lemma is a special case of [13, Corollary 1].
Lemma 2.2
There exists a constant c > 0 depending only on d such that
where f r (y) := f (y/r). 
Lemma 2.4
There exists a constant c = c(Ψ, γ 1 , γ 2 ) > 0 such that for every r > 0 and every
.
The idea of the following key result comes from [31] .
Lemma 2.5 There exists a constant c = c(Ψ, γ 1 , γ 2 ) > 0 such that for any r > 0 and
Proof. Without loss of generality, we may assume that x 0 = 0. We fix x = 0 and put Z t = Xt·x |x| . Then, Z t is a one dimensional symmetric Lévy process in R with Lévy exponent
It is easy to see that, if 
Now the assertion of the lemma follows immediately by (2.1)
, where ∂ is a cemetery state. We now recall the definitions of harmonic functions with respect to X and with respect to X D .
for every open set U whose closure is a compact subset of D;
(2) regular harmonic in D with respect to X if for each x ∈ D,
for every open set U whose closure is a compact subset of D.
Obviously, if u is harmonic with respect to X D , then the function which is equal to u in D and zero outside D is harmonic with respect to X in D.
Since our X satisfies [7, (1.6) , (UJS)], by [7, Theorem 1.4] and using the standard chain argument one has the following form of Harnack inequality. Theorem 2.8 For every a ∈ (0, 1), there exists c = c(a, Ψ, γ 1 , γ 2 ) > 0 such that for every r ∈ (0, 1), x 0 ∈ R d , and every function u which is nonnegative on R d and harmonic with respect to X in B(x 0 , r), we have u(x) ≤ c u(y), for all x, y ∈ B(x 0 , ar) .
be an open set. Since J X satisfies the assumption [7, (1.6) ], by [7, Theorem 3 .1], bounded functions that are harmonic in D with respect to X are Hölder continuous. Suppose that u is a nonnegative function which is harmonic with respect to X in D. For any ball B := B(x 0 , r) with B ⊂ B ⊂ D, the functions u n , n ≥ 1, defined by
are bounded functions which are harmonic with respect to X in B. Applying Theorem 2.8 to
, it is easy to see that u n converges to u uniformly in B(x 0 , r/2). Thus u is continuous in D. This implies that all nonnegative functions that are harmonic in D with respect to X are continuous.
is harmonic in D \ {y} with respect to X and therefore continuous. Using the Lévy system for X, we know that for every Greenian open subset D and every f ≥ 0 and x ∈ D,
We define the Poisson kernel
Thus (2.7) can be simply written as
The following result will be used later in this paper.
for all (x, y) ∈ B(x 0 , r) × B(x 0 , r) c and
Proof. This proof is exactly the same as that of [18, Proposition 13.4.10] . We provide the proof to show that only the monotonicity of j, (1.1), (2.4) and Lemmas 2.4 and 2.5 are used. Without loss of generality, we assume x 0 = 0. For z ∈ B(0, r) and r < |y| < 2, |y| − r ≤ |y| − |z| ≤ |y − z| ≤ |z| + |y| + r + |y| ≤ 2|y|, and for z ∈ B(0, r) and y ∈ B(0, 2) c , |y| − r ≤ |y| − |z| ≤ |y − z| ≤ |z| + |y| + r + |y| ≤ |y| + 1.
Thus by the monotonicity of j, (1.1) and (2.4), there exists a constant c > 0 such that
Applying the above inequalities, Lemmas 2.4 and 2.5 to (2.8), we immediately get the assertion of the lemma. ✷
As in [20] , to deal with κ-fat open set, we need the following form of Harnack inequality.
Theorem 2.10 Let L > 0. There exists a positive constant c = c(L, Ψ, γ 1 , γ 2 ) > 1 such that the following is true: If x 1 , x 2 ∈ R d and r ∈ (0, 1) are such that |x 1 − x 2 | < Lr, then for every nonnegative function u which is harmonic with respect to X in B(x 1 , r) ∪ B(x 2 , r), we have
Proof. Let r ∈ (0, 1], x 1 , x 2 ∈ R d be such that |x 1 − x 2 | < Lr and let u be a nonnegative function which is harmonic in B(x 1 , r) ∪ B(x 2 , r) with respect to X. If |x 1 − x 2 | < 1 4 r, then since r < 1, the theorem is true by Theorem 2.8. Thus we only need to consider the case when
, first using the monotonicity of j and (2.10), then using (2.2) and Lemma 2.1, we get
, by the already proven part of this theorem,
for some constant c 2 > 0. Therefore, by (2.7) and (2.11)-(2.12),
Thus we have proved the right-hand side inequality in the conclusion of the theorem. The inequality on the left-hand side follows by symmetry. ✷
For notational convenience, we define
The inverse function of Φ will be denoted by the usual notation Φ −1 (r). Our process X belongs to the class of Markov processes considered in [7] . Thus we have the following two-sided estimates for p(t, x, y) from [7] . The proof is the same as that of [9, Proposition 2.2].
Proposition 2.11 For any
Our argument to obtain upper bound on the Green functions of bounded open sets is similar to those in [8, 15] . We give the details here for the completeness. 
Thus sup
Now the Markov property of X implies that there exist positive constants c 3 and c 4 such that
Thus combining this, (2.15) and the semigroup property, we have that for any (t, x, y)
This with (2.15) implies that such that for any (
By the proof of [7, Theorem 6 .1], 
✷
For interior lower bound on the Green function, we use some recent results from [9] . The next result is an analog of [9, Proposition 3.6], which is the main result of [9, Section 3] . Even though it is assumed in [9] that X is rotationally symmetric and its Lévy density satisfies a little stronger assumption than in this paper, all the arguments of [9, Section 3] only use the results in [7] , (1.1), (1.2), (2.2), (2.3), and the semigroup property. Thus by following the same arguments line by line, one can prove the next proposition. We omit the details. We note in passing that D is not necessarily bounded in the next proposition.
Proposition 2.13 Let T and a be positive constants. There exists c = c(T, a, Ψ,
Proof. Without loss of generality, we assume 
Using this we have
Let r = |x − y|. By the change of variable u =
Φ(r)
t and the fact that t → Φ(t) is increasing,
Since by (2.3) and (2.13)
we conclude from (2.20) and (2.21) that (2.18) holds. ✷ It follows from (2.3), Lemmas 2.14 and 2.5 that, for all r ∈ (0, 1) and all α ∈ (0, π), there exists c = c(α) > 0 such that for all cones V of angle α with vertex at the origin,
Thus X satisfies hypothesis H in [30] . It follows from (1.2), (2.2) and Lemma 2.4 that for every cone V with vertex at the origin,
Therefore it follows from [30,
Using Theorem 2.8, the proof of the next result is the same as that of [18, Proposition 13.4.11] . So we omit the proof.
Proposition 2.15
For every a ∈ (0, 1), there exists c = c(Ψ, γ 1 , γ 2 , a) > 0 such that for every r ∈ (0, 1], x 0 ∈ R d and x 1 , x 2 ∈ B(x 0 , ar),
Proposition 2.16 For every a ∈ (0, 1), there exists c = c(Ψ, γ 1 , γ 2 , a) > 0 such that for every r ∈ (0, 1] and
for all x ∈ B(x 0 , ar) and a.e. y such that r < |x 0 − y| < 2r. 
Proof. Using Lemma 2.3, the proof is exactly the same as that of [21, Lemma 4.10] . We omit it.
✷
With these preparations in hand, we can repeat the argument of [21, Section 5] to get the following form of the boundary Harnack principle established in [21] . We omit the details. Note that the open set D in the next result is not necessarily bounded.
Theorem 2.18
There exists C 1 = C 1 (Ψ, γ 1 , γ 2 ) ≥ 1 such that the following hold for all r ∈ (0, 1).
which is regular harmonic in U with respect to X and vanishes a.e. in U c ∩ B(z 0 , r) it holds that
for every x ∈ U ∩ B(z 0 , r/2).
(ii) For every z 0 ∈ R d , every open set D ⊂ R d , every r ∈ (0, 1) and for any nonnegative functions u, v in R d which are regular harmonic in D ∩ B(z 0 , r) with respect to X and vanish a.e. in D c ∩ B(z 0 , r), we have
In the next two results, we will assume that X is transient and will use G(x, y) to denote the Green function of X. Note that G(x, y) = G(y, x) by symmetry and G(x, y) = G(0, y − x) by translation invariance. Since we only assume that X is symmetric, rather than unimodal, the next result does not follow from [13] .
Proof. In this proof, we always assume that x ∈ B(0, M ). It follows from Lemma 2.14 that
On the other hand, by the strong Markov property and Lemma 2.12,
Choose x 0 = (0, . . . , 0, M/2). By Theorem 2.10 and the strong Markov property, we have
Furthermore, by (2.3), we have inf a≤2M Φ(a)a −d > 0. Thus we conclude that
✷
The following result will be needed in the proof of Theorem 3.12.
Lemma 2.20 If X is transient, then
Proof. It follows from the transience assumption and (1. 
Take a nonnegative function f with support in B(0, 2) such that f is identically 1 on B(0, 1). Then
which yields
Note that several results of this section are stated only for small radii r, namely r ∈ (0, 1]. This is, of course, a consequence of the scaling condition (H) at infinity which governs the behavior of the process for small time and small space. If we want to study the large time and large space behavior of X, we would need to add the following scaling condition on Ψ near the origin too: (H2): There exist constants 0 < δ 3 ≤ δ 4 < 1 and a 3 , a 4 > 0 such that
One consequence of adding condition (H2) to condition (H) is that many results that were valid for small r only will hold true for all r > 0. For future reference, we list below precisely which statements are true. First note that if both (H) and (H2) hold, there exist a 5 , a 6 > 0 such that
, a > 0, 0 < r < R < ∞ , (2.23)
cf. [22, (2.6) ].
In the remainder of this remark, in addition to all conditions from Section 1, namely (1.1), (1.2) and (H), we also assume (H2). Then X satisfies the assumptions in [10] . Furthermore, it follows from [4, (15) 
Martin Boundary
In this section we will use the boundary Harnack principle (Theorem 2.18) and follow the wellestablished route, see [2, 17, 19, 23] , to study the Martin boundary of an open set D with respect to X. The key ingredient is the oscillation reduction technique used in the proof of Lemma 3.4. Throughout this section we assume that
, that is, there is R > 0 such that for all r ∈ (0, R], there is a ball B(A r (Q), κr) ⊂ D ∩ B(Q, r). Without loss of generality, we assume that R ≤ 1/2. After Lemma 3.4, we will further assume that Q ∈ ∂D.
Lemma 3.1 There exist C 3 = C 3 (Ψ, κ, γ 1 , γ 2 ) > 0 and ξ = ξ(Ψ, κ, γ 1 , γ 2 ) ∈ (0, 1) such that for every r ∈ (0, R) and any non-negative function h in R d which is harmonic in D ∩ B(Q, r) it holds that
Proof. Without loss of generality, we may assume that Q = 0. Fix r ∈ (0, R).
Note that the balls B k are pairwise disjoint. By harmonicity of h, for every k = 0, 1, 2 . . . ,
By Theorem 2.10, there exists
By (2.10), we have
Together with (2.2) and Lemma 2.1, this implies that j(|2(
k ) for every z ∈ B l and 0 ≤ l ≤ k − 1. Therefore,
Hence,
, for all k = 1, 2, . . . ,
2 There exists c = c(Ψ, κ, γ 1 , γ 2 ) > 0 such that for every r ∈ (0, R) and every nonnegative function u in R d which is regular harmonic in D ∩ B(Q, r) with respect to X,
Proof. Without loss of generality, we may assume that Q = 0. Fix r ∈ (0, R) and let A := A r (0). Since u is regular harmonic in D ∩ B(0, (1 − κ/2)r) with respect to X, we have 
where in the last line we used (2.10). Note that |A − z| ≤ 2|z| for z ∈ A(0, r, 1) and |A − z| ≤ |z| + 1 for z ∈ B(0, 1) c . Hence by (1.1), (2.4) and Lemma 2.1,
There exist C 4 = C 4 (Ψ, κ, γ 1 , γ 2 ) ≥ 1 and ξ = ξ(Ψ, κ, γ 1 , γ 2 ) ∈ (0, 1) such that for any r ∈ (0, 1), and any non-negative function u on R d which is regular harmonic in D ∩ B(Q, r) with respect to X and vanishes in D c ∩ B(Q, r) we have
where
Proof. Without loss of generality, we may assume that Q = 0. Fix r ∈ (0, R). Let η k := (κ/2) k r, B k := B(0, η k ) and
By (2.9), we have
Note that |z| − η k ≥ |z|/2 for z ∈ A(0, r, 2) and |z| − η k ≥ |z| − 1 for z ≥ 2. Thus by (1.1), (2.4) and the monotonicity of j,
By Lemma 3.2, we have
. On the other hand, using Lemma 3.1, we get
Combining the last two displays and using Lemma 2.1, we get
By the boundary Harnack principle, Theorem 2.18 (i), we have Lemma 16] (which dealt with isotropic stable process) to get the following result. We include the proof from [2] to show that it does not depend on scaling property of stable processes, and on the way make some constants explicit and provide the detailed computation in the end of the induction argument.
Lemma 3.4
There exist c = c(Ψ, γ 1 , γ 2 , κ) > 0 and β = β(Ψ, γ 1 , γ 2 , κ) > 0 such that for all r ∈ (0, R/2) and non-negative functions u and v on R d which are regular harmonic in D ∩ B(Q, 2r) with respect to X, vanish on D c ∩ B(Q, 2r) and satisfy u(A r (Q)) = v(A r (Q)), the limit g = lim D∋x→Q u(x) v(x) exists, and we have
Proof. Fix r ∈ (0, R/2). Without loss of generality, we assume that u(A r (Q)) = v(A r (Q)) = 1.
. We start the proof by fixing several constants. We first choose c 1 = c 1 (Ψ, γ 1 , γ 2 ) ≥ 10 such that
This is possible because of Theorem 2.18 (it suffices to choose 1+c (1/2, 1) , where C 1 is the constant from Theorem 2.18. We further define ǫ = ǫ(Ψ, γ 1 , γ 2 ) ∈ (0, 1/4) by
and
where C 4 ≥ 1 and ξ ∈ (0, 1) are the constants from Lemma 3.3.
For k = 0, 1, . . . , define
0 .
Apply Lemma 3.3 withr = r l+1 instead of r. Then
Then since
By symmetry we also have that for k = 1, 2, . .
Define ζ = ζ(Ψ, γ 1 , γ 2 ) ∈ (1/2, 1) by
We claim that for all l = 0, 1, . . .
By Theorem 2.18 with y = A r (Q) we have that
We show that (3.13) and (3.14) imply the statement of the lemma. Indeed,
Since the right-hand side goes to zero as l → ∞, the same is valid for the left-hand side proving that the limit g = lim D∋x→Q
We now prove (3.13) by induction. By (3.6) we wee that (3.13) holds for l = 0. Again by (3.6) and the fact that ζ > 1/2 we have
hence (3.13) holds also for l = 1. Let k = 0, 1, . . . and assume that (3.13) holds for l = 0, 1, 2, . . . , k. By the definitions (3.7)-(3.8), and the regular harmonicity of u and v, we have
For any function f on a set A we define
and m 2 := sup x∈D k g(x). By (3.7), (3.8) and Theorem 2.18, it holds that 0 < m 1 ≤ m 2 < ∞. If m 1 = m 2 , then both Osc D k+2 g and Osc D k g are zero so (3.17) holds trivially. Otherwise, let
Note that g is the quotient of two non-negative functions regular harmonic in D k+1 with respect to X. Clearly Osc D k g = 1. Furthermore,
, and it follows from (3.18) that
If, on the other hand, sup D k+2 g(x) > 1/2, we apply Theorem 2.18 to the functions u(
This can be written as C
Hence, for all x ∈ D k+2 , we have
1 , and since g ≤ 1, we get that
By (3.18)-(3.20) we get (3.17). We claim that
so the second inequality of (3.21) holds. The first and third equalities of (3.21) are trivial. Similarly we have
Combining (3.21), (3.22) and (3.17) we get
Using (3.23) and (3.13) with l = k (the induction hypothesis) we obtain
with a suitably chosen ρ ∈ [0, 1] (independent of x ∈ D k+2 ). Indeed,
Thus, 1 ≤ M ≤ 1 + c 1 δζ k which implies that there exists ρ = ρ(c 1 , ζ, k) ∈ [0, 1] such that M = 1 + c 1 δρζ k . Next, by symmetry and (3.24) we have
Combining (3.21) and (3.13) we get
Now we fix x ∈ D k+2 . Then by (3.15) and (3.16), 27) where in the first inequality we used (3.11) with l = −1. Now we apply [2, Lemma 15] with
We 
, where the first inequality is (3.22) and the second inequality is (3.26). The second part of [2, (5.17) ] is precisely (3.12). Now we apply [2, Lemma 15] to conclude that
Hence, letting τ :
and applying (3.27) we get
Now, (3.28), (3.24) and (3.29) imply that
The proof of the induction step will be finished by showing that
First note that
Further, let
We will show that
this will prove what want. We now prove B − (1 + 3ǫ k+1 )A = B − A − 3ǫ k+1 A ≥ 0. Note that ǫ ∈ (0, 1/200) ⊂ (0, 1/4) and thus ζ − ǫ > 1/2 − 1/4 = 1/4. We will need the following estimate:
Since δ ∈ (1/2, 1), ρ ∈ [0, 1] and ζ < 1 we have
Note that it follows from (3.31) that
where we used that 1/2 − 2/(5c 1 ) ≥ 1/2 − 2/50 = 23/50 ≥ 2/5 which follows immediately from c 1 ≥ 10. Thus,
where in the third line above we used (3.31) and neglected the first term in the square brackets in the line above, in the fourth line we used that ρ ≤ 1 and again (3.31) , and in the last line we used that c 1 ≥ 10. By combining (3.32) and (3.33) we get
− 27 1 20
for all k ≥ 1. In the penultimate line we used that 1 − δ ≥ 1/2, (1 + δ)/2 ≥ 1/2 and 1 − δ < 1. The proof is now complete. ✷ An alternative approach to the oscillation reduction in case of rotationally stable processes is given in [6, Lemma 8] . We note that for non-local operators the oscillation reduction technique seems much harder than for the Laplacian, because the subtraction used in this process may destroy global nonnegativity. In this regard, we note that there is a gap of this nature in the proof of [11, Lemma 3.3] .
In the remainder of this section, we assume that Q ∈ ∂D. Since D is Greenian, the Green function G D (x, y), x, y ∈ D, is well defined. Fix x 0 ∈ D and set
Let r < Because of the proposition above, we will also use Q to denote the point on the Martin boundary ∂ Q M D associated with Q. Note that it follows from the proof of Proposition 3.6 that if (y n ) n≥1 converges to Q in the Euclidean topology, then it also converges to Q in the Martin topology.
For ǫ > 0 let
be a closed subset of ∂ M D. By the definition of Martin boundary, for each w ∈ K ǫ there exists a sequence (y w n ) n≥1 ⊂ D such that lim n→∞ d(y w n , w) = 0. Without loss of generality we may assume that d(y w n , w) < ǫ 2 for all n ≥ 1.
Lemma 3.7 There exists c = c(ǫ) > 0 such that |y w n − Q| ≥ c for all w ∈ K ǫ and all n ≥ 1.
Proof. Suppose the lemma is not true. Then {y w n : w ∈ K ǫ , n ∈ N} contains a sequence (y w k
Letting y → Q we get
To prove this lemma, it suffices to show that (X τ B(x,r) , Q) is integrable by Lemma 3.8, for any ǫ > 0, there is an N 0 > 1 such that
Note that by (3.36) and (3.37),
By (2.9), we have for m ≥ m 0 ,
4 r, using (2.4) and (2.2), we get that
for some c 3 = c 3 (Ψ, γ 1 , γ 2 ) > 0 and c 4 = c 4 (Ψ, γ 1 , γ 2 ) > 0. Note that, by Lemma 3.1,
Thus by Lemma 2.12 in case D is bounded and by Theorem 2.19 in case of unbounded D,
for some constants c 6 = c 6 (Ψ, γ 1 , γ 2 ) > 0 and c 7 = c 7 (Ψ, γ 1 , γ 2 ) > 0. It follows from (3.38)-(3.40) that
Applying Lemma 2.1, we get
Thus there exists N > 0 such that for all m ≥ N ,
Consequently, for all m ≥ N ,
Using this, we can easily get the following 
. Now by the dominated convergence theorem and Lemma 3.9, The statement about the minimal Martin boundary follows from Theorem 3.12. ✷ As a consequence of the result above and the general result of [25] ), we have the following Martin representation for nonnegative harmonic functions with respect to the killed process X D .
Theorem 3.14 Suppose that D is a bounded κ-fat set. Then Ξ : ∂D → ∂ M D is a homeomorphism. Furthermore, for any nonnegative function u which is harmonic with respect to X D , there exists a unique finite measure µ on ∂D such that
Proof. Let Q ∈ ∂D and x ∈ D. Choose r < 1 2 min{R, dist(x, Q), dist(x 0 , Q)} so that x ∈ D \ B(Q, 2r). Let Q ′ ∈ ∂D ∩ B(Q, r/2). Since D is κ-fat at Q ′ , by Corollary 3.5 there exists M D (x, Q ′ ) = lim D∋y→Q ′ M D (x, y). Further, by letting y → Q ′ in (3.34) we get that
This shows that if (Q n ) n≥1 is a sequence of points in ∂D converging to Q ∈ ∂D, then M D (·, Q) = lim n→∞ M D (·, Q n ). In order to show that Ξ is continuous we proceed as follows. Let Q n → Q in ∂D. Since ∂ M D is compact, (Ξ(Q n )) n≥1 has a subsequence (Ξ(Q n k )) k≥1 converging in the Martin topology to some w ∈ ∂ M D. By property (M3), M D (·, Ξ(Q n k )) → M D (·, w). On the other hand, by the first part of the proof, M D (·, Ξ(Q n k )) = M D (·, Q n k ) → M D (·, Q), implying that w = Ξ(Q). This shows in fact that (Ξ(Q n )) n≥1 is convergent with the limit Ξ(Q). Using the fact that ∂D is compact, the proof of the continuity of the inverse is similar.
The Martin representation for nonnegative harmonic functions is now a consequence of the general result form [25] . ✷
