Abstract. Motivated by the work of Alzer and Richards [3] , here authors study the monotonicity and convexity properties of the function
introduction
For 0 < r < 1 and r ′ = √ 1 − r 2 , the Legendre's complete elliptic integrals of the first and the second kind are defined by 
and E ′ = E ′ (r) = E(r ′ ), respectively. These integrals have played very crucial role in many branches of mathematics, for example, they helps us to find the length of curves and to express the solution of differential equations. The elliptic integrals of the first and the second kind have been extensive interest of the research for several authors, and many results have been established about these integrals in the literature For the monotonicity, convexity properties, asymptotic approximations, functional inequalities of these integrals and their relations with elementary functions, we refer the reader to see e.g. [5, Chapter 3] and the references therein. The Gaussian hypergeometric function is defined by
Here (a, 0) = 1 for a = 0, and (a, n) is the Pochhammer symbol (a, n) = a(a + 1) · · · (a+n−1), for n ∈ N. The Gaussian hypergeometric function can be represented in the integral form as follows,
For |s| < 1/2 and 1 ≤ |r| < 1, the complete elliptic integrals of the first and the second kind were slightly generalized by Borwein and Borwein [12] as follows:
Note that K 0 (r) = K(r) and E 0 (r) = E(r).
In order to define the generalized complete (p, q)-elliptic integrals of the first and the second kind, we need to define the generalized sine function.
The eigenfunction sin p,q of the so-called one-dimensional (p, q)-Laplacian problem [16] −
is known as the generalized sine function with two parameters p, q > 1 in the literature (see, [9, 10, 14, 17, 21, 22, 23, 24] ), and defined as the inverse function of
Also the generalized π is defined as
which is the generalized version of the celebrated formula of π proved by Salamin [19] and Brent [13] in 1976. Here B(., .) denotes the classical beta function. For all p, q ∈ (1, ∞), r ∈ (0, 1) and r ′ = (1 − r p ) 1/p , the generalized complete (p, q)-elliptic integrals of the first and the second kind are defined by
and
respectively. Applying the integral representation formula (1.2), the generalized complete (p, q)-elliptic integrals can be expressed in terms of hypergeometric functions as follows:
see, e.g. [11] . For p = q, we write
It is worth to mention that Takeuchi [22] proved that
for |s| < 1/2 and p = 2/(2s + 1).
In 1998, Anderson, Qiu and Vamanamurthy studied the monotonicity and convexity property of the function 
for r ∈ (0, 1). These two inequalities are sharp as r → 0, while the second inequality is also sharp as r → 1.
Recently, Alzer and Richards [3] studied the properties of the additive counterpart
(1 − r 2 ) of the above result, and proved the following theorem. It is natural to extend the result of Alzer and Richards in terms of generalized complete (p, q)− elliptic integrals of the first and second kind. We generalize their function ∆ by
Proposition. The function ∆(r) is strictly increasing and strictly convex from
and state the following theorem.
1.8. Theorem. For p, q > 1, the function ∆ p,q is strictly increasing and strictly convex from (0, 1) onto
, if the following conditions hold:
Moreover, for all r ∈ (0, 1), we have
with best possible constants α 1 = 0 and
1.10.
Theorem. For all r, s ∈ (0, 1) and p, q > 1 satisfying the conditions (1) and (2) given in the above theorem, then we have
Lemmas
In this section we give few lemmas which will be used in the proof of the theorems. Moreover, we will use same method for proving our theorems as it is applied in [3] .
For a, b, r ∈ (0, 1), we have
Proof. By using the formula (1.1), we obtain
2.3. Lemma. For p, q > 1 and r ∈ (0, 1), we have
Proof. By definition, it is easy to see that
Again, by using the following identity
(see, [25, p. 153]), we get
2.6. Lemma. For p, q > 1 and r ∈ (0, 1), we have
Proof. Utilizing the contiguous relation (See [18, Equation 26])
(σ − ρ)F (α, ρ; σ + 1; z) = σF (α, ρ; σ; z) − ρF (α, ρ + 1; σ + 1; z) , and letting σ = 3+
, z = 1−r p , we get the identity (2.7).
Proof of the main result
Proof of Theorem 1.8. Using formulas (1.3), (1.4) and letting a = 1/q, b = 1/p in (2.2), we have
Applying the following derivative formula
we obtain
By utilizing the following identity
(see [3] ) and letting a = 1 +
Now by Lemma 2.6 we have
Considering the condition (1) and (2) we conclude that
Now we conclude that ∆ It follows that r → λ p,q (r, s) is strictly decreasing which lead to −∆ p,q (1) = λ p,q (1, s) < λ p,q (r, s) < λ p,q (0, s) = −∆ p,q (s) < −∆ p,q (0).
where we apply This completes the proof.
3.2.
Remark. When p = q = 2, then it is easy to observe that Theorem 1.10 coincides with Proposition 1.6.
