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Abstract—Given an edge-weighted graph, we analyze the
problem of finding an orientation of its edges and a function
on its nodes, such that for each oriented edge the consistent
subtraction of the function on its incident vertices (ie.: head
- tail), is the best approximation in a least square sense to
the original edge-weighted function. We present a simple
GRASP algorithm to find a “good” solution that is suitable
for distributed execution.
1. Introduccio´n
1.1. Descripcio´n del problema
Dado un grafo conexo G = (V,E) [Harari, 1969] y
una funcio´n de pesos en los ejes f : E → R, queremos
hallar una orientacio´n de los ejes de G y una funcio´n de






donde dx : E → R es el diferencial de x (asociado a la
orientacio´n de los ejes) y se define en cada eje e = v → w
como dx(e) = x(w)− x(v).
Concretamente, si consideramos la correspondencia
entre orientaciones de G y matrices de incidencia dirigida,
se trata de encontrar: por un lado la “mejor” matriz de
incidencia dirigida D, y por el otro la mejor funcio´n de
pesos en los ejes x : V → R de modo de minimizar la
expresio´n:






 f(e1). . .
f(em)

El algoritmo que proponemos explora el espacio de
todas las orientaciones posibles del grafo original. Nuestra
principal contribucio´n son los criterios empleados en la
metaheurı´stica, que constituye el disen˜o de una “norma”
(α-norma) para comparar dichas orientaciones.
1.2. Contexto del problema y trabajos relacio-
nados
El problema surgio´ a partir de la definicio´n de 1-forma
diferencial en el contexto de mallas poligonales.
Las formas diferenciales [Spivak, 1965], [Tu, 2008]
conceptualizan la nocio´n de objeto integrable. Son ob-
jetos de estudio en geometrı´a diferencial. Intuitivamente
se puede pensar en una 1-forma diferencial como una
cantidad que mide una distancia infinitesimal y que puede
ser integrada a lo largo de una curva. Ana´logamente una 2-
forma diferencial es una cantidad que mide una superficie
infinitesimal y que puede ser integrada a lo largo de
una superficie. Y en general, una k-forma diferencial esta´
asociada a una variedad diferencial k-dimensional y puede
ser integrada en dimensio´n k. Esta nocio´n permite unificar
varios teoremas cla´sicos como el teorema de Green y el
teorema de Stokes. Adema´s de la naturaleza geome´trica
de este punto de vista, las formas diferenciales tienen una
rica estructura algebraica que permite entre otras cosas
trasladar propiedades invariantes entre dos variedades me-
diante mapas diferenciales. El precursor de la teorı´a fue
el matema´tico france´s Elie Cartan a fines del siglo XIX.
Por otro lado, las mallas poligonales [Botsch, Kobbelt,
Pauly, Alliez, Le´vy, 2010] permiten representar superficies
inmersas en el espacio tridimensional. Esta´n compues-
tas por aproximaciones lineales poligonales de pequen˜as
vecindades de la superficie denominadas caras. Y tienen
asociado un grafo cuyos nodos y ejes definen los ve´rtices
y lados de las caras. Son objetos de estudio fundamen-
tales en el a´rea de procesamiento digital de geometrı´a.
Esta a´rea ha crecido de manera sostenida en los u´ltimos
veinte an˜os debido a la capacidad de obtener modelos
geome´tricos de objetos reales mediante te´cnicas como:
tomografı´a computarizada, resonancia magne´tica, escaneo
mediante la´ser y ultrasonido, y microscopı´a. Numerosas
disciplinas como la medicina, la ingenierı´a, la astrofı´sica,
la exploracio´n geogra´fica, la arquitectura y el urbanismo,
como ası´ tambie´n las industrias cinematogra´fica, de vi-
deojuegos, y de fabricacio´n de manufacturas se nutren
continuamente de modelos tridimensionales. El a´rea de
procesamiento digital de geometrı´a es la encargada de
proveer herramientas y aplicaciones para producir dichos
modelos. Las aplicaciones son muy variadas, algunos
ejemplos son: escaneo 3D [Lanman, Raskar, Agrawal,
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Taubin, 2008], navegacio´n de vehı´culos auto´nomos [Cris-
pell, Mundy, Taubin, 2008], reconocimiento de patrones
[Taubin, Cooper, 1992], reconocimiento de trayectorias
[Zhao, Taubin, 2009], construccio´n de modelos tridimen-
sionales de sitios arqueolo´gicos [REVEAL], de esculturas
y objetos antiguos [Taubin et al., 2002], cinematografı´a
3D [Ronfard, Taubin, 2007], etc.
La teorı´a de formas diferenciales tiene su contraparte
discreta en el marco de las mallas poligonales. Esto se
debe a que una malla poligonal puede ser entendida
como una descomposicio´n simplicial [Hatcher, 2004] de
la superficie que esta´ modelando. Y una forma diferencial
puede interpretarse como un complejo de co-cadena sobre
dicha descomposicio´n. En el trabajo [Desbrun, Kanso,
Tong, 2006], los autores muestran co´mo integrar formas
diferenciales mediante una te´cnica de interpolacio´n. En
ese contexto los 1-sı´mplices de la descomposicio´n, o dicho
de otro modo: los ejes del grafo asociado a la malla, ya
esta´n dotados de una orientacio´n. Y esta´n sujetos a la
equivalencia v0v1 = −v1v0, es decir que si se considera
la orientacio´n contraria de un eje, su te´rmino asociado en
el complejo de co-cadena cambia de signo (esto es com-
patible con el primer teorema fundamental del ca´lculo).
El problema que consideramos en este trabajo es una
variante en la cual los ejes del grafo subyacente no esta´n
dotados de una orientacio´n. El problema de optimiza-
cio´n consiste justamente en encontrar una orientacio´n
que ajuste del mejor modo posible los valores de los
ve´rtices de acuerdo a una funcio´n de pesos en los ejes
del grafo. Creemos que la formulacio´n planteada en este
trabajo es novedosa. No encontramos antecedentes en la
bibliografı´a y es por esto que no pudimos referirnos a
instancias y algoritmos con las cuales compararnos en la
fase experimental.
1.3. Aplicaciones
Las aplicaciones son aquellas en las cuales necesita-
mos construir una funcio´n de los nodos que respete ciertas
restricciones diferenciales.
Por ejemplo, supongamos que los nodos representan
regiones geogra´ficas y queremos construir un mapa to-
pogra´fico basado en ciertas relaciones diferenciales de
altura entre algunas regiones.
Otro ejemplo es el de ordenar cronolo´gicamente cier-




La matriz de incidencia dirigida
La matriz de incidencia dirigida (D) de un grafo
dirigido ~G = (~V , ~E) es una matriz de m × n (donde
| ~E| = m y |~V | = n) tal que para cada eje orientado
ek = vi → vj : Dki = −1, Dkj = 1 y vale 0 en las dema´s
entradas de la fila k.
En otros te´rminos, una matriz de incidencia dirigida
representa una orientacio´n de los ejes de un grafo no
dirigido G. Y el espacio de matrices de incidencia dirigida
asociado a G equivale al espacio de todas las orientaciones
posibles de G.
La matriz laplaciana
La matriz laplaciana (L) de un grafo G es una matriz
de n× n definida del siguiente modo:
Lij =

deg(vi) si i = j
−1 si existe el eje (vi, vj)
0 en otro caso
El rango de L es n − c donde c es la cantidad de
componentes conexas. En particular si G es conexo, el
rango de L es n− 1
Relacio´n entre las matrices L y D
Es fa´cil verificar que las matrices L y D se relacionan
de acuerdo a la expresio´n:
L = DtD
Es importante notar que L es independiente de cual-
quier orientacio´n que se le asocie al grafo. Y que el rango
de D es el mismo que el de L. Como en nuestro caso G
es conexo el rango de D es n− 1.
Sistema lineal inducido por D
Recordemos que el problema que queremos resolver
es encontrar la matriz de incidencia dirigida D, es decir
la “mejor” orientacio´n de los ejes del grafo G, de modo
de minimizar la expresio´n:
E(x) = ‖Dx− f‖2
Para eso sera´ preciso explorar el espacio de matrices
de incidencia dirigida asociado a G. Una vez que conse-
guimos una matriz candidata, el problema de minimiza-










= DtDx−Dtf = 0
Que a su vez es equivalente a resolver el sistema lineal:
DtDx = Lx = Dtf
Mediante me´todos iterativos es posible converger al
punto ma´s cercano al vector Dtf contenido en el subes-
pacio generado por L (la proyeccio´n ortogonal de Dtf ).
Especı´ficamente en este trabajo emplearemos el me´todo
de Gradiente Conjugado [Saad, 2007] para resolver el
sistema lineal.
Es importante mencionar que en el u´ltimo tiempo ha
habido grandes avances en la creacio´n de nuevos me´todos
iterativos para resolver esta clase particular de sistemas
lineales (aquellos que involucran una matriz laplaciana)
denominados sistemas laplacianos ( [Koutis, Miller, Peng,
2010], [Spielman, 2010], [Spielman, Teng, 2004], [Teng,
2010]).
Norma de la proyeccio´n ortogonal
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Para elaborar el criterio que nos permita comparar dos
matrices de incidencia dirigida y decidir cua´l es mejor en
el contexto del problema que queremos resolver, vamos
a referirnos a nociones ba´sicas de proyeccio´n ortogonal
de un vector sobre un subespacio de un espacio vectorial,
[Ward, Kincaid, 2009].
Sean v, w ∈ Rn, notamos pv(w) a la proyeccio´n de
w sobre v. Mediante relaciones trigonome´tricas ba´sicas




‖v‖ = |cos(α)| ‖w‖ = ‖pv(w)‖
De modo ma´s general, notamos pS(w) a la proyeccio´n
ortogonal de w sobre un subespacio S ⊂ Rn generado por
una base ortogonal S = 〈s1, . . . , sk〉. La norma de pS(w)





Para dar una intuicio´n geome´trica del hecho pre-
cedente, supongamos (sin pe´rdida de generalidad) que
S = 〈e1, . . . , ek〉 esta´ dada por los primeros k vectores
cano´nicos y w = (w1, . . . , wn). Claramente la proyeccio´n
ortogonal de w sobre S es (w1, . . . , wk) (las primeras k





 ‖ = ‖
|cos(α1)| ‖w‖. . .
|cos(αk)| ‖w‖




Informalmente, el caso general se puede reducir a este
caso simple mediante una matriz de rotacio´n, que preserva
las normas.
2.2. Metaheurı´sticas
En el contexto del tratamiento de problemas de com-
plejidad NP , el enfoque metaheurı´stico ( [Gendrau, Pot-
vin, 2010], [Talbi, 2009]) procura encontrar buenas solu-
ciones (no necesariamente las mejores) en tiempo polino-






Encontrar la metaheurı´stica ma´s adecuada depende del
problema que se quiera resolver y debe ser contrastada
empı´ricamente con los resultados obtenidos por otras me-
taheurı´sticas.
Especı´ficamente una metaheurı´stica de tipo GRASP
combina dos aspectos. Por un lado, requiere cierto tipo
de bu´squeda local, es decir: explorar un entorno de la
solucio´n de la iteracio´n actual, para lo cual es preciso
definir una nocio´n de vecindad en el espacio; en nuestro
caso se tratara´ de definir una nocio´n de vecindad en el
espacio de matrices de incidencia dirigida asociado a un
grafo. Y por otro lado, GRASP requiere cierto grado de
azar en la eleccio´n del vecino a explorar en la siguiente
iteracio´n; esto busca impedir que el algoritmo se estabilice
en torno a un mı´nimo local (no necesariamente un mı´nimo
global).
En la pro´xima seccio´n se presentara´ el algoritmo y se
describira´n las particularidades de la implementacio´n de
una metaheurı´stica GRASP en el contexto del problema
que queremos resolver.
3. Implementacio´n
En esta seccio´n describiremos el algoritmo y los de-
talles de la implementacio´n.
3.1. La “mejor” matriz de incidencia dirigida
El primer paso de la estrategia que vamos a desarrollar
es tratar de encontrar la “mejor” matriz de incidencia
dirigida, o dicho en otros te´rminos: de orientar los ejes
del grafo G del mejor modo posible para minimizar el
error:
E(x) = ‖Dx− f‖2
Como el espacio de matrices de incidencia dirigida
asociado a G es un espacio de taman˜o exponencial respec-
to a la cantidad de ejes, dado que cada eje puede tener dos
orientaciones, nuestra propuesta esta´ centrada en construir
un algoritmo que devuelva la “mejor solucio´n posible”.
Preprocesamiento de las hojas del grafo
Inicialmente proponemos un preprocesamiento del
grafo con el objetivo de simplificarlo. En la formulacio´n
del problema de minimizacio´n:




Consideremos una hoja v de G (un nodo de grado 1),
a su u´nico vecino w y al eje que los liga e = (v, w).
Dependiendo de la orientacio´n de e, surge que x(v) =
x(w) ± f(e), es decir que x(v) queda determinado por
x(w), f(e) y la eleccio´n de una orientacio´n de e.
Por lo tanto, es posible reducir el grafo original G,
eliminando recursivamente sus hojas de modo de obtener
un grafo ma´s simple (un grafo con menos ejes y nodos).
Un corolario es que si G es un a´rbol, entonces x : V → R
queda determinada por alguna orientacio´n de los ejes y por
x(v) para un nodo v.
De ahora en adelante consideraremos que el grado de
los nodos de G es al menos 2.
Una base semi-ortogonal
Un hecho simple que se deriva de la expresio´n que
vincula a las matrices L y D:
L = DtD
es que el producto interno de dos columnas distintas de
una matriz de incidencia dirigida vale −1 o 0 dependiendo
de si existe un eje entre los nodos asociados a dichas
SIO, Simposio Argentino de Investigación Operativa
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columnas o no. Notar el hecho evidente de que si el
producto es 0, las columnas son ortogonales.
Ahora notemos lo siguiente: si G es conexo, el a´ngulo
entre dos columnas di y dj de D esta´ contenido en el
rango [pi2 ,
2pi
3 ]. Para ver esto, supongamos que existe un
eje entre los nodos vi y vj asociados a dichas columnas.
El a´ngulo puede medirse de este modo:
cos(α) ‖di‖ ‖dj‖ = didj =⇒ cos(α) = didj‖di‖ ‖dj‖
El mo´dulo de esta fraccio´n se maximiza cuando las
normas de las columnas son ma´s pequen˜as o de modo
equivalente: cuando los grados de los nodos correspon-
dientes se minimizan. Respecto a esta u´ltima observacio´n,
cabe aclarar que la norma de cada columna de D es igual
al grado del nodo asociado a esa columna, esto se deduce
de la diagonal de L = DtD. Recordemos que el grado
de cada nodo de G, luego de preprocesar las hojas, es al
menos 2. Entonces resulta que:
−1
2
≤ cos α = didj‖di‖ ‖dj‖ ≤ 0, ∀i 6= j.
Implicando α ∈ [pi2 , 23pi] ∪ [ 43pi, 32pi].
Denotaremos base semi-ortogonal a una base (de un
R-espacio vectorial) tal que el a´ngulo entre cualquier par
de generadores esta´ en el rango [pi2 ,
2
3pi] ∪ [ 43pi, 32pi].
El hecho de que las columnas de una matriz de in-
cidencia dirigida definan una base semi-ortogonal va a
justificar el criterio que emplearemos para compararlas.
La α-norma. Un criterio para comparar matrices de
incidencia dirigida
Una interpretacio´n geome´trica del problema de mini-
mizacio´n que queremos resolver es la siguiente: encon-
trar la “mejor” matriz de incidencia dirigida D tal que
la distancia de f sobre el subespacio generado por las
columnas de D sea mı´nima. En el caso de que el vector
f este´ contenido en el subespacio, entonces el problema
tiene solucio´n exacta, es decir: el sistema lineal Dx = f
tiene solucio´n.
Para resolver el problema, necesitamos un criterio para
comparar matrices de incidencia dirigida asociadas al gra-
fo G. Como las columnas de una matriz de incidencia di-
rigida D definen una base semi-ortogonal, aproximaremos
la norma de la proyeccio´n ortogonal de f sobre D como
si las columnas de D fueran ortogonales y denotaremos
a esta aproximacio´n α-norma. De este modo, entre dos
matrices de incidencia dirigida D y D¯ nuestro criterio sera´
optar por aquella con mayor α-norma. La justificacio´n de
esta decisio´n se basa en que calcular una base ortonormal
del subespacio generado por las columnas de D, mediante
por ejemplo el me´todo de Gram-Schmidt [Ward, Kincaid,
2009] no es viable en te´rminos de costo computacional.
La α-norma se puede calcular en dos pasos. El paso
inicial serı´a calcular el producto interno de f con las
columnas de D:
Dtf =
cos(α1) ‖d1‖ ‖f‖. . .
cos(αn) ‖dn‖ ‖f‖

Y luego dividir cada componente por la norma corres-
pondiente:
α(D, f) = ‖Dtf
‖d1‖−1. . .
‖dn‖−1
 ‖ = ‖





cos2(α1) + . . .+ cos2(αn)
Notemos que para cambiar la direccio´n de un eje en
una matriz de incidencia dirigida D, hay que cambiarle
el signo a la fila correspondiente al eje que se quiere
modificar. Y de modo ma´s general, si queremos cambiar la
direccio´n de varios ejes simulta´neamente la nueva matriz
D¯ se puede calcular del siguiente modo:
D¯ = I¯D
donde I¯ es la matriz diagonal de m×m que tiene un −1
en cada fila asociada a cada eje que queremos invertir y
1 en el resto de sus componentes.
Notemos que la norma de las columnas de D y D¯
son iguales porque so´lo difieren en el signo de algunas
componentes. Por lo tanto, la norma de las columnas de
las matrices de incidencia dirigida puede calcularse una
sola vez.
3.2. El enfoque metaheurı´stico
El problema que queremos resolver se traduce en en-
contrar una matriz de incidencia dirigida D que maximice
la α-norma de f . Dado que el taman˜o del espacio de
matrices de incidencia dirigida es 2m (donde |E| = m),
computar el problema para grafos de taman˜o grande es
difı´cil de resolver. Este espacio es extremadamente grande
incluso para grafos pequen˜os. Por lo tanto, el problema
admite un enfoque metaheurı´stico que nos permita en-
contrar una solucio´n “buena” (aunque no necesariamente
la mejor).
Como ya mencionamos, las metaheurı´sticas GRASP
combinan azar y bu´squeda local. La bu´squeda local se
refiere a la exploracio´n de una vecindad de un punto
del espacio. En nuestro caso el espacio es el conjunto
de matrices de incidencia dirigida asociado a G. Una
definicio´n obvia de vecindad de una matriz de incidencia
dirigida D es el conjunto de matrices que difieren en la
direccio´n de un eje, o sea aquellas que tienen una fila
invertida con respecto a D. Cada vez que se encuentra
un mı´nimo (o ma´ximo), lo conservamos. La sencillez de
GRASP y la posibilidad de paralelizarlo de un modo
natural, lo convierten en una alternativa razonable para
nuestro problema.
3.3. El algoritmo
La estrategia que presenta nuestro algoritmo es una
variante en la que invertimos los aspectos de azar y
bu´squeda local de GRASP: primero elegimos al azar un
conjunto de vecinos y luego definimos como nuevo punto
a explorar al mejor de ellos (el que tenga mayor α-norma).
El algoritmo esta´ controlado por dos para´metros:
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La vecindad de un punto esta´ determinada por el
para´metro φ, que establece la cantidad de ejes del
punto que deben modificarse al azar para construir
un vecino.
La cantidad de vecinos del punto que debemos ex-
plorar en cada iteracio´n esta´ dada por el para´metro
ψ
A continuacio´n presentamos el pseudoco´digo del al-
goritmo y luego comentamos las funciones auxiliares.





bestNeighbor ← BestNeighbor(Ω, f)
if α(bestNeighbor, f) > α(bestPoint, f) then
bestPoint← bestNeighbor
currentPoint← bestNeighbor
Solve laplacian system Lx = Dtf
return x
La funcio´n Initialize(G) se encarga de construir una
matriz de incidencia dirigida inicial. Concretamente, dado
un etiquetado de los nodos, se define la orientacio´n de un
eje desde el nodo menor al de mayor etiqueta.
La funcio´n Neighbors(currentPoint) devuelve un con-
junto de vecinos del punto que se esta´ explorando en
la iteracio´n. El conjunto de vecinos se arma en base a
los para´metros φ y ψ. El resultado es un conjunto de
ψ vecinos cada uno de los cuales difiere en la direccio´n
de exactamente φ ejes (elegidos al azar) con respecto
currentPoint.
La funcio´n BestNeighbor(Ω, f) devuelve el me-
jor vecino del conjunto de entrada. O sea, aquel
que tiene mayor α-norma. Y por u´ltimo, la funcio´n
α(bestNeighbor, f) calcula la α-norma de la matriz de
incidencia de entrada.
La condicio´n de corte del While es un predicado (p)
que permite terminar la ejecucio´n por criterios distintos:
cantidad de iteraciones, tiempo de ejecucio´n transcurrido,
margen de error de la mejor solucio´n encontrada dentro
de un rango de aceptacio´n.
Y por u´ltimo, el sistema laplaciano (Lx = Dtf ) se
resuelve mediante el me´todo de Gradiente Conjugado.
4. Resultados
En esta seccio´n describimos los resultados obtenidos.
Primero comentamos el criterio que adoptamos para de-
terminar los valores de los para´metros φ y ψ. Y posterior-
mente nos enfocamos en el ana´lisis del algoritmo evaluado
sobre tres familias de grafos:
Grafos completos: son aquellos en los que todo
par de nodos esta´ ligado por un eje.
Ciclos simples: grafo que define un ciclo; se pue-
de pensar en un polı´gono simple como modelo
geome´trico.
Mallas poligonales: son representaciones de su-
perficies inmersas en el espacio tridimensional;
tienen ma´s estructura que un grafo porque los
nodos tienen asociada una posicio´n en el espacio.
La eleccio´n de las dos primeras familias esta´ justifica-
da por el hecho de que los grafos completos y los ciclos
simples determinan los casos extremos en te´rminos del
grado de sus nodos: los grafos completos maximizan el
grado, mientras que los ciclos simples lo minimizan. Re-
cordar que el grado de los nodos es por los menos 2. Y los
grafos asociados a mallas poligonales son aquellos en los
que inicialmente se planteo´ el problema que analizamos
en este trabajo.
Es importante notar que las instancias de input del
algoritmo (G, f) donde G = (V,E) es un grafo y
f : E → R es una funcio´n de pesos, se construyeron
de modo tal de que exista una solucio´n exacta. Es decir,
se eligio´ de manera aleatoria (distribuida uniformemente
en un intervalo especı´fico) una funcio´n de pesos en los
nodos x : V → R cuyo diferencial es f . En este contexto




donde D es la matriz de incidencia dirigida y x es la
funcio´n de pesos en los nodos que devuelve el algoritmo.
Por lo tanto, el error esta´ contenido en el intervalo [0, 1]
Finalmente, es importante mencionar que los experi-
mentos se limitaron a evaluar la convergencia de cada
instancia de input. Es decir, a exponer co´mo disminuye el
error respecto a la cantidad de iteraciones.
4.1. Ajuste de para´metros
Recordemos que los para´metros del algoritmo, φ y
ψ denotan respectivamente la cantidad exacta de ejes en
los que difieren los vecinos de la matriz de incidencia
dirigida (de la iteracio´n actual) y el taman˜o del conjunto
de vecinos.
Para estimar φ y ψ empleamos un grafo completo de
100 nodos y consideramos distintos valores posibles de los
para´metros: φ ∈ {1, 2, 3, 4} y ψ ∈ {2, 4, 6, 8, 10}. Cada
par (φi, ψj) define un test. Para cada test el algoritmo
se ejecuto´ durante 104 iteraciones y se repitio´ 5 veces.
El resultado del error medio esta´ reflejado en la tabla
1 y en el heat-map de la figura 1. Lo que se confirma
inmediatamente es algo razonable: cuanto mayor es el
taman˜o del conjunto de vecinos (ψ), menor es el error
del algoritmo. Por otro lado, surge que la mejor eleccio´n
de φ es 2, o sea conviene considerar vecinos que difieran
en exactamente 2 ejes. Esto u´ltimo, se pudo confirmar en
una prueba ma´s exhaustiva en la cual fijamos ψ en 10 y
ejecutamos 50 veces cada test durante 2,104 iteraciones.
El resultado esta´ reflejado en el boxplot de la figura 2. En
este caso, es interesante notar co´mo disminuye la varianza
a medida que φ aumenta.
En base a estos resultados y al taman˜o de las instan-
cias que utilizamos en los experimentos, el criterio que
adoptamos para ajustar los para´metros es el siguiente:
φ = 2
ψ = 10−2|E|: esta proporcio´n de vecinos permite
procesar instancias de grafos de mayor taman˜o.
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Cuadro 1. AJUSTE DE PARA´METROS
Para´metros





















Figura 1. Ajuste de para´metros
Tenemos que aclarar que si bien el criterio no es
exhaustivo, estos son valores de referencia para evaluar
el algoritmo en condiciones uniformes.
4.2. Grafos completos
Los grafos completos son aquellos en los que todo
par de nodos esta´ conectado por un eje. Esta familia
es importante en el contexto del problema que estamos
analizando porque a medida que crece el taman˜o de la
instancia del grafo de input, la α-norma estima mejor a la
proyeccio´n ortogonal de f sobre el subespacio generado
por las columnas de las matrices de incidencia dirigida.
Ma´s especı´ficamente, el a´ngulo entre dos columnas de una
matriz de incidencia dirigida puede calcularse mediante la
expresio´n:






donde cos(di, dj) es el coseno del a´ngulo entre las colum-
nas de D correspondientes a los nodos vi y vj del grafo.
A medida que el grado de los nodos crece, el coseno
tiende a 0, o sea: las columnas de D se van volviendo
ma´s ortogonales.
En este caso, consideramos tres tipos de instancias de
grafos completos: de 100, 200 y 400 nodos. Para cada tipo
de instancia, se hicieron 20 experimentos, cada uno de los
cuales se ejecuto´ durante 2,104 iteraciones. Es importante
notar que la cantidad de ejes de un grafo completo es
del orden de n2 (donde |V | = n). La figura 3 muestra la
media del error en funcio´n de la cantidad de iteraciones
para cada tipo de instancia. Se observa una velocidad de
convergencia aceptable.
4.3. Ciclos simples
Los grafos que definen ciclos simples tambie´n repre-
sentan una familia de intere´s. En este caso, como cada
nodo tiene solamente dos vecinos, la columna de una
matriz de incidencia dirigida asociada a un cierto nodo,
es ortogonal a todas las dema´s columnas excepto a las
asociadas a los dos nodos vecinos. En ese caso, el a´ngulo
que forman dos columnas asociadas a dos nodos vecinos
es 2pi3 . En esta familia de grafos la cantidad de ejes es del
orden de |V | = n.
En este caso consideramos tres tipos de instancias de
ciclos simples: de 1000, 2000 y 4000 nodos. Para cada
tipo de instancia, se hicieron 20 experimentos, cada uno
de los cuales se ejecuto´ durante 500 iteraciones. La figura
4 muestra la media del error en funcio´n de la cantidad de
iteraciones para cada tipo de instancia. Tambie´n en este
caso, se observa una velocidad de convergencia aceptable.
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Figura 3. Grafos completos
Figura 4. Ciclos simples
Es importante mencionar que en este caso, la limita-
cio´n que existe para procesar instancias con una mayor
cantidad de ejes es la resolucio´n del sistema laplaciano
Lx = Dtf . La matriz L es de taman˜o n×n, eso impone
un lı´mite a esta implementacio´n. Una implementacio´n
paralelizada de la resolucio´n del sistema lineal permitirı´a
que el algoritmo escale sin limitaciones.
4.4. Mallas poligonales
Recordemos que las mallas poligonales permiten re-
presentar superficies inmersas en el espacio tridimensio-
nal. Las caras son aproximaciones lineales de pequen˜as
vecindades de la superficie. Y el grafo subyacente de una
malla describe los bordes de las caras.
Figura 5. venus: malla poligonal y su grafo subyacente
Figura 6. elephant: malla poligonal y su grafo subyacente
Figura 7. Mallas poligonales
Cuadro 2. MALLAS POLIGONALES
malla |V | |E|
venus 819 2452
elephant 623 1759
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En este caso empleamos dos superficies compactas
para evaluar el algoritmo: venus (figura 5) y elephant
(figura 6). La tabla 2 detalla la informacio´n de los grafos
(G = (V,E)) de ambas mallas.
Para cada malla se hicieron 20 experimentos, cada
uno de los cuales se ejecuto´ durante 2,104 iteraciones.
La figura 7 muestra la media del error en funcio´n de la
cantidad de iteraciones. En estos casos observamos que
inicialmente la convergencia es muy ra´pida, pero a partir
de un cierto punto se estabiliza. Este hecho da indicios de
que esta estrategia deberı´a complementarse con otra que
permita refinar la mejor solucio´n encontrada.
5. Conclusiones y Trabajo futuro
En este trabajo abordamos un problema que denomi-
namos integracio´n en grafos que “integra” (en te´rminos
analı´ticos) un dato diferencial en los ejes. Este enfoque
permite resolver distintos tipos de problemas diferenciales
que se modelen con grafos. El algoritmo metaheurı´stico
que planteamos esta´ basado en comparar matrices de
incidencia dirigida asociadas al grafo de input. Para ello
consideramos un criterio que denominamos α-norma vin-
culado a la proyeccio´n ortogonal del vector que representa
al dato diferencial sobre el subespacio generado por las
columnas de las matrices de incidencia dirigida.
Evaluamos el algoritmo en instancias de tres familias
de grafos: grafos completos, ciclos simples y mallas po-
ligonales. Y observamos que se comporta adecuadamente
dado que converge a una solucio´n aproximada del proble-
ma en un tiempo razonable. No obstante, hay que remarcar
que para ciertas instancias de input, a partir de cierto punto
el algoritmo se estabiliza entorno a un error de 0,1; esto
sugiere que la te´cnica que presentamos en este trabajo
deberı´a complementarse con otra para refinar la solucio´n.
El algoritmo es simple, por lo cual es posible paraleli-
zarlo de modo horizontal y procesar instancias de mayor
taman˜o mediante te´cnicas de procesamiento distribuido
(ej.: map-reduce).
En la implementacio´n que presentamos, la mayor
limitacio´n esta´ relacionada a la resolucio´n de sistemas
laplacianos, es decir: sistemas lineales Lx = b en los que
L es una matriz laplaciana. Actualmente hay importantes
lı´neas de trabajo abordando nuevas metodologı´as iterativas
que reducen el tiempo de procesamiento de este tipo de
sistemas. En una futura implementacio´n serı´a importante
incorporar estos enfoques.
En un trabajo futuro, planeamos formalizar adecua-
damente los argumentos probabilı´sticos por los cuales
la α-norma es una aproximacio´n razonable de la nor-
ma de la proyeccio´n ortogonal de un vector sobre un
subespacio. Tambie´n planeamos estudiar alternativas a la
funcio´n Initialize(G) de modo de poder reducir el tiempo
de computo del algoritmo.
Respecto a la complejidad del problema planteado,
sospechamos que es NP-completo (lo que justifica la
utilizacio´n de metaheurı´sticas) y sera´ el tema de estudio
en un trabajo futuro. Respecto a esto, uno de los objetivos
sera´ plantear el problema en el contexto de programacio´n
entera cuadra´tica para calcular soluciones exactas a instan-
cias ma´s pequen˜as y compararlas con nuestra estrategia.
Notar que la α-norma puede pensarse como una ecuacio´n
cuadra´tica sobre el espacio de matrices D y esto es un
caso particular de lo estudiado en [Manders, Adleman,
1976].
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