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Les nanoparticules (NPs) sont  des mate´riaux  fonctionnels importants du fait  de leur taille 
nanome´trique.  Cette re´duction en taille, associe´e a` la composition, a` l’orientation des surfaces 
et a` la morphologie contribue a` l’exaltation de nombreuses proprie´te´s importantes  telles que les 
proprie´te´s e´lectroniques, magne´tiques, catalytiques, optiques, etc. Pour controˆler la morpholo- 
gie des NPs, de nombreux  efforts ont e´te´ consacre´s a` comprendre leurs me´canismes de formation 
et l’origine de leur stabilite´.  Parmi les nanoparticules  me´talliques, le cobalt, avec sa structure 
hexagonale compact (hcp), est particulie`rement  inte´ressant  pour la possibilite´  d’obtenir des 
nanocristaux de forme ”naturellement” anisotropique. Par synthe`se chimique en milieu liquide, 
des NPs de diffe´rentes morphologies  telles que des disques, des plaques, des baˆtonnets, des fils et 
des cubes ont e´te´ obtenues en controˆlant le type de pre´curseur, de l’agent re´ducteur, des ligands 
stabilisants, ainsi que la concentration de ces ligands,  la tempe´rature ou la vitesse d’injection 
des pre´curseurs.  Meˆme si ces conditions de synthe`se ont e´te´ rationalise´es,  les me´canismes a` 
l’origine de ces diffe´rentes morphologies  ne sont pas encore bien connus. 
Dans ce travail, nous avons de´veloppe´ deux mode`les quantitatifs pour la pre´diction de la mor- 
phologie, l’un est base´ sur l’e´quilibre thermodynamique  de l’e´tat final, et l’autre sur un controˆle 
par l’effet cine´tique.  Pour appliquer ces mode`les, il a ´ete´ ne´cessaire de calculer dans un premier 
temps, avec la the´orie de la fonctionnelle  de la densite´ (DFT), les comportements  d’adsorption 
des mole´cules ligands en fonction du taux de recouvrement sur les facettes de diffe´rentes ori- 
entations du me´tal.  Pour ce faire, l’adsorption des ligands  CH3NH2, CH3COO, C5H11COO et 
C11H23COO a e´te´ mode´lise´e sur les diffe´rentes surfaces de Co et de Ni.  La morphologie des 
NPs de Co pre´dite par ces deux mode`les a ´ete´ compare´e a` celles obtenues expe´rimentalement et 
a` d’autres re´sultats the´oriques de la litte´rature.  La varie´te´ des formes obtenues par le mode`le 
cine´tique semblerait mieux correspondre aux NPs synthe´tise´es avec les diffe´rentes conditions 
expe´rimentales.  Ceci confirme que la morphologie  des NPs est guide´e avant tout par un effet 
cine´tique. 






Nanoparticles  are one of the most important families of functional materials due to their nano- 
metric size.  This size reduction, associated  to  their composition, surfaces orientation and 
morphology  has contributed to the emergence of new important properties  such as electronic, 
magnetic, catalytic, optic, etc.  To control the morphology of NPs, many efforts have been 
devoted to understand their formation mechanism and the origin of their stability.   Among 
metallic nanoparticles, cobalt, with its hexagonal closed-packed (hcp) structure, is particularly 
interesting because of the possibility to grow “naturally” anisotropic  shaped nanocrystals.  Us- 
ing chemical synthesis in liquid environment,  various morphologies such as disks, plates, rods, 
wires and cubes have been obtained  by controlling the precursor type, the reducing agent, the 
stabilizing ligands as well as their concentration, the temperature or the rate of precursor in- 
jection. Even if these synthesis conditions  have been rationalized,  few is known concerning the 
growth mechanisms at the atomic scale. 
In this work, we have developed two quantitative morphology prediction models, one based on 
the final thermodynamic equilibrium state, while another is controlled by the kinetics. These 
models require the knowledge of the adsorption behaviors of stabilizing molecules as a function 
of surface coverage on preferential facets of NPs. To this end, density functional theory (DFT) 
calculations were performed on a series of stabilizing molecules (CH3NH2, CH3COO C5H11COO 
and C11H23COO) adsorbed on the different Co and Ni surfaces. The shape of the Co NPs ob- 
tained by these two models was compared to experimental morphologies and other theoretical 
results from the literature.  The variety of forms predicted by the kinetic model agrees better 
with the NPs morphologies obtained under the different synthesis conditions. This confirms 
that the morphology control of NPs is mostly driven by the kinetics. 







Je tiens tout d’abord a` remercier mes directeurs  de the`se Mme Magali Benoit et M Hao Tang 
charge´s de recherche au CEMES pour la confiance qu’ils m’ont accorde´ pour re´aliser ce travail. 
Je leur dois la disponibilite´ et la patience pendant tous ces trois ans. J’ai beaucoup appre´cie´ 
leur qualite´s  professionnelles et scientifiques et la rigueur de leur encadrement. Je leur suis 
tre`s reconnaissant de m’avoir donne´ la chance de re´aliser cette the`se de doctorat dans d’aussi 
bonnes soutiens. 
Je remercie Catherine Amiens, Professeur  de universite´ Paul Sabatier d’avoir accepte´ de 
pre´sider le jury de ma soutenance de the`se et pour l’inte´reˆt qu’elle a porte´ a` ce sujet et aux 
re´sultats pre´sente´s.  Je suis tre`s reconnaissant a` Christine MOTTET,  directrice de recherche 
de l’universite´  de Marseille et Herve´  Bulou, charge´  de recherche a`  l’IPCMS de Strasbourg 
d’avoir accepte´ d’eˆtre rapporteurs de ce travail et d’avoir consacre´ leur temps pour examiner 
ce manuscrit. Merci e´galement pour toutes ces suggestions  constructives autour des re´sultats 
pre´sente´s.  Je tiens a` remercier chaleureusement Romual Poteau professeur de l’universite´ Paul 
Sabatier et Dorothe´e Berthomieu charge´e de recherche a` l’ICG de Montpellier pour avoir accepte´ 
de participer au jury de ma the`se et avoir examine´ soigneusement ce travail. 
Je tiens a`  remercier Je remercie particulie`rement  Nicolas, pour ses qualite´s  scientifiques, 
sa disponibilite´.   Son implication et ses conseils  pour le de´veloppement du mode`le cine´tique 
m’ont permis mieux valoriser, et clarifier mes ide´es.  Un grand merci particulie`rement a` Marie- 
Jose, Nathalie, Anne, Joseph les permanents  du groupe SINANO pour leur soutien et pre´cieux 
conseils dans les moment difficile et aussi tout au long de la the`se.  Ce fut un plaisir de vous 
coˆtoye´s, ce qui m’a fait une expe´rience inoubliable et enrichissante du point de vue scientifique, 
professionnel et humain. Je remercie aussi mes colle`gues Xavier, Maxime, Fatah et Mihee pour 
l’ambiance amicale et enrichissante. Je souhaite e´galement exprimer mes remerciements a` tous 
les membres du CEMES : the´sards, chercheurs, enseignants- chercheurs ainsi que les personnels 
techniques et administratifs qui ont d’une manie`re ou d’une autre, participe´ a` la re´alisation de 
ce travail. 
Je tiens a`  remercier l’e´cole  doctorale de science  la matie`re  (EDSM) et Universite´  Paul 
Sabatier qu’il m’a accorde´e  le financement  pour ce travaille.   Je remercie  aussi le centre de 
calcul CALMIP  ainsi que tous les personnel y travaille qui me permet de re´aliser  les calcul 
durant cette the`se. 
Je voudrais exprimer mon gratitude a`  tous mes enseignants,  de l’e´cole  primaire jusqu’a` 
Master, particulie`rement au Pr Trung Don DAM de l’universite´ de Hanoi, qu’il m’a initialise´ 
dans le monde de la recherche scientifique et m’encourager de venir en France. 
Je tiens `a remercie chaleureusement ma femme Hang pour la grande patience, l’encouragement 
et la confiance en moi. Je salut son courage de venir en France pour m’accompagner et surtout 
pour son soutien moral ininterrompu et ses nombreux  conseils tout le long de ma the`se. 
Finalement, Je tiens a` remercie  mes parents pour leur amour, leur soutiens, la confiance 
qu’ils ont toujours eu en moi.  Particulie`rement je dois a` ma me`re les premiers lec¸ons de la 














0.1    Introduction 
 
Les particules de matie`re d’une dimension comprise entre un nanome`tre (nm) et une centaine 
de nanome`tres sont ge´ne´ralement appele´es nanoparticules (NP). Dans  ces tailles particulie`res, 
les NPs ont attire´ beaucoup d’attention non seulement pour leurs proprie´te´s physiques remar- 
quables, mais aussi pour leurs applications industrielles. En meˆme temps,  ces particules de taille 
nanome´trique pre´sentent e´galement des dangers potentiels  pour la sante´ et l’environnement. Le 
manque de connaissances sur les effets de ces NPs sur la sante´ publique a de´ja` suscite´ la crainte 
du grand public a` l’e´gard de ces nouveaux  mate´riaux. 
Pour toutes  ces raisons,  la connaissance des proprie´te´s physiques des NP est tre`s importante. 
Outre la taille, la morphologie de ces NP est e´galement un e´le´ment cle´ pour controˆler leurs pro- 
prie´te´s.  Expe´rimentalement,  la synthe`se chimique en solution est l’un des domaines  les plus 
importants pour l’e´laboration des NPs. De grands progre`s dans l’optimisation du protocole de 
synthe`se pour controˆler la morphologie  des NPs ont e´te´ atteints au cours des deux dernie`res 
de´cennies.  Une grande varie´te´ de formes, qui comprennent non seulement la sphe`re, le cube, le 
cuboctae`dre, l’octae`dre, le te´trae`dre, le dode´cae`dre, l’icosae`dre, etc., mais aussi des plaquettes 
minces triangulaires, hexagonales,  des tiges ou des fils avec une croix circulaire, carre´e, rect- 
angulaire, pentagonale ou octogonale ont e´te´ rapporte´es dans la litte´rature [1]. Cependant, il 
est encore extreˆmement difficile de comprendre  les me´canismes de formation des NPs pour une 
morphologie spe´cifique.  Cette difficulte´ est e´troitement lie´e au grand nombre de parame`tres in- 
fluents dans un protocole de synthe`se tels que la nature du pre´curseur, de l’agent re´ducteur, du 
tensioactif, des ligands stabilisants ainsi que leur quantite´, leur concentration, leur tempe´rature, 
l’ordre d’injection, le temps, etc. Tre`s re´cemment, on a e´galement de´couvert que la re´action 
late´rale entre diffe´rentes mole´cules pouvait changer radicalement les conditions  de synthe`se, et 
devait donc eˆtre conside´re´e [2]. 
En de´pit de ces conditions extreˆmement complique´es,  la croissance de NPs pourrait eˆtre 
se´pare´e  en trois e´tapes  bien identifie´es,  comme propose´  par LaMer et ses collaborateurs  au 
de´but des anne´es 50 [3]. 
 
(1) La premie`re ´etape correspond a` une augmentation  rapide de la concentration  en monome`re 
me´tallique jusqu’a` une concentration  de saturation. Au cours de cette e´tape, les pre´curseurs 
sont de´compose´s en atomes me´talliques libres ou en monome`res. 
 
(2) La deuxie`me e´tape, e´galement appele´e e´tape de nucle´ation, correspond a` la formation de 
clustrer/noyaux. Lorsque le nombre et/ou la taille des noyaux  atteint un nombre donne´, 
la concentration  des monome`res tombe en dessous de la limite de saturation. 
 
(3) Au cours de la dernie`re e´tape (e´tape de croissance), les monome`res  en solution seront 
incorpore´s  dans des noyaux/graines existants, par diffe´rents  me´canismes  de diffusion. 
La taille de ces nanocristaux  augmente jusqu’a` ce que la concentration  des monome`res 
diminue jusqu’a` une valeur limite´e.  L’e´volution de la morphologie au cours de cette e´tape 








L’une des ide´es les plus simples est de stabiliser  des facettes d’une NP en utilisant des mole´cules de 
ligands. En effet, on sait que la forme d’une NP dans le vide peut eˆtre pre´dite en utilisant la 
me´thode de reconstruction de Wulff, qui est base´e sur la minimisation des e´nergies de surface 
des facettes. On peut extrapoler que l’adsorption d’une couche de ligands pourrait non seule- 
ment modifier sensiblement l’e´nergie de surface de certaines facettes, mais aussi la cine´tique 
d’incorporation des monome`res sur les diffe´rentes facettes. En faisant ainsi, l’ordre de stabilite´ 
de ces facettes  pourrait eˆtre modifie´, et ainsi induire un changement de morphologie. 
Contrairement aux NPs de me´taux cubique face centre´ (fcc), pour lesquels il existe un grand 
nombre de re´sultats (expe´rimentaux et the´oriques), il n’exsite qu’un nombre limite´ de travaux 
sur le controˆle  de la morphologie  des NPs hexagonales compactes  (hcp) dans la lite´rature 
[2, 4, 5]. Pourtant, les NPs de cobalt hcp, par exemple, sont particulie`rement inte´ressants en 
raison de la possibilite´ de de´velopper ”naturellement” des nanocristaux  de forme anisotrope. 
Les proprie´te´s associ´ees a` cette anisotropie sont inte´ressantes pour des applications  telles que le 
stockage d’informations ou des aimants  permanents  en raison de leur forte magne´tisation et de 
l’e´nergie d’anisotropie magne´to-cristalline.  Les NPs de Co sont e´galement connues comme des 
catalyseurs efficaces pour de nombreuses re´actions [6, 7]. Des nano-disques stables, entie`rement 
me´talliques  (sans oxyde) de cobalt ont e´te´ obtenus par le groupe de C. Amiens en utilisant 
la rhodamine B (RhB) comme ligand stabilisant [2]. Il e´tait suppose´ que l’utilisation de RhB 
pourrait eˆtre a` l’origine de cette forme de nano-disque.  Plus re´cemment, P. Sautet et ses col- 
laborateurs [5] ont montre´ que les NPs de Co stabilise´es par des ligands carboxylate pouvaient 
pre´senter des formes tre`s diffe´rentes en fonction de la concentration  des ligands en solution: de 
la forme baˆtonnet a` faible concentration a` la forme d’un disque a` forte concentration. L’e´tude 
the´orique pre´sente´e dans l’article [5] a explique´ ce changement de morphologie par une mod- 
ification des e´nergies  d’interface entre les ligands et les facettes de la NP en fonction de la 
concentration en ligands. Cependant, cette de´monstration e´tait base´e uniquement sur des ar- 
guments thermodynamiques et ne prenait pas en compte  les aspects cine´tiques de la croissance 
du NP. 
Afin de comprendre la stabilite´ de la morphologie  des NPs de Co et la raison de cette crois- 
sance anisotrope,  nous avons d’abord propose´ de calculer  les e´nergies d’interface  des diffe´rentes 
surfaces de Co recouvertes par les couches mole´culaires de carboxylate  et de mol´ecules d’amine 
en fonction du taux de recouvrement,en utilisant des calculs base´s sur la The´orie de la Fonction- 
nelle de la Densite´ (DFT).  En utilisant ces e´nergies, et en particulier celles obtenues a` partir 
de l’adsorption des mole´cules  de carboxylate, nous avons de´rive´  diffe´rents  mode`les  pour la 
pre´diction de la morphologie  des NPs en fonction de la concentration du ligand. Tout d’abord, 
nous avons utilise´  des approches thermodynamiques   simples puis nous avons de´veloppe´  un 
mode`le cine´tique plus ´elabore´.  Il s’est ave´re´ qu’aucun  des mode`les thermodynamiques ne pou- 
vait reproduire la grande varie´te´ de morphologies observe´es expe´rimentalement alors que, en 
tenant compte de la cine´tique, la diversite´ des morphologies pouvait eˆtre obtenue. 
Le manuscrit contient 5 chapitres en plus de l’introduction  et de la conclusion. Dans ce 
re´sume´,  les chapitres 3, 4 et 5 qui regroupent  les re´sultats  principaux de cette the`se  seront 
de´taille´s dans la suite. Les deux premiers chapitres concernent des synthe`se bibliographiques 
qui ne seront pas pre´sente´s ici. 
Dans le premier chapitre, je pre´sente d’abord un bref compte rendu des travaux expe´rimentaux 
re´cents sur les diffe´rentes e´tapes des me´canismes de croissance lors de la synthe`se des NPs de 
me´taux fcc et hcp. Ce compte rendu re´ve`le la complexite´ de chaque e´tape de synthe`se «en solu- 
tion::'  des NPs. Cette complexite´ pourrait cependant eˆtre re´duite dans certains  cas spe´cifiques 
en modifiant seulement un ou deux parame`tres choisis. Dans un second temps, les me´thodes 
the´oriques de pre´diction de la morphologie  des NPs selon une approche thermodynamique  sont 
pre´sente´es incluant : 
 
(i)  le mode`le de reconstruction de Wulff [8], 
 0.2.  CALCULS DES PROPRIE´TE´S DES ME´TAUX ET DES E´NERGIES DE SURFACE vii 
 
 
(ii)  le mode`le d’e´nergie d’interface le plus faible 
 
(iii)  le mode`le d’isotherme d’adsorption, en fonction du taux de recouvrement de ligands sur 
la surface. 
 
En ce  qui concerne les approches cine´tiques,  la the´orie  classique de la nucle´ation  et de la 
croissance est brie`vement pre´sente´e, ainsi que la the´orie de Lifshitz-Slyozov-Wagner [9] avant 
une simple description du temps moyen du premier passage (MFPT)  [10] et les me´thodes de 
surface limite´e (SAL) [11]. 
Comme les ´energies d’adsorption et de surface/interface ont e´te´ calcule´es en utilisant des 
calculs de DFT, le deuxie`me chapitre est consacre´ a` la description des principes de la DFT 
et des approximations  standards pour l’e´valuation de l’e´nergie de corre´lation et d’e´change.  Ce 
chapitre se termine par une pre´sentation rapide des me´thodes de correction de dispersion, des 
calcules en base d’ondes  planes et des pseusopotentiels de type  PAW (Projector augmented 
wave method), tels que mis en œuvre dans code de simulation VASP. 
Le troisie`me chapitre de´taille l’optimisation des conditions  de simulation telles que le mail- 
lage de points k de la zone de Brillouin  dans l’espace re´ciproque,  l’e´nergie  de coupure et le 
parame`tre de «smearing::'   σ qui sont ne´cessaires au calcul des syste`mes me´talliques.  Le reste 
du chapitre est consacre´ a` la pre´sentation des re´sultats pour les proprie´te´s des syste`mes massifs 
et des surfaces libres de Co et Ni. 
Dans le quatrie`me chapitre, les configurations  de simulation utilise´es pour l’adsorption des 
ligands du groupe carboxylate  avec diffe´rentes longueurs de chaˆıne (CH3COO, C5H11COO et 
C11H23COO) et du groupe amine (NH2CH3) au lieu de la rhodamine B sont de´taille´es.  A la fin 
de ce chapitre,  les e´nergies d’adsorption  en fonction du taux de recouvrement des ligands sur les 
surfaces et du transfert de charge lors de l’adsorption sont pre´sente´es pour chaque configuration 
mole´cule-surface. 
Dans le cinquie`me chapitre, les pre´dictions de la morphologie  des NPs issues des diffe´rents 
mode`les e´tudie´s sont teste´es en utilisant les quantite´s pre´ce´demment calcule´es pour la plus petite 
mole´cule de ligand CH3COO et les NPs de Co pour lesquelles une comparaison expe´rimentale 
est possible. La premie`re partie est consacre´e a` la pre´sentation des mode`les thermodynamiques, 
c’est-a`-dire le mode`le de minimisation de l’e´nergie d’interface et les mode`les d’isotherme d’adsorption, 
et les morphologies pre´dites  en fonction de la concentration des ligands sont  pre´sente´es  et 
discute´es.   Dans la deuxie`me  partie, nous proposons un nouveau mode`le  cine´tique  qui com- 
prend une compe´tition entre les vitesses d’incorporation des atomes  de cobalt et les vitesses 
d’adsorption des mole´cules  de ligand.  L’e´volution  de la morphologie en fonction de la con- 
centration des ligands et des diffe´rents taux d’adsorption est pre´sente´e et discute´e a` la fin du 
chapitre. 
Enfin, une conclusion ge´ne´rale est donne´e a` la fin du manuscrit. 
re´cents dans la mode´lisation et la pre´diction de la morphologie de ces NP. 
 
 
0.2 Calculs des proprie´te´s des me´taux et des e´nergies de 
surface 
 
L’objectif de cette premie`re partie de travail est de mode´liser l’interaction entre les surfaces 
me´talliques  (Co, Ni) et les mole´cules  adsorbe´es  (ligands) afin d’en de´duire  l’e´nergie  des in- 
terfaces me´tal-ligands.  Pour commencer, il est ne´cessaire d’e´tudier les syste`mes de re´fe´rence, 
c’est-a`-dire la surface me´tallique et le ligand isole´, puis comparer  avec le syste`me de surface- 
ligand.  Dans ce chapitre 3, j’ai pre´sente´ les de´tails  des simulations utilise´es  pour la surface 
me´tallique, et j’ai de´crit la fac¸on dont nous avons obtenu ses proprie´te´s ge´ome´triques, physiques 




effets des interactions de dispersion  de van der Waals (vdW) et finalement donner nos choix 
finaux de parame`tres et de fonctionnelles pour les calculs supple´mentaires.  Contrairement aux 
interactions mol´ecule/surface, pour lesquelles les interactions de dispersion vdW doivent eˆtre 
prises en compte, la pre´sence ou non de ces interactions dans les syste`mes me´talliques est en- 
core un sujet a` discussion [12]. Dans ce travail, nous comparons l’efficacite´ des deux me´thodes 
de correction de dispersion en DFT les populaires: la me´thode DFTD [13] et la fonctionnelle 
opt86B [14, 15] a` la fonctionnelle PBE [16] ou` aucune correction n’a e´te´ prise en compte. 
Je me suis d’abord concentre´ sur les syste`mes me´talliques:  j’ai commence´ par les atomes 
isole´s de Co et de Ni dans le vide. Ensuite, j’ai optimise´ leur structure cristalline et enfin j’ai 
construit des mode`les de leurs surfaces cristallines. Les proprie´te´s physiques de´duites de ces 
mode`les ont e´te´ compare´es aux re´sultats expe´rimentaux et d’autres calculs existants dans la 
litte´rature pour obtenir les meilleurs parame`tres pour l’e´tape suivante. Tous les calculs DFT 
ont e´te´ effectue´s a` l’aide du programme VASP [17, 18, 19, 20], un code DFT pour les syste`mes 
pe´riodiques. Les cellules unitaires de Co (hcp) et Ni (fcc) massifs ont e´te´ utilise´es pour optimiser 
la convergence des calculs par rapport a` l’e´nergie de coupure, au “smearing” et au nombre de 
points k dans la premie`re zone de Brillouin.  Pour obtenir une pre´cision de 1 meV par atome 
sur l’e´nergie totale par cellule, les parame`tres optimaux pour la grille de points k sont 19x19x19 
pour Ni et 21x21x21 pour Co. L’e´nergie de coupure optimale pour Co est de 650 eV et pour 
Ni, elle est de 600 eV. Les valeurs de “smearing” de 0,01 a` 0,1 sont toutes acceptables, mais la 
convergence peut ˆetre difficile avec une valeur trop petite de σ. Par conse´quent, tous les calculs 
sont effectue´s d’abord avec une valeur de 0,1 eV puis recalcule´s avec la valeur conservatrice de 
0,01 eV. Dans les calculs du me´tal massif, les trois fonctionelles PBE, PBE+DFTD  et opt86B 
donnent des re´sultats en bon accord avec les expe´riences pour les parame`tres de maille et le 
“bulk modulus”, mais des ´ecarts sont significatifs pour les e´nergies de cohe´sion (environ 20-25% 
pour les trois me´thodes).  Au final, les re´sultats obtenus par PBE apparaissent meilleurs que 
ceux obtenus par les 2 autres fonctionnelles (opt86B est cependant meilleure que DFTD). 
Pour les surfaces, les calculs utilisant ces trois fonctionnelles donnent des re´sultats contraste´s en 
fonction de la proprie´te´  recherche´e.   Pour les ´energies  de surface, la fonctionnelle DFTD donne 
le meilleur accord avec les expe´riences pour Co(0001) et Ni(111). Pour la relaxation des plans 
inter-atomiques (de surface), meˆme s’il n’existe pas de valeurs expe´rimentales tre`s pre´cises, toutes 
les 3 me´thodes donnent une contraction (relaxation vers l’inte´rieur) de la premie`re couche et une 
expansion (relaxation vers l’exte´rieur)  de la seconde couche qui reproduisent  bien le 
comportement observe´ dans les expe´riences.  Quantitativement, la fonctionnelle opt86B donne 
les re´sultats les plus proches des valeurs expe´rimentales. Pour le travail de sortie, PBE et DFTD 
donnent approximativement les meˆmes re´sultats, qui sont en meilleur  accord avec les expe´riences 
que ceux obtenus par opt86B. Enfin, pour le moment magne´tique de surface, PBE semble eˆtre 
le meilleur choix pour Co et opt86B est le mieux pour Ni.  Compte tenu de la disparite´ des 
re´sultats, nous avons de´cide´ de mode´liser les surfaces me´talliques avec la fonctionnelle PBE et 
d’inclure les forces de dispersion uniquement entre les atomes de surface et les mol´ecules en 
utilisant la me´thode DFTD. 
Apre`s avoir de´fini  tous les parame`tres pour les calculs de surface, nous avons calcule´ les 
proprie´te´s de surface de 7 orientations cristallographiques pour Co et 2 pour Ni (tables 2 et 
1).  Les ´energies  de surface ainsi obtenues seront  utilise´es  dans la suite pour construire nos 
mode`les pour les interactions surface/mole´cule.  En outre, la morphologie des nanoparticules 
sans ligands est pre´sente´e  dans ce chapitre en utilisant  le mode`le  de construction de Wulff 
et le mode`le d’e´nergie d’attachement. Les surfaces dominantes  pour le mode`le de Wulff sont 
les (0001), (01-11) et (10-10) tandis que dans le mode`le d’e´nergie d’attachement, ce sont les 
surfaces (01-11) qui sont pre´dominantes.  Les autres facettes ayant e´galement une contribution 
non ne´gligeable (Figure 1). 
En re´sume´, les re´sultats de ces calculs  pour les me´taux Co et Ni massifs et pour leurs surfaces 






































Table 1: Energies de surface de Co en eV/A˚2  et en J/m2. 
 











Table 2: Energies de surface de Ni en eV/A˚2  et en J/m2. 
 
 
ont e´te´ presente´s dans ce chapitre. Ceci est la premie`re e´tape avant de mode´liser l’interaction 
entre un substrat me´tallique et une mole´cule. 
 
 
0.3    Adsorption  de ligands sur des surfaces me´talliques 
 
Dans ce chapitre,  j’ai pre´sente´ les principaux re´sultats de calculs DFT de ce travail: l’interaction 
entre les mole´cules et les surfaces me´talliques. Dans ce travail, j’ai e´tudie´ la topologie et le mode 
d’adsorption de plusieurs mole´cules  stabilisatrices sur les surfaces me´talliques  de Co(0001), 
Co(10-10), Co(01611) et Ni(111), Ni(001) de´crites dans le chapitre pre´ce´dent.  L’interaction de 
ces mole´cules avec ces diffe´rentes surfaces et la de´pendance des proprie´te´s e´nerge´tiques de ces 
ligands avec le taux de recouvrement seront la cle´ pour comprendre l’effet des ligands sur la 
morphologie  des NPs. Je commence d’abord par pre´senter les calculs DFT sur les mole´cules 
isole´es, qui sont ne´cessaires pour e´valuer les e´nergies d’adsorption. Ensuite, la construction  de la 
cellule de simulation est de´crite et la formulation des proprie´te´s physiques qui seront extraites 
de ces calculs est donne´e.   Ceci est suivi par une pre´sentation  de l’analyse d’adsorption de 
ces mole´cules au cas par cas. Ces donne´es seront utilise´es dans le chapitre suivant dans nos 
mode`les de pre´diction de la morphologie. Dans un article re´cent, il a ´ete´ montre´ que diffe´rentes 
morphologies  des NPs de Co peuvent eˆtre obtenues en utilisant des ligands du type amine (R- 
NH−) ou du type carboxylate  de diffe´rentes longueurs de chaˆıne d’hydrocarbonne (R-COO avec 
R=CnH2n+1COO−)[5].   Pour mode´liser ces ligands,  nous aurions besoin d’ajouter un e´lectron 
a` une localisation spe´cifique dans la mol´ecule.  Ceci n’est malheureusement pas possible avec 
VASP qui utilise des bases en ondes planes. Nous avons donc choisi de mode´liser  la forme 
radicalaire de ces mole´cules  plutoˆt  que sa forme ionique. Nous avons donc de´cide´  d’e´tudier 
l’adsorption de ligands simples CH3COO. et CH3NH. sur les surfaces me´talliques et ensuite de 
ge´ne´raliser a` des chaˆınes hydrocarbone´es plus longues. 
Dans ce travail, nous avons ainsi optimise´ les proprie´te´s structurales  de CH3NH2, CH3COO, 
C5H11COO et C11H23COO. Nous n’avons pas calcule´ l’adsorption de R-NH2  de longueur plus 
grande car les premiers  re´sultats ont montre´ que les e´nergies d’adsorption de CH3NH2 e´taient 
beaucoup plus petites que celles de CH3COO. Dans ce chapitre, j’ai de´taille´ la ge´ome´trie opti- 
mise´e de ces ligands  et l’e´nergie de ces ligands  dans une grande cellule qui est ne´cessaire pour 
mode´liser une mole´cule isole´e avec des conditions  aux limites pe´riodiques. 
Pour les calculs de l’interaction mol´ecule-surface, nous de´crivons tout d’abord les de´tails de 








Figure 1: Formes des NPs de´termine´es par le mode`le de construction de Wulff et le mode`le de 
l’e´nergie d’attachement.De  gauche a` droite: forme d’e´quilibre de la NP de Co, forme de la NP 
de Co par le mode`le de l’e´nergie d’attachement et forme d’e´quilibre de la NP de Ni. 
 
 
e´tudie´es, puis nous montrons les re´sultats en termes de (i) les ge´ome´tries d’adsorption et (ii) 
les e´nergies d’adsorption. 
Comme pre´sente´ dans le chapitre 3, les surfaces Co et Ni ont e´te´ calcule´es avec la fonc- 
tionnelle PBE sans correction vdW. La prise en compte de l’interaction de dispersion entre la 
surface et la mole´cule adsorbe´e est en revanche importante, comme cela a e´te´ discute´ dans de 
nombreuses re´fe´rences dans la litte´rature.  Un des exemples re´cents est celui de Tkatchenko et 
al. [23] sur la structure et l’e´nergie d’adsorption du benze`ne sur les surfaces des me´taux de tran- 
sition. Nous avons donc de´cide´ d’inclure ces forces de dispersion uniquement entre les atomes 
de la surface et les atomes des mole´cules, en utilisant les parame`tres propose´s par Grimme dans la 
me´thode DFT-D2 [13]. 
Pour les calculs avec les mole´cules  de ligand, la taille du substrat dans la direction per- 
pendiculaire a` la surface est limite´e a` 4 couches atomiques  pour re´duire le couˆt de calcul. Les 
atomes dans les 2 couches a` la base du substrat ont e´te´ fixe´s a` leurs positions dans le massif. 
Les cellules de simulation (les supercellules), multiples de la cellule unitaire dans les directions 
x et y, ont ensuite e´te´ construites pour de´crire les diffe´rents taux de recouvrement e´tudie´s et le 
nombre de points k a ´ete´ diminue´ en conse´quence. 
Quatre types  de ligands ont  ´ete´ e´tudie´s  sur  les surfaces de cobalt:  CH3NH2, CH3COO, 
C5H11COO et C11H23COO. Les tailles des cellules correspondantes dans la direction z sont 
respectivement de 20.25 A˚ 20.25 A˚ , 30 A˚ et 43 A˚ afin d’e´viter les interactions entre les mole´cules 
et l’image pe´riodique du substrat. Les distances de vide sont au minimum de l’ordre de 12 ˚A 
. Ensuite, j’ai pre´sente´  les re´sultats  des calculs DFT  pour les diffe´rentes  mole´cules e´tudie´es 
et leur adsorption sur certaines surfaces de Co et Ni pour des taux de recouvrement choisis. 
Pour les mol´ecules, deux types de terminaisons, -COO et -NH2  ont e´te´ e´tudie´es.  Les e´nergies 
d’adsorption des mole´cules  terminant  par -COO sont  plus grande que celles des mol´ecules 
terminant par -NH2 sur les deux me´taux. 
Parmi les 3 longueurs de chaˆıne diffe´rentes pour les mole´cules R-COO,  les calculs de CH3COO 
e´taient les plus le´gers et nous ont permis d’obtenir une variation continue des e´nergies d’adsorption 
en fonction du taux de recouvrement  pour les trois surfaces de Co e´tudie´es.   Les fonctions 
d’ajustement de ces e´nergies d’adsorption seront utilise´es ensuite pour construire des mode`les 
de croissance de NPs en pre´sence de ligands. Dans le chapitre qui suit, plusieurs mode`les seront 
donc teste´s a` l’aide de ces re´sultats. 
L’adsorption de CH3COO sur la surface de Co sera donc e´tudie´e par la suite en raison de 
son adsorption  d’e´nergie beaucoup plus grande que la me´thylamine.  En outre, la structure de 
cette mole´cule est assez simple  pour avoir un temps raisonnable de calcul en comparaison avec 
les autres carboxylates. L’influence de la longueur de la chaˆıne  hydrocarbone´e  sur l’e´nergie 
d’adsorption sera discute´e plus loin.  Dans ce re´sume´, je vais pre´senter en de´tail la ge´ome´trie 





d’adsorption, le mode d’adsorption et la variation de l’e´nergie d’adsorption  en fonction du taux 
de recouvrement de CH3COO, car il joue un roˆle important dans nos mode`les de´crits au chapitre 
5. 
La surface (0001) a la plus petite surface de cellule unitaire avec  une aire de 5,37 A˚2. 
La mol´ecule  adsorbe´e  a ses  2 atomes d’oxyge`ne  en position ”top”  quelque soit  le taux de 
recouvrement. Une analyse des charges de Bader nous a permis de montrer que, lorsque le taux 
de recouvrement est de 0,031 A˚−2, une charge nette de 0,67  e (e´lectron) est transfe´re´e de la 
surface vers la mole´cule. 
Les deux surfaces (10-10) et (01-11) ont une aire de cellule unitaire de 10,10 A˚2  et de 11,49 
A˚2  respectivement. Dans la cellule unitaire, il n’y a qu’un Co dans la couche de surface. Pour 
tous les taux de recouvrement infe´rieur a` 1/2 (c’est-a`-direθ = 0, 049A˚−2  pour (10-10) et θ = 
0, 043A˚−2  pour (01-11)), tous les atomes d’oxyge`ne se positionnent en position ”top”.  Lorsque 
toutes les positions ”top”  sont occupe´es,  leur taux de recouvrement sont encore infe´rieurs a` 
celui de la surface (0001). Il est donc possible d’augmenter la densite´ de recouvrement de ces 
surfaces en prenant en compte les autres sites d’adsorption. Les figures 4.7-c et d du Chapitre 
3 montrent les configurations  optimise´es de 4 mole´cules sur la surface 2x3 de Co(10-10). Deux 
mole´cules sont adsorbe´es avec leurs atomes d’oxyge`ne en position ”top”  tandis que les 2 autres 
mole´cules sont adsorbe´es avec un atome O sur le site ”top”  et l’autre dans un site ”hollow”. 
L’e´nergie d’adsorption est de -3, 233 eV pour θ =0,066 A˚−2, ce qui n’est pas trop e´loigne´ de 
l’e´nergie d’adsorption sur la surface (0001) pour un taux de recouvrement similaire (3,431 eV 
a` θ =0,062 ˚A−2). 
L’analyse de charge de Bader de la mol´ecule dans la configuration  avec 2 sites ”top”  donne 
une valeur similaire de transfert de charge par rapport au cas de la surface Co(0001) pour une 
recouvrement similaire: 0,64e. En revanche, l’analyse de charge de Bader pour la mol´ecule avec 
un O sur la position ”top”  et l’autre sur la position ”hollow” donne un transfert de charge de 
seulement 0,49e. Cette diffe´rence est due a` un transfert de charge diffe´rent pour l’atome O1 en 
position ”hollow”.  On trouve des re´sultats similaires pour la surface Co(01-11). 
Les e´nergies d’adsorption et les transferts  de charge sont pre´sente´s dans le tableau 4.5 pour 
les diffe´rents taux de recouvrement par unite´ de surface θ avec la taille de la supercellule (mul- 
tiple de la cellule unitaire), le nombre de ligands par supercellule et les taux de recouvrement 
correspondants. 
L’e´nergie d’adsorption de CH3COO varie fortement avec θ, l’e´nergie minimale e´tant obtenue 
pour un taux de recouvrement de 1/4 dans le cas de la surface (01-11). Pour les autres surfaces, 
l’e´nergie minimale est obtenue pour un taux de recouvrement de 1/3 pour la surface (10-10) 
et pour un taux de recouvrement  de 2/3 pour la surface (0001).  La variation de Eads  en 
fonction de θ est l’e´le´ment le plus important pour l’e´valuation de l’e´nergie des interfaces.  Pour 
construire un mode`le de croissance des NPs a` partir de ces e´nergies d’adsorption,  nous devons 
extraire une de´pendance  continue de Eads  en fonction de θ.   Comme l’e´nergie  d’adsorption 
d’une mole´cule sur la surface peut eˆtre calcule´e seulement pour un nombre limite´ de valeurs de 
taux de recouvrement, il est donc ne´cessaire d’ajuster (”fitter”) Eads  en fonction de θ par une 
fonction continue. 
Pour choisir la forme de la fonction d’ajustement pour Eads = f (θ), nous notons que le trans- 
fert de charge et la distance des liaisons Co-O sont tre`s similaires pour presque toutes les config- 
urations. Par conse´quent, nous supposons que la variation de l’e´nergie d’adsorption est princi- 
palement due a` l’interaction entre les mole´cules lorsque les distances inter-mole´culaires varient 
avec la densite´ de recouvrement. Par conse´quent,  nous proposons de mode´liser l’interaction 
inter-mole´culaire par un potentiel de type Lennard-Jones [24]: 


































































































Table 3: Les e´nergies d’adsorption et les transferts de charge de CH3COO sur les diffe´rentes 
surfaces de Co a` diffe´rents taux de recouvrement. Le transfert de charge est une valeur moyenne 
calcule´e avec toutes les mole´cules dans la supercellule. Lorsque deux valeurs sont pre´sentes, 
elles correspondent aux deux modes d’adsorption. 
 
 
taux de recouvrement θ est inversement proportionnel au carre´ de la distance moyenne entre 
les mole´cules.  Ainsi, dans une premie`re approximation, la forme polynomiale suivante a e´te´ 
choisie pour la fonction d’ajustement: 
Eads = a + b × θ3  + c × θ6 (2) 
Les e´nergies d’adsorption sur la surface (0001) sont bien repre´sente´es par cette fonction poly- 
nomiale. Pour cette surface, l’augmentation de l’e´nergie d’adsorption a lieu a` une densite´ de 
recouvrement plus e´leve´e.  On peut remarquer une faible diminution de l’e´nergie d’adsorption 
de CH3COO sur cette surface pour des valeurs  interme´diaires de theta qui pourraient corre- 
spondre a` une stabilisation de la couche des ligands  en raison des interactions a` longue porte´e. 
Pour cette surface, meˆme pour la couche la plus dense, les atomes O sont toujours en positions 
”top”. 
Pour les 2 autres surfaces, les fonctions  de lissage montrent un ´ecart plus important avec les 
e´nergies d’adsorption. Les e´nergies d’adsorption augmentent fortement pour les θ ≥ 0,05 A˚ 2. 
Cette augmentation de l’e´nergie d’adsorption vient du fait que, pour ces deux surfaces, il n’est 
pas possible de maintenir l’adsorption du carboxylate en position ”top”  pour les deux atomes 
d’oxyge`ne tout en augmentant le taux de recouvrement. Le mode d’adsorption  est donc moins 
favorable et l’e´nergie d’adsorption devient plus faible. Ne´anmoins, nous avons conside´re´ que les 
valeurs donne´es par ces fonctions polynomiales sont suffisamment pre´cises pour eˆtre utilise´es 
dans les mode`les de croissance. 
Afin d’e´tudier l’effet de la longueur de la mol´ecule de carboxylate sur la morphologie  des NPs 
de Co, les meˆmes calculs ont e´te´ effectue´s avec deux autres longueurs de chaˆıne:  C5H11COO, 
C11H23COO pour quelques valeurs de θ. 
Cette limitation a` seulement quelques configurations d’adsorption a ´ete´ impose´e par le temps 
CPU dont nous disposons aupre`s des centres de calculs. Ne´anmoins, nous avons pu constater 
que pour la mole´cule C11H23COO, les e´nergies d’adsorption ont diminue´ de plus de 1 eV pour 
chaque surface  par rapport aux 2 autres mole´cules  (CH3COO et C5H11COO). Tantdis que 






Figure 2: Energies d’adsorption  de CH3COO en fonction de θ pour les 3 surfaces e´tudie´es.  Les 
lignes correspondent aux fonctions polynomiales de la forme a + b × θ3 + c × θ6  pour chacune 
de ces 3 surfaces. 
 
 
celles de la mole´cule C5H11COO sont assez proches de la mole´cule CH3COO. La de´pendance de 
l’e´nergie d’adsorption  en fonction de la longueur de chaˆıne n’est donc pas facilement pre´visible. 
En bref, j’ai pre´sente´ dans ce chapitre 4 les re´sultats des calculs  DFT pour les diffe´rentes 
mole´cules  ´etudie´es  et leur adsorption sur certaines  surfaces de Co et Ni pour des taux de 
recouvrement choisis. Deux types de mol´ecules ont e´te´ e´tudie´s, les carboxylates  et une amine, 
et les re´sultats  ont  re´ve´le´  que l’adsorption des mol´ecules  termine´es  par le groupe -COO est 
plus favorable que l’amine sur les deux me´taux.  Parmi les 3 longueurs de chaˆıne diffe´rentes 
pour les mole´cules R-COO, les calculs pour CH3COO ´etaient les plus le´gers et nous ont permis 
d’obtenir une variation continue des e´nergies d’adsorption  en fonction du taux de recouvrement 
pour les trois surfaces e´tudie´es.   Cette fonction d’ajustement  de l’e´nergie  d’adsorption sera 
utilise´e comme base pour construire  des mode`les de croissance de la nanoparticule  en pre´sence 





0.4    Pre´diction de la morphologie des nanoparticules de 
Co en pre´sence de ligands 
 
Dans ce chapitre, je pre´sente les mode`les utilie´s pour pre´dictire la morphologie  des NPs de Co 
hcp en pre´sence du ligand CH3 COO et les principaux re´sultats obtenus.  Ces mode`les peuvent 
eˆtre classe´s en deux cate´gories:  thermodynamique et cine´tique, base´s respectivement sur des 
arguments thermodynamiques ou sur des arguments  cine´tiques. Comme pre´cise´ dans le chapitre 
pre´ce´dent, les e´nergies d’adsorption de la mol´ecule sur les 3 surfaces de Co, (0001), (10-10) et 









0.4.1    Mode`les thermodynamiques 
 
0.4.1.1    Mode`le de minimisation de l’e´nergie d’interface 
 
Le premier mode`le thermodynamique est celui dit de “minimisation de l’e´nergie d’interface”. 
Ce mode`le suppose que la forme e´quilibre d’une NP a` un volume donne´ est celle qui minimise 
les ´energies de surface de la NP. En pre´sence du ligand, on extrapole les ´energies de surface 
par celles des interfaces  me´tal-mole´cule.  A partir de ces e´nergies d’interface, on peut construire 
le polye`dre repre´sentant la morphologie de la NP en utilisant la me´thode de Wulff.  L’e´nergie 
d’une interface (hkl) est de´finie comme : 
 
γint




hkl = γhkl + θhkl × Ehkl (θhkl ) − θhkl × ∆µ  (3) 
 
γhkl   est l’e´nergie  de la surface Co (hkl) sans ligand, θhkl   est le taux de recouvrement de 
ligands sur la surface (hkl), Eads  est l’e´nergie d’adsorption d’un ligand sur la surface (hkl) au 
taux de recouvrement θhkl  dans le vide, et ∆µ = µ(c, T ) est la diffe´rence de potentiel chimique 
du ligand dans la solution a` la concentration  c et la tempe´rature T et du ligand dans le vide. 
Dans ce qui suit, plutoˆt que d’utiliser le taux de recouvrement θhkl  exprime´ par l’aire de surface 
occupe´ par une mole´cule, nous de´finissons Θ comme : 
 
θhkl Θhkl  =  max 
hkl 
 
ou` θmax  est le maximum de taux de recouvrement sur la surface (hkl). Θhkl  varie de 0 a` 1. 
(4) 
Dans le mode`le de minimisation de l’e´nergie d’interface,  nous supposons d’abord que les ef- 
fets du solvant sur l’e´nergie d’adsorption  de la mole´cule sur la surface me´tallique sont ne´gligeables. 
Ensuite,  on suppose que la tempe´raure est a` 0 K (comme celle des calculs DFT). Dans ce cas, les 
e´nergies d’interface peuvent eˆtre obtenues a` partir des e´nergies d’adsorption et de la diffe´rence 
de potentiel chimique ∆µ. Comme cette quantite´ est inconnue, nous l’exprimons par la suite 
comme un parame`tre ajustable. 
L’e´volution des e´nergies des interfaces en fonction de ∆µ est montre´e dans le figure 3. Pour 
∆µ < -4,0 eV, les e´nergies d’interface  les plus faibles pour les 3 surfaces sont les surfaces sans 
ligands. Nous obtenons alors une forme proche de celle pre´sente´e dans le chapitre 3. Pour -3,45 
eV < ∆µ < -3,31 eV, les e´nergies d’interface  les plus faibles sont (10-10) avec Θ = 1/2, (0-110) 
avec Θ = 1/2 et (0001) avec Θ = 2/3.  Pour ∆µ > -3,31 eV, les surfaces les plus stables sont 
(0001) avec Θ = 2/3,les ´energies d’interface  les plus faibles sont (0001) avec Θ = 2/3, (10-10) 
avec Θ = 1/2, (0-110) avec Θ = 1/2 et (0001) avec Θ = 2/3. 
Par rapport au travail de Atmane et collaborateurs [5], dans lequel seule la surface pre´dominante 
e´tait pre´sente´e en fonction de la concentration du ligand (∆mu),  nous pre´sentons ici une vari- 
ation de la morphologie  sous la forme de construction Wulff. La figure 4 montre ces polye`dres 
pour ∆µ = -4,0 eV, ∆µ = -3,43 eV, ∆µ = -3,0 eV et ∆µ = -2,0 eV. Ces formes ne permettent 
clairement pas d’expliquer  les diffe´rentes morphologies  des NPs de Co pre´sente´es dans la figure 
10 de [5]. 
 
 
0.4.1.2    Mode`le de l’isotherme d’adsorption 
 
Pour prendre en compte explicitement  la de´pendance  en concentration des ligands dans le 
solvant et la tempe´rature dans l’expression du taux de recouvrement a` l’e´quilibre, C. Bealing 
et al.  ont  propose´  une approche similaire au calcul de l’isotherme de Langmuir [25].  Dans 
son mode`le, Θeq pour la facette (hkl) est de´rive´ des probabilite´s d’adsorption et de de´soprtion 
d’une mole´cule de ligand sur la surface (hkl) donne´e comme : 
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Figure 3: E´ volution de l’e´nergie  d’interfaces pour les diffe´rentes  facettes et couvertures en 
fonction du potentiel chimique du ligand dans la solution.  Pour chaque courbe, la le´gende 
indique le nom de la facette et la couverture de surface. La ligne verte en gras repre´sente l’e´nergie 
d’interface la plus faible pour toute la couverture a` chaque potentiel chimique. Les interfaces 
correspond a` l’ e´nergie d’interface minimale sont indique´es dans chaque re´gion. (0001) dominant 
la surface correspondent a` une forme de disque, (10-10) la surface dominante  correspond a` la 
forme de baˆtonnet. 
 
 
Dans notre cas, nous remplac¸ons les courbes Eads(Θhkl ) par les fonctions polynomiales obtenues 
au chapitre 4 pour les 3 principales  surfaces de cobalt, et nous obtenons Θeq en fonction de 
∆µ comme le montre la figure 5, en re´solvant nume´riquement l’e´quation 5 pour chacune de ces 
3 surfaces et a` chaque valeur de ∆µ. Notez que, physiquement, ∆µ est relie´e a` la concentration 
de ligands en solution par: 
 
∆µ = ∆µ0 + kB T ln 







ou` ∆µ0 = µ(T , cref ) − µvac  est la diffe´rence entre le potentiel chimique du ligand dans le vide 
et dans la solution a` la concentration de re´fe´rence cref . Par conse´quent, dans ce qui suit, nous 
conside´rerons qu’un changement de ∆µ correspondra a` un changement de la concentration du 
ligand en solution. Pour ces trois surfaces, le taux de recouvrement d’e´quilibre est nul pour de 
petites valeurs de ∆µ, puis augmente jusqu’a` la valeur maximale de Θeq = 1. 
A  partir  de ces  Θeq , nous pouvons alors calculer les e´nergies  d’interface pour chaque 
facette (hkl) comme montre´ dans la figure 6. Les formes de Wulff construites a` partir de ces 
e´nergies sont semblables a` celles obtenues en utilisant le mode`le de minimisation de l’e´nergie 
d’interface. Aucun de ces deux mode`les ne semble capable d’expliquer  les diffe´rentes morpholo- 
gies expe´rimentales des NPS de Co stabilise´es par des ligands (les formes de baˆtonnet et disque, 
pre´sentant un rapport d’aspect tre`s diffe´rent de l’unite´). 
 
 
0.4.1.3    Conclusion 
 
Nous avons vu, dans cette premie`re partie, que les deux mode`les thermodynamiques ne permet- 
tent pas d’obtenir les morphologies  de type baˆtonnet et disque pout les NPs de Co. Comme  ces 
deux mode`les supposent que les NPs sont en e´quilibre thermodynamique, l’aspect cine´tique de 
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la croissance ne joue aucun roˆle dans les morphologies  finales. Afin de tester cette hypothe`se, 
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0.4.2  Mode`le cine´tique 
 
Dans ce mode`le, nous de´crivons la croissance d’une NP en tenant compte des taux d’incorporation 
des atomes de Co et le taux d’adsorption des ligands sur les diffe´rentes facettes de la NP. Comme 
pour les mode`les thermodynamiques,  nous nous limitons a` trois facettes principales : (0001), 
(10-10) et (01-11) et la mol´ecule de ligand CH3  COO. Nous de´crivons la forme de la NP en 
utilisant Lhkl , les distances du centre de la NP a` la surface des facettes  (hkl) et Shkl  les sur- 
faces des facettes  (hkl).  Ensuite,  nous de´duisons le taux d’adsorption de Co et des ligands. 
Enfin, l’ensemble  des e´quations obtenues sera re´solu simultane´ment en conside´rant e´galement 
la conservation  des atomes de Co. 
 
 
0.4.2.1 Aspects the´oriques 
 
Incorporation de Co, Pour une surface (hkl) donne´e, nous supposons que la vitesse d’adsorption 
et de de´sorption des atomes de Co de´pend line´airement du nombre de sites disponibles, c’est-a`- 
dire le nombre de sites non recouverts par des ligands. Le rapport de la probabilite´ d’adsorption 
pC o,ads
 C o,des 
hkl et de´sorption phkl a` un instant t est de´fini comme : 
 
pC o,des   hkl    = e(µ
NP (T )−µsol (T ,cCo (t)))/kB T (7) C o,ads 
hkl 
Co  Co 
 
ou` µNP(T ) et µsol (T , cC o(t)) sont les potentiels chimiques de Co a` la tempe´rature T dans la 
C o C o 






















dhkl   est la distance inter-planaire de la surface (hkl) conside´re´e,  c1   est la concentration 
d’e´quilibre du ligand dans la solution. Elle est suppose´e beaucoup plus petite que la concen- 
tration initiale c0.  On conside`re que la croissance s’arreˆte a` l’e´quilibre, quand c1  = cC o(t) ou 
quand il n’y a plus de sites d’adsorption disponibles (Θhkl (t) = 1). La croissance de la facette 
diminue lorsque la concentration de Co dans la solution diminue. Enfin, le nombre total des 
atomes de Co pre´sents dans le syste`me (solution + NP) doit eˆtre conserve´ pendant la croissance 




c1  d cC o(t) 
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= 0 (9) 














Figure 5: E´ volution du Θeq en fonction du ∆µ pour les trois facettes e´tudie´es. 
 
 
Pour l’adsorption des ligands Comme pour les atomes de Co, nous de´finissons le rapport 




 hkl  = exp 
\






ou` Eads(Θhkl ) est donne´e par la fonction polynomiale obtenue a` par des calculs DFT (chapitre 
4).  
Nous supposons que la concentration  c des ligands dans la solution ne change pas pendant 
la croissance, puisque seule une petite fraction de ligands dans la solution peuvent eˆtre adsorbe´s 
sur les surfaces de NP. La variation du nombre de ligands dans la surface est donc: 








dt hkl hkl 
A l’e´quilibre, le nombre de ligands sur les facettes ne varie plus, d (Θhkl (t)N tot ) /dt = 0, et 
nous retrouvons l’isotherme d’adsorption donne´ par l’e´quation 5. La re´solution des 3 ´equations 
8 11 et 9 nous permet alors de suivre l’e´volution de la morphologie de NPs. Pour chaque facette, 
nous initialisons Θhkl  = 0. Les dimensions L0001, L10−10 et L01−11 sont initialise´es afin de de´finir 
le volume et la taille des facettes  de la NP juste apre`s l’e´tape de nucle´ation.  La compe´tition 
entre l’adsorption des ligands et l’incorporation des atomes de Co est prise em compte par le 
parame`tre λ : 
pL,ads 
λ =   hkl   p
C o,ads 
(
1 − c1 
)
 
















Figure 6: Evolution de l’e´nergie de l’interface en fonction de ∆µ pour les trois facettes con- 




L’e´quation 11 devient 
 





















Les autres parame`tres ne´cessaires pour la mode´lisation sont ∆µ; c0 
1 
et le nombre total de Co 
dans le syste`me (solution + NP) N .  Dans notre cas, nous avons fixe´  c0 
1 
= 100 et N tot pour 
que la NP se termine vers 200 A˚ . L’e´volution de la morphologie est discute´e en fonction des 
parame`tres λ et ∆µ pour 2 cas suivants  : 
 
• le mode`le isotrope, dans lequel pC o,ads et dhkl ne de´pendent pas de l’orientation de la facette 
hkl) ce qui se traduit par une croissance isotrope des facettes quelque soit l’orientation. 
 
• le mode`le d’e´nergie d’attachement, ou` pC o,ads et dhkl  de´pendent de l’e´nergie d’attachement 
qui varie en fonction de l’orientation des facettes (chapitre 3). 
 
 
0.4.2.2    Pre´diction des morphologies 
 
L’effet du facteur de compe´tition  λ entre l’incorporation des atomes de Co et l’adsorption 
des ligands peut eˆtre divise´ en trois re´gimes.  Pour chacun de ces re´gimes, la morphologie est 
0.4. PRE´DICTION DE LA MORPHOLOGIE DES NANOPARTICULES DE CO EN PRE´SENCE DE LIG 
 





• Lorsque λ = 10−3, l’incorporation de Co est tre`s rapide par rapport a` l’adsorption des 
ligands. Dans  ce cas, le rapport d’aspect ne change pas avec ∆µ. Ce re´gime correspond 
a` la situation ou` la croissance de la NP ne de´pend pas de la pre´sence des ligands. La 
morphologie est proche d’une forme ”sphe´rique”. 
• Lorsque λ > 0, 1, l’adsorption des ligands est tre`s rapide par rapport a` l’incorporation des 
atomes de Co. la forme de la NP est sphe´rique pour ∆µ petit, allonge´e pour des valeurs 
interme´diaires et disque pour des valeurs plus grandes. 
• Lorsque 0, 1 > λ > 0, 001, les temps caracte´ristiques  de l’incorporation des atomes  de 
Co et de l’adsorption des ligands sont  proches. le rapport d’aspect maximal est plus 
faible pour des valeurs de ∆µ interme´diaires mais la tendance ge´ne´rale ne change pas par 
rapport au cas pre´ce´dent. 
 
Pour les deux derniers re´gimes, le rapport d’aspect maximal se situe a` une valeur de ∆µ ou` la 
surface (0001) n’est pas recouverte par des ligands mais les 2 autres surfaces sont partiellement 
recouvertes.  Ce maximum est le meˆme pour toutes les valeurs de λ, mais les taux de croissance 
des deux autres surfaces de´pendent du recouvrement des ligands. Plus le taux de recouvrement 
des ligands est important, plus le taux de croissance est faible. Ainsi, lorsque λ diminue, les 
ligands n’ont pas assez de temps  pour atteindre la recouvrement d’e´quilibre et le rapport entre 
ces taux de croissance diminue. 
La variation du rapport d’aspect en fonction de ∆µ pour diffe´rent λ est pre´sente´e dans la 
figure 7 pour le cas du mode`le ”isotrope”.  Le comportement est similaire pour le mode`le de 
l’e´nergie d’attachement. 
Lorsque λ >> 1 Les ligands s’adsorbent et se de´sorbent plus rapidement que le monome`re 
de cobalt. La forme finale peut eˆtre pre´dite en utilisant le rapport entre les taux de croissance de 
ces surfaces et le taux de recouvrement a` l’e´quilibre. La morphologie des NP de´pend uniquement 
de ∆µ. C’est aussi dans ce cas que les rapports d’aspect extreˆmes sont trouve´s.  La figure 8 
montre ces forme correspondant a` certaines valeurs particuli`res de ∆µ. 
Il est inte´ressant de noter que, contrairement aux mode`les thermodynamiques, on observe ici 
une modification significative de la morphologie en fonction de ∆µ, qui est lie´e a` la concentration 
de ligands en solution: la NP passe d’une forme polye`dre sphe´rique a` une forme allonge´e et puis a` 
une forme de disque. Meˆme si la forme allonge´e obtenue ne ressemble pas exactement a` la forme 
baˆtonnet observe´e dans les expe´riences, ce mode`le cine´tique apporte une ame´lioration re´elle par 
rapport aux mode`les thermodynamiques  puisque les morphologies changent conside´rablement 
avec la concentration de ligands (∆µ)  comme observe´ dans les expe´riences. 
 
 
0.4.2.3    Discussion 
 
Dans le mode`le de croissance cine´tique propose´ ici, la morphologie de´pend de la vitesse de crois- 
sance des facettes dans les trois principales orientations  de surface du cobalt hcp. Pour chaque 
orientation, la vitesse de croissance re´sulte de la compe´tition entre la vitesse d’incorporation des 
atomes de cobalt et la vitesse de recouvrement de surface par l’adsorption de ligands (jusqu’a` 
une monocouche).  Pour une facette donne´e, la vitesse d’incorporation de Co a e´te´ de´finie comme 
la vitesse de l’augmentation de l’e´paisseur (lorsqu’une couche atomique comple`te d’atomes de 
cobalt a ´ete´ incorpore´e).  Ce taux d’e´paississement de´pend de deux quantite´s.  Le premier est le 
nombre de sites disponibles sur la surface du cobalt (non couverts par des ligands). La seconde 
quantite´ est le rapport de concentration  des monome`res de cobalt en solution a` l’instant t et celui 
a` l’e´quilibre (lorsque la croissance de NP s’arreˆte).  Le taux de recouvrement de surface de´pend 
e´galement du nombre de sites disponibles sur la surface (1 − Θhkl (t)) avec Θhkl (t) variant de 0 `a 
1. A l’e´quilibre, Θeq peut ˆetre de´fini par le meˆme isotherme d’adsorption  que celui de´crit dans 
le mode`le thermodynamique.  Cette croissance cine´tique est conside´re´e comme arreˆte´e lorsque 











































Figure 7: Evolution du rapport d’aspect de la NP en fonction de ∆µ pour le mode`le ”isotrope”. 
Haut:  Gauche :λ = 1 ; Droite : λ = 0.1 - Bas Gauche: λ = 0.01; Droite: λ = 0.001 
 
 
la concentration de cobalt dans la solution cC o(t) atteint la concentration d’e´quilibre c1.  La 
compe´tition (entre l’incorporation de cobalt et l’adsorption de ligands) a ´ete´ caracte´rise´e par λ. 
Lorsque λ est proche de 0,1, le temps pour que les monome`res de cobalt soient incorpore´s dans 
le NP est similaire au temps pour que les surfaces du NP soient recouvertes par des ligands au 
taux de recouvrement d’e´quilibre Θeq .  Lorsque λ >> 1, les surfaces seront recouvertes bien 
avant que la concentration de cobalt en solution atteigne c1.  Inversement, pour λ petit (λ = 
0,001 par exemple),  lorsque les atomes de cobalt sont comple`tement incorpore´s dans le NP, les 
taux de recouvrement des ligands sont encore loin d’atteindre l’e´quilibre. 
Lorsque la croissance  s’arreˆte,  les morphologies  pre´dites  par l’utilisation  de ce  mode`le 
cine´tique de´pendent essentiellement de la diffe´rence de potentiel chimique ∆µ, qui refle`te la 
concentration initiale de ligands dans la solution, ceci a` l’exception de λ tre`s faible (ex: λ = 
0,001). La morphologie  des NPs passe d’une forme sphe´rique dans le cas ou` aucun ligand n’est 
adsorbe´ sur les surfaces (∆µ < −3, 8eV ) a` une forme allonge´e pour des valeurs  interme´diaires 
(−3, 8eV < ∆µ < −3, 3eV ) et ensuite change en une forme de disque pour des valeurs  plus 
grandes du potentiel chimique (∆µ > −3.3eV ). Avec λ petit (λ = 0.001), comme la NP est le 
plus souvent de´couverte, la morphologie est tre`s proche de la forme sphe´rique. 
Pour l’application de ce mode`le cine´tique, nous avons limite´ la taille du NP a` environ 200 
A˚ (environ 100 couches dans la direction [0001]) et le rapport de concentration `a  c0 
1 
= 100. 
Tant le mode`le ”isotrope” que le mode`le de l’e´nergie d’attachement donnent des re´sultats simi- 






Figure 8: Formes des NPs pour diffe´rentes valeurs de ∆µ: -4 eV; -3,43 eV; -3 eV; -2 eV a` λ = 
1 avec le mode`le ”isotrope” et le mode`le de l’e´nergie d’attachement. 
 
 
de diffe´rentes  orientations.  Meˆme  relativement  simple, l’application de ce mode`le  a montre´ 
plusieurs aspects cine´tiques importants non pre´sents dans les mode`les thermodynamiques: 
 
1. l’e´volution de la forme anisotrope (de forme sphe´rique, en forme allonge´e a` la forme d’une 
disque) en fonction de la concentration  des ligands, 
 
2. la cine´tique de croissance (temps pour qu’une NP atteigne  sa taille maximale) en fonction 
de λ, 
 
3. l’e´volution de la taille en fonction de la concentration initiale de cobalt c0. 
 
Bien entendu, les morphologies  pre´dites ne sont pas en parfait accord avec celles observe´es dans 
les expe´riences.  Ces diffe´rences pourraient eˆtre attribue´es pour partie a` la diffe´rence entre les 
conditions utilise´es en simulation et en synthe`se.  Il faut e´galement noter que les hypothe`ses 
que nous avons utilise´es ont impose´ certaines restrictions telles que: 
• les effets du solvant sur les e´nergies d’adsorption sont ne´glige´s, 
• λ utilise´ est identique pour toutes les facettes, 
• λ ne de´pend pas du taux de recouvrement Θhkl (t), 
• les ligands sont conside´re´s comme toujours en exce`s. 
• le taux d’adsorption/incorporation (des ligands et des atomes  de Co) est suppose´ eˆtre 
constant pendant la croissance, 
 
• la diffusion des ligands et des atomes  de cobalt entre les diffe´rentes facettes et avec la 
solution n’a pas e´te´ prise en compte explicitement. 
 
Certains de ces facteurs  pourraient eˆtre facilement introduits dans notre mode`le et pourraient 
aider `a ame´liorer l’accord entre les morphologies  pre´dites et les re´sultats expe´rimentaux. 
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0.4.3    Conclusion 
 
Dans ce chapitre, j’ai pre´sente´ diffe´rents mode`les de pre´diction de la morphologie  des NPs de 
Co en pre´sence du ligand C H3C OO. Dans la premie`re partie, deux mode`les thermodynamiques 
ont  ´ete´  ´etudie´s:   le mode`le  de minimisation d’e´nergie  d’interface et le mode`le  d’isotherme 
d’adsorption.  Les applications de ces  deux mode`les  ont  montre´  une e´volution  de la mor- 
phologie NP en fonction de la concentration des ligands. Cependant, ces formes d’e´quilibre 
thermodynamique n’expliquent pas la formation des baˆtonnets observe´s dans les expe´riences. 
Afin de prendre en compte  les effets cine´tiques sur la morphologie  des NPs de Co, nous avons 
de´rive´ un mode`le base´ sur la compe´tition entre la vitesse d’adsorption  des ligands et la vitesse 
d’incorporation des atomes  de cobalt.  Ce mode`le, a` la fois sous sa forme simplifie´e ou sous 
sa forme ge´ne´rale, a la capacite´ de pre´dire non seulement une forme allonge´e, mais aussi les 
formes sphe´riques et de disque en fonction de la concentration  des ligands en solution. Cette 
anisotropie de forme est clairement due aux effets cine´tiques.  Notre mode`le cine´tique, encore 
relativement simple, semble ˆetre une me´thode prometteuse pour expliquer la varie´te´ des formes 
de nanoparticules de Co synthe´tise´es en solution. 
 
 
0.5    Conclusion 
 
La connaissance de la relation entre la structure et les proprie´te´s des mate´riaux est la cle´ pour 
comprendre et ame´liorer  leurs proprie´te´s  fonctionnelles. Des nanoparticules de qualite´  avec 
une distribution  de taille e´troite et une morphologie bien de´finie seraient ne´cessaires a` cette 
fin.  Parmi les proce´de´s  de fabrication, la synthe`se  chimique pre´sente  l’avantage d’un faible 
couˆt et d’une grande flexibilite´.  Cependant, dans ce proce´de´,  la nature des pre´curseurs,  des 
agents re´ducteurs et des ligands stabilisateurs, ainsi que leurs concentrations, la tempe´rature, 
les conditions  chimiques et les parame`tres cine´tiques jouent un roˆle important dans le controˆle 
morphologique. Cependant, l’utilisation  de ces conditions spe´cifiques rend les me´canismes de 
croissance complexes et difficiles `a expliquer par une the´orie unifie´e.  Les efforts existants pour 
pre´dire les morphologies des nanoparticules  ne peuvent qu’e´tudier les syste`mes au cas par cas. 
Dans le cas particulier des nanoparticules  de Co hcp, les proprie´te´s magne´tiques anisotropes 
sont  particulie`rement  inte´ressantes  pour des applications graˆce  `a  leurs morphologies comme 
dans le cas des nano-disques.   Re´cemment, il a e´te´ montre´ expe´rimentalement que le controˆle 
de morphologie des NPs de Co est possible en utilisant  des ligands tels que la rhodamine, 
l’hexadecylamine[2,  26] (avec une terminaison  amine) ou des carboxylates  comme C11H23COO 
[5]. Cependant, les me´canismes implique´s pour obtenir ces formes particulie`res ne sont pas bien 
compris. 
La motivation de mon travail e´tait donc d’utiliser les calculs DFT pour ´etudier l’effet de ces 
ligands adsorbe´s sur les surfaces me´talliques avec pour objectif final de construire un mode`le 
capable de pre´dire  la morphologie d’une nanoparticule en fonction de la concentration des 
ligands adsorbe´s.   Tous nos calculs de DFT  ont  ´ete´  effectue´s  en utilisant  le logiciel VASP 
[18, 20, 17, 19], un programme DFT pe´riodique avec une base d’ondes planes. 
Dans la mode´lisation  de l’interaction entre les surfaces et les ligands, la premie`re  ´etape 
consiste a`  de´crire  les substrats me´talliques  (les proprie´te´s  dans le massif et a`  la surface) et 
les mol´ecules isole´es. A`  cette fin, le choix d’une fonctionnelle d’e´change et de corre´lation est 
important.  De plus, il est ne´cessaire de prendre en compte les interactions de van der Waals 
(vdW) dans ces syste`mes (mole´cule-surface).  Contrairement au cas des mole´cules, l’utilisation 
de l’interaction de dispersion vdW dans des syste`mes me´talliques n’est pas toujours justifie´e. 
Nous avons alors compare´  l’efficacite´  des fonctionnelles PBE, PBE+DFTD  et opt86B pour 
tenir compte  des effets de l’interaction vdW sur les proprie´te´s de surface et du massif de Ni fcc 
et Co hcp. Au final, nous avons trouve´ que les parame`tres de maille, l’e´nergie de cohe´sion et 
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le ”bulk modulus” calcule´s avec la fonctionnelle PBE sont en meilleur accord avec les valeurs 
expe´rimentales pour les 2 me´taux.  Pour la surface Co(0001), c’est aussi la fonctionnelle PBE 
qui donne un meilleur accord pour les proprie´te´s  de surface. En revanche, pour la surface 
Ni(111), la fonctionnelle opt86B semblerait mieux adapte´e.  Mais la fonctionnelle PBE donne 
des valeurs  assez proches. 
Avec les e´nergies de surfaces calcule´es avec la fonctionnelle PBE, nous avons construit les 
polye`dres en utilisant la me´thode de Wulff pour repre´senter la morphologie  des nanoparticules 
de Co hcp et de Ni fcc non recouvertes par les ligands. Dans le cas de Co, les orientations 
principales sont les facettes (0001), (01-11) et (10-10). Dans le cas de Ni, seules les facettes 
(111) et (001) existent. 
Compte tenu de la taille de la mol´ecule de rhodamine,  nous nous sommes concentre´s unique- 
ment sur les calculs des carboxylates  et d’une amine : CH3COO, C5H11COO , C11H23COO et 
CH3NH2.  Toujours a` cause de la taille des syste`mes (C11H23COO par exemple), apre`s avoir 
discute´  sur  l’influence  des longueurs de chaˆınes  hydrocarbone´es  et sur le roˆle  du groupe de 
terminaison sur l’e´nergie d’adsorption, nous avons calcule´ toutes les e´nergies d’adsorption de 
CH3COO sur Co(0001), Co(01-10) et Co(10-10)  avec des taux de recouvrement variant de 1/4 
jusqu’a` 1. A partir de ces e´nergies, nous avons pre´sente´ la variation de l’e´nergie d’adsorption 
en fonction du taux de recouvrement θ de fac¸on continue par une fonction polynomiale pour 
les 3 surfaces. Ces fonctions  sont ensuite utilise´es pour pre´dire la morphologie  des NPs de Co 
stabilise´es par les ligands CH3COO. 
Pour construire  les polye`dres repre´sentant la morphologie des NPs de Co, nous avons d’abord 
teste´  deux mode`les  thermodynamiques  (le mode`le  de minimisation d’e´nergie  d’interface et 
le mode`le  de l’isotherme d’adsorption).  Les 2 mode`les  thermodynamiques ont  montre´  une 
e´volution de la morphologie de NPs en fonction de la concentration des ligands (repre´sente´ sous 
forme de potentiel chimique) assez similaire. Mais aucun de ces deux mode`les n’a pu pre´dire la 
forme baˆtonnet observe´e expe´rimentalement.  Nous avons ensuite propose´ un mode`le cine´tique 
pour pouvoir prendre en compte la compe´tition entre le taux d’incorporation des atomes  de 
Co et la vitesse de recouvrement  des facettes de la NP lors d’une synthe`se.   Pour ce faire, 
nous avons e´mis plusieurs hypothe`ses importantes: (1) le nombre total d’atomes de Co dans 
le syste`me (solution +NP)  est fixe, (2) la concentration  des ligands dans la solution ne varie 
pas en cours de croissance, (3) la croissance de la NP s’arreˆte lorsqu’une  des ces conditions  est 
atteinte: (a) la concentration de Co est e´gale a` la concentration d’e´quilibre ou (b) les facettes 
sont entie`rement recouvertes par une couche dense de ligands (Θ = 1).  Sous  ces conditions, 
nous avons introduit  un facteur de compe´tition λ sous la forme d’un rapport de probabilite´ 
pL,ads
 C o,ads 
hkl   /phkl en fonction de Θ. A partir de ce mode`le cine´tique, nous avons obtenu une plus 
grande varie´te´ de morphologies  comme des formes allonge´es, sphe´riques et disques en fonction 
du potentiel chimique (concentration initiale des ligands dans la solution) et du facteur λ. 
Ce mode`le  pourrait encore eˆtre  ame´liore´  et nous devons comple´ter  cette e´tude  par une 
analyse syste´matique de l’influence de chacun  des parame`tres cle´s.  Par exemple, changer la 
valeur de λ pourrait eˆtre interpre´te´ comme l’utilisation  d’un type de ligand diffe´rent (amine, 
TOPO ou RhB par exemple).  Nous devons e´galement ame´liorer la fonction d’ajustement pour 
l’e´nergie  d’adsorption en fonction du taux  de recouvrement  pour mieux prendre  en compte 
l’inhomoge´ne´ite´  des facettes (01-10) et (10-10).  Nous pouvons par la suite inclure d’autres 
facteurs qui ne sont pas encore pris en compte  dans ce mode`le comme les effets du solvant sur 
les ´energies d’adsorption, la de´pendance de λ sur le potentiel chimique de la solution, sur la 
couverture de surface Θhkl (t) et sur l’orientation des facettes, ou encore la diffusion de ligands et 
de monome`res en surface et en solution. Ces parame`tres supple´mentaires pourraient contribuer a` 
ame´liorer l’accord entre les morphologies pre´dites et les re´sultats expe´rimentaux.  Avec  ces 
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Particles of matter with a size ranging from 1 nanometer (nm) to hundreds of nms are generally 
called nanoparticles (NPs). Within  these particular sizes, NPs have attracted much attention 
not only for their remarkable physical properties from a scientific point of view, but also for their 
industrial applications from an economical point of view. At the same time, this nanometer 
sized particles present also potential dangers for the health and the environment. The lack of 
knowledge on the effects of these NPs on public health has already aroused general public fear 
on these new materials. 
In any case, the knowledge of the physical properties of NPs is highly important.  Besides 
the size, the morphology of these NPs is also a key element to control their properties. Ex- 
perimentally, the chemical synthesis in solution is one of the most important  fields for NPs 
elaboration. Great progress in the optimization of the synthesis protocol to control the mor- 
phology of NPs has been achieved in the past two decades. The obtention of a large variety of 
shapes which include not only sphere, cube, cuboctahedron,  octahedron, tetrahedron, dodeca- 
hedron, icosahedron, etc. but also triangular, hexagonal thin plats, rods or wires with circular, 
square, rectangular, pentagonal or octagonal cross-section have been reported in the literature 
[1]. However, it is still extremely difficult to understand the formation mechanisms of NPs with 
a specific morphology.  This difficulty is closely linked to the large number of influent parameters 
in a synthesis protocol such as the nature of precursor, reducing agent, surfactant, stabilizing 
ligands, their quantity, concentration, temperature, injection order, time, etc. Very recently, it 
was also discovered that the side reaction between different molecules could drastically change 
the synthesis conditions, and thus must be considered [2]. 
In spite of these extremely complicated conditions, the NP growth could be separated in 
three well identified steps, as proposed  by LaMer and coworkers at the beginning of 50s [3]. 
(1) The first step corresponds to a rapid increase of the concentration of metal monomer up to 
a saturation concentration. During this step, the precursors are decomposed into free metallic 
atoms or monomers. (2) The second step, also called nucleation step, corresponds  to the 
formation of clusters/nuclei.  When the number and/or the size of the nuclei reaches a given 
number, the concentration of monomers drops below the saturation limit.  (3) During the last 
step (growth step), the monomers in solution  will  be incorporated into existing nuclei/seed 
through different  diffusion mechanisms. The size of these nanocrystals  increases  until the 
concentration of monomers  decreased to a limited value.  The morphology evolution during 
this growth step should be possible  to control.  One of the simplest idea is to control the 
stability of facets of a given NP by using molecular  capping agents. Indeed, as the shape of a 
NP in vacuum could be predicted by using the Wulff construction method, which is based on 
the surface energy of the facets. One can extrapolate that the adsorption of a capping layer 
could not only modify significantly the surface energy of some facets but also the kinetics of 
incorporation of the monomers on the different facets. By doing so, the stability order of these 
facets could be modified,  and thus induce a morphology change. 
Unlike  metallic face centered cubic (fcc) NPs, for which a huge number of results (both 
experimental and theoretical) exist, only limited works on the morphology control of hexagonal 








are particularly interesting  because of the possibility to grow “naturally” anisotropic shape 
nanocrystals. The properties associated to this anisotropy are interesting for applications such 
as information storage or permanent magnets due to their high magnetization and magneto- 
crystalline anisotropy energy. It is also known as efficient catalysts for many reactions [6, 7]. 
Stable, fully metallic (without oxide) cobalt nanodisks were obtained by the group of C. Amiens 
by using the rhodamine B (RhB) as stabilizing ligand [2]. It was supposed that the use of RhB 
could be at the origin of this nanodisk shape. More recently, it has been shown by P. Sautet 
and coworkers [5], that Co NPs stabilized by carboxylate ligands exhibited very different shapes 
depending on the concentration of ligands in solution: from rod-like shape at low concentration 
to disk-like shape at high concentration. The theoretical investigation presented in Ref. [5] 
explained this morphology change by a modification  of the interface energies between the ligands 
and the Co NP facets as a function of the ligand concentration. However, this demonstration 
was based on thermodynamic arguments only and did not take into account the kinetics aspects 
of the NP growth. 
In order to understand the stability  of the Co NP morphology and the reason  of this 
anisotropic growth, we have first proposed to calculate the interface energies of the different Co 
surfaces covered by RhB, carboxylate and amine molecular layers as a function of the coverage, 
by using density functional density (DFT) calculations.  Using these energies, and in particular 
the ones obtained  from the adsorption of the carboxylate  molecules, we have derived different 
models for the prediction of the NP morphology  as a function of the ligand concentration, from 
the simple thermodynamic approaches to a more elaborated kinetics model. It turned out that 
none of the thermodynamics models could reproduce the large variety of morphologies observed 
experimentally whereas, by taking into account the kinetics, the diversity of morphologies could 
be obtained. 
In the first  chapter, I first present  a brief review on recent  experimental works on the 
different steps of the growth mechanism on the shape-controlled  synthesis of fcc metals and 
hcp cobalt. This review reveals the complexity of each step of ”in solution” synthesis of NPs. 
This complexity could however  be reduced  in some specific  cases by modifying only one or 
two selected parameters.  In a second time, the NP morphology prediction methods according 
to a thermodynamic approach including (i) the Wulff reconstruction model [8], (ii) the lowest 
interface energy model and (iii)  the adsorption isotherm model, as a function of the surface 
coverage.  Within  the kinetics approach, the classical nucleation  and growth theory, as well as 
the Lifshitz-Slyozov-Wagner theory [9] are briefly presented before a simple description of the 
mean first passage time (MFPT)  [10] and the surface area limited (SAL) methods [11]. 
As the precise adsorption and surface/interface   energies were calculated by using DFT 
calculations, the second chapter is devoted to the description of the principles of DFT  and 
of the standard approximations for the exchange-correlation energy evaluation. This chapter 
terminates by a rapid presentation of the dispersion correction methods, the plane wave basis 
set and the projector augmented wave (PAW) pseudopotentials  as implemented  in the Vienna 
ab-initio simulation package (VASP). 
The third chapter details the optimization of the simulation conditions  such as the k-points 
mesh for the reciprocal space Brillouin  zone sampling, the cut-off energy and the smearing, 
needed for the  computation of metallic systems. The rest of the chapter is devoted to the 
presentation of the results for Co and Ni bulk and surface properties. 
In the fourth chapter, the simulation setups used for the adsorption of organic ligands on 
different surfaces of hcp Co and fcc Ni are detailed. The reason for using carboxylate with 
different chain lengths (CH3COO, C5H11COO and C11H23COO) and amine (NH2CH3) instead 
of rhodamine B is also explained. At the end of this chapter, the adsorption energies  as a 
function of the surface coverage and the charge transfer upon adsorption are shown for each 
molecule-surface configuration. 
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In the fifth chapter, the Co NPs morphology prediction models are tested using the previ- 
ously computed quantities for the smallest ligand molecule CH3COO and the Co NPs for which 
experimental comparison is possible. The first part is devoted to the presentation of the ther- 
modynamic models, i.e. the lowest interface energy model and the adsorption isotherm models, 
and the predicted morphologies  as a function of the ligand concentration are presented and 
discussed.  In the second part, we propose a new kinetic model which includes a competition 
between the cobalt atom incorporation and the molecular ligand adsorption. The morphology 
evolution  as a function of the ligand concentration and for different rates of adsorption is shown 
and discussed at the end of the chapter. 
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Nanoparticles (NPs) can present different morphologies  such as spheres, cubes, polyhedron 
and even nanorods. These morphologies  have a great impact on the NPs properties and in 
particular on reactivity,  magnetic or optical properties.  Controlling the NP morphology is 
thus one of the key factor for mastering and exploiting their properties.  However, since now, 
the mechanisms  leading to a specific morphology remain poorly understood,  except for the 
equilibrium shape of nanocrystals under vacuum. The large variety of experimental parameters 
involved at different steps of nucleation and growth is a barrier in the development of a robust 
theory able to predict the NP morphology whatever the synthesis conditions. In this chapter, I 
would like to present the recent methods of synthesis of metallic NPs, focusing on the essential 
parameters controlling their morphology. I also summarize the recent  theoretical efforts in 




1.1    Controlling  the NP  morphology 
 
Nanoparticles  are one of the most important families of functional materials which are charac- 
terized by their nanometric size. Compared to other materials, the electronic confinement due 
to this size reduction, when associated to their composition,  surface orientations, morphology 
and environment has contributed to the emergence of important new properties in many dif- 
ferent fields (electronics, magnetism, catalysis, optics...) and has opened a boulevard to their 
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These functionalities depend also on the nature of these NPs, which can be insulator, semicon- 
ductor, or metallic. The techniques to obtain NPs range from mechanical milling (top-down 
approach), vaporisation-condensation (CVD, magnetron sputtering, etc.), spray pyrolysis, sol- 
gel... to chemical synthesis in solution (bottom-top approaches). However, in order to improve 
the functional properties of these materials, it is important to understand the close connection 
between the structure and the properties. To this end, one of the first conditions is to obtain 
NPs with a well crystallized single domain, a narrow size distribution and a single morphol- 
ogy. The fabrication of such high quality NPs requires very specific conditions with controlled 
environment (vacuum), growth temperature,  annealing steps...for what concerns the NP syn- 
thesis by CVD (chemical vapor deposition) or PVD (physical vapor deposition  as magnetron 
sputtering, pulsed laser deposition or thermal evaporation) methods. For the chemical synthe- 
sis in solution, one needs to use specially  selected precursors, reducing  agents and stabilizing 
ligands and to control temperature, (injection) kinetics and reaction time.  Compared to the 
fabrication in ultra high vacuum (UHV)conditions, chemical synthesis has the advantage to be 
more accessible because of its lower cost and enhanced flexibility.  In addition, large amounts 
of NPs can be synthesized and easily functionalized or just directly protected against oxidation 




Figure 1.1: Calculated atomic structure of a 5nm diameter PbS nanocrystal passivated with 
oleate and hydroxyl ligands (from [28]). 
 
can adopt the well-known thermodynamic equilibrium shape minimizing their surface Gibbs 
free energy, predicted by the Wulff theorem [8]. In solution, as the equilibrium conditions are 
drastically deviated due to the presence of solvents, precursors, reducing agents, surfactants... 
at different reaction temperatures and times, the Wulff theorem can no longer be used to pre- 
dict the NP morphology. However, in spite of the dependence  of the NP shape on a large 
number of reaction parameters, the success of the chemical synthesis to obtain a wide variety 
of morphologies for metallic NPs is among the most important progresses in this field during 
the two last decades.  This success is due to progress reached lastly in the methods of synthe- 
sis (including new precursors/reducing agents/stabilizers) and in the identification of reaction 
intermediates (nuclei, seeds etc), as well as in atomistic modeling and theoretical prediction 
methods. As summarized in a recent review of Y. Xie et al. [1] , the degree of understanding 
is already reasonably good for the shape control of some metallic NPs, which is proven by the 
reproducibility and controllability  of optimized synthetic protocols. Nevertheless, the mech- 
anisms at the origin of this morphology are very complicated, and still not fully understood 
(more particularly at the atomic scale). The first example of intentional synthesis of metallic 
NPs was attributed to Faraday in 1850’s. In this synthesis, gold colloids were prepared by the 





Figure 1.2: Lamer diagram showing the growth steps of nanoparticle in the solution (from [29]). 
 
 
reduction of gold chloride in water with the presence of phosphorus [30]. The first simplified 
growth mechanism  was proposed by LaMer et al. in 1950’s [3] during their work on the syn- 
thesis of mono-dispersed sulfur colloids in solution. This diagram (also called LaMer diagram) 
divided the whole mechanism into 3 steps: 
 
1. decomposition of the precursor and generation of metal atoms with the increase of the 
concentration. 
 
2. when the concentration of metal atoms reach the supersaturation condition, nucleation 
starts and continues to the formation of small clusters or seeds.  At the same time, the 
concentration decreases. 
 
3. when the concentration has decreased below the saturation condition, seeds formation 
stops and the growth of nanocrystals starts. 
 
However, the second step should be separated into 2 sub-steps: 
 
2a nucleation starts when the concentration of metal atoms reach the supersaturation con- 
dition. 
2b stop of nucleation and formation of seeds (growth, Oswald ripening or aggregation). 
Ideally, a systematic in-situ characterization at each of these steps could contribute greatly to 
the understanding of the formation mechanisms with controlled synthesis parameters. However, 
these characterizations  are difficult, specially for the early stages of nucleation. In the following, I 
try to make a brief summary on the present knowledge of the growth mechanisms from the 
experimental point of view. 
 
 
1.1.1    Precursor decomposition and nucleation 
 
Before the nucleation step, precursor salts are decomposed  and supposed to be reduced  to 
metal atoms in order to constitute a reservoir of building blocks for the growth of nanocrystals. 
During this step, the concentration of atoms will increase up to the supersaturation, condition 
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at which the nucleation starts. However, it is unclear whether the precursors are reduced into 
zero-valent atoms first and then aggregate into nuclei to form nanocrystals, or if the precursors 
aggregate first to form nuclei before the reduction and the detachment  of ligands.  These 
different mechanisms could conduct to different nanoclusters and/or seeds, and could influence 
the final shapes of NPs. One example was emphasized by the first-principles molecular dynamics 
simulation on the platinum cluster nucleation and growth in solution [31]. Indeed, it was shown 
that Pt-Pt bonds could be formed between dissolved Pt(II) complexes. Moreover, [PtCl2(H2O)2] 
complexes (the hydrolysis product of a precursor (PtCl4)2−)  for Pt NPs synthesis) could be 
directly added to small clusters according to the autocatalytic growth mechanism. Partially 
reduced Pt dimers and trimers could thus  be considered  as early stage intermediates  of Pt 
nucleation.  In an experimental investigation on the formation of nanoplates of Ag, it was 
confirmed by using mass spectrometry  that about 27% of the total Ag in AgNO3  precursor 
solution are trimeric clusters [32]. These examples confirm that it is necessary to characterize 
species in the solution at the decomposition/early  nucleation stage to understand a particular 





Figure 1.3: Example of an early stage Co cluster with carboxylate and amine as ligands  (cal- 







1.1.2    Formation of nuclei/seeds 
 
1.1.2.1    Nucleation 
 
Starting from the early intermediates  described here above, small clusters (nuclei) are formed, 
and play the most important  role in driving the assembly of atoms into nanocrystals. Due 
to their small sizes, very little  is known about these nuclei during a synthesis. Experimental 
techniques  such as electrospray  mass spectrometry could be used to estimate the population of 
clusters with different masses [33], while electrospray photoelectron spectroscopy could eventu- 
ally reach the geometric information by comparing recorded absorption/emission  spectra with 
characteristic signals at known wavelengths [34].  At this step, the kinetic effect is already 
important as illustrated in the burst nucleation mechanism [3]. The control of this explosive 
growth of nucleated clusters is considered  as the key factor for obtaining reproducible narrow 
size distributed NPs. Indeed, this fast nucleation step will stop as soon as the concentration of 
metal atoms in solution becomes undersaturated. Experimentally, it is ensured by modulating 
the precursor injection rate into a hot stock solution [35]. In the case of Co nanocrystals,  as a 
result of precursor injection rate, huge variation of morphology  can be observed by transmission 
electron microscopy (TEM), as shown  in figure 1.4. [4] 





Figure 1.4: TEM  images with  precursor injection rate in a synthesis of Co NPs:  (a) slow 
addition; (b) intermediate addition; (c) fast addition. [4]. 
 
 
1.1.2.2    From nuclei to seeds 
 
When a cluster reaches a critical size, its structure can be stabilized. This critical point marks 
the formation of a single crystal seed. Within a thermodynamic approach, the most stable seed 
should have the greatest population among all products. When large enough, the shape of this 
most stable seed can be predicted through the Wulff construction, as a truncated octahedron 
with mainly (111) and (100) facets for face-centered cubic (fcc) metals for instance. At smaller 
size, metastable  full shell clusters with “magic number” of atoms and high degree of symmetry 
[36, 37] such as icosahedra, decahedra are preferred.  If the undersaturated condition is achieved 
before the nuclei reach the critical size (no supplementary nucleus will be formed), nuclei will 
aggregate in order to form larger,  stable  seeds with single or multiple twinned structure. These 
seeds will compensate the strain energy due to twins  by maximizing the surface of the low 
energy (111) facets. When their size increases,  the gain due to the lower surface energy of 
(111) facets can not sufficiently compensate the excess of strain energy  so that the twinned 
seeds will be transformed  into single crystals [38, 39, 40]. Experimentally, This indicates that 
twinned seeds need  to be confined  to relatively small sizes to be stable. This condition can 
be obtained experimentally  by slowing down the kinetics of precursor decomposition/reduction 
to facilitate the formation of stacking faults [41, 42] and lead to the formation of a plate- 
like seed.  This kinetically controlled geometry could never be obtained under thermodynamic 
equilibrium conditions owing to the required defect energy. Another consequence of slowing the 
precursor decomposition/reduction  kinetics is the enlargement of size distribution. This renders 
the population control of different seeds more difficult than in the case of burst nucleation. The 
control of seeds formation is thus a rather critical stage for the morphology control of NPs. As 
shown in Figure 1.5, these  seeds are the important intermediates  between the nuclei and the 
nanocrystals [43]. Obtaining only one nanocrystal  shape requires a very precise control over 
the population of seeds with different internal structures. This task is almost impossible in real 
conditions of chemical synthesis. 
 
 
1.1.3    From  seeds to nanocrystals 
 
When the concentration of metal atoms in the solution decreases down to the nucleation limit, 
seeds will grow in size by the addition of metal atoms. When atoms arrive on the seed surface, 
the adatoms will diffuse until they reach a stable position (step edge, kink, defects) to be in- 
corporated in the surface. By using transmission electron microscopy, structures and shapes of 
seeds and nanocrystals can be analysed at different stages of the growth. From these investi- 
gations, correlations between the initial seeds and the final nanocrystals  have been established 
for a number of noble metals [44, 45, 43]. However, these observations are performed on ex situ 
prepared samples deposited on TEM grids (usually covered by a carbon film) and they may not 
precisely reflect the effective in situ evolution of the morphology during the growth process. 





Figure 1.5: A schematic illustration of the reaction pathways that lead to Pd nanostructures 
with different  shapes.   The green, orange, and purple colors represent  the (100), (111), and 
(110) facets, respectively. R is the ratio between the growth rates along the [100] and [111] 
axes.(Adapted from [43]) 
 
 
1.1.3.1    Seed mediated crystal growth 
 
The final nanocrystals’ morphology can still be modulated  even when starting with a same seed. 
As most syntheses of NPs use a one-pot approach, it is extremely difficult to identify which 
kind of seeds is at the origin of the observed NPs morphology, especially when the comparison 
between two  syntheses with  different  conditions is required.  In order to disambiguate this 
uncertainty, efforts are made to separate the growth step from the nucleation and seed formation 
step. To this end, colloidal nanocrystals were synthesized, starting from a same type of single 
crystal seed. By this seed mediated  growth, it was supposed to be possible to focus only on 
the thermodynamic or/and kinetic effects on the evolution of nanocrystals morphologies. 
 
 
1.1.3.2    Surface capping (thermodynamic  control) 
 
It is well known in heterogeneous catalysis that depending on the chemisorbed gas molecules, the 
surface energy of specific facets can be modified differently. As a consequence, by alternating 
the gas under which Pt  nanocrystals were annealed,  Wang et al.  have shown that  it was 
possible to [46] reversibly change the morphology of these nanocrystals.  This control of surface 
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energy by adsorbed selected molecules is generally  considered as a thermodynamic effect on the 
morphology evolution.  In solution, molecules such as carboxylate, amine, trioctylphosphine 
oxide (TOPO)...  are commonly  used as capping  agents to stabilize the facets of nanocrystals. 
The binding energy of a capping agent varies from one crystal facet to another. The preferential 
capping of a given facet is one of the means to control its growth. The capping agent can be 
introduced or directly liberated during the synthesis. By adsorbing these stabilizing molecules, 
the facet modifies its surface energy and this may change the morphology of nanocrystals.  As 
shown by Axet et al.  [47] on the synthesis of platinum NPs, long alkyl amines ligands favor 
the formation of multipodal NPs which transform into cubic, truncated cubic or cuboctahedral 
shape, while as diamine ligands favor the formation of desert-rose like shape with the growth 
of (111) facets. This approach is also called thermodynamic approach. Experimentally, the 
presence of a capping layer on the surface has been confirmed by spectroscopy techniques such as 
X-ray photoelectron spectroscopy (XPS), energy dispersive X-ray spectroscopy (EDS) Fourier 
Transform Raman spectroscopy(FTIR) and Raman [48, 49, 50, 51], whereas scanning probe 
microscopies (AFM, STM) were used for investigating the surface coverage [52]. Concerning 
the comparison  between surface energies, first-principles calculations  seem the most suitable 
approach to investigate the charge transfer between a molecule and the surface. For example, 
by using DFT calculations, G. Fischer et al. precisely described the morphology evolution of 









Figure 1.6: Shape of Ag NPs obtained by selectively deposited Ag atoms on a) one, 2) two and 
c) six faces of a Ag 40 nm side cube seed (Adapted from [54]) 
 
 
In a kinetic approach proposed by Y. Xia et al [55], the ratio between the rate of atom 
deposition (Vdeposition) and the rate of surface diffusion (Vdif f usion)  is considered  as the main 
factor to achieve a given morphology. The deposition rate is directly related to the rate of metal 
atoms generation (concentration variation).  For a given precursor/reducing agent couple, one 
of the easiest ways to control this concentration is the modulation of the injection rate of the 
precursor by using a syringe pump. On the opposite side, the diffusion rate can be modulated  by 
adjusting the reaction temperature. Such a kinetic control has been demonstrated  in different 
experiments. [54, 56]. In these examples, asymmetric  growth on symmetric fcc metal seeds 
was achieved  by controlling the Vdeposition/Vdif f usion   ratio.  As the deposition rate is directly 
linked to the concentration of metal monomers in solution, it can be controlled by the injection 
quantity  and rate.  Figure 1.6 shows how, by adjusting the precursor’s injection rate, three 
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fully different Ag nanocrystals can be formed by overgrowth on (a) one, (b) three adjacent, 
and (c) six faces of a silver cubic seed with 40 nm of side length [54]. This injection rate can 
be improved as suggested  by H.S. Peng et al [56], who proposed a cyclic dropwise addition of 
the precursor. By controlling the size of the droplets and/or the time interval of addition, one 
can control rather precisely the quantity of metal atoms in solution, and avoid the nucleation 
induced by newly introduced atoms. 
 
 





Figure 1.7: High resolution TEM images of hcp-Co nanodisks with (a) c-axis parallel to the 
substrate, (c) with c-axis perpendicular to the substrate. (Adapted from ref. [2]) 
 
 
Cobalt is well known to display very interesting ferromagnetic properties[57]. Its hexag- 
onal close packed  (hcp) structure is particularly interesting provides a “natural”  crystalline 
anisotropy which favors the formation of single domain nanodisks with an easy axis of mag- 
netization perpendicular to their basis. This induces a magnetic anisotropy which makes it a 
good candidate for high density magnetic data storage devices [2]. However, maintaining the 
stability of nanodisks is a huge challenge (phase stability, avoiding aggregation and oxidation). 
One of the first hcp-Co nanodisks was reported by Puntes et al. in 2001 [26]. In that synthe- 
sis, by decomposing a cobalt carbonyl in a hot mixture of solvent and surfactants (oleic acid, 
amines and TOPO), a mixture of hcp-Co disks and e-Co spheres was obtained. But, nanodisks 
were redissolved if the reaction was not quenched. 
More stable hcp Co disks with the easy axis of magnetization perpendicular  to its basis 
were obtained by C. Amiens et al.  [2] (see  figure1.7).  These nanodisks  were obtained by 
hydrogenation of [Co(η3-C8 H13 )(η4-C8 H12 )] (as precursor) in a mixture of rhodamine B (RhB) 
and hexadecylamine (HDA) (as stabilizing agent). This mixture is the necessary condition for 
obtaining disk shape NPs. It was supposed that the HDA preferentially attached to the (0001) 
surface, while RhB occupied the truncated lateral facets. In a complementary study focused on 
the formation mechanisms of hcp Co nanodisks, C. Amien et al. [2] emphasized a possible role 
of side reaction between RhB and HDA which results in a cyclization of RhB, and conducted to 
the deactivation of carboxylic function in RhB, and thus could favor the formation of defected 
seeds (stacking faults). 
In 2014, Atmane et al.  have also obtained more robust hcp Co nanocrystals with shapes 
ranging from nanorods to nanoplatets by using polyols as both solvent and reducing agent [5]. 
Co(CnH2n+1COO)2  was used as precursor  and RuCl3.xH2O as a nucleating agent. In order to 
investigate the influence of concentration of the carboxylate ligand on the size and shape of NPs, 
a supplementary amount of sodium dodecanoate (NaC11H23COO) was added in the solution 
with respectively 0, 0.5, 1.5 and 2 equivalent to Co(C11h23COO)2. The consequence of this 
addition is a drastic change of morphology of NPs (figure 1.8). The direction of this variation 
(decrease of length/diameter ratio of the nanorods  as the increase of carboxylate concentration 
was explained by the stability diagram in figure 1.9. This diagram was constructed by plotting 





Figure  1.8:   TEM  images of  Co  nanoparticles obtained with  an  addition  of  different 
Na(C11H23COO) equivalents relative  to Co(II):  (a) 0 equiv.; (b) 0.5 equiv.; (c) 1.5 equiv. 




Figure 1.9: Stability diagrams for the Co (0001) and (10-10) surfaces with different ligands: in 
red, CH3COO; in black, C2H5COO; in blue, C3H7COO. (Adapted from [5]) 
 
 
the surface energy of Co(0001) and Co(10-10) covered with carboxylate ligands with different 
density (coverage). The surface energy γ was  expressed  as in Sec  1.2.1.2. The adsorption 
energies were deduced from DFT calculations. The chemical potential difference was defined 
by comparing the ligand molecule in a solution of concentration c with the same molecule  in 
vacuum. 
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1.2    Predicting  the NP  morphology 
 
In the previous  section,  we have seen that the growth mechanisms of metal NPs during chemical 
synthesis depend on many parameters and are extremely difficult  to elucidate. Very few is 
known experimentally on the first steps of growth (nucleation and formation of seeds) and the 
effects of the precursors, reducing agents, solvent, temperature etc. are still largely unknown. 
Therefore, most of the effort devoted to understand the NP growth has been focused on the 
study of the third  step, i.e.  the growth of the nanocrystals  once the seeds have  nucleated, 
using simple models in which only one or two of these experimental  parameters can vary. The 
methods for predicting the NP morphology are very diverse and can be considered  either as 
methods looking for the equilibrium shape (thermodynamics  shape) or for the stationary shape 
(stationary kinetics shape), or even a mix between these two.  In this section, I present the 
methodology of these two different approaches and the previous models of the literature that 
are used to predict the NP morphology. 
 
 
1.2.1    Thermodynamics prediction 
 
The thermodynamics predictions are based on finding the  equilibrium shape  of the NP in 
different environment conditions. In other words, it is a method to find the configuration in 
which the energy of the system is the lowest with respect to some pre-fixed conditions. The 
system can be a free NP in vacuum, a NP with adsorbates on its surface or a NP in a solution 
or a gaze of ligands. Here, I present the most popular thermodynamic  models used to predict 
the NP morphologies. 
 
 
1.2.1.1    Nanoparticle  of clean metal 
 
In the case of a clean metal, the energy of a polyhedral NP is : 
Enp  = nEbulk  + 
) 
γhkl Shkl + 
) 










where n is the number of metal atoms, Ebulk  is the bulk energy of the metal, γhkl  is the surface 
energy of the (hkl) facet and Shkl  is the total surface of all (hkl) facets ; ee  is the energy of the 
i-th edge; le  is the length of the i-th edge and ec is the energy of j-th corner of the polyhedron. In i j 
the case of nanoclusters, the edge and corner energies are very important and they really affect 
the shape of the nanocluster. But in the case of nanoparticles,  where surfaces and volumes are 
large and the action of adding one atom or one layer does not change their physical properties, 
we normally neglect the energy of corners and edges of these polyhedra. Thus the NP energy 
can be reduced to : 
Enp  = nEbulk  + 
) 
γhkl Shkl (1.2) 
hkl 
where Ebulk   and γhkl  depend on the crystalline structure of the NP and on the temperature 
whereas n and Shkl  depend on its size and on its shape. We will focus only on NPs with perfect 
crystalline structure. In the following, we will not concentrate on the competition between the 
different  structures but rather investigate only the most stable equilibrium structure in our 
models and calculations. 
 
 
Wulff  construction   The Wulff construction [8] is a model that was developed  to predict 
the equilibrium shape of a fixed volume crystal with polyhedral shape. The equilibrium shape 




= const (1.3) 






where Lhkl is the distance from the (hkl) surface to the polyhedron center. 
 
 
Wulff  construction proof We recall that the energy of the polyhedron droplet is : 
Enp  = nEbulk  + 
) 
γhkl Shkl (1.4) 
hkl 
 
where n is fixed by its volume, Ebulk   is fixed by its crystalline structure and the γhkl  do not 
depend on the size of the droplet. The variation of the total energy must be zero at equilibrium: 
δEnp  = 
) 
γhkl δShkl  = 0 (1.5) 
hkl 
 














where dhkl  is the distance from the polyhedron center to the (hkl) surface. Therefore, for any 
variation of the Skhl  surfaces, the variation of the volume is : 
 
















= 0 (1.7) 
hkl 
 
The second term represents the augmentation of the NP volume in each direction and must be 
equal to 0. The first term is : ) 
δShkl Lhkl = 0 (1.8) 
hkl 





= const (1.9) 
 
1.2.1.2    Nanoparticles in presence of ligands 
 
In the presence of ligands, both the interactions of adsorbates at the surface and in the solution 
affect the energy of the system. The equilibrium shape must therefore take into account these 
conditions when minimizing the total energy of the system. 
 
 
Interface  energy   When ligands are adsorbed on a NP surface, it is possible to define an 
”interface energy” between the nanoparticle and the ligands.  Generally, γint,  the interface 




ligand molecules are adsorbed is given by: 
 
ads 
hkl = γhkl + θhkl × Ehkl (θhkl ) (1.10) 
 
where, γhkl  is the surface energy of the pure metal (hkl) facet before adsorption of the ligands, 
hkl (θhkl ) is defined  as the adsorption energy of a ligand molecule on the metal (hkl) facet in 
vacuum, for a given θhkl  coverage per surface unit. This coverage is defined as θhkl  = nsurf /Shkl . 
This interface energy is accessible from DFT calculations of a slab surface and of a molecule in 
vacuum. The adsorption energy for each molecule on a given surface is given by: 











hkl = nligand  
× (Ehkl − Ehkl − n × E ) (1.11) 








tot n + n tot δn + δn 
hkl 
 
where nligand  is the number of ligands (on the metal surface), Emetal+ligand is the total energy 
of the system formed by the metal slab and the adsorbed ligands, Emetal  is the total energy of 
the relaxed, bare metal slab and E ligand  is the energy of a ligand molecule in vacuum. When 
the metallic NPs are in solution, the ligand molecules are not in vacuum but in the solvent. 
Therefore, a term representing the chemical potential difference between the solution and the 
vacuum ∆µ = µ(T , c) − µvacuum, where c is the concentration of ligands in the solution, should 
be added in: 
γint
 ads 
hkl = γhkl + θhkl × Ehkl (θhkl ) − θhkl × ∆µ (1.12) 
 
1.2.1.3    Wulff  construction in the presence of ligands 
 
The Wulff construction  method was developed for pure metallic systems under vacuum. In the 
presence of ligands, the shape of the nanoparticles can be modified due to the modification of 
the surface energies after adsorption of the ligand molecule. Considering  these surface energy 
modifications, it is possible to derive a Wulff construction type model using the interface energies 
between the metallic surface and the ligands instead of the metallic surface energies. 
Let us consider a system containing a constant number nM  of metal atoms and a constant 
number of ligand molecules nL which are distributed in the solvent nL and on the surface of 
the nanoparticle nL . The total energy of this system is: 
Etot  =  nM  × Ebulk  + 
) 
Shkl × γhkl 
hkl ) 
L 
hkl × µ(T , ads) + n
L
 × µ(T , c) 
hkl 
 
where Shkl  is the area of the (hkl) facet, γhkl  is the surface energy of the (hkl) facet, µ(T , ads) 
is the energy of the adsorbed ligands on the (hkl) facet and µ(T , c) is the chemical potential of 
the ligands in the solution at temperature T and concentration c. We will now examine how the 
total energy changes due to a small variation of the facet surfaces Shkl  for fixed coverages.  In 
this case, if the surface changes, then the number of ligands adsorbed on the facets will change 
accordingly. So the variation of the total energy due to a small variation of the antiparticle 
surface reduces to: 
δEtot  = 
) 
δShkl × γhkl + 
) 
δnL × µ(T , ads) + δn
L
 × µ(T , c) (1.13) 
hkl hkl 
 
Here we assume that a small change of the number of ligands at the surface does not change 
the concentration in the solution. Therefore, µ(T , c) is kept fixed. Besides, the total number 
of ligands in the system nL = 





sol is fixed, so δn
L = 





sol = 0. It 
follows that:  
δEtot =  
) 









δShkl [γhkl + θhkl (µ(T , ads) − µ(T , c))] (1.14) 
hkl 
 
The chemical potential of the adsorbed ligand can be related to the adsorption energy, for each 
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hkl 




Eads = µ(T , ads) − µ(T , c) (1.15) 
= δShkl × θhkl  at fixed coverage, one obtains: 












Using Eq. 1.12, we finally find that Etot   is minimum for : 
δEtot  = 
) 
δShkl γ int 
 
= 0 (1.17) 
hkl 
 
For a constant number of metal atoms, the volume V of the nanoparticle is fixed and we have 
δV  = hkl δShkl × dhkl  = 0 where dhkl  is the distance between the center of the polyhedron and 
the (hkl) surface. We thus obtain the modified Wulff relation: 
 
γ int   hkl 
Lhkl 
= const (1.18) 
 
This shows that,  in the case  of a NP covered by ligands, one can simply adapt the Wulff 
construction method by using the interface energies  as defined in Eq.  1.12 instead of the 
surface energies. In our work, we will use this result for different models that give the interface 
energies at equilibrium. 
 
 
1.2.1.4    Prediction  models 
 
As we just saw, the Wulff construction can be extended  to the case of a NP with adsorbed 
ligands on its surface. The prediction of these NPs shapes requires of course the knowledge of 
the equilibrium coverage of ligands on their surface. In the following, I present some methods 
used to find this equilibrium coverage, and to compute the corresponding interface energies. 
 
 
Lowest interface energy model   For a given fixed surface S which is in contact with a 
solution of ligands, the equilibrium coverage of adsorbates on this surface is the one having the 
lowest interface  energy (see the proof below). For each facet of the nanoparticle, an equilibrium 
coverage will  be found as a function of its interface energy. The interface energy given by 
Eq. 1.12 shows the possibility to find the optimum coverage of the lowest interface  energy as 
a function of the chemical potential of the solution. The only problem is that each coverage 
requires a separate calculation. Only some rational numbers of coverages can be calculated. 
Finally, overall, the equilibrium coverage of each surface can be deduced for each value of the 
chemical potential µ(T , c) by taking the lowest value of the interface energy from all calculated 
values or by fitting the dependency of the adsorption energy on the coverage. 
 
 
Proof of the lowest energy model   Let us consider a clean metal surface of area S in 
contact with a solution made of N molecules with chemical potential µ(N ). Now, we find the 
number nads of adsorbed molecules which minimizes the total energy of this system. The total 
energy of the system in this case is: 
Etot  = n × Ebulk  + S × γ int + nads × µ(T , c) + (N − nads) × µ(T , c) (1.19) 
 
Thus,  
Etot  = n × Ebulk  + N × µ(T , c) + S × γ int (1.20) 
When the numbers of metal atoms and of adsorbent  molecules are fixed, the total  energy 
depends only on the interface energy. It is believed that, by comparing the interface energies of 
these facets, one can determine the dominant surface of the NP. The enlargement of the facet 
with the lowest interface energy must be quicker than the ones of higher energy. It should be 
noted that there is nevertheless no explicit demonstration of this hypothesis. 
An example of these model for cobalt NP can be found in Ref. [5] where it is predicted 
that the domination of the (0001) surface will lead to disk shaped NPs while the domination 
of the (10-10) surface will lead to rod-like NPs (Fig.  1.10). The authors of Ref.[5] show that 






Figure 1.10: Stability of Co NP facets as a function of the chemical potential in the solution[5]. 
 
 
the tendency of the NP morphology matches the change of the ligands chemical potential in 
the solution. The dependency of the chemical potential can be related to the concentration of 
ligands in the solution, the pH of the solution, the temperature etc. However these types of 
prediction give only the tendency of the NP growth. The Wulff constructions from the interface 




Adsorption isotherms   Another way to find the equilibrium coverage of adsorbents on the 
NP surface is to use the isotherm of adsorption. At present, there are many existing isotherms in 
the literature, but the most common one is the Langmuir isotherm in the case of chemisorption. 
 
 
Langmuir isotherm   The Langmuir isotherm is the first one derived from a theoretical 
basis. It can be derived from both a kinetics equation and statistical mechanics. It is based on 
the following four assumptions: 
 
 
• The adsorption  surface is flat and homogeneous, 
 
• The coverage does not change the adsorption energy of molecules, 
 
• The adsorbate is immobile, 
• at the adsorption site, only one molecule can be adsorbed which means that the maximum 
adsorption is a mono layer. 
 
 





1 + pK eq 
(1.21) 
 
where, p is the pressure of the adsorption gaze, K eq is the equilibrium rate of the adsorption 
reaction between the adsorbent (A) and the surface (S) to form a AS complex: 
 
A + S = AS (1.22) 
1.2.  PREDICTING THE NP MORPHOLOGY 19  
 
 
This constant can be derived as: 





where δG is the activation energy of the reaction. Figure 1.11 present an example of Langmuir 




Figure 1.11: Example of Langmuir isotherm. 
 
 
the Langmuir isotherm. The three most important ones are the Freundlich Isotherm [58], the 
BET isotherm [59] and the Temkin isotherm [60].  While the Freundlich isotherm describes 
the roughness of the surface, the BET isotherm is the modification of the Langmuir’s one in 
the case of multi-layer adsorption.  The Temkin isotherm describes the interaction between 
adsorbed molecules by replacing the constant activation energy of adsorption by a linear one 
that depends on the coverage. In practice, the activation energy is not linear with the adsorbent 
coverage.  It is common to replace the constant activation energy by a fitted function of the 
activation energy depending on the coverage. 





Figure 1.12: Prediction of PbSn NP shape using adsorption isotherm. left:  Interface energy 
ratio as a function of an arbitrary coverage of the two facets and morphology prediction in each 
region; right: Isotherm lines at different temperatures linking the surface coverage of 2 facets 
in the same gaze pressure conditions. [25] 
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different facets of a PbSn nanoparticle and used the interface energy to predict the morphology 
of these NPs with the change of the adsorbent gaze pressure  and temperature.   Figure 1.12 
shows the ratio between the interface energies and the Wulff reconstructions derived from these 
interface energies. The red line and yellow line in the left panel of Fig. 1.12 show the evolution 
of the coverage, and thus the morphology,  as a function of the gaze pressure variation. 
 
 
Vibrations  of the adsorbents on the metal surface   Equation (1.12 ) does not take into 
account the change of thermodynamical  energy of the ligand molecule in the solution and on 
the metal surface. In their work on Fe NPs stabilized by ligands, Fisher et al. [53] have shown 
that  it is possible to take  into account  the temperature effects on adsorption energies, and 
that the main contribution comes from the difference in translation, rotational and vibrational 
energies of the molecules in the solution and adsorbed on the surface. The three terms are all 
included in the heat capacity of molecules in the gaze or in the solution while, on the surface, 
the first 2 terms are zero. The vibrational energy corresponding to this part has the form: 
 
   
1 














The difference of vibrational energy has an important  contribution to the change of surface 
energy if the highest vibrational frequencies of the molecule change when it is adsorbed. Using 
this method, Fisher et al.  [53] computed the Wulff form of Fe NPs at different  conditions 
of temperature and gaze activity  of H2(figure 1.13). Although these results show important 
differences on the NP shape induced by these conditions, the obtained morphologies do not 





Figure 1.13: Wulff polyhedra of Fe NPs for different temperatures and gaze activity of H2 (10−7 





Population balance   Some experiments  show the coexistence of several NP morphologies in 
the same conditions  of synthesis. This fact can be explained by the population balance model 
which is based principally on statistical mechanics. The probability to find a nanoparticle 




−Gn (D,T ) 
)
 
B p(n|N ) =  




 (D,T ) 
) (1.25) 
B T 
Where −Gn(D, T ) is the average free energy of the metal atom in the n configuration corre- 
sponding to diameter D and temperature T .  The relative stability of these configurations  is 
defined  as : 
pn = exp 
−
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A. Barnard showed in her work on several metals (Ag, Au, Pd and Pt) [61] that the relative 
 
population between these configurations  converges to the same value at large size and high 



















































Figure 1.14: Top: Nanoparticle  shape. Bottom Free energy as a function of the surface area 
of the NP and the relative population of NPs as a function of their diameter. [11] 





1.2.2    Kinetics  prediction 
 
In the kinetics prediction of the NP morphology, it is assumed that the morphologies observed in 
experiments are not necessarily the equilibrium shapes but rather result from the kinetic growth 
of the NP. If the kinetics simulation can give the NP final dimensions or the relation between 
these dimensions, the most important aspect here is to clarify the mechanisms dominating the 
processes of NP formation and the mathematical formulation corresponding to these processes. 
In the following, I only summarize the main ideas describing the mechanisms of formation and 
give some examples of models which are closed to ours. 
 
 
1.2.2.1    Classical nucleation and growth theory 
 
Classical nucleation   Nucleation is the process in which seeds act as templates  for crystal 
growth. The main driving force of this process is the supersaturation of the monomer in the 
liquid solution.  The formulation of this process can be derived from thermodynamics using 
macroscopic quantities. 
For a seed of spherical shape, the free energy of a seed of radius r is : 
 







where γ is the surface energy which is positive and ∆Gv is the free energy change of the bulk 
metal per volume unit: 
∆Gv = − 
kB T lnS (1.28) 
ν 
with S the supersaturation and ν the volume of a monomer in the bulk. In nucleation process, 








The nucleation rate can be described with an Arrhenius form: 
 
dN 





















Figure 1.15: Free energy diagram for nucleation  as the variation of nucleus size (extracted  from 
[62] 
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mechanisms: the diffusion control and the surface reaction control. In the diffusion control, the 
flux of monomer going from the solution of concentration Cs  to the particle of radius r, and 
with a concentration at the interface metal-solution Ci, can be described by the Fick’s first law: 
 
Jd = 4πrD(Cs − Ci) (1.31) 
 
where D is the diffusion constant. 
A similar formulation can be derived for the case of the surface reaction control: 
 
Jr = 4πr2k(Cs − Cr ) (1.32) 
 
where k is a constant independent of the radius r and Cr   is the concentration at which the 
equilibrium radius of the particle is r. 




Dν(Cb − Cr ) 








1.2.2.2    Growth  and nucleation theories 
 
LaMer  nucleation and growth   As we have  seen in Section 1.1, the NP formation phe- 
nomena in solution can be divided in 3 steps. Figure 1.2 shows the typical Lamer diagram for 
this case. The first step is the chemical reaction of free metallic atoms from the precursor, the 
second step is the nucleation of metal atoms, and the last step is the NP growth by diffusion. 
The first 2 steps are difficult to control experimentally and there does not exist a clear theory 
which describes this process. The models used for the prediction the NP growth in solution are 
normally developed for the third step of growth. 
 
 
Ostwald ripening    Ostwald described in 1900 the mechanism of growth caused by the change 
in solubility of nanoparticle depending on their size. In 1961, Lifshitz and Slyozov [9] gave the 
mathematical formulation of Ostwald ripening: 
 
d(< R >3  − < R >3) 8γC = 
ν2D  
(1.34) 
dt 9kB T 
 
where < R > is the average NP radius and < R >0  is the equilibrium NP radius; C∞ is the 
monomer solubility in the solution.  ν is the molar mass, γ is the surface energy. In 1975, 
Kahlweit [63] combined the previous works of Lifshitz and Slyozov with the one of Wagner, 
which is a similar work, independent of the first two, into the Lifshitz-Slyozov-Wagner (LSW) 
theory of Ostwald ripening. In the case of detachment and attachment governing the growth 
process, the growth rate becomes : 
 
d < R >2 64γC 
= 
ν2ks  (1.35) 
dt 81kB T 
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where ks is the attachment rate of length per time constant. 
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Other  mechanisms   Finke and Watzky [64] proposed a two-steps mechanism where nucle- 
ation and growth happen simultaneously.  The first step, a slow continuous nucleation, is similar 
to classical nucleation but the second step is not diffusion controlled but an auto-catalytic sur- 
face growth. 
The coalescence and the orientated attachment both describe the attachment of small clusters 
to a large nanoparticle. The difference between the two is the preference of attachment in the 
crystallographic alignment in the case of orientated attachment whereas it does not exist in 
the case of coalescence.  One of the most studied case was the work of Li et al [65] where the 
orientated attachment of iron oxyhydroxide are seen in real time using a liquid cell within a 
high resolution transmission electron microscope (HRTEM).  However, the formulation of the 
mechanism for this process is not too developed. 
Peng et al.  [66] describe in their work another mechanism where there is no net diffusion to 
the NP but monomer can diffuse from one surface to another and thus change the shape of the 
NP. This process can explain the change of morphology in aging solutions. 
 
 
1.2.2.3    Morphology in the presence of adsorbates 
 
These previous theories were adapted to the kinetics morphology prediction models for nanopar- 
ticles without the presence of adsorbates. The present  of adsorbates is believed to have an 
important impact on the stability of the NP surface and on the NP morphology. The effect 
of the ligands can be treated in many cases only as a change of the diffusion constant in the 
solution. However, the presence of adsorbates on the surface of the NP obviously  changes the 
effect of diffusion and reaction of attachment of the monomer on the surface. The real effect on 
this attachment is still difficult to model. In the section below, I present only the most recent 
kinetics model that takes into account the effect of adsorbates coverage on the NP growth. 
 
 
Stationary  prediction   In this method, the morphology will be predicted  by the stationary 




= const (1.36) 
where Lhkl is the distance from the (hkl) surface to the center of the Wulff polyhedron. 
As an example of this method, Xin Qi et al [10], in their work on the Ag nanocube shape, 
used molecular  dynamics  to determine the mean first passage time (MFPT)  of the monomer 
through a mono layer of ligands for different surfaces. The MFPT of a Ag atom from a distance 
z (from the surface) to a distance zf  is characterized by: 
( 
W (z ) 
) 
 
tm(z, zf ) = 
   zf     z   
exp 
W (z   ) 
\ 
dz 
exp  kB T dz1 (1.37) 
z z0 kB T D(z11) 
where W (z11) is the potential mean force of the Ag atom at distance z11  pre-calculated by the 
umbrella sampling method. D(z11) is the diffusion coefficient. z0 is the distance from the surface 
to the boundary of surface neighborhood and bulk solution. Instead of calculating the MPFT 
from equation 1.37, the authors used molecular dynamics simulations  and then estimated this 
MFPT by means of the reaction time tR and the diffusion time tD from the solution to z0: 
p 
tm = 1 − p 
tR + TD (1.38)
 
where p is the reaction probability.   Then, the morphology will  be predicted by the Wulff 
construction (Eq.1.36) using the stationary growth rate determined by the inverse ratio of 
MFPT. Figure 1.16 shows the prediction morphology with different chain lengths and different 
adsorbent coverages. 
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Figure 1.16: The morphology prediction of Ag nanoparticles with adsorbent of different chain 
lengths,  as a function of coverage. [10] 
 
 
Final  morphology prediction   The final morphology prediction using the simulation of 
growth rate depends on the time used to calculate the final dimension of the nanoparticle. The 
particle final size is given by: 
L(∞) = 
 




The work of A. Barnard et al, [67, 11] on the prediction of Au NP morphology is based on 
the LSW theory . Unlike the spherical approximation in previous works, the authors enable the 
possibility to explore the evolution of faceted nanostructures.  By adding the effective fraction of 
total sites of the nanoparticle, the effect of adsorption of ligands on the surfaces was introduced 
in the growth rate of the nanoparticles by the formulation: 
 











G(t) = = 









where Vm  is the molar volume of the monomer, X is the number of mono layers of interlayer 
distance d; ν is the sum of the vibrational frequencies of the monomer on the surface, Edif f 
is the activation energies required for diffusion, Ead  and Edes  are the activation energies of 
adsorption and desorption, respectively; C0(t) and Ceq (t) are the concentrations of the solution 
and the concentration of monomers participating in the coarsening around the surface; i is the 
surface index. In this model, Barnard et al. showed the possibility to investigate the impacts 
of seed size, monomer concentration,  and temperature in the evolution of the relative ratio of 
the NP dimensions and the surface area between the different surfaces. 
 
 
1.3    Conclusion 
 
In this chapter, I have presented the possible ways to control the morphology of NPs synthe- 
sized in solution and their essential parameters.  The concentration of the solution, the nature 
of the adsorbates (or ligands), the temperature, the chemical conditions and the kinetics pa- 
rameters play an important role in the morphological control, which renders the rationalization 
 of this phenomena particularly difficult.  The mechanisms which govern the formation of NPs 
are rich and therefore difficult to explain in an unified theory.  The efforts made to predict 




the NP morphology using thermodynamics and/or kinetics correspond only to case by case 
investigations. The unified theory to explain all the aspects of the morphology prediction is 
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The Density functional theory (DFT),  initially  proposed by Hohenberg, Kohn and Sham 
[68], [69] was progressively developed in the last 50 years. It is nowadays a leading methodology 
for modeling varied systems such as molecules or solid structures. DFT provides access to many 
properties including structures, vibrational frequencies, cohesion energies, ionization energies, 
electric-magnetic properties, reaction paths ... 
The motivation of my work is to use DFT  to investigate the effect of ligand adsorption on 
metallic surfaces stability, with as final objective the building of a model able to predict the 
morphology of a nanoparticle  as a function of the ligands. In this chapter theoretical descrip- 
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2.1    The Schro¨dinger Equation 
 
In solid state physics and quantum chemistry, the target is to find a solution of the time- 
independent, non-relativistic Schro¨dinger equation. The Schro¨dinger equation for a system of 
N electrons and M nuclei can be written as : 
 
Hˆ ψ(r1, r2, ...rN , R1, R2, ...RM ) = Eψ(r1, r2, ...rN , R1, R2, ...RM ) (2.1) 
 
where Hˆ is the Hamiltonian of the system, ψ is the wave functions of electrons and nuclei, r, R 
are the coordinates of electrons and nuclei. E is the system energy corresponding to the wave 
function ψ. Finding the solution of equation (2.1) is equivalent to find the eigenvalues E and 
the eigenvectors ψ of the operator Hˆ 
be divided in five terms: 
in the Hilbert space. The Hamiltonian of this system can 
 
N  M  2 N  M
 N  N  M  M 
ˆ 1 
) 1  ) ∇a 1 ) ) Za 
− ∇ − − 
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i=1  a=1 
|ri − Ra| i=1 j>i |ri − rj | a=1  b>a |Ra − Rb| 
 
Here, i and j denote the electrons index; a and b denote the nuclei index. The first two terms 
are the kinetic energy of electrons and nuclei, the last three terms are the interaction energies 
between the nuclei - electrons, electrons - electrons and nuclei - nuclei. The equation can only 
be resolved analytically in the case of the hydrogen atom and the H e+  ion with one nucleus an 
one electron. For all other cases, approximations are required. 
 
 
2.1.1    Born-Oppenheimer approximation 
 
The mass of one proton or one neutron is some 1836 times larger than the mass of electrons. 
The nuclei’s kinetic energy is then very small with respect to the ones of electrons. The Born- 
Oppenheimer approximation considers that the kinetic energy of nuclei is zero and its potential 
is constant. So, the Hamiltonian in equation (2.2) can be reduced to that of electrons moving 
in an external electrical field generated by the ions: 




1  N  1  N  M  Z
 N  N  1
 





















|ri − rj | 
= Te + VN −e + Ve−e (2.4) 
 
The solution of equation (2.1) is the the product of two wave functions : ψe of electrons and 
χn  - the Dirac function at position Ra  of nuclei. 
 
ψ(r1, r2, ...rm, R1, R2, ...Rn) = χn(R1, R2, ...Rn)ψe(r1, r2, ...rm)  (2.5) 
The energy of the system is the sum of the electronic energy and nuclei energy: Etot  = Ee + En. 
 
 2.1.2  Variational Principe  and ground state 
 
When the system is in the state ψ, the expectation value of its energy is given by : 
 
< ψ|Hˆ |ψ > 
Eψ = (2.6) < ψ|ψ > 
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The variational principle states that  the energy Eψ  is an upper bound of the energy E0  of 
ground state ψ0 . 
< ψ|Hˆ |ψ > < ψ0|Hˆ |ψ0  > 
Eψ = < ψ|ψ > 
≥
 < ψ0|ψ0 
= E0 (2.7) > 
Variational principle defines a process to calculate the ground state ψ0 and its properties through 
the ground state energy E0.  The ground state is the state that possesses the minimal energy 
among all the state ψN  of N electrons. 
< ψN |Hˆ |ψN  > < ψN |Te + VN −e + Ve−e|ψN  > 
E0 = min|ψN >  < ψN |ψN 




The ground state energy is a function of the number of electrons and the external potential 
VN −e of nuclei. 
 
 
2.2 Hartree Fock approximation 
 
The Hartree Fock (HF) approximation assumes that variational solution ψ0 of the Schrodinger 
equation can be approximated  by a Slater determinant ψH F . 
 
ψ1(r1, s1) ψ2(r1, s1) ... ψN (r1, s1) 
1 
ψ0 ≈ ψH F  = √
N ! 
ψ1(r2, s2) ψ2(r2, s2) ... ψN (r2, s2) 
... ... ... ... 




in which the orthogonal orbitals ψi(ri, si) are solution of a series of independent equations : 
 
Fˆ ψi(ri, si) = Eiψi(ri, si) (2.10) 
 
where Fˆ is the Fock operator : 
 
Fˆ = − 
1 
∇2 − 
1 ) Za + V
  
(r , s ) = T (r , s ) + V 
 
(r , s ) + V 
 
(r , s ) (2.11) 
2 2 
a=1 
|ri − Ra| 
H −F i i e i i ext  i i H −F i i 
The first term is the kinetic energy of electron, the second term is the attractive electron-nucleus 
potential energy. VH −F (ri, si) is the Hartree-Fock potential, the average potential due to all 


























|Jj  − Kj | 
j=1 
 
Here, the first term Ji  is coulomb interaction and the second term Ki is the exchange contri- 
 bution. The total energy of the systems is the sum of the energies of the filled orbitals minus 
the double counting of Coulomb repulsion and exchange energy : 
 
N 
Etotal  = 
) 




(Ji − Ki) = Te + Vext + 
1 
2 
(J − K ) (2.13) 
 
Note that this total energy is an overestimation of the energy of the system because the Hartree 
Fock method fail to describe the electronic correlation. 
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2.3     Density  functional approach 
 
2.3.1    Electron  density function 
 
The key quantity in DFT is the electron density : 





ρ(r) is the probability to find one of N electrons within the dr volume element. The ρ(r) function 
has only four variables (three spatial and the spin), it integrates to the total number of electrons 




2.3.2      The  Thomas Fermi  model 
 
Using the kinetic energy of the uniform electron gas, Thomas and Fermi proposed the kinetic 
energy functional : 
T [ρ(r)] =   
3 






In the case of one atom with nuclei charge Z , the total atom energy in equation (2.4) can now 
be expressed as a function of the electron density: 
 
E = T + V + V =   
3 























2.3.3  Hohenberg  and Kohn  theorems 
|r − r1| 
drdr1 
 
The Hohenberg and Kohn theorems [69] relate to any system of electrons moving in an external 
potential Vext(r).  They are as follows:   First Hohenberg and Kohn theorem  ”The external 
potential Vext(r), and hence the total energy, is uniquely determined by the electron density 
ρ(r)” [69]. Equation (2.4) can be rewrite as functional of ρ(r) : 
Ee[ρ] = VN −e[ρ] + Te[ρ] + Ve−e[ρ] = ρ(r)Vextdr + FH −K [ρ] (2.17) 
Where FH −K [ρ] = Te[ρ] + Ve−e[ρ] is an universal function that depends only on the number 
of electrons and not on the external potential Vext  of nuclei. The major problem is that the 
FH −K has two terms, one for kinetic energy of electrons and one for electron-electron interaction 




2|r − r1| 
+ EN on−classical  = J [ρ] + EN on−classical  (2.18) 
Where the first terms is the classical interaction energy, the second term represents all the 
others non-classical effect. 
Second Hohenberg and Kohn theorem : ”The functional FH −K (ρ) delivers the true ground 
state density and ground state energy of the system if and only if the input density is the true 
ground state density.” In others words, the second theorem is nothing more than the variational 
2.4. EXCHANGE-CORRELATION  ENERGY 31 
 
principle :  the density that minimizes the total energy E0  is the exact ground state density 
. The two Hohenberg and Kohn theorems give us an efficient tool to find the ground state of 
many body system. 








2.3.4      Kohn  Sham Equation 
 
The main challenge is to find the best form of FH −K , in other words, the form of Te  and 
Enon−classical . Kohn and Sham [69] proposed the following expression for the kinetic energy and 
the density functional: 
1 













Where φi  is the orbital wave function for non-interacting system. Thus, the FH −K  functional 
is now written as : 
FH −K [ρ] = TS [ρ] + J [ρ] + EX C [ρ] (2.21) 
where J  is the classical term of electrons interactions (defined in equation (2.18), the EX C 
exchange and correlation energy represents all the unknown terms : 
EX C [ρ] = TS [ρ] − Te[ρ] + Ve−e[ρ] − J [ρ] (2.22) 
By substituting these terms in equation (2.17) we obtain the following  expression for the system 
total energy : 
Ee[ρ] = TS [ρ] + J [ρ] + EX C [ρ] + VN −e[ρ] (2.23) 
1  N  N  N
 
Ee(ρ) = − 2 




|r − r1| 
 
+ EX C [ρ] 
i=1 i=1 j>i  
1  N  M
 (2.24) 
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Here only EX C , the exchange and correlation energy, is unknown and its explicit form is the 
main challenge in DFT. Using VX C  =  δEX C and the normalization constraint < φi|φj  >= δij  , 
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∇
 
+ Vs φi  = Eiφi (2.25) 
 








dr2 + VX C − 
)
 
|r1 − r2| a=1  |ri − Ra| 
 
Note that  the solution of equation (2.25) have no physical significance, except the highest 
occupied orbital (HOMO) which is equal to the the opposite of the ionization energy. The Kohn 
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2.4     Exchange-correlation  energy 
 
As presented in the previous section, EX C  is unknown and needs approximations. In this sec- 
tion, two of them will be presented:  the Local Density Approximation (LDA) and Generalized 
Gradient Approximation (GGA). 
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Figure  2.1:  Self-consistency scheme:   from  an  initial guessed  V:in, we solve the  Kohn  Sham 
equations.   Then,   we find  the  electron   density  functional.   Afterwards, Veœt, Vxc  and  the 
coulomb  potential of electron  are  recalculated to compose  V:out. If V:out  = V:in the  problem  is 
solved, if not,  an  other  new V:in will be introduced in function of V:out and  V:in then  restart a 
new iteration. 





2.4.1    The  local density approximation (LDA) 
 
The local density approximation is the simplest method and also the origin of all DFT methods. 
This method considers the system as a system of free electrons moving in a positive background 
of nuclei. So the EX C  energy can be written as : 
EX C [ρ] = EX C (ρ)ρ(r)dr  (2.26) 
Where EX C  is the the exchange-correlation  energy per particle of an uniform electron gas of 
density ρ(r). EX C  can be expressed in 2 terms: 
 
3 







+ EC (2.27) 
 
The first terms is the exchange energy of an electron in an uniform electron gas, derived by 
Bloch and Dirac[70]. The second term is unknown, but could be estimated using Monte-Carlo 
simulations of the homogeneous electron  gas [Alder, P-B [71] ]. 
LDA has an accuracy of typically 10-20 % in the calculation of ionization energies of atoms, 
dissociation  energies of molecules and cohesive energies. However, it gives a very good accuracy 
of bond lengths of molecules and solids (less than 2% ).  LDA can not be applied in systems 
where the electron-electron interaction effect is dominant (for example in heavy fermions). 
 
 
2.4.2    The  generalized gradient approximation (GGA) 
 
The generalized gradient approximation is a method approximating the exchange-correlation 
energy not only as a functional of the electron density but as a functional of its gradient. In 
this purpose, the EX C  is rewritten as: 
 
X C   (ρα, ρβ ) = f (ρα, ρβ , ∇ρα, ∇ρβ )dr (2.28) 
 
In this framework, a simple Taylor expansion, tested in the early 70s by Sham and Herman et 
al [72], appears disappointing and give even less satisfactory results than those obtained with 
LDA. Since, significant progresses have been made and have allowed to determine functions 
satisfying a large number of the criteria audited by the EX C (ρ) functional.  The first GGA 
functional was proposed  in 1986 by Becke[73], then Perdew and Wang [74] for the exchange 
(designated PW86) and Perdew (P)[74] for the correlations.  Besides the later, the most popular 
ones are those of Becke (B) [73] for the exchange energy, Lee, Yang and Parr (LYP) [75] for the 
correlation energy, and the functional PW91 of Perdew and Wang [76] for the exchange and 
correlation energy. The functional developed by Perdew, Burke and Ernzerhof (PBE) [16] and 
its successor (RPBE)[77] are also among the most popular GGA functional at present.  Most of 
these functional contain a GGA functional or more parameters which derived from experimental 
measurements.  Recently the meta GGA method, containing the second derivative of ρ, was 
developed. Filatov et Thiel (1998) [78] build a functional whose performance is comparable in 
terms of quality to those provided by the best GGA functional, but costing twice the GGA 
computational time. Until now, none of such functional is widely used. 
 
 
2.4.3    Hybrid functional 
 
In another approach, many hybrid functionals  were proposed by mixing the previous methods. 
The first method was proposed by A. Becke [79]: 
 
EB3P W 91








P W 91 
X C = EX C    + a(EX − EX ) + b∆EX + c∆EC (2.29) 
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Where a =0.20,b=0.72,c=0.81  are fitted parameters. ∆EB88 [80] is B88 gradient correction and 
C [76] is the PW91 gradient correction. Since then, more complex formulations were 
developed, and the most popular functional is the B3LYP[81] suggested by Stevens et al : 
 
EB3LY P
 LDA H −F B
 LDA LY P 
X C = (1 − a)EX + aEX + bEX  + (1 − c)EC + cEC (2.30) 
 
The B3LYP functional uses three fitted parameters a,b,c which control the contribution of 
LDA, H-F and B ([73]) for exchange energy and LYP [75] and LDA for the correlation part. 
The use of GGA and hybrid approximations  reduces errors of atomization energies 2 -3 times 
with respect to the LDA approximations. Thus, GGA and GGA hybrid functional are more 




2.5     Van der Waals dispersion 
 
Standard DFT  exchange  correlation functionals do not include the Van Der Waals forces. 
These latter  are very important  in weak bonded materials or in the framework of the ad- 
sorption/desorption of molecules on surfaces. Discovered since a long time, the dispersion 
interaction, originating from the instantaneous interaction between dipoles induced by charge 
fluctuations, decreases with a 1/r6  decay. As the main interest of this work is the study of the 
effect of adsorption of ligands on metallic surfaces, I have evaluated and compared the advan- 
tage and inconvenient of two popular methods which take into account the vdW dispersion : 
the DFT Grimme D2 correction and vdW-DF functional. In the following section, the essential 
details of these two methods are presented. 
 
 
2.5.1      Including  empirical  corrections DFT-D 
 
One of the simplest way to take  into account  the vdW interactions consists in adding an 
empirical correction to the DFT total energy. The method of Grimme  [13] proposes the following 
form for the dispersion energy : 
 
M −1  M C ij 
Edisp  = −S6  
) ) 
    6  
 
 
damp (Rij ) (2.31) 
i j>i 
 
where S6 is a global factor depending on the functional (for PBE, S6 = 0.75), M is the number 
of atoms, C ij is the couple interaction between atom i and atom j.  Rij  is the distance between 
atom i and atom j. fdamp  is the damping function decreasing with the inter-atomics distance. 
The version used in this work was DFT Grimme D2 [13], in which fdamp  have the following 
form : 
fdamp(Rij ) = 
1 





where d is a damping parameter, Rij  the distance between the atoms i and j and R0  the Van 
der Waals radius of atom i. The C ij factor for 2 atoms of the same type is derived from dipole 





C i C j 
 
 
The C6 factor and R0  of all elements used in this works are given in table (2.1). Note that all 
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elements from Zn to Cr (for which Co and Ni belong to) take the same average value. 
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Element O C N H P Co Ni 
C6  [J nm6  mol−1] 0.70 1.75 1.23 0.14 7.84 10.8 10.8 
R0[ ˚ 1.342 1.452 1.397 1.101 1.705 1.562 1.562 
 
Table 2.1: C6 coefficients and Van der Waals radii R0 used in the DFT-D2 method[13] 
 
 
2.5.2      Non Local dispersion density functional  (vdW-DF) 
 
Originally proposed by Langreth and Lundqvist and co-workers [14], this method consists in 
adding a non- local correction to the EX C  term which was calculated by the LDA and the GGA 
methods : 
EX C  = EGGA
 GGA/LDA nl 
 
 
The non-local part Enl  has the form: 




Enl    Re[T r(ln(E−1 ∇E∇G))] (2.34) 
0 2π 
 
where G is the Coulomb Green’s function, E is the dielectric function,u is wave number. Several 
proposed versions of the method were developed from the original vdW-DF such as optPBE- 
vdW, optB88-vdW, and optB86b-vdW [82]. 
 
 
2.6     DFT in periodical system 
 
In this section, the basic aspects of the DFT calculations with periodic boundary conditions 
used in work is presented. 
 
 
2.6.1    Plane Wave basis 
 
In general, Kohn-Sham equations (equations 2.25) can be solved by developing the ψi  orbitals 
on set of adequate orthogonal  basis functions φj . 





The problem now reduces to the diagonalization oh the Kohn Sham Hamiltonian HK S .  The 
choice of orthogonal basis sets is really convenient. There are two types of popular basis sets 
: plane waves and localized orbitals. The localized basis sets are particularly used in quantum 
chemistry. These basis sets use localized  functions in real space, which are centered on the 
atoms. Many basis sets have been developed to ensure a fast convergence.  The most common 
ones are the linear combination of atomic orbitals (LCAO). This approach is adapted to the 
study of small and non-periodical  systems such as atoms or molecules.  The plane wave basis 
sets, widely used in solid state physics, are well adapted to study periodical systems. These 
bases are easily linked to the Fourier transform, allowing the use of fast transform algorithms. 
In the following paragraph, I will focus on the plane wave basis set which is implemented in 
the VASP code that I used in all my calculations. A plane wave basis is defined by a set of 
wave vectors G 





here V is the crystal volume. For the periodic systems, the Bloch theorem allows to write the 
Kohn-Sham orbitals ψi  as: 
 ψn,k = un,k(r)eik.r (2.37) 




where un, k(r)  is a periodic function with the same periodicity as the crystal, k is a vector 
of real numbers in the first Brillouin  zone, n is band index.  un, k(r)  can be decomposed  in 
Fourier series on the basis of plane waves in reciprocal lattice , which leads to the following 





The Kohn Sham equations now written in reciprocal space: 
 
) 1    2 1 1 
2 
|k + G| δ(G, G ) + V s(G − G )Ci,k+G   = EiCi,k+G (2.39) 
G 
 
The first term are diagonalized, and the second term can be obtained  by simple Fourier trans- 
formation.  It is very simple for any calculation on both real space and reciprocal space. In 
general, computed quantities can only be exact in an infinity basic set of wave numbers G. In 
practical computation, the convergence quality can be controlled  by imposing an cut-off energy 





2.6.2  Pseudopotentials 




≤ Ecut−of f (2.40) 
 
The Schro¨dinger equation can be simplified if we divide electrons in two groups: valence elec- 
trons and core electrons. The electrons in the inner shells are strongly attached to the nuclei 
and are not involved in the chemical bonding of atoms. In the framework of a pseudopotential, 
only the chemically active valence electrons are dealt with explicitly, while the core electrons are 
pre-calculated in an atomic environment and kept ’frozen’. Several pseudopotential  methods 
were proposed including, among others, the norm-conserving pseudopotentials, the ultra-soft 
pseudopotentials and the PAW (Projector augmented wave) potentials used in my calculation 
(PAW are implemented  in VASP[83]). The PAW method contains the numerical advantages of 
pseudopotential calculations while retaining the physics of all-electron calculations, including 
the correct nodal behavior of the valence-electron wave functions . 
 
 
2.7    Conclusion 
 
I have presented in this chapter the formalism of periodic Density Functional Theory.  The 
computational cost of such methods is cheaper compared to traditional methods based on the 
wave function. The choice of the functional, parameters and the way to control the errors will 
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The ultimate goal of this work is to model the interaction between the metallic surfaces 
(Co, Ni) and the adsorbed molecule (ligand). For the beginning, it is necessary to investigate 
the reference systems, i.e. the metallic surface and the isolated ligand, then to compare with 
the system of the surface and the ligand in interaction. In this chapter, I would like not only 
to present the simulation details employed for the metallic surface, but also to describe the 



















methodology  used to take into account the effects the van der Waals (vdW) dispersion inter- 
actions and finally give our final choices of parameters and functionals for further calculations. 
Unlike for the molecule/surface interactions, for which the vdW dispersion interactions must be 
taken into account, the presence of vdW interactions in metallic systems is a subject of debate 
[12]. In this work, I investigate the efficiency of two popular dispersion functionals: the DFTD 
method [13] and the opt86B functional [14], [15] and compare them to the PBE functional [16] 
where no vdW dispersion interactions are taken into account. 
I have concentrated firstly on metallic systems: I started by the isolated atoms of Co and of 
Ni in vacuum. Then, I optimized their crystalline structure and finally I built models of their 
crystalline surfaces. The physical properties deduced from these models have been compared to 
experimental results and others existing calculations in the literature to get the best parameters 
for the next step. All of the DFT calculations  have been performed using the VASP package 
[17, 18, 19, 20], a DFT  code for periodical systems. The bulk systems have been used to 
optimize the convergence of the calculations with respect to the cut-off energy, the smearing 
and the number of k-points in the first Brillouin zone. 
 
 
3.2    Preliminary calculations 
 
We expect to model the interaction between the metallic surface and the molecule. An 
energy difference of some decades of meV is essential, this is the reason why we wish to get 
bulk and surface energies with an error of less than a few meV. The three most important 
parameters to be optimized at first are the number of k-points in the first Brillouin zone, the 
cutoff energy and the smearing. We use the primitive cell of each metal for the calculations 
because of its simplicity and the short computing time.  The Co bulk crystalline structure is 
the hexagonal compact (HCP) structure. The primitive cell is modeled by a cell of 2 atoms in a 
tetrahedral box (figure 3.1 (c)) with the three lattice vectors  a, b, c with the following formula: 
 
 
 a  
 
1 0 0 
  
√ 
a × i  
  b  =  − 1    3 2 
  a × j  (3.1) 




where  i, j,  k are the unitary orthogonal vectors in space. 
The Ni metal crystallizes in the face centered cubic (FCC) structure.  The primitive cell for 
Ni is a triclinic  cell with one atom (figure 3.1 (a)).  Its lattice vectors were defined using the 
following formula:  
 a  
 
2 2 0 
 
 a × i  
  b  =  1 1 2    a × j  (3.2) 




3.2.1    The  number  of k-points 
 
The number of k-points in the first Brillouin zone has a great influence on the accuracy and 
also the computation time. The wave-functions in reciprocal  space are defined with an infinite 
number of k-points. In numerical calculations, the infinity  number is impossible,  so we must 
 approximate the electron density by using a limited number of k-points. Therefore we generate 
a grid of k-points in the reciprocal  space. In this work, I use only the method of Monkhorst- 
Pack (MP)[84] to get a grid of special k-points of high symmetry (except for the case of the 
calculation of the band structure for which a selected path in k-space is used). In the case that 
the dimension of the simulation  cells is large, such as for the isolated atom, the approximation of 
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Figure 3.1: Primitive and unity cells of HCP and FCC structures. (a) triclinic cell of Ni, (b) 
FCC primitive cell in the unit cell, (c) tetragonal primitive cell of Co, (d) HCP primitive cell 




Figure 3.2: Left:  Co primitive cell energy  as a function of the k-points number. Right:  Ni 
primitive cell energy  as a function of the k-points number. 
 
 
the Γ point gives reasonable results for acceptable computation  time. However, the calculations 
of the metal bulk and surface require a suitable number of points in the reciprocal to get a 
good representation  of the electronic structure. In order to get the most accurate results for 
the lowest computational time, it is necessary to optimize the number of k-points. Figure 3.2 
represents the dependency of the total energy of the primitive cell of Co and Ni as a function 
of the k-points grid . The calculations  were performed with a smearing σ = 0.01 and a cutoff 
energy of 600 eV for Ni and 650 eV for Co. It is clearly showed in these figures that the total 
energy exhibits large fluctuations with a small k-points grid and then converges with a large 
number of k-points. In order to get results with a maximum error of 1 meV on the total energy 
per atom, the truncated error generated by the limited number of k-points can not exceed 0.5 
eV. So the optimal number of k-points for the bulk calculations is 19x19x19 in the case of Ni 
and 21x21x21 in the case of Co. 
 
 
3.2.2    Cutoff  energy 
 
As showed in the previous chapter, in general, the computed quantities can only be exact in 
an infinite basis of wave vectors G.  In practical computations, the convergent quality can be 
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controlled by imposing a cutoff energy Ecutoff  that truncates the sum over the G vectors. Only 
the wave vectors G that satisfy the following condition will be taken into account: 
|k + G|2  ≤ Ecutoff  (3.3) 




Figure 3.3: Ni (left) and Co (right) cell energy  as a function of the cutoff energy. 
 
also the computation time. A compromise between the two must be found. VASP recommends a 
cutoff energy of 400 eV for both Co and Ni with an accuracy on the total energy per atom of 
about 10 meV. To obtain the limited 1 meV error we expect,  we must optimize this cutoff 
energy. Figure 3.3 shows the variation of the total energy of a primitive cell of Ni with 1 atom. 
The fluctuations are in the limit  of 1 meV from Ecutoff   = 600eV  - shows the variation of the 
total energy of a primitive cell of Co with 2 atoms. The fluctuations are in the limit of 1 eV per 
atom from Ecutoff   = 650eV  . The two calculations  were performed with an optimized k-point 
grid. So, in all following metallic calculations in this chapter, we will use Ecutoff   = 600eV  for 
Ni and Ecutoff  = 650eV  for Co. 
 
 
3.2.3    Smearing 
 
Figures 3.4 shows the variation of the total energy  as a function of the smearing value σ for 
the Co and Ni cells, respectively, using the PBE functional. We find that the total energy is 
converged with an error of 1 meV at σ = 0.2 eV but a more accurate convergence of 0.1 meV 
can be reached for a value of σ = 0.05 eV. We chose the conservative value of σ = 0.01 eV for 





Figure 3.4: Co (left) and Ni (right) cell energy  as a function of the smearing σ. 
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3.3    Bulk properties 
 
In this section, I present our studies on the equilibrium bulk structure and the magnetic 
properties. The structural parameters must be evaluated with a good accuracy since they will 
serve as basis for all the following studies carried out on the surface and adsorption properties. 
Additionally, the bulk equilibrium structure has been thoroughly studied both experimentally 




3.3.1    State  equation 
 
The equilibrium bulk structure is the one that minimizes the total energy with respect to the 
unit cell volume. The total energy of the system depends on the unit cell volume following the 
Murnaghan equation: 
 
 B E(V ) = E(V0) + B1  
× (1 V /V )
B  −1 
+ V0 B1 − 1 
1 − V /V0 
\
 




where E(V0) is the minimum energy of the system corresponding to unit cell volume V0 of the 








and B’ is the pressure derivative of the bulk modulus at zero pressure and zero temperature: 
 
 ∂ B1(T , V ) = 
∂V 











From the knowledge of the minimum energy E(V0), one can obtain the cohesive energy E0 
which is the energy required to break the atoms of the solid into isolated atomic species.  The 






− Eatom  (3.7) 
 
where Eatom   is energy of an isolated atom, N is the number of atom in the primitive cell. It 




3.3.2    Isolated Atom 
 
For the calculation of isolated atoms, we use a large super-cell of 18 A˚x 19 A˚x 20 A˚so that 
the atom does not interact with its periodic image. The calculations are performed with the γ 
point only for the mesh of the first Brillouin zone. For consistency, the energy of the isolated 
atom should be calculated in the same conditions  of cutoff energy and smearing than the ones 
used for the bulk calculations: σ = 0.01 eV and Ecutoff   = 600 eV for Ni and 650 eV for Co. 
The calculated energies of isolated Co an Ni are given in Tab. 3.1 for different Exc  functionals. 
Note that in DFT with pseudo-potentials the values of the isolated atom energy has no physical 
meaning. These calculations  will serve only in order to compute cohesive energies and work 
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functions. 
3.3.  BULK PROPERTIES 43  
2a2 4a0 a2 
 
 
Functional PBE/PBE+DFTD opt86B 
Co -1.696 eV 0.241 eV 
Ni -0.812 eV 1.543 eV 
 
Table 3.1: Energies of isolated atoms. The size of the box is larger than the cutoff distance of 
the Grimme dispersion term so that PBE and PBE+DFTD  give the same results. 
 
 
3.3.3    Cohesive energy and structural  parameters 
 
The Murnagan equation (Eq 3.4) of solid state is complex to use and, for small variations of 
unit cell volume, can be approximated  to an order 2 polynomial function with a good accuracy 
around the minimum energy volume V0: 
E(V ) = a0 + a1V + a2V 2 (3.8) 
By fitting  the result with this function, one obtains the bulk modulus B, the equilibrium cell 
a2
 
volume V0 =  −a1 and the minimum energy of the system E0 =      1    . 
 
 
3.3.3.1    Case of Ni 
 
Ni has a FCC structure and the three lattice vectors have the same norm a.  The lattice 





Figure 3.5: Cell energy as a function of the primitive cell volume for Ni with the PBE functional. 
The results of the fit are given in the inset: lattice parameter a, bulk modulus B and cohesive 
energy (before isolated atom correction). 
 
 
parameter, the agreement between the three methods and experiments are very good: +0.14 
% for PBE, -0.74% for Opt86B and -1.59% for DFTD. The bulk modulus is estimated with 
a reasonable error for PBE (+4.82%), but a larger one for DFTD  (+17.74%) and Opt86B 
(+12.36%). The optimized cohesive energy gives a considerable error around +9.68% for PBE, 
-20.49% for Opt86B and -14.41 % for DFTD. Finally, the magnetic moment per atom is found 
in very good agreement with the experimental value for all functionals. 
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Functional a [ ˚ B [GPa] E0  [eV] magnetic moment [µB /at.] 
PBE 3.525 195 -4.87 0.65 
PBE+DFTD 3.464 219 -5.35 0.59 
Opt86B 3.494 209 -5.08 0.58 
Experimental [22] 3.52 186 -4.44 0.61 
 
Table 3.2: Lattice parameter a, bulk modulus B, cohesive energy and atomic magnetic moment 
for Ni with different functionals. 
 
 
3.3.3.2    Case of Co 
 
Cobalt has a HCP symmetry and 2 cell parameters to optimize : a and c/a.  The equilibrium 
lattice parameters  are the ones  that  minimize the energy of the  unit  cell at each  volume. 
Therefore, only the the unit cell with the smallest energy among all the unit cells with the 
same volume must be used to fit the equation of state. These corresponds to the red points 
in Figure 3.6.  The results of the fit are shown in Table 3.3.  For the lattice parameter a, 
the agreement with experimental data is very good for the three methods: -0.36 % for PBE, 
-1.12% for Opt86B and -1.48% for DFTD. The bulk modulus is obtained with a fairly good 
agreement with experiments : +5.23% for PBE, +10.47% for DFTD and +8.90% for Opt86B. 
The optimized cohesive energy gives a considerable error around -19.16% for PBE, -22.03% for 
Opt86B and -29.74 % for DFTD. Note that the atomic magnetic moment are computed with 







Figure 3.6: Energy of the Co primitive cell as a function of the lattice parameters (left) and of 
the volume cell (right).  Only the red points are taken into account in the fitting curve. 
 
 
Functional a [ ˚ c/a B [GPa] E0[eV] magnetic moment [µB /at.] 
PBE 2.491 1.625 201 -5.41 1.61 
PBE+DFTD 2.463 1.600 211 -5.89 1.55 
Opt86B 2.472 1.616 208 -5.54 1.56 
Experimental [22] 2.50 1.623 191 -4.39 1.72 
 
Table 3.3: Lattice parameters a and c/a, bulk modulus B, cohesive energy E0  and magnetic 
moment of Cobalt with different functionals. 




3.3.4    Summary 
 
In summary, the two optimized lattice parameters of these two metals are computed with a 
very good accuracy. All of the functionals give values with an error of less than 2%. Among 
the three functionals, the ordering of the lattice parameter is: 
 
aP BE  > aopt86B  > aP BE+DF T D 
 
The estimated value for the bulk modulus is acceptable with an error around 5-10 % depending 
on the method. All methods overestimate the value of B, and the same ordering as the one 
observed for the lattice parameters is found: 
 
BP BE  > Bopt86B  > BP BE+DF T D 
 
However the estimation of the cohesive energy exhibits an error greater than 10%. All methods 
overestimate the value of E0  and have also the same ordering: 
|EP BE
  opt86B 
 
P BE+DF T D 
0 | > |E0 | > |E0 | 
 
In all cases, the PBE functional gives the best agreement to experimental results. Taking into 
account the van der Waals dispersion for the calculation of bulk Co and Ni do not present any 
improvement with respect to PBE. A thorough study carried out on several metals (Al, Cu, 
Fe, Au, Co and Ni) [12] lead to the same conclusion. 
 
 
3.4    Surface optimization and choice of vdW  dispersion 
 
In this section, I would like to present the conditions  used to model the surface properties. 
In the progress of optimization and comparing the computed quantities with the experimental 
results, I will also explain the choice of the vdW dispersion in our surface calculations. 
 
 
3.4.1    Surface models 
 
All our models are built using periodical boundary conditions. The model cell will be a large 
cell with  many successive  layers of metal (slab) and will  respect the symmetry, periodicity 
and the orientation of the studied surface. The slab must be thick enough to represent the 
bulk properties of the materials. The periodicity of the 2 directions parallel to the studying 
surface generate a surface infinite ensure to product good surface properties of metal in the slab 
center. However, in the direction perpendicular to the studied surface, a vacuum is introduced 
to generate the free surface. In order to prevent interactions between the surface and the image 
slab, a large enough distance between the slab and its image must be chosen. Therefore,  there 
are two  parameters to optimize in slab simulations: the  number of layers and the vacuum 
distance. The initial structure of the slab is the bulk geometry. By introducing vacuum in the 
direction perpendicular to the studied crystalline surface, one creates two identical surfaces. It 
is necessary to model a slab with a sufficiently large number of layers to ensure the convergence 
of the surface energy and to reproduce the bulk structure in the center of the slab. To compute 
the surface energy, two different methods of slab construction can bu used, presented in Fig. 
3.7: the ”symmetric” and ”asymmetric” configurations. These configurations  are built in the 
aim of modeling an infinite number of layers. In the symmetric configuration, the atoms at the 
center of the slab are kept fixed at the positions of the bulk and the atoms of all other layers 
are free to relax. This way, the model exhibits two identical surfaces.  The energy needed to 
create one surface is given by: 
 
surf  =  lim 
 
1 
(Eslab − n × Eb) (3.9) 
n→∞ 2 
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Figure 3.7: Top: Symmetric configuration. Bottom: asymmetric configuration of a slab. 
 
 
where Eslab  is the energy of the slab after relaxation, n is the number of layers in the slab and 
Eb  is the energy of one layer in the bulk. Thus, the surface energy is: 
 
surf /A (3.10) 
 
where A is the surface area of the studied surface. It is necessary to study the convergence of 
γ as the function of the number of layers in the slab. In order to do that, one usually performs 
a linear fit of the total energy of the slab as a function of n: 
Eslab(n) = 2E
sym  + nEb (3.11) 
In the asymmetric configuration (Fig.  3.7), the atoms of some layers on one side of the slab 
are kept fixed at their positions in the bulk.  Only the atoms belonging to the layers close to 
the surface are free to relax. This way, the two surfaces are not equivalent, one will be relaxed 





slab =  2Esurf  + nEb 
Er r ur
 




where Eur r slab are the unrelaxed and relaxed slab energies, respectively  and E
ur and 
surf  are the unrelaxed and relaxed surface energies, respectively. So one obtains the relaxed 









surf    = Eslab − 2 
(Eslab + nEb) (3.12) 
 
 
surf  /A (3.13) 
 
In the following, We chose the symmetric configuration to compute the surface energies. Due 
to difference in kpoints number in the z direction, the value of Eb  is not given by the bulk value 
but a linear fit of slab energy as functions  of the number layer. We note that the linear fits give 
the same value for the Eb  as the bulk value derived from the cohesive energy with an error of 
less than 1 meV. Therefore, the cohesive energy was used to compute γ. The relaxation of the 
surface is described by the variation of the interlayer distances: 
di,i+1 − dbulk ∆di,i+1  =  bulk 
i,i+1 
× 100% (3.14) 
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where di,i+1  is the distance between the layer i and the successive layer i + 1, compared to that 
found in the bulk. As stated before, the slab must be chosen with a number of layers sufficient 
so that ∆di,i+1  = 0 in the center of the slab. 
A solid surface is also defined by its work function which is the energy necessary to extract 
one electron from the surface to the vacuum. The work function Φ is calculated as: 
Φ = Φ∞ − Ef (3.15) 
 
where Φ∞ is the electrostatic potential in the vacuum, Ef   is the Fermi level of the metallic 
surface. Φ∞ can be obtained from DFT  calculations by plotting  the electrostatic potential 
in the direction perpendicular to the studied surface. The electrostatic potential exhibits a 
plateau in the vacuum which height gives the value of Φ∞. 
 
 
3.4.2    Preliminary calculations of Co(0001) and Ni(111) surfaces 
 
The most stable surfaces of each metal (Co(0001) and Ni(111)) have been chosen in order 
to test the parameters that  will  be used hereafter for all the surface simulations.  In these 
calculations,  we chose the symmetric configuration for the surface models for its its simplicity 
in convergence conditions. 
In the following and for all surface calculations, the z-direction will always be defined  as 
the direction perpendicular to the studied surface. For the Co(0001)  surface, each layer of Co 
contains a single atom and is replicated in the surface by two lattice vectors (v1,v2) and by v3 
in the z-direction.  
v1   
 
1 0 0 
√ 
  
a i  
 v2  =  −1/2    3 0   a j  (3.16) 
v3 0 0 1/2 c k 
 
where a and c are the lattice parameters of Co and i, j, k are the orthogonal unit vectors in the 
space. The position of each atom of Co is given by equation 3.17: 
 
p1  
 p2  
 
1/3   2/3 1/2 
 2/3   1/3 1 
 




=  ... 
 
v2
 (3.17)       
 
p2n−1  







2/3   1/3 n 
 
where n is a positive integer. v1, v2, v3 are the replication vectors of the surface given by Eq. 
3.16. For the Ni(111) surface, each layer of Ni contains a single atom and is replicated in the 
surface by two lattice vectors (v1,v2) and by v3 in the z-direction. 
 
v1   
 √ 
2 0 0 
  
a i  
 v2 
√ 
=      2 
4 
√ 
   6  
4 
  (3.18) 
v3  0 0 
√
3 a k 
 
where a is the lattice parameter of Ni, i, j, k are the orthogonal unit vectors in the space. The 
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where n is a positive integer. v1, v2, v3 are the replication vectors of the surface given by Eq. 
3.18. 
To ensure the accuracy of all the calculated energies within an error of 1 meV per atom, all 
the calculations bulk and surfaces have been performed  in the same conditions  of cutoff energy 
(650 eV for Co, 600 eV for Ni) and of k-points grid (21 x 21 x 21 for the Co primitive cell, 19 
x 19 x 19 for the Ni primitive cell). The smearing parameter σ was fixed at to 0.01 eV. The 
energy difference between the 2 last electronic iteration is below 1 10−6 eV and the ions are 
relaxed until forces are less than 0.01 [eV/A˚]. Tests of convergence were performed with the 





Figure 3.8: Total energy of 7 Co layers (top) and 7 Ni layers (bottom) as a function of the 




First, we wish to optimize the vacuum distance. We set up the surface model with 7 layers 
of metal (Co and Ni) where 1 fixed layer in the center of the slab and 3 free layers on each side. 
The number of vacuum layers has then been increased from 1 to 12 to test the convergence of 
the total energy of the system. The total energies  as a function of vacuum size are shown in 
Figure 3.8 for Co and Ni. 
It is clearly shown that from 3 vacuum layers of Co (about 6 A˚between top layers and the 
bottom layer of next images), the fluctuations of the total energy are smaller than 0.2 meV. For 
Ni, the cell energy is converged, since the fluctuations are less than 0.2 meV, when the number 
of vacuum layers is greater than 8 (about 16 A˚). For an error of approx 1 meV per atom on 
the total energy, 3 vacuum layers for Co and 3 vacuum layers for Ni would be sufficient. Once 
the size of the vacuum  needed for the surface calculations  has been optimized, it is necessary 
to evaluate the convergence of the surface properties with the number of layers included in the 
slab. The simulation cell in the z-direction was fixed at 30 layers for Co and Ni in order to 
ensure that the vacuum distance is at least of 8 layers. Figure 3.9 shows the surface energies of 
Co and Ni, computed  as in Eq. 3.10, as a function of the number of atomic layers in the slabs. . 
The surface energies of Co and Ni fluctuate with the number of layers. The fluctuations limit of 
0.5 meV/A˚2  can be obtained  from 15 layers of Co and Ni. However, for maximum fluctuations 
of ≈ 1 mev/A˚2, 6 layers for Co and 7 for Ni could be used. 





Figure 3.9: Surface energy of Co(0001) (left) and Ni(111) (right) as a function of the number 
of layers calculated with the PBE functional. 
 
 
3.4.3  Surface properties of Co(0001) and Ni(111) with  vdW  disper- 
sion 
 
Comparing properties of surface such as surface  energy, interlayer distances,  surface work- 
function and the magnetization are the best way to see  the efficient  of the vdW dispersion 
on surface calculation.  For this  comparison,   we chose the parameters that  ensure the best 
convergence, as defined in the previous section (8 layers of vacuum and 15 layers of metal). The 
surface energies of Co(0001) and Ni(111) computed this way for the three different methods, 
PBE, DFTD  and Opt86B, are shown in Table 3.4.  For both Co (0001) and Ni(111), the 
functional opt86B gives the closest value to experimental  surface energy (0.94% for Co and 
5.02 % for Ni).  While PBE underestimated  surface energy +16.74 % for Co, -21.63% for Ni. 
DFTD overestimated the surface energy 17.4% for Co and +13.14% for Ni. Taking into account 
dispersion  forces decreases the lattice parameter, therefore the surface area also decreased, the 
cohesive energy (in absolute value) are increased. Thus, surface energy observed in dispersion 
corrected DFT greater than PBE can be explained  by bulk properties. In the middle of the 
 
 PBE Opt86B DFTD Experimental [22] 
γ(Co(0001)) [eV/ ˚ 0.132 0.160 0.186 0.159 
γ(Ni(111))) [eV/ ˚ 0.119 0.146 0.173 0.153 
 
Table 3.4: surface energy of Co (0001) and Ni(111) calculated by different functionals. 
 
 
slabs, the interlayer distance should converge to its value in the bulk. In Figs. 3.10, the deviation 
of the interlayer distances ∆dij  as defined  in Eq. 3.14 are presented for the two systems and 
for the three functionals. One can notice that the interlayer distances converge to their bulk 
values for Ni(111) whatever the calculation method used. For Co(0001), the interlayer distances 
converge to the bulk value in the middle of the slab with an uncertainty of less than ± 1%. It is 
interesting to notice that the surface relaxations,  measured by the ∆d12  and ∆d23  deviations of 
the interlayer distances, can be very different from one method to the other for a given metal. 
These surface relaxations are reported in Tab. 3.5. Some experimental  studies in the literature 
have shown that for most of the fcc metals, the surface relaxation is inward, i.e. the distance 
between the two topmost atomic layers decreases when compared  to this distance in the bulk. 
Since experimental  values are difficult to obtain with a reasonable uncertainty, the prediction 
of this opposite behavior could be considered  to evaluate the performance of the dispersion 
corrected approaches. The Ni(111) surface shows experimentally  an inward relaxation, which 
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 is reproduced  by the three methods. However, the optB86b value  (–1.31%) agrees  better 
with the –1.2%±1.2% estimated by Lahtinen et al [85]. For the Co(0001) surface, all methods 
reproduce the inward relaxation. For the two metals, the agreement with experiment is difficult 
to evaluate because of the dispersion of the experimental values. Globally, we note that for the 
∆d12  variation, the PBE and optB86b functional show the same trends whereas DFT-D2 has 
a different behavior. 
 
surfaces Deviation PBE DFTD  opt86B experimental 
Co(0001) ∆d12 
∆d23 
-3.24 -1.18 -2.81 -2.1±1.3 [85] 
+1.41 +2.02 +2.30 +1.3 [85] 
Ni (111) ∆d12 
∆d23 
-0.82 -0.11 -1.31 +1.2±1.2 [85] 
+0.14 -0.05 -0.35 ? 
 
Table 3.5: Calculated and experimental deviation of the interlayer distances ∆d12, ∆d23, and 






Figure 3.10: Deviation of the calculated interlayer distances from the interlayer distance in the 
bulk (in % ). 
 
 
For Co(0001) and Ni(111), the magnetic moment of atoms belonging to the different layers 
shows a similar variation for the three methods (Fig.  3.11). The green line are experimental 
values of the magnetic moment in the bulk. We can see that the two dispersion methods give 
good results for Ni(111) (less than 2 % error) while PBE overestimates the magnetic moment 
of around 8.2%. On the contrary, all the three methods give bad values for bulk Co: They all 
underestimate the value of the Co magnetic moment by 5.8% for PBE, 6.7% for opt86B and 8.7 
% for DFTD. Similarly to what was observed in the bulk, the decrease of the lattice parameter 
when the dispersive forces are included induces a decrease of the atomic magnetic moment in 
the middle of the slabs. At the surface, due to the lack of neighboring atoms, the magnetic 
moment of the surface atoms is exalted. This exaltation is obtained with the three functionals 
and the differences between the obtained values are simply due to the change in bulk atomic 
moments. As different vdW corrections significantly modify the bulk properties and the surface 
energies, we expect to find noticeable differences for the work function from one method to the 
other. For the two investigated metallic surfaces, figures 3.12 and 3.13 show the variation of 
the electrostatic potential in the direction perpendicular to the surface, for the three methods. 
The work functions are computed by subtracting the Fermi energy (green line) to the value 
of the potential in vacuum (the plateau). The obtained work functions are presented in Table 
3.6. The general variation trend here is PBE < DFTD < optB86b. The PBE and DFT-D2 





Figure 3.11: Atomic magnetic moments in each layer for Ni (111) (upper graph) and Co(0001) 
(lower graph) computed with the three different methods. 
 
 
methods give similar results and the best agreement with experiment for the Co(0001) surface 
whereas the optB86b functional describes better the Ni(111) surface. Tkatchenko et al.  also 
noticed an increase of the work function for the (111) surface of Cu, Rh and Au when applying 
the self-consistent PBE+vdW  correction [86]. This variation is indeed linked to the change in 
the surface electronic density description. 
 
 
surfaces PBE DFTD  opt86B exp 
Co(0001) 4.91 4.91 5.17 5.0 [22] 
Ni (111) 5.09 5.11 5.27 5.35 [22] 
 
Table 3.6: Calculated and experimental work functions Φ in eV. 

































































Figure 3.12:  Average electrostatic potential in the z-direction for the Co(OOOl) calculated  by 
different functionals.  From top to bottom: PBE,  DFTD, opt86B. 
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Figure 3.13:  Average electrostatic potential in the  z-direction for the  Ni(lll) calculated  by 
different functionals.  From top to bottom:  PBE,DFTD, opt86B. 

3.5.  SURFACE ENERGIES OF CO AND NI 53  
 
 
3.4.4    Summary 
 
To conclude, we observed a systematic decrease of the lattice parameter compared to the PBE 
value which is directly related to the inclusion of the attractive dispersion forces in the metal. 
For the same reasons,  the cohesive energy is systematically increased in absolute value and 
the magnetic moment is decreased when vdW corrected functionals are used, with respect to 
PBE. However, for the bulk moduli which is linked to the elastic properties of the materials, 
no general trend could be found.  A variation trend was underlined for the surface energy: 
P BE  < opt86b  < DF T D, which can be attributed  to the changes in the bulk properties. 
Concerning the work function, the ordering is different and the trend is: P BE  < DF T D < 
opt86b. For surface relaxations, the DFTD correction tends to increase the distance between the 
two topmost layers compared to the very similar behavior found with PBE and the optB86b 
functionals.  A proper description of molecule/surface  systems implies to take  into account 
London dispersion forces which is not done in standard GGA–DFT calculations. The state-of- 
the-art vdW corrected functionals are now routinely used to overcome this failure of DFT. Care 
should be taken regarding the effects induced by these forces on the metal properties. In this 
work, we have observed that the use of vdW corrected functionals strongly affects the bulk and 
surface properties of the investigated metals. In order to avoid this effect, for semi-empirical 
corrections based on pairwise additive interactions, one could introduce the corrections between 
the atoms of the molecule and of the surface only [12]. This strategy can not be used for non- 
local vdW corrected functionals. In the present work, we have decided to use the strategy of 
[12], i.e. not to introduce any dispersion corrections in the metal slab, rather to add dispersion 
interactions between the atoms of the adsorbed molecules and the atoms of the metal surface 
only.  Details on this method and on the parameters  used will  be presented  in chapter 5: 




3.5    Surface energies of Co and Ni 
 
After having determined and compared the effect of vdW dispersions on the surfaces properties 
for Co(0001) and Ni(111), we decided to calculate the properties of all studied surfaces with 




3.5.1    Co surfaces 
 
7 surfaces of Co have been investigated: (0001), (1-100), (10-10), (01-11), (2110), (1-102) and 
(0-112). The replication vectors of these surfaces and the atomics position in the layer are 
shown in Annexe A. The surface energy of all the surfaces have been computed  with a number 
of layers from 6 to  20.  The results are presented in Fig.  3.14 (for the (0001) surface,   see 
Fig.3.9). The fluctuations of the surface energy is less than 0.5 meV /A˚2  from 12-13 layers in 
the slabs. The converged surface energies are presented in Tab. 3.7. From these values, we can 
conclude that, in vacuum and at 0K, the most stable surface is (0001), followed by (10-10) and 
(01-11).   These surface energies allows us to predict the equilibrium morphology of clean Co 




= const (3.20) 
 
where Lhkl   is the distance  from the surface to the center of the NP. Figure 3.15 shows the 
Wulff reconstruction form of a clean Co NP obtained from the computed surface energies. The 
dominating surfaces are (0001),(10-10) and (01-11). 
54 CHAPTER 3.  METAL  SURFACES AND BULK CALCULATIONS  
 
v1   
 
0.5 0.5  0 
  
ai   
 v2   =  −0.5 0.5 0   aj   








Figure 3.14: Surface energies of Co surfaces (1-100), (10-10), (0-111), (2-1-10), (10-12) and 











For Ni,  only two  surfaces were studied:  the (111) and (100) crystallographic orientations. 
The replication vectors and atomic positions  of Ni(111) were shown in Eqs.  3.19 and 3.18 
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Table 3.7: Surface energies of all the investigated Co surfaces computed  with the PBE func- 




Figure 3.15: Equilibrium form of a Co NP using the Wulff reconstruction model. 
 
 
where a is the lattice parameter of Ni and i, j, k are the orthogonal unit vectors in the space. 
The atomic positions for this surface are given by Eq. 3.22: 
  





... ... ... 
 
v2
 (3.22)    
   




The Ni(100) surface energy  as a function of the number of layers inside the slab is shown in 
the upper graph of Fig. 3.16. Even for 18 layers, the surface energy does not seem to be fully 
converged, however fluctuations are less than 0.5 meV/A˚2  from ≈ 10 layers. In order to check 
that the calculations are well converged for this slab with 10 to 12 layers, we examined  the 
interlayer distance in the center of the slab (next to the fixed layers). The evolution of the 
deviation of the interlayer distance with respect to the bulk one is presented  as a function of 
the number of layers, in the lower graph of Fig. 3.16 . One can see that the interlayer distance 
in the slab center is fully converged from 9 layers, thus validating our calculation. The surface 
energies for these two surfaces are presented in the Tab. 3.8. The (100) surface is less stable 
than the (111) surface, in vacuum and at 0K. the Wulff reconstruction from these 2 surfaces 
are presented in figure 3.17. 













































Figure 3.16: Surface energy (left) and center interlayer distances deviation (right) for Ni(100) 
as a function of the layer number in the slab, computed with the PBE functional. the red line 
in the lower graph present the bulk distance. 
 
3.6    The attachment energy model 
 
The ”attachment energy” is the energy needed to add one atomic layer of metal on the same 

















are respectively the energy of a (hkl) slab with  n + 1 and n layers. 
Emonolayer  is the energy of one layer and N is the number of atoms per layer. The attachment 
energy model states that the time needed to add a new atomic layer is inversely proportional 
hkl [87] and thus proportional to the growth rate of this surface: 
 




where α is a constant. For the case of Co, in certain directions such as the [0001] and the 
[2-1-10], the interlayer distance is always the same.  The growth velocity in the [hkl] direction 
takes the form: 
Vhkl  = dhkl Rhkl  = α dhkl  Eatt 
 
where dhkl  is the interlayer distance. 
However, in other directions  (such as the [10-10] and the [1-100]  ones, see Fig. 3.18), there 
are different interlayer distances and Eatt depends on the surface termination. The layers will 
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Figure 3.17: Equilibrium form of a Ni NP using the Wulff consctruction model. 
 
 
be added one after the others with different growth rates. Therefore,  one has to determine an 
average velocity in the [hkl] direction which is calculated  as : 
 




where i denotes a set of surface terminations in the same direction, di  is the distance from the 
top layer of surface i to the additional layer and Ri  is the growth rate (layer per time unit) of 
the surface i.  Thus 1/Ri  is the time needed to add one layer at the top of surface i.  Replacing 
the growth rate Ri  from Eq. 3.24, we have: 
 
 










î−1   
(3.27) 
i 1/Ri i i Ei 
 
where Eatt is the corresponding attachment energy for the surface termination i. Table 3.9 
presents the attachment energies of the investigated Co surfaces and the ratio between their 
corresponding growth velocity with respect to the slowest surface (0001). The couple (1-100) 
| (10-10) have the same direction but different terminations. The same is true for the couple 
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Figure 3.18: (1-100) and (10-10) surface terminations and the corresponding interlayer dis- 
tances. 
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surface (0001) (1-100) | (10-10) (01-11) (1-102) | (10-12) (2-1-10) 
Emonolayer  [eV] 


















Table 3.9: Attachment energies and relative growth velocities of Co surfaces in the attachment 
energy model. Note that the surfaces (1-100)— (10-10) have the same directions  but different 
terminations, so only average velocities  are presented for these surfaces.  The same is true for 




Figure 3.19: Visual form of a Co NP obtained from the attachment energy model. 
 
 
the monolayers energy per atom are the same, but the attachment energy are different due to 
the arrangement in the z direction (see Fig, 3.18). The morphology can be predicted by the 





= const (3.28) 
 
where Lhkl is the distance from the (hkl) surface to the center of the Wulff polyhedron. The 
reconstruction form of a Co NP from the attachment  model is shown in Fig.3.19.  All  the 
surfaces having a non-negligible contribution but the dominating surface is the (01-11) one. 
 
 
3.7    Conclusion 
 
In this chapter, I have presented the results of for pure Co and Ni regarding their bulk and 
surface properties. This is the first step before modeling the interaction between a metallic 
substrate and a molecule. I also discussed the efficiency of PBE, PBE+DFTD  and opt86B 
functionals in taking account the effect of Van der Waals interaction in these systems. In order 
to have an accuracy of 1 meV per atom in our calculations, the optimal parameters for the 
k-point grid are 19x19x19 for Ni and 21x21x21 for Co. The optimal cutoff energy for Co is 650 
eV and for Ni, it is 600 eV. Values of smearing from 0.01 to 0.1 are all acceptable but conver- 
gence can be difficult with a too small value of σ, therefore in the following all the calculations 
are carried out firstly with a value of 0.1 eV and then recalculated with the Conservative value 
0.01 eV. 
In bulk calculations, the three functionals PBE, PBE+DFTD,  opt86B give results in good 
agreement with experiments for the lattice parameters and the bulk modulus but significant 
discrepancies for the cohesive energies (around 20-25% for the three methods). In many as- 
pects, PBE shows a clear advantage over the 2 other functionals (opt86B is still better than 
DFTD). 
In surface calculations, the results of the three investigated  functionals  give contrasted results 
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depending on the studied property. For surface energies, the DFTD functional gives the best 
agreement with experiments for Co(0001) and Ni(111).  For relaxations,  even if there are no 
very precise experimental  values, all methods give an inward relaxation of the 1st surface layer 
and an outward relaxation of the second layer which agrees well with experimental results. 
Quantitatively, the opt86B functional gives the closest results to the experimental ones. For 
work functions, both PBE and DFTD give about the same results, which are in better agree- 
ment with experiments than opt86B. Finally, for the surface magnetic moment, PBE seems to 
be the best choice for Co and opt86B is the one for Ni. Given the disparity of the results, we 
decided to model the metallic surfaces with the PBE functional and to add dispersion forces 
between the surface atoms and the molecules only. 
Finally, after having defined all the parameters for the surface calculations,  the surface prop- 
erties of 7 crystallographic orientations for Co and 2 for Ni have been computed. The surface 
energies thus obtained will be used in the following to build our models for the surface/molecule 
interactions. In additional, the morphology of nanoparticle without ligands are presented in 
this chapter using the Wulff reconstruction model and the attachment  energy model.  The 
dominating surfaces for the Wulff model are the (0001),(01-11) and (10-10) ones whereas  in 
the attachment energy model, the (01-11) surface dominates,  the other surfaces having non- 
negligible contributions. 
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In this chapter, I would like to present the main DFT results of this work: The interaction 
between the molecules and the metallic surfaces. In this work, I investigated the topology 
and the mode of adsorption of several molecules on the Co and Ni metal surfaces described 
in the previous Chapter. The interaction of theses molecules with different surfaces and the 
dependency of the energetical properties of these ligands with the coverage will be the key to 
understand the effect of the ligands on the NP morphology. I begin by presenting the DFT 
calculations on isolated molecules, which will be necessary to compute the adsorption energies. 
Then the construction of the simulation cell is described and the formulation of the physical 
quantities which will  be extracted from these calculations are given.  This is followed by a 
presentation of the adsorption analysis of the molecules  case by case.  Finally, these data will 
be used in our prediction model of the NP the morphology. 
 
 
4.1    Molecules 
 
 
In recent  experiments, it has been shown that  the morphology control of Co NP could be 
obtained by using ligands of the R-NH2  type or carbonxylate ions such as C11H23COO− [5]. 
For modelizing these ligands by DFT  calculation, we need to add one electron to a specfic 
location of a molecule which is not possible in plan wave basis. So, we chose to modelize 
the radical form of these molecules rather than its ionic form. Therefore  we have decided to 
investigate the adsorption of simple ligands CH3COO. and CH3NH2  on the metallic surfaces 
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and then to generalize to longer hydrocarbon chains. In this work, we have thus optimized 
the structural properties of CH3COO., C5H11COO., C11H23COO. and CH3NH2.  We did not 
compute the adsorption of R-NH2 with longer length because the first results showed that the 
adsorption  energies of CH3COOH and CH3NH2 were much smaller than the one of CH3COO.. 
The discussion of this choice will be detailed in the following section. In this section, I present 
only the optimized geometry of these ligands and the energy of these ligands in a large simulation 




4.1.1    Computational details 
 
These calculations  are intended to give  access to the optimized molecular structures and to 
their energy in vacuum, which will be used afterwards  to compute adsorption properties. The 
modelling cell includes only the molecule in a large box. For all calculations,  we used a k-point 
grid in reciprocal  space containing only the Γ point. To be consistent with the molecule/surface 
calculations,  we decided to use the DFT-D2 method for the vdW dispersion [13]. The cut-off 
energy and the size of the box have been optimized to reach convergence of the total energy of 
the system. 
Figure 4.1 left shows the dependency of the total energy of the CH3COO molecule  as a 
function of the size of the simulation cell. For an error less than 1 meV per atom (i.e. an error 
of ≈ 7 me V on the total energy), the box size must be large than 12 A˚. For the simulation cell 
used when the molecule is adsorbed on a surface, the vacuum distance between the molecule 





Figure 4.1: Left: Total energy of the CH3COO as a function of the size of the simulation cell. 
Right:  Total energy of the CH3COO as a function of the cut-off energy. 
 
 
dependency of the total energy of the CH3COO. molecule  as a function of the cut-off energy. 
We can see that the total energy is converged from a cut-off energy of about 800 eV. For all 




4.1.2    Geometry  and charges 
 
The relaxed geometries of all ligands investigated in our work, CH3COO., C5H11COO., C11H23COO. 
and CH3NH2, are shown in Figure 4.2. The energy of these molecules are shown in Table 4.1. 
These energies are the total energies without subtracting the energy of isolated atoms. The 
main geometrical characteristics in terms of bond lengths are also given. Overall, the agreement 
with the experimental data is very good with an error below 1 %. 























Figure 4.2: Relaxed geometry of the investigated molecules. Top  from left to right: CH3NH2, 
CH3COO, C5H11COO. Bottom C11H23COO. H: white; C: grey; O: red; N: blue. 
 
 
Molecules CH3COO C5H11COO C11H23COO CH3NH2 Exp [88] 
Energy [eV] 
C-C bond [ ˚
C-O bond [ ˚




















Table 4.1: Energy of the computed molecules in vacuum and covalent  bond lengths.  The 
experimental  values are taken from the corresponding  average bond length. C-C distance was 
the value of CH2-CH2 bond for C5H11COO. and C11H23COO.. 
 
 
4.2    Ligand adsorption on the metallic  surfaces 
 
 
In this section, we first describe the simulation details that were used to compute the adsorption 
of the ligand molecules on the investigated metallic surfaces, then we show the results in terms 





4.2.1    Modelling  aspects 
 
4.2.1.1    Interface construction 
 
For calculations with the ligand molecules, the size of the slabs in the direction perpendicular 
to the surface were reduced to 4 layers in order to reduce the computational cost, and the 2 
bottom layers were then fixed at the bulk positions. Supercells, made of multiples of the unit 
cell in the x and y directions, were then constructed in order to describe the different studied 
coverages and the number of k-points was decreased accordingly. 
Four ligands have been studied on the cobalt surfaces:  CH3NH2, CH3COO., C5H11COO. 
and C11H23COO.. The corresponding cell sizes in the z-direction  have been taken equal to 20.25 
A˚  20.25 A˚  30 ˚A and 43 ˚A , respectively, in order to avoid interactions between the molecules 
and the periodic image of the slab. The vacuum distances are at least 12 ˚A . 
Figure 4.3 shows an example of interface between Co(0001) and the C11H23COO molecule. 
The simulation cell contains 2 molecules in contact with the surface of 4 atomic layers. 











4.2.1.2 Adsorption quantities 
 












where nL  is the number of ligands in the simulation cell and A is the surface area of the 
simulation cell. Using this definition, the coverage is in units of A˚−2.  The ligand adsorption 






slab  ligand 
tot  − E




tot  is the total  energy of the simulation cell of the metal-molecule interface, 
Erelaxed−slab  is the energy of the relaxed metallic slab without molecules and E ligand−vac  is the 
energy of the molecule in the vacuum. 
The net charge transfer between the surfaces and the molecule upon adsorption is defined 
as:  
δQm  = Qads − Qvac
 
m  m  (4.3) 
where Qads is the net charge of all atoms in the molecule in its adsorption state and Qvac is the m  m 
net charge of all atoms in the molecule in vacuum. 
 
 
4.2.1.3    Coverage 
 
As presented in Eq.4.1, the ligand surface coverage depends on the number of ligands in the 
simulation cell and on the surface area of the simulation cell.  Due to the use of periodic 
boundary conditions, only some limited value of θ can be computed  since nL is an integer and 
A must be a multiple of the surface unit cell in the x and y directions. Moreover, due to the 
size of the ligands, it is not possible to go beyond a maximum value of θ on a given (hkl) facet. 
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It is therefore impossible to have continuous values of θ and only a selected number of θ is 
accessible. 
In the case of Co, the maximum  surface coverage for the (0001), (10-10) and (01-11) surfaces 
are respectively:  0.093 A˚−2, 0.099 A˚−2 and 0.087 A˚−2  which correspond to 2 molecules per unit 
cell for the Co(0001) surface and 4 molecules per unit cell for the 2 other surfaces. 
 
 
4.2.1.4    Adsorption sites 
 
The adsorption site of the molecule depends on the topology of the surface and on the molecule 
of interest. Figure 4.4 shows the possible adsorption  sites on the Co(0001) surface. As we will 
see later, the adsorption sites will depend on the type of studied molecule and can be modified 
in the case of a large coverage. All possible adsorption configuration  have been tested but only 




Figure 4.4: Possible adsorption sites on the Co(0001) surface: T = Top ; H = hollow; B = 





4.2.1.5    Van der Waals interactions 
 
As presented in Chapter 3, the Co and Ni surfaces were computed  with the PBE functional 
without any vdW corrections. However, the inclusion of the dispersion forces induce modifi- 
cations of the bulk properties of Co that are not favorable. Interaction between surface and 
adsorbed molecule is important as discussed in many references in the literature. One example 
is the recent works of Tkatchenko et al. [23] in structure and energetics of benzene adsorbed 
on transition-metal surfaces. Therefore,  we decided to include these dispersion forces only be- 
tween the Co atoms of the surface and the atoms of the molecules, using the parameters given 
by Grimme [13]. The results are presented in Tab.  4.2 where the adsorption energy of the 
CH3COO molecule computed with different  methods is given together with the Co-O bond 
length.  The DFT-D  corresponds to  the method of Grimme [13], the AAS method consists 
in including dispersion interactions between atoms of the molecule and between atoms of the 
molecule and the Co atoms of the surface, the DFT-D for CHO consists in including the disper- 
sion interactions between atoms of the molecule only. In absence of experimental data for this 
specific adsorption,  it is difficult to conclude. However, the AAS method gives an adsorption 
energy and a Co-O distance in between the PBE functional in which no dispersion interactions 
are included, and the DFT-D  functional in which the dispersion interactions  inside the Co 
slab deteriorates the bulk properties. This method  appears therefore as a good compromise to 
include dispersion interactions for adsorption properties and will be used hereafter. 
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 DFT-D AAS DFT-D for CHO only PBE 
Eads [eV] 















4.2.2    Adsorption  of CH3COO.  on the Co surfaces 
 
The adsorption of CH3COO. on the surface of Co are intensively studied due to its adsorption 
energy much larger (in absolute value) than the methyl amine one. That give an important 
impact in our models of morphology prediction. In addition, the structure of this molecule is 
simple enough to have a reasonable time of calculation in comparing with the other R-COO. In 
additional, the influence of hydrocarbon chain length on the adsorption energy will be discussed 
later. In this section i will present in detailed the adsorption mode adsorption geometry and 
the variation of adsorption  energy as a function of coverage of ligands. 
 
 





(a) θ = 0.093A˚−2 (b) θ = 0.062A˚−2 
 
 
(c) θ = 0.046A˚−2 (d) θ = 0.031A˚−2 
 
Figure 4.5: Adsorption of CH3COO. on Co(0001) at different coverages. The oxygen atoms are 
in always in the ”Top” position. 
 
 
(0001)  surface   The (0001) surface has the smallest unit cell surface with a surface area of 
5.37 A˚2, with one ”Top” position per surface cell. Therefore it is necessary to use 2 surface 
cells for each top molecule. The adsorbed molecule has the 2 oxygen atoms in the ”Top” 
configuration. Figure 4.5 shows the coverage of ligands on the Co(0001) surface. An example 
of the Bader charge analysis is shown in Table 4.3 when the coverage is 0.031 [A˚−2].  The net 
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total 22.96 23.63 0.67 
 

































charge of 0.67 e were tranferred form the surfaces to the molecule upons adsorption indicates 

















Table 4.3: Bader charge analysis of the CH3COO molecule adsorbed on Co(0001) for a surface 





(10-10)  and (01-11)  surfaces   The two surfaces (10-10) and (01-11) have a surface area of 
the unit cell respectively equal to 10.10 A˚and 11.49 A˚. In the unit cell, there is only one Co in 
the top layer. For all coverages below 1/2 i.e. θ = 0.049A˚−2  for (10-10) and θ = 0.043A˚−2  for 
(01-11), all the oxygen atoms are found in ”Top” position. However, when all the Top positions 
are occupied, the coverage is still much lower than the one on the (0001) surface. It is possible 
to increase the coverage of these surfaces by considering other adsorption sites. Figure 4.6-c and 
d show the optimized configurations of 4 molecules on the 2x3 Co(10-10) surface. 2 molecules 
are adsorbed on ”Top” sites of Co (0001), while the 2 other molecules are adsorbed with one O 
atom on the ”Top” site and the other in the ”Hollow” site. The adsorption energy is still equal 
to -3.233 [eV] for θ =0.066 ˚A−2  which is not too far from the adsorption energy on the (0001) 
surface for a similar coverage (-3.431 [eV] for θ = 0.062 A˚−2).  The Bader charge analysis of 
the molecule in the configuration with 2 top sites gives similar values of charge transfer than in 
the case of the Co(0001) surface for a similar coverage:  0.64 e from the surface to the molecule 
upon adsorption. Conversely, the Bader charge analysis for the molecule with one O on the 
Top position and the other on the Hollow position gives a net charge transfer of only 0.49  e 
from the surface to the molecule upon adsorption. The details are given in Table 4.4. The 
major difference comes from the charge variation of atom O1 which is the one in the ”Hollow” 
position. Similar results are found for the Co(01-11) surface. All the adsorption energies and 

















Table 4.4: Bader charge analysis of the CH3COO molecule with one O atom in Top position 
and one in Hollow H1 position on Co(10-10) for a surface coverage of 0.66 A˚−2  and in vacuum. 


















(e) θ = 0.066A˚−2  side view (f ) θ = 0.066A˚−2  top view 
 
Figure 4.6: Adsorption of CH3COO. on Co(10-10)surface at different coverages:  (a& b) θ = 
0.099A˚−2  with one O atom in Top position and one in Hollow H1 position; (c&d) θ = 0.049A˚−2 
with all O atoms in Top positions.  (e & f ) θ = 0.066A˚−2  Mix of the 2 configurations. 
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4.2.2.2    Adsorption energies 
 
The adsorption energies are shown in Table 3 for the different  coverages per surface unit θ 
with the corresponding  size of the supercell, number of ligands per supercell and corresponding 




























































































Table 4.5: Adsorption energies and net charge transfer of CH3COO on the different surfaces of 
Co at different coverages. The charge transfer is averaged over the ones of the different molecules 
in the supercell. When two values are present, they correspond to the two adsorption modes. 
 
energy being obtained for the lowest coverage (1/4) monolayer in the case of the (01-11) surfaces. 
For the 2 other surfaces, the minimum energy is obtained for a coverage of 1/3 monolayer for 
the (10-10) surface and for a coverage of 2/3 monolayer for the (0001) one. The variation of Eads 
as a function of θ is the key factor for the variation of interface energy and also for the kinetics 
aspects of the ligands adsorption on the surface. In order to build the growth models from 
these adsorption  energies, we need to extract a continuous dependency of Eads as a function of 
θ. Since the adsorption energy of a molecule on the surface can be calculated only for a limited 
number of coverage values, due to the periodical constraints of DFT calculation, it is necessary 
to fit Eads as a function of the θ by a continuous function. 
In order to choose the form of the fit function for Eads  = f (θ),  we note that the charge 
transfer and the distance of Co-O bonds are very similar for almost the adsorption configura- 
tions. Therefore  we assume that the variation of the adsorption energy is mainly due to the 
interaction between molecules when the inter-molecular  distances vary with the coverage.  Let 
us suppose that the inter-molecular interaction is mainly electrostatic and can be modelled by 
a Lennard-Jones potential [24]: 




where r is the distance between the molecules adsorbed on the surface, a1 and a2 are fitting 
parameters. The coverage  θ is inversely proportional to the square of the average distance 
between the molecules. Thus, in a first approximation, the following polynomial form was 
chosen for the fit function: 
Eads = a + b × θ3  + c × θ6 (4.5) 
Figure 4.7 shows the variation of Eads as a function of the coverage θ per surface unit, for each 
studied surfaces. The adsorption  energies on the basal surface (0001) can be fitted with a good 









Figure 4.7: Adsorption energies of CH3COO as a function of the coverage per surface unit, for 
each studied facet. The lines correspond to polynomial fits of the form a + b × θ3  + c × θ6. 
 
 
accuracy with this polynomial function. For the (0001) facet, the increase in adsorption energy 
takes place at a higher coverage. One can even notice a small decrease of the adsorption energy 
of CH3COO on this facet for intermediate values of θ which might correspond to a stabilization 
of the ligands on the basal surface due to long range interactions. For this facet, even for the 
highest coverage, the adsorption takes place on the Top sites. The polynomial fit  is not as 
satisfactory for the 2 other surfaces. The adsorption  energies on the (10-10) and (01-11) facets 
show a strong increase for θ ≥ 0.05 A˚−2.  This increase comes from the fact that, for these two 
facets, it is not possible to maintain the adsorption of the carboxylate on the Top sites while 
increasing the coverage.  The adsorption mode is therefore  less favorable  and the adsorption 
energy is increased.  Nevertheless,  we considered that the fitted functions are close enough to 




Parameters of the fit for (0001): 
Eads =  −3.27155 − 1549.99 × θ3 + 382723 × θ6 










with θmax  = 0.093 A˚−2  is the maximum coverage of CH3COO on the (0001) surface. 
 
 
Parameters of the fit for (10-10): 
Eads =  −3.735447 + 1478.66 × θ3 + 329787 × θ6 
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with θmax − = 0.099 A˚
−2  is the maximum coverage of CH3COO on the (10-10) surface. 
 
Parameters of the fit for (01-11): 
 
Eads =  −3.76863 + 4390.28 × θ3 − 188849 × θ6 











with θmax − = 0.87 A˚
−2  is the maximum coverage of CH3COO on the (01-11) surface. 
 
4.2.3    Adsorption  of C5H11COO and C11H23COO on the Co surfaces 
 
In order to study the effect of the hydrocarbonne length of the carboxylate molecules on 
the morphology of the Co NP, the same calculations have been carried out with two  other 
chain lengths: C5H11COO and C11H23COO. The same protocol has been followed  than for the 
CH3COO molecule: calculations of the adsorption energies on the different facets and for dif- 
ferent coverages. However, we realized the computer time was too long for getting a sufficiently 
large number of coverages needed to fit the Eads  = f (θ) function.  Therefore,  we decided to 
compute the adsorption of these molecules only for selected configurations  and to use these val- 
ues only in the aim to discuss the variation of the adsorption  energies as a function of the chain 
length.  Table 4.6 presents the results obtained in the case of the C5H11COO molecule. For 
the (0001) facet, we chose only the coverage of 2/3 monolayer at which the adsorption energy 
of the CH3COO molecule reaches its smallest value. The adsorption energy of the C5H11COO 
molecule for that  coverage is 27 meV higher than that  of the CH3COO molecule. For the 
(10-10) surface, we limited our calculations to the case of the adsorption on the Top sites of the 
surface. The adsorption energy of the C5H11COO molecule at coverage 1/2 is 125 meV smaller 
than that of the CH3COO molecule for the same coverage.  For the (01-10) surface, the value at 
the lower coverage of 1/4 monolayer is not too much changed (-6 meV) whereas the maximum 
value now turns to the one at coverage of 1/2 monolayer.  In Tab. 4.7, the adsorption  energies 
 
 































Table 4.7: Energy adsorption of C11H23COO on the different surfaces of Co at different cover- 
ages. 
 
are presented for the C11H23COO molecule, but only for one coverage for each facet. We see 
72 CHAPTER 4.  ADSORPTION OF LIGANDS ON METALLIC SURFACES 
 
clearly that the adsorption energy is decreased of more than 1 eV for each surface comparing 
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to the 2 other molecules.  The dependency of the adsorption energy which the chain length is 
therefore not easily predictable. Due to the computer time cost of these calculations,  we were 
unfortunately not able to compute additional coverages for these molecules. However, given the 
difference in adsorption  energies and the fact that the C11H23COO  molecules are the ones used 
in experiments, it would be very interesting to further investigate this system in the future. 
 
 
4.2.4    Adsorption  of CH3COO on the Ni  surfaces 
 
The adsorption of ligands on the surface of Ni have also been calculated. The results of the 
adsorption energies are presented in Table 4.8. In this case, the strongest adsorption of the 
 
































Table 4.8: Adsorption energies of CH3COO on different surfaces of Ni at different coverages. 
 
CH3COO molecule is on the (110) surface, then on the (100) and then on the (111) one. As 
for the Co surfaces, the ligand adsorption decreases (i.e. the adsorption  energy increases) when 
the coverage increases for the (111) and (100) facets but this is the opposite for the (110) facet. 
This result together with the fact that the adsorption  energies on the (110) facet is much larger 
than on the other facets might have important implications for the NP growth. However, due 
to the lack of time, we did not obtain enough coverage values to be able to fit Eads = f (θ) for 




4.2.5    Adsorption  of CH3NH2  on the surfaces of Co and Ni 
 
Alkyl amine [26], hexadecylamine (HDA) [2] and Rhodamin(RHB)[2] have shown to be efficient 
to control the crystalline morphology of nanoparticles. We therefore dedicated to compute also 




surface cell nL θ [ ˚ Eads [eV] 


















Table 4.9: Adsorption energies of CH3NH2 on the different surfaces of Co for different coverages. 
 
On the Co surfaces    The N atom is found to be favored to make the bonding with the 
surface on the Top site, while the C atom is in the Bridge position.  Figure 4.8 shows the 
adsorption configuration of CH3NH2 on the (0001), (10-10) and (01-11) surfaces. The value of 
the corresponding  adsorption  energies are shown in Tab. 4.9. These energies are much smaller 
in absolute value than the adsorption energies  of CH 3COO. The effect of the adsorption 





(a) θ = 0.049A˚−2  top view (b) θ = 0.49A˚−2  side view 
 
Figure 4.8: Top and side views of the adsorption of CH3NH2 on the Co(0001) surface. 
 
 
of the amine group on the surface is small compared  to that  of the carboxylate group at 
thermodynamics equilibrium. Regarding kinetics aspects, the effect of the ligands on the surface 
should be dominated by the adsorption of the caroboxylate group due to the difference of nearly 
2 eV in adsorption energies and to the fact that the mass and the size of the 2 molecules are 
not much different. 
 
 
On the Ni surfaces  The geometries of adsorption are shown in the figure 4.9 The adsorption 
energies of the CH3NH2 molecule on the Ni surfaces are also far smaller in absolute value than 
the ones of CH3COO for the similar coverages.  As for the case of Co, the domination of the 
effect of carboxylate group is also expected. 
 
 



















Table 4.10: Adsorption energies of CH3NH2 on the different surfaces of Ni for different coverages. 








(a) Amine  CH3 NH3   on Ni  (100) side (b)  Amine  CH3 NH3   on Ni  (100) top 
view view 
 




(e) Amine  CH3 NH3   on Ni  (110) side (f )  Amine  CH3 NH3   on Ni  (110) top 
view view 
 






In this chapter, I have presented the results of DFT calculations for the different investigated 
molecules and their adsorption on some Co and Ni surfaces for selected coverages.  Two types 
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of molecules were studied, R-COO or R-NH2  terminated, and the results revealed that  the 
adsorption of the R-COO terminated molecules are more favorable than the R-NH2  ones on 
both metals. Among the 3 different chain lengths for the R-COO molecules, the calculations 
for CH3COO were the lightest ones and allowed us to obtain a continuous variation of the 
adsorption energies  as a function of the coverage for the three investigated surfaces. This 
fitted function of the adsorption energy will be key ingredient to build growth models of the 
nanoparticle in presence of ligands. In the following Chapter, several models will therefore be 
tested using the DFT results obtained for the adsorption of CH3COO on Cobalt. 
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Chapter  5 
 
 
Morphology  prediction  of Co 
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In this chapter, I present the results and a detailed discussion of the different models that 
predict the morphologies of the grown NP. These models can be classified in two categories: 
thermodynamics and kinetics models, respectively  based on thermodynamics or kinetic argu- 
ments. These models have been already presented in Sec. 1.2.1 of Chapter 1 and will thus not 
be presented again here. Below, I provide the prediction of these different models to the case of 
Co NPs stabilized by CH3COO molecule where I use the results of the DFT calculations carried 
out on the bare Co surfaces and on the adsorption  energies of the CH3COO molecules on the 
different Co facets. Since the results obtained with the existing models were not satisfactory 
to explain the experimental results, therefore I have developed a new kinetics model which is 
described in the second part of this chapter. Application of this model to the case of Co NP 




5.1    Thermodynamic model 
 
In order to predict the shape of the NPs, the thermodynamics model assumes that this shape 
minimizes the interface energies of the NPs. The Wulff construction relates the morphology to 
the interfaces energies.  However,  the interface energies depend on the ligands coverage.  The 
ligands coverage can be determined  either by minimization of the interface energy giving rise 
to the lowest interface  energy model or by using a Langmuir type approach giving rise to a 













5.1.1  Lowest interface  energy model 
 
As already  seen in Eq. 1.12 of Sect.1.2.1, the interface energy as a function of the ligand surface 




hkl = γhkl + θhkl × Ehkl (θhkl ) − θhkl × ∆µ (5.1) 
 
where γhkl  is the surface energy of the clean (without ligand) (hkl) Co surface, θhkl  is the surface 
ligand coverage on the (hkl) surface, Eads  is the adsorption energy of one ligand on the (hkl) 
surface at surface coverage θhkl  in vacuum, and ∆µ = µ(c, T ) − µvac  is the chemical potential 
difference of the ligand in the solution at concentration  c and temperature T and in vacuum. 
Within  this model, the surface coverage of the ligands is obtained by the minimization of 
the interface energy. 
In our evaluation of adsorption  energies Eads and of surface energies γhkl , several important 
assumptions are made. The first one is that the solvent effects on the adsorption energy of the 
molecule on the metallic surface are neglected. 
The second one is that the temperature  effects are not taken into account: the adsorption 
of the ligand molecule takes place at a finite temperature whereas, in DFT calculations, the 
adsorption energy is computed at 0 K. In their work on Fe NPs stabilized by ligands, Gerber et 
al. [53] have shown that it is possible to take into account the temperature effects on adsorption 
energies, and that the main contribution comes from the vibrational entropy of the molecules 
adsorbed on the surfaces.  This entropy contribution can be approximated by considering the 
highest vibrational frequencies of the molecules. In the present case, the vibrational frequencies 
of the CH3COO molecules adsorbed on the different facets of interest have been evaluated using 
a finite difference calculations.  The highest frequency corresponds to the C=C stretching mode 
(3360cm−1) and its value is the same for adsorption on the different facets. We therefore con- 
sidered that this entropy term could be neglected when comparing the different facets interface 
energies at a constant temperate, i.e. 450 K . 
The interface energies can be obtained from the knowledge of the adsorption  energies using 
Eq. 5.1 and of the difference of chemical potential ∆µ. This last quantity being unknown, it 
will be used in the following as a varying parameter. 
 
 
5.1.1.1 Predominant surfaces as a function of the chemical potential 
 








where θmax  is the maximum surface coverage on the (hkl) facet. Θhkl  simply denotes the number 
of ligands adsorbed on the surface divided by the total number of ligand adsorption sites; it thus 
ranges between 0 and 1. We denote Eads(Θhkl ) the adsorption energy of ligands  as a function 
of the coverage Θhkl . 
Figure 5.1 reports the evolution of the interface  energies as a function of ∆µ for each facet 
and for different coverages Θhkl . These interface  energies are calculated using Eq. 5.1 and the 
adsorption  energies evaluated from Table.4.5. As already mentioned in Sec 4.2.2 of Chapter 4, 
the adsorption energies of CH3COO have only been computed  on the three crystalline facets 
that dominate the Wulff polyhedron of a clean Co NP. In the following, the NP morphology 
will be therefore determined  from the relative areas of these three facets. These three facets 
are the (0001), (10-10) and (01-11). In Fig. 5.1, for each of these facets, the interface energy is 
reported for 6 different surface coverages 0, 1/4, 1/3, 1/2, 2/3 and 1. 






Figure 5.1: Evolution of the interface energies for the different facets and coverages as a function 
of the chemical potential in the solution. For each curve, the legend reports the facet name 
and the coverage of ligands (molucules/A˚2).  The bold blue line represents the lowest interface 
energy for all coverage at each chemical  potential.  The interfaces with the smallest interface 
energy are indicated in each region. (0001) surface dominating correspond to a disk-like form, 
(10-10) dominating surface correspond to rod-like form. 
 
 
From Fig. 5.1, the lowest interface  energies are the clean (0001) facet for ∆µ < -3.45 eV, 
the (10-10) facet with coverage 1/2 for -3.45 eV < ∆µ <-3.31 eV and the (0001) facet with 
coverage 2/3 for ∆µ >-3.31 eV . 
In the work of Ref. [5], similar results were found except that the ∆µ boundaries slightly 
differ. This is mainly due to the fact that the vdW interactions between the ligands and the 
surface are not equivalently evaluated in their calculations. 
 
 
5.1.1.2    Morphology as a function of the ligand concentration 
 
Some attempts have been made to conclude that the facet with the minimum interface energy 
would be the predominant one and would therefore control the NP morphology [5]. 
We  propose in this section to go beyond this qualitative  argument  and to calculate the 






= const (5.3) 
 
Where Lhkl  is the distance between the facet plane and the NP center. From results of 
Fig.  5.1, for each value of ∆µ, the optimum coverage Θhkl  of a (hkl) facet is determined by 
minimizing the interface energy. From the minimum interface energies, we construct the NP 
morphology using the Wulff construction. Figure 5.2 reports these Wulff polyhedra for ∆µ= 
-4.0 eV, ∆µ= -3.43 eV, ∆µ= -3.0 eV and ∆µ= -2.0 eV. 
For −4eV  < ∆µ < −3eV , these polyhedra  are similar to the polyhedra of the clean Co NP 
i.e. without ligands which also corresponds to the one at ∆µ= -4.0 eV. Note that this latter 







shape is slightly different from the Wulff polyhedron presented in Fig.3.15 of Sec.3.5.1Chapter3 
because only three facets are considered here compared to the seven ones used for Fig.5.2. 
For ∆µ = −2eV , the NP has a almost prismatic shape with an aspect ratio of 0.92 i.e. 




Figure 5.2: Wulff polyhedra built for different values of ∆µ using the lowest interface energies 
of Fig. 5.1. 
 
The lowest interface energy model is therefore not able to explain the different experimental 
shapes of Co NP stabilized by ligands, i.e. the rod-like and disk-like shapes (exhibiting aspect 
ratio very different from unity). 
 
 
5.1.2    Adsorption  isotherm  model 
 
In the previous model, the coverage of ligands was determined by minimizing the interface 
energies regardless the concentration of ligands in the solution and/or the temperature. In order 
to take into account these terms, C. Bealing and al. [25] have proposed that the equilibrium 
coverage for each facet is controlled by the concentration of the ligands in the solvent and the 
reaction temperature: this approach is very similar to the Langmuir isotherm calculation. This 
equilibrium coverage Θeq for the (hkl) facet is derived from the probability rate of adsorbing 
one ligand molecule on a (hkl) surface. 
I will now present the model proposed by C. Bealing al. and then apply it to our specific 
system. Let us consider the free enthalpy difference between the adsorbed ligand and in the 
solution : 
∆Ghkl  = µads(T , Θhkl ) − µ(T , c) (5.4) 
where µads(T , Θhkl ) and µ(T , c) are respectively the chemical potential of the adsorbed ligand ( 
depending on the coverage Θhkl  and the temperature) and µ(T , c) its chemical potential in the 
solution at temperature T and concentration  c. From DFT calculations,  we have access to the 
adsorption energy of the ligand on the (hkl) facet: 
 
hkl (Θhkl ) = µ 
 






where µvac is the ligand chemical potential in vacuum. Thus, 
∆Ghkl  = Eads(Θhkl ) − µ(T , c) + µvac = Eads(Θhkl ) − ∆µ (5.6)
 
hkl hkl 
Where ∆µ = µ(T , c) − µvac. Here we have again assumed that solvent effects are negligible,  so 





The equilibrium coverage Θeq for the (hkl) facet is then given by (see Sec.1.2.1 of Chapter 
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1 + e(−Ehkl (Θhkl )+∆µ)/kB T 










Eq.5.7 reduces to the Langmuir’s isotherm when Eads does not depend on Θhkl . 
Using a polynomial fit for the Eads(Θhkl ) curves (Fig.  2 in Sec.4.2.2 of Chapter 4) for the 
three considered facets, we numerically solve Eq. 5.7 to find the equilibrium coverage for each 
facet and each value of ∆µ. 
 
 
∆µ = Eads(Θhkl ) + kB T ln 
eq \ 





note that physically, ∆µ is related to the concentration of ligands in solution by: 
 
 








where ∆µ0 = µ(T , cref ) − µvac is the difference between the chemical potential of the ligand in 
vacuum and in the solution at the reference concentration  cref . Therefore, in the following, we 





Figure 5.3: Evolution of Θeq as a function of ∆µ for the three considered facets. 
 
 
From Eq.  5.7 or 5.8, the equilibrium coverage for each facet is calculated  as a function of 
∆µ. Figure 5.3 presents Θeq as a function of ∆µ for the three considered facets. In the three 
cases, the equilibrium coverage is zero for small values of ∆µ and then increases until it reaches 
the maximum value of Θeq = 1. The two (10-11) and (01-11) facets (red and blue lines) behave 
similarly and are monotonous functions of ∆µ but the (10-10) facet is fully recovered by ligands 
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for a smaller ∆µ (and thus for a smaller concentration) than the (01-11) facet. 






The (0001) facet presents a peculiarity which is due to the Eads(Θhkl ) function (See Fig. 2 
for this facet). Between -3.42 eV and -3.33 eV, there are 3 values of Θeq satisfying Eq. 5.7 
for a given value of ∆µ (dotted black line in Figs. 5.3). Assuming that during the first growth 
steps, there are no ligands on the surfaces and that the ligand coverage increases progessively, 
we chose to replace this ill-defined region by the value of Θeq by the solid black line in Fig. 
5.3). 
From the knowledge of the equilibrium coverage Θeq 
 
 
, one can compute the interface 
energies for each considered facet at equilibrium from Eq. 5.1 as a function of ∆µ. Fig.  5.4 




Figure 5.4: Evolution of the interface energy as a function of ∆µ for the three considered facets, 
using the model based on the Langmuir isotherm, and Wulff polyhedra of selected morphologies. 
 
 
From Fig.5.4, one can clearly see  that  the differences between  the interface energies of 
the three facets roughly remain constant for ∆µ < −2.0 eV, giving basically the same Wulff 
polyhedron. For ∆µ > −2.0 eV, the differences between the interface energies increase. 
Fig.5.4 also displays the corresponding NP morphologies calculated using the Wulff con- 
struction. For ∆µ < −2.0 eV, the morphology is very closed to the ones calculated  using the 
lowest interface energy model, i.e. an ovoid-like polyhedron. For ∆µ > −2.0 eV, the differences 
between the interface  energies becoms larger and the morphology  changes to a prism similarly 
to the results of the lowest interface energy model. The adsorption isotherm model, as the 
lowest interface energy mode, is thus not able to explain the different experimental  shapes of 
Co NP stabilized by ligands, i.e. the rod-like and disk-like shapes (exhibiting aspect ratio very 
different from unity). 
 
 
5.1.3    Conclusion 
 
The two models presented in this section fail to predict the rod-like and disk-like morphologies 
of the Co NP observed in experiments.  However, these models are commonly  used in the liter- 
ature to predict or explain the morphologies of chemically synthesized NPs . These models are 
very simple and are based on important assumptions. Among these assumptions, the neglected 
solvent effects certainly correspond to the biggest assumption.  However, the calculation of the 
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interface  energies in the presence of the solvent is clearly out of our computation capabilities 
using DFT calculations. Other computation techniques (for instance using the empirical po- 
tential) that could afford the simulation of the solvent  molecules will have the drawback of 
being unadapted to the description of charge transfer. Besides, the two models assume that the 
morphologies are driven by equillibrium properties, which supposes that the growth kinetics 
do not play any role in the final NP morphologies.  In order to test this hypothesis,  we have 
developed a kinetic model for the Co NP growth in presence of ligands. This kinetic model is 
described in the following section. 
 
 
5.2    Kinetic  model 
 
In this model, we describe the NP growth by calculating the Co atom adsorption rate and the 
ligand adsorption rate on the different NP facets. As for the thermodynamic  model, we reduce 
our study to three facets: (0001), (10-10) and (01-11) and the ligand molecule is CH3COO. 
We describe the NP shape using Lhkl , the distances from the NP center to the (hkl) facets, 
and Shkl  which denote the surfaces of the (hkl) facets. Fig. 5.5 schematically displays a NP 
and reports the quantities Lhkl  and Shkl .  In the following, we will derive the Co adsorptions 
rate and then the ligands adsorption rate.  Finally, the two  sets of equations will be solved 










5.2.1    Theorical  aspects 
 
5.2.1.1    Cobalt growth 
 
During a time interval ∆t, the number Nhkl  of adsorbed Co atom on the (hkl) facet depends 
on the rate of adsorption and desorption of a Co atom and on the number of available sites, 













dt hkl hkl 




Nhkl − 2 × nhkl
) 
(5.10) 
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and phkl are the rates of a single Co adsorption and desorption, respectively, 
L
 
hkl is the total number of Co adsorption sites of the Shkl  surface, and nhkl(t) is the number 
of ligands adsorbed on the (hkl) facet. Note that, in the case of CH3COO molecules adsorbed 
on Co surface, one ligand adsorbs on two Co adsorption sites. 
Describing the adsorption/desorption rate by a standard Arrhenius law, the detailed balance 
of adsorption/desorption  rates of the Co atoms states that: 
 
pC o,des   hkl    = e(µ
NP (T )−µsol (T ,cCo (t)))/kB T (5.11) C o,ads 
hkl 
Co  Co 
 
where µNP(T ) and µsol (T , cC o(t)) are the chemical potentials of Co at temperature T respectively C o C o 
in the NP and in the solution at concentration cC o(t) at time t.  The chemical potential of Co 
in the solution reads. 
 
µsol
  sol cC o(t) 




where c1   is a reference concentration. We  choose c1   as the concentration at which the Co 
in the solution is in equilibrium with the Co at the NP surface, at temperature T. So that 
µsol NP
 




  sol cC o(t) 





















hkl (1 − Θhkl (t)) (5.14) 
 
Where we have used the definition of the coverage Θhkl (t) = 2nL (t)/N tot 












dt dt tot hkl 
 
where dhkl  is the thickness of a monolayer perpendicular to the [hkl] direction. So that finally, 



















The growth of a given (hkl) facet thus depends on the concentration of Co in the solution 
and on the number of available sites on the facet. As expected, at equilibrium, c1 = cC o(t) and 
the growth stops. If there is no more available adsorption sites (Θhkl (t) = 1), the growth stops 
also. The growth of the facet decreases as the concentration of Co in the solution decreases. 
Finally, the total number N tot  of Co atoms present in the system (NP + solution) must be 
conserved during the NP growth: 
 






c1  d cC o(t) 
\ 
= 0 (5.17) 
dt 
hkl 
C o × c0 dt c1 
 
where c0  = cC o(0) is the initial  Co concentration in the solution at the beginning of the 
growth process. 















5.2.1.2 Ligands adsorption 
 
During the NP growth, the ligands adsorb and desorb from the Co surface.  The number nL 
of adsorbed ligands varies as a function of time following: 
 
L 










dt 2 dt 2 hkl 




hkl are the adsorption and desorption rates of ligand on the (hkl) facet, 
and N tot  is the total number of Co adsorption sites on the (hkl) surface. Θhkl (t) is the ligand 
coverage at time t. Note again that one ligand adsorbs on 2 Co adsorption sites. 
The detailed balance of the adsorption and desorption processes of ligands is: 
 











where µads(T , Θhkl ) and µ(T , c) are the chemical potentials of the adsorbed ligands and 
ligands in solution at concentration  c at temperature T. As already mentioned, the chemical 
potential difference µads(T , Θhkl ) − µ(T , c) can be related to the adsorption  energies computed 




µads(T , Θhkl ) − µ(T , c) = Eads(Θhkl ) − ∆µ (5.20) 
pL,ads  hkl  = exp 
\





In the following, we assume that the concentration c of ligands in the solution does not 
change during the NP growth. This is justified by the fact that only a small fraction of ligands 
in the solution are expected to be captured by the NP surfaces, so that the ligands concentration 





Figure 5.6: Evolution of concentration of Co and ligands  as a function of time. Adapted from 
[5]. 
 







= N tot  pL,ads 
f
1 − Θ




dt hkl hkl hkl hkl hkl hkl 
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hkl 
1 − Θ 
hkl = 0 (5.23) 
At equilibrium, the number of ligands on the facets does not vary, d (Θhkl (t)N tot ) /dt = 0, 





(Ehkl (Θhkl )−∆µ)/kB T Θeq 

















And we recover the adsorption isotherm Eq. 5.7: 
 











1 + e(−Ehkl (Θhkl )+∆µ)/kB T 
 
Eq. 5.22 can be re-written in the following form: 
 
1 d (Θhkl (t)N tot ) L,ads 
f  
(Eads







1 − Θhkl (t)[1 + e hkl ] (5.25) 
 
During the growth, the total number of sites N tot on a facet increases with time.  However, 
since its derivative with respect to time is expected to be small compared to d(Θhkl (t)) we neglect 
the variation of N tot  with time. 
 








dt hkl hkl 
 
Eqs. 5.26, 5.17 and  5.16 provide a complete set of equations enabling us to calculate the 
NP morphology evolution.  However,  these equations  depend on the rates pL,ads and pC o,ads 
of adsorption of the ligand and of the  Co on the NP surface. These quantities are a priori 
unknown. Their calculations would require the use of heavy simulations techniques (such as 
the nudge elastic band method) able to capture the transitions states. The rates pL,ads and 
hkl       presumably  depend on the coverage Θhkl (t) and on the temperature and the solvent 
may not be negligible. Since our goal is here only to test if the growth kinetic may play a role 
on the NP morphologies, we have investigated  different ratio pL,ads/pCo,ads  supposing that this 




5.2.1.3    Modelling details 
 
In this section, we solve the Eq.  5.26, 5.17 and  5.16. For each facet, the coverage is initially 
set to zero (Θhkl (t = 0) = 0).  The NP dimensions L0001, L10−10  and L01−11  are initialized in 
order to define the NP volume and size of the facets just after the nucleation regime which 
obviously can not be described by our approach. 
The pC o,ads
 C o,ads 
hkl and phkl both logically depend on the facet orientation. However, the exact 
expressions for these parameters are unknown. We limited our study to the two following cases: 
 
• ”Isotropic” model: pC o,adsdhkl  does not depend on the facet orientation (hkl) which means 
that the initial growth velocity of all surfaces are the same. 
 
• ”Attachment energy” model : the pC o,ads depend on the facet orientation and the values 
are defined following the ”Attachment Energy” model (see Chapter 3) section 3.6 
 
We will firstly investigate the ”isotropic case” and then the ”attachment energy” case will 
be used to discuss the validility  of our conclusions in the isotropic case. 






















































λ =   hkl   
pC o,ads 
(
1 − c1 
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”Isotropic”  model We  firstly  develop the formulation for the isotropic case where the 
initial growth velocities of all surfaces are the same. 















c1  d cC o(t) 
\
 






C o × c0 dt c1 





(1 − Θhkl (t)) (5.32) 
 
”Attachment Energy”  model: The ratio between the growth velocity of the (hkl) sur- 
faces to the (0001) one: Vhkl 
0001 
are calculated in Chapter  3 Sec. 3.6. We recall here : V10 −10/V 0001 = 
1.15 and V01−11/V0001 = 1.03 















c1  d cC o(t) 
\
 




dt C o 
× 
c0 dt 













Therefore, the parameters necessary for the modelling are the following: 
• λ which controls the Co and ligands adsorption rates 
• The chemical potential difference ∆µ 
• The ratio  c0 
 
of the initial Co concentration  c0  to the equilibrium concentration  c1  . 
• The total number of Co atoms N tot, which fix the final sizes of the NP. Note that this 
model considers only the growth of one single NP and does not describe the concentration 
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1 − 
1 − hkl 
= 
of NP in the solution. N tot  is thus the number of available Co atoms per created NP. 
• The initial size of the nanoparticles: L0001, L10−10  and L01−11. 
 
 
5.2.2    Results 
 
5.2.2.1    Simple kinetics model: Ligands are more active than Co 
 
We first deal with the case where the ligands adsorb and desorb more quickly than the Cobalt 
monomer. In this case, the prefactor λ >> 1. From 5.26 and 5.16, we obtain that the coverage 
of ligands on the facet can reach equilibrium after a few steps of the simulation. The equation 









(1 − Θeq (t)) (5.36) 
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Thus, the ratio between the growth rate of the three surfaces does not depend on time. By 
the choice of zero initial  seed (L0001  = L10−10  = L01−11  = 0), the final form can be predicted 
using the ratio between the growth rates of these surfaces and depends solely on the relation 
between the adsorption rates of these surfaces.  There is no need to carry out a simulation as a 
function of time in this case. Figure 5.7 shows the size ratio comparing the other surfaces to 
the (0001) surface and considering different models. The evolution for the two models is 
similar, the only difference of ratio comes from the inital growth rates. By increasing the ligand 
concentration in the solution (i.e. increasing ∆µ), the evolution  can be divided in three regions: 
• From ∆µ=-4 eV to ∆µ=-3.38  eV, the two  aspect ratios increase from 0.86 to 2.11 in 
the attachement energy model (from 1 to 2.42 in the isotropic model ).  In this region, 
comparing to the Θeq in Fig. 5.3, we see that the growth rate is decreased by the coverage 
of the (10-10) surface and the (01-11) surface while the (0001) surface is still not covered 
by ligands. The morphology of the Co NP changes from a spherical form to an elongated 
form. 
• From ∆µ=-3.38 eV to ∆µ=-3.31 eV, the aspect ratios decrease rapidly from a rod-like 
form (2.06 in the attachement energy model and 2.42 in the isotropic model) to a disk- 
like form. It corresponds to the rapid change of Θeq of the (0001) surface. The change 
of ∆µ here is about 2 kB T which is equivalent to an increase of ≈ 7.3 times the ligand 
concentration in the solution at 450 K . 
• From ∆µ > -3.31 eV, the aspect ratios decrease slowly and the NP remains disk-like. 
Interestingly, conversely to the thermodynamic models, we now observe a significant modifi- 
cation of the NP morphology with ∆µ, which is related to the ligand concentration in solution: 
the NP change from a spherical-like polyhedron to an elongated one and then to a disk-like 
shape. Even if the obtained elongated form does not exactly resemble the rod-like form observed 
in experiments, the kinetic model provides a real improvement compared to the thermodynamic 
ones since the morphologies change drastically with ∆µ. The fact that we do not observe a rod 
for intermediate  values of ∆µ can be attributed to many factors among which (i) the use of the 
simple form of the kinetic model, and (ii) the use of only three facets in the model. 
We will now derive the kinetic model in the general case where the ratio λ is varied from 
very small to very large values. 
 
 
5.2.2.2    Initial  parameters 
 
When the ligands and the Co atoms have comparable adsorption rates, we must carry out a 
simulation to determine the final shape of the Co nanoparticles. Here we firstly discuss the 
c0
 
role of our initial parameters: The initial sizes L0001, L10−10  and L01−11  ; The ratio c1   of initial 
concentration and final concentration of Co; The total number of Co atoms N tot, which fix the 
final size of the NP. For simplicity, in this section all the results were simulated in the case of 
the ”isotropic” model. 
 
 
Initial  seed size The equation Eq. 5.26 does not depend on the size of the nanoparticle. 
The two equations 5.17 and  5.16 have only the parameter    c1   
Co 
that depends on the NP size. 
However, this parameter does not depend on the facet orientation.  When the seed sizes are 
small compared to the final sizes of the nanoparticle, the effect of the seed sizes on the final 
morphology of the NP is very small. Figure 5.8 shows the size of the NP as a function of time 
for  (λ  =  1,   c1   
Co 
= 100, ∆µ = −3.5[eV ],N tot = N0  = 15.24 × 106 ) for different  seed sizes: 
solid line for seed sizes of 0 and dashed line for seed size of 30 ˚A in each dimension.  The final 
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morphology  depends only slightly on the seed size. From the following we decided to choose 































































Figure 5.7: Sizes of the NP compared to the reference (0001) surface as a function of ∆µ, for 
the two models of Co adsorption. Top: Isotropic model for the Co inital growth rate. Middle: 
Schematic views of the NP shapes in the different cases. Bottom:  Attachement energy model 
for the Co inital growth rate. 
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Figure 5.8: Size evolution as a function of time for different seed sizes.  Seed size 0 for solid line 
and 15 ˚A in each dimension  for the dashed line. Here N tot  = N0  = 15.24 × 106 atoms and c0  
=100. 
C o c1 
 
 
the initial seed size as 0, and the discussion below are concentrated solely on the growth effect 




Ratio  c0 
1 
and N tot These two parameters determine the final volume of the nanoparticles. 
By the conservation of N tot, the number of the Co atoms in the system, the final volume of the 
NPs is:  
 
 
V f tot  
c1 
N P  = NC o (1 − 
0 
) × Vb (5.37) 
 
where Vb is the bulk volume occupied by one atom of Co. Both ratios  c0  and N tot  affect the size c1 C o 
and the final volume of the NPs. All our simulations are carried out untill  the concentration 
of Co in the solution is cC o(t) = 1.000001 × c1.  Fig 5.9) shows an example of evolution of Co 
concentration  as a function of time for c0 
1 
= 100, N tot  = N0/4, λ = 1 and µ = −3eV . 
Figure 5.10 shows the evolution of the NP size with different values of c0 
1 
and N tot.  These 
simulations  were done with λ = 1 and ∆µ = −3.5 eV. In this particular conditions, the ligands 
reach the equilibrium coverages after less than a few τ , so we can see the dependency of the 
growth time as a function of the ratios c0 
1 
and N tot. 
In Figure 5.10 left, the two cases have the same  c0 = 100, the growth time is proportional 
   c1 
to the maximum size of the nanoparticles (
,l
3
 N tot).  In figure 5.10 right, the two cases have the 
same N tot, the growth time is greater for small c0 . C o T he choice of N tot 























rameter compared to the time needed for the ligands to reach their equilibrium coverages.  In 
order to compare our results with experiments,  we want to fix N tot  so that the characteristic 
size of the created NP at the end of the growth is roughly 200 A˚ and the ratio  c0 
1 
>> 1. From 
here, we choose N tot  = N0 = 15.24 × 106 atoms and c0 = 100 for the following discussions. 
C o c1 
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Figure 5.9: Evolution of Cobalt concentration  as a function of time for  c0 
1 
= 100, N tot  = N0/4, 





Figure 5.10: Size evolution as a function of time for different c0 
1 
N tot  for λ = 1 and µ = −3.5eV 
.  Left  c0 
1 
= 100 dashed line :  N tot = N0  = 15.24 × 106; solid line:  N tot = N0/8.   Right 
C o  = N0 = 15.24 × 10
6




5.2.2.3 Role of λ 
 
 
The ligands coverage is described uniquely in Eq. 5.33 (for the ”attachment model”) and Eq. 
5.30 (for the ”isotropic model”). In these equations,  λ controls the adsorption rate of ligands 
while ∆µ controls the equilibrium coverage. 
Figure 5.11 shows the evolution of the coverages of the (0001) surface at ∆µ = −3 eV for 
different values of λ as a function of time. The line stops when the concentration of Co in the 
solution is 1.000001 × c1.  The evolution is about the same for different values of λ.  The time 
needed for reaching the equilibrium coverages is of the same order of 1/λ. 
 
The growth of Co can be divided in 2 modes: the early mode in which the ligands coverage 
increases from 0 to Θeq , the later mode in which the ligands coverage reaches Θeq . For λ = 1 and 
λ = 0.1 the coverage reaches the equilibrium coverage after a few τ . That is the particular case 
of the ”simple kinetics” model present previously in Sec. 5.2.2.1.  The growth occurs principally 
in the later mode. While in the case of λ = 0.001, the coverage remains very small compared 
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to the equilibrium coverage. The growth occurs principally in the early mode. Finally, for 
∆µ = 0.01, the time of the 2 modes are comparable. 





Figure 5.11: coverage evolution as a function of time (log scale) at ∆µ = −3 eV for different 
value of λ. 
 
 
5.2.2.4    Kinetic  model: morphology prediction 
 
When the adsorption rate of ligands and the Co incorporation rate are comparable,  we must 
carry out a simulation to determine the final shape of the Co nanoparticles. 
Figures 5.12 and 5.13 show the aspect  ratios of the final NP shapes in the cases of the 
isotropic and of the attachement energy models, respectively,  as a function of ∆µ. The reference 
size is chosen to be the distance to the (0001) surface, L(0001).  For these two models, we first 
considered the case where λ is the same for each facet and we vary it from 0.001 to 1. 
One can first notice that the sets of graphs show strong similarities  with the graphs presented 
in the previous section for the simple kinetic model. Three different regions can be distinguished: 
(1) for ∆µ < −3.8 eV, (2) for -3.8 eV < ∆µ < -3.3 eV and (3) for ∆µ > -3.3 eV. In fact, the 
chemical potential controls the ligand coverage on the surface and indirectly the growth rate of 
the ligands in the solution. The evolution of the morphology is therefore similar to the case of 
the simple kinetic model. Both the isotropic model and the attachment energy model present 
the same aspect, only the relative values of the aspect ratios present some differences. 
The dependency of the adsorption rate ratio λ can be divided in three cases: 
 
• When λ > 0.1, we see that the aspect ratio evolution converges to the extreme  case of 
the simple kinetic model,  as expected.  The NP shape is spherical for small ∆µ, rod-like 
for intermediate values and disk-like for larger values. 
 
• When 0.1 > λ > 0.001, the aspect ratios decrease in the intermediate region but the 
tendency  does not change. The peak of aspect ratio for each line alway exists however it 
is slightly decreased.  In fact, the maximum aspect ratio corresponds to the point where 
the (0001) surface is not covered by ligands but the other surfaces are partially covered. 
The growth rate of the (0001) surface at the position of the peak is the same for all values 
of λ but the growth rates of the two other surfaces depends on the ligand coverage. The 
greater the ligand coverage is, the smaller the growth rate. Thus when λ decreases, the 
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Figure 5.12: Evolution of the NP size as a function of ∆µ for the isotropic model. top: Left 




ligands do not have enough time to reach the equilibrium coverage and the ratio between 
these growth rates decrease. 
 
 
• When λ = 10−3, the aspect ratios do not change with the chemical potential.  It corre- 
sponds to the situation where the Co growth does not depend on the presence of ligands. 
The final morphology reflects the initial growth rate relation between the surfaces. 
 
 
In summary, for intermediate  and large values of the λ ratio, the general kinetic model recov- 
ers the simple kinetic model, if λ is the same for every facet. The corresponding morphologies 
as a function of ∆µ, which is related to the ligand concentration in solution, are similar to the 
ones presented in Fig. 5.7: spherical for small values of ∆µ, elongated for intermediate values 
of ∆µ and disk-like for large values of ∆µ. For very small values of λ , we observe almost no 
evolution of the morphology of the NP with ∆µ. This corresponds to the extreme  case where 
the ligands can not adsorb on the Co surface, and the NP morphology is that of the Co NP in 
vacuum, which is determined by the model used for the Co adsorption, isotropic or attachment 
energy. 
By varying the λ ratio between 10−3 and 1, the only noticeable modification of the mor- 
phology is a decrease of the aspect ratio for the elongated morphology which becomes more 
spherical for small values of λ. 



























































Figure 5.13: Evolution of the NP size as a function of ∆µ for the ”attachment” model. top: 
Left :λ = 1 ; Right : λ = 0.1 - bottom Left: λ = 0.01; Right: λ = 0.001 
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5.2.3    Discussion 
 
In the kinetic anisotropical growth model proposed here, the morphology  depends on the growth 
rate of facets in the three principal surface orientations of hcp cobalt.  For each orientation, 
the growth rate results from the competition between the incorporation rate of cobalt atoms 
and the surface covering rate by ligand adsorption (up to one monolayer). For a given facet, 
the Co incorporation rate was defined  as the velocity of the increase of the thickness (when 
a full atomic layer of cobalt atoms were incorporated). This thickening rate depends on two 
quantities.  The first is the number of available sites on the cobalt surface (not covered by 
ligands).  The second quantity  is concentration ratio of cobalt  monomers in solution at the 
time t and that  at equilibrium (when the growth of NP stops).  The surface covering rate 
also depends on the number of available sites on the surface (1 − Θhkl (t)) with Θhkl (t) varies 
from 0 to 1. At equilibrium, Θeq could be defined  as the adsorption isotherm as described  in 
Sec. 5.1.2. This kinetic growth was considered as stopped when the concentration of cobalt in 
solution cC o(t) reaches the equilibrium concentration c1. 
The competition (between cobalt incorporation and ligand adsorption) was characterized 
by λ. When λ is close to 1, the time for colabt monomers to be fully incorporated into the NP 
is similar to the time for the surfaces of the NP to be covered by ligands at the equilibrium 
coverage Θeq . When λ >> 1, the surfaces will be covered (Θeq ) far before the concentration hkl hkl 
of cobalt in solution reaches c1. On the opposite side, for λ ¡¡ 1 (λ = 0.001 for instance), when 
cobalt atoms are fully incorporated into the NP, the surface coverages of ligands are still far to 
reach the Θeq values (5.11). 
When the growth stops, the morphologies predicted by using this kinetic model depends 
essentially on the chemical potential difference ∆µ, which reflects the initial  concentration of 
ligands in the solution.  Except for small values of λ (λ  ¡=  0.001), the morphology of Co 
NPs changes  from a spherical form in the case of no adsorption of ligands on the surfaces 
(∆µ  < −3.8eV ) to the rod-like form for intermediate values (−3.8eV  < ∆µ < −3.3eV ) and 
then change to disk-like  form for greater values of the chemical potential (∆µ  > −3.3eV ). 
With small λ (λ = 0.001),  as the NP is mostly uncovered, the morphology is very close to the 
spherical shape. 
In the application of this kinetic model presented here, we limited the size of the NP at 
about 200 A˚ (about 100 layers in the [0001] direction) and the concentration ration to  c0 
1 
= 100. 
Both the ”isotropic growth rate” model and the ”attachment growth rate” model give similar 
results. The only difference (in dimension) is due to the accumulation of different rates of the 
different facet orientations. Even relatively simple, the application of this model has shown 
several important kinetic aspects not present in the thermodynamics models: 
 
1. The anisotrpic shape evolution (from spherical, rod-like to disk-like shape) as a function 
of the concentration of ligands. 
 
2. The growth kinetic (time for a NP to reach its maximum size) as a function of λ. 
 
3. The evolution of the size as a function of the initial concentration of cobalt c0. 
 
Of course, the predicted morphologies are not in perfect agreement with the experimental ones. 
These differences  could be attributed  for one part to the difference between the conditions 
used in simulation and in synthesis. For the other part, it should also be noticed that the 
assumptions  we used have imposed some restrictions such as: 
 
• the solvent effects on the adsorption  energies are neglected 
• identical λ are used for all facets 





• λ does not depend on the coverage Θhkl (t) 
• the ligands are considered to be always in excess. 
• the adsorption/incorporation rate (of ligands and Co atoms) are supposed to be constant 
during the growth 
 
• the diffusion of ligands and cobalt atoms on the surface/in soultion has not been taken 
into account explicitly. 
 
Some of these factors could be easily introduced in our model and would certainly help to 
improve the agreement between the prediced morphologies and the experimental results. 
 
 
5.3    Conclusion 
 
In this chapter, I have presented different models for the morphology prediction of Co NPs in 
presence of the CH3COO ligand. In the first part, two thermodynamic  models were investigated 
: the lowest interface energy model and the adsorption isotherm model. The applications of 
these two  models have shown an evolution of the NP morphology as  a function of ligands 
concentration.  However, these thermodynamic  equilibrium shapes failed to predict the rod-like 
form of the NPs observed in experiments.  In order to take into account the kinetic effects on 
the morphology of the Co NPs, we have derived a model which is based on the competition 
between the adsorption rate of ligands and the incorporation rate of cobalt atoms. This model, 
both in its simplified form or in its general form, has the capacity to predict not only a rod-like 
form, but also the spherical and disk-like shapes depending  on the concentration of ligands in 
solution. This anisotropy of shape is clearly due to the kinetics effects. Our kinetics model, 
even still relatively simple,  seems to be a promising method to explain the variety of forms of 
Co nanoparticles  synthesized in solution. 
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The knowledge of the relation between the structure and the properties of materials is the 
key to understand and improve their functional properties. High quality nanoparticles with a 
narrow size distribution and a well-defined morphology are required to this end. Among the 
fabrication method, chemical synthesis has the advantage of low cost and flexibility.   In this 
method, the nature of the adsorbate (or ligands), the temperature, the chemical conditions 
and the kinetics parameters play an important role in the morphological control. However the 
use of these specific conditions  render the growth mechanisms complex and difficult to explain 
by an unified theory.  The existing efforts in predicting nanoparticle morphologies can only 
investigate the problem  case by case. 
In the particular case of hcp Co nanoparticles, potential anisotropic magnetic properties 
induced by the existence of anisotropic morphologies are particular interesting for applications. 
In recent  experiments, it has been shown that  the morphology control of Co NP could be 
obtained by using ligands such as RhB, DHA, R-NH2 [2, 26] (which contain amine termination) 
or carboxylate termination such as C11H23COO− [5]. 
The motivation of my work was therefore to use DFT calculations to investigate the effect 
of these ligands adsorbed on the metallic surfaces with, as final objective, the building of a 
model able to predict the morphology of a nanoparticle  as a function of the concentration of 
the adsorbed ligands. All of our DFT calculations were performed using VASP [18, 20, 17, 19], 
a periodic code package. 
In modeling the interaction between surfaces and ligands, the first step is to describe the 
metallic substrate (their bulk and surfaces properties) and the isolated molecules. To this 
end, the choice of an efficient exchange and correlation functional is important.  Notably, it is 
necessary to take into account the van der Waals (vdW) interactions in these systems. Contrary 
to the case of molecules, the use of vdW dispersion interaction in metallic systems is a subject 
of discussion. We  compared the efficiency of PBE, PBE+DFTD  and opt86B functionals in 
taking account  the effect of vdW interactions on the surface and bulk properties of fcc Ni 
and hcp Co.  In bulk calculations, in many aspects, PBE shows a clear advantage over the 
two other functionals regarding cell parameters, cohesive energy and bulk modulus. In surface 
calculations, the results of the three investigated functionals  give contrasted results depending 
on the studied property. The opt86B functional gives the best agreement with experiments for 
Co(0001) and Ni(111) for surface energies and relaxations. For work functions and magnetic 
moments, PBE seems to be the best choice for Co and opt86B is the one for Ni.  Given the 
disparity of these results, we decided to model the metallic surfaces with the PBE functional 
and to add dispersion forces only between the surface atoms and the molecules. 
The surface energies obtained  for clean metal surfaces were used in the morphology predic- 
tion for hcp Co and fcc Ni nanoparticles without ligands, using the Wulff reconstruction method 
and the attachment energy model. In the case of Co, the dominating surfaces for the Wulff 
model are (0001), (01-11) and (10-10), whereas in the attachment energy model, the (01-11) 
surface dominates, the other surfaces having non-negligible contributions. For the case of Ni, 










The majority of molecules  used in controlling Co NPs morphology contains at least one 
amine or one carboxylate group. Therefore, we investigated  the adsorption of simple ligands 
CH3COO. and CH3NH. on the metallic surfaces and then extend to longer hydrocarbon chains. 
The energetic and structural properties of CH3COO., C5H11COO., C11H23COO. and CH3NH. 
are optimized in order to investigate their interaction with metal surfaces at different coverages. 
The first results showed that the adsorption  energies of CH3NH2 on the Co and Ni surfaces 
were much smaller than  the ones of CH3COO. Among the 3 different  chain lengths for the 
R-COO molecules,  as the calculations for CH3COO require less computer resources, we have 
obtained, for this ligand, a large set of adsorption energies  as a function of the coverage for 
the three investigated surfaces. These adsorption energies were then fitted by a polynomial 
function, which has a key importance for building the growth models of the nanoparticle in the 
presence of ligands. 
We tested two existing thermodynamic  models (the lowest interface energy model and the 
adsorption isotherm model) and developed a new kinetic model. The thermodynamic models 
have shown an evolution of the NP morphology  as a function of ligands concentration bit none 
of these two models has predicted the rod-like morphology. The principal reason is that the 
rod-like shape does not correspond to any thermodynamically  favored shape. In other words, 
the criteria of the minimization of the Gibb’s free surfaces energy could not be satisfied in the 
case of nanorods. 
In order to take  into account  the kinetic effects on the morphology of Co NP, we have 
introduced a model which is based on the competition  between the adsorption rate of ligands and 
the incorporation rate of cobalt atoms. In the application of this model on CH3COO stabilized 
Co NPs, we have imposed  several important  parameters: the total number of Co atoms in 
the solution was fixed as well as the initial concentrations of cobalt atoms (expressed as c0/c1 
ratio) and of ligands (expressed as ∆µ). The final results predict a variety of morphologies such 
as elongated,  spherical  and disk-like nanoparticles depending on the initial  chemical potential 
of ligands in the solution and the ratio λ.   In this model, the ratio λ, which expresses the 
competition between the adsorption rate of ligands and of the incorporation of Co atoms, could 
take different values depending the binding strength of a ligand on a given facet of NP. Thus 
the change of λ could be interpreted as the use of a different ligand type (amine, TOPO or RhB 
for example). We still need to complete the investigation of this model by a systematic analysis 
of the influence of each parameter,  and then by changing to other ligand/surface  systems. To 
this aim, the key factor is to obtain a smooth function for the adsorption  energy as a function 
of the coverage, for each set of ligands and facets. With such a function, this model could be 
generalized to predict a variety of nanoparticles morphologies. 
This model could also be improved by including more details such as : the solvent effects on 
the adsorption  energies; the dependence of λ on the chemical potential of the solution, on the 
surface coverage Θhkl (t) and on the facet orientation; the diffusion of ligands and monomers on 
the surface and in solution. These supplementary parameters would potentially help to improve 
the agreement between the predicted morphologies and the experimental results. 






   
   
   
   
 
 





The surface replication  vectors of Co(0001) and positions of the atoms in the cell are respectively 
showed in Eqs. 3.16 and 3.17. Here i present only the others surfaces. The (1-100) and (10-10) 
surfaces have the same normal  vector and the same replication vector. They are two inequivalent 
planes of the same direction. Their replication vector in space are shown in Eq. A.1. 
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where a and c are the lattice parameters of Co and i, j, k are the orthogonal unit vectors in the 
space. Atomic positions of (1-100) and (10-10) are shown respectively in equation A.2 and A.3. 
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Similar to the two previous surfaces, the (1-102) and (0-112) surfaces have the same replication 
vectors (Eq. A.4), only the termination layer of the surface is different. Their atomic positions 
are respectively shown in Eqs. A.5 and A.6. 
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where a and c are the lattice parameters of Co and i, j, k are the orthogonal unit vectors in the 
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For the (01-11) surface, the replication vectors and the atomic positions are shown respectively 
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where a and c are the lattice parameters of Co and i, j, k are the orthogonal unit vectors in the 
space. The atomic positions of the (01-11) surface are given by: 
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The replication vectors of the (2-1-10) surface are shown in Eq. A.9. For this surface, there are 
2 atoms in each plane. Their positions are shown in Eq. A.10 
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where a and c are the lattice parameters of Co and i, j, k are the orthogonal unit vectors in the 
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where the index α and β denote the two different atoms in each layer. 









Appendix  B 
 
 
Diffusion of adatom and ligands 





The diffusion of a Co adatom and of the ligands on the surfaces of Co are important in the 
kinetic aspects of the growth of the nanoparticle. Here we present  the  diffusion barriers of 
a Co adatom and of the CH3COO molecule of on the Co(0001) and Co(10-10)  surfaces.  For 
this purpose, we used the Nudge Electric Band (NEB) [89] [90] method which is implemented 
in VASP [18, 20, 17, 19].  NEB is a method for finding saddle points and minimum energy 
paths between two given optimized configurations. For all our calculations,  we fixed the initial 
and final positions of adatoms  and molecules to their optimized configurations and created 
4 intermediate images between  these 2 equilibrium configurations to model the pathways of 
adatoms or molecules on the surfaces.  Each image will find the lowest possible energy while 
maintaining equal spacing with its neighboring images. The diffusion barrier is then calculated 
as : 
Edif f = Emax  − Emin  (B.1) 
where Emax   is the maximum total energy among the different images along the pathway and 
Emin  is the minimum one (optimized configuration).  Figure B.1 shows  an example of the 
variation of the total energy with different configurations of the adatom for a cell containing 
1 adatom on a 2x2 (0001) surface. Figure B.2 and B.3 show respectively the corresponding 
pathways of the Co adatom on the (0001) and (10-10) surfaces for the case of a 2x2 surface. 
The diffusion barrier of the adatom on the 2 surfaces are given in Table B.1. We can see that 
the difference between the diffusion barriers of these two surfaces are of the order of a few meV. 
Note that the diffusion barriers are highly sensitive to the size of the simulation cell. The 
results presented here might not be fully converged with respect to the cell size, nevertheless 
the comparison between the two surfaces is still meaningful. 
For the CH3COO molecule, the initial and final configurations of the diffusion pathways for 
the 2 surfaces, (0001) and (10-10), are shown in Fig B.4. The diffusion mode is different: On 
the (0001) surface, the molecules favor a rotational diffusion whereas on the (0001) surface, the 
molecules favor a translational diffusion. This difference in diffusion mode explains the large 
difference between the diffusion barriers of the molecules in the 2 cases (see Table B.1). The 




















Figure B.1: Total energy for different positions of one adatom on the (0001) surface. Positions 






Figure B.2:  Diffusion pathway of one adatom on a 2x2 cell of the (0001)surface. Left:Top 
view Right:  side view.  The big red spheres are the optimized positions of the adatom, the 
intermediate  positions are : 1 (grey) 2 (blue) 3 (orange) 4 (green). The bulk layer of Co (small 





Figure B.3: Diffusion pathway of one adatom on a 2x2 cell of the (10-10) surface. Left:Top 
view Right:  side view.  The big red spheres are the optimized positions of the adatom, the 
intermediate  positions are : 1 (grey) 2 (blue) 3 (orange) 4 (green). The bulk layer of Co (small 


































Table B.1: Diffusion barriers of the Co adatom and the CH3COO molecule on different surfaces 
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Initial  Final 
 
Figure B.4: Initial and final configurations of CH3COO on the studied surfaces top (0001). bot- 
tom (10-10). The pathway is a rotation for CH3COO on (0001) and translation for CH3COO 
on (10-10) 
. 
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