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we provide convergence results in Lµ2 -norm to a function f of its se-
quence of rational interpolating functions at the nodes of rational
Gauss-type quadrature formulas associated with the measure µ. As
an application, we construct rational interpolatory quadrature for-
mulas for complex bounded measures σ on the interval, and give
conditions to ensure the convergence of these quadrature rules. Fur-
ther, an upper bound for the error on the nth approximation and an
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tional interpolatory quadrature formulas associated with measures
supported on the complex unit circle.
Keywords : Orthogonal rational functions, rational interpolation, rational
quadrature rules, error bound, convergence rate.
MSC : Primary : 42C05, Secondary : 65D30, 65D32.
RATIONAL INTERPOLATION AND QUADRATURE ON THE
INTERVAL AND ON THE UNIT CIRCLE∗
KARL DECKERS† AND ADHEMAR BULTHEEL‡
Abstract. Given a positive bounded Borel measure µ on the interval [−1, 1], we provide con-
vergence results in Lµ2 -norm to a function f of its sequence of rational interpolating functions at the
nodes of rational Gauss-type quadrature formulas associated with the measure µ. As an applica-
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1. Introduction. The central object of study in this paper is an integral of the
form
Jσ(f) =
∫ 1
−1
f(x)dσ(x),
where σ is a (possibly complex) bounded measure with infinite support on the in-
terval I = [−1, 1]. Such integrals can be approximated by interpolatory quadrature
rules with interpolation points that are zeros of orthogonal polynomials and are all in
I. However, since σ need not be positive, one needs to introduce an auxiliary posi-
tive orthogonality measure µ. This leads to Gauss quadrature formulas with positive
weights that approximate integrals of the form Jµ(f), and have a maximal (polyno-
mial) domain of validity. If one of the endpoints (Radau) or both of them (Lobatto)
are imposed as additional nodes, we get more general Gauss-type quadrature rules.
In the ideal situation µ “resembles” σ as much as possible.
However, when f has singularities outside (but possibly close to) the interval
I, it is often more appropriate to not consider a maximal polynomial domain of
validity, but rather consider more general spaces of rational functions. In such a
case the orthogonal polynomials are replaced by orthogonal rational functions with
preassigned poles (to simulate the singularities of f).
A theory of orthogonal rational functions on the complex unit circle T has been
studied intensively (see e.g. [7]) in many papers devoted to their applications in nu-
merical quadrature. Of course by a Joukowski Transform x = J(z) one may map
x ∈ I to z ∈ T (see e.g. [3]), hence relating poles, nodes, weights, and measures on I
and T. In the classical situation, the poles for the circle situation are often taken in
pairs {βi, 1/βi} with |βi| < 1. This corresponds to taking real poles for the interval.
We refer to this as the situation of “real poles”; see [25]. If, however, we want to
consider arbitrary complex poles for I, then we need pairs {βi, 1/βi} on T; see [17].
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The outline of the paper is as follows. After giving the necessary theoretical back-
ground in Section 2, in Section 3 we are mainly concerned with the extension of a
known L2 convergence result with respect to a positive bounded Borel measure on T
for sequences of interpolating rational functions with poles among {βi, 1/βi}, to the
case of interpolating rational functions with poles among {βi, 1/βi}. Once the existing
result is adapted to this slightly modified situation, we are ready to study the conver-
gence of the rational approximants to f in Section 4. The convergence is studied in
Lµ2 -norm, where µ is the positive orthogonality measure on I, and the approximants
interpolate f in the nodes of the corresponding rational Gauss-type quadrature rules.
Then, in Section 5 we construct rational interpolatory quadrature rules to approxi-
mate the integrals of the form Jσ(f), as well as for the approximation of integrals of
the form Iσ˚(f˚) =
∫ π
−π f˚(e
iθ)dσ˚(θ), where σ˚ is a (possibly complex) bounded measure
with infinite support on T. The convergence result obtained in Section 4 will of course
immediately induce convergence results for the rational interpolatory quadrature for-
mulas themselves, both on I and on T. Next, in Section 6 we provide error bounds
and an estimate for the rate of convergence (root asymptotics of the error) for these
quadrature rules. We conclude with some numerical experiments in Section 7.
Similar results in the polynomial case and for the real poles situation were studied
in respectively [12] and [8, 9].
2. Preliminaries. The field of complex numbers will be denoted by C and the
Riemann sphere by C = C ∪ {∞}. For the real line we use the symbol R and for the
extended real line R = R ∪ {∞}. Further, the positive half line will be represented
by R+ = {x ∈ R : x ≥ 0}. Let a ∈ C, then ℜ{a} refers to the real part of a, while
ℑ{a} refers to the imaginary part, and the imaginary unit will be denoted by i. The
unit circle and the open unit disk are denoted respectively by T = {z ∈ C : |z| = 1}
and D = {z ∈ C : |z| < 1}. Whenever the value zero is omitted in a set X ⊆ C, this
will be represented by X0. Similarly, the complement of a set Y ⊂ C with respect to
a set X ⊆ C will be denoted by XY ; i.e., XY = {t ∈ X : t /∈ Y }. Further, if b = ⌈a⌉
with a ∈ R, then b is the smallest integer so that b ≥ a. If, on the other hand, b = ⌊a⌋
with a ∈ R, then b is the largest integer so that b ≤ a.
In this paper, we will consider quadrature formulas on the interval I = [−1, 1]
and on the complex unit circle T. Although x and z are both complex variables, we
reserve the notation x for the interval and z for the unit circle.
For any complex function f(t), with t = z or t = x, we define the involution op-
eration or substar conjugate by f∗(t) = f(1/t). Next, we define the super-c conjugate
by f c(t) = f(t), and consequently f c∗ by f
c
∗(t) = f(1/t). Note that, if f(t) has a pole
at t = p, then f∗(t) (respectively f c(t) and f c∗(t)) has a pole at t = 1/p (respectively
t = p and t = 1/p). Further, with f inv we denote the inverse of the function f , to
avoid confusion with the notation f−1 = 1/f .
Let there be fixed a sequence of poles A = {α1, α2, . . .} ⊂ CI , where the poles are
arbitrary complex or infinite; hence, they do not have to appear in pairs of complex
conjugates. We then define the basis functions
b0(x) ≡ 1, bk(x) = x
k∏k
j=1(1 − x/αj)
, k = 1, 2, . . . . (2.1)
These basis functions generate the nested spaces of rational functions with poles in
A defined by L−1 = {0}, L0 = C and Lk := L{α1, . . . , αk} = span{b0, . . . , bk},
k = 1, 2, . . . . Further, with L we denote the closed linear span of all {bk}∞k=0. With
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the definition of the super-c conjugate we introduce Lck = {f : f c ∈ Lk}. In the
remainder we will also use the notation L[α]0 := L0 and L[α]k := L{α1, . . . , αk−1, α},
k > 0; i.e.; the space of rational functions with the same dimension as Lk, but with
the last pole αk replaced by α. Note that Lk and Lck are rational generalizations of
the space Pk of polynomials of degree less than or equal to k. Indeed, if αj =∞ for
every j > 1, the expression in (2.1) becomes bk(x) = xk.
Consider the integral
Jσ(f) :=
∫ 1
−1
f(x)dσ(x),
where σ is a (possibly complex) bounded measure with infinite support on I (in short,
a complex measure on I). To approximate Jσ(f), where f is a possibly complex func-
tion that can have singularities (possibly close to, but) outside the interval, rational
interpolatory quadrature formulas are often preferred. An nth rational interpolatory
quadrature is obtained by integrating an interpolating rational function of degree
n− 1, and is of the form
Jσn (f) :=
n∑
k=1
λσn,kf(xn,k), {xn,k}nk=1 ⊂ I, xn,j 6= xn,k if j 6= k, {λσn,k}nk=1 ⊂ C,
so that Jσ(f) = Jσn (f) for every f ∈ Rp,q = Lp · Lcq, with p+ q 6 2n− 1 and p, q 6 n.
For reasons of notational simplicity, in the remainder we will write xk and λσk , meaning
xm,k and λσm,k for a certain index m. At any time, the index m should be clear from
the context.
Next, consider the inner product defined by
〈f , g〉µ = Jµ(fgc), f, g ∈ L, (2.2)
where µ is a positive bounded Borel measure with infinite support on I (in short,
a positive measure on I), and let ‖f‖µ,2 :=
√
〈f , f〉µ. Orthogonalizing the basis
functions {b0, b1, . . .} with respect to this inner product, we obtain a sequence of
orthogonal rational functions (ORFs) {ϕ0, ϕ1, . . .}, with ϕk ∈ Lk \ Lk−1, so that
ϕk ⊥µ Lk−1; i.e.; 〈ϕk , ϕj〉µ = dkδk,j , dk ∈ R+0 and k, j = 0, 1, . . ., where δk,j is the
Kronecker Delta.
Let α ∈ RI , and suppose ϕ[α]n ∈ L[α]n \Ln−1 is orthogonal to Ln−1 with respect to
the inner product (2.2). Then the zeros xk of ϕ
[α]
n (x) are all distinct and in the open
interval (−1, 1), and hence, can be chosen as nodes for the quadrature formula Jσn (f).
For σ = µ and αn = α, we obtain in this way the n-point rational Gaussian quadrature
formula, which has maximal domain of validity; i.e.; the approximation is exact for
every function f ∈ Rn,n−1. It is well known that the weights λµk in the rational
Gaussian quadrature are all positive (see e.g. [14, Thm. 2.3.5]). Note, however, that
the n-point rational Gaussian quadrature formula does not exist whenever the last
pole αn /∈ R. If αn /∈ R or αn 6= α, the n-point rational quadrature formula based
on the zeros of the ORF ϕ[α]n becomes an n-point rational Gauss-Radau quadrature
formula with positive weights (see below).
For any other choice of nodes, the weights may be non-positive or even complex
and the quadrature will only be exact in a smaller set of rational functions. For each
node that is fixed in advance, the domain of validity will generally1 decrease by one.
1For some specific choices for the nodes, the domain of validity may remain the same or may
even decrease more (see also [2] for the polynomial case).
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It is reasonable though to require that we have at least exactness for p+ q = n− 1. A
special case is obtained when one node in the n-point quadrature is fixed in advance,
so that the weights are all positive and the quadrature is exact for every f ∈ Rn−1,n−1,
which corresponds to the n-point rational Gauss-Radau quadrature formula. However,
the existence of this n-point rational Gauss-Radau quadrature depends on the choice
of the node (e.g., it surely does not exist whenever the node is a zero of the ORF
ϕn−1; see [16]), but it does not depend on whether αn ∈ RI . Whenever two nodes
in an (n + 1)-point quadrature formula are fixed in advance, so that the weights are
all positive and the quadrature is exact for every f ∈ Rn,n−1, we obtain the (n+ 1)-
point rational Gauss-Lobatto quadrature formula. The existence of this (n+1)-point
rational Gauss-Lobatto quadrature not only depends now on the choice of the nodes,
but also on the pole αn (e.g., it is easily verified that it does not exist whenever
αn /∈ R; see also [15, Sect. 2]).
Another sequence of basis functions will be used for the unit circle. Given a
sequence of complex numbers B = {β1, β2, . . .} ⊂ D, we define the Blaschke products
for B as
B0(z) ≡ 1, Bk(z) =
k∏
j=1
z − βj
1− βjz
, k = 1, 2, . . . . (2.3)
These Blaschke products generate the nested spaces of rational functions L˚−1 = {0},
L˚0 = C and L˚k := L˚{β1, . . . , βk} = span{B0, . . . , Bk}, k = 1, 2, . . . . Similarly as
before, we denote with L˚ the closed linear span of all {Bk}∞k=0. With the definition of
the substar conjugate and the super-c conjugate we can define L˚k∗ = {f : f∗ ∈ L˚k},
L˚ck = {f : f c ∈ L˚k} and L˚ck∗ = {f : f c∗ ∈ L˚k}. Also here we will use the notation
L˚[β]0 := L˚0 and L˚[β]k := L˚{β1, . . . , βk−1, β}, k > 0, to denote the space of rational
functions with the same dimension as L˚k, but with the last complex number βk
replaced by β. Note that L˚k and L˚ck are rational generalizations of Pk too. Indeed,
if all βj = 0 (or equivalently, 1/βj = ∞ for every j > 1), the expression in (2.3)
becomes Bk(z) = Bck(z) = z
k.
Consider now the integral
Iσ˚(f) :=
∫ π
−π
f(z)dσ˚(θ), z = eiθ,
where σ˚ is a complex measure on T2, and f is a (possibly complex) function bounded
on T. The rational interpolatory quadrature formulas to approximate Iσ˚(f) are then
of the form
I σ˚n (f) :=
n∑
k=1
λ˚σ˚n,kf(zn,k), {zn,k}nk=1 ⊂ T, zn,j 6= zn,k if j 6= k, {˚λσ˚n,k}nk=1 ⊂ C,
so that Iσ˚(f) = I σ˚n (f) for every f ∈ R˚p,q = L˚p · L˚q∗, with n − 1 6 p + q 6 2n − 2
and p, q 6 n − 1. From now on we will write zk and λ˚σ˚k , meaning zm,k and λ˚σ˚m,k for
a certain index m, where the index m should again be clear at any time from the
context.
Let φn ∈ L˚n \ L˚n−1 denote an nth ORF with respect to the inner product
〈f , g〉µ˚ = Iµ˚(fg∗), f, g ∈ L˚,
2The measure σ˚ on T induces a measure on [−pi, pi] for which we shall use the same notation σ˚.
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where µ˚ is a positive measure on T, and let ‖f‖µ˚,2 :=
√
〈f , f〉µ˚. We then define a
para-orthogonal rational function
Q˚n,τ (z) = φn(z) + τBn(z)φn∗(z), τ ∈ T. (2.4)
The zeros zk of Q˚n,τ (z) are all distinct and on the unit circle T, and hence, can be
chosen as nodes for the quadrature formula I σ˚n (f). In the special case in which σ˚ = µ˚,
we obtain an n-point rational Szego˝ quadrature formula, which has maximal domain
of validity (p = q = n− 1). It is well known that in this case the weights λ˚µ˚k are all
positive too.
Due to the presence of the parameter τ in (2.4), the nodes and weights in an
n-point rational Szego˝ quadrature formula are (unlike in the case of the interval) not
unique. Consequently, an n-point rational Szego˝-Radau quadrature formula (one fixed
node) with positive weights always exists and has maximal domain of validity too.
While an n-point rational Szego˝-Lobatto quadrature formula (two fixed nodes) with
positive weights is at least exact for every f ∈ R˚n−2,n−2 and again always exists (see
e.g. [5] and [11]).
We denote the Joukowski Transformation x = 12 (z + z
−1) by x = J(z), mapping
the open unit disc D onto the cut Riemann sphere CI and the unit circle T onto the
interval I. When z = eiθ, then x = J(z) = cos θ. In this paper we will assume that
x and z are related by this transformation. The inverse mapping is denoted by z =
J inv(x) and is chosen so that z ∈ D if x ∈ CI . With the sequence A = {α1, α2, . . .} ⊂
CI we associate a sequence B = {β1, β2, . . .} ⊂ D, so that βk = J inv(αk) for every
k > 0, and Bˆ = {βˆ1, βˆ2, . . .} ⊂ D with βˆ2k = βˆ2k−1 = βk, k = 1, 2, . . . . Further,
we denote the nested spaces of rational functions based on the sequence Bˆ by ˆ˚Lk :=
L˚{βˆ1, . . . , βˆk}, so that
ˆ˚L2k = L˚ck · L˚k and ˆ˚L2k−1 = L˚ck · L˚k−1. (2.5)
A connection between quadrature formulas on the unit circle and the interval I is
given in e.g. [3] and [4]. If σ is a complex measure on I, we obtain a complex measure
on T by setting
σ˚(E) = σ ({cos θ, θ ∈ E ∩ [0, π)}) + σ ({cos θ, θ ∈ E ∩ [−π, 0)}) . (2.6)
Clearly, this measure σ˚ is then symmetric (i.e.; dσ˚(−θ) = −dσ˚(θ)), so that Iσ˚(f c∗) =
Iσ˚(f) for every function f on T.
Note that by the Joukowski Transformation, a function f(x) transforms into a
function f˚(z) = (f ◦ J)(z), so that f˚ c∗(z) = f˚(z) and
Jσ(f) =
1
2
Iσ˚(f˚). (2.7)
Further, let S˚ [c]n and S˚ [∗]n be defined by
S˚ [c]2k−1 = L˚ck · L˚(k−1)∗ , S˚ [∗]2k−1 = L˚ck−1 · L˚k∗
(
= S˚ [c] c(2k−1)∗
)
,
and S˚ [c]2k = S˚ [∗]2k = L˚ck · L˚k∗ = S˚2k,
and let S˚ = L˚c · L˚∗ = L˚c+ L˚∗. From [18, Lem. 3.1] it then follows that every function
f ∈ Lk \ Lk−1 transforms into a function f˚ ∈ S˚2k \
(
S˚ [c]2k−1 ∪ S˚ [∗]2k−1
)
; see also [14,
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Consider an arbitrary set of m distinct nodes xm := {xk}mk=1 ⊂ (−1, 1), and
let z2m := {zk}2mk=1 ⊂ T \ {−1, 1} be the corresponding 2m distinct nodes on the
unit circle, with zk = zm+k and xk = J(zk) = J(zm+k) for k = 1, . . . ,m. We then
distinguish the following three cases:
(0) x[0]n = xn, and hence, z
[0]
2n = z2n;
(1) x[1]n = xn−1 ∪ {±1}, and hence, z[1]2n−1 = z2n−2 ∪ {±1};
(2) x[2]n+1 = xn−1 ∪ {1,−1}, and hence, z[2]2n = z2n−2 ∪ {1,−1}.
Let the parameter s ∈ {0, 1, 2} refer to one of this three cases, and let n(s) and N(s)
be defined by
n(s) = n+ ⌊s/2⌋ and N(s) = 2n− s mod 2.
This way we can briefly write that the set of n(s) distinct nodes x[s]n(s) ⊂ I corresponds
with the set of N(s) distinct nodes z[s]N(s) ⊂ T, where s represents the number of nodes
that are equal to 1 in absolute value. We then have the following theorem, which has
been proved in [15, Sect. 3].
Theorem 1. Let α = J(β) ∈ RI , and suppose the positive measures µ on I and µ˚
on T are related by (2.6). Then the rational interpolatory quadrature Jµ(f) ≈ Jµn(s)(f)
based on the nodes x[s]n(s) ⊂ I is exact for every
f ∈
{ Rn−1,n−1, s = 1
L[α]n · Lcn−1, s = 0 or s = 2.
iff the rational interpolatory quadrature Iµ˚(f˚) ≈ I µ˚N(s)(f˚) based on the nodes z[s]N(s) ⊂ T
is exact for every
f˚ ∈
{ ˆ˚L2n−2 · ˆ˚L(2n−2)∗, s = 1
ˆ˚L[β]2n−1 · ˆ˚L[β](2n−1)∗, s = 0 or s = 2.
In other words, certain rational Gauss-type (Gaussian, Gauss-Radau and Gauss-
Lobatto) quadratures on I are related with certain rational Szego˝ quadratures on T,
and vice versa. Moreover, for these specific rational Gauss-type quadratures it holds
that Jµn(s)(f) =
1
2I
µ˚
N(s)(f˚) for every function f(x) on I, with corresponding function
f˚(z) = (f ◦ J)(z) on T.
In the remainder we will refer to the nodes of the specific rational Gauss-type
quadratures in Theorem 1 as (µ, s, α)-nodes or (µ, s)-nodes. The nodes in the corre-
sponding rational Szego˝ quadratures in Theorem 1 will then be referred to as (µ˚, s, β)-
nodes or (µ˚, s)-nodes. Note that Theorem 1 also deals with a special kind of rational
Gauss-Radau quadratures with nodes inside (−1, 1); i.e.; when α 6= αn. However,
depending on the measure µ, this does not necessary cover all the possible kind of
rational Gauss-Radau quadratures with nodes inside (−1, 1). Neither does Theorem 1
covers all the possible rational Szego˝ quadratures, because it only considers sequences
of nodes on T where the nodes, different from 1 and −1, appear in complex conjugate
pairs. For this reason, we will also use the term ‘˚µ-nodes’, meaning that we consider
the more general situation of an arbitrary sequence of rational Szego˝–nodes on T
associated with a positive measure µ˚ that is not necessarily symmetric.
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3. The space of rational functions S˚. In [6, 8, 9] the Lµ˚2 (T) convergence has
been studied for sequences of interpolating rational functions in nested subspaces of
R˚ = L˚+ L˚∗ to a function f˚(z) defined on T. The subspaces under consideration were
of the form R˚p(n),q(n), with p(n) + q(n) = n, and
lim
n→∞
q(n)
n
= r ∈ (0, 1), (3.1)
so that R˚p(n−1),q(n−1) ⊂ R˚p(n),q(n) for every n > 0. In the next section we will study
the Lµ2 (I) convergence when considering sequences of interpolating rational functions
of increasing degree to a function f(x) defined on I. This will be done by passing from
the interval to the unit circle by means of the Joukowski Transformation x = J(z).
However, from the previous section we deduce that the corresponding interpolating
rational functions for the function f˚(z) = (f ◦ J) (z) on T are in nested subspaces of
S˚ = L˚c + L˚∗, and of the form L˚cp(n) · L˚q(n)∗. Hence, these subspaces differ from those
considered in the references, unless the numbers βk, k = 1, 2, . . ., are all real. The aim
of this section is to extend [9, Thm. 4.1], for the case of nested subspaces of R˚, to the
case of nested subspaces of S˚. The main result can be found in Theorem 6, but first
we need the following four lemmas.
Lemma 2. Let the rational spaces S˚ [c]n and S˚ [∗]n be defined as above, and define
ˆ˚Rn,n = ˆ˚Ln · ˆ˚Ln∗ and ˆ˚Rcn,n = ˆ˚Lcn · ˆ˚Lcn∗, where ˆ˚Ln is given by (2.5). Then for every
function f and g in S˚ [c]n it holds that fg∗ ∈ ˆ˚Rn,n. Similarly, for every function f and
g in S˚ [∗]n it holds that fg∗ ∈ ˆ˚Rcn,n.
Proof. We will only give the proof for the case in which f and g are in S˚ [c]n (the
case in which f and g are in S˚ [∗]n can be proved in a similar way). For n = 2k we have
that
S˚ [c]n · S˚ [c]n∗ =
(
L˚ck · L˚k∗
)
·
(
L˚ck∗ · L˚k
)
=
(
L˚ck · L˚k
)
·
(
L˚ck∗ · L˚k∗
)
= ˆ˚Ln · ˆ˚Ln∗ = ˆ˚Rn,n.
On the other hand, for n = 2k − 1 we have that
S˚ [c]n · S˚ [c]n∗ =
(
L˚ck · L˚(k−1)∗
)
·
(
L˚ck∗ · L˚k−1
)
=
(
L˚ck · L˚k−1
)
·
(
L˚ck∗ · L˚(k−1)∗
)
= ˆ˚Ln · ˆ˚Ln∗ = ˆ˚Rn,n.
This ends the proof.
Lemma 3. Let λ˚ denote the Lebesgue measure on T. Then the space S˚ is dense
in Lλ˚p(T), 1 6 p < ∞, and in the class C(T) of continuous 2π-periodic functions on
T (with respect to the Chebyshev norm) iff
∑∞
k=1(1− |βk|) =∞.
Proof. The statement has been proved in [7, Thm. 7.1.2] for the space R˚ = L˚+ L˚∗
with poles among {βk, 1/βk}∞k=0. It is easily verified that the proof in [7] remains valid
when considering the space S˚ = L˚c + L˚∗ with poles among {βk, 1/βk}∞k=0 instead.
Lemma 4. Let the symbol ‘ι’ be fixed to either ‘c’ or to ‘∗’. Suppose µ˚ is a positive
measure on T, and consider the nested spaces of rational functions S˚ [ι]n . Then
1. For each n = 1, 2, . . ., there exist n distinct points {zk}nk=1 on T and n positive
numbers λ˚k, so that I˜n(f˚) :=
∑n
k=1 λ˚kf˚(zk) = Iµ˚(f˚) for every function f˚ of
the form f˚ = fg∗, with f, g ∈ S˚ [ι]n−1.
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2. If
∑∞
k=1(1 − |βk|2) = ∞, then limn→∞ I˜n(f˚) = Iµ˚(f˚) for all µ˚-integrable
functions f˚ .
Proof. The first statement has been proved in [10, Thm. 1] for functions f˚ of the
form f˚ = f˜ g˜∗, with f˜ , g˜ ∈ L˚n−1. Clearly, the statement remains valid for f˜ , g˜ ∈ ˆ˚Ln−1
and for f˜ , g˜ ∈ ˆ˚Lcn−1. As a result of Lemma 2, we have that for every f and g in S˚ [c]n−1
(respectively in S˚ [∗]n−1) there exist f˜ and g˜ in ˆ˚Ln−1 (respectively in ˆ˚Lcn−1), so that
fg∗ = f˜ g˜∗. This proves the first statement.
Next, from the proof of Lemma 2 it also follows that for every f˜ and g˜ in ˆ˚Ln−1
(respectively in ˆ˚Lcn−1), there exist f and g in S˚ [c]n−1 (respectively in S˚ [∗]n−1), so that
f˜ g˜∗ = fg∗. Consequently, I˜n(f˚) is a rational Szego˝ quadrature formula. The second
statement now follows from [10, Thm. 5 and Cor. 6], and the fact that
∑∞
k=1(1 −∣∣∣βˆk∣∣∣2) =∞ iff ∑∞k=1(1− |βk|2) =∞. This ends the proof.
Lemma 5. Let µ˚ be a positive measure on T, and consider a function f˚ , bounded
on T, for which the Riemann–Stieltjes integral Iµ˚(f˚) exists. Let T˚ [P ]n , n = 0, 1, . . .,
represent the classes of (complex) trigonometric functions of degree n at most, and
set T˚ [P ] = ⋃∞n=0 T˚ [P ]n . Further, assume∑∞k=1(1−|βk|) =∞, and let the classes T˚ [R]n ,
n = 0, 1, . . ., of (complex) rational trigonometric functions be defined by
T˚ [R]n =
{
R(θ) =
P (θ)∏n
j (1− βjeiθ)(eiθ − βj)
: P ∈ T˚ [P ]n
}
,
and T˚ [R] = ⋃∞n=0 T˚ [R]n . Then for any ǫ > 0 there exists a rational trigonometric
function R ∈ T˚ [R], so that ∥∥∥f˚ −R∥∥∥2
µ˚,2
< 2(M + ǫ)ǫ,
where
M = sup
θ∈[−π,π]
∣∣∣ℜ{f˚(eiθ)}∣∣∣+ sup
θ∈[−π,π]
∣∣∣ℑ{f˚(eiθ)}∣∣∣ . (3.2)
Proof. Let ǫ′ be an arbitrary positive number. From [23, Thm. 1.5.4] and the proof
of [9, Thm. 4.1] it follows that there exists a trigonometric polynomial P ∈ T˚ [P ], so
that
Iµ˚(|f − P |) < ǫ′ and |f − P | < 2(M + ǫ′),
where M is given by (3.2). Under the condition
∑∞
k=1(1− |βk|) =∞, it follows from
Lemma 3 that T˚ [R] is dense in C(T), while P is in C(T). Consequently, there exist
sequences {Rn} in T˚ [R] such that
lim
n→∞Rn = P, uniformly in [−π, π].
Thus, for every ǫ′′ > 0 we can find an integer k so that for all n > k:
|P −Rn| < 2ǫ′′, ∀θ ∈ [−π, π].
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Because the convergence Rn → P is uniform in [−π, π], we also have
lim
n→∞ Iµ˚(Rn) = Iµ˚(P ).
Thus, for every ǫ′′ > 0 we can find an integer l so that for all n > l:
Iµ˚ (|P −Rn|) < ǫ′′.
Setting R = RN ∈ T˚ [R] for a certain N > max{k, l}, we have that
|f −R| 6 |f − P |+ |P −R| < 2(M + ǫ′ + ǫ′′),
and
Iµ˚(|f −R|) 6 Iµ˚(|f − P |) + Iµ˚(|P −R|) < ǫ′ + ǫ′′.
Setting ǫ = (ǫ′ + ǫ′′), we obtain in this way that∥∥∥f˚ −R∥∥∥2
µ˚,2
< 2(M + ǫ) · Iµ˚(|f −R|) < 2(M + ǫ)ǫ.
This concludes the proof.
We are now in a position to prove the following main result on Lµ˚2 (T) convergence
that will be needed in the next section to study the Lµ2 (I) convergence.
Theorem 6. Let the symbol ‘ι’ be fixed to either ‘c’ or to ‘∗’, and assume∑∞
j=1(1 − |βj |) = ∞. Suppose µ˚ is a positive measure on T, and consider the nested
spaces of rational functions S˚ [ι]n . Further, suppose {z[ι]k }nk=1, n = 1, 2, . . ., are sets
of n distinct µ˚-nodes on T. Then for any function f˚ bounded on T, for which the
Riemann–Stieltjes integral Iµ˚(f˚) exists, the sequence of interpolating rational func-
tions
{
S
f˚ [ι]
n−1
}∞
n=1
, with S f˚ [ι]n−1 ∈ S˚ [ι]n−1, at the points {z[ι]k }nk=1 converge to f˚ in Lµ˚2 -
norm; i.e;
lim
n→∞
∥∥∥f˚ − S f˚ [ι]n−1∥∥∥
µ˚,2
= 0.
Proof. The proof is the same as in [9, Thm. 4.1] when replacing Theorem 2.1,
Theorem 2.2 and Lemma 2.5 in [9] with respectively Lemma 4, Lemma 5 and Lemma 2
above.
Remark 7. For simplicity, we restricted ourselves in this section to nested sub-
spaces of S˚ of the form L˚cp(n) · L˚q(n)∗, with |p(n)− q(n)| 6 1. However, the results
clearly remain valid for more arbitrary nondecreasing sequences of nonnegative inte-
gers p(n) and q(n), satisfying (3.1), when redefining ˆ˚Ln in (2.5) as ˆ˚Ln = L˚cp(n) · L˚q(n)
(as has been done in [9]).
4. Rational interpolation and Lµ2 (I) convergence. In this section we are
mainly concerned with the Lµ2 (I) convergence when considering sequences of interpo-
lating rational functions of increasing degree to a function f(x) defined on I. This
will be done by passing from the interval to the unit circle by means of the Joukowski
Transformation x = J(z), and using the result for the Lµ˚2 (T) convergence in The-
orem 6 when considering sequences of interpolating rational functions of increasing
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degree to a function f˚(z) defined on T. We will start with the case in which s = 1,
since this is the most easy case. We then have the following theorem.
Theorem 8. Consider the set of n(1) distinct nodes x[1]n(1) ⊂ I. Let µ be a
positive measure on I, and assume µ˚ is the corresponding measure on T, given by the
relation (2.6). Suppose Rfn−1 is the unique rational function in Ln−1 that interpolates
f at the nodes x[1]n(1). Next, let the symbol ‘ι’ refer to either ‘c’ or to ‘∗’, and assume
S
f˚ [ι]
2n−2 is the unique rational function in S˚ [ι]2n−2 that interpolates f˚(z) = (f ◦ J)(z) at
the corresponding N(1) distinct nodes z[1]N(1) ⊂ T. For any function f bounded on I
it then holds that ∥∥∥f −Rfn−1∥∥∥
µ,2
=
1√
2
∥∥∥f˚ − S f˚ [ι]2n−2∥∥∥
µ˚,2
.
Proof. First, note that for f bounded on I, the interpolating rational function Rfn−1
always exists and is unique in Ln−1. Clearly, the corresponding function f˚ is bounded
too on T, so that the interpolating rational function S f˚ [ι]2n−2 again always exists and
is unique in S˚ [ι]2n−2. Thus, let R˚fn−1(z) =
(
Rfn−1 ◦ J
)
(z). Then it follows from (2.7)
that ∥∥∥f −Rfn−1∥∥∥
µ,2
=
1√
2
∥∥∥f˚ − R˚fn−1∥∥∥
µ˚,2
.
Moreover, R˚fn−1(z) is a rational function in S˚ [ι]2n−2 that interpolates f˚ too at the nodes
z[1]N(1) ⊂ T. Due to the uniqueness, it follows that R˚fn−1(z) = S f˚ [ι]2n−2(z), which ends
the proof.
Next, consider the case in which the interpolation nodes x[1]n(1) are (µ, 1)-nodes.
The following theorem then gives a convergence result in the Lµ2 -norm
∥∥∥f −Rfn−1∥∥∥
µ,2
for n tending to infinity.
Theorem 9. Let µ be a positive measure on I, and assume
∑∞
j=1(1−
∣∣J inv(αj)∣∣) =
∞. Then for any function f bounded on I, for which the Riemann–Stieltjes inte-
gral Jµ(f) exists, the sequence of interpolating rational functions
{
Rfn−1
}∞
n=1
, with
Rfn−1 ∈ Ln−1, at the (µ, 1)-nodes x[1]n(1), n = 1, 2, . . ., converge to f in Lµ2 -norm; i.e;
lim
n→∞
∥∥∥f −Rfn−1∥∥∥
µ,2
= 0.
Proof. From Theorem 8 it follows that
lim
n→∞
∥∥∥f −Rfn−1∥∥∥
µ,2
=
1√
2
lim
n→∞
∥∥∥f˚ − S f˚ [ι]2n−2∥∥∥
µ˚,2
,
where the symbol ‘ι’ refers to either ‘c’ or to ‘∗’. Further, since the corresponding sets
of N(1) distinct nodes z[1]N(1) ⊂ T are (µ˚, 1)-nodes (see Theorem 1), it follows from
Theorem 6 that
lim
n→∞
∥∥∥f˚ − S f˚ [ι]2n−2∥∥∥
µ˚,2
= 0.
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This concludes the proof.
Next, we consider the case in which s = 0. For this, let us define the auxiliary
subspaces
S˚ [c,β]2k−1 = L˚[β]ck · L˚(k−1)∗ and S˚ [c,β]2k = L˚[β]ck · L˚k∗,
and
S˚ [∗,β]2k−1 = L˚ck−1 · L˚[β]k∗ and S˚ [∗,β]2k = L˚ck · L˚[β]k∗ ,
where β ∈ D. Note that it holds for every n > 0 that S˚ [c,β]n−1 ⊂ S˚ [c,β]n and S˚ [∗,β]n−1 ⊂ S˚ [∗,β]n ;
thus, the results in the previous section remain valid for these auxiliary subspaces.
We then have the following theorem.
Theorem 10. Consider the set of n(0) distinct nodes x[0]n(0) ⊂ (−1, 1). Let µ
be a positive measure on I, and assume µ˚ is the corresponding measure on T, given
by the relation (2.6). Suppose Rfn−1 is the unique rational function in Ln−1 that
interpolates f at the nodes x[0]n(0). Next, suppose β ∈ D and assume S f˚ [c,β]2n−1 and S f˚ [∗,β]2n−1
are the unique rational functions in respectively S˚ [c,β]2n−1 and S˚ [∗,β]2n−1 that interpolate
f˚(z) = (f ◦ J)(z) at the corresponding N(0) distinct nodes z[0]N(0) ⊂ T \ {−1, 1}. For
any function f bounded on I it then holds that∥∥∥f −Rfn−1∥∥∥
µ,2
=
1√
2
∥∥∥f˚ − S f˚ [c,β]2n−1 ∥∥∥
µ˚,2
=
1√
2
∥∥∥f˚ − S f˚ [∗,β]2n−1 ∥∥∥
µ˚,2
.
Proof. First, note that for f bounded on I, the interpolating rational function
Rfn−1 always exists and is unique in Ln−1. Clearly, the corresponding function
f˚ is bounded too on T, so that the interpolating rational functions S f˚ [c,β]2n−1 and
S
f˚ [∗,β]
2n−1 again always exist and are unique in S˚ [c,β]2n−1 and S˚ [∗,β]2n−1 respectively. Thus,
let R˚fn−1(z) =
(
Rfn−1 ◦ J
)
(z). Then it follows from (2.7) that∥∥∥f −Rfn−1∥∥∥
µ,2
=
1√
2
∥∥∥f˚ − R˚fn−1∥∥∥
µ˚,2
.
Moreover, R˚fn−1(z) is a rational function in S˚2n−2 that interpolates f˚ too at the
nodes z[0]N(0) ⊂ T \ {−1, 1}. Since S˚2n−2 ⊂ S˚ [c,β]2n−1 and S˚2n−2 ⊂ S˚ [∗,β]2n−1, and due to the
uniqueness, it follows that R˚fn−1(z) = S
f˚ [c,β]
2n−1 (z) = S
f˚ [∗,β]
2n−1 (z), which ends the proof.
Consider now the case in which the interpolation nodes x[0]n(0) are (µ, 0, α)-nodes.
The following theorem then gives a convergence result in the Lµ2 -norm
∥∥∥f −Rfn−1∥∥∥
µ,2
for n tending to infinity.
Theorem 11. Let µ be a positive measure on I. Suppose α ∈ RI and assume∑∞
j=1(1 −
∣∣J inv(αj)∣∣) = ∞. Then for any function f bounded on I, for which the
Riemann–Stieltjes integral Jµ(f) exists, the sequence of interpolating rational func-
tions
{
Rfn−1
}∞
n=1
, with Rfn−1 ∈ Ln−1, at the (µ, 0, α)-nodes x[0]n(0), n = 1, 2, . . .,
converge to f in Lµ2 -norm; i.e;
lim
n→∞
∥∥∥f −Rfn−1∥∥∥
µ,2
= 0.
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Proof. From Theorem 10 it follows that
lim
n→∞
∥∥∥f −Rfn−1∥∥∥
µ,2
=
1√
2
lim
n→∞
∥∥∥f˚ − S f˚ [ι,β]2n−1 ∥∥∥
µ˚,2
, β = J inv(α) ∈ (−1, 1),
where the symbol ‘ι’ refers to either ‘c’ or to ‘∗’. Further, since the corresponding sets
of N(0) distinct nodes z[0]N(0) ⊂ T are (µ˚, 0, β)-nodes (see Theorem 1), it follows from
Theorem 6 that
lim
n→∞
∥∥∥f˚ − S f˚ [ι,β]2n−1 ∥∥∥
µ˚,2
= 0.
This concludes the proof.
Finally, let us consider the case in which s = 2. As already pointed out in
Section 2, an (n + 1)-point rational Gauss-Lobatto quadrature surely does not exist
whenever the last pole αn /∈ R. To overcome this problem, we will work with the
sequence of poles A˜ = {α, α1, α2, . . .} ⊂ CI instead, where α ∈ CI . Note that the
interpolating rational functions do not depend on the order of the poles. So, we may
as well work with nested spaces of rational functions L[α]n . We then have the following
theorem.
Theorem 12. Consider the set of n(2) distinct nodes x[2]n(2) ⊂ I. Let µ be a
positive measure on I, and assume µ˚ is the corresponding measure on T, given by
the relation (2.6). Suppose Rfn is the unique rational function in L[α]n , with α ∈ CI ,
that interpolates f at the nodes x[2]n(2). Next, assume S
f˚ [c,β]
2n−1 and S
f˚ [∗,β]
2n−1 , with β =
J inv(α) ∈ D, are the unique rational functions in S˚ [c,β]2n−1 and S˚ [∗,β]2n−1 respectively that
interpolate f˚(z) = (f ◦J)(z) at the corresponding N(2) distinct nodes z[2]N(2) ⊂ T. For
any function f bounded on I it then holds that∥∥f −Rfn∥∥µ,2 6 1√2
∥∥∥f˚ − S f˚ [c,β]2n−1 ∥∥∥
µ˚,2
and
∥∥f −Rfn∥∥µ,2 6 1√2
∥∥∥f˚ − S f˚ [∗,β]2n−1 ∥∥∥
µ˚,2
.
Proof. First, note that for f bounded on I, the interpolating rational function Rfn
always exists and is unique in L[α]n . Clearly, the corresponding function f˚ is bounded
too on T, so that the interpolating rational functions S f˚ [c,β]2n−1 and S
f˚ [∗,β]
2n−1 again always
exist and are unique in S˚ [c,β]2n−1 and S˚ [∗,β]2n−1 respectively. Thus, let R˚fn(z) =
(
Rfn ◦ J
)
(z).
Then it follows from (2.7) that∥∥f −Rfn∥∥µ,2 = 1√2
∥∥∥f˚ − R˚fn∥∥∥
µ˚,2
.
Moreover, R˚fn(z) is a rational function in S˚ [β,β]2n := L˚[β]cn · L˚[β]n∗ that interpolates f˚ too
at the nodes z[2]N(2) ⊂ T. Note that S˚ [c,β]2n−1 ⊂ S˚ [β,β]2n and S˚ [∗,β]2n−1 ⊂ S˚ [β,β]2n . So, let us
define now
S f˚2n(z) =
1
2
{S f˚ [c,β]2n−1 (z) + S f˚ [∗,β]2n−1 (z)} ∈ S˚ [β,β]2n .
Clearly, we then have that S f˚2n(zj) = f˚(zj) for every zj ∈ z[2]N(2) and S f˚2n(z−1) =
S f˚2n(z) for every z ∈ C. Consequently, there exists a function Fn ∈ L[α]n so that
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S f˚2n(z) = (Fn ◦J)(z) and Fn(xj) = f(xj) for every xj ∈ x[2]n(2). Since the interpolating
rational function Rfn ∈ L[α]n is unique, it follows that Fn(x) = Rfn(x), and hence,
R˚fn(z) = S
f˚
2n(z). Consequently,∥∥∥f˚ − R˚fn∥∥∥
µ˚,2
=
∥∥∥f˚ − S f˚2n∥∥∥
µ˚,2
=
∥∥∥∥12(f˚ + f˚)− 12{S f˚ [c,β]2n−1 + S f˚ [∗,β]2n−1 }
∥∥∥∥
µ˚,2
6 1
2
{∥∥∥f˚ − S f˚ [c,β]2n−1 ∥∥∥
µ˚,2
+
∥∥∥f˚ − S f˚ [∗,β]2n−1 ∥∥∥
µ˚,2
}
.
Finally, note that S f˚ [∗,β] c(2n−1)∗(z) = S
f˚ [c,β]
2n−1 (z) due to the fact that S˚ [∗,β] c(2n−1)∗ = S˚ [c,β]2n−1.
Consequently, since the measure µ˚ is symmetric, it holds that
∥∥∥f˚ − S f˚ [c,β]2n−1 ∥∥∥
µ˚,2
=∥∥∥f˚ − S f˚ [∗,β]2n−1 ∥∥∥
µ˚,2
. This ends the proof.
Consider now the case in which the interpolation nodes x[2]n(2) are (µ, 2, α)-nodes.
The following theorem then gives a convergence result in the Lµ2 -norm
∥∥f −Rfn∥∥µ,2
for n tending to infinity.
Theorem 13. Let µ be a positive measure on I. Suppose α ∈ RI and assume∑∞
j=1(1 −
∣∣J inv(αj)∣∣) = ∞. Then for any function f bounded on I, for which the
Riemann–Stieltjes integral Jµ(f) exists, the sequence of interpolating rational func-
tions
{
Rfn
}∞
n=1
, with Rfn ∈ L[α]n , at the (µ, 2, α)-nodes x[2]n(2), n = 1, 2, . . ., converge to
f in Lµ2 -norm; i.e;
lim
n→∞
∥∥f −Rfn∥∥µ,2 = 0.
Proof. From Theorem 12 it follows that
lim
n→∞
∥∥f −Rfn∥∥µ,2 6 1√2 limn→∞
∥∥∥f˚ − S f˚ [ι,β]2n−1 ∥∥∥
µ˚,2
, β = J inv(α) ∈ (−1, 1),
where the symbol ‘ι’ refers to either ‘c’ or to ‘∗’. Further, since the corresponding sets
of N(2) distinct nodes z[2]N(2) ⊂ T are (µ˚, 2, β)-nodes (see Theorem 1), it follows from
Theorem 6 that
lim
n→∞
∥∥∥f˚ − S f˚ [ι,β]2n−1 ∥∥∥
µ˚,2
= 0.
This concludes the proof.
We conclude this section with the following density result.
Theorem 14. Let µ be a positive measure on I. Then L is dense in Lµ2 (I) if∑∞
j=1(1−
∣∣J inv(αj)∣∣) =∞.
Proof. Note that for every f ∈ Lµ2 (I) it holds that the function f˚(z) = (f ◦
J)(z) = f˚ c∗(z) ∈ Lµ˚2 (T). Further, with βj = J inv(αj) ∈ D for every j > 0 it follows
from Lemma 3 that S˚ is dense in the class C(T) of 2π-periodic functions on T if∑∞
j=1(1 − |βj |) = ∞. On the other hand, the class C(T) is also dense in Lµ˚2 (T) (see
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e.g. [13]). Thus for f˚ ∈ Lµ˚2 (T) and any ǫ > 0, there exists a function h˚ ∈ C(T) such
that ∥∥∥f˚ − h˚∥∥∥
µ˚,2
< ǫ/
√
2.
Consider now the function h ∈ C(I) (i.e.; the class of continuous functions on I) such
that (h ◦ J)(z) = [˚h(z) + h˚c∗(z)]/2. Then it holds that
‖f − h‖µ,2 =
1√
2
∥∥∥∥∥ f˚ + f˚ c∗2 − h˚+ h˚c∗2
∥∥∥∥∥
µ˚,2
6 1
2
√
2
{∥∥∥f˚ − h˚∥∥∥
µ˚,2
+
∥∥∥f˚ c∗ − h˚c∗∥∥∥
µ˚,2
}
=
1√
2
∥∥∥f˚ − h˚∥∥∥
µ˚,2
< ǫ/2.
Furthermore, there exists a function R˚ ∈ S˚ so that∥∥∥˚h− R˚∥∥∥
µ˚,2
< ǫ/
√
2.
Thus, let R ∈ L be such that (R ◦ J)(z) = [R˚(z) + R˚c∗(z)]/2, then
‖h−R‖µ,2 =
1√
2
∥∥∥∥∥ h˚+ h˚c∗2 − R˚+ R˚c∗2
∥∥∥∥∥
µ˚,2
6 1
2
√
2
{∥∥∥˚h− R˚∥∥∥
µ˚,2
+
∥∥∥˚hc∗ − R˚c∗∥∥∥
µ˚,2
}
=
1√
2
∥∥∥˚h− R˚∥∥∥
µ˚,2
< ǫ/2.
As a result,
‖f −R‖µ,2 6 ‖f − h‖µ,2 + ‖h−R‖µ,2 < ǫ.
This proves the theorem.
As a consequence of the previous theorem, we have the following. (The proof is
exactly the same as the one of [8, Cor. 4.2], and hence, we omit it.)
Corollary 15. Let P fn denote the nth partial sum of the expansion of a function
f ∈ Lµ2 (I) with respect to any orthonormal basis of L and let
∑∞
j=1(1−
∣∣J inv(αj)∣∣) =
∞. Then limn→∞
∥∥f − P fn ∥∥µ,2 = 0.
5. An application to rational interpolatory quadrature rules. In this sec-
tion we will be concerned with the approximation of Jσ(f) by means of an n(s)-point
rational interpolatory quadrature Jσn(s)(f) based on a preassigned set of n(s) distinct
nodes x[s]n(s) on I, where s ∈ {0, 1, 2} and f is bounded on I. Note that it is always
possible to determine the weights {λσk}n(s)k=1 in such a way that the approximation is
exact for every function f ∈ Rp,q = Lp · Lcq, where p+ q = n(s)− 1. Clearly, the most
general situation is obtained by setting p = n(s)− 1 and q = 0, so that
Rn(s)−1,0 = L˘n(s)−1 =
{
L˘n−1 := Ln−1, s < 2
L˘n := L[α]n , s = 2,
(5.1)
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where α ∈ CI ; hence, possibly equal to αn. In this case, the weights are determined
by requiring that
Jσn(s)(f) = Jσ(R˘
f
n(s)−1),
where R˘fn(s)−1 denotes the unique rational function in L˘n(s)−1 that interpolates the
function f at the preassigned set of nodes. The success of such quadrature rules not
only depends on the choice of nodes (see e.g. [22]), but also on the choice of poles. In
this paper, however, we will assume that the poles are fixed in advance, and hence,
we will only be concerned with the choice of nodes.
Let z[s]N(s) be the corresponding set of N(s) distinct nodes on T, with
zk = zn−⌈s/2⌉+k = J inv(xk) ∈ T \ {−1, 1}, k = 1, . . . , (n− ⌈s/2⌉)
z2n−1 = ±1 = xn if s 6= 0, and z2n = −z2n−1 = xn+1 if s = 2. (5.2)
Suppose the spaces of rational functions ˘˚S [ι]k (where the symbol ‘ι’ refers to either ‘c’
or to ‘∗’) are defined by
˘˚S [ι]2n−2 = S˚2n−2, ˘˚S [ι]2n−1 = S˚ [ι,β]2n−1 and ˘˚S [ι]2n = S˚ [β,β]2n ,
where β = J inv(α). Further, let the measure σ˚ on T be related to the measure σ
on I by means of (2.6), and suppose f˚ is bounded on T. We then can consider the
approximation of Iσ˚(f˚) by means of the following N(s)-point quadrature rules:
I σ˚N(s)(f˚) =
N(s)∑
k=1
λ˚σ˚k f˚(zk) = Iσ˚(f˚), ∀f˚ ∈ ˘˚S [c]N(s)−1 (5.3)
and
I˜ σ˚N(s)(f˚) =
N(s)∑
k=1
˜˚
λσ˚k f˚(zk) = Iσ˚(f˚), ∀f˚ ∈ ˘˚S [∗]N(s)−1. (5.4)
Note that these quadrature rules are of interpolatory type too, and are obtained by
determining the weights λ˚σ˚k and
˜˚
λσ˚k in such a way that
I σ˚N(s)(f˚) = Iσ˚(S˘
f˚ [c]
N(s)−1) and I˜
σ˚
N(s)(f˚) = Iσ˚(S˘
f˚ [∗]
N(s)−1),
where S˘ f˚ [c]N(s)−1 and S˘
f˚ [∗]
N(s)−1 denote the unique rational functions in respectively
˘˚S [c]N(s)−1
and ˘˚S [∗]N(s)−1 that interpolate the function f˚ at the preassigned set of nodes z[s]N(s). The
following theorem now provides expressions for the weights {λσk}n(s)k=1 in terms of the
weights {˚λσ˚k}N(s)k=1 and {˜˚λσ˚k}N(s)k=1 .
Theorem 16. Let x[s]n(s) be a preassigned set of n(s) distinct nodes on I, and let
z[s]N(s) be the corresponding set of N(s) distinct nodes on T, given by (5.2). Consider
the rational interpolatory quadrature Jσn(s)(f) for Jσ(f), based on the set of nodes
x[s]n(s), where the weights {λσk}n(s)k=1 are chosen in such a way that the approximation is
exact for every f ∈ L˘n(s)−1, given by (5.1). Then for s = 0 it holds that
λσk =
λ˚σ˚k + λ˚
σ˚
n+k
2
=
˜˚
λσ˚k +
˜˚
λσ˚n+k
2
, k = 1, . . . , n, (5.5)
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while for s ∈ {1, 2} it holds that
λσk = λ˚
σ˚
k =
˜˚
λσ˚k = λ˚
σ˚
n−1+k =
˜˚
λσ˚n−1+k, k = 1, . . . , n− 1
λσn =
λ˚σ˚2n−1
2 =
˜˚
λσ˚2n−1
2 , and λ
σ
n+1 =
λ˚σ˚2n
2 =
˜˚
λσ˚2n
2 if s = 2,
where {˚λσ˚k}N(s)k=1 and {˜˚λσ˚k}N(s)k=1 are the set of weights in respectively the rational in-
terpolatory quadratures I σ˚N(s)(f˚) and I˜
σ˚
N(s)(f˚) for Iσ˚(f˚), based on the set of nodes
z[s]N(s).
Proof. Let Lk, k = 1, . . . , n(s), denote the fundamental rational interpolating
functions in L˘n(s)−1, so that Lk(xj) = δk,j for j = 1, . . . , n(s), and define gk(z) :=
(Lk ◦ J) (z) ∈ ˘˚S [c]2[n(s)−1] = ˘˚S [∗]2[n(s)−1]. Then it holds that
gk(zj) = gk(zn−⌈s/2⌉+j) = δk,j , j = 1, . . . , (n− ⌈s/2⌉)
gk(z2n−1) = δk,n if s 6= 0, and gk(z2n) = δk,n+1 if s = 2,
so that λσk = Jσ(Lk) =
1
2Iσ˚(gk). Since for s = 0 it holds that gk is in
˘˚S [c]N(0)−1 as
well as in ˘˚S [∗]N(0)−1, the equalities in (5.5) follow by applying the rational interpolatory
quadratures (5.3) and (5.4) respectively.
Next, for s ∈ {1, 2} let l˚k, k = 1, . . . , N(s), denote the fundamental rational
interpolating functions in ˘˚S [c]N(s)−1, so that l˚k(zj) = δk,j for j = 1, . . . , N(s), and
define the rational functions hk ∈ ˘˚S [c]2[n(s)−1] = ˘˚S [∗]2[n(s)−1] by
hk(z) = l˚k(z) + l˚ck∗(z) = l˚n−1+k(z) + l˚
c
(n−1+k)∗(z) = hn−1+k(z), k = 1, . . . , n− 1,
hn(z) =
l˚2n−1(z) + l˚c(2n−1)∗(z)
2
, and hn+1(z) =
l˚2n(z) + l˚c(2n)∗(z)
2
if s = 2.
Clearly, we then have that hk(z) = gk(z) for k = 1, . . . , n(s), so that
λσk =

1
2
{
Iσ˚ (˚lk) + Iσ˚ (˚lck∗)
}
= 12
{
Iσ˚ (˚ln−1+k) + Iσ˚ (˚lc(n−1+k)∗)
}
, k < n
1
4
{
Iσ˚ (˚ln−1+k) + Iσ˚ (˚lc(n−1+k)∗)
}
, k > n.
Finally, since the measure σ˚ is symmetric, we have that
λ˚σ˚k = Iσ˚ (˚lk) = Iσ˚ (˚l
c
k∗) =
˜˚
λσ˚k , k = 1, . . . , N(s),
where the first and last equality follow by applying the rational interpolatory quadra-
tures (5.3) and (5.4) respectively. This concludes the proof.
From the previous theorem it follows that, for s = 0, we need to compute 2n
weights in the rational interpolatory quadratures on T in order to obtain the n weights
in the rational interpolatory quadrature on I. Under certain conditions on the nodes
or on the measure σ and the poles {α1, . . . , αn−1, α}, this number can be reduced to
n, as shown in the following two theorems.
Theorem 17. Let x[0]n(0) be a preassigned set of n(0) distinct nodes on (−1, 1),
and let z[0]N(0) be the corresponding set of N(0) distinct nodes on T \ {−1, 1}, given
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by (5.2). Consider the rational interpolatory quadrature Jσn (f) for Jσ(f), based on
the set of nodes x[0]n(0), where the weights {λσk}nk=1 are chosen in such a way that
the approximation is exact for every f ∈ L˘n−1, given by (5.1). Define the rational
function ψn ∈ L˘n in such a way that ψn(xj) = 0 for every xj ∈ x[0]n(0), and let {˚λσ˚k}2nk=1
and {˜˚λσ˚k}2nk=1 be the set of weights in respectively the rational interpolatory quadratures
I σ˚2n(f˚) and I˜
σ˚
2n(f˚) for Iσ˚(f˚), based on the set of nodes z
[0]
N(0). Then it holds that
λσk = λ˚
σ˚
k = λ˚
σ˚
n+k and λ
σ
k =
˜˚
λσ˚k =
˜˚
λσ˚n+k, k = 1, . . . , n (5.6)
iff
Jσ(ψn) = 0. (5.7)
Proof. (We will only prove the first equality in (5.6); the second equality can be
proved in a similar way). Let l˚k, k = 1, . . . , 2n, denote the fundamental rational
interpolating functions in ˘˚S [c]2n−1, so that l˚k(zj) = δk,j for j = 1, . . . , 2n. Then we have
that
λ˚σ˚k − λ˚σ˚n+k = Iσ˚ (˚lk)− Iσ˚ (˚ln+k) = Iσ˚ (˚lk)− Iσ˚ (˚lc(n+k)∗),
where the last equality follows from the fact that the measure σ˚ is symmetric. Note
that, due to Theorem 16, it suffices to prove that λ˚σ˚k = λ˚
σ˚
n+k for k = 1, . . . , n iff
Jσ(ψn) = 0. So, let us now define the rational function ψ˚2n(z) := (ψn ◦ J) (z) =
ψ˚c(2n)∗(z). Then it is easily verified that
l˚k(z) =
(z − β)ψ˚2n(z)
(zk − β)(z − zk)ψ˚′2n(zk)
,
where the prime denotes the derivative with respect to z. Further, note that from
ψ˚2n(z) = ψ˚2n(1/z) it follows that ψ˚′2n(z) = − ψ˚
′
2n(1/z)
z2 , so that
Iσ˚ (˚lc(n+k)∗) =
∫ π
−π
(1− βz)ψ˚2n(z)
(zn+k − β)(1 − zn+kz)ψ˚′2n(zn+k)
dσ˚(θ)
=
∫ π
−π
(1− βz)ψ˚2n(z)
(1− βzk)(z − zk)
[
− ψ˚′2n(1/zk)
z2k
]dσ˚(θ)
=
∫ π
−π
(1− βz)ψ˚2n(z)
(1− βzk)(z − zk)ψ˚′2n(zk)
dσ˚(θ).
Consequently,
λ˚σ˚k − λ˚σ˚n+k =
∫ π
−π
ψ˚2n(z)
(z − zk)ψ˚′2n(zk)
[
z − β
zk − β −
1− βz
1− βzk
]
dσ˚(θ)
=
(1− β2)Iσ˚(ψ˚2n)
(zk − β)(1 − βzk)ψ˚′2n(zk)
.
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As a result, λ˚σ˚k = λ˚
σ˚
n+k iff Iσ˚(ψ˚2n) = 0; i.e.; iff Jσ(ψn) = 0. This ends the proof.
Theorem 18. Suppose σ is a real measure on I, and assume that α ∈ RI and that
the poles {α1, . . . , αn−1} are real and/or appear in complex conjugate pairs. Let x[0]n(0)
be a preassigned set of n(0) distinct nodes on I, and let z[0]N(0) be the corresponding
set of N(0) distinct nodes on T, given by (5.2). Consider the rational interpolatory
quadrature Jσn (f) for Jσ(f), based on the set of nodes x
[0]
n(0), where the weights {λσk}nk=1
are chosen in such a way that the approximation is exact for every f ∈ L˘n−1, given
by (5.1). Then it holds that
λσk = ℜ{˚λσ˚k} and λσk = ℜ{˜˚λσ˚k}, k = 1, . . . , n, (5.8)
where {˚λσ˚k}2nk=1 and {˜˚λσ˚k}2nk=1 are the set of weights in respectively the rational inter-
polatory quadratures I σ˚2n(f˚) and I˜
σ˚
2n(f˚) for Iσ˚(f˚), based on the set of nodes z
[0]
N(0).
Proof. (We will only prove the first equality in (5.8); the second equality can be
proved in a similar way). Let l˚k, k = 1, . . . , 2n, and ψ˚2n(z) be defined as before in
the proof of the previous theorem. Note that, due to Theorem 16, it suffices to prove
that λ˚σ˚k = λ˚
σ˚
n+k for k = 1, . . . , n under the conditions on the measure σ and the poles
{α1, . . . , αn−1}, given in the statement. We now have that
λ˚σ˚k − λ˚σ˚n+k = Iσ˚ (˚lk)− Iσ˚ (˚ln+k) = Iσ˚ (˚lk)− Iσ˚ (˚lcn+k),
where the last equality follows from the fact that the measure σ˚ is real symmetric.
Further, we have that
Iσ˚ (˚lcn+k) =
∫ π
−π
(z − β)ψ˚c2n(z)
(zn+k − β)(z − zn+k)ψ˚′2n(zn+k)
dσ˚(θ)
=
∫ π
−π
(z − β)ψ˚2n(z)
(zk − β)(z − zk)
[
−z2kψ˚′2n(zk)
]dσ˚(θ).
Consequently,
λ˚σ˚k − λ˚σ˚n+k =
∫ π
−π
zk(z − β)
(zk − β)(z − zk)2ℜ
{
zk
ψ˚2n(z)
ψ˚′2n(zk)
}
dσ˚(θ).
Next, note that ψ˚2n(z) is of the form
ψ˚2n(z) =
cn
∏2n
j=1(z − zj)
(z − β)(1 − βz)∏n−1j=1 (1− βjz)(z − βj) , cn ∈ C0,
and that ψ˚2n(z) = cncn ψ˚2n(z) due to the assumption on the poles {α1, . . . , αn−1}.
Without loss of generality, we may as well assume that cn = 1, so that
λ˚σ˚k − λ˚σ˚n+k = 2ℜ
{
zk
ψ˚′2n(zk)
}
zk
∫ π
−π
(z − β)ψ˚2n(z)
(zk − β)(z − zk)dσ˚(θ)
= 2ℜ
{
zk
ψ˚′2n(zk)
}
zkψ˚
′
2n(zk)Iσ˚ (˚lk).
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Finally, it holds that
ℜ
{
zk
ψ˚′2n(zk)
}
=
|zk − β|2
∏n−1
j=1 |zk − βj |2∏n
j=1,j 6=k |zk − zj|2
ℜ
{
1
zk − zn+k
}
= 0.
Remark 19. Note that, if assumption (5.7) in Theorem 17 is satisfied, it holds
that Jσ(ϕ
[α]
n ) = 0 = Jσn (ϕ
[α]
n ) so that Jσ(f) = Jσn (f) for every f ∈ L˘n = L[α]n ; see
also [12, Rem. 4.7] for the polynomial case.
Remark 20. The condition on the poles {α1, . . . , αn−1} in Theorem 18 is suf-
ficient but not necessary. A necessary but not sufficient condition is that the ratio-
nal interpolatory quadrature Jσ(f) ≈ Jσn (f) is exact for every f ∈ L˜m but not for
f ∈ L˜m+1 \ L˜m, where Ln−1 ⊆ L˜m ⊆ Ln · Lcn−1 and L˜cm = L˜m.
So far, we have been mainly concerned with the algebraic aspects of the quadra-
ture rules for Jσ(f) and Iσ˚(f), but nothing has been said yet about the “goodness” of
these quadrature rules with respect to the numerical aspects. For this purpose, we will
again consider de case in which the interpolation points x[s]n(s) on I are (µ, s, α)-nodes.
In the remainder of this section, we will restrict ourselves to the case of the interval.
Similar results are easily proved with the aid of [8, Sect. 3 and 4] and [17, Sect. 3] for
the quadrature rules (5.3) and (5.4), based on an arbitrary sequence of µ˚-nodes on T
(and hence, for a complex measure σ˚ on T which is not necessarily symmetric). In
fact, also here more general subspaces of S˚, and of the form L˚cp(n−1) · L˚q(n−1), with n
the number of nodes in the rational interpolatory quadrature, can then be considered;
see Remark 7.
In Theorem 23 we will prove – under certain conditions – the convergence of the
rational interpolatory quadratures Jσn(s)(f) for n tending to infinity. For this, we need
the following two lemmas.
Lemma 21. Suppose µ is a positive measure on I, and consider the sequence of
orthonormal rational functions {ϕk}nk=0, with ϕk ∈ Lk \ Lk−1, so that ϕk ⊥µ Lk−1
and ‖ϕk‖µ,2 = 1. Further, suppose g(x) is a function on I such that ‖g‖µ,2 <∞, and
let P gn be its orthogonal projection in L
µ
2 (I) onto Lcn; i.e.;
P gn(x) =
n∑
k=0
ckϕ
c
k(x), ck = Jµ (ϕkg) .
Then it holds that Jµ (fP gn) = Jµ (fg) for every f ∈ Ln.
Proof. Since the sequence {ϕk}nk=0 forms an orthonormal basis for Ln, it suffices
to prove that
Jµ (ϕjP gn) = Jµ (ϕjg) , j = 0, . . . , n.
We now have for j = 0, . . . , n that
Jµ (ϕjP gn) =
n∑
k=0
ckJµ (ϕjϕck) = cj = Jµ (ϕjg) .
This concludes the proof.
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Lemma 22. Suppose µ is a positive measure on I, and let σ be a complex measure
on I, such that σ is absolutely continuous with respect to µ (σ ≪ µ) and
‖g‖µ,2 <∞, g(x) =
dσ(x)
dµ(x)
. (5.9)
Consider the set of (µ, s, α)-nodes x[s]n(s) ⊂ I, where s ∈ {0, 1, 2} and α ∈ RI , and let
{λµk}n(s)k=1 denote the corresponding weights in the rational Gauss-type quadrature. Let
an,s be given by
an,s =

0, s < 2
Jµ(ϕ
[α]
n g)
Jµn+1
(∣∣∣ϕ[α]n ∣∣∣2) , s = 2,
where ϕ[α]n ∈ L[α]n \ Ln−1 is orthonormal to Ln−1 with respect to the measure µ and
inner product (2.2), and define the weights
λσ˚k = λ
µ˚
k
[
an,sϕ
[α]c
n (xk) + P
g
n−1(xk)
]
, k = 1, . . . , n(s),
where P gn−1 is the orthogonal projection in L
µ
2 (I) of g(x) onto Lcn−1. Then the rational
interpolatory quadrature Jσ(f) ≈ Jσn(s)(f), based on the set of nodes x[s]n(s) and weights
{λσk}n(s)k=1 is exact for every f ∈ L˘n(s)−1.
Proof. First, note that for σ ≪ µ, we have with g(x) = dσ(x)dµ(x) that Jµ(fg) = Jσ(f)
for every function f . So, consider now the case in which f ∈ Ln−1. We then have
that
Jσn(s)(f) = an,sJ
µ
n(s)(fϕ
[α]c
n ) + J
µ
n(s)(fP
g
n−1)
= an,sJ
µ
n(s)(fϕ
[α]c
n ) + Jµ
(
fP gn−1
)
= an,sJ
µ
n(s)(fϕ
[α]c
n ) + Jσ(f),
where the last equality follows from the previous lemma. Thus, we find that Jσn(s)(f) =
Jσ(f) iff an,sJ
µ
n(s)(fϕ
[α]c
n ) = 0. Since α ∈ RI , we now have that an,sJµn(s)(fϕ[α]cn ) = 0
iff s 6= 1 or an,1 = 0. Hence, we have proved the statement for s < 2.
Consider now the case in which s ∈ {0, 2} and f = ϕ[α]n . It then holds that
Jσn(s)(ϕ
[α]
n ) = an,sJ
µ
n(s)(ϕ
[α]
n ϕ
[α]c
n ) + J
µ
n(s)(ϕ
[α]
n P
g
n−1)
= an,sJ
µ
n(s)
(∣∣∣ϕ[α]n ∣∣∣2)+ Jµ (ϕ[α]n P gn−1) = an,sJµn(s)(∣∣∣ϕ[α]n ∣∣∣2) .
Note that Jµn(s)
(∣∣∣ϕ[α]n ∣∣∣2) = 0 for s = 0, due to the fact that ϕ[α]n (xk) = 0 for
every (µ, 0, α)-node xk. Consequently, the quadrature is exact for every f ∈ L[α]n iff
Jµ(ϕ
[α]
n g) = Jσ(ϕ
[α]
n ) = 0 (see also Remark 19). Thus, if P˘ gn denotes the orthogonal
projection in Lµ2 (I) of g(x) onto L˘cn, then we deduce form the previous lemma that
P˘ gn(x) ≡ P gn−1(x) whenever Jµ(ϕ[α]n g) = 0. As a result, the statement remains valid
for this special situation, and we may as well put an,0 = 0 too.
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Finally, for the case in which s = 2, it holds that Jµn+1
(∣∣∣ϕ[α]n ∣∣∣2) ∈ R+0 . Thus,
setting an,2 = Jµ(ϕ
[α]
n g)/Jµn+1
(∣∣∣ϕ[α]n ∣∣∣2), we get that
Jσn+1(ϕ
[α]
n ) =
Jµ(ϕ
[α]
n g)
Jµn+1
(∣∣∣ϕ[α]n ∣∣∣2)J
µ
n+1
(∣∣∣ϕ[α]n ∣∣∣2) = Jµ(ϕ[α]n g) = Jσ(ϕ[α]n ).
This concludes the proof.
The following theorem now provides a convergence result for the rational inter-
polatory quadratures Jσn(s)(f) for n tending to infinity.
Theorem 23. Suppose µ is a positive measure on I, and let σ be a complex
measure on I, such that σ ≪ µ and ‖g‖µ,2 <∞, where g is defined as before in (5.9).
Assume
∑∞
j=1(1 −
∣∣J inv(αj)∣∣) = ∞, and consider the rational interpolatory quadra-
tures Jσ(f) ≈ Jσn(s)(f), n = 1, 2, . . . , based on the sets of (µ, s, α)-nodes x[s]n(s) ⊂ I,
where s ∈ {0, 1, 2} and α ∈ RI . Further, let the weights in the quadratures be deter-
mined in such a way that the approximation is exact for every f ∈ L˘n(s)−1. Then it
holds that limn→∞ Jσn(s)(f) = Jσ(f) for all functions f bounded on I, for which the
Riemann–Stieltjes integral Jµ(f) exists.
Proof. For every n > 0, let R˘fn(s)−1 ∈ L˘n(s)−1 denote the interpolating rational func-
tion for f at the sets of nodes x[s]n(s). Since J
σ
n(s)(f) = J
σ
n(s)(R˘
f
n(s)−1) = Jσ(R˘
f
n(s)−1),
we have that∣∣∣Jσ(f)− Jσn(s)(f)∣∣∣ = ∣∣∣Jσ(f − R˘fn(s)−1)∣∣∣
=
∣∣∣Jµ ([f − R˘fn(s)−1]g)∣∣∣ 6 Jµ (∣∣∣f − R˘fn(s)−1∣∣∣ |g|) .
Making use of the Cauchy–Schwarz inequality, and setting ‖g‖µ,2 = M < ∞, we
obtain that ∣∣∣Jσ(f)− Jσn(s)(f)∣∣∣ 6M · ∥∥∥f − R˘fn(s)−1∥∥∥
µ,2
,
where it follows from Theorems 9, 11 and 13 that
lim
n→∞
∥∥∥f − R˘fn(s)−1∥∥∥
µ,2
= 0.
Under the same assumptions on the measure σ as in the previous theorem, it
follows from the Banach-Steinhaus Theorem (see e.g. [21, Thm. 2.5]) that there exists
a positive constant Ms so that for every n > 0, Sn =
∑n(s)
k=1 |λσk | 6 Ms. The next
theorem implies as a special case (i.e., with f(x) ≡ 1) that the sequence Sn converges;
namely that limn→∞ Sn =
∫ 1
−1 |dσ(x)|. First, we need the following lemma.
Lemma 24. Suppose µ is a positive measure on I, and assume
∑∞
j=1(1 −∣∣J inv(αj)∣∣) = ∞. For s ∈ {0, 1, 2} and n = 1, 2, . . ., let Jµn(s)(f) denote the ratio-
nal Gauss-type quadrature based on the (µ, s, α)-nodes, where α ∈ RI . Then it holds
that limn→∞ J
µ
n(s)(f) = Jµ(f) for all µ-integrable functions f .
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Proof. The statement directly follows from Lemma 4 together with Theorem 1 and
Lemma 2.
Theorem 25. Suppose µ is a positive measure on I, and let σ be a complex
measure on I, such that σ ≪ µ and ‖g‖µ,2 <∞, where g is defined as before in (5.9).
Assume
∑∞
j=1(1−
∣∣J inv(αj)∣∣) =∞, and consider the sets of (µ, s, α)-nodes x[s]n(s) ⊂ I,
n = 1, 2, . . ., where s ∈ {0, 1, 2} and α ∈ RI . Let the weights {λσk}n(s)k=1 be defined
as before in Lemma 22, so that the corresponding rational interpolatory quadrature
Jσ(f) ≈ Jσn(s)(f) is exact for every f ∈ L˘n(s)−1. Then
lim
n→∞
n(s)∑
k=1
|λσk | f(xk) = Jµ(f · |g|), (5.10)
for all functions f bounded on I, for which the function f · |g| is µ-integrable.
Proof. For ease of notation, we will denote the sum on the left hand side in (5.10)
by Jµn(s)(f ·
∣∣g⊥n ∣∣), where g⊥n (x) := an,sϕ[α]cn (x) + P gn−1(x) ∈ L˘cn(s)−1; see Lemma 22.
Choose an arbitrary gˆ ∈ Lµ2 (I) (i.e.; ‖gˆ‖µ,2 <∞). By the triangle inequality and
because the weights λσk depend linearly on σ, it follows that
Tn :=
∣∣∣Jµn(s)(f · ∣∣g⊥n ∣∣)− Jµ(f · |g|)∣∣∣
6 Jµn(s)
(|f | · ∣∣g⊥n − gˆ⊥n ∣∣)+ Jµ (|f | · |g − gˆ|) + ∣∣∣Jµn(s)(f · ∣∣gˆ⊥n ∣∣)− Jµ(f · |gˆ|)∣∣∣ ,
Since f is bounded on I, there exists a number Mf such that |f(x)| 6 Mf < ∞ for
every x ∈ I. Hence,
Tn 6MfJµn(s)
(∣∣g⊥n − gˆ⊥n ∣∣)+MfJµ (|g − gˆ|) + ∣∣∣Jµn(s)(f · ∣∣gˆ⊥n ∣∣)− Jµ(f · |gˆ|)∣∣∣
= Tn,1 + Tn,2 + Tn,3,
where Tn,1 =
∣∣∣Jµn(s)(f · ∣∣gˆ⊥n ∣∣)− Jµ(f · |gˆ|)∣∣∣, Tn,2 = MfJµn(s) (∣∣g⊥n − gˆ⊥n ∣∣), and Tn,3 =
MfJµ (|g − gˆ|). To estimate Tn,3, we use the Cauchy–Schwarz inequality to get
Tn,3 6Mf ‖g − gˆ‖µ,2 ·Kµ, Kµ := ‖1‖µ,2 <∞.
For Tn,2 we note that for every function fn of the form fn(x) = cnϕ
[α]c
n (x) + fn−1(x),
with fn−1 ∈ Lcn−1, it holds that
Jµn(s) (|fn|) 6 |cn| Jµn(s)
(∣∣∣ϕ[α]cn ∣∣∣)+ Jµn(s) (|fn−1|)
6
√√√√n(s)∑
k=1
λµk ·
{
|cn|
√
Jµn(s)
(∣∣∣ϕ[α]n ∣∣∣2)+√Jµn(s) (|fn−1|2)
}
= Kµ ·
{
|cn|
√
Jµn(s)
(∣∣∣ϕ[α]n ∣∣∣2)+ ‖fn−1‖µ,2
}
,
where the last equality follows from the fact that the quadratures are all exact in
Ln−1 · Lcn−1.
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For our purpose, cn equals an,s − aˆn,s. So, let us first consider the case in which
s < 2. We then have that
Tn,2 6Mf
∥∥g⊥n − gˆ⊥n ∥∥µ,2 ·Kµ 6Mf ‖g − gˆ‖µ,2 ·Kµ,
so that
Tn 6 Tn,1 + 2Mf ‖g − gˆ‖µ,2 ·Kµ.
Consider now the case in which gˆ = P gN ∈ LcN . From Corollary 15 it then follows that
for every ǫ′ > 0 there exists an integer l, so that for every N > l:
2Mf ‖g − P gN‖µ,2 ·Kµ < ǫ′/2,
Thus, for n > N > l we get that
Tn < ǫ
′/2 +
∣∣∣Jµn(s)(f · |P gN |)− Jµ(f · |P gN |)∣∣∣ .
Further, since
|Jµ (f · |g|)− Jµ (f · |P gN |)| 6 Jµ (|f | · |g − P gN |)
6 ‖f‖µ,2 · ‖g − P gN‖µ,2 6Mf ‖g − P gN‖µ,2 ·Kµ < ǫ′/4,
and f · |g| is assumed to be µ-integrable, it follows that f · |P gN | is µ-integrable too.
Consequently, from Lemma 24 we deduce that for every ǫ′ > 0 there exists an integer
k, so that for every n > k:∣∣∣Jµn(s)(f · |P gN |)− Jµ(f · |P gN |)∣∣∣ < ǫ′/2.
Taking n > max{N, k} and setting ǫ = ǫ′, we obtain in this way that Tn < ǫ. This
proves the statement for s < 2.
Next, for s = 2 we have that
|cn|
√
Jµn+1
(∣∣∣ϕ[α]n ∣∣∣2) =
∣∣∣Jµ(ϕ[α]n (g − gˆ))∣∣∣√
Jµn+1
(∣∣∣ϕ[α]n ∣∣∣2) 6
‖g − gˆ‖µ,2√
Jµn+1
(∣∣∣ϕ[α]n ∣∣∣2) ,
so that
Tn 6 Tn,1 + 2Mf ‖g − gˆ‖µ,2 ·Kµ
(
1 +
1
2
[
Jµn+1
(∣∣∣ϕ[α]n ∣∣∣2)]−1/2
)
.
Note that Jµ
(∣∣∣ϕ[α]n ∣∣∣2) = 1, and hence, from Lemma 24 we now deduce that that for
every ǫ′′ > 0 there exists an integer m, so that for every n > m
1− ǫ′′ <
[
Jµn+1
(∣∣∣ϕ[α]n ∣∣∣2)]−1/2 < 1 + ǫ′′.
Proceeding as before, with gˆ = P gN , and taking n > max{N, k,m}, we obtain in this
way that Tn < ǫ
′
4 (5 + ǫ
′′) = ǫ. This concludes the proof.
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6. Error bound and rate of convergence. In this section we will provide
an error bound for the rational interpolatory quadrature formulas considered in the
previous section. For this, we will again pass from the interval to the unit circle by
means of the Joukowski Transformation x = J(z) ∈ C. Setting x = ℜ{x}+ iℑ{x} and
z = ρeiθ, we obtain that ℜ{x}+iℑ{x} = J(ρeiθ) = 12 (ρ+ρ−1) cos θ+i 12 (ρ−ρ−1) sin θ.
Thus, for 0 < ρ < 1, the circles
Cρ := {z ∈ C : |z| = ρ} and C 1
ρ
:= {z ∈ C : |z| = ρ−1} (6.1)
map onto the ellipse
Eρ :=
{
x ∈ C :
(
2ℜ{x}
ρ+ ρ−1
)2
+
(
2ℑ{x}
ρ− ρ−1
)2
= 1
}
. (6.2)
Let f be an analytic function on some open neighborhood of I, and suppose
that µ is a positive measure on I. Consider an n-point quadrature rule Jµn (f) =∑n
j=1 λ
µ
kf(xk) which is exact in the space L˜m := L{α˜1, . . . , α˜m} ⊂ L[α]n · Lcn−1, where
α ∈ CI , and let Eµn(f) := Jµ(f)− Jµn (f) denote the error on the nth approximation.
Further, suppose that U is the domain of analyticity of πmf , where πm(x) =
∏m
j=1(1−
x/α˜j), and let 0 < ρ < 1 be such that Eρ ⊂ U . Then the following upper bound has
been proved in [19, Eq. (5)]:
|Eµn(f)| 6
‖πmf‖Eρ
2π
(∫ 1
−1
dµ(x) +
n∑
k=1
|λµk |
)∫
Eρ
em+1
(
1
πm(·)(v − ·)
)
|dv| , (6.3)
where
em+1
(
1
πm(·)(v − ·)
)
= min
p∈Pm+1, p(v)=1
∥∥∥∥ p(·)πm(·)(v − ·)
∥∥∥∥
I
and ‖h‖K stands for the maximum value of the continuous function |h| on the compact
set K. In [19, Sect. 3] the poles α˜j where assumed to be real and/or appearing in
complex conjugate pairs. However, following the steps in the proof of (6.3), it is easy
to see that the expression for the upper bound remains valid without this assumption
on the poles. Furthermore, the result is easily extended to the case of a complex
measure σ just by replacing dµ(x) and λµk with |dσ(x)| and λσk respectively; thus,
|Eσn(f)| 6
‖πmf‖Eρ
2π
(∫ 1
−1
|dσ(x)| +
n∑
k=1
|λσk |
)∫
Eρ
em+1
(
1
πm(·)(v − ·)
)
|dv| .
We now have the following lemma, which is a generalization of [19, Lem. 1] to the
case of arbitrary complex poles outside I.
Lemma 26. Suppose x = J(z) ∈ I, v = J(w) ∈ C and α˜j = J(β˜j) ∈ CI . Let us
denote
Vm+1 = (1 + w2)
m∏
j=1
(1 + β˜2j ), π˚m(z) =
m∏
j=1
(z − β˜j),
and set
Φm+1(x)
Vm+1
=
πm(x)(v − x)
2m+1v
{
(z − w)˚πcm(z)
(1− zw)zmπ˚cm∗(z)
+
(1− zw)zmπ˚m∗(z)
(z − w)˚πm(z)
}
.
Then, Φm+1(x) is a polynomial in the variable x of degree m+ 1.
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Proof. First, note that
Vm+1πm(x)(1 − x/v) = π˚m(z)˚πcm∗(z)
(z − w)(1 − zw)
z
,
so that
2m+1Φm+1(x) =
(z − w)(z − w)
zm+1
π˚m(z)˚πcm(z) + z
m−1(1− zw)(1− zw)˚πcm∗(z)˚πm∗(z).
Next, with z = eiθ we have
(z − w)(z − w)
zm+1
π˚m(z)˚πcm(z) =
(eiθ − w)(eiθ − w)
ei(m+1)θ
m∏
j=1
(eiθ − β˜j)(eiθ − β˜j)
and
zm−1(1 − zw)(1− zw)˚πcm∗(z)˚πm∗(z)
= ei(m+1)θ
(
1
eiθ
− w
)(
1
eiθ
− w
) m∏
j=1
(
1
eiθ
− β˜j
)(
1
eiθ
− β˜j
)
.
Therefore, Φm+1(x) is a trigonometrical polynomial of degree m + 1 at most, and
hence, can be expressed as a linear combination of cos(kθ), k = 0, . . . ,m+1. An easy
calculation shows that the coefficient of cos((m+1)θ) is (1+ |w|2∏mj=1 ∣∣∣β˜j∣∣∣2)/2m 6= 0.
This concludes the proof.
Note that for |z| = 1, it holds that |(z − w)/(1− zw)| = |(1 − zw)/(z − w)| = 1,
and that
π˚cm(z)
zmπ˚cm∗(z)
= B˜cm(z) and
zmπ˚m∗(z)
π˚m(z)
= B˜m∗(z),
where Bm(z) is the Blaschke product, given by (2.3). Hence, from the previous lemma
it follows that ∥∥∥∥ Φm+1(·)πm(·)(v − ·)
∥∥∥∥
I
6 |Vm+1|
2m |v| =
2 |w|
2m
m∏
j=1
∣∣∣1 + β˜2j ∣∣∣ .
We are now in a position to prove the following generalization of [19, Thm. 1].
Theorem 27. Suppose σ is a complex measure on I. Let f be an analytic function
on a neighborhood of the interval I, and suppose Jσn (f) =
∑n
k=1 λ
σ
kf(xk) is a quadra-
ture rule for the integral Jσ(f) that is exact in the space L˜m := L{α˜1, . . . , α˜m} ⊆
L[α]n · Lcn−1 (where α ∈ CI). Denote the error on the nth approximation by Eσn(f) :=
Jσ(f)− Jσn (f). Define Υm and Fm by
Υm =
m∏
j=1
{
1 +
[
J inv(α˜j)
]2}
and Fm(x) = f(x)
m∏
j=1
(1− x/α˜j),
and let U be the domain of analyticity of Fm. Further, let ρ < 1 be such that Eρ ⊂ U ,
where the ellipse Eρ is defined as before in (6.2). Then
|Eσn(f)| 6
(
2ρm+1
1− ρ2
)
|Υm| ‖Fm‖Eρ
(∫ 1
−1
|dσ(x)| +
n∑
k=1
|λσk |
)
Gm(ρ), (6.4)
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where ‖Fm‖Eρ := max {|Fm(x)| : x ∈ Eρ}, and
Gm(ρ) =
1
2π
∫ 2π
0
m∏
j=1
1
|1− ρJ inv(α˜j)eit|2
dt, (6.5)
with the product in the integrand equal to 1 when m = 0.
Proof. Proceeding as in [19, Sect. 3], if we choose
p(x) =
2mwm
1− |w|2
1√
v2 − 1
m∏
j=1
∣∣∣1− wβ˜j ∣∣∣−2Φm+1(x),
then p is a polynomial of degree m+ 1 such that p(v) = 1 and
∥∥∥∥ p(·)πm(·)(v − ·)
∥∥∥∥
I
6 2 |w|
m+1∣∣√v2 − 1∣∣ (1 − |w|2)
m∏
j=1
∣∣∣1 + β˜2j ∣∣∣∣∣∣1− wβ˜j ∣∣∣2 ,
so that
em+1
(
1
πm(·)(v − ·)
)
6 2 |w|
m+1∣∣√v2 − 1∣∣ (1− |w|2)
m∏
j=1
∣∣∣1 + β˜2j ∣∣∣∣∣∣1− wβ˜j ∣∣∣2 .
Note that we here obtain the same result as in [19], just before the end of the proof
of [19, Thm. 1]. The statement now follows from the last step in that proof.
The main advantage of the upper bound given in the previous theorem, is that
the integral (6.5) is always computable by the Residue Theorem; see [19, Lem. 2].
We can also obtain an error bound for the rational interpolatory quadrature formulas
on the unit circle, considered in the previous section. In this respect, we have the
following theorem, which is a generalization of [20, Thm. 1].
Theorem 28. Suppose σ˚ is a complex measure on T. Let f˚ be an analytic
function on a neighborhood of the unit circle T, and suppose I σ˚n (f˚) =
∑n
k=1 λ˚
σ˚
k f˚(zk)
is a quadrature rule for the integral Iσ˚(f˚) that is exact in the space
˜˚Lcp · ˜˚Lq∗, with
˜˚Lk := L˚{β˜1, . . . , β˜k} and p, q < n. Denote the error on the nth approximation by
E˚σ˚n(f˚) := Iσ˚(f)− I σ˚n (f˚). Define F˚p,q by
F˚p,q(z) = π˚cp(z)˚πq∗(z)f˚(z), where π˚m(z) :=
m∏
j=1
(1 − β˜jz),
and let U˚ be the domain of analyticity of F˚p,q. Further, let r < 1 < R be such that
Cr ∪ CR ⊂ U˚ , where the circles Cρ are defined as before in (6.1). Then
∣∣∣E˚n(f˚)∣∣∣ 6 ∥∥∥F˚p,q∥∥∥Cr∪CR
(∫ π
−π
|dσ˚(θ)| +
n∑
k=1
∣∣∣˚λσ˚k ∣∣∣
)
×
(
rq+1
1− r2
√
G˚p(r)G˚q(r) +
R1−p
R2 − 1
√
G˚p
(
1
R
)
G˚q
(
1
R
))
, (6.6)
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where
∥∥∥F˚p,q∥∥∥Cr∪CR := max
{∣∣∣F˚p,q(z)∣∣∣ : z ∈ Cr ∪ CR}, and
G˚m(ρ) =
1
2π
∫ 2π
0
m∏
j=1
1∣∣∣1− ρβ˜jeit∣∣∣2 dt, |ρ| < 1,
with the product in the integrand equal to 1 when m = 0.
Proof. The proof is exactly the same as the one of [20, Thm. 1] when replacing ‘πq’
and ‘ωq’ (i.e.; those with index ‘q’) with ‘πcq’ and ‘ω
c
q’ respectively.
Note that for f˚(z) = (f ◦ J)(z), and σ and σ˚ related by (2.6), it holds that
Jσ(f) =
1
2
Iσ˚(f˚) and
∫ 1
−1
|dσ(x)| = 1
2
∫ π
−π
|dσ˚(θ)| ,
while it follows from Theorem 16 that
Jσn(s)(f) =
1
2
I σ˚N(s)(f˚) =
1
2
I˜ σ˚N(s)(f˚),
so that
Eσn(s)(f) =
1
2
E˚σ˚N(s)(f˚) =
1
2
˜˚
Eσ˚N(s)(f˚). (6.7)
Furthermore, whenever either s ∈ {1, 2}, or s = 0 and condition (5.7) is satisfied, it
also holds that
n(s)∑
k=1
|λσk | =
1
2
N(s)∑
k=1
∣∣∣˚λσ˚k ∣∣∣ = 12
N(s)∑
k=1
∣∣∣˜˚λσ˚k ∣∣∣ ,
while we can deduce from Theorems 16–17 that the quadrature rules I σ˚N(s)(f˚) and
I˜ σ˚N(s)(f˚) have the same domain of validity; they are exact for every f˚ ∈ ˘˚S [c]2(n−s mod 2) =
˘˚S [∗]2(n−s mod 2) (note that 2(n−s mod 2) = N(s)−1 for s = 1, but that 2(n−s mod 2) =
N(s) for s ∈ {0, 2}). As a result, the error bound (6.4) could also be obtained with
the aid of (6.6) by setting p = q = m and r = 1/R = ρ, so that(
rq+1
1− r2
√
G˚p(r)G˚q(r) +
R1−p
R2 − 1
√
G˚p
(
1
R
)
G˚q
(
1
R
))
=
2ρm+1
1 − ρ2 G˚m(ρ),
and noticing that for β˜j = J inv(α˜j),
G˚m(ρ) = Gm(ρ) and
∥∥∥F˚m,m∥∥∥Cρ∪C 1
ρ
= |Υm| ‖Fm‖Eρ .
If, however, condition (5.7) is not satisfied for s = 0, we need to consider the auxiliary
quadrature rule
Iˆ σ˚N(0)(f˚) =
1
2
[
I σ˚N(0)(f˚) + I˜
σ˚
N(0)(f˚)
]
,
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with weights
ˆ˚
λσ˚k =
λ˚σ˚k +
˜˚
λσ˚k
2
=
λ˚σ˚k + λ˚
σ˚
n+k
2
=
˜˚
λσ˚k +
˜˚
λσ˚n+k
2
=
λ˚σ˚n+k +
˜˚
λσ˚n+k
2
= ˆ˚λσ˚n+k, k = 1, . . . , n,
where the second and fourth equality follows from the fact that the measure σ˚ is
symmetric. This way, we deduce from Theorem 16 that
Jσn(0)(f) =
1
2
Iˆ σ˚N(0)(f˚),
n(0)∑
k=1
|λσk | =
1
2
N(0)∑
k=1
∣∣∣ˆ˚λσ˚k ∣∣∣ , and Eσn(s)(f) = 12 ˆ˚Eσ˚N(s)(f˚).
Taking into account that the auxiliary quadrature rule Iˆ σ˚N(0)(f˚) has domain of validity
˘˚S [c]2n−2 = ˘˚S [∗]2n−2, the error bound (6.4) can again be obtained with the aid of (6.6) by
setting m = p = q, ρ = r = 1/R, and β˜j = J inv(α˜j).
To conclude this section, we will give an estimate for the rate of convergence of
the sequence of rational interpolatory quadrature formulas considered in the previous
section. Let us first consider the case of the unit circle. For this, we need to know
something about the distribution of the complex numbers B = {β1, β2, . . .} ⊂ D. Let
ν˚βn be the normalized counting measure which assigns a point mass to βj , taking the
multiplicity of βj into account. We then have the following generalization of [9, Thm.
5.2].
Theorem 29. Suppose µ˚ is a positive measure on T that satisfies the Szego˝
condition
∫ π
−π log µ˚
′(θ)dθ > −∞, where µ˚′ is the Radon-Nikodym derivative of the
measure µ˚ with respect to the Lebesgue measure on T, and let σ˚ be a complex measure
on T, such that σ˚ ≪ µ˚ and∫ π
−π
|˚g(θ)|2 dµ˚(θ) <∞, g˚(θ) = dσ˚(θ)
dµ˚(θ)
.
Let the sequence B be contained in a compact subset of D, and assume that ν˚βn con-
verges to some measure ν˚β in weak star topology. Consider the rational interpolatory
quadratures I σ˚n (f˚), n = 1, 2, . . ., based on the sets of n µ˚-nodes and weights such that
I σ˚n (f˚) = Iσ˚(f˚) for all f˚ ∈ L˚cp(n−1) · L˚q(n−1)∗, with p(n − 1) + q(n − 1) = n − 1, and
limn→∞ q(n)/n = r ∈ (0, 1). Suppose that f˚ is analytic in a closed and connected
region G for which T ⊂ G, G ∩ (B ∪ Bc∗ ∪ {0,∞}) = ∅, where Bc∗ = {1/β1, 1/β2, . . .},
and such that the boundary ∂G is a finite union of Jordan curves. Further, let
E˚σ˚n(f˚) := Iσ(f) − I σ˚n (f˚) denote the error on the nth approximation. Then it holds
that
lim sup
n→∞
∣∣∣E˚σ˚n(f˚)∣∣∣1/n 6 γ < 1,
where
γ = max
{
max
z∈∂G∩D
{exp[rλ(z)]}, max
z∈∂G∩E
{exp[(1− r)λ(1/z)]}
}
,
with E := {z ∈ C : |z| > 1} and
λ(z) =
∫
log |ζz(u)| dν˚β(u), ζz(u) = u− z1− zu.
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Proof. The proof is exactly the same as the one of [9, Thm. 5.2] when replacing
‘πq(n)’ and ‘ωq(n)’ (i.e.; those with index ‘q(n)’) in the proof of [9, Thm. 5.1] with
‘πcq(n)’ and ‘ω
c
q(n)’ respectively. This way it holds for the para-orthogonal rational
function ‘χ˜n(z)’ in [9, Eq. (5.8)] that (see also [9, Thm. 2.4])
lim sup
n→∞
|χ˜n(z)|1/n = exp{rλ(z) + (1 − r)λ(z)}, ∀z ∈ E,
where it is easily verified that λ(z) = −λ(1/z).
Finally, we can prove the following estimate for the rate of convergence for the
case of the interval.
Theorem 30. Suppose µ is a positive measure on I that satisfies the Szego˝ condi-
tion
∫ 1
−1
logµ′(x)√
1−x2 dx > −∞, where µ′ is the Radon-Nikodym derivative of the measure
µ with respect to the Lebesgue measure on I, and let σ˚ be a complex measure on I,
such that σ ≪ µ and ‖g‖µ,2 < ∞, where g is defined as before in (5.9). Let the se-
quence A = {α1, α2, . . .} be bounded away from I. Consider the rational interpolatory
quadratures Jσn(s)(f), n = 1, 2, . . ., based on the sets of n(s) (µ, s, α)-nodes and weights
such that Jσn(s)(f) = Jσ(f) for all f ∈ L˘n(s)−1. Suppose that f is analytic in a closed
connected region H for which I ⊂ H, H ∩ (A ∪ {∞}) = ∅, and such that the bound-
ary ∂H is a finite union of Jordan curves. Further, let Eσn(s)(f) := Jσ(f) − Jσn(s)(f)
denote the error on the nth approximation. Then it holds that
lim sup
n(s)→∞
∣∣∣Eσn(s)(f)∣∣∣1/n(s) 6 κ < 1,
where
κ = max
x∈∂H
{
exp[λ(J inv(x))]
}
,
and λ(z), with x = J(z), is defined as above in Theorem 29, with βk = J inv(αk) for
every k > 0.
Proof. From (6.7) it follows that
lim sup
n(s)→∞
∣∣∣Eσn(s)(f)∣∣∣1/n(s) = lim sup
n(s)→∞
(
1
2
)1/n(s) ∣∣∣E˚σ˚N(s)(f˚)∣∣∣1/n(s)
= lim sup
n(s)→∞
{∣∣∣E˚σ˚N(s)(f˚)∣∣∣1/N(s)}N(s)/n(s) 6 γ2 < 1.
So, set H˚ := {z ∈ C : J(z) ∈ H} and let ∂H˚ denote the boundary of H˚. Then it
follows from Theorem 29, with r = 12 and ∂G = ∂H˚, that
γ2 = max
{
max
z∈∂H˚∩D
{exp[λ(z)]}, max
z∈∂H˚∩E
{exp[λ(1/z)]}
}
= max
z∈∂H˚∩D
{exp[λ(z)]},
where the last equality is because z ∈ ∂H˚ ∩ E iff 1/z ∈ ∂H˚ ∩ D. This concludes the
proof.
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7. Numerical examples. In this section we will illustrate the effectiveness of
the quadrature formulas introduced in Section 5. For this, we consider the Chebyshev
weight function of the first kind
dµ(x) =
dx√
1− x2 , x ∈ I,
which satisfies the Szego˝ condition
∫ 1
−1
logµ′(x)√
1−x2 dx > −∞, and for which the corre-
sponding measure on the unit circle is the Lebesgue measure dµ˚(θ) = dθ. Explicit
expressions for the orthonormal rational functions ϕk with respect to this measure
and inner product (2.2) are given in [18, Thm. 3.2], while expressions to compute the
(µ, s, α)-nodes and weights in the corresponding Gauss-type quadrature formulas can
be found in [15, Sect. 4]. Further, we take
dσ(x) =
dx
(1− x2)i/4 , x ∈ I, (7.1)
for which
∫ 1
−1 |dσ(x)| = 2 and
∥∥∥dσdµ∥∥∥µ,2 = √π2 . The corresponding measure on the
unit circle is then given by
dσ˚(θ) = |sin θ|1−i/2 dθ =
∣∣z2 − 1∣∣1−i/2
21−i/2
dθ, z = eiθ.
Given a function fi(x) on I, we approximate the integral Jσ(fi) by means of
an n(s)-point rational interpolatory quadrature formula Jσn(s)(fi), based on the set
of (µ, s, α)-nodes x[s]n(s) ⊂ I, where s ∈ {0, 1, 2} and α = ∞, and with the weights
{λσk}n(s)k=1 as defined in Lemma 22. In the examples that follow, the computations
were done with the aid of MAPLEr10, with 30 digits. Since the calculation of the
projection coefficients Jσ(ϕk) could take a lot of time (especially for higher degrees
and/or different poles3), we considered the auxiliary functions (see also [24, Sect. 3])
f (αk)(x) =
(
1− αkx
x− αk
)mk
, mk = #αk in {α1, . . . , αk}.
to speed-up the computations. The integrals Jσ(ϕk) were then computed by solving
the lower-triangular system of equations
Jσ(f (αk)) =
k∑
j=0
Jµ(f (αk)ϕcj) · Jσ(ϕj)
⇔ Jσ(f (αk))− ϕ20Jµn(s)(f (αk)) · Jσ(1) =
k∑
j=1
Jµn(s)(f
(αk)ϕcj) · Jσ(ϕj),
k = 1, . . . , n− 1,
3For certain degrees or choices of poles,MAPLEr10 even completely failed to compute the integral
Jσ(ϕk).
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Table 7.1
The relative error, given by (7.3), in the rational interpolatory quadrature formulas for the
estimation of Jσ(fn(s),1), where σ is given by (7.1) and fn(s),1 is given by (7.2).
n rn(0),1 rn(1),1(+1) rn(1),1(−1) rn(2),1
2 9.3780e− 30 7.2139e− 30 7.3567e− 30 8.1616e− 30
3 1.5784e− 29 1.4216e− 29 1.6002e− 29 4.1922e− 30
4 1.9734e− 29 9.3931e− 30 1.5795e− 29 2.0998e− 29
5 2.6967e− 29 1.9363e− 29 3.4059e− 29 2.6656e− 29
6 2.1534e− 29 3.5910e− 29 5.3360e− 29 2.1231e− 29
7 5.7863e− 29 1.5959e− 29 1.5255e− 29 3.8053e− 29
where Jµn(s)(·) is the n(s)-point rational Gauss-type quadrature formula. In the case
in which s = 2, we also needed to compute the constant an,2. For this, we have that
Jµ(f (α)ϕ[α]cn ) · Jσ(ϕ[α]n ) = Jσ(f (α))−
n−1∑
j=0
Jµ(f (α)ϕcj) · Jσ(ϕj)
= Jσ(f (α))−
n−1∑
j=0
Jµn(2)(f
(α)ϕcj) · Jσ(ϕj)
where it holds for the left hand side that
Jµ(f (α)ϕ[α]cn ) · Jσ(ϕ[α]n ) =
Jµ(f (α)ϕ
[α]c
n )
Jµn(2)(f
(α)ϕ
[α]c
n )
· Jσ(ϕ[α]n ) · Jµn(2)(f (α)ϕ[α]cn )
= an,2 · Jµn(2)(f (α)ϕc [α]n ).
Example 31. The first function fn(s),1(x) to be considered is given by
fn(s),1(x) =
xn(s)−1
(x− ω)n−1 , ω ∈ CI , n > 1, (7.2)
which has poles of order n − 1 in ω, and one pole at infinity for the case in which
s = 2. So let αk = ω, k = 1, 2, . . ., with ω = 3+i4 . Table 7.1 then gives the relative
error
rn(s),1 :=
∣∣∣∣∣Jσ(fn(s),1)− J
σ
n(s)(fn(s),1)
Jσ(fn(s),1)
∣∣∣∣∣ (7.3)
for several values of n. The relative errors in Table 7.1 clearly show that the integrals
are approximated exactly by the rational interpolatory quadrature formulas.
Example 32. The second function f2(x) to be considered is given by
f2(x) = sin
(
1
x2 + ω2
)
, ω ∈ R0. (7.4)
This function has an essential singularity in x = iω and x = −iω. For ω > 0 but
very close to 0, this function is extremely oscillatory near these singularities. Since
an essential singularity can be viewed as a pole of infinite multiplicity, this suggests
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Table 7.2
The relative error, given by (7.5), in the rational interpolatory quadrature formulas for the
estimation of Jσ(f2), where σ is given by (7.1) and f2 is given by (7.4).
n rn(0),2 rn(1),2(+1) rn(1),2(−1) rn(2),2
3 4.1088e− 2 1.1244e− 2 1.1244e− 2 1.9547e− 2
5 8.5077e− 4 2.3263e− 4 2.3263e− 4 4.1060e− 4
9 9.1766e− 7 3.3781e− 7 3.3781e− 7 2.5981e− 7
17 5.0893e− 13 2.2097e− 13 2.2097e− 13 6.9810e− 14
33 5.7247e− 27 2.6760e− 27 2.6780e− 27 3.8649e− 28
taking αk = (−1)k+1iω, k = 1, 2, . . . . So, let ω = 34 . Table 7.2 then gives the relative
error
rn(s),2 :=
∣∣∣∣∣Jσ(f2)− J
σ
n(s)(f2)
Jσ(f2)
∣∣∣∣∣ (7.5)
for several values of n. With β = J inv (3i/4) = −i/2 and ν˚β = 12 (δβ + δβ) (where
δz is the unit measure whose support is the point z) we obtain from Theorem 30 the
following estimation for the rate of convergence:
κ = max
z∈∂H˚∩D
{√∣∣∣∣ z2 − β21− z2β2
∣∣∣∣
}
> exp[λ(0)] = 0.5 .
Figure 7.1 graphically shows the actual rate of convergence
κn(s) :=
∣∣∣Jσ(f2)− Jσn(s)(f2)∣∣∣1/n(s) (7.6)
as a function of the number of interpolation points n(s) for the case in which s = 0.
The graph suggests that limn(0)→∞ κn(0) ≈ 0.1, which is indeed less than or equal to
0.5. However, this also suggests that for a desired accuracy that is sufficiently small,
the accuracy will be reached approximately three times faster than indicated by the
estimated rate of convergence.
Example 33. The last function f3(x) to be considered is given by
f3(x) =
πx/ω
sinh(πx/ω)
, ω ∈ R0, (7.7)
which has simple poles at the integer multiples of iω; thus, let
αk = (−1)k⌈k/2⌉iω, k = 1, 2, . . . . (7.8)
Note that (see e.g. [1, p. 85])∣∣∣∣sinh(πx/ω)πx/ω
∣∣∣∣ = ∞∏
j=1
∣∣∣∣1 + x2(jω)2
∣∣∣∣ ,
so that∥∥Fn(s)−1∥∥Eρn(s) = ‖Fn−1‖Eρn(s) = ∣∣Fn−1 (J((−1)n−1iρn(s)))∣∣ , ρn(s) ∈ (|βn| , 1),
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Fig. 7.1. Rate of convergence κn(0), given by (7.6), in the rational interpolatory quadrature
formula Jσ
n(0)
(f2) for the estimation of Jσ(f2), where σ is given by (7.1) and f2 is given by (7.4).
where |βn| =
√
(⌈n/2⌉ω)2 + 1 − ⌈n/2⌉ω. So, let ω = 1. Tables 7.3–7.4 then give the
absolute error an(s),3 :=
∣∣∣Jσ(f3)− Jσn(s)(f3)∣∣∣ for several values of n, together with the
upper bound
a
[u]
n(s),3 := minρn(s)∈(|βn|,1)
{(
2ρmn,sn(s)
1− ρ2n(s)
)
|Υn−1| ·
∣∣Fn−1 (J((−1)n−1iρn(s)))∣∣×2 + n(s)∑
k=1
|λσk |
Gn−1(ρn(s))
 , (7.9)
with
mn,s =

2⌈n/2⌉, s = 0
n, s = 1
n+ 1, s = 2,
where the expression for the case in which s = 0 follows from the fact that ϕ[α]n (−x) ≡
(−1)nϕ[α]n (x) for the given sequence of poles (7.8) and for α =∞, so that Jσ(ϕ[α]n ) = 0
whenever n is odd (see also Remark 19). Since |Jσ(f3)| ≈ 1.3272, the relative errors
are of the same order.
8. Conclusion. Given a positive bounded Borel measure µ on the interval I =
[−1, 1], we provided convergence results in Lµ2 -norm to a function f of its sequence
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Table 7.3
The absolute error an(s),3, s ∈ {0, 2}, and upper bound a[u]n(s),3, given by (7.9), in the rational
interpolatory quadrature formulas for the estimation of Jσ(f3), where σ is given by (7.1) and f3 is
given by (7.7).
n an(0),3 a
[u]
n(0),3 an(2),3 a
[u]
n(2),3
2 2.6931e− 1 1.0237e+ 1 3.2052e− 2 5.8884e+ 0
3 1.0475e− 2 2.8423e− 1 4.0725e− 3 2.8559e− 1
4 3.5376e− 3 4.5227e− 1 8.1381e− 5 1.4787e− 1
5 7.7270e− 5 5.0176e− 3 3.8165e− 5 5.0353e− 3
6 2.0835e− 5 8.4449e− 3 3.9569e− 7 1.8290e− 3
7 2.5942e− 7 4.5704e− 5 9.0437e− 8 4.5791e− 5
Table 7.4
The absolute error an(1),3 and upper bound a
[u]
n(1),3
, given by (7.9), in the rational interpolatory
quadrature formulas for the estimation of Jσ(f3), where σ is given by (7.1) and f3 is given by (7.7).
n an(1),3(+1) a
[u]
n(1),3(+1) an(1),3(−1) a[u]n(1),3(−1)
2 2.2220e− 1 1.0210e+ 1 2.2071e− 1 1.0245e+ 1
3 3.5521e− 3 8.4133e− 1 3.5521e− 3 8.4133e− 1
4 3.5242e− 3 4.5203e− 1 3.5207e− 3 4.5314e− 1
5 2.1264e− 5 2.2622e− 2 2.1264e− 5 2.2622e− 2
6 2.0992e− 5 8.4495e− 3 2.0986e− 5 8.4561e− 3
7 8.7345e− 8 2.7964e− 4 8.7345e− 8 2.7964e− 4
of rational interpolating functions at the nodes of rational Gauss-type quadrature
formulas associated with the measure µ. For this, we used the connection between
rational Gauss-type quadrature formulas on I and certain rational Szego˝ quadrature
formulas associated with a positive symmetric Borel measure µ˚ on the complex unit
circle.
As an application, we constructed rational interpolatory quadrature formulas for
complex bounded measures σ on the interval and for complex bounded (not necessarily
symmetric) measures σ˚ on the unit circle. Further, we gave conditions to ensure the
convergence of these quadrature rules for the case of the interval (conditions for the
case of the unit circle are easily obtained in a similar way).
Finally, an upper bound for the error on the nth approximation and an estimate
for the rate of convergence have been provided for these quadrature rules on the
interval as well as on the unit circle.
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