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Abstract
As a generalization to the heat semigroup on the Heisenberg group, the diffusion
semigroup generated by the subelliptic operator L := 12
∑m
i=1X
2
i on R
m+d := Rm×Rd
is investigated, where
Xi(x, y) =
m∑
k=1
σki∂xk +
d∑
l=1
(Alx)i∂yl , (x, y) ∈ Rm+d, 1 ≤ i ≤ m
for σ an invertible m ×m-matrix and {Al}1≤l≤d some m×m-matrices such that the
Ho¨rmander condition holds. We first establish Bismut-type and Driver-type derivative
formulae with applications on gradient estimates and the coupling/Liouville properties,
which are new even for the heat semigroup on the Heisenberg group; then extend some
recent results derived for the heat semigroup on the Heisenberg group.
AMS subject Classification: 60J75, 60J45.
Keywords: Kohn-Laplacian type operator, derivative formula, Poincare´ inequality, reverse
Poincare´ inequality.
1 Introduction
In recent years, the heat semigroup generated by the Kohn-Laplacian on the Heisenberg
group regularity has been intensively investigated, see [2, 12, 15] for derivative estimates
∗Supported in part by NNSFC(11131003) and the Laboratory of Mathematical and Complex Systems.
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and applications, and see [3, 4, 5, 6] (where a more general model was considered) for the
generalized curvature conditions and applications.
The first purpose of this paper is to establish Bismut’s derivative formula [7] and Driver’s
integration by parts formula [10] for the semigroup generalized by a class of Kohn-Laplacian
type operators. These two formulae are crucial for stochastic analysis of diffusion processes
and are not explicitly known even for the heat semigroup on the Heisenberg group. Our
second aim is to extend some known results derived recently for the heat semigroup on the
Heisenberg group to a more general framework of Kohn-Laplacian type operators.
Let us first recall the Kohn-Laplacian on the three-dimensional Heisenberg group. Con-
sider the following two vector fields on R3:
X1(x) = ∂x1 −
x2
2
∂x3, X2(x) = ∂x2 +
x1
2
∂x3 , x = (x1, x2, x3) ∈ R3.
Then ∆K := X
2
1 + X
2
2 is called the Kohn-Laplacian. It is crucial in the study of this
operator that [X1, X2] = ∂x3 , [Xi, ∂x3 ] = 0(i = 1, 2) and X1, X2 are left-invariant under the
group action
(x1, x2, x3) • (x′1, x′2, x′3) =
(
x1 + x
′
1, x2 + x
′
2, x3 + x
′
3 +
1
2
(x1x
′
2 − x2x′1)
)
.
To do stochastic analysis with this operator, let us introduce the associated stochastic
differential equation for (X(t), Y (t)) ∈ R2 × R :{
dX(t) = dB(t),
dY (t) = 〈AX(t), dB(t)〉,
where B(t) is the 2-dimensional Brownian motion and A =
(
0 −1
1 0
)
. Then (X(t), Y (t)) is
the diffusion process generated by 1
2
∆K , and the associated transition semigroup is known
as the heat semigroup on the Heisenberg group.
In this paper we consider the following natural extension of this equation for (X(t), Y (t)) ∈
R
m × Rd =: Rm+d (m ≥ 2, d ≥ 1):
(1.1)
{
dX(t) = σ dB(t),
dYl(t) = 〈AlX(t), dB(t)〉, 1 ≤ l ≤ d,
where B(t) is the m-dimensional Brownian motion on a complete probability space (Ω,F ,P)
with the natural filtration {Ft}t≥0, σ is an invertible m×m-matrix, and (Al)1≤l≤d arem×m-
matrices. Let
Xi(x, y) =
m∑
k=1
σki∂xk +
d∑
l=1
(Alx)i∂yl , (x, y) = (x1, · · · , xm, y1, · · · , yd) ∈ Rm+d, 1 ≤ i ≤ m.
Then the solution to (1.1) is the diffusion process generated by
L :=
1
2
m∑
i=1
X2i .
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Obviously, for any 1 ≤ i, j ≤ m and 1 ≤ l ≤ d, we have [Xi, ∂yl ] = 0 and
[Xi, Xj] =
d∑
l=1
{
(Alσ)ji − (Alσ)ij
}
∂yl =
d∑
l=1
(Gl)ji∂yl ,
where Gl := Alσ−σ∗A∗l . Then the Ho¨rmander condition holds (thus, L is subelliptic) if and
only if
(1.2) The {m(m− 1)} × d-matrix (M(i,j),l)1≤i,j≤m;1≤l≤d has rank d,
where
M(i,j),l := (Gl)ij, 1 ≤ i < j ≤ m, 1 ≤ l ≤ d;
or equivalently,
(1.3)
m∑
i,j=1
∣∣∣ d∑
l=1
(Gl)ijal
∣∣∣2 ≥ λ|a|2, a = (al)1≤l≤d ∈ Rd
holds for some constant λ > 0.
A simple example for (1.2) or (1.3) to hold is that d = m− 1, σ = Im×m and
(1.4) (Al)ij =


αl, if i = 1, j = l + 1,
βl, if i = l + 1, j = 1,
0, otherwise
for αl 6= βl, 1 ≤ l ≤ d.
Moreover, let Rm+d be equipped with the group action
(x, y) • (x′, y′) = (x+ x′, y + y′ + 〈(σ∗)−1A·x, x′〉), (x, y), (x′, y′) ∈ Rm+d,
where 〈(σ∗)−1A·x, x′〉 := (〈(σ∗)−1Alx, x′〉)1≤l≤d ∈ Rd. Then (0, 0) is the unique unit element,
and the inverse element of (x, y) ∈ Rm+d is
(x, y)−1 := (−x, 〈σ−1A·x, x〉 − y).
It is easy to see that {Xi}1≤i≤m are left-invariant vector fields under the group structure.
Indeed, for any f ∈ C1(Rm+d) and (u, v) ∈ Rm+d, letting f(u,v)(z) = f((u, v) • z), z ∈ Rm+d,
we have
Xif(u,v)(0, 0) =
m∑
k=1
σki
{
∂xkf(u,v)
}
(0, 0) =
m∑
k=1
σki
{
∂xkf +
d∑
l=1
((σ∗)−1Alu)k∂ylf
}
(u, v)
=
{ m∑
k=1
σki∂xkf +
d∑
l=1
(Alx)i∂ylf
}
(u, v) = (Xif)(u, v), 1 ≤ i ≤ m.
It is also easy to see that the Lebesgue measure µ is invariant under the group action.
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We will investigate the Markov semigroup (Pt)t≥0 for the solution to equation (1.1):
Ptf(x, y) := Ef(X
x(t), Y (x,y)), (x, y) ∈ Rm+d, t ≥ 0, f ∈ Bb(Rm+d),
where (Xx(t), Y (x,y)(t))t≥0 is the solution to the equation with initial data (x, y). Since
divXi = 0, 1 ≤ i ≤ m, Pt is symmetric in L2(µ).
In Section 2 we investigate Bismut/Driver-type derivative formulae for Pt and applica-
tions. In Section 3 and Section 4 we modify the argument in [2] to derive explicit Poincare´
and reverse Poincare´ inequalities for Pt. As we emphasized in Introduction that explicit
derivative formulae are new even for the heat semigroup on the Heisenberg group. More-
over, although functional and Harnack inequalities derived in [6] using generalized curvature
conditions apply to our present framework, results derived therein do not cover our Poincare´
inequality and explicit inverse Poincare´ inequality.
2 Derivative formulae
Recall that Gl := Alσ−σ∗A∗l (1 ≤ l ≤ d) are skew-symmetric, i.e. G∗l = −Gl. In this section
we assume
(A1) Gl 6= 0 for all 1 ≤ l ≤ d, and there exists a constant θ ∈ [0, 1) such that
θ
d∑
l=1
a2l |Glu|2 ≥
∑
l,k:1≤l 6=k≤d
|alak〈G∗lGku, u〉|, u ∈ Rm, a ∈ Rd.
It is easy to see that (A1) implies the Ho¨rmander condition. Indeed, letting u = ei, we
obtain from (A1) that
θ
d∑
l=1
(G∗lGl)ii ≥
∑
1≤l 6=k≤d
∣∣alak(G∗lGk)ii∣∣, 1 ≤ i ≤ m, a ∈ Rd.
Therefore, for any a = (al)1≤l≤d ∈ Rd, we have
∑
1≤i,j≤m
∣∣∣ d∑
l=1
M(i,j),lal
∣∣∣2 = d∑
k,l=1
m∑
i,j=1
(Gl)ij(Gk)ijalak
=
d∑
k,l=1
Tr(G∗kGl)akal ≥ (1− θ)
d∑
l=1
Tr(G∗lGl)a
2
l ,
so that (1.3) holds for λ := (1− θ) inf1≤l≤d ‖Gl‖2HS > 0.
A simple example such that (A1) holds is that σ = Id×d, d = m−1 and Al given in (1.4)
with αl 6= βl, 1 ≤ l ≤ d. In this case we have G∗lGk = 0 for l 6= k, so that (A1) holds for
θ = 0.
The main tool in the study is the integration by parts formula of the Malliavin gradient.
For fixed T > 0, let (D,D(D)) be the Malliavin gradient operator for the Brownian motion
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{B(t)}t∈[0,T ], and let (D∗,D(D∗)) be the adjoint operator. For any F ∈ D(D), the Malliavin
gradient DF is an element in L2(Ω→ H;P), where
H := {β ∈ C([0, T ];Rd) :
∫ T
0
|h′(t)|2dt <∞}
is the Carmeron-Martin space. We have
(2.1) E
[
Dh{f(X(T ), Y (T ))}
]
= E
[
f(X(T ), Y (T ))D∗h
]
, f ∈ C1b (Rm+d), h ∈ D(D∗).
To establish Bismut (resp. Driver) type formulae using (2.1), we need to construct ele-
ment h ∈ D(D∗) such that the right-hand side of (2.1) reduces to ∇(u,v)PTf(resp. PT∇(u,v)f)
for given (u, v) ∈ Rm+d. To this end, let QT = (qkl(T ))1≤l,k≤d be a Rd ⊗ Rd-valued random
variable, where
qlk(T ) =
∫ T
0
〈
G∗lGk
(
B(t)− 1
T
∫ T
0
B(s)ds
)
, B(t)− 1
T
∫ T
0
B(s)ds
〉
dt, 1 ≤ l, k ≤ d.
Moreover, let αT,u,v, α˜T,u,v ∈ Rd with components
(αT,u,v)l = vl − 〈σ−1u,AlX(0)〉 − 〈Alu,B(T )〉 − 1
T
∫ T
0
〈G∗l σ−1u,B(t)〉dt,
(α˜T,u,v)l = vl − 〈σ−1u,AlX(0)〉 − 1
T
∫ T
0
〈G∗l σ−1u,B(t)〉dt, 1 ≤ l ≤ d.
2.1 Main results
Theorem 2.1. Assume (A1) and let T > 0 and (u, v) ∈ Rm+d be fixed. Let h and h˜ be such
that h(0) = h˜(0) = 0 and
h′(t) =
σ−1u
T
+
d∑
k=1
(Q−1T αT,u,v)kGk
(
B(t)− 1
T
∫ T
0
B(s)ds
)
,
h˜′(t) =
σ−1u
T
+
d∑
k=1
(Q−1T α˜T,u,v)kGk
(
B(t)− 1
T
∫ T
0
B(s)ds
)
, t ∈ [0, T ].
Then:
(1) h, h˜ ∈ D(D∗) and for any p > 1 there exists a constant cp > 0 independent of (u, v) ∈
R
m+d and T > 0 such that
E|D∗h|p + E|D∗h˜|p ≤ cp
T p
{|v|p + |u|p(|X(0)|p + T p2 )}.
(2) For any f ∈ C1b (Rm+d), PT (∇(u,v)f) = E
[
f(X(T ), Y (T ))D∗h
]
.
(3) For any f ∈ C1b (Rm+d), ∇(u,v)PTf = E
[
f(X(T ), Y (T ))D∗h˜
]
.
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Consequently, for any p > 1 there exists a constant cp > 0 such that(|PT∇(u,v)f |+ |∇(u,v)PTf |)(x, y) ≤ (PT |f |p) 1p cp
T
{|v|+ |u|(|x|+√T )}
holds for all (u, v), (x, y) ∈ Rm+d, T > 0 and f ∈ C1b (Rm+d).
As a consequence of Theorem 2.1, we have the following estimate (2.3) of Γ(Ptf), where
Γ(f) :=
1
2
m∑
i=1
(Xif)
2
is the energy form associated to L. This estimate will imply the coupling property of the
diffusion process as well as the Liouville property for the time-space harmonic functions.
Recall that the L-diffusion process has the coupling property if for any initial points z, z′ ∈
R
m+d one may construct two processes Zt, Z
′
t generated by L starting at z, z
′ respectively,
such that the coupling time τ := inf{t ≤ 0 : Zt = Z ′t} < ∞. In this case (Zt, Z ′t) is called
a successful coupling of the process. Moreover, a bounded function u on [0,∞) × Rm+d is
called time-space harmonic associated to Pt, if Psu(t, ·) = u(t− s, ·) holds for any t ≥ s ≥ 0.
In particular, a bounded harmonic function is a time-space harmonic function.
Let ρ be the distance induced by Γ, i.e.
(2.2) ρ(z, z′) = sup{|f(z)− f(z′)| : f ∈ C1(Rm+d),Γ(f) ≤ 1}.
Corollary 2.2. For any p > 1 there exists a constant cp > 0 such that
(2.3)
√
Γ(Ptf) ≤ cp√
t
(Pt|f |p)1/p, t > 0, f ∈ Bb(Rm+d).
Consequently:
(1) Let Pt(z, ·) be the transition probability kernel of Pt, and let ‖ · ‖var be the totally
variational norm. There exists a constant c > 0 such that
‖Pt(z, ·)− Pt(z′, ·)‖var ≤ cρ(z, z
′)√
t
, t > 0, z, z′ ∈ Rm+d.
(2) The L-diffusion process has the coupling property.
(3) Any time-space harmonic function associated to Pt has to be constant.
2.2 Proofs
To prove Theorem 2.1(1), we need the following lemmas.
Lemma 2.3. Assume (A1). Then QT is invertible and for any p > 1 there exists a constant
Cp > 0 independent of T > 0 such that
E‖Q−1T ‖p ≤
Cp
T 2p
, T > 0,
where ‖ · ‖ is the operator norm.
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Proof. Let Q¯T = diagQT ; that is, Q¯T = (qlk(T )1{l}(k))1≤k,l≤d. By (A1), Q¯T is invertible
and QT ≥ (1− θ)Q¯T . Therefore, it suffices to show that
(2.4) Eqll(T )
−p ≤ Cp
T 2p
, T > 0, 1 ≤ l ≤ d
holds for some constant Cp > 0 independent of T > 0. Let el ∈ Rd with |el| = 1 such that
|G∗l el| = ‖Gl‖ > 0. Then
qll(T ) =
∫ T
0
∣∣∣∣Gl
(
B(t)− 1
T
∫ T
0
B(s)ds
)∣∣∣∣
2
dt
≥
∫ T
0
〈
Gl
(
B(t)− 1
T
∫ T
0
B(s)ds
)
, el
〉2
dt
= ‖Gl‖2
∫ T
0
∣∣∣∣bl(t)− 1T
∫ T
0
bl(s)ds
∣∣∣∣
2
dt,
where
bl(t) :=
〈
B(t),
G∗l el
|G∗l el|
〉
, t ≥ 0
is an one-dimensional Brownian motion. Therefore,
E qll(T )
−p ≤ 1‖Gl‖2pE
1
(
∫ T
0
|bl(t)− 1T
∫ T
0
bl(s)ds|2dt)p
.
Combining this with∫ T
0
∣∣∣∣bl(t)− 1T
∫ T
0
bl(s)ds
∣∣∣∣
2
dt =
1
2T
∫
[0,T ]2
|bl(t)− bl(s)|2dtds
≥ 1
2T
∫ T
3
0
ds
∫ T
2T
3
|b(t)− b(s)|2dt,
and using the Jensen inequality, we obtain
E qll(T )
−p ≤ 6
p
‖Gl‖2pE
1
( 3
T
∫ T
3
0
ds
∫ T
2T
3
|b(t)− b(s)|2dt)p
≤ 6
p+1
‖Gl‖2pT
∫ T
3
0
E
( 1
(
∫ T
2T
3
|b(t)− b(s)|2dt)p
)
ds.
According to [20, Lemma 3.3], this implies (2.4) for some constant Cp independent of T > 0,
and we thus finish the proof.
Lemma 2.4. Assume (A1). Then Q−1T αT,u,v, Q
−1
T α˜T,u,v ∈ D(D)⊗d, and there exists a con-
stant c > 0 independent of T > 0 such that for any adapted random variable β on the
cameron-Martin space H,
|DβQ−1T αT,u,v|+ |DβQ−1T α˜T,u,v|
≤ cT‖Q−1T ‖2‖β‖∞‖B‖∞
{|v|+ |u|(|X(0)|+ ‖B‖∞)}+ c‖Q−1T ‖ · |u| · ‖β‖∞,
where ‖ · ‖∞ is the uniform norm on C([0, T ];Rd).
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Proof. We only prove the desired upper bound for ‖DβQ−1T αT,u,v‖, since that for the other
term is completely similar. It is easy to see that
(2.5) |αT,u,v| ≤ c1
{|v|+ |u|(|X(0)|+ ‖B‖∞)}
holds for some constant c1 > 0. Moreover, since DβB(t) = β(t), t ∈ [0, T ], it follows from the
definitions of qkl(T ) and αT,u,v that each components of QT and αT,u,v are in D(D) with
|Dβqkl(T )| ≤ c2‖β‖∞T‖B‖∞, |DβαT,u,v| ≤ c2|u| · ‖β‖∞
holding for some constant c2 > 0 and all 1 ≤ k, l ≤ d. Combining these with the fact that
DβQ
−1
T αT,u,v = −Q−1T {DβQT }Q−1T αT,u,v +Q−1T DβαT,u,v,
we derive the desired upper bound estimate of ‖DβQ−1T αT,u,v‖.
Proof of Theorem 2.1. (1) We only prove for h as that for h˜ is similar. Let {ei}1≤i≤m be the
canonical ONB of Rm. Then ai := 〈a, ei〉 is the i-th coordinate of a ∈ Rm. Let
h0(t) =
t
T
σ−1u, hi(t) = tei, βk(t) =
∫ t
0
GkB(s)ds, 1 ≤ i ≤ m, 1 ≤ k ≤ d.
We have
h(t) = h0(t) +
d∑
k=1
(
Q−1T αT,u,v
)
k
βk(t)−
m∑
i=1
( d∑
k=1
(Q−1t αT,u,v)k
T
∫ T
0
(GkB(t))idt
)
hi(t)
and
D∗h0 =
1
T
∫ T
0
〈σ−1u, dB(t)〉 = 1
T
〈σ−1u,B(T )〉, D∗hi = Bi(T ),
D∗βk =
∫ T
0
〈GkB(t), dB(t)〉, DhiB(t) = hi(t) = tei, 1 ≤ i ≤ m, 1 ≤ k ≤ d.
Combining these with Lemma 2.4 and the fundamental identity
D∗(Fβ) = FD∗β −DβF
for F ∈ D(D), β ∈ D(D∗) such that FD∗β − DβF ∈ L2(P), we conclude that h ∈ D(D∗)
and
D∗h =
1
T
〈σ−1u,B(T )〉+
d∑
k=1
(Q−1T αT,u,v)k
∫ T
0
〈GkB(t), dB(t)〉
−
d∑
k=1
Dβk(Q
−1
T αT,u,v)k −
d∑
k=1
m∑
i=1
(
(Q−1T αT,u,v)k
T
∫ T
0
(GkB(t))idt
)
Bi(T )
+
m∑
i=1
d∑
k=1
Dhi(Q
−1
T αT,u,v)k
T
∫ T
0
(GkB(t))idt+
m∑
i=1
d∑
k=1
T
2
(Q−1T αT,u,v)k(Gk)ii.
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Therefore, it is easy to see from Lemma 2.4, (2.5) and (Gk)ii = 0 that
|D∗h| ≤C|u| · ‖B‖∞
T
+ C‖Q−1T ‖
{|v|+ |u|(|X(0)|+ ‖B‖∞} d∑
k=1
∣∣∣ ∫ T
0
〈GkB(t), dB(t)〉
∣∣∣
+ CT 2‖Q−1T ‖2 · ‖B‖2∞
{|v|+ |u|(|X(0)|+ ‖B‖∞)}+ CT |u| · ‖Q−1T ‖ · ‖B‖∞
+ C‖Q−1T ‖ · ‖B‖2∞
{|v|+ |u|(|X(0)|+ ‖B‖∞)}
≤ C|u| · ‖B‖∞
( 1
T
+ T‖Q−1T ‖
)
+ C‖Q−1T ‖
{|v|+ |u|(|X(0)|+ ‖B‖∞)}
×
( d∑
l=1
∣∣∣ ∫ T
0
〈GkB(t), dB(t)〉
∣∣∣ + T 2‖Q−1T ‖ · ‖B‖2∞ + ‖B‖2∞)
holds for some constant C > 0. Combining this with Lemma 2.3 and the fact that for any
p > 1
E‖B‖2p∞ +
d∑
k=1
E
∣∣∣ ∫ T
0
〈GkB(t), dB(t)〉
∣∣∣p ≤ c(p)T p, T > 0
holds for some constant c(p) > 0, we obtain the desired upper bound of E|D∗h|p.
(2) For β(s) =
∑n
i=1 ξiβi(s), where ξi are real-valued random variables and βi(s) are
square-integrable adapted processes on Rd, define
∫ t
0
〈β(s), dB(s)〉 =
n∑
i=1
ξi
∫ t
0
〈βi(s), dB(s)〉.
Then it is easy to see from (1.1) that{
DhX(t) = σh(t), DhX(0) = 0,
DhYl(t) =
∫ t
0
〈Alσh(s), dB(s)〉+
∫ t
0
〈AlX(s), h′(s)〉ds, DhYl(0) = 0, 1 ≤ l ≤ d.
In particular,
(2.6) DhX(T ) = σh(T ) = u.
Noting that X(s) = X(0) + σB(s) and h(T ) = σ−1u, we obtain
DhYl(T ) = 〈Alσh(T ), B(T )〉 −
∫ T
0
〈Alσh′(t), B(t)〉dt+
∫ T
0
〈σ∗A∗l h′(t), σ−1(X(0) + σB(t))〉dt
= 〈Alu,B(T )〉+ 〈A∗l σ−1u,X(0)〉+
∫ T
0
〈G∗l h′(t), B(t)〉dt.
Combining this with the definition of h′(t) and letting
Bˆ(t) = B(t)− 1
T
∫ T
0
B(s)ds, t ∈ [0, T ],
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we arrive at
DhYl(T ) = 〈Alu,B(T )〉+ 〈A∗l σ−1u,X(0)〉
+
∫ T
0
〈 d∑
k=1
(Q−1T αT,u,v)kG
∗
lGkBˆ(t) +
G∗l σ
−1u
T
,B(t)
〉
dt
= 〈Alu,B(T )〉+ 〈A∗l σ−1u,X(0)〉+
1
T
∫ T
0
〈G∗l σ−1u,B(t)〉dt
+
d∑
k=1
(Q−1T αT,u,v)k
∫ T
0
〈
G∗lGkBˆ(t), Bˆ(t)
〉
dt
= 〈Alu,B(T )〉+ 〈A∗l σ−1u,X(0)〉+
1
T
∫ T
0
〈G∗l σ−1u,B(t)〉dt + (αT,u,v)l = vl.
(2.7)
By (2.6) and (2.7) we obtain
Dh(X(T ), Y (T )) = (u, v).
Therefore, it follows from (2.1) that
PT (∇(u,v)f) = E
〈∇f(X(T ), Y (T )), (u, v)〉 = E〈∇f(X(T ), Y (T )), Dh(X(T ), Y (T ))〉
= EDh
{
f(X(T ), Y (T ))
}
= E
{
f(X(T ), Y (T ))D∗h
}
.
(3) Similarly to (2), we have{
Dh˜X(t) = σh˜(t),
Dh˜Y (t) =
∫ t
0
〈Alσh˜(s), dB(s)〉+
∫ t
0
〈AlX(s), h˜′(s)〉ds.
In particular,
(2.8) Dh˜X(T ) = σh˜(T ) = u.
Noting that X(s) = X(0) + σB(s) and h˜(T ) = σ−1u, as in (2) we obtain
Dh˜Y (T ) = 〈Alu,B(T )〉+ 〈A∗l σ−1u,X(0)〉+
∫ T
0
〈G∗l h˜′(t), B(t)〉dt.
Combining this with the definition of h˜′(t) we arrive at
Dh˜Yl(T ) = 〈Alu,B(T )〉+ 〈A∗l σ−1u,X(0)〉+
1
T
∫ T
0
〈G∗l σ−1u,B(t)〉dt+ (α˜T,u,v)l
= vl + 〈Alu,B(T )〉.
(2.9)
Moreover, it is easy to see that{
d∇(u,v)X(t) = 0, ∇(u,v)X(0) = u,
d∇(u,v)Yl(t) = 〈Al∇(u,v)X(t), dB(t)〉, ∇(u,v)Yl(0) = vl, 1 ≤ l ≤ d.
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Then
(2.10) ∇(u,v)X(T ) = u, ∇(u,v)Yl(T ) = vl+
∫ T
0
〈Alu, dB(t)〉 = vl+ 〈Alu,B(T )〉, 1 ≤ l ≤ d.
Combining this with (2.8) and (2.9) we obtain
Dh˜(X(T ), Y (T )) = (∇(u,v)X(T ),∇(u,v)Y (T )).
Therefore, it follows from (2.1) that
∇(u,v)PTf = E
〈∇f(X(T ), Y (T )),∇(u,v)(X(T ), Y (T ))〉 = E〈∇f(X(T ), Y (T )), Dh˜(X(T ), Y (T ))〉
= EDh˜
{
f(X(T ), Y (T ))
}
= E
{
f(X(T ), Y (T ))D∗h˜
}
.
Proof of Corollary 2.2. By an approximation argument, it suffices to prove (2.3) for f ∈
C∞0 (R
m+d). Indeed, for any z ∈ Rm+d, let e ∈ Rm+d be a unit vector such that√Γ(Ptf)(z) =
∇ePtf(z). Since Ptf ∈ Cb(Rm+d) for f ∈ Bb(Rm+d) and t > 0, (2.3) holds at point z provided
(2.11)
Ptf(z + εv)− Ptf(v)
ε
≤ cp√
t
1
ε
∫ ε
0
(Pt|f |p)1/p(z + sv)ds, ε ∈ (0, 1).
Noting that (2.3) with f ∈ C∞0 (Rm+d) also implies (2.11) for f ∈ C∞0 (Rm+d), and that
C∞0 (R
m+d) is dense in Lp
(
Pt(z, ·) + Pt(z + εe, ·) +
∫ ε
0
Pt(z + se, ·)ds
)
, we conclude that (2.3)
for f ∈ C∞0 (Rm+d) implies (2.11) for all f ∈ Bb(Rm+d), and hence also implies (2.3) for all
f ∈ Bb(Rm+d).
Next, by the left-invariant property of Xi, it suffices to prove the desired estimate at
point (0, 0) ∈ Rm+d. To see this, for any z ∈ Rm+d, let
ℓz(z
′) = z • z′, z′ ∈ Rm+d.
Since Xi are left-invariant, we have
Γ(Ptf)(z) = Γ((Ptf) ◦ ℓz)(0, 0) = Γ(Ptf ◦ ℓz)(0, 0),
so that the desired estimate at point (0, 0) implies
Γ(Ptf)(z) ≤ cp√
t
(Pt|f ◦ ℓz|p)1/p(0, 0) = cp√
t
(Pt|f |p)1/p(z).
Now, we intend to prove (2.3) for f ∈ C∞0 (Rm+d) at point (0, 0). In this case, there exists
an unit element u ∈ Rm such that √Γ(Ptf)(0, 0) = ∇(u,0)Ptf(0, 0). Then, by Theorem 2.1
(1) and (3) with X(0) = 0 and using the Ho¨lder inequality, we derive the desired upper
bound for
√
Γ(Ptf)(0, 0).
Finally, noting that
‖Pt(z, ·)− Pt(z′, ·)‖var = 2 sup
‖f‖∞≤1
|Ptf(x)− Ptf(y)| ≤ 2ρ(x, y) sup
‖f‖∞≤1
√
‖Γ(Ptf)‖∞,
then (2.3) implies (1). According to [8] (see also [9]), (2) and (3) follow from (1).
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3 An explicit inverse Poincare´ inequality
Note that by Corollary 2.2, (A1) implies
(3.1) Γ(Ptf) ≤ C
t
(
Ptf
2 − (PTf)2
)
, f ∈ Bb(Rd+m), t > 0
for some constant C > 0. In fact, this estimate follows also from (1.2) according to [6,
Proposition 4.7]. In this section we aim to prove this inequality with an explicit L2-estimate
on Γ(Ptf) as in [2, Section 3], where the heat semigroup on the Heisenberg group is concerned.
To this end, we need the following assumption:
(A2) For any l, l′, l′′ ∈ {1, · · · , d}, A∗l = −Al, σAl = Alσ,AlAl′ = Al′Al, and Alσ,AlAl′Al′′σ
and Alσ
2σ∗ are skew-symmetric.
A simple example for this assumption to hold is that σ = Im×m and {Al} are commutative
skew-symmetric m×m-matrices.
Theorem 3.1. Assume (1.2) and (A2). Then for any f ∈ Bb(Rm+d) and t > 0,
Γ(Ptf) ≤ m+ 2d
2t
{Ptf 2 − (Ptf)2}.
This estimate is equivalent to (2.3) for p = 2 with explicit constant cp =
(
m+2d
2
) 1
2 . To
prove this result, we introduce the dilation operator modified from [2],
D :=
1
2
m∑
i=1
xi∂xi +
d∑
l=1
yl∂yl
and the dual vector fields
Xˆi(x, y) := Xi(x, y)− 2
d∑
l=1
(Alx)i∂yl , 1 ≤ i ≤ m.
Simply denote
p0t (z) = pt((0, 0), z), z ∈ Rm+d,
where pt is the heat kernel of Pt w.r.t. the Lebesgue measure µ on R
m+d, which exists due
to the Ho¨rmander condition.
Lemma 3.2. Assume (1.2) and (A2). Then LD−DL = L and [Xˆi, Xj ] = 0, 1 ≤ i, j ≤ m.
Consequently, (tL+D+ m+2d
2
)p0t = 0 and XˆiPt = PtXˆi, 1 ≤ i ≤ m.
Proof. It is easy to see that [Xi,D] =
1
2
Xi, 1 ≤ i ≤ m. Then
(3.2) LD−DL = 1
2
m∑
i=1
(X2iD−DX2i ) =
1
2
m∑
i=1
(Xi[Xi,D] + [Xi,D]Xi) =
1
2
m∑
i=1
X2i = L.
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Let Tt be the semigroup generated by D. Then Tte
t is generated by D+ 1 and due to (3.2)
LD = (D+ 1)L. So, LTs = Tse
sL, which implies that
(3.3) PtTs = TsPest, t, s ≥ 0.
Differentiating both sides w.r.t. s at s = 0, we obtain
(3.4) PtD = DPt + tPtL, t ≥ 0.
Since D(0, 0) = 0, it follows that
Pt(tL−D)f(0, 0) = 0, f ∈ C∞0 (Rm+d).
Combining this with
Pt(tL−D)f(0, 0) =
∫
Rm+d
p0t (z)(tL−D)f(z)dz
=
∫
Rm+d
f(z)
{
(tL+D)p0t (z) + (divD)p
0
t (z)
}
dz
=
∫
Rm+d
f(z)
(
tL+D+
m+ 2d
2
)
p0t (z)dz,
we conclude that (tL+D+ m+2
2
)p0t = 0.
Next, for any 1 ≤ i, j ≤ m, we have
[Xˆi, Xj] = [Xi, Xj] + 2
m∑
k=1
d∑
l=1
(Al)ikσkj∂yl
=
d∑
l=1
{
(Alσ)ji − (Alσ)ij
}
∂yl + 2
d∑
l=1
(Alσ)ij∂yl = 0
since Alσ is skew-symmetric. This implies XˆiPt = PtXˆi for any 1 ≤ i ≤ m.
Lemma 3.3. Assume (A2) and let Γˆ(f) = 1
2
∑m
i=1(Xˆif)
2. Then Γˆ(p0t ) = Γ(p
0
t ).
Proof. It is easy to see that at point (x, y) ∈ Rm+d,
Γˆ(f) = Γ(f)− 2
m∑
i=1
(Xif)
( d∑
l=1
(Alx)i∂ylf
)
+ 2
m∑
i=1
( d∑
l=1
(Alx)i∂ylf
)2
= Γ(f)− 2
d∑
l=1
m∑
k=1
(σAlx)k∂xkf)(∂ylf) = Γ(f)− 2
d∑
l=1
(∂ylf)Θlf,
where
Θl :=
m∑
k=1
(σAlx)k∂xk , 1 ≤ l ≤ d.
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So, it remains to prove Θlp
0
t = 0 for 1 ≤ l ≤ d. We prove it by two steps.
(1) ΘlL = LΘl. Since Alσ = σAl, it is easy to see that
[Θl, Xi] =
d∑
l′=1
m∑
k=1
(σAlx)k(Al′)ik∂yl′ −
m∑
k,j=1
σji(σAl)kj∂xk
=
d∑
l′=1
(Al′σAlx)i∂yl′ −
m∑
k=1
(σAlσ)ki∂xk
=
d∑
l′=1
(Al′Alσx)i∂yl′ −
m∑
i=1
(Alσ
2)ki∂xk .
Then
m∑
i=1
(ΘlX
2
i −X2i Θl) =
m∑
i=1
{
[Θl, Xi]Xi +Xi[Θl, Xi]
}
= 2
d∑
l′=1
m∑
i,k=1
(Al′Alσx)iσki∂xk∂yl′ + 2
d∑
l′,l′′=1
m∑
i=1
(Al′Alσx)i(Al′′x)i∂yl′∂yl′′
− 2
m∑
i,k,j=1
(Alσ
2)kiσji∂xk∂xj − 2
m∑
i,k=1
d∑
l′=1
(Alσ
2)ki(Al′x)i∂xk∂yl′
+
d∑
l′=1
m∑
i,k=1
σki(Al′Alσ)ik∂yl′ −
d∑
l′=1
m∑
i,k=1
(Alσ
2)ki(Al′)ik∂yl′
= 2
d∑
l′=1
m∑
k=1
{
(σAl′Alσx)k − (Alσ2Al′x)k
}
∂xk∂yl′ + 2
d∑
l′,l′′=1
〈
Al′Alσx,Al′′x
〉
∂yl′∂yl′′
− 2
m∑
i,j=1
(Alσ
2σ∗)ij∂xi∂xj +
d∑
l′=1
Tr(σAl′Alσ − Al′Alσ2)∂yl′ .
Due to (A2), this implies that ΘlL = LΘl.
(2) By (1), divΘl = 0 and Θl(0, 0) = 0, for any f ∈ C∞0 (Rm+d) we have
0 = (ΘlPtf)(0, 0) = (PtΘlf)(0, 0)
=
∫
Rm+d
p0t (z)Θlf(z)dz = −
∫
Rm+d
{Θlp0t (z)}f(z)dz.
Therefore, Θlp
0
t = 0.
Lemma 3.4. Assume (1.2). Then there exists two constants c1, c2 > 0 such that
pt(z, z
′) ≤ c1 exp[−
c2ρ(z,z′)2
t
]
t(m+2d)/2
, t > 0, z, z′ ∈ Rm+d.
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Proof. We shall use the dimension-free Harnack inequality derived in [6] using the generalized
curvature condition. Let
Γ(f, g) =
1
2
m∑
i=1
(Xif)(Xig), Γ
Z(f, g) =
1
2
d∑
l=1
(∂ylf)(∂ylg), f, g ∈ C1(Rm+d)
and denote Γ(f) = Γ(f, f),ΓZ(f) = ΓZ(f, f). Define
Γ2(f) =
1
2
LΓ(f, f)− Γ(f, Lf), ΓZ2 (f) =
1
2
LΓZ(f, f)− ΓZ(f, Lf), f ∈ C3(Rm+d).
By [6, Proposition 4.4], (1.2) (equivalently, (1.3)) implies the generalized curvature condition
Γ2(f) + rΓ
Z
2 (f) ≥ cΓZ(f)−
c′
r
Γ(f), f ∈ C2(Rm+d), r > 0
for some constants c, c′ > 0, see also Lemma 4.2 below for a generalized curvature-dimension
condition. According to [3] (see also [6, Proposition 4.7]), this implies the following Harnack
inequality of type [17] for some constant C > 0:
(Ptf(z))
p ≤ (Ptf p)(z′) exp
[
Cp
(p− 1)tρ(z, z
′)2
]
, t > 0, z, z′ ∈ Rm+d, f ∈ B+b (Rm+d).
According to [14], this Harnack inequality implies
pt(z, z
′) ≤ c1 exp[−
c2ρ(z,z′)2
t
]√
µ(B(z,
√
t))µ(B(z′,
√
t))
, t > 0, z, z′ ∈ Rm+d
for some constant c1, c2 > 0, where µ is the Lebesgue measure and B(z, r) = {ρ(z, ·) ≤ r}
for z ∈ Rm+d and r ≥ 0. Since both ρ and µ are left-invariant under the group action, this
is equivalent to
pt(z, z
′) ≤ c1 exp[−
c2ρ(z,z′)2
t
]
µ(B((0, 0),
√
t))
, t > 0, z, z′ ∈ Rm+d.
So, it remains to show that
(3.5) µ(B((0, 0), r)) ≥ crm+2d, r > 0
holds for some constant c > 0. To see this, let us observe that for any f ∈ C1(Rm+d) and
fr(x, y) := f(rx, r
2y) one has
Γ(fr)(x, y) = r
2Γ(f)(rx, r2y).
Combining this with with (2.2), we obtain ρ((rx, r2y), (0, 0)) = rρ((x, y), (0, 0)). So,
B((0, 0), r) =
{
(x, y) ∈ Rm+d : ρ((x/r, y/r2), (0, 0)) ≤ 1}
⊃
{
rx : ρ((x, 0), (0, 0) ≤ 1
2
}
×
{
r2y : ρ((0, y), (0, 0)) ≤ 1
2
}
.
15
Therefore, (3.5) holds for
c := µ
({
x : ρ((x, 0), (0, 0)) ≤ 1
2
}
×
{
y : ρ((0, y), (0, 0)) ≤ 1
2
})
≥ µ(B((0, 0), 1/2)) > 0.
Lemma 3.5. Assume (1.2) and (A2). Then
∫
Rm+d
Γ(log p0t , p
0
t )(z)dz =
m+2d
2t
, t > 0.
Proof. We shall prove the lemma by using an approximation argument. Let h ∈ C∞0 ([0,∞))
such that 0 ≤ h ≤ 1, h|[0,1] = 1 and h|[2,∞) = 0. Let fn(z) = h(z/n), n ≥ 1. Then there is a
constant C1 > 0 such that
(3.6) |Lfn|(z) + Γ(fn)(z) + |Dfn|(z) ≤ C11[n,2n](|z|), z ∈ Rm+d.
Moreover, there is a constant C2 > 0 such that Γ(C2 log(1+ | · |)) ≤ 1. So, according to (2.2)
ρ(0, z) ≥ C2 log(1 + |z|), z ∈ Rm+d.
Combining this with Lemma 3.4 we obtain
(3.7) p0t (z) ≤ c1(t) exp
[− c2(t){log(1 + |z|)}2], z ∈ Rm+d
for some constants c1(t), c2(t) > 0. Since by Lemma 3.2 (tL + D + divD)p
0
t = 0, for any
n ≥ 1 we have∫
Rm+d
{
fnΓ(log p
0
t , p
0
t )
}
(z)dz = −t
∫
Rm+d
{
fn(log p
0
t )Lp
0
t + (log p
0
t )Γ(fn, p
0
t )
}
(z)dz
=
∫
Rm+d
{
(fn log p
0
t )(D+ divD)p
0
t
}
(z)dz − t
∫
Rm+d
(log p0t )(z)Γ(fn, p
0
t )(z)dz
= −
∫
Rm+d
D(fnp
0
t )(z)dz +
∫
Rm+d
{
(Dfn)p
0
t − (p0t log p0t )Dfn − t(log p0t )Γ(fn, p0t )
}
(z)dz
=
m+ 2d
2
∫
Rm+d
(fnp
0
t )(z)dz +
∫
Rm+d
{
(Dfn)p
0
t − (p0t log p0t )Dfn − t(log p0t )Γ(fn, p0t )
}
(z)dz
≤ m+ 2d
2
+ C(t)
∫
{n≤|z|≤2n}
{
p0t + |p0t log p0t |+ | log p0t |
√
Γ(p0t )
}
(z)dz
for some constant C(t) > 0 according to (3.6). Therefore, it suffices to verify
(3.8)
∫
Rm+d
{
p0t + |p0t log p0t |+ | log p0t |
√
Γ(p0t )
}
(z)dz <∞
so that the desired estimate follows by letting n → ∞. Noting that p0t = P t
2
p0t
2
, (3.1) and
Lemma 3.4 yield √
Γ(p0t ) ≤ C1(t)
√
P t
2
(p0t
2
)2 ≤ C2(t)
√
p0t
for some constants C1(t), C2(t) > 0. Therefore, (3.8) follows from (3.7) since
p0t + |p0t log p0t |+ C2(t)| log p0t |
√
p0t ≤ C3(t)
{
(p0t )
2 + (p0t )
1
4
}
holds for some constant C3(t) > 0.
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Proof of Theorem 3.1. As explained in [2, Proof of Theorem 3.1], we have
Γ(Ptf) ≤
{
Ptf
2 − (Ptf)2
}∫
Rm+d
Γˆ(log p0t , p
0
t )(z)dz.
Then the proof is finished by combing this with Lemmas 3.3 and 3.5.
4 The Poincare´ inequality
In this section we prove the estimate (4.1) below by following the argument in [2, Section
4]. This estimate for the heat semigroup on the Heisenberg group was first derived in [12].
According to (1.2), there exists {(il, jl)}1≤l≤d with 1 ≤ il < jl ≤ m such that the matrix
M˜ := (M˜l,l′)1≤l,l′≤d
is invertible, where M˜l,l′ := M(il,jl),l = (Gl′)jlij . Recall that for any x ∈ Rm and 1 ≤ i ≤ m,
(A·x)i := ((Alx)i)1≤l≤d ∈ Rd. Similarly, we let (A·σ)ij = ((Alσ)ij)1≤l≤d ∈ Rd.
Theorem 4.1. Assume (A2). Then
(4.1) Γ(Ptf) ≤ CPtΓ(f), t ≥ 0, f ∈ C1b (Rm+d)
holds for
C := 2 + 16
m∑
i,j=1
|(M˜∗)−1(A·σ)ij|2 + 32P1
{
sup
1≤l≤d
{
(M˜∗)−1(A·x)i
}2
l
Γ(log p01)
}
(0, 0) <∞,
where p01(z) := p1((0, 0), z) and (A·x)i(z) := (A·x
′)i for z = (x
′, y′) ∈ Rm+d. Consequently,
the Poincare´ inequality
Ptf
2 − (Ptf)2 ≤ 2CtPtΓ(f), f ∈ C1b (Rm+d)
holds for all t > 0.
To prove this result, we need the following lemma on curvature-dimension condition.
When m = ∞ it reduces to the generalized curvature condition derived in [6, Proposition
4.4].
Lemma 4.2. Assume the Ho¨rmander condition (1.3). For any f ∈ C3(Rm+d) and r > 0,
Γ2(f) + rΓ
Z
2 (f) ≥
(Lf)2
m
+
c2(G)Γ
Z(f)
4
− c1(G)
r
Γ(f).
Proof. Recall that L = 1
2
∑m
i=1X
2
i and
[Xi, Xj] = −
d∑
l=1
(Gl)ij∂yl , [Xi, ∂yl ] = 0, 1 ≤ i, j ≤ m, 1 ≤ l ≤ d.
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Then
Γ2(f) =
1
8
m∑
i,j=1
X2i (Xjf)
2 − 1
4
m∑
j=1
(
Xj
m∑
i=1
X2i f
)
(Xjf)
=
1
4
m∑
i,j=1
(Xjf)(X
2
iXjf) +
1
4
m∑
i,j=1
(XiXjf)
2 − 1
4
m∑
i,j=1
(XjX
2
i f)(Xjf)
=
1
4
m∑
i,j=1
(Xjf)([Xi, Xj]Xi +Xi[Xi, Xj])f +
1
4
m∑
i,j=1
(XiXjf)
2
=
1
4
m∑
i,j=1
(XiXjf)
2 − 1
2
m∑
i,j=1
(Xjf)
( d∑
l=1
(Gl)ij∂ylXif
)
.
(4.2)
Moreover,
ΓZ2 (f) =
1
8
d∑
l=1
m∑
i=1
X2i (∂ylf)
2 − 1
4
m∑
i=1
d∑
l=1
(∂ylf)(X
2
i ∂ylf) =
1
4
m∑
i=1
d∑
l=1
(∂ylXif)
2.
Combining this with (4.2) and the fact
1
4
m∑
i,j=1
(XiXjf)
2 ≥ (Lf)
2
m
+
1
4
∑
1≤i 6=j≤m
(XiXjf)
2,
we obtain
Γ2(f) + rΓ
Z
2 (f) ≥
(Lf)2
m
+
1
4
∑
1≤i 6=j≤m
(XiXjf)
2 − 1
4r
m∑
i=1
( m∑
j=1
d∑
l=1
(Xjf)(Gl)ij
)2
≥ (Lf)
2
m
+
1
4
∑
1≤i 6=j≤m
(XiXjf)
2 − c1(G)
2r
Γ(f, f), r > 0.
(4.3)
Finally, as observed in [5] we have∑
1≤i 6=j≤m
(XiXjf)
2 =
∑
1≤i<j≤m
{
(XiXjf)
2 + (XjXif)
2
}
=
1
2
∑
1≤i<j≤m
{
(XiXjf +XjXif)
2 + (XiXjf −XjXif)2
}
≥ 1
2
∑
1≤i<j≤m
([Xi, Xj]f)
2 =
1
2
∑
1≤i<j≤m
( d∑
l=1
(Gl)ij∂ylf
)2
≥ c2(G)ΓZ(f).
Combining this with (4.3) we complete the proof.
As it is easy to see that the commutation condition
Γ(f,ΓZ(f, f)) = ΓZ(f,Γ(f, f)), f ∈ C∞(Rm+d)
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holds, the following assertions follow from the curvature-dimension condition presented in
Lemma 4.2, where (4) and (5) are known as Li-Yau type gradient estimate and parabolic
Harnack inequality (see [16]), and (2) is the dimension-free Harnack inequality initiated by
the author in [17], which implies the log-Harnack inequality (3) as observed in [18]. This
type of Hanrack inequality was also established in [11] on a class of Lie groups. The entropy
gradient inequality (1) implying the dimension-free Harnack inequality (2) was first observed
in [1].
Corollary 4.3. Assume the Ho¨rmander condition (1.3). For any t > 0 and positive f ∈
Bb(R
m+d), the following assertions hold:
(1)
tΓ(Ptf)
Ptf
+
c2(G)t
2ΓZ(Ptf)
4Ptf
≤ c2(G) + 8c1(G)
c2(G)
{
Pt(f log f)− (Ptf) logPtf
}
.
(2) (Ptf)
p(z) ≤ (Ptf p(z′)) exp
[p(c2(G) + 8c1(G))
4(p− 1)c2(G)t ρ(z, z
′)2
]
, p > 1, z, z′ ∈ Rm+d.
(3) Pt log f(z) ≤ logPtf(z′) + c2(G) + 8c1(G)
4c2(G)t
ρ(z, z′)2, z, z′ ∈ Rm+d.
(4) Γ(logPtf) +
c2(G)t
6
ΓZ(logPtf) ≤ c2(G) + 6c1(G)
c2(G)
∂t logPtf +
m(c2(G) + 6c1(G))
2
2c2(G)2t
.
(5) Ptf(z) ≤ Pt+sf(z′)
(t+ s
t
)m(c2(G)+6c1(G))
2c2(G) exp
[(c2(G) + 6c1(G))ρ(x, y)2
4mc2(G)s
]
, s, t > 0.
Proof. According to Lemma 4.2, [3, Propositions 3.1, 3.4] and [5, Theorems 6.1, 7.1, 8.1], it
suffices to verify the following conditions:
(i) There exists a sequence {hn} ⊂ C∞0 (Rm+d) such that hn ↑ 1 and ‖Γ(hn)‖∞ +
‖ΓZ(hn)‖∞ → 0 as n ↑ ∞.
(ii) Γ(f,ΓZ(f), f) = ΓZ(f,Γ(f)), f ∈ C∞(Rm+d).
(iii) For any f ∈ C∞0 (Rm+d) and T > 0,
sup
t∈[0,T ]
(‖Γ(Ptf)‖∞ + ‖ΓZ(Ptf)‖∞) <∞.
Let f ∈ C∞0 ([0,∞)) with f ′ ≤ 0, f |[0,1] = 1 and f |[2,∞) = 0. Then (i) holds for hn(z) :=
f(|z|/n), n ≥ 1, z ∈ Rm+d. Next, (ii) follows from [Xi, ∂yl ] = 0, 1 ≤ i ≤ m, 1 ≤ l ≤ d.
Finally, it is easy to see that Lemma 4.2 implies assumption (A) in [21] with l = 1,Γ(1) =
ΓZ , K0(r) = − c1(G)r , K1(r) = c2(G)4 , and W (x, y) = 1 + |x|2 + |y|2. Therefore, (iii) is ensured
by [21, Lemma 2.1], see also [19, Lemma 5.2.2].
Proof of Theorem 4.1. The desired Poincare´ inequality follows immediately from (4.1) by
noting that for f ∈ C∞0 (Rm+d),
d
ds
Ps(Pt−sf)
2 = 2PsΓ(Pt−sf) ≤ 2CPtΓ(f), s ∈ [0, t].
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Below we prove (4.1) and the finite of C respectively, where the proof of (4.1) is modified
from [2].
(1) We first observe that to prove (4.1) it suffices to confirm
(4.4) Γ(P1f)(0, 0) ≤ CP1Γ(f)(0, 0), f ∈ C∞0 (Rm+d).
Indeed, by the left-invariant property of Γ and Pt, we only need to prove (4.1) at point (0, 0);
and by a standard approximation argument as in the proof of Corollary 2.2, we may assume
that f ∈ C∞0 (Rm+d). Finally, for any t > 0, it follows from (3.3) that
Ptf = PtT− log tTlog t = T− log tP1Tlog tf.
Noting that Tsf(x, y) = f(e
s
2x, esy), we have XiTs = e
s
2TsXi. Therefore, if (4.4) holds, then
at point (0, 0) we have
Γ(Ptf) = Γ(T− log tP1Tlog tf) =
1
t
T− log tΓ(P1Tlog tf)
≤ C
t
T− log tP1Γ(Tlog tf) = CT− log tP1Tlog tΓ(f) = CPtΓ(f).
(2) Note that
d∑
l=1
{
(M˜∗)−1(A·x)i
}
l
[Xil, Xjl] = −
d∑
l,l′=1
(M˜∗)−1ll′ (Al′x)iM˜ll′′∂yl′′
= −
d∑
l′,l′′=1
{
M˜∗(M˜∗)−1
}
l′′l′
(Al′x)i∂yl′′ = −
d∑
l′=1
(Al′x)i∂yl′ .
Then, by Lemma 3.2, at point (0, 0) we have
XiP1f = XˆiP1f = P1Xˆif = P1
{
Xi − 2
d∑
l=1
(Alx)i∂yl
}
f
= P1(Xif)− 2P1
( d∑
l=1
(Alx)i∂ylf
)
= P1(Xif) + 2
d∑
l=1
P1
({
(M˜∗)−1(A·x)i
}
l
[Xil, Xjl]f
)
.
(4.5)
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Next, for any f ∈ C∞0 , at point (0, 0) we have
P1
({
(M˜∗)−1(A·x)i
}
l
[Xil, Xjl]f
)
=
∫
Rm+d
p01(x, y)
{
(M˜∗)−1(A·x)i
}
l
(XilXjl −XjlXil)f(x, y)dxdy
=
∫
Rm+d
p01(x, y)(Xilf)(x, y)
[{
(M˜∗)−1(A·x)i
}
l
Xjl log p
0
1(x, y) + (M˜
∗)−1(A·σ)ijl
]
dxdy
−
∫
Rm+d
p01(x, y)(Xjlf)(x, y)
[{
(M˜∗)−1(A·x)i
}
l
Xil log p
0
1(x, y) +
{
(M˜∗)−1(A·σ)iil
}
l
]
dxdy
= P1
{
(Xilf)
[{
(M˜∗)−1(A·x)i
}
l
Xjl log p
0
1 +
{
(M˜∗)−1(A·σ)ijl
}
l
]}
− P1
{
(Xjlf)
[{
(M˜∗)−1(A·x)i
}
l
Xil log p
0
1 +
{
(M˜∗)−1(A·σ)iil
}
l
]}
.
Combining this with (4.5) and noting that
d∑
l=1
[{
(M˜∗)−1(A·x)i
}
l
Xjl log p
0
1 +
{
(M˜∗)−1(A·σ)ijl
}
l
]2
≤ 2
m∑
i,j=1
|(M˜∗)−1(A·σ)ij|2 + 4 sup
1≤l≤d
{
(M˜∗)−1(A·x)i
}2
l
Γ(log p01)
and the same holds for il in place of jl, we prove (4.4) at point (0, 0).
(3) Obviously, C <∞ follows from
(4.6)
∫
Rm+d
|x|2p01(x, y)Γ(log p01)(x, y)dxdy <∞.
Let h ∈ C∞[0,∞) such that h|[0,1] = 1 and h|[2,∞) = 0. Let fn(x) = |x|2h(|x|/n). Then
fn ∈ C∞0 (Rm+d), n ≥ 1. By Corollary 4.3 (4), there exists a constant c > 0 such that
Γ(log p01) ≤ c
(
1 +
Lp01
p01
)
.
Combining these with
(
L+D+ m+2
2
)
p01 = 0 according to Lemma 3.2, we arrive at∫
Rm+d
fn(|x|)p01(x, y)Γ(log p01)(x, y)dxdy
≤ c
∫
Rm+d
fn(|x|)p01(x, y)
(
1 +
Lp01
p01
)
(x, y)dxdy
= c
∫
Rm+d
fn(|x|)Lp01(x, y)dxdy + cP1|x|2(0, 0)
= cP1|x|2(0, 0)− c
∫
Rm+d
fn(|x|)
(
D+
m+ 2
2
)
p01(x, y)dxdy
= cP1|x|2(0, 0) + cP1(Dfn)(0, 0) ≤ cP1|x|2(0, 0) + cP1
(
|x|2 + ‖h
′‖∞
n
|x|3
)
(0, 0).
Letting n→∞ and noting that P1|x|p(0, 0) <∞ holds for any p ≥ 1, we obtain (4.6).
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Finally, we remark that extending the main result of [15] for the heat semigroup on the
Heisenberg group (see also [2, Section 5]), the following stronger estimate than (4.1) was
proved in [13] for the heat semigroup on a nilpotent Lie group of H-type:√
Γ(Ptf) ≤ CPt
√
Γ(f), f ∈ C1b (R3), t > 0
for some constant C > 0. This estimate implies the semigroup log-Sobolev inequality.
However, in the moment we are not able to prove this type estimate under our more general
framework. Note that to meet the requirement of H-type nilpotent Lie groups, in our
framework one has to assume further that m is even (see [13, Proposition 2.1]) and in [13,
(2.3)] Jul := Al is orthogonal.
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