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SOMMAIRE
Le présent travail est une contribution à l’étude des problèmes d’estimation de
paramètre lorsque l’espace des paramètres est soit une boule de rayon m, rn> O
connu ou soit un intervalle [a, b], a < b, a et b connus. Nous traitons plusieurs de
ces problèmes dans cette thèse.
D’abord, dans le premier chapitre, nous abordons le problème d’estimation
du vecteur moyen O d’une distribution multinormale N(6, I) où O appartient à
une boule de rayon rri, m > O connu, sous la perte quadratique. Nous utilisons les
conditions de Marchand et Perron (2001) pour lesquelles, l’estimateur du maxi
mum de vraisemblance est dominé par un estimateur orthogonalement invariant.
Ainsi, nous montrons que, pour tout in < et pour p assez grand, l’estimateur
du maximum de vraisemblance est dominé par l’estimateur de Bayes par rapport
à la loi a priori uniforme sur l’espace des paramètres. La démonstration de ce
résultat est surtout basée sur la convergence en probabilité de certaines variables
aléatoires et l’inégalité d’Amos (1974).
Ensuite, dans le deuxième chapitre, nous considérons le problème d’estimation
du paramètre p d’une distribution Binomiale(n, p) lorsque a <p < 1— a, a < 1/2.
Mais, si nous supposons la longueur de l’intervalle [a, 1 — a] égale à m// et
p — (1 + O//)/2, nous nous ramenons alors au problème d’estimation du
paramètre O lorsque O E [—ru. in]. Ainsi, nous proposons des conditions suffi
santes et des conditions nécessaires pour que la loi a priori la moins favorable
soit uniforme sur {—m, m}, sous la perte quadratique et les pertes de la forme
L*(p, d)
=
k(p)(d
— p)2, pour certaines fonctions k déterminées dans la thèse. De
plus, nous montrons pour 1 < n < 4 que la condition nécessaire et suffisante pour
Vque la loi a priori la moins favorable soit uniforme sur {—m, m}, est de la forme
m < motu).
Enfin, dans le troisième chapitre, nous étudions le problème d’estimation mi
nimax d’un paramètre & lorsqu’il appartient à un intervalle [O, m], avec m connu.
Nous distinguons deux cas, le cas d’une distribution continue de densité de la
forme f(xlO) = fo(x — et le cas de certains types de distributions
discrètes. Dans les deux cas, nous donnons des propriétés générales en utilisant
une fonction de perte strictement convexe. Les propriétés générales trouvées dans
le cas d’une distribution continue, servirons à traiter les cas particuliers d’une
distribution exponentielle sous la fonction de perte LINEX, et d’une distribution
uniforme sur [O, O + c], e> O donné, sous les fonctions de perte quadratique et LI
NEX. Les propriétés générales trouvées dans le cas discret serviront à donner des
solutions minimax sous la fonction perte quadratique. Nous proposons également
des solutions minimax pour le cas d’une distribution de Poisson sous la fonction
de perte LINEX.
MOTS CLÉS admissibilité, distribution Binomiale, distribution exponen
tielle, distribution de Poisson, distribution Binomiale négative, estimation, esti
mateur orthogonalement invariant, espace paramétrique restreint, loi a priori la
moins favorable, loi a priori uniforme, minimaxité, “Modified Power series”, perte
quadratique, perte L, q 1, perte LINEX.
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ABSTRACT
This work is a contribution to the problems of estimation when the parameter
space is either a bail of radius m, m> O known or an interval [a, b], a < b, a and
b known. We treat several of these problems in this thesis.
Initially, in the first chapter, we tackie the problem of estimating the mean
vector 8 of a multivariate normal N13(0, I) distribution where O belongs to a bail
0(m) of radius in, m> O known, under squared-error loss. We use the conditions
of Marchand and Perron (2001) for which the maximum likelihood estirnator is
dominated by an invariant orthogonally estimator. In particular, we show that,
for ail in < cJj5 and p large, the maximum likeiihood estimator is dominated bv
the Bayes estimator with respect to a fully uniform prior on the parameter space
0(m). The demonstration of this result is mostly especially based on convergence
of probability of certain random variables and an inequalities given by Amos
(1974).
Then, in the second chapter, we consider the problem of estimating the para
meter p of a Binomial(n, p) distribution when a <p < 1 — a, a < 1/2. By setting
the length of the interval [a, 1
— a] equal to m/-./, and p = (1 + O//)/2, we
are reduced then to the probiem of estimating parameter O when O e [—in, in].
Thus, we propose sufficient conditions and necessary conditions so that the least
favorable prior is uniform on {—m, m}, under the squared-error loss and loss func
tions of the form L(O, cl) = k(p)(d
—
p)2. IVioreover, we show for 1 <n < 4 that à
necessary and sufficient condition so that the ieast favorable prior is uniforrn on
{—m,m} is of the form in < mo(n).
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Lastly, in the third chapter, we study the problem of minimax estimation of
a parameter O when it belongs with an interval [O, m], with m known. We distin
guish two cases, the case of a continuous distribution with density of form
f(xO) = fo(x — O)I[o,)(x), and the case of certain types of discrete distributions.
In both cases, we give general properties by using a strict convex loss function.
The general properties found in the case of a continuous distribution, will be used
to treat the particular cases of an exponential distribution under a LINEX loss
function, and of a uniform distribution on [0, 8 + cl, c> O, under both squared
error and LINEX loss. The general properties found in the discrete case will be
used to give minimax solutions for squared-error loss. We also propose minimax
solutions in the case of a Poisson distribution under LINEX loss.
KEY WORDS : admissibility, binomial distribution, exponential distribution,
Poisson distribution, Geometric distribution, estimation, orthogonally invariant
estimator, restricteci parametric space, least favorable priors, uniforrn priors, mi
nimaxity, ‘Modified Power series’ distributions, quadratic loss, L loss, LINEX
loss.
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.INTRODUCTION
Les problèmes d’estimation de paramètre avec restriction sur l’espace des para
mètres ont suscité un intérêt croissant au cours de la dernière décennie. Plusieurs
auteurs se sont intéressés à ces problèmes basés sur des notions classiques d’opti
malité à savoir la minimaxité et l’admissibilité.
Notre sujet de recherche porte sur des problèmes (l’estimation d’un paramètre
8 lorsque ce dernier appartient à une boule de centre O et de rayon m, in > O
connu ou à un intervalle [a, b] avec a < b, a et b connus. Mais, dans le cas où O ap
partient à l’intervalle [a, b], sans perte de généralité, nous prenons a O et b ru.
Notre objectif, dans cette thèse est de construire des estimateurs qui dominent
l’estimateur du maximum de vraisemblance et aussi de trouver des estimateurs
minimax. Pour rechercher des estimateurs minimax. nous allons procéder de la
manière suivante
- d’abord se limiter aux lois a priori qui concentrent leur masse sur les points de
la frontière de l’espace paramétrique,
- ensuite caractériser les estimateurs de Bayes par rapport à ces lois a priori,
- puis trouver pour tout ru > O, la loi a priori lrm (si elle existe) pour laquelle la
fonction de risque de l’estimateur de Bayes rn, associé à 7cm, est constante sur la
frontière de l’espace paramétrique.
- enfin, utiliser les dérivées première, deuxième et troisième de la fonction de
risque de 5m pour trouver les valeurs de ru pour lesquelles la fonction de risque
de , atteint son maximum à la frontière de l’espace paramétrique.
Alors, par les résultats de Wald (1950), Brown (1976) et. Nempthorne (1987), 7rrn
2est la loi a priori la moins favorable et 6m est minimax sous certaines conditions.
Cette thèse est divisée en trois chapitres. Le premier chapitre traite le pro
blème d’estimation de la moyenne O, sous la fonction de perte quadratique,
d’une distribution multinormale N(O, I) où O appartient à l’espace paramétrique
0(m) = {O E R’3: <m}, m > O fixé. Dans ce chapitre, nous étudions d’abord
la minimaxité du problème. Pour ce faire, nous ferons un rappel du résultat de
Berry (1990) qui montre, pour tout p> 1 fixé, l’existence d’un point mo(p) > O
tel que, pour tout in < m0(p), l’estimateur de Bayes par rapport à la loi a priori
uniforme sur la surface de 0(m) est minimax. Ensuite, nous traitons l’inadmissi
bilité de l’estimateur du maximum de vraisemblance. Marchand et Perron (2001)
proposent des séries de conditions pour lesquelles l’estimateur du maximum de
vraisemblance est dominé. Nous étudions suite aux résultats de ces derniers l’in
admissibilité de l’estimateur du maximum de vraisemblance en traitant le cas où
p devient grand. Plus précisément, nous montrons que l’estimateur de Bayes par
, rapport à la loi a priori uniforme sur tout l’espace paramétrique restreint 0(m)
domine l’estimateur du maximum de vraisemblance lorsque in = c/5 où c 1 et
p est assez grand.
Le deuxième chapitre porte sur le problème d’estimation d’une proportion p
associée à une distribution Binomiale(n,p) lorsque p appartient à un intervalle
[a, 1 — a] symétrique autour de 1/2 avec a < 1/2. Perron (2003) pose la lon
gueur de l’intervalle [a, 1 — a] comme étant égale à m/J. Ceci nous ramène
au problème d’estimation du paramètre O lorsque O E 0(m) = [—m, ml en po
sant p = (1 + O//)/2. Nous utilisons certains résultats de Perron (2003) pour
proposer des solutions minimax. Plus précisément, nous donnons des conditions
suffisantes sur in de la forme in < m0(n), pour tout n 1, pour lesquelles la loi
a priori uniforme sur {a, 1 — a} est la moins favorable et l’estimateur de Bayes
associé est minirnax. Nous utilisons la fonction de perte quadratique et des fonc
tions de perte de la forme L*(p, U) = k(p)(cL
—
p)2, pour certaines fonctions k
données dans ce deuxième chapitre. Nous proposons aussi des solutions exactes
3pour 1 < n < 4, c’est-à-dire des conditions nécessaires et suffisantes sur m pour
lesquelles la loi a priori concentrée sur {—m, m} soit la moins favorable.
Dans le troisième chapitre, nous étudions les problèmes d’estimation minimax
d’un paramètre O lorsqu’il appartient à l’intervalle [0, m}. Souvent dans la littéra
ture, nous constatons qu’il y a une prédominance de la perte quadratique et donc
peu d’étude des pertes asymétriques comme la perte LINEX. De plus, dans le cas
de la perte LINEX, les auteurs proposent souvent des conditions seulement suffi
santes pour lesquelles la loi a priori la moins favorable soit concentrée sur {0, m}.
Nous avons l’exemple de Wan, Zou et Lee (2000) qui traitent le cas exponentiel
pour la perte LINEX.
Dans le troisième chapitre, nos résultats se rapportent à deux classes de dis
tributions qui sont
(A) la famille de distributions continues de densité de la forme
f(xO) = Jo(x
— 8)I[O,œ)(X), pour O < O <@ (B) : la famille de distributions discrètes de fonction de masse p et de support
{0, 1,2, ..., s}, s < oc ou {0, 1,2,
...}.
Dans les deux familles de distributions, nous utilisons les fonctions de pertes stric
tement convexes pour développer des propriétés générales pour les estimateurs de
Bayes associés à des lois a priori concentrées sur {0,rn}.
Ainsi, pour la famille (A), nous proposons des estimateurs minimax pour une
distribution exponentielle avec la perte LINEX et une distribution uniforme sur
[O. O + c], c > ni, avec les pertes quadratique et LINEX. Nos résultats sont ana
lytiques. Plus précisément, nous donnons des conditions nécessaires et suffisantes
ou des conditions suffisantes pour lesquelles la loi a priori la moins favorable soit
concentrée sur la frontière de l’espace des paramètres.
Pour la famille (B), nous montrons, avec la perte quadratique et sous certaines
conditions sur la fonction de masse p, que la loi a priori la moins favorable est
concentrée sur {0, m} si ni < ni0(n) où mo(n) est défini plus loin. Ces résultats
viennent des travaux en cours de Marchand et Parsian (2002). Nous appliquons
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ces résultats à quelques exemples comme la distribution de Poisson, la distribution
Binomiale et la distribution Binomiale négative.
En outre, nous traitons aussi la distribution de Poisson avec la perte LINEX.
Dans ce cas, dépendemment de la forme de l’assymétrie, nous proposons ou bien
des conditions nécessaires et suffisantes ou bien seulement des conditions suffi
santes pour que la loi a priori la moins favorable soit concentrée sur {O, m}.
Dans l’appendice, nous donnons des résultats préliminaires tels des définitions,
des propriétés, des théorèmes et des lemmes. Ces résultats préliminaires servent
dans les trois chapitres.
Chapitre 1
ESTIMATION DU VECTEUR MOYEN 9 D’UNE
LOI MULTINORMALE LORSQUE MOU
AVEC m> O CONNU
Ce chapitre traite le problème d’estimation de la moyenne O, sous la fonction
de perte quadratique, basé sur l’observation x d’une distribution multinormale
N(O, I) où O appartient à l’espace paramétrique restreint
e(m) ={Oe 1!?”: <rn}, rnfixé, m>O.
Plusieurs exemples montrent que l’estimateur naturel 6(i) = x mène à une
estimation inadmissible pour le problème non contraint. Par exemple, James et
Stem (1961) ont crée une classe dite de type James-Stein donnée par
I (x)= (1_)x,O<c<2(p_2)}.
Ils ont montré, pour p > 3, que tous les membres de cette classe dominent l’estima
teur naturel 5r. Cependant, l’estimateur sans biais 6 ainsi que les estimateurs de
type James-Stein ne sont ni minimax, ni admissibles pour le problème contraint.
Mais, la troncature de l’estimateur sans biais i,j dans e(m) est donnée par
l’estimateiir du maximum de vraisemblance 6evm() = ((m/IIxII) A 1)x. Évidem
ment, cet estimateur domine 6 puisque Iletm(X) — 0W2 < — pour tout
JR° et POUf tout O 0(m) avec inégalité stricte pour tout x E e(m).
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Souvent, les estimateurs du maximum de vraisemblance sont inadmissibles
sous la fonction de perte quadratique pour un espace paramétrique restreint. Dans
une série d’articles, Charras et van feden (1991a, 1991b, 1992, 1994) considèrent
le problème d’estimation d’un paramètre O appartenant à un sous-ensemble fermé
et convexe. Ils donnent des conditions pour lesquelles un estimateur frontière’
6 de O est inadmissible. Ils appliquent souvent leurs résultats aux estimateurs du
maximum de vraisemblance dans des espaces paramétriques restreints (c’est le cas
de notre problème). Cependant, même s’ils donnent des exemples explicites d’esti
mateurs qui dominent l’estimateur du maximum de vraisemblance (voir exemple
1.3.1), ces derniers ne sont pas nécessairement de “bons estimateurs (c’est-à-dire
que ces estimateurs ne sont pas monotones) et ils ne se situent pas au coeur de leur
recherche. Moors (1981, 1985) considère des problèmes d’estimation invariants
dans l’espace des paramètres restreint. Il étudie l’inadmissibilité des estimateurs
invariants qui prennent des valeurs sur, ou trop près de la frontière de l’espace
des paramètres.
Dans le cas univarié (p = 1) et pour in 1.0567, Casella et Strawderman
(1981) montrent que la loi a priori concentrée sur les valeurs —rn et in avec
équiprobabilité est la moins favorable et l’estimateur de Bayes associé est non
seulement minimax mais domine 6evm• Kempthorne (1987) propose également
des solutions minimax pour p 1 et in petit. Bickel (1981) étudie les solutions
minimax asymptotiques en in.
Pour le cas multivarié (p > 1), Berry (1990) montre que l’estimateur de Bayes
par rapport à la loi uniforme sur la surface de 3(rn) est minimax et que cette
loi est la moins favorable pour rn < rno(p) où in0(p) est solution d’une équa
tion précisée plus loin (lemme 1.2.2). Pour in petit, Marchand et Perron (2002)
proposent des bornes inférieures explicites de rn0(p). Aussi, Marchand et Perron
(2001) montrent que si in est petit, tout estimateur de Bayes par rapport à une
loi a priori orthogonalement invariante domine 5efl Lorsque in n’est pas petit, ils
proposent des conditions suffisantes pour qu’un estimateur orthogonalement inva
riant puisse dominer 6evm En particulier, ils donnent une condition pour laquelle
l’estimateur de Bayes 5 associé à loi a priori 7TU uniforme sur e(m) domine 6evm
Nous allons montrer que cette condition se réalise pour m < avec O c < 1
et pour p assez grand. Ce qui veut dire que pour m = cj5 avec O c 1, il
existe M > O tel que pour tout p > M, l’estimateur de Bayes par rapport à la loi
a priori uniforme sur e(m) domine Sevm.
Dans la première section, nous allons donner les résultats préliminaires, c’est-
à-dire des définitions, propriétés, théorèmes et lemmes permettant de démontrer
les résultats de ce chapitre. Ensuite, dans la deuxième section, nous étudierons
l’estimation minimax pour notre problème. Ces résultats sont de Berry (1990).
Puis, nous étudierons l’inadmissibilité de l’estimateur du maximum de vraisem
blance dans la troisième section. Nous proposerons des séries de conditions pour
lesquelles l’estimateur du maximum de vraisemblance est dominé d’abord par
un estimateur orthogonalement invariant et ensuite par un estimateur de Bayes
par rapport à une loi a priori orthogonalement invariante. Ces résultats sont de
Marchand et Perron (2001). Enfin, dans la quatrième section, nous utiliserons les
résultats de ces derniers pour donner des solutions asymptotiques. C’est-à-dire.
nous montrons pour m < c,.J avec O < c 1 que l’estimateur du maximum
de vraisemblance est dominé asymptotiquement par l’estimateur de Bayes par
rapport à la loi a priori uniforme sur e(m).
1.1. RÉSULTATS PRÉLIMINAIRES
Dans ce chapitre, nous notons et j8 par R, r et À respectivement.
Nous considérons les estimateurs orthogonalement équivariants de la forme
=
où la fonction g est appelée multiplicateur de l’estimatcur S. Nous définissons la
perte encourue en estimant O par 9(X) comme
• L(O, 9(X))
= 1° —
8avec la fonction de risque correspondante égale à
R(8, ) = E9[II5(X) — 81121.
Soit BU la loi a priori uniforme sur la surface de E(m). Nous avons (par
Perron (1987), Berry (1990) et Robert (1990)) l’estimateur de Bayes 63U associé
à la loi a priori ‘ÎCBU qui est donné par l’expression suivante
gm(r)
63U(X) = X, (1.1.1)
r
avec (r) = Eo[8’X/RIR = r] Àp_1(Àr) où p(t) = I+1(t)/I1,(t), y> —1 et
I. est la fonction de Bessel modifiée.
Nous présentons par le prochain lemme, donné par Watson (1983), les propriétés
de fl2_.i. Ces propriétés nous serons utiles par la suite.
Lemme 1.1.1. Watson (1983).
FouT tout p 1,
(1) la fonction est croissante et concave avec n—(O) O et
lim p_1(t) 1,
t—++œ 2
(2) l’expression p_1(t)/t est décroissante en t avec lii p_1(t)/t
=
l/p.
Le prochain lemme, donné par Amos (1974), joue un rôle important dans la
démonstration de nos résultats.
Lemme 1.1.2. Inégalités d’Arnos (197).
Four tout y> 0, nous avons
X X
j <flv(X) < , pour tout x > 0.(+1)+(x2+(v+1)2) v+(x2+(v+2)2)
—
Définition 1.1.1. Soient un estimateur de O et Y une fonction de X. On
appelle risque conditionnel de étant donné Y, l’espérance conditionnelle
_0112 I Y(X)].
Les résultats de la section 1.3 sont principalement basés sur les risques condi
tionnels étant donné R > in, O < R < in et R = r. Par conséquent, il serait
intéressant de chercher la fonction de densité de R. Mais, nous savons cjue R2
9admet une distribution de khi-deux décentrée. Nous notons par f(., À) la
densité de R. Alors pour tout r et À > O, nous avons
r R_1 À2+r2f(r, À) = r () I_1(Àr) exp (— 2 )• (1.1.2)
Cependant, certains des risques conditionnels ci-dessus mettent en jeu les
espérances conditionnelles suivantes
(m, À) = Eo[p_1(ÀR)(R > m] et (m, À) E0 [P_1(ÀR)IR
aussi bien que les fonctions suivantes
(m) = sup c(m, À) et (m) = sup /3(m, À).
O<À<m
Des propriétés de et sont données dans le prochain lemme.
Lemme 1.1.3. Marchand et Perron (2001).
(1) La fonction c(.,.) est croissante en ses de’ax arguments, par conséquent
(m) = c(m, rn). De plus, nous avons limi(m) O et lim (m) = 1.
m—O
(2) La Jonction t3(rn,.) est croissante, par conséquent (m) = /3(m, m).
De ptus, nous avons O <7(m) < m/p et lim (m) 1.
m—+œ
Finalement, nous allons faire deux rappels, par les deux définitions suivantes,
qui nous servirons à la section 1.3 et à la section 1.4 respectivement.
Définition 1.1.2. Une famille de distributions {P0}, O é e est dite de famille
exponentielle de s paramètres si ta densité Po de la distribution Pe par rapport à
une certaine mesure 1u est de ta forme
po(x) exp
[S
- B(0)] h(x),
où ‘h ‘72, ..., i et B sont des fonctions réelles des paramètres et pour tout
1 i < s, I, est une statistique.
Exemple 1.1.1. Les distributions Normale, Gamma. Khi-deux centrée, Bêta,
Binomiale, Poisson, Binomiale Négative appartiennent à des familles exponen
licites.
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Définition 1.1.3. On dit qu’une suite de variables aléatoires X,. converge en
probabilité vers X si :
lim P(X,. — Xi > e) = 0, pour tout e> 0.n—œ
1.2. MINIMAxITÉ
Il est question, dails cette section, de la recherche d’estimateurs minimax de
O pour notre problème. Pour p = 1, il est connu par Wald (1950), Ghosh (1964)
et Brown (1976), qu’il existe une unique loi a priori la moins favorable dont le
support contient un nombre fini de points et que l’estimateur de Bayes correspon
dant est minimax. La conjecture est que le nombre de points dans le support de
la loi a priori la moins favorable croît avec m. Casella et Strawderman (1981) ont
montré que cette loi a priori est concentrée sur les deux points —rn et in lorsque
in < 1.0567 et sur les trois points —in, O et in lorsque in est approximativement
compris entre 1.4 et 1.6. Kempthorne (1987) propose des techniques numériques
pour évaluer la loi a priori quand on fait varier in. Bickel (1981) fait un chan
gement d’échelle de la loi a priori la moins favorable sur [-1,1] et montre que la
limite de la distribution obtenue de ce changement, lorsque in
— +œ, est l’unique
solution du problème de minimisation de l’information de fisher sur toutes les
distributions concentrées sur [—1, 1]. Il montre que cette limite de distributions
G0 a une densité égale à go(x) = cos2(nx/2), xi < 1. 11 en déduit que le risque
minimax est (rn) = 1 — 7T2in2 + o(rn2), lorsque in est grand. Il faut noter que
l’estimateur de Bayes 6m par rapport à la loi a priori de densité g(x) go(x/in),
xi < in, n’est pas asymptotiquement minimax (car lim supR(rn, 6m) > 1). Ce
m-œ
pendant, il construit des estimateurs minimax à partir de G0. Il généralise ces
résultats asymptotiques pour le cas multivarié (p > Ï).
DasGupta (1985) considère le problème général d’un vecteur de paramètres
lorsque l’espace paramétrique restreint e est convexe pour une famille générale de
distributions. Il montre que, sous des conditions assez générales et pour la perte
quadratique, la loi a priori la moins favorable se concentre sur la surface de e,
lorsque e est assez petit. Il traite l’exemple d’une distribution normale N(O, 1),
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lorsque e = [—m,m], in> 0.
Berry (1990) propose des conditions pour lesquelles l’estimateur de Bayes par
rapport à la loi a priori uniforme sur la surface de e(m) est minimax dans le cas
multivarié. Nous allons exposer, dans cette section, les résultats de Berry (1990).
Ils sont basés principalement sur deux lemmes et un théorème.
Nous rappelons que l’estimateur de Bayes par rapport à la loi a priori BU
uniforme sur la surface de e(m) est donné par la relation (L1.1). Par conséquent,
la fonction de risque de 6Bu, obtenue en utilisant l’estimateur sans biais du risque
de Stem, est donnée par t
R(8, 6Bu) = 2m2 + 110112 — Eo[2mRp_1(mR) + m2pL1(mR)}.
Il faut noter que cette fonction est constante lorsque 11811 est fixe. Donc, sans
perte de généralité, la fonction de risque sera évaluée en 0 = (î9, 0, ..., 0). On
écrira R(t9, 6), t9 1F? pour représenter R(O, SBu) avec O = (î9, 0, ..., 0).Q
Lemme 1.2.1. Si X est de toi N(O, I) avec 11011 < in, ators
sup R(t9,65u) rnax(R(0,6BU), R(m,6Bu)).
—m< i9 < m
C’est-à-dire que te maximum de ta Jonction de risque de t’estimateur 63U est
atteint, soit à t’origine soit sur ta frontière.
DÉMONsTRATIoN. En faisant une intégration par partie et un changement de
variables, la dérivée de la fonction de risque de 6BU est donnée par t
= 2t9E ([i_ m2p_1(mRi)j — [p 1(mRi)[m2p 1(mRi) + 1]]),
2t9E3[Ap,m(Ri) — Bp,m(Ri)],
OÙ Ap.m(r) 1 — m2p 1(mr), Bpm(r) = mp_1(mr)[m2p_1(mr) + 1]/r et
En vertu de la partie (1) du lemme 1.1.1, la fonction
-4p,m est crois
sante sur . En appliquant à nouveau le lemme 1.1.1, les fonctions p’1(mr)+Ï
et p_1(mr)/r sont positives et décroissantes sur ]R+. Ceci nous montre que Bp,m
est une fonction décroissante et positive sur La dérivée de la fonction de
risque de 65U est alors l’intégrale par rapport à r d’une fonction croissante en r.
Il existe alors au plus un changement de signe pour l’intégrant, il est soit posi
tif ou passe du négatif au positif. En utilisant alors le résultat de Karlin (1957)
«technique de changement de signe», la dérivée par rapport à O de la fonction de
risque de SBU est soit positive ou passse du négatif au positif lorsque 82 O. La
fonction de risque de BU est alors soit croissante ou soit décroissante et ensuite
croissante en ,i32. Ce qui achève la démonstration. L
Lemme 1.2.2. Pour tout m <mo(p) où m0 est solution de l’équation D(m) = O
en m avec D(m) donné dans ta démonstration, nous avons
R(m, ‘53c1) R(O, 6u), pour tout m < mo(p).
Ce qui veut dire que
R(m, 5u) R(8, Bu), pour tout O tel que (IO m < mo(p).
9 DÉMONSTRATION. La différence de la fonction de risque de 3U évaluée en O O
et en O m est donnée par:
D(m) 2m2 + Eo[[np1(mR) + R]2] — E12[{mp_1(mR) + R]2],
f ‘/ \ (—2/2expm/)m
= 2m2 + E,2 [[mnR_itmR) + R]2 (2(p_2/2ftp/2J2/2tmR) 1)].
L’intégrant dans l’expression de D(m) est égal à zéro si
exp(m2/2)m(P2)/2 2fP2)/2F(p/2)I(_2)/2(mr) et il fait au moins un changement
de signe, soit du positif au négatif, lorsque r2 varie sur [O, +oo). En utilisant alors
la «technique de changement de signe», D(m) fait au plus un changement de signe
du positif au négatif. Ceci nous donne le résultat. L
Ainsi, nous allons utiliser les deux lemmes précédents pour dégager la condi
tion pour laquelle la loi a priori est la moins favorable et l’estimateur 6BU
minimax. Ce résultat est donné par le théorème suivant
, Théorème 1.2.1. Si in < mo(p) où mo(p) est donné par te lemme 1.2.2 alors
7BU est la toi a priori ta moins favorable et est minimax.
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DÉMONSTRATION. Nous savons que, pour ni < mo(p), R(O, 6u) varie en fonction
de 118B. Alors nous avons T(7FBU,6BU) = R(m,5u). En vertu des deux lemmes
précédents, nous avons r(nBU, Bu) = sup R(O, 6BU). En utilisant alors le théo
OEO(m)
rème 3.3.8 (appendice), nous avons le résultat. D
Des évaluations numériques du mo(p) sont faites pour p = 1 par Casella et
Strawderman (1981), pour p = 2, 3 par Berry (1990) et pour 4 < p < 50 par
Perron et Marchand (2002). Ces derniers montrent, pour p 1, que mo(p) J5
et que limmo(p)/,jj5 1.150963. Il faut noter que les résultats de Berry (1990)
s’appliquent dans le problème d’une distribution multinormale N(O, ) avec
O—O < ni avec connu.
Robert, Bock et Casella (1990) montrent que si on suppose le problème inva
riant par transformations orthogonales alors les distributions les moins favorables
sont uniformes sur une suite de sphères emboîtées.
1.3. INADMlSSIBILIT DE L’ESTIMATEUR DU MAXIMUM DE VRAI
SEMBLANCE
Dans cette section, nous allons étudier l’inadmissibilité de l’estimateur du
maximum de vraisemblance 5evm pour notre problème. En quelque sorte, nous
proposons des estimateurs qui dominent l’estimateur du maximum de vraisem
blance sous certaines conditions. Ces résultats sont de Marchand et Perron (2001).
Ils donnent les conditions pour lesquelles Se,,îfl est dominé. Plus précisément, ils
montrent que
(1) si ni est assez petit, une large classe d’estimateurs domine Seum. En parti
culier, tout estimateur de Bayes par rapport à une loi a priori orthogona
lement invariante domine evm,
(2) si ni n’est pas petit, nous avons (les conditions générales suffisantes pour
qu’un estimateur orthogonalement invariant puisse dominer Sevm,
, (3) si ni < Jj5, l’estimateur de Bayes par rapport à la loi a priori uniforme
sur la surface de e(in) dormne rn
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Si nous considérons l’estimateur de Bayes par rapport à une loi a priori ortho
gonalement invariante, nous avons des conditions sur (m, p) pour que cet estima
teur domine t5evm. Nous allons alors se restreindre, dans la première sous-section,
aux estimateurs orthogonalement invariants pour établir des conditions pour les
quelles ces derniers dominent 6evm Ensuite, ces résultats seront appliqués, dans la
deuxième sous-section, au cas particulier des estimateurs de Bayes par rapport à
une loi a priori orthogonalement invariante. Enfin, sans perte de généralité, pour
les lois a priori continues, ces derniers résultats seront appliqués au cas où la loi
a priori admet une densité de la forme Kexp(—h(jOW2)), avec K la constante de
normalisation. Les exemples d’une loi a priori uniforme sur e(m), d’une loi a
priori uniforme sur la surface de e(m) ainsi que d’autres lois a priori précisées
plus tard sont donnés.
1.3.1. Dominance des estimateurs orthogonalement invariants
Les résultats de cette section ont été obtenus en évaluant la différence des
risques conditionnels de evm et étant donné ( R < in, R> in et R r).
Remarqne 1.3.1. Soient tes deux estimateurs ô et 2 et une partition A1 A2. ...,
de t’espace échantittonnat. Si E0[(1(X) — 0)2 — (52(X)
— o)2IÂ1 O pour tout
O e () et pour j 1, 2, ..., k ators nous avons R(O, i) — R(O, 2) O, pour
tout O E e(m).
Ainsi, nous allons chercher des conditions pour lesquelles la différence des
risques conditionnels de 6evm et étant donné R > in, R < in et R r est
positive. Les trois premiers théorèmes nous donnent ces conditions.
Théorème 1.3.1. Si g est une fonction croissante sur (in, oc) et
(2(m) — 1)m < g(r) <ru, pour tout r e (in, oc) ators nous avons
E0[L(O, evm(X)) — L(O, g(X))R> m] > O, pour tout O e e(m).
DÉ1oNsTRÀTIoN. Par le lemme 1.1.3. nous avons (2(m) — 1)rn < ‘m, pour
, tout in > O. En utilisant le fait que E8[0’X/RR r] = ,\(r), la différence des
risques conditionnels de ev1fl et étant donné R> in est donnée par l’expression
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suivante
Eo[L(o, 6evm(X)) — L(O, 9(X)))R > m] = E9 [(m
— g(R)) (g(R)
— ({2p_i(ÀR)
-m}))IR>ml,
E9[(m
— g(R))(g(R)
— (2?(m, R)
-m)))R>mj,
Eo[(m — g(R))(g(R)—(2(m)
— 1)m)IR> m],
>0.
La première inégalité vient du fait que les deux fonctions g et sont crois
santes, donc Cov(g(R), pi2_i(.XR)R> in) est positif. La deuxième inégalité vient
du lemme 1.1.3. E
Exemple 1.3.1. Charras et van Eeden (1991a) présentent, pour p = 1, ta ctasse
des estimateurs dits de “rétrécissement” de ta forme
= gE(r) [_m,m](X) + (in
— C)I(mœ)(X) — (in
—
O avec g(r) — (in — e)I(m,œ)(r) + TI[O,m](T).
Ces estimateurs sont orthogonalement invariants. Pour e suffisamment petit, nous
avons (2(m)
— 1)m < (in — e) < m d’où (2(m)
— 1)m < g(r) < in, pour tout
r > in. D’où, pour e suffisamment petit et pour ta fonction de perte quadratique,
nous avons Eû[L(O,evm(X)) — L(O,c59(X)) R> in] >0, pour tout O e e(m).
Théorème 1.3.2. Supposons queg(r) etr(r—g(r)) sont des fonctions croissantes
enr, pourr E (0,m]. Si7(m) <1 et (2(m)—1)r <g(r) <r, pourtoutr E (0,m]
ators nous avons
E0[L(O, evm) — L(O, 9)IR <in] > 0, pour tout 8 e e(rn).
La démonstration de ce théorème est similaire à celle du théorème précédent.
Le corollaire suivant, qui est une conséquence des deux théorèmes précédents,
donne la première série de conditions sur g pour lesquelles & domine evm•
Corollaire 1.3.1. Supposons que g est croissant et g(T)/T est décroissant sur
(O, co]. Si O <g(r) <rAm. pour tout r > O et si g(m)/m 2((m) V(rn.))
— 1,
alors 5 domine evm•
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Théorème 1.3.3. Si pour tout r > r1, avec r1 = inf {r : m(T)/T < 1, r > 0},
2m(r) — r A ni <g(r) <r A ni alors nous avons
E0(L(O, 6evm) — L(O, g)R = r) > 0, pour tout O e e(m).
DÉMONSTRATION. Par le lemme 1.1.1, nous avons m(r) <m, donc r1 <ni. Il
s’en suit que 2m(r) — r A ni < r A ni si et seulement si r > r1. De plus, nous
avons
E0[L(O, 6evm) — L(O, R = r], > [(r A m — g(r)][g(r) — (2Àp12_1(r)
— r A ni)1,
> [(r A ni - g(r)][g(r)
- (2m(r) - r A ni)],
>0.
D
Exemple 1.3.2. Par te lemme 1.1.1, nous avons m(r)/r < ni2/p. Alors, ta
condition ni < entraîne m(r)/T < 1 et r1 0. En prenant g
= ,
ta
condition du théorème précédente est vérifiée pour tout r > 0. D’où, t’estimateur
de Bayes 6BU domine t’estimateur du maximum de vraisemblance Levm 5 ni <
Il faut noter que pour ni < l’estimateur de Bayes u est minimax (par la
section 1.2) et domine evm
Le corollaire suivant donne la deuxième série de conditions basées sur (ni, p)
et le multiplicateur g d’un estimateur orthogonalement invariant pour que 6
domine evm
Corollaire 1.3.2. Si les conditions suivantes sont satisfaites
(1) g est croissant,
(2) 0 <g(r) <r A ni pour tout r> 0,
(3) ni <ni1 A où ni1 vérifie l’équation (ni1) = 1/2
alors domine 5evm
DÉMONSTRATION. C’est une conséquence du théorème 1.3.1 pour r (ni. oc) et
du théorème précédent, pour r E (0, ni]. LI
Nous allons à présent utiliser les résultats obtenus dans cette sous-section
pour traiter le cas particulier des estimateurs de Bayes associés à des lois a priori
orthogonalement invariantes, dans la prochaine sous-section.
1.3.2. Dominance des estimateurs de Bayes associés à des lois a
priori orthogonalement invariantes
Avec le théorème suivant, nous commençons par caractériser l’estimateur de
Bayes par rapport à la loi a priori n orthogonalement invariante.
Théorème 1.3.4. Soient T
= et n une loi a priori orthogonalement inva
riante avec 7r({T = O}) < 1. L’estimateur de Bayes 6, est donné par
67,(x) = (g7,(r)/r)x,
où
jm tf/22)I2(rt) exp (—t2/2)u(dt)
g7,(r) fjfl (rt) exp (—t2/2)u(dt)
De plus, g7, est croissant, O < g7, < et g7,(r)/r < 1 si ni <
Cette caractérisation de g7, est rendue possible grâce à
(1) la décomposition d’une variable aléatoire ayant une densité orthogonale
ment invariante : O TU avec T = Oj) où T est distribué selon une
mesure de probabilité u et U T’O est distribué uniformément sur la
sphère unité de ]R,
(2) les propriétés de l’espérance conditionnelle.
Ce théorème nous garantit la condition (1) du corollaire 1.3.2. Avec l’utilisation
des résultats de ce théorème et la condition (3) du corollaire 1.3.2, nous avons la
condition (2) du corollaire 1.3.2.
Corollaire 1.3.3. Si 67, est un estimateur de Bayes par rapport à une toi a priori
orthogonalement invariante alors 67, domine lorsque ni < ni1 A
Si la condition ni < ni1 A est satisfaite alors tout estimateur de Baves
par rapport à une loi orthogonalement invariante domine 6evm Ce résultat est
intéressant car la condition ni < niy A ne nécessite que la connaissance de
(ni,p).
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Nous supposons à présent que la loi a priori n a une densité de la forme
Kexp(—h(IO)2)) où K est la constante de normalisation. Nous établissons, par
le prochain corollaire, trois conditions sur h et le multiplicateur g de l’estimateur
de Bayes t5,1- associé à n, pour que S, domine eym.
Théorème 1.3.5. Supposons que ta toi a priori a une densité de ta forme
Kexp(—h(116112)) où K est ta constante de normatisation. Nous avons alors tes
résultats suivants
(1) si h est croissant alors g,1(r)/r est borné supérieurement par 1,
(2) si h est convexe alors g,1-(r)/r est décroissant en r.
Corollaire 1.3.4. Supposons que la toi a priori a une densité de ta forme
Kexp(—h(O2)), où K est ta constante de normalisation, telle que
— h est convexe,
— g,1-(r)/r est borné supérieurement par 1,
- g(m)/m> 2((m) V (m)) 1,
alors t’estimateur de Bayes t5,, domzne ev,,l’
Les résultats obtenus de cette section sont appliqués pour les cas particuliers
où la loi a priori est uniforme sur e(m), uniforme sur la surface de e(m) et
appartient à la famille exponentielle et ils sont résumés dans le tableau de la page
suivante.
19
TAB. 1.1. Conditions pour lesquelles evm est dominé.
Estimateur Conditions A Conditions B Conditions C
Sg g croissant, •g croissant, 2(r) — T A ru < g(r),
•g(r)/r décroissant en r, - m m1 A
- O g(r) r A ru, O g(r) r A ru. -g(r) < r A ru, Vr > r.
.g(m)/m
2((m) V(m)) —1.
•m<m1Ai/7.
f,- où ir h convexe,
est de la forme . g(r)/r 1,
Kexp (-h(119112)) . g(m)/m
2((m)_V (m))_— 1.
57r OU 71
est uniforme g(m)/m
sur 0(m) 2((m) V(m)) -1.
où n est
uniforme sur la ru < ,Ji.
surface de 0(m)
oùir
proportionnelle g(m)/m
à 2((m) V(m)) —1.
Dans ce tableau,
—
c désigne un estimateur orthogonalement invariant,
— désigne un estimateur de Bayes par rapport à une loi a priori n orthogo
nalement invariante,
— m vérifie l’équation (m1) 1/2,
- r = inf {r : m(T)/T <1, r> O}
Ces estimateurs doivent satisfaire les conditions A ou B ou C pour dominer 5.
o
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1.4. DOMINANCE DE L’ESTIMATEUR DE BAYES ASSOCIÉ À LA LOI
A PRIORI UNIFORME SUR L’ESPACE PARAMÉTRIQUE RESTREINT,
LORSQUE p EST ASSEZ GRAND.
Dans cette section, nous considérons l’estimateur de Bayes u par rapport à
la loi a priori ‘nrj uniforme sur l’espace paramétrique restreint e(m). D’abord, les
deux premières conditions du corollaire 1.3.4 qui sont satisfaites (on pose h = 0).
Nous obtenons grâce au corollaire 1.3.4 une condition explicite de dominance ap
plicable pour p grand. Ce qui veut dire que, l’estimateur de Bayes 5u domine
6evm si g(m)/m> 2((m) V(m)) —1. Cependant, pour 1 <p < 10, Marchand
et Perron (2001) évaluent numériquement cette condition suffisante, qui est de
la forme m < mu(p), pour laquelle l’estimateur u domine 6ev7n Dans cette sec
tion, nous voulons montrer que cette condition se réalise lorsque m c./j5 où
O < c < 1 et p assez grand. Pour ce faire, nous allons étudier les comportements
de g(m)/rn, (rn) et (rn) lorsque in et p est assez grand.
Ainsi, nous considérons la variable aléatoire X admettant la distribution de
khi-deux décentrée de paramètre de décentralité c2p à p degrés de libertés. Et
nous posons T
=
Soit rr une loi a priori ayant une densité de la forme
K exp(—h(IOI2)) où K est la constante de normalisation. Marchand et Perron
(2001) proposent une représentation de g(r)/r. Elle est donnée par
m 9
g(r)
— f0 f+2Q,r)exp((ti)dt
r
;m J(t, r) exp(—h(t2))dt
= E [P_l(rL)lL <
où la variable aléatoire L a une densité proportionnelle à f(t, r) exp(—h(t2)) avec
fi,, donné par la relation (1.1.2).
Alors, pour étudier le comportement de g(m)/m, (in) et (rn) lorsque
in = et p est grand, nous avons besoin d’étudier les convergences en pro
babilité des variables aléatoires Y/p et Z/p où (Y) = (XX > c2p) et
O £(Z) = C(XX < c2p). Les prochains lemmes, nous montrent que ces variablesaléatoires convergent en probabilité vers c2 + I et c2 (pour c < I) respectivement.
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Lemme 1.4.1. Si nous posons m c.]5 alors tes variables aléatoires X/p et
/p convergent en probabilité vers c2 + 1.
DÉMONSTRATION. Nous pouvons écrire X, H, où les H sont des va
riables indépendantes et identiquement distribuées (c2). En utilisant la loi faible
des grands nombres, X/p H/p 4 c2 + 1, lorsque p —* oo. Ce qui est
équivalent à:
f P(X p(c2+ 1+6)) 0, pour tout 6>0,
(1.4.1)
P (X <p(c2 + 1 — E)) — 0, pour tout 0 <6 < 1.
Nous devons maintenant montrer que
( — c2 — 1 >6)) o, pour toutE> 0.
Par la relation (1.4.1), nous avons
t:. . P(X>p(c2+1+E))Lin = 0, pour tout 5> 0P(X>pc2)
et
.
P(c2p<X<p(c2+1—s)) 1 P(X<p(c2+1—s))P (X > pc2) P (X > pc2)
0, pour tout 0 <6 < 1.
Ceci nous donne le résultat. D
Lemme 1.4.2. Si nous posons m = cJj5 alors la variable aléatoire Z/p conver
gence en probabilité vers c2, pour tout e < 1.
DÉMoNsTRATIoN. Il suffit de montrer que:
P ( — c2 > E)) o. pour tout E> 0.p
Cette relation est éciuivalente à la relation suivante
O P (X < c2p(1 — E))2 0 pour tout e > 0. (1.4.2)P(X<cp) p
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Considérons maintenant la décomposition suivante
X? U + V, avec U V x(c2p), U et V sont indépendantes. Nous
avons alors:
cb pb—v
P(X<b)=P(U+V<b) I I fu(u)fv(v)dudv,Jo Jo
ci pi—v
= b2 I I fu(bn)fv(&v)dudu,
Jo Jo
avec fu et fv, les densités respectives des variables aléatoires U et V.
Nous avons alors, pour tout c> 0,
P (X < c2p(1
— r))
—
2ff fu(cp(1 — r)u)fv(c2p(1 — r)v)dudv
P(X<c2p) “ ‘ ;i JlVf (2 )f (2 )dd
2 f’ fi_V fu(c2pu)fv(c2pv)(1—r) 1 Rp(u,v) dudv,Jo Jo f f Vft2)fv)dd
avec
Ru, u) fu(c2p(1 — E)u)fv(c2p(1 — r)u) 0 u + u 1. (1.4.3)fu(c pu)fv(c pu)
Par la suite, il suffira de montrer que R(u, u) <a(p) avec a(p) ne dépendant pas
de u et e pour tout (ii,u) avec 0< u+v <let lima(p) = 0.
p—œ
Mais, nous avons les densités des variables aléatoires U et V qui sont données
par:
1fu(u) 2(P’)/2F((p
— 1)/2) et fv(v)
= v_h/2e_tv+c22 (eC +
Alors, l’expression (1.4.3) devient
2E ec2(1)v +R ( v’ (1 — (u+v)p’ ‘ / /
ec2p/ + e2Pv’
2 E 1
ec2i/5 + e2pv
< (1 — r_2eP(c 2+t0g(1E))
- ec2Pv’ + E2Pv’
Comme log(1
— r) < — pour O < r < 1, nous avons
2 E ec2pv +R (u, u) < (1 — r)_2eP(c _1)2
ec2p + e_c2p
< (1 — )_2eP(c2_1)ec2?(\_1)’_+
— I + e_c2P
o (1 — )_2eP(C2_1) 1 + e_2c2P =
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car ec2p( < 1 et (1 + e_2e2 ‘1V’)/(l + e_2c2?) <2/(1 + e_2c2?) pour
O < y < 1 et e > O. Si e2 < 1, alors a(p) tend vers O lorsque p tend vers l’infini,
d’où le résultat. LI
Théorème 1.4.1. Supposons que ta toi a przori rr admette une toi uniforme sur
t’espace paramétrique et que m
= Alors, lorsque p —* oc, nous avons :
(1) (m) converge vers c//c2 + 1,
(2) (m) et ,(m)/m convergent vers c2/(1/2 + /c4 + 1/4), si c < 1.
DÉMONSTRATION. (1) Nous savons que:
(m) = E [p_1(c)Xp> c2p]
= E [pi(c)].
Nous posons Y = Y/p. En utilisant l’inégalité d’Amos (1974) et pour
6 e [l/p, 1/21, nous avons le résulta.t suivant
O
__________
p_(cp)
< c < c
2
_6+(c2y+
Nous posons
g5(y)
= 1•
— 6+ (c2y+
Pour 6 fixé, 6 e [0, 1/21, la fonction g est continue et bornée. De plus, si
6 [0, 1/21 alors goty) <p_i(cp) <g(y), pour tout p> 1/6. Ainsi g(Y)
converge en probabilité vers g(1 + e2) lorsque p tend vers l’infini et pour e fixé,
g(1 + e2) tend vers go(1 + e2) = c/v’fTc2 lorsque 6 tend vers O, d’où le résultat.
(2) Nous savons d’autre part que
[3(m) = E [Pi(c)X? <c2]
= E r
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et
= E [P 1(c)x c2p]
= E [Pi(c)].
En utilisant l’inégalité d’Amos (1974) pour (m) et g,(m)/m, nous avons
c2
C(\r) j,
+
-+ (C+
(+)2)
et
Z/p
< p1(c)< ZP/P
c
Pour les mêmes raisons qu’en (1), nous montrons le résultat. Il
Théorème 1.4.2. Si on pose ni. = c/ avec O < c 1 alors il existe M > O
tel que pour p > M, t’estimateur du maximum de vraisemblance est dominé par
t’estimateur de Bayes par rapport à ta Ïoi a priori uniforme sur e(m).
DÉMONSTRATION. Les conditions (1) et (2) du corollaire 1.3.4 sont immédiates.
Il reste à vérifier la condition (3) du corollaire 1.3.4. Pour m nous notons
par c = lim (m) et / = lim (m) lim (m)/m.p—œ p—.œ
(1) Nous montrons d’abord que V o = a0.
Mais, nous avons
ovo=o
___
___
2 ( c
: 2±1141]’
c2+1
—
1
o25
Cette dernière inégalité est vraie pour tout c.
(2) Nous montrons ensuite que 2c0
— 1
Mais, nous avons les équivalences suivantes
2—1< 2c(+c4+)
4c2(+c4+) <(c2+1)(+c4++c2)
(2c4_c2+l)c4+_2c6+3c4_+o,
(2c4_c2+l)(c4+_c2+%12)o.
La dernière expression est positive du fait que 2e4
— e2 + 1 > O et /c4 + 1/4> e2
pour tout c. LI
Chapitre 2
ESTIMATION D’UNE PROPORTION
BINOMIALE p LORSQU’ELLE APPARTIENT À
L’INTERVALLE [a, b], a ET b CONNUS.
Ce chapitre porte sur le problème d’estimation du paramètre p basé sur l’ob
servation x d’une distribution Binomiale(ri, p) où p appartient à l’intervalle
[a, b] c (0, 1) avec n, a et b connus. Par exemple, Warner (1965) a développé
une méthode de collecte de dollnées visant la confidentialité du répondant et par
conséquent la réduction et même l’élimination du biais de réponse. Cette méthode
porte sur l’estimation de ri etp = 7TP+(1—’ïr)(l—P) avec P connu, 1/2 <P < 1
et X de distribution Binomiale(n,p).
Dans le cas où a = 0, Marchand et MacGibbon (2000) proposent des esti
mateurs minimax et minimax linéaires pour la fonction de perte quadratique et
la fonction de perte normalisée, lorsque b est assez petit. Funo (1991) montre,
pour n > 3, sous la fonction de perte quadratique, l’inadmissibilité de l’estima
teur du maximum de vraisemblance si a = O et 2/n < b < 1. Charras et van
Eeden (1991a) montre, pour n 3, l’admissibilité de l’estimateur du maximum
de vraisemblance pour a = O et b < 2/n.
Dans le cas où l’intervalle [a, b] est symétrique par rapport à 1/2 (c’est-à
dire b = 1 — a et a < 1/2) et sous la fonction de perte quadratique, Moors
(1985) montre que l’estimateur de Bayes dépend de la loi a priori correspondante
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seulement par un nombre fini de ses moments. Il montre aussi que le nombre
maximal de points dans le support de la loi a priori la moins favorable ne doit
pas excéder 2t + 1 où t est le plus grand entier inférieur ou égale à (n + 3)/4. Il
dresse également la liste de tous les estimateurs de Bayes minimax accompagnés
des lois a priori les moins favorables pour 1 < n < 3. Il donne aussi des résultats
numériques pour 4 n 16.
Berry (1989) utilise une approche plus directe que Moors (1985) et montre,
pour n = 1, 2, 3, 4, que la loi a priori la moins favorable est supportée par deux
ou trois points selon les valeurs sur les bornes de p.
L’estimateur du maximum de vraisemblance est la troncature de la proportion
échantillonnale (x/n) dans l’espace des paramètres. Il est donné par
6evm(X) = (1 + (12x/n — 1 A (1 — 2a)) sgn (2x/n — 1))/2. Il est connu par Sacks
(1963), Moors (1985) et Charras et van Eeden (1991a) que cet estimateur est
inadmissible car il prend des valeurs sur la borne de l’espace des paramètres.
Cependant, Marchand et MacGibbon (2000) montrent pour n 1, 2 que
l’estimateur de Bayes par rapport à une loi a priori symétrique autour de 1/2,
sous certaines conditions, domine l’estimateur du maximum de vraisemblance.
Perron (2003) pose la longueur de l’intervalle [a, 1 — u] comme étant égale
à m// avec m < et se ramène au problème d’estimation du paramètre O
lorsque O e e(m) = [—ru, ru] en posant p = (1 + O/\/)/2. Il s’inspire alors de
Marchand et Perron (2001) et donne des conditions suffisantes pour lesquelles
l’estimateur du maximum de vraisemblance est dominé. Il applique ses résultats
aux estirnateurs proposés par Moors (1985) et Charras et van Eeden (1991a),
ainsi à l’estirnateur de Bayes dont la densité de la loi a priori est proportionnelle
à (p(l
-
Dans ce chapitre, nous allons traiter seulement le cas où l’intervalle [u. b] est
symétrique autour de 1/2. Le cas où u O sera traité dans le chapitre 3. Nous nous
intéressons aux estimateurs minimax pour ce problème. Mais généralement, les
estimateurs minimax sont difficiles à trouver et les calculs numériques constituent
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un problème dur. C’est pourquoi nous allons proposer des conditions suffisantes
sur ru pour lesquelles l’estimateur de Bayes 6BU, associé à la loi a priori BU
uniforme sur la frontière de e(rn) est minimax et 7rBU est la loi a priori la moins
favorable, pour la fonction de perte quadratique et des fonctions de perte de la
forme Lt(p, ci) = k(p)(d
— p)2, pour certaines fonctions k déterminées plus loin.
Néanmoins, nous avons trouvé des conditions nécessaires et suffisantes sur ru pour
que 7rBu soit la loi a priori la moins favorable, pour 1 n < 4. Ces conditions
sont de la forme ru < mo(n). Nous utiliserons les mêmes notations que Perron
(2003).
Ce chapitre est divisé en trois sections. Dans la première section, nous donne
rons des résultats préliminaires, c’est-à-dire des définitions, propriétés, théorèmes
et lemmes permettant de démontrer nos résultats. Ensuite, dans la deuxième
section, nous étudierons l’inadmissibilité de l’estimateur du maximum de vrai
semblance. Nous donnerons dans cette section des séries de conditions suffisantes
pour lesquelles l’estimateur du maximum de vraisemblance est dominé. Les résul
tats de cette section viennent surtout de Perron (2003), IVloors (1985) et Charras
et van Eeden (1991a). Puis dans la troisième section, nous proposerons des solu
tions (minimax) exactes pour certaines valeurs de n. Ces derniers résultats ont
été obtenus en utilisant une méthode directe et différente de celle de Berrv (1989)
et de Moors (1985). Enfin nous proposerons, dans la quatrième section, des condi
tions suffisantes de la forme ru < ru1 (n) pour lesquelles la loi a priori uniforme
sur la frontière de e(m) est la moins favorable et l’estimateur de Bayes associé à
cette loi a priori est minimax.
2.1. RÉSULTATS PRÉLIMINAIRES
Soit X une variable aléatoire de loi Binomiale(n,p) où p appartient à l’inter
valle symétrique [a, 1 — o] C (0, 1) avec a < 1/2 et n E IIV*. La fonction de masse
de X est donnée par
P(X = xp) (n)x(i
— p)’. E {0. 1.2, ..., n}.
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Pollr se ramener au problème d’estimation du paramètre O lorsque ce dernier
appartient à l’intervalle [—m, m], nous posons la longueur de l’intervalle comme
étant égale à m// avec m < Nous adoptons les notations suivantes
$= sgn(2X—1),
R= /j2—1,
p = (1 + O/J)/2,
= lût
e(m) = {8: l m}.
Nous considérons les estimateurs symétriques, c’est-à-dire les estimateurs qui
vérifient la relation (n — x) = 1 — (x), pour x = 0, 1, ..., n. Il est claire que
ce problème est invariant sous le groupe de transformations G = {e, h} avec
Ï(x) n
— x et i(û) = 1 — O. Tout estimateur symétrique & peut être associé à
une fonction g appelée multiplicateur de l’estimateur 6g par la formule suivante
= ( + g(r)). (2.1.1)
Par exemple, le multiplicateur de l’estimateur du maximum de vraisemblance
est égal à gevm(r) = 1 A r/m. La fonction de perte quadratique est utilisée pour
donner la fonction de risque de 6g suivante
R(O, ) =
—
2j
= Eo[g(R)m$
- ON2]. (2.1.2)
La deuxième égalité de l’expression de la fonction de risque de g est obtenue
après simplification. Nous allons introduire la fonction p. Cette fonction joue un
rôle important dans la construction de nos estimateurs et de plus elle possède
de belles propriétés (voir lemme suivant 2.1.1). Cette fonction est définie de la
manière suivante
p:[O,]x[0,œ) [0.1]
, 213
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Lemme 2.1.1. Perron (2003).
Pour tout 0 < À < et pour tout r avec
= {/(2k/n — 1): n/2 < k <n}, nous avons EÀ[SR r = Ainsi,
t’estimatenr de Bayes 6u par rapport à la toi a priori ITBU uniforme sur {a, 1—a}
est donné par :
1/ ms
BU(X)= 1+p(m,r)=
De plus, nous avons tes résuttats suivants.
(1) La fonction p, peut s ‘écrire de ta façon suivante
p(À,r) = tanh (log ( ± À/))
pourtout0<À<1/etr>0.
(2) Pour O < À < ta fonction p(À,.) est croissante et concave avec
pÀ, 0) = O et r) = 1.
(3) Pour tout O < À < et pour tout r e nous avons
Àr si n est impair,
pnr) <
Àr/(1 + À2/n) si n est pair.
) Pour r > 0, ta fonction p(.,r) est croissante sur [0, \/).
(5) Pour O < À < l’expression p(À,r)/r est décroissante en r, pour
r>0.
DÉMONSTRATION. En divisant l’expression (2.1.3) par (1 — À2/n)n/’2 au numé
rateur et au dénominateur, nous avons le résultat (1).
Ensuite, en utilisant les propriétés de la fonction tanh et le (1), nous avons les
résultats de (2), (4) et (5).
Enfin en utilisant le fait que
f Àr, pour r O et 1/, O < À <p(À,r) = ç
Àr/(1+À2/n), pourr=0et2/JiL 0<À< /iL
et la concavité de p(À,
.). nous avons le résultat (3).
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Les résultats de la section 2.2 (section suivante) sont principalement basés sur
les risques conditionnels étant donné R> m, 0 < R m et R = r(voir définition
1.1.1). Comme ces risques conditionnels utilisent la variable aléatoire R, il serait
important d’étudier la fonction de masse de R.
Lemme 2.1.2. Perron (2003).
Pour 0 < ) < ta fonction de masse de R est définie sur Pour tout
r E elle donnée par:
f 2()(1 — À2/n)/2 si r = 0,
f(À,r)
2(n+r)(1 — 2/n)/2 { (r±À)T/2 + (rÀ)T/2} > o,
f 2()(1 — X2/n)/2 si r = 0,
1 2-’(÷)(1 — 2/n)’/2cosh (iog ()) si r> 0.
Ette a un rapport de vraisemblance monotone en R (c’est-à-dire pour
.\2 < ‘i < Ji,r)/f(.\2,r) est croissante en r).
DÉMONSTRATION. Nous posons:
O
d = log [] et d2 tog [].
Nous pouvons écrire
J(1, r) (n — + e1T
= I , pour tout r > 0.f()2,r) \n—)2J ed2T+e2T —
Nous avons alors
a (edIT + e_d1T’\ — (d1 _d2){e((12)T — e_(d1J2)T}+(di + d2){e(2)T — e@1’2)t}
Or \.ed2T + e2T) — (e(2t + e2t)2
>0.
E
Certains des risques conditionnels ci dessus mettent en jeu les espérances
conditionnelles suivantes
E8[p(,R)R> mJ et /3(m) = E0 < R
aussi bien que les fonctions suivantes
m) sup ) et (m) sup /3(m, .)).
O<<rn
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Il faut noter que la définition de ne s’applique que si P[O < R < in] > O. Nous
proposons les propriétés de cx, et /3, par le lemme suivant.
Lemme 2.1.3. Perron (2003).
(1) La fonction a(.,.) est croissante en ses deux arguments, par conséquent
= o(m,m). De plus, nous avons tin (m) = O et
m—*O
lim (m) = 1.
m—
(2) Si n est impaiT alors t3(., n) est croissant sur (O, J2n/(n + 1)], par
conséquent (m) t3(m, in) si n < 2n/(n + 1) et n impair. De plus,
nous avons O <7(m) <m2 et lim (m) > 1, pour tout n 1.
m—/
Nous proposons le lemme suivant. Il est nécessaire dans la démonstration de
nos résultats.
Lemme 2.1.4. Pour tout r > O et pour tout O < À < nous avons tes résultats
suivants :
(1) logf(À,r) (1— À2/n)’[rp(À,r)
—
À],
(2) p(À,r)
= ( — À2/n)’r[l — p2(À,r)],
(3) E(Rp(À,R)) = À,
(4) E(W) = ,\2 + (1 — À2/n),
(5) E[g(R)(Rp(À,R)
—
À)] = CovÀ[g(R),Rp(À,R)].
DÉMONSTRATION.
(1) Pour r = O, la dérivée de f par rapport à À est donnée par
6 —À
1ogf(À,O)=
1_À2/n
Pour r > O, elle est donnée par
Iogf,1(À,r)
= 2()(i-
[1
cosh( log ))
/r 2/ . (Vr {/+À
+
— 2 srnh 2
log
= n—À2 [_À+7.tan1(4’1og())]
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(2) En dérivant la fonction p\,r) par rapport à ), nous avons
8
- r 2 f h2(Tl
,T
—
—tan
= flT(1
—p(À,r)).
La première égalité vient du fait que tanh(x) = J. — tanh2(x) et la
deuxième égalité vient de la partie (1) du lemme 2.1.1.
(3) Nous pouvons écrire
E(Rp.,R)) =
=
=
(2p-1).
La deuxième égalité vient d’une propriété de l’espérance conditionnelle
O (E[E[XY1]
= E[XJ).
(4) Nous avons aussi
E(R2) = Ex(n(2X — ;)2)
= Var(2/ X) + E2(/(2X
— 1)),
4p(l
—p) +n(2p— 1)2,
7
= (1_)+2.
\ n!
(5) Le résultat (5) est une conséquence de la partie (3).
Li
La définition suivante nous sera utile à la section 2.3.
Définition 2.1.1. On dit que Ïa variable aléatoire Y est de toi hypergéométrique
h(N, b, T) SZ sa fonction de masse est donnée par
P(Y=y)= (OV(r-N+b))<y<(rAb). (2.1.4)
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Par exemple, dans une urne composée de N boules blanches et noires, dont b
boules blanches. Si on en tire r boules sans remise alors la variable aléatoire Y
peut désigner le nombre de boules blanches parmi les r boules tirées.
2.2. L’INADMIssIBILITÉ DE L’ESTIMATEUR DU MAXIMUM DE VRAI
SEMBLANCE
Dans cette section, nous recherchons des estimateurs admissibles qui dominent
l’estimateur du maximum de vraisemblance pour notre problème. Pour un pro
blème d’estimation d’un paramètre O O ou e est un sous-ensemble fermé et
convexe de lRk, Charras et van Eeden (1991a) établissent des conditions pour les
quelles un estimateur ne peut être de Bayes et aussi des conditions pour lesquelles
cet estimateur est inadmissible. En quelque sorte, ils proposent, dans de nombreux
cas, l’inadmissibilité de certains estimateurs dits “estimateurs-frontières” pour
l’espace paramétrique convexe et fermé dont l’estimateur du maximum de vrai
semblance est fréquemment inclus. Ils traitent notre problème dans leur exemple
5.2 en proposant un estimateur qui prend les mêmes valeurs que l’estirnateur du
maximum de vraisemblance sauf sur les points frontières.
Soit un problème d’estimation invariant (X, A, O, V, B, L) (voir appendice)
sous l’action d’un groupe fini G — {h1,
..., hm} de fonctions g: X — X avec
e
— {O’,
•.., Ok} et L(O, U) = WstO) — Uj2 avec s une certaine fonction de ]RIc
dans IR”, qu’on veut estimer. Nous avons dans ce qui suit quelques résultats
de Moors (1985) qui montre l’inadmissibilité des estimateurs équivariants qui
prennent des valeurs sur, ou trop près de la frontière de l’espace des paramètres.
Nous notons par (respectivement ) le groupe de transformation induit par G
sur e (respectivement sur V). Pour x X, nous définissons la fonction suivante
f(xj(Q))j(s(O)) In
—
—
-
- si Zf(xIÏi(O)) > O.h G,h E =
=
•
s(O)si =
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Nous posons A : C(s(e)) (convexe fermé de (e) ) avec
s(e) {s(O) : 8 } et nous avons un des résultats de Moors (1985) donné
par le théorème suivant
Théorème 2.2.1. Moors (1985).
Soit (5 un estzmateur équivariant de s(0). Supposons qu’it existe o E e tel que
(5(x) A} > O alors S est strictement dominé par un estimateur équiva
riant cSr, où 6o(x) est défini pour chaque x E X comme ta projection de (5(x) sur
A.
Nous pouvons dire que tout estimateur équivariant prenant des valeurs en
dehors de A peut être amélioré en projetant ces valeurs sur A.
Exemple 2.2.1. Moors (1985).
Soient X de distribution Binomiate(1,p),
L(0, d) — (0 — d)2 et e = (1 — a, a), avec 1/2 < a < 1. Ce problème est invariant
sous le groupe de transformation G = {e, h} avec h(x) = 1 — x, ](0) = 1
— 0 et
h*(d) 1
— d. Nous avons
— Of(xIO)+(1—0)f(xIl—0)
- f(xj0)+f(x1-0)
Ceci nous donne s(0) 20(1 —0), s;(0) = 02 + (1 — 0)2, A0 [2a(1 — a), 1/21 et
A1 [1/2,0,2 + (1— a)2j.
o
FIG. 2.1. Espace efficace pour a donné.
0 0.1 02 03 04 05 05 07 08 09
5(x)
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Nous considérons à présent le problème d’estimation de p d’une distribution
Binomiale(n,p) lorsque p [a, 1 — a] C (0, 1) avec a < 1/2, sous la fonction de
perte quadratique. Nous allons d’abord proposer un exemple de Funo (1991) qui
démontre l’inadmissibilité de l’estimateur du maximum de vraisemblance pour
a < 1/n.
Exemple 2.2.2. funo (1991).
Nous supposons que O < a < 1/n. L’estimateur du maximum de vraisemblance
est donné par:
a si x = 0,
evm(X) x/nsix=1,2,...,n—1,
1—a six = n.
Pour0 <e <rnin{1/n_a,2a(1_2a)/((1_a)1+a1),1_2a}, nous définissons
i’estimateur suivant
a + e six = 0,
5(x) = x/nsix=1,2,n -1,
La différence des risques des deux estimateurs 5evm et 6 est donnée par l’ex
pression suivante
R(p, 6evm) — R(p, 6) Z[( — evm())2 — (p — ())2j (n)?1 —
= Z(evmtX) — 6(x))(evm(x) +(x) —
2p)(fl)px(l
_p)flX
=
avec ((p)
=
(2p— 2a—e)(1 _p)fl
— (2p—2+2a+e)p’.
Nous voulons montrer que ((p) > 0. Pour cela nous considérons les trois cas
suivants.
O (1) Supposons que a < p < a + e/2. Puisque, e < 1 — 2a alors nous avonsa p < a + e/2 < 1/2. Ceci implique les inégalités 0> 2p — 2a — e —e,
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Ce qui nous donne:
((p) = (2p—2a—e)((1—p)’ —p)+2(l —2a— e)p,
—e((1 — a)’ — a’) + 2(1 — 2a —
>0.
(2] Supposons que a+e/2 <p < 1/2. Dans ce cas, nous avons 2p—2a—e> O
et (l_p)71 > p’. Il en découle alors tes inégalités ((p) 2(1—2a—e)p’ > 0.
(3] Supposons que 1/2 <p < (1 — a). La fonction ((p) est symétrique autour
de p 1/2 alors par (1) et (2), ((p) > O pour 1/2 <p < 1 — a. De plus,
nous avons ((1/2) = (1 — 2a — > 0.
Mais, dans les cas particuliers où n = 1 et n = 2, Marchand et MacGibbon
(2000) montrent que l’estimateur de Bayes ,, par rapport à une loi a priori n
symétrique autour de 1/2 domine l’estirnateur du maximum de vraisemblance
(5evm) si et seulement si \Jar,(p) > c7(a), cita) (1 — 2a)(1 — 4a)/4 et
c2(a) = (1 — 2a)(1 — 2a
— 2a2/(4(1 + 2a2 — 4a3)).
Si la loi a priori n est heta(e, e), e > 0, alors 5,. domine 5evm si est seulement si
a a ou e < e(a) avec a1 1/4, a2 (— 1)/2,
ei(a) = ((1 - 2a)/(1 - 4a) - 1)/2 et
((1 — 2a)(1 + 2a2 4a3)/(1 — 2a — 2a2) — 1)/2.
Supposons à présent que la longueur de l’intervalle [a, 1 — a] est égale à m//
(c’est-à-dire a = (1
— rn//)/2), avec in < \/, in donné, Perron (2003) donne
des conditions sur (n, in, g) pour lesquelles l’estimateur du maximum de vraisem
blance est dominé par un estimateur équivariant de la forme (2.1.1). Il
montre que si in est assez petit alors tout estimateur 5 symétrique autour de
1/2 et qui rétrécit 5evm autour de 1/2 le domine. Il propose trois estimateurs qui
dominent 6evm. pour certaines valeurs de (n, in).
(1) Le premier est tiré de Moors (1985) et son multiplicateur est donné par
gmrs(r) = Pn(in, i’) A r/rn. Cet estimateur domine evm., car il satisfait les concli
tions du theoreme 2 2 3 (donnc plus loin) Il comcidc avec 1 estimateui de Bafls
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par rapport à la loi a priori uniforme sur {a, 1 — a} si et seulement si m < 1 pour
n impair et ru < /n/(n — 1) pour n pair.
(2) Le second vient de Charras et van Eeden (1991a). Son multiplicateur est égal
à g(r) = (ruo A r)/m où
ru0 = m[(2(m)—1)Vsup{2(p(m,r)A(r/m))—r/m)—r/m :0 <r <m,r e u{0}}].
(3) Le troisième est I’estimateur de Bayes par rapport à la loi a priori propor
tionnel à (p(1
—
p))’. Son multiplicateur est alors donné par
g(r) E[Tp(T, r)/mjR
= ri où la distribution de T est la distribution condi
tionnelle de ). étant donné R r.
Ces résultats ont été obtenus d’une part en partitionnant l’espace lR de la
manière suivante
= {{0} nlJ} U{(0,mj n?,} U{(m,/] n}.
D’autre part, en évaluant la différence des risques conditionnels de et
étant donné (soit à R> ru ou R < ru ou R = r). On cherche les conditions pour
lesquelles cette différence est positive (théorèmes 2.2.2, 2.2.3 ou 2.2.4). Par la
remarque 1.3.1, nous en déduisons alors les conditions pour lesquelles g domine
evm
Théorème 2.2.2. Perron (2003).
Si g est une fonction croissante sur (ru, /} n et (2(m) — 1) < g(r) < 1,
pour tout r E (m, fl alors
E0[L(0, Sevm(X)) — L(9, g(X))IR> ml 0, pour tout 9 e e(m).
DÉMoNsTRATIoN. Par le lemme 2.1.3, nous avons (2(m) — 1) < 1, pour tout
m > 0. En utilisant la relation (2.1.2) et le fait que p(?,r) = EÀ[SIR = r}, la
différence des risques conditionnels de vm et étant donné R > ru est donnée
par l’expression suivante
Eo[L(o, evm(X))L(0, Sg(X))IR> ml = E9 [(1_g(R) ((R)_ (2P(À R)_1))
R> m].
O > E9 [(1_g(R)) (gtR)_ (2n(m)_1))R>ml.
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> E[(l-g(R))(g(R)
- (2(m)- 1))IR > ml,
>0.
La première inégalité vient du fait que les deux fonctions g et sont
croissantes sur (m, J] n donc Cov[g(R),p’., R)IR > m} est positive. La
deuxième inégalité vient du lemme 2.1.3. D
De ce théorème, on en tire un corollaire qui donne une première série de conditions
pour lesquelles 6evm est dominé par 6.
Corollaire 2.2.1. Perron (2003).
Supposons que m < 1// pour n impair et m < 2// pour n pair. Ators, sous
tes conditions du théorème précédent, nous avons
R(0,c5evm) — R(8,69) >0 po tout O e e(m).
DÉMoNsTRATIoN. Ce résultat est obtenu du fait que
R(O,Sevrn) — R(O,69) = E0[L(0,evm(X)) — L(0,69(X))IR> m]Po[R> 0],
pour tout O e e(m). D
Exemple 2.2.3. (1) Pour n = 1, nous avons (m) = m. Les conditions du
corottaire 2.2.1 sont satisfaites si et seulement si 2m
— 1 < g(1) 1. Par
exempte, si g(r) = p(m,r) alors g(1) = m. Et lorsque m 1, evm est
dominé par BU
(2) Pour n = 2, (m) = 2V’m/(2+m2) et les conditions du corollaire 2.2.1
sont satisfaites si et seulement si 4v’m/(2 + m2) ] < g(J) < 1. Par
exempte, pour g(r) pn(m,r) nous avons g(v) = 2’Jm/(2 + m2). Il
s’en suit que si m < ‘J alors evm est dominé par Bu•
On se restreint maintenant à l’intervalle (1//, m] n
Théorème 2.2.3. Perron (2003). Supposons que m > 1/iJ pour n impair et
m > 2/v’ pour n pair. Soient g(r) et r(r — g(r)) des jonctions croissantes en r,
pour r e (1/, m] n . Si (m) < 1 et (2(m) — 1)r/m < g(r) <r/m pour
tout r (i//, m] n ,, alors nous avons
E8[L(O,evm(X)) — L(O,9(X)) 10< R < m] 0. pour tout O e e(m).
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DÉMONSTRATION. Puisque ,,(m) < m2 alors par le lemme 2.1.3, l’ensemble
{m : < 1} n’est pas vide. De la même façon que la démonstration du
théorème 2.2.2. nous avons le résultat. D
Nous posons m_ = sup{T : r <m, r e lRU0} et m+ = inf{r r > m, r E
Nous proposons par le lemme suivant la seconde série de conditions pour lesquelles
l’estimateur evm est dominé par un estimateur 6.
Corollaire 2.2.2. Perron (2003). Supposons que O <g(r) 1 A T/m pour tout
r E avec g(0) = 0. Si g est croissant sur lF, g(T)/T est décroissant en r pour
r e \ {0}, g(m_) > (2(m) — 1)m_/m et g(m) > 2(m) — 1 alors
domine evm
DÉMoNsTRATIoN. Puisque g est croissant et borné supérieurement par 1 sur
alors g(m) > 2(m) — 1 entraîne 2(m) — 1 < g(r) 1, pour tout
r e (m, n Nous avons alors les conditions du théorème 2.2.2 qui sont
réalisées.
Si (0, m] n = O alors la démonstration est complétée.Q Sinon, nous savons d’une part que r(r—mg(r)) est croissant en r e car g(r)/r
décroissant en r e lR/{O}. D’autre part g(m_) > (2(m) — 1)m_/m implique
(2(m) — l)r < mg(r) <r, pour tout O < r < rri, r e Nous vérifions alors
les conditions du théorème 2.2.3. D
Théorème 2.2.4. Perron (2003). Soient r e p(m, r) < r/m et
2p(m, r) — (1 A r/m) <g(r) < 1 A r/m. Alors, nous avons
E0[L(0, Seum(X)) — L(0, 9(X)) I R = r] > 0, pour tout O e 0(m).
DÉMoNsTRATIoN. En utilisant le fait que p(•, r) est croissant, nous avons
4nEo[L(9, vm(X)) — L(, (X)) R r] = m2(1 A (r/m) — g(r))(g(r)
— (2p(, r)
-‘ A (r/m))).
m(i A (r/m) — g(r))(g(r) — (2p(m. r)
O —‘ A (r/in))).> 0.
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Corollaire 2.2.3. Perron (2003). Supposons que O <g(r) < 1 A r/m pour tout
r E
.
Si g est cToissant sur et m <‘(1/2) A /T7 alors 6,, domine evm
Corollaire 2.2.4. Perron (2003). Si mo m et 6g est t’estimateur
du maximum de vraisemblance pour te nouveau problème où j0 m1 alors
R(e,6evm) — R(O,Sg) O, pour tout O e e(m).
Le tableau suivant résume les conditions pour lesquelles 6 domine Seum.
TAB. 2.1. Conditions pour lesquelles 6g domine evm
m < 1/./ pour n impair et rn < 2// pour n pair,
g est croissant sur (ru, fr] n
(2(m) — 1) g(r) 1, pour tout r E (ru, /) n .
O <g(r) < 1 A r/m, pour tout r E et g(O) = O,
g est croissant sur
g(r)/r est décroissant en r E R7 \ {O},
g(m_)> (271(m) — 1)m/m,
g(rn) > 2(m)
— 1.
pn(m,r) <r/m, pour tout r E
2p(m, r) — (1 A r/rn) <g(r), < 2 A r/m, pour tout r E
O g(r) 1 A r/rn pour tout r E
g est croissant sur
ru <‘(1/2) A jî7.
< ru1 < m,
est l’estimateur du maximum de vraisemblance pour le nouveau
problème où O ru1.
n = 1,
2m
— 1 <g(1) < 1.
n 2,
+ ru2)rn
— 1 <g() 1.
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2.3. MINIMAxITÉ SOLuTIONs EXACTES
Dans cette section, nous nous basons sur le critère de la minimaxité. Par la
théorie de l’estimation équivariante (voir Ferguson (1967)), il existe un estima
teur non aléatoire (pur) équivariant minimax pour notre problème d’estimation
restreint. Notre objectif est de trouver des estimateurs minimax pour notre pro
blème. Souvent, pour résoudre un problème d’estimation minimax, on procède
en considérant le problème dual de trouver la loi a priori la moins favorable. La
théorie associée à cette dualité s’assure que si les deux problèmes ont des solu
tions alors l’estimateur de Bayes par rapport à cette loi a priori résout le problème
d’estimation minimax. Pour notre problème, il est connu par Wald (1950), Brown
(1976) et Kempthorne (1987), qu’il existe une loi a priori la moins favorable, avec
un support fini, correspondant à l’estimateur de Bayes minimax. De pius, nous sa
tisfaisons les conditions A à E de l’appendice (conditions de Kempthorne (1987)).
Alors par le théorème 3.3.5 et le lemme 3.3.4, si iv est la loi a priori la moins fa
vorable qui concentre sa masse sur les points de la frontière alors elle vérifie la
relation suivante
sup R(0, 6,,.) R(—m, 6,,.) = R(m, 6,,.) (2.3.1)
—m< O <m
Nous commençons par montrer, par le prochain théorème, que le risque d’un
estimateur équivariant 6 est un polynôme en 02 de degré [-], où [z] est la
partie entière de z. En utilisant ce résultat, nous déterminons des conditions pour
lesquelles la loi a priori iv concentrée sur {a, t — a} avec équiprobabilité est la
moins favorable et l’estimateur de Bayes correspond est minimax. Mais, pour
démontrer que la fonction de risque de 6 est un polynôme en 02. nous utilisons
les résultats du lemme suivant.
Lemme 2.3.1. Pour tout entier naturel k, nous avons tes résultats suivants
(1) (1 + Q)n_k(i — O)k — (1 + Q)k(y — Q)n_k = 2 (911)G(n, k, 21 — 1)621_1
t]
(2 (1 + 6)k(1 — o)r_k + (1 + O)n_k(i — 0)k = 2Z()G(n, k, 21)021
où G(n, k, x) est l’espérance de (—1)’ avec Y de toi hypergéométrique de
C paramètre (n,k,z) (voir définition 2.1.).
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DÉMONSTRATION. (1) En utilisant la formule du binôme de Newton sur (1 8)C
et (1 + O)c (avec c = k ou c n — k) , nous avons
k n—k
( Q)k( + 9)flk
- ( O)nk(i + O)k = (k) (n - k) ((_i)i - (l)f)6i+i
i=O j=O
= nk
(j((-i) - (_1)t)9t,
(k)(n_k))
(1 — ()t)Q1
= 2 G(n,k,2t— 1)(2t )o.
La deuxième égalité est obtenue en posant t = i + j. La dernière égalité vient du
fait que ((—1)’
— 1) = O si t est pair.
Le résultat (2) s’obtient de façon similaire au résultat (1). E
Théorème 2.3.1. Sous ta peTte quadratique, te risque d’un estimateur 6 peut
s ‘écrire de ta façon suivante
n 1 n
R(O,6g) = A(n)O2, avec Ao(n)
=
(fl)g2 (n_2k)
Ai(n) L (fl)g (n-2k) {)G(nk2)g (nk)
—2nG(n, k, 1) } + 2v_1,
At(n) = m (fl)g (n_2k) {()G(nk2t)g (nk)
—2 (21 ) G(n, k, 21 — 1) } ,pour t = 2, ...,
At]+1(n)
—2m() ( () G(n, k, n) si n est impair,
= O si n est pair
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DÉMONSTRATION. Nous savons que:
4riR(8, 5) E0 {m$g(R) — 0}2
= { (n2k) }2 1 ( +)k ( flnk
f m$ f2k-n (n1 f O f
k=W+1 r ) 01 k) 2 + ) ‘ r
En utilisant la symétrie de l’estimatellr S9 (c’est-à-dire 69(n — x) = 1 — Sg(x)),
nous avons le résultat suivant.
= ()1 {m2g2 (n_2k) [(1+
0)k (
t 0N_kt 0k tn—2k t Ot O_k
+1+)
1=) +2mOg
r) ‘=)
/ \flk / ‘j \k
ti+ ‘i (t \ +Or) r)J
En appliquant les résultats du lemme précédent, nous avons
=
(fl)m2g2 (n_2k) () ()21G(1k2i)
-2m ( (nk) ti (n) G(n, k, 21-1) + 02.
II faut noter que Ao(n) > 0, pour tout n 1. Le multiplicateur de I’estimateur
de Bayes uniforme sur la frontière de 0(m) peut s’écrire de la façon suivante
j n—2k j \ n—2k
/ i m) rn(n—2k\ +)gBu j = n—2k / n—2k -\ vn (1+ml +i
(1) Pour n = 1, la fonction de risque est linéaire en 2 avec
A1(1) = t — 2mg(1). En prenant g = gBu, nous avons A1(1) = 1 — 2m2.
O La fonction de risque en Sr atteint son maximum en m si et seulementsi m2 < 1/2. Nous avons alors m0(l) = i/i/ 0.7071. L’estimateur de
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Bayes 6BU est alors minimax et ‘JtBU est la moins favorable si et seulement
si m < mo(1).
(2) Pour n 2, la fonction de risque est linéaire en 02 avec
A1(2) = m2g2(v)/2—4mg(’J)/v+2. En prenant g = gu, nous avons
I1(2) = —2(m4 +4m2 —4)/(2+m2)2. La fonction de risque en 5U atteint
son maximum en m si et seulement si m2 < 2(J — 1). L’estimateur de
Bayes 63U est minimax et 1TBU est la moins favorable si et seulement si
m <mo(2) avec mo(2) = 2(
— 1) 0.9102.
(3) Pour n = 3, la fonction de risque est un polynôme de degré deux en 02
avec A2(3) positif. Comme A2(3) est positif alors la fonction de risque a
la forme d’un “U” ou “W”. Cette fonction atteint son maximum en m si
et seulement si R(m, 6Bu) R(O, SBu), c’est-à-dire A1 (3) + m2A2(3) O.
Mais, la fonction A1(3) + m2A9(3) passe du positif au négatif. D’où la
loi a priori 7BU est la moins favorable et l’estimateur de Bayes 65U est
minimax si et seulement si m < mo(3) avec mo(3) 0.9215 est solution
de l’équation A1(3) + m2A2(3) = 0.
(4) Pour n = 4, similairement au cas n = 3, nous montrons que l’estimateur de
Bayes 6BU est alors minimax et nBu est la loi a priori la moins favorable si
et seulement si m < mo(4) avec mo(4) 0.9628 est solution de l’équation
A1(4) +m2A2(4) = 0.
o
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2.4. MINIMAxITÉ POUR m ASSEZ PETIT
Dans la section précédente, nous avons trouvé des conditions nécessaires et
suffisantes, de la forme n-i <mo(n), pour que la loi a priori n-BU soit la moins fa
vorable et l’estimateur de Bayes SBU correspondant soit minimax pour 1 n 4.
Pour n > 5, il est très difficile de trouver des conditions nécessaires et suffisantes
sur in pour avoir n-BU la loi a priori la moins favorable. C’est pourquoi, nous allons
proposer des conditions suffisantes sur in pour la fonction de perte quadratique
(L(p, d) = (d—p)2) et les fonctions de perte de la forme L*(p, U) = (c—À2)’L(6, d)
avec c> m2 pour notre problème. Pour ce faire, nous allons commencer par trou
ver des conditions pour lesquelles la fonction de risque d’un estimateur 6g est
croissante en )., par les théorèmes 2.4J et 2.4.4 respectivement aux fonctions de
perte ci-dessus. Sous ces conditions, nous avons la fonction de risque de 6 qui
atteint son maximum sur la frontière. Nous en déduisons alors, par les théorèmes
2.4.2 et 2.4.5, les conditions suffisantes pour lesquelles n-BU soit la loi a priori la
moins favorable pour les deux fonctions L et L*.
Pour toute fonction g positive et croissante sur nous définissons la fonction
h par:
g(2/)/(2/) si r e et r = O,
h(r) = (2.4.1)
g(r)/r sirlRetr>O.
Théorème 2.4.1. Supposons que la fonction h soit décroissante sur et que
g(O) O. Nous avons tes résuttats suivants
(1) 4nR(À, 6) > 2E[1
— 2mh(R)], pour tout )s. [O, in A 1.
(2) Si rnEo[h(R)] < 1/2 ators ta fonction de risque R(1\, g) est croissante en
À, pour À e [O, in A 1].
(3) Si ‘rnh(ro) < 1/2 avec r0 min{r : r e iJ?} ators ta fonction de risque
R(7\, g) est croissante en À, pour À e [O, in A 1].
DÉMoNSTRATION. (1) Nous pouvons écrire
1nR(À, ) = Eo[m2g2(R) H- À2 — 2mSg(R)], (2.4.2)
= E[m2g2(R) H- À2 — 2inÀg(R)p(/\R)].
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La dérivée première du risque de 6g est donnée par
g) = EÀ [m2g2(R) + À2 2mÀg(R)p(À R)],
= [ {m2g2 (R) + À2 — 2mÀg(R)p(À,R)}
+ {m2g2(R)+ À2 — 2mÀg(R)p(À, R)} log f(À,
= EÀ [2À — 2mg(R) ((À R) + À (1
—
-‘ R(1
— p(À, R)))
± (i_ (m2g2 (R) + À2 - 2mÀg(R)p(À, R)) (Rp(À, R) -
— mg(R)p(À, R)1+ (i — _)EÀ[(m2g2(R) + À2)(Rp(À, R)
— À)1
À2
1
-2rnÀ
À2
o — mg(R)p(À, R)] + (i — __)Cov(m2g2(R) + À2, Rp(À, R))
—2mÀ
—
E[h(R)[R2 — ÀRp(À,R) —(1— À2/n)]]
— 2mÀEÀ(h(R))}
— mg(R)p(À,R) — mÀh(R)] + (i
—
CovÀ(m2g2(R) + À2,Rp,1(À,R))
—2mÀ (i_ ) Cov(h(R),R2 ÀRp(À,R))}.
La troisième égalité vient des résultats (1) et (2) du lemme (2.1.4). Les cinquième
et sixième égalités viennent des résultats (3), (4) et (5) du lemme (2.1.4).
Nous savons pour À O que rp7(À,r) est croissante en r (lemme 2.1.1 (1)).
Alors, si la fonction g est positive et croissante, Cov(m2g2(R) + À2, Rp(À, R))
est positif. Nous pouvons écrire r2 — Àrp(À, r) = r2 (1 — Àp(À, r)/r). Comme
l’expression (1 — Àp(À,r)/r) est croissante en r (lemme 2.1.1 (4)) et positive
pour À < 1 alors l’expression Cov,(h(R), R2 — ÀRp(À, R)) est positive.
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Nous avons alors
O R(X, 6) > 2E[
— mg(R)p(, R) —
E[1 — 2mh(R)] car E(g(R)p(, R)) EÀ(h(R)).
(2) Par le résultat (1), nous avons
3U) EÀ[1 — 2mh(R)}.
Comme h est décroissante et que la famille des distributions de R est à rapport
de vraisemblance monotone en r, nous avons E[h(R)] E0[h(R)]. Il en découle
de cette dernière inégalité que si mEo[h(R)] < 1/2 alors R(À,69) > O, pour
tout \ E [O, mA 1].
(3) Comme la fonction h(r) est décroissante sur alors E0[h(R)] < h(ro). En
utilisant la partie (2), nous avons le résultat. D
Théorème 2.4.2. Soit h(’m,r) = p(m,r)/r, pour tout r e r L O et
h(m, O) g(2/J)/(2//) si r E et r = O. Nous avons tes résultats sui
vants
(1) Pour ni < mi(n) A 1 avec nii(n) sotution de l’équation
mEo[h(m, R)] = 1/2, t’estimateur de Bayes 53U est minimax et rru est
ta loi a priori ta moins favorable.
(2) En particulier, si ni < 1/v alors BU est minimax et ?TBU est ta moins
favorable.
DÉMONSTRATION. (1) Il faut noter que nous sommes dans les conditions du
théorème précédent. Alors, pour niEo[h(m. R)] < 1/2 et ni < 1, la fonction
de risque de l’estimateur 6BU est croissante en X. Ce qui veut dire que si
niEo[h(ni, R)Ï < 1/2 et ‘m < 1 alors la fonction de risque de l’estimateur
BU atteint son maximum en —ni et ni.
En utilisant alors le théorème 3.3.8 de l’appendice, imBu est la loi a priori
la moins favorable si niEo[h(ni,R)] < 1/2 et ni < 1. Mais, la fonction
«ni) = niEo[h(nz, R)] — 1/2 est croissante en ni avec limt(ni) < O et
lim «ni) > O. Ceci nous donne le résultat.
m-
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(2) En utilisant le lemme 2.1.1, nous avons pn(m,r) <mr, pour tout r E lR,
donc mEo[h(m, R)] < m2. Si m2 < 1/2, nous pouvons alors appliquer la
partie (1).
D
Lemme 2.4.1. Nous avons te résultat asymptotique suivant :
limmi(n) = M1,
où M1 est solution en m de l’équation mE[tanh(mZ)/Z] 1/2 où Z admet ta
distribution normale centrée réduite.
DÉMONSTRATION. Supposons que m et r soient fixés. Nous avons alors
r /1+m/N . r / 1 / 2mlim log j j = 11m — log I 1 + j j) = mr.2 \1—m/J n—oo2 \ \1—m/JJ
De plus, R 7(2X
— 1)1 et /i(2X — 1) convergent en loi vers la loi normale
centrée réduite. Nous avons alors
0 lim E0 [1tanl (10g (R 1 + m/))] = E[tanh(mZ)/Z].R 2 1-m//
D
Le tableau suivant donne m1(n) pour certaines valeurs de n.
TAB. 2.2. Valeurs de m1(n) en fonction de n.
n 1 2 3 4 5 6 7 8 9
mi(n) 0.707 0.816 0.736 0.773 0.744 0.764 0.747 0.760 0.749
n 10 11 12 13 20 50 100 200 00
m1(n) 0.758 0.750 0.7507 0.751 0.7550 0.7549 0.75495 0.7551 0.7552
Nous proposons par le théorème suivant une condition nécessaire pour que la
loi a priori nBu soit la moins favorable. C’est-à-dire que nous aurons une cOfl(lition
de non minimaxité de 6BU
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Théorème 2.4.3. La condition m < m2(n) avec m2(n) solution de t’équation
Eo[p(m, R)] + Em[pj(m, R)] — 1 0, est une condition nécessaire pour que ta toi
a priori rBU soit ta moins favorable.
DÉMONSTRATION. Nous savons que la condition (2.3.1) est nécessaire pour avoir
la loi a priori 7CBU la moins favorable. Cette condition est équivalente à
R(O, 53u) < R(m, SBU) pour tout —m < < m. En particulier la condition
R(0, 63u) < R(m, 63u) est une condition nécessaire pour avoir lrBu la moins
favorable. En utilisant la relation (2.4.2) de la fonction de risque de 63U, cette
condition nécessaire est équivalente à
Eo[p(m, R)] + Em[p(m, R)] — 1 0.
Mais, la fonction k(m) = Eo[p(m, R)] + Em[p(m, R)] — 1 est croissante en m
avec lim k(m) = —1. Ceci nous donne le résultat. D
m—O
Le tableau suivant nous donne m2(n) pour quelques valeurs de n.
TAn. 2.3. Valeurs de m2(n) en fonction de n.
n 1 2 3 4 5 6 7 8 9
m 0.707 0.910 0.922 0.963 0.975 0.989 0.9981 1.005 1.0107
n 20 30 40 50 60 70 80 90 100
m2 1.0355 1.0425 1.0460 1.0481 1.0496 1.0505 1.0514 1.0519 1.0524
Nous considérons à préseiit la fonction de perte suivante
L*(O, 6) = q(À2)L(O, 6) (2.4.3)
où q une fonction croissante et strictement positive sur [0, m2].
Sous cette fonction de perte (2.4.3), l’estimateur de Bayes i5 par rapport à la
loi a priori uniforme sur e(m.) coïncide avec 6BCJ•
En effet, nous avons
Eo[q(,\2)Ox]
6BU(x) E9[q(2)x] , pour tout {0, 1, ..., n}.
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Comme la loi a priori 7rBU est concentrée sur {—rn, m} avec q((—m)2) q(m2)
alors 6(X) = Eo[Ox], pour tout x E {O, 1, ...,n}.
Soit R* la fonction de risque associée à L*, nous avons, pour tout estimateur 6
R*(8 6) = q(À2)R(6, 6), pour tout 8 E e(m).
Théorème 2.4.4. Supposons que q(t) (c — t)’ pour tout t e [O, m2] avec
e> m2. Soit g une fonction positive et cToissante sur Soit ta fonction h définie
par (2...1). Si Eo[1 — 2mh(R) + m2g2(R)/c] O alors R*(8, 6) est croissante en
À, pourÀe [0,mAl].
DÉMONSTRATION. Nous avons,
4nR*(À 6) = 4nq(À2)R(À 6g) + $nÀq’(À2)R(À, 6e).
En utilisant le théorème 2.4.1, nous avons
4nR(À, 6g) 2ÀE0[1 — 2mh(R)J.
Similairement à la démonstration du théorème 2.4.1, nous avons
4nR(À, 6g) = 4nE[m2g2(R)
— 2mÀg(R)p(À, R) + À2],
= EÀ[rn2g2(R) + À2(1 — 2rnh(R))]
— 4rnÀCovÀ[h(R), Rp(. R)],
> 2E0[m2g2(R) + À2(1 — 2mh(R))].
Comme q et q’ sont strictement positives, alors nous avons le résultat suivant
4nR*( ) 2Àq(À2)Eo[1 — 2rnh(R)] + 2q’(2)Eo[m2g2(R) + — 2mh(R))],
= 2Eo[(q(\2) + À2q’(À2))(1 — 2mh(R)) +
= 2q’(À2)Eo[c(1 — 2mh(R)) + m2g2 (R)],
> O.
La dernière égalité vient du fait que q(t) = (c — t)’ est solution de l’équation
différentielle q(t) + (t — c)q’(t) = O. D
Théorème 2.4.5. Soit h(rn, r) = pn(rn,r)/r, pour tout r E r O et
O h(m, O) g(2//)/(2//) si r e et r = O. Supposons que q(t) = (c — t)’pour tout t e [O,m2j avec e > rïr2. Pour Eo[c(1 — 2mh(R)) + m2g2(R)j O et
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m 1, ta toi a priori BU est ta moins favorable et t’estimateur de Bayes SBU est
minimax.
DÉMONSTRATION. La démonstration est similaire à celle du théorème 2.4.2 D
Les évaluations numériques faites pour la recherche de racines pour la fonction
w(m) = Eo[c(1
— 2mh(R)) + m2g2(R)], montrent que nous avons pour tout
1 < n < 235, w(m) > O si et seulement si m < m3(n), avec m3(n) solution de
l’équation w(m) = 0.
Remarque 2.4.1. Il faut noter qu’en utilisant ta perte L*, que nous avons une
classe d’estimateurs minimax qui couvre des espaces paramétTz que plus grands.
Certaines valeurs de m3(n) sont données par le tableau suivant.
TA3. 2.4. Valeurs de m3(n) en fonction de n, pour e 1.
n 1 2 3 4 5 6 7 8 9
in3(n) 0.814 0.934 0.824 0.8655 0.830 0.851 0.833 0.645 0.834
n 10 11 12 13 20 50 100 200 235
m3(n) 0.842 0.835 0.841 0.836 0.839 0.833 0.8385 0.8387 0.8389
G
Chapitre 3
PROBLÈMES D’ESTIMATION MINIMAX
AVEC RESTRICTION SUR L’ESPACE DES
PARAMÈTRES
3.1. INTRODUCTION
Ce chapitre traite les problèmes d’estimation minimax avec une restriction sur
l’espace (les paramètres. Beaucoup de chercheurs ont contribué à ce problème. Par
(j exemple, DasGupta (1985) étudie le problème général d’un vecteur de paramètres
lorsque l’espace paramétrique est convexe, sous la fonction de perte quadratique,
pour une famille générale de distributions. Il montre, sous certaines conditions,
qu’il existe une loi a priori la moins favorable concentrée sur la frontière de l’es
pace paramétrique restreint e, lorsque e est assez petit. Kempthorne (1987)
montre, sous certaines conditions (voir appendice), qu’une loi a priori la moins
favorable rr existe et que soit la fonction de risque de l’estimateur de Bayes par
rapport à n est constante ou soit le support de n0 est fini et discret. Il considère
les problèmes auxquels les lois a priori les moins favorables ont leur support fini
et discret et propose un algorithme qui permet de construire ces lois a priori les
moins favorables.
Dans le cas d’une distribution continue, Casella et Strawderman (1981) traitent
le cas normal N(O, u), avec a < O < b et u connu. Ils ont montré que pour
(b — a)/2 < m0u, avec m0 1.0567, la loi a priori concentrée sur {a, b} est la
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moins favorable et l’estimateur de Bayes associé est minimax. Bickel (1981) consi
dère le même problème que ces derniers et proposent une solution asymptotique.
Bader et Bischoff (2003) considèrent le problème d’estimation d’un paramètre
lorsque ce dernier appartient à un intervalle [0e, Oo + m] où O < m < M avec 00,
m et M connus pour une fonction de perte strictement convexe. Ils montrent que,
sous certaines conditions sur la distribution et sur la fonction de perte, l’estima
teur de Bayes associé à la loi a priori concentrée sur {Oo, Oo+m} est minimax si m
est assez petit. fichenauer (1986) et Berry (1993) s’intéressent au cas d’une distri
bution exponentielle pour la fonction de perte quadratique, lorsque le paramètre
de position 0 appartient à un intervalle [0, mJ, m connu. Ils montrent que la condi
tion m < m0 0.913 est une condition nécessaire et suffisante pour avoir la loi a
priori la moins favorable concentrée sur les deux points {0, m} et l’estimateur de
Bayes par rapport à cette loi a priori minimax. Pour le problème d’une famille de
distributions tronquées ayant la densité de la forme f(x0) = c(0)fo(x)I[eo+l](x),
pour x e JR, 0 G [0, rn et c(0) la constante de normalisation, Eichenauer et Fieger
(1992) montrent l’existence d’un in tel que pour tout ru < m9, la loi a priori
la moins favorable soit concentrée sur les valeurs {0, m} et l’estimateur de Bayes
correspondant est minimax pour une fonction de perte convexe. Cependant, ils ne
donnent la valeur de ru0 que pour le ca.s particulier d’une perte absolue et d’une
distribution uniforme (fo 1).
Dans le cas d’une distribution discrète, Moors (1985) traite l’estimation mi
nimax du paramètre 0, pour une loi Binomiale(n, 0), lorsque 0 appartient à un
intervalle symétrique. Il montre que l’estimateur de Bayes dépend de la loi a priori
correspondante seulement par un nombre fini de ses moments. Il montre aussi que
le nombre maximal de points dans le support de la loi a priori la moins favorable
ne doit pas excéder 2t+1 où t est le plus grand entier inférieur où égale à (n+3)/4.
Il donne également la liste de tous les estirnateurs de Bayes minimax accompa
gnés des lois a priori les moins favorables pour 1 < n 3 selon la valeur de
t. Berrv (1989) utilise une approche plus directe que Moors (1985) en montrant,
pour n 1, 2, 3, 4, que la loi a priori la moins favorable est supportée par deux ou
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trois points selon les valeurs sur les bornes de p. Marchand et MacGibbon (2000)
étudient le problème d’estimation minimax et linéaire minimax du paramètre 8
d’une distribution Binomiale(n, 8), sous la fonction de perte quadratique et fonc
tion de perte normalisée, lorsque le paramètre O appartient à l’intervalle [a, b] où a
et b sont connus. Ils proposent des résultats analytiques pour le cas où a O et b
est petit, et aussi des résultats numériques pour le cas général. Johnstone et Mac-
Gibbon (1992) traitent le problème d’estimation minimax de la moyenne 8 d’une
distribution de Poisson lorsque 8 e [0, m], m connu, sous la fonction de perte nor
malisée. Ils montrent que, lorsque O < m < mo(Ï) 0.57, la loi a priori la moins
favorable est concentrée sur le point {m} et lorsque mo(1) < m mo(2) 1.27,
la loi priori la moins favorable est concentrée sur les deux points {0, m}.
En général, ces auteurs cherchent à démontrer la minimaxité de l’estimateur
de Bayes par rapport à une loi a priori concentrée sur la frontière de l’espace pa
ramétrique. 1\’lais, la plupart de leurs résultats se réfèrent seulement à des pertes
symétriques et le plus souvent à la perte quadratique. Les pertes symétriques,
telles la perte quadratique et la perte L avec q > 1, imposent une même péna
lité sur la surestimation et la sous-estimation dans la même échelle de grandeur.
Mais, il y a de nombreux exemples en pratique où il est désirable de pénaliser la
surestimation et la sous-estimation de façons différentes. Une option utile parmi
les pertes asymétriques est la fonction de perte LINEX. Elle a été introduite par
Varian (1975) et plusieurs développements ont été obtenus par Zellner (1986). Il
faut noter que cette fonction de perte est non seulement asymétrique mais aussi
convexe. Elle porte le nom LINEX du fait qu’elle croît presque linéairement d’un
côté de zéro et croît presque exponentiellement de l’autre côté. Lorsque 7 est très
proche de zéro, cette fonction de perte est presque symétrique et se rapproche de
la fonction de perte quadratique. Lorsque
-y est positif (respectivement négatif),
la surestimation (respectivement la sous-estimation) est considérée plus grave que
la sous-estimation (respectivement la surestimation). Récemment, plusieurs tra
vaux dont Bischoff, Fieger et Wulfert (1995), lKhattree (1992), Wan, Zou et Lee
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(2000) et Parsian et Kirmani (2002) ont porté sur l’estimation avec la perte LI
NEX. Parsian et Kirmani (2002) ont fourni une revue détaillée des travaux reliés
à cette fonction de perte.
Nous allons étudier alors, dans ce chapitre, le problème d’estimation minimax
d’un paramètre O E 0(m) = [0, ml, m > 0, sous les fonctions de perte L2 et LI
NEX. Par exemple Wan, Zou et Lee (2000) considèrent le cas d’une distribution
de Poisson pour une perte LINEX. Ils utilisent la technique de convexité pour
donner des conditions suffisantes sur m pour que la loi a priori la moins favorable
soit concentrée sur {0, m} et que l’estimateur de Bayes correspondant soit mini
max. Bischoff, Fieger et Wulfert (1995) ont montré dans le cas d’une distribution
normale N(O,o2) et d’une perte LINEX, lorsque u est connu et O e [—m,m],
que la loi a priori la moins favorable est concentrée sur {—m, m} et l’estimateur
de Bayes correspondant est minimax, pour m assez petit . Habituellement, ces
auteurs proposent des conditions sur m pour que la loi a priori la moins favorable
soit concentrée sur la frontière de l’espace paramétrique restreint et l’estimateur
de Baves correspondant soit minimax. Mais le plus souvent, ces conditions ne sont
que suffisantes pour une perte LINEX. Un de nos objectifs est de trouver, pour
notre problème, des conditions nécessaires et suffisantes sur m pour que la loi a
priori la moins favorable soit concentrée sur {0, m} et que l’estimateur de Bayes
correspondant soit minimax. Certaines de nos conditions sont en effet nécessaires
et suffisantes, tandis que d’autres ne sont que suffisantes. Nos conditions sont de la
forme O < m <ru0. Nous proposerons des équations explicites et des évaluations
numériques pour trouver m0, ainsi que des bornes inférieures et supérieures de ru0.
D’abord, dans le cas d’une distribution continue, nous considérons la distri
bution donnée par la densité f(r0) fo(x
— 0)I[O,œ)(X), pour O < O <ru. Pour
ce faire, nous allons proposer des propriétés générales pour une fonction de perte
strictement convexe. Ainsi, nous utilisons ces propriétés générales pour proposer
des solutions minimax dans les cas particuliers d’une distribution exponentielle
sous la fonction de perte LINEX et d’une distribution uniforme pour les fonctions
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de perte quadratique et LINEX. Mais, dans le cas d’une distribution exponentielle
avec la perte LINEX lorsque le paramètre de la perte ‘.y est positif et dans le cas
d’une distribution uniforme avec les pertes quadratique et LINEX, nous propo
serons des conditions nécessaires et suffisantes pour lesquelles la loi a priori la
moins favorable soit concentrée sur {0, m}. Nous donnerons également des condi
tions suffisantes dans le cas d’une distribution exponentielle avec la perte LINEX
lorsque 7 est négatif.
Ensuite, pour une distribution discrète, nous allons considérer une fonction
de masse donnée par Po de support {0, 1,2, ..., s}, $ < no ou {0, 1,2, ...}. Nous
proposerons des propriétés et résultats généraux sous une fonction de perte stric
tement convexe p. Plus particulièrement, nous allons donner explicitement des
conditions (en général nécessaires et suffisantes) sur m pour lesquelles la loi a
priori la moins favorable lFm soit concentrée sur la frontière de l’espace paramé
trique restreint e(m). D’abord, dans le cas d’une perte quadratique, nous allons
poser des conditions sur la fonction de masse (ces conditions sont satisfaites par
, plusieurs distributions dont la distribution de Poisson, la distribution Binomiale
et la distribution Binomiale négative) et nous donnerons les valeurs de m0. Ces
résultats viennent des travaux en cours de Marchand et Parsian (2002). Nous
appliquerons ces résultats dans le cas d’une distribution de Poisson, d’une dis
tribution Binomiale et «une distribution Binomiale négative. Ensuite pour une
perte LINEX et une distribution de Poisson, nous dégagerons des conditions né
cessaires et suffisantes sur in, dans le cas où le paramètre 7 de la perte est négatif,
pour lesquelles 71m soit la loi a priori la moins favorable. Nous proposerons éga
lement, pour < 0, des conditions nécessaires et suffisantes pour lesquelles la
fonction de risque de l’estimateur de Bayes 5m associé lUm soit convexe, ce qui
mène à des conditions suffisantes pour la minimaxité de 6,.
La recherche de solutions minimax pour nos problèmes est surtout basée sur
des conditions de Kempthorne (1987), des théorèmes et lemmes proposés dans
l’appendice.
e
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3.2. DIsTRIBuTIoN CONTINUE
Dans cette section, nous nous intéressons au problème d’estimation minimax
du paramètre de position 8 e e(m), in > O, d’une famille de distribution de
la forme f(x8) = fo(x
— 8)I[Q,+œ)(X), sous une fonction de perte strictement
convexe. En développant des propriétés générales pour les estimateurs bayésiens
associés à des lois a priori concentrées sur la frontière {O,m}, nous trouvons
des estimateurs minimax pour une distribution exponentielle et une distribution
uniforme lorsque 8 e(m). Plus précisément, nous recherchons des conditions sur
in de la forme in < in0 telle que la loi a priori la moins favorable soit concentrée
sur la frontière de l’espace paramétrique restreint dans les cas particuliers d’une
distribution exponentielle sous la fonction de perte LINEX et d’une distribution
uniforme sous les fonctions de perte quadratique et LINEX.
3.2.1. Préliminaires, notations et propriétés générales
Soit X une variable aléatoire issue d’une famille de densités qui ont la forme
f(x8) fo(x
— O)I[Q,+œ)(X). (3.2.1)
Considérons des fonctions de perte invariantes pour les translations et qui sont
la forme suivante
L(O, d) p(d — 0), (3.2.2)
avec p strictement convexe, p(x) > O pour tout x e JR et p(x) = O si et seulement
si x = O.
Exemple 3.2.1. Exemples de fonctions strictement convexes
(1) Pour une perte L’, nous avons p(x) xj q > 1.
(2) Pour une perte LINEX, nous avons :
p(x) = 3{exp(7x)
— x — 1}, (3.2.3)
où y O est le paramètre de forme et 3 > O est un facteur de proportion
nalité. Sans peTte de généralité, nons choisissons 1.
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On considère la loi a priori concentrée sur les points {O, m}, donnée par
rr(O) = 1 — rr(m) = c. (3.2.4)
La loi a posteriori est également concentrée sur la frontière {O, ni} et elle est
donnée par 7r(Ox) = 1
—
7Ta(niI) avec
fi siû<x<ni,
7Tc(OIX)=
k(x,m) sirn<x<oo,
où
k ni) cfo(x)/(cfo(x) + (1- a)fa(x - ni)). (3.2.5)
Il s’en suit que la perte a posteriori est égale à
f p(d) si O < x <ni
E[p(d
— O)IxÏ =
—
‘ (3.2.6)
p(d)kc,m)+p(d—ni)(1—k(x,ni)), sini<x <00.
Par conséquent, la loi a priori concentrée sur les deux points {O, ni} donne un
estimateur de Bayes de la forme
f O siO<x<ni.
6a.m() = — (3.2.7)
y,TT(x) si ni < x < 00,
OÙ yc,m(X) minimise en cl l’expression suivante
p(d)k(x, ni) + p(d — m)(1
— ka(, ni)). (3.2.8)
Nous proposons, par l’exemple suivant, des expressions générales pour ces
estimateurs de Bayes 6m pour les fonctions de perte L q > 1 et LINEX.
Exemple 3.2.2. (1) Pour ta perte L” avec q > 1, nous avons
[(1
— )fo(x — ni)]h/(-1)
— ni1(1
— a)fo(x — .rn)p/(l) + [fo(x)]1/(-’Y
(2,) Pour ta perte LINEX (3.2.3,,), nous avons
C l f f(x)+(l—a)fo(x—ni)y,m(x) —log j. (3.2.9)7 ajo() + exp(—7ni)(i — )Jo(x — ni)j
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Pour obtenir les résultats de l’exemple précédent, nous avons calculé, pour
p(x) = et p(x) = exp(7x)
— yx — 1, la dérivée première de l’expression (3.2.8)
en cl et nous avons cherché la valeur de cl pour laquelle cette dérivée est nulle. La
convexité de p nous assure que nous obtenons bien un minimum.
Nous mesurons la performance de l’estimateur de Bayes 6c,m par la fonction
de risque de cet estimateur. Cette fonction de risque est donnée par
R(O, 6c,m) = E0 [p(6a,rn (X)
—
(3.2J0)
= p(—&) Ç f(x — 8)dx + Ç p(y,m(X) — O)f(x — O)dx, V 8 E 0(m).
Nous proposons à présent un lemme qui nous sera utile par la suite. if faut
noter que ce lemme est général et qu’il ne se limite pas seulement aux distributions
de la forme (3.2.1).
Lemme 3.2.1. Le risque minimax (m) inf sup R(6, 6) est croissant en m.
5 O<0<m
DÉMONSTRATION. Soient m1 et m9 avec O < m1 <m2. Nous avons
sup R(O, 6) < sup R(8, 6) pour tout 6.
O<0<rn1 O<0<m2
Ceci nous donne le résultat
irif sup R(8, 6) <inf sup R(8, 6).
0<OKmj O<0<m
D
3.2.2. Distribution exponentielle
Dans cette partie, nous allons étudier le cas d’une distribution exponentielle
de densité donnée par
f(xjO) exp (x — O) I[e,œJ(x),
O E [0,rn] et u > O connu.
Dans le cadre de la condition (3.2.1), nous avons fo(x) = u exp(—x/u)Ie1(x).
Mais, on peut sans perte de généralité supposer qu’on a affaire à une seule ob
servation X de fonction de densité f(xjO) exp(—(x
— O))I[8œ](X). En effet,
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la statistique exhaustive T(X1, X2,
..., X) = (n/u) min(X1, X2, ...X) admet la
densité
f(tle’) = exp(—(t —
où 8’ = nO/o- et la contrainte O <O < m se traduit par O O’ ni’ = nm/u.
Ainsi, pour la loi exponentielle et par la relation (3.2.5), ka prend la forme
suivante:
ka(rn, x) = , pour tout z O.
+ exp(m)(Ï
—
Il faut remarquer que sur les régions [O, ni) et [ni, no), cette perte a posteriori ne
dépend pas de z. Ce qui simplifie la recherche des estimateurs de Bayes -
Nous sommes maintenant à la recherche de conditions pour lesquelles la loi a
priori concentrée sur {O, m} soit la moins favorable. Mais, il faut noter que nous
vérifions les conditions A à E de l’appendice. En utilisant alors le théorème 3.3.5
(appendice) et le lemme 3.3.4 (appendice), il est nécessaire d’avoir
R(O, 6c,m) R(m, 6c,m), (3.2.11)
pour qu’une loi a priori concentrée sur {O, in} soit la moins favorable. Nous ap
pelons “égalisateur” un estimateur lm qui vérifie l’équation (3.2.11).
Le prochain lemme identifie un unique ‘égalisateur” pour chaque valeur de ni > O
fixée.
Lemme 3.2.2. Parmi tes estimateurs de la forme (3.2.7), il existe exactement
un “égalisateur” donné par:
f O si O < z < ni
y(m) si ni < x < no.
où y(ni) satisfait l’équation suivante en y
exp(—ni)p(y) p(y
—
ni). (3.2.12)
Nous notons par 7rn la loi a priori par rapport à l’estirnateur de Bayes ,,.
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DÉMONSTRATION. Par la relation (3.2.10), la fonction de risque de 6,., devient
R(8, Sa,m) = p(—O)[1 — exp(8
— m)1 + exp(8 — m)p(y,rn — 8). (3.2.13)
Nous avons alors,
R(0, 6a,m) = exp(—m)p(yam(m)) et R(m, 6a,m) = fl(Ya,m(Tfl) m).
Ainsi, la relation (3.2.11) est équivalente à la relation suivante
exp(—m)p(y,m)
= P(Yc,m — m).
Puisque Ya,m est une fonction continue en c lorsque c varie dans [0, 11 avec
iiO,m m et Ym,m = O alors la relation précédente est équivalente à la relation
(3.2.12). Considérons la fonction A(y) = exp(—m)p(y)
—
p(y — m), pour
y e [0, ml. Cette fonction est continue et strictement croissante en y (puisque p(z)
est croissant pour z > O et décroissant sur z < 0) avec A(0) —p(—m) O et
A(m) = exp(—rn)p(m) > 0. Il existe alors un unique y e [0,mÏ tel que A(y) = 0.
Ce qui achève la démonstration. D
Exemple 3.2.3. Pour ta perte L’1, q> 1, ta relation (3.2.12) devient
exp(_m)y
= (ru — y).
Nous avons ators à résoudre une équation en y. La solution de cette équation est
donnée par:
exp(m/q)
y(m)=m , m>0.
exp(m/q) + 1
Quoiqu’il en n’est pas nécessaire, nous pouvons déduire de cette retation et de ta
partie (1) de t’exempte 3.2.2 la valeur de ù correspondante à y(m) comme étant
égate à
exp(m/q) y(m)
rn = , 7fl>0.1+exp(m/q) ru
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Nous savons par Bader et Bischoff (2003) que, pour une large classe de dis
tributions et pour une fonction de perte strictement convexe, il existe m0 tel que
pour tout m < m0, la loi a priori concentrée sur {0, m} est la moins favorable.
Nous allons utiliser ce résultat pour donner quelques propriétés de y(m) par le
prochain lemme. Ces propriétés nous seront utiles par la suite.
Lemme 3.2.3. Si, pour m < m0, la toi a priori concentrée sur {0,m} est ta
moins favorable aÏ0TS
(1) ta fonction y(m) est croissante en ru,
(2) y’(m) 1.
DÉMONSTRATION. Nous savons que si la loi a priori ltm est la moins favorable,
alors nous aurons les égalités suivantes pour le risque minimax (m)
(m) = R(0, àm) = R(m, 5m). (3.2.14)
Cette relation est équivalente à
•
(m) = exp(—m)p(y(m)) = p(y(m)
— ru). (3.2.15)
(1) D’une part, pour ru < ru0, en dérivant le risque minimax par rapport à m et
en utilisant le lemme (3.2.1), nous aurons
exp(-m)[-p(y(m)) + y’(m)p’(y(m))] 0.
Les propriétés de la fonction de perte p nous assure que p’(y(m)) > O et nous
devons avoir nécessairement y’(m) 0.
(2) D’autre part, pour ru < m0, en dérivant le risque minimax, donnée à droite
de (3.2.15), par rapport à ru et en utilisant le lemme (3.2.1), nous aurons
[y’(ru)
-
lÏp’(y(ru) - ru) >0
Ce qui nous donne bien y’(m)
— 1 O car y(m) <ru et p’(z) <0 pour z <0. Ce
qui achève la démonstration.
Nous voulons à présent trouver des conditions nécessaires pour lesquelles la
loi a pTOf lFm soit la moins favorable et l’estimat.eur de Bayes m soit ininimax.
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IvIais, nous savons qu’un critère pour que la loi a priori 71m soit la moins favorable
est
Sup R(8,6m) = max{R(O,6m),R(m,6m)} = R(O,6m) R(m,Sm). (3.2.16)
O<9<m
Cependant, si la condition (3.2.16) est vraie alors la fonction de risque de 6m
est décroissante en 8 = O et elle est croissante en O = m. Ces deux conditions se
traduisent par les résultats du théorème suivant.
Théorème 3.2.1. Des conditions nécessaires pour que ta relation (3.2.16) soit
vraie (donc ‘Irm soit ta moins favorable) sont
(1)
p(y(m)) p’(y(m)), (3.2.17)
(2)
p’(y(rn) — m) <p(y(m) — ru)
— p(—m). (3.2.18)
O DÉMONSTRATION. Par la relation (3.2.13) du risque de 6m, la dérivée de cette
fonction de risque est donnée par
6,) = —p’(—O) + exp(O — m)[p(p(ru) — O)
—
p(—O) — p’(y(m)
— O) + p’(—O)].
Nous en déduisons alors R(O, 6m)I = exp(—ru)[p(y(m)) — p’(y(m))] et
R(O, 6m)jg = p(y(m) —ru) —p(—m) — p’(y(ru) —ru). Les conditions nécessaires
<O et R(O,6m)0 > O sont alors équivalentes aux conditions
(3.2.17) et (3.2.18) respectivement. D
Dans le cas d’une perte LINEX, la condition (3.2.17) devient une condition très
simple de la forme ru < ru(7). Le prochain corollaire nous procure ce résultat.
Corollaire 3.2.1. Pour une perte LINEX (3.2.3,), nous avons tes résutt ais sui
vants
(1) si 7> 1, ta condition nécessaire (3.2.17,) se réalise pour tout ru> O,
(2) si y < 1, cette condition se réalise si et seulement si ru <m(7) avec ru(7)
O vérifiant l’équation Ïi7(m.) = O o h(m) = (1 — 7)(exp(7y(m)) — 1) — ‘y(m).
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DÉMONSTRATION. $ous la fonction de perte LINEX, la condition (3.2.17) de
vient
(1 — 7) [exp 7y(m) — 11 — -yy(m) <0, (3.2.19)
c’est-à-dire h7(m) < O. Il faut d’abord remarquer que y(m) est une fonction
continue en m avec y(O) = O. Ce qui implique que h(m) est également une
fonction continue en m avec h(O) O.
Pour ‘-y > 1, il est facile de voir que la fonction Ïz..,(m) est négative pour tout
rnO.
Pour ‘-y < 1, la dérivée de la fonction h7(m) par rapport à m est donnée par
14(m) 7y’(m)[(l
— 7) exp(’-yy(m)) — lj, pour tout m > 0. Par le lemme 3.2.3,
nous avons y’(m) > O, donc la fonction h’(m) a le même signe que la fonction
k7(m) = 7[(1
— 7) exp(7y(m)) — 11. Mais, la fonction k(m) est croissante en m
du fait que y(m) est croissant en m, de plus k(0) _72 < 0. Donc la fonction
k fait au pius un changement de signe en passant du négatif au positif pour
, m > O. La fonction h est alors soit décroissante ou soit décroissante et ensuite
croissante. Mais, il est facile de voir avec la relation (3.2.9) que lim y(m) =
m-.
Il s’en suit alors que lim k7(m) > 0. En utilisant le fait que h7(0) 0, nous
m—œ
avons 1i7(m) qui passe du négatif au positif. Ceci nous donne le résultat. D
Nous allons travailler, dans tout ce qui suit de cette sous-section, avec la
fonction de perte LINEX. Sous cette fonction de perte, nous allons proposer aux
théorèmes 3.2.2 et 3.2.3 respectivement
(A) des conditions nécessaires et suffisantes pour que la loi a priori ‘irm soit la
moins favorable dans le cas de la perte LINEX avec paramètre de la perte 7
positif. Mais, les évaluations numériques montrent que ces conditions nécessaires
et suffisantes sont de la forme m <
(B) des conditions suffisantes de la forme m < mi(7) pour que la loi a priori 7m
soit la moins favorable pour une perte LINEX avec négatif.
Nous obtenons nos conditions nécessaires et suffisantes en montrant que la
dérivée troisième par rapport à O de la fonction de risque de est négative. Ce
comportement de la troisième dérivée, conjugué à la contrainte
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R(O, 6m) = R(m, 6) nous permet de travailler avec la condition
R(0, 5m)j_m > O pour que la loi a priori soit la moins favorable. Alors cette
dernière condition devient nécessaire et suffisante. Nos conditions suffisantes sont
obtenues en s’appuyant sur la technique de la convexité. C’est-à-dire, que nous
montrons que ces conditions sont nécessaires et suffisantes pour que la fonction
de risque de 6m soit convexe.
Nous commençons alors par donner la fonction de risque de 6m Par la relation
(3.2.13) du risque de 6m, elle devient
R(0, 6m) = (exp(—70) + 70 — 1) + exp(0 — m)[exp(7(y(m) — 0) ( 2 20)
— exp(—70)
— 7y(m)].
En utilisant alors cette fonction de risque de 6m et ses dérivées premières, nous
proposons le résultat (B) par le prochain théorème.
Théorème 3.2.2. FouT tout 0, nous avons tes résultats suivants.
(1) La fonction de rzsque de 6m est convexe en O si et seulement si A7(m) O
avec A(m) 72 + (1 — 7)2(exp(7y(m)) — 1) — 7y(m) expQym). De plus,
toTsque 7 < O, ta condition A7(m) > O est équivalente à ra < m;(y) où
mi(7) est solution de l’équation A7(m) O en ra.
(2) Lorsque < 0. t’estimateur de Bayes 6m est minimax et la loi a priori ‘irm
est ta moins favorable si ra < rai(7).
DÉMONSTRATION. (1) Nous avons, par la relation (3.2.20), la dérivée deuxième
de la fonction de risque de 6m qui est donnée par
R(0, m) = exp(—0){72 + exp(0 — m)[(1 — )2(exp(7y(m)) — 1) — 7y(m) exp(7&)j},
(3.2.21)
= exp(—70)A7(9).
avec A7(0) = 72 + exp(O — m)B(0) et
B7(0) = (1 — 2’)2[exp(7y(m)) — 1] — 7y(m) exp(79).
Mais, pour 7 0, B(0) est décroissante en 0. Nous avons alors B(O) > B-(m),
, pour tout 7 0. Ceci nous donne A7(0) > 72 + exp(0 — m)B7(m), pour tout
2’ 0. Nous avons deux possibilités.
67
— Soit 37(m) est positif alors dans ce cas, nous avons A7(8) est positif, pour
tout 6 e 0(m).
— Soit 37(m) est négatif alors dans ce cas, 117(6) > A.1(m), pour tout
6 e e().
Nous avons alors 117(6) > O pour tout O e [O, ml si et seulement si A7(m) O.
En outre, lorsque -y < O, nous avons
A7(m) = 7(1
— 7)2y’(m) exp(7y(m)) — 7y’(m) exp(7m) — 72y(m) exp(7m),
= %y’(m)[(l — -y)2 exp(y(m)) — exp(7m)]
— 72y(m) exp(7m) <O.
Donc, la fonction A7(m) est décroissante en m avec 117(0) = 72 > O et
lim A7(m) <O. Ceci nous donne le résultat.
m-.oo
(2) C’est une conséquence directe du résultat (1) et du théorème 3.3.8 (appen
dice). D
Pour obtenir le résultat (A) de la discussion, nous avons besoin du lemme
suivant.
Lemme 3.2.4. Sous ta fonction de perte LINEX et pour 7 > O,
R(O, 6) est décroissante sur 0(m) pour tout m < m(7) où m(’y) est donné
par te corollaire 3.2.1.
DÉMoNsTRATIoN. Par la relation (3.2.21), la dérivée troisième de la fonction de
risque de l’estimateur est donnée par
m) = exp(—8)[—3 + exp(6 — rn)[(1 — 7)3(exp(7y(m)) — 1) — 7y(m) exp(70)]],
= exp(—y0)[—73 + exp( — m)H7(O. m)1,
où 117(0, m) = (1
— 7)3[exp(7y(m))
— 11 — -yy(m) exp(70).
(1) Si y 1, le résultat est immédiat.
(2) Nous supposons que O < -y < 1. l\’Iais, comme la fonction H7(O,m) est
décroissante en O alors nous avons
H7(O,m) <
O
= (1 — ):3[exp(7y(m))
— 1]
—
(1 — ‘)[exp(7y(m))
— 11 — y(m).
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En utilisant alors la condition nécessaire (3.2.19), nous aurons 117(0, m) <0, pour
tout 8 e e(m) et m < m(7). Ceci nous donne le résultat. O
Théorème 3.2.3. Pour 7> 0, ta toi a przoTz 1Cm est ta moins favorable et t’esti
mateur de Bayes àm est minimax si et seulement si m e {m : G7(m) 0} # 0,
avec G7(m)
= + (1
— ) ex(7(y(m) — m)) — exp(—7m) — 7y(m).
DÉMONSTRATION. Par le lemme précédent, nous avons la dérivée troisième de la
fonction de risque négative pour tout m < m(7) et 7> 0. La condition (3.2.18)
devient alors une condition nécessaire et suffisante pour que la fonction de risque
atteigne son maximum en 0 et m. Mais, cette condition est équivalente à
G7(m) > 0. finalement, puisque G7(m)0 > 0 et G7(0) = 0, l’ensemble
{m: G7(m) 0} n’est pas vide. En utilisant alors le théorème 3.3.8 (appendice),
nous avons le résultat. LI
Remarque 3.2.1. Il est intéressant de remarquer que :
{m: G7(m) O} D {m : A7(m) > 0} pour tout > 0.
Conjecture 3.2.1. (1) Pour tout > 0, ta condition nécessaire G7(m) 0
se réalise si et seulement si m < mo(’)t) où mo(7) est la solution de l’équation
G7(m) = 0 avec G7(m) donné par le théorème précédent.
(2) Pour 7> 0, la toi a priori 7Cm est la moins favorable et Ï’estimateur de Bayes
5m est minimax si et seulement si m <
Remarque 3.2.2. La partie (2) de la conjecture est obtenue en utilisant la partie
(1) de la conjecture et le théorème 3.2.3.
Nous vérifions que la partie (1) de la conjecture est vraie dans le cas particulier
OÙ 7 = 1, par l’exemple suivant.
Exemple 3.2.4. En utilisant la relation (3.2.12), pour = 1 et ni > 0, nous
avons :
exp(—m) + ni — 1
1
— exp(—m)
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La fonction Gi(m) est alors égale à
Gi(m) 1 — exp(—m)
— y(m),
— exp(—2m)
— 3 exp(—m) + 2 — m
— 1—exp(—m)
Nons posons k(m) = exp(—2m)
— 3 exp(—m) + 2 — m. Nons avons
k”(m) = exp(—m)(4exp(—m)
— 3). La fonction k”(m) fait un changement de
signe, elle passe du positif au négatif avec k’(O) = O et k(O) = O. Ceci montre
que G1(m) est positif si et seulement si m motl), avec mo(1) 1.15139 est
solution en m de l’équation k(m) = O.
Nous terminons cette section par la présentation des évaluations numériques
de G(m), de la fonction de risque de m, des fonctions mo(7) et mi(7) que nous
accompagnons de diverses commentaires.
(1) Lorsque 7> 0, nous savons que la condition nécessaire et suffisante pour
que la loi a priori soit concentrée sur {O, m} est G(m) > O. Nous avons
tenté en vain de démontrer que la condition G7(rn) O et in mo(7) sont
équivalentes avec mo(7) solution de l’équation de G7(m) = O . Nous avons
alors procédé à l’évaluation numérique de l’ensemble {m : G7(m) 0}
et nous constatons que cet ensemble coïncide avec l’intervalle [O, mo(7)1
(voir la figure 3.1). Nous savons aussi que la condition A7(m) > O est une
condition nécessaire et suffisante pour que le risque de m soit convexe,
donc une condition suffisante pour que la loi a priori la moins favorable
soit concentrée sur {O, m}. Nous avons évalué numériquement l’ensemble
{ in A(m) > O} et nous constatons que cet ensemble est égal à [O, in1 (7)1
où m1(7) est solution de l’équation A7(m) = O et est représenté à la figure
3.1.
(2) Lorsque < O, nous savons que la condition in < in1 (‘y) est une condition
nécessaire et suffisante pour que le risque de s,,, soit convexe en 8, donc
une condition suffisante pour que la loi a priori la moins favorable soit
, concentrée sur {O,in}. Mais, nous avons aussi évalué numériquement par
la figure 3.4 les valeurs de rno(7) pour lesquelles la loi a priori la moins
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favorable soit concentrée sur {0, m}. Ces évaluations numériques sont ba
sées sur l’algorithme suivant qui consiste à chercher les valeurs de m pour
lesquelles 7m soit la moins favorable. Pour chaque valeur de ‘y fixée, nous
procédons de la manière suivante
(j) commencer avec un choix de m (par exemple m —
(ii) calculer la valeur de y(rn) correspondant en résolvant l’équation (3.2.12)
pour la perte LINEX.
(iii) évaluer Ô tel que sup R(O, 6m) = R(Ô, 6m),
O<8<m
(iv) si R(Ô, 6m) < R(0, 6m) alors on choisit une autre valeur de m (par
exemple m + dl avec dl est le pas de selection, on le prend très petit) et
on reprend le processus,
sinon, nous avons in
— dt <mo(7) <m et on arrête.
(3) Nous avons proposé quelques représentations de la fonction de risque de
6 en fonction de O pour différentes valeurs de m et dans des cas où 6m
est minimax et dans des cas où 6m n’est pas minimax, par les figures 3.2
et 3.3 respectivement.
À partir de la figure 3.4 où sont représentées en fonction de les valeurs
de mo(7) et mi(7), nous constatons que,
- mo(7) croît en fonction de
.
C’est-à-dire que pius 7 est grand, plus
l’intervalle, pour lequel la loi a priori la moins favorable est concentrée
sur {0, m} est grand. Par exemple, si = —3, cet intervalle est donné
par [0, 0.570] et lorsque 7 = 3, cet intervalle est [0, 1.951]. Remarquer que
mot’)’) 0.913 lorsque 7 0, ce qui rejoint le résultat pour la minimaxité
pour la perte quadratique obtenu par Eichenauer (1986) et Berry (1993).
- lorsque 7 est négatif, mi(7) est proche de mo(7) et croît en fonction de
‘y. Mais, lorsque 7 est positif, au debut (pour de petites valeurs de ),
la différence entre rno(’y) et m1(7) n’est pas trop grande, mais lorsque 7
dévient grande, cette différence s’accentue. Par exemple, cette différence
est égale à 0.226 lorsque -y = 0.01, elle est égale 1.044 lorsque
-y = 3.
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3.2.3. Distribution uniforme
Eichenauer et Fieger (1992) ont étudié le problème d’estimation minimax
du paramètre O, basé sur n observations d’une famille de distributions ayant la
densité de la forme f(x8) = c(8)fo(r)I[og+l](x) lorsque O < O < in, in connu, pour
une fonction de perte convexe. Ils montrent l’existence de in0 tel que pour tout
in <in0, la loi a priori la moins favorable est concentrée sur {O, m}. Cependant,
il ne donnent explicitement la valeur de m0 que pour le cas d’une perte absolue
et pour fo 1.
Dans cette partie, nous allons étudier le cas d’une distribution uniforme,
X
-‘ U(O, 8 + c) pour une perte quadratique et une perte LINEX. Nous allons
proposer, pour les pertes quadratique et LINEX, des conditions nécessaires et
suffisantes de la forme m < in0 (en donnant des valeurs explicites de in0) pour
lesquelles la loi a priori la moins favorable est concenttrée sur {O, m}.
La fonction fo est alors donnée par
siO<x<c,r. fo(x)
—
—
O sinon,
où c est une constante. Nous supposons toujours que c m (sinon les estimateurs
de Bayes ne seront pas uniques).
Pour une distribution uniforme, la loi a priori et la loi a posteriori sont données
par les relations (3.2.4) et (3.2.11). Ainsi, k, prend la forme suivante
f siin<x<c,ka(i,in)
t. O, sic<x<m+c,
Il faut remarquer que sur les régions [O, in), [in, c) et [c, in + c], cette perte a
posteriori ne dépend pas de x. Ce qui simplifie la recherche d’estimateur de Bayes.
Pour tout c [0, 11, ceci procure à l’estimateur de Bayes la forme suivante
O si0<x<m,
= Q(in) si rn < < e, (3.2.22)
in sic<i<m+e
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avec y(m) minimisant l’expression p(d)n + p(d — m)(1 — a) en cl.
Par la relation (3.2.10) et pour tout a e [0, 1], la fonction de risque de
devient
R(8, m) = c1 [p(—8)(m —8) + p(y(m) — 8)(c — m) + 8p(m — 8)]. (3.2.23)
Nous sommes à présent à la recherche de conditions pour lesquelles la loi
a priori la moins favorable soit concentrée sur {0, m}. Mais, nous vérifions les
conditions de l’appendice, donc une condition nécessaire pour laquelle la loi a
priori 7C concentrée sur {0, m} soit la moins favorable est
R(0,
‘5a,m) = R(m, 6c,m). (3.2.24)
En outre, si une telle condition s’est réalisée, nous dirons comme dans le cas
exponentiel, que c%.m est un “égalisateur”. Un unique “égalisateur”, pour chaque
valeur de m donnée, est fourni par le lemme suivant.
Lemme 3.2.5. Pour tous tes estirnateurs de ta forme (3.2.22,), il existe exacte
ment un égatisateur donné par
O si0x<m,
6rn(X) y(m) simx<C,
n?, sic<x<m+c
où y(m) satisfait à t’équation suivante en y
p(y)
=
p(y — m). (3.2.25)
DÉMONSTRATION. La démonstration est similaire à celle du lemme 3.2.2.
Nous notons par ir, la loi a priori par rapport à l’estimateur de Bayes 6m
Exemple 3.2.5. Pour tout rri E [0, e), nous avons tes résultats suivants.
(1) Pour une perte L1, q > 0, ta relation (3.2.25) est équivalente à
y(m)
= (m — y(m)).
La solution de l’équation précédente est éqate à
y(m) =
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(observer que cette solution y(m) = m/2 sera cette pour une fonction de perte
symétrique p).
(2) Pour une perte LINEX, ta relation (3.2.25) est équivalente à
exp(yy(m))
— 7y(m) — 1 = exp(7(y(m)
— m) — 7(y(m) — m) — 1.
L ‘unique solution de cette équation, pour tout m < c, est donnée par:
1 ( my(m) = —log t j . (3.2.26)
7 1—exp(—7m)]
Contrairement au cas exponentiel, nous avons pour te cas uniforme, une formule
explicite de y(m) pour la perte LINEX.
Nous proposons à présent, par les théorèmes 3.2.4 et 3.2.5 respectivement,
(1) une condition nécessaire et suffisante sur m donnée par m < c/2 pour que
?tm soit la loi a priori la moins favorable et l’estimateur de Bayes 6m soit
minimax, pour la perte quadratique,
(2) des conditions nécessaires et suffisantes sur m de la forme m < m7 pour
que lrm soit la loi a priori la moins favorable et 6m soit minimaxe, pour
une perte LINEX.
Dans le cas où la fonction de perte est quadratique et par la relation (3.2.23),
la fonction de risque de devient
R(8, m) c’[(c — 2m)02 + (m2 + 2my(m) — 2cy(m))O + (c — m)y2(m)J,
m2
= c’ (c — 2m)02 + (2m2 — cm)O + (c
—
Cette fonction de risque est un polynôme de degré deux en O. Il faut noter que
trois possibilités peuvent se présenter pour le comportement de cette fonction de
risque
(1) si m < c/2 alors elle devient convexe,
(2) si m > c/2 alors elle devient concave,
(3) si m c/2 elle devient constante.
Nous proposons par le théorème suivant les résultats de minimaxité.
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Théorème 3.2.4. Sous ta fonction de perte quadratique, ta toi a pTiOTi nm est
ta moins favorable et t’estimateur de Bayes 6m est minimax si et seulement si
m<c/2.
DÉMONSTRATION. Ce résultat découle du comportement de la fonction de risque
qui est convexe si m < c/2 et concave sinon, du fait que R(O, 6m) = R(m, 6m) et
du théorème 3.3.8 (appendice). D
Étudions maintenant le cas où la fonction de perte est LINEX. Dans ce cas,
par la relation (3.2.23), la fonction de risque de 6m devient
R(, 6m) = c’{exp(—y8)[6(exp(7m) — 1) + m + (e m) exp(7y)]
-y(c - m)(y
-
- c}. (3.2.27)
Cette fonction de risque de 6m et ses deux premières dérivées, nous permettent
d’obtenir, par le prochain théorème, nos conditions necessaires et suffisantes dans
le cas d’une perte LINEX.
Théorème 3.2.5. Dans te cas où ta fonction de perte est LINEX, nous avons
tes résultats suivants.
ta) Pour tout ‘y O, ta fonction de risque de t’estimatenr 6m est
— convexe si n; <
— concave si in > in7,
avec in7 solution de l’équation H7(m) = O où
117(m) = I’yI{-2(exp(Vrlm) + exp(-I’yIm) -2) + Vim(1 - exp(-j7jm)) + 712m(c - m)}.
(b) Pour tout ‘y O, l’estimateur de Bayes 6,,, est minimax et ta toi a priori irm
est la moins favorable si et seulement si m < in7.
DÉMoNsTRATIoN, ta) Par la relation (3.2.27), la dérivée deuxième de la fonction
de risque de l’estimateur 6,,, est égale à
6,,,) c’ exp(—’y){’y2O(exp(m) — 1) + ‘y2(in + (e — in) exp(’yy))
—2’y(exp(’ym)
—
1)},
= exp(—’yO)Q7(O,;n).
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avec
Q7(O, m) = 728(exp(ym)
— 1) + 72(m + (c — m) exp(7y(m))) — 27(exp(7m)
— 1).
En remplaçant les valeurs de y(m) (relation 3.2.26) dans cette dernière égalité,
nous avons
— (.y2O
— 2-y)(exp(7m) + exp(—7m) — 2) + 72m(1 — exp(—7m)) + y3m(c — m)
Q7(O,m) —
_______________________________________
1 — exp(—7m)
Il est facile de voir que la fonction Q7(O, m) est croissante en O si > D et
décroissante en O si < O. Nous avons alors
,,
,
exp(—70)Q7(O,m) si 7> 0,
2RtJ,um) —
exp(—7O)Q(m,m) Si 7< 0.
et
R(O,m)
< exp(70)Q7(rn,lfl) si ‘y>O,
— exp(—70)Q7(0, m) si < 0.
Cependant, nous pouvons écrire
Q7(O,m)[1 — exp(—7m)] si > OH7(m) =
Q.(rn,rn)[exp(—7m)
—
1] Si 7 < 0.
En outre, il est facile de voir que H.(m) H_7(rn), pour tout m > O et O.
Alors, Q.(O) est positif (respectivement négatif) pour tout 8 si et seulement si
H(m) est positif (respectivement négatif).
Mais, il faut noter que cette fonction est concave avec H(0) = O. En effet,
nous avons, pour tout m> 0,
H7(m)
= 7{-I7I3mexp(-7m) - 272(1 + exp(7m))}
<0.
Donc, cette fonction fait un changement de signe en passant du positif au négatif.
ce qui nous donne le résultat.
O (b) C’est une conséquence de la partie (a), du fait que R(O. 6m) R(m, 6m) etdu théorème 3.3.8 (appendice). D
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Remarque 3.2.3. (a) Quelques valeurs de m7 en fonction de -y, pour e = 1,
sont données par ta figure 3.5. Lorsque m est assez petit, ta toi a priori la moins
favorable est concentrée sur {0, m}. Nous constatons que ta fonction m7 est symé
trique en y autour de 0. Ceci apparaît dans la démonstration des résultats (par ta
fonction H7(m)). De plus, elle décroît en fonction de It et atteint son maximum
à -y = 0. Il faut aussi noter que Hmm7 = 1/2, c’est-à-dire la constante obtenue
pour le cas de la perte L2.
(b) Il faut noter que nous avons traité le cas uniforme que pour un échantillon de
taille n = 1. La généralisation des résultats obtenus dans te cas d’un échantillon
de taille n > 1 sera s72rement très compliquée.
3.3. DIsTRIBuTIoN DISCRÈTE
Dans cette section, nous traitons le problème d’estimation minimax d’un pa
ramètre 8 e(m) [0, m], m > O basé sur des observations issues d’une famille
de distributions discrètes de fonction de masse p. Nous commençons par pro
poser des propriétés générales sous une fonction de perte strictement convexe.
Ensuite, dans le cas particulier d’une fonction de perte quadratique et sous cer
taines conditions sur la distribution, nous proposons des conditions sur m pour
que la loi a priori la moins favorable soit concentrée sur {O, m}. Enfin, dans le
cas d’une perte LINEX et pour une distribution de Poisson, nous proposons des
conditions sur m pour lesquelles la loi a priori la moins favorable soit concentrée
sur {0, m}. Dans les deux cas, nous proposons soit des conditions nécessaires et
suffisantes, soit des conditions seulement suffisantes. Nous reprenons les résul
tats de Marchand et Parsian (2002, manuscrit non publié) pour les propriétés
générales et le premier cas d’une perte quadratique. Les résultats obtenus pour
la perte quadratique serons appliqués aux cas particuliers d’une distribution de
Poisson, d’une distribution Binomiale et d’une distribution Binomiale négative.
3.3.1. Préliminaires, notations et propriétés générales
Soient X1, X2, . ., X,- des variables aléatoires indépendantes identiquement dis
tribuées (le fonction de masse p, O O telles cine
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(j) P0(X = O) p9(0) est décroissant en O avec po(O) = 1,
(ii) le support de X est soit égal à {O, 1,2, ..., s} ou soit égal à {O, 1, 2,
...}.
Ces distributions sont assez générales. Par exemple, si nous considérons la famille
des distributions dite “ Modified Power Series11 (voir Johrison, Kotz et Kemp
(1992)). La fonction de masse d’une distribution d’une telle famille est de la
forme
p(x) = c(O)h(x)[g(O)}x,
avec c(9) = [htx)[g(e)]x] Mais, la fonction po(O) = c(O)h(O) est décroissante
en O si g est croissant en O. Nous posons c(O) [h(O)]—’. Nous avons alors
po(O) = 1. Dans cette grande famille de distributions, on retrouve, parmi d’autres,
les distributions suivantes
Binomiale (n, 9): c(O) = (1 — O)n, g(O) = O/(1 — O) et h(x)
= ().
Poisson (O) : c(O) exp(—O), g(O) = O et h(x) = 1/x!.
— Binomiale négative (n, O) : la fonction de masse est
P(X = xjp) = (‘)p(1 — p)I(x). On pose 1
—
p O/(n + O). Nous
avons c(O)
= (n/(n + O)), g(O) = O/(n + O) et h(x) (fl+X_1) Pour n = 1,
on retrouve la distribution Géométrique.
Soit la fonction de perte strictement convexe donnée par l’expression (3.2.2).
Pour c e [0, 1], on considère la loi a priori concentrée sur {0, m} donnée par
ir(O) = 1
— n(m) = c.
La loi a posteriori est également concentrée sur la frontière {0, m} et elle est
donnée par
f /‘(m) si = O,ir(0x) = 1 — ir(mx) =
O sinon.
avec x = (xi, X2,
..., x) et î/i(m) = c/(c + (1 — cu)p(O)).
Ainsi, la perte a posteriori est égale à
+ (1 — (rn))p(d — ni) si = 0.
E[p(d
— O)IXI= i=1
p(d — ni) sinon
-
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Cette perte a posteriori est minimisée par le choix de d = m et d = y(m)
suivant les valeurs de z où ya(m) est l’unique valeur qui minimise en d l’expression
suivante:
m)p(d) + (1- b(m))p(d
- in). (3.3.1)
En conséquence, la loi a priori concentrée sur les points {O, m} donne un
estimateur de Bayes de la forme
f y,(m) si = O,
t5a,m() (3.3.2)
in sinon.
Nous proposons, par l’exemple suivant, les estimateurs de Bayes 6a,m dans les
cas particuliers d’une perte L, q > 1 et d’une perte LINEX.
Exemple 3.3.1. (1) Pour ta perte L avec q> 1, nous avons
1/(q—1) —1
y(m) m [1 + (1 — (O)) ] . (3.3.3)
O (2) FouT ta perte LINEX, nous avons1 / +(1-)p(O)y(rn) = —log i . (3.3.4)
+ (1 — c)p(O)exp(—7m)j
Les résultats de l’exemple précédent ont été obtenus en calculant, pour
p(x) = jx et p(x) = exp(7x) —-yx— 1, la dérivée première de l’expression (3.3.1)
en d et en cherchant la valeur de U pour laquelle cette dérivée première est nulle.
Par la convexité de p, nous avons bien un minimum.
Nous mesurons la performance de l’estimateur de Bayes m par la fonction
de risque de cet estimateur et elle est donnée par
R(O,6m) p(m — O) +p(O)[p(y(m) — O) — p(rn
— 6)1. (3.3.5)
Nous somme présentement à la recherche de conditions pour lesquelles la loi
O a priori la moins favorable soit concentrée sur {O. rn}. Mais nous savons, par lethéorème 3.3.5 et le lemme 3.3.4 (appendice), qu’il est nécessaire que la fonction
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de risque de l’estimateur de Bayes S évaluée en O = O soit égale à celle évaluée
en O ni (c’est-à-dire R(O,6c,m) = R(ni,6c,m)) pour qu’une loi a priori irc.
concentrée sur les deux points {O, m} soit la moins favorable. Il s’en suit que si
un estimateur 6a,m satisfait à cette condition, nous l’appellerons “égalisateur” -
Le prochain lemme nous procure un unique “égalisateur”, pour chaque valeur de
m>O.
Lemme 3.3.1. Pour tous tes estimateurs de ta forme (8.3.2) et pour tout ni> O,
it existe exactement un “égalisateur” donné par:
f y(ni) si = O,
i=’
ni sinon
où y(m) satisfait à l’équation suivante en y
p(y)
=
p(y — rn)p(O). (3.3.6)
DÉMONSTRATION. En utilisant la relation (3.3.5) pour le risque de 6,, nous
avons
R(O, m) = p(ya(rn)) et R(m, 6) = p(y(m) — m)p(O).
La relation (3.2.11) est alors équivalente à la relation suivante
p(y(m)) = p(y(m) - ni)p(O).
Puisque Y,m prend toutes les valeurs de [O, ni] lorsque ci varie dans [0, 1], la
relation précédente est équivalente à la relation (3.3.6).
Soit la fonction A(y)
=
p(y)
—
p(y — ni)p(0), pour y [0, ni]. Cette fonction est
strictement croissante sur [O, ni] avec A(O) = —p(—m)p(O) < O et
A(m) = p(m) > O. Il existe alors un unique y e [O, ni] tel que L(y) = O. LI
Nous présentons, par l’exemple suivant, les formes des “égalisateurs” pour la perte
L q> 1.
Exemple 3.3.2. Pour ta perte L, q > 1. l’expression (3.3.6,) devient
y(ni) (rn
— y(m))’p(O).
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En divisant des deux côtés de l’expression précédente par y(m), nous pouvons
tirer ta valeur de y(m). Ette est donnée par:
n/q
t Pm 0ym = m
. 3.3.Z
1 pJ(O)
Quoiqu’il en n’est pas nécessaire, nous pouvons déduire de cette relation et de la
partie (1) de t’exempte 3.3.1, la valeur de cr correspondante à y(m). Elle est égale
a
p(0) y(m)
m>0.
l+p(O) rn
Le lemme qui suit, permet d’avoir quelques propriétés de la fonction y qui
nous serons utiles par la suite.
Lemme 3.3.2. Pour tout n > 1, s’il existe mo(n) telle que, pour tout m mo(n),
la loi a priori concentrée sur {0, m} est ta moins favorable alors
(1) ta fonction y(m) est croissante en m,
(2) y’(m) < 1.
DÉMONSTRATION. Nous savons que si la loi a priori m est la moins favorable,
alors nous aurons les égalités suivantes pour le risque minimax (m)
(m) = R(0. 6m) = R(m, 6m). (3.3.8)
La relation précédente est équivalente à
(m) = p(y(m)) = p(y(m)
- m)p(O). (3.3.9)
(1) D’une part, pour m < mo(n), la dérivée du risque ininimax de 6m est égale
3— î /R(m)
=
y (m)p (y(m)).3m
Par le lemme 3.2.1, y’(m)p’(y(m)) est positif. Comme la fonction de perte p est
strictement convexe (donc p’(x) > O pour x> 0), alors nous avons y’(m) 0.
(2) D’autre part, pour m < mo(n), la dérivée du risque minimax est égale à
=
(y’(m)
- 1)p’(y(m)
-
m)p(O) + p(g(m) -
$1
Par le lemme 3.2.1, (y’(m) — 1)p’(y(m) —m)p(O) +p(y(m) — m) [p,(O)]’ est positif.
Mais, comme la fonction p est strictement convexe alors p’(x) <0 pour x < O et
p(x) > p(O) = 0. En utilisant alors le fait que p(O) est décroissant en m, nous
avons y’(m)
— 1 0. Ce qui achève la démonstration. E
Nous allons proposer, par le théorème suivant, des conditions nécessaires pour
que
SU R(6, 6m) = max{R(0, 6m), R(m, 6m)} = R(O, 6m) = R(m, 6m). (3.3.10)
O<0<m
Théorème 3.3.1. Chacune des deux conditions suivantes sont nécessaires pour
que ta condition (3.3.10) se réatise (c’est-à-dire que 6m est minimax).
(1)
p(m) - p(y(m)) p’(y(m)), (3.3.11)
avec c=
—
(2)
p(y() — m) p’(y(m) — m), (3.3.12)
avec dpm(0)/ [(°(°)I0)] = [(logp0(0) 0=m)]
DÉMONSTRATION. Il est évident que si la condition (3.3.10) est vraie alors la
fonction de risque de 6m doit être décroissante en O = 0, et doit être croissante en
O = m. Mais, en utilisant l’expression (3.3.5) pour le risque de 6m, nous avons
et
Lo, = [p(m) — p(y(rn))j —
6m) = p (0) { p(y(m) - m) - p’(y(rn) - m) }.0= rn
Ce qui achève la démonstration. E
Nous appliquons les résultats du théorème précédent aux cas d’une fonction
de perte L q > 1 et d’une fonction de perte LINEX. Les résultats obtenus sont
donnés par les deux prochains corollaires respectivement.
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Corollaire 3.3.1. Pour une perte L q >1 et pour n 1, ta condition néces
saire (3.3.11) est réalisée si et seulement si m < mi(n), avec mi(n) solution de
l’équation en m suivante
m —
b(m)
= , avec b(m) = 1 +
n/q(0)
(3.3J3)
n b(m)
— 1 p(O)
Ceci veut dire que lorsque m > my(n), atoTs t’estimateuT de Bayes 5m n’est pas
minimax.
DÉMONSTRATION. Pour une perte la condition nécessaire (3.3.11) devient
— y(m) < y’(m). (3.3.14)
En divisant la relation précédente par (avec m O), nous avons
f( y(m)
cq
— n1(Ym))
Considérons la fonction suivante
/ \q—1y(m)
h(m) = ru — m (3.3.15)
ni(Y(m))
Il est facile de voir, par la relation (3.3.7), que la fonction y(m)/m, est décroissante
en ru, donc h(m) est croissante en ru avec h(O) = _2cq/(n(2
— 1)) O. Ce qui
achève la démonstration. LI
Remarque 3.3.1. Pour ta fonction de perte quadratique, nous avons
n/2 n
h(m) = mn — 2(mn — c)prn (O) — 2cp(O)
n(1+2p2(O))
Far conséquent, l’équation (3.3.13) est équivalente ?t l’équation suivante
mn + 2[mn — c]p2(O) — 2cp,(O) = O, avec c [LPo(o)
.
(3.3.16)
Corollaire 3.3.2. Pour une perte LINEX et une distribution de Poisson, nous
avons tes résultats suivants
(1) SZ 7 < —n, la condition nécessaire (3.3.12,) se réalise pour tout ru > O,
(2) si ‘y > —n, cette condition se réalise si et seulement si ru ru*(n, 7), où
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m*(n,y) solution de l’équation en h(m) = O
O où h(m) = (n + 7)(exp(7(y(m) - m)) -1) - n7(y(m) - m).
DÉMONSTRATION. Pour tout n> 1, la condition (3.3.12) devient:
(n + 7)(exp(7(y(m) — m)) — 1) — n7(y(m) — m) 0. (3.3.17)
Cette relation est équivalente à k7(m) < O.
Si
-y < —n, pour tout n> 1, il est facile de voir que h(m) < O, pour tout
m0.
Nous supposons que 7 > —n. La dérivée de la fonction h7 est donnée par
h(m) = 7(y’(m) — 1)[(n +7) exp(7(y(m) — m)) — n], pour m> O . Par le
lemme 3.3.2, nous avons y’(m) — 1 < O donc la fonction h7(m) et
k7(m) —7[(n + 7) exp(7(y(m) — m)) — n] ont le même signe. IViais, la
fonction k7(m) est croissante en m avec k7(O) = _72 < O. La fonction
h7(m) passe alors du négatif au positif. Mais, il est facile de voir avec la
relation (3.3.4) que lim y(rn) = +œ. Il s’en suit alors que lim h7(m) > O.
ni—. ni m -.œ
En utilisant le fait que h7(O) = O, nous avons h7(m) qui passe du négatif au
positif. Ceci nous donne le résultat.
Nous allons à présent proposer, à la sous-section suivante, par le théorème
3.3.2, pour la fonction de perte quadratique et sous certaines conditions sur la
distribution
(A) soit des conditions nécessaires et suffisantes sur m pour que lrm soit la loi
a priori la moins favorable et m soit minimax.
(B) soit des conditions seulement suffisantes sur m pour que ir soit la loi a
priori la moins favorable et soit minimax.
Nos conditions nécessaires et suffisantes et nos conditions suffisantes sont ob
tenus en montrant que la deuxième dérivée par rapport à O de la fonction de
risque de 5’m est croissante, pour tout in < m2(n) avec m2(n) défini par le théo
rème 3.3.2. Ce comportement de la deuxième dérivée conjugué à la contrainte
O R(O, ) R(m, ) nous permet de travailler avec la conditionR(O, < O. Mais, nous avons montré par le corollaire 3.3.1, que cette
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dernière condition est équivalente à m <m1(n), pour tout n 1. Alors, la condi
tion m mi(n) A m2(n) devient une condition suffisante. Et, de plus lorsque
m2(n) m;(n), cette dernière condition devient m < mi(n), c’est-à-dire une
condition nécessaire et suffisante. Nous appliquons ces résultats ensuite aux cas
d’une distribution de Poisson, d’une distribution de Binomiale et d’une distribu
tion Binomiale négative.
3.3.1.1. Perte quadratique
Dans cette sous-section, nous supposons en plus des conditions (i) et (ii), les
conditions suivantes
(iii) la fonction po(0) derivable en 6 et de dérivée continue en O, p(0) de
rivable en O et de dérivée continue,
(iv) p(0) croissante en O,
(y) p(0) décroissante en O.
Nous posons z(6) Op(0) et m2(n) inf{0: z’(O) <0}. Il faut noter que
m2(n) >0 puisque z’(O) = +1im6--p”(O) = p(0) >0, pour
toutn1.
Ces conditions de régularité sur po et ses dérivées (conditions (i) (y)) nous
servent à démontrer, par le prochain théorème, que la troisième dérivée de la
fonction de risque de 5m est positive pour m suffisamment petit.
Théorème 3.3.2. Sous la fonction de perte quadratique, nous avons tes résultats
suivants :
(1) Pour tout O 0(m) et m < m2(n), ta dérivée troisième de ta fonction de
risque est positive, c’est-à-dire, pour tout m < m2(n),
> 0, VO 0(m).
(2) Si m < mo(n) = mi(n) A m2(n) alors ta toi a priori ïrm est ta moins
favorable et t’estimateur de Bayes 6,,, est minimax.
(3) Si mi(n) < m2(n), la condition ru mi(n) est nécessaire et suffisante
pour que ta toi a priori rr, soit ta moins favorable et l’estimaterzr de Bayes
6m soit minimax.
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DÉMONSTRATION. (1) Pour une perte quadratique, la fonction de risque de
6m devient
R(e, 6m) (in - 0)2 +p(O)[m - y(m)J[20 - in - y(m)].
Les deux premières dérivées du risque de 6m sont données par
6m) = 2(m -0) + p(O)[m - y(m)][2&
- in
-
y(m) + 2p(O)[m
- y(m)1
et
R(0, 6m) = 2+ [m - y(m)] {%(O) + 2z(&) - (m + Y(m))P(O)].
En utilisant les hypothèses de cette sous-section, nous avons la deuxième
dérivée croissante en O pour tout in m2(n).
(2) C’est une conséquence du résultat (1) et de la discussion du dernier para
graphe à la fin de la section précédente.
(3) C’est une conséquence du résultat (2), de la discussion du dernier para
graphe à la fin de la section précédente et du théorème 3.3.8 (appendice).
D
Nous allons à présent appliquer ces résultats aux cas d’une distribution d’une
distribution de Poisson, d’une distribution Binomiale et d’une distribution Bino
miale négative.
Exemple 3.3.3. : Distribution de Poisson.
La fonction de masse d’une distribution de Poisson est donnée par
exp(0)0’
p0(x) = , x 0, 1, ... (3.3.18)
Nous avons alors p’(O) exp(—nO), p(0) = —nexp(—nO)
p0(O) = n2exp(—nO). Les conditions (i) v) sont alors toutes vérifiées. Ainsi,
nous pouvons appliquer te théorème précédent pour obtenir tes résultats de mini
maxité. Ces résultats sont donnés par le corollaire suivant.
Corollaire 3.3.3. Pour une distribution de Poisson, et pour une perte quadra
tique, l’estimateur de Bayes 6rn est minimax et 7Trn est ta toi a priori la moins
favorable si et seulement si in motu.) avec mo(n) = yo/n et Yo 0.912955 est
solution en y de léquation yexp(y) + 2(y — 1)exp(y/2) —2 = 0.
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DÉMoNsTRATIoN. Nous avons z’(O) = 2 exp(—n9)[1
— nO]. Ce qui nous donne
rn2(n) i/n. Par le théorème 3.3.2, l’estimateur de Bayes Sm est minimax pour
m < mo(n) my(n) A m2(n), pour tout n> 1. Mais, nous avons montré, par la
démonstration du corollaire (3.3.1), que h(m) < O si et seulement si m mi(n).
Comme h(m2(n)) = (e — 2)/(n(e + 2e’!2)) > O, pour tout n 1, alors nous
avons my(n) m2(n). Alors, par la partie (3) du théorème 3.3.2, la condition
m < m1 (n) est nécessaire et suffisante pour que lCm soit la moins favorable. Par
la remarque 3.3.1, l’équation h(m) O est équivalente à
mn exp(mn) + 2(mn — 1) exp(mn/2) — 2 = O. Si on pose y = mn dans l’équation
précédente, nous avons le résultat. LI
Exemple 3.3.4. : Distribution Binomiale
La fonction de masse d’une distribution de BernoutÏi est donnée par
Ox(1
— O)’, 0, .
Nous avons alors p(O) = (1 — O)”, p’(O) = —n(1 —
p0(O) = n(n — 1)(1 — 9)n_2 Les conditions (i) (y) sont toutes vérifiées,
nous utilisons alors te théorème précédent obtenir nos résultats de minimaxité.
Ces résultats sont donnés par le corollaire suivant.
Corollaire 3.3.4. Pour une distribution Bernoulli et pour une perte quadratique,
Ï’estimateur de Bayes 5m est minimax et 7m est la toi a priori ta moins favorable
si et seulement si ‘m < motu) avec mo(n) solution de l’équation
mn + 2(mn — 1)(1 — m)’/2 — 2(1 — m)” = O, pour n> 1.
DÉMONSTRATION. Nous avons pour n = 1, z’(O) O et pour n> 1,
z’(Q) = n(n
— 1)(1
— O)”[i — (n — 1)0]. Ceci nous donne m2(n) = œ, si n = 1
et m2(n) 1/(n — 1), pour n > 1. Par le théorème 3.3.2, l’estimateur de Bayes
5m est minimax pour m < mo(n) mi(n) Am2(n). Mais, nous savons, pour tout
n > 1, que h(m) < O si et seulement si m < mi(n).
Comme h(1/n) (1 — 2(1 — 1/n)”)/(n(l + 2(1 — 1/n)n/2)) > 0, pour tout n> 1
alors nous avons m,(n) < 1/n < m2(n). Mais, par la remarque 3.3.1, l’équation
O h(m) = O est équivalente à mn. + 2(mn — 1)(1 — m)”!2 — 2(1 — ni)” = 0. Par lethéorème 3.3.2 partie (3). nous avons le résultat. LI
$7
Remarque 3.3.2. Il faut remarquer que te corottaire précédent englobe aussi te
cas n = 1, mais d’une autre façon plus directe, nous avons
R(8, 6m) = 2 — 4(m — y(m)). Ce qui montre que ta condition m mo(1), avec
mo(1) 0.750 solution de l’équation 1 — 2m + (1 — m)’!2 = 0, est une condition
nécessaire et suffisante pour que ltm soit la loi a priori la moins favorable et 6m
soit minimax dans le cas où n = 1.
Remarque 3.3.3. Nous proposons, par le tableau suivant quelques valeurs de
mo(n). Nous observons que t’espace des paramètres 0(m) doit être assez petit
pour que ta loi a priori ta moins favorable soit concentrée sur la frontière de
0(m). De plus, nous avons mo(n) < 1/n et mo(n) est décroissante en n (ceci
vient du fait que n(1 + 2(1 — m)’/2)h(m) est croissante en n). Nous posons, pour
n > 1, y, nmo(n) et lim y = y. Nous pouvons alors vérifier que
n—Do
lim (y + 2(y — 1)(1 — y/)n/2 — 2(1 — y/n)) 0. Alors, y serait solutionn—Do
de l’équation en y de yexp(y) + 2(y — 1)exp(y/2) — 2 — 0. La valeur de y
est approximativement égale à 0.912955. Lorsque n est assez grand, nous avons
mo(n) 0.912955/n.
Il faut signaler que cet exempte a été traité par Marchand et MacGibbon (2000).
Mais, nous avons traité cet exemple à partir d’un cadre plus général. Ces derniers
ont aussi proposer un graphe qui donnent des valeurs de mo(n).
TAB. 3.1. Valeurs de mo(n) pour une distribution Bernoulli avec
la perte quadratique.
n 1 2 3 4 5 6 7 8 9 10
mo(n) 0.750 0.423 0.290 0.220 0.178 0.149 0.128 0.112 0.100 0.090
n 15 20 30 40 50 60 70 80 90 100
mo(n) 0.060 0.045 0.030 0.023 0.018 0.015 0.013 0.011 0.010 0.009
Exemple 3.3.5. : Distribution Binomiale négative
O La fonction de masse U ‘une distribution de géométrique estP(X
=
ip) p(l — p)’. x E E (0, 11 avec = (1
—
p)/p.
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On vent estimer te paramètre O = (1
—
p)/p. La fonction de masse devient
__
(1+0)x+’ et0>0.
Nous avons p(O) = (1 + 0)’, p(0) = —n(1 + 8)—n—’,
p(O) n(n + 1)(1 + 0)_n_2. Les conditions (i) à (u) sont toutes vérifiées.
Nons utilisons ators te théorème 3.3.2 pour obtenir nos résuttats de minimaxité.
Ces résultats sont donnés par le corollaire suivant.
Corollaire 3.3.5. Pour une distribution Géométrique, et pour une perte quadra-
tique, t’estimateur de Bayes 6m est minimax et 7m est ta toi a priori ta moins
favorable si m < mo(n) = m,(n) A m2(n) où m2(n) = 1/(n + 1) et m,(n) est
solution en m de l’équation mn(l + m)L + 2(mn — 1)(1 + m)”/2 — 2 = 0.
DÉMONSTRATION. Nous avons z’(O) = n(n + 1)(1 + O)[i — (n + 1)0], donc
m2(n) = 1/(n + 1). Par le théorème 3.3.2, l’estimateur de Bayes 6m est minimax
pour m < mo(n) mi(n) A m2(n). Ce qui achève la démonstration.
Remarque 3.3.4. Nous savons, pour tout n> 1, que h(m) <0 si et seulement
si m <m,(n). Mais, nous avons
1 n(n+2) —2(n+2)/2(n+ 1)n/2 9(n+ 1)’h(m2(n))
= n + 1 (n + 2) + 2(n + 2)r/2(n + 1)nh2
Les évaluations numériques de h(m2(n)), nous montrent que ce dernier est négatif
pour 1 < n < 11 et est positif pour 12 < n < 1000. D’après ces évaluations
numériques, nous pouvons dire que
f 2() pour 1 <n < 11
mo(n)
j m,(n) pour 12 < n <1000.
En utilisant alors (3) théorème 3.3.2, pour 12 < n < 1000, la loi a priori ‘ïrm
est la moins favorable et l’estimateur de Bayes 6m est minimax si et seulement si
m < mi(n) avec mi(n) défini par te corollaire précédent. Lorsque 1 n < 11. ta
loi a priori ir, est ta moins favorable et l’estimateur de Bayes 6m est minimax si
m < 1/(n+ 1).
Nous proposons par te tableau suivant, mo(n) pour différentes valeurs de n.
Q Nons observons que l’espace des paramètres doit être assez petit pour que la loi apriori la moins favorable soit concentrée sur sa frontière. Nous posons à présent.
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pour n 1, y,, = nmo(n) et lim y,, y. Nons pouvons alors vérifier que
n—00
lim(y,,(l + y/n) + 2(y,, — 1)(1 + y,,/n)/2 — 2) 0. Alors, y. serait solution
de l’équation en y de y exp(y) + 2(y — 1) exp(y/2) — 2 = 0. La valeur de Yt* est
approximativement égale à 0.912955. Lorsque n est assez grand,
mo(n) 0.912955/n.
TAB. 3.2. Valeurs de mo(n) pour une distribution Géométrique
avec la perte quadratique.
n 1 2 3 4 5 6 7 8 9 10
motu) 0.50 0.38 0.25 0.20 0.167 0.143 0.125 0.111 0.10 0.09
n 11 20 30 40 50 60 70 80 90 100
motu) 0.084 0.046 0.031 .023 0.018 0.015 0.013 0.011 0.010 0.009
Remarque 3.3.5. Nous pouvons noter que la limite de y,, = nmo(n) est la
même pour tes distributions Bernoulli, géométrique et de Poisson (c’est-à-dire
que y y
= yo). En effet, pour ces trois distributions, nous avons
limp(,,)(0) = exp(—yo). En pTenant la limite des membres de l’équation (3.3.16),
T,
—.00
nous avons y exp(y) + 2(y — 1) exp(y/2) — 2 = O avec y = 11m y,,.
n —œ
Nous allons à présent étudier, par la prochaine sous-section, le cas d’une dis
tribution de Poisson pour une fonction de perte LINEX.
3.3.1.2. Perte LINEX et distribution de Poisson
Dans cette sous section, nous traitons le cas d’une distribution de Poisson. Sa
fonction de masse est donnée par la relation (3.3.18). Nous considérons la fonction
de perte LINEX donnée par la relation (3.2.3). Wan, Zou et Lee (2000) ont étudié
ce problème et ont proposé, pour tout n> 1, des conditions suffisantes pour que
la loi a priori 7m soit la moins favorable et l’estimateur de Bayes 5m soit minimax.
Ici, nous proposons, par le théorème 3.3.3 et le théorème 3.3.4 respectivement
(Ï) pour 7 < O et n > 1, des conditions nécessaires et suffisantes pour que la loi
O a priori nm soit la moins favorable et l’estimateur de Bayes 6,,, soit minimax.(2) ROUf 7 > O et n > 1, des conditions suffisantes pour que la loi a priori n,,,
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soit la moins favorable et l’estimateur de Bayes 6m soit minimax. Il faut noter que
les conditions suffisantes que nous proposons sont meilleures que celles proposées
par Wan, Zou et Lee (2000).
Nos conditions nécessaires et suffisantes comme nos conditions suffisantes,
s’obtiennent de façon similaire au cas d’une distribution exponentielle sous la
perte LINEX. Il faut noter que les résultats obtenus dans le cas exponentiel et le
cas Poisson sont similaires.
Théorème 3.3.3. Pour tout 0, nous avons tes résultats suivants :
(1) La fonction de risque de 6m est convexe en O si et seulement si A.(rn) O
avec iL1(m) = 72+(n+7)2(exp(7y(m) —m)— 1)+7(rn—y(m)) exp(—7m).
De plus, lOTS que 7> 0, ta condition .4(m) O est équivalente à
m < m1(n,-y) où mi(n,-y) est solution de t’équation A(m) = O en m.
(2) Lorsque 7> 0, t’estimateur de Bayes 6m est minimax et ta toi a przorz rrm
est ta moins favorable si i-n < TIli (n, ).
DÉMONSTRATION. (1) La fonction de risque de 6 est donnée par:
R(O, 6m) (exp(7(m — O)) — 7(m
— O) — 1) + exp(—nO)[exp(7(y(m) — O)
exp(y(m
- )) + 7(m - y(m))j.
Nous pouvons écrire la deuxième dérivée de la fonction de risque de l’estimateur
de Bayes 6m de la façon suivante
R(6, 6m) = exp(7(m — Q))[72 + exp(—nO)[(n + 7)2(exp(7(y(m) — m)) — 1)
+ n27(m — y(m)) exp(—7(m
— O))Ï1, (3.3.18)
= exp(7(rn
— O))Ar,77t(O),
avec = 72 + exp(—nO)B7,(O),
OÙ By,m(O) = (n + 7)2(exp(7(y(m) — m)) — 1) + n27(m — y(m)) exp(7(8 m)).
Mais, pour 7 0, Bym(O) est croissante en 8. Nous avons alors
y,m(O) By,m(0), pour tout O e(m). Ceci nous donne
zt,Tfl(0) ‘y + exp(—nO)37m(0), pour tout O E e(m). Nous posons
A(rn) = A,1(0). Nous distinguons deux cas.
(a) Si B7m(0) est positif alors 1ty,m(0) est positif, pour tout O e e(m).
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(b) Si 37,m(0) est négatif alors A7.m(6) 47,m(0), pour tout 6 e(m).
Nous avons alors A7,m(O) 0 pour tout 6 e e(m) si et seulement si A7,m(0) O.
En outre, lorsque 7> 0, la fonction A7(m) est décroissante en m avec
A7(0) = 72 > O et lim A7(m) <O. Ceci nous donne le résultat.
m-œ
(2) C’est une conséquence directe du (1) et du théorème 3.3.8 (appendice). D
Pour obtenir nos conditions nécessaires et suffisantes, nous avons besoin du
prochain lemme.
Lemme 3.3.3. Sous ta fonction de peTte LINEX et pour 7 < 0 et n 1, nous
avons te résultat suivant
R(O,6a) >0, V 6e e(m) et m < m*(n,7),
où m*(7) est donné par te corottare 3.3.2.
DÉMoNsTRATIoN. Par la relation (3.3.18), la dérivée troisième du risque de c
est donnée par
R(9, ém) = — exp(7(m — 8))[7 + exp(—nO)[—(n + 7)3(exp((y(m) — m) — 1)
—n7(m
— y(m)) exp(7(m
— 8))Ï1
exp(7(m
— O))[—y3 + exp(—n6)H7(O,m)j,
où H7(6, m) = —(n + 7)3[exp(7y(m) — m) — 1] — 7n3(m
— y(m) exp(—7(m
— 6).
(1) Si < —n, le résultat est immédiat.
(2) Nous supposons i présent que —n <7 < 0. La fonction 117(6, m) est décrois
sante en O. Nous avons alors
H7(6,m) > H(m,m)
—(n + 7)3[exp(7y(m) — m) — 1] — n3 (m — y(m)),
>
—(n + 7)[exp(7y(m) — m)
—
1] — ‘n(m
— y(m)).
En utilisant alors la condition nécessaire (3.3.17), nous avons 117(0, m) > 0, pour
tout O e €(m) et in < m*(n ). Ce qui achève la démonstration. D
Théorème 3.3.4. Four < 0, la loi a priori 7F77 est ta moins favorable et t’esti
mateur de Bayes 6m est minimax si et seulement si ni. e {m : G7(m) 0} # O,
avec G,,(m)
= + nexp(7m) — (n + 7)exp(7y(m)) — n7(m — y(m)).
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DÉMONSTRATION. Par le lemme précédent, nous avons la dérivée troisième de
la fonction de risque positive pour tout m < m*(n, ‘y) et ‘y < O. La condition
(3.3.11) devient alors une condition nécessaire et suffisante pour que la fonction
de risque atteigne sou maximum en O et m. Mais, cette condition est équivalente
à G7,,(m) O. Puisque G7,n(m)I < O et G7,(O) = O alors l’ensemble
{m : G7,(m) O} n’est pas vide. En utilisant alors le théorème 3.3.8 (appendice),
nous avons le résultat. D
Remarque 3.3.6. Il est intéressant de remarquer que, pour tout n> 1 et ‘y < O,
{m: A(m) > O} {m: G7,(m) O}.
Conjecture 3.3.1. (1) Pour tout ‘y O, la condition nécessaire (3.3.11) se
réalise si et seulement si m < mo(n,’y) où mo(n,’y) est sotution de l’équation
G7,(m) = O avec G,(m) = ‘y+n exp(’ym)
— (n+’y) exp(’yy(m)) —n’y(m —y(m)).
(2) Pour ‘y < O, la toi a priori ‘irm est ta moins favorabte et t’estimateur de Bayes
6 minimax si et seulement si m < mo(n,’y).
(3) Pour tout ‘y <O, mo(n, ‘y) est décroissant en n.
Remarque 3.3.7. La partie (2) de ta conjecture est une conséquence de ta partie
(1) et du théorème 3.3.8 (apppendice).
La partie (3) de ta conjecture vient du fait que G7(m) est croissant en n et de
la partie (1). En effet si n1 <n2, alors G7,1(mo(n2,’y)) G7,2(mo(n2,’y)) = O.
Par la partie (1) de la conjecture, nous avons mo(ni,’y) mo(n2,’y).
Nous vérifions, par l’exemple suivant, que la conjecture est vraie dans le cas
particulier où ‘y —n.
Exemple 3.3.6. En utilisant la relation (3.3.7), pour ‘y = —n, n 1 et m > O,
nous avons
exp(nm)
— nm — 1y(m)=
n(exp(nm)
— 1)
La fonction G_,(m) est alors égale à :
G,(m.) = —n + n exp(—um) + n2(m — y(m)),
— n[— exp(—2nm) + 3 exp(—nm) + nm
— 21
— 1—exp(—nm)
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En se référant à t’exempte 3.2.4, nous avons O si et seulement si
m < mo(n, —n) avec motn, —n) solution de l’équation en m de G_,(m) = O.
Mais, si nons posons y = mn alors l’équation G_,(m) = O est équivalente à
l’équation
—exp(—2y)+3exp(—y)+y—2 = O et elle apour solution y = 1.15139.
Nous avons atoTs mo(n, —n) = 1.15139/n.
Pour finaliser cette section, nous présentons des évaluations numériques de la
fonction de risque de 6m, des fonctions mo(’y) et mi(’y) accompagnées de diverses
commentaires.
(1) Lorsque ‘y <o, nous savons que la condition nécessaire et suffisante pour
la loi a priori soit concentrée sur {O, m} est G7,(m) O. Nous avons tenté
en vain de démontrer, pour tout n > 1, que les conditions G7,(m) O
et m < mo(n,’y) sont équivalentes avec mo(n,’y) solution de l’équation
de G(m) = O. Mais, nous avons procédé à l’évaluation numérique
de l’ensemble {m G7,(m) > O} et nous constatons que cet ensemble
coïncide avec l’intervalle [O, motu, ‘y)]. Nous savons aussi que la condi
tion A7(m) > O est une condition nécessaire et suffisante pour laquelle
le risque de est convexe, donc une condition suffisante pour que la loi
a priori la moins favorable soit concentrée sur {O, m}. Nous avons évalué
numériquement l’ensemble {m : A7(m) O} et nous constatons que cet
ensemble coïncide avec l’intervalle [O, m (n, ‘y)] où m (n, ‘y) est solution de
l’équation 117(m) = O, représenté à la figure 3.8.
(2) Lorsque ‘y> O, nous savons que la condition m <m1 (n, ‘y) est une condi
tion nécessaire et suffisante pour laquelle le risque de 6m est convexe en O,
donc une condition suffisante pour que la loi a priori la moins favorable
soit concentrée sur {O, m}. IVIais, nous avons aussi évalué numériquement
les valeurs de mo(n, ‘y) pour lesquelles la loi a priori la moins favorable est
concentrée sur {O, m}. Ces évaluations numériques sont basées sur l’algo
Q rithme décrit dans le cas d’une distribution exponentielle sous la fonctionde perte LINEX (section 3.2.2).
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(3) Nous avons donné, pour n 1, quelques représentations graphiques de
la fonction de risque de 5’m en fonction de O pour différentes valeurs de
n-i et
‘y, dans des cas où t:lm est minimax et dans des cas où ïm n’est pas
minimax, par les figures 3.6 et 3.7 respectivement. À partir de la figure
3.8, où sont représentées en fonction de ‘y, pour n = 1, 3, 5, 10, les valeurs
de mo(n,’y) et mi(n,’y), nous constatons que
-
mo(n, ‘y) décroît en fonction de -y. C’est-à-dire que plus ‘y est grand, plus
l’intervalle, pour lequel la loi a priori la moins favorable est concentrée sur
{ 0, m} est petit. Par exemple, pour n = 1, si ‘y = —3, cet intervalle est
donné par [0, 1.951] et lorsque ‘y = 3, cet intervalle est [0, 0.5701.
- mi(n, ‘y) décroît avec ‘y et lorsque ‘y est grand, il faut que m soit assez
petit pour que la loi a priori la moins favorable soit concentrée sur {0, rn}.
De plus, il faut noter que mo(n,’y) 0.9129 lorsque ‘y O ce qui rejoint
le résultat de minimaxité pour la perte quadratique que nous avons à la
sous-section précédente (section 3.3.1.1).
O - rno(n, ‘y) et m (n, ‘y) décroissent en n. Lorsque n est grand, la loi a priorila moins favorable est concentrée sur {0, m}, si ni est assez petit.
o
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FIG. 3.1. Représentations graphiques de quelques fonctions G7(m)
en in pour 7 = 0.2, 1, 5 et 10
avec G(m) = 7+ (1
—
y) exp(7(y(m) — in)) — exp(—7m) —
pour la perte LINEX L(, d) = exp(7(d
—
— ‘7(d
— O) — 1,
et la fonction de densité s f(xlO) = exp(—(x —
Lorsque y> 0, nous avons {m: G(m) 0} = {m: 6m minimax }, avec
6m est l’estimateur de Bayes par rapport à la loi a priori qui concentre sa masse
sur les points {0, m} et 6m vérifie R(0, 6m) = R(m, 6m).
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FIG. 3.2. Représentations graphiques de quelques fonctions de
risque de 6m en O lorsque 6m est minimax
avec la perte LINEX L(O, U) = exp(7(d
— O)) — 7(U
— O) — 1,
et la fonction de densité : f(xjO) = exp(—(x
—
6m est l’estimateur de Bayes par rapport à la loi a priori qui concentre sa masse
sur les points {O, m} et 6m vérifie R(O, 6m) R(m, 6m).
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Pic. 3.3. Représentations graphiques de quelques fonctions de
risque de 6m en O lorsque 6m n’est pas minimax
avec la perte LINEX L(O, d) = exp(7(d — O)) —
— 8)
— 1,
et la fonction de densité s f(xIO) = exp(—(x —
67v, est l’estimateur de Bayes par rapport à la loi a priori qui concentre sa masse
sur les points {O, m} et 6m vérifie R(O, 6m) = R(m, 6m).
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FIG. 3.4. Représentations graphiques de mo(’y) et mr(7) en fonc
tion de
avec la perte LINEX $ L(8, d) = exp(7(d
— O)) — ‘y(d — O) — 1
et la densité : f(xIO) = exp(—(x —
Lorsque 7> 0 $ (1) nous avons {m : 5m minimax} {m $ G7(m) > 0} et
{m: R(O, m) convexe en 8} = {m: A7(m) 0}. (2)Far les évaluations
numériques, nous avons {m: G7(m) 0} = {m m < mo(7)} et
{m: A(m) 0} = {m in <m1(7)} avec mo(7) solution de l’équation
G(rn) = O et mi(7) solution de l’équation A7(m) = O.
Lorsque < O : (3) par les évaluations numériques, nous avons
{ m : 6m minimax } = {m $ in < mo(7)}. (4) Nous avons montré que
{m R(O,m) convexe en O} = {m: A7(m) > 0} = {rn: in <
est l’estimateur de Bayes par rapport à la loi a priori qui concentre sa masse
sur les points {O, rn} et 6m vérifie R(O, 6m)
=
R(m, 6m).
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O FIG. 3.5. Représentations graphiques de m7 en fonction deavec la perte LINEX : L(6, cl) = exp(7(d — O)) — 7(d
— O) — 1
et la fonction de densité f(xIO)
—
O), c m
Pour tout O, {m: c5m minimax} = {m m < m} avec m7 solution de
l’équation en m de H7(m) = O où
117(m) = I7I{-2(exp(ym) + exp(- 171m) -2) + m(1 - exp(-171m)) + 1712mtc_ m)}
8m est l’estimateur de Bayes par rapport à la loi a priori qui concentre sa masse
sur les points {O, m} et 6m vérifie R(O, 6m) = R(m, 6m).
o
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FIG. 3.6. Représentations graphiques de quelques fonctions de
risque de 6m en 8 lorsque 5m est minimax pour n = 1
avec la perte LINEX L(O, d) exp(7(d
— 8)) — ‘y(d — O) — 1,
et la fonction de masse pg(x) = exp(_8)8x/x!, z = 0, 1,
m est l’estimateur de Bayes par rapport à la loi a priori qui concentre sa masse
sur les points {0,m} et vérifie R(0,Sm) = R(m,6m).
E
o
0.008
E
. 0.006
0.004
0.002
C
0.01
o o
E
O 0.1 Q2 0.3 0.4 0.1o
101
FIG. 3.7. Représentations graphiques de quelques fonctions de
risque de 6m en O lorsque 6m n’est pas minimax pour n 1
avec la perte LINEX L(8, d) = exp(7(d
— 8)) —
— O) — 1,
et la fonction de masse : pg(x) = exp(_O)8x/x!, x = 0, 1,
6m est l’estimateur de Bayes par rapport à la loi a priori qui concentre sa masse
sur les points {0, m} et 6m vérifie R(0, &71) R(m, 6m).
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FIG. 3.8. Représentations graphiques de mo(-y,n) et m1(7,n) en
fonction de ‘y pour n = 1, 3, 5, 10
avec la perte LINEX L(&, U) = exp(’y(d
—
—
— 8) — 1,
et la fonction de masse p0(x) = exp(—8)&’/x!, x = 0, 1,
Lorsque ‘y < O (1) nous avons {m 6 minimax} = {m G7(m) 0} et
{m : R(8,6m) convexe en 8} = {m A7(m) > 0}.(2)Par les évaluations
numériques, nous avons {m: G7,(m) 0} = {m: m moQy, n)} et
{m : A),(m) > 0} = {m: in < m1(’y,n)} avec mo(’y,n) solution de l’équation
G7,(m) O et m1(’y,n) solution de l’équation A7(m) 0.
Lorsque -y> O : (3) par les évaluations numériques, nous avons
{ in 6m minimax } = {m m <m9Qy)}. (4) Nous avons montré que
{rn R(O, 6m) convexe en O} = {m A7(m) > 0} = {m: in < m’(’y, n)}.
6m est l’estimateur de Bayes par rapport à la loi a priori qui concentre sa masse
sur les points {0, m} et 6m vérifie R(0, 6m) = R(m, 6,).
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.CONCLUSION
L’inadmissibilité de l’estimateur du maximum de vraisemblance pour le pre
mier problème (premier chapitre) comme pour le deuxième problème (deuxième
chapitre) est donné par les travaux de Charras et van Eeden (1991a). Dans le
premier problème, si m est petit alors tout estimateur de Bayes par rapport à
une loi a priori orthogonalement invariante domine l’estimateur du maximum de
vraisemblance 6evm- Lorsque m n’est pas petit, nous avons des séries de condi
tions sur le multiplicateur g d’un estimateur orthogonalement invariant pour que
celui-ci domine Lorsque m < c.J et p assez grand, nous montrons que
l’estimateur de Bayes par rapport à la loi a priori uniforme sur (m) domine
Ces séries de conditions sont présentées dans le tableau 1.1. Aussi dans le
deuxième problème, si m est assez petit alors tout estimateur symétrique autour
de 1/2 et qui rétrécit vm autour de 1/2 le domine. Lorsque ‘m n’est pas petit, nous
avons des séries de conditions pour lesquels 6evm est dominé par un estimateur sy
métrique autour de 1/2. Ces series de conditions sont données dans le tableau 2.1.
Pour les problèmes d’estimation minimax traités dans cette thèse, nous pro
posons parfois des conditions nécessaires et suffisantes, parfois des conditions
suffisantes pour lesquelles la loi a priori la moins favorable soit concentrée sur
la frontière de l’espace paramétrique. Ces conditions sont toujours de la forme
in < in0. Par exemple, dans le deuxième chapitre, nous avons obtenus des condi
tions suffisantes pour la minimaxité. Une voie de recherche pourrait être de trou
ver des conditions nécessaires et suffisantes sur in pour ce problème.
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Dans le troisième chapitre, nous avons utilisé les fonctions de perte quadra-
tique et LINEX pour proposer des solutions minimax. Une autre voie de recherche
serait de considérer d’autres pertes asymétriques comme la perte
L(6, cl) c(d
— O)21{d<o) + c2(d
—
pour tout c1 et e2. J’ai commencé à
travailler sur ce problème et j’ai obtenu quelques résultats.
J’ai également travaillé le cas d’une distribution Binomiale et Géométrique
avec l’utilisation d’une perte LINEX. Mais, j’ai obtenu quelques résultats simi
laires au cas d’une distribution de Poisson sous la perte LINEX. Ce qui me fait
penser qu’il sera possible dans l’avenir de généraliser en utilisant une famille de
distributions discrètes et une perte LINEX, pour trouver des solutions minimax.
Il serait aussi intéressant de traiter le cas de la classe de distributions dite
Modified Power Series” pour une perte quadratique en essayant de vérifier les
conditions (i) (y) de la sous-section 3.3.1.1.
Il faut noter que Bader et Bischoff (2003) ont considéré le problème d’esti
mation minimax d’un paramètre 0 lorsque ce dernier appartient à un intervalle
, [0e, Oo + m], m et 0() connus. Ils traitent une grande classe de distributions conti
nues avec des pertes strictement convexes. Ainsi, ils montrent l’existence de m0 tel
que pour m < m0 la loi a priori la moins favorable est concentrée sur {O, Oo +m}.
Mais, ils ne donnent pas explicitement les valeurs de m0.
Une dernière proposition de recherche serait une généralisation des résultats
du deuxième chapitre avec l’utilisation d’une fonction de perte symétrique autre
que les pertes traitées dans cette thèse chapitre.
o
APPENDICE
On considère X l’espace échantillonnai et A une tribu sur X. Soit une famille
de lois de probabilités P définies sur A. Si le vecteur aléatoire X associé aux
observations prend ses valeurs dans X et a pour loi de probabilité £(X) E P,
alors on dit que le triplet (X, A, P) est un modèle statistique. Lorsque P s’écrit
{ P0, 6 e e}, O est dit l’espace paramétrique. On dira dans ce cas que le modèle
statistique est paramétrisé et il est noté par (X, A, e). Une fois le modèle statis
tique construit, on cherche à établir une inférence sur le paramètre 8. On utilise
l’observation x pour estimer la valeur du paramètre Q inconnue du statisticien.
Le rôle de ce dernier consiste à tirer une conclusion concernant ce paramètre 8 en
utilisant toujours l’observation x. Cette conclusion est appelée décision en statis
tique. Elle est choisie parmi un ensemble de décisions noté V. Cet ensemble est
appelé l’espace des décisions. On munit cette espace d’une tribu B tel que (V, B)
est un espace mesurable et que la tribu B soit assez grande pour contenir tous les
singletons de V.
Pour mesurer la précision d’une décision, on introduit une fonction appelée fonc
tion de perte.
Définition 3.3.1. On appelle fonction de perte (ou de coût espéré), la fonction
L définie sur O x V à valeurs dans ll telle que VO ê e ta fonction suivante
L(O.) : D W,
est mesurable.
Cette notion est nécessaire au traitement des notions de minimaxité et admis
sibilité (définitions 3.3.4 et 3.3.5).
Définition 3.3.2. On appelle règle de décision, toute fonction mesurable de X
vers V.
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Nous notons par A, l’ensemble des règles de décisions.
On désigne par {X, A, , V, B, L} le modèle paramétrique décisionnel. On cherche
à minimiser la fonction de coût par l’intermédiaire du coût moyen ou risque
fréquentiste défini par
R exA—llu{œ}
(8,6)
, f L(0,6(x))P0(dx).
Cette fonction est utilisée pour comparer deux règles de décisions. La meilleure
règle est celle qui a le plus petit risque possible.
Définition 3.3.3. Une règle 6 domine une autre Tègte 6 si R(., 6) < R(., 6,) et
R(00, 6) <R(80, 6,) pour un certain paramètre o e.
Définition 3.3.4. Une règle 6 est inadmissible s’il existe une Tègle 6 telle que
6, domine 6. Dans le cas contraire, on dit que 6 est admissible.
Ce critère de dominance induit un ordre partiel sur l’espace des décisions V
en comparant les risques fréquentistes des estimateurs.
Le critère minimax présenté ci-dessous est en fait “une assurance contre le
pire”, au sens où il vise à minimiser les pertes dans le cas le plus défavorable.
Définition 3.3.5. Une règle 6 est minimax si:
supR(0,60) infsupR(0,6).
oEe ‘ 9r9
C’est-à-dire qu’une règle est minimax si elle minimise le risque maximal.
Le risque de Bayes de la règle 6 par rapport la probabilité a priori n est donné
par la quantité suivante
r(n, 6)
= f R(t, 6)n(dt).
Il représente le risque moyen calculé à partir de la loi de probabilité a priori.
Définition 3.3.6. Une règle 6 est une règle de Bayes par rapport à la loi a priori
n si r(n, 6) = infr(n, 6).
Il existe plusieurs relations entre la minimaxité et les règles de Bayes. La loi
a priori la moins favorable (definition 3.3.7) sert principalement de lien entre la
minimaxité et les règles de Bayes.
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Définition 3.3.7. Une toi a priori n0 est ta moins favorable si
infr(no,6) = supinfr(n,6).
C’est-à-dire qu’une toi a priori est ta moins favorable si elle maximise te plus petit
risque de Bayes.
Les résultats suivants donnent des liaisons qui existent entre la minimaxité,
la loi a priori la moins favorable et les estimateurs de Bayes.
Considérons les conditions suivantes données par Kempthorne (1987)
A : Pour toute loi a priori n sur l’espace paramétrique e, l’estimateur de
Bayes 6 par rapport à n est unique, pour tout O E e presque partout.
B Si {n, i 1} est une suite de lois a priori sur e qui converge faiblement
vers une loi n, alors les fonctions de risque R(., 6j, i 1 des estimateurs
de Bayes 6,, par rapport à n, convergent uniformément vers la fonction
de risque R(., 6,) de l’estimateur de Baves 6 par rapport à n.
C l’espace paramétrique O est un espace métrique compact.
D : Pour totit estimateur 6, la fonction de risque R(O, 6) de 6 est une fonction
continue supérieurement en O.
E Pour tout estimateur 6 de 8, la fonction de risque R(O, 6) (le 6 est une
fonction analytique de O.
Théorème 3.3.5. Kempthorne (1987)
(1) Supposons qu’une toi a priori n0 vérifie les conditions A et B. Si n0 est ta
moins favorable et 6 est la règle de Bayes pour n0 alors
sup R(O, 6,,.,) inf rQiro, 6). (3.3.19)
oee
(2) Si une loi a priori n0 est telle que ta relation (3.3.19,) est vraie alors elle
est ta moins favorable.
Q Théorème 3.3.6. Kempthorne (1987)Sous tes conditions A à E, la loi a priori ta moins favorable n0 existe.
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Théorème 3.3.7. Kempthorne (1987)
Sous tes conditions A à E, ta toi a priori ta moins favorable vérifie au moins une
des propriétés suivantes
(1] ta fonction de risque de t’estimateur de Bayes c5, par Tapport à n0 est
constante sur O,
(2) te support de n0 est discret et fini.
Corollaire 3.3.6. Kempthorne (1987)
Si n0 est une toi a priori ta moins favorable alors t’estimateur de Bayes par rapport
à est minimax.
Comme le montre le prochain lemme, pour qu’un estimateur de Bayes t5,
associé à la loi a priori n0 soit minimax, il est nécessaire qu’il soit “égalisateur’,
c’est-à-dire que sou risque soit constant sur le support de n0.
Lemme 3.3.4. Soit S, un estimateur de Bayes par rapport à ta toi a priori n0
discret sur tes points
°1, 02, ..., Ok avec tes probabilités respectives Pi, P2 ,Pk où
p > 0, V i = 1, 2, ..., k. Pour que ta relation (3.3.19) soit vraie, il est nécessaire
que R(0’,0) R(02,0) = R(0k,6,0).
DÉMONSTRATION. Le risque de Bayes de est donné par:
= R(0S)
Supposons à présent que le risque R(O, 6,,.,) de c5 ne soit pas constant en 0. Soit
j tel que
max R(0,5,.0)
Nous avons alors les relations suivantes
supR(O,9) > R(O,60)
=
>
> infr(no,).
Ce qui veut dire que la relation (3.3.19) est fausse. D
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Nous terminons par le théorème récapitulatif suivant qui donne non seulement
une condition suffisante pour la minimaxité d’un estimateur 6, mais aussi une
condition nécessaire basée sur la partie (2) du théorème 3.3.5 et l’unicité des règles
de Bayes 7to
Théorème 3.3.8. Étant donnée une toi a priori n0, ta règle 5 associée à n0 est
minimax si et seulement si ta relation (3.3.19) est vraie.
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