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ABSTRACT
We present the results from a systematic analysis of the X-ray continuum (‘hard’)
time-lags and intrinsic coherence between the 2−4 keV and various energy bands in the
0.3−10 keV range, for ten X-ray bright and highly variable active galactic nuclei (AGN).
We used all available archival XMM-Newton data, and estimated the time-lags follow-
ing Epitropakis & Papadakis (2016). By performing extensive numerical simulations,
we arrived at useful guidelines for computing intrinsic coherence estimates that are
minimally biased, have known errors, and are (approximately) Gaussian distributed.
Owing to the way we estimated the time-lags and intrinsic coherence, we were able to
do a proper model fitting to the data. Regarding the continuum time-lags, we are able
to demonstrate that they have a power-law dependence on frequency, with a slope of
−1, and that their amplitude scales with the logarithm of the light-curve mean-energy
ratio. We also find that their amplitude increases with the square root of the X-ray
Eddington ratio. Regarding the intrinsic coherence, we found that it is approximately
constant at low frequencies. It then decreases exponentially at frequencies higher than
a characteristic ‘break frequency.’ Both the low-frequency constant intrinsic-coherence
value and the break frequency have a logarithmic dependence on the light-curve mean-
energy ratio. Neither the low-frequency constant intrinsic-coherence value, nor the
break frequency exhibit a universal scaling with either the central black hole mass, or
the the X-ray Eddington ratio. Our results could constrain various theoretical models
of AGN X-ray variability.
Key words: galaxies: active – X-rays: galaxies – accretion, accretion discs – galaxies:
Seyfert – relativistic processes
1 INTRODUCTION
According to the currently accepted paradigm, active galac-
tic nuclei (AGN) contain a central, super-massive (MBH ∼
106−9 M) black hole (BH), onto which matter accretes in a
disc-like configuration. A fraction of the low-energy photons
emitted by the disc is assumed to be Compton up-scattered
by a population of high-energy (∼ 100 keV) electrons, which
is often referred to as the X-ray corona. The Compton up-
scattered disc photons form a power-law spectrum that is
observed in the X-ray spectra of AGN. We will henceforth
refer to this source as the X-ray source, and to its emission
as the X-ray continuum emission.
In addition to spectral studies, X-ray variability studies
can also provide valuable information that can be used to
understand the nature of the X-ray source in AGN, which
? E-mail: epitrop@physics.uoc.gr
remains largely unknown. One particular, and rather pow-
erful, variability analysis tool is the estimation of ‘time-
lags’ (delays) between temporal variations of the X-ray con-
tinuum emission in different energy bands (we will hence-
forth refer to these time-lags as the continuum time-lags).
Such studies were first performed for X-ray binaries (XRBs;
e.g. Miyamoto & Kitamoto 1989; Nowak & Vaughan 1996;
Nowak et al. 1999; Pottschmidt et al. 2000), which are also
thought to be compact accreting systems, where the cen-
tral BH has a mass of ∼ 10 M. Several characteristics of
continuum time-lags in XRBs have since been established:
a) variations in hard energy-bands are delayed with respect
to variations in softer energy-bands, b) the time-lags have
an approximately power-law dependence on temporal fre-
quency (with their magnitude decreasing with increasing
frequency), and c) the magnitude of the continuum time-
lags at a given frequency has an approximately log-linear
dependence on the energy separation of the light curves.
© 2016 The Authors
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Continuum time-lags with similar characteristics were later
reported in several AGN as well (e.g. Papadakis et al. 2001;
McHardy et al. 2004; Are´valo et al. 2006, 2008; Sriram et al.
2009).
Apart from the time-lags, an additional (potentially
useful) tool in understanding the nature of the X-ray vari-
ability in compact accreting objects is the so-called coher-
ence function, which is a measure of the degree of correlation
between variations in two light curves as a function of tempo-
ral frequency (Vaughan & Nowak 1997, henceforth VN97).
When correcting for the effect of Poisson noise, the intrinsic
coherence in XRBs is generally observed to be frequency-
and energy-dependent, remaining close to unity for a wide
range of frequencies and for light curves with a small en-
ergy separation (VN97). This behaviour is observed in AGN
as well, although, contrary to time-lags, quantitative stud-
ies of the energy- and frequency-dependence of the intrinsic
coherence are limited. This is partly because the methods
of intrinsic coherence estimation have not been established
as well as the time-lag estimation methods, and because its
interpretation is less straight-forward.
The main aim of our work is to perform a systematic
study of the energy- and frequency-dependence of the con-
tinuum time-lags and of the intrinsic coherence in AGN. To
this end, we chose a sample of ten X-ray bright and vari-
able AGN that have been observed many times by XMM-
Newton. We relied on the work of Epitropakis & Papadakis
(2016, EP16 hereafter) to calculate time-lags that are min-
imally biased, have known errors, and are approximately
Gaussian distributed. Following their work, in this paper we
also present the results from an extensive study of the sta-
tistical properties of the traditional, Fourier-based intrinsic
coherence estimator. We provide practical guidelines that
can be used to compute intrinsic coherence estimates that
are minimally biased, have known errors, and are approxi-
mately Gaussian distributed.
We used all the existing XMM-Newton archival data
for these objects to estimate the time-lags and intrinsic co-
herence between light curves in various energy bands. Our
results provide a quantitative description of the dependence
of the time-lags and intrinsic coherence on frequency and
energy in AGN. We also provide results regarding their scal-
ing with BH mass and (X-ray) Eddington ratio. Our results
could be used to constrain theoretical models for the X-ray
variability in AGN.
2 OBSERVATIONS AND DATA REDUCTION
Table 1 lists the details of the XMM-Newton observations
we used. Column 1 lists the source name, redshift, z (taken
from the NASA/IPAC Extragalactic Database (NED)), cen-
tral BH mass, MBH, estimate in units of M6 = 106 M (along
with the respective reference below the listed value), and
the mean 2 − 10 keV luminosity, L2−10, in units of L43 =
1043 erg s−1. The luminosity was determined using the mean
2 − 10 keV fluxes listed in the RXTE AGN Timing & Spec-
tral Database, and the respective luminosity distance val-
ues listed in the NED (assuming a Λ-CDM cosmology with
H0 = 73 km sec−1 Mpc−1, Ωm = 0.27, and ΩΛ = 0.73). The
only exception is IRAS 13324–3809, which is not listed in
the former database, for which we used the mean flux re-
ported by Dewangan et al. (2002). In the same column we
also list the ratio of the 2 − 10 keV luminosity over the Ed-
dington luminosity (henceforth, the X-ray Eddington ratio,
λX). Columns 2 and 3 of the same figure show the identifi-
cation number (ID) of each observation and net exposure in
units of ksec, respectively.
We processed data from the XMM-Newton satellite us-
ing the Scientific Analysis System (SAS, v. 14.0.0; Gabriel
et al. 2004). We only used EPIC-pn (Stru¨der et al. 2001)
data. Source and background light curves were extracted
from circular regions on the CCD. The source regions had a
fixed radius of 800 pixels (40′′) centred on the source coor-
dinates listed on the NASA/IPAC Extragalactic Database.
The positions and radii of the background regions were de-
termined by placing them sufficiently far from the location
of the source, but within the boundaries of the same CCD
chip.
Source and background light curves with a bin size of
10 sec were extracted, using SAS command evselect, in the
following energy bands: 0.3 − 0.5, 0.5 − 0.7, 0.7 − 1, 0.3 − 1,
1−2, 2−4, 4−5, 5−7, and 7−10 keV. We included the criteria
PATTERN==0–4 and FLAG==0 in the extraction process,
which select only single- and double-pixel events and reject
‘bad’ pixels from the edges of the detector CCD chips. Pe-
riods of high flaring background activity owing to solar ac-
tivity were determined by observing the 10 − 12 keV light
curves (which contain very few source photons) extracted
from the whole surface of the detector, and subsequently
excluded during the source and background light curve ex-
traction process.
We checked all source light curves for pile-up using
the SAS task epatplot, and found that only observations
0670130201, 0670130501, and 0670130901 of Ark 564 are af-
fected. For those observations we used annular instead of
circular source regions with inner radii of 280, 200, and 250
pixels (the outer radii were held at 800 pixels), respectively,
which we found to adequately reduce the effects of pile-up.
The background light curves were then subtracted from
the corresponding source light curves using the SAS com-
mand epiclccorr. Most of the resulting light curves were con-
tinuously sampled, except for a few cases that contained a
small (. 5 per cent of the total number of points in the
light curve) number of missing points. These were either
randomly distributed throughout the duration of an obser-
vation, or appeared in groups of . 100 points. We replaced
the missing points by linear interpolation, with the addition
of the appropriate Poisson noise.
3 TIME-LAG ESTIMATION
We calculated the time-lag estimates between light curves
in seven energy bands, and the light curves in the 2 − 4 keV
energy band (henceforth, the reference band; the reason for
this particular reference band choice is explained in Section
4). The energy bands, along with their mean energy, E, are
listed in column 2 of Table 2. In the case of MCG–5-23-16,
which has a very low count rate at energies . 1 keV (owing
to the fact that it is an absorbed AGN), we used light curves
in the entire 0.3 − 1 keV energy band. We chose the energy
bands to be as narrow as possible to maximise energy reso-
lution, while at the same time maintaining a relatively high
MNRAS 000, 1–26 (2016)
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Table 1. XMM-Newton observations log. Sources are listed in order of decreasing net exposure.
(1) (2) (3) (1) (2) (3)
Source Obs. ID Exp. Source Obs. ID Exp.
(ksec) (ksec)
1H 0707–495 Mrk 766
z = 0.040568 0110890201 40.6 z = 0.012929 0109141301 128.5
MBH = 5.2 ± 3.2M6 0148010301 76.4 MBH = 1.76+1.56−1.40M6 0304030101 94.8
Pan et al. (2016) 0506200201 38.6 Bentz et al. (2009) 0304030301 98.4
L2−10 = 1.4L43 0506200301 38.6 L2−10 = 1.1L43 0304030401 94.1
λX = 0.04 ± 0.01 0506200401 40.6 λX = 0.042 ± 0.036 0304030501 94.2
0506200501 40.8 0304030601 85.2
0511580101 112.0 0304030701 29.1
0511580201 99.6 Ark 564
0511580301 85.7 z = 0.024684 0006810101 10.6
0511580401 81.3 MBH = 2.32 ± 0.41M6 a 0206400101 98.9
0554710801 59.6 L2−10 = 2.2L43 0670130201 59.0
0653510301 111.9 λX = 0.06 ± 0.01 0670130301 55.4
0653510401 122.7 0670130401 56.1
0653510501 115.2 0670130501 66.8
0653510601 113.6 0670130601 60.4
MCG–6-30-15 0670130701 47.1
z = 0.007749 0029740101 80.5 0670130801 57.7
MBH = 1.6 ± 0.4M6 0029740701 123.0 0670130901 55.4
Bentz et al. (2016) 0029740801 124.1 IRAS 13224–3809
L2−10 = 0.6L44 0111570101 43.1 z = 0.065799 0110890101 60.8
λX = 0.025 ± 0.006 0111570201 52.9 MBH = 5.75 ± 0.82M6 0673580101 57.0
0693781201 131.6 Zhou & Wang (2005) 0673580201 86.7
0693781301 130.0 L2−10 = 0.7L43 0673580301 84.3
0693781401 48.4 λX = 0.0058 ± 0.0008 0673580401 114.4
NGC 4051
z = 0.002336 0109141401 105.9 MCG–5-23-16
MBH = 1.73+0.55−0.52M6 0157560101 49.9 z = 0.008486 0112830401 21.6
Denney et al. (2010) 0606320101 45.2 MBH = 7.9 ± 0.4M6 0302850201 110.7
L2−10 = 0.04L43 0606320201 44.0 Oliva et al. (1995) 0727960101 127.5
λX = 0.0016 ± 0.0005 0606320301 24.6 L2−10 = 1.7L43 0727960201 133.2
0606320401 24.1 λX = 0.014 ± 0.007
0606321301 30.1
0606321401 39.2 NGC 7314
0606321501 35.6 z = 0.004763 0111790101 43.2
0606321601 41.4 MBH = 0.87 ± 0.45M6 0311190101 82.0
0606321701 38.3 McHardy (2013) 0725200101 125.3
0606321801 21.0 L2−10 = 0.1L43 0725200301 130.5
0606322001 23.8 λX = 0.008 ± 0.004
0606322101 37.6
0606322201 36.3 Mrk 335
0606322301 42.2 z = 0.025785 0101040101 31.6
PKS 0558-403 MBH = 26 ± 8M6 0306870101 126.5
z = 0.137200 0117710601 15.9 Grier et al. (2012) 0510010701 16.7
MBH = 250+50−190 0117710701 19.4 L2−10 = 1.4L43 0600540501 80.7
Gliozzi et al. (2010) 0555170201 113.7 λX = 0.004 ± 0.001 0600540601 114.1
L2−10 = 70L43 0555170301 120.5
λX = 0.018 ± 0.009 0555170401 123.3
0555170501 124.1
0555170601 115.3
a Estimated using equation 5 in Vestergaard & Peterson (2006), for the FWHM(Hβ) and λLλ(5100 ) values in Romano et al. (2004)
mean count rate to minimise Poisson noise effects. We also
considered the 0.3 − 1 vs. 2 − 4 keV band time-lags to deter-
mine the frequency range over which we fitted the observed
time-lags at low frequencies (see Section 3.1). We used light
curves with a bin size of ∆t = 10 s. The time-lags were es-
timated following the prescription of EP16 to ensure that
they (approximately) follow a Gaussian distribution with
know errors. We provide below a short description of our
methodology.
We first partitioned all available light curves in each
energy band into m segments of duration T = 20 ksec (the
number of segments is listed in column 1 of Table 2).
For a given pair of segments we calculated the so-called
cross-periodogram at the frequencies νp = p/N∆t, where
MNRAS 000, 1–26 (2016)
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Table 2. The number of light curve segments, m, mean count rate in each energy band, and the frequency νcrit (νmax) below which
time-lags (intrinsic coherence) can be reliably estimated.
(1) (2) (3) (4) (1) (2) (3) (4)
Source E (E) Mean c.r. νcrit/νmax Source E (E) Mean c.r. νcrit/νmax
(keV) (cts/sec) (10−4 Hz/10−4 Hz) (keV) (cts/sec) (10−4 Hz/10−4 Hz)
0.3 − 0.5 (0.40) 1.454 13.9/6.8 0.3 − 0.5 (0.40) 14.080 13.0/6.1
0.5 − 0.7 (0.60) 1.134 15.1/6.9 0.5 − 0.7 (0.60) 10.388 14.0/6.2
0.7 − 1.0 (0.85) 1.003 17.5/7.2 0.7 − 1.0 (0.85) 9.362 16.4/6.4
1H 0707–495 1.0 − 2.0 (1.50) 0.528 22.0/7.5 Ark 564 1.0 − 2.0 (1.50) 9.149 19.6/6.6
m = 51 2.0 − 4.0 (3.00) 0.106 m = 22 2.0 − 4.0 (3.00) 2.115
4.0 − 5.0 (4.50) 0.018 9.0/1.8 4.0 − 5.0 (4.50) 0.329 10.1/1.8
5.0 − 7.0 (6.00) 0.020 7.2/1.8 5.0 − 7.0 (6.00) 0.326 11.4/1.8
7.0 − 10 (8.50) 0.004 2.6/— 7.0 − 10 (8.50) 0.119 4.3/0.9
0.3 − 0.5 (0.40) 5.909 11.8/7.0 0.3 − 0.5 (0.40) 0.824 4.2/2.7
0.5 − 0.7 (0.60) 4.826 12.8/8.2 0.5 − 0.7 (0.60) 0.560 4.4/2.7
0.7 − 1.0 (0.85) 3.538 14.1/8.4 0.7 − 1.0 (0.85) 0.429 6.7/3.1
MCG–6-30-15 1.0 − 2.0 (1.50) 7.019 17.2/8.9 IRAS 1.0 − 2.0 (1.50) 0.233 8.8/3.3
m = 34 2.0 − 4.0 (3.00) 3.326 13224-3809 2.0 − 4.0 (3.00) 0.051
4.0 − 5.0 (4.50) 0.752 12.1/5.4 m = 18 4.0 − 5.0 (4.50) 0.010 2.0/0.8
5.0 − 7.0 (6.00) 0.889 11.2/4.1 5.0 − 7.0 (6.00) 0.012 2.2/0.8
7.0 − 10 (8.50) 0.370 8.4/1.8 7.0 − 10 (8.50) 0.003 —
0.3 − 0.5 (0.40) 5.447 28.0/14.2
0.5 − 0.7 (0.60) 3.671 28.4/14.2 0.3 − 1.0 (0.65) 0.603 1.8/0.8
0.7 − 1.0 (0.85) 2.422 32.9/14.7
NGC 4051 1.0 − 2.0 (1.50) 2.789 37.4/15.2 MCG–5-23-16 1.0 − 2.0 (1.50) 5.642 4.4/3.2
m = 25 2.0 − 4.0 (3.00) 1.177 m = 18 2.0 − 4.0 (3.00) 6.860
4.0 − 5.0 (4.50) 0.298 16.5/5.1 4.0 − 5.0 (4.50) 1.928 3.5/2.6
5.0 − 7.0 (6.00) 0.383 12.8/5.5 5.0 − 7.0 (6.00) 2.484 3.7/2.1
7.0 − 10 (8.50) 0.159 7.1/3.1 7.0 − 10 (8.50) 1.188 3.2/1.5
0.3 − 0.5 (0.40) 5.059 5.1/2.9 0.3 − 0.5 (0.40) 0.079 1.9/—
0.5 − 0.7 (0.60) 3.503 5.3/2.9 0.5 − 0.7 (0.60) 0.096 4.1/0.9
0.7 − 1.0 (0.85) 3.350 6.3/3.0 0.7 − 1.0 (0.85) 0.284 7.6/2.5
PKS 0558–504 1.0 − 2.0 (1.50) 3.980 6.8/3.1 NGC 7314 1.0 − 2.0 (1.50) 2.075 15.5/9.1
m = 28 2.0 − 4.0 (3.00) 1.207 m = 18 2.0 − 4.0 (3.00) 1.621
4.0 − 5.0 (4.50) 0.224 2.8/1.5 4.0 − 5.0 (4.50) 0.406 10.1/3.3
5.0 − 7.0 (6.00) 0.241 2.2/0.8 5.0 − 7.0 (6.00) 0.505 10.8/3.4
7.0 − 10 (8.50) 0.109 2.1/— 7.0 − 10 (8.50) 0.236 0.6/1.7
0.3 − 0.5 (0.40) 4.097 9.2/6.9 0.3 − 0.5 (0.40) 3.777 4.2/2.7
0.5 − 0.7 (0.60) 2.755 11.5/7.4 0.5 − 0.7 (0.60) 2.584 5.3/2.9
0.7 − 1.0 (0.85) 2.165 11.8 7.5 0.7 − 1.0 (0.85) 2.257 5.7/3.0
Mrk 766 1.0 − 2.0 (1.50) 3.322 13.8/7.9 Mrk 335 1.0 − 2.0 (1.50) 2.689 6.0/3.0
m = 27 2.0 − 4.0 (3.00) 1.284 m = 16 2.0 − 4.0 (3.00) 0.881
4.0 − 5.0 (4.50) 0.270 7.2/3.1 4.0 − 5.0 (4.50) 0.178 3.6/2.1
5.0 − 7.0 (6.00) 0.320 7.8/1.8 5.0 − 7.0 (6.00) 0.214 3.4/1.5
7.0 − 10 (8.50) 0.132 4.8/0.9 7.0 − 10 (8.50) 0.091 2.5/ —
p = 1, 2, . . . , N/2 (N = 2000 is the total number of points
in each segment). The cross-periodogram is an estimator of
the cross-spectrum (CS), which, in turn, is a measure of
the correlation between two random signals (Priestley 1981,
henceforth P81). Our final estimate for the CS, Cˆxy(νp), was
obtained by averaging the m individual cross-periodograms
at each frequency. We did not average Cˆxy(νp) over neigh-
bouring frequencies, as this can introduce a bias at low fre-
quencies (EP16). We only considered frequencies ≤ νNyq/2
(= 2.5× 10−2 Hz in our case) to minimise the effects of light-
curve binning on the time-lag estimates.
The time-lag at each frequency is defined as the argu-
ment of the CS, divided by the angular frequency (P81).
Following standard practice, we thus used
τˆxy(νp) ≡ 12piνp arg[Cˆxy(νp)] (1)
and
σˆτˆ (νp) ≡ 12piνp
1√
2m
√
1 − γˆ2xy(νp)
γˆ2xy(νp)
(2)
as our estimates of the time-lags and their corresponding
error, respectively. The quantity γˆ2xy(νp) is the so-called co-
herence estimate, which is defined as (P81; VN97)
γˆ2xy(νp) ≡
|Cˆxy(νp)|2
Pˆx(νp)Pˆy(νp)
. (3)
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Figure 1. The 0.3−1 vs. 2−4 keV coherence and time-lag spectra
(top and bottom panels, respectively) of Ark 564 (left column),
and NGC 4051 (right column). The dashed brown lines in the top
panels shows the best-fitting model to the sample coherence, the
horizontal blue dotted-dashed lines in the top panels indicate the
constant coherence value 1.2/(1 + 0.2m), and the continuous red
vertical lines indicates νcrit (see the text for more details).
Pˆx(νp) and Pˆy(νp) are the traditional periodograms of the
two light curves, which are also calculated by averaging over
m segments. The coherence function between two random
processes is a measure of the degree of linear correlation
between their corresponding sinusoidal components at each
frequency. As we explain in detail in Appendix A, the coher-
ence estimate defined by equation 3 is a biased estimator of
the intrinsic coherence of the measured processes. Neverthe-
less, its estimation plays a crucial role in the determination
of reliable time-lag estimates, as demonstrated by EP16.
Figure 1 shows the 0.3 − 1 vs. 2 − 4 keV coherence and
time-lag estimates (top and bottom panels, respectively) of
Ark 564 and NGC 4051. Both sources are X-ray bright and
highly variable. Figure 2 shows the same results for 1H 0707–
495 and Mrk 335 (two sources that are fainter, and, in the
case of Mrk 355, less variable). They were calculated using
equations 3 and 1, respectively. The coherence estimates de-
crease with increasing frequency in all cases. EP16 showed
that, in the presence of measurement errors, the coherence
estimates converge to the constant 1/m at frequencies where
the amplitude of the experimental noise dominates over the
amplitude of the intrinsic variations. In fact, EP16 showed
that, if the measured processes are intrinsically coherent (i.e.
the intrinsic coherence function is equal to unity at all fre-
quencies), γˆ2xy(νp) is well-fitted by a function of the form
γˆ2xy(ν) =
(
1 − 1
m
)
exp[−(ν/ν0)q] + 1m , (4)
where ν0 and q are constants. The brown dashed lines in the
top panels of Figs. 1 and 2 show the best-fitting models to
the coherence estimates.
The error of the time-lag estimates increases as the co-
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Figure 2. As in Fig. 1, for 1H 0707–495 (left column), and Mrk
335 (right column).
herence decreases. Therefore, we expect that Poisson noise
will severely affect the reliability of the time-lag estimates
above a certain critical frequency, νcrit. According to EP16,
νcrit is the frequency at which the mean sample coherence
function becomes equal to 1.2/(1+ 0.2m). At higher frequen-
cies the analytic error prescription (equation 2) underesti-
mates the true scatter of the time-lag estimates around their
mean, their distribution becomes uniform, and their mean
value converges to zero, irrespective of the intrinsic time-
lag spectrum. At frequencies lower than νcrit, and as long
as m & 20, the time-lag estimates are unbiased, equation 2
provides a reliable estimate of their true scatter around the
mean, and their distribution is approximately Gaussian.
The horizontal blue dotted-dashed lines in the upper
panels of Figs. 1 and 2 indicate the constant value of
1.2/(1 + 0.2m), and the vertical red lines indicate νcrit, i.e.
the frequency at which the best-fitting coherence model is
equal to this value. EP16 showed that, for a given intrinsic
PSD, νcrit decreases with decreasing S/N of the light curves
(in particular, the one with the smaller mean count rate). As
the S/N decreases, the frequency range over which we can
obtain realiable time-lag estimates decreases. Therefore, it is
not surprising that the critical frequency is highest (lowest)
in the case of NGC 4051 (Mrk 355), respectively. However,
S/N is not the only parameter that determines νcrit. For
example, despite the fact that the mean count rate of the
0.3 − 1 and 2 − 4 keV light curves is significantly higher in
the case of Mrk 335, νcrit, 1H 0707–495 > νcrit,Mrk 335. This is
because 1H 0707–495 is much more variable. Consequently,
the amplitude of the intrinsic variations is higher than the
amplitude of the Poisson noise variations in the case of 1H
0707–495, even at frequencies that are four times higher than
νcrit,Mrk 335.
We fitted the coherence estimates of each source (at all
energy bands) to the exponential function given by equation
4. We then equated the best-fitting model to the constant
1.2/(1 + 0.2m) to estimate νcrit. These values are listed in
MNRAS 000, 1–26 (2016)
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column 4 of Table 2. The observed time-lag spectra, for all
the sources in our sample, are shown in Figs. B1, B3, B5,
B7, B9, B11, B13, B15, B17, and B19 in Appendix B. The
time-lag estimates in these figures are plotted at frequencies
≤ νcrit in each case. The time-lags were estimated such that
a positive time-lag value indicates that variations in the ref-
erence band are delayed with respect to variations in the
other energy band (and vice-versa).
The low frequency time-lags between the reference band
and those at lower (higher) energies are positive (negative).
This shows that X-ray continuum variations in hard energy-
bands are always delayed with respect to variations in softer
energy-bands. In all cases, the low frequency time-lag am-
plitude increases with increasing energy separation (the lim-
its in the vertical axis are the same for all sample time-lag
spectra in each figure). The frequency range of the 7−10 vs.
2 − 4 keV time-lags is the smallest among all sample time-
lag spectra. This is because the count rate of the 7 − 10 keV
light curves is very small. We could not estimate the soft
band time-lags seperately in the case of MCG–5-23-16, be-
cause the count rate of the corresponding light curves is al-
most zero (because of absorption). For this source we hence
utilised the entire 0.3−1 keV energy band, and estimated the
corresponding 0.3−1 vs. 2−4 keV time-lags. The 0.3−0.5 vs.
2 − 4 keV time-lags of NGC 7314 are poorly determined for
the same reason. On the other hand, the hard band time-
lags are poorly determined in IRAS 13224–3809, because the
source is not particularly bright and has a very soft energy
spectrum, hence the count rate at energies & 4 keV is very
small.
3.1 Modelling the sample time-lag spectra
The statistical properties of the sample time-lag spectra
plotted in the relevant Appendix B figures are appropriate
for model fitting, using traditional χ2 minimisation tech-
niques. We fitted the sample time-lag spectra with a power-
law function of the form
τˆ(ν; E, 3 keV) = A(E, 3 keV)(ν/10−4 Hz)−s sec, (5)
where E is the mean energy of each band (listed in column 2
of Table 2), 3 keV is the mean energy of the reference band,
s is the power-law slope, and A(E, 3 keV) is the (energy de-
pendent) amplitude at 10−4 Hz.
We fitted the model in a limited frequency range be-
tween νlow and νhigh. These values are listed in column 3 of
Table 3, and are indicated by the vertical blue dotted-dashed
lines in the 0.3 − 1 vs. 2 − 4 keV time-lag panel of the same
figures. The points plotted with filled circles in all panels of
the same figures indicate the time-lag estimates used for the
model-fitting procedure. The low frequency limit, νlow, is the
lowest sampled frequency (5 × 10−5 Hz) in all sources except
1H 0707–495 and MCG–6-30-15. For these sources, we ob-
serve a low frequency turn-over in the sample time-lag spec-
tra (see Figs. B1 and B3). This turn-over is more pronounced
in the soft band time-lags. We decided to ignore the time-
lags at these low frequencies, because the best-fitting results
change significantly depending on whether we keep them
or not. At high frequencies the sample time-lag spetra may
change sign, most probably because of the presence of so-
called X-ray reverberation time-lags. Since we are interested
in studying the continuum time-lags, we decided to fit the
sample time-lag spectra only at frequencies where the time-
lags are predominately positive or negative (at energies lower
or higher than the reference band, respectively). We defined
νhigh as the frequency above which the probability that all
0.3−1 vs. 2−4 keV time-lag estimates in the range [νlow, νhigh]
are positive is smaller than 0.01. This probability was calcu-
lated by assuming that the time-lag estimates have a Gaus-
sian distribution (with a mean and standard deviation given
by equation 1 and 2, respectively), and are independent at
each frequency. In this case, the aforementioned probability
is equal to the product of the integrated (Gaussian) proba-
bility distribution functions over the interval [0,∞) of all the
time-lag estimates in the range [νlow, νhigh].
For each source we fitted all available sample time-lag
spectra simultaneously. We left A(E, 3 keV) as a free parame-
ter, and kept the slope, s, fixed at the same value for all time-
lag spectra. We determined the best-fitting parameter val-
ues by locating the minimum of the χ2 function, χ2min, using
the Levenberg-Marquardt method. The 68 per cent (95 per
cent) confidence intervals of the best-fitting model param-
eters were determined by the standard ∆χ2 = 1 (∆χ2 = 4)
method for one independent parameter. Unless otherwise
mentioned, best-fitting parameters will henceforth be quoted
at the 68 per cent confidence level.
3.2 The best-fitting results
The best-fitting results are listed in Table 3, and the best-
fitting models are shown as red dashed lines in the relevant
Appendix B figures. The best-fitting models describe well
the overall shape of the low-frequency sample time-lag spec-
tra. The χ2min values in some cases (Ark 564, NGC 7314, and
Mrk 335) imply that the power-law model does not fit the
data well (the null hypothesis probability, pnull, is smaller
than 1 per cent). However, it is not easy to judge the qual-
ity of the fits in our case. Although the time-lag estimates
should be uncorrelated at each frequency, the fact that the
light curves in the various energy bands are correlated im-
plies that (within each source) the time-lags between the
reference band and different energy bands should be also be
correlated to some extent. In this case, the actual number
of degrees of freedom should be smaller than the numbers
listed in Table 3. This would imply that the model fit may
not be acceptable even in other sources as well, however, as
we argue below, we do not believe this is the case.
We fitted the individual sample time-lag spectra of each
source with the model defined by equation 5. The fit was ac-
ceptable in all cases (pnull > 0.01). The best-fitting slope val-
ues were consistent with the corresponding weighted-mean
value for each source, hence the hypothesis of a constant
(i.e. energy independent) slope is likely to be true. We could
consider the best-fitting results from these fits, however the
best-fitting amplitudes were poorly determined in that case.
In fact, it was for this reason that we decided to fit all sample
time-lag spectra simultaneously for each source: The best-
fitting parameter values are consistent (within the errors) in
both cases, but the errors are smaller when we fit all time-
lag spectra simultaneously. We conclude that a power-law
time-lag model, with the same slope at all energies, fits the
sample time-lag spectra well.
Figure 3 shows the power-law amplitude, A(E, 3 keV),
plotted as a function of the light curve mean-energy ratio,
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Table 3. Best-fitting results for the power-law time-lag model. The model is defined by equation 5, and the best-fitting models are shown
as red dashed lines in the relevant Appendix B figures.
(1) (2) (3) (4) (1) (2) (3) (4)
Source E/(3 keV) [νlow, νhigh] A(E, 3 keV) Source E/(3 keV) [νlow, νhigh] A(E, 3 keV)
(10−4 Hz) (sec) (10−4 Hz) (sec)
0.13 [1.5, 5.5] 481 ± 139 0.13 [0.5, 4.5] 451 ± 86
0.20 [1.5, 5.5] 488 ± 133 0.20 [0.5, 4.5] 368 ± 73
1H 0707–495 0.28 [1.5, 5.5] 331 ± 100 Ark 564 0.28 [1.5, 4.5] 300 ± 61
s = 1.7 ± 0.3 0.50 [1.5, 5.5] 88 ± 48 s = 1.4 ± 0.1 0.50 [1.5, 4.5] 193 ± 37
χ2min/dof = 74.5/55 1.50 [1.5, 5.5] −46 ± 117 χ2min/dof = 89.44/54 1.50 [0.5, 4.5] −246 ± 59
2.00 [1.5, 5.5] −34 ± 132 2.00 [0.5, 4.5] −330 ± 68
2.83 [1.5, 2.5] −635 ± 399 2.83 [0.5, 4.0] −480 ± 114
0.13 [1.5, 6.5] 287 ± 95 0.13 [0.5, 2.5] 208 ± 75
0.20 [1.5, 6.5] 280 ± 90 0.20 [0.5, 2.5] 170 ± 68
MCG–6-30-15 0.28 [1.5, 6.5] 168 ± 63 IRAS 13224–3809 0.28 [0.5, 2.5] 126 ± 52
s = 1.3 ± 0.3 0.50 [1.5, 6.5] 77 ± 33 s = 1.4 ± 0.4 0.50 [0.5, 2.5] 43 ± 31
χ2min/dof = 66.3/69 1.50 [1.5, 5.5] −51 ± 48 χ2min/dof = 14.6/21 1.50 [0.5, 2.0] −16 ± 96
2.00 [1.5, 6.5] −74 ± 52 2.00 [1.5, 2.0] −194 ± 113
2.83 [1.5, 6.5] −211 ± 87 2.83 — —
0.13 [0.5, 4.0] 63 ± 36
0.20 [0.5, 4.0] 49 ± 33 0.22 [0.5, 1.5] 230 ± 149
NGC 4051 0.28 [0.5, 4.0] 28 ± 34 MCG–5-23-16
s = 0.9 ± 0.4 0.50 [0.5, 4.0] 11 ± 24 s = 1.0 ± 0.3 0.50 [0.5, 4.0] 31 ± 32
χ2min/dof = 49.5/48 1.50 [0.5, 4.0] −16 ± 29 χ2min/dof = 25.6/25 1.50 [0.5, 3.5] −140 ± 36
2.00 [0.5, 4.0] −30 ± 34 2.00 [0.5, 3.5] −136 ± 38
2.83 [0.5, 4.0] −94 ± 50 2.83 [0.5, 3.0] −228 ± 54
0.13 [0.5, 4.0] 5 ± 64 0.13 [0.5, 1.5] 117 ± 212
0.20 [0.5, 4.0] 58 ± 52 0.20 [0.5, 4.0] 203 ± 92
PKS 0558–504 0.28 [0.5, 4.0] 66 ± 40 NGC 7314 0.28 [0.5, 6.5] 212 ± 57
s = 1.1 ± 0.4 0.50 [0.5, 4.0] 26 ± 29 s = 0.6 ± 0.2 0.50 [0.5, 6.5] 81 ± 23
χ2min/dof = 29.7/37 1.50 [0.5, 2.5] −73 ± 53 χ2min/dof = 106.2/61 1.50 [0.5, 6.5] −9 ± 34
2.00 [0.5, 2.0] −74 ± 71 2.00 [0.5, 6.5] −66 ± 37
2.83 [0.5, 2.0] −571 ± 113 2.83 [0.5, 6.5] −149 ± 58
0.13 [0.5, 3.5] 30 ± 38 0.13 [0.5, 2.5] 27 ± 112
0.20 [0.5, 3.5] 46 ± 34 0.20 [0.5, 2.5] 42 ± 98
Mrk 766 0.28 [0.5, 3.5] 21 ± 27 Mrk 335 0.28 [0.5, 2.5] 121 ± 79
s = −0.1 ± 0.3 0.50 [0.5, 3.5] 15 ± 19 s = 0.9 ± 0.5 0.50 [0.5, 2.5] 174 ± 57
χ2min/dof = 61.4/41 1.50 [0.5, 3.5] −173 ± 59 χ2min/dof = 46.8/21 1.50 [0.5, 2.5] −23 ± 91
2.00 [0.5, 3.5] −127 ± 51 2.00 [0.5, 2.5] −95 ± 91
2.83 [0.5, 3.5] −96 ± 66 2.83 [0.5, 2.5] −237 ± 156
E/(3 keV). The logarithm of this ratio is a measure of the
energy separation between the light curves. The amplitude’s
sign ‘flips’ from positive to negative when E < 3 keV and E >
3 keV, respectively. This behaviour is the result of the fact
that hard energy-band variations are delayed with respect to
variations in softer energy-bands. The plots in Fig. 3 show
that, in all sources, the power-law time-lag model amplitude
increases with increasing energy separation. To quantify this
trend we fitted the data plotted in the panels of Fig. 3 with
the following model:
A(E, 3 keV) = −A0 log (E/3 keV) sec. (6)
Equation 6 describes a function that becomes zero when E =
3 keV, increases in magnitude with increasing | log(E/3 keV)|,
and whose sign shifts from positive to negative when E <
3 keV and E > 3 keV, respectively (as seen in the sample time-
lag spectra). The amplitude A0 corresponds to the power-law
time-lag amplitude (at 10−4 Hz) between the reference band
and an energy band with E = 0.3 keV (or 30 keV).
Our best-fitting results are listed in Table 4, and the
best-fitting models are shown as red dashed lines in Fig.
3. The model fits the data well, except for PKS 0558–504,
where the 7−10 vs. 2−4 keV power law time-lag amplitude ap-
pears to be significantly higher than for other energy bands.
Perhaps the more significant discrepancy between the model
and the data appears in Ark 564: a log-linear relation be-
tween the time-lag amplitude and energy may be just a first-
order approximation in this case. Just like in PKS 0558–504,
Mrk 766, and Mrk 335, the ‘amplitude vs. energy’ plot of Ark
564 suggests that the energy dependence is less (more) steep
than what the model defined by equation 6 predicts when
E < 3 keV (E > 3 keV), respectively (although the errors of
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Figure 3. Plots of the best-fitting time-lag amplitude, A(E, 3 keV) (black points), as a function of E/(3 keV). The vertical blue dotted-
dashed lines indicate E/(3 keV) = 1, while the red dashed lines show the best-fitting model for the A(E, 3 keV) vs. E/(3 keV) data (see the
text for more details). The open brown squares correspond to model X-ray reverberation time-lags at 10−4 Hz as a function of E/(3 keV)
(see Section 5.1.3 for details).
Table 4. Best-fitting results for the A(E, 3 keV) vs. E/(3 keV) data.
The model is defined by equation 6, and the best-fitting models
are shown as red dashed lines in Fig. 3.
Source A0 χ
2
min/dof
(sec)
1H0707–495 507 ± 77 5.2/6
MCG–6-30-15 321 ± 26 1.6/6
NGC 4051 73 ± 14 1.9/6
PKS 0558–504 109 ± 77 24.9/6
Mrk 766 63 ± 37 13.8/6
Ark 564 618 ± 81 15.3/6
IRAS 13224–3809 223 ± 30 2.0/5
MCG–5-23-16 372 ± 108 12.3/4
NGC 7314 278 ± 33 3.2/6
Mrk 335 190 ± 78 7.8/6
the time-lag amplitudes are larger for the former sources
compared to Ark 564).
4 INTRINSIC COHERENCE ESTIMATION
We discuss in detail the estimation of the intrinsic coher-
ence between two light curves in Appendix A. We followed
the prescription described in Section A5, and estimated the
sample intrinsic coherence function between the same light
curves that we used to estimate the time-lag spectra. The
results are plotted in Figs. B2, B4, B6, B8, B10, B12, B14,
B16, B18, and B20 in Appendix B. We first calculated the
intrinsic coherence estimates up to νcrit. The vertical, blue
dotted-dashed lines in the panels of the same figures indicate
νmax (estimated as explained in Section A2; these values are
listed in column 4 of Table 1). The intrinsic coherence esti-
mate (as defined by equation A1) at frequencies below νmax
should be an unbiased estimator of the intrinsic coherence.
Their distribution should (roughly) follow a Gaussian distri-
bution, and their error (as defined by equation A3) should
be representative of their intrinsic scatter around the mean,
provided they are corrected as explained in Section A3. In
addition to those cases where we could not reliably estimate
time-lags, νmax turned out to be smaller than the lowest sam-
pled frequency in a few other cases, owing to the very low
count rate of the respective light curves (e.g. the 7 − 10 vs.
2−4 keV sample intrinsic coherence function of 1H 0707–495
and Mrk 335).
In many sources, the sample intrinsic coherence func-
tion is not equal to one, even at the lowest sampled frequen-
cies, and they decrease rapidly with increasing frequency. We
stress that, in this case, the loss of coherence at high frequen-
cies is not due to the presence of experimental noise in the
light curves. The intrinsic coherence amplitude appears to be
energy dependent. For example, the 1 − 2 vs. 2 − 4 keV sam-
ple intrinsic coherence function of MCG–6-30-15 (see Fig.
B4) is almost equal to one at all sampled frequencies but,
clearly, the 0.3 − 0.5 vs. 2 − 4 keV sample intrinsic coherence
is not equal to one, even at the lowest sampled frequency,
and it decreases rapidly with increasing frequency. In fact,
the 0.3−0.5 vs. 7−10 keV sample intrinsic coherence function
(which we do not show here) is even smaller in amplitude.
Since time-lag estimation is less accurate when the co-
herence is low, we decided to choose the 2 − 4 keV band as
our reference band (as opposed to the lowest energy band,
which is the usual choice) to estimate both the time-lags and
the intrinsic coherence. This band has a mean energy that
is around the middle of the total available XMM-Newton
EPIC-pn energy range, and therefore the energy separation
between 2 − 4 keV and the lowest/highest energy bands we
considered is somewhat balanced. In addition, the 2 − 4 keV
band is more representative of the X-ray continuum emis-
sion, as it is expected to be less affected by components
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originating from X-ray reflection, or the presence of a warm
absorber, compared to other bands.
4.1 Modelling the sample intrinsic coherence
Based on the shape of the sample intrinsic coherence of most
sources, we fitted the data with the following model:
γˆ2int(ν; E, 3 keV) = C(E, 3 keV) exp[−ν/νb(E, 3 keV)]. (7)
Equation 7 describes a function that is constant at low fre-
quencies (equal to C(E, 3 keV)), and then decreases exponen-
tially at frequencies above a ‘break’ frequency, νb(E, 3 keV).
We determined the best-fitting model parameters using stan-
dard χ2 minimisation techniques (similar to the modelling
of the sample time-lag spectra). The best-fitting results are
listed in Table 5, and the best-fitting models are shown as
red dashed lines in the relevant Appendix B figures. In some
cases we did not detect a significant break frequency, and we
list the 68 per cent lower limit on the corresponding best-
fitting νb(E, 3 keV) values in column 4 of Table 5 (we also
show the 95 per cent lower limits in parentheses). Further-
more, in some cases, the best-fitting C(E, 3 keV) value was
equal to one, and we list the respective 68 per cent lower
limit in the same column.
In general, the model fits the data well in almost all
cases. In most sources, C(E, 3 keV) decreases with increas-
ing energy separation between the light curves. The loss
of coherence is reinforced by the simultaneous decrease of
νb(E, 3 keV) with increasing energy separation (e.g. MGC–
6-30-15, and NGC 4051). In some cases (e.g. IRAS 13224–
3809) the intrinsic coherence is equal to one at low frequen-
cies, for all energy separation values we considered. The loss
of coherence in this case is because νb(E, 3 keV) decreases
strongly with increasing energy separation between the light
curves. We investigate below these issues in more detail.
4.2 The energy dependence of the intrinsic
coherence
Figures 4 and 5 show the best-fitting C(E, 3 keV) and
νb(E, 3 keV) values as a function E/(3 keV). Each panel in
these figures corresponds to a different source. The sources
are divided into three groups (corresponding to the three
rows in each figure) according to a common phenomenolog-
ical behaviour of C(E, 3 keV) as a function of energy.
The first group (first row in Figs. 4 and 5) consists of
IRAS 13224–3809, MCG–5-23-16, and NGC 7314 (hence-
forth, Group A). The best-fitting C(E, 3 keV) values of the
Group A sources are consistent with one at all energies. The
second group (second row in the same figures) consists of 1H
0707–495, MCG–6-30-15, NGC 4051, and Ark 564 (hence-
forth, Group B). The best-fitting C(E, 3 keV) values of Group
B show a moderate (up to 10 per cent) decrease from the
value of one as the energy separation increases. Arguably,
the uncertainty of the best-fitting C(E, 3 keV) values of the
Group A sources is larger than that those of the Group B
sources, hence a meaningful quantitative comparison these
two Groups cannot be determined very accurately. The third
group (third row in the same figures) consists of PKS 0558–
504, Mrk 766, and Mrk 335 (henceforth, Group C). The
best-fitting C(E, 3 keV) values of Group C show a stronger
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Figure 4. Plots of the best-fitting low-frequency constant
intrinsic-coherence value, C(E, 3 keV) (black points), as a func-
tion of E/(3 keV). The vertical, blue dotted-dashed line indicates
E/(3 keV) = 1, while the red dashed lines show the best-fitting
model for the C(E, 3 keV) vs. E/(3 keV) data (see the text for more
details).
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Figure 5. Plots of the best-fitting intrinsic coherence break-
frequency, νb(E, 3 keV) (black points), as a function of E/(3 keV).
The vertical, blue dotted-dashed lines indicate E/(3 keV) = 1,
while the red dashed lines show the best-fitting model for the
νb(E, 3 keV) vs. E/(3 keV) data (see the text for more details).
(up to 30 per cent) decrease from the value of one as the
energy separation increases.
To further investigate the dependence of C(E, 3 keV) on
energy separation, we fitted the data plotted in the panels
of Fig. 4 to a function of the form
C(E, 3 keV) = a + b log(E/3 keV). (8)
We did not fit the Group A data because there either are few
C(E, 3 keV) estimates, or the they are consistent with one. We
only fitted the model to the C(E, 3 keV) values at soft energies
(E < 3 keV), as their error is smaller than at hard energies
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Table 5. Best-fitting results for the intrinsic coherence model. The model is defined by equation 7, and the best-fitting models are shown
as red dashed lines in the relevant Appendix B figures.
(1) (2) (3) (4) (5) (1) (2) (3) (4) (5)
Source E/(3 keV) C(E, 3 keV) νb(E, 3 keV) χ2min/dof Source E/(3 keV) C(E, 3 keV) νb(E, 3 keV) χ2min/dof
(10−3 Hz) (10−3 Hz)
0.13 0.91 ± 0.03 0.9+0.2−0.1 14.4/11 0.13 0.94 ± 0.06 0.38+0.08−0.06 6.8/10
0.20 0.93 ± 0.02 1.1 ± 0.2 19.0/11 0.20 0.94+0.05−0.04 0.6 ± 0.1 11.1/10
0.28 0.94 ± 0.02 2.2+0.6−0.4 15.3/12 0.28 0.93 ± 0.03 1.2+0.4−0.3 9.2/10
1H 0.50 0.99 ± 0.01 11+15−4 5.0/12 Ark 564 0.50 0.98 ± 0.01 4.5+3.3−1.3 15.1/11
0707-495 1.50 0.95+0.05−0.04 > 1.6 (0.8) 0.8/1 1.50 0.96
+0.04
−0.03 > 1.1 (0.7) 1.9/1
2.00 0.86+0.07−0.04 > 1.2 (0.5) 0.3/1 2.00 0.95 ± 0.05 > 0.6 (0.4) 4.5/1
2.83 — — — 2.83 — — —
0.13 0.92 ± 0.03 1.2 ± 0.2 13.4/12 0.13 1.00+—−0.08 0.27+0.10−0.04 0.6/3
0.20 0.93 ± 0.02 1.8+0.4−0.3 9.2/14 0.20 1.00+—−0.08 0.32+0.15−0.05 0.6/3
0.28 0.95 ± 0.01 3.2+1.1−0.7 13.0/14 0.28 1.00+—−0.02 0.50+0.12−0.08 2.4/4
MCG 0.50 0.977+0.013−0.003 > 10.3 (8.0) 13.3/15 IRAS 0.50 1.00
+—
−0.01 2.2
+1.8
−0.6 5.0/4
–6-30-15 1.50 1.000+—−0.009 4.3
+3.5
−1.0 7.2/8 13224-3809 1.50 — — —
2.00 0.96 ± 0.02 > 3.3 (2.1) 2.2/6 2.00 — — —
2.83 0.98+0.02−0.04 > 1.0 (0.8) 0.3/1 2.83 — — —
0.13 0.91 ± 0.02 4.1+0.9−0.7 53.2/26
0.20 0.92+0.02−0.01 5.2
+1.5
−0.9 44.1/26 0.22 — — —
0.28 0.89 ± 0.02 11+9−3 43.2/27
NGC 0.50 0.95 ± 0.01 22+31−8 36.2/28 MCG 0.50 0.99 ± 0.01 > 4.2 (2.7) 1.5/4
4051 1.50 0.96+0.04−0.01 > 2.6 (2.1) 9.8/8 –5-23-16 1.50 1.000
+—
−0.009 > 6.3 (3.2) 0.6/3
2.00 0.93+0.02−0.01 > 5.9 (3.0) 4.6/8 2.00 1.00
+—
−0.01 > 3.9 (2.4) 0.4/2
2.83 0.89 ± 0.03 > 4.4 (1.7) 0.7/4 2.83 0.97+0.03−0.02 > 2.0 (1.0) 2.5/1
0.13 0.72+0.09−0.07 > 0.7 (0.4) 0.9/3 0.13 — — —
0.20 0.84+0.07−0.06 > 0.8 (0.5) 1.2/3 0.20 — — —
0.28 0.93 ± 0.04 2+55−1 0.4/4 0.28 1.00+—−0.04 1.5+4.5−0.5 0.7/3
PKS 0.50 0.97 ± 0.02 > 2.0 (1.4) 0.9/4 NGC 0.50 0.993+0.005−0.003 > 34.9 (13.1) 13.6/16
0558-504 1.50 — — — 7314 1.50 0.995+0.005−0.011 > 5.4 (3.1) 2.6/4
2.00 — — — 2.00 0.98+0.02−0.01 > 2.9 (1.8) 0.5/4
2.83 — — — 2.83 0.95+0.05−0.03 > 1.3 (0.8) 0.7/1
0.13 0.71 ± 0.06 2.1+3.1−0.8 10.2/11 0.13 0.75+0.06−0.05 > 2.1 (0.7) 3.5/3
0.20 0.73+0.03−0.02 > 7.1 (2.9) 7.8/12 0.20 0.82
+0.05
−0.04 > 3.5 (1.1) 2.4/3
0.28 0.82+0.03−0.02 > 7.6 (3.5) 14.5/13 0.28 0.90 ± 0.03 > 4.9 (1.5) 2.6/3
Mrk 766 0.50 0.94+0.02−0.01 > 9.5 (5.2) 6.3/13 Mrk 335 0.50 0.97 ± 0.02 > 10.3 (3.2) 4.2/3
1.50 1.00+—−0.02 1.7
+1.7
−0.5 3.4/4 1.50 1.00
+—
−0.04 > 2.4 (1.1) 0.1/2
2.00 0.97+0.02−0.06 > 0.8 (0.6) 2.9/1 2.00 1.00
+—
−0.05 > 2.4 (1.0) 1.9/1
2.83 — — — 2.83 — — —
(E > 3 keV). The best-fitting results are listed in Table 6. The
model provides a statistically acceptable fit to the data of all
sources. The Group B and Group C sources are characterised
by significantly different best-fitting b values. The weighted-
mean b value of the Group B and C sources is 0.120 ± 0.008
and 0.41 ± 0.03, respectively. The b values of the individual
sources within the two Groups are consistent, within the
errors, with the Group’s weighted-mean value.
Column 4 of Table 6 lists log(E∗/3 keV), where E∗ is the
energy at which C(E, 3 keV) becomes equal to one. According
to equation 8, log(E∗/3 keV) = (1− a)/b. The value of E∗ can-
not exceed 3 keV, since this is the mean energy of the refer-
ence band1. The best-fitting models are shown as red dashed
lines in Fig. 4. The extension of the best-fitting lines at ener-
gies > E∗ was done assuming that C(E, 3 keV) = 1 at energies
between E∗ and 3 keV, and that the C(E, 3 keV) vs. E/(3 keV)
model is symmetric around 3 keV, whereby E/(3 keV) = 1
(indicated by the vertical, blue dotted-dashed lines in the
same figure). This assumption appears to be consistent with
the MCG–6-30-15 and NGC 4051 data, where the hard-
energy C(E, 3 keV) values are as accurately determined as
the corresponding soft-energy values. The weighted-mean
1 The best-fitting a and b values of NGC 4051 were such that
E∗ > 3 keV; for that reason we fitted the NGC 4051 data by setting
a = 1 during the fitting procedure, to force an amplitude of 1 for
E = 3 keV.
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Table 6. Best-fitting results for the C(E, 3 keV) vs. E/(3 keV), and νb(E, 3 keV) vs. E/(3 keV) data. The models are defined by equations 8
and 9, respectively, and the best-fitting models are shown as red dashed lines in Figs. 4 and 5.
(1) (2) (3) (4) (5) (6) (7)
Source a b log (E∗/3 keV) χ2min/dof νb,0 χ2min/dof
(10−3 Hz)
1H0707–495 1.036 ± 0.009 0.15 ± 0.02 −0.24 ± 0.07 0.6/2 0.57 ± 0.03 0.9/3
MCG–6-30-15 1.009 ± 0.005 0.11 ± 0.01 −0.09 ± 0.05 0.2/2 1.03 ± 0.09 1.8/3
NGC 4051 1 0.13 ± 0.02 0 9.7/3 3.7 ± 0.3 0.8/3
PKS 0558–504 1.09 ± 0.04 0.36 ± 0.09 −0.24 ± 0.13 1.3/2 — —
Mrk 766 1.09 ± 0.03 0.49 ± 0.05 −0.18 ± 0.06 1.4/2 — —
Ark 564 1.01 ± 0.02 0.11 ± 0.04 −0.11 ± 0.14 0.5/2 0.34 ± 0.04 3.9/3
IRAS 13224–3809 — — — — 0.162 ± 0.008 0.05/2
MCG–5-23-16 — — — — — —
NGC 7314 — — — — — —
Mrk 335 1.09 ± 0.02 0.37 ± 0.04 −0.24 ± 0.05 0.4/2 — —
log(E∗/3 keV) value is −0.18 ± 0.03 (which corresponds to a
weighted-mean E∗ value of 1.98 ± 0.14 keV). The results in-
dicate that, with the exception of the Group A sources and
NGC 4051, the low-frequency constant intrinsic-coherence
value is consistent with one when | log(E/3 keV)| . 0.2.
Owing to the fact that the frequency range [νlow, νmax]
is relatively narrow, we could only obtain lower limits on
νb(E, 3 keV) in most cases. IRAS 13224–3809 and the Group
B sources stand as exceptions; for these sources νb(E, 3 keV)
increases as the light-curve energy separation decreases. To
investigate the energy dependence of νb(E, 3 keV), we fitted
the νb(E, 3 keV) vs. E/(3 keV) data of these sources to the
model
νb(E, 3 keV) = νb,0/| log[(E/3 keV) − log(E0/3 keV)]|. (9)
The above function increases rapidly towards +∞ as E → E0,
while its normalization is set by νb,0. When we originally
left E0 as a free parameter during the fitting procedure,
its best-fitting value for the Group B sources was always
consistent with the respective best-fitting E∗ values. We
therefore set E0 = E∗ for these sources, to determine νb,0
more accurately. In the case of IRAS 13224–3809 we left
E0 as a free parameter, and obtained a best-fitting value of
log(E0/3 keV) = −0.23 ± 0.01. The results indicate that the
sample intrinsic coherence function in the Group B sources
is flat (at least over the sampled frequency range) when
| log(E/3 keV)| . 0.2. This holds true for IRAS 13224–3809
as well.
The model defined by equation 9 provided statistically
acceptable fits for all aforementioned sources. The best-
fitting results are listed in Table 6, and the red dashed lines
in Fig. 5 show the best-fitting models. Just like with the
best-fitting models plotted in Fig. 4, in plotting the best-
fitting models at hard energies we assumed that νb,0 tends
to infinity when E is between E∗ and 3 keV, and that the
models are symmetric around E = 3 keV.
5 DISCUSSION AND CONCLUSIONS
We performed a systematic analysis of the X-ray continuum
time-lags and intrinsic coherence in ten AGN, using all avail-
able XMM-Newton observations. The AGN we studied are
X-ray bright, highly variable, and have a large amount of
XMM-Newton archival data (& 0.3 Ms). The BH mass esti-
mates for most sources in our sample are clustered around
∼ 1 − 5 × 106 M, with the exception of MCG–5-23-16, Mrk
335, and PKS 0558–504, whose BH mass estimates are ∼ 8,
∼ 26 and ∼ 250 × 106 M, respectively. Their X-ray Edding-
ton ratio estimates, λX, are relatively uniformly distributed
over the range ∼ 0.002 − 0.08.
We considered light curves in seven energy bands (0.3−
0.5, 0.3 − 0.7, 0.7 − 1, 1 − 2, 4 − 5, 5 − 7, and 7 − 10 keV). We
kept the width of the energy bands as narrow as possible
to increase the energy resolution, and, at the same time,
maintain a reasonably high count rate for the resulting light
curves. This is necessary for the meaningful estimation of the
time-lags and intrinsic coherence over the broadest possible
frequency range (which depends on the intrinsic variability
amplitude, and the mean count rate of the light curves). We
chose 2−4 keV as the reference band. The observed variations
in this band should be representative of the X-ray continuum
variations, as it is expected to be relatively free of warm
absorber effects, as well as contributions from relativistically
smeared X-ray reflection from the inner disc. In addition, the
mean count rate of 2 − 4 keV light curves is reasonably large
in most sources, and is located (roughly) in the middle of
the energy range of XMM-Newton’s EPIC-pn detector. As a
result, the energy separation between the reference band and
the lowest/highest energy bands we considered is balanced.
We used the mean of each energy band to study the
energy dependence of the observed time-lag spectra and in-
trinsic coherence functions. In principle, the mean energy
of the photons detected in each band should depend on the
slope of the X-ray spectrum, and on the response of the de-
tector. However, given the narrow width of the energy bands
we considered, the mean energy of each band should be a
reasonable approximation of the mean photon energy. In any
case, the uncertainty introduced by this choice should not
be significant, given the magnitude of the errors from the
statistical analysis of the data.
5.1 Summary of the time-lag analysis
The observed time-lags at low frequencies show a power-
law-like dependence on frequency, at all energies and for all
sources (see the relevant figures in Appendix B). The time-
lags are either positive or negative, depending on whether
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Figure 6. Best-fitting power-law time-lag model slope vs. BH
mass. The horizontal dotted line indicates the weighted-mean
slope value.
the energy band is below or above the reference band, re-
spectively. This is a well-known result; this behaviour is
commonly referred to as hard time-lags: variations in hard
energy-bands are delayed with respect to variations in softer
energy-bands. We defined a frequency range where the sam-
ple time-lag spectra are dominated by the X-ray continuum
time-lags (see Section 3.1), and fitted the data with a power-
law model. Our results are summarised below:
1. A power-law model fits the continuum time-lags well,
at all energies, and for all sources.
2. The power-law slope is energy independent. Figure 6
shows a plot of the best-fitting power-law slopes as a function
of the BH mass. The weighted-mean slope value is 1.2 ± 0.1
(indicated by the horizontal dotted line in the same figure).
The mean slope, as well as the individual best-fitting slopes,
are consistent with a value of −1, except for Mrk 766. The
best-fitting slope in this case is consistent with zero: the
time-lags have approximately the same value at all (sam-
pled) frequencies.
3. At a given frequency, the time-lag amplitude increases
logarithmically with the light-curve mean-energy ratio (see
Fig. 3).
The above results are broadly consistent with previous
works (e.g. Papadakis et al. 2001; McHardy et al. 2004; Are´-
valo et al. 2006, 2008; Sriram et al. 2009), in that the X-ray
continuum time-lags between two light curves at energies E1
and E2 (E1 < E2), τ(ν; E1, E2), follow a relation of the form
τ(ν; E1, E2) ∝ log(E2/E1)ν−1.
5.1.1 Low-frequency turn-over
In the case of 1H 0707–495 and MCG–6-30-15, the time-lags
show a turn-over at the lowest sampled frequencies, at all
energies (see Figs. B1 and B3 in Appendix B). This turn-
over could be the result of an additional time-lag component
that has the opposite sign to the hard lag component (i.e.
a ‘soft lag’ component), which becomes more significant at
low frequencies. This could be due to X-ray reverberation
soft lags, but only at energies lower than the reference band
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Figure 7. The time-lag amplitude, A0, vs. BH mass (filled black
circles). The open brown squares show the corresponding ampli-
tude when subtracting the model reverberation time-lag compo-
nent (see Sect 5.1.3 for details).
(see Section 5.1.3 below for a more detailed discussion on
this topic). Recently, Silva et al. (2016) showed that a warm
absorber can also produce soft lags in AGN, up to tens of
seconds on time-scales of hours. In this case, the time de-
lays are associated with the response of the absorbing gas
to changes in the ionising source. Therefore, such a soft lag
component could be expected in sources where ionised ma-
terial is located close to their X-ray emitting region, and
is responding to to changes in the ionizing continuum (like
MCG–6-30-15, for example).
Such a component might also explain the (peculiar)
time-lag spectra of Mrk 766, which remain almost constant
at low frequencies. On the other hand, we do not detect a
noticeable low frequency turn-over in the time-lag spectra
of NGC 4051 (the source studied by Silva et al. 2016). The
time-lag amplitude in this source is low, but this could be
explained by its low X-ray luminosity (see the discussion
in the section below). Time-lag spectra properly determined
over a wider frequency range are necessary to investigate the
presence of low frequency turn-overs in the time-lag spectra
of AGN.
5.1.2 Low-frequency time-lag amplitude
Figure 7 shows the low frequency time-lag amplitude plot-
ted as a function of BH mass. As a measure of the time-lag
amplitude we used the best-fitting A0 values listed in Table
4. The horizontal dashed line indicates the weighted-mean
A0 value, which is equal to 164± 10 sec. The points are scat-
tered around the mean, and the scatter is significant, as the
individual points are not consistent with the mean (we find
χ2min/dof = 157.6/9 when we fit the data with the dotted line
shown in the same figure). The scatter of the points around
the mean appears to be random, i.e. we do not observe a
systematic trend which would indicate that A0 depends on
MBH. Indeed, the correlation coefficient for the A0 vs. MBH
data is r = −0.33, with pnull = 0.35. On the other hand, we
notice that sources with high λX values, such as Ark 564,
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Figure 8. The time-lags amplitude, A0, as a function of the X-
ray Eddington ration, λX (filled black circles). The open brown
squares show the corresponding amplitude when subtracting the
model reverberation time-lag component (see Section 5.1.3 for
details). The red dashed line indicates the best-fitting power-law
model to the data.
have systematically higher A0 values than sources with low
λX values, such as NGC 4051.
Figure 8 shows a plot of A0 as a function of λX. The
plot shows that A0 and λX are positively correlated, except
perhaps in the case of PKS 0558–504 and Mrk 766 (in par-
ticular). We fitted the data with a power-law model of the
form A0 = Bλ
β
X (excluding Mrk 766 at first). The best-fitting
model is indicated by the red dashed line in the same fig-
ure. The model fits the data well (χ2min/dof = 9.1/7). The
best-fitting model parameter values are B = 3.42 ± 0.13 and
β = 0.55 ± 0.07. These values do not change significantly
even when we include the Mrk 766 data in the fit; though
the statistical quality of the fit worsens (χ2min/dof = 16.9/8),
it remains acceptable (pnull > 0.01). We thus conclude that
the magnitude of the continuum time-lags in AGN scales
approximately with the square root of the X-ray Eddington
ratio.
Our final conclusion is that the X-ray continuum time-
lags in AGN follow a relation of the form:
τ(ν; E1, E2) ∼
[
2600
√
λX log
(
E2
E1
)]
×
(
ν
10−4 Hz
)−1
sec. (10)
For a given light-curve energy separation the continuum
time-lags are inversely proportional to frequency, and, at
a given frequency, their amplitude increases logarithmically
with the light-curve mean-energy ratio, (E2/E1). For a given
light-curve energy separation and at a given frequency, the
continuum time-lags increase with the square root of the
X-ray Eddington ratio of an AGN.
5.1.3 Effects of X-ray reverberation
Depending on the X-ray source and disc geometry, a signifi-
cant amount of X-rays may illuminate disc and be reflected.
Due to the different light travel paths between photons ar-
riving directly from the source and those reflected off the
surface of the disc, variations in the reprocessed disc emis-
sion are expected to be delayed with respect to variations
in the X-ray continuum. The magnitude of these delays will
depend on the size and location (with respect to the disc)
of the X-ray source, the viewing angle, the mass and spin of
the BH, as well as the ionization state of the disc.
Since we chose 2 − 4 keV as the reference band, the sign
of the X-ray reverberation time-lags should be opposite to
the sign of the continuum time-lags at soft energies . 2 keV
(soft lags). At harder energies, both the reverberation and
the continuum time-lags have the same sign. Epitropakis
et al. (2016) showed that, under general assumptions, the
observed time-lag spectra at each frequency should be equal
to the sum of the continuum plus the reverberation time-
lag component. Therefore, the amplitude of the continuum
time-lags when the energy is below (above) 3 keV, which is
the mean energy of our reference band, may be underes-
timated (overestimated). To disentangle the two time-lag
components we must model the reverberation time-lags as
well. This was performed by E16, who modelled the 2 − 4
vs. 5 − 7 keV time-lags in the context of a simple lamp-post
geometry. However, it is beyond the scope of the present
work to fit the observed time-lag spectra at all energies, for
all sources, in this way. We thus performed a simpler test to
get an estimate of the strength of the reverberation time-lag
component in each case.
To calculate the theoretical X-ray reverberation time-
lag spectra, we used the model of Dovcˇiak et al. (2017; in
prep.), which is similar to the model used by E16 (see sec-
tion 4 in their paper). The most important feature of the
new version of the model is that it takes disc ionization
into account to determine the X-ray reflection spectrum. In
this way, the model can accurately predict the reverberation
time-lag spectra at energies below ∼ 2 keV as well. As input
model parameters we used the BH mass and the X-ray Ed-
dington ratio estimates listed in column 1 of Table 1. We set
the X-ray source height to 7.5rg, which is representative of
the mean source height for the sources E16 considered (see
their fig. 4). We set the accretion disc density (which was
assumed to have a constant radial profile) to 1015 cm−3, and
the X-ray source photon index to Γ = 2.
We then calculated, for all sources, the model rever-
beration time-lag amplitude at 10−4 Hz as a function of
energy, using 2 − 4 keV as the reference band. Our results
are shown as open brown squares in Fig. 3. We then sub-
tracted these values from the amplitudes A(E, 3 keV) deter-
mined from the observed time-lag spectra (represented by
the filled black circles in the same figure), to determine the
amplitude of the hard lags only, Ahard(E, 3 keV). Then, we
fitted the Ahard(E, 3 keV) vs. E/(3 keV) data, using the same
model that we used to fit the original data (defined by equa-
tion 6). The resulting best-fitting A0,hard values are plotted
as open brown squares in Figs. 7 and 8, respectively.
These points suggest that X-ray reverberation is un-
likely to explain our results. For example, even the A0,hard
values show a significant scatter around their mean, without
an indication of a correlation with MBH. Furthermore, Fig. 8
shows that A0,hard and λX are still positively correlated. We
fitted the A0,hard vs. λX data with a power-law model; the
best-fitting slope value is 0.41 ± 0.06, which is still consis-
tent with 0.5 at the ∼ 1.5σ level. We believe that this result
demonstrates that the dependence of the continuum time-
lag amplitude on the square root of the X-ray Eddington
ratio still holds in all likelihood. We therefore conclude that,
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on average, our results are not significantly affected by the
(possible) dilution of the hard lags by a soft-lag component
(like the one expected in the case of X-ray reverberation).
5.2 Summary of the intrinsic-coherence analysis
We presented the results from a detailed investigation of the
the statistical properties of standard Fourier-based intrinsic
coherence estimates. We provide practical ‘guidelines’ (see
Section A5) for constructing an intrinsic coherence estima-
tor that is minimally biased, and has known, reliable errors.
Our results indicate that the distribution of the intrinsic co-
herence estimates at frequencies lower than νmax (defined by
equation A6) is similar to a Gaussian. Consequently, they
can be used to model the intrinsic coherence using tradi-
tional χ2 minimisation techniques. We stress that this is an
approximate result. Strictly speaking, the distribution of the
intrinsic coherence estimates, especially at frequencies close
to νmax, is almost certainly not a Gaussian. If a model fails to
fit the the observed intrinsic coherence, the results should be
treated with caution. At the very least, the data should be
fitted up to frequencies ∼ νmax/2, as the hypothesis of Gaus-
sianity should be more appropriate at these frequencies. Per-
haps the most interesting result for practical applications is
that the range ‘±1 × (corrected)error’ (‘±2 × (corrected)error’)
corresponds to the ∼ 68 per cent (∼ 95 per cent) confidence
interval of the intrinsic coherence estimates.
Using the available XMM-Newton data for the sourves
in our sample, we managed to estimate their intrinsic coher-
ence at frequencies between ∼ 5×10−5 Hz and ∼ 1.5×10−3 Hz.
Our results are summarised below:
1. For a given light-curve energy separation, the intrin-
sic coherence is approximately constant at low frequencies.
This constant level depends logarithmically on the light-
curve mean-energy ratio (see Fig. 4).
2. For half the sources in our sample (IRAS 13224–3809,
1H 0707–495, MGC–6-30-15, NGC 4051, and Ark 564) the
intrinsic coherence decreases exponentially with increasing
frequency above a certain break-frequency (see the relevant
figures in Appendix B). The break frequency depends log-
arithmically on the light-curve mean-energy ratio (see Fig.
5).
5.2.1 The low-frequency constant intrinsic-coherence
value
In some cases, the low-frequency constant intrinsic-
coherence value is consistent with one (perfect coherence),
at all energies (e.g. IRAS 13224–3809, MCG–5-23-16, and
NGC 7314; the Group A sources). For most sources, this
constant level is smaller than one and decreases with in-
creasing light-curve energy separation (see Fig. 5, and equa-
tion 8). Its energy dependence is not the same in all sources;
in some cases it decreases rapidly as the energy separation
increases (e.g. PKS 0558–504, Mrk 766, and Mrk 335; the
Group C sources), while in the remaining sources (1H 0707–
495, MCG–6-30-15, NGC 4051, and Ark 564; the Group B
sources), the dependance is less steep.
We found no universal scaling of the constant level (for
a given energy separation) with either the BH mass or the X-
ray Eddington ratio for the AGN in our sample. Its value is,
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Figure 9. Best-fitting intrinsic coherence break-frequency, νb,0,
as a function of the X-ray Eddington ratio, λX.
however, consistent with one when the energy separation,
parametrised by | log(E2/E1)|, is smaller than ∼ 0.2 for all
sources.
5.2.2 The high-frequency break
Figure 9 shows the break frequency for a given energy sep-
aration, νb,0 (as defined by equation 9), as a function of λX.
We observe a strong anti-correlation between νb,0 and λX,
but only for the Group B sources. The IRAS 13224–3809
data (open red square in the same figure) are not consistent
with the other sources. For the Group B sources, we fitted
the νb,0 vs. λX data with a power-law model of the form
νb,0 ∝ λγX. The best-fitting slope value is γ = −0.65 ± 0.08,
and the best-fitting model is indicated with the red dashed
line in the same figure. This trend is very similar to the trend
of the continuum time-lag amplitude with λX.
However, it is not clear whether the intrinsic coher-
ence functions of all AGN exhibit high-frequency breaks, or
whether the corresponding break frequencies have the same
dependence on λX as those exhibited by the Group B sources
(for IRAS 13224–3809, we know that this is not the case).
Our inability to better constrain the break frequencies in
half the sources of our sample is not exactly due to the lack
of good quality data. For example, NGC 7314 hosts a BH
with a low mass, but its 1 − 2 vs. 2 − 4 keV intrinsic coher-
ence estimates (Fig. B18) do not indicate a high-frequency
break, even though they are reliably estimated over a fre-
quency range comparable to the corresponding data of e.g.
NGC 4051 (Fig. B6), which has a similarly low BH mass
estimate. The same remark holds true for other sources as
well. It is therefore possible that the phenomenological dif-
ferences regarding the energy dependence of the intrinsic
coherence for the Group A, B, and C sources are real, al-
though we cannot identify the common physical parameter
that characterises the AGN of each Group.
5.3 Implications of our results
The results of our work, which are based on a quantita-
tive (rather than a qualitative) analysis of the observed low-
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frequency time-lags and intrinsic coherence, can, in princi-
ple, be used to constrain theoretical models of AGN X-ray
variability. For example, we discuss below a few implications
of our results in the context of the so-called propagating
fluctuations model (e.g. Lyubarskii 1997; Kotov et al. 2001;
Are´valo & Uttley 2006), which can explain many X-ray vari-
ability properties of compact accreting systems. According
to this model, fluctuations in the mass accretion rate of the
disc are produced at different radii, and then propagate to
the centre. The fluctuations are coupled, in the sense that
low-frequency fluctuations produced at large radii modulate
higher-frequency fluctuations produced further in.
5.3.1 Continuum time-lags
In the propagating fluctuations model, the characteristic
fluctuation time-scale at a radius R is assumed to cor-
respond to the viscous time-scale at that radius, tvisc(R).
In the context of standard thin-disc theory (Shakura
& Sunyaev 1973), this time-scale is given by tvisc(R) =
[(R/Rg)3/2(H/R)−2α−1] tg, where (H/R) is the disc scale-
height to radius ratio, α is the viscosity parameter, and
tg ≡ Rg/c ∼ 5 (MBH/M6) sec (Rg ≡ GMBH/c2 is the grav-
itational radius). Assuming that a) the fluctuations move
inwards with a speed corresponding to the so-called drift
velocity, v(R) = R/tvisc(R) = [(R/Rg)−1/2(H/R)2α] c, and b)
the emissivity profile of the disc is energy-dependent, with
harder photons being produced closer to the centre, the
model predicts that τ(ν; E1, E2) ∝ ν−1 log(E2/E1). This is en-
tirely consistent with our results (see Section 5.1.2).
While the model was initially developed for XRBs, in
the case of AGN the X-ray emission cannot be produced by
the disc. For the model to be applicable to AGN the disc
fluctuations must therefore propagate to an extended X-ray
source, which should have an emissivity profile that hardens
closer to the centre. We will henceforth assume that the
time-scales of the fluctuations that propagate through the
X-ray source, as well as their inward-propagation speed, is
identical to what is assumed in standard thin-disc theory.
The continuum time-lags should flatten below a certain
characteristic frequency, νflat, which corresponds to the vis-
cous time-scale at the outer radius of the X-ray source. This
flattening could explain the turn-over in the observed con-
tinuum time-lags at frequencies ∼ 10−4 Hz we detected in
1H 0707–495 and MCG–6-30-15. Assuming that α ∼ 0.1 and
(H/R) ∼ 0.1 (the standard values adopted in the thin-disc ap-
proximation), and that the X-ray source has a size ∼ 10Rg (as
suggested by quasar microlensing studies; e.g. Chartas et al.
2016), we get νflat ∼ 1/tvisc(10Rg) ∼ 6 × 10−6(MBH/M6)−1 Hz.
For MBH = 1.7M6 (the weighted-mean value for 1H 0707–495
and MCG–6-30-15), this gives νflat ∼ 4 × 10−6 Hz, which is
below what we observe. A very small X-ray emitting region
of size ∼ 1Rg (as inferred from X-ray reverberation studies
of AGN) is required to explain this discrepancy. It might
therefore be possible that the low frequency turn-over in the
observed time-lag spectra is caused by the above effect.
As shown by Are´valo & Uttley (2006), the typical
time-lag magnitudes predicted by the model are ∼ 1 − 10
per cent of the variability time-scale; i.e. ∼ 102−3 sec at
10−4 Hz. According to equation 10, for a typical AGN in
our sample with λX ∼ 0.04 and for energy separation val-
ues log(E2/E1) ∼ 0.3 − 0.9 (the total range we considered),
the corresponding magnitudes are ∼ 100 − 500 sec, i.e. 1 − 5
per cent of the variability time-scale. This is consistent with
the model prediction. However, the observed scaling of the
time-lag magnitudes with the square root of the X-ray Ed-
dington ratio appears difficult to explain. Assuming that α
remains the same for all sources, the aforementioned scaling
implies that (H/R) should increase with increasing X-ray Ed-
dington ratio. This is contrary to what one would expect if
AGN are simply scaled-up versions of XRBs, as in the lat-
ter it is generally believed that an increase in the accretion
rate (of which the X-ray Eddington ratio is a proxy) results
a ‘thinner’ disc (and vice-versa). This discrepancy is there-
fore perhaps one of the most interesting results of our work,
which could constrain AGN X-ray variability models.
5.3.2 Intrinsic coherence
As discussed by VN97, a (near-)unity intrinsic coherence
between X-ray emission in any two energy bands is generally
expected to be the exception rather than the rule. This is
because unity coherence would imply that the corresponding
fluxes are related by a linear transformation. Our results
are thus broadly consistent with this expectation, as we find
evidence for near-unity intrinsic coherence values only for
three out of the ten sources we studied (IRAS 13224–3809,
MCG–5-23-16, and NGC 7314).
In the context of the propagating fluctuations model,
the intrinsic coherence depends on the (unknown) power-
spectral density function (PSD) of the accretion rate fluctu-
ations. For example, Are´valo & Uttley (2006) considered the
case whereby the intrinsic PSD of the accretion rate fluctua-
tions generated at each radius has the shape of a Lorentzian
function centred at the local viscous frequency; they showed
that, the narrower the Lorentzian is, the closer the intrinsic
coherence between any two energy bands is to unity. This
is because the observed variability a given frequency will
have contributions from incoherent fluctuations originating
from several radii, which will, in fact, increase in number as
the energy separation increases. Moreover, the loss of coher-
ence becomes more severe at higher frequencies, as there is
increasingly less variability at time-scales shorter than the
viscous time-scale of the inner-most X-ray source radius. Our
results regarding the shape of the observed X-ray intrinsic
coherence in AGN are thus in broad agreement with the
aforementioned theoretical expectations.
Another mechanism that can lead to a loss of coherence
is the presence of a variable warm absorber. In the case of
NGC 4051, the presence of a warm absorber has been shown
to lead to a smaller loss of coherence that what is observed.
Moreover, this warm absorber should cause an almost uni-
form loss of coherence over all frequencies, contrary to the
observed exponential decrease at high frequencies (compare
the 0.3 − 1 vs. 2 − 4 keV intrinsic coherence panel in Fig. B6
with the bottom panel of fig. 10 in Silva et al. 2016). There-
fore, it appears unlikely that a variable warm absorber alone
can explain the observed loss of coherence in NGC 4051.
As discussed in Section 5.2.2, our results indicate that
(contrary to the continuum time-lags) the intrinsic coher-
ence does not appear to have a universal energy- and
frequency-dependence that scales with either the BH mass,
or the accretion rate in the sources we studied. This argues
for the existence of an additional physical parameter, whose
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determination poses an interesting challenge to AGN X-ray
variability models.
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APPENDIX A: THE INTRINSIC COHERENCE
ESTIMATE
EP16 discussed the effects of the measurement errors in the
coherence of two processes in their appendix C. Following
their notation, we denote with γ2XY (ν) the intrinsic coher-
ence of the discrete version of two continuous random pro-
cesses (discretisation is almost unavoidable in every observa-
tion of a continuous signal), and with γ2XY,n(ν) the coherence
of the discrete processes in the presence of measurement
noise. EP16 demonstrated that γ2XY,n(ν) is always smaller
than γ2XY (ν), at all frequencies. In fact, γ2XY,n will tend to
zero (irrespective of the true value of γ2XY ) at frequencies
where the amplitude of the noise variations is significantly
larger than the amplitude of the intrinsic variations. EP16
also showed that the coherence estimate, γˆ2xy(νp) (equation
3), is a biased estimate even of γ2XY,n(ν) (let alone γ2XY (ν)):
at frequencies where γ2XY,n(ν) tends to zero, the mean of
γˆ2xy(νp) will tend to ∼ 1/m, where m is the number of light
curve segments. VN97 proposed the following estimator of
the intrinsic coherence (i.e. γ2XY (ν)):
γˆ2int,xy(νp) =
|Cˆxy(νp)|2 − | ςˆ(νp)|2
[Pˆx(νp) − Px ][Pˆy(νp) − Py ]
, (A1)
where
| ςˆ(νp)|2 = 1m [Pˆx(νp)Py + Pˆy(νp)Px − Px Py ], (A2)
and {Px , Py } are the power spectra of the experimental
noise components in the observed light curves (which are
usually constant at all frequencies).
VN97 described various recipes for estimating the error
of γˆ2int,xy(νp) in different frequency regimes, depending on the
relative strength of the experimental noise over the intrinsic
variations. When the latter dominate over the former, VN97
suggested the following analytic estimate for the error of
γˆ2int,xy(νp):
σˆγˆ2int
(νp) =
γˆ2int,xy(νp)√
m
{ 2| ςˆ(νp)|4m
[|Cˆxy(νp)|2 − | ςˆ(νp)|2]2
+
[
Px
Pˆx(νp) − Px
]2
+
[
Py
Pˆy(νp) − Py
]2
+ m
[
σγˆ2 (νp)
γˆ2xy(νp)
]2 }1/2
.
(A3)
Equations A1 and A3 are often used to estimate the intrinsic
coherence between light curves in different energy bands in
the context of both AGN and XRB X-ray variability studies.
One of the aims of this work is to study the statistical
properties of γˆ2int,xy(νp), namely: a) its bias (i.e. the difference
between its mean value and γ2XY (ν)), b) how well equation
A3 approximates the true scatter of γˆ2int,xy(νp) around its
mean, and c) its probability distribution. To our knowledge,
the results from such a study have not been reported in the
literature so far. We used the same simulated light curves
that EP16 used in their study. For completness, we sum-
marise below the way EP16 constructed these light curves.
A1 Simulation setup
We considered three different numerical experiments, each
corresponding to a different prescribed time-lag spectrum:
a) a constant time-lag spectrum of 10 sec at each frequency
(henceforth, experiment CD), b) a power-law time-lag spec-
trum of the form 100(ν/10−4 Hz)−1 sec (henceforth, experi-
ment PLD), and c) a time-lag spectrum expected when the
two random processes are related by a constant response
function equal to 0.2/(200 sec) for |t − 200 sec| ≤ 100 sec,
and zero otherwise (henceforth, experiment THRF). As dis-
cussed in EP16, these functions are frequently used to model
the observed X-ray time-lag spectra in AGN. In all cases, we
assumed unity intrinsic coherence at all frequencies.
For each numerical experiment we generated 100 light-
curve pairs with a duration of 10.24 Ms, and a sampling rate
of 1 sec. We followed Timmer & Koenig (1995) to generate
the light curves, assuming a ‘smoothly-bending’ power-law
PSD with low-frequency slope −2, high frequeny slope −1,
and ‘bend-frequency’ 2 × 10−4 Hz. The original light curves
were subsequently binned at 100 sec and chopped into 500
20 ks-segments, to simulate the effects of finite binning and
light-curve duration. For each numerical experiment we thus
ended up with 500 × 100 = 5 × 104 light-curve segments of
20 ks duration (LS20 light curves, hereafter). To simulate
the effects of measurement errors, we created five copies of
each LS20 light-curve pair corresponding to a different S/N
combination, {(S/N)x, (S/N)y}: {3, 3}, {9, 3}, {18, 3}, {9, 9, },
and {18, 9}. We then added a Gaussian random number of
zero mean and appropriate variance to each point of the
LS20 light curves with a given S/N combination.
We calculated the m = 10, 20, 30, and 40 averaged cross-
periodogram and periodograms to calculate the intrinsic co-
herence estimate, along with its analytic error, according
to equations A1 and A3, respectively, and did not consider
frequencies above νcrit. The number of intrinsic coherence
estimates in each experiment and every S/N combination
were thus 5000, 2500, 1666, and 1250. Figures A4, A6, A8,
A10, and A12 at the end of this appendix show our results.
Each column in the these figures corresponds to a different
S/N combination. Black circles, green squares, and blue di-
amonds correspond to experiment PLD, CD, and THRF,
respectively.
The mean sample intrinsic coherence, 〈γˆ2int,xy(νp)〉, is
plotted in the top rows. The horizontal dotted lines indi-
cate the intrinsic coherence, which is equal to one (by the
way we constructed the simulated light curves). We plot
the mean ‘error ratio’ in the middle row panels. This is de-
fined as the ratio of the mean analytic error, 〈σˆγˆ2int (νp)〉, over
the standard deviation of the intrinsic coherence estimates,
σγˆ2int
(νp). In the bottom panels we plot the probability p1σˆ
and p2σˆ , that the intrinsic coherence estimates lie within 1
and 2〈σˆγˆ2int 〉, respectively. The horizontal dotted lines indi-
cate the values of 0.68 and 0.95, which correspond to the
percentage of points that lie within 1 and 2σ around the
mean for a Gaussian random variable.
A2 Bias of the intrinsic coherence estimate
The top row panels in Figs. A4, A6, A8, A10, and A12 show
that the mean sample intrinsic coherence is close to unity
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(i.e. it is equal to the intrinsic coherence) at low frequen-
cies. At higher frequencies it increases (in most cases), and
then decreases (the scatter increases steadily with increasing
frequency). The pattern is similar for all three numerical ex-
periments (within the scatter of the points), which suggests
that our results are probably independent of the intrinsic CS
of the time series.
To investigate the bias of γˆ2int,xy(νp) in more detail, we
first averaged the mean sample intrinsic coherence obtained
from each experiment at every frequency, and then binned
the resulting values over neighbouring frequencies with a log-
arithmic step of 1.2 (except from the two lowest frequency
points). In this way we reduced the scatter of the mean
sample intrinsic coherence, which increases substantially at
high frequencies.2 The resulting intrinsic coherence values
are shown as filled brown up-triangles in the first row panels
of Figs. A4, A6, A8, A10, and A12. The binned mean sample
intrinsic coherence shows an increase after a certain maxi-
mum frequency, νmax, followed by a rather steep decrease in
many cases. We conclude that the intrinsic coherence esti-
mates defined by equation A1 are biased estimates of the
intrinsic coherence at frequencies higher than νmax.
It would be desirable to predict analytically the bias of
γˆ2int,xy(ν) or, equivalently, to obtain an analytical prescription
to calculate νmax, however this is a difficult task. According
to equation A1,
E[γˆ2int,xy(νp)] = E
{
|Cˆxy(νp)|2 − | ςˆ(νp)|2
[Pˆx(νp) − Px ][Pˆy(νp) − Py ]
}
=
E[|Cˆxy(νp)|2] − E[| ςˆ(νp)|2]
E[Pˆx(νp) − Px ]E[Pˆy(νp) − Py ]
+ . . . , (A4)
where E denotes the expectation operator, and the dots in-
dicate higher-order terms. If we assume that E[|Cˆxy(νp)|2] ∼
|Cxy(νp)|2 + |ς(νp)|2, E[| ςˆ(νp)|2] ∼ |ς(νp)|2 ∼ (1/m)(PxPy +
PyPx + Px Py ), E[Pˆx(νp)] ∼ Px + Px , and E[Pˆy(νp)] ∼
Py + Py , where Cxy , Px , and Py are the intrinsic CS and
PSDs of the measured process (i.e. in the absence of exper-
imental noise), equation A4 becomes
E[γˆ2int,xy(νp)] =
|Cxy(νp)|2
PxPy
+ . . .
= γ2XY (νp) + . . . , (A5)
where the dots again denote higher-order terms. They are
usually assumed to be small, however, our results indicate
that these terms become increasingly important at high fre-
quencies. An analytical estimation of the bias requires the
calculation of the next-order terms in equation A5, which
are not known in closed form by us. We thus proceeded to
investigate how to obtain an empirical recipe for estimating
νmax.
This frequency appears to depend mainly on the S/N
2 We note that, unlike the case with binned CS estimates, av-
eraging of the intrinsic coherence estimates does not introduce
any significant bias. The reason is that the mean sample intrinsic
coherence does not appear to be a steep function of frequency,
contrary to the case of the mean sample real and imaginary parts
of the CS (see EP16 for a detailed discussion regarding the bias
of CS estimates).
ratio of the light curves: it increases with increasing signal-
to-noise ratio. It also depends on m (for a fixed S/N combi-
nation it increases with increasing m), but to a lesser degree.
These results indicate that νmax should correspond to a char-
acteristic time-scale where the experimental noise fluctua-
tions start dominating over the fluctuations of the intrinsic,
underlying signal. Given that νcrit, as defined in Section 3, is
a proxy of such a time-scale, we expect the two frequencies
to be correlated. To test this, we defined νmax as the fre-
quency where the mean sample intrinsic coherence becomes
equal to 1.05 (which corresponds to a bias of 5 per cent), and
computed it by interpolating the binned sample coherence
values and equating the interpolated functions to 1.05.
The top panel in Fig. A1 shows νmax as a function of νcrit.
Black circles, red squares, green diamonds, blue up-triangles,
and brown down-triangles show the points (for all the four
different m values) when {(S/N)x, (S/N)y} = {3, 3}, {9, 3},
{18, 3}, {9, 9}, and {18, 9}, respectively. This plot confirms
that νmax and νcrit are indeed positively correlated. On av-
erage, νmax increases with increasing νcrit. It also shows that
the correlation is different between the cases of low (black
circles, red squares, and green diamonds) and high S/N (blue
up-triangles and brown down-triangles in the same panel).
This suggests that νmax also depends on an additional pa-
rameter that is related to the S/N of the light curve with
the smallest mean count rate.
By trial and error, we discovered that the frequency
νcritνy/(νcrit + νy), where νy is the frequency where the sam-
ple power spectrum of the light curve with the lowest S/N
becomes equal to 4Py /(1−m−1/2), is a better proxy of νmax.
We illustrate this fact in the bottom panel of Fig. A1, which
shows νmax as a function of νcritνy/(νcrit+νy). The best-fitting
relation in this case is νmax = 2νcritνy/(νcrit + νy). The dashed
magenta line in the same panel shows this relation. We there-
fore suggest the following formula for estimating νmax:
νmax = 2
νcritνy
νcrit + νy
, (A6)
where νy is the frequency where the sample PSD of the light
curve with the lowest S/N, Pˆy , becomes equal to 4Py /(1 −
m−1/2). The sample intrinsic coherence estimates defined by
equation A1 are reliable estimates of the intrinsic coherence
(in the sense that their bias should be . 5 per cent) at
frequencies lower than νmax. The vertical (red) dashed lines
in Figs. A4–A13 indicate νmax, which were computed using
equation A6 in each case.
A3 The error of the intrinsic coherence estimate
The second row plots in Figs. A4, A6, A8, A10, and A12
show that the error ratio remains approximately constant
at frequencies below ∼ νmax, and then increases rapidly with
increasing frequency. The frequency range over which the
error ratio remains constant is roughly equal to the range
between the lowest frequency and νmax. On average, the error
ratio at low frequencies is greater than unity when m ≤ 20
while the ratio becomes roughly equal (or slightly smaller
than) unity when m ≥ 30. The fact that the error ratio be-
comes significantly larger than unity at frequencies higher
than νmax indicates that the analytic error defined by equa-
tion A3 overestimates the standard deviation of the intrinsic
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Figure A1. The maximum frequency, νmax, which is the fre-
quency where the bias of the intrinsic coherence estimates is equal
to 1.05, as a function of νcrit (top panel) and νcritνy/(νcrit+νy ) (bot-
tom panel; see text in Section A2 for details).
coherence estimates in these cases. We suspect that the rea-
son for this significant discrepancy is that equation A3 pro-
vides an error estimate based on the assumption that the
distribution of the sample intrinsic coherence is Gaussian,
which is far from true at high frequencies (see Section A4
for a more detailed discussion on this issue).
The bottom panels in Figs. A4, A6, A8, A10, and A12
show the percentage of the sample intrinsic coherence esti-
mates that are within 1 and 2〈σˆγˆ2int 〉 of the sample mean,
p1σˆ and p2σˆ , respectively. The former is larger than 68 per
cent, in most cases. Most of the sample intrinsic coherence
estimates are closer to the sample mean than the analytic
error predicts. The p2σˆ values are also larger than 95 per
cent, but only when m = 10.
We computed the weighted mean of the error ratio at
the lowest frequency (5 × 10−4 Hz) for each m, using the re-
sults from the three different numerical experiments, for all
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Figure A2. The mean error ratio at the lowest sample frequency,
for all experiments, plotted as a function of m. The dashed line
indicates the best-fitting line to the data (see equation A6).
S/N combinations. Figure A2 shows the resulting mean error
ratio plotted as a function of m. We found that the following
relation describes the data well:
〈σˆγˆ2int (νp)〉
σγˆ2int
(νp) = 0.5 + (3.8/
√
m) − (4.8/m). (A7)
The red dashed line in the same figure shows this relation.
This result suggests that, if we divide the analytic error es-
timate by 0.5+ (3.8/√m) − (4.8/m), then the ‘corrected’ error
estimates will better approximate the true scatter of the
sample intrinsic coherent estimates around their mean.
In the top panels of Figs. A5, A7, A9, A11, and A13 we
plot the corrected error ratio. As long as m ≥ 20, the ratio
is constant and ∼ 0.8−1 at frequencies lower than νmax. The
middle panels in the same figures show the corrected p1σˆ
and p2σˆ values in each case. When m ≥ 20, p1σˆ and p2σˆ
values are ∼ 0.68− 0.75 and almost identical to 0.95, respec-
tively, at frequencies lower than νmax. These results indicate
that, as long as m & 20, the corrected analytic error approxi-
mates well the true scatter of the sample intrinsic coherence
around the mean, and, at the same time, the standard devia-
tion of these estimates corresponds to the standard deviation
of a Gaussian variable at frequencies lower than νmax. This
suggests that the distribution of the intrinsic coherence es-
timates may approximate a Gaussian in the same frequency
range.
A4 Probability distribution of the intrinsic
coherence estimates
Figure A3 shows the probability distribution of the intrinsic
coherence estimates from experiment PLD, at three different
frequencies: 10−4 (top panel), 2 × 10−4 (middle panel), and
3× 10−4 Hz (bottom panel). The first two frequencies, which
are lower than νmax, lie within the range where the bias is
less than 5 per cent, and the corrected error ratio is close
to unity. The third frequency is higher than νmax, and both
the bias as well as the corrected error ratio have increased.
The plots show that, as the frequency increases, the width
of the probability distribution increases as well, and the dis-
tribution becomes more skewed towards values greater than
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Figure A3. The probability distribution of the sample intrinsic
estimates, using the results from experiment PLD, in two fre-
quencies that are lower, and one that is higher than νmax (top and
middle, and bottom panel, respectively). The solid vertical line
indicates the unity intrinsic coherence value in each case.
unity. The presence of this tail in the probability distribu-
tion results in a mean value larger than the intrinsic value
of one, although the most probable value (i.e. the peak of
the probability distribution, shown as a solid vertical line in
the same figure) is almost equal to unity at all frequencies.
This effect explains why the intrinsic coherence estimates
become increasingly biased at higher frequencies. The effect
reverses at even higher frequencies, where the distribution
shows a shift towards values smaller than one. In the first
two frequencies, the corrected analytic error approximates
well the standard deviation of the distributions, and it in-
dicates correctly the range which includes 68 per cent and
95 per cent of the sample intrinsic coherence values. In the
third case, (even the corrected) analytic error overestimates
significantly the (already large) standard deviation of the
distribution.
The panels in the bottom row of Figs. A5, A7, A9, A11,
and A13 show the probability, pKS(νp), that the distribu-
tion of the intrinsic coherence estimates is Gaussian, with a
mean and variance equal to the mean and variance of the
sample distribution, respectively. This probability was esti-
mated using the Kolmogorov-Smirnov (KS) test. The dotted
lines in all panels indicate the value 0.01. This is the typical
threshold probability that would normally be considered if
one wanted to reject the hypothesis of a Gaussian distribu-
tion for the coherence estimates. The vertical lines in the
panels show that, when m ≥ 20, the hypothesis of Gaussian-
ity for the distribution of the intrinsic coherence estimates
cannot be rejected at the 0.01 significance level for most (but
not all) frequencies that are lower than νmax.
A5 A prescription for estimating the intrinsic
coherence
Based on the results presented in the previous sections, we
propose the following prescription for estimating the intrin-
sic coherence between two light curves: a) Use at least m = 20
light curve segments and equations A1 and A3 to calculate
the intrinsic coherence estimates at frequencies lower than
νmax, which is defined by equation A6. b) Divide the analytic
error by the quantity 0.5 + (3.8/√m) − (4.8/m). In this way,
the intrinsic coherence estimates should be less than 5 per
cent biased, the corrected error will be equal to (and, in the
worse case, no more than ∼ 20 per cent smaller than) the
true standard deviation of the estimates, and their distribu-
tion will be rather well approximated by a Gaussian.
We point out that the distribution is almost certainly
not identical to a Gaussian. However, perhaps the most in-
teresting result for practical applications is that the range
‘±1 × (corrected)error’ (‘±2 × (corrected)error’) corresponds to
the 68 per cent (95 per cent) confidence interval of the in-
trinsic coherence estimates. Furthermore, the fact that the
estimates are approximately Gaussian implies that they can
be used to model the intrinsic coherence estimates of two
light curves, using traditional χ2 minimisation techniques.
We note though that, if a model fails to fit the data well at
frequencies close to νmax, one should try to repeat the fit by
only considering intrinsic coherence estimates at frequencies
lower than ∼ νmax/2, as the results presented in the previous
section indicate that the hypothesis of Gaussianity should
be stronger at these frequencies.
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Figure A4. Top row : Mean of the sample intrinsic coherence estimates (the horizontal dotted lines indicate the unity intrinsic coherence).
Middle row : The mean error ratio (the horizontal dotted lines indicate the unity value, in which case the mean analytic error of the
sample intrinsic coherence estimates is equal to the standard deviation of the sample distributions). Bottom row : The percentage of
points in the sample intrinsic coherence distributions that are within a region equal to 1 and 2 times the mean analytic error around the
mean of the distribution (the lower and upper horizontal lines indicate the 68 per cent and 95 per cent values, which hold in the case of
a Gaussian distribution). In this, and all subsequent similar figures, the different columns correspond to different number of light curve
segments (m is indicated on the top of each column). The points in the top row panels indicate the mean sample intrinsic coherence for
each experiment, while filled triangles show the binned results. For clarity reasons, in the other panels we plot only the binned results,
for all experiments (see Appendix A for details).
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Figure A5. Top row : The mean corrected error ratio (the the horizontal dotted lines indicate the value of one, in which case the mean
analytic error of the sample intrinsic coherence estimates is equal to the standard deviation of the sample distributions). Middle row : The
percentage of points in the sample intrinsic coherence distributions that are within a region equal to 1 and 2 times the mean corrected
analytic error around the mean of the distribution (the horizontal dotted lines and points are as in the respective panels in Fig. A4).
Bottom row : Probability that the sample intrinsic coherence estimates are Gaussian-distributed (see Appendix A for details).
MNRAS 000, 1–26 (2016)
22 A. Epitropakis & I. E. Papadakis
1
〈γ^ 2 i
nt
,x
y〉
(S/N)
x
=9, (S/N)y=3 (m=10) (S/N)x=9, (S/N)y=3 (m=20) (S/N)x=9, (S/N)y=3 (m=30) (S/N)x=9, (S/N)y=3 (m=40)
1
10
Er
ro
r r
at
io
10-4 10-3
νp (Hz)
0.6
0.8
1
p 1
σ^
,
 
p 2
σ^
10-4 10-3
νp (Hz)
10-4 10-3
νp (Hz)
10-4 10-3
νp (Hz)
Figure A6. As in Fig. A4, for (S/N)x = 9 and (S/N)y = 3.
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Figure A7. As in Fig. A5, for (S/N)x = 9 and (S/N)y = 3.
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Figure A8. As in Fig. A4, for (S/N)x = 18 and (S/N)y = 3.
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Figure A9. As in Fig. A5, for (S/N)x = 18 and (S/N)y = 3.
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Figure A10. As in Fig. A4, for (S/N)x = 9 and (S/N)y = 9.
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Figure A11. As in Fig. A5, for (S/N)x = 9 and (S/N)y = 9.
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Figure A12. As in Fig. A4, for (S/N)x = 18 and (S/N)y = 9.
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Figure A13. As in Fig. A5, for (S/N)x = 18 and (S/N)y = 9.
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APPENDIX B: OBSERVED TIME-LAGS AND
INTRINSIC COHERENCE
This paper has been typeset from a TEX/LATEX file prepared by
the author.
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Figure B1. Sample time-lag spectra of 1H 0707–495 between the 2−4 keV band and various energy bands. The red dashed lines indicate
the best-fitting power-law model, while the vertical blue dotted-dashed lines indicate the frequency range used for the fitting procedure
(see Section 3.1 for more details).
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Figure B2. Sample intrinsic coherence of 1H 0707–495 between the 2 − 4 keV band and various energy bands. The red dashed lines
indicate the best-fitting model, while the vertical blue dotted-dashed lines indicate the maximum frequency, νmax, below which the
intrinsic coherence can be reliable estimated (see Appendix A for more details).
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Figure B3. As in Fig. B1, for MCG–6-30-15.
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Figure B4. As in Fig. B2, for MCG–6-30-15.
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Figure B5. As in Fig. B1, for NGC 4051.
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Figure B6. As in Fig. B2, for NGC 4051.
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Figure B7. As in Fig. B1, for PKS 0558–504.
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Figure B8. As in Fig. B2, for PKS 0558–504.
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Figure B9. As in Fig. B1, for Mrk 766.
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Figure B10. As in Fig. B2, for Mrk 766.
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Figure B11. As in Fig. B1, for Ark 564.
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Figure B12. As in Fig. B2, for Ark 564.
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Figure B13. As in Fig. B1, for IRAS 13224–3809.
0.1
1
In
tri
ns
ic
 c
oh
er
en
ce
0.3-0.5 vs. 2-4 0.5-0.7 vs. 2-4 0.7-1 vs. 2-4
10-4 10-3
Frequency (Hz)
0.1
1
In
tri
ns
ic
 c
oh
er
en
ce
0.3-1 vs. 2-4 1-2 vs. 2-4 4-5 vs. 2-4
10-4 10-3
Frequency (Hz)
0.1
1
In
tri
ns
ic
 c
oh
er
en
ce
5-7 vs. 2-4
10-4 10-3
Frequency (Hz)
7-10 vs. 2-4
IRAS 13224-3809
T=20ks
m=18
Figure B14. As in Fig. B2, for IRAS 13224–3809.
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Figure B15. As in Fig. B1, for MCG–5-23-16.
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Figure B16. As in Fig. B2, for MCG–5-23-16.
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Figure B17. As in Fig. B1, for NGC 7314.
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Figure B18. As in Fig. B2, for NGC 7314.
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Figure B19. As in Fig. B1, for Mrk 335.
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Figure B20. As in Fig. B2, for Mrk 335.
MNRAS 000, 1–26 (2016)
