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The Re´nyi entanglement entropy in quantum many-body systems can be viewed as the difference
in free energy between partition functions with different trace topologies. We introduce an external
field λ that controls the partition function topology, allowing us to define a notion of nonequilibrium
work as λ is varied smoothly. Nonequilibrium fluctuation theorems of the work provide us with
statistically exact estimates of the Re´nyi entanglement entropy. This framework also naturally
leads to the idea of using quench functions with spatially smooth profiles, providing us a way
to average over lattice scale features of the entanglement entropy while preserving long distance
universal information. We use these ideas to extract universal information from quantum Monte
Carlo simulations of SU(N) spin models in one and two dimensions. The vast gain in efficiency
of this method allows us to access unprecedented system sizes up to 192 x 96 spins for the square
lattice Heisenberg antiferromagnet.
Entanglement entropy is a quantity of basic impor-
tance in the characterization of quantum many-body
wavefunctions. It signals the departure from a simple
tensor product of subsystem wavefunctions for a spatial
bipartition. Though in general the entanglement entropy
depends only on the boundary size of the bipartition–the
“area law”–and captures local correlations, violations to
the area law can contain long distance universal informa-
tion [1–3]. For instance, one dimensional critical systems
show a logarithmic growth of the entanglement entropy
with subsystem size where the prefactor depends on the
central charge of the underlying conformal field theory
[4–6]. Examples of universal features in higher dimen-
sions include logarithmic contributions in symmetry bro-
ken phases with gapless Goldstone modes [7–16] and a
universal negative constant in topological phases [17–19].
Low entanglement methods such as the density ma-
trix renomalization group (DMRG) most naturally al-
low for the computation of entanglement entropy, which
has been enormously successful in characterizing critical
spin chains and identifying 2D gapped topological phases
of matter [3]. However, 2D gapless systems, long-range
interactions and 3D systems still pose significant chal-
lenges for the DMRG method. This motivates the de-
velopment of entanglement entropy methods in quantum
Monte Carlo (QMC) that, barring a sign problem, do not
face the same difficulties.
In fact, QMC simulations have made remarkable
progress in this direction. The ability to interpret the
Re´nyi entanglement entropies in terms of replica parti-
tion functions has enabled the introduction of various
QMC estimators [20–23]. While this has allowed for the
investigation of many physical systems, the calculations
remain costly due to the need to perform independent
simulations either as a function of temperature or to in-
crementally compute the entanglement entropy for the
region of interest. These inefficiencies are compounded
in two or more dimensions where the area law dominates
and universal features are subtle. Though improved es-
timators have been introduced [24,15], these represent
either incremental advancements or are restricted to spe-
cific models. Simulations in this realm have yet to reach
the large scale typically enjoyed by other more common
QMC measurements.
At the same time, the ability to view the Re´nyi en-
tanglement entropy as a difference of free energies begs
the question of whether one can apply nonequilibrium
work relations [25, 26] that have been widely used in the
molecular dynamics community [27]. Indeed, this idea
was recently explored in the context of classical path in-
tegral Monte Carlo [28], paving the way for the extension
to QMC that we present here.
We will first present the basic idea for a fixed subsys-
tem size using replica partition functions. We then show
how this leads to the idea of smooth, space dependent
quench functions that generalize the Re´nyi entanglement
entropy while preserving its universal features and al-
lows for computations as a function of subsystem size.
These are used to extract universal features of SU(N)
magnets in one and two dimensions. Finally we extend
the method to T = 0 projector QMC simulations in the
valence bond basis [29, 30], enabling ground state en-
tanglement entropy measurements of the 2D Heisenberg
model on truly large lattices.
General method: The Re´nyi entanglement entropy is
given by
S
(n)
A =
1
1− n ln(Trρ
n
A), (1)
where n is the Re´nyi index (n = 2 throughout this work)
and ρA = TrA¯ρ is the reduced density matrix of a sub-
system A. We express the density matrix as ρ = e−βH/Z
with the partition function Z = Tre−βH . In what follows
β will be made sufficiently large so that only the ground
state contributes.
S
(n)
A can be conveniently re-expressed as [6]
S
(n)
A =
1
1− n ln
(
Z
(n)
A
Z
(n)
ø
)
, (2)
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2where the replica partition functions are defined as
Z
(n)
A = Tr
((
TrA¯e
−βH)n) and Z(n)ø = (Tre−βH)n = Zn.
Notice that Z
(n)
A and Z
(n)
ø are defined in exactly the same
way, where ø means that there are no sites in the A sub-
system. We now wish to define a function Z(n)A (λ) such
that Z(n)A (0) = Z(n)ø and Z(n)A (1) = Z(n)A . This can be
written explicitly as
Z(n)A (λ) =
∑
B⊆A
λNB (1− λ)NA−NBZ(n)B , (3)
where here B denotes all possible subsets of A includ-
ing the empty set ø and A itself. NA and NB de-
note the number of sites contained in the sets A and
B, respectively. Here λ controls the probability for an
individual site in the A subsystem to be traced only
once. To ease the notation in what follows we define
gA(λ,NB) = λ
NB (1− λ)NA−NB .
The entanglement entropy can then be computed as:
S
(n)
A =
1
1− n
∫ 1
0
dλ
∂ lnZ(n)A (λ)
∂λ
. (4)
If one wanted to numerically compute this quantity
using quantum Monte Carlo techniques, independent
equilibrium simulations on a fine grid of points be-
tween λ = 0 and λ = 1 would need to be performed.
Each simulation would measure the equilibrium average
∂ lnZ(n)A (λ)/∂λ = 〈NBλ − NA−NB1−λ 〉λ and the resulting
curve from all the simulations would need to be numeri-
cally integrated.
This approach has obvious practical limitations. It is
much more desirable to estimate the entanglement en-
tropy directly from a single simulation. Fortunately,
this can be done by defining a nonequilibrium process
in which λ is varied smoothly from 0 to 1:
W
(n)
A = −
1
β
∫ tf
ti
dt
dλ
dt
∂ ln gA(λ(t), NB(t))
∂λ
(5)
Here λ(ti) = 0, λ(tf ) = 1 and W
(n)
A is the total work
done throughout the process. We emphasize here that
the work is a random variable that will follow a distri-
bution. One instance of the work is given by the sum
of the increments ∂ ln gA(λ(t), NB(t)) along a nonequi-
librium path in the configuration space of Z(n)A (λ) as λ
is varied from 0 to 1. The average β〈W (n)A 〉/(n− 1) then
approaches S
(n)
A as tf − ti → ∞. If the quench time
is finite then the average will overestimate S
(n)
A due to
the nonequilibrium entropy production associated with
irreversibility.
Again the situation is undesirable, since we would like
to accurately estimate the entanglement entropy even
when the quench time is finite. Here we can greatly
prosper from a well known nonequilibrium fluctuation
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Figure 1. Panel (a): The quench protocol outlined in the
general method section. The external field λ is taken to be
spatially constant in the A subsystem (here three sites of a
six site chain) and varying in time from 0 to 1. Panel (b):
The quench function in Eq. (7) shown at five different time
steps. Here the site at x = 2 is smoothly brought into the en-
tangling region as the subsystem partition is moved from left
to right. Panel (c): The same quench function at one instant
in time shown for several values of δ. When δ is small each
site is quenched individually, computing exactly the Re´nyi
entanglement entropy of a block subsystem. For larger δ the
subsystem boundary is spread over several sites, generalizing
the Re´nyi entanglement entropy in such a way that lattice
scale features are suppressed while universal information is
preserved.
theorem of work, Jarzynski’s equality [25], which in this
context reads:
S
(n)
A =
1
1− n ln
(〈
e−βW
(n)
A
〉)
, (6)
Remarkably this equality holds true regardless of the
quench time.
Quench protocols: In the previous section we took the
external field λ to be constant in space and varying in
time between 0 and 1. This is depicted in panel (a) of Fig.
1. This provides us with a very efficient way of computing
the entanglement entropy of large regions, which we will
demonstrate in the final section using T = 0 projector
QMC simulations. At this point, however, we would like
to introduce another quench protocol that can compute
the entanglement entropy as a function of subsystem size
in a single nonequilibrium simulation.
This can be achieved by making λ a function of both
time and space in such a way that the subsystem par-
tition “slides” across the lattice, in which case Eq. (3)
can be easily adapted (see supplemental material). This
naturally leads us to the idea that λ should be a smooth
function of space so that individual sites are quenched
gradually while the partition moves. A convenient choice
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Figure 2. Here we compute the Re´nyi entanglement entropy
using the quench function in Eq. (7) for an L = 120 chain
for SU(2), SU(3) and SU(4) with δ = 1.1. The colored curves
with shaded error bar are the QMC data and black lines are
numerical fits. We find perfect agreement with the universal
form in Eq. (9) with central charge c = N − 1.
is given by
λ(x, l(t), δ) =
1
1 + e(x−l(t)+
1
2 )/δ
. (7)
Here x is the spatial coordinate (from 0 to L− 1) along
the chain and λ depends on time through the parameter
l(t) which represents the center of one boundary between
the A subsystem and the rest of the chain (see panel
(b) and (c) of Fig. 1). A shift of 12 is introduced so
that l(t) is centered between sites of the chain. We have
also introduced a parameter δ that controls the width of
the boundary. As we will discuss momentarily, δ allows
us to suppress lattice scale features of the entanglement
entropy while preserving the universal features.
The quench protocol as defined by Eq (7) involves vary-
ing l(t) linearly in time from l(ti) = −pδ to l(tf ) =
L − 1 + pδ, where the constant p is used to ensure that
λ(x, l(ti), δ) and λ(x, l(tf ), δ) are approximately 0 and
1 everywhere, respectively. As l(t) is varied along the
length of the chain, the total work is computed as a func-
tion of time. Since l(t) represents the current location of
the subsystem boundary, this allows us to compute the
entanglement entropy as a function of subsystem size in a
single nonequilibrium simulation. Furthermore, since l(t)
is real valued, the entanglement entropy is computed as a
continuous curve that can be sampled up to the number
of time steps used in the nonequilibrium process.
We now wish to discuss the role of the parameter
δ, which is a central idea that emerges from our new
method. When δ is small enough so that the width of
the subsystem boundary is much less than the lattice
spacing, our protocol allows for the exact computation
of S
(2)
A as a function of subsystem size. The entangle-
ment entropy thus defined contains strong lattice-scale
features that can often obscure universal properties that
one wishes to extract. By increasing δ so that the subsys-
tem partition is spread over a few lattice sites we effec-
tively average over features below a certain scale. As we
intuitively expect, the presence of δ will only affect non-
universal features of the entanglement entropy, namely
the area law contribution.
SU(N) chain: As a first test case for our new method,
we start with the SU(N) Heisenberg antiferromagnet on a
periodic one dimensional chain [31, 32]. The Hamiltonian
can be written simply as a nearest neighbor permutation:
H =
J
N
∑
i
N∑
α,β=1
|αiβi+1〉〈βiαi+1|. (8)
The ground state of this model is critical, and belongs to
the family of conformally invariant Wess-Zumino-Witten
nonlinear sigma models with central charge c = N − 1
[32]. This system gives rise to the celebrated log violation
of the area law, which is given by the following form:
S(n)(l) =
c
6
(
1 +
1
n
)
log
(
L
pi
sin
(
pil
L
))
+ b. (9)
The Re´nyi entanglement entropies of this system also
show oscillations as a function of subsystem size [33].
In Fig. 2 we use our newly developed nonequilibrium
method in the framework of the stochastic series expan-
sion QMC algorithm [34], combined the with quench pro-
tocol in Eqn. (7) to show that lattice scale oscillations of
the entanglement entropy can be suppressed by smooth-
ing out the subsystem boundary using the parameter δ.
Crucially the central charge is insensitive to the presence
of δ, which only affects the nonuniversal constant (area
law) contribution (see supplemental materials). As ex-
pected, we find perfect agreement with the central charge
c = N − 1.
2D staggered SU(N) Model: Recently, the entangle-
ment entropy has been used to detect Goldstone modes
in magnetically ordered systems [7, 15]. To this end,
we select a family of two dimensional SU(N) symmetric
models that support gapless spin wave excitations. The
Hamiltonian is given by [35]
H = −J1
N
∑
〈ij〉
N∑
α,β=1
|αiαj〉〈βiβj |−J2
N
∑
〈〈ij〉〉
N∑
α,β=1
|αiβj〉〈βiαj |.
(10)
Here we consider periodic square lattices, using the fun-
damental representation of SU(N) on one sublattice and
the conjugate to the fundamental on the other sublat-
tice. J1 > 0 and J2 > 0 are the nearest and next-nearest
neighbor couplings, respectively.
This model is an SU(N) generalization of the spin- 12
Heisenberg antiferromagnet with a ferromagnetic next-
nearest neighbor interaction. When J2 = 0 the ground
state is magnetically ordered with gapless Goldstone
modes for 2 ≤ N ≤ 4 and forms an valence bond solid
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Figure 3. In the main plot we show the data collected using
our two dimensional version of the quench function in Eq. (7)
on the staggered SU(2) model for L = 6, 8, 10, ..., 20, J2/J1 =
1 and δ = 0.7. We use the data from the center cut to fit
to the universal scaling form in Eq. (11) and in the inset we
plot the center cut data with the area law piece subtracted
on semi-log axes along with the best fit (black line). This
procedure is repeated for SU(3) and SU(4) (also shown in
the inset) with J2/J1 = 2 and J2/J1 = 3.5, respectively. We
find excellent agreement with the number of Goldstone modes
Ng = 2(N − 1).
for N ≥ 5 [36]. When J2 > 0 magnetic order is enhanced
which greatly facilitates the ability to accurately extract
the number of Goldstone modes by fitting to our entan-
glement entropy data.
The presence of Goldstone modes produces a log con-
tribution to the entanglement entropy [7]. In the simplest
case, we can take an L x L cylinder and cut it in half.
The resulting entanglement entropy as a function of the
linear system size L is given by
S(n)(L/2) = aL+
Ng
2
log(L) + b. (11)
Here Ng is the number of Goldstone modes and b con-
tains a geometrical constant.
We again apply our nonequilibrium method in combi-
nation with the quench protocol in Eq. (7), where now
the quench function is taken to be spatially constant in
the y-direction and the partition is swept along the x-
direction. Fig. (3) shows the resulting curves for system
sizes L = 6, 8, .., 20 for SU(2). We take the midpoint
of our data and perform a fit to Eq. (11). This pro-
cedure is performed for SU(2), SU(3) and SU(4) with
J2/J1 = 1, 2, 3.5, respectively. The inset of Fig. (3)
shows the entanglement entropy at the center cut with
the area law piece subtracted. On semi-log axes, the log
contribution manifests itself as a straight line. Within
one percent accuracy we find the number of Goldstone
modes to be Ng = 2, 4, 6 for N = 2, 3, 4 respectively.
Projector QMC simulations: We finally wish to ex-
tend our method to T = 0 projector QMC simulations
in the valence bond basis [29, 30]. The motivation here
is that one can much more easily reach the groundstate
as compared with the finite temperature stochastic series
expansion algorithm. Furthermore, we directly compute
the half-system second Re´nyi entanglement entropy by
performing the quench analogous to panel (a) of Fig.
1. These efficiency gains allow us to access unprece-
dented system sizes for the square lattice spin- 12 Heisen-
berg model, shown in Fig. 4. Finally, we note that the
convergence of Ng by fitting to the form in Eq. (11) is
very slow when a next-nearest-neighbor coupling is ab-
sent.
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Figure 4. Half-system second Re´nyi entanglement entropy for
the spin- 1
2
square lattice Heisenberg model. By using T = 0
projector QMC simulations in the valence bond basis we can
much more efficiently reach the ground state. This allows
for precise calculations on unprecedented system sizes (up to
size 192 x 96 shown here). Without adding a next-nearest-
neighbor coupling, we observe very slow convergence to Ng =
2 when fitting to the scaling form (11).
Conclusion: We have introduced a highly efficient
nonequilibrium method for computing the Re´nyi entan-
glement entropy in the context of statistically exact QMC
simulations. Remarkably, in all of our simulations we
observe that the QMC statistical error remains constant
when the number of measurement sweeps is proportional
to the number of sites in the entangling region (see sup-
plemental material). Room for improvement is also still
possible since a linear quench protocol for a fixed region
is most certainly not optimal.
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5Note added: Recently, another important work on com-
puting entanglement entropy using thermodynamic con-
cepts via a field theoretic mapping has also been intro-
duced [37].
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SUPPLEMENTAL MATERIAL
QMC sampling and measurement
Our task is to perform nonequilibrium simulations in
the space of configurations contained in Z(n)A (λ) and add
up all of the increments ∂ ln gA(λ(t), NB(t)) along a path
between λ = 0 and λ = 1. We must first describe how to
stochastically sample the Z(n)A (λ) configurations in equi-
librium. We employ the stochastic series expansion QMC
algorithm [34] using the replica trick [21], where one sam-
ples n independent copies of the partition function in a
single simulation. These are the configurations of Z
(n)
ø ,
which are one subset of Z(n)A (λ). In order to transi-
tion to other subsets, spins in different (independent)
traces need to be joined into a single trace. This can
be done if the spin states in the different traces match
each other. The weight of the configuration will also
change upon joining spins, since this changes the prefac-
tor gA(λ,NB) = λ
NB (1− λ)NA−NB . We take the accep-
tance probability of joining or splitting spins (with the
requirement that the spin states must match) to be the
ratio of the weights of the new and old configurations.
This gives the the acceptance probabilities
Pjoin = min
{
λ
1− λ, 1
}
Psplit = min
{
1− λ
λ
, 1
}
.
(12)
Each site in the A subsystem is given the opportunity to
join or split (depending on its current trace topology).
Once this rewiring is done, the connectivity of the con-
figuration is fixed and one may perform a standard QMC
update.
We now need to know how to measure the work in-
crements as we move along a nonequilibrium trajectory
in the space of configurations contained in Z(n)A (λ). The
increment between time tm and tm+1 is given by
∆ ln gA(λ,NB) =(NA −NB(tm)) ln
(
1− λ(tm+1)
1− λ(tm)
)
+NB(tm) ln
(
λ(tm+1)
λ(tm)
)
.
(13)
In other words, the increment is calculated by fixing the
configuration and computing the change in ln gA as λ
is incremented. This is in direct analogy to the way in
which nonequilibrium work increments are computed in
classical systems, except there one computes the change
in energy of a configuration.
At this point two comments are in order. Firstly, one
can avoid numerical rounding errors incurred by sum-
ming the log increments by instead taking a product of
the arguments. Secondly, the factor of −1/β in the def-
inition of the work (Eq. (5)) completely drops out of
the formulation when one uses Jarzynski’s equality (Eq.
(6)). It is only included to give W
(n)
A the proper units of
work. With these ideas in mind, we can succinctly write
the Jarzynski estimator for the partition function ratio
as follows:
ZA
Zø
=
〈∏
m
gA(λ(tm+1), NB(tm))
gA(λ(tm), NB(tm))
〉
, (14)
where here we have suppressed the Re´nyi index.
Now that we have the ingredients necessary to update
and perform work measurements on our configurations,
we will briefly outline the the main steps of the algorithm.
First we equilibrate the system in the Z
(n)
ø ensemble of
configurations (i.e. λ = 0). The equilibrated configu-
ration is then saved to a file, and the nonequilibrium
process begins. First we measure the work increment by
Eq. (13) (or better to multiply the λ factors from the
first time step in Eq. (14)), then the current value of λ
is incremented and each spin in the A subsystem is given
the opportunity to change its trace topology according
the the probabilities in Eq. (12). The trace topology is
then held fixed and a regular QMC update is performed.
Then the cycle begins again by computing the next incre-
ment and so on. Throughout the entire nonequilibrium
process all of the work increments are accumulated and
saved, in practice sampling them at regular intervals.
In order to initiate a new nonequilibrium process, we
first read in the saved configuration that was equilibrated
at the beginning, then we re-equilibrate for some smaller
number of QMC steps (always staying in the Z
(n)
ø ensem-
ble) and again save the configuration to a file. This new
starting configuration is used for the next nonequilibrium
process.
We note that if the quenches are fast and the entan-
gling region is large, it can happen that at the end of the
quench when λ = 1 spins have not entirely joined and
the ratio formula in Eq. (14) gives zero. This should
be avoided by increasing the quench time, but (so as not
to lose the work measurement) one can multiply by one
(instead of zero) for these spins. Although we have tried
to avoided it, this does not seem to have any detectable
effect on the accuracy of the entanglement entropy mea-
surements, even for reasonably short quench times.
7Space dependent quench functions
In order to clearly see how to treat space dependent
quench functions, we write the formula for Z(n)(λ) as:
Z(n)(λ) =
∑
B⊆L
∏
x∈B
λ(x)
∏
x∈B¯
[1− λ(x)]
Z(n)B . (15)
Here B is now summed over all proper subsets of the
entire lattice. One can now interpolate between Z
(n)
ø
and Z
(n)
A by using the space dependent quench func-
tion λ(x, t) = λ(t)χA(x), where the indicator function
χA(x) = 1 if x ∈ A (zero otherwise), and λ(t) =
(t − ti)/(tf − ti). This is the same function appearing
in panel (a) of Fig. 1, but formulating things in this way
allows us to treat arbitrary quench functions.
Computing the work increments in this case is no more
complicated. First we define the g function as
g(λ(x), B) =
∏
x∈B
λ(x)
∏
x∈B¯
[1− λ(x)], (16)
and the dynamical work is
W (n) = − 1
β
∫ tf
ti
dt
dλ
dt
∂ ln g(λ(x, t), B(t))
∂λ
. (17)
The work increment accumulated between two adja-
cent time steps tm and tm+1 is given by
∆ ln g = ln
(
g(λ(x, tm+1), B(tm))
g(λ(x, tm), B(tm))
)
, (18)
or
∆ ln g = ln
 ∏
x∈B(tm)
λ(x, tm+1)
λ(x, tm)
∏
x∈B¯(tm)
1− λ(x, tm+1)
1− λ(x, tm)
 .
(19)
The total work and Jarzynski estimator for the Re´nyi
entanglement entropy follow naturally, and the space de-
pendent λ is used in the joining and splitting probabili-
ties.
QMC versus ED
When using any numerical method, it is always im-
portant to compare with exact results. We have gone to
great lengths to check the accuracy of our method for
small systems that can be diagonalized exactly. Fig. 5
shows a comparison of our QMC method with exact diag-
onalization of an SU(2) L = 16 chain. We have used the
quench function in Eq. (7) for different values of δ. The
QMC data is the colored curves with shading as the error
bar (this can be seen in the zoomed inset), and the black
curves are exact results obtained by diagonalizing the re-
duced density matrices for all possible bipartitions and
weighting them with the appropriate factors of λ(x, l, δ).
We find perfect agreement between the QMC and ED.
We also see that when δ is made small enough the exact
Re´nyi entanglement entropy of a block subsystem (the
black dots) is produced.
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Figure 5. Here we compare our QMC method (colored curves)
with results obtained from exact diagonalization (black curves
and black dots) of a periodic L = 16 site chain for SU(2). We
have used the quench function in Eq. (7) for different values
of delta in our nonequilibrium QMC simulations and com-
pared that with exact results with the same quench function
obtained by diagonalizing the reduced density matrices for all
possible bipartitions and weighting them with the appropriate
factors of λ(x, l, δ). We find perfect agreement between QMC
and exact diagonalization, and we see that our quench func-
tion reproduces the exact second Re´nyi entanglement entropy
of a block subsystem (the black dots) when δ is small.
We also provide the same type of comparison in Fig. 6
for our two dimensional model on an SU(2) L = 4 square
lattice with J2/J1 = 2 using the same quench function
as in the the main text. Again we find perfect agreement
within the error bars.
Smooth quench fuctions and universal information
We now wish to show that our smooth quench func-
tion preserves the universal features of the entanglement
entropy. In Fig. 7 we use our newly developed nonequi-
librium method combined with the quench protocol in
Eq. (7) to show that lattice scale oscillations of the en-
tanglement entropy can be suppressed by smoothing out
the subsystem boundary using the parameter δ. Cru-
cially the central charge is insensitive to the presence of
δ, which only affects the nonuniversal constant (area law)
contribution.
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Figure 6. Here we show the same type of QMC vs ED com-
parison as in Fig. 5 except applied to the two dimensional
model in Eq. (10) for an SU(2) L=4 system with J2/J1 = 2.
Here as in the main text, the same quench function is used,
except in the two dimensional case it is taken to be constant
in space along the y-direction. Again when δ is small the ex-
act second Re´nyi entanglement entropy of ribbon subsystem
(black dots) is reproduced.
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Figure 7. The second Re´nyi entanglement entropy using the
quench protocol in Eq. (7) for an SU(2) L = 64 periodic
chain. Here we quench the chain with three different values
of δ, which represents the smoothing of the subsystem’s right
boundary. For δ = 0.3, individual sites of the chain can be
resolved and one observes oscillations as a function of sub-
system size. For larger δ the contribution from the boundary
is averaged over several sites and oscillations disappear. By
performing fits to the universal scaling form in Eq. (9) as a
function of data dropped from the edges (ldrop), we see that
the estimation of the central charge (c) is insensitive to the
presence of δ which only affects the area law constant b.
Efficiency of Method
It is clear from the results presented in the main text
that this method is very efficient. But here we would
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Figure 8. Here we compare our new nonequilibrium method
(Non-Eql) against the extended ensemble method using the
increment trick (Eql Inc). We consider SU(N) Heisenberg
chains and plot the QMC error bar (statistical error) versus
the subsystem size, where we cut the chains in half fixing
LA = L/2. For the extended ensemble method we build up
the half chain entanglement entropy by computing the in-
crement ratio for each site individually. This consists of LA
independent simulations. Each simulation produced 28 x 10
binned measurements, with each measurement consisting of
10,000 sweeps. In our nonequilibrium method, we quench the
entire half chain at once using the spatially constant quench
function in panel (a) of Fig. 1. For this we compute 28 x 10
independent work realizations each consisting of LA x 10,000
nonequilibrium time steps. The total number of measurement
sweeps is then identical between the two methods and we see
that the nonequilibrium method remarkably maintains a con-
stant error bar.
like to give a direct comparison of our nonequilibrium
quenches with the extended ensemble method [22] com-
bined with the increment trick [21]. In Fig. 8 we show
the statistical error (QMC error bar) as a function of sub-
system size LA = L/2 for SU(N) chains. Here we com-
pute the second Re´nyi entanglement entropy of half of the
chain in two ways: (1) by directly quenching the entire
half chain using our nonequilibrium method and (2) by
using the extended ensemble method with increments of
one site at a time. For the extended ensemble method, we
compute each increment in a separate (equilibrium) simu-
lation with 28 x 10 binned measurements each consisting
of 10,000 measurement sweeps. For our nonequilibrium
method we quench the entire half chain at once with 28
x 10 work realizations each consisting of LA x 10,000
nonequilibrium time steps. As such, the total number of
measurement sweeps used for each method is identical.
Very remarkably, in the nonequilibrium case the error
bar stays flat as long as the number of nonequilibrium
time steps is increased in proportion to the number of
sites quenched. Significant computational resources are
also saved on equilibration, since the independent equi-
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Figure 9. Here we show our zero temperature converged data
for the two dimensional model for SU(2) at J2/J1 = 1. The
main plot shows the raw data obtained from our quench func-
tion with δ = 0.7, and the upper subplots (from left to right),
show the center cut data with the area law piece subtracted,
the center cut data minus the fit performed to Eq. (11), and
the extracted number of Goldstone modes (Ng) versus the
smallest system size used in the fit (Lmin).
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Figure 10. This figure is similar to Fig. 9 except for SU(3) at
J2/J1 = 2.
librium increments need to be separately equilibrated.
T = 0 converged data for 2D model
Here we would like to provide a more detailed view of
the data presented in the main paper for the two dimen-
sional SU(N) model. In order to obtain T = 0 converged
data, we have had to set β = L2 with J1 = 1. These
extremely low temperatures prohibit us from simulating
systems much larger than L = 20. In Fig. 9 we again
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Figure 11. This figure is similar to Fig. 9 except for SU(4) at
J2/J1 = 3.5.)
show the raw data for SU(2) appearing in the main text,
this time with subfigures that show (from left to right)
the log contribution on linear axes, the QMC data with
the fit subtracted, and the fitted value of Ng as a func-
tion of the smallest system size used. We show the same
type of plot for SU(3) and SU(4) in Fig. 10 and Fig. 11,
respectively.
Finite-T data for 2D model
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Figure 12. This figure is similar to Fig. 9 except computed at
finite temperature, taking β = 4L with J1 = 1 and J2/J1 = 2
for SU(3). Here finite temperature affects are clearly visible
since the density matrix is no longer pure. We are able to
reach slightly larger system sizes in this case, and our numer-
ical fits look to be even higher quality than in the T = 0 case.
We conclude from this that Ng can be reliably extracted even
from finite temperature data.
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Figure 13. This figure is the same as Fig. 12 except for SU(4)
with β = 3L and J2/J1 = 3. Again we find a very high quality
fit even at finite temperature.
We have also collected data at finite temperatures, this
time only scaling β proportional to L and not L2. Re-
markably, the finite temperature effects do not influence
the extraction of Ng as we show in Fig. 12 for SU(3) and
Fig. 13 for SU(4). These results at finite temperature
arguably produce even more high quality fits than the
data converged at T = 0.
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Figure 14. This figure is the same as Fig. 13 except we now
set J2/J1 = 2 to illustrate the presence of finite size effects
when J2 is too small. We can see a systematic drift toward
Ng = 6 as smaller system sizes are excluded from the fit.
Finally we include data for SU(4) at a lower value of
J2/J1 to illustrate the finite size effects in this case. Fig.
14 shows finite temperature data collected with β = 3L
and J2/J1 = 2. We can see a systematic dependence of
Ng on Lmin in our numerical fits, with a drift toward the
true value Ng = 6.
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Figure 15. The second Re´nyi entanglement entropy for the
Heisenberg antiferromagnet on a 4 x 4 square lattice, choosing
the A subsystem as pictured. We find perfect agreement with
the exact result (dashed line) as a function of the number of
bins used for the averaging.
Projector QMC simulations
We now briefly outline how the nonequilibrium Re´nyi
entanglement entropy measurements can be extended to
projector QMC simulations in the valence bond basis [29,
30]. Here instead of using Monte Carlo techniques to
sample the quantum partition function at finite temper-
ature, one instead chooses a trial wave function that is
projected into the ground state by acting with powers
of the Hamiltonian. The main advantage (aside from
some additional technical simplifications) is that very
good trial wavefunctions can be used, so that the num-
ber of operators needed to reach the ground state is far
fewer compared to the stochastic series expansion at low
temperatures.
In the projector method we use the fact that the un-
normalized ground state |ψ〉 can be written as
|ψ〉 = lim
m→∞H
m|ψtrial〉. (20)
One can then write the density matrix (dividing by the
norm) and use it to construct the Re´nyi entanglement
entropy for a region A. Just as with the replica partitions
functions, the Re´nyi entanglement entropy will take the
form of a log of a ratio. In this case, however, it will be
a ratio of wave function overlaps. For the second Re´nyi
entropy of a region A, we can write it as follows:
S
(2)
A = − ln
( 〈ψ|SwapA|ψ〉〈ψ|SwapA|ψ〉
〈ψ|ψ〉〈ψ|ψ〉
)
, (21)
where SwapA means that the spin degrees of freedom
have been exchanged in the region A between the two
overlaps in the numerator.
We now find ourselves in exactly the same situation
as with the finite temperature simulations, we just need
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Figure 16. The half-system second Re´nyi entanglement en-
tropy for the Heisenberg antiferromagnet on a 24 x 24 square
lattice. We have combined the forward and reverse work mea-
surements to obtain the half-system entropy at each point
along the nonequilibrium trajectory (here 21 points have been
sampled). All data points are statistically consistent, and the
final estimate (black data point) is taken as the average. The
error on the final estimate is conservatively taken as the aver-
age error of all the points plus the standard deviation of the
points away from the mean. The dashed window is the same
measurement reported in [14].
to vary an external field from 0 to 1 in such a way that
it takes us from configurations contained in the denomi-
nator of Eq. (21) to configurations contained in the nu-
merator. To achieve this we can couple the external field
λ to the single site swap operator on each site of the A
subsystem. We use the same prefactor gA as before, and
the measurement process is identical. To be clear, during
the simulation single site swap operators are inserted or
removed throughout the A subsystem with the probabil-
ities in Eq. (12) whenever the spin degrees of freedom
match in the center of both wave function overlaps.
For the 2D Heisenberg antiferromagnet we choose to
work in the combined basis [30] of Sz spin values and
valence bond (singlet) coverings of the square lattice.
Working with valence bonds allows for the construction
of good trial states for the Heisenberg ground state and
using the Sz spin values enables efficient loop updates of
the configurations. We take our trial states to be valence
bond coverings with a 1/r3 potential [30].
Firstly in order to verify our T = 0 projector code, we
make a comparison with the second Re´nyi entanglement
entropy obtained by exact diagonalization on a 4 x 4
(periodic) lattice, which is shown in Fig. 15.
In order to ensure that our measurements are con-
sistent (especially on very large system sizes), we have
performed separate nonequilibrium work calculations in
both the forward and reverse directions. We find perfect
agreement in all cases. The forward and reverse measure-
ments can be combined so that the final result is obtained
at each point along the trajectory (λ between 0 and 1).
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Figure 17. The half-system second Re´nyi entanglement en-
tropy for the Heisenberg antiferromagnet on different size lat-
tices as a function of the projection power m. We see that
for convergence, m should be taken proportional to the num-
ber of sites and that the constant of proportionality shows a
slight increase as a function of system size. We find that the
entanglement entropy monotonically approaches the ground
state value.
The average of all of these points can be used as the fi-
nal average and a conservative estimate of the error bar
can be taken as the average error bar of all the points
plus the standard deviation of the points from the mean.
This is illustrated in Fig. 16 for a 24 x 24 system that
has been cut in half, which we compare with the same
measurement reported in [14].
Finally, in Fig. 17 we show the convergence of our large
scale entanglement data as a function of the projection
power m. Here m needs to be scaled with the number
of sites, and the proportionality constant increases with
the system size. We find that the entanglement mono-
tonically approaches the value in the ground state.
