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Abstract. This article consists the second parts of the article we promised
at the end of [FOOO15, Section 1]. We discuss the foundation of the virtual
fundamental chain and cycle technique, especially its version appeared in [FOn]
and also in [FOOO4, Section A1, Section 7.5], [FOOO7, Section 12], [Fu2].
This article is independent of our earlier writing [FOOO15]. We also do
not assume that the readers have any knowledge on the pseudo-holomorphic
curve.
In this second part, we consider a system of spaces with Kuranishi struc-
tures (abbreviated as K-system) and its simultaneous perturbations.
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Part 2. System of K-spaces and smooth correspondences
15. Introduction to Part 2
In Part 1, we have described the foundation of the theory of Kuranishi structure,
good coordinate system, CF-perturbation (also multivalued perturbation), and de-
fined the integration along the fiber (push out) of a strongly submersive map with
respect to a CF-perturbation and also prove Stokes’ formula. Using these ingre-
dients, we have established the notion of smooth correspondence and proved the
composition formula. Especially, this provides us a way to obtain a virtual funda-
mental chain for each K-space (space with Kuranishi structure). Thus Part 1 is
the story for each single K-space. On the other hand, in Part 2 we are going to
study a system of K-spaces. In actual geometric applications, there are the cases for
which it is not enough to study each single K-space individually, but is necessary
to study a system of K-spaces satisfying certain compatibility conditions, especially,
compatibility conditions at boundary and corner. The compatibility conditions we
describe depend on the situation we consider in their detail. Here we have two
geometric examples in mind. One is the Floer cohomology for periodic Hamil-
tonian system which is established by [FOn], [LiuTi] for general closed symplectic
manifold, and the other is the A∞ algebra associated to a Lagrangian submanifold
and the Floer cohomology for the Lagrangian intersection established by [FOOO3]
[FOOO4]. Since this article intends to provide a ‘package’ of the statements ap-
pearing in the actual argument above, we begin with axiomatizing the properties
and conditions in a purely abstract setting, motivated by these two geometric ex-
amples. In this way we discuss two kinds of systems of K-spaces in Part 2: One is
a linear K-system containing the Floer theory for periodic Hamiltonian system as a
typical example, and the other is a tree-like K-system containing the theory of the
A∞ algebra associated to a Lagrangian submanifold.
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We emphasize that we discuss those two cases as a prototype of the applications
of the results of this article. In fact if we are interested only in defining Floer coho-
mology of periodic Hamiltonian system and proving its basic properties, certainly
there is a shorter proof than those given in Sections 16-20. In this article we give a
general proof which can be used in similar situations with minimal change. For this
reason we tried to avoid using special feature of the particular situation we work
with but use only the arguments which are general enough. A similar argument
works in most of the other cases where the method of pseudo-holomorphic curves
is applied. (We do not know the case this method does not work.) We confirm that
it also works at least in the following situations.
(1) Constructing and proving basic properties of the Gromov-Witten invariant.
(2) Studying several Lagrangian submanifolds and constructing an A∞ cate-
gory (Fukaya catgory).
(3) The family version of (2) and equivariant versions of (1)(2).
(4) Including immersed Lagrangian submanifolds.
(5) Using the Lagrangian correspondence to construct an A∞ functor.
(6) Including bulk deformations into the Lagrangian Floer theory to define
open-closed, closed-open maps, and proving their basic properties.
(7) Studying the moduli space of psuedo-holomorphic maps from a bordered
Riemann surface of arbitrary genus with Lagrangian boundary condition
to construct an IBL-infinity structure.
(8) Including the non-compact case in defining and studying symplectic homol-
ogy and wrapped Floer homology.
(9) In the case of symplectic manifolds with contact type boundary, using closed
Reeb orbits or Reeb chords to establish the foundation of symplectic field
theory and its version with Legendrian submanifolds.
The purpose of Part 2 is summarized as follows: If we are given a system of
K-spaces satisfying the axiom we describe in this article as an input, then we prove
that we can derive certain algebraic structures from the system of K-spaces as
an output. This is a ‘package’ producing an algebraic structure from a geometric
input. The problem is that the resulting algebraic structure itself depends on the
various choices made in the course of the construction, in general. We will specify
in which sense the algebraic structure is invariant and prove the invariance in this
article. Although these typical examples of K-systems arise from moduli spaces
of pseudo-holomorphic curves, the authors expect that this kind of axiomatization
and framework will be available for other problems arising from other situations in
future.
15.1. Outline of the story of linear K-system. In Sections 16-20 we study sys-
tems of K-spaces, which axiomatize the situation appearing during the construction
of Floer cohomology of periodic Hamiltonian systems.
15.1.1. Floer cohomology of periodic Hamiltonian systems. We first review the out-
line of the construction of Floer cohomology of periodic Hamiltonian systems in
[Fl2].
Let H : S1×M → R be a real valued smooth function on the product of S1 and
a symplectic manifold M . For each t ∈ S1 we obtain a function Ht :M → R by
Ht(x) = H(t, x).
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We denote its Hamiltonian vector field by XHt defined by dHt = ω(XHt , ·). A
periodic solution of the periodic Hamiltonian system generated byH is by definition
a smooth map ℓ : S1 →M that satisfies the equation:
dℓ
dt
= XHt ◦ ℓ. (15.1)
Let Per(H) be the set of all solutions of (15.1). We will work in the Bott-Morse
situation so we assume that Per(H) is a smooth manifold satisfying certain nonde-
generacy condition. (See [FOOO12, Subsection 1.2 (2)] for example.)
Remark 15.1. To define Floer cohomology, it is enough to discuss the Morse
case, that is, the case when H satisfies certain nondegeneracy condition so that
Per(H) is discrete. However to calculate Floer cohomology, it is useful to include
the Bott-Morse case especially the case with H ≡ 0.
We decompose Per(H) into connected components and denote
Per(H) =
⋃
α∈A
Rα.
For α−, α+ ∈ A we consider the set of solutions of the following equation (Floer’s
equation) for a map u : R× S1 →M
∂u
∂τ
+ J
Å
∂u
∂t
−XHt(u)
ã
= 0 (15.2)
together with the following asymptotic boundary condition.
Condition 15.2. There exist γ−∞ ∈ Rα− and γ+∞ ∈ Rα+ such that
lim
τ→−∞
u(τ, t) = γ−∞(t),
lim
τ→+∞
u(τ, t) = γ+∞(t).
(15.3)
We denote by
◦
M˜(Rα− , Rα+) the set of solutions of (15.2) satisfying Condition
15.2. We can define an R action on
◦
M˜(Rα− , Rα+) by (τ0 · u)(τ, t) = u(τ + τ0, t),
and denote the associated quotient space by
◦
M(Rα− , Rα+). We decompose it into
◦
M(Rα− , Rα+) =
⋃
β
◦
M(Rα− , Rα+ ;β),
according to the homology class β of u. In place of this decomposition we proceed
as follows. We denote by A the set of pairs (α, [w]) where α ∈ A and [w] is the
homology class of a disc map w bounding ℓ ∈ Rα.1 For each α ∈ A we define Rα
as the set of pairs consisting of an element ℓ of Rα and an equivalence class [w] of
the homology class of disc w bounding ℓ.
Then let
◦
M(Rα− , Rα+) be the union of
◦
M(Rα− , Rα+ ;β) over β with [w−]#[β] =
[w+] (where α± = (α±, [w
±]) and denote the union by Mreg(H ;α−, α+). Using
the notion of stable map, we can compactify each of Mreg(H ;α−, α+) and denote
the compactification by M(H ;α−, α+). (See [FOn, Definition 19.9].)
1The equivalence class is defined by using the symplectic area and the Maslov index.
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We define asymptotic evaluation maps Mreg(H ;α−, α+)→ Rα± by
ev−([u]) = γ−∞, ev+([u]) = γ+∞,
where γ−∞, γ+∞ are as in (15.3). They induce maps
ev± :M(H ;α−, α+)→ Rα± ,
which we call the evaluation maps at infinity. Using the non degeneracy condition
of Rα, we can show that M(H ;α−, α+) carries a Kuranishi structure with corners
and the evaluation map
(ev−, ev+) :M(H ;α−, α+)→ Rα− ×Rα+ (15.4)
is a strongly smooth and weakly submersive map. Moreover we can find the fol-
lowing isomorphism of K-spaces:
∂M(H ;α−, α+) =
⋃
α
M(H ;α−, α) ev+ ×ev− M(H ;α, α+). (15.5)
When we regard the left hand side as the normalized boundary, then the right hand
side becomes the disjoint union.
See [FOOO15, Part 5] for the construction of such a K-system.
15.1.2. Periodic Hamiltonian system and axiom of linear K-system. As we ex-
plained in the previous subsubsection, when we are given a time dependent Hamil-
tonian H , we obtain a system consisting of a set of smooth manifolds Rα and a set
of K-spacesM(H ;α−, α+), together with evaluation maps (15.4). The axiom of lin-
ear K-systems, which we present in Section 16 Condition 16.1, spells out properties
of such a system which we need to define Floer cohomology.
Condition 16.1 (III)(IV) require the existence of a set of manifolds {Rα | α ∈ A},
a set of K-spaces {M(H ;α−, α+) | α−, α+ ∈ A} and evaluation maps (15.4) indexed
by a countable set A. In this abstract situation we callM(H ;α−, α+) the space of
connecting orbits.
Condition 16.1 (VI) (and (I)) requires that we can associate the Maslov index
µ(α) to each Rα which determines the dimension of M(H ;α−, α+).
It is well-known that the energy∫
R×S1
∥∥∥∥∂u∂τ
∥∥∥∥2 + ∥∥∥∥∂u∂t −XHt(u)
∥∥∥∥2 dτdt (15.6)
of the solution u of (15.2) is a difference of the value of certain action functional at
the asymptotic boundary values α−, α+. Moreover the energy is nonnegative and
is zero only when ∂u/∂τ = 0. Condition 16.1 (V) (and (I)) is an axiomatization of
this property.
We note that, in our Bott-Morse situation, we need to introduce an appropriate
O(1)-principal bundle oRα to our critical submanifold to define Floer cohomology.
Namely the contribution of Rα to the Floer cohomology is the cohomology group
of Rα with the coefficients twisted by this local system. (See [FOOO4, Subsection
8.8].) Then the orientation local system of the moduli space M(H ;α−, α+) is
related to the orientations of Rα± and to oRα± in an appropriate way. Condition
16.1 (VII) is an axiomatization of this property.
Note that an element of Rα is a pair (ℓ, [w]) where ℓ is a periodic orbit of our
Hamiltonian system and [w] is a homology class of disks bounding ℓ. For an element
β ∈ H2(M ;Z) represented by a sphere, we can glue w with a representative of β to
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obtain another disk. By this operation we obtain another Rβ#α. It is easy to see
M(H ;α−, α+) ∼=M(H ;β#α−, β#α+). Condition 16.1 (VIII) is an axiomatization
of this property.
One important property of the moduli space of pseudo-holomorphic curve or the
solution of Floer’s equation, is Gromov compactness. It claims the compactness of
the union of the moduli spaces whose elements have energy smaller than a fixed
number. Condition 16.1 (IX) is an axiomatization of this property.
The boundary of our moudli space M(H ;α−, α+) is described as (15.5). More-
over this isomorphism is not only one as topological spaces but also one as spaces
with oriented Kuranishi structure. Condition 16.1 (X) is an axiomatization of this
property.
Our moduli space M(H ;α−, α+) has not only boundary but also corners in
general. Its codimension k (normalized) corner ŜkM(H ;α−, α+) is described as
the disjoint union of the fiber products
M(H ;α−, α1)×Rα1 M(H ;α1, α2)×Rα2 . . .
×Rαk−1 M(H ;αk−1, αk)×Rαk M(H ;αk, α+),
where α1, . . . , αk ∈ A. Condition 16.1 (XI) is an axiomatization of this property.
We explain Condition 16.1 (XII) in Subsubsection 15.1.4.
A system satisfying Condition 16.1 is called a linear K-system (Definition 16.6
(2)). Now the main result of Sections 16-20 is as follows. Suppose we are given a
linear K-system. We consider a direct sum of R vector spaces⊕
α∈A
Ω(Rα; oRα). (15.7)
Using (15.7) and the energy filtration we define (in Definitions 16.8 and 16.11) a
module
CF (C; Λ0,nov)
over the universal Novikov ring Λ0,nov. (See Definition 16.10 for the definition of
Λ0,nov.) Here C denotes the totality of the part of data of our linear K-system which
is related to {Rα}. We call it critical submanifold data. (See Definition 16.6 (1).)
Theorem 15.3. To each linear K-system, we can associate a cochain complex,
Floer cochain complex, which we denote by (CF (C; Λ0,nov), d). This complex is
independent of the choices up to cochain homotopy equivalence.
This is a slightly simplified version of Theorem 16.9.
15.1.3. Construction of Floer cochain complex. We will prove Theorem 15.3 (or
Theorem 16.9) in detail in Section 19. The proof we present there is written in
a way so that it is a prototype of the proof of various similar results and can be
adapted easily to the proof of similar results.
The coboundary operator d in Theorem 15.3 is a sum of the exterior differen-
tial d0 : Ω(Rα; oRα) → Ω(Rα; oRα) and the operator dα−,α+ : Ω(Rα− ; oRα− ) →
Ω(Rα+ ; oRα+ ) obtained by the smooth correspondence
Rα−
ev−←−−−− M(H ;α−, α+) ev+−−−−→ Rα+ . (15.8)
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Then (15.5) together with Stokes’ formula ([Part I, Theorem 9.26]) and Composi-
tion formula ([Part I, Theorem 10.20]) ‘imply’
d0 ◦ dα−,α+ + dα−,α+ ◦ d0 +
∑
α
dα−,α ◦ dα,α+ = 0.
This will imply that d = d0 +
∑
dα−,α+ satisfies d ◦ d = 0. Thus we obtain Floer
cohomology.
More precisely speaking, to define the operator dα−,α+ from (15.8) as smooth
correspondence we need to take and fix a CF-perturbation on M(H ;α−, α+).
To apply Stokes’ formula, our CF-perturbations of various moduli spaces must
be compatible with the isomorphism (15.5). Namely we need to show the next
statement.
Proposition 15.4. (slightly imprecise statement) For each given linear K-system
and sufficiently small ǫ > 0, there exists a system of CF-perturbations ◊ Sǫα−,α+ on
M(H ;α−, α+) such that:
(1) ◊ Sǫα−,α+ is transversal to 0 and ev+ is strongly submersive with respect to
this CF-perturbation.
(2) The restriction of ◊ Sǫα−,α+ to the boundary is equivalent to the fiber product
of÷Sǫα−,α and÷Sǫα,α+ via the isomorphism (15.5).
This is slightly imprecise statement and is not the statement we will prove. The
precise statement we will prove is Proposition 19.1. The main difference between
Proposition 15.4 and Proposition 19.1 is the following.
(a) The CF-perturbation ◊ Sǫα−,α+ is not defined on the Kuranishi structure of
M(H ;α−, α+) itself, which is given by the axiom of linear K-system, but
defined on its thickening.
(b) We replace M(H ;α−, α+) by M(H ;α−, α+)⊞τ0 , which is a K-space ob-
tained by putting the collar to the space M(H ;α−, α+) outside.
(c) We fix E0 and construct CF-perturbations for only finitely many moduli
spaces, that is, the moduli spaces consisting of the elements of energy (15.6)
≤ E0.
The reason of Item (a) is that, to construct a CF-perturbation we need first to
construct a good coordinate system and then go back to the Kuranishi structure.
We explained this point already in [Part I, Subsection 1.2].
The reason of Item (b) is more technical. We perform various operations in
a neighborhood of the boundary and corner of our K-space. Those constructions
are easier to carry out if the charts of our K-space have collars. We will use it
to extend the Kuranishi structure on the boundary which is a thickening of the
given one, to the interior. (See however Remark 15.5 (1).) Existence of collar on a
given cornered manifold or orbifold is fairly standard fact in differential topology.
In case of Kuranishi structure or good coordinate system, to put the collar to the
all charts so that coordinate changes preserve it is rather cumbersome. (This is
because the way to put collar to a given cornered orbifold is not unique.) We take
a short cut and put the collar ‘outside’ rather than ‘inside’. The process to put
the collar outside is describe in detail in Section 17. See Subsection 17.1 for more
detailed explanation on this point.
10 KENJI FUKAYA, YONG-GEUN OH, HIROSHI OHTA, KAORU ONO
The reason of Item (c) is that it is difficult to perturb infinitely moduli spaces
simultaneourly. We go back to this point in Subsubsection 15.1.7.
Remark 15.5. (1) Recall that in this article we start from a purely abstract set-
ting of a K-space with boundary and corner, which is not necessarily arising from a
particular geometric situation like the moduli space of pseudo-holomorphic curves.
In the geometric setting studied in [FOn],[FOOO3],[FOOO4], an extension of the
Kuranishi structure to a small neighborhood of ∂X in X is given from its con-
struction. In fact, we start from a Kuranishi structure ∂Û on the boundary (which
we obtain from geometry or analysis) and construct a good coordinate system ËU∂
and use it to find ”U+∂ and its perturbation. We need to extend ”U+∂ and its per-
turbation to a neighborhood of ∂X . In this situation, the Kuranishi charts of ”U+∂
are obtained as open subcharts of certain Kuranishi charts of ∂ ÊU . (See the proof
of [Part I, Theorem 3.30, Proposition 6.44].) Therefore it can be indeed extended
using the extension of ∂Û directly.
(2) In the proof of well-definedness of the virtual fundamental chain, that corre-
sponds to the well defined-ness of the Gromov-Witten invariant, which is given in
Part 1 of this article, ‘trivialization of corner’ is not necessary. This is because we
only need to apply Stokes’ formula and do not need the chain level argument. See
[Part I, Propositions 8.15,8.16] and their proofs.
15.1.4. Corner compatibility conditions. The proof of Proposition 15.4 (or Propo-
sition 19.1) is by induction on energy. We consider the isomorphism (15.5):
∂M(H ;α−, α+) =
⋃
α
M(H ;α−, α) ev+ ×ev− M(H ;α, α+).
We observe the energy of the moduli space appearing in the right hand side is strictly
smaller than one appearing in the left hand side. So by induction hypothesis the
CF-perturbation of the right hand side is already given. Therefore the statement
we need to work out this induction is something like the following (*).
(*) Let (X, Û) be a K-space with corner. Suppose a CF-perturbation ”Sǫ∂ is
given on the normalized boundary ∂(X, Û), satisfying certain transversality
properties. Then we can find a CF-perturbation Ŝǫ on (X, Û) which has
the same transversality property and whose restriction to the boundary
coincides with ”Sǫ∂ .
However, we note that the statement (*), as it is, does not hold. In fact, since (X, Û)
has not only boundary but also corners, we need to assume certain compatibility
conditions for ”Sǫ∂ at the corner. Let us elaborate this point below.
We remark that we use the normalized corner of an orbifold (or Kuranishi struc-
ture) with corners. Typically a point in the corner Ŝ2U of an orbifold U corresponds
to two points in the normalized boundary. In other words we have a double cover
π : ∂∂U → Ŝ2U. (15.9)
Suppose we are given a CF-perturbation ”Sǫ∂ on the normalized corner ∂U . The
compatibility condition we need to assume for ”Sǫ∂ is that if π(x) = π(y) then the
perturbation ”Sǫ∂ at x coincides with ”Sǫ∂ at y. Namely we need to require the next
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(⋆) There exists a CF-perturbation ’SǫS2U on Ŝ2U , whose pull-back to ∂∂U is
equivalent to the restriction of ”Sǫ∂ to ∂∂U
We can state a similar condition for Kuranishi structure on X . We note that to
state the condition (⋆) precisely we first need to clarify the relationship between
the Kuranishi structure on ∂∂X and one on Ŝ2X .
In the situation of our application where X = M(H ;α−, α+), we have isomor-
phisms
∂∂M(H ;α−, α+)
∼= ∂
Ç⋃
α
M(H ;α−, α) ev+ ×ev− M(H ;α, α+)
å
∼=
⋃
α
∂(M(H ;α−, α)) ev+ ×ev− M(H ;α, α+)
∪
⋃
α
M(H ;α−, α) ev+ ×ev− ∂(M(H ;α, α+))
∼=
⋃
α1,α2
(M(H ;α−, α1) ev+ ×ev− (M(H ;α1, α2)) ev+ ×ev− M(H ;α2, α+)
∪
⋃
α1,α2
M(H ;α−, α1) ev+ ×ev− ((M(H ;α1, α2) ev+ ×ev− M(H ;α2, α+)).
On the other hand, by Condition 16.1 (XI) we assumed:
Ŝ2M(H ;α−, α+)
∼=
⋃
α1,α2
M(H ;α−, α1) ev+ ×ev− M(H ;α1, α2) ev+ ×ev− M(H ;α2, α+)
By these isomorphisms we obtain a double cover
π′ : ∂∂M(H ;α−, α+)→ Ŝ2M(H ;α−, α+).
The Condition 16.1 (XII) (the second of corner compatibility condition) requires
that this double cover π′ coincides with the double cover π in (15.9).
Remark 15.6. (1) The condition π = π′ (Condition 16.1 (XII)) is not auto-
matic and we need to assume it as a part of the axiom of linear K-system.
In fact, we can define the covering map π in a canonical way for an arbi-
trary K-space X . On the other hand, the covering map π′ depends on the
choice of the isomorphism (15.5) and similar isomorphisms for the corner.
(Condition 16.1 (XI)). Note that in our axiomatization only the existence
of the isomorphism (15.5) is required. The isomorphism such as (15.5) is
not unique. In fact, we can change it by composing any automorphism of
∂M(H ;α−, α+). If we change the isomorphism (15.5) then the identity
π = π′ will no longer hold.
In other words, Condition 16.1 (XII) is one on the consistency between
various choices of the isomorphisms (15.5) and similar isomorphisms for the
corner.
(2) In our geometric situation, we define the isomorphism (15.5) using geomet-
ric description of the boundary of our moduli space M(H ;α−, α+). Then
the condition π = π′ is fairly obvious. In this article, we need to state this
condition explicitly because our purpose here is to formulate the precise
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conditions for our system of K-spaces under which we can define the Floer
cohomology in the way independent of the geometric origin of such a system
of K-spaces.
Actually we need to require consistency at the corner of arbitrary codimension
using the covering space
πm,ℓ : Ŝm(ŜℓX)→ Ŝm+ℓX, (15.10)
which exists for any K-space X with corner. (See Proposition 24.16.) If we assume
the corner compatibility condition, the property (⋆) and its analogue for higher
codimensional corner can be shown inductively. The inductive step of this induction
can be stated as follows.
Proposition 15.7. (slightly imprecise statement) Let (X, Û) be a K-space with
corners. Suppose for each k we have a CF-pertubation ”Sk on Ŝk(X, Û) with the
following properties.
For each m and ℓ, the following two CF-perturbations on Ŝm(ŜℓX) are equivalent
each other.
(1) The restriction of Ŝℓ to Ŝm(ŜℓX).
(2) The pull-back of ’Sm+ℓ by the covering map (15.10).
Then there exists a CF-perturbation “S on (X, Û) such that its restriction to
Ŝk(X, Û) coincides with ”Sk for each k.
This is a simplified statement and is not the statement we will prove in Section
17. The statement we will prove is Proposition 17.65. The difference between
Proposition 15.7 and Proposition 17.65 is the following.
(a) The CF-perturbation we start with is not given on Ŝk(X, Û) itself but
is given on a thickening of Ŝk(X, Û). The CF-perturbation we obtain is
defined on a thickening of (X, Û).
(b) We replace X by X⊞τ0 , which is a K-space obtained from X by putting the
collar outside.
(c) We assume that”Sk satisfies an appropriate transversality property and will
find a CF-perturbation “S satisfying the same transversality property.
The reason for (a) is that we need to go once to a good coordinate system and
come back to construct a CF-perturbation. The reason for (b) is explained in detail
in Subsection 17.1. We actually need to construct a system of CF-perturbations
satisfying certain transversality properties. This is the reason for (c).
15.1.5. Well-defined-ness of Floer cohomology and morphism of linear K-system.
The most important property of Floer cohomology of periodic Hamiltonian system
is its invariance under the choice of Hamiltonians. Our story contains axiomatiza-
tion of this equivalence. For this purpose we introduce the notion of morphisms
between two linear K-systems. To explain the relevant axiom we consider the case
of linear K-system arising from the periodic Hamiltonian system and the associ-
ated Floer equation. Let Hi : S1 ×M → R be a periodic Hamiltonian function for
i = 1, 2. Using the set of critical points we obtain a set of manifolds {Riα | α ∈ Ai},
i = 1, 2 and we obtain a set, the compactified moduli space, M(Hi;α−, α) of so-
lutions of Floer’s equation (15.2) for H = Hi, α± ∈ Ai. They define cochain com-
plexes (CF (Ci; Λ0,nov), di) and its Floer cohomologies by Theorem 15.3 for i = 1, 2.
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The well established method to prove the independence of the Floer cohomology
of periodic Hamiltonian system under the choice of Hamiltonian is to use the moduli
space of the next equation (15.12). (This method was invented by Floer [Fl2].) We
take a function H : R× S1 ×M → R such that
H(τ, t, x) =
®
H1(t, x) if τ < −C
H2(t, x) if τ > C
(15.11)
where C is a sufficiently large fixed number. We put Hτ,t(x) = H(τ, t, x) and
consider the equation
∂u
∂τ
+ J
Å
∂u
∂t
−XHτ,t(u)
ã
= 0 (15.12)
with the asymptotic boundary condition for τ → ±∞ given by R1α− , R2α′+ , respec-
tively. We denote the compactified moduli space of the solution of (15.12) with
this boundary condition by M(Hτ,t;α−, α′+). We will define the notion of mor-
phism of linear K-systems in Definition 16.18 and Condition 16.16. The notion of
interpolation space N (α−, α′+) appearing in the definition of morphisms is the ax-
iomatization of the properties of this moduli space M(Hτ,t;α−, α′+). For example,
(16.25) corresponds to the property of the boundary of M(Hτ,t;α−, α′+), that is,
∂M(Hτ,t;α−, α′+) ∼=
⋃
α∈A1
M(H1;α−, α)×R1α M(Hτ,t;α, α′+)
∪
⋃
α′∈A2
M(Hτ,t;α−, α′)×R2
α′
M(H2;α′, α′+).
(15.13)
Thus the set of K-spaces {M(Hτ,t;α−, α′+) | α− ∈ A1, α′+ ∈ A2} together with
various other data defines a morphism from the linear K-system associated to H1
to the linear K-system associated to H2.
In the study of Floer cohomology of periodic Hamiltonian system the moduli
spaceM(Hτ,t;α−, α′+) is used to define a cochain map from Floer’s cochain complex
associated toH1 to Floer’s cochain complex associated toH2. We can carry out this
construction by using the properties spelled out in Definition 16.18 and Condition
16.16 only and prove the next result.
Theorem 15.8. If N is a morphism from one linear K-system F1 to another linear
K-system F2, then N induces a cochain map
N∗ : (CF (C1; Λnov), d1)→ (CF (C2; Λnov), d2).
Here (CF (Ci; Λnov), di) is the cochain complex associated to Fi by Theorem 15.3.
The cochain map N∗ depends on various choices. However it is independent of
the choices up to cochain homotopy.
Theorem 15.8 is Theorem 16.31 (1). The proof is similar to the proof of Theorem
15.3 and is given in Subsection 19.6.
We define the notion of composition of morphisms in Section 18 and show that
N 7→ N∗ is functorial with respect to the composition of the morphisms in Sub-
section 19.4. When the interpolation spaces of the morphism Ni+1i : Fi → Fi+1
is given by Nii+1(αi, αi+1) for i = 1, 2, the interpolation space of the composition
N32 ◦ N21 : F1 → F3 is the K-space N13(α1, α3) obtained, roughly speaking, by
gluing the K-spaces
N12(α1, α2)×R2α2 N23(α
2, α3) (15.14)
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for various α2 along the boundaries and corners. We need to smooth a part of
corners of this fiber product to glue. For this purpose, we need the definition of
smoothing corners of K-spaces with corners. We will discuss it in Section 18. See
Subsection 18.1 for an issue of smoothing corners of K-spaces. To define smoothing
corners in a canonical way we use the collar (which was put outside). So more
precisely we use ⋃
α2∈A2
N12(α1, α2)×⊞τR2α2 N23(α2, α3) (15.15)
in place of (15.14). See Definition 18.37 for the definition of (15.15).
We also define the notion of homotopy and homotopy of homotopies etc. of mor-
phisms and show that homotopy between morphisms N and N′ induces a cochain
homotopy between N∗ and N
′
∗.
15.1.6. Identity morphism. To make the assignment N 7→ N∗ functorial, we need
the notion of the identity morphisms. In the second half of Section 18 we define
and prove a basic property of the identity morphism of linear K-system.
In the geometric situation of the linear K-system arising from periodic Hamil-
tonian system, the morphism among such linear K-systems are defined by using the
moduli space of the solutions of equation (15.12), where H : R× S1 ×M → R. To
obtain the identity morphism of linear K-system associated to H : S1 ×M → R,
we consider the case of H such that H(τ, t, x) = H(t, x). In other words, we use τ
independent H. However, note that the moduli space of solutions of (15.12) for this
τ independent H is different from the moduli space of solutions of Floer’s equation
(15.1). Namely
M(Hτ,t;α−, α+) 6=M(H ;α−, α+)
in case Hτ,t = Ht for all τ . Indeed, the dimensions are different. To define
M(H ;α−, α+) we divide our space by the R action given by translation on τ ∈ R
direction. Since H is happen to be τ independent, our equation (15.12) is invari-
ant under this R action, too. However, by definition, M(Hτ,t;α−, α+) is a special
case of general H. For general H, (15.12) is not invariant under R action. Before
compactifiation we can identity
◦
M(H ;α−, α+)× R =
◦
M(Hτ,t;α−, α+),
when Hτ,t = Ht. However the relationship between compactified moduli spaces
M(H ;α−, α+) and M(Hτ,t;α−, α+) is not so simple.
We describe in Subsection 18.9 a way to obtain M(Hτ,t;α−, α+) (the case Hτ,t
is τ independent) from
◦
M(H ;α−, α+), in an abstract setting. In other words,
we start with the spaces of connecting orbits M(α−, α+) = M(H ;α−, α+) of a
liner K-system F and define the interpolation spaces of the identity morphism
ID : F → F . We also show that identity morphism is a ‘homotopy unit’. Namely
we show in Subsection 18.9 that the composition of the identity morphism ID with
other morphism N is homotopic to N. (Proposition 18.63.)
To construct the identity morphism and prove its homotopy-unitality, we imitate
the proof of the corresponding results in the case of periodic Hamiltonian system,
and rewrite it so that it works in the purely abstract setting of linear K-system
without any specific geometric origin. Although we explain the geometric origin of
the construction of Subsection 18.9 in Subsection 18.10, the discussion of Subsection
18.10 is not used in Subsection 18.9 or any other part to prove main results of
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this article. We expect that those explanation is useful for readers who know
Floer cohomology of periodic Hamiltonian system to understand the contents of
Subsection 18.9.
In Section 19, we use the identity morphism to prove the second half of Theorem
15.3, that is, independence of the Floer cochain complex (CF (C; Λ0,nov), d) of the
choices up to cochain homotopy equivalence, as follows. We first consider the case
when our linear K-system is obtained from a Hamiltonian H : S1 ×M → R by
using Floer’s equation (15.2). We fix a choice of an almost complex structure and
the Kuranishi structure onM(H ;α−, α+). Namely we fix choices which determine
a linear K-system. We then take two different systems of CF-perturbations on
it, which we denote by
◊ 
Si,ǫα−,α+ , i = 1, 2. We then obtain two different cochain
complexes which we denote by (CF (C; Λ0,nov), di), i = 1, 2. We want to prove that
they are cochain homotopy equivalent.
In this case the interpolation spaces of the identity morphism areM(Hτ,t;α−, α+)
(for various α±) with Hτ,t = Ht for all τ . Its boundary is described by (15.13). In
our situation it becomes:
∂M(Hτ,t;α−, α+) ∼=
⋃
α∈A
M(H ;α−, α)×Rα M(Hτ,t;α, α+)⋃
α′∈A
M(Hτ,t;α−, α′)×Rα′ M(H ;α′, α+).
(15.16)
Now we consider a CF-perturbation÷S1,ǫα−,α onM(H ;α−, α), which is the first fac-
tor of the first term of the right hand side, and another CF-perturbation
÷
S2,ǫα′,α+
onM(H ;α′, α+), which is the second factor of second term of the right hand side.
We then take a system of CF-perturbations on various M(Hτ,t;α−, α+) so that
these CF-perturbations together with÷S1,ǫα−,α, ÷S2,ǫα′,α+ are compatible with the iso-
morphism (15.16). (To show the existence of such a system of CF-perturbations, we
need to examine all the corners of arbitrary codimension and check the compatibility
at the corners. We can do so by induction using a similar argument as explained in
Subsubsection 15.1.4.) Then the correspondence byM(Hτ,t;α−, α+) together with
this system of CF-perturbations defines a cochain map from (CF (C; Λ0,nov), d1) to
(CF (C; Λ0,nov), d2). This is a consequence of Stokes’ formula ([Part I, Proposition
9.16]) and Composition formula ([Part I, Theorem 10.20]).
This cochain map is actually an isomorphism since it is the identity map modulo
T ǫ for some ǫ > 0.
In the case of linear K-system, which may not come from a particular geometric
construction, we can proceed in the same way using the identity morphism, to prove
that (CF (C; Λ0,nov), d1) is cochain homotopy equivalent to (CF (C; Λ0,nov), d2).
15.1.7. Homotopy limit. We note that to construct a system of CF-perturbations
for all the spaces of connecting orbits appearing in a linear K-system, we need to
find infinitely many CF-perturbations simultaneously. There is an issue to do so.
We explained this issue in detail in [FOOO4, Subsection 7.2.3]. The method to
resolve it is the same as [FOOO4, Section 7.2]. The algebraic part of this method
is summarized as follows. For E > 0 a pair (C, d) of a free Λ0 module C and
d : C → C is said to be a partial cochain complex of energy cut level E if d ◦ d ≡ 0
mod TE . Let (C1, d), (C2, d) be partial cochain complexes of energy cut level E.
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A Λ0 module homomorphism ϕ : C1 → C2 is said to be a partial cochain map of
energy cut level E if ϕ ◦ d ≡ d ◦ ϕ mod TE. We also note that if (C, d) is a partial
cochain complex of energy cut level E′ and if E < E′ then (C, d) is a partial cochain
complex of energy cut level E.
Lemma 15.9. Let (Ci, d) be gapped partial cochain complex of energy cut level
Ei for i = 1, 2 with E1 < E2. Let ϕ : C1 → C2 be a gapped partial cochain
map of energy cut level TE1 . We assume ϕ : C1/Λ+,novC1 → C2/Λ+,novC2 is an
isomorphism.
Then there exist d+ : C1 → C1 and ϕ+ : C1 → C2 such that:
(1) (C1, d
+) is a partial cochain complex of energy cut level E2.
(2) ϕ+ : (C1, d
+)→ (C2, d) is a partial cochain map of energy cut level E2.
(3) d+ ≡ d mod TE1 and ϕ+ ≡ ϕ mod TE1.
See Definition 16.11 for the definition of gapped-ness. Lemma 15.9 is Lemma
19.13. We use Lemma 15.9 to construct the cochain complex (CF (C; Λ0,nov), d) ap-
pearing in Theorem 15.3 as follows. We take 0 < E1 < E2 < . . . with Ei →∞. We
use the argument outlined in Subsubsections 15.1.3 -15.1.4 using the finitely many
moduli spaces (consisting of elements of energy < Ei) to construct cochain complex
(CF (C; Λ0,nov), di) modulo TEi for each i. We next use the argument outlined in
Subsubsections 15.1.5 -15.1.6 to find a cochain map ϕi : (CF (C; Λ0,nov), di) →
(CF (C; Λ0,nov), di+1) modulo TEi for each i. Now we use Lemma 15.9 induc-
tively and to obtain dik : CF (C) → CF (C) for k > i and ϕi,k : (CF (C), dik) →
(CF (C), di+1k ) such that:
(1) (CF (C), dik) is a cochain complex modulo TEk .
(2) ϕi,k is a cochain map module T
Ek .
(3) dik ≡ dik+1 mod TEk , ϕi,k ≡ ϕi,k+1 mod TEk .
Then limk→∞ d
1
k : CF (C)→ CF (C) becomes the required coboundary oprator.
To construct a cochain map we use a similar argument using homotopy modulo
TE instead of cochain map modulo TE. To construct a cochain homotopy between
cochain maps, we also use a similar argument using homotopy of homotopies mod-
ulo TE . Algebraic lemmas we use in place of Lemma 15.9 or Lemma 19.13 are
Propositions 19.33 and 19.39.
15.1.8. Story over rational coefficient. In Section 20 we consider the case when all
the spaces Rα are 0-dimensional and prove that we can use Novikov ring whose
ground ring is Q in that case. The proof is based on the results of [Part I, Sections
13 and 14].
15.2. Outline of the story of tree-like K-system. In Sections 21-22 we study
systems of K-spaces, which axiomatize the situation appearing during the construc-
tion of the filtered A∞ algebra associated to a Lagrangian submanifold. ([FOOO3,
FOOO4].)
15.2.1. Moduli space of pseudo-holomorphic disks: review. In this subsubsection,
we review basic properties of the moduli space of pseudo-holomorphic disks to
motivate the definitions in later subsubsections.
Let M be a symplectic manifold and L its Lagrangian submanifold. We as-
sume that M is compact or tame (i.e., carrying a tame almost complex struc-
ture) and L is compact, oriented and relatively spin. We have the Maslov index
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group homomorphism µ : H2(M,L;Z)→ 2Z and the energy group homomorphism
E : H2(M,L;Z)→ R defined by
E(β) =
∫
D2
u∗ω
with [u] = β. For β ∈ H2(M,L;Z) we consider the moduli space
◦
Mk+1(β)2 con-
sisting of ((D2, ~z), u) such that:
(1) u : (D2, ∂D2)→ (M,L) is pseudo-holomorphic.
(2) ~z = (z0, . . . , zk) are k + 1 marked points of the boundary ∂D
2.
(3) zi 6= zj if i 6= j.
(4) (z0, . . . , zk) respects the counter clockwise cyclic order of ∂D
2.
We define evaluation maps
ev = (ev0, . . . , evk) :
◦
Mk+1(β) −→ Lk+1
by evi((D
2, ~z), u) = u(zi). Then
◦
Mk+1(β) has a compactification Mk+1(β) to
which evi is extended. Moreover Mk+1(β) has an oriented Kuranish structure
with corners of dimension
dimMk+1(β) = µ(β) + k − 2.
The normalized boundary of Mk+1(β) is a disjoint union of the fiber products:
Mk1+1(β1) ev0 ×evi Mk2+1(β2)
where β1 + β2 = β, k1 + k2 = k + 1, i = 1, . . . , k2.
These facts are proved in [FOOO7, Subsection 7-1].
15.2.2. Axiom of tree-like K-system and main theorem constructing the filtered A∞
algebra. Axioms of the tree-like K-system over L or the A∞ correspondence over L
are given as Conditions 21.7 and Definition 21.9 and is obtained by axiomatizing the
properties of the system of the moduli spaces Mk+1(β) and the evaluation maps
evi, which are described in the previous subsubsection. The way to axiomatize
various structures are parallel to the case of linear K-system and we do not repeat
it. The main result we obtain is the next theorem: For a closed oriented manifold
L we denote by Ω(L) the de Rham complex of L. We put
Ω(L; Λ0) = Ω(L)“⊗Λ0.
See Definition 16.10 for the coefficient ring Λ0. Here “⊗ denotes the completion of
the algebraic tensor product. Namely, an element of Ω(L; Λ0) is a formal sum
∞∑
i=0
T λihi
where λi ∈ R≥0 with λ1 < λ2 < . . . , limi→∞ λi = +∞ and hi ∈ Ω(L).
Theorem 15.10. Suppose (Mk+1(β), ev, µ, E) is a tree-like K-system over L.
Then we can associate a filtered A∞ structure {mk | k = 0, 1, 2 . . .} on Ω(L; Λ0).
The filtered A∞ algebra (Ω(L; Λ0), {mk | k = 0, 1, 2 . . .}) is independent of the
various choices up to homotopy equivalence.
2Though it is better to write it as
◦
Mk+1(L; β), we omit L for the simplicity of notation.
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This is the de Rham version of the half of [FOOO3, Theorem A]. ([FOOO3,
Theorem A] also contains the part of constructing tree-like K-system arising from
a geometric situation described in the previous subsubsection.) It is a consequence
of Theorem 21.35 (1) by putting
mk =
∑
β
TE(β)mk,β . (15.17)
We recall that the filtered A∞ structure assigns maps
mk : Ω(L; Λ0)[1]“⊗ . . .“⊗Ω(L; Λ0)[1]︸ ︷︷ ︸
k times
→ Ω(L; Λ0)[1] (15.18)
k = 0, 1, 2, . . . , that satisfy the A∞ relations∑
k1+k2=k+1
k−k2+1∑
i=1
(−1)∗mk1(x1, . . . ,mk2(xi, . . . , xi+k2−1), . . . , xk) = 0. (15.19)
Here [1] is the degree +1 shift functor. When we define mk by (15.17), the formula
(15.19) follows from (21.25). See [FOOO3, Definition 3.2.20] for the definition of
filtered A∞ algebra and [FOOO3, Definition 4.2.42] for the definition of homotopy
equivalence of filtered A∞ algebras. Roughly speaking, the A∞ operation
mk,β : Ω(L)[1]⊗ · · · ⊗ Ω(L)[1]︸ ︷︷ ︸
k times
−→ Ω(L)[1]
is defined by
mk,β(h1, . . . , hk) = ev0!(ev
∗
1h1 ∧ · · · ∧ ev∗khk) (15.20)
using the correspondence
Mk+1(β)
(ev1,...,evk)
zz✉✉
✉✉
✉✉
✉✉
✉
ev0
##❍
❍❍
❍❍
❍❍
❍❍
Lk L
(15.21)
See (22.13) for the precise definition.3 The integration along the fiber ev0! in the
formula (15.20) is defined by using an appropriate system of CF-perturbations“Sk+1(β) on the K-space Mk+1(β), which is the main part of the data defining
tree-like K-system.
The formula (15.19) (or (21.25)) is obtained from Stokes’ formula ([Part I, Theo-
rem 9.26]) and Composition formula ([Part I, Theorem 10.20]) via the isomorphism
∂Mk+1(β) =
⋃
k1+k2=k
⋃
i=1,...,k2
⋃
β1+β2=β
Mk1+1(β1) ev0 ×evi Mk2+1(β2), (15.22)
which is a part of the axiom of a tree-like K-system, Condition 21.7 (IX).
For this argument to work, we need to choose a system of CF-perturbations“Sk+1(β) so that it is compatible with the isomorphism (15.22). Proposition 22.3 is
the precise statement which claims the existence of such a system.
Construction of such a system of CF-perturbations is parallel to that of a linear
K-system. We uses an induction over k and E(β) to construct “Sk+1(β). The
3Strictly speaking, in (22.13) we define a partial A∞ algebra structure (see Definition 21.22)
which depends on a parameter ǫ > 0. We then use a ‘homotopy limit’ in the way similar to that
of the construction of A∞ algebra explained in Subsubsection 15.1.7.
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inductive step of this construction uses Proposition 15.7 (or its precise version
Proposition 17.65.) To inductively verify the assumptions of Proposition 15.7 we
need to construct our system “Sk+1(β) to be compatible not only along the boundary
but also at the corners. Therefore we need to assume the compatibility of Kuranishi
structures on Mk+1(β) at the corners. This is the corner compatible conditions
Condition 21.7 (X) and (XI).
15.2.3. Bifurcation method and pseudo-isotopy. As explained in the previous sub-
subsection, the construction of a filtered A∞ structure from the tree-like K-system
given in this article is mostly similar to the construction of Floer’s cochain complex
from a linear K-system.
The difference between two constructions lies in the morphism part of the con-
struction. In the case of linear K-system we defined a morphism between two such
K-systems and associated to the morphism a cochain map between their Floer’s
cochain complexes. (In particular, using the identity morphism we proved indepen-
dence of the resulting cochain complex under the various choices we make, modulo
cochain homotopy equivalence.) In the situation of tree-like K-system we define
the notion of pseudo-isotopy between two tree-like K-systems and of filtered A∞
algebras. Then we show that the resulting pseudo-isotopy between two tree-like
K-systems induces a pseudo-isotopy between the A∞ algebras. It is easy to show
that two filtered A∞ algebras are homotopy equivalent if they are pseudo-isotopic.
(See [Fu2, Theorem 8.2].)
In our geometric situation of Lagrangian Floer theory, a pseudo-isotopy of the
tree-like K-system is obtained as follows. In the situation of Subsubsection 15.2.1,
we consider two compatible almost complex structures J1, J2 on M . Then we
obtain the moduli spaces of pseudo-holomorhic disks Mk+1(β; Ji) for i = 1, 2. For
each i = 1, 2 we fix some choices to define a system of Kuranishi structures on
Mk+1(β; Ji) so that it defines a tree-like K-system. We denote these choices by Ξi
and the K-space obtained via these choices Mk+1(β; Ji; Ξi).
Now we consider a one parameter family of compatible almost complex structures
{Jt | t ∈ [1, 2]} which joins J1 to J2. We consider the moduli space
Mk+1(β; [1, 2]) =
⋃
t∈[1,2]
Mk+1(β; Jt)× {t}. (15.23)
Here Mk+1(β; Jt) is the moduli space of Jt holomorphic discs with boundary con-
dition L, homology class β, and k + 1 marked points. We can find a system of
Kuranishi structures on it such that its restriction to the part t = 1 (resp. t = 2)
coincides with Ξ1 (resp. Ξ2.) We have the evaluation maps
ev = (ev0, . . . , evk) :Mk+1(β; [1, 2])→ Lk+1
and
ev[1,2] :Mk+1(β; [1, 2])→ [1, 2].
We axiomatize the properties of the system consisting of Mk+1(β; [1, 2]), the eval-
uation maps, etc.. and define the notion of [1, 2]-parametrized family of A∞ cor-
respondences. (See Condition 21.11 and Definition 21.15. We define more general
notion of P -parametrized A∞ correspondence in Definition 21.13.)
We now make choices of CF-perturbations etc. on Mk+1(β; Ji; Ξi) i = 1, 2 and
we use them to construct the filtered A∞ structures.
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In the same way as in (15.20) we use the evaluation maps ev and ev[1,2] together
with our CF-perturbations to define operators
mk,β : Ω(L× [1, 2])⊗k → Ω(L× [1, 2])
Then mk =
∑
k,β T
E(β)mk,β satisfies the A∞ relation (15.19). The system of op-
erators mk,β on Ω(L × [1, 2]) which satisfies the A∞ relation and some additional
properties is called a pseudo-isotopy of filtered A∞ algebras. See Definition 21.26.
Thus we will prove the following:
Theorem 15.11. A pseudo-isotopy of A∞ correspondences induce a pseudo-isotopy
of filtered A∞ algebras.
Theorem 15.11 is Theorem 21.35 (3).
We note that Theorem 15.11 implies the second half of Theorem 15.10 as follows.
Let (Mk+1(β), ev, µ, E) be an A∞ correspondence. We can define a pseudo-isotopy
of this A∞ correspondence with itself by taking
Mk+1(β; [1, 2]) =Mk+1(β)× [1, 2]
etc.. Then we apply Theorem 15.11 to show that the filtered A∞ algebras obtained
by two different CF-perturbations from (Mk+1(β), ev, µ, E) are pseudo-isotopic to
each other.
Remark 15.12. Here we use the construction of a pseudo-isotopy from an A∞
correspondence to itself for the construction of a pseudo-isotopy of A∞ algebras
in the way similar as we use the identity morphism in Subsubsection 15.1.6 for
the construction of a cochain map between Floer cochain complexes. We like to
mention that the construction of a pseudo-isotopy from an A∞ correspondence to
itself is much easier than the construction of the identity morphism.
For the actual proof of Theorems 15.10 and 15.11 we need to use ‘homotopy
limit’ argument similar to those in Subsubsection 15.1.7. We need the notion of
pseudo-isotopy of pseudo-isotopies etc. for this purpose. The algebraic lemma
corresponding to Lemma 15.9 is Propositions 22.9 and 22.14.
15.2.4. Bifurcation method and self-gluing. In this article we use morphism of K-
systems to prove independence of the Floer’s cochain complex associated to a given
linear K-system of the choices. On the other hand, we use pseudo-isotopy to prove
independence of the filtered A∞ structure associated to a tree-like K-system of
the choices. Actually we can also use morphism for the tree-like K-system and
pseudo-isotopy for the linear K-system. We use two different methods in order to
demonstrate both of these two methods. We may call ‘cobordism method’ instead
of ‘the method using morphism’, and ‘bifurcation method’ instead of ‘the method
using pseudo-isotopy’. The difference of those two methods is explained also in
[FOOO4, Subsection 7.2.14].
The cobordism method is used in the Lagrangian Floer theory in [FOOO3]. An
axiomatization of morphism of tree-like K-system is given in [Fu3]. The bifurcation
method is used in Lagrangian Floer theory in, for example, [AFOOO, AJ, Fu2].
Each of these two methods has certain advantage and disadvantage.
One advantage of the bifurcation method is that usually it is shorter and simpler
to use the bifurcation method than the cobordismmethod. See for example, Remark
15.12.
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On the other hand, we cannot prove independence of Floer cohomology of peri-
odic Hamiltonian system under the change of Hamiltonian function, by bifurcation
method. This is because we need to study the situation where the sets of critical
points are different.
Micheal Hutchings [H2]4 and Paul Seidel [Se, Remark 10.14] mentioned some
issue to prove invariance of Floer cohomology by using the bifurcation method. We
explain below how those issue was resolved in our previous writings.
We discuss the case of Morse-Novikov cohomology. Let M be a compact Rie-
mannian manifold and h a closed 1-form given by the exterior derivative of a Morse
function locally. Let R(h) be the set of the critical points of h. For p, q ∈ R(h)
we consider the compactified moduli space of gradient lines of h joining p to q
and denote it by M(h; p, q). (We identify two gradient lines ℓ, ℓ′ as an element of
M(h; p, q) if ℓ(τ) = ℓ′(τ + τ0) for some τ0 ∈ R.) We take its subset M(h; p, q;E)
such that an integration of h along the gradient line is E. The matrix element of the
coboundary oprator of Morse-Novikov complex is the sum of signed counts of the
order of M(h; p, q;E) together with the weight TE. (We assume that the gradient
vector field of h is Morse-Smale.) The proof that it defines a cochain complex is
the same as the case of Morse complex, which is similar to one we explained in
Subsubsection 15.1.5, as was observed by Novikov.
The issue is the way how to prove the independence of the cohomology of the
cochain complex associated to h when we move h. Suppose we have two closed
1-forms h and h′ whose de Rham cohomology classes in H1(M) coincide. For
simplicity we assume R(h) = R(h′). We take a one parameter family ht such that
R(h) = R(ht) and h0 = h, h1 = h
′. We consider
M(h∗; p, q;E) =
⋃
t∈[0,1]
M(ht; p, q;E)× {t} (15.24)
and try to use it to show this independence. ((15.24) is similar to (15.23). So the
method we explain below is a bifurcation method.)
Note that the virtual dimension ofM(h; p, p;E) is −1. Therefore the virtual di-
mension ofM(h∗; p, p;E) is 0. So there may be a discrete subset {ti} ⊂ [0, 1] where
M(ht; p, p;E) is nonempty. Now sinceM(ht1 ; p, p;E) is nonempty,M(ht1 ; p, p; 2E)
contains an object obtained by concatenating an element ofM(ht1 ; p, p;E) with it-
self. (In other words if [ℓ] ∈M(ht1 ; p, p;E) then
([ℓ], [ℓ]) ∈ M(ht1 ; p, p;E)×M(ht1 ; p, p;E) ⊂M(ht1 ; p, p; 2E).)
By continuing this process we obtain an element of M(ht1 ; p, p; kE) for any k. So
we have an element of the strata of arbitrary negative dimension. We explain three
different ways to resolve this issue.
1. Instead of the moduli spaces (15.24) we can use a different moduli space below.
We take a non-decreasing function χ : R → [0, 1] such that χ(τ) = 0 for small τ
and χ(τ) = 1 for large τ . We consider the ‘nonautonomous’ equation
dℓ
dτ
(τ) = gradhχ(τ) (15.25)
4Actually Hutchings’ concern is not so much on the proof of independence of Morse-Novikov
cohomology of the choices but rather the explicit form of the cochain homotopy equivalence, be-
tween two Morse-Novikov complexes before and after wall crossing. The discussion below clarifies
the way to prove the independence of Morse-Novikov cohomology, but to find the explicit form of
of the cochain homotopy equivalence we need to study more. See [H1].
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such that ℓ(+∞) = q and ℓ(−∞) = p. Let M(hχ(τ); p, q;E) be the set of solutions
of this equation with energy E. Contrary to the definition of coboundary oprator
there is no translational symmetry. By counting the order of M(hχ(τ); p, q;E) we
obtain a cochain map from the Morse-Novikov complex of h to one of h′. The
standard argument shows that it becomes a cochain homotopy equivalence. [Fl2].
This is the standard approach to show the well-definedness of Morse-Novikov
cohomology. We note that there is no self-gluing issue in this approach since the
equation (15.25) is not invariant under this self gluing construction.
In other words, when using the cobordism method the issue of self gluing never
occurs.
2. We next explain how the usage of the bifurcation method together with the de
Rham model resolves the issue of ‘self-gluing’.
We consider the moduli space M(h∗; p, q;E) in (15.24). We define ‘evaluation
maps’ to the interval [0, 1]. Namely we send M(ht; p, q;E) × {t} to t ∈ [0, 1]. We
usually consider the situation where both projections prs and prt exist, where the
former is the source projection and the latter is the target projection. In our setting
they are both the same map defined above. We have a diagram:
[0, 1]
prs←−−−− M(h∗; p, q;E) prt−−−−→ [0, 1]
The ‘pseudo-isotopy’ of Morse-Novikov complex is a cochain complex defined onÑ ⊕
p∈R(h)
Ω([0, 1])⊗ [p]
é“⊗Λ0
(where Ω([0, 1]) is the de Rham complex of the interval) or its completion by using
the Novikov ring. We take the interval for each p ∈ R(h) and denote it by [0, 1]p.
So ‘pseudo-isotopy’ of Morse-Novikov complex is defined on
CF (h∗) = Ω
Ñ ∐
p∈R(h)
[0, 1]p
é“⊗Λ0. (15.26)
The above diagram is regarded as
[0, 1]p
prs←−−−− M(h∗; p, q;E) prt−−−−→ [0, 1]q. (15.27)
It ‘defines’ a map dp,q;E : Ω([0, 1]p)→ Ω([0, 1]q) by
dp,q;E(u) = (prt)!(pr
∗
s(u)). (15.28)
Note that the pull back of differential form is defined under rather mild assumption.
However the push out or integration along the fiber (prt)! is harder to define. This
point is indeed related to the self-gluing issue as follows.
Suppose M(h∗; p, p;E) is transversal. It consists of finitely many points. Let
us assume that it consists of a single point p and t0 = prs(p) = prt(p). We take
1 ∈ Ω0([0, 1]). Then
dp,p;E(1) = (prt)!(pr
∗
s(1))
is the delta form δt0dt supported at t0. Now we remark that the pull back
pr∗s(δt0dt)
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is not defined. The standard condition for distribution to be pulled back is not
satisfied in this case. This point is related to the fact the fiber product
M(h∗; p, p;E) prt ×prs M(h∗; p, p;E)
is not transversal.
This discussion clarifies that the reason why the problem of self-gluing occurs lies
in the fact that prt is not a submersion. We can not expect submersivity because of
the dimensional reason. We note that we are somehow in the Bott-Morse situation
here even in the case when the set of critical points of ht is a discrete set for each
ht, in case we study a one parameter family of Morse forms. Therefore the way
to resolve this issue is similar to the way to study the Bott-Morse situation. This
issue can be taken care of both in de Rham and singular homology models. Let us
first explain the case of de Rham model.
The problem here is that prt is not a submersion. The solution to this problem is
to use a CF-perturbation. As a simplified version of the CF perturbation, we take
a family of perturbations (globally) parameterized by a finite dimensional space,
say W . For w ∈W we have perturbed moduli space M(h∗; p, p;E;w). We put
M(h∗; p, p;E;W ) =
⋃
w∈W
M(h∗; p, p;E;w)× {w}.
By taking the dimension of W sufficiently large we may assume that the map
prt :M(h∗; p, p;E;W )→ [0, 1] (15.29)
is a submersion. (The spaceW depends on p,E.) Let prW :M(h∗; p, p;E;W )→W
be the projection. We take a differential form χW of degree dimW and with
compact support such that
∫
W
χW = 1. Now we define
dp,p;E(u) = (prt)!(pr
∗
s(u) ∧ pr∗WχW ).
Since (15.29) is a submersion this is always well defined. In this way we can define
a cochain complex on (15.26) by
δ = d+
∑
TEdp,p;E
where T is a formal parameter. (Novikov parameter.) We can also show δ ◦ δ = 0.
We use (CF (h∗), δ) to prove that CF (h) is cochain homotopy equivalent to CF (h
′)
as follows.
By considering embeddings {0} → [0, 1] and {1} → [0, 1] we have a map
CF (h∗)→ CF (h), CF (h∗)→ CF (h′).
We can show that they are cochain maps. Moreover using the fact that de Rham
cohomology of [0, 1] is R we can show that they are cochain homotopy equivalence.
Thus we find that CF (h) is cochain homotopic to CF (h′). This is a baby version of
the proof of independence of filtered A∞ structure of the almost complex structure
etc. using the pseudo-isotopy, which we present in Sections 21-22.
In this formulation, we have an equality
dp,p;E1 ◦ dp,p;E2 = 0.
This is because dp,p;E increase degree of differential form by 1 and de Rham complex
of [0, 1] has elements in only 0-th and 1-st degree. So self-gluing problem does not
occur.
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3. We finally prove the independence of Morse-Novikov homology using the singular
homology model by the bifurcation method.
Let P be a smooth singular chain of [0, 1]p. THat is, it is a pair of a simplex and
a smooth map from it to [0, 1]p.
The analogue of (15.28) in singular homology is as follows. We take fiber product
P ×prs M(h∗; p, q;E) (15.30)
and take its triangulation. Using the map prt we regard it as an element of singular
chain complex of [0, 1]q. So we consider
CF (h∗)
s =
⊕
p∈R(h)
S([0, 1]p)“⊗Λ0.
Here S([0, 1]p) is the smooth singular chain complex of the interval [0, 1]p. By
(15.30), we ‘obtain’
dp,q;E : S([0, 1]p)→ S([0, 1]q).
and boundary operator on CF (h∗)
s.
The issue is the fiber product (15.30) may not be transversal. Also there is no
way to perturb M(h∗; p, q;E) so that (15.30) is transversal for all P .
The idea to resolve this issue, which appeared in [FOOO4, Proposition 7.2.35
and etc.], is the following: We first take fiber product (15.30) and then perturb it.
In other words, our perturbation depends not only on M(h∗; p, q;E) but also on
the singular chain P . 5
Since we can make prs a submersion on each Kuranishi chart, (this is the defini-
tion of weak submersivity!), we can consider the fiber product (15.30) which carries
a Kuranishi structure. Then we define
M(h∗; p, q;P ) := P ×prs M(h∗; p, q;E),
which is a space with Kuranishi structure. We take a system of perturbations of
all of them and triangulations of their zero sets such that the following holds.
(1) (See [FOOO4, Compatibility Condition 7.2.38].) On M(h∗; p, q; ∂P ) ⊂
∂M(h∗; p, q;P ) the perturbations and triangulations are compatible.
(2) (See [FOOO4, Compatibility Condition 7.2.44].) On
P ×prs M(h∗; p, r;E1) prt ×prs M(h∗; r, q;E2)
⊂ ∂M(h∗; p, q;E1 + E2;P ) (15.31)
the perturbations and triangulations are compatible.
The meaning of (1) is clear. Let us explain the meaning of (2). We consider the fiber
product M(h∗; p, r;P ) = P ×prs M(h∗; p, r;E). The perturbation (multisection)
and a triangulation of the perturbed space (the zero set of the multisection) are
given for this space. We regard the triangulated space of the perturbed moduli
space as a singular chain
∑
Qi of [0, 1]r. Then the left hand side is the union of
Qi ×prs M(h∗; r, q;E) =M(h∗; r, q;E;Qi).
5The way we explain below is a slightly improved version of the one appeared in [FOOO13].
In [FOOO4] we took a countably generated subcomplex of smooth singular chain complex. (We
use Baire’s category theorem uncountably many times in [FOOO13] then we do not need to take
countably generated subcomplex as we did in [FOOO4].) Here we take singular chain complex
itself, that is the way of [FOOO13].
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The perturbation and a triangulation of its zero set are also given. We require that
the restriction of the perturbation of M(h∗; p, q;E;P ) and the triangulation of its
zero set coincide with the ones which are combination of M(h∗; r, q;E;Qi) and of
M(h∗; p, r;P ).
Let us elaborate the last point more. At each point in (15.31) the obstruction
bundle is a direct sum of ones ofM(h∗; p, r;E1) and ofM(h∗; r, q;E2). We require
that the first component of the perturbation is one forM(h∗; p, r;P ) and the second
component of the perturbation is one for M(h∗; r, q;E;Qi).
This is the meaning of the compatibility (2). Construction of the perturbation
and a triangulation satisfying (1)(2) are give by an induction over E and dimP .
This is the way of obtaining dp,q;E : S([0, 1]p) → S([0, 1]q) and the way taken in
[FOOO4].
We elaborate this construction a bit more explicitly and show how it resolves the
issue of self-gluing. We consider the case ofM(h∗; p, p;E) that is zero dimensional.
Suppose for simplicity that it consists of one point and its t coordinate is t0. We
consider a 0-chain P (t1) = {t1} ∈ [0, 1]p. If t1 6= t0 then P (t1) ×prs M(h∗; p, p;E)
is transversal and is the empty set. If t1 = t0 then P (t0)×prs M(h∗; p, p;E) is not
transversal and we need to perturb it. After perturbation it becomes empty again.
Next we consider a 1-chain P (a, b) = [a, b] ⊂ [0, 1]p. If a, b 6= t0, then P (a, b)×prsM(h∗; p, p;E) is transversal. It is an empty set if t0 /∈ [a, b] and is one point if t0 ∈
[a, b]. If a = t0, then P (t0, b)×prsM(h∗; p, p;E) is not transversal. We already fixed
perturbation of P (t0)×prsM(h∗; p, p;E) ⊂ ∂P (t0, b)×prsM(h∗; p, p;E). We extend
it to obtain a perturbation of P (t0, b)×prs M(h∗; p, p;E). Whether it becomes an
empty set or a one-point set depends on the choice of the perturbation of P (t0)×prsM(h∗; p, p;E).
Now we consider the self-gluing. We take the fiber product
[0, 1]p ×prs M(h∗; p, p;E)prt ×prs M(h∗; p, p;E). (15.32)
We do not perturb [0, 1]p×prsM(h∗; p, p;E) and this consists of a single point which
is mapped to t0 by prt. So the second fiber product is not transversal. However
we have already fixed the perturbation of P (t0) ×prs M(h∗; p, p;E) and by this
perturbation (15.32) becomes the empty set. In other words, by this perturbation
the perturbed zero set does not hit the corner. This is the way how the self-gluing
issue is resolved. This argument is a version of the way we handled the Bott-Morse
situation in [FOOO4].
Note that Akaho-Joyce [AJ] used the bifurcation method to show the well-
defined-ness of the A∞ structure using the singular homology. We think the way
they adopt is basically the same as we described here.
15.3. Outline of the appendices.
15.3.1. Orbifolds and covering space of orbifolds/K-spaces. Section 23 is a review of
the notion of orbifolds and vector bundles on them. We consider effective orbifolds
only and use embeddings only as morphisms. In this way we can avoid several
delicate issues arising in the discussion of orbifolds. If we go beyond those cases,
we need to work with the framework of the 2-category to have a proper notion
of morphisms. We also use the language of chart and coordinate transformation,
which is closer to the standard definition of manifold. It is well-know that there is an
alternative way using the language of groupoid. (See for example [ALR].) Using the
groupoid language is somewhat similar to the way taken in algebraic geometry to
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define the notion of stacks. One advantage of using the groupoid language is that the
discussion then becomes closer to the ‘coordinate free’ exposition. We remark that
in our definition of Kuranishi structure using the coordinates and the coordinate
transformations is inevitable. No ‘coordinate free’ definition of Kuranishi structure
is known. So we think that the coordinate description of orbifolds is more natural for
the study of Kuranishi structure. In other approach to Kuranishi-like structure such
as Joyce’s, which is closer to that of algebraic geometry, the groupoid description
of orbifolds seems to be more natural.
To define the bundle extension data (See [Part I, Definition 12.24]) which we
used in [Part I, Sections 12 and 13] we use some basic results of vector bundle in
its orbifold version. They are well known and have been established long time ago.
Since its proof is rather a straight forward modification of the case of manifolds, it
seems that it is hard to find a reference which proves them in the literature. We
provide the proof of those facts (Lemma 23.38, Corollary 23.40, Propositions 23.43
and 23.49, etc.) by this reason.
In Section 24 we discuss the covering space of an orbifold and a K-space, and
define the covering space
Ŝm(ŜℓX)→ Ŝm+ℓX (15.33)
for the formulation of the corner compatibilty condition. See Subsubsection 15.1.4.
We define the notion of covering space of orbifolds in Subsections 24.1 and generalize
it to the case of K-spaces in Subsection 24.1. Then the covering space (15.33) is
defined in Subsection 24.3.
15.3.2. Admissibility of orbifolds and of Kuranishi structures. In Section 25, we
discuss the notion of admissible orbifolds and admissible Kuranishi structures. Ad-
missibility we study here is the property of the coordinate change etc. with respect
to the coordinate normal to the boundary or corner. Admissibility is used in the
discussion of Section 17 to put the collar ‘outside’. We explain how it is used there
briefly below.
We consider the case of an n dimensional manifold X with boundary ∂X . (For
the simplicity of exposition we assume X has a boundary but no corner.) Let
p ∈ ∂X . We take its coordinate chart and so we have a diffeomorphism ψp from
V p × [0, 1) to a neighborhood Up of p in X . Here V p is an open subset of Rn−1.
The space X⊞1 is obtained by taking V p × [−1, 1) for each p. We glue them as
follows. Let q ∈ ∂X and we take ψq, V q × [0, 1), Uq as above. Let Vpq = ψ−1q (Up)
which is an open subset of V q × [0, 1). The coordinate change is
ϕpq = ψ
−1
p ◦ ψq : Vpq → V p × [0, 1).
We extend it to
ϕ⊞1pq : V
⊞1
pq → V p × [0, 1)
as follows. We put V pq = Vpq ∩ (V q ×{0}). The restriction of ϕpq to V pq defines a
map ϕpq : V pq → V p. (Here we identify V p = V p × {0}.) We put
V ⊞1pq = Vpq ∪ (V pq × [−1, 0])
where we glue two spaces in the right hand side at V pq × {0}. The map ϕ⊞1pq is
defined by
ϕ⊞1pq (x, t) =
®
ϕpq(x, t) if (x, t) ∈ Vpq,
(ϕpq(x), t) if (x, t) ∈ V pq × [−1, 0].
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It is easy to see that these maps ϕ⊞1pq satisfy an appropriate cocycle condition. Then
we can glue various charts by these maps ϕ⊞1pq to obtain a space X
⊞1. It is also clear
that X⊞1 is a topological manifold since ϕ⊞1pq is a homeomorphism to its image.
However in general, ϕ⊞1pq is not differentiable at V pq × {0}. So in general there
is no obvious smooth structure on X⊞1.
We introduce the notion of the admissibility of manifolds (orbifolds, K-spaces)
so that if we start from an adimissible manifold then the coordinate change ϕ⊞1pq
becomes smooth. Roughly speaking, the admissibility means that we are given
distinguished system of coordinates so that the coordinate change ϕpq among those
coordinates has the following additional properties.
(*) We put ϕpq(x, t) = (y(x, t), s(x, t)) then
s(x, t) − t, ∂
∂t
y(x, t)
together with all of their derivatives go to zero as t→ 0.
(More precisely, we assume certain exponential decay.) It is easy to see that (*)
implies that ϕ⊞1pq is smooth. So X
⊞1 becomes a smooth manifold in case X is an
admissible manifold and we use admissible coordinate to define X⊞1.
We can generalize the admissibility to the case of orbifold with corners. See
Definitions 25.11 and 25.13. Then we can define admissibility of various notions on
an admissbile orbifold. For example, admissibility of a vector bundle, a section of
it, and a smooth map to another manifold (without boundary). We can also define
admissibility of an embedding of an admissible orbifold to another admissible orb-
ifold. We can use them to define admissibility of Kuranishi charts and coordinate
changes. Then we can define the notion of admissible Kuranishi structure. (Def-
inition 25.36.) On an admissible Kuranishi structure we can define the notion of
admissible CF-perturbation. It is mostly obvious that the story of Part 1 can be
worked out in the admissible category. One slightly nontrivial point to check is the
existence of bundle extension data (see [Part I, Definition 12.24]) in the admissible
category. We used this notion in [Part I, Sections 12 and 13]. So we need to es-
tablish the existence of admissible bundle extension data to prove the existence of
CF-perturbation etc. in the admissible category. As we mentioned in Subsubsection
15.3.1, the existence of bundle extension data is proved by using certain standard
construction of vector bundle etc. (eg. existence of tubular neighborhood). The
proof of admissible version of those standard results are nothing more than obvious
adaptations of the standard proofs. Nevertheless for completeness’ sake we provide
those proofs in Section 25.
Using admissibility we can extend vector bundle E on X to a vector bundle
E⊞1 on X⊞1. Also an admissible section of E is canonically extended to a smooth
section of E⊞1.
This is the way how we put a collar to the outside of a K-space X in Section
17 and obtain X⊞1. We can also extend various admissible object of a K-space
X to a collared object in X⊞1. Thus the operation X 7→ X⊞1 from admissible
objects to collared objects is completely canonical and functorial. We write those
constructions in Section 17 in detail for completeness. However we emphasize that
this construction is indeed straightfoward.
We note that for any orbifold X with corner there exists a system of charts by
which X becomes an admissible orbifold. In the case of manifold with boundary,
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there exists a coordinate system such that the coordinate change ϕpq = ψ
−1
p ◦ ψq :
Vpq → V p × [0, 1) preserves the second factor [0, 1] and the first factor (V p factor)
of ϕpq(x, t) depends only on x. This statement is nothing but the existence of the
collar ‘inside’ of a manifold X with boundary. The existence of the collar of any
manifold or orbifold with corner is a classical fact which is easy to prove. So there is
not much reason to put a collar ‘outside’ in the case of an orbifold. However, in the
case of Kuranishi structure, there is some cumbersome issue to give a detailed proof
of an existence of Kuranishi structure so that all the coordinate changes preserve
the collar. (As we mentioned before, this is because the way to put collar to a
manifold is not canonical.) The short cut we take is to use the admissible structure
to put the collar outside which is canonical.
To apply this story to our geometric situation such as the case of the moduli
space of pseudo-holomorphic curves, we need to establish existence of the admissible
structure for such moduli spaces. This point is related to the exponential decay
estimate of the gluing analysis in the following way.
The boundary or corner of the moduli space of pseudo-holomorphic curves ap-
pears typically at the infinity of the moduli space and the coordinate normal to the
boundary or the corner is the gluing parameter. Let us consider the case of moduli
space of pseudo-holomorphic disks and consider the configuration of the three disks
as in Figure 1 below. This curve has two boundary nodes written p and q in the
p
q
x
x
x
x
x
Figure 1. Bordered curve consisting of three disks
figure. (We add five boundary marked points so that this configuration is stable.)
The parameter space to resolve these singularities involve two real numbers. We
write them as Tp and Tq. They are the length of the neck [0, Tp] × [0, 1] (resp.
[0, Tq]× [0, 1]) so Tp, Tq ∈ (C,∞] for some large positive number C.
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Let us resolve these two singularities. We can do so in one of the following three
different ways.
(1) We first resolve the singularity at p and then at q.
(2) We first resolve the singularity at q and then at p.
(3) We resolve the two singularities at the same time.
Let M5(β) be the compactified moduli space of pseudo-holomorphic discs with 5
marked points, of homology class β ∈ H2(M,L) and boundary condition given by
a certain Lagrangian submanifold L ⊂ M . The configuration in Figure 1 together
with appropriate pseudo-holomorphic maps, gives an element of this compactified
moduli space. Suppose this element is Fredholm regular for simplicity. Let V be the
intersection of its neighborhood in M5(β) and the stratum consisting of elements
whose source curve is still singular with 2 boundary node. (In other words V is a
neighborhood of this element in the codimension two stratum of M5(β).)
Then any one of the above three gluing constructions gives a map from an
open subset of V × (C,∞]2 onto an open subset of M5(β). Let us write them as
ψ1, ψ2, ψ3, respectively. The issue is whether Tp and Tq coordinates are preserved
by the coordinate change ψ−13 ◦ψ1 etc. In fact, certainly it is not preserved by this
coordinate change.
This is related to the construction of the collar of the resulting Kuranishi struc-
ture. Namely if Tp, Tq coordinates happen to be preserved by the coordinate change
then we can use this geometric coordinate itself as a collaring of the corner. In other
words, the neighborhood of the corner (which we denote by S2M5(α)) in M5(β)
is diffeomorphic to S2M5(β) × [0, ǫ)2 and the coordinates of the factor [0, ǫ)2 can
be taken, for example, as (1/Tp, 1/Tq).
However it seems not so easy to find a gluing construction such that ψ−13 ◦ ψ1
etc. preserves Tp and Tq coordinates.
On the other hand, there is no need at all to obtain the collar of the corner directly
by the analytic construction of the chart. In the case of single orbifold existence
of the collar can be proved by an easy standard argument. In the situation of
Kuranishi structure things are a bit more complicated, since we need to find collars
for various Kuranishi charts which are preserved by the coordinate change. Though
we can find such a system of collars for good coordinate system after appropriate
shrinking, its proof is a bit cumbersome to write down in detail.
Our short cut is to put collar outside, and for this purpose we need to find an
admissible coordinate system.
For this purpose it suffices to show that ψ−13 ◦ ψ1 preserves gluing parameter
([0, ǫ)2) modulo an error term which is exponentially small in Tp, Tq. This is easier
than proving that ψ−13 ◦ ψ1 exactly preserves the gluing parameter. We can prove
this property as follows. We first observe that though the compatibility of the
three different ways of gluing (1)(2)(3) above does not hold it is easy to construct
pre-gluing for which (1)(2)(3) above are compatible. This is because pre-gluing
is a simple process by using partition of unity and pre-gluing on one neck region
does not affect the other neck region. The exponential decay estimate of the gluing
construction (see [FOOO17] for the detail of the proof) then implies that actual
gluing map is close to pre-gluing modulo an error which is exponentially small in
Tp, Tq. Therefore the coordinate change has the required properties.
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Remark 15.13. To find a collar related to the gluing parameter is very much
different type of matter from a similar issue to put a collar appearing in the study of
homotopy of almost complex structures etc.. The later appears, for example, when
one proves independence of the Gromov-Witten invariant of the choice of almost
complex structure. In the later problem we can take a homotopy Jt between two
almost complex structures J and J ′ so that Jt = J for t ∈ [0, ǫ] and Jt = J ′ for
t ∈ [1−ǫ, 1]. So existence of collar is trivial to prove in that situation. The situation
is different for the gluing parameter. (We also note that to prove independence of
the Gromov-Witten invariant of the choice of almost complex structure we do not
need to use the collar. See the proof of [Part I, Proposition 8.16].)
15.3.3. Stratified submersion. When we consider a map f from a manifold (an
orbifold, a K-space) with corner X to another manifold M without boundary or
corner, we say that f is a submersion if its restriction to all the corners SkX are
submersions. It implies that the push out f!h of all the smooth forms h on X by f
is a smooth form on M .
When we study a family of K-systems parametrized by a manifold with corner
P , we need to discuss the submersivity of a map from a manifold (an orbifold, a
K-space) with corner X to a manifold with corner P .
We use the notion of stratified submersion for such a purpose. In Section 26 we
define such a notion and discuss push out of a differential form to a manifold with
corners.
15.3.4. Integration along the fiber and local system. As we mentioned in certain
situation (for example when we study the Floer cohomology of periodic Hamiltonian
system in the Bott-Morse situation) we need to introduce certain O(1) principal
bundle on the space Rα. In Part 1 the integration along the fiber is defined in the
situation when our K-space is oriented. We need to extend it slightly to include
the case when the target and source spaces come with O(1) principal bundle, the
K-space (which gives smooth correspondence) may not be oriened, and the target
and source spaces Rα may not be oriented, but their orientation local systems and
the O(1) principal bundles we put on Rα are related by some particular way. In
Section 27 we discuss such generalization.
Convention on the way to use several notations.̂ and Ê We use ‘hat’ such as Û , f̂ , “S, ĥ of an object defined on a Kuranishi
structure Û . We use ‘triangle’ such as ÊU , Êf , ÁS, Êh of an object defined on a
good coordinate system ÊU .
p and p For a Kuranishi structure Û on Z ⊆ X we write Up for its Kuranishi chart,
where p ∈ Z. (We use an italic letter p.) For a good coordinate system ÊU
on Z ⊆ X we write Up for its Kuranishi chart, where p ∈ P. (We use a
German character p.) Here P is a partial ordered set.
 The mark  indicates the end of Situation. See [Part I, Situation 6.3], for
example.
M and X Usually we denote by M a smooth manifold and by X a K-space, or an
orbifold unless otherwise mentioned.
List of Notations in Part 1:
◦ IntA, A˚: Interior of a subset A of a topological space.
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◦ A: Closure of a subset A of a topological space.
◦ Perm(k): The permutation group of order k!.
◦ Supp(h), Supp(f): The support of a differential form h, a function f , etc..
◦ ϕ⋆F : Pull-back of a sheaf F by a map ϕ.
◦ X : A paracompact metrizable space. (Part I).
◦ Z: A compact subspace of X . (Part I).
◦ U = (U, E , ψ, s): A Kuranishi chart, [Part I, Definition 3.1].
◦ U|U0 = (U0, E|U0 , ψ|U0∩s−1(0), s|U0): open subchart of U = (U, E , ψ, s),
[Part I, Definition 3.1].
◦ Φ = (ϕ, ϕ̂): Embedding of Kuranishi charts, [Part I, Definition 3.2].
◦ op, op(q): Points in a Kuranishi neighborhood Up of p. [Part I, Definition
3.4].
◦ Φ21 = (U21, ϕ21, ϕ̂21): Coordinate change of Kuranishi charts from U1 to
U2, [Part I, Definition 3.5].
◦ Û = ({Up}, {Φpq}): Kuranishi structure, [Part I, Definition 3.8].
◦ (X, Û), (X,Z; Û): K-space, relative K-space, [Part I, Definition 3.11].
◦ ÊU = ((P,≤), {Up}, {Φpq}): Good coordinate system, [Part I, Definition
3.14].
◦ | ÊU|: [Part I, Definition 3.15].
◦ Φ̂ : Û → Û ′: KK-embedding. An embedding of Kuranishi structures,
[Part I, Definition 3.20].
◦ ÊΦ : ÊU → ËU ′ : GG-embedding. An embedding of good coordinate systems,
[Part I, Definition 3.24].
◦ Φ̂ : Û → ÊU : KG-embedding, An embedding of a Kuranishi structure to a
good coordinate system, [Part I, Definition 3.29].
◦ Φ̂ : ÊU → Û : GK-embedding. An embedding of good coordinate system to
a Kuranishi structure, [Part I, Definition 5.9].
◦ f̂ : (X,Z; Û) → Y and Êf : (X,Z; ÊU) → Y : Strongly continuous map,
[Part I, Definitions 3.35 and 3.38].
◦ (X,Z; Û)×N M , (X1, Z1; Û1)×M (X2, Z2; Û2): Fiber product of Kuranishi
structures, [Part I, Definition 4.9].
◦ Sk(X,Z; Û), Sk(X,Z; Û): Corner structure stratification, [Part I, Defini-
tion 4.15].
◦ Sd(X,Z; Û), Sd(X,Z; ÊU): Dimension stratification, [Part I, Definition 5.1].
◦ Û <”U+: ”U+ is a thickening of Û . [Part I, Definition 5.3].
◦ Sp(X,Z; ÊU ;K): [Part I, Definition 5.6 (4)].
◦ K = {Kp | p ∈ P}: A support system. [Part I, Definition 5.6 (1)].
◦ (K1,K2) or (K−,K+): A support pair, [Part I, Definition 5.6 (2)].
◦ K1 < K2: [Part I, Definition 5.6].
◦ |K|: [Part I, Definition 5.6].
◦ Bδ(A): Metric open ball, [Part I, (6.20)].
◦ Sx = (Wx, ωx, {sǫx}): CF-perturbation (=continuous family perturbation)
on one orbifold chart. [Part I, Definition 7.3].
◦ Sǫx = (Wx, ωx, sǫx) for each ǫ > 0: [Part I, Definition 7.3].
◦ S = {(Vr,Sr) | r ∈ R}: Representative of a CF-perturbation on Kuranishi
chart U . [Part I, Definition 7.15].
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HereVr = (Vr, Er,Γr, φr, φ̂r) is an orbifold chart of (U, E) and Sr = (Wr, ωr, {sǫr})
is a CF-perturbation of U on Vr.
◦ Sǫ = {(Vr,Sǫr ) | r ∈ R} for each ǫ > 0. [Part I, Definition 7.15].
◦ ÁS = {Sp | p ∈ P}: CF-perturbation of good coordinate system. [Part I,
Definition 7.47].
◦ “S: CF-perturbation of Kuranishi structure. [Part I, Definition 9.1].
◦ S : Sheaf of CF-perturbations. [Part I, Proposition 7.21].
◦ S⋔0, Sf⋔, Sf⋔g: Subsheaves of S . [Part I, Definition 7.25].
◦ Êf !(Êh;ËSǫ): push out or integration along the fiber of Êh by ( Êf,ËSǫ) on good
coordinate system. [Part I, Definition 7.78].
◦ f̂ !(ĥ; Ŝǫ): push out or integration along the fiber of ĥ by (f̂ , Ŝǫ) on Ku-
ranishi structure. [Part I, Definition 9.13].
◦ Corr
(X,ËSǫ): Smooth correspondence associated to good coordinate system.
[Part I, Definition 7.85].
◦ Corr
(X,Ŝǫ)
: Smooth correspondence of Kuranishi structure [Part I, Defini-
tion 9.23].
◦ (snp )−1(0): The zero set of multisection.
◦ Π((Sǫ)−1(0)): Support set of a CF-perturbation Sǫ. [Part I, Definition
7.72].
◦ (V,Γ, φ): Orbifold chart, [Part I, Definitions 23.1 and 23.6].
◦ (V,E,Γ, φ, φ̂): Orbifold chart of a vector bundle, [Part I, Definitions 23.17
and 23.22].
◦ (X, E): Orbibundle, [Part I, Definition 23.20].
List of Notations in Part 2:
◦ M(α−, α+): Space of connecting orbits. Condition 16.1.
◦ C =
(
A,G, {Rα}α∈A, {oRα}α∈A, E, µ, {PIβ,α}β∈G,α∈A
)
: A critical subman-
ifold data. Definition 16.6.
◦ F =
(
C, {M(α−, α+)}α±∈A, (ev−, ev+), {OIα−,α+}α±∈A, {PIβ;α−,α+}β∈G,α±∈A
)
:
A linear K-system. Definition 16.6.
◦ ΛRnov, ΛR0,nov, ΛR+,nov: Universal Novikov ring, and its ideal. Definition 16.10.
When R = R, we drop R from these notations.
◦ ΛR, ΛR0 , ΛR+: Universal Novikov ring, and its ideal. (The version without
e.) Definition 16.10. When R = R, we drop R from these notations.
◦ N (α1, α2): Interpolation space. Condition 16.16.
◦ Nii+1 : Fi → Fi+1: Morphism of linear K-systems.
◦ Ni+1i: Interpolation space of the morphism Nii+1. Lemma-Definition
16.35. See also Remark 18.36.
◦ FF = ({Ei}, {F i}, {Ni}): An inductive system of partial linear K-systems.
Definition 16.36.
◦ V ⊞τx : Definition 17.4.
◦ U⊞τx = (U⊞τx , E⊞τx , ψ⊞τx , s⊞τx ): Trivialization of one Kuranishi chart Ux at
x ∈
◦
Sk(U). Lemma-Definition 17.10. See also Lemma 17.20.
◦ S⊞τx : Lemma-Definition 17.11.
◦ U⊞τ : τ -collaring, or τ -corner trivialization of U . Lemma-Definition 17.21.
◦ X⊞τ : τ -collaring, or τ -corner trivialization of X . Definition 17.26.
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◦ (X, Û)⊞τ = (X⊞τ ,‘U⊞τ ): τ -collaring, or τ -corner trivialization of K-space
(X, Û). Lemma-Definition 17.35.
◦ (X, Û)⊟τ = (X⊟τ ,‘U⊟τ ): Inward τ -collaring of (X,U). Definition 17.45.
◦ (X, Û)C⊞τ = (XC⊞τ ,’UC⊞τ ): τ -C-corner trivialization, or partial trivializa-
tion of corners, of (X, Û). Definition 18.10.
◦ N12(α1, α2)×⊞τR2α2N23(α2, α3): Partially trivialized fiber product. Definition
18.37.
◦ ∂CU : Normalized C-partial boundary of U . When we denote by C a de-
composition of the normalized boundary ∂U = ∂0U ∪∂1U into two disjoint
unions, we write ∂CU = ∂
0U . Situation 18.1.
◦ SCk (U): Definition 18.2.
◦ Û1
⊞τ1
< Û2
⊞τ2
as collared Kuranishi structures: Proposition 19.1.
◦ G(k + 1, β): The set of all decorated ribbon trees (T , β(·)) with (k + 1)
exterior vertices and
∑
v∈C0,int(T )(β(v)) = β. Definition 21.2.
◦ G(AC) (resp. G(ACP )): The discrete submonoid associated to an (resp. a
P -parametrized) A∞ correspondence AC (resp. ACP ). Definition 22.1.
Throughout Part 2, an orbifold with corner means an admissible orbifold with
corner in the sense of Subsection 25.1. So all notions related to the orbifold with
corner are ones in the admissible category.
16. Linear K-system: Floer cohomology I: statement
16.1. Axiom of linear K-system. We axiomatize the properties which are sat-
isfied by the system of moduli spaces of solutions of Floer’s equation.
Condition 16.1. We consider the following objects.
(I) G is an additive group, and E : G → R and µ : G → Z are group homomor-
phisms. We call E(β) the energy of β and µ(β) the Maslov index of β.
(II) A is a set on which G acts freely. We assume that the quotient set A/G is a
finite set. E : A→ R and µ : A→ Z are maps such that
E(β · α) = E(α) + E(β), µ(β · α) = µ(α) + µ(β)
for any α ∈ A, β ∈ G. We also call E the energy and µ the Maslov index.
(III) (Critical submanifold) For any α ∈ A we have a finite dimensional compact
manifold Rα (without boundary), which we call a critical submanifold.
(IV) (Connecting orbit) For any α−, α+ ∈ A, we have a K-space with corners
M(α−, α+) and strongly smooth maps
(ev−, ev+) :M(α−, α+)→ Rα− ×Rα+ .
We assume that ev+ is weakly submersive. We call M(α−, α+) the space of con-
necting orbits and ev± the evaluation maps at infinity.
(V) (Positivity of energy) We assume M(α−, α+) = ∅ if E(α−) ≥ E(α+). 6
(VI) (Dimension) The dimension of the space of connecting orbits is given by
dimM(α−, α+) = µ(α+)− µ(α−)− 1 + dimRα+ . (16.1)
(VII) (Orientation)
6We note that M(α, α) = ∅ in particular.
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(i) For any α ∈ A, a principal O(1) bundle oRα on Rα is given. We call it an
orientation system of the critical submanifold.
(ii) For any α1, α2 ∈ A, an isomorphism
OIα−,α+ : ev
∗
−(oRα− )
∼= ev∗+(oRα+ )⊗ ev∗+(detTRα+)⊗ oM(α−,α+) (16.2)
of principal O(1) bundles is given7. Here oM(Rα− ,Rα+ ) is an orientation
bundle of the K-space M(α−, α+) in the sense of [Part I, Definition 3.10].
We call the isomorphism (16.2) the orientation isomorphism8. (See Section
27. Otherwise the reader may consider only the case when all the spaces
Rα and M(α−, α+) are oriented and oRα± are trivial.) 9 More precisely,
we fix a choice of homotopy class of the isomorphism (16.2).
(VIII) (Periodicity)
(i) For any β ∈ G a diffeomorphism
PIβ;α : Rα → Rβα (16.3)
is given such that the equality
PIβ2;β1α ◦ PIβ1;α = PIβ2β1;α
holds.
(ii) Moreover, an isomorphism
PIβ;α−,α+ :M(α−, α+)→M(βα−, βα+) (16.4)
of K-spaces in the sense of [Part I, Definition 4.22] is given such that the
equality
PIβ2;β1α−,β1α+ ◦ PIβ1;α−,α+ = PIβ2β1;α−,α+
holds. The diagram below commutes.
M(α−, α+)
PIβ;α−,α+−−−−−−−→ M(βα−, βα+)
(ev−,ev+)
y y(ev−,ev+)
Rα− ×Rα+
(PIβ;α− ,PIβ;α+ )−−−−−−−−−−−→ Rβα− ×Rβα+
(16.5)
We call PIβ;α, PIβ;α−,α+ the periodicity isomorphisms. The periodicity isomorphism
preserves oRα and commutes with the orientation isomorphism.
(IX) (Gromov compactness) For any E0 ≥ 0 and α− ∈ A the set
{α+ ∈ A | M(α−, α+) 6= ∅, E(α+) ≤ E0 + E(α−)} (16.6)
is a finite set.
7 In the case of the linear K-system obtained from periodic Hamiltonian system, we take oR =
Θ−
R
for each critical submanifold R, where Θ−
R
is defined as the determinant of the index bundle
of certain family of elliptic operators. See [FOOO4, Definition 8.8.2] for the precise definition.
Then [FOOO4, Proposition 8.8.6] yields the isomorphism (16.2). On the other hand, in [FOOO4,
Proposition 8.8.7] we take oR = det TR⊗Θ
−
R
. Note that we use singular chains in [FOOO4], while
we use differential forms in the current manuscript. So the choices of oR are slightly different.
8See [FOOO4, Section 8.8].
9Note that oRα may not coincide with the principal O(1) bundle giving an orientation of Rα.
For example, oRα may be nontrivial even in the case when Rα is orientable. On the other hand,
ifM(α−, α+) is orientable then oM(α−,α+) is trivial.
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(X) (Compatibility at the boundary) The normalized boundary of the space
of connecting orbits is decomposed into a disjoint union of fiber products:10
∂M(α−, α+) ∼=
∐
α
(M(α−, α) ev+ ×ev− M(α, α+)) . (16.7)
Here ∼= means an isomorphism of K-spaces. When we compare the orientations
between the two sides, we swap the order of the factors in the fiber product in the
right hand side of (16.7) and put the sign as follows:
∂M(α−, α+) ∼=
∐
α
(−1)dimM(α,α+) (M(α, α+) ev− ×ev+ M(α−, α)) . (16.8)
See Remark 16.2 for this isomorphism. This isomorphism commutes with the pe-
riodicity and orientation isomorphisms and is compatible with various evaluation
maps. Namely the restriction of ev− (resp. ev+) of the left hand side of (16.12)
coincides with ev− (resp. ev+) of the factor M(α−, α1) (resp. M(αk, α+)) of the
right hand side.
Remark 16.2. (1) The sign in (16.8) is consistent with that of [FOOO4, p.728]
(the line 6 of the proof of Theorem 8.8.10 (3)). Here we should take into account
the following two points about the notation and convention. The first point is
about notation. In [FOOO4, Chapter 8] we write M(α, β) for limτ→−∞ u(τ, t) ∈
Rβ, limτ→+∞ u(τ, t) ∈ Rα for the discussion on orientations of moduli spaces of
connecting orbits. Actually, this notation is different from those used in other
chapters of [FOOO3, FOOO4], as we note at the beginning of Section 8.7 and
p.723 in [FOOO4]. The order of the position of α, β in the notation M(α, β) used
in this article is opposite to the one used in [FOOO4, Chapter 8]. This is just a
difference of notations.
The second point is the order of factors in the fiber product. This is not only a
difference in conventions but also really affects the orientation on the fiber product.
In [FOOO4, Chapter 8], e.g. Section 8.3, we use the evaluation map at the 0-th
marked point of the second factor when taking the fiber product, while we are
using the evaluation map at the 0-th marked point of the first factor in this book.
See (16.7), for example. (As we note in Convention 8.3.1 and in the third line of
[FOOO4, p.699], we regard the 0-th marked point z0 as +1 in the unit disk in C
which corresponds to +∞ in the strip R× [0, 1].) In (16.8) we follow the convention
used in [FOOO4, Chapter 8]. That is why we swap the factors in the right hand side
in (16.7). Now by taking the difference of notation mentioned here into account,
the formula in the line 6 of the proof of [FOOO4, Theorem 8.8.10 (3), p.728] can
be rewritten with the notation in this article as
∂Mk+ℓ+2(Rh1 , Rh3) ⊃ (−1)d0Mk+2(Rh2 , Rh3)×Rh2 Mℓ+2(Rh1 , Rh2),
d0 = kℓ+ k(µ(h2)− µ(h1)) + (µ(h3)− µ(h2)) + k − 1 + dimRh3 .
(16.9)
Applying this formula for the case α− = h1, α = h2, α+ = h3 and k = ℓ = 0, we
obtain (16.8) by the dimension formula (16.1).
Whenever we have to explore the orientation, we swap the factors in the fiber
product to follow the convention used in [FOOO4, Chapter 8]. We will mention it
where such places appear later. On the other hand, when we do not need to study
orientations, e.g. at (XI) (XII) compatibility at the corner below, we do not swap
the order of factors in fiber products. See the footnote therein.
10 The right hand side is a finite union by Condition (IX).
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(2) In general, since we find
X1 ×Y X2 = (−1)(dimX1−dimY )(dimX2−dimY )X2 ×Y X1, (16.10)
we can rewrite (16.8) as
∂M(α−, α+) ∼=
∐
α
(−1)ǫ (M(α−, α) ev+ ×ev− M(α, α+)) (16.11)
where
ǫ = dimM(α, α+) + (dimM(α−, α)− dimRα)(dimM(α, α+)− dimRα)
= (µ(α) − µ(α−))
(
µ(α+)− µ(α)− 1 + dimRα+ − dimRα
)
+ dimRα
= (µ(α) − µ(α−)) dimM(α, α+)− (µ(α) − µ(α−)− 1) dimRα.
(XI) (Compatibility at the corner I) Let Ŝk(M(α−, α+)) be the normalized
corner of the K-space M(α−, α+) in the sense of Definition 24.17. Then we have:
Ŝk(M(α−, α+))
∼=
∐
α1,...,αk∈A
Ä
M(α−, α1) ev+ ×Rα1 · · · Rαk ×ev− M(αk, α+)
ä
. (16.12)
Here the right hand side is a disjoint union. This is an isomorphism of K-spaces. It
preserves the periodicity isomorphisms.11 It is compatible with various evaluation
maps. Namely the restriction of ev− (resp. ev+) of the left hand side of (16.12)
coincides with ev− (resp. ev+) of the factor M(α−, α1) (resp. M(αk, α+)) of the
right hand side.
(XII) (Compatibility at the corner II) The isomorphism in (XI) satisfies the
compatibility condition given in Condition 16.3 below.
To describe Condition 16.3 we need some notation. By (24.5) and (16.12) we
have
Ŝℓ(Ŝk(M(α−, α+)))
∼=
∐
α1,...,αk∈A
∐
ℓ0+···+ℓk=ℓ
Ä
Ŝℓ0M(α−, α1) ev+ ×Rα1 · · · Rαk ×ev− ŜℓkM(αk, α+)
ä
.
We apply (16.12) to each of the fiber product factors of the right hand side and
obtain
Ŝℓ(Ŝk(M(α−, α+)))
∼=
∐
α1,...,αk∈A
∐
ℓ0+···+ℓk=ℓ
∐
α0,1,...,α0,ℓ0
· · ·
∐
αk,1,...,αk,ℓkÄ
M(α−, α0,1) ev+ ×Rα0,1 · · · Rα0,ℓ0 ×ev− M(α0,ℓ0 , α1)
ä
ev+ ×Rα1
(
M(α1, α1,1) ev+ ×Rα1,1 · · · R1,αℓk ×ev− M(α1,ℓk , α2)
)
· · ·
ev+ ×Rαk
(
M(αk, αk,1) ev+ ×Rαk,1 · · · Rk,αℓk ×ev− M(αk,ℓk , α+)
)
.
(16.13)
11We do not assume any compatibility of the orientation isomorphism at the corner, because
what we will use is Stokes’ formula where boundary but not corner appears.
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By applying (16.12) to k + ℓ in place of k we obtain
Ŝk+ℓ(M(α−, α+))
∼=
∐
α1,...,αk+ℓ∈A
Ä
M(α−, α1) ev+ ×Rα1 · · · Rαk+ℓ ×ev− M(αk+ℓ, α+)
ä
. (16.14)
It is easy to observe that each summand of (16.13) appears in (16.14) and vice
versa.
Condition 16.3. The covering map πℓ,k : Ŝℓ(Ŝk(M(α−, α+)))→ Ŝk+ℓ(M(α−, α+))
in Proposition 24.16 restricts to the identity map on each summand of (16.13).
Remark 16.4. It is easy to see that each summand in (16.14) appears exactly
(k + ℓ)!/k!ℓ! times in (16.13). This is the covering index of the map πℓ,k.
Remark 16.5. In general, in the case of orbifold, the map
◦
Sk−1(∂U)→
◦
Sk(U) is
not k to one map set-theoretically. (See [Part I, Remark 8.6 (3)].) However it is so
in our case since the isotropy group acts trivially on the part [0, 1)k (which is the
normal direction to the stratum) in our case.
Definition 16.6. (1) Let A, G, Rα, oRα , E, µ, PIβ,α be the objects as in
Conditions 16.1 (I), (II), (III), (VII)-(i), (VIII)-(i).12 We denote them by
C =
(
A,G, {Rα}α∈A, {oRα}α∈A, E, µ, {PIβ,α}β∈G,α∈A
)
and call C a critical submanifold data .
(2) Together with a critical submanifold data C, a linear system of spaces with
Kuranishi structures, abbreviated as a linear K-system, F13 consists of
objects
F =
(
C, {M(α−, α+)}α±∈A, (ev−, ev+), {OIα−,α+}α±∈A, {PIβ;α−,α+}β∈G,α±∈A
)
which satisfy Condition 16.1.
(3) Let E0 > 0. A partial linear K-system consists of the same objects as in
Condition 16.1 except the following points. We call E0 its energy cut level.
(a) The K-space (the space of connecting orbits) M(α−, α+) is defined
only when E(α+)− E(α−) ≤ E0.
(b) Periodicity and orientation isomorphisms of the space of connecting
orbits are defined only among those satisfying E(α+)− E(α−) ≤ E0.
(c) Compatibility isomorphisms of Kuranishi structures at the boundary
given in Condition 16.1 (X) are defined only when the left hand side
of (16.8) is defined.
(d) Compatibility isomorphism of Kuranishi structures at the corners in
Condition 16.1 (XI) (XII) are defined only forM(α−, α+) withE(α+)−
E(α−) ≤ E0.
Remark 16.7. (1) We define the notion of partial linear K-system to take care
of the ‘running out problem’ which we discussed in [FOOO4, Section 7.2.3].
(See Section 19 for the way how we will use it.) We can use a similar
12 Namely, we collect the same data as in Conditions 16.1 as far as critical submanifolds
concern.
13We use F to denote a linear K-system. Here F stands for Floer.
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argument also to define symplectic homology (see [FH], [CFH], [BO]) in
the case X is noncompact but convex at infinity, in complete generality.
One difference between the current context and the context of symplectic
homology lies in the finiteness statement given in Condition 16.1 (II).
(2) To construct Floer cohomology in the situation where we have only partial
linear K-systems, we need to define the notion of inductive systems of partial
linear K-systems. To define the notion of such an inductive system, we need
the notion of morphism of linear K-systems. We will define it in Definition
16.18.
16.2. Floer cohomology associated to a linear K-system. To state our main
theorem on linear K-systems, we need to prepare some notations.
Definition 16.8. Let C be a critical submanifold data as in Definition 16.6.
(1) We put
CF (C)0 =
⊕
α∈A
Ω(Rα; oRα), (16.15)
where Ω(Rα; oRα) is the de Rham complex of Rα twisted by the principal
O(1) bundle oRα . (See Section 27.)
(2) CF (C)0 is a graded filtered R vector space. Its grading is given so that the
degree d part CF d(C) is to be
CF d(C)0 =
⊕
α∈A
Ωd−µ(α)(Rα; oRα),
and its filtration FCF d(C)0 is given by
FλCF (C)0 =
⊕
α∈A
E(α)≥λ
Ω(Rα; oRα).
Here λ ∈ R.
(3) The completion of CF (C)0 with respect to the filtration FλCF (C)0 is de-
noted by CF (C). It is a graded filtered R vector space which is complete.
Its element corresponds to an infinite formal sum
∑∞
i=1 hi, where
(a) hi ∈ Ω(Rαi ; oRαi ),
(b) αi ∈ A,
(c) If i ≤ j then E(αi) ≤ E(αj),
(d) limi→∞ E(αi) =∞ unless {αi} is a finite set.
(4) For each β ∈ G, the inverse of the periodicity diffeomorphism PIβ;α induces
an isomorphism Ω(Rα; oRα)→ Ω(Rβα; oRβα). Its direct sum extends to the
above mentioned completion which we call periodicity isomorphism and
write
PI∗β : CF (C)→ CF (C).
It is of degree µ(β) and satisfies
PI∗β(F
λCF (C)) ⊂ Fλ+E(β)CF (C). (16.16)
(5) We define d0 : CF (C)→ CF (C) by
d0
(
∞∑
i=1
hi
)
=
∞∑
i=1
(−1)dimRαi+µ(αi)+1+deghiddRhi (16.17)
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where hi ∈ Ωdeghi(Rαi ; oRαi ) and ddR on the right hand side is the de
Rham differential. (See [FOOO3, p.150] for the exponent dimRαi + µ(αi)
of the sign and [FOOO3, Remark 3.5.8] for the exponent 1 + deg hi.) The
map d0 has degree 1 and preserves the filtration.
We call CF (C) together with differential d given in Theorem 16.9, the Floer cochain
complex associated to C.
Theorem 16.9. Suppose we are in the situation of Definition 16.8.
(1) For any linear K-system we can define a map d : CF (C) → CF (C) such
that
(a) d ◦ d = 0.
(b) d has degree 1 and preserves the filtration.
(c) d commutes with the periodicity isomorphism PI∗β.
(d) There exists ǫ > 0 such that:
(d− d0)(FλCF (C)) ⊂ Fλ+ǫCF (C).
(2) The definition of the map d in (1) involves various choices related to the
associated Kuranishi structure and d depends on them. However it is inde-
pendent of such choices in the following sense.
If d1, d2 are obtained from two different choices, there exists ψ : CF (C)→
CF (C) with the following properties.
(a) d2 ◦ ψ = ψ ◦ d1.
(b) ψ has degree 0 and preserves the filtration.
(c) ψ commutes with the periodicity isomorphism PI∗β.
(d) There exists ǫ > 0 such that:
(ψ − id)(FλCF (C)) ⊂ Fλ+ǫCF (C)
where id is the identity map.
(e) In particular, ψ induces an isomorphism in cohomologies:
H(CF (C), d1)→ H(CF (C), d2).
(f) The cochain map ψ itself depends on various choices. However it is
independent of the choices up to cochain homotopy. Namely if ψi i =
1, 2 are obtained from the different choices, there exists a map H of
degree −1 such that
ψ1 − ψ2 = d2 ◦H +H ◦ d1.
Moreover there exists ǫ > 0 such that:
H(FλCF (C)) ⊂ Fλ+ǫCF (C).
The proof will be given in Section 19.
In the independence statement such as Theorem 16.9 (2) the critical submanifolds
Rα are fixed. For most of the important applications of Floer cohomology we
need to prove certain independence statement in the situation where the critical
submanifolds vary. In that case we need to take an appropriate Novikov ring as the
relevant coefficient ring. We introduce the following universal Novikov ring for this
purpose.
Definition 16.10. Let R be a commutative ring with unity:
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(1) The set ΛRnov consists of the formal sums
x =
∞∑
i=1
Pi(e)T
λi (16.18)
where
(a) Pi(e) ∈ R[e1/2, e−1/2]. 14
(b) T is a formal parameter.
(c) λi ∈ R and λi < λj for i < j.
(d) limi→∞ λi =∞ unless (16.18) is a finite sum.
(2) We define the norm of the element (16.18) by
‖x‖ = exp (− inf{λi | Pi(e) 6= 0}) .
We put ‖0‖ = 0. We define a filtration on ΛRnov by
FλΛRnov = {x ∈ ΛRnov | ‖x‖ ≤ e−λ}.
(3) Let us consider the subset of ΛRnov such that Pi(e) = 0 except finitely many
indices i. We define a ring structure on it in an obvious way. It is also
an R-vector space and ‖x‖ is a norm of it. ΛRnov is its completion with
respect to this norm. The ring structure extends to ΛRnov and Λ
R
nov becomes
a complete normed ring. We call ΛRnov the universal Novikov ring with
ground ring R.
(4) The subset consisting of elements x ∈ ΛRnov with ‖x‖ ≤ 1 is a subring, which
we write ΛR0,nov and call it also the universal Novikov ring. Moreover, we
put ΛR+,nov = {x ∈ ΛRnov | ‖x‖ < 1}.
(5) We put degT = 0, deg e = 2 and the degree of elements of R to be 0. Then
ΛR0,nov and Λ
R
nov are graded rings.
(6) In case R = R we omit R and write Λnov, Λ0,nov and Λ+,nov.
(7) When we do not include the indeterminate e, we write ΛR, ΛR0 and Λ
R
+ in
place of ΛRnov, Λ
R
0,nov and Λ
R
+,nov. When R = R, we also drop R from these
notations.
We now start from the cochain complex obtained in Theorem 16.9 and obtain a
cochain complex over the universal Novikov ring Λ0,nov.
Definition 16.11. Let C be a critical submanifold data as in Definition 16.6.
(1) We consider CF (C)0 as in (16.15) and take an algebraic tensor product
with Λnov over R, that is, CF (C)0 ⊗R Λnov. It is a Λnov module. The Λnov
module CF (C)0 ⊗R Λnov is graded by deg(x ⊗ x) = deg x + deg x, where
x ∈ CF (C)0 and x ∈ Λnov are elements of pure degree. The Λnov module
CF (C)0 ⊗R Λnov is filtered by
Fλ(CF (C)0 ⊗R Λnov) =
⋃
λ1+λ2≥λ
Fλ1CF (C)0 ⊗R Fλ2Λnov.
(2) For β ∈ G we define a Λnov module homomorphism P̂I
∗
β : CF (C)0⊗RΛnov →
CF (C)0 ⊗R Λnov by
P̂I
∗
β(x⊗ x) = PI∗β(x) ⊗ T−E(β)e−µ(β)/2x.
14In Item (5) we put deg e = 2. The Novikov ring ΛRnov here is the same as one introduced in
[FOOO3], where the indeterminate e has degree 2.
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It preserves the degree and the filtration.
(3) We consider the closed Λnov submodule of CF (C)0 ⊗R Λnov generated by
elements of the form P̂I
∗
β(x ⊗ x) − x ⊗ x for x ⊗ x ∈ CF (C)0 ⊗R Λnov and
β ∈ G. We denote by (CF (C)0 ⊗R Λnov)/ ∼ the quotient module by this
submodule. It is filtered and graded.
(4) We denote the completion of (CF (C)0 ⊗R Λnov)/ ∼ with respect to the
filtration by CF (C; Λnov). It is a filtered and graded Λnov module. We
write its filtration by FλCF (C; Λnov).
(5) We put CF (C; Λ0,nov) = F0CF (C; Λnov). It is a Λ0,nov module.
(6) A subset G ⊂ R≥0×Z is called a discrete submonoid if the following holds.
Denote by E : G→ R≥0 and µ : G→ Z the natural projections.
(a) If β1, β2 ∈ G, then β1 + β2 ∈ G. (0, 0) ∈ G.
(b) The image E(G) ⊂ R≥0 is discrete.
(c) For each E0 ∈ R≥0 the inverse image G ∩ E−1([0, E0]) is a finite set.
(7) A Λ0,nov-module homomorphism ψ : CF (C1; Λ0,nov)→ CF (C2; Λ0,nov) 15 is
called G-gapped, if ψ is decomposed into the following form:
ψ =
∑
β∈G
ψβT
E(β)eµ(β)/2, (16.19)
where ψβ : CF (C1) → CF (C2) is an R-linear map. In addition, if ψ is a
cochain map, it is called a G-gapped cochain map. We simply say that ψ is
gapped if it is G-gapped for some discrete submonoid G.
(8) If an operator d : CF (C; Λ0,nov) → CF (C; Λ0,nov) satisfying d ◦ d = 0 is
gapped, we call (CF (C; Λ0,nov), d) a gapped cochain complex.
Lemma 16.12. CF (C; Λ0,nov) is a free Λ0,nov module.
Proof. This is a consequence of Condition 16.1 (II) and its definition. (See also
[FOOO12, Lemma 2.3].) 
Corollary 16.13. Let C be the critical submanifold data given in Definition 16.6.
(1) In the situation of Theorem 16.9 (1), the operator d on CF (C) induces an
operator : CF (C; Λ0,nov) → CF (C; Λ0,nov), which we also denote by d. It
has the same properties as in Theorem 16.9 (1) (a)-(d). Moreover, it is
gapped in the sense of Definition 16.11.
(2) In the situation of Theorem 16.9(2), the cochain map ψ induces a cochain
map ψ : (CF (C,Λ0,nov), d1) → (CF (C,Λ0,nov), d2). It has the same prop-
erties as in Theorem 16.9 (2) (a)-(d). Moreover, it is a gapped cochain
map.
Proof. (1) This is immediate from Theorem 16.9 (1) (b)(c)(d). The gapped-ness
follows from the compactness axiom (IX) in Condition 16.1.
(2) This is immediate from Theorem 16.9 (2) (b)(c)(d). From the the construc-
tion of ψ given in Subsection 19.6, we can see the gapped-ness. Here the compact-
ness axiom Condition 16.16 (IX) for morphisms of linear K-systems is used. 
Definition 16.14. In the situation of Theorem 16.9 (1), we call the cohomology of
(CF (C; Λnov), d) the Floer cohomology of linear K-system F . It is independent of
the choices by Corollary 16.13. We call the cochain complex (CF (C; Λnov), d) the
Floer cochain complex over the universal Novikov ring.
15Here the case C1 = C2 is also included.
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16.3. Morphism of linear K-systems. We next define morphisms between linear
K-systems.
Situation 16.15. (1) For each i = 1, 2, let
Ci =
(
Ai,Gi, {Riαi}α∈Ai , {oRiαi }α∈Ai , E, µ, {PI
i
βi,αi}βi∈Gi,αi∈Ai
)
be a critical submanifold data and
Fi =
(
Ci, {Mi(αi−, αi+)}αi±∈Ai , (ev−, ev+), {OIiαi−,αi+}αi±∈Ai , {PIiβi;αi−,αi+}βi∈Gi,αi±∈Ai
)
a linear K-system. We assume G1 = G2 (together with energy E and the
Maslov index µ on it) and denote it by G.
(2) We also consider the same objects as in (1) except we only suppose that
they consist of partial linear K-systems of energy cut level E0.
Condition 16.16. In Situation 16.15 (1) we consider the following objects.
(I)(II)(III) Nothing to add to those from Condition 16.1.
(IV) (Interpolation space) For any α1 ∈ A1 and α2 ∈ A2, we have a K-space
with corners N (α1, α2) and strongly smooth maps
(ev−, ev+) : N (α1, α2)→ R1α1 ×R2α2 .
We assume that ev+ is weakly submersive. We call N (α1, α2) the interpolation
space and ev± the evaluation maps at infinity.
(V) (Energy loss)We assume N (α1, α2) = ∅ if E(α1) ≥ E(α2)+c for some c ≥ 0.
We call c the energy loss.
There is an exception in case c = 0. See Definition 16.19.
(VI) (Dimension) The dimension of the interpolation space is given by
dimN (α1, α2) = µ(α2)− µ(α1) + dimRα2 . (16.20)
(VII) (Orientation) For any α1 ∈ A1 and α2 ∈ A2, an isomorphism
OIα1,α2 : ev
∗
−(oR1α1
) ∼= ev∗+(oR2α2 )⊗ ev
∗
+(detTR
2
α2)⊗ oN (α1,α2) (16.21)
of principal O(1) bundles is given. Here oN (α1,α2) is the orientation bundle which
gives an orientation of K-space N (α1, α2). We call OIα1,α2 an orientation isomor-
phism.
(VIII) (Periodicity) For any β ∈ G an isomorphism
PIβ;α1,α2 : N (α1, α2)→ N (βα1, βα2) (16.22)
of K-spaces is given such that the equality
PIβ2;β1α1,β1α2 ◦ PIβ1;α1,α2 = PIβ2β1;α1,α2
holds and the following diagram commutes.
N (α1, α2)
PIβ;α1,α2−−−−−−→ N (βα1, βα2)
(ev1,ev2)
y y(ev1,ev2)
R1α1 ×R2α2
(PIβ;α1 ,PIβ;α2)−−−−−−−−−−→ R1βα1 ×R2βα2
(16.23)
We call PIβ;α1,α2 the periodicity isomorphism. The periodicity isomorphism com-
mutes with the orientation isomorphism.
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(IX) (Gromov compactness) For any E0 ≥ 0 and α1 ∈ A1 the set
{α2 ∈ A2 | N (α1, α2) 6= ∅, E(α2) ≤ E0 + E(α1)} (16.24)
is a finite set.
(X) (Compatibility at the boundary) The normalized boundary of the inter-
polation space is decomposed into the fiber products as follows:16
∂N (α1, α2)
∼=
∐
α′1∈A1
(−1)dimN (α′1,α2) (N (α′1, α2) ev− ×ev+ M1(α1, α′1))
⊔
∐
α′2∈A2
(−1)dimM2(α′2,α2) (M2(α′2, α2) ev− ×ev+ N (α1, α′2)) ,
(16.25)
where the right hand side is the disjoint union.17 Here ∼= means the isomorphism
of K-spaces. This isomorphism commutes with the periodicity and orientation
isomorphisms. It is compatible with various evaluation maps.
(XI) (Compatibility at the corner I) The normalized corner Ŝk(N (α1, α2)) is
decomposed into a disjoint union of
M1(α1, α1,1)×R1α1,1 · · · ×R1α1,k1−1 M
1(α1,k1−1, α1,k1)
×R1α1,k1 N (α1,k1 , α2,1)
×R1α2,1 M
2(α2,1, α2,2)×R2α2,2 · · · ×R2α2,k2 M
2(α2,k2 , α2)
(16.26)
where k1 + k2 = k, α1,i ∈ A1, α2,i ∈ A2. This is an isomorphism of K-spaces. The
isomorphism preserves the periodicity isomorphisms and is compatible with various
evaluation maps.
(XII) (Compatibility at the corner II) The isomorphism (XI) satisfies the
compatibility condition given by Condition 16.17 below.
Condition 16.17. Condition 16.16 (XI) and Condition 16.1 (XI) (together with
(24.5)) define an isomorphism from Ŝℓ(Ŝk(N (α1, α2))) to the disjoint union of the
summand (16.26) with k replaced by k+ℓ. Then the map πℓ,k : Ŝℓ(Ŝk(N (α1, α2)))→
Ŝℓ+k(N (α1, α2)) in Proposition 24.16 becomes the identity map under those iso-
morphisms.
Definition 16.18. Let us consider Situation 16.15 .
(1) A morphism of linear K-systems from F1 to F2 consists of the objects as
in Condition 16.16. We say c the energy loss of our morphism.
(2) Let Ei > 0 and let Fi be a partial linear K-system with energy cut levels Ei
for each i = 1, 2. Suppose E1 ≥ E2 + c with c ≥ 0. A morphism of partial
linear K-systems from F1 to F2 consists of the same objects as those in
Condition 16.16 except the following:
(a) The K-space, the interpolation space, N (α1, α2) is defined only when
−c ≤ E(α2)− E(α1) ≤ E2.
(b) The periodicity isomorphisms of the interpolation spaces are defined
only among those satisfying −c ≤ E(α2)− E(α1) ≤ E2.
16See Remark 16.2 for the sign and the order of the factors in the fiber products.
17 The right hand side is a finite sum by Condition (IX).
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(c) The compatibility of the isomorphism of K-spaces at the boundary in
Condition 16.16 (X) is defined only when the left hand side of (16.25)
is defined.
(d) The compatibility of the isomorphism of K-spaces at the corners in
Condition 16.16 (XI) is required only for N (α1, α2) with −c ≤ E(α2)−
E(α1) ≤ E2.
Definition 16.19. Suppose that the index set A1 of the critical submanifold of
F1 is identified with the index set A2 of the critical submanifold of F2. We define
the notion of a morphism with energy loss 0 and congruent to an isomorphism by
requiring the following:
For α = α1 = α2 ∈ A1 = A2, we require N (α, α) = Rα instead of requiring it to
be an empty set. We also require the maps ev± : Rα → Rα to be identity maps.
Moreover for α1 6= α2 we require N (α1, α2) = ∅ if E(α1) = E(α2).
If F1 = F2 in addition, we call the morphism a morphism with energy loss 0 and
congruent to the identity morphism, instead of a morphism with energy loss 0 and
congruent to an isomorphism.
16.4. Homotopy and higher homotopy of morphisms of linear K-systems.
To establish basic properties of Floer cohomology associated to a linear K-system
or an inductive system of partial linear K-systems, we will use the notion of ho-
motopy between the morphisms and also higher homotopy such as homotopy of
homotopies etc.. To include the most general case, we define the notion of mor-
phisms parametrized by a manifold with corners P .
Situation 16.20. (1) Let Ci,Fi (i = 1, 2) be critical submanifold data and
linear K-systems as in Situation 16.15, respectively. We assume G1 = G2
and denote the common group by G.
(2) Let P be a smooth manifold with boundary or corner. 
Condition 16.21. In Situation 16.20 we consider the following objects.
(I), (II), (III) Nothing to add.
(IV) (Interpolation space) For any α1 ∈ A1 and α2 ∈ A2, we have a K-space
with corners N (α1, α2;P ) and a strongly smooth map
(evP , ev−, ev+) : N (α1, α2;P )→ P ×R1α1 ×R2α2 .
We assume that
(evP , ev+) : N (α1, α2;P )→ P ×R2α2
is a corner stratified weak submersion. (See Definition 26.6 for the notion of corner
stratified submersivity.) We call N (α1, α2;P ) a P -parametrized interpolation space.
(V) (Energy loss) We assume N (α1, α2;P ) = ∅ if E(α1) ≥ E(α2) + c. We call
c ≥ 0 the energy loss.
Exception: In case c = 0 and α = α1 = α2, we require N (α, α;P ) = P × Rα
instead of requiring it to be an empty set. We also require that ev± : P ×Rα → Rα
and evP : P ×Rα → P are projections.
(VI) (Dimension) The dimension is given by
N (α1, α2;P ) = µ(α2)− µ(α1) + dimR2α2 + dimP. (16.27)
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(VII) (Orientation) P is oriented. For any α1 ∈ A1 and α2 ∈ A2, we are given
an orientation isomorphism
OIα1,α2;P : ev
∗
−(oR1α1
) ∼= ev∗+(oR2α2 )⊗ ev
∗
+(det TR
2
α2)⊗ oN (α1,α2;P ). (16.28)
(VIII) (Periodicity) For any β ∈ G an isomorphism
PIβ;α1,α2;P : N (α1, α2;P )→ N (βα1, βα2;P ) (16.29)
of K-spaces is given. The equality
PIβ2;β1α1,β1α2;P ◦ PIβ1;α1,α2;P = PIβ2β1;α1,α2;P
holds. The isomorphism PIβ;α1,α2;P is compatible with (ev−, ev+, evP ) and pre-
serves the orientation isomorphism.
(IX) (Gromov compactness) For any E0 ≥ 0 and α1 ∈ A1 the set
{α2 ∈ A2 | N (α1, α2;P ) 6= ∅, E(α2) ≤ E0 + E(α1)} (16.30)
is a finite set.
To state the next condition we note that Lemma 26.5 implies the following.
Lemma 16.22. We assume N (α1, α2;P ) satisfies Condition 16.21 (IV)-(IX).
(1) We can define a K-space N (α1, α2; ∂P ) by the fiber product:
N (α1, α2; ∂P ) := ∂PP ×evP N (α1, α2;P ).
(2) The periodicity and orientation isomorphisms of N (α1, α2;P ) induce those
of N (α1, α2; ∂P ).
(3) (ev−, ev+, evP ) of N (α1, α2;P ) induces (ev−, ev+, ev∂P ) of N (α1, α2; ∂P ).
(4) Objects defined in (1)-(3) above satisfy Condition 16.21 (I)-(IX).
Condition 16.23. (X) (Compatibility at the boundary) The normalized
boundary of the P -parametrized interpolation space is decomposed into the fiber
products as follows. 18
∂N (α1, α2;P )
∼=
∐
α∈A2
(−1)dimM2(α,α2)M2(α, α2) ev− ×ev+ N (α1, α;P )
⊔
∐
α∈A1
(−1)dimN (α,α2;P )N (α, α2;P ) ev− ×ev+ M1(α1, α)
⊔ N (α1, α2; ∂P ),
(16.31)
where the right hand side is the disjoint union. Here ∼=means the isomorphism of K-
spaces. This isomorphism preserves the orientation isomorphism and the periodicity
isomorphism, which in the right hand side are obtained by taking fiber products
thereof respectively. It is also compatible with various evaluation maps.
To state the next condition we note that Lemma 26.5 also implies the following:
Lemma 16.24. We assume N (α1, α2;P ) satisfies Condition 16.21 (IV)-(IX).
(1) We can define a K-space by the fiber product
Ŝk(P )P ×evP N (α1, α2;P ).
We denote it by N (α1, α2; Ŝk(P )).
18See Remark 16.2.
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(2) The periodicity isomorphism of N (α1, α2;P ) induces one of N (α1, α2; Ŝk(P )).
(3) (ev−, ev+, evP ) of N (α1, α2;P ) induces (ev−, ev+, evŜk(P )) of N (α1, α2; Ŝk(P )).
(4) Objects defined in (1)-(3) above satisfy Condition 16.21 (I)-(IX).
The next lemma is also a conclusion of Lemma 26.5.
Lemma 16.25. Suppose we are in the situation of Lemma 16.24.
(1) The (k + ℓ)/k!ℓ! fold covering map Ŝk(Ŝℓ(P )) → Ŝk+ℓ(P ) induces a (k +
ℓ)!/k!ℓ! fold covering map : N (α1, α2; Ŝk(Ŝℓ(P )))→ N (α1, α2; Ŝk+ℓ(P )).
(2) The covering map (1) commutes with the periodicity isomorphisms. It is
also compatible with various evaluation maps. Especially the following dia-
gram commutes.
N (α1, α2; Ŝk(Ŝℓ(P ))) −−−−→ N (α1, α2; Ŝk+ℓ(P ))
ev
Ŝk(Ŝℓ(P ))
y yevŜk+ℓ(P )
Ŝk(Ŝℓ(P )) −−−−→ Ŝk+ℓ(P )
(16.32)
Condition 16.26. (XI) (Compatibility at the corner) The normalized corner
ŜkN ((α−, α+);P ) is decomposed into a disjoint union of fiber products:
M1(α−, α1)×Rα1 · · · ×Rαk1−1 M
1(αk1−1, αk1)
×Rαk1 N (αk1 , αk1+1; Ŝk3(P ))
×Rαk1+1 M
2(αk1+1, αk1+2)×Rαk1+2 · · · ×Rαk1+k2 M
2(αk1+k2 , α+).
(16.33)
Here k1 + k2 + k3 = k. This is an isomorphism of K-spaces. This isomorphism
respects the periodicity isomorphisms. It is also compatible with various evaluation
maps. Moreover Condition 16.28 below holds.
To state Condition 16.28 we make a digression. We consider Ŝℓ((16.33)), where
(16.33) stands for the K-space defined by (16.33). Applying (24.5) to (16.33), we get
an isomorphism from the normalized corner Ŝℓ(Ŝk(N (α−, α+;P ))) to the disjoint
union of fiber products of the normalized corners of the factors of (16.33). We can
identify the normalized corners of various factors of (16.33) by using (16.12) and
Condition 16.26. Thus we obtain the next lemma.
Lemma 16.27. The isomorphisms in Condition 16.26 and in (16.12) canonically
induce an isomorphism from Ŝℓ(Ŝk(N (α−, α+;P ))) to a disjoint union of the fiber
products of the following form:
M1(α−, α′1)×Rα′
1
· · · ×Rα′
k′
1
−1
M1(α′k′1−1, α
′
k′1
)
×Rα′
k′
1
N (α′k′1 , α
′
k′1+1
; Ŝℓ′(Ŝk′
3
(P )))
×Rα′
k′
1
+1
M2(α′k′1+1, α
′
k′1+2
)×Rα′
k′
1
+2
· · · ×Rα′
k′
1
+k′
2
M2(α′k′1+k′2 , α+).
(16.34)
Here k′1 + k
′
2 + k
′
3 + ℓ
′ = ℓ + k. (Note that the same copies of the form (16.34)
appear several times in Ŝℓ(Ŝk(N (α−, α+;P ))).)
Now we state the last condition.
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Condition 16.28. (Compatibility at the corner continued) Under the iso-
morphism between (16.34) and (16.33) (with k replaced by k+ ℓ), the (k+ ℓ)!/k!ℓ!
fold covering map Ŝℓ(Ŝk(N (α−, α+;P )))→ Ŝℓ+k(N (α−, α+;P )) obtained in Propo-
sition 24.16 is identified with the fiber product of the identity maps and of
N (α′k′1 , α
′
k′1+1
; Ŝℓ′(Ŝk′3(P )))→ N (α′k′1 , α
′
k′1+1
; Ŝℓ′+k′3(P )),
which is the map given in Lemma 16.25.
Definition 16.29. (1) A P -parametrized family of morphisms from F1 to F2
consists of objects satisfying Conditions 16.21, 16.23, 16.26, 16.28.
(2) If a P -parametrized family of morphisms NP from F1 to F2 and a ∂P -
parametrized family of morphisms N∂P from F1 to F2 are related as in
Condition 16.23, we call N∂P the boundary of NP and write ∂NP .
(3) Let Ei > 0 and Fi be partial linear K-systems with energy cut levels Ei
(i = 1, 2). Suppose E1 ≥ E2+c for some c ≥ 0. A P -parametrized family of
morphisms of partial linear K-systems from F1 to F2 consists of the same
objects as in Condition 16.21 except the following:
(a) The K-space, the P parametrized interpolation space, N (α1, α2;P ) is
defined only when −c ≤ E(α2)− E(α1) ≤ E2.
(b) The periodicity and orientation isomorphisms of the P -parametrized
interpolation spaces are defined only among those which satisfy −c ≤
E(α2)− E(α1) ≤ E2.
(c) The compatibility of the isomorphism of K-spaces at the boundary in
Condition 16.23 (X) is defined only when the left hand side of (16.31)
is defined.
(d) We require Condition 16.26, 16.28 (XI) only when N (α−, α+;P ) is
defined.
Definition 16.30. Let F1, F2 be linear K-systems and N1, N2 two morphisms
between them.
(1) A homotopy from N1 to N2 is a P = [1, 2] parametrized family of mor-
phisms from N1 to N2 such that its boundary is N1 ⊔ −N2. Here −N2 is
N2 with the orientation systems of the critical submanifolds and orientation
isomorphisms inverted and ⊔ denotes the disjoint union.
(2) We say that N1 is homotopic to N2 if there exists a homotopy between
them.
(3) The case of morphisms between partial linear K-systems is defined in the
same way.
Theorem 16.31. Let F1, F2, F3 be linear K-systems. We make choices mentioned
in Theorem 16.9 (2) and obtain cochain complexes CF (Fi; Λnov), i = 1, 2, 3.
(1) A morphism N : F1 → F2 induces a Λnov module homomorphism
ψN : CF (F1; Λnov)→ CF (F2; Λnov) (16.35)
with the following properties.
(a) ψN ◦ d = d ◦ ψN, where d in the left hand side (resp. right hand side)
is the coboundary oprator of CF (F1; Λnov) (resp. CF (F2; Λnov).)
(b) The homomorphism ψN preserves degree and satisfies
ψN
(
FλCF (F1; Λnov)
) ⊂ Fλ−cCF (F1; Λnov),
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where c is the energy loss of N. In particular, if c = 0 then ψN induces
a Λ0,nov module homomorphism :
ψN : CF (F1; Λ0,nov)→ CF (F2; Λ0,nov).
(2) Let N1,N2 : F1 → F2 be morphisms. If H is a homotopy from N1 to N2,
then it induces a Λnov module homomorphism:
ψH : CF (F1; Λnov)→ CF (F2; Λnov) (16.36)
with the following properties.
(a) ψH ◦ d+ d ◦ ψH = ψN1 − ψN2 .
(b) The homomorphism ψH decreases degree by 1 and satisfies
ψH
(
FλCF (F1; Λnov)
) ⊂ Fλ−cCF (F1; Λnov)
where c is the energy loss of H. In particular, if c = 0 then ψH induces
a Λ0,nov module homomorphism :
ψH : CF (F1; Λ0,nov)→ CF (F2; Λ0,nov).
(3) Let Ni+1i : Fi → Fi+1 be morphisms of linear K-systems of for i = 1, 2.
Let N31 : F1 → F3 be the composition N32 ◦ N21. Then the composition
ψN23 ◦ ψN12 is cochain homotopic to ψN13 .
(4) If IDFi : Fi → Fi is the identity morphism, the cochain map ψIDFi induced
by it is cochain homotopic to the identity.
Remark 16.32. The morphism ψN in Item (1) depends on the choices made for
its construction. More precisely, we first make choices mentioned in Theorem 16.9
Item (1) to define coboundary oprators of CF (Fi; Λnov), i = 1, 2. Then we make a
choice (compatible with the first choices) to define the map ψN which is a cochain
map with respect to the coboundary operators obtained from the choices we made.
Note that we can use Item (2) to show that up to cochain homotopy the cochain
map ψH is independent of the choices we made to define it.
We will define the notion of the identity morphism later in Lemma-Definition
18.60 of Subsection 18.9. The definition of composition of morphisms is given in
Subsection 16.5 and the precise definition of the notation used there is postponed
until Section 18 where we will discuss ‘smoothing corners’ systematically. The proof
of Theorem 16.31 is given in Section 19.
Definition 16.33. We say two morphisms N1 and N2 are congruent modulo T
E
if the following holds.
(1) N1(α1, α2) ∼= N2(α1, α2) for any α1, α2 with E(α2)− E(α1) ≤ E.
(2) The above isomorphism is one between K-spaces. It preserves the orien-
tation, the periodicity isomorphism, and the isomorphisms describing the
compatibilities at their boundary and corners.
16.5. Composition of morphisms of linear K-systems. In this subsection we
discuss composition of morphisms.
Situation 16.34. Suppose we are in Situation 16.20 for i = 1, 2, 3 and let Fi be
linear K-systems for i = 1, 2, 3.
Lemma-Definition 16.35. Suppose we are in Situation 16.34.
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(1) Let Ni+1i : Fi → Fi+1 be morphisms and Nii+1(αi, αi+1) their interpolation
spaces. Then we can define the composition N32 ◦ N21 : F1 → F3. The
interpolation space19 of N32 ◦N21 is the union of the fiber products⋃
α2∈A2
N12(α1, α2) ev+ ×⊞1ev− N23(α2, α3). (16.37)
The precise meaning of the union ∪ in (16.37) is defined during the proof
in this subsection and in Section 18. The symbol ×⊞1 will be defined in
Definition 18.37.
(2) Let NPii+1i : Fi → Fi+1 be Pi-parametrized morphisms and Nii+1(αi, αi+1;Pi)
their interpolation spaces. We can define the composition NP232 ◦NP121 : F1 →
F3 that is a P1 × P2-parametrized morphism. Its interpolation space is⋃
α2∈A2
N12(α1, α2;P1) ev+ ×⊞1ev− N23(α2, α3;P2). (16.38)
The precise meaning of the union ∪ in (16.38) is defined during the proof
in this subsection and in Section 18. The symbol ×⊞1 will be also defined
in Definition 18.37.
(3) The energy loss of the morphism N32 ◦N21 is the sum of the energy loss of
N32 and of N21. The same holds for the Pi parametrized version.
(4) We have N43 ◦ (N32 ◦N21) = (N43 ◦N32) ◦N21. The same holds for the Pi
parametrized version.
(5) We have
∂(NP232 ◦NP121 ) = (N∂P232 ◦NP121 ) ∪ (NP232 ◦N∂P121 ) (16.39)
The boundary in the left hand side is taken in the sense of Definition 16.29
(2). The precise meaning of the union ∪ in the right hand side is defined
during the proof in this subsection and by Definition-Lemma 18.56
(6) We can generalize (1)-(5) to the case of partial linear K-systems.
Idea of the proof. Here we explain only the basic geometric idea of the proof. To
give a rigorous proof, there is an issue about providing a precise definition of
‘smoothing corner’ in the definition of the union in (16.37) and (16.38). We post-
pone this point until Section 18.
(1) We first explain the meaning of the union in (16.37). Note that20⋃
α2∈A2
∂
(N23(α2, α3) ev− ×ev+ N12(α1, α2))
⊇
⋃
α2∈A2
∂N23(α2, α3) ev− ×ev+ N12(α1, α2)
∪
⋃
α2∈A2
(−1)dimN23(α2,α3)+dimRα2N23(α2, α3) ev− ×ev+ ∂N12(α1, α2).
(16.40)
See [FOOO4, Lemma 8.2.3 (1)] for the sign. We also note that the fiber product
N12(α1, α2) ev+ ×ev− M2(α2, α′2) ev+ ×ev− N23(α′2, α3) (16.41)
appears in both of the second and third lines of (16.40). To construct the union in
(16.37), we glue several components along the codimension one boundaries such as
19We denote by N12 the interpolation space of the morphism N21. See Remark 18.36.
20See Remark 16.2 for the order of factors and signs.
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(16.41). We note that those parts we glue contain certain (higher codimensional)
corners.21 See Figure 2. For this purpose we use the notion of smoothing corners of
N12(α1, α2)
ev+
×ev
−
M
2(α2, α2)
ev+
×ev
−
N23(α2, α3)
N12(α1, α2) ev+ ×ev− N23(α2, α3)
N12(α1, α2) ev+ ×ev− N23(α2, α3)
Figure 2. (16.41) looks like a corner
Kuranishi structure. We will discuss the smoothing in detail in Subsections 18.3-
18.5. We also observe that there exists a certain K-space such that the disjoint
union of the summands of (16.37) appears in its boundary. (See Proposition 18.38.)
Combining them, we can put the structure of K-space on the union (16.37). See
Lemma-Definition 18.40. Thus we obtain the interpolation space of the composition
N32 ◦N21.
Then it is straightforward to check that this interpolation space satisfies the defining
conditions of morphism.
The proof of (2) is entirely smilar to the proof of (1). (See Subsection 18.8.) (3)
is immediate from the definition.
We next discuss the proof of (4). Note that both sides of the equality are a union⋃
α2,α3
N12(α1, α2) ev+ ×ev− N23(α2, α3) ev+ ×ev− N34(α3, α4).
While we define this union from the disjoint union, we perform the process of
smoothing corner and gluing K-spaces along the boundary twice which we described
during the proof of (1). Once at the boundary components of the form
N12(α1, α′2) ev+ ×ev− M2(α′2, α2) ev+ ×ev− N23(α2, α3) ev+ ×ev− N34(α3, α4)
and once at the boundary components of the form
N12(α1, α2) ev+ ×ev− N23(α2, α′3) ev+ ×ev− M3(α′3, α3) ev+ ×ev− N34(α3, α4).
Since these two components do not intersect at the interior, we can perform these
two process independently and can exchange the order of them. (4) follows. (There
is an issue of showing that this isomorphism is compatible with the smooth structure
we gave during the proof of (1). See Subsection 18.7.)
21So the order of factors in (16.41) does not matter as we note in Remark 16.2.
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We next prove (5). By (16.31) applied to N12(α1, α2;P1) and to N23(α2, α3;P2),
the normalized boundary of the interpolation space of NP232 ◦NP121 is a disjoint union
of the following four kinds of components:
(A) N12(α1, α2; ∂P1)×Rα2 N23(α2, α3;P2).
(B) N12(α1, α2;P1)×Rα2 N23(α2, α3; ∂P2).
(C) M1(α1, α′1)×Rα′
1
N12(α′1, α2;P1)×Rα2 N23(α2, α3;P2).
(D) N12(α1, α2;P1)×Rα2 N23(α2, α′3;P2)×Rα′
3
M3(α′3, α′3).
Note that potentially there are components of the form
N12(α1, α′2;P1)×Rα′
2
M2(α′2, α2)×Rα2 N23(α2, α3;P2) (16.42)
in the boundary of the interpolation space of NP232 ◦NP121 . However (16.42) appears
twice in the boundary of the interpolation space of NP232 ◦NP121 : Once in
∂N12(α1, α2;P1)×Rα2 N23(α2, α3;P2)
and once in
N12(α1, α2;P1)×Rα2 ∂N23(α2, α3;P2).
When we define the interpolation space of NP232 ◦NP121 , we glue
N12(α1, α2;P1)×Rα2 N23(α2, α3;P2)
for various α2 along (16.42). (See Definition-Lemma 18.56 for detail.) Therefore
those components of the form (16.42) do not appear in the boundary of the inter-
polation space of NP232 ◦NP121 . Hence the disjoint union of (A)-(D) is the normalized
boundary of the interpolation space of NP232 ◦NP121 .
On the other hand, the right hand side of (16.39) is the union of the components
of types (A),(B). Note that by Definition 16.29 (2) and (16.31), we have
(The interpolation space of ∂(NP232 ◦NP121 )) ∪ (C) ∪ (D)
= ∂
Ä
The interpolation space of (NP232 ◦NP121 )
ä
.
Then (5) follows from these facts.
The proof of (6) is the same as the proofs of (1)-(5). 
16.6. Inductive system of linear K-systems.
Definition 16.36. Let C be a critical submanifold data as in Definition 16.6.
(1) Let E0 < E1. A partial linear K-system with energy cut level E1 induces
a partial linear K-system with energy cut level E0 by forgetting all the
structures of the former which do not appear in the definition of the latter.
The same applies to the morphism, homotopy etc. We call these processes
the energy cut at E0.
(2) An inductive system of partial linear K-systems
FF = ({Ei}, {F i}, {Ni})
consists of the following objects.22
(a) We are given an increasing sequence Ei of positive numbers such that
limi→∞ E
i =∞.
22Hereafter we use the superscript i as the suffix of the inductive system.
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(b) For each i we are given a partial linear K-system with energy cut level
Ei, which we denote by F i.
(c) The critical submanifold data
C =
(
A,G, {Rα}α∈A, {oRα}α∈A, E, µ, {PIβ,α}β∈G,α∈A
)
that is a part of data of F i, is independent of i and is given at the
beginning.
(d) For each i we are given a morphism Ni : F i → F i+1|Ei , where F i+1|Ei
is the partial linear K-system of energy cut level Ei that is induced
from F i+1 by the energy cut.
(e) The energy loss of Ni is 0.
(f) Ni is congruent to the identity morphism modulo ǫi for some ǫi > 0.
See Definition 16.33.
(g) We assume the following uniform Gromov compactness. For any E0 ≥
0 and α1 ∈ A1 the set
{α2 ∈ A2 | ∃i N i(α1, α2) 6= ∅, E(α2) ≤ E0 + E(α1)} (16.43)
is a finite set. Moreover
{α2 ∈ A2 | ∃i Mi(α1, α2) 6= ∅, E(α2) ≤ E0 + E(α1)} (16.44)
is a finite set. Here N i(α1, α2) is the interpolation space of the mor-
phism Ni and Mi(α1, α2) is the space of connecting orbits of F i.
(3) Let FF j = ({Eij}, {F ij}, {Nij}) (j = 1, 2) be two inductive systems of par-
tial linear K-systems. We assume Ei1 ≥ Ei2− c for some c ≥ 0. A morphism
({Ni21}, {Hi}) : FF1 → FF2
with energy loss c is a pair of {Ni21} and {Hi} with the following properties:
(a) Ni21 : F i1 → F i2 is a morphism of energy loss c.
(b) Hi is a homotopy between Ni2 ◦Ni21 and Ni+121 ◦ Ni1. Here we regard
them as morphisms with energy cut level Ei2 and of energy loss c.
(4) In the situation of (3), let ({Ni(k)21}, {Hi(k)}) : FF1 → FF2 be morphisms
for k = a, b. A homotopy from ({Ni(a)21}, {Hi(a)}) to ({Ni(b)21}, {Hi(b)}) is
the pair ({Hi(ab)}, {Hi}) with the following properties:
(a) Hi(ab) is a homotopy from N
i
(a)21 to N
i
(b)21.
(b) Hi is a [0, 1]2 parametrized morphism from F i1 to F i+12 . 23
(c) The normalized boundary ∂Hi is a disjoint union of the following 4
homotopies, see Figure 3:
(i) Hi(a)
(ii) Ni2 ◦ Hi(ab)
(iii) Hi(b)
(iv) Hi+1(ab) ◦Ni1
(d) For any E0 ≥ 0 and α1 ∈ A1 the set
{α2 ∈ A2 | ∃i N (α1, α2;Hi(ab)) 6= ∅, E(α2) ≤ E0 + E(α1)} (16.45)
23In other words it is a homotopy of homotopies.
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H
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i
(a)
N
i
2 ◦ H
i
(ab)
H
i
(b)
H
i+1
(ab) ◦ N
i
1
N
i
2 ◦ N
i
(a)21
N
i
2 ◦ N
i
(b)21
N
i+1
(b)21 ◦ N
i
1
N
i+1
(a)21 ◦ N
i
1
Figure 3. homotopy of homotopies Hi
is a finite set. Moreover
{α2 ∈ A2 | ∃i N (α1, α2;Hi) 6= ∅, E(α2) ≤ E0 + E(α1)} (16.46)
is a finite set. Here N (α1, α2;Hi(ab)) (resp. N (α1, α2;Hi)) is the inter-
polation space which we used to define Hi(ab) (resp. Hi.).
Here all the (parametrized) morphisms have energy cut level Ei2.
(5) Two morphisms of inductive systems of partial linear K-systems are said
to be homotopic if there exists a homotopy between them.
Remark 16.37. In certain cases especially in the study of symplectic homology
(see [FH], [CFH], [BO]) and wrapped Floer homology (see [AS]), we need to study
the case when the critical submanifold data C varies. We can actually study such
a situation in a similar way. However we do not try to work it out in this article
because this is an expository article providing the technical detail of the results
which had been established in the previously published literatures.
Lemma-Definition 16.38. (1) We can compose morphisms of inductive sys-
tem of partial linear K-systems.
(2) Composition of homotopic morphisms are homotopic.
(3) Homotopy between morphisms is an equivalence relation.
Proof. (1) Let ({Nij+1j}, {Hi(j+1j)}) : FF j → FF j+1 be morphisms for j = 1, 2.
We put
Ni31 = N
i
32 ◦Ni21.
Then Hi(32)◦Ni21 is a homotopy fromNi3◦Ni31 = Ni3◦Ni32◦Ni21 toNi+132 ◦Ni2◦Ni21 and
Ni+132 ◦Hi(21) is a homotopy from Ni+132 ◦Ni2 ◦Ni21 to Ni+131 ◦Ni1 = Ni+132 ◦Ni+121 ◦Ni1.
Therefore we can construct Hi(31) by gluing H
i
(32) ◦ Ni21 and Ni+132 ◦ Hi(21). (See
Subsubsection 18.8.2 for gluing process. .) See Figure 4.
(2) Let ({Nik,21}, {Hi(k,21)}) : FF1 → FF2 be morphisms for k = a, b and let
({Ni32}, {Hi(32)}) : FF2 → FF3 be a morphism. Let ({Hi(ab)}, {Hi}) be a homotopy
from ({Nia,21}, {Hi(a,21)}) to ({Nib,21}, {Hi(b,21)}). Then we have
∂(Ni+132 ◦ Hi) =Ni+132 ◦ Hi+1(ab) ◦Ni1 ∪Ni+132 ◦ Hi(b,21)
∪Ni+132 ◦Ni2 ◦ Hi(ab) ∪Ni+132 ◦ Hi(a,21)
(16.47)
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i
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N
i+1
32 ◦ N
i
2 ◦ N
i
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N
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32 ◦ N
i+1
21 ◦ N
i
1
Figure 4. composition of homotopies
and
∂(Hi(32) ◦ Hi(ab)) =Ni+132 ◦Ni2 ◦ Hi(ab) ∪ Hi32 ◦Nib,21
∪Ni3 ◦Ni32 ◦Hi(ab) ∪ Hi32 ◦Nia,21.
(16.48)
We note that both are [0, 1]2-parametrized families of morphisms. By the definition
of composition we have
Ni+132 ◦ Hi(a,21) ∪ Hi32 ◦Nia,21 = Hi(a,31),
Ni+132 ◦ Hi(b,21) ∪ Hi32 ◦Nib,21 = Hi(b,31).
We put
Hi′(ab) = N
i
32 ◦ Hi(ab)
Hi′ = (Ni+132 ◦ Hi) ∪Ni+132 ◦Ni2◦Hi(ab) (H
i
(32) ◦ Hi(ab)).
See Figure 5. Here in the right hand side of the second formula, we glue two [0, 1]2-
parametrized morphisms along one of the components of their boundaries. We can
do it in the same way as the proof of Lemma-Definition 16.35. See Subsubsection
18.8.2 for detail. We can then easily see that
∂(Hi′) = Hi(a,31) ∪ Hi(b,31) ∪ (Ni3 ◦ Hi(ab)) ∪ (Hi+1(ab) ◦Ni1).
Namely ({Ni32}, {Hi(32)}) ◦ ({Nia,21}, {Hi(a,21)}) is homotopic to ({Ni32}, {Hi(32)}) ◦
({Nib,21}, {Hi(b,21)}). The case of the composition of homotopies and morphisms in
N
i+1
32 ◦H
i H
i
(32) ◦ H
i
(ab)
N
i+1
32 ◦ H
i
(a,21)
N
i+1
32 ◦ H
i
(b,21)
H
i
32 ◦ N
i
a,21
H
i
32 ◦ N
i
b,21
N
i+1
32 ◦ N
i
2 ◦ H
i
(ab)H
i
(a,31)
H
i
(b,31)
N
i+1
32 ◦ H
i+1
(ab) ◦ N
i
1 N
i
3 ◦ N
i
32 ◦ H
i
(ab)
H
i+1
(ab) ◦ N
i
1
= =
N
i
3 ◦ H
i
(ab)
Figure 5. Hi′
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the opposite direction is similar.
(3) will be proved in Subsubsection 18.8.2. 
Theorem 16.39. Let FF = ({Ei}, {F i}, {Ni}) be an inductive system of partial
linear K-systems. Note that the Λ0,nov module CF (F i; Λ0,nov) is independent of i,
which we denote by CF (FF ; Λ0,nov).
(1) To our inductive system of partial linear K-systems FF , we can associate
a map d : CF (FF ; Λ0,nov)→ CF (FF ; Λ0,nov) such that:
(a) d ◦ d = 0.
(b) There exists ǫ > 0 such that:
(d− d0)(FλCF (FF ; Λ0,nov)) ⊂ Fλ+ǫCF (FF ; Λ0,nov).
See (16.17) for the definition of d0.
(2) The definition of the map d in (1) involves various choices and d depends
on them. However it is independent of such choices in the following sense:
Suppose d1, d2 are obtained by two different choices. Then there exists a
map ψ : CF (FF ; Λ0,nov)→ CF (FF ; Λ0,nov) with the following properties.
(a) d2 ◦ ψ = ψ ◦ d1.
(b) ψ is degree 0 and preserves the filtration.
(c) There exists ǫ > 0 such that:
(ψ − id)(FλCF (FF ; Λ0,nov)) ⊂ Fλ+ǫCF (FF ; Λ0,nov)
where id is the identity map.
(d) In particular, ψ induces an isomorphism on cohomologies:
H(CF (FF ; Λ0,nov), d1)→ H(CF (FF ; Λ0,nov), d2).
(e) ψ depends on various choices but it is independent of the choices up
to cochain homotopy.
(3) A morphism NN : FF1 → FF2 induces a Λnov module homomorphism
ψNN : CF (FF1; Λ0,nov)→ CF (FF2; Λ0,nov) (16.49)
with the following properties.
(a) ψNN◦d = d◦ψNN, where d in the left hand side (resp. right hand side)
is the coboundary oprator of CF (FF1; Λ0,nov) (resp. CF (FF2; Λ0,nov).)
(b) ψNN preserves degree and
ψNN
(
FλCF (FF1; Λnov)
) ⊂ Fλ−cCF (FF1; Λnov)
where c is the energy loss of NN. In particular, if c = 0 then ψNN
induces a Λ0,nov module homomorphism :
ψNN : CF (FF1; Λ0,nov)→ CF (FF2; Λ0,nov).
(4) Let NNa, NNb : FF1 → FF2 be morphisms. If HH is a homotopy from
NNa to NNb, it induces a Λnov module homomorphism:
ψHH : CF (FF1; Λnov)→ CF (FF2; Λnov) (16.50)
with the following properties.
(a) ψHH ◦ d+ d ◦ ψH = ψNN1 − ψNN2 .
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(b) ψHH decreases degree by 1 and
ψHH
(
FλCF (FF1; Λnov)
) ⊂ Fλ−cCF (FF1; Λnov)
where c is the energy loss of HH. In particular, if c = 0 then ψHH
induces a Λ0,nov module homomorphism :
ψHH : CF (FF1; Λ0,nov)→ CF (FF2; Λ0,nov).
(5) Let FFa, FFb, FFc be inductive systems of partial linear K-systems and
NNba : FFa → FFb, NNcb : FFb → FFc be morphisms. Then we have
ψNNcb◦NNba ∼ ψNNcb ◦ ψNNba
where ∼ means cochain homotopic.
(6) The identity morphism induces a cochain map which is cochain homotopic
to the identity map.
The proof will be given in Section 19. The notion of identity morphism which
appears in Item (6) will be defined in Section 18.9.
Remark 16.40. The morphism ψNM in Item (3) depends on the choices made for
its construction. More precisely, we first make choices mentioned in Item (2) to
define coboundary oprators of CF (FF i; Λnov), i = 1, 2. Then we make a choice
(compatible with the first choices) to define the map ψNM which is a cochain map
with respect to the coboundary operators obtained from the choices we made. Note
that we can use Item (4) to show that up to cochain homotopy the cochain map
ψNM is independent of the choices we need to make to define it.
Definition 16.41. We call the cohomology group of (CF (FF ; Λ0,nov), d) the Floer
cohomology of an inductive system of partial linear K-systems FF and denote the
cohomology by HF (FF ; Λ0,nov).
17. Extension of Kuranishi structure and its perturbation from
boundary to its neighborhood
17.1. Introduction to Section 17. In Section 16 we formulated various versions
of corner compatibility conditions. To prove the results stated in Section 16 (and
which also appear in other places of this article and will appear in future) we need
to extend the Kuranishi structure given on the boundary ∂X satisfying corner com-
patibility conditions to one on X . More precisely, we will start with the situation
where we have a Kuranishi structure Û on X and a Kuranishi structure ”U+∂ on ∂X
such that
∂Û < ”U+∂
and want to find a Kuranishi structure ”U+ on X such that
∂”U+ = ”U+∂ , Û <”U+.
We also need a similar statement for CF-perturbations.
It is rather easy to show that if a Kuranishi structure is defined on a neighborhood
Ω of a compact set K then we can extend the Kuranishi structure without changing
it in a neighborhood of K. (See Lemma 17.59.) This statement however is not
enough to prove the existence of extension in the above situation, since there we
are given a Kuranishi structure on ∂X only and not on its neighborhood. In this
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section, we discuss the problem of extending a Kuranishi structure and a CF-
perturbations on ∂X to its neighborhood.
Remark 17.1. If we carefully examine the whole proofs of the geometric appli-
cations appeared in previous literatures such as [FOn],[FOOO3],[FOOO4], we will
find out that, for the Kuranishi structure ”U+∂ we actually use, an extension to its
small neighborhood of ∂X in X is given from its construction. (This is the reason
why in our earlier papers we did not elaborate on the statement and its proof given
in this section.) In fact, in the actual situation of applications, we start from a Ku-
ranishi structure ∂Û on the boundary (which we obtain from geometry or analysis)
and construct a good coordinate system ËU∂ and use it to find ”U+∂ and its pertur-
bation. We need to extend ”U+∂ and its perturbation to a neighborhood of ∂X . In
this situation, the Kuranishi charts of”U+∂ are obtained as open subcharts of certain
Kuranishi charts of ∂ ÊU . (See the proof of [Part I, Theorem 3.30, Proposition 6.44].)
Therefore it can indeed be extended using the extension of ∂Û , directly.
Nevertheless, the reason why we prove these extension results in this article is
as follows. In this article we want to present various parts of the proofs of the
whole story into a ‘package’ as much as possible. In other words, we want to
decompose whole proofs of the geometric results into pieces, so that each piece can
be stated and proved rigorously and independently from other pieces. Namely, for
each divided ‘package’, we want to state the precise assumption and conclusion
together with the proof. In this way, one can use and quote each ‘package’ without
referring their proofs. We want to do so because the whole story has now grown
huge which becomes harder to follow all at once.
For this purpose, we want to specify and restrict the information which we
‘remember’ at each step of the inductive construction of the K-system and its
perturbations. When we construct a system of virtual fundamental chains of, for
example, M(α−, α+), we use, as an induction hypothesis, a certain structure on
M(α, α′) for E(α−) ≤ E(α) < E(α′) ≤ E(α+) (and E(α′) − E(α) < E(α+) −
E(α−)) and use only those structures during our construction. We need to make a
careful choice of the structures we ‘remember’ during the inductive steps, when we
proceed from one step of the induction to the next, so that the induction works. Our
choice in this article is that we ‘remember’ Kuranishi structure and its perturbation
but forget the good coordinate system (which we use to construct the perturbation)
and objects on it. We also forget the way how those Kuranishi structures and
various objects on them are constructed, but explicitly list up all the properties we
use in the next step of the induction. Therefore the relation between ”U+∂ and ∂Û
(except ∂Û < ”U+∂ ) is among the data which we forget when we proceed to the next
step of the induction.
The simplest version of the extension result we mentioned above is the following.
(∗) Suppose we are given a continuous function f on ∂([0, 1)n). We assume that
the restriction of f to [0, 1)k × {0} × [0, 1)n−k−1 is smooth for any k. Then f is
extended to a smooth function on [0, 1)n.
The statement (∗) is, of course, classical. (See [FOOO7, Lemma 7.2.121] for its
proof, for example.) We can use this statement together with various technique
of manifold theory (such as partition of unity and induction on the number of
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coordinate charts) to prove the existence of an extension of CF-perturbation if
we include enough structure into the assumptions. (However the proof is rather
cumbersome to work out in detail. In fact, it uses triple induction. Two of the
triple are indexed by the partially ordered set appearing in the definition of good
coordinate system. Another is the codimension of the starta of corner structure
stratifiation.)
In this section we take a short cut in the following way. SupposeM is a manifold
with boundary (but has no corner). Then it is well-known that a neighborhood of
∂M is identified with ∂M× [0, ǫ). IfM has corners, we can identify a neighborhood
of
◦
Sk(M) in M with a twisted product
◦
Sk(M)×˜[0, 1)n−k
that is a fiber bundle over
◦
Sk(M) = Sk(M)\Sk+1(M) (see [Part I, Definition 4.13]),
whose structure group is a finite group of permutations of (n− k) factors. We also
require a compatibility of these structures for various k. Such a structure may be
regarded as a special case of the ‘system of tubular neighborhoods’ of a stratified
space introduced by Mather [Ma]. Its existence is claimed and can be proved in the
same way as in [Ma]. (See also [FOOO13, Proposition 8.1].)
We can include certain ‘topological’ objects such as vector bundle (especially
obstruction bundle) and generalize the notion of trivialization of the structure in
a neighborhood of boundary and corner, and prove its existence without assuming
extra conditions. However, we can not expect the Kuranishi map respects this
trivialization. Namely the Kuranishi map in general may not be constant in the
[0, 1)k factor. So we need some discussion to use it on the way how we extend
perturbation to a neighborhood of ∂X .
The main idea we use in this section for the short cut is summarized as follows.
In case when M is a manifold with boundary, we can attach ∂M × [−1, 0] to M
by identifying ∂M × {0} with ∂M ⊂ M , and enhance M to a manifold M⊞1 with
boundary so that a neighborhood of its boundary is canonically identified with
∂M × [−1, 0). Then we can extend a vector bundle E on M to M⊞1 so that
its restriction to this neighborhood of the boundary is canonically identified with
E|∂M × [−1, 0). Then its section such as Kuranishi map can be extended to M⊞1
so that on ∂M × [−1, 0) it is constant in the [−1, 0) direction. In other words, we
attach the collar ‘outside’ of M in place of constructing it ‘inside’.
We can perform a similar construction in the case whenM has a corner, the case
of orbifold, and the case of K-space. Then we replace the moduli spaces such as
M(α−, α+) by M(α−, α+)⊞1 so that the fiber product description of their bound-
aries remains the same and their Kuranishi structures have canonical trivializations
near the boundary. We can use them to extend the Kuranishi structures and their
perturbations given on the boundary to a neighborhood of the boundary.
There is a slight issue about the smoothness of the structure at the point ∂M ×
{0}. The shortest and simplest way to resolve the issue is to use exponential decay
estimate of various objects appearing there in geometric situations, which we proved
in [FOOO4, Lemma A1.58], [FOOO15, Theorems 13.2 and 19.5], [FOOO17]. In the
abstract setting, we impose certain admissibility on orbifold, vector bundle, etc., to
incorporate such exponential decay property. See Section 25.
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Remark 17.2. In fact, we can work in the piecewise smooth category for the
purpose of putting the collar outside. However, working in the smooth category
rather than the piecewise smooth category reduces the amount of checks we need
during various constructions.
We will carry out this idea in detail in this section. It is rather lengthy since
we need to write down and check various compatibilities of many objects with our
trivialization. However, the compatibilities in almost all cases are fairly obvious.
In other words, the proofs are nontrivial only because they are lengthy.
17.2. Trivialization of corners on one chart. In this section, for a Kuranishi
chart U = (U, E , ψ, s), we will define in Lemma-Definition 17.10 a certain Kuranishi
chart U⊞τ at a point x of corners of U , which is called trivialization of corners.
Geometrically speaking, ‘trivialization’ means ‘trivialization of normal bundle of
corners’, which gives us certain coordinates on the corners. We consider the follow-
ing situation in this subsection.
Situation 17.3. Let U = (U, E , ψ, s) be a Kuranishi neighborhood of X and
x ∈
◦
Sk(U).
Let Vx = (Vx, Ex,Γx, φx, φ̂x) be an orbifold chart of (U, E) at x. Recall from
Definition 23.22 (also Definition 23.17) that Vx is a manifold and
φx : Vx → X, φ̂x : Vx × E → E .
Let sx be a representative of the Kuranishi map s on Vx. We assume that Vx is
an open subset of the direct product Vx × [0, 1)k where Vx is a manifold without
boundary and that ox ∈ Vx corresponds to (ox, (0, . . . , 0)) ∈ Vx × [0, 1)k. For
y ∈ Vx ⊂ Vx × [0, 1)k we denote by y ∈ Vx the Vx-component of y. See Lemma
23.13 for this notation. 
Definition 17.4. Under Situation 17.3, we define the retraction map
Rx : Vx × (−∞, 1)k → Vx × [0, 1)k
by
Rx(y, (t1, . . . , tk)) = (y, (t′1, . . . , t′k)),
where
t′i =
®
ti if ti ≥ 0,
0 if ti ≤ 0.
For τ > 0, we define an open subset V ⊞τx of Vx×[−τ, 1)k byR−1x (Vx)∩(Vx×[−τ, 1)k).
Here the retraction map Rx naturally induces a map
Rx : V ⊞τx → Vx ⊆ Vx × [0, 1)k.
Next, we define a Γx action on V
⊞τ
x .
Definition 17.5. Let γ ∈ Γx. By the definition of admissible orbifold (Definition
25.7 (1)(b)), there exists σγ ∈ Perm(k) with the following properties. We define
maps ϕγ0 : V x×[0, 1)k → V x and ϕγi : V x×[0, 1)k → [0, 1) requiring the components
of γ · (y, (t1, . . . , tk)) to be
γ · (y, (t1, . . . , tk)) =
Å
ϕγ0 (y, (t1, . . . , tk)),
(
ϕγ
σ−1γ (i)
(y, (t1, . . . , tk))
)k
i=1
ã
.
Here the left hand side is the given Γx action on Vx. Then we find the following:
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Rx
Rx
Rx
−τ
−τ
0
0
Figure 6. the retraction Rx
(1) The map ϕγ0 is admissible.
(2) The function (y, (t1, . . . , tk)) 7→ ϕγi (y, (t1, . . . , tk))−ti is exponentially small
at the boundary.
The existence of such ϕγ0 , ϕ
γ
i is nothing but the definition of an admissible action.
Then we define ϕ̂γ0 : V x × [−τ, 1)k → V x and ϕ̂γi : V x × [−τ, 1)k → [−τ, 1) as
follows.
(A) ϕ̂γ0 = ϕ
γ
0 ◦ Rx.
(B)
ϕ̂γi (y, (t1, . . . , tk)) =
®
ti if ti ≤ 0,
(ϕγi ◦ Rx)(y, (t1, . . . , tk)) if ti ≥ 0.
We now put
γ · (y, (t1, . . . , tk)) =
Å
ϕ̂γ0 (y, (t1, . . . , tk)),
(
ϕ̂γ
σ−1γ (i)
(y, (t1, . . . , tk))
)k
i=1
ã
.
We note that y 7→ γ · y coincides with the given γ action if y ∈ Vx.
We now prove that this defines a Γx-action on V
⊞τ
x . We first show:
Lemma 17.6. We have ϕ̂γi (y, (t1, . . . , tk)) > 0 if and only if ti > 0. Moreover
ϕ̂γi (y, (t1, . . . , tk)) = 0 if and only if ti = 0.
Proof. If ti ≤ 0 then ϕ̂γi (y, (t1, . . . , tk)) = ti ≤ 0 by (B). On the other hand, if
ti > 0 then ϕ̂
γ
i (y, (t1, . . . , tk)) = (ϕ
γ
i ◦ Rx)(y, (t1, . . . , tk)) > 0 by (B). The lemma
follows. 
Lemma 17.7. We have γ · (Rx(y)) = Rx(γ · y) for any y ∈ V ⊞τx .
Proof. The coincidence of V x coordinates is an immediate consequence of the defi-
nition. We will check the coincidence of the σγ(i)-th coordinates of [−τ, 1)k factors.
If ti ≤ 0, then this coordinate is 0 for both γ · (Rx(y)) and Rx(γ · y).
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If ti > 0, they both are the σγ(i)-th coordinates of the [−τ, 1)k factor of γ ·
(Rx(y)).
In fact, this is obvious for γ · (Rx(y)). To show this claim for Rx(γ · y), we first
observe that the σγ(i)-th coordinate of the [−τ, 1)k factor of γ · y is the σγ(i)-th
coordinate of the [−τ, 1)k factor of γ · (Rx(y)) by (B). Then we use Lemma 17.6 to
show that Rx does not change this coordinate. 
Lemma 17.8. We have γ · (µ · y) = (γµ) · y for any y ∈ V ⊞τx and γ, µ ∈ Γx.
Proof. We calculate
ϕ̂γ0 (µ · y) = ϕγ0 (Rx(µ · y)) = ϕγ0 (µ · Rx(y)) = ϕ̂γµ0 (y).
Therefore the V x factor coincides.
Let y = (y, (t1, . . . , tk)). Suppose ti > 0. Then ϕ̂
µ
i (y, (t1, . . . , tk))) > 0 by Lemma
17.6. Therefore we obtain
ϕ̂γσµ(i)(µ · y) = ϕ
γ
σµ(i)
(Rx(µ · y)) = ϕγσµ(i)(µ · Rx(y)) = ϕ̂
γµ
i (y).
Suppose ti ≤ 0. Then ϕ̂µi (y, (t1, . . . , tk))) = ti ≤ 0 by Lemma 17.6. Thus we get
ϕ̂γσµ(i)(µ · y) = ti = ϕ̂
γµ
i (y).
The proof of Lemma 17.8 is complete. 
We have thus defined a Γx action on V
⊞τ
x .
Lemma 17.9. (1) For any admissible map f : Vx → M the composition f ◦
Rx : V ⊞τx →M is smooth.
(2) If f is a submersion, so is f ◦ Rx.
(3) The Γx action on V
⊞τ
x is smooth and Rx is Γx equivariant.
Proof. (1). Since the problem is local, it suffices to prove the case when M = R.
We use Lemma 25.5 to obtain fI such that f =
∑
I fI . Here I ⊂ {1, . . . , k} and
fI : V x×[0, 1)I → R is exponentially small near the boundary. We define a function
f̂I : V
⊞τ
x → R by
f̂I(y, (t1, . . . , tk)) =
®
f̂I(y, tI) if ti ≥ 0 for all i ∈ I,
0 if ti ≤ 0 for some i ∈ I.
Since fI : V x × [0, 1)I → R is exponentially small near the boundary, f̂I is smooth.
It is easy to see that f ◦ Rx =∑I f̂I . Therefore f ◦ Rx is smooth.
We note that the submersivity of f by definition implies the submersivity of the
restriction of f to
◦
SkVx. (2) is immediate from this fact and the construction.
The first half of (3) follows from definition. The second half of (3) is Lemma
17.7. 
We define U⊞τx to be the quotient V
⊞τ
x /Γx under the Γx action on V
⊞τ
x described
above. Then Lemma 17.8 yields the retraction map
Rx : U⊞τx → Ux
induced by the one on V ⊞τx . We denote
Ex = (Ex × Vx)/Γx,
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which is a vector bundle on an orbifold Ux = Vx/Γx. Then we define E⊞τx to be the
pull-back
E⊞τx = R∗x(Ex) = (Ex × V ⊞τx )/Γx, (17.1)
which is a smooth vector bundle on an orbifold U⊞τx . The Kuranishi map sx which
is a section of Ex induces a section s⊞τx of E⊞τx . In the same way as in the proof of
Lemma 17.9 (1) we can show that s⊞τx defines a smooth section.
We define
(X ∩ Ux)⊞τ := (s⊞τx )−1(0)/Γx, (17.2)
which is a paracompact Hausdorff space. (We note that X∩Ux in the notation (X∩
Ux)
⊞τ does NOT stand for the set-theoretical intersection, but is just a notation.)
We have a map ψ⊞τx : (s
⊞τ
x )
−1(0)/Γx → (X ∩Ux)⊞τ that is the identity map. Then
from the definition we find
Lemma-Definition 17.10. Let U = (U, E , ψ, s) be a Kuranishi chart of X and x ∈
◦
Sk(U) as in Situation 17.3. Then (U
⊞τ
x = V
⊞τ
x /Γx, E⊞τx , ψ⊞τx , s⊞τx ) is a Kuranishi
chart of (X ∩ Ux)⊞τ . We denote
U⊞τx = (U⊞τx , E⊞τx , ψ⊞τx , s⊞τx )
and call it trivialization of corners of Ux.
Let Sx = (Wx, ωx, sx) be a CF-perturbation of U on Vx. ([Part I, Definition
7.5].) We define s⊞τx : V
⊞τ
x ×Wx → Ex by
s⊞τx (y, ξ) = sx(Rx(y), ξ). (17.3)
Lemma-Definition 17.11. (1) The boundary ∂(U⊞τx ) (resp. ∂(S⊞τx )) is canon-
ically diffeomorphic to (∂Ux)
⊞τ (resp. (∂Sx)⊞τ ).
(2) The triple (Wx, ωx, s
⊞τ
x ) is a CF-perturbation of (V
⊞τ
x /Γx, E⊞τx , s⊞τx , ψ⊞τx ).
We denote it by S⊞τx .
(3) If Sx is equivalent to S ′x, then S⊞τx is equivalent to S ′⊞τx .
(4) If f : U →M is a smooth map and strongly submersive on Vx with respect
to Sx, then f ◦ Rx is strongly submersive with respect to S⊞τx . We denote
it by f⊞τx : U
⊞τ
x →M .
(5) The strong transversality to N →M is also preserved.
(6) The versions of (2)-(5) where ‘CF-perturbation’ is replaced by ‘multivalued
perturbation’ also hold.
(7) If hx is a differential form on Ux, that is, h˜x is a Γx-invariant differential
form on Vx, then h˜
⊞τ
x := R∗xh˜x defines a differential form on U⊞τx . We
denote it by h⊞τx .
(8) In the situation of (2)(4)(7), we assume that hx is compactly supported.
Then we have:
(f⊞τx )!(h
⊞τ
x ;S⊞τx ) = fx!(hx;Sx). (17.4)
Proof. The proofs are mostly immediate from the definition. We only prove (8)
for completeness’ sake. To prove (8), we recall the definition of the push out from
[Part I, Definition 7.10], which results in∫
M
f⊞τx !(h
⊞τ
x ;S⊞τx ) ∧ ρ = (−1)|ρ||ω|
∫
(s⊞τx )
−1(0)
π∗1h
⊞τ
x ∧ π∗1(f⊞τx )∗ρ ∧ π∗2ωx (17.5)
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M
fx!(hx;Sx) ∧ ρ = (−1)|ρ||ω|
∫
(sx)−1(0)
π∗1 h˜x ∧ π∗1f∗xρ ∧ π∗2ωx (17.6)
for any differential form ρ onM . Here π1 : V
⊞τ
x ×Wx → V ⊞τx , π2 : V ⊞τx ×Wx →Wx
are projections, h˜⊞τ is a Γx-invariant differential form on V
⊞τ
x defined by R∗xh˜x and
f⊞τ = fx ◦ Rx : V ⊞τx →M is a submersion defined by Lemma 17.9.
We compare the right hand sides of the above two integrals. First we note
s⊞τx = sx ◦ (Rx × idWx) and Rx|Vx = idVx on ∂Vx ⊂ Vx ⊂ V ⊞τx . We decompose
(s⊞τx )
−1(0) =
Ä
(s⊞τx )
−1(0) ∩ (Vx ×Wx)
ä
∪
Ä
(s⊞τx )
−1(0) \ (Vx ×Wx)
ä
,
and its associated integral and note s⊞τx ≡ sx on Vx ⊂ V ⊞τx . Then contribution of
the integral (17.5) over the first part of the domain becomes (17.6).
It remains to check the contribution of (17.5) on the region (s⊞τx )
−1(0)\(Vx×Wx).
In the rest of the proof, we may assume that ρ is chosen so that the degree of
π∗1 h˜x ∧ π∗1f∗xρ ∧ π∗2ωx matches the dimension of (sx)−1(0).
We note that the retraction Rx× idWx : V ⊞τx \Vx×Wx → ∂Vx×Wx also induces
a retraction of (s⊞τx )
−1(0)\(V ⊞τx ×Wx) to s−1x (0)∩(∂Vx×Wx) with one-dimensional
fiber by definition of s⊞τx . We also note
h˜⊞τ ∧ f⊞τρ = (Rx × idWx)∗η
for some form η defined on ∂Vx by the definitions of h˜
⊞τ and ∧f⊞τ given above.
We derive ∫
(s⊞τx )
−1(0)\(Vx×Wx)
π∗1h
⊞τ ∧ π∗1f⊞τρ ∧ π∗2ωx
=
∫
(s⊞τx )
−1(0)\(Vx×Wx)
π∗1(Rx × idWx)∗η ∧ π∗2ωx
=
∫
(s⊞τx )
−1(0)\(Vx×Wx)
(Rx × idWx)∗(π∗1η ∧ π∗2ωx)
=
∫
s−1x (0)∩(∂Vx×Wx)
(π∗1η ∧ π∗2ωx).
For the last equality we use
(s⊞τx )
−1(0) \ (Vx ×Wx) = (Rx × idWx)−1(s−1x (0) ∩ (∂Vx ×Wx))
by definition of s⊞τx . By submersion property of sx, we have
dim s−1x (0) ∩ (∂Vx ×Wx) = dim s−1x (0)− 1.
Therefore by the degree assumption made on ρ above, the last integral vanishes.
Now the proof of (17.4) is complete. 
Lemma 17.12. We put
◦◦
S k(U
⊞τ
x ) = Sk(U
⊞τ
x ) ∩R−1x (
◦
Sk(Ux)).
(1) The closure of
◦◦
S k(U
⊞τ
x ) in
◦
Sk(U
⊞τ
x ) is an orbifold with corners.
(2) The map Rx induces an orbifold diffeomorphism from Clos(
◦◦
S k(U
⊞τ
x )) to
Ŝk(Ux).
Proof. It suffices to prove the lemma for the case when V = [0, 1)k, which is obvious.
(See Figure 7.) 
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◦◦
S 1(U
τ
x
)
◦◦
S 1(U
τ
x
)
◦◦
S 2(U
τ
x
)
−τ
−τ
0
0
Figure 7.
◦◦
S k(U
⊞τ
x )
17.3. Trivialization of corners and embedding. To shorten the discussion we
study trivialization of the corner for the case of coordinate change and of a local
representative of an embedding simultaneously. In this subsection we consider the
following situation.
Situation 17.13. Suppose we are in Situation 17.3. Let x′ ∈
◦
Sk(U) and Vx′ =
(Vx′ , Ex′ ,Γx′ , φx′ , φ̂x′) be an orbifold chart of (U
′, E ′) at x. (See Definition 23.17.)
Let sx′ be a representative of the Kuranishi map s on Vx′ . Let (U
′, E ′) → (U, E)
be an embedding. We take its local representative (hxx′ , ϕxx′ , ϕ̂xx′). 
This includes the case when (hxx′ , ϕxx′ , ϕ̂xx′) represents an isomorphism, which
is nothing but the case of coordinate change of orbifold.
Lemma 17.14. In Situation 17.13, there exists a unique injective map j : {1, . . . , k′} →
{1, . . . , k} with the following properties.
(1) For γ′ ∈ Γx′ , we have: σ(γ′)(j(i)) = j(σ′(γ′)(i)).
(2) If ϕxx′(y
′, (t′1, . . . , t
′
k′ )) = (y, (t1, . . . , tk)) then tj(i) = 0 if and only if t
′
i = 0.
Proof. The existence of j satisfying (2) is immediate from the fact that ϕxx′ pre-
serves stratification Sn(Vx′), Sn(Vx). Such j is necessarily unique. Then (1) follows
from this uniqueness. 
For A ⊂ {1, . . . , k} we put
V (A) = {(y, (t1, . . . , tk)) ∈ Vx | If i ∈ A then ti = 0}. (17.7)
Definition 17.15. We define ϕ⊞τxx′ : V
⊞τ
x′ → V ⊞τx as follows.
(1) If y′ ∈ Vx′ then ϕ⊞τxx′(y′) = ϕxx′(y′).
(2) Let y′ = (y′, (t′1, . . . , t
′
k′)) and Rx′(y′) ∈ Vx′(A′), where A′ ⊂ {1, . . . , k′}.
We define y0 = ϕxx′(Rx′(y′)) and write y0 = (y0, (t0,1, . . . , t0,k)). Then we
define
ϕ⊞τxx′(y
′) = (y0, (t1, . . . , tk))
where
ti =
®
t′i′ if i = i(i
′), i′ ∈ A′,
t0,i if i /∈ i(A′).
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Lemma 17.16. (1) The map ϕ⊞τxx′ : V
⊞τ
x′ → V ⊞τx is a smooth embedding of
manifolds.
(2) The map ϕ⊞τxx′ : V
⊞τ
x′ → V ⊞τx is hxx′ equivariant.
(3) We have ϕxx′ ◦ Rx′ = Rx ◦ ϕ⊞τxx′ .
Proof. Statements (2) and (3) are obvious from the definition. We prove (1). For
simplicity of notation we consider the case i(i) = i. We study the smoothness at
the point y′ = (y′, (t′1, . . . , t
′
k′)). We may assume without loss of generality that
t′1 = · · · = t′ℓ = 0, t′ℓ+1, . . . , t′m < 0, t′m+1, . . . , t′k′ > 0.
Let z′ = (z′, (s′1, . . . , s
′
k′)) ∈ V ⊞τx′ be a point in a neighborhood of y′. By taking
the neighborhood sufficiently small, we may assume that s′ℓ+1, . . . , s
′
m < 0 and
s′m+1, . . . , s
′
k′ > 0. We put
Rx′(z′) = (z′, (s′′1 , . . . , s′′k′)).
Then we have s′′ℓ+1, . . . , s
′′
m = 0, s
′′
m+1 = s
′
m+1, . . . , s
′′
k′ = s
′
k′ . Moreover for i ≤ ℓ,
s′′i =
®
0 if s′i ≤ 0
s′i if s
′
i ≥ 0.
We denote ϕ⊞τxx′(z
′) = z and z = (z, (s1, . . . , sk)). By definition we have
z = π0(ϕxx′(z
′, (s′′1 , . . . , s
′′
k′)))
where π0 : Vx × [0, 1)k → Vx is the projection. Therefore, the smooth dependence
of z on z′ can be proved in the same way as the proof of Lemma 17.9 (1). (Namely
we use Lemma 25.9 (2).)
We also have
(sm+1, . . . , sk) = πm+1,...,k(ϕxx′(z
′, (s′′1 , . . . , s
′′
k′)))
where πm+1,...,k : Vx× [0, 1)k → [0, 1)k−m is the projection to the last k−m factors.
Therefore, the smooth dependence of (sk′+1, . . . , sk) on z
′ can be proved in the
same way as in the proof of Lemma 17.9. Moreover si = s
′
i for i = ℓ+1, . . . ,m. So
the smooth dependence of si on z
′ is obvious. Finally for i = 1, . . . , ℓ we have
si =
®
πi(ϕxx′(z
′, (s′′1 , . . . , s
′′
k′))) if s
′
i ≥ 0
s′i if s
′
i ≤ 0.
Here πi : Vx × [0, 1)k → [0, 1) is the projection to the i-th factor of [0, 1)k. Then
the smooth dependence of (s1, . . . , sm) on z
′ follows from Lemma 25.5.
The injectivity of ϕ⊞τxx′ can be proved easily. The smoothness of local inverse of
ϕ⊞τxx′ can be proved in the same way as in the proof of smoothness of ϕ
⊞τ
xx′ . 
By Lemma 17.16 (3) the embedding of bundles ϕ̂xx′ : Ex′ → Ex over ϕxx′ induces
a map
R∗x′Ex′ →R∗xEx
over ϕ⊞τxx′ . Since E⊞τx′ = R∗x′Ex′ and E⊞τx = R∗xEx by definition, we obtain
ϕ̂⊞τxx′ : E⊞τx′ → E⊞τx .
In the same way as in the proof of Lemma 17.16 (1), we can show that ϕ̂⊞τxx′ is a
smooth embedding of vector bundles. We have thus proved the next lemma.
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Lemma 17.17. Under the situation above, (hxx′ , ϕ
⊞τ
xx′ , ϕ̂
⊞τ
xx′) is an embedding of
orbifold charts. If (hxx′ , ϕxx′ , ϕ̂xx′) is a coordinate change, (hxx′ , ϕ
⊞τ
xx′ , ϕ̂
⊞τ
xx′) is also
a coordinate change.
We also have the following:
Lemma 17.18. Let (hxx′′ , ϕxx′′ , ϕ̂xx′′) (resp. (hx′x′′ , ϕx′x′′ , ϕ̂x′x′′)) be as in Sit-
uation 17.13, where x, x′ in Situation 17.13 is replaced by x, x′′ (resp. x′, x′′).
We define (hxx′′ , ϕ
⊞τ
xx′′ , ϕ̂
⊞τ
xx′′) (resp. (hx′x′′ , ϕ
⊞τ
x′x′′ , ϕ̂
⊞τ
x′x′′)) from (hxx′′ , ϕxx′′ , ϕ̂xx′′)
(resp. (hx′x′′ , ϕx′x′′ , ϕ̂x′x′′)) in the same way as in the proof of Lemma 17.17. Then
we have
ϕ⊞τxx′′ = ϕ
⊞τ
xx′ ◦ ϕ⊞τx′x′′ , ϕ̂⊞τxx′′ = ϕ̂⊞τxx′ ◦ ϕ̂⊞τx′x′′ , s⊞τx ◦ ϕ⊞τxx′ = ϕ̂⊞τxx′ ◦ s⊞τx′ .
Definition 17.19. In the Situation 17.13 we define:
(X ∩ U)⊞τ =
⋃
x∈ψ(s−1(0))
Ä
(s⊞τx )
−1(0)/Γx
ä
/ ∼ . (17.8)
Here the equivalence relation ∼ in the right hand is defined as follows. Let yi ∈
V ⊞τxi /Γxi with sxi(y˜i) = 0, [y˜i] = yi for i = 1, 2. Then y1 ∼ y2 if and only if there
exist Vx, y˜ ∈ Vx, and (hxix, ϕxix, ϕ̂xix) as in Situation 17.13 such that s(y˜) = 0
and
[ϕxix(y˜)] = yi
in V ⊞τxi /Γxi for i = 1, 2.
24
The maps Rx : (s⊞τx )−1(0) → Vx for various x induce a map (X ∩ U)⊞τ → X ,
which we denote by
R : (X ∩ U)⊞τ → X. (17.9)
Lemma 17.20. In Situation 17.3 we have a Kuranishi chart
U⊞τ = (U⊞τ , E⊞τ , ψ⊞τ , s⊞τ )
of (X ∩ U)⊞τ such that (V ⊞τx /Γx, E⊞τx , ψ⊞τx , s⊞τx ) becomes its orbifold chart.
Proof. This is a consequence of Lemmas 17.16, 17.17, 17.18. 
Lemma-Definition 17.21. In the situation of Lemma 17.20, we call U⊞τ the
τ -collaring, or τ -corner trivialization of U .
(1) ∂(U⊞τ ) is canonically diffeomorphic to (∂U)⊞τ .
(2) Let S = {(Vr,Sr) | r ∈ R} be a CF-perturbation of U . Then {(V⊞τr ,S⊞τr ) |
r ∈ R} is a CF-perturbation of U⊞τ . We denote it by S⊞τ and call it the
τ -collaring of S.
(3) If S is equivalent to S′, then S⊞τ is equivalent to S′⊞τ .
(4) If f : U → M is a smooth map and strongly submersive on K with respect
to S, then f ◦ R is strongly submersive with respect to S⊞τ . We denote it
by f⊞τ and call it τ -collaring of f .
(5) The strong transversality to a map N →M is also preserved.
(6) The versions of (2)-(5) where ‘CF-perturbation’ is replaced by ‘multivalued
perturbation’ also hold.
(7) If h is a differential form on U , then h˜x for various x are glued to define a
differential form on U⊞τ . We denote it by h⊞τ and call it the τ -collaring
of h.
24Lemma 17.18 implies that this is an equivalence relation.
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(8) In the situation of (2)(3)(4)(7), we assume that h is compactly supported.
Then we have
f⊞τ! (h
⊞τ ;S⊞τ ) = f!(h;S). (17.10)
This follows immediately from Lemma-Definition 17.11. Also the next lemma is
a straightforward generalization of Lemma 17.12 to the case of Kuranishi chart.
Lemma 17.22. We put
◦◦
S k(U
⊞τ ) = Sk(U
⊞τ ) ∩R−1(
◦
Sk(U)).
(1) The closure of
◦◦
S k(U
⊞τ ) in
◦
Sk(U
⊞τ ) is an orbifold with corners. We call
◦◦
Sk(U
⊞τ ) a small corner of codimension k.
(2) The retraction map R induces an orbifold diffeomorphism from Close(
◦◦
S k(U
⊞τ ))
onto Ŝk(U).
17.4. Trivialization of corners of Kuranishi structure. In this subsection and
the next, we study trivialization of corners of Kuranishi structure and good coor-
dinate system. For a K-space (X, Û) we firstly describe the underlying topological
space X⊞τ of the trivialization of corners of X in Definition 17.26. In the next
subsection, we define the trivialization of corners (X⊞τ ,‘U⊞τ ) (or sometimes called
τ -collaring) of the K-space (X, Û). We first consider the following situation.
Situation 17.23. Let Ui = (Ui, Ei, si, ψi) be Kuranishi charts of X and Φ21 =
(ϕ21, ϕ̂21) an embedding of Kuranishi charts. We may decorate Ui by some of the
following in addition:
(1) We are given CF-perturbations Si of Ui (i = 1, 2) such that S1, S2 are
compatible with Φ21.
(2) We are given differential forms hi on Ui (i = 1, 2) such that h1 = ϕ
∗
21h2.
(3) We are given smooth maps fi : Ui →M (i = 1, 2) such that f1 = f2 ◦ ϕ21.
(4) We are given multivalued perturbations si of Ui (i = 1, 2) such that s1, s2
are compatible with Φ21.
(5) We have another Kuranishi chart U3 and an embedding Φ32 : U2 → U3. We
put Φ31 = Φ32 ◦ Φ21.
Lemma 17.24. In Situaion 17.23 we have an embedding of Kuranishi charts Φ⊞τ21 :
U⊞τ1 → U⊞τ2 , whose restriction to U1 coincides with Φ21. Moreover we have the
following.
(1) In case of Situation 17.23 (1), S1⊞τ , S2⊞τ are compatible with Φ⊞τ21 .
(2) In case of Situation 17.23 (2), h⊞τ1 = (ϕ
⊞τ
21 )
∗h⊞τ2 .
(3) In case of Situation 17.23 (3), f⊞τ1 = f
⊞τ
2 ◦ ϕ⊞τ21 .
(4) In case of Situation 17.23 (4), s1⊞τ and s2⊞τ are compatible with Φ⊞τ21 .
(5) In case of Situation 17.23 (5), we have Φ⊞τ31 = Φ
⊞τ
32 ◦ Φ⊞τ21 .
(6) ϕ⊞τ21 ◦ R1 = R2 ◦ ϕ⊞τ21 .
Remark 17.25. Both of U⊞τ1 and U⊞τ2 are Kuranishi charts of the topological
space (X ∩ U)⊞τ2 .
Proof of Lemma 17.24. We use Lemma 23.13 to obtain objects {Vir | r ∈ Ri} and
(hr,21, ϕr,21, ϕˆr,21) which have the properties spelled out there. Let r ∈ R1. Then
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the map ϕr,21 : V
1
r → V 2r is extended to ϕ⊞τr,21 : V 1⊞τr → V 2⊞τr as follows. Let
(y′, (t′1, . . . , t
′
d(r))) ∈ V 1r and
(y′′, (t′′1 , . . . , t
′′
d(r))) = ϕr,21(Rr(y′, (t′1, . . . , t′d(r)))).
Then we put
ϕ⊞τr,21(y
′, (t′1, . . . , t
′
d(r))) = (y, (t1, . . . , td(r)))
where y′ = y′′ and
ti =
®
t′i if t
′
i ≤ 0,
t′′i if t
′
i ≥ 0.
We define ϕ̂⊞τr,21 in a similar way. Using Lemma 23.13 (4) and Lemma 23.25, it is
easy to see that (hr,21, ϕ
⊞τ
r,21, ϕ̂
⊞τ
r,21) is a representative of the required embedding.
It is straightforward to check (1)-(6). 
We will glue Up for various p using Lemma 17.24 to obtain a Kuranishi structure‘U⊞τ . (See Lemma-Definition 17.35.) Its underlying topological space is obtained
as follows.
Definition 17.26. (1) Let (X, Û) be a K-space. We define a topological space
X⊞τ as follows. We take a disjoint union∐
p∈X
(s⊞τp )
−1(0)/Γp
and define an equivalence relation ∼ as follows: Let xp ∈ (s⊞τp )−1(0) and xq ∈
(s⊞τq )
−1(0). We define [xp] ∼ [xq] if there exist r ∈ X and xr ∈ (s⊞τp )−1(0)∩U⊞τpr ∩
U⊞τqr such that
[xp] = ϕ
⊞τ
pr ([xr ]), [xq] = ϕ
⊞τ
qr ([xr]). (17.11)
As we will see in Lemma 17.27, ∼ is an equivalence relation. We define X⊞τ as the
set of the equivalence classes of this equivalence relation ∼
X⊞τ :=
Ñ∐
p∈X
(s⊞τp )
−1(0)/Γp
é
/ ∼ . (17.12)
(2) For k = 1, 2, . . . we define
Sk(X
⊞τ ) :=
Ñ∐
p∈X
Sk(U
⊞τ
p ) ∩
Ä
(s⊞τp )
−1(0)/Γp
äé
/ ∼ . (17.13)
The relation∼ is defined on the sets s−1p (0)/Γp or the enhanced sets (s⊞τp )−1(0)/Γp.
So the messy process to shrink the domain to ensure the consistency of coordinate
changes are not necessary here. In fact, we show the following.
Lemma 17.27. The relation ∼ in Definition 17.26 is an equivalence relation.
Proof. (1) We just check transitivity. Other properties are easier to prove. Suppose
[xp] ∼ [xq] and [xq] ∼ [xr]. By Definition 17.26, there exist u, v ∈ X and xu ∈
U⊞τu , xv ∈ U⊞τv such that
[xp] = ϕ
⊞τ
pu ([xu]), [xq] = ϕ
⊞τ
qu ([xu])
[xq] = ϕ
⊞τ
qv ([xv]), [xr] = ϕ
⊞τ
rv ([xv ]).
KURANISHI STRUCTURE AND VIRTUAL FUNDAMENTAL CHAIN 69
By Lemma 17.24 (6), we obtain ψp(Rp([xp])) = ψq(Rq([xq ])) = ψr(Rr(xr)) from
(17.11). Denote this common point by t ∈ X . We may take Ut = Ut × [0, 1)d
where the [0, 1)d component of ot is zero and U t has no boundary. We note U
⊞τ
t =
Ut×[−τ, 1)d. Since t ∈ s−1p (0)∩s−1q (0)∩s−1r (0)∩s−1u (0)∩s−1v (0), we have coordinate
changes ϕpt, ϕqt, ϕrt, ϕut, ϕvt so that
Rp([xp]) = ϕpu ◦ ϕut(ot) = ϕpt(ot),
Rq([xq]) = ϕqu ◦ ϕut(ot) = ϕqv ◦ ϕvt(ot) = ϕqt(ot),
and
Rr([xr ]) = ϕrv ◦ ϕvt(ot) = ϕrt(ot).
Also note that the restrictions of ϕ⊞τpt , ϕ
⊞τ
qt , ϕ
⊞τ
rt , ϕ
⊞τ
ut and ϕ
⊞τ
vt to R−1t (ot) are
bijections to R−1p (Rp([xp])), R−1q (Rq([xq])), R−1r (Rr([xr])), R−1u (Ru([xu])) and
R−1v (Rv([xv])), respectively. Hence there exists xt ∈ U⊞τt such that [xq] = ϕ⊞τqt ([xt]),
[xu] = ϕ
⊞τ
ut ([xt]) and [xv] = ϕ
⊞τ
vt ([xt]). Therefore we have
[xp] = ϕ
⊞
pu([xu]) = ϕ
⊞τ
pt ([xt]) and [xr ] = ϕ
⊞τ
rv ([xv]) = ϕ
⊞τ
rt ([[xt]),
which imply that [xp] ∼ [xr]. 
Remark 17.28. In this section we consider the case of a Kuranishi structure on a
compact metrizable space X . We may also consider the case of Kuranishi structure
of a pair Z ⊆ X of a metrizable space X and its compact subspace Z. There is
actually nothing new to do so, except the following point. To define a topological
space X⊞τ we used a Kuranishi structure on X . If we are given a Kuranishi
structure of Z ⊆ X , we can still define Z⊞τ . However we can define X⊞τ only in a
neighborhood of Z. The situation here is similar to the situation we met in defining
the boundary ∂(X,Z; Û). See [Part I, Remark 8.9 (2)]. It seems unlikely that this
point becomes an important issue in the application. In fact, in all the cases we
know so far appearing in the actual applications, it is enough to define X⊞τ in
a neighborhood of Z, or there is an obvious way to define X⊞τ in the particular
situations.
Definition 17.29. Using a good coordinate system ÊU of X , we can define X⊞τ in
a similar way as the case of Kuranishi structure.
17.5. Collared Kuranishi structure. For a point p ∈ X we can define its Ku-
ranishi neighborhood as U⊞τp . There is a slight issue in defining a Kuranishi neigh-
borhood compatible with the collar structure.
Example 17.30. We consider an orbifold X = [0,∞)2/Z2, where Z2 acts by
exchanging the factors. We want to regard it as a ‘1-collared orbifold’. If p = [0, 0]
we can take an obvious choice [0, 1)2/Z2 as its ‘collared neighborhood’. There is
an issue in case p = [(0, 0.5)]. We might try to take its neighborhood such as
[0, 1)× (0.3, 0.7). This however does not work. In fact (0.4, 0.6) ∼ (0.6, 0.4) but Z2
is not contained in the isotropy group of (0, 0.5). It seems impossible to find a good
‘collared neighborhood’ of [(0, 0.5)] such that the ‘length’ of the collar is 1. This is
a technical problem and certainly we should regard [0,∞)2/Z2 to have a collar of
length ≥ 1.
It seems to the authors that the best way to define the appropriate notion of
τ -collared cornered orbifold is as follows: We do not define an orbifold chart at the
points in [0, 1)2 \ {(0, 0)}. The points of [0, 1)2 \ {(0, 0)} are contained in the chart
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at (0, 0) so we do not need an orbifold chart at those points. We will define the
notion of τ-collared Kuranishi structure along this line below.
Remark 17.31. The above mentioned trouble occurs only when the action of
the isotropy group on the normal factor [0, 1)k is nontrivial. So it does not occur
in the situation of our applications in Sections 16-22. However, we present the
formulation which works in more general cases. It actually appears when we will
study the moduli space of pseudo-holomorphic curves from a bordered Riemann
surface of arbitrary genus with arbitrary number of boundary components.
There occurs no similar issue for the definition of the τ -collared good coordinate
system.
Definition 17.32. Given τ > 0 let
X ′ = X⊞τ
be the τ -collaring of certain Kuranishi structure Û on X . We put
◦◦
S k(X
′, Û) = Sk(X ′) ∩R−1(
◦
Sk(X, Û)), (17.14)
where Sk(X
′) is defined by (17.13), and define a subset Bτ (
◦◦
S k(X
′, Û)) ⊂ X ′ as the
union of
ψ⊞τp
Ä
(s⊞τp )
−1(0) ∩ {(y, (t1, . . . , tk)) | ti ≤ 0, i = 1, . . . , k}
ä
(17.15)
for p ∈
◦
Sk(X, Û).
We note that if p′ ∈
◦◦
S k(X
′, Û) then p′ = ψ⊞τp (y, (−τ, . . . ,−τ)) for p = R(p′).
Therefore
◦◦
S k(X
′, Û) ⊂ Bτ (
◦◦
S k(X
′, Û)). We also note that
Bτ (
◦◦
S 0(X
′, Û)) =
◦◦
S 0(X
′, Û) =
◦
S0(X, Û),
Bτ (
◦◦
S k(X
′, Û)) ∩X =
◦
Sk(X, Û).
(17.16)
See Figure 8.
Lemma 17.33. Let X ′ = X⊞τ be as above. Then it has the following decomposi-
tion:
X ′ =
∐
k
Bτ (
◦◦
S k(X
′, Û))
where the right hand side is the disjoint union.
Proof. Let p′ ∈ X ′ and put p = R(p′). We can write as p′ = ψ⊞τp (y, (t1, . . . , tk)).
Without loss of generality, we may assume that t1, . . . , tℓ ≤ 0 < tℓ+1, . . . , tk for
some ℓ. We put q = ψ⊞τp (y, (0, . . . , 0, tℓ+1, . . . , tk)) ∈
◦
Sℓ(X, Û). We may choose
the coordinate of q so that the map j : {1, . . . , ℓ} → {1, . . . , k} appearing in the
coordinate change from an orbifold chart at q to an orbifold chart at p, which
appeared in Lemma 17.14, is j(i) = i. Then we can take y′ such that
ψ⊞τp (y, (0, . . . , 0, tℓ+1, . . . , tk)) = ψ
⊞τ
q (y
′, (0, . . . , 0)).
Then p′ = ψ⊞τq (y
′, (t1, . . . , tℓ)) ∈ Bτ (
◦◦
S ℓ(X
′, Û)). Moreover,
Bτ (
◦◦
S k(X
′, Û)) ∩Bτ (
◦◦
S ℓ(X
′, Û)) = ∅
for k 6= ℓ is obvious from definition. 
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Bτ (
◦◦
S 0(X ,U))
Bτ (
◦◦
S 1(X ,U))
Bτ (
◦◦
S 1(X ,U))Bτ (
◦◦
S 2(X ,U))
◦◦
S 1(X ,U)
◦◦
S 1(X ,U)
◦◦
S 2(X ,U)
−τ
−τ
0
0
Figure 8. Bτ (
◦◦
S k(X
′, Û))
Definition 17.34. Suppose we are in the situation of Definition 17.32. In particu-
lar, X ′ is a compact metrizable space homeomorphic to X⊞τ for a certain K-space
(X, Û).
(1) Let p′ ∈
◦◦
S k(X
′, Û). A τ-collared Kuranishi neighborhood at p′ is a Ku-
ranishi chart Up′ of X ′ such that Up′ = (Up)⊞τ for a certain Kuranishi
neighborhood Up of p = R(p′). (See Figure 9.)
(2) For p′ ∈
◦◦
S k(X
′, Û) and q′ ∈
◦◦
S ℓ(X
′), let Up′ =‘U⊞τp = (Up)⊞τ and Uq′ =‘U⊞τq be their τ -collared Kuranishi neighborhoods, respectively. Suppose
q′ ∈ ψp′(s−1p′ (0)). A τ-collared coordinate change Φp′q′ from Uq′ to Up′ is
Φ⊞τpq defined by Lemma 17.24, where Φpq is a coordinate change from Uq to
Up.
(3) A τ-collared Kuranishi structure Û ′ on X ′ consists of the following objects:
(a) For each p′ ∈
◦◦
S k(X
′, Û), Û ′ assignes a τ -collared Kuranishi neighbor-
hood Up′ .
(b) For each p′ ∈
◦◦
S k(X
′, Û) and q′ ∈
◦◦
S ℓ(X
′, Û) with q′ ∈ ψp′(s−1p′ (0)), Û ′
assignes a τ -collared coordinate change Φp′q′ .
(c) If p′ ∈
◦◦
S k(X
′, Û), q′ ∈
◦◦
S ℓ(X
′, Û), r′ ∈
◦◦
Sm(X
′, Û) with q′ ∈ ψp′(s−1p′ (0))
and r′ ∈ ψq′(s−1q′ (0)), then we require
Φp′q′ ◦ Φq′r′ |Up′q′r′ = Φp′r′ |Up′q′r′
where Up′q′r′ = Up′r′ ∩ ϕ−1q′r′(Up′q′).
(4) A τ-collared K-space is a pair of a compact metrizable space and its τ -
collared Kuranishi structure. It is obtained from a K-space (X, Û) as in
Lemma-Definition 17.35 below.
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(5) We can define the notion of τ -collared CF-perturbation, τ -collared multival-
ued perturbation, τ -collared good coordinate system, τ -collared Kuranishi
chart, τ -collared vector bundle, τ -collared smooth section, τ -collared em-
bedding of various kinds, etc. in the same way. Actually those objects
on (X⊞τ ,‘U⊞τ ) are obtained from the corresponding objects on (X, Û) by
applying the process of τ -collaring on each chart as in Lemma 17.37 below.
(6) An A -parametrized family of τ -collared CF-perturbations is said to be
uniform if it is of the form {‘S⊞τσ | σ ∈ A } for a certain uniform family
{”Sσ | σ ∈ A } of CF-perturbations on (X, Û). The definition of uniform
family of τ -collared multivalued perturbations is the same.
U τ
p
U τ
p
p
p
p
p
Up
p
p
Up
p
p
Figure 9. ‘U⊞τp
Lemma-Definition 17.35. For any K-space (X, Û) we can assign a τ-collared
K-space (X⊞τ ,‘U⊞τ ) such that:
(1) Its underlying topological space X⊞τ is as in Definition 17.26.
(2) If p ∈
◦◦
S k(X
⊞τ ), its Kuranishi neighborhood is U⊞τR(p), where U⊞τR(p) is defined
in Lemma 17.20.
(3) The coordinate changes are Φ⊞τR(p)R(q), where Φ
⊞τ
R(p)R(q) is defined in Lemma
17.24.
We call (X⊞τ ,‘U⊞τ ) the τ -collaring (or trivialization of corners) of (X, Û). We
sometimes write (X, Û)⊞τ in place of (X⊞τ ,‘U⊞τ ).
Proof. This is immediate from the definition. 
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For a τ -collared Kuranishi structure ‘U⊞τ on X ′ = X⊞τ we sometimes write
◦◦
S k((X, Û)⊞τ ) etc. in place of
◦◦
S k(X
⊞τ ,‘U⊞τ ) etc..
Definition 17.36. Let ÊU = ((P,≤), {Up | p ∈ P}, {Φpq | q ≤ p}) be a good
coordinate system of X . We define a good coordinate systemÎU⊞τ of X⊞τ asÎU⊞τ = ((P,≤), {U⊞τp | p ∈ P}, {Φ⊞τpq | q ≤ p}).
We call (X⊞τ ,ÎU⊞τ ) the τ-collaring (or trivialization of corners) of (X, ÊU).
We call a good coordinate syetem to be τ-collared if it is isomorphic toÎU⊞τ for
some ÊU .
The next lemma says that many objects defined on (X, Û) have corresponding
collared objects on (X⊞τ ,‘U⊞τ ). This is actually a trivial statement to prove.
Lemma 17.37. We consider the situation of Lemma-Definition 17.35.
(1) (∂(X, Û))⊞τ is canonically isomorphic to ∂(X⊞τ ,‘U⊞τ ).
(2) A CF-perturbation “S on (X, Û) induces a τ-collared CF-perturbation ‘S⊞τ
on (X⊞τ ,‘U⊞τ ).
(3) A strongly continuous map f̂ from (X, Û) induces a τ-collared strongly con-
tinuous map‘f⊞τ from (X⊞τ ,‘U⊞τ ). Strong smoothness and weak submer-
sivity are preserved.
(4) In the situation of (2)(3), if f̂ is strongly submersive with respect to “S,
then‘f⊞τ is a τ-collared strongly submersive map with respect to ‘S⊞τ .
(5) Transversality to a map N →M is also preserved .
(6) The versions of (2)(4) where ‘CF-perturbation’ is replaced by ‘multivalued
perturbation’ also hold.
(7) A differential form ĥ on (X, Û) induces a τ-collared differential form‘h⊞τ
on (X⊞τ ,‘U⊞τ ).
(8) In the situation of (2)(4)(7), if f̂ : (X, Û)→M is strongly submersive with
respect to “S, then we have
f̂ !(ĥ;“S) =‘f⊞τ !(‘h⊞τ ;‘S⊞τ ). (17.17)
(9) We put
◦◦
Sk(X
⊞τ ,‘U⊞τ ) = Sk(X⊞τ ,‘U⊞τ ) ∩ R−1( ◦Sk(X, Û)) and call it the
small codimension k corner. (We note that
◦◦
S k(X
⊞τ ,‘U⊞τ ) = ◦◦S k(X⊞τ , Û)
in (17.14).) Then the Kuranishi structure of Sk(X
⊞τ ,‘U⊞τ ) induces a Ku-
ranishi structure on Clos(
◦◦
S k(X
⊞τ ,‘U⊞τ )).
(10) The restriction of the retraction map R is an underlying homeomorphism of
an isomorphism between the K-spaces Clos(
◦◦
S k(X
⊞τ ,‘U⊞τ )) and Ŝk(X, Û).
(11) If there exists an embedding Û → ”U+ of Kuranishi structures, then the
space X⊞τ defined by Û is canonically homeomorphic to the one defined
by ”U+. The same holds for various types of embeddings between Kuranishi
structures Û and/or good coordinate systems ÊU .
(12) Various types of embeddings between Kuranishi structures Û and/or good co-
ordinate systems ÊU induce τ-collared embeddings between‘U⊞τ and/orÎU⊞τ .
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Compatibility among various objects on them (such as CF-perturbation) is
preserved under the operation ⊞.
(13) If ”U+ is a thickening of Û , then ’U+⊞τ is a thickening of‘U⊞τ .
(14) If (‹X,‹“U) is a k-fold covering of (X, Û), then (‹X⊞τ ,fi‘U⊞τ ) is a k-fold covering
of (X⊞τ ,‘U⊞τ ).
(15) The same results as (1)-(14) hold when we replace Kuranishi structure by
good coordinate system.
Proof. (1)-(8) are consequence of Lemma-Definition 17.21 (1)-(8), respectively. (9),
(10) are consequences of Lemma 17.22 (1), (2), respectively. The proof of (11) is
similar to the proof of Lemma 17.27. (12) follows from Lemma 17.24. We can prove
(13) by putting O⊞τp = R−1R(p)(OR(p)) and Wp(q)⊞τ = R−1R(p)(WR(p)(R(q)), where
the notations for OR(p),WR(p) are as in [Part I, Definition 5.3 (2)]. (14) is obvious
from the definition. The proof of (15) is the same as the proof of (1)-(14). 
Lemma 17.38. If (X ′, Û ′) is τ-collared, then for any 0 < τ ′ < τ , X ′ has a
τ ′-collared Kuranishi structure which is determined in a canonical way from the
τ-collared Kuranishi structure (X ′, Û ′). The same holds for CF-perturbation, mul-
tivalued perturbation, good coordinate system and various other objects.
Proof. The lemma follows from, roughly speaking,
((X, Û)⊞τ1)⊞τ2 ∼= (X, Û)⊞τ (17.18)
where τ = τ1 + τ2. (Here τ2 corresponds to τ
′ in Lemma 17.38.) To be precise, we
will define a τ2-collared Kuranishi structure of (X, Û)⊞τ below. In other words, we
will define a Kuranishi structure on X⊞τ1 . We first note that the equality
((Up)⊞τ1)⊞τ2 = U⊞(τ1+τ2)p (17.19)
literally holds for a Kuranishi chart Up.
We put X ′ = X⊞τ , X ′′ = X⊞τ1 . Then we have X ′ = X ′′⊞τ2 .25 We note that
the set
◦◦
Sk(X
′,‘U⊞τ ) depends on whether we regard X ′ = X⊞τ or X ′ = X ′′⊞τ2.
So we write
◦◦
S k(X
′; τ) when we regard X ′ = X⊞τ , and
◦◦
S k(X
′; τ2) when we regard
X ′ = X ′′⊞τ2 .
We will define a τ2-collared Kuranishi chart U ′p for each p ∈
◦◦
S k(X
′; τ2). Let p ∈
◦◦
S k(X
′; τ2). By Lemma 17.33 there exists a unique n such that p ∈ Bτ (
◦◦
Sn(X
′; τ)).
Therefore there exists p′ ∈
◦
Sn(X, Û) such that
p = ψp′(y, (t1, . . . , tn))
and sp′(y, (t1, . . . , tn)) = 0. Such p
′ is unique, if we require
p′ = ψp′(y, (0, . . . , 0))
in addition. In fact, p′ = R(p). We will take this choice.
25Strictly speaking, we defined the space X′′⊞τ2 only when X′′ has a Kuranishi structure. We
have defined a τ1-collared Kuranishi structure on X′′ but not a Kuranishi structure on it yet. But
it is straightforward to define a space X′′⊞τ2 when a collared Kuranishi structure on X′′ is given.
On the other hand, we will also define a Kuranishi structure on X′′. So X′′⊞τ2 makes sense in
either way. (Indeed, the two ways to define X′′⊞τ2 coincide.)
KURANISHI STRUCTURE AND VIRTUAL FUNDAMENTAL CHAIN 75
We may take our coordinates V p′ × [0, c)n of Vp′ so that Γp′ acts by permutation
of the [0, c)n factors. 26 By changing the enumeration of the ti’s, we may assume,
without loss of generality, that
t1 = · · · = tk = −τ < −τ1 < tk+1 ≤ · · · ≤ tn.
(It suffices to consider the case k ≥ 1.) In fact, we have ti /∈ (−τ,−τ1] by the
assumption p ∈
◦◦
S k(X
′; τ2).
We take k = a0 < a1 < · · · < am ≤ n such that {t1, . . . , tn} = {−τ, ta1, . . . , tam}
and i 6= j ⇒ tai 6= taj . Then for given t′1, . . . , t′n, we define s0, s′1, s1, s′2, . . . , s′m, sm
by
s0 = max{t′1, . . . , t′k,−τ1},
and
s′j = min{t′i | ti = taj}, sj = max{t′i | ti = taj}
for j = 1, 2, . . . ,m. Now we define
Vp(τ2) = {(y, (t′1, . . . , t′n)) ∈ V ⊞τp′ | s0 < s′1 ≤ s1 < s′2 ≤ · · · < sm−1 < s′m}
and put Γp = {γ ∈ Γp′ | γp = p}.
0
0
−τ1
−τ1
−τ
−τ
p
p
Vp(τ2)
0
0
−τ1
−τ1
−τ
−τ
p
p
Vp(τ2)
0
0
−τ1
−τ1
−τ
−τ
p
p
Vp(τ2)
0
0
−τ1
−τ1
−τ
−τ
p
p
Vp(τ2)
(1) (2)
(3) (4)
Figure 10. Vp(τ2)
Sublemma 17.39. (1) If γ ∈ Γp, then γVp(τ2) = Vp(τ2).
(2) If γ ∈ Γp′ and γVp(τ2) ∩ Vp(τ2) 6= ∅, then γ ∈ Γp.
26Finding such a choice so that it is compatible with various coordinate changes is nontrivial.
However it is easy to make such a choice at each point. See Remark 17.55 for the ambiguity
caused by the choice of such coordinates.
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Proof. Let Aj = {i ∈ {1, . . . , n} | ti = taj}. Then Γpˆ induces a permutation of
{1, . . . , n} by Definition 25.7 (1)(b). It is easy to see that
Γp = {γ ∈ Γpˆ | γAj = Aj for all j}.
The sublemma follows from this fact and the definition. 
We restrict (Up′ )⊞τ to Vp(τ2)/Γp to obtain a Kuranishi chart U ′p. We denote
Up(τ2) = Vp(τ2)/Γp
We observe the following fact.
(*) If (y, (t′1, . . . , t
′
n)) ∈ Vp(τ2) and t′′1 , . . . , t′′k ∈ [−τ,−τ1), then
(y, (t′′1 , . . . , t
′′
k, t
′
ℓ+1, . . . , t
′
n)) ∈ Vp(τ2).
Using (*), we can prove
(Vp(τ2) ∩ V ⊞τ1p )⊞τ2 = Vp(τ2).
Therefore U ′p is τ2-collared. It is easy to construct coordinate change to obtain a
τ2-collared Kuranishi structure.
The second half of the lemma follows easily from the construction of the Kuran-
ishi chart U ′p. 
Remark 17.40. In the situation of Lemma 17.38 we define a Kuranishi structure”U ′′ on X⊞τ1 such that (X⊞τ1 ,”U ′′)⊞τ2 = (X ′, Û ′) as follows. We first consider the
case when p ∈ IntX⊞τ1 . We put
U ′′p = U⊞τR(p)|U⊞τ1
p′
∩Up(τ2)
. (17.20)
Here R : X ′ → X is the retraction map as in (17.9).
Let us elaborate the right hand side of (17.20). If p ∈ IntX , then U ′p = Up and
U⊞τ1R(p) = Up. Therefore U ′′p = U ′p = Up.
Suppose p /∈ IntX . (This case corresponds to (3) and (4) in Figure 10.) Then
R(p) = p′ ∈
◦
Sk(X, Û) for k ≥ 1. Using the parametrization map ψ⊞τp′ of the
Kuranishi chart U⊞τp′ we can write
p = ψ⊞τp′ (y, (t1, . . . , tk)).
Since p ∈ IntX ′, we have ti > −τ1. Therefore, by definition,
U⊞τ1p′ ∩ Up(τ2) = {(y′, (t′1, . . . , t′k)) ∈ U⊞τ1p′ | t′i > −τ1}.
Then U ′′p is the restriction of U⊞τp′ to this set.
We note that if p /∈ IntX and p ∈ IntX⊞τ1 , then p /∈
◦◦
S k(X, τ1) for any k.
We now consider the case when p ∈
◦
Sk(X
⊞τ1, Û), k ≥ 1. Consider the map
X⊞τ → X⊞τ1 defined as in (17.9). This is the retraction map when we regard
X⊞τ = (X⊞τ1)⊞τ2 . We denote it by R′, which is different from the retraction map
R : X⊞τ → X . Then there exists a unique p̂ ∈
◦
Sk(X
⊞τ ) such that R′(p̂) = p. (See
Lemma 17.41 below.) We put
U ′′p = U ′p̂|U⊞τ1
p′
∩Upˆ(τ2)
.
See Figure 11 and compare it with Figure 10 (1)(2).
We used the next lemma in the above remark.
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Figure 11. U ′′p
Lemma 17.41. Let p ∈ X⊞τ and R(p) ∈
◦
Sk(X, Û). Then there exists a unique
p̂ ∈
◦
Sk(X
⊞τ ,‘U⊞τ ) such that R′(p̂) = p, R(p̂) = R(p).
Proof. We use the parametrization map ψ⊞τR(p) to write p = ψ
⊞τ
R(p)(y, (t1, . . . , tk)),
ti ≤ 0. Then p̂ = ψ⊞τR(p)(y, (−τ, . . . ,−τ)). 
In the construction of this or the next section, we need to replace a τ -collared
structure by a τ ′-collared structure with τ ′ < τ several times.
17.6. Extension of collared Kuranishi structure. The tiresome routine works
to repeat the definitions in earlier sections are mostly over. What we gain from these
routine works is Propositions 17.46 and 17.58 below which are extension theorems
of a τ -collared Kuranishi structure and a τ -collared CF-perturbation, respectively.
In this subsection we prove Proposition 17.46 and in the next subsection we prove
Proposition 17.58.
Remark 17.42. Let Sk(X ; Û) be a codimension k stratum of a K-space (X, Û) and
Ŝk(X ; Û) a normalized codimension k corner of (X, Û). (See [Part I, Definition 4.15]
for Sk(X ; Û) and Definition 24.17 for Ŝk(X ; Û), respectively.) If Û →”U+ is a KK-
embedding (embedding of Kuranishi structures) of X , the underlying topological
space of Sk(X ; Û) (resp. Ŝk(X ; Û)) is canonically homeomorphic to the underlying
topological space of Sk(X ;”U+) (resp. Ŝk(X ;”U+).)
Hereafter we write Sk(X) or Ŝk(X) in place of Sk(X ; Û), Ŝk(X ; Û). They stand
for the underlying topological spaces.
17.6.1. Statement. To state the extension theorem (Proposition 17.46) of a τ -collared
Kuranishi structure we consider the following situation.
Situation 17.43. Let X be a paracompact Hausdorff space with τ -collared Ku-
ranishi structure Û . Let ∂X be the normalized boundary of X .
For given τ > 0, we are given a τ -collared Kuranishi structure ”U+∂ of ∂X such
that
∂Û < ”U+∂ . (17.21)
We assume that ”U+∂ satisfies the following conditions:
(1) For each k ≥ 1 there exists a τ -collared Kuranishi structure Û+Sk on Ŝk(X)
such that Û+S1 =”U+∂ .
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(2) The τ -collared K-space Ŝk(Ŝℓ(X), Û+Sℓ) is isomorphic to the (k + ℓ)!/k!ℓ!
fold covering space of (Ŝk+ℓ(X),
’U+Sk+ℓ).
(3) The following diagram of K-spaces commutes.
Ŝk1(Ŝk2 (Ŝk3(X),
‘U+Sk3 ))) πk1,k2−−−−→ Ŝk1+k2(Ŝk3(X),‘U+Sk3 ))y y
Ŝk1(Ŝk2+k3(X),
◊ U+Sk2+k3 )) −−−−→ (Ŝk1+k2+k3(X),⁄ U+Sk1+k2+k3 )
(17.22)
Here πk1,k2 is the covering map in Proposition 24.16. The right vertical and
lower horizontal arrows are covering maps in (2). The left vertical arrow is
induced by the covering map Ŝk2(Ŝk3(X),
‘U+Sk3 )) → (Ŝk2+k3(X),◊ U+Sk2+k3 )
in (2).
(4) There exists a τ -collared embedding Ŝk(X, Û)→ Û+Sk .
(5) The following diagram of K-spaces commutes.
Ŝk(Ŝℓ(X, Û)) −−−−→ Ŝk(Ŝℓ(X), Û+Sℓ)y y
Ŝk+ℓ(X, Û) −−−−→ (Ŝk+ℓ(X),’U+Sk+ℓ)
(17.23)
Here the map in the first horizontal line is induced by the embedding
Ŝℓ(X, Û) → Û+Sℓ . The map in the second horizontal line is give by (4).
The map in the first vertical column is given by Proposition 24.16. The
map in the second vertical column is given by (2). 
Remark 17.44. (1) Here we used the notion of covering space of K-space we
discuss in Section 24 to formulate the compatibility condition in Situation
17.43 at the corner of general codimension. In our application in Sections
16-22, the stratum Ŝk(Ŝℓ(X), Û+Sk) is a disjoint union of (k+ℓ)!/k!ℓ! copies of
Ŝk+ℓ(X,
’U+Sk+ℓ). So the notion of covering space of K-space is not necessary,
there. The result in the generality stated here will become necessary to
study the case of higher genus Lagrangian Floer theory and or symplectic
field theory.
(2) If ’U+Sk+ℓ is a restriction of Kuranishi structure ”U+ such that Û <”U+, then
Condition (1)-(5) above follows from Proposition 24.16. Proposition 17.46
below may be regarded as a converse of this statement.
Definition 17.45. In Situation 17.43, we define
X0 := X \X⊟τ . (17.24)
Here X⊟τ is a subset of X such that (X⊟τ ,‘U⊟τ )⊞τ = (X, Û). We note that X0
is an open neighborhood of S1(X) in X . We call (X, Û)⊟τ := (X⊟τ ,‘U⊟τ ) inward
τ-collaring of (X, Û).
Now the next proposition is our main result of this subsection. We complete the
proof at the end of this subsection.
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Proposition 17.46. Under Situation 17.43, for any 0 < τ ′ < τ , there exists a
τ ′-collared Kuranishi structure ”U+ on X0 with the following properties.
(1) The restriction of ”U+ to Ŝk(X) is isomorphic to Û+Sk as τ ′-collared Kuran-
ishi structures.
(2) There exists an embedding of τ ′-collared Kuranishi structres Û |X0 →”U+.
(3) The restriction of (2) to ŜkX coincides with the one induced from (17.21)
under the identification (1).
(4) There exists an isomorphism between the K-spaces Ŝk(X,”U+) and (Ŝk(X), Û+Sk)
such that the following diagram of K-spaces commutes.
Ŝk(Ŝℓ(X,”U+)) ∼=−−−−→ Ŝk(Ŝℓ(X), Û+Sℓ)y y
Ŝk+ℓ(X,”U+) ∼=−−−−→ (Ŝk+ℓ(X),’U+Sk+ℓ)
(17.25)
Here the first horizontal arrow is (1), the second horizontal arrow is one
claimed in (4), the left vertical arrow is given by Proposition 24.16 and the
right vertical arrow is given in Situation 17.43 (2).
(5) The two embeddings Û |
Ŝk(X,Û+)
→ ”U+|
Ŝk(X,Û+)
and Û |
Ŝk(X,Û+)
→ Û+Sk
coincide via the isomorphism in (4). Here the first embedding is induced by
the embeddings Û →”U+ and the second embedding is as in Situation 17.43
(4).
17.6.2. Extension theorem for a single collared Kuranishi chart. The main part of
the proof of Proposition 17.46 is to prove the corresponding result for one Kuranishi
chart. For this purpose we consider the following situation.
Situation 17.47. Let U be a τ -collared Kuranishi chart of X and U+∂ a τ -collared
Kuranishi chart of ∂X . We assume that there exists an embedding
∂U → U+∂ (17.26)
of τ -collared Kuranishi charts and the following conditions are satisfied:
(1) For each k ≥ 1 there exists a τ -collared Kuranishi chart U+Sk on Ŝk(X) such
that U+S1 = U+∂ .
(2) The orbifold Ŝk(U
+
Sℓ
) is isomorphic to the (k + ℓ)!/k!ℓ! fold covering space
of U+Sk+ℓ . The restriction of the obstruction bundle and Kuranishi map of
U+Sℓ to Ŝk(U+Sℓ) are pull-backs of ones of U+Sk+ℓ .
(3) There exists an embedding U|
Ŝk(X,U)
→ U+Sk of τ -collared Kuranishi charts.
(4) The following diagram commutes.
Ŝk1(Ŝk2 (U+Sk3 ))
πk1,k2−−−−→ Ŝk1+k2(U+Sk3 )y y
Ŝk1(U+Sk2+k3 ) −−−−→ U
+
Sk1+k2+k3
(17.27)
Here πk1,k2 is the covering map in Proposition 24.16. The right vertical
and lower horizontal arrows are the covering maps given in (2). The left
vertical arrow is induced by the covering map Ŝk2(U+Sk3 )→ U
+
Sk2+k3
of (2).
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(5) There exists an embedding Ŝk(U)→ U+Sk .
(6) The following diagram commutes.
Ŝk(Ŝℓ(U)) −−−−→ Ŝk(U+Sℓ)y y
Ŝk+ℓ(U) −−−−→ U+Sk+ℓ
(17.28)
The maps are as in the case of Diagram (17.23). 
The following is the extension theorem for a single collared Kuranishi chart.
Lemma 17.48. Under Situation 17.47, we put
U0 := U \ U⊟τ .
Then for any 0 < τ ′ < τ there exists a τ ′-collared Kuranishi chart U+ of X0 =
X \X⊟τ with the following properties.
(1) The restriction of U+ to Ŝk(U) is isomorphic to U+Sk as τ ′-collared Kuran-
ishi charts.
(2) There exists an embedding of τ ′-collared Kuranishi charts U|U0 → U+.
(3) The restriction of (2) to Ŝk(U) coincides with one induced from Situation
17.43 (4) under the identification (1).
(4) The following diagram commutes.
Ŝk(Ŝℓ(U+))
∼=−−−−→ Ŝk(U+Sℓ)y y
Ŝk+ℓ(U+)
∼=−−−−→ U+Sk+ℓ
(17.29)
Here the first horizontal arrow is induced from (1). The second horizontal
arrow is (1). The left vertical arrow is given by Proposition 24.16. The
right vertical arrow is induced by a map given in Situation 17.47 (2).
(5) The embeddings Ŝk(U)|U0 → Ŝk(U+) and Ŝk(U)|U0 → U+Sk coincide via the
isomorphism in Situation 17.47 (3). Here the first embedding is induced
by the embedding U|U0 → U+ and the second embedding is as in Situation
17.47 (3).
The proof of Lemma 17.48 occupies Subsubsections 17.6.3–17.6.4.
17.6.3. Construction of Kuranishi chart U+. Let p′ ∈ S1(U). Firstly we will con-
struct a Kuranishi chart U+p′ mentioned in Lemma 17.48. We use Kuranishi neigh-
borhoods of various p˜′ ∈ Ŝk(U) with π(p˜′) = p′. The Kuranishi neighborhoods
we use are those of the Kuranishi chart U+Sk given in Situation 17.47 (1). We will
modify and glue them in a canonical way to obtain U+p′ . The detail is in order.
We first begin with describing the situation of the Kuranishi chart U in Situation
17.47 in more detail. Suppose p ∈
◦
Sk(U) for some k. Let Vr = (Vr,Γr, φr) be an
orbifold chart of U , which is the underlying orbifold of our Kuranishi chart U .
(Here r stands for the index of orbifold charts.) Let p ∈ Ur = Vr/Γr such that the
base point or of the chart goes to p, (Definition 23.1) that is, p = φr(or) ∈
◦
Sk(U).
Then we may assume that Vr ⊂ V r × [0, 1)k and or = (or, (0, . . . , 0)). Here V r is
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a manifold without boundary. We have a representation σ : Γr → Perm(k) by the
definition of admissible orbifold (See Definition 25.7 (1)(b)), where Perm(k) is the
group of permutations of {1, . . . , k}.
Let A ⊂ {1, . . . , k}. We put
◦
SA([0, 1)
k) = {(t1, . . . , tk) ∈ [0, 1)k | i ∈ A⇒ ti = 0, i /∈ A⇒ ti > 0},
◦
SA(Vr) = Vr ∩ (V r ×
◦
SA([0, 1)
k)),
ΓAr = {γ ∈ Γr | γA = A}.
(17.30)
The subset A determines a point p(A) of Ŝℓ(U) which goes to p by the map Ŝℓ(U)→
U . Here ℓ = #A. An orbifold chart of Ŝℓ(U) at p(A) is given by SA(Vr) which is
the closure of
◦
SA(Vr), the isotropy group Γ
A
r and ψA which is a lift of the restriction
of ψ to SA(Vr). We put
Vr(p;A) = (SA(Vr))
⊞τ × [−τ, 0)A. (17.31)
Let us elaborate (17.31). We first note
SA(Vr) ⊂ V r × [0, 1)Ac
where Ac = {1, . . . , k} \A. (In fact, if i ∈ A then ti = 0 for an element of SA(Vr).)
We have a retraction map
RAc : V r × [−τ, 1)Ac → V r × [0, 1)Ac ,
which changes ti < 0 to ti = 0. Then we find
(SA(Vr))
⊞τ = (RAc)−1(SA(Vr)) ⊂ V r × [−τ, 1)Ac .
Let ΠAc : V r × [−τ, 1)k → V r × [−τ, 1)Ac be the projection. Then we can write
Vr(p;A) ={y = (y, (t1, . . . , tk)) ∈ V r × [−τ, 1)k |
ΠAc(y) ∈ (SA(Vr))⊞τ , i ∈ A⇒ ti ∈ [−τ, 0)}.
(17.32)
Remark 17.49. We observe that the space Vr(p,A), when it is written as (17.31),
is defined by the data of SA(Vr) only. In particular, it is independent of
◦
S0(Vr).
Note, for our extension V +r , we are given only data on S1(V
+
r ). We will use this
remark to construct V +r (p,A) in this situation.
We next suppose that B ⊃ A with #B = ℓ + m. Then the triple (p,A,B)
determines a point p(A,B) ∈ Ŝm(Ŝℓ(U)). We consider the maps πm : Ŝm(Ŝℓ(U))→
Sm(Ŝℓ(U)) and πm,ℓ : Ŝm(Ŝℓ(U)) → Ŝm+ℓ(U) defined in Proposition 24.16. We
have πm(p(A,B)) = p(A) and πm,ℓ(p(A,B)) = p(B).
We put ΓA,Br = Γ
A
r ∩ ΓBr . The map SA(Vr)/ΓA,Br → SA(Vr)/ΓAr is a restriction
of πm and the map SA(Vr)/Γ
A,B
r → SA(Vr)/ΓBr is a restriction of πm,ℓ. We note
Vr(p;B) = {(y, (t1, . . . , tk)) ∈ Vr(p;A) | i ∈ B ⇒ ti ∈ [−τ, 0)}.
Therefore we get Vr(p;B) ⊂ Vr(p;A).
Using the expression (17.31), we can rewrite the embedding Vr(p;B) ⊂ Vr(p;A)
as follows. We have
SB\A(SA(Vr))× [0, ǫ)B\A ⊂ SA(Vr). (17.33)
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Here SB\A(SA(Vr)) is a subset of Ŝm(SA(Vr)). Note π0(Ŝm(SA(Vr))) corresponds
one to one to the set of B satisfying {1, . . . , k} ⊃ B ⊃ A with #B = ℓ+m. Then
SB\A(SA(Vr)) is the connected component corresponding to B under this one to
one correspondence.
(17.33) implies
(SB\A(SA(Vr)))
⊞τ × [−τ, 0)B−A ⊂ (SA(Vr))⊞τ . (17.34)
The map πm,ℓ induces a map
πB\A,A : SB\A(SA(Vr))→ SB(Vr), (17.35)
which is an isomorphism. (The (m + ℓ)!/m!ℓ! different choices of the points in
π−1m,ℓ(one point) corresponds to (m+ ℓ)!/m!ℓ! different choices of A in the given B.)
Therefore composing the inverse of (17.35) and the inclusion (17.34), we obtain
(SB(Vr))
⊞τ×[−τ, 0)B
(π⊞τB\A,A)
−1×id−→ (SB\A(SAVr))⊞τ × [−τ, 0)B\A × [−τ, 0)A
−→(SA(Vr))⊞τ × [−τ, 0)A.
(17.36)
It is easy to see that (17.36) coincides with the inclusion Vr(p;B) ⊂ Vr(p;A).
For A ⊂ B ⊂ C we have Vr(p;C) ⊂ Vr(p;B) ⊂ Vr(p;A). The composition of
the two embeddings Vr(p;C) ⊂ Vr(p;B) and Vr(p;B) ⊂ Vr(p;A) coincides with
Vr(p;C) ⊂ Vr(p;A). This is equivalent to the commutativity of Diagram (17.22).
(See Sublemma 17.50.) We put
Vr(p) =
⋃
A⊆{1,...,k}
Vr(p;A).
This is a Γr equivariant open subset of R−1({p}) \ U . We may take Vr(p)/Γr
(together with other data) as a Kuranishi neighborhood of the point inR−1({p})\U .
To construct V +r (p) we imitate the above description using only the data given
on the boundary as follows.
The Kuranishi chart U+Sℓ given in Situation 17.47 induces V +r,SA/ΓAr . (It is an
open subset of U+Sℓ . Also recall #A = ℓ.) We define
V +r (p;A) = (V
+
r,SA
)⊞τ × [−τ, 0)A. (17.37)
For B ⊃ A we have an embedding denoted by hA,B
hA,B : (SB\A(V
+
r,SA
))⊞τ × [−τ, 0)B\A →֒ (V +r,SA)⊞τ . (17.38)
The covering map Ŝm(U+Sℓ)→ U+Sℓ+m given in Situation 17.47 (2) induces the map
π′B\A,A : SB\A(V
+
r,SA
)→ V +r,SB (17.39)
which is an isomorphism. We define
φAB : V
+
r (p;B)→ V +r (p;A),
by
(V +r,SB )
⊞τ×[−τ, 0)B
(π′⊞τB\A,A)
−1×id−→ (SB\A(V +r,SA))⊞τ × [−τ, 0)B\A × [−τ, 0)A
hA,B×id−→ (V +r,SA)⊞τ × [−τ, 0)A.
(17.40)
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Sublemma 17.50. If C ⊃ B ⊃ A, then φAB ◦ φBC = φAC .
Proof. The sublemma follows from the commutativity of Diagram (17.27) as follows.
Recall that hA,B is the inclusion map in (17.38). Then the following diagram
commutes.
(V +r,SB )
⊞τ
π′⊞τB\A,A←−−−−− (SB\A(V +r,SA))⊞τxhB,C xhB,C
(SC\B(V
+
r,SB
))⊞τ × [−τ, 0)C\B (SC\B(π
′
B\A,A))
⊞τ×id←−−−−−−−−−−−−−−− (SC\B(SB\A(V +r,SA)))⊞τ × [−τ, 0)C\B
(17.41)
The commutativity of Diagram (17.41) is a consequence of the commutativity of
Diagram (17.27) and the fact that π′B\A,A is a diffeomorphism of cornered manifolds
and the definition of h∗,∗. We also have the following commutative diagram.
(V +r,SA)
⊞τ × [−τ, 0)A hA,B×idA←−−−−−−− (SB\A(V +r,SA))⊞τ × [−τ, 0)BxhA,C×idA xhB,C×idB
(SC\A(V
+
r,SA
))⊞τ × [−τ, 0)C (πC\B,B\A)
⊞τ×idC←−−−−−−−−−−−−− (SC\B(SB\A(V +r,SA)))⊞τ × [−τ, 0)C
(17.42)
Note that πC\B,B\A in Diagram (17.42) is the map in Proposition 24.16. (The
map π′B\A,A in Diagram 17.41 is one in Situation 17.47 (2).) The commutativity
of Diagram 17.42 is an immediate consequence of the definition of πC\B,B\A and
h∗,∗. Therefore we have
φAB ◦ φBC
= (hA,B × id) ◦ ((π′⊞τB\A,A)−1 × id) ◦ (hB,C × id) ◦ ((π′⊞τC\B,B)−1 × id)
= (hA,B × id) ◦ (hB,C × id) ◦ ((SC\B(π′B\A,A))⊞τ )−1 × id) ◦ ((π′⊞τC\B,B)−1 × id)
= (hA,C × id) ◦ ((πC\B,B\A)⊞τ × id)
◦ ((SC\B(π′B\A,A))⊞τ )−1 × id) ◦ ((π′⊞τC\B,B)−1 × id)
= (hA,C × id) ◦ ((π′⊞τC\A,A)−1 × id)
= φAC .
Here the first equality is the definition. The second equality is the commutativity
of Diagram (17.41). The third equality is the commutativity of Diagram (17.42).
The fourth equality is the commutativity of Diagram (17.27). 
We consider the disjoint union ∐
A
V +r (p;A)
and define ∼ on it as follows. For x ∈ V +r (p;A) and y ∈ V +r (p;B) we say x ∼ y if
and only if there exist C and z ∈ V +r (p;C) such that x = φAC(z) and y = φBC(z).
Sublemma 17.51. ∼ is an equivalence relation.
Proof. It suffices to prove the transitivity. Let x = (x′, (ti)i∈A) where x
′ ∈ (V +r,SA)⊞τ
and ti ∈ [−τ, 0) for i ∈ A. We furthermore write x′ = (x, (ti)i∈Ac). We observe
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that x′ is in the image of (SC\A(V
+
r,SA
))⊞τ × [−τ, 0)C\A if and only if ti < 0 for all
i ∈ C. Therefore for each x there exists unique C such that
(1) x ∈ Im(φAC).
(2) If x ∈ Im(φAD) then D ⊆ C.
Transitivity follows from this fact, Sublemma 17.50 and the fact that φAB is injec-
tive. 
We define
V +r (p) =
∐
A
V +r (p;A)/ ∼ .
Sublemma 17.52. The quotient space V +r (p) is Hausdorff with respect to the quo-
tient topology.
Proof. Let x, y ∈ V +r (p) such that x 6= y. We take Cx and Cy as in (1)(2) above
and take the representatives x˜ ∈ V +r (p;Cx) and y˜ ∈ V +r (p;Cy), respectively. If
Cx = Cy = C, we can find an open set Ux, Uy in V
+
r (p;C) such that x˜ ∈ Ux, y˜ ∈ Uy
and Ux ∩ Uy = ∅. The images of Ux and Uy in V +r (p) separate x, y.
Suppose Cx 6= Cy. We may assume that there exists j ∈ Cx \Cy. We write x˜ =
(x′, (t0i )i∈Cx), x
′ = (x, (t0i )i∈Ccx). We also write y˜ = (y
′, (s0i )i∈Cy ), y
′ = (y, (s0i )i∈Ccy ).
Then t0j < 0 and s
0
j ≥ 0. Let Ux be the set of all points in V +r (p;Cx) such that
tj < t
0
j/2 and Uy be the set of all points in V
+
r (p;Cy) such that sj > t
0
j/2. They
induce disjoint open sets in V +r (p) containing x and y respectively. 
Since φAB’s are open embeddings of manifolds, Sublemma 17.52 implies that
V +r (p) is a smooth manifold.
We next define an obstruction bundle and a Kuranishi map on it. (17.37) shows
that each V +r (p;A) comes with an obstruction bundle and a Kuranishi map on
it. We denote them by V+r,p;A. Moreover (17.40) implies that each φAB is covered
by the bundle isomorphism and Kuranishi map is compatible with it. Moreover
the identity φAB ◦ φBC = φAC is promoted to the identity among bundle maps.
Therefore we obtain an obstruction bundle and a Kuranishi map on V +r (p). (This
is nothing but [Part I, Lemma 3.17].) We denote them by Er,p and s+r,p. We can
also define ψ+r,p : (s
+
r,p)
−1(0) → X0 in an obvious way. The following is immediate
from the construction.
Sublemma 17.53. For each γ ∈ Γp and A there exists ϕγ,A : V+p;A → V+p;γA.
Moreover ϕγ,A ◦ φAB = φ(γA)(γB) ◦ ϕγ,B.
Then Sublemma 17.53 implies that
(V +r (p),Γr,p, Er,p, s+r,p, ψ+r,p)
is a Kuranishi chart at each point of R−1(p).
Next we define coordinate change. Let p′ ∈ R−1(p) ∩ U0, q′ ∈ R−1(q) ∩ U0 and
q′ ∈ ψ+p ((s+p )−1(0)). (We assume q ∈ S1(U).) Then we have q ∈ ψA0(s−1A0 (0)) for
some A0. Here sA0 is a Kuranishi map of a Kuranishi chart USk′ at p. We put
k = #A0.
Let p ∈
◦
Sk(X). We will use the same notations as those used in the construction
of the Kuranishi chart (V +r (p),Γr,p, Er,p, s+r,p, ψ+r,p).
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We take k′ ≤ k such that q ∈
◦
Sk′ (X) and we may assume q ∈ ψAq (s−1Aq (0)) with
#Aq = k
′. We have q˜ ∈ SAq (Vr) which parametrizes q. Moreover for each A ⊆ Aq
there exists q˜A ∈ SA(Vr) which parametrizes q.
For A ⊂ Aq with #A = ℓ, the Kuranishi chart U+Sℓ gives an orbifold chart
V+o,A = (V
+
o,A,Γ
A
o , ψ
+
o,A) at q˜A. The coordinate change of the underlying orbifold
U+Sℓ of U+Sℓ induces a group homomorphism hAro : ΓAo → ΓAr and an hAro equivariant
embedding
ϕA+ro : V
+
o,A → V +r,A. (17.43)
Moreover the admissibility of our orbifolds implies that we have
V +o,A ⊂ V
+
o,A × [0, 1)Aq\A,
V +r,A ⊂ V
+
r,A × [0, 1)Ap\A
(17.44)
and
ϕA+ro (y, (ti)i∈Aq\A) =
Ä
ϕA+ro,0(y, (ti)), (ϕ
A+
ro,j(y, (ti))j∈Ap\A
ä
such that :
(1) ϕA+ro,0 is admissible.
(2) For j ∈ Aq \A, ϕA+ro,j − tj is exponentially small near the boundary.
(3) For j ∈ Ap \Aq, ϕA+ro,j is admissible.
Below we will extend ϕA+ro to
ϕA+⊞τro : V
+(q, A)→ V +(p,A).
Note
V +o (q, A) = (V
+
o,A)
⊞τ × [−τ, 0)A,
V +r (p,A) = (V
+
r,A)
⊞τ × [−τ, 0)A.
Let y = (y′, (ti)i∈A) ∈ V +o (q, A). We define
ϕA+⊞τro (y) = ((ϕ
A+
ro )
⊞τ (y′), (ti)i∈A) ∈ V +r (p,A). (17.45)
Sublemma 17.54. If A ⊆ B ⊆ Aq then
ϕA+⊞τro ◦ φAB = φAB ◦ ϕB+⊞τro .
Proof. This is a consequence of the fact that two maps appearing in (17.40) is
compatible with the coordinate change. 
By Sublemma 17.54 and [Part I, Lemma 3.18] we can glue ϕA+⊞τro for various A
to obtain a map
ϕ+⊞τro : V
+
o (q)→ V +r (p)
and a bundle map
ϕ̂+⊞τro : E+o,q → E+r,p.
They are hpq : Γq → Γp equivariant by construction. Moreover the Kuranishi maps
and parametrizations ψ+p , ψ
+
q are compatible to it. We have thus constructed the
coordinate change.
The cocycle condition among the coordinate changes follows from the cocycle
condition among the coordinate changes of various U+Sℓ . 27
27Since we are constructing the space U together with its orbifold structure, we need to check
the cocycle condition. It is easy to check however.
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17.6.4. Completion of the proof of Lemma 17.48. To complete the proof of Lemma
17.48 it suffices to check that the Kuranishi chart U+ we obtained has the required
properties.
Proof of the τ ′-collaredness of ”U+. Each V +(p,A) = (V +r,A)⊞τ×[−τ, 0)A is τ ′-collared.
The open embedding φAB which we used to glue them are τ
′-collared. The coor-
dinate change is obtained by gluing ϕA+⊞τro , which is τ
′-collared. Therefore, we
can construct a τ ′-collared Kuranishi structure in the same way as in the proof of
Lemma 17.38. 
Remark 17.55. We note that the definition of τ ′-collared Kuranishi structure
produced in Lemma 17.38 has slight ambiguity. Namely it depends on the choice
of the coordinate V
p̂
× [−τ, c)k on which isotropy group acts by permutation on
the [−τ, c)k factor. We mentioned this point in the footnote in the proof of Lemma
17.38. Note that on the region [−τ, 0] there is no ambiguity like that at all. Actu-
ally we observe that the proof of the τ ′-collared-ness of ”U+ is the only place where
Lemma 17.38 is used in the application. In the situation of Lemma 17.38 the coor-
dinate V
p̂
× [−τ, c)k for which the action of isotropy group is given by exchanging
the factor on [−τ, c)k is given. Namely in our situation [−τ, c) corresponds to [−τ, 0]
where we shift the parameter so that 0 ∈ [−τ, c) corresponds τ ′ ∈ [−τ, 0]. Thus the
ambiguity mentioned in the footnote in the proof of Lemma 17.38 is not at all an
issue here.
Note that Lemma 17.38 is literally correct with the proof given. The concern of
this remark is the precise meaning of the word ‘canonical’ in Lemma 17.38.
Proof of Lemma 17.48 (1). Let p′ ∈ Sℓ(U⊞τ \ U) and R(p′) = p ∈ Sℓ(U). We take
k ≥ ℓ such that p ∈
◦
Sk(U). We use the same notations used in the construction
of V +(p). Take p′A a point in the underlying topological space of Ŝℓ(U
⊞τ \ U)
which goes to p′. We have a corresponding point pA ∈ Ŝℓ(U) which goes to p. The
point pA corresponds to a certain subset A ⊂ {1, . . . , k} with #A = ℓ. An orbifold
neighborhood of pA in U
+
Sℓ
is V +r,SA/Γ
A
r by definition.
Note that V +r (p;A) = V
+
r,SA
×[−τ, 0)A and a neighborhood of p′A in SA(V +r (p;A))
is V +r,SA × {(0, . . . , 0)} in V +r (p;A).
Thus we have shown that Ŝℓ(U+) and U+Sℓ are locally diffeomorphic each other
as orbifolds. This diffeomorphism is compatible with the gluing by φAB and by co-
ordinate changes. So the underlying orbifolds of Ŝℓ(U+) and U+Sℓ are diffeomorphic.
Moreover it is covered by the bundle isomorphism of obstruction bundles which is
compatible with coordinate change and Kuranishi map. 
Proof of Lemma 17.48 (2). By assumption there exists an embedding U|Sk(U) →
U+Sk . (Situation 17.47 (3).) By comparing (17.31) and (17.37) it induces an embed-
ding Vr(p;A)→ V +r (p;A).
By the commutativity of (17.28) we have the following commutative diagram
Vr(p;B) −−−−→ V +r (p;B)yφAB yφAB
Vr(p;A) −−−−→ V +r (p;A)
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for B ⊃ A. Therefore we have an embedding Vr(p) → V +r (p). It is covered by a
bundle map and is Γp equivariant. Moreover it is compatible with Kuranishi map.
Thus this embedding Vr(p) → V +r (p) is promoted to an embedding of Kuranishi
charts.
On the other hand, the embeddings V∗(p;A) → V +∗ (p;A) commute with the
embeddings ϕA+ro and ϕ
A
ro. Therefore we can glue the embeddings V∗(p) → V +∗ (p)
to obtain the required embedding. 
Proof of Lemma 17.48 (3). This follows from the proof of Lemma 17.48 (1),(2). 
Proof of Lemma 17.48 (4). This follows from the proof of Lemma 17.48 (1). 
Proof of Lemma 17.48 (5). This follows from the proof of Lemma 17.48 (2). 
Therefore the proof of Lemma 17.48 is now complete.
17.6.5. Proof of Proposition 17.46.
Proof. It suffices to construct the coordinate change between Kuranishi charts pro-
duced in Lemma 17.48 and show that the coordinate changes are compatible with
various embeddings and isomorphisms appearing in the statement of Proposition
17.46 and of Lemma 17.48. This is indeed straightforward. In fact, the Kuranishi
structure in Lemma 17.48 is constructed from U+Sk , which are Kuranishi charts of
Û+Sk . They are compatible with the coordinate change by definition. The process to
construct our Kuranishi chart from U+Sk is by trivialization of the corner, ∗ 7→ ∗⊞τ ,
and gluing by the map in Situation 17.47 (2). The former is compatible with coor-
dinate change as we proved in the first half of this section. The latter is compatible
since it is induced by the corresponding map (Situation 17.43 (2)) of Kuranishi
structures. 
Remark 17.56. What is written as U in the notation of Proposition 17.46 corre-
sponds to U⊞τ in the notation of Lemma 17.48.
17.7. Extension of collared CF-perturbation. In this section we prove Propo-
sition 17.58.
Situation 17.57. In Situation 17.43, let Ŝ+∂ be a τ -collared CF-perturbation of”U+∂ . We assume the following:
(1) For each k ≥ 1 there exists a τ -collared CF-perturbation‘S+Sk of Û+Sk such
that‘S+S1 = Ŝ+∂ .
(2) The pull-back of ÷S+Sk+ℓ by πk,ℓ : Ŝk(Ŝℓ(X), Û+Sℓ) → (Ŝk+ℓ(X),’U+Sk+ℓ) is
equivalent to the restriction of Ŝ+ℓ . 
Proposition 17.58. Suppose we are in Situation 17.57. Then for any 0 < τ ′ < τ
there exists a τ ′-collared CF-perturbation Ŝ+ of the Kuranishi structure ”U+ ob-
tained in Proposition 17.46 such that the restriction of (Ŝk(X), Û+Sk) is equivalent
to‘S+Sk . When‘S+Sk varies in a uniform family, we may take Ŝ+ to be uniform.
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Proof. We first consider the situation of one chart. We use the same notations used
in the construction of the chart V +(p;A) during the proof of Lemma 17.48. By
assumption (Situation 17.57 (1)) we are given a CF-perturbation S+r,A on V +r,SA/ΓAr .
It induces S+⊞τr,A on (V +r,SA)⊞τ/ΓAr . We extend it by constant on the [−τ, 0)A factor
to obtain Sp,A on V +(p;A)/ΓAr .
If A′ = γA for γ ∈ Γr, then Sp,A is isomorphic to Sp,γA. Therefore we obtain
S+p,ℓ on Ñ ⋃
A;#A=ℓ
V +r (p;A)
é
/Γr. (17.46)
Note that (17.46) is diffeomorphic to V +r (p,A)/Γ
A
r . The open sets (17.46) for
various ℓ cover V +r (p).
Let B ⊃ A. Situation 17.57 (2) implies that the restriction of Sp,A by the map
φAB is equivalent to Sp,B. Therefore S+p,ℓ is equivalent to S+p,m on the intersection
of the domains (17.46). Thus we get a CF-perturbation S+p on V
+
r (p)/Γr.
If q ∈ ψ+p ((s+p )−1(0)), then we have ϕA+ro : V +o,A → V +r,A, that is (17.43). Since‘S+Sℓ
is a CF-perturbation, the pull-back of S+r,A by ϕA+ro is equivalent to S+o,A. Therefore
S+p and S
+
q are glued to define a CF-perturbation on the union of domains. We
have thus constructed a CF-perturbation on each of the Kuranishi charts. The com-
patibility with the coordinate change follows from the corresponding compatibility
of Û+Sk ’s. Thus we have obtained a CF-perturbation Ŝ+.
The equivalence of the restriction of Ŝ+ to (Ŝk(X), Û+Sk) and Ŝ+k is obvious from
the construction. The uniformity also follows from the construction. 
17.8. Extension of Kuranishi structure and CF-perturbation from a neigh-
borhood of a compact set. In this subsection we prove extension lemmas of
Kuranishi structure and of CF-perturbation defined on a neighborhood of a com-
pact set. These lemmas are used in the next subsection. Note that they are results
about Kuranishi structure and CF-perturbation, not about τ -collared ones.
Lemma 17.59. Let K be a compact set of X and Z ⊆ X a compact neighborhood
of K such that K ⊂ IntZ. Suppose we are given a Kuranishi structure Û on X
and ”U+Z on Z. We assume
Û |Z <”U+Z .
Let Ω be a relatively compact neighborhood of K in Z such that
K ⊂ Ω ⊂ Ω ⊂ IntZ.
We also assume the following:
(i) Let p ∈ K and U+Z,p = (U+Z,p, E+Z,p, s+Z,p, ψ+Z,p) be the Kuranishi neighborhood
of ”U+Z at p. We assume
ψ+Z,p((s
+
Z,p)
−1(0)) ⊂ Ω.
(ii) Let p ∈ K and Up = (Up, Ep, sp, ψp) be the Kuranishi neighborhood of Û at
p. We assume
ψp((sp)
−1(0)) ⊂ Ω.
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Then there exist a Kuranishi structure ”U+ on X and an embedding Û → ”U+
with the following properties:
(1) For any p ∈ K the Kuranishi neighborhood U+p of ”U+ at p is isomorphic to
the Kuranishi neighborhood U+Z,p of”U+Z at p. For any p, q ∈ K the coordinate
change between U+p and U+q coincides with the coordinate change between
U+Z,p and U+Z,q.
(2) ”U+|Ω is an open substructure of ”U+Z |Ω.
(3) Û <”U+.
(4) The next diagram commutes.
Û |Ω embedding //
embedding !!❈
❈❈
❈❈
❈❈
❈
”U+|Ω
embedding||③③
③③
③③
③③
”U+Z |Ω
(17.47)
Here the right down arrow is the open embedding given by (2).
(5) The embedding Û |K → ”U+Z |K coincides with the embedding Û |K → ”U+|K
via the isomorphism (1).
Proof. We take an open set Ω1 ⊂ X such that
Ω ⊂ Ω1 ⊂ Ω1 ⊂ IntZ.
We next take an open set W1 ⊂ X such that
W 1 ∩ Ω = ∅, Ω1 ∪W1 = X.
We replace Û and ”U+Z by their open substructures (but without changing the Ku-
ranishi neighborhoods of the point p ∈ K) if necessary, and may assume that the
following holds.
(1) If ψ+Z,p(U
+
Z,p∩ (s+Z,p)−1(0))∩W 1 6= ∅, then ψ+Z,p(U+Z,p∩ (s+Z,p)−1(0))∩Ω = ∅.
(2) If ψp(Up ∩ s−1p (0)) ∩W 1 6= ∅, then ψp(Up ∩ s−1p (0)) ∩ Ω = ∅.
We define a Kuranishi structure Û ′ on X as follows.
(a) If p ∈ Ω1, we put U ′p = U+Z,p.
(b) If p /∈ Ω1, we put U ′p = Up|Up\ψ−1p (Ω1).
The coordinate change is defined as follows. Let q ∈ ψ′p((s′p)−1(0)). If p, q ∈ Ω1,
then we define Φ′pq = Φ
+
Z,pq. If p, q /∈ Ω1, then we define Φ′pq = Φpq|Upq\ψ−1q (Ω1).
Among the other two cases q ∈ Ω1, p /∈ Ω1 cannot occur (by (b)). We consider
the remaining case q /∈ Ω1, p ∈ Ω1. We have an embedding Φq : Uq → U+Z,q. We
compose it with the embedding of Kuranishi structure ”U+Z to obtain
Φ+Z,pq ◦ Φq : Uq|(ϕq)−1(U+Z,pq) → U
+
Z,q|U+
Z,pq
→ U+Z,p.
The composition gives the coordinate change Φ′pq in this case.
Note Φ+Z,pq ◦Φq = Φp ◦ Φpq on (ϕq)−1(U+Z,pq), by the definition of embedding of
Kuranishi structures. Using this fact, it is easy to see that they define a Kuranishi
structure on X .
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The Kuranishi structure Û ′ has all the properties we need, except the property
(3). We will further modify Û ′ to ”U+ by this reason. Firstly, we use [Part I,
Propositions 6.44 and 6.49] to find a Kuranishi structure”U ′′ such that
Û ′ <”U ′′.
Though there are various choices of such”U ′′, we choose one of them in the proof of
Lemma 17.59. For the later purpose, we will take more specific”U ′′ in the proof of
Lemma 17.61.
Next, we modify”U ′′ to”U+ which has the required properties as follows. We take
an open set W2 ⊂ X such that
W 2 ∩ Ω1 = ∅, Z ∪W2 = X.
We replace various Kuranishi structures involved by their open substructures (but
without changing the Kuranishi neighborhoods of the point p ∈ K) and may assume
the following.
(I) If ψp(U
+
Z,p ∩ (s+Z,p)−1(0))∩W 2 6= ∅, then ψ+Z,p(U+Z,p ∩ (s+Z,p)−1(0))∩Ω1 = ∅.
(II) If ψp(Up ∩ s−1p (0)) ∩W 2 6= ∅, then ψp(Up ∩ s−1p (0)) ∩ Ω1 = ∅.
Now we define a Kuranishi structure ”U+ on X as follows.
(A) If p ∈ W 2, we put U+p = U ′′p .
(B) If p /∈ W 2, we put U+p = U ′p|U ′p\ψ−1p (W 2).
The coordinate change is defined as follows. Let q ∈ ψ+p ((s+p )−1(0)). If p, q ∈ W 2,
then we define Φ+pq = Φ
′′
pq. If p, q /∈ W 2, then we define Φ+pq = Φ′pq|U ′pq\ψ−1q (W 2).
Among the other two cases q ∈ W 2, p /∈ W 2 cannot occur. Suppose p ∈ W 2,
q /∈W 2. Then there is an embedding Φq : U ′q → U ′′q . The coordinate change of ”U+
is given by the composition
Φ′′pq ◦ Φq : U ′q|(ϕq)−1(U ′′pq) → U ′′q |U ′′pq → U ′′p .
It is easy to see that this Kuranishi structure ”U+ has the required properties. 
We next discuss extension of CF-perturbations.
Situation 17.60. Suppose we are in the situation of Lemma 17.59. We assume
the following in addition.
(1) We have a strongly smooth and weakly submersive map f : (X, Û) → M
to a manifold M . (See [Part I, Definition 3.38].)
(2) We have a CF-perturbation Ŝ+Z of
”U+Z .
(3) We have a strongly smooth map fZ : (Z,
”U+Z ) → M which is strongly
submersive with respect to Ŝ+Z . (See [Part I, Definition 9.2].)
(4) The following diagram commutes.
(X, Û)|Z embedding //
f |Z
##●
●●
●●
●●
●●
(Z,”U+Z )
fZ
||①①
①①
①①
①①
①
M

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Lemma 17.61. In Situation 17.60, we may choose the Kuranishi structure ”U+ in
Lemma 17.59 so that the following holds in addition.
(1) There exists a CF-perturbation Ŝ+ of ”U+.
(2) The map f extends to a strongly smooth map f+ : (X,”U+)→M .
(3) The extended map f+ : (X,”U+) → M is strongly submersive with respect
to Ŝ+.
(4) For any p ∈ K, two CF-perturbations Ŝ+Z and Ŝ+ assign the same CF-
perturbation on the Kuranishi chart U+Z,p = U+p .
(5) Ŝ+Z |Ω is a restriction of Ŝ+|Ω to the open substructure.
(6) When Ŝ+Z |Ω varies in a uniform family, we may take Ŝ+ to be uniform.
Proof. The lemma is a consequence of combination of results in [Part I, Sections
3,6,7 and 9]. Before we start the proof, we recall from [Part I, Section 7] that we
used a good coordinate system to define a CF-perturbation. Thus we also need to
involve an extension of good coordinate system in the course of the proof of Lemma
17.61. Indeed, we use a good coordinate system from the given Kuranishi structure
to find an extension of the given CF-perturbation, and come back from the good
coordinate system to a Kuranishi structure together with the CF-perturbation.
This process is described in [Part I, Section 9]. This is a rough description of the
structure of the proof of Lemma 17.61 given below.
Now we start the proof. In the proof of Lemma 17.59, we took a relatively
compact open subset Ω1 ⊂ IntZ such that
Ω ⊂ Ω1 ⊂ Ω1 ⊂ IntZ.
As in the proof, we replace Û and”U+Z by their open substructures without changing
the Kuranishi neighborhoods of the point p ∈ K if necessary, and may assume that
the map fZ : (Z,
”U+Z )→M is strictly strongly submersive ([Part I, Definition 9.2])
with respect to Ŝ+Z . We put
Z1 = Ω1, Û+Z1 =”U+Z |Z1 .
Then by the definition of the Kuranishi structure Û ′ in the proof of Lemma 17.59,
we note
Û ′|Z1 = Û+Z1 . (17.48)
We apply [Part I, Theorem 3.30] to the Kuranishi structure Û+Z1 to find a good
coordinate systemÍU+Z1 on Z1 and a KG-embedding
Φ : Û+Z1 −→ÍU+Z1 . (17.49)
Since we are given a CF-perturbation Ŝ+Z |Z1 of Û+Z1 , [Part I, Lemma 9.10] shows
that there exists a CF-perturbation ÎS+Z1 of ÍU+Z1 such that ÎS+Z1 and Ŝ+Z |Z1 are
compatible with the KG-embedding Φ in (17.49). In addition, [Part I, Lemma
7.53 and Proposition 7.57] yield that there exists a strongly smooth map ÍfZ1 :
(Z1,
ÍU+Z1) → M such that it is a strongly submersive with respect toÎS+Z1 and the
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following diagram commutes.
(Z1, Û+Z1)
Φ
//
fZ |Z1
##●
●●
●●
●●
●●
(Z1,
ÍU+Z1)
ÈfZ1{{✇✇✇✇✇✇✇✇
✇
M
Since Û+Z1 = Û ′|Z1 is the restriction of the Kuranishi structure Û ′ on X to Z1, we
can apply [Part I, Proposition 7.52] for the case Z1 = Z1 and Z2 = X to obtain
a good coordinate system ËU ′ on X such that it is an extension of ÍU+Z1 , and ËU ′
and Û ′ are compatible in the sense of [Part I, Definition 3.32], i.e., there exists a
KG-embedding
Û ′ −→ËU ′.
Moreover, the CF-perturbationÎS+Z1 is also extended to a CF-perturbation ËS′ ofËU ′ by [Part I, Proposition 7.57]. In addition, by [Part I, Lemma 7.53] there exists
a strongly smooth and strongly submersive mapÁf ′ : (X,ËU ′) −→M
with respect to ËS′ such that the following diagram commutes.
(Z1, Û ′|Z1) //
fZ |Z1
$$■
■■
■■
■■
■■
■
(Z1,ËU ′|Z1)
Êf ′|Z1zz✉✉✉✉✉✉✉✉✉
✉
M
Now we go back to Kuranishi structure from good coordinate system. We apply
[Part I, Proposition 6.44] for the case ÊU0 = ÊU = ËU ′ to find a Kuranishi structure”U ′′ together with a GK-embedding ËU ′ −→”U ′′,
and a strongly smooth map “f ′ : (X,”U ′′) −→M
such that Áf ′ is a pull-back of “f ′. By [Part I, Lemma 5.14],”U ′′ is a thickening of Û ′:
Û ′ <”U ′′.
Moreover, [Part I, Lemma 9.9] shows that there exists a CF-perturbation”S′′ of”U ′′
such that “f ′ is strongly submersive with respect to ”S′′.
Finally in the exactly same way as in the proof of Lemma 17.59, we modify the
Kuranishi structure”U ′′ obtained above to ”U+. Accordingly, we also have the corre-
sponding CF-perturbation Ŝ+ of ”U+ and the corresponding map f+ : (X,”U+) →
M . Then all the assertions of Lemma 17.61 follow from the construction. 
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17.9. Main results of Section 17. We now combine the results of Subsections
17.6-17.8 to prove results which we will use later in our applications.
Proposition 17.62. In Situation 17.43, there exists a τ ′-collared Kuranishi struc-
ture ‘U++ on X for any 0 < τ ′ < τ such that Proposition 17.46 holds, by replacing”U+ by ‘U++.
Remark 17.63. The difference between Proposition 17.46 and Proposition 17.62
is that the τ ′-collared Kuranishi structure ‘U++ in Proposition 17.62 is defined
on whole X , while the τ ′-collared Kuranishi structure ”U+ in Proposition 17.46 is
defined only on a neighborhood of the boundary.
Proof. We will use Lemma 17.59 to prove Proposition 17.62. For this purpose, we
will slightly modify the τ ′-collared Kuranishi structure”U+ produced in Proposition
17.46 to get ”U+Ω satisfying the assumption of Lemma 17.59. The detail is in order.
We take 0 < τ ′ < τ ′′ < τ ′′′ < τ . Let ”U+ be the τ ′-collared Kuranishi structure
produced in Proposition 17.46. We note that X ′ = X⊞τ = (X⊞(τ−τ
′))⊞τ
′
. We take
the Kuranishi structure”U ′′ on X⊞(τ−τ ′) such that (X⊞(τ−τ ′),”U ′′)⊞τ ′ = (X⊞τ ,”U+).
(See Remark 17.40 for the description of the Kuranishi structure ”U ′′.) We shrink
the Kuranishi neighborhood U ′′p of the Kuranishi structure”U ′′ to obtain U ′′′p and a
Kuranishi structure Û ′′′ so that the following is satisfied.
(1) If p /∈ X⊞(τ−τ ′′), then ψ′′p ((s′′p)−1(0)) ∩X⊞(τ−τ
′′′) = ∅.
(2) If p ∈ S1(X⊞(τ−τ ′)), then ∂U ′′′p = ∂U ′′p .
Note that (2) above implies
(X, Û ′′′)⊞(τ−τ ′)|
X\X⊞(τ−τ′)
= (X ′,”U+)|
X\X⊞(τ−τ′)
. (17.50)
We put X ′′ = Int (X \X⊞(τ−τ ′)), K = X ′′ \X⊞(τ−τ ′′) and Z = X ′′ \X⊞(τ−τ ′′′).
We now apply Lemma 17.59. Here the role of X , K, Z, ”U+Z in Lemma 17.59 is
played by X ′′, K, Z and Û ′′′, respectively.
Remark 17.64. As we mentioned at the top of Subsection 17.8, Lemma 17.59 is
about genuine Kuranishi structure and not τ -collared Kuranishi structure. So here
we apply Lemma 17.59 literally, not its τ -collared version.
We thus obtain a Kuranishi structure which we wrote ”U+ in Lemma 17.59. We
denote it here by Û ′+.
We put ‘U++ = ÷U ′+⊞τ ′ . (17.50), Lemma 17.59 (1) and the fact that ”U+ sat-
isfies Proposition 17.46 imply that ‘U++ satisfies Proposition 17.46. The proof of
Proposition 17.62 is now complete. 
We next include CF-perturbations.
Proposition 17.65. In Situation 17.57 there exists a τ ′-collared CF-perturbation‘S++ on the Kuranishi structure ‘U++ obtained in Proposition 17.62 such that
(1) Its restriction to (Ŝk(X), Û+Sk) is equivalent to Ŝ+k .
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(2) If f : (X, Û) → M is weakly submersive and f |
Û+
k
is strongly submersive
with respect to Ŝ+k , then we may take
‘S++ such that f : (X,‘U++)→M is
strongly submersive with respect to ‘S++.
(3) Uniformity of CF-perturbations is preserved in this construction.
Proof. We use the notation in the proof of Proposition 17.62. We apply Propo-
sition 17.58 to obtain a CF-perturbation Ŝ+ on ”U+. Since Ŝ+ is τ ′-collared, it
is induced by a CF-perturbation ”S′′ of ”U ′′. Therefore by restriction we obtain a
CF-perturbation Ŝ+Z on
”U+Z . Here Z is one in the proof of Proposition 17.62. Thus
we can apply Lemma 17.61 to obtain required ‘S++ and ‘U++. 
One minor point remains to be explained to apply the results of this subsection.
Note that a τ -collared Kuranishi structure is not a Kuranishi structure, since some
points are not assigned its Kuranishi neighborhood to. Since in Part 1 the ‘push
out’ is defined for the case of Kuranishi structure and good coordinate system but
not for the case of τ -collared Kuranishi structure, we need some explanation to
define the notion of the ‘push out’ for τ -collared Kuranishi structure.
One can define the notion of τ -collared good coordinate system, and prove the
existence of τ -collared good coordinate system compatible with each τ -collared
Kuranishi structure, and use it to define the ‘push out’. (We note that τ -collared
good coordinate system is a special case of good coordinate system. See the end of
Remark 17.31.) It is certainly possible to proceed in that way.
Here we take a slightly different way which seems shorter as follows.
Lemma 17.66. Let Û be a τ-collared Kuranishi structure on X ′ = X⊞τ .
(1) We can associate a Kuranishi structure Û ′ on X ′ such that:
(a) If p ∈
◦◦
S k(X
′) then U ′p = Up.
(b) For each p ∈ X ′ we take the (unique) point p̂ ∈
◦◦
S k(X
′) such that
R(p) = R(p̂) and R(p) ∈
◦◦
S k(X). (See Lemma 17.41.) Then U ′p is
an open subchart of U
p̂
(2) If “S is a τ-collared CF-perturbation on Û , it induces a CF-perturbation Ŝ′
on Û ′.
(3) If Û ′ and”U ′′ are two Kuranishi structures satisfying (1) (a)(b) above, then
there exists a Kuranishi structure Û ′′′ such that it satisfies (1) (a)(b) above
and it is an open substructure of both Û ′ and”U ′′. Similar uniqueness state-
ment holds for the CF-perturbation in (2).
(4) When a τ-collared CF-perturbation “S on Û varies in a uniform family, we
may take the induced CF-perturbation Ŝ′ in (2) to be uniform.
The proof is obvious so omitted.
Definition 17.67. Let f : (X ′, Û) → M be a strongly smooth map which is
strongly submersive with respect to “S. Let h be a differential form on (X ′, Û). We
take a Kuranishi structure Û ′ as in Lemma 17.66 and define its push out
f!(h;“Sǫ) = f!(h;”S′ǫ). (17.51)
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Here h in the right hand side is the differential form on (X ′, Û ′) which is induced
from h by Lemma 17.66 (1).
Lemma 17.68. The right hand side of (17.51) is independent of the choices of
Û ′, Ŝ′. Moreover Stokes’ formula ([Part I, Theorem 9.26]) and the composition
formula ([Part I, Theorem 10.20]) hold for the push out in Definition 17.67.
Proof. Independence follows from [Part I, Theorem 9.14]. Stokes’ formula and the
composition formula are direct consequences of the corresponding results ([Part I,
Theorems 9.26 and 10.20]). 
18. Smoothing corners and composition of morphisms
The goal of this section is to define composition of morphisms of linear K-systems
(Lemma-Definition 18.40) and to show that it is associative (Proposition 18.44).
There are two key ingredients for the construction of composition of morphisms.
One is ‘partial trivialization of corners’ and the other is ‘smoothing corners’. The
precise definition of ‘partial trivialization of corners’ will be given in Definition
18.10 and ‘smoothing corners’ will be described in detail in Subsections 18.4 and
18.5. After that, we will define composition of morphisms in Subsection 18.6 and
prove its associativity in Subsection 18.7. We also discuss identity morphism in
Subsection 18.9.
18.1. Introduction to Section 18. In this subsection, we explain the idea of the
construction of composition of morphisms and its geometric background.
Firstly, we explain the reason why we need the notion of ‘partial trivialization
of corners’, or more generally, ‘partially trivialized fiber products’, instead of triv-
ialization of corners or usual fiber products. Let N12(α1, α2) and N23(α2, α3) be
interpolation spaces of morphisms N12 and N23 of linear K-systems, respectively.
As we mentioned in Lemma-Definition 16.35, the interpolation space of the mor-
phism N32 ◦N21 is a union of fiber products⋃
α2
N12(α1, α2)×Rα2 N23(α2, α3). (18.1)
The union in (18.1) may not be a disjoint union, in general. In fact, the summands
corresponding to α2 and to α
′
2 may intersect at
N12(α1, α2)×Rα2 M2(α2, α′2)×Rα′
2
N23(α′2, α3). (18.2)
Moreover three of such summands may intersect at
N12(α1, α2)×Rα2 M2(α2, α′2)×Rα′
2
M2(α′2, α′′2 )×Rα′′
2
N23(α′′2 , α3). (18.3)
The pattern how the summands of (18.1) intersect each other is similar to the way
how the components of the boundary of certain K-space (or of orbifold) intersect
each other. (Namely, each of the summands of (18.1) corresponds to a codimen-
sion one boundary and (18.2), (18.3) correspond to codimension 2 and 3 corners,
respectively.)
We can use this observation to apply a version of Proposition 17.46, that is, we
‘put the collar’ outside the union (18.1) to obtain a collared K-space so that its
boundary is ⋃
α2
N12(α1, α2)×⊞τRα2 N23(α2, α3).
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Here the notation ×⊞τRα2 is defined in Definition 18.37, which is called partially
trivialized fiber product. The notion of partial trivialization of corners is introduced
in Subsection 18.2. See Definition 18.10. The reason why we introduce the notion
of partial trivialization of corner is as follows. Note that the boundary or corner of
K-space of the summand of (18.1) has different components from those appearing
in (18.2), (18.3). In fact, a boundary of the form
M1(α1, α′1)×Rα′
1
N12(α′1, α2)×Rα2 N23(α2, α3)
also appears. To study this kind of boundary components together, we introduce
the notion of partial trivialization of corner and use it to modify Proposition 17.46
so that it can be directly applicable to our situation.
After we have done partial trivialization of corners, we will next discuss smooth-
ing corners. Here we use the fact that a K-spaceX has a collar where all the objects
are ‘constant’ in the direction of the collar. See Subsection 18.3 for the reason why
this fact is useful for our construction. Then we can finally define composition of
morphisms.
In the rest of this subsection, we explain a geometric origin of the idea that the
union (18.1) looks like a boundary of certain K-space, by considering the situa-
tion of the Floer cohomology of periodic Hamiltonian system. (The story of linear
K-system will be applied to define and study the Floer cohomology of periodic
Hamiltonian system. Namely, we associate such a system to each periodic Hamil-
tonian function H . See Subsection 15.1.) Let H1, H2, H3 be periodic Hamiltonian
functions. To define a cochain map between Floer’s cochain complexes associated to
them, we use τ ∈ R dependent Hamiltonian functions interpolating them. Namely,
we take Hij : R× S1 ×M → R such that
Hij(τ, t, x) =
®
Hj(t, x) if τ ≤ −T0,
Hi(t, x) if τ ≥ T0.
(18.4)
We then use the moduli space of the solutions of the equation
∂u
∂τ
+ J
Å
∂u
∂t
−XHijτ,t(u)
ã
= 0 (18.5)
where Hijτ,t(x) = H
ij(τ, t, x) and XHijτ,t
is its Hamiltonian vector field. The solution
space of (18.5) with an appropriate boundary condition becomes an interpolation
space N ji(αi, αj) of the morphism Nji.
To study the relation between N31 and the composition N32 ◦ N21 we use one
parameter family of τ -dependent Hamiltonian functions H31,T where
H31,T (τ, t, x) =

H1(t, x) if τ ≤ −T0 − T
H21(τ + T, t, x) if −T0 − T ≤ τ ≤ T0 − T
H2(t, x) if T0 − T ≤ τ ≤ T − T0
H32(τ − T, t, x) if T − T0 ≤ τ ≤ T + T0
H3(t, x) if T + T0 ≤ τ .
(18.6)
See Figure 12.
We may choose H31 = H31,2T0 , for example. We consider the limit as T → +∞
and the set of solutions of (18.5) with XHijτ,t
replaced by XH31,Tτ,t
. The moduli space
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τ τ
−∞ +∞
−T0 − T
T0 − T
−T
−T0 T
T0 T
T
+
+
H
1
H
2 H
3
H
21
H
32
Figure 12. the concatenation H31
of its solutions becomes the union of fiber products (18.1). Thus the union of solu-
tion spaces for T ∈ [2T0,∞) and the fiber product (18.1) gives a homotopy between
the morphism defined by H31 = H31,2T0 and the composition whose interpolation
space is (18.1). The space (18.1) itself is a part of the boundary of this cobordism.
18.2. Partial trivialization of cornered K-space. In this subsection we explain
that the story of trivialization of corner in Section 17 can be generalized to the case
of partial trivialization in a quite straightforward way. Because of the nature of
this book, we repeat the statements. We believe that the readers can go through
those parts very quickly since there is nothing new to do.
Situation 18.1. Let U be an admissible orbifold with corners. We decompose its
normalized boundary ∂U into a disjoint union
∂U = ∂0U ∪ ∂1U
where both ∂0U and ∂1U are open subsets in ∂U . We denote this decomposition
by C. We also denote ∂0U by ∂CU . 
Definition 18.2. In Situation 18.1 we define a closed subset SCk (U) of U as follows.
Let p ∈ U . We take its orbifold chart (Vp,Γp, φp) where Vp ⊂ V p × [0, 1)k′ and
p = φ(y0, (0, . . . , 0)). For i = 1, 2, . . . , k
′ we put
∂iVp = Vp ∩ (V p × [0, 1)i−1 × {0} × [0, 1)k′−i).
We require
#{i ∈ {1, . . . , k′} | φ(∂iVp) ⊂ ∂0U} = k. (18.7)
Then
◦
SCk (U) is the set of all p ∈ U such that (18.7) is satisfied. We put
SCk (U) =
⋃
ℓ≥k
◦
SCℓ (U).
Convention 18.3. In case p ∈ SCk (U) as above, we take its orbifold chart (Vp,Γp, φp)
as above such that φ(∂iVp) ⊂ ∂0U if and only if i = k′ − k + 1, . . . , k′.
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Situation 18.4. Let (X, Û) be an n-dimensional K-space. We assume that for
each p ∈ ∂X , we have a decomposition of its Kuranishi neighborhood into a disjoint
union
∂Up = ∂
0Up ∪ ∂1Up (18.8)
such that for each coordinate change Φpq with p, q ∈ ∂X we have
ϕpq(Upq ∩ ∂0Up) ⊂ ∂0Up, ϕpq(Upq ∩ ∂1Up) ⊂ ∂1Up. (18.9)
We also denote this decomposition by C.
Definition 18.5. In Situation 18.4 we define SCk (X, Û) as follows. If p /∈ ∂X then
p ∈ SC0 (X, Û) but p /∈ SCk (X, Û) for k ≥ 1. If p ∈ ∂X then p ∈ SCk (X, Û) if and only
if op ∈ SCk (Up). We denote ∂CX = SC1 (X, Û). We also put
◦
SCk (X, Û) = SCk (X, Û) \
⋃
ℓ>k
SCℓ (X, Û).
We can define a similar notion for good coordinate system by modifying the above
definition in an obvious way. 28
We can generalize Proposition 24.16 without change as follows.
Proposition 18.6. In Situation 18.4, for each k there exist a compact (n − k)-
dimensional K-space ŜCk (X, Û) with corners, a map πk : ŜCk (X, Û) → SCk (X, Û),
and a decomposition of ∂ŜCk (X, Û) as in Situation 18.4, (which we also denote by
C), and a map πℓ,k : Ŝ
C
ℓ (Ŝ
C
k (X, Û))→ ŜCk+ℓ(X, Û) for each ℓ, k such that they enjoy
the following properties:
(1) The map πk is a continuous map of underlying topological space.
(2) The interior of ŜCk (X, Û) is isomorphic to
◦
SCk (X, Û). The underlying home-
omorphism of this isomorphism is the restriction of πk.
(3) The map πℓ,k is an (ℓ+ k)!/ℓ!k! fold covering map of K-spaces.
(4) The following objects on (X, Û) induce those on ŜCk (X, Û). Moreover the
induced objects are compatible with the covering maps πℓ,k.
(a) CF-perturbation.
(b) Multivalued perturbation.
(c) Differential form.
(d) Strongly continuous map. Strongly smooth map.
(e) Covering map.
(5) The following diagram commutes.
ŜCk1(Ŝ
C
k2
(ŜCk3(X, Û)))
πk1,k2−−−−→ ŜCk1+k2(ŜCk3(X, Û))
ŜCk1
(πk2,k3 )
y yπk1+k2,k3
ŜCk1(Ŝ
C
k2+k3
(X, Û)) πk1,k2+k3−−−−−−→ ŜCk1+k2+k3(X, Û)
(18.10)
Here ŜCk1(πk2,k3) is the covering map induced from πk2,k3 .
28We do not define it in detail since it is never used in this book.
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(6) For i = 1, 2 let fi : (Xi, “Ui) → M be a strongly smooth map. If f1 is
transversal to f2, then
ŜCk
Ä
(X1, Û1)×M (X2, Û2)
ä ∼= ∐
k1+k2=k
ŜCk1(X1, Û1)×M ŜCk2(X2, Û2).
Here the right hand side is the disjoint union. The decomposition of the
fiber product (X1, Û1)×M (X2, Û2) as in Situation 18.4 is induced from those
of (X1, Û1) and (X2, Û2) as follows.
∂0((X1, Û1)×M (X2, Û2))
= ∂0(X1, Û1)×M (X2, Û2) ∪ (−1)dimX1+dimM (X1, Û1)×M ∂0(X2, Û2).
(7) (1)-(6) also hold when we replace ‘Kuranishi structure’ by ‘good coordinate
system’.
(8) Various kinds of embeddings of Kuranishi structures and/or good coordinate
systems induce ones of ŜCk (X, Û).
The proof is the same as the proof of Proposition 24.16 and so is omitted.
Next we generalize the process of trivializing corner in Section 17 to partial
trivialization.
Situation 18.7. Suppose that we are in Situation 17.3 and a decomposition ∂U =
∂0U ∪ ∂1U is given as in Situation 18.1. 
In Situation 18.7 We define a map
RCx : Vx × [0, 1)k
′−k × (−∞, 1)k → Vx × [0, 1)k′
by
RCx(y, (t1, . . . , tk)) = (y, (t′1, . . . , t′k))
where
t′i =
®
ti if ti ≥ 0,
0 if ti ≤ 0.
For τ ≥ 0, we define an open subset V C⊞τx of Vx × [0, 1)k
′−k × [−τ, 1)k to be
V C⊞τx = (RCx)−1(Vx) ∩ (Vx × [0, 1)k
′−k × [−τ, 1)k).
Then RCx induces a map RCx : V C⊞τx → Vx ⊂ Vx × [0, 1)k
′
.
We can define a Γx action on V
C⊞τ
x in the same way as in Definition 17.5 and
put UC⊞τx = V
C⊞τ
x /Γx. We define EC⊞τx in the same way as in (17.1) by
EC⊞τx = (RCx)∗(Ex) = (Ex × V C⊞τx )/Γx.
The section sx of Ex induces a section sC⊞τx of EC⊞τx in an obvious way. We define
(X ∩ Vx)C⊞τ = (sC⊞τx )−1(0)/Γx.
Let ψC⊞τx : (s
C⊞τ
x )
−1(0)/Γx → (X ∩ Vx)C⊞τ be the identity map. Then similarly to
Lemma-Definition 17.10, we find that
UC⊞τ = (V C⊞τx /Γx, EC⊞τx , ψC⊞τx , sC⊞τx )
is a Kuranishi chart of (X ∩ Vx)C⊞τ . Moreover the following objects on U =
(U, E , s, ψ) induce the corresponding objects on UC⊞τ . The proof is the same as
that of Lemma-Definition 17.11 so is omitted.
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• CF-perturbation.
• Strongly smooth map.
• Differential form.
• Multivalued perturbation.
We put
◦◦
S k(V
C⊞τ
x ) = Sk(V
C⊞τ
x ) ∩ (RCx)−1(
◦
Sk(V
C⊞τ
x )). Then Lemma 17.12 is
generalized in an obvious way. Furthermore we have
Lemma 18.8. Suppose we are in Situation 17.23 and ∂Ui = ∂
0Ui ∪ ∂1Ui for
i = 1, 2. We denote by C the decomposition of the boundary. Then Φ21 = (ϕ21, ϕ̂21)
induces an embedding ΦC⊞τ21 : UC⊞τ1 → UC⊞τ2 of Kuranishi charts whose restriction
to U1 coincides with Φ21. Moreover we have
(1) In case of Situation 17.23 (1), S1C⊞τ , S2C⊞τ are compatible with ΦC⊞τ21 .
(2) In case of Situation 17.23 (2), (ϕC⊞τ21 )
∗(hC⊞τ2 ) = (h
C⊞τ
1 ).
(3) In case of Situation 17.23 (3), fC⊞τ2 ◦ ϕC⊞τ21 = fC⊞τ1 .
(4) In case of Situation 17.23 (4), s1C⊞τ , s2C⊞τ are compatible with ΦC⊞τ21 .
(5) In case of Situation 17.23 (5), we have Φ⊞τC31 = Φ
C⊞τ
32 ◦ ΦC⊞τ21 .
(6) ϕC⊞τ21 ◦ RC1 = RC2 ◦ ϕC⊞τ21 .
The proof is the same as the proof of Lemma 17.24.
Definition 18.9. Suppose we are in Situation 18.4. Consider a disjoint union∐
p∈X
(sC⊞τp )
−1(0)/Γp
and define an equivalence relation ∼ on it as follows: Let xp ∈ (sC⊞τp )−1(0) and
xq ∈ (sC⊞τq )−1(0). Then we define [xp] ∼ [xq] if there exist r ∈ X and xr ∈
(sC⊞τp )
−1(0) ∩ UC⊞τpr ∩ UC⊞τqr such that
[xp] = ϕ
C⊞τ
pr ([xr ]), [xq] = ϕ
C⊞τ
qr ([xr]). (18.11)
The same argument as in Lemma 17.27 show that ∼ is an equivalence relation.
Then we define a topological space XC⊞τ by the set of the equivalence classes of
this equivalence relation ∼ with the quotient topology:
XC⊞τ :=
Ñ∐
p∈X
(sC⊞τp )
−1(0)/Γp
é
/ ∼ .
In the situation of Definition 18.9 we put
◦◦
S k(X
C⊞τ ) = Sk(X
C⊞τ , ÛC⊞τ ) ∩ (RC)−1(
◦
Sk(X, Û)). (18.12)
We define Bτ (
◦◦
S k(X
C⊞τ )) ⊂ XC⊞τ as the union of
ψC⊞τp
Ä
(sC⊞τp )
−1(0) ∩ {(y, (t1, . . . , tk)) | ti ≤ 0, i = k′ − k + 1, . . . , k′}
ä
. (18.13)
We can show
XC⊞τ =
∐
k
Bτ (
◦◦
S k(X
C⊞τ )) (18.14)
in the same way as in Lemma 17.33.
Definition 18.10. (1) Let p′ ∈
◦◦
S k(X
C⊞τ). A τ-C-collard Kuranishi neighbor-
hood at p′ is a Kuranishi chart Up′ of XC⊞τ which is (Up)C⊞τ for certain
Kuranishi neighborhood Up of p = RC(p′).
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(2) Let p′ ∈
◦◦
Sk(X
C⊞τ ), q′ ∈
◦◦
S ℓ(X
C⊞τ ) and let Up′ = (Up)C⊞τ , Uq′ = (Uq)C⊞τ
be their τ -C-collared Kuranishi neighborhoods, respectively. Suppose q′ ∈
ψp′(s
−1
p′ (0)). A τ-C-collared coordinate change Φp′q′ from Uq′ to Up′ is by
definition ΦC⊞τpq where Φpq is a coordinate change from Uq to Up.
(3) A τ-C-collared Kuranishi structure Û ′ on XC⊞τ is the following objects.
(a) For each p′ ∈
◦◦
S k(X
C⊞τ ), Û ′ assigns a τ -C-collared Kuranishi neigh-
borhood Up′ .
(b) For each p′ ∈
◦◦
S k(X
C⊞τ ) and q′ ∈
◦◦
S ℓ(X
C⊞τ ) with q′ ∈ ψp′(s−1p′ (0)), Û ′
assigns a τ -C-collared coordinate change Φp′q′ .
(c) If p′ ∈
◦◦
S k(X
C⊞τ ), q′ ∈
◦◦
S ℓ(X
C⊞τ ), r′ ∈
◦◦
Sm(X
C⊞τ ) with q′ ∈ ψp′(s−1p′ (0))
and r′ ∈ ψq′(s−1q′ (0)), then we require
Φp′q′ ◦ Φq′r′ |Up′q′r′ = Φp′r′ |Up′q′r′
where Up′q′r′ = Up′r′ ∩ ϕ−1q′r′(Up′q′).
(4) A τ-C-collared K-space is a pair of paracompact Hausdorff space XC⊞τ and
its τ -C-collared Kuranishi structure’UC⊞τ . We call
(XC⊞τ ,’UC⊞τ )
the τ-C-corner trivialization, or partial trivialization of corners, of (X, Û).
We sometimes write
(X, Û)C⊞τ
in place of (XC⊞τ ,’UC⊞τ ).
(5) We can define the notion of τ-C-collared CF-perturbation, τ-C-collared
multivalued perturbation, τ-C-collared good coordinate system, τ-C-collared
Kuranishi chart, τ-C-collared vector bundle, τ-C-collared smooth section,
τ-C-collared embedding of various kinds, etc. in the same way.
The decomposition C induces a decomposition of the boundary ∂(XC⊞τ , ÛC⊞τ )
in an obvious way. We also dente it by C.
Lemma 18.11. Lemma 17.37 can be generalized to a C-version in an obvious way.
Lemma 18.12. If (X ′, Û ′) is τ–C-collared, then for any 0 < τ ′ < τ , X ′ has a τ ′-
C-collared Kuranishi structure determined in a canonical way from the τ–C-collared
Kuranishi structure (X ′, Û ′). The same holds for CF-perturbation, multivalued per-
turbation and good coordinate system.
The proof is the same as the proof of Lemma 17.38.
Situation 18.13. Let (X, Û) be a K-space. Suppose C1, C2, C are decompositions
of ∂(X, Û) as in Situation 18.4. We assume the following two conditions.
(1) ∂C1Up ∩ ∂C2Up = ∅.
(2) ∂C1Up ∪ ∂C2Up = ∂CUp.
Lemma 18.14. In Situation 18.13 we have the following canonical isomorphisms.
((X, Û)C1⊞τ )C2⊞τ ∼= ((X, Û)C2⊞τ )C1⊞τ ∼= (X, Û)C⊞τ .
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Remark 18.15. The decomposition C2 of ∂(X, Û) induces one on ∂((X, Û)C1⊞τ ),
which we denote by the same symbol. We used this fact in the statement of Lemma
18.14.
Proof of Lemma 18.14. Suppose a Kuranishi chart of (X, Û) is given as a quotient
open subset Vp of V p × [0, 1)k1 × [0, 1)k2 × [0, 1)k3 where
∂C1Vp = Vp ∩
(
V p × [0, 1)k1 × ∂[0, 1)k2 × [0, 1)k3
)
,
∂C2Vp = Vp ∩
(
V p × [0, 1)k1 × [0, 1)k2 × ∂[0, 1)k3
)
.
Then
∂CVp = Vp ∩
(
V p × [0, 1)k1 × ∂([0, 1)k2 × [0, 1)k3)
)
.
Therefore we have
V C1⊞τp = R−1(Vp) ∩
(
V p × [0, 1)k1 × [−τ, 1)k2 × [0, 1)k3
)
and
V C⊞τp = R−1(Vp) ∩
(
V p × [0, 1)k1 × [−τ, 1)k2 × [−τ, 1)k3)
)
.
Lemma 18.14 follows easily. 
18.3. In which sense smoothing corner is canonical? We next discuss smooth-
ing corner. Smoothing corner of manifolds is a standard process and its general-
ization to orbifolds is also straightforward. An issue to generalize the smoothing
corner to Kuranishi structures lies in the way of how we fix a smooth structure
around the corners and how much we can make the smooth structure canonical.
This technicalities can be go around fairly nicely especially when we use trivializa-
tion of corner introduced in Section 17, that is exactly the case we use in our story.
We discuss those issues in Subsections 18.3-18.5.
We begin with the following remark. Let M be a manifold (or an orbifold) with
corners. We have a structure of manifold with boundary (but without corner) on
the same underlying topological space. We write this manifold with boundary (but
without corner) as M ′. We denote by i′ : M →M ′ the identity map. Then it has
the following properties.
(*) i′ induces a smooth embedding Ŝk(M)→M ′.
Moreover if M is admissible, we have the following:
(1) If f :M → R is an admissible function, then f ◦ (i′)−1 is smooth.
(2) If E → M is an admissible vector bundle, the underlying continuous map
E →M has a structure of C∞-vector bundle on M ′. We write it E ′ →M ′.
(3) If s is an admissible section of E , the same (set-theoretical) map M ′ → E ′
is a smooth section.
The proofs of (1)-(3) above are easy. Since we do not use them, we do not prove
them. We next see how much the smooth structure ofM ′ is canonical. The following
statement is also standard.
Lemma 18.16. We can construct M ′ from M in such a way that the differential
manifold M ′ is well-defined modulo diffeomorphism. More precisely, we have the
following: Suppose we obtain anotherM ′′ fromM . Let i′′ :M →M ′′ be the identity
map. Then we have a diffeomorphism f : M ′ → M ′′ such that f(i′(Sk(M)) =
i′′(Sk(M)), for k = 0, 1, 2, . . . .
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In other words, M ′ is well-defined modulo stratification preserving diffeomor-
phism. Here the stratification means the corner structure stratification of M . This
lemma is fairly standard and its proof is omitted. It seems that it is more nontrivial
to find a ‘canonical’ way so that the above diffeomorphism f can be taken to be the
identity map. In this article, we do not try to find such a way in general situation
of (admissible) orbifold, but will do so in the case of collared orbifold.
Before doing so, we explain a reason why the uniqueness in the sense of Lemma
18.16 is not enough for our purpose. When we generalize the process of smoothing
corner to that for Kuranishi structures, we need to study the situation where we
have an embedding N →M of cornered orbifolds. When we smooth the corners of
N and M , we want the same map N ′ →M ′ to be a smooth embedding. This is not
obvious because of the non-uniqueness of the smooth structure we put on M ′ and
N ′. However, it is still true and not difficult to prove that we can find a smooth
structures of M ′ and N ′ so that N ′ →M ′ is a smooth embedding.
On the other hand, in order to smooth the corner of Kuranishi structure we
need to smooth the corner of all the Kuranishi charts, simultaneously. This now
becomes a nontrivial problem. If we try to use the uniqueness in Lemma 18.16, we
should include the diffeomorphism f as a part of data in the construction. Then
the compatibility of the coordinate change might be broken.29
We go around this issue by using the collar. When we use the collar, the way how
we smooth the corner still involves choices. However, we can make the choice to
smooth the model [0, 1)k only once and then use that particular choice to smooth
all the collared orbifolds, simultaneously. This way is canonical enough so that
all the embeddings of Kuranishi charts become smooth embeddings automatically
after smoothing the corners.
18.4. Smoothing corner of [0,∞)k. In this subsection, we fix data which we
need to smooth the corner of a partially collared orbifold and a partially collared
Kuranishi structure. Namely we fix a way to smooth the local model [0,∞)k so
that it is compatible with various k and also with the symmetry exchanging the
factors. The latter is important to study the case of orbifolds. Let Perm(k + 1) be
a group of permutations of {1, . . . , k + 1}.
Definition 18.17. We define a Perm(k + 1) action on Rk as follows. We regard
Rk =
{
(t0, . . . , tk) ∈ Rk+1
∣∣∣ k∑
i=0
ti = 0
}
.
The group Perm(k + 1) acts on Rk+1 by exchanging the factors. It restricts to an
action of Perm(k + 1) to Rk. In this section, the Perm(k + 1) action on Rk always
means this particular action.
Below we will show the existence of a set of homeomorphisms
Φk : [0,∞)k → Rk−1 × [0,∞) (18.15)
and smooth structures smk on [0,∞)k, simultaneously, for any k ∈ Z+, which
satisfy Condition 18.18.
29It seems that we can still prove that for a given good coordinate system we can construct
a smoothing corner compatible with the coordinate change for any proper open substructure of
it. We need to work out rather cumbersome induction to prove it at the level of detailed-ness we
intend to achieve in this article.
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Condition 18.18. We require Φk and smk to satisfy the following conditions.
(1) Φk is a diffeomorphism from ([0,∞)k, smk) to Rk−1 × [0,∞). Here we use
the standard smooth structure on Rk−1 × [0,∞).
(2) Let Φk(t1, . . . , tk) = (x, t). Then
Φk(ct1, . . . , ctk) = (x, ct)
for c ∈ R+.
(3) For t ∈ [0,∞)k \ 0 there exists an open neighborhood of t that is isometric
to V × [0, ǫ)ℓ where V ⊂ Rk−ℓ. (Here V is an open set. When we say
‘isometric’, we use the Euclidian metrics on [0,∞)k, Rk−ℓ, [0, ǫ)ℓ.) Then
the map
id× Φℓ : V × [0, ǫ)ℓ → V × Rℓ−1 × [0,∞)
is a diffeomorphism onto its image. Here we put the restriction of the
smooth structure smk to V × [0, ǫ)ℓ. (The space V × [0, ǫ)ℓ is identified with
an open subset of [0,∞)k \ 0 by the isometry.)
(4) The map Φk : [0,∞)k → Rk−1 × [0,∞) is Perm(k) equivariant. Here
Perm(k) acts on [0,∞)k by permutation of factors, and acts on Rk−1 by
Definition 18.17. On the last factor [0,∞) the action is trivial.
Remark 18.19. In (3) above we require a neighborhood of t to be isometric to
V ×[0, ǫ)ℓ. The reason why we require such a rather restrictive assumption that they
are isometric is that we want to specify the diffeomorphism from a neighborhood
of t to V × [0, ǫ)ℓ. We use the Euclidian metric on Rn here only to make the choice
of diffeomorphism (that is isometry) as canonical as possible.
Lemma 18.20. For any k ∈ Z+ there exist Φk and smk satisfying Condition 18.18.
Proof. The proof is by induction on k. For k = 1, Φ1 is the identity map and sm1
is the standard smooth structure on [0,∞).
Suppose we have Φi, smi for i < k. We observe that Condition (3) determines
a smooth structure smk on [0,∞)k \ 0 uniquely. Indeed, well-defined-ness of this
structure can be checked by Condition (3) itself inductively. Moreover, by the
definition of the smooth structure smk, we find that the Perm(k)-action is smooth
with respect to this smooth structure. The map (t1, . . . , tk) 7→ (ct1, . . . , ctk) is also
a diffeomorphism for this smooth structure if c ∈ R+.
Next we will construct a homeomorphism Φk and extend the smooth structure
smk to [0,∞)k. We choose a compact subset S ⊂ [0,∞)k \ 0 which is a smooth
(k−1)-dimensional submanifold with corners (with respect to the standard structure
of manifold with corners of [0,∞)k+1) such that:
(a) S is a slice of the multiplicative R+ action on [0,∞)k \ 0.
(b) S is perpendicular to all the strata
◦
Sℓ([0,∞)k). We can take a tubular
neighborhood of
◦
Sℓ([0,∞)k) ∩ S in S such that the fiber of the projection
to
◦
Sℓ([0,∞)k) ∩ S is flat with respect to the Euclidean metric of [0,∞)k.
(c) S is invariant under the Perm(k)-action on [0,∞)k.
We can find such S by Perm(k)-equivariantly modifying the intersection of unit
ball and [0,∞)k around the boundary a bit.
By Condition (b) S is a smooth submanifold with boundary of ([0,∞)k \0, smk).
Since we can construct S by modifying the intersection of unit ball and [0,∞)k
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S
S
Figure 13. submanifolds S and S′
around the boundary a bit, there exists a Perm(k) equivariant diffeomorphism from
S to
S′ = {(x, t) ∈ Rk−1 × R≥0 | ‖x‖2 + t2 = 1}.
Here we use the smooth structure of S induced from ([0,∞)k \ 0, smk) and the
standard smooth structure on S′. See Figure 13. (Note that S becomes a manifold
with boundary and without corner with respect to this smooth structure.) We
fix this diffeomorphism. Then we can define Φk by extending the diffeomorphism
S → S′ so that Condition (2) is satisfied. By construction, Φk is a diffeomorphism
outside the origin.
Then we extend the smooth structure smk to the origin so that Φk also becomes
a diffeomorphism at the origin. The proof is now complete by induction. 
Remark 18.21. During the proof we made choices of S and a diffeomorphism
between S and S′ for each k. The resulting smooth structure smk depends on these
choices in the sense that the identity map is not a diffeomorphism when we use
two smooth structures obtained by different choices for the source and the target.
However since two different choices of S and the diffeomorphism S → S′ are isotopic
to each other, the resulting smooth structure smk is independent of the choices in
the sense of diffeomorphism. (This is a proof of Lemma 18.16 in this case.)
When we apply the construction of smoothing corner of Kuranishi structure,
we sometimes need to put collars to the smoothed K-space. We use Lemma 18.23
below for this purpose. Let Φk and smk be as in Condition 18.18.
Condition 18.22. For any k ∈ Z+ we consider Transk−1 and Ψk with the following
properties.
(1) Transk−1 is a smooth (k − 1)-dimensional submanifold of [0,∞)k and is
contained in (0,∞)k \ (1,∞)k.
(2) Transk−1 is invariant under the Perm(k) action on [0,∞)k.
(3) Transk−1 ∩ ([0,∞)k−1× [1,∞)) = Transk−2× [1,∞). This is an equality as
subsets of [0,∞)k = [0,∞)k−1 × [0,∞).
(4)
Ψk : [0, 1]× Transk−1 → [0,∞)k
is a homeomorphism onto its image. Let Uk be its image.
(5) Using the smooth structure smk on [0,∞)k, the subset Uk ⊂ [0,∞)k is a
smooth k-dimensional submanifold with boundary and Ψk is a diffeomor-
phism. Moreover
∂Uk = ∂([0,∞)k) ∪ Transk−1
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and the restriction of Ψk to {0} × Transk−1 is a diffeomorphism onto
∂([0,∞)k). The restriction of Ψk to {1} × Transk−1 is the identity map.
(6) Ψk is equivariant under the Perm(k) action. (The Perm(k) action on
Transk−1 is defined in Item (2) and the action on [0,∞)k is by permu-
tation of factors.
(7) If s ≥ 1, t ∈ [0, 1] and (x1, . . . , xk−1) ∈ Transk−2, then
Ψk(t, (x1, . . . , xk−1, s)) = (Ψk−1(t, (x1, . . . , xk−1)), s).
Here we use the identification in Item (3) to define the left hand side.
0
1
1
Trans1
U2
Figure 14. Transk−1 and Uk
Lemma 18.23. For any k ∈ Z+ there exist Transk−1 and Ψk satisfying Condition
18.22. Moreover, for each given δ > 0, we may take them so that Uk contains
[0,∞)k \ [1− δ,∞)k.
Proof. The proof is by induction. If k = 1, we put Trans0 = {1 − δ/2} and there
is nothing to prove. Suppose we have Transk′−1, Ψk′ for k
′ < k. Conditions 18.22
(2) (3) determine Transk−1 outside [0, 1]
k. Conditions 18.22 (6) (7) determine Ψk
outside [0, 1]k. It is easy to see that we can extend them to [0, 1]k and obtain
Transk−1, Ψk. 
We note that Ψk defines a collar of ([0,∞)k, smk), which is a manifold with
boundary (but without corner).
18.5. Smoothing corner of collared orbifolds and of Kuranishi structures.
In this subsection we combine the story of partial trivialization of Kuranishi struc-
ture in Subsection 18.2 with the story of smoothing corner in Subsection 18.3-18.4.
Situation 18.24. Let U be an orbifold. We consider its normalized boundary ∂U .
Let C be a decomposition of ∂U as in Situation 18.1. We denote by UC⊞τ the
partial trivialization of corners. 
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We will define smoothing corners of UC⊞τ below.
Let p ∈
◦◦
S k(U
C⊞τ ) and put p = RC(p). The point p has an orbifold neighborhood
Vp = (V p × [−τ, 0)k,Γp, φp). (18.16)
Here (V p × [0, 1)k,Γp, φp) is an orbifold neighborhood of p in U with p ∈
◦
SCk (U),
and V p may have boundary or corners but the boundary of V p does not correspond
to a boundary component in C.
Definition 18.25. We define a smooth structure of Vp in (18.16) as follows. We
identify [−τ, 0)k ∼= [0, τ)k by the diffeomorphism (t1, . . . , tk) 7→ (t1 + τ, . . . , tk + τ).
We use the smooth structure smk on [0, τ)
k to obtain a smooth structure on [−τ, 0)k.
Then by taking direct product we obtain a smooth structure on V p × [−τ, 0)k.
Lemma 18.26. Consider the smooth structure on V p × [−τ, 0)k as in Definition
18.25. Then we have:
(1) The Γp action on V p× [−τ, 0)k is smooth with respect to this smooth struc-
ture.
(2) If q ∈ ψp(V p × [−τ, 0)k) and q ∈
◦◦
S ℓ(U
C⊞τ ), then the coordinate change
from Vq to Vp is smooth with respect to the above smooth structure.
Proof. Item (1) is a consequence of Condition 18.18 (4) and Item (2) follows from
Condition 18.18 (3). 
Definition 18.27. We obtain an atlas of an orbifold structure on UC⊞τ by Lemma
18.26 and Definition 18.25. We call UC⊞τ with this smooth structure the orbifold
with corner obtained by τ-C-partial smoothing of corners, and when no confusion
can occur, we simply call the smoothing τ-partial smoothing of corners. We denote
it by
U smC⊞τ .
In case C is the whole set of all the components of the boundary, this smooth
structure has no corner.
Lemma 18.28. If p ∈
◦
Sk+ℓ(U
C⊞τ ) ∩
◦
SCk (U
C⊞τ ), then p ∈
◦
Sℓ+1(U
smC⊞τ ).
The proof is obvious. We also have the following:
Lemma 18.29. If 0 < τ ′ < τ , the orbifold obtained by τ-partial smoothing of
corners is τ ′-collared.
Proof. Let (V,Γ, φ) be an orbifold chart of U . We may chose V so that it is an
open subset of V × [0, 1)k × [0, 1)k′−k and Convention 18.3 is satisfied. Then the
corresponding orbifold chart of UC⊞τ is
V = R−1(V ) ∩
Ä
V × [−τ, 1)k × [0, 1)k′−k
ä
.
We use the smooth structure smk on the [−τ, 1)k factor (which we identity with
[0, 1 + τ)k) and obtain the orbifold chart of U smC⊞τ .
Now we use Transk−1 and Ψk produced in Lemma 18.23. The map Ψk is a
diffeomorphism
Ψk : Transk−1 × [0, 1)→ [−τ, 0)k
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to the image. The image is a neighborhood of ∂[−τ.0)k. Then we have a smooth
embedding
V × Transk−1 × [0, 1)× [0, 1)k′−k ⊇ V ′ → V
where V ′ is an open subset. Its image is a neighborhood of ∂V . This embedding
is a diffeomorphism to its image if we use the differential structure after smoothing
corners. This gives a collar of U on this chart. Using Conditions 18.22 (6)(7), we
can show that this collar is compatible with the coordinate change.
We can take τ ′ > 0 for any τ > 0 by choosing δ small in Lemma 18.23. 
In the next lemma we summarize the properties of (partial) smoothing corner.
Lemma 18.30. Suppose we are in Situation 18.24. Let 0 < τ ′ < τ .
(1) If E is an admissible vector bundle on U , EsmC⊞τ becomes an admissible
vector bundle on U smC⊞τ . It is τ ′-collared.
(2) If f : U →M is an admissible map, fC⊞τ : U smC⊞τ →M is an admissible
map from U smC⊞τ . When M has corner, we take the decomposition C of
the normalized boundary ∂U so that ∂CU is contained in the horizontal
boundary as in Definition 26.10. Then the same assertion also holds.
(3) If f : U1 → U2 is an admissible embedding and f(∂C1U1) ⊂ ∂C2U2 ∩ f(U1),
then fC1⊞τ : U smC1⊞τ1 → U smC2⊞τ2 is an admissible embedding. It is τ ′-
collared.
(4) In the situation of (3) suppose E1 → U1, E2 → U2 are admissible vector
bundles and f is covered by an admissible embedding of vector bundles f̂ :
E1 → E2. Then f̂C1⊞τ : EsmC1⊞τ1 → EsmC2⊞τ2 is an admissible embedding
of vector bundles which covers fC1⊞τ . It is τ ′-collared.
(5) In the situation of (1) if s is an admissible section of E, sC⊞τ is an admis-
sible section of EsmC⊞τ . It is τ ′-collared.
The proof is obvious.
Now we consider the case of Kuranishi structure. This generalization is quite
straightforward.
Situation 18.31. Let (X, Û) be a K-space. Suppose for each p ∈ X we have a
decomposition of ∂Up into two unions of connected components. Let Cp be the first
union. We assume that for each q ∈ ψp(s−1p (0)) we have
ϕpq(∂CqUq ∩ Upq) = ϕpq(Upq) ∩ ∂CpUp.

Definition 18.32. In Situation 18.31, let (XC⊞τ ,’UC⊞τ ) be a τ -C-collared K-space
as in Definition 18.10. We define its partial smoothing of corners as follows:
If p ∈
◦◦
S k(X
C⊞τ ) and its partially τ -collared Kuranishi neighborhood is UC⊞τp =
(UC⊞τCp , E
⊞τ
Cp , s
C⊞τ
Cp , ψ
C⊞τ
p ), then we change its smooth structure by smoothing cor-
ner. We obtain a Kuranishi chart denoted by U smC⊞τp . Then the coordinate change
is induced by one of ’UC⊞τ because of Lemma 18.30. It is τ ′-collared for any
0 < τ ′ < τ . We call the Kuranishi structure obtained above the Kuranishi structure
obtained by partial smoothing of corners and denote it by◊ U smC⊞τ .
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Lemma 18.33. In the situation of Definition 18.32 the following (τ-collared) object
on (X, Û) induces the corresponding (τ ′-collared) object of the Kuranishi structure
obtained by partial smoothing of corners.
(1) Strongly smooth map.
(2) CF-perturbation.
(3) Multivalued perturbation.
(4) Differential form.
The proof is immediate from construction.
Lemma 18.34. In the situation of Lemma 18.33, we put
∂C(X, Û) =
∐
c∈C
∂c(X, Û).
Let”UC be the Kuranishi structure of ∂C(X, Û) with smoothed corners. We consider
the K-space (∂C(X),”UC). Let h be a differential form on X and f : X → M a
strongly smooth map which is strongly suvbmersive with respect to a CF-perturbation
Sǫ. The CF-perturbation Sǫ induces one on (∂C(X),”UC) and on ∂c(X, Û). We also
denote them by Sǫ. Then we have∑
c
f !(h|∂c(X);Sǫ) = f !(h|∂C(X);Sǫ).
The proof is obvious and so omitted.
18.6. Composition of morphisms of linear K-systems. We refer Conditions
16.1, 16.16, 16.21 and Definitions 16.6, 16.18, 16.30 for the various definitions and
notations concerning linear K-system, morphisms and homotopy.
Situation 18.35. Suppose we are in Situation 16.34 and Ni+1i is a morphism from
Fi to Fi+1. We denote by
Mi(α−, α+)
the space of connecting orbits of Fi and by
Nii+1(α−, α+)
the interpolation space of Ni+1i. Let R
i
αi be a critical submanifold of Fi and
αi ∈ Ai. 
Remark 18.36. In the above definition we denote the interpolation space of a mor-
phism from Fi to Fi+1 by Nii+1(∗, ∗), while we denote the corresponding morphism
by Ni+1i to be compatible with algebraic formulas of compositions of morphisms.
Definition 18.37. In Situation 18.35 we define the partially trivialized fiber product
N12(α1, α2)×⊞τR2α2 N23(α2, α3) (18.17)
as follows. We consider the fiber product N12(α1, α2) ×R2α2 N23(α2, α3) equipped
with fiber product Kuranishi structure. Then we consider the decomposition C of its
boundary which consists of the following two kinds of components of its normalized
boundary.
N12(α1, α′2)×R2
α′
2
M2(αα′2 , αα2)×R2α2 N23(α2, α3),
N12(α1, α2)×R2α2 M
2(αα2 , αα′2)×R2α′
2
N23(α′2, α3).
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The first line is contained in ∂N12(α1, α2)×R2α2 N23(α2, α3) and the second line is
contained in N12(α1, α2)×R2α2 ∂N23(α2, α3). Now we define (18.17) by
(N12(α1, α2)×R2α2 N23(α2, α3))
C⊞τ .
Proposition 18.38. In Situation 18.35 there exists a τ-C-collared K-space
N123(α1, α3)
with the following properties:
(1) Its normalized boundary in C is isomorphic to the disjoint union of
N12(α1, α2)×⊞τR2α2 N23(α2, α3) (18.18)
over various α2.
(2) Its normalized boundary which is not in C is isomorphic to the disjoint
union of
M1(α1, α′1)×R1
α′
1
N123(α′1, α3) (18.19)
over various α′1 and of
N123(α1, α′3)×Rα′
3
M3(α′3, α3) (18.20)
over various α′3.
(3) The isomorphisms (1)(2) satisfy the compatibility conditions, Condition
18.39, at the corners.
(4) The evaluation maps, periodicity and orientation isomorphisms are defined
on N123(α1, α3) and commute with the isomorphisms in (1)(2)(3) above.
(5) Similar statements of Conditions 16.16 (V)(IX) hold.
See Figure 15. We omit describing the precise ways to modify Conditions 16.16
N12(α1, α2)×R2
α2
N23(α2, α3)
N12(α1, α2)×R2
α
2
N23(α2, α3)
N12(α1, α2)×R2
α2
N12(α2, α2)×R2
α
2
N23(α2, α3)
N123(α1, α3)
Figure 15. “N123(α1, α3)
(V)(IX) to our situation. Since they are not hard, we leave them to the readers.
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Condition 18.39. (1) The k dimensional normalized corner Ŝk(N123(α1, α3))
of N123(α1, α3) is isomorphic to a disjoint union of the one of the two types
(18.21) and (18.22):
M1(α1, α21)×R1
α2
1
· · · ×R1
α
k1−1
1
M1(αk1−11 , αk11 )
×R1
α
k1
1
ŜCm
(
N12(αk11 , α2)×⊞τR2α2 N23(α2, α
1
3)
)
×R3
α1
3
M3(α13, α23)×R3
α2
3
· · · ×R3
α
k3−1
3
M3(αk3−13 , α3),
(18.21)
and
M1(α1, α21)×R1
α2
1
· · · ×R1
α
k1−1
1
M1(αk1−11 , αk11 )
×R1
α
k1
1
N123(αk11 , α13)
×R3
α1
3
M3(α13, α23)×R3
α2
3
· · · ×R3
α
k3−1
3
M3(αk3−13 , α3).
(18.22)
Here in (18.21), k1 +m− 1 + k3 = k and in (18.22), k1 + k3 − 2 = k. Note
k1, k3 ∈ Z≥1. In case k1 = 1 the first line of (18.21) or (18.22) is void. In
case k3 = 1 the third line of (18.21) or (18.22) is void. We also note that
(1) (2) of Proposition 18.38 is the case k = 1 of this condition.
(2) (1) implies that Ŝℓ(Ŝk(N123(α1, α3))) is isomorphic to the disjoint union of
the spaces of type (18.21), (18.22) or
M1(α1, α21)×R1
α2
1
· · · ×R1
α
k1−1
1
M1(αk1−11 , αk11 )
×R1
α
k1
1
ŜCn
(
ŜCm
(
N12(αk11 , α2)×⊞τR2α2 N23(α2, α
1
3)
))
×R3
α1
3
M3(α13, α23)×R3
α2
3
· · · ×R3
α
k3−1
3
M3(αk3−13 , α3).
(18.23)
The covering map Ŝℓ(Ŝk(N123(α1, α3)))→ Ŝℓ+k(N123(α1, α3))) is the iden-
tity map on the component of type (18.21), (18.22) and is induced by
ŜCn
(
ŜCm
(
N12(αk11 , α2)×⊞τR2α2 N23(α2, α
1
3)
))
−→ ŜCn+m
(
N12(αk11 , α2)×⊞τR2α2 N23(α2, α
1
3)
)
on the component of type (18.23).
Lemma-Definition 18.40. By Proposition 18.38 we can partially smooth the cor-
ner of N123(α1, α3). Then we obtain a K-space which is the union of N12(α1, α2)×⊞τR2α2N23(α2, α3) over various α2:⋃
α2
N12(α1, α2)×⊞τR2α2 N23(α2, α3). (18.24)
There is a morphism from F1 to F3 whose interpolation space is (18.24). We call
this morphism the composition of N21 and N32 and write N32 ◦N21.
This follows immediately from Proposition 18.38.
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Remark 18.41. Before proving Proposition 18.38, we note the following. Using
the moduli space of the solutions of the equation (18.5), which uses one parameter
family of homotopies of Hamiltonians (18.6), we can find a space “N123(α1, α3) whose
normalized boundary is the union of
N12(α1, α2)×R2α2 N23(α2, α3), (18.25)
and
M1(α1, α′1)×R1
α′
1
“N123(α′1, α3) (18.26)
over various α′1 ∈ A1 and “N123(α1, α′3)×Rα′
3
M3(α′3, α3) (18.27)
over various α′3 ∈ A3.
We take C as the boundary of type (18.25). Then we can take
N123(α1, α3) = “N123(α1, α3)C⊞τ \ “N123(α1, α3).
In the proof of Proposition 18.38 below we will construct this space without
using the whole N123(α1, α3) but using only its ‘boundary’ which is (18.25), (18.19)
and (18.20). This argument is very much similar to the proof of Proposition 17.46.
Proof of Proposition 18.38. We begin with proving Lemma 18.42. ForA ⊂ {1, . . . , k}
we regard
[0, 1)A = {(t1, . . . , tk) ∈ [0, 1)k | ti = 0 for i /∈ A}.
Lemma 18.42. For A ⊂ B ⊆ {1, . . . , k} we have a smooth embedding
φAB : ([0, 1)
Bc)⊞τ × [−τ, 0)#B → ([0, 1)Ac)⊞τ × [−τ, 0)#A,
where Ac, Bc are the complements of A,B in the set {1, . . . , k} respectively. More-
over, if A ⊂ B ⊂ C ⊆ {1, . . . , k}, we have
φAB ◦ φBC = φAC . (18.28)
Proof. Regrading V +r,SA , V
+
r,SB
in (17.40) as [0, 1)A
c
, [0, 1)B
c
, respectively, we can
adopt (17.40) to define the map φAB above. (Use the obvious inclusion map and the
local inverse of the covering map.) For example, if A = {1, . . . , a}, B = {1, . . . , b},
then we have
φAB((tb+1, . . . , tk), (s1, . . . , sb)) = (sa+1, . . . , sb, tb+1, . . . , tk, s1, . . . , sa).
The formula (18.28) is easy to prove from this definition. 
For α12, . . . , α
k
2 ∈ A2, we put
N (α1, α3;α12, . . . , αk2)
=
Å
N12(α1, α12)×R2
α1
2
M2(α12, α22)×R2
α2
2
· · · ×R2
α
k−1
2
M2(αk−12 , αk2)×R2
αk
2
N23(αk2 , α3)
åC⊞τ
× [−τ, 0)k.
(18.29)
Here C is the decomposition of the boundary such that its complement consists of
M1(α1, α′1)×R1
α′
1
N12(α′1, α12)×R2
α1
2
M2(α12, α22)×R2
α2
2
· · · ×R2
α
k−1
2
M2(αk−12 , αk2)×R2
αk
2
N23(αk2 , α3)
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and
N12(α1, α12)×R2
α1
2
M2(α12, α22)×R2
α2
2
· · · ×R2
α
k−1
2
M2(αk−12 , αk2)×R2
αk
2
N23(αk2 , α′3)×R3
α′
3
M3(α′3, α3).
Let A = {i1, . . . , ia} ⊂ {1, . . . , k} with i1 < i2 < · · · < ia. We define an
embedding
φˆA{1,...,k} : N (α1, α3;αi12 , . . . , αia2 )→ N (α1, α3;α12, . . . , αk2)
as follows. For any p ∈ N (α1, α3;α12, . . . , αk2) we have a Kuranishi neighborhood
Up of N (α1, α3;α12, . . . , αk2) such that Up has an orbifold chart at p of the form
V C⊞τp × ([−τ, 0)k). (18.30)
On the other hand, p has a Kuranishi neighborhood U ′p of N (α1, α3;αi12 , . . . , αia2 )
such that U ′p has an orbifold chart at p of the form
V C⊞τp × ([0, 1)k−#A)⊞τ × [−τ, 0)#A. (18.31)
Therefore the map φˆA{1,...,k} in Lemma 18.42 defines an embedding from (18.30)
to (18.31). This is compatible with the coordinate change of Kuranishi structure
and defines a required embedding. We can glue various N (α1, α3;α12, . . . , αk2) by
the embeddings φˆA{1,...,k}. More precisely, we will glue charts of their Kuranishi
structures. We can do so in the same way as the proof of Proposition 17.46 using
the compatibility of interpolation spaces and (18.28).
We have thus obtained a C-collared K-space N123(α1, α3). It is easy to see from
the construction that N123(α1, α3) has the required properties. (See Figure 15.) 
By construction we have the following:
Lemma 18.43. Suppose that there exists a K-space
N ′123(α1, α3)
and its boundary components C such that the following holds.
(1) ∂CN ′123(α1, α3) is a disjoint union of N12(α1, α2)×R2α2N23(α2, α3) over α2.
(2) The k-th normalized corner ŜCk (N ′123(α1, α3)) is identified with the disjoint
union of
N12(α1, α12)×R2
α1
2
M2(α12, α22)×R2
α2
2
· · · ×R2
α
k−1
2
M2(αk−12 , αk2)×R2
αk
2
N23(αk2 , α3)
over α12, . . . , α
k
2 .
(3) The map Sˆk(Sˆℓ(N ′123(α1, α2)))→ Sˆk+ℓ(N ′123(α1, α2)) is compatible with the
isomorphisms (1)(2) in the sense similar to Condition 18.39 (2).
Then there exists an isomorphism
N ′123(α1, α2)C⊞τ \ N ′123(α1, α3) ∼= N123(α1, α3). (18.32)
This isomorphism is compatible with the isomorphisms in (1)(2) above and Condi-
tion 18.39 (2) at the corners.
114 KENJI FUKAYA, YONG-GEUN OH, HIROSHI OHTA, KAORU ONO
18.7. Associativity of the composition. In this subsection we present the detail
of the proof of the associativity of the composition.
Proposition 18.44. Suppose we are in Situation 18.35 for i = 1, 2, 3. Then we
have the following identity.
(N43 ◦N32) ◦N21 = N43 ◦ (N32 ◦N21). (18.33)
Proof. As we already discussed in Subsection 16.5, this equality is mostly obvious.
Namely the interpolation space of the left hand and the right hand sides are isomor-
phic to each other by the associativity of the fiber product. The only issue is about
the way how we smooth the corner. Since smoothing corners is not completely
canonical, this point is non-trivial. To clarify this tiny technicality we will use the
following.30
Lemma 18.45. There exists a K-space
N1234(α1, α4)
with the following properties.
(1) Its normalized boundary is isomorphic to the union of the following four
types of fiber products.
N123(α1, α3)×R3α3 N34(α3, α4), (18.34)
N12(α1, α2)×R2α2 N234(α2, α4), (18.35)
M1(α1, α′1)×R1
α′
1
N1234(α′1, α4), (18.36)
N1234(α1, α′4)×R4
α′
4
M4(α′4, α′1). (18.37)
(2) A similar compatibility condition as Condition 18.39 holds at the corners.
(3) The evaluation maps, periodicity and orientation isomorphisms are defined
on N1234(α1, α4) and commute with the isomorphisms in (1)(2) above.
(4) An appropriate version of Condition 16.16 (V)(IX) holds.
We omit the precise definition of the compatibility condition in Lemma 18.45
(2). Since it is not difficult, we leave it to the readers. We will prove Lemma 18.45
later in this subsection. We continue the proof of Proposition 18.44.
We consider two decompositions C1, C2 of the boundary of N1234(α1, α4), where
C1 consists of the boundary of type (18.34) and C2 consists of the boundary of type
(18.35). Thus we are in the situation of Lemma 18.14. Here we use the next lemma.
Lemma 18.46. Suppose we are in the situation of Lemma 18.14. Then the fol-
lowing constructions described in (A) and (B) give the same K-space.
(A) (1) We first take τ-C1-trivialization of the corner.
(2) We smooth the boundaries in C1.
(3) We next take τ-C2-trivialization of the corner.
(4) We smooth the boundaries in C2.
(B) (1) We first take τ-C2-trivialization of the corner.
30The fact that the left and right hand sides induce the same cochain map in the de Rham
complex by the smooth correspondence follows without comparing the smooth structures near
the corner. Since the part we smooth the corner lies in the collar, it does not contribute to the
integration along the fiber (see (17.17).) So we never need the part of the proof of this proposition
given in this subsection for applications.
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(2) We smooth the boundaries in C2.
(3) We next take τ-C1-trivialization of the corner.
(4) We smooth the boundaries in C1.
Proof. It suffices to consider the case of [0, 1)k1 × [0, 1)k2 where C1 corresponds to
∂[0, 1)k1 × [0, 1)k2 and C2 corresponds to [0, 1)k1 × ∂[0, 1)k2. However, the proof for
this case is straightforward from the definition. 
We note that the intersection of (18.34) and (18.35) is
N12(α1, α2)×R2α2 N23(α2, α3)×R3α3 N34(α3, α4). (18.38)
The interpolation spaces of both sides of (18.33) are obtained by appropriately
modifying the union of (18.38) for α2, α3.
We study how the processes (A) and (B) of Lemma 18.46 affect the subspace
(18.38). By (A) (1), (18.38) becomes
N12(α1, α2)×R2α2 N23(α2, α3)×
⊞τ
R3α3
N34(α3, α4).
The step (A) (2) smoothes the corners of the (union over α3 of) the second fiber
product factor. So it becomes
N12(α1, α2)×R2α2 N24(α2, α4).
Here N24(α2, α4) is the interpolation space of the composition N43 ◦ N32. Then
(A)(3) changes it to
N12(α1, α2)×⊞τR2α2 N24(α2, α4).
Thus when (A) completed we obtain an interpolation space of
(N43 ◦N32) ◦N21.
In the same way, (B) gives an interpolation space of
N43 ◦ (N32 ◦N21).
Thus Proposition 18.44 follows from Lemma 18.46.
Proof of Lemma 18.45. We fix α1, α4. Let α
1
2, . . . , α
k2
2 ∈ A2 and α13, . . . , αk33 ∈ A3.
We put
N (α1, α3;α12, . . . , αk22 ;α13, . . . , αk33 )
=
Å
N12(α1, α12)×R2
α1
2
M2(α12, α22)×R2
α2
2
· · · ×R2
α
k2−1
2
M2(αk2−12 , αk22 )×R2
α
k2
2
N23(αk22 , α13)×R3
α1
3
M3(α13, α23)×R3
α2
3
· · · ×R3
α
k3−1
3
M3(αk3−13 , αk33 )×R3
α
k3
3
N34(αk33 , α4)
åC⊞τ
× [−τ, 0)k2+k3 .
Here C is defined in a similar way as in (18.29). We can glue them in a similar way
as in the proof of Proposition 18.38 to obtain the required N1234(α1, α4). 
The proof of Proposition 18.44 is now complete. 
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We note that in the geometric situation of periodic Hamiltonian system we can
prove Lemma 18.45 using the 2-parameter family of moduli space of solutions of
the equation
∂u
∂τ
+ J
Å
∂u
∂t
−XHSTτ,t (u)
ã
= 0, (18.39)
where
HST (τ, t, x) =

H1(t, x) if τ ≤ −T − T0
H21(τ + T, t, x) if −T − T0 ≤ τ ≤ −T + T0
H2(t, x) if −T + T0 ≤ τ ≤ −T0
H32(τ, t, x) if −T0 ≤ τ ≤ T0
H3(t, x) if T0 ≤ τ ≤ S − T0
H43(τ − S, t, x) if S − T0 ≤ τ ≤ S + T0
H4(t, x) if S + T0 ≤ τ ,
(18.40)
and Hij(τ, t, x) : R× S1 ×M → R (i, j = 1, . . . , 4) is defined by (18.4).
18.8. Parametrized version of morphism: composition and gluing.
18.8.1. Compositions of parametrized morphisms.
Situation 18.47. Suppose we are in Situation 16.34 andNPii+1i is a Pi-parametrized
morphism from Fi to Fi+1. We denote by
Mi(α−, α+)
the space of connecting orbits of Fi and by
Nii+1(α−, α+;Pi)
the interpolation space of NPii+1i. Let R
i
αi be a critical submanifold of Fi and
αi ∈ Ai. 
Definition 18.48. In Situation 18.47 we define a K-space
N12(α1, α2;P1)×⊞τR2α2 N23(α2, α3;P2) (18.41)
as follows. We take the fiber product N12(α1, α2;P1) ×R2α2 N23(α2, α3;P2) with
fiber product Kuranishi structure and consider the decomposition C of its boundary
consisting of the following two kinds of components of its normalized boundary:
N12(α1, α′2;P1)×R2
α′
2
M2(αα′2 , αα2)×R2α2 N23(α2, α3;P2),
N12(α1, α2;P1)×R2α2 M
2(αα2 , αα′2)×R2α′
2
N23(α′2, α3;P2).
The first line is contained in ∂N12(α1, α2;P1)×R2α2 N23(α2, α3;P2) and the second
line is contained in N12(α1, α2;P1) ×R2α2 ∂N23(α2, α3;P2). Now we define (18.41)
by
(N12(α1, α2;P1)×R2α2 N23(α2, α3);P2)
C⊞τ .
Note that besides the evaluation maps ev− and ev+, (18.41) carries an evaluation
map to P1 × P2, which is stratumwise weakly submersive.
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Proposition 18.49. In Situation 18.47 there exists a τ-C-collared K-space
N123(α1, α3;P1 × P2)
with the following properties:
(1) Its normalized boundary in C is isomorphic to the disjoint union of
N12(α1, α2;P1)×⊞τR2α2 N23(α2, α3;P2) (18.42)
over various α2.
(2) Its normalized boundary not in C is isomorphic to the disjoint union of
M1(α1, α′1)×R1
α′
1
N123(α′1, α3;P1 × P2) (18.43)
over various α′1 and
N123(α1, α′3;P1 × P2)×Rα′
3
M3(α′3, α3) (18.44)
over various α′3.
(3) Conditions similar to (3)(4)(5) of Proposition 18.38 hold.
(4) We have an evaluation map N123(α1, α3;P1 × P2) → P1 × P2 which is a
stratumwise weakly submersive map. It is compatible with the boundary
description given in (1)(2) above.
The proof is the same as the proof of Proposition 18.38 so omitted.
Definition-Lemma 18.50. By Proposition 18.49 we can partially smooth the
corner of N123(α1, α3;P1 × P2) to obtain a K-space given by⋃
α2
N12(α1, α2;P1)×⊞τR2α2 N23(α2, α3;P2). (18.45)
There is a (P1 × P2)-parametrized morphism from F1 to F3 whose interpolation
space is given by (18.45). We call this morphism the parametrized composition of
NP121 and N
P2
32 and write N
P1
32 ◦NP221 .
Lemma 18.51. The parametrized composition is associative in the same sense
as in Proposition 18.44. Moreover the boundary of the parametrized composition
NP132 ◦NP221 is the disjoint union of
N∂P132 ◦NP221 and NP132 ◦N∂P221 .
Proof. The proof of the first half is similar to the proof of Proposition 18.44. The
second half is obvious from the construction. 
18.8.2. Gluing parametrized morphisms. We first review well known obvious facts
of gluing cornered manifolds along their boundaries.
Definition-Lemma 18.52. Let P1, P2 be two admissible manifolds with corners,
and for each i = 1, 2 let ∂CiPi ⊂ ∂Pi be an open and closed subset of the normalized
boundary ∂Pi and assume S
Ci
2 (Pi) = ∅. (See Definition 18.2 for the notation.) Let
I : ∂C1P1 → ∂C2P2 be an admissible diffeomorphism of manifolds with corners.
(1) We can define a structure of admissible manifold with corners on
P1 C1 ∪C2 P2 = (P1 ∪ P2)/ ∼ . (18.46)
Here ∼ is defined by x ∼ I(x) for x ∈ ∂C1P1.
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(2) The boundary ∂(P1 C1 ∪C2 P2) is described as follows. Let ∂CciPi be the
complement of ∂CiPi in ∂Pi. Then Ci induces a decomposition
∂(∂Cc
i
Pi) = ∂Ci(∂CciPi) ∪ ∂Cci (∂CciPi).
Moreover I induces a diffeomorphism
∂C1(∂Cc1P1)
∼= ∂C2(∂Cc2P2).
Now we have, see Figure 16,
∂(P1 C1 ∪C2 P2) = ∂Cc1P1 C1 ∪C2 ∂Cc2P2. (18.47)
(3) Suppose that we have one of the following objects on P1 and on P2 such
that their restrictions to ∂C1P1 and to ∂C2P2 are isomorphic each other (or
coincide with each other) when we identify ∂C1P1 with ∂C2P2 under the
diffeomorphism I. Then we obtain a glued object on P1 C1 ∪C2 P2.
(a) Vector bundle.
(b) Section of vector bundle.
(c) Differential form.
(d) Smooth map to a manifold.
(4) In addition, suppose that we have admissible manifolds with corners P ′1,
P ′2 and for each i = 1, 2 let ∂C′iP
′
i be an open and closed subset of the
normalized boundary ∂P ′i . Let I
′ : ∂C′1P
′
1
∼= ∂C′2P ′2 be an admissible dif-
femorphism as above. We also assume that for each i = 1, 2 we have an
admissible smooth embedding fi : P
′
i → Pi of cornered orbifolds such that
(a) f−1i (∂CiPi) = ∂C′iP
′
i .
(b)
I ◦ f1 = f2 ◦ I ′
on ∂C′
1
P ′1.
Then f1, f2 induce a smooth admissible embedding of cornered orbifolds
f1 C1 ∪C2 f2 : P ′1 C′1 ∪C′2 P ′2 → P1 C1 ∪C2 P2.
(5) In the situation of (4), suppose that we are given vector bundles Ei on Pi
and E′i on P
′
i . We assume E1|∂C1P1 ∼= E2|∂C2P2 and the isomorphism covers
I. We assume the same condition for E′1 and E
′
2. Moreover we assume that
there exist embeddings of vector bundles fˆi : E
′
i → Ei which cover fi for
i = 1, 2, and assume that fˆ1 and fˆ2 are compatible with the isomorphisms
E1|∂C1P1 ∼= E2|∂C2P2 and E′1|∂C′
1
P ′
1
∼= E′2|∂C′
2
P ′
2
.
Then we obtain an embedding of vector bundles:
fˆ1 C1 ∪C2 fˆ2 : E′1 C′1 ∪C′2 E′2 → E1 C1 ∪C2 E2.
(6) In addition, suppose that we have P ′1, P
′
2 and ∂C′iP
′
i (for i = 1, 2), I
′ :
∂C′1P
′
1
∼= ∂C′2P ′2 as above. We also assume that for each i = 1, 2 we have
an admissible smooth stratumwise submersion πi : P
′
i → Pi of cornered
orbifolds such that
(a) π−1i (∂CiPi) = ∂C′iP
′
i .
(b)
I ◦ π1 = π2 ◦ I ′
on ∂C′
1
P ′1.
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Then π1, π2 induce an admissible smooth stratumwise submersion of cor-
nered orbifolds
π1 C1 ∪C2 π2 : P ′1 C′1 ∪C′2 P ′2 → P1 C1 ∪C2 P2.
P1 P2
∂C1P1
∂C2P2
∂Cc
1
P1
P1C1 ∪C2 P2
∂C1(∂Cc1P1) ∂C2(∂Cc2P2)
Figure 16. gluing cornered manifolds
Proof. The proof is mostly obvious except the smoothness of various objects (such
as coordinate change) at the boundary where we glue P1 and P2. The smoothness
can be proved by using admissibility and Lemma 25.9 (2). In fact, the differential
in the direction normal to the boundary of all the objects vanishes in infinite order.
So gluing along the boundary gives smooth objects. 
Situation 18.53. Let P1, P2, ∂CiPi ⊂ ∂Pi and I : ∂C1P1 → ∂C2P2 be given
as in Definition-Lemma 18.52. For i = 1, 2 let (Xi, “Ui) be a K-space and evPi :
(Xi, “Ui)→ Pi be a strongly smooth and stratumwise weakly submersive map. Via
the map evPi : (Xi, “Ui) → Pi, the decomposition ∂Pi = ∂CiPi ∪ ∂CciPi induces a
decomposition ∂(Xi, “Ui) = ∂Ci(Xi, “Ui) ∪ ∂Cci (Xi, “Ui) as in Situation 18.4. Namely,
∂Ci(Xi, “Ui) is defined by taking Kuranishi charts so that they are mapped to ∂CiPi
via evPi and the coordinate change satisfies the condition as in Situation 18.4. We
assume that there exists an isomorphism
Iˆ : ∂C1(X1, Û1) ∼= ∂C2(X2, Û2) (18.48)
which is compatible with the admissible diffeomorphism I : ∂C1P1 → ∂C2P2.
Then we glue X1 and X2 by the underlying homeomorphism of Iˆ to obtain
X = X1 C1 ∪ C2 X2
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in the same way as (18.46). 
Definition-Lemma 18.54. In Situation 18.53 we can glue Û1 and Û2 to obtain a
Kuranishi structure Û of X . We write
(X, Û) = (X1, Û1) C1 ∪ C2 (X2, Û2), Û = Û1 C1 ∪ C2 Û2.
It has the following properties.
(1) We have
∂(X, Û) = ∂Cc
1
(X1, Û1) C1 ∪C2 ∂Cc2(X2, Û2).
(2) Suppose that we have one of the following objects on (X1, Û1) and on
(X2, Û2) such that their restrictions to ∂C1(X1, Û1) and to ∂C2(X2, Û2) are
isomorphic each other (or coincide each other) when we identify ∂C1(X1, Û1)
with ∂C2(X2, Û2) under the diffeomorphism Iˆ. Then we obtain the corre-
sponding object on (X, Û).
(a) Differential form.
(b) Strongly smooth map to a manifold.
(c) CF-perturbation.
(d) Multi-valued perturbation.
(3) Let hi (i = 1, 2) be differential forms on (Xi, “Ui), fi : (Xi, “Ui)→M strongly
smooth maps, and Ŝi CF-perturbations of (Xi, “Ui) such that fi is strongly
submersive with respect to Ŝi respectively. Suppose we can glue them in
the sense of Item (2) and obtain h, f and “S. Then we have
f !(h; Ŝǫ) = f1!(h1;”Sǫ1) + f2!(h2;”Sǫ2).
(4) In addition, suppose that we have (Xi, Û ′i) (i = 1, 2) and Iˆ ′ : ∂C1(X1, Û ′1) ∼=
∂C2(X2, Û ′2) as above. (Note that both of Û ′i and “Ui are Kuranishi structures
of Xi for each i = 1, 2.)
We also assume that we have embeddings (Xi, Û ′i)→ (Xi, “Ui) of Kuran-
ishi structures for i = 1, 2 that are compatible with Î and Î ′ in an obvious
sense. Then the embeddings induce an embedding of Kuranishi structures
: Û ′1 C1 ∪C2 Û ′2 → Û1 C1 ∪C2 Û2.
The compatibility of objects (a)(b)(c)(d) in Item (2) is preserved by this
process.
(5) We have a stratumwise submersive map:
(X1, Û1) C1 ∪ C2 (X2, Û2)→ P1 C1 ∪C2 P2.
The proof is immediate from Definition-Lemma 18.52.
Situation 18.55. Suppose that we are in Situation 16.20. Let P1, P2, ∂CiPi ⊂
∂Pi and I : ∂C1P1 → ∂C2P2 be as in Definition-Lemma 18.52. Let NPi is a Pi-
parametrized morphism from F1 to F2. We denote by
Ni(α−, α+;Pi)
the interpolation space of NPii . We obtain a ∂CiPi-morphism N
∂CiPi from F1 to
F2, whose interpolation space is
Ni(α−, α+; ∂CiPi) = ∂CiPi ×Pi Ni(α−, α+;Pi).
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We assume thatN∂C1P1 is isomorphic toN∂C2P2 under an isomorphism which covers
I : ∂C1P1 → ∂C2P2 in an obvious sense. 
Definition-Lemma 18.56. In Situation 18.55, we can glue NP1 and NP2 to define
a P -parametrized morphism NP for P = P1 C1 ∪C2 P2 from F1 to F2 with the
following properties.
(1) The interpolation space of NP is
N1(α−, α+;P1) C1 ∪ C2 N2(α−, α+;P2).
(2) The boundary of NP is
NP1 |∂Cc
1
P1 C1 ∪ C2 NP1 |∂Cc
2
P2 .
The proof is immediate from Definition-Lemma 18.54.
Now we return to the situation of Lemma-Definition 16.38. We recall that to
prove Item (1) we glued two [0, 1]-parametrized morphisms Hi(32) ◦Ni21 and Ni32 ◦
Hi(21) along a part of their boundaries, and to prove Item (2) we glued two [0, 1]
2-
parametrized morphismsNi+132 ◦Hi and Hi(32)◦Hi(ab) along a part of their boundaries.
Using Definition-Lemma 18.56, we can perform such gluing.
Proof of Lemma-Definition 16.38 (3). We can prove transitivity by gluing two ho-
motopies by using Definition-Lemma 18.56. Other properties are easier to prove so
omitted. 
18.9. Identity morphism. In this subsection, we define the identity morphism.
Remark 18.57. Note that we can not define the identity morphism by defining
its interpolation space such as
N (α−, α+) =
®
Rα− α− = α+,
∅ α− 6= α+.
(18.49)
In fact, for α− 6= α+, (16.25) and (18.49) yield
∂N (α−, α+)
⊇ (M(α−, α+)×Rα+ N (α+, α+)) ∪ (N (α−, α−)×Rα− M(α−, α+))
=M(α−, α+) ⊔M(α−, α+)
(18.50)
which is not an empty set in general.
Suppose that we put two different systems of perturbations on M(α, β). They
give two different coboundary oprations of the Floer cochain complex on CF (C).
We can use the identity morphism and a system of perturbations on its interpolation
spaces to define a cochain map between them. This is the way how we proceed in
Section 19. While working out this proof, we put two different perturbations on the
two copies on M(α−, α+) appearing in the right hand side of (18.50) and extend
them to N (α−, α+). Thus the fact that N (α−, α+) is nonempty is important for
proving that Floer cohomology is independent of perturbations by using the identity
morphism.
Let F be a linear K-system whose space of connecting orbits is given byM(α−, α+).
We will define the identity morphism from F to itself. The interpolation spaces are
defined as follows.
Definition 18.58. (1) We define
◦
N (α−, α+) as follows.
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(a) If α− 6= α+, then
◦
N (α−, α+) =
◦
M(α−, α+)× R.
(b) If α = α− = α+, then
◦
N (α, α) = Rα.
(2) We compactify
◦
N (α−, α+) as follows. In case α = α− = α+, we put
N (α, α) =
◦
N (α, α).
In case α− 6= α+, a stratum
◦
Sk(N (α−, α+)) of the compactification
N (α−, α+) is the union of the following two types of fiber products:
(a)
◦
M(α−, α1)×Rα1
◦
M(α1, α2)×Rα2 · · · ×Rαk′−1
◦
M(αk′−1, αk′)
×Rα
k′
(
◦
M(αk′ , αk′+1)× R)
×Rα
k′+1
◦
M(αk′+1, αk′+2)×Rα
k′+2
· · · ×Rαk
◦
M(αk, α+).
(18.51)
Here we take all possible choices of k′, α1, . . . , αk with 0 ≤ k′ ≤ k + 1
and
E(α−) < E(α1) < · · · < E(αk′) < · · · < E(αk) < E(α+).
(b)
◦
M(α−, α1)×Rα1
◦
M(α1, α2)×Rα2 · · · ×Rαk′−1
◦
M(αk′−1, αk′)
×Rα
k′
Rαk′
×Rα
k′
◦
M(αk′ , αk′+1)×Rα
k′+1
· · · ×Rαk−1
◦
M(αk−1, α+).
(18.52)
Here we take all possible choices of k′, α1, . . . , αk−1 with 0 ≤ k′ ≤ k
and
E(α−) < E(α1) < · · · < E(αk′ ) < · · · < E(αk−1) < E(α+).
Remark 18.59. (1) In (2)(a) above, we regard α0 = α− and αk+1 = α+. For
example, in the case k′ = 0, the stratum (18.51) becomes
(
◦
M(α−, α1)× R)×Rα1
◦
M(α1, α2)×Rα2 · · · ×Rαk
◦
M(αk, α+).
(2) Similarly in (2)(b) above, we regard α0 = α− and αk = α+. For example,
in the case k′ = k, the stratum (18.52) becomes
◦
M(α−, α1)×Rα1
◦
M(α1, α2)×Rα2 · · · ×Rαk−1
◦
M(αk−1, α+)×Rα+ Rα+ . (18.53)
(3) Indeed, (18.52) is isomorphic to
◦
M(α−, α1)×Rα1
◦
M(α1, α2)×Rα2 · · · ×Rαk′−1
◦
M(αk′−1, αk′ )
×Rα
k′
◦
M(αk′ , αk′+1)×Rα
k′+1
· · · ×Rαk−1
◦
M(αk−1, α+).
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We write it as in (18.52) to distinguish the various components, that is ac-
tually the same space. However, in the definition of
◦
Sk(N (α−, α+)) above,
we regard those various components written as (18.52) as different spaces.
(4) Similarly, the space (18.51) is independent of k′ = 0, . . . , k + 1 up to iso-
morphism. However, we regard them as different spaces in the definition of
◦
Sk(N (α−, α+)).
Lemma-Definition 18.60. There exists a morphism from F to itself whose in-
terpolation space has a stratification described in Definition 18.58. We call the
morphism the identity morphism. We can also define the identity morphism in the
case of partial linear K-systems in the same way.
Before proving the lemma we give an example.
Example 18.61. Let us consider the case when there is exactly one α such that
E(α−) < E(α) < E(α+). Then N (α−, α+) is stratified as follows:
◦
S0(N (α−, α+)) =
◦
M(α−, α+)× R.
◦
S1(N (α−, α+)) =(
◦
M(α−, α)× R)×Rα
◦
M(α, α+)
∪
◦
M(α−, α)×Rα (
◦
M(α, α+)× R)
∪Rα− ×Rα−
◦
M(α−, α+)
∪
◦
M(α−, α+)×Rα+ Rα+ .
(18.54)
◦
S2(N (α−, α+)) =Rα− ×Rα−
◦
M(α−, α)×Rα
◦
M(α, α+)
∪
◦
M(α−, α)×Rα Rα ×Rα
◦
M(α, α+)
∪
◦
M(α−, α)×Rα
◦
M(α, α+)×Rα+ Rα+ .
(18.55)
See Figure 17. Note that in this case M(α−, α+) has a Kuranishi structure with
boundary
◦
M(α−, α) ×Rα
◦
M(α, α+) and without corner. The K-space N (α−, α+)
may be regarded as M(α−, α+) × [0, 1]. However the stratification of N (α−, α+)
is different from that ofM(α−, α+)× [0, 1]. Namely we stratifyM(α−, α+)× [0, 1]
as follows:
Its codimension 0 stratum is
(0) M(α−, α+)× [0, 1].
Its codimension 1 strata are
(1-1) M(α−, α+)× {0},
(1-2) M(α−, α+)× {1},
(1-3) ∂M(α−, α+)× [0, 1/2],
(1-4) ∂M(α−, α+)× [1/2, 1].
Its codimension 2 strata are
(2-1) ∂M(α−, α+)× {0},
(2-2) ∂M(α−, α+)× {1/2},
(2-3) ∂M(α−, α+)× {1}.
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The strata (1-1), (1-2), (1-3), (1-4) correspond to the 1st, 2nd, 3rd, 4th terms of
(18.54), respectively. The strata (2-1), (2-2), (2-3) correspond to the 1st, 2nd, 3rd
terms of (18.55), respectively. Note that N (α−, α+) has an R-action preserving the
M(α
−
, α+)× (0, 1)
M(α
−
, α+)× {0}
M(α
−
, α+)× {1}
(M(α
−
, α)× R)×Rα M(α,α+)
M(α
−
, α)×Rα (M(α,α+)× R)
M(α
−
, α)×Rα Rα ×Rα M(α,α+)
Rα
−
×Rα
−
M(α
−
, α)×Rα M(α,α+)
M(α
−
, α)×Rα M(α,α+)×Rα+ Rα+
Figure 17. N (α−, α+): Case 1
stratification. Namely, on the stratum where there is a (0, 1) factor, we identify it
with R and the R action is the translation on it. The other strata are in the fixed
point set of this action.
The quotient space N (α−, α+)/R is similar toM(α−, α+) but is different there-
from. In the case of our example,
◦
S0(N (α−, α+))/R =
◦
S0(M(α−, α+)) =
◦
M(α−, α+).
However
◦
S1(N (α−, α+))/R is the union of the disjoint union of 2 copies of
◦
S0(M(α−, α+))
and the disjoint union of two copies of
◦
S1(M(α−, α+)). Moreover
◦
S2(N (α−, α+))/R
is the disjoint union of three copies of
◦
S1(M(α−, α+)). Then the quotient space
N (α−, α+)/R with quotient topology is non-Hausdorff. At any rate, we do not use
the quotient space in this article at all.
When there exist exactly two α and α′ with E(α−) < E(α) < E(α
′) < E(α+),
the stratification of N (α−, α+) is drawn in Figure 18. We note that in this figure
all the codimension two strata (the vertices in Figure 18) are contained in exactly
three edges. So its neighborhood can be identified with a corner point.
Proof of Lemma-Definition 18.60. We first explain the way how we glue the strata
and define the topology on N (α−, α+). (See Subsubsection 18.10.2 for a geometric
origin of the identification (18.56).)
Let E be the energy homomorphism. We will identity
N (α−, α+) ∼=M(α−, α+)× [E(α−), E(α+)] (18.56)
as follows. We identify the factorR in (18.51) with the open interval (E(αk′ ), E(αk′+1)).
The fiber product of other factors in (18.51) is
◦
M(α−, α1)×Rα1
◦
M(α1, α2)×Rα2 · · · ×Rαk
◦
M(αk, α+) (18.57)
and is a component of
◦
Sk(M(α−, α+)). Thus (18.51) is identified with a subset of
◦
Sk(M(α−, α+))× (E(αk′ ), E(αk′+1))
that is a subset of (18.56).
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M(α
−
, α)×Rα M(α,α+)×Rα+ Rα+
M(α
−
, α)×R
α
M(α , α+)×Rα+ Rα+
M(α
−
, α)×R
α
Rα ×R
α
M(α , α+)
M(α
−
, α)×Rα Rα ×Rα M(α,α+)
Rα
−
×Rα
−
M(α
−
, α)×Rα M(α,α+)
Rα
−
×Rα
−
M(α
−
, α )×R
α
M(α , α+)
Rα
−
×Rα
−
M(α
−
, α)×Rα M(α,α )×Rα M(α , α+)
M(α
−
, α)×Rα Rα ×Rα M(α,α )×Rα M(α , α+)
M(α
−
, α)×Rα M(α,α )×Rα Rα ×Rα M(α , α+)
M(α
−
, α)×Rα M(α,α )×Rα M(α , α+)×Rα+ Rα+
M(α
−
, α)×Rα (M(α,α )× R)×Rα M(α , α+)
(M(α
−
, α)× R)×Rα M(α,α )×Rα M(α , α+)
M(α
−
, α)×Rα M(α,α )×Rα (M(α , α+)× R)
M(α
−
, α+)× {1}
 
 (top)
M(α
−
, α+)× {0}
 
 (bottom)
(M(α
−
, α )× R)×R
α
M(α,α+)
 
 (rear side)  (front side)
 
 (front side)
M(α
−
, α )×R
α
(M(α,α+)× R)
 
 (rear side)
M(α
−
, α)×Rα (M(α,α+)× R)
(M(α
−
, α)× R)×Rα M(α,α+)
Figure 18. N (α−, α+): Case 2
We next consider the fiber product (18.52). This space is isomorphic to (18.57)
and so is a component of
◦
Sk(M(α−, α+)). We set its (E(α−), E(α+)) factor as
E(αk′). Thus (18.52) is a subset of
◦
Sk(M(α−, α+)) × {E(αk′)}
that is a subset of (18.56).
We have thus specified the way how we embed all the strata of N (α−, α+) into
(18.56). It is easy to see that they are disjoint from one another and their union
gives (18.56). Thus we identify N (α−, α+) with (18.56) and define the topology on
N (α−, α+) using this identification.
As we observed in Example 18.61, the space N (α−, α+) is homeomorphic to
M(α−, α+)× [0, 1] but its corner structure stratification is different from the direct
product. We next define a Kuranishi structure with corners on N (α−, α+) com-
patible with the stratification by (18.51) and (18.52). We will define a Kuranishi
neighborhood of each point of N (α−, α+) below.
Firstly let pˆ be a point of (18.51). We write pˆ = (p, s0) where p is an element
of (18.57) and s0 ∈ (E(αk′ ), E(αk′+1)). Let Up be a Kuranishi neighborhood of
p. For simplicity of the discussion, we assume that Up consists of a single orbifold
chart Vp/Γp. (In the general case we can perform the construction below for each
orbifold chart.) Then Vp is an open set of V p× [0, 1)k. We put Up × (s0 − ǫ, s0+ ǫ)
as our Kuranishi neighborhood of pˆ. In fact, the parametrization map s−1pˆ (0) →
N (α−, α+) is defined as follows. Let (q, s) ∈ s−1pˆ (0). Then q parametrizes certain
point of M(α−, α+). Hence (q, s) defines a point in (18.56). Therefore we obtain
ψpˆ(q, s) ∈ N (α−, α+) by our identification.
Next we consider the case pˆ is in (18.52). First we suppose k′ = k. Then (18.52)
coincides with (18.53) that is identified with a subset of
◦
Sk(α−, α+)× {E(α+)} ⊂
◦
Sk(α−, α+)× ∂[E(α−), E(α+)].
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We take Up × (E(α+)− ǫ, E(α+)] as our Kuranishi neighborhood Upˆ. Here Up is a
Kuranishi neighborhood of p in M(α−, α+). The definition of the parametrization
map is similar to the first case. The case k′ = 0 is similar to the above case.
The case k′ 6= k and k′ 6= 0 is the most involved, which we discuss now. We will
construct a Kuranishi neighborhood of pˆ = (p,E(αk′ )). Let Up be the Kuranishi
neighborhood of p in (18.57). Put p = (p0, p1, . . . , pk) according to this fiber product
and take a Kuranishi neighborhood Upi of pi in
◦
M(αi, αi+1). Then the orbifold
chart of Up is given by
Up0 ×Rα1 × · · · ×Rαk Upk × [0, ǫ)k.
Wewrite its element as (x0, . . . , xk; (t1, . . . , tk)). We note that the triple (xk′−1, xk′ , tk′)
parametrizes a Kuranishi neighborhood of (pk′−1, pk′) in M(αk′−1, αk′+1).
For s′ ∈ (E(αk′ )− ǫ, E(αk′ ) + ǫ) we write (t, s) = (tk′ , s′ − E(αk′ )) and change
variables from (t, s) to (ρ, σ) ∈ [0, 1)2 by
t = ρσ, s = ρ− σ.
In other words,
ρ =
s+
√
s2 + 4t
2
, σ =
−s+√s2 + 4t
2
. (18.58)
We use x0, . . . , xk, t1, . . . , tk′−1, tk′+1, . . . , tk and ρ, σ as the coordinates of
Up0 ×Rα1 × · · · ×Rαk Upk × [0, ǫ)k × (E(αk′ )− ǫ, E(αk′ ) + ǫ). (18.59)
This gives a smooth structure on (18.59). In fact, the point pˆ lies in the codimension
k+1 corner in this smooth structure which is different from the direct product smooth
structure on (18.59). (We note that pˆ lies in the codimension k corner with respect
to the direct product smooth structure.)
To complete the definition of the Kuranishi structure of
◦
N (α−, α+) it suffices to
show that the coordinate change is admissible in this last case. (Admissibility of
the coordinate change is trivial in other cases.) We will check it below.
We denote by y the totality of the coordinates x0, . . . , xk, t1, . . . , tk′−1, tk′+1, . . . , tk.
Then y, t, s or y, ρ, σ are the coordinates of our Kuranishi neighborhood. Let y′, t′, s′
or y′, ρ′, σ′ be the other coordinates. Then the coordinate change among them is
given by
y′ = ϕ(y, t), t′ = ψ(y, t), s′ = s,
where ϕ and ψ are smooth and satisfy∥∥∥∥∂y′∂t
∥∥∥∥
Ck
≤ Cke−ck/t, ‖t′ − t‖Ck ≤ Cke−ck/t
for some ck > 0, Ck > 0. (See Definition 25.7, Lemma 25.9 (2) and (25.6).) We
note that y′ and t′ are independent of s. Then using (18.58) it is easy to check∥∥∥∥∂y′∂ρ
∥∥∥∥
Ck
≤ Cke−ck/ρ,
∥∥∥∥∂y′∂σ
∥∥∥∥
Ck
≤ Cke−ck/σ
and
‖ρ′ − ρ‖Ck ≤ Cke−ck/ρ, ‖σ′ − σ‖Ck ≤ Cke−ck/σ.
This implies admissibility of the coordinate change with respect to our new coor-
dinates. Thus we have constructed a Kuranishi structure on N (α−, α+).
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We define evaluation maps ev± on N (α−, α+) by taking one on the factor where
α− or α+ appears. The periodicity isomorphism and orientation isomorphism are
induced by ones on M(α−, α+) in an obvious way.
We note that in (18.51) the factor
◦
M(αk′ , αk′+1) × R can be identified with
◦
N (αk′ , αk′+1) and in (18.52) the factor Rαk′ can be identified with
◦
N (α−, α+).
The fact that N (α−, α+) satisfies Conditions 16.23 and 16.28 is a consequence of
the compatibility condition at the boundary and the corner of M(α−, α+). The
proof of Lemma-Definition 18.60 is now complete. 
Remark 18.62. In the situation where we obtain a linear K-system from the Floer
equation of periodic Hamiltonian system, morphisms among them are obtained
by studying the two parameter family of Hamiltonians H : R × S1 × M → R,
Hτ,t(x) = H(τ, t, x). In that case the interpolation space is the compactified moduli
space of solutions of the equation
∂u
∂τ
+ J
Å
∂u
∂t
−XHτ,t(u)
ã
= 0. (18.60)
See [FOOO12, Section 9]. In the case when Hτ,t = Ht is τ independent, the mor-
phism we obtain becomes the identity morphism defined above. (See Subsubsection
18.10.1.)
The next proposition shows the identity morphism ID is a homotopy unit with
respect to the composition of morphisms.
Proposition 18.63. For any morphism N, the compositions N ◦ ID and ID ◦N
are both homotopic to N.
Proof. We will prove N ◦ ID ∼ N. The proof of ID ◦ N ∼ N is similar. Let
N (α−, α+) be an interpolation space of N. By the definition of the composition
N ◦ ID, its interpolation space is decomposed into the following two types of fiber
products:
(1)
◦
M1(α−, α1)×Rα1
◦
M1(α1, α2)×Rα2 · · · ×Rαk′
1
−1
◦
M1(αk′1−1, αk′1)
×Rα
k′
1
(
◦
M1(αk′
1
, αk′
1
+1)× R)
×Rα
k′
1
+1
◦
M1(αk′1+1, αk′1+2)×Rαk′
1
+2
· · · ×Rαk1−1
◦
M1(αk1−1, αk1)
×Rαk1
◦
N (αk1 , α′1)
×Rα′
1
◦
M2(α′1, α′2)×Rα′
2
· · · ×Rα′
k2
◦
M2(α′k2 , α′+).
(18.61)
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(2)
◦
M1(α−, α1)×Rα1
◦
M1(α1, α2)×Rα2 · · · ×Rαk′
1
−1
◦
M1(αk′1−1, αk′1)
×Rα
k′
1
Rαk′
1
×Rα
k′
1
◦
M1(αk′
1
, αk′
1
+1)×Rα
k′
1
+1
· · · ×Rαk1−1
◦
M1(αk1−1, αk1)
×Rαk1
◦
N (αk1 , α′1)
×Rα′
1
◦
M2(α′1, α′2)×Rα′
2
· · · ×Rα′
k2
◦
M2(α′k2 , α′+).
(18.62)
Note that the process of gluing, described in the proof of Lemma-Definition 16.35, is
included in this description. Namely, the fiber products (18.61), (18.62) appear only
once in this decomposition. We also note that N (α−, α′+), that is an interpolation
space of N, is decomposed into
◦
M1(α−, α1)×Rα1 · · · ×Rαk1−1
◦
M1(αk1−1, αk1)
×Rαk1
◦
N (αk1 , α′1)
×Rα′
1
◦
M2(α′1, α′2)×Rα′
2
· · · ×Rα′
k2
◦
M2(α′k2 , α′+).
(18.63)
By Definition 16.30 of homotopy, it suffices to find a K-space whose boundary is
a union of (18.61), (18.62), (18.63) and the obvious component N (α−, α+; ∂[0, 1])
corresponding to the last line in (16.31). (We omit the last obvious component
here.)
The interpolation space of our homotopy between N ◦ ID and N is stratified so
that its strata are (18.61), (18.62), (18.63) and the following spaces (18.64), (18.65):
◦
M1(α−, α1)×Rα1 · · · ×Rαk1−1
◦
M1(αk1−1, αk1)
×Rαk1
◦
N (αk1 , α′1)× (0, 1)
×Rα′
1
◦
M2(α′1, α′2)×Rα′
2
· · · ×Rα′
k2
◦
M2(α′k2 , α′+),
(18.64)
◦
M1(α−, α1)×Rα1 · · · ×Rαk1−1
◦
M1(αk1−1, αk1)
×Rαk1
◦
N (αk1 , α′1)× {0, 1}
×Rα′
1
◦
M2(α′1, α′2)×Rα′
2
· · · ×Rα′
k2
◦
M2(α′k2 , α′+).
(18.65)
We claim that the union of (18.61), (18.62), (18.63) and (18.64), (18.65) above has
a Kuranishi structure with corner. The proof follows.
We first define a topology on the disjoint union N (α−, α′+; [0, 1]) of the spaces
(18.61) - (18.65). Let c be the energy loss of N. We identify the underlying
topological space of N (α−, α′+; [0, 1]) with
N (α−, α′+)× [E(α−), E(α′+) + c]. (18.66)
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See Subsubsection 18.10.4 for the geometric origin of this identification. We identify
(18.61) - (18.65) to a subset of (18.66) as follows.
(The case of (18.61)): We identify the R factor with (E(αk′
1
), E(αk′
1
+1)). The
fiber product of the other factors is
◦
M1(α−, α1)×Rα1
◦
M1(α1, α2)×Rα2 · · · ×Rαk1−1
◦
M1(αk′
1
−1, αk′
1
)
×Rαk1
◦
N (αk1 , α′1)
×Rα′
1
◦
M2(α′1, α′2)×Rα′
2
· · · ×Rα′
k2
◦
M2(α′k2 , α′+),
(18.67)
which is a subset ofN (α−, α′+). Thus (18.61) is identified with the subset of (18.66).
(The case of (18.62)): (18.62) is the same as (18.67) and so is a subset of
N (α−, α′+). We take E(α′k1) as the [E(α), E(α′) + c] factor and regard (18.62) as
a subset of (18.66).
(The case of (18.63)): (18.63) is again the same as (18.67) and so is a subset of
N (α−, α′+). We take E(α′) + c as the [E(α), E(α′) + c] factor and regard (18.63)
as a subset of (18.66).
(The case of (18.64) ∪ (18.65)): We identify [0, 1] with [E(αk1 ), E(α′)+c]. The
fiber product of the other factors is the same as (18.67). Thus (18.64) is identified
with a subset of (18.66).
Thus we have identified the union N (α−, α′+; [0, 1]) of (18.61) - (18.65) with
(18.66). Using this identification we define the topology of N (α−, α′+; [0, 1]).
In a way similar to the proof of Lemma-Definition 18.60 we define a Kuranishi
structure on N (α−, α′+; [0, 1]) as follows. We first observe that codimension 1 strata
of N (α−, α′+; [0, 1]) are one of the following four types of fiber products:
(
◦
M1(α−, α1)× R)×Rα1
◦
N (α1, α′+), (18.68)
◦
M1(α−, α1)×Rα1 (
◦
N (α1, α′+)× (0, 1)), (18.69)
◦
N (α−, α′+)× {0}, (18.70)
◦
N (α−, α′+)× {1}. (18.71)
The R factor in (18.68) is identified with (E(α−), E(α1)). The (0, 1) factor in
(18.69) is identified with (E(α1), E(α
′
+) + c). They are glued where these factors
are identified with E(α1). The union is identified with
(
◦
M1(α−, α1)×Rα1
◦
N (α1, α′+))× (E(α−), E(α′+) + c)). (18.72)
However we regard the subset
(
◦
M1(α−, α1)×Rα1
◦
N (α1, α′+))× {E(α1)} (18.73)
of (18.72) not as a codimension 2 stratum, that is, a corner. In other words, we
bend the space (18.72) at (18.73). This bending is performed in the same way as
the argument of case k′ 6= 0, k in the proof of Lemma-Definition 18.60.
The point {0} in (18.70) is identified with E(α−). Therefore the closures of
(18.70) and of (18.72) intersect at the codimension 2 stratum
(
◦
M1(α−, α1)×Rα1
◦
N (α1, α′+))× {E(α−)}.
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We smooth this corner in the way we explain Subsection 18.6. In fact, this smooth-
ing occurs during the definition of the composition N ◦ ID. (See Definition 18.37.)
The point {1} in (18.71) is identified with E(α′+). Therefore, the closures of
(18.71) and of (18.72) intersect at the codimension 2 stratum
(
◦
M1(α−, α1)×Rα1
◦
N (α1, α′+))× {E(α′+)}.
We do not smooth this corner.
We can perform an appropriate bending or smoothing and check the consis-
tency at the corner of higher codimension by using the compatibility conditions of
Mi(α1, α2), (i = 1, 2) and of N (α, α′).
We define a map N (α−, α′+; [0, 1])→ [0, 1] appearing in Condition 16.20 (IV), so
that the inverse image of {0} is the closure of the union of the strata (18.68) and
(18.70). The inverse image of {1} is the closure of the union of the strata (18.71).
We note that this map is not diffeomorphic to the projection
N (α−, α′+; [0, 1]) ∼= N (α−, α′+)× [E(α−), E(α′+)+c]→ [E(α−), E(α′+)+c]→ [0, 1],
where the first identification is one we used to define the topology ofN (α−, α′+; [0, 1])
by identifying it with (18.66).
We are now ready to wrap up the proof of Proposition 18.63. So far we have
defined a K-space N (α−, α′+; [0, 1]). It has most of the properties of the interpola-
tion space of the homotopy. In other words, its boundary has mostly the required
properties, except the boundary is related to the composition N◦ID before trivial-
ization of the boundary and smoothing the corner took place. Therefore to obtain
the required interpolation space of homotopy we perform partial trivialization of
the corner and smoothing corner at those trivialized corners. (See Subsection 18.6.)
Namely the required interpolation space of the homotopy is
N (α−, α′+; [0, 1])C⊞τ
where C is the part of the boundary corresponding to {1} ∈ [0, 1] in the factor [0, 1].
Thus we obtain an interpolation space of the required [0, 1] parametrized morphism
and complete the proof of Proposition 18.63. 
Example 18.64. We consider the case when ∂N (α−, α+) has only one component
M(α−, α)×Rα N (α, α+). Then the top stratum of our homotopy is N (α−, α+)×
[0, 1]. There are 4 codimension 1 strata that are N (α−, α+), Rα−×Rα−N (α−, α+),
(M(α−, α)×R)×RαN (α, α+), andM(α−, α)×Rα (N (α, α+)× [0, 1]). The first one
corresponds to the morphism N. The union of the second and the third corresponds
to the morphism N ◦ ID. (See Figure 19.)
Example 18.65. Let us consider the case when there are α1 and α2 such that
∂N (α−, α+) =M(α−, α1)×Rα1 N (α1, α+) ∪M(α−, α2)×Rα2 N (α2, α+)
and the two components in the right hand side are glued at the cornerM(α−, α1)×Rα1×N (α1, α2)×Rα2 N (α2, α+). Then our homotopy has one top stratum N (α, α+)×
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N (α
−
, α+)
N (α
−
, α+)× R
Rα
−
×Rα
−
N (α
−
, α+)Rα
−
×Rα
−
M(α
−
, α)×Rα N (α,α+)
M(α
−
, α)×Rα Rα ×Rα N (α,α+)
M(α
−
, α)×Rα N (α,α+)×Rα+ Rα+
(M(α
−
, α)× R)×Rα N (α,α+)
M(α
−
, α)×Rα (N (α,α+)× R)
Figure 19. Homotopy between N ◦ ID and N: Case 1
(0, 1) and 6 codimension 1 strata. Those 6 strata are
Rα− ×Rα− N (α−, α+),
(M(α−, α1)× R)×Rα1 N (α1, α+),
(M(α−, α2)× R)×Rα2 N (α2, α+),
M(α−, α1)×Rα1 (N (α1, α+)× (0, 1)),
M(α−, α2)×Rα1 (N (α2, α+)× (0, 1)),
N (α−, α+).
The first 3 strata consist N ◦ ID and the last stratum is N. See Figure 20. We
note that each vertex in the figure is contained in exactly three edges. So this
configuration is one of manifold with boundary. (However, note that the boundaries
in the interior of 3 strata consisting N ◦ID are smooth during the definition of the
composition.)
 
 (top)
 
 (bottom)
 
 (rear side)  (front side)
 
 (front side)
 
 (rear side)
Rα
−
×Rα
−
N (α
−
, α+)
N (α
−
, α+)×Rα+ Rα+
M(α
−
, α)×Rα N (α,α+)×Rα+ Rα+
M(α
−
, α )×R
α
N (α , α+)×Rα+ Rα+
M(α
−
, α)×Rα Rα ×Rα N (α,α+)
Rα
−
×Rα
−
M(α
−
, α )×R
α
N (α , α+)
Rα
−
×Rα
−
M(α
−
, α)×Rα N (α,α+)
M(α
−
, α )×R
α
Rα ×R
α
N (α , α+)
M(α
−
, α )×R
α
(N (α , α+)× R)
M(α
−
, α)×Rα (N (α,α+)× R) (M(α−, α )× R)×Rα N (α , α+)
(M(α
−
, α)× R)×Rα N (α,α+)
M(α
−
, α)×Rα (M(α,α )× R)×Rα N (α , α+)
(M(α
−
, α)× R)×Rα M(α,α )×Rα N (α , α+)
M(α
−
, α)×Rα M(α,α )×Rα (N (α , α+)× R)
M(α
−
, α)×Rα M(α,α )×Rα Rα ×Rα N (α , α+)
M(α
−
, α)×Rα M(α,α )×Rα N (α , α+)×Rα+ Rα+
M(α
−
, α)×Rα Rα ×Rα M(α,α )×Rα N (α , α+)
Rα
−
×Rα
−
M(α
−
, α)×Rα M(α,α )×Rα N (α , α+)
Figure 20. Homotopy between N ◦ ID and N: Case 2
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Remark 18.66. The proof of Proposition 18.63 seems rather complicated. We can
prove Proposition 18.63 for the case appearing in our geometric application, in a
more intuitive way. See Subsection 18.10.
In the rest of this subsection, we describe an alternative way to define the iden-
tity morphism ID and a homotopy between N◦ID and N. The method we explain
below is similar to that of [FOOO3, Subsection 4.6.1] in defining an A∞ homomor-
phism, where we used time ordered fiber products. We put
Ck(R) = {(τ1, . . . , τk) ∈ (R ∪ {±∞})k | τ1 ≤ · · · ≤ τk}.
When α− 6= α+, we consider the union of
M(α−, α1)×Rα1 M(α1, α2)×Rα2 · · · ×Rαk−1 M(αk−1, α+)× Ck(R) (18.74)
over various k. When α− = α+ = α, we consider Rα instead of (18.74). We glue
them as follows. For the point (τ1, . . . , τk) ∈ Ck(R) with τi = τi+1, we put
(τ1, . . . , τi, τi+2, . . . , τk) = (τ
′
1, . . . , τ
′
k−1).
We also consider the embedding
Ii :M(α−, α1)×Rα1 · · · ×Rαk−1 M(αk−1, α+)
⊂M(α−, α1)×Rα1 · · ·M(αi, αi+2) · · · ×Rαk−1 M(αk−1, α+)
which is induced by the inclusion map
M(αi, αi+1)×Rαi+1 M(αi+1, αi+2) ⊂ ∂M(αi, αi+2) ⊂M(αi, αi+2).
We now identify
(x, (t1, . . . , tk)) ∼ (Ii(x), (t′1, . . . , t′k−1)).
Under this identification we obtain a K-space with corners, which we take as an
interpolation space ID(α−, α+) of our morphism ID. (We actually need to smooth
the corner for this purpose.)
Note that we consider the part where τi = −∞, i = 1, . . . , k to find
Ŝk(ID(α−, α+))
⊃M(α−, α1)×Rα1 · · · ×Rαk−1 M(αk−1, αk)×Rαk ID(αk, α+).
We also have a similar embedding in the case when τi = +∞ and consider both of
them. Then we find that ID has the required structure at the corners.
To construct a homotopy from N ◦ ID to N we consider the union of
M(α−, α1)×Rα1 M(α1, α2)×Rα2 · · · ×Rαk−1 N (αk−1, α+)× Ck(R) (18.75)
over various k and identify them in a similar way. Here τk ∈ R ∪ {±∞} ∼= [1, 2]
defines a map to [1, 2]. We can prove that this space is an interpolation space of a
[1, 2]-parametrized family of morphisms and gives a homotopy from N to N ◦ ID.
Remark 18.67. The second method explained above seems to be shorter. (To
work out the detail of the second map, we need to glue several K-spaces to obtain
the required K-space. We omit this detail.) Here however we present the first
one in detail since it is directly tied to the geometric situation appearing in the
Floer theory of periodic Hamiltonian system as we mentioned in Remark 18.62 and
explained in Subsection 18.10.
The identity morphism obtained by the second method also appears in geomet-
ric situation in a different case. For example, when we consider two Lagrangian
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submanifolds and Floer cohomology of their intersection. Let us assume there is no
pseudoholomorphic disk bounding one of those two Lagrangian submanifolds. Then
we can define Lagrangian intersection Floer theory as Floer did. ([Fl1]. See also
[FOOO3, Chapter 2].) When we prove the independence of the choice of compatible
almost complex structures, we consider a one-parameter family of moduli spaces
M(α1, α2; Jτ ) where α1, α2 are connected components of the intersections. From
this we can construct a similar moduli space as (18.74) which provides a required
cochain homotopy. In case if the family Jτ is the trivial family, it boils down to the
identity morphism constructed by the second method.
Remark 18.68. There is an alternative way to prove well-definedness of Floer
cohomology in the situation when Rα does not vary. We call it the bifurcation
method in [FOOO4, Subsection 7.2.14]. The method to use morphisms which is
taken in this section corresponds to the one which we called the cobordism method
there. There is a way to translate the bifurcation method to the cobordism method,
which is explained in [Fu2, Proposition 9.1, Remark 12.3]. When we start from the
bifurcation method and translate it to the cobordism method, the time ordered
fiber product appears. Then we end up with the same isomorphism as one we
obtain by the alternative proof.
18.10. Geometric origin of the definition of the identity morphism. In this
subsection we explain the geometric background of our definition of the identity
morphism given in Subsection 18.9. We assume the reader is familiar with the
construction of Floer cohomology of periodic Hamiltonian system such as the one
given in [Fl2]. Since the content of this subsection is never used in the proof of the
results of this article, the reader can skip this subsection if he/she prefers.
18.10.1. Interpolation space of the identity morphism. As we mentioned in Remark
18.62, when we study Floer cohomology of periodic Hamiltonian system on a sym-
plectic manifoldM , we define a morphism between two linear K-systems associated
to H : S1 ×M → R and to H ′ : S1 ×M → R by considering the homotopy
Hτ,t(x) = H(τ, t, x) : R× S1 ×M → R,
where H(τ, t, x) = H(t, x) for τ sufficiently small and H(τ, t, x) = H ′(t, x) for τ suf-
ficiently large, and the interpolation space of the morphism is the compactified mod-
uli space of the solutions of the equation (18.60). Note that (18.60) is not invariant
under translation of the τ ∈ R direction. We denote byM(Hτ,t; [γ−, w−], [γ−, w+])
the moduli space of solutions of (18.60) with asymptotic boundary condition
lim
τ→−∞
u(τ, t) = γ−(t), lim
τ→+∞
u(τ, t) = γ+(t).
(See Condition 15.2.) Moreover we assume [w−#u] = [w+]. Here γ−, γ+ are the
periodic orbits of the periodic Hamiltonian system associated to H and H ′ re-
spectively, and w− : (D
2, ∂D2) → (M,γ−), w+ : (D2, ∂D2) → (M,γ+) are disks
bounding them. We denote by [γ±, w±] its homology class.
We consider the Bott-Morse case. Namely the set of [γ−, w−] etc. consists of
(possibly positive dimensional) smooth manifolds {Rα}α. We put
M(Hτ,t;α−, α′+) :=
⋃
[γ−,w−]∈Rα− ,[γ+,w+]∈Rα′
+
M(Hτ,t; [γ−, w−], [γ−, w+]),
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that is the interpolation space of the morphisms. Then the codimension k corner
of M(Hτ,t;α−, α′+) is described by the union of
M(H ;α−, α1)×Rα1 · · · ×Rαk1−1 M(H ;αk1−1, αk1)
×Rαk1 M(Hτ,t;αk1 , α
′
1)
×Rα′
1
M(H ′;α′1, α′2)×Rα′
2
· · · ×Rα′
k2
M(H ′;α′k2 , α′+)
(18.76)
with k1 + k2 = k. Here the moduli space M(H ;αi, αi+1) is the set of solutions of
the Floer equation
∂u
∂τ
+ J
Å
∂u
∂t
−XHt(u)
ã
= 0 (18.77)
with asymptotic boundary condition given by Rαi , Rαi+1 . We note that we divide
the set of solutions by the R action defined by translation in the τ direction to obtain
M(H ;αi, αi+1). The space M(H ′;α′i, α′i+1) is defined in a similar way replacing
H by H ′.
To define the identity morphism, we consider the case when H = H ′ and take
the trivial homotopy. Namely,
H(τ, t, x) ≡ H(t, x).
Then the equation (18.60) is exactly the same as (18.77). However, there is one
important difference between them: When we consider the interpolation space of
the morphismM(Hτ,t;α−, α+) with Hτ,t = Ht, we do not divide the moduli space
by R action, even though in the case there is an R action. In other words, we have
an isomorphism:
◦
M(Hτ,t;α−, α+) =
◦
M(H ;α−, α+)× R.
Thus (18.76) becomes the closure of (18.51).
Another point we need to consider on M(Hτ,t;Rα− , Rα+) with Hτ,t = Ht is
that the case when R = Rα− = Rα+ can occur. In this case, the set of solutions of
(18.60) = (18.77) consists of maps each of which is constant in the τ ∈ R direction
and is an element of R in the t ∈ S1 direction. When we consider M(Hτ,t;R,R),
we did not regard them as the elements. Hence this space is empty. This is because
these elements are unstable because of the R invariance.
However, when we considerM(Hτ,t;Rα− , Rα+) with Hτ,t = Ht and R = Rα− =
Rα+ , this element u is included. This is because we do not regard the R translation
as a symmetry. In other words, we have an isomorphism
M(Hτ,t;R,R) = R
in this case. Thus (18.76) becomes the closure of (18.52).
18.10.2. Identification of interpolation space of the identity morphism with direct
product. Next we explain a geometric origin of the identification
N (α−, α+) ∼=M(α−, α+)× [E(α−), E(α+)], (18.78)
that is (18.56). In our geometric situation
M(α−, α+) =M(Rα− , Rα+)
and E(α) is the value of the action functional
AH([γ, w]) =
∫
w∗ω +
∫
S1
H(t, γ(t))
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at [γ, w] ∈ Rα. (Note that the sign here is opposite to one [FOOO12, (1.2)].)
Then our interpolation space N (α−, α+) is a compactification of
◦
N (α−, α+) =
◦
M(Rα− , Rα+)×R. An element of
◦
M(Rα− , Rα+) that is the interior ofM(Rα− , Rα+)
may be regarded as a map u : R× S1 →M satisfying (18.77) with the asymptotic
boundary condition specified by Rα− and Rα+ . Since we put an R factor in the
definition of N (α−, α+), its element is a map u itself but not an equivalence class
by the R action induced by the translation on the R direction. Therefor the loop
γτ : S
1 →M , γτ (t) = u(τ, t) is well-defined for each τ . Let [γ−, w−] be an element
of Rα− such that γ−(t) = limτ→−∞ u(τ, t). We consider the concatenation of w−
and the restriction of u to (−∞, τ ]× S1 and denote it by wτ . We put
E(u) = AH([γ0, w0]). (18.79)
Using the R action (τ0 · u)(τ, t) = u(τ + τ0, t), we have
E(τ0 · u) = AH([γτ0 , wτ0 ]).
Therefore E(τ0 · u) is an increasing function of τ0 ∈ R and
lim
τ0→−∞
E(τ0 · u) = E(α−), lim
τ0→+∞
E(τ0 · u) = E(α+).
Therefore using this function E we obtain a homeomorphism
◦
N (α−, α+) ∼=
◦
M(Rα− , Rα+)× (E(α−), E(α+)).
It is easy to see that this homeomorphism extends to (18.78).
18.10.3. Interpolation space of the homotopy. We next describe a geometric origin
of the homotopy N ◦ ID ∼ N given in the proof of Proposition 18.63.
We consider the case when the interpolation space of N is M(Hτ,t;R−, R+)
where Hτ,t is a homotopy from H to H
′. This moduli space is the set of solutions
of the equation (18.60) with asymptotic boundary condition given by R− and R+.
Note that Hτ,t is τ dependent. We write this Hτ,t as H
32
τ,t.
On the other hand, the interpolation space of the morphism ID is by definition
the set of solutions of (18.60) with Hτ,t = Ht, which is τ independent. We write
this Hτ,t = Ht as H
21
τ,t.
Then the composition N ◦ ID is obtained by using the two parameter family
of Hamiltonians concatenating Hτ,t and Ht as in (18.6). Let H
31,T = H31,Tτ,t be
obtained by this concatenation. More precisely, the interpolation space of N ◦ ID
appears when we take the limit of H31,T as T →∞. Note that in our case H31,T is
H31,T (τ, t, x) =

H(t, x) if τ ≤ −T0 − T
H21(τ + T, t, x) = H(t, x) if −T0 − T ≤ τ ≤ T0 − T
H2(t, x) = H(t, x) if T0 − T ≤ τ ≤ T − T0
H32(τ − T, t, x) = Hτ−T,t(x) if T − T0 ≤ τ ≤ T + T0
H3(t, x) = H ′(t, x) if T + T0 ≤ τ.
(18.80)
See Figure 21. Thus actually we have
H31,T (τ, t, x) = Hτ−T,t(x).
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τ τ
−∞ +∞
−T0 − T
T0 − T
−T
−T0 T
T0 T
T
+
+
H H
Hτ−T,t
Figure 21. H31,T (τ, t, x)
Therefore the set of solutions of (18.5), with respect to τ , t dependent Hamiltonian
H31,T , that is
∂u
∂τ
+ J
Å
∂u
∂t
−XHτ−T,t(u)
ã
= 0 (18.81)
is indeed independent of T up to the canonical isomorphism. Moreover if T = 0,
this equation is exactly the same as one we used to define N.
We consider the union of the set of solutions of (18.81) for T ∈ [0,∞). Namely⋃
T∈[0,∞)
◦
M(H31,T ;α−, α′+)× {T }. (18.82)
The interpolation space of the homotopy is a compactification of (18.82). Except the
part T =∞, the compactification is a product of [0,∞) and the compactification of
the moduli space of solutions of (18.81) for fixed T = 0, which isN (α−, α′+)×[0,∞).
31
However there is rather a delicate issue related to the (source) R action at the
limit as T →∞. Recall thatH21 is τ independent. As we already mentioned several
times, we do not use this symmetry to divide our moduli space. In order to clarify
this point, we take and fix a marked point and regard our moduli space as a map
from a marked cylinder. (We take some marked point (−T, 1/2) ∈ (−∞, 0]× S1.)
The coordinate T ∈ [0,∞) in turn becomes the [0,∞) factor of N (α−, α′+)× [0,∞).
We note that N (α−, α′+) is the set of solutions of
∂u
∂τ
+ J
Å
∂u
∂t
−XHτ,t(u)
ã
= 0. (18.83)
Then we can identify N (α−, α′+) × [0,∞) with the set of (u, (−T, 1/2)) where u
solves the equation (18.83) and T ∈ [0,∞). In other words, putting the marked
point (−T, 1/2) corresponds to shifting H31,0 to H31,T . Then by a standard gluing
31Note N (α−, α′+) =M(H
31,T ;α−, α′+).
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analysis we can describe its limit as T →∞ by the union of
M(H ;α−, α1)×Rα1 · · · ×Rαk′
1
−2
M(H ;αk′
1
−2, αk′
1
−1)
×Rα
k′
1
−1
M(H ;αk′
1
−1, αk′
1
)× R
×Rα
k′
1
M(H ;αk′
1
, αk′
1
+1)×Rα
k′
1
+1
· · · ×Rk1−1 M(H ;αk1−1, αk1)
×Rαk1 M(Hτ,t;αk1 , α
′
1)
×Rα′
1
M(H ′;α′1, α′2)×Rα′
2
· · · ×α′
k2
M(H ′;α′k2 , α′+).
(18.84)
See Figure 22, that is the case k1 = 1, k
′
2 = 0. An object in the compactification of
(18.82) corresponding to the limit as T →∞ is obtained by gluing maps appearing
in (18.84). In fact, since an element of M(H31,T ;α−, α′+) comes with a marked
point, the limit is assigned with a marked point on one of the factors. We put the
R factor to the factor on which the marked point lies. In (18.84) it lies on the map
representing an element of M(H ;αk′
1
−1, αk′
1
).
The space (18.84) is the closure of (18.61). By the same reason as we discussed
−T
T − T0
T
00
Ht
Ht Ht
Ht
Ht
Hτ,t
Hτ,t
Glue
marked point
M(Hτ,t;α1, α+)M(H;α−, α1)× R
Rα1
M(Hτ,t;α−, α+)× [0,∞)
T + T0
Figure 22. Boundary of M(Hτ,t;α−, α′+)× [0,∞)
in Subsebsection 18.10.2, the limit as T →∞ also contains a component
M(H ;α−, α1)×Rα1 · · · ×αk1−1 M(H ;αk′1−1, αk′1)
×Rα
k′
1
Rαk′
1
×Rα
k′
1
M(H ;αk′1 , αk′1+1)×αk1+1 · · · ×Rαk1−1 M(H ;αk1−1, αk1)
×Rαk1 M(Hτ,t;αk1 , α
′
1)
×Rα′
1
M(H ′;α′1, α′2)×Rα′
2
· · · ×Rα′
k2
M(H ′;α′k2 , α′+).
(18.85)
Namely, this space (18.85) corresponds to the case when the marked point lies in
the component corresponding to a map u : R×S1 →M which is constant in the R
direction and represents an element of Rαk′
1
on each {τ} × S1. The space (18.85)
coincides with the closure of (18.62).
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Therefore the compactification of (18.82) coincides with the interpolation space
of the homotopy constructed in the proof of Proposition 18.63.
18.10.4. Identification of the interpolation space of the homotopy with direct prod-
uct. Finally, we explain a geometric origin of the identification
N (α−, α′+; [0, 1]) ∼= N (α−, α′+)× [E(α−), E(α′+) + c]. (18.86)
The discussion is similar to that in Subsection 18.10.2 but is slightly more involved.
We denote by
◦
N (α−, α′+; [0, 1]) the set of pairs (u,−T ) where u : R × S1 → M is
a map solving the equation (18.83) and satisfying the asymptotic boundary con-
ditions as τ → ±∞ given by Rα− and Rα′+ , and (−T, 1/2) is the marked point
in (−∞, 0] × S1. As we discussed in Subsubsection 18.10.3, N (α−, α′+; [0, 1]) is a
compactification of this space.
We first define a map
E :
◦
N (α−, α′+; [0, 1])→ R
and modify it to E′ later. For (u, T ) ∈
◦
N (α−, α′+; [0, 1]) we put γτ (t) = u(τ, t) and
γ− = lim
τ→−∞
γτ .
The asymptotic boundary condition we assumed for
◦
N (α−, α′+; [0, 1]) implies that
there exists w− such that [γ−, w−] ∈ Rα− . We denote by wT the concatenation of
w− and the restriction of u to (−∞,−T )× S1 and define
E(u,−T ) = −
∫
D2
w∗Tω −
∫
t∈S1
Hτ,t(γT (t)) ∈ R. (18.87)
We note that
lim
T→∞
E(u,−T ) = AH([γ−, w−]) = E(α−). (18.88)
On the other hand, contrary to the situation of Subsection 18.10.2, the map
(−∞, 0] ∋ −T 7→ E(u,−T ) ∈ R
may not be an increasing function in general, although it is an increasing function
for sufficiently large T . Moreover there is no obvious relation between E(u, 0) and
E(α′+). Since the energy loss is c, the inequality E(α−) < E(α
′
+) + c does hold,
but E(α−) < E(α
′
+) may not hold in general. Thus we modify E(u, T ) to E
′(u, T )
with the following properties.
(1) E′(u,−T ) = E(u,−T ) if T is sufficiently large.
(2) −T 7→ E′(u,−T ) is strictly increasing.
(3) E′(u, 0) = E(α′+) + c.
More explicitly, we can define E′ as follows. We first take a sufficiently large number
T1 > 0 with the following properties:
(a) E(u,−T ) ≤ E(α+) + c holds for each u ∈ N (α−, α′+) and T ≥ T1.
(b) Hτ,t = Ht if τ < −T1.
Then we define
E′(u,−T ) =
®
E(u,−T ) if T ≥ T1
T1−T
T1
(E(α+) + c− E(u,−T1)) + E(u,−T1) if T ∈ [0, T1].
(18.89)
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Item (b) implies that the function −T 7→ E(u,−T ) is increasing for T > T1. Item
(a) implies that −T 7→ E′(u,−T ) is an increasing function for T ∈ [0, T1]. We have
thus verified (2). (1) and (3) are obvious from definition. We can easily extend it
to N (α−, α′+; [0, 1]). In fact, the value E′ is in the interval (E(αk′1−1), E(αk′1 )) on
(18.84) and is E(αk′
1
) on (18.85). This is a consequence of Item (1). Then using E′
as the second factor, we obtain the identification (18.86).
19. Linear K-system: Floer cohomology II: proof
The purpose of this section is to prove the theorems we claimed in Section 16.
19.1. Construction of cochain complexes. Let us start with a linear K-system
or a partial linear K-system of energy cut level E0 as in Definition 16.6. We set
E0 = +∞ for the case of linear K-system and E0 to be the energy cut level for the
case of partial linear K-system. We consider the set
E≤E0 = {E(α+)− E(α−) | M(α−, α+) 6= ∅, E(α+)− E(α−) ≤ E0}. (19.1)
This is a discrete set by Condition 16.1 (IX). We put
E≤E0 = {E1E, E2E, . . . }
with E1E < E
2
E < . . . . We will use the results of Section 17 to prove the next
proposition by induction on k of the energy cut level EkE. Put τ0 = 1.
Proposition 19.1. For each 0 < τ < 1, there exist a τ-collared Kuranishi structure”U+(α−, α+) of M(α−, α+)⊞τ0 and a CF-perturbation Ŝ+(α−, α+) of ”U+(α−, α+)
for every α−, α+ with E(α+)−E(α−) ≤ EkE and they enjoy the following properties:
(1) Let Û(α−, α+) be the Kuranishi structure onM(α−, α+) given in Condition
16.1. Then Û(α−, α+)⊞τ0 < ”U+(α−, α+) as collared Kuranishi structures.32
(2) The CF-perturbation Ŝ+(α−, α+) is transversal to 0. Moreover
33 ev+ :
M(α−, α+)⊞τ0 →M is strongly submersive with respect to Ŝ+(α−, α+).
(3) We have the following isomorphism, called the periodicity isomorphism”U+(α−, α+) −→”U+(βα−, βα+)
for any β ∈ G. It is compatible with the periodicity isomorphism in Condi-
tion 16.1 (VIII) via the embedding in (1). The pull-back of Ŝ+(βα−, βα+)
by this isomorphism is equivalent to Ŝ+(α−, α+).
(4) There exists an isomorphism of τ-collared K-spaces.34
∂(M(α−, α+)⊞τ0 ,”U+(α−, α+))
=
∐
α
(−1)dimM(α,α+)(M(α, α+)⊞τ0 ,”U+(α, α+))ev− ×ev+ (M(α−, α)⊞τ0 ,”U+(α−, α))
(19.2)
32Let “U1⊞τ1 , “U2⊞τ2 be two collared Kuranishi structures. We define Û⊞τ11 < Û⊞τ22 as collared
Kuranishi structures if there exist Kuranishi structures “U ′1,“U ′2 such that “U ′1 < “U ′2 and “U ′1⊞τ ′1 =“U1⊞τ1 , “U ′2⊞τ ′2 = “U2⊞τ2 for some τ ′1, τ ′2.
33According to Lemma 17.37 (3), we should write ev⊞τ0+ but not ev+. However, to simplify
the notation we drop ⊞τ0 from the notation of evaluation maps if no confusion can occur.
34See Remark 16.2 for the sign and the order of the fiber products.
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The isomorphism (19.2) is compatible with the isomorphism
∂Û(α−, α+)⊞τ0 =
∐
α
(−1)dim Û(α,α+)(Û(α, α+)⊞τ0)ev− ×ev+ (Û(α−, α)⊞τ0)
which is induced by Condition 16.1 (X) via the embedding in (1).
(5) The pull-back of Ŝ+(α−, α+) by the isomorphism (19.2) is equivalent to the
fiber product
Ŝ+(α, α+)ev− ×ev+ Ŝ+(α−, α).
This fiber product is well-defined by (2).
(6) There exists an isomorphism of τ-collared K-spaces
Ŝk(M(α−, α+)⊞τ0 ,”U+(α−, α+))
∼=
∐
α1,...,αk∈A
Ä
(M(α−, α1)⊞τ0 ,”U+(α−, α1)) ev+ ×Rα1 · · ·
· · · Rαk ×ev− (M(αk, α+)⊞τ0 ,”U+(αk, α+))ä .
(19.3)
The isomorphism (19.3) is compatible with the isomorphism
Ŝk(Û(α−, α+)⊞τ0)
∼=
∐
α1,...,αk∈A
Ä
Û(α−, α1)⊞τ0ev+ ×Rα1 . . .Rαk ×ev− Û(αk, α+)⊞τ0
ä
which is induced by Condition 16.1 (XI) via the embedding in (1).
(7) The isomorphism (19.3) implies that Ŝℓ(Ŝk(M(α−, α+)⊞τ0 ,”U+(α−, α+)))
is decomposed into similar fiber products as (19.3) where k is replaced by
ℓ+k. On the other hand, Ŝℓ+k(M(α−, α+)⊞τ0 ,”U+(α−, α+)) is decomposed
into similar fiber products as (19.3) where k is replaced by ℓ+ k. The map
πℓ,k : Ŝℓ(Ŝk(M(α−, α+)⊞τ0 ,”U+(α−, α+)))→ Ŝℓ+k(M(α−, α+)⊞τ0 ,”U+(α−, α+))
in Proposition 24.16 becomes an identity map on each component under
this identification.
(8) The pull-back of Ŝ+(α−, α+) by the isomorphism (19.3) is the fiber product:
Ŝ+(α−, α1) ev+ ×Rα1 . . .Rαk ×ev− Ŝ+(αk, α+). (19.4)
This fiber product is well-defined by (2). This isomorphism is compatible
with the covering map πℓ,k.
Proof. Using the results of Subsection 17.9, we can prove the proposition in a
straightforward way as follows. We take τ+ with
τ < τ+ < 1 = τ0.
Suppose we constructed ”U+(α−, α+) and Ŝ+(α−, α+) satisfying (1)-(8) above for
any α−, α+ with E(α+)−E(α−) < EkE and for τ replaced by τ+. We consider α−,
α+ with E(α+)− E(α−) = EkE and M(α−, α+)⊞τ0 .
To apply Propositions 17.46 and 17.62, we check that we are in Situation 17.43.
The space X in Situation 17.43 is M(α−, α+)⊞τ0 and τ in Situation 17.43 is τ+
here. The τ -collared Kuranishi structure Û in Situation 17.43 is the Kuranishi
structure Û(α−, α+)⊞τ0 here. The Kuranishi structure Û+Sk in Situation 17.43 is
the Kuranishi structure in the right hand side of (19.3), which is given by the
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induction hypothesis. We write it as Û+Sk . Then it is easy to see from definition
that Ŝk(Û+Sℓ) is (k + ℓ)!/k!ℓ! disjoint union of ’U+Sk+ℓ . Therefore Situation 17.43
(2) holds. The commutativity of Diagram (17.22) holds because all the maps in
(17.22) is the identity map via the isomorphism (19.3). We next construct the
embedding Ŝk(M(α−, α+)⊞τ0 , Û(α−, α+)⊞τ0)→ Ŝk(Û+Sℓ). By induction hypothesis
the embedding Û(α, α′)⊞τ0 →”U+(α, α′) for E(α′)−E(α) < EkE is given. By using
Condition 16.1 (XI) we have
Ŝk(Û(α−, α1)⊞τ0)
∼=
∐
α1,...,αk∈A
Ä
Û(α−, α1)⊞τ0ev+ ×Rα1 · · ·Rαk ×ev− Û(αk, α+)⊞τ0
ä
.
Therefore, the right hand side is embedded in
Û+Sk ∼=
∐
α1,...,αk∈A
Ä
(M(α−, α1)⊞τ0 ,”U+(α−, α1)) ev+ ×Rα1 · · ·
· · · Rαk ×ev− (M(αk, α+)⊞τ0 ,”U+(αk, α+))ä .
So Situation 17.43 (4) is satisfied. The commutativity of Diagram (17.22) and
Diagram (17.23) follows from the fact that all the maps in of Diagrams (17.22),
(17.23) become the identity maps via the isomorphism (19.3), which is a part of
induction hypothesis (Proposition 19.1 (7)). We have thus checked the assumption
of Propositions 17.46 and 17.62. The Kuranishi structure we obtain in Proposition
17.62 is our Kuranishi structure ”U+(α−, α+).
We next consider CF-perturbations. We check that we are in Situation 17.57. We
define‘S+Sk in Situation 17.57 by the right hand side of (19.4). Situation 17.57 (2)
can be checked easily in our case by using inductive hypothesis. We can thus apply
Propositions 17.58 and 17.65. The CF-perturbations we obtain by Proposition
17.65 is Ŝ+(α−, α+).
Now we will check that ”U+(α−, α+) and Ŝ+(α−, α+) satisfy Proposition 19.1
(1)-(8).
(1) Since τ < τ+, the τ -collared-ness of ”U+(α−, α+) is a consequence of Propo-
sition 17.46 and Û(α−, α+)⊞τ <”U+(α−, α+) also follows from Proposition 17.46.
(2) is a consequence of Proposition 17.65.
(3) We apply Proposition 17.46 to each G equivalence class of the pair (α−, α+).
Then for other (βα−, βα+) we define ”U+(α−, α+) so that it is identified with
(α−, α+) by using existence of the periodicity isomorphism on the boundary. Then
existence of the periodicity isomorphism for α−, α+ with E(α+) − E(α−) = EkE is
immediate from the definition. The compatibility of the periodicity isomorphism
with CF-perturbations can be proved in the same way.
(4),(6),(7) This is a consequence of Proposition 17.46. Namely it is a consequence
of Proposition 17.46 (1) and the induction hypothesis.
(5),(8) This is a consequence of Proposition 17.65 (1) and the induction hypoth-
esis. Hence the proof of Proposition 19.1 is now complete. 
Remark 19.2. In the case of partial linear K-system, the induction to prove Propo-
sition 19.1 stops in finite steps. In the case of linear K-system, the number of
inductive steps is countably infinitely many.
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We next rewrite the geometric conclusion of Proposition 19.1 into algebraic struc-
tures.
Definition 19.3. In the situation of Proposition 19.1, we define
mǫ1;α+,α− : Ω(Rα− ; oRα− ) −→ Ω(Rα+ ; oRα+ ) (19.5)
by
mǫ1;α+,α−(h) = ev+!(ev
∗
−h;
‘S+ǫ(α−, α+)). (19.6)
Here the right hand side is defined by Definition 17.67 on the K-space
(M(α−, α+)⊞τ0 ,”U+(α−, α+)).
See Theorem 27.1 for the correspondence coupled with local systems. Note that
Condition 16.1 (VII) is compatible with the conventions (27.1), (27.2).
The degree of the map mǫ1;α+,α− is
dimRα+ − dimM(α−, α+) = 1− µ(α+) + µ(α−)
by Condition 16.1 (VI) and [Part I, Definition 7.78]. Therefore after the degree
shift in Definition 16.8 (2) its degree becomes +1.
Remark 19.4. In the situation of linear K-system where infinitely many different
K-spaces are involved, we need to make a careful choice of ǫ > 0. Note that the
well-definedness of push out ([Part I, Theorem 9.14]) says that for each K-space and
its CF-perturbation the push out is well-defined for sufficiently small ǫ > 0. In the
situation of linear K-system infimum of such ǫ over all α± of‘S+ǫ(α−, α+) may be
0. 35 (It might be possible to prove that we can take the same ǫ for all‘S+ǫ(α−, α+)
at the same time. However, it is cumbersome to formulate the condition without
referring the construction itself. By this reason, we do not try to prove or use such
a uniformity in this book.) More precisely speaking, we have the following:
(♭) For any energy cut level E0 there exists ǫ0(E0) such that the operator
mǫ1;α+,α− is defined when 0 < E(α+)− E(α−) ≤ E0 and ǫ < ǫ0(E0).
Hereafter when the relationship between energy cut level and ǫ (which is the pa-
rameter of the approximation) appears in this way, we write in the sense of (♭) in
place of repeating the above sentence over again.
Lemma 19.5. The operators mǫ1;α+,α− satisfy the following equality in the sense
of (♭).
d0 ◦mǫ1;α+,α− +mǫ1;α+,α− ◦ d0 +
∑
α;E(α−)<E(α)<E(α+)
mǫ1;α+,α ◦mǫ1;α,α− = 0. (19.7)
Here and hereafter we denote
d0(h) = (−1)dimRα+µ(α)+1+deghddR(h) (19.8)
for a differential form h ∈ Ω(Rα), where ddR denotes the de Rham differential
on Rα. This sign arises from d0 being the classical part of m1 in a filtered A∞
structure. See (16.17) and Remark 3.5.8 [FOOO3] for the sign.
35This is a version of the ‘running out’ problem discussed in [FOOO4, Subsection 7.2.8]. The
way we resolve it in Subsection 19.2 of this book is the same as one in [FOOO4].
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Proof. By Stokes’ formula and the definition (19.6) we have
(d0 ◦mǫ1;α+,α− +mǫ1;α+,α− ◦ d0)(h) = ev+!(ev∗−h; ∂‘S+ǫ(α−, α+)). (19.9)
By Proposition 19.1 (5) and the composition formula, the right hand side of (19.9)
is ∑
α;E(α−)<E(α)<E(α+)
(mǫ1;α+,α ◦mǫ1;α,α−)(h).
The lemma follows. 
Lemma 19.5 implies that
d0 +
∑
mǫ1;α+,α−
is a ‘coboundary oprator modulo higher order term’. Since we need to take care of
the point mentioned in Remark 19.4, we have to stop at some energy cut level. So
we still need to do some more work to prove Theorem 16.9 (1).
19.2. Construction of cochain maps. We next consider morphism of linear K-
systems or of partial linear K-systems.
Situation 19.6. Suppose we are in Situation 16.15. We assume that for each
i = 1, 2 we have a CF-perturbation Ŝ+(i;αi−, αi+) of a τ -collared Kuranishi struc-
ture ”U+(i;αi−, αi+) on Mi(αi−, αi+)⊞τ0 such that they satisfy the conclusion of
Proposition 19.1. Here Mi(αi−, αi+) is as in Condition 16.16. (From now on, we
write α± in place of αi± if no confusion can occur.)
Let 0 < τ ′ < τ < τ0 = 1 where τ0, τ are as in Proposition 19.1. 
Proposition 19.7. Suppose we are in Situation 19.6 and are given a morphism
of partial linear K-systems of energy cut level E0 (∈ R≥0 ∪ {∞}) and energy loss c
from F1 to F2. Let N (α1, α2) be its interpolation space where E(α2)−E(α1) ≤ E0.
Then for each τ ′ with 0 < τ ′ < τ < τ0 = 1 as above, there exists a τ
′-
collared Kuranishi structure ”U+(mor;α1, α2) on N (α1, α2)⊞τ0 and a τ ′-collared
CF-perturbation Ŝ+(mor;α1, α2) of ”U+(mor;α1, α2) such that they have the fol-
lowing properties:
(1) Let Û(mor;α1, α2) be the Kuranishi structure of N (α1, α2) in Situation
16.16 (IV). Then Û(mor;α1, α2)⊞τ0 < ”U+(mor;α1, α2) as collared Kuran-
ishi structures.
(2) The CF-perturbation Ŝ+(mor;α1, α2) is transversal to 0. Moreover
36 ev+ :
N (α1, α2)⊞τ0 → Rα2 is strongly submersive with respect to Ŝ+(mor;α1, α2).
(3) We have the following periodicity isomorphism”U+(mor;α1, α2) −→”U+(mor;βα1, βα2),
which is compatible with the isomorphism in Condition 16.16 (VIII) via
the embedding given in (1). The pull-back of Ŝ+(mor;βα1, βα2) by this
isomorphism is Ŝ+(mor;α1, α2).
36As we note in the footnote of Proposition 19.1 (2), we simply write ev+ in place of ev
⊞τ0
+ .
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(4) There is an isomorphism of τ ′-collared K-spaces 37
∂(N (α1, α2)⊞τ0 ,”U+(mor;α1, α2))
∼=
∐
α′1∈A1
(−1)dimN (α′1,α2)
Ä
(N (α′1, α2)⊞τ0 ,”U+(mor;α′1, α2))
ev− ×ev+ (M1(α1, α′1)⊞τ0 ,”U+(1;α1, α′1))ä
⊔
∐
α′2∈A2
(−1)dimM2(α′2,α2)
Ä
(M2(α′2, α2)⊞τ0 ,”U+(2;α′2, α2))
ev− ×ev+ (N (α1, α′2)⊞τ0 ,”U+(mor;α1, α′2))ä .
(19.10)
Here the first union is taken over α′1 ∈ A1 with E(α1) < E(α′1) ≤ E(α2)+c
and the second union is taken over α′2 ∈ A2 with E(α1) − c ≤ E(α′2) <
E(α2). The number c is the energy loss of the given morphism.
The isomorphism (19.10) is compatible with the isomorphism induced by
(16.25) in Condition 16.16 (X) via the embedding in (1).
(5) The pull-back of Ŝ+(mor;α1, α2) by the isomorphism (19.10) is equivalent
to the fiber product of Ŝ+(1;α1, α
′
1), Ŝ
+(mor;α′1, α2) and of Ŝ
+(mor;α1, α
′
2),
Ŝ+(1;α′2, α2).
(6) The normalized corner Ŝk(N (α1, α2)⊞τ0 ,”U+(mor;α1, α2)) is the disjoint
union of”U+(1;α1, α1,1)×R1α1,1 · · · ×R1α1,k1−1 ”U+(1;α1,k1−1, α1,k1)
×R1α1,k1
”U+(mor;α1,k1 , α2,1)
×R1α2,1 ”U+(2;α2, α2,1)×R2α2,1 · · · ×R2α2,k2−1 ”U+(2;α2,k2−1, α2,k2)
(19.11)
where k1 + k2 = k, α1,i ∈ A1, α2,i ∈ A2.
This isomorphism is compatible with the isomorphism in Condition 16.16
(XI) via the the embedding in (1).
(7) (19.3) and (19.11) imply that Ŝℓ(Ŝk(N (α1, α2)⊞τ0 ,”U+(mor;α1, α2))) is a
fiber product similar to (19.11) with k replaced by k + ℓ.
Moreover Ŝk+ℓ(N (α1, α2)⊞τ0 ,”U+(mor;α1, α2)) is also a fiber product
similar to (19.11) with k replaced by k + ℓ. The map
πℓ,k : Ŝℓ(Ŝk(N (α1, α2)⊞τ0 ,”U+(mor;α1, α2)))→ Ŝk+ℓ(N (α1, α2)⊞τ0 ,”U+(mor;α1, α2))
in Proposition 24.16 becomes the identity map via those identifications.
(8) The pull-back of the restriction of Ŝ+(mor;α1, α2) to Ŝk(”U+(mor;α1, α2))
by the isomorphism in (6) is equivalent to the fiber product of Ŝ+(mor; ∗, ∗),
Ŝ+(1; ∗, ∗), Ŝ+(2; ∗, ∗) along (19.11).
(9) Suppose we are given a uniform family Ŝ+(i;α−, α+)
σ of CF-perturbations
as in Condition 19.6. Then the σ-parametrized family of CF-perturbations
Ŝ+(mor;α1, α2)
σ satisfying (5)(6)(7) for each σ is also uniform.
Remark 19.8. Note in Formula (19.11) we simplify the notation and omit the
symbol of the underlying topological space. Namely we write ”U+(1;α1, α1,1) in
37See Remark 16.2 for the sign and the order of the fiber products.
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place of (M1(α1, α1,1)⊞τ0 ,”U+(1;α1, α1,1)). From now on, we use this kinds of
simplified notation when no confusion can occur.
Proof. The proof is by induction on k. It is entirely similar to the proof of Propo-
sition 19.1. So we omit it. 
We next rewrite the geometric conclusion of Proposition 19.7 to algebraic lan-
guage.
Definition 19.9. In the situation of Proposition 19.7, we define
ψǫα2,α1 : Ω(Rα1 ; oRα1 ) −→ Ω(Rα2 ; oRα2 ) (19.12)
by
ψǫα2,α1(h) = ev+!(ev
∗
−h;
‘S+ǫ(mor;α1, α2)). (19.13)
Here the right hand side is defined by Definition 17.67 on the K-space
(N (α1, α2)⊞τ0 ,”U+(mor;α1, α2)).
By Condition 16.16 (VI) and [Part I, Definition 7.78], the degree of ψǫα1,α2 is
µ(α1)−µ(α2). Therefore, after the degree shift as in Definition 16.8 (2), its degree
becomes 0. If the energy loss of our morphism N is c, the family {ψǫα1,α2} of maps
induces
FλCF (F1) −→ Fλ−cCF (F2)
where the filtration Fλ is defined in Definition 16.8 (2)(3).
Lemma 19.10. The operators {ψǫα2,α1} satisfy the following equality in the sense
of (♭).
d0 ◦ ψǫα2,α1 − ψǫα2,α1 ◦ d0
+
∑
α′2
m2,ǫ1;α2,α′2
◦ ψǫα′2,α1 −
∑
α′1
ψǫα2,α′1
◦m1,ǫ1;α′1,α1 = 0. (19.14)
Here the first sum in the second line is taken over α′2 ∈ A2 with E(α1) − c ≤
E(α′2) < E(α2) and the second sum in the second line is taken over α
′
1 ∈ A1 with
E(α1) < E(α
′
1) ≤ E(α2) + c. Here c ≥ 0 is the energy loss of our morphism.
Proof. By Stokes’ formula the sum d0 ◦ ψǫα2,α1 − ψǫα2,α1 ◦ d0 is equal to the corre-
spondence induced by the boundary of Ŝ+(mor;α1, α2). By Proposition 19.7 (4)
and the composition formula this is equal to the second line of (19.14). 
19.3. Proof of Theorem 16.9 (1) and Theorem 16.39 (1). In this subsection
we will prove Theorem 16.9 (1). We will also prove Theorem 16.39 (1) at the same
time.
Situation 19.11. We study a partial linear K-system F i.
We define E as a set of E ∈ R such that one of the following holds.
(1) There exist α−, α+ and i such that N i(α−, α+) 6= ∅ and E(α+)−E(α−) =
E.
(2) There exist α−, α+ and i such thatMi(α−, α+) 6= ∅ and E(α+)−E(α−) =
E.
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Then E is a discrete set by Definition 16.36 (2)(g). We put
E = {E1E, E2E, . . . }
such that 0 < E1E < E
2
E < . . . . Note that the graded and filtered vector space
CF (F i) as in Definition 16.8 is independent of i. We denote it by CF (F). 
We observe that for each fixed i the set E∩ [0, E0] can be strictly bigger than the
set E≤E0 in (19.1). Nevertheless we can replace E≤E0 by E∩ [0, E0] in Proposition
19.1 etc., by putting mǫ1;α+,α− = 0 when Mi(α−, α+) = ∅.
In Situation 19.11, we take i ∈ Z+ and study the relationship between the
operators mi,ǫ1;α+,α− and m
i+1,ǫ
1;α+,α−
defined by applying Proposition 19.1 and Lemma
19.5 to partial linear K-systems F i and F i+1. The next definition will be applied
with m11;α+,α− and m
2
1;α+,α− replaced by m
i,ǫ
1;α+,α−
and mi+1,ǫ1;α+,α− respectively.
Definition 19.12. Suppose we are in Situation 19.11.
(1) A partial cochain complex structure on CF (F) of energy cut level E0 assigns
m1;α+,α− to each α+, α− with 0 < E(α+) − E(α−) ≤ E0 such that (19.5)
is satisfied.
(2) Let (CF (F), {mj1;α+,α−}) be a partial cochain complex structure on CF (F)
of energy cut level E0 for j = 1, 2. A partial cochain map of energy cut level
E with energy loss 0 from (CF (F), {m11;α+,α−}) to (CF (F), {m21;α+,α−})
assigns a map ψα2,α1 to each α1, α2 with 0 ≤ E(α2) − E(α1) ≤ E0 such
that (19.14) is satisfied. For α1 6= α2 with E(α1) = E(α2), we assign
ψα2,α1 = 0. For α1 = α2, we assign ψα2,α1 = identity.
(3) If (CF (F), {m1;α+,α−}) is a partial cochain complex structure on CF (F) of
energy cut level E0 and E
′
0 < E0, then by forgetting a part of the operations
m1;α+,α− we may regard (CF (F), {m1;α+,α−}) as a partial cochain complex
structure on CF (F) of energy cut level E′0. We call it the reduction by
energy cut at E′0.
We can define a reduction by energy cut at E′0 of a partial cochain map
of energy cut level E0 with energy loss 0 in the same way.
(4) Let (CF (F), {m1;α+,α−}) be a partial cochain complex structure of en-
ergy cut level E′. A partial cochain complex structure of energy cut
level E is said to be its promotion if its reduction by energy cut at E0
is (CF (F), {m1;α+,α−}).
A promotion of partial cochain map is defined in the same way.
The next lemma is a baby version of [FOOO4, Lemma 7.2.72].
Lemma 19.13. Let (CF (F), {mj1;α+,α−}) be partial cochain complexes of energy
cut level E
kj
E for j = 1, 2. Suppose k1 < k2. Let {ψα2,α1} be a partial cochain map of
energy cut level Ek1E from (CF (F), {m11;α+,α−}) to a reduction by energy cut at Ek1E
of (CF (F), {m21;α+,α−}). Then there exists a promotion of (CF (F), {m11;α+,α−}) to
energy cut level Ek2E and a promotion of {ψα2,α1} to the energy cut level Ek2E from
this promoted partial cochain complex structure.
Proof. By an obvious induction argument it suffices to prove the case k2 = k1 + 1.
Suppose E(α+)− E(α−) = Ek2E . We define a linear map
o(α+, α−) : Ω(Rα− ; oRα− ) −→ Ω(Rα+ ; oRα+ )
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by
o(α+, α−) =
∑
α;E(α−)<E(α)<E(α+)
(m11;α+,α ◦m11;α,α−).
We will prove that o(α+, α−) is a d0-coboundary.
Notation 19.14. We use the following notation. For anR linear map F : CF (F)→
CF (F), Fα+,α− denotes the HomR(Ω(Rα− , oRα− ),Ω(Rα+ , oRα+ )) component of F .
We put ψα,α = id. We define dˆ
j : CF (F)→ CF (F) (j = 1, 2) and ψ̂ : CF (F)→
CF (F) by
dˆj = d0 ⊕
⊕
α1,α2
E(α2)−E(α1)≤Ek1
mj1;α2,α1 , ψ̂ =
⊕
α1,α2
E(α2)−E(α1)≤Ek1
ψα2,α1 . (19.15)
We have
(dˆ1 ◦ dˆ1)α+,α− = o(α+, α−), (19.16)
if E(α+)− E(α−) = Ek2E . On the other hand, we have
(dˆ1 ◦ dˆ1)α2,α1 = 0 (19.17)
if E(α2)− E(α1) ≤ Ek1E . We note
(dˆ1 ◦ dˆ1) ◦ dˆ1 − dˆ1 ◦ (dˆ1 ◦ dˆ1) = 0. (19.18)
Then (19.17) implies
((dˆ1 ◦ dˆ1) ◦ dˆ1)α+,α− = (dˆ1 ◦ dˆ1)α+,α− ◦ d0,
(dˆ1 ◦ (dˆ1 ◦ dˆ1))α+,α− = d0 ◦ (dˆ1 ◦ dˆ1)α+,α− .
Therefore (19.16) and (19.18) imply
d0 ◦ o(α+, α−)− o(α+, α−) ◦ d0 = 0.
Namely o(α+, α−) is a cocycle.
We continue to show that o(α+, α−) is a coboundary. When E(α+)− E(α−) =
Ek2E , we put
b(α+, α−) = (dˆ
2 ◦ ψ̂ − ψ̂ ◦ dˆ1)α+,α− .
Since ψ̂ is assumed to be a cochain map of energy cut level Ek1E , we have
(dˆ2 ◦ ψ̂ − ψ̂ ◦ dˆ1)α2,α1 = 0
if E(α2)− E(α1) ≤ Ek1E . Therefore we find
(dˆ2 ◦ (dˆ2 ◦ ψ̂ − ψ̂ ◦ dˆ1) + (dˆ2 ◦ ψ̂ − ψ̂ ◦ dˆ1) ◦ dˆ1)α+,α−
= d0 ◦ b(α+, α−) + b(α+, α−) ◦ d0.
(19.19)
On the other hand, an obvious calculation leads to
(dˆ2 ◦ (dˆ2 ◦ ψ̂ − ψ̂ ◦ dˆ1) + (dˆ2 ◦ ψ̂ − ψ̂ ◦ dˆ1) ◦ dˆ1)α+,α−
= ((dˆ2 ◦ dˆ2) ◦ ψ̂ − ψ̂ ◦ (dˆ1 ◦ dˆ1))α+,α−
= (dˆ2 ◦ dˆ2)α+,α− ◦ ψ̂α−,α− − ψ̂α+,α+ ◦ (dˆ1 ◦ dˆ1)α+,α−
= (dˆ2 ◦ dˆ2)α+,α− − o(α+, α−).
(19.20)
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We observe that the equation dˆ2 ◦ dˆ2 = 0 gives rise to
d0 ◦m21;α+,α− +m21;α+,α− ◦ d0 + (dˆ2 ◦ dˆ2)α+,α− = 0, (19.21)
since the energy cut level of (CF (F), {m21;α+,α−}) is Ek2E . Combination of (19.19),
(19.20), (19.21) implies
o(α+, α−) = d0 ◦ (m21;α+,α− − b(α+, α−))− (m21;α+,α− − b(α+, α−)) ◦ d0. (19.22)
Namely o(α+, α−) is a d0-coboundary. Therefore there exists m
1
1;α+,α− such that
d0 ◦m11;α+,α− +m11;α+,α− ◦ d0 + o(α+, α−) = 0. (19.23)
Hence we have a promotion of (CF (F), {m11;α+,α−}) to the energy level Ek2E .
We note that the choice of m11;α+,α− satisfying (19.23) is not unique and can be
changed by adding a d0-cocycle. We will use this freedom in the next part of the
proof.
We next promote ψ. For this purpose it suffices to find ψα+,α− for E(α+) −
E(α−) = E
k2
E − c such that
d0 ◦ ψα+,α− − ψα+,α− ◦ d0 +m21;α+,α− ◦ ψα−,α−
− ψα+,α+ ◦m11;α+,α− + b(α+, α−) = 0.
(19.24)
We will prove it below. We put
o′(α+, α−) = m
2
1;α+,α− ◦ ψα−,α− − ψα+,α+ ◦m11;α+,α− + b(α+, α−)
= m21;α+,α− −m11;α+,α− + b(α+, α−).
The identities (19.22) and (19.23) imply
d0 ◦ o′(α+, α−) + o′(α+, α−) ◦ d0 = 0.
Thus o′(α+, α−) is a d0-cocycle. Using the freedom of the choice of m
1
1;α+,α− we
mentioned above, we may assume that o′(α+, α−) is a d0-coboundary. Hence we
can find ψα+,α− satisfying (19.24). The proof of Lemma 19.13 is complete. 
Proof of Theorem 16.9 (1) and Theorem 16.39 (1). Below we will prove Theorem
16.39 (1) and indicate modifications needed to prove Theorem 16.9 (1).
Suppose we are in Situation 19.11. (We note that for the proof of Theorem 16.9
(1) we consider the situation where F i = F and the morphisms Ni appearing in
Definition 16.36 (2)(d) are the identity morphisms for all i.)
We assume that the energy cut level of F i is EkiE such that ki < ki+1. (It
implies limi→∞ E
ki
E = ∞ by the discreteness of E.) We apply Proposition 19.1
and Lemma 19.5 to F i for each i. Then we obtain ǫ0,i such that for each ǫ <
ǫ0,i and i we obtain a partial cochain complex of energy cut level E
ki
E , which we
denote by (CF (F), {mi,ǫ1;α+,α−}). Note that the operator mi,ǫ1;α+,α− is defined as the
correspondence of a Kuranishi structure and a CF-perturbation. We write them as
(”U+(i;α−, α+), Ŝ+(i;α−, α+)) respectively. We denote
CF (F i; ǫ) = (CF (F), {mi,ǫ1;α+,α−}). (19.25)
This is well-defined if ǫ < ǫ0,i, which is a partial cochain complex of energy cut
level EkiE by Lemma 19.5.
We next consider the morphisms Ni : F i → F i+1. Their interpolation spaces
are denoted by N (i;α−, α+). We apply Proposition 19.7 to obtain a τi+1-collared
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Kuranishi structure on it, which we write ”U+(mor, i;α−, α+). We note that here
we regard ”U+(i;α−, α+) as a τi+1-collared Kuranishi structure. This is possible
since τi+1 < τi and ”U+(i;α−, α+) is τi-collared.
We next take ρi > 0 such that
ρi ≤ min{ǫk,i+1/ǫk,i | k = 0, 1, 2, . . .} (19.26)
where ǫk,i+1, ǫk,i, k = 1, 2, . . . will be defined later.
Remark 19.15. There appear only a finite number of k’s. Note that ǫ0,i is already
defined above and ǫ1,i, ǫ2,i and ǫ3,i will be chosen after Lemma 19.16, Lemma 19.22
and Lemma 19.30 below, respectively. Other ǫ4,i etc will be taken during the proof
of Theorem 16.39 (3) in Subsection 19.6 for studying homotopy of homotopies.
We consider a CF-perturbation ǫ 7→÷S+ρiǫ(i + 1;α−, α+) of ”U+(i + 1;α−, α+),
which is defined as follows. Note Ŝ+(i;α−, α+) is a CF-perturbation of ”U+(i +
1;α−, α+). Its local representative on the Kuranishi charts is (Wr, ωr, s
ǫ
r). (See
[Part I, Definition 7.3].) We replace sǫr by s
ǫρi
r but do not change anything else. It
is easy to find that it is compatible with the coordinate change etc. and defines a
CF-perturbation, which we denoted by ǫ 7→÷S+ρiǫ(i + 1;α−, α+) above. Hereafter
we write it as ’S+ρi·(i+ 1;α−, α+). By definition we have
f !(h; (’S+ρi·(i + 1;α−, α+)ǫ) = f !(h; (÷S+ρiǫ(i+ 1;α−, α+)) (19.27)
when the integrations along the fibers of the both hand sides are defined.
Now we apply Proposition 19.7 to obtain ‘S+i on ”U+(mor;α−, α+). Here we
use the CF-perturbations Ŝ+(i;α−, α+) on the space of connecting orbits of F i
and ’S+ρi·(i + 1;α−, α+) on the space of connecting orbits of F i+1. (We put ρi·
for the second one.) Then we obtain from Proposition 19.7 a CF-perturbation on”U+(mor;α−, α+). We denote it by‘S+i(mor, i, σi;α−, α+)).
Lemma 19.16. The family ‘S+i(mor, i, ρi;α−, α+)) for ρi ∈ (0, ǫ1,i+1/ǫ1,i] is a
uniform family in the sense of [Part I, Definition 9.28].
Proof. This is immediate from Proposition 19.7 (9). 
By [Part I, Proposition 7.88] and Lemma 19.16 we can find ǫ1,i such that if
ǫ < ǫ1,i the integration along the fiber is defined by using the CF-perturbation‘S+i(mor, i, ρi;α−, α+))ǫ for ǫ < ǫ1,i+1.
Remark 19.17. The fact that we can take ǫ in a way independent of ρi is crucial
here. Otherwise, the process of defining those numbers would become circular.
Namely while working in this step of induction, we do not know in advance how
small ǫ0,i+1, ǫ1,i+1 must be. So we cannot estimate ρi from below at this stage.
Thus for ǫ < min(ǫ0,i, ǫ1,i) we obtain ψ
i
α+,α− by (19.13). We use (19.27) together
with Lemma 19.10 to prove that {ψiα+,α−} : CF (F i; ǫ)→ CF (F i+1; ǫ) is a partial
cochain map of energy cut level EkiE . (Here we reduce the energy cut level of
CF (F i; ǫ) to EkiE .)
Now we use Lemma 19.13 inductively to promote CF (F i+1; ǫ) to a partial
cochain complex of energy cut level EknE for each n and {ψiα+,α−} to a partial
cochain map of energy cut level EknE for each n.
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To prove Theorem 16.9 (1), we regard F = F i and use the identity morphism
F → F as Ni : F i → F i+1 for all i. Then Theorem 16.39 (1) implies Theorem 16.9
(1).
The proofs of Theorem 16.9 (1) and Theorem 16.39 (1) are now complete. 
19.4. Composition of morphisms and of induced cochain maps. In this sub-
section we show that the composition of morphisms (defined in Lemma-Definition
16.35 and in Subsection 18.6) induces the composition of the partial cochain maps
given by Definition 19.9. Since the partial cochain map in Definition 19.9 depends
on the choice of the perturbation, we need to state it a bit carefully.
We consider a situation similar but slightly different from Situation 16.15. Namely;
Situation 19.18. (1) For j = 1, 2, 3, let
Cj =
(
Aj,Gj , {Rjαj}α∈Aj , {oRjαj }α∈Aj , E, µ, {PI
j
βj ,αj
}βj∈Gj,αj∈Aj
)
be critical submanifold data and
Fj =
(
Cj, {Mj(αj−, αj+)}αj±∈Aj , (ev−, ev+), {OIjαj−,αj+}αj±∈Aj , {PIjβj ;αj−,αj+}βj∈Gj ,αj±∈Aj
)
linear K-systems. We assume G1 = G2 = G3 (together with energy E and
the Maslov index µ on it) and denote it by G.
(2) The same as (1) except the assumption that they consist of partial linear
K-systems of energy cut level E0. 
Situation 19.19. Suppose we are in Situation 19.18 (2)
We assume that for each j = 1, 2, 3 we have Ŝ+(j;αj−, αj+) of ”U+(j;αj−, αj+)
onMj(αj−, αj+)⊞τ0 satisfying the conclusions of Proposition 19.1. HereMj(αj−, αj+)
is as in Situation 19.18. (From now on, we write α± in place of αj± if no confusion
can occur.) We assume that we have a partial morphism Nj+1j : Fj → Fj+1 for
j = 1, 2, whose interpolation space is Njj+1(αj , αj+1).
Furthermore, we have Ŝ+(mor; j+1, j;αj, αj+1) and ”U+(mor; j+1, j;αj, αj+1)
on Njj+1(αj , αj+1) satisfying the conclusions of Proposition 19.7. 
We obtain a composition N31 = N32 ◦ N21 by Lemma-Definition 16.35 and
Lemma-Definition 18.40. By (19.21) we have
Û(mor; 3, 1;α1, α3)
=
⋃
α2∈A2
Û(mor; 2, 1;α1, α2)×⊞τRα2 Û(mor; 3, 2;α2, α3).
(19.28)
Here the summand of the right hand side is defined by Definition 18.37. Therefore
Û(mor; 3, 1;α1, α3)⊞τ
=
⋃
α2∈A2
Û(mor; 2, 1;α1, α2)⊞τ ×Rα2 Û(mor; 3, 2;α2, α3)⊞τ . (19.29)
(Note we take an appropriate smoothing of corners in the right hand side.) On its
underlying topological space⋃
α2∈A2
N12(α1, α2)⊞τ ×Rα2 N23(α2, α3)⊞τ ,
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we will define a Kuranishi structure”U+(mor; 3, 1;α1, α3)
=
⋃
α2∈A2
”U+(mor; 2, 1;α1, α2)×Rα2 ”U+(mor; 3, 2;α2, α3) (19.31)
as follows.
Remark 19.20. The fiber product appearing in each summand of (19.31) obviously
gives a Kuranishi structure on each summand of (19.30). Below we explain how we
smooth the corner to obtain a Kuranishi structure of the union.
Note that the Kuranishi structure ”U+(mor; 2, 1;α1, α2) is τ ′-collared. We take a
Kuranishi structure ”U+(mor; 2, 1;α1, α2)⊟(τ−τ ′) such thatÄ”U+(mor; 2, 1;α1, α2)⊟(τ−τ ′)ä⊞τ ′ = ”U+(mor; 2, 1;α1, α2).
We define ”U+(mor; 3, 2;α2, α3)⊟(τ−τ ′) in the same way. We consider a Kuranishi
structure”U+(mor; 2, 1;α1, α2)⊟(τ−τ ′) ×Rα2 ”U+(mor; 3, 2;α2, α3)⊟(τ−τ ′) (19.32)
on
N (mor; 2, 1;α1, α2)⊞τ ′ ×Rα2 N (mor; 3, 2;α2, α3)⊞τ
′
.
See Figure 23.
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Figure 23. N (mor; 2, 1;α1, α2)⊞τ ×Rα2 N (mor; 3, 2;α2, α3)⊞τ .
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On the other hand, let N123(α1, α3) be as in Proposition 18.38. That is, af-
ter smoothing corners, its boundary contains (N (α1, α3), Û(mor; 3, 1;α1, α3)). We
denote the Kuranishi structure of N123(α1, α3) by Û123(α1, α3).
We consider the complement Cc of the boundary components C of N123(α1, α3)
appearing in Proposition 18.38. Namely C consists of⋃
N12(α1, α2)⊞τ ×Rα2 N23(α2, α3)⊞τ .
The K-space N123(α1, α3) is τ ′-C-collared. We take N123(α1, α3)C⊟(τ−τ ′) and con-
sider the topological space (see Figure 24)Ä
N123(α1, α3) \ N123(α1, α3)C⊟(τ−τ ′)
äCc⊞τ ′
. (19.33)
Then Û123(α1, α3) induces a Kuranishi structure on it. We write Û123(α1, α3)C⊟(τ−τ ′)
by an abuse of notation.
Starting from (19.32) we apply Proposition 18.38 to obtain a τ ′-C-collared Ku-
ranishi structure on the topological space (19.33), which we denote by‘U+123(α1, α3).
The Kuranishi structure Û123(α1, α3)C⊟(τ−τ ′) is embedded in‘U+123(α1, α3).
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C (τ−τ )
N
1
2
(α
1
,
α
2
)
τ
×
R
α
2
N
2
3
(α
2
,
α
3
)
τ
N12(α1, α2)×Rα
2
N23(α2, α3)
N
1
2
(α
1
,
α
2
)
(τ
−
τ
)
×
R
α
2
N
2
3
(α
2
,
α
3
)
(τ
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)
Figure 24. N123(α1, α3)C⊟(τ−τ ′)
The C-partial smoothing of corners of‘U+123(α1, α3) defines our Kuranishi struc-
ture ”U+(mor; 3, 1;α1, α3) of N13(α1, α3)⊞τ appeared in (19.31), where N13(α1, α3)
is the interpolation space of the morphism N31. We put
Ŝ+(mor; 3, 1;α1, α3)
=
⋃
α2∈A2
Ŝ+(mor; 2, 1;α1, α2)×Rα2 Ŝ+(mor; 3, 2;α2, α3).
(19.34)
Here each summand of the right hand side of (19.34) gives a CF-perturbation of
each summand in (19.31). Using the collared-ness, we can glue them to obtain a
CF-perturbation on ”U+(mor; 3, 1;α1, α3). (In other words, they are automatically
smooth on the part where they are glued.)
Lemma 19.21. The Kuranishi structure”U+(mor; 3, 1;α1, α3) and the CF-perturbation
Ŝ+(mor; 3, 1;α1, α3) satisfy the conclusion of Proposition 19.7.
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Proof. By construction, the corner contained in”U+(mor; 2, 1;α1, α2)×Rα2 ”U+(2;α2, α′2)×Rα′
2
”U+(mor; 3, 2;α′2, α3)
and
Û(mor; 2, 1;α1, α2)⊞τ ×Rα2 Û(2;α2, α′2)⊞τ ×Rα′
2
Û(mor; 3, 2;α′2, α3)⊞τ
are smooth. Thereofore the boundary of ”U+(mor; 3, 1;α1, α3) consists of”U+(1;α1, α′1)×Rα′
1
”U+(mor; 2, 1;α′1, α2)×Rα2 ”U+(mor; 3, 2;α2, α3)
and ”U+(mor; 2, 1;α1, α2)×Rα2 ”U+(mor; 3, 2;α2, α′3)×Rα′
3
”U+(3;α′3, α3).
This is Proposition 19.7 (4). Since Û123(α1, α3)C⊟(τ−τ ′) is embedded in‘U+123(α1, α3),
the K-space Û(mor; 3, 1;α1, α3)⊞τ is embedded in ”U+(mor; 3, 1;α1, α3). This is
Proposition 19.7 (1). The rest of the proof is obvious. 
Let (i, i′) be one of (3, 2), (2, 1), (3, 1). We use the pair ”U+(mor; i′, i;αi, αi′) and
Ŝ+(mor; i′, i;αi, αi′) to apply Definition 19.9. We then obtain:
ψi
′i;ǫ
αi′ ,αi
: Ω(Rαi ; oRαi ) −→ Ω(Rαi′ ; oRαi′ ).
Lemma 19.22.
ψ31;ǫα3,α1 =
∑
α2∈A2
ψ32;ǫα3,α2 ◦ ψ21;ǫα2,α1 (19.35)
in the sense of (♭). (See Remark 19.4 for the meaning of (♭).)
Proof. This is immediate from the composition formula and Lemma 18.34. 
We will choose ǫ2,i so that (19.35) holds for ǫ < ǫ2,i.
Corollary 19.23. Suppose we are in the Situation of Theorem 16.31 (3). Let E
be an arbitrary positive number. Then we can make the choices to define N13 so
that N13 ≡ N23 ◦N12 mod TE holds.
19.5. Construction of homotopy. In this subsection we start from a homotopy
of (partial) morphisms of linear K-systems and construct a (partial) cochain ho-
motopy. We can study higher homotopy in the same way. Since the definition of
parametrized morphism is a bit heavy, we discuss the case of homotopy first in this
subsection. The general case of higher homotopy will be discussed in Subsection
19.7.
Situation 19.24. Suppose we are in Situation 16.20 (1). Suppose also we are
given partial linear K-systems Fi of energy cut level E0 for i = 1, 2 and a τ -
collared Kuranishi structure ”U+(i;αi−, αi+) on Mi(αi−, αi+)⊞τ0 equipped with
CF-perturbations Ŝ+(i;αi−, αi+) for i = 1, 2 which satisfy the conclusion of Propo-
sition 19.1. Here 0 < τ < τ0 = 1 as in Proposition 19.1 and Mi(αi−, αi+) are as
in Condition 16.16. (From now on, we write α± in place of αi± if no confusion can
occur.)
Let 0 < τ ′ < τ < τ0 = 1. 
Situation 19.25. Suppose we are in Situation 19.24.
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(1) For j = 1, 2, we are given partial morphisms Nj : F1 → F2 of energy cut
level E0 and energy loss c. We denote by N (j;α1, α2) its interpolation
space.
(2) Suppose we are given a homotopy H between partial morphisms N1 and
N2. By its definition, it is a [1, 2]-parametrized family of partial morphisms
from F1 to F2. Suppose its energy cut level is E0 and energy loss is c. We
denote its interpolation space by N (α1, α2; [1, 2]). 
Situation 19.26. Suppose we are in Situation 19.25. Suppose also that, for
j = 1, 2, we are given a τ ′-collared Kuranishi structure and a τ ′-collared CF-
perturbation on N (j;α1, α2) which satisfy the conclusions of Proposition 19.7. We
denote them by ”U+(mor, j;α1, α2), Ŝ+(mor, j;α1, α2). 
Before we state the main result, we explicitly write the boundary and corner
compatibility conditions for the case of [1, 2]-parametrized family below. The com-
patibility condition at the boundary (Condition 16.23) is as follows. 38
∂N (α1, α2; [1, 2])
=
∐
α′1∈A1
(−1)dimN (α′1,α2;[1,2])N (α′1, α2; [1, 2])×Rα′
1
M1(α1, α′1)
⊔
∐
α′2∈A2
(−1)dimM2(α′2,α2)M2(α′2, α2)×Rα′
2
N (α1, α′2; [1, 2])
⊔ N (2;α1, α2) ⊔ −N (1;α1, α2).
(19.36)
The first of the corner compatibility conditions (Condition 16.26) says that the
normalized corner Ŝk(N (α1, α2; [1, 2])) is the disjoint union of the following two
types of fiber products:
M1(α−, α1)×Rα1 · · · ×Rαk1−1 M
1(αk1−1, αk1)
×Rαk1 N (αk1 , αk1+1; [1, 2])
×Rαk1+1 M
2(αk1+1, αk1+2)×Rαk1+2 · · · ×Rαk1+k2 M
2(αk1+k2 , α+),
(19.37)
with k1 + k2 = k, and
M1(α−, α1)×Rα1 · · · ×Rαk1−1 M
1(αk1−1, αk1)
×Rαk1 N (j;αk1 , αk1+1)
×Rαk1+1 M
2(αk1+1, αk1+2)×Rαk1+2 · · · ×Rαk1+k2 M
2(αk1+k2 , α+),
(19.38)
with k1 + k2 = k − 1, j = 1, 2.
The second of the corner compatibility conditions (Condition 16.28) says the
following: Consider the ℓ-th normalized corner of the K-spaces (19.37). Accord-
ing to the descriptions of Ŝn(N (α1, α2; [1, 2])), N (j;α1, α2) and Mi(α1, α2) we
gave above, we see that the ℓ-th normalized corner of (19.37) or (19.38) is given
by the disjoint union of the same type of fiber products as (19.37) or (19.38).
Condition 16.28 requires that this description coincides with the description of
Ŝk+ℓ(N (α1, α2; [1, 2])).
38See Remark 16.2 for the sign and the order of the fiber products.
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Definition 19.27. We consider the evaluation map
ev[1,2] : N (α1, α2; [1, 2]) −→ [1, 2].
The inverse image ev−1[1,2](∂[1, 2]) is a part of the boundary ∂N (α1, α2; [1, 2]). We
denote it by ∂Cv and call it the vertical boundary. We put
∂ChN (α1, α2; [1, 2]) := ∂N (α1, α2; [1, 2]) \ ∂CvN (α1, α2; [1, 2])
and call it the horizontal boundary.
Note that we have the map
ev[1,2] : N (α1, α2; [1, 2])C
h
⊞τ −→ [1, 2].
Proposition 19.28. Suppose we are in Situations 19.24, 19.25, 19.26 and τ ′′ < τ ′.
Then for any α1, α2 with E(α2)−E(α1) ≤ E0− c, there exist ”U+(α1, α2; [1, 2]) and
Ŝ+(α1, α2; [1, 2]) such that they enjoy the following properties.
(1) ”U+(α1, α2; [1, 2]) is a τ ′′-Ch-collared Kuranishi structure of N (α1, α2; [1, 2])Ch⊞τ
and Ŝ+(α1, α2; [1, 2]) is its τ
′′-Ch-collared CF-perturbation.
(2) Ŝ+(α1, α2; [1, 2]) is transversal to 0. Moreover the map
(ev+, ev[1,2]) : N (α1, α2; [1, 2])C
h
⊞τ −→ Rα2 × [1, 2]
is strongly stratumwise submersive with respect to Ŝ+(α1, α2; [1, 2]).
(3) We have periodicity isomorphisms among ”U+(α1, α2; [1, 2])’s that are com-
patible with Ŝ+(α1, α2; [1, 2]).
(4) There exists an embedding of τ ′′-collared Kuranishi structures from
N (α1, α2; [1, 2])Ch⊞τ
to the τ ′′- Ch-collared Kuranishi structure ”U+(α1, α2; [1, 2]). Here for the
source N (α1, α2; [1, 2])Ch⊞τ we use the τ ′′-Ch-collared Kuranishi structure
induced by that of N (α1, α2; [1, 2]) which is given by the definition of [1, 2]-
parametrized interpolation space.
(5) There is an isomorphism of τ ′′-Ch-collared K-spaces 39
∂”U+(α1, α2; [1, 2])
=
∐
α′1∈A1
(−1)dim Û+(α′1,α2;[1,2])”U+(α′1, α2; [1, 2])×Rα′
1
”U+(1;α1, α′1)
⊔
∐
α′
2
∈A2
(−1)dim Û+(2;α′2,α2)”U+(2;α′2, α2)×Rα′
2
”U+(α1, α′2; [1, 2])
⊔”U+(mor, 2;α1, α2) ⊔−”U+(mor; 1;α1, α2).
(19.39)
The isomorphism (19.39) is compatible with the isomorphism (19.36) via
the embedding (4). It is also compatible with the periodicity isomorphism
and the evaluation maps.
(6) The pull-back of ”U+(α1, α2; [1, 2]) by the isomorphism (19.39) is equivalent
to the fiber product of Ŝ+(j;α, α′), Ŝ+(mor, j;α, α′) and Ŝ+(α, α′; [1, 2]).
39See Remark 16.2 for the sign and the order of the fiber products.
156 KENJI FUKAYA, YONG-GEUN OH, HIROSHI OHTA, KAORU ONO
(7) The normalized corner Ŝk(”U+(α1, α2; [1, 2])) is a disjoint union of the fol-
lowing two types of fiber products.”U+(1;α−, α1)×Rα1 · · · ×Rαk1−1 ”U+(1;αk1−1, αk1)
×Rαk1 ”U+(αk1 , αk1+1; [1, 2])
×Rαk1+1 ”U+(2;αk1+1, αk1+2)×Rαk1+2 · · · ×Rαk1+k2 ”U+(2;αk1+k2 , α+)
(19.40)
and”U+(1;α−, α1)×Rα1 · · · ×Rαk1−1 ”U+(1;αk1−1, αk1)
×Rαk1 ”U+(mor; j;αk1 , αk1+1)
×Rαk1+1 ”U+(2;αk1+1, αk1+2)×Rαk1+2 · · · ×Rαk1+k2 ”U+(2;αk1+k2 , α+).
(19.41)
This isomorphism is compatible with the isomorphism (19.37), (19.38) via
the embedding (4). It is also compatible with the periodicity isomorphism
and the evaluation maps.
(8) The pull-back of the restriction of Ŝ+(α1, α2; [1, 2]) to Ŝk(”U+(α1, α2; [1, 2]))
by the isomorphism in (7) is equivalent to the fiber product of Ŝ+(mor; j; ∗, ∗),
Ŝ+(1; ∗, ∗), Ŝ+(2; ∗, ∗).
(9) The isomorphism of (7) is compatible with the covering map
Ŝℓ(Ŝk(”U+(α1, α2; [1, 2]))) −→ Ŝk+ℓ(”U+(α1, α2; [1, 2])).
(The precise meaning of this compatibility is the same as the case of
N (α1, α2; [1, 2]),
which we explained right before this proposition.)
(10) If we start from a uniform family of Ŝ+(i;α−, α+) and Ŝ+(mor, j;α1, α2),
then we can take the family of Ŝ+(α1, α2; [1, 2]) to be uniform.
Proof. We prove the Proposition 19.28 with E0 replaced by E
n
E, by induction on
n. The corner compatibility conditions Conditions 16.26 and Conditions 16.28 are
written in such a way that they immediately imply the assumptions of Proposition
17.46, which is Situation 17.43 (especially its (1)(2)). 
We rewrite the geometric conclusion of Proposition 19.28 into algebraic language.
Definition 19.29. In the situation of Proposition 19.28, we define
hǫα2,α1 : Ω(Rα1 ; oRα1 ) −→ Ω(Rα2 ; oRα2 ) (19.42)
by
hǫα2,α1(h) = ev+!(ev
∗
−h;
‘S+ǫ(α1, α2; [1, 2])). (19.43)
Here the right hand side is defined by Definition 17.67 on the K-space
(N (α1, α2; [1, 2])Ch⊞τ0 ,”U+(α1, α2; [1, 2])).
By Condition 16.21 (VI) and [Part I, Definition 7.78], the degree of hǫα2,α1 is
η(α2) − η(α1) − 1. Therefore after degree shift as in Definition 16.8 (2) its degree
becomes −1.
If the energy loss of our homotopy is c, the family {hǫα2,α1} of maps induces
FλCF (F1)→ Fλ−cCF (F2)
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where the filtration Fλ is defined in Definition 16.8 (2)(3).
Suppose we are in the situation of Proposition 19.28. We have two morphisms
of partial linear K-systems equipped with CF-perturbations. Namely we have
N (j;α1, α2), ”U+(mor, j;α1, α2), Ŝ+(mor, j;α1, α2) for j = 1, 2. We use Defini-
tion 19.9 for j = 1, 2 to obtain maps
ψj,ǫα2,α1 : Ω(Rα1 ; oRα1 )→ Ω(Rα2 ; oRα2 ).
Lemma 19.30. The linear maps {hǫα1,α2} satisfy the following equality in the sense
of (♭) in Remark 19.4:
d0 ◦ hǫα2,α1 + hα2,α1 ◦ d0
=−
∑
α′1
hǫα2,α′1
◦m1,ǫ1;α′1,α1 −
∑
α′2
m2,ǫ1;α2,α′2
◦ h2,ǫα′2,α1 + ψ
2,ǫ
α2,α1 − ψ1,ǫα2,α1 . (19.44)
Here the first sum in the second line is taken over α′1 ∈ A1 with E(α1) < E(α′1) ≤
E(α2)+c and the second sum in the second line is taken over α
′
2 ∈ A2 with E(α1)−
c ≤ E(α′2) < E(α2). The number c is the energy loss of our morphism.
We will define ǫ3,i so that (19.44) holds for ǫ < ǫ3,i.
Proof. The proof is similar to the proof of Lemmas 19.5, 19.10. By Stokes’ formula
the left hand side is obtained from ∂‘S+ǫ(α1, α2; [1, 2]) in the same way as (19.43).
We can decompose the boundary ∂‘S+ǫ(α1, α2; [1, 2]) into a disjoint union by Propo-
sition 19.28. Then we use the composition formula to obtain the right hand side of
(19.44). Namely the 1,2,3,4-th union of (19.39) correspond to the 1,2,3,4-th term
of (19.44), respectively. 
19.6. Proof of Theorem 16.9 (2)(except (f)), Theorem 16.31 (1) and The-
orem 16.39 (2)(except (e)), (3). In this subsection we use the result of Subsec-
tion 19.5 to prove Theorem 16.9 (2) (a)-(e). We also prove Theorem 16.31 (1) and
Theorem 16.39 (2)(3) (except (2)(e)) at the same time.
To prove Theorem 16.31 (1) we need to take the ‘projective limit’ in a similar way
as the argument of Subsection 19.3. Proposition 19.33 below is its algebraic part.
It is similar to Lemma 19.13 and is a baby version of [FOOO4, Lemma 7.2.129].
Definition 19.31. Suppose we are given two partial linear K-systems Fi (i =
1, 2). Also suppose we are given (CF (Fi), {mi1;α+,α−}), a partial cochain complex
structure on CF (Fi) of energy cut level E(i) for i = 1, 2. We assume 0 ≤ c < E0 ≤
E(1) and E0 ≤ E(2) − c.
(1) A partial cochain map F1 → F2 of energy cut level E0 and energy loss c is
a family ψ̂ = {ψα2,α1} consisting of the following objects ψα2,α1 :
If αi ∈ Ai and E(α2) ≤ E(α1) + E0 − c, we have an R linear map
ψα2,α1 : Ω(Rα1 ; oRα1 ) −→ Ω(Rα2 ; oRα2 ).
We require that it satisfies (19.14) for E(α2) ≤ E(α1) + E0 − c.
(2) For j = 1, 2, let {ψj;α2,α1} be partial cochain maps of energy cut level
E0 with energy loss c. A partial cochain homotopy of energy cut level E0
with energy loss c from ψ̂1 = {ψ1;α2,α1} to ψ̂2 = {ψ2;α2,α1} is a family
ĥ = {hα2,α1} consisting of the following objects hα2,α1 :
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If αi ∈ Ai and E(α2) ≤ E(α1) + E0 − c, we have an R linear map
hα2,α1 : Ω(Rα1 ; oRα1 ) −→ Ω(Rα2 ; oRα2 ).
We require that it satisfies (19.44) for E(α2) ≤ E(α1) + E0 − c.
(3) For i = 1, 2, let ψ̂i+1i = {ψαi+1,αi} be partial cochain maps of energy loss
ci. Its energy cut level is E0 for i = 1 and E0 − c1 for i = 2. We define the
composition ψ̂31 = ψ̂32 ◦ ψ̂21 by
(ψ31)α3α1 =
∑
α2∈A2
(ψ32)α3α2 ◦ (ψ21)α2α1 .
Then ψ̂31 is a partial cochain map of energy cut level E0 and energy loss
c1 + c2.
(4) Consider E′0 such that c < E
′
0 < E0. In the situation of (1) we forget all of
ψα2,α1 for E(α2) ≤ E(α1) +E′0 − c. We then obtain a partial cochain map
F1 → F2 of energy cut level E′0. We call it the energy cut of ψ̂ at energy
cut level E′0.
The energy cut of ĥ at energy cut level E′0 is defined in the same way.
(5) Let ψ̂ : F1 → F2 be a partial cochain map of energy cut level E0 and energy
loss c and let c < E′0 < E0. If ψ̂
′ is an energy cut of ψ̂ at energy cut level
E′0, we call ψ̂ a promotion of ψ̂
′ to the energy cut level E0. A promotion
of a partial cochain homotopy is defined in the same way.
Lemma-Definition 19.32. Two partial cochain maps are said to be cochain homo-
topic if there exists a partial cochain homotopy between them. This is an equivalence
relation.
Proof. If ĥj = {hjα2α1} is a partial cochain homotopy from ψ̂j to ψ̂j+1 for j = 1, 2,
then {h1α2α1 + h2α2α1} is a partial cochain homotopy from ψ̂1 to ψ̂3. The other part
of the proof is obvious. 
Proposition 19.33. Let (CF (Fi), {mi1;α+α−}) and (CF (F ′i), {mi′1;α+α−}) be partial
cochain complexes of energy cut level E2 for i = 1, 2. We take E1 < E2. Suppose
we have a diagram
(CF (F ′1), {m1′1;α+,α−})
ψ̂′21−−−−→ (CF (F ′2), {m2′1;α+,α−})
ψ̂1
x xψ̂2
(CF (F1), {m11;α+,α−})
ψ̂21−−−−→ (CF (F2), {m21;α+,α−})
(19.45)
such that:
(i) ψ̂21, ψ̂
′
21 are partial cochain maps of energy cut level E2 and energy loss 0.
We assume that ψ̂21, ψ̂
′
21 induces isomorphisms modulo T
ǫ for a sufficiently
small ǫ > 0.
(ii) ψ̂2 is a partial cochain map of energy cut level E2 and energy loss c.
(iii) ψ̂1 is a partial cochain map of energy cut level E1 and energy loss c.
(iv) The Diagram 19.45 is homotopy commutative as partial cochain maps of
energy cut level E1 and energy loss c. Namely there exists a partial cochain
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homotopy ĥ = {hα2,α1} where hα2,α1 is defined when E(α2) ≤ E(α1)+E2−
c, and satisfies
d0 ◦ hα′2,α1 + hα′2,α1 ◦ d0
= −
∑
αˆ1∈A1
hα′
2
,αˆ1 ◦m11;αˆ1,α1 −
∑
αˆ′2∈A
′
2
m21;α′2,αˆ′2
◦ h2αˆ′2,α1
+
∑
αˆ2∈A2
(ψˆ2)α′2αˆ2 ◦ (ψˆ21)αˆ2α1 −
∑
αˆ′1∈A
′
1
(ψˆ′21)α′2αˆ′1 ◦ (ψ̂1)αˆ′1,α1 ,
(19.46)
if E(α′2) ≤ E(α1) + E1 − c.
Then we can promote ψ̂1 to a partial cochain map of energy cut level E2 and energy
loss c and ĥ to a partial cochain homotopy of energy cut level E2 and energy loss
c. That is, (19.46) holds if E(α′2) ≤ E(α1) + E2 − c.
Proof. By using induction and the discreteness of the set of energies (which follows
from uniform Gromov compactness Definition 16.36 (2) (g)), it suffices to prove the
statement for the case when
E(α′2)− E(α1) /∈ (E1 − c, E2 − c) for all (α1, α′2) ∈ A1 × A′2.
E(α′i)− E(αi) /∈ (E1 − c, E2 − c) for all (αi, α′i) ∈ Ai × A′i, i = 1, 2.
E(α′1)− E(α1) /∈ (E1, E2) for all (α1, α′1) ∈ A1 × A′1.
E(α′2)− E(α2) /∈ (E1 − c, E2 − c) for all (α2, α′2) ∈ A2 × A′2.
(19.47)
We will prove the proposition for this case below.
We first promote ψ̂1 to the energy cut level E2. We regard both ψ̂j (j = 1, 2)
as partial cochain maps of energy cut level E1 and energy loss c. We use them to
define ψ̂j : CF (Fj)→ CF (F ′j) as
ψ̂j =
⊕
αj ,α′j
(ψj)α′
j
αj
where we consider αj , α
′
j with E(α
′
j)−E(αj) ≤ E1. Note that (ψ2)α′2α2 is defined
for α′2, α2 satisfying E(α
′
2)−E(α2) ≤ E2. To clarify the energy cut we did for ψ̂2 we
write ψ̂2|E1 . We define ĥ : CF (F1)→ CF (F ′2) in the same way. We also drop the
energy cut level E2 of ψ̂
′
21, ψ̂21 to E1, which we write ψ̂
′
21|E1 , ψ̂21|E1 respectively.
We regard them as
ψ̂′21|E1 : CF (F ′1)→ CF (F ′2), ψ̂21|E1 : CF (F1)→ CF (F2)
in that sense. We define
d̂j |E1 : CF (Fj)→ CF (Fj), d̂′j |E1 : CF (F ′j)→ CF (F ′j)
in the same way.
Let E(α′1)− E(α1) = E2 − c. We define o(α1, α′1) ∈ HomR(oRα1 , oRα′
1
) by
o(α1, α
′
1) = (d̂
′
1 ◦ ψ̂1 − ψ̂1 ◦ d̂1)α′1α1 . (19.48)
As in the proof of Lemma 19.13, we can show
d0 ◦ o(α1, α′1) + o(α1, α′1) ◦ d0 = 0.
We will prove that o(α1, α
′
1) is a d0-coboundary. We consider
(ψ̂′21|E1 ◦ (d̂′1 ◦ ψ̂1 − ψ̂1 ◦ d̂1))α′1α1 .
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Using the fact that (19.48) is zero for E(α′1)−E(α1) < E0 − c and ψ̂∗∗ has energy
loss 0 (Definition 19.31 (6)), we find that
(ψ̂′21 ◦ (d̂′1 ◦ ψ̂1 − ψ̂1 ◦ d̂1))α1α′1 = o(α1, α′1).
On the other hand, we have
(ψ̂′21|E1 ◦ (d̂′1|E1 ◦ ψ̂1 − ψ̂1 ◦ d̂1|E1))α1α′1
≡
Ä
d̂′2|E1 ◦ ψ̂′21|E1 ◦ ψ̂1 − ψ̂′21|E1 ◦ ψ̂1 ◦ d̂1|E1
ä
α′1α1
.
(19.49)
Here ≡ means modulo d0-coboundary. Such d0-coboundary appears because
(d̂′2|E1 ◦ ψ̂′21|E1 − ψ̂′21|E1 ◦ d̂′2|E1)α′1α1 = d0 ◦ (ψ̂′21)α′1α1 − (ψ̂′21)α′1α1 ◦ d0.
Then we use
(ψ̂′21|E1 ◦ ψ̂1 − ψ̂2|E1 ◦ ψ̂21|E1)α′1α1 = d0 ◦ hα1,α′1 + hα′1α1 ◦ d0
to show that
(19.49) ≡ (d̂′2|E1 ◦ ψ̂2|E1 ◦ ψ̂21|E1 − ψ̂2|E1 ◦ ψ̂21|E1 ◦ d̂2|E1)α′1α1 . (19.50)
The right hand side of (19.50) is a d0-coboundary since the partial cochain maps
ψ̂21|E1 , ψ̂2|E1 appearing here can be promoted to the energy cut level E2 by as-
sumption. Thus o(α1, α
′
1) is a d0-coboundary. Therefore we can define (ψ̂1)α′1α1
which bounds −o(α1, α′1) to promote ψ̂1 to the energy cut level E2. We note that
we can still change (ψ̂1)α′1α1 by d0-cocycle. We will use this freedom in the next
step.
Next we promote the homotopy ĥ. Hereafter we denote by ψ̂1 its promotion
to the energy cut level E2, which we have just done above. We now change our
notation and regard ψ̂j , ψ̂21 etc. as partial cochain maps of energy cut level E2. So
when we regard them as : CF (∗) → CF (∗), we include the αα′-component where
E(α′)− E(α) = E2 − c.
We consider (α1, α
′
2) ∈ A1 × A′2 with E(α′2)− E(α1) = E2 − c. We define
o(α1, α
′
2) =
Ä
(ψ̂′21 ◦ ψ̂1 − ψ̂2 ◦ ψ̂′21)− (d̂′2 ◦ ĥ+ ĥ ◦ d̂1)
ä
α′2α1
. (19.51)
We note that the right hand side is 0 if E(α′2)−E(α1) < E2− c by (19.47) and the
assumption. Moreover we have
0 =
Ä
d̂′2 ◦ (ψ̂′21 ◦ ψ̂1 − ψ̂2 ◦ ψ̂′21)− (ψ̂′21 ◦ ψ̂1 − ψ̂2 ◦ ψ̂′21) ◦ d̂1
−d̂′2 ◦ (d̂′2 ◦ ĥ+ ĥ ◦ d̂1) + (d̂′2 ◦ ĥ+ ĥ ◦ d̂1) ◦ d̂1
ä
α′2α1
.
(19.52)
In fact, we already promoted d̂′i, d̂i, ψ̂
′
21, ψ̂
′
i to the energy cut level E2 and in
our notation (which we changed at the beginning of the construction of ĥ) ψ̂′21, ψ̂
′
i
contain the components up to the energy cut level E2. Therefore the equalities
d̂′2 ◦ ψ̂′21 = ψ̂′21 ◦ d̂′1 etc. hold up to the energy cut level E2. It implies that the first
line of (19.52) vanishes. The second line vanishes obviously. We use them to obtain
d0 ◦ o(α1, α′2) + o(α1, α′2) ◦ d0 = 0. (19.53)
We now use the freedom to change (ψ̂1)α1α′1 by d0-cocycle. Then we may assume
(19.51) is a d0-coboundary. Thus we can promote the cochain homotopy ĥ. 
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Proof of Theorem 16.39 (3). Let FFj (j = a, b) be inductive systems of partial lin-
ear K-systems which consist of partial linear K-systems F ij , i = 1, 2, . . . and partial
morphisms Ni+1ij : F ij → F i+1j . The morphism FFa → FFb consists of morphisms
NNi : F ia → F ib and homotopy. Namely, we have a homotopy commutative diagram
of partial morphisms:
F ib
N
i+1i
b−−−−→ F i+1b
NNi
x xNNi+1
F ia
Ni+1ia−−−−→ F i+1a
(19.54)
In the proof of Theorem 16.39 (1) given in Subsection 19.3, we made a choice of”U+(j, i;α−, α+), Ŝ+(j, i;α−, α+)
that are Kuranishi structures of the spaces of connecting orbits and their CF-
perturbations to define partial cochain complex (CF (F ij), {mji;ǫ1;α+α−}) and this par-
tial cochain complex is defined from F ij . We also made a choice of”U+(mor; j, i, i+ 1;α−, α+), Ŝ+(mor; j, i, i+ 1;α−, α+; ρii+1j )
that are Kuranishi structures of the spaces of interpolation spaces of Ni+1ij and
their CF-perturbations. Here the parameter ρ = ρii+1j ∈ (0, 1] is taken as follows.
We need to fix CF-perturbations of ”U+(j, i;α−, α+) and of ”U+(j, i + 1;α−, α+)
with which our CF-perturbations on the interpolation spaces are compatible. On
one of those Kuranishi structures, we take Ŝ+(j, i;α−, α+). On the other Kuranishi
structure, we take ǫ 7→ Ŝ+(j, i+1;α−, α+)ρǫ. The parameter ρ appears here. Using
these choices, we obtain partial cochain maps at the horizontal arrows in Diagram
(19.54).
Next we apply Proposition 19.7 to the vertical arrows of Diagram (19.54). Then
we can choose ”U+(mor; ab, i;α−, α+), Ŝ+(mor; ab, i;α−, α+; ρiab),
and ”U+(mor; ab, i+ 1;α−, α+), Ŝ+(mor; ab, i+ 1;α−, α+; ρi+1ab ),
that are Kuranishi structures and CF-perturbations of the interpolation spaces of
NNi, NNi+1, respectively.
For each i we take ǫbi ≤ ǫai ≤ ǫ4,i such that ǫai+1 ≤ ǫai, ǫbi+1 ≤ ǫbi. (We specify
our choice of ǫ4,i later.) We take ρ
ii+1
j = ǫji+1/ǫji. We put
CF ij :=
Ä
CF (F ij), {mji;ǫ1;α+α−}
ä
. (19.55)
Then we have a diagram of partial cochain complexes.
CF ib −−−−→ CF i+1bx x
CF ia −−−−→ CF i+1a
(19.56)
By construction the vertical arrows are partial cochain maps of energy cut level Ei
and Ei+1, respectively.
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We now use Proposition 19.28 to obtain Kuranishi structures and CF-perturbations
on the interpolation spaces of the homotopy of Diagram (19.54) which are compat-
ible with the choices we had made for the interpolation spaces of the arrows of
Diagram (19.54) and the space of connecting orbits. (We had made the choice of
them already as explained above.) We can take ǫ4,i so small that this choice of
Kuranishi structures and CF-perturbations determines a cochain homotopy which
makes Diagram (19.56) commutative up to cochain homotopy. (This is a conse-
quence of Lemma 19.30.) Recall from Remark 19.15 the numbers ǫ0,i, ǫ1,i, ǫ2,i, ǫ3,i
in (19.26) are already chosen. We will need ǫ4,i, ǫ5,i etc. for homotopy of homotopies
etc. (However we need only finitely many of them.)
Therefore by Proposition 19.33 we can promote Diagram (19.56) to homotopy
commutative diagram of the partial cochain maps of energy cut level Ei+1.
The rest of the proof is purely algebraic. We now consider the following diagram:
CF 1b −−−−→ . . . −−−−→ CF ib −−−−→ CF i+1b −−−−→ . . .x x x
CF 1a −−−−→ . . . −−−−→ CF ia −−−−→ CF i+1a −−−−→ . . .
(19.57)
Note that our construction of cochain complex CF (Fa) is done by promoting the
horizontal lines inductively to one of energy cut level Ek and taking limit k →∞.
We do so for both of the horizontal lines. Then we continue to promote the vertical
lines so that the whole diagram becomes homotopy commutative. Thus we obtain a
cochain map CF (Fa)→ CF (Fb). This finishes the proof of Theorem 16.39 (3). 
Proof of Theorem 16.39 (2) (a)-(d). When we proved Theorem 16.39 (1) in Sub-
section 19.3, we made the following choices.
(1) For each i the pairs
Ä”U+(i;α−, α+), Ŝ+(i;α−, α+)ä for various α−, α+ that
are a system of Kuranishi structures of the spaces of connecting orbits and
their CF-perturbations to define a partial cochain complex
(CF (F i), {mi;ǫ1;α+α−})
and this partial cochain complex is defined from the partial linear K-system
F i with energy cut level EkiE .
(2) For each i the pairsÄ”U+(mor; i, i+ 1;α−, α+), Ŝ+(mor; i, i+ 1;α−, α+; ρii+1j )ä
for various α−, α+ are a system of Kuranishi structures of the interpo-
lation spaces of Ni+1i and their CF-perturbations. Here the parameter
ρ = ρii+1j ∈ (0, 1] is as explained during the proof of Theorem 16.39 (3).
(3) The small numbers ǫi.
We then defined
Ä
CF (F i), {mi;ǫi1;α+α−}
ä
by using the choices (1),(3). Moreover using
the choices (2), (3), we defined partial cochain maps
ψ̂i :
Ä
CF (F i), {mi;ǫi1;α+α−}
ä
−→
Ä
CF (F i+1), {mi+1;ǫi+11;α+α− }
ä
. (19.58)
Finally using (19.58) and an algebraic result (Lemma 19.13), we promoted partial
cochain complexes
Ä
CF (F i), {mi;ǫi1;α+α−}
ä
and partial cochain maps ψ̂i to cochain
complexes and cochain maps. This algebraic process also involves choices.
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We will prove that the resulting cochain complex is independent of those choices
up to cochain homotopy equivalence. LetÄ”U+(ji;α−, α+), Ŝ+(ji;α−, α+)ä
and Ä”U+(mor, j; i, i+ 1;α−, α+), Ŝ+(mor, j; i, i+ 1;α−, α+; ρii+1j )ä ,
and ǫji be two choices, where j = a, b.
We consider the next diagram, which defines a morphism FF → FF .
F1 N21−−−−→ . . . Nii−1−−−−→ F i Ni+1i−−−−→ F i+1 Ni+2i+1−−−−−→ . . .xID xID xID
F1 N21−−−−→ . . . Nii−1−−−−→ F i Ni+1i−−−−→ F i+1 Ni+2i+1−−−−−→ . . .
(19.59)
The homotopy commutativity of Diagram (19.59) follows from Proposition 18.63.
Now we apply Theorem 16.39 (3). Namely we apply the choice we made for j = b
for the first line and the choice we made for j = a for the second line. We also use
the particular way to promote the inductive system of partial cochain complexes
which we used for choices j = b and j = a. (We obtain those cochain complexes
from the first and second lines of Diagram (19.59).)
Now we apply Proposition 19.33 and obtain a cochain map CFa → CFb. Here
CFa (resp. CFb) is the cochain complex we obtain by this promotion of the second
line (resp. first line). The proof of Theorem 16.39 (2) (except (e)) is complete. 
Proof of Theorem 16.9 (2) (a)-(e). This is nothing but a special case of Theorem
16.39 (2) where Ni+1i is the identity morphism. 
Proof of Theorem 16.31 (1). We can use Proposition 18.63 to obtain the following
homotopy commutative diagram:
F2 ID−−−−→ . . . ID−−−−→ F2 ID−−−−→ F2 ID−−−−→ . . .xN xN xN
F1 ID−−−−→ . . . ID−−−−→ F1 ID−−−−→ F1 ID−−−−→ . . .
(19.60)
In fact, we have ID ◦N ∼ N ∼ N ◦ ID, by Proposition 18.63.
Following the proof of Theorem 16.9 (1), we make the following choices.
(1) For each j = 1, 2 we regard Fj as a partial linear K-system of energy cut
level Ei. We write it as F ij .
(2) We take ”U+(j, i;α−, α+) and Ŝ+(j, i;α−, α+) that are a Kuranishi struc-
ture of the space of connection orbits of F ij and its CF-perturbation, re-
spectively. They satisfy the conclusion of Proposition 19.1.
(3) We take ”U+(mor, j, ii + 1;α−, α+) and Ŝ+(mor, j, ii + 1;α−, α+) that are
a Kuranishi structure of the interpolation space of ID : F ij → F i+1j and its
CF-perturbation, respectively. They satisfy the conclusion of Proposition
19.7.
(4) We also take ”U+(mor, 12, i;α1, α2) and Ŝ+(mor, 12, i;α1, α2) that are a
Kuranishi structure of the interpolation space of N : F i1 → F i2 and its
CF-perturbation, respectively. They satisfy the conclusion of Proposition
19.7.
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(5) We take ”U+(mor, i;α−, α+; [0, 1]) and Ŝ+(mor, i;α−, α+; [0, 1]) that are a
Kuranishi structure of the interpolation space of the homotopy ID ◦N ∼
N ◦ ID : F i1 → F i+12 and its CF-perturbation, respectively. The Kuranishi
structure is compatible with ones in Item (1)(2)(3)(4) at the boundary.
By these choices the geometric Diagram (19.60) is converted to the algebraic dia-
gram below:Ä
CF (F2), {m2iǫ2i1;α+,α−}
ä ψ̂i+1i2−−−−→ ÄCF (F2), {m2iǫ2i+11;α+,α−}ä
ni
x xni+1Ä
CF (F1), {m1i,ǫ1i1;α+,α−}
ä ψ̂i+1i1−−−−→ ÄCF (F1), {m1i+1,ǫ1i+11;α+,α− }ä
(19.61)
Here
•
Ä
CF (Fj), {mji,ǫji1;α+,α−}
ä
is obtained by the choice (2) above.
• ψ̂i+1ij , j = 1, 2 is obtained by the choice (3) above.
• ni is obtained by the choice (4) above.
• By the choice (5) above we obtain a cochain homotopy between ψ̂i+1i2 ◦ ni
and ni+1 ◦ ψ̂i+1i1 . We denote it by hi.
Here we use Lemmas 19.21 and 19.22 to prove that the composition ψ̂i+1i2 ◦ni (resp.
ni+1 ◦ ψ̂i+1i1 ) is the cochain map associated to the morphism that is the composition
of the identity morphism and Ni (resp. Ni and the identity morphism).
We note that at this stage the energy cut level of the objects (partial cochain
maps and partial cochain complexes) in the right vertical line is Ei+1 and the energy
cut level of all the other objects in (19.61) (and the partial cochain homotopy hi)
is Ei.
Now we start promoting the objects in Diagram (19.61). First according to
the proof of Theorem 16.9 (1), we promote all the objects in the upper and lower
horizontal lines in Diagram (19.61) to a cochain complex and cochain map. (Namely
we promote them to the energy cut level ∞.)
Thus all the objects other than ni, ni+1 and the cochain homotopy in Diagram
(19.61) are promoted to the energy cut level ∞. We now use the fact that the
energy cut level of ni+1 is Ei+1 to promote ni and hi to the energy cut level Ei+1.
We use Proposition 19.33 to do so.
Then by induction using Diagrams (19.61) for all i, we can promote ni, ni+1 to
the energy cut level∞ so that Diagram (19.61) commutes up to cochain homotopy.
The proof of Theorem 16.31 (1) is complete. 
19.7. Construction of higher homotopy. In this subsection, we generalize Propo-
sition 19.28 to the case of P -parametrized morphisms.
Situation 19.34. Suppose we are given a P -parametrized family of morphisms of
(partial) linear K-system. Let E0 be its energy cut level and c be its energy loss.
Let N (α1, α2;P ) be its interpolation spaces.
Let αi ∈ Ai with α2 − α1 ≤ E0 − c.
(1) We are given a τ -Ch-collared Kuranishi structure ”U+(α1, α2; Ŝk(P )) on the
underlying topological space of N (α1, α2;Sk(P ))Ch⊞τ0 . (Here Ch is the
horizontal boundary component, that is the complement of the inverse
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image ev−1Sk(P )(∂Sk(P )) of the evaluation map
evSk(P ) : N (α1, α2;Sk(P )) −→ Ŝk(P )
in ∂N (α1, α2;Sk(P )). See Definition 19.27 for the case P = [1, 2].)
We assume that there exists an embedding to ”U+(α1, α2; Ŝk(P )) from
the corner trivialization of the Kuranishi structure of N (α1, α2;Sk(P )) in
Lemma 16.24, by which ”U+(α1, α2; Ŝk(P )) becomes a thickening of
N (α1, α2;Sk(P ))Ch⊞τ0 .
(2) Evaluation maps ev± and evSk(P ) extend to
”U+(α1, α2; Ŝk(P )) and the
above mentioned embedding is compatible with the evaluation maps. There
exists a periodicity isomorphism which commutes with the embedding.
(3) We are given a τ -collared CF-perturbation Ŝ+(α1, α2; Ŝk(P )) of the Ku-
ranishi structure in (1). It is compatible with the periodicity isomorphism.
(4) The τ -collared CF-perturbation Ŝ+(α1, α2; Ŝk(P )) is transversal to zero.
Moreover the evaluation map
(ev+, evSk(P )) :
”U+(α1, α2; Ŝk(P )) −→ Rα2 × Ŝk(P )
is stratified strongly submersive with respect to Ŝ+(α1, α2; Ŝk(P )).
(5) The Kuranishi structure ”U+(α1, α2; Ŝk(P )) and the CF-perturbation
Ŝ+(α1, α2; Ŝk(P ))
are compatible with the isomorphisms in Conditions 16.23, 16.26, 16.28.

Proposition 19.35. Suppose we are in Situation 19.34. Then there exists a τ ′-
Ch-collared Kuranishi structure”U+(α1, α2;P ) on the underlying topological space of
N (α1, α2;P )Ch⊞τ0 and a τ ′- Ch-collared CF-perturbation Ŝ+(α1, α2;P ) of”U+(α1, α2;P )
such that they have the following properties.
(1) There exists an embedding from N (α1, α2;P )Ch⊞τ0 to ”U+(α1, α2;P ) by
which the later becomes a thickening of the former.
(2) Evaluation maps ev± and evP extend to ”U+(α1, α2;P ) and the above men-
tioned embedding is compatible with them.
(3) There exists a periodicity isomorphism”U+(α1, α2;P ) −→”U+(βα1, βα2;P )
which commutes with the embedding. The pull-back of Ŝ+(βα1, βα2;P ) by
the periodicity isomorphism is isomorphic to Ŝ+(α1, α2;P ).
(4) The CF-perturbation Ŝ+(α1, α2;P ) is transversal to 0. Moreover the eval-
uation map
(ev+, evP ) : N (α1, α2;P )Ch⊞τ0 −→ Rα2 × P
is strongly submersive with respect to Ŝ+(α1, α2;P ).
(5) The fiber product ”U+(α1, α2;P )×P Ŝk(P )
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is isomorphic to ”U+(α1, α2; Ŝk(P )). This isomorphism is compatible with
the periodicity isomorphism and evaluation maps. It is also compatible with
the embedding in (1) and one in Situation 19.34 (1).
(6) The fiber product
Ŝ+(α1, α2;P )×P Ŝk(P )
is equivalent to Ŝ+(α1, α2; Ŝk(P )).
(7) There exists an isomorphism: 40
∂
Ä”U+(α1, α2;P )ä
∼= ⊔
∐
α∈A1
(−1)dim Û+(α,α2;P )
Ä”U+(α, α2;P ) ev− ×ev+ ”U+(1;α1, α)ä
∐
α∈A2
(−1)dim Û+(2;α,α2)
Ä”U+(2;α, α2) ev− ×ev+ ”U+(α1, α;P )ä
⊔”U+(α1, α; ∂P ).
(19.62)
(Recall that”U+(1;α1, α), ”U+(2;α, α2) are Kuranishi structures onM1(α1, α),
M2(α, α2), respectively, given in Proposition 19.1.)
This isomorphism is compatible with the isomorphism in Condition 16.23
via the embedding in (1). It is also compatible with the orientation isomor-
phism, the periodicity isomorphism and the evaluation maps.
(8) The normalized corner Ŝk(”U+(α1, α2;P )) is decomposed to the disjoint
union of the following fiber products.”U+(1;α−, α1)×Rα1 · · · ×Rαk1−1 ”U+(1;αk1−1, αk1)
×Rαk1 ”U+(αk1 , αk1+1; Ŝk3(P ))
×Rαk1+1 ”U+(2;αk1+1, αk1+2)×Rαk1+2 · · · ×Rαk1+k2 ”U+(2;αk1+k2 , α+).
(19.63)
This isomorphism is compatible with the isomorphism in Condition 16.26
via the embedding in (1). It is also compatible with the periodicity isomor-
phism and the evaluation maps.
(9) The isomorphism (19.63) satisfies the same compatibility conditions claimed
for N (α1, α2;P ) in Condition 16.28.
(10) The CF-perturbation Ŝ+(α1, α2;P ) is compatible with the isomorphisms
(19.62) and (19.63).
(11) When the τ-collared CF-perturbation Ŝ+(α1, α2; Ŝk(P )) given in Situation
19.34 varies in a uniform family, we can take Ŝ+(α1, α2;P ) to be uniform.
Proof. The proof is entirely the same as the proof of Proposition 19.1. 
The translation to algebra is fairly immediate.
Definition 19.36. In the situation of Proposition 19.35, we define
ψP,ǫα2,α1 : Ω(Rα1 ; oRα1 ) −→ Ω(Rα2 ; oRα2 ) (19.64)
by
ψP,ǫα2,α1(h) = ev+!(ev
∗
−h;
‘S+ǫ(α1, α2;P )). (19.65)
40See Remark 16.2).
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Here the right hand side is defined by Definition 17.67 on the K-spaces
(N (α1, α2;P )⊞τ0 ,”U+(mor;α1, α2;P )).
The degree of ψP,ǫα2,α1 after shifted is− dimP . If the energy loss of our parametrized
family of morphisms is c, the map ψP,ǫα2,α1 induces
FλCF (F1) −→ Fλ−cCF (F2)
where the filtration Fλ is defined in Definition 16.8 (2)(3).
Lemma 19.37. The operators ψP,ǫα2,α1 satisfy the following equality in the sense of
(♭).
d0 ◦ ψP,ǫα2,α1 − (−1)degPψP,ǫα2,α1 ◦ d0 + ψ∂P,ǫα2,α1
+ (−1)degP
∑
α′1
ψP,ǫα2,α′1
◦m1,ǫ1;α′1,α1 −
∑
α′2
m2,ǫ1;α2,α′2
◦ ψP,ǫα′2,α1 = 0.
(19.66)
Here the first sum in the second line is taken over α′1 ∈ A1 with E(α1) < E(α′1) ≤
E(α2)+c and the second sum in the second line is taken over α
′
2 ∈ A2 with E(α1)−
c ≤ E(α′2) < E(α2). The number c is the energy loss of our morphism.
Proof. The proof is by Stokes’ formula and the composition formula and is entirely
similar to the proof of Lemma 19.10. 
19.8. Proof of Theorem 16.39 (2)(e), (4)-(6) and Theorem 16.9 (2)(f).
We begin with an algebraic result that is similar to Proposition 19.33 and is a baby
version of [FOOO4, Theorem 7.2.212].
Situation 19.38. For j = 1, 2, let (CF (F ij), dˆij), (CF (F i+1j ), dˆi+1j ) be partial
cochain complexes of energy cut level Ei+1.
(1) For j = 1, 2, ψi+1ij : CF (F ij) → CF (F i+1j ) is a partial cochain map of
energy cut level Ei+1 and energy loss 0. Moreover, we assume ψi+1ij induces
an isomorphism modulo T ǫ for small ǫ > 0.
(2) For k = a, b and ℓ = i, i + 1, nℓk : CF (Fℓ1) → CF (Fℓ2) is a partial cochain
map of energy cut level Ei+1 and energy loss c.
(3) hiab : CF (F i1) → CF (F i2) is a cochain homotopy between nia and nib of
energy cut level Ei and energy loss c. hi+1ab : CF (F i+11 ) → CF (F i+12 ) is
a cochain homotopy between ni+1a and n
i+1
b of energy cut level E
i+1 and
energy loss c. See Diagram (19.67).
(4) For k = a, b, hi+1ik : CF (F i1) → CF (F i+12 ) is a partial cochain homotopy
between ni+1k ◦ψi+1i1 and ψi+1i2 ◦nik of energy cut level Ei+1 and energy loss
c.

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CF (F i1)
ψi+1i1
//
nia

nib
		
CF (F i+11 )
ni+1a

ni+1
b
		
hiab−→ h
i+1
ab−→
CF (F i2)
ψi+1i2
// CF (F i+12 )
(19.67)
Proposition 19.39. Suppose in Situation 19.38 there exists (homotopy of homo-
topies)
Hi+1iab : CF (F i1) −→ CF (F i+12 )
which satisfies
dˆi+12 ◦ Hi+1iab − Hi+1iab ◦ dˆi1
= hi+1ib − hi+1ia + hi+1ab ◦ ψi+1i1 − ψi+1i2 ◦ hiab
(19.68)
as equality of maps of energy cut level Ei and energy loss c.
Then we can promote hiab and H
i+1i
ab to the energy cut level E
i+1 so that Formula
(19.68) holds as an equality of maps of energy cut level Ei+1 and energy loss c.
Proof. We first promote hiab. Let us consider α1, α2 with E(α2)−E(α1) = Ei+1−c.
We will find
(hiab)α2α1 : CF (F i1) −→ CF (F i2)
such that
d0 ◦ (hiab)α2α1 + (hiab)α2α1 ◦ d0
=−
∑
α′2
m21,α2α′2
◦ (hiab)α′2α1 −
∑
α′1
(hiab)α2α′1 ◦m11,α′1α1
+ (nib)α2α1 − (nia)α2α1 .
(19.69)
Let o(α1, α2) be the right hand side of (19.69). Then we have
o(α1, α2) =
Ä
−dˆi2 ◦ hiab − hiab ◦ dˆi1 + nib − nia
ä
α2α1
.
Lemma 19.40.
d0 ◦ o(α1, α2)− o(α1, α2) ◦ d0 = 0.
Proof. We observeÄ
dˆi2 ◦
Ä
−dˆi2 ◦ hiab − hiab ◦ dˆi1 + nib − nia
ä
−
Ä
−dˆi2 ◦ hiab − hiab ◦ dˆi1 + nib − nia
ä
◦ dˆi1
ä
α2α1
= 0.
This is a consequence of dˆi2 ◦ dˆi2 = dˆi1 ◦ dˆi1 = 0 and Situation 19.38 (2). On the other
hand we have Ä
−dˆi2 ◦ hiab − hiab ◦ dˆi1 + nib − nia
ä
α′2α
′
1
= 0
if E(α′2)− E(α′1) ≤ Ei − c by Situation 19.38 (4). The lemma follows. 
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We will show that o(α1, α2) is a coboundary. Below ≡ stands for modulo d0
coboundary. Let o : CF (F i1) → CF (F i2) be a homomorphism such that oα2α1 =
o(α1, α2) for E(α2)− E(α1) = Ei+1 − c and oα2α1 = 0 otherwise.
First by definition we find
(ψi+1i2 ◦ o)α′2α1
=
Ä
ψi+1i2 ◦ (−dˆi2 ◦ hiab − hiab ◦ dˆi1 + nib − nia)
ä
α′2α1
=
Ä
−dˆi+12 ◦ ψi+1i2 ◦ hiab
−ψi+1i2 ◦ hiab ◦ dˆi1 + ψi+1i2 ◦ nib − ψi+1i2 ◦ nia)
ä
α′2α1
.
(19.70)
Here and hereafter E(α′2) − E(α1) = Ei+1 − c. We used Situation 19.38 (1) in
(19.70). We observe
(−dˆi+12 ◦ ψi+1i2 ◦ hiab − ψi+1i2 ◦ hiab ◦ dˆi1)α′2α1
≡ (−dˆi+12 ◦ (ψi+1i2 ◦ hiab)|Ei − (ψi+1i2 ◦ hiab)|Ei ◦ dˆi1)α′2α1 .
(19.71)
Here we used the following equality
(dˆi+12 ◦A− (−1)degAA ◦ dˆi1)α′2α1
− (dˆi+12 ◦A|Ei − (−1)degAA|Ei ◦ dˆi1)α′2α1
= d0 ◦Aα′
2
α1 − (−1)degAAα′2α1 ◦ d0.
(19.72)
By induction hypothesis we have
− (ψi+1i2 ◦ hiab)|Ei + (hi+1ab ◦ ψi+1i1 )|Ei − (hi+1ia )|Ei + (hi+1ib )|Ei
=
Ä
dˆi+12 ◦ Hi+1iab − Hi+1iab ◦ dˆi1
ä
|Ei .
(19.73)
Therefore we obtain
(−dˆi+12 ◦ (ψi+1i2 ◦ hiab)|Ei)α′2α1
=
Ä
dˆi+12 ◦
(−(hi+1ab ◦ ψi+1i1 )|Ei + (hi+1ia )|Ei − (hi+1ib )|Ei))äα′2α1
+
Ä
dˆi+12 ◦ (dˆi+12 ◦ Hi+1iab − Hi+1iab ◦ dˆi1)|Ei
ä
α′2α1
.
(19.74)
By (19.73) we have
(−(ψi+1i2 ◦ hiab)|Ei ◦ dˆi1)α′2α1
=
Ä(−(hi+1b ◦ ψii+11 )|Ei + (hi+1ia )|Ei − (hi+1ib )|Ei) ◦ dˆi1äα′2α1
+
Ä
(dˆi+12 ◦ Hi+1iab − Hi+1iab ◦ dˆi1)|Ei ◦ dˆi1
ä
α′2α1
.
(19.75)
It follows that
(19.74) + (19.75)
=
Ä
dˆi+12 ◦
(
(−hi+1ab ◦ ψii+11 )|Ei + (hi+1ia )|Ei − (hi+1ib )|Ei
)ä
α′2α1
+
Ä(−(hi+1ab ◦ ψii+11 )|Ei + (hi+1ia )|Ei − (hi+1ib )|Ei) ◦ dˆi1äα′2α1 .
(19.76)
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Here we used dˆi1 ◦ dˆi1 = dˆi2 ◦ dˆi2 = 0 and (19.72) with A = dˆi+12 ◦ Hi+1iab − Hi+1iab ◦ dˆi1.
Using (19.72) again we have
(19.76) =
Ä
dˆi+12 ◦
(−hi+1ab ◦ ψi+1i1 + hi+1ia − hi+1ib )äα′2α1
+
Ä(−hi+1ab ◦ ψi+1i1 + hi+1ia − hi+1ib ) ◦ dˆi1äα′2α1 . (19.77)
By Situation 19.38 (4) we have
(ψi+1i2 ◦ nik − ni+1k ◦ ψi+1i1 )α′2α1 = (dˆi+12 ◦ hi+1ik + hi+1ik ◦ dˆi+11 )α′2α1 (19.78)
for k = a, b. Thus (19.70), (19.71), (19.76), (19.77), (19.78) imply
(ψi+1i2 ◦ o)α′2α1
≡
Ä
dˆi+12 ◦ (−hi+1ib + hi+1ia − hi+1ab ◦ ψi+1i1 )
+ (−hi+1ib + hi+1ia − hi+1ab ◦ ψi+1i1 ) ◦ dˆi1
+ (ni+1b ◦ ψi+1i1 + dˆi+12 ◦ hi+1ib + hi+1ib ◦ dˆi1)
+ (−ni+1a ◦ ψi+1i1 − dˆi+12 ◦ hi+1ia − hi+1ia ◦ dˆi1)
ä
α′2α1
≡
Ä
−dˆi+12 ◦ hi+1ab ◦ ψi+1i1 − hi+1ab ◦ ψi+1i1 ◦ dˆi1
+ni+1b ◦ ψi+1i1 − ni+1a ◦ ψi+1i1
)
α′2α1
.
(19.79)
By Situation 19.38 (3) we have
(dˆi+12 ◦ hi+1ab + hi+1ab ◦ dˆi+11 )α′2α1 = (ni+1b − ni+1a )α′2α1 . (19.80)
Moreover, by Situation 19.38 (1) we find
(dˆi+12 ◦ hi+1ab ◦ ψi+1i1 )α′2α1 = (dˆi+12 ◦ ψi+1i1 ◦ hi+1ab )α′2α1 .
Therefore the right hand side of (19.79) vanishes. Namely (ψi+1i2 ◦ o)α′2α1 is a d0-
coboundary. Since ψi+1i2 induces an isomorphism on d0-cohomology in energy level
0 (this follows from Definition 19.31 (6)), o(α1, α2) is also a d0-coboundary.
Thus we can find (hiab)α2α1 and promote h
i
ab to the energy level E
i+1. Note that
we have a freedom to change (hiab)α2α1 by d0-cocycle.
Lemma 19.41.Ä
dˆi+12 ◦ Hi+1iab − Hi+1iab ◦ dˆi1 + hi+1ib − hi+1ia
−hi+1ab ◦ ψi+1i1 + ψi+1i2 ◦ hiab
)
α′2α1
(19.81)
is a d0-cocycle for E(α
′
2)− E(α1) = Ei+1 − c.
Proof. We first note that
(dˆi+12 ◦ (dˆi+12 ◦ Hi+1iab − Hi+1iab ◦ dˆi1)
+ (dˆi+12 ◦ Hii+1ab − Hi+1iab ◦ dˆi1) ◦ dˆi1)α′2α1 = 0.
(19.82)
Next we observe that Situation 19.38 (4) implies
(dˆi+12 ◦ (hii+1b − hi+1ia ) + (hi+1ib − hii+1a ) ◦ dˆi1)α′2α1
= (ni+1b ◦ ψi+1i1 − ψii+12 ◦ nib − ni+1a ◦ ψi+1i1 + ψii+12 ◦ nia)α′2α1 .
(19.83)
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Moreover Situation 19.38 (1)(3) imply
(dˆi+12 ◦ hi+1ab ◦ ψi+1i1 + hi+1ab ◦ ψii+11 ◦ dˆi1)α′2α1
= (dˆi+12 ◦ hi+1ab ◦ ψi+1i1 + hi+1ab ◦ dˆi+11 ◦ ψi+1i1 )α′2α1
= ((ni+1b − ni+1a ) ◦ ψi+1i1 )α′2α1 .
(19.84)
In a similar way we have
(dˆi+12 ◦ ψi+1i2 ◦ hiab + ψi+1i2 ◦ hiab ◦ dˆi1)α′2α1
= (ψi+1i2 ◦ dˆi2 ◦ hiab + ψi+1i2 ◦ hiab ◦ dˆi1)α′2α1
= (ψi+1i2 ◦ (nib − nib))α′2α1 .
(19.85)
The sum of (19.82)-(19.85) is 0.
On the other hand,
dˆi+12 ◦ Hi+1iab − Hi+1iab ◦ dˆi1 + hi+1ib − hii+1a − hi+1ab ◦ ψi+1i1 + ψi+1i2 ◦ hiab
is zero up to energy level Ei by assumption. Therefore the sum of (19.82)-(19.85)
is d0 differential of (19.81). 
Therefore we can choose (hiab)α2α1 so that (19.81) is a d0-coboundary for α1, α2
with E(α2)−E(α1) = Ei+1− c. We now choose (Hi+1iab )α′2α1 which bounds (19.81).
The proof of Proposition 19.39 is now complete. 
Remark 19.42. In Situation 19.38 (1) we assumed that the energy zero part of
the partial cochain map of energy loss 0 is the identity map. Actually we only need
a milder assumption that the energy 0 part of the partial cochain map of energy
loss 0 induces an injection on d0 cohomology.
Proof of Theorem 16.39 (4). We are given NNa, NNb, that are morphisms of in-
ductive systems FF1 → FF2. Each of them consists of partial morphisms
Nik : F i1 → F i2, k = a, b,
respectively. They induce partial cochain maps
nik : CF (F i1)→ CF (F i2), k = a, b
for each i. We are also given a homotopy HH from NNa to NNb. It consists of
partial homotopies from Nia to N
i
b. By Proposition 19.28 and Lemma 19.37, it
induces a partial homotopy
hiab : CF (F i1)→ CF (F i2)
from nia to n
i
b.
Since NNa, NNb are morphisms of partial linear K-system, we are given a partial
homotopy from Ni+1i2 ◦Nik to Ni+1k ◦Ni+1i1 . Again by Proposition 19.28 and Lemma
19.37, it induces a partial homotopy
hi+1ik : CF (F i1)→ CF (F i+12 )
from ψi+1i2 ◦ nik to ni+1k ◦ ψi+1i1 . (Note ψi+1ij : CF (F ij) → CF (F i+1j ) is a cochain
map induced by Ni+1ij .) Thus we are in Situation 19.38.
Now the existence of homotopy of homotopy Hi which is Definition 16.36 (4) (b),
(c), together with Proposition 19.35 and Lemma 19.37 implies that there exists
Hi+1iab : CF (F i1)→ CF (F i+12 )
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that satisfies (19.68). Thus we can apply Proposition 19.39 to promote our partial
homotopy hiab to one of energy cut level ∞. Therefore nia is cochain homotopic to
nib. 
Proof of Theorem 16.31 (2) . This is a special case of Theorem 16.39 (4) where
Ni+1i is the identity morphism. 
Proof of Theorem 16.39 (5) and Theorem 16.31 (3). We will prove Theorem 16.39
(5). Theorem 16.31 (3) is its special case.
We recall that Nba : FFa → FFb consists of partial morphisms
Niba : F ia → F ib
and partial homotopies Hiba between N
i+1i
b ◦Niba and Ni+1ba ◦Ni+1ia . (See Diagram
19.92 below.)
F ib
N
i+1i
b−−−−→ F i+1b
Niba
x xNi+1ba
F ia
Ni+1ia−−−−→ F i+1a
(19.86)
Also Ncb : FFb → FFc consists of partial morphisms Nicb : F ib → F ic and partial
homotopies Hicb in a similar way. The definition of the composition Nca = Ncb◦Nba
is given in Lemma-Definition 16.38.
Let N iab(αa, αb) and N ibc(αb, αc) be interpolation spaces of Niba and Nicb, respec-
tively. For k = a, b, c, let N i+1ik (αk, α′k) be an interpolation space of Ni+1ik . We
denote by N iab(αa, αb; [0, 1]) and N ibc(αb, αc; [0, 1]) interpolation spaces of Hiba and
Hicb, respectively. By definition we have
∂N iab(αa, αb; [0, 1])
=
⋃
α′a
N i+1ia (αa, α′a)×⊞τRα′a N
i
ab(α
′
a, αb)
∪
⋃
α′
b
N iab(αa, α′b)×⊞τRα′
b
N i+1ib (α′b, αb).
(19.87)
Here ×⊞τRα′a and ×
⊞τ
Rα′
b
are as in Definition 18.37. Similarly we have
∂N ibc(αb, αc; [0, 1])
=
⋃
α′
b
N i+1ib (αb, α′b)×⊞τRα′
b
N ibc(α′b, αc)
∪
⋃
α′c
N ibc(αa, α′c)×⊞τRα′c N
i+1i
c (α
′
c, αc).
(19.88)
The composition Nca = Ncb ◦Nba consists of Nica and Hica. Here the interpolation
space N iac(αa, αc) of Nca is given by
N iac(αa, αc) =
⋃
αb
N iab(αa, αb)×⊞τRαb N
i
bc(αb, αc).
Note that the union in the above formula is different from the disjoint union and
is defined as in Lemma-Definition 18.40.
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The homotopy Hica is obtained by gluing H
i
cb ◦Niba and Nicb ◦Hiba as follows. The
interpolation space of Hicb ◦Niba is⋃
αb
N iab(αa, αb; [0, 1])×⊞τRαb N
i
bc(αb, αc). (19.89)
The interpolation space of Nicb ◦ Hiba is⋃
αb
N iab(αa, αb)×⊞τRαb N
i
bc(αb, αc; [0, 1]). (19.90)
We observe that both (19.89) and (19.90) contain⋃
αb
⋃
α′
b
N iab(αa, αb)×⊞τRαb N
i+1i
b (αb, α
′
b)×⊞τRα′
b
N ibc(αb, αc) (19.91)
in its boundary. We smooth the corners contained in (19.91). See Section 18.
Next we recall that while we constructed a partial cochain map
ψiba : CF
i
a → CF ib
(see (19.55) for the notation CF i∗), we took a thickening
‘U i,+ab (αa, αb) of Û iab(αa, αb)
(note they are Kuranishi structures of N iab(αa, αb)C
h
⊞τ ) and a CF-perturbation
Ŝiab(αa, αb) of
‘U i,+ab (αa, αb). (Here Ch stands for the horizontal boundary as in
Definition 19.27.) During the construction of a partial cochain map
ψicb : CF
i
b → CF ic ,
we took a thickening
‘U i,+bc (αb, αc) (of”U ibc(αb, αc)) and its CF-perturbation Ŝibc(αb, αc).
During the construction of partial cochain maps
ψi+1ik : CF
i
k → CF i+1k , k = a, b, c,
we took thickenings
◊ U i+1i,+k (αk, α′k) of’U i+1ik (αk, α′k) which are Kuranishi structures
on N i+1ik (αk, α′k)⊞τ ), and their CF-perturbations ’Si+1ik (αk, α′k).
Furthermore, in the course of our construction of a partial cochain homotopy
hiba between n
i+1i
b ◦ ψiba and ψi+1ba ◦ ni+1ia
(where ni+1ib ◦ ψiba and ψi+1ba ◦ ni+1ia are cochain maps : CF ia → CF i+1b ), we took a
thickening
‘U i,+ab (αa, αb; [0, 1]) of Û iab(αa, αb; [0, 1]) which is a Kuranishi structure on
N iab(αa, αb; [0, 1])C
h
⊞τ , and its CF-perturbation Ŝiab(αa, αb; [0, 1]).
CF ia
ψiba−−−−→ CF ib
ψicb−−−−→ CF ic
ni+1ia
y ni+1ib y ni+1ic y
CF i+1a
ψi+1
ba−−−−→ CF i+1b
ψi+1
cb−−−−→ CF i+1c
(19.92)
During our construction of a partial cochain homotopy
hicb between n
i+1i
c ◦ ψicb and ψi+1cb ◦ ni+1ib ,
we took a thickening
‘U i,+bc (αb, αc; [0, 1]) of ”U ibc(αb, αc; [0, 1]) which is a Kuranishi
structure on N ibc(αb, αc; [0, 1])C
h
⊞τ ) and its CF-perturbation Ŝibc(αb, αc; [0, 1]).
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Note that by Lemma 19.21 we may use⋃
αb
‘U i,+ab (αa, αb)×Rαb ‘U i,+bc (αb, αc) (19.93)
and ⋃
αb
Ŝiab(αa, αb)×Rαb Ŝibc(αb, αc) (19.94)
to define a partial cochain map
ψica : CF
i
a → CF ic .
Here (19.93) is a thickening of
⋃
αb
Û iab(αa, αb)×Rαb ”U ibc(αb, αc) which is a Kuran-
ishi structure on N iac(αa, αc)C
h
⊞τ , and (19.94) is its CF-perturbation. Therefore
composition formula and Lemma 18.34 yield
ψica = ψ
i
cb ◦ ψiba, (19.95)
if we define ψica by this particular choice. (Lemma 19.22.)
Next we consider hica. We take(⋃
αb
‘U i,+ab (αa, αb; [0, 1])×Rαb ‘U i,+bc (αb, αc))
∪
(⋃
αb
‘U i,+ab (αa, αb)×Rαb ‘U i,+bc (αb, αc; [0, 1])) . (19.96)
Here we take a partial smoothing of corner of the right hand side and glue them.
Then (19.96) is a thickening of N iac(αa, αc)C
h
⊞τ and(⋃
αb
Ŝiab(αa, αb; [0, 1])×Rαb Ŝibc(αb, αc)
)
∪
(⋃
αb
Ŝiab(αa, αb)×Rαb Ŝibc(αb, αc; [0, 1])
) (19.97)
is a CF-perturbation of (19.96). We use (19.96) and (19.97) to define hica. Then by
composition formula and Lemma 18.34 again we find
hica = ψ
i+1
cb ◦ hiba + hicb ◦ ψiba. (19.98)
Lemma 19.43.
dˆ ◦ hica + hica ◦ dˆ = ψi+1ca ◦ ni+1ia − ni+1ic ◦ ψica. (19.99)
Proof.
dˆ ◦ hica + hica ◦ dˆ
=ψi+1cb ◦ dˆ ◦ hiba + ψi+1cb ◦ hiba ◦ dˆ
+ hicb ◦ dˆ ◦ ψiba + dˆ ◦ hicb ◦ ψiba
=ψi+1cb ◦ ψi+1ba ◦ ni+1ia − ψi+1cb ◦ ni+1ib ◦ ψiba
+ ψi+1cb ◦ ni+1ib ◦ ψiba − ni+1ic ◦ ψi+1cb ◦ ψiba
=ψi+1ca ◦ ni+1ia − ni+1ic ◦ ψica.

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We note that the equalities (19.95), (19.98), (19.99) are ones of energy cut level
Ei. We recall that while we constructed ψba and ψcb we promoted n
i+1i
k (k = a, b, c),
ψiba, ψ
i
cb, h
i
ba and h
i
cb to energy cut level∞. We now promote ψica and hica to energy
cut level ∞ so that (19.95), (19.98) hold as the equalities at the energy cut level
∞. Then (19.99) holds as an equality at the energy cut level ∞.
Thus for this particular choice of promotion, the equality ψica = ψ
i
cb ◦ ψiba holds
not only up to cochain homotopy but also as a strict identity. Since ψica is in-
dependent of various choices up to cochain homotopy (Theorem 16.39, which we
proved in Subsection 19.6), ψica = ψ
i
cb◦ψiba holds for any choice of ψica up to cochain
homotopy. The proof of Theorem 16.39 (5) is complete. 
We next prove a partial cochain map version of Theorem 16.31 (4).
Lemma 19.44. In the situation of Theorem 16.31 (4) we have ID∗ ∼ id mod TE
for any E. Here ∼ means cochain homotopic.
Proof. This is a consequence of Theorem 16.31 (2) and Proposition 18.63. In fact,
Theorem 16.31 (2) implies that ID∗ ◦ ID∗ ∼ ID∗. (Here ID∗ is the cochain map
induced by the identity morphism and ∼ is a chan homotopy). On the other hand,
Lemma 19.45 below implies that ID∗ is an isomorphism. Therefore ID∗ ∼ id. 
Lemma 19.45. Let ψ̂21 = {ψα2α1} : F1 → F2 be a partial cochain map of energy
cut level E0 and energy loss 0. We assume it is congruent to the isomorphism
in the sense of Definition 16.19. Then there exists a partial cochain map ψ̂12 =
{(ψ12)α1α2} : F2 → F1 of energy cut level E0 and energy loss 0 such that ψ̂12 ◦ ψ̂21
and ψ̂21 ◦ ψ̂12 are identity maps.
Proof. We construct (ψ12)α1α2 by induction on E(α1) − E(α2). This induction is
possible because the set of values of E(α1) − E(α2) is a discrete set by uniform
Gromov compactness Definition 16.36 (2)(g).
We start with the case when E(α1)−E(α2) = 0. By definition of partial cochain
map of energy loss 0 congruent to the isomorphism (Definition 16.19), we have
(ψ12)α1α2 =
®
0 if α1 6= α2
id if α1 = α2.
In fact, the interpolation space N (α2, α1) is an empty set if α1 6= α2 and E(α1)−
E(α2) = 0 by Condition 16.16 (V). This implies the first equality. If α1 = α2 = α,
we have N (α, α) = Rα by Definition 16.19. Moreover, ev± : N (α, α) → Rα is the
identity map. This implies the second equality.
Suppose E(α1)−E(α2) = E0 and we have defined (ψ12)α′1α′2 for E(α1)−E(α2) <
E0. Then the condition that ψ̂21 is a right inverse of ψ̂12 at the energy cut level E0
is written as
(ψ12)α1α2 +
∑
α′2
(ψ12)α1α′2 ◦ (ψ21)α′2α1 = 0.
Since the second term is already defined we can find (ψ12)α1α2 uniquely so that this
condition holds. Thus we have found the left inverse by induction. We can find
the right inverse in the same way. A standard fact in group theory yields that the
right and left inverse coincide. It is also easy to see that partial inverse of a partial
cochain map is a partial cochain map. 
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Proof of Theorem 16.9 (2)(f) and Theorem 16.39 (2)(e). Theorem 16.39 (2)(e) fol-
lows from Theorem 16.39 (4) applied to the identity morphism. Theorem 16.9 (2)(f)
is a special case of Theorem 16.39 (2)(e) whenNi+1i are the identity morphisms. 
Proof of Theorem 16.39 (6) and Theorem 16.31 (4). We will prove Theorem 16.39
(6). Theorem 16.31 (4) is its special case.
We first define the identity morphism of an inductive system of linear K-systems.
Let FF = ({F i}, {Ni}) be an inductive system of linear K-systems. (Definition
16.36 (2).) We put FFk = FF for k = a, b and Niba = IDFi the identity morphism
of F i. By Proposition 18.63 we have
Ni ◦ IDFi ∼ Ni ∼ IDFi ◦Ni.
Let Hiba be this homotopy. (We take the particular choice of the homotopy which
we gave during the proof of Proposition 18.63.)
Definition 19.46. We define IDFF = ({IDFi}, {Hiba}) the identity morphism
from FF to itself.
Theorem 16.39 (6) claims that the cochain map induced by IDFF is cochain
homotopic to the identity. To prove this it suffices to show the following lemma.
Lemma 19.47. If Ncb : FFb → FFc be a morphism of inductive systems of linear
K-systems, then the composition Ncb ◦ IDFF is homotopic to Ncb. The same holds
for IDFF ◦Ncb.
Proof. Write FFc = ({F ic}, {Ni+1ic }) and Ncb = ({Nicb}, {Hicb}) : FFb → FFc.
Here Ni+1ik : F ik → F i+1k (k = b, c), Nicb : F ib → F ic are partial morphisms of partial
linear K-systems, and Hicb is a homotopy between N
i+1
cb ◦ Ni+1ib and Ni+1ic ◦ Nicb.
(They are partial morphisms : F ib → F i+1c .)
We denote byM(ki;α−, α+) the moduli space of connecting orbits for F ik. (k =
a, b, c). Note that
M(ai;α−, α+) =M(bi;α−, α+).
Let N (k, ii + 1;α−, α+) and N (bc, i;α−, α′+) be interpolation spaces of Ni+1ik and
Nicb, respectively. Let N (bc, ii+ 1;α−, α′+; [1, 2]) be the interpolation space of Hicb.
F ic −−−−→
N
i+1i
c
F i+1c
Nicb
x xNi+1cb
F ib −−−−→
N
i+1i
b
F i+1b
ID
x xID
F ia −−−−→
N
i+1i
a
F i+1c
(19.100)
Here we also note that F ia = F ib and Ni+1ia = Ni+1ib .
We put Ni ◦ IDFi = ({Nicb ◦ ID}, {Hica}). By definition the homotopy Hica is
obtained as
Hica = (N
i+1
cb ◦ Hiba) ∪ (Hicb ◦ ID). (19.101)
Note that Ni+1cb ◦ Hiba is a homotopy from Ni+1cb ◦ ID ◦Ni+1ia to Ni+1cb ◦Ni+1ib ◦ ID
and Hicb ◦ ID is a homotopy from Ni+1cb ◦ Ni+1ib ◦ ID to Ni+1ic ◦ Nicb ◦ ID. (See
Diagram (19.100).)
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Now we start the construction of the homotopy between Ncb ◦ IDFF and Ncb.
By Proposition 18.63 we have Nicb ◦ID ∼ Nicb. Let Hi be this homotopy. Note that
as Hi we take the specific homotopy we constructed during the proof of Proposition
18.63. To prove Lemma 19.47 it suffices to construct a homotopy of homotopies Hi
appearing in Definition 16.36 (4). Recall that Hi is a [0, 1]2-parametrized partial
morphism from F ia to F i+1c such that its normalized boundary ∂Hi is a disjoint
union of the following 4 homotopies.
(i) Hicb.
(ii) Hi+1 ◦Ni+1ia .
(iii) Hica = (N
i+1
cb ◦ Hiba) ∪ (Hicb ◦ ID).
(iv) Ni+1ic ◦ Hi.
We will construct an interpolation space
N (ac, ii+ 1, α−, α+; [1, 2]2)
of the homotopy of homotopies Hi by modifying the interpolation space
N (bc, ii+ 1, α−, α+; [1, 2])
of Hicb in a way similar to the proof of Proposition 18.63 as follows. We note that
the restriction of N (bc, ii + 1;α−, α+; [1, 2]) to 1 ∈ ∂[1, 2] and to 2 ∈ ∂[1, 2] is the
union of the following fiber products, respectively.
(I) N (b, ii+ 1;α−, α)×⊞τRα N (bc, i+ 1;α, α′+).
(II) N (bc, i;α−, α′)×⊞τRα′ N (c, ii+ 1;α′, α′+).
There are two other kinds of boundary of N (bc, ii+ 1;α−, α+; [1, 2]) as follows.
(III) M(b, i;α−, α)×Rα N (bc, ii+ 1;α, α+; [1, 2]).
(IV) N (bc, ii+ 1;α, α′; [1, 2])×Rα′ M(b, i;α′, α′+).
Let C be a sufficiently large positive number. We assume that it is large enough
compared to the energy loss of Ncbi . The top dimensional stratum of our interpola-
tion space N (ac, ii+ 1;α−, α+; [1, 2]) is
(1)
◦
N (bc, ii+ 1;α−, α+; [1, 2])× (E(α−), E(α′+) + C).
This is the only stratum of top dimension. Below we list up the codimension one
strata:
(2) Rα− × {E(α−)}
×Rα
◦
N (bc, ii+ 1;α−, α+; [1, 2])
(3)
◦
M(b, i;α−, α)× (E(α−), E(α))
×⊞τRα
◦
N (bc, ii+ 1;α, α+; [1, 2])
(4)
◦
M(b, i;α−, α)
×Rα
◦
N (bc, ii+ 1;α, α′+; [1, 2])× (E(α), E(α′+) + C)
(5)
◦
N (b, ii+ 1;α−, α)× (E(α−), E(α))
×⊞τRα
◦
N (bc, i+ 1;α, α′+)
(6)
◦
N (b, ii+ 1;α−, α)
×⊞τRα
◦
N (bc, i+ 1;α, α′+)× (E(α), E(α′+))
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(7) Rα− × {E(α′+) + C}
×Rα
◦
N (bc, ii+ 1;α−, α+; [1, 2])
(8)
◦
N (bc, i;α−, α′)× (E(α−), E(α′+) + C)
×⊞τRα′
◦
N (c, ii+ 1;α′, α′+)
(9)
◦
N (bc, ii+ 1;α−, α′; [1, 2])× (E(α−), E(α′+) + C)
×Rα′
◦
M(c, i;α′, α′+)
Observe that (3) ∪ (4), (5) ∪ (6), (8), (9) are product of (III), (I), (II), (IV) and
the interval (E(α−), E(α
′
+) + C), respectively.
We also find that (2) ∪ (3) = Hcbi ◦ ID and (5) = Ncbi+1 ◦ Hbai . Therefore (2) ∪
(3) ∪ (5) = (iii). We also have (6) = (ii), (7) = (i).
We can regard (8) = (iv). Here the interval (E(α−), E(α
′
+) + C) appearing in
(8) is not (E(α−), E(α
′) + C), but they are diffeomorphic.
Moreover, (4) is nothing but
◦
M(a, i;α−, α)×Rα
◦
N (ac, ii+ 1, α, α+; [1, 2]2)
and we can regard (9) as
◦
N (ac, ii+ 1, α−, α′; [1, 2]2)×Rα′
◦
M(c, i+ 1;α′, α).
Thus the boundary of N (ac, ii+ 1, α−, α+; [1, 2]2) has the required properties.
We note that we need to smooth corners and bend a part of the boundary so
that corner structure stratification of N (ac, ii+1, α−, α+; [1, 2]2) becomes a correct
one. In fact, since the union of (2)(3)(5) is (iv), we need to smooth the corner
where they intersect. For example, the intersection of (3) and (5) is
◦
M(b, i;α−, α1)×⊞τRα1
◦
N (b, ii+ 1;α1, α2)×⊞τRα
◦
N (bc, ii+ 1;α2, α+; [1, 2])
× (E(α1), E(α2)).
So we smooth the corner here. On the other hand
◦
M(b, i;α−, α1)×⊞τRα1
◦
N (b, ii+ 1;α1, α2)×⊞τRα
◦
N (bc, ii+ 1;α2, α+; [1, 2])
× (E(α−), E(α1))
is a part of the boundary of (3) which is not contained in the boundary of (5). We
bend the boundary component
◦
M(b, i;α−, α1)×⊞τRα1
◦
N (b, ii+ 1;α1, α2)×⊞τRα
◦
N (bc, ii+ 1;α2, α+; [1, 2])
× (E(α−), E(α2))
at
◦
M(b, i;α−, α1)×⊞τRα1
◦
N (b, ii+ 1;α1, α2)×⊞τRα
◦
N (bc, ii+ 1;α2, α+; [1, 2])
× {E(α1)}.
This bending is included in the process we constructed the homotopy Hi between
Nicb and ID ∼ Nicb. (See the proof of Proposition 18.63.)
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We also note that in (4)(9) we take ×Rα etc. but in other places we take ×⊞Rα .
This does not cause inconsistency at the intersection of (3) and (4) by the following
reason. We first take the fiber product
◦
M(b, i;α−, α)×Rα
◦
N (bc, ii+ 1;α, α+; [1, 2])× (E(α−), E(α′+))
and bend it at
◦
M(b, i;α−, α)×Rα
◦
N (bc, ii+ 1;α, α+; [1, 2])× {E(α)}.
We then partially trivialize by choosing C = union of components
◦
M(b, i;α−, α)×Rα
◦
N (bc, ii+ 1;α, α+; [1, 2])× (E(α−), E(α)).
Then when we consider the corner
◦
M(b, i;α−, α1)×Rα1M(b, i;α1, α2)×Rα2
◦
N (bc, ii+1;α2, α+; [1, 2])×(E(α), E(α′+)),
the part where the C-trivialization is performed is nothing but
◦
M(b, i;α−, α1)×Rα1M(b, i;α1, α2)×Rα2
◦
N (bc, ii+1;α2, α+; [1, 2])×(E(α2), E(α′+)).
This is because the C-trivialization is performed at the intersection of the two
boundary components which belongs to C. We smooth those corners to obtain the
union of (3) and (4).
In the same way as in the proof of Proposition 18.63, we can describe the higher
codimension boundary of our K-spaceN (ac, ii+1, α−, α+; [1, 2]2), and can check the
consistency in a straight forward way. This finishes the proof of Lemma 19.47. 
The proof of Theorem 16.39 (6) is now complete. 
Thus we have completed the proof of all the results claimed in Section 16.
Remark 19.48. In this section we use the homotopy of homotopies version of
algebraic lemmas (Proposition 19.39) for the promotion of homotopies. We can
avoid it if we use the next lemma instead.
Lemma 19.49. Let ψ1, ψ2 : CF (F)→ CF (F ′) be two gapped cochain maps. (See
Definition Definition 16.11 for gapped-ness.) Suppose ψ1|E is partially cochain ho-
motopic to ψ2|E for any E, up to energy cut level E. Then ψ1 is cochain homotopic
to ψ2.
We can prove Lemma 19.49 in the same way as in the proof of [FOOO4, Lemma
7.2.177]. Note that Lemma 19.49 itself is valid for any ground ring R, while
[FOOO4, Lemma 7.2.177] is proved only for the case when the ground ring is
C or a finite field. (In fact, [FOOO4, Remark 7.2.181] gives a counter example to
[FOOO4, Lemma 7.2.177] for the case when the ground ring is Q.) The reason why
Lemma 19.49 is valid for any ground ring R is that the equation for a map to be a
cochain map or a cochain homotopy is linear. On the other hand, the equation for
a map to be an A∞ map is nonlinear.
We choose to prove Proposition 19.39 rather than using Lemma 19.49, it is more
direct to apply Proposition 19.39 to other situations.
180 KENJI FUKAYA, YONG-GEUN OH, HIROSHI OHTA, KAORU ONO
20. Linear K-system: Floer cohomology III: Morse case by
multisection
In this section we provide the technical detail of the way how we associate Floer
cohomology with ground ring Q to a linear K-system when the critical submanifolds
are 0 dimensional.
Definition 20.1. We say a (partial) linear K-system as in Condition 16.1 and
Definition 16.6 is of Morse type if all the critical submanifolds Rα consist of finite
set.
Theorem 20.2. For (partial) linear K-system of Morse type, Theorems 16.9,
16.31, 16.39 hold with R replaced by Q.
The proof is done by replacing CF-perturbations used in Section 19 bymultivalued
perturbations (or multisections) in this section. We recall that we defined the notion
of fiber product of CF-perturbations in [Part I, Section 10]. There is certain trouble
to define the notion of fiber product of multivalued perturbations. (In fact, it is
not a correct way to assume that the evaluation map restricted to the zero set of
multisection is submersive, because this assumption is not satisfied even in the case
of generic perturbations by an obvious dimensional reason.) On the other hand, in
the case of direct product or fiber product over 0 dimensional spaces, we can define
the notion of (fiber) product of multivalued perturbations in an obvious way. This
is the main idea of the proof. To work it out in detail, we need to check carefully
that the whole proof in Section 19 (and ones in Section 17 which are used in Section
19) can be carried out using multivalued perturbation in place of CF-perturbations.
Indeed, once we correctly state a series of lemmas, their proofs are either automatic
or straightforward analogue of the corresponding results in Sections 17 or 19.
The contents of this section are not used in the other part of this article. So
many of the readers may skip this section and directly go to Section 21.
20.1. Bundle extension data revisited. In [Part I, Subsections 13.1, 13.2, 13.4]
we proved existence of multisection or multivalued perturbation on good coordinate
system. To resolve a technical problem mentioned in [Part I, Subsection 13.5],
we used the notion of bundle extension data ([Part I, Definition 12.24]). In our
situation where we have a system of Kuranishi structures (K-system), we first define
a similar notion for a Kuranishi structure and then discuss the compatibility of them
with the fiber product description of boundaries. We will study this point in detail
in this subsection.
Definition 20.3. Let Ui = (Ui, Ei, ψi, si) (i = 1, 2) be Kuranishi charts of X and
Φ21 = (U21, ϕ21, ϕ̂21) : U1 → U2 a coordinate change. A bundle extension data
associated with Φ21 is O12 = (π12, ϕ˜21,Ω12) satisfying the following:
(1) π12 : Ω12 → U1 is a continuous map, where Ω12 is a neighborhood of
ϕ21(U21) in U2.
(2) π12 is diffeomorphic to the projection of the normal bundle. (See [Part I,
Definition 12.23].)
(3) ϕ˜21 : π
∗
12E1 → E2 is an embedding of vector bundle. (See Definition 23.18.)
(4) The map ϕ∗21π
∗
12E1 → ϕ∗21E2 that is induced from ϕ˜21 and ϕ21 coincides
with the bundle map ϕ̂21 : E1 → E2 which covers ϕ21.
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Definition 20.3 is mostly the same as [Part I, Definition 12.24]. In [Part I, Defi-
nition 12.24] we take a compact subset Z in U1 and Ω12 as a neighborhood of ϕ(Z),
while in Definition 20.3 we do not take a compact subset Z ⊂ U1 but take Ω12 as
a neighborhood of ϕ(U1) itself. This difference is not essential since when we use
such structures we may restrict them to compact sets.
Definition 20.4. Let Ui = (Ui, Ei, ψi, si) (i = 1, 2, 3) be Kuranishi charts of X ,
Φji = (Uji, ϕji, ϕ̂ji) : Ui → Uj (i, j ∈ {1, 2, 3}, i < j) coordinate changes and let
Oji = (πij , ϕ˜ji,Ωij) be bundle extension data associated to Φji.
(1) We say Φ21, Φ32 are compatible with Φ31 if
Φ31|U321 = Φ32 ◦ Φ21|U321 . (20.1)
holds on U321 = ϕ
−1
21 (U32)∩U31. (Note this is the same as [Part I, Definition
3.8].)
(2) In the situation of (1), we say O21, O32 are compatible with O31 if the
following holds.
(a) π23 ◦ π12 = π13 on π−112 (Ω23) ∩ Ω12 ∩ Ω13.
(b) ϕ˜32 ◦ ϕ˜21 = ϕ˜31 on π−112 (Ω23) ∩ Ω12 ∩ Ω13.
This is mostly the same as the compatibility in [Part I, Definition 13.7].
Definition 20.5. (1) Let Û be a Kuranishi structure of X . A bundle extension
data of Û associates Opq to each coordinate change Φpq of Û so that they
are compatible in the sense of Definition 20.4 (2).
(2) Let ÊU be a good coordinate system of X . A bundle extension data ofÊU associates Opq to each coordinate change Φpq of ÊU so that they are
compatible in the sense of Definition 20.4 (2).
(3) We can define a bundle extension data of various kinds of embeddings
between Kuranishi structures and/or good coordinate systems, in the same
way.
Lemma 20.6. Let ÊU be a good coordinate system of X. Then there exists a bundle
extension data for any proper open substructure of ÊU .
Proof. This is an immediate consequence of [Part I, Proposition 13.9]. 
In general, for a given Kuranishi structure, it seems hard to prove existence
of bundle extension data. In fact, the proof of [Part I, Proposition 13.9] is done
by induction on the charts. The definition of good coordinate system is designed
so that such an induction does work. On the other hand, since there may be
infinitely many charts in Kuranishi structure, the definition of Kuranishi structure
is not suitable to work out such an induction. This point is the same as for the
construction of multisection. The way to resolve this trouble is also the same.
Namely we first take a good coordinate system and construct a bundle extension
data associated to the good coordinate system. Then we restrict it to obtain one
on (slightly different) Kuranishi structure. Namely we have the next lemma.
Lemma 20.7. Suppose we are in the situation of [Part I, Proposition 6.44]. We
assume that there exists a bundle extension data ÈO0 on good coordinate system ËU0.
Then we can take a Kuranishi structure Û so that there exists a bundle extension
data “O on it such that ÈO0 and “O are compatible with the embedding ËU0 → Û .
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Proof. By the construction of Û given in the proof of [Part I, Proposition 6.44],
all the coordinate changes appearing in Û are restrictions of coordinate changes ofËU0. Therefore we can obtain the bundle extension data “O by restricting ÈO0. The
compatibility among members of “O follows from the compatibility among members
of ÈO0. The embedding ËU0 → Û also consists of restriction of coordinate changes
of ÈO0. Therefore the compatibility of ÈO0 and “O with the embedding also follows
from the compatibility among members ofÈO0. 
We can prove a similar result in the situation of [Part I, Theorem 3.30].
Lemma 20.8. Suppose we are in the situation of [Part I, Theorem 3.30]. We
assume that we have a bundle extension data “O of Û . Then there exists a bundle
extension data ÁO of the good coordinate system ÊU such that “O and ÁO are compatible
with respect to the embedding Û → ÊU .
Proof. The proof of [Part I, Theorem 3.30] is done by induction via the statement
formulated as [Part I, Proposition 11.3]. We can amplify [Part I, Proposition 11.3]
by adding the statement that all the embeddings and coordinate changes are as-
sociated with bundle extension data and they are all compatible with respect to
compositions appearing there.
To prove this amplified statement, we proceed in the same way as in the proof
of [Part I, Proposition 11.3]. All we need to note are the following two points:
(1) We glued two coordinate changes sometimes on open sets where they coin-
cide each other.
(2) We invert coordinate changes which are isomorphisms.
As for point (1) we note that whenever two coordinate changes coincide during
our construction, the bundle extension data coincide as well. Therefore we can also
glue the bundle extension data in an obvious way.
As for point (2), we note that in the case when coordinate changes or embeddings
of Kuranishi charts are local isomorphisms, bundle extension data exists and is
unique up to the process of restricting Ωi etc. to its open subsets. So we can
obviously invert them. Thus we obtain the required bundle obstruction data ÁO ofÊU . 
There are various relative versions etc. in Part I which we can prove together
with bundle extension data. The way to generalize them is straightforward so we
omit them and mention only when we use them.
Next we discuss compatibility of multisection and multivalued perturbation with
bundle extension data.
Definition 20.9. For each i = 1, 2 let Ui, Φ21, O21 be as in Definition 20.3 and si
(resp. ŝi = {sǫi}) a multisection (resp. multivalued perturbation) of Ui. We say s1
is compatible with s2 with respect to Φ21, O21 if they satisfy
(y, s2(y)) = ϕ˜21(y, s1(π12(y))), (20.2)
(resp.
(y, sǫ2(y)) = ϕ˜21(y, s
ǫ
1(π12(y)))), (20.3)
holds for all y ∈ Ω21.
This definition is mostly the same as [Part I, Definition 13.15].
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Remark 20.10. The equalities (20.2), (20.3) are point-wise equalities which are
supposed to hold branch-wise. So the ambiguity of the notion of branches explained
in [Part I, Subsection 13.5] does not cause any trouble here.
Definition 20.11. Let Û be a Kuranishi structure and “O its bundle extension
data. A multivalued perturbation ŝ = {“sǫp} of Û is said to be compatible with “O
if it is compatible with the pair (Φpq,Opq) of the coordinate change and a member
of “O in the sense of Definition 20.9.
For the case of good coordinate system with bundle extension data, the com-
patibility of multivalued perturbation with extension data is defined in the same
way.
Lemma 20.12. Let ÊU be a good coordinate system of X and ÁO its bundle extension
data. Let ËU0 be a proper open substructure of ÊU . We restrict ÁO to it. Then there
exists a multivalued perturbation Ês = {Ásǫp} thereof with the following properties:
(1) Ês is transversal to 0.
(2) It is compatible with ÁO|ÁU0 .
Proof. In the proof of the [Part I, Theorem 6.37] given in [Part I, Seciton 13] we
used induction to prove [Part I, Proposition 13.23]. The support system K which
appears in the statement of [Part I, Proposition 13.23] can be chosen so that U0,p ⊂
Kp. Then Lemma 20.12 is an immediate consequence of [Part I, Proposition 13.23].

We can also include multivalued perturbations in Lemmas 20.7 and 20.8.
Lemma 20.13. Suppose we are in the situation of Lemma 20.7. We assume in
addition that there exists a multivalued perturbation Ás0 of ËU0 compatible with the
bundle extension data ÈO0. Then there exists a multivalued perturbation ŝ of Û
compatible with the bundle extension data “O. Moreover, Ás0 and ŝ are compatible
with the embedding ËU0 → Û with respect toÈO0, “O. If Ás0 is transversal to 0, so is ŝ.
Proof. The proof is the same as the proof of Lemma 20.7. 
Lemma 20.14. Suppose we are in the situation of Lemma 20.8. We assume in
addition that we have a multivalued perturbation ŝ of Û compatible with the bundle
extension data “O. Then there exists a multivalued perturbation Ás0 of ÊU compatible
with the bundle extension data ÁO. Moreover, ŝ and Ás0 are compatible with the
embedding Û → ÊU with respect to “O, ÁO. If ŝ is transversal to 0, so is Ás0.
Proof. The proof is the same as the proof of Lemma 20.8. 
20.2. Virtual fundamental chain of 0 dimensional K-space.
Definition 20.15. Suppose X1, X2 have Kuranishi structures Û1, Û2 respectively,
and f̂i : (Xi, “Ui) → R are strongly smooth. We assume that R is a 0-dimensional
compact manifold, that is nothing but a finite set. Then they are automatically
transversal and we have a fiber product (X1 ×R X2, Û1 ×R Û2). We call this fiber
product the direct-like product.
The next lemma is trivial to prove.
Lemma-Definition 20.16. Suppose we are in the situation of Definition 20.15.
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(1) If Ôi are bundle extension data of “Ui for i = 1, 2, then they induce bundle
extension data of their direct-like product in a canonical way. We call it
the direct-like product ”O1 ×R”O2.
(2) If ŝi (resp. si) are multivalued perturbations (resp. multisections) of “Ui for
i = 1, 2, then they induce a multivalued perturbation (resp. multisection)
of their fiber product in a canonical way. 41 We call it fiber product of
the multivalued perturbation (resp. multisection) and write “s1 ×R “s2 (resp.
s1 ×R s2).
(3) If ŝi (resp. si) are transversal to 0, then its direct-like product is transversal
to 0.
(4) Let Ôi be bundle extension data of “Ui and ŝi (resp. si) multivalued pertur-
bations (resp. multisections) of “Ui for i = 1, 2. We assume ŝi (resp. si) are
compatible with Ôi. Then the direct-like product “s1 ×R “s2 (resp. s1 ×R s2)
is compatible with ”O1 ×R”O2.
Next we define the virtual fundamental chain, which is identified with a ratio-
nal number, of a 0 dimensional K-space by using multivalued perturbation. We
recall that in [Part I, Definition 14.6] we defined a virtual fundamental chain (∈ Q)
of (X, ÊU ,Ês) where ÊU is a good coordinate system of X and Ês is its multivalued
perturbation transversal to 0. We adopt this story and proceed in the same way
as in [Part I, Subsection 9.2] to define a virtual fundamental chain (∈ Q) for a 0
dimensional K-space.
Situation 20.17. (1) We consider a quadruple (X, Û ,“O, ŝ) such that:
(a) (X, Û) is a K-space.
(b) “O is a bundle extension data of Û .
(c) ŝ is a multivalued perturbation of Û compatible with “O.
(2) We consider a quadruple (X, ÊU ,ÁO,Ês) such that:
(a) (X, ÊU) is a good coordinate system.
(b) ÁO is a bundle extension data of ÊU .
(c) Ês is a multivalued perturbation of ÊU compatible with ÁO.

Definition 20.18. (1) Let (X,Xi) = (X, “Ui, Ôi, ŝi) (i = 1, 2) be as in Situa-
tion 20.17 (1). We say X2 is a thickening of X1 and write (X, Û1,”O1,“s1) <
(X, Û2,”O2,“s2) if the following holds.
(a) (X, Û1) → (X, Û2) by which (X, Û2) is a thickening of (X, Û1). (See
[Part I, Definition 5.3].)
(b) ”O2,”O1 are compatible with respect to this embedding.
(c) “s2, “s1 are compatible with this embedding with respect to ”O2,”O1.
(2) In the case one or both of the objects are good coordinate systems, we can
define the notion of thickening such as
(X,ËU1,ÈO1,Ás1) < (X, Û2,”O2,“s2),
(X, Û1,”O1,“s1) < (X,ËU2,ÈO2,Ás2),
(X,ËU1,ÈO1,Ás1) < (X,ËU2,ÈO2,Ás2),
41We do not need to assume that our fiber product is direct-like in Item (2).
KURANISHI STRUCTURE AND VIRTUAL FUNDAMENTAL CHAIN 185
in the same way.
Below we will define virtual fundamental chain of a quadruple (X, Û ,“O, ŝ) as in
Situation 20.17 (1) provided that ŝ is transversal to 0. We begin with the following
lemma.
Lemma 20.19. Let (X, ÁUi,ËOi, Êsi) i = 1, 2 be as in Situation 20.17 (2) such that
dim(X, ÁUi) = 0. We assume
(X,ËU1,ÈO1,Ás1) < (X,ËU2,ÈO2,Ás2).
Then there exists ǫ0 > 0 such that the following holds for 0 < ǫ < ǫ0 :
If Ás1 and Ás2 are transversal to 0, then
[(X,ËU1,Ásǫ1)] = [(X,ËU2,Ásǫ2)].
Proof. The proof is entirely the same as the proof of [Part I, Proposition 9.16]. 
Definition 20.20. Let (X, Û ,“O, ŝ) be as in Situation 20.17 (1) and dim(X, Û) = 0.
We assume that ŝ is transversal to 0 as a family in the sense of [Part I, Remark
14.11 (2)]. Using Lemma 20.14, we take (X, ÊU ,ËO′, Ês′) such that
(X, Û ,“O, ŝ) < (X, ÊU ,ËO′, Ês′).
Then we define the virtual fundamental chain of (X, Û ,“O, ŝ) (at ǫ) by
[(X, Û ,“O,“sǫ)] = [(X, ÊU ,ËO′,Ës′ǫ)] ∈ Q, (20.4)
for sufficiently small ǫ > 0 such that “sǫ is transversal to 0 at ǫ.
Lemma 20.21. The right hand side of (20.4) is independent of (X, ÊU ,ËO′, Ês′) but
depends only on (X, Û ,“O,“sǫ) and ǫ, if ǫ > 0 is sufficiently small.
Proof. The proof is entirely the same as the proof of [Part I, Theorem 9.14]. 
Now we state the multivalued perturbation versions of Stokes’ formula and com-
position formula.
Proposition 20.22. Let (X, Û ,“O,“sǫ) be as in Situation 20.17 (1) and dim(X, Û) =
1. We assume that “sǫ is transversal to 0 as a family in the sense of [Part I, Remark
14.1 (2)]. Then we have
[∂(X, Û ,“O,“sǫ)] = 0.
Here ∂(X, Û ,“O,“sǫ) is the normalized boundary ∂(X, Û) together with the restric-
tions of “O and “sǫ to the boundary.
Proof. This immediately follows from [Part I, Proposition 14.10] and the definition.

To state the analogue of the composition formula we begin with explaining the
situation and introducing the notation.
Situation 20.23. Suppose we are in Situation 20.15. We assume that we are
given the quadruples (Xi, “Ui, Ôi, ŝi) for i = 1, 2 of bundle extension data Ôi and
multivalued perturbations ŝi.
For r ∈ R we put f−1i (r) = {x ∈ Xi | fi(x) = r}. They carry various structures
such as Kuranishi structures, which are induced by “Ui, Ôi, ŝi. Thus we obtain
quadruples f−1i (r) ∩ (Xi, “Ui, Ôi, ŝi) as in Situation 20.17 (1). 
186 KENJI FUKAYA, YONG-GEUN OH, HIROSHI OHTA, KAORU ONO
Proposition 20.24. In Situation 20.23 we assume in addition that for i = 1, 2
(1) dim(Xi, “Ui) = 0,
(2) ŝi are transversal to 0 as a family in the sense of [Part I, Remark 14.11
(2)].
Then the direct-like product
(X1, Û1,”O1,“s1)×R (X2, Û2,”O2,“s2)
is 0 dimensional and transversal to 0 as a family. Moreover we have
[(X1, Û1,”O1,“sǫ1)×R (X2, Û2,”O2,“sǫ2)]
=
∑
r∈R
[f−11 (r) ∩ (X1, Û1,”O1,“sǫ1)][f−12 (r) ∩ (X2, Û2,”O2,“sǫ2)]. (20.5)
Proof. The proof is the same as the proof of [Part I, Proposition 10.23]. 42 
We also note the following.
Lemma 20.25. In the situation of Proposition 20.24 we replace (1) by the following
assumption.
(1)’ dim(X1, Û1) = − dim(X2, Û2) 6= 0.
Except this point, we assume that the same condition as in Proposition 20.24. Then
we have
[(X1, Û1,”O1,“sǫ1)×R (X2, Û2,”O2,“sǫ2)] = 0.
Proof. We may assume dim(X1, Û1) < 0. Then by [Part I, Lemma 14.1] (sǫ1)−1(0)
is an empty set. Therefore (sǫ1×R sǫ2)−1(0) is an empty set. The lemma follows. 
20.3. Extension of multisection from boundary to its neighborhood. In
this subsection we discuss an analogue of the story in Section 17 for multivalued
perturbations.
Definition 20.26. Let (X ′, Û ′) be a τ -collared Kuranishi structure as in Definition
17.34 (1). A τ-collared bundle extension data of this τ -collared Kuranishi structure
assigns a bundle extension data Op′q′ to each embedding Φp′q′ given in Definition
17.34 (1) (b) such that in the situation of Definition 17.34 (1) (c), the bundle
extension data Op′q′ , Oq′r′ are compatible with Op′r′ in the sense of Definition
20.4.
The compatibility of τ -collared multivalued perturbations with τ -collared bundle
extension data is defined in the same way as in Definition 20.9.
The next lemma is obvious from the definition.
Lemma 20.27. We consider the situation of Lemma-Definition 17.35.
(1) Let “O be a bundle extension data of Û . Then it induces a τ-collared bundle
extension data of‘U⊞τ . We denote it by ‘O⊞τ .
(2) Suppose we are in the situation of (1). Let ŝ = {sǫ} be a multivalued
perturbation of (X, Û) compatible with “O. Then ŝ⊞τ obtained in Lemma
17.37 (6) is compatible with ‘O⊞τ .
42It is actually easier than that.
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Next we study the situation in Subsection 17.6. We note that bundle extension
data can be restricted to normalized corner in an obvious way. We can also pull it
back by a covering map. Moreover, the compatibility of multivalued perturbation
with bundle extension data is preserved by restriction to normalized corner and
pull-back by a covering map.
Situation 20.28. Suppose we are in Situation 17.43. We assume the following in
addition.
(1) We are given a τ -collared bundle extension data‘O+Sk of a τ -collared Ku-
ranishi structure Û+Sk .
(2) The restriction of‘O+Sℓ to Ŝk(Ŝℓ(X), Û+Sℓ) coincides with the pull-back of÷O+Sℓ+k by the isomorphism in Situation 17.43 (2). 
Remark 20.29. Here and in several similar places, we can say two bundle ex-
tension data or multisections are ‘being the same’ or ‘coincide’. In the case of
CF-perturbations, for example, we say two such objects ‘being equivalent’ or ‘iso-
morphic’ etc., instead. Recall that bundle extension data consists of maps and
subsets. The maps are ones between the spaces common in the two bundle ex-
tension data in question and the subsets are ones of the sets which are common
in the two bundle extension data in question. On the other hand in the case of
CF-perturbations, for example, we also have a parameter spaceW of perturbations
as a part of the object. So we can say two of them are equivalent but it does not
make so much sense to say that they are the same. The fact that we can say two
bundle extension data are the same slightly simplifies discussion here.
Lemma 20.30. Suppose we are in Situation 20.28. Then the τ ′-collared Kuranishi
structure ”U+ obtained in Proposition 17.46 carries a τ ′-collared bundle extension
data Ô+ such that the restriction of Ô+ to Ŝk(X) coincides with
‘O+Sk under the
isomorphism of Proposition 17.46 (1).
Proof. The proof is immediate from the proof of Proposition 17.46. 
Remark 20.31. We do not assume that we have bundle extension data of (X, Û).
In our application, the Kuranishi structure (X, Û) is one we obtain from geometry.
As we explained in Subsection 20.1, it seems hard to find bundle extension data, in
general. We take a good coordinate system compatible with the Kuranishi structure
Û and use it to find a multivalued perturbation and bundle extension data. Then”U+ is a Kuranishi structure obtained from this good coordinate system. We will
construct bundle extension data and multisections compatible with the direct-like
product description of the corners inductively. The results we are explaining here
will be used for this purpose.
Nevertheless, we can also prove the following type of statements. If we are given
bundle extension data of Û such that this bundle extension data and‘O+Sk etc. are
compatible with the embeddings, covering maps etc. appearing in Situation 17.43
(3)(4)(5), then the τ ′-collared bundle extension data Ô+ in Lemma 20.30 can be
taken so that it is compatible with the embeddings and covering maps appearing
in Proposition 17.46. We do not state or prove it here since we do not use it.
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Lemma 20.32. Suppose we are in the situation of Situation 20.28. We assume
in addition that we are given a τ-collared multivalued perturbation ”s+Sk of Û+Sk such
that
(i) ”s+Sk is compatible with‘O+Sk .
(ii) The pull-back of’s+Sk+ℓ by the map πk,ℓ : Ŝk(Ŝℓ(X), Û+Sℓ)→ (Ŝk+ℓ(X),’U+Sk+ℓ)
coincides with the restriction of ”s+Sℓ.
Then for any 0 < τ ′ < τ there exists a τ ′-collared multivalued perturbation ŝ+ on the
Kuranishi structure ”U+ obtained in Proposition 17.46 with the following properties.
(1) ŝ+ is compatible with the τ ′-collared bundle extension data Ô+ obtained in
Lemma 20.30.
(2) Its restriction to (Ŝk(X), Û+Sk) coincides with ”s+Sk .
Proof. The proof is the same as the proof of Proposition 17.58. 
Now we discuss results corresponding to those in Subsection 17.9.
Lemma 20.33. Suppose we are in the situation of Lemma 20.32. We assume that
ŝ+k are transversal to 0 as a family. Then there exists a τ
′-collared multivalued
perturbations‘s++ on the Kuranishi structure ‘U++ obtained in Proposition 17.62
such that
(1) Its restriction to (Ŝk(X), Û+Sk) coincides with ŝ+k .
(2) ‘s++ is transversal to 0 as a family.
(3) The bundle extension data Ô+ obtained in Lemma 20.30 can be extended
to a collared bundle extension data ‘O++ of ‘U++ which coincides with Ô+
in a neighborhood of the boundary.
(4) ‘s++ is compatible with ‘O++.
Proof. The proof is the same as the proof of Proposition 17.65. 
20.4. Completion of the proof of Theorem 20.2.
Proof of Theorem 20.2. We first show a version of Proposition 19.1.
Proposition 20.34. Suppose we are in the situation of Proposition 19.1. Moreover
we assume that the linear K-system is of Morse type.
Then for any 0 < τ < 1 there exists a τ-collared Kuranishi structure”U+(α−, α+)
of M(α−, α+)⊞τ0 , its bundle extension data “O(α−, α+), multivalued perturbations
ŝ+(α−, α+) of ”U+(α−, α+) for every α−, α+ with E(α+)−E(α−) ≤ EkE, such that
ŝ+(α−, α+) is compatible with “O(α−, α+) and enjoy the following properties.
(1) The same as Proposition 19.1 (1).
(2) ŝ+(α−, α+) is transversal to 0.
(3) The pull-back of ŝ+(βα−, βα+) by the periodicity isomorphism coincides
with ŝ+(α−, α+).
(4) Proposition 19.1 (4) holds . Moreover “O(α−, α+) is preserved by the peri-
odicity isomorphism.
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(5) The pull-back of ŝ+(α−, α+) by the isomorphism (19.2) coincides with the
fiber product
ŝ+(α−, α)ev+ ×ev− ŝ+(α, α+).
The pull-back of “O(α−, α+) by the isomorphism (19.2) coincides with the
fiber product “O(α−, α)ev+ ×ev− “O(α, α+).
These fiber products are well-defined since they are direct-like products.
(6) Proposition 19.1 (6) holds. Moreover (19.3) preserves bundle extension
data.
(7) Proposition 19.1 (7) holds. Moreover πℓ,k preserves bundle extension data.
(8) The pull-back of ŝ+(α−, α+) by the isomorphism (19.3) is the fiber product
ŝ+(α−, α1) ev+ ×Rα1 . . .Rαk ×ev− ŝ+(αk, α+). (20.6)
This fiber product is well-defined because it is direct-like.
Proof. Using the results of previous subsections, the proof is the same as the proof
of Proposition 19.1. 
We next rewrite Proposition 20.34 in the algebraic language. In our situation
(linear K-system of Morse type) we define
Ω(Rα) =
⊕
r∈Ω(Rα)
Q[r]. (20.7)
We next define
mǫ1;α+,α− : Ω(Rα−)→ Ω(Rα+) (20.8)
in the case when dimM(α−, α+) = 0 by the formula
mǫ1;α+,α−([r−])
=
∑
r+∈Rα+
[(ev−, ev+)
−1((r−, r+))
∩ (M(α−, α+)⊞τ0 ,”U+(α−, α+),“O(α−, α+),”s+ǫ(α−, α+))][r+].
(20.9)
Here the coefficient of [r+] in the right hand side is the virtual fundamental chain
as in Definition 20.20, which is a rational number, and r− ∈ Rα− .
We modify (♭) appearing in Remark 19.4 as follows.
(♭′) For any energy cut level E0 there exists ǫ0(E0) > 0 such that the operator
mǫ1;α+,α− is defined when 0 < E(α+) − E(α−) ≤ E0 and ǫ is in a dense
open subset of {ǫ | 0 < ǫ < ǫ0(E0)}.
Lemma 20.35. The operators mǫ1;α+,α− in (20.9) satisfy the following equality in
the sense of (♭′): ∑
α;E(α−)<E(α)<E(α+)
mǫ1;α+,α ◦mǫ1;α,α− = 0. (20.10)
Proof. Using Propositions 20.22, 20.24 and 20.34, the proof is the same as the proof
of Lemma 19.5. 
We have thus rewritten Subsection 19.1 by using multivalued perturbations in the
case of linear K-system of Morse type. It is now obvious that we can rewrite
Subsections 19.2-19.8 in the same way and complete the proof of Theorem 20.2. 
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21. Tree-like K-system: A∞ structure I: statement
In Sections 21-22 we discuss construction of a filtered A∞ structure associated
to a relatively spin Lagrangian submanifold L of a symplectic manifold. This con-
struction had been written in great detail in the article [FOOO6],[FOOO7] based
on singular homology. Furthermore its de Rham version was given in [FOOO7,
Section 12], [FOOO9], [Fu2].
In this article, based on de Rham cohomology, we give its detail again. We also
provide a package so that the construction part of various Kuranishi structures and
their usage part to obtain a filtered A∞ structure are clearly separated from each
other. For this purpose, we take an axiomatic approach as in the case of linear K-
system developed up to the previous sections. A similar axiomatic treatment was
written in [Fu3]. The axiom we give here is slightly different from that of [Fu3]. In
[Fu3] we used a geometric operad (the Stasheff operad) to formulate Kuranishi A∞
correspondence. In this article we use the K-system organized by a tree, sometimes
called tree-like K-system in short, (plus certain additional data) rather than the
Stasheff operad. In fact, in [Fu3] the Stasheff operad was used only to describe
the combinatorial data on the way how various strata (which are fiber products of
moduli spaces of pseudo-holomorphic disks) are glued. Since the members of the
Stasheff operad are cells, they do not carry a nontrivial homology class. So in [Fu3]
we actually did not use the geometric data of the Stasheff operad but used only its
combinatorial structure, (that is, the way how various strata intersect).
21.1. Axiom of tree-like K-system: A∞ correspondence. In the rest of Part
2, we assume that L is a smooth oriented closed manifold.
Situation 21.1. Let G be an additive group and µ : G → Z, E : G → R group
homomorphisms. We call µ(β) the Maslov index of β and E(β) the energy of β. 
Definition 21.2. A decorated rooted metric ribbon tree is (T , β(·)) such that:
(1) T is a connected tree. Let C0(T ), C1(T ) be the set of all vertices and edges
of T , respectively.
(2) For each v ∈ C0(T ) we fix a cyclic order of the set of edges containing v.
This is equivalent to fixing an isotopy type of an embedding of T to the
plane R2. (Namely, the cyclic order of the edges is given by the orientation
of the plane so that the edges are enumerated according to the counter
clockwise orientation. We call it a ribbon structure at the vertex v.)
(3) C0(T ) is divided into the set of exterior vertices C0,ext(T ) and the set of
interior vertices C0,int(T ).
(4) We fix one element of C0,ext(T ), which we call the root.
(5) The valency of all the exterior vertices are 1.
(6) β() : C0,int(T ) → G is a map. We require E(β(v)) ≥ 0. Moreover if
E(β(v)) = 0 then β(v) is required to be the unit.
(7) (Stability) For each v ∈ C0,int(T ) we assume that one of the following
holds.
(a) E(β(v)) > 0.
(b) The valency of v is not smaller than 3.
We denote by G(k + 1, β) the set of all decorated ribbon trees (T , β(·)) such that:
(I) #C0,ext(T ) = k + 1.
(II)
∑
v∈C0,int(T )(β(v)) = β.
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We decompose the set of edges C1(T ) as follows. If an edge e contains an exterior
vertex, we call e an exterior edge. Otherwise we call e an interior edge. We denote
by C1,int(T ), (resp. C1,ext(T )) the set of all interior (resp. exterior) edges.
Next we define fiber product of K-spaces along an element (T , β(·)) of G(k+1, β).
Suppose we are given K-spaces Mk+1(β) and maps
ev = (ev0, . . . , evk) :
◦
Mk+1(β)→ Lk+1
for each β and k ∈ Z≥0. Let (T , β(·)) ∈ G(k + 1, β). We define the K-space∏
(T ,β(·))
Mkv+1(β(v)) (21.1)
as follows. We consider the direct product
∏
v∈C0,int(T )Mkv+1(β(v)), where kv +1
is the valency of the vertex v. We take two copies of L for each interior edge
e ∈ C1,int(T ). We define a map
ev :
∏
v∈C0,int(T )
Mkv+1(β(v))→
∏
e∈C1,int(T )
L2 (21.2)
as follows. For each v ∈ C0,int(T ) we enumerate the edges containing v as
ev,0, . . . , ev,kv
such that the following conditions are satisfied.
Condition 21.3. (1) The edge ev,0 is contained in the connected component
of T \ {v} which contains the root.
(2) (ev,0, . . . , ev,kv) respects the cyclic ordering of the edges given by the ribbon
structure at v.
Such an enumeration is unique. Each edge e contains two vertices. For one
of them v− we have e = ev−,0. For the other vertex v+ contained in e, we have
e = ev+,i for some i ∈ {1, . . . , kv+}. We define the e component of ev((xv)v∈C0,int(T ))
as (ev0(xv−), evi(xv+)), where e = ev+,i and xv ∈ Mkv+1(β(v)). (Here ev is the
map in (21.2).)
Definition 21.4. The fiber product (21.1) is defined byÑ ∏
v∈C0,int(T )
Mkv+1(β(v))
é
ev ×∏
e∈C1,int(T )
L2
Ñ ∏
e∈C1,int(T )
L
é
. (21.3)
Here ev is as in (21.2) and
∏
e∈C1,int(T ) L is the product of the diagonal L ⊂ L2 and
is contained in
∏
e∈C1,int(T ) L
2. We call (21.3) the fiber product of Mk+1(β) along
(T , β(·)).
Remark 21.5. The fiber product (21.3) in the sense of K-spaces may not be defined
because of the transversality problem. It is defined if the following Condition 21.6
is satisfied.
Condition 21.6. The map ev0 :Mk+1(β)→ L is weakly submersive.
Condition 21.7. We consider the following objects.
(I) G is an additive group. (We denote the unit 0 ∈ G by β0.) E : G → R and
µ : G → Z are group homomorphisms. We call E(β) the energy of β and µ(β) the
Maslov index of β.
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(II) L is a smooth oriented manifold without boundary.
(III) (Moduli space) For each β ∈ G and k ∈ Z≥0 we have a K-space with
cornersMk+1(β) and a strongly smooth map
ev = (ev0, . . . , evk) :Mk+1(β)→ Lk+1.
We assume that ev0 is weakly submersive. We call Mk+1(β) the moduli space of
A∞ operations .
(IV) (Positivity of energy) We assume Mk+1(β) = ∅ if E(β) < 0.
(V) (Energy zero part) In case E(β) = 0, we have Mk+1(β) = ∅ unless β = 0
and k ≥ 2. If β = β0 = 0 then Mk+1(β0) = L × Dk−2 and evi : Mk+1(β0) → L
is the projection. Here we regard Dk−2 as a Stasheff cell which is a manifold with
corners. (See [FOh, Section 10], for example.)
(VI) (Dimension) The dimension of the moduli space of A∞ operations is given
by
dimMk+1(β) = µ(β) + dimL+ k − 2. (21.4)
(VII) (Orientation) Mk+1(β) is oriented.
(VIII) (Gromov compactness) For any E0 the set
{β ∈ G | ∃k Mk+1(β) 6= ∅, E(β) ≤ E0} (21.5)
is a finite set.
(IX) (Compatibility at the boundary) The normalized boundary of the moduli
space of A∞ operations is decomposed into the disjoint union of fiber products as
follows. 43
∂Mk+1(β) ∼=
∐
β1,β2,k1,k2,i
(−1)ǫMk1+1(β1) evi ×ev0 Mk2+1(β2) (21.6)
where
ǫ = (k1 − 1)(k2 − 1) + dimL+ k1 + (i− 1)
(
1 + (µ(β2) + k2) dimL
)
(21.7)
and the union is taken over β1, β2, k1, k2, i such that β1 + β2 = β, k1 + k2 =
k + 1, i = 1, . . . , k2 and i. This isomorphism is compatible with orientation and is
compatible with evaluation maps in the following sense. Let x1 ∈ Mk1+1(β1) and
x2 ∈ Mk2+1(β2). We denote by x the element of ∂Mk+1(β) by the isomorphism
(21.6). Then
evj(x) =

evj(x1) if j = 0, . . . , i− 1,
evj−i+1(x2) if j = i, . . . , i+ k2 − 1,
evj−k2+1(x1) if j = i+ k2, . . . , k.
(21.8)
See Remark 21.8 below for the sign (21.7) and (21.8).
In case β = 0, we require that (21.15) coincides with the standard decomposition
appearing at the boundary of Stasheff cell. (See [FOh, Section 10].)
(X) (Compatibility at the corner I) Let Ŝm(Mk+1(β)) be the normalized cor-
ner of the K-spaceMk+1(β) in the sense of Definition 24.17. Then it is isomorphic
to the disjoint union of ∏
(T ,β(·))
Mkv+1(β(v)). (21.9)
43See Remark 16.2 for the sign and the order of the fiber products.
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Here the union is taken over all (T , β(·)) ∈ G(k + 1, β) such that #C1,int(T ) = m.
This isomorphism is compatible with the evaluation map in the following sense.
Let vi be the i-th exterior vertex of T . The (unique) edge e containing vi contains
one interior vertex denoted by v. Suppose e is the j-th edge of v. Let an element
(xv)v∈C0,int(T ) of (21.9) correspond to an element x in Ŝm(Mk+1(β)). Then we
require
evi(x) = evj(xv). (21.10)
When β = 0, we require that (21.9) coincides with the standard decomposition
appearing at the corner of the Stasheff cell.
(XI) (Compatibility at the corner II) Condition (X) implies that
Ŝℓ(Ŝm(Mk+1(β)))
is a disjoint union of (m+ ℓ)!/m!ℓ! copies of (21.9), where the union is taken over
all (T , β(·)) ∈ G(k + 1, β) such that #C1,int(T ) = m+ ℓ.
The map Ŝℓ(Ŝm(Mk+1(β))) → Ŝm+ℓ(Mk+1(β)) is identified with the identity
map on each of the component (21.9).
Remark 21.8. The sign in (21.6) is consistent with our conventions adopted in
[FOOO4]. [FOOO4, Proposition 8.3.3] is the same as (21.6) for the case i = 1. Also
we can derive the sign in (21.6) by using [FOOO4, Proposition 8.3.3] and [FOOO4,
(8.4.5)]. Indeed, the formula [FOOO4, (8.4.5)] yields
Mk1+1(β1) evi ×ev0 Mk2+1(β2) = (−1)δMk1+1(β1) ev1 ×ev0 Mk2+1(β2) (21.11)
where
δ = (i − 1)(1 + dimL dimMk2+1(β2) + dimL)
≡ (i − 1)
(
1 + (µ(β2) + k2) dimL
)
mod 2,
(21.12)
by taking the dimension formula (21.4) into account. Moreover, the convention of
the order of boundary marked points after gluing described in [FOOO4, Remark
8.3.4] is nothing but the convention (21.8) for the case i = 1.
Definition 21.9. A tree-like K-system, or sometimes called an A∞ correspondence
over L, is a system of (Mk+1(β), ev, µ, E) satisfying Condition 21.7.
We next define a notion of partial A∞ correspondence. The moduli spaceMk+1(β)
depends on k and β. In the version of partial A∞ correspondence which we use
in this article, we include the Kuranishi structure on Mk+1(β) for only a finite
number of the pairs (β, k). This coincides with the way taken in [FOOO4, Section
7], where we used the notion of An,K structure. In [Fu2] the notion of A∞ structure
modulo E0 was used. It includes only a finite number of β’s but infinitely many k’s
are included. In [Fu2] the Kuranishi structure of Mk+1(β) such that it is compat-
ible with the forgetful map Mk+1(β) →M1(β) was used. This is the reason why
infinitely many of k’s were included in [Fu2].
Since we postpone technical detail concerning the forgetful map to [FOOO18],
we use the formulation where only a finitely many k’s are included in the partial
structure. Since we are working in de Rham theory, it is certainly possible to
include infinitely many k’s at this stage. However, it seems easier to use only a
finite number of moduli spaces at each step of the construction.
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Definition 21.10. A partial A∞ correspondence of energy cut level E0 and minimal
energy e0 over L is defined in the same way as A∞ correspondence except the
following:
(1) The moduli spaceMk+1(β) of A∞ operations is defined only when E(β)+
ke0 ≤ E0.
(2) The compatibility conditions that are Conditions 21.7 (IX)(X)(XI) are as-
sumed only when E(β) + ke0 ≤ E0.
(3) We assume that Mk+1(β) = ∅ if 0 < E(β) < e0.
Hereafter we say Mk+1(β) is a (partial) A∞ correspondence, (and omit ev, µ,
E) for simplicity.
We next describe a parametrized version of Condition 21.7.
Condition 21.11. We consider the following objects.
(I) G is an additive group. (We denote the unit 0 by β0.) E : G→ R and µ : G→ Z
are group homomorphisms. We call E(β) the energy of β and µ(β) theMaslov index
of β.
(II) L is a smooth oriented manifold without boundary. P is a smooth oriented
manifold with corners.
(III) (Moduli space) For each β ∈ G and k ∈ Z≥0 we have a K-space with
cornersMk+1(β;P ) and a strongly smooth map
ev = (evP , ev0, . . . , evk) :Mk+1(β;P )→ P × Lk+1.
We assume that (evP , ev0) is weakly submersive stratumwisely. We callMk+1(β;P )
the moduli space of P -parametrized A∞ operations.
(IV) (Positivity of energy) We assume Mk+1(β;P ) = ∅ if E(β) < 0.
(V) (Energy zero part) In case E(β) = 0, we have Mk+1(β;P ) = ∅ unless
β = 0 and k ≥ 2. If β = β0 = 0, then Mk+1(β0;P ) = P × L × Dk−2 and
evi : Mk+1(β0;P ) → L is the projection. Also evP : Mk+1(β0;P ) → P is the
projection. Here we again identify Dk−2 with the Stasheff cell.
(VI) (Dimension) The dimension of the moduli space of P -parametrized A∞
operations is given by
dimMk+1(β;P ) = µ(β) + dimL+ k − 2 + dimP. (21.13)
(VII) (Orientation) Mk+1(β;P ) is oriented.
(VIII) (Gromov compactness) For any E0 the set
{β ∈ G | ∃k Mk+1(β;P ) 6= ∅, E(β) ≤ E0} (21.14)
is a finite set.
(IX) (Compatibility at the boundary) The normalized boundary of the moduli
space of A∞ operations is decomposed into the fiber products as follows.
44
∂Mk+1(β;P )
∼=
∐
β1,β2,k1,k2,i
(−1)ǫMk1+1(β1;P ) (evP ,evi) ×(evP ,ev0)Mk2+1(β2;P )
⊔ (∂P P ×evP Mk+1(β;P )) .
(21.15)
44Following our convention in [FOOO4, (8.9.1)], that the parameter space P is put on the first
factor in the fiber product. So there is no extra sign contribution from the parameter space in the
second line on the right hand side of (21.15).
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where
ǫ = (k1−1)(k2−1)+dimL+k1+(i−1)
(
1+(µ(β2)+k2+dimP ) dimL
)
(21.16)
and the union in the second line is taken over β1, β2, k1, k2, i such that β1+β2 = β,
k1 + k2 = k + 1, i = 1, . . . , k2. The fiber product in the second line is taken
over P × L. This isomorphism is compatible with orientation. It is compatible
with evaluation maps, in the same sense as (21.8). In case β = 0, we require that
(21.15) coincides with the decomposition induced from the standard decomposition
appearing at the boundary of Stasheff cell.
(X) (Compatibility at the corner I) Let Ŝm(Mk+1(β;P )) be the normalized
corner of the K-space Mk+1(β;P ) in the sense of Definition 24.17. Then it is
isomorphic to the disjoint union of∏
(T ,β(·))
Mkv+1(β(v); Ŝm′(P )). (21.17)
(We will explain the fiber product (21.17) right after Condition 21.11.) Here the
union is taken over all (T , β(·)) ∈ G(k+1, β) and m′ ∈ Z≥0 such that #C1,int(T )+
m′ = m and we put
Mkv+1(β(v); Ŝm′(P )) = Ŝm′(P ) P ×evP Mkv+1(β(v);P ).
This isomorphism is compatible with the evaluation map in the same sense as
(21.10). In case β = 0, we require that (21.17) coincides with the decomposition
induced from the standard decomposition appearing at the corner of the Stasheff
cell.
(XI) (Compatibility at the corner II) Condition (X) implies that Ŝℓ(Ŝm(Mk+1(β;P )))
is a disjoint union of copies∏
(T ,β(·))
Mkv+1(β(v); Ŝℓ′(Ŝm′(P ))) (21.18)
where the union is taken over all (T , β(·)) ∈ G(k + 1, β), and m′, ℓ′ such that
#C1,int(T ) +m′ + ℓ′ = m+ ℓ and we put
Mkv+1(β(v); Ŝℓ′(Ŝm′(P ))) = Ŝℓ′(Ŝm′(P )) P ×evP Mkv+1(β(v);P ).
The covering map Ŝℓ(Ŝm(Mk+1(β;P )))→ Ŝm+ℓ(Mk+1(β;P )) is identified with
the map induced from the covering map Ŝℓ′(Ŝm′(P )) → Ŝℓ′+m′(P ) on each of the
component (21.18).
Now we define the fiber product (21.17) as follows. We consider the direct
product
∏
v∈C0,int(T )Mkv+1(β(v);P ) as in (21.2). We have
ev :
∏
v∈C0,int(T )
Mkv+1(β(v);P )→
∏
e∈C1,int(T )
L2.
Using evP :Mkv+1(β(v);P )→ P we have
evP :
∏
v∈C0,int(T )
Mkv+1(β(v);P )→
∏
e∈C1,int(T )
P 2.
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The fiber product (21.17) is by definitionÑ ∏
e∈C1,int(T )
P × L
é
∏
e∈C1,int(T )
(P 2×L2) ×(evP ,ev)
Ñ ∏
v∈C0,int(T )
Mkv+1(β(v);P )
é
.
(21.19)
Lemma 21.12. The fiber product (21.19) is well-defined.
Proof. We assumed that the map
(evP , ev0) :Mkv+1(β(v);P )→ P × L
is weakly submersive stratumwisely. We also note that for each e ∈ C1,int(T ) there
exists a unique vertex v such that e is its 0-th vertex. These two facts imply the
lemma immediately. 
Definition 21.13. A P -parametrized A∞ correspondence over L is a system of
(Mk+1(β;P ), ev, µ, E) satisfying Condition 21.11.
A partial P -parametrized A∞ correspondence of energy cut level E0 and minimal
energy e0 over L is defined in the same way as P -parametrized A∞ correspondence
except the following:
(1) The moduli space of P -parametrized A∞ operationsMk+1(β;P ) is defined
only when E(β) + ke0 ≤ E0.
(2) The compatibility conditions that is Condition 21.11 (IX)(X)(XI) are as-
sumed only when E(β) + ke0 ≤ E0.
(3) We assume Mk+1(β, P ) = ∅ if 0 < E(β) < e0.
Lemma 21.14. Let Mk+1(β;P ) be a P -parametrized A∞ correspondence over L
and ∂iP a connected component of the normalized boundary of P . Then
Mk+1(β; ∂iP ) = ∂iP P ×evP Mk+1(β;P )
defines a ∂iP -parametrized A∞ correspondence over L. The same holds for partial
P -parametrized A∞ correspondence.
The proof is obvious.
Definition 21.15. Suppose we are given two A∞ correspondences over L denoted
by Mjk+1(β) with j = 1, 2. Then a pseudo-isotopy between them is a P = [1, 2]
parametrized A∞ correspondenceMk+1(β; [1, 2]) such that for {1} ⊂ ∂[1, 2] (resp.
{2} ⊂ ∂[1, 2]) the A∞ correspondence Mk+1(β; {1}) (resp. Mk+1(β; {2})) is iso-
morphic to M1k+1(β) (resp M2k+1(β)). We define the notion of pseudo-isotopy of
partial A∞ correspondences in the same way.
Remark 21.16. In this article we use the notion of pseudo-isotopy of A∞ cor-
respondences to prove well-definedness of the filtered A∞ algebra induced by the
A∞ correspondence. (See Theorem 21.35 (2).) On the other hand, we can define
the notion of morphism of A∞ correspondences and use it instead to prove well-
definedness. In other words, we are using the bifurcation method here but not the
cobordism method. (See [FOOO7, Subsection 7.2.14] for these two methods. In a
slightly different formulation, a morphism of A∞ correspondences is defined in[Fu3,
Definition 8].) In [FOOO7] and [Fu3] we used the cobordism method. In [AJ] and
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[Fu2] the bifurcation method was used. They will give the same morphism at the
end of the day as explained in [Fu2, Remark 12.3].
Definition 21.17. An inductive system of A∞ correspondences over L consists of
the following objects.
(1) We are given a sequence {Ei}∞i=1 of positive real numbers such that Ei <
Ei+1 and limi→∞E
i =∞. We are also given e0 > 0 independent of i.
(2) For each i, we are given a partial A∞ correspondence Mik+1(β) over L of
energy cut level Ei and minimal energy e0.
(3) For each i we are given a pseudo-isotopyMk+1(β; [i, i+1]) betweenMik+1(β)
andMi+1k+1(β). Here the energy cut level ofMk+1(β; [i, i+1]) is Ei and its
minimal energy is e0.
(4) We assume the following uniform Gromov compactness. For each E′ > 0
the next set is of finite order.
{β ∈ G | ∃k ∃i Mik+1(β) 6= ∅, E(β) ≤ E′}. (21.20)
The next set is also of finite order for each E′ > 0:
{β ∈ G | ∃k ∃i Mik+1(β; [i, i+ 1]) 6= ∅, E(β) ≤ E′}. (21.21)
Remark 21.18. In the situation of Definition 21.17, suppose E′i is another se-
quence so that E′i < E′i+1, limi→∞ E
′i =∞ and E′i < Ei. We forget the K-spaces
Mk+1(β; [i, i + 1]) and Mik+1(β + ke0) for E(β) > E′i. Then we obtain another
inductive system of A∞ correspondences over L.
Let e′0 < e0. We replace E
i by E′i = Eie′0/e0. Then ke
′
0 + E ≤ E′i implies
ke0+E ≤ Ei. Therefore any partial A∞ correspondence of energy cut level Ei and
of minimal energy e0 induces one of energy cut level E
′i and of minimal energy e′0
by forgetting certain moduli spaces. In this way when we compare two inductive
systems of A∞ correspondences over L we may always assume that the numbers E
i,
e0 are common without loss of generality. We will assume it in the next definition.
Definition 21.19. Suppose for j = 0, 1 we are given inductive systems of A∞
correspondences over L, denoted by Mjik+1(β), Mjk+1(β; [i, i + 1]). (We take the
same Ei and e0 for j = 0, 1 as we explained in Remark 21.18.) A pseudo-isotopy
between these two inductive systems consists of the following objects.
(1) For each i we are given a pseudo-isotopyMik+1(β; [0, 1]) betweenM0ik+1(β)
and M1ik+1(β). The energy cut level and minimal energy of this pseudo-
isotopy are Ei and e0, respectively.
(2) For each i we are given a P = [0, 1]× [i, i+1] parametrized A∞ correspon-
dence Mk+1(β; [0, 1]× [i, i+ 1]) satisfying the following properties.
(a) Its restriction to the boundary component {j}× [i, i+1] is isomorphic
to Mjk+1(β; [i, i+ 1]). Here j = 0, 1.
(b) Its restriction to the boundary component [0, 1]×{i} is isomorphic to
M1ik+1(β).
(c) Its restriction to the boundary component [0, 1]×{i+1} is isomorphic
to M1i+1k+1 (β).
(d) The isomorphisms in (a)(b)(c) are consistent at Mk+1(β; Ŝ2([0, 1] ×
[i, i+ 1])).
(e) The energy cut level ofMk+1(β; [0, 1]× [i, i+1]) is Ei and its minimal
energy is e0.
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(f) The isomorphisms in Item (a)(b)(c)(d) satisfy appropriate corner com-
patibility conditions.
(3) We assume the following uniform Gromov compactness. For each E′ > 0
the next set is of finite order.
{β ∈ G | ∃k ∃i Mk+1(β; [0, 1]× [i, i+ 1]) 6= ∅, E(β) ≤ E′}. (21.22)
21.2. Filtered A∞ algebra and its pseudo-isotopy. In this subsection we re-
view certain algebraic material in [FOOO3], [FOOO4], [Fu2].
Definition 21.20. We call a subset G ⊂ R≥0 × 2Z a discrete submonoid45 if
the following holds. We denote by E : G → R≥0 and µ : G → 2Z the natural
projections.
(1) If β1, β2 ∈ G, then β1 + β2 ∈ G. (0, 0) ∈ G.
(2) The image E(G) ⊂ R≥0 is discrete.
(3) For each E0 ∈ R≥0 the inverse image G ∩E−1([0, E0]) is a finite set.
Let Ω(L) be the de Rham complex of L. We put Ω(L)[1]d = Ωd+1(L), where
Ωd(L) is the space of degree d smooth forms. We put
Bk(Ω(L)[1]) = Ω(L)[1]⊗ · · · ⊗ Ω(L)[1]︸ ︷︷ ︸
k times
. (21.23)
Let G be a discrete submonoid as in Definition 21.20.
Definition 21.21. ([FOOO3, Definition 3.2.26, Definition 3.5.6, Remark 3.5.8]) A
G-gapped filtered A∞ algebra structure on Ω(L) is a sequence of multilinear maps
mk,β : Bk(Ω(L)[1])→ Ω(L)[1] (21.24)
for each β ∈ G and k ∈ Z≥0 of degree 1− µ(β) with the following properties:
(1) mk,β0 = 0 for β0 = (0, 0), k 6= 1, 2.
(2) m2,β0(h1, h2) = (−1)∗h1 ∧ h2, where ∗ = deg h1(deg h2 + 1).46
(3) m1,β0(h) = (−1)∗dh, where ∗ = n+ 1 + deg h. 47
(4) ∑
k1+k2=k+1
∑
β1+β2=β
k−k2+1∑
i=1
(−1)∗mk1,β1(h1, . . . ,mk2,β2(hi, . . . , hi+k2−1), . . . , hk) = 0
(21.25)
holds for any β ∈ G and k. The sign is given by ∗ = deg′ h1+· · ·+deg′ hi−1.
Here deg′ is the shifted degree by +1.
Definition 21.22. A partial G-gapped filtered A∞ algebra structure of energy cut
level E and minimal energy e0 is a sequence of operators (21.24) for E(β)+ke0 ≤ E
satisfying the same properties, except (21.25) is assumed only for E(β) + ke0 ≤ E.
We require mk,β = 0 if 0 < E(β) < e0.
45In the situation of oriented Lagrangian submanifolds, the Maslov index is even. Thus we
assume G ⊂ R≥0 × 2Z, while we consider G ⊂ R≥0 × Z in Definition 16.11.
46See [FOOO3, (3.5.9)] for the sign.
47The sign here is different from the one given in [FOOO3, (3.2.5)]. The latter is a convention
when we regard a DGA as an A∞ algebra with trivial higher multiplications. (Actually it does
not matter if we change the sign of differential in DGA.) But the signs here and in [FOOO3,
Remark 3.5.8] provide the signs in the filtered A∞ algebra which are compatible with the signs
in its unfiltered DGA.
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Definition 21.23. A multilinear map F : Bk(Ω(L)[1]) → Ω(L)[1] is said to be
continuous in C∞ topology if the following holds. Suppose hi,a ∈ Ω(L) converges
to hi ∈ Ω(L) in C∞ topology as a → ∞, then F (h1,a, . . . , hk,a) converges to
F (h1, . . . , hk) in C
∞ topology as a→∞.
Definition 21.24. A (partial) G gapped filtered A∞ algebra structure on Ω(L) is
said to be continuous if the operationsmk,β is continuous in C
∞ topology. Hereafter
we assume that all the operations of (partial) A∞ algebra structure on Ω(L) are
continuous in C∞ topology.
Definition 21.25. ([Fu2, Definition 8.5]) For each t ∈ [0, 1], β ∈ G and k ∈ Z≥0,
let mtk,β be as in Definition 21.21 and c
t
k,β a sequence of multilinear maps
ctk,β : Bk(Ω(L)[1])→ Ω(L)[1] (21.26)
of degree −µ(β). We say ({mtk,β}, {ctk,β}) is a pseudo-isotopy of G-gapped filtered
A∞ algebra structures, or in short, gapped pseudo-isotopy on Ω(L) if the following
holds:
(1) mtk,β and c
t
k,β are continuous in C
∞ topology. The map sending t to mtk,β
or ctk,β is smooth. Here we use the operator topology with respect to the
C∞ topology for mtk,β and c
t
k,β to define their smoothness.
(2) For each (but fixed) t, the set of operators {mtk,β} defines a G-gapped
filtered A∞ algebra structure on Ω(L).
(3) For each hi ∈ Ω(L)[1] the following equality holds:
d
dt
mtk,β(h1, . . . , hk)
+
∑
k1+k2=k+1
∑
β1+β2=β
k−k2+1∑
i=1
(−1)∗ctk1,β1(h1, . . . ,mtk2,β2(hi, . . .), . . . , hk)
−
∑
k1+k2=k+1
∑
β1+β2=β
k−k2+1∑
i=1
mtk1,β1(h1, . . . , c
t
k2,β2(hi, . . .), . . . , hk)
= 0.
(21.27)
Here ∗ = deg′ h1 + · · ·+ deg′ hi−1.
(4) ctk,β = 0 if E(β) ≤ 0.
Sometimes we say that ({mtk,β}, {ctk,β}) is a pseudo-isotopy or gapped pseudo-
isotopy between {m0k,β} and {m1k,β}.
Definition 21.26. We define the notion of pseudo-isotopy of partial G-gapped
filtered A∞ algebra structures on Ω(L) of energy cut level E and minimal energy e0
in the same way, except we replace (2) and (3) by the following (2)’ and (3)’ and
we further require (5) below.
(2)’ We require that the set of operators {mtk,β} defines a partial G-gapped
filtered A∞ algebra structures on Ω(L) of energy cut level E and of minimal
energy e0.
(3)’ We require (21.27) only for β, k with E(β) + ke0 ≤ E.
(5) mtk,β = c
t
k,β = 0 if 0 < E(β) < e0.
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We also use the notion of pesudo-isotopy of pseudo-isotopies. It seems simpler
to define a more general notion of the P -parametrized family of G-gapped filtered
A∞ algebra structures on Ω(L) in general. So we define this notion below.
We consider the totality of smooth differential forms on P × L which we write
Ω(P × L). Here Ω(P × L)[1] is its degree shift as before. Let t1, . . . , td be local
coordinates of P . (In this article we only consider the case P ⊂ Rd for d = dimP .
So we actually have canonical global coordinates.) For h ∈ Ω(P × L) we put
h =
∑
I⊂{1,...,d}
dtI ∧ hI . (21.28)
Here I = {i1, . . . , i|I|} (i1 < · · · < i|I|), dtI = dti1 ∧ · · · ∧ dti|I| and hI does not
contain dti.
Definition 21.27. A multilinear map F : Bk(Ω(P × L)[1])→ Ω(P × L)[1] is said
to be pointwise in P direction if the following holds:
For each I ⊂ {1, . . . , d} and t ∈ P there exists a continuous map
F tI;j1,...,jk : Bk(Ω(L)[1])→ Ω(L)[1]
such that
F (dtj1 ∧ h1, . . . , dtjk ∧ hk)|{t}×L
=
∑
I
dtI ∧ dtj1 ∧ · · · ∧ dtjk ∧ F tI;j1,...,jk(ht1, . . . , htk), (21.29)
where |{t}×L means the restriction to {t}×L. Moreover F tI;j1,...,jk depends smoothly
on t with respect to the operator topology. Here hti is the restriction of hi to {t}×L.
Remark 21.28. This condition is equivalent to the following one.
(*) For smooth differential forms σi on P , we have
F (σ1h1, . . . , σkhk) = ±σ1 ∧ · · · ∧ σk ∧ F (h1, . . . , hk).
Definition 21.29. A P -parametrized family of G-gapped filtered A∞ algebra struc-
tures on Ω(L) is {mPk,β} satisfying the following properties:
(1) mPk,β : Bk(Ω(P × L)[1])→ Ω(P × L)[1] is a multilinear map of degree 1.
(2) mPk,β is pointwise in P direction if β 6= β0.
(3) mPk,β0 = 0 for k 6= 1, 2.
(4) mP1,β0(h) = (−1)∗dh. Here d is the de Rham differential and ∗ = n + 1 +
deg h.
(5) mP2,β0(h1 ∧ h2) = (−1)∗h1 ∧ h2. Here ∧ is the wedge product and ∗ =
deg h1(deg h2 + 1).
(6) mPk,β satisfies the following A∞ relation.∑
k1+k2=k+1
∑
β1+β2=β
k−k2+1∑
i=1
(−1)∗mPk1,β1(h1, . . . ,mPk2,β2(hi, . . . , hi+k2−1), . . . , hk) = 0,
(21.30)
where ∗ = deg′ h1 + . . .+ deg′ hi−1.
Definition 21.30. A partial P -parametrized family of G-gapped filtered A∞ alge-
bra structures on Ω(L) of energy cut level E and of minimal energy e0 is {mPk,β}
satisfying the same properties as above except the following points:
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(a) mPk,β is defined only for β, k with E(β) + ke0 ≤ E.
(b) We require the A∞ relation (21.30) only for β, k with E(β) + ke0 ≤ E.
(c) mPk,β = 0 if 0 < E(β) < e0.
Lemma 21.31. The notion of pseudo-isotopy of G-gapped filtered A∞ algebra
structures on Ω(L) is the same as the notion of the P = [0, 1] parametrized family
of G-gapped filtered A∞ algebra structures on Ω(L). The same holds for the partial
G-gapped filtered A∞ algebra structure on Ω(L).
Proof. Let ({mtk,β}, {ctk,β}) be the objects as in Definition 21.25. We define mPk,β as
follows. It suffices to consider the case β 6= β0.
Suppose hi does not contain dt. Then we put
mPk,β(h1, . . . , hk) = m
t
k,β(h1, . . . , hk) + dt ∧ ctk,β(h1, . . . , hk).
We also put
mPk,β(h1, . . . , dt ∧ hi, . . . , hk) = (−1)∗dt ∧mtk,β(h1, . . . , hk)
where ∗ = deg′ h1 + · · ·+ deg′ hi−1. If at least two of hˆ1, . . . , hˆk contain dt, then
mPk,β(hˆ1, . . . hˆk) = 0.
It is straightforward to check that (21.27) is equivalent to (21.30). 
Lemma-Definition 21.32. Let Q be a connected component of the normalized cor-
ner Ŝk(P ). Then a P -parametrized family of G-gapped filtered A∞ algebra struc-
tures on Ω(L) induces a Q-parametrized family of G-gapped filtered A∞ algebra
structures on Ω(L).
Proof. This is a consequence of the following fact. If F : Bk(Ω(P × L)[1]) →
Ω(P ×L)[1] is pointwise in P direction, it induces : Bk(Ω(Q×L)[1])→ Ω(Q×L)[1]
which is pointwise in Q direction. This fact is a consequence of the definition of
pointwise-ness. 
Remark 21.33. If two G-gapped filtered A∞ algebra structures on Ω(L) are
pseudo-isotopic, then the two filtered A∞ algebras induced from those two struc-
tures are homotopy equivalent in the sense of [FOOO3, Definition 4.2.42]. This fact
is proved in [Fu2, Theorem 8.2].
21.3. Statement of the results. In this subsection and hereafter we say a filtered
A∞ structure, pseudo-isotopy or P -parametrised A∞ structure is gapped when it is
G-gapped for some discrete submonoid G ⊂ R≥0 × 2Z in Definition 21.20.
Situation 21.34. Let µ, E be as in Situation 21.1. Let L be a compact oriented
smooth manifold without boundary. In addition to those, we consider one of the
following situations.
(1) We are given AF = {(Mk+1(β), ev) | β, k}, which defines an A∞ corre-
spondence over L. Hereafter we will not include ev in the notation for
simplicity.
(2) We are given AF = {Mk+1(β) | β, k}, which defines a partial A∞ corre-
spondence over L of energy cut level E0 and minimal energy e0.
(3) We are given
AF j = {Mjk+1(β) | β, k} (j = 0, 1), AF [0,1] = {Mk+1(β; [0, 1]) | β, k},
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which are two A∞ correspondences over L and a pseudo-isotopy among
them, respectively.
(4) We are given
AF j = {Mjk+1(β) | β, k} (j = 0, 1), AF [0,1] = {Mk+1(β; [0, 1]) | β, k},
which are two partial A∞ correspondences over L and a pseudo-isotopy
among them, respectively. Their energy cut level areE0 and minimal energy
are e0.
(5) We are given
AF i = {Mik+1(β) | β, k}, AF [i,i+1] = {Mk+1(β; [i, i+ 1]) | β, k}
for i = 1, 2, . . . such that
IAF =
Ä
{AF i | i = 1, 2, . . . }, {AF [i,i+1] | i = 1, 2, . . .}
ä
consists of an inductive system of A∞ correspondences over L.
(6) For j = 0, 1, we are given
AF ji = {Mjik+1(β) | β, k}, AF j,[i,i+1] = {Mjk+1(β; [i, i+ 1]) | β, k}
for i = 1, 2, . . . such that
IAF j =
Ä
{AF ji | i = 1, 2, . . .}, {AFj,[i,i+1] | i = 1, 2, . . . }
ä
consist of two inductive systems of A∞ correspondences over L. Moreover
we are given {Mik+1(β; [0, 1]) | β, k} and {Mk+1(β; [0, 1]× [i, i+ 1]) | β, k}
which consist of a pseudo-isotopy of the inductive systems IAF0, IAF1 of
A∞ correspondences.
(7) Let AF j = {Mjk+1(β) | β, k} define A∞ correspondences over L for j =
0, 1. Let AF [0,1],ℓ = {Mk+1(β; [0, 1]) | β, k}, ℓ = a, b be two pseudo-
isotopies from AF1 to AF2. Let
AF [0,1]×[1,2]
be a [0, 1]× [1, 2]-parametrized family of A∞ correspondences over L with
the following properties.
(a) On [0, 1]× {1} it is isomorphic to AF [0,1],a.
(b) On [0, 1]× {2} it is isomorphic to AF [0,1],b.
(c) Let j = 1 or j = 2 then on {j} × [1, 2] it is isomorphic to the direct
product AF j × [1, 2].
(d) At the corner {0, 1} × {1, 2} the isomorphisms (a)(b)(c)(d) and the
various isomorphisms included in the definitions of A∞ correspondence
and its pseudo-isotopies are compatible in the same sense as Condition
21.11 (X)(XI).
(8) For j = 0, 1, we are given
AF ji = {Mjik+1(β) | β, k}, AF j,[i,i+1] = {Mjk+1(β; [i, i+ 1]) | β, k}
for i = 1, 2, . . . such that
IAF j =
Ä
{AF ji | i = 1, 2, . . .}, {AFj,[i,i+1] | i = 1, 2, . . . }
ä
consist of inductive systems of A∞ correspondences over L. Moreover for
ℓ = a, b, we are given {Mi,ℓk+1(β; [0, 1]) | β, k} and {Mℓk+1(β; [0, 1]×[i, i+1]) |
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β, k} which consist of two pseudo-isotopies of the inductive systems IAF0,
IAF1 of A∞ correspondences.
Furthermore we assume that we have a pseudo-isotopy of pseudo-isotopies
among these two pseudo-isotopies in the following sense: For each i we have
a [0, 1]× [i, i+1]× [1, 2]-parametrized family of partial A∞ correspondence
AF [0,1]×[i,i+1]×[1,2]
over L of energy cut level Ei and minimal energy e0 with the following
properties.
(i) On [0, 1]× {i} × [1, 2], it satisfies the same condition as (7) (a)-(d) up
to energy level Ei.
(ii) On [0, 1]× [i, i + 1]× {c} with c = 1 (resp. c = 2) it is isomorphic to
{Mak+1(β; [0, 1]× [i, i + 1]) | β, k} (resp. {Mbk+1(β; [0, 1]× [i, i + 1]) |
β, k}.)
(iii) On {j} × [i, i+ 1]× [1, 2] with j = 0 or j = 1, it is isomorphic to the
direct product AF j,[i,i+1] × [1, 2].
(iv) Various isomorphisms in (i)(ii)(iii) above and those appearing in the
definitions of A∞ correspondences or its pseudo-isotopies are compati-
ble at Sm([0, 1]× [i, i+1]× [1, 2]) in the same sense as Condition 21.11
(X)(XI).
(v) A similar uniform Gromov compactness as in Definition 21.19 (3) is
satisfied.

Theorem 21.35. Suppose we are given µ, E as in Situation 21.1. Let L be a
compact oriented smooth manifold without boundary.
(1) Suppose we are in Situation 21.34 (1). We can associate a gapped filtered
A∞ structure on Ω(L). This filtered A∞ structure is independent of the
choices made for its construction up to pseudo-isotopy.
(2) Suppose we are in Situation 21.34 (2). We can associate a gapped partial
filtered A∞ structure on Ω(L) of energy cut level E0 and of minimal energy
e0. This partial filtered A∞ structure is independent of the choices made
for its construction up to gapped pseudo-isotopy.
(3) Suppose we are in Situation 21.34 (3). We can associate a gapped pseudo-
isotopy of filtered A∞ structures on Ω(L) among the two gapped filtered A∞
algebras which associate by (1) to Mjk+1(β) for j = 0, 1.
In particular, it induces a gapped homotopy equivalence between those
two gapped filtered A∞ algebras.
(4) Suppose we are in Situation 21.34 (4). We can associate a gapped partial
pseudo-isotopy of filtered A∞ structures on Ω(L) of energy cut level E0 and
of minimal energy e0 among the two gapped partial filtered A∞ algebras
which we associate by (2) to Mjk+1(β) for j = 0, 1.
(5) Suppose we are in Situation 21.34 (5). We can associate a gapped filtered
A∞ structure on Ω(L). This gapped filtered A∞ structure is independent of
the choices made for its construction up to gapped pseudo-isotopy.
(6) Suppose we are in Situation 21.34 (6). We can associate a gapped pseudo-
isotopy of gapped filtered A∞ structures on Ω(L) among the two gapped fil-
tered A∞ algebras which we associate in (5) toMjik+1(β) andMjk+1(β; [i, i+
1]) for j = 0, 1.
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In particular, it induces a gapped homotopy equivalence between those
two gapped filtered A∞ algebras.
(7) Suppose we are in Situation 21.34 (7). By (1) we obtain two gapped filtered
A∞ algebras (Ω(L),m
j
k) for j = 1, 2. By (3) we obtain two gapped homotopy
equivalences ϕa and ϕb from (Ω(L),m
1
k) to (Ω(L),m
2
k), corresponding to
ℓ = a and ℓ = b, respectively.
Then the claim of (7) is that ϕa is gapped homotopic to ϕb.
(8) We obtain the same conclusion as (7) in the Situation 21.34 (8).
22. Tree-like K-system: A∞ structure II: proof
In this section we prove Theorem 21.35. The proof is mostly parallel to the
proofs given in Section 19, and also similar to those given in [FOOO4, Subection
7.2], [Fu2].
22.1. Existence of CF-perturbations.
Definition 22.1. Let Mk+1(β) be the moduli spaces of the A∞ operations of a
(partial) A∞ correspondenceAC. We use the notation of Condition 21.11. Consider
the submonoid of R≥0 × 2Z generated by the subset
{(E(β), µ(β)) | β ∈ G,Mk+1(β) 6= ∅}
of R≥0 × 2Z. This submonoid is discrete by Condition 21.11 (VIII). We call it the
discrete submonoid associated to AC, and denote it by G(AC).
When we have a partial P -parametrized family ACP of A∞ correspondences
whose moduli spaces of P -parametrized A∞ operations are Mk+1(β;P ), we define
the discrete submonoid G(ACP ) associated to ACP as the submonoid generated by
the subset
{(E(β), µ(β)) | β ∈ G,Mk+1(β;P ) 6= ∅}.
Definition 22.2. Consider a discrete submonoid G ⊂ R≥0 × 2Z in the sense of
Definition 21.20.
(1) We put
emin(G) = inf{E(β) | β ∈ G,E(β) > 0},
if the image of E : G→ R is not 0. Otherwise we put emin(G) = 1.
(2) For E0, e0 > 0 with e0 ≤ emin(G) we define
GK(G;E0, e0) = {(β, k) | β ∈ G, k ∈ Z≥0, E(β) = 0⇒ k > 0
E(β) + ke0 ≤ E0}.
Note that if e0 is a minimal energy of a G-gapped (partial) A∞ correspondence
AC and G ⊇ G(AC), then e0 ≤ emin(G). In case G 6= G(AC) we put Mk+1(β) = ∅
for β /∈ G(AC) as convention.
Proposition 22.3. Let AC be a partial A∞ correspondence of energy cut level E0
and minimal energy e0, and G a discrete submonoid containing G(AC). Suppose
e0 ≤ emin(G) and 0 < τ < τ0 = 1. We can find a system of τ-collared Kuranishi
structures and CF-perturbations, {(’U+k+1(β),“Sk+1(β)) | (β, k) ∈ GK(G;E0, e0)},
with the following properties:
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(1) ’U+k+1(β) is a τ-collared Kuranishi structure of Mk+1(β)⊞τ0 and is a thick-
ening of the Kuranishi structure obtained from one in Condition 21.7 (III)
by trivialization of the corner. (Lemma-Definition 17.35). Evaluation maps
are extended to τ-collared strongly smooth maps on this τ-collared Kuranishi
structure and the associated evaluation map ev0 is weakly submersive.
(2) “Sk+1(β) is a τ-collared CF-perturbation of the τ-collared Kuranishi struc-
ture’U+k+1(β). It is transversal to 0 and ev0 is strongly submersive with
respect to “Sk+1(β).
(3) There exists an isomorphism of τ-collared K-spaces 48
∂(Mk+1(β)⊞τ0 ,’U+k+1(β)) ∼= ∐
β1,β2,k1,k2,i
(−1)ǫ(Mk1+1(β1)⊞τ0 ,’U+k1+1(β1))
evi ×ev0 (Mk2+1(β2)⊞τ0 ,’U+k2+1(β2)), (22.1)
where
ǫ = (k1 − 1)(k2 − 1) + dimL+ k1 + (i − 1)
(
1 + (µ(β2) + k2) dimL
)
. (22.2)
(4) The restriction of “Sk+1(β) to the boundary is equivalent (see [Part I, Defi-
nition 7.5] for the definition of equivalence of CF-perturbations) to the fiber
product of “Sk1+1(β1) and “Sk2+1(β2) under the isomorphism (22.1).
(5) On the normalized corner Ŝm(Mk+1(β)⊞τ0), we put the Kuranishi structure
that is the restriction of’U+k+1(β). Then it is isomorphic to the disjoint
union of the fiber products∏
(T ,β(·))
(Mkv+1(β(v))⊞τ0 ,’U+kv+1(β(v))). (22.3)
Here the union is taken over all (T , β(·)) ∈ G(k+1, β) with #C1,int(T ) = m.
The fiber product (22.3) is defined as in Definition 21.4. This isomorphism
is compatible with the evaluation maps. It is also compatible with the em-
bedding of the Kuranishi structures. (Here we mean the embedding of the
Kuranishi structure obtained from one in Condition 21.7 (III) by trivializa-
tion of the corner to’U+k+1(β).)
(6) The restriction of “Sk+1(β) to Ŝm(Mk+1(β)⊞τ0) is equivalent to the fiber
product of “Skv+1(β(v)) under the isomorphism (22.3).
(7) (5) implies that the restriction of ’U+k+1(β) to Ŝℓ(Ŝm(Mk+1(β)⊞τ0)) is a
disjoint union of copies of fiber products∏
(T ,β(·))
(Mkv+1(β(v))⊞τ0 ,’U+kv+1(β(v))) (22.4)
where the union is taken over all (T , β(·)) ∈ G(k+1, β) with #C1,int(T ) =
m+ ℓ. The fiber product (22.4) is defined as in Definition 21.4.
The covering maps Ŝℓ(Ŝm(Mk+1(β)⊞τ0))→ Ŝm+ℓ(Mk+1(β)⊞τ0) are the
underlying map of the covering maps of the K-spaces (where the Kuranishi
48See Remark 16.2 for the sign and the order of the fiber products.
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structure is’U+k+1(β) etc.) that is the identity map on each of the compo-
nents (22.4).
To prove Proposition 22.3 we use the following:
Lemma 22.4. If (T , β(·)) ∈ G(k+1, β), (k, β) ∈ GK(G;E0, e0) and v ∈ C0,int(T ),
then (β(v), kv) ∈ GK(G;E1, e0) with E1 < E0.
Proof. We consider T \{v}. It has kv+1 connected components Ti, i = 0, . . . , k. Let
ℓ be the number of its connected components that do not contain exterior vertices.
If Ti does not contain exterior vertices, then by Definition 21.2 (7) we have∑
v′∈C0,int(T )∩Ti
E(βv′) > 0.
Therefore ℓe0 + E(βv) ≤ E0. The lemma follows immediately from this fact. 
Proof of Proposition 22.3. The proof is given by induction on E0. Lemma 22.4
implies that we already obtained ’U+kv+1(β(v)) and “Skv+1(βv) while we construct’U+k+1(β) and “Sk+1(β). Here kv and β(v) are as in (22.4). Therefore using Propo-
sitions 17.62, 17.65, we can prove Proposition 22.3 in the same way as the proof of
Proposition 19.1. 
Next we consider the case of P -parametrized family.
Situation 22.5. Suppose we have a partial P -parametrized family ACP of A∞ cor-
respondences whose moduli spaces of P -parametrizedA∞ operations areMk+1(β;P ).
Let E0 be its energy cut level and e0 its minimal energy. We assume that we are
given the family of the pairs ’U+k+1(β; Ŝm(P )), “Sk+1(β; Ŝm(P )) for m ≥ 1 and
0 < τ < τ0 = 1 with the following properties:
(1) ’U+k+1(β; Ŝm(P )) is a τ -collared Kuranishi structure of Mk+1(β; Ŝm(P ))⊞τ0
and is a thickening of the τ -collared Kuranishi structure ofMk+1(β; Ŝm(P ))⊞τ0
that is a trivialization of the corner of the Kuranishi structure given by
Condition 21.11 (III).
(2) “Sk+1(β; Ŝm(P )) is a CF-perturbation of’U+k+1(β; Ŝm(P )).
(3) “Sk+1(β; Ŝm(P )) is transversal to 0. The evaluation map (ev0, evŜm(P )) is
strongly submersive with respect to “Sk+1(β; Ŝm(P )). Here evŜm(P ) is the
restriction of evP to Ŝm(P ).
(4) By Condition 21.11 (XI), Ŝℓ(Mk+1(β; Ŝm(P ))⊞τ0) is isomorphic to the dis-
joint union of copies of∏
(T ,β(·))
Mkv+1(β(v); Ŝℓ′+m(P ))⊞τ0 . (22.5)
This fiber product is defined in the same way as (21.18), (21.19). Here the
union is taken over all (T , β(·)) ∈ G(k+1, β) and ℓ′ ∈ Z≥0 with #C1,int(T )+
ℓ′ = ℓ.
(a) The restriction of’U+k+1(β; Ŝm(P )) to Ŝℓ(Mk+1(β; Ŝm(P )))⊞τ0 is iso-
morphic to the fiber product of ÿ U+ℓ′+kv+1(β(v); Ŝℓ′+m(P )) on (22.5).
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(b) The isomorphism in (a) is compatible with the covering map from
Ŝℓ(Mk+1(β; Ŝm(P )))⊞τ0 to Mk+1(β; Ŝℓ+m(P ))⊞τ0 . Namely it is in-
duced by the covering map of the Kuranishi structures.
(c) The restriction of the CF-perturbation “Sk+1(β; Ŝm(P )) to
Ŝℓ(Mk+1(β; Ŝm(P )))⊞τ0
is equivalent to the fiber product of the CF-perturbations“Skv+1(β(v); Ŝℓ′+m(P ))
under the isomorphism in (a).

Proposition 22.6. In Situation 22.5 let G be a discrete monoid containing G(ACP ).
Then we can find a system of Kuranishi structures and CF-perturbations
{(’U+k+1(β;P ),“Sk+1(β;P )) | (β, k) ∈ GK(G;E0, e0)}
with the following properties:
(1) ’U+k+1(β;P ) is a τ-collared Kuranishi structure of Mk+1(β;P )⊞τ0 and is
a thickening of the Kuranishi structure obtained from one in Condition
21.11 (III) by trivialization of the corner. (Lemma-Definition 17.35). The
evaluation maps are extended to strongly smooth maps on this Kuranishi
structure and (ev0, evP ) is stratumwise weakly submersive.
(2) “Sk+1(β;P ) is a CF-perturbation of the Kuranishi structure’U+k+1(β;P ). It
is transversal to 0 and (ev0, evP ) is stratumwise strongly submersive with
respect to “Sk+1(β;P ).
(3) There exists an isomorphism of K-spaces49
∂(Mk+1(β;P )⊞τ0 ,’U+k+1(β;P ))
∼=
∐
β1,β2,k1,k2,i
(−1)ǫ(Mk1+1(β1;P )⊞τ0 ,’U+k1+1(β1;P ))
(evP ,evi) ×(evP ,ev0) (Mk2+1(β2;P )⊞τ0 ,’U+k2+1(β2;P ))
⊔ (Mk+1(β; ∂P )⊞τ0 ,’U+k+1(β; ∂P )),
(22.6)
where
ǫ = (k1 − 1)(k2 − 1) + dimL+ k1 + (i− 1)
(
1 + (µ(β2) + k2 + dimP ) dimL
)
.
(4) The restriction of “Sk+1(β;P ) to the boundary is equivalent to the fiber
product of “Sk1+1(β1;P ) and “Sk2+1(β2;P ) on the first summand of the right
hand side of the isomorphism (22.6). It is equivalent to “Sk+1(β; Ŝ1(P )) =“Sk+1(β; ∂P ) on the second summand of the right hand side of (22.6).
49 As we note in the footnote at Proposition 19.1 (2), we simply write evi in place of ev
⊞τ0
i
.
Similarly we write evP in place of ev
⊞τ0
P
.
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(5) On the normalized corner Ŝm(Mk+1(β;P )⊞τ0), we put the Kuranishi struc-
ture that is the restriction of ’U+k+1(β;P ). Then it is isomorphic to the
disjoint union of the fiber products∏
(T ,β(·))
(Mkv+1(β(v); Ŝm′(P ))⊞τ0 ,’U+kv+1(β(v); Ŝm′(P ))). (22.7)
This fiber product is defined in the same way as (21.18), (21.19). Here
the union is taken over all (T , β(·)) ∈ G(k + 1, β) with #C1,int(T ) +m′ =
m. This isomorphism is compatible with the evaluation maps. It is also
compatible with the embedding of the Kuranishi structures. (Here we mean
the embedding of the Kuranishi structures obtained from one in Condition
21.11 (III) by trivialization of the corner to’U+k+1(β;P ).)
(6) The restriction of “Sk+1(β;P ) to Ŝm(Mk+1(β;P )⊞τ0) is equivalent to the
fiber product of “Skv+1(β(v), Ŝm′ (P )) under the isomorphism (22.7).
(7) (5) and Situation 22.5 imply that the restriction of’U+k+1(β;P ) to the it-
erated normalized corner Ŝℓ(Ŝm(Mk+1(β;P )⊞τ0)) is a disjoint union of
copies of the fiber products∏
(T ,β(·))
(Mkv+1(β(v); Ŝm′ (P ))⊞τ0 ,’U+kv+1(β(v); Ŝm′ (P ))) (22.8)
where the union is taken over all (T , β(·)) ∈ G(k +1, β) with #C1,int(T ) +
m′ = m+ ℓ. The fiber product (22.8) is defined in the same way as (21.18),
(21.19).
The covering map Ŝℓ(Ŝm(Mk+1(β;P )⊞τ0))→ Ŝm+ℓ(Mk+1(β;P )⊞τ0) is
the underlying map of the covering map of the K-spaces (where the Kuran-
ishi structure is’U+k+1(β;P ) etc.) that is the identity map on each component
of (22.8).
(8) If we have a uniform family of “Sk+1(β; Ŝm(P )) as in Situation 22.5, then
we obtain a uniform family of “Sk+1(β;P ).
Proof. Using Lemma 22.4, Propositions 17.62, 17.65, we can prove Proposition 22.6
in the same way as the proof of Proposition 19.1. 
Remark 22.7. In Section 19 we use the Ch-partial trivialization of the corner,
so the P -parametrized family after trivialization of the corner remains to be P -
parametrized. Here we use the trivialization of the corner. Therefore after the
trivialization of the corner we will get a P⊞τ0-parametrized family.
Later in the proof of Proposition 22.14, we use the collared-ness of the parametrized
family in an algebraic model. To obtain the collared family, we also need to trivialize
the corner in P direction.
22.2. Algebraic lemmas: promotion lemmas via pseudo-isotopy.
Definition 22.8. Let E′0 < E0.
(1) Suppose {mk,β} is a partial G-gapped filtered A∞ structure on Ω(L) of
energy cut level E0 and of minimal energy e0. We forget all the mk,β’s with
E(β) > E′0 and obtain a partial G-gapped filtered A∞ structure on Ω(L)
of energy cut level E′0. We call it the partial filtered A∞ structure on Ω(L)
obtained by the energy cut at E′0.
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(2) Suppose {mk,β} is obtained from {m′k,β} by the energy cut at E′0 and {m′k,β}
is a partial G-gapped filtered A∞ structure on Ω(L) of energy cut level E0,
we call {m′k,β} a promotion of {mk,β} to the energy cut level E0.
(3) We define an energy cut or a promotion of pseudo-isotopy or a P -parametrized
family of partial A∞ structures in the same way.
We will use the next proposition which says that we can extend the promotion
of partial A∞ structures using pseudo-isotopy.
Proposition 22.9. Fix a discrete submonoid G and e0 ≤ emin(G). Let E0 < E1.
For each j = 0, 1 let {mjk,β} be a G-gapped partial filtered A∞ structure of energy
cut level Ej and minimal energy e0 on Ω(L). Suppose that we are given a G-
gapped partial filtered A∞ pseudo-isotopy ({mtk,β}, {ctk,β}) of energy cut level E0
and minimal energy e0, from {m0k,β} to the energy cut of {m1k,β} at E0. Then we
can promote {m0k,β} to energy cut level E1 and ({mtk,β}, {ctk,β}) to energy cut level
E1.
Proof. The proof is the same as the proof of [Fu2, Theorem 8.1]. (The only differ-
ence is the following point: In [Fu2, Theorem 8.1] partial structures are ones where
we take only finitely many β’s: Here we take finitely many (β, k)’s.) We repeat the
proof for completeness.
We consider the set
E = {E(β) + ke0 | (β, k) ∈ G× Z≥0}.
This is a discrete set. So by applying an induction we may and will assume that
#(E ∩ (E0, E1]) = 1. (22.9)
Let (β, k) ∈ G×Z≥0 such that E(β)+ ke0 ∈ (E0, E1]. We will define mtk,β and ctk,β
for each such (β, k).
We put ctk,β = 0. Then there exists a unique m
t
k,β such that it satisfies (21.27)
and mtk,β = m
1
k,β for t = 1. Note that (21.27) can be regarded as an ordinary
differential equation for each fixed (h1, . . . , hk). Therefore m
t
k,β depends smoothly
on t and is local in the [0, 1]-direction.
Next we check the A∞ relation for each fixed t in the case of (β, k). We calculate
d
dt
∑
k1+k2=k+1
∑
β1+β2=β
k−k2+1∑
i=1
mtk1,β1(h1, . . . ,m
t
k2,β2(hi, . . .), . . . , hk)
=
∑
k1+k2=k+1
∑
β1+β2=β
k−k2+1∑
i=1
dmtk1,β1
dt
(h1, . . . ,m
t
k2,β2(hi, . . .), . . . , hk)
+
∑
k1+k2=k+1
∑
β1+β2=β
k−k2+1∑
i=1
mtk1,β1(h1, . . . ,
dmtk2,β2
dt
(hi, . . .), . . . , hk).
(22.10)
Using (21.27) and the A∞ relation, (that is, the induction hypothesis), it is easy
to see that (22.10) is zero. We define m0k,β as the case t = 0 of m
t
k,β . The proof of
Proposition 22.9 is complete. 
We next study the promotion of pseudo-isotopy using pseudo-isotopy of pseudo-
isotopies. The proof is similar to that of [Fu2, Theorem 14.1]. We repeat the detail
of the proof for completeness.
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We first define the notion of a P⊞τ -parametrized (partial) A∞ structure to be
collared. Here P⊞τ is the trivialization of the corner of our manifold with corner
P . (A similar assumption appeared in [Fu2, Assumption 14.1].)
Definition 22.10. Let {mP⊞τk,β } be a P⊞τ -parametrized partial A∞-structure of
energy cut level E0 and minimal energy e0. We say it is τ-collared if the following
conditions (1)(2) are satisfied.
Let t ∈
◦◦
S k(P
⊞τ ). Its τ -collared neighborhood is identified with V ×[−τ, 0)k. Let
(t′1, . . . , t
′
m) be a coordinate of V and let (t
′′
1 , . . . , t
′′
k) be the standard coordinate of
[−τ, 0)k. A differential form on P in a neighborhood is written as∑ fI′I′′dt′I′ ∧dt′′I′′
where dt′I′ are wedge products of dt
′
i’s, and dt
′′
I′′ are wedges products of dt
′′
i ’s.
By definition, mP
⊞τ
k,β is written on this neighborhood as the form
mP
⊞τ
k,β (h1, . . . , hk) =
∑
I,I′
dt′I′ ∧ dt′′I′′ ∧mt
′,t′′
k,β;I′,I′′(h1, . . . , hk).
Now we require:
(1) mt
′,t′′
k,β;I′,I′′(h1, . . . , hk) = 0 unless I
′′ = ∅.
(2) If I ′′ = ∅, mt′,t′′k,β;I′,∅(h1, . . . , hk) is independent of t′′ ∈ [−τ, 0)k.
We say a P -parametrized partial A∞ structure is collared if there exist τ > 0 and
P ′ such that P = P ′⊞τ
Example 22.11. The case when P = [0, 1] in Definition 22.10 is nothing but the
case of pseudo-isotopy in Definition 21.25. In this case, P⊞τ = [−τ, 1 + τ ] and the
τ -collared-ness property (1), (2) in Definition 22.10 implies the following property
of pseudo-isotopy ({mtk,β}, {ctk,β}), respectively:
(1) ctk,β = 0 for t ∈ [−τ, 0] ∪ [1, 1 + τ ].
(2) ddtm
t
k,β = 0 for t ∈ [−τ, 0] ∪ [1, 1 + τ ].
Situation 22.12. Let P be a manifold with corner and E1 > E0 ≥ 0, e0 > 0. We
assume that we are given the following objects.
(1) A P×[0, 1]-parametrized collared partial A∞ structure {mP×[0,1]k,β } of energy
cut level E0 and of minimal energy e0 on Ω(L).
(2) A collared promotion of the restriction of {mP×[0,1]k,β } to P × {1} to energy
cut level E1.
(3) Let ∂P =
∐
∂iP be the decomposition of the normal boundary of P into
the connected components. Then we also assume that a collared promotion
of the restriction of {mP×[0,1]k,β } to ∂iP × [0, 1] to energy cut level E1 is given
for each i.
(4) We assume that the restriction of the promotion in (2) coincides with the
promotion in (3) on ∂iP × {1}.
(5) Suppose that the images of ∂iP and ∂jP intersect each other in P at the
component ∂ijP of the codimension 2 corner of P . (Note that the case
i = j is included. In this case, ∂iiP is the ‘self intersection’ of ∂iP .) Then
we assume that the promotions of the restrictions on ∂iP × [0, 1] and on
∂jP × [0, 1] in (3) coincide with each other on ∂ijP × [0, 1].

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Remark 22.13. In Situation 22.12 we assumed the compatibility of the promotion
only at the codimension 2 corners. In this situation it automatically implies that
they coincide at higher codimensional corners. This is because our assumptions are
their exact coincidence and not coincidence up to certain equivalence relation.
Proposition 22.14. In Situation 22.12 there exists a promotion of {mP×[0,1]k,β } to
energy cut level E1 such that the promotion coincides with those given in Situation
22.12 (2) (resp. (3)) on P × {1} (resp. ∂iP × [0, 1]).
Proof. We first prove Proposition 22.14 for the case P = [−τ, 1 + τ ]. We regard
P × [0, 1] as P × [−τ, 1 + τ ] = ([0, 1]2)⊞τ and assume that our structures are τ -
collared.
We change the corner structure of ([0, 1]2)⊞τ so that we smooth the corners at two
points (−τ, 1+ τ), (1+ τ, 1+ τ) and make two points (−τ,−τ/4), (1+ τ,−τ/4) into
new corners instead. We leave two other corners (−τ,−τ), (1 + τ,−τ) as corners.
We then get a new cornered 2 manifold Q diffeomorphic to [−τ, 1+ τ ]2. We denote
this diffeomorphism by F : [−τ, 1 + τ ]2 → Q. The diffeomorphism F is different
from the set theoretical identity map id : [−τ, 1 + τ ]2 → Q. In fact, we can take F
satisfying the following properties. See Figure 25.
(1) F (−τ,−τ/4) = (−τ, 1 + τ) and F (1 + τ,−τ/4) = (1 + τ, 1 + τ).
(2) F is identity on the edge [−τ, 1 + τ ]× {−τ}.
Using the τ -collared-ness, our structures give a Q-parametrized family of partial
A∞ structures. We regard it as a [−τ, 1 + τ ]2-parametrized family of partial A∞
structures under the diffeomorphism F . By assumption, its energy cut level is E0
and the energy cut level of its restriction to [−τ, 1 + τ ] × {1 + τ} is E1. Therefore
we can apply Proposition 22.9 to promote this [−τ, 1 + τ ]2-parametrized family
to energy cut level E1. Using collared-ness again, we find that on ∂[−τ, 1 + τ ] ×
[−τ, 1+ τ ] ⊂ [−τ, 1+ τ ]2 F∼= Q this promotion coincides with the structure of energy
cut level E1 given at the beginning.
Now we identify Q
id∼= [−τ, 1 + τ ]2. At the place where we smooth corners or
make new corners, we can use the τ -collared-ness to show that the promotion coin-
cides with the one originally given at the beginning. Thus we obtain the required
promotion. Note the structure obtained is τ ′-collared for some 0 < τ ′ < τ by
construction.
Thus we have proved Proposition 22.14 for the case P = [0, 1]. (We use only this
case in this book.)
The general case can be proved in a similar way. Namely we smooth some of
corners of (P × [0, 1])⊞τ and make certain points into new corners to obtain a
cornered manifold Q so that the following holds.
(1) There exists a diffeomorphism F : (P × [0, 1])⊞τ → Q which is identity on
P⊞τ × {−τ}.
(2) {mP×[0,1]k,β } induces a Q parameter family of partial A∞ structures.
By the diffeomorphism in (2), the set P⊞τ×{1+τ} ⊂ (P× [0, 1])⊞τ = Q, where the
last equality is the set-theoretical one, is mapped from a subset of (∂P⊞τ × [−τ, 1+
τ ]) ∪ (P⊞τ × {1 + τ}). Therefore the partial structure in (2) is one of energy cut
level E1 on P
⊞τ ×{1+ τ}. On (P × [0, 1])⊞τ it is of energy cut level E0. We apply
Proposition 22.9 to promote it to the energy cut level E1. Using the diffeomorphism
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Figure 25. Q and F
F , we regard it as a (P × [0, 1])⊞τ -parametrized structure. Using collared-ness, we
find that it induces a (P × [0, 1])-parametrized structure via the identity map.
(Note that identity map (P × [0, 1])⊞τ ∼= Q is not a diffeomorphism. However the
structures are constant at the place where differentiability breaks down.)
Thus we have obtained the required promotion. 
22.3. Pointwise-ness of parametrized family of smooth correspondences.
In this subsection we prove Proposition 22.18 which reads that the operation de-
fined as a smooth correspondence associated to a P -parametrized family of A∞
correspondences is pointwise in P direction in the sense of Definition 21.27. To
state the result in the way we can utilize in similar but different situations, we
slightly generalize Definition 21.27. We use the notation tJ etc. of Definition 21.27
in the next definition.
Definition 22.15. Let Ms, Mt be smooth manifolds (without boundary) and P a
smooth manifold with corner. A linear map F : Ω(P ×Ms) → Ω(P ×Mt) is said
to be pointwise in P direction if the following holds:
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For each I ⊂ {1, . . . , d} and t ∈ P there exists a linear and continuous map
F tI;J : Ω(Ms)→ Ω(Mt) such that
F (dtJ ∧ h)|{t}×Mt =
∑
I
dtI ∧ dtJ ∧ F tI;J (h|{t}×Mt). (22.11)
Moreover F tI;J depends smoothly on t (with respect to the operator topology) and
is independent of J up to sign.
In case Ms = L
k and Mt = L, Definition 22.15 is nothing but Definition 21.27.
Situation 22.16. Let (X, Û) be a K-space, and let Ms, Mt be smooth manifolds
without boundary and P a smooth manifold with corners. Let fs : (X, Û) → Ms,
ft : (X, Û)→Mt and fP : (X, Û)→ P be strongly smooth maps. We assume that
(ft, fP ) : (X, Û)→ P ×M is stratumwise weakly submersive.
Let “S be a CF-perturbation of (X, Û). We assume that (ft, fP ) is stratumwise
strongly submersive with respect to “S. 
Definition 22.17. We call XP = ((X, Û), fs, ft, fP ) as in Situation 22.16 a P
parametrized family of smooth correspondences.
Let “S be a CF-perturbation such that (ft, fP ) is strongly submersive with respect
to “S. Then for any ǫ > 0 we associate a linear map
CorrXP (·;“Sǫ) : Ω(P ×Ms) −→ Ω(P ×Mt)
by
CorrXP (h;“Sǫ) = (fP , ft)!((fP , fs)∗h;“Sǫ). (22.12)
Then we have
Proposition 22.18. The map CorrXP (·;“Sǫ) is pointwise in P direction.
Proof. Let h ∈ Ω(Ms). We put
(fP , ft)!((fs)
∗h;“Sǫ) =∑
I
dtI ∧ FI(h).
Let F tI (h) be the restriction of FI(h) to {t} ×Mt. Then it is easy to see that this
F tI satisfies (22.11) up to sign. 
22.4. Proof of Theorem 21.35. In this subsection, we complete the proof of
Theorem 21.35.
Proof of Theorem 21.35 (2). Suppose AF = {Mk+1(β) | β, k} defines a partial
A∞ correspondence over L of energy cut level E0 and minimal energy e0. Let G a
discrete submonoid containing the discrete submonoid G(AC) in Definition 22.1.
Remark 22.19. To prove Theorem 21.35 (2) itself, it suffices to take G = G(AC).
However we may also take G which is strictly bigger than G(AC). We may replace
e0 by a smaller one.
We apply Proposition 22.3 and find a system of τ -collared Kuranishi structures
and CF-perturbations, {(’U+k+1(β),“Sk+1(β)) | (β, k) ∈ GK(G;E0, e0)}. We regard((
Mk+1(β)⊞τ0 ,’U+k+1(β)) ; (ev1, . . . , evk), ev0)
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as a smooth correspondence from Lk to L and write it as Mk+1(β). We now define:
mǫk,β(h1, . . . , hk) := CorrMk+1(β)
Ä
h1 × · · · × hk;“Sǫk+1(β)ä . (22.13)
Here and hereafter we denote
h1 × · · · × hk := π∗1h1 ∧ · · · ∧ π∗khk
where πi : L
k → L is the i-th projection. By Stokes’ formula ([Part I, Theorem
9.26]) we have
(d ◦mǫk,β)(h1, . . . , hk)± (mǫk,β ◦ d)(h1, . . . , hk)
= Corr∂Mk+1(β)
Ä
h1 × · · · × hk;“Sǫk+1(β)ä .
We recall (22.1), that is,
∂(Mk+1(β)⊞τ0 ,’U+k+1(β)) ∼= ∐
β1,β2,k1,k2,i
(−1)ǫ(Mk1+1(β1)⊞τ0 ,’U+k1+1(β1))
evi ×ev0 (Mk2+1(β2)⊞τ0 ,’U+k2+1(β2)), (22.14)
where
ǫ = (k1 − 1)(k2 − 1) + dimL+ k1 + (i− 1)
(
1 + (µ(β2) + k2) dimL
)
. (22.15)
We denote byMk1,k2,i(β1, β2) the component corresponding to β1, β2, k1, k2, i in the
right hand side together with evaluation maps. Note that the evaluation maps to
the source of the left hand side restrict to the evaluation maps to the source of either
the first or the second fiber product factor of the right hand side. So our situation
is (very slightly) different from one of the composition formula [Part I, Theorem
10.20]. However we can apply [Part I, Proposition 10.23] instead by putting
(X1, Û1,“S1, f̂1) = (Mk1+1(β1)⊞τ0 ,’U+k1+1(β1),“Sǫk1+1(β1), ev0) ,
(X2, Û2,“S2, f̂2) = (Mk2+1(β2)⊞τ0 ,’U+k2+1(β2),“Sǫk2+1(β2), evi) ,
ĥ1 = (ev1, . . . , evk1)
∗(hi × · · · × hi+k1−1),
ĥ2 = (ev1, . . . , evi−1, evi+1, . . . , evk1 , ev0)
∗
(h1 × · · · × hi−1 × hi+k1 × · · · × hk2 × h0).
Then [Part I, (10.14)] and (22.1)=(22.14) imply∫
L
Corr∂Mk+1(β)
Ä
h1 × · · · × hk;“Sǫk+1(β)ä ∧ h0
=
∑
β1,β2,k1,k2,i
CorrMk2+1(β2)
Ä
⋄;“Sǫk2+1(β2)ä ∧ h0, (22.16)
where
⋄ =h1 × · · · × hi−1×
× CorrMk1+1(β1)
Ä
hi × · · · × hi+k1−1;“Sǫk1+1(β1)ä× hi+k1 × · · · × hk2 .
(22.16) implies that {mǫk,β} defines a G-gapped partial A∞-structure of energy loss
E0 and minimal energy e0.
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Thus we have constructed the required partial A∞-correspondence. Its well-
definedness up to pseudo-isotopy will have been proved if Theorem 21.35 (4) is
proved. 
Remark 22.20. In the formulation of this article, we do not perturb m2,β0 . (Recall
β0 = 0.) Namely m2,β0 coincides with the wedge product up to sign and mk,β0 = 0
for k ≥ 3. We take “Sǫ2+1(β0) as the trivial perturbation. Note that M2+1(β0) =
L and he evaluation map ev0 : M2+1(β0) → L is the identity map (that is a
submersion). So we do not need to perturb it. We also takeMk+1(β0) = L×Dk−2,
where we identify Dk−2 with the Stasheff cell. Note that ev0 : Mk+1(β0) → L
factors through the projection L×Dk−2 → L whose fiber is of positive dimension.
Therefore this smooth correspondence induces the zero map.
We can proceed in a different way and perturb M2+1(β0) so that m2,β0 has a
smooth Schwartz kernel. Then we necessarily include nonzero mk+1,β0 for k > 2.
We need to take such a choice of perturbation to generalize our story to the case of
bordered Riemann surfaces of higher genus and/or those which have more than one
boundary components, because the corresponding moduli space of constant maps
is not transversal.
Proof of Theorem 21.35 (4). We are given two partial A∞ correspondences over L
AF j = {Mjk+1(β) | β, k} (j = 0, 1), and a pseudo-isotopyAF [0,1] = {Mk+1(β; [0, 1]) |
β, k} between them. We assume that both of their energy cut levels are E0 and
minimal energies are e0. Let G be a discrete submonoid containing both G(ACj)
for j = 0, 1. We can make such a choice by Remark 21.18. We also assume that G
contains G(AF [0,1]) and e0 ≤ emin(G).
We assume that we have obtained partial filtered A∞ structures
{mj,ǫjk,β | (k, β) ∈ GK(G;E0, e0)}
associated with the partial A∞ correspondences AF j given in the proof of Theorem
21.35 (2) above. It means that we have taken a system of
{(’Uj+k+1(β),“Sjk+1(β)) | (β, k) ∈ GK(G;E0, e0)},
where
’Uj+k+1(β) is a τ -collared Kuranishi structure on Mjk+1(β)⊞τ0 and “Sjk+1(β) is
a CF-perturbation of
’Uj+k+1(β) such that they satisfy (22.14). Here recall that τ and
τ0 satisfies the following inequality:
0 < τ < τ0 = 1.
Now we apply Proposition 22.6 to P = [0, 1]⊞(τ0−τ) (then P⊞τ = [0, 1]⊞τ0) to obtain
objects ’U+k+1(β; [0, 1]), “Sρ,k+1(β; [0, 1])
with ρ ∈ (0, 1] described below. Firstly,’U+k+1(β; [0, 1]) is a τ -collared Kuranishi
structure on Mk+1(β; [0, 1])⊞τ0 with the following properties.
Property 22.21. (1) Its restriction to Mjk+1(β)⊞τ0 ⊂ ∂(Mk+1(β; [0, 1])⊞τ0)
is
’Uj+k+1(β).
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(2) Its restriction toMk1+1(β1; [0, 1])⊞τ0 (ev0,ev[0,1])×(evi,ev[0,1])Mk2+1(β2; [0, 1])⊞τ0
is ’U+k1+1(β1; [0, 1]) (ev0,ev[0,1]) ×(evi,ev[0,1]) ’U+k2+1(β2; [0, 1]).
Note that
’Uj+k+1(β) is a [0, 1]⊞τ0 = [−τ0, 1 + τ0]-parametrized family.
The τ -collared Kuranishi structure’U+k+1(β; [0, 1]) also satisfies the compatibility
conditions at the corner. However, we do not describe them here since they are
special cases of the statement of Proposition 22.6 and we do not use them below
directly.
Secondly, “Sρ,k+1(β; [0, 1]) is a family of CF-perturbations of’U+k+1(β; [0, 1]) parametrized
by ρ ∈ (0, 1] with the following properties.
Property 22.22. (1) (a) Its restriction toMjk+1(β)⊞τ0 ⊂ ∂Mk+1(β; [0, 1])⊞τ0
with j = 0 is “S0k+1(β).
(b) Its restriction to Mjk+1(β)⊞τ0 ⊂ ∂Mk+1(β; [0, 1])⊞τ0 with j = 1 is
ǫ 7→ “S1ρǫk+1(β).
(2) Its restriction toMk1+1(β1; [0, 1])⊞τ0 (ev0,ev[0,1])×(evi,ev[0,1])Mk2+1(β2; [0, 1])⊞τ0
is “Sρ,k1+1(β1; [0, 1]) (ev0,ev[0,1]) ×(evi,ev[0,1]) “Sρ,k2+1(β2; [0, 1]).
(3) It is transversal to 0. The map (ev0, ev[0,1]) is strongly submersive with
respect to “Sρ,k+1(β; [0, 1]).
(4) {“Sρ,k+1(β; [0, 1]) | ρ ∈ (0, 1]} is a uniform family.
We regard((
Mk+1(β)⊞τ0 ,’U+k+1(β; [0, 1])) ; ((ev1, ev[0,1]), . . . , (evk, ev[0,1])) , (ev0, ev[0,1]))
together with “Sρ,k+1(β; [0, 1]) as a smooth correspondence from (L× [0, 1]⊞τ0)k to
L× [0, 1]⊞τ0 and write it as
Mρ,k+1(β; [0, 1]
⊞τ0).
Now for differential forms h1, . . . , hk on L× [0, 1]⊞τ0 we put
m
ρ,[0,1]⊞τ0
k,β (h1, . . . , hk) = CorrMρ,k+1(β;[0,1]⊞τ0)
Ä
h1, . . . , hk;“Sǫρ,k+1(β; [0, 1])ä .
Using Property 22.22 (2) and Stokes’ formula (Theorem 26.12) in the same way as
in the proof of Theorem 21.35 (2), we can prove∑
k1+k2=k+1
∑
β1+β2=β
k−k2+1∑
i=1
(−1)∗mǫ,ρ,[0,1]⊞τ0k1,β1 (h1, . . . ,m
ǫ,ρ,[0,1]⊞τ0
k2,β2
(hi, . . . , hi+k2−1), . . . , hk) = 0,
(22.17)
where ∗ = deg′ h1 + . . .+ deg′ hi−1.
By Proposition 22.18, m
ǫ,ρ,[0,1]⊞τ0
k,β is pointwise in [0, 1]
⊞τ0-direction. Moreover,
Property 22.22 (1) (a) implies that the restriction of m
ǫ,ρ,[0,1]⊞τ0
k,β (h1, . . . , hk) to
L×{−τ} is m0,ǫk,β(h1, . . . , hk) and Property 22.22 (1) (b) implies that the restriction
of m
ǫ,ρ,[0,1]
k,β (h1, . . . , hk) to L × {1 + τ} is m1,ǫρk,β (h1, . . . , hk). Therefore mǫ,ρ,[0,1]
⊞τ0
k,β
gives a partial A∞ pseudo-isotopy between m
0,ǫ
k,β and m
1,ǫρ
k,β . 
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Remark 22.23. We introduced the parameter ρ and constructed a pseudo-isotopy
between m
ǫ,ρ,[0,1]⊞τ0
k,β and m
1,ǫρ
k,β since we need it in the inductive construction of a
filtered A∞ structure associated to an inductive system of A∞ correspondences.
See Remark 19.17.
Proof of Theorem 21.35 (5). Recall from Definition 21.17 that we have a divergent
sequence {Ei}i with
0 < · · · < Ei < Ei+1 < · · · → +∞
of energy cut levels in the definition of the inductive system. By (2) there exists a
filtered A∞ structure of energy cut level E
i and minimal energy e0 on Ω(L) induced
by
AF i = {Mik+1(β) | β, k}.
We denote it by {mik}. By (4) there exists a partial pseudo-isotopy from {mik} to
{mi+1k }. Its energy cut level is Ei and minimal energy is e0. It is induced by
AF [i,i+1] = {Mk+1(β; [i, i+ 1]) | β, k}.
We denote it by {m[i,i+1]k }. Then we can prove the following lemma by induction
on N .
Lemma 22.24. For each n ≤ N we have the following.
(1) For i ≤ n, there exists a promotion of {mik} to the energy cut level En.
(2) For i ≤ n− 1, there exists a promotion of {m[i,i+1]k } to the energy cut level
En. It is a pseudo-isotopy between the promotions in (1).
Moreover if n′ < n the structures in (1)(2) for n′ is the energy cut at En
′
of the
structures in (1)(2) for n.
Proof. This is immediate from Proposition 22.9. 
Now by mathematical induction we obtain the same conclusion as in Lemma
22.24 in the case N =∞. This implies Theorem 21.35 (5). Namely the filtered A∞
structure associated to our inductive system of linear K-systems is one {m[0,1],1k |
i = 1, 2, . . .} obtained by promotion to energy cut level ∞. 
Proof of Theorem 21.35 (1). Using trivial pseudo-isotopy (the direct product), this
is a special case of Theorem 21.35 (5). 
Proof of Theorem 21.35 (6). Suppose we are in Situation 21.34 (6). We apply
Lemma 22.24 to each of the two inductive systems IAF0, IAF1. Namely we start
with {mjik | i = 1, 2, . . .} which are partial A∞ structures of energy cut level Ei and
minimal energy e0 on Ω(L) (where j = 0, 1) and with {mj,[i,i+1]k | i = 1, 2, . . .} which
are partial pseudo-isotopies of energy cut level Ei and minimal energy e0 among
them. Then by Lemma 22.24 and induction, we promote them to the energy cut
level ∞.
Next we consider {Mik+1(β; [0, 1]) | β, k} and {Mk+1(β; [0, 1]× [i, i+ 1]) | β, k}
in Situation 21.34 (6).
The former defines {m[0,1],ik | i = 1, 2, . . .} that is a pseudo-isotopy of energy cut
level Ei and minimal energy e0 from {m0ik | i = 1, 2, . . . } to {m1ik | i = 1, 2, . . .}.
The latter defines {m[0,1],[i,i+1]k | i = 1, 2, . . .} that is a pseudo-isotopy of pseudo
isotopies. In other words, it is a ([0, 1] × [i, i + 1])-parametrized family of partial
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A∞ algebras of energy cut level E
i and minimal energy e0 and their restrictions to
the normalized boundary are disjoint union of {m[0,1],ik | i = 1, 2, . . .}, {m[0,1],i+1k |
i = 1, 2, . . .}, {m0,[i,i+1]k | i = 1, 2, . . .} and {m1,[i,i+1]k | i = 1, 2, . . .}.
Now we apply Proposition 22.9 and the same induction argument as in the proof
of Lemma 22.24 to promote {m[0,1],ik | i = 1, 2, . . . } and {m[0,1],[i,i+1]k | i = 1, 2, . . . }
to the energy cut level ∞. Thus after promotion, {m[0,1],1k | i = 1, 2, . . . } gives
a pseudo-isotopy from the promotion of {m01k | i = 1, 2 . . . } to the promotion of
{m11k | i = 1, 2 . . .} of energy cut level ∞. This is what we want to construct.
We note that there exist A∞ homomorphisms
{m[0,1],1k | i = 1, 2, . . .} −→ {mj1k | i = 1, 2 . . . }, j = 0, 1, (22.18)
which are linear homotopy equivalences induced by the inclusion L = L × {j} →
L × [0, 1]. Therefore inverting one of them and using the Whitehead theorem
for A∞ algebra [FOOO6, Theorem 4.2.45], we obtain the homotopy equivalence
{m01k | i = 1, 2 . . .} → {m11k | i = 1, 2 . . .}. 
Proof of Theorem 21.35 (3). This is a special case of Theorem 21.35 (6). 
Proof of Theorem 21.35 (8). For each i we useAF [0,1]×[i,i+1]×[1,2] to obtain a [0, 1]×
[i, i+1]× [1, 2] parametrized family of partial A∞ structures of energy cut level Ei
and minimal energy e0. On [0, 1]×[i, i+1]×{1} and [0, 1]×[i, i+1]×{2} this family
restricts to the family we obtain in the above proof of Theorem 21.35 (6) applied
to {Mi,ℓk+1(β; [0, 1]) | β, k}, {Mℓk+1(β; [0, 1]× [i, i+ 1]) | β, k} with ℓ = a and ℓ = b,
respectively. Moreover it restricts to the direct product on {j} × [i, i + 1] × [1, 2]
with j = 0 or j = 1.
Now applying Proposition 22.9, we use the same induction argument as in the
proof of Lemma 22.24 to obtain at the part i = 1 the [0, 1]×{1}×[1, 2] parametrized
family of A∞ structures of energy cut level ∞. We denote it by {m[0,1]×{1}×[1,2]k |
i = 1, 2, . . .}. We have a commutative diagram:
{m10k } ←−−−− {m[0,1],1,bk } −−−−→ {m11k }x x x
{m10k } × [1, 2] ←−−−− {m[0,1]×{1}×[1,2]k } −−−−→ {m11k } × [1, 2]y y y
{m10k } ←−−−− {m[0,1],1,ak } −−−−→ {m11k }
(22.19)
The first and the third horizontal lines define homotopy equivalences we obtain in
Theorem 21.35 (6) applied for ℓ = a and ℓ = b respectively. (We invert the first
arrow.)
By the symbol {m10k }× [1, 2], we denote the direct product pseudo-isotopy, that
is, the isotopy {mtk, ctk} such that mtk is independent of t and ctk are all zero. Then by
inverting one of the arrows in the first or third vertical lines we obtain identity maps.
Thus the commutativity of (22.19) implies that the two homotopy equivalences
obtained for ℓ = a and ℓ = b are homotopic. This is the conclusion of Theorem
21.35 (8). 
Proof of Theorem 21.35 (7). This is a special case of proof of Theorem 21.35 (8).

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Remark 22.25. The proof we gave here using Diagram (22.19) is similar to those
in [AJ]. It is based on a way to define homotopy equivalence we took here, that is,
to invert homotopy equivalence (22.18).
There is an alternative way to define homotopy equivalence, given in [Fu2, Proof
of Theorem 8.2], where we take an appropriate integration and sum over trees to
construct homotopy equivalence from pseudo-isotopy directly. This method has
an advantage that in case the pseudo-isotopy has cyclic symmetry the resulting
homotopy equivalence is also cyclic. (We do not know the version of [FOOO6,
Theorem 4.2.45] with cyclic symmetry.)
We can use the same method to prove Theorem 21.35 (7). Namely we regard
{m[0,1]×{1}×[1,2]k } as the pseudo-isotopy from {m10k } × [1, 2] to {m11k } × [1, 2] and
apply the same formula [Fu2, Definition 9.4]. Using the fact that this is a pseudo-
isotopy between direct product A∞ algebras, we can easily check that the resulting
filtered A∞ homomorphism becomes the required homotopy.
Remark 22.26. We stop here at the stage where we prove consistency up to
homotopy of homotopies. It is fairly obvious from the proof that we can prove as
many higher consistency of the homotopies as we want.
Remark 22.27. We heard from some people that using iterated homotopies and
homological algebra such as those we developed in this section is cumbersome and
had better be avoided. Actually we do not think so at all.
One of the origin of ‘homotopy everything structure’ in algebraic topology is to
study ‘homotopy limit’. So the language of A∞ structures which we are using here
is very much suitable for such a discussion. Moreover, taking an inductive limit is
necessary anyway to study, for example, symplectic homology.
Furthermore, the general strategy taken here does not use any of the special
feature of the problem and uses only the facts which are ‘intuitively obvious’. By
this reason it should work in almost all the situations we meet and will meet in the
future. (Once we get used to it, applying this strategy becomes a routine.) The
general strategy is summarized as follows.
(1) The problem is that it is hard and sometimes impossible to perturb infinitely
many moduli spaces simultaneously.
(2) Those moduli spaces are filtered by certain quantities, typically by energy.
(3) We fix certain ‘energy cut level’ and perturb the (finitely many) moduli
spaces only up to that level.
(4) Then we obtain a partial structure, such as partial A∞ structure of energy
cut level E.
(5) We may take E as large as we want though E should be finite.
(6) Let E < E′. we obtain the structures of energy cut level E and of E′.
The later can be regarded as the structure of energy cut level E. Those
two structures are not the same but are ‘homotopy equivalent’ in a sense
of ‘homotopy everything structure’.
(7) Then by a general method of homological algebra we can take homotopy
limit to obtain the desired structure.
We note that a similar technique also appears in the renormalization theory. Es-
pecially Costello [Co] uses a similar technique.
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Part 3. Appendices
23. Orbifold and orbibundle by local coordinate
In this section we describe the story of orbifold as much as we need in this
article. We restrict ourselves to effective orbifolds and regard only embeddings
as morphisms. The category OBef,em where objects are effective orbifolds and
morphisms are embeddings among them is naturally a 1 category. Moreover it has
the following property. We consider the forgetful map
forget : OBef,em → T OP
where T OP is the category of topological spaces. Then
forget : OBef,em(c, c′)→ T OP(forget(c), forget(c′))
is injective. In other words, we can check the equality between morphisms set-
theoretically. This is a nice property, which we use extensively in the main body
of this article. If we go beyond this category, then we need to distinguish carefully
the two notions, two morphisms are equal, two morphisms are isomorphic. It will
make the argument much more complicated. 50
We emphasize that there is nothing new in this section. The story of orbifold is
classical and is well-established. It has been used in various branches of mathemat-
ics since its invention by Satake [Sa] in more than 50 years ago. Especially, if we
restrict ourselves to effective orbifolds, the story of orbifolds is nothing more than
a straightforward generalization of the theory of smooth manifolds. The only im-
portant issue is the observation that for effective orbifolds almost everything works
in the same way as manifolds.
23.1. Orbifolds and embeddings between them.
Definition 23.1. Let X be a paracompact Hausdorff space.
(1) An orbifold chart of X (as a topological space) is a triple (V,Γ, φ) such
that V is a manifold, Γ is a finite group acting smoothly and effectively on
V and φ : V → X is a Γ equivariant continuous map51 which induces a
homeomorphism φ : V/Γ→ X onto an open subset of X . We assume that
there exists o ∈ V such that γo = o for all γ ∈ Γ. We call o the base point.
We say (V,Γ, φ) is an orbifold chart at x if x = φ(o). We call Γ the isotropy
group, φ the local uniformization map and φ the parametrization .
(2) Let (V,Γ, φ) be an orbifold chart and p ∈ V . We put Γp = {γ ∈ Γ | γp = p}.
Let Vp be a Γp invariant open neighborhood of p in V . We assume the map
φ : Vp/Γp → X is injective. (In other words, we assume that γVp ∩ Vp 6= ∅
implies γ ∈ Γp.) We call such a triple (Vp,Γp, φ|Vp) a subchart of (V,Γ, φ).
(3) Let (Vi,Γi, φi) (i = 1, 2) be orbifold charts of X . We say that they are
compatible if the following holds for each p1 ∈ V1 and p2 ∈ V2 with φ1(p1) =
φ2(p2).
(a) There exists a group isomorphism h : (Γ1)p1 → (Γ2)p2 .
50We need to use several maps between underlying topological spaces of orbifolds, such as
projection of bundles or covering maps. In case we include those maps, we need to carefully
examine whether set-theoretical equality is enough to show their various properties are preserved.
51The Γ action on X is trivial.
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(b) There exists an h equivariant diffeomorphism ϕ˜ : V1,p1 → V2,p2 . Here
Vi,pi is a (Γi)pi equivariant subset of Vi such that (Vi,pi , (Γi)pi , φ|Vi,pi )
is a subchart.
(c) φ2 ◦ ϕ˜ = φ1 on V1,p1 .
(4) A representative of an orbifold structure on X is a set of orbifold charts
{(Vi,Γi, φi) | i ∈ I} such that each two of the charts are compatible in the
sense of (3) above and
⋃
i∈I φi(Vi) = X, is a locally finite open cover of X .
Definition 23.2. Suppose that X , Y are equipped with representatives of orbifold
structures {(V Xi ,ΓXi , φXi ) | i ∈ I} and {(V Yj ,ΓYj , φYj ) | j ∈ J}, respectively. A
continuous map f : X → Y is said to be an embedding if the following holds.
(1) f is an embedding of topological spaces.
(2) Let p ∈ V Xi , q ∈ V Yj with f(φi(p)) = φj(q). Then we have the following.
(a) There exists an isomorphism of groups hp;ji : (Γ
X
i )p → (ΓYj )q.
(b) There exist V Xi,p and V
Y
j,q such that (V
X
i,p, (Γ
X
i )p, φi|V Xi,p) is a subchart
for i = 1, 2. There exists an hp;ji equivariant embedding of manifolds
f˜p;ji : V
X
i,p → V Yj,q.
(c) The diagram below commutes.
V Xi,p
f˜p;ji−−−−→ V Yj,q
φi
y yφj
X
f−−−−→ Y
(23.1)
Two orbifold embeddings are said to be equal if they coincide set-theoretically.
Remark 23.3. Note that an embedding of effective orbifolds is a continuous map
f : X → Y of underlying topological spaces, which has the properties (2) above.
When we study morphisms among ineffective orbifolds or morphisms between
effective orbifolds which is not an embedding, such a morphism is a continuous
map f : X → Y of underlying topological spaces plus certain additional data.
For example, if we consider an ineffective orbifold that is a point with an action
of a nontrivial finite group Γ, then the morphism from this ineffective orbifold to
itself contains the datum of an automorphism of the group Γ. (Two such morphisms
h1, h2 are equivalent if there exists an inner automorphism h such that h1 = h◦h2.)
Lemma 23.4. (1) The composition of embeddings is an embedding.
(2) The identity map is an embedding.
(3) If an embedding is a homeomorphism, then its inverse is also an embedding.
The proof is easy and is left to the reader.
Definition 23.5. (1) We call an embedding of orbifolds a diffeomorphism if it
is a homeomorphism in addition.
(2) We say that two representatives of orbifold structures on X are equivalent
if the identity map regarded as a map between X equipped with those
two representatives of orbifold structures is a diffeomorphism. This is an
equivalence relation by Lemma 23.4.
(3) An equivalence class of the equivalence relation (2) is called an orbifold
structure on X . An orbifold is a pair of topological space and its orbifold
structure.
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(4) The condition for a map X → Y to be an embedding does not change if we
replace representatives of orbifold structures to equivalent ones. So we can
define the notion of an embedding of orbifolds.
(5) If U is an open subset of an orbifold X , then there exists a unique orbifold
structure on U such that the inclusion U → X is an embedding. We call U
with this orbifold structure an open suborbifold.
Definition 23.6. (1) Let X be an orbifold. An orbifold chart (V,Γ, φ) of
underlying topological space X in the sense of Definition 23.1 (1) is called
an orbifold chart of an orbifold X if the map φ : V/Γ→ X induced by φ is
an embedding of orbifolds.
(2) Hereafter when X is an orbifold, an ‘orbifold chart’ always means an orb-
ifold chart of an orbifold in the sense of (1).
(3) In case when an orbifold structure on X is given, a representative of its
orbifold structure is called an orbifold atlas.
(4) Two orbifold charts (Vi,Γi, φi) are said to be isomorphic if there exist a
group isomorphism h : Γ1 → Γ2 and an h-equivariant diffeomorphism ϕ˜ :
V1 → V2 such that φ2 ◦ ϕ˜ = φ1. The pair (h, ϕ˜) is called an isomorphism
or a coordinate change between two orbifold charts.
Proposition 23.7. In the situation of Definition 23.6 (4), suppose (h, ϕ˜) and
(h′, ϕ˜′) are both isomorphisms between two orbifold charts (V1,Γ1, φ1) and (V2,Γ2, φ2).
Then there exists µ ∈ Γ2 such that
h′(γ) = µh(γ)µ−1, ϕ˜′(x) = µϕ˜(x). (23.2)
Conversely, if (h, ϕ˜) is an isomorphism between orbifold charts, then (h′, ϕ˜′)
defined by (23.2) is also an isomorphism between orbifold charts. In particular,
any automorphism of an orbifold chart (h, ϕ˜) is given by h(γ) = µγµ−1, ϕ˜(x) = µx
for some element µ ∈ Γ.
Proof. The proposition immediately follows from the next lemma.
Lemma 23.8. Let V1, V2 be manifolds on which finite groups Γ1, Γ2 act effectively
and smoothly. Assume that V1 is connected. Let (hi, ϕ˜i) (i = 1, 2) be pairs such
that hi : Γ1 → Γ2 are injective group homomorphisms and ϕ˜i : V1 → V2 are hi-
equivariant embeddings of manifolds. Moreover, we assume that the induced maps
ϕi : V1/Γ1 → V2/Γ2 are embeddings of orbifolds and ϕ1 coincides with ϕ2 set-
theoretically. Then there exists µ ∈ Γ2 such that
ϕ˜2(x) = µϕ˜1(x), h2(γ) = µh1(γ)µ
−1.
Proof. For the sake of simplicity we prove only the case when Condition 23.9 below
is satisfied. Let X be an orbifold. For a point x ∈ X we take its orbifold chart
(Vx,Γx, ψx). We say x ∈ Reg(X) if Γx = {1}, and put Sing(X) = X \ Reg(X).
Condition 23.9. We assume that dimSing(X) ≤ dimX − 2.
This condition is satisfied ifX is oriented. (In fact, Condition 23.9 fails only when
there exists an element of Γx (an isotropy group of some orbifold chart) whose action
is given by (x1, x2, . . . , xn) 7→ (−x1, x2, . . . , xn) for some coordinate (x1, . . . , xn).
Therefore we can always assume Condition 23.9 in the study of Kuranishi structure,
by adding a trivial factor which is acted by the induced representation of t 7→ −t
to both the obstruction bundle and to the Kuranishi neighborhood.)
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Let x0 ∈ V 01 . By assumption there exists a unique µ ∈ Γ2 such that ϕ˜2(x0) =
µϕ˜1(x0). By Condition 23.9 the subset V
0
1 is connected. Therefore the above
element µ is independent of x0 ∈ V 01 by uniqueness. Since V 01 is dense, we conclude
ϕ˜2(x) = µϕ˜1(x) for any x ∈ V1. Now, for γ ∈ Γ1, we calculate
h1(γ)ϕ˜1(x0) = ϕ˜1(γx0) = µ
−1ϕ˜2(γx0) = µ
−1h2(γ)ϕ˜2(x0) = µ
−1h1(γ)µϕ˜1(x0).
Since the induced map is an embedding of orbifold, it follows that the isotropy
group of ϕ˜1(x0) is trivial. Therefore h1(γ) = µ
−1h2(γ)µ as required. 
The proof of Proposition 23.7 is complete. 
Definition 23.10. Let X be an orbifold.
(1) A function f : X → R is said to be a smooth function if for any orbifold
chart (V,Γ, φ) the composition f ◦ φ : V → R is smooth.
(2) A differential form on an orbifold X assigns a Γ invariant differential form
hV on V to each orbifold chart V = (V,Γ, φ) such that the following holds.
(a) If (V1,Γ1, φ1) is isomorphic to (V2,Γ2, φ2) and (h, ϕ˜) is an isomorphism,
then ϕ˜∗hV2 = hV1 .
(b) If Vp = (Vp,Γp, φp) is a subchart of V = (V,Γ, φ), then hV|Vp = hVp .
(3) An n dimensional orbifold X is said to be orientable if there exists a differ-
ential n-form ω such that ωV never vanishes.
(4) Let ω be an n-form as in (3) and V = (V,Γ, φ) an orbifold chart. Then we
give V an orientation so that it is compatible with ωV. The Γ action pre-
serves the orientation. We call such (V,Γ, φ) equipped with an orientation
of V , an oriented orbifold chart.
(5) Let
⋃
i∈I Ui = X be an open covering of an orbifold X . A smooth partition
of unity subordinate to the covering {Ui} is a set of functions {χi | i ∈ I}
such that:
(a) χi are smooth functions.
(b) The support of χi is contained in Ui.
(c)
∑
i∈I χi = 1.
Lemma 23.11. For any locally finite open covering of an orbifold X there exists
a smooth partition of unity subordinate thereto.
We omit the proof, which is an obvious analogue of the standard proof for the
case of manifolds.
Definition 23.12. An orbifold with corner is defined in the same way. We require
the following.
(1) In Definition 23.1 (1) we assume that V is a manifold with corners.
(2) Let Sk(V ) be the set of points which lie on the codimension k corner and
◦
Sk(V ) = Sk(V )\⋃k′>k Sk′(V ). We require that Γ action on each connected
component of
◦
Sk(V ) is effective. (Compare [Part I, Condition 4.14].)
(3) For an embedding of orbifolds with corners we require that the map f˜ in
Definition 23.2 (c) satisfies f˜(
◦
Sk(V1)) ⊂
◦
Sk(V2).
Lemma 23.13. Let Xi (i = 1, 2) be orbifolds and ϕ21 : X1 → X2 an embedding.
Then we can find an orbifold atlas {Vir = {(V ir ,Γir, φir)} | r ∈ Ri} with the following
properties.
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(1) R1 ⊆ R2.
(2) V 2r ∩ ϕ21(X1) 6= ∅ if and only if r ∈ R1.
(3) If r ∈ R1 then ϕ−121 (φ2r (V 2r )) = φ1r(V 1r ) and there exists (hr,21, ϕ˜r,21) such
that:
(a) hr,21 : Γ
1
r → Γ2r is a group isomorphism.
(b) ϕ˜r,21 : V
1
r → V 2r is an hr,21-equivariant embedding of smooth mani-
folds.
(c) The next diagram commutes.
V 1r
ϕ˜r,21−−−−→ V 2r
φr1
y yφr2
X1
ϕ21−−−−→ X2
(23.3)
(4) In case Xi has boundary or corners we may choose our charts so that the
following is satisfied.
(a) V ir is an open subset of V
i
r × [0, 1)d(r), where d(r) is independent of i
and V
i
r is a manifold without boundary.
(b) There exists a point oi(r) which is fixed by all γ ∈ Γir such that [0, 1)d(r)
components of oi(r) are all 0.
(c) If we write
ϕr,21(y
′, (t′1, . . . , t
′
d(r))) = (y, (t1, . . . , td(r))),
then ti = 0 if and only if t
′
i = 0.
We may take our atlas that are refinements of the given coverings of X1 and X2.
Proof. For each x ∈ X1 we can find orbifold charts Vix for i = 1, 2, such that
ϕ−121 (U
2
x) = U
1
x , x ∈ U1x and that there exists a representative (hx,21, ϕ˜x,21) of
embedding U1x → U2x that is a restriction of ϕ21. In case Xi has boundary or
corners, we choose them so that (4) is also satisfied.
We coverX1 by finitely many such U
1
xj . This is our choice of atlas {V1r | r ∈ R1}.
Then the associated {V2r | r ∈ R1} satisfies (3)(4) and covers ϕ21(X1). We can
extend it to {V2r | r ∈ R2} so that (1)(2) are also satisfied. 
Definition 23.14. We call (hr,21, ϕ˜r,21) a local representative of embedding ϕr,21
on the charts V1r , V
2
r .
Lemma 23.15. If (hr,21, ϕ˜r,21), (h
′
r,21, ϕ˜
′
r,21) are local representatives of an embed-
ding of the same charts V1r , V
2
r , then there exists µ ∈ Γ2 such that
ϕ˜′r,21(x) = µϕ˜r,21(x), h
′
r,21(γ) = µhr,21(γ)µ
−1.
This is a consequence of Lemma 23.8.
Lemma 23.16. Let X be a topological space, Y an orbifold, and f : X → Y
an embedding of topological spaces. Then the orbifold structure on X by which f
becomes an embedding of orbifolds is unique if there exists one.
Proof. Let X1, X2 be orbifolds whose underlying topological spaces are both X
and satisfy that fi : Xi → Y are embeddings of orbifolds for i = 1, 2. We will
prove that the identity map id : X1 → X2 is a diffeomorphism of orbifods. Since
the condition for a homeomorphism to be a diffeomorphism of orbifolds is a local
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condition, it suffices to check it on a neighborhood of each point. Let p ∈ X and
q = f(p). We take a representative (hi, ϕ˜i) of the orbifold embeddings fi : Xi → Y
using the orbifold charts Vip = (V
i
p ,Γ
i
p, φ
i
p) of X and Vq = (Vq ,Γq, φq) of Y . The
maps hi : Γ
i
p → Γiq are group isomorphisms. So we have a group isomorphism
h = h−12 ◦ h1 : Γ1p → Γ2p. Since ϕ˜1(V 1)/Γp = ϕ˜2(V 2)/Γp set-theoretically, we have
ϕ˜1(V
1
p ) = ϕ˜2(V
2
p ) ⊂ Vq . They are smooth submanifolds since fi are embeddings of
orbifolds. Therefore ϕ = ϕ˜−12 ◦ ϕ˜1 is defined in a neighborhood of the base point oip
and is a diffeomorphism. Then (h, ϕ˜) is a local representative of id. 
23.2. Vector bundle on orbifold.
Definition 23.17. Let (X, E , π) be a pair of orbifolds X and E with a continuous
map π : E → X between their underlying topological spaces. Hereafter we write
(X, E) in place of (X, E , π).
(1) An orbifold chart of (X, E) is a quintuple (V,E,Γ, φ, φ̂) with the following
properties:
(a) V = (V,Γ, φ) is an orbifold chart of the orbifold X .
(b) E is a finite dimensional vector space equipped with a linear Γ action.
(c) (V × E,Γ, φ̂) is an orbifold chart of the orbifold E .
(d) The diagram below commutes set-theoretically.
V × E φ̂−−−−→ Ey yπ
V
φ−−−−→ X
(23.4)
Here the left vertical arrow is the projection to the first factor.
(2) In the situation of (1), let p ∈ V and (Vp,Γp, φ|Vp) be a subchart of (V,Γ, φ)
in the sense of Definition 23.1 (2). Then (Vp, E,Γp, φ|Vp , φ̂|Vp×E) is an
orbifold chart of (X, E). We call it a subchart of (V,E,Γ, φ, φ̂).
(3) Let (V i, Ei,Γi, φi, “φi) (i = 1, 2) be orbifold charts of (X, E). We say that
they are compatible if the following holds for each p1 ∈ V 1 and p2 ∈ V 2
with φ1(p1) = φ
2(p2): There exist open neighborhoods V
i
pi of pi ∈ V i such
that:
(a) There exists an isomorphism (h, ϕ˜) : (V 1,Γ1, φ1)|V 1p1 → (V
2,Γ2, φ2)|V 2p2
between orbifold charts of X , which are subcharts.
(b) There exists an isomorphism (h, ˜ˆϕ) : (V 1×E1,Γ1, φ1)|V 1p1×E1 → (V
2×
E2,Γ2, φ2)|V 2p2×E2 between orbifold charts of E , which are subcharts.
(c) For each y ∈ V 1p1 the map E1 → E2 given by ξ → πE2 ˜ˆϕ(y, ξ) is a linear
isomorphism. Here πE2 : V
2 × E2 → E2 is the projection.
(4) A representative of a vector bundle structure on (X, E) is a set of orbifold
charts {(Vi, Ei,Γi, φi, φ̂i) | i ∈ I} such that any two of the charts are
compatible in the sense of (3) above and⋃
i∈I
φi(Vi) = X,
⋃
i∈I
φ̂i(Vi × Ei) = E ,
are locally finite open covers.
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Definition 23.18. Suppose (X∗, E∗) (∗ = a, b) have representatives of vector bun-
dle structures {(V ∗i , E∗i ,Γ∗i , φ∗i , φ̂∗i ) | i ∈ I∗}, respectively. A pair of orbifold em-
beddings (f, f̂), f : Xa → Xb, f̂ : Ea → Eb is said to be an embedding of vector
bundles if the following holds.
(1) Let p ∈ V ai , q ∈ V bj with f(φai (p)) = φbj(q). Then there exist open subcharts
(V ai,p × Eai,p,Γai,p, φ̂ai,p) and (V bj,q × Ebj,q,Γbj,qφ̂bj,q) and a local representative
(hp;i,j , fp;i,j, f̂p;i,j) of the embeddings f and f̂ such that for each y ∈ V ai
the map ξ 7→ πEb(f̂p;i,j(y, ξ)), Eai,p → Ebj,q is a linear embedding. Here
πEb : V
b × Eb → Eb is the projection.
(2) The diagram below commutes set-theoretically.
Ea f̂−−−−→ Eb
πEa
y yπEb
Xa
f−−−−→ Xb
(23.5)
Two orbifold embeddings of vector bundles are said to be equal if they coincide
set-theoretically as pairs of maps.
Lemma 23.19. (1) A composition of embeddings of vector bundles is an em-
bedding.
(2) The pair of identity maps (id,“id) is an embedding.
(3) If an embedding of vector bundles is a pair of homeomorphisms, then the
pair of their inverses is also an embedding.
The proof is easy and is omitted.
Definition 23.20. Let (X, E) be as in Definition 23.17.
(1) An embedding of vector bundles is said to be an isomorphism if it is a pair
of diffeomorphisms of orbifolds.
(2) We say that two representatives of a vector bundle structure on (X, E)
are equivalent if the pair of identity maps regarded as a self-map of vector
bundle (X, E) equipped with those two representatives of vector bundle
structure is an isomorphism. This is an equivalence relation by Lemma
23.19.
(3) An equivalence class of the equivalence relation (2) is called a vector bundle
structure on (X, E).
(4) A pair (X, E) together with its vector bundle structure is called a vector
bundle on X . We call E the total space, X the base space, and π : E → X
the projection.
(5) The condition for the pair (f, f̂) : (Xa, Ea)→ (Xb, Eb) to be an embedding
depends only on the equivalence class of vector bundle structures inde-
pendent of its representatives. This enable us to define the notion of an
embedding of vector bundles.
(6) We say (f, f̂) is an embedding over the orbifold embedding f .
Remark 23.21. (1) We may use the terminology ‘orbibundle’ in place of vec-
tor bundle. We use this terminology in case we emphasize that it is different
from the vector bundle over the underlying topological space.
(2) We sometimes simply say E is a vector bundle on an orbifold X .
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Definition 23.22. (1) Let (X, E) be a vector bundle. We call an orbifold
chart (V,E,Γ, φ, φ̂) in the sense of Definition 23.17 (1) of underlying pair
of topological spaces (X, E) an orbifold chart of a vector bundle (X, E) if
the pair of maps (φ, φ̂) : (V/Γ, (V ×E)/Γ)→ (X, E) induced from (φ, φ̂) is
an embedding of vector bundles.
(2) If (V,E,Γ, φ, φ̂) is an orbifold chart of a vector bundle, we call a pair (E, φ̂)
a trivialization of our vector bundle on V/Γ.
(3) Hereafter when (X, E) is a vector bundle, its ‘orbifold chart’ always means
an orbifold chart of a vector bundles in the sense of (1).
(4) In case when a vector bundle structure on (X, E) is given, a representative
of this vector bundle structure is called an orbifold atlas of (X, E).
(5) Two orbifold charts (Vi, Ei,Γi, φi, φ̂i) of a vector bundle are said to be iso-
morphic if there exist an isomorphism (h, ϕ˜) of orbifold charts (V1,Γ1, φ1)→
(V2,Γ2, φ2) and an isomorphism (h, ˜ˆϕ) of orbifold charts (V1×E1,Γ1, φ̂1)→
(V2 × E2,Γ2, φ̂2) such that they induce an embedding of vector bundles
(ϕ, ϕˆ) : (V1/Γ1, (V1×E1)/Γ1)→ (V2/Γ2, (V2×E2)/Γ2). The triple (h, ϕ˜, ˜ˆϕ)
is called an isomorphism or a coordinate change between orbifold charts of
the vector bundle.
Lemma 23.23. Let (Xb, Eb) be a vector bundle over an orbifold Xb and f : Xa →
Xb an embedding of orbifolds. Let Ea = Xa ×Xb Eb be the fiber product in the
category of topological space. By definition of the fiber product, we have maps
π : Ea → Xa and f̂ : Ea → Eb. Then the exists a unique structure of vector
bundle on (Xa, Ea) such that the projection is given the above map π and (f, f̂) is
an embedding of vector bundles.
Proof. Let {V∗r | r ∈ R∗}, ∗ = a, b be orbifold atlases where V∗r = (V ∗r ,Γ∗r , φ∗r ). Let
(V br , E
b
r ,Γ
b
r, φ
b
r, φ̂
b
r) be orbifold atlas of the vector bundle (X
b, Eb). Let (hr,ba, ϕ˜r,ba)
be a local representative of the embedding f on the chartsVar , V
b
r. We put E
a
r = E
b
r ,
on which Γar acts by the isomorphism hr,ba. By definition of fiber product, there
exists uniquely a map φ̂ar : V
b
r × Ebr → Ea such that the next diagram commutes.
V ar
π←−−−− V ar × Ebr
ϕ˜r,ba×id−−−−−−→ V br × Ebr
φa
r
y yφ̂a
r
yφ̂b
r
Xa
π←−−−− Ea fˆ−−−−→ Eb
(23.6)
In fact,
f ◦ φar ◦ π = φbr ◦ ϕr,ba ◦ π = φbr ◦ π ◦ (ϕ˜r,ba × id) = π ◦ φ̂br ◦ (ϕ˜r,ba × id).
Thus {(V ar , Ear ,Γar , φar , φ̂ar ) | r ∈ R} is an atlas of the vector bundle (Xa, Ea). 
Definition 23.24. We call the vector bundle in Lemma 23.23 the pull-back and
write f∗(Xb, Eb). (Sometimes we write f∗Eb by an abuse of notation.)
In case Xa is an open subset of Xb equipped with open substructure we call
restriction in place of pull-back of Eb and write Eb|Xa in place of f∗Eb.
Lemma 23.25. In the situation of Lemma 23.13 suppose in addition that E i is
a vector bundle over X i and ϕ̂21 : E1 → E2 is an embedding of vector bundles
over ϕ21. Then in addition to the conclusion of Lemma 23.13, there exists ˜ˆϕr;21 :
228 KENJI FUKAYA, YONG-GEUN OH, HIROSHI OHTA, KAORU ONO
V 1r × E1r → V 2r × E2r that is an hr;21 equivariant embedding of manifolds with the
following properties:
(1) The next diagram commutes.
V 1r × E1r
˜ˆϕr,21−−−−→ V 2r × E2r
φ̂1
r
y yφ̂2
r
E1 ϕ̂21−−−−→ E2
(23.7)
(2) For each y ∈ V 1r the map ξ 7→ π2( ˜ˆϕr,21(y, ξ)) : E1r → E2r is a linear
embedding.
The proof is similar to the proof of Lemma 23.13 and is omitted.
Definition 23.26. We call (hr,21, ϕ˜r,21, ˜ˆϕr,21) a local representative of embedding
(ϕ21, ϕ̂21) on the charts (V
1 × E1,Γ1, φ̂1), (V 2 × E2,Γ2, φ̂2).
Lemma 23.27. If (hr,21, ϕ˜r,21, ˜ˆϕr,21), (h
′
r,21, ϕ˜
′
r,21,
˜ˆϕ′r,21) are local representatives
of an embedding of vector bundles of the same charts (V 1 × E1,Γ1, φ̂1), (V 2 ×
E2,Γ2, φ̂2), then there exists µ ∈ Γ2 such that
ϕ˜′r,21(x) = µϕ˜r,21(x),
˜ˆϕ′r,21(x, ξ) = µ
˜ˆϕr,21(x, ξ) h
′
r,21(γ) = µhr,21(γ)µ
−1.
Proof. This is a consequence of Lemma 23.8. 
Remark 23.28. In [Part I, Situation 6.3] we introduced the notation (hr,21, ϕ˜r,21, ϕ˘r,21)
where ϕ˘r,21 is related to ˜ˆϕr,21 by the formula
˜ˆϕr,21(y, ξ) = (ϕ˜r,21(y), ϕ˘r,21(y, ξ)).
We use the pull-back of vector bundles in a different situation. Let E i, i = 1, 2,
be vector bundles over an orbifold X . We take the Whitney sum bundle E1 ⊕ E2
and denote by |E1 ⊕ E2| its total space. There exists a projection
|E1 ⊕ E2| → |E2|. (23.8)
Definition-Lemma 23.29. The total space |E1 ⊕ E2| has a structure of vector
bundle over |E2| such that (23.8) is the projection. We write it as π∗E2E1 and call
the pull-back of E1 by the projection πE2 : |E2| → X .
When U is an open subset of |E2| and π : U → X is the restriction of πE2 to U ,
the pull-back π∗E2E1 is by definition the restriction of π∗E2E1 to U .
The proof is immediate from definition.
Remark 23.30. We note that the total space |E1 ⊕ E2| is not a fiber product
|E1| ×X |E2|. In fact, if X is a point and E1 = E2 = Rn/Γ with linear Γ action,
then the fiber of |π∗E2E1| → |E2| → X at [0] is (E1 × E2)/Γ. The fiber of the map
|E1| ×X |E2| → X at [0] is (E1/Γ)× (E2/Γ).
Definition 23.31. Let (X, E) be a vector bundle. A section of (X, E) is an em-
bedding of orbifolds s : X → E such that the composition of s and the projection
is the identity map set-theoretically.
Lemma 23.32. Let {(Vr, Er,Γr, ψr, ψ̂r) | r ∈ R} be an atlas of (X, E). Then a
section of (X, E) corresponds one to one to the following object.
KURANISHI STRUCTURE AND VIRTUAL FUNDAMENTAL CHAIN 229
(1) For each r we have a Γr equivariant map sr : Vr → Er, which is compatible
in the sense of (2) below.
(2) Suppose φr1(x1) = φr2(x2). Then the definition of orbifold atlas implies that
there exist subcharts (Vri,xi, Eri,xi,Γri,xi , φri,xi , φ̂ri) of the orbifold charts
(Vri , Eri ,Γri , φri , φ̂ri) at xi ∈ Vri for i = 1, 2 and an isomorphism of charts
(hr,p12 , ϕ˜
r,p
12 ,
˜ˆϕr,p12 ) : (Vr2,x2 , Er2 ,Γr2,x2, φr2,x2 , φ̂r2)
→ (Vr1,x1 , Er1,x1 ,Γr1,x1 , φr1,x1 , φ̂r1).
Now we require the following equality:
˜ˆϕr,p12 (sr1(y, ξ)) = sr2(ϕ˜
r,p
12 (y), ξ). (23.9)
Proof. The proof is mostly the same as the corresponding standard result for the
case of vector bundle on a manifold or on a topological space. Let s : X → E
be a section, which is an orbifold embedding. Let p ∈ φr(Vr). Then there exist a
subchart (Vr,p,Γr,p, φr,p) of Vr and a subchart (“Vr,p˜,Γr,p˜, φr,p˜) of (Vr×Er,Γr, φr,p˜)
such that a representative (h′, ϕ˜′) of s exists on the subcharts. Since π ◦s =identity
set-theoretically, it follows that π1(ϕ˜(y)) ≡ y mod Γp for any y ∈ Vr,p. We take y
such that Γy = {1}. Then, there exists a unique µ ∈ Γp such that π1(ϕ˜′(y)) ≡ µy.
By continuity this µ is independent of y. (We use Condition 23.9 here.)
We replace p˜ by µ−1p˜ and (“Vr,p˜,Γr,p˜, φr,p˜) by (µ−1“Vr,p˜, µ−1Γτ,p˜µ, φr,p˜ ◦ µ) and
(h′, ϕ˜′) by (h′ ◦ conjµ, ϕ˜′ ◦ µ−1). (Here conjµ(γ) = µγµ−1.) Therefore we may
assume π1(ϕ˜
′(y)) = y. Note that ϕ˜′ is h′-equivariant and π1 is id-equivariant. Here
id is the identity map Γr,y → Γr,y. Therefore the identity map Vr,p → Vr,p is h′
equivariant. Hence h′ = id.
In sum, we have the following. (We put sr,p = ϕ˜
′.) For a sufficiently small Vr,p
there exists uniquely a map sr,p : Vr,p → Vr,p × Er such that
(a) π1(sr,p(x)) = x
(b) sr,p is equivariant with respect to the embedding Γr,p → Γr. (Recall Γr,p =
{γ ∈ Γr | γp = p}.)
(c) (id, sr,p) is a local representative of s.
We can use uniqueness of such sr,p to glue them to obtain a map Vr → Vr × Er.
By (a) this map is of the form x 7→ (x, sr(x)) for some map sr : Vr → Er. This
is the map sr required in (1). Since x 7→ γ−1sr(γx) also has the same property,
the uniqueness implies that sr is Γr equivariant. (23.9) is also a consequence of the
uniqueness.
Thus we find a map from the set of sections to the set of (sr)r∈R satisfying (1)(2).
The construction of the converse map is obvious. 
The next lemma is proved during the proof of Lemma 23.32.
Lemma 23.33. Let (Vr, Er,Γr, φr, φ̂r) be an orbifold chart of (X, E) and s a section
of (X, E). Then there exists uniquely a Γ equivariant map sr : Vr → Er such that
the following diagram commutes.
Vr × Er φ̂r−−−−→ Er
id×sr
x xs
Vr
φr−−−−→ X
(23.10)
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Definition 23.34. We call the system of maps sr the local expression of s in the
orbifold chart (Vr, Er,Γr, φr, φ̂r).
Next we review the proofs of a few well-known facts on pull-back bundle etc..
Those proofs are straightforward generalization of the corresponding proofs for the
pull-back in the manifold theory. We include them only for completeness’ sake.
Proposition 23.35. Let E be a vector bundle on X× [0, 1], where X is an orbifold.
We identify X × {0}, X × {1} with X in an obvious way. Then there exists an
isomorphism of vector bundles
I : E|X×{0} ∼= E|X×{1}.
Suppose in addition that we are given a compact set K ⊂ X, its neighborhood V
and an isomorphism
I0 : E|V×[0,1] ∼= E|V×{0} × [0, 1].
Then we may choose I so that it coincides with the isomorphism induced by I0 on
K. If K is a submanifold, we may take K = V .
For the proof of the proposition we use the notion of connection on vector bundle
on orbifolds, which we now recall here. Note that a vector field on an orbifold is a
section of the tangent bundle.
Definition 23.36. A connection on a vector bundle (X, E) is an R linear map
∇ : C∞(TX)⊗R C∞(E)→ C∞(E)
such that ∇X(V ) = ∇(X,V ) satisfies
∇fX(V ) = f∇X(V ), ∇X(fV ) = f∇X(V ) +X(f)V.
Here C∞(E) is the vector space consisting of all smooth sections of E .
For any connection ∇ and piecewise smooth map ℓ : [a, b]→ X we obtain parallel
transport
Pal∇ : Eℓ(a) → Eℓ(b)
in the same way as in the case of manifolds.
Remark 23.37. Here Eℓ(a) is the fiber of E at ℓ(a) ∈ X and is defined as fol-
lows. We take a chart (Vr, Er,Γr, ψr, ψ̂r) of (E , X) at ℓ(a). Then Eℓ(a) = Er. If
(Vr′ , Er′ ,Γr′ , ψr′ , ψ̂r′) is another chart, we can identify Er with Er′ by ξ 7→ ϕ˘r′r(ξ, y)
where ψr(y) = ℓ(a) and ϕ˘r′r : Vr × Er → Er′ is a part of the coordinate change.
([Part I, Situaion 6.3].) Note that the identification ξ 7→ ϕ˘r′r(ξ, y) is well-defined
up to the Γℓ(a) = {γ ∈ Γr | γ(y) = y} action. Thus the parallel transport
Pal∇ : Eℓ(a) → Eℓ(b) is well-defined up to the Γℓ(a) × Γℓ(b) action.
Lemma 23.38. Any vector bundle E over orbifold X has a connection. Moreover if
a connection is given for E|V where V is an open neighborhood of a compact subset
K of X, then we can extend it without changing it on K. If K is a submanifold,
we may take K = V .
The proof is an obvious analogue of the proof of the existence of connection on
a vector bundle over a manifold, which uses a partition of unity.
We are now ready to give the proof of Proposition 23.35.
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Proof of Proposition 23.35. We take a connection on E|V . We then take direct
product connection on E|V×{0} × [0, 1], and use I0 to obtain a connection on
E|V×[0,1]. We extend it to a connection on E without changing it on K × [0, 1].
For each fixed x ∈ X , we can use parallel transportation along the path t 7→ (x, t)
to get an isomorphism E(x,0) ∼= E(x,1). We have thus obtained a set theoretical map
|E|X×{0}| ∼= |E|X×{1}|.
It is easy to see that it induces an isomorphism of vector bundles. Using the fact
that our connection is direct product on K × [0, 1], we can check the second half of
the statement. 
Definition 23.39. We say two embeddings of orbifold fi : X → Y (i = 1, 2) are
isotopic to each other if there exists an embedding of orbifolds H : X × [0, 1] →
Y × [0, 1] such that the second factor of H(x, t) is t and that
H(x, 0) = (f1(x), 0) H(x, 1) = (f2(x), 1).
Suppose V ⊂ X and f1 = f2 on a neighborhood V of K. We say f1 is isotopic to
f2 relative to K if we may take H such that
H(x, t) = (f1(x), t) = (f2(x), t) (23.11)
for x in a neighborhood of K. In case K is a submanifold, we may take K = V
and then (23.11) holds for x ∈ K.
Corollary 23.40. Let fi : X → Y be two isotopic embeddings and E a vector
bundle on Y . Then the pull-back bundle f∗1E is isomorphic to f∗2 E. If f1 = f2 on a
neighborhood of K ⊂ X and f1 is isotopic to f2 relative to K, then we may choose
the isomorphism f∗1E ∼= f∗2 E so that its restriction to K is the identity map.
Proof. This is immediate from Proposition 23.35 and the definition. 
We next recall [Part I, Definition 12.23] which we re-state here.
Definition 23.41. Let f : X → Y be an embedding of orbifolds and K ⊂ X a
compact subset and U an open neighborhood ofK in Y .52 We say that a continuous
map π : U → X is diffeomorphic to the projection of the normal bundle if the
following holds.
Let pr : NXY → X be the normal bundle. Then there exists a neighborhood
U ′ of K in NXY , (Note K ⊂ X ⊂ NXY .) and a diffeomorphism of orbifolds
h : U ′ → U such that π ◦ h = pr. We also require that h(x) = x for x in a
neighborhood of K in X .
Definition-Lemma 23.42. Let π : U → X be diffeomorphic to the projection of
the normal bundle as in Definition 23.41 and E a vector bundle on X . We define
π∗E , the pull-back bundle as follows.
Let h, U ′ be as in Definition 23.41. We defined a pull-back bundle pr∗E on NXY
in Definition 23.29. We put
π∗E = (h−1)∗pr∗E|U ′ .
52Here we regard the image f(K) as a subset of Y via the embedding f , and write f(K) as K
to simply the notation.
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This is independent of the choice of (U ′, h) in the following sense. Let U ′i , hi
(i = 1, 2) be two choices. Then we can shrink U and U ′i so that for each i the
restriction of hi becomes an isomorphism between them. Then
(h−11 )
∗pr∗E|U ′1 ∼= (h−12 )∗pr∗E|U ′2 . (23.12)
Moreover the isomorphism (23.12) can be taken so that the following holds in
addition. We regardK ⊂ U . Then by definition it is easy to see that the restriction
of both sides of (23.12) is canonically identified with the restriction of E to K ⊂ X .
The isomorphism (23.12) becomes the identity map on K under this isomorphism.
Proof. We can replace U by a smaller open neighborhood so that h−11 : U → NXY
is isotopic to h−12 : U → NXY . (See the proof of Proposition 23.43 below.) Then
(23.12) follows from Corollary 23.40. The second half of the claim also follows from
the second half of Corollary 23.40. 
The pull-back bundle is independent of the projection π but depends only on
the neighborhood U in the situation of Definition 23.41. In fact, we have
Proposition 23.43. Let πi : U → X be as in Definition 23.41 for i = 1, 2. Then
there exist a neighborhood U0 of X in Y and a map f : U0 → U such that
(1) π2 ◦ f = π1
(2) f : U0 → U is isotopic to the inclusion map U0 →֒ U relative to X.
Proof. Let hi : U
′
i → Ui be as in Definition 23.41. We put f = h2 ◦ h−11 which is
defined for sufficiently small U0. If suffices to show that f is isotopic to the inclusion
map. We first prove the proposition in the case when the following additional
assumption is satisfied. (We will remove this assumption later.)
Assumption 23.44. For any x ∈ K ⊂ NXY the first derivative at x, Dxf :
Tx(NXY )→ Tx(NXY ) is the identity map.
For the case of manifolds, this assumption enables us to prove Proposition 23.43
by observing that f is C1-close to the inclusion map. Then, for example, using
minimal geodesic, we can show that f is isotopic to the inclusion map.
For the case of orbifolds, we need to work out this last step a bit more carefully
since the number
inf{r | if d(x, y) < r, the minimal geodesic joining x and y is unique}
can be 0 in general unlike the case of manifolds.
To clarify this point, we need to prepare certain lemmas whose statements require
some digression. We can define the notion of Riemannian metric of orbifold X in a
straightforward way similarly as in the manifold case. For p ∈ X we have a geodesic
coordinate (TBp(cp),Γp, ψp) where
TBp(cp) = {ξ ∈ TpX | ‖ξ‖ < cp}
and the group Γp is the isotropy group of the orbifold chart of X at p. The
uniformization map ψ : TBp(cp) → X is defined by using minimal geodesic in the
same way as the construction of the exponential map in the standard Riemannian
geometry. We note that this map is well defined up to the action of Γp. We need to
take the number cp small so that the exponential map ψ induces a homeomorphism
TBp(cp)/Γp → X . We may not be able to choose cp uniformly away from 0 even on
the compact subset of the given orbifold in general. (This is because d(p, q) < cp
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must imply #Γq ≤ #Γp, when cp is sufficiently small.) However we can prove the
following. Let X be an orbifold and Z a compact set. Suppose Bc0(Z) = {x |
d(x, Z) ≤ c0} is complete with respect to the metric induced by the Riemannian
metric.
Lemma 23.45. Let Z ⊂ X be a compact subset. Then there exists a finite set
{pi | j ∈ J} ⊂ Z and 0 < cj < c0 such that
(1) The geodesic coordinate (TBpj (cj),Γpj , ψpj ) exists.
(2)
Z ⊂
⋃
j
ψpj (TBpj (cj/2)).
The proof is immediate from the compactness of Z. We call such {(TBpj(cj),Γpj , ψpj ) |
j} a geodesic coordinate system of (X,Z). We put P = {pj | j = 1, . . . , J}.
Definition 23.46. We fix a geodesic coordinate system of (X,Z). Let Z0 ⊂ Z be
a compact subset containing P and F : U → X be an embedding of orbifolds where
U ⊃ Z is an open neighborhood of Z. We say F is C1 ǫ-close to the identity on Z0
if the following holds.
(1) F (Bpj (cj/2)) ⊂ Bpj (cj).
(2) There exists F˜j : Bpj (cj/2)→ Bpj (cj) such that:
(a) ψpj ◦ F˜j = F ◦ ψpj .
(b) d(x, F˜j(x)) < ǫ for x ∈ TBpj (cj/2) ∩ ψ−1pj (Z0).
(c) d(DxF˜j , id) < ǫ for x ∈ TBpj(cj/2) ∩ ψ−1pj (Z0).
Here d in Item (b) is the standard metric on Euclidean space TpjX (together
with the metric induced by our Riemannian metric), d in Item (c) is a
distance in the space of n × n matrices. (Here n = dimX . We use our
Riemannian metric to define a metric on this space of matrices, which is a
vector space of dimension n2 with metric.)
Lemma 23.47. For each Z and a geodesic coordinate system of (X,Z), there exists
ǫ > 0 such that the following holds for any given Z0 ⊂ Z and F : U → X:
If F is C1 ǫ-close to the identity on Z0, then F is isotopic to the identity on
Z0. Moreover for any δ > 0 there exists ǫ(δ) > 0 such that if F is C
1 ǫ(δ)-close to
the identity on Z0, then the isotopy from F to the identity map is taken to be C
1
δ-close to the identity on Z0.
Proof. We first observe that if ǫ > 0 is sufficiently small, then for each j the map
F˜j satisfying Definition 23.46 (2) (a),(b) and (c) is unique. Indeed, it easily follows
that such F˜j is unique up to the action of Γpj . Since the Γpj action is effective,
Γpj is a finite group and pj ∈ Z0, we find that at most one such F˜j can satisfy
(c). (Note that the map Γpj → O(n) taking the linear part at pj of the action is
injective since the Γpj action has a fixed point and is effective.)
Next for each t ∈ [0, 1], we define a map
F˜t,j : Vj → TBpj(cj/2)
as follows. Here Vj is a sufficiently small neighborhood of TBpj (cj/2) ∩ ψ−1j (Z0).
We take a Riemannian metric on Vj that is the pull-back of the given Riemannian
metric on X by the map ψpj . By choosing ǫ sufficiently small and using (b), we
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find a unique minimal geodesic ℓx,j : [0, 1] → TBpj(cj/2 + 2ǫ) joining x to F˜j(x).
We put
F˜t,j(x) = ℓx,j(t).
In the same way as in the proof of the uniqueness of F˜j we can show that there
exists a map Ft such that ψpj ◦ F˜t,j = Ft ◦ ψpj . Using Definition 23.46 (2)(b) and
(c), we can show that Ft is C
1 ǫ-close to the identity map. By choosing ǫ > 0
sufficiently small, we derive that Ft is a diffeomorphism to its image. Thus Ft is
the required isotopy from F to the identity map. 
Now we use Lemma 23.47 to complete the proof of Proposition 23.43 under
Assumption 23.44. Recall from the beginning of the proof of Proposition 23.43
that we put f = h2 ◦ h−11 which we want to prove is isotopic to the identity map in
a neighborhood of K ⊂ X ⊂ Y .
We take a finite set of points pj ∈ K so that K ⊂ ⋃j ψpj (TBpj(cj/2)). Then
we take a compact neighborhood Z ⊃ K such that Z ⊂ ⋃j ψpj (TBpj (cj/2)). We
apply Lemma 23.47 to obtain ǫ. Note that f is the identity map on K and its first
derivative at any point in K is also the identity by Assumption 23.44. Therefore we
can find a sufficiently small compact neighborhood Z0 of K so that f is C
1 ǫ-close
to the identity on Z0. Thus Lemma 23.47 implies that f is isotopic to the identity
map. The proof of Proposition 23.43 under the additional Assumption 23.44 is now
complete.
To remove Assumption 23.44, we use the following lemma.
Lemma 23.48. Let U be an open neighborhood of K in NXY and F : U → NXY
be an open embedding of orbifolds. Assume F = id on a neighborhood of K in X
and DxF (V ) ≡ V mod TxX at any x contained in a neighborhood of K.
Then there exists a smaller neighborhood U ′ of K such that the restriction of F
to U ′ is isotopic to the embedding satisfying Assumption 23.44.
Proof. We take the first derivative of F
DxF : TxNXY → NXY
at x contained in a neighborhood of K in X . Note that TxX ⊂ NXY is preserved
under this map and we have a decomposition TxNXY = TxX⊕(NXY )x. Therefore
there exists a linear bundle map
H : NXY → TX
on a neighborhood of K such that
DxF (ξ, η) = (ξ +Hx(η), η),
where ξ ∈ TxX and η ∈ (NXY )x. Now we define Gt : U ′ → NXY as follows.
(Here U ′ is a small neighborhood of K in NXY .) Let (x, η) ∈ U ′ where x is in a
neighborhood of K in X and η ∈ (NXY )x. We take a geodesic ℓ : [0, 1] → X of
constant speed with ℓ(0) = x and Dℓ/dt(0) = Hx(η). Let ℓ≤t be its restriction to
[0, t]. Then Gt(x, η) = (ℓ(t),Palℓ≤t(η)), where Palℓ≤t(η) ∈ (NXY )ℓ(t) is the parallel
transport along ℓ≤t. By construction the first derivative of Gt at a point in K is
given by
(ξ, η) 7→ (ξ + tHx(η), η),
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which is invertible. Therefore, if V ′ is a sufficiently small neighborhood of K, then
the restriction of Gt is an embedding V
′ → NXY . Note that F ◦ G−11 satisfies
Assumption 23.44. Thus the proof of Lemma 23.48 is complete. 
Using Lemma 23.48, we can reduce the general case of Proposition 23.43 to
the case when Assumption 23.44 is satisfied. The proof of Proposition 23.43 is
complete. 
We used the next result in [Part I, Subsection 13.2].
Proposition 23.49. Let f : X → Y be an embedding of orbifolds and Ki compact
subsets of X for i = 1, 2 such that K1 ⊂ IntK2. 53 Suppose U1 is an open neigh-
borhood K1 in Y and π1 : U1 → X is diffeomorphic to the projection of the normal
bundle in the sense of Definition 23.41
Then there exists an open neighborhood U2 of K2 in Y and π2 : U2 → X such
that it is diffeomorphic to the projection of the normal bundle and π1 = π2 on an
open neighborhood of K1.
Proof. For the case of manifolds, the corresponding result is standard and can be
proved by applying the isotopy extension lemma. We can substitute the isotopy
extension lemma by Lemma 23.47 in the same way to handle the orbifold case. For
completeness’ sake we give detail of the proof below.
We first apply [FOOO13, Lemma 6.5] to obtain an open neighborhood U ′2 of K2
in Y and a submersion π′2 : U
′
2 → X such that (U ′2, π′2) is diffeomorphic to the
normal bundle NXY . We may adjust the map π
′
2 to π2 so that π1 = π2 on an open
neighborhood of K1 whose detail is in order.
Let W
(i)
1 be a neighborhood of K1 in X such that
W
(1)
1 ⊂W (2)1 ⊂W (2)1 ⊂ U1 ∩X.
Let Ω be an open subset of U1 with
W
(2)
1 ⊂ Ω ⊂ Ω ⊂ U1.
Later on we will choose Ω so that it is contained in a sufficiently small neighborhood
of X in Y . We put
V
(i)
1 = π
−1
1 (W
(i)
1 ) ∩ Ω.
Let χ˜ : Int(K2) ∪ Ω→ [0, 1] be a smooth function such that
χ˜ =
®
1 on W
(1)
1
0 on the complement of W
(2)
1 ,
and put χ = χ˜ ◦ π′2. We may choose Ω so small that the following holds.
χ =
®
1 on V
(1)
1
0 on the complement of V
(2)
1 .
Let Z = W
(2)
1 \W (1)1 . We take a neighborhood U ′ of Z and restrict π1 and π′2
there. Then we can apply Proposition 23.43 to prove that there exists an isotopy
53Hereafter we simply write f(X), f(Ki) as X,Ki and regard them as subsets of Y via the
embedding f , when no confusion can occur.
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Ft : U
′ → X such that π′2 ◦ F1 = π1 and F0 is the identity map. Now we put
π2(x) =

(π2 ◦ Fχ(x))(x) on U ′
π1 on V
(1)
1
π′2(x) elsewhere on U
′
2.
It is easy to see that they are glued to define a map. To complete the proof it
suffices to show that x 7→ Fχ(x)(x) is an embedding : U ′ → X . We will prove this
below.
We first consider the case that Assumption 23.44 is satisfied for the map f :
U ′ → X with π′2 ◦ f = π1. In this case we may choose the isotopy Ft arbitrarily
close to the identity map in C1 sense by taking Ω sufficiently small. (This is the
consequence of the second half of Lemma 23.47.) Therefore the first derivative of
x 7→ Fχ(x)(x) is close to the identity. It follows that this map is an embedding.
We finally show that we can choose (U ′2, π
′
2) so that Assumption 23.44 is satisfied
for the map f : U ′ → X with π′2 ◦ f = π1. We consider the fiber π−11 (x) of π1.
We may choose a Riemannian metric of X in a neighborhood of K1 so that this
fiber is perpendicular to X at any x in a neighborhood of K1. We now extend
this Riemannian metric to the whole X . We use this Riemannian metric and the
associated exponential map in the normal direction to identify a neighborhood ofK2
with its normal bundle and obtain U ′2 and π
′
2. Then Assumption 23.44 is satisfied.
The proof of Proposition 23.49 is now complete. 
24. Covering space of effective orbifold and K-space
24.1. Covering space of orbifold. We first define the notion of a covering space
of an orbifold. Let U1, U2 be orbifolds and let π : U1 → U2 be a continuous map
between their underlying topological spaces.
Definition 24.1. For i = 1, 2 let xi ∈ Ui with π(x1) = x2 and Vi = (Vi,Γi, φi) be
orbifold charts of Ui at xi. We say that (V1,V2) is a covering chart if the following
holds:
(1) There exists an injective group homomorphism h21 : Γ1 → Γ2.
(2) There exists an h21-equivariant diffeomorphism ϕ21 : V1 → V2.
(3) φ2 ◦ ϕ21 = φ1.
The index [Γ2 : h21(Γ1)] is called the covering index of the covering chart (V1,V2).
Definition 24.2. The map π : U1 → U2 is called a covering map if the following
holds at each x ∈ U2.
(1) The set π−1(x) is a finite set, which we write {x˜1, . . . , x˜mx}.
(2) There exist an orbifold chart Vx of U2 at x and orbifold charts Vx˜j of U1
at x˜j respectively for j = 1, . . . ,mx such that (Vx˜j ,Vx) is a covering chart.
(Here Vx is independent of j.) We write its covering index nj(x).
(3)
∑mx
j=1 nj(x) is independent of x.
We call
∑mx
j=1 nj(x) the covering index of π.
Remark 24.3. (1) We only define a finite covering here since we do not use
an infinite covering in the present article.
(2) If Definition 24.2 (1)-(2) is satisfied and U2 is connected, then (3) is equiv-
alent to the following condition:
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(3)’ π−1(Ux) =
⋃mx
j=1 Ux˜j and the right hand side is a disjoint union.
In fact, (3)’ implies that
∑mx
j=1 nj(x) is a locally constant function. We can
replace (3) by (3)’ and define an infinite covering in the same way.
(3) The composition of covering maps is a covering map.
Lemma 24.4. Let ϕ21 : U1 → U2 be an embedding of orbifolds and π2 : ‹U2 → U2 a
covering map of orbifolds. We consider the fiber product U1 ×U2 ‹U2 in the category
of topological spaces. It comes with continuous maps π1 : U1 ×U2 ‹U2 → U1 and
ϕ˜21 : U1 ×U2 ‹U2 → ‹U2. Then U1 ×U2 ‹U2 has a structure of orbifolds such that:
(1) π1 is a covering map.
(2) ϕ˜21 is an embedding of orbifolds.
The conditions (1) (2) uniquely determine the orbifold structure on U1 ×U2 ‹U2.
Proof. We take the atlas {Vir | r ∈ Ri} as in Lemma 23.13. We may choose
it sufficiently fine so that for each r ∈ R2 there exist V2,rj , j = 1, . . . ,mr such
that (V2,rj ,V
2
r ) is a covering atlas and satisfies π
−1(U2r ) =
⋃mr
j=1 U
2
r,j. For each
j = 1, . . . ,mr, the map π determines a finite index subgroup Γ
2
j,r of Γ
2
r for r ∈ R2.
Note that in case r ∈ R1 the group Γ2r is isomorphic to Γ1r . Then a finite subgroup
Γ1j,r of Γ
1
r determines Γ
2
j,r ⊂ Γ2r . Therefore the collection (V 1r ,Γ1r,j, φ1r,j) determines
an orbifold chart. Here the map φ1r,j is defined by
φ1r,j(y) = (φ
1
r (y), φ
2
r,j(ϕ
r
21(y))),
where ϕr21 : V
r
1 → V r2 is determined by the orbifold embedding ϕ21 and φ2r,j :
V r2 → ‹U2 is a part of the orbifold chart V2,rj . It is easy to check that the charts
(V 1r ,Γ
1
r,j, φ
1
r,j) for various r and j determine an orbifold structure on the fiber
product. We can easily check (1), (2). The uniqueness is also easy to check. 
Lemma-Definition 24.5. We can pull back a vector bundle and its section by a
covering map of an orbifold.
Proof. Let ‹U → U be a covering and E → U a vector bundle. We take a local
coordinate (V × E,Γ, φ̂) of E → U at p ∈ U where (V,Γ, φ) is the corresponding
chart of U . We may shrink V and may assume that there is a covering chart
(V,Γi, φi) for each pi ∈ U˜ with π(pi) = p. The two maps φi ◦prV : V ×E → U˜ and
φ̂ : V × E → |E| give rise to a map
φ̂i : V × E → ‹U ×U |E|.
It is easy to see that (V ×E,Γi, φ̂i) gives a structure of vector bundle on ‹U×U |E| →‹U . 
Remark 24.6. Our covering map in the sense of Definition 24.2 defines a good map
in the sense of [ALR]. Then the above lemma is a special case of [ALR, Theorem
2.43].
Lemma 24.7. Let X be a topological space, Y an orbifold, and let f : X → Y
be a continuous map. Then the orbifold structure on X, under which f becomes a
covering map of orbifolds, is unique if it exists.
238 KENJI FUKAYA, YONG-GEUN OH, HIROSHI OHTA, KAORU ONO
Proof. Suppose we have two such structures. It suffices to show that the identity
map is a diffeomorphism of orbifold. Let p ∈ Y and (V,Γ, φ) be an orbifold chart
of X at p. We may shrink V if necessary and assume that there are covering charts
(Vi,Γi, φi) (i = 1, 2) for two orbifold structures on X such that f : X → Y is a
covering map. We put
S(V ) = {x ∈ V | ∃γ ∈ Γ \ {1}, γx = x}, U reg = (V \ S(V ))/Γ.
Note that f−1(U reg)→ U reg is a covering space. An element of γ ∈ Γ is contained
in the image of Γi if and only if the corresponding loop in U
reg lifts to a loop in
f−1(U reg). Therefore Γ1 = Γ2 as subgroups of Γ. It is now easy to see that the
identity map is a diffeomorphism at pi. 
24.2. Covering space of K-space. Using Lemma 24.4 and Lemma-Definition
24.5, it is fairly straightforward to define the notion of a covering space of a K-
space and show that various objects are pulled back by a covering map. We will
describe them below for completeness.
Situation 24.8. Let U = (U, E , s, ψ) be a Kuranishi chart of X . Suppose we are
given a topological space ‹X and a continuous map π : ‹X → X . 
Definition 24.9. We call U˜ = (‹U, E˜ , s˜, ψ˜) a covering chart if ‹U is a covering space
of the orbifold U , E˜ is the pull-back of E by ‹U → U , s˜ is obtained from s by the
pull-back and ψ˜ is a homeomorphism from s˜−1(0) to ‹X. We require π ◦ ψ˜ = ψ.
Lemma-Definition 24.10. Suppose we are in Situation 24.8. Let U ′ = (U ′, E ′, s′, ψ′)
be another Kuranishi chart and Φ : U ′ → U an embedding of Kuranishi chart. Let
U˜ be a covering chart of U . Then we can define a covering chart U˜ ′ = (‹U ′,‹E ′, s˜′, ψ˜′)
of U ′ and an embedding of Kuranishi chart Φ˜ : U˜ ′ → U˜ such that‹U ′ = U ′Φ×U U˜ (24.1)
with the orbifold structure given by Lemma 24.4. We call U˜ ′ the pull-back covering
chart of U˜ by Φ. In particular, if U0 is an open subset of U , then we can define a
restriction U˜ ′|U0 of U˜ ′.
Proof. We define ‹U ′ by (24.1). Then ‹U ′ → U ′ is a covering space. Therefore by
Lemma 24.5 we can pull back E to ‹U ′. We define E′ by the pull-back. We can then
define s˜′, ψ˜′ from definition. The existence of Φ˜ is immediate from construction. 
Definition 24.11. Let Û be a Kuranishi structure on X , π : ‹X → X a finite to
one continuous map. Let
“‹U be a Kuranishi structure on ‹X . We say that (‹X,“‹U) is
a covering space of (X, Û) if the following holds.
(1) For each p ∈ X we are given a covering chart U˜p of the Kuranishi chart Up,
which is a part of the data consisting Û .
(2) If q ∈ ψp(s−1p (0)), then the restriction U˜q|Upq of the covering chart U˜q given
in Item (1) is an open subchart of the pull-back covering chart of U˜p by the
coordinate change Φpq.
(3) Let pj ∈ ‹X and p ∈ X with π(pj) = p and Upj = (Upj , Epj , spj , ψpj ) a
Kuranishi chart of X˜ at pj which is a part of the data of (‹X,“‹U). Then there
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exists an open embedding Φpj of the Kuranishi chart Upj to the covering
chart U˜p given in Item (1).
(4) For any q ∈ ψp(s−1p (0)), qj ∈ ψpj (s−1pj (0)), the following diagram commutes.
Uqj |Upjqj
Φpjqj−−−−→ Upj
Φqj
y yΦpj
U˜q|Upq
Φ˜pq−−−−→ U˜p
(24.2)
Here Φpjqj is the coordinate change of the Kuranishi structure (‹X,“‹U) and
Φ˜pq is obtained by Lemma-Definition 24.10.
(5) Let np,j be the covering index of the covering ‹Up,j → Up. Then the number∑
pj∈X˜:π(pj)=p
np,j (24.3)
is independent of p. We call it the covering index of the covering (‹X,“‹U) of
(X, Û).
Remark 24.12. (1) If X is connected, Condition (5) follows from Conditions
(1) (2). In fact, Conditions (1) (2) imply that the covering index of U˜p →
Up is locally constant. However it does not seem to be a good idea to
assume connectivity of X in our situation, since the topology of X can be
pathological.
(2) The commutativity of Diagram 24.2 means the set theoretical equalities
of the underlying topological spaces of orbifolds and of the total spaces of
obstruction bundles. We can safely do so since all the maps involved are
embeddings.
(3) We can define the notion of a covering space of a space equipped with a
good coordinate system and can prove that for a given covering space of
K-space we can construct a covering space equipped with a good coordinate
system in the same way.
Lemma 24.13. Let (‹X,“‹U) be a covering space of (X, Û) in the sense of Definition
24.11.
(1) If “S is a CF-perturbation of Û , it induces a CF-perturbation “‹S of “‹U .
(2) A strongly continuous (strongly smooth) map f̂ from (X, Û) can be pulled
back to a strongly continuous (strongly smooth) map
“‹f from (‹X,“‹U).
(3) A differential form ĥ on (X, Û) can be pulled back to ̂˜h on (‹X,“‹U).
(4) A strongly smooth map f̂ is strongly submersive with respect to “S if and
only if
“‹f in (2) is strongly submersive with respect to “‹S.
(5) The statements such that ‘CF-perturbations’ in (2) (4) are replaced by ‘mul-
tivalued perturbations’ also hold.
(6) In the situation of (4) we have
nf̂ !(ĥ;“S) = “‹f(̂˜h;“‹S).
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Here n is the covering index.
The proof is straightforward and so omitted.
24.3. Covering spaces associated to the corner structure stratification.
One of the main reasons we introduced the notion of covering space of a K-space
is that we use the next lemma to clarify the discussion of normalized boundary.
Proposition 24.14. If (X, Û) is a K-space with corners, then
◦
Sk−1(∂(X, Û)) is a
covering space of
◦
Sk(X, Û) with covering index k.
Proof. We first prove the proposition for the case of orbifolds.
Lemma 24.15. Let U be an orbifold with corner. The map
◦
Sk−1(∂U) →
◦
SkU
which is the restriction of the map π in [Part I, Lemma 8.8 (2)] is a k-fold covering
of orbifolds. If E is a vector bundle on U , then the bundle induced on
◦
Sk−1(∂U) is
canonically isomorphic to the pull-back of the restriction of E to
◦
SkU .
Proof. Let x ∈
◦
SkU and Vx = (Vx,Γx, φx) be an orbifold chart of U at x. We may
assume Vx ⊂ Vx × [0, 1)k and ox = (ox, (0, . . . , 0)), where Vx is a manifold without
boundary. There exists a group homomorphism σ : Γx → Perm(k) such that if
γ(y, (t1, . . . , tk)) = (y
′, (t′1, . . . , t
′
k)) then t
′
k = 0 if and only if tσ(γ)(k) = 0.
We consider I ⊂ {1, . . . , k} a complete set of representatives of {1, . . . , k}/Γx.
For each i ∈ I, we put
Γx,i = {γ ∈ Γx | σ(γ)i = i},
∂iVx = {(y, (t1, . . . , tk)) ∈ Vx | ti = 0}.
The given Γx action on Vx induces a Γx,i action on ∂iVx. By definition of normalized
boundary, there exists a map φx,i : ∂iVx → ∂U such that (∂iVx,Γx,i, φx,i) is an
orbifold chart of ∂U at x˜i. Here {x˜i | i ∈ I} = π−1(x) ⊂
◦
Sk−1(∂U). An orbifold
chart of
◦
Sk−1(∂U) at x˜i is
(Vx,Γx,i, φx,i|Vx),
where Vx is identified with the subset Vx × {0} of ∂iVx.
On the other hand, an orbifold chart of
◦
SkU at x is (Vx,Γx, φx|Vx). Since
#(Γx(i)) = #(Γx/Γx,i), we have∑
i∈I
#(Γx/Γx,i) = k.
We have thus proved that π :
◦
Sk−1(∂U)→
◦
Sk(U) is a k-fold covering of orbifolds.
We can prove the second half of the lemma using the above description of the
orbifold charts. 
Now we consider the case of Kuranishi structure. Let Up = (Up, Ep, ψp, sp) be a
Kuranishi chart of Û at p ∈
◦
Sk(X, Û). We put
◦
Sk(Up) := (
◦
Sk(Up), Ep|◦
Sk
, ψp|◦
Sk
, sp|◦
Sk
),
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which is a Kuranishi chart at p of the K-space
◦
Sk(X, Û). Let π be the map from
the underlying topological space of
◦
Sk−1(∂(X, Û)) to that of
◦
Sk(X, Û). We use the
notation in the proof of Lemma 24.15 by putting x = op ∈ Up, U = Up and E = Ep.
Then π−1(p) consists of #I points which we write p˜i, i ∈ I. Then (Vx,Γx,i, ψx,i|Vx)
is an orbifold chart of
◦
Sk−1(∂(X, Û)) at p˜i. We restrict
◦
Sk(Up) to Vx/Γx ⊂ Up to
get a Kuranishi chart of
◦
Sk−1(∂(X, Û)).
The second half of Lemma 24.15 implies that the pull-back of the restriction of
the obstruction bundle Ep to Vx/Γx ⊂ Up defines a vector bundle on Vx/Γx,i which
is isomorphic to the obstruction bundle of the Kuranishi structure
◦
Sk−1(∂(X, Û)).
It is easy to see from construction that Kuranishi maps are preserved by this iso-
morphism.
We have thus constructed open substructures of
◦
Sk−1(∂(X, Û)) and
◦
Sk(X, Û) so
that the Kuranishi chart of the former is a k fold covering of the Kuranishi chart of
the latter. It is easy to see that this isomorphism is compatible with the coordinate
change. Hence the proof of Proposition 24.14 is complete. 
We next generalize Proposition 24.14 to the corners of arbitrary codimension.
Proposition 24.16. Let (X, Û) be an n-dimensional K-space. Then for each
k there exists an (n − k)-dimensional K-space Ŝk(X, Û) with corners and maps
πk : Ŝk(X, Û) → Sk(X, Û), πℓ,k : Ŝℓ(Ŝk(X, Û)) → Ŝk+ℓ(X, Û) with the following
properties:
(1) πk is a continuous map between underlying topological spaces.
(2) Ŝ1(X, Û) is the normalized boundary ∂(X, Û).
(3) The interior of Ŝk(X, Û) is isomorphic to
◦
Sk(X, Û). The underlying home-
omorphism of this isomorphism is the restriction of πk.
(4) πℓ,k is an (ℓ+ k)!/ℓ!k! fold covering map of K-spaces.
(5) The following objects on (X, Û) induce the corresponding ones on Ŝk(X, Û).
The induced objects are compatible with the covering maps πℓ,k.
(a) CF-perturbation.
(b) Multivalued perturbation.
(c) Differential form.
(d) Strongly continuous map. Strongly smooth map.
(e) Covering map.
(6) The following diagram commutes.
Ŝk1(Ŝk2(Ŝk3(X, Û)))
πk1,k2−−−−→ Ŝk1+k2(Ŝk3(X, Û))
Ŝk1 (πk2,k3 )
y yπk1+k2,k3
Ŝk1(Ŝk2+k3(X, Û))
πk1,k2+k3−−−−−−→ Ŝk1+k2+k3(X, Û)
(24.4)
Here Ŝk1(πk2,k3) is the covering map induced from πk2,k3 .
(7) Let fi : (Xi, “Ui) → M be a strongly smooth map and assume that f1 is
transversal to f2. Then
Ŝk
Ä
(X1, Û1)×M (X2, Û2)
ä ∼= ∐
k1+k2=k
Ŝk1(X1, Û1)×M Ŝk2(X2, Û2).
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Here the right hand side is the disjoint union.
(8) (1)-(6) also hold when we replace ‘Kuranishi structure’ by ‘good coordinate
system’.
(9) Various kinds of embeddings of Kuranishi structures and/or good coordinate
systems induce the corresponding ones of Ŝk(X, Û).
We note that Proposition 24.16 (7) implies
Ŝℓ(X1 ×M1 · · · ×Mn−1 Xn) =
∐
ℓ1+···+ℓn=ℓ
(Ŝℓ1(X1)×M1 · · · ×Mn−1 Ŝℓn(Xn)). (24.5)
Definition 24.17. We call Ŝk(X, Û) the normalized (codimension k) corner of
(X, Û).
Proof of Proposition 24.16. Let M be a manifold with corners. We first define
Ŝk(M). Let x ∈
◦
Sm(M). We take a chart Vx = (Vx, ψx) so that Vx ∼= V x× [0, 1)m.
Let A ⊂ {1, . . . ,m} with #A = k. A pair (x,A) becomes an element of Ŝk(M).
We next define a topology on Ŝk(M). Let y = ψ(y˜) with y˜ ∈ Vx. We write y˜ =
(y˜0, (t1, . . . , tm)). If ti = 0 for all i ∈ A, we consider elements yA = (y,A) ∈ Ŝk(M)
as follows. Suppose B = {i | ti = 0} ⊃ A. Let W be a neighborhood of (ti)i/∈B in
(0, 1){1,...,m}\B. Then V ×W × [0, 1)B together with the restriction of ψx is a chart
of y. Thus we have (y,A) ∈ Ŝk(U). We say (ya, A) above converges to (x,A) if y˜a
converges to ox, where ox is the point such that ψx(ox) = x.
It is easy to see that Ŝk(M) with this topology becomes a manifold with corners.
This construction is canonical so that it induces one of orbifolds and of Kuranishi
structure. (The proof of this part is entirely similar to the case of normalized
boundary and so is omitted.)
We next construct the covering map πℓ,k. We consider the case of manifolds.
Let x ∈
◦
Sm(M) and let Vx, A be as above. For simplicity of notation, we put
A = {1, . . . , k}. Suppose (x,A) ∈ Sℓ(Ŝk(M)). It implies m ≥ k + ℓ.
By definition the neighborhood of (x,A) in Ŝk(M) is (y,A) where y ∈ V ×
{(0, . . . , 0)}× [0, 1)m−k. Therefore a point x˜ in Ŝℓ(Ŝk(M)) such that πℓ(x˜) = (x,A)
corresponds one to one to the set A+ ⊃ A with #A+ = ℓ+ k. We put B = A+ \A.
We thus may regard (x,A,B) ∈ Ŝℓ(Ŝk(M)). (Here #B = ℓ.) Now we define the
map πℓ,k : Ŝℓ(Ŝk(M))→ Ŝℓ+k(M) by
πℓ,k(x,A,B) = (x,A ∪B).
Given (x,C) ∈ Ŝℓ+k(M), the element in the fiber of πℓ,k corresponds one to one to
the partition of C into A ∪B where #A = k and #B = ℓ. We can use this fact to
show that πℓ,k is a covering map of covering index (k + ℓ)!/k!ℓ!.
We have thus constructed the covering map πℓ,k in the case of manifolds. To
prove the case of orbifolds and of K-spaces, it suffices to observe that this construc-
tion is canonical and so is compatible with various kinds of coordinate changes.
Once the K-space Ŝk(X, Û) and the covering map πℓ,k are defined as above, it is
very easy to check the properties (1)-(9). 
Remark 24.18. As well as other parts of this article, Proposition 24.16 is not new.
Especially we would like to mention that mostly the same construction appeared in
D. Joyce’s paper [Jo3]. (The article [Jo3] discusses the case of manifolds. However
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it is straightforward to generalize the story to the case of K-spaces.) In [Jo3]
the notion of the boundary ∂X is defined, which is the same as our definition of
normalized boundary. Then the action of Perm(k) on ∂ · · · ∂︸ ︷︷ ︸
k times
X is introduced. The
quotient space ∂ · · · ∂︸ ︷︷ ︸
k times
X/Perm(k) (which is denoted by CkX in [Jo3]), coincides
with our Ŝk(X).
24.4. Finite group action on K-space.
Definition 24.19. Let X be an orbifold and G a finite group. A G action on X as
a topological space is said to be a G action on the orbifold X if the homeomorphism
X → X induced by each element of G is a diffeomorphism of orbifold.
Two actions are said to be the same if they are the same as maps G×X → X ,
set-theoretically.
Lemma 24.20. Let X be an orbifold on which a finite group G acts (as orbifold).
We assume that the action is effective on each connected component. Then there
exists a unique orbifold structure on X/G such that X is a covering space of X/G
and the natural map X → X/G is a covering map.
Proof. Let x ∈ X and Gx = {g ∈ G | gx = x}. We take an orbifold chart Vx =
(Vx,Γx, ψx) such that Ux isGx invariant (by using aG invariant Riemannian metric,
for example). Using the effectivity of G action on each connected component, we
can easily show that the Gx action on Ux is effective. For each g ∈ Gx we obtain a
map ϕg : Vx → Vx and a group homomorphism hg : Γx → Γx. Since ϕg1ϕg2 induces
the same continuous map as ϕg1g2 between the underlying topological spaces, there
exists a unique element γg1g2g3 ∈ Γx such that
ϕg1ϕg2 = γg1g2ϕg1g2 .
Moreover we have
hg1hg2 = conjγg1g2hg1g2 .
Note that ϕg is hg equivariant. Then we define a group structure on the direct
product set Γx ×Gx by
(γ1, g1) ◦ (γ2, g2) = (γ1hg1(γ2)γg1,g2 , g1g2). (24.6)
We define · : (Γx ×Gx)× Vx → Vx by
(γ, g) · x = γ(ϕg(x)).
Then we observe
(γ1, g1) · ((γ2, g2)) · x) = (γ1, g1) · γ2(ϕg2 (x)) = γ1(ϕg1 (γ2(ϕg2 (x))))
= γ1hg1(γ2)ϕg1(ϕg2 (x)) = γ1hg1(γ2)γg1g2(ϕg1g2(x)) = ((γ1, g1) ◦ (γ2, g2)) · x.
It follows from effectivity that ◦ defines a group structure. We denote this group
by Γx×˜Gx.
Now we define φx : Vx → X/G by the composition of φx : Vx → X and the
projection X → X/G. Then it is easy to see that (Vx,Γx×˜Gx, φx) defines an
orbifold structure on X/G. The rest of the proof is obvious. 
Now we define the definition of the action of finite group on K-space.
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Definition 24.21. Let (X, Û) be a K-space. An automorphism Φ consists of a pair
(|Φ|, {Φp}) of a homeomorphism |Φ| : X → X and an assignment X ∋ p 7→ Φp =
(ϕp, ϕ̂p) with the following properties:
(1) ϕp : Up → U|Φ|(p) is a diffeomorphism of orbifolds.
(2) ϕ̂p : Ep → E|Φ|(p) is an isomorphism of vector bundles over ϕp.
(3) ϕ̂p ◦ sp = s|Φ|(p) ◦ ϕp holds on Up.
(4) |Φ| ◦ ϕp = ϕ|Φ|(p) ◦ ϕp holds on s−1p (0).
(5) Let q ∈ ψ(s−1p (0)). Suppose Φpq = (Upq, ϕpq, ϕ̂pq) and
Φ|Φ|(p)|Φ|(q) = (U|Φ|(p)|Φ|(q), ϕ|Φ|(p)|Φ|(q), ϕ̂|Φ|(p)|Φ|(q))
are the coordinate changes. Then we have the following:
(a) ϕq(Upq) = U|Φ|(p)|Φ|(q).
(b) ϕ|Φ|(p)|Φ|(q) ◦ ϕq = ϕp ◦ ϕpq .
(c) ϕ̂|Φ|(p)|Φ|(q) ◦ ϕ̂q = ϕ̂p ◦ ϕ̂pq .
We say (|Φ|, {Φp}) is the same as (|Φ′|, {Φ′p}) if |Φ| = |Φ′| and Φp = Φ′p for all p.
Remark 24.22. (1) The equality Φp = Φ
′
p has an obvious meaning. Namely
we defined the notion of two diffeomorphisms and bundle isomorphisms of
orbifolds to be the same. (That is, they are the same set-theoretically.)
(2) It happens that two automorphisms Φ and Φ′ with the same underlying
homeomorphisms |Φ| and |Φ′| could be different.
Definition-Lemma 24.23. (1) We can compose two automorphisms of K-
spaces. The composition is again an automorphism.
(2) The set of automorphisms of a given K-space (X, Û) is a group whose
product is the composition of automorphisms. We denote this group by
Aut(X, Û).
(3) An action of a finite group G on (X, Û) is, by definition, a group homomor-
phism G→ Aut(X, Û).
(4) A G action on (X, Û) induces a G action on the underlying topological
space X .
Definition 24.24. An action of a finite group G on a K-space (X, Û) is said to be
effective if the following holds for each p ∈ X .
We put Gp = {g ∈ G | gp = p}. Let Up be the Kuranishi neighborhood of p. By
definition Gp acts on Up. We require that this action is effective on each connected
component of Up.
Lemma 24.25. Suppose a finite group G acts effectively on a K-space (X, Û).
Then there exists a unique Kuranishi structure on X/G such that the projection
X → X/G is an underlying map of the covering map and each Up gives a covering
chart of this covering.
Proof. This follows from Lemma 24.20. 
25. Admissible Kuranishi structure
In this section we introduce the notion of admissible Kuranishi structure. For this
purpose we introduce the notion of admissible orbifold, admissible vector bundle,
and various admissible objects associated to them, like admissible section, admis-
sible Riemannian metric, etc., and provide their fundamental properties. Roughly
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speaking, ‘admissibility’ in this section is some condition that objects in ques-
tion obey certain exponential decay estimates at asymptotic ends. Here we regard
boundary or corner points as the end points, so the ‘exponential decay estimates
at asymptotic ends’ means the exponential decay estimates in the direction normal
to boundary or corners.
25.1. Admissible orbifold. Firstly, we discuss admissibility for the case of man-
ifold with corner before going to the case of orbifold with corner, because the key
idea can be seen even for the case of manifold.
Situation 25.1. Let V ⊂ V × [0, 1)k be an open subset where V is a manifold
without corner. We denote t = (t1, . . . , tk) ∈ [0, 1)k. 
Convention 25.2. (1) We put
Ti = e
1/ti , (i.e. ti =
1
log Ti
). (25.1)
We consider the corner structure stratification of V . Then each connected
component of open stratum
◦
SℓV has coordinates that are union of the co-
ordinate of V and k−ℓ of Ti’s. Here Ti ∈ [0,∞). We consider the Cm norm
of a function f : V → R stratumwisely (i.e., the norm of the differential in
the stratum direction) using the above coordinate Ti. (Namely we use Ti
and not ti to define the C
m norm.)
(2) For a function f : V → R, we denote by |f |Cm the pointwise Cm norm in
the above sense. Thus |f |Cm can be regarded as a non negative real valued
function on V . To define it we use a certain Riemannian metric on V . (We
use the standard metric for Ti ∈ [0,∞).) Since we only consider its value
on a compact subset, the difference of the metric affects only by a bounded
ratio. So we do not need to care about the difference of the metric.
Definition 25.3. (1) We say a function f : V → R is admissible if for each
compact subset K and m > 0, there exist σ(m,K) > 0 and C(m,K) > 0
such that the following holds for each i.∣∣∣∣ ∂f∂Ti
∣∣∣∣
Cm
≤ C(m,K)e−σ(m,K)Ti . (25.2)
(2) We say a function f : V → R is exponentially small near the boundary if
for each each compact subset K and m > 0, there exist σ(m,K) > 0 and
C(m,K) > 0 such that the following holds for each i.
|f |Cm ≤ C(m,K)e−σ(m,K)Ti . (25.3)
Example 25.4. If k = 1, an admissible function f(y, t) is written as the form
f(y, t) = f0(y) + f1(y, t)
such that f1(y, 1/ logT ) decays in an exponential order in T . (Here t = 1/ logT .)
In a way similar to the above example, we can prove the following.
Lemma 25.5. On a subset K × [0, c)k, any admissible function f is written in the
following form:
f(y, (t1, . . . , tk)) =
∑
I⊆{1,...,k}
fI(y, tI). (25.4)
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Here tI = (ti)i∈I and fI is a function on K × [0, c)I which is exponentially small
near the boundary.
Proof. Firstly we observe that the set of functions of the form (25.4) forms an R
vector space. We also note that if V × [0, c)k → V × [0, c)I is a projection then the
pull-back of admissible functions are admissible. The same holds for ‘exponentially
small near the boundary’ and ‘of the form (25.4)’.
Sublemma 25.6. If an admissible function is zero on the boundary, then it is
exponentially small near the boundary.
Proof. We have
f(y; (t1, . . . , tk)) = −
∫ ∞
Ti=e1/ti
∂f
∂Ti
dTi.
This implies the sublemma. 
We are going to construct fI in (25.4) by an upward induction on #I such that
f(y, (t1, . . . , tk))−
∑
I⊆{1,...,k},#I≤m
fI(y, tI) = 0
on Sk−m(K × [0, c)k).
For m = 0 we put f∅(y) = f(y; (0, . . . , 0)). Suppose we have fI′ for I
′ with
#I ′ < m. Let I ⊂ {1, . . . , k} with #I = m. By induction hypothesis, we may
assume that f is zero on Sk−m+1(K× [0, c)k). We embed K× [0, c)I into K× [0, c)k
by putting ti = 0 for i /∈ I. Restricting f to its image we obtain an admissible
function on K × [0, c)I . Since we assumed f is zero on Sk−m+1(K × [0, c)k), then
f = 0 on ∂(K × [0, c)I). We define fI = f |∂(K×[0,c)I). Then fI is exponentially
small near the boundary and therefore its pull-back to K × [0, c)k is of the form
(25.4). By taking
Sk−m(K × [0, c)k) =
⋃
I⊆{1,...,k},#I=m
K × [0, c)I
into account, we can see that
f −
∑
I⊆{1,...,k},#I=m
fI
is zero on Sk−m(K× [0, c)k). The proof of the lemma is complete by induction. 
Definition 25.7. (1) Let Vi ⊂ V i × [0, 1)k (i = 1, 2) be open subsets as in
Situation 25.1 and let ϕ21 : V1 → V2 be an embedding of manifolds. We
say that ϕ21 is an admissible embedding if there exists a permutation σ :
{1, . . . , k} → {1, . . . , k} such that ϕ(y, (t1, . . . , tk)) = (y′, (t′1, . . . , t′k)) has
the following properties.
(a) The coordinates of y′ are admissible in the sense of Definition 25.3.
(b) If we put T ′i = e
1/t′i , then for each i, T ′σ(i) − Ti is admissible in the
sense of Definition 25.3 near the boundary.
(2) An admissible embedding is said to be an admissible diffeomorphism if it
is also a homeomorphism.
(3) An action of a finite group Γ on V ⊂ V × [0, 1)k is said to be an admissible
action if each element of Γ induces an admissible diffeomorphism.
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(4) An orbifold chart in the sense of Definition 23.1 (1) is said to be an admis-
sible chart if the Γ action is admissible.
Remark 25.8. (1) In the geometric context of pseudo-holomorphic curves we
took T to be the ‘length’ of the neck region in [FOOO4] and etc.. For this
choice, Definition 25.7 (1)(b) is satisfied. See Subsection 25.5.
(2) The choice of the coordinate t = 1/T used in [FOOO4] is different from
that of (25.1). See also Subsection 25.5 for this point.
Lemma 25.9. Let ϕ21 : V1 → V2 be an admissible embedding as in Definition 25.7.
(1) An admissible embedding ϕ21 induces a smooth embedding
ϕ21 : V 1 × [0, 1)k → V 2 × [0, 1)k.
(2) Denote by ϕj21 the j-th component of the [0, 1)
k factor of ϕ21. If we put
Si =
1
ti
, (25.5)
then for each compact set K ⊂ V and m ≥ 0 there exist C(m,K) > 0 and
σ(m,K) > 0 such that∥∥∥ϕσ(i)21 − ti∥∥∥
Cm,S
K
≤ C(m,K)e−σ(m,K)Si . (25.6)
Here σ(i) ∈ {1, . . . , k} and we identify V ∼= V × (1,∞]k using Si as the
coordinates of the second factor and Cm,SK stands for the C
m norm on K
with respect to the Si coordinates.
Proof. If T ′σ(i) = Ti for all i in addition, then it is easy to see that an admissible
embedding induces a smooth embedding. So it suffices to consider the case when
y′ = y and σ(i) = i. We also note that (1) follows from (2). Then by Definition
25.7 (1)(b) and (25.1) we have
t′i = (log(e
1
ti + fi(x, (t1, . . . , tk))))
−1
for some admissible function fi. The right hand side is equal to
ti
1 + ti log(1 + e−Sifi(x, (t1, . . . , tk)))
.
Statement (2) easily follows from this formula.54 
Remark 25.10. The admissible function fi above may not be zero at ti = 0.
However, log(1 + e−Sifi(x, (t1, . . . , tk))) goes to 0 in exponential order as Si →∞.
Therefore we can smoothly extend ϕ21 to a collared neighborhood. Here is the key
point that coordinate changes of Kuranishi structure can be extended smoothly to
a collared neighborhood, once we establish the exponential decay estimate (25.6)
of the coordinate changes with respect to the Si coordinates. See also Remark
25.45. On the other hand, we recall from Definition 25.3 that admissible functions
are required that their derivatives55 with respect to the Ti coordinates satisfy the
exponential decay estimate.
Next, we go to the case of orbifold with corner.
54Recall Ti = eSi . Therefore a function which decays in exponential order in Ti coordinates
also decays in exponential order in Si coordinates.
55We assume m > 0 in Definition 25.3, while we assume m ≥ 0 in (25.6).
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Definition 25.11. (1) Two admissible charts are said to be compatible as ad-
missible charts if the diffeomorphism ϕ˜ in Definition 23.1 (3) is admissible.
(2) A representative of an orbifold structure (with boundary or corner) is said
to be a representative of an admissible orbifold structure if
(a) Each member is an admissible chart.
(b) Two of them are compatible as admissible charts.
(3) In Definition 23.2, suppose {(V Xi ,ΓXi , φXi ) | i ∈ I} and {(V Yj ,ΓYj , φYj ) |
j ∈ J} are representatives of admissible orbifold structures. Then the
embedding f in Definition 23.2 (2) is said to be an admissible embedding
if f˜p;ji in Definition 23.2 (2) is an admissible embedding in the sense of
Definition 25.7 (1).
Lemma 25.12. (1) Composition of admissible embeddings is an admissible
embedding.
(2) The identity map is an admissible embedding.
(3) If an admissible embedding is a homeomorphism, the inverse is also an
admissible embedding.
The proof is obvious.
Definition 25.13. (1) We say an admissible embedding of orbifolds is an ad-
missible diffeomorphism if it is a homeomorphism in addition.
(2) We say that two representatives of admissible orbifold structures on X are
equivalent if the identity map regarded as a map between X equipped with
those two representatives of admissible orbifold structures is an admissible
diffeomorphism. This is an equivalence relation by Lemma 25.12.
(3) An equivalence class of the equivalence relation (2) is called an admissible
orbifold structure on X .
(4) An orbifold X with an admissible orbifold structure is called an admissible
orbifold.
(5) The condition for a map X → Y to be an admissible embedding does
not change if we replace representatives of admissible orbifold structures to
equivalent ones. So we can define the notion of an admissible embedding of
admissible orbifolds.
(6) If U is an open subset of an admissible orbifold X , then there exists a
unique admissible orbifold structure on U such that the inclusion U → X is
an admissible embedding. We call U with this admissible orbifold structure
an open admissible suborbifold.
Definition 25.14. (1) Let X be an admissible orbifold. An admissible orb-
ifold chart (V,Γ, φ) of underlying topological space X is an admissible orb-
ifold chart of orbifold X if the map V/Γ→ X induced by φ is an admissible
embedding of orbifolds.
(2) Hereafter when X is an admissible orbifold, an admissible orbifold chart
always means an admissible orbifold chart of orbifold in the sense of (1).
(3) In case when an admissible orbifold structure onX is given, a representative
of its admissible orbifold structure is called an admissible orbifold atlas.
(4) Two admissible orbifold charts (Vi,Γi, φi) are said to be isomorphic if there
exists a group isomorphism h : Γ1 → Γ2 and an h equivariant admissible
diffeomorphism ϕ : V1 → V2 such that φ2 ◦ ϕ = φ1. The pair (h, ϕ) is
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called an admissible isomorphism or admissible coordinate change between
two admissible orbifold charts.
The proofs of the following lemmas are obvious from definition.
Lemma 25.15. Suppose V, V1, V2 are as in Situation 25.1.
(1) A restriction of an admissible function on V to its open subset is also
admissible.
(2) Let f : V2 → R be an admissible function and ϕ21 : V21 → V1 an admissible
embedding, then the composition f ◦ ϕ21 : V1 → R is admissible.
Lemma 25.16. A subchart (in the sense of Definition 23.1 (2)) of an admissible
chart is also admissible.
Definition 25.17. Let X be an admissible orbifold. A function f : X → R is
said to be admissible if for all the orbifold charts (V,Γ, φ) of X the composition
f ◦ φ : V → R is admissible in the sense of Definition 25.3.
Lemma 25.18. Let X be an admissible orbifold and f : X → R a function.
(1) If there exists a representative {(Vi,Γi, φi) | i ∈ I} of the orbifold structure
on X such that f ◦φi : Vi → R is admissible for any i, then f is admissible.
(2) The composition of an admissible embedding and an admissible function
(resp. a function of exponential decay) is again admissible (resp. a function
of exponential decay).
This is a consequence of Lemma 25.15.
25.2. Admissible tensor. Next we discuss tensor calculus etc. on an admissible
orbifold.
Convention 25.19. Let X be an admissible orbifold and let V be as in Situation
25.1. The coordinates of V consist of those in V direction and in t direction. We
call the coordinates in t direction the normal coordinates, and the coordinates in
V direction the horizontal coordinates.
Definition-Lemma 25.20. (1) Let T be a tensor on an admissible orbifold
and T i1,...,imj1,...,jm′ be its expression by admissible local coordinates. We call it
admissible if all T i1,...,imj1,...,jm′ are admissible functions. This notion is invariant
under the admissible coordinate change defined in Definition 25.14 (4).
(2) A tensor T is called strongly admissible if the following holds.
(a) We rewrite T i1,...,imj1,...,jm′ using Ti = e1/ti in place of ti as coordinates to
obtain “T i1,...,imj1,...,jm′ . Then if i1, . . . , im and j1, . . . , jm contain the normal
coordinates, “T i1,...,imj1,...,jm′ is exponentially small near the boundary.56
(b) T is admissible.
This notion is also invariant under the admissible coordinate change.
(3) We define an admissibile differential form as a special case of an admissible
tensor.
(4) Various algebraic operations of tensors and differential forms preserve the
admissibility.
56In particular it is zero if the corresponding ti coordinate is zero.
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(5) The exterior derivative of an admissible differential form is admissible.
Moreover the exterior derivative of an admissible function is strongly ad-
missible.
(6) The Lie derivative by an admissible vector field preserves admissibility. The
bracket of admissible vector fields (resp. strongly admissible vector fieles)
is admissible (resp. strongly admissible).
(7) An admissible Riemannian metric of an admissible orbifold is a stratumwise
Riemannian metric with the following properties. (Here we consider the
corner structure stratification.)
Let V × [0, 1)k be an admissible chart. We write the [0, 1)k coordinates
as ti and put Ti = e
1/ti . Then there exists a symmetric 2-tensor g′ on
V × [0, 1)k with the following properties:
(a) g′ is strongly admissible as a 2-tensor.
(b) For A ⊆ {1, . . . , k} we put
V A = {(x, (t1, . . . , tk)) | x ∈ V , ti = 0 if i ∈ A, ti 6= 0 if i /∈ A},
which is an open subset of a stratum. We require that on V A the
stratumwise Riemannian metric is given by
g′ +
∑
i/∈A
(dTi)
2⊗. (25.7)
In particular, this condition implies that the Riemannian metric is stra-
tumwise complete. Note that we use the Ti coordinates and not the ti
coordinates in (25.7). We also note that g′ C∞-converges to the stratum-
wise metric on V as Ti →∞.
(8) Let
⋃
i∈I Ui = X be an open covering of an orbifold X . A smooth partition
of unity {χi | i ∈ I} subordinate to this covering is called an admissible
partition of unity if each χi is an admissible function.
The proof is straightforward by definition, so is omitted.
Lemma 25.21. Let V be as in Situation 25.1.
(1) Pull-back of an admissible differential form on V by an admissible embed-
ding is admissible.
(2) Pull-back of a differential form on a smooth manifold M by an admissible
map from V to M is admissible.
(3) Any locally finite covering of an admissible orbifold admits an admissible
partition of unity.
(4) An admissible Riemannian metric exists.
Proof. We can prove the lemma by modifying the standard proof of the correspond-
ing results in manifold theory in an obvious way, so omit it. 
When we apply certain operations on tensors, admissibility is mostly preserved
under the operations. In certain case if we take derivative on the normal direction,
an admissible object changes to a strongly admissible one. Since it is easy to see
when it happens, we do not provide a detailed account thereon here. We will state
that kinds of facts in case we need it.
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25.3. Admissible vector bundle. We next describe the admissible version of
Definition 23.17.
Definition 25.22. Let (X, E , π) be a pair of admissible orbifolds X and E with a
continuous map π : E → X between their underlying topological spaces. Hereafter
we write (X, E) in place of (X, E , π).
(1) An admissible orbifold chart of (X, E) is a quintuple (V,E,Γ, φ, φ̂) with the
following properties:
(a) V = (V,Γ, φ) is an admissible orbifold chart of X .
(b) E is a finite dimensional vector space equipped with a linear Γ action.
(c) (V × E,Γ, φ̂) is an admissible orbifold chart of E .
(d) The diagram below commutes set-theoretically.
V × E φ̂−−−−→ Ey yπ
V
φ−−−−→ X
(25.8)
Here the left vertical arrow is the projection to the first factor.
(2) In the situation of (1), let p ∈ V and (Vp,Γp, φ|Vp) be a subchart of (V,Γ, φ)
in the sense of Definition 23.1 (2). Then (Vp, E,Γp, φ|Vp , φ̂|Vp×E) is an
admissible orbifold chart of (X, E). We call it a subchart of (V,E,Γ, φ, φ̂).
(3) Let (Vi, Ei,Γi, φi, φ̂i) (i = 1, 2) be admissible orbifold charts of (X, E). We
say that they are compatible as admissible charts if the following holds for
each p1 ∈ V1 and p2 ∈ V2 with φ1(p1) = φ2(p2).
(a) There exists an isomorphism (h, ϕ) : (V1,Γ1, φ1) → (V2,Γ2, φ2) of
admissible orbifold charts of X .
(b) There exists an isomorphism (h, ϕ̂) : (V1×E1,Γ1, φ̂1)→ (V2×E2,Γ2, φ̂2)
of admissible orbifold charts of E .
(c) For each y ∈ V1 the map E1 → E2 given by ξ → πE2ϕ̂(y, ξ) is a linear
isomorphism. Here πE2 : V2 × E2 → E2 is the projection.
(d) Each component of the map V1 ×E1 → E2 that is a composition of ϕ̂
and the projection V2 × E2 → E2 is an admissible function.
(4) A representative of an admissible vector bundle structure on (X, E) is a set
of admissible orbifold charts {(Vi, Ei,Γi, φi, φ̂i) | i ∈ I} such that any two
of the charts are compatible in the sense of (3) above and⋃
i∈I
φi(Vi) = X,
⋃
i∈I
φ̂i(Vi × Ei) = E ,
are locally finite open coverings.
Definition 25.23. Let (X∗, E∗) (∗ = a, b) have representatives of vector bundle
structures {(V ∗i , E∗i ,Γ∗i , φ∗i , φ̂∗i ) | i ∈ I∗}, respectively. A pair of admissible orbifold
embeddings (f, f̂), f : Xa → Xb, f̂ : Ea → Eb is said to be an admissible embedding
of admissible vector bundles if the following holds.
(1) Let p ∈ V ai , q ∈ V bj with f(φai (p)) = φbj(q). Then there exist admissible
open subcharts (V ai,p ×Eai,p,Γai,p, φ̂ai,p) and (V bj,q ×Ebj,q,Γbj,qφ̂bj,q) and a local
representative (hp;ji, fp;ji, f̂p;ji) of the embeddings f and f̂ such that the
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following holds. For each y ∈ V ai the map ξ 7→ π2(f̂p;ji(y, ξ)), Ea1 → Eb2 is
a linear embedding.
(2) Each component of the map π2 ◦ f̂p;ji : V a1 × Ea1 → Eb2 is admissible.
(3) The diagram below commutes set-theoretically.
Ea f̂−−−−→ Eb
π
y yπ
Xa
f−−−−→ Xb
(25.9)
Two orbifold embeddings are said to be equal if they coincide set-theoretically as
pairs of maps.
Lemma 25.24. (1) The composition of admissible embeddings of vector bun-
dles is an admissible embedding.
(2) The pair of identity maps (id,“id) is an admissible embedding.
(3) If an admissible embedding of vector bundles is a pair of homeomorphisms,
then the pair of their inverses is also an admissible embedding.
The proof is obvious.
Definition 25.25. Let (X, E) be as in Definition 23.17.
(1) An admissible embedding of vector bundles is said to be an isomorphism if
it is a pair of admissible diffeomorphisms of admissible orbifolds.
(2) We say that two representatives of an admissible vector bundle structure
on (X, E) are equivalent if the pair of identity maps regarded as a map
between (X, E) equipped with those two representatives of vector bundle
structures is an admissible embedding. This is an equivalence relation by
Lemma 25.24.
(3) An equivalence class of the equivalence relation (1) is called an admissible
vector bundle structure on (X, E).
(4) A pair (X, E) together with its admissible vector bundle structure is called
an admissible vector bundle on X . We call E the total space, X the base
space, and π : E → X the projection.
(5) The condition for (f, f̂) : (Xa, Ea) → (Xb, Eb) to be an admissible em-
bedding does not change if we replace representatives of admissible vector
bundle structures to equivalent ones. So we can define the notion of an
admissible embedding of vector bundles.
(6) We say (f, f̂) is an admissible embedding over the admissible orbifold em-
bedding f .
Definition 25.26. (1) Let (X, E) be an admissible vector bundle. We call
an admissible orbifold chart (V,E,Γ, φ, φ̂) in the sense of Definition 25.22
(1) of underlying pair of topological spaces (X, E) an admissible orbifold
chart of an admissible vector bundle (X, E) if the pair of maps (φ, φ̂) :
(V/Γ, (V ×E)/Γ)→ (X, E) induced from (φ, φ̂) is an admissible embedding
of admissible vector bundles.
(2) If (V,E,Γ, φ, φ̂) is an admissible orbifold chart of an admissible vector bun-
dle, we call a pair (E, φ̂) a trivialization of our admissible vector bundle on
V/Γ.
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(3) Hereafter when (X, E) is an admissible vector bundle, its ‘admissible orb-
ifold chart’ always means an admissible orbifold chart of an admissible
vector bundle in the sense of (1).
(4) In case when an admissible vector bundle structure on (X, E) is given, a rep-
resentative of this admissible vector bundle structure is called an admissible
orbifold atlas of (X, E).
(5) Two admissible orbifold charts (Vi, Ei,Γi, φi, φ̂i) of an admissible vector
bundle are said to be isomorphic if there exist an isomorphism (h, ϕ˜)
of admissible orbifold charts (V1,Γ1, φ1) → (V2,Γ2, φ2) and an admissi-
ble isomorphism (h, ˜ˆϕ) of admissible orbifold charts (V1 × E1,Γ1, φ̂1) →
(V2 ×E2,Γ2, φ̂2) such that they induce an admissible embedding of admis-
sible vector bundles (ϕ, ϕˆ) : (V1/Γ1, (V1×E1)/Γ1)→ (V2/Γ2, (V2×E2)/Γ2).
The triple (h, ϕ˜, ˜ˆϕ) is called an admissible isomorphism or admissible coor-
dinate change between admissible orbifold charts of the admissible vector
bundle.
Once we have established these basic notions related to admissible vector bundles
as above, the next lemma obviously holds.
Lemma 25.27. The tangent bundle of an admissible orbifold has a canonical struc-
ture of admissible vector bundle.
Taking Whitney sum, tensor product, dual, exterior power, quotient of admissible
vector bundles preserve admissibility.
Lemma-Definition 25.28. If (Xb, Eb) is an admissible vector bundle and f :
Xa → Xb is an admissible embedding, then the pull-back f∗Eb has a unique struc-
ture of admissible vector bundle such that the embedding of vector bundles (f, f̂) :
(Xa, f∗Eb)→ (Xb, Eb) becomes an admissible embedding.
We call f∗Eb equipped with this admissible vector bundle structure the pull-back
in the sense of admissible vector bundles.
The proof is straightforward, so is omitted. The following lemmas are also
straightforward consequences from definitions.
Lemma 25.29. A covering space X˜ of an admissible orbifold X has a canonical
structure of an admissible orbifold such that admissible functions of X are pulled
back to admissible functions.
Lemma 25.30. The normalized boundary or corner of an admissible orbifold is
admissible. The covering maps in Lemma 24.15 or Proposition 24.16 are admissi-
ble.
Definition 25.31. An admissible section of an admissible vector bundle (X, E) is
an admissible embedding of orbifolds s : X → E such that the composition of s and
the projection is the identity map set-theoretically.
The next lemma obviously follows from definition.
Lemma 25.32. An admissible tensor of an admissible orbifold is regarded as an
admissible section of an appropriate tensor product bundle of the tangent bundle or
its dual.
Definition-Lemma 25.33. A connection ∇ on an admissible vector bundle (X, E)
is called strongly admissible if for an admissible orbifold chart (V,E,Γ, φ, φ̂) of
254 KENJI FUKAYA, YONG-GEUN OH, HIROSHI OHTA, KAORU ONO
(X, E) with V ⊂ V × [0, 1)k as in Situation 25.1, it is locally expressed by a 1-form∑v
α=1A
a
b,αdxα +
∑k
i=1A
a
b,v+idTi satisfying the following: (Here x1, . . . , xv are the
local coordinates of V and Aab,∗ is the (a, b)-component of a matrix (A
a
b,∗) defined
by an endmorphism of E, and Ti = e
1/ti (i = 1, . . . , k).)
(1) the function Aab,α is admissible, and
(2) the function Aab,v+i is exponentially small near the boundary.
This notion is independent of the choices of the admissible orbifold charts of (X, E)
up to admissible coordinate changes in the sense of Definition 25.26 (5). (Note
that the exterior derivative of an admissible function is strongly admissible by
Definition-Lemma 25.20 (5).)
The next lemma is used in the proof of Lemma 25.39.
Lemma 25.34. The Levi-Civita connection of an admissible Riemannian metric is
strongly admissible. Moreover, the Christoffel symbol Γkij of the Levi-Civita connec-
tion enjoys the following property: If i, j, k contain the horizontal coordinates (see
Convention 25.19), Γkij is admissible, and if i, j, k contain the normal coordinates,
Γkij is exponentially small near the boundary (under the coordinates T∗ = e
1/t∗).
The next is an analog of Proposition 23.35 in admissible vector bundles.
Proposition 25.35. Let E be an admissible vector bundle on X × [0, 1], where X
is an admissible orbifold. We identify X×{0}, X×{1} with X in an obvious way.
Then there exists an isomorphism of admissible vector bundles
I : E|X×{0} ∼= E|X×{1}.
Suppose in addition that we are given a compact set K ⊂ X, its neighborhood V
and an isomorphism
I0 : E|V×[0,1] ∼= E|V×{0} × [0, 1].
Then we may choose I so that it coincides with the isomorphism induced by I0 on
K. If K is a submanifold, we may take K = V .
Proof. Using an admissible connection defined in Definition-Lemma 25.33, we can
define a parallel transform for admissible vector bundles. Then the proof goes in
a way similar to that of Proposition 23.35. See also the proof of Lemma 25.41
below. 
In this way, we can translate various stories for manifolds to the admissible realm.
Especially we can define the notion of admissibility of Kuranishi structure. In fact,
the whole story works just by adding the word admissible to various constructions.
Definition 25.36. A Kuranishi structure
Û = ({Up = (Up, Ep, ψp, sp)} , {Φpq = (Upq, ϕpq , ϕ̂pq)})
is admissible if
• Up is an admissible orbifold in the sense of Definition 25.13.
• Ep is an admissible vector bundle in the sense of Definition 25.25.
• sp is an admissible section of Ep in the sense of Definition 25.31.
• Upq is an open admissible suborbifold of Uq in the sense of Definition 25.13.
• (ϕpq , ϕ̂pq) is an admissible embedding of admissible vector bundles in the
sense of Definition 25.25.
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25.4. Admissibility of bundle extension data. In [Part I, Subsections 12.2 and
13.3] we used a pair of the projection of the normal bundle and an isomorphism of
bundles, which we called a bundle extension data. In this subsection we introduce
the corresponding notion in the admissible category and prove its existence.
Definition 25.37. In [Part I, Situation 12.21], we assume that Kuranishi charts
Ui = (Ui, Ei, ψi, si) (i = 1, 2) are admissible and the embedding Φ21 : U1 → U2 is
admissible. Then we say the bundle extension data (π12, ϕ˜21,Ω12) associated with
Φ21 defined as in Definition 20.3 is an admissible bundle extension data if both of
π12 : Ω12 → U1 and ϕ˜21 : π∗12E1 → E2 are admissible.
Proposition 25.38. An admissible bundle extension data exists.
Proof. We first construct a tubular neighborhood in the admissible category.
Let f : X → Y be an admissible embedding of admissible orbifolds. Its normal
bundle NXY is defined and is an admissible vector bundle over X . We take an
admissible Riemannian metric on Y . We will use it to define an exponential map
Exp : BNXY → Y
that is a map from the neighborhood of the zero section of the total space of the
normal bundle NXY to Y .
Lemma 25.39. The exponential map Exp is an admissible diffeomorphism between
admissible orbifolds.
Proof. Let Y be an admissible suborbifold. Using local coordinates we can represent
them as follows. Let p ∈ X ⊂ Y and VX,p = (VX,p,ΓX,p, φX,p) (resp. VY,p =
(VY,p,ΓY,p, φY,p)) be an orbifold chart of X (resp. Y ) at p. We may take VX,p =
V X,p × [0, 1)k and VY,p = V Y,p × [0, 1)k. Here V X,p, V Y,p are open subsets of
Euclidean space.
We change the coordinates from (t1, . . . , tk) ∈ [0, 1)k to (T1, . . . , Tk) ∈ (1,∞] by
Ti = e
1/ti .
Then the embedding X → Y in the coordinates is given by
ϕ : V X,p × (0,∞]k → V Y,p × (0,∞]k
such that
ϕ(y, (T1, . . . , Tk)) =
(
ϕ0(y, (T1, . . . , Tk)), (Ti + ϕi(y, (T1, . . . , Tk))
k
i=1)
)
,
where ϕ0, ϕi are admissible. Therefore the normal bundle has an orthonormal
frame of the form
ea = (ea0 , (e
a
1 , . . . , e
a
k)), (25.10)
where ea0 is admissible and e
a
i are exponentially small at the boundary. (We also
note that we use an admissible Riemannian metric of the form (25.7).)
Now let ℓ(s) be a geodesic of Y such that ℓ(0) ∈ ϕ(X) and
·
ℓ(0) =
dimX−dimY∑
a=1
cae
a.
Let us write down the equation that ℓ is a geodesic by local coordinates. We use
Greek letters for the indices of the horizontal coordinates and h, i, j for the indices
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of the normal coordinates in the sense of Convention 25.19. (Recall that we use
Ti = e
1/ti for the normal coordinates.) Then the equation of the geodesic is:
d2ℓα
ds2
+
∑
i,j
Γαij
dℓi
ds
dℓj
ds
+
∑
i,β
Γαiβ
dℓi
ds
dℓβ
ds
+
∑
β,γ
Γαβγ
dℓβ
ds
dℓγ
ds
= 0,
d2ℓh
ds2
+
∑
i,j
Γhij
dℓi
ds
dℓj
ds
+
∑
i,β
Γhiβ
dℓi
ds
dℓβ
ds
+
∑
β,γ
Γhβγ
dℓβ
ds
dℓγ
ds
= 0.
(25.11)
Since
·
ℓ(0) ⊥ Tϕ(X), the functions dℓαds (0) are admissible and dℓhds (0) are exponen-
tially small. We also note that the Christoffel symbols Γ∗∗∗ are admissible and Γ
∗
i∗,
Γh∗∗ are exponentially small. (See Lemma 25.34.) Therefore the equation (25.11)
implies that the map which associates ℓ(s) to the initial value (ℓ(0), (c1, . . . , ca)) is
admissible. The proof of Lemma 25.39 is complete. 
Remark 25.40. The above proof shows that the geodesic s 7→ ℓ(s) such that
ℓ(0) ∈ ϕ(X) and
·
ℓ(0) ⊥ Tϕ(X), ‖
·
ℓ(0)‖ = 1 is defined on s ∈ [−S, S], where S is
independent of the initial condition
·
ℓ(0) and ℓ(0).
In the situation of Lemma 25.39 let E be an admissible vector bundle on X . Its
pull-back f∗E is an admissible vector bundle on Y . We identity a neighborhood
of f(X) in Y with an open subset BNXY of NXY that is a neighborhood of the
origin. The pull-back π∗f∗E is an admissible vector bundle. We define a map
f˜ : π∗f∗E → E
as follows. We describe the construction of f˜ for the case when X,Y are manifolds.
For the case of orbifolds we construct the map locally in a way equivariant under
the action of the isotropy group. Then we can globalize the construction using the
invariance under the coordinate change.
Let p ∈ BNXY . The fiber π∗f∗Ep is identified with Ef(p). We assume that
our neighborhood BNXY of X is sufficiently small. Then there exists a unique
geodesic joining p = f(q) and q. Taking an admissible connection on E , we use the
parallel transport along this geodesic to send elements of Ef(p) to Ep. Thus we have
obtained the map f˜ : π∗f∗E → E .
Lemma 25.41. The map f˜ is an admissible isomorphism of admissible vector
bundles.
Proof. Let ℓ(s) be the geodesic joining p to q. Note ℓ(0) ∈ ϕ(X) and
·
ℓ(0) ⊥ Tϕ(X).
Let ξ(s) ∈ Eℓ(s) is a parallel section along ℓ. We take an admissible orbifold chart
of (X, E) and write ξa be the expression of ξ. We use the letter a, b for the indices
of ξ. The equation that ξ(s) is parallel is written as
dξa
ds
+
∑
b,i
Aab,i
dℓi
ds
ξb +
∑
b,α
Aab,α
dℓα
ds
ξb = 0.
Here A∗∗∗ is an admissible connection on our admissible vector bundle. Note that
Aab,i and
dℓi
ds are exponentially small near the boundary and A
a
b,α,
dℓα
ds are admissible.
Therefore the map which associates ξa(s) to ξa(0) is admissible. 
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We put π = pr ◦ Exp−1 : Y → X , where Exp is as in Lemma 25.39 and pr :
BNXY → X is the projection of the normal bundle. The pair (π, f˜) where f˜ is as
in Lemma 25.41 is an admissible bundle extension data. 
Proposition 25.42. In the situation of [Part I, Proposition 13.9] we assume that
(ÊU ,K) is admissible. Then there exists a system of bundle extension data of ( ÊU ,K)
consisting of admissible bundle extension data.
Proof. The proof is the same as that of [Part I, Proposition 13.9], using Proposition
25.38. In the course of the proof we need to extend the given admissible extension
data without changing it at the compact set where the bundle extension data is
already defined. (See the last part of the proof of [Part I, Lemma 13.10].) We
can do the procedure in the admissible category using an admissible partition of
unity. 
25.5. Admissibility of the moduli spaces of pseudo-holomorphic curves.
In [FOOO17, Theorem 6.4, Proposition 8.27, Proposition 8.32] (see also [FOOO15,
Proposition 16.11]), we proved the exponential decay of the coordinate change. It
implies ∥∥∥∥ ∂∂T ′e (T ′e − Te)
∥∥∥∥ ≤ Ce−δT ′e . (25.12)
Here Te is the coordinate corresponding to a singular point which is resolved and T
′
e
is the coordinate corresponding to the same singular point after coordinate change.
In this subsection, we axiomatize the properties of the coordinate change proved
in [FOOO15] [FOOO17] under an abstract setting described in Situation 25.43.
Then we can directly see that the results proved in [FOOO15] [FOOO17] actually
imply that the Kuranishi structure of the moduli space of pseudo-holomorphic
curves is admissible in the sense of Definition 25.36. This is tautological, but such
an axiomatization will be useful when we prove admissibility of coordinate change
of a Kuranishi structure constructed in other situation.
Situation 25.43. We consider open subsets V1 ⊂ V 1 × (0,∞]k and V2 ⊂ V 2 ×
(0,∞]k, where V i are open subsets of Rni . Let ϕ : V1 → V2 be an embedding of
topological spaces such that the following holds: We consider the stratification of
Vi such that SmVi consists of the points where at least m of the coordinates of the
(0,∞]k factor are ∞. We put
◦
SmVi = SmVi \ Sm+1Vi. We assume the following:
(1) ϕ(p) ∈ SmV2 if and only if p ∈ SmV1.
(2) The restriction of ϕ to
◦
SmV1 is a smooth embedding
◦
SmV1 →
◦
SmV2.
(3) We write
ϕ(x;T1, . . . , Tk) = (ϕ(x;T1, . . . , Tk);T
′
1(x;T1, . . . , Tk), . . . , T
′
k(x;T1, . . . , Tk)).
Then the following holds:
(a) ∥∥∥∥ ∂ϕ∂Ti
∥∥∥∥
Ck
≤ Cke−ckTi .
Here Ck, ck are positive numbers depending on k and ϕ, and ‖ · ‖Ck is
the Ck norm with respect to all of x, Ti.
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(b) ∥∥∥∥∥∂T ′j∂Ti − δij
∥∥∥∥∥
Ck
≤ Cke−ckTi . (25.13)
Here Ck, ck, ‖ · ‖Ck are the same as above and δij = 0 if i 6= j and
δii = 1.
We assume the above inequality (a)(b) stratumwise. Namely in case when
certain coordinate Ti is∞, we require the inequality only for Tj derivatives
which are not ∞. 
Lemma 25.44. In Situation 25.43 the coordinate change ϕ is admissible in the
sense of Definition 25.7.
Proof. This is immediate from the definition. 
We can use this lemma to obtain an admissible coordinate in the geometric
situation appearing in the moduli space of pseudo-holomorphic curves.
Remark 25.45. As we explained in [FOOO4, Remark A1.63], the coordinate ap-
pearing in algebraic geometry is e−cTe which decays faster than 1/Te. On the other
hand, 1/Te is the coordinate used in [FOOO7] [FOOO15] etc. Here the coordinate
change is smooth with respect to this coordinate 1/Te. In this article we take an
even more slower coordinate 1/ logTe than 1/Te (see (25.1)) so that the coordinate
change is admissible.
When we use the coordinate se = 1/Te in place of 1/ logTe, Lemma 25.9 (1)
still holds while Lemma 25.9 (2) does not. In fact, f(x, T ) = 1 is an admissible
coordinate and so
T ′ = T + 1 (25.14)
is an admissible coordinate change. Then putting s′ = 1/T ′ and s = 1/T , we
have s′ = 11+1/s =
s
s+1 . Hence
d2s′
ds2 (0) = −2 6= 0. As we mentioned in Remark
25.10, Lemma 25.9 (2) is necessary to extend the coordinate change to the collared
neighborhood. Indeed, in Section 17 of this article we extended the coordinate
change from V × [0, 1) to V × (−1, 1) by taking the (−1, 1) component to be the
identity map on (−1, 0). Lemma 25.9 (2) implies that this extended coordinate
change is smooth at t = 1/ logT = 0.
On the other hand, in [FOOO4] we used the fact that the coordinate change is
smooth in the coordinate s = 1/T . However, we note that we did not need Lemma
25.9 (2) in [FOOO4] because we did not use the collared Kuranishi neighborhood
and did not need to extend the coordinate change.
The fact that the extended coordinate change is smooth will be used when we
make Kuranishi structures on the moduli spaces of pseudo-holomorphic curves com-
patible with the forgetful map of marked points, by adopting the framework of col-
lared Kuranishi structure developed in Section 17. We will discuss this point in
detail in the forthcoming paper [FOOO18].
Remark 25.46. In the geometric situation, the coordinate change where T ′ −
T is positive at T = ∞ actually occurs. So the coordinate change of the form
(25.14) should be considered. In fact, the parameter T corresponds to the ‘length
of the neck’ region. Namely if the neck of the source curve is [0, 1] × [−5T, 5T ],
the corresponding element in the (thickened) moduli space has the coordinate T .
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However the value of T depends on the choice of the coordinate at the nodes.
Actually when nodes have coordinates z and w, we identify zw = −r and
r = e10πT .
See [FOOO17, Section 8] right above Figure 12. If we take a different choice of z,
say z′ = ez, then r becomes r′ = er. So T ′ = T + 1.
Remark 25.47. (1) In [FOOO17, Section 8] it is also proved that the coordinate
change of the obstruction bundle is admissible and the Kuranishi map is also admis-
sible. (The former is a consequence of [FOOO17, Proposition 8.19] and the latter
is proved in the course of the proof of [FOOO17, Proposition 8.31].) Therefore it
turns out to be that the Kuranishi structure we constructed on the moduli space
of pseudo-holomorphic curves is admissible in the sense of Definition 25.36.
(2) The argument of [FOOO17, Section 8] quoted above is the cases of the
Kuranishi chart of a stable map ((Σ, ~z), u) when the marked source curve (Σ, ~z) is
stable. There are cases when the pair of a marked source curve (Σ, ~z) and a map
u : Σ→ X is stable but (Σ, ~z) is not stable. We can also prove admissibility of the
Kuranishi chart in such cases. See [FOOO15, Part 4 especially Section 21].
Remark 25.48. There are different kind of boundaries or corners appearing in
applications. For example, to prove independence of the filtered A∞ structure
associated to a Lagrangian submanifold under the change of compatible almost
complex structures chosen in the course of the construction, we take a one parameter
family of almost complex structures {Js} joining two almost complex structures
J0 and J1 which we choose for the construction. Then we consider the union of
moduli spaces of pseudo-holomorphic discs bounding our Lagrangian submanifold
with respect to the almost complex structures Js for s ∈ [0, 1]. In this case the part
s = 0, 1 becomes a boundary. To prove that our Kuranishi structure is admissible
at this boundary, we choose our family {Js} so that Js = J0 (resp. Js = J1) for
s ∈ [0, ǫ] (resp. for s ∈ [1− ǫ, 1]). Then the boundary corresponding to s = 0, 1 has
a canonical collar. Therefore admissibility is obviously satisfied for this collar.
We can study the case when we consider a homotopy of Hamiltonians or ho-
motopy of homotopies of almost complex structures (or Hamiltonians) in the same
way. The study of such boundaries is much easier than that of the boundary cor-
responding to the boundary node.
26. Stratified submersion to a manifold with corners.
In [Part I, Definition 3.39] we defined the notions of strongly smooth map and
weekly submersive map from a K-space to a manifold without boundary or corners.
In this section we give the corresponding definitions for the case when the target
manifold P has boundary or corner. In Sections 16 and 19, we used them to define
and study homotopy and/or higher homotopy of morphisms of linear K-systems.
In Sections 21 and 22, we also used them to define and study pseudo-isotopy of
filtered A∞ structure associated to a Lagrangian submanifold.
Let P be a manifold with corners (cornered manifold). For p ∈ P we take a
coordinate (Vp, φp) such that Vp = V p× [0, 1)k where V p is an open set of RdimP−k
and φp : Vp → P is a parametrization. Here p ∈
◦
Sk(P ) and p = φ(yp, (0, . . . , 0)).
In this section we take the coordinate of P in this form.
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Let X be an orbifold with corners (cornered orbifold), and f : X → P a contin-
uous map.
Definition 26.1. Under the situation above, we say f : X → P is a corner
stratified smooth map if for each q ∈ X and p = f(q) we can choose coordinates
Vq = (Vq,Γq, φq) and Vp = (Vp, φp) respectively with the following properties.
(Note that since P is a smooth manifold, Γp = {id}.)
(1) Vp = V p × [0, 1)k is as above and Vq = V q × [0, 1)ℓ+k. Here p ∈
◦
Sk(P ),
q ∈
◦
Sk+ℓ(X) and q = φ(yq, (0, . . . , 0)).
(2) There exists a map fq : Vq → Vp of the form
fq(y; (s1, . . . , sℓ, t1, . . . , tk)) = (fq(y; (s1, . . . , sℓ, t1, . . . , tk)), (t1, . . . , tk))
such that f q : Vq → V p is admissible.
(3) The following diagram commutes.
Vq
φq−−−−→ X
fp
y yf
Vp
φp−−−−→ P
(26.1)
See Figure 26. In the case X,P are admissible, we require Vp, Vq are admissible
charts.
t
s
p
q t
Vq
Vp
V p = V q = point
k = = 1
Figure 26. Figure of Definition 26.1
Remark 26.2. Throughout this section, we can work either in the category of
smooth manifold (or orbifold) with corners, or in the admissible category. We do
not mention about admissibility from now on in this section.
Definition 26.3. In the situation of Definition 26.1, we say f : X → P is a corner
stratified submersion if fq : Vq → V p is a submersion for any q ∈ X .
Lemma 26.4. Let X1, X2 be cornered orbifolds and let P1, P2, P be cornered man-
ifolds, and R a smooth manifold without boundary.
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(1) Let fi : Xi → P × R be smooth maps. Suppose f1 is a corner stratified
submersion. Then the fiber product X1 ×P×R X2 carries a structure of
cornered orbifold. In addition, if πP ◦f2 : X2 → P is also a corner stratified
submersion, then the map X1 ×P X2 → P induced from f1 and f2 in an
obvious way is a corner stratified submersion.
(2) Let fi : Xi → Pi × R be smooth maps. Suppose f1 is a corner stratified
submersion. Then the fiber product X1×RX2 carries a structure of cornered
orbifold. In addition, if πP2 ◦ f2 : X2 → P2 is also a corner stratified
submersion, then the map X1 ×RX2 → P1 × P2 induced from f1 and f2 in
an obvious way is a corner stratified submersion.
The proof is obvious.
Lemma 26.5. Let f : X → P be a corner stratified smooth map from a cornered
orbifold to a cornered manifold. Let Ŝk(P ) be the normalized corner of P and
π : Ŝk(P )→ Sk(P ) ⊂ P the projection.
(1) The fiber product Ŝk(P ) ×P X as topological space carries a structure of
cornered orbifold. The projection Ŝk(P )×PX → Ŝk(P ) is a corner stratified
smooth map.
(2) The projection Ŝk(P ) ×P X → Ŝk(P ) is a corner stratified submersion if
f : X → P is a corner stratified submersion.
(3) The map Ŝℓ(Ŝk(P ))×P X → Ŝℓ+k(P )×P X is a (k+ ℓ)!/k!ℓ! fold covering
map.
The proof is again obvious.
Now it is straightforward to generalize the story for an orbifold X to the case
when X is a K-space.
Definition 26.6. Let (X, Û) be a K-space and P a manifold with corner.
(1) A strongly continuous map f̂ : (X, Û)→ P is said to be a corner stratified
smooth map if fp : Up → P is a corner stratified smooth map for any p ∈ X .
(2) A corner stratified smooth map f̂ : (X, Û) → P is said to be a corner
stratified weak submersion if fp : Up → P is a corner stratified submersion
for any p ∈ X .
(3) Let “S be a CF-perturbation of X . We say that a corner stratified smooth
map f̂ : (X, Û) → P is a corner stratified strong submersion with respect
to “S if the following holds. Let p ∈ X and (Up, Ep, ψp, sp) be a Kuranishi
chart at p ∈ X . Let (Vr,Γr, φr) be an orbifold chart of Up at some point
and (Wr, ωr, s
ǫ
r) be a representative of
“S in this orbifold chart. Then
f ◦ ψp ◦ φr ◦ pr : (sǫr)−1(0)→ P
is a corner stratified submersion. Here pr : Vr ×Wr → Vr is the projection.
We can define a corner stratified smooth map and a corner stratified weak submer-
sion from a space equipped with a good coordinate system in the same way.
Lemma-Definition 26.7. Let P be a cornered manifold and R a manifold with
boundary. Let f̂ : (X, Û) → P × R be a corner stratified strong submersion with
respect to “S. Then for any differential form h on (X, Û) and for each sufficiently
small ǫ > 0, we can define the push out
f̂ !(h;“Sǫ)
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which is a smooth differential form on P×R, in the same way as in [Part I, Theorem
9.14] using a good coordinate system compatible with the given Kuranishi structure.
It is independent of the choice of the compatible good coordinate system if ǫ > 0 is
sufficiently small.
The proof is the same as that of [Part I, Theorem 9.14] and so is omitted.
Lemma 26.8. For each i = 1, 2 let (Xi, “Ui) be a K-space and f̂i : (Xi, “Ui)→ P ×R
a corner stratified smooth map, where P is a cornered manifold and R is a manifold
without boundary. We assume that f̂1 is a corner stratified weak submersion and
π ◦ f̂2 : (X2, Û2)→ P is a corner stratified weak submersion.
(1) The fiber product X1 ×P×R X2 carries a Kuranishi structure and the map
X1 ×P×R X2 → P induced from f̂1 and f̂2 in an obvious way is a corner
stratified weak submersion.
(2) Let Ŝi be a CF-perturbation of (Xi, “Ui). We assume that f̂1 is a corner
stratified strong submersion with respect to ”S1 and πP ◦ f̂2 : (X2, Û2) →
P is a corner stratified strong submersion with respect to ”S2. Then we
can define the fiber product ”S1 ×P×R”S2 of CF-perturbations. The map
X1 ×P×R X2 → P is a corner stratified strong submersion with respect to”S1 ×P×R”S2.
Proof. This follows from Lemma 26.4 (1). 
There is a slightly different situation we take the fiber product as follows:
Lemma 26.9. For each i = 1, 2 let (Xi, “Ui) be a K-space and f̂i : (Xi, “Ui)→ R×Pi
a corner stratified smooth map, where Pi is a cornered manifold and R is a manifold
without boundary. We assume that f̂1 is a corner stratified weak submersion and
πP2 ◦ f̂2 is a corner stratified weak submersion.
(1) The fiber product X1 ×R X2 carries a Kuranishi structure and the map
X1×RX2 → P1×P2 induced from f̂1 and f̂2 in an obvious way is a corner
stratified weak submersion.
(2) Let Ŝi be a CF-perturbation of (Xi, “Ui). We assume that f̂i is a corner
stratified strong submersion with respect to Ŝi. Then we can define the
fiber product”S1×R”S2 of CF-perturbations. The map X1×RX2 → P1×P2
is a corner stratified strong submersion with respect to ”S1 ×R”S2.
Proof. This follows from Lemma 26.4 (2). 
Next we discuss Stokes’ formula and the composition formula under the corre-
spondence.
Definition 26.10. Let f̂ : (X, Û)→ P be a corner stratified weak submersion. We
divide the boundary of X into two components:
∂Cv (X, Û) = f̂−1(∂P ) (26.2)
and
∂Ch(X, Û) = ∂(X, Û) \ ∂Cv (X, Û). (26.3)
We call (26.2) the vertical boundary and (26.3) the horizontal boundary. See Figure
27. They are induced by the decomposition of the boundary satisfying (18.9) in
Situation 18.4.
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(X,U)
P∂P ∂P
∂Cv (X,U)
∂Ch(X,U)
f
Figure 27. vertical/horizontal boundary
Lemma 26.11. In the situation of Definition 26.10, the restriction of f̂ to the hori-
zontal boundary induces a corner stratified weak submersion f̂ |
∂
Ch
(X,Û)
: ∂Ch(X, Û)→
P . If f̂ is a corner stratified strong submersion with respect to a CF-perturbation “S,
then the restriction f̂ |
∂
Ch
(X,Û)
is a corner stratified strong submersion with respect
to “S|
∂
Ch
(X,Û)
.
The proof is obvious.
Theorem 26.12. In the situation of Lemma 26.11, let h be a differential form on
(X, Û). Then for each sufficiently small ǫ > 0 we have
df̂ !(h;“Sǫ) = f̂ !(dh;“Sǫ) + f̂ !(h|
∂
Ch
(X,Û)
;“Sǫ|
∂
Ch
(X,Û)
). (26.4)
Proof. Since both hand sides are smooth forms, it suffices to prove the formula
pointwise on IntP . Let p ∈ IntP and take a compact set K ⊂ IntP containing an
open neighborhood of p. Using a partition of unity, we may assume without loss
of generality that h is supported in f̂−1(K). Then we can apply [Part I, Theorem
9.26] to X \ ∂Cv (X, Û) to prove the equality (26.4) at p. 
Definition 26.13. Let P be a manifold with corner and let Ms,Mt be manifolds
without boundary.
(1) A P -parametrized smooth correspondence is a system
X =
Ä
(X, Û), f̂s, f̂t, πs,P , πt,P
ä
where (X, Û) is a K-space and f̂s : (X, Û) → P ×Ms and f̂t : (X, Û) →
P ×Mt are strongly smooth maps. We assume that f̂t is a corner stratified
weak submersion and satisfies
πs,P ◦ f̂s = πt,P ◦ f̂t. (26.5)
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Here πs,P and πt,P are the projections to the P factor.
(2) A P -parametrized perturbed smooth correspondence is (X,“S) where X =
((X, Û), f̂s, f̂t) is a P -parametrized smooth correspondence and “Sǫ is a CF-
perturbation of (X, Û) such that f̂t is a corner stratified strong submersion
with respect to “S.
(3) Let (X,“S) (X = ((X, Û), f̂s, f̂t, πs,P , πt,P )) be a P -parametrized perturbed
smooth correspondence. The restrictions of f̂s, f̂t, “S to the horizontal
boundary ∂Ch(X, Û) define a P -parametrized perturbed smooth correspon-
dence. We call it the boundary of (X,“S) and denote it by ∂(X,“S).
Definition 26.14. A P parametrized perturbed smooth correspondence (X,“S)
from Ms to Mt induces a map
Corr
(X,Ŝǫ)
: Ωk(P ×Ms)→ Ωk+ℓ(P ×Mt)
by
Corr
(X,Ŝǫ)
(h) = f̂t!(f̂
∗
s h;
“Sǫ) (26.6)
for each sufficiently small ǫ > 0.
Lemma 26.15. Suppose we are in the situation of Definition 26.14. If ρ is a
differential form on P , then for each sufficiently small ǫ > 0 we have
Corr
(X,Ŝǫ)
(ρ ∧ h) = ±ρ ∧ Corr
(X,Ŝǫ)
(h).
Proof. This is a consequence of (26.5). 
Theorem 26.12 immediately implies the following.
Proposition 26.16. For each sufficiently small ǫ > 0 we have
d ◦ Corr
(X,Ŝǫ)
= Corr
(X,Ŝǫ)
◦ d = Corr
∂(X,Ŝǫ)
.
Next we discuss the composition formula.
Definition-Lemma 26.17. Let M1,M2,M3 be smooth manifolds and P, P1, P2
manifolds with corner.
(1) Let Xii+1 = (Xii+1, Ûii+1, f̂ii+1;i, f̂ii+1;i+1) be P -parametrized smooth cor-
respondences from Mi to Mi+1 for i = 1, 2.
(a) The composition X13 = X23 ◦ X12 isÄ
(X12, Û12)×P×M2 (X23, Û23), f̂12;1 ◦ π, f̂12,2 ◦ π
ä
,
which is a P -parametrized smooth correspondence from M1 to M3.
(b) In addition, if (Xii+1,“Sii+1) is a P -parametrized perturbed smooth
correspondence, then together with “S23 = “S12 ×P×M2 “S23, the com-
position X13 = X23 ◦ X12 defines a P -parametrized perturbed smooth
correspondence from M1 to M3. We say (X13,“S13) is the composition
of (X12,“S12) and (X23,“S23).
(2) Let Ξii+1 = (Xii+1, Ûii+1) be Pi-parametrized smooth correspondences
from Mi to Mi+1 for i = 1, 2.
(a) The composition X13 = X23◦X12 is defined by (X12, Û12)×M2 (X23, Û23)
which is a (P1×P2)-parametrized smooth correspondence from M1 to
M3.
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(b) In addition, if (Xii+1,“Sii+1) is a Pi-parametrized perturbed smooth
correspondence, then together with “S23 = “S12 ×M2 “S23, the compo-
sition X13 defines a (P1 × P2)-parametrized perturbed smooth corre-
spondence from M1 to M3. We say (Ξ13,“S13) is the composition of
(X12,“S12) and (X23,“S23).
Proof. This is a consequence of Lemma 26.9. 
Proposition 26.18. In the situation of Definition-Lemma 26.17 (1) we have
Corr
(X23,Ŝǫ23)
◦ Corr
(X12,Ŝǫ12)
= Corr
(X13,Ŝǫ13)
(26.7)
for each sufficiently small ǫ > 0.
We will discuss the situation of Definition-Lemma 26.17 (2) later.
Proof. Let us consider the following situation.
Situation 26.19. For i = 1, 2, let (Xi, “Ui) be K-spaces, P, Pi manifolds with corner,
and R a manifold without boundary. Let Ŝi be CF-perturbations of (Xi, “Ui).
(1) f̂i : (Xi, “Ui)→ P×R are corner stratified strongly smooth maps for i = 1, 2.
We assume that f̂1 : (X1, Û1)→ P×R and πP ◦f̂2 : (X2, Û2)→ P are corner
stratified weakly submersive and corner stratified strongly submersive with
respect to”S1,”S2, respectively.
(2) f̂i : (Xi, “Ui) → Pi × R are corner stratified strongly smooth maps. We
assume f̂1 and πP2 ◦ f̂2 are corner stratified weakly submersive and corner
stratified strongly submersive with respect to ”S1,”S2, respectively. 
Lemma 26.20. In Situation 26.19 (1) we consider differential forms hi on (Xi, “Ui).
They define a differential form h1∧h2 on the fiber product (X1, Û1)×P×R (X2, Û2).
Then for each sufficiently small ǫ > 0 we have∫
((X1,“U1)×R×P (X2,“U2),(Ŝ1×R×P Ŝ2)ǫ) h1 ∧ h2
=
∫
((X2,“U2),Ŝ2) f̂∗2 f̂1!(h1; (”S1)ǫ) ∧ h2.
(26.8)
Proof. We can use Sublemma 26.21 below in place of [Part I, Lemma 10.27]. Then
the proof is the same as that of [Part I, Proposition 10.23]. 
Sublemma 26.21. For i = 1, 2 let Ni, P be smooth manifolds with corner, and
fi : Ni → P ×M smooth maps, and hi smooth differential forms on Ni of compact
support. Suppose that f1 is a corner stratified submersion. Then we have∫
N1 f1×f2N2
h1 ∧ h2 = ±
∫
N2
f∗2 (f1!(h1)) ∧ h2. (26.9)
Proof. Using a partition of unity, it suffices to prove (26.9) when P = P × [0, 1)b,
N1 = P ×M × Ra1 × [0, 1)a2 and fi : Ni → P ×M is the obvious projection. We
can prove this by Fubini’s theorem in the same way as in [Part I, Lemma 10.27] 
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Lemma 26.22. In Situation 26.19 (2) we consider differential forms hi on (Xi, “Ui)
(i = 1, 2) and the wedge product h1 ∧ h2 on the fiber product (X1, Û1)×R (X2, Û2).
Then for each sufficiently small ǫ > 0 we have∫
((X1,“U1)×R×P (X2,“U2),(Ŝ1×R×P Ŝ2)ǫ) h1 ∧ h2
=
∫
((X2,“U2),Ŝ2)(πR ◦ f̂2)∗(πR ◦ f̂1)!(h1; (”S1)ǫ) ∧ h2.
(26.10)
Proof. This is a consequence of [Part I, Proposition 10.23]. 
The proof of Proposition 26.18 is now complete. 
To discuss the situation of Situation 26.19 (2) we slightly generalize the notion
of correspondence.
Definition 26.23. Let (X,“S) = ((X, Û , f̂s, f̂t, πs,P1 , πt,P1),“S) be a P1-parametrized
perturbed smooth correspondence from Ms to Mt. Let P2 be a manifold with cor-
ner. We regardÄ
P2 × (X, Û), idP2 × f̂s, idP2 × f̂t, πP2 ◦ (idP2 × πs,P1), πP2 ◦ (idP2 × πt,P1)
ä
as a (P2 × P1)-parametrized smooth correspondence from Ms to Mt. Here πP2 :
P2 × P1 → P2 is the projection. Then this defines a map which we denote by
Corr
(X,Ŝǫ),P2
: Ωk(P2 × P1 ×Ms)→ Ωk+ℓ(P2 × P1 ×Mt) (26.11)
for each sufficiently small ǫ > 0. Here ℓ = dimMt− dim(X, Û). Similarly we define
Corr
(X,Ŝǫ),P1
: Ωk(P1 × P2 ×Ms)→ Ωk+ℓ(P1 × P2 ×Mt). (26.12)
We note that when we define these maps, we do not use the orientations on P1, P2.
So the order of factors in the direct product does not cause the sign problem. Thus
we may write as
Corr
(X,Ŝǫ),P2
: Ωk(P1 × P2 ×Ms)→ Ωk+ℓ(P1 × P2 ×Mt).
Proposition 26.24. In the situation of Definition-Lemma 26.17 (2) we have
Corr
(X23,Ŝǫ23),P1
◦ Corr
(X12,Ŝǫ12),P2
= Corr
(X13,Ŝǫ13)
(26.13)
for each sufficiently small ǫ > 0.
Proof.
Lemma 26.25. Suppose we are in Situation 26.19 (2). Let hi be differential forms
on (Xi, Ûi) and ρi differential forms on Pi for i = 1, 2. Then we obtain a differential
form
h1 ∧ (πP1 ◦ f1)∗ρ1 ∧ h2 ∧ (πP2 ◦ f2)∗ρ2
on (X1, Û1)×R (X2, Û2). Moreover we have the following equality:∫
(X1,Û1)×R(X2,Û2)
h1 ∧ (πP1 ◦ f1)∗ρ1 ∧ h2 ∧ (πP2 ◦ f2)∗ρ2
=
∫
((X2,“U2),Ŝ2)(πR ◦ f2)∗(πR ◦ f1)!(h1 ∧ (πP1 ◦ f1)∗ρ1; (”S1)ǫ)
∧ h2 ∧ (πP2 ◦ f2)∗ρ2.
(26.14)
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Proof. Applying [Part I, Proposition 10.23] to h1∧(πP1◦f1)∗ρ1 and h2∧(πP2◦f2)∗ρ2,
we obtain Lemma 26.25. 
Proposition 26.24 is a consequence of Lemma 26.25. 
Next we rewrite Lemma 26.5 to the case when X is a K-space.
Lemma 26.26. Let f̂ : (X, Û) → P be a corner stratified smooth map from a
K-space to a cornered manifold. Let Ŝk(P ) be the normalized corner of P and
π : Ŝk(P )→ Sk(P ) ⊂ P the projection.
(1) The fiber product Ŝk(P )×PX as topological space carries a Kuranishi struc-
ture. The projection Ŝk(P ) ×P X → Ŝk(P ) is a corner stratified smooth
map.
(2) The projection Ŝk(P ) ×P X → Ŝk(P ) is a corner stratified submersion if
f̂ : X → P is a corner stratified submersion.
(3) The map Ŝℓ(Ŝk(P )) ×P X → Ŝℓ+k(P ) ×P X is induced by a (k + ℓ)!/k!ℓ!
fold covering map of K-spaces.
The proof is again obvious.
Next we mention the relation to (partial) trivialization of the corners. (See
Sections 17 and 18.) The proof of the next lemma is straightforward so omitted.
Lemma 26.27. Suppose f̂ : (X, Û) → P is a corner stratified submersion from a
K-space to an (admissible) manifold with corner. Then f̂ induces a map
f̂⊞τ0 : (X, Û)⊞τ0 → P⊞τ0 .
Let Cvert be a component of the corner of (X, Û). Then we obtain a map
f̂C
vert
⊞τ0 : (X, Û)Cvert⊞τ0 → P.
In both cases, if f̂ is corner stratified weakly submersive (resp. corner stratified
strongly submersive with respect to “S), then f̂⊞τ0 and f̂Cvert⊞τ0 are corner stratified
weakly submersive (resp. corner stratified strongly submersive with respect to “S).
Most of the stories of Kuranishi structure, CF-perturbation, push out etc. can
be generalized to the case when the target space has a corner, in a straightforward
way. We will describe them when we need them.
Remark 26.28. In Section 19 etc. we are using corner stratified submersions (Def-
inition 26.6) to define and study homotopy and higher homotopy of morphisms of
linear K-systems. On the other hand, we like to mention that there is another way
to define homotopy and/or higher homotopy of morphisms etc. without using cor-
ner stratified submersions to manifolds with corner. Indeed, while we were writing
[FOOO2] we sometimes took this way. For example, in [FOOO2, Subsection 19.2]
we take a small number ǫ > 0 and consider P = (−ǫ, 1 + ǫ) instead of P = [0, 1].
When we construct N (α1, α2;P ) in [FOOO2], we consider the P -parametrized ver-
sion of the moduli space so that it is constant on (−ǫ, 0) and (1, 1+ǫ). This method
also works rigorously. However choosing P = [0, 1] and using corner stratified sub-
mersions seem more natural.
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27. Local system and smooth correspondence in de Rham theory with
twisted coefficients
Let L be a local system, i.e., a flat vector bundle, on a manifold M . We denote
by (Ω•(M ;L), d = dL) the de Rham complex with coefficients in L. We recall some
basic operations on the de Rham complex with twisted coefficients.
1. (Pull-back.) Let f : N → M be a smooth map. Clearly, the pull-back f∗L is a
flat vector bundle and we have a cochain homomorphisms
f∗ : Ω•(M ;L)→ Ω•(N ; f∗L).
As in the usual de Rham theory, we have d ◦ f∗ = f∗ ◦ d.
2. (Wedge product.) Let L1,L2 be flat vector bundles. Then L1 ⊗ L2 is a flat
vector bundle and we have the product
∧ : Ω•(M ;L1)⊗ Ω•(M ;L2)→ Ω•(M ;L1 ⊗ L2).
The wedge product and the differential enjoy the Leibniz’ rule.
3. (Integration along fibers.) Let π : N →M be a proper submersion and let OM
(resp. ON ) be the flat real line bundle associated with the orientation O(1)-bundle
ofM (resp. N). We denote by Oπ = ON⊗π∗OM be the relative orientation bundle
of the submersion π. Then we have the integration along fibers
π! : Ω•(N ;Oπ)→ Ω•(M).
For a flat vector bundle L on M , we have the integration along fibers with twisted
coefficients
π! : Ω•(N ;π∗L)→ Ω•(M ;L).
Suppose that the boundary ∂N of N is not empty and the restriction π|∂N : ∂N →
M is also submersion, then we have
d ◦ π! = π! ◦ d+ (π|∂N )!.
Now consider the following situation. Let fs : X → Ms is a smooth map and
ft : X →Mt is a proper submersion.
X
}}⑤⑤
⑤⑤
⑤⑤
⑤⑤
  ❇
❇❇
❇❇
❇❇
❇
Ms Mt
Let Ls (resp. Lt) be a flat vector bundle such that (fs)∗Ls ∼= (ft)∗Lt ⊗Ofs . By
composing the pull-back operation by fs and the integration along fibers of ft, we
obtain the correspondence
ft! ◦ f∗s : Ω•(Ms;Ls)→ Ω•(Mt;Lt).
Taking these arguments into account, we can obtain the following. Now we consider
[Part I, Situation 7.1]. Let X = ((X ; Û); f̂s, f̂t) be a smooth correspondence from
Ms to Mt. Namely, (X, Û) is a K-space, fs : (X, Û)→Ms is a weakly smooth map
and ft : (X, Û)→Mt is a weak submersion.
(X, Û)
||①①
①①
①①
①①
①
""❋
❋❋
❋❋
❋❋
❋
Ms Mt
KURANISHI STRUCTURE AND VIRTUAL FUNDAMENTAL CHAIN 269
Theorem 27.1. Let “S = {“Sǫ} be a CF-perturbation with respect to which ft is
a strong submersion. Let Ls (resp. Lt) be a flat vector bundle on Ms (resp. Mt)
such that
(fs)
∗Ls ∼= (ft)∗Lt ⊗Oft . (27.1)
Here Oft is the flat real line bundle associated with the relative orientation O(1)-
bundle, i.e.,
Oft = (ft)
∗O∗Mt ⊗ OX . (27.2)
Then for X̂ = (X,“S) we have the map
Corrǫ
X̂
: Ω•(Ms;Ls)→ Ω•(Mt;Lt).
The following properties are fundamental.
Theorem 27.2. If the restriction of ft to (∂X, ∂“U) is strongly submersive with
respect to “S|∂X , we have
d Corrǫ
X̂
(h) = Corrǫ
X̂
(dh) + Corrǫ
∂X̂
(h)
for h ∈ Ω•(Ms;Ls).
In addition to [Part I, Situation 10.15], let Li be a flat vector bundle on Mi,
i = 1, 2, 3 such that
f∗1,21L1 ∼= f∗2,21L2 ⊗Of2,21 , f∗2,32L2 ∼= f∗3,32L3 ⊗Of3,32 .
Note that Of3,31
∼= g∗32,31Of3,32 ⊗ g∗21,31Of2,21 . Here g32,321 : X31 → X32 and g21,31 :
X31 → X21 are natural projections from the fiber product. Hence we have
f∗1,31L1 ∼= f∗3,31L3 ⊗Of3,31 .
Then we have the following composition formula.
Theorem 27.3.
Corrǫ”X32◦”X21 = Corrǫ”X32 ◦ Corrǫ”X21 .
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A∞ algebra
G-gapped filtered A∞ algebra, 198
P -parametrized family of G-gapped
filtered A∞ algebra, 200
collared P -parametrized partial A∞
structure, 210
continuous, 199
partial P -parametrized family of
G-gapped filtered A∞ algebras, 200
partial G-gapped filtered A∞ algebra
structure, 198
pseudo-isotopy, 199
pseudo-isotopy of partial G-gapped
filtered A∞ algebra, 199
A∞ correspondence
A∞ correspondence, 193
P -parametrized A∞ correspondence, 196
inductive system of, 197
partial A∞ correspondence, 194
partial P -parametrized A∞
correspondence, 196
pseudo-isotopy between them, 196
pseudo-isotopy between two inductive
systems, 197
A∞ operations
moduli space of A∞ operations
Mk+1(β), 192
moduli space of P -parametrized A∞
operations Mk+1(β;P ), 194
C1 ǫ-close to the identity, 233
P -parametrized family of smooth
correspondences, 213
P -parametrized interpolation space, 44
τ -collared
P -parametrized partial A∞ structure,
210
CF-perturbation, 72
coordinate change, 71
embedding, 72
good coordinate system, 72, 73
K-space, 71
Kuranishi chart, 72
Kuranishi neighborhood, 71
Kuranishi structure, 71
multivalued perturbation, 72
vector bundle, 72
τ -collaring
τ -collaring, 72
inward τ -collaring, 78
of CF-perturbation, 66
of differential form, 66
of good coordinate system, 73
of Kuranishi chart, 66
of multivalued perturbation, 66
of smooth map, 66
ev⊞τ0 , 139
admissible
action, 246
admissible coordinate change of
admissible orbifold charts, 249
admissible coordinate change of
admissible vector bundle, 253
admissible isomorphism of admissible
orbifold charts, 249, 253
admissible orbifold atlas of admissible
vector bundle, 253
admissible orbifold chart, 248
admissible orbifold chart of admissible
vector bundle, 252
bundle extension data, 255
chart, 247
diffeomorphism, 246, 248
embedding, 246, 248
embedding of vector bundles, 252
function, 245, 249
isomorphism of admissible vector
bundles, 252
Kuranishi structure, 254
orbifold, 248
orbifold structure, 248
pull-back of admissible vector bundle,
253
Riemannian metric, 250
section, 253
strongly admissible connection, 253
strongly admissible tensor, 249
tensor, 249
trivialization of admissible vector bundle,
252
vector bundle, 252
bifurcation method, 20
boundary
horizontal boundary, 155, 164, 262
of parametrized family of morphisms, 47
vertical boundary, 155, 262
bundle extension data
admissible bundle extension data, 255
compatibility with multivalued
perturbation, 183
of τ -collared Kuranishi structure, 186
of Kuranishi chart, 180
of Kuranishi structure, 181
CF-perturbation
τ -C-collared, 101
cobordism method, 20
cochain homotopy
cochain homotopic, 158
partial cochain homotopy, 157
compatibility
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of multivalued perturbation with bundle
extension data, 183
compatibility at the boundary
of interpolation space, 43
compatibility at the boundary, 35
compatibility at the corner
compatibility at the corner, 36
of interpolation space, 43
composition
of morphisms of linear K-systems, 49
of parametrized morphisms of linear
K-systems, 49
connection, 230
corner
τ -C-corner trivialization, 101
τ -C-partial smoothing of corners, 107
τ -corner trivialization, 66
τ -partial smoothing of corners, 107
corner stratified smooth map, 260
corner stratified smooth map (for
K-space), 261
corner stratified strong submersion, 261
corner stratified submersion (from
orbifold), 260
corner stratified weak submersion, 44,
261
normalized codimension k corner, 242
partial trivialization of corners, 96, 101
partially trivialized fiber product, 96, 109
smoothing corner, 103
trivialization of corners for one chart, 62
trivialization of corners, see: τ -corner
trivialization, 66
critical submanifold data, 37
decorated rooted metric ribbon tree, 190
degree
of Floer cochain complex, 38
of Floer cochain complex over universal
Novikov ring, 40
diffeomorphic to the projection of the
normal bundle, 231
differential form
on oribifold, 223
direct-like product, 184
embedding
local representative of embedding of
orbifolds, 224
local representative of embedding of
vector bundle on orbifold, 228
of orbifolds, 221
of orbifolds with corners, 223
of vector bundles on orbifolds, 226
energy
on A, 33
on G, 33, 190
energy cut level
energy cut, 51, 158
energy cut level, 37
partial cochain complex structure, 146
partial cochain homotopy, 157
partial cochain map, 146, 157
promotion, 146, 158
reduction by energy cut, 146
energy loss
energy loss, 43
of morphism of linear K-systems, 42
of partial cochain homotopy, 157
of partial cochain map, 157
evaluation maps at infinity
evaluation maps at infinity, 33
of interpolation space, 42
fiber product
partially trivialized fiber product, 96, 109
filtration
of Floer cochain complex, 38
of Floer cochain complex over universal
Novikov ring, 40
Floer cochain complex
of linear K-system, 39
over universal Novikov ring, 41
Floer cohomology
of inductive system of the partial linear
K-systems, HF (FF ; Λ0,nov), 56
of linear K-system, 41
Floer’s equation, 6
forgetful map of marked points, 258
gapped
cochain complex, 41
cochain map, 41
pseudo-isotopy, 199
geodesic coordinate system, 233
good coordinate system
τ -C-collared, 101
τ -collared, 73
τ -collaring, 73
trivialization of corners, 73
Gromov compactness
Gromov compactness, 34
of interpolation space, 43
homotopic
morphisms of inductive systems of
partial linear K-systems, 53
morphisms of linear K-systems, 47
homotopy
morphisms of inductive systems of
partial linear K-systems, 52
morphisms of linear K-systems, 47
horizontal boundary, 155, 164
identity morphism
of F , 123
of inductive system FF , 176
in the sense of (♭), 142
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in the sense of (♭′), 189
integration along the fiber (push out)
integration along the fiber, 94
interpolation space, 42
isotopic, 231
isotopic relative to a compact subset, 231
K-space
τ -C-collared, 101
τ -collared, 71
automorphism, 244
effective action on K-space, 244
K-system
composition of parametrized morphisms
of linear K-systems, 49
Floer cohomology of inductive system of
the partial linear K-systems,
HF (FF ; Λ0,nov), 56
Floer cohomology of linear K-system, 41
homotopy between morphisms of linear
K-systems, 47
homotopy of morphisms of inductive
systems of partial linear K-systems, 52
identity morphism of inductive system
FF , 176
inductive system of partial linear
K-systems, 51
linear K-system, 37
linear K-system of Morse type, 180
morphism of inductive systems of partial
linear K-systems, 52
morphism of linear K-systems, 43
morphism of partial linear K-systems, 43
parametrized family of morphisms of
partial linear K-systems, 47
partial linear K-system (of energy cut
level E0), 37
tree-like K-system, 190
Kuranishi chart
τ -C-collard Kuranishi neighborhood, 100
τ -C-collared coordinate change, 101
Kuranishi structure
τ -C-collared CF-perturbation, 101
τ -C-collared Kuranishi structure, 101
admissible, 254
partial smoothing of corners, 108
linear system of Kuranishi structures
see: K-system, 37
Maslov index
on A, 33
on G, 33, 190
morphism
of inductive systems of partial linear
K-systems, 52
of linear K-systems, 43
of partial linear K-systems, 43
morphism with energy loss 0 and congruent
to the isomorphism, 44
multivalued perturbation
τ -C-collared, 101
compatibility with bundle extension
data, 183
normal coordinates, 249
normalized codimension k corner, 242
Novikov ring
ΛR+,nov, 40
ΛR0,nov , 40
ΛRnov, 40
orbifold
admissible, 248
admissible orbifold atlas of admissible
vector bundle, 253
admissible orbifold chart, 248
admissible orbifold structure, 248
base point of an orbifold chart, 220
base space of vector bundle, 226
compatible (orbifold chart), 220
coordinate change of orbifold charts, 222
coordinate change of orbifold charts of a
vector bundle, 227
covering chart, 236
covering index, 236
covering map, 236
diffeomorphism, 221
differential form on orbifold, 223
embedding of orbifolds, 221
embedding of orbifolds with corners, 223
embedding of vector bundles on
orbifolds, 226
isomorphism of orbifold charts, 222
isomorphism of orbifold charts of a
vector bundle, 227
isomorphism of vector bundles on
orbifolds, 226
isotropy group of an orbifold chart, 220
local expression of a section on orbifold
chart, 230
local representative of embedding, 224
local representative of embedding of
vector bundle on orbifold, 228
local uniformization map, 220
open suborbifold, 222
orbibundle, 226
orbifold, 221
orbifold atlas, 222, 227
orbifold chart, 220, 222
orbifold chart of a vector bundle, 225
orbifold structure, 221
orbifold with corner, 223
orientation, 223
oriented orbifold chart, 223
parametrization, 220
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partition of unity, 223
projection of vector bundle, 226
representative, 221
representative of a vector bundle
structure on orbifold, 225
restriction of vector bundle, 227
section of vector bundle, 228
smooth function on orbifold, 223
subchart, 220
subchart of an orbifold chart of vector
bundle, 225
total space of vector bundle, 226
trivialization of vector bundle, 227, 252
vector bundle on orbifold, 226
vector bundle structure, 226
orientation isomorphism
of interpolation space, 42
orientation system of critical submanifold,
34
parametrized family of morphisms
of partial linear K-systems, 47
parametrized family of morphisms, 47
partial
A∞ correspondence, 194
P -parametrized A∞ correspondence, 196
cochain complex, 146
cochain homotopy, 157
cochain map, 146, 157
trivialization of corners, 101
partially trivialized fiber product, 96, 109
periodicity isomorphism
of Floer cochain complex, 38
of interpolation space, 42
periodicity isomorphism, 34
pointwise in P direction, 200, 212
promotion, 146, 158
pseudo-isotopy
gapped, 199
of G-gapped filtered A∞ algebras, 199
pull-back
covering chart, 238
of admissible vector bundle, 253
of vector bundle on orbifold, 227, 228
push out
see: integration along the fiber, 94
restriction of a covering, 238
retraction map, 59
ribbon tree
see: decorated rooted metric ribbon tree,
190
running out problem, 37
small corner, 67, 73
smooth correspondence
P -parametrized, 263
P -parametrized perturbed, 264
smoothing
Kuranishi structure obtained by partial
smoothing of corners, 108
smoothing corner
τ -C-partial smoothing of corners, 107
τ -partial smoothing of corners, 107
smoothing corner, 103
space of connecting orbits, 33
strongly submersive
corner stratified strong submersion, 261
submersion
corner stratified strong submersion, 261
corner stratified submersion (from
orbifold), 260
corner stratified weak submersion, 44,
261
system of tubular neighborhoods, 58
thickening
of Kuranishi structure (with bundle
extension data and multivalued
perturbation), 184
tree-like K-system
see: A∞ correspondence, 193
trivialization of corners
for one chart, 62
of good coordinate system, 73
of K-space (X, Û), 72
partial, 96, 101
uniform family
of τ -collared CF-perturbations, 72
of τ -collared multivalued perturbations,
72
uniform Gromov compactness, 52
vertical boundary, 155
virtual fundamental chain, 185
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