In this paper, we derive a comprehensive forward model for the data collected by stripmap synthetic aperture radar (SAR) that is linear in the ground reflectivity parameters. It is also shown that if the noise model is additive, then the forward model fits into the linear statistical model framework, and the ground reflectivity parameters can be estimated by statistical methods. We derive the maximum likelihood (ML) estimates for the ground reflectivity parameters in the case of additive white Gaussian noise. Furthermore, we show that obtaining the ML estimates of the ground reflectivity requires two steps. The first step amounts to a cross-correlation of the data with a model of the data acquisition parameters, and it is shown that this step has essentially the same processing as the so-called convolution back-projection algorithm. The second step is a complete system inversion that is capable of mitigating the sidelobes of the spatially variant impulse responses remaining after the correlation processing. We also state the Cramer-Rao lower bound (CRLB) for the ML ground reflectivity estimates. We show that the CRLB is linked to the SAR system parameters, the flight path of the SAR sensor, and the image reconstruction grid. We demonstrate the ML image formation and the CRLB bound for synthetically generated data. Stripmap synthetic aperture radar (SAR) is an active mode of remote sensing that is capable of producing imagery of a scene as it looks at a given wavelength in the radio frequency (RF) spectrum. The raw data collected from a stripmap SAR sensor requires an image formation algorithm in order to focus the data into a meaningful image. There are many image formation algorithms that exist to process stripmap SAR data into focused imagery, each of which has its strengths and weaknesses.
I. BACKGROUND
Stripmap synthetic aperture radar (SAR) is an active mode of remote sensing that is capable of producing imagery of a scene as it looks at a given wavelength in the radio frequency (RF) spectrum. The raw data collected from a stripmap SAR sensor requires an image formation algorithm in order to focus the data into a meaningful image. There are many image formation algorithms that exist to process stripmap SAR data into focused imagery, each of which has its strengths and weaknesses.
The derivation of image formation algorithms typically begins with assuming that the data are collected from a single ideal reflector in the scene. In this paper, the term point spread is used to denote all of the data collected from a single, ideal reflector in the scene and the term impulse response (IPR) is used to denote the response after focusing the point spread through a processing algorithm.
Each image formation algorithm falls into one of three classes of algorithms: time domain, frequency domain, or inverse problems methods. The time domain methods, such as the convolution back-projection (CBP) [1, 2] , allow an exact matched filter to be applied to the data for each image pixel, where the matched filter corresponds to the spatially varying SAR impulse response; however, the cost of time domain methods is usually computational complexity. Some reduced complexity CBP methods do exist that allow for some of the advantages of processing in the time domain, but trade the fidelity of the matched filter for computational savings [3, 4] . The frequency domain methods, such as the range Doppler algorithm [5] , the chirp-scaling algorithm [6, 7] , and the ω-k algorithm [8] , make varying approximations of the matched filter, but allow for the computationally efficient fast Fourier transform algorithms to be employed in focusing the cross-range dimension of the image. Typically, there are some postimage formation corrections that can be applied to the frequency domain methods to improve upon the matched filter approximations, again at the cost of computational complexity.
The image that is formed from the SAR data is the superposition of the spatially varying impulse response of the SAR system and the image formation algorithm. The spatially variant impulse responses are manifested as star-shaped patterns and are especially noticeable around bright reflectors in the image. Methods exist for reducing the sidelobes of the impulse response, such as by windowing the data in the processing; however, the price to be paid for reducing the sidelobe energy by windowing is reduced resolution.
The last class of SAR image formation algorithms is the inverse problems methods. These are model-based methods and have a close connection to the time domain image formation methods but take image formation a step further by completely inverting the SAR system model to improve the estimation of the ground reflectivity and mitigate the star-like sidelobes of the spatially variant impulse responses. These methods are the most computationally expensive; however, they are capable of producing superior imagery.
The contributions to inverse problem imaging of SAR data are relatively recent and have primarily been for spotlight-mode SAR, which is a different mode of SAR than is being addressed in this paper; however, there have already been some excellent results for spotlight-mode SAR. A regularized inverse problem image formation method has been developed for spotlight SAR [9, 10] and has been further developed into feature-enhanced automatic target recognition [11] . Further advances in inverse problem imaging have led to the use of compressive-sensing approaches to image reconstruction with the assumption that the objects in the scene being reconstructed are sparse [12] [13] [14] . Additionally, the issue of imaging with unknown phase errors and autofocus have also been addressed in the inverse problems framework [12, 13] .
There has been relatively few inverse problem image formation algorithms developed for stripmap mode SAR. A two-stage algorithm has been developed where the first stage implements a regularized filter to filter the data and then forms the image via back-projection [15] ; this algorithm, which is admittedly more computationally complex than traditional image formation, demonstrates that higher-fidelity matched filters for stripmap SAR data will improve the image formation results.
In this paper, we extend the inverse problems-based image formation contributions made for spotlight mode SAR to stripmap SAR. Because spotlight and stripmap are different SAR modes, the forward models for these two modes are different, too; however, with the contributions made in this paper, it should be clear that these two modes do share a common high-level framework for inverse problems-based image formation. The contributions to inverse problems-based stripmap SAR imaging that we present in this paper include the following. We explicitly show that sampled stripmap SAR data, modeled with high fidelity, can be cast into matrix/vector linear algebra framework. We show that with additive noise that the inversion problem can be cast into a statistical framework where maximum likelihood (ML) estimation can be used to obtain the ground reflectivity estimates; furthermore, we show that computing the ML estimates requires two steps: first, computing a cross-correlation, which we show is essentially the CBP algorithm (however, in the framework we present, it might be more appropriate to call it the adjoint algorithm) and second, a complete inversion of the stripmap SAR system model, which mitigates the sidelobe energy, gives a higher quality image than the CBP algorithm, and is one of the current state-of-the-art image formation algorithms. Additionally, we give the Cramer-Rao analysis for the ML estimation and show that for a selected region of interest, where the ML estimation is applied, that the variance of the estimated parameters is much lower than the area surrounding the region of interest. Thus, the ML estimation proposed in this paper is suitable for forming high-quality patches of an image with mitigated sidelobe energy, which is something that current methods, such as CBP, cannot do without other sidelobe mitigation strategies that may compromise the image quality [16] .
The rest of this paper is organized as follows. Section II starts with the signal model of the transmitted signal and from it develops the forward model for stripmap-mode SAR. Section III develops the ML framework where it is shown that two algorithmic steps are required for the ML solution, one of which is CBP and the other is solving a linear system of equations, Section IV demonstrates some simulated results from the proposed method and a comparison is made to strictly correlation-based processing; finally Section V concludes.
II. STRIPMAP SAR FORWARD MODEL
Let a local orthogonal coordinate frame be defined on the ground in which ground locations and the sensor locations can be described. For the sake of developing the forward model, assume there is a single stationary ideal reflector in a scene located at u 0 (in the reference frame) and that the rest of the scene is nonreflective.
For the synthetic data generated and the examples given in this paper, the antenna model used is a two-dimensional array and the approximate power-pattern is computed from [5] 
where θ is the azimuth angle off the antenna boresight, φ is the elevation angle off the antenna boresight, L is the length of the azimuth dimension of the antenna, W is the width of the elevation dimension of the antenna, and λ is the wavelength of the center frequency of the transmitted signal.
In the following derivation, assume the transmitted signal is a pulse train of N k linear frequency modulated (LFM) signals, where N k is the number of pulses required to form an image and depends on system parameters and scene dimensions and can be determined from the lower-bound [5] 
where L max is the length of the longest required synthetic aperture required to maintain a given azimuth resolution across the scene and D az is the length of the azimuth dimension of the scene being imaged. The signal model for the kth transmitted pulse is described by
where ω c is the carrier frequency, T is the pulse repetition interval, α is the LFM rate, and w(t -kT) is the window function described by
where T p is the support of the window (note that typicallyT p T ). Each received pulse is quadrature demodulated back to baseband. The kth quadrature demodulated signal that the sensor receives from the ideal reflector when the SAR sensor is at location x k (in the reference frame) is
where g(u 0 ) is the reflectivity of the reflector at u 0 , C(k, u 0 ) represents the antenna attenuation and all other losses from the kth pulse transmission to the reflector at u 0 , and τ k,0 is the round-trip delay of the transmitted signal and is computed as
where c is the speed of light. After a specified amount of time has elapsed from when a pulse is transmitted (called the range-gate delay, denoted as τ RGD ), the reflected signal is sampled with a sampling period T s chosen to avoid aliasing. The range-gate delay can be expressed in terms of the sampling period as an integer number of sampling periods τ RGD = N d T s . To be explicit, the reflected signal is sampled at
where N n is the number of samples taken from each pulse. The value N n is determined by system parameters and the desired scene size and is computed from [17] N n = 2
where · is the ceiling function that rounds up to the nearest integer, T max is the round-trip time delay to the maximum range extent in the scene, and T min is the round-trip time delay to the minimum range extent in the scene (note that T min ≥ τ RGD ).
Sampling (5) at the time instants given in (7) gives the kth sampled signal
It is important to note that the forward model given in (9), or something similar to it, is the starting point of many different algorithms in all of the different classes of algorithms [5, 8] . In the case of frequency domain algorithms, the flight path of the sensor is constrained to be linear or employ motion compensation algorithms to correct for deviations from a linear flight path; this constraint makes it possible to model the spatially variant impulse response in cross-range (for a given range value) as varying by a simple shift. The time domain and inverse problems algorithms are better able to deal with nonlinear flight paths [18, 19] . If the ground location is fixed in (9), i.e., u = u 0 , and k and n are allowed to vary, then (9) can be viewed as the amount of data that a single reflector contributes to, and the data collected from this ground location generates a two-dimensional data array for the reflector at u 0 . The fictitious scene used in this derivation is useful to arrive at the SAR system point-spread response in (9) . An actual scene is composed of a continuum of reflectors, and the resolvability of reflectors is limited by the SAR system resolution. It is well-known that for stripmap SAR, the narrow-bandwidth approximation for the lower limit of the slant-plane resolution is ρ r = c/(2B), where B is the RF bandwidth of the transmitted signal. At a far enough ground range, the ground-plane resolution is ρ g = c/(2B cos(ψ)), where ψ is the grazing angle. It is also well-known that the lower limit of the azimuth resolution for stripmap SAR is ρ a = L/2, where L is the azimuth (along-track) dimension of the antenna.
A discretized image reconstruction array, which represents the area of the ground being imaged, can be defined based on the resolution limits of the SAR sensor. Let the reconstruction array have dimensions N a × N r where N a is the number of azimuth cells in the image and N r is the number of range cells. The ground location that each cell in the reconstruction array represents in the reference frame can be indexed as u a,r where 0 ≤ a ≤ N a -1 and 0 ≤ r ≤ N r -1. Each cell in this reconstruction array is actually an aggregate of reflectors that are too closely spaced to be individually resolved; let the aggregate reflectivity of each cell be denoted as g(u a,r ).
The collected, unprocessed, stripmap SAR data are the superpositions of the point-spread responses of all the reflectors under the illumination of the antenna. From (9) , the superposition of the data from all the resolvable cells in the SAR image is given as the two-dimensional array
where f(n, k, u a,r ) models the spatially varying point-spread response and is given as
where τ k,a,r is the round-trip delay from the antenna phase center location at the kth transmitted pulse to the resolution cell at location u a,r and the summation is over all of the resolvable cells in the image. For a fixed value of k and n, (10) can be interpreted as the mathematical model of the contributions made to a single SAR data sample from all of the ground reflectivity under the illumination of the antenna for the nth sample of the kth transmitted pulse. Thus, one data sample contains reflectivity information from many resolution cells in the SAR image. The resolution cells that are included in each data sample are contained in a segment of an annulus whose width is determined by T p and whose angular extent is determined by the azimuth beam pattern of the antenna (see Fig. 1 ).
It is apparent in (10) that d(k, n) is a linear combination of the ground reflectivity parameters. The indexing of the ground reflectivity locations can be re-indexed by letting = aN r + r, where 0 ≤ ≤ N a N r − 1. The collected data can also be re-indexed by letting m = kN n + n, where 0 ≤ m ≤ N k N n -1. Furthermore, by the same re-indexing, the four-dimensional point-spread response function can be written as a two-dimensional array. Thus, (10) can be rewritten as
which can be recognized as a matrix/vector product and can be written using matrix/vector notation as
where d is an N k N n × 1 vector, g is an N a N r × 1 vector, and F is an N k N n × N a N r matrix. Samples taken from an actual SAR system are corrupted by various sources of noise. There is thermal additive white Gaussian noise (AWGN) at the receiver, interference, and unmodeled returns from reflectors on the ground. In general, the true noise model may not be Gaussian; however, for the noise model in this paper, it will be assumed that the interference and unmodeled returns are also circularly symmetric, complex AWGN. Under these assumptions, it is straightforward to show that the thermal noise becomes circularly symmetric, complex AWGN after quadrature demodulation and sampling.
Lumping these noise sources together, the forward model for stripmap SAR becomes
where, after quadrature demodulation, the variance of the noise is given as
where N 0 denotes the constant value of the power spectral density of the circularly symmetric complex-valued white-noise process. Notice that (14) also has the interpretation as a linear statistical model. Using the modeled components from (14) , the signal-to-noise ratio (SNR) for the collected data can be written as
where E{·} is the expectation operator and the fact that g and F are deterministic, but unknown, has been used.
III. ML ESTIMATION OF REFLECTIVITY
The statistical forward model given in (14) gives rise to using estimation methods to determine the ground reflectivity parameters. Because the noise model is AWGN, the data also has a Gaussian distribution given as
The log-likelihood function can be written for the observed data vector
where C is the normalizing constant of the probability distribution in (17) that makes it a probability distribution. The ML estimate of the ground reflectivity vector is given by the parameter vector g ML , which maximizes the likelihood function (or log-likelihood function). An equivalent problem to obtaining the ML estimates is
which is a least-squares problem and the solution is the vector g ML that solves the so-called normal equations [20] 
where F H is adjoint toF. There are two important pieces to the normal equations: the cross-correlation vector F H d and the Grammian matrix F H F. It will be shown that the processing implied by forming the cross-correlation vector is equivalent to the time domain CBP algorithm. The Grammian matrix represents all that is known about the SAR sensor and the scene being imaged; thus, solving for the ML ground reflectivity vector is equivalent to system inversion.
To show that computing the cross-correlation vector is equivalent to CBP, consider the pth entry of the cross-correlation vector:
where the superscript * denotes complex conjugation.
Substituting (11) into (21) gives
The termd(k, p) in (23) is the output of a filter that is matched to the reflected signal from the cell at ground location u p from the kth transmitted signal, i.e.,d(k, p) is the output of a range-matched filter. The term [F H d] p in (22) is also the output of a filter, which properly weights, phase corrects, and sums the output values of the range-matched filter across the azimuth dimension. Thus, the term [F H d] p is the output of an azimuth filter and a range filter, both of which are matched to the expected signals associated with the reflector at ground location u p . These are exactly the steps for focusing an image using the CBP algorithm; hence, the product F H d accomplishes CBP.
If the processing were to stop and the image formed after computing the cross-correlation vector, there would still be a noticeable IPR about each bright reflector, which indicates that correlation still exists between reflectors. The IPR manifests itself as bright star-like patterns; there are other terms such as point spread in other SAR papers and books that are synonymous with IPR.
Solving the normal equations is the second step in the ML image formation method. In order for the Grammian matrix to be invertible, F must either be square or tall and have full column rank. In order for F to be a wide matrix, it must be that N a N r > N n N k , or in other words the reconstruction grid is made larger (or finer) than the data will support. Otherwise, F can be made tall or square.
Provided that F is tall or square, then the next important thing to consider when solving the normal equations is the conditioning of the Grammian matrix. The conditioning is primarily controlled by the selected resolution of the reconstruction grid. However, the achievable SAR resolution is controlled by the bandwidth of the transmitted signal, the antenna beam pattern, and the geometry of the flight path of the SAR sensor. As the resolution of the reconstruction grid becomes finer than the system parameters will support, the conditioning number greatly increases. Provided the normal equations are solvable and the ML image is obtained, the resulting image is free from the star-shaped sidelobes of the IPR and (based on the assumptions made) is the optimal stripmap SAR image reconstruction.
A. Region of Interest
The computational burden for computing the ML estimates of the ground reflectivity can be quite high due to the formation and inversion of the Grammian matrix. The formation of the Grammian matrix can be done relatively efficiently by noting that it is Hermitian symmetric and by only computing the entries in the matrix where two points on the ground have common antenna pattern overlap (for some suitable antenna pattern threshold) as discussed above and illustrated in Fig. 1 . For a scene with a very large azimuth extent, the Grammian matrix will have a relatively narrow diagonal band. The computational complexity of forming the Grammian matrix is O (N a N r N n N k ) , where N n (and hence N r ) is fixed but N k (and hence N a ) can vary with stripmap-mode SAR and can be very large. The inversion of the Grammian matrix is O ((N a N r ) 3 ). Due to the size of the data matrix and the corresponding Grammian matrix, the ML imaging method is not currently intended to be applied to large scene analysis. A practical approach to forming ML images for stripmap SAR is to first form the entire image using the CBP image formation algorithm, which is the first step in the ML image formation process and has lower computational complexity, and then to then find regions of the image where higher quality is desired and apply the ML image formation only to those regions.
In the preceding derivation, a rectangular reconstruction area was assumed. There is no need to restrict to a rectangular reconstruction area; the reconstruction area can be made arbitrary. For example, the reconstruction area can be confined to a region of interest, denoted as R. If R is less than the extent of the scene being imaged, then it is necessary to determine the data of interest, denoted as D, that corresponds to the region of interest. The data selected in D also contains returns from the neighbors of R. In order to form the best possible, unbiased image of R, it is necessary to identify and include all of the significant ground locations in the scene that contribute to D. These extra ground locations augment R and become the region of interest closure, denoted by R. An illustration of R, D, and R is given in Fig. 2 .
To properly form an image of R, the pulse duration, antenna beam pattern, and sensor position and attitude must be known. If no part of R is under the illumination of the antenna beam (for a given threshold) for every sample of a transmitted pulse, then no contribution is made to R from that transmitted pulse. However, if any part of R is under the illumination of the antenna, then all of the area contained in the annulus (for some suitable threshold) about the area contained in R will contribute to R as illustrated in Fig. 1 .
B. Cramer-Rao Lower Bound
It is well-known that the ML estimate of the parameter vector of the linear statistical model is unbiased and efficient [20] . Based on the assumption of a circularly symmetric AWGN source, the Cramer-Rao lower bound (CRLB) is the inverse of the Fisher information matrix and is given as The CRLB is a function of the Grammian matrix, which in turn is a function of the entire stripmap SAR system, including the flight path and attitude of the sensor. The CRLB can be used to relate the stripmap SAR system parameters to the variance of the ground reflectivity estimates (the diagonal elements of the CRLB matrix give the lower bound on the variance of the parameter vector estimates). Thus, understanding the CRLB can help with the stripmap SAR system design. The CRLB can be a useful tool for evaluating the performance of different SAR system parameters such as evaluating different waveforms, flight paths, or antenna designs.
C. Insights into ML Estimation Method
Due to the potential size of the Grammian matrix, solving for the ML estimates of the ground reflectivity is the most computational part of the ML image formation method. In fact, solving for the ML estimates in simulation stresses current computer resources for all but fairly small images. The structure of the Grammian matrix is interesting; aside from being Hermitian symmetric, the Grammian also has a strong diagonal band. This can be seen from considering the entries of the Grammian, the (l,m)th entry is
Thus, the (l, m)th entry is the inner product of the point-spread responses of the reflectors at u l and u m . The diagonal band of the Grammian matrix is determined by the correlation of the neighboring point-spread responses; if the reconstruction array is too finely spaced or if the antenna azimuth beam pattern is wide, then the diagonal band will be wide. The inversion of the Grammian could be simplified if system parameters could be set to enforce having a tighter diagonal band. In an extreme case, if the Grammian could be made diagonal, possibly by waveform selection and careful antenna beam pattern design, then the inversion of the Grammian matrix would just be a scaling of the CBP solution.
IV. SIMULATED RESULTS
Consider the following simulated example to demonstrate the ML image formation and the CRLB of the ground reflectivity estimates. In this example, the antenna is a two-dimensional array with the approximate Fig. 3 . Illustration of (normalized) synthetic data array generated from reflectors in simulated scene.
power pattern defined from (1). The following is a list of the parameters used in the simulation:
• D az = 90 m (azimuth extent of scene)
• f c = 10 GHz (carrier frequency)
• ρ a = 1 m (azimuth resolution) From these parameters, the following are computed: the bandwidth B ≈ 173 MHz (the fast-time complex-sample spacing T s is the reciprocal of the bandwidth), the azimuth dimension of the antenna is L = 2 m, and the longest synthetic aperture L max ≈ 42.5 m. Also, based on the guidelines of (2) , N k was chosen to have an oversample factor of two, thus N k = 264 and the value N n was determined from (8) , thus N n = 838. The azimuth sample spacing is 0.5 m, and the SNR is set to 20 dB. The fast-time samples for the simulation were computed from (9) .
The simulated scene consists of four ideal reflectors-two with a 40 dB response, one with a 30 dB response, and one with a 20 dB response-in a background of homogeneous ground clutter as illustrated in Fig. 4a . From this simulated scene, synthetic data were generated and the simulated system parameters and geometry of the acquisition were used to construct the matrix F. Fig. 3 illustrates the synthetic data generated from the reflectors in this simulated scene.
The image reconstruction formed from computing the cross-correlation vector F H d, which is equivalent to the CBP image reconstruction, is illustrated in Fig. 4b . Notice that the energy is focused where the ideal reflectors are located; however, there is still some residual sidelobe energy in both range and azimuth. The star-shaped patterns that are evident in Fig. 4b are the combined IPR of the simulated SAR system and the correlation focusing algorithm. Notice that sidelobe energy obscures the weaker reflectors in the scene. The ML image reconstruction of the scene is illustrated in Fig. 4c . Notice that the ML image reconstruction accounts for, and mitigates, the residual IPR sidelobe energy left from the correlation processing. The average error across the image between the original image and the ML reconstructed image is -15.36 dB, which is on the order of the SNR.
Finally, Fig. 4d illustrates the CRLB of the ground reflectivity estimates. The area selected within the red outline in the figure is the region of interest; the variance of the ML estimates within the red outline is the lowest because all of the supporting data are used to form the image in that region. The area within the blue outline in the figure is the region of interest closure and indicates all the region that also contains supporting data for the region of interest. Notice that the variance increases away from the region of interest, as expected, because only a partial amount of data are being used to focus these pixels in the image. (The solid green regions in Fig. 4d are outside of the region of interest closure and do not indicate computed CRLB values.)
The Grammian matrix, which is formed by computing F H F from the data matrix, is illustrated in Fig. 5 . It can be seen that the Grammian matrix is diagonally dominant. The width of the diagonal band is related to the transmitted RF bandwidth and the selected usable angular width of the antenna beam in the azimuth direction.
To get a rough order of magnitude of the computational complexity of the ML image formation algorithm, the nonoptimized MATLAB R simulation was run for various numbers of pixels in the reconstructed image on a laptop with 32 GB memory and a 2.7 GHz Intel R CORE TM i7 vPro TM processor. So as not to overly complicate the experiment, the ratio of the number of pixels in azimuth to the number of pixels in range was kept constant (3:1). (The values N k and N n do slightly increase as the number of azimuth and range pixels increases.) Fig.  6 illustrates the compute time for different steps of the image formation process as a function of the number of pixels in the reconstructed image. As can be seen, a quadratic polynomial fit, computed via least-squares, fits the normalized total simulation time quite well; thus, the compute time is approximately quadratic in the number of pixels in the image reconstruction. It is also clear from the figure that the formation of the Grammian matrix is the most time-consuming step in the ML image formation algorithm.
V. CONCLUSION
In this paper, we have derived a ML image formation algorithm for stripmap-mode SAR, which falls into the class of inverse problems-based image formation. We began our derivation with a model of the transmitted and received signal, then we modeled the sampling of the signal and showed that the sampled signal is linear in the ground reflectivity parameters and that the modeled and sampled signal fits into a matrix/vector linear-algebra framework, where the coefficient vector to be solved for contains the ground reflectivity parameters. We also characterized the additive noise that corrupts each data sample and showed that, based on the signal and noise model, the problem can be cast into the linear statistical framework and that ML principles can be employed to solve for the ground reflectivity parameters.
We demonstrated on synthetically generated data that the ML image formation algorithm is a system inversion and can mitigate the sidelobe energy of the spatially variant impulse response. We compared the results of the ML image formation to the results using the CBP algorithm, which is a state-of-the-art time domain image formation algorithm, and showed that the ML image formation clearly mitigates the sidelobe energy of bright reflectors and makes other nearby reflectors easier to detect. It is important to note that the modeling for the proposed ML image formation algorithm takes into account the entire stripmap SAR system into the system inversion. While there has not been much work done in inverse imaging for stripmap-mode SAR, we have found that other proposed inverse problems algorithms for stripmap-mode SAR have approximated the system model inversion and therefore do not mitigate the sidelobe energy as well as the proposed ML image formation algorithm.
Acknowledging that the size of the problem can become very large, we have also shown that smaller regions of interest may be formed so that the size of the problem is manageable. We have also included the CRLB for the ML ground reflectivity estimates and have demonstrated that for the selected regions of interest, the proposed ML image formation can form high-quality estimates of the ground reflectivity.
The matrix in the forward model can become very large, even for small scene sizes. However, for a linear flight path and a flat earth, the data matrix has block structure that can be exploited. Future work includes exploring more computationally efficient ways to process the ML estimates and more efficient ways to store the entries in the data matrix. Additional future work involves exploring the conditioning of the Grammian matrix as a function of the SAR system parameters and flight paths. Further understanding the Grammian matrix conditioning sensitivities might reveal a small handful of parameters that have the most effect on the image formation.
