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Using the coupled cluster method (CCM) we study the full (zero-temperature) ground-state (GS)
phase diagram of a spin-half (s = 1
2
) J1–J2 Heisenberg model on a cross-striped square lattice. Each
site of the square lattice has 4 nearest-neighbor exchange bonds of strength J1 and 2 next-nearest-
neighbor (diagonal) bonds of strength J2. The J2 bonds are arranged so that the basic square
plaquettes in alternating columns have either both or no J2 bonds included. The classical (s→∞)
version of the model has 4 collinear phases when J1 and J2 can take either sign. Three phases are
antiferromagnetic (AFM), showing so-called Ne´el, double Ne´el and double columnar striped order
respectively, while the fourth is ferromagnetic. For the quantum s = 1
2
model we use the 3 classical
AFM phases as CCM reference states, on top of which the multispin-flip configurations arising from
quantum fluctuations are incorporated in a systematic truncation hierarchy. Calculations of the
corresponding GS energy, magnetic order parameter and the susceptibilities of the states to various
forms of valence-bond crystalline (VBC) order are thus carried out numerically to high orders of
approximation and then extrapolated to the (exact) physical limit. We find that the s = 1
2
model
has 5 phases, which correspond to the four classical phases plus a new quantum phase with plaquette
VBC order. The positions of the 5 quantum critical points are determined with high accuracy. While
all 4 phase transitions in the classical model are first order, we find strong evidence that 3 of the 5
quantum phase transitions in the s = 1
2
model are of continuous deconfined type.
PACS numbers: 75.10.Jm, 75.30.Gw, 75.40.-s, 75.50.Ee
I. INTRODUCTION
Magnetic models involving quantum spin systems on
regular two-dimensional (2D) lattices have been at the
center of both theoretical and experimental condensed
matter research in recent times (see, e.g., Refs. 1,2). Even
when such systems are described in terms of seemingly
very simple Hamiltonians they can often display a bewil-
dering variety of ground-state (GS) phases with different
types of ordering, even at zero temperature (T = 0). The
phases of the quantum systems (with spins of a finite
nonzero value of the spin quantum number, s), and the
transitions between them as some internal control param-
eter is varied across the corresponding quantum critical
points (QCPs), often differ widely from those of their
classical (s→∞) counterparts. Such control parameters
usually provide a measure of the degree of dynamic frus-
tration between competing interactions in the system.
Since it is widely believed that many of the properties of
a large variety of interesting strongly-correlated quantum
many-body systems can be understood in terms of the
competition between GS phases with qualitatively dif-
ferent properties, particular interest has focussed on the
associated quantum phase transitions and the behavior
of the system near such QCPs (see, e.g., Refs. 3–5).
The often subtle interplay between frustration and
quantum fluctuations can lead to quantum spin-lattice
models exhibiting T = 0 GS phase diagrams that are very
different from their classical counterparts. Since quan-
tum effects tend to diminish as the spin quantum num-
ber increases, spin-1/2 models have a special role to play.
Whereas many phase transitions in classical systems are
often of first-order type, where the transition between the
two phases involves sudden jumps in many of the physi-
cal properties, quantum fluctuations can even act to turn
such a first-order classical transition into a (continuous)
second-order one. Precisely at or very near such a second-
order QCP the GS phase has very special properties. The
GS wave function becomes a complex superposition of an
exponentially large set of multispin configurations that
fluctuate at all length scales, and hence it exhibits long-
range entanglement phenomena. Such GS wave functions
are very different from those of the quasiclassical states
that often lie on one or other (or both) sides of the QCP
in the GS phase diagram, and whose wave functions can
be described in simple terms as a product state for all
the spins. Of course, quantum fluctuations still produce
a mixture of other “wrong” multispin configurations on
top of such a simple product state, but far from the QCP
they do not totally destroy the classical order present in
the simple quasiclassical state.
The traditional Landau-Ginzburg-Wilson (LGW)6,7
description of quantum second-order transitions and
their associated critical singularities and quantum critical
phenomena has been remarkably successful in describing
many quantum phase transitions. However, it has be-
come clear in recent years that there are other continuous
transitions that do not fit the LGW paradigm for critical
2phenomena in which the critical singularities are asso-
ciated with the fluctuations of some appropriate order
parameter that captures the essential difference between
the two phases on either side of the transition. In par-
ticular, it has been shown4 how subtle quantum interfer-
ence effects can invalidate the LGW paradigm of QCPs
separating phases characterized by such standard confin-
ing order parameters, by the appearance of an emergent
gauge field and consequent deconfined degrees of freedom
which are associated with the fractionalization of the ap-
propriate order parameters. Thus, in this alternate de-
confined scenario an emergent gauge field mediates the
interactions between the associated emergent particles
that carry fractions of the quantum numbers correspond-
ing to the underlying degrees of freedom. Such fractional
particles are confined at low energies so that they do not
appear sufficiently far away on either side of the QCP,
but they emerge naturally (and hence deconfine) just at
the QCP. Such deconfined second-order phase transitions
can occur between states that break different symmetries,
a scenario which is not allowed in the standard LGW de-
scription.
Since quantum-critical states themselves are so inher-
ently complex they have largely been studied using either
techniques from quantum field theory or large-scale nu-
merical simulations, usually of the quantum Monte Carlo
(QMC) kind. It is clear that near QCPs, where the ef-
fects of quantum fluctuations, and hence the complexity
of the wave functions, increase the closer one approaches
them, very accurate quantum many-body techniques are
needed. One such method is the coupled cluster method
(CCM),8–10 which has very successfully been applied to
a wide variety of frustrated quantum spin-lattice mod-
els (see, e.g., Refs. 10–35), yielding a good description
of their T = 0 GS phase diagrams and accurate numeri-
cal values for their QCPs, even ones involving deconfined
transitions (see, e.g., Refs. 27,31,32,34).
The CCM has been found to yield accurate descrip-
tions of quantum magnets with different types of both
quasiclassical magnetic order and quantum paramagnetic
order, including various types of valence-bond crystalline
(VBC) order. These include the prototypical J1–J2
model on the square lattice,12,20 which contains nearest-
neighbor (NN) Heisenberg interactions with exchange
coupling strength J1 and corresponding next-nearest-
neighbor (NNN) (i.e., diagonal) bonds of strength J2,
as well as models that generalize it by introducing both
spatial lattice anisotropy19 and spin anisotropy.18,22 Of
particular interest for present purposes, they also include
models in the so-called half-depleted J1–J2 class, in the
sense that they are obtained from the full J1–J2 model
on the square lattice by removing half of the J2 bonds in
different arrangements. Examples include: (a) the (J1–
J ′2 or) interpolating square-triangle model,
21 (b) the so-
called Union Jack model,24 (c) the anisotropic planar py-
rochlore (APP) model (also known as the crossed chain
model) that comprises a J1–J2 model on the checker-
board lattice,30 and (d) an analogous J1–J2 model on a
chevron-square lattice.35
This half-depleted J1–J2 class of models on the square
lattice exhibits a wide variety of GS phase diagrams and
QCPs, all of which pose serious theoretical challenges,
but which serve to improve our understanding of quan-
tum critical phenomena. In the current paper we consider
another member of this class, namely the spin-1/2 J1–J2
Heisenberg model on a cross-striped square lattice, and
we find that it too has a rich T = 0 GS phase diagram
that includes many of the features discussed above.
As a motivation for this study we note that while
it is true that there are many different ways that a
Heisenberg antiferromagnet might be frustrated in prin-
ciple, the J1–J2 model and its depleted counterparts oc-
cupy a central role. Of the half-depleted class described
above there are two principal sub-classes. The first is
where each square plaquette (formed from four NN J1
bonds) contains one J2 bond. The three main mem-
bers of this sub-class have been well studied previously.
They comprise (a) the interpolating square-triangle lat-
tice model,21 (b) the Union Jack lattice model,24 and
(c) the chevron-decorated square lattice model.35 These
have the respective features that the arrangements of the
remaining diagonal NNN J2 bonds are such that in case
(a) the J2 bonds are all parallel, while in case (b) the
orientations of the J2 bonds alternate along both rows
and columns, and in case (c) the orientations of the J2
bonds is the same along one square-lattice axis direc-
tion (say, rows) but alternates along the perpendicular
direction (say, columns). The second principal sub-class
is where half the basic square plaquettes have both J2
bonds (namely, the filled squares) while the remainder
have neither (namely, the empty squares). There are
clearly now two main members of this sub-class, namely
(i) where the empty and filled squares alternate along
both rows and columns (which is precisely the anisotropic
planar pyrochlore model or checkerboard lattice model30
that has received much previous attention), and (ii)
where alternating columns, say, comprise filled squares
and empty squares (which is precisely the present cross-
striped square lattice model). From among all members
of the above two sub-classes only the latter model seems
not to have been studied before now.
As additional motivation for this study we note that
the successful continual syntheses of new quasi-2D mag-
netic materials, and the experimental observations of
their properties, provides an ongoing challenge for the
theorist. While we are unaware of any experimental real-
ization of the current cross-striped square-lattice model,
several already exist for other members of the depleted
J1–J2 class. For example, for the related interpolating
square-triangle model,21 the magnetic material Cs2CuCl4
provides a good experimental realization. We suspect
that similar candidates will soon emerge as realizations
of the current model. Perhaps even more exciting, how-
ever, is the prospect of being able to realize spin-lattice
models with ultracold atoms trapped in appropriate op-
tical lattices,36 with the subsequent ability to tune the
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FIG. 1: (Color online) The J1–J2 Heisenberg model on a cross-striped square lattice. The solid (black) lines are J1 bonds and
the dashed (brown) lines are J2 bonds. The (cyan) arrows represent the relative spin directions in: (a) the Ne´el state, (b) the
double Ne´el (DN) state, and (c) the double columnar striped (DCS) state. (d) The classical phase diagram of the model.
strengths of the competing NN J1 bonds and NNN J2
bonds, and hence to drive the system from one GS phase
to another, thereby exploring the QCPs experimentally.
We now describe the model in detail in Sec. II, be-
fore outlining the main features of the CCM in Sec. III.
Our results are presented and discussed in Sec. IV, and
we summarize and conclude in Sec. V where the full GS
phase diagram for the model is presented.
II. THE MODEL
The model considered here is the so-called J1–J2
Heisenberg model on the cross-striped square lattice. Its
Hamiltonian is written as
H = J1
∑
〈i,j〉
si · sj + J2
∑
〈〈i,k〉〉′
si · sk , (1)
where the operators si ≡ (s
x
i , s
y
i , s
z
i ) are the usual quan-
tum spin operators on lattice site i, with s2i = s(s + 1).
Here we concern ourselves only with the extreme quan-
tum case where all lattice sites are occupied by a spin
with spin quantum number s = 12 . On the underlying
square lattice the sum over 〈i, j〉 in Eq. (1) runs over
all distinct NN bonds (each of which has the same ex-
change coupling strength J1), whereas the correspond-
ing sum over 〈〈i, k〉〉′ runs over only half of the distinct
NNN (diagonal) bonds (each of which has the same ex-
change coupling strength J2). In the latter sum half of
the basic square plaquettes, the so-called filled squares,
have both diagonal (J2) bonds included, while the re-
mainder, the empty squares, have neither diagonal bond
included. The pattern of the filled and empty squares,
as shown in Fig. 1, is such that along one of the ba-
sic square-lattice directions (say, along rows) filled and
empty squares alternate, while along the perpendicular
direction (say, along columns) the squares are either all
empty or all filled. Thus, the J1–J2 model on the cross-
striped square lattice differs from the corresponding APP
model on the checkerboard lattice simply by the pattern
of filled and empty squares. Both models contain equal
numbers of filled and empty squares, but in the APP
model the empty and filled squares alternate along both
rows and columns. The primitive unit cell on the cross-
striped square lattice, as shown in Fig. 1, thus has size
2× 1. In both sums in Eq. (1) each bond is counted only
once.
We are interested here in the full T = 0 GS phase dia-
gram of the model, and hence in each of the cases where
both types of bonds are (independently) either ferromag-
netic (FM) or antiferromagnetic (AFM) in nature. Since
the overall energy scale is irrelevant for the phase dia-
gram, once we have specified the sign of either J1 or J2,
the model is completely specified by the ratio α ≡ J2/J1.
Let us first consider the simpler case when J2 < 0 (and
hence the NNN bond is FM in character). In this case the
(independent) one-dimensional (1D) zigzag chains joined
by J2 bonds prefer to have FM order, and for either sign
of J1 the system is unfrustrated since the ordering di-
rections of different chains is not fixed by the sign of J2
alone. Thus, if J1 < 0 the classical (s→∞) system will
take overall FM ordering, while for J1 > 0 the system
will take Ne´el AFM ordering. Conversely, in the more
complicated case when J2 > 0, such that the 1D zigzag
chains connected by J2 bonds prefer Ne´el AFM order
along them, the J1 bonds will act to frustrate this order
for either sign of J1.
In order to place our later work for the s = 12 model
in context, let us first consider its classical (s → ∞)
counterpart. It is straightforward to show that the clas-
sical J1–J2 model on the cross-striped square lattice has
4four GS phases, separated by four first-order phase tran-
sitions, all as shown in Fig. 1(d). Firstly, the Ne´el AFM
phase, which is shown in Fig. 1(a), and which forms the
stable GS phase for J1 > 0 and J2 = 0, persists as the
frustration is increased (i.e., with J2 > 0) until a first
critical point αcl1 ≡
1
2 , where it undergoes a first-order
phase transition to another collinear AFM phase, the
so-called double Ne´el (DN) phase, shown in Fig. 1(b).
This state has AFM Ne´el ordering along the square-
lattice axis direction parallel to the cross-stripes of filled
squares (i.e., along columns in Fig. 1), but with spins
alternating in a pairwise fashion in the perpendicular di-
rection (i.e., along rows in Fig. 1), such that on filled
(empty) squares NN spins are parallel (antiparallel) in
the row direction. This DN state itself now persists as
the frustration parameter α is further increased. If we
define α ≡ tan θ, such that the full phase diagram is
specified by θ in the range 0 ≤ θ < 2pi, then the DN
state is the stable GS phase in the range θcl1 < θ < θ
cl
2 ,
with θcl1 = tan
−1(12 ) and θ
cl
2 =
1
2pi. At the second crit-
ical point, θcl2 , as J1 now is allowed to become negative
(i.e., so that θ increases beyond 12pi), the DN phase gives
way to a third collinear AFM phase, the so-called dou-
ble columnar striped (DCS) phase shown in Fig. 1(c).
Both the DN and DCS phases have Ne´el ordering along
the independent 1D zigzag chains joined by J2 bonds.
Like the DN state, the DCS state also has spins alter-
nating in a pairwise fashion in the square-lattice axis di-
rection perpendicular to the cross-stripes of filled square
(i.e., along rows in Fig. 1), but now such that on empty
(filled) squares NN spins are parallel (antiparallel) in the
row direction. On the other hand, in the perpendicular
direction (i.e., along columns in Fig. 1), the spins in the
DCS state form FM chains, with the orientation of the
spins now alternating in a pairwise fashion, as shown in
Fig. 1(c). This DCS state itself forms the stable GS phase
over the range θcl2 < θ < θ
cl
3 , with θ
cl
3 = tan
−1(− 12 ). Fi-
nally, at αcl3 = −
1
2 the DN phase gives way to the FM
phase, which itself persists over the range θcl3 < θ < θ
cl
4 ,
with θcl4 =
3
2pi. Finally, at the fourth critical point, α
cl
4 ,
there is a first-order transition between the FM and Ne´el
AFM phases.
Compared to the classical (s →∞) version of the J1–
J2 model on the cross-striped square lattice, the GS phase
of the s = 12 model is really only well established at a
few special values of the parameter θ. Firstly, for the
case θ = 0, corresponding to the isotropic square-lattice
Heisenberg antiferromagnet (HAF), essentially all meth-
ods now concur that the classical Ne´el AFM long-range
order (LRO) is not destroyed. Nevertheless, the stag-
gered magnetization is reduced from its classical value of
0.5 by quantum fluctuations, and the basic excitations
are gapless magnons with integer spin values. Similarly,
at the point θ = 12pi in the phase diagram, of the s =
1
2
model, we have the well-known and exactly soluble case
of uncoupled 1D HAF chains. Such 1D spin-1/2 chains
have a Luttinger spin-liquid GS phase, on top of which
there exists a gapless excitation spectrum of deconfined
spin-1/2 spinons.
Apart from the above two points and the obvious
regime pi ≤ θ ≤ 32pi (i.e., where J1 ≤ 0 and J2 ≤ 0)
where the FM state, which is always an exact eigenstate
of the Hamiltonian of Eq. (1) for any value of the spin
quantum number s, provides the actual GS phase, little
else is known with any precision about the GS phase dia-
gram for the spin-1/2 case. Nevertheless, various plausi-
ble conjectures may be made. For example, one expects
from continuity that the (partial) Ne´el order present at
θ = 0 should survive as the frustrating J2 bonds (i.e.,
with J2 > 0) are slowly turned on and increased in
strength, all the way out to some critical value, at which
the Ne´el order (i.e., the staggered magnetization) goes
to zero. It also seems plausible that as one moves away
from the θ = 0 point in the opposite direction (i.e., with
J2 < 0), the FM J2 bonds should now strengthen the Ne´el
order. Thus, one has no a priori reason to expect that
the lower half of the phase diagram (i.e., with J2 < 0) in
Fig. 1 should differ between the classical (s → ∞) and
the quantum (s = 12 ) cases.
Much more tentatively, one might be tempted to ex-
pect that in the large-α region near θ = 12pi the 1D Lut-
tinger behavior, which is present precisely at this J1 = 0
limit, might also be robust against the turning on of the
interchain (J1) couplings, so that the spin-1/2 chains ef-
fectively continue to act as decoupled. Such a 2D quan-
tum spin liquid (QSL) GS phase would provide an ex-
ample of what has been termed a sliding Luttinger liquid
(SLL).37–39
Such an SLL phase was predicted to occur40 in the re-
lated spin-1/2 APP model on the checkerboard lattice,
which we have mentioned previously. Nevertheless, a
later more detailed study41 of the relevant terms near the
1D Luttinger liquid fixed point showed that this earlier
prediction of an SLL phase was erroneous. In the same
analysis41 it was suggested that the correct GS phase in
this limiting regime might instead exhibit a form of VBC
order, in which the system dimerizes with a staggered
ordering of dimers along the corresponding J2 chains of
the APP model. In an analysis30 of the spin-1/2 J1–
J2 (APP) model on the checkerboard lattice, using the
same methodology as we apply here to the spin-1/2 J1–
J2 model on the cross-striped square lattice, firm evi-
dence was found for this so-called crossed-dimer VBC
(CDVBC) GS phase for all values of the ratio J2/J1 (with
J1 > 0) above an upper critical value. Clearly it will be of
considerable interest to investigate, as part of the present
study, what is the GS phase of the present model in this
same very interesting and most challenging regime.
In Sec. III below we first outline the most salient and
most important features of the coupled cluster method
(CCM) that we use here, before discussing our results
obtained from it in Sec. IV. We then end in Sec. V with
a brief summary and conclusions.
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The coupled cluster method (CCM) has become one
of the most pervasive and most accurate (at attainable
levels of computational implementation) of all modern
techniques of quantum many-body theory (see, e.g., Refs.
8–10,42,43 and references cited therein). It has been
applied very successfully to a wide variety of quantum
many-body systems in many fields, including quantum
chemistry, atomic and molecular physics, condensed mat-
ter physics, nuclear physics and subnuclear physics. Of
particular interest for present purposes is its wide us-
age in recent years to investigate the GS phase structure
of a large number of spin-lattice models of interest in
quantum magnetism (see, e.g., Refs. 10–35 and references
cited therein). The CCM provides a systematic means to
investigate various possible GS phases and their regions
of stability, including an accurate determination of the
associated QCPs. The description is, in every case, ca-
pable of systematic improvement in accuracy, since it is
formulated in terms of well-defined hierarchical approxi-
mation schemes, which incorporate an increasing number
of the multispin-flip configurations that are present in the
exact GS quantum many-body wave function as the level
of truncation is improved.
The CCM formalism is well described in the litera-
ture (see, e.g., Refs. 8–11,13,14,42,43 and references cited
therein), and hence we only outline briefly its key ingredi-
ents as required for the present study. To implement the
CCM one always needs to choose a so-called (normalized)
model or reference state |Φ〉. This is often conveniently
(but not necessarily) chosen as a classical state, which
may or may not form an actual GS phase of the classical
counterpart of the model (i.e., its s → ∞ counterpart
for spin-lattice models) in some region of the T = 0 GS
phase diagram parameter space. For our present study
of the J1–J2 model on the cross-striped square lattice we
will present results in Sec. IV below based in turn on
each of the three classical states shown in Figs. 1(a)–(c)
as CCM model states.
The exact, fully correlated, GS ket- and bra-state wave
functions of the interacting system are denoted as |Ψ〉 and
〈Ψ˜| respectively, with normalizations chosen to satisfy
〈Ψ˜|Ψ〉 = 〈Φ|Ψ〉 = 〈Φ|Φ〉 = 1. They are now parametrized
in terms of the CCM reference state as
|Ψ〉 = eS |Φ〉 ; 〈Ψ˜| = 〈Φ|S˜e−S , (2)
where the exponential forms lie at the heart of the
method. The ket- and bra-state correlation operators,
S and S˜ respectively, now incorporate explicitly the
multispin-flip configurations in |Ψ〉 and 〈Ψ˜| beyond those
contained in the chosen model state |Φ〉, caused by quan-
tum fluctuations. Hence, they are expanded as
S =
∑
I 6=0
SIC
+
I ; S˜ = 1 +
∑
I 6=0
S˜IC
−
I , (3)
where we define C+0 ≡ 1 to be the identity operator and
where the set-index I represents a particular set of lat-
tice spins. It is used to encode any particular multispin-
flip configuration with respect to state |Φ〉, such that
C+I |Φ〉 is the corresponding wave function for this con-
figuration. Thus the operator C+I (≡ (C
−
I )
†) may be re-
garded as a multispin-flip creation operator with respect
to |Φ〉, which itself acts as a generalized vacuum state.
It is important to note that these operators must also
be chosen to satisfy the relations C−I |Φ〉 = 0 = 〈Φ|C
+
I ,
which reinforce their interpretation as given above. The
choice of the set-indices {I} and the operators {C+I } is
discussed more fully below.
The subsequent implementation of the CCM for spin-
lattice systems is considerably simplified if one now
chooses a set of local coordinate frames in spin space,
which must be chosen separately for each model state
used, such that on each lattice site in each model state
the spin aligns in the downward (i.e., along the negative
z axis) direction. Such passive rotations clearly leave
the basic SU(2) spin commutation relations unchanged,
and hence cause no physical effects. However, this sim-
ple choice has the consequence that in this basis the C+I
operators take the universal form, C+I ≡ s
+
j1
s+j2 · · · s
+
jn
,
of being products of single-spin raising operators, s+j ≡
sxj + is
y
j , and the set-index I ≡ {j1, j2, · · · , jn; n =
1, 2, · · · , N} is simply a set of lattice site indices, with
N being the total number of sites. Clearly, for a spin
with spin quantum number s, the raising operator s+j on
a given site j may be applied a maximum number of 2s
times, and hence a given site-index may appear a maxi-
mum of 2s times in any set-index I included in the sums
in Eq. (3). Hence for the present s = 12 case, no single
site-index jk may appear more than once in any set-index
I.
The CCM thus encapsulates the correlations present
in the exact GS phase in terms of the ket- and bra-state
correlation coefficients {SI , S˜I}, and these may now for-
mally be calculated by minimization of the the GS en-
ergy expectation functional, H¯ = H¯(SI , S˜I) ≡ 〈Ψ˜|H |Ψ〉,
where H is the Hamiltonian of the system, with respect
to each of the coefficients S˜I and SI , ∀I 6= 0. A sim-
ple use of Eqs. (2) and (3) then leads respectively to
the coupled sets of equations 〈Φ|C−I e
−SHeS |Φ〉 = 0 and
〈Φ|S˜e−S [H,C+I ]e
S |Φ〉 = 0, ∀I 6= 0. Clearly, these equa-
tion are completely equivalent to the GS ket- and bra-
state Schro¨dinger equations, H |Ψ〉 ≡ E|Ψ〉 and 〈Ψ˜|H ≡
E〈Ψ˜|. The CCM equations for the bra-state correla-
tion coefficients may be written equivalently in the form
〈Φ|S˜(e−SHeS − E)C+I |Φ〉 = 0, ∀I 6= 0.
Clearly, the CCM ket-state equations for the set of c-
number correlation coefficients {SI} are intrinsically non-
linear, due to the presence of the operator S in Eq. (2)
in the exponentiated form eS . Nevertheless, it is another
key feature of the CCM that in the equations we actually
solve for the correlation coefficients it only ever appears
in the form of the similarity transform of the Hamilto-
nian, e−SHeS . This form may be expanded in terms of
6the well-known nested commutator sum. Another impor-
tant key feature of the CCM is that this formally infinite
series of nested commutators actually terminates exactly
at terms of second order in S (i.e., with the double com-
mutator term) for Hamiltonians of the form of Eq. (1),
as a simple consequence of the basic SU(2) commutation
relations (and see, e.g., Refs. 10,11 for further details). A
similar exact termination also applies more generally to
the evaluation of the GS expectation value of other oper-
ators of interest, such as the magnetic order parameter,
M , discussed below.
The CCM formalism is thus exact if all multispin-slip
configurations are included in the set of set-indices {I}.
The equations that need to be solved in practice are cou-
pled sets of nonlinear (multinomial) equations for the
ket-state correlation coefficients {SI} and linear equa-
tions for the corresponding bra-state correlation coeffi-
cients {S˜I}, in which the solutions for {SI} are needed as
input. Naturally, for practical implementation purposes
we will need to make finite-size truncations of the con-
figurations retained in the GS wave function, i.e., equiv-
alently, of the set-indices {I} retained in the sums in Eq.
(3). We will describe below one natural such system-
atic truncation hierarchy. It is important to note that,
since this truncation is the only approximation made, the
CCM in practice provides a natural series of approxima-
tions that provide systematic improvements in accuracy
as one moves to successively higher levels.
We note that a very important part of the rationale be-
hind the use of the CCM exponential parametrizations in
Eq. (2) is that their use ensures that the method auto-
matically satisfies the Goldstone linked cluster theorem,
even when truncations are made in the multispin-flip con-
figurations {I} retained in the sums in Eq. (3). Hence,
the CCM always obeys size-extensivity at any level of ap-
proximation. As a consequence the infinite-lattice (ther-
modynamic) limit, N →∞, may be taken from the very
outset, thereby obviating the need for any finite-size scal-
ing of the results. One can also show that at all levels of
approximation the CCM similarly obeys the important
Hellmann-Feynman theorem.
Once a suitable approximation hierarchy has been cho-
sen the CCM equations are derived and solved at suc-
cessive orders, out to the highest level that is practi-
cally attainable with available computational resources,
as described more fully below. At each such order
we then calculate the GS energy, E = 〈Φ|e−SHeS |Φ〉,
and any other such needed GS quantity as the aver-
age on-site magnetization (or magnetic order parameter),
M ≡ − 1N 〈Ψ˜|
∑N
i=1 s
z
i |Ψ〉, in the rotated spin-coordinates
defined on each lattice site, as described above. Then,
as a final step, we need to extrapolate the corresponding
sequences of approximate results to the exact physical
limit where all multispin-flip configurations {I} are re-
tained. We now first describe the approximation scheme
used here, and then describe how the extrapolations are
made.
Thus, for our present s = 12 model, we employ the
well-known localized (lattice-animal-based subsystem)
LSUBm scheme, which has by now been very successfully
applied to a wide variety of spin-1/2 lattice models.10–35
It is defined such that at the mth level of approximation
all possible multispin-flip configurations are retained in
the index-set {I} that correspond to locales on the lattice
defined by m or fewer contiguous sites. Said differently,
but equivalently, all lattice animals of size no larger than
m sites are populated with flipped spins (with respect
to the chosen model state |Φ〉) in all possible ways. Such
lattice animals (or contiguous clusters) are, by definition,
contiguous if and only if every site in the cluster is ad-
jacent (in the NN sense) to at least one other site in the
cluster. The associated choice of the underlying geome-
try (or, perhaps better, topology) of the lattice, i.e., the
specification of which pairs of sites are defined to be NN
pairs, also needs to be made. There are usually great
advantages to making the choice so that each member of
the LSUBm sequence fully respects the underlying lat-
tice symmetries, as has been explained in more detail
elsewhere.30 For our present model we hence make, on
physical grounds, the choice that all pairs connected by
either J1 bonds or by J2 bonds are to be counted as NN
pairs. We refer henceforth to this definition of NN pairs
as the cross-striped square-lattice geometry.
Even after all space- and point-group symmetries of
the lattice and the particular CCM reference state be-
ing used have been incorporated, the number Nf of such
distinct (i.e., under the symmetries) fundamental config-
urations retained in an LSUBm approximation increases
very rapidly (usually super-exponentially) with respect
to the truncation index m. Hence, it becomes neces-
sary to use massive parallelization plus supercomputing
resources44 for high-order approximations. In the present
study we have been able to perform LSUBm calcula-
tions up to the LSUB10 level for each of the three classi-
cal collinear AFM model states shown in Figs. 1(a)–(c).
For example, in the cross-striped square-lattice geome-
try, Nf = 853453 for the LSUB10 approximation based
on the DN state of Fig. 1(b) as CCM model state. The
corresponding numbers at the same LSUB10 level for the
other two model states are slightly smaller but still of the
same order of magnitude.
Finally, we need to extrapolate our LSUBm sequences
of approximations for the GS expectation value of any
given operator to the exact m → ∞ limit. For example,
although our CCM LSUBm estimates, E(m)/N , do not
individually provide upper bounds for the exact GS en-
ergy per spin, E/N , due to the corresponding LSUBm
parametrizations of |Ψ〉 and 〈Ψ˜| not being manifestly
Hermitian conjugates of each other, they do converge
extremely rapidly as m is increased. We use the very
well-tested extrapolation scheme,13–20,23,26,30,33
E(m)/N = a0 + a1m
−2 + a2m
−4 . (4)
Unsurprisingly, the GS expectation values of other
physical operators do not converge so rapidly. For ex-
ample, the magnetic order parameter M usually obeys
7a scaling law with leading exponent 1/m (rather than
1/m2 as for the GS energy) for most systems with even
moderate amounts of frustration, in which cases an ex-
trapolation scheme of the form
M(m) = b0 + b1m
−1 + b2m
−2 (5)
works well.13–16,27 On the other hand, for systems either
very close to a QCP or for which the magnetic order pa-
rameter of the phase under study is zero or close to zero,
the above extrapolation scheme has been found to over-
estimate the magnetic order and to predict a somewhat
too large value for the critical strength of the frustrating
interaction that is driving the transition. In such cases
a scaling law with leading exponent 1/m1/2 is found to
work much better and we then use the alternative well-
studied extrapolation scheme16–20,23,26,27,30,33
M(m) = c0 + c1m
−1/2 + c2m
−3/2 . (6)
Clearly, for the GS expectation value, Q, of any physi-
cal operator, one may always test for the correct leading
exponent ν in the corresponding LSUBm scaling law,
Q(m) = q0 + q1m
−ν , (7)
by fitting an LSUBm sequence to this form and treating
each of the parameters q0, q1, and ν as fitting parame-
ters. In general, of course, any of the above extrapolation
schemes of Eqs. (4)–(7), each with 3 fitting parameters,
is ideally fitted to more than 3 LSUBm data points.
Since the basic square plaquette is such an impor-
tant structural element of the lattice, and also since any
LSUBm result with m = 2 is far from the asymptotic
m → ∞ limit, we prefer to make any of the LSUBm
fits with values m ≥ 4. Thus, for most of the extrap-
olated results presented in Sec. IV we use the LSUBm
data set m = {4, 6, 8, 10}. However, we have also per-
formed extrapolations using the data sets m = {6, 8, 10},
m = {4, 6, 8} and m = {2, 4, 6, 8} as a consistency and
validity check of our extrapolations. For all the GS quan-
tities reported below, we find extrapolated values which
are very insensitive to which data set is used as input.
This both gives credence to our extrapolation schemes
and allows us to find a rough estimate of the inherent
error in our quoted results.
For the present model we have performed fits of the
form of Eq. (7) for the GS energy per spin and for the or-
der parameter M , as reported in Sec. IV. Similar fits are
reported there too for the susceptibility, χ, which mea-
sures the linear response of the system to various forms
of order imposed as an infinitesimal perturbation to the
Hamiltonian. We discuss in Sec. IV the corresponding
values of the leading exponent ν obtained from fits of the
form of Eq. (7) for the various calculated GS quantities,
and how they may be used in particular to justify fits
for the GS energy and magnetic order parameter of the
form of Eqs. (4)–(6) in specific regimes. We show specif-
ically in some particular cases how the exponent ν is
usually relatively constant (i.e., only very slowly varying
as a function of the frustration parameter, α ≡ J2/J1),
except in or very near critical regimes.
IV. RESULTS AND DISCUSSIONS
We now present results from our CCM calculations for
the spin-1/2 J1–J2 model on the cross-striped square lat-
tice, whose Hamiltonian is given by Eq. (1). Results are
given for the three cases where the Ne´el, double Ne´el
(DN), and double columnar striped (DCS) states, shown
in Figs. 1(a), (b), and (c) respectively, are used in turn
as the CCM model states. In each case we perform the
corresponding LSUBm calculations with m ≤ 10, as has
been discussed in Sec. III.
We first show our CCM results for the GS energy per
spin, E/N , in Fig. 2, where we display both LSUBm re-
sults with m = {4, 6, 8, 10} using each of the three model
states, and the corresponding extrapolated LSUB∞ re-
sults using the scheme of Eq. (4) with this data set.
Firstly, in Fig. 2(a), results for the case J1 > 0 are pre-
sented based on both the Ne´el and DN states. We note
that for both model states results are shown only for cer-
tain ranges of the frustration parameter. Both sets of
curves show a termination point, an upper one for the
Ne´el curves and a lower one for the DN curves. These
CCM LSUBm termination points themselves depend on
the truncation parameter, m. In general we find that the
higher is the indexm, the smaller is the range of values of
α over which the corresponding (real) GS solution exists
based on a particular model state.
Such terminations of CCM solutions are commonly
found and are very well understood (see, e.g., Refs.
10,21,24). They are always reflections of the true quan-
tum phase transitions that are present in the system un-
der study. At such termination points the solution to the
corresponding CCM LSUBm equations ceases to be real,
and beyond these points only two unphysical branches of
complex conjugate solutions exist. On the other hand, in
the region before any such termination point where the
true physical solution is real, there actually must also
exist another (unstable) real solution. Such other solu-
tions are themselves both unphysical and, fortunately,
also very difficult to determine numerically in general.
In practice any simple numerical procedure will pick up
only the physical branch, which itself is usually easy to
identify by following it (as a function of the frustration
parameter, α, for example) to some appropriate asymp-
totic limit where it becomes exact or otherwise known.
The two (i.e., the physical and unphysical) real
branches of solution thus meet at a termination point,
beyond which they diverge again in the complex plane
as wholly unphysical complex conjugate pairs. The val-
ues, αt(m) of the termination points for a given branch
of CCM LSUBm solutions, may themselves actually be
used to estimate the corresponding QCP for the GS phase
under study, as αc = limm→∞ α
t(m). However, it comes
as no surprise that the number of iterations required to
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FIG. 2: (Color online) CCM LSUBm results with m = {4, 6, 8, 10} for the GS energy per spin, E/N , as a function of the
frustration parameter, α ≡ J2/J1, for the spin-1/2 J1–J2 model on a cross-striped square lattice, for the cases: (a) J1 = +1
and 0 ≤ α ≤ 1, showing results based on both the Ne´el (left curves) and DN (right curves) states as model states; (b) J2 = +1
and −0.5 ≤ α−1 ≤ 0.5, showing results based on both the DCS (left curves) and DN (right curves) states as model states; (c)
J1 = −1 and −1 ≤ α ≤ 0, showing results based on the DCS state (left curves) as model state, as well as the exact FM result
(right solid curve), EFM/N = − 1
4
(2+α); and (d) J2 = −1 and −0.5 ≤ α
−1 ≤ 0.5, showing results based on the Ne´el state (left
curves) as model state, as well as the exact FM result (right solid curve), EFM/N = − 1
4
(1 + 2/α). In each case we also show
the extrapolated LSUB∞ result obtained from Eq. (4) using the data set m = {4, 6, 8, 10}. All LSUBm solutions are shown
out to their respective (approximately determined) termination points. In Figs. 2(a) and 2(b) the plus (+) symbols mark the
points where the respective solutions have M → 0, and those portions of the curves beyond the plus (+) symbols shown with
thinner lines indicate the respective unphysical regions where M < 0 (and see text for details).
solve the CCM LSUBm equations, at a given level of ac-
curacy, increases significantly as α → αt(m). Hence, it
is computationally expensive to obtain the values αt(m)
with high precision, and since we have accurate other
means available, as described below, to determine the
QCPs, we do not make use of this method here.
Returning to our discussion of Fig. 2(a), we often find
(as is the case here), that for a region near αt(m) on
the corresponding real physical branch the solution it-
self is also unphysical in the sense that the correspond-
ing order parameter (here the local on-site magnetiza-
tion, M) takes negative values. These values where
M → 0 (determined as discussed in detail below) are
shown both for the individual LSUBm solutions and the
corresponding LSUB∞ extrapolations as plus (+) signs
in Fig. 2(a), and the corresponding regions beyond these
points where M < 0 are shown with corresponding thin-
ner curves than the regions marked with thicker curves
where M > 0. Two points are particularly noteworthy
concerning Fig. 2(a). Firstly, whereas the corresponding
9LSUBm branches of solutions, based on both the Ne´el
and DN states as CCM model states, cross at a relatively
sharp angle (as in the classical case, s→ ∞) for smaller
values of the truncation parameter m, the angle becomes
much shallower as m increases. Thus, there are strong
preliminary indications that the counterpart in the s = 12
model of the classical first-order transition in Fig. 1(d)
at θcl1 = tan
−1(12 ) might become second-order. Secondly,
it is also apparent from Fig. 2(a) that the overlap region
where CCM LSUBm solutions, for a given value of m,
exist for both the Ne´el and DN phases becomes smaller
as m increases. Indeed, for the LSUB∞ extrapolation a
clear gap has opened around α ≈ 0.5 where neither the
Ne´el or the DN phase exists. We discuss this interesting
regime in much greater detail below.
Before turning to our CCM results based on other
model states, it is worth commenting briefly on the over-
all accuracy of our results. To do so we may, in particu-
lar, examine the special case for J1 = +1 of α = 0 (i.e.,
θ = 0), corresponding to the Ne´el order of the square-
lattice HAF. Thus, our extrapolated LSUB∞ result for
the GS energy per spin based on our LSUBm results
with m = {4, 6, 8, 10} and using the Ne´el state as CCM
model state for this case θ = 0, is E/N ≈ −0.66973.
This may be compared, for example, with the corre-
sponding results for the spin-1/2 square-lattice HAF,
E/N = −0.6693(1) from a linked-cluster series expan-
sion technique45, and E/N = −0.669437(5) from a large-
scale QMC simulation,46 free of the usual “minus-sign-
problems” for this special (unfrustrated limiting) case
where the Marshall-Peierls sign rule47 may be applied.
Our own CCM result is thus in remarkably good agree-
ment with these benchmark results for this particular
case. We have no reason to believe that similar accu-
racy does not pertain over the entire phase diagram. Fi-
nally, it is worth noting too that our extrapolated re-
sult is extremely robust with respect to the choice of
LSUBm data set used to obtain it. For example, use of
the data sets m = {6, 8, 10} and m = {4, 6, 8} in Eq. (4)
yields the corresponding respective results at θ = 0 of
E/N ≈ −0.66967 and E/N ≈ −0.66977. Even inclusion
of the very low-order LSUB2 result with m = {2, 4, 6, 8}
yields E/N ≈ −0.66981.
In Fig. 2(b) we show the corresponding energy results
for both the DCS and DN phases in the region J2 = +1
around θ = 12pi where they meet in the classical (s→∞)
version of the model, as shown in Fig. 1(d). Once again,
it is clear that the overlap region where both CCM so-
lutions exist at a given LSUBm level decreases as the
truncation index m increases. Secondly, just as in Fig.
2(a), the crossing angle of the two curves at α−1 = 0
becomes much shallower as m increases, again more in-
dicative of a continuous (second-order) transition than
the corresponding first-order transition in the classical
(s→∞) version of the model.
The crossing point at J1 = 0 (with J2 = +1) of each
of the pairs of LSUBm curves based on the DCS and
DN states as CCM model states is precisely the limit-
ing case of decoupled 1D HAF J2 chains. Hence, it is
again interesting to ascertain the accuracy of our results
by comparison with the exact results in this soluble limit.
Thus, our extrapolated LSUB∞ result for the GS energy
per spin, based on either the DCS or DN model state,
for this case θ = 12pi (with J2 = +1), and using the ex-
trapolation scheme of Eq. (4) with m = {4, 6, 8, 10}, is
E/N ≈ −0.44312. Again, our results are remarkably ro-
bust with respect to the choice of LSUBm data set used.
Thus, for example, use of the data setsm = {6, 8, 10} and
m = {4, 6, 8} in Eq. (4) yields the corresponding results
at θ = 12pi of E/N ≈ −0.44313 and E/N ≈ −0.44311,
respectively. Even inclusion of the very low-order LSUB2
result with m = {2, 4, 6, 8} yields E/N ≈ −0.44308.
Thus, once again, our CCM results are seen to be in
excellent agreement with the corresponding exact result,
E/N = 14 − ln 2 ≈ −0.44315, from the Bethe ansatz
solution.48,49
Let us now turn to the case J1 = −1. In Fig. 2(c)
we show our CCM results based on the DCS state as
model state in this region. We note first that over the en-
tire regime shown the LSUBm results converge extremely
rapidly as the order m increases. Secondly, we note too
that the LSUBm termination points also similarly con-
verge rather fast, and approach the crossing point with
the exact FM eigenstate. This is explicitly shown in the
inset for the LSUB10 case. The crossing point of the
LSUB∞ DCS curve with the FM curve is now at the
value α = −0.423(1), irrespective of which LSUBm data
set is used to perform the extrapolation.
With respect to the GS energy, finally we show in Fig.
2(d) our results based on the Ne´el state in the unfrus-
trated region where J2 < 0. As in the previous case of
Fig. 2(c), the LSUBm results again converge very rapidly
as the truncation order parameter m increases. Simi-
larly too, the LSUBm termination points converge very
rapidly to precisely the point J1 = 0 where all of our en-
ergy results cross that of the exact FM eigenstate, which
is also shown in Fig. 2(d), as can be explicitly seen in the
inset to the figure for the LSUB10 case.
To summarize our results obtained from the energy
calculations, we have found strong definite evidence so far
of five QCPs, four in the frustrated region where J2 > 0
and one in the unfrustrated region where J2 < 0. Firstly,
in the (frustrated) first quadrant of the phase diagram
where J1 > 0 and J2 > 0, the classical critical point at
αcl1 =
1
2 appears to be split into two QCPs in the s =
1
2
case at positions αc1a . 0.5 and α
c
1b ≈ 0.6, with a Ne´el-
ordered GS phase for α < αc1a, a DN-ordered GS phase
for α > αc1b, and an as yet unknown intermediate phase.
Secondly, we find that the spin-1/2 and classical versions
of the model share a common critical point at J1 = 0
when θc2 =
1
2pi = θ
cl
2 , at which the DN-ordered GS phase
for values J1 > 0 yields to the DCS-ordered GS phase
for values J1 < 0. However, unlike the classical first-
order transition at this point, its s = 12 quantum analog
seems to be more second-order in character in terms of
the energy results. Thirdly, in the (frustrated) second
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FIG. 3: (Color online) CCM LSUBm results with m = {4, 6, 8, 10} for the magnetic order parameter, M , as a function of the
frustration parameter, α ≡ J2/J1, for the spin-1/2 J1–J2 model on a cross-striped square lattice, for the cases: (a) J1 = +1
and 0 ≤ α ≤ 1, showing results based on both the Ne´el (left curves) and DN (right curves) states as model states; (b) J2 = +1
and −0.5 ≤ α−1 ≤ 0.5, showing results based on both the DCS (left curves) and DN (right curves) states as model states; (c)
J1 = −1 and −1 ≤ α ≤ 0, showing results based on the DCS state (left curves) as model state, as well as the exact FM result
(right solid curve), MFM = 1
2
; and (d) J1 = −1 and −0.5 ≤ α
−1 ≤ 0.2, showing results based on the Ne´el state (left curves) as
model state, as well as the exact FM result (right solid curve), MFM = 1
2
. In each case we also show the extrapolated LSUB∞
result obtained by inputting the data set m = {4, 6, 8, 10} into Eq. (5) for cases (a) and (d) and into Eq. (6) for cases (b) and
(c). The cross (×) symbol in Fig. 3(c) marks the position of the corresponding energy crossing point in Fig. 2(c).
quadrant of the phase diagram where J1 < 0 and J2 > 0,
the classical critical point at αcl3 = −
1
2 , at which the DCS-
ordered GS phase yields to the FM-ordered GS phase, is
shifted in the s = 12 case to a QCP at α
c
3 = −0.423(1).
Finally, in the (unfrustrated) lower hemisphere of the
phase diagram where J2 < 0, we find, as expected, that
the spin-1/2 and classical versions of the model share a
common critical point at J1 = 0 when θ
c
4 =
3
2pi = θ
cl
4 at
which the FM-ordered GS phase for values J1 < 0 yields
to the Ne´el-ordered GS phase for values J1 > 0.
In order to examine the nature of these QCPs in more
detail, and especially the positions of the two QCPs at
αc1a and α
c
1b, we now turn our attention to our corre-
sponding results for the GS order parameter M . Our
LSUBm results with m = {4, 6, 8, 10} using each of the
previous CCM model states are shown in Fig. 3.
Figure 3(a) presents the analogous results forM based
on both the Ne´el and DN states as shown in Fig. 2(a) for
the GS energy, applicable to the (frustrated) first quad-
rant of the phase diagram with J1 > 0 and J2 > 0. The
plus (+) symbols shown in Fig. 2(a) for the LSUBm re-
sults presented there correspond to the respective points
in Fig. 3(a) at which M = 0.
In order to consider again the special case for J1 = +1
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FIG. 4: (Color online) Various extrapolated CCM LSUB∞ results for the magnetic order parameter, M , as a function of the
frustration parameter, α ≡ J2/J1, for the spin-1/2 J1–J2 model on a cross-striped square lattice, for the cases: (a) J1 = +1
and 0 ≤ α ≤ 1, showing results based on both the Ne´el (left curves) and DN (right curves) states as model states; (b) J2 = +1
and −0.5 ≤ α−1 ≤ 0.5, showing results based on both the DCS (left curves) and DN (right curves) states as model states.
The curves LSUB∞(k) with k = 1, 2, 3 use the extrapolation scheme of Eq. (6) with LSUBm data sets respectively: k = 1,
m = {4, 6, 8, 10}; k = 2, m = {6, 8, 10}; and k = 3, m = {4, 6, 8}; while the curve LSUB∞(4) uses the extrapolation scheme of
Eq. (5), with LSUBm data set m = {4, 6, 8, 10}.
of α = 0, corresponding to the Ne´el order of the square-
lattice HAF, we also show in Fig. 3(a) the extrapo-
lated LSUB∞ result for the order parameter M based
on our LSUBm results for the Ne´el model state with
m = {4, 6, 8, 10} used in the scheme of Eq. (5), which
is applicable for this unfrustrated limiting case. Our cor-
responding estimate for the square-lattice HAF is then
M ≈ 0.307. This may again be compared with the corre-
sponding resultM = 0.307(1) from a linked-cluster series
expansion technique,45 and M = 0.3070(3) from a large-
scale quantum Monte Carlo simulation.46 Once again we
may demonstrate the robustness of our extrapolation by
comparing results obtained from the use of different data
sets. For example, use of the data sets m = {6, 8, 10}
and m = {4, 6, 8} in Eq. (5) yields the corresponding re-
spective results at θ = 0 of M ≈ 0.305 and M ≈ 0.309.
Even inclusion of the very low-order LSUB2 result into
the set m = {2, 4, 6, 8} still gives the extremely good re-
sult M ≈ 0.314.
We have shown the LSUB∞ extrapolated values for
M in Fig. 3(a) using the scheme of Eq. (5), since we
wished primarily to use it to determine the accuracy of
our technique at the special unfrustrated point α = 0
where this scheme is especially appropriate. However,
when we now turn our attention to the very interesting
QCPs at αc1a and α
c
1b the extrapolation scheme of Eq.
(5) loses its validity, and instead the scheme of Eq. (6)
becomes apposite. Nevertheless, Fig. 2(a) shows clearly
that even use of the scheme of Eq. (5) gives clear indica-
tions of a gap between the Ne´el and DN phases, which
can only widen when the more appropriate scheme of Eq.
(6) is used in this critical regime.
Thus, in Fig. 4(a) we now show the corresponding ex-
trapolated results using the scheme of Eq. (6), and where
we also demonstrate the robustness of our fitting pro-
cedure by using various LSUBm data sets to perform
the fits. The use of such a sensitivity analysis as shown
in Fig. 4(a) yields values for the corresponding QCPs,
αc1a = 0.46(1) and α
c
1b = 0.62(1).
The results shown in both Figs. 3(b) and 4(b) also
show very clearly the phase transition between the DCS
and DN phases at θc2 =
1
2pi. In particular, Fig. 4(b)
demonstrates that when the extrapolation scheme of Eq.
(6) is used, as is appropriate at the QCP, the order
parameter M becomes zero within extremely small er-
ror bars on both sides of the transition precisely at the
QCP, thereby adding considerable weight to the conclu-
sion from the GS energy results that this transition is a
(continuous) second-order one, quite unlike its classical
first-order counterpart.
It is worth emphasizing that, although we show in
Fig. 4(b) extrapolations based on both Eqs. (5) and (6),
for the sake of comparison and completeness, the proper
choice in this case is most definitely Eq. (6) for reasons
stated above and in Sec. III. Furthermore, as we have
indicated, in any such analysis we may also use Eq. (7)
for a first fit to the results, in order to find the leading
exponent. In the case of the results shown in Fig. 4(b),
for example, such a fit clearly shows that Eq. (6) is in-
deed the appropriate choice, fully as expected from much
accumulated prior experience.
In Fig. 3(c) we show the corresponding CCM results
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for the order parameter to those shown in Fig. 2(c) for
the GS energy, in the region where the DCS and FM
phases meet. As discussed previously, the LSUBm re-
sults based on the DCS state as model state terminate
at points, depending on the truncation parameterm, that
always extend slightly into the region where the FM state
is the stable phase, but where the nonphysical region de-
creases as m increases. The DCS termination point for
the LSUB10 approximation is, for example, at a value
α ≈ −0.39, and the corresponding extrapolated LSUB∞
value, shown in Fig. 3(c), based on the extrapolation
scheme of Eq. (6), also terminates at this value. For
comparison, the cross (×) symbol in Fig. 3(c) on the FM
curve, MFM = 12 , marks the position, α ≈ −0.423, of the
corresponding energy crossing point from Fig. 2(c). It
seems clear that if we could go to arbitrarily high LSUBm
orders in this case the DCS order parameter would ap-
proach the value 0.5 with a similar cusp shape as in our
approximate LSUB∞ result in Fig. 3(c) at precisely the
energy crossing point, namely αc3. For this particular
transition, the energy results clearly give a more accu-
rate estimate for αc3 than the order parameter results.
Finally, with respect to the magnetic order parame-
ter, we show in Fig. 3(d) the corresponding CCM results
for the Ne´el phase in the region where it meets the FM
phase. The appropriately extrapolated LSUB∞ result
shows clearly how M approaches the value 0.5 on the
Ne´el side with a similar cusp to that observed in Fig.
3(c).
Clearly, our results forM completely reinforce the con-
clusions we have already drawn from our corresponding
results for the GS energy. Taken together they give clear
evidence for the quantum s = 12 model to contain five
phases in the GS phase diagram, by contrast with the
four phases of its classical (s → ∞) counterpart. We
have also found accurate values for all five QCPs. What
remains unclear up till now, however, is the nature of the
phase in the regime αc1a < α < α
c
1b. In order to shed
light on this remaining issue we now investigate the sus-
ceptibility of our CCM solutions in this regime to various
forms of valence-bond crystalline (VBC) order.
Two obvious forms of VBC order to consider in
this context are the plaquette valence-bond crystalline
(PVBC) and crossed-dimer valence-bond crystalline
(CDVBC) forms illustrated in Figs. 5(a) and (b) respec-
tively. For both cases we simply consider the response of
the system when a corresponding field operator, F = δ Oˆ,
is added as a small perturbation to the original Hamilton
of Eq. (1), with δ an infinitesimally small c−number.20
The particular operators Oˆp and Oˆd, corresponding re-
spectively to PVBC and CDVBC ordering, are illustrated
graphically in Figs. 5(a) and (b) and are also defined ex-
plicitly in the caption.
In both cases we calculate the perturbed GS energy per
spin, e(δ) ≡ E(δ)/N , for the perturbed Hamiltonian H+
F , at various LSUBm levels of approximation. We use
the Ne´el and DN states as CCMmodel states since we are
especially interested in the phase intermediate between
(a) (b)
FIG. 5: (Color online) The fields (or perturbations), F = δ Oˆ,
for the two forms of valence-bond crystalline (VBC) sus-
ceptibility considered, namely: (a) plaquette (PVBC), χp;
and (b) crossed-dimer (CDVBC), χd. In case (a) the thick
(red) and thin (blue) solid lines correspond respectively to
strengthened and weakened J1 exchange couplings, where
Oˆp =
∑
〈i,j〉 aijsi · sj , and the sum runs over all NN bonds
of the square lattice, with aij = +1 and −1 for thick (red)
and thin (blue) lines respectively, as shown. In case (b) the
thick (red) and thin (blue) dashed lines correspond respec-
tively to strengthened and weakened J2 exchange couplings,
where Oˆd =
∑
〈〈i,k〉〉′ aiksi ·sk, and the sum runs over all diag-
onal bonds of the cross-striped square lattice, with aik = +1
and −1 for thick (red) and thin (blue) dashed lines respec-
tively. The original solid (black) J1 bonds and dashed (brown)
J2 bonds are unaltered in strength.
them in the spin-1/2 phase diagram. We then calculate
the corresponding susceptibility,
χ ≡ − (∂2e(δ))/(∂δ2)
∣∣
δ=0
, (8)
and use it to find points or regions where the phase cor-
responding to the particular CCM model state used be-
comes unstable against the specified form of VBC order,
namely when its extrapolated inverse susceptibility, χ−1,
goes to zero.
Clearly our CCM LSUBm results for any susceptibility
still need to be extrapolated to the LSUB∞ limit. The
most straightforward way to do so35 is clearly to extrap-
olate first our LSUBm results for the perturbed energy
using an unbiased scheme such as in Eq. (7),
e(m)(δ) = e0(δ) + e1(δ)m
−ν , (9)
with the exponent ν a fitting parameter, along with e0(δ)
and e1(δ). Generally, as is to be expected from our stan-
dard LSUBm energy extrapolation scheme of Eq. (4), the
fitted value of ν is close to 2 for most values of the frus-
tration parameter α pertaining to the particular CCM
model state used, except very near (or inside) any criti-
cal regime, where it can deviate sharply from the value
2, as discussed in more detail below.
We have also found previously27,35 that our LSUBm
values χ(m) may themselves very accurately be directly
extrapolated to the m→∞ limit using the same scheme,
χ(m) = d0 + d1m
−2 + d2m
−4 , (10)
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FIG. 6: (Color online) (a) CCM results for the inverse plaquette susceptibility, 1/χp, appropriate to the PVBC ordering of Fig.
5(a), as a function of the frustration parameter, α ≡ J2/J1, for the spin-1/2 J1–J2 model (with J1 = +1) on a cross-striped
square lattice, using both the Ne´el state (left curves) and DN state (right curves) as the CCM model state. For both model
states we show the LSUBm results with m = {4, 6, 8, 10}, plus the corresponding extrapolated results LSUB∞ and LSUB∞(e)
using this data set in the extrapolation schemes of Eqs. (12) and (9), respectively. Those portions of the curves with thinner
lines indicate the respective unphysical regions where M < 0 (and see text for details). Note that the LSUB∞ curves are
shown with thinner lines over the unphysical ranges, since the corresponding results for 1/χp clearly behave non-monotonically
there. By contrast, the LSUB∞(e) curves are shown over the entire region where all of the LSUBm approximations have real
solutions (i.e., out to the respective termination points of the highest, LSUB10, solution), since the results for the perturbed
energies used in this extrapolation behave monotonically almost everywhere the solutions exist. (b) The respective fitted values
of the exponent ν in the extrapolation schemes of Eqs. (12) and (9), for the same fits as shown in Fig. 6(a) to the left.
as for the GS energy itself in Eq. (4). A corresponding
direct extrapolation of the more relevant quantity, the
inverse susceptibility,
χ−1(m) = x0 + x1m
−2 + x2m
−4 , (11)
has also been found27,35 to give consistently good results,
which agree well with those obtained from Eq. (10), al-
though again with the exception of regions where χ−1
becomes very small or zero. Since we are here interested
precisely in such regions over an extended range of val-
ues of the frustration parameters, αc1a . α . α
c
1b, we may
also use an unbiased extrapolation scheme of the form of
Eq. (7),
χ−1(m) = y0 + y1m
−ν , (12)
in such a case,27,35 where y0, y1, and ν are all treated as
fitting parameters.
In Fig. 6(a) we present our results for the inverse
plaquette susceptibility, χ−1p , pertaining to the PVBC
ordering illustrated graphically in Fig. 5(a). We note
that since the definition of χ is invariant with respect to
the sign of the perturbation parameter δ in the case of
PVBC order, its graphical definition in Fig. 5(a) is in-
variant with respect to interchange of the strengthened
(thick, red) and weakened (thin, blue) J1 bonds. We
show explicitly in Fig. 6(a) our LSUBm results based
on both the Ne´el and DN states as CCM model states,
with m = {4, 6, 8, 10}, together with two extrapolated
results, LSUB∞ and LSUB∞(e), based on Eqs. (12) and
(9) respectively, and in each case using the respective
data sets m = {4, 6, 8, 10} to perform the fits. What is
especially noteworthy in the first place is how very close
are the two different extrapolations for both the Ne´el and
DN states as model states, except precisely in the region
αc1a . α . α
c
1b where they have different forms. How-
ever, even in this most interesting region, the physical
picture that emerges is a rather consistent one.
Thus, from the raw LSUBm results themselves, we see
clearly that both the Ne´el-ordered and DN-ordered states
become highly susceptible to PVBC ordering around the
same points at which their respective magnetic order pa-
rameters, M , approach zero, as in Fig. 3(a). On the
Ne´el side, although the LSUB∞ result for χ−1p based on
Eq. (12) does not become exactly zero it does become
very small around our previous estimates for αc1a, and
the corresponding LSUB∞(e) result shows a clear min-
imum, with an even smaller value of χ−1p , at a slightly
larger value of α, just before the extrapolation becomes
unstable, in the region where the corresponding solutions
are unphysical since (some of) the LSUBm solutions have
a value there of M < 0, as seen from Fig. 3(a).
By contrast, the extrapolated results based on the
DN state have markedly different character. Thus, the
LSUB∞ extrapolated result for 1/χp based on Eq. (12)
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goes to zero at a value α = 0.62(2), where the error
bar is an estimate from using different LSUBm data
sets, as discussed previously. A close inspection of Fig.
6(a) reveals, however, that this LSUB∞ result for 1/χp
based on the extrapolation scheme of Eq. (12) then be-
comes zero again as α is decreased further, at a value
α ≈ 0.50. These two values are completely consistent
with our previous estimates of the two QCPs marking
the range, αc1a ≤ α ≤ α
c
1b, of the intermediate phase,
namely, αc1b = 0.62(1) and α
c
1a = 0.46(1). Even more
revealing perhaps is the estimate LSUB∞(e) for 1/χp,
shown in Fig. 6(a), which is based on the most direct
extrapolation scheme of Eq. (9). Here we observe very
clearly that 1/χp is zero (or very close to zero within
the small error bars of the extrapolation) over a range
αc1a . α . α
c
1b. Thus, all of the evidence from our re-
sults from χp is compatible with the interpretation that
the quantum phase intermediate between those with Ne´el
and DN order has PVBC order.
In Fig. 6(b) we show the values of the exponent ν that
we obtain from our LSUB∞ and LSUB∞(e) fits to the
LSUBm extrapolation schemes of Eqs. (12) and (9) re-
spectively. The values shown are based on fitting to the
LSUBm data set m = {4, 6, 8, 10} for both the Ne´el and
DN solutions. However, the fitted values are themselves
again remarkably robust with respect to the choice of
data set. Figure 6(b) shows that when χp is calculated
using Eq. (9), the fitted value of the exponent ν is very
close to the expected value 2, as in our standard GS en-
ergy extrapolation scheme of Eq. (4), except for values
of α in the approximate range αc1a . α . α
c
1b, where it
drops sharply. In practice the second derivative of e(δ)
required in Eq. (8) is calculated numerically using values
δ = 0,±d, typically with d = 0.001. The corresponding
value of ν in Eq. (9) that are plotted in Fig. 6(b) are
then essentially identical for these three values of δ that
we use. On the other hand, when 1/χp is calculated us-
ing Eq. (12) the fitted value for the exponent ν is close
to 1.5 on the Ne´el side and 2 on the DN side, again ex-
cept for values of α in the critical range αc1a . α < α
c
1b,
where they similarly deviate sharply. It is interesting to
note that a value ν ≈ 1.5 has also been observed previ-
ously when using Eq. (12) for the extrapolations of 1/χp
for the Ne´el state in the related J1–J2 models on the
checkerboard30 and chevron-square35 lattices.
Although our results for χp provide very strong ev-
idence for a PVBC-ordered GS phase intermediate be-
tween the Ne´el and DN GS phases for the quantum spin-
1/2 model, we have also performed similar CCM calcu-
lations based on the Ne´el and DN states as model states
for the corresponding crossed-dimer susceptibility, χd,
pertaining to the CDVBC order illustrated graphically
in Fig. 5(b). The results for χd are qualitatively quite
different to those for χp. Thus, in the case of χd the
extrapolated results show no indication at all of being
zero (or unphysically negative) over any finite range. In-
stead, the DN and Ne´el results, respectively, for 1/χd
become zero (or very closely approach zero) only at sin-
gle points, which are themselves completely compatible
with our prior estimates for αc1a and α
c
1b. Thus, while
the results for 1/χd corroborate our previous estimates
for these two QCPs, they provide no evidence at all for
any CDVBC-ordered phase, since 1/χd does not vanish
over any finite range of values of α. The fact that 1/χd
vanishes at specific points, namely αc1a and α
c
1b, simply
reinforces these as being QCPs, since at any QCP one
expects the system to become infinitely susceptible to all
forms of ordering that are compatible with the symme-
tries of the physical and model states.
We now summarize our results in Sec. V.
V. SUMMARY
We have investigated the complete T = 0 GS phase
diagram of an s = 12 J1–J2 Heisenberg model on a cross-
striped square lattice, for all values of J1 and J2, both
positive and negative. The classical (s → ∞) version
of the model has four GS phases, as illustrated in Fig.
1(d), with each of the corresponding phase transitions of
first-order type. In the first quadrant of the phase dia-
gram (where J1 ≥ 0 and J2 ≥ 0) the model interpolates
continuously between a 2D HAF on the square lattice
(when J2/J1 ≡ α = 0) and uncoupled 1D HAF chains
(as α → ∞). For the spin-1/2 quantum model we have
found a GS phase diagram with five phases, with our
main findings summarized in Fig. 7.
One of our main conclusions is that the classical di-
rect first-order transition between the AFM Ne´el and DN
phases at αcl1 = 0.5 (with J1 > 0) is split into two transi-
tions in the s = 12 case, with QCPs at α
c
1a = 0.46(1) and
αc1b = 0.62(1), and an intermediate quantum phase with
PVBC ordering. From the shape of the order-parameter
curves in Fig. 3(a) it seems probable that both transi-
tions are continuous, since a first-order transition is usu-
ally signalled by a much steeper (or discontinuous) fall to
zero.27 The shape of the corresponding curves for 1/χp in
Fig. 6(a) also corroborates that the transitions are con-
tinuous, since first-order ones also usually show a similar
steep (or discontinuous) drop to zero.27 Since the three
phases, Ne´el, DN and PVBC, break different symmetries
our results thus favour the deconfinement scenario for
both transitions at αc1a and α
c
1b. Nevertheless, we should
mention that generic arguments have been given50 that
phase transitions in models with SU(2)-symmetric decon-
fined critical points should be of first-order type. How-
ever, these arguments are based on effective field theories,
while our own calculations are based directly on the lat-
tice model itself. Although we can never entirely exclude
the possibility of the transitions at αc1a and α
c
1b being suf-
ficiently weak first-order ones, our evidence points more
clearly to them being of second-order (deconfined, con-
tinuous) type. While our most accurate determination of
both αc1a and α
c
1b comes from the magnetic order param-
eter results shown in Figs. 3(a) and 4(a) as the respective
points where Ne´el order and DN order melt, our results
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FIG. 7: (Color online) The ground-state phase diagram of the spin-1/2 J1–J2 model on a cross-striped square lattice (with
α ≡ tan θ ≡ J2/J1), showing the three antiferromegnetic phases, namely Ne´el, double Ne´el (DN) and double columnar striped
(DCS), illustrated in Figs. 1(a)–(c) respectively; the plaquette valence-bond crystalline (PVBC) phase illustrated in Fig. 5(a);
and the ferromagnetic (FM) phase. The three transitions at αc1a = 0.46(1) and α
c
1b = 0.62(1), which mark the boundaries of
the PVBC phase, and at θc2 =
1
2
pi between the DN and DCS phases, all with J2 > 0, each shown by a broken line, all appear
to be continuous ones; while the two transitions at αc3 = −0.423(1) (with J2 > 0) and at θ
c
4 =
3
2
pi, which mark the boundaries
of the FM phase, both shown by solid lines, are first-order ones.
for 1/χp shown in Fig. 6(a) strongly corroborate that
these are the same points where PVBC order turns on.
Naturally, we cannot entirely exclude, from our results as
shown in Fig. 6(a), the possibility of a very narrow regime
within the range αc1a < α < α
c
1b where yet another phase
with a different form of ordering exists.
We appreciate that the evidence presented here for the
transitions at αc1a and α
c
1b being of the continuous (de-
confined) type is relatively weak and rather far from be-
ing conclusive. Nevertheless, we believe that the analysis
is certainly sufficiently suggestive to justify further work
to clarify the nature of these transitions, for example,
by the calculation of critical exponents or by finding a
positive signal of the emergent [U(1)] symmetry. Such
calculations, however, have scarcely ever hitherto been
attempted within the CCM framework itself, and are cer-
tainly beyond the scope of the present study in any case.
We have found, as expected, that the third QCP at
θc3 =
1
2pi between the DN and DCS phases, coincides with
the corresponding classical transition, θcl3 =
1
2pi. How-
ever, we have found very strong evidence, from both the
GS energy results shown in Fig. 2(b) and the magnetic or-
der parameter results shown in Figs. 3(b) and 4(b), that
the quantum transition for the s = 12 model is again a
continuous second-order one (and hence, again, presum-
ably a deconfined transition), by contrast with the first-
order nature of this transition in the classical (s → ∞)
model.
On the other hand, the remaining two transitions that
mark the boundaries of the FM phase, are clearly first
order in both the s = 12 and s → ∞ cases. However, we
have found that quantum fluctuations act to stabilize the
collinear AFM order of the DCS phase to higher values of
the corresponding frustration (i.e., here, to larger values
of α−1, since the J1 bonds now act to frustrate the AFM
order of the J2 chains) than in the classical case. Thus,
we found that the classical transition at αcl3 = −0.5 (with
J1 > 0) shifts by quantum fluctuations in the s =
1
2 case
to αc3 = −0.423(1), where our best estimate for α
c
3 now
comes from the energy crossing point shown in Fig. 2(c).
Such stabilization by quantum fluctuations of collinear
AFM order at the expense of FM order in frustrated re-
gions has been observed elsewhere, for example, in both
the FM version of the full (undepleted) spin-1/2 J1–J2
model on the square lattice23 and in a related model on
the honeycomb lattice.29
Lastly, in the unfrustrated regime where J2 < 0, the
final QCP between the FM and the Ne´el phases has been
found to occur at θc4 =
3
2pi, at precisely the same place
as the corresponding classical transition, θcl4 =
3
2pi, fully
as expected.
As final point, it may be worthwhile to comment on the
limitations of the present CCM formalism in this context.
While there exists a large amount of strong evidence that
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the method can very accurately capture the properties
and phase boundaries of (magnetically) ordered states
of highly frustrated quantum magnets, the available evi-
dence for its ability to capture phases that are not adia-
batically connected to a chosen reference state is mixed.
On the one hand there is considerable evidence, including
from the present study, that the CCM can well describe
the phase boundaries of such states as those without mag-
netic order but with various forms of VBC order, even
when using a reference state with magnetic order that is
not itself the stable GS phase in the region (or, indeed,
anywhere). On the other hand, and in common with
many other methods, the CCM does not easily detect di-
rectly such disordered phases as spin-liquid phases, e.g.,
of the topological spin-liquid type or the sliding Luttinger
liquid (SLL) type mentioned in Sec. II. What the CCM
can perhaps most easily provide in such circumstances is
strong evidence for a region in the (T = 0) GS phase dia-
gram of a phase of a type for which one may then test by
other means. In other words, in such circumstances, it
is better suited to exclude possibilities and/or to provide
signals for the existence of some (as yet unknown) phase.
For example, for the present model it is conceivable that
an SLL might, a priori, exist at high enough (but still
finite) values of α. However, as we have seen, no indica-
tions emerge from the present analysis that would lend
credence to, or would justify a search for, such an SLL
phase as a stable GS phase.
In conclusion, we have seen that the J1–J2 Heisen-
berg model on the cross-striped square lattice provides
a challenging model with a rich GS phase diagram in
the extreme s = 12 quantum case, with several features
that differ markedly from its classical (s → ∞) counter-
part. The application of other theoretical techniques to
the model would hence surely be of interest, in order to
confirm our results. It might also be interesting to exam-
ine the s = 1 version of the model for further differences.
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