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The evolvability framework is a computational theory proposed by Valiant as a quantitative
tool for the study of evolution.We explore in this work a natural generalization of Valiant’s
framework: an organism’s genome is regarded as representing the Fourier spectrum of a
real-valued function that the organism computes. A performance function is suggested that
averages in a certain way the organism’s responses over the distribution of its experiences.
We show that this generalization supports the existence of an efficient, conceptually simple
and direct evolutionary mechanism. More concretely, we consider the case where the
ideal behavior that an organism strives to approximate is encoded by some decision list,
and establish the evolvability of decision lists with respect to the suggested performance
metric, over the uniform probability distribution.
In accordance with biological evidence on how genomes mutate, the evolutionary
mechanism we propose performs only simple operations on the organism’s genome to
obtain mutated genomes. The surviving genome is selected greedily among genomes in
the current generation based only on performance. A sustained performance improvement
is ensured, at a fixed and predictable rate across generations, and a highly fit genome
is evolved in a number of generations independent of the size of the ideal function,
and determined only by the required approximation degree. Furthermore, the size of
the genome grows logarithmically in the number of environmental attributes. None of
these rather stringent, and presumably biologically desirable properties are enforced by
the baseline evolvability framework, nor are these properties possessed by other early
evolvability results.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Since Darwin’s groundbreaking work in the mid-19th century [2], natural selection has been regarded as the primary
driving force in determining the traits and behaviors of organisms populating an environment. Evolutionary theory
maintains that certain traits and behaviors come into being through a process of restricted random search, taking place
across generations, and being guided by selection according to the ‘‘survival of the fittest’’ paradigm. The search is a
manifestation of mutations that occur in the genomes of organisms. Mutated genomes give rise to organisms with different
traits and behaviors, which imply an increased or diminished capacity for those organisms to survive and reproduce. The
genomes of organisms that survive mutate in turn, ensuring the continuation of the process. Traits and behaviors that are
beneficial for survival tend to accumulate across generations, while those that are deleterious tend to become extinct.
Building on ideas from Computational Learning Theory, Valiant [16,17] proposed a framework that formalizes the
process of evolvability, providing, thus, a quantitative theory through which behaviors that are efficiently evolvable may be
identified. In that framework, one assumes that the environment supplies examples on some fixed ideal behavior, which is
naturallymodeled as amulti-argument function. Each example determines an experience that an organismmay face, and the
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corresponding ideal response in that situation as determined by the associated function. The examples are drawn according
to some underlying probability distribution, which corresponds to the environment that an organism populates. A class of
ideal functions is said to be evolvable if the restricted search allowed within the bounds of evolution results in an organism
that exhibits behavior that is arbitrarily close to the behavior determined by any a priori selected ideal function in the class.
In the work that introduced the framework, Valiant [16,17] also established that the classes of monotone conjunctions and
monotone disjunctions are evolvable over the uniform probability distribution.
In this work we investigate the existence of simple and direct evolutionary mechanisms in a natural generalization of
the evolvability framework where the genome is not restricted to encode boolean-valued functions. Instead, we regard the
genome as representing a real-valued function whose range is not bounded in any direct way. A performance metric based
on themean squared loss function is also employed in the generalization thatwe consider, extending the original correlation
performance metric [16,17] that was used for genomes encoding boolean-valued functions.
Under the described setting we show that the class of decision lists the class of all single-branch decision trees, which
strictly contains the classes of boolean conjunctions and disjunctions [14] is evolvable over the uniform probability
distribution by such a simple and direct evolutionary mechanism (cf. Theorem 11). We view an organism’s genome as
representing the Fourier spectrum of the function to which the organism’s behavior corresponds. Due to restrictions on
the genome’s size, the genome may encode only a limited amount of information. In our setting, this corresponds to only a
limited number of Fourier coefficients being explicitly represented, and only a limited number of attributes being present in
the representation. One of the technical contributions of this work lies in showing that this constraint may be met without
sacrificing the ability to evolve towards a given ideal behavior that is encoded via a decision list.
Themain realization in obtaining our result is that themagnitude of the change in the Fourier coefficients that the genome
encodes, is reflected in the magnitude of the change in the performance of the organism, given uniformly at random drawn
experiences. A similar ‘‘smoothness’’ property in Evolutionary Computation is knownas strong causality, and states that small
changes on the genetic level should result in small changes in the performance [13]. Viewing, then, evolution as a descent
towards the ideal behavior in some gradient determined by the environment, the genome’s representation, and themanner
in which mutations are produced, one may view the Fourier-based representation of the genome (along with the uniformly
at randomdrawn experiences) as allowing a natural choice ofmutations that avoids the localminima and the plateaus of the
gradient; thus, strictly beneficial evolution is facilitated at every generation. Such a choice ofmutations needs, however, to be
explicitly determined, given that the directions in which onemaymove in the gradient may be far toomany to be efficiently
examined. We show that the task of identifying the descending directions that are sufficiently steep, so that the change in
performance may be reliably determined, relates to the task of identifying the Fourier coefficients of the ideal function that
are sufficiently large. We adapt ideas from the literature [1,9] to the evolvability framework, and show howmutations may
be appropriately chosen so that sufficiently steep descending directions are always available among a small set of choices.
The variant of the evolvabilitymodel thatwe consider is considerablymore stringent thanwhat is required by the original
framework. In particular, it simultaneously satisfies all three natural constraints discussed by Valiant [16,17, Section 6]:
(i) only beneficial mutations are allowed; (ii) the representations are not redundant; and (iii) the threshold according to
which reliable performance variations are determined remains fixed for the duration of the evolutionary process. Thus, and
in contrast to the evolutionary mechanism considered by Valiant [16,17], our mechanism ensures a sustained performance
improvement at a predictable rate that remains fixed across generations. Equally intriguing, and again in contrast to the
evolutionary mechanism considered by Valiant [16,17], is that our mechanism satisfies two additional constraints: (iv) a
highly fit genome is evolved in a number of generations that is independent of the ideal function’s size, and solely determined
by the required degree of approximation; and (v) the genome’s size depends only logarithmically on the number of attributes
in the environment. Such space efficiency might be relevant when looking to establish whether in nature simple genomes
can encode functionality useful in our high-dimensional environment.
In presenting the evolvability framework and our evolutionary mechanism next, we shall often make parallels to
biological evolution and organisms. It is not our intent to argue that the evolvability framework perfectly accounts for,
and agrees with, all available biological evidence relating to the process of evolution, nor to suggest that the mechanism
that we describe can exist verbatim in nature. Rather, we employ such parallels as a means to intuitively explain aspects
of this work by referencing known notions from biology. On the other hand, certain high-level properties of our proposed
mechanism could be argued to be present in nature as well.
2. The evolvability framework
Evolvability [16,17] may be abstractly viewed as a process of refining an initial approximation to some unknown ideal
function, until the approximation is sufficiently good. We discuss next the main ideas and definitions at a high level, and
direct the reader to Valiant’s original paper for the details.
2.1. Main definitions
An environment with n attributes of interest is populated by organisms, whose evolutionary goal is to exhibit behavior
that ε-approximates some ideal behavior. Each organism is represented by its genome, which is modeled as a member of
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a class Rn,ε of representations of functions. The ideal behavior is modeled by a fixed, albeit unknown, function from some
class C of ideal functions. The n attributes of interest correspond to the n boolean variables over which the functions in both
Rn,ε and C are defined. It is assumed that functions in Rn,ε can be evaluated in time polynomial in n and 1/ε on each input
in {−1,+1}n.
In the original evolvability framework it is assumed that each element r ∈ Rn,ε encodes a boolean-valued function. We
relax this assumption by allowing r to encode a function from {−1,+1}n to R the precise representation is defined later.
Each input x ∈ {−1,+1}n to some ideal function corresponds to an experience that organisms may face in their
environment, while the value of the ideal function on x corresponds to the expected response of organisms given that
experience. A probability distribution D over {−1,+1}n determines the frequency with which each experience is faced
by organisms. Given an ideal function f ∈ C , the fitness of a representation r ∈ Rn,ε under a probability distribution D is
determined by an actual performance metric Perff (r,D). In biological terms, the actual performance metric indicates
how close the behavior of an organism is to the ideal behavior, given the experiences that the organism may face in its
environment. It is under this metric that an organism r is expected to ε-approximate the ideal behavior f , by achieving
Perff (r,D) ≥ 1− ε.
As in biological evolution, a representation r mutates according to some process N and produces a set NeighN(r) ⊆ Rn,ε
of representations that includes r , and an associated probability with eachmember of NeighN(r); the resulting set NeighN(r)
is known as the set ofmutations of r . The process N through which the mutations of a representation in Rn,ε are obtained
is known as a neighborhood on the representation class Rn,ε . Efficiency considerations require that on input r the set of
mutations NeighN(r) of r is returned in time polynomial in n and 1/ε; hence, only a limited number of possible mutated
genomes may be produced. The probability associated with each member r ′ ∈ NeighN(r) corresponds to the fraction of the
population of organisms that exhibit the genome r ′, acknowledging that more than one organism in a given populationmay
exhibit the same genome. It is expected, however, that each genome is well-represented in the population, or, equivalently,
that the population is not too large with respect to the number of organisms exhibiting any particular genome; hence, each
probability is expected to be at least some inverse polynomial in n and 1/ε.
It is understood that each organism r ′ ∈ NeighN(r) will face only a limited number s of experiences during its lifetime,
drawn independently at random from the probability distribution D; thus s is expected to be polynomial in n and 1/ε.
According to how closely the values of the representation r ′match those of the ideal function f on the s drawn inputs, an em-
pirical fitness value is assigned to the representation, as determined by an empirical performance metric Perff

r ′,D, s

.
As the name suggests, the value of the empirical performance metric provides an empirical estimate of the value of the
actual performance metric.
The mutations of an organism r are ranked according to their empirical fitness, and partitioned into three categories:
(i) the beneficial ones that exhibit empirical fitness that exceeds that of r by at least an additive value t , (ii) the neutral
ones that exhibit empirical fitness within an additive difference of t from that of r , and (iii) the remaining ones. For the
partitions to be reliably determined, the tolerance t is expected to be at least some inverse polynomial in n and 1/ε. If
beneficial mutations are available, then one of those is chosen to survive. If beneficial mutations are not available, then
one of the neutral mutations is chosen to survive; since r is itself one of its mutations, neutral mutations are guaranteed to
exist. In either case, the surviving mutation r ′ is chosen from the corresponding set of mutations according to the relative
probabilities assigned by process N to the members of that set. The process by which a representation r ′ is derived from a
representation r is known as a t-mutator .
A t-evolution sequence1 is now defined as any sequence r0, r1, . . . , ri, . . . of representations from Rn,ε , such that
the following restrictions are obeyed: (i) representation r0 is chosen arbitrarily this corresponds to a lack of special
requirements for evolution to commence; and (ii) for each i ≥ 1, ri is the output of a t-mutator on ri−1 this
corresponds to the process of mutation and selection. A (parameterized) class Cn of ideal functions is said to be evolvable
by a (parameterized) representation class Rn,ε over a given (parameterized) probability distribution Dn if there exists a
polynomial g(·, ·) such that for every integer n, every ideal function f ∈ Cn, every real value ε ∈ (0, 1], and every
representation r0 ∈ Rn,ε , a randomly chosen t-evolution sequence r0, r1, . . . , ri, . . . is, with probability 1 − ε, such that
Perff

rg(n,1/ε),Dn
 ≥ 1− ε. The number of generations required for evolution to achieve this goal is given by g(·, ·).
2.2. Performance metrics
The purpose of a performance metric in the context of the evolvability framework is to ultimately provide a measure of
distance, correlation, or similarity, between the function implemented by a representation h, and an ideal function f , with
respect to a probability distribution D . The performance metric corresponds, then, to a measure of ‘‘fitness’’ of the repre-
sentation. Assuming that both f and h are boolean-valued functions, Valiant [16,17] employs an actual performance metric
defined as
Perff (h,D) , ED [f · h] = 1− ED

(f − h)2 /2
1 Valiant [16,17] considers a more general definition of an evolution sequence, where the tolerance t varies across the sequence. Since our results hold
in the more constrained model where t remains fixed, we present only a simplified version of the definition.
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and an empirical performance metric defined analogously as
Perff (h,D, s) , s−1

x∈Y
(f · h)(x) = 1− s−1

x∈Y
(f − h)2 (x)/2,
where Y is a multiset of s inputs selected independently at random from {−1,+1}n according toD .
In this work we examine a generalization of the correlation actual performance metric that is applicable to real-valued
functions whose range is not bounded in any direct way. First, let mar(·) map a set of functions to the maximum absolute
value in the range of functions in the set. Assuming F is a set of possible ideal functions with mar(F) ∈ R, and H is a set
of possible representations with mar(H) ∈ R, we let z(F ,H) , (mar(F) + mar(H))2/2, and define the actual performance
metric as
Perff (h,D) , 1− ED

(f − h)2 /z(F ,H).
and an empirical performance metric is defined analogously as
Perff (h,D, s) , 1− s−1

x∈Y
(f − h)2 (x)/z(F ,H),
where Y is a multiset of s inputs selected independently at random from {−1,+1}n according toD . Thus, the normalizing
factor z(F ,H) scales the performancemetric range to be [−1,+1].2 The sets F andH shall be defined in the sequel, as needed
for the evolutionary mechanism that we propose.
The particular generalization of the correlation performance metric that we consider is equivalent to the correlation
performance metric in the case of boolean-valued representations, as those considered by Valiant [16,17], since there
mar(F) = mar(H) = 1. In the case of real-valued representations, as those considered in this work, the chosen performance
metric retains the association of the correlation performance metric with the mean squared loss ED

(f − h)2, which, as
we shall later see (cf. Condition (iii) of Lemma 2), is naturally associated with the Fourier coefficients of f and h.
In addition to any practical considerations in adopting a generalized performance metric, one may also identify certain
biological considerations that support the chosen performance metric: first, it accommodates for the notion of strong
causality [13], as already discussed in Section 1. Second, in addition to measuring the average ‘‘fitness’’ of a given organism
across experiences, it also measures the variability of this ‘‘fitness’’. Ceteris paribus, an organism with smaller variability in
its responses across its experiences is considered to bemore ‘‘fit’’. Neither of these two properties are present in the original
performance metric and the use of boolean-valued representations.
We present below some straightforward properties of the actual and empirical performance metrics that we employ,
whichhold independently of the class of ideal functions and the class of representations that one considers. Given sufficiently
many samples, the ordering of representations that is induced by their actual performance is, with high probability, roughly
preserved when representations are compared against their empirical performance.
Lemma 1 (Actual and Empirical Performance Relation). Let F ,H be sets of functions {−1,+1}n → R with mar(F),mar(H) ∈
R. Consider an ideal function f ∈ F , a pair of representations h1, h2 ∈ H, a probability distribution D over {−1,+1}n, a real
number t ∈ [0, 1], and an integer s ∈ N. Then, each of the following conditions holds with probability at least 1− e−st2/32:
(i) If Perff (h1,D, s) < Perff (h2,D, s)+ t, then Perff (h1,D) < Perff (h2,D)+ 3t/2 ;
(ii) If Perff (h1,D, s) ≥ Perff (h2,D, s)+ t, then Perff (h1,D) ≥ Perff (h2,D)+ t/2 .
Proof. Fix j ∈ {1, 2}. Draw a set Y of s samples independently at random from {−1,+1}n according toD , and consider the
random variables X1, X2, . . . , Xs such that each Xi has the value of

f − hj
2 when evaluated on the i-th sample in Y . Clearly,
these random variables are independent. Define the random variable X , s−1 ·si=1 Xi to be the mean of these random
variables. By linearity of expectations, ED [X] is then the mean of the expectations of these random variables. Note that the
range of

f − hj
2 is [0, 2z(F ,H)]; hence, the range of each Xi is [0, 2z(F ,H)]. By standard concentration bounds [7], the
probability that |X − ED [X] | > cz(F ,H) is at most e−2sc2z(F ,H)2/(2z(F ,H))2 = e−sc2/2. Since X = s−1

x∈Y

f − hj
2
(x) and
ED [X] = ED

f − hj
2, the probability that |Perff hj,D, s − Perff hj,D | > c is at most e−sc2/2. The claim follows
by setting c = t/4. 
2.3. Learnability considerations
Valiant [16,17] shows that under the pair of correlation performance metrics, evolvability implies learnability under
the semantics of the Probably Approximately Correct [15], and the Statistical Query [8] models. One would expect that the
2 Alternatively, one may develop evolutionary mechanisms such that mar(F) and mar(H) are upper-bounded by 1, and replace the normalizing factor
z(F ,H) in the performance metric by the constant 2. Such a modification effectively trades off the simplicity of the evolutionary mechanism for the
simplicity of the performance metric. We have chosen to retain the simplicity of the evolutionary mechanism that we propose.
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generalized performance metric that we employ does not sever this implication. That is, we wish to be able to claim that
a representation with a high performance under the employed performance metric induces a highly accurate hypothesis
according to the accuracy metric employed in the two aforementioned learning models.
One may employ the fact that 1 − ED

(f − h)2 lower bounds the accuracy of the function sign [h] with respect to f ,
where sign [h] maps negative values of h to −1 and non-negative values to +1 [9]. What may interfere with this straight-
forward approach is the existence of the normalizing factor z(F ,H) in the employed performance metric Perff (h,D) = 1
− ED

(f − h)2 /z(F ,H). Indeed, if z(F ,H) = Ω(ε−1), then it is possible for h to have performance Perff (h,D) = 1 −
ED

(f − h)2 /z(F ,H) = 1 − ε, while ED (f − h)2 = Ω(1), which gives no guarantees on the accuracy of sign [h] with
respect to f . If, however, we choose as we later do F and H such that z(F ,H) = O(ε−γ ), for some γ less than and
bounded away from 1, then it immediately follows that for every h with performance 1 − ε, it must be the case that
ED

(f − h)2 = O(ε1−γ ). Thus, evolvability implies learnability, as needed.
With respect to bounding z(F ,H), and assuming that F comprises boolean-valued functions (as is the case in this and
previous investigations of evolvability), thenwhether the condition z(F ,H) = O(ε−γ ) is satisfied is determined solely by the
representation class H . One of the technical challenges in obtaining our results is to construct a representation class that is
sufficiently expressive to support evolvability in the stringent setting that was discussed in Section 1, but is also sufficiently
restricted so as to allow the aforementioned condition to be satisfied.
3. Properties of decision lists
In what follows, inputs to functions are denoted by x, boolean variables in functions are denoted by xi, and particular bits
of an input x are denoted by x[i]. Thus, when evaluating a function on an input x, every boolean variable xi assumes the value
x[i]. We also define [n] , {1, 2, . . . , n}. Further notation is introduced when needed.
3.1. Fourier analysis of functions
The Fourier analysis of a function g : {−1,+1}n → R is the representation of g as a linear combination of parity func-
tions. The coefficients in this linear combination are known as the Fourier coefficients, and the set of all such coefficients
expressed in some fixed order is known as the Fourier spectrum of g . For every α ⊆ [n], denote by χα : {−1,+1}n →
{−1,+1} the parity function that maps x ∈ {−1,+1}n to+1 if and only if {i ∈ α | x[i] = +1} is of even size. The set of all
such parity functions is known as the Fourier basis. Although other bases exist, the Fourier basis enjoys certain useful and
well-studied properties. Some of these properties are presented next, and the reader is referred to a survey by Mansour [9]
for more details and proofs.
Lemma 2 (Properties of the Fourier Transform). Consider a function g : {−1,+1}n → R, and the uniform probability
distributionU over {−1,+1}n. Then, for every α ⊆ [n] there existsg (α) ∈ R such that:
(i) g(x) =α⊆[n]g (α) · χα(x) ;
(ii) g (α) = EU [g · χα] =x∈{−1,+1}n g(x) · χα(x) · PrU [x] .
Consider a pair of functions g1, g2 : {−1,+1}n → R. Then:
(iii) EU

(g1 − g2)2
 =α⊆[n]  g1 − g2 (α)2 =α⊆[n] (g1 (α)− g2 (α))2.
Note, in particular, that: Condition (i) implies that the range of a real-valued function over boolean variables with at
most v non-zero Fourier coefficients all lying in the range [−1,+1] is [−v,+v]3; Condition (ii) implies that the Fourier
coefficients of real-valued functions over boolean variables with range [−1,+1] also lie in [−1,+1]. The latter implication
holds, in particular, when boolean-valued functions are considered. These observations will be useful later on.
As in previous work on learning functions over boolean variables via the Fourier transform method, we shall want to
identify certain large Fourier coefficients of a given function g : {−1,+1}n → R, as defined by
heavy (g, θ) , {i | i ∈ [n]; |g ({i}) | ≥ θ} .
3.2. The Fourier spectrum of decision lists
A decision list ℓ is represented by a sequence of condition-value pairs ⟨ci, vi⟩, where all ci’s except the last one are boolean
variables or their negations, the last ci is the tautology, and all vi’s are values in {−1,+1}. The value ℓ(x) of a decision list
3 If the v non-zero Fourier coefficients have sum of squares at most 1, then the Cauchy–Schwarz inequality implies a range of
−√v,+√v rather than
[−v,+v]. This stronger condition does not, however, hold in the context that Condition (i) is employed.
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ℓ on an input x ∈ {−1,+1}n is the value paired with the first condition of ℓ that is satisfied by the input x. We assume
throughout that boolean variables in decision lists appear at most once among the conditions. This assumption is without
loss of generality, since every decision list that does not satisfy this requirement is equivalent to another decision list that
does.
Given a decision list ℓ over n boolean variables, and a set α ⊆ [n] of indices, denote by last (α, ℓ) the least (or any
deterministically chosen) index in α such that no boolean variable xi with i ∈ α appears after boolean variable xlast(α,ℓ) in
ℓ.4 Denote by pos (α, ℓ) the position in ℓ at which: (i) xlast(α,ℓ) occurs, if such a position exists, or (ii) the tautology occurs,
otherwise. Denote by base (ℓ) the set of indices in [n] of all boolean variables that appear in ℓ.
Lemma 3 (The Fourier Coefficients of Decision Lists). Consider a decision list ℓ over n boolean variables, and a set α ⊆ [n] of
indices. Let b ∈ {−1,+1} be a fixed value that satisfies the pos (α, ℓ)-th condition of ℓ. For every input x ∈ {−1,+1}n, denote
by x′ the input obtained from x by flipping the last (α, ℓ)-th bit. Then,
|ℓ (α) | = 2 · 2−n · | x | x ∈ {−1,+1}n ; ℓ(x) ≠ ℓ(x′); x[last (α, ℓ)] = b |.
Proof. Note first that PrU [x] = PrU

x′

, and that χα(x) = −χα(x′), since last (α, ℓ) ∈ α. Consider an x ∈ {−1,+1}n such
that ℓ(x) = ℓ(x′). Then, the terms ℓ(x) ·χα(x) · PrU [x] and ℓ(x′) ·χα(x′) · PrU

x′

inℓ (α) =x∈{−1,+1}n ℓ(x) ·χα(x) · PrU [x]
cancel each other out. Thus,ℓ (α) = 
x∈{−1,+1}n
ℓ(x)≠ℓ(x′)
x[last(α,ℓ)]=b
ℓ(x) · χα(x) · PrU [x]+ ℓ(x′) · χα(x′) · PrU

x′

.
We restrict, therefore, our attention to inputs x ∈ {−1,+1}n such that ℓ(x) ≠ ℓ(x′) and x[last (α, ℓ)] = b. Then, x ∈
Ipos(α,ℓ), where Ij is the set of inputs that satisfy the j-th condition of ℓ, but not any previous condition. This implies that ℓ(x)
is constant across all the considered inputs x. Since ℓ(x) ≠ ℓ(x′) it follows that xlast(α,ℓ) appears in ℓ, and thus every xi with
i ∈ α appears in ℓ. This along with the fact that x ∈ Ipos(α,ℓ) implies that χα(x) is also constant across all considered inputs
x. Let v ∈ {−1,+1} be the product of the constants ℓ(x) and χα(x). Since ℓ(x) ≠ ℓ(x′) and χα(x) ≠ χα(x′), it follows that
v is also the product of ℓ(x′) and χα(x′) across all considered inputs x. Therefore, all terms of the summation are equal to
2v · 2−n, and since v ∈ {−1,+1} the claim follows. 
We now introduce truncations of decision lists [9], which we employ later as an analysis tool.
Definition 1 (Truncations of Decision Lists). For every decision list ℓ over n boolean variables, and every real number θ ∈
(0, 1], define the θ-truncation for ℓ to be the decision list ℓθ that is a prefix of ℓ up to and including the

log
 1
θ

-th
condition, and the value of the default condition of ℓθ is the value of the (

log
 1
θ
 + 1)-st condition of ℓ; note that ℓθ is
equal to ℓ if not enough conditions exist in ℓ to satisfy the prefix requirement.
Roughly, when evolving decision lists one may analyze how well the current representation relates to the truncation of
the ideal function, the intuition being that the truncation of the ideal function is a good approximation of the ideal function.
This property is not explicitly invoked in the sequel, but is established next for completeness of the presentation.
Lemma 4 (Performance of Decision List Truncations). For every decision list ℓ over n boolean variables, every real number θ ∈
(0, 1], and the uniform probability distributionU over {−1,+1}n, it holds that
Perfℓ (ℓθ ,U) > 1− 4θ/z(F ,H).
Proof. For every example x ∈ {−1,+1}n that satisfies any of the first log  1
θ
+1 conditions of ℓ, it holds that ℓ(x) = ℓθ (x).
The number of the remaining examples is at most 2n−

log

1
θ

+1

, which occur with a total probability 2−

log

1
θ

+1

< θ .
Thus, PrU

(ℓ(x)− ℓθ (x))2 ≠ 0

< θ , and since (ℓ(x) − ℓθ (x))2 ≤ 4, we then conclude that EU

(ℓ− ℓθ )2

< 4θ , and the
claim follows by definition of the actual performance metric. 
Decision lists enjoy certain properties that are central in establishing their evolvability. These properties ensure that
the Fourier coefficients in decision lists obey two types of constraints: local ones that state that certain Fourier coefficients
are small, and global ones that state how certain Fourier coefficients relate to each other. Results similar in flavor were
obtained previously in the context of Probably Approximately Correct learning decision lists [1,9], and are presented here
in an appropriate form for our purposes and in line with the notation that we employ.
Lemma 5 (Bounding Coefficients in Decision Lists). For every decision list ℓ over n boolean variables, every real number θ ∈
(0, 1], and every set α ⊆ [n] of indices, the following conditions hold:
4 A similar function is used by Aiello andMihail [1] in investigating the learnability of decision lists. Unlike that work, we do not assume that all variables
appear in the decision list, and last (α, ℓ) is appropriately defined to account for such scenarios, by still returning some variable in α when no variable in
α appears in ℓ.
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(i) If α ⊈ base (ℓθ ), then |ℓ (α) | < 2θ;
(ii) For every i ∈ α, |ℓ (α) | ≤ |ℓ ({i}) |.
Proof. Let b(α) ∈ {−1,+1} be a fixed value that satisfies the pos (α, ℓ)-th condition of ℓ. For every input x ∈ {−1,+1}n,
denote by x(α) the input obtained from x by flipping the last (α, ℓ)-th bit.
For the first claim, assume α ⊈ base (ℓθ ). Then xlast(α,ℓ) does not appear in ℓθ , and pos (α, ℓ) > log
 1
θ

. Note that
x | x ∈ {−1,+1}n ; ℓ(x) ≠ ℓ x(α) ; x[last (α, ℓ)] = b(α)
is a subset of Ipos(α,ℓ), where Ij is the set of inputs that satisfy the j-th condition of ℓ, but not any previous condition. Note that
if pos (α, ℓ) is the position of the default condition of ℓ, then the set of inputs under question is empty, and the claim holds
trivially. Assume, therefore, that the pos (α, ℓ)-th condition of ℓ is not the default. Then, |Ipos(α,ℓ)| = 2n−pos(α,ℓ). Lemma 3
then implies that |ℓ (α) | ≤ 2 · 2−n · |Ipos(α,ℓ)| = 2 · 2−pos(α,ℓ) < 2θ .
For the second claim, note that pos ({i} , ℓ) ≤ pos (α, ℓ). Assuming that pos ({i} , ℓ) = pos (α, ℓ), the claim follows
trivially from Lemma 3. Assume, therefore, that pos ({i} , ℓ) < pos (α, ℓ). Then, for every input x that belongs in
x | x ∈ {−1,+1}n ; ℓ(x) ≠ ℓ x(α) ; x[last (α, ℓ)] = b(α) ,
it holds that ℓ

x({i})
 = ℓ x(α)({i}). Thus, either ℓ(x) ≠ ℓ x({i}) or ℓ x(α) ≠ ℓ x(α)({i}), which implies that either
x({i}) or

x(α)
({i}) belongs in
x | x ∈ {−1,+1}n ; ℓ(x) ≠ ℓ x({i}) ; x[last ({i} , ℓ)] = b({i}) .
The claim follows from Lemma 3. 
4. An evolutionary mechanism
We now present our main results. We define the required parameters to instantiate an evolutionary mechanism, and
then establish that decision lists are evolvable by this evolutionary mechanism. For clarity of presentation, we employ next
the parameter β ≡ β(ε) ∈ [−1,+1] that is taken to be equal to some fixed polynomial in ε to be determined later.
4.1. Defining the mechanism parameters
We first define the representation class R so as to contain the Fourier spectrums of certain selected boolean functions.
For every n and ε, letWn,ε , {. . . ,−2β,−β,+β,+2β, . . .} ∩ [−1,+1] denote the set of allowed non-zero weights for the
Fourier coefficients. A mapping of each set α ∈ 2[n] to some weight in W ∪ {0} determines the Fourier spectrum of some
(real-valued) function over n boolean attributes. We further constrain which such mappings are allowed by restricting the
set of non-zero Fourier coefficients. For every n and ε, define Rn,ε to contain any given total mapping from 2[n] to W ∪ {0}
if and only if the sets α ∈ 2[n] that are mapped to (non-zero) weights in W have a set union of size at most 1 + log (6/β).
Define the representation class to be R ,

n,ε Rn,ε .
To illustrate how the elements of Rn,ε are represented, let Un,ε , {⟨w, α⟩ | w ∈ W ;α ⊆ [n]}. For each r ⊆ Un,ε , de-
fine vars (r) , {i | ⟨w, α⟩ ∈ r; i ∈ α} to be the collection of indices that appear in any index set in r . Each element of
Rn,ε corresponds, then, to a subset r ⊆ Un,ε obeying the constraint that each α ⊆ [n] appears at most once in r , and
|vars (r) | ≤ 1 + log (6/β). Zero Fourier coefficients are only implicitly represented. The chosen representation of the
elements of Rn,ε as sets facilitates their transformations. The conciseness of these representations is established next.
Lemma 6 (Space Efficient Representations). Each element in Rn,ε is representable in space O(1/β · log (1/β) · log n).
Proof. Consider an element in Rn,ε , and let r ⊆ Un,ε be the set that encodes the element. Since |vars (r) | ≤ 1+ log (6/β),
then there are at most O(1/β) elements ⟨w, α⟩ ∈ r . Fix an element ⟨w, α⟩ ∈ r . Sincew ∈ W , thenw can be encoded using
⌈log (1/β)⌉ bits. Since α ⊆ vars (r) ⊆ [n], then there are at most 1 + log (6/β) elements in α, and each can be encoded
using ⌈log n⌉ bits. The claim follows. 
Evaluating a representation on an input is done in the natural way, interpreting the weightsw as Fourier coefficients. We
employ the symbol r  to denote the function towhich a representation r corresponds, anddefine the value of a representation
r ∈ Rn,ε on an input x ∈ {−1,+1}n to be
r (x) ,

⟨w,α⟩∈r
w · χα(x).
Since each α ⊆ [n] appears at most once in r , then for every ⟨w, α⟩ ∈ r , it holds that w = r  (α). Note also that
no redundant information is encoded in a representation. A representation r and the function r  are, respectively, taken
to be the genotype and the phenotype of an organism. The response r (x) of the organism on an experience x may be
viewed as the extent to which a particular protein is expressed. Each term w · χα(x) corresponds, then, to the recognition
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of whether x obeys some parity condition χα , and the reinforcement or inhibition of protein transcription according to the
sign of the term, and to the extent determined by |w|.
From the observations following Lemma 2, the restriction of weights in the range [−1,+1] is without loss of generality,
since the Fourier coefficients of the boolean-valued ideal functions that evolution is trying to approximate, lie also within
this range. Furthermore, the range of the function r  defined by a representation r is [−12/β,+12/β], since r  has at most
21+log(6/β) non-zero Fourier coefficients, all within the range [−1,+1]. Thus, letting F be the class of decision lists over n
boolean variables, and H = Rn,ε , it follows that the normalizing factor z(F ,H) = (1+ 12/β)2/2. For notational simplicity,
we shall henceforth write z to mean this value.
We proceed to define how representations are mutated. Define the process N that given an input r ∈ Rn,ε it outputs the
set NeighN(r) , {r} ∪ NeighincN (r) ∪ NeighupdN (r), where
include: NeighincN (r) , Rn,ε ∩ {r ∪ {⟨d, {i}⟩} | i ∈ [n] \ vars (r) ; d ∈ {−β,+β}}
update: NeighupdN (r) , Rn,ε ∩ {(r \ {⟨r  (α) , α⟩}) ⊔ {⟨r  (α)+ d, α⟩} | α ⊆ vars (r) ; d ∈ {−β,+β}}
and eachmember of NeighN(r) is associated with the same probability. The square union operator⊔ on sets is defined in the
same way as a normal union operator, except that the former also removes all elements that are paired with a zero weight;
such elements need not (as they do not affect the value of representations), and should not (as they waste the limited space
available in representations), be explicitly represented. The process N defines a neighborhood as needed.
Lemma 7 (Neighborhood on Representation Class). The process N is a neighborhood on R of size O(n+ 1/β).
Proof. Clearly, NeighN(r) ⊆ Rn,ε . Since |vars (r) | ≤ 1 + log (6/β), the claim follows by observing that |NeighincN (r)| ≤ 2n
and |NeighupdN (r)| ≤ 2 · 2|vars(r)|. 
The size of mutations does not grow beyond some bound as determined by Rn,ε , by essentially having mutations that
do not meet this constraint filtered out, or die, before their performance is evaluated. Mutations are obtained by adding or
updating individual Fourier coefficients.
4.2. Establishing evolvability
Wenow present three lemmas identifying sufficient conditions under which the various parts of a neighborhood contain
beneficial mutations. The lemmas build on the idea that if a representation does not sufficiently approximate both the set
of heavy coefficients of the ideal function, and the heavy coefficients themselves, then there exists some Fourier coefficient
with significantly differentweight in the representation and the ideal function,whose update results in a new representation
that is sufficiently closer in performance to the ideal function. Identifying the Fourier coefficients to be updated and keeping
track of the approximations of all coefficients may be done within the polynomial size bounds of representations. In the
remainder of this section, the value of the normalizing factor z is (1+ 12/β)2/2, as already determined in Section 4.1, and
U represents the uniform probability distribution over inputs to functions.
Our first lemma establishes that if the current representation’s size is not large (vars (r) ⊆ base ℓβ/6), and not
all the boolean variables with heavy Fourier coefficients in the ideal function (heavy (ℓ, β)) have been identified as such
(heavy (ℓ, β) ⊈ vars (r)), then including an appropriate boolean variable will result in a beneficial mutation.
Lemma 8 (Existence of Beneficial Inclusion). Consider a decision list ℓ over n boolean variables, and a representation r ∈ Rn,ε . If
both vars (r) ⊆ base ℓβ/6, and heavy (ℓ, β) ⊈ vars (r), then there exists a representation r ′ ∈ NeighincN (r) such that
Perfℓ

r ′,U
 ≥ Perfℓ (r ,U)+ β2/z.
Proof. Given any i ∈ heavy (ℓ, β) \ vars (r), choose d ∈ {−β,+β} such that its sign agrees with the sign ofℓ ({i}),
and consider the representation r ′ , r ∪ {⟨d, {i}⟩}. Then, EU

(ℓ− r )2 − EU ℓ− r ′2 = ℓ ({i})2 − ℓ ({i})− d2 =
2ℓ ({i}) · d − β2. Since i ∈ heavy (ℓ, β), we have that |ℓ ({i}) | ≥ β , and thus 2ℓ ({i}) · d − β2 ≥ β2. The condition
follows by definition of the actual performancemetric. Observe also that |vars (r) | ≤ |base ℓβ/6 | ≤ log (6/β), and thus
|vars r ′ | ≤ 1+ log (6/β). Hence, r ′ ∈ NeighincN (v). 
Assuming now that some of the appropriate boolean variables have been identified, one wishes to approximate the
Fourier coefficients that involve those boolean variables. Our second lemma establishes that if the current representation’s
size is not large (vars (r) ⊆ base ℓβ/6), and not all the Fourier coefficients involving the identified boolean variables
(vars (r)) are sufficiently close to their actual values (|ℓ (α)−r  (α) | ≥ β), then updating an appropriate Fourier coefficient
will result in a beneficial mutation.
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Lemma 9 (Existence of Beneficial Updating). Consider a decision list ℓ over n boolean variables, and a representation r ∈ Rn,ε . If
both vars (r) ⊆ base ℓβ/6, and there exists α ⊆ vars (r) such that |ℓ (α)−r  (α) | ≥ β , then there exists a representation
r ′ ∈ NeighupdN (r) such that
Perfℓ

r ′,U
 ≥ Perfℓ (r ,U)+ β2/z.
Proof. Given an α ⊆ vars (r) such that |ℓ (α) − r  (α) | ≥ β , choose d ∈ {−β,+β} such that its sign agrees with the
sign ofℓ (α) − r  (α), and consider the representation r ′ , (r \ {⟨r  (α) , α⟩}) ⊔ {⟨r  (α)+ d, α⟩}. Then, EU (ℓ− r )2 −
EU

ℓ− r ′2 = ℓ (α)−r  (α)2 − ℓ (α)− (r  (α)+ d)2 = 2(ℓ (α) − r  (α)) · d − β2. Since |ℓ (α) − r  (α) | ≥ β ,
we conclude that 2(ℓ (α) − r  (α)) · d − β2 ≥ β2. The condition follows by definition of the actual performance metric.
By choice of d it also follows that r  (α) + d ∈ W . Observe also that |vars (r) | ≤ |base ℓβ/6 | ≤ log (6/β), and thus
|vars r ′ | ≤ 1+ log (6/β). Hence, r ′ ∈ NeighupdN (r). 
Thus, if the representation size is small, then by virtue of Lemmas 8 and 9, beneficial mutations exist that will improve
the approximation of the current representation with respect to the ideal function. Our third lemma establishes that if the
current representation’s size is large (vars (r) ⊈ base ℓβ/6), then unconditionally there exists a Fourier coefficientwhose
diminishment (i.e., becoming closer to zero) will result in a beneficial mutation.
Lemma 10 (Existence of Beneficial Diminishment). Consider a decision list ℓ over n boolean variables, and a representation
r ∈ Rn,ε . If vars (r) ⊈ base

ℓβ/6

, then there exists a representation r ′ ∈ NeighupdN (r) such that
Perfℓ

r ′,U

> Perfℓ (r ,U)+ β2/3z.
Proof. Given an α ⊆ vars (r) appearing in r such that α ⊈ base ℓβ/6, choose d ∈ {−β,+β} such that its sign agrees
with the sign ofℓ (α)−r  (α), and consider the representation r ′ , (r\{⟨r  (α) , α⟩})⊔{⟨r  (α)+ d, α⟩}. Then, EU (ℓ− r )2−
EU

ℓ− r ′2 = ℓ (α)−r  (α)2 − ℓ (α)− (r  (α)+ d)2 = 2(ℓ (α) −r  (α)) · d − β2. Since α ⊈ base ℓβ/6, Condi-
tion (i) of Lemma5 implies that |ℓ (α) | < β/3. Sinceα appears in r , then |r  (α) | ≥ β . It follows that |ℓ (α)−r  (α) | > 2β/3,
andwe conclude that 2(ℓ (α)−r  (α)) ·d−β2 > β2/3. The condition follows by definition of the actual performancemetric.
Note also that |vars r ′ | ≤ |vars (r) | ≤ 1+ log (6/β). Hence, r ′ ∈ NeighupdN (r). 
Together the three lemmas imply that through a sequence of beneficial mutations, the large Fourier coefficients of the
ideal function will be eventually sufficiently approximated, and all Fourier coefficients in the representation that do not
correspond to large Fourier coefficients of the ideal function will be diminished or dropped. This conclusion lies at the heart
of our main result that is established next.
Theorem 11 (Efficient Evolvability of Decision Lists). The class of decision lists over n boolean variables is evolvable to perfor-
mance 1 − ε w.r.t. the generalized performance metric, over the uniform probability distribution U, by representations of size
O(ε−1/3 · log (1/ε) · log n), and in O(ε−4/3) generations.
Proof. Let ℓ be the decision list over n boolean variables that acts as the ideal function, and 1−ε be the required performance
for the evolved representation. Let m be the maximum size of the neighborhood of any given representation, t be the
tolerance with respect to which beneficial mutations are identified, and s be the number of samples with respect to which
empirical performance of representations is measured. Let r0, r1, . . . , rk, . . . be a t-evolution sequence, and let k be the least
index for which rk has no beneficial mutations.
Fix any r ′ ∈ NeighN(rk). By the assumption on k, it follows that Perfℓ

r ′,U, s

< Perfℓ (rk,U, s) + t . Condition (i) of
Lemma1 then implies, exceptwith probability p1 , e−st
2/32, thatPerfℓ

r ′,U

< Perfℓ (rk,U)+3t/2. Setting t = 2β2/9z,
we have, exceptwith probability p1, thatPerfℓ

r ′,U

< Perfℓ (rk,U)+β2/3z. Thus, exceptwith probabilitymp1, it holds
for every r ′ ∈ NeighN(rk) that Perfℓ

r ′,U

< Perfℓ (rk,U)+ β2/3z.
Lemmas 8–10 together imply that heavy (ℓ, β) ⊆ vars (rk) ⊆ base

ℓβ/6

, and for every α ⊆ vars (r) it holds that
|ℓ (α)− rk (α) | < β . We now establish three statements for α ⊆ [n]. The first one follows immediately:
(i) If α ⊆ vars (rk), then |ℓ (α)− rk (α) | < β .
Assume, now, that α ⊈ vars (rk). Then, α ⊈ heavy (ℓ, β), and thus there exists i ∈ α such that i ∉ heavy (ℓ, β).
By definition of heavy coefficients, |ℓ ({i}) | < β , and by Condition (ii) of Lemma 5, it follows that |ℓ (α) | < β . Since
α ⊈ vars (rk), then rk (α) = 0. This establishes the second statement:
(ii) If α ⊈ vars (r), then |ℓ (α)− rk (α) | < β .
Finally, if α ⊈ base ℓβ/6, then α ⊈ vars (rk), and thus rk (α) = 0. The third statement follows:
(iii) If α ⊈ base ℓβ/6, then rk (α) = 0.
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We continue to upper bound EU

(ℓ− rk)2

. We obtain that
EU

(ℓ− rk)2
 = 
α⊆[n]
ℓ (α)− rk (α)2 (Condition (iii) of Lemma 2)
=

α⊆[n]
α⊆base(ℓβ/6)
ℓ (α)− rk (α)2 +

α⊆[n]
α⊈base(ℓβ/6)
ℓ (α)− rk (α)2
<

α⊆[n]
α⊆base(ℓβ/6)
β2 + (Statements (i)–(ii) above)

α⊆[n]
α⊈base(ℓβ/6)
ℓ (α)2 (Statement (iii) above)
≤ 6β +
2base(ℓθ ) ≤ 2log 1θ  = 1
θ


α⊆[n]
α⊈base(ℓβ/6)
ℓ (α)2
< 9β. (Condition (i) of Lemma 5)
More precisely, the last inequality is obtained by partitioning the set of all α ⊆ [n] according to pos (α, ℓ), and observing
that each partition contains 2pos(α,ℓ)−1 elements. Noting that α ⊈ base ℓ21−pos(α,ℓ), and by Condition (i) of Lemma 5, it
holds thatℓ (α) < 2 · 21−pos(α,ℓ). Overall,
α⊆[n]
α⊈base(ℓβ/6)
ℓ (α)2 = n
j=1+⌊log(6/β)⌋

α⊆[n]
pos(α,ℓ)=j
ℓ (α)2 < n
j=1+⌊log(6/β)⌋
2j−1

2 · 21−j2 < 8 ∞
j=1+⌊log(6/β)⌋
2−j < 3β.
From the above we conclude that Perfℓ (rk,U) = 1− EU

(ℓ− rk)2

/z > 1− 9β/z. Setting β = εz/9, we obtain that
Perfℓ (rk,U) > 1 − ε. Thus, when no more beneficial mutations are present, we are guaranteed, except with probability
mp1, that the current representation performs as required with respect to the ideal function.
We now bound the number k of generations during which beneficial mutations are available. Condition (ii) of Lemma 1
implies, except with probability p2 , e−st
2/32, that a fixed beneficial mutation increases the actual performancewith respect
to a fixed representation by t/2. Thus, except with probabilitymkp2, it holds that every beneficial mutation will increase the
actual performance with respect to any current representation by t/2. Then, since the range of performance is [−1,+1], it
follows that k is at most 4/t .
Overall, except with probabilitymp1 +mkp2, in 4/t generations a representation will be obtained that has performance
1− ε with respect to the ideal function ℓ. Setting s = 32t−2 ln (2mk/ε), the probabilitymp1+mkp2 of failure is less than ε.
Recalling that z = (1+ 12/β)2/2 = O(1/β2), it follows that β = O(ε1/3), and thus the normalizing factor z is O(ε−2/3), the
tolerance t is O(ε4/3), the number k of generations is O(ε−4/3), the sizem of the neighborhoods is O(n+ ε−1/3), the number
of samples s is O(ε−3 · log n), and representations are of size O(ε−1/3 · log (1/ε) · log n). The claim on the evolvability of
decision lists follows. 
5. Conclusions
We have investigated in this work a natural generalization of Valiant’s evolvability framework [16,17], where genomes
are represented by real-valued functions with no direct bound on their range, and the performance metric is appropriately
generalized to account for this change. We have shown that a representation class encoding the Fourier spectrum of
functions supports a simple and direct evolutionary mechanism for the class of decision lists with respect to the suggested
performance metric, over the uniform probability distribution.
An interesting aspect of the established evolvability result is the independence of the required number of generations
from the size of the ideal function, and the logarithmic dependence of the genome size on the number of environmental
attributes. The suggested implication that organisms with concisely represented genomes that exhibit complex behaviors
may evolve in nature in a number of generations that depends only on the sought performance is an intriguing one, as it
highlights, in particular, the central role that parallelism may play in the evolution of these behaviors.
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An equally important contribution of this work lies in investigating early on when the results of this work were first
announced [10] certain natural variants of Valiant’s evolvability framework, which proved central in obtaining strong
evolvability results in subsequent research: real-valued representations, sustained ormonotone performance improvement,
a non-linear performance metric, and the search for simple and direct evolutionary mechanisms.
The utility of paying close attention to such variants has, since then, been formally explored andmuch better understood.
In Valiant’s original framework, for instance, a central open question iswhether any non-trivial class of ideal functions can be
shown to be evolvable in a distribution-independent manner [3]. Although a certain very restricted class of ideal functions
(those that are true on exactly a single input) is evolvable in this sense [5],more recentwork shows that this is not the case for
the class of conjunctions [6]. Yet, the class of conjunctions is evolvable distribution-independently under the variants of the
evolvability framework examined herein [4]. In fact, these same variants support the distribution-independent evolvability
of the class of linear threshold functions [6], and the class of real-valued polynomial functions [18].
Following the path laid down by our work [10], we believe that further examination of variants of the evolvability
framework (e.g., in dealing with partially observable inputs [11], or causal ideal functions [12]) will aid in understanding
better the framework’s strengths and intricacies, and, perhaps more desirably, in aligning its assumptions and predictions
with empirical evidence from nature the ultimate judge of any scientific theory.
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