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Several orders of magnitude typically separate the contour length of eukaryotic chromosomes
and the size of the nucleus where they are confined. The ensuing topological constraints can slow
down the relaxation dynamics of genomic filaments to the point that mammalian chromosomes are
never in equilibrium over a cell’s lifetime. In this opinion article, we revisit these out-of-equilibrium
effects and discuss how their inclusion in physical models can enhance the spatial reconstructions of
interphase eukaryotic genomes from phenomenological constraints collected during interphase.
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I. INTRODUCTION
From viruses to eukaryotes, genomic DNA filaments
are confined in spaces of linear dimension much smaller
than their contour lengths. In bacteriophages, the µm-
long genome is stored in ≈ 50nm-wide viral capsids and
the corresponding packing density is so high that viral
DNA filaments that have little chance to be entangled
when in solution (knotting probability < 3%) become
almost certainly knotted (> 95% probability) once con-
fined inside capsids [1–4]. In humans, instead, the vari-
ous cm-long chromosomes that make up the genome are
kept inside ≈ 10µm-wide nuclei [5]. Despite the major
change of scale with respect to viruses, the volume frac-
tion occupied by this eukaryotic genome is still large,
about 10% [6].
These considerations pose several conundrums: How
can chromosomal DNA be at the same time packed and
yet accessible to the regulatory and transcriptional ma-
chineries? What is its typical degree of genomic entan-
glement and how much does it interfere with DNA trans-
actions? To what extent are these aspects shaped by
general passive physical mechanisms versus active ones,
e.g. involving topoisomerase enzymes?
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II. INTRA- AND INTER-CHROMOSOME
ARCHITECTURE
A. Phenomenology
Addressing these questions has proved challenging be-
cause of the wide range of length and time scales in-
volved in genome architecture. Classical experimental
tools provide details of chromosome architecture at two
opposite scales [7]. At the smallest one (10 − 100nm)
X-ray crystallography revealed that DNA achieves local
packing by wrapping around histones, while at the largest
one (1−10µm) fluorescence in situ hybridization (FISH)
showed that each chromosome occupies a compact region
of the nucleus, termed territory [8, 9].
More recently, experimental breakthroughs such as
super-resolution imaging, electron microscopy tomogra-
phy plus selective labelling and chromosome conforma-
tional capture (Hi-C) techniques have significantly ex-
tended our “multiscale” knowledge of genome architec-
ture [10–15].
These and other advancements helped establishing var-
ious results that foster the present discussion of genomic
entanglement.
Regarding inter-chromosome organization we recall
that:
(i) the positioning of chromosome territories corre-
lates significantly with sequence-dependent prop-
erties of the underlying DNA (most notably, gene
density [16]);
(ii) the intermingling of different chromosomes is mini-
mal and mostly restricted to the boundaries of the
territories [8, 17].
For intra-chromosome aspects we instead know that:
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2(iii) on the scale of a few kilo-basepairs up to
about 1 mega-basepair, chromosomes are organized
into self-interacting regions, called topologically-
associating domains or TADs [18, 19]. On the tens
of mega-basepairs scale, chromatin is organized into
compartments of varying compactness depending
on their functional and epigenomic state [15, 20].
(iv) despite this variability, when averaged over chro-
mosomes and experimental realizations, the mean
contact probability of two chromosomal loci at ge-
nomic distance ` scales approximately as 〈pc(`)〉 ∼
`−1 [15], and the mean square separation scales as
〈R2(`)〉 ∼ `2/3 [21, 22].
B. Relating genomic architecture and relaxation
dynamics with polymer physics
The interpretation of these experimental results has
been aided by an intense theoretical and computational
activity that demonstrated how salient genomic archi-
tecture properties can be reproduced by a broad range of
polymer models, and hence are likely governed by general
physical mechanisms [23–28]. This applies in particular
to the aforementioned properties (i-iv) which can be ra-
tionalised as manifestations of the topological constraints
that rule the behavior of semi-dilute or dense polymer
systems by having a dramatic impact on their relaxation
time scales [29].
In fact, a solution of initially disentangled chains of
contour length Lc can reach the fully-mixed, homoge-
neous equilibrium state only via reptation, a slow and
stochastic slithering-like motion with characteristic time
scale equal to τrept ' τe(Lc/Le)3, where τe is a micro-
scopic collision time and Le is the typical contour length
between entanglement points [29, 30].
Thus, based on this fundamental polymer physics re-
sult, it was estimated that the characteristic relaxation,
or equilibration, time of mammalian chromosomes ex-
ceeds 100 years [6]. The orders-of-magnitude difference
between this time scale and the typical duration of the
cell cycle (≈ 1 day) has several implications for genome
organization, as it was realised even before Hi-C prob-
ing methods became available [6]. It is clear, in fact,
that mammalian chromosomes are never fully relaxed as
they undergo the cyclic structural rearrangements from
the separate compact rod-like mitotic architecture to the
decondensed interphase one [6, 31].
C. Implications for (minimal) intra- and
inter-chromosome entanglement
From this standpoint, the emergence of chromosome
territories is quantitatively explained as due to the ki-
netically trapped decondensation of the compact mitotic
chromatin [6]: interphase chromosomes retain the mem-
ory and limited mutual overlap of the earlier mitotic state,
consistent with experimental results [8, 9, 17]. In addi-
tion, the ordered linear organization of the mitotic rods
should also inform the intra-chromosomal architecture,
making it more local than equilibrated polymers. This
is consistent with the experimental fact that the effec-
tive scaling behaviour of the contact probability with
the genomic separation ` in interphase chromosomes has
a more local character (∼ `−1) than the one expected
(∼ `−3/2) for equilibrated polymers [15]. Intuitively, the
same “memory” mechanism ought to facilitate the sub-
sequent separation of interphase chromosomes and their
recondensation upon re-entering the mitotic phase in the
cell cycle [6].
For the present discussion, we stress that these out-
of-equilibrium effects should impact not only the archi-
tecture but also the physical entanglement of eukary-
otic genomes. In fact, mammalian chromosomes should
be more unlinked (for the limited inter-chromosomal
intermingling) and unknotted (for the enhanced intra-
chromosomal local contacts) than at equilibrium. These
heuristic conclusions are supported by various studies
showing that the aforementioned scaling relationships ob-
tained by FISH and Hi-C experiments can be ascribed to
the topological constraints at play in solutions of unknot-
ted and unlinked polymers [32–35].
D. Implications for genomic structural modelling
and its improvement
These considerations appear particularly relevant for
the structural modelling of eukaryotic genomes based on
phenomenological data, such as spatial proximity con-
straints, which are typically too sparse to pin down even
coarse-grained models of interphase chromosomes [15].
A key question is whether such structural models
should additionally be informed by the notion that inter-
phase chromosomes must originate and eventually return
to the separate and condensed mitotic state.
Evidence presented in our earlier work help shed some
light on the matter. With our co-workers, we considered
a model system of 6 copies of human chromosome 19 in a
cubic simulation box with periodic boundary conditions
to explore the connection between coregulation and colo-
calization of genes [36]. Each copy was initially prepared
as a mitotic-like conformation [6], consisting of a poly-
mer filament forming a solenoidal pattern with rosette-
like cross-section featuring chromatin loops of about 50
kilo-basepairs, see Fig. 1a. We then used a molecular-
dynamics steering protocol to bring in proximity pairs
of intra-chromosomal loci that were known to be signifi-
cantly co-regulated. Importantly, topological constraints
were accounted for by avoiding unphysical chain cross-
ings during the steering process.
Remarkably, and consistently with the gene kissing hy-
pothesis [37], we found that most (> 80%) pairs of sig-
nificantly coregulated genes could indeed be colocalised
in space within the contact range of 120nm and fur-
3ther showed that this colocalization compliance followed
from the presence of gene cliques in the coregulatory net-
work [36].
Conversely, the same protocol applied to the same set
of chains but initially prepared as generic self-avoiding
random walks failed to give colocalization [36]: phys-
ically, this happens because the intra- and inter-chain
entanglements present in the original system, by mim-
icking an “artificially” equilibrated set of chromosomes,
were too numerous and conflicting to be successfully ne-
gotiated on a viable simulation time scale, see Fig. 1a.
Further elements come from the genome-wide struc-
tural modelling of human chromosomes of Di Stefano
et al. [38]. In this study too, the model chromosomes
were initially prepared in mitotic-like states and were
then steered to bring in proximity those pairs of loci that
corresponded to significantly enhanced entries of two in-
dependent Hi-C datasets [18, 39]. The architecture of
the final conformations were, as expected, significantly
changed by the steering protocol. Yet, as illustrated in
Fig. 1b, we verified that each model chromosome could
be brought to a condensed compact shape as needed for
the interphase-mitotic transition without significant hin-
drance from intra- or inter-chromosomal topological con-
straints [38].
We note that the limitedly-entangled architecture of
models of long eukaryotic chromosomes has emerged
lately [40] as the consequence of microphase separation
of regions of different chromatin types [41] in a block
co-polymer model with pair interactions tuned to repro-
duce the contact propensities of point (iv). The point
is reinforced by studies on the yeast genome showing
that knots and links have a generally low incidence espe-
cially in comparison to equivalent systems of equilibrated
chains [42–44]. Finally, besides the indication from struc-
tural models, other mechanisms such as loop extrusion
have been advocated to be instrumental for maintaining
a low degree of chromosomal entanglement [45, 46].
To some inevitable extent though, physical entangle-
ments are still expected to arise in eukaryotic chromo-
somes.
The recent work of Roca’s lab showed that knots do
occur in eukaryotic minichromosomes in vivo, for in-
stance during transcription, due to transient accumula-
tion of entanglement [47, 48]. On broader scales, vari-
ous knots [49], and even links [50], were found in model
mouse chromosomes obtained from single cell Hi-C [51].
The genuineness of the entangled states was suggested
by the systematic recurrence of certain knot types in in-
dependent instances of the reconstructed chromosomal
structures [49]. These were obtained by imposing phe-
nomenological constraints on an initially disconnected set
of effective monomers, so we expect that a more defined
knot spectrum could be obtained by using disentangled
self-avoiding chains as the reference model.
III. CONCLUSIONS
To conclude, we have discussed experimental evidence
and general physical mechanisms based on polymer the-
ory that consistently point to an unusually low degree of
entanglement expected in long eukaryotic chromosomes.
Such property, which is arguably essential for the capabil-
ity of chromosomes to reconfigure as needed at various
stages of the cell cycle, appears important for genomic
modelling too.
We argued, in fact, that the structural modelling of
long chromosomes can benefit, both for realism and
computational efficiency, by starting off with disentan-
gled self-avoiding chains, e.g. mitotic-like ones, because
their plasticity makes it possible to accommodate a large
number of phenomenological constraints in a physically-
viable manner, i.e. without deformations involving intra-
or inter-chain crossings.
The latter are, of course, possible in in vivo systems
thanks to the action of topoisomerase enzymes. An im-
portant open question regards, in fact, the extent to
which these active mechanisms are involved in the shap-
ing the overall intra- and inter-chromosome architecture.
This point, we believe, can be significantly advanced in
future studies with a tight synergy of experiments and
models [26, 48, 52].
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5FIG. 1. (a) Model conformations of human chromosome 19 (six copies, arranged in a periodic simulation box), described as
self-avoiding chains of beads were reshaped by steered molecular dynamics (MD) simulations that promoted the colocaliza-
tion of pairs of loci that are significantly coregulated. Most (>80%) of the coregulated pairs were successfully brought into
spatial proximity in simulations that started from relaxed solenoidal mitotic-like arrangements, while virtually no successful
colocalization was observed for trajectories started from equilibrated, fully mixed, chromosomal arrangements. Adapted with
permission from [36]. (b) Model conformations of the entire-human genome, obtained steered-MD colocalization of loci based
on Hi-C data in [18, 39] could be succesfully condensed with minimal hindrance from intra- or inter-chromosomal constraints,
consistently with the expected reconfiguration compliance necessary for the interphase→mitotic transition. The smaller side
pictures are cut-through views. Adapted with permission from [38].
