Abstract
Introduction
"Intelligence is the ability to adapt to change"-Stephen Hawking. This quote rightly highlights the importance of adapting to changing environment. Every software goes through certain activities under software development life cycle, and Agile methods have emerged as one of the most popular means of software development in recent times due to their ability to adapt to changing requirements and changing environment; thus, making these methods apt for present day business scenario. According to 10 th annual Agile survey [1] , more than 95% of the organizations surveyed all around the world have adopted agile development due to benefits like accelerated delivery of product, increased productivity and easy management of changing requirements and priorities.
Agile software development is the process of rapid development and delivery of software systems in changing environment. Specification, design, testing and implementation are interleaved in this development strategy with the aim being the reduction of software process overheads (like documentation) and focusing more on the code rather than design. Customer involvement, incremental delivery, freedom of developers to evolve new working methods, change management, and last but not the least simplicity is the core essence of agile development. Agile methodologies are well suited for small as well as medium-sized projects. Agile development differs from traditional plan-driven approach in many ways as highlighted in the table below: 
Organization Culture

Control and command culture
Collaboration and leadership culture [2] Requirement Engineering is the most crucial step in any software development. Success or failure of correct and complete requirement engineering becomes the most important part in guiding the project to its final success or a complete failure. In the context of traditional software development life cycle methods, Requirement Engineering process is composed of five major activities namely, requirement elicitation, analysis and negotiation, documentation, validation, and management. There are two major types of requirements. Functional requirements deal with the system features and services. Nonfunctional requirements are concerned with the system emergent properties and their associated constraints. This paper proposes a technique to automatically classify functional and non-functional requirements of the project in agile development using proposed cluster neuro-genetic approach. The technique proposed through this paper will certainly simplify and speed up the requirement engineering step in agile development; thus, assisting in an improved elicitation of requirements, leading to better understanding, tracking and assessment of the requirements for all the project stakeholders. This in turn will contribute a great deal towards ensuring the success of the project implementing the proposed technique.
Literature Survey
Many efforts have been made to incorporate the traditional requirement engineering practices in agile methods, but still, there has not been any consolidated and coherent view on the same [3] . In present literature, the most popular agile requirement engineering practices include customer involvement, iterative requirements, change management, prototyping, requirements modeling, review meetings and acceptance tests, shared conceptualizations, retrospectives, face-to-face communication, user stories, requirement prioritization, cross-functional teams, testing before coding, requirements management, code refactoring, pairing for requirements analysis and continuous planning. Following tables show a summary of traditional requirement engineering issues that were resolved by agile requirement engineering methods and an overview of challenges for agile requirement engineering as gathered from literature survey. Over scoping [6] One continuous scope flow [6] Gradual detaining [6] Cross-functional teams [6] [3] [3] Many researchers [18] [19] have discussed the importance of various requirement engineering practices with their specific relevance to agile development. Majority of the research work in the literature has been targeted specifically to the non-functional requirements in agile development like integrating non-functional requirements in the development process of software [20] ; specifying an all-inclusive qualitative framework which is process oriented to integrate non-functional requirements in software development process [21] ; highlighting the future direction of research for agile nonfunctional requirements [22] ; reasoning and refining the non-functional requirements based on development strategy [23] ; proposing a semi-automatic approach NORMAP with the help of a visual tool NORMATIC for identifying, modeling, planning and linking non-functional requirements for agile [24] [25]; defining a light-weight methodology for eliciting, reasoning and validating the non-functional requirements for agile [26] .
However, there are many research gaps in the present literature. Not much work has been done in the past on requirement engineering for agile methods. Also, functional and non-functional requirements have not been addressed together. Either the focus remains on the functional requirements or the non-functional requirements separately. Further, studied literature focusses heavily on the manual demarcation of functional and nonfunctional requirements. Also, they are not distinguished based on the keywords. However, keywords play a significant role in thoroughly understanding the requirements so they should not be ignored. Manual searching for functional and non-functional requirements is time taking and cumbersome since requirements are not automatically organized according to their similarities. Most of the present techniques utilize unsupervised learning (clustering) only which is very slow because every time a new requirement arrives, it is first compared to all other requirements. Further, features of the text are calculated by the frequency of the keyword in a single document but its relative position with respect to all documents is ignored.
Proposed Methodology
The proposed methodology tries to reduce the error and time complexity for distinguishing the functional and non-functional requirements by utilizing two classifier models. Clustering technique used is K-means with UPGMA (Unweighted Pair Group Method with Arithmetic Mean) and two classifier models: SVM (Support Vector Figure 1 explains the flow of proposed methodology. Documents containing various requirements specifications (functional as well as non-functional requirements) are collected from various sources to generate the required text for computer analysis. This preprocessing through text mining prepares the text for computer understandable representation and extracts the necessary, useful matter from the text. This is carried out in three steps:
Tokenization: It converts a stream of characters into tokens (generally word tokens). Delimiters like space, punctuations, etc. are used for separating one-word token from another.
Once the text is preprocessed, the document term weight is represented as Term Frequency-Inverse Document Frequency which evaluates the importance of a document word in a collection of documents. Terms that capture the document essence are more frequent and have high Term Frequency whereas good terms that discriminate a document from others occur fewer in the documents and have high Inverse Document Frequency. Dot product is taken of both to calculate a final Term Frequency-Inverse Document Frequency. Once this is complete, clustering is used to partition the data into sets of similar items. Each of the sets is called a cluster. This process aims at increasing cohesion in a single cluster and minimizing coupling between two or more clusters that is, trying to reduce the intra-cluster distance and increase inter-cluster distance. The clustering technique used in the methodology is a hybridization of a flat and hard clustering algorithm K-means with an agglomerative bottom-up hierarchical clustering method UPGMA. Simplicity and efficiency of K-means is used to produce a large number of clusters and then UPGMA is applied to refine these clusters so that their quality is enhanced. After this, supervised learning is applied to implement two classifier models:
SVM with RBF kernel: SVM can only perform linear classification. RBF kernel is combined with SVM to provide the capability of non-linear classification. This allows the algorithm to fit the maximum margin hyperplane in a transformed feature space. 
Results and Analysis
The above methodology was implemented using Python for the implementation of text pre-processing and MATLAB for the classifier models implementation and comparison.
The experiment was carried out on two data sets: EU (European Union) eProcurement Online System [27] and PROMISE (Predictor Models in Software Engineering) [28] . The results were classified as True Positive, True Negative, False Positive and False Negative. Based on these, the comparison was done based on Precision, Recall, and Accuracy.
Case study with EU eProcurement Online System Data Set
The following set of values and resultant graph were obtained by carrying out experimental analysis on the EU eProcurement Online System data set: Table 4 shows the values of Precision, Recall, and Accuracy obtained by implementing the two classifier models SVM with RBF kernel approach (SVM-RBF) and Neural network with genetic algorithm (NN-GA) for EU data set. Figure 2 represents these values in the form of a bar chart for easy comparison. The results show Precision 87.52%, Recall 88.62%, and Accuracy 88.92% for NN-GA implementation. For SVM-RBF implementation, results are 85.56% for Precision, 85.56% for Recall, and 84.29% for Accuracy. The results clearly show an increase in Precision by 1.96%, Recall by 3.06% and Accuracy by 4.63% for NN-GA than SVM with RBF kernel approach.
Case Study with PROMISE Data Set
The set of values and resultant graph on the following page were obtained by carrying out experimental analysis on the PROMISE data set: Table 5 shows the values of Precision, Recall, and Accuracy obtained by implementing the two classifier models (SVM-RBF and NN-GA) for PROMISE data set. 
Conclusion
Agile development has emerged out as the most popular means of software development in recent times. Requirement engineering is a crucial part of this development technique. This paper proposes an automatic approach based on supervised learning for classification of functional and non-functional requirements in agile development. The proposed method does so by using the concept of clustering with the neuro-genetic approach. The requirements in requirement engineering step of the process are communicated through regular expressions through Software Requirement Specification (SRS). In this paper, we have proposed and implemented preprocessing of the SRS by text mining and classification by cluster based supervised learning which reduces the complexity and increases the accuracy for requirements classification. The proposed approach is analyzed by precision, recall and accuracy on two data sets: EU Procurement data set and PROMISE data set. Results of the proposed Cluster NeuroGenetic approach (Clustering is done through K-Means with UPGMA and supervised learning through the neural network with a genetic algorithm) are compared with the approach based on SVM with RBF kernel. The results show that Cluster Neuro-Genetic approach provides better results than the approach based on SVM with RBF kernel. The research conducted will contribute a great deal towards streamlining and speeding up the requirement engineering activities in agile development thus supplementing the elicitation of requirements leading to easy tracking, analyzing, and better understanding of the requirements for all the project stakeholders. The future work may be focused on utilizing the proposed approach on real life agile projects to test its fitness in the real world software project development scenario. Also, improving the proposed approach to accommodate the changing requirements in an agile environment may be considered.
