In this paper, we present a new feature representation method, called the Component Selective Encoding (CSE), for automated histopathology image classification. While the integration of Fisher Vector (FV) encoding with convolutional neural network (CNN) has demonstrated excellent performance in the classification of both general texture and histopathology images, the high dimensionality of FV descriptors could lead to suboptimal performance. Our proposed CSE method provides effective dimensionality reduction that is adaptive to the discriminativeness of individual Gaussian components in the FV descriptors. Evaluation on the publicly available BreaKHis dataset shows that our method outperforms the existing approaches based on deep learning and FV encoding.
INTRODUCTION
Cancer is the leading cause of death worldwide, and histopathological analysis using a tissue biopsy is routinely performed for cancer diagnosis. With the advances in digital microscopy imaging technology, it has become increasingly possible to implement an automated, efficient, and objective process of histopathology analysis. As shown in Fig. 1 , a commonly studied topic is to conduct automated classification of cancer from histopathology image sections. It can be seen that images of the same class can exhibit largely different visual features, and this would cause difficulties to identify images of different classes.
To perform the classification, handcrafted texture features can be extracted from the whole image or some regions of interest segmented from the image [1, 2, 3] . Various deep learning techniques with convolutional neural networks (CNNs) This work was supported in part by ARC grants. have also been designed to derive the image features automatically [4, 5, 6] . While CNN models are often shown to provide higher performance than the handcrafted features, extensive design and experimentation are typically required to create an effective model, and the derived model can be sensitive to the dataset with limited transferability. To avoid designing a customized model, fine-tuning ImageNet pretrained models has been increasingly applied in medical imaging [7] . However, we find little success with such an approach for our problem especially with the small size of data available for training.
A relatively different way to incorporate deep learning is to integrate the CNN features with Fisher Vector (FV) encoding. Specifically, with an ImageNet pretrained CNN model, a grid of local image features can be extracted from the last convolutional layer; these local CNN features are then pooled together using FV encoding to generate a global representation of the image [8] . FV encoding involves unsupervised learning of a Gaussian Mixture Model (GMM) from the training data, and hence it introduces a layer of data adaptation analogous to the fine-tuning process. This FV descriptor provides state-ofthe-art performance in texture classification [8] , and is highly effective for histopathology image classification [9, 10] . In addition, while FV encoding can be used to aggregate other types of features [11, 12, 13] , the integration with CNN is generally more effective [8, 10] .
The FV descriptor, however, has a very high dimensionality (e.g. 64K-dimensional) that could affect its discriminative power. By reducing the dimensionality, it has been shown that the classification performance can be improved [9] . However, this method treats each Gaussian component equally even though some components would correspond to more discriminative regions in the images and hence should have more detailed representations than the other components. In this paper, we present a new Component Selective Encoding (CSE) method to generate varying degrees of dimensionality reduction for different Gaussian components based on their discriminativeness. The method is applied to benign and malignant breast cancer classification using the publicly available BreaKHis dataset [2] . We demonstrate improved performance over existing approaches with handcrafted features and CNN models.
METHODS

Fisher Vector with Convolutional Features
To compute the FV descriptor of an image I, first the ImageNet pretrained VGG19 model [14] is applied. The last convolutional layer gives a grid of 512-dimsensional features, and these features can be considered as the patch-level local descriptors. Next, with a set of training images, a set of such local descriptors are obtained, based on which a GMM model with N Gaussian components is generated. The local descriptors of image I are then softly assigned to the N components, and the average first-and second-order difference vectors between all descriptors and each Gaussian component weighted by the soft assignments are computed. The concatenation of all difference vectors produces the final FV descriptor, which has a dimension of 2 × 512 × N . The linear-kernel support vector machine (SVM) classifier is then used to classify the FV descriptors to distinguish the benign and malignant cases.
Following the previous studies [9, 10] , N is set to 64, making the FV descriptor 65536-dimensional. We also experimented replacing VGG19 with ResNet [15] and performed dimensionality reduction on the local features so that the convolutiona features from ResNet are also 512-dimensional. Our empirical results show that the pretrained ResNet model provides lower classification accuracy than the VGG19 model, hence we use the VGG19 model in this study. 
Component Selective Encoding
The FV descriptor is composed of 2N 512-dimensional difference vectors corresponding to N Gaussian components. In [9] , a neural network model is designed to reduce the dimensionality of each 512-dimensional vector to 64-dimensional. While the model helps to improve the discriminative power of the FV descriptor, a fixed dimensionality (i.e. 64) might be rather restricted. We consider that some Gaussian components would represent the more discriminative regions in the images, i.e. the regions with more prominent morphological features of benign or malignant tissues, while others would be less representative. Intuitively we would want to keep a higher feature dimensionality for the more discriminative components and reduce the feature dimensionality to a higher extent for the other components.
Quantification of Component Discriminativeness
To achieve the adaptive dimensionality reduction, the first step is to quantify the discriminativeness of each Gaussian component. We design two quantification metrics for this.
First, we want to measure how useful each Gaussian component is for the classification objective. To do this, we divide the FV descriptor into N sections, with each section containing the first-and second-order difference vectors of one Gaussian component. With such section-wise descriptors, N linear-kernel SVM classifiers are learned using the training set. For each SVM classifier, the classification probabilities of the training data are summed together as a gauge of the discriminative capability of the corresponding Gaussian component. We denote this quantification metric as {p n : n = 1, . . . , N}, with p n containing the sum of classification probabilities for component n.
Second, we evaluate the discriminative capability of each Gaussian component based on the soft assignments of local features. Specifically, with a training set of benign images, for each Gaussian component, the soft assignment weights from all the local features are summed to produce a total weight of assignment w The two metrics are combined as {v n = αp n + q n , n = 1, . . . , N} to quantify the discriminativeness of the various components, where α is a constant factor and empirically set to 2. A larger v n represents that the Gaussian component n is more discriminative and should use a higher dimensionality in the dimension-reduced feature descriptor.
Adaptive Dimensionality Reduction
We design a simple scheme to introduce component-based adaptability into the dimensionality reduction process. Specifically, two thresholds t 1 and t 2 are computed by sorting the N values of v n and taking the values at the 20 and 80 percentiles:
are defined based on the thresholds:
where d 1 , d 2 , and d 3 are set to 32, 64, and 128 empirically. D n indicates the reduced dimension of the average first-and second-order difference vectors for component n. In this way, a higher dimension will be used for a more discriminative component due to the larger v n . The actual dimensionality reduction is then conducted separately for each 512-dimensional vector with a feedforward neural network model as shown in Fig. 2 . The input layer is the original difference vector of 512 dimensions; the hidden layer has D n neurons; and the output layer has two neurons corresponding to the benign and malignant classes. The supervised learning process helps to learn the weights at the hidden layer, and for a test image, the output of the hidden layer produces the dimension-reduced descriptor, which is also L2 normalized. The concatenation of 2N dimension reduced descriptors gives the final descriptor for image classification with linear-kernel SVM.
Dataset
In this study, we use the BreaKHis dataset [2] for evaluation. This dataset contains 7909 hematoxylin and eosin (H&E) stained microscopy biopsy images from breast tumors. The images are sampled from 82 patients at four magnification factors (40×, 100×, 200×, and 400×), with 2480 benign and 5429 malignant cases. Each image has 700 × 460 pixels, and sample images are shown in Fig. 1 . This dataset also provides five training-testing splits, with each split using 70% of images for training and 30% for testing. In our evaluation, we follow this setup to perform five splits of cross validation, and measure the average classification accuracies at both image and patient levels. Majority voting is applied on the image-level classification outputs to obtain the patient-level classification. Note that our training procedures for GMM in FV encoding, quantification of component discriminativeness, neural network-based dimensionality reduction, and the linear-kernel SVM classifier used in the final image classification, are conducted on all training data regardless of the magnification factors. Data augmentation during training is also implemented by rotating the images five times with 36
• intervals.
RESULTS
We compared our method with a number of existing approaches that were reported for the BreaKHis dataset with the same experimental setup. These approaches include: (i) PFTAS [2] , based on handcrafted PFTAS features and SVM classifier; (ii) CNN-r [4] , using a customized CNN model with training on randomly sampled image patches; (iii) CNN-m [4] , with max pooling of four customized CNN models; (iv) CNN [5] , based on a single task CNN model; (v) Vote [3] , combining various types of handcrafted features and classifiers with majority voting; and (vi) FV-dr [9] , using FV encoding of convolutional features with dimensionality reduction in a neural network model. Some of these studies reported only patient-level results.
In addition, we also tested several other baseline approaches: (i) FV-C, with the original 65536-dimensional FV descriptors based on the convolutional features from VGG19; (ii) VGG19, using the 4096-dimensional descriptor from the penultimate fully connected layer of the pretrained VGG19 model; (iii) VGG19-ft, fine-tuning the fully connected layers of the VGG19 model; and (iv) PCA, with dimensionality reduction on the FV-C descriptors using principal component analysis. For these baseline approaches, the linear-kernel SVM classifier was applied for the classification.
As shown in Tables 1 and 2 , our method achieved overall the highest results for both image-and patient-level classifications. It can be seen that the approaches based on customized CNN models (CNN-r, CNN-m, and CNN) and pretrained / fine-tuned models (VGG19 and VGG19-ft) are less effective than FV-C. This shows the advantage of using FV descriptors, which involve much less model optimization and experimentation than designing CNN models. It is also interesting that the handcrafted feature-based Vote method outperforms many other CNN-based approaches, indicating the potential of combining handcrafted features with deep learning for histopathology images. In addition, while both our method and FV-dr are based on the FV-C descriptor and conduct dimensionality reduction with neural network models, our CSE method involves an adaptive computation of target feature dimensions and uses simpler and more efficient feedforward neural networks with component-wise optimization. Note that the dimension-reduced descriptors from FV-dr have a fixed dimension of 8192, while the descriptors generated by our CSE method can have varying dimensions (generally around 9088) depending on the training set.
CONCLUSIONS
We have proposed a new feature representation method based on the Fisher Vector (FV) encoding of convolutional features for histopathology image classification. A Component Selective Encoding (CSE) method is designed to reduce the feature dimensionality of FV descriptors based on learning-based quantification of component discriminativeness and adaptive neural network models. We evaluated our method on the publicly available BreaKHis dataset for classifying benign and malignant breast tumor samples. Our results show promising performance, and we suggest that the proposed CSE method can easily be applied to other imaging datasets.
