Abstract -In this digital era, estimation of noise and de-noising of digital image is one of the chart-topping fields. In real time, noise may happen at any stage starting from capturing to reception. Noise estimation is ever challenging field even till now! Additive White Gaussian Noise is the basic type, when dealing with images on statistical way of studying. So, this paper as a first step proposed an effective technique for the estimation of noise in an image by using Block based SVD domain approach. This paper addresses the following issues 1) Noise estimation by trail method of singular values 2) Corrupting the image by known noise and study the change 3) Divide the whole image into blocks and add the known noise to the image and finally retrieve the effect on original image. It is one of best techniques for estimating AWGN.
I. INTRODUCTION
Noise is one of the inevitable things in image processing. It can severely disturb the original image. It corrupts the image visually or in any manner. As a basic step the idea is focused on SVD Domain noise estimation [1] - [7] .There are so many sources of the noise [8] - [9] for a digital image. As a start for this paper is to study the noise in an image, estimate the noise by following the specific method. Final step is De-noising the image to enhance the visual interpretation (Enhancement).Image segmentation [10] - [11] is also one of the best areas of research fields for studying Radar, Remote sensing data, Medical Images etc. There is a lot of research is going on image de-noising methods and restoration fields. A Plenty of beautiful algorithms [12] have been discussed but in this paper we have simply focused on the estimation of AWGN noise rather than how to remove it. In fact a thorough investigation is deeply needed in this digital domain to present best over the better version. As a step going further Segmentation, Feature Extraction, Motion Detection, Compression are one of the most research fields in Digital Image Processing.
For simplicity (Zero mean Additive Noise) started with AWGN noise estimation A can be expressed as A(x, y) = A 0 Where A 0 (x, y) represents original image and N(x, y) is the noise present at that location. x, y are the spatial coordinates of an image. The representation of Gaussian Image is esents the average of the noise. Generally consider the zero AWGN the main role in our paper.
Let us going into the concept in depth, there mainly two problems are coming into picture to proceed further.1.Preparation of the noise database having the minimum impact on original image. 2. How blocking pattern is implemented on a whole image. Basically three methods are have been implemented so far. They are 1.Filtering 2.Block based 3. Transform based. Adaptability of noise estimation method best results in real time, where the parameters of each image may vary from one other. Among the three possible methods of de-noising Filtering is the basic method for literature, in which a Low pass filter is allowed to supress the noise. It is somewhat difficult to filter the noise .In this method some amount of useful information may also lost. Even for the implementation side it is a complex one to design. Vertical and horizontal information is needed to design independent noise level data basis for better noise estimation.
In Block based approach image [12] - [23] is tessellated into number of non-overlapping, homogenous blocks. Assume that each block is contains noise. Here, the problem is how to find out homogeneity in real time imagery.
There are some modified filter based [21] - [24] and block based methods [25] are prefer for better noise estimation. In this paper we proposed the block based approach for better noise estimation. In fact, this approach is simple but varies depends on the input image and noise level. A filtered based method gives better estimation of noise but they require high amount of memory. These methods are modified certainly for better performance and design.In transformation methods Mean Absolute Deviation MAD method is widely used. The Mean Absolute Deviation (MAD) [25] - [30] a set of data is the average distance between each data value and the mean. The estimation of noise standard deviation is formulated as follows = Where HH denotes the diagonal band in decomposition denotes the coefficients in the diagonal band, and median (.) represents the median operation. Assume that HH band in an image is severely affected by noise. In practice this output is more than truth because of Image data is also present in addition with noise. In this case where the resultant data basis contains more data and less noise, estimation is very less. Some modified algorithms are listed in [31] for better results.
To address the two mentioned drawbacks and major challenges and overcome the drawbacks of the existing method, focused on Singular Value Decomposition (SVD) Domain. This technique widely used in Image restoration [32] - [37] and Image Fusion [38] , [39] problems.
SVD is the statistical representation of image details of decreasing importance. Main logic behind this is as increase in signal strength the noise strength is decreases. This is helpful since tail of singular values can be used for proper data basis for noise estimation and image details do not have significant in the part of subspaces.
To go to the topic in detail, the singular values of S of a noisy image is divided into two parts in SVD-S s , S n . Where S s , S n are represents the Strength of the signal and strength of the noise respectively. Fig 1 shows the graph between S s vs S n result of NOAA Satellite Image for different noise levels. The above figure shows the graph between S s and intensity level for different noise levels. It can be observe that as increasing the variance S n is increases. When the value of is low then it can be approximate that noise contribution ( ) is less than the signal and as going to tail signal strength is increasing, where noise is the main factor.
For better understanding one should needs to study the Singular value decomposition concept in detail. Nearly 75-80%
II. TYPES OF NOISE IN AN IMAGE

A. Brief about types of noises
There is a lot of scope for noising an image during the process of acquisition, transmission or any other steps like placing errors of sensors and alignment problems. 1. Gaussian noise Acquisition is the main source of Gaussian noise in digital images arise during e.g. sensor noise like poor illumination, Extreme variations in Temperature, Aging of electronic devices. Gaussian is a typical model of image noise is, additive as independent at each pixel, and independent of the signal intensity, caused primarily by Johnson Nyquist noise (thermal noise. In colour cameras used in the blue colour channel than in the green or red channel, noise may quite dominating in the blue channel. In practical Shot noise is quite happens in satellite images compared to Gaussian Noise but it is important to understand the contribution of the noise in an satellite image. 2. Salt-and-pepper noise: It this type of noise the dark pixels are appeared in bright regions and bright pixels are appeared in dark regions. Such type of noise can be mostly eliminated by using dark frame subtraction and interpolating around dark/bright pixels. 3. Shot noise: This noise is caused by statistical quantum fluctuations in photons sensed at a given exposure level. It is mostly effects the lighter parts of the image. This noise is known as photon shot noise. Shot noise has a rootmean-square value varies as proportional to the square root of the pixel intensity so the noises at different from pixel to pixel. Shot noise follows a Poisson distribution which is not very different from Gaussian. 4. Quantization noise (uniform noise) The noise caused by quantizing the pixels of an image to a number of unique discrete levels is known as quantization noise. Its distribution function is approximately uniform. Even though it is signal dependent, it will be signal independent if other noise sources are dominating more to cause dithering, or if dithering is explicitly applied
B. Additive white Gaussian Noise
Additive white Gaussian noise (AWGN) is one of the basic noise models that prominent in Image Processing to study and diagnose the effect of many random processes that occur in nature. 'Additive' because it is added to any noise that might be intrinsic to the information system or image. 'White' refers to idea that it has uniform power across the frequency band for the information system. It is an analogy to the colour white which has uniform emissions at all frequencies in the visible spectrum. 'Gaussian' because it has a normal distribution in the time domain with an average time domain value of zero. Wideband noise comes from many natural sources, such as the thermal vibrations of atoms in conductors (referred to as thermal noise or Johnson-Nyquist noise), shot noise, black body radiation from the earth and other warm objects, and from celestial sources such as the Sun. The central limit theorem of probability theory indicates that the summation of many random processes will tend to have distribution called Gaussian or Normal.
III. CONCEPT OF SVD & BLOCKED SVD
Singular Value Decomposition is one of the most suitable concepts for research in signal Processing or Image processing domain. The SVD is based on the theory of Linear algebra with a rectangular matrix A with (m X n) dimension can be decomposed into the product of three matrices-an orthogonal matrix U, a diagonal matrix S, and transport of another matrix V. 
Blocked SVD:
The concept of Blocked SVD is the very interesting concept in Image Processing session. In this method the whole image is divided into non overlapping simultaneous blocks mathematically A= . Where A is R X C (1024 X 1024) Image and A i m=n=512 then i=1,2,3, 4(N=4).
By dividing the whole image into blocks the effect of noise is also easily to analyze. Even computationally it is very specific and efficient while estimating the impact of noise. SVD for each block is calculated separately and combined for better approximation.
Where i is index of subpart (block) of an image A.S N ,S S is the average of all S n (i) and S S (i) respectively.
IV. CALCULATION OF AWGN
As we discussed before AWGN is zero mean noise. So standard deviation is main place where is the lot of scope available for Noise study and estimation.
M represents the number of last singular values.
n When M=1.Only last singular value is considered. P M (k) = size of original image and mxn is size of block we want. For eg., 1024X1024 image is divided into blocks each size of 256X256 (N=1024*1024/256*256=16) The range of M is from r/3 to 3r/4 for better approximation.
Solving the equation find the value of
The above formula is used to estimate the content of noise in an image. Basically this paper consists of the extended work of SVD as a Block SVD. The below table shows the comparison of different size Blocked SVD algorithms, it is very clear that the results are better enough for noise estimation. That result was obtained by applying the algorithm on NOAA Satellite Imagery and divided into blocks, as decreasing block size error is also reduces; there is a trade-off between Estimation accuracy of noise and Time for computation (T c ). So in future there is a scope to reduce the Time for computation (Tc). This work can be enhanced to estimate the Speckle noise in satellite images or de noising the images because speckle noise is most common in remote sensing. Even though Tc is increasing the lowest block size gives the better estimation for noise. As increasing the variations in noise levels better the estimation. The above algorithm can be applied for any satellite image, here on NOAA satellite imagery, preferably square image rather than rectangular size image.
