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RÉSUMÉ 
Les capteurs des variables électriques (courant, tension, flux, couple électromagnétique) 
ou des variables mécaniques (vitesse de rotation, position angulaire) sont nécessaires pour la 
commande, l'observation, l'identification, le diagnostic et la protection des variateurs 
électroniques utilisant des machines électriques. Ils s'avèrent, dans plusieurs applications 
industrielles, la clef qui garantit des prestations statiques et dynamiques élevées. Cependant, 
certains capteurs sont coûteux, fragiles et sensibles aux interférences extérieures. Leur 
suppression devient indispensable et la reconstitution de variables d'état devient de plus en plus 
utilisée dans les différentes structures de commande dites performantes. L'estimation est basée 
globalement sur deux approches: celle fondée sur le modèle électromécanique de la machine et 
celle basée sur l'apprentissage (les concepts de l'intelligence artificielle). 
Ce travail de recherche concerne l'estimation de la vitesse d'une machine asynchrone à 
cage d'écureuil à l'aide de réseaux de neurones multicouches. L'estimation se base sur la mesure 
des tensions et des courants statoriques et les puissances instantanées active et réactive. Elle est 
élaborée pour fin de commande vectorielle à flux rotorique orienté sans capteur. 
Dans la première partie de ce travail, les modèles dynamiques, les principales stratégies 
de la commande vectorielle à flux orienté et la commande directe du couple et les techniques 
d'estimation de la vitesse basées sur la modélisation dynamiques de la machine asynchrone à 
cage d'écureuil sont rappelés analysés et simulés en utilisant la boîte à outils SimPowerSystems 
de l'environnement Matlab-Simulink. Ces simulations ont permis de confronter les performances 
dynamiques des différentes techniques de modélisation et d'estimation préalablement exposées. 
Dans la deuxième partie, qui constitue le cœur de cette thèse, on élabore, on modélise et 
on simule deux familles d'estimateurs de vitesse basés sur les réseaux de neurones: les 
estimateurs fondés sur les réseaux de neurones bouclés et non-bouclés à apprentissage supervisé 
en temps, et ceux à apprentissage en ligne basés sur le concept des systèmes avec modèle de 
référence. Ce dernier classiquement utilise le modèle voltaïque qui intègre les problématiques de 
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l'intégration mathématique du flux rotorique par une pseudo force électromotrice qui incorpore le 
terme physique qui fait intervenir la résistance statorique. La valeur de référence calculée de 
celle-ci est comparée avec son équivalente ajustable issue d'un réseau de neurone pour déduire la 
vitesse de la machine moyelmant un algorithme d'adaptation adéquat. 
Les principales contributions dans cette thèse sont: l'ajout des puissances instantanées 
active et réactive pour enrichir la base d'apprentissage des réseaux de neurones multicouches au 
lieu des tensions électriques, qui présentent de fortes discontinuités à cause de la nature de 
l'alimentation par onduleur. Cet artifice a eu pour conséquence de réduire le temps de 
convergence de l'estimation et d'augmenter la robustesse du RNA et la précision de l'estimateur, 
le développement d'un réseau de neurones basé sur le concept d'un système adaptatif avec 
modèle de référence 
Mots clés: Estimateur, machine asynchrone, réseaux de neurones, commande, 
observation, commande sans capteur. 
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INTRODUCTION GÉNÉRALE 
Dans le développement des stratégies de commande ou d'optimisation énergétique des 
machines à courant alternatif, reconstruire les grandeurs non observables (flux du stator, du rotor 
ou d'entrefer) et/ou que l'on ne souhaite pas mesurer pour des raisons économiques (vitesse, 
position, couple), représente aujourd'hui la difficulté majeure. En effet, quel serait l'intérêt de 
poursuivre la recherche dans la synthèse de lois de commande ou d'optimisation plus 
performantes, si une estimation peu précise peut dégrader très rapidement les performances 
statiques et dynamiques de l'asservissement, et engendrer plus de consommation au lieu de 
minimiser les différentes pertes. 
Pour la machine asynchrone à cage d'écureuil qui compte parmi les machines à courant 
alternatif les plus robustes et la moins dispendieuse, la connaissance de son état est d'une grande 
importance, que ce soit pour la synthèse d'une loi de commande, pour le calcul du rendement ou 
pour l'élaboration d'une stratégie de diagnostic et de détection de défaillances. La mesure directe 
du couple, du flux, de la pulsation rotorique, de la vitesse de rotation, de la position ou de 
l'accélération par capteurs mécaniques ou optoélectroniques est souvent inadéquate et représente 
un inconvénient majeur pour des raisons teclmiques (flux, couple) ou pour des problèmes de coût, 
de maintenance, de sécurité et de fiabilité (vitesse, accélération, position et angle d'orientation). 
Dans ces conditions, il est nécessaire de reconstruire l'état de la machine à partir des tensions et 
des courants statoriques facilement mesurables ou estimables. 
Les teclmiques d'estimation de ces différentes grandeurs peuvent être classifiées en trois 
principaux groupes: le premier indut les estimateurs basés sur le modèle dynamique de la 
machine. Le deuxième fait appel aux techniques de traitement de signal. Le troisième est basé 
sur les techniques de l'intelligence artificielle (réseaux de neurones, logique floue, algorithme 
génétique). Dans les trois méthodes, les variables d'état peuvent être reconstituées par des 
estimateurs utilisés en boucle ouverte ou des estimateurs en boucle fermée. Ces derniers, souvent 
appelés observateurs d'état, corrigent les variables estimées. 
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L'estimation en boucle ouverte conduit à la mise en œuvre d'algoritlunes simples et 
rapides. Cependant, les performances dynamiques de ce genre d'estimateur dépendent des modes 
propres de la machine. De plus, ces estimateurs sont sensibles à la variation des paramètres 
(résistance statorique et rotorique, inductance mutuelle, coefficient de fuite) et mécaniques 
(moment d'inertie, frottement) de la machine. Les paramètres sont affectés par la température, la 
saturation, la fréquence de fonctionnement et le point d'opération. Les paramètres mécaniques 
varient avec le vieillissement et dépendent de l'entretien de la machine. Cette sensibilité peut 
affecter considérablement la convergence, la précision de l'estimation et sa robustesse. Quant aux 
observateurs d'état, ils permettent de reconstruire les variables d'état à partir des grandeurs 
électliques. Ils assurent en général une meilleure dynamique, une meilleure précision et ils sont 
robustes par rapport aux variations des paramètres de la machine. Cependant, ils sont affectés par 
les erreurs de modélisation et le bruis, et ils sont souvent plus complexes à concevoir et à réaliser. 
On distingue les observateurs d'état classiques déterministes et stochastiques qui sont 
basés sur le modèle dynamique de la machine et les observateurs à réseaux de neurones 
dynamiques ou bouclés fondés sur l'apprentissage. Les observateurs déterministes sont plus 
sensibles au bruit de mesure et possèdent une erreur en régime permanent. Les observateurs 
stochastiques sont plus performants, moins sensibles au bruit, mais plus complexes à concevoir et 
à réaliser. Les observateurs à réseaux de neurones semblent posséder une meilleure réponse, 
requièrent des modifications simples pour assurer l'adaptation aux variations paramétriques et une 
bonne robustesse sans recourir à un mécanisme d'adaptation en ligne. Cependant, leur 
exploitation pratique demeure encore un défi. 
Organisation de la thèse 
Cette thèse est organisée en 4 chapitres, une conclusion et 4 annexes. 
Le chapitre 1 on présentera l'état de l'art de l'estimation de la vitesse de la machine 
asynchrone. La problématique, les objectifs et la méthodologie de recherche seront aussi abordés. 
Le chapitre 2 abordera la modélisation dynamique de la machine asynchrone à cage 
d'écureuil. Les principaux modèles d'état pour l'alimentation en tension et l'alimentation en 
2 
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courant seront élaborés dans un repère dq quelconque. Les différents repères et le modèle 
mécanique seront rappelés. On présentera aussi un court rappel sur la commande vectorielle 
directe et indirecte. 
Le chapitre 3 couvrira les principales méthodes d'estimation de vitesse de rotation d'une 
machine asynchrone. On y exposera les différentes approches basées sur le modèle dynamique et 
on simulera les principaux estimateurs représentant des caractéristiques particulières. 
Le chapitre 4 constitue le noyau de ce travail de recherche. Dans un premier temps, on 
élaborera les différents modèles des estimateurs basés sur les réseaux de neurones. On exposera 
les méthodes d'apprentissage des réseaux de neurones. On décrira l'approche de préparation de 
la base d'apprentissage et les différents algorithmes d'entraînement. On étudiera la convergence, 
la précision et la robustesse de plusieurs observateurs. Enfin, une stratégie de commande sans 
capteur de vitesse basée sur les réseaux de neurones sera évaluée par la simulation dans 
l'environnement Matlab et les résultats seront présentés et analysés. 
Dans la dernière partie de cette thèse, on conclura sur l'ensemble des travaux et on 
exposera les perspectives futures. 
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CHAPITRE 1 
ÉTAT DE L'ART DE L'ESTIMATION DE LA VITESSE D'UNE 
MACHINE ASYNCHRONE À CAGE D'ÉCUREUIL 
1.1 Introduction 
Depuis quelques années, le champ d'application des systèmes d'entraînement 
électromécaniques à vitesse variable (variateurs électroniques) s'élargit de jour en jour. Plus 
particulièrement, la commercialisation éminente des véhicules électriques fiables et 
respectueux de l'environnement donnera un grand élan à ces variateurs. Ces derniers sont des 
systèmes pluridisciplinaires et regroupent un grand nombre de domaines. Plus précisément, 
un système d'entraînement à vitesse variable se compose de quatre parties distinctes: le 
convertisseur électromécanique (l'actionneur électrique), les convertisseurs statiques (la paIiie 
électronique de puissance), les capteurs électromécaniques, électroniques ou optiques et les 
circuits de traitement, de protection et de surveillance. L'électronique de puissance fournit 
l'alimentation en tension ou en courant à fréquence fixe ou variable. Les capteurs mesurent 
les variables électriques ou mécaniques et transmettent les informations aux circuits de 
traitement. Ces derniers génèrent les impulsions de commande des interrupteurs 
électroniques du convertisseur statique en tenant compte des références de commande, des 
informations délivrées par les capteurs et des divers algorithmes de contrôle. L'ensemble 
machine-alimentation-commande vise à améliorer les performances statiques et dynamiques 
du système d'entraînement, à optimiser sa consommation énergétique, à réduire son prix et à 
augmenter sa fiabilité [I -4]. 
Actuellement, plusieurs machines électriques sont utilisées comme actionneurs 
électriques. Elles vont des machines à structure simple (les machines à réluctance variable) 
aux machines à structure complexe (les machines synchrones et asynchrones à plusieurs 
enroulements statoriques et rotoriques). En particulier, la machine asynchrone à cage 
d'écureuil, de par sa robustesse mécanique, la simplicité de sa structure, son poids, sa taille 
(un bon rapport couple/volume), sa maintenance réduite (sans collecteur et sans balais) et son 
faible COlIt, s'est imposée dans de nombreux domaines (traction et propulsion électrique, 
pompage, ventilation, etc.). De ce fait, une grande importance a été accordée à son 
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fonctionnement dans différents modes: démarrage, freinage, inversion de sens de rotation et à 
sa commande aussi bien en boucle ouverte qu'en boucle fermée. 
Certes, la machine asynchrone possède de nombreux avantages fOliement 
appréciables. Cependant, elle exige un processus rigoureux de commande et d'observation. 
En effet, premièrement elle possède un modèle multivariable et non linéaire qui peut devenir 
non observable aux basses vitesses. Plus de détails sur l'observabilité de la machine 
asynchrone à cage d'écureuil sont fournis dans l'annexe A. La variation de la vitesse ou de la 
position passe obligatoirement par le contrôle du couple électromagnétique. La commande du 
flux ne peut être découplée de celle du couple que par une stratégie de commande appropriée. 
Deuxièmement, pour rendre variable sa vitesse, la machine asynchrone nécessite une 
alimentation triphasée variable en amplitude et en fréquence, des techniques de réglage 
propres et des circuits de traitement assez complexes. Troisièmement, dans le cas d'une 
alimentation en tension, lorsqu'une augmentation du couple est requise par une augmentation 
du glissement, le flux diminue. Pour maintenir ce flux constant, la tension d'alimentation des 
enroulements statoriques doit varier proportionnellement à la fréquence d'alimentation [3,4]. 
Avec une alimentation à fréquence et à tension variables, la régulation en boucle 
ouverte de cette machine peut aboutir à un variateur de vitesse satisfaisant quand elle doit 
fonctionner à couple nominal dans des conditions peu sévères sur l'équipement de régulation. 
Par contre, quand le système d'entraînement requiert une réponse dynamique plus rapide et un 
réglage de vitesse ou de couple plus précis, la régulation en boucle ouverte deviendra 
insatisfaisante. Le fonctionnement en boucle fermée reste le seul moyen puisqu'il a un effet 
important sur les performances globales du système d'entraînement. 
Si on ne cherche pas une dynamique élevée, la commande de la machine asynchrone 
est réalisable par l'action sur la pulsation ou sur les valeurs efficaces des tensions et des 
courants statoriques. Les lois de commande propres à ce type de contrôle découlent de 
considérations sur les expressions issues du régime permanent. Elles sont désignées par 
commande scalaire. Pratiquement, elles peuvent parfois suffire, notamment dans le cas de 
charges à forte inertie, mais leurs performances se dégradent au fur et à mesure que la 
fréquence de l'alimentation diminue. Aux très basses vitesses, la commande devient quasi 
inutilisable puisque des oscillations transitoires apparaissent dans le couple. Par conséquent, 
la mesure ou l'estimation des variables de commande devient médiocre. Si on cherche une 
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bonne dynamique, il est indispensable de contrôler les valeurs instantanées des grandeurs 
électriques. Les lois de commande correspondant à ce mode dynamique sont alors 
rassemblées sous le nom de commande vectorielle ou encore de commande vectorielle à flux 
orienté. Cette stratégie de contrôle assure un découplage de la commande et une souplesse de 
réglage analogue à celle des entraînements basés sur les machines à courant continu [2-7]. 
Pour obtenir des prestations dynamiques élevées, d'autres approches sont aussi utilisées [2]. 
On peut notamment citer: la commande directe du couple, la commande non linéaire, la 
commande adaptative, la commande optimale et la commande intelligente. 
Des informations souvent précises sur des grandeurs telles que le flux, le couple, la 
vitesse de rotation, la position, l'accélération, la pulsation de glissement sont sollicitées par 
différentes stratégies de commande, de détection de défauts, d'optimisation et de gestion 
énergétique. Il convient d'étudier les techniques de mesure ou d'estimation de ces grandeurs 
avant d'aborder la commande proprement dite. Il est intéressant de connaître les problèmes 
associés à l'acquisition de cette information pour pouvoir contribuer dans ce domaine. 
1.2 Problématique de recherche 
1.2.1 Mesure directe des variables électromagnétiques 
Tel que mentionné, plusieurs stratégies de contrôle, de détection de défauts et de 
gestion énergétique exigent de l'information sur certaines grandeurs fondamentales telles que 
les flux, le couple électromécanique, la pulsation rotorique, la vitesse de rotation, etc. La 
mesure directe de ces grandeurs de commande par capteurs électromécaniques ou 
optoélectroniques représente un inconvénient majeur pour le système d'entraînement de cette 
machine [3-4]. En effet, certaines d'entre elles ne sont pas mesurables à l'aide de capteurs 
mécaniques (par exemple, la pulsation rotorique dans une machine à cage) et d'autres sont 
souvent difficilement accessibles pour des raisons techniques (flux, couple) ou pour des 
problèmes de coût, de maintenance, de sécurité et de fiabilité (vitesse, position, accélération). 
Ainsi, pour le flux (statorique, rotorique ou d'entrefer), les capteurs doivent être 
prévus lors de la construction de la machine. De plus, les signaux fournis par ces capteurs 
doivent être en général traités, et leur bande passante provoque de mauvaises performances 
dynamiques. Pour la mesure du couple, on arrive aux mêmes constatations. En raison des 
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coûts additionnels, l'installation de capteurs de couple ne se justifie que sur des systèmes de 
moyenne ou de grande puissance. 
La mesure de la vitesse peut être effectuée à l'aide d'un tachymètre à courant continu 
(génératrice cc) ou à courant alternatif (génératrice ca) ou à l'aide de capteurs optiques de 
préférence haute résolution. Les tachymètres sont peu robustes, coûteux et leur signal est 
fortement bruité (surtout si le nombre d'encoches est réduit). En outre, ils doivent supporter 
des environnements très contraignants (température, vibration, poussière). Les capteurs 
optiques, même de bonne qualité, utilisés dans une grande plage de vitesse, perdent de leur 
précision et de leur linéarité aux basses vitesses. De plus, ces capteurs requièrent un 
ajustement minutieux sur l'arbre de la machine. Par conséquent, l'obtention par mesure 
directe de la vitesse de rotation augmente la sensibilité au bruit, diminue la perfonnance et la 
fiabilité de la commande, et augmente le coût global du système d'entraînement. Une étude 
sommaire sur ces différentes techniques de mesure directe de la vitesse de rotation se trouve 
dans l'annexe B. 
Plusieurs travaux de recherche ont révélé des problèmes liés à l'emploi de la mesure 
directe pour déterminer les grandeurs fondamentales telles que les flux, le couple 
électromécanique, la vitesse de rotation ou la position d'une machine asynchrone. Par la suite, 
une intense recherche a été amorcée afin de les estimer à partir des variables électriques 
facilement mesurables (courants ou tensions) et sans utiliser de capteurs électromécaniques ou 
optoélectroniques. Le but visé, dans le cas de la machine asynchrone à cage d'écureuil, est de 
développer des stratégies de commande de hautes performances et parfois de réaliser le 
diagnostic des défauts et l'optimisation énergétique du système d'entraînement. 
1.2.2 Méthodes d'estimation des variables électromagnétiques 
Les différentes méthodes d'estimation des variables électromagnétiques de la machine 
asynchrone peuvent être classifiées en trois catégories : les techniques basées sur le modèle 
dynamique de la machine, les techniques basées sur le traitement de signal et les techniques 
fondées sur les concepts de l'intelligence artificielle. 
1.2.2.1 Approches basées sur le modèle dynamique de la machine 
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Dans ces approches, l'estimation des variables électromagnétiques (flux, vitesse, 
position) est basée sur plusieurs techniques telles que le calcul de la pulsation de glissement 
en régime établi [1-4], le calcul direct à partir des équations dynamiques de la machine [3-4], 
la régression linéaire [5], les systèmes adaptatifs avec modèle de référence (SAMR) [4], les 
observateurs d'état déterministes et stochastiques (filtre de Kalman) [6]. Dans le chapitre 3, 
on présentera une étude non exhaustive sur les différentes méthodes d'estimation de la vitesse 
de rotation basées sur le modèle dynamique de la machine. Ces techniques d'estimation, 
utilisées dans les stratégies de commande sans capteur de vitesse, souffrent d'une grande 
faiblesse commune. Elles sont fondées sur le modèle électromécanique de la machine. Ce 
modèle peut être trop simpliste ou à l'inverse assez complexe, mais il demeure toujours 
approximatif. Il est surtout sensible aux variations des paramètres électromagnétiques et 
mécaniques de la machine. Les paramètres électromagnétiques sont affectés par la 
température, la saturation magnétique, la fréquence de fonctionnement et le point d'opération 
[1-2, 7]. Les paramètres mécaniques sont modifiés par le vieillissement et l'entretien de la 
machine. Dans la régulation ou l'estimation de la vitesse, du flux ou du couple, cette 
sensibilité provoque, en régime établi, des erreurs et des oscillations en régime transitoire. 
Par exemple, aux basses vitesses, la variation de la résistance statorique réduit le couple 
maximal que la machine peut développer. La variation de la résistance rotorique modifie la 
constante de temps rotorique et engendre la dégradation de la réponse des correcteurs comme 
dans le cas de la commande vectorielle à flux roto ri que orienté [8-10]. 
Dans la stratégie d'estimation de la pulsation de glissement, la fréquence de 
commutation du convertisseur alimentant la machine est réglée en déterminant la fréquence 
de glissement à partir des paramètres de la machine et des courants statoriques. La vitesse de 
la machine est indirectement calculée à l'aide de la fréquence de glissement. Cet estimateur, 
bien qu'il conduise à des algorithmes simples et rapides, est peu robuste. Il est utilisé 
uniquement en régime nominal car il donne des résultats médiocres en régime dynamique [11, 
12]. 
Dans la technique de commande directe du couple, dont le principe est basé sur 
l'utilisation d'un contrôleur à hystérésis produisant une sortie à modulation de largeur 
d'impulsion optimale, les valeurs instantanées du flux statorique et du couple sont calculées 
seulement à l'aide des tensions et des courants statoriques. Elle se caractérise par une réponse 
rapide du couple et des faibles pertes de commutation. Cependant, en plus de la variation de 
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la résistance statorique, les problèmes liés à l'intégration dans l'établissement du flux, 
particulièrement aux basses vitesses, sont des facteurs importants qui limitent les 
performances du système [13, 14]. 
Dans le calcul direct basé sur les équations électriques statoriques ou rotoriques, on 
aboutit à plusieurs expressions donnant la vitesse de rotation. Ces formules contiennent 
plusieurs intégrateurs et des différenciateurs. À cause des problèmes de conditions initiales et 
de la saturation, les intégrateurs ont été remplacés par des filtres passe-bas ou des filtres en 
cascade programmables. Cependant, ces filtres imposent certaines limites aux performances 
des estimateurs surtout aux basses vitesses. En outre, les performances dynamiques de ces 
estimateurs ne sont pas avantageuses [8, 15]. 
L'estimation de la vitesse de rotation à l'aide de la régression linéaire a été rapportée 
dans les références [16, 17]. L'algorithme de la régression linéaire est simple à implanter en 
temps réel. Un des inconvénients de cette approche est que l'intégration et la dérivation des 
signaux sont requises. Dans la référence [18], un filtre et un algorithme à moindre carré ont 
été utilisés pour estimer la vitesse de rotation, le glissement et le flux rotorique. Les résultats 
rapportés montrent que l'estimation de la vitesse est fortement affectée par la résistance 
statorique surtout aux basses vitesses. La résistance rotorique a été trouvée cruciale lorsque le 
couple est élevé [18]. 
Dans le cas du système adaptatif avec modèle de référence (SAMR), on compare les 
sorties de deux modèles distincts. Le premier est considéré comme un modèle de référence et 
n'implique pas la variable à estimer. L'autre représente le modèle ajustable et il contient la 
variable à estimer. L'erreur obtenue entre les sorties des deux modèles est utilisée pour 
déterminer un mécanisme d'adaptation convenable pour le modèle ajustable. La vitesse est 
ainsi déterminée à partir de l'erreur résultante entre les deux modèles. Cette technique est peu 
sensible aux variations des paramètres de la machine. Néanmoins, le fonctionnement du 
système aux basses vitesses n'est pas acceptable [7-8, 19]. Des travaux de recherche sont 
actuellement en cours pour élaborer des observateurs d'état non linéaires et adaptatifs. 
Dans les méthodes d'estimation de la vitesse par observateur d'état déterministe, il est 
parfois préférable de disposer des équations de la machine sous forme d'équations d'état 
linéaires, ce qui implique soit une linéarisation des équations réelles autour d'un point de 
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fonctionnement, soit une décomposition du système en sous-systèmes qui sont définis par des 
constantes de temps très différentes. La non-linéarité principale vient des termes bilinéaires 
(produit courant-vitesse). Les composantes du flux rotorique sont estimées par un observateur 
d'état, parfois adaptatif, et on en déduit la vitesse. Les observateurs d'état possèdent une 
excellente dynamique, et donnent des résultats assez précis, mais, la faible robustesse vis-à-
vis des variations des paramètres de la machine représente leur inconvénient majeur. En plus, 
dans plusieurs cas, ils sont conçus par tâtonnement (méthodes d'essai et erreur) [7, 8, 21-29]. 
Le filtre de Kalman, étant un observateur stochastique, a été employé avec succès pour 
estimer la vitesse et les flux. Mais ce filtre peut présenter des problèmes de convergence qui 
limitent notablement son utilisation. Il est trop sensible aux variations des paramètres 
électromagnétiques et mécaniques. Il manque donc de robustesse et il est gourmand en temps 
de calcul et difficile à implanter [30, 31]. 
En résumé, les estimateurs basés sur le modèle de la machine donnent des résultats 
acceptables dans certains cas, mais leurs performances statiques et dynamiques varient d'une 
approche à l'autre. Ils sont sensibles aux variations paramétriques et ils sont limités en raison 
des erreurs de modélisation et approximations parfois abusives [32, 33]. 
1.2.2.2 Approches basées sur l'injection d'un signal à haute fréquence 
Cette technique consiste à injecter un signal à haute fréquence sur les tensions 
statoriques basse fréquence. Vu la saillance du rotor de la machine, les signaux injectés 
génèrent des courants à haute fréquence modulés en amplitude. Le comportement de la 
machine n'est pas trop affecté par ces courants. Pour extraire l'information sur la position du 
rotor, on démodule le signal (la tension statorique) à haute fréquence HF. 
Cette technique nécessite des fréquences de commutation du convertisseur statique 
élevées afin d'injecter des signaux HF dont la fréquence varie entre 1 et 4 kHz [34, 35]. Les 
auteurs qui ont proposé cette technique ne spécifient pas les problèmes liés à des fréquences 
de hachage plus faibles utilisées en moyenne et en grande puissance. L'inconvénient de cette 
méthode réside dans l'estimation du courant additionnel, effectué à partir des mesures 
disponibles au stator et des paramètres de la machine. La robustesse de l'estimation n'est pas 
donc garantie et la plage des variations de la vitesse n'a pas été étudiée. 
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1.2.2.3 Approche basée sur les harmoniques d'encoches 
La technique d'estimation basée sur les harmoniques d'encoches est naturelle et 
relativement simple. Elle consiste à analyser le contenu spectral des courants statoriques pour 
estimer la fréquence de certaines raies comportant l'information de vitesse [36]. Cette 
méthode ne dépend que de la géométrie du moteur (nombre d'encoches au stator ou de barres 
au rotor). Elle demeure insensible aux variations paramétriques tels que les résistances et les 
inductances. Ce qui représente un avantage majeur par rapport aux méthodes basées sur le 
modèle dynamique de la machine. Cependant, cette technique exige des circuits de filtrage 
complexes et ses performances dynamiques sont moyennes [16-19]. 
1.2.2.4 Approches basées sur l'intelligence artificielle 
Durant ces dernières années, plusieurs chercheurs tentent de reconstruire l'état de la 
machine en se basant sur les concepts de l'intelligence artificielle : la logique floue, les 
algorithmes génétiques et les réseaux de neurones artificiels. À la connaissance de l'auteur, il 
n'y a pas d'étude qui traite l'estimation de la vitesse d'une machine asynchrone en se basant 
sur la logique floue et les algorithmes génétiques de la façon prévue dans cette thèse.. Par 
contre, il existe quelques travaux sur l'estimation de la vitesse [37-39] et d'autres variables 
[40-45] par réseaux de neurones artificiels. 
L'estimation par des réseaux de neurones artificiels est fondée sur l'apprentissage au 
lieu de la modélisation. En effet, les réseaux de neurones sont des approximateurs universels 
parcimonieux. Ils possèdent une capacité de calcul en parallèle extrêmement rapide, une 
excellente capacité de généralisation et des caractéristiques de tolérance aux défauts [34, 35]. 
Ils pourraient, suite à un apprentissage adéquat, estimer avec précision les variables d'état ou 
identifier les paramètres de plusieurs systèmes linéaires ou non linéaires et particulièrement la 
machine asynchrone. De plus, suite à un enrichissement à la base d'apprentissage, ils 
permettent, si nécessaire, de tenir compte des variations des paramètres électromagnétiques et 
mécaniques et améliorer ainsi la robustesse de l'estimation [44]. 
Dans la référence [40], un réseau de neurones statique multicouche a été utilisé pour 
estimer la composante en quadrature (iqs) du courant statorique à partir de la vitesse de 
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rotation et du couple de charge. La vitesse de rotation est mesurée par un encodeur optique. 
La variable estimée est employée dans une commande vectorielle indirecte avec imposition 
du courant. 
Dans la référence [41], une commande optimale de la machine asynchrone a été 
présentée. Dans cette stratégie de commande, un réseau de neurones multicouche statique 
estimait les deux composantes directe et en quadrature du courant statorique et la pulsation du 
glissement. Les variables d'entrée du réseau sont les tensions, les courants et la fréquence 
statoriques ainsi que le déphasage entre les courants et les tensions statoriques. Un pré-
traitement est nécessaire pour évaluer la fréquence et le déphasage. 
Les références [42, 43] présentent l'estimation des signaux de commande à l'aide d'un 
réseau de neurones multicouche (deux couches cachées) statique. Le réseau de neurones reçoit, 
à ses entrées les signaux électriques (courants et flux statoriques) de la machine et donne, à la 
sortie, le couple et le vecteur unitaire d'orientation (cosSe et sin8e). Ces données sont alors 
utilisées dans une commande vectorielle directe à flux statorique orienté. L'entraînement du 
réseau a exigé plus d'un million d'itérations. En plus, un filtre programmable a été utilisé 
pour évaluer les composantes du flux statorique, et un filtre passe-bas à faible constante de 
temps a été employé pour filtrer les oscillations présentes sur les variables estimées. 
Dans la référence [45], on trouve deux réseaux de neurones multicouches statiques 
dans une commande vectorielle indirecte. Un premier réseau est utilisé pour reconstruire le 
modèle électromagnétique de la machine (courants statoriques et flux rotoriques). L'autre 
réseau est employé comme contrôleur. La vitesse angulaire de rotation est mesurée par un 
tachymètre. 
1.2.2.5 Estimation de la vitesse par réseaux de neurones 
L'estimation de la vitesse par réseaux de neurones peut être classifiée en trois méthodes: 
• La première méthode a été présentée pour la première fois dans la référence [37]. Elle est 
fondée sur le concept des systèmes adaptatifs avec modèle de référence. Le modèle de 
référence implante l'équation d'état du flux rotorique (ne renferme pas la vitesse). Le 
réseau dynamique simple à deux couches joue le rôle du modèle d'adaptation. II est utilisé 
pour avoir la vitesse de rotation proportionnelle à un poids approprié. L'apprentissage se 
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• 
fait en ligne. Cet estimateur est peu robuste, puisque le modèle de référence est affecté 
par la résistance statorique et le réseau lui-même dépend de la constante de temps 
rotorique. En plus, il requiert une intégration pour déterminer le flux pour le modèle de 
référence. Vu les problèmes de dérive, l'intégrateur a été remplacé par un filtre 
programmable. Ce filtre limite les performances de l'estimateur aux basses vitesses. 
• La deuxième méthode a été présentée dans la référence [38]. C'est une méthode plus 
directe. Elle utilise deux réseaux de neurones qui évaluent le numérateur et le 
dénominateur (ayant des singularités) d'une expression reliant la vitesse de rotation aux 
variables statoriques. Ces variables sont prétraitées, puisqu'elles subissent une intégration 
et une différentiation avant d'être transmises aux réseaux. En plus, les deux réseaux 
requièrent 80 neurones, une énorme base d'apprentissage et 5 millions itérations avant de 
converger. En outre, la vitesse estimée est filtrée numériquement avant d'être utilisée. 
Ceci rend la réalisation pratique assez coûteuse voir impossible (surtout à cause de 
singularités) par des circuits électroniques conventionnels. 
• La troisième méthode est une approche indirecte plus générale [39]. A part la 
normalisation, aucun prétraitement des données n'est requis. Elle utilise des réseaux de 
neurones multicouches statiques ou non bouclés. La vitesse de rotation est directement 
présente à la sortie du réseau (apprentissage supervisé). L'apprentissage de ces réseaux se 
base seulement sur les tensions et les courants statoriques recueillis à partir du modèle 
approximatif de la machine. Cependant, la variable estimée est bruitée et exige un filtrage. 
L'architecture du réseau est importante et son entraînement est assez long et difficile. Les 
causes principales résident dans le choix des variables pour préparer la banque 
d'apprentissage. Idéalement, cette dernière doit être assez riche, représentative et avec un 
nombre limité de discontinuités. Or, dans le cas d'une alimentation en tension par un 
onduleur, les tensions statoriques ont une allure principalement rectangulaire et les 
courants ne sont pas purement sinusoïdaux et renferment certains harmoniques. Les 
tensions contiennent donc un nombre non négligeable de discontinuités. Que faut-il faire 
pour remédier à cette situation? Le remplacement des tensions (ou des courants dans le 
cas d'une alimentation en courant) par les puissances instantanées active et réactive 
permet-il d'améliorer la situation? C'est à dire: minimiser les oscillations sur la variable 
estimée, réduire la taille du réseau, faciliter et accélérer l'apprentissage. 
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En résumé, les méthodes d'estimation de la vitesse élaborées jusqu'à présent, utilisent 
des réseaux de neurones statiques. L'apprentissage se fait, dans la majorité des cas, en temps 
différé et se base sur des résultats de simulation du modèle approximatif de la machine. 
L'estimation peut souffrir donc des mêmes limitations que celles basées sur le modèle 
dynamique de la machine. 
1.3 Objectifs de recherche 
D'après ce qui a été mentionné dans les sections précédentes, on constate une 
tendance importante pour développer des variateurs électroniques sans capteur de vitesse. 
L'estimation de vitesse devrait être basée sur des approches peu dépendantes du modèle 
dynamique de la machine, insensibles aux variations des paramètres et qui utilisent un 
minimum d'information. Les estimateurs basés sur les réseaux de neurones semblent 
répondre parfaitement à ces conditions. 
La recherche qu'on mène s'inscrit dans le cadre de la commande sans capteur. Cet 
axe de recherche vise à développer et à réaliser des variateurs électroniques de hautes 
perfonnances sans utiliser de capteurs électromécaniques ou optoélectroniques. En d'autres 
termes, les variateurs qui, indépendamment de l'état thermique et électromagnétique de la 
machine, fournissent l'information appropriée sur la vitesse et assurent sa régulation avec une 
grande précision de zéro vitesse jusqu'à la pleine vitesse dans toutes les conditions de 
fonctionnement. 
1.3.1 Objectif général 
L'objectif projeté par cette recherche est d'élaborer une technique d'estimation de la 
vitesse de rotation de la machine asynchrone à cage d'écureuil en s'appuyant sur les tensions 
et les courants statoriques ou les puissances instantanées active et réactive, d'une part, et sur le 
concept des réseaux de neurones, d'autre part. 
Cette méthode fait suite aux travaux amorcés dans les références [37-39]. Elle permet 
de remédier aux inconvénients des estimateurs déjà élaborés et qui sont basés aussi bien sur la 
modélisation que sur l'apprentissage. Elle tente de vérifier: 
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• si l'utilisation des réseaux de neurones dynamiques avec une base d'apprentissage 
enrichie permet une estimation robuste; 
• si l'ajout des puissances instantanées active et réactive consommées par la 
machine améliore la précision et la robustesse et facilite l'estimation de la vitesse; 
• si l'utilisation de la force électromotrice dans un système adaptatif avec modèle de 
référence, basé sur les réseaux de neurones, permet d'obtenir des estimateurs 
dynamiques, simples et à apprentissage en ligne. 
1.3.2 Objectifs spécifiques 
L'objectif général se décompose en plusieurs objectifs spécifiques comme suit: 
• établir, à partir du modèle de Park de la machine, la relation ou les relations entre les 
variables d'entrée: les courants, les tensions et les puissances instantanées (active et 
réactive) et la vitesse (la variable à estimer) afin de développer les modèles 
d'estimateurs à réseaux de neurones adéquats ; 
• développer une méthode indirecte pour l'estimation de la vitesse par un réseau de 
neurones non bouclé et bouclé approprié. Cette méthode n'exige aucun prétraitement 
complexe des données d'apprentissage; 
• simuler et étudier le comportement d'une commande vectorielle sans capteur de 
vitesse dans l'environnement Matlab/Simulink. 
1.4 Originalité et contribution à la recherche 
L'originalité de ce travail de recherche se résume principalement dans les points 
suivants: 
• L'élaboration de plusieurs modèles d'état de la machine asynchrone dans trois repères. 
• Le développement d'un estimateur de vitesse basé sur la puissance réactive dans un 
repère lié au rotor. 
• Le développement d'un estimateur de vitesse à l'aide des réseaux de neurones 
dynamiques. Il remplace les réseaux de neurones multicouches statiques dont le 
nombre de nœuds et le nombre de couches cachées sont déterminés par la méthode 
essai et erreur. 
• L'ajout des puissances instantanées active et réactive pour l'apprentissage des réseaux 
de neurones multicouches bouclés et non bouclés. Cela permet d'enrichir la banque de 
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données, de limiter les discontinuités, de faciliter et d'améliorer l'apprentissage, et de 
supprimer tout prétraitement mathématique qui peut affecter les performances des 
estimateurs et rendre plus complexe la mise en œuvre. 
• Le développement d'un réseau basé sur le concept d'un système adaptatif avec modèle 
de référence. Le modèle de référence est implémenté par une fonction indépendante 
des variables de la machine. Le réseau de neurones joue le rôle du modèle 
d'adaptation. Il est utilisé pour avoir la vitesse de rotation proportionnelle à un poids 
approprié. L'apprentissage se fait en ligne. Cet estimateur ne requiert ni intégrateur ni 
filtre. Il semble être robuste et ses performances ne sont pas limitées aux basses 
vitesses. 
1.5 Méthodologie de recherche 
La méthodologie adoptée se résume en trois principales étapes. 
1.5.1 Modélisation de la machine et des estimateurs à réseaux de neurones 
Dans cette étape, on établit les différents modèles d'état de la machine dans un 
système d'axes (dq) général. Dans un repère stationnaire lié au stator, on utilise un modèle 
d'état pour simuler le comportement de la machine lorsqu'elle est alimentée en tension. On a 
choisi ce repère puisqu'il ne demande pas de transformations trigonométriques complexes. 
Dans ce même repère, on détermine les modèles d'estimateurs de vitesse à réseaux de 
neurones. Dans un repère lié au champ tournant, on détermine les équations des régulateurs et 
les équations de découplage dans une commande vectorielle à flux orienté. 
1.5.2 Simulation de la machine et de sa commande 
La deuxième étape consiste à simuler un variateur de vitesse à commande vectorielle 
à flux orienté directe et indirecte de la machine asynchrone alimentée en tension. On effectue 
une simulation en boucle fermée dans les quatre quadrants. On recueille ensuite les variables 
(les tensions, les courants, les puissances instantanées active et réactive, etc.) pour 
l'apprentissage supervisé des réseaux retenus. Pour la simulation, on utilise les boîtes à outils 
Neural Network et SimPowerSystems de l'environnement Matlab version 6.5 [47). 
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1.5.3 Étude par simulation des différentes structures d'estimateurs à réseaux de 
neurones bouclés et non bouclés 
Cette étape, consiste à : 
• sélectionner plusieurs structures d'estimateurs à réseaux de neurones bouclés et non 
bouclés. 
• procéder à l'apprentissage de ces réseaux à partir de banques de données recueillies par 
simulation; 
• vérifier et valider les performances des réseaux étudiés; 
• vérifier les performances et la robustesse du système d'entraînement lorsqu'on utilise les 
estimateurs à réseaux de neurones. 
Dans cette étape, on étudie aussi l'utilisation conjointe des réseaux de neurones statiques 
et les réseaux de neurones dynamiques pour élaborer un variateur électronique sans capteur de 
vitesse et de position. 
1.6 Conclusion 
Dans ce chapitre, on a présenté les principales techniques d'estimation de la vitesse 
d'une machine asynchrone proposées dans la littérature. On a précisé également la 
problématique de recherche, les objectifs, les contributions escomptées amSI que la 
méthodologie de recherche. 
Les techniques d'estimation basées sur le modèle mathématique approximatif de la 
machine soufrent de plusieurs limitations: dégradation des performances statiques et 
dynamiques en raison des erreurs d'estimation, variations paramétriques, changement dans 
l'état thermique et électromagnétique de la machine, etc. L'approché élaborée dans cette 
thèse se repose sur l'emploi des réseaux de neurones multicouches statiques et dynamiques 
dont le nombre de nœuds et le nombre de couches cachées sont déterminés par la méthode 
essai et erreur. La base d'apprentissage est enrichie par les puissances instantanées active et 
réactive. Comme on le démontrera dans le chapitre 4, cet artifice semble résoudre plusieurs 
problèmes reliés à l'apprentissage des réseaux de neurones. 
17 
Reproduced with permission of the copyright owner.  Further reproduction prohibited without permission.
CHAPITRE 2 
MODÉLISATION DYNAMIQUE ET COMMANDE 
VECTORIELLE DE LA MACHINE ASYNCHRONE À CAGE 
D'ÉCUREUIL 
2.1 Introduction 
Développer de nouvelles lois de commande, d'observation et d'optimisation pour la 
machine asynchrone impose naturellement de ne pas négliger, bien au contraire, l'aspect 
modélisation de cette machine. La modélisation des machines à courant alternatif repose 
principalement sur les travaux de G. Kron qui ont donné naissance à la notion de machine 
généralisée. Le modèle de Park est un cas particulier de ce concept. Il est souvent utilisé pour la 
synthèse des lois de commande et des estimateurs. Décrit par un système algébro-différentiel non 
linéaire, le modèle de Park (équations de Park) traduit le comportement dynamique des modes 
électriques et électromagnétiques de la machine asynchrone. Il admet plusieurs classes de 
représentations d'état. Ces classes de modèles dépendent directement des objectifs de commande 
(couple, vitesse, position), de la nature de la source d'alimentation du référentiel de travail et du 
choix des composants du vecteur d'état (flux ou courants, statoriques ou rotoriques). 
La modélisation (les modèles de Park) de la machine asynchrone s'appuie sur les hypothèses 
traditionnelles suivantes: 
• symétrie parfaite de construction; 
• les armatures magnétiques du stator et du rotor sont toutes deux cylindriques 
concentriques, séparées par un entrefer constant et munies chacune d'un emoulement 
triphasé; 
• répartition sinusoïdale, le long de l'entrefer, des champs magnétiques statorique et 
rotoriques ; 
• le circuit magnétique est non saturé et à perméabilité magnétique constante; 
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• les pertes ferromagnétiques, l'effet de peau et l'effet des encoches ne sont pas pris en 
considération. 
Dans ces conditions, les équations des circuits électriques font intervenir des inductances 
propres et mutuelles permettant de définir les flux en fonction des courants. Les coefficients des 
inductances propres sont constants et les coefficients des inductances mutuelles ne dépendent que 
de la position des emoulements. On obtient ainsi un modèle réduit moins complexe, mais assez 
représentatif pour décrire le comportement dynamique et statique de la machine, et pour élaborer 
des stratégies appropriées pour la commande, l'observation et le diagnostic. La machine standard 
possède 6 enroulements (3 au stator et 3 au rotor) couplés magnétiquement. 
2.2 Équations électriques 
2.2.1 Équations des enroulements 
La figure 2.1 montre la représentation des emoulements statoriques et rotoriques de la machine 
asynchrone. Les six enroulements obéissent aux équations électriques suivantes: 
au stator : 
au rotor: 
où 
v, =[::l li.l=[J [~J=[::l [R,1=[1' 
[] [
i ] ['P 1 [R Var ar ar r 
v, = :: ' [i,l= :: ' [~,l= ::: ,[R,l= ~ 
o 
Rs 
o 
o 
Rr 
o 
(2.1) 
(2.2) 
(2.3) 
(2.4) 
Les notations a, b, c désignent les trois phases de la machine, s se référant au stator et r au rotor. 
Les matrices des résistances sont des matrices simples et elles sont diagonales puisqu'elles n'ont 
de composantes non nulles que sur la première diagonale. 
Les flux sont reliés aux courants selon la relation: 
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avec 
[ l, 
Ms M,] 
[L,}= Ms ls Ms 
Ms Ms ls 
[ l, 
M r M,] 
[L r]= M r Ir M r 
M r M r Ir 
[ 
cos(Sr) 
[MJ= [M rs r = M sr cos(Sr -2n/3) 
cos(S r + 2n /3) 
(2.5) 
(2.6) 
(2.7) 
cos(S r + 2n /3) cos(S r - 2n /3)] 
cos(Sr) cos(Sr +2n/3) 
cos(S r - 2n /3) cos(S r) 
(2.8) 
où Sr désigne l'angle électrique entre une phase du rotor et la phase correspondante du stator. 
Ces matrices sont complexes et non diagonales. Un changement de base est nécessaire pour les 
rendre diagonales et ainsi simplifier leur écriture. 
Figure 2.1 Représentation des enroulements statoriques et rotoriques de la machine 
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2.2.2 Transformation de Park orthogonale et normalisée 
La machine asynchrone triphasée peut être transformée en une machine biphasée équivalente à 
l'aide de la transformation de Park orthogonale et normalisée définie par: 
cos(S) 
[P(S)]= f2 -sin(S) ~3 1 
J2 
cos(S - 2n / 3) 
- sin(S - 2n / 3)) 
1 
J2 
cos(S - 4n /3) 
- sin(S - 4n / 3) 
1 
..fi 
(2.9) 
Cette transformation permet de conserver l'invariance de la pUIssance et du couple 
électromagnétique à partir de la propriété: [P(S)]-! = [P(S)y. Elle permet aussi de diagonaliser 
les matrices d'inductances et de passer directement du repère abc au repère dqo et d'obtenir les 
variables dqo des grandeurs triphasées. La matrice inverse permet de passer du repère dqo au 
repère abc. 
La figure 2.2 montre le repérage angulaire des systèmes d'axes dans l'espace électrique. 
L'angle Sr représente la position du rotor par rapport au stator. 
L'angle Se représente la position du stator par rapport l'axe d. 
L'angle SS! représente la position du rotor par rapport l'axe d. 
Figure 2.2 Repérage angulaire des systèmes d'axes 
• (dSqS) : repère stationnaire lié au stator; 
• (drqr) : repère rotationel lié au rotor; 
• (deqe) : repère rotationel synchrone lié au champ tournant (flux rotorique). 
21 
Reproduced with permission of the copyright owner.  Further reproduction prohibited without permission.
On remarque sur la figure 2.2 que a e et a si sont naturellement reliés à a r par la relation rigide: 
(2.1 0) 
La transformation de Park consiste à appliquer aux courants, aux tensions et aux flux, un 
changement de variables faisant intervenir l'angle entre l'axe des enroulements et les axes d et q. 
Ainsi, les matrices de transformation applicables aux grandeurs triphasées statoriques et 
rotoriques sont respectivement [peSe)] et [p(aSl )]' 
Les transformations proposées établissent les relations entre flux d'axes dqo et les flux d'axes 
abc: 
En développant les expressions des flux, elles deviennent: 
pour le stator : 
l'l'dqos J = [P(Se)K[LJ [iabcJ + [MJ [iabcrD 
soit: 
pour le rotor 
l'l'dqor J = [P(S'I )K[M.J [iabJ+ [LJ [iabJ} 
soit: 
(2.11) 
(2.12) 
(2.13) 
(2.14) 
(2.15) 
On aboutit, après calcul et simplification, à la relation matricielle (2.16) entre les vecteurs flux et 
les courants d'axes dqo : 
'l'ds I-M s s 0 0 3Msr /2 0 0 1 d, 
'l'qS 0 I-M s , 0 0 3Msr /2 0 1 q' 
'1'0' 0 0 l, +2M, 0 0 0 10, 
= (2.16) 
'l'dr 3Msr /2 0 0 1 -M 0 0 1dr r r 
'l'qr 0 3Msr 12 0 0 Ir -M r 0 1qr 
'l'or 0 0 0 0 0 1 r +2Mr 10r 
On constate que les coefficients de la matrice des inductances sont indépendants du temps et que 
le nombre des paramètres électromagnétiques se réduit à cinq. Ce sont: 
L =1 -M , , , l'inductance cyclique statorique, 
L =1 -M r r r l'inductance cyclique rotorique, 
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M=~M 2 s, l'inductance mutuelle cyclique entre stator et rotor, 
Lo,=I,+2M, l'inductance homopolaire statorique, 
Lo, = l, +2M, l'inductance homopolaire rotorique. 
La transformation [P] est appliquée aux équations C2.1) et C2.2) : 
[PceJ]-1 [v dqOs] = [R s ][PCeJ]-1 [idqOs]+ :t [PceJ]-1 [ll'dqOs] 
[PCeSJ)r [v dqO,J = [RJpceSJ)]-1 [idqO,J+ ! [pceSJ)J-l [ll'dqO,] 
soit en multipliant à gauche l'équation C2.17) par [PCeJ]et l'équation (2.18) par [p(e si )]: 
[v dqos ] = [p(eJ][Rs ][p(e J]-I [idqos]+ ! [ll'dqOS ]+ [p(e.)]{ :t [p(e.)t }[ll'dqOS ] 
[v dqo, ] = [p(e'l )][R, ][p(e si) t [idqO,J+ ! [ll'dqJ+ [p(esi )]{ :t [p(eS! )]-1 }[ll'dqJ 
on démontre que: 
[p(e.)][Rs ][p(eJt = [Rs] 
[pee,! )][R, ][p(e
S
! )]-1 = [R,] 
-cos(ee) 
[ 
-sin(ee) 
:t [p(eJ]-1 = H -sin(ee - 2n/ 3) 
-sin(ee -4n/3) 
-cos(ee - 2n/ 3) 
o 
[p(ee)]{~[p(ee)]-J} = dee 
dt dt 
o 
-cos(e -4n/3) 
_ dee 0 
dt 
o 0 
o 0 
H[ -sin(esJ) -cos(esJ ) ~[p(e J)J-J = 2 -sin(esJ -2n/3) -cos(esJ -2n/3) dt s 3 
- sin(esJ - 4n/ 3) - cos(esJ - 4n/ 3) 
~] de e 
o dt 
~] de sJ 
o dt 
(2.17) 
(2.18) 
(2.19) 
(2.20) 
(2.21) 
(2.22) 
(2.23) 
(2.24) 
(2.25) 
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o - desl 0 
dt 
o 
o 
o 
o 
(2.26) 
On obtient finalement, dans un repère orthogonal quelconque, la matrice non-linéaire de 
Park qui constitue ainsi le modèle électrique dynamique pour une machine asynchrone triphasée à 
cage d'écureuil [2,3] : 
Vd, R, 0 0 0 0 0 id, 'Pd, 0 -Se 0 0 0 0 'l'ds 
Vq, 0 R, 0 0 0 0 iq, 'l'q, Se 0 0 0 0 0 'l'qs 
Va' 0 0 R, 0 0 0 la, d 'Po, d 0 0 0 0 0 0 'l'os (2.27) = +- +-
0 0 0 0 Rr 0 0 idr dt 'l'dr dt 0 0 0 0 -S,I 0 'l'dr 
0 0 0 0 0 Rr 0 iqr 'Pqr 0 0 0 Ssl 0 0 'l'qr 
Vor 0 0 0 0 0 Rr ior 'l'or 0 0 0 0 0 0 'l'or 
Remarque: 
Lorsque la somme des composantes (abc) est nulle, la composante homopolaire est aussi 
nulle et la troisième et la sixième équation deviennent inutiles. 
Il est utile d'exprimer les courants statorique et rotorique en fonction des composantes des flux. 
Ainsi, à partir de la matrice donnée par l'équation (2.16), on déduit la matrice suivante. 
'Pds L, 0 M 0 1 ds 
'PqS 0 L, 0 M 1 qs (2.28) = 
'Pdr M 0 L, 0 Id, 
'P 0 M q' 0 L , lq, 
En prenant l'inverse de la matrice donnée par l'équation (2.28), on obtient. 
1 
0 
1- a 
0 ---
aL, aM 
1 ds 1 1- a 'Pds 
0 0 ---
'P 1 qs aL, aM qs (2.29) = 
1 d, 1- a 0 1 0 'Pd, ---
1 q' aM aL r 'Pq, 
1- a 1 
0 --- 0 
aM aL, 
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M 2 MI-a 
Avec a = 1 - - le coefficient de fuite total. On en déduit - --
L,Lr aLsLr aM 
En manipulant les équations (2.28) et (2.29), on trouve les relations reliant les courants et les flux 
rotoriques aux courants et flux statoriques. 
L, 0 1 0 
I dr Lr Lr 1 d, 
1 qr Lr L 0 1 I q, = 0 --' - (2.30) 
'l'dr M L L 'l'd, r r 
'l'qr -aL, 0 1 0 'l'q, 
0 -aL , 0 1 
En dérivant par rapport au temps les lignes (3) et (4) de la matrice donnée par l'équation (2.30), 
on peut écrire : 
:t [::] = ~ {! [::] -aL, ! [::]} (2.31 ) 
En plus, on a d'après les lignes (1) et (2) de l'équation générale (2.27) : 
(2.32) 
En portant l'équation (2.32) dans l'équation (2.31) et en arrangeant les termes, on obtient: 
(2.33) 
Ces dernières expressions seront utilisées pour élaborer les différents modèles d'état de la 
machine. Ces modèles serviront à déterminer les lois de commande et d'observation. 
2.3 Modèles d'état de la machine asynchrone 
Les techniques modernes de commande et d'observation des systèmes dynamiques 
nécessitent souvent un modèle sous forme d'état. On va donc développer les différents modèles 
d'état les plus utilisés pour les alimentations en tension et en courant. On suppose toujours égale 
à zéro la somme des composantes (abc) (la composante homopolaire est nulle). 
25 
Reproduced with permission of the copyright owner.  Further reproduction prohibited without permission.
2.3.1 Alimentation en tension 
2.3.1.1 Modèle d'état en utilisant 'l'ds' 'l'qS' 'Pdr , 'l'qr comme variables d'état 
À partir de l'équation (2.27), on en déduit l'équation décrivant l'évolution des flux: 
0 _ de e 0 0 
'Pd' R 0 0 0 Id, 
dt 
'Pd' 1 0 , de
e 
d 'PqS 0 Rs 0 0 i q, 0 0 0 'Pq, 0 1 [v.] dt = des' + (2.34) dt 'Pdr 0 0 Rr 0 Idr 0 0 0 'Pdr 0 0 V qs 
'Pqr 0 0 0 R 1 qr dt 'Pqr 0 0 r des' 0 0 0 
dt 
En reportant l'équation (2.29) dans l'équation (2.34), qui peut être reformulée pour ne faire 
parvenir que les flux, on trouve. 
1 dee 1- a 0 R-
a'!s dt SaM 
'Pds 
_ dee 1 l-a 'Pds 1 0 0 R-
d 'l'qS dt a'!s SaM 'PqS 0 1 [v~] (2.35) = + dt 'l'dr 1- a 0 1 de si 'Pctr 0 0 v qs R-
'Pqr raM a'!r dt 'Pqr 0 0 
1- a 
_ des' 1 0 R-r
aM dt a'!r 
2.3.1.2 Modèle d'état en utilisant 'l'ds' 'Pqs,ids,iqs comme variables d'état 
Pour ne faire intervenir que les flux 'Pds et 'PqS et les courants ids et iqS' dérivons par 
rapport au temps la première (1) et la deuxième (2) ligne de l'équation (2.29) : 
1 
0 
1- a D 
'Pds 
---
d [iœ] aLs aM d 'PqS (2.36) dt i qS = 1 1- a dt 'Pdr 0 0 ---
aLs aM 
'Pqr 
En substituant l'équation (2.34) dans l'équation (2.36), on en déduit : 
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d [i~ ] 
dt iqS = 
1 
a'ts 
0 
o 
__ l_dee 
aLs dt 
1- a Ids 
0 -R 0 
aM r Iqs 
1 1- a + Idr 0 -R 
a'ts aM r Iqr 
_l_dee 
aLs dt 
o 
o 
1- a des! 
aM dt 
_ 1-a des! 
aM dt 
o 
En plus, on a les relations matricielles suivantes: 
1 0 0 0 
Ids 
0 1 0 0 
Ids 
Iqs 
_.!i 0 1 0 Iqs = 
Idr M M 'Pds 
Iqr 0 -~ 0 1 'PqS 
M M 
1 0 0 0 
'Pds 0 1 0 0 
'Pds 
'PqS ~ 0 aM 0 'PqS = ---
'Pdr M 1- a Ids 
'Pqr 0 ~ 0 aM Iqs ---
M 1- a 
'l'ds 1 
(2.37) 
'l'qS aL + s 
'l'dr o 
(2.38) 
(2.39) 
Remplaçons les vecteurs des courants et des flux donnés respectivement par les équations (2.38) 
et (2.39) dans l'équation (2.37), puis effectuons les multiplications et arrangeons les termes: 
1 
_l_(dee _ des!) 1 1 1 des! 'Pds t Œ ; aLs'tr --(-+-) dt 'PqS 1 [Vd,] aLs dt dt a 'ts 'tr dt iqS = __ l_(dee _ des!) 1 _ des! 1 1 1 Ids + aLs v qs --(-+-) 
aLs dt dt aLs 'tr dt a 'ts 'tr Iqs 
(2.40) 
En combinant l'équation (2.32) et l'équation (2.40), on trouve: 
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0 dee 
-Rs 0 
dt 
'l'ds 
_ de
e 0 0 -Rs 
'l'ds 
d 'l'qS dt 'l'qs 
= 1 
_l_(dee _ des!) 1 1 1 des! dt i ds --(-+-) i ds 
i qS crLs 'tr O'Ls dt dt 0' 'ts 'tr dt i qS 
__ I_(d8e _ des!) 1 _ des! 1 1 1 --(-+-) 
crLs dt dt crL,'tr dt 0' 'ts 'tr 
2.3.1.3 Modèle d'état en utilisant ids,iqs,idr,iqr comme variables d'état 
On a la relation matricielle suivante : 
'l'ds M 0 Ls 0 Idr 
'l'qS 0 M 0 Ls 1 qr 
= 
Id, 0 0 1 0 Ids 
1 qs 0 0 0 1 1 qs 
Substituons l'équation (2.42) dans l'équation (2.40) et arrangeant les termes: 
!.. dee _1-0' desl 
0' dt 0' dt 
1 
vds 
v qs 
+ 
V ds (2.41 ) 
oLs 
V qs 
crLs 
(2.42) 
(2.43) 
Dérivons par rapport au temps la troisième (3) et la quatrième (4) ligne de l'équation (2.29). 
1-0' 
0 1 0 
'l'ds 
t·] ---aM aL r d '1' qs dt i qr = 1- 0' 1 dt 'Pdr 0 --- 0 
aM aL r 'Pqr 
En substituant l'équation (2.34) dans l'équation (2.44), on obtient: 
1- 0' 
-R 
aM s 
o 
o 
l-ad8e 
----
aM dt 
o 
1- 0' 
-R 
aM s 
_ 1- 0' d8e 
aM dt 
o 
1 o 
o 1 
o 
__ I_d8 s1 
aLr dt 
_1_d8 s1 
aL r dt 
o 
(2.44) 
(2.45) 
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En remplaçant le vecteur des flux par leur valeur donnée par l'équation (2.28) et en effectuant les 
multiplications et en arrangeant les termes, on obtient: 
~(_ de, + de,,) 
oL, dt dt 
1-a 
-R 
aM ' 
aT, 
1- a de, _.!. de" 
a dt a dt 
En combinant l'équation (2.43) et l'équation (2.46), on trouve: 
1 ..!. dee _ 1- cr des! M 
<ITs cr dt cr dt CYrrLs 
Id' 1 dee 1- cr de,! 1 _~(dee _ de,!) 
---+----
d Iq, cr dt cr dt CYr, crLs dt dt = 
dt idr M _~(dee _ de,!) 1 
iqr CYr,Lr aLr dt dt CYrr 
~(dee _ des!) M 1- cr dee _..!. des! 
crLr dt dt CYr,Lr cr dt cr dt 
~(dee _ de,!) 
crLs dt dt 
M 
CYrrLs 
1- cr de. 1 de,! 
-----+--
cr dt cr dt 
1 
CYrr 
2.3.1.4 Modèle d'état en utilisant icts,iqS ' 'l'ct" 'l'qr comme variables d'état 
On a la relation matricielle suivante: 
1 0 0 0 
Id, 0 1 0 0 Id' 
I qs M 0 1 0 I qs = -
I dr Lr Lr 'l'dr 
I qr 0 
M 0 1 'l' -- - qr 
Lr L r 
(2.46) 
Yd, 
id' Yq, 
iq, 1 M 
+- --y 
idr crLs L d, r 
iqr M --y L qs 
r 
(2.47) 
(2.48) 
Portons l'équation matricielle (2.48) dans la formule (2.43) et effectuons les calculs nécessaires: 
[ II-cr dee 1- cr 1 - cr (de, - de,,) 1 ids 
:, [;ru ] ~ - m, :e,m, dt <ITrM aM dt dt iqs + _1_ [v '}2.49) 
1- cr 1- cr (dee des!) 1- cr 'l'dr crLs V q' qs __ 
----- -------
dt <IT, cr'!r crM dt dt <ITrM 'l'qr 
En plus, d'après les lignes (4) et (5) de l'équation générale (2.27), on peut écrire: 
(2.50) 
or : 
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M 0 1 0 
1 ds 
[:::]= 
-
L, L, 1 qs 
0 M 0 
1 
'Pd, 
(2.51 ) 
L, L, 'P q' 
d'où: 
M 0 1 des' 
Ids 
d [~d'] T r T r dt Iqs 
dt 'Pqr = 0 M _ des' 1 'Pdr 
(2.52) 
Tf dt Tr 'Pqr 
En combinant l'équation (2.49) et l'équation (2.52), on trouve: 
1- 0' de. 1- 0' 1- 0' (de. _ des' ) 
-----
O'1:
s 0'1:, dt O'1:,M O'M dt dt ri. _ de. 1- 0' _ 1- 0' (de. _ des' ) 1- 0' [iO [1 l·t.53) -----d i qS dt O'1:s 0'1:, O'M dt dt O'1:,M lqS 1 0 +-
dt 'l'd' M 0 1 des' 'l'd' O'Ls ~ o V qs 
'l'q, 1:, 'Cr dt 'l'q, 0 
0 M _ des' 1 
1:, dt 'C, 
On vient de présenter les différents modèles dynamiques de la machine asynchrone alimentée en 
tension. Ces modèles sont mis en oeuvre pour analyser les comportements de la machine ou pour 
mettre en place les différentes fonctions de commande et d'observation. 
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2.3.2 Alimentation en courant 
On va développer les modèles les plus fréquemment rencontrés dans le cas d'une 
alimentation en courant. Dans ce type d'alimentation, les variables de commande sont les 
courants statoriques, la pulsation de glissement et la pulsation du champ tournant. 
2.3.2.1 Modèle d'état en utilisant 'Pdr , 'Pqr comme variables d'état 
L'équation (2.52), peut être réécrite comme suit: 
1 
(2.54) 
2.3.2.2 Modèle d'état en utilisant idr,iqrcomme variables d'état 
D'après les lignes (4) et (5) de l'équation générale (2.27), on peut écrire: 
[~]=[~' :J[:} ![::H~ ~l]d:;, [:::] (2.55) 
Remplaçons les flux par leurs expressions en fonction des courants en utilisant les lignes (3) et 
(4) de l'équation matricielle donnée par la formule (2.27) : 
[0] = [Rr ° ][~dr] + i.[Lr~dr + M~d'l + [0 -1] de ,1 [Lr~dr + M~d'] (2.56) ° ° Rr Iqr dt Lr1qr + Mlq, 1 ° dt Lr1qr + Mlq, 
D'où les équations sous forme canonique décrivant l'évolution des courants rotoriques : 
1 des! 
° 
M des! M 
° t,] - [im ]+ -- [id} td'] 'tr dt Lr dt Lr (2.57) dt iqr = _ des! 1 lqr _ M des! ° lqs ° M dt iqs dt 'tr Lr dt Lr 
2.3.2.3 Modèle d'état en utilisant 'P ds ' 'P qs comme variables d'état 
Substituons les lignes (3) et (4) de l'équation (2.30) dans l'équation (2.55), on obtient: 
l de'l] [0] =_1 [Rr ° ]['Pd' -L'~d,]+~~['Pd' -crL'~d']+~ ° -ili ['l'd' -crL'~d'] ° M ° Rr 'Pq, - L,lq, M dt 'Pq, - crL,lq, M de" ° 'Pq, - crL,lqS dt (2.58) 
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d'où les équations sous forme canonique décrivant l'évaluation des flux statoriques : 
1 des! ~ _ aL des! 
--
d [~& 1 't'r dt [~d} 't'r s dt [id} [ aL, o ] d [i& ] (2.59) 
dt 'PqS = _ des! 1 'PqS L des! Ls l q, 0 aL, dt iqs a --
dt 't"r s dt 't"r 
2.4 Équations mécaniques 
Lorsqu'elle fonctionne en moteur, le stator de la machine asynchrone à cage d'écureuil est 
alimenté par une source triphasée à fréquence fixe ou variable. Il est considéré comme 
générateur, et le rotor comme récepteur. Dans le repère abc, la puissance électrique instantanée 
fournie aux enroulements statoriques et rotoriques a pour expression: 
(2.60) 
qui s'écrit, en appliquant la transformation de Park normalisée: 
(2.61) 
soit, en utilisant les relations de la matrice (2.27) : 
= [i d'Pds + i d'Pqs + 2i d'Pso _ i d'Pdr _ i d'Pqr _ 2i d'Pro] 
p e ds dt qs dt os dt dr dt qr dt ra dt 
Cette dernière équation se compose de trois termes présentés entre crochets. Le premier 
crochet représente la variation par unité de temps de l'énergie magnétique emmagasinée, le 
deuxième représente la puissance électrique à l'intérieur de la machine transformée en puissance 
mécanique tandis que le troisième crochet représente les pertes Joule au stator et au rotor. 
En tenant compte des équations des flux (2.38, et 2.39) on démontre que: 
(2.63) 
Par conséquent, la puissance électromécanique s'écrit : 
(2.64) 
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Par ailleurs, on a les relations fondamentales suivantes: 
(2.65) 
et 
d8r P -=-00 
dt 2 m 
(2.66) 
où P désigne le nombre de pôles et OJ
m 
la vitesse mécanique angulaire du rotor. 
(2.67) 
Le couple électromagnétique Tem s'obtient en divisant par OOm 
(2.68) 
On peut aussi établir d'autres expreSSlOns du couple en éliminant certaines variables des 
équations des flux. Après quelques manipulations mathématiques élémentaires, on obtient ainsi: 
(2.69) 
(2.70) 
T = P M ('Y i - 'Y i ) 
em 2 L qs dr ds qr 
S 
(2.71) 
(2.72) 
(2.73) 
T = ~ ('Y i - 'Y i ) 
em 2 dm qs qm ds (2.74) 
'l'dm et 'l'qm sont les composantes du flux de magnétisation. 
Quelle que soit l'une des expressions ci-dessus, on constate que le couple 
électromagnétique résulte de l'interaction d'un terme de flux et d'un terme de courant. Ces 
expressions rappellent le couple de la machine à courant continu. Le problème posé ici est de 
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pouvoir contrôler indépendamment l'un de l'autre, le terme de flux et le terme de courant. La 
simplicité de la construction de la machine asynchrone doit se «payer» dans sa commande qui 
assez complexe. 
Finalement, l'équation du mouvement mécanique s'écrit: 
dm 
J_m =T -T -~m dt em L m (2.75) 
La puissance réactive instantanée consommée par la machine a pour expression dans le repère 
abc: 
q = ~ [(v bs -vc,)i.s + (v cs -v.Ji bs + (v.s -vbJiJ (2.76) 
qui s'écrit, en appliquant la transformation de Park normalisée: 
(2.77) 
soit, en utilisant les lignes (1) et (2) de la matrice (2.27), il vient que: 
. d'Pqs • d'Pds d8e (UI lTl) -1 ---1 --+-r +r q - ds dt qs dt dt ds qs (2.78) 
Les équations précédentes sont très générales et plusieurs choix de rotations e e et e si sont 
possibles. Dans la pratique, trois types de référentiels sont utilisés, le choix se fait en fonction du 
problème étudié et des exigences à rencontrer. 
2.5 Choix des référentiels 
2.5.1 Référentiel fixe par rapport au stator 
Il se traduit par la condition: 
de de P 
_e =0 __ sI =-m =--m 
dt 'dt r 2 m (2.79) 
Ce référentiel est utilisé pour la reconstitution de l'état de la machine asynchrone puisque la 
matrice de transformation est constante. 
Les matrices de transformation orthogonales directe et inverse de Park applicables aux grandeurs 
triphasées statoriques (courant, tensions, flux) sont: 
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1 1 1 0 1 1 -- fi 2 2 
[P(8s )] = [P(O)] = ~ 0 fj fj et [P(O)t1 = ~ 1 fj 1 (2.80) 2 2 2 2 fi 
1 1 1 1 fj 1 
fi fi fi 2 2 fi 
Les grandeurs dq (sans composante homopolaire) sont donc reliées aux grandeurs réelles par: 
[x~] =[1 -~ -± ][:aJ x~ 0 fj _ fj x b 
2 2 c 
Les grandeurs réelles sont donc reliées aux grandeurs dq par : 
2 2 
(2.81) 
(2.82) 
Les matrices de transformation orthogonales directe et inverse de Park applicables aux grandeurs 
triphasées rotoriques (courant, tensions, flux) sont respectivement données par : 
cos(SJ 
[P(SJ] = fI - sin(Sr) 
cos(Sr - 2n/3) cos(Sr - 4n/3) 
V3 1 -sin(Sr -2n/3)) -sin(Sr -4n/3) 1 1 
fi fi fi 
cos(SJ - sin(Sr) 
[p(Sj-l = ~ cos(Sr - 2n/3) - sin(Sr - 2n/3)) 
cos(Sr - 471:/3) - sin(Sr - 471:/3) 
2.5.2 Référentiel fixe par rapport au rotor 
Il se traduit par la condition: 
dS 51 = 0 dS e = dS r = (ù = P (ù 
dt 'dt dt r 2 m 
1 
fi 
1 
fi 
1 
fi 
(2.83) 
(2.84) 
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Ce référentiel peut être utilisé pour estimer certaines variables d'état de la machine asynchrone. 
2.5.3 Référentiel fixe par rapport au champ tournant 
Il se traduit par les conditions: 
dS dS P dS 
_e =0) _r =w =-0) __ si =0) -0) 
dt e , dt r 2 m' dt e r (2.85) 
où We désigne la pulsation des courants statoriques. 
Dans ce référentiel, les grandeurs sinusoïdales en régime permanent dans le repère abc (courants 
et flux) deviennent des grandeurs constantes. 
Les grandeurs (tensions, courants et flux) d'un référentiel sont reliées aux autres grandeurs des 
autres référentiels par les matrices de passage suivantes: 
xe 
d, cosSe sinSe 0 0 x' d, 
Xe 
- sin8e cos8e 0 0 X' q' 
= 
q' 
Xe 0 0 cos8e sin8e X' d, d, 
(2.86) 
Xe 
q' 
0 0 - sin8e cos8e X' q' 
Xe 
d, cos 8,1 sin8" 0 0 X' d, 
Xe 
-sin8" cos8" 0 0 X' q' 
= 
q' 
Xe 0 0 cos 8,1 sin8" X' d, d, 
(2.87) 
Xe 
q' 
0 0 - sin 8,1 cos8" X' 
q' 
X' d, cos8, sin8, 0 0 X' d, 
X' 
-sin8, cos8, 0 0 X' q' 
= 
q' 
X' 0 0 cos8, sin8, X' d, d, 
X' 
q' 
0 0 - sin 8, cos8, X' 
q' 
(2.88) 
2.6 Simulation dans un référentiel fixe par rapport au stator 
Pour simuler le comportement dynamique de la machine asynchrone, on peut utiliser un 
des modèles d'état établis dans la section précédente. Dans ce cas, on considère les courants 
statoriques (ids, iqs), les courants rotoriques (idr, iqr), et la vitesse mécanique (O)m) comme variables 
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d'état du modèle. Dans un repère statiOlmaire lié au stator le modèle d'état donné par l'équation 
(2-47) devient: 
1 1- a M M 
--co, -co 
O'ts a O'trLs aLs r y ds 
i ds 1- a M M i ds Yqs 
---co ---OOr 
d lqs a O'ts aLs ' O't,Ls i q, 1 M (2.89) 
= +- --y 
dt idr M M 1 1 id, aLs L d, 
--co --co, , 
lq, m,Lr aL, r m, a i q, M --y 
M M 1 1 L q' 
-00 -co, , 
aL, ' m,L, a O't, 
et la vitesse mécanique est donnée par: 
(2.90) 
Les paramètres nominaux de la machine asynchrone à cage d'écureuil utilisée sont : 
puissance nominale : 
vitesse nominale: 
résistance statorique : 
résistance rotorique : 
inductance de fuite statorique : 
inductance de fuite rotorique : 
inductance cyclique statorique : 
inductance cyclique rotorique : 
inductance mutuelle: 
moment d'inertie : 
coefficient de frottement: 
1/4 HP, Vd= 170.0 V 
1770 RPM, 4 pôles (P=4) 
Rs= 12.5 Q 
Rr=7.2Q 
15 = 0.02175 H 
Ir = 0.02175 H 
Ls = 0.49925 H 
Lr = 0.49925 H 
M = 0.4775 H 
J = 0.0022 Kg.m2 (0.0022 Nm.s2) 
~ = 0.001224 Nm.s/rad 
Le moment d'inertie représente le moment d'inertie total ramené sur l'arbre moteur qui 
entraîne une machine à courant continu de même puissance nominale. 
Les simulations ont été réalisées dans l'environnement Matlab/Simulink (version 6.5). 
La figure 2.3 montre le diagramme de simulation de la machine asynchrone alimentée par une 
source de tension sinusoïdale triphasée équilibrée. Les variables d'entrée sont les trois tensions 
Van, Vbn et Ven et le couple de charge. Le modèle Simulink de la machine apparaît sous forme de 
différents blocs dOlmés sur la figure 2.4, soit: 
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• le bloc du modèle d'état représenté par l'équation (2.89); 
• les blocs de transformation du repère abc à dq (équation (2.82)); et du repère dq à abc 
(équation (2.81)); 
• le bloc calculant le couple électromagnétique donné par l'équation (2.70); 
• le bloc qui calcule la vitesse donnée par l'équation (2.90); 
h 
vbSf-+---~ 
souroe 
triphasée 
1.5 1---111>1 
Couple de oharge 
Modèle d&ns un 
repm st.atiar!.me 
lié 8ll rutor 
vm.wlesd'rut 
ids, iqs, idr et iqr 
vas;vbs,vcs & Tl 
Sarti2s: 
wm;t.em; 
ias;ibs;ics 
ios 
Figure 2.3 Schéma de simulation de la machine asynchrone alimentée en tension 
vos 
vds I-----.J 
vqs 
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iqs 
idr 
iqr 
Courants 
ids 
iqs 
Tem 
idr 
iqr 
Caloul du 
oouple 
~ 
(4',l-------t------t-+----'--.........J 
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TL lNr 
8 
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Figure 2.4 Les différents modèles Simulink de la machine 
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ias 
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La figure 2.5 montre le contenu du bloc calculant les courants statoriques et rotoriques. 
CD r--r-~ ~ 1 1 .. vds 1 -'" M ux u(1 Y(ro"Ls)+((1· ro )lroj u(2j u(3)+(Lm/(ro" Ls" Tr)j u(4)+(Lm/(ro"Ls)ju(2ju(5) 1 
;-~ '<+'l!(ro'T~i 1 ~ . - ~. Ids 
~'--- Fen Fids 
Mux 
CD r---~ ~ 
;+'1/i:"'TS.l ~ vqs M ux u(1 Y(ro" Ls}((1· ro )Ire j u(2j u(3}(Lm/(ro" Ls)j u(2j u(4)+(Lm/(ro" Ls" T r)j u(5) 1~ -~ "7::~ -~ '--- Feni Flq; r,.~~ .... Mux1 1)'lJr r--=: M ux ~.(Lm/(rO" Ls" Lr)j u(1 )+(Lm/(ro" Li" T s)j u(3}(Lm/(ro" Lr)j u(2j u(4}(1/ro j u(2)" u(5) i 1 1 1 
bi/(ro"Tr)1 
1 ~ 3 
idr -~ '---- F en2 Fidr 
Mux2 
~r--
: Mux H(Lm/(rO" Ls" Lr)ju(i)+(Lm/(ro" Lr))" u(2j u(3)+(Lm/(ro" Lr"Ts))"u(4)+(1/r O)"U(2jU(5): 1 1 .. 
Is+ 1/(ro' T r I~ 
4 
1>- iqr ~'--- Fen3 Fiqr 
Mux3 
'--
Figure 2.5 Bloc de calcul des courants statoriques et rotoriques 
La figure 2.6 présente les résultats de simulation. On y trouve, en régime permanent, les 
courbes des tensions d'alimentation phase-neutre Van, Vbn et Ven et des courants statoriques ias, ibs et 
les. On y trouve aussi la courbe de la vitesse de rotation rom et la courbe du couple 
électromagnétique T em pour un fonctionnement dans les quatre quadrants. 
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Figure 2.6 Résultats de simulation pour un fonctionnement dans les quatre quadrants 
On a aussi construit un diagramme Simulink représentant la machine asynchrone 
alimentée par un onduleur à modulation de largeur d'impulsion à l'aide des blocs du 
SimPowerSystems [75]. L'onduleur à IGBT est représenté par le pont universel disponible dans 
la librairie (Power electronic). On a choisi une période de discrétisation de 3 ~s et une période de 
commutation de 100 ~s. On a ajouté un bloc de mesure pour mesurer les variables de la machine 
et un capteur de tension pour mesurer la tension ligne à ligne. La figure 2.7 montre le modèle de 
simulation. Sur cette figure, la tension d'alimentation Vd est égale à 170.0 V 
On a simulé le système sur une durée de 0.3 seconde. La figure 2.8 montre l'évolution en 
fonction du temps des courants statoriques, du couple électromagnétique T em et de la vitesse de 
rotation mm. 
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Figure 2.7 Modèle de simulation réalisé avec les blocs de la boîte à outil SimPowerSystems 
On constate que les courants statoriques atteignent de fortes valeurs pendant environ 0.15 
seconde, puis ils décroissent pour atteindre le régime forcé permanent égal au régime statique. La 
vitesse nominale est atteinte au bout de 0.25 seconde pour un couple résistant constant de 1.0 Nm 
et une inertie totale de 0.0022 kgm2. 
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Figure 2.8. Formes d'onde des courants statoriques, du couple électromagnétique Tem et de la 
vitesse de rotation mm 
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2.7 Commande vectorielle de la machine asynchrone 
2.7.1 Principe 
Le couple électromagnétique Tem peut s'exprimer, comme dans le cas de tous les types de 
machines électriques, par un produit vectoriel. La formule (2.68) peut s'écrire sous la forme: 
P - -T = -('1' ® i) 
em 2 s "'s (2.91) 
Les vecteurs (flux et courant) qui forment le couple électromagnétique sont variables en 
amplitude et en phase. Dans certaines expressions, ces deux grandeurs dépendent du seul courant 
statorique. Ce dernier peut être décomposé en deux composantes variables en amplitude et en 
phase: 
• le courant réactif (courant de magnétisation) générateur de flux; 
• le courant actif générateur de couple électromagnétique. 
La commande vectorielle, appelée aussi commande par orientation du flux, Vise un 
contrôle semblable à celui d'une machine à courant continu à excitation séparée. Pour cela, il faut 
orienter le flux en quadrature avec le courant à l'origine du couple. On peut ainsi commander 
séparément la grandeur flux et la grandeur courant génératrice du couple et assurer le découplage 
de la commande. 
La synthèse d'une commande vectorielle de la machine asynchrone se déroule en plusieurs 
étapes qu'on peut résumer comme suit: 
• choisir l'alimentation de la machine (alimentation en courant, en tension ou en tension à 
courant imposé) ; 
• choisir la nature des consignes (flux et couple, flux et glissement, flux et courant, etc.) ; 
• déterminer le repère dq (lié au stator, lié au rotor ou lié au champ tournant) et la nature de 
l'orientation (flux rotorique, flux statorique ou flux de magnétisation) ; 
• en déduire les variables de commande (courants ids , iqs, pulsation de glissement ros\' ... ) 
adaptées au type d'alimentation et un modèle d'état de la machine faisant apparaître la 
variable intervenant dans l'orientation (courant, flux, etc.) ; 
• déterminer, à partir du modèle d'état, la loi de commande assurant le découplage du flux et 
du couple et l'autopilotage réalisant l'orientation du repère. 
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Ce repère peut être lié: 
au stator: 
dee = 0 dO,1 = -(ù = -~W 
dt ' dt r 2 m 
On utilise ce repère pour la reconstitution de l'état de la machine asynchrone. 
au rotor: 
au champ tournant: 
dO e dO r P dO sl 
Tt=we 'Tt=(Ùr ="2wm 'ili=we -wr 
(2.92) 
(2.93) 
(2.94) 
Dans ce référentiel, les grandeurs sinusoïdales en régime permanent dans le repère abc 
(courants et flux) deviennent des grandeurs constantes. Il est généralement retenu pour réaliser le 
pilotage vectoriel. Les grandeurs continues sont transformées à l'aide de la transformation inverse 
de Park pour agir sur les grandeurs réelles. 
2.7.2 Orientation et régulation du flux 
Pour l'orientation du flux, trois choix sont possibles: 
Orientation du flux rotorique : 
'P = 'P et 'P = 0 dr r qr (2.95) 
Orientation du flux statorique : 
'P = 'P et 'P = 0 ds s qs (2.96) 
Orientation du flux d'entrefer: 
'P ='P et'P =0 dm m qm (2.97) 
La régulation de flux peut être soit directe soit indirecte. 
Commande vectorielle directe: le flux est régulé par une contre-réaction. Il doit être donc 
mesuré ou estimé. L'angle d'orientation Oe est généralement calculé à partir des composantes du 
flux dans le repère stationnaire lié au stator et la pulsation statorique We est déterminée en 
dérivant par rapport au temps la position ee. 
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Commande vectorielle indirecte : la position du flux est estimée à partir du modèle de la 
machine. On détermine, en premier lieu la pulsation du glissement à partir du modèle inverse. 
Puis, on additiomle le glissement à la vitesse électrique du rotor pour obtenir la pulsation du 
champ tournant. L'intégration de cette dernière fournit l'angle d'orientation Se. 
La machine asynchrone peut être alimentée en tension, en courant ou en tension avec 
imposition du courant. Pour chaque type d'alimentation on peut établir au moins six commandes 
vectorielles différentes. Dans les références [2-6], on présente en détail plusieurs stratégies de 
commande vectorielle. Pour le moment, on va présenter deux cas, qui sont les plus utilisés 
actuellement en industrie. On se limite à l'alimentation en tension avec orientation du flux 
rotorique ou du flux statorique avec imposition du courant. Une de ces deux stratégies sera 
utilisée dans les chapitres suivants pour étudier les performances des estimateurs retenus. 
2.7.3 Alimentation en tension avec orientation du flux rotorique 
Les lois de commande sont obtenues en exprimant la condition (2.94) dans les équations 
d'état de la machine dans un repère lié au champ tournant rotorique. On distingue deux 
méthodes : la méthode directe et la méthode indirecte. 
2.7.3.1 Contrôle indirect du flux rotorique par imposition du courant statorique 
a) Principe 
On commence par cette méthode parce qu'elle est simple, donne de bonnes performances 
et ne requiert aucun un circuit de découplage supplémentaire. 
Dans un repère mobile lié au champ tournant, on injecte les conditions (2.94) et (2.95) 
dans le modèle (2.53) et après simplification, on obtient l'équation (2.98). 
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1 1-(j 1-(j 
----- O)e (j'ts (j'tr (j'trM 1 'e 1 1- (j 1- (j 0 Ids 
["' ] 
-ùJe ----- ---T Ids 
d 'e (jM r 'e 1 0 1 [v~ ] Iqs = (j'ts (j'tr Iqs +-- (2.98) dt 'Fr M 0 1 (jLs 0 0 vqs 
0 'tr 'tr 
'Fr 0 0 
0 M 
-0)51 
'tr 
La ligne (3) de l'équation matricielle (2.98) donne l'équation différentielle permettant 
d'estimer le flux rotorique 'F,. uniquement à partir du courant statorique i:
s 
d'Fr Ul _ M'e 
T r --+ T r - Ids dt 
d 
avec s =-
dt 
(2.99) 
Par contre de la ligne (4), on obtient une relation algébrique pour la pulsation de glissement, à 
savoIr : 
(2.100) 
Cette relation algébrique dépend de la composantei:
s 
du courant statorique mais aussi du 
flux rotorique 'Fr' 
L'angle d'orientation 8 e (la position de l'axe d du champ tournant par rapport au stator) est 
obtenu par intégration: 
O)m représente la vitesse mécanique qui peut être mesurée ou estimée. 
Le couple électromagnétique s'obtient par la relation 
(2.101) 
T = P Mie 'F (2.102) 
em 2 L qs r 
r 
Il est fonction de i:s et 'Fr' Si le flux rotorique est constant, on voit que le couple 
électromagnétique est proportionnel à la composantei:s • Celle-ci est donc la composante 
formant le couple électromagnétique. Les caractéristiques sont linéaires ce qui est bénéfique pour 
le comportement dynamique et la conception des circuits de réglage. 
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On rappelle que la régulation à orientation du flux rotorique est basée sur le modèle 
inverse. Dans ce cas, le flux et le couple deviennent les entrées et les courants statoriques i~s et 
i:s deviennent les variables de sortie: 
(2.103) 
.e 2 Lr Tem 
lqs=---
PM 'P, 
(2.104) 
b) Simulation de la structure de commande 
La simulation de la commande vectorielle indirecte à flux rotorique orienté avec 
imposition du courant a été réalisée dans l'environnement Matlab/Simulink (version 6.5). La 
figure 2.9 donne l'organisation de la simulation qui est obtenue par l'interconnexion de blocs 
Simulink remplissant chacun une fonction précise. Ainsi, une ou plusieurs équations liées à la 
fonction remplie sont associées à chacun de ces blocs. Les différents blocs sont: 
• le bloc Machine asynchrone triphasée (dans ce bloc on a utilisé le modèle donné par 
l'équation (2.35) exprimée dans un repère stationnaire lié au stator) ; 
• le bloc Onduleur à hystérésis 
• le bloc Transformations dqe-7 abc 
• Le bloc Élaboration de la commande (figure 2.10). 
Mach.itl.e asynchrone 
~emtms:icm wm 
Modèle dms1Jl'l 
repère ruticxtWre Tem. 
lié w. rutar Couple 
wrnbles d'étui. 
i.ds, iqs, id!" rt iqr 
.-._._------_.-
lii'd::rées i.as 
V8S;vbs,vcs & Tl (9--t8 
._--------.-.-.-
Sanies: 
Horloge t 
ibs 
wm,tem; 
ias;ibs;ics 
ics 
TL Mach.itl.e asynchrone 
Figure 2.9 Modèle Simulink d'une commande vectorielle à flux rotorique orienté avec 
imposition du courant 
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La figure 2.10 montre le contenu du bloc Élaboration de la commande. 
Mux (u[1]+ Tr"u[2])lM 
Mux 
Fen 
dpsir/dt 
ids"e 
«(2" Lr}/(P" M))"(u[2]/u [1]) ~~--------+-----~2 
Fen3 
iqs"e 
(M/Tr)"(u[2)/u[1]) 
Fen4 
pp ws:1 thetae + we 
wr 1/s 
3 12 + 
integ 
Fen1 
sin(u) 4 
wm Sum F cn2 si nteta e 
Figure 2.10 Contenu du bloc Élaboration de la commande 
L'onduleur à hystérésis impose les trois courants statorique i., ib et ic selon les consignes 
(, i~ et i: par l'intermédiaire d'une transformation de coordonnées dqe - abc· à partir des 
grandeurs de consigne i:se et i:se pour les deux composantes du courant statorique. Ces deux 
grandeurs sont exprimées dans le système de coordonnées toumant à la vitesse synchrone. Elles 
sont constantes en régime établi. La première composantei:: est foumie par le régulateur de 
flux, de telle sorte que le flux désiré soit atteint. L'autre composantei::provient du régulateur de 
couple de sorte que le couple électromagnétique nécessaire est produit. 
La grandeur de consigne Tem provient du régulateur de vitesse (qui est un régulateur 
proportionnel-intégral PI). La valeur réelle de la vitesse de rotation (J)m est mesurée directement. 
La synthèse du régulateur est réalisée par simulation (essai et erreur). 
L'angle d'orientation 8
e 
est déduit à partir de la relation (2.95). Il est utilisé pour élaborer 
les signaux cos 8 e et sin8 e nécessaires pour les transformations des coordonnés. 
La grandeur de consigne 'Î'r pour le flux rotorique est constante lorsque la machine 
asynchrone travaille à flux constant et par conséquent à couple constant. On peut aussi appliquer 
le principe d'affaiblissement du champ comme pour le moteur à courant continu. On doit alors 
diminuer le flux rotorique dans le domaine de vitesse de rotation élevée, où la machine travaille à 
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puissance constante. On doit normalement ajouter un bloc pour l'affaiblissement de champ qui 
élabore le flux 'Î' en fonction de la vitesse de rotation Wm. 
r 
La figure 2.11 montre l'évolution de la vitesse de rotation Wm, de la vitesse de référence, le 
courant statorique de la phase a ias et le couple électromagnétique et pour un fonctionnement dans 
les quatre quadrants. La vitesse de référence et le couple de charge sont montrés en traits 
interrompus. 
La figure 2.11 permet d'évaluer la qualité des résultats obtenus. La dynamique prévue est 
respectée. La vitesse de rotation suit convenablement la vitesse de référence. Il y une petite erreur 
en régime statique, mais elle n'affecte pas le comportement du système. Le courant contient des 
harmoniques (engendrant des oscillations dans le couple) qui peuvent être réduits en réduisant la 
bande d'hystérésis. Toutefois, sa robustesse est affectée par les variations de la constante de 
temps rotorique qui nécessite une adaptation en ligne [32, 33]. 
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Figure 2.11 Fonnes d'ondes obtenues de la vectorielle indirecte à flux rotorique orienté 
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2.7.3.2 Contrôle direct du flux rotorique d'une machine asynchrone alimentée en tension 
En considérant un repère lié au champ tournant et en injectant les conditions d'orientation 
dans le modèle d'état (2.53), on obtient après simplification: 
e di~s (R Ls (1 )).e L· e L (1-cr) \TI vd =crL --+ s +- -cr Ids -wecr sIqs - s T r 
s s dt 't 't M 
. e 
M lqs 
W =--
sI HI 
'tr T r 
r r 
Le couple électromagnétique est donné par : 
(2.105) 
(2.106) 
(2.107) 
(2.108) 
Le flux statorique peut être estimé dans le repère stationnaire lié au stator à l'aide de la relation 
suivante: 
(2.109) 
Les composantes du flux rotorique dans ce même repère sont données par l'équation (2.31) : 
d, __ r ds -aL _ d, ['JI'] L {['JI'] d [i' ]} 'JI :, - M 'JI :, 'dt i 'q, (2.110) 
Le flux rotorique est donné par: 
(2.111) 
L'angle d'orientation Se est donné par: 
'JI' 'JI' 'JIs 
8 = tan -1 (_qr ) cos8 = (~) sin8 = (_qr ) 
e 'JI" e 'JI" e 'JIr dr (2.112) 
La vitesse mécanique OJm peut être mesurée ou estimée par: 
(2.113) 
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Ces expreSSIOns peuvent être exploitées telles quelles pour réaliser une commande 
vectorielle directe mais elles ont un gros inconvénient : v~, influe à la fois sur i~, et i:, donc sur le 
flux et sur le couple. Il en est de même pour v:" On est amené à réaliser donc un découplage. Il 
existe deux principales méthodes qui permettent de découpler les lois de commande : le 
découplage par compensation et le découplage par retour d'état. Dans cet exemple, on ne 
considère que la première méthode. 
2.7.3.3 Découplage par compensation 
On définit deux variables de commande v~,! et v:,! [2] : 
e e f te e f 
V ds = V dsl - emd e V qs = V qsl - ern q (2.114) 
avec 
(2.115) 
(2.116) 
Les tensions v~, et v:, sont alors reconstituées à partir de v~,! et v:,! . Ces deux variables sont 
données par : 
e L di~, (R R M 2 ).e 
V d,! = cr 'ili + ,+ r L2 Id, 
r 
(2.117) 
(2.118) 
La figure 2.12 montre le modèle Simulink de la commande vectorielle directe du flux 
rotorique orienté d'une machine asynchrone avec alimentation en tension. On y trouve le modèle 
de la machine, un estimateur de flux, du couple, des courants et de la pulsation de glissement, 
modèle de découplage basé sur les équations (2.115) et (2.11). En plus de ces modules, on y 
trouve trois correcteurs PI : un correcteur de couple, un correcteur de flux et un correcteur de 
vitesse. Ces correcteurs ont été conçus par essai et erreur. La machine utilisée est celle de la 
section 2.6. 
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Pour évaluer les performances théoriques de cette loi de commande, on a testé dans le cas 
idéal suivant : fonctionnement en continu, machine idéale, onduleur avec interrupteurs parfaits, 
charge constante et capteurs parfaits. Les résultats de simulation sont représentés à la figure 2.13. 
Sur cette figure est représenté en simulation un régime transitoire avec régulation de vitesse. On 
peut constater que le vecteur flux rotorique est pratiquement sur l'axe d, puisque la composante q 
est très faible. 
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Figure 2.12 Modèle Simulink d'une commande vectorielle directe à flux rotorique orienté d'une 
machine asynchrone alimentée en tension 
51 
Reproduced with permission of the copyright owner.  Further reproduction prohibited without permission.
Vitesse de rotation et vitesse de référence Couple électromagnétique 
200 15,---~----~---,----~ 
u 
~ 150 , , --T-----~------r-----, , , 
, , , ~ c 1 00 -) - - : - - - - - -: - - - - - - : - - - - -
Q) f rit 
CI) 
ID 
CI) 
CI) 
2 
:> 
.0 
s: 
C 
ID 
~ 
0-
CI) 
0. 
CI) 
50 -r---+-----~------~-----
OJ, ---~------i------~-----, , , 
-50 L-__ ---'-____ ---'---____ -'--_----' 
o 0.2 0.4 0.6 0.8 
flux rotorique 
1r-------------------, 
0.5 - , , 
f!\: : , , "1 1 1 1 
o --~~1~~~~~--
, , , 
, , 
, , 
0. -0.5 L-_--'-___ -'--__ -'---_----' 
o 0.2 0.4 0.6 0.8 
Temps en sec 
, , 
, , , 
~ 10 - ~I,I!I~I- -1- -----1- -----t -----
C. 1 1 1 1 ~ 5 -H --~ ------:- -----~ -----
ID 1 ,I~ l , , 
§- 0 ~,j~! - - J~~I~~~~\~~~jl.~~m1j~IMJI~~~~~~~~ 8 ," , , , 
« 
c 
ID 
ë 
~ 
::J 
o 
U 
, , , 
, , , 
-5L----'-----'-----'--------' 
o 0.2 0.4 0.6 0.8 
courant statorique ias 
5.-------------------, 
Temps en sec 
Figure 2.13 Formes d'onde de la commande vectorielle directe à flux rotorique orienté 
2.8 Conclusion 
Dans ce chapitre, on a présenté le modèle général de la machine asynchrone. On a 
précisé les conditions d'orientation dans les trois référentiels. On a également élaboré les 
différents modèles d'état de la machine asynchrone pour l'alimentation en tension et 
l'alimentation en courant. En général, ces modèles sont mis en oeuvre pour analyser le 
comportement de la machine ou pour mettre en place les différentes fonctions de commande et 
d'observation. 
Deux types de la commande vectorielle ont aussi été présentés, la commande vectorielle 
indirecte et la commande vectorielle directe. Les deux stratégies de commande permettent 
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d'imposer à la machine asynchrone un comportement semblables à ceux de la machines à courant 
continu dans laquelle le flux n'est pas affecté par les variations du couple électromagnétique. 
Dans la commande vectorielle indirecte, on n'a pas besoin ni de capteurs, ni d'estimateur 
du flux. Cependant, cette technique de commande est très sensible aux variations des paramètres 
de la machine. Le principe de la commande vectorielle indirecte est simple à réaliser, mais exige 
la présence d'un capteur. Elle ne peut pas garantir de bonnes prestations statiques et dynamiques. 
La commande vectorielle directe nécessite une bonne connaissance du module du flux et 
de phase. Pour l'alimentation en tension, elle exige un circuit de découpage assez complexe. En 
plus, il faut procéder à une série de mesures (tensions, courants) aux bornes du système. Ce mode 
de contrôle garantit un découplage correct entre le flux et le couple quel que soit le point de 
fonctionnement de la machine. Toutefois, il nécessite l'utilisation de capteurs de flux, ce qui 
augmente considérablement le coût de fabrication et rend plus fragile son utilisation. D'où l'idée 
de faire appel à des estimateurs ou à des observateurs à partir des mesures effectuées sur le 
montage. 
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Chapitre 3 
ESTIMATION DE LA VITESSE D'UNE MACHINE ASYNCHRONE À 
CAGE D'ÉCUREUIL PAR LES MÉTHODES BASÉES SUR LA 
MODÉLISATION DYNAMIQUE 
3.1 Introduction 
Les variables d'état ou les grandeurs de sortie utilisées pour élaborer une loi de commande, 
une technique de détection de défauts, une stratégie d'optimisation énergétique ou une protection 
d'une machine asynchrone sont souvent difficilement accessibles pour des raisons techniques 
(flux, couples, courants rotoriques) ou pour des problèmes de coût et de fiabilité (vitesse, 
position). Il serait opportun de les déterminer sans utiliser de capteurs électromécaniques ou 
optoélectroniques. Dans cette partie, on présente les principales méthodes basées sur le modèle 
dynamique de la machine asynchrone et qui permettent de reconstituer la vitesse à partir 
uniquement des courants et des tensions statoriques. Ces grandeurs sont plus faciles à mesurer à 
l'aide, par exemple, de capteurs à effet Hall. On distingue deux grandes familles : les estimateurs 
en boucle ouverte et les estimateurs en boucle fermée. Un estimateur en boucle ouverte est un 
estimateur sans correction du vecteur d'état. Par contre, dans un estimateur en boucle fermée, 
une correction (une rétroaction) est effectuée sur le vecteur d'état, ce qui améliore la dynamique 
de l'estimateur. Notons que dans ce cas, la boucle est fermée sur elle-même et pas sur le système 
à contrôler. 
Dans ce chapitre, on résume l'état de l'art de l'estimation de la vitesse basée sur le modèle 
dynamique de la machine. La majorité des estimateurs sont modélisés dans un repère stationnaire 
lié au stator. Pour alléger l'analyse, on se limite aux résultats de simulation les plus représentatifs 
permettant de tirer des conclusions adéquates. 
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3.2 Estimateurs en boucle ouverte 
Les estimateurs en boucle ouverte reposent sur l'utilisation du modèle dynamique de la 
machine (représentation de la machine sous forme d'équation de Park). On les nomme 
estimateurs statiques si on ne considère que le régime permanent et estimateurs dynamiques si on 
tient compte aussi du régime transitoire. Dans les deux cas, ces estimateurs sont obtenus par une 
résolution directe des équations électromécaniques de la machine, et il ne y aucune rétroaction. 
Ces estimateurs conduisent à la mise en œuvre d'algorithmes simples, rapides et faciles à 
implanter. Cependant, ils possèdent les inconvénients majeurs suivants: 
• la dynamique dépend des modes de fonctionnement propres de la machine ; 
• ils sont peu robustes face aux variations des paramètres (résistances, inductances, coefficient 
de fuite) qui sont affectés par la température et la fréquence de fonctionnement; 
• ils ne peuvent être utilisés que pour des applications à faibles performances. 
3.2.1 Estimateur statique du glissement et de la vitesse de rotation pour les applications à 
faibles performances 
En négligeant la résistance et l'inductance statoriques du circuit équivalent en régime 
permanent d'une machine asynchrone, et pour un point de fonctionnement proche du point 
nominal, on démontre facilement que le glissement s est donné par [5] : 
La vitesse de rotation est donnée par : 
2 2 
û) =-û) =-û) (1-s) 
III P r P e 
(3.1) 
(3.2) 
Cet estimateur est utilisé uniquement en régime nominal et donne des résultats médiocres 
en régime dynamique. 
3.2.2 Estimateurs dynamiques pour les applications moyennes performances 
Ces estimateurs requièrent la mesure ou l'estimation préalable du flux statorique ou 
rotorique. L'estimation du flux peut se faire à partir des grandeurs statoriques exprimées dans un 
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repère stationnaire ou rotationel. Le traitement mathématique dans le premier repère est plus 
simple puisqu'il n'exige pas de transformations trigonométriques. Plusieurs estimateurs sont 
possibles alors. On se limitera aux plus importants. D'autres estimateurs sont présentés dans les 
références [3, 4]. 
3.2.2.1 Estimateur de vitesse dans un repère stationnaire lié au stator: cas 1 
, . . l' , ( de 0 de 1 p) d" 1 Dans un repere statIOnnaire le au stator _e = et --' = -00 = - - 00 ,on a apres a dt dt r 2 rn 
ligne 4 de la matrice (2.27) et la ligne 3 de la matrice (2.38) : 
O 1 (HIS M'S) d'f';r P ms =- T dr - Ids +--+-OOmTqr 
'Lr dt 2 
(3.3) 
ce qui donne, après arrangement des termes : 
[
_ d'f'~ _ 'fI~ + M i~s] 
2 dt 'L r 'L r 
00 = m P 'fis 
qr 
(3.4) 
Or d'après la relation (2.33) on a : 
~['f':r] =~{[v~']_R [1 O][i~']_crL [1 O]~[i~,]} 
dt 'f';r M v~, '0 1 i~, '0 1 dt i~, (3.5) 
Les équations (3.4) et (3.5) permettent d'estimer la vitesse de rotation à partir de la 
mesure des courants et des tensions statoriques. On constate que cet estimateur utilise deux 
intégrateurs, deux différentiateurs et cinq parmnètres de la machine, ce qui le rend peu robuste. 
En plus, cet estimateur est difficile à mettre en oeuvre puisque le dénominateur (flux statorique) 
est un signal alternatif qui passe périodiquement par zéro car on travaille dans le repère 
stati onnaire. 
3.2.2.2 Estimateur de vitesse dans un repère stationnaire lié au stator: cas 2 
Dans un repère stationnaire lié au stator on peut écrire, à partir du système d'équations 
différentielles (2.54) : 
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(3.6) 
En multipliant la première ligne par 'Y:r et la deuxième ligne par 'Y;r' on trouve: 
'YS d'!';r _ 'Y:r 
- 'Y:rwr [!t]+ M'YS 0 qr [i~ ] qr dt = 'Lr 'Lr (3.7) 
,!,s d'!':r 
'Y;r(Ûr _ '!';r 0 M,!,s lqs dr dr dt 
'Lr 'Lr 
En soustrayant les deux lignes de la matrice et en arrangeant les termes, on trouve : 
(3.8) 
Dans cette équation, le module de flux ne passe pas zéro car les deux composantes sont en 
quadrature de phase. 
3.2.2.2.1 Résultats de simulation en boucle ouverte 
L'estimation de la vitesse de rotation est effectuée pour une alimentation sinusoïdale 
équilibrée avec des différentes valeurs de variation de la résistance statorique et rotorique. 
La figure 3.1 représente le modèle Simulink de l'estimateur de vitesse basée sur 
l'équation (3.8). On y trouve deux dérivateurs et deux intégrateurs. 
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(.2./Pt(u(1t u(1 0)-u(8t u(9) ·(R r" M/Lrt(u(1t u [3] . u(8t u [1]) Y(u(1)"2+ u(8)"2) 
F2 
1-+---1110-1 (U\:!5:~ RS"~u [i]- ro" Ls' IJ [2])" Lr/l,,1 
vqs Fi 
1 r (.;\ 
'----1110-1 (u(6)- R:s:" u [3]. ro' L:s:" u [41t Lr/M 1---<....-',.."""; -;; J 1-.-+---11110-;0 
F d 
psiqr 
M 
Figure 3.1 Modèle Simulink de l'estimateur de vitesse basé sur l'équation (3.8) 
La figure 3.2 montre les résultats obtenus. La courbe correspond au cas nominal, c'est-
à-dire la machine est alimentée à l'aide des valeurs nominales et fonctionne sans variation des 
paramètres. Elle montre la courbe de la vitesse réelle et celle estimée. Dans ce cas, on constate 
une forte erreur dynamique au démarrage et lors du changement du sens de rotation. L'erreur de 
vitesse apparaissant au temps t= 1 s est dû au terme dérivé de la vitesse. On note bien que l'erreur 
statique (régime permanent) est très faible. À basse vitesse, la précision de cet estimateur est 
limitée. Néanmoins, quelques améliorations peuvent être apportées si on utilise d'autres 
techniques d'estimation de flux (observateurs d'état déterministes, filtres de Kalman). 
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Figure 3.2. Résultats de simulation d'un estimateur basé sur la formule 3.8 
3.2.2.3 Estimateur de vitesse dans un repère stationnaire lié au stator: cas 3 
D'après le système d'équations différentielles (2.41), on peut écrire: 
1 1 1 
t:,] 1 wr -Ls(-+-) - aLswr "Cr "Cs "Cr 
dt i~s = aLs 1 aLswr 1 1 -Ls(-+-) -Wr 
"Cr "Cs "Cr 
De la première ligne de l'équation d'état (3.9), on tire: 
[ 
s -(R ~)'s _ L di~s 'P;s] v ds s + Ids a s + 
2 2 "Cr dt "Cr 
W = -00 = --=---------------= 
III P r P lTfS L . s 
T qs - a sIqs 
et de la deuxième ligne de l'équation d'état (3.9), on tire: 
[ 
L dis 'P S ] s (R s )' s L qs qs v qs - s + -- 1 qs - a s -- + --
2 2 "Cr dt "Cr 
W = -00 = -=---------------= 
III P r P UIS L ·S 
T ds - a sids 
'P;s 
'P~s f~] . s Ids V qs 
'S Iqs 
les composantes du flux statorique peuvent être estimées à l'aide: 
(3.9) 
(3.10) 
(3.11) 
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(3.12) 
Les résultats de simulation ont montré que la résistance statorique Rs affecte, d'une façon 
notable, les performances de cet estimateur surtout aux basses vitesses. C'est ainsi que plusieurs 
techniques ont été développées afin de l'identifier en ligne. 
Comparaison de trois estimateurs. 
À cause de singularités, l'estimateur de premier cas n'est pas exploitable. Les deux autres 
estimateurs sont presque de la même complexité, cependant, celui du troisième cas est beaucoup 
plus affecté par la résistance statorique. 
3.2.2.4 Méthode d'estimation basée sur la commande vectorielle à flux orienté 
Dans les systèmes d'entraînement de la machine asynchrone, le flux d'entrefer est 
généralement maintenu proche de la valeur nominale afin d'obtenir un couple maximum, 
d'améliorer la stabilité et d'obtenir une réponse rapide en régime transitoire. Pour garder le flux 
constant, on fait varier la tension d'alimentation de la machine proportionnellement à la 
fréquence. Une étude sur les différentes techniques du contrôle du flux à V IF constant est 
rapportée dans la référence [18]. L'étude est basée sur les équations de la machine en régime 
permanent. La dynamique et la précision de ce système d'entraînement sont assez modestes voir 
médiocres. Dans le chapitre 2, on a présenté et simulé les deux stratégies de commande 
vectorielle les plus répandues. 
Pour éviter l'utilisation d'un capteur de vitesse, de position ou de flux dans une 
commande vectorielle de la machine, les variables électriques sont utilisées pour estimer le flux 
(statorique, rotorique, d'entrefer). Le schéma de principe d'une commande vectorielle et d'une 
estimation du flux rotorique sans capteur de vitesse est illustré à la figure 3.3. Les variables de 
sortie de l'estimateur sont utilisées pour déterminer l'angle d'orientation. Le flux rotorique, la 
fréquence de synchronisme, la fréquence de glissement et la vitesse sont déterminés en utilisant 
les équations développées dans le chapitre 2. 
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Figure 3.3. COlmnande vectorielle sans capteur de vitesse à flux rotorique orienté avec imposition de courant 
La précision du flux rotorique estimé, et par conséquent la vitesse de rotation, dépend de 
la précision des valeurs de la résistance et de l'inductance rotoriques. Or la résistance varie avec 
la température et la fréquence (effet de peau). Les inductances de fuite varient avec l'état 
magnétique (point d'opération) de la machine. Ceci affecte la qualité de l'estimation et les 
performances de la commande [2]. 
Les avantages et les limitations de la commande vectorielle à flux (statorique ou 
rotorique) orienté sont abondamment cités dans la littérature [1-8]. Dans la référence [49], les 
commandes vectorielles directe et indirecte sont combinées ensemble pour avoir un 
fonctionnement de la machine asynchrone sans capteur de vitesse sur une large plage de vitesse y 
compris le démarrage doux à vitesse nulle. Le système d'entraînement à flux orienté commence à 
vitesse nulle dans le mode de commande vectorielle indirecte, et lorsque la vitesse augmente, il 
transite alors vers la commande vectorielle directe. Pendant la décélération, le système revient à 
nouveau dans le mode de commande vectorielle indirecte jusqu'à vitesse nulle. Les variations de 
la résistance statorique sont compensées par la mesure directe de la température du stator. Pour 
résoudre le problème d'intégration de la tension statorique aux basses fréquences, un filtre passe-
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bas avec une constante de temps programmable a été utilisé. Ainsi, le système a été rendu 
beaucoup moins sensible aux variations des paramètres de la machine. Par contre, en pratique, la 
transition douce de la commande vectorielle indirecte vers la commande vectorielle directe et 
inversement est problématique dans ce système d'entraînement qui est relativement complexe 
mais assez robuste. 
3.4 Méthode d'estimation basée sur la commande directe du couple et du flux 
Le principe de la commande directe du couple et du flux est basé sur l'utilisation de 
contrôleurs à hystérésis produisant une sortie MU optimale [13-14, 50]. La figure 3.4 montre le 
schéma de principe d'une commande directe du couple. Cette stratégie de commande consiste à 
régler l'amplitude et la phase du vecteur représentatif des composantes du flux statorique. On 
travaille pour ce faire dans un repère lié au stator. Les signaux de sortie des contrôleurs sont 
envoyés aux comparateurs à hystérésis pour obtenir la logique de commande convenable. 
Dans ce système d'entraînement, les valeurs instantanées du flux statorique (équation 
3.12) et du couple (équation 2.68) sont calculées seulement à l'aide des tensions et des courants 
statoriques. Le couple et le flux peuvent être réglés directement et indépendamment en 
choisissant un mode optimum dans la commutation de l' onduleur. La sélection est faite pour 
limiter les erreurs sur le flux et sur le couple dans les bandes d'hystérésis et obtenir une réponse 
rapide du couple, un nombre réduit de commutations de l'onduleur, et par conséquent des pertes 
plus faibles. Les problèmes d'intégration et de dérive dans l'établissement du flux, 
particulièrement à basse vitesse, sont bien documentés dans la référence [51]. 
La commande directe du couple présente l'avantage de permettre d'obtenir des 
performances dynamiques élevées sans nécessiter, contrairement à la commande vectorielle, ni 
puissance de calcul élevée, ni mesure ou estimation précise de la vitesse rotorique. Du fait de 
l'estimation du flux statorique par l'intégration des valeurs mesurées, la régulation est toutefois 
très sensible aux erreurs de mesure. En outre, en se faisant à partir de comparateurs à hystérésis, 
la stratégie de commande conduit à un fonctionnement à fréquence variable de l'onduleur de 
tension qui alimente la machine. Actuellement, on intègre à la commande directe du couple une 
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modulation vectorielle (Space vector modulation SVM) pour limiter la fréquence de 
commutation, augmenter le gain en tension et réduire les harmoniques. 
Tableau de 
commutation J~ 
Onduleur 
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Figure 3.4 Principe de la commande directe du couple 
3.5. Estimation de la vitesse d'une machine asynchrone par observateurs d'état 
déterministes ou estimateur en boucle fermée 
3.5.1 État de l'art 
Les stratégies de la commande vectorielle à flux orienté ont principalement été 
développées en supposant bien connue la valeur exacte du flux rotorique, statorique ou d'entrefer. 
Par conséquent, la robustesse de ces approches de commande dépend du degré d'exactitude de 
ces flux. Comme la mesure directe des flux réduit la fiabilité du système d'entraînement, de 
nombreuses méthodes ont été proposées pour estimer le flux en utilisant divers types 
d'observateurs d'état déterministes [22-25], Ces observateurs permettent de reconstituer l'état 
d'un système observable à partir de la mesure des entrées et des sorties. 
63 
Reproduced with permission of the copyright owner.  Further reproduction prohibited without permission.
On désigne par x le vecteur d'état estimé. En mode discret, la mise en équation de 
l'observateur conduit à : 
{~k+~ = A~dXk + Bd Uk + Kob,ck Yk - CdX k 
Le terme Kob,c k corrige le vecteur reconstruit à partir de l'erreur d'estimation ck = Y k - Y k
À partir du système d'équations (3.13), on établit: 
L'erreur d'estimation x k = X k - X k est donnée par : 
(3.13) 
(3.14) 
(3.15) 
La matrice des gains est calculée de manière à assurer une convergence rapide de x vers x . 
Les performances de cet observateur sont liées aux valeurs propres de: Ad - K ob, Cd' 
Le passage dans l'espace canonique d'observabilité simplifie la synthèse de l'observateur par 
placement de pôles. 
Dans la référence [7], un observateur de Luenberger a été utilisé pour reconstruire la 
vitesse de rotation d'une machine asynchrone à partir du couple électromagnétique et de la 
position angulaire lorsque le couple résistant est maintenu constant. 
L'équation mécanique de la machine est donnée par: 
dmm =! (T - T - Am ) dt J em L 1-' m 
TL =f(8 m ) 
d8 m --=(0 
dt m 
(3.16) 
avec T em le couple électromagnétique, TL le couple de charge, mm la vitesse de rotation, 8m la 
position angulaire de moteur, ~ le coefficient de frottement et J le moment d'inertie. 
En se basant sur l'équation mécanique de la machine (3.16), l'algorithme du reconstructeur est 
alors donné par : 
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(3.17) 
" 1~ 
T =-k 8 -k -8 L 1 m 2 m 
S 
avec '8 m = 8 m - ê ml' erreur d'estimation sur la position angulaire et si' opérateur de Laplace. 
kp k
2 
,k3 sont les gains de l'observateur. 
Les résultats publiés en [4] prouvent que cette technique offre une meilleure dynamique 
que celle obtenue avec une génératrice tachymétrique et une meilleure précision que celle 
produite par la dérivation de la position angulaire (fortement bruitée par la faible résolution des 
capteurs de position et une période d'échantillonnage mal adaptée). 
Plusieurs autres formes d'observateurs d'état déterministes ont été largement utilisées pour 
reconstituer le flux à partir des variables électriques de la machine. La référence [25] propose un 
observateur d'état d'ordre réduit qui reconstruit le flux rotorique. Ce dernier est estimé en 
utilisant deux modèles: un modèle pour la tension et un modèle pour le courant. 
L'équation pour le modèle de tension est: 
d'f rv = .s:.(v _ Ri _ aL dis) 
dt MSS S S dt (3.18) 
L'équation pour le modèle du courant est: 
__ n - __ +00 'fi +-i d'f. { 1 [1 0] [0 -1]}" M 
dt - 't'r ° 1 rIO ri 't'r S (3.19) 
On constate que le modèle de tension ne contient pas la vitesse rotorique Wm, alors que le modèle 
du courant l'inclut. Ainsi, la vitesse est estimée en se basant sur la différence entre les sorties de 
ces deux modèles. Elle est donnée par: 
w
r 
=(Kp + K1)E 
s 
(3.20) 
où E est l'erreur à la sortie. Le régulateur proportionnel-intégral PI est inséré pour améliorer la 
dynamique de l'estimateur. Dans l'implémentation pratique et à cause des problèmes de valeurs 
initiales et de la dérive, l'intégrateur a été remplacé par un filtre passe-bas. 
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L'observateur d'ordre réduit est connu par sa sensibilité au bruit de mesure surtout dans la région 
des basses vitesses [7] parce qu'il a implicitement un différentiateur dans le régulateur de l'erreur 
de sortie. 
Il a été souligné que le problème principal avec l'observateur d'état du flux est 
essentiellement causé par les dérives et les variations des paramètres de la machine. Il a été 
suggéré de doter ces observateurs d'une capacité de réinjection d'une perturbation quantitative 
explicitement dans le critère de conception. Par conséquent, les observateurs d'état sont conçus 
par tâtonnement (méthode d'essai et erreur). 
Dans les références [26, 52,53], on y expose une méthode d'estimation du flux rotorique à 
l'aide d'un observateur robuste par mode de glissement. La conception est faite d'une façon 
quantitative en se basant sur la capacité de réinjection d'une perturbation sur le taux de 
convergence de l'erreur d'estimation. Il a été prouvé que l'observateur par mode glissement est 
moins sensible aux bruits de mesure. 
Les limites de précision et de robustesse d'une commande vectorielle à flux orienté basée 
sur la mesure des tensions et des courants statoriques sont exposées dans [26-29]. Plusieurs 
autres types d'observateurs de flux et leurs limites sont aussi discutés. Un observateur du flux en 
boucle fermée intégrant un observateur de vitesse en incluant le modèle mécanique du système 
sont proposés. Les différentes méthodes pour réaliser l'orientation du flux direct à l'aide 
d'observateur d'état sont aussi présentées. 
3.5.2 Estimation de la vitesse par observateur adaptatif déterministe 
Dans cet exemple, on expose et on simule un observateur non-linéaire adaptatif basé sur 
la modélisation dynamique. Cette observateur a été étudier dans les références [2-3, 6,21,21]. 
Il utilise les grandeurs statoriques exprimées dans un repère stationnaire lié au stator. Les essais 
sont effectués avec des conditions initiales non nulles pour évaluer la phase de convergence de 
l'observateur et avec des paramètres variables pour examiner sa robustesse. 
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3.5.2.1 Modélisation de l'observateur 
Dans un repère stationnaire lié au stator, le comportement dynamique d'une machine 
asynchrone peut être décrit par les équations d'état suivantes: 
dx 
-=Ax+Bu 
dt 
y=Cx 
avec: 
1 1- cr 
crTs crTr 
0 
1 1- cr o 
M 
------
A= 
crTs 
'rr 
o 
1 0 
1 0 
B=-
crLs 0 
o 
C-1 [1 0' - 0 
o 
crTr 
0 
M 
Tr 
(3.21) 
(3.22) 
l-cr l-cr 
--w 
cr'rrM crM r 
1- cr l-cr 
---w 
crM r cr'rrM 
1 
(3.22a) 
-w
r Tr 
1 
wr 
'rr 
(3.22b) 
(3.22c) 
Dans l'annexe A, on a démontré que le système décrit par les équations (3.21) et (3.22) est 
uniformément localement observable. L'observateur d'état déterministe permettant d'estimer les 
composantes dq du courant statorique et les composantes du flux rotorique a pour équation 
d'état: 
dx A..". B G( ~) -=fiX+ u+ y-y 
dt 
(3.23) 
avec y = [l: 1 ,y = [:: 1 et G est la matrice du gain qui sera déterminée pour assurer la stabilité 
asymptotique de l'observateur. 
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La figure 3.5 montre le schéma en bloc d'un observateur de vitesse adaptatif. Un 
mécanisme d'adaptation est inclus pour estimer la vitesse de rotation 6\ de la matrice Â. Pour 
déterminer le mécanisme d'adaptation et assurer la stabilité de l'observateur, on a utilisé le 
théorème de stabilité de Lyapunov. Pour obtenir l'équation de l'erreur dynamique d'observation, 
on soustrait l'équation (3.18) de l'équation (3.23); on trouve ainsi: 
de = d(x -x) = (A-GC)e-~AX 
dt dt 
(3.24) 
avec: 
e=x-x, M=A-A 
0 0 0 
(mr - û\)(I- cr) 
crM 
~A= 0 0 
(rur - ffir )(1- cr) 0 -
crM (3.25) 
0 0 0 -(mr -ffir) 
0 0 mr - ffir 0 
Considérons la fonction candidate de Lyapunov suivante: 
(m ffi)2 V(t)=eTe+ r r 
À 
(3.26) 
où Àest une constante positive. Cette fonction n'est nulle que lorsque l'erreur e(t) est nulle et la 
vitesse estimée est égale à la vitesse réelle. Une condition suffisante pour assurer une stabilité 
asymptotique uniforme de l'observateur est que la dérivée par rapport au temps de la fonction 
candidate de Lyapunov soit définie négative. La différentielle de l'équation (3.26) s'écrit: 
dV = e[d(e T )] + eT [de] + 2 dm (mr -ffiJ 
dt dt dt dt À 
La substitution de l'équation (3.24) dans l'équation (3.27), donne l'équation suivante: 
dV =eT[cA-GC)T +(A-GC)]e-2(mr -ffir)[ l-cr (eidsVqr -eiqs\Îldr)-~ dmr ] ili ~ Àili 
~ ~ 
avec eids = i ds - ids et eiqs = i qS - iqs' 
(3.27) 
(3.28) 
Or eTlcA-GC/ +(A-GqJe<O. Pour que la dérivée dv soit définie négative il suffit donc 
dt 
(3.29) 
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On en déduit ainsi la loi d'ajustement pour l'estimation de la vitesse: 
d&r 'A 1- cr (~ ~) dt = crM e ids \jf qr -e iqs \If dr (3.30) 
La vitesse de rotation est donc estimée à l'aide de la relation: 
~ 'A1-crJ( ~ ~)dt (Dr = crM e ids \jf qr -e iqs \If dr (3.31) 
Pour améliorer la réponse de l'observateur, on a modifié le mécanisme d'adaptation comme suit: 
(3.32) 
Les constantes Kp et Ki ont été déterminées par simulation (méthode d'essai et erreur). D'autre 
part, puisque la paire (A, C) est observable, on a pu alors choisir la matrice de gain G de 
l'observateur de telle façon que la matrice A-GC ait son spectre à partie réelle négative, ce qui 
assure la convergence de e(t) quant t tend vers l'infini. Le calcul du gain G peut être réalisé de 
différentes manières: placement de pôles, solution stationnaire d'une équation de Riccati, etc. 
(3.33) 
En fonction des paramètres de la machine les gains sont donnés par : 
1 1 
gl = -(k-l)(-+-) 
cr'Cs cr'Cr 
g2 = -(k -1)&r 
g3 = _(k 2 -1){- [_1_ + 1- cr] crLsM + M} + (k -1) crLsM (_1_ + _l_J 
(J'Cs O''Cr Lr Lr Lr cr'Cs O''Cr 
(3.34) 
g4 = -(k -1)&r cr~sM 
r 
Les gains Kp et Ki du régulateur PI ont été déterminés par simulation en utilisant 
l'approche de conception: essai-erreur. Suite à plusieurs essais, les gains retenus sont: Kp = 50 et 
Ki = 40000. 
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Machine asynchrone 
... _1:Î)a. 
• r • 
: .... - ... - .. 
• K ew K + _i ... --t.Adaptation ..,._. 
p s 
~ ............................... . 
Estimateur de vitesse 
Figure 3.5 Schéma en bloc d'un observateur déterministe 
3.5.2.2 Résultats de simulation et étude des performances de l'observateur 
Pour faire l'étude de cet observateur, on a simulé le comportement de la commande 
vectorielle indirecte à flux rotorique orienté décrite dans le chapitre 2. La figure 3.6 montre le 
modèle Simulink de l'observateur et les modèles Simulink des sous-blocs: Gains, Matrice A et 
Estimateur de vitesse sont illustrés à la figure 3.7. Les simulations ont été réalisées pour les 
valeurs nominales de la machine. 
3 f-----.,; 
idse ul--_----' 
4 J----JIoi 
Integrateur C 
iqse Mux x 
<lX X 
·',Iire wre 
e 
Ma1:rice A 
Estimateur 
de vitesse 
X 
<lX 
wre 
Gains 
Figure 3.6 Modèle Simulink de l'observateur déterministe 
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2 ~~--I"';I-(k-1)"(1I(ro'toS)!-1I(ro'tor))"U(1) - (k-1)"u(2)"u(3) t-----------------II>i 
""re Mux 
Fen 
..--------~I>1,1 (k-1)" u(1)" u(3) - (k-1)"(1/(ro'tos)!-1/(ro'tor))"u(2) It------------------.J ... 
Fcn1 
H (k"2 - 1)"( - (1/(ro'tos)+(1-ro)/(ro'tor))"(ro'Ls"LmILr+Lmltor))!-(k-1)"(ro'Ls"LmILr)"(1/(ro'tos) +1I(ro'tor)) )"U(1)!-(k-1)"(rO'Ls"LmILr)"U(2)"U(3)~ 
Fen2 
Fcn3 
(a) Mux4 
-(1I(ro"tos)+(1- ro Y(ro"to r)'t u(1 )+((1- ro Y(ro"to r' Lm)'t u(3)+((1- 10 Y(IO" Lm)'t u(4't u(5) 
Fon 
(11(Io"tos)+(1- ro Y(ro"to r)'t u(2)-((1- ro Y(ro" Lm)'t u(3't u(5)+((1- ro Y(ro"to r' Lm)'t u(4) 
Fcn1 
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Fcn2 
(Lmltol'tu(2) + u(3'tu(5) - u(4)'tor 
Fcn3 
(b) 
u( 4 )*u(5)-u(3)*u( 6) 
e Fen 
Mux 
(c) 
Figure 3.7 Modèles Simulink des sous-blocs: (a) Gains, (b) Matrice A et (c) Estimateur de 
vitesse 
ax 
u 
MU) 
Les simulations ont été effectuées en imposant un profil de vitesse dans les quatre 
quadrants. La figure 3_8 montre la courbe de la vitesse réelle (rom) et celle de la vitesse estimée 
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(mme) ainsi que l'erreur dynamique (l'erreur d'observation). On constate que la réponse en vitesse 
est rapide (excepté pour des valeurs très petites du gain intégral Ki). L'erreur statique (en régime 
permanent) est très faible et l'observateur converge assez bien. Par contre, au démarrage, 
l'observateur présente un retard (un retard à l'origine) dû à l'insertion d'un filtre de premier 
ordre. En plus, l'erreur dynamique est acceptable lors du changement du sens de rotation, mais 
elle est importante au démarrage. Notons que le problème de l'observation à vitesse nulle été 
soulevé dans les références [2-3, 6, 21, 21]. D'après l'étude d'obervabilité, le cas de la vitesse 
nulle ne peux pas être définie de la même manière que le cas de la vitesse élevée. Pour des 
faibles vitesses, on peut négliger le couplage entre le sous-ensemble (observateur réduit) selon 
l'axe d et le sous-ensemble selon l'axe q. Or ce couplage est prépondérant aux vitesses élevées. 
Afin d'améliorer le fonctionnement de l'observateur sur toute la plage de vitesse, il est suggéré 
[2-3] d'utiliser deux algorithmes avec des différents gains. L'une pour le fonctionnement aux 
basses vitesses et l'autre pour le fonctionnement aux vitesses élevées. 
vitesses réelle et estimée 
300 
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Figure 3.8 Courbe de la vitesse réelle, de la vitesse estimée et de l'erreur d'observation 
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3.6 Estimation par un système adaptatif avec modèle de référence (SAMR) 
Dans le système adaptatif avec modèle de référence (SAMR), on fait une comparaison 
entre les sorties de deux modèles. Un modèle qui n'implique pas la variable à estimer (dans ce 
cas, la vitesse du rotor) est considéré comme modèle de référence. L'autre modèle impliquant la 
variable à estimer, est considéré comme modèle ajustable. L'erreur entre les sorties des deux 
modèles est utilisée pour déterminer un mécanisme d'adaptation approprié pour le modèle 
ajustable. Dans le cas de la machine asynchrone, le modèle de référence peut représenter la 
machine elle-même, et le modèle ajustable est un modèle idéal pour la commande vectorielle 
dans lequel la vitesse du rotor est considérée comme variable. Quand la vitesse dans le modèle 
ajustable est modifiée de sorte que la différence entre la sortie du modèle de référence et la sortie 
du modèle ajustable s'annule, la vitesse rotorique à estimer sera alors égale à la vitesse réelle. Le 
signal d'erreur actionne un algorithme d'adaptation qui fait converger cette erreur 
asymptotiquement à zéro. 
L'estimateur de vitesse est choisi afin obtenir une réponse rapide et stable. La conception 
et l'analyse détaillées d'un estimateur de vitesse du rotor utilisant la commande adaptative avec 
modèle de référence sont décrites dans [7]. Dans la référence [58], un estimateur de vitesse du 
rotor a été conçu selon la méthode d'erreur produite, où un modèle de la machine asynchrone est 
considéré comme modèle de référence et le modèle idéal de la commande vectorielle de la 
machine asynchrone est considéré comme modèle ajustable. 
Étant un système mono-variable, l'identificateur est conçu pour être suffisamment stable 
dans la zone de fonctionnement. Dans la référence [58], la technique SAMR a été utilisée pour 
estimer la vitesse de rotation. Deux observateurs indépendants sont construits. Le modèle de 
référence utilise l'équation suivante : 
~['l'dr] = ~{[: dS]-crL s ~[~dS]_ Rs [~dS]} dt 'l'qr M qs dt qs qs (3.35) 
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Cette équation ne contient pas la vitesse de rotation. Cependant, exprimées dans le repère 
stationnaire lié au stator, les équations rotoriques de la machine contiennent le flux rotorique et la 
vitesse de rotation. Le modèle d'adaptation est donné par : 
~[~dr] = {_ ~[1 0] + oor[O -l]}[~dr] + M [~dS] 
dt 'Pqr 't"r 0 1 1 0 'Pqr 't"r 1qs 
(3.36) 
où 'Î'd! et 'Î'qr sont les composantes directe et quadratique du flux rotorique. Elles sont estimées par 
le modèle de référence. 
Les deux modèles du flux rotorique sont comparés pour générer l'erreur afin d'estimer la 
vitesse du rotor. Pour résoudre les problèmes avec les conditions initiales et la dérive, la structure 
a été modifiée en insérant une matrice de transfert linéaire dans le modèle de référence et le 
modèle ajustable. Il a été souligné que le fonctionnement du système près de la vitesse nulle n'est 
pas satisfaisant. Afin de tenir compte des variations de paramètres dans le système expérimental 
proposé dans [59], les paramètres de la machine ont été identifiés et adaptés en ligne. 
Dans les références [60,61], on a ajouté, dans les deux modèles, les équations des forces 
électromotrices (ern) au lieu du flux rotorique. La structure proposée n'utilise pas d'intégrateurs 
purs dans le modèle de référence et le modèle ajustable. On obtient ainsi une plage plus large 
pour le contrôle de vitesse. Ainsi la vitesse à estimer est donnée par : 
éD
r 
= (K
p 
+ KI )(ê
m 
®e
m
) 
s 
avec: 
où ® désigne le produit vectoriel. 
(3.37) 
(3.38) 
L'analyse préliminaire montre que cette technique est peu sensible aux variations des 
paramètres de la machine. Actuellement, quelques travaux de recherche se poursuivent pour 
valider expérimentalement cette technique. 
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3.7 Techniques d'estimation avec adaptation des paramètres 
L'inconvénient majeur de la commande vectorielle indirecte est qu'elle dépend 
directement des paramètres de la machine, puisque l'information sur le flux est obtenue en se 
basant sur le modèle dynamique de la machine asynchrone elle-même. Or ces paramètres sont 
affectés par la température, le niveau de saturation de la machine et la fréquence d'opération. La 
dépendance de la régulation du flux vis-à-vis des paramètres de la machine engendre des erreurs 
en régime permanent et des oscillations en régime transitoire dans le couple et dans le flux. Pour 
compenser ces effets et rendre plus robuste la commande, plusieurs techniques d'adaptation de 
paramètres ont été proposées. Plus précisément, dans la référence [32], on les révise et les 
classifie. Globalement, on distingue deux méthodes d'adaptation de paramètres: la méthode 
directe et la méthode indirecte. Dans la méthode directe, les mesures sont établies soit 
directement, soit en réinjectant un signal extérieur. Dans la méthode indirecte, les paramètres de 
la machine sont identifiés en ligne. 
La référence [62] propose une méthode qUI estime à la fois la vitesse du moteur et 
identifie la résistance rotorique à l'aide d'un observateur d'état adaptatif. En superposant les 
composantes des courants alternatifs avec la composante du champ tournant, la vitesse et la 
résistance du rotor sont simultanément estimées. La constante de temps rotorique est identifiée 
par les équations suivantes : 
dRr . ~ ':' . ~ ":' - - K ((1 - 1 )1 - (1 - 1 )1 dt - 1 ds ds ds qs qs qs (3.39) 
(3.40) 
où KI et K2 sont des gains positifs arbitraires. Rappelons que le symbole A signifie valeur 
estimée. 
Cette méthode permet d'estimer la résistance rotorique en utilisant l'erreur d'estimation 
du courant statorique selon l'axe direct d. La résistance rotorique est estimée indépendamment de 
la variation de la vitesse, parce que l'information sur la vitesse n'est pas incluse sur l'axe d. 
L'utilisation d'un compensateur à logique floue pour compenser l'erreur dans la résistance 
rotorique a été proposée dans [63]. Le calcul direct de la vitesse du rotor sans tenir compte de 
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l'effet de résistance rotorique a été proposé dans [64]. Une formule mathématique pour le calcul 
de cette résistance a été aussi donnée, mais cette expression est fonction du flux rotorique et des 
inductances de la machine. Il faut noter qu'une recherche intensive se poursuit actuellement dans 
l'adaptation en ligne des paramètres des machines aussi bien dans la commande que dans 
l'observation. 
3.8 Estimation à l'aide d'observateurs optimisant un critère statistique 
3.8.1 Généralités 
En général, les observateurs optimisant un critère statistique donnent une estimation 
optimale (au sens d'un critère statistique) de l'état du système perturbé par des bruits dont les 
propriétés stochastiques sont COlIDues. Le filtre de Kalman appartient à cette classe de 
reconstructeurs d'état. Il est souvent conçu pour estimer le flux, la vitesse ou les paramètres 
utilisés pour la synthèse d'une loi de commande [2]. 
Le filtre de Kalman standard donne une réalisation de la variable aléatoire x représentant 
l'état du système à l'instant k, connaissant le vecteur de mesure, qui minimise la variance à priori 
de l'erreur d'estimation: 
E(xtx) avec x = x - x 
Le procédé discrétisé est modélisé par les équations suivantes: 
{
X k+1 = AdkX k + BUk + w k 
Yk = CdkX k + v k 
(3.41) 
(3.42) 
Wk et Vk sont des bruits blancs centrés non corrélés caractérisés par leur matrice de covariance. 
Pour les systèmes non-linéaires, le filtre de Kalman standard ne donne pas de bons résultats. 
Dans ce cas, on utilise le filtre de Kalman étendu. Il n'est en réalité qu'une extension de 
l'algorithme standard aux systèmes non-linéaires de la forme: 
x(t) = f[x(t), u(t), d+ G(t)w(t) 
et: 
y(t) = h(x(t), t) + v(t) 
w(t) est la matrice de bruit du modèle d'état. 
v(t) est la matrice de bruit du modèle de sortie. 
(3.43) 
(3.44) 
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Ce filtre linéarise le système à chaque pas autour d'un point de fonctionnement défini au pas 
précédent. 
On définit: 
H(X(t),t)=(dh) , F[X(t),U(t),tJ=(df) et F(k) = (df[X(t),U(t),t)]) (3.45) 
dx x=x(t) dx x=x(t) dx x=x(k/k) 
et <I>(k + 1, k) = e(F(k)T) la matrice de transition de x k vers Xk+1 (T est la période d'échantillonnage 
du système). 
Après échantillonnage, l'algorithme devient: 
(k+I)T 
x(k + 11 k) = x(k 1 k) + ff[(x(t 1 tk), u(t), tldt 
kT 
P(k + 11 k) = <I>(k + 1, k)P(k 1 le)<I> T (k + 1, le) + Q(le) 
(k+1) 
où Q(le) = f<I>(t K+1, t)G(t)Q(t)G T (t)(<I> T (t k+l, t)dt 
kT 
Pour calculer P(le + 1), le système est linéarisé autour de x(k). 
Le gain du filtre de Kalman est donné par : 
K(k + 1) = P(k + 11 k)(H T (k + l»[H(k + l)P(k + l)HT (k + 1) + R(le + 1)]-1 
où H(k + 1) = (dh[(X(t), tl) 
dx x=x(k+llk) 
Cette fois, la linéarisation se fait autour de x(k + 1) 
P(k + 11 k + 1) = [r - K(k + l)H(k + l)]P(k + 11 k) 
x(k + 11 k + 1) = x(k + 11 k) + K(k + l){Y(k + 1) - h[x(k + 11 k,k + l)D 
(3.46) 
(3.47) 
(3.48) 
(3.49) 
(3.50) 
(3.51) 
(3.52) 
(3.53) 
Il est bien connu que le filtre de Kalman étendu peut présenter des problèmes de 
convergence qui limitent notablement son utilisation dans la commande des machines électriques. 
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3.8.2 Application du filtre de Kalman étendu à l'estimation de la vitesse de rotation d'une 
machine asynchrone 
Plusieurs auteurs ont proposé des estimateurs de vitesse basés sur le filtre de Kalman 
étendu pour réaliser différentes stratégies de la commande sans capteur mécanique de la machine 
asynchrone (commande vectorielle, commande non-linéaire, commande intelligente). On se 
limite à un cas très simple qui pennet d'estimer les composantes du flux rotorique et la vitesse de 
rotation [71]. Pour cela on utilise le modèle d'état décrit par l'équation (2.53). Dans un repère 
stationnaire lié au stator, on obtient: 
1 1- a 
0 
1- a 1- cr 
------ --w 
aTs aTr aTrM aM r 
Ids 1 1- a 1-a 1- a Ids 1 0 0 ------ ---Cû 
d 1 qs aTs aTr aM r a'tr M 1 qs 1 0 1 [v ~] (3.54) +--
dt 'l'dr M 0 1 'l'dr aLs 0 0 v qs -Cûr 
'l'qr Tr 'tr 'l'qr 0 0 
M 1 0 Cûr 
'tr 'tr 
où: 
vecteur d'état x = ~dS iqS 'l'dr 'l'qr Y 
entrée u = [v ds V qs JT 
sortie r· . JT y = li ds Iqs 
Le modèle d'état modifié devient alors: 
1- cr 
0 1- cr 1- cr ----- --m 0 
ms m r mrM crM r 
i ds 1- cr 1- cr 1- cr Ids 0 0 ----- ---m 0 0 1 
d 
Iqs ms m r crM r mrM 1 qs 1 [v dS] (3.55) 'l'dr = M 1 'l'dr +-- 0 0 dt 0 - mr 0 crLs v qs 
'l'qr 1:r 1: r 'l'qr 0 0 
mr 0 M 1 mr 0 0 mr 0 
1:r 1:r 
0 0 0 0 0 
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Ids 
[i&] = [1 0 0 0 ~] 1 qs 1 0 0 \f'dr (3.56) Iqs 0 
\f'qr 
ror 
On note que dans l'équation (3.53), la dérivée de la vitesse de rotation est supposée égale 
à zéro (dro, = 0). Ce qui correspond à une charge d'inertie infinie et la machine tourne à une 
dt 
vitesse quasi-constante. Cependant, en réalité ce n'est pas le cas, mais, la correction requise est 
assurée par le filtre de Kalman lui-même (par les matrices des bruits qui tiennent compte aussi 
des imprécisions de traitement et de l'alimentation). 
Les fonctions F et G sont données par: 
f1 (x, u, t) 
f2 (x, u, t) 
F(x, u, t) = = f3 (x, u, t) (3.57) 
f4 (x, u, t) 
fs(x, u, t) 
0 
1 0 0 
0 1 0 
1 
0 0 0 (3.59) G(t)=-(j'L, 
0 0 0 
0 0 0 
Le bruit W x représente les harmoniques de tension et les incertitudes paramétriques. Le paramètre 
v modélise les harmoniques de courant. 
L'ordre élevé représente l'inconvénient majeur de ce modèle. Cela peut compliquer la 
réalisation pratique du filtre de Kalman. Dans la référence [74], plusieurs modèles discrétisés 
réduits du filtre de Kalman ont été proposés pour faciliter la réalisation pratique. Les résultats 
obtenus sont prometteurs. Néanmoins, le modèle étendu classique possède de grands avantages. 
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En effet, il ne requiert ni la mesure de vitesse rotorique, ni la connaissance de la pulsation de 
glissement, ni de transformations trigonométriques complexes qui rendent le modèle fortement 
non-linéaire. Il permet aussi de calculer l'angle d'orientation et tout autre paramètre nécessaire 
pour la commande vectorielle. 
Pour discrétiser le modèle, on utilise souvent les approximations suivantes: 
(3.40) 
A, B et C sont les matrices du système continu et A', B', et C' sont les matrices du système 
discrétisé. 
On suppose aussi que la période d'échantillonnage est très faible devant la dynamique du 
système. Le modèle discret est donné par: 
1 1- cr 1- cr 
T 1cr-;- ù\(k) l-(-+-)T 0 T-- 0 
cr'ts m r cr'trM 
id.(k + 1) 1 1- cr 1- cr 1- cr i ds (k) 1 
iqs(k + 1) 0 l-(-+-)T -T-ù} (k) T-- 0 i qs (k) 0 cr'ts cr'tr crM r mrM T 
\{Idr (k + 1) = TM T \{IdrCk ) +- 0 0 1-- - TmJk) 0 crLs 
\{Iqr (k + 1) 'tr 'tr \{Iqr(k) 0 
mr(k + 1) 0 TM Tù}r(k) T 1-- 0 mr(k) 0 
'tr 'tr 
0 0 0 0 
(3.60) 
ictsCk) 
0 0 0 
iqS (k) [i~(k)] = [1 
iqs(k) 0 1 0 0 ~] 'Pctr(k) (3.61) 
'Pqr(k) 
wrCk) 
3.8.3 Simulation d'une commande vectorielle à flux rotorique orienté basée sur un filtre 
de Kalman étendu 
Une fois qu'on a discrétisé le modèle, on peut déterminer les différentes matrices et les 
vecteurs pour la récursivité. 
La matrice F est donnée par le Jacobien de /[x(t), u(t), t] : 
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1 1- a 
----- 0 
a'T s a'T r 
1 1- a 
0 -----
a'T s 
F= M 0 
Tr 
0 
M 
Tr 
0 0 
La matrice H est donnée par : 
H = [1 0 0 0 0] 
o 1 0 0 0 
a'T r 
1- a 1- a 1- a 
--(û --'l'qr 
a'TrM aM r aM 
1- a 1- a 1- a 
---(ù --'l' 
aM r a'TrM aM dr 
1 
- 'l'qr - (Ûr 
Tr 
(3.62) 
1 
'l'dr (Ûr 
'Tr 
0 0 1 
(3.63) 
L'estimation à l'aide de l'algorithme du filtre de Kalman étendu se déroule en six étapes: 
Étape 1 : Initialisation du vecteur d'état et des matrices de covariance Q et R 
Le vecteur d'état est initialisé à Xo = x(to). Qo est une matrice diagonale 5x5, Ra est une 
matrice diagonale 2x2. 
Étape 2: Prédiction du vecteur d'état. 
Étape 3 : Estimation de covariance pour la prédiction. 
Étape 4: Calcul du gain du filtre de Kalman. 
Étape 5 : Mise àjour de la matrice de la covariance d'erreur. 
Étape 6 : Estimation d'état. 
La figure 3.9 montre le modèle de simulation d'une stratégie de commande sans capteur 
avec un estimateur basé sur le filtre de Kalman étendu. On y trouve les différents blocs de 
Simulink et de la boîte à outils SimpowerSystem d'une commande vectorielle à flux rotorique 
orientée avec imposition de courant décrite dans le chapitre 2. La simulation est réalisée en mode 
discret avec une période d'échantillonnage pour le système de puissance égale à Ts = 2.0 J,.ls, et 
une période d'échantillonnage pour le système de commande égale à Tc = 50.0 J,.ls. Le bloc de 
l'estimateur est implanté dans une fonction de Matlab (S-function). 
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Figure 3.9 Modèle Simulink d'une stratégie de commande sans capteur avec un estimateur à 
filtre de Kalman 
3.8.4 Résultats de simulation 
Pour illustrer le comportement de cet estimateur par rapport aux autres observateurs, on 
l'a soumis aux mêmes conditions de test (fonctionnement dans les quatre quadrants). L'estimée 
de la vitesse est injectée dans une commande vectorielle échantillonnée avec une loi de 
commande de type proportionnel intégral. La figure 3.1 0 correspond à un fonctionnement en 
boucle fermée sans variation paramétrique (cas idéal). 
On remarque que l'estimateur converge bien et que l'erreur d'estimation, quoique qu'elle 
soit un peu élevée au démarrage, reste pratiquement constante sur toute la plage de vitesse. En 
effectuant quelques simulations en variant les résistances statorique et rotorique, on a constaté 
que l'ensemble commande-machine-estimateur converge bien même aux basses vitesses, mais 
l'erreur d'estimation augmente, mais reste dans des limites acceptables. Il reste que ce filtre est 
complexe à implanter en pratique. 
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Figure 3.10 Fonctionnement en boucle fermée d'un variateur avec un estimateur à filtre de 
Kalman 
3.9 Conclusion 
Dans ce chapitre, on a présenté les approches d'estimation de la vitesse de rotation d'une 
machine asynchrone à cage d'écureuil les plus répandues et qui sont basées sur le modèle 
dynamique. Les différents modèles sont élaborés dans un repère stationnaire lié au stator. On 
peut aussi utiliser les deux autres repères (lié au rotor et lié au champ tournant), mais au prix 
d'utiliser des transformations trigonométriques complexes. Les stratégies de commande sans 
capteur de vitesse peuvent être classifiées en deux catégories : les stratégies en boucle ouverte et 
celles en boucle fermée. Pour la première catégorie, on n'a pas besoin d'un capteur de vitesse 
pour régler le couple ou le flux. La commande directe du glissement et la commande directe du 
couple et du flux appartiennent à cette catégorie. Les stratégies en boucle fermée ont besoin de la 
vitesse rotorique (mesurée ou reconstituée). Elles se basent sur plusieurs approches: calcul 
direct, utilisation des équations d'état, observateurs en boucle ouverte ou en boucle fermée, des 
systèmes adaptatifs avec modèle de référence (SAMR) et le filtre de Kalman étendu. 
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Dans l'approche d'estimation de la fréquence de glissement, la fréquence des courants 
statoriques de la machine est réglée en estimant la fréquence de glissement à partir des paramètres 
de la machine et des courants statoriques. La vitesse de la machine est indirectement estimée à 
l'aide de la fréquence de glissement. Cette approche a été utilisée pour la commande scalaire et la 
commande vectorielle. Dans la méthode basée sur les équations d'état de la machine, 
l'information sur la vitesse est obtenue à partir des courants et des valeurs estimées du flux 
statorique ou du flux rotorique. Dans les méthodes d'estimation de la vitesse par observateur 
d'état, le flux rotorique est estimé par un observateur d'état et la vitesse est déterminée en 
utilisant l'erreur d'observation entre le courant statorique et le flux rotorique estimé. 
Plusieurs méthodes basées sur le concept des systèmes adaptatifs avec modèle de 
référence sont aussi employées pour estimer le flux et la vitesse de la machine asynchrone. 
L'approche la plus connue utilise un modèle de référence de tension, qui n'implique pas le terme 
de vitesse. Un modèle ajustable fondé sur les équations rotoriques est utilisé pour corriger le 
modèle de référence. La vitesse est estimée par l'erreur résultante entre les deux modèles. Le 
filtre de Kalman a été employé avec un certain succès pour identifier la vitesse et le flux rotorique 
de la machine asynchrone. 
On constate que toutes ces méthodes sont fondées sur des modèles mathématiques. Or ces 
derniers dépendent des paramètres électriques et mécaniques de la machine. Ces paramètres sont 
affectés par la température, le niveau de saturation ainsi que la fréquence et le point de 
fonctionnement. Cette dépendance de paramètres rend alors l'estimation peu robuste et engendre, 
en régime établi, des erreurs, et en régime transitoire, des oscillations sur le couple et sur le flux. 
Elle affecte les performances statiques et dynamiques de la régulation et limite la gamme de 
vitesse. 
Pour surmonter la majorité de ces problèmes, une approche basée sur l'apprentissage (les 
réseaux de neurones) semble amener une solution efficace. Ce qu'on tentera de vérifier dans le 
chapitre suivant. 
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Finalement, signalons que la commande sans capteurs continuera à avancer dans 
l'estimation de la vitesse de rotation, des flux statorique et rotorique, et dans la commande directe 
du couple. En ce moment, elle commence à être largement utilisée dans les applications 
industrielles et le transport. Mais dans l'avenir proche, les systèmes d'entraînement sans capteurs 
deviendront une réalité pratique et seront utilisés dans de nombreuses applications industrielles et 
militaires, et particulièrement dans le transport (véhicules électriques, bateaux de plaisance, etc.). 
Les processeurs numériques de signal, les réseaux logiques programmables et 
réconfigurables, les réseaux de neurones et la logique floue accéléreront sans doute le 
développement des systèmes d'entraînement sans capteurs et feront augmenter la fiabilité et le 
fonctionnement dans des conditions sévères à un coût très bas. 
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CHAPITRE 4 
ESTIMATION DE VITESSE D'UNE MACHINE ASYNCHRONE À CAGE 
D'ÉCUREUIL À L'AIDE DE RÉSEAUX DE NEURONES ARTIFICIELS 
4.1 Introduction 
Les réseaux de neurones artificiels (formels) possèdent une propriété remarquable qui est 
à l'origine de leur intérêt pratique dans des domaines très divers [36] : ce sont des approximateurs 
universels parcimonieux [47]. Sans entrer dans les détails mathématiques, la propriété 
d'approximation peut être énoncée comme suit : toute fonction bornée suffisamment régulière 
peut être approchée avec une bonne précision, dans un domaine fini de l'espace de ses variables, 
par un réseau de neurones composé d'une couche d'un nombre fini de neurones cachés possédant 
tous la même fonction d'activation, et d'un neurone linéaire de sortie. 
Les réseaux de neurones ont prouvé leur efficacité dans plusieurs domaines: tels que le 
traitement de signal, l'identification paramétrique, la commande des procédés non-linéaires, 
l'estimation et la détection de défauts. 
Dans ce chapitre, on présentera la méthode d'estimation de la vitesse et d'autres variables 
de commande à 1'aide de réseaux de neurones artificiels. Dans un premier lieu on expose 
l'estimation des réseaux non bouclés (statiques) ainsi que celle des réseaux bouclés. On 
détermine les architectures de ces réseaux et on procède à leur entraînement à l'aide des 
algorithmes d'apprentissage de la boîte à outil Neural Network de Matlab. Ensuite, on étudie 
leurs performances dans une commande vectorielle de la machine asynchrone. On se penche plus 
particulièrement sur la convergence et la robustesse des estimateurs de vitesse à réseaux de 
neurones. À la fin de ce chapitre, on présente une nouvelle approche d'estimation de la vitesse de 
rotation basée sur le concept de systèmes adaptatifs avec modèle de référence. 
Reproduced with permission of the copyright owner.  Further reproduction prohibited without permission.
4.2 Classification des approches existants sur l'estimation de la vitesse 
Les approches existantes sur l'estimation de la vitesse par réseaux de neurones peuvent être 
classifiées en deux grandes classes: l'approche d'estimation avec apprentissage en ligne et 
l'approche d'estimation avec apprentissage hors ligne: 
• La première approche a été présentée pour la première fois dans la référence [37]. Elle se 
base sur le concept des systèmes adaptatifs avec modèle de référence. Le modèle de 
référence implante l'équation d'état du flux rotorique (ne dépend pas de la vitesse), alors 
que le réseau de neurones, à deux ou plusieurs couches, joue le rôle du modèle 
d'adaptation. Dans ce cas, la vitesse de rotation de la machine est proportionnelle à l'un 
des poids du réseau. L'apprentissage se fait en ligne: les poids du réseau sont 
continuellement ajustés. L'estimateur ainsi obtenu possède généralement une architecture 
assez simple, cependant il est souvent peu robuste. En effet, le modèle de référence est 
affecté par les variations des paramètres internes de la machine (la résistance statorique, la 
constante de temps rotorique, etc.). En plus, l'estimateur proposé dans la référence [37] 
requiert une intégration pour déterminer le flux pour le modèle de référence. Vu les 
problèmes de dérive, l'intégrateur a été remplacé par un filtre programmable. Ce filtre 
limite les performances de l'estimateur surtout aux basses vitesses. En se basant sur le 
modèle neural série-parallèle quelques modifications ont été amenées sur l'estimateur 
initial [6, 8]. On cite en particulier le modèle fondé sur les erreurs dans les courants 
statoriques. Les valeurs des courants statoriques sont comparées avec les valeurs 
mesurées, et à l'aide d'un algorithme de rétropropagation, on adapte les cœfficients du 
réseau. 
• La deuxième approche d'estimation se base sur l'apprentissage hors ligne. C'est-à-dire 
l'adaptation des cœfficients se fait en temps différé. C'est une méthode indirecte, mais 
elle est plus générale [39]. En effet, à part la normalisation et dénormalisation, aucun 
traitement des dOIDlées n'est requis. Elle utilise des réseaux de neurones multicouches 
bouclés (récurrents) ou non bouclés. La variable à estimer (la vitesse de rotation) est 
directement présente à la sortie du réseau (apprentissage supervisé). D'autre part, la base 
d'apprentissage de ces réseaux peut être composée seulement des tensions, des courants 
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statoriques ou des puissances recueillis à partir d'une simulation ou par mesure directe. 
Le problème principal dans cette approche est le choix de l'architecture du réseau de 
neurones. Une architecture de petite taille ne permet pas au réseau de généraliser. Par 
contre, une architecture importance rend la réalisation pratique quasi-impossible. En plus, 
l'entraînement réseaux de neurones multicouches bouclés non bouclé est assez long et 
difficile et peut exister des minimums locaux. 
Dans les sections suivantes, on va exposer en détail les différents estimateurs de vitesse 
qu'on a élaborés dans cette thèse. 
4.3 Estimation de la vitesse par des réseaux multicouches à apprentissage 
hors ligne 
4.3.1 Rappel 
Le modèle électrique dynamique d'une machine asynchrone triphasée à cage d'écureuil est 
décrit, dans un repère orthogonal quelconque, par l'équation matricielle non-linéaire de Park 
suivante: 
v ds Rs 0 0 0 0 0 i ds 'Pds 0 - Be 0 0 0 0 'Pds 
V qs 0 Rs 0 0 0 0 I qs 'l'qS Be 0 0 0 0 0 'Pqs 
Vos 0 0 Rs 0 0 0 los d 'Pos d 0 0 0 0 0 0 'Pos 
= +- +- (4.1) 0 0 0 0 Rr 0 0 I dr dt 'Pdr dt 0 0 0 0 -B s1 0 'Pdr 
0 0 0 0 0 Rr 0 i qr 'Pqr 0 0 0 Bs1 0 0 'Pqr 
Vor 0 0 0 0 0 Rr lor 'Por 0 0 0 0 0 0 'Por 
Les équations d'état statorique et du flux rotorique sont données respectivement par: 
~r" ] ~[ v. ] - R [i,,] + [ 0 
dt 'l'qS v qs s i qs -1 
1]d9f"] 
o dt 'l'qS 
(4.2) 
~['l'dr] =~{[vdS]_(jL ~[ids]_R [i ds ]+[ 0 1]d8e ['l'dS]} 
dt 'l'qr M v qs s dt i qs s i qS -1 0 dt 'l'qS 
(4.3) 
On constate que la dernière équation ne dépend que des variables statoriques qui sont les 
seules mesurables dans le cas d'une machine à cage. Par simple intégration, on peut donc trouver 
les composantes du flux rotorique. 
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De l'équation (4.2), on tire : 
. d'l'd 
-v +R 1 +--' d, ,d, dt 
d [ee] 
dt ee = 
'l'q, 
d'l' , 
v -R i ---q 
q' 'q' dt 
'l'd' 
En utilisant les lignes (4) et (5) de l'équation (4.1), on aboutit à: 
. d'l'd RI + __ r 
r dr dt 
'l'qr 
d'l' 
-R i ___ qr 
r qr dt 
or: 
1 0 -aL , 0 
'l'dr 0 1 0 -aL , 'l'd' 
'l'qr Lr 1 0 --
L 
--' 0 
'l'q, 
1 dr M Lr Lr Id, 
1 0 
1 
0 -~ 1 q' qr 
Lr Lr 
Ceci donne après substitution de (4.6) dans (4.5) : 
d'l'ds + 'l'ds -aL di ds -~i 
dt 1:[ s dt 1:[ ds 
'l'qS - aLSiqS 
d'l'qs 'l'qS di qs Ls. 
-----+aL -+-1 
dt 1:[ s dt 1:[ qs 
'l'ds - aLsidS 
(4.4) 
(4.5) 
(4.6) 
(4.7) 
En plus, dans le cas d'une machine asynchrone à cage d'écureuil, les pmssances 
instantanées active et réactive sont exprimées respectivement, si la somme des courants 
statoriques est nulle (neutre flottant), par : 
(4.8) 
. . 
q = V g,l d, - V d,l g, (4.9) 
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soit, en utilisant les lignes (1) et (2) de l'équation (4.1) : 
. d'Pd, . d'Pqs ('P' 'P' )d8e R ('2 '2) P=ldSili+lqSili+ ds1q, - qslds Tt+ ,Id' +lqS (4.10) 
. d'PdS . d'PqS d8 e (\TI \TI) 
=-1 --+1 --+- r + r q qs dt d, dt dt d, q' (4.11) 
Les équations (4.10) et (4.11) permettent de déterminer les dérivées des composantes du flux 
statorique. Ainsi, en utilisant la règle de Cramer, on obtient après arrangement des termes: 
Le couple électromagnétique Tem est donné par : 
T P (U/' \u') =-rl -rI 
em 2 ds qs qs ds (4.13) 
4.3.2 Aspect dynamique des estimateurs de vitesse par réseaux de neurones 
Dans cette partie, on va déterminer les relations causales entre les variables d'entrée et les 
variables de sortie à estimer et on essaie de dégager l'aspect dynamique des estimateurs à réseaux 
de neurones. Dans cette perspective, on débute par établir les modèles discrets de chaque 
estimateur. Pour cela, on utilisera deux méthodes de discrétisation distinctes: l'approximation 
d'Euler arrière et la transformation bilinéaire (l'approximation trapézoïdale). La discrétisation 
sera faite uniquement dans un repère stationnaire lié au stator puisque le traitement dans ce 
référentiel ne requiert pas de transformations trigonométriques complexes. 
On rappelle que dans ce repère 8 = 0, et d8 si =-0) 
e dt r 
4.3.2.1 Discrétisation du flux statorique à l'aide de l'approximation d'Euler arrière 
En utilisant l'approximation d'Euler arrière, l'équation différentielle (4.2) peut être 
transformée comme suit : 
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(4.14) 
où T est la période d'échantillOlmage. 
En amenant 'Pd, (k -1) et ':l'q, (k -1) du côté droit, on trouve: 
(4.15) 
On constate que pour calculer les composantes ':l'd, (k) et ':l'q, (k) du flux statorique pour l'instant 
indispensable. Les valeurs de toutes ces variables sont disponibles soit par mesure directe ou par 
reconstitution. 
4.3.2.2 Discrétisation du flux statorique à l'aide de la transformation bilinéaire 
En utilisant la transformation bilinéaire, la même équation peut être transformée comme suit: 
Le terme z-t désigne un retard d'une unité de temps. 
Après arrangement des termes de l'équation précédente, on obtient: 
[
':l'd, (k)] = [':l'd,Ck -1)] + T [v d, (k) + v d, (k -1)] _ T R [id' (k) + id, (k -1)] 
':l' q' (k) ':l' q' (k - 1) 2 v q' (k) + v q,(k - 1) 2 'i qs (k) + i qs (k -1) 
(4.17) 
ou encore: 
{
':l'dS (k) : fi (':l'dJk = 1), v ds (k), v ds (k = 1), ~dS (k), ~dS (k = 1» 
':l'qs(k)-f2 (':l'qs(k 1), vqJk), vqs(k 1), l qs (k), lqs(k 1» 
(4.16) 
(4.18) 
Pour le calcul de ':l'd, (k) et ':l'q, (k), en plus de ':l'd, (k -1), ':l'q, (k -1), v d, (k), v qs (k),id, (k),i qS (k), on 
aura besoin des informations sur les variables v d, (k -1), v q' (k -1), ids (k -1), i q, (k -1) . 
Les composantes des flux statoriques peuvent être aussi déterminées en utilisant les puissances 
active et réactive. En effet, en appliquant la transformation bilinéaire au système d'équations 
différentielles (4.12) on trouve: 
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2 1- Z-J ['Pd' (k)] 1 [id' (k)(P(k) - R, (i~, (k) + i~, (k)) )- i q, (k)q(k)] 
Tl + z-J 'Pq, (k) = i~, (k) + i~, (k) iq, (k)(P(k) - R, (i~, (k) + i~, (k)) )+ id' (k)q(k) (4.19) 
Cette dernière équation peut s'exprimer comme suit: 
[
'PdJk)] ['PdJk -1)] T { 1 [id' (k)(P(k) - R, (i~, (k) + i~, (k)) )- iq, (k)q(k)] 
'Pq, (k) = 'PqS (k -1) + 2 i~s (k) + i~s (k) i qs (k)(p(k) - R, (i!, (k) + i~.(k)) )+ id' (k)q(k) 
1 [i dS (k -l)(p(k -1) - R, (i~, (k -1) + i~, (k -1)) ) - i q, (k -l)q(k -1)]} 
+ i!s (k -1) + i~s (k -1) iqs (k -l)(p(k -1) - R, (i~,(k = 1) + i~s (k -1)) ) + i ds (k -l)q(k -1) 
(4.20) 
On obtient donc deux fonctions non-linéaires: 
{
'Pd,(k)=f3 ('Pds (k-1), p(k), p(k-1), q(k), q(k-1), ids(k), ids (k-1), iqs(k), iq.(k-l») (4.21) 
'PqJk) = f4 ('PqS (k -1), p(k), p(k -1), q(k), q(k -1), ids (k), i ds (k -1), i qS (k), i qS (k -1)) 
En examinant les deux équations (4.17) et (4.20), on constate que le modèle du flux (la 
variable de sortie) est causal. En effet, elles s'expriment comme un système, à priori non-linéaire 
aux différences finies, car à un instant donné, le flux dépend des entrées à l'instant t, ainsi que des 
entrées et des sorties aux instants précédents. Ainsi, la prédiction des composantes du flux 
statorique fait appel à des informations à l'instant t (les courants, les tensions et/ou les puissances 
active et réactive) et aux instants précédents (courants et flux). Et par conséquent, le vecteur 
d'entrée du réseau de neurones est constitué de la manière suivante: 
Toutes ces variables sont disponibles, soit par mesure directe, soit par estimation. Elles peuvent 
être utilisées par un réseau de neurones multicouche récursif pour prédire les composantes du flux 
statoriques 'Pds (k) et 'PqS (k) et le couple électromagnétique donné par l'équation (4.13). 
4.3.2.3 Discrétisation de la vitesse de rotation 
Dans un repère statiollimire lié au stator, l'équation (4.7) peut être réécrite comme suit: 
d'Pds L di ds _ (UI L') 'Pds Ls· +---cr - - -00 T -cr 1 --+-1 dt s dt r qs s qs 1: r 1: r ds 
d'PqS di qS . 'PqS L s . 
---+crL -=-00 ('P -crL 1 )+---1 dt s dt r ds s ds 1: r 1: r qs 
(4.22) 
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En appliquant la transfonnation bilinéaire à la première équation différentielle du système 
d'équations (4.22) on trouve: 
En multipliant des deux côtés par 1 + Z-I et en développant, on aboutit à : 
3.. ['Pds (k) - 'Pds (k -1) - crLs (ids (k) - ids (k -1»] = -wr (k)['Pqs (k) - crLSiqs (k)]- 'Pds (k) + .!:li ds (k) T 'tr 'tr 
- W
r 
(k -l)['PqJk -1) - crLSiqS (k -1)] - 'Pds (k -1) + ~ids (k -1) 
'tr 'tr 
(4.24) 
Ce qui donne après arrangement des tennes : 
(4.25) 
On obtient donc une fonction non-linéaire de la forme: 
Wr (k) = gl (w r (k -1), 'Pds (k), 'Pds (k -1), 'PqS (k), 'PqS (k -1), ids (k), i ds (k -1), i qS (k), iqs (k -1» 
(4.26) 
En plus, si on tient compte de l'équation (4.18), la relation (4.26) devient: 
wr (k) = g2 (wr (k -1), v ds (k), v ds (k -1), v qs (k), v qs (k -1), i ds (k), i ds (k -1), i ds (k - 2), 
i qs (k), i qs (k -1), i qS (k - 2» 
(4.27) 
Et finalement, si on tient compte de l'équation (4.21), on peut déterminer une fonction non-
linéaire de la forme : 
Les fonctions non-linéaires (4.26), (4.27) et (4.28) montrent que la vitesse de rotation est causale 
puisque ces fonctions ne dépendent que des entrées et de la sortie de l'état précédent. Par 
conséquent, la vitesse mécanique w
m 
= ~ w
r 
peut être estimée à l'aide d'un réseau de neurones 
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multicouche récursif en utilisant comme entrées la valeur précédente w
m 
(k -1) et les variables 
électriques, p(k) , p(k -1), q(k) , q(k -1), id, (k), id, (k -1), iq, (k) et i q, (k -1) . 
Comme les résultats de simulation vont le montrer, les puissances active et réactive 
viennent enrichir la base d'apprentissage du réseau de neurones. On va vérifier par la suite si 
elles permettent de faciliter l'apprentissage et d'améliorer la dynamique de l'estimateur. En effet, 
dans le cas d'une alimentation en tension par un onduleur, les tensions statoriques sont quasi-
rectangulaires et possèdent un nombre important de discontinuités. Ces dernières rendent 
difficile, voir parfois impossible, l'apprentissage des réseaux de neurones. Par contre, les 
puissances instantanées active et réactive impliquent beaucoup moins de discontinuités. L'ajout 
de ces puissances dans la base d'apprentissage pourrait faciliter l'apprentissage du réseau de 
neurones. 
4.3.3 Intérêt de la méthode 
La figure 4.1 montre le schéma de principe de l'apprentissage de la vitesse par réseaux de 
neurones multicouches à apprentissage hors ligne. La sortie du procédé joue le rôle du 
superviseur et fournit l'information désirée. Cette information est comparée avec la sortie du 
modèle non-linéaire élaboré par le réseau de neurones. L'algorithme d'adaptation utilise l'erreur 
générée pour ajuster les poids du réseau de neurones. 
94 
Reproduced with permission of the copyright owner.  Further reproduction prohibited without permission.
Va, Yb, ve 
Modèle dynamique Vds , vqs , ids , i qs 
ia, ib, ie transformé de la machine .. 
-1 
z-1 
1 " + 
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Figure 4.1 Principe d'apprentissage d'un réseau de neurones 
Tel que mentionné dans la référence [46], un réseau de neurones multicouche est un 
approximateur universel parcimonieux. Il est capable d'apprendre, à partir d'exemples, une 
relation non-linéaire quelconque entre un ensemble d'entrées et un ensemble de sorties. Il peut 
apprendre donc un modèle non paramétrique d'un système non-linéaire à partir des couples 
(entrées, sorties). La figure 4.1 illustre le principe d'apprentissage d'un réseau de neurones. C'est 
le même principe qui est utilisé pour entraîner le réseau de neurones lors de l'estimation de la 
vitesse. La sortie du procédé (base d'apprentissage) joue le rôle de superviseur et fournit une 
sortie désirée pour que l'on puisse la comparer avec la sortie du modèle non-linéaire produit par le 
réseau de neurones. L'erreur à la sortie permet de contrôler l'algorithme d'adaptation (ajustement 
des poids du réseau). 
Par rapport aux méthodes classiques, cette approche présente les avantages suivants : 
• le réseau effectue une estimation de la vitesse (d'un système non-linéaire) qui s'avère facile à 
mettre en œuvre, 
• si l'apprentissage est bien emichi, l'estimation peut être robuste et insensible aux variations 
des paramètres de la machine et aux erreurs de modélisation. 
Cependant, la méthode possède les inconvénients des méthodes statistiques fondées sur 
l'observation des valeurs empiriques: risque de surparamétrisation, problème en cas de 
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changement brutal du modèle, généralisation valable uniquement dans l'espace engendré par les 
données apprises, etc. 
De plus, il existe d'autres problèmes spécifiques à la méthode, liées à la présentation non-linéaire 
et à l'apprentissage: 
• la convergence de l'algorithme de rétropropagation peut devenir lente voir impossible, 
• il peut exister des minimums locaux, 
• le choix de l'architecture est délicat. 
4.3.4 Méthodologie d'entraînement et de validation de l'estimateur RNA 
L'approche qu'on a retenue vise à faire l'entraînement du réseau par une banque de 
données riche et assez représentative dans le but d'assurer un apprentissage rapide et une 
généralisation correcte. Cette approche se compose des trois étapes suivantes. 
4.3.4.1 Génération et préparation des données d'apprentissage 
La préparation de la banque de données d'apprentissage devrait prendre en considération 
toute information pertinente sur les différents modes de fonctionnement du système 
d'entraînement à vitesse variable. On a ainsi élaboré, à l'aide de la boîte à outils 
SimPowerSystems de l'envirOlmement Matlab 6.5, plusieurs simulations du comportement de la 
machine en boucle ouverte et en boucle fermée (commande vectorielle indirecte à flux rotorique 
orienté). Les simulations ont été effectuées en imposant un profil de vitesse en quatre quadrants 
(deux sens de rotation avec une accélération et une décélération). On a aussi recueilli des 
informations en utilisant les paramètres nominaux et les informations concernant les variations de 
± 100 % des résistances statorique et rotorique. On a établi ainsi une banque de données riche et 
assez représentative qui tient compte des variations pouvant affecter, d'une façon notable, le 
comportement de la machine. La matrice d'entrée se compose, selon la structure de réseau de 
neurones, des tensions et des courants statoriques, des puissances instantanées active et réactive et 
de la vitesse de rotation à l'état précédent et calculée en utilisant l'équation mécanique. Le 
vecteur de sortie est composé uniquement de la variable à estimer (la vitesse). On a aussi ajouté, 
à la base de dOllilées, un bruit blanc pour tenir compte des perturbations sur la mesure. Une fois 
96 
Reproduced with permission of the copyright owner.  Further reproduction prohibited without permission.
cette banque préparée et normalisée, 75% des données sont utilisées pour l'apprentissage 
supervisé du réseau, et les 25% restantes sont retenues pour tester la validation du réseau avec des 
données jamais apprises. Ainsi, on dispose, pour le patron d'apprentissage de 15000 échantillons 
par variable pris au hasard dans un intervalle [0, 1.5] seconde. La période d'échantillonnage est 
de 50 ils. 
4.3.4.2 Choix de l'architecture du réseau de neurones 
La deuxième étape concerne la sélection de l'architecture du réseau. Cette tâche est 
délicate et il n'y a pas de règles systématiques pour le choix du nombre de neurones par couche 
cachée. Rappelons que ce nombre est particulièrement important car il détermine la capacité de 
calcul du réseau. Un nombre insuffisant de neurones cachés peut compromettre la capacité du 
réseau à résoudre le problème. Inversement, un nombre élevé de neurones force le réseau à 
apprendre par cœur au détriment de la généralisation. On a donc procédé par la méthode d'essai 
et erreur. On a commencé par des structures avec une seule couche cachée et un nombre réduit de 
neurones. À chaque fois, on évalue les performances du réseau dans une commande vectorielle à 
flux rotorique orienté. Si les résultats ne sont pas acceptables, on augmente progressivement le 
nombre de neurones jusqu'à ce qu'on obtienne les performances désirées. Il faut noter qu'il a 
fallu essais plusieurs architectures afin d'aboutir à des architectures capables de généraliser. Il 
convient également de signaler qu'indépendamment du type de système (linéaire ou non-linéaire), 
les réseaux de neurones, présentant une erreur d'apprentissage (erreur moyenne quadratique) 
supérieure à 0.1, ne généralisent pas convenablement. 
En appliquant cette procédure, on a pu étudier et évaluer plusieurs structures à une ou 
deux couches cachées. Certaines d'entre elles correspondent à un modèle conventionnel sans 
retour de vitesse (réseau non bouclé). D'autres utilisent un réseau bouclé avec retour de vitesse 
(le modèle série-parallèle). On a également utilisé des réseaux de neurones avec des fonctions 
d'activation sigmoïdes tangentielles pour les neurones des couches cachées, et des fonctions 
d'activation linéaires pour la sortie du réseau. 
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4.3.4.3 Choix de l'algorithme d'adaptation 
La dernière étape la sélection de l'algorithme d'apprentissage. Parmi les nombreux 
algorithmes d'adaptation, celui de rétropropagation du gradient de l'erreur est sans doute 
l'algorithme connexionniste le plus utilisé dans l'apprentissage des réseaux multicouches [34-36, 
46]. Dans la boîte à outils Neural Network version 4.0.2 [47], on y trouve plusieurs algorithmes 
d'entraînement des réseaux multicouches. Les plus importants sont l'algorithme de 
rétropropagation de gradient standard, l'algorithme de rétropropagation avec momentum et 
l'algorithme de Levenberg-Marquardt. Les deux premiers sont basés sur la descente de gradient. 
Le troisième est basé sur l'approximation de Newton et il est plus puissant que les deux premiers. 
Il converge mieux mais demande plus de mémoire surtout lorsque la taille du réseau devient assez 
grande. On a constaté que les autres algorithmes sont parfois très rapides. Cependant, ils ne 
donnent pas des résultats acceptables. 
On rappelle que le principe de l'algorithme de rétropropagation consiste à propager 
l'information provenant de la couche d'entrée vers la sortie. Un vecteur de données est présenté 
au réseau et en le traversant, toutes les valeurs élémentaires subissent simultanément des 
transformations. En sortie, on obtient un vecteur qui est comparé à une sortie désirée. Cette 
comparaison permet de corriger et d'adapter les poids du réseau en propageant l'erreur de 
propagation obtenue de la couche de sortie vers la couche d'entrée. Le mécanisme de propagation 
et de rétropropagation est répété jusqu'à l'obtention d'un résultat satisfaisant. C'est à dire jusqu'à 
ce que l'erreur quadratique totale descende sous un seuil présélectionné. 
La règle d'adaptation des poids dans l'algorithme standard est donnée par: 
Cùij (k + 1) = Cùij (k) + ~Cùij (k) (4.29) 
La règle d'adaptation des poids dans l'algorithme de rétropropagation avec momentum est: 
ACùij = mC~Cùij + (1- me )lrd(i)p(i) (4.30) 
où me désigne le coefficient qui détermine l'effet du changement du poids précédent sur le poids 
présent, Ir représente le coefficient d'apprentissage. 
La règle d'adaptation des poids dans l'algorithme de Levenberg-Marquardt est donnée par : 
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où J est la matrice jacobienne des dérivées de l'erreur, Il un scalaire et e le vecteur d'erreur. 
L'algorithme de rétropropagation du gradient se résume aux étapes suivantes: 
(4.31) 
1. choix de l'architecture (la taille) du réseau et initialiser les paramètres, les poids et les 
polarisations du réseau; 
2. choix aléatoire d'une paire (entrée! sortie) dans la base d'apprentissage; 
3. calcul des sorties des différentes couches pour le vecteur d'entrée choisi à l'aide de la 
sommation pondérée et d'une fonction d'activation appropriée. 
4. mise à jour des poids: 
4.1 de la dernière couche en utilisant la relation appropriée, 
4.2 des couches précédentes en utilisant la relation appropriée, 
5. si le test d'arrêt n'est pas satisfait retourner à l'étape 2. 
Les deux autres algorithmes utilisent les mêmes étapes. Ils se distinguent seulement 
dans la façon d'adapter les poids et les polarisations du réseau. Dans l'annexe E, on donne une 
version du programme qu'on a élaborée et utilisé pour l'apprentissage des différents réseaux. On 
a aussi employé la procédure de validation croisée proposée par Haykin pour réaliser des réseaux 
capables de bien généraliser. Une fois le patron de données d'apprentissage et l'architecture du 
réseau préparés, on lance la phase d'apprentissage à l'aide d'algorithme sélectionné (trainbpx, 
trainlm, etc.) de la boîte à outils Neural Network. Lorsqu'on constate que le RNA converge vers 
une erreur quadratique acceptable, les poids synaptiques Wij et les polarisations bj optimaux sont 
sauvegardés. On lance ensuite la phase de généralisation. Si on constate que le réseau généralise 
mal, on reprend le processus d'apprentissage avec une nouvelle architecture du réseau. On note 
que c'est une tâche très ardue, lente et qui exige du temps, un matériel de qualité et surtout de la 
persévérance. 
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4.3.4.4 Indices de performance des réseaux de neurones utilisés 
Pour étudier les performances des différents réseaux, on a défini au préalable certains 
critères de performance comme l'erreur quadratique moyenne d'apprentissage et l'erreur 
moyenne de validation. Le premier critère est donné par l'expression: 
E = t 
p 
0.5(I (y(k) - y(k))2 
i=1 (4.32) 
où y(k) la sortie de mesure, Sr (k) la sortie désirée, p nombre d'échantillons d'apprentissage, 
N t= p*n, n est le nombre de variables d'entrée et de sortie du patron d'apprentissage. 
Le deuxième critère, qui est l'erreur moyenne de validation, est donné par: 
v 
0.5(I(y(k) - y(k))2 
E = v 
i=l (4.33) 
où v est le nombre d'échantillons de validation, Nv = v*n. 
4.3.5 Présentation des résultats de simulation 
4.3.5.1 Topologies des réseaux étudiés 
En appliquant la procédure précédente et se basant sur les équations (4.27) et (4.28), on a 
pu étudier et évaluer environ 500 topologies différentes à une et à deux couches cachées. 
Certaines d'entre elles correspondent à un modèle conventionnel sans retour de vitesse (réseau 
non bouclé). D'autres utilisent un réseau bouclé avec retour de vitesse (réseau bouclé ou 
dynamique). On a essayé plusieurs combinaisons. À chaque fois, on commence par un nombre 
de variables très réduit (2 courants et 2 tensions par exemple sans rétroaction, puis on ajoute 
d'autres rétroactions). Après avoir entraîner le réseau avec une base de données enrichie et non 
enrichie, on étudie le comportement du réseau (sa convergence et sa capacité de généraliser) dans 
une commande vectorielle. Puis on reprend le processus pour une architecture. 
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On a utilisé des réseaux avec des fonctions d'activation sigmoïdes tangentielles pour les 
neurones des couches cachées, et des fonctions d'activation linéaires pour la sortie du réseau. Le 
tableau 4.1 présente les variables d'entrées et de sorties des principales topologies étudiées. Par 
exemple, la notation 8 12 10 1 signifie que le réseau est formé de quatre couches: une couche 
d'entrée à 8 entrées, une première couche cachée avec 12 neurones, une deuxième couche cachée 
de 10 neurones et un seul neurone dans la couche de sortie. Les topologies SI et S6 correspondent 
à des réseaux statiques (réseaux non bouclés). Les topologies S2 à S5 correspondent à des réseaux 
dynamiques (réseaux bouclés ou récurrents). Les topologies S3 à S5 représentent des topologies 
avec une base d'apprentissages enrichies par les puissances active et réactive. 
L'entraînement des différents réseaux a été réalisé en se basant principalement sur 
l'algorithme de Levenberg-Marquardt [46]. D'autres algorithmes ont été testés, mais par soucis 
d'alléger l'analyse, seuls les résultats de l'algorithme choisi ont été présentés. 
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Topologie Variables d'entrée Variable Algorithme 
du réseau de sortie d'apprentissage 
S}:815131 v ds(k-1) v ds(k) v qs(k-1) v qs(k) corn(k) Trainlm 
ids(k-1) ids(k) iqsCk-1) iqs(k) 
S2 : 9 12 10 1 v ds(k-1) v ds(k) v qs(k-1) v qs(k) corn(k) Trainlm 
ids(k-1) ids(k) iqs(k-1) iqs(k) COrn (k-l) 
S3: 109 7 1 v ds(k-1) v dsCk) v qsCk-1) V qs(k) ids(k-l) corn(k) Trainlm 
ids(k) iqs(k-l) iqsCk) q(k) COrn (k-l) 
S4 : 11 15 13 1 v ds(k-l) v ds(k) v qs(k-l) v qsCk) ids(k-l) corn(k) Trainlm 
ids(k) iqsCk-l) iqs(k) p(k) q(k) 
S5 : 12 9 7 1 v ds(k -1) v ds(k) v qs(k -1) V qs(k) idsCk -1 ) corn(k) Trainlm 
ids(k) iqs(k-l) iqs(k) p(k) q(k) COrn (k-l) 
S6: 697 1 ids(k -2) ids(k -1) ids(k) idq(k -2) corn(k) Trainlm 
iqsCk-l) iqsCk) p(k) q(k) 
Tableau 4.1. Principales topologies de réseaux de neurones étudiés 
4.3.5.2 Résultats de simulation 
L'intérêt de l'estimation et la commande avec des réseaux de neurones se justifie 
lorsque des transitoires de vitesse apparaissent. C'est pourquoi, on a décidé de tester le système 
d'entraînement selon des contraintes très variées. On a aussi inclus dans la simulation des tests 
concernant les éléments suivants: 
• régimes de vitesse. Outre la vitesse nominale, des régimes de vitesse variable avec 
une inversion du sens de rotation ont été testés. La fin du cycle est caractérisée par 
un régime de basse vitesse (domaine de fonctionnement dans lequel les faibles 
tensions mises en jeu rendent le procédé vulnérable à certaines perturbations: temps 
de gardes des bras d'onduleur, etc.); 
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• régimes du couple. On a choisi de tester la simulation sous des créneaux de charges 
à haute et basse vitesse en charge classique et en régime de récupération d'énergie. 
Ces diverses considérations ont conduit à utiliser les profils de vitesse et de charge 
décrits par la figure 4.2 et représentant les caractéristiques suivantes: montée en vitesse, 
charge, inversion de la vitesse, charge en récupération et retour à basse vitesse. 
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Figure 4.2 Profils de consigne 
1.5 
La figure 4.3 montre le modèle Simulink de la commande vectorielle indirecte à flux 
rotorique orienté basée sur un estimateur à réseau de neurones. On y trouve les différents blocs 
de Simulink et de la boîte à outils SimpowerSystem d'une commande vectorielle à flux rotorique 
orientée avec imposition de courant décrite dans le chapitre 2. La simulation est réalisée en mode 
discret avec une période d'échantillonnage pour le système de puissance égale à Ts = 2.0 J..ls, et 
une période d'échantillonnage pour le système de commande égale à Tc = 50.0 J..ls. 
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Figure 4.3 Modèle SIMULINK de la commande vectorielle indirecte à flux rotorique orienté 
basée sur un estimateur à réseau de neurones 
La figure 4.4 montre un exemple du modèle de l'estimateur de vitesse à réseau de 
neurones. Il faut noter que la nouvelle version de Neural Network possède une fonction appelée 
«gensim» qui permet de générer automatiquement l'architecture du réseau. 
de 
Figure 4.4 Modèle Simulink de l'estimateur de vitesse à réseau de neurones 
Le tableau 4.2 résume les résultats obtenus pour les critères de performances en utilisant 
plusieurs topologies. On présente seulement les topologies avec deux couches cachées. Les 
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topologies avec une seule couche ont aussi été étudiées, cependant le nombre de neurones dans la 
couche cachée est important et les réseaux généralisent très mal. Il faut aussi noter que seules les 
réseaux qui généralisent bien sont exposés. 
Le tableau 4.2 montre aussi les critères de performance pour les différentes topologies. Ces 
performances sont des moyennes sur 5 essais avec des poids initiaux aléatoires différents. Dans 
le cas des réseaux non bouclés, on n'a pas tenu compte des itérations utilisées pour faire sortir le 
réseau des minimums locaux. 
Topologie SOimne des erreurs Erreur moyenne Erreur moyenne Nombre Erreur maximale 
du réseau 
quadratiques d'apprentissage de validation d'itérations à entre la vitesse 
SSE l'apprentissage 
réelle et la vitesse c, Ev 
d'apprentissage estimée en % 
SI : 8 15 13 1 0.02 6.28xlO-5 1.034xlO-4 157050 12.7 
S2 : 9 12 10 1 0.0012 3.57 xlO-6 6.19xlO-6 500 2.30 
S3: 10 9 7 1 0.001 2.84xlO-6 4.92x10-6 450 0.48 
S4 : Il 15 13 1 0.0098 2.6xl0-5 4.61xl0-5 101 750 0.56 
S5 : 1297 1 0.0011 2.87x10-6 4.98xl0-6 345 1.0 
S6: 697 1 0.0037 1.31xlO-5 2.28xl0-5 45340 2.1 
Tableau 4.2. Indices de performances des principales topologies étudiées 
En étudiant ce tableau, on constate que : 
• le temps d'apprentissage (nombre d'itérations à l'apprentissage) des réseaux bouclés (S2, S3, 
Ss) est bien meilleur que les réseaux non bouclés, c'est-à-dire les réseaux sans rétroaction de 
vitesse (SI, S4, S6) ; 
• la qualité de l'estimation croît avec l'utilisation des puissances active et réactive (S3, S4, Ss 
• les erreurs d'approximation les plus élevées sont observées aux alentours des changements 
brusques de la vitesse. 
La figure 4.5 montre la courbe de la vitesse réelle tandis que la figure 4.6 montre les 
courbes des vitesses estimées par les différentes structures et les erreurs de vitesse (la différence 
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entre la vitesse réelle et la vitesse estimée par le réseau). Les figures (4.6.a) à (4.6.f) 
correspondent à un fonctionnement sans variation paramétrique (cas idéal). 
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Vitesse estimee avec 82 
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Vitesse estimee avec 84 
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Vitesse estimee avec 86 
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Figure 4.6 Vitesse estimée par les différents réseaux et erreur typique. 
a) Pour SI, b) Pour S2, c) Pour S3, d) Pour S4, e) Pour S5 et f) Pour S6. 
4.3.5.3 Analyse des performances 
En analysant les résultats donnés au tableau 2 et les courbes de la figure 4.6, on constate que: 
• le temps d'apprentissage des réseaux bouclés ou récurrents (avec rétroaction de 
vitesse) est bien meilleur que les réseaux non bouclés (sans rétroaction de vitesse) ; 
• la qualité de l'estimation croît légèrement avec l'utilisation des puissances active et 
réactive (l'amélioration n'est pas très significative) ; 
• les erreurs d'approximation les plus élevées sont observées aux alentours des 
changements brusques de la vitesse (le régime transitoire) ; 
• Au regard du tableau 4.2, on constate que c'est avec la topologie du réseau de neurones 
avec une base d'apprentissage enrichie par l'ajout seulement de la puissance instantanée 
réactive (sans la puissance instantanée active) de bOlIDes performances sont obtenues. Par 
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contre, des essais avec une base d'apprentissage enrichie avec la puissance instantanée 
active uniquement n'ont pas offert de meilleures performances. 
• l'ajout simultané des puissances active et réactive a fait disparaître le problème de 
minimums locaux. Ce qui représente un grand avantage en soit. Cependant, il n'a pas 
amélioré ou réduit d'une façon significative le temps d'entraînement. À l'inverse, il 
allongé le temps d'entraînement du réseaux de neurones. 
• Par ailleurs, on a constaté que l'ajout des filtres sur les courants et sur les tensions, a 
permis d'étudier le comportement d'une série d'estimateurs d'ordre réduit (architecture de 
petite taille) basés seulement sur les courants et les tensions ou les courants statoriques 
seuls. Cela facilitera l'implantation pratique. 
4.3.5.4 Étude de la robustesse de l'estimateur 
On a procédé à une étude de robustesse des 6 architectures précédentes. On ne représente 
que l'étude effectuée sur la topologie S3. Puisqu'à quelques différences près, les mêmes 
constations s'appliquent pour les autres topologies. La figure (4.7) montre le résultat de 
simulation correspondant (la vitesse mécanique) pour un fonctionnement avec une variation de 
+50% de la résistance statorique. On constate que comportement de l'ensemble reste bon. En 
effet l'erreur d'estimation reste assez comparable à celle obtenue avec les paramètres nominaux 
de la machine. 
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Vitesse pour une variation de +50% de Rs 
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Figure 4.7 Fonctionnement pour une variation de la résistance statorique de 50% 
La figure (4.8) correspond à un fonctionnement pour une variation de +100% des 
résistances rotorique et statorique. On constate que la vitesse de rotation suit la vitesse de 
référence, par contre des oscillations importantes apparaissent. Le réseau de neurones n'arrive 
pas à bien généraliser. Cela peut s'expliquer par le manque d'enrichissement de la base 
d'apprentissage du réseau. On a repris, l'entraînement avec une banque plus enrichie de données 
(variation de 100% et 150%), mais, on n'a pas constaté une nette amélioration. Cependant, en 
adaptant les gains du régulateur PI de la boucle de régulation de vitesse, on a pu arriver à réduire 
ces oscillations. 
Les simulations ont montré que les estimateurs à réseau de neurones suggérés sont 
robustes sur une large gamme de variations des résistances de la machine. Cependant, cette 
robustesse diminue si les variations sont très importantes. 
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vitesse mécanique 
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Figure 4.8 Réponse du réseau S3 pour une variation de + 100% dans les résistances rotorique et 
statorique 
Suite à cette étude, on recommande en premier lieu l'estimateur basé sur la topologie S3. 
Cette topologie donne une erreur plus faible, possède un bon comportement dynamique et elle 
assez robuste face aux variations des résistance de la machine. 
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4.3.5.5 Analyse comparative des résultats 
Dans cette section, on va faire une analyse comparative des résultats découlant des 
algorithmes élaborés dans cette thèse et de ceux découlant des algorithmes proposés avec par 
d'autres chercheurs. On va comparer uniquement les topologies non bouclées parce qu'à la 
connaissance de l'auteur aucun estimateur de vitesse à topologie récurrente n'a été présenté dans 
la littérature disponible. 
La comparaison de nos résultats avec ceux d'autres équipes est très favorable: 
• Dans la référence [8], les résultats de simulation de plusieurs topologies d'estimateurs à 
réseaux de neurones non bouclés à quatre couches. La base d'apprentissage est basée sur 
les tensions uniquement et elle n'est enrichie avec aucune autre variable. Les tests de 
simulation sont effectués sans onduleur, et fournissent des erreurs quadratiques moyennes 
varient entre de 0.1 et 0.5. 
• Dans la référence [38], on réalise une erreur quadratique moyenne de 0.465 sur la 
séquence de test à l'aide du modèle de simulation associé à un estimateur non récurrent à 
deux couches cachées. 
• Les résultats qu'on a obtenus à l'aide des topologies non bouclées enrichies les puissances 
sont bien meilleurs que ceux présentés [8, 38, 39] (temps d'entraînement beaucoup plus 
faible, erreur quadratique moyenne beaucoup plus faible, erreurs de simulation plus 
faibles etc.). Les résultats obtenus dans cette thèse démontrent donc l'intérêt des 
estimateurs proposés, ainsi que la faisabilité de leur apprentissage. 
4.3.5.6 Conclusion 
Dans les paragraphes précédents, on a présenté et simulé 6 différentes topologies de réseaux de 
neurones bouclés et non bouclés pour l'estimation de la vitesse d'une machine asynchrone. Les 
topologies récurrentes donnent de meilleurs résultats. La topologie récurrente enrichie par la 
puissance instantanée réactive est fortement recommandée. 
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4.4 Estimateur à réseaux de neurones intégrés dans un système adaptatif 
avec modèle de référence à apprentissage en ligne 
Dans cette section, on va élaborer et simuler une autre catégorie d'estimateur. Ce sont les 
estimateurs qui emploient des réseaux de neurones à apprentissage en ligne. C'est à dire les poids 
du réseau de neurones seront ajustés continuellement afin d'assurer une bonne estimation de la 
vitesse. 
4.4.1 Méthode basée sur les flux rotoriques 
Cette méthode a été proposée pour la première fois dans la référence [37]. La figure 
4.10 montre le schéma d'un estimateur de la vitesse rotorique basé sur le SAMR et utilisant un 
réseau de neurones. Les entrées du modèle de référence sont les tensions et les courants 
statoriques dans le repère dq. 
Les sorties de ce modèle sont les composantes du flux rotorique dans le repère 
stationnaire ('Pdp 'Pqs )' Elles sont données par l'équation différentielle (2.33) qu'on a rappelée ici. 
Vds-----~ 
Vqs 
ids--""---~ 
Modèle de 
référence 
iqs-ri---+L ___ .-J 
Réseau de 
Neurones 
Artificiels 
RNA 
'Pd + 
'P 
" 
'Pd 
~ 
'P q 
+ 
Algorithme 
d'adaptation 
Figure 4.9 Estimation du flux rotorique basée sur SAMR en utilisant un RNA 
~[:dr l =~{[:dS] _ aLs ~[~dS] _ Rs[~dS]} dt qr J M qs dt qs qs (4.34) 
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On constate que cette équation ne contient pas la vitesse de rotation et elle décrit le modèle 
de référence. Par contre, l'équation rotorique de la machine exprimée dans le repère stationnaire 
lié au stator dépend aussi bien du flux rotorique que de la vitesse de rotation. Ce système 
d'équations différentielles représente le modèle d'adaptation et il est donné par: 
où 'Î' dr et 'Î'qr sont les flux rotoriques estimés par le modèle ajustable. Ce dernier est 
implanté par un réseau de neurones dont les poids sont ajustés en ligne. Puisque, l'erreur totale 
entre le flux rotorique 'P, (variable désirée) et le flux rotorique 'Î'r (variable estimée) fournie par 
le réseau de neurones est alors propagée pour modifier les poids de sorte que la vitesse estimée 
suit la vitesse réelle. 
L'équation du réseau de neurones estimant la vitesse est donnée par : 
{~dr (k) = W l ~d,(K -1) - W2 ~qr (k -1) + W3 : dr (k -1) 
'Pqr (k) = Wl 'Pqr (K -1) + W2 'Pdr (k -1) + W3i qS (k -1) 
(4.36) 
où, T est la période d'échantillonnage. 
La vitesse rotorique estimée est déterminée par : 
~ ~ ~ a w
r 
(k) = w
r 
(k -1) - T o('Pds (k -1) - 'PqS (k -1» + T IJ.. W2 (k -1) (4.37) 
où ~ représente le coefficient d'apprentissage, a désigne le coefficient qui détermine l'effet du 
changement du poids précédent sur le poids actuel (présent). 
Cette méthode possède plusieurs avantages : elle utilise un réseau simple à deux couches 
et l'apprentissage se fait en ligne. Cependant, elle ne donne pas une estimation précise surtout 
aux basses vitesses à cause de la présence de la résistance statorique dans le modèle de référence. 
Par contre, les variations de la constante de temps rotorique sont compensées par le modèle 
d'adaptation. Pour pallier à ces inconvénients, on a proposé une autre méthode basée sur le même 
principe, mais elle utilise un modèle de référence indépendant de la résistance statorique (la chute 
de tension statorique est transférée au modèle ajustable). 
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4.4.2 Nouvelle méthode basée sur la force électromotrice arrière 
4.4.2.1 Présentation de la méthode 
Les deux composantes directe et en quadrature de la force électromotrice arrière sont 
définies par : 
(4.38) 
Ces deux composantes peuvent être aussi déterminées en utilisant l'équation rotorique (4.35). 
(4.39) 
On définit la composante directe et la composante en quadrature comme suit: 
(4.40) 
d'où on obtient d'après l'équation (4.38) et l'équation (4.40) : 
[:d]=[:dS]_crLs ~[~dS] 
q qs dt qs 
(4.41) 
On remarque que ces deux composantes ne contiennent pas la vitesse de rotation et 
peuvent être utilisées comme modèle de référence. Elles sont indépendantes de la résistance 
statorique et elles sont obtenues sans intégration pure. Les tensions statoriques peuvent être 
reconstituées à partir des états de commutation et de la tension d'entrée de l'onduleur. Or, on sait 
que les équations des tensions rotoriques exprimées dans un repère stationnaire lié au stator 
contiennent le flux et la vitesse rotorique. Ces équations peuvent représenter alors le modèle 
adaptatif et elles sont obtenues par la substitution de l'équation (4.39) dans l'équation (4.40) : 
(4.42) 
Ce système d'équations dépend de la vitesse de rotation, qui est variable en général, et on 
cherche à l'estimer en utilisant un réseau de neurones. Ce dernier est utilisé comme modèle 
adaptatif. Pour cela, l'équation (4.42) peut être implantée par un réseau de neurones à deux 
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couches dont certains poids sont proportiOlmels à la vitesse de rotation. La figure 4.11 montre le 
schéma de principe de l'estimation de la vitesse basée sur la SAMR qui contient un RNA. 
Lorsque les sorties des deux modèles (de modèle référence et modèle adaptatif) sont égales alors 
la vitesse réelle est égale à la vitesse estimée par le réseau de neurones. Dans ce cas, les erreurs 
x d - X d et x q - x q seront nulles. Quand il y a une différence entre la vitesse réelle et la vitesse 
estimée, alors les erreurs sont non nulles et elles sont utilisées pour ajuster les poids du réseau de 
neurones. Les ajustements des poids sont faits de manière à ce que les erreurs convergent le plus 
rapidement vers zéro. Si on suppose que les paramètres de la machine ne varient pas et en 
dérivant par rapport au temps l'équation (4.42), on trouve: 
d [x dr ] M { 1 [1 0] [0 -1] d ['Î'd ]} L d [ids] - ~ =- (-- +(J)r )- ~ r +(Rs +_s (1-cr))- . 
dt x qr Lr 't'r ° 1 1 ° dt 'l'qr 't'r dt lqs (4.43) 
Modèle de Xd +('['\ 
xq 
,../ + 
référence - .l''''' 
'v 
-
~ 
~ x Réseau de 
Neurones ~ x
a Artificiels 
~ RNA ~ / Algorithme ~ d'adaptation 1+-
Figure 4.1 ° Estimation de la vitesse basée sur SAMR en utilisant un RNA 
or : 
~[~dr] =~([~d]_Rs[~dS]) 
dt 'l' qr M xq lqs 
(4.44) 
Substituons l'équation (4.44) dans l'équation (4.43) et arrangeant les termes: 
dXd 1 ~ (~R') (R Ls (1 )) dids Rs· 
-dt =--xd-(J)r Xq- slqs + s+- -cr -dt +-lds 
~ ~ ~ 
dXq 1 ~ ~. Ls diqS Rs. 
-dt =--xq + (J)r(xd -Rslds)+(Rs +-(1-cr))-dt +-lqS 
~ ~ ~ 
(4.45) 
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Si on discrétise l'équation (4.45) à l'aide de la méthode de différences finies arrière, on obtient: 
1- ~-I xd (k) = _~ xd (k) - Ù)r (x (k) - Rsiqs (k)) + (Rs +.!:i(1-cr)) 1- ~~I ids (k) + Rs ids (k) Tz 1 1:r q 'tr Tz 'tr 4.46) 
1- ~-I x (k) = _~ xq (k) + Ù)r(xd (k) - Rsid,(k)) + (Rs + Ls (l-cr)) 1- ~~I i qS (k) + Rs i qS (k) Tz 1 q 1: 't Tz 't 
r r r 
Après arrangement des termes, on arrive à l'expression suivante: 
X (k) = (1-~ )xq (k -1) + Twrxd (k -1) - TwrR)ds (k -1) + (Rs +.s.. (1- cr))(iq,(k) 
q 1: 1: 
r r 
(4.47) 
+(Rs(1+~)+ Ls (1-cr))iqs (k-l) 
1:r 1:r 
Introduisons les constantes suivantes: 
(4.48) 
On constate que les poids W 1, W 3, W 4 sont constants, alors que les poids W 2 et W 5 sont variables 
et proportionnels à la vitesse de rotation. 
Le système d'équations (4.47) prend la forme: 
{~d (k) = W1 ~d (k -1) - W2~q (k -1) + W3~dS (k) + W4i ds.(k -1) + W~iqs (k -1) x q (k) = W1 x q (k -1) + W2X d (k -1) - Ws1ds (k -1) + W31qS (k) + W41q,(k -1) (4.49) 
Le système d'équations (4.49) peut être facilement implanté à l'aide d'un réseau de 
neurones à deux couches. Il possède six entrées et deux sorties. Les deux entrées représentent les 
valeurs précédentes de xd et xq et les quatre autres sont les courants statoriques. Toutes ces 
variables sont exprimées dans un repère stationnaire lié au stator et n'exigent pas de 
transformations trigonométriques complexes. En plus, on constate que les deux sorties sont les 
valeurs présentes de x d et x q' Par conséquent, tous les nœuds du réseau de neurones sont bien 
définis. La connexion entre les neurones est représentée par des nœuds qui peuvent être 
généralement positifs ou négatifs. 
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Figure 4.11 Représentation d'un estimateur de la vitesse de rotation par un réseau de neurones 
Dans la figure 4.11, les poids adaptatifs W2 et W5 sont indiqués en lignes épaisses et ils 
sont proportionnels à la vitesse de rotation. Ces deux poids sont ajustés en ligne pour minimiser 
l'erreur quadratique définie par: 
E = ~ E2 (k) avec E = [E d, Eq]T et Ed = x d - Xd, Eq = x q - xq (4.50) 
L'ajustement des poids pour minimiser l'erreur quadratique devrait être proportionnel à 
l'opposé du gradient de l'erreur par rapport aux poids W2 et W5 (- (JE et- (JE ). Car de cette (JW2 (Jws 
façon, il est possible de se converger progressivement vers la solution optimale. 
Par rapport au poids W2, l'expression du gradient de l'erreur est donnée par : 
dE ~ W2 (k) = -'Il dW 
2 
(4.51 ) 
où 'Il est le taux d'apprentissage qui est une constante positive. Un taux d'apprentissage élevé 
accélère l'apprentissage mais peut provoquer des oscillations à la sortie du réseau. 
L'équation (4.51) peut se réécrire comme suit : 
(4.52) 
en utilisant la définition de l'erreur, on peut alors écrire: 
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(4.53) 
La dérivée partielle du deuxième terme est déterminée en se servant du système d'équation (4.49). 
OX [OX OX]T [-x (k-l)] 
oW
2 
= O~2' OW: = xd(k -1) (4.54) 
En substituant les équations (4.52) et (4.53) dans l'équation (4.51), on arrive à : 
L\ W2 (k) = 'Il ( -(Xd - x d )x q (k -1) + (x q - x q )xd (k -1)) (4.55) 
L'expression (4.54) est bien connue dans l'apprentissage des réseaux de neurones par la méthode 
de descente de gradient. En suivant la même démarche, on trouve pour l'ajustement de W 5 : 
(4.56) 
Finalement, les ajustements des poids sont obtenus par: 
[
W2 (k)] = [W2 (k -1)+AW2 (k)] = [W2 (k -1) +r](-(x d -Xd )x q (k -1)+(x q -x q )x d (k -1)] 
W5 (k) Ws(k-l)+AWs(k) Ws(k-l)+r](-(x d -xd)x q (k-l)+(x q -x q )xd(k-l) 
(4.57) 
Comme mentiOlmé précédemment, pour un apprentissage rapide, le taux d'apprentissage 
doit être élevé, mais cela peut provoquer des oscillations dans les sorties du réseau. Pour pallier à 
cette difficulté, on a ajouté à l'équation (4.55) un terme, appelé momentum, qui tient compte des 
changements dans les poids à l'état précédent. Cela permet d'accélérer la convergence de 
l'algorithme d'apprentissage. On obtient ainsi: 
[
W2 (k)] = [W2 (k -1) + L\ W2 (k) + aL\ W2 (k -1)] 
Ws(k) W5 (k-l)+L\W5 (k)+aL\Ws(k-l) 
(4.58) 
ce qui donne: 
[
W2 (k)] = [W2 (k -1) + 'Il ( -(Xd - x d )x q (k -1) + (x q - x q )xd (k -1) + aL\ W2 (k -1)] 
Ws(k) Ws(k-l)+'Il(-(x d -xd)x q (k-l)+(x q -x q )x d (k-l)+aL\W5 (k-l) 
(4.59) 
a est encadré généralement entre 0.1 et 0.9. Le terme aL\ Wj (k -1) est appelé terme de 
momentum. L'ajout de ce terme dans le mécanisme d'ajustement des poids du réseau augmente 
significativement la vitesse de convergence de l'algorithme, qui est extrêmement utile lorsque le 
réseau est utilisé pour déterminer en temps réel la vitesse de rotation de la machine asynchrone. 
Or comme on a vu précédemment, le poids W 2 est proportionnel à la vitesse de 
rotation W2 = W, T. Finalement, on arrive à écrire la vitesse de rotation comme suit : 
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(4.60) 
Cette dernière équation sera utiliser pour estimer la vitesse. 
4.4.2.2 Présentation des résultats de simulation 
Pour valider la méthode d'estimation proposée, on a choisi une stratégie de commande 
vectorielle indirecte à flux rotorique orienté. 
L'apprentissage se fait en deux étapes : 
• l'apprentissage initial se fait hors ligne en utilisant un simple algorithme. 
• l'apprentissage en ligne se fait lorsque le réseau est placé dans la stratégie de commande. 
La figure 4.12 montre le système utilisé pour simuler le comportement de cet estimateur. On a 
utilisé une fonction Matlab (S-function) pour implanter l'algorithme d'apprentissage. 
wme 
dq·abc 
Teta iabc 14----+ 
'------j Phir wm 
Estimateur 
Calcul de Phi 
et Teta 
Régulateur 
du courant C9+ŒJ 
Horloge t 
• ~A ~ulJs : 
TL 
Powergui 
-Discrete, 
Ts = 2e-006 s. 
Vab vab 
Machine 
asynchrone 
~Om 
is wm 
is 1+---, 
Demux 
is_abc 
is_qd 
m 
vs_qd 
wm 
Figure 4.12 Commande vectorielle indirecte avec estimateur à réseau de neurones en ligne 
La figure 4.13 représente la réponse en vitesse de la commande en boucle fermée et 
l'erreur observation. On note que l'erreur d'observation est plus importante au démarrage et lors 
du changement de sens de rotation. Cependant, l'estimateur converge rapidement. La figure 4.13 
montre également le comportement de l'ensemble pour une variation de +60% de la résistance 
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statorique. On constate que le système devient un peu lent, mais le comportement de l'estimateur 
reste bon même à basse vitesse et il ne diverge pas. 
Vitesse mécanique wm 
200r-~=r----r---1I--~~==~--~----~--~ 
1 1 1 1 
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;
-1----: -----~ ------~ ----- t ------\, ------1 - - - - - - ~ - - - - -
1 1 1 1 1 1 1 
1 1 1 1 1 ~ 1 1 
o ------~-----~------~--- --~------~- ---~------~---
-100 
, 
- - -- - -,- --
, , 
-----r------î--
-200 0 0.2 0.4 0.6 0.8 1.2 1.4 1.6 
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0.6 
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0.4 - 1 1 1 1 1 1 1 ---r-----'------T------r------î-----~------,------, 
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Figure 4.13 Réponse en vitesse pour l'estimateur à apprentissage en ligne avec une variation de 
60% de résistance statorique. 
La méthode qu'on vient de présenter possède plusieurs avantages: 
• le modèle de référence est robuste face aux variations des résistances de la machine; 
• la structure du réseau de neurones est simple; 
• l'apprentissage se fait en ligne ; 
• l'amélioration de la précision de l'estimation aux basses vitesses. 
Son grand inconvénient est que son modèle ajustable est affecté légèrement par les constantes de 
temps statorique et rotorique. 
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4.4.2.3 Analyse comparative avec d'autres algorithmes 
L'approche d'estimation proposée dans cette section est originale. Elle se base sur la 
même idée que celle présentée dans la référence [37], mais elle utilise des modèles de référence 
différents. Dans les deux approches l'apprentissage se fait en ligne. Le modèle de référence de la 
méthode est indépendant de la résistance statorique. La méthode proposée est plus robuste face 
aux variations des résistances de la machine et la précision de l'estimation aux basses vitesses est 
meilleure. 
Les résultats de simulation valident le réseau développé. Ils montrent la capacité du 
réseau de neurones à estimer la vitesse de rotation mécanique en régime permanent avec des 
erreurs d'initialisation, ainsi qu'en régime dynamique par un choix adapté en ligne des poids du 
réseau. 
La description des contraintes reliées à l'implantation expérimentale pour valider les 
algorithmes d'estimation proposées dans cette thèse est présenté à l'annexe D. 
4.5 Conclusion 
Dans ce chapitre, on a montré la capacité des réseaux de neurones bouclés et non bouclés 
pour l'estimation de la vitesse de rotation par rapport aux estimateurs classiques basés sur un 
modèle dynamique des machines. En résumé, voici les avantages et inconvénients des 
estimateurs basés sur les réseaux de neurones : 
Avantages: 
• Un réseau de neurones bouclé ayant une architecture adéquate et bien entraîné assure 
un écart nul entre la vitesse de référence et la vitesse mécanique réelle lors des 
régimes pennanents et des régimes transitoires. Ce dernier point est, en effet, 
quasiment "impossible" à obtenir avec un estimateur d'état basé uniquement sur le 
modèle et les paramètres physiques de la machine 
• Une indépendance vis-à vis des paramètres électriques et magnétiques à condition de 
bien enrichir la base d'apprentissage, de sélectionner la bonne topologie et de choisir 
l'algorithme d'entraînement approprié. 
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• Ces estimateurs nécessitent un nombre assez réduit d'opérations arithmétiques afin 
d'envisager leur implantation sur des processeurs de moyenne performance ou comme 
tâches supplémentaires pour accroître les performances des variateurs de vitesse. 
Inconvénients : 
• La détermination de l'architecture du réseau se fait par essai et erreur ce qui rend la 
technique d'estimation ardue et longue. 
• L'importance d'avoir une banque d'apprentissage très riche et assez représentative. 
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CONCLUSION GÉNÉRALE 
La tendance actuelle dans le domaine des entraînements à vitesse variable vise à 
restreindre le nombre de capteurs de mesure dans les variateurs électroniques. En vu 
d'augmenter la fiabilité de ces derniers et de réduire les coûts associés, on remplace les 
capteurs par des estimateurs simples robustes et peu coûteux. 
Le travail présenté dans cette thèse concerne le domaine de la commande sans 
capteurs de la machine asynchrone à cage d'écureuil et porte essentiellement sur 
l'estimation de la vitesse par réseaux de neurones statiques et dynamiques. 
Les chapitres 1 et 3 ont permiS de soulever la problématique des méthodes 
d'estimation de la vitesse de la machine asynchrone basées sur des modèles 
mathématiques. Ces derniers dépendent des paramètres électriques et mécaniques de la 
machine qui varient avec la température, le niveau de saturation et le point d'opération. 
Cette dépendance rend l'estimation peu robuste et engendre des oscillations en régime 
transitoire et des erreurs d'estimation en régime permanent. Pour remédier à ces 
problèmes, on a opté pour l'estimation de la vitesse par réseaux de neurones. 
Bien que les estimateurs à base de réseaux de neurones sont des approximateurs 
parcimonieux, ils souffrent de plusieurs handicapes : le manque de procédures dans le 
choix de la topologie du réseau et les algorithmes d'apprentissage et le besoin d'une base 
de données enrichies. 
Dans le chapitre 2, on a développé différents modèles d'état de la machine 
asynchrone alimentée en courant ou en tension. De plus, on a élaboré et simulé deux 
stratégies de commandes : la commande vectorielle directe et la commande vectorielle 
indirecte. On a constaté que la commande indirecte exige la mesure ou l'estimation du 
flux et de la vitesse alors que sa robustesse est affectée par la constante de temps 
rotorique. En plus d'exiger la mesure de la vitesse et de l'angle d'orientation, la méthode 
directe est affectée par les mêmes contraintes que la méthode indirecte. 
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Dans le chapitre 4, qui constitue le cœur de notre travail de recherche, on a 
élaboré des modèles discrets pour deux familles de réseaux de neurones. La première 
famille concerne les réseaux de neurones bouclés et non bouclés à apprentissage en temps 
différé et basées sur les courants, les tensions et les puissances (active et réactive). On a 
montré qu'enrichissant la base d'apprentissage par les puissances actives et réactives, on 
a réussi à surmonter le problème des minimums locaux, de réduire le temps 
d'entraînement des réseaux et de faciliter le choix des meilleures structures adaptées à 
l'estimation de la vitesse. On a montré également que les réseaux ayant une seule couche 
cachée ne conviennent pas à l'estimation de la vitesse lorsque la machine est alimentée 
par un onduleur où l'utilisation d'un filtre est plus que nécessaire. D'autre part, les 
réseaux ayant plus qu'une couche cachée peuvent remédier au problème à condition que 
le réseau soit enrichi et possède un nombre de neurones suffisant. On a constaté aussi 
que la considération de la puissance réactive a permis, dans la majorité des cas, de réduire 
le temps de convergence de l'estimateur et d'augmenter la robustesse du réseau et la 
précision de l'estimation aussi bien qu'en régime transitoire qu'en régime permanent. 
La deuxième famille concerne les réseaux de neurones qui font appel à 
l'apprentissage en ligne. Il s'agit des réseaux de neurones basés sur le concept des 
systèmes avec un modèle de référence. Ces réseaux se distinguent par une architecture 
simple et donnent, généralement, des résultats assez précis et peu sensibles aux variations 
paramétriques mais exigent un mécanisme d'adaptation relativement complexe. 
À la fin, on aimerait faire quelques recommandations quant à la suite de ce travail. 
• L'enrichissement de la base d'apprentissage des réseaux de neurones par les 
puissances active et réactive présente suffisamment d'intérêt pour que leur application 
soit généralisée pour la commande d'autres machines électriques ou bien dans les 
compensateurs statiques etc. 
• La méthode d'estimation peut-être généralisée pour reconstruire d'autres variables 
d'état tels que les flux, le couple et même l'identification des paramètres pour réaliser 
des commandes adaptatives. 
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ANNEXE A 
OBSERV ABILITÉ DE LA MACHINE ASYNCHRONE TRIPHASÉE À 
CAGE D'ÉCUREUIL 
A.1 Introduction 
L'observabilité caractérise la propriété de pouv01r récupérer à partir d'une 
combinaison de mesures et de leurs dérivées toutes les grandeurs d'un système 
dynamique. Dans le cas d'un système linéaire, l'observabilité est simple à vérifier et les 
techniques relatives sont bien maîtrisées. Par contre, pour les systèmes non linéaires, la 
notion d'observabilité complète n'existe pas mathématiquement. Mais, l'observation 
peut être globale, locale ou stationnaire [74]. Notre objectif est d'étudier l'observabilité 
de la machine asynchrone à cage d'écureuil afin de définir le nombre minimal de sorties 
mesurables aussi bien en régime permanent qu'en basse vitesse. 
A.2 Quelques définitions géométriques de l'observabilité 
Considérons le système dynamique continu non-linéaire défini par: 
{
X(t) = f(x(t), u(t» 
y = h(x(t» 
(A.I) 
où XE 9\" , U E 9\Jn, Y E 9\P représentent respectivement l'état interne du système, 
l'entrée (le vecteur de commande) et la sortie du système. Les fonctions f et h sont des 
fonctions suffisamment lisses. 
Les méthodes d'étude d'observation des systèmes non-linéaires se devisent 
grossièrement en deux grandes classes: méthodes de Lyapunov et celles de linéarisation. 
L'application des méthodes de Lyapunov s'avère souffrir d'un problème complexe 
notamment du fait que l'état du système apparaît dans la dynamique d'erreur. La 
méthode de linéarisation présente une extension de l'idée de Luenberger. Cette méthode 
est basée sur la notion d'équivalence à une équation d'erreur linéaire. Plusieurs auteurs 
[75] ont établi des critères similaires à ceux des systèmes linéaires. C'est une façon 
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simple de tester l'observabilité locale d'un système non-linéaire. Elle semble dOlmer des 
résultats satisfaisants dans le cas d'une machine asynchrone. 
Dans le cas des systèmes non linéaires, on peut distinguer au moins quatre types 
d'observabilité géométrique [76] : 
• système localement observable; 
• système localement faiblement observable; 
• système observable; 
• système faiblement observable. 
Ces définitions sont liées entre elles par les relations suivantes: 
système localement observable système observable 
/) /) 
système localement faiblement observable :::::::> système faiblement observable 
Cela signifie que l'étude de l'observabilité locale d'un système non linéaire permet de 
déterminer son observabilité globale. 
On peut utiliser plusieurs critères pour tester l'observabilité locale d'un système non 
linéaire. Le plus simple et le plus direct est le critère du rang en comportement non-
linéaire. C'est une approche analogue à celui des systèmes linéaires. 
A.3 Principe 
L'analyse de l'observabilité des systèmes non linéaires consiste à dériver 
suffisamment de fois la fonction de sortie (vecteurs de sortie). C'est un principe qui 
ressemble beaucoup à celui utilisé dans les systèmes linéaires. Il présente un indicateur 
sur la possibilité d'exprimer les variables d'état en fonction des mesures, des sorties et de 
leurs dérivées. Dans le cas de la machine asynchrone, les mesures sont, en général, les 
courants statoriques alors que les entrées sont les tensions statoriques. 
Pour les systèmes non-linéaires, l'observabilité est souvent réduite à un sous-domaine de 
9\" où n correspond à la dimension du vecteur d'état, qu'il est nécessaire de connaître afin 
d'éviter des modes de fonctionnement dangereux ou non-permis. 
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A.4 Théorème: Critère du rang en non-linéaire 
Une condition suffisante pour que le système non-linéaire (A.l) soit localement 
faiblement observable est que le rang de la matrice d'observabilité 0 de dimensions + 00 
x n définie par: 
0= 
y 
y 
y 
y n-l 
h(x,u) 
dh(x, u) oh(x, u) ax oh(x, u) ou 
---= +---
dt ox ot ou ot 
d2h(x,u) 
dt2 
= 
LOfh(x, u) 
L1fh(x, u) 
L~h(x,u) 
(A.2) 
soit égal à la dimension n de l'état; Lf étant un opérateur différentiel et Lifh(x) la dérivée 
de Lie d'ordre i de h le long de la courbe d'intégrale f. Cet opérateur différentiel est 
défini comme suit : 
Ti h ) oh(x, u) OX oh(x, u) ou 
L (x U = + -'---'-
f' OX ot ou ot (A.3) 
Un système non-linéaire est globalement observable SI l'application de 
l'observabilité (A.2) peut être résolue en fonction de x dans tout le domaine de définition. 
Mais l'inversion d'un système d'équation non linéaire est presque impossible. Les 
conditions d'inobservabilité sont donc difficilement réalisables analytiquement. Par 
conséquent, l'étude de l'observabilité d'un système non linéaire est souvent réduite à un 
sous-domaine de 9\n en utilisant la notion d'observabilité locale. Une condition 
nécessaire et suffisante pour l'observabilité locale est la régularité de la matrice 
jacobienne J c'est-à-dire: 
00 'ïj 9\ITI 
range ox )x=x" = nUE q système non linéaire localement observable 
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A.5 Étude de l'observabilité d'une machine asynchrone 
La machine asynchrone est un système non linéaire multivariable, et donc on peut 
utiliser l'analyse d'observabilité locale pour vérifier la sienne. Tel que mentionné, 
l'observabilité locale est relativement plus simple par rapport à l'observabilité globale. 
En plus, elle peut être appliquée à tous les modèles d'état élaborés dans le chapitre 2. 
Toutefois, on limite l'étude aux modèles les plus utilisés dans la commande vectorielle, 
dans la commande directe de couple et dans la commande adaptative. Plus précisément, 
on étudie le modèle composé des courants statoriques, des flux rotoriques et de la vitesse 
[ids, iqs, 'l' dr, 'Y qr, wm] et le modèle composé des courants statoriques, des flux statoriques 
et de la vitesse mécanique [ids, iqs, '1' ds, '1' qs, wm]. 
Dans la commande sans capteur de vitesse, l'analyse d'observabilité comporte 
généralement deux vecteurs de sortie: le modèle composé des courants statoriques, des 
flux statorique ou rotoriques et de la vitesse de rotation. Elle nécessite donc au moins un 
deuxième ordre pour l'opérateur différentiel Nf. 
A.5.1 Observabilité pour le modèle d'état composé de [ids, iqs, 'l'dn 'l'qrl à vitesse de 
rotation constante 
Dans un premier cas, on suppose que la vitesse de rotation demeure constante. 
Dans un repère stationnaire lié au champ tournant, le modèle d'état est donné par: 
dWr = 0 
dt 
1 1- cr 
-----
cr'ts cr'tr 
0 
M 
'tr 
0 
0 
1- cr 
cr'trM 
1 1- cr 1- cr 
-----
---w 
cr'ts cr'tr crM r 
0 
1 
'tr 
M 
Wr 
'tr 
1- cr 
--w 
crM r 
1- cr Ids 1 0 
cr'trM Iqs 1 0 1 +--
'l'dr crLs 0 0 
-Wr 
'l'qr 0 0 
1 
'tr 
[v& ] 
V qs 
(A.4) 
où ids, iqs représentent les courants statoriques, 'l' dr, 'l' qr les flux rotoriques et Wr la vitesse 
angulaire du champ rotorique. 
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L'espace d'observabilité est géré par les sorties (courants ids, iqs) et leurs dérivées 
respectives. On cherche à extraire cinq vecteurs linéairement indépendants de cet espace. 
La vérification de l'observabilité est obtenue à partir du calcul du déterminant de la 
matrice d'observabilité associée. L'observabilité obtenue ainsi est seulement locale. 
L'analyse conduit à deux matrices d'observation O[ et O2 données comme suit: 
Ids 
1 ds Ids di ds di ds YI YI Ids Lfi ds dt 
YI Lfi ds dt YI d· 2 
o - YI L? . Ids et °2= i qs 1- [Ids dt 2 Y2 Iqs di qs Y2 1 qs 1 qs Y2 Lfi qS dt Y2 Lfi qS di qS Y2 L2· d· 2 
dt 
fIqs Iqs 
de 
Après arrangement des termes et la dérivation des courants ids et iqs, on aboutit aux 
expressions A.6 et A.7. 
Il-cr 1-cr 1-cr v -(-+--)i +--'1' +--{û 'Y +_ds_ 
ds M dr M rqr L crTs crT r crT r cr cr s 
(A.5) 
(A. 6) 
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1 1-0' 1-0' 1-0' v - (-+ --)i + --'l' + --(ù 'l' + _d_, 
ds M dr M rqr L O''t, O''tr 0' 'tr 0' 0' s 
1 1-0' 1-0' 1-0' v - (-+ --)i - --(ù 'l' + --'l' + _qs_ 
qs M rdr M qr L O''t, O''tr 0' 0' 'tr 0' , 
Les matrices jacobiennes correspondantes sont dOlmées par: 
1 
1 1- 0" 
-(-+-) 
(J't, cr't, 
o 
o 
(_1_+ l-cr)2 _I-~ 
cr't, cr't", cr't, 
1- cr 
-Ct), 
cr't", 
o 
o 
1 
1 1- cr 
-(-+-) 
cr't", cr't", 
o 
o 
1 
II-cr 
-(-+-) 
cr't", cr't", 
o 
o 
1 
1 1- cr 
-(-+-) 
cr't", cr't, 
(_I_+I-cr)2_1-~ 
cr't", cr't, cr't", 
o 
1- cr 
crM't, 
o 
1- cr 
-Ct) 
crM ' 
l-cr 1 1 2 
--(--+-2 +Ct),) 
crM cr't", 't", cr't, 
1 - cr (_1_ + 1 + cr )Ct), 
o 
1- cr 
crM't, 
o 
1- cr 
crM't", 
o 
1- cr 
-Ct), 
cr't", 
I-cr( 1 I+cr) 
--+-Ct) 
crM cr't", cr't", ' 
crM cr1:, cr't, 
o 
1- cr 
o 
1- cr 
-Ct) 
crM ' 
o 
l-cr 
crM 
1- cr 1 1 2 
-(--+-, +Ct),) 
crM cr't", 't", cr't"~ 
Les déterminants des matrices jacobiennes JI et J2 sont: 
(A7) 
(A.8) 
o 
1- cr 
-'Pq, 
crM 
o 
1- cr (_1_ + 1 + cr )'1'., 
crM cr't, cr1:r 
1 - cr (1 1 + cr )lU 2 1 - cr UJ 
--+-T.r + -Ct)rTr 
crM cr't", cr't", crM q 
(A9) 
(AIO) 
140 
Reproduced with permission of the copyright owner.  Further reproduction prohibited without permission.
Il existe donc une singularité locale pour certains points de fonctionnement qui 
sont liés aux choix de la matrice d'observabilité effectuée. Néanmoins, quel que soit le 
h · 1 . M . Hl 1 UJ 0 M. 1 \Tf \Tl 0 A C OlX, e pomt-lqs + Cùr T dr + - T qr = ,-lqs - - T dr + Cùr l qr = apparmt comme une 
'Tr 'Tr Tr Tr 
singularité physique du système. Ces singularités correspondent à des points de 
fonctionnement où le flux rotorique est constant: ':Pdr = ete ou ':Pqr = ete. 
Dans tous les autres cas, le modèle remplit les conditions d'observabilité locale. 
On remarque aussi que le rang des déterminants de JI et h est indépendant de l'entrée. Il 
résulte alors que toute entrée rend le système localement observable sur un espace 
.3{CidS,iqs,':PdS,':PQS,Cùr) / 'Pds ='PqS =O}. 
On trouve ces conditions dans le cas de la commande vectorielle à flux rotorique 
orienté. 
Dans cette stratégie de commande, on a la relation: 
P M i qs Cù =-Cù +---
e 2 r 'T
r 
':Pdr 
(AIl) 
On exprime le couple électromagnétique par: 
(A12) 
On obtient ainsi: 
P 2Rr Tem Cù = -Cù + ----
e 2 r P ':P 2 dr 
(A 13) 
Dmls ce cas, les relations 'Pds = 'PqS = 0 se traduisent par Cùe = O. Ceci signifie 
que le couple électromagnétique et la vitesse mécanique sont de signes opposés 
(fonctionnement en génératrice avec circulation de courant continu au stator). 
Si ù\ = 0 lors de transition, le modèle considéré est non-observable à faible vitesse. Pour 
éviter le fonctionnement dans cette zone critique, le variateur sans capteur mécanique 
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Ids 
Iqs 
d 
'Pdr dt 
'Pqr 
Ù)r 
doit transiter rapidement vers une zone plus stable. Ainsi, l'observateur n'a pas le temps 
de diverger et l'ensemble reste stable en boucle fermée. 
A.S.2 Observabilité pour le modèle d'état composé de [ids, iqs, 'Pdn 'Pqn (Om] 
Dans ce cas, on suppose que la vitesse de rotation varie et le couple de charge 
reste sensiblement constant. Dans un repère stationnaire lié au champ tournant, le 
modèle d'état est donné par: 
1 1- cr 0 
1- cr 1- cr 
0 ----- --(0 
cr'ts cr'tr cr'trM crM r 
1 1- cr 1- cr 1- cr 1 0 0 0 0 Ids ------- ---ù) 
crLs _1_0 cr'ts cr'tr crM r cr'trM Iqs [Vd, ] M 1 0 crLsO 
= 0 -wr 0 'Pdr + 0 0 
vqs 
'tr 'tr 
'Pqr 0 Teh M 1 0 0 1 0 (Or 0 Wr 
'tr 'tr 0 0 J 
PM ~M'P 0 0 ~ ---'P 2J L qr 2J L dr J r r 
On peut démontrer que ce modèle est localement observable si on a les conditions 
suivantes: 
Lorsque la vitesse mécanique est constante, la condition de rang n'est pas 
satisfaite si les composantes de flux sont constantes. L'observabilité du système n'est pas 
garantie à basse vitesse. Aux basses vitesses, le temps mort, la tension faible, la variation 
paramétrique affectent aussi bien la commande de la machine que son observation. 
A.S.3 Observabilité pour le modèle d'état composé de [ids, iqs, 'Pds, 'Pqm (Om] 
(A. 14) 
Dans ce cas, on suppose que la vitesse de rotation varie et le couple de charge 
reste sensiblement constant. Dans un repère stationnaire lié au champ tournant, le 
modèle d'état est dOlmé par: 
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1 1 1 1 1 
0 --(-+-) -0)1" --0) 
id.\' a Ts T,. als T,. als r ids 
iqs 1 1 1 1 1 0 i qS d 0),. --(-+-) 
--0) 
':Pd, = a Ts T,. 
als r alST,. 
'Pds + dt -Rs 0 0 0 0 
':Pqs 0 -Rs 0 0 0 
'PqS 
0),. p p 
0 0 fi 
{)J,. 
- 2J lsM(l- a)':Pqs 2J L\M(1- a)':P d, J 
1 0 0 
als _1_ 0 
[V'" l 0 als 0 1 0 vqs (A.l5) 
1 
0 Teh 0 1 
-
0 0 J 
On va se restreindre aux matrices d'observations dans les directions de ids et iqs et 
leurs dérivées. Les deux matrices d'observabilité sont données par : 
Ids 
di ds 
dt 
d' 2 o - Ids = 1-
dt 2 
(A.16) 
Iqs 
di qS 
dt 
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i ds 
di ds 
dt 
°2= 1 qs (A.l3) di qs 
dt 
di qS 
dt 
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ANNEXEB 
CAPTEURS DE VITESSE DE ROTATION D'UNE MACHINE ASYNCHRONE 
Les capteurs de vitesse de rotation instantanée d'une machine asynchrone peuvent être 
regroupés en deux classes : les capteurs analogiques et les capteurs numériques. Ils sont devenus 
indissociables de ces machines pour réaliser des servomécanismes de hautes performances. 
B.l Capteurs analogiques 
B.Ll Génératrice tachymétrique à courant continu 
La mesure de vitesse par une génératrice tachymétrique est une technique très ancienne, et 
on la trouve dans de nombreux systèmes. La génératrice tachymétrique est un actionneur 
électrique à courant continu à flux constant. Elle peut être à excitation séparée dont le courant 
inducteur est maintenu constant ou à aimants permanents. Elle permet de convertir la vitesse de 
rotation en un signal électrique analogique qui lui est proportionnel. Elle peut fonctionner à vide 
ou débiter sur une charge résistive. Sa robustesse physique et sa bonne tenue à la température en 
font une valeur sûre. Pourtant, la génératrice tachymétrique n'est pas sans défaut. 
B.L1.l Constitution et principe de fonctionnement 
Dans le cas d'une génératrice à aimants permanents, le champ excitateur est produit par 
les aimants permanents, ce qui assure un flux bien défini à travers le rotor, qui porte les 
enroulements de l'induit. 
Notons: S la surface d'une spire, B l'induction, <PIe flux à travers cette spire, <Pm = B.S, e l'angle 
de du plan de la spire par rapport à une position de référence. La vitesse angulaire (J) = - sera 
r dt 
supposée constante. 
On peut écrire : 
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<p(t) = <Pm sin(S+So) = <Pm sin(oort+So) 
d<p(t) = d<P(t) dS =00 <P cos(oo t+S ) 
dt dS dt r m r 0 
(B.1) 
(B.2) 
La force électromotrice e(t) aux bornes d'une spire est donc alternative; sa fréquence et 
son amplitude sont toutes deux proportionnelles à OOf • 
Les spires étant réparties régulièrement sur la périphérie du rotor, elles constituent un système 
polyphasé de tensions. Pour obtenir un courant continu, on doit sélectionner les différentes spires 
de façon séquentielle. Un commutateur sélectionne la (ou les) spirees) la mieux placée par 
rapport au champ permanent : un redressement polyphasé est donc réalisé. Cette commutation 
peut se faire électromécaniquement à l'aide d'un collecteur. Celui-ci comporte des lames 
connectées aux différents enroulements rotoriques, et alimentant un jeu de balais fixes. Le 
collecteur réalise trois fonctions: 
• mesurer la position du rotor; 
• commuter les tensions de l'induit tournant, pour assurer le redressement; 
• transporter l'énergie du rotor vers le stator. 
La force électromotrice résultante est continue, et directement proportionnelle à la 
vitesse de rotation du rotor (l'induit). Lorsque le flux magnétique est maintenu constant, la f.e.m 
est donnée par la relation bien COlmue 
Le paramètre K est appelé "constante de force électromotrice". Il s'exprime en [V / rad.s-I]. 
Si la génératrice est connectée à une charge et débite un courant d'induit ia qui provoque: 
(B.3) 
• une chute interne de tension Raia (Ra la somme des résistances l'enroulement d'induit et des 
contacts balais-collecteur) ; 
• une réaction d'induit qui diminue la f.e.m de la génératrice. 
En négligeant l'effet démagnétisant de la réaction d'induit, la chute de tension aux bornes des 
balais, les pertes fer et l'effet pelliculaire et en supposant que le circuit magnétique est non saturé 
et que la machine est entièrement compensée, l'équation électrique aux bornes de l'induit est 
dOlmée par: 
Km R' L di. Ri v = '±'w - 1 - - = 
a . a a dt a (B.4) 
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Où K une constante dépendant de la construction de la génératrice, ct> le flux utile d'induction 
traversant l'emoulement d'induit, mm vitesse de rotation, La l'inductance de l'enroulement 
d'induit et ia le courant instantané parcourant l'induit. 
Si R > > R 8' la constante de temps ~. est très petite et on peut alors négliger le terme L. ~; 
On obtient ainsi: 
v = • 
K<P 
R 1+_8 
R 
(B.5) 
D'après l'équation (B.5), si le flux ct> et les résistances R et Ra demeurent constantes, alors la 
tension aux bornes de l'induit est proportionnelle à la vitesse. Si la chute de tension due à la 
réaction magnétique de l'induit Cm est non négligeable, l'équation (B.5) devient: 
K<Pm - Em 
V = m 
8 R 
1+_" 
R 
Em peut être gardé constant par un entretien approprié des balais. 
Qualités de la génératrice tachymétrique 
• La tension délivrée est proportionnelle à la vitesse angulaire 
• Elle n'a pas besoin d'être alimentée 
• Elle existe en de nombreuses gammes 
(B.6) 
• Elle est capable de délivrer une puissance faible, mais notable. Ceci lui permet d'intervenir 
directement comme grandeur de commande dans certains procédés. 
• Elle résiste bien aux températures élevées (T>250°C), aux vibrations et aux champs 
magnétiques. 
Défauts de la génératrice tachymétrique 
• La tension délivrée est ondulée, ce qui limite la précision. 
• Cette ondulation est lente à basse vitesse, ce qui complique le filtrage. 
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• Les balais sont un facteur d'usure, et interdisent l'emploi en atmosphère explosible. 
• Les résistances R et Ra varient avec l'échauffement, et il sera assez difficile de maintenir la 
proportionnalité entre la tension aux bornes de la génératrice et la vitesse de rotation. 
• La chute de tension interne et la réaction d'induit engendrent un seuil de fonctionnement ou 
zone morte qui en résulte une erreur de linéarité et une erreur de symétrie quand le sens de 
rotation s'inverse. 
• Le filtrage du signal de vitesse par un filtre passe bas peut affecter les performances de la 
mesure. Il faut veiller à ne pas introduire un déphasage qui pourrait dégrader le temps de 
réponse ou perturber le fonctionnement d'une boucle d'asservissement. 
• Le prix relativement élevé pour un modèle de milieu de gamme. 
Pour éviter les problèmes liés aux commutateurs et aux balais, il est plus avantageux de 
remplacer la génératrice à courant continu par une génératrice à courant alternatif. 
Les technologies modernes permettent la mesure de vitesse dans de meilleures conditions à 
moindre coût. 
B.1.2 Génératrice tachymétrique synchrone 
C'est une machine synchrone qui fonctionne en alternateur et possède une ou plusieurs 
paires de pôles; elle délivre une f.e.m : 
K . 2m t e= m sm-_m-
m P (B.7) 
avec mm vitesse de rotation, P nombre de pôles K coefficient caractéristique de la machine [ en 
V/(rad.s- l ]. 
Pour obtenir la vitesse mm, il est possible d'exploiter: 
• la f.é.m par redressement et filtrage du signal; 
• l'information fréquence ; 
• la sinusoïde fournie présente généralement un taux de distorsion très faible. 
Cette méthode est intéressante car le signal est plus facilement transmissible sans erreur et 
elle est exploitable directement par comptage ou génération de fréquences pilotes. La fréquence 
est une fonction parfaitement linéaire et synchrone de la vitesse de rotation, alors que le signal 
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redressé peut présenter des écarts de linéarité et que le filtre peut introduire une constante de 
temps qui peut affecter les boucles de régulation. 
Ces machines, sans bobinages tournants ni balais, sont recommandées pour l'emploi dans un 
environnement sévère. 
B.1.3 Génératrice tachymétrique asynchrone 
Une génératrice tachymétrique asynchrone est construite comme un moteur asynchrone 
biphasé. Le stator comporte deux enroulements statiques décalés de n: et disposés sur un circuit 
2 
magnétique feuilleté. L'un est l'enroulement d'excitation; il est alimenté par une source 
alternative sinusoïdale de pulsation Ws : 
Vs = Vs sinwst (B.8) 
L'autre est un enroulement de mesure aux bornes duquel il apparaît un signal de la forme: 
v = kw V cos(w t + m) m mss 't' (B.9) 
Avec K une constante de la machine, w
m 
vitesse angulaire, cp déphasage qUI est légèrement 
variable. 
Le rotor est constitué par un cylindre mince en métal amagnétique. 
L'intérêt principal de ce capteur réside dans la nature du signal de mesure dont l'amplitude 
(kw m Vs) est modulée par la grandeur à mesurer. 
La précision n'est pas très grande à cause d'une tension résiduelle à vitesse nulle, de la 
variation du déphasage entre signal d'excitation et signal de mesure et d'erreurs de linéarité. 
B.1.4 Résolveur 
Parmi les très nombreux autres capteurs de positions (et par conséquent la vitesse) que 
l'on peut rencontrer, il nous faut citer le résolveur. Ce capteur déjà ancien a reçu une nouvelle 
jeunesse grâce aux apports de l'électronique moderne. La tenue à la température est 1'un des 
atouts de ce capteur robuste. 
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Il est constitué par un stator comportant deux bobinages et un rotor avec également deux 
bobinages. Entre un bobinage inducteur alimenté par une tension alternative et un bobinage 
induit, il existe une inductance mutuelle M qui dépend uniquement de l'angle de rotation du rotor 
par rapport au stator. 
Il existe des résolveurs dont les enroulements sont remplacés par des sondes à effet Hall 
et le rotor par un aimant tournant, ce qui permet de réaliser des capteurs de dimensions très 
réduites pouvant fonctionner dans des conditions extrêmes avec une grande fiabilité. 
Les résolveurs représentent les avantages suivants: précision de quelques minutes d'arc, 
robustesse, possibilité de fonctionnement dans un environnement sévère, existence de circuits 
intégrés de conversion numérique, emploi d'une fréquence porteuse, possibilité de générer des 
signaux de fréquence liée à un déplacement ou à une vitesse, justifiant l'intérêt de l'utilisation, 
inhabituelle, en simple détecteur. 
Conditionnement de signaux 
Signal analogique: différents montages de résolveur permettent d'extraire l'information 
sous forme d'une variation d'amplitude de la f.é.m. soit aux bornes du rotor, soit aux bornes du 
stator. 
• Si un enroulement rotorique ou statorique est alimenté par une tension V m cos oot et l'autre 
enroulement rotorique ou statorique est en court-circuit, on recueille respectivement au stator 
et au rotor les f.é.m. : 
v
rl =V 51 =ookVsinootsin8 
v r2 = V 52 = ook V sin oot cos 8 
avec K une constante, e angle des axes stator-rotor, 
(B.IO) 
(B.1I) 
• Si on alimente chacun des enroulements du stator avec une tension sinusoïdale en 
quadrature: 
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esl = v cos wt et e s2 = V sin wt 
On recueille au rotor un signal de la forme : 
e r = kw V s sine 00 st - cp) 
C'est la variation de phase qui traduit la variation de f) (angle entre stator et rotor). 
(B.I2) 
(B.13) 
Les variations sont disponibles sous forme de modulation d'amplitude ou de phase d'un signal 
porteur de pulsation w. Ce signal peut être exploité par un amplificateur à porteuse et modulation 
synchrone et il est transmissible sans contact. 
Signal numérique : 
Des convertisseurs synchro-résolveurs intègrent en un seul composant les fonctions 
électroniques nécessaires à l'exploitation analogique et numérique de l'information angle: 
• élaboration d'un signal de vitesse analogique, 
• l'information binaire parallèle de position jusqu'à 32 bits de résolution, 
• signaux logiques de sens de rotation. 
La conversion des signaux en sinus et cosinus du résolveur en informations binaires 
parallèles utilise une méthode de poursuite basée sur le principe de la boucle à verrouillage de 
phase. 
B.1.S Capteurs résistifs de position: potentiomètres 
Un potentiomètre est un capteur de position : à la position du curseur correspond une 
résistance bien définie. La plupart du temps, le potentiomètre est polarisé sous une tension fixe 
Va. La représentation est la suivante: La lecture de Vs est donc une image de r, proportion de la 
résistance totale. Si on choisit un potentiomètre linéaire, alors Vs est proportionnelle à l'angle de 
rotation. Intrinsèquement simple dans son principe, le potentiomètre de mesure de position 
demande toutefois une attention particulière : la piste résistive sur laquelle glisse le curseur doit 
être d'excellente qualité, pour assurer une bonne répétabilité de la mesure. 
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On rencontre de mOInS en mOInS de capteurs résistifs d'angles, mais ce type de capteur est 
toujours très utilisé pour mesurer les mouvements de translation. Le capteur se présente sous la 
forme d'un tube étanche dans lequel plonge la tige de mesure. Les longueurs s'échelonnent de 
quelques décimètres à plusieurs mètres (le prix est en conséquence.). Ces capteurs peuvent être 
interfacés directement sur un module d'entrées analogiques. 
L'utilisation des capteurs analogiques de vitesse dans la traction électrique est freinée par 
les inconvénients communs suivants: 
• ils ont une dynamique relativement mauvaise surtout aux basses vitesses. 
• ils sont bruités et sensibles aux variations de la température. 
• ils demeurent relativement chers. 
B.2 Capteurs numériques (capteurs optiques de position ou codeurs optiques) 
Les capteurs optiques, introduits pendant les années 70, sont omniprésents dans les 
systèmes de positionnement et de réglage de vitesse. Accouplés au moteur, ils permettent de 
mesurer la position angulaire de l'arbre du moteur ou par un assemblage approprié, mesurer des 
déplacements linéaires. Ils ont souvent supplanté les génératrices tachymétriques et les capteurs 
résistifs. Ces dispositifs fonctionnent sur la modulation d'un rayon lumineux par un obstacle 
mobile. Le plus souvent, le faisceau incident est créé par une diode émettrice (diode électro-
luminescente LED). Le faisceau modulé est capté par un dispositif photosensible (photodiode ou 
phototransistor). L'obstacle mobile est une plaque (disque) de verre ou autre matériau transparent 
portant des gravures opaques (pistes concentriques). Celles-ci sont obtenues par un procédé 
photographique et peuvent être très serrées. Le signal de sortie est un mot binaire (à deux 
niveaux) de n bits: il s'agit donc d'un capteur à sortie logique (numérique). 
Deux dispositifs principaux sont disponibles : les codeurs absolus et les codeurs incrémentaux 
B. 2.1 Codeurs absolus 
Ils sont constitués d'un disque généralement en verre transparent sur lequel sont gravées 
plusieurs pistes concentriques; chacune, correspondant à un bit, est munie d'un photocapteur. Les 
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disques sont codés selon un code binaire qui peut être quelconque, mais pour résoudre certains 
problèmes de codage et simplifier le système électronique, on trouve le plus souvent des disques 
codés selon un code cyclique (code binaire réfléchi (code de Gray) ou le code décimal codé 
binaire (BCD)). 
La lecture simultanée de n pistes correspondant à n bits (1 ou 0) s'effectue par un 
système de capteurs photoélectriques. 
L'intérêt des capteurs absolus est de fournir directement la position (modulo 2n) 
autorisant un fonctionnement complet du variateur de vitesse dès la mise en service, et en 
particulier après une coupure d'alimentation. 
Leur inconvénient est qu'ils nécessitent autant de conducteurs que de bits (en général 8 
ou 12). Les codeurs absolus sont chers (surtout pour les codeurs supérieurs à 12 bits). 
B.2.2 Codeurs incrémentaux 
Comme pour l'autre décodeur, l'élément de base de ce codeur est un disque opaque 
portant un certain nombre de fentes régulièrement espacées permettant à la lumière d'une source 
lumineuse (lampe) d'agir ou non sur un dispositif photosensible (généralement photo transistor). 
Le disque porte trois pistes (ou canaux) concentriques. Les deux pistes extérieures 
référencées X et Y comporte chacune 2A secteurs et sont décalées entre elles d'un quart de pas 
( 2n d· ) L . .,. 1 .Ç ou - ra Ians . a troIsIeme pIste porte une seu e lente sur un tour. 
A 
On l'appelle top de 
synchronisation (top zéro). 
Une fourche optique fixe placée entre la source lumineuse et le disque, et comportant 
trois capteurs photosensibles (photo transistors) vient lire ces trois pistes. Les trois 
phototransistors, dont leur base est soumises aux variations de lumière, délivrent des signaux 
quasi-rectangulaires d'amplitude constante. L'appareil délivre ainsi trois séries d'impulsions par 
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tour : le nombre de deux premières (piste X et Y) est égal au nombre de traits définissant le 
codeur, la troisième (top de synchronisation) n'est émise qu'une fois par tour. 
Le déphasage entre les signaux générés par les pistes X et Y permet de déterminer si le sens de 
rotation est correct (en détectant l'antériorité des signaux deux voies). Le top zéro permet de 
compter le nombre de tours. 
Ces capteurs doivent être interfacés par un module de comptage (compteur/décompteur) 
rapide. L'avantage des codeurs incrémentaux est la simplicité d'installation (peu de câblage) et la 
grande précision qui peut être obtenue pour un coût moindre qu'avec un capteur absolu. Le 
nombre de points par tour peut être quelconque, et n'est pas limité aux puissances de deux. Les 
résolutions courantes sont: 10, 50, 100, 180, 200, 360, 400, 1000. 
De plus, le calcul de la vitesse est très simple. En revanche, le déplacement total est 
conservé dans le compteur, et non pas au niveau du codeur: une procédure de réinitialisation est 
nécessaire en cas d'interruption d'alimentation. 
Comme les codeurs absolus, les codeurs incrémentaux ont un fonctionnement limité en 
température: les circuits électroniques fonctionnent seulement jusqu'à 125°C. 
Deux méthodes permettent la mesure de la vitesse. 
• compter le nombre d'impulsions générées par le capteur en un temps donné, 
• compter le nombre de tops d'une horloge de fréquence fh (période Th) durant un nombre M 
donné d'impulsions délivrées par le compteur. 
Remarque 
Soit 8(t) la mesure de position à l'instant t, et 8 (t+ T) la mesure à l'instant suivant. La 
vitesse est alors simplement donnée par : 
( T) _ 8( t + T) - 8( t) 
mm t + - T (B.14) 
Cette vitesse est bien sûr mesurée en nombre de points par unité de temps. 
Cette méthode est utilisable avec les codeurs absolus, qui donnent directement 8(t), et 
avec les codeurs incrémentaux dont le compteur associé donne aussi 8(t). 
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Avec cette méthode de mesure, l'angle parcouru est divisé par le temps correspondant. 
Cela donne une valeur moyenne de la vitesse et provoque une erreur durant les phases 
d'accélération et décélération. Celle-ci est d'autant plus importante que la vitesse est faible. 
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ANNEXE C 
Programme d'entraînement des réseaux de neurones multicouches 
clear ail; 
close ail; 
clc; 
%disp('Apprentissage et généralisation des réseaux deux couches cachées:'); 
%disp('Appuyer sur une touche pour continuer:'); 
load d2ccaprs % chargement de données d'apprentissage 
% Préparation des données d'apprentissage 
Pa=[vds(:,1) vqs(:,1) ids(:,1) ids(:,2) ids(:,3) iqs(:,1) iqs(:,2) iqs(:,3)]'; 
Ta=[wm(:,1 )]'; 
clear vds vqs ids iqs 
% Pretraîtement: normalisation de la base de données 
[Pan,minp,maxp,Tan,mint,maxt] = premnmx(Pa,Ta); 
% Définition des fonctions d'activation 
TF1 ='tansig'; 
TF2='tansig'; 
TF3='purelin'; 
% Fonction d'activation pour la première couche cachée 
% Fonction d'activation pour la deuxième couche cachée 
% Fonction d'activation pour la couche de sortie 
% Choix de la structure du réseau et l'algorithme d'apprentissage 
PR = minmax(Pan); % matrices des valeurs main et max de Pn 
% disp('Entrer le nombre de neurones de la première couche cachée: '); 
% 81=input('Entrer 81: '); 
81=12; 
82=10; 
%disp('Entrer le nombre de neurones de la deuxième couche cachée: '); 
%82=input('Entrer 82: '); 
[83,Q]=size(Tan); % 1 neurone de sortie 
% NEWFF génère les poids et les polarisations pour un réseau à trois couches 
% (TansigfTansig/Purelin) 
net = newff(PR,[81 82 83],{TF1 TF2 TF3},'trainlm') 
% Paramètres d'apprentissage pour trainlm 
% disp('Entrer la fréquence d'affichage: '); 
% neUrainParam.show=input(' : '); 
% disp('Entrer le nombre maximum d'itérations: '); 
% neUrainParam.epochs=input(' : '); 
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% disp('Entrer l"Erreur quadratique désirée: '); 
% neUrainParam.goal=input(' : '); 
neUrainParam .show=500; 
neUrainParam .epochs=2000; 
neUrain Param .goal=0.005; 
freq_aff = nettrainParam.show; 
Nmax_iter = nettrainParam.epochs; 
Ercdes = nettrainParam.goal; 
% Frequence d"affichage 
% Nombre maximum d'itération 
% Erreur quadratique désirée 
neUrainParam.lr = 0.6 ; % Taux d'apprentissage 
neUrainParam.max_fail = 1 ; % 
neUrainParam.mem_redu = 1 ; % Facteur d'utilisation de la mémoire 
neUrainParam.min_grad = 1 e-3; % Gradient de performance minimal 
neUrainParam.mu = 0.6 % Mu Initiale 
neUrainParam.mu_dec = 0.1 % Facteur de décrémentation de Mu 
neUrainParam.mu_inc = 2 % Facteur d'incrémentation de Mu 
neUrainParam.mu_max = 1 e100 % Valeur maximale de Mu 
neUrainParam.time = inf; % Temps maximum d'entraînement en second 
% Paramètres de performance 
net.performFcn='mse'; 
neUrainParam.ratio =0.5; % Valeur maximale de Mu 
% Tableau des paramètres d'entraînement 
%tr=[freq_aff Nmax_iter Err_des nettrainParam.lr neUrainParam.max_fail. .. 
% neUrainParam.mem_redu neUrainParam.min_grad neUrainParam.time]; 
% Initialisation du RNA 
net = init(net); 
for k=1 :20 
load w2c8e1 0121 s03 
net.lW{1,1} = W1 
net.b{1} = b1 
net.LW{2,1}=W2; net.LW{3,2}=W3 
net.b{2}=b2 ; net.b{3}=b3 
% Entraînement du réseau 
[net,tr] = train(net,Pan,Tan); 
% Remise ajour des poids et les polarisations 
W1=net.lW{1,1}; W2=net.LW{2,1}; W3 = net.LW{3,2}; 
b1 = net.b{1}; b2 = net.b{2}; b3 = net.b{3} ; 
save w2c8e1 0121 s03.mat W1 W2 W3 b1 b2 b3 
end 
% Simulation du réseau de neurones 
aan = sim(net,Pan); 
% Postrai15/06/2005tement: Dénormalisation 
aa = postmnmx(aan,mint,maxt); 
e=aa'-wm(:,1 ); 
subplot(3,1 ,1) 
plot(t,aa(1,:),'g',t,Ta(1,:),'r'),grid,zoom 
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title('vitesses réelle et estimée') 
ylabel('wme en rad/sec') 
subplot(3,1 ,2) 
plot(t,e ),grid,zoom 
title('erreur') 
ylabel('e en rad/sec') 
xlabel('temps en sec') 
load d2ccgene % chargement de données de généralisation 
Pg=[vds(:,1) vqs(:,1) ids(:,1) ids(:,2) ids(:,3) iqs(:,1) iqs(:,2) iqs(:,3)]'; 
Tg=[wm(:,1 )]'; 
% Prétraitement: normalisation de la base de données 
[Pgn,minp,maxp,Tgn,mint,maxt] == premnmx(Pg,Tg); 
% Simulation du réseau de neurones avec une base de données différente 
agn == sim(net,Pgn); 
ag == postmnmx(agn,mint,maxt); 
subplot(3,1,3) 
plot(t,ag(1,:),'g',t,wm,'r'),grid,zoom 
title('généralisation') 
ylabel('wme en rad/sec') 
gensim(net,-1 ) 
plot(tr. epoch, tr. pert, tr.epoch, tr. vpert, tr.epoch, tr. tpert) ,grid 
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ANNEXED 
CONTRAINTES RELIÉES À L'IMPLANTATION DES ALGORITHMES 
PROPOSÉS DANS UN DSP 
D.I Introduction 
Les systèmes à base de processeurs de traitement numérique du signal (DSP) bénéficient 
d'une grande souplesse de programmation, des possibilités de traitement parfois supérieures aux 
systèmes analogiques, d'une grande stabilité et d'une grande reproductibilité. Les DSP sont 
devenus des composants clefs dans plusieurs applications industrielles et commerciales. Dans les 
entraînements à vitesse variables, l'intégration de DSP à forte capacité de calcul avec un ensemble 
de périphériques spécifiques offre la possibilité de simplifier le processus d'implantation des 
stratégies de commande avec ou sans capteur de vitesse. En effet, la puissance de traitement 
phénoménale des DSP a permis de réaliser plusieurs fonctions telles le contrôle précis de la 
vitesse, de la position et du couple, l'estimation des variables d'état de la machine (flux, vitesse, 
position), etc. 
La principale différence entre un microprocesseur classique et un DSP réside dans le 
temps de traitement de certains calculs. En effet, avec un microprocesseur classique (type 68000), 
pour effectuer un calcul du type: A = (B x C) + D, cela nécessite plusieurs cycles d'horloge, 
correspondant à la lecture des données, au stockage dans des registres adaptés, enfin au traitement 
proprement parlé des données. Si ce temps est admissible dans des applications informatiques 
courantes, il n'est pas acceptable pour faire du traitement rapide du signal. Les DSP sont donc 
conçus pour optimiser ce temps de calcul. À cet effet, ils disposent de fonctions optimisées 
permettant de calculer l'expression A beaucoup plus rapidement. Dans la pratique, la plupart des 
DSP ont un jeu d'instructions spécialisé permettant de lire en mémoire une donnée, d'effectuer 
une multiplication puis une addition, et enfin d'écrire en mémoire le résultat, le tout en un seul 
cycle d'horloge. Ce type d'opération est nommé MAC, de l'anglais Multiply and ACcumulate. 
Une autre caractéristique des DSP est leurs capacités à réaliser plusieurs accès mémoire en 
un seul cycle. Ceci permet à un DSP de chercher en mémoire une instruction et ses données 
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réalisant un MAC, et simultanément, d'y ranger le résultant du MAC précédent. Le gain de temps 
est évident. 
Cette annexe est consacrée à la description des contraintes reliées à l'implantation 
expérimentale pour valider les algorithmes d'estimation proposées dans cette thèse. Les 
contraintes mentionnées sont reliées à la carte eZdsp TMS320LF2407. Cette carte est construite 
autour d'un Starter Kit dont le coeur est un processeur de traitement numérique du signal de 
Texas Instruments: le TMS320LF2407, qui opère à 40 MHz. Ce DSP peu onéreux permet 
l'intégration des algorithmes de commande, d'observation, de protection et de diagnostic d'un 
variateur électronique complet utilisant une machine asynchrone triphasée. 
D.2 Caractéristiques du DSP TMS320LF2407 
La figure D.l montre l'architecture interne du TMS320LF2407. 
TMS320LF2407 Architecture 
DataRAM 
;2.5KYIOfds . 
D(1~ i 
.;----.-----~~---­A(15-0) 
• 0.35um,3JV 
• 33 ns ID!>truCtiOIl cycle 
time 30 MlPS (40MIPS option) 
• 32K words of on-cwp FLASH 
melllory (30 MIPS) 
• Flash sec.toring !Ind security 
• Boot ROM 256 words 
• Motor control optimized Event 
Manager (2x C242 like) 
• AlD COllvener (16 inputs) 
with 500ns conversion time 
• UART(SCI) 
• SPI 
• On-chip CAN module 2.0B 
• 16-bit extemal me11l0ry 
interface 
• up to 37 GPIO PillS 
• 144 TQFP 
1 - B 
La figure D.l Architecture interne du TMS320LF2407. 
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Le TMS320LF2407 appartient à une nouvelle génération de DSP conçue par Texas 
Instruments. Il intègre tous les périphériques (temporisateurs, convertisseurs AN, décodeurs, etc.) 
permettant de simplifier la mise en oeuvre globale d'un système d'entraînement en réduisant le 
nombre de composants électroniques, la taille et le coût du circuit. 
Le TMS320LF2407 dispose d'un accumulateurs à virgule fixe de 16 bits et intègre les 
périphériques pour l'électronique de puissance suivants: 16 canaux PWM (dont 12 sont 
indépendants), 3 horloges universelles mu1ti périodes, 16 convertisseurs analogiques/numériques 
à 10 bits avec capacité de conversion simultanée, deux gestionnaires d'évènement, quatre broches 
de capture, une capacité d'interface de codage, SCI, SPI et un chien de garde (WatchDog). 
Le TMS320LF2407 possède deux ggestionnaires d'événements: EVA et EVB. Chaque 
gestionnaire d'événements sert à traiter tout ce qui a rapport avec le déclenchement en général. 
En effet, lorsqu'une tâche se déclenche, c'est qu'il y a eu un événement. Ces événements peuvent 
être internes ou externes. Un événement interne est du type dépassement d'une certaine quantité 
de temps ou interruption logique. Du type externe, un événement est par exemple un retour sur 
capteur. Ainsi, les EV gèrent, les temporisateurs, les comparateurs sur les temporisateurs, les 
générateurs de PWM (générés à partir des temporisateurs), les unités de capture (avec détection 
de front), les capteurs quadratiques (pour capteur incrémentaux du style encodeur optique) et les 
interruptions. Chaque EV est indépendant, contient 2 temporisateurs et 3 unités de comparaison. 
Les capteurs Quadratiques QEPI et QEP2 incrémentent le temporisateur 2 uniquement. Les 
capteurs Quadratiques QEP3 et QEP4 incrémentent le temporisateur 3 uniquement. Cela signifie 
que le choix des ressources est limité. L'utilisation de chaque ressource doit être judicieusement 
effectué. Par exemple, si on souhaite asservir deux moteurs en boucle fermées il faudra utiliser 
un temporisateur pour générer la fréquence des MU puis deux unités de comparaison pour 
déterminer le rapport cyclique ensuite il faudra utiliser les temporisateurs 2 et 4 pour les capteurs 
en quadrature. Si on utilise le temporisateur 3 pour l'échantillonnage alors il ne reste plus de 
temporisateur libre. Il est possible cependant de générer d'autres bases de temps grâce aux quatre 
unités de comparaison restantes. 
Le TMS320LF2407 dispose de seize (16) canaux PWM dont six (désignés PWM 1 à 
PWM6) commandent l' onduleur triphasé. Ces six canaux PWM sont groupés en trois paires 
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(PWM 1-2, PWM 3-4, PWM 5-6) complémentaires. Trois registres de comparaison, appelés 
"Full Compare", sont associés à chaque paire de canaux PWM. Les valeurs des registres de 
comparaison sont mises à jour pour obtenir la sortie PWM idéale. Un module hardware temps 
mort (desdband) intégré permet de régler le temps mort pour assurer la commutation sans 
destruction du pont triphasé. Trois autres canaux PWM sont disponibles pour mettre en oeuvre 
d'autres fonctions. 
D.3 Description de plate-forme expérimentale 
La figure D.2 représente un schéma fonctionnel du système expérimental à base du 
TMS320LF2407. L'onduleur triphasé utilise six canaux PWM. Le temps mort est contrôlé grâce 
à un logiciel intégré. Un réseau de neurones artificiels (RNA) estime la vitesse de rotation. La 
mesure des courants se fait par l'intermédiaire de deux capteurs LEM nécessaires pour l'ensemble 
des algorithmes de commande et d'estimation. De simples circuits diviseurs de tension sont 
utilisés pour conditionner et amener, aux convertisseurs analogique/numérique du DSP, les 
diverses tensions mesurées. 
La commande du moteur dans son ensemble utilise principalement trois modules 
logiciels: la commande par hystérésis, l'estimation de la vitesse par réseaux de neurones et le 
calcul de glissement et la régulation. Une fois le code généré, ces algorithmes de commande et 
d'estimation sont chargés via un port parallèle entre un PC et la carte électronique. 
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Figure D.2 Commande vectorielle sans capteur de vitesse à flux rotorique orienté avec imposition 
de courant 
D.4 La mis en oeuvre logicielle 
Les paragraphes suivants décrivent la mIse en oeuvre détaillée des modules logiciels 
essentiels. 
D.4.1 Synchronisation des tâches 
En générale, l'enchaînement correct des événements en temps réel est obtenu par des 
interruptions internes et externes. Lorsque le processeur détecte une interruption, le traitement en 
cours est suspendu au profit du sous-programme correspondant à l'interruption détectée. Dans le 
cas de la venue de deux événements de priorités différentes, la tâche de priorité supérieure est 
exécutée avant la seconde tâche moins prioritaire. 
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Dans cette thèse, tous les algorithmes sont codés dans une tâche unique appelée à toutes 
les 50 /-ls. Ils peuvent comporter des routines dont la période d'exécution est un multiple la 
période d'échantillonnage. En conséquence une seule interruption matérielle INT2 du 
temporisateur Tl est utilisée dans les programmes. 
DA.2 Techniques de programmation 
La recherche de la rapidité des algorithmes de commande et d'estimation contraint le plus 
souvent à utiliser le langage assembleur propre au DSP afin d'optimiser les performances du 
processeur. Malgré cela, on suggère d'utiliser le langage C, plus évolué, générique, lisible, 
compréhensible et portable en dépit de la baisse de performances liée à la programmation de plus 
haut niveau. 
Dans tous les cas, il est nécessaire de bien connaître l'assembleur puisque tout programme 
en C nécessite la manipulation des registres internes du DSP via le langage assembleur. De plus, 
il peut être intéressant et voire même nécessaire de reprogrammer des parties de programme 
écrites en C en langage assembleur, lorsque le temps d'exécution est critique pour le bon 
fonctionnement du système. 
Afin de réduire le temps d'exécution des programmes, certains points de programmation sont à 
respecter: 
• L'appel à des fonctions permet un bon découpage des programmes pour une meilleure 
lisibilité et réutilisation du code. En contrepartie, il augmente le temps d'exécution des 
programmes puisque le processeur est obligé de sauvegarder ou de restaurer le contexte du 
CPU (valeurs des registres, etc.) en entrant et en sortant des fonctions. Toutefois, des 
options de compilation (fonctions "inlining") sont proposées par les compilateurs afin de 
constituer un programme sans appel procédural. Les programmes restent assez courts, il 
est encore conseillé de ne pas décomposer les programmes en plusieurs sous-programmes. 
Dans ce cas, les variables sont essentiellement globales ce qui rend le code moins 
réutilisable directement. 
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• L'utilisation de tableaux contenant les valeurs de plusieurs variables (les fonctions 
trigonométriques pour la transformation de directe et inverse de Park, les fonctions 
transfert sigmoïdes pour les neurones des couches cachées) permet aussi une réduction du 
temps d'exécution des programmes. En effet, la lecture de la valeur d'une variable passe 
le plus souvent par une lecture de son adresse, puis un stockage dans un registre de la 
valeur contenue à cette adresse (adressage indirect). Ainsi, il est plus judicieux de stocker 
un ensemble de valeurs dans un tableau pour lire une seule et unique fois l'adresse du 
premier élément du tableau puis accéder ensuite à l'ensemble des valeurs via les index. 
• L'utilisation d'astuces mathématiques élémentaires permet de réduire le nombre 
d'opérations d'un calcul. Par exemple, la méthode de calcul de Homer VIa une 
factorisation d'un élément commun permet une réduction du nombre de multiplications. 
• Il est nécessaire d'éviter de laisser dans le code des calculs mathématiques invariants dans 
le temps et afortiori des inversions de scalaires ou de matrices. 
• Aucune constante numérique ne doit apparaître dans le code à part la valeur zéro utilisée 
comme valeur initiale de comptage. Toutes les constantes sont donc définies par des 
symboles avec l'instruction "#define". 
• L'allocation dynamique de la mémoire est proscrite en temps-réel. On ne peut l'utiliser 
que pour des développements de type simulation. Lors de développements sur cible DSP 
ou sur une autre architecture temps-réel, l'allocation dynamique est pénalisante pour 
plusieurs raisons : 
elle ne permet pas de connaître avec précision les ressources nécessaires à 
l'application dans tous les cas de fonctionnement. 
elle introduit un facteur aléatoire dans le déroulement et les performances 
d'exécution de l'application. 
D.4.3 Compilation des programmes en langage C 
La génération d'un exécutable à partir d'un code source en C nécessite le Code Composer 
Studio (CCS) de TI. Le (CCS) est un environnement intégré de développement de code pour les 
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DSP de Texas Instrument. Il est fourni en standard avec la carte de développement pour le DSP. 
Il fournit plusieurs outils pour faciliter la construction et la mise au point des programmes de 
DSP. Il comprend un éditeur de code source, un compilateur de langage C/C++, un assembleur de 
code relocalisable, un éditeur de liens, et un environnement d'exécution qui permet de télécharger 
un programme exécutable sur une carte cible, de l'exécuter et de le déboguer au besoin. Le CCS 
comprend aussi des outils qui permettent l'analyse en temps réel d'un programme en cours 
d'exécution et des résultats produits. Finalement, il fournit un envirOlmement de gestion de 
fichiers qui facilite la construction et la mise au point des programmes. Au moment de l'étape 
"édition de liens", d'autres fichiers objets (librairie, ... ) peuvent être liés. C'est le cas en 
particulier des fichiers nécessaires pour définir le vecteur d'interruption. Ce dernier représente un 
ordre de branchement permettant de faire un lien entre l'interruption matérielle ou logicielle et le 
programme à exécuter. 
Tous les traitements applicatifs sont effectués sous une routine d'interruption (ISR). Le code 
principal (c'est à dire le main du programme) consiste simplement en l'initialisation des 
périphériques du TMS320F2407 (p.ex. PLL, Watchdog, contrôleur d'interruption, convertisseur 
analogique numérique et les deux gestionnaires d'évènements A et B). Le reste du code est 
assuré entièrement par la routine PWM-ISR. Ce sous-programme d'interruption ISR est appelée 
à toutes les 50 ~s (20 KHz) par le flag correspondant du temporisateur 1 (Timer 1) du 
gestionnaire d'évènement A. 
D.S Conclusion 
La nouvelle classe de DSP à faible coût devient une option viable pour les applications 
sensibles en termes de coût. Ces processeurs disposent de suffisamment de puissance de calcul et 
de périphériques intégrés pour permettre la mise en oeuvre de fonctions multiples d'une 
commande sans capteur de la machine asynchrone triphasée. L'intégration de toutes plusieurs 
fonctions matérielle permet de réduire le nombre de composants du système. 
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