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ABSTRACT
Bidding optimization is one of the most critical problems in on-
line advertising. Sponsored search (SS) auction, due to the random-
ness of user query behavior and platform nature, usually adopts
keyword-level bidding strategies. In contrast, the display advertis-
ing (DA), as a relatively simpler scenario for auction, has taken
advantage of real-time bidding (RTB) to boost the performance for
advertisers. In this paper, we consider the RTB problem in spon-
sored search auction, named SS-RTB. SS-RTB has a much more
complex dynamic environment, due to stochastic user query be-
havior and more complex bidding policies based on multiple key-
words of an ad. Most previous methods for DA cannot be applied.
We propose a reinforcement learning (RL) solution for handling
the complex dynamic environment. Although some RL methods
have been proposed for online advertising, they all fail to address
the “environment changing” problem: the state transition proba-
bilities vary between two days. Motivated by the observation that
auction sequences of two days share similar transition patterns at
a proper aggregation level, we formulate a robust MDP model at
hour-aggregation level of the auction data and propose a control-
by-model framework for SS-RTB. Rather than generating bid prices
directly, we decide a bidding model for impressions of each hour
and perform real-time bidding accordingly.We also extend themet-
hod to handle the multi-agent problem. We deployed the SS-RTB
system in the e-commerce search auction platform of Alibaba. Em-
pirical experiments of offline evaluation and onlineA/B test demon-
strate the effectiveness of our method.
KEYWORDS
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1 INTRODUCTION
Bidding optimization is one of the most critical problems for max-
imizing advertisers’ profit in online advertising. In the sponsored
search (SS) scenario, the problem is typically formulated as an op-
timization of the advertisers’ objectives (KPIs) via seeking the best
settings of keyword bids [2, 9]. The keyword bids are usually as-
sumed to be fixed during the online auction process. However, the
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sequence of user queries (incurring impressions and auctions for
online advertising) creates a complicated dynamic environment
where a real-time bidding strategy could significantly boost ad-
vertisers’ profit. This is more important on e-commerce auction
platforms since impressions more readily turn into purchases, com-
pared to traditional web search. In this work, we consider the prob-
lem, Sponsored Search Real-Time Bidding (SS-RTB), which aims to
generate proper bids at the impression level in the context of SS. To
the best of our knowledge, there is no publicly available solution
to SS-RTB.
The RTB problem has been studied in the context of display ad-
vertising (DA). Nevertheless, SS-RTB is intrinsically different from
RTB. In DA, the impressions for bidding are concerned with ad
placements in publishers’ web pages, while in SS the targets are
ranking lists of dynamic user queries. The key difference are: (1)
for a DA impression only the winning ad can be presented to the
user (i.e. a 0-1 problem), while in the SS context multiple ads which
are ranked high can be exhibited to the query user; (2) In SS, we
need to adjust bid prices on multiple keywords for an ad to achieve
optimal performance, while an ad in DA does not need to consider
such a keyword set. These differences render popular methods for
RTB in DA, such as predicting winning market price [29] or win-
ning rate [31], inapplicable in SS-RTB. Moreover, compared to ad
placements in web pages, user query sequences in SS are stochas-
tic and highly dynamic in nature. This calls for a complex model
for SS-RTB, rather than the shallow models often used in RTB for
DA [31].
One straightforward solution for SS-RTB is to establish an opti-
mization problem that outputs the optimal bidding setting for each
impression independently. However, each impression bid is strate-
gically correlated by several factors given an ad, including the ad’s
budget and overall profit, and the dynamics of the underlying envi-
ronment. The above greedy strategy often does not lead to a good
overall profit [6]. Thus, it is better to model the bidding strategy
as a sequential decision on the sequence of impressions in order
to optimize the overall profit for an ad by considering the factors
mentioned above. This is exactly what reinforcement learning (RL)
[17, 21] does. By RL, we can model the bidding strategy as a dy-
namic interactive control process in a complex environment rather
than an independent prediction or optimization process. The bud-
get of an ad can be dynamically allocated across the sequence of
impressions, so that both immediate auction gain and long-term
future rewards are considered.
Researchers have explored using RL in online advertising. Amin
et al. constructed a Markov Decision Process (MDP) for budget op-
timization in SS [1]. Their method deals with impressions/auctions
in a batch model and hence cannot be used for RTB. Moreover, the
underlying environment for MDP is “static” in that all states share
the same set of transition probabilities and they do not consider
impression-specific features. Such a MDP cannot well capture the
complex dynamics of auction sequences in SS, which is important
for SS-RTB. Cai et al. developed a RL method for RTB in DA [6].
The method combines an optimized reward for the current impres-
sion (based on impression-level features) and the estimate of fu-
ture rewards by a MDP for guiding the bidding process. The MDP
is still a static one as in [1]. Recently, a deep reinforcement learn-
ing (DRL) method was proposed in [28] for RTB in DA. Different
from the previous two works, their MDP tries to fully model the
dynamics of auction sequences. However, they also identified an
“environment changing” issue: the underlying dynamics of the auc-
tion sequences from two days could be very different. For example,
the auction number and the users’ visits could heavily deviate be-
tween days. A toy illustration is presented in Figure 1. Compared
to a game environment, the auction environment in SS is itself sto-
chastic due to the stochastic behaviors of users. Hence, the model
learned from Day 1 cannot well handle the data from Day 2. Al-
though [28] proposed a samplingmechanism for this issue, it is still
difficult to guarantee we obtain the same environment for differ-
ent days. Another challenge that existing methods fail to address
is the multi-agent problem. That is, there are usually many ads
competing with one another in auctions of SS. Therefore, it is im-
portant to consider them jointly to achieve better global bidding
performance.
Motivated by the challenges above, this paper proposes a new
DRL method for the SS-RTB problem. In our work, we captured
various discriminative information in impressions such as market
price and conversion rate (CVR), and also try to fully capture the
dynamics of the underlying environment. The core novelty of our
proposed method lies in how the environment changing problem
is handled. We solve this problem by observing the fact that statis-
tical features of proper aggregation (e.g. by hour) of impressions
has strong periodic state transition patterns in contrast to impres-
sion level data. Inspired by this, we design a robust MDP at the
hour-aggregation level to represent the sequential decision process
in the SS auction environment. At each state of the MDP, rather
than generating bid prices directly, we decide a bidding model for
impressions of that hour and perform real-time bidding accord-
ingly. In other words, the robust MDP aims to learn the optimal
parameter policy to control the real-time bidding model. Different
from the traditional “control-by-action” paradigm of RL, we call
this scheme “control-by-model”. By this control-by-model learn-
ing scheme, our system can do real-time bidding via capturing
impression-level features, and meanwhile also take the advantage
of RL to periodically control the bidding model according to the
real feedback from the environment. Besides, considering there are
usually a considerable number of ads, we also design a massive-
agent learning algorithm by combining competitive reward and
cooperative reward together.
The contribution of this work is summarized as follows: (1) We
propose a novel research problem, Sponsored Search Real-Time
Bidding (SS-RTB), and properly motivate it. (2) A novel deep rein-
forcement learning (DRL) method is developed for SS-RTB which
can well handle the environment changing problem. It is worth to
Figure 1: Auction Environment vs Game Environment
note that, the robust MDP we proposed is also a general idea that
can be applied to other applications.We also designed an algorithm
for handling the massive-agent scenario. (3) We deploy the DRL
model in the Alibaba search auction platform, one of the largest
e-commerce search auction platforms in China, to carry out evalu-
ation. The offline evaluation and standard online A/B test demon-
strate the superiority of our model.
2 RELATED WORK
In this section, we briefly review two fields related to our work:
reinforcement learning and bidding optimization.
2.1 Reinforcement Learning
In reinforcement learning (RL) theory, a control system is formu-
lated as a Markov Decision Process (MDP). A MDP can be mathe-
matically represented as a tuple <S,A,p, r>,whereS andA repre-
sent the state and action space respectively, p(·) denotes the tran-
sition probability function, and r (·) denotes the feedback reward
function. The transition probability from state s ∈ S to s ′ ∈ S by
taking action a ∈ A is p(s,a, s ′). The reward received after taking
action a in state s is r (s,a). The goal of the model is to learn an
optimal policy (a sequence of decisions mapping state s to action
a), so as to maximize the expected accumulated long term reward.
Remarkably, deep neural networks coupledwith RLhave achieved
notable success in diverse challenging tasks: learning policies to
play games [17, 18, 23], continuous control of robots and autonomous
vehicles [11, 12, 16], and recently, online advertising [1, 6, 28].While
the majority of RL research has a consistent environment, apply-
ing it to online advertising is not a trivial task since we have to deal
with the environment changing problemmentioned previously. The
core novelty of our work is that we propose a solution which can
well handle this problem.
Moreover, when two or more agents share an environment, the
performance of RL is less understood. Theoretical proofs or guar-
antees for multi-agent RL are scarce and only restricted to specific
types of small tasks [5, 22, 25]. The authors in [25] investigated how
two agents controlled by independent Deep Q-Networks (DQN)
interact with each other in the game of Pong. They used the envi-
ronment as the sole source of interaction between agents. In their
study, by changing reward schema from competition to coopera-
tion, the agents would learn to behave accordingly. In this paper,
we adopt a similar idea to solve the multi-agent problem. However,
the scenario in online advertising is quite different. Not only the
agent number is much larger, but also the market environment is
much more complex. No previous work has explored using coop-
erative rewards to address the multi-agent problem in such scenar-
ios.
2.2 Bidding optimization
In sponsored search (SS) auctions, bidding optimization has been
well studied.However, most previousworks focused on the keyword-
level auction paradigm, which is concerned with (but not limited
to) budget allocation [3, 9, 19], bid generation for advanced match
[4, 8, 10], keywords’ utility estimation [2, 13].
Unlike in SS, RTB has been a leading research topic in display
advertising (DA) [27, 30]. Different strategies of RTB have been
proposed by researchers [6, 7, 14, 29, 31]. In [31], the authors pro-
posed a functional optimization framework to learn the optimal
bidding strategy. However, their model is based on an assumption
that the auction winning function has a consistent concave shape
form. Wu et al. proposed a fixed model with censored data to pre-
dict the market price in real-time [29]. Although these works have
shown significant advantage of RTB in DA, they are not applica-
ble to the SS context due to the differences between SS and DA
discussed in Section 1.
In addition to these prior studies, recently, a number of research
efforts in applying RL to bidding optimization have been made
[1, 6, 28]. In [1], Amin et al. combined the MDP formulation with
the Kaplan-Meier estimator to learn the optimal bidding policy,
where decisions were made on keyword level. In [6], Cai et al.
formulated the bidding decision process as a similar MDP prob-
lem, but taking one step further, they proposed a RTB method
for DA by employing the MDP as a long term reward estimator.
However, both of the two works considered the transition proba-
bilities as static and failed to capture impression-level features in
their MDPs. More recently, the authors in [28] proposed an end-
to-end DRL method with impression-level features formulated in
the states and tried to capture the underlying dynamics of the auc-
tion environment. They used random sampling to address the en-
vironment changing problem. Nevertheless, random sampling still
cannot guarantee an invariant underlying environment. Our pro-
posed method is similar to that of [28] in that we use a similar
DQN model and also exploit impression-level features. However,
the fundamental difference is that we propose a robust MDP based
on hour-aggregation of impressions and a novel control-by-model
learning scheme. Besides, we also try to address the multi-agent
problem in the context of online advertising, which has not been
done before.
3 PROBLEM DEFINITION
In this section, we will mathematically formulate the problem of
real-time bidding optimization in sponsored search auction plat-
forms (SS-RTB).
In a simple and general scenario, an ad has a set of keyword
tuples {kwin f1, kwin f2, . . . , kwin fm}, where each tuple kwin f _i
can be defined as <belonд_ad,keyword,bidprice>. Typically, the
bidprice here is preset by the advertiser. The process of an auction
auct could then be depicted as: everytime a user u visits and types
a query, the platformwill retrieve a list of relevant keyword tuples,
[kwin f1, kwin f2, . . . , kwin fr ]
1, from the ad repository for auction.
Each involved ad is then assigned a ranking score according to its
retrieved keyword tuple as bidscore ∗ bidprice . Here, bidscore is
obtained from factors such as relevance and personalization, etc.
Finally, top ads will be presented to the user u .
For SS-RTB, the key problem is to find another opt_bidprice
rather than bidprice for the matched keyword tuples during real-
time auction, so as to maximize an ad’s overall profit. Since we
carry out the research in an e-commerce search auction platform,
in the following we will use concepts related to the e-commerce
search scenario. Nevertheless, the method is general and could be
adapted to other search scenarios. We define an ad’s goal as max-
imizing the purchase amount PUR_AMTd as income in a day d ,
while minimizing the costCOSTd as expense ind , with a constraint
that the PUR_AMTd should not be smaller than the advertiser’s ex-
pected value д. We can formulate the problem as:
max PUR_AMTd /COSTd
s .t . PUR_AMTd >= д
(1)
Observing that PUR_AMTd has highly positive correlation with
COSTd , we can change it to:
max PUR_AMTd
s .t . COSTd = c
(2)
Eq. (2) is equivalent to Eq. (1) whenCOSTd is positively correlated
with PUR_AMTd (as is the usual case). We omit the proof due to
space limitation. The problem we study in this paper is to decide
opt_bidprice in real-time for an ad in terms of objective (2).
4 METHODOLOGY
4.1 A Sketch Model of Reinforcement Learning
Based on the problem we defined in section 3, we now formulate
it into a sketch model of RL:
State s : We design a general representation for states as s = <b , t ,
−−→
auct>, whereb denotes the budget left for the ad, t denotes the step
number of the decision sequence, and
−−→
auct is the auction (impres-
sion) related feature vector that we can get from the advertising
environment. It is worth to note that, for generalization purpose,
the b here is not the budget preset by the advertiser. Instead, it
refers to the cost that the ad expects to expend in the left steps of
auctions.
Action a: The decision of generating the real-time bidding price
for each auction.
Reward r (s,a): The income (in terms ofPUR_AMT ) gained accord-
ing to a specific action a under state s .
Episode ep: In this paper, we always treat one day as an episode.
Finally, our goal is to find a policy π (s) which maps each state
s to an action a, to obtain the maximum expected accumulated re-
wards:
∑n
i=1γ
i−1r (si , ai ). {γ
i } is the set of discount coefficients
used in a standard RL model [24].
1Typically, an ad can only have one keyword tuple (i.e. the most relevant one) in the
list
Due to the randomness of user query behavior, one might never
see two auctions with exactly the same feature vector. Hence, in
previous work of online advertising, there is a fundamental as-
sumption for MDP models: two auctions with similar features can
be viewed as the same [1, 6, 28]. Here we provide a mathematical
form of this assumption as follows.
Assumption 1. Two auction
−−→
aucti and
−−→
auct j can be a substitute
to each other as they were the same if and only if they meet the fol-
lowing condition:
‖
−−→
aucti −
−−→
auct j ‖
2
min(‖
−−→
aucti ‖2, ‖
−−→
auct j ‖2)
< 0.01
This kind of substitution will not affect the performance of a MDP-
based control system.
However, the above sketch model is defined on the auction level.
This cannot handle the environment change problem discussed
previously (Figure 1). In other words, given day 1 and day 2, the
model trained on ep1 cannot be applied to ep2 since the underlying
environment changes. In the next, we present our solution to this
problem.
4.2 The Robust MDP model
Our solution is inspired by a series of regular patterns observed in
real-data. We found that, by viewing the sequences of auctions at
an aggregation level, the underlying environments of two different
days share very similar dynamic patterns.
We illustrate a typical example in Figure 2, which depicts the
number of clicks of an ad at different levels of aggregation (from
second-level to hour-level) in Jan. 28th, 2018 and Jan. 29th, 2018
respectively. It can be observed that, the second-level curves does
not exhibit a similar pattern (Figure 2(a) and (b)), while from both
minute-level and hour-level we can observe a similar wave shape.
In addition, it also suggests that the hour-level curves are more
similar than those of minute-level. We have similar observations
on other aggregated measures.
The evolving patterns of the same measure are very similar be-
tween two days at hour-level, indicating the underlying rule of
this auction game is the same. Inspired by these regular patterns,
we will take advantage of hour-aggregated features rather than
auction-level features to formulate the MDP model. Intuitively, if
we treat each day as a 24 steps of auction game, an episode of any
day would always have the same general experiences. For example,
it will meet an auction valley between 3:00AM to 7:00AM, while
facing a heavy competitive auction peak at around 9:00AM and a
huge amount of user purchases at around 8:00PM.We override the
sketch MDP model as follows.
State Transition. The auctions of an episode will be grouped into
m (m = 24 in our case) groups according to the timestamp. Each
group contains a batch of auctions in the corresponding period. A
state s is re-defined as <b, t , ®д>, where b is the left budget, t is the
specific time period, ®д denotes the feature vector containing aggre-
gated statistical features of auctions in time period t , e.g. number
of click, number of impression, cost, click-through-rate (CTR), con-
version rate (CVR), pay per click (PPC), etc. In this way, we obtain
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Figure 2: Patterns of Different Level Clicks
an episode with fixed stepsm. In the following, we show that the
state transition probabilities are consistent between two days.
Suppose given state s and action a, we observe the next state s ′.
We rewrite the state transition probability function p(s,a, s ′) as
p(s,a, s ′) = p(S = s ′ |S = s,A = a)
= p(S = (b − δ , t + 1, ®д′)|S = (b, t , ®д),A = a)
= p(T = t + 1|T = t ,A = a)
· p(B = b − δ ,G = ®д′ |B = b,G = ®д,A = a)
= p(B = b − δ ,G = ®д′ |B = b,G = ®д,A = a)
(3)
where upper case letters represent random variables and δ is the
cost of the step corresponding to the action a. Since B is only af-
fected by δ which only depends on the action a, Eq. (3) could be
rewritten as:
p(s,a, s ′) = p(Cost = δ ,G = ®д′ |G = ®д,A = a) (4)
Because Cost is also designed as a feature of ®д′, Eq. (4) then be-
comes:
p(s,a, s ′) = p(G = ®д′ |G = ®д,A = a)
=
∏
i
p(д′i |дi ,A = a)
(5)
where each дi represents an aggregated statistical feature and we
use the property that features are independent with one another.
By inspecting auctions from adjacent days, we have the following
empirical observation.
Observation 1. Let дi,t be the aggregated value of feature i at
step t . When дi,t and the action at are fixed, дi,t+1 will meet:
дi,t+1 ∈ [(1 − η)д¯, (1 + η)д¯]
Where д¯ is the sample mean of дi,t+1 when дi,t and at are fixed, and
η is a small value that meets η < 0.03.
This indicates that the aggregated features change with very
similar underlying dynamics within days. When дi,t and at are
fixed, for any two possible values дˆ and д˜ of дt+1i , we have:
‖дˆ − д˜‖2
min(‖дˆ‖2, ‖д˜‖2)
≤
(
2η
1 − η
)2
≤ 0.01
(6)
According to Assumption 1, we can deem any possible value of
дt+1i to be the same, which means p(д
′
i |дi ,A = a) = 1. According
to (5), finally we get:
p(s,a, s
′
) = 1 (7)
This means the state transition is consistent among different days,
leading to a robust MDP.
Action Space.With established state and transition, we now need
to formulate the decision action. Most previous works used rein-
forcement learning to control the bid directly, so the action is to set
bid prices (costs). However, applying the idea to our model would
result in setting a batch cost for all the auctions in the period. It
is hard to derive impression level bid price and more importantly,
this cannot achieve real-time bidding.
Instead of generating bid prices, we take a control-by-model
scheme: we deploy a linear approximator as the real-time bidding
model to fit the optimal bid prices, and we utilize reinforcement
learning to learn an optimal policy to control the real-time bid-
ding model. Hence, the action here is the parameter control of the
linear approximator function, rather than the bid decision itself.
Previous studies have shown that the optimal bid price has a
linear relationship with the impression-level evaluation (e.g. CTR)
[15, 20]. In this paper,we adopt the predicted conversion rate (PCVR)
as the independent variable in the linear approximator function for
real-time bidding which is defined as:
opt_bidprice = f (PCVR) = α · PCVR (8)
To sum up, the robust MDP we propose is modeled as follows:
state < b, t , ®д >
action set α
reward PUR_AMT gained in one step
episode a single day
4.3 Algorithm
In this work, we take a value-based approach as our solution. The
goal is to find an optimal policy π (st )which can bemathematically
written as:
π (st ) = argmax
a
Q(st , at ) (9)
Where,
Q(st ,at ) = E[Rt |S = st ,A = at ] (10)
Rt =
m−t∑
k=0
γkr (st+k , at+k ) (11)
Rt in Eq. (11) is the accumulated long term reward that need to be
maximized. Q(st ,at ) in Eq. (10) is the standard action value func-
tion [21, 24] which captures the expected value of Rt given st and
at . By finding the optimal Q function for each state st iteratively,
the agent could derive an optimal sequential decision.
By Bellman equation [21, 24], we could get:
Q∗(st ,at ) = E[r (s,a) + γ max
at+1
Q∗(st+1, at+1)|S = st ,A = at ] (12)
Eq. (12) reveals the relation ofQ∗ values between step t and step t+
1, where theQ∗ value denotes the optimal value forQ(s,a) given s
and a. For small problems, the optimal action value function can be
exactly solved by applying Eq. (12) iteratively. However, due to the
exponential complexity of our model, we adopt a DQN algorithm
similar to [17, 18] which employs a deep neural network (DNN)
with weights θ to approximateQ . Besides, we also map the action
space into 100 discrete values for decision making. Thus, the deep
neural network can be trained by minimizing the loss functions in
the following iteratively:
Li (θi ) = E[(yi −Qtr ain (st ,at ;θi ))
2] (13)
Where, yi = r (s,a) + γ maxat+1 Qtarдet (st+1,at+1)
The core idea of minimizing the loss in Eq. (13) is to find a DNN
that can closely approximate the real optimal Q function, using
Eq. (12) as an iterative solver. Similar to [17], the target network is
utilized for stable convergence, which is updated by train network
every C steps.
Algorithm 1 DQN Learning
1: for epsode = 1 to n do
2: Initialize replay memory D to capacity N
3: Initialize action value functions (Qtr ain ,Qep ,Qtarдet )
with weights θtr ain ,θep , θtarдet
4: for t = 1 tom do
5: With probability ϵ select a random action at
6: otherwise select at = argmaxa Qep (st ,a;θep )
7: Execute action at to auction simulator and observe
state st+1 and reward rt
8: if budget of st+1 < 0, then continue
9: Store transition (st ,at , rt , st+1) in D
10: Sample random mini batch of transitions
(sj ,aj , r j , sj+1) from D
11: if j =m then
12: Set yj = r j
13: else
14: Set yj = r j + γ argmaxa′ Qtarдet (sj+1, a, ,θtarдet )
15: end if
16: Perform a gradient descent step on the loss function
(yj −Qtr ain(sj , aj ;θtr ain ))
2
17: end for
18: Update θep with θ
19: Every C steps, update θtarдet with θ
20: end for
The corresponding details of the algorithm is presented in Algo-
rithm 1. In addition to train network and target network, we also
introduce an episode network for better convergence. Algorithm
Figure 3: Massive-agent Framework
Figure 4: System Achitecture
1 works in 3 modes to find the optimal strategy: 1) Listening. The
agent will record each <st ,at , r (st ,at ), st+1> into a replay mem-
ory buffer; 2) Training. The agent grabs a mini-batch from the re-
play memory and performs gradient descent for minimizing the
loss in Eq. (13). 3) Prediction. The agent will generate an action for
the next step greedily by the Q-network. By iteratively performing
these 3 modes, an optimal policy could be found.
4.4 The Massive-agent Model
The model in Section 4.3 works well when there are only a few
agents. However, in the scenario of thousands ormillions of agents,
the global performance would decrease due to competition. Hence,
we proposed an approach for handling the massive-agent problem.
The core idea is to combine the private competitive objective
with a public cooperative objective. We designed a cooperative
framework: for each ad, we deploy an independent agent to learn
the optimal policy according to its own states. The learning algo-
rithm for each agent is very similar to Algorithm 1. The difference
is, after all agents made decisions, each agent will receive a compet-
itive feedback representing its own reward and a cooperative feed-
back representing the global reward of all the agents. The learning
framework is illustrated in Figure 3.
4.5 System Architecture
In this subsection, we provide an introduction to the architecture
of our system depicted by Figure 4. There are mainly three parts:
Data Processor, Distributed Tensor-Flow Cluster, Search Auction
Engine.
Data Processor The core component of this part is the simula-
tor, which is in charge of RL exploration. In real search auction
platforms, it is usually difficult to obtain precise exploration data.
On one hand, we cannot afford to perform many random bidding
predictions in online system; on the other hand, it is also hard to
generate precise model-based data by pure prediction. For this rea-
son, we build a simulator component for trial and error, which
utilizes both model-free data such as real auction logs and model-
based data such as predicted conversion rate to generate simulated
statistical features for learning. The advantage of the simulator is,
auctions with different bid decision could be simulated rather than
predicted, since we have the complete auction records for all ads.
In particular, we don’t need to predict the market price, which is
quite hard to predict in SS auction. Besides, for corresponding ef-
fected user behavior which can’t be simply simulated (purchase,
etc), we use a mixed method with simulation and PCVR predic-
tion, With this method, the simulator can generate various effects,
e.g. ranking, clicks, costs, etc.
DistributedTensor-FlowClusterThis is a distributed cluster de-
ployed on tensor-flow. The DRL model will be trained here in a dis-
tributed manner with parameter servers to coordinate weights of
networks. Since DRL usually needs huge amounts of samples and
episodes for exploration, and in our scenario thousands of agents
need to be trained parallelly, we deployed ourmodel on 1000 CPUs
and 40 GPUs, with capability of processing 200 billion sample in-
stances within 2 hours.
Search Auction Engine The auction engine is the master compo-
nent. It sends requests and impression-level features to the bidding
model and get bid prices back in real-time. The bidding model, in
turn, periodically sends statistical online features to and get from
the decision generator optimal policies which are outputted by the
trained Q-network.
5 EXPERIMENTAL SETUP
Our methods are tested both by offline evaluation (Section 6) and
via online evaluation (Section 7) on a large e-commerce search auc-
tion platform of Alibaba Corporationwith real advertisers and auc-
tions. In this section, we introduce the dataset, compared methods
and parameter setting.
5.1 Dataset
We randomly select 1000 big ads in Alibaba’s search auction plat-
form, which on average cover 100 million auctions per day on
the platform, for offline/online evaluation. The offline benchmark
dataset is extracted from the search auction log for two days of late
December, 2017. Each auction instance contains (but not limited to)
the bids, the clicks, the auction ranking list and the corresponding
predicted features such as PCVR that stand for the predicted utility
for a specific impression. For evaluation, we use one day collection
as the training data and the other day collection for test. Note that
we cannot use the test collection directly for test since the bidding
actions have already been made therein. Hence, we perform eval-
uation by simulation base on the test collection. Both collections
contain over 100million auctions. For online evaluation, a standard
A/B test is conducted online. Over 100 million auction instances of
Table 1: Hyper-parameter settings
Hyper-parameter Setting
Target network update period 10000 steps
Memory size 1 million
Learning rate 0.0001 with RMSProp method [26]
Batch size 300
Network structure 4-layer DNN
DNN layer sizes [15, 300, 200, 100]
the 1000 ads are collected one day in advance for training, and the
trained models are used to generate real bidding decisions online.
In order to better evaluate the effectiveness of our single-agent
model, we also conduct separate experiments on 10 selected ads
with disjoint keyword sets, for both offline and online evaluation.
Besides, we use the data processor in our system to generate trial-
and-error training data for RL methods. In particular, 200 billion
simulated auctions are generated by the simulator (described in
Section 4.5) for training in offline/online evaluation. The simulated
datasets are necessary for boosting the performance of RL meth-
ods.
5.2 Compared Methods and Evaluation Metric
The compared bidding methods in our experiments include:
Keyword-level bidding (KB): KB bids based on keyword-level. It
is a simple and efficient online approach adopted by search auction
platforms such as the Alibaba’s search auction platform. We treat
this algorithm as the fundamental baseline of the experiments.
RLwith auction-levelMDP (AMDP): AMDPoptimizes sequence
bidding decisions by auction-level DRL algorithm [28]. As in [28],
this algorithm samples an auction in every 100 auctions interval
as the next state.
RLwith robustMDP (RMDP): This is the algorithmwe proposed
in this paper. RMDP is single-agent oriented, without considering
the competition between ads.
Massive-agent RL with robust MDP (M-RMDP): This is the
algorithm extended from RMDP for handling the massive-agent
problem.
To evaluate the performance of the algorithms, we use the eval-
uation metric PUR_AMT /COST under the same COST constraint.
It should be noted that, due to Alibaba’s business policy, we tem-
porarily cannot expose the absolute performance values for the
KB algorithm. Hence, we use relative improvement values with re-
spect to KB instead. This do not affect performance comparison.
We are applying for an official data exposure agreement currently.
5.3 Hyper-parameter Setting
To facilitate the implementation of our method, we provide the
settings of some key hyper-parameters in Table 1. It is worth to
note that, for all agents we use the same hyper-parameter setting
and DNN network structure.
6 OFFLINE EVALUATION
The purpose of this experiment is to answer the following ques-
tions. (i) How does the DRL algorithm works for search auction
data? (ii) Does RMDP outperform AMDP under changing environ-
ment? (iii) IS the multi-agent problem well handled by M-RMDP?
6.1 Single-agent Analysis
The performance comparison in terms of PUR_AMT /COST is pre-
sented in Table 2, where all the algorithms are compared under
the same cost constraint. Thus, the performance in Table 2 actu-
ally depicts the capability of the bidding algorithm in obtaining
more PUR_AMT under same cost, compared to KB. It shows that,
on the test data RMDP outperforms KB and AMDP. However, if we
compare the performance on the training dataset, the AMDP algo-
rithm is the best since it models decision control at the auction
level. Nevertheless, AMDP performs poorly on the test data, indi-
cating serious overfitting to the training data. This result demon-
strates that the auction sequences cannot ensure a consistent tran-
sition probability distribution between different days. In contrast,
RMDP shows stable performance between training and test, which
suggests that RMDP indeed captures consistent transition patterns
under environment changing by hour-aggregation of auctions.
Besides, Table 2 also shows that for each of the 10 ads RMDP
consistently learns a much better policy that KB. Since we use
the same hyper-parameter setting and network structure, it indi-
cates the performance of ourmethod is not very sensitive to hyper-
parameter settings.
Furthermore, the results showed in Table 2 illuminate us a gen-
eral thought about reinforcement learning in the online advertis-
ing field. The power of reinforcement learning is due to sequen-
tial decision making. Normally, the more frequently the model can
get feedback and adjust its control policy, the better the perfor-
mance will be (AMDP on the training data). However, in the sce-
nario of progressively changing environment, a frequent feedback
information might contain too much stochastic noise. A promis-
ing solution for robust training is to collect statistical data with
proper aggregation. Nevertheless, the drawback of this technique
is sacrificing adjust frequency. Generally, a good approach of DRL
for online advertising is actually the consequence of a good trade-
off between feedback frequency and data trustworthiness (higher
aggregation levels exhibit more consistent transition patterns and
thus are more trustworthy).
6.2 Multi-agent Analysis
To investigate how DRL works with many agents competing with
each other, we run KB, RMDP and M-RMDP on all the 1000 ads
of the offline dataset. In this experiment and the following online
experiments, we do not involve AMDP since it has already been
shown to perform even worse than KB in the single-agent case.
The averaged results for the 1000 ads are shown in Figure 5.
The first thing we can observe is that, the costs of all the algo-
rithms are similar (note that the y-axis of Figure 5(a) measures the
ratio to KB’s cost), while the PUR_AMT /COST results are differ-
ent. It shows that RMDP still outperforms KB, but the relative im-
provement is not as high as in the single-agent case. Compared
to RMDP, M-RMDP shows a prominent improvement in terms of
Table 2: Results for the offline single-agent case. Perfor-
mance is relative improvement of PUR_AMT /COST com-
pared to KB.
ad_id AMDP(train) AMDP(test) RMDP(train) RMDP(test)
740053750 334.28% 5.56% 158.81% 136.86%
75694893 297.27% -4.62% 95.80% 62.18%
749798178 68.89% 8.04% 38.54% 34.14%
781346990 227.91% -20.08% 79.52% 57.99%
781625444 144.93% -72.46% 53.62% 38.79%
783136763 489.09% 38.18% 327.88% 295.76%
750569395 195.42% -15.09% 130.46% 114.29%
787215770 253.64% -41.06% 175.50% 145.70%
802779226 158.50% -44.67% 79.07% 72.71%
805113454 510.13% -8.86% 236.08% 195.25%
Avg. 250.03% -10.06% 120.01% 98.74%
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Figure 5: Performance on 1000 ads (offline).
PUR_AMT /COST . This consolidates our speculation that by equip-
ping each agent with a cooperative objective, the performance could
be enhanced.
7 ONLINE EVALUATION
This section presents the results of online evaluation in the real-
world auction environment of the Alibaba search auction platform
with a standard A/B testing configuration. As all the results are col-
lected online, in addition to the key performancemetric PUR_AMT
/COST , we also show results on metrics including conversion rate
(CVR), return on investment (ROI) and cost per click (PPC). These
metrics, though different, are related to our objective.
7.1 Single-agent Analysis
We continue to use the same 10 ads for evaluation. The detailed
performance of RMDP for each ad is listed in Table 3. It can be
observed from the last line that the performance of RMDP out-
performs that of KB with an average of 35.04% improvement of
PUR_AMT /COST . This is expected as the results are similar to
those of the offline experiment. Although the percentages of im-
provement are different between online and offline cases, this is
also intuitive since we use simulated results based on the test col-
lection for evaluation in the offline case. This suggests our RMDP
model is indeed robust when deployed to real-world auction plat-
forms. Besides, we also take other related metrics as a reference.
We find that there is an average of 23.7% improvement in CVR,
an average of 21.38% improvement in ROI and a slight average
Table 3: Results for the online single-agent case. Perfor-
mance is relative improvement of RMDP compared to KB.
ad_id PU R_AMT /COST CVR ROI PPC
740053750 65.19% 60.78% 19.01% -2.67%
75694893 23.59% 8.83% 12.75% -11.94%
749798178 4.15% -7.98% -0.63% -11.66%
781346990 41.6% 49.12% 43.86 % 5.33%
781625444 -9.79% 30.95% 7.73% 14.28%
783136763 55.853% 27.03% 52.87% -18.49%
750569395 2.854% 1.65% 19.60% 8.81%
787215770 21.52% 32.97% 46.94% -8.61%
802779226 31.44% 46.93% 19.97% 11.78%
805113454 57.08% 78.64% 68.73% 13.74%
Avg. 35.04% 23.11% 21.38% -5.16%
Table 4: Results for the online multi-agent case. Perfor-
mance is relative improvement compared to KB.
Algorithm PUR_AMT /COST ROI CVR PPC
RMDP 6.29% 26.51% 3.12% -3.36%
M-RMDP 13.01% 39.12% 12.62% -0.74%
improvement (5.16%) in PPC (the lower, the better). This means
our model could also indirectly improve other correlated perfor-
mance metrics that are usually considered in online advertising.
The slight improvement in PPC means that we help advertisers
save a little of his/her cost per click, although not prominent.
7.2 Multi-agent Analysis
A standard online A/B test on the 1000 ads is carried out on Feb.
5th, 2018. The averaged relative improvement results of RMDP
and M-RMDP compared to KB are depicted in Table 4. We can
see that, similar to the offline experiment, M-RMDP outperforms
the online KB algorithm and RMDP in several aspects: i) higher
PUR_AMT /COST , which is the objective of our model; ii) higher
ROI and CVR, which are related key utilities that advertisers con-
cern. It is again observed that PPC is slightly improved, which
means that our model can slightly help advertisers save their cost
per click. The performance improvement of RMDP is lower that
that in the online single-agent case (Table 3). The reason could be
that the competition among the ads affect its performance. In com-
parison, M-RMDP can well handle the multi-agent problem.
7.3 Convergence Analysis
Weprovide convergence analysis of the RMDPmodel by two exam-
ple ads in Figure 6. Figures 6(a) and 6(c) show the Loss (i.e. Eq. (13))
curves with the number of learning batches processed. Figures 6(b)
and 6(d) present the PUR_AMT (i.e. our optimization objective in
Eq. (2)) curves accordingly. We observe that, in Figures 6(a) and 6(c)
the Loss starts as or quickly increases to a large value and then
slowly converge to a much smaller value, while in the same batch
range PUR_AMT improves persistently and becomes stable (Fig-
ures 6(b) and 6(d)). This provides us a good evidence that our DQN
algorithm has a solid capability to adjust from a random policy to
an optimal solution. In our system, the random probability ϵ of ex-
ploration in Algorithm 1 was initially set to 1.0, and decays to 0.0
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Figure 6: convergence Performance.
during the learning process. The curves in Figure 6 demonstrate a
good convergence performance of RL.
Besides, we observe that the loss value converges to a relatively
small value after about 150 million sample batches are processed,
which suggests that the DQN algorithm is data expensive. It needs
large amounts of data and episodes to find an optimal policy.
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