In this paper we study the memorization of user created gestures for 3DUI. Wide public applications mostly use standardized gestures for interactions with simple contents. This work is motivated by two application cases for which a standardized approach is not possible and thus user specific or dedicated interfaces are needed. The first one is applications for people with limited sensory-motor abilities for whom generic interaction methods may not be adapted. The second one is creative arts applications, for which gesture freedom is part of the creative process. In this work, users are asked to create gestures for a set of tasks, in a specific phase, prior to using the system. We propose a user study to explore the question of gesture memorization.
INTRODUCTION
The context of this work is user-defined gestures for interaction with digital content, in Virtual Reality (VR) or desktop setups using affordable devices. We focus on two specific use cases in 3D User Interface (3DUI) where the interface needs to fit user's abilities or desires. The first is patient rehabilitation applications for persons with motor disabilities, for whom the standard interactive gestures may not be suitable. The goal is to design systems assisting the patients in daily activities and autonomy, with the objective of being adapted to patients. Secondly, creative applications, in which artists can create their own gestural commands to control media in performing arts.
In this paper, we want to explore a user-defined interaction also called user-derived interaction [1] that allows the user to make the system learn the gestures that he has created, in a specific phase, prior to using the system. Thus, we want to explore what parameters facilitate the recall of user-defined gestures focusing on the concept of schema (plural schemata) and pointing out two important characteristics: affordances and colocalization.
We propose a user study on user-defined gestures memorization with the hypothesis that virtual situations based on ecological processes will elicit a better recall of gestures, i.e. using colocalized objects with affordances. The user study is based on a task consisting in opening various virtual boxes. Our platform allows the user to create a gesture for each box. Gesture memorization results are presented and discussed in the light of the presence or not of affordances in the Virtual Environment (VE) and colocalized versus distant manipulation.
MEMORIZATION OF SELF-DEFINED GESTURES
A main limit of user-defined gestural interaction is the ability of the user to memorize the gesture set. Memorizing a set of abstract gestures evokes the process of memorizing a list of numbers. Miller's law [2] reveals that the working memory allows remembering only five to nine numbers. The working memory supports some human mental tasks and provides an interface between perception, long-term memory and action [3] .
The action performed in the process of using something in daily life activities without learning how to use it is called a schema [4] . It refers to the mental organization of actions as they are transferred or generalized while repeating this action in similar circumstances. As observed by Piaget, schemata are reproducible, have a purpose and are used and assimilated unconsciously.
A way to evoke schemata to the user is to bring to mind clues that provide directions of use for objects or situation. These clues are called affordances by Gibson [5] and refer to the action possibilities provided by an artifact/environment, which may or may not be perceived by the user. Smets et al. [6] noticed that coupling direct manipulation with affordances is a way to improve the design of objects in VEs. This suggests that colocalization could have a role in the perception of affordances or schemata and thus on gesture memorization.
Colocalization is characteristic of situations where manipulation and visualization spaces are superimposed. In the case of pointing tasks, Paljic et al. [7] showed that direct and close manipulations are more ef cient than indirect manipulations (distance > 40 cm). 3D cursor speed and visual clues, such as a ray that indicates manipulation offset, also decreased the performance. This suggests that the environment and objects should avoid artificial or accessory clues, especially if we focus on schemata.
Our hypothesis is that if the VE allows the users to propose spontaneous gestures that are inspired by ecological/everyday life gestures, through the use of colocalized and affordant objects, it may enhance memorization. We also hypothesize that an indirect and non affordant manipulation would elicit a poorer gesture memorization.
USER STUDY

Proposed Task
We chose to apply the user-defined approach to an ecological bimanual box opening task in a VE. The boxes are presented with or without affordances and within or without arms reach ( Figure  2 ). In this experiment, we chose not to show box opening animations; the reason is that for this first experiment we want to focus on static visual affordances, i.e. the appearance of the manipulated object. The role of visual feedback, or dynamic affordances, will be the subject of our future work.
Since our hypothesis focus on gesture memorization, our main dependent variable is the number of gestures that the user has to create and memorize. The two other dependent variables are colocalization (with, without = C1, C0) and affordance (with, without = A1, A0). We propose three levels of difficulty for number of gestures, with 1, 2 and 3 boxes to open for each condition. The columns in Figure 2 show the three levels of difficulty, i.e. 1, 2 and 3 gestures to memorize, for each condition (2G, 4G, and 6G) and the training step (1G). The rows show the two affordant conditions and the timeline of the experiment according to each step. For affordant boxes (A1), we have modeled six boxes with different visual clues chosen to avoid similar opening gestures: a hinge, a lock, covers with arrows or different types of edges. Non affordant boxes (A0) are simply differentiated with colors. For colocalized manipulation (C1), the box is displayed in front of the user, on the virtual table at arms and hands reach. The user has to manipulate the box directly. For non-collocated manipulation (C0), the table and the boxes are located 1 meter far from the original position (right columns in Figure 2 ). In this case the subject can still clearly see the box at first sight but cannot reach it, so he is told to perform the gesture with the same posture and arm extent as for C1.
Protocol
Prior to the experiment, the subjects were asked if they were left or right handed and invited to act as naturally as possible. The purpose of the experiment was not told to the subjects, neither the steps nor the number of boxes. Also, in order not to add bias to the evaluation of the performance, we choose not to tell the subjects if they were correctly recalling gestures during the experiment. During the gesture creation phase, a series of virtual boxes is displayed on a table in front of the user. Subjects are asked to put their hands in the scene and propose a gesture to open each of the presented boxes. In order to stabilize the gesture, four repetitions of the created gesture are performed and only the last one is used for gesture learning. No indications are given whatsoever on the type of gestures to propose, neither clues on the differences between the boxes. During this phase, boxes are presented only in colocalization condition.
During the gesture interaction phase, for each condition, the same set of boxes is presented randomly. The user is asked to perform the same gesture than the one he created previously according to the presented box. Gesture learning and following only occurs when they put their dominant hand within an invisible trigger volume surrounding the boxes so as to isolate the stroke part of the gesture (Figure 1 ). When the hand enters and leaves the trigger volume, a start and a stop sounds are played to inform the user about the motion capture recording. The three difficulty levels (number of gestures) are shown on the timeline in Figure 2 . At the beginning of each step, during gesture creation, subjects have to propose a gesture four times (dotted white bars). Only the fourth one is recorded (solid white bars). Then, boxes are presented randomly during the gesture interaction phase. Gestures reproduced during the gesture interaction phase are recorded (black bars) and then compared to those proposed at the gesture creation phase. The experiment takes approximately 20 minutes per user to be completed. 2288 gestures were performed and 1430 were used in the analysis. 
Gesture Analysis and Recognition
The gesture phrases in this study are analyzed and cut regarding the work of Kendon on speech (Figure 1 ). In order to increase the gesture recognition rates, it seems appropriate to isolate correctly each different gesture and their stroke. Among other techniques, Hidden Markov Models (HMM) are known to best suit gesture recognition as shown in the survey [9] . Bevilacqua and his colleagues [10] proposed a HMM-based algorithm that recognize a gesture from a corpus of recorded ones and it continuously outputs parameters like time progression and the likelihood to the original gesture. Training can be done with only one sample which descriptors are normalized positions and orientation of the both hands (6DOF). Pretests showed that placing each sensor on hands provides more DOFs than on wrists or forearms and is less intrusive than on fingers. In order to capture hand movements independently from the user's upper body movements, the coordinates of each hand are torso referential (dotted lines on the right in Figure 2 ). Since we look towards bringing gestural interaction via affordable VR systems, positions and orientations of the hands and the torso are provided by a Microsoft Kinect camera and three small Movea MotionPods gyroscopes via VRPN servers. Their precision is sufficient; however, in order to compensate the small noise and glitches, we apply filters such as a mean of the last five values combined to a threshold. Internal benchmarks gave satisfying recognitions rates (>70 %).
Experimental Setup
The experiment took place in an immersive room with a backprojected wide screen (3.2m per 1.7m) with Full HD resolution (1920x1080@120Hz) and active stereoscopy. The head-tracking is performed with two optical infrared cameras (Advanced Realtime Tracking GmbH, A.R.T.II). To ensure accurate colocalisation, we have not used low-cost sensors for headtracking, thought this would be an alternative. User's interpupillary distance is measured and set in the rendering engine, so the users perceive the VE with the proper proportions. Absolute positions and orientations of trackers (6DOF) attached on each hand are recorded at 30Hz with the optical motion capture system, in order to get accurate information of gesture. Also, data from two low cost devices is recorded for the gesture recognition.
Subjects and Measured Parameters
Using this setup, we record data sets from 21 subjects (8 women and 13 men), aged from 21 to 34 years (M = 26.5) with interpupillary distances of 63.9 mm (56 mm to 70 mm). All subjects are tested for stereoscopic depth perception using the Wirt test, M = 82.3 % (10 % to 100 %). No subject had colorvision deficiency. We evaluate the performance comparing gestures using three different criteria chosen during pre-tests: -Reflection Time. It is the time from the moment the box is displayed to the end of completed interaction gesture minus the duration of the created gesture; -Means of the Euclidean distances between created gesture and corresponding interaction gesture trajectories using the accurate motion capture system. All gestures are resampled to 200 points according to their time stamp (see plots in Figure 6 ); -The recognition rates outputted by a Gesture Follower Hidden Markov Model (HMM) and low-cost sensors when the gesture is completed.
RESULTS AND DISCUSSION
Figures 3, 4 and 5 show the results for respectively reflection time, mean of Euclidian distances and recognition rates, without the training session (First step in Figure 2 ). Standard deviation is displayed as error bars. The means of the trials are analyzed with two-way repeated-measures ANOVAs. 
Influence of Number of Gestures
The first trend that we observe is the decrease of user performance when the number of gestures increases. This trend can be seen for all non affordant boxes for the reflection time (A0, Figure 3 ) the precision (A0, Figure 4 ) and the recognition rates (A0, Figure 5 ). Also we do not observe lower performances when affordance is present. The reflection time and the recognitions rates graphs show this same pattern on A1C1 and A1C0 columns (Figures 3  and 5 ). The means of gesture times with affordances are less than 2289 ms whereas, without affordances, means are superior to 3446 ms (see Means in Figure 3 ). Without affordances, performance clearly lowers as the number of gestures increases (higher reflection time and lower recognition rates). It seems that the absence of affordance starts to impede memorization between 2G and 6G conditions that respectively include 1 and 3 non affordant boxes. Without affordances ANOVAs are non-significant between 2G and 4G, on reflection time F(1,20) = .108 ; p = .746 and on recognition rates F(1,20) = .63; p = .437. However there is a significant difference between 4G and 6G on time F(1,20) = 8.89 ; p = .007. The same trend is observed on recognition rate: they are twice as low (A0, Figure 5 ) and difference is significant F(1,20) = 52.38; p < .001. This suggests that affordance is needed to keep track of gestures starting from the 4G condition. 
Influence of Affordance and Colocalization
It appears that affordances globally increase performances, whatever the number of gestures. They reduce reflection time regardless the number of gestures and the colocalization. ANOVA between A0 and A1 cases, independently of colocalization for all gestures sets, on reflection time is significant: F(1,20) = 33.34; p < .001. This is confirmed on the Euclidean distance too F(1,20) = 4.88; p = .039. As observed on Figure 6 , with affordance condition, plots A and B show correct gesture replications whereas without affordances (plots C and D) the user did not properly recall the original gesture.
The second trend is that performance seems independent of colocalization. For reflection time F(1,20) = 2.22; p = .152, however ANOVA on Euclidean distance shows a significant F(1,20) = 25.74; p < .001 resulting from an absolute offset in the mean Euclidian distance metric between the original gesture and its reproduction (see offset in plot B). In fact, we observed that during indirect manipulation, despite the instructions, the users naturally tend to reach towards the box, implying that the gesture is performed a bit farther than the original gesture.
Discussion
Given the feeble role of colocalization on performance, schemata seem to be more related to visual affordances in a gestural memorization use case. We selected six different affordant ways to open boxes. For non affordant boxes we choose colors as box differentiator to avoid too obvious mnemonics. Despite that, we asked in a questionnaire about memorization strategies, six users reported associating the red box to a big red button or excitability, which produced for example slap or punch gestures. Somehow these users were trying to create their own affordances on the boxes. Choosing the right non-affordant appearance for boxes is an open question. We could argue that the HMM recognition rates could only be algorithm related and would only depend on the number of different gestures for the system to recognize. However, we observe that the recognition rates are clearly stabilized for higher numbers of gestures when the affordance is present (Figure 5 ), this better performance comes indeed from additional information to the users. Also, the spatial offset of reproduced gestures observed between C0 and C1 during the experiment seems to have a limited effect on recognition rates.
Regarding the potential biases: the experiment boxes are presented randomly, however the timeline always follows the same sequence of 1, 2, 4 and 6 gestures. Even after the training session, for the 2G condition some subjects needed confirmation that the task follows the same pattern as training session when boxes were distant increasing the measured reflection time. We had to choose between mixing up A0 and A1 conditions and putting them into two separate series of tasks. We chose the first because our hypothesis is this would elicit more spontaneous behaviour: a series of non affordant boxes would have been understood as a classical memorization task.
Also, what is the role of the number of repetitions of the gesture in gesture creation phase? We asked the users about this in a subjective questionnaire. Nobody suggested that more repetitions could help them to memorize.
CONCLUSION AND FUTURE WORK
We have proposed an interactive process for users to create gestures for a truly dedicated interface. We presented a study to explore the role of number of gestures, affordances and colocalization on gesture memorization and performance.
The results show a strong effect of affordances on gesture memorization but no apparent role of colocalization. It appears that, in this interactive context, recalling more than two imagined gestures isn't easy for one's working memory. In a context without affordances, the user hardly recalls more than two created gestures whereas, thanks to affordances, users can rapidly recall three gestures.
Thus, it would seem naturally possible to memorize more gestures, but how many? Schemata and everyday life situations suggest that gesture memorization could be unlimited since we perform a lot of gestures and learn/try new ones by referring to our innate abilities and personal experiences. Thus, the limit for an interactive application would be the ability of the gesture recognition system to adapt, both in number of gestures and variability of these gestures due to context or user. As a consequence for rehabilitation applications, these results show that an indirect user interaction such as the ones that can be deployed at home would be relevant, using for instance low-cost tracking and TVs. Also, since colocalization seems not to affect memorization, stereoscopy would not be necessary and suggests that a simple head-tracking could be sufficient. Though, this hypothesis would require deeper analysis.
In this experiment we chose not to provide a dynamic visual feedback since we wanted to focus on static visual affordances related to object appearance. Since the gesture recognition system allows a real-time following of the gesture progression, the natural continuation of this work is the study of the effect of visual animation while gesture is performed.
