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Faculty of Engineering, Osaka Electro-Communication U iversity, 
18-8 Hatsueho, Neyagawa, Osaka 572, Japan 
This article presents a new coding pattern in an orchard scheme which is a kind 
of convolutional coding system. The code generated by this coding pattern corrects 
two or less errors and detects three errors. The rate of the code is (n o - 1)/n 0. It 
has the advantage that the constraint length is much less than the lower bound of 
the constraint length of a self-orthogonal code with the same error-correcting 
capability and the same code rate. 
I. INTRODUCTION 
As memory densities increase and data transmission rate becomes high, 
the risk of error increases. To remedy these problems, various error control 
techniques have been applied to a design for high density semiconductor 
memories for high speed data transmission systems. Error control techniques 
which guarantee the reliability of information have paid for performance 
with high bit redundancy. So, a major goal of constructing error-correcting 
or error-detecting codes is to construct codes with lower bit redundancy and 
higher error correcting or detecting ability. For this purpose, various coding 
systems .have been devised (see MacWilliams and Sloane, 1977). 
Scott and Geotschel (1981) have proposed a coding system called an 
orchard scheme which is a kind of convolutional coding system. In this 
system, information bits are arranged in a rectangular array and the parity is 
checked according to a given coding pattern. It raises error-correction and 
error-detection performance with a minimum increase in bit redundancy. 
This article presents a new orchard coding pattern. The code generated by 
this coding pattern corrects two or less bit errors and detects three bit errors. 
The rate of the code is (n o - 1)/n o .  It has the advantage that the constraint 
length is much less than the lower bound of the constraint length of a self- 
orthogonal code with the same error-correcting capability and the same code 
rate. 
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II. ORCHARD SCHEME AND ITS NEW CODING PATTERN 
A new orchard coding pattern is shown in Fig. 1. In an orchard scheme, 
information bits, whether in serial or parallel form, are arranged in a 
rectangular array of n o -- 1 rows as shown in Fig. 1. An orchard coding 
pattern (hatched part in Fig. 1) is masked on the array. The parity of the 
masked bits are checked and a parity bit (black dot in Fig. 1) is added in the 
n0th row. Such procedure is successively performed as the rectangular array 
of n o rows is shifted to the right. The bits in the n0th row are parity bits. The 
parity bits produced in the former coding steps are used in a present coding 
step. Figure 2 shows the ith row of the proposed new orchard coding pattern 
in Fig. 1. The four columns on the right side represent a primitive 
polynomial of degree 3. Generally, the ith row of the proposed orchard 
coding pattern is presented as 
h i (x )= l+x "o i+l+xn°+ig(x) (1 < i~  no), (1) 
where g(x) is a primitive polynomial of degree m and n o is constant 
satisfying 0 < n o ~< 2 m - 1. 
Next we show that the orchard code generated by the coding pattern in (1) 
corrects two or less bit errors and detects three bit errors. Let the vector h i 
denote the ith row of the coding patternl When one error occurs in the ith 
row, the inverse order of the ith row appears in a syndrome sequence. 
Therefore, the orchard code corrects t or less bit errors if and only if any 2t 
or less rows in the matr ix/4,  whose rows are the vectors of h i (i = 1, 2 ..... no) 
shifted bit by bit as shown in Fig. 3, are linearly independent. The orchard 
code corrects t or less bit errors and detects t + 1 bit errors if and only if any 
2t + 1 or less rows in the matrix H are linearly independent. 
[1] Proof that the sum of any two rows of the matrix H is not equal to 
zero. 
The sum of any two rows of the matrix H is shown as 
2 
S(x)= ~ .xa"{1 JFX nO-il4-1 "~-xn°+ilg(x)} (2) 
1=1 
__  2no+l+deg[g(x  ) ] 
_ ~ ~//~. ~ 
_ ~ ~ / ~ ~ ~o 
/ L 
FIG. 1. Coding pattern. 
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n o 
the i - th -  
row I I I ~ ~ I [ I I I ~ ~ I I ] I 
FIG. 2. The ith row of coding pattern. 
in a polynomial representation, where J l  4 : J2  or i 1 4:/2, and 1 ~< it ~< n 0, 
Jt >/0 (l = 1, 2). Without loss of generality, assume that J l = 0. Then 
S(x )= 1 +x n°-i~+l +x"°+qg(x)+xi2{I  +x  "°-i2+~ +x"°+i2g(x)}. (3) 
The assumption that S(x)= 0 implies that J2 = 0 and i~ = i 2. However, it 
contradicts ince j~ 4:J2 or i 2 4: il. So, S(x) 4: O. 
[2] Proof that the sum of any odd rows of the matrix H is not equal to 
zero. 
The sum of any odd rows of the matrix H is shown as 
2k+ 1 
S(x)= y" xJ, tl +x "°-t,+l +x"°+t,g(x)} (4) 
I - - I  
in a polynomial representation, where Jt #Jh or i t 4: i h (1 ~< l, h ~< 2k + i), 
and 1 ~< it < n o, Jt >~ O. Since the weight of g(x) (number of non-zero terms) 
is odd, the weight of S(x) is odd. Therefore, S(x) 4: O. 
[3] Proof that the sum of any four rows of the matrix H is not equal to 
zero. 
The sum of any four rows of the matrix H is shown as 
4 
S(x)= xJ,{1 +x.0-t,+l +x.o+,,g(x)} (5) 
/=1 
in a polynomial representation, where j  t 4: Jh or i t 4: i h (1 </ ,  h ~< 4), and 1 ~< 
it ~< no, Jt ~> 0. Assume that S(x) -- 0. Without loss of generality, assume that 
H = 
-i0000111010000 
lO000111010OO0 
i000011101000( 
i0001001101000 
i0001001101000 
10001001101000 
I 
11000000001101 
ii000000001101 
l lO00000001101 
FIG. 3. Patterns of parity check. (h i ( i=  1, 2 ..... 5) is the ith row in Fig. 1.) 
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j~ = 0. The assumption that S(x)= 0 implies that J 2  exists which satisfies 
J2 = J l .  Then 
S(x) = x "° - t l+  ~ + x"°+i~g(x) + x "°-~+1 
-~- Xno+i2g(x) ~- XJ3{I 71- Xno-i3 +1 ..~ xno+i3g(x)} 
+ xJ4{1 + x "°- i '+1 + x"°+i'g(x)}. (6) 
There are the fol lowing alternative cases when S(x)= O. 
( i )  J3  = no  - -  i l  q-  1, J4 = no -- i2 + 1. 
(ii) J3 = J , ,  i2 -- il = i4  - -  i3 (0 < J3, J4 < no). 
In the case (i), 
S(x)=xnog(x)(x il ~-xi2~- X no+i3-il+l ~_ Xno+i4-i2+l) 
+ x 2n°-i3-i~+2 + x 2n°-i'-i2+2. (7) 
Since S(x) =- 0 mod g(x), 
x2"°-i3-i~+2(1 +xi3+i'-~4-i2)=-O rood g(x). (8) 
As g(x) is a primitive polynomial ,  
i 3 q-  i 1 - -  i 4 -- i 2 = 0 or 2 m -- 1. (9) 
(a) When i 3 + i I - -  i 4 - i 2 ~--- 0 ,  
S(x)  = x"Og(x){xi2(x il-i2 + 1) + x "°+ i3-ilq-'(1 + xi'-i2-i3+i')} 
= x"°g(x)lxi2(1 + x i~-i2) + x "°-i3-i'+ '(1 + x il-i2)2} 
= x,Og(x)(1 + xil-i2)(xi2 + x,O+i3-q + a + x,O+ i3-i~+ 1) 
5/: 0 ( ' ."  i 1 ~ i 2 since Jl = Jz)- 
(b) When i 3 + i I - i 4 - i 2 = 2 m - 1, 
S(x)  = xn°g(x)(x i' + x i2 + x "°+i3-i' +1 _~ Xno+i4--i2+ 1)
-~ x2no-i3-il+ 2(1 -~ xZrn- 1), 
Since S(x) = 0, 
That  is, 
2no- -  i3--  il + 2 > n o . 
( lO)  
(11) 
(12) 
2 m - -  3 + iz + i4  < no. (13) 
CODING PATTERN IN ORCHARD SCHEME 
However, (13) contradicts because n0<~2 m-  1, i2>/1 
S(x) ~ O. 
In the case (ii), 
S(x)  = x"og(x)(x"  + x ~2 + x :~+~3 + x :~+~4) 
~t- Xno- i l  +1 ~._ Xno-i2+ l ~l_ xJ3(xno-i3 +1 + Xno-i4+ l). 
Since i~ ~ i 2 andj~ = J2, the assumption that S(x)= 0 implies that 
and 
That is, 
Then, 
n0- - i l+  1 =j~+no-{3+ 1 
n o -- i 2 + 1 = J3 + no - -  i4 + 1. 
J3 "=- i3 - -  il = i4 - -  12" 
S (x )  = x"°g(x) (x  '1 + x ~2 + x:3+~3 + x:3+,4) 
= x"og(x){xi~(1 + x i2-q) + x:3+i3(1 + xi4-i3)} 
=x"°+i 'g(x) (1  + xi : - i , ) (1 + x:~+i3-i,). 
Since S(x) = O, 
From (15) and (17), 
i 1 = i3, 
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and i 4>71. So, 
(14) 
(15) 
(16) 
J'3 + i3 - -  i l  = 0.  (17) 
i2 = i4 '  J3 = J4 = 0. 
However, it contradicts because j l  4:J3 or i t :/= i 3. So ,  S(x)~ O. 
The above discussion has proved that any five or less rows of the matrix 
H are linearly independent. Therefore, the orchard code generated by the 
coding pattern whose row is given in (1) corrects two or less bit errors and 
detects three bit errors. 
III. DISCUSSION 
It is the characteristic of an orchard coding scheme that the former parity 
check bits also affect the generation of a present parity check bit. The 
decoder generates a syndrome sequence and errors are corrected or detected 
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using the syndrome pattern. As the syndrome pattern is not altered by 
decoding errors, the error propagation does not occur if the successive 
(2n 0 + 1 + m) zero bits appear in the syndrome sequence. The rate of a code 
generated by the proposed coding pattern is (n o - 1)/n 0, where n o ~< 2" - 1 
(m is the degree of a primitive polynomial g(x)) .  The constraint length n A of 
the code is given by 
n A = no(2n o + 1 + m), (18) 
Let us compare the constraint length of the proposed code with that of a 
self-orthogonal code which is one of the convolutional codes. A self- 
orthogonal code with rate (n 0 -  1)/n 0 and with minimum distance d has 
constraint length (see Peterson and Weldon, 1972) 
n A/> n0{(n 0 -  1 ) (d -  1 ) (d -  2)/2 + 1}. (19) 
So, the self-orthogonal code with minimum distance 6 has length n A >/ 
n0(10n 0- 9). 
Table I shows the comparison between the constraint length of the 
proposed code and the lower bound of the constraint length of a self- 
orthogonal code with the same error-correcting capability and the same code 
rate. As shown in Table I, the constraint length of the proposed code is much 
less than the lower bound of the constraint length of a self-orthogonal code. 
Moreover, the proposed code has less constraint length than the orchard 
code (rate 4/5, constraint length 80) presented by Scott and Geotschel 
(1981). 
TABLE I 
Constraint Length 
2 14 22 
3 27 63 
4 48 124 
5 70 205 
6 96 304 
7 126 427 
8 168 568 
9 207 729 
10 250 910 
Self-orthogonal 
n o Proposed code code (lower bound) 
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IV. CONCLUSION 
This article has proposed a new coding pattern in an orchard scheme. The 
code generated by this coding pattern corrects two or less errors and detects 
three errors. The code rate is (n 0 -  1)/n o. It has an advantage that the 
constraint length is small. It is open question to find a simple decoding 
method and to find other coding patterns with higher error-correcting 
capabil ity. 
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