Methodische Grundlagen und Anwendungen der Generalisierbarkeitstheorie in der betriebswirtschaftlichen Forschung by Eisend, Martin
econstor
www.econstor.eu
Der Open-Access-Publikationsserver der ZBW – Leibniz-Informationszentrum Wirtschaft
The Open Access Publication Server of the ZBW – Leibniz Information Centre for Economics
Nutzungsbedingungen:
Die ZBW räumt Ihnen als Nutzerin/Nutzer das unentgeltliche,
räumlich unbeschränkte und zeitlich auf die Dauer des Schutzrechts
beschränkte einfache Recht ein, das ausgewählte Werk im Rahmen
der unter
→  http://www.econstor.eu/dspace/Nutzungsbedingungen
nachzulesenden vollständigen Nutzungsbedingungen zu
vervielfältigen, mit denen die Nutzerin/der Nutzer sich durch die
erste Nutzung einverstanden erklärt.
Terms of use:
The ZBW grants you, the user, the non-exclusive right to use
the selected work free of charge, territorially unrestricted and
within the time limit of the term of the property rights according
to the terms specified at
→  http://www.econstor.eu/dspace/Nutzungsbedingungen
By the first use of the selected work the user agrees and
declares to comply with these terms of use.
zbw
Leibniz-Informationszentrum Wirtschaft
Leibniz Information Centre for Economics
Eisend, Martin
Working Paper
Methodische Grundlagen und Anwendungen
der Generalisierbarkeitstheorie in der
betriebswirtschaftlichen Forschung
Diskussionsbeiträge des Fachbereichs Wirtschaftswissenschaft der Freien Universität
Berlin, No. 2007/4
Provided in cooperation with:
Freie Universität Berlin
Suggested citation: Eisend, Martin (2007) : Methodische Grundlagen und Anwendungen der
Generalisierbarkeitstheorie in der betriebswirtschaftlichen Forschung, Diskussionsbeiträge







Diskussionsbeiträge des Fachbereichs Wirtschaftswissenschaft  















Methodische Grundlagen und Anwendungen der 
Generalisierbarkeitstheorie in der 





















Die Generalisierbarkeitstheorie stellt einen messtheoretischen Ansatz dar, der im 
Gegensatz zur klassischen Testtheorie verschiedene Fehlerquellen gleichzeitig be-
rücksichtigen kann. Auf der Basis der Ergebnisse einer Generalisierbarkeitsstudie 
lassen sich genaue Angaben zur Gestaltung generalisierbarer Messdesigns ermitteln. 
Der Beitrag gibt eine kurze Einführung in die Generalisierbarkeitstheorie mit ihren 
Grundannahmen und ihrer typischen Untersuchungsanlage. Darauf aufbauend wird 
ein Überblick über Anwendungen der Generalisierbarkeitstheorie in der betriebswirt-




Generalizability theory provides an alternative and more flexible approach for con-
struct measurement than classical measurement theory. The theory takes into account 
several sources of error. Generalizability studies lead to results that allow for design-
ing measurements that optimize the generalizability of results. The paper gives a 
short introduction into generalizability theory and summarizes applications of gener-
alizability theory in business research. 
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1   Einleitung 
Zur Erfassung komplexer Phänomene werden Messskalen verwendet, die häufig 
mehrere Items, manchmal auch mehrere Dimensionen umfassen. Die Güte dieser 
Messskalen wird dabei in der Regel über gängige Kriterien der Validität und Reliabi-
lität erfasst. Ein Aspekt, der dabei meist vernachlässigt wird, ist die Frage nach der 
Generalisierbarkeit der Messung über verschiedene Bedingungen und Kontexte hin-
weg. Die Generalisierbarkeitstheorie stellt einen messtheoretischen Ansatz dar, der 
sich genau dieser Problematik widmet. Nachfolgend wird diese Theorie mit ihren 
Grundannahmen und ihrer typischen Untersuchungsanlage dargestellt und diskutiert. 
Darauf aufbauend wird ein Überblick über Anwendungen der Generalisierbarkeits-
theorie in der betriebswirtschaftlichen Forschung gegeben. Ziel des Beitrags ist es, 
eine verständliche Einführung in die Generalisierbarkeitstheorie zu geben und die 
Breite der Anwendungsmöglichkeiten in der betriebswirtschaftlichen Forschung auf-
zuzeigen. 
 
2  Probleme der klassischen Testtheorie 
Die Generalisierbarkeitstheorie knüpft an der klassischen Testtheorie und den dabei 
verwendeten Reliabilitätstests an. Zur Bestimmung der Reliabilität wird ein beobach-
teter Wert (bzw. seine Varianz) in die Komponenten "wahrer Wert" und "Fehler" 
zerlegt. Je kleiner der Fehler, desto zuverlässiger ist die Messung. Die zur Überprü-
fung der Reliabilität verwendeten Tests der klassischen Testtheorie gehen jeweils 
von genau einer bestimmten Fehlerquelle aus. Die verschiedenen Tests aber konzent-
rieren sich jeweils auf unterschiedliche Fehlerquellen, wodurch streng genommen die 
in verschiedenen Testverfahren ermittelten Reliabilitätskoeffizienten gar nicht ver-
gleichbar sind (Gleser, Cronbach & Rajaratnam, 1965, S. 396). Folgende Fehlerquel-
len werden bei den entsprechenden Tests beachtet:  
-  Test-Retest-Reliabilität Æ Fehlerquelle Zeit 
-  Paralleltest-Reliabilität Æ Fehlerquelle Probanden 
-  Interne Konsistenzprüfung Æ Fehlerquelle Items  
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-  Intercoder-Reliabilität Æ Fehlerquelle Kodierer/Beobachter 
Je geringer der jeweilige Messfehler, desto besser lässt sich die Messung über die 
entsprechende Bedingung verallgemeinern. Insofern machen Reliabilitätstests also 
auch eine Aussage über die Verallgemeinerbarkeit einer Messung. Messfehler kön-
nen aber auf verschiedenen Fehlerquellen beruhen, wobei sich diese verschiedenen 
Fehlerquellen auch gegenseitig beeinflussen können. Dieser Problematik tragen her-
kömmliche Reliabilitätstests keine Rechnung.  
Die genannten Fehlerquellen, die im Rahmen von Reliabilitätstests untersucht wer-
den, sind gekennzeichnet durch die ursprüngliche Entwicklung der klassischen Test-
theorie vor dem Hintergrund von Persönlichkeits- und Intelligenztests, wo es um die 
Messung von Unterschieden zwischen Personen geht. Die Testtheorie stößt an ihre 
Grenzen bei anderen Untersuchungsobjekten, z.B. wenn einzelne Produkte oder 
Dienstleistungen als Untersuchungsgegenstand erfasst werden sollen, bei denen ganz 
andere Fehlerquellen auftauchen können, etwa wenn die Qualität einer Dienstleis-
tung in unterschiedlichen Filialen gemessen wird und diese Filialen somit zur Feh-
lerquelle der Messung werden können (Finn & Kayande, 1997; Rentz, 1987).  
Eine Berücksichtigung verschiedenartiger Untersuchungsobjekte und verschiedener 
Messfehlerquellen ermöglicht die Generalisierbarkeitstheorie, die von Cronbach und 
seinen Mitarbeitern entwickelt wurde (Cronbach, Gleser, Nanda & Rajaratnam, 
1972; Cronbach, Rajaratnam & Gleser, 1963; Gleser et al., 1965). Diese Theorie ver-
zichtet auf die der klassischen Testtheorie eigenen Äquivalenzannahmen so genann-
ter paralleler Tests, also der Annahme, dass Messungen gleiche Inhalte wiedergeben 
und gleiche Mittelwerte, Varianzen und Kovarianzen besitzen (Rajaratnam, Cron-
bach & Gleser, 1965). Diese Annahmen sind bei der der praktischen Umsetzung von 
Messungen oftmals nicht erfüllt, etwa wenn mehrere Beobachter von Einkaufsver-
halten Beurteilungen abgeben, die sich hinsichtlich dessen, worauf sie achten, oder 
auch im Hinblick auf die Varianz ihrer Beurteilungen durchaus unterscheiden kön-
nen.  
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3  Grundlagen der Generalisierbarkeitstheorie 
3.1 Statistisches  Grundmodell 
Grundlegend für die Generalisierbarkeitstheorie ist die Annahme, dass jeder Beo-
bachtungswert eines Untersuchungsobjekts x (z.B. die Prüfungsleistung eines Studie-
renden), eine Stichprobe aus einem Universum möglicher Beobachtungen unter ver-
schiedenen Bedingungen y, z,…(z.B. Prüfungszeitpunkt, Prüfungsform) darstellt. Der 
Erwartungswert bezüglich eines Untersuchungsobjekts über all diese Beobachtungen 
wird als 'universe score' oder globaler wahrer Wert (μx) bezeichnet, was dem wahren 
Wert in der klassischen Testtheorie entspricht (im Beispiel also die wahre Leistung 
des Studierenden). Das Universum, auf das die Messung generalisiert werden soll, 
wird vom Forscher aufgrund theoretischer Vorüberlegungen durch die ihm wichtig 
erscheinenden Merkmale der Generalisierung festgelegt. Soll also die Leistung von 
Studierenden (p) über verschiedene Prüfungszeitpunkte (i) und verschiedene Prü-
fungsformen (j) generalisiert werden, so ergibt sich folgender 'universe score' eines 
Studierenden: 
(1)  pij j i p X E
, = μ  
Entsprechend der klassischen Testtheorie setzt sich ein beobachteter Wert dann aus 
diesem 'universe score' und einem Fehlerterm zusammen:  
(2)  pij p pij X Δ + = μ  
Der Fehlerterm lässt sich nun gemäß der Generalisierbarkeitstheorie im Gegensatz 
zur klassischen Testtheorie in mehrere Komponenten zerlegen. Dazu bedient man 
sich der Methode der Varianzanalyse, mit der ein beobachteter Wert in verschiedene 
varianzanalytische Komponenten zerlegt werden kann, die auf die Effekte unabhän-
giger Variablen, deren Interaktionen sowie einen Fehlerterm zurückzuführen sind. 
Entsprechend kann ein Messwert im genannten Beispiel auf die Effekte der Studie-
renden, der Prüfungszeitpunkte, der Prüfungsformen und deren Interaktionen, ande-
rer systematischer Fehlerterme und der zufälligen Fehlervarianz zurückgeführt und 
entsprechend zerlegt werden. Für einen Beobachtungswert ergibt sich somit die fol-
gende Strukturgleichung:   
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(3)  = pij X      (a)  Beobachtungswert   
μ =   (b) Gesamtmittelwert (Erwartungswert über alle 
Studierenden, Prüfungszeitpunkte und –formen) 
  μ μ − + p       (c) Effekt des Studierenden 
  μ μ − + i       (d) Effekt des Prüfungszeitpunkts 
  μ μ − + j       (e) Effekt der Prüfungsform 
  μ μ μ μ + − − + i p pi     (f) Effekt der Interaktion Studierender –  
Prüfungszeitpunkt 
  μ μ μ μ + − − + j p pj     (g) Effekt der Interaktion Studierender –  
Prüfungsform 
  μ μ μ μ + − − + j i ij     (h) Effekt der Interaktion Prüfungszeitpunkt –  
Prüfungsform 
  μ μ μ μ μ μ μ − + + + − − − + j i p ij pj pi pij X  
(i) Effekt der Dreifachinteraktion Studierender – 
Prüfungszeitpunkt – Prüfungsform, konfundiert 
mit dem Messfehler 
Der beobachtete Wert (a) setzt sich also zusammen aus dem  
(b) Gesamtmittelwert μ, der eine Konstante darstellt (also die durchschnittliche Leis-
tung aller Studierender über alle Prüfungsformen und Prüfungszeitpunkte),  
(c) der Abweichung des Mittelwerts eines Studierenden von diesem Gesamtmittel-
wert (wenn ein Studierender tendenziell bessere oder schlechtere Leistung er-
bringt),  
(d) der Abweichung des Mittelwerts des Prüfungszeitpunkts vom Gesamtmittelwert 
(etwa wenn morgens tendenziell bessere Prüfungsergebnisse erzielt werden als 
spätabends),   
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(e) der Abweichung des Mittelwerts der Prüfungsform vom Gesamtmittelwert (etwa 
wenn bei Klausuren tendenziell schlechtere Ergebnisse, bei mündlichen Prüfun-
gen tendenziell bessere Ergebnisse erzielt werden),  
(f) der Interaktion zwischen Studierenden und Prüfungszeitpunkt (wenn die Varianz 
der Leistung der Studierenden auch über den Zeitpunkt variiert),  
(g) der Interaktion zwischen Studierenden und Prüfungsform (wenn die Varianz der 
Leistung der Studierenden auch über die Prüfungsform variiert),  
(h) der Interaktion zwischen Prüfungszeitpunkt und Prüfungsform (wenn beispiels-
weise Klausuren morgens zu besseren Ergebnissen führen als abends, während 
mündliche Prüfungen bessere Ergebnisse erzielen am Abend als am Morgen),  
(i) sowie der Dreifachinteraktion, die konfundiert ist mit dem Messfehler, der weitere 
systematische Fehlereinflüsse sowie zufällige Fehler umfasst.  
Dreifachinteraktion und Messfehler lassen sich nicht trennen, da man das Untersu-
chungsobjekt (die Studierenden) als eigenen Faktor in die Varianzanalyse mit einbe-
zieht. Für jede mögliche Faktorkombination liegt also nur eine Beobachtung vor, 
wodurch eine Mittelwert- und Varianzberechnung nicht mehr möglich ist, die nötig 
wäre, um den Messfehler gesondert zu ermitteln.  
Alle Effekte in der Strukturgleichung haben einen Erwartungswert von Null und so-
mit wird auch in der Verteilung der zugehörigen Werte der Mittelwert gleich Null 
gesetzt. Die Varianz eines Effekts, z.B. die Varianz des Effekts der Studierenden, 
also die durchschnittliche quadrierte Abweichung der 'universe scores' der Studie-
renden vom Gesamtmittelwert lautet dann:  
(4) 
2 2 ) ( μ μ σ − = p p p E  
Die Varianz aller Beobachtungswerte (über Studierende, Prüfungszeitpunkte und 




2 2 2 2 2 2 2 ) ( e pij ij pj pi j i p pij X σ σ σ σ σ σ σ σ + + + + + + =  
Auch hier ist das Residuum aufgrund des Studiendesigns vermischt: Der Term bein-
haltet den Interaktionseffekt (die Varianz der Leistungen der Studierenden variieren 
über die Prüfungsformen und Prüfungszeitpunkte) und den Messfehler. Abbildung 1  
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ist eine Darstellung eines Venn-Diagramms, in dem die Systematisierung der einzel-



















Abbildung 1: Venn-Diagramm für verschiedene Varianzquellen (Studierende, Prüfungszeit-
punkt, Prüfungsform) bei der Leistungsmessung 
 
Die Generalisierbarkeitstheorie versucht nun die einzelnen Varianzkomponenten und 
deren Gewicht im Rahmen einer Generalisierbarkeitsstudie empirisch zu bestimmen. 
Bei der Anwendung der Generalisierbarkeitstheorie können aus praktischen Gründen 
meist nur eine begrenzte Anzahl an Fehlerquellen untersucht werden. Stellt diese 
Teilmenge eine Zufallsauswahl aus allen möglichen Fehlerquellen dar, was als zent-
rale Annahme der Generalisierbarkeitstheorie gilt (Brennan, 1983, S. 120), so kann 
man den Erwartungswert der Korrelation von zwei Beobachtungswerten der Korrela-
tion zwischen dem beobachteten Wert und dem 'universe score' gleichsetzen 
(Campbell, 1976). Wie gut dabei der 'universe score' auf der Basis der vorhandenen 
Beobachtungen abgebildet wird, wird durch einen Generalisierbarkeitskoeffizienten 
zum Ausdruck gebracht.  
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3.2 Untersuchungsanlage 
Die Varianzkomponenten der Messung sowie die Generalisierbarkeitskoeffizienten 
werden empirisch ermittelt. Typischerweise werden bei der Untersuchungsanlage 
zwei Schritte unterschieden: Die G-Studie ('generalizability study') und die D-Studie 
('decision study'). Die G-Studie dient insbesondere der Bestimmung der relevanten 
Fehlerquellen und deren Beitrag zum Messfehler. Dem Beitrag der Messfehler wird 
in der D-Studie dann Rechnung getragen. Die D-Studie wird so angelegt, dass die 
Messfehler reduziert werden und die Messung somit an Generalisierung gewinnt. 
 
3.2.1  Bestimmung der Varianzkomponenten in der G-Studie 
Zunächst werden das zu untersuchende Konstrukt und dessen erwünschter Gültig-
keitsbereich festgelegt. Im genannten Beispiel soll also der Gültigkeitsbereich der 
Messung von Prüfungsleistungen von Studierenden möglichst verschiedene Prü-
fungszeitpunkte und Prüfungsformen umfassen. Dazu bedient man sich eines fakto-
riellen Designs, wie es im Rahmen der Varianzanalyse eingesetzt wird. Anstatt von 
Faktoren sprechen Cronbach et al. (1963) von Facetten ('facets') und die einzelnen 
Faktorstufen werden als Bedingungen ('conditions') bezeichnet. Facetten stellen 
Merkmale dar, von denen angenommen wird, dass sie zur Varianz der Messwerte 
beitragen, z.B. die Prüfungsformen, mit denen die Leistung von Studierenden gemes-
sen wird. Die einzelne Prüfungsform (z.B. Klausur, mündliche Prüfung) stellt dabei 
eine Bedingung dar. 
Man unterscheidet weiterhin zwischen Facetten der Differenzierung ('facet of diffe-
rentiation') und der Generalisierung ('facet of generalization') (Cardinet, Tourneur & 
Allal, 1976). Die Facette der Differenzierung bezieht sich auf das eigentliche Unter-
suchungsobjekt, im Beispiel also die Studierenden, während die Facetten der Genera-
lisierung die Fehlerquellen der Messung darstellen. Ein Ziel einer generalisierbaren 
Messung besteht nun darin, die Varianz der Facette der Differenzierung möglichst 
groß werden zu lassen im Verhältnis zur Varianz der Facetten der Generalisierung 
(Hughes & Garrett, 1988): die Leistungen der Studierenden dürfen durchaus variie-
ren, sie sollten aber nicht vom Prüfungszeitpunkt und von der Prüfungsform abhän-
gen. Die Festlegung der Facetten geschieht je nach Untersuchungszweck und kann  
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auch variieren (Cardinet, Tourneur & Allal, 1981; Cardinet et al., 1976). Misst man 
beispielsweise die Markentreue von Kunden, so können die Kunden die Facette der 
Differenzierung bilden, während verschiedene Marken dann zur Facette der Genera-
lisierung gehören. Es können aber auch die einzelnen Marken als Facette der Diffe-
renzierung verstanden werden, um somit etwa verschiedene Markenkonzepte und die 
damit jeweils verbundene Markentreue der Konsumenten unterscheiden zu können 
(Rentz, 1987). 
Beruhen die einzelnen Bedingungen einer Facette auf einer Zufallsstichprobe von 
möglichen Bedingungen, spricht man von zufälligen Facetten ('random facets'). 
Werden dagegen alle möglichen Bedingungen einer Facette in einer G-Studie reali-
siert spricht man von festen Facetten ('fixed'). Die Generalisierbarkeitstheorie geht 
von zufälligen Facetten aus, die Einbeziehung fester Facetten stellt einen Sonderfall 
dar, da hier ja eine über die einbezogenen Bedingungen hinausgehende Generalisie-
rung gar nicht mehr erforderlich ist. Daher lässt das Studiendesign der Generalisier-
barkeitsstudie auch nicht zu, dass alle Facetten fest sind. Bei der Bestimmung der 
Varianzkomponenten einer einzelnen festen Facette erfolgt eine Analyse entweder 
durch eine Mittelwertbildung über alle Bedingungen hinweg, wodurch die feste Fa-
cette dann nur mit einer Bedingung repräsentiert wird, oder durch die Durchführung 
separater G-Studien für jede Bedingung der festen Facetten (vgl. Shavelson & Webb, 
1991, S. 66ff.).  
Das Design der G-Studie kann vollständig ('crossed') oder unvollständig ('nested') 
sein, abhängig davon, ob für jede denkbare Kombination von Bedingungen aus den 
verschiedenen Facetten eine Beobachtung vorgesehen ist oder nicht. So kann bei der 
Messung der Prüfungsleistung bei jedem Studierenden zu allen Prüfungszeitpunkten 
mit allen Prüfungsformen gemessen werden (vollständiger Plan) oder aber je Prü-
fungszeitpunkt wird nur jeweils eine bestimmte Prüfungsform erhoben, z.B. morgens 
Klausuren und abends mündliche Prüfungen (unvollständiger Plan). Die Facette Prü-
fungsform ist wäre dann geschachtelt ('nested') in der Facette Prüfungssituation. Bei 
unvollständigen Designs ändern sich die oben angeführte Strukturgleichung sowie 
die Zusammensetzung der beobachteten Varianz entsprechend (Cornfield & Tukey, 
1956). Nur bei vollständigen Designs lassen sich die einzelnen Fehlerkomponenten 
vollständig isolieren und getrennt schätzen, im unvollständigen Design lassen sich  
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die Interaktionen zwischen den geschachtelten Facetten nicht mehr isolieren 
(Cronbach et al., 1972, S. 45ff.).  
Die Vorgehensweise bei der Ermittlung der Varianzkomponenten in einer G-Studie 
soll anhand des Prüfungsbeispiels demonstriert werden
1. 100 Studierende (p) wurden 
im Laufe ihres Studiums zu zehn verschiedenen Prüfungszeitpunkten (verschiedene 
Stunden eines Tages, über eine Arbeitswoche verteilt) (i) mit drei verschiedenen Prü-
fungsformen (mündliche Prüfung, schriftliche Prüfung mit offenen und schriftliche 
Prüfung mit standardisierten Fragen) (j) geprüft. Man hat es mit zufälligen Facetten 
zu tun, über die hinaus generalisiert werden kann. Das Design ist vollständig, da je-
der Studierende mit allen Prüfungsformen zu allen Zeitpunkten einmal geprüft wur-
de, wir haben also insgesamt 3000 Beobachtungen. Das Ergebnis der Varianzanalyse 
dieser hypothetischen G-Studie ist in Tabelle 1 wiedergegeben.  
 
Tabelle 1: Ergebnisse der Varianzanalyse einer hypothetischen G-Studie  
zur Prüfung der Leistung von Studierenden 
Facette Quadratsumme  d.f.  Mittlere  
Quadratsumme 
Studierender p  5999,40  99  60,60 
Prüfungszeitpunkt i  1087,20  9  120,80 
Prüfungsform j  6540,00  2  3270,00 
p x i  1335,61  891  1,50 
p x j  721,80  198  3,60 
i x j  67,50  18  3,75 
Fehler 2227,50  1782  1,25 
 
Aufgrund der Zufallsauswahl der jeweiligen Bedingungen sind die beobachteten 
mittleren Quadratsummen in der Varianzanalyse unverzerrte Schätzer der Erwar-
tungswerte der mittleren Quadratsumme ('expected mean square', kurz EMS). Diese 
EMS wiederum entstehen durch die Summe der gewichteten Varianzkomponenten, 
die wir ermitteln wollen (vgl. Cornfield & Tukey, 1956). Im oben genannten Beispiel 
ergeben sich für die Erwartungswerte die folgenden Aufsummierungen: 
                                                           
1 Die Daten sind übernommen aus Peter (1979) und beziehen sich ursprünglich auf die Messung von 
Markentreue bei Konsumenten mit verschiedenen Items eines Fragebogens in verschiedenen Erhe-
bungssituationen.  
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(6) 
2 2 2 2
p j i pi j pj i e p n n n n EMS σ σ σ σ + + + =  
 
2 2 2 2
i j p pi j ij p e i n n n n EMS σ σ σ σ + + + =  
 
2 2 2 2
j i p ij p pj i e j n n n n EMS σ σ σ σ + + + =  
 
2 2
pi j e pi n EMS σ σ + =  
 
2 2
pj i e pj n EMS σ σ + =  
 
2 2
ij p e ij n EMS σ σ + =  
 
2
e res EMS σ =  
Setzt man nun in der linken Seite die mittleren Quadratsummen ein, ist die unterste 
Gleichung bereits gelöst und durch Einsetzen dieser Lösung lassen sich die Glei-
chungen von unten nach oben lösen. Somit erhalten wird die geschätzten Varianz-
komponenten für jede Facette, deren Interaktionen sowie den Fehler (vgl. Tabelle 2). 
Die Anteilsberechnung ist nun nicht mehr schwer: man addiert die einzelnen Vari-
anzkomponenten auf und teilt jede einzelne Varianzkomponenten durch diese Sum-
me. Für die prozentualen Anteile multipliziert man dann nochmals mit 100 (letzte 
Spalte in Tabelle 2). 
 
Tabelle 2: Geschätzte Varianzkomponenten und Anteil an der Gesamtvarianz einer  




Schätzung der  
Varianzkomponente 
Anteil an  
Gesamtvarianz
Studierender p  60,60  99  1,89  26,51 
Prüfungszeitpunkt i  120,80  9  0,39  5,45 
Prüfungsform j  3270,00  2  3,26  45,73 
p x i  1,50  891  0,08  1,16 
p x j  3,60  198  0,24  3,29 
i x j  3,75  18  0,03  0,35 
p x i x j, Fehler  1,25  1782  1,25  17,51 
Summe     σi
2=7,138 100,00 
 
Die Ergebnisse in Tabelle 2 verweisen auf einen hohen Beitrag zur Gesamtvarianz 
durch die Studierenden, die Prüfungsform und das Residuum, das mit der Dreifachin-
teraktion konfundiert ist. Als Facette der Differenzierung ist die Varianz bei den Stu-
dierenden erwünscht, allerdings zeigt der hohe Varianzanteil der Prüfungsform, dass  
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die geprüfte Leistung von Studierenden nicht ohne weiteres über verschiedene Prü-
fungsformen hinweg generalisiert werden kann. Weitere Facetten der Generalisie-
rung, die nicht berücksichtigt wurden (z.B. Prüfungsfächer), können sich auch hinter 
der Varianzkomponente des Residuums verbergen. 
An dieser Stelle sei noch anzumerken, dass es bei der Schätzung der Varianzkompo-
nenten auf der Basis von Stichprobendaten insbesondere bei kleinen Stichproben 
zum Teil erhebliche Schätzfehler aufgrund von Stichprobenfehlern auftreten können 
(Shavelson & Webb, 1981). Dieser Problematik kann durch eine Vergrößerung der 
Stichprobe, eine Verringerung der Anzahl der Facetten oder eine Erhöhung der Zahl 
der Bedingungen je Facette entgegnet werden (Smith, 1978). Manchmal kommt es 
auch vor, dass aufgrund von Fehlspezifikationen oder von Messfehlern negative 
Werte für die Varianzkomponenten berechnet werden, die dann üblicherweise gleich 
Null gesetzt werden und dann entweder als Null oder aber als ursprünglicher negati-
ver Wert in die weiteren Gleichungen zur Lösung der Erwartungswerte eingehen 
können (Brennan, 1983, S. 47f.; Shavelson & Webb, 1991, S. 37f.).  
 
3.2.2  Optimierung eines generalisierbaren Studiendesigns in der D-Studie 
In der G-Studie wird der Beitrag verschiedener Facetten zur Gesamtvarianz ermittelt. 
Diese Informationen werden in der Entscheidungs-Studie ('decision study', kurz D-
Study) so verwendet, dass die Messung einen hohen Grad an Generalisierung er-
reicht. So wird ermittelt, welche Anzahl an Bedingungen für die einzelnen Facetten 
sinnvoll ist, um die Generalisierbarkeit zu erhöhen, d.h. den Anteil der Varianzkom-
ponenten der Facette der Differenzierung möglichst groß und den Anteil der Facetten 
der Generalisierung möglichst klein werden zu lassen (Finn & Kayande, 1997; Nuß-
baum, 1987). Facetten der Generalisierung, die nur einen geringen Beitrag zur Ge-
samtvarianz liefern, können dabei auch ganz ausgeschlossen werden, da man offen-
sichtlich von einer hinreichenden Generalisierung ausgehen kann. Das Studiendesign 
der D-Studie kann sich also von dem der G-Studie unterscheiden. Hat die G-Studie 
ein vollständiges Design, so kann die D-Studie auch ein unvollständiges Design ver-
wenden oder mit festen Facetten arbeiten. Die G-Studie dient also insbesondere der 
Entwicklung eines generalisierbaren Messinstruments, die D-Studie optimiert dieses  
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Messinstrument dann zweckspezifisch. Dabei ist eine erneute Datenerhebung nicht 
nötig, vielmehr wird diese Optimierung durch die Berechnung von Varianzkompo-
nenten und Generalisierbarkeitskoeffizienten für unterschiedliche Designalternativen 
erreicht. 
Es können zwei Arten von Generalisierbarkeitskoeffizienten berechnet werden, ab-
hängig davon, ob man dazu absolute oder relative Fehler verwendet (vgl. Abbildung 
2). Relative Fehler umfassen alle Varianzkomponenten, die zum relativen Stand des 
interessierenden Untersuchungsobjekts bei einer Messung beitragen. Im Prüfungs-
beispiel sind das die Interaktionen mit der Facette ‚Studierende’ und das Residuum, 
nicht jedoch die Varianz der Prüfungsform und des Prüfungszeitpunkts, deren Effek-
te ja über alle Studierende gemittelt werden und daher keine Veränderung hinsicht-
lich der Relationen der Werte der einzelnen Studierenden auf der Leistungsskala mit 
sich bringen. Beim absoluten Fehler spielen diese Varianzkomponenten jedoch eine 
Rolle, denn je nach der Wahl des Prüfungszeitpunkts oder der Prüfungsform kann 
der absolute Wert einer Person auf der Skala der Prüfungsleistung anders ausfallen. 
Welcher Fehler nun zur Berechnung eines Generalisierbarkeitskoeffizienten zu ver-
wenden ist, hängt also davon ab, ob man eine Entscheidung aufgrund absoluter Wer-
te von Untersuchungsobjekten oder aufgrund einer Relation zwischen diesen Objek-
ten zu treffen hat. 
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Fehler



































Abbildung 2: Relativer und absoluter Fehler der Messung 
 
Analog zum Reliabilitätskoeffizienten der klassischen Testtheorie, der auf dem rela-
tiven Fehler beruht, berechnet sich ein Generalisierbarkeitskoeffizient Eρ
2 für relati-
ve Entscheidungen nun über die Varianz des 'universe score' der Person (oder allge-
mein der Facette der Differenzierung) im Verhältnis zur Summe aus der Varianz des 
'universe score' und der relativen Fehlervarianz (Cronbach et al., 1972, S. 119ff.).   













Für absolute Entscheidungen kann ein 'index of dependability' Φ dann entsprechend 
über das Verhältnis der Varianz des 'universe score' der Person (bzw. der Facette der 
Differenzierung) zur Summe aus der Varianz dieses 'universe score' und der absolu-












Ausgehend von zufälligen Facetten basiert der Generalisierbarkeitskoeffizient im 
Gegensatz zu den klassischen Reliabilitätskoeffizienten auf Erwartungswerten, wo-
durch wiederum eine Generalisierung des Koeffizienten über alle weiteren (nicht 
einbezogenen) Bedingungen einer Facette möglich ist (Rentz, 1987). Generalisier-
barkeitskoeffizienten können in der Generalisierbarkeitstheorie relativ flexibel ange-
wandt werden, insbesondere ist die Facette, für die der Generalisierbarkeitskoeffi-
zient geschätzt werden soll, frei wählbar (Cardinet et al., 1976; Rentz, 1980).  
Zur Optimierung des Studiendesigns anhand des Generalisierbarkeitskoeffizienten 
unterscheidet man meist zwischen zwei Zielkriterien. Entweder man maximiert bei 
einer festgelegten Anzahl von Beobachtungen (bzw. vorgegebenen Kosten einer Un-
tersuchung) den Generalisierbarkeitskoeffizient durch die Variation der Bedingungen 
je Facette (z.B. durch die Veränderung der Anzahl der verwendeten Items). Oder 
aber man versucht mit möglichst wenig Beobachtungen (oder geringen Kosten) einen 
vorgegebenen Generalisierbarkeitskoeffizienten zu erreichen; in der Regel sind das 
Werte ab 0,9 (Finn & Kayande, 1997; Nußbaum, 1980, S. 106ff.). Es bleibt noch 
anzumerken, dass auch die Generalisierbarkeitskoeffizienten auf der Basis der ge-
schätzten Varianzkomponenten ermittelt werden. Daher treten auch hier Stichproben-
fehler auf, die typischerweise eher zu konservativen Schätzungen der Koeffizienten 
führen (Carroll & Faden, 1978). 
 
3.3  Erweiterungen und Grenzen der Generalisierbarkeitstheorie 
Soll neben der Ermittlung von Varianzkomponenten und Generalisierbarkeitskoeffi-
zienten außerdem auch das Ergebnis der Messung in Form des 'universe score', also  
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des globalen wahren Wertes, ermittelt werden, so kann auf der Basis eines Beobach-
tungswerts, der ja annahmegemäß zufällig aus dem Universum zulässiger Beobach-
tungen gezogen wurde, ein Konfidenzintervall für den 'universe score' angegeben 
werden (Cronbach et al., 1972, S. 130ff.). Alternativ kann der 'universe score' einer 
Person (der Facette der Differenzierung) auch über eine Regressionsgleichung mit 
folgender allgemeiner Form ermittelt werden: 
(9)  ) )( , ( ˆ
2
p p p p p X E X X − + = μ ρ μ μ  
Die Konstante ist der Gesamtmittelwert μ, der über alle Facetten und deren Bedin-
gungen aus den Daten, die der G- oder D-Studie zugrunde liegen, ermittelt wird.  p X  
ist der mittlere Beobachtungswert einer Person über alle weiteren Bedingungen, er-
mittelt auf der Datenbasis der D-Studie und der Regressionskoeffizient 
2 ρ  stellt die 
quadrierte Korrelation zwischen beobachteten Werten und 'universe scores' der Per-
son für die gesamte Population (der Personen) und damit auch für das gesamte Uni-
versum zulässiger Beobachtungen dar. Dabei erweist sich insbesondere die Schät-
zung von 
2 ρ  bei einem für die Generalisierbarkeitstheorie kennzeichnenden Ver-
zicht auf die Äquivalenzannahmen der Testtheorie als problematisch, weshalb man 
die ermittelten Schätzwerte auch eher als approximativ auffassen sollte (Brennan, 
1983, S. 110; weiterführend vgl. Cronbach et al., 1972, S. 142ff.). 
Die Generalisierbarkeitstheorie bietet auch die Möglichkeit der Analyse multivariater 
Fälle, also der Berücksichtigung mehrerer 'universe scores' eines Untersuchungsob-
jekts, so etwa wenn die "generelle" Markentreue gegenüber Getränkemarken ermit-
telt wird und dabei jeweils eine Fruchtsaftmarke, Biermarke und Limonadenmarke 
einbezogen wird. Dabei werden die Werte in Form eines Profils arrangiert oder zu 
einem zusammengesetzten Wert kombiniert, wobei neben den Varianzen der einzel-
nen Werte auch deren Kovarianzen bei der Auswertung berücksichtigt werden (wei-
terführend vgl. Brennan, 2001, S. 267ff.; Nußbaum, 1984; Shavelson & Webb, 
1981).  
Weiterhin sei noch darauf verwiesen, dass neben der Varianzanalyse auch andere 
Methoden zur Schätzung der Varianzkomponenten diskutiert werden, insbesondere 
Maximum-Likelihood-Schätzungen, die den Vorteil besitzen, dass negative Werte  
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für die Varianzkomponenten vermieden werden (vgl. auch die Übersicht über einzel-
ne Schätzverfahren bei Brennan, 2001, S. 241ff.). 
Schließlich soll noch die Nähe des Konzepts der Generalisierbarkeit zum Konzept 
der Validität angesprochen werden. Dabei werden unterschiedliche Bezugspunkte 
diskutiert (vgl. Cronbach et al., 1972, S. 378ff.; Kane, 1982). Am offensichtlichsten 
scheint dabei der Bezug zur Konstruktvalidität. Wird nämlich die Messmethode als 
Facette mit einbezogen, so wird über die Varianzkomponente dieser Facette gleich-
zeitig auch ein Maß für die Konvergenzvalidität eines Konstrukts geliefert; werden 
dagegen mehrere Teilaspekte eines Konstrukts untersucht oder aber im multivariaten 
Fall verschiedene Konstrukte , stellt der Wert einen Indikator für die Diskriminanz-
validität dieser Konstruktdimensionen bzw. Konstrukte dar (Campbell, 1976; Nuß-
baum, 1980, S. 105f.; Rentz, 1987). 
Als die wichtigsten methodischen Probleme gelten die zum Teil erheblichen Stich-
probenfehler bei der Schätzung der Varianzkomponenten sowie die Gefahr, bei die-
ser Schätzung negative Werte zu erhalten (Shavelson & Webb, 1981). Problematisch 
ist auch der Umgang mit unbalancierten Designs, also einer ungleichen Anzahl von 
Beobachtungen bei einzelnen Bedingungen, etwa wenn verschiedene Beobachter bei 
einem unvollständigen Design unterschiedlich viele Beobachtungen vornehmen, was 
ja eine grundsätzliche Problematik bei der Anwendung der Varianzanalyse darstellt 
(Searle, 1971, S. 35ff.). Peter (1979) weist weiterhin auf zwei praktische Beschrän-
kungen des Ansatzes hin. Zum einen können das Design und auch die Interpretation 
insbesondere von Interaktionen höherer Ordnung bei der Berücksichtigung mehrerer 
Facetten sehr komplex werden. Wenn sie allerdings sinnvoll interpretierbar sind, 
stellen gerade auch die Interaktionen von Messfehlern einen entscheidenden Mehr-
wert der Generalisierbarkeitstheorie dar (Rentz, 1987). Zum anderen stellt sich die 
Frage der Effizienz einer meist doch recht aufwändigen Generalisierbarkeitsstudie. 
Um z.B. den Stichprobenfehler der Varianzkomponenten so klein zu halten, dass die 
Komponenten sinnvoll interpretiert werden können, empfiehlt Smith, (1978) bei zwei 
Facetten mindestens 800 Beobachtungen. Je umfangreicher die Definition des Uni-
versums, desto höher also der entsprechende Erhebungsaufwand (Cronbach et al., 
1972, S. 372f.). Meist sind aber gerade die gewählten Items am stärksten für die Feh-
lervarianz verantwortlich, was aber genauso gut durch den Test der internen Konsis- 
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tenz im Rahmen der klassischen Testtheorie erfasst wird (Nunally, 1967, S. 210f.). 
Rentz, (1987) verweist darauf, dass häufig auch die Messbedingungen, die in der 
klassischen Testtheorie durch den Faktor Zeit berücksichtigt werden können, eine 
weitere wichtige Fehlerquelle darstellen.  
 
4  Anwendungen der Generalisierbarkeitstheorie in der betriebs-
wirtschaftlichen Forschung 
In der nachfolgenden Tabelle findet sich eine Übersicht über Studien aus der be-
triebswirtschaftlichen Forschung, die Konstrukte anhand der Generalisierbarkeitsthe-
orie untersuchen. Die Zusammenstellung basiert auf einer Datenbankrecherche in 
den Datenbanken Business Source Elite und ABI/Inform. Sie erhebt daher keinen 
Anspruch auf vollständige Abdeckung aller Generalisierbarkeitsstudien in der be-
triebswirtschaftlichen Forschung. Insbesondere ist die Übersicht auch auf publizierte 
Quellen aus englischsprachigen Zeitschriften beschränkt.  
Folgende Punkte lassen sich festhalten: 
-  Anwendungen der Generalisierbarkeitstheorie in der betriebswirtschaftlichen For-
schung finden sich vor allem in verhaltenswissenschaftlich und empirisch orien-
tierten Forschungsgebieten wie der Personalforschung oder dem Marketing. Das 
liegt auf der Hand, da hier die Entwicklung von Messinstrumenten eine wichtige 
Rolle spielt. Allerdings zeigen Beispiele wie die Risikoeinschätzung von Versi-
cherungsnehmern, dass die Generalisierbarkeitstheorie auch für darüber hinausge-
hende Forschungsgebiete und Themen von Interesse sein kann. 
-  Die meisten Anwendungen stellen Erweiterungen der klassischen Testtheorie dar 
und untersuchen Studienteilnehmer als Facette der Differenzierung und mehr als 
eine typische Fehlerquellen der Messung, wie wir sie aus der klassischen Testthe-
orie kennen (z.B. Items, Beurteiler) als Facette der Generalisierung.  
-  Einige Studien erweitern die klassische messtheoretische Herangehensweise, in-
dem sie über Aspekte generalisieren, die in der klassischen Testtheorie nicht er-
fasst werden (z.B. Länder).  
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-  Einige wenige Studien erfassen auch andere Facetten der Differenzierung als Per-
sonen, die die Generalisierbarkeitstheorie ja explizit zulässt (z.B. Werbungen, Ge-
schäfte, Länder).   
-  Eher selten werden die Facetten der Differenzierung alterniert, so z.B. wenn ein-
mal zwischen Werbungen oder Konsumenten als Facette der Differenzierung bei 
der Beurteilung von Werbungen unterschieden wird. 
-  Die meisten Studien ermitteln Generalisierbarkeitskoeffizienten und leiten daraus 
optimierte Studiendesigns ab. 
Die Anwendungen zeigen neben der grundsätzlichen Brauchbarkeit der Generalisier-
barkeitstheorie als messtheoretischen Ansatz auch deren Notwendigkeit auf, insbe-
sondere dann, wenn es mehr als eine Fehlerquelle zu berücksichtigen gibt, beispiels-
weise wenn mehrere Beurteiler mit verschiedenen Items ein Urteil abgeben. 
Dabei scheint das Potenzial der Generalisierbarkeitstheorie aber noch nicht völlig 
ausgeschöpft. Weitere Einsatzmöglichkeiten bieten sich an, wie z.B.:  
-  Es können andere mögliche Objekte der Differenzierung untersucht werden, z.B. 
Produkte, Firmen ebenso wie weitere Facetten der Generalisierung betrachtet 
werden können. 
-  Es kann weiter von der strengen Überprüfung des Messkonzepts abstrahiert wer-
den, indem z.B. Fragestellungen wie die Problematik der internationalen Ver-
gleichbarkeit von Ergebnissen untersucht werden, ohne dabei die Messung expli-
zit zu fokussieren. So können z.B. Produktbeurteilungen von Konsumenten in 
verschiedenen Ländern untersucht werden und entschieden werden, ob sich dabei 
eher über Länder oder eher über Produkte generalisieren lässt.  
Grundsätzlich wäre eine Berücksichtigung der Generalisierbarkeitstheorie als Stan-
dardverfahren bei Messtechniken, bei denen mehr als eine Fehlerquelle zu unterstel-
len ist, sinnvoll. Jedes Kodier- oder Begutachtungsverfahren, das mit mehr als einem 
Kodierer oder Gutachter und mehreren Items arbeitet, zählt dazu. Auf diese Weise ist 
beispielsweise auch die Generalisierbarkeit von Peer-Review-Verfahren bei der Be-
gutachtung von wissenschaftlichen Arbeiten auf der Basis von standardisierten Beur-
teilungen messbar (Yavas, 1990).  
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Vor allem aber stellt die Generalisierbarkeitstheorie eine sinnvolle Ergänzung bishe-
riger Verfahren zu Sicherstellung der Qualität von Messungen dar, das in Kombina-
tion mit diesen anwendbar ist (Durvasula, Netemeyer, Andrews & Lysonski, 2006; 
Sharma & Weathers, 2003). Besser generalisierbare Merkmalsmessungen tragen 
dann auch zur Verbesserung der Generalisierbarkeit der Beziehungen von Merkma-
len bei, indem nämlich der Generalisierungsbereich von der Merkmalsebene auch auf 
die Ebene der Merkmalsbeziehungen übertragen werden kann (Finn & Kayande, 
1997; Morrison & Silva-Risso, 1995). Werden generalisierbare Merkmalsmessungen 
entwickelt, können diese auch bei Replikationsstudien eingesetzt werden und ermög-
lichen so eine bessere Vergleichbarkeit dieser Untersuchungen, da substantiell per-
fekte Messungen vorliegen (Hunter, 2001).  
 
Tabelle 3: Übersicht über Anwendungen der Generalisierbarkeitstheorie  
in der betriebswirtschaftlichen Forschung 




Facette der Differenzierung 










- a) Bewertungsdimensionen 
  b) Teilnehmer 
Burrows, Yavas, 
Bildici & Schweig, 
1997 





Versicherungsnehmer -  Versicherungsvertre- 
  ter/Analysten 
- Beurteilungskriterien 
DeSimone, Alexan-
der & Cronshaw, 
1986 
Variabilität des fi-




ziellen Werts auf drei 
Leistungsstufen 
- Zeitpunkte 
- Beurteiler (Supervisor) 
Deutskens, de 











Berufsbeurteilung Berufe  -  Beurteiler 
- Skalen (Beurteilungs- 
  dimension) 
Durvasula et al., 
2006 
Generelle Einstel-
lung zur Werbung 
Teilnehmer -  Länder 
- Dimensionen 
- Items 
Finn, 2001  
- Studie 1 
Qualitätsbeurteilung 
von Verkaufsperso-
nal in Handelsketten 
Handelsketten 
 
- Mystery shopper 
- Dimensionen 
- Items  
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Finn & Kayande, 
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- a) Kunden 
  b) Einzelhandelsgeschäfte 











- a) Mystery Shopper 
  b) Einzelhandelsgeschäfte 








b) mystery shopper 
 
- Items 
- a) Mystery Shopper 
  b) Einzelhandelsgeschäfte 






b) Mystery Shopper 
- Qualitätsdimensionen 
- Items 
- a) Mystery Shopper 
  b) Einzelhandelsgeschäfte 






b) Mystery Shopper  
- Qualitätsdimensionen 
- Items 
- a) Mystery Shopper 
  b) Einzelhandelsgeschäfte 
Gerhart, Wright & 
McMahan, 2000; 
Gerhart, Wright, 




Unternehmen -  Beurteiler 
- Items 








- Gutachtertypen (Vorgesetzte, 
  Kollegen, Mitarbeiter)  
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Greguras, Robie, 
Schleicher & Goff 
III, 2003 
Leistungsbewertung 
im Unternehmen  
Mitarbeiter -  Beurteiler 
- Item 
- Gutachtertyp (Vorgesetzter,  
  Mitarbeiter) 
Jackson, Stillman & 
Atkins, 2005 
Leistungsbewertung 
von Teilnehmern im 
Assessment Center 
Teilnehmer -  Aufgaben 
- Einzelaufgabe bzw.  
  Personeneigenschaften 
Komaki, Zlotnick & 
Jensen, 1986 
Managerverhalten Manager  -  Beobachtungszeitpunkte 
- Aufgabendimensionen 
Kraiger & Teachout, 
1990 
Arbeitsleistung Angestellte  -  Beurteiler 
- Items 
- Bezugsklassen (Dimension) 







- a) Personen 
  b) Einzelwerbungen 





Bewerber -  Items 
- Situationen/Itemtypen 
Webb, Shavelson, 
Shea & Morello, 
1981 







Länder -  Konsumenten 
- Items 
Yavas, 1989  Länderrisikoein-
schätzung 




5  Zusammenfassende Bewertung und Ausblick 
Die Generalisierbarkeitstheorie liefert einen wichtigen Beitrag für die Generalisie-
rung von Merkmalsmessungen über vorher festgelegte Dimensionen der Generalisie-
rung. Sie erlaubt eine flexiblere Anwendung als die klassische Testtheorie und 
scheint vor allem dann empfehlenswert, wenn mehr als eine bestimmte Fehlerquelle 
der Messung zu unterstellen ist. Damit ergänzt dieser Ansatz auf sinnvolle Weise 
bisherige Verfahren zur Sicherstellung der Güte von Messungen. Weiterhin lassen 
sich auch Fragen, die über die rein messtheoretischen Aspekte hinausgehen, beant-
worten, z.B. die Frage nach der Generalisierung von Ergebnissen über Länder hin-
weg. Durch die Möglichkeiten im Rahmen der D-Studien lassen sich auch wichtige 
praktische Implikationen ableiten, da ja genaue Aussagen darüber gemacht werden, 
wie eine Studie zu gestalten ist (z.B. wie viele Teilnehmer nötig sind) um den Mess- 
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fehler zu reduzieren und einen hohen Grad an Generalisierbarkeit zu erreichen. Die 
zunehmende Standardisierung von Messinstrumenten in vielen empirischen Diszipli-
nen und die zugleich zunehmende Anwendung dieser Messinstrumente über ver-
schiedene Kontexte hinweg (in verschiedenen Ländern, zu verschiedenen Zeitpunk-
ten) zeigen, dass die Generalisierbarkeitstheorie einen wichtigen Beitrag für zukünf-
tige Forschungsvorhaben liefern kann.  
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