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A new wavelet family K (t) is discussed which represents a natural range of continuous
pulse waveforms, deriving from the theory of multiplicatively advanced/delayed differential
equations. K satisﬁes: all moments of K vanish; the Fourier transform of K relates to the
Jacobi theta function; and K generates a wavelet frame for L2(R). Estimates on the frame
bounds as well as the translation parameter are provided.
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1. Introduction
For each q > 1 we introduce a new wavelet K (t), which gives a mother wavelet generating a frame for L2(R) of form
ψm,n(t) =
(
qm/2/
√
c0
)
K
(
qmt − nb)
for m,n ∈ Z, for b suﬃciently small, and for c0 a normalization constant to be deﬁned in (10). K has many interesting
properties, including the fact that every moment of K vanishes. Deeper properties require that the Fourier transform Kˆ
of K relates in a natural way to the Jacobi theta function.
Our approach is to use the theory of multiplicatively advanced/delayed differential equations to easily convert back and
forth between “high frequency” terms of form say K (qmt) and higher derivatives K (m)(t) = dKmdtm (t), which in turn naturally
leads to many useful properties.
K (t) itself is piecewise deﬁned, once the frequency parameter q > 1 is chosen. For t  0, K is given by
K (t) =
+∞∑
k=−∞
(−1)k e
−qkt
qk(k+1)/2
, (1)
which is a solution of the multiplicatively advanced differential equation
dK
dt
(t) = K (qt). (2)
Existence and uniqueness properties of such equations have been studied in [4]. The explicit solution (1) presented here is
new and obtainable using the Laplace–Borel integration techniques presented in [5]. In fact (1) is an alternating version of
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√
c0 and its derivative K (qt)/
√
c0 for q = 2.
the kernel used in [5]. The solution (1) exists for t in the right half-plane of C, but in our setting the series deﬁnition is
used only for real t  0, with K (t) = 0 for t < 0.
From our perspective (2) can be interpreted as the bridge between a higher frequency K (qt) of K (t) and a higher
derivative dKdt (t) of K (t). Repeated iterations of (2) clarify the higher frequency-derivative link:
K (n)(t) = d
nK
dtn
(t) = K (qnt)qn(n−1)/2. (3)
From (3) and the vanishing of K (t) at 0 and ∞, we see that the nth derivatives K (n) of K (which for n < 0 corresponds to
the nth antiderivatives with (3) still holding) satisfy
lim
x→0+
K (n)(x) = 0, lim
t→+∞ K
(n)(t) = 0, ∀n ∈ Z. (4)
Hence K (t) is ﬂat, from the right, at t = 0 and extends smoothly to be identically zero for t < 0. With K (t) deﬁned for all
t ∈ R, this function after normalization becomes our mother wavelet.
By Theorem 2 of [5] there exist constants B,C, D > 0 such that for t near inﬁnity,∣∣K (t)∣∣ B exp[−C(ln(t))2 + D ln(t)] (5)
which implies that limt→±∞ t p K (t) = 0 for any p ∈ Z.
2. Properties of K
We now harness the advanced differential equation (2) to obtain desirable properties of K . As a wavelet, K must integrate
over R to zero, but this follows immediately from (4) since
+∞∫
−∞
K (t)dt =
+∞∫
0
K (t)dt = K (−1)(t)∣∣∞0 = 0. (6)
Furthermore, we have
Theorem 1. All moments of K (t) vanish.
Proof. We have by (2) that
K
(
t/qp
)= qp+1 d (K (t/qp+1)), (7)
dt
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+∞∫
−∞
tkK (t)dt =
+∞∫
0
tkK (t)dt =
+∞∫
0
tkq
d
dt
K (t/q)dt (8)
= qtkK (t/q)|∞0 − kq
∞∫
0
tk−1K (t/q)dt
= 0− kq
∞∫
0
tk−1q2 d
dt
(
K
(
t/q2
))
dt
= (−1)2k(k − 1)q1+2
∞∫
0
tk−2K
(
t/q2
)
dt
.
.
.
= (−1)kk!qk(k+1)/2
+∞∫
0
K
(
t/qk
)
dt = 0
with the last equality holding due to (6) and a change of variables. 
A consequence of (5) and (7) is that for each k, p ∈ N there are constants Cq,k,p ∈ R+ so that ∀t ∈ R,∣∣∣∣t p dkdtk K (t)
∣∣∣∣ Cq,k,p, (9)
whence K (t) is a Schwartz function which will have a Fourier transform with the same smoothness and decay properties [6].
Moreover, by (5),
+∞∫
−∞
∣∣K (t)∣∣2 dt = c0 < ∞, (10)
so that K ∈L2(R), the Hilbert space of square integrable functions on the reals R. By Lemma 1 below the Fourier transform
of K (t) is
Kˆ (ω) ≡ 1√
2π
∞∫
−∞
e−iωt K (t)dt = 1√
2π
+∞∑
k=−∞
(−1)k
qk(k+1)/2(qk + iω) . (11)
Thus, the power spectral density of K (t) is
∣∣Kˆ (ω)∣∣2 = 1
2π
∞∑
j=−∞
∞∑
k=−∞
(−1) j+k(q j+k + ω2)
q j( j+1)/2qk(k+1)/2(q2 j + ω2)(q2k + ω2) ,
represented in a from that is not easy to bound. This is resolved in Theorem 2 below. By the Fourier transform of the
advanced differential equation (2) (alternately, by Theorem 2 below and property (24) of the θ function), we obtain the
identity
Kˆ (ω/q) = iωqKˆ (ω)
whence∣∣Kˆ (ω/q)∣∣2 = ω2q2∣∣Kˆ (ω)∣∣2, (12)
with one consequence of (12) being the admissibility condition
∞∫
−∞
|Kˆ (ω)|2
|ω| dω ≡ c−1 < ∞, (13)
and another consequence being the very rapid decay of Kˆ (ω) as ω approaches either zero or inﬁnity. We remark that c0
and c−1 above can be determined from residue theory. Properties (6), (10) and (13) are necessary for K/
√
c0 to serve as our
mother wavelet.
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We now show that K (t) generates a frame for L2(R). Consider the discrete family
{ψm,n}(n,m)∈Z2 , ψm,n(t) ≡
(
qm/2/
√
c0
)
K
(
qmt − nb).
We show that this is a wavelet frame, as in [3] and [1], by establishing decay properties of Kˆ (ω) along with a wavelet frame
condition, namely that ∃A, B with 0 < A  B < ∞ satisfying that, for each ω ∈ R where 1 |ω| q,∑
k∈Z
∣∣Kˆ (qkω)∣∣2 ∈ [A, B]. (14)
Our estimates rely on algebraic properties of the Jacobi theta function, which is deﬁned, for any given q > 1, by
θ(x) ≡
∞∑
n=−∞
q−n(n−1)/2xn = μq
∞∏
n=0
(
1+ x
qn
)(
1+ 1
xqn+1
)
where μq is a constant;
μq ≡
∞∏
n=0
(
1− 1
qn+1
)
. (15)
When it is necessary to indicate the dependence of θ on q we do so with the notation θ(q; x) ≡ θ(x). Clearly θ(x) has, as
its only zeros, simple zeros at {−qn}n∈Z and satisﬁes the identity
θ(qx) = qxθ(x). (16)
We can now succinctly state the relation between Kˆ and θ :
Theorem 2. The Fourier transform of K (t) is given by
Kˆ (ω) = i(μq)
3
√
2πωθ(iω)
. (17)
We prove Theorem 2 in the next section, but for now note that we obtain the immediate consequence of (17) that
∣∣Kˆ (ω)∣∣2 = μ6q
2πω2θ(iω)θ(−iω) =
μ4qμq2
2πω2θ(q2;ω2) (18)
where
θ(iω)θ(−iω) = ∣∣θ(iω)∣∣2
= μq
∞∏
n=0
(
1+ iω
qn
)(
1+ 1
iωqn+1
)
μq
∞∏
n=0
(
1− iω
qn
)(
1− 1
iωqn+1
)
= μ2q
∞∏
n=0
(
1+ ω
2
(q2)n
)(
1+ 1
ω2(q2)n+1
)
= μ
2
q
μq2
θ
(
q2;ω2). (19)
One consequence of (18) is
Theorem 3. For b suﬃciently small, K (t) generates a wavelet frame for L2(R) of the form ψm,n(t) = qm/2/√c0K (qmt − nb).
Proof. The product expression in (19) can be bounded for |ω| ∈ [1,q] by optimizing each factor, yielding
μ2q
∞∏
n=0
(
1+ 1
2
(q2)n
)(
1+ 1
q2(q2)n+1
)

μ2q
μq2
θ
(
q2;ω2)μ2q
∞∏
n=0
(
1+ q
2
(q2)n
)(
1+ 1
12(q2)n+1
)
whence
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(
1+ 1
q2
)−1
μq2
∞∏
n=0
(
1+ 1
(q2)n
)(
1+ 1
(q2)n+1
)

μ2q
μq2
θ
(
q2;ω2) μ2q
μq2
(
1+ q2)μq2
∞∏
n=0
(
1+ 1
(q2)n
)(
1+ 1
(q2)n+1
)
or (
q2
1+ q2
)
θ
(
q2;1) θ(q2;ω2) (1+ q2)θ(q2;1). (20)
By (18), (20) we obtain bounds on |Kˆ (ω)|2 for |ω| ∈ [1,q]
1
(1+ q2)
μ4qμq2
2πq2θ(q2;1) 
∣∣Kˆ (ω)∣∣2  (1+ q2) μ4qμq2
2πq2θ(q2;1) . (21)
From the positive lower bound on |Kˆ (ω)|2, for |ω| ∈ [1,q], we have that the inﬁnite sum ∑∞k=−∞ |Kˆ (qkω)|2 is also bounded
below away from zero.
This, together with identity (12) (alternately Theorem 2 along with the rapid growth of θ near zero and inﬁnity), implies
there exist constants α,γ ,C with γ > α + 1 such that |Kˆ (ω)| C |ω|α(1 + |ω|2)γ /2, giving that {ψn,m} is a wavelet frame,
as in [3] for b > 0 suﬃciently small. (See Proposition 1 below, where we use the case α = 1, γ = 3.) 
4. Proof of the relation of Kˆ to θ
We present the proof of Theorem 2 relating Kˆ to θ as a series of lemmas.
Lemma 1. The Fourier transform Kˆ (ω) of K (t) is given by
Kˆ (ω) = 1√
2π
+∞∑
k=−∞
(−1)k
qk(k+1)/2(qk + iω) . (22)
Proof. By uniform convergence of the sum in (1) and Lebesgue dominated convergence, we can exchange the order of
integration and summation below to conclude:
Kˆ (ω) ≡ 1√
2π
∞∫
−∞
e−iωt K (t)dt = 1√
2π
∞∫
0
e−iωt
+∞∑
k=−∞
(−1)k e
−qkt
qk(k+1)/2
dt
= 1√
2π
+∞∑
k=−∞
(−1)k
qk(k+1)/2
∞∫
0
e−iωt−qkt dt = 1√
2π
+∞∑
k=−∞
(−1)k
qk(k+1)/2(qk + iω) ,
which holds for all ω in R. 
Lemma 2.
∞∏
n=0,n 
=k
(
1− qk/qn) ∞∏
n=0
(
1+ 1/(−qk+n+1))= (−1)kμ2qqk(k+1)/2. (23)
Proof. By reindexing the left-hand side of (23), we obtain
k∏
j=1
(
1− q j) ∞∏
m=1
(
1− 1/qm) ∞∏
p=k+1
(
1− 1/qp)
∏k
p=1(1− 1/qp)∏k
p=1(1− 1/qp)
=
∏k
j=1(1− q j)∏k
p=1(1− 1/qp)
∞∏
m=1
(
1− 1/qm) ∞∏
p=1
(
1− 1/qp)
=
∏k
j=1(1− q j)∏k
p=1(qp − 1)
k∏
p=1
(
qp
) ∞∏
m=1
(
1− 1/qm) ∞∏
p=1
(
1− 1/qp)= k∏
j=1
(−1)
(
k∏
p=1
qp
)
μ2q = (−1)kμ2qqk(k+1)/2
which is the right-hand side of (23). 
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q−N−1+q−N
2 e
iα where α increases from 0 to 2π . Then, given x ∈ C\{0} and N suﬃciently large so that −1x ∈ AN , we have∫
ΓN
1
(1+ xu)
1
θ(u)
du
u
= −2π i
μ3q
N∑
k=−N
1
(1− xqk)
(−1)k
qk(k+1)/2
− 2π i
θ(−1/x) .
Proof. The integral over ΓN yields 2π i times the enclosed residues, which occur at u = −1/x and at the zeroes of θ(u)
in AN , which are u = −qk for k ∈ {−N,−N + 1, . . . ,N − 1,N}. For k 0 we have
1
(1+ xu)
1
uθ(u)
≡ 1
(1+ xu)u
1
μq
∞∏
n=0
(
1+ u
qn
)−1 ∞∏
n=0
(
1+ 1
uqn+1
)−1
= 1
μq
1
(1+ xu)u
(
1+ u
qk
)−1 ∞∏
n=0,n 
=k
(
1+ u
qn
)−1 ∞∏
n=0
(
1+ 1
uqn+1
)−1
= 1
μq
1
(1+ xu)u
qk
(u + qk)
∞∏
n=0,n 
=k
(
1+ u
qn
)−1 ∞∏
n=0
(
1+ 1
uqn+1
)−1
.
Thus for k 0, the residue at u = −qk is
Res
(−qk)= 1
μq
1
(1− xqk)(−qk)
qk
1
∞∏
n=0,n 
=k
(
1− q
k
qn
)−1 ∞∏
n=0
(
1+ 1−qk+n+1
)−1
= −1
μq
1
(1− xqk)
∞∏
n=0,n 
=k
(
1− q
k
qn
)−1 ∞∏
n=0
(
1+ 1−qk+n+1
)−1
= −1
μq
1
(1− xqk)
(−1)k
μ2qqk(k+1)/2
where the last equality holds by Lemma 2. For k < 0
1
(1+ xu)
1
uθ(u)
≡ 1
(1+ xu)u
1
μq
∞∏
n=0
(
1+ u
qn
)−1 ∞∏
n=0
(
1+ 1
uqn+1
)−1
= 1
μq
1
(1+ xu)u
(
1+ 1/uq|k|)−1 ∞∏
n=0
(
1+ u
qn
)−1 ∞∏
n=0,n 
=|k|−1
(
1+ 1
uqn+1
)−1
= 1
μq
1
(1+ xu)u
u
(u + qk)
∞∏
n=0
(
1+ u
qn
)−1 ∞∏
n=0,n 
=|k|−1
(
1+ 1
uqn+1
)−1
.
Again, for k < 0, the residue at u = −qk is
Res
(−qk)= 1
μq
1
(1− xqk)
∞∏
n=0
(
1− q
k
qn
)−1 ∞∏
n=0,n 
=|k|−1
(
1+ 1−qk+n+1
)−1
= 1
μq
1
(1− xqk)
∞∏
n=0
(
1− 1
q|k|+n
)−1 ∞∏
n=0,n 
=|k|−1
(
1− q
|k|
qn+1
)−1
.
Reindexing by letting j = |k| − 1 with j  0 we ﬁnd that
Res
(−q− j−1)= 1
μq
1
(1− xq− j−1)
∞∏
n=0
(
1− 1
q j+1+n
)−1 ∞∏
n=0,n 
= j
(
1− q
j+1
qn+1
)−1
= 1
μq
1
(1− xq− j−1)
∞∏
n=0,n 
= j
(
1− q
j
qn
)−1 ∞∏
n=0
(
1− 1
q j+1+n
)−1
= 1
μ
1
(1− xq− j−1)
(−1) j
μ2q j( j+1)/2
= 1
μ
1
(1− xq− j−1) (−1)
(−1)− j−1
μ2q(− j−1+1)(− j−1)/2
,q q q q
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Res
(−qk)= −1
μq
1
(1− xqk)
(−1)k
μ2qqk(k+1)/2
.
Finally, for the residue at u = −1/x we observe
1
(1+ xu)
1
uθ(u)
= 1
x(1/x+ u)uθ(u) .
Hence
Res(−1/x) = 1−θ(−1/x) .
Using the residue theorem, we obtain
∫
ΓN
1
(1+ xu)
1
θ(u)
du
u
= 2π i
N∑
k=−N
Res
(−qk)+ 2π iRes(−1/x) = −2π i
μq
N∑
k=−N
1
(1− xqk)
(−1)k
μ2qqk(k+1)/2
− 2π i
θ(−1/x)
and this completes the lemma. 
Lemma 4. Let ΓN = CN − cN be the oriented boundary of the annular region AN in C enclosed by CN = qN+1+qN2 eiα and by cN =
q−N−1+q−N
2 e
iα where α increases from 0 to 2π . Then,
lim
N→∞
∫
ΓN
1
(1+ xu)
1
θ(u)
du
u
= 0.
Proof. The result follows by showing:
lim
N→∞
∫
CN
1
(1+ xu)
1
θ(u)
du
u
= 0 = lim
N→∞
∫
cN
1
(1+ xu)
1
θ(u)
du
u
,
which holds if θ(u) grows suﬃciently rapidly as N approaches inﬁnity for u ∈ CN or u ∈ cN . This follows directly from the
identity (16) which in turn, after successive iterations, leads to the general identity
θ
(
qnx
)= qn(n+1)/2xnθ(x) (24)
holding for all n ∈ Z. Let C = {x | x = (q+1)2 eiα,α ∈ [0,2π ]} be a reference circle of radius ρ := (q + 1)/2 > 1 which by
construction contains no zeros of θ . Observe that ρ/q = (1+ q−1)/2 < 1. By continuity of θ , ∃m,M such that for x ∈ C
0 <m
∣∣θ(x)∣∣ M < ∞.
Note that u ∈ CN implies ∃x ∈ C with u = qNx. Similarly u ∈ cN implies ∃x ∈ C with u = q−N−1x. Then for RN = qN+1+qN2
and rN = q−N−1+q−N2 , we have∣∣∣∣
∫
CN
1
(1+ zu)
1
θ(u)
du
u
∣∣∣∣
∫
CN
1
|1+ zu|
1
|θ(u)|
|du|
|u| 
1
(|z|RN − 1)
1
(mq(N)(N+1)/2)
2π
ρN
which approaches 0 as N approaches inﬁnity. Similarly, we have∣∣∣∣
∫
cN
1
(1+ zu)
1
θ(u)
du
u
∣∣∣∣
∫
cN
1
|1+ zu|
1
|θ(u)|
|du|
|u| 
1
(1− |z|rN)
1
(mq(−N−1)(−N−2)/2)
2π  1
(1− |z|rN)
2π(ρ/q)N+1
(mq(N)(N+1)/2)
which also vanishes in the limit. 
Proof of Theorem 2. By Lemma 3 we have
∫
1
(1+ xu)
1
θ(u)
du
u
= −2π i
μ3q
N∑
k=−N
1
(1− xqk)
(−1)k
qk(k+1)/2
− 2π i
θ(−1/x) .
ΓN
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0 = −2π i
μ3q
∞∑
k=−∞
1
(1− xqk)
(−1)k
qk(k+1)/2
− 2π i
θ(−1/x)
whence
−μ3q
θ(−1/x) =
∞∑
k=−∞
1
(1− xqk)
(−1)k
qk(k+1)/2
= −1
x
∞∑
k=−∞
1
(qk − 1/x)
(−1)k
qk(k+1)/2
.
Substituting x = −1/(iω) yields
−μ3q
θ(iω)
= iω
∞∑
k=−∞
1
(qk + iω)
(−1)k
qk(k+1)/2
and multiplying by 1/(
√
2π iω) yields
iμ3q√
2πωθ(iω)
= 1√
2π
∞∑
k=−∞
1
(qk + iω)
(−1)k
qk(k+1)/2
= Kˆ (ω)
with the last equality holding by Lemma 1. 
Remark. We note that in [7], Zhang has studied integration of functions against the kernel (uθ(u))−1 along rays in C
to obtain Laplace–Borel transformations in q-Gevrey asymptotics, and to ﬁnd applications to difference equations. In our
approach, integrating the kernel (uθ(u))−1 against 1/(1 + xu) on the contour consisting of the annular boundary ΓN leads
in the limit directly to Kˆ and to solving the multiplicatively advanced/delayed differential equation (2).
5. Preliminaries in estimating frame bounds
In this section we will use (18) and analysis on the θ function to obtain estimates on the largest term in the expressions
for the frame bounds for the frame ψm,n generated by K . Namely we estimate
∑∞
k=−∞ |Kˆ (qkω)|2 from above and below.
By applying ﬁrst (18) and then (24), we have
∞∑
k=−∞
∣∣Kˆ (qkω)∣∣2 = ∞∑
k=−∞
μ4qμq2
2πq2kω2θ(q2; (q2)kω2) =
∞∑
k=−∞
μ4qμq2
2πq2kω2(q2)k(k+1)/2w2kθ(q2;ω2)
= μ
4
qμq2
2πω2θ(q2;ω2)
∞∑
k=−∞
1
q2k(q2)k(k+1)/2w2k
. (25)
Using (20) each of the three expressions on the right-hand side involving ω is easily boundable for |ω| ∈ [1,q]. To aid in
expressing upper and lower bounds for this expression, we recall from [5]
γn ≡
∑
k∈Z
1
qk(k+2n+1)
, max
{
2,
(
π
lnq
)1/2}
 γ0  2+ 2q
∞∫
1
q−x2 dx,
and satisfying the identity γn = qn(n+1)γ0. (We note that the notation γn here is equivalent to the notation γ (q2;n) from [5].)
In fact, as deﬁned here, γ0 = θ(q2;1), so that γ0 → ∞ as q → 1+ .
If one splits the sumation in (25) into a sum of non-negative k terms and a sum of negative k terms, one can bound the
sums for |ω| ∈ [1,q] by evaluating at the appropriate endpoint 1 or q. Doing this, and using the identities
γ1 − 2q2
2
=
∑
k0
1
qk(k+3)
,
γ2 + 2q6 + 2q4
2
=
∑
k<0
1
qk(k+5)
leads to an upper bound Bq for (25) given by
∞∑
k=−∞
∣∣Kˆ (qkω)∣∣2  Bq ≡ μ4qμq2 (1+ q2)
4π12q2θ(q2;1) (γ1 + γ2)
[
1+ 2q
6 + q4 − q2
γ1 + γ2
]
. (26)
Again, if one splits the sumation in (25) into a sum of non-negative k terms and a sum of negative k terms, and bounds the
sums for |ω| ∈ [1,q] by evaluating at the appropriate endpoint 1 or q, one can use the identities
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2
=
∑
k<0
1
qk(k+3)
,
γ2 − 2q6 − 2q4
2
=
∑
k0
1
qk(k+5)
to obtain a lower bound Aq for (25) given by
∞∑
k=−∞
∣∣Kˆ (qkω)∣∣2  Aq ≡ μ4qμq2
4πq2(1+ q2)θ(q2;1) (γ1 + γ2)
[
1− 2q
6 + q4 − q2
γ1 + γ2
]
. (27)
Both Aq and Bq are positive and bounded for real q > 1.
6. Frame bounds and upper bound for translation parameter
We ﬁrst estimate an acceptable range for the size of the translation parameter b > 0. That is we estimate a threshold
below which b leaves ψm,n a frame. This is typically done by obtaining a positive lower bound on
inf
1|ω|q
∑
j∈Z
(∣∣Kˆ (q jω)∣∣2 − ∑
k∈Z\{0}
∣∣Kˆ (q jω)Kˆ (q jω + 2πk/b)∣∣). (28)
For a wide choice of constants α,γ ,C with γ > α + 1 we have that |Kˆ (ω)|  C |ω|α/(1 + |ω|2)γ /2. In particular, it was
shown in [2] that the estimate∣∣Kˆ (ω)∣∣ C |ω|1/(1+ |ω|2)3/2 (29)
is suﬃcient to obtain a size estimate for the translation parameter b. We give the details for obtaining (29) with explicit
value of C . This process can easily be modiﬁed to obtain a bound for general α and γ .
Proposition 1. The Fourier transform of K satisﬁes the bound (29), where C can be
√
8κqq3 with κq ≡ μ4qμq2/(2π).
Proof. Observe that since θ(q2;ω2) =∑n q−n(n−1)ω2n  q−k(k−1)ω2k for each k ∈ Z and every real ω 
= 0, we obtain the
upper bounds
1
θ(q2;ω2)  q
k(k−1)ω−2k = q j( j+1)ω2 j, ∀ j ∈ Z, ∀ω ∈ R\{0} (30)
where we have reindexed to j = −k. Relying on (18) and (30) we have that∣∣Kˆ (ω)∣∣2 = κq
ω2θ(q2;ω2)  κqω
2 j−2q j( j+1) (31)
for all integers j and non-vanishing real ω. We will work on separate bounds for |Kˆ (ω)|2 near zero and near inﬁnity,
combining these into a global bound.
First letting j = 2 in (31) we have |Kˆ (ω)|2  κqq6ω2 ∀ω in particular for |ω| ∈ [0,1]; and then letting j = −3 in (31)
we have |Kˆ (ω)|2  κqq6ω−8 ∀ω in particular for |ω| ∈ [1,∞), where κqq6ω2 = κqq6ω−8 at |ω| = 1, the endpoint of our
above intervals. Since these bounds involve only even exponents, we will concern ourselves with the positive ω axis, with
reﬂected bounds holding on the negative axis.
Choose c3 ≡ 8κqq6 to obtain
c3 = 8κqq6  κqq6ω−8
(
1+ ω2)3 (32)
on [1,∞), as the rightmost function in (32) is decreasing there. Also choose c4 ≡ (κ−1q q−6) = (c−13 8). We have c4 = c−13 8
c−13 (1+ ω2)3 on [0,1], whence
c3c4
(
1+ ω2)−3  1 (33)
on [0,1]. Thus on [0,1], by ﬁrst (31) with j = 2, and then by (33), we have∣∣Kˆ (ω)∣∣2  κqq6ω2  κqq6ω2c3c4(1+ ω2)−3. (34)
Furthermore on [1,∞) we have c4 = κ−1q q−6  κ−1q q−6ω−2 whence on [1,∞)
κqq
6c4ω
2  1. (35)
This gives that on [1,∞)∣∣Kˆ (ω)∣∣2  κqq6ω−8  c3(1+ ω2)−3  c3(1+ ω2)−3κqq6c4ω2 (36)
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follows from (35). Now (34) and (36) combine to yield the global bound∣∣Kˆ (ω)∣∣2  κqq6c3c4ω2(1+ ω2)−3 (37)
on [0,∞) (as well as on (−∞,∞) by reﬂection). Hence∣∣Kˆ (ω)∣∣√κqq6c3c4|ω|/(1+ ω2)3/2 =√8κqq6|ω|/(1+ ω2)3/2 (38)
for all ω ∈ (−∞,∞). 
Corollary 1. For any b > 0 satisfying
2π
[
(q2/3 − 1)(q4 + 1)(q2/3 + q1/3 + 1)
256q7(q2 + 1)(q4/3 + q + q2/3 + q1/3 + 1)
(
1− 2q
6 + q4 − q2
γ1 + γ2
)]3/4
> b (39)
we have ψm,n(t) = (qm/2/√c0 )K (qmt − nb) remains a wavelet frame for L2(R).
Proof. Applying (38) to 11.18 and 11.20 of [2], and recalling Aq > 0 in (27), we have that for the translation parameter b,
we retain our wavelet frame of form ψm,n(t) if
inf|ω|∈[1,q]
∑
j∈Z
∣∣Kˆ (q jω)∣∣2 − 16(8κqq6)b4/3
(2π)4/3
(
q2
q − 1 +
q
q2/3 − 1
)
 Aq − 128
(2π)4/3
κqq
6b4/3
(
q2
q − 1 +
q
q2/3 − 1
)
= Aq − 128
(2π)4/3
μ4qμq2
2π
q6b4/3
(
q2
q − 1 +
q
q2/3 − 1
)
> 0,
the last of which yields a bound on the translation parameter b:
2π A3/4q π
3/464−3/4q−9/2(μq)−3(μq2 )−3/4
(
q2
q − 1 +
q
q2/3 − 1
)−3/4
> b
valid for all real q > 1.
Substituting expression (27) for Aq , replacing γ1 + γ2 in the numerator by (q2 + q6)γ0, canceling γ0 in the numerator
with θ(q2;1) = γ0 in the denominator, and simplifying completes the estimate. 
Remark. From the estimate (39) it is clear that as q → 1+ , the shift parameter b is forced to vanish. This is expected since
one can show that the function K (t) becomes more localized near the origin in this limit. When q becomes one, and b
vanishes, we therefore no longer have a wavelet frame, but this is to be expected as then (2) becomes dKdt (t) = K (t) which
is solved by Cet which is clearly no longer a wavelet.
Finally, we use our expressions for Aq and Bq above to obtain frame bounds. When (39) holds, as in the proof in [2,
p. 263], we have a lower frame bound A and an upper frame bound B for ψm,n via:
Proposition 2. A lower frame bound for ψm,n is
A = 2π
bc0
(
Aq − 128κqq
6b4/3
(2π)4/3
(
q2
q − 1 +
q
q2/3 − 1
))
and an upper frame bound is
B = 2π
bc0
(
Bq + 128κqq
6b4/3
(2π)4/3
(
q2
q − 1 +
q
q2/3 − 1
))
.
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