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Extending Hrushovski’s groupoid-cover correspondence
using simplicial groupoids
Paul Wang
ABSTRACT. Hrushovski’s suggestion, given in [”Groupoids, imaginaries and inter-
nal covers,” Turkish Journal of Mathematics, 2012], to capture the structure of the
1-analysable covers of a theory T using simplicial groupoids definable in T is realized
here. The ideas of Haykazyan and Moosa, found in [”Functoriality and uniformity in
Hrushovski’s groupoid-cover correspondence,” Annals of Pure and Applied Logic, 2018]
are used, and extended, to define an equivalence of categories. Finally, a couple of
examples are studied with these new tools.
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1 Introduction
When studying many-sorted first-order structures, one may pick a structure U, and add
a new sort S. If this does not create new definable sets in U, the extended structure
is called a cover of U. Under an additional hypothesis of internality, it was shown by
Hrushovski in [Hru12] that covers came with definable binding groupoids, which are a
generalized version of automorphism groups. Up to a suitable notion of equivalence, the
internal covers of a fixed structure U are characterized by their binding groupoids.
This correspondence between internal covers and definable groupoids was then ex-
tended in [HM18], in two ways : First, it was shown to come from an equivalence of
categories. Then, it was extended to the case of fibrations of internal covers, or 1-
analysable covers, under a (rather strong) hypothesis of independence.
In this paper, we pursue the work done in [HM18]. The aim is to extend the corre-
spondence by dropping the hypothesis of independence found in [HM18].
First, we recall some results regarding the internal and independent cases. We then
write down the details of a proof left to the reader at the end of [HM18]. The aim is to
find ideas that can later on be extended to the more general case at hand.
Then, sections 4 and 5 are aimed at realizing Hrushovski’s suggestion to deal with
non-independent 1-analysable covers by using simplicial groupoids instead of groupoids.
Several new ideas appear, the most crucial one being that of coherence of morphisms in
a simplicial groupoid.
Then, two examples of non-internal and non-independent 1-analysable covers are
studied, using the new tools given by simplicial groupoids. The aim is to find explicit
descriptions of the binding simplicial groupoids of these covers, and deduce a few results.
Finally, in section 7, we drop yet another hypothesis, of finite generatedness of the
language, and aim to generalize the correspondence again, using type-definable simplicial
groupoids.
2 The internal and independent cases
In this section, our goal is to recall some results in the internal and independent cases.
We also use this opportunity to give more detailed proofs that the structures defined in
[HM18](Definition 3.9 and Remark 3.10) are indeed covers. The methods and ideas we
use here will be generalized in the later sections.
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2.1 General definitions and context
From now on, U denotes a saturated model of a theory T that admits elimination of
imaginaries.
We will assume that all the theories we study have saturated models of the same
cardinal κ.
Definition 2.1. Let T ′ be an extension of T , possibly with additional sorts. Let U′ be
a saturated model of T ′, and U := U′|T . We say that U is stably embedded in U
′ when
the map Aut(U′)→ Aut(U) is surjective.
In this case, we also say that T ′ is a cover of T , or that U′ is a cover of U.
If there exist definable bijections between the new sorts and definable sets of U, the
cover is internal.
Proposition 2.2. Let T ′ be an extension of T , possibly with additional sorts. Let U′ be
a saturated model of T ′, and U := U′|T . The following are equivalent :
1. U is stably embedded in U′.
2. Any subset of a product of sorts of U that is definable with parameters from U′ is
definable with parameters from U.
3. For all tuples b ⊆ U′ of small length, there exists a small subset A of U such that
tp(b/A) |= tp(b/U).
See [CH99] (Appendix, Lemma 1) for a proof of the equivalences.
Definition 2.3. A category is a two-sorted structure, with a set of objects, a set of
maps with source and target, an associative composition, and an identity map for each
object.
The following definitions are the same as those in [HM18]. For the full formal defi-
nitions, we refer the reader to this paper.
Definition 2.4. 1. A groupoid is a category where each morphism has an inverse.
It is connected if two arbitrary objects are isomorphic. It is canonical if two
isomorphic objects are equal.
2. A definable (concrete) groupoid is given by a definable set of definable objects
(Oi)i∈I , and a definable set M of definable bijections between these objects. See
[HM18](Definition and Remark 3.4).
We require that the bijections define a category which is a groupoid. We also
assume the objects to be pairwise disjoint.
3. A concrete groupoid G is finitely faithful if, for each object O of the groupoid G,
there exists a finite tuple x of elements of O whose pointwise stabilizer in the group
AutG′(O) is trivial.
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4. If A is a definable set, a definable groupoid over A is a uniformly definable
family (Ga)a∈A of definable connected groupoids that are pairwise disjoint. See
[HM18](Definition 5.1)
Definition 2.5. 1. Let (U, S) be a cover of U, and A ⊆ U be a 0-definable set. The
cover is 1-analysable over A if there exists a 0-definable surjective map f : S → A
such that each fiber Sa is internal to U. In other words, f and S define a family
of internal covers (U, Sa).
2. If, additionally, we have Aut(S/U) =
∏
aAut(Sa/U), we say that the fibers are
independent.
3. Let (U, S) be a cover of U, with a 0-definable relation R ⊆ B × S, where B is
0-definable in U. If b ∈ B, we define Rb ⊆ S as the set of elements s ∈ S such that
|= R(b, s). We also define the structure (U, Rb) as that induced by the b-definable
sets.
If there exist finitely many relations R1(x1, y), ..., Rk(xk, y) that are 0-definable in
(U, S) and such that, for each element b in B, the relations Ri(xi, b) generate the
language of (U, Rb) over that of U, then we say that the language of (U, Rb) is
finitely generated over that of U, uniformly for b ∈ B.
A special case of this definition is that where B = A=n, and there exists a 0-
definable map f : S ։ A such that R(b, s) is defined as ”f(s) is some coordinate
of b”.
Remark 2.6. Note that the condition ”the language of (U, Sa) is finitely generated over
that of U, uniformly in a ∈ A” is not the same as finite generatedness of the language
of the whole cover (U, S) over that of U.
The second example in section 6 can be rearranged to build a cover satisfying the
latter condition, but not the former.
Example 2.7. If A,K are groups that are 0-definable in U, and S is a group, with a
0-definable exact sequence 1 → K → S → A → 1, then (U, S) is 1-analysable over A,
with non-independent fibers in general.
2.2 Connected groupoids
We first recall the existence of the binding groupoid of an internal cover :
Theorem 2.8 ([Hru12], [HM18]). Let U′ = (U, S) be an internal cover of U whose
language is finitely generated over that of U. Then there exist 0-definable connected
groupoids G in U and G′ in U′eq, satisfying the following conditions :
1. The groupoid G′ is an extension of G, with S as the only added object.
2. The automorphism group of S over U satisfies AutU′(S/U) = AutG′(S).
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We give the same proof as in [HM18](Theorem 3.5), because one idea that appears
in said proof will be used later on.
Proof. Let us first pick a definable bijection fb : Oa → S, where a ∈ U and b ∈ U
′.
We wish to use f and O to define a groupoid. However, we need to restrict the set of
parameters that are allowed, in order to satisfy condition 2.
Let q := tp(b/U). By stable embeddedness, there exists a small A ⊆ U such that
p := tp(b/A) |= q. If c, d |= p, then c ≡U d. In particular, fc, fd are bijections from Oa
to S, thus the map (fd ◦ f
−1
c ) ∪ idU is a well-defined automorphism of U
′ over U.
We have thus proved : p(x) ∪ p(y) |=”(fy ◦ f
−1
x ) ∪ idU ∈ Aut(U
′/U)”.
By compactness, we find a formula ψ(z, α) ∈ p such that ψ(x, α) ∧ ψ(y, α) |= ”(fy ◦
f−1x ) ∪ idU ∈ Aut(U
′/U)”. We may assume α = a. The following formula enables us
to restrict the set of objects : θ(t) := ∀x, y [ψ(x, t) ∧ ψ(y, t) → ”(fy ◦ f
−1
x ) ∪ idU ∈
Aut(U′/U)”]
The objects of G′ are the Oa′ , where |= θ(a
′), along with S. The morphisms from Oa′
to S are the fb′ , where |= ψ(b
′, a′). The other morphisms are defined using compositions
and inverses.
Oa1 Oa2 S S
S Oa
f−1
b2
◦fb1
fb1
fb′◦f
−1
b
f−1
bf
−1
b2
fb′
Let’s check that Hom(Oa′ , S) ◦Hom(S,Oa′) = Aut(S/U), for any a
′ satisfying θ(t).
The properties of θ and ψ imply that Hom(Oa′ , S) ◦Hom(S,Oa′) ⊆ Aut(S/U).
Conversely, if σ ∈ Aut(S/U), then, for any fb′ ∈ Hom(Oa′ , S), we have σ = fσ(b′) ◦
f−1b′ ∈ Hom(Oa′ , S) ◦Hom(S,Oa′).
Finally, by stable embeddedness, the groupoid G := G′|U is 0-definable in U.
Remark 2.9. One of the main ideas in this theorem is to possibly add many objects
that classify the various ”kinds of bijections” between S and the Oa, to ensure that two
bijections fb and fb′ of the ”same kind” yield a model-theoretic automorphism fb′ ◦ f
−1
b .
Let G be a 0-definable connected groupoid in U. For the remainder of this subsec-
tion, we let U′ = (U, O∗,M∗, R) denote the extension of U built from G as defined in
[HM18](3.9).
Proposition 2.10. The structure U′ is interpretable in U and thus saturated.
Proof. Using constants to create duplicates, we are able to follow the construction in
[HM18](3.9) and interpret the whole structure of U′ in U. For instance, an element x in
the sorts of U is interpreted by x× {0}, whereas an element in O∗ is interpreted by an
element of U×{1}, the first coordinate itself being given by the construction in [HM18].
Similarly, a morphism in M∗ is interpreted by an element of U× {2}. The new relation
R is interpreted the obvious way, again following the construction of U′.
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Proposition 2.11. The structure U′ yields an internal cover of U.
Proof. From the construction, it follows that the new sorts are definably isomorphic to
definable sets in U. In fact, all the morphisms in the extended groupoid G′ with source
O∗ yield definable bijections with O∗. As for the set of morphisms M∗, it is almost
in bijection with the set of morphisms in G. Using elimination of imaginaries, one can
add the missing copies and get a definable subset X of a product of sorts in U, with a
definable bijection X ≃M∗. Thus, since U
′ is saturated, it remains to show that no new
structure is induced on the sorts of U. To do this, we shall prove that automorphisms
of U can be extended to automorphisms of U′.
Let σ ∈ Aut(U). Keeping the notations in [HM18], let Oi be the object whose copy
is O∗. Let fc : Oi → Oσ(i) be a morphism in the original groupoid. We shall define an
action on the elements of O∗ and on the morphisms in M∗.
If x′ is an element of O∗, let x be the element of Oi whose copy is x
′. Then, we shall
define σ(x′) := (f−1c σ(x))
′, i.e., it is the copy in O∗ of the image of x under f
−1
c ◦ σ.
Now, if m is a morphism in M∗, we shall distinguish different cases, depending on
its domain and codomain :
• If neither the domain nor the codomain of m is O∗, then we let σ act on m as it
did in U.
• If m : O∗ → Oj for any j in U, let n : Oi → Oj be the copy of m. Then
σ(n) ◦ fc : Oi → Oσ(j). Therefore, let σ(m) : O∗ → Oσ(j) be the copy of σ(n) ◦ fc.
• Similarly, if m : Oj → O∗ for any j in U, let σ(m) : Oσ(j) → O∗ be the copy of
f−1c ◦ σ(n), using the same notations as before.
• Finally, if m : O∗ → O∗, let σ(m) : O∗ → O∗ be the copy of f
−1
c ◦ σ(n) ◦ fc.
Now, studying the various cases, we can show that this extension of σ preserves the
relation R that defines the behaviour of the bijections in M∗. For instance, using the
same notations as before, let m : O∗ → Oj , x
′ ∈ O∗ and y = m(x
′) ∈ Oj . We compute
σ(m)(σ(x′)) = σ(n) ◦ fc(σ(x
′)) = σ(n) ◦ fc(f
−1
c ◦ σ(x)) = σ(n)(σ(x)) = σ(n(x)),
where x ∈ Oi is the copy of x
′. Since we had assumed that m(x′) = n(x) = y, we have
the equality σ(m)(σ(x′)) = σ(m(x′)).
Finally, it is not hard to see what the inverse of σ should be. For the action on O∗,
instead of applying σ and then f−1c , we should apply fc and then σ
−1. The action on
the morphisms is defined in an analogous way, using f−1c and σ
−1.
2.3 Non-connected groupoids
Definition 2.12. 1. Let A be a 0-definable set. We define the notion of 0-definable
families of connected groupoids over A just as in [HM18] (Definition 5.1). We shall
also refer to these groupoids as groupoids over A.
2. If G is a groupoid over A, and a is an element of A, we let Ga denote the connected
component of G over a. It is an a-definable connected groupoid.
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Construction 2.13. Let G → A be a 0-definable family of connected groupoids in U.
Let U′ be the structure defined in [HM18](5.6). As in the case of a connected groupoid, it
is defined by choosing one object in each isomorphism class of G, and creating appropriate
copies to yield a one-object extension of each isomorphism class.
Proposition 2.14. The theory of U′ is a cover of the theory of U.
Proof. Let V′ = (V, S,M∗,M∗ → A,S → A,R) be a saturated model of the theory of U
′,
such that V is elementarily equivalent to U. We shall prove that V is stably embedded
in V′ using automorphisms.
Let σ be an automorphism of V. For each a in A, we pick an index ia ∈ Ia and a
morphism fa : Sa → Oia .
We also pick a morphism ma : Oiσ(a) → Oσ(ia). Such an ma exists because σ(ia) is
in Iσ(a), for σ is an automorphism of V, and because the connected components of G are
given by the map I → A.
Now we shall define the action of σ on S and M∗.
On Sa, the function σ shall act as the function f
−1
σ(a)m
−1
a σfa : Sa → Sσ(a).
For the action on M∗, the point is to use the fa to get a morphism in G, then apply
σ to it, then use morphisms again to get the appropriate domain and codomain.
• If m : Oj → Sa, we define σ(m) = f
−1
σ(a)m
−1
a σ(fam) : Oσ(j) → Sσ(a).
• If m : Sa → Oj , we define σ(m) = σ(mf
−1
a )mafσ(a) : Sσ(a) → Oσ(j).
• Finally, if m : Sa → Sa, we define σ(m) = f
−1
σ(a)m
−1
a σ(famf
−1
a )mafσ(a) : Sσ(a) →
Sσ(a).
We can then check that σ preserves the relation R, and commutes with the maps
M∗ → A, S → A.
Remark 2.15. In the previous case, with only one isomorphism class, the morphism
ma was given by the function defining O∗ as a copy of Oi. The morphism na was given
by the function f−1c .
3 Functoriality in the independent case
In this section, we write down the details of the proof of the equivalence of categories
that were left to the reader at the end of section 5 of [HM18].
We find that all the ideas of the internal case extend naturally to the independent
case. In fact, most of the time, dealing with independent fibers amounts to dealing with
each fiber individually, without having to worry about coherence.
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3.1 Morphisms of groupoids
Here, we define what morphisms of groupoids are. Our definition is almost the same as
that of [HM18](4.2), with only a small change to the condition (B) found there.
Definition 3.1. Let G1, G2 be 0-definable groupoids in U. A definable morphism H is
a non-empty 0-definable family of definable functions between objects of G1 and objects
of G2, as defined in [HM18](4.2), that satisfies the following conditions :
(A) : For each pair of maps hp : O1,i → O2,j, hm : O1,k → O2,l in H, the sets of maps
hp ◦ HomG1(O1,k, O1,i) and HomG2(O2,l, O2,j) ◦ hm are equal.
(B’) : The set of maps H is stable under precomposition with morphisms of G1, and
under postcomposition with morphisms of G2.
We recall the condition (B) given in [HM18](4.2) : (B) : The set of maps H is stable
under postcomposition with morphisms of G2.
Note that the remark found at the end of the definition in [HM18](4.2) is incorrect
: If we are given a groupoid morphism H : G1 → G2 satisfying conditions (A) and (B’),
and if we pick a nonempty proper 0-definable subset X of the set of objects of G1, we
can restrict H to the set of functions whose domain is one of the objects in X. We get
a nonempty set of functions satisfying (A) and (B), but it wouldn’t satisfy (B’).
We now prove that isomorphic connected groupoids are equivalent in the sense of
[Hru12] (Section 3), which was not proved in full generality in [HM18].
Proposition 3.2. Let H : G1 → G2 be an isomorphism between 0-definable connected
groupoids. Then there exists a 0-definable connected groupoid G, whose set of objects is
the disjoint union of the objects of the Gi, and 0-definable groupoid embeddings fi : Gi →
G.
Proof. The set of objects of G is defined as the disjoint union of Ob(G1) and Ob(G2).
The morphisms are defined as follows :
• Between objects of G1, the morphisms are copies of morphisms of G1.
• Between objects of G2, the morphisms are copies of morphisms of G2.
• If O1 is an object of G1 and O2 is an object of G2, the set of morphisms from O1
to O2 is the set of maps in the morphism H that are bijections from O1 to O2.
• Conversely, the set of maps from O2 to O1 is the set of inverses of maps in H that
are bijections from O1 to O2.
Composition is defined as expected, using composition of maps.
Using condition (A), we check that if h : O2 → O1 and g : O
′
1 → O2 are morphisms in
G, then h◦g is a (copy of a) morphism in G1, and thus is a morphism of G. Symmetrically,
if h : O2 → O1 and g : O1 → O
′
2 are morphisms in G, then g◦h is a (copy of a) morphism
in G2.
8
Now, condition (B) shows that we may postcompose morphisms between objects of
G1 and objects of G2 with morphisms in G2.
Using conditions (A) and (B’), we show that we can also precompose with morphisms
in G1 : Let h : O1 → O2 be a function in H, let α : O
′
1 → O1 be a morphism in G1. Let
h′ ∈ H be a map from O′1 to O2. Such a map exists by condition (B’). Using condition
(A), there exists a morphism β : O2 → O2 in the groupoid G2 such that β ◦ h
′ = h ◦ α.
By condition (B’), the function β ◦ h′ is still in H, and thus so is h ◦ α.
We can also precompose inverses of maps in H with maps in G2 and postcompose
inverses of maps in H with maps in G1.
Finally, this groupoid G is 0-definable, since both the Gi and H are. The embeddings
fi : Gi → G are the obvious ones.
Now, if two groupoids are not connected, we want to specify which connected com-
ponents are ”linked together” by the morphisms of groupoids between them.
Definition 3.3. Let A,B be 0-definable sets. Let R ⊆ A×B be a definable relation. Let
G1,G2 be groupoids over A and B respectively. A morphism of groupoids H : G1 → G2
is said to be compatible with the relation R if, for all a in A, for all b in B, there exists
a map in H from some object of G1,a to some object of G2,b if and only if |= R(a, b).
If A = B, unless otherwise stated, we shall consider only morphisms of groupoids
that are compatible with the equality relation.
In the rest of this section, we let FCGA denote the category of finitely faithful 0-
definable connected groupoids over A, whose morphisms are defined as above. It is
indeed a category.
On the other hand, let ACIFA be the category of 1-analysable covers over A with
independent fibers and finitely generated languages, defined just as in [HM18](between
Proposition 5.7 and Example 5.8). The morphisms are morphisms of covers compatible
with the maps S → A. The same arguments as in [HM18](4.1) show that composition
of morphisms is well-defined and yields a category. In fact, the proof there deals with
the more general case of covers with one extra sort, so it can be applied to our specific
case of 1-analysable ones.
3.2 The functor C : FCGA → ACIFA
Definition 3.4. Let h : G1 → G2 be a morphism of groupoids. Let G
′
1 and G
′
2 be the
extensions of the Gi defined in [HM18](5.6). For each a in A, let ha : O1,ia → O2,ja be
one of the maps in the morphism h, and let fa : S1,a → O1,ia , ga : O2,ja → S2,a be
morphisms in G′1 and G
′
2 respectively.
The morphism C(h) is defined as the theory of (C(G1) ∪ C(G2),
⋃
a
ga ◦ ha ◦ fa).
Proposition 3.5. The theory of C(h) depends only on the morphism h, and not on
the choices made. More precisely, different choices of maps lead to structures that are
isomorphic over U.
9
Proof. Let f ′a, g
′
a, h
′
a, i
′
a, j
′
a be other possible choices of maps for the index a. Using the
connectedness of the groupoid, and preservation of the set of morphisms in h under pre
and post composition by groupoid morphisms, we may assume that only h′a is different
from ha, all else being equal. This is the same as assuming that the following diagram
commutes, and replacing h′a with h
′′
a.
S1,a O1,ia O2,ja S2,a
O1,i′a O2,j′a
fa
f ′a
h′′a ga
h′a
g′a
Now, using property (A) of the morphism h, we get : h′′a ◦ σa = ha, for some
σa ∈ AutG1(O1,ia).
Thus, we have f−1a ◦ σa ◦ fa ∈ AutG1(S1,a) = Aut(S1,a/U) .
By independence of the fibers, we can then construct an automorphism ρ of the
structure C(G1) ∪ C(G2) that fixes U pointwise, given by the union of the f
−1
a ◦ σa ◦ fa
and idC(G2). Finally, we check that gah
′′
afaρ = gah
′′
afaf
−1
a σafa = gah
′′
aσafa = gahafa =
ρgahafa. Thus, the structures given by ha, fa, ga and h
′′
a, fa, ga are isomorphic over U.
Lemma 3.6. The theory of C(h) is a cover of the theory of U.
Proof. We assume C(h) to be saturated. We shall prove that any automorphism of U can
be lifted into an automorphism of C(h). Let σ ∈ Aut(U). Let σ′ ∈ Aut(C(G1) ∪ C(G2))
be an extension of σ.
Now, we shall use the proof of the previous proposition : we notice that the maps
σ′(fa), σ
′(ga), σ(ha) represent another possible choice for the construction of C(h). In-
deed, since σ′ is an element of Aut(C(G1) ∪ C(G2)), it preserves the structure of the
0-definable groupoids G′1 and G
′
2, and the 0-definable set of maps given by h. Therefore,
there exists some automorphism τ of C(G1)∪C(G2) fixing U pointwise such that, for all
a in A, we have τσ′(ga)σ(ha)σ
′(fa) = gσ(a)hσ(a)fσ(a)τ . Let ρ = τσ
′. We check that this
ρ commutes with the map
⋃
a∈A
gahafa. Let a be an element of A. We compute :
ρgahafa = τσ
′gahafa = τ ◦ [σ
′(gahafa)] ◦ σ
′ = gσ(a)hσ(a)fσ(a)τσ
′ = gσ(a)hσ(a)fσ(a)ρ.
Finally, since τ fixes U pointwise, the function ρ extends σ.
Proposition 3.7. The theory of C(h) is a cover of both C(G1) and C(G2).
Proof. Let σ1 be an automorphism of C(G1). By the previous lemma, we may assume
that σ1 fixes U pointwise. We need to define the action of σ1 on each of the S2,a. Note
that since σ1 fixes U pointwise, an extension of σ1 should fix each fiber S2,a setwise.
Now, let a be an element of A. We notice that the map faσ1|S1,af
−1
a is a morphism
in G1. Thus, by condition (A) of the morphism h, there exists some morphism γ in G2
such that hafaσ1|S1,af
−1
a = γha. Now, since G
′
2, is a groupoid, there exists a morphism
σ2,a ∈ AutG′2(S2,a) such that gaγ = σ2,aga.
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S1,a O1,i O2,j S2,a
S1,a O1,i O2,j S2,a
fa ha ga
σ1
f−1a
ha
∃γ
ga
∃σ2,a
Finally, we have gahafaσ1|S1,a = gaγhafa = σ2,agahafa. We then use the family of
the σ2,a and the independence of the fibers in C(G2) to define an automorphism σ2 of
C(G2) that fixes U pointwise and which agrees with the σ2,a. Thus, the map σ1 ∪ σ2 is
an automorphism of (C(G1) ∪ C(G2),
⋃
a
ga ◦ ha ◦ fa) that extends σ1.
Similarly, C(G2) is stably embedded in (C(G1) ∪C(G2),
⋃
a
ga ◦ ha ◦ fa).
Proposition 3.8. The action of C on the morphisms defines a functor C : FCGA →
ACIFA.
Proof. We need to show that C sends identity morphisms of groupoids to identity mor-
phisms of covers, and that it preserves composition.
For the first part, using proposition 3.5, we may assume that each ha is the identity
morphism of some object Oa in the groupoid G. We may also assume that the maps ga
and fa are inverses of one another. Thus, the map
⋃
a
ga ◦ ha ◦ fa is the identity of the
new sort S. Therefore, the cover C(idG) is indeed the identity morphism of C(G).
Regarding composition, we use proposition 3.5 again. Let h12 : G1 → G2, h23 :
G2 → G3 be morphisms. Let h13 : G1 → G3 be the morphism h23 ◦ h12. Then we may
assume that the morphisms picked to define C(h12) and C(h23) are consistent with the
ones picked to define C(h13). More precisely, we may assume that, for each a ∈ A, the
morphisms ga, ha and fa were picked to get the equality :
g23a h
23
a f
23
a g
12
a h
12
a f
12
a = g
13
a h
13
a f
13
a
Indeed, the map f23a g
12
a is a morphism in the groupoid G2. Therefore, by property
(B) of the groupoid morphism h12, the map f
23
a g
12
a h
12
a is again a map in the morphism
h12. Thus, the map h
23
a f
23
a g
12
a h
12
a is a map of the groupoid morphism h23 ◦ h12 = h13.
S1,a O1,ia O2,ja S2,a O2,ka O3,la S3,a
O1,ia O3,la
f12a
f13a
h12a g
12
a f
23
a h
23
a g
23
a
id
h13a
id
g13a
By proposition 3.5, we may assume that h13a = h
23
a f
23
a g
12
a h
12
a and f
12
a = f
13
a and
g23a = g
13
a . In such a case, the desired equality holds, i.e. the above diagram commutes.
Thus, from the definition of the composition of morphisms of covers, we get
C(h23 ◦ h12) = C(h23) ◦ C(h12).
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3.3 The functor G : ACIFA → FCGA
Definition 3.9. Let (U1 ∪ U2, h : S1 → S2) be a morphism in the category ACIFA.
We assume the structures to be saturated. Let G1, G2 be the liaison groupoids G(U1),
G(U2). Let G
′
1, G
′
2 be the extensions of these groupoids that are 0-definable in U
eq
1
and Ueq2 respectively. The groupoid morphism G(h) is defined as the set of mor-
phisms H := {gahafa : O1,ia → O2,ja | a ∈ A, ia ∈ Ob(G1,a), ja ∈ Ob(G2,a), fa ∈
HomG′1(O1,ia , S1,a), ga ∈ HomG′2(S2,a, O2,ja)}.
This setH of morphisms is a 0-definable morphism of groupoids over A in (U1∪U2, h :
S1 → S2)
eq. We wish to get a set of morphisms 0-definable in U with a 0-definable map
to A. We shall use a compactness argument similar to the one in [HM18](5.6, §5).
Lemma 3.10. Let χ be a formula defining in (U1 ∪U2, h : S1 → S2)
eq the set of (codes
of) maps described above, and let φ(x, y, t) define the action of those maps. Then there
exists a 0-definable set N ⊆ U and a formula ψ(x, y, u) in the language of U such that
the set of maps defined by the ψ(x, y, n), n ∈ N is equal to the set of maps defined by the
φ(x, y, t), t ∈ χ(U1 ∪ U2).
Remark 3.11. We only need the sets of maps to be equal. There may be redundant
parameters, but we shall use elimination of imaginaries in U to deal with them afterwards.
Proof. By stable embeddedness, for each parameter t satisfying χ, there exists a for-
mula ψt(x, y, z) in the language of U and a parameter zt in the sorts of U such that
|= ψt(x, y, zt) ↔ φ(x, y, t). Thus, the following set of formulas is inconsistent with the
theory of (U1 ∪U2, h)
eq : {χ(s)} ∪ {¬(∃z ∀x∀y ψt(x, y, z)↔ φ(x, y, s)) | t ∈ χ(U1 ∪U2)}.
By compactness, some finite fragment Σ is inconsistent. Let ψ1(x, y, z1), ..., ψd(x, y, zd)
be the formulas appearing as subformulas in Σ.
We first reduce to the case where all the zi are in the same product of sorts of U. Let’s
assume zi lives in the product of sorts Pi, for i = 1, ..., d. By elimination of imaginaries,
there exists a sort Y in U with 0-definable constants 1, 2, ..., d. We then work in the
product of sorts Y ×P1× ...×Pd, and modify the formulas ψi to accept the parameters
only when the first coordinate is equal to i, in which case the parameter is used by
projecting onto Pi. Let ψ(x, y, u) be the disjunction of the new formulas ψi.
Finally, the set N is the set of parameters n ∈ Y ×P1× ...×Pd such that the formula
ψ(x, y, n) defines one of the maps in H. Thus, N is 0-definable in (U1 ∪ U2, h)
eq. By
stable embeddedness and saturation, it is 0-definable in U.
Now, to get a 0-definable map to A, we only need to replace N with
{(a, n) |n ∈ N ∧ ∃i ∈ Ob(G1,a)∃j ∈ Ob(G2,a)n : Oi ≃ Oj}.
Proposition 3.12. The set of maps G(h) depends only on the theory of (U1 ∪ U2, h),
and is a morphism in FCGA.
Proof. Let h′ : S1 → S2 such that (U1 ∪ U2, h) ≡ (U1 ∪ U2, h
′). By saturation, there
exists an isomorphism σ : (U1 ∪ U2, h) ≃ (U1 ∪ U2, h
′). By stable embeddedness of
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U1 in (U1 ∪ U2, h), we may assume σU1 = id. Thus, if τ = σ|U2 ∈ Aut(U2/U) =∏
aAutG′2,a(S2,a), we get τh = h
′. Thus the families of maps induced by h and h′ are
equal.
We now need to check conditions (A) and (B’). The latter is easier to see, since
postcomposing a map in HomG′2(S2,a, O2,ja) ◦ ha ◦HomG′1(O1,ia , S1,a) by a morphism in
HomG2(O2,ja , O2,ka) yields a map in HomG′2(S2,a, O2,ka)◦ha◦HomG′1(O1,ia , S1,a). Similar
arguments work for precomposition.
Let us now check condition (A). Let α1, β1 be morphisms in G
′
1 with target S1,a, let
α2, β2 be morphisms in G
′
2 with source S2,a. We shall prove that, for each morphism
α in G1 such that the composition α2haα1α is well-defined and has the same source as
β2haβ1, there exists a morphism β in G2 such that α2haα1α = ββ2haβ1. A symmetrical
argument will then give the converse. Let such a morphism α be. Then, the morphism
α1αβ
−1
1 is in AutG′1(S1,a) = Aut(S1,a/U). By stable embeddedness and independence of
fibers, the morphism α1αβ
−1
1 can be extended to an automorphism σ ∈ Aut(U1/U). By
stable embdeddness again, this automorphism can be extended to an automorphism τ
of U1 ∪ U2, h. We then have α2haα1αβ
−1
1 = α2haτ = α2τha. Here, α2τ is a morphism
of the connected groupoid G′2,a, and so is β2. Moreover, these morphisms have the same
source, which is S2,a. Thus, there exists a morphism β in G
′
2,a such that ββ2 = α2τ .
Thus α2haα1α = ββ2haβ1. Since β is defined between objects of G2,a, it is in fact a
morphism in G2,a.
Proposition 3.13. The action of G on the morphisms of ACIFA defines a functor.
Proof. The action on the identity morphisms is pretty clear : since we may pick any
map h : S1 → S2, as long as it yields the desired theory, we may assume h = idS1 . In
that case, the set of maps in G(h) is just the set of morphisms in G1, which is indeed
the identity of the groupoid.
For composition, we use the same argument as in [HM18](4.11). Let (U1 ∪ U2, h12),
(U2 ∪ U3, h23) be morphisms in ACIFA. The maps in G(h23) ◦ G(h12) are of the form
α3h23,aα2β2h12,aα1, whereas those in G(h23 ◦ h12) are of the form β3h23,ah12,aβ1. Us-
ing the identity of S2,a, which is indeed a morphism in G
′
2, we deduce that G(h23 ◦
h12) ⊆ G(h23) ◦ G(h12). For the other inclusion, let α3h23,aα2β2h12,aα1 be a map in
G(h23) ◦ G(h12). Then, the map α2β2 is an automorphism of S2,a in G
′
2. Thus, ny
stable embeddedness and independence of fibers, it can be extended by identity to an
automorphism of U2 fixing U pointwise. By stable embeddedness again, this automor-
phism can be extended to an automorphism σ of (U1 ∪ U2, h12). We then compute
α3h23,aα2β2h12,aα1 = α3h23,aσh12,aα1 = α3h23,ah12,aσα1. Here, σα1 is a morphism in
G′1. This proves the equality G(h23 ◦ h12) = G(h23) ◦G(h12).
3.4 The isomorphism η : idACIFA ≃ CG
The following proposition is a relativization of proposition 4.2 in [HM18], under an extra
assumption.
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Proposition 3.14. Let U1,U2 be objects in the category ACIFA. Let h : S1 → S2 be a
map compatible with the maps S1 → A, S2 → A. Assume that U is stably embedded in
(U1 ∪ U2, h). Then (U1 ∪ U2, h) is a morphism in ACIFA if and only if, for all a ∈ A,
the map ha ∪ idU : (U, S1,a) → (U, S2,a) yields a morphism of covers from (U, S1,a) to
(U, S2,a).
Proof. We shall prove that U1 is stably embedded in (U1∪U2, h). Let σ be an automor-
phism of U1. We want to extend it to an automorphism of (U1∪U2, h). We may assume
that σ fixes U pointwise. Thus, for each a in A, σ restricts into an automorphism σa
of (U, S1,a). Since (U, S1,a, S2,a, ha) is a cover of (U, S1,a), there exists an automorphism
τa ∈ Aut((U, S1,a, S2,a, ha)/U) extending σa. Using independence of fibers and stable
embeddedness of the (U, S2,a) in (U, S2), the union of maps τ :=
⋃
a
τa is an automor-
phism of U1 ∪U2 extending σ. By construction, it commutes with h. Thus U1 is stably
embedded in (U1 ∪ U2, h), as desired.
Corollary 3.15. Let U1,U2 be objects in the category ACIFA. Let h : S1 → S2 be a
map compatible with the maps S1 → A, S2 → A. Assume that U is stably embedded in
(U1 ∪U2, h). Then (U1 ∪U2, h) is an isomorphism of covers if and only if, for each a in
A, (U, S1,a, S2,a, ha) is an isomorphism of covers.
Corollary 3.16. Let U1,U2 be objects in the category ACIFA. Let h : S1 → S2 be a
map compatible with the maps S1 → A, S2 → A. Assume that U is stably embedded
in (U1 ∪ U2, h). Then (U1 ∪ U2, h) is an isomorphism in ACIFA if and only if, for all
a ∈ A, the map ha ∪ idU : (U, S1,a)→ (U, S2,a) is a bijective bi-interpretation.
Definition 3.17. Let V = (U, S, S → A) be an object of ACIFA. Let G
′(V) be the
extension of the liaison groupoid G(V) with one extra object Sa in each isomorphism
class, such that AutG′(V)(Sa) = Aut(Sa/U). Let (U, O∗) be the cover C(G(V)). Let
G′′(V) be the extension of G(V) defined in C(G(V))eq by formally creating copies of
objects and morphisms of G(V).
Then ηV is defined as (V∪CG(V),
⋃
a
haga), where, for each a in A, ia is some object
in G(V)a, and the maps ha and ga are arbitrary morphisms in HomG′′(V)(O1,ia , O∗,a) and
HomG′(V)(Sa, O1,ia) respectively.
Sa O1,ia O∗,a
ga ha
Lemma 3.18. The theory of ηV is a cover of U.
Proof. Let σ be an automorphism of U. Let σ′ be an automorphism of (V ∪ CG(V))eq
that extends σ. We shall proceed as in lemma 3.5, by exhibiting another possible choice
of family of morphisms, and finding an automorphism connecting the two choices. For
each a in A, let h′a = σ
′(hσ−1(a)) and g
′
a = σ
′(gσ−1(a)). Since σ
′ is an automorphism,
h′a is a morphism in the groupoid G
′′(V) with target O∗,a and source in the objects of
G(V). Similarly, g′a is a morphism in the groupoid G
′(V) with source S∗,a and target
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in the objects of G(V), and the composition h′ag
′
a is well-defined. Now, there exist
morphisms αa and βa in G(V) such that h
′
a = haαa and g
′
a = βaga. Again, there exists
a morphism τa in AutG′(V)(Sa) = Aut(Sa/U) such that gaτa = αaβaga. So we have
hagaτa = haαaβaga = h
′
ag
′
a.
Sa Oi Oi O∗,a Sa Oi
Oj Oj Sa Oi
ga
g′a
βa
ha ga
αa
h′a τa
ga
αaβa
Now, using independence of fibers, the morphisms τa define an automorphism of V fix-
ing U pointwise, which we extend by identity on O∗.This way, we define an automorphism
τ of (V∪CG(V)) such that, for all a in A, we have hagaτσ
′ = τσ′(hσ−1(a))σ
′(gσ−1(a))σ
′ =
τσ′hσ−1(a)gσ−1(a). The automorphism τσ
′ has the desired properties.
Proposition 3.19. The theory of ηV is an isomorphism between V and C(G(V)).
Proof. We will prove that V is stably embedded in ηV = (V∪C(G(V)),
⋃
a
haga). Similar
arguments show that C(G(V)) is stably embedded in ηV = (V ∪C(G(V)). Then, ηV will
be a morphism of covers. The map
⋃
a
haga being bijective, the morphism will thus be
an isomorphism.
Let σ be an automorphism of V. By the previous lemma, we may assume σ to fix U
pointwise. We only have to extend σ to the sort O∗ in a way that make it commute with
the map
⋃
a
haga and be an automorphism of C(G(V)). Luckily, since the map
⋃
a
haga is a
bijection, there is only one way to do so. Since σ fixes U pointwise, we may consider σa =
σ|Sa , for a in A. The map σa is an element of AutV(Sa/U) = AutG′(V)(Sa). Therefore,
the map gaσag
−1
a is a morphism in G(V), so the map hagaσag
−1
a h
−1
a is an automorphism
of O∗,a in G
′′(V). It can therefore be extended into an automorphism of (U, O∗,a) fixing
U pointwise. By stable embeddedness, this can be extended into an automorphism of
C(G(V)). Finally, by independence of fibers, the map
⋃
a
hagaσag
−1
a h
−1
a ∪ σS ∪ idU is an
automorphism of V ∪ C(G(V)) that commutes with
⋃
a
haga.
Proposition 3.20. The family of maps η defines a natural isomorphism between the
identity functor of ACIFA and the functor CG.
Proof. We have to prove that the naturality squares commute.
U1 CG(U1)
U2 CG(U2)
ηU1
h CG(h)
ηU2
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In this situation, we recall that, by lemmas 3.5 and 3.18 and lemma 2.4 of [HM18],
we may freely pick the morphisms defining the ηUi and CG(h) among all the possible
choices, as long as they have appropriate domains and codomains. With this in mind,
we may in fact assume that the diagram with the concrete maps defining the morphisms
of covers commutes, not just the diagram with the theories.
3.5 The isomorphism ε : idFCGA ≃ GC
Definition 3.21. Let G → A be an object of FCGA. Let G
′ be the extension of G
constructed with the cover C(G) by creating adequate copies of objects and morphisms
in G. Let S denote the new sort in the cover C(G). Let G′′(C(G)) be the extension of
G(C(G)) with one extra object Sa in each isomorphism class.
The set of maps of εG is defined as εG := {g ◦ f : O1,i1 → O2,i2 | i1 ∈ Ob(G), i2 ∈
Ob(GC(G)),∃a ∈ A, g ∈ HomG′′(C(G))(Sa, O2,i2) ∧ f ∈ HomG′(O1,i1 , Sa)}.
Proposition 3.22. The set of maps εG is an isomorphism in FCGA.
Proof. As each of the maps is a bijection, it suffices to check that εG is a morphism.
First, regarding 0-definability in U, the same arguments as in 3.10 yield a 0-definable
set in U.
Then, as we have already seen a few times, condition (B) of being a morphism is
easy to check, since each map is of the form g ◦ f , where g is a morphism in G′′(C(G)).
Now, let’s check condition (A). Let a be an element of A. Let g, g′ be morphisms
in G′′(C(G)) with source Sa and targets in G(C(G)). Let f, f
′ be morphisms in G′ with
target Sa and sources in G. Let γ be a morphism in G such that gfγ has the same domain
as g′f ′. We seek some morphism β in G(C(G)) such that βg′f ′ = gfγ. We notice that
h := fγf ′−1 is an element of AutG′(Sa). Using the properties of G
′ and G′′(C(G)), we
deduce that fγf ′−1 ∈ AutG′(Sa) = AutC(G)(Sa/U) = AutG′′(C(G))(Sa). Thus, the map
gfγf ′−1 is a morphism in G′′(C(G)). Since it is in the same connected component as the
morphism g′, there exists a morphism β in G′′(C(G)) such that βg′ = gfγf ′−1.
Sa O2,j O2,j′
O1,i O1,i′ Sa
g
∃? β
f
γ
f ′
h gh g′
Since the source and target of β are objects of G(C(G)), it belongs to the full sub-
groupoid G(C(G)). The other inclusion in condition (A) is proved similarly.
Proposition 3.23. The family of maps ε defines a natural isomorphism between the
identity functor of FCGA and the functor GC.
Proof. We have to prove that the naturality squares commute. Given a morphism h :
G1 → G2 in FCGA, and an element a of A, this amount to checking that the following
square commutes :
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G1,a GC(G1)a
G2,a GC(G2)a
εG1a
ha GC(h)a
εG2a
Checking this consists in writing down the maps in GC(G1)a ◦ εG1a and in εG2a ◦
ha as compositions of maps in all the groupoids involved, finding subterms τ in the
compositions that define automorphisms of the object Sa, using the binding groupoid
statements to extend the τ to automorphisms of one of the internal covers above a,
and using stable embeddedness to extend them again to automorphisms of C(h) =
(C(G1) ∪ C(G2),
⋃
a
gahafa).
4 The case of non-independent fibers
We shall now try and generalise the constructions to the case where the fibers are not
assumed to be independent. We follow the suggestion made in [Hru12], in the remark
following Lemma 3.1, to use simplicial groupoids.
Definition 4.1. 1. If A is a set, and n is an integer, we let A=n denote the set of
tuples (a1, ..., an), where the ai are elements of A that are pairwise distinct. We
also let A<ω denote the collection of finite subsets of A.
2. If c is a finite tuple, we use the notation ”a ∈ c” to denote ”a is some coordinate
of the tuple c”. We also use the notation ”c ⊆ d”, where c, d are tuples, to denote
”for all elements a, if a ∈ c, then a ∈ d”.
3. If f : S → A is a map, if n is an integer and c is an element of A=n, we define the
set Sc as Sc :=
⋃
a∈c
Sa ⊆ S.
Definition 4.2. Let A be a definable set. A definable simplicial groupoid G over A
is given by a sequence of 0-definable groupoids Gn, for n ≥ 1, along with injective
morphisms of groupoids ιn,m : Gn →֒ Gm, for n < m, such that :
1. For each n, Gn is a groupoid over A
=n/En, where En is the equivalence relation
associated to the action of the symmetric group Sn on the set A
=n. Informally,
Gn is over the finite subsets of A of size n.
2. The operation (n < m) 7→ ιn,m behaves well with compositions.
3. For each n < m, the morphism of groupoids ιn,m is compatible with the relation
R(c, d)↔ c ⊆ d. See definition 3.3
Remark 4.3. The morphisms of groupoids ιn,m defining the simplicial structure only
link the connected components one would expect them to.
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Definition 4.4. A morphism of simplicial groupoids is defined as a family of morphisms
of groupoids that is compatible with the inclusion morphisms defining the simplicial
structures.
More explicitly, if (G1, (ι
1
n,m)), (G2, (ι
2
n,m)) are simplicial groupoids over A, then a
morphism H : G1 → G2 is given by a family of morphisms Hn : G1,n → G2,n that are
compatible with the equality relations Rn ⊆ (A
=n/En)× (A
=n/En), and such that, for
all integers n,m such that 1 ≤ n < m, the following diagram of morphisms of groupoids
commutes :
G1,m G2,m
G1,n G2,n
Hm
ι1n,m
Hn
ι2n,m
Remark 4.5. The reader might be wondering why we didn’t use a definition from
category theory to define simplicial groupoids as simplicial objects in the category of
groupoids.
The main reason is to avoid degeneracies, which are painful to deal with. In fact,
most of the constructions that appear below are much easier within our framework.
However, an algebraic topologist more technically gifted than the writer might disagree,
and find that having to deal with the degeneracies is worth it.
We now prove a general lemma that will be useful when studying 1-analysable covers.
Lemma 4.6. Let (U, T, f : T → A) be a cover of U.
Let τ : T → T be a map compatible with f : T → A.
Then the map τ ∪ idU is an automorphism of (U, T ) if and only if, for all finite
subsets c ⊆ A, its restriction is an automorphism of (U,
⋃
a∈c
Ta).
Proof. One direction is clear, as the structure on (U,
⋃
a∈c
Ta) is the structure induced by
the c-definable sets.
Conversely, let’s assume τ ∪ idU satisfies the local condition. Let b be a finite tuple
of elements of (U, T ), and R be a 0-definable relation in (U, T ) such that (U, T ) |= R(b).
Let c be a tuple of elements of A such that b ⊆ U ∪
⋃
a∈c
Ta. Let R
′ be the restriction of
the relation R to U ∪
⋃
a∈c
Ta. By definition of the structure of U ∪
⋃
a∈c
Ta, the relation R
′
is 0-definable in (U,
⋃
a∈c
Ta).
Therefore, (U,
⋃
a∈c
Ta) |= R
′((τ ∪ idU)(b)). So (U, T ) |= R((τ ∪ idU)(b))
4.1 Constructing a simplicial groupoid from a 1-analysable cover
In this subsection, we let U′ = (U, S, f : S → A) denote a 1-analysable cover of U with
the following properties :
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• For each integer n ≤ 1, for each finite tuple c ∈ A=n, the language of (U,
⋃
a∈c
Sa)
is finitely generated over that of U, and this happens uniformly for c in A=n. See
definition 2.5 for a formal description of ”uniformly finitely generated languages”.
• For each finite subset C ⊆ A, the structure (U,
⋃
a∈C
Sa), with the structure induced
by the C-definable sets of (U, S), is stably embedded in (U, S).
Theorem 4.7. There exist simplicial groupoids G and G′, over the set A, that are 0-
definable in U and U′eq respectively, with the following properties:
• The simplicial groupoid G′ is an extension of G with the extra object Sc in the
connected component over c. Moreover, the set-theoretic inclusions between the Sc
belong to the simplicial groupoid.
More explicitly : for each degree n ≥ 1, for each element c ∈ A=n/En, the connected
groupoid G′n,c is an extension of the connected groupoid G
′
n,c, with only one extra
object, whose underlying set is the set Sc =
⋃
a∈c
Sa. Moreover, if we have n < m,
c ∈ A=n/En, d ∈ A
=m/Em and c ⊆ d, then the morphism of groupoids ι
′
n,m : G
′
n →
G′m contains the set-theoretic inclusion map Sc →֒ Sd.
• The automorphism groups AutG′(Sc), along with their action on Sc, are canonically
isomorphic to the groups Aut(Sc/U).
Proof. We shall define a simplicial groupoid which captures the whole structure of the
cover U′ and generalizes the case of independent fibers.
For each positive integer n, and each tuple c ∈ A=n, we notice that the structure
(Sc,U) is an internal cover of U. Using the hypothesis of uniformly finitely generated
language, we can find a groupoid Gn over A=n which is 0-definable in U, with an extension
G′n that is 0-definable in (U′)eq. This extension has exactly one extra object Sa1∪...∪San
in the connected component over (a1, ..., an) and satisfies the binding groupoid statement
: AutG′n(Sa1 ∪ ... ∪ San) = Aut(Sa1 ∪ ... ∪ San/U).
Now, we want groupoids that are over A=n/En, and not over A
=n. To do this, it
suffices to glue together the groupoids that correspond to a common orbit under the
action of Sn. This is made possible by the existence of the common object Sc, whose
automorphism group is the same in all the connected components where it appears.
We define the simplicial structure using set-theoretic inclusions. For each inclusion
of finite subsets of A, c ⊆ d, we find the definable map Sc →֒ Sd. We then create
sets of maps between the groupoids G′c by precomposing and postcomposing these maps
with morphisms in the groupoids G′n. To see that these sets of maps define groupoid
morphisms, we need to use the second hypothesis on (U, S), that enables us to lift
automorphisms and get surjective group homomorphisms Aut(Sd/U)։ Aut(Sc/U), for
each inclusion c ⊆ d :
Proposition 4.8. Let ι be the sets of inclusion maps defined above. Then these sets of
maps induce groupoid morphisms between the G′n, that define a simplicial groupoid.
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Proof. The main point is to check condition (A). We shall first prove the following
partial result : If ι0 : Sc → Sd is a set-theoretic inclusion, and σ, τ are elements of
Aut(Sc) and Aut(Sd) respectively, then there exist elements σ
′ and τ ′ in Aut(Sc) and
Aut(Sd) respectively making the following diagrams commute :
Sc Sc Sc Sc
Sd Sd Sd Sd
σ
ι0 ι0
∃σ′
ι0 ι0
∃τ ′ τ
We first use the binding groupoid statements. We define binary relations Ri on Sc :
Ri(x, ) ↔ f(x) = ci . These relations are 0-definable in (U, Sc), and thus preserved by
σ. Therefore, we see that σ is a union σc1 ∪ ...∪σcn of automorphisms of the Sci , for ci a
coordinate of c. We can also check that the restriction
⋃
ci∈d
σci is indeed an automorphism
of Sd. This restriction is the automorphism τ
′ we were looking for.
Now, to find σ′, we use the second hypothesis on the cover (U, S). We have assumed
that τ induces an automorphism of the structure (U,
⋃
a∈d
Sa). Since (U,
⋃
a∈c
Sa) is a cover
of (U,
⋃
a∈d
Sa) by hypothesis, such an automorphism exists.
Since the maps in ι are of the form αι0β, where α and β are morphisms in the G
′
n,
the result proved above yields the full condition (A).
Remark 4.9. It is somewhat surprising that condition (A), which looks a bit formal,
should translate as the model-theoretic stable embeddedness condition above.
Proposition 4.10. The simplicial groupoid built here has a specific property, in addition
to being finitely faithful : Let d be a finite subset of A, and c1, ..., ck define a partition of
d. Let Oi
d
, Oic1 , ..., Oick be objects in the corresponding groupoids. Let ι1 : Oic1 → Oid ,
..., ιk : Oick → Oid be maps belonging to the inclusion morphisms of groupoids. Then
the map ι1 ⊔ ... ⊔ ιk : Oic1 ⊔ ... ⊔ Oick → Oid is a bijection that identifies Oid with the
disjoint union Oic1 ⊔ ... ⊔Oick .
Proof. The statement is true for the objects Sd, Scj and the set-theoretic inclusions.
Now, condition (A) enables us to compare this setting to any other setting. Indeed,
if mab : Oiab → Sab is any morphism in G
′, condition (A) implies that there exist
morphisms ma : Oia → Sa and mb : Oib → Sb in the degree 1 groupoid such that the
following diagram commutes :
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Sa Oia
Sab Oiab
Sb Oib
ιa
ma
mab
ιb
mb
In a nutshell : Oia ⊔Oib ≃ Sa ⊔ Sb = Sab ≃ Oiab
We will call this property the disjoint union property.
Remark 4.11. These properties of the binding simplicial groupoids we build are pre-
served under isomorphisms of simplicial groupoids. Thus, our future assumptions on the
simplicial groupoids we work with will be justified.
Proposition 4.12. Let (Aut(Sd/U)։ Aut(Sc/U))c⊆d be the projective system of groups
mentioned at the end of definition 4.7. Then its projective limit in the category of groups
is isomorphic to the automorphism group Aut(S/U).
Proof. Using the second hypothesis on the cover (U, S), and lemma 4.6, we see that
each element of the projective limit yields an automorphism of S over U. Conversely, an
automorphism of S over U induces a family of automorphisms in the Aut(Sc/U). Such
a family is in the projective limit, since the projections act as restrictions.
The next proposition is a generalization of proposition 3.6 in [HM18]. It merely
consists in making the compactness argument found there uniform over A.
Proposition 4.13. Let V = (U, S, S → A) be a 1-analysable cover of U over A. As-
sume that the automorphism groups Aut(Sa/U) along with their actions on the Sa are
uniformly interpretable in V. Then the language of (U, Sa) is finitely generated over that
of U, uniformly in a.
Proof. By compactness and 1-analysability, there exists a 0-definable set B in V with a
0-definable surjective map g : B → A, a 0-definable set X in U and a 0-definable map
F : S ×A B → X such that for all a in A, for all b in Ba, the map Fb is an injection
Fb : Sa →֒ X.
LetG(x, y, b, b′) be the formula ”There exists some a in A such that the map F−1b ◦Fb′ :
Sa → Sa is a well-defined bijection sending x to y”. Now, we shall use the uniform
interpretability of Aut(Sa/U). Let p(v, z) be the partial type {z ∈ A} ∪ {”Gv is a
permutation of Sz” } ∪ {∀x (R((Gv ∪ idU)(x); z) ↔ R(x; z)) |R : 0-definable relation in
U}.
We know that p(v, z) |= Gv ∈ Aut(Sz/U). Thus, by compactness, there exists
formulas R1(x, y), ..., Rn(x, y) in the language of V such that, for all a in A, for all v
such that Gv is a permutation of Sa, the map Gv ∪ idU is an automorphism of (U, Sa) if
and only if it preserves the relations R1(x, a), ..., Rn(x, a).
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Now, for a in A, let Σa be the language generated by the relations Ri(x, a) along
with the relation R(x, y, b), the latter being defined as Fb(x) = y. We thus get a family
of finitely generated languages that vary uniformly over A. It remains to show that these
languages generate the languages La of (U, Sa). To simplify notations, let Va and V0,a
be the structure (U, Sa) in the languages La and L ∪ Σa respectively. By saturation, it
suffices to prove that Aut(Va) = Aut(V0,a). By stable embeddedness, it suffices to show
that Aut(Va/U) = Aut(V0,a/U). Let σ be an automorphism of V0,a fixing U pointwise.
Let b be a parameter in B such that Fb : Sa →֒ X is an injection. Since the formula
defining F is in the language Σa, we know that Fσ(b) is also an injection from Sa to X.
In addition, its image is the same as that of Fb, for X is a subset of U and σ fixes U
pointwise. We now compute, for x in Sa : Fb(x) = σ(Fb(x)) = Fσ(b)(σ(x)). Thus the
map F−1
σ(b) ◦ Fb is equal to the map σ|Sa . Finally, if v = (σ(b), b), applying the property
of the map Gv described in the third paragraph of our proof, we deduce that σ is an
automorphism of Va, as desired.
Corollary 4.14. Let V = (U, S, S → A) be a 1-analysable cover of U over A. Let n be
an integer. Assume that the automorphism groups Aut(Sc/U) along with their actions
on the Sc are uniformly interpretable in V, for c ∈ A
=n. Then the language of (U, Sc)
is finitely generated over that of U, uniformly in c.
Proof. We first note that the automorphism groups Aut(Sc/U) along with their actions
on the Sc are uniformly interpretable in V, for c ∈ A
=n, if and only if their counterparts
Aut(
∏
a∈c
Sa/U) are.
Moreover, the languages of the covers (U, Sc) are uniformly finitely generated over
U, for c ∈ A=n, if and only if the same holds true for the covers (U,
∏
a∈c
Sa).
Thus, if g : Sn → An is the map f × ... × f , and S′ = g−1(A=n), we can apply
proposition 4.13 to the 1-analysable cover (U, S′, g : S′ → A=n). This yields the result.
Remark 4.15. As in [HM18] (Proposition 3.6), this result shows that the condition of
uniformly finitely generated language is necessary in order to get 0-definable groupoids
and not just type-definable ones.
4.2 Constructing a 1-analysable cover from a simplicial groupoid
In this subsection, we let G be a finitely faithful 0-definable simplicial groupoid over A
satisfying the properties of proposition 4.10.
Definition 4.16. A commuting system of inclusions is a family of objects (Oic)c⊆A, |c|<ω
with one object in each connected component, along with a family of maps (ιc,d : Oic →֒
Oid)c⊂d, such that, if c ⊂ d ⊂ e, then ιd,e ◦ ιc,d = ιc,e.
Proposition 4.17. Let G be a definable simplicial groupoid over A. Then there exists
a commuting system of inclusions in G.
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We build such a system inductively. We will first need to prove weaker results :
Lemma 4.18. Let a, b, c be finite subsets of A. Let Oa, Oab, Oac, Oabc be objects in G, in
the appropriate connected components. Let ι1 : Oa →֒ Oabc, ι3 : Oac →֒ Oabc be inclusions
in the morphisms of groupoids defining the simplicial structure of G. Then there exists
a unique inclusion ι4 : Oa →֒ Oac making the following diagram commute :
Oabc
Oac
Oa
ι3
ι1
∃ ! ι4
Proof. Uniqueness comes from injectivity of ι3. Let us now prove existence.
First, we recall the equality of sets of maps :
Hom(Oa, Oabc) = Hom(Oac, Oabc) ◦Hom(Oa, Oac)
So there exist inclusion maps j3, j4 such that j3 ◦ j4 = ι1. Then, by condition
(A), there exists σ ∈ Aut(Oac) such that ι3σ = j3. Then, the map ι4 := σj4 satsifies
ι3ι4 = ι3σj4 = j3j4 = ι1, as desired.
Oabc Oabc
Oac Oac
Oa
id
∃ j3
∃σ
ι3
ι1
σj4∃ j4
Lemma 4.19. Let k be an integer. Let X ⊂ P (A) be a finite collection of finite subsets of
A. Let’s assume that |X| = 2k−1, and that the relation of inclusion on X is isomorphic
to that of the nonempty subsets of some B ⊆ A, where |B| = k. Let (Ox)x∈X be a family
of objects of G in the appropriate connected components. Then there exists a commuting
system of inclusions between the Ox.
Proof. We prove the result by induction on k. For k = 1, there is nothing to prove.
Now, let k ≥ 2, let X ⊂ P (A) and (Ox)x∈X be as in the lemma. Let x1, ..., xk be
the minimal elements of X. Using the induction hypothesis, there exists a commuting
system of inclusions for the family (Ox)x∈X,xk 6⊆x. There also exists a commuting system
of inclusions for the family (Ox)x∈X,xk⊂x. It remains to add xk to the latter system, and
connect the two systems together.
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From now on, to simplify notations, we shall assume that the xi are in fact elements
of A, and that X = P (B) for B = {x1, ..., xk}.
To add xk to the system of subsets of B that strictly contain xk, pick one inclusion
Oxk →֒ OB . Then, if i, j 6= k, since there are already inclusions as in the following
diagram, we can apply lemma 4.18 :
OB
Oxjxk
;;①①①①①①①①①
Oxixk
cc❋❋❋❋❋❋❋❋❋
Oxk
OO
∃ ! ιi
<<①①①①①①①①∃ ! ιj
cc❋❋❋❋❋❋❋❋
Now, using injectivity of all the inclusions, commutativity of these squares, and the
fact that the system between the (Ox)x∈X,xk⊂x is commutative, we can prove that the
all new squares created by our new maps ιi commute. For instance, if i 6= j, we study
the following diagram :
OB
Oxixjxk
g
OO
Oxjxk
fj
::✉✉✉✉✉✉✉✉✉
gj
FF✍✍✍✍✍✍✍✍✍✍✍✍✍✍✍✍✍✍✍✍✍✍
Oxixk
fi
dd■■■■■■■■■
gi
XX✵✵✵✵✵✵✵✵✵✵✵✵✵✵✵✵✵✵✵✵✵✵
Oxk
ιi
::✉✉✉✉✉✉✉✉✉
ιj
dd■■■■■■■■■
Here, all the arrows except ιi and ιj belong to the commuting system between the
(Ox)x∈X,xk⊂x. So the two upper triangles commute. Moreover, by definition of ιi and
ιj , the outer square commutes, i.e. gjιj = giιi. Thus, we find gfjιj = gjιj = giιi = gfiιi.
Since g is injective, we deduce fjιj = fiιi.
Now, it remains to connect the objects that contain xk with those that do not contain
it. Again, pick an arbitrary inclusion f : Ox1...xk−1 →֒ OB . Then, if B
′ = B \ {xi, xk},
apply lemma 4.18 in the following setting :
OB
OB′xi
f
;;✇✇✇✇✇✇✇✇✇
OB′xk
cc●●●●●●●●●
OB′
OO
∃ ! jB′
;;✇✇✇✇✇✇✇✇
cc●●●●●●●●
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Here, we have B′xi = {x1, ..., xk−1}. The map in the middle is defined precisely
as the composition of the maps on the left. The map OB′xk → OB in the upper right
corner belongs to the system (Ox)x∈X, xk⊂x. We find a uniquely determined inclusion
jB′ : OB′ →֒ OB′xk that makes the left triangle commute. By definition, this extended
system commutes.
Now, deal with subsets B′ = B \ {xi, xj , xk}. There is already a unique inclusion
map OB′ →֒ OB , given by any path ending with f :
OB
OB′xixj
f
OO
OB′xi
::✉✉✉✉✉✉✉✉✉
OB′xj
OO
OB′xk
XX✶✶✶✶✶✶✶✶✶✶✶✶✶✶✶✶✶✶✶✶✶✶✶
OB′
OOdd❏❏❏❏❏❏❏❏❏ ∃ ! jB′
::ttttttttt
The map OB′xk → OB in the upper right corner belongs to the system (Ox)x∈X, xk⊂x.
Again, using injectivity and commutativity of the previous smaller systems, we find
that these new maps define a commuting system.
Then deal with the cases B′ = B \ {xt, xi, xj , xk} in a similar way, applying lemma
4.18 to find uniquely determined inclusions jB′ : OB′ →֒ OB′xk .
By decreasing induction, we finally find uniquely defined maps j{xi} : Oxi →֒ Oxixk
to complete our system. Note that once f was chosen, all the maps yet to be defined
were uniquely determined.
Using the same ideas as in the third paragraph of this proof, namely, injectivity and
commutativity of the ”older” smaller systems, we check that the whole system commutes.
We are now ready to prove proposition 4.17 :
Proof of proposition 4.17. Let κ := |A|. Let us pick an enumeration of A : A = {aα |α <
κ}. For α < κ, let Aα denote the subset {aβ |β < α}. We intend to define an increasing
family of commuting systems of inclusions on the Aα, and then take the increasing union
of these partial systems.
This inductive construction uses both saturation and the ideas in the proof of lemma
4.19.
Let γ < κ. Assume that there exists an increasing family of commuting systems of
inclusions on the Aβ, for β < γ. We want to find a commuting system of inclusions
on Aγ . We may assume that the ordinal γ is a successor ordinal, otherwise just take
the union of the previously defined systems. Let us write γ = α + 1. Pick any object
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Oiaα in the component of G over aα. We wish to add this object to the system. This
consists in finding objects OiBaα , for B a finite subset of Aα, along with inclusions
ιB′,B : OiB′ →֒ OiB , for B
′ ⊂ B finite subsets of Aα, when aα ∈ B.
We shall view the codes of the inclusion maps we are looking for as variables in a
partial type.
In fact, commutativity of the finite diagrams we are considering is expressible in the
language of U. Moreover, the number of variables is the number of new inclusions we
have to define, so its cardinal is bounded by α. Similarly, the set of parameters of the
partial type we define is given by the codes of the inclusions that are already defined.
This set of parameters is thus also bounded in cardinality by α.
Thus, if we can show that the partial type expressing commutativity of all the diagrams
involved is consistent, we can use saturation of U to extend our system by ”adding the
point aα”. Let us now prove the consistency of this partial type.
Let A1, ..., An be finite subsets of Aα. We wish to find commuting systems of inclu-
sions for A1∪{aα}, ..., An∪{aα} that extend the preexisting systems defined on A1, ..., An
respectively.
It suffices to consider the finite set A1 ∪ ... ∪An ⊆ Aα, for which we have a commuting
system of inclusions that contains the ones on the Ai. Indeed, managing to extend this
system to A1 ∪ ...An ∪ {aα} is enough.
Now, we claim that the proof of the induction step for lemma 4.19 shows that, given a
commuting system of inclusions on some finite set A′ ⊂ A, one can ”add a point aα to
it” and get an extended commuting system on A′ ∪ {aα}.
Definition 4.20. Let G1, G2 be 0-definable simplicial groupoids over A with the disjoint
union property. Let H : G1 → G2 be a morphism of simplicial groupoids. Let ι1 =
(Oic → Oid)c⊂d∈A<ω and ι2 = (Ojc → Ojd)c⊂d∈A<ω be commuting systems of inclusions
in G1 and G2 respectively.
Let B ⊆ A. Let (ha : Oia → Oja)a∈B be a family of maps belonging to the morphism
of groupoids H1. This family is called coherent, with respect to ι1 and ι2, if, for each
finite subset c ⊂ B, there exists a higher degree map hc in H such that, for each element
a ∈ c, the following diagram commutes :
Oic Ojc
Oia Oja
hc
ha
ι1 ι2
We shall now prove that coherent families of maps always exist, for B = A.
Lemma 4.21. Let G1, G2 be 0-definable simplicial groupoids over A with the disjoint
union property. Let H : G1 → G2 be a morphism of simplicial groupoids. Let ι1 =
(Oic → Oid)c⊂d∈A<ω and ι2 = (Ojc → Ojd)c⊂d∈A<ω be commuting systems of inclusions
in G1 and G2 respectively. Let ma, ...,mb be maps in H1, and f be a map in H in higher
dimension, such that the following diagram commutes :
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Oic
Oia Oib
Oja Ojb
Ojc
f
ι1
ι1
ma mb
ι2
ι2
Let d be an element of A. Then there exists a degree 1 map md : Oiσ(d) → Oσ(id)
belonging to H1, and a higher dimension map g : Oiσ(cd) → Oσ(icd) in H making the
following diagram commute :
Oicd
Oia Oib Oid
Oja Ojb Ojd
Ojcd
g
ι1
ι1
ι1
ma mb md
ι2
ι2 ι2
Proof. We recall that the inclusions ι1 and ι2 belong to commuting systems. Thus,
commutativity of the diagram above is equivalent to that of this one :
Oicd
Oic
Oia Oib Oid
Oja Ojb Ojd
Ojc
Ojcd
∃? g
ι1
ι1
f
ι1
ι1
ma mb ∃?md
ι2
ι2
ι2
ι2
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Now, since H is a morphism of simplicial groupoids, by condition (A) (see the proof of
lemma 4.18), there exists a higher dimension morphism g making the following square
commute :
Oicd
Oic
Ojc
Ojcd
∃ g
ι1
f
ι2
Applying condition (A) again, this time to the rightmost part of the big diagram, we
find an appropriate morphism md.
Proposition 4.22. Let G1, G2 be 0-definable simplicial groupoids over A with the disjoint
union property. Let H : G1 → G2 be a morphism of simplicial groupoids. Let ι1 = (Oic →
Oi
d
)c⊂d∈A<ω and ι2 = (Ojc → Ojd)c⊂d∈A<ω be commuting systems of inclusions in G1
and G2 respectively.
Then there exists a coherent family of maps (ma : Oia → Oja)a∈A belonging to the
morphism of simplicial groupoids H.
More generally, for all finite B ⊆ A, any coherent family of maps (ma : Oia →
Oja)a∈B can be extended into a coherent family of maps (ma : Oia → Oja)a∈A.
Proof. We shall build the additional morphisms inductively, using the previous lemma.
Let us take an enumeration of A : A = {aα |α < κ} that begins with the elements
of B. We will build inductively a family of degree 1 morphisms mα : Oiaα → Ojaα
satisfying the following coherence property :
For all β < κ, for all finite tuples c = (a, ..., b) ⊆ {aα |α ≤ β}, there exists a map f
belonging to H, in degree |c|, making the following diagram commute :
Oic
Oia Oib
Oja Ojb
Ojc
∃f
ι1
ι1
ma mb
ι2
ι2
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We start with the construction up to the finite ordinal |B|.
Let β be an ordinal smaller than κ. Given the construction for all ordinals α < β, we
shall extend it by realizing a partial type whose parameters are the morphisms already
built. Let pβ(m) be the set of formulas containing the formula ”m ∈ HomG(Oiaβ , Ojaβ )”
and, for each tuple c = (a, ..., b) ⊆ {aα |α ≤ β}, the formula expressing :
”There exists a higher dimension morphism g : Oic → Ojc in H making the following
diagram commute :
Oic
Oia Oib
Oja Ojb
Ojc
g
ι1
ι1
ma mb
ι2 ι2
where maβ is a notation for m.”
Using the previous lemma and the induction hypothesis, we see that this set of
formulas is consistent : if c1, ..., cm are finite tuples, by the commutativity of the systems
of inclusions ι1 and ι2, and condition (A), it suffices to find a coherence morphism for the
larger tuple c1...cn. The previous lemma shows that such a coherence morphism exists.
Moreover, the set of parameters of pβ(m) is small enough in cardinality. Thus, by
saturation, this partial type is realized in U.
Having introduced these two notions of coherence, we can now define the cover
associated to a simplicial groupoid :
Theorem 4.23. Let G be a 0-definable simplicial groupoid in U over A, with the disjoint
union property. Then there exists a cover (U, O∗) of U, along with an extension G
′ of G
that is 0-definable in (U, O∗), such that :
• The cover (U, O∗) is 1-analysable over A, and satisfies the two technical hypotheses
given at the beginning of subsection 4.1.
• The simplicial groupoid G′ is an extension of G with the extra object O∗,c in the
connected component over c.
• The automorphism groups AutG′(O∗,c), along with their action on O∗,c, are iso-
morphic to the groups Aut(O∗,c/U).
Proof. Pick a commuting system of inclusions ι : Oic →֒ Oid , in the groupoid morphisms
defining the simplicial groupoid, where c ⊆ d are finite tuples of elements of A.
Create a copy O∗,a of Oia , with a map fa : O∗,a → Oia identifying the two sets. The
new objects in degree n are the O∗,a1 ∪ ... ∪O∗,an . Use the inclusions to build bijections
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fa1...an : O∗,a1 ∪ ... ∪ O∗,an ≃ Oia1...an . These bijections are morphisms in the extended
groupoid. They make the following diagrams commute :
O∗,a1 ∪ ... ∪O∗,an
O∗,a1 O∗,an
... ...
Oia1 Oian
Oia1...an
fa1...an
ι0
ι0
fa1 fan
ι
ι
Here, the ι0 are the set-theoretic inclusions, and the ι are in the commuting system
picked earlier. Note that we only consider the case of pairwise distinct ai.
Extend the morphisms of groupoids, i.e. inclusions, in the only way that makes the
maps fa1...an, n ≥ 1, a1, ..., an ∈ A isomorphisms of these groupoids.
Define a multi-sorted extension of U, using the whole simplicial groupoid structure
: There are new sorts O∗ =
⋃
a∈A
O∗,a and M
(n)
∗ for the groupoid in degree n, and new
sorts N
(i,j)
∗ for the morphisms from the degree i groupoid to the degree j groupoid. The
new relations are the ones interpreting the morphisms in the new sorts as bijections.
We call O∗ the object sort.
We define the structure U′ as the induced structure on (U, O∗).
Proposition 4.24. The extension of G in the structure (U, O∗,M
(n)
∗ , N
(i,j)
∗ ) is a sim-
plicial groupoid over A.
Proof. First, in each degree, the extra objects O∗,c and the bijections fc : O∗,c → Oic
define groupoids, just as in the internal or independent cases.
Then, we need to check that the extended inclusions satisfy condition (A). We know
that the maps fc connect the inclusions belonging to ι to the set-theoretic ones in ι0.
Then, since the inclusion morphisms of groupoids in G satisfy condition (A), the extended
ones also do.
Finally, let us show that all this data defines a simplicial groupoid, i.e. all the required
relations between the inclusions hold. First, they hold for the set-theoretic maps. Thus,
by condition (A), they hold globally for the sets of maps that define the morphisms of
groupoids.
Proposition 4.25. The structure (U, O∗) is stably embedded in the simplicial groupoid
structure (U, O∗,M
(n)
∗ , N
(i,j)
∗ ).
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Proof. Using finite faithfulness, we see that the morphism sorts are included in the
definable closure, in (U, O
(n)
∗ ,M
(n)
∗ , N
(i,j)
∗ ), of the object sorts.
Now, to prove stable embeddedness of U in this new structure, we shall proceed
more carefully than in the case of independent fibers. Just as in proposition 2.14, if σ is
an automorphism of U, in order to define its action on the morphisms in the extended
groupoid, we need to find maps ma : Oiσ(a) → Oσ(ia) in the degree 1 groupoid. Then,
we will be able to extend σ as follows: if, for instance, m : O∗,a → Oj is a degree 1
morphism in the extended groupoid, we define σ(m) as the morphism σ(mf−1a )mafσ(a) :
O∗,σ(a) → Oσ(j).
However, this time we need to make sure our choices of maps come from morphisms
in the higher degree groupoids. This is necessary in order to define the action of σ on
higher degree morphisms in a way that is compatible with the inclusions.
Proposition 4.26. The structure (U, O∗) is a 1-analysable cover of U.
Proof. We wish to extend automorphisms of U using the isomorphisms f−1a : Oia ≃ O∗,a.
Using proposition 4.22, we find morphisms ma : Oiσ(a) → Oσ(ia) in the original
groupoid, with the following coherence property : For all finite tuples c = (a, ..., b) ⊆ A,
there exists a morphism f in the groupoid of degree |c| making the following diagram
commute :
Oiσ(c)
Oiσ(a) Oiσ(b)
Oσ(ia) Oσ(ib)
Oσ(ic)
∃f
ι
ι
ma mb
σ(ι)
σ(ι)
We can thus extend the action of σ to the degree 1 groupoid : if, for instance,
m : O∗,a → Oj is a degree 1 morphism in the extended groupoid, we define σ(m) as the
morphism σ(mf−1a )mafσ(a) : O∗,σ(a) → Oσ(j).
Then, using the coherence property of the family of maps we built, we find uniquely
determined maps mc : Oiσ(c) → Oσ(ic), c ∈ A
<ω lifting the degree 1 morphisms ma.
In fact, uniqueness comes from the disjoint union property proved in 4.10, and forces
commutativity of the coherence diagrams between these maps. Using these higher degree
bijections, we define σ on the higher degree groupoids in a similar way. See proposition
2.14 for the full definition.
It remains to define the action of σ on the inclusions. The distinguished ”set-theoretic”
inclusions O∗,a1∪ ...∪O∗,an → O∗,a1∪ ...∪O∗,an+1 are sent to their counterparts O∗,σ(a1)∪
... ∪O∗,σ(an) → O∗,σ(a1) ∪ ... ∪O∗,σ(an+1).
31
To check that this defines an automorphism of the extended simplicial groupoid,
viewed as a first-order multi-sorted structure, we use the 0-definability in U of the smaller
simplicial groupoid structure, the fact σ is an automorphism of U, and the coherence
property described above :
As a first step, let’s check that, if the left square of the following diagram commutes,
then so does the right square :
O2 O∗,ab σ(O2) O∗,σ(ab)
O1 O∗,a σ(O1) O∗,σ(a)
n
ι′ ι0
σ(n)
σ(ι′) σ(ι0)
n1 σ(n1)
Here, ι0 is the distinguished set-theoretic inclusion, whereas ι
′ is some inclusion in
the original simplicial groupoid. We recall that σ(n) = f−1
σ(ab)m
−1
ab σ(fabn) and σ(n1) =
f−1
σ(a)m
−1
a σ(fan1). Thus we can compute :
σ(ι0)σ(n) = σ(ι0)f
−1
σ(ab)m
−1
ab σ(fabn)
= σ(ι0)f
−1
σ(ab)m
−1
ab σ(fabn)
= f−1
σ(a)
ιm−1ab σ(fabn)
= f−1
σ(a)m
−1
a σ(ι)σ(fabn)
= f−1
σ(a)m
−1
a σ(ιfabn)
= f−1
σ(a)m
−1
a σ(faι0n)
= f−1
σ(a)m
−1
a σ(fan1ι
′)
= f−1
σ(a)m
−1
a σ(fan1)σ(ι
′)
= σ(n1)σ(ι
′).
In other words, the following diagram commutes :
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Oiσ(a) O∗,σ(a)
Oiσ(ab) O∗,σ(ab)
Oσ(ia) Oσ(iab)
σ(O1) σ(O2)
f−1
σ(a)
f−1
σ(ab)
ι σ(ι0)
m−1a
m−1
ab
σ(ι)
σ(fan1) σ(fabι0n1)
σ(ι′)
σ(fabn)
The bottom part of the diagram commutes because σ is both an automorphism of the
disjoint union of the extended groupoids ⊔nG
′
n and an automorphism of the simplicial
groupoid G, and because the following diagram commutes :
Oia Oiab
O∗,a O∗,ab
O1 O2
ι
fa
ι0
fab
n1
ι′
n
Similar computations deal with the cases where the objects O1, O2 may be equal to
the new objects O∗,a or O∗,ab. In these cases, we use the description of the automorphisms
of the O∗,c as the conjugates of the automorphisms of Oic by the maps fc.
Therefore, defining σ on the new inclusions with σ(αι′β) := σ(α)σ(ι′)σ(β) yields a well-
defined automorphism of the structure composed of the family of the extended groupoids
G′n along with the extended inclusion morphisms between them.
Remark 4.27. A cautious reader might object that we need to take saturated models of
the theories we define, before we can use automorphism arguments to prove that we have
defined a cover. This issue can be addressed by noticing that the inductive constructions
that constitute the core of the proofs only use condition (A) for the various morphisms
of groupoids involved, which is preserved under elementary equivalence.
Proposition 4.28. The cover built from the simplicial groupoid G does not depend on
the choices made.
Proof. Let us assume we had picked another commuting system of inclusions ι′, with
objects Ojc , and copying maps f
′
c : Ojc → O
′
∗,c, for c in A
<ω. Using proposition 4.22,
we find bijections gc : Oic → Ojc in the simplicial groupoid G that make the following
diagrams commute :
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Oic Ojc
Oia Oja
ι
gc
ι′
ga
Now, we define an isomorphism h between the two extended simplicial groupoids,
using the only maps hc that make the following diagrams commute :
Oic Ojc
O∗,c O
′
∗,c
fc
gc
f ′c
hc
This isomorphism of simplicial groupoids defines an isomorphism between the struc-
tures (U, O∗) and (U, O
′
∗), that fixes U pointwise.
Proposition 4.29. Let c ∈ A=n be a finite tuple. Then the group Aut(O∗,c/U) along
with its action on O∗,c, is isomorphic to the group AutG′(O∗,c).
Proof. Let σ be an automorphism in Aut(O∗,c/U). Ifm ∈ HomG′(O∗,c, Oic) and x ∈ O∗,c,
we compute : m(x) = σ(m(x)) = σ(m)(σ(x)). The first equality comes from the fact
m(x) ∈ U. The second one comes from the 0-definability of the action of the morphisms,
which is therefore preserved by σ. Thus σ|O∗,c = σ(m)
−1 ◦m ∈ AutG′(O∗,c).
For the converse, we use proposition 4.22. We are given an element σc of AutG′(O∗,c),
and wish to extend it into an automorphism of the whole structure (U, O
(n)
∗ ,M
(n)
∗ , N
(i,j)
∗ )
fixing U pointwise. We shall find morphisms σd ∈ AutG′(O∗,d) for each finite tuple d in
A, with the following coherence condition : if a is a subtuple of b, then the following
diagram commutes :
O∗,b O∗,b
O∗,a O∗,a
σ
b
ι ι
σa
For instance, let’s assume that we start with an automorphism σabc of the object O∗,abc.
The degree 1 morphisms σa, σb, σc are the ones uniquely determined by the commuta-
tivity of the following diagrams :
O∗,abc O∗,abc O∗,abc O∗,abc O∗,abc O∗,abc
O∗,a O∗,a O∗,b O∗,b O∗,c O∗,c
σabc
ι ι
σabc
ι ι
σabc
ι ι
σa σb σc
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By proposition 4.22, this finite coherent family can be extended into a full coherent
family (σa)a∈A of degree 1 automorphisms of the O∗,a. Because of the disjoint union
property, the higher degree automorphisms σc are uniquely determined by the σa.
Finally, the action on morphisms is defined either as precomposition with the appro-
priate σc, postcomposition with the inverse of such a map, conjugation by it, or identity,
depending on the domain and codomain of the morphism.
Corollary 4.30. Let n be a positive integer. Then the language of (U,
⋃
a∈c
O∗,a) is finitely
generated over that of U, uniformly for c in A=n.
Proof. We use proposition 4.13. The automorphism groups Aut(
⋃
a∈c
O∗,a/U) are uni-
formly interpretable in U′, since they are defined in the groupoid of degree n.
Proposition 4.31. Let C ⊆ A be a finite subset. Then the structure (U,
⋃
a∈C
O∗,a) is
stably embedded in (U, O∗).
Proof. The proof is similar to that of propositions 4.26 and 4.29. The automorphisms
σ we begin with are already defined on some of the new objects and morphisms. For
instance, we are already given morphisms ma = σ|O∗,a : O∗,a → O∗,a for a in C. In
fact, by finite faithfulness, we can extend σ in a unique way to the simplicial groupoid
restricted to C. It suffices to check that these maps define a coherent family, with respect
to the set-theoretic inclusions, and to apply proposition 4.22.
4.3 Comparing covers
From now on, we let V = (U, S, p : S → A) be a 1-analysable cover satisfying the
conditions given at the beginning of subsection 4.1. The simplicial groupoids G(V) and
G′(V) are the binding simplicial groupoids definable in U and Veq respectively. As in the
case of independent fibers, we shall also work with the cover CG(V) = (U, O∗) and the
simplicial groupoids G(CG(V)) and G′′(CG(V)).
Theorem 4.32. There exists an isomorphism of covers ηV : V ≃ CG(V).
Proof. Pick a coherent systems of inclusions ι = (Oic → Oid) in G(V). Then pick
families of morphisms (ga : Sa → Oia)a and (ha : Oia → O∗,a)a that belong to G
′(V) and
G′′(CG(V)) respectively, and which are coherent, with respect to ι and the set-theoretic
inclusions. By proposition 4.22, such families exist. We shall prove that the structure
(V ∪ CG(V),
⋃
a∈A
haga) defines an isomorphism of covers.
First, let us show that U is stably embedded in this structure. Let σ be an auto-
morphism of U. We extend it arbitrarily into an automorphism of V ∪ CG(V). Then,
the maps σ(ha) and σ(ga) are morphisms in G
′′(CG(V)) and G′(V) respectively. Since
the set theoretic inclusions are 0-definable, they are preserved by σ. Thus, the family of
maps (σ(ha)σ(ga)) is coherent with respect to the set-theoretic inclusions in S and O∗,
just as (haga) is. As a consequence, the family of maps (σ(g
−1
a )σ(h
−1
a )hσ(a)gσ(a)) is also
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coherent. To sum up, for all finite tuples c = (a, ..., b) ⊆ A made of pairwise distinct
elements, there exist higher degree morphisms g, g′ in G′(V) and h, h′ in G′′(CG(V))
making the following diagram commute :
Sσ(a) Oiσ(a) O∗,σ(a) Oσ(ia) Sσ(a)
Sσ(c) Oiσ(c) O∗,σ(c) Oσ(ic) Sσ(c)
Sσ(b) Oiσ(b) O∗,σ(b) Oσ(ib) Sσ(b)
gσ(a) hσ(a) σ(h
−1
a ) σ(g
−1
a )
∃g
ι
ι
∃h ∃h′−1
σ(ι)
σ(ι)
∃g′−1
gσ(b) hσ(b) σ(h
−1
b
) σ(g−1
b
)
In fact, the maps g and h come from the coherence of the families (ga) and (ha). Besides,
the families (h−1a ) and (g
−1
a ) are also coherent, with respect to the set-theoretic inclusions
and ι. Applying the model-theoretic automorphism σ to the commutative diagrams
shows that the families (σ(h−1a )) and (σ(g
−1
a )) are coherent with respect to the set-
theoretic inclusions and σ(ι). This implies the existence of the maps g′ and h′.
Now, let τ be the map
⋃
a∈A
σ(g−1a )σ(h
−1
a )hσ(a)gσ(a). Using lemma 4.6, we see that τ ∪ idU
is an automorphism of V that fixes U pointwise, and sends the family of maps (hσ(a)gσ(a))
to the family of maps (σ(ha)σ(ga)). Finally, the map (τ ∪ idU)
−1 ◦σ is an automorphism
of (V ∪ CG(V),
⋃
a∈A
haga) extending σ.
Thus, U is stably embedded in the structure (V ∪ CG(V),
⋃
a∈A
haga).
Finally, we prove that V is stably embedded in (V ∪ CG(V),
⋃
a∈A
haga), the other
stable embeddedness statement being similar. Let σ be an automorphism of V, which
we may assume to fix U pointwise. We define the action of σ on O∗ by conjugating σ
with the map
⋃
a∈A
haga. Let τ be the map (
⋃
a∈A
haga) ◦ σ|S ◦ (
⋃
a∈A
haga)
−1.
From the binding groupoid statements in V and CG(V), and lemma 4.6, this map τ ,
when extended by the identity on U, is an automorphism of the structure CG(V). Thus,
the map τ ∪ σ is an automorphism of (V ∪ CG(V),
⋃
a∈A
haga) extending σ.
So V is stably embedded in (V ∪ CG(V),
⋃
a∈A
haga).
Remark 4.33. This theorem implies that any interpretation of the extended simplicial
groupoid G′′(CG(V)) yields an interpretation of the cover V itself.
A more precise study of this problem could hypothetically yield criteria for the in-
terpretability of the cover V in the original structure U.
For instance, if one could, inside the groupoid G, find canonical groupoids in each
degree, and a 0-definable commuting system of inclusions between the unique objects of
these canonical groupoids, one would be able to reconstruct the cover CG(V) inside U,
and thus interpret the cover V in the structure U itself.
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5 Functoriality
From now on, we let ACA denote the category of 1-analysable covers over A that satisfy
the conditions given at the beginning of subsection 4.1, and SFCGA denote the category
of the simplicial groupoids over A that satisfy the properties in proposition 4.10.
We recall that morphisms of simplicial groupoids are sequences of morphisms of
groupoids that are compatible with the inclusion morphisms defining the simplicial struc-
tures. They are required to satisfy condition (C) in each connected component.
5.1 The functor G : ACA → SFCGA
Definition 5.1. Let h : U1 → U2 be a morphism of 1-analysable covers over A. We
define the simplicial groupoid morphism G(h) as follows : In degree n, the set of maps
defining the groupoid morphism between the degree n groupoids G(U1)n and G(U2)n
is given by G(h)n := {α2 ◦ hc ◦ α1 : O1 → O2 | c ∈ A
=n, O2 ∈ Ob(G(U2)n), O1 ∈
Ob(G(U1)n), α1 ∈ HomG′(U1)n(O1, S1,c), α2 ∈ HomG′(U2)n(S2,c, O2)}.
Proposition 5.2. For each integer n, the set of maps G(h)n is a 0-definable morphism
of groupoids from G(U1)n to G(U2)n, that only depends on the theory of (U1 ∪ U2, h).
Proof. As in the independent case, if we pick another map h′ : U1 → U2 such that (U1 ∪
U2, h) ≡ (U1 ∪U2, h
′), then, taking saturated models, the structures are isomorphic. So
there exists an automorphism σ of U1∪U2 such that σh = h
′σ. By stable embeddedness
of U1 in (U1 ∪ U2, h), we may assume that σ is the identity on U1. So we get σh = h
′.
The binding groupoid statements in U2 enable us to conclude that, in each connected
component, the sets of maps are equal.
Now, we need to check that the sets of maps satisfy the morphism conditions. We
shall use the results proved in the simpler cases. We notice that, for each tuple c in
A=n, the map hc : S1,c → S2,c defines a morphism of covers. Moreover, the connected
components over c of the binding groupoids G′(U1) and G
′(U2) are the binding groupoids
of the covers (U, S1,c) and (U, S2,c). Now, these covers are internal, so we already know
that the set of maps {α2 ◦ hc ◦ α1 : O1 → O2 |O2 ∈ Ob(G(U2)n), O1 ∈ Ob(G(U1)n), α1 ∈
HomG′(U1)n(O1, S1,c), α2 ∈ HomG′(U2)n(S2,c, O2)} defines a morphism of groupoids.
Proposition 5.3. The family of morphisms of groupoids G(h)n defines a morphism of
simplicial groupoids.
Proof. We need to check that the following diagrams commute, for each choice of inclu-
sion ι :
G(U1)n+1 G(U2)n+1
G(U1)n G(U2)n
G(h)n+1
ι ι
G(h)n
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It is easier to prove that the diagrams involving the extended groupoids commute :
G′(U1)n+1 G
′(U2)n+1
G′(U1)n G
′(U2)n
G(h)n+1
ι ι
G(h)n
Since all the sets of maps involved are morphisms of groupoids, we only need to check
that, in each connected component, there exists a common map between the composite
morphisms of groupoids. To simplify notations, we assume that the inclusion maps that
define the morphism of groupoids ι are the set-theoretic inclusions. Let c = (a1, ..., an)
be a tuple in An and d = (a1, ..., an+1) be a tuple in A
n+1 containing c. We claim that
the map x ∈ S1,c 7→ h(x) ∈ S2,d belongs to both ι ◦G(h)n and G(h)n+1 ◦ ι.
Proposition 5.4. The action of G on morphisms defines a functor G : ACA → SFCGA.
Proof. The fact that G sends identities of ACA to identities of SFCGA is proved in the
same way as in the independent case.
Now, it remains to check that finite composition is preserved by G. Working fiber-
wise, this follows from the case of internal covers.
5.2 The functor C : Iso(SFCGA)→ ACA
Let H : G1 → G2 be an isomorphism in SFCGA. We wish to define a morphism of covers
C(H) : CG1 → CG2. As in the independent case, we shall use the extended groupoids
G′1 and G
′
2 defined in the covers CG1 and CG2 respectively.
Definition 5.5. Let ι1, ι2 be commuting systems of inclusions in G1 and G2 respectively.
Let (fc), (hc), (gc) be families of maps that are coherent with respect to ι1, ι2 and the
set-theoretic inclusions. In other words, the following diagrams commute :
S1,a O1,a O2,a S2,a
S1,c O1,c O2,c S2,c
S1,b O1,b O2,b S2,b
fa ha ga
fc
ι1
ι1
hc
ι2
ι2
gc
fb hb gb
We define C(H) as the theory of (CG1 ∪CG2,
⋃
a∈A
gahafa).
First, as in the independent case, we need to make sure the choices made do not
change the theory of C(H).
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Lemma 5.6. Different choices for the families of maps (gc), (hc), (fc), ι1, ι2 yield struc-
tures (CG1 ∪ CG2,
⋃
a∈A
gahafa) that are isomorphic over U.
Proof. We shall combine the ideas of the proof of proposition 3.5 and the coherence
conditions found in this section. Let ι′1 and ι
′
2 be different choices of commuting systems
of inclusions, and (f ′c), (g
′
c) and (h
′
c) be different choices of coherent families. We want to
reduce to the case where only the f ′c differ. To do this, we need to look at the following
commutative diagrams :
S1,c O1,c O2,c
S1,c O
′
1,c O
′
2,c S2,c
S1,a O1,a O2,a
S1,a O
′
1,a O
′
2,a S2,a
fc hc
gc
f ′c h
′
c g
′
c
fa
ha
ga
f ′a h
′
a g
′
a
Here, the vertical lines are inclusions, the non-dotted ones being the set-theoretic inclu-
sions, the others being the ιi or ι
′
i, i = 1, 2.
For each integer n and each tuple c in A=n, condition (A) of the morphism Hn,
and bijectivity of the maps in H, implies the existence of a unique morphism σc ∈
AutG′1(S1,c) = Aut(S1,c/U) making the following diagram commute
S1,c O1,c O2,c
S1,c O
′
1,c O
′
2,c S2,c
S1,a O1,a O2,a
S1,a O
′
1,a O
′
2,a S2,a
fc
∃ ! σc ∃ !
hc
gc
f ′
c
h′
c
g′
c
fa
∃ !
ha
ga
f ′a h
′
a g
′
a
Now, by uniqueness, the family (σc)n∈N, c∈An makes the following diagram commute,
for all finite tuples c and for all a in c :
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S1,c O1,c O2,c
S1,c O
′
1,c O
′
2,c S2,c
S1,a O1,a O2,a
S1,a O
′
1,a O
′
2,a S2,a
fc
σc
hc
gc
f ′c h
′
c g
′
c
fa
σa
ha
ga
f ′a h
′
a g
′
a
Finally, using the criterion given in lemma 4.6, we find that the map τ :=
⋃
a
σa∪idU is
an automorphism of CG1. Thus the map ρ := τ∪idCG2 is an automorphism of CG1∪CG2
that fixes U pointwise and satisfies ρ ◦ (
⋃
a∈A
gahafa) = (
⋃
a∈A
g′ah
′
af
′
a) ◦ ρ.
We shall now prove that this C(H) defines a morphism of covers. We will proceed
as in lemma 3.6 and proposition 3.7.
Lemma 5.7. The theory of C(H) is a cover of the theory of U.
Proof. The same proof as in lemma 3.6 works.
Proposition 5.8. The theory of C(H) is a cover of both CG1 and CG2.
Proof. Adapting the proof of proposition 3.7 to the need for higher degree coherence
morphisms, we find a way of extending automorphisms of CG1 into automorphisms of
(CG1 ∪CG2,
⋃
a∈A
gahafa) :
Let σ1 be an automorphism of CG1. We may assume that it fixes U pointwise.
Using the binding groupoid statement for G′1 in CG1 and condition (A) of the morphism
of groupoids H, there exists, for each tuple c, a unique morphism σ2,c ∈ AutG′2(S2,c)
such that σ2,cgchcfc = gchcfcσ1|Sc . By uniqueness again, the family of maps (σ2,a)a∈A
is coherent. Thus, it defines an automorphism σ2 of CG2 over U, with the equality :
σ2gahafa = gahafaσ1.
Proposition 5.9. The definition of C yields a functor C : Iso(SFCGA)→ ACA.
Proof. As in the independent case, the action on the identities is easy enough to under-
stand, and composition can be dealt with by picking literal compositions of morphisms
when choosing the h13a , f
13
a and g
13
a . See proposition 3.8 for the details.
Remark 5.10. Under additional hypotheses, such as finitariness of all the automor-
phism groups in the groupoids, or some stable embeddedness statements, we can define
the functor C on morphisms of groupoids, and not just isomorphisms of groupoids.
40
5.3 Comparing simplicial groupoids
Definition 5.11. Let G be an element of SFCGA. Let G
′ be the extension of G defining
the extra structure in the cover C(G) = (U, S). Let G′′(C(G)) be the binding groupoid
of the cover C(G). Let n be an integer. We define the set of maps εG,n := {g ◦ f :
O1,i1 → O2,i2 | i1 ∈ Ob(Gn), i2 ∈ Ob(GC(G)n),∃c ∈ A
=n, g ∈ HomG′′(C(G))(Sc, O2,i2) ∧
f ∈ HomG′(O1,i1 , Sc)}.
Proposition 5.12. The sets of maps εG,n define an isomorphism ε : G → G(C(G)) in
SFCGA.
Proof. The same proof as in proposition 3.22 shows that, in each degree, the set of maps
εG,n is an isomorphism of groupoids. It remains to show that this family of maps is
compatible with the inclusions that define the simplicial structures of G and G(C(G)).
This can be checked using the same ideas as in proposition 5.3, namely, extending the
groupoid morphisms to G′ and G′(C(G)), and checking the conditions there using the
distinguished objects Sc.
5.4 The equivalence of categories
Theorem 5.13. The functors G : Iso(ACA)→ Iso(SFCGA) and C : Iso(SFCGA)→
Iso(ACA) are equivalences of categories.
Proof. The only statement not already proved is the fact that ε : idSFCGA → GC and
η : idACA → CG are natural isomorphisms. Working fiberwise, this is implied by the
case of internal covers.
Conjecture 5.14. The categories ACA and SFCGA are equivalent. Moreover, this
equivalence can be proved by extending the functor C : Iso(SFCGA) → Iso(ACA) to
non-isomorphisms using a similar definition.
6 Computations
In this section, we intend to understand the general constructions in two examples.
6.1 Example : (Z/4Z)ω
In this subsection, we will try and apply our general constructions to the example of
the two-sorted structure V := ((Z/2Z)ω, (Z/4Z)ω , ι, π). Here, the maps ι and π are the
group morphisms that appear in the following exact sequence :
0 (Z/2Z)ω (Z/4Z)ω (Z/2Z)ω 0ι pi
Note that the F2-vector space (Z/2Z)
ω does not eliminate imaginaries, so we have
to work in ((Z/2Z)ω)eq
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Proposition 6.1. Let (σc)c∈A≤3 be an element of the projective limit of the restricted
system : (Aut(Sc))c∈A≤3.
Then this family induces an automorphism of the structure (U, S) over U.
Proof. We define the map σ :=
⋃
a∈A
σa.
We first compute that, on each fiber Sa, the map σa is of the form x 7→ x + xa,
where xa is some element of S0. Indeed, if x, y ∈ Sa, then there exists some z ∈ (Z/2Z)
ω
such that x − y = ι(z). Since σa is an automorphism of Sa over U, we compute :
σa(x)− σa(y) = σa(ι(z)) = ι(σa(z)) = ι(z) = x− y. Thus σa(x)− x = σa(y)− y =: xa.
Then, since each σa ∪ σb ∪ σc is an automorphism of (U, Sa ∪ Sb ∪ Sc), the following
condition appears : xa+b = xa + xb for all a, b ∈ A. In particular, x0 = 0. Therefore,
the map σ ∪ idU is a group automorphism commuting with ι and π. It is thus an
automorphism of (U, S).
Remark 6.2. In this case, the degenerate simplicial groupoid defined with G′n := G
′
3 if
n ≥ 3, and identities in higher degrees instead of the inclusion morphisms, captures the
whole structure of the cover (U, S) over U.
Corollary 6.3. The sort (Z/4Z)ω is not internal to (Z/2Z)ω.
Proof. The automorphism group Aut(S/U) is isomorphic to the group End((Z/2Z)ω).
The latter has cardinality 22
ℵ0 . Thus, it cannot be interpreted in (Z/2Z)ω.
Remark 6.4. In this example, the groupoids in degree 1 can be chosen to be canonical
ones, i.e. with one object in each isomorphism class. Namely, the object is the kernel K
that appears in the short exact sequence, and the bijections K ≃ Sa are the translations.
However, in higher degrees, the non-existence of a section of the short exact sequence
makes canonical groupoids harder, or even impossible to find. For instance, if a + b =
c in (Z/2Z)ω, then you have to create one object in Ga,b,c for each possible value of
(xa + xb − xc) ∈ K, if xa ∈ Sa, xb ∈ Sb and xc ∈ Sc. These values classify the ”kinds of
bijections” K ⊔K ⊔K ≃ Sa ⊔ Sb ⊔ Sc mentioned in remark 2.9. And, since sections do
not exist, the 0-definable value 0 ∈ K is usually invalid, since no bijection realizes it.
6.2 Example : d(dx
x
) = 0
Let M |= DCF0. Let C be the field of constants. Let’s consider the following definable
subgroup of M× : S := {x ∈M× : d(dx
x
) = 0}.
We notice that the 2-sorted structure (C,S) comes with a definable short exact
sequence 1→ C× → S → C → 0.
Proposition 6.5. Let (σc)c∈C≤3 be an element of the projective limit of the restricted
system : (Aut(Sc))c∈C≤3 . In other words, we are given a family of automorphisms σa ∈
Aut(Sa/U), such that, for each triple (a, b, c), the map σa ∪ σb ∪ σc is an automorphism
of Sa ∪ Sb ∪ Sc over U.
Then this family induces an automorphism of the structure (C,S) over C.
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Proof. We define the map σ :=
⋃
a∈C σa. We know that σa : x 7→ x × λa, where λa is
some element of S0 = C
×.
When considering σa,b,a+b, the following condition appears : λa+b = λa × λb for all
a, b ∈ C. In particular, λ0 = 1.
We now have to check that this condition is enough to get an automorphism of the
structure induced by the differential field M.
Using quantifier elimination in DCF0, we reduce to the case of formulas of the form
Q(x1, ..., xn) = P (x1, d(x1), ..., xn, d(xn), ..., d
m(xn)) = 0, where the coefficients of P are
in C. We already know that σ preserves multiplication and differentiation on C,S.
Claim 6.6. The fibers Sa are linearly independent over C.
Proof. The differential is C-linear, and each fiber Sa is made of eigenvectors associated to
the eigenvalue a. An argument from linear algebra tells us that eigenvectors associated
to distinct eigenvalues have to be linearly independent.
Let us assume that x1, ..., xn ∈ S are roots of the differential polynomial Q above.
We write Q(x1, ..., xn) as a sum of products of elements of S. By the claim, all these
terms are in the same fiber. Let t1, ..., tk ∈ Sa be these terms. Each of them is a product
of some of the dj(xi), with possibly a coefficient in C. By hypothesis, on Sa, the map σ
acts as multiplication by λa. Thus, we have σ(t1) + ... + σ(tk) = λa(t1 + ... + tk) = 0.
Moreover, we recall that σ preserves multiplication in S, differentiation and product with
elements of C. So each σ(tr), for r = 1, ..., k, is a product of some of the d
j(σ(xi)), with
the same coefficient in C as the term tr. Thus, P (σ(x1), d(σ(x1)), ..., d
m(σ(xn))) = 0, as
desired.
Proposition 6.7. Let G ≤ C be a finitely generated subgroup. Let s : G→ S be a group
morphism such that f ◦ s = idG, where f : S → C is the surjection in the short exact
sequence mentioned above.
Then there exists a section of f which is a group morphism that extends s.
Proof. We will need the following lemma :
Lemma 6.8. Let x = x1 be an element of S. Then, there exists a coherent system of
roots of x. More precisely, there exists a family (xn)n≥1 of elements of S such that, for
all k, l ≥ 1, we have (xkl)
k = xl.
Proof. We use ω-saturation of the ambient structure. In fact, the conditions can be
expressed straightforwardly in a type, with ω variables (one for each xn) and 1 parameter
(which is x). To prove consistency, we only need to pick a root of x1 of high enough
degree, and take its powers.
Finally, to prove that the xn are in S, we use the formula : n
dxn
xn
= d((xn)
n)
(xn)n
= dx
x
∈ C.
Thus dxn
xn
∈ C.
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Now, since G is a finitely generated torsion-free abelian group, we can find a Z-basis
g1, ..., gk ∈ G. This basis is also a Q-basis of the vector space V generated by G. Let
W ≤ C be a Q-vector space such that V ⊕W = C. Note that this direct sum is also a
direct sum of abelian groups. Thus, it suffices to define a group morphism on W that is
section of f : S → C, and to extend s : G → S into a group morphism s : V → S such
that f ◦ s = idV .
We will detail the construction for V , the one forW being slightly easier. For i = 1, ..., k,
let (hi, 1
n
)n be a coherent system of roots of s(gi). If x = λ1g1 + ... + λkgk ∈ V , where
the λi =
ai
bi
are in Q, we define s(x) :=
k∏
i=1
(hi, 1
bi
)ai . Note that, if a
b
= c
d
, then hi, 1
d
=
(hi, 1
ad
)a = (hi, 1
bc
)a. Thus, (hi, 1
d
)c = (hi, 1
bc
)ac = (hi, 1
b
)a. So s is well-defined on V .
Let us now check that s is a group morphism. Let x = a1
b1
g1 + ... +
ak
bk
gk and
y = c1
d1
g1 + ...+
ck
dk
gk. So x+ y =
a1d1+c1b1
b1d1
g1 + ...+
akdk+ckbk
bkdk
gk.
By definition, we have s(x+ y) =
k∏
i=1
(hi, 1
bidi
)aidi+bici .
=
k∏
i=1
(hi, 1
bidi
)aidi ×
k∏
i=1
(hi, 1
bidi
)bici
=
k∏
i=1
(hi, 1
bi
)ai ×
k∏
i=1
(hi, 1
di
)ci
= s(x)s(y).
Thus, s is a group morphism. We notice that it extends the morphism that was defined
on G. It remains to check that it is a section of f . Let 1 ≤ i ≤ k, let b ≥ 1. We
want to prove that fs(1
b
gi) =
1
b
gi. Note that this is enough, since idV and fs are group
morphisms, and the 1
b
gi generate the abelian group V .
We compute : bf(s(1
b
gi)) = f((s(
1
b
gi))
b) = fs(gi) = gi, since s|G was assumed to be a
section of f . Thus, since this equality holds in C, which is torsion-free and divisible, we
have 1
b
gi = f(s(
1
b
gi)), as desired.
Proposition 6.9. Let B = {b1, ..., bk} be a finite subset of C. Let f : B → S be such
that, whenever there is a relation of the form
∑
i nibi = 0, then the relation
∏
i f(bi)
ni = 1
holds.
Then, f extends uniquely into a group morphism f :< B >→ S.
Proof. Uniqueness is clear, for the extension has to be defined by the following formula
:
∑
i nibi 7→
∏
i f(bi)
ni . For existence, it suffices to check that, if
∑
i nibi =
∑
imibi,
then
∏
i f(bi)
ni =
∏
i f(bi)
mi , for all tuples of integers (n1, ..., nk), (m1, ...,mk). This is
precisely given by the hypothesis on f .
Remark 6.10. Even though this last result shows that automorphisms of finite unions
of fibers can be extended, there is an issue with uniform finite generatedness of the
languages in degree 2 and above. Namely, if a ∈ C, and if n is an integer, the relation
xn = y is definable in (U, Sa ∪ Sn.a). Since n can be arbitrarily large, uniform finite
generatedness of the languages does not hold.
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Proposition 6.11. The binding simplicial groupoid of (U, S) is type-definable, and can
be chosen to be canonical.
Proof. Let n be an integer. We shall now define the degree n binding groupoid. For
each element c ∈ A=n, we define the only object Oc as the set
⋃
a∈cC
× × {a}.
Let Xc be the set of tuples of couples of the form ((x1, a1), (x2, a2), ..., (xn, an)), where
the tuple (a1, ..., an) defines the same set as c, and x1, ..., xn are elements of C
×.
Let Ec be the quotient of Xc under the relation ”being equal up to permutation”.
We now define the set Mc as the set of elements m of Ec such that, for any repre-
sentative ((x1, a1), (x2, a2), ..., (xn, an)) of m, for any tuple of integers (k1, ..., kn), if the
relation
∑
i kiai = 0 holds in the group C, then the relation
∏
i x
ki
i = 1 holds in the
group C×.
Note that the set Mc always contains the class of ((1, a1), ..., (1, an)). Moreover, it
is type-definable, uniformly over A=n. The action of Mc on Oc is given by fiberwise
translation.
We thus get a type-definable groupoid in U. Using propositions 6.7 and 6.9, it is
not hard to extend this groupoid by adding the object Sc in the component over c, for
c ∈ A=n.
Indeed, let us define the morphisms Oc → Sc as the fiberwise translations by elements
of the Sa, for a ∈ c, that satisfy the condition of proposition 6.9. Then, the group of
groupoid automorphisms of Sc is the group of fiberwise translations by elements of C
×
that also satisfy the condition of proposition 6.9. Thus, by propositions 6.7 and then
6.5, these bijections are in fact elements of Aut(Sc/U).
Remark 6.12. Contrary to the previous example, the groupoids can be chosen to be
canonical in all degrees, for there exist enough sections C → S. In other words, the
distinguished value 1 (the identity element in S) can be picked. However, these groupoids
are type-definable without parameters, and not 0-definable, as we shall prove next.
Proposition 6.13. Let n ≥ 2. Then, the languages of the covers (Sc,U) are not uni-
formly finitely generated over the language of U, for c ∈ A=n, even though each language
is finitely generated.
Proof. We shall prove the fact for n = 2, the other cases being similar. By contradiction,
assume that the languages of the internal covers (Sa ∪ Sb,U) are uniformly finitely
generated, for a, b ∈ A, a 6= b. Then, the automorphism groups Aut(Sa ∪ Sb/U), along
with their actions on the Sa ∪ Sb, are uniformly definable in (U, S). Let φ(a, b,m) be a
formula defining ”m is the code of an automorphism of Sa∪Sb over U.” Let ψ(a, b,m, s, s
′)
be a formula defining the graphs of the maps defined by such codes m. We may assume
that φ and ψ are given as in proposition 6.11 above.
Moreover, propositions 6.5, 6.7 and 6.9 give us a set of definable relations that gen-
erate the languages at stake. Indeed, if k, l ∈ Z, we define the relation Rk,l(x, y) as
xk = yl. Then, by the results proved in the propositions mentioned above, we have :
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{ ”m defines, via ψ(a, b,m, s, s′), a map on Sa ∪ Sb which preserves the relation
induced by Rk,l on (Sa ∪Sb)
2” — k, l ∈ Z } |= φ(a, b,m). Here, the variables are both
a, b and m.
Thus, by ω-saturation and compactness, a finite fragment of the set of relations Rk,l
suffices to ensure that the map defined by some code m is an automorphism. The crucial
point is that this happens uniformly in a, b. Now, take an integer N that bounds the size
of the integers k, l that appear in such a finite fragment. Pick some non-zero element
a ∈ A. The relation R2N,1(x, y) has to be preserved by any automorphism of Sa ∪S2N.a.
However, there exist tuples m that code permutations of Sa ∪ S2N.a that preserve the
relations Rk,l, for |k|, |l| ≤ N , and which do not preserve the relation R2N,1. Simply take
any ”generic” pair of elements λ, µ of S0 - in particular, with λ
2N 6= µ - and consider
the map mλ,µ which acts as translation by λ and µ on Sa and S2N.a respectively.
Finally, the relations induced by the Rk,l, for |k|, |l| ≤ N , on (Sa∪S2N.a)
2 are trivial,
and thus automatically preserved by the map mλ,µ. However, the relation R2N,1 is not
preserved by this map, which is a contradiction.
Theorem 6.14. The group S is isomorphic, but not definably so, to the direct product
C × C×. The cover (C,S) is interpretable in the field C.
Proof. The existence of group-theoretic sections of the short exact sequence 1→ C× →
S → C → 0 implies that the group S is isomorphic to a semidirect product C× ⋊ C.
Since the group S is abelian, this semidirect product is in fact a direct product.
Note that the cover is not internal, for there are at least 2|C| elements in the au-
tomorphism group Aut((C,S)/C). Thus, there are no definable group isomorphisms
S ≃ C× × C.
Interpretability in the field C follows, for the proof of proposition 6.5 shows that
the structure induced on S by the differential field is only the group-theoretic structure
induced by the short exact sequence mentioned above.
Remark 6.15. Here, group isomorphisms S ≃ C× × C are built using families of
morphisms fa : C
× → Sa that are coherent relative to the set-theoretic inclusions on
both sides. Since the inductive construction of such coherent families involves many
choices, it is not surprising to find that they are not definable.
Moreover, the theorems proved in the next section should help understand why in-
terpretability of S in C, in this example, is not a coincidence.
7 Type-definable groupoids
In this section, we present the type-definable groupoids that appear when the technical
hypotheses of uniformly finitely generated languages are not satisfied, just as in the
example above. We shall call them ”*-definable” or ”type-definable” indiscriminately,
for these are the only kinds of type-definable groupoids we will consider here.
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From now on, we study 1-analysable covers that may not satisfy the hypothesis of
uniform finite generatedness of the languages, and keep only the following hypothesis :
For all finite subsets C,D ⊆ A, the structure (U,
⋃
a∈C
Sa), with the structure induced by
the C-definable sets of (U, S), is stably embedded in (U,
⋃
a∈C∪D
Sa).
Definition 7.1. 1. A concrete groupoid is ∗-definable if its set of objects and its
set of morphisms are type-definable without parameters, with the types having
possibly infinitely many variables.
We still require the morphisms and objects to be definable maps and definable
sets, whose definitions only use finite fragments of the tuples involved. We shall
refer to these finite fragments as the concrete parts of the infinite tuples.
We weaken the assumption that two distinct objects (resp. morphisms) define
distinct sets (resp. bijections). Instead, we only require that two distinct objects
(resp. morphisms) that define the same set (resp. bijection) have the same concrete
part.
So, each object (resp. each morphism) in the abstract groupoid is defined by
an infinite tuple, and such an infinite tuple contains a finite tuple which is the
code, in the model-theoretic sense, of a definable set (resp. a definable bijection).
Type-definability means that finite tuples (that code definable bijections) code
morphisms between objects if and only if they realize a specific type over the
infinite tuples that code the objects. Note that the infinite tuples defining the
morphisms are merely made of a concrete part, and the infinite tuples defining the
source and target of the morphism.
We suggest the reader have a look at the proof of theorem 7.3 to understand why
we picked this notion for type-definable groupoids.
2. A concrete simplicial groupoid is ∗-definable if the groupoids in each degree and
the inclusion morphisms are ∗-definable.
We will restrict to the case where the *-definable (simplicial) groupoids are natu-
rally projective limits of 0-definable (simplicial) groupoids. More precisely, we ask
that there exist coverings of the index sets of variables by finite subsets containing
the concrete parts, with the following properties :
• The objects defined by restriction to these finite sets of coordinates are 0-
definable (simplicial) groupoids.
• The union of two finite subsets belonging to the covering is also an element
of the covering.
3. A morphism of *-definable groupoids is a *-definable set of definable maps that
satisfies conditions (A) and (B). Again, the types defining the sets of maps may
have infinitely many variables, but each map is defined with a finite concrete part.
Remark 7.2. A morphism of *-definable groupoids yields a collection of morphisms of
0-definable groupoids between the projections of the two groupoids, by projection.
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7.1 Type-definable binding simplicial groupoids
Theorem 7.3. Let U′ = (U, S) be a 1-analysable cover of U over A that satisfies the
hypothesis above. Then there exist simplicial groupoids G and G′, over the set A, that
are *-definable in U and U′eq respectively, with the following properties:
• The simplicial groupoid G′ is an extension of G with the extra object Sc in the
connected component over c. Moreover, the set-theoretic inclusions between the Sc
belong to the simplicial groupoid.
• The automorphism groups AutG′(Sc), along with their action on Sc, are isomorphic
to the groups Aut(Sc/U).
Proof. Let n be an integer. We wish to build the degree n groupoid.
First, by compactness, internality and elimination of imaginaries in U, there exist
a 0-definable set B ⊆ U, a 0-definable surjective map B → A=n and 0-definable sets
X ⊆ U, F ⊆ B×S×X, such that, for all c ∈ A=n, for all b ∈ Bc, the set Fb is the graph
of an embedding Fb : Sc →֒ X.
Let R(x) be a 0-definable relation in U′. Let c be an element of A=n. For the
same reasons as in theorem 2.8, there exists a formula φ(z, αc), where αc ∈ U such that
|= ∃z ∈ Bc, φ(z, αc) and |= ∀z, t ∈ Bc, (φ(z, αc) ∧ φ(t, αc))→ ”F
−1
t ◦ Fz ∪ idU preserves
the relation induced by R(x) on (U, Sc) .”
Now, by compactness, we can find a formula φR(z, wR) that satisfies the above state-
ment uniformly for c ∈ A=n. Then, keeping the same notion of ”kinds of bijections” as
in theorem 2.8, we define the set of codes of the objects of Gn as the set of infinite tuples
(u, c, (wR)R) that satisfy {c ∈ A
=n}∪ {∃t ∈ Bc, φR1(t, wR1)∧ ...∧φRk(t, wRk)∧”u is the
code of the set Im(Ft)” | k ∈ N, R1, ..., Rk : 0-definable relations }
The set defined by such an infinite tuple (u, c, (wR)R) is merely the set coded by u.
Note that here, two distinct objects in the groupoid may have the same underlying set.
Now, the set of morphisms from Sc to the object corresponding to the infinite tuple
(u, c, (wR)R) is coded by the set of tuples (t, c, (wR)R) realizing the type {t ∈ Bc} ∪
{φR(t, wR) |R : 0-definable relation}. The bijections coded by such tuples (t, c, (wR)R)
are just the maps Ft.
Note that these sets are non-empty by saturation, and uniformly *-definable. Moreover,
the construction gives precisely a projective limit of groupoids, where the covering can
be indexed by the finite collections of 0-definable relations.
Now, the rest of the construction follows just as in theorem 4.7. For instance, the
inclusions are conjugates of the set-theoretic ones Sc →֒ Sd by morphisms in the com-
ponents over c and d. They can be coded by pairs of codes of morphisms, and are thus
*-definable. Again, just as in theorem 4.7, condition (A) for the inclusions is given by
the technical stable embeddedness hypotheses.
Remark 7.4. The simplicial groupoids built that way are finitely faithful and have the
disjoint union property, just as those given by theorem 4.7.
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7.2 The cover associated to a type-definable simplicial groupoid
Proposition 7.5. Let G be a *-definable simplicial groupoid over A. Then there exists
a commuting system of inclusions in G.
Proof. The same inductive construction as in proposition 4.17 works, for the types in-
volved in the saturation arguments still have few enough variables and parameters.
Proposition 7.6. Let G1, G2 be *-definable simplicial groupoids over A with the disjoint
union property. Let H : G1 → G2 be a morphism of simplicial groupoids. Let ι1 = (Oic →
Oi
d
)c⊂d∈A<ω and ι2 = (Ojc → Ojd)c⊂d∈A<ω be commuting systems of inclusions in G1
and G2 respectively.
Then there exists a coherent family of maps (ma : Oia → Oja)a∈A belonging to the
morphism of simplicial groupoids H.
More generally, for all finite subsets B ⊂ A, any coherent family of maps (ma :
Oia → Oja)a∈B can be extended into a coherent family of maps (ma : Oia → Oja)a∈A.
Proof. The same inductive construction as in proposition 4.22 works. The only detail to
take care of is removing the existential quantifiers that express the existence of higher
degree ”coherence morphisms”, and replacing them with more variables to account for
these uniquely determined coherence morphisms. Since the types involved still have few
enough parameters and variables, they can be realized.
Theorem 7.7. Let G be a finitely faithful *-definable simplicial groupoid in U over A,
with the disjoint union property. Then there exists a cover (U, O∗) of U, along with an
extension G′ of G that is *-definable in (U, O∗), such that :
• The cover (U, O∗) is 1-analysable over A, and satisfies the technical hypothesis
given at the beginning of section 7.
• The simplicial groupoid G′ is an extension of G with the extra object O∗,c in the
connected component over c. Moreover, the set-theoretic inclusions between the
O∗,c belong to the simplicial groupoid.
• The automorphism groups AutG′(O∗,c), along with their action on O∗,c, are iso-
morphic to the groups Aut(O∗,c/U).
Proof. Just as in the case of 0-definable simplicial groupoids, we wish to extend G by
picking a commuting system of inclusions spanning all the connected components, and
creating copies of the objects that appear in this system.
We use proposition 7.5. We can thus pick a commuting system of inclusions ι in the
simplicial groupoid G.
Then, just as before, we are able to create copies of objects using maps fc, in a
coherent way :
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O∗,a1 ∪ ... ∪O∗,an
O∗,a1 O∗,an
... ...
Oia1 Oian
Oia1...an
fa1...an
ι0
ι0
fa1 fan
ι
ι
Here, the ι0 are the set-theoretic inclusions, and the ι are in the commuting system
picked earlier. Note that we only consider the case of pairwise distinct ai.
Again, apart from the new object sort O∗, we create new morphism sorts M
(n)
∗ and
N
(i,j)
∗ , by creating copies of the concrete parts of the tuples defining the morphisms and
inclusion morphisms.
Now, we use the projective limit property of G. We pick an appropriate covering of
the sets of coordinates by finite subsets. To fix notations, let In be the set of variables
in the types defining the degree n groupoid. We cover In with finite subsets Fi,n, for i
belonging to some set J . We let Gi denote the 0-definable simplicial groupoid given by
the restrictions to the Fi,n. If i, j ∈ J , we let i ∨ j ∈ J denote the index corresponding
to the unions Fi,n ∪ Fj,n.
We thus get back to the case of theorem 4.23, by looking at each i ∈ J . This way, we
add definable relations to the structure (U, O∗) that still yield a cover of U, and build
the only 0-definable extension G′i of Gi for which the copying maps fc : O∗,c → Oic we
already picked are isomorphisms. To be clear, the new relations define which ”concrete
parts” of morphisms, i.e. elements of the M
(n)
∗ or N
(i,j)
∗ , are morphisms between given
objects of G′i.
Then, we combine all these structures together. We still have a 1-analysable cover
of U. In fact, because of the finite union property, any relation definable in the whole
structure is definable using only the structure of one of the G′i.
We show that the projective limit of the G′i is an extension G
′ of G that is *-definable
and satisfies the conditions of the theorem.
The inclusion Aut(O∗,c/U) ⊆ AutG′(O∗,c) is proved the same way as in theorem 4.23.
Let σ ∈ AutG′(O∗,c). We wish to extend σ into an automorphism of the full struc-
ture (U, O∗). This amounts to extending σ into an automorphism of the simplicial
groupoid G′. Applying proposition 7.6, we find a coherent family of automorphisms, in
the groupoid sense, of the O∗,d, for d ∈ A
<ω, that extends σ. Such a family defines an
automorphism of the full structure (U, O∗).
Finally, let us show that the required stable embeddedness conditions hold. Let
c ⊂ d ∈ A<ω. Let σ be an automorphism of (U, O∗,c), which we may assume to fix U
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pointwise. Thus, we have σ ∈ AutG′(O∗,c), and the previous paragraph shows that σ
can be extended into an automorphism of (U, O∗,d).
Proposition 7.8. The cover built from the simplicial groupoid G, up to isomorphism,
does not depend on the choices made.
Proof. The only fact not shown before is that two choices of coverings define the same
structure. Let J1, J2 be index sets for coverings of the set of variables that satisfy the two
conditions given in definition 7.1. Since the underlying sets of the new sorts O∗,M
(n)
∗
can be assumed to be fixed, we only have to show that the definable relations are the
same.
Let i ∈ J1. We want to show that the extended simplicial groupoid G
′
i is definable with
the structure induced by some G′j, for some j ∈ J2. Since the set defined by i is finite,
and J2 defines a covering, it can be ”covered” with finitely many elements j1, ..., jk ∈ J2
of the covering associated to J2. So, let j = j1 ∨ j2, ...,∨jk ∈ J2 be the index of a subset
covering that of i. It remains to notice that the simplicial groupoid G′i is the projection
of the simplicial groupoid G′j on the coordinates coreesponding to i.
By symmetry, we conclude that the structure thus defined does not depend on the
covering.
7.3 Comparing covers
From now on, we let V = (U, S, p : S → A) be a 1-analysable cover satisfying the
conditions given at the beginning of section 7. The simplicial groupoids G(V) and G′(V)
are the binding simplicial groupoids that are *-definable in U and Veq respectively.
As in the case of 0-definable simplicial groupoids, we shall also work with the cover
CG(V) = (U, O∗) and the simplicial groupoids G(CG(V)) and G
′′(CG(V)).
Theorem 7.9. There exists an isomorphism of covers ηV : V ≃ CG(V).
Proof. Pick a coherent systems of inclusions ι = (Oic → Oid) in G(V). Then pick
families of morphisms (ga : Sa → Oia)a and (ha : Oia → O∗,a)a that belong to G
′(V) and
G′′(CG(V)) respectively, and which are coherent, with respect to ι and the set-theoretic
inclusions. By proposition 7.6, such families exist. Then, just as in theorem 4.32, the
structure (V ∪ CG(V),
⋃
a∈A
haga) defines an isomorphism of covers.
Remark 7.10. This theorem shows that the *-definable groupoids built in theorem 7.3
indeed capture the whole structure of the 1-analysable covers.
Corollary 7.11. Assume that the binding groupoid G of the cover V over U is canonical,
and that there exists a commuting system of inclusions which is 0-definable. Then the
cover V is interpretable in U.
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Proof. Here, the reconstruction of the cover V from its binding groupoid, as described in
theorem 7.7, can be done inside U itself. Indeed, adding a new object in each connected
component is the same as duplicating the whole type-definable simplicial groupoid, since
the latter is canonical. Note that the copying maps in all degrees can be chosen to be
0-definable (over A, of course), precisely because we can choose the commuting system
of inclusions in G to be 0-definable.
Now, for each 0-definable projection of the type-definable simplicial groupoid G, the
corresponding extended simplicial groupoid is 0-definable, using conjugation by the 0-
definable copying maps. Thus, the structure of the cover CG(V) is interpretable in U.
Since isomorphisms of covers are bi-interpreations, the structure V is therefore inter-
pretable in U.
7.4 Functoriality
From now on, we let AC∗A denote the category of 1-analysable covers over A that satisfy
the conditions given at the beginning of section 7, and SFCG∗A denote the category of
the *-definable finitely faithful simplicial groupoids over A that satisfy the disjoint union
property.
Theorem 7.12. The categories Iso(AC∗A) and Iso(SFCG
∗
A) are equivalent.
Proof. The definitions of the functors C : Iso(SFCG∗A) → Iso(AC
∗
A) and G : AC
∗
A →
SFCG∗A are the same as in section 5. The natural isomorphism ε : GC ≃ idIso(SFCG∗A)
is also built as in definition 5.11.
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