Abstract: This paper deals with predictive coding techniques for efficient transmission or storage of two-level (black and white) digital images. Part I discusses algorithms for prediction. A predictor transforms the two-dimensional dependence in the original data into a form which can be handled by coding techniques for one-dimensional data. The implementation and performance of a fixed predictor, an adaptive predictor with finite memory, and an adaptive linear predictor are discussed. Results of experiments performed on various types of scanned images are also presented. Part I1 deals with techniques for encoding the prediction error pattern to achieve compression of data.
Introduction
Data sources such as facsimile transmission signals and digitized images to be stored in a computer memory contain a substantial amount of redundancy. Source coding [ I ] techniques (also called data compaction or compression) can be used to efficiently encode the outputs of such sources. There are two obvious applications of these compression methods. The first is in communication systems. By encoding the source, we can transmit the information over a communication channel in a shorter time period. Alternatively, we could use a channel with a smaller bandwidth to transmit the coded data (hence the often used term "bandwidth compression"). The second application is in storage systems, which can be used more efficiently by reducing the amount of data to be stored.
In this paper we discuss some theory and methods for compressing two-dimensional black and white image data through the use of predictive coding. Part I1 [2] describes encoding techniques designed to achieve compression. Before going into detailed discussions on the particular approaches taken, we briefly review some of the recent progress in the general area of image compression. Techniques in the art of compressing two-dimensional image data can be classified into two categories: 1) time-domain (or space-domain) encoding and 2) transform-domain encoding. The time domain techniques that appear practical are mostly of the prediction-comparison type. This includes schemes like delta modulation and differential pulse code modulation [3] . Most studies of such systems are based on the classical communication 164 theory approach. The first information theoretic treatment of this subject was done by Elias [4] , who called the technique "predictive coding." In predictive coding the dependence inherent in the data can be removed by a good predictor that transforms the original data into a form such that successive data symbols are nearly independent of each other. The transformed data can then be encoded by techniques applicable to independent sources. Application of predictive coding to compression of pictorial data has been reRorted by Wholey [ 51 and by Arps [ 61. Recent results in the theory of data compression systems that use prediction and interpolation have been discussed by Balakrishnan [7] and by Davisson [8] . Applications of their studies to weather satellite pictures are reported by Kutz and Sciulli [9] .
The transform-domain methods [ 10- 
Image-data compression systems with predictive coding
In the present work our main interest lies in efficient source coding of two-dimensional digital image data, i.e., data from sources that are discrete both in space and in amplitude [20] . Typical examples are the quantized values of facsimile scanner output and graphic display data of computer systems. We limit ourselves to those cases where the amplitude is quantized to just two levels. Figure 1 
2 ) . It is therefore possible to predict s (i, j ) with a high probability of success from the values of neighboring pels. This is the function of the predictor in Fig. 1 : The set of point; on which the predictor bases its prediction of the generic pel ( i , j ) is called the memory set M of the predictor. For example, in the case of tbe +pel predictor of Fig. 2 , the memory set is
f .
The output i(i, j ) of the predictor module is compared with the actual value s ( i , j ) and an error signal e ( i , j ) is derived from the operation
where @ means modulo 2 addition, an operation that can be realized by an EXCLUSIVE OR circuit. The error signal is encoded by some'efficient data compression scheme and is then transmitted or put into a data storage system. At the receiving end, or in retrieving the data from a storage system, the decoder recovers the error signal from its encoded form and the original data are reconstructed by passing e ( i , j ) into a circuit that cmtains a predictor in its feedback loop (Fig. 1) . The structure of this predictor and its prediction ?le should be identical to those of the predictor at the transmitter side. The s (i, j ) are reconstructed according to the inverse rule of ( 2 ) :
( 3 1 The system represented by Fig. 1 can be extended to multilevel (grey level) signals, e.g., the case in which the s ( i , j ) take on m different levels, 0, I , . . ., m -I. The mod 2 additions in ( 2 ) and (3 ) should then be replaced by mod rn subtraction and mod m addition, respectively. The prediction error pattern e ( i , j ) is therefore an m-level pattern, with few non-zero values, since most predictions will be correct.
The information in the error signal e ( i , j ) is precisely the information in the original image s ( i , j ) because either can be obtained uniquely from the other. Note that prediction by itself does not achieve any compression. However, a substantial difference in the efficiency of coding may occur depending on whether one encodes s ( i , j ) or e (i, j ) . An efficient code for s ( i , j ) would require that a large number N of pels be encoded simultaneously. This imposes two requirements on the encoding: 1. There must be an active memory that stores the past N or more terms of s ( i , j ) .
2. There must be a codebook memory that lists the codewords for all possible patterns of N terms. The number of entries in the codebook is 2N.
Furthermore, if each block is encoded independently, the inherent dependence between adjacent blocks is not exploited. In predictive coding, on the other hand, the error sequence e ( i , j ) is, in most cases, approximated by the output of a memoryless (zero-memory) source because the serial (or spatial) redundancy is removed by the predictor. As discussed in Part 11, this latter result allows convenient encoding of data without resorting to a large codebook.
Prediction algorithms

Predictors and criterion for optimality
One problem in the design of a predictor is the choice of the memory set. Clearly, points adjacent to the point to be predicted are the most useful and should be contained in the memory set. We also restrict the memory set to contain points that have been scanned prior to the point currently being predicted. (It is possible to construct look-ahead predictors which violate the above constraint, but the advantages, if any, of such predictors have not been investigated.) It is advantageous to have as large a memory set as possible, but since the complexity of the predictor grows with the size of the memory set, practical considerations generally limit the memory set to contain only a few points, generally less than 10.
For a given memory set, the "best predictor" is defined as one that requires the minimum number of bits for the transmission of its error pattern. However, we need a 166 more specific definition to get meaningful results. The purpose of predictive coding is to remove the redundancy from the image pattern. If the predictor does a good job of redundancy removal the error pattern can be considered to be a completely random pattern. If we make the assumption that the error pattern is truly random, the compression obtained by encoding the error pattern is determined only by the prediction error probability. Therefore we choose the minimization of prediction error probability as our criterion of optimality. In practice, a predictor does not remove all of the redundancy in the image, only a substantial portion of it. Consequently the error pattern is not completely random. However, assuming the error pattern to be random is the most pessimistic assumption and it gives us a lower bound on the performance of the compression system. Another justification for choosing the minimization of prediction error probability as the optimality criterion is its practicality in analysis and implementation.
Dejnition A predictor is called optimum if the prediction error terms e ( i, j ) [or e( n ) ] contain, on the average, the least number of l's, which identify prediction errors.
If the size of the memory set is N (i.e., an N-pel predictor), the set can take on 2N different states (or values) which we denote by M,, k = 1, 2; ' ., 2N.
Fixed predictors
Assume that the data sequence is stationary and we are given the conditional probability
for all k = 1, 2; . ., 2". We further assume that prediction is performed pel-by-pel according to a fixed prediction rule. Then we obtain the following theorem for an optimal fixed prediction rule. 
The proof of the above theorem is given by a straightforward application of the well-known Bayes' decision rule [20] . In actual applications q( 1 I M,) should be obtained empirically.
The appropriate choice of a memory set must be left to the designer's judgment since there seems to be no general way of defining an optimal memory set. However, one can see intuitively that performance would be improved by expanding any given memory set. This, in fact, can be proven under the same assumption made in the theorem. We state this fact as a separate theorem.
Theorem 2 The probability of prediction error of an optimal fixed. predictor is not increased by expanding the memory set.
k = l
The formal proof is given in [20] and is lengthy; it is based on the concave property of the function f (x) = min (x, 1 -x).
One of the disadvantages of a fixed predictor is that the size of the decision table grows exponentially with N , and hence its dimension becomes huge when N gets large. It is possible to reduce the predictor complexity to some extent by applying techniques from switching theory, such as Karnaugh maps Adaptive predictors A fixed predictor of the type discussed above is justified if the statistics of the data [i.e., q( 1 IM,)] are known or available in advance (e.g., by prescanning) and if the data from the source are stationary. The adaptive predictors provide solutions that are practical when data statistics are unknown or nonstationary. The use of these adaptive predictors requires no extra channel space: The predictor at the receiver operates in exactly the same manner as the one at the transmitter side, and updating of its prediction rule can be done synchronously with that of the transmitter because the adaptation is controlled by the signal s( i, j ) , which is available at both ends of the system (Fig. 3) .
Adaptive threshold-logic predictor
The predictor output s^ forms a finite set of discrete levels In its usual applications to pattern recognition, the adaptation of this discriminant function is done in a training period that precedes the test period. Although this operational mode is also applicable to the problem at hand, we can provide a more attractive mode in our 'ap-the small computers need to be backed up, they can have a link to the large central computers.
Since in many experiments the raw events can be converted easily into a more economical format, or frequently even rejected as useless after the simplest geometrical checks, another way of "stretching" the capacity of the on-line computers is to perform a maximum of simple logical operations on the data before they enter the computer. This reduces the amount of valuable memory taken up by buffers for useless information and leaves much more memory (and also time) for programs treating the useful data. The system designed for the experiment on line to the 360/44 is an attempt in this direction. Defining the center of a cluster of triggered wires in a wire spark chamber by special hardware is another.
ist, for although a huge effort went into each program, the result was usually a program extremely efficient in execution time and space usage. With the arrival of newer computers, with support of on-line applications even extending as far as time-sharing systems, the tendency has been to program in machine language only those operations which would be extremely ineficient in a higher level language, for example handling the input/output and buffering, and to make use of the flexibility of the system and the high level languages for most other tasks. However, in some applications it has been found that the high overheads imposed by these systems, often written for process control applications, have put such restriction on the datataking capacity as to outweigh the advantages given by the flexibility.
plication. That is, there is no need to set up a training period separate from the test period. We can operate this learning machine in an adaptive mode all the time without any interception or prescanning.
So far we have discussed only the linear learning machine because of its simplicity. However, essentially all types of learning machines and discriminant functions can be used as adaptive predictors. A @ function [24] is defined by   @(x) = w,+ w , f , ( x ) + w,f,(x) +...+ w,f,(x), (14) where &(x), i = 1, 2, * . ., M , are any real functions of x.
For example, they can be chosen to extract important features of patterns. Another class of pattern classifiers is "layered machines" [24, 25] . A layered machine is a network of TLUs, organized in layers. This class includes the piecewise-linear discriminant function machines and the "a-perceptron."
Adaptive predictor with jinite memory
In the fixed predictor discussed previously, an optimal prediction table must contain one bit of information for each state M , of the memory set, k = 1, 2; . ., 2N. The bit indicates whether the conditional probability q ( 1 / M , ) is greater than 0.5. But prior to setting up the decision The prediction and adjusting algorithms proceed as follows. For a given memory set M,, predict according to After the value of a pel is predicted, the actual value at that pel is used to update the up-down counter C, as follows: Its new value is min {c, + 1, 2L -11 if s = 1,
Typical behavior of C, is illustrated in Fig. 5 in which a two-bit counter ( L = 2) is chosen. The memory set takes a state M , at times n,, n,, n3, ' . e, during which C , moves either up or down according to the rule (16) . In this illustrative example a transition takes place from one region to another in which statistical properties of the image patterns are different: In region A q( 1 / M , ) appears to be larger than 0.5 and in region B, less than 0.5. Prediction errors occur at times nl, 3, ns, and n9. The behavior of C, can be treated as a one-dimensional random walk with reflecting barriers at C, = 0 and C, = 2L -1 [26] . The appropriate choice of bit-size L for the counter C, should be a compromise between two conflicting factors: If L is small, the value of C, is susceptible to irregular or noisy data; on the other hand, if L is large, it takes a large number of data points to reach convergence and also to accomplish a transition from one region to another.
Many interesting variations of the update algorithm (16) are possible. For example, we could make the contents of all counters decay with time to the median value. Or, if the behavior of certain states is correlated, we could update more than one state each time, and so on. However, we have found through experiments that the value of reducing the prediction error rate by adopting such variations is negligible in comparison with the increased complexity of the algorithms.
Experimental results and conclusions
The techniques of prediction discussed in the previous section have been applied to data from three different sources: a page from the IBM Journal of Research and Development [ Fig. 6(a) ] and two line-drawings from a machine jobshop [Figs. 6(b) and 6(c)]. The size of the documents from which the data were obtained is 83 in. X 1 1 in. and the scanning resolution is 125 pels per inch, i.e., each pel is 8 mils (0.2 mm) square. Figure 7 lists the memory sets of the predictors used in this experimental study. When fixed predictors are used, 20% or more of the entire page is prescanned to derive an optimal predictor rule. Adaptive linear predictors are applied with the initial setting w i = 0 for i= 0 , 1; . ., N and no prescanning. Finite-memory adaptive predictors start with every counter set to half its capacity, i.e., C, = 2L", k = 1, 2;*., 2N. Figure 8 shows a portion of a scanned image s (i, j ) and the corresponding prediction error pattern e ( i , j ) when a 4-pel adaptive linear predictor is used. The prediction error patterns obtained for the other types of predictors look quite similar to this example. Table 1 Summarizes the performance of the three predictors applied to the journal page image aild it clearly shows that the finitememory adaptive predictors excel for this type of image data. Figure 9 shows plots of the prediction error rate of 4-and 7-pel adaptive predictors with finite memory as the counter size L is changed. The 7-pel adaptive predictor with L = 3 yields the lowest prediction rate, 4.79 percent.
An adaptive linear predictor, on the other hand, does not yield high performance. This seems to indicate that the linear constraint on a predictor is too restrictive. A substantial performance improvement is achieved by enlarging the memory set from N = 4 to N = 12, but the performance is still not as good as that of the other types of predictors. Therefore, if one wants to build a learningmachine type of predictor, he should probably use piecewise-linear or polynomial predictors. Table 2 summarizes the results obtained on the machine jobshop charts A and B. We observe again the superiority of the fifiite-memod adaptive predictor over the other types. The results from chart B show that the 4-pel finite memory adaptive predictor surpasses even the 7-pel fixed predictor. 
I
I L - Figure 9 Prediction error rate p e vs counter size L: experimental results from the journal page data.
