Abstract-In this paper, we present a model for estimating the performance of a team of agents, based on the capabilities of the agents and importance of these capabilities for the task. Performance of a team is assumed to be the sum of contributions of individual agents and contributions of subgroups built in the team. We introduce a set of notations, which is required for discussing the suggested models. We also propose a model to estimate the benefit of an agent from interaction with other agents in a subgroup. Based on this benefit model and different (common) strategies, the agents devise plans in which they formulate to what extent they are willing to cooperate with other agents. A negotiation algorithm that resolves the conflicts between the desires of the agents is presented. The effect of this algorithm and different strategies are tested on a set of generated data. The test results show that the performance of a team when the agents choose a cooperation strategy that follows the principle of least effort (Zipf's law) is higher than teams with other cooperation strategies.
I. INTRODUCTION
In an earlier work [1] , we presented a model for estimating the performance of agents in a business process model. This model was used in [2] for optimizing the performance of a business process model by assigning tasks to agents. However, in both these works it was assumed that each task is assigned to only one agent and we did not consider the cases where multiple agents perform a task and the impact of agents' interactions. The first step toward studying the performance of teams in a business process model is to provide a model for value added by agents that work cooperatively and interact with each other. This paper presents a method to model the performance of agents that cooperate as a team.
Teams are ubiquitous in organizations today and it is commonly accepted that the performance of a team is higher than the sum of the performance of individual team members. The positive effect of teamwork on the performance of organizations is discussed e.g. in [3] , [4] , [5] . A substantial amount of research has been devoted to the analysis of the performance of teams in different fields such as education, health care, science, military, performing arts and manufacturing [6] , [7] , [8] , [9] , [10] , [11] , [12] .
In this work the aim has been to provide a general framework to model and measure the performance of agents in a teamwork context. Since it is generally difficult to validate agent models, the framework is decomposed to submodels for individual agents, group of agents and a model for interaction of agents. Although this framework is accompanied by agent models and group models, these models can easily be modified or substituted by more accurate models with higher fidelity.
The outline of the rest of this paper is as follows. In Section II, we define the problem and provide a notation that is used throughout this paper. In Section III, a model for the performance of individual agents is presented. In Section IV, a model for how interaction between agents affects their performance is suggested. In Section V, different cooperation strategies of agents are discussed. Section VI introduces a negotiation algorithm, which is used to resolve the conflicts between agents. In Section VII, results of a series of tests for different agent strategies and the negotiation algorithm are presented. Section VIII concludes the paper.
II. PROBLEM FORMULATION We define a team as a set of 2 or more agents { 1 , . . . , }, that work individually or in cooperation with other agents to perform a task and denote the team by , where the index is the set of agent indexes. That is = {1, . . . , }, | | ≥ 2 and ∈ ⇔ ∈ . During a teamwork process different interactions between agents occur and different constellations of agents are built. We call a constellation of 2 or more agents a subgroup and denote it by , where the index is the set of the indexes of agents that participate in the subgroup, that is ⊆ , | | ≥ 2, ∈ ⇔ ∈ . For instance in a team of 5 agents { 1 , . . . , 5 }, subgroup {1,2,4} consists of the three agents 1 , 2 and 4 , or if is a subgroup of three agents, then ∪{ } is a subgroup that contains agents in and . The set of all possible subgroups in a team is denoted by = { , ⊆ , | | ≥ 2}. In set theory, the power set of a set , (denoted by 2 ) is defined as the set of all subsets of . For a set with members, the cardinality of its power set is 2 . Therefore, in a team of agents the number of all possible interacting subgroups is | | = 2 − − 1, (sets with only one member and the empty set are excluded).
If is the total time required to complete a task and is the time that subgroup is active, we denote the quotient / as . (1) . Given a team and its time schedule , the overall structure of the team is settled, i.e. it will be clear that during the teamwork process which subgroups are established and how much time each agent is active in each subgroup.
Inspired by [13] , [14] we assume that the value added by agents consists of two contributions,
where all contributions are expressed as value added to the process by agents in a time unit. For a given team and a predetermined time schedule, the value produced by the team in a time unit is calculated according to
where ( ) is the value produced by the individual agent in a time unit, and ( ) is the value produced in a time unit by subgroup , and values for are defined as above. We make the assumption that, the value produced by a subgroup may be expressed as the sum of values produced by agents while they are influenced by the rest of subgroup members,
Therefore, we call the function
which is equivalent to
Equation (6) sums all agents' individual contribution and their contribution while they are influenced by other agents in subgroups. All contributions are weighted by their corresponding time proportion factor . It is worth to note that the influence function depends not only on the agent and other agents but also on the task they are performing. If the agents, the task, the time schedule and the influence function are known, then calculating the value produced by the team would be straightforward, by using (6). However, there are two major difficulties to be overcome in order to accomplish this, which this paper aims to discuss and present a solution to.
1) The nature of the influence function and how agents influence each other in teamwork is one major difficulty in estimating the value produced by a team. Depending on the type of the task and the required capabilities a wide range of interaction forms may merge resulting in different functions. 2) In most situations teams exhibit some degree of selfmanagement and the team schedule is not completely predetermined. Agents are more or less free to choose other agents that they want to cooperate with. Different factors may affect the choice of agents and the degree of cooperation with other agents. However, we assume that agents prefer cooperation that is most beneficial to them, i.e. increases their performance. The benefits of agents from the cooperation are directly affected by the influence function. This assumption leads to the following three related issues, which are the focus of this paper: a) different strategies that agents may choose for cooperation, b) how the conflicting choices of agents are resolved, c) the effect of the chosen strategy on the final outcome of the value produced by the team.
III. A MODEL FOR MEASURING INDIVIDUAL

CONTRIBUTIONS
In [1] , we presented a model for estimating the performance of human agents in a business process. In this model the value added by an agent to a task (per time unit) is described as a function of the capabilities of the agent and the importance or weights of these capabilities for the task. Capabilities of agents and their importance for the task are assumed to be either subjective assessments that are assigned by domain experts and decision makers to the agents and tasks, or measurable quantities. For instance, in a software development process various programming skills may be examples of capabilities of agents, or in a military planning team, more subjective characteristics such as cognitive ability, creativity and communication may constitute the set of the required capabilities. Capabilities are graded by a number ranged between 0 and 5, where 0 is lack of the capability and 5 is the highest possible value.
The effect of these characteristics on the value added by the agents depends on the nature of the work, e.g. creativity may have a huge impact on a problem-solving task, while it is less important for work on a conveyor belt. Hence, the sum of agents' capabilities weighted by their importance for the task constitutes an indicator of the value added by agents to the task [1] .
Considering agents each having attributes, a capability matrix = [ ] × is defined, where is the attribute of agent . In the same way, a weight vector = [ ] ×1 is defined for the task, where is the weight of attribute . The weighted sum of attributes, ( ) is the value added by agent to the task (per time unit), which is estimated by
Thus, the sum of values added by individual agents (per time unit) is calculated by
IV. A MODEL FOR MEASURING SUBGROUP
CONTRIBUTIONS
In Section II we proposed,
. (9) That is, the total contribution of subgroups per time unit is the sum of contributions of agents (per time unit), while they are influenced by other agents in subgroups multiplied by the proportion of time that the agent is involved in the subgroup activity.
The assumption is that agents perform better since their capabilities are increased as a result of cooperation with other agents with a higher capability. For each agent ∈ with capabilities { 1 , . . . , }, each capability is increased by a value, which we call benefit function ( , { } ∈ , ∕ = ). Thus, the new capability ′ is calculated by
In words, the benefit of an agent from cooperation (with respect to each capability) is a function of its own and other agents' capability. We consider some simple rules to deduce an equation for the benefit function.
1) Agents help each other. In a subgroup of two or more agents, agents that have a lower capability than the maximum capability in the subgroup will benefit from the cooperation. The maximum capability is defined as = max ∈ { }. Hence, it is justified to rewrite
. 2) Agents do not disturb each other. The capability of an agent who has the maximum capability is not affected by the cooperation. 3) Capabilities are enhanced, they are not created. The benefit of an agent with capability 0 is always 0, with respect to that capability. 4) Equally good agents cannot help each other. The benefit of agents with the same capability is always 0, with respect to that capability. 5) For each capability, the benefit function has its only maximum for a value * ∈ (0, ). For simplicity we assume * = /2, as illustrated in Fig. 1 . 6) It is always more beneficial for an agent to be the member of a subgroup that has higher capabilities. For two groups and ′ with and
. These criteria imply that for a constant value of , the benefit function ( , ) is a concave function over
] with (0, ) = 0 and (
We suggest a simple function that fulfills the above requirements,
This function is shown in Fig. 1 for three different values of , i.e. = 2.5, 3.75 and 5.0. A consequence of the definition of the benefit function is that in a subgroup of two agents 1 and 2 , we have
which means that for each capability the benefit of one of the agents from the cooperation is always 0. However, each agent may be better in different capabilities, which will make the cooperation mutually beneficial. We use (10) and (11) to obtain the modified capabilities of agent and calculate its contribution, while it is influenced by other agents in subgroup ,
Substituting the value obtained by (13) in (9) yields
In the following, we consider a special type of team in which the schedule of team meetings and groups including more than 2 agents are predetermined. In other words, we assume that the value of is predetermined, ∀ ⊆ , | | ≥ 3. However, agents are free to divide the rest of their time between working alone or cooperating with one other agent. We assume that this kind of cooperation is not regulated by the organization and is something that emerges naturally from the interaction among agents. That is, each agent is free to decide all its own , and { , } , ∀ , ∕ = provided that this does not violate its time constraints,
According to our assumptions, the right-hand side of (15) is the unscheduled time of agent , which we denote by . For a team consisting of agents, we let , and { , } , define the interaction matrix
of this matrix is the proportion of time agent is working with agent (i.e. { , } ), otherwise it is the time agent is working without interference of other agents ( , ). The sum of each row is the unscheduled time of each agent, and is equal to .
The commutativity requirement implies that the matrix is a symmetric matrix. If there is no cooperation between agents, matrix would be equal to . We assume that each agent desires to maximize its own contribution in the team, by cooperating with agents that have a higher capability. However, agents have to respect the time constraints and are obliged to compromise with other agents, when they have different desires. That is, for the interaction matrix it is required that ∀ , ∑ =1 = and = .
V. AGENT INTERACTION MODEL Here, we presuppose that the agents' understandings of the environment are accurate and consistent with each other. That is they know their own and other agents capabilities and the weight of these capabilities for the task. Moreover, they know the benefit function and know how cooperation with other agents will affect their performance. We assume that each agent tries to maximize its own contribution to the team by distributing its unscheduled time between other agents, while it respects its own time constraint and is willing to compromise with other agents.
Considering the discussions in IV, the best choice for each agent would be to only cooperate with agents having the highest capabilities that are most important for the task. However, this strategy is implausible, since it requires that some agents are forced to cooperate with others against their intentions. A more realistic strategy is that agents choose a compromise-oriented approach, which through negotiation can lead to a more fair cooperation. In the following, we discuss four possible cooperation strategies and suggest a negotiation algorithm that resolves the conflicts among agents.
Each agent uses the benefit function and the capabilities of itself and other agents to produce a row vector Equal and random strategies are naive and will be used as a benchmark against which the two other strategies are evaluated. The three first strategies are obvious from their definitions, the fourth strategy may require some clarification. Zipf's law or principle of least effort [15] , is an empirical law that states given some large and structured set of texts in a natural language, the frequency of any word is inversely proportional to its rank in the frequency table. Thus the most frequent word will occur approximately twice as often as the second most frequent word and three times as often as the third most frequent word, etc. Zipf's law has shown to be applicable to many types of data studied in physical and social sciences. Applying this principle to agents in a team, we assume that each agent ranks the others according to the benefit of cooperation and is willing to work with them inversely proportional to their ranks.
Algorithm 1 shows how these 4 different strategies are implemented. The input of the algorithm is the benefit matrix ℬ, the unscheduled time of agents [ ], and the common strategy of agents. The algorithm returns a matrix, which we call preference matrix. This matrix is the desire of agents for cooperation. We use the given weight vector and the benefit function in (12) 
We assume that all = 1.0, which means agents have no predetermined schedule. By using Algorithm 1, the preference matrix for the proportional and Zipf strategies are calculated. For the proportional strategy, it means only that the matrix ℬ is normalized such that the sum of the elements in each row is equals to = 1.0. This operation yields the following matrix A comparison of the two matrices and shows that elements of these two matrices are both zero in the same positions and they follow the same trend. Even if the calculation of is more complicated in Algorithm 1, this strategy appears to be more plausible since agents do not require to calculate exactly the benefits of cooperation with other agents. To produce , agents only need to have a rough estimation of other agents and rank them according to their capabilities. Bounded rational agents, which have limited computational resources, are considered to use simplified models and approximate solutions instead of seeking the optimal one [16] .
VI. NEGOTIATION OF AGENTS Algorithm 1 ensures that the sums of the rows of the calculated matrices are equal to the agents' available time . However, the sums of the columns are not equal to these values. A value greater than for a column indicates that other agents request cooperativeness from the corresponding agent more than it is capable to provide, that is the agent is overstressed. A value less than shows that the corresponding agent is understressed. A necessary condition for agents to be fairly stressed is that the sum of each column is equal to as well. However, this condition is not sufficient and it is required that all agents in all subgroups reach a consensus on the time they are cooperating. Here, there are two agents in each subgroup and it requires that = , ∀ , , i.e. must be a symmetric matrix.
A special case of the problem is when = 1.0, for all . That is the matrix is stochastic. A necessary (not sufficient) requirement for a stochastic matrix to be symmetric is that the matrix is doubly stochastic. A doubly stochastic matrix (also called bistochastic), is defined to be a square matrix of nonnegative real numbers such that each row and each column sums to one [17] . We propose a negotiation model in which agents follow two rules: 1) if there is a conflict between two agents about the amount of time they wish to cooperate, they compromise by accepting the average of the suggested values; 2) if an agent's total time in different subgroups is not equal to its available time, the times are normalized to fulfill the constraint. The procedure is repeated until the matrix converges successively to a value. The resulted matrix is a successive manipulation of the initial original matrix, toward a schedule matrix in which agents have compromised with other agents on their different desires, while trying to hold the schedule consistent with their time constraints.
A procedure that follows these principles and provides a final symmetric matrix is outlined in Algorithm 2. The input of the algorithm is the agents' preference matrix ( ) obtained from Algorithm 1 and its output is a symmetric matrix .
The algorithm first calculates the unscheduled time of each agent, i.e. vector (lines 1 − 3). Each iteration of the whileloop (lines 4 − 20), contains two for-loops. In the first for-loop (lines 5−11), the matrix is replaced by ( + )/2, i.e. each pair of symmetrically located elements of the matrix are substituted by the average of these two elements. Two agents that have different preferences about their cooperation compromise by choosing the average of the two proposed time amounts. We call this operation (lines 5 − 11) symmetrization. The second for-loop (lines 12 − 19) restores the main characteristic of the matrix , so that for each row , the sum of the elements ∈ [ ] remains equal to . We call this operation (lines 12 − 19) normalization.
If none of the two agents and are initially interested in cooperation, that is = 0 and = 0, repetition of the symmetrization and normalization operations cannot change this value. If at least one of the agents is interested in cooperation, the algorithm can either force the other agent to cooperate or suppress the agent's initial interest for cooperation. An example of the latter case is the following, However, the sequence of the symmetrization and normalization does not manipulate all matrices to a symmetric matrix. For instance, consider the matrix These matrices cannot be manipulated to a symmetric solution, regardless of the negotiation protocol. The problem is that both agents 2 and 3 want to cooperate full-time with agent 1 , which leads to a locked state. Although during our tests with simulated teams of different sizes, only few cases resulted in locked states, the negotiation algorithm is extended by a detection and recovery part (lines 21 − 26). To recover from locked states, different strategies may be chosen. We use a simple method by adding a random noise to the diagonal of the original matrix (lines 22 − 24) and restarting the negotiation once more (line 25). Generally, adding a little number to element of the matrix means to force agent to reconsider cooperation with agent . For example, by adding a small number, = 0.001 to the diagonal of the matrix 2 , all agents are encouraged to reconsider their initial wishes of not working alone. For 2 + ℐ, the negotiation algorithm provides a symmetric matrix after 40 iterations, This result means that agents 2 and 3 are forced to work alone one-half of their time, while the desire of agent 1 is completely accepted. 
VII. TEST OF THE ALGORITHMS
To investigate how fast Algorithm 2 converges to a symmetric matrix, we let the algorithm manipulates random matrices with different sizes between 2 and 40. For each size 10000 random matrices are produced and the number of iterations in Algorithm 2 before each matrix converges to a symmetric matrix is measured. A matrix is considered to be symmetric if the differences between all pair of symmetrically located elements of the matrix are less than a given value. That Fig. 2 show that for all matrix sizes the algorithm converges rapidly to a symmetric matrix. However, the convergence rate is much higher for larger matrices.
The results for the number of times Algorithm 2 reaches a locked state is given in TABLE I for the same set of data, i.e. 10000 different teams for each size (from 2 to 8). As seen from the results, the number of locked states decreases, for larger team sizes. For team size 8, this number is 0. It is notable that the results in Fig. 2 include number of iterations that was required after locked state detection and recovery. To test how algorithms 1 and 2 and the benefit model work together 100000 random tasks and 100000 random teams with different sizes from 2 to 9 agents were created. The four different cooperation strategies were tested and an average of the total benefit of the agents for each team size and each strategy were calculated, the results are summarized in TABLE II. As the results in TABLE II show, the average benefit of the team is higher for the proportional and Zipf strategies compared with the equal and random strategies. Common for proportional and Zipf is that in both strategies agents seek for cooperation with other agents with higher capabilities.
Another interesting observation is the comparison of the proportional and Zipf strategies. In the first case each agent tries to distribute its time exactly in proportion to the benefit of cooperation with other agents, but in the second case the agent needs only to have a rough estimate of other agents' capabilities and tries to cooperate with them according to their ranks. The simulation results show that in most cases the result of the Zipf strategy is slightly higher than distributing the time precisely in proportion to the benefits.
In another test, 40 random tasks and 40 random teams of 4, 6 and 8 agents using 4 different strategies were studied. The performances of teams for these 40 trials are shown in Fig. 3, 4 and 5. These results clearly confirm that the tendency shown by the average values are valid almost in every single trial.
Furthermore, these results are compared with a near-optimal solution. The near-optimal values are computed using a centralized approach and forcing agents to cooperate only with one other agent in a way that maximizes the benefit of the team. In most cases this method produces the optimal value; however there are cases where it is most beneficial that an agent cooperates with more than one agent, hence the name near-optimal. The results show that the strategy based on the Zipf's law (principle of the least effort) is not very far from the near-optimal value. The good results of Zipf's strategy may be partially explained by the fact that agents who benefit from each other in almost the same extent, will rank each other in the same manner when following this strategy. Thus, the preference matrix is closer to "symmetric" and agents require less negotiation.
VIII. CONCLUSIONS
In this paper, we proposed a general framework for estimating the performance of a team of agents. A team is defined as a set of agents with different capabilities that may cooperate and interact with each other. Teams are partly self-organized and the working time of the agents is not completely scheduled. It means that during a task, different subgroups in which agents cooperate are built. The performance of the team is considered to be the sum of agent's individual contributions and subgroup contributions. In a subgroup, the capabilities of agents are increased under the influence of agents having the highest capabilities. We proposed a model to calculate the benefit of agents from the cooperation. Based on this model and according to a common strategy, agents define a preference matrix, which is a presentation of agents' desires for cooperation with other agents (Algorithm 1). In general, this matrix is not symmetric, which means there is no consensus among the agents about how much they are willing to cooperate with each other. A negotiation algorithm that resolves the conflicts between agents is presented (Algorithm 2). A series of simulation experiments is run to compare the performance of teams with different cooperation strategies. The results of these simulations show that a team in which the members cooperate according to the Zipf's law (principle of least effort) has the highest performance.
