In this article, we propose an algorithm, NESTA-LASSO, for the LASSO problem, i.e., an underdetermined linear least-squares problem with a 1-norm constraint on the solution. We prove under the assumption of the restricted isometry property (RIP) and a sparsity condition on the solution, that NESTA-LASSO is guaranteed to be almost always locally linearly convergent. As in the case of the algorithm NESTA, proposed by Becker, Bobin, and Candès, we rely on Nesterov's accelerated proximal gradient method, which takes O( √ 1/ε) iterations to come within ε > 0 of the optimal value. We introduce a modification to Nesterov's method that regularly updates the prox-center in a provably optimal manner. The aforementioned linear convergence is in part due to this modification. In the second part of this article, we attempt to solve the basis pursuit denoising (BPDN) problem (i.e., approximating the minimum 1-norm solution to an underdetermined least squares problem) by using NESTA-LASSO in conjunction with the Pareto root-finding method employed by van den Berg and Friedlander in their SPGL1 solver. The resulting algorithm is called PARNES. We provide numerical evidence to show that it is comparable to currently available solvers.
Introduction
We would like to find a solution to the sparsest recovery problem with noise min x 0 s.t.
Ax − b 2 ≤ σ.
Here, σ specifies the noise level, A is an m-by-n matrix with m n, and x 0 is the number of nonzero entries of x. This problem comes up in fields such as image processing [33] , seismics [24, 25] , astronomy [8] , and model selection in regression [16] . Since (1) is known to be ill-posed and NP-hard [21, 26] , various convex, l 1 -relaxed formulations are often used.
Relaxing the 0-norm in (1) gives the basis pursuit denoising (BPDN) problem
The special case of σ = 0 is the basis pursuit problem [12] . Two other commonly used l 1 -relaxations are the LASSO problem [34] LS(τ ) min Ax − b 2 s.t.
and the penalized least-squares problem
proposed by Chen et al. [12] . A large amount of work has been done to show that these formulations give an effective approximation of the solution to (1); see [11, 14, 35] . In fact, under certain conditions on the sparsity of the solution to (1), these formulations can exactly recover the solution whenever A satisfies the restricted isometry property (RIP).
There is a wide variety of algorithms which solve the BP(σ ), QP(λ) , and LS(τ ) problems. Refer to Section 5 for descriptions of some of the current algorithms. Our work has been motivated by the accuracy and speed of the recent solvers NESTA and SPGL1. In [27] , Nesterov presents an algorithm to minimize a smooth convex function over a convex set with an optimal convergence rate. An extension to the nonsmooth case is presented in [28] . NESTA solves the BP(σ ) problem using the nonsmooth version of Nesterov's work.
For appropriate parameter choices of σ, λ, and τ , the solutions of BP(σ ), QP(λ), and LS(τ ) coincide [37] . Although the exact dependence is usually hard to compute [37] , there are solution methods which exploit these relationships. The MATLAB solver SPGL1 is based on the Pareto root-finding method [37] which solves BP(σ ) by approximately solving a sequence of LS(τ ) problems. In SPGL1, the LS(τ ) problems are solved using a spectral projected-gradient (SPG) method.
While we are ultimately interested in solving the BPDN problem in (2), our main result is an algorithm for solving the LASSO problem (3) . Our algorithm, NESTA-LASSO (cf. Algorithm 3), essentially uses Nesterov's work to solve the LASSO problem. We introduce one improvement to Nesterov's original method, namely, we update the prox-center every K steps instead of fixing it throughout the algorithm. With this modification, we prove in Theorem 3 that NESTA-LASSO is guaranteed to be almost always locally linearly convergent for sufficiently large K, as long as the solution is s-sparse and A satisfies the restricted isometry property of order 2s. In fact, Theorem 3 also provides the choice for the optimal K.
Finally, we show that replacing the SPG method in the Pareto root-finding procedure, used in SPGL1, with our NESTA-LASSO method leads to an effective method for solving BP(σ ). We call this modification PARNES and compare its efficacy with the state-of-the-art solvers presented in Section 5.
Notation, terminology, and assumptions
In this paper, a vector is s-sparse if it has exactly s nonzero elements. We say that a vector is at least s-sparse if it has at most s nonzero elements. For a nonzero, s-sparse vector x ∈ R n , let I x be the set of indices of the nonzero coefficients of x, i.e. the support of x; x is the vector containing the nonzero elements of x. For an I ⊆ {1, . . . , n}, I c is the complement of I . Given a matrix A ∈ R m×n and I ⊆ {1, . . . , n}, A I is the submatrix of A containing the j -th columns of A where j ∈ I . Throughout the paper, we use MATLAB terminology to describe vectors and matrices. Thus, x[s : r] represents the subvector of x containing elements s to r. For a set S, let int(S) be the interior of S and ∂S be the boundary of S.
Throughout the paper, we make the blanket assumption that b ∈ range(A). That is, Ax − b = 0 is always possible. In many applications, A has full rank and therefore automatically satisfies this assumption; see [37] .
Organization of the paper
In Section 2, we present and describe the background of NESTA-LASSO. We show in Section 3 that, under some reasonable assumptions, NESTA-LASSO is almost always locally linearly convergent. In Section 4, we describe the Pareto root-finding procedure behind the BPDN solver SPGL1 and show how NESTA-LASSO can be used to solve a subproblem. Section 5 describes some of the available algorithms for solving BPDN and the equivalent QP(λ) problem. Lastly, in Section 6, we show in a series of numerical experiments that using NESTA-LASSO in SPGL1 to solve BPDN is comparable with current competitive solvers.
NESTA-LASSO
We present the main parts of our method to solve the LASSO problem. Our algorithm, NESTA-LASSO (cf. Algorithm 3), is an application of the accelerated proximal gradient algorithm of Nesterov [27] outlined in Section 2.1. Additionally, we have a prox-center update improving convergence which we describe in Section 3. In each iteration, we use the fast l 1 -projector of Duchi et al. [15] given in Section 2.3.
Nesterov's algorithm
Let Q ⊆ R n be a convex closed set. Let f : Q → R be smooth, convex and, Lipschitz differentiable with L as the Lipschitz constant of its gradient, i.e.
Nesterov's accelerated proximal gradient algorithm iteratively defines a sequence x k as a judiciously chosen convex combination of two other sequences y k and z k , which are in turn solutions to two quadratic optimization problems on Q. The sequence z k involves a strongly convex prox-function, d(x), which satisfies
For simplicity, we have chosen the right-hand side of (5) with α = 1 as our proxfunction throughout this paper. The c in the prox-function is called the prox-center.
With this prox-function, we have:
Nesterov showed that if x * is the optimal solution to min x∈Q f (x), then the iterates defined above satisfy
An implication is that the algorithm requires O( √ L/ε) iterations to bring f (y k ) to within ε > 0 of the optimal value.
Algorithm 1 Accelerated proximal gradient method for convex minimization
compute f (x k ) and ∇f (x k ); 4:
k+3 y k ; 7: end for In [28] , Nesterov extends his work to minimize nonsmooth convex functions f . Nesterov shows that one can obtain the minimum by applying his algorithm for smooth minimization to a smooth approximation f μ of f . Since ∇f μ is shown to have Lipschitz constant L μ = 1/μ, if μ is chosen to be proportional to ε, it takes O 1 ε iterations to bring f (x k ) within ε of the optimal value. The recent algorithm NESTA solves BP(σ ) using Nesterov's algorithm for nonsmooth minimization. Our algorithm, NESTA-LASSO, solves LS(τ ) using Nesterov's smooth minimization algorithm. In [29] , Nesterov suggests an algorithm for minimizing composite functions which has a complexity of O( 1 1/2 ). We are motivated by the accuracy and speed of NESTA, and the fact that the smooth version of Nesterov's algorithm has a faster convergence rate than the nonsmooth version.
2.2 NESTA-LASSO-K: an accelerated proximal gradient algorithm for LASSO We apply Nesterov's accelerated proximal gradient method, Algorithm 1, to the LASSO problem LS(τ ). We make one slight improvement to Algorithm 1. Namely, we update our prox-centers every K steps (cf. Algorithm 2); that is, Algorithm 1 is restarted every K iterations with a new prox-center. We will see that this leads to local linear convergence under a suitable application of RIP (see Corollary 1 for details). In fact, we show in Section 3 that the prox-centers may be updated in an optimal fashion (cf. Algorithm 3).
In our case, f =
, and Q is the 1-norm ball x 1 ≤ τ . The initial point x 0 is used as the prox-center c. To compute the iterate y k , we have
where proj 1 (v, τ ) returns the projection of the vector v onto the 1-norm ball of radius τ . By similar reasoning, computing z k can be shown to be equivalent to computing
In each iteration, we use the fast l 1 -projector proj 1 described in the next section. In NESTA-LASSO-K, Nesterov's method is restarted every K steps with the new prox-center proj 1 (y iK − ∇f (y iK )/L, τ ). Here, y iK−1 is the K-th iterate of Nesterov's method after the i-th prox-center change; see Algorithm 2. In NESTA-LASSO, Nesterov's method is restarted in the same manner, except K is chosen in an optimal way. Algorithms 2 and 3 are stopped when the duality gap η k is sufficiently small. Algorithm 2 NESTA-LASSO-K algorithm with prox-center updates every K steps Input: initial point x 0 , LASSO parameter τ , tolerance η, steps to update K Output:
g k = −A r k ; 10:
end for 12:
end if 16: end for Algorithm 3 NESTA-LASSO algorithm with optimal prox-center updates Input: initial point x 0 , LASSO parameter τ , tolerance η.
end if 7:
end for 15: The projection of an n-vector, d, onto the 1-norm ball, x 1 ≤ τ , is the solution to the minimization problem
Letd be a reordering of d with |d 1 | ≥ ... ≥ |d n |. Then a = proj 1 (d, τ ) , is given by
where k is the largest index such that η ≤ |d k |. See [15] , by Duchi et al., and [37] for fast algorithms to compute a. Such algorithms cost O(n log n) in the worst case but have been shown experimentally to cost much less [37] . The results in [36] imply the two calls to proj 1 in the inner loop of NESTA-LASSO can be reduced to one call, but due to the low cost of proj 1 , we do not make this modification.
Local linear convergence and optimality
Under reasonable assumptions on the matrix A and the solution x * of the LASSO problem, we prove that NESTA-LASSO-K almost always has a local linear convergence rate for large enough K. We also show that we can update the prox-centers c in a provably optimal way (NESTA-LASSO). Let y k be the k-th iterate of Nesterov's accelerated proximal gradient method when minimizing a function f . Recall,
where L is the Lipschitz constant for ∇f and c is the prox-center [27, 28] . In our case,
where A ∈ R m×n with m < n. We will assume that A satisfies the restricted isometry property (RIP) of order 2s as described in [9, 10] . Namely, there exists a constant δ 2s ∈ (0, 1) such that
whenever x 0 ≤ 2s. Since the RIP helps ensure that the solution to (1) is closely approximated by the solution to (2) [9] , and we are ultimately interested in solving (2), this is a reasonable assumption. Moreover, since we hope to recover the sparse solution to the solution to (1), we assume that the solution x * to the LASSO problem is s-sparse. We plan to analyze the approximately sparse case for future work.
Under these assumptions, the LASSO problem has a unique solution (see Theorem 5 in [30] ). Since the 1-norm ball is compact, the sequence of y k 's converges to the solution x * .
Lemma 1 If A satisfies the restricted isometry property (RIP) of order 2s
, and the optimal solution x * is s-sparse, then the sequence of y k 's converges to x * .
Almost sure sparsity of Nesterov's method
We first state and prove the following results before proving our main results, i.e. the local linear convergence of NESTA-LASSO-K and the optimality of NESTA-LASSO. In particular, we show that under certain assumptions on the LASSO problem, the solution is almost always non-degenerate (see Proposition 11) , and the iterates of Algorithm 1 are almost always eventually s-sparse. Our first lemma describes when the image of proj 1 is s-sparse.
For d ∈ R n , recall from Section 2.3 that ifd is a reordering of d with
where k is the largest index such that η ≤ |d k |. For each i ∈ {1, . . . , n}, define
The η i 's satisfy the following property which is used in the proof of our next lemma.
Proof Assume, without loss of generality, that
; thus, we can repeatedly apply this argument to show that η i ≤ η k for any i < k. A similar argument shows that η i ≤ η k for any i > k.
Given a nonempty I ⊆ {1, . . . , n} with |I | = s and τ > 0, if s < n, define the set
The following lemma shows that proj 1 sends vectors in C I,τ to vectors that are at least s-sparse.
Let r ≤ s be the largest index such that
. By (10),
which implies,
The last equality holds since we assumed that r is the largest index such that r ≤ s and
The next few lemmas involve the LASSO problem. First note the following LASSO optimality conditions (see e.g. [19] and [20] ).
Proposition 1 (LASSO optimality conditions)
For an x * ∈ R n , let I = I x * . Then x * is the optimal solution to the LASSO problem if and only if the gradient, −∇f (
for some γ ≥ 0. The following lemma relates non-denerate LASSO solutions x * to the previously defined set int(C I x * ,τ ).
Lemma 3 If x * is a non-degenerate solution with
Proof By (11) and (12), for any j / ∈ I , we have
The third equation on the right holds since we must have x * 1 = τ . If not, then we must have Ax * − b = 0 which is only possible when x * is a degenerate solution.
We now prove that under our assumptions on the LASSO problem, the gradient at the optimal solution will almost always lie in a desirable direction. In other words, we have the following result. We show that T 1 has Lebesgue measure zero and T 2 has nonzero Lebesgue measure. By the RIP, A I has full rank since
for all nonzero x ∈ R s . Thus, A I A I is invertible, and if x * is the solution to
If S := {x ∈ R (n−s) : |x| ≤ 1} with boundary ∂S and interior int(S), then
Each component function of g w involves exactly one row of the variables in A I c , and g w is the composition of matrix inversion and basic matrix operations. Thus, g w is a smooth map of constant rank (n − s) on the open set U \ g −1 w (0). An application of Theorem 1 of [32] shows that g −1 w (∂S) has measure zero. Hence, T 1 has Lebesgue measure zero.
To see that T 2 has nonzero measure, note that T 2 is the set of (A I , A I c , b, γ ) ∈ U such that A satisfies the RIP of order 2s intersected with
Using the triangle inequality, it is easy to see that the former set is open since , I ) is nonempty, it must be that T 2 is nonempty and therefore, has nonzero measure. This argument is easily extended for any I ⊆ {1, . . . , n}. Since there are a finite number of I 's and a finite union of measure zero sets has measure zero, our lemma holds.
Let y k be the k-th iterate of Nesterov's accelerated proximal gradient method applied to the LASSO problem. The previous results allow us to make the following conclusion regarding the sparsity of y k .
Theorem 2 Suppose
A satisfies the restricted isometry property (RIP) of order 2s, and the optimal solution x * is s-sparse. The iterates y k are almost always eventually s-sparse.
Proof By Lemma 1, the sequence {y k } converges to the optimal solution x * . Since
Theorem 1 says that x * is almost always non-degenerate, in which case, by Lemma 3, x * − ∇f (x * )/L ∈ int(C I x * ,τ ), where int(C I x * ,τ ) is the interior of C I x * ,τ . Thus, if x * is non-degenerate, there exists an N such that for k ≥ N ,
Local linear convergence of NESTA-LASSO
We now show that NESTA-LASSO-K, Algorithm 2, is almost always locally linearly convergent under certain assumptions. First we give some motivation for why we update the prox-centers in NESTA-LASSO-K.
Consider applying Nesterov's accelerated proximal gradient method, Algorithm 1, to the LASSO problem. Suppose A satisfies the restricted isometry property (RIP) of order 2s and the optimal solution x * is s-sparse. As seen in Theorem 2, the iterates y k are almost always eventually s-sparse. Thus, it is reasonable to assume that y k is s-sparse.
Let δ = 1 − δ 2s where δ 2s is the RIP constant of A. We have
To see the first inequality, let y = x * +τ (y k −x * ) for τ ∈ [0, 1]. Due to the convexity of the 1-norm ball, y is feasible. Since x * is the minimum, for any τ ∈ [0, 1],
The second inequality follows from (8) since the vector y k − x * has at most 2s nonzeros. Then from (7), we have
Putting everything together gives
The above relation and (7) suggest that when solving the LASSO problem, we can speed up Algorithm 1 by updating the prox-center, c, every K steps. With our assumptions, we prove in the first part of following theorem that for every K > L δ , restarting Algorithm 1 every K steps with the new prox-center, proj 1 (y k − ∇f (y k )/L, τ ), is locally linearly convergent. In the second part of Theorem 3, we prove that there is an optimal number of such steps.
In the following, allow the iterates to be represented by y jk where j is the number of times the prox-center has been changed (the outer iteration) and k is number of iterations after the last prox-center change (the inner iteration). 
Theorem 3 Suppose
where e is the base of the natural logarithm. Moreover, for each j ,
. By continuity, we may choose an > 0 such that
To see that β > 0 exists, suppose for a contradiction that ∀ n, ∃ x n with x n 1 ≤ τ where f (x n ) − f (x * ) < 1/n but x n − x * 2 ≥ . Since the 1-norm ball is compact, there is a subsequence {x n k } of {x n } converging to some x . By continuity, f (x n k ) converges to f (x ). As mentioned right before the statement of Lemma 1, x * is a unique minimum. Thus, f (x ) = f (x * ) contradicting the assumption that f (x n ) converges to f (x * ). We now show that Algorithm 2 is linearly convergent if the initial prox-center p 0 is close enough to x * .
and so y 1K − x * < . By Lemma 2,
is s-sparse, and by (13),
Note that p 1 is the result of a step of the projected gradient method, i.e. x k+1 = proj 1 (x k − ∇f (x k )/L, τ ). Since this method is monotonically decreasing (see [41] for a proof),
Combining (16) and (17) with (7), gives
Since we assume that K > L δ , we have p 1 − x * 2 < β/L. Thus, the above arguments can be repeatedly applied to show that for any j ,
(ii) First observe that (18) implies
This relation allows us to choose K to minimize the product j · K. Since
taking derivative of the expression on the right shows that j · K is minimized when
where e is the base of the natural logarithm. The total number of iterations will then be
Theorem 1 implies that we almost always have local linear convergence: In our experiments, there are some cases where updating the prox-center will eventually cause the duality gap to jump to a higher value than the previous iteration. This can cause the algorithm to run for more iterations than necessary. A check is added to prevent the prox-center from being updated if it no longer helps.
Corollary 1 If A satisfies the restricted isometry property of order 2s and the solution x * is s-sparse, Algorithm 2 is almost always locally linearly convergent for any
In Table 1 , we give some results showing that updating the prox-center is effective when using NESTA-LASSO to solve the LASSO problem.
PARNES
In applications where the noise level of the problem is approximately known, it is preferable to solve BP(σ ). The Pareto root-finding method used by van den Berg and Friedlander [37] interprets BP(σ ) as finding the root of a single-variable nonlinear equation whose graph is called the Pareto curve. Their implementation of this approach is called SPGL1. In SPGL1, an inexact version of Newton's method is used to find the root, and at each iteration, an approximate solution to the LASSO problem, LS(τ ), is found using an SPG approach. Refer to [13] for more information on the inexact Newton method. In Section 6, we show experimentally that using NESTA-LASSO in place of the SPG approach for solving the LS(τ ) subproblems can lead to improved results. We call this version of the Pareto root-finding method, PARNES. The pseudocode of PARNES is given in Algorithm 4.
Pareto curve
Suppose A and b are given, with 0 = b ∈ range(A). The points on the Pareto curve are given by (τ, ϕ(τ )) where ϕ(τ ) = Ax τ − b 2 , τ = x τ 1 , and x τ solves LS(τ ). The Pareto curve gives the optimal trade-off between the 2-norm of the residual and 1-norm of the solution to LS(τ ). It can also be shown that the Pareto curve also characterizes the optimal trade-off between the 2-norm of the residual and 1-norm of the solution to BP(σ ). Refer to [37] for a more detailed explanation of these properties of the Pareto curve. An example of a Pareto curve is shown in Fig. 1 .
Let τ BP be the optimal objective value of BP(0). The Pareto curve is restricted to the interval τ ∈ [0, τ BP ] with ϕ(0) = b 2 > 0 and ϕ(τ BP ) = 0. The following theorem, proven by van den Berg and Friedlander, shows that the Pareto curve is convex, 
Root finding
Since the Pareto curve characterizes the optimal trade-off for both BP(σ ) and LS(τ ), solving BP(σ ) for a fixed σ can be interpreted as finding a root of the non-linear equation ϕ(τ ) = σ . The iterations consist of finding the solution to LS(τ ) for a sequence of parameters τ k → τ σ where τ σ is the optimal objective value of BP(σ ).
Applying Newton's method to ϕ gives
Since ϕ is convex, strictly decreasing and continuously differentiable, τ k → τ σ superlinearly for all initial values τ 0 ∈ (0, τ BP ) (see Proposition 1.4.1 in [6] ). By Proposition 2, ϕ(τ k ) is the optimal value to LS(τ k ) and ϕ (τ k ) is the dual solution to LS(τ k ). Since evaluating ϕ(τ k ) involves solving a potentially large optimization problem, an inexact Newton method is carried out with approximations of ϕ(τ k ) and ϕ (τ k ).
Let y τ and λ τ be the approximations of the y τ and λ τ defined in Proposition 2. The duality gap at each iteration is given by
The following convergence result has been proven by van den Berg and Friedlander. 
where ζ k → 0 and γ 1 is a positive constant.
Solving the LASSO problem
Approximating ϕ(τ k ) and ϕ (τ k ) require approximately minimizing LS(τ ). The solver SPGL1 uses a spectral projected-gradient (SPG) algorithm. T he method follows the algorithm by Birgin et al. [7] and is shown to be globally convergent. The costs include evaluating Ax, A r, and a projection onto the 1-norm ball x 1 ≤ τ . In PARNES, we replace this SPG algorithm with our algorithm, NESTA-LASSO (cf. Algorithm 3).
Algorithm 4 PARNES: Pareto curve method with NESTA-LASSO
Input: initial point x 0 , BPDN parameter σ , tolerance η.
ϕ k+1 = r k+1 2 ; 7:
return x σ = x k+1 ; 10:
end if 11: end for
Other solution techniques and tools
In the our numerical experiments, we compare PARNES with other state-of-the-art methods. The algorithms we test and their experimental details are described below. Note that the algorithms either solve BP(σ ) or QP(λ).
5.1 NESTA [5] NESTA is used to solve BP(σ ). Its code is available at http://www.acm.caltech.edu/ ∼nestanesta. The parameters for NESTA are set to be
where x 0 is the initial guess and μ is the smoothing parameter for the 1-norm function in BP(σ ).
Continuation techniques are used to speed up NESTA in [5] . Such techniques are useful when it is observed that a problem involving some parameter λ is faster for large λ, [22, 31] . Thus, the idea of continuation is to solve a sequence of problems for decreasing values of λ. In the case of NESTA, it is observed that convergence is faster for larger values of μ. When continuation is used in the experiments, there are four continuation steps with μ 0 = x 0 ∞ and μ t = (μ/μ 0 ) t/4 μ 0 for t = 1, 2, 3, 4.
5.2 GPSR: gradient projection for sparse reconstruction [17] GPSR is used to solve the penalized least-squares problem QP(λ). The code is available at http://www.lx.it.pt/ ∼ mtf/GPSR. The problem is first recast as a boundconstrained quadratic program (BCQP) by using a standard change of variables on x.
Here, x = u 1 − u 2 , and the variables are now given by [u 1 , u 2 ] where the entries are positive. The new problem is then solved using a gradient projection (GP) algorithm. The parameters are set to the default values in the following experiments.
A version of GPSR with continuation is also tested. The number of continuation steps is 40, the variable TOLERANCEA is set to 10 −3 , and the variable MINITERA is set to 1. All other parameters are set to their default values.
5.3 SPARSA: sparse reconstruction by separable approximation [18] SPARSA is used to minimize functions of the form φ(x) = f (x) + λc(x) where f is smooth and c is non-smooth and non-convex. The QP(λ) problem is a special case of functions of this form. The code for SPARSA is available at http://www.lx.it.pt/∼mtf/ SpaRSA.
In a sense, SPARSA is an iterative shrinkage/thresholding algorithm. Utilizing continuation and a Brazilai-Borwein heuristic [3] to find step sizes, the speed of the algorithm can be increased. The number of continuation steps is set to 40 and the variable MINITERA is set to 1. All remaining variables are set to their default values.
5.4 SPGL1 [37] and SPARCO [38] SPGL1 is available at http://www.cs.ubc.ca/labs/scl/spgl1. The parameters for our numerical experiments are set to their default values.
Due to the vast number of available and upcoming algorithms for sparse reconstruction, the authors of SPGL1 and others have created SPARCO [38] . In SPARCO, they provide a much needed testing framework for benchmarking algorithms. It consists of a large collection of imaging, compressed sensing, and geophysics problems. Moreover, it includes a library of standard operators which can be used to create new test problems. SPARCO is implemented in MATLAB and was originally created to test SPGL1. The toolbox is available at http://www.cs.ubc.ca/labs/scl/sparco. 5.5 FISTA: fast iterative soft-thresholding algorithm [4] FISTA solves QP(λ). It can be thought of as a simplified version of the Nesterov algorithm in Section 2.1 since it involves two sequences of iterates instead of three. In Section 4.2 of [5] , FISTA is shown to give very accurate solutions provided enough iterations are taken. Due to its ease of use and accuracy, FISTA is used to compute reference solutions in [5] and in this paper. The code for FISTA can be found in the NESTA experiments code at http://www.acm.caltech.edu/ ∼ nesta.
5.6 FPC: fixed point continuation [22, 23] FPC solves the general problem min x x 1 + λf (x) where f (x) is differentiable and convex. The special case with f (x) = FPC is equivalent to iterative soft-thresholding. The approach is based on the observation that the solution solves a fixed-point equation x = F (x) where the operator F is a composition of a gradient descent-like operator and a shrinkage operator. It can be shown that the algorithm has q-linear convergence and also, finiteconvergence for some components of the solution. Since the parameter λ affects the speed of convergence, continuation techniques are used to slowly decrease λ for faster convergence. A more recent version of FPC, FPC-BB, uses Brazilai-Borwein steps to speed up convergence. Both versions of FPC are tested with their default parameters.
5.7 FPC-AS: fixed-point continuation and active set [39] FPC-AS is an extension of FPC into a two-stage algorithm which solves QP(λ). The code can be found at http://www.caam.rice.edu/ ∼ optimization/L1/fpc. It has been shown in [22] that applying the shrinkage operator a finite number of times yields the support and signs of the optimal solution. Thus, the first stage of FPC-AS involves applying the shrinkage operator until an active set is determined. In the second stage, the objective function is restricted to the active set and x 1 is replaced by c T x where c is the vector of signs of the active set. The constraint c i · x i > 0 is also added. Since the objective function is now smooth, many available methods can now be used to solve the problem. In the following tests, the solvers L-BFGS and conjugate gradients, CG (referred to as FPC-AS (CG)), are used. Continuation methods are used to decrease λ to increase speed. For experiments involving approximately sparse signals, the parameter controlling the estimated number of nonzeros is set to n, and the maximum number of subspace iterations is set to 10. The other parameters are set to their default values. All other experiments were tested with the default parameters.
Bregman iteration [40]
The Bregman Iterative algorithm consists of solving a sequence of QP(λ) problems for a fixed λ and updated observation vectors b. Each QP(λ) is solved using the Brazilai-Borwein version of FPC. Typically, very few (around four) outer iterations are needed. Code for the Bregman algorithm can be found at http://www.caam.rice. edu/∼optimization/L1/2006/10/bregman-iterative-algorithms-for.html. All parameters are set to their default values.
5.9 C-SALSA [1, 2] This state-of-the-art method solves BP(σ ) and has been shown to be competitive with SPGL1 and NESTA. The method solves the general constrained optimization problem
First, the method transforms the problem into an unconstrained problem which is then transformed into a different constrained problem and then solved with an augmented Lagrangian scheme.
The algorithm requires a method to compute the inverse of (A A + αI ) with α > 0 and an efficient method for computing the denoising operator associated with φ. We have hand-tuned the parameters μ 1 and μ 2 for optimal performance. The code for C-SALSA can be found at http://cascais.lx.it.pt/ ∼ mafonso/salsa.html.
Numerical results
In the NESTA paper [5] extensive experiments are carried out, comparing the effectiveness of the state-of-the-art sparse reconstruction algorithms described in Section 5. The code used to run these experiments is available at http://www.acm. caltech.edu/∼nesta. We have modified this NESTA experiment infrastructure to include PARNES and C-SALSA, and we repeat some of the tests in [5] using the same experimental standards and parameters. Refer to the [5] for a detailed description of the experiments.
One difficulty that arises in carrying out such broad experiments is that some of the algorithms solve QP(λ) whereas others solve BP(σ ). Comparing the algorithms thus requires a way of finding a (σ, λ) pair for which the solutions of QP(λ) and BP(σ ) coincide. The NESTA experiments utilize a two-step procedure. Given the noise level , the authors choose σ 0 := m + 2 √ 2m , and then use SPGL1 to solve the corresponding BP(σ 0 ) problem. The SPGL1 dual solution then provides an estimate of the corresponding λ. In practice, the computation of λ is not very stable, and so a second step is performed in which FISTA is used to compute a σ corresponding to λ using a very high accuracy of around 10 −14 .
The highly accurate solution computed by FISTA is used to determine the accuracy of the solutions computed by the other solvers. Section 4.2 of [5] shows that this is reasonable since FISTA gives very accurate solutions provided that enough iterations are taken. For each test, FISTA is ran twice. In the first run, FISTA is ran with no limit on the number of iterations until the relative change in the function value is less than 10 −14 . This solution is used to determine the accuracy of the computed solutions. The results recorded for FISTA are from running FISTA a second time with either stopping criterion (19) or (20) .
Since the different algorithms utilize different stopping criteria, to maintain fairness, the codes have been modified to allow for two new stopping criteria. Intuitively, the algorithms are run until they achieve a solution at least as accurate as the one obtained by NESTA. In [5] , NESTA (with continuation) is used to compute a solution x NES . Letx k be the k-th iteration in the algorithm being tested. The stopping criteria used are:
and
The rationale for having two stopping criteria is to reduce any potential bias arising from the fact that some algorithms solve QP(λ), for which (20) is the most natural, while others solve BP(σ ), for which (19) is the most natural. It is evident from the tables below that there is not a significant difference between using (19) and (20) . For each test, the number of calls to A and A (N A ) is recorded, and the algorithms are said to have not converged (DNC) if the number of calls exceeds 20,000.
In Tables 3 and 4 , we repeat the experiments done in Tables 5.1 The dynamic range d is a measure of the ratio between the largest and smallest magnitudes of the non-zero coefficients of the unknown signal. Problems with a high dynamic range occur often in applications. In these cases, high accuracy becomes important since one must be able to detect and recover low-power signals with small amplitudes which may be obscured by high-power signals with large amplitudes. Table 2 compares the accuracy of the different solvers when used to calculate the results in the last column of Table 3 . As this corresponds to a very high dynamic range (100 dB), one hopes to obtain very accurate results. Although FISTA produces the most accurate results ( x − x * 1 / x * 1 = 3.63 · 10 −4 ), with at least twice the accuracy of the other solvers, it requires the over 10,000 calls to A and A . In contrast, PARNES only requires 632 function calls to reach a relative accuracy of x − x * 1 / x * 1 = 6.93 · 10 −4 . The solvers FPC-AS and FPC-AS (CG) do well and only require around 300 iterations to reach a relative accuracy of around 6.93 · 10 −4 . The remaining algorithms reach relative accuracies of around 8 · 10 −4 or more, and GSPR does not converge. Without continuation, NESTA only achieves a relative accuracy of 4.12 · 10 −3 after 15,227 function calls. However, NESTA with continuation does much better and reaches a relative accuracy of 8.12 · 10 −4 after 787 function calls. Table 2 Comparison of accuracy using experiments from Table 3 Methods Dynamic range 100 dB, σ = 0.100, μ = 0.020, sparsity level s = m/5. Stopping rule is (19) In Tables 3 and 4 , the same experiment is ran for the two stopping criteria. Since there is no notable difference between the two sets of results, we only analyze Table 3 . Here, FPC-AS and FPC-AS (CG) perform the best for large values of d, and the number of function calls ranges from 200 to 375 for all values of the dynamic range. In these cases, we see a relatively small increase in N A as d increases from 20 dB to 100 dB. Our method, PARNES, and SPGL1 generally perform well and do particularly well for In applications, the signal to be recovered is often approximately sparse rather than exactly sparse. Again, high accuracy is important when solving these problems. The last two tables, Tables 5 and 6, replicate Tables 5.3 wavelet coefficients of a 512 × 512 image. The measurement vector b consists of m = n/8 = 512 2 /8 = 32,768 random discrete cosine measurements, and the noise level is set to have a variance of 1 in Table 5 and 0.1 in Table 6 . For more specific details, refer to [5] . We have seen that NESTA + CT, SPARSA, SPGL1, PARNES, and both versions of FPC-AS perform well in the case of exactly sparse signals for all values of the dynamic range. However, in the case of approximately sparse signals, SPARSA and all versions of FPC no longer converge in under 20,000 function calls. In Table 5 , PARNES, SPGL1, and C-SALSA perform well, with PARNES and C-SALSA taking around 650 function calls for some runs (compare to NESTA + CT which takes at least 3,000 iterations). These algorithms also perform the best in Table 6 , and most other algorithms no longer converge in under 10,000 function calls.
Choice of parameters
As Tseng observed, accelerated proximal gradient algorithms will converge so long as the condition given as (45) in [36] is satisfied. In our case this translates into 
upon setting γ k = 1 and
in (45) in [36] . In other words, the value of L need not necessarily be fixed at the Lipschitz constant of ∇f but may be decreased, and decreasing L has the same effect as increasing the stepsize. Tseng suggests to decrease L adaptively by a constant factor until (45) is violated, then backtrack and repeat the iteration (cf. Note 6 in [36] ). For simplicity, and very likely at the expense of speed, we do not change our L adaptively in PARNES and NESTA-LASSO. Instead, we choose a small fixed L by trying a few different values so that (21) is satisfied for all k and likewise for the tolerance η in Algorithm 3. However, even with this crude way of selecting L and η, the results obtained are still rather encouraging.
Conclusions
As seen in the numerical results, SPGL1 and NESTA are among some of the top performing solvers available for basis pursuit denoising problems. We have therefore made use of Nesterov's accelerated proximal gradient method in our algorithm NESTA-LASSO and shown that updating the prox-center leads to improved results. Through our experiments, we have shown that using NESTA-LASSO in the Pareto root-finding method leads to results comparable to those of currently available state-of-the-art methods. Moreover, PARNES performs consistently well in all our experiments.
