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Abstract
The integration of transcriptional regulatory and metabolic networks is a crucial step in the process of
predicting metabolic behaviors that emerge from either genetic or environmental changes. Here, we
present a guide to PROM (probabilistic regulation of metabolism), an automated method for the construc-
tion and simulation of integrated metabolic and transcriptional regulatory networks that enables large-scale
phenotypic predictions for a wide range of model organisms.
Key words: Systems biology, Metabolic networks, Transcriptional regulatory networks, Constraint-
based modeling, Probabilistic regulation of metabolism, Microarray data
1. Introduction
In systems biology, we study the complexity of biological systems
and try to comprehend and predict the way that the components of
these systems interact. In the last two decades, advances in high-
throughput experimental techniques and bioinformatics methodol-
ogies have produced an abundance of biological information. The
successful management, integration, and utilization of these data
are critical to enable systems biology approaches. One of the most
fundamental processes necessary for life is metabolism, from which
the cell harnesses energy from its food and builds the components
necessary for growth and reproduction. Metabolism plays a central
role in the functioning of an organism and is arguably the best
understood cellular process. Therefore, systems biologists have
taken an early interest in metabolic networks, their behavior, and
their regulation.
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Metabolic networks display complicated structures and inter-
actions, leading to nonlinear dynamic behaviors (1–3). The size and
complexity of metabolic networks often limit our ability to test and
analyze metabolism using more traditional simulation methods
such as reaction kinetics, where the mechanisms or reactions and
their regulation are modeled individually and in detail. Constraint-
based modeling (4, 5) allows us to overcome such problems,
because the only requirement is knowledge of the stoichiometry
of the system in order to be able to accurately simulate the potential
metabolic behavior of an organism. Over the years, a number of
stoichiometry-based methodologies have been developed, with the
most commonly used being flux balance analysis (FBA) (6). FBA
identifies the optimal flux pattern of a network that would allow the
system to achieve a particular objective, typically the maximization
of biomass production.
FBA is a powerful method for predicting system behavior, but
one of its drawbacks is that it ignores the often important effect of
regulation. Metabolic networks are tightly controlled, in part, by
intricate transcriptional networks – further increasing the complex-
ity of the system. Being able to model this transcriptional regulation
allows us to interpret the effect of mutations and environmental
perturbations on functional metabolism, which in turn opens up
the possibility of diagnosing metabolic disorders and identifying
new drug targets.
In this chapter, we give an overview of PROM (probabilistic
regulation of metabolism) (7), a method that utilizes probabilities
to denote gene states and interactions between genes and transcrip-
tion factors in order to enable straightforward integration of tran-
scriptional and metabolic networks for modeling purposes. In the
past, there have been relatively few efforts focused on the integra-
tion of metabolic and transcriptional regulatory networks (8, 9).
PROM has shown improved results compared to previous
approaches to integrate metabolism and transcriptional regulation
such as regulatory FBA (RFBA) (8, 10) in studies published so far.
Another benefit of PROM is that it estimates regulatory strengths
automatically from high-throughput data, as opposed to the labo-
rious manual process RFBA models are based on. Because PROM
networks can be learned from high-throughput data, these models
can be comprehensive, in contrast to the manually curated
approaches that require extensive literature surveys. In addition,
RFBA relies on Boolean logic, which has the drawback of only
allowing two states for the regulated reactions: either fully active
or completely inactive. PROM introduces probabilistic, soft con-
straints that can be automatically quantified from microarray data,
thereby overcoming the limitations of RFBA (7).
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2. Analysis Tools
2.1. Flux Balance
Analysis
Mathematically, FBA is framed as a linear programming problem:
FBA Formulation
Maximize
Z ¼ cj vj (1)
subject to
X
j
Sij  vj ¼ 0 8 i (2)
vLj  vj  vUj 8 j ; (3)
where i indexes the set of metabolites, j indexes the set of reactions
in the network, Sij is the stoichiometric matrix, cj is a vector that
specifies which flux is being optimized (typically this is used for the
maximization of growth), and vj is the flux of reaction j. The
objective function (1) is maximized over all possible steady-state
fluxes satisfying certain stoichiometric constraints (2). In genome-
scale metabolic models of microbial systems, a biomass-producing
reaction is usually defined and used as the objective function. Upper
and lower bounds are placed on the individual fluxes (vU and vL ,
respectively) (3). For irreversible reactions, vL ¼ 0. Specific
bounds, based on enzyme capacity measurements or thermody-
namic considerations, can be imposed on reactions; in the absence
of any information, these rates are generally left unconstrained, i.e.,
vU ¼ 1 and vL ¼ 1 for reversible reactions. To avoid
unbounded solutions, i.e., Z reaching infinity, one rate (the input
flux; typically the influx of glucose) needs to be fixed to a specific
value, and all fluxes should be viewed as relative to the input flux.
2.2. Flux Variability
Analysis
Flux variability analysis (FVA) (11) is used to determine the range
of allowable fluxes in the optimal solutions of a constraint-based
analysis problem. Using FVA, we can determine the minimum and
maximum possible flux through a reaction for a given optimal
growth rate. After solving the FBA formulation above and identify-
ing the optimal growth rate vg , the following algorithm is used to
determine the variability of fluxes in the network:
FVA Algorithm
For r ¼ 1 to R
Minimize
Z ¼ vr (4)
subject to
vgrowth  vg (5)
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Xj
Sij  vj ¼ 0 8 i (6)
vLj  vj  vUj 8 j (7)
then
maximize
Z ¼ vr (8)
subject to (5), (6), (7)
end,
where R is the total number of reactions j in the reconstructed
network.
2.3. Kolmogorov–
Smirnov Test
The Kolmogorov–Smirnov test (12) is a nonparametric test for the
equality of continuous, one-dimensional probability distributions
that can be used to compare a sample with a reference probability
distribution or to compare two separate samples. The Kolmogor-
ov–Smirnov test is used to check how much two of our expression
profiles (described in themethods section) differ when compared to
each other. The null hypothesis is that the two datasets are from the
same distribution, whereas the alternative hypothesis is that they are
fromdifferent continuous distributions. TheKolmogorov–Smirnov
test has the advantage of making no assumption about the distribu-
tion of data. The method is used to select only those pairs of
transcription factors and targets for which the target’s expression
changes significantly with respect to the transcription factor state.
3. Methods
In order to build an integrated model of a metabolic and transcrip-
tional regulatory network for an organism (see Note 1 and Fig. 1),
the following components are needed:
1. The genome-scale reconstruction of the metabolic network of the
organism (13). The creation of metabolic reconstructions is
often a laborious, painstaking process. Researchers either manu-
ally collect the necessary stoichiometric information from the
literature, or the network is downloaded from organism-specific
databases when available, with subsequent annotation and
improvement of the data to make the model functional and in
agreement with experimental data. Over the last 10 years, the
metabolic network reconstructions of several organisms have
been published and are publicly accessible. The simulation of
the metabolic network within the PROMmethod is performed
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using FBA subject to additional constraints and a penalty func-
tion (described below) (Subheading 2.1).
2. A regulatory network structure, which consists of a list of tran-
scription factors, the targets of these transcription factors, and
their interactions (14). These transcriptional regulatory net-
works have generally been constructed based on high-
throughput protein–DNA interaction data and/or statistical
inference of functional relationships from genomic and tran-
scriptomic data (15–19).
3. A collection of gene expression data measured under different
conditions, which will allow the observation of various phenotypes
for the organism under study. Ideally, the microarray data that
are chosen represent a diverse number of conditions under
which gene expression has been measured (see Note 2).
For the purpose of constructing the integrated metabolic– reg-
ulatory network, it is important that the PROM method takes
advantage of the abundance of high-throughput data that is cur-
rently available for most organisms. From these data, the transcrip-
tional regulatory network of the organism can be quantified
statistically, similar to the probabilistic Boolean networks of Shmu-
levich et al. (20). From the gene expression data that are available for
the organism in question, only those that involve the expression
of metabolic genes are retained (see Note 3). The data are then
normalized and screened for false positives using the Kolmogorov–
Smirnov statistic (Subheading 2.3), and only significant interac-
tions, defined by P < 0.05, are kept in the model.
Fig. 1. The PROM method.
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PROM introduces probabilities to represent gene states and
interactions between a gene and a transcription factor. For example,
the probability of gene A being active when the regulating tran-
scription factor B is not active is represented by P(A ¼ 1|B ¼ 0),
whereas the probability of both gene and transcription factor being
active by P(A ¼ 1|B ¼ 1) (see Note 3). Information from the
microarray data is then used to assign values to the relationship
between transcription factor and target gene. To determine the
relationship between a transcription factor and its target, we first
binarize the data to represent either an ON or OFF state for all the
genes. We can then model the relationship between the transcrip-
tion factor and the target based on the following formula:
P A ¼ 1jB ¼ 0ð Þ ¼ N ðA ¼ 1jB ¼ 0Þ
N ðB ¼ 0Þ (9)
whereN is the number of times the event is observed. For example,
if in 80% of the samples we find the gene to be on when the
transcription factor is off, then the probability P(A ¼ 1|B ¼ 0)
¼ 0.8. For transcription factors that affect more than one gene,
we need to calculate this relationship for all its target genes. The
fluxes of the reactions controlled by these genes can then be con-
strained using this information. In our example, the flux through
the reaction regulated by gene A when its corresponding regulator
B is turned off would be
P  vLA  vA P  vUA (10)
Generally, the bounds on the fluxes of reactions in our network
are redefined from having an upper bound of vUj to an upper bound
of P  vUj , where P is the probability of the gene being active under
the specific phenotype. For reversible reactions, the same applies to
lower bounds vLj (see Note 5).
Estimates for reaction bounds vLj ; v
U
j are obtained by running
the FVA algorithm (Subheading 2.2) on the unregulated metabolic
model or by utilizing literature or other kinds of prior knowledge.
Unlike thermodynamic or environmental constraints that cannot
be violated, we want regulatory constraints to be soft constraints to
compensate for the lower confidence level and inherent uncertainty
that comes from the experimentation techniques, our (lack of) under-
standing of the gene–transcription factor interactions and noise in the
measurements. The algorithm needs to be able to exceed regulatory
constraints to maximize growth if necessary but with a penalty to
avoid this happening regularly. Following this procedure, we arrive at
the following final formulation for the PROMmodel, which satisfies
most or all of the regulatory constraints:
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PROM Formulation
Maximize
Z ¼ cj vj þ
X
j
ðkj  aj þ kj  bj Þ (11)
subject to
X
j
Sij  vj ¼ 0 8 i (12)
P  vLj  aj  vj P  vUj þ bj 8 j (13)
aj ; bj 0 8 j ; (14)
where P  vLj and P  vUj are the transcriptional regulation bounds,
aj and bj are positive variables that allow deviation from those
bounds, and kj is the cost for such deviations. The term
ðkj  aj þ kj  bj Þ represents the penalty for exceeding an upper or
a lower bound. The higher the value of k, the greater the constraint
on the system based on transcriptional regulation. For values of k
significantly greater than 1, the regulatory constraints become
hard, and for values less than 0.1, they become insignificant. Typi-
cally, a k value of 1 is chosen for all simulations as it represents a
trade-off between the two extremes.
It is clear from the above that with PROM, gene states can take
values other than just 0 and 1 due to the use of probabilities, which
allows us to distinguish between strong and weak regulators.
Another benefit of PROM is that we can incorporate interactions
for which we have strong evidence from the literature or experi-
mentation. If we have an example of an interaction with high-
confidence proof from the literature, then the user can assign a
probability of 0 or 1 for that particular interaction, setting the
corresponding gene to either fully active or completely inactive.
The probabilities for the rest of the interactions can then be
determined based on the microarray data, following the method
described here. Additional interactions involving enzyme regula-
tion by metabolites and proteins can also be modeled and included
in the PROM algorithm. If no probability can be inferred, or no
data are available for a specific interaction, we set the corresponding
probability to P ¼ 1.
By applying the algorithm as presented above, we can then
run the resulting model in order to predict the effect of knockouts
of transcription factors on the metabolic fluxes. The lethality of
transcription factor knockouts is predicted in a similar way to that
of Shlomi et al. (21); if the respective prediction of the mutated
organism’s maximal growth rate is less than 5% of the wild-type
growth rate, it is considered lethal, whereas knockouts that display
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a growth rate lower than the wild-type growth rate are considered
suboptimal.
The PROM algorithm is available for download at the
following address (see Note 6): http://price.systemsbiology.net/
downloads_tmp.php
4. Notes
1. Integrated metabolic–regulatory methods can be built with
the PROM method for any organism for which reconstructed
metabolic network models; regulatory interaction data and a
sufficient amount of microarray experiment data are available.
2. The purpose of using microarrays in PROM is to quantify the
relationship between transcription factors and target genes.
This can be done only if we study their relationship under as
many conditions as possible. If we were to usemicroarrays from
a single condition only, we would not be able to see any change
in the expression of transcription factors and target genes, and
therefore, we could not learn or quantify their relationship.
3. PROM predicts phenotypes based on a gene’s effect on metab-
olism; it cannot determine correctly the phenotypes of genes
with major nonmetabolic functions.
4. When using microarray data to estimate the necessary prob-
abilities, gene expression values under a predefined low thresh-
old are considered inactive, and the remaining values are
considered active. PROM uses the 33rd percentile as a default
threshold to determine gene activity or inactivity. Generally,
thresholds from 0.2 to 0.4 have provided comparably accurate
predictions for the systems we have tested. The PROM algo-
rithm, as implemented in the downloadable code, produces a
warning to the user if the threshold used is not sufficient to
estimate the probabilities.
5. For cases in which the probability of interaction cannot be
estimated by using microarray data because of unavailability
of expression data for that specific target gene or transcription
factor, or if the gene was active or inactive under all conditions,
we usually set the probability to a default value of 1. A value of
1 implies that the flux bounds for the reaction are not adjusted,
but remain the same as in an unregulated model, whereas if the
probability is set to 0, the reaction is considered inactive.
6. Pointers for running the code:
(a) While running the PROM code, ensure that you have
expression data for all the genes and regulators in the
interaction data. If a relatively small fraction of the data
110 E. Simeonidis et al.
has missing values, PROM can impute these missing values
using the k-nearest neighbors algorithm; however, it can-
not handle data for genes with no expression data.
(b) As PROM predicts phenotypes based on a gene’s effect on
metabolism, the regulatory interactions must be between
regulators and target genes that are part of the metabolic
model.
(c) The names or identifiers used in the regulatory interaction
data must match the names or IDs used for gene expression
data and the names of the genes in the metabolic model.
(d) By default, PROM computes the predicted knockout
growth rates for all the transcription factors in the net-
work, and the growth rate is outputted in alphabetical
order of the transcription factors.
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