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The weighted Phase Lag Index (wPLI) and the weighted Symbolic Mutual Information (wSMI) 22 
represent two robust and widely used methods for MEG/EEG functional connectivity estimation. 23 
Interestingly, both methods have been shown to detect relative alterations of brain functional 24 
connectivity in conditions associated with changes in the level of consciousness, such as following 25 
severe brain injury or under anaesthesia. Despite these promising findings, it was unclear whether 26 
wPLI and wSMI may account for distinct or similar types of functional interactions. Using simulated 27 
high-density (hd-)EEG data, we demonstrate that while wPLI has high sensitivity for couplings 28 
presenting a mixture of linear and nonlinear interdependencies, only wSMI can detect purely nonlinear 29 
interaction dynamics. Moreover, we evaluated the potential impact of these differences on real 30 
experimental data by computing wPLI and wSMI connectivity in hd-EEG recordings of 12 healthy 31 
adults during wakefulness and deep (N3-)sleep, characterized by different levels of consciousness. In 32 
line with the simulation-based findings, this analysis revealed that both methods have different 33 
sensitivity for changes in brain connectivity across the two vigilance states. Our results indicate that 34 
the conjoint use of wPLI and wSMI may represent a powerful tool to study the functional bases of 35 
consciousness in physiological and pathological conditions. 36 




Functional connectivity (FC) metrics identify statistical (undirected) associations among spatially 39 
distinct brain areas. Electroencephalography (EEG) and magnetoencephalography (MEG) represent 40 
popular neuroimaging modalities for the estimation of FC owing to their high temporal resolution, in 41 
the order of milliseconds. However, both EEG and MEG suffer from volume conduction, which results 42 
from the instantaneous propagation of electric fields generated by a primary current source to all (or 43 
most) of the on-scalp sensors. Because of this linear mixing of different sources on the same sensor, 44 
common methods for FC estimation, such as coherence or mutual information, may lead to the 45 
identification of apparent functional couplings that do not reflect true brain inter-regional interactions1–46 
3. To overcome this problem, several new FC methods have been specifically designed to minimize 47 
the impact of volume conduction effects. In particular, the weighted Phase Lag Index (wPLI1) and the 48 
weighted Symbolic Mutual Information (wSMI4), represent examples of spectral (wPLI) and 49 
information-theoretic (wSMI) connectivity estimation methods that are increasingly applied to both 50 
EEG and MEG data5–19. These two connectivity metrics are modified versions of pre-existing methods 51 
(PLI1,20; SMI4) that minimise the contribution of ‘(almost-)zero-lag’ interactions, potentially 52 
determined by volume conduction. These approaches are thus expected to allow identifying true time-53 
lagged functional couplings21–25 in the activity of underlying brain sources, while excluding apparent 54 
zero-lag connectivity driven by a mixture of real and spurious relationships26,27. 55 
Both wPLI and wSMI have been applied to explore brain functional dynamics associated with different 56 
behavioural states6,12 or potential network-level alterations in pathological conditions (e.g., 57 
Alzheimer’s disease13, multiple sclerosis14, schizophrenia15 and social anxiety disorder16). 58 
Interestingly, they have also been suggested to allow the identification of variations in functional 59 
integration accompanying changes in the level of consciousness 4,8–10,17–19. For instance, King and 60 
colleagues4 found that wSMI connectivity between centro-posterior areas and other brain regions is 61 
higher in healthy conscious individuals as compared to patients with unresponsive wakefulness 62 
syndrome (UWS) or in a minimally conscious state (MCS). Similarly, Chennu and colleagues17,19 63 
showed that alpha-band wPLI-based functional networks differ between healthy individuals and 64 
patients with disorders of consciousness (UWS, MCS). In line with this, previous studies9,18 also 65 
showed that propofol sedation in healthy individuals is associated with a decrease in alpha-band 66 
wPLI18 and a relative increase in delta-band wPLI connectivity9. These observations across different 67 
conditions characterized by altered levels of consciousness are particularly interesting, as they suggest 68 
that wPLI and wSMI may offer general, relatively simple and reproducible indices of the current level 69 
of consciousness of an individual28. 70 
In spite of these promising findings, it is currently unclear whether the two methods provide a similar 71 
description of brain inter-regional relationships, or account instead for distinct types of functional 72 
interactions. In fact, wPLI1 is a measure of phase synchronisation that may account for linear 73 
interactions but is also expected to be sensitive to nonlinear couplings29,30. On the contrary, wSMI4 is 74 
thought to reveal nonlinear relationships due to its grounding in information theory31. However, the 75 
actual performance of the two methods at detecting distinct types of connectivity dynamics has never 76 
been directly compared in simulated or real experimental data. Therefore, here we used simulated high-77 
density (hd-)EEG data to specifically investigate and compare the accuracy of wPLI and wSMI in 78 
identifying different types of interaction dynamics, including both linear and nonlinear dependencies. 79 
In addition, to evaluate the potential impact of differences between the two methods on the analysis of 80 
real experimental data, we tested wPLI and wSMI on hd-EEG recordings collected from human 81 
participants in distinct behavioural states, namely wakefulness and deep (N3-)sleep, typically 82 
characterised by markedly different levels of consciousness32. In light of previous observations 83 
suggesting that the two methods may allow the detection of differences in the level of consciousness4,7–84 
10,17–19, we expected both wPLI and wSMI connectivity to differ between wakefulness and N3-sleep. 85 
However, here we also asked whether the two connectivity metrics provide overlapping or 86 
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Simulation of linear and nonlinear interdependencies in hd-EEG data. The MATLAB-based (The 92 
MathWorks, Inc., Natick, Massachusetts, USA) ‘Berlin Brain Connectivity Benchmark’ (BBCB) 93 
framework33 was used to simulate scalp-level hd-EEG recordings (108 channels, 500Hz, 120s) 94 
including bivariate relationships between two cortical sources. We modeled an intra-hemispheric 95 
interaction, between the right inferior parietal lobule (RIPL) and the right middle frontal gyrus 96 
(RMFG), and an inter-hemispheric interaction, between the left inferior parietal lobule (LIPL) and the 97 
right middle frontal gyrus (RMFG) (Fig. 1). The choice of these locations was motivated by previous 98 
neuroimaging studies showing that resting state activity of these areas is modulated by conscious 99 
perception and attention34–37. As detailed in the Materials and Methods section, we simulated nine 100 
different coupling relationships between the two sources, respectively based on: linear autoregressive 101 
(AR) model, Hénon map, Ikeda map, Rössler (x,y), Rössler (x,z), Rössler (y,z), Lorenz (x,y), Lorenz 102 
(x,z) and Lorenz (y,z) (see below for details). For each pair of source locations (LIPL-RMFG and 103 
RIPL-RMFG) and each type of simulated source coupling dynamics we modelled 100 different signal-104 
to-noise ratios (SNR; from 0.01 to 1, with steps of 0.01), which describe the weighting of simulated 105 
source signals with respect to simulated background activity. Moreover, 100 different background 106 
noise patterns were obtained for each considered SNR. As detailed below, the accuracy of wPLI and 107 
wSMI at detecting the different interaction dynamics was thus computed both across patterns of noise 108 
distribution (for accuracy at each SNR) and across SNRs (for an estimate of overall accuracy) (Fig. 2). 109 
 110 
[Figures 1 & 2] 111 
 112 
First, we quantified the content of linear and nonlinear interdependencies in the nine examined 113 
interaction dynamics. In particular, to quantify the linear content of the bivariate relationships between 114 
the original sources we used cross-correlation, which offers a simple measure of similarity of two 115 
signals as a function of the displacement of one relative to the other38. In order to measure the nonlinear 116 
content, we took the average of the directional, nonlinear interdependence measure N in both directions 117 
of the source dynamics38,39. Most of the interaction dynamics we modelled presented a mixture of 118 
linear and nonlinear dependencies, with the notable exception of Lorenz (x,z) and Lorenz (y,z), which 119 
showed a clear predominance of nonlinear interactions (Fig. 3). 120 
 121 
[Figure 3] 122 
 123 
Simulated data - whole-brain connectivity. The whole-brain detection accuracy was computed as 124 
the proportion of cases in which the whole-brain median connectivity value (across all channel-pairs) 125 
of each simulated EEG dataset passed the 95th percentile of the corresponding null distribution. The 126 
null distribution consisted of whole-brain median connectivity values that were computed in matched 127 
simulated EEG datasets, where the time series between cortical sources of interest were subjected to 128 
one of two different surrogate procedures (time-point-shuffling or AAFT-randomization) to destroy 129 
their interaction relationship (see Fig 1 and 2). Fig. 4A shows the mean accuracy of wPLI and wSMI 130 
(averaged over all SNRs) computed for each source pairing (intra/inter-hemispheric) and tested 131 
interaction dynamics. Fig. 4B shows the whole-brain accuracy at each SNR. Of note, the accuracy of 132 
the two connectivity measures was similar for intra- and inter-hemispheric connections. The 133 
performance of both metrics was similar for the linear relationship in the broadband (0.5-12 Hz) signal. 134 
However, wPLI showed higher accuracy than wSMI in the intra-hemispheric case when connectivity 135 
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in the alpha-band (8-12 Hz; corresponding to the range in which the interaction was modelled), was 136 
specifically considered (Fig. S1). While wSMI performed better at detecting the Hénon map dynamics 137 
for high SNRs (≥0.67), wPLI performed better at detecting the Ikeda dynamics, especially at 138 
intermediate SNRs (0.28-0-86). Both wPLI and wSMI showed significant and comparable levels of 139 
accuracy for all Rössler (x,y; x,z; y,z) cases at all tested SNRs, with the exception of low SNRs (Rössler 140 
(y,z) SNRs 0.05-0.08), for which wSMI tended to achieve a better detection performance. For the 141 
Lorenz (x,y) dynamics, wPLI achieved a better mean intra-hemispheric accuracy relative to wSMI, 142 
with the strongest differences observed for low SNRs (0.06-0.32). On the other hand, wSMI had higher 143 
accuracy for identifying Lorenz (y,z) dynamics for all SNRs ≥0.06. Finally, while no overall 144 
performance differences were observed at detecting Lorenz (x,z)-based interaction dynamics, wPLI 145 
tended to achieve a higher accuracy for intermediate SNRs, between 0.41 and 0.51. Of note, with the 146 
expected exception of the Rössler dynamics (see Methods), similar results were obtained when the null 147 
distributions were generated using phase-shuffling (AAFT) instead of time-point shuffling (Fig. S2). 148 
 149 
[Figure 4] 150 
 151 
Simulated data - topographic connectivity. The topographic accuracy was defined as the proportion 152 
of simulated EEG datasets (with true interactions between the cortical sources of interest), in which 153 
the connectivity between the two electrodes closest to the cortical sources passed the 95th percentile 154 
of all other electrode pairings. Results are similar to those described for whole brain accuracy (Fig. 5). 155 
For the linear dynamics, wPLI and wSMI showed again similar mean accuracies, but wPLI tended to 156 
have higher accuracy for low SNRs (0.05-0.08) and high SNRs (> 0.94). Accuracy of wPLI (but not 157 
of wSMI) further improved for band-limited connectivity in the alpha-range (8-12 Hz; Fig. S1), 158 
especially for low SNRs (0.04-0.09) as well as high SNRs (≥ 0.93). For both Hénon and Ikeda iterated 159 
maps, the mean topographic accuracy of wPLI was significantly higher than the mean topographic 160 
accuracy of wSMI. Specifically, in the Hénon case, wPLI had higher accuracy especially for SNRs 161 
≥0.44, while in the Ikeda case, it had higher accuracy at low and intermediate SNRs (0.14-0.50). Both 162 
wPLI and wSMI showed high levels of mean accuracy for the three Rössler (x,y; x,z; y,z) cases, 163 
although wPLI performed significantly better than wSMI in the intra-hemispheric case of Rössler (x,y), 164 
the interhemispheric case of Rössler (x,z) and both inter-and intra-hemispheric cases of Rössler (y,z). 165 
The evaluation of accuracy levels as a function of SNR showed that wSMI tended to perform better 166 
than wPLI for low SNRs (0.11-0.21) in the Rössler (y,z) case, while it showed a steep decrease in 167 
accuracy at high SNRs (R-R Rössler (x,y) ≥ 0.75; L-R Rössler (x,z) ≥ 0.86; L-R/R-R Rössler (y,z) 168 
≥0.76/0.83). Finally, while wPLI and wSMI showed similar mean accuracy in the Lorenz (x,y) case 169 
(with wPLI performing relatively better for SNRs in the range 0.03-0.06), only wSMI was able to 170 
detect interactions based on Lorenz (x,z) and Lorenz (y,z) dynamics (Lorenz (x,z) ≥ 0.07; Lorenz(y,z) 171 
≥ 0.04). 172 
 173 
Videos that show the mean connectivity matrices across all simulated hd-EEG recordings as a function 174 
of SNR can be found in Supplementary Material Movie S1. A video showing frequency-resolved wPLI 175 
computed between the electrodes spatially closest to the sources can be found in Supplementary 176 
Material Movie S2. 177 
 178 
[Figure 5] 179 
 180 
Experimental data in wakefulness and sleep. In wakefulness, both wPLI and wSMI revealed 181 
significant levels of connectivity in all tested electrodes (p<0.05, cluster-corrected), relative to values 182 
observed in time-point shuffled data (Figs 6 and 7A; 0.5-12 Hz frequency range). In particular, for 183 
both measures the highest connectivity values were observed in posterior (occipital, parietal) areas. 184 
However, in N3-sleep the two methods provided different results: wPLI revealed diffuse high 185 
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connectivity values peaking in frontal areas, while wSMI showed reduced connectivity values (Figs 6 186 
and 7B). In line with these observations, the direct contrast between wakefulness and N3-sleep also 187 
revealed distinct changes based on wPLI and wSMI (Figs 6 and 7C). Specifically, while wSMI 188 
connectivity was significantly higher for wakefulness as compared to N3-sleep in all areas, there were 189 
no statistically significant differences in wPLI between these two states of vigilance. 190 
 191 
[Figures 6 & 7] 192 
 193 
Further analyses focusing on classical frequency bands (delta: 0.5-4Hz, theta: 4-8Hz, alpha: 8-12Hz), 194 
showed that both wPLI and wSMI were higher in wakefulness than in sleep within the alpha-band 195 
(Figs 8 and 9). However, wPLI was also lower in wakefulness relative to N3 in the delta-band. 196 
Frequency-resolved wPLI for wakefulness and sleep can be found in Supplementary Fig. S3. 197 
 198 
[Figures 8 & 9] 199 
 200 
Discussion 201 
The weighted Phase Lag Index1 and the weighted Symbolic Mutual Information4 are two robust 202 
functional connectivity approaches increasingly applied to M/EEG data, because of their relative 203 
immunity to volume conduction effects5–19,25. Here we set out to investigate whether the two methods 204 
are able to capture overlapping or complementary information regarding variations in brain inter-205 
regional interactions. By combining analyses on simulated hd-EEG data and real hd-EEG recordings 206 
collected in different states of vigilance, we demonstrated that wPLI has an optimal sensitivity for 207 
interaction dynamics presenting a mixture of linear and nonlinear components, whereas wSMI has 208 
higher sensitivity to predominantly nonlinear dynamics. Given that the brain is a highly complex 209 
system typically characterised by both linear and nonlinear interaction dynamics40, it may be better 210 
described through the combined use of different measures30. Consistent with this view, our results 211 
suggest that the conjoint use of wPLI and wSMI may allow researchers to measure complementary 212 
information about FC interactions, and thus to better describe relative changes associated with distinct 213 
behavioural states. 214 
 215 
Performance of wPLI and wSMI in simulated data. The ‘Berlin Brain Connectivity Benchmark’ 216 
(BBCB) framework33 was adapted and employed to generate hd-EEG recordings in sensor-space. This 217 
framework allowed us to model different interaction dynamics between two cortical sources, noise 218 
with temporal and spatial structure as well as source mixing due to volume conduction, in a highly 219 
realistic electromagnetic volume conductor (head) model. In particular, we generated interaction 220 
dynamics with different degrees and types of nonlinearity, from linear to exclusively nonlinear, and 221 
specifically tested the sensitivity of wPLI and wSMI at detecting these inter-regional dependencies. 222 
Of note, for each of the tested dynamics, we also tested two different source locations (intra- and inter-223 
hemispheric interactions) and different signal-to-noise ratios (SNR). Our results showed that the phase-224 
based measure wPLI performs generally better at detecting inter-regional couplings presenting both 225 
linear and nonlinear components. Only in two of the more complex nonlinear coupling cases (Lorenz 226 
(x,z) and Lorenz (y,z)), characterised by non-significant cross-correlation values (see Figs 4 and 5), 227 
wPLI had a very low accuracy. Contrarily, the information-theoretic measure wSMI had a significantly 228 
higher accuracy for these two interaction dynamics, but performed significantly worse for the Ikeda-229 
based couplings and also had lower topographic accuracy for Hénon- and Rössler-based couplings. 230 
With few exceptions, the accuracies of wPLI and wSMI were very similar for intra- and inter-231 
hemispheric interactions, and the detection accuracy of both methods tended to increase with an 232 
increase in SNR. Of note, however, the spatial (topographic) accuracy of wSMI (but not the whole-233 
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brain accuracy based on median global connectivity) showed instead a decrease at high SNRs for linear 234 
and Rössler interactions. This accuracy reduction may be related to an increase in the spatial spreading 235 
of the source signals to more distant scalp electrodes with increasing SNRs, which may have led a 236 
greater proportion of electrodes to detect the underlying functional coupling (loss of spatial resolution). 237 
Moreover, at high SNRs a relative ‘cross-contamination’ may be expected to occur between the two 238 
electrodes spatially closest to the interacting sources. In particular, the activity of one source may be 239 
‘volume-conducted’ to the electrode closest to the other source (and vice-versa). Due to the particular 240 
weighting approach used for wSMI, the increased similarity between the signals of these particular 241 
channels may limit the maximum attainable connectivity strength, thus reducing the relative difference 242 
with respect to all other electrode pairings. On the other hand, such effects of volume conduction at 243 
high SNRs can be expected to have had only a marginal impact on (or even to improve) the estimation 244 
of whole-brain accuracy with respect to null-datasets generated from point- or phase-shuffled time-245 
series. 246 
In the linear case, where interacting dynamics were fixed in the alpha-range, we noted that both wPLI 247 
and wSMI had a lower accuracy at detecting the presence of interacting sources when evaluating the 248 
broadband signal instead of the band-limited one (Supplementary Fig. S1). As described below, this 249 
was confirmed by the analysis on experimental data, which revealed a higher sensitivity of the band-250 
limited analysis to potential differences across vigilance states (Fig. 9). These observations indicate 251 
that wPLI and wSMI may have a lower sensitivity when computed on a frequency range larger than 252 
the one in which the interaction actually occurs. For this reason, a-priori knowledge regarding the 253 
potential frequency ranges of interest should be used to guide the analyses whenever possible. In this 254 
respect, however, wPLI has the important advantage of also allowing more exploratory, frequency-255 
resolved analyses; however, such analyses may raise statistical issues when many distinct interactions 256 
have to be tested. 257 
Overall, our results demonstrated that wPLI, as a measure of phase synchronization, performs 258 
generally better at detecting functional couplings presenting a mixture of linear and nonlinear 259 
dynamics, whereas wSMI, fundamentally rooted in mutual information, has higher sensitivity for 260 
exclusively nonlinear dynamics, such as Lorenz (x,z) and Lorenz (y,z) dynamics. Importantly, present 261 
results also demonstrated that both wPLI and wSMI are characterised by a high spatial (topographic) 262 
accuracy, thus supporting their use in graph theoretical analysis at sensor-level. 263 
 264 
Performance of wPLI and wSMI in distinct states of vigilance. To evaluate whether the results we 265 
obtained from simulated EEG data are relevant to the analysis of real experimental data, we tested and 266 
compared the performance of the two connectivity measures in hd-EEG recordings collected in 267 
humans in different states of vigilance. In fact, both wPLI and wSMI have been previously shown to 268 
successfully identify relative variations in brain FC associated with different degrees of consciousness 269 
under anaesthesia or following severe brain injury4,8–10,17,18. Based on these premises, here we asked 270 
whether the two methods may identify similar or distinct changes associated with variations in the 271 
level of consciousness of healthy subjects from wakefulness to deep NREM-sleep (N3). In humans, 272 
N3-sleep is characterised by the occurrence of large and diffuse EEG slow waves (0.5-4 Hz), by 273 
relative sensory disconnection41 and by a low probability of having any conscious experiences 274 
(dreams)42. It has been suggested that slow waves, representing the alternation of neuronal silence (off-275 
period) and firing (on-period), and occurring out-of-phase in different cortical areas, may contribute 276 
to the fading of consciousness through the interruption of causal interactions between distant brain 277 
regions43–46. 278 
Here we showed that N3-sleep is associated with a significant and diffuse decrease in wSMI 279 
connectivity within the 0.5-12 Hz frequency range. Such difference appeared particularly prominent 280 
in posterior brain areas. In contrast, we observed no significant differences between wakefulness and 281 
N3-sleep in broadband wPLI-connectivity. A band-limited analysis revealed that changes in wSMI 282 
were mainly driven by an overall decrease in alpha (8-12 Hz) connectivity in N3 relative to 283 
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wakefulness. Of note, alpha-band wPLI connectivity also showed a similar, but more localized, 284 
decrease during N3-sleep, especially in posterior areas. These results are in line with previous work 285 
showing that the transition into unconsciousness due to sedation or physiological sleep (stage N1/N2) 286 
is associated with a decrease in alpha wPLI-connectivity7,9,10,18,47, especially in posterior regions9,10 287 
and for posterior-anterior interactions7,18,47. Moreover, they are consistent with evidence indicating 288 
that relative to healthy individuals, patients with unresponsive wakefulness syndrome (UWS) or in a 289 
minimally conscious state (MCS) display a connectivity decrease that mainly affects posterior areas or 290 
posterior-anterior interactions4,8,17,19,48. Similarly, alpha-band wSMI has been found to be lower in 291 
UWS as compared to MCS patients8. Therefore, our findings indicate that both wPLI and wSMI may 292 
be suited to capture variations in alpha-connectivity associated with relative changes in vigilance 293 
and/or responsiveness to the environment. However, wPLI also revealed a relative increase in delta 294 
(0.5-4 Hz) connectivity. Importantly, the change in delta-wPLI is consistent with the presence of 295 
traveling slow waves during sleep49 as well as with a recent similar observation of increased parietal 296 
and parieto-frontal delta-wPLI connectivity during propofol sedation9 and midazolam-based 297 
anaesthesia10. Moreover, wPLI in the delta/theta-band has been shown to be increased in patients with 298 
disorders of consciousness (UWS, MCS), relative to healthy awake subjects17. 299 
In summary, the analysis of wPLI- and wSMI-based connectivity in different states of vigilance 300 
confirmed our findings in simulated data, indicating that the two methods are sensitive to distinct brain 301 
dynamics. While an in-depth characterization of the differences in FC between wakefulness and sleep 302 
was beyond the scope of the present work, our results also suggest that wakefulness may be 303 
characterised by a mixture of ‘simple’ (i.e., mainly linear; better described by wPLI) and more complex 304 
(i.e., mainly nonlinear) interactions (better described by wSMI) in the alpha range, while sleep may be 305 
dominated by ‘simpler’ delta-band connectivity (better captured by wPLI), likely reflecting the 306 
occurrence of traveling slow waves. This interpretation is in line with previous observation indicating 307 
that N3 is associated with lower complexity or entropy40,50 as compared to wakefulness. 308 
 309 
Conclusions. Our study demonstrates that wPLI and wSMI connectivity metrics provide distinct but 310 
complementary information about inter-regional interactions and indicate that the combined use of 311 
these two methods may provide a better and more complete characterization of brain functional 312 
dynamics within and across distinct behavioural states. In particular, we showed that while wPLI 313 
displays an optimal sensitivity for interaction dynamics with linear and nonlinear components, wSMI 314 
has a higher sensitivity for predominantly nonlinear dynamics. We also showed that this finding may 315 
have significant implications for the analysis of functional connectivity in states of vigilance associated 316 
with different levels of consciousness. In light of recent evidence indicating that the independent 317 
application of wPLI and wSMI connectivity metrics may allow to identify changes in brain 318 
connectivity associated with variations in the level of consciousness, our results point to their possible 319 
combined use as a powerful tool to increase their accuracy and predictive value. Nonetheless, our 320 
findings may also have more general implications for the study of functional connectivity in a wide 321 
variety of behavioural conditions characterised by distinct underlying brain dynamics. 322 
 323 
Materials and Methods 324 
Ethics Statement. The collection of experimental EEG data in wakefulness and sleep was approved 325 
by the ethical committee of the Canton of Vaud (Switzerland) and performed in accordance with 326 
relevant guidelines and regulations. Written informed consent was obtained from each subject. 327 
Simulation of hd-EEG data. The MATLAB-based ‘Berlin Brain Connectivity Benchmark’ (BBCB) 328 
framework33 was used to simulate realistic hd-EEG recordings (108 channels, 500Hz, 120s). In 329 
particular, the simulated electrical activity was generated by imposing bivariate relationships between 330 
two cortical sources, which were then projected at scalp level using a biophysically realistic model of 331 
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electrical current propagation in the head. The adopted model was based on the standard ICBM152 332 
anatomical template51 and included 6 tissue types: scalp, skull, air cavities, gray matter, white matter 333 
and cerebrospinal fluid (CSF). A finite element model (FEM) was solved to generate the lead field. 334 
We modeled both intra- and inter-hemispheric interactions between pairs of cortical sources (see Fig. 335 
1, including corresponding MNI coordinates). Specifically, the first source was placed either in left 336 
(LIPL) or right (RIPL) inferior parietal lobule, while the second source was kept in the right middle 337 
frontal gyrus (RMFG). The choice of these locations was motivated by previous neuroimaging studies 338 
showing that resting state activity of these areas is modulated by conscious perception and attention 339 
34–37. Moreover, studies that employed wPLI and wSMI to investigate functional connectivity in 340 
different states of consciousness specifically suggested that a key correlate of such changes may be 341 
represented by variations in the strength of interactions across posterior and anterior brain areas 7,18,47. 342 
For the sake of simplicity, only two interacting sources at a time were considered: LIPL-RMFG (inter-343 
hemispheric) and RIPL-RMFG (intra-hemispheric). 344 
As detailed below, we simulated nine different coupling relationships between the two sources, which 345 
differed in the type and relative degree of linear and nonlinear components. For each pair of source 346 
locations (LIPL-RMFG and RIPL-RMFG) and each type of simulated source coupling dynamics we 347 
also modelled 100 different signal-to-noise ratios (SNR; from 0.01 to 1, with steps of 0.01), which 348 
describe the weighting of simulated source signals with respect to simulated background activity. As 349 
detailed below, 100 different background noise patterns were obtained for each considered SNR. 350 
Specifically, brain noise 𝒏𝒃(𝒕) was generated by placing 500 mutually statistically independent time-351 
series characterised by 1/f-shaped power (pink noise) and random phase spectra at an equal number of 352 
random locations sampled from the entire cortical surface. Moreover, spatially and temporally 353 
uncorrelated sensor noise 𝒏𝒔(𝒕) was sampled from a univariate standard normal distribution. The 354 
overall noise contribution was defined as noise n(t): 355 
 356 𝑛(𝑡) = 0.9 -.(/)‖-.(/)‖1 + 0.1 -4(/)‖-4(/)‖1,   (1) 357 
where ‖𝑛(𝑡)‖5is the Frobenius norm. The simulated hd-EEG recording was generated according to: 358 𝑥7-/(𝑡) = 𝛼 9:;<(/)=9:;<(/)=1 + (1 − 𝛼) -(/)‖-?(/)‖1,  (2) 359 
where sABC corresponds to the signal contribution of the sources of interest to the EEG scalp signal 360 
(i..e. sABC is the projected source interaction to the EEG sensors through multiplication of the lead 361 
field with the source time courses, mapped to two patches of the cortical surface). The parameter α 362 
is related to the signal-to-noise and n?(t)	is the filtered version of n(t) in the frequency-range of interest 363 
(8-12Hz for linear dynamics, 0.5-12Hz for the non-linear dynamics). 364 
 365 
Source Interaction Dynamics. For each source pairing (LIPL-RMFG, RIPL-RMFG), nine different 366 
coupling relationships were simulated by modelling the time-series of the two sources based on 367 
linear (AR) and nonlinear (Hénon52, Ikeda53, Rössler54, Lorenz55) dynamical systems. 368 
Linear interactions. The time courses of the two sources were modelled using bivariate linear 369 
autoregressive (AR) models of order 5: 370 




where aij(p), i,j∈{1,2}, p∈{1,..,P} are linear AR coefficients, and εi(t), i∈{1,2} are uncorrelated 374 
standard normal distributed noise variables. The off-diagonal entry a12(p) was set to zero, while 375 
a21(p) was set to 0.5. Thus, interactions arise from a unidirectional time-delayed influence of z1 on 376 
z2. Moreover, the generated time series were bandpass-filtered in the alpha band (8-12 Hz) using an 377 
acausal third-order Butterworth filter with zero phase-delay33. We decided to simulate alpha 378 
oscillations with a clearly defined sender-receiver relationship, as they are also a key feature of brain 379 
activity in physiological wakefulness56. 380 
Nonlinear interactions. Several distinct non-linear dynamics were selected in order to represent a 381 
wide-range of possible functional interactions. Among the chosen dynamics, the Hénon map and the 382 
Rössler systems have previously been employed by Wang et al.57 to test different functional 383 
connectivity measures. The time courses of the two sources were modelled by considering each one 384 
as a time-varying state variable of a specific dynamical system. In particular, we considered four 385 
different nonlinear systems: two defined by two-dimensional non-iterated maps (Hénon52,57 and 386 
Ikeda53) and two represented by three-dimensional nonlinear ordinary differential equation systems 387 
(Rössler54,57 and Lorenz55). Dynamical systems describe the motion of a point in a multidimensional 388 
state space, where the starting point is defined by the initial conditions of the system. For each system 389 
all potential combinations of variables have been considered as representing different interaction 390 
dynamics, i.e. Hénon (x,y), Ikeda (x,y), Rössler (x,y), Rössler (x,z), Rössler (y,z), Lorenz (x,y), Lorenz 391 
(x,z), Lorenz (y,z). The MATLAB-based Chaotic Systems Toolbox was used to compute the time 392 
series for the selected nonlinear systems, and the respective parameters were chosen to achieve 393 
complex chaotic behaviour: Hénon map [a=1.4; b=0.3], Ikeda map [µ=0.9], Rössler dynamics [a=0.2, 394 
b=0.2, c=5.7, x0=0.1, y0=0.1, z0=0.1, h=0.1], Lorenz dynamics [σ=10, β=28, 𝛠=8/3, x0=0.1, 395 
y0=0.1, z0=0.1, h=0.1]. Due to the complex nature of these dynamics, they have not been limited to a 396 
specific frequency band. 397 
 398 
Connectivity Analysis. The simulated EEG datasets (108 channels, 500Hz, 120 s) generated for each 399 
coupling model were divided into 60 non-overlapping 2 s-epochs1,4,58. Then, FC was computed for 400 
each epoch and pair of electrodes. While wPLI and wSMI could be theoretically applied to source-401 
modelled EEG data, they are most commonly applied at scalp-level, and for this reason all present 402 
analyses were performed by computing connectivity values between pairs of scalp EEG-sensors. 403 
Analyses were focused on the 0.5-12 Hz frequency range. Before computing connectivity measures, a 404 
current-source-density transform 59 was applied to the EEG data, as in previous works1,4. This method 405 
provides a reference-independent signal and acts as a spatial filter, leading to a relatively improved 406 
spatial resolution60. 407 
wPLI. The wPLI measures the extent to which phase angle differences between two time series x(t) 408 
and y(t) are distributed towards positive or negative parts of the imaginary axis in the complex plane 409 
(similar to the PLI1,20). The underlying idea is that volume-conducted activity accounts for the greatest 410 
proportion of detected 0° or 180° phase differences between signals. Therefore, to obtain a 411 
conservative estimate for real, non-volume conducted activity, only phase angle distributions 412 
predominantly on the positive or negative side are considered. The PLI is defined as the absolute value 413 
of the sum of the signs of the imaginary part of the complex cross-spectral density Sxy of two real-414 
valued signals x(t) and y(t) at time point or trial t. 415 




While PLI is already insensitive to zero-lag interactions, the weighted Phase-Lag Index1 further 419 
addresses potential confounds caused by volume conduction, by scaling contributions of angle 420 
differences according to their distance from the real axis, as almost ‘almost-zero-lag’ interactions are 421 
considered as noise affecting real zero-lag interactions:  422 
 423 wPLI = X∑ g7[\Y]^_`,<bg9Y-Z7[\Y]^_`,<bc;<de ∑ g7[\Y]^_`,<bg;<de X  (5) 424 
 425 
The wPLI is based only on the imaginary component of the cross-spectrum, and thus implies 426 
robustness to noise compared to coherence, as uncorrelated noise sources cause an increase in signal 427 
power21. Here wPLI was computed using the Fieldtrip toolbox61 (multi-taper method fast Fourier 428 
transform, single Hanning taper1, 0.5 Hz frequency resolution). The mean value across the frequency-429 
bins in the frequency range of interest was computed to obtain a single wPLI coupling value 430 
(Broadband 0.5-12Hz; Delta 0.5-4Hz; Theta 4-8Hz; Alpha 8-12Hz). 431 
wSMI. The wSMI4 evaluates the extent to which two EEG signals present non-random joint 432 
fluctuations, suggesting sharing of information. The time series X and Y in all EEG channels are first 433 
transformed into sequences of discrete symbols (𝑿i ,	𝒀i). The symbols are coded according to the trends 434 
in amplitudes of a specific predefined number of consecutive time points. We chose the kernel k to be 435 
3, implying that the symbols are constituted of three elements, leading to 3!=6 different potential 436 
symbols in total4,8. The temporal separation of elements that constitute a symbol was set to be τ=14 437 
frames (𝝉𝒕 =28ms), such that the maximum resolved frequency was 𝒇𝒎𝒂𝒙 = 𝒇𝒔𝒌𝒙𝝉 = 𝟓𝟎𝟎𝑯𝒛𝟑𝒙𝟏𝟒 = 𝟏𝟏. 𝟗𝑯𝒛. 438 
Prior to wSMI computation, the signal was low-pass-filtered using the ‘ft_preproc_lowpass’ FieldTrip 439 
function with an additional mirror padding (‘ft_preproc_padding’) of 1s before and after each 440 
individual epoch to avoid potential filter edge-artifacts. For the analysis in frequency bands, a 441 
bandpass-filter (‘ft_preproc_bandpass’) was used with the same padding scheme. 442 
The joint probability of each pair of symbols co-occurring in two different time series is computed to 443 
estimate the symbolic mutual information (SMI) shared across two signals. To address volume 444 
conduction artifacts, the weighted symbolic mutual information disregards co-occurrences of identical 445 
or opposite-sign signals. 446 
 447 	449 wSMI]𝑋,i 𝑌}b = I~Y	(!) ∑ ∑ 𝑤(𝑥, 𝑦)𝑝(𝑥, 𝑦)𝑙𝑜𝑔 P(,)P()P()}}    (5) 448 
 450 
The wSMI can lead to negative values, given that it is a weighted mutual information measure, a form 451 
of weighted relative entropy62. 452 
 453 
Statistical Procedure for Simulated Data. The accuracy of wPLI and wSMI was evaluated at whole-454 
brain and topographic levels, respectively indicating i) the ability to detect the presence of statistical 455 
dependencies in the overall (median) connectivity across all pairs of electrodes (see Fig. 2), and ii) the 456 
ability to detect a significant interaction between the pairs of electrodes spatially closest to the actual 457 
brain sources among all pairs of electrodes. 458 
 459 
Whole-brain accuracy. For each source pairing (LIPL-RMFG, RIPL-RMFG), tested interaction 460 
dynamics and SNR, the whole-brain detection accuracy of wPLI and wSMI was computed as the 461 
proportion of cases (N=100 datasets differing by their respective spatial noise distributions), in which 462 
the whole-brain median connectivity value (across all electrode-pairs) of simulated EEG data passed 463 
the 95th percentile of a null distribution obtained after time-point-shuffling of the original source-level 464 
timeseries (N=100 permutations; Fig. 2). To account for the small number of permutations, a 465 
generalised Pareto distribution was used to model the tail of the null distribution, using the PALM 466 
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(Permutation Analysis of Linear Models) software63. Of note, we chose to focus on a time-point-467 
shuffling procedure instead of phase-shuffling, since the latter can introduce spurious 468 
interdependences between time-series, especially for the Rössler dynamics64. However, in the 469 
Supplementary Material, we also present results obtained with null distributions generated by phase-470 
shuffling the original time-series using the Amplitude-Adjusted-Fourier-Transform (AAFT) 471 
procedure65,66. With the expected exception of the Rössler dynamics, the two approaches provided 472 
similar results (see Fig. S2). 473 
Topographic accuracy. For each source location pairing, interaction dynamics and SNR, the 474 
topographic accuracy was defined as the proportion of simulated EEG datasets (N=100 differing by 475 
their respective spatial noise distributions), in which the connectivity between the two electrodes 476 
spatially closest to the cortical sources (minimum Euclidean distance) passed the 95th percentile of all 477 
other electrode pairings in each simulated EEG-recording with the same underlying brain noise 478 
(N=5778 channel pairs). 479 
In summary, for both approaches, a threshold corresponding to the 95th percentile of the respective 480 
null-distributions (surrogate data for whole-brain connectivity, and connectivity of all electrode-pairs 481 
in topographic analysis) was regarded as the limit for the detection of significant FC interactions (α = 482 
0.05). The mean total accuracy of wPLI and wSMI was computed as the mean of accuracies obtained 483 
across all SNRs. Non-parametric permutation tests (N=10000, p < 0.05) were used to compare the 484 
performance of the two metrics at each SNR and for mean accuracy. Specifically, for each examined 485 
condition, the difference in mean accuracy between wPLI and wSMI was compared with a null 486 
distribution obtained by randomly ‘reassigning’ to the two metrics the values of accuracy determined 487 
for the different SNR configurations. A similar procedure was used to compare performance of wPLI 488 
and wSMI for different spatial distributions of noise at each SNR. 489 
 490 
Experimental hd-EEG recordings. To verify whether potential differences between wPLI- and 491 
wSMI-based FC measures in recognizing distinct interaction dynamics have actual implications for 492 
the analysis of real experimental data, an additional investigation was performed on hd-EEG 493 
recordings (257 channels, Electrical Geodeisics Inc.; 500 Hz) obtained in different behavioural states. 494 
Specifically, data were obtained from 12 healthy volunteers (25 ± 4 yrs, 6F) during distinct states of 495 
vigilance: relaxed wakefulness with eyes closed (W) and deep (N3-)sleep. The data was recorded as 496 
part of a larger project aimed at exploring the effects of changes in visual experiences during 497 
wakefulness on NREM-sleep features67. 498 
Brain activity during N3-sleep was extracted from an overnight EEG recording in the sleep laboratory, 499 
whereas wakefulness data consisted of six minutes of eyes-closed resting-state activity obtained at 500 
8AM the following morning, when homeostatic sleep pressure is expected to be at its minimum68. All 501 
continuous wake and N3-sleep recordings were band-pass filtered between 0.5 and 45 Hz (NetStation 502 
5, EGI), and the first and last 5-s of data were discarded to account for filter-related edge-artifacts. Bad 503 
channels were identified upon visual inspection and interpolated using spherical splines: we removed 504 
31.5 ± 12.9 electrodes (corresponding to 12.3 ± 5.0% of all electrodes) in sleep recordings, and 30.8 ± 505 
8.6 electrodes (12.0 ± 3.4%) in wakefulness recordings. Sleep scoring was performed using standard 506 
procedures69 and all 30s epochs containing N3-sleep were extracted and concatenated. EEG recordings 507 
during wakefulness were divided into non-overlapping 5s segments and visually inspected to identify 508 
and reject clear artifacts. Overall, 27.3 ± 13.8% of all epochs were discarded due to artifacts, while in 509 
deep sleep no epochs were discarded. Indeed, large artifacts caused by eye movements, movements or 510 
muscular activity are typically absent or greatly reduced while in deep sleep. 511 
For both wakefulness and sleep data, a procedure based on Independent Component Analysis (ICA) 512 
was used to remove residual ocular, muscular, and cardiac artifacts70. For each subject, we randomly 513 
extracted and analyzed the minimum common number (across subjects) of artifact-free 2s-long epochs 514 
of wakefulness data, corresponding to 70 segments (i.e. 140s; the first 0.5s and the last 0.5s of each 5s 515 
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segment were discarded). The same amount of data (i.e. 70 2s-epochs; 140s) was randomly selected 516 
from N3-sleep that occurred during the first half of the night. From this selection, we excluded epochs 517 
representing potential outliers in terms of signal power within classical frequency bands. Specifically, 518 
the Power Spectral Density (PSD; Welch’s method, Hamming windows, 8 sections, 50% overlap) of 519 
all N3 2s-epochs was calculated in delta (0.5-4Hz), theta (4-8Hz), alpha (8-12Hz), sigma (12-16Hz), 520 
beta (18-25Hz), gamma (30-45Hz) and broadband (0.5-45Hz) frequency ranges. Then, outlier 521 
segments for any of the seven considered frequency ranges (i.e., threshold = median PSD ± 2 median 522 
absolute deviations; MAD) were excluded from the random selection procedure (see Fig. S4). 523 
For each condition and channel, the median wPLI and wSMI connectivity of each electrode to all other 524 
scalp electrodes was computed in all epochs for the 0.5-12 Hz frequency range (i.e., as in simulated 525 
data). The median one-to-all connectivity of each electrode was computed and compared to the average 526 
of the median one-to-all connectivity across surrogate datasets (1000 iterations) generated through 527 
time-point shuffling of the original recordings of each channel. In this approach, the same permutation 528 
scheme was used for all subjects, and the global signal, corresponding to the average signal across all 529 
electrodes, was re-added to each shuffled dataset to ensure the preservation of the internal 530 
characteristics of the data and of the potential spurious (volume-conduction-dependent) interactions. 531 
Paired comparisons were performed between i) wakefulness and surrogate data, and ii) wakefulness 532 
and N3-sleep (non-parametric permutation test; p<0.05). Correction for multiple comparisons was 533 
ensured using a permutation-based supra-threshold cluster correction71,72. In brief, the same contrast 534 
was repeated (N=10000 iterations) after shuffling the labels of the two compared sets and the 535 
maximum size of significant electrode-clusters was saved in a frequency table. A cluster-size threshold 536 
corresponding to the 95th percentile of the obtained distribution (α = 0.05) was applied to correct for 537 
multiple comparisons. Whole-brain connectivity (median of one-to-all connectivity across all 538 
electrodes) was also evaluated and compared to surrogate data using a non-parametric permutation test 539 
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Figure Legends 738 
 739 
Fig. 1. From modelling source dynamics to EEG field patterns. Intra- and inter-hemispheric interactions 740 
between two source pairs were modelled: the first source was placed either in left (LIPL) or right (RIPL) inferior 741 
parietal lobule, while the second source was kept in the right middle frontal gyrus (RMFG). Source amplitudes 742 
are shown using a lateral view of the brain, while resulting EEG field potentials are plotted using a top view of 743 
the scalp (A.U. stands for arbitrary unit). The brain images were plotted based on the Matlab scripts provided 744 
in the BBCB toolbox 33.  745 
 746 
Fig. 2. Outline of the methodological design for the assessment of whole-brain accuracy. The source 747 
locations LIPL, RIPL and RMFG are marked as yellow dots in the brain plots, while the red line indicates a true 748 
interaction between two of the sources (RIPL-RMFG). For each SNR in the range 0.01-1.00 (0.01 steps; N=100) 749 
different spatial distributions (N=100) of random background noise (marked as green dots) were generated in 750 
combination with true interactions between the source pairs and projected at scalp level. The corresponding null 751 
distributions were obtained through time-point-shuffling of the original interacting source-level timeseries. The 752 
same procedure has been applied to all interaction dynamics and tested source pairs (intra/inter-hemispheric). 753 
The brain images were rendered using Surf Ice (vers. 5 May 2016, 64-bit).  754 
 755 
Fig. 3. Linear and non-linear interdependencies between bivariate sources of simulated data. The absolute 756 
value of cross-correlation (CC; measure of similarity of two series as a function of the displacement of one 757 
relative to the other) and the interdependence measure N (measure of the nonlinear relationship between two 758 
time series) were computed for simulated true source time-series (0.5-12 Hz) and the null distribution, obtained 759 
by shuflling the source time-series (N=1000, 0.5-12 Hz). For both CC and N, low values indicate total 760 
independence, while high values indicate strong dependence. The differences between the true simulated data 761 
and its null distribution, i.e. surrogate data, were computed (* for pone-tail < 0.05, Bonferroni-corrected based on 762 
18 comparisons). The error bars show the standard deviation for the null distribution. For all cases, N was 763 
computed using the following parameters (but very similar results were obtained when optimal, individual 764 
parameters were selected for each time-series): embedding dimension (m=10), time lag (tau=5), theiler 765 
correction (theiler=50), number of nearest neighbours (nn=10). 766 
 767 
Fig. 4. A) Mean whole-brain detection accuracy for all nine different relationships between the chosen source 768 
location pairings (L = left IPL to right MFG; R = right IPL to right MFG). The green vertical lines mark 769 
significant differences between wPLI and wSMI (permutation tests, p < 0.05) for each type of interaction, 770 
pairing of source locations and SNR. The brain images were plotted based on the Matlab scripts provided in the 771 
BBCB toolbox 33. B) Whole-brain detection accuracy for all nine different relationships between the chosen 772 
source location pairings as a function of SNRs (L = left IPL to right MFG; R = right IPL to right MFG). Black 773 
dots at the top of each graph mark significant accuracy differences between wPLI and wSMI for each specific 774 
SNR that were observed for both intra- and inter-hemispheric conditions. 775 
 776 
Fig. 5. A) Mean topographic detection accuracy for all nine different relationships between the chosen source 777 
location pairings (L = left IPL to right MFG; R = right IPL to right MFG). The green vertical lines mark 778 
significant differences between wPLI and wSMI (permutation tests, p < 0.05) for each type of interaction, 779 
pairing of source locations and SNR. The brain images were plotted based on the Matlab scripts provided in the 780 
BBCB toolbox 33. B) Topographic detection accuracy for all nine different relationships between the chosen 781 
source location pairings as a function of SNRs (L = left IPL to right MFG; R = right IPL to right MFG). Black 782 
dots at the top of each graph mark significant accuracy differences between wPLI and wSMI for each specific 783 
SNR that were observed for both intra- and inter-hemispheric conditions. 784 
 785 
Fig. 6. Whole-brain wPLI (left) and wSMI (right) connectivity in wakefulness and sleep (0.5-12 Hz). Paired 786 
comparisons were performed between median whole-brain connectivity in wakefulness and N3-sleep, as well 787 
as between experimental and surrogate data. * marks p< 0.05 (non-parametric permutation tests). 788 
 789 
Fig. 7. Topographic wPLI (left) and wSMI (right) connectivity in wakefulness and sleep (0.5-12 Hz). 790 
Paired comparisons were performed between A) wakefulness and shuffled surrogate data and B) N3-sleep and 791 
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shuffled surrogate data and C) wakefulness and N3-sleep, for wPLI (top row) and wSMI (bottom row). White 792 
dots mark significant effects (cluster-based non-parametric permutation test, p<0.05). Colorbars show the 793 
permutation test statistic for the difference between conditions, so that the red color marks higher values in real 794 
vs. surrogate data for panels A and B. In panel C, the red color indicates higher values in wakefulness, while 795 
the blue color indicates higher values in sleep. These images were generated using the 'topoplot' function in 796 
EEGLAB70. 797 
 798 
Fig. 8. Whole-brain, median wPLI and wSMI in wakefulness (W) and N3-sleep in different frequency 799 
bands (delta: 0.5-4Hz, theta: 4-8Hz, alpha: 8-12Hz). Error bars show the standard error of the mean. 800 
Horizontal bars and * mark significant differences between conditions (non-parametric permutation tests, p < 801 
0.05, Bonferroni-corrected for the number of tested frequency bands). 802 
 803 
Fig. 9. Topographic wPLI and wSMI connectivity in wakefulness (W) and N3-sleep in different frequency 804 
bands (delta: 0.5-4Hz, theta: 4-8Hz, alpha: 8-12Hz). Colorbars show the permutation test statistic for the 805 
differences between wakefulness and N3-sleep. The red color marks higher values in wakefulness, while the 806 
blue color indicates higher values in sleep. White dots mark significant differences between conditions (cluster-807 
based non-parametric permutation test, p<0.05). These images were generated using the 'topoplot' function in 808 
EEGLAB70. 809 
 810 
