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Brake orbits and heteroclinic connections
for first order Mean Field Games
Annalisa Cesaroni and Marco Cirant
Abstract
We consider first order variational MFG in the whole space, with aggregative interactions
and density constraints, having stationary equilibria consisting of two disjoint compact sets
of distributions with finite quadratic moments. Under general assumptions on the interaction
potential, we provide a method for the construction of periodic in time solutions to the MFG,
which oscillate between the two sets of static equilibria, for arbitrarily large periods. Moreover,
as the period increases to infinity, we show that these periodic solutions converge, in a suitable
sense, to heteroclinic connections. As a model example, we consider a MFG system where the
interactions are of (aggregative) Riesz-type.
AMS-Subject Classification. 91A13 37J50 37J45 49Q20 35Q91
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1 Introduction
Mean field games (MFG) theory describes interactions among a large numbers of indistinguish-
able rational individuals, in which a generic agent optimizes some functional depending both
on its dynamical state and on the average collective behavior, represented by the density of the
overall population. In an equilibrium regime, the optimal dynamics of the average agent is con-
sistent with the collective evolution. Such equilibria can be described by a system of coupled
PDEs, a backward Hamilton-Jacobi equation characterizing the value function of the average
1
agent, and a forward continuity equation modelling the evolution of the population density,
that is (in the model case of first order MFG with quadratic Hamiltonian)

−∂tu+ |∇u|
2
2 = f (x,m), in (0, T)×Rd
∂tm− div(m∇u) = 0 in (0, T)×Rd
m ≥ 0, ∫
Rd
m(t, x)dx = 1.
(1.1)
Usually the system is coupled with initial/final time conditions. This theory has been intro-
duced in the mathematical community by Lasry and Lions in [20, 21] and since then, there has
been a large development of the subject in the literature.
Here, we will focus on the widely studied class of potential (or variational [4]) MFG: these are
MFG systems that can be derived as optimality conditions of suitable optimal control problems
on the continuity equation. Precisely, we assume that f (x,m) is the derivative of a potential
W defined on the space of Borel probability measures P(Rd), that is f (x,m) = δδmW(m) ∈
C(Rd ×P(Rd)), where
lim
h→0+
W(m+ h(m′ −m))−W(m)
h
=
∫
Rd
f (x,m)d(m′−m)(x)
for all m,m′ ∈ P(Rd). In this case, the PDE system (1.1) formally appears as the first order
condition for critical points of the following energy functional:
JT(m, v) :=
∫ T
0
∫
Rd
1
2
|v(t, x)|2m(t, dx)dt+
∫ T
0
W(m(t))dt, (1.2)
to be computed among all possible evolutions of the mass distributions, that is among all cou-
ples (m, v) such that mt− div(mv) = 0 in the distributional sense, where m(t) ∈ P(Rd) for all t,
and the velocity field v ∈ L2(dt⊗m(t, dx)). It is well-known that when W ≡ 0, and m(0),m(T)
are given, this is the so-called fluid mechanics formulation of the Monge-Kantorovich mass
transfer problem introduced by Benamou and Brenier [3], which leads to the dynamic character-
ization of the L2-Kantorovich-Rubinstein-Wasserstein distance d2 between measures in P2(Rd)
(those with finite quadratic moments in Rd see Definition 2.2 and [2, 29] for a general dis-
cussion). The similarities between the Benamou-Brenier formulation of optimal transport and
MFG have been already explored in the study of first-order MFG systems, and we refer to
[17, 18, 22, 27].
Throughout the work, we will construct (constrained) critical points of JT, rather than pro-
ducing solutions to PDE systems of the form (1.1). These critical points (m¯, v¯) give rise to mean
field Nash equilibria, in the following sense: for any admissible competitor (m, v),
∫ T
0
∫
Rd
1
2
|v|2m+
∫ T
0
f (m¯)m ≥
∫ T
0
∫
Rd
1
2
|v¯|2m¯+
∫ T
0
f (m¯)m¯,
that in turn can be shown to provide solutions (m¯, u¯) to (1.1) (see Remark 3.4 for further consid-
erations).
Another crucial observation is that variational MFG systems of the form (1.1) can be inter-
preted as Hamiltonian systems on the infinite dimensional metric space P2(Rd), endowed with
the distance d2. In addition, the energy JT(m, v) defined (1.2) can be rewritten via the Benamou-
Brenier formula [3] as an energy on the space of trajectories C([0, T],P2(Rd)), as follows:
JT(m) =
∫ T
0
1
2
|m′t|2 +W(m(t)) dt, (1.3)
where |m′t| is the metric derivative of the curve with respect to the Wasserstein distance d2, see
[2]. In such a form, JT is reminiscent of standard action functionals appearing in Hamiltonian
mechanics.
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We will also make use, as in the work by Benamou and Brenier, of the standard change of
variables which replaces velocity by momentum, i.e. (m,w) = (m, vm). The energy (1.2) then
becomes, in a generalized sense,
JT(m,w) =
∫ T
0
∫
Rd
1
2
∣∣∣∣ dwdt⊗m(t, dx)
∣∣∣∣
2
m(t, dx)dt+
∫ T
0
W(m)dt, (1.4)
to be computed on the set
K :=
{
(m,w) | m ∈ C(R,P2(Rd)),
w is a Borel d-vector measure on R×Rd, absolutely continuous w.r.t. dt⊗m(t, dx),
−∂tm+ div(w) = 0 in the sense of distributions,∫ t2
t1
∫
Rd
1
2
∣∣∣∣ dwdt⊗m(t, dx)
∣∣∣∣
2
m(t, dx) < ∞ for all −∞ < t1 < t2 < ∞
}
. (1.5)
The two energies (1.2) and (1.4) are equivalent, see [4]. Note that under these new variables
the differential constraints become linear, that is mt − divw = 0, and moreover the function
(m,w) 7→ |w|22m (extended to 0 where m = 0) is a convex function. In the following, we are going
to consider only solutions to the MFG which correspond to minimizers of (1.4), in some suitable
subset of K.
An interesting issue in MFG is the description of the long time behavior of equilibria, that
is: given some information of the system at initial and final time, say at t = 0 and t = T, such
as the population distribution m and/or the final cost u, is it possible to describe m (and u)
at intermediate times? A natural goal would be to characterize attractors that are approached
by m as T → ∞. A large part of the literature in this direction is devoted to congestion type
games, that are games in which players prefer sparsely populated areas of the state space. This
is typically translated in the assumption that W is convex, or equivalently that the interaction
cost f (x,m) is monotone increasing with respect to the mass distribution:∫
Rd
( f (x,m)− f (x,m′))d(m−m′)(x) ≥ 0 ∀m,m′ ∈ P2(Rd). (1.6)
We point out that this condition does not imply that the functional W is geodesically convex in
P2 (see [2, 29]): geodesic convexity of W and monotonicity of f are actually unrelated condi-
tions. Under this monotonicity assumption, one expects in general uniqueness of the equilibria
of the game, and some further regularity properties. The long time behavior of the system is
quite well understood (at least when the state space is the flat torus): in a long time horizon,
solutions of the MFG approach the (unique) stationary equilibrium, which is attractive for the
evolutive system. Moreover, the stationary equilibrium is provided by the unique minimizer of
W . We refer to the recent paper [8] and references therein for more details.
On the other hand, without the monotonicity assumption, the long time behavior is much
less understood and very few is known about long time patterns. The second author obtained
recently some results for second order MFG in the flat torus with anti-monotone interactions,
that is assuming that − f (x,m) is monotone increasing. In particular in [13] (see also [14]), it
is provided the construction, using bifurcation arguments, of an infinite number of branches of
non-trivial solutions which exhibit an oscillatory (in time) behavior, and emanating from a trivial
stationary solution (also for the case of two populations of players, which is non-variational
in general). Finally, we recall also that in [24], by using weak KAM methods in an infinite
dimensional setting, it is provided an example of a second order MFG with non monotone
interaction cost, settled in the periodic torus, for which solutions in the long time horizon do
not converge to the stationary state (see also [6] for further results). Long time pattern formation
has also been explored in MFG models arising in socioeconomics [19, 30, 31].
In this paper, we analyze long time patterns for another class of aggregating first order (de-
terministic) MFG, defined on the whole space and without periodicity conditions. We consider
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the anti-monotone case, that is when players are attracted towards crowded areas. The presence
of such aggregating interaction forces naturally leads the population distribution to develop sin-
gularities. Against this force, we put a density constraint, i.e., we impose that the distribution
of players m(t) must have a density which does not exceed some given value ρ, that is, for all t,
m(t) ∈ P r2,ρ(Rd) := {m ∈ P2(Rd) : ∃ 0 ≤ m˜ ≤ ρ a.e. on Rd s.t. m = m˜dx}
(with a slight abuse of notation, we will often identify m with its density m˜) and so we restrict
the set K defined in (1.5) to
Kρ := {(m,w) ∈ K, m(t) ∈ P r2,ρ(Rd), ∀t ∈ R}. (1.7)
This constraint models an environment with finite capacity. Alternatively, it could be regarded
as an infinite cost paid by players that try to cluster over saturated regions (hard congestion).
We mention that first order MFG with density constraints have been studied, in the monotone
case, in [7], where connections with variational models for the incompressible Euler’s equations
a` la Brenier are also discussed (see also [22]). Another effect against concentration could be
dissipation, that may appear as a viscosity term in the continuity equation for m. This setting
has been considered recently in [9], where stationary solutions to second order aggregating
MFG are constructed; concentration phenomena and selection type results when the dissipation
term vanishes are also shown.
Throughout the paper, we assume the following general conditions on the interaction poten-
tial W : P r2,ρ(Rd) → [0,∞). First of all we assume that minP r2,ρ(Rd)W exists, and without loss
of generality that minP r2,ρ(Rd)W = 0. We suppose in addition that minima ofW consists of two
disjoint compact subsets of P2(Rd), that is
∃M+,M− ⊂⊂ P r2,ρ(Rd) s.t. d2(M+,M−) := 2q0 > 0, and W(m) = 0⇔ m ∈ M±. (Z)
(where M± = M+ ∪M−). We assume some standard lower semi-continuity (in a topology
which is slightly weaker than the one of P2)
for any p < 2, {mn} ⊂ P r2,ρ(Rd), if limn dp(mn,m) = 0 then lim infn W(mn) ≥ W(m), (lsc)
which will be needed to construct minimizers of (1.4). Note that lower semi-continuity of the
kinetic part term in JT is standard by convexity (see Proposition 2.7). Some coercivity of W in
P2(Rd) will be also needed: there exists CW > 0 such that for all m ∈ P r2,ρ(Rd)
− CW + C−1W
∫
Rd
|x|2m(x)dx ≤ W(m) ≤ CW
(
1+
∫
Rd
|x|2m(x)dx
)
. (BDD)
Note that (BDD) implies that W has compact sublevel sets in Pp(Rd) for every p < 2, see
Lemma 2.4 and Remark 2.5, but not necessarily for p = 2.
We finally assume the following continuity property in P2(Rd) close to the zero level-set: for
any {mn} ⊂ P r2,ρ(Rd),
if lim
n
W(mn) = 0, then lim
n
d2(mn,M±) = 0. (CON)
Note that ifW is assumed to be lower semicontinuous and with compact sublevel sets in P2(Rd),
then (CON) follows directly from (Z).
It is clear that minima M± of W are stationary solutions/equilibria, namely minimizers of
the energy JT . The main goal of this work is show that the MFG problem has other equilibria
that exhibit peculiar patterns. First, we construct periodic in time critical points of JT, that oscillate
between stationary solutions (brake orbits). Then, we construct heteroclinic connections, that are,
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with a slight abuse of notation, solutions to the MFG problem which are defined for all times,
and approach M− as t → −∞ and M+ at +∞ (see Definition 4.1). We will exploit the fact
that the potential W in the energy (1.4) is assumed to be, roughly speaking, a double-well
potential in P r2,ρ(Rd). Written in the form (1.3), the energy can be interpreted as an action
functional on the space of continuous curves with values in the metric space P2(Rd), and is
reminiscent of classical variational problems for finite-dimensional Hamiltonian systems. There
is a huge literature (see the survey [28] and references therein) on the construction of periodic
or heteroclinic trajectories in Hamiltonian systems by means of variational techniques. Among
periodic solutions, the so-called brake orbits are widely studied; these are T-periodic curves mT
such that
mT
(
T
4
− t
)
= mT
(
T
4
+ t
)
, (1.8)
so a brake orbit basically travels along the same trajectory back and forth in T/2-time (note that
the speed m′ (±T/4) vanishes). Brake orbits are periodic critical points of the action functional
(1.3) (with Morse index 1 in the context of periodic perturbations) and not global minimizers.
To mode out this instability, some symmetry can be added to the system. Here, we assume that
there exists a reflection γ : Rd → Rd, such that
W(γ#m) =W(m). (REF)
Before stating our results, we recall that other extensions to the infinite dimensional setting
of these kind of constructions has been considered quite recently in the literature. The existence
of heteroclinic connections in the general framework of metric spaces has been provided in
[26], under the assumption that the potential W has a finite numbers of zeros. The result
is obtained by a different procedure, namely by re-parametrizing the action functional (1.3)
to a length functional in the metric space: then an heteroclinic connection is a geodesic with
respect the new length functional. Another class of infinite dimensional problems is related to
functionalsW defined on Hilbert spaces (such as H1(Ω), with appropriate boundary conditions)
and W(u) = ‖∇u‖2
L2(Ω)
+
∫
Ω
W(x, u)dx, where W(x, ·) is a double well potential. In [1] (see
also references therein) the authors prove the existence of brake orbits and also convergence
to heteroclinic connections as the period goes to infinity by minimizing the action functional
among curves with prescribed energy. Analogous results have been proved in [16], with a
different approach: instead of minimizing the action functional with fixed mechanical energy,
the author minimize it on a set of T -periodic maps with fixed T > 0. In this paper, we follow
the same approach as in [16], and as far as we know, similar constructions for MFG systems
have never been studied.
The first main result is about construction of brake orbits, and it is proved in Section 3. We
introduce the sets of curves on which we minimize our functional
Kρ,ST :=
{
(m,w) ∈ Kρ, T-periodic, m
(
T
4
+ t
)
= m
(
T
4
− t
)
, m(−t) = γ#m(t), ∀t ∈ R
}
(1.9)
where Kρ is defined in (1.7). Observe that, due to the symmetry assumption (REF), we have
that the two simmetry conditions m (T/4+ t) = m (T/4− t) , m(−t) = γ#m(t) appearing in
(1.9) are natural, in the sense that minimizers in Kρ,ST are also critical points in the larger set
KρT :=
{
(m,w) ∈ Kρ, T-periodic
}
(1.10)
see Remark 3.4.
Theorem 1.1. Assume (Z), (lsc), (BDD), (CON) and (REF). Let q ∈ (0, q0), where q0 is defined in
(Z). Then there exists T¯ = T¯(q) > 4 such that, for any T ≥ T¯, there exists a T-periodic minimizer
(mT,wT) ∈ Kρ,ST of the functional JT in (1.4) which satisfies

d2(m
T(t),M+) < q ∀t ∈
(
s, T2 − s
)
d2(m
T(t),M−) < q ∀t ∈
(
− T2 + s,−s
)
,
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for some 0 < s < C = C(q) (note that C does not depend on T). Moreover T¯(q)→ +∞ as q→ 0.
Note that the transition phase between (neighborhoods of) the two steady states is of order
C(q), and remains bounded as T → ∞. This is a key point in obtaining the second main
result, which is about construction of heteroclinic solutions and convergence of brake orbits to
heteroclinics; this is proved in Section 4.
To this aim, we introduce the energy on the whole space:
J(m,w) =
∫ +∞
−∞
∫
Rd
1
2
∣∣∣∣ dwdt⊗m(t, dx)
∣∣∣∣
2
m(t, dx)dt+
∫ +∞
−∞
W0(m(t)) dt.
and the sets of curves
Kρ,S := {(m,w) ∈ Kρ : m(−t) = γ#m(t) ∀t, J(m,w) < +∞} . (1.11)
Note that, see Lemma 4.2, if (m,w) ∈ Kρ,S, then
lim
t→±∞ d2
(
m(t),M±) = 0.
Moreover, arguing as in Remark 3.4, minimizers in Kρ,S are also minimizers in Kρ.
We have the following result.
Theorem 1.2. Assume (Z), (lsc), (BDD), (CON) and (REF).
a) There exist minimal heteroclinic connections, that is (m,w) ∈ Kρ,S such that J(m,w) = minKρ,S J.
b) For any T > 0, let (mT,wT) ∈ Kρ,ST be a minimizer of JT constructed in Theorem 1.1. Then
lim
T→+∞
d22
(
mT
(
T
4
)
,M+
)
= 0 = lim
T→+∞
d22
(
mT
(
−T
4
)
,M−
)
,
and up to passing to subsequences Tn → +∞, there holds
mTn(t)→ m(t) ∈ C(R,P2(Rd)) locally uniformly in C(R,Pp(Rd)) for all p < 2
and wTn → w weakly in L2([−L, L]×Rd) for all L > 0, where (m,w) is a minimal heteroclinic
connection. Finally, J(m,w) = 12 limT→+∞ JT(m
T,wT).
We make a few final remarks in light of the two results. As we previously mentioned, the
unique minimizer of W is an attractor of MFG equilibria under the monotonicity assumption
(1.6). If one drops (1.6), the picture may change substantially. Heteroclinics produced here
connect two different minimizers of W ; hence, the state of the system can be arbitrarily close
to a minimum (with respect to d2) of W , and converge to a different steady state as t → ∞. A
further study of stability of minimizers ofW can be matter of future work.
Note again that minimizers (m,w) obtained in Theorems 1.1 and 1.2 provide solutions to
MFG systems of the form (1.1) in a suitable weak sense. The connection between the variational
formulation and the PDE system for first order problems has been extensively studied in [7],
and adaptions to our framework may require minor technical work (see also Remark 3.4).
1.1 A model problem
Finally we present a model problem, where our results apply. We consider a vatiational MFG
where the potential term W is given by
W(m) =
∫
Rd
W(x)m(dx)−
∫
Rd
∫
Rd
K(|x− y|)m(dx)m(dy). (1.12)
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Note that in this case f (x,m) = δmW = W(x) − 2
∫
Rd
K(|x − y|)m(dy). The first part of the
energy is a potential energy, where W : Rd → [0,+∞) is a “double-well” confining function,
vanishing on two disjoint balls, invariant by the reflection γ, and quadratically increasing at
infinity, see assumption (5.2). The function W models a spatial preference for the area where
aggregation of the crowd takes place. The second part of the energy is an interaction energy,
modeled through the interaction kernel −K. K is assumed to be positive definite, radially
symmetric, locally integrable and increasing at zero (in an appropriate sense), see (5.5), (5.6). In
particular a model class of such interaction kernels K is given by the Riesz kernels
K(|x− y|) = 1|x− y|d−α , with α ∈ (0, d).
Note that energies like (1.12) have been recently studied extensively, as they are directly con-
nected to a class of self-assembly/aggregation models which have received much attention, see
e.g. [12] and references therein.
It is possible to show, see Section 5, that under the previous assumptions, W defined in
(1.12) satisfies (BDD), (lsc), (CON), (REF). Regarding the general assumption (Z), we provide
the following characterization of minimizers of (1.12), in Section 5.4.
Theorem 1.3. Under the assumptions (5.2), (5.5), (5.6), there exist minimizers of (1.12) in M± ⊂
P r2,ρ(Rd), and all the minimizers are given by characteristic functions (multiplied by ρ) of compact sets
in Rd. If, in addition, the flat zones of W are sufficiently large in terms of ρ, i.e. (5.4) holds, then all
the minimizers are characteristic functions of balls (multiplied by ρ), and consists of two compact disjoint
setsM± ⊂ P r2,ρ(Rd).
So, in the case described in Theorem 1.3, Theorems 1.1 and Theorem 1.2 apply and we may
construct brake orbits and heteroclinic solutions.
Some interesting issues, in our opinion, are left open for this model problem. In particular,
we know by Theorem 1.3 that stationary minimal solutions to the MFG, so in particular couples
(m, 0) ∈ K which minimize the energy (1.4), are given by m = ρχE, where E is a compact set.
A natural question is whether or not other (evolutive) equilibria enjoy these two features (that
is, have compact support and are evolving characteristic functions). In other words, given a
periodic brake orbit (mT,wT) as in Theorem 1.1, or a minimal heteroclinic connection (m,w)
as in Theorem 1.2, is it true that mT(t),m(t) are characteristic functions (multiplied by ρ) of a
family of evolving compact sets Et for all times ? At the moment a full answer to this question
seems far to be understood.
Another natural related problem is the discrete (in space) version of the game: MFG can
be interpreted indeed as limiting models for large populations of interacting agents, where
any given individual is affected by the averaged state of the other individuals. In the work in
preparation [10], we will consider the analogous variational problem involving the energy (1.2)
for a finite number of interacting particles, where the density constraint appears as a bound
from below on the minimal distance between particles (being in turn inversely proportional to
the number of particles N). First of all, we formalize the connection between the discrete N-
particles problem and the continuous MFG model by proving a Γ-convergence type result, as
N → +∞, of the energies, in the same spirit of [15]. Moreover, we show that for the N-particle
system, at least in the 1-dimensional case, periodic minimizers are compactly supported, and
particles minimize reciprocal distances. This will give a partial answer to our question (again,
at least in dimension one), namely we will provide the existence of limiting brake orbits for the
continuous problem that are time-dependent characteristic functions.
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Notation
We wil denote by B(x, r) ⊆ Rd the ball centered at x and with radius r, Br = B(0, r) and
ωd = |B1|. For any measurable set E ⊆ Rd, we define χE to be the characteristic function of E.
P(Rd), Pp(Rd) and P r2,ρ(Rd) are (sub)sets of Borel probability measures defined below (see
Section 2). For any setM⊂ P2(Rd), d2(µ,M) = infm∈M d2(µ,m).
2 The Wasserstein spaces
We introduce some notions for calculus in Wasserstein spaces that will be useful in the following.
For a general reference on these results we refer to [2], [29]. First, let P(Rd) be the space of Borel
probability measures on Rd, endowed with the topology of narrow convergence, that is:
Definition 2.1. Let µk, µ ∈ P(Rd). We say that µk → µ narrowly if
lim
k
∫
Rd
g(x)µk(dx) =
∫
Rd
g(x)µ(dx) ∀g ∈ Cb(Rd),
where Cb(R
d) is the space of continuous and bounded functions on Rd.
Note that this notion of convergence is equivalent to the one of convergence in the sense of
distributions (see [2, Remark 5.1.6]).
Definition 2.2. Let p ≥ 1. The Wasserstein space of Borel probability measures with bounded p-
moments is defined by
Pp(Rd) =
{
µ ∈ P(Rd)
∣∣∣ ∫
Rd
|x|pdµ(x) < +∞
}
.
The Wasserstein space can be endowed with the p-Wasserstein distance
dp(µ, ν)
p = inf
{∫
Rd
∫
Rd
|x− y|pdpi(x, y) | pi ∈ pi(µ, ν)
}
(2.1)
where pi(µ, ν) is the set of Borel probability measures on Rd × Rd such that pi(A × Rd) = µ(A)
and pi(Rd × A) = ν(A) for any Borel set A ⊆ Rd. When p = 1 and µ, ν have compact support,
1-Wasserstein distance has also the following dual representation
d1(µ, ν) = sup
{∫
Rd
φ(x)d(µ− ν)(x) | φ : Rd → R, Lip(φ) ≤ 1
}
. (2.2)
Note that Pp(Rd) ⊂ Pq(Rd) for p < q, and by Jensen inequality, dp(µ, ν) ≤ dq(µ, ν) for p < q.
We then recall the following results about narrow convergence and convergence in Wasserstein
spaces.
Lemma 2.3. Let µk, µ ∈ P(Rd) such that µk → µ narrowly.
(i) Let g : Rd → [0,+∞] be lower semicontinuous. Then
lim inf
k
∫
Rd
g(x)dµk(x) ≥
∫
Rd
g(x)dµ(x).
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(ii) Let g : Rd → [0,+∞), continuous and µk-integrable, be such that
lim sup
k
∫
Rd
g(x)dµk(x) ≤
∫
Rd
g(x)dµ(x) < ∞.
Then, g is uniformly integrable with respect to µk, that is
lim
R→+∞
sup
k
∫
{x |g(x)≥R}
g(x)dµk(x) = 0.
Proof. We refer to [2, Lemma 5.1.7].
Lemma 2.4. Pp(Rd) endowed with the p-Wasserstein distance is a separable complete metric space. A
setM⊂ Pp(Rd) is relatively compact if and only if it has uniformly integrable p-moments, that is
lim
R→+∞
sup
µ∈M
∫
Rd\B(0,R)
|x|pdµ(x) = 0.
Let now µk, µ ∈ Pp(Rd) for some p ≥ 1. Then the statements below are equivalent:
(i) dp(µk, µ)→ 0
(ii) µk → µ narrowly and µk have uniformly integrable p-moments.
Finally, for any ν ∈ Pp(Rd), the map µ → dp(µ, ν) is lower semicontinuous with respect to narrow
convergence.
Proof. We refer to [2, Prop. 7.1.5]. Note that ifM has uniformly integrable p-moments then it is
tight, i.e. for all ε > 0 there exists Kε ⊆ Rd compact for which supµ∈M
∫
Rd\Kε dµ(x) ≤ ε.
The lower semicontinuity of the Wasserstein distance is proved in [2, Proposition 7.1.3].
Remark 2.5. Note that, if for some q > p,
sup
µ∈M
∫
Rd
|x|qdµ(x) < +∞
thenM has uniformly integrable p-moments.
Finally, we introduce a subspace of regular measures as follows.
Definition 2.6. We define P r2,ρ(Rd) to be the set of measures belonging to P2(Rd) and having density
in L∞(Rd), with L∞(Rd) norm bounded by ρ > 0:
P r2,ρ(Rd) = {m ∈ P2(Rd) : ∃ 0 ≤ m˜ ≤ ρ a.e. on Rd s.t. m = m˜dx}.
Note that elements of P r2,ρ(Rd) “see” also the topology induced by the L∞-norm. We recall in particular
the notion of weak* convergence in L∞, that is: for µk, µ ∈ L∞(Rd), µk is said to converge to µ weak-*
in L∞ if
lim
k
∫
Rd
g(x)µk(dx) =
∫
Rd
g(x)µ(dx) ∀g ∈ L1(Rd).
We now make a few considerations on the kinetic part of the energy in (1.4), that is on the
functional
(m,w) 7→
∫ t2
t1
∫
Rd
1
2
∣∣∣∣ dwdt⊗m(t, dx)
∣∣∣∣
2
m(t, dx)dt,
which can be defined in general for couples (m,w), m ∈ C(R,P1(Rd)) and w a Borel d-vector
measure on R×Rd, absolutely continuous w.r.t. dt⊗m(t, dx). These properties are indeed part
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of the definition of admissible couples (m,w) ∈ K. Throughout the paper, m(t) will further
satisfy the L∞ constaint m(t) ∈ P r2,ρ(Rd). We immediately note that if (m,w) ∈ Kρ, then w has
a density which is in L2loc(R, L
2(Rd)), that is
∫ t2
t1
∫
Rd
|w|2dxdt =
∫ t2
t1
∫
Rd
∣∣∣∣w(t, x)m(t, x)
∣∣∣∣
2
m2(t, x) dxdt ≤ ρ
∫ t2
t1
∫
Rd
∣∣∣∣w(t, x)m(t, x)
∣∣∣∣
2
m(t, x) dxdt.
Moreover, by Ho¨lder inequality and recalling that m(t) ∈ P2(Rd), we have(∫ t2
t1
∫
Rd
|x||w(t, x)|dxdt
)2
≤
(∫ t2
t1
∫
Rd
|x|2m(t, x)dxdt
)(∫ t2
t1
∫
Rd
∣∣∣∣w(t, x)m(t, x)
∣∣∣∣
2
m(t, x) dxdt
)
< ∞.
We now state a lower semi-continuity result (which could be stated for weaker convergence
in the variables m,w, but it will be used below in the present form).
Proposition 2.7. Suppose that mn → m in C(R,Pp(Rd)) for some p ≥ 1, wn ⇀ w (weakly) in L2(Q),
and mn(t),m(t) are absolutely continuous with respect to the Lebesgue measure for all t, n. Then,
∫ t2
t1
∫
Rd
∣∣∣∣w(t, x)m(t, x)
∣∣∣∣
2
m(t, x)dxdt ≤ lim inf
n→∞
∫ t2
t1
∫
Rd
∣∣∣∣wn(t, x)mn(t, x)
∣∣∣∣
2
mn(t, x)dxdt.
Proof. See [29, Proposition 5.18].
Finally, we recall the following uniform continuity property of elements belonging to K, that
will be useful in the sequel.
Proposition 2.8. Let (m,w) ∈ K, as defined in (1.5). Then
d22(m(t),m(s)) ≤ |t− s|
∫ t2
t1
∫
Rd
1
2
∣∣∣∣ dwdt⊗m(τ, dx)
∣∣∣∣
2
m(τ, dx)dτ, ∀t, s ∈ (t1, t2). (2.3)
Proof. This can be proved using Ho¨lder inequality and [2, Thm 8.3.1].
3 Brake periodic solutions
In this section we prove Theorem 1.1. Denote by Q = (−∞,∞)×Rd and by CT((−∞,∞),P2(Rd)),
for any T > 0, the subset of T-periodic elements of C((−∞,∞),P2(Rd)).
We provide a preliminary result on existence of geodesics in Kρ based on displacement
convexity introduced by McCann [25].
Lemma 3.1. Let t1 < t2, and m1,m2 ∈ P r2,ρ(Rd). Then, there exists a couple (m,w) ∈ Kρ, as defined
in (1.7), such that
m(t1) = m1, m(t2) = m2,
∫ τ2
τ1
∫
Rd
∣∣∣∣w(t, x)m(t, x)
∣∣∣∣
2
m(t, x) dxdt =
d22(m(τ1),m(τ2))
τ2 − τ1 .
for all t1 ≤ τ1 ≤ τ2 ≤ t2.
Proof. Let mˆ be the unique constant speed geodesic mˆ ∈ AC([0, 1],P2(Rd)) (see [2, Section 7.2])
connecting m1 and m2 (i.e. m(0) = m1, m(1) = m2), which satisfies for all 0 ≤ s ≤ t ≤ 1
d2(m(s),m(t)) = (t− s)d2(m1,m2).
The functional m 7→ ‖m‖L∞(Rd) is geodesically convex in P2(Rd) (see [29, Proposition 7.29]),
namely m is in L∞(Rd) for every s, and it satisfies
‖mˆ(t)‖L∞(Rd) ≤ max{‖m1‖L∞(Rd), ‖m2‖L∞(Rd)} = ρ.
10
Being m(t) a constant speed geodesic connecting m1 and m2 ,
d22(mˆ(s1), mˆ(s2)) = (s2 − s1)
∫ s2
s1
|mˆ′|2(s) ds for all 0 ≤ s1 ≤ s2 ≤ 1. (3.1)
By [2, Thm 8.3.1] we get for a.e. s ∈ (0, 1) the existence of a vector field vˆ(s) ∈ L2(mˆ(s);Rd)
such that −∂tmˆ+ div(vˆ mˆ) = 0 is satisfied in the distributional sense, and for a.e. s
|mˆ′|(s) =
(∫
Rd
|vˆ(s, x)|2mˆ(s, x)dx
)1/2
.
Hence, substituting |mˆ|′(s) into (3.1) and setting wˆ = vˆmˆ (on the set {m > 0}, and identically
zero elsewhere), we obtain
d22(mˆ(s1), mˆ(s2)) = (s2 − s1)
∫ s2
s1
∫
Rd
∣∣∣∣ wˆ(s, x)mˆ(s, x)
∣∣∣∣
2
mˆ(s, x) dxds.
We then have that the couple (mˆ, wˆ) belongs to K. To obtain the required couple (m,w) it is
enough to perform a linear change of variables, i.e.
m(t, x) := mˆ
(
t− t1
t2 − t1 , x
)
, w(t, x) :=
1
t2 − t1 wˆ
(
t− t1
t2 − t1 , x
)
.
Finally we extend m(t, x) to all t ∈ R by setting m(t, x) = m1(x), w(t, x) = 0 for t < t1, and
m(t, x) = m2(x),w(t, x) = 0 for t > t2.
Now we need a technical lemma about positivity properties of the functional W outside
M±.
Lemma 3.2. For any q > 0, we have
inf
{
W(m) | m ∈ P r2,ρ(Rd), d2(m,M±) ≥ q
}
=: δ(q,W) = δ > 0. (3.2)
Proof. Assume by contradiction that there exists q > 0 for which δ = 0. We consider mn ∈
P r2,ρ(Rd) such that q ≤ d2(mn,M±) and 0 ≤ W0(mn) ≤ 1/n. By the lower bound in the
assumption (BDD) and Lemma 2.4, we have that the sublevel set W(m) ≤ 1 is compact in
Pp(Rd), for any p < 2, so by (lsc) and (Z), we conclude that
lim
n
W(mn) = 0.
Hence, by the continuity property (CON) we get that limn d2(mn,M±) = 0, which is in contra-
diction with the fact that d2(mn,M±) ≥ q.
We will show in the next crucial lemma 3.3 that if (m,w) ∈ Kρ has bounded energy and m(t)
is sufficiently close toM+ (resp. M−) at some times t1, t2, then actually it is close toM+ (resp.
M−) in the whole time interval; otherwise, it is indeed possible to modify it and decrease the
energy. The lemma is based on a cut argument, which has been already used in the analysis of
periodic orbits and heteroclinic connections for Hamiltonian systems, see e.g. [16, Lemma 2.1].
Lemma 3.3. Let 0 < t1 < t2 < T. Let (m,w) ∈ Kρ and let assume that (m,w) satisfies
∫ t2
t1
∫
Rd
∣∣∣∣w(t, x)m(t, x)
∣∣∣∣
2
m(t, x) dxdt ≤ C′.
Then, for all q ∈ (0, q0], where q0 is as in (Z), there exists q′ = q′(q,C′,W) such that, if there exists
m¯+ ∈ M+ such that
d2(m(ti),M+) = d2(m(ti), m¯+) ≤ q′, for i = 1, 2
d2(m(ti),M+) > q for some t∗ ∈ (t1, t2),
11
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Figure 1: The construction of the alternative competitor (µ, v).
then there exists (µ, v) ∈ Kρ such that (m(t, x),w(t, x)) = (µ(t, x), v(t, x)) for t ∈ R \ (t1, t2) and
which satisfies
d2(µ(t),M+) < q for all t ∈ (t1, t2),
and
∫ t2
t1
∫
Rd
|v(t, x)|2
µ(t, x)
dxdt+
∫ t2
t1
W(µ(t)) dt <
∫ t2
t1
∫
Rd
|w(t, x)|2
m(t, x)
dxdt+
∫ t2
t1
W(m(t)) dt.
Proof. For any 0 < q′ < q/2 set
τ1 = max{t > t1 : d2(m(s),M+) ≤ q, for all s ≤ t},
τ′1 = max{t < τ1 : d2(m(t),M+) ≤ q′}.
It holds t1 ≤ τ′1 < τ1 < t∗ < t2, and q′ ≤ d2(m(t),M+) ≤ q for all t ∈ [τ′1, τ1]. Note that, by
(2.3) and the triangle inequality,
(C′(τ1 − t1))1/2 ≥ d2(m(τ1),m(t1)) ≥ d2(m(τ1), m¯+)− d2(m(t1), m¯+)
≥ d2(m(τ1),M+)− d2(m(t1),M+) ≥ q− q′ > q
2
,
hence
t2 > τ1 > t1 +
q2
4C′
.
We construct (µ, v) as follows. Choose 0 < q′ < 12 min
{
q2
4C′ , q
}
. By means of Lemma 3.1,
there are two couples (m1,w1) and (m2,w2) belonging to Kρ which connect m(t1) to m¯+ at time
t1 + q
′ and m¯+ at time t2 − q′ to m(t2), respectively. Set then
µ(t) :=


m1(t) t ∈ [t1, t1 + q′],
m¯+ t ∈ [t1 + q′, t2 − q′],
m2(t) t ∈ [t2 − q′, t2],
m(t) otherwise
v(t) :=


w1(t) t ∈ [t1, t1 + q′],
0 t ∈ [t1 + q′, t2 − q′],
w2(t) t ∈ [t2 − q′, t2],
w(t) otherwise
The constraint (µ, v) ∈ Kρ is easily verified. Note that for t ∈ [t1, t1 + q′], by Lemma 3.1 and by
the fact that d22(m(t1), m¯+) ≤ (q′)2, we get
d22(µ(t),M+) ≤ d22(µ(t), m¯+) = d22(m1(t),m1(t1 + q′))
= (t1 + q
′ − t)
∫ t1+q′
t
∫
Rd
∣∣∣∣w1(τ, x)m1(τ, x)
∣∣∣∣
2
m1(τ, x) dxdτ ≤ d22(m(t1), m¯+) ≤ (q′)2.
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The same inequalities hold on t ∈ [t2 − q′, t2], hence
d2(µ(t),M+) ≤ q′ ≤ q for all t ∈ (t1, t2). (3.3)
SinceM+ is compact,
∫
Rd
|x|2µ(t, x)dx = d2(µ(t), δ0) ≤ d2(µ(t),M+) + d2(M+, δ0) ≤ cˆ+ q,
for some cˆ > 0.
Therefore, by Lemma 3.1 and the growth assumption on W given by (BDD), we get
∫ t2
t1
∫
Rd
|v|2
µ
dxdt+
∫ t2
t1
W(µ(t)) dt (3.4)
=
∫ t1+q′
t1
∫
Rd
|v1|2
m1
dxdt+
∫ t1+q′
t1
W(m1(t)) dt+
∫ t2
t2−q′
∫
Rd
|v2|2
m2
dxdt+
∫ t2
t2−q′
W(m2(t)) dt
=
d22(m(t1), m¯
+)
q′
+
∫ t1+q′
t1
W(m1(t)) dt+
d22(m(t2), m¯
+)
q′
+
∫ t2
t2−q′
W(m2(t)) dt
≤ d
2
2(m(t1), m¯
+)
q′
+
∫ t1+q′
t1
CW (1+ cˆ+ q) dt
+
d22(m(t2), m¯
+)
q′
+
∫ t2
t2−q′
CW (1+ cˆ+ q) dt ≤ 2q′(1+ cˆ+ q).
We now introduce a further intermediate time τˆ1 := max{t < τ1 : d2(m(t),M+) ≤ q/2}. It
holds τ′1 < τˆ1 < τ1, and q/2 ≤ d2(m(t),M+) ≤ q for all t ∈ [τˆ1, τ1].
By the triangular inequality and the compactness of M±, recalling the definition of q0, we
get d2(m(t),M−) ≥ 2q0 − d2(m(t),M+) ≥ 2q0 − q ≥ q for all t ∈ [τˆ1, τ1]. Therefore by Lemma
3.2, we get that there exists δ = δ(q/2,W) such thatW(m(t)) ≥ δ > 0 for all t ∈ [τˆ1, τ1]. By (2.3)
C′(τ1 − τˆ1) ≥ d22(m(τ1),m(τˆ1)).
Recall that (m,w) ∈ K, so [2, Theorem 8.3.1] guarantees that ∫
Rd
|w(t)|2
m(t)
dx ≥ (|m′|(t))2 for a.e. t.
Hence, by Young’s inequality and the triangle inequality,
∫ t2
t1
∫
Rd
|w|2
m
dxdt+
∫ t2
t1
W(m(t)) dt ≥
∫ τ1
τˆ1
∫
Rd
|w|2
m
dxdt+
∫ τ1
τˆ1
W(m(t))
≥
√
2
∫ τ1
τˆ1
(∫
Rd
|w|2
m
dx
)1/2√
W(m(t)) dt ≥
√
2δ
∫ τ1
τˆ1
|m′|(t) dt =
√
2δd2(m(τˆ1),m(τ1))
≥
√
2δ
(
d2(m(τ1),M+)− d2(m(τˆ1),M+)
) ≥ q
2
√
2δ.
Combining this inequality with (3.4) we complete the proof of the lemma, decreasing eventually
q′ so that 2q′(1+ CW + CWq) <
q
2
√
2δ.
We are now ready to construct T-periodic minimizers of JT . We restrict the class K to flows
of probability measures that are T-periodic and enjoy additional symmetries, so we introduce
the set Kρ,ST as defined in (1.9). We observe that the second symmetry constraint m(−t) = γm(t)
rules out orbits which remain for all time in M+ or in M−. The first symmetry constraint
m(T/4 + t) = m(T/4 − t) is due to the fact that we are looking for brake periodic orbits,
which oscillate twice in a period between M+ and M−. Note that we are using the notation
γm(t) = γ#m(t); since m(t) has a density, this means that (γm)(t, x) = m(−t, γ(x)) a.e..
We provide now the proof of the first main result, that is Theorem 1.1.
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Proof of Theorem 1.1. Step 1: Energy bounds. Choose any m0 ∈ P r2,ρ(Rd) with compact support
such that m0 = γm0. Observe that d2 is preserved by the transformation γ and define
d := d2(m0,M+) = d2(m0,M−).
Let m¯+ ∈ M+, such that d2(m0,M+) = d2(m0, m¯+). So d2(m0,M−) = d2(m0, γm¯+). By
Lemma 3.1, there exists a couple (m,w) ∈ Kρ that connects m0 at time t = 0 to m¯+ at time t = 1.
Let T > 4, and for t ∈ [0, T/2],
m˜(t) :=


m(t) t ∈ [0, 1],
m¯+ t ∈ [1, T/2− 1],
m(T/2− t) t ∈ [T/2− 1, T/2]
w˜(t, x) :=


w(t, x) t ∈ [0, 1],
0 t ∈ [1, T/2− 1],
−w(T/2− t, x) t ∈ [T/2− 1, T/2].
Observe that d2(m˜(t),M+) ≤ d2(m˜(t), m¯+) ≤ d for all t ∈ [0, T/2]. On the interval [−T/2, 0],
(m˜, w˜) can be extended symmetrically:
(m˜(t), w˜(t)) := (γm˜(−t),−γw˜(−t)),
Finally, (m˜, w˜) can be extended periodically over the whole time interval, so (m˜, w˜) ∈ Kρ,ST .
Moreover we compute, recalling Lemma 3.1, and the growth condition (BDD) on W ,
0 ≤ JT(m˜, w˜) = 4
∫ 1
0
∫
Rd
∣∣∣∣ w˜(t, x)m˜(t, x)
∣∣∣∣
2
m˜(t, x) dxdt+ 4
∫ 1
0
W(m˜(t)) dt
≤ 4d2 + 4CW (1+ d2(m˜(t), δ0)) ≤ 4d2 + 4CW (1+ d+ d2(M+, δ0)) = C′. (3.5)
Note that C′ > 0 does not depend on T. We may then suppose that along any minimizing
sequence (mn,wn),
∫ T
0
∫
Rd
∣∣∣∣wn(t, x)mn(t, x)
∣∣∣∣
2
mn(t, x) dxdt ≤ JT(mn,wn) ≤ C′. (3.6)
Step 2: Minimizing sequences can be chosen to be close to M±. Pick any minimizing sequence
(mn,wn) ∈ Kρ,ST of JT. Fix now n ∈ N. Let q ∈ (0, q0], and 0 < q′ < q be as in Lemma 3.3 (with
C′ as in (3.6)).
Note that the triangle inequality, the invariance of d2 under γ, mn(0) = γmn(0),M+ = γM−
imply that d2(M+,mn(0)) = d2(M−,mn(0)) and then
2q′ < 2q0 = d2(M+,M−) ≤ 2d2(M+,mn(0)) = 2d2(M−,mn(0)).
Let δ(q′) = infm∈P r2,ρ(Rd),d2(m,M±)≥q′W0(m) > 0, as in Lemma 3.2. Let 0 ≤ s ≤ T. Note that if
d2(m,M±) ≥ q′ for all t ∈ [0, s], then this implies
sδ(q′) ≤
∫ s
0
W(mn(t)) dt ≤ JT(mn,wn) ≤ C′.
Hence, for T > s¯ := C′
(
δ(q′)
)−1
, by continuity of mn(t), since d2(mn(0),M±) > q′, there exists
s ∈ (0, s¯) such that
δ2(mn(t),M±) > q′ for all t ∈ [0, s) and d2(mn(s),M±) = q′.
Let m¯ ∈ M+ ∪M− such that d2(mn(s), m¯) = q′. We may assume without loss of generality that
m¯ ∈ M+ (the proof is completely analogous if m¯ ∈ M−).
So d2(mn(s),M+) = d2(mn(s), m¯) = q′. Note that by symmetry of mn(t) we also have
d2(mn(T/2 − s),M+) = d2(mn(T/2 − s), m¯) = q′. Hence, if d2(mn(t),M+) > q for some
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t ∈ (s, T/2− s), by Lemma 3.3 it is possible to modify (mn,wn) in (s, T/2− s) to construct a
competitor (µn, vn) with JT(µn, vn) < JT(mn,wn). Therefore, we can further restrict the mini-
mization process to competitors (m,w) ∈ KT that satisfy for some s

d2(m(t),M+) < q ∀t ∈
(
s, T2 − s
)
d2(m(t),M−) < q ∀t ∈
(
s− T2 ,−s
)
.
(3.7)
Note that 0 < s ≤ s¯ := C′(δ(q′))−1 and that T > C′(δ(q′))−1 → +∞ as q→ 0.
Step 3: Existence of a minimizer. By the growth condition (BDD), we get that there exists
tn ∈ [0, T] such that mn(tn) are uniformly bounded in P2(Rd) with respect to n. Moreover by
(2.3)
d22(mn(t),mn(s)) ≤ C′|t− s| (3.8)
for all t, s ∈ [0, T]. This implies that (mn) is uniformly continuous as a sequence of P2(Rd)-
valued periodic functions, and
sup
n
sup
t∈[0,T]
∫
Rd
|x|2mn(x, t)dx < ∞. (3.9)
Therefore, by Ascoli-Arzela` theorem and Lemma 2.4, (mn) has a subsequence (still denoted
by (mn)) which converges in C(R,Pp(Rd)) for all p < 2 to some mT ∈ CT(R,Pp(Rd)). Due
to the lower semicontinuity (lsc), and the growth assumption (BDD) of W , we get that m ∈
CT(R,P2(Rd)). Note that by convergence in C(R,Pp(Rd)) symmetry properties pass to the
limit. Moreover also (3.7) passes to the limit, due to lower semicontinuity of d2 with respect to
narrow convergence, see Lemma 2.4.
Finally, (mn) is bounded in L∞(Q), so we can extract a further subsequence that converges
L∞(Q)-weak-∗ to mT, and 0 ≤ mT(t, x) ≤ ρ a.e.
Regarding (wn), we have
∫ T
0
∫
Rd
|wn(t, x)|2 dxdt ≤ ρ
∫ T
0
∫
Rd
|wn(t, x)|2
mn(t, x)
dxdt, (3.10)
hence wn converges weakly (up to a subsequence) in L
2(Q) to some wT.
It is easy to check that −∂tmT + div(wT) = 0 in the distributional sense.
So we are just left to check that (mT,wT) minimizes JT. We use the lower semicontinuity of the
kinetic part of the energy recalled in Proposition 2.7, and for the potential part, we use the lower
semicontinuity (lsc) ofW and Fatou lemma.
We end this section with a remark on the optimality conditions.
Remark 3.4. Assume now that W has a derivative f (x,m) = δδmW(m) ∈ C(Rd × P(Rd)).
Given any minimizer (m¯, w¯) of JT in Kρ,ST as in Theorem 1.1, it is possible to show by convexity
of (m,w) 7→ |w|2m and arguing as in [5] that for all (m,w) ∈ K
ρ,S
T ,
∫ T
0
∫
Rd
∣∣∣∣ w¯(t, x)m¯(t, x)
∣∣∣∣
2
m¯(t, x) + f (x, m¯(t))m¯(t, x)dxdt ≤
∫ T
0
∫
Rd
∣∣∣∣w(t, x)m(t, x)
∣∣∣∣
2
m(t, x) + f (x, m¯(t))m(t, x)dxdt. (3.11)
Such a minimality of (m¯, w¯) can be regarded as mean field Nash equilibrium property. We
show below that the minimization property (3.11) can be extended to the more general class of
non-symmetric competitors (m,w) ∈ KρT. Therefore, following [7], the fact that (m¯, w¯) satisfies
(3.11) for all (m,w) ∈ KρT could be used as a starting point to derive optimality conditions, that
15
are of the form (1.1). We mention that additional “pressure” terms and an ergodic constant may
appear in the Hamilton-Jacobi equation, due to density constraints and T-periodicity. In any
case, no further multipliers related to m(T/4+ t) = m(T/4− t), m(−t) = γ#m(t) appear in
view of the symmetry assumption (REF).
We show just that the symmetry condition m(−t) = γ#m(t) on competitors is natural and
can be dropped (then arguing analogously, it can be shown the symmetry constraint around
T/4 is also natural). Indeed, for (m,w) ∈ KρT satisfying m(T/4+ t) = m(T/4− t) only, let
m˜(t) =
1
2
m(t) +
1
2
γm(−t), w˜(t) = 1
2
w(t) +
1
2
γw(−t).
Note thatW(m) = W(γ#m) yields f (x,m) = f (γ(x), γm) (recall that f = δmW), and therefore,
since m¯(t, x) = m¯(−t, γ(x)) via a change of variables and convexity,
∫ T
0
∫
Rd
|w(t, x)|2
m(t, x)
+ f (x, m¯(t))m(t, x)dxdt =
1
2
∫ T
0
∫
Rd
|w(t, x)|2
m(t, x)
+ f (x, m¯(t))m(t, x)dxdt+
+
1
2
∫ T
0
∫
Rd
|w(−t, γ(x))|2
m(−t, γ(x)) + f (γ(x), m¯(−t))m(−t, γ(x))dxdt
≥
∫ T
0
∫
Rd
|w˜(t, x)|2
m˜(t, x)
+ f (x, m¯(t))m˜(t, x)dxdt.
Then, since we have that (m˜, w˜) ∈ Kρ,ST ,∫ T
0
∫
Rd
|w(t, x)|2
m(t, x)
+ f (x, m¯(t))m(t, x)dxdt ≥
∫ T
0
∫
Rd
|w¯(t, x)|2
m¯(t, x)
+ f (x, m¯(t))m¯(t, x)dxdt.
4 Heteroclinic connections
In this section we provide the proof of the second main result, that is Theorem 1.2.
We introduce our definition of heteroclinic connection. First of all we recall the definition of
the energy on the whole space:
J(m,w) =
∫ +∞
−∞
∫
Rd
1
2
∣∣∣∣ dwdt⊗m(t, dx)
∣∣∣∣
2
m(t, dx)dt+
∫ +∞
−∞
W(m(t)) dt. (4.1)
Recall that f = δmW , and couples (m,w) ∈ Kρ are absolutely continuous with respect to the
Lebsegue measure dt⊗ dx.
Definition 4.1. Let (m¯, w¯) ∈ Kρ. We say that (m¯, w¯) is a heteroclinic connection for the MFG if
limt→−∞ d2(m,M−) = 0 = limt→+∞ d2(m,M+), and (m¯, w¯) satisfies
∫ +∞
−∞
∫
Rd
∣∣∣∣ w¯(t, x)m¯(t, x)
∣∣∣∣
2
m¯(t, x) + f (x, m¯(t))m¯(t, x)dxdt ≤
∫ +∞
−∞
∫
Rd
∣∣∣∣w(t, x)m(t, x)
∣∣∣∣
2
m(t, x) + f (x, m¯(t))m(t, x)dxdt ∀(m,w) ∈ Kρ.
We start observing that if (m,w) has bounded energy, then m should approach at ±∞ the
stationary setsM±.
Lemma 4.2. Let (m,w) ∈ Kρ, and let C > 0 such that J(m,w) = C < +∞. Then
lim
t→+∞ d2
(
m(t),M+) = 0 and lim
t→−∞ d2
(
m(t),M−) = 0
or viceversa.
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Proof. Observe that by (2.3)
d22(m(t),m(s)) ≤ C|t− s| ∀t, s ∈ R. (4.2)
So, due to the uniform continuity given by (4.2) and to the fact that J(m,w) ≤ C < +∞,
it is not possible that along some subsequence tn → +∞, there holds that d2(m(tn),M±) ≥ r
for some r > 0 independent of n. Indeed, using (4.2), we get that there exists η = η(r) > 0
independent of n such that d2(m(t),M±) ≥ r/2 > 0 for all t ∈ [tn − η, tn + η]. By Lemma 3.2,
inf{m∈P r2,ρ(Rd), d2(m,M±)≥r/2}W(m) = δ(r/2) > 0 and then we would get a contradiction with
the fact that J(m,w) = C < +∞ since
C ≥ ∑
n
∫ tn+η
tn−η
W(m)dt ≥ ∑
n
∫ tn+η
tn−η
δ(r/2)dt→ +∞.
Therefore, using this observation, first of all we deduce for all sequences tn → +∞, ei-
ther limn d2(m(tn),M+) = 0 or limn d2(m(tn),M−) = 0. Indeed, if it were not the case,
then there would exist ε > 0 and a subsequence tn such that both d2(m(tn),M+) ≥ 2ε and
d2(m(tn),M−) ≥ 2ε > 0.
Assume now that there are sequences tn, sn → +∞ for which limn d2(m(tn),M+) = 0 and
limn d2(m(sn),M−) = 0. We may assume that sn ≤ tn − 1 ≤ tn for all n.
Fix δ ∈ (0, 1) such that 2δ < q0 = 12d2(M+,M−) and let n0 such that for all n ≥ n0
d2(m(tn),M+) ≤ δ < q0
2
and d2(m(sn),M−) ≤ δ < q0
2
.
Note that by triangular inequality
d2(m(sn),M+) ≥ d2(M+,M−)− d2(m(sn),M−) ≥ 2q0 − δ ≥ 3
2
q0.
The function t ∈ (sn, tn)→ m(t) is a continuous function with value in P2(Rd). Therefore there
exists t¯n ∈ (sn, tn) such that
d2(m(t¯n),M+) = q0.
Again by triangular inequality we get that
d2(m(t¯n),M−) ≥ d2(M+,M−)− d2(m(t¯n),M+) ≥ 2q0 − q0 = q0.
And this, again, would contradict the boundedness of the energy.
Therefore, we get that either for all tn → +∞, we have that limn d2(m(tn),M+) = 0, or for all
tn → +∞, we have that limn d2(m(tn),M−) = 0. This implies in particular the conclusion.
We provide now the existence of a solution to the problem
J(m¯, w¯) = min
m,w)∈Kρ,S
J(m,w). (4.3)
Then, arguing as in Remark 3.4, one can show that any minimizer is an heteroclinic connection,
in the sense of Definition 4.1.
Proof of Theorem 1.2.
Proof of item a). We use similar arguments to those in the proof of Theorem 1.1.
Step 1: energy bounds. First of all we show that Kρ,S 6= ∅. Choose m0 ∈ P r2,ρ(Rd) with
compact support such that m0 = γm0 and let
d := d2(m0,M+) = d2(m0,M−).
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Let m¯+ ∈ M+ such that d2(m0, m¯+) = d. By Lemma 3.1, there exists a couple (m,w) ∈ Kρ that
connects m0 at time t = 0 to m¯+ at time t = 1.
m˜(t) :=
{
m(t) t ∈ [0, 1],
m¯+ t ∈ [1,+∞),
w˜(t, x) :=
{
w(t, x) t ∈ [0, 1],
0 t ∈ [1,+∞).
Observe that d2(m˜(t),M+) ≤ d for all t ∈ [0, 1]. We extend (m˜, w˜) on (−∞, 0) symmetrically:
(m˜(t), w˜(t)) := (γm˜(−t),−γw˜(−t)),
Note that
J(m˜, w˜) = 2
∫ 1
0
∫
Rd
∣∣∣∣ w˜(t, x)m˜(t, x)
∣∣∣∣
2
m˜(t, x) dxdt+ 2
∫ 1
0
W(m˜(t)) dt ≤ C
′
2
,
where C′ is defined in (3.5).
Step 2: limit of minimizing sequences. We consider now a minimizing sequence (mn,wn) ∈
Kρ,S such that J(mn,wn) ≤ C′2 . By the growth condition (BDD) on W , since
∫ 1
0 W(mn)dt <
C′/2, there exists tn ∈ [0, 1] such that mn(tn) is uniformly bounded in P2(Rd). By (2.3), we
get that (mn) ⊂ C(R,P2(Rd)) is equicontinuous. So, by the triangle inequality, we get that
mn(t) is is uniformly bounded in P2(Rd) for all t. By Ascoli-Arzela` theorem and Lemma 2.3,
up to extracting a subsequence and to a diagonalization procedure, we get that mn converges
uniformly in C([−L, L],Pp(Rd)) for all p < 2 and all L > 0, to some m¯ ∈ C(R,Pp(Rd)).
Again by lower semicontinuity (lsc), and the growth condition (BDD), there holds that m¯ ∈
C(R,P2(Rd)). Moreover m¯(−t) = γm¯(t) since symmetry properties pass to the limit, and
we can extract a further subsequence that converges also in L∞([−L, L] ×Rd)-weak-∗ to m¯, so
0 ≤ m¯(x, t) ≤ ρ a.e.. Finally, reasoning as in (3.10), we get that wn converges weakly (up to
the extraction of a subsequence and a diagonalization procedure) in L2([−L, L] ×Rd) to some
w¯ for every L > 0. In particular we get that −∂tm¯ + div(w¯) = 0 in distributional sense in
(−∞,+∞)×Rd.
Step 3: finite energy. We fix L > 0. By the lower semicontinuity properties and Fatou lemma,
we get that for every L > 0,
0 ≤
∫ L
−L
∫
Rd
∣∣∣∣ w¯(t, x)m¯(t, x)
∣∣∣∣
2
m¯(t, x) dxdt+
∫ L
−L
W(m¯(t)) dt ≤ lim inf
n
J(mn,wn) := η ≤ C
′
2
and so again by Fatou lemma
0 ≤ J(m¯, w¯) ≤ η = inf
(µ,v)∈Kρ,S
J(µ, v) ≤ C
′
2
. (4.4)
This implies that (m,w) ∈ K∞ and moreover that (m,w) is a minimizer.
Proof of item b).
Step 4: limit of mT(±T/4) as T → +∞. First of all, by Theorem 1.1 observe that for all ε > 0
small and T > max(4s(ε), T¯(ε)) (using the same notation as in Theorem 1.1), there exists a
minimizer (mT,wT) such that
0 ≤ d22
(
mT (t) ,M+
)
≤ ε ∀t ∈
(
s(ε),
T
2
− s(ε)
)
.
The conclusion follows observing that T4 ∈
(
s(ε), T2 − s(ε)
)
and that T¯(ε)→ +∞ as ε → 0.
Step 5: equicontinuity of mT and passage to the limit. Let fix q ∈ (0, q0) and let (mT,wT) ∈ Kρ,ST
be a minimizer of JT constructed in Theorem 1.1 with T > T¯(q)(≥ 4). First of all observe that
by (3.6) there exists C′ independent of T such that 0 ≤ JT(mT,wT) ≤ C′, and so in particular by
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(2.3), we get that (mT(·))T ⊂ C(R,P2(Rd)) is equicontinuous. By the growth condition (BDD),
since
∫ 1
0 W(mT)dt ≤ C′, there exists t(T) ∈ [0, 1] such that mT(t(T)) is bounded in P2(Rd),
uniformly with respect to T.
By (2.3) and triangular inequality we conclude that for all t ∈ [0, T], mT(t) is bounded
in P2(Rd), uniformly with respect to T. By Ascoli-Arzela` theorem and Lemma 2.3, we get
that up to extracting a subsequence Tn → +∞ and using a diagonalization procedure, we
get that mTn converges uniformly in C([−L, L],Pp(Rd)) for all p < 2 and all L > 0, to some
m ∈ C(R,Pp(Rd)), which a posteriori, due to (lsc) and (BDD), satisfies m ∈ C(R,P2(Rd)).
Moreover m(−t) = γm(t) since symmetry properties pass to the limit, and we can extract a
further subsequence that converges also in L∞([−L, L]×Rd)-weak-∗ to m, and 0 ≤ m(x, t) ≤ ρ
a.e.. Finally, reasoning as in (3.10), we get that wn converges weakly (up to the extraction of a
subsequence and a diagonalization procedure) in L2([−L, L] ×Rd) to some w for every L > 0.
In particular we get that −∂tm+ div(w) = 0 in distributional sense in (−∞,+∞)×Rd.
It is immediate to check that the same argument applies to every limit point of (mT,wT).
Step 6: finite energy of the limit points (m,w). Let (m,w) the limit of (mTn ,wTn) as obtained in
the previous step. Fix now L > 0 and let n0 such that Tn ≥ 4L for all n ≥ n0. By the lower
semicontinuity properties and Fatou lemma, we get that for every L > 0, we get that
0 ≤
∫ L
−L
∫
Rd
∣∣∣∣w(t, x)m(t, x)
∣∣∣∣
2
m(t, x) dxdt+
∫ L
−L
W(m(t)) dt
≤ lim inf
n
∫ L
−L
∫
Rd
∣∣∣∣wTn(t, x)mTn(t, x)
∣∣∣∣
2
mTn(t, x) dxdt+
∫ L
−L
lim inf
n
W(mTn(t)) dt
≤ lim inf
n
∫ L
−L
∫
Rd
∣∣∣∣wTn(t, x)mTn(t, x)
∣∣∣∣
2
mTn(t, x) dxdt+ lim inf
n
∫ L
−L
W(mTn(t)) dt
≤ lim inf
n
[∫ Tn/4
−Tn/4
∫
Rd
∣∣∣∣wTn(t, x)mTn(t, x)
∣∣∣∣
2
mTn(t, x) dxdt+
∫ Tn/4
−Tn/4
W(mTn(t)) dt
]
=
1
2
lim inf
n
JTn(m
Tn ,wTn) ≤ 1
2
C′
and so by Fatou lemma
0 ≤ J(m,w) ≤ 1
2
C′. (4.5)
This, along with the properties of limit points proved in Step 5, implies that (m,w) ∈ K∞.
Step 7: (m,w) is a solution of (4.3). For every converging subsequence, since JTn(m
Tn ,wTn) is
equibounded, up to passing to a further subsequence we may assume that limn JTn(m
Tn ,wTn) =
e > 0. Arguing as above it is immediate to check that
e = lim
n
JTn(m
Tn ,wTn) ≥ 2J(m,w).
We claim that
e ≤ 2J(m¯, w¯)
where (m¯, w¯) is a minimizer constructed in item a). If the claim is true, then we have that
2J(m,w) ≤ e ≤ 2J(m¯, w¯) which implies immediately that (m,w) is a minimizer and moreover
that e = 2J(m¯, w¯).
Assume by contradiction that for some δ > 0, there holds
e > 2J(m¯, w¯) + δ.
Let us fix Tn and consider (m¯, w¯) restricted to
[
− Tn4 , Tn4
]
. Extend them to
[
− Tn4 , 3Tn4
]
by putting
m˜n
(
t+ Tn4
)
:= m¯
(
Tn
4 − t
)
, w˜n
(
t+ Tn4
)
:= −w¯
(
Tn
4 − t
)
for t ∈
[
0, Tn2
]
and then extend them
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periodically in R. It is easy to check that γm˜n(t) = m˜n(−t). So (m˜n, w˜n) ∈ KTn and therefore
JTn(m
Tn ,wTn) ≤ JTn(m˜n, w˜n) = 2
∫ Tn
4
− Tn4
∫
Rd
∣∣∣∣ w¯(t, x)m¯(t, x)
∣∣∣∣
2
m¯(t, x) dx+W(m¯(t))dt ≤ 2J(m¯, w¯) < e− δ.
Taking n sufficiently large, this gives a contradiction with the fact that e = limn JTn(m
Tn ,wTn).
5 A model problem
In this section we describe a model to which previous results apply. We define on P r2,ρ(Rd) (for
any fixed ρ > 0) the following potential energy
W(m) =
∫
Rd
W(x)m(dx)−
∫
Rd
∫
Rd
K(|x− y|)m(dx)m(dy). (5.1)
First of all we describe our main assumptions on K and W and then we check all the conditions
that are needed in Theorems 1.1, 1.2. Note that, as we will see below, W(m) has minimizers on
P r2,ρ(Rd), but minP r2,ρ(Rd)W < 0. Therefore, to apply Theorems 1.1, 1.2 one just needs to add to
W the renormalization constant minP r2,ρ(Rd)W , that is to consider
W0(m) =W(m)− minP r2,ρ(Rd)
W .
5.1 Standing assumptions on W and K
We start describing the assumptions on the local energy
∫
Rd
W(x)dm(x). Let W : Rd → [0,+∞)
be a confining double-well potential such that


W ∈ C(Rd) is non-negative,
∃C > 0, such that C−1|x|2 − C ≤ W(x) ≤ C|x|2 + C
∃a+, a− ∈ Rd, r0 > 0 such that B(a+, r0) ∩ B(a−, r0) = ∅
and W(x) = 0⇔ x ∈ B(a+, r0) ∪ B(a−, r0).
(5.2)
Note that we are require W to have two disjoint flat regions B(a±, r0). Moreover, we assume
that W is invariant under a reflection γ : Rd → Rd, that is
W(x) = W(γ(x)) x ∈ Rd. (5.3)
In particular this implies that γ(a+) = a−. Finally, we assume that the plateaus of W are
sufficiently large with respect to the density constraint ρ, in the following sense:
ρ ≥ ρ0 := 1
ωdr
d
0
, (5.4)
where r0 is defined in (5.2). See Figure 2 for an example of W satisfying our assumptions.
We describe now the assumptions on the interaction energy − ∫
Rd
∫
Rd
K(|x− y|)m(dx)m(dy)
and some basic properties. We consider a radially symmetric interaction kernel K(|x|), where
K : [0,+∞)→ [0,∞) is a function such that{
r 7→ rd−1K(r) ∈ L1loc([0,+∞), [0,+∞)), K is nonincreasing,
limr→0 K(r)− K(t+ r) > 0 for every t and limr→+∞ K(r) = 0.
(5.5)
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Moreover we assume that K is positive definite, which means that
∫
Rd
∫
Rd
f (x) f (y)K(|x− y|)dxdy ≥ 0 for all f ∈ L1(Rd) (5.6)
and
∫
Rd
∫
Rd
f (x) f (y)K(|x− y|)dxdy = 0 if and only if f = 0.
We define the energy interaction functional for f ∈ L1(Rd)
I( f ) =
∫
Rd
∫
Rd
f (x) f (y)K(|x− y|)dxdy =
∫
Rd
f (x)Vf (x)dx (5.7)
where Vf is the interaction potential
Vf (x) = f ∗ K(x) =
∫
Rd
f (y)K(|x− y|)dy. (5.8)
Remark 5.1. Note that if K is positive definite, then the map f 7→ Vf = K ∗ f is monotone
increasing in the sense that
∫
Rd
(Vf1 −Vf2)( f1 − f2)dx ≥ 0 ∀ f1, f2 ∈ L1(Rd).
We recall a well known result on the interaction potential.
Lemma 5.2. Assume (5.5). Let f ∈ L1(Rd) ∩ L∞(Rd). Then Vf ∈ C(Rd) and lim|x|→+∞ Vf (x) = 0.
Proof. We sketch briefly the proof. First of all we prove that Vf is continuous (the fact that it is
well defined is straightforward). Let η : [0,+∞)→ [0, 1] be a smooth function such that η = 0 in
[0, 1] and η = 1 in [2,+∞). Define Kε(|x|) = K(|x|)η(|x|/ε) for ε > 0. Observe that Kε ∈ L∞ and
define Vεf = Kε ∗ f . Then Vεf ∈ C(Rd) since |Vεf (x+ h)−Vεf (x)| ≤ ‖Kε‖∞‖ f (·+ h)− f (·)‖1 → 0
as |h| → 0. Moreover observe that Vεf converges uniformly to Vf as ε → 0 since
|Vεf (x)−Vf (x)| ≤
∫
B(0,2ε)
K(|y|)| f (x− y)|dy ≤ ‖ f‖∞
∫
B(0,2ε)
K(|y|)dy.
Now we prove that V is vanishing at ∞. Observe that for R > 1,
Vf (x) =
∫
B(0,1/R)
K(|y|) f (x− y)dy+
∫
B(0,R)\B(0,1/R)
K(|y|) f (x− y)dy+
∫
Rd\B(0,R)
K(|y|) f (x− y)dy.
By our assumptions on K, we get that | ∫
Rd\B(0,R) K(|y|) f (x − y)dy| ≤ K(R)‖ f‖1 → 0 and
| ∫B(0,1/R)K(|y|) f (x − y)dy| ≤ ‖ f‖∞ ∫B(0,1/R)K(|y|)dy → 0 as R → +∞. Therefore for every
η > 0, there exists Rη, not depending on x, such that∣∣∣∣Vf (x)−
∫
B(0,R)\B(0,1/R)
K(|y|) f (x− y)dy
∣∣∣∣ ≤ η ∀ R ≥ Rη .
Finally, we fix R > Rη, and we observe that for all |x| > 2R, we get
∣∣∣∣
∫
B(0,R)\B(0,1/R)
K(|y|) f (x− y)dy
∣∣∣∣ =
∣∣∣∣
∫
B(x,R)\B(x,1/R)
K(|y− x|) f (y)dy
∣∣∣∣
≤ K(1/R)
∫
B(x,R)
| f (y)|dy ≤ K(1/R)
∫
Rd\B(0,|x|/2)
| f (y)|dy→ 0 as |x| → +∞.
So there exists R′ > 2R such that
∣∣∣∫B(0,R)\B(0,1/R)K(|y|) f (x− y)dy∣∣∣ ≤ η if |x| > R′.
In conclusion for all η > 0 there exists R′ > 0 such that |Vf (x)| ≤ 2η for all |x| > R′.
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Note that by the Riesz rearrangement inequality (see [23]) for every f ∈ L1(Rd) such that
f ≥ 0,
I( f ) ≤ I( f ∗), (5.9)
where f ∗ is the spherical rearrangement of f , that is
f ∗(x) =
∫ +∞
0
χ{y | f (y)>t}∗(x)dt where {y | f (y) > t}∗ = B(0, r), with ωnrn = |{y | f (y) > t}|.
We recall a well known result, see [23].
Lemma 5.3. Assume (5.5). Let rρ = (1/ρωd)
1/d. There holds
sup
m∈P r2,ρ(Rd)
I(m) = I(ρχBrρ ) > 0.
Proof. It follows from the Riesz rearrangement inequality and the fact that minimizers of I( f )
in P r2,ρ(Rd) are characteristic functions, as it can be proven looking at the second variation of
the functional (see for a similar argument the following Proposition 5.9).
Remark 5.4. Note that, due to the fact that W(x) ≥ 0 and to Lemma 5.3, we get that for all
m ∈ P r2,ρ(Rd) there holds
−I(ρχBrρ ) ≤ W(m) ≤
∫
Rd
W(x)m(x).
5.2 Assumptions (REF), (BDD)
We check that W defined in (5.1), under the standing assumptions in Section 5.1, satisfies the
growth condition (BDD), and the reflection invariance (REF).
Proposition 5.5. Under the assumptions (5.2), (5.3), (5.5), (5.6), the functional W in (5.1) satisfies
(REF), (BDD).
SinceW andW0 differ by a constant, the same conclusion holds forW0. Moreover, note that
δ
δmW(m) = W(x)−
∫
Rd
K(|x− y|)m(dy). Hence, as a direct consequence of the positivity of K
assumed in (5.6),W (andW0) is “aggregating”, namely it satisfies
∫
Rd
( f (x,m)− f (x,m′))d(m−
m′)(x) ≤ 0 for all m,m′.
Proof. We observe that by (5.3) and the symmetry properties of K,
W(γ(m)) =
∫
Rd
W(x)γm(dx)−
∫
Rd
∫
Rd
K(|x− y|)γm(dx)γm(dy)
=
∫
Rd
W(γx)m(dx)−
∫
Rd
∫
Rd
K(|γx− γy|)m(dx)m(dy) = W(m)
which is (REF). Finally, by (5.2) and Lemma 5.3 we get that for all m ∈ P r2,ρ(Rd), there holds
C−1
∫
Rd
|x|2m(dx)− C− I(ρχBrρ ) ≤ W(m) ≤ C
∫
Rd
|x|2m(dx) + C,
which is (BDD).
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5.3 Continuity properties ofW : assumptions (lsc) and (CON)
We provide continuity and semicontinuity properties of W (andW0). Let us first check that W
is lower semicontinuous with respect narrow convergence, which implies (lsc).
Proposition 5.6. The functionalW satisfies (lsc). In particular let mk,m be Borel probability measures
on Rd such that mk → m narrowly. Then the following holds.
(i)
lim inf
k
∫
Rd
W(x)mk(dx) ≥
∫
Rd
W(x)m(dx)
where W satisfies (5.2).
(ii) If moreover mk,m ∈ P r2,ρ(Rd), then
lim
k
I(mk) = I(m)
where I has been introduced in (5.7) and K satisfies (5.5).
Proof. The lower semicontinuity (lsc) follows from (i) and (ii), recalling the characterization of
convergence in Pp(Rd) given in Lemma 2.4. (i) follows by Lemma 2.3. We sketch briefly for
completeness the proof of (ii). Similar arguments have been used in [12, Lemma 3.3].
We recall a well known inequality (see [12]), identifying mk,m with their densities:
∣∣∣(I(mk))1/2− (I(m))1/2∣∣∣ ≤
∣∣∣∣
∫
Rd
∫
Rd
(mk(x)−m(x))(mk(y)−m(y))K(|x− y|)dxdy
∣∣∣∣
1/2
.
We fix R > 0 and we write, recalling the conditions on K,
∣∣∣∣
∫
Rd
∫
Rd
(mk(x)−m(x))(mk(y)−m(y))K(|x− y|)dxdy
∣∣∣∣
≤
∣∣∣∣
∫
Rd
∫
Rd
(mk(x)−m(x))(mk(y)−m(y))K(|x− y|)χ|x−y|≤Rdxdy
∣∣∣∣
+
∣∣∣∣
∫
Rd
∫
Rd
(mk(x)−m(x))(mk(y)−m(y))K(|x− y|)χ|x−y|>Rdxdy
∣∣∣∣
≤
∣∣∣∣
∫
Rd
∫
Rd
(mk(x)−m(x))(mk(y)−m(y))K(|x− y|)χ|x−y|≤Rdxdy
∣∣∣∣+ K(R). (5.10)
Observe now that K(|x|)χ|x|≤R ∈ L1(Rd). We define
Fk(x) =
∫
Rd
mk(y)K(|x− y|)χ|x−y|≤Rdy, and F(x) =
∫
Rd
m(y)K(|x− y|)χ|x−y|≤Rdy
and we observe that Fk, F ∈ L1(Rd).
We rewrite
∫
Rd
∫
Rd
(mk(x)−m(x))(mk(y)−m(y))K(|x− y|)χ|x−y|≤Rdxdy
=
∫
Rd
∫
Rd
(mk(x)−m(x))F(x)dx+
∫
Rd
∫
Rd
mk(x)(Fk(x)− F(x))dx. (5.11)
Observe that since mk → m narrowly and µk,m ≤ ρ, then mk → m weak* in L∞, due to density
of continuous functions in L1.
Therefore
lim
k
∫
Rd
(mk(x)−m(x))F(x)dx = 0. (5.12)
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Moreover limk Fk(x) = F(x) for a.e. x and
‖Fk‖1 = ‖K(|x|)χ|x|≤R‖1 → ‖F‖1 = ‖K(|x|)χ|x|≤R‖1.
Therefore by Fatou lemma, Fk → F in L1(Rd), which implies, recalling that mk ≤ ρ that
lim
k
∫
Rd
(Fk(x)− F(x))mk(x)dx = 0. (5.13)
So, using (5.12), (5.13) in (5.10) and recalling that K(R)→ 0 as R→ +∞, we get the conclusion.
We observe the following fact about uniformly integrability of narrowly convergent se-
quences of measures.
Lemma 5.7. Let W is as in (5.2) and µk, µ ∈ P2(Rd) such that µk → µ narrowly. Then, limk d2(µk, µ) =
0 if and only if limk
∫
Rd
W(x)µk(dx) =
∫
Rd
W(x)µ(dx).
Proof. We observe that, by Lemma 2.4, limk d2(µk, µ) = 0 is equivalent to the fact that µk has
uniformly integrable 2-moments, that is
lim
R→+∞
sup
k
∫
Rd\B(0,R)
|x|2dµk(x) = 0. (5.14)
Let R > 0, sufficiently large, such that RC− C2 > 1 and RC−1 > 3, where C is the constant
appearing in (5.2). We denote AR := {W(x) ≥ R}. Then by (5.2) we get Rd \ B(0,
√
RC−1 + 1) ⊆
AR ⊆ Rd \ B(0,
√
RC− C2). Then, recalling (5.2), we get
C
2
sup
k
∫
Rd\B(0,
√
RC−1+1)
|x|2dµk(x) ≤ sup
k
∫
Rd\B(0,
√
RC−1+1)
(C|x|2 − C)dµk(x)
≤ sup
k
∫
Rd\B(0,
√
RC−1+1)
W(x)dµk(x) ≤ sup
k
∫
AR
W(x)dµk(x) ≤ sup
k
∫
Rd\B(0,√RC−C2)
W(x)dµk(x)
≤ sup
k
∫
Rd\B(0,√RC−C2)
(C−1|x|2 + C)dµk(x) ≤ (C−1 + C) sup
k
∫
Rd\B(0,√RC−C2)
|x|2dµk(x).
Sending R → +∞, we get that µk has uniformly integrable 2-moments, that is (5.14) holds, if
and only if W is uniformly integrable with respect to µk, that is
lim
R→+∞
sup
k
∫
{W(x)≥R}
W(x)dµk(x) = 0. (5.15)
Now observe that if µk → µ narrowly, then limk
∫
{W(x)≤R}W(x)dµk(x) =
∫
W(x)≤R dµ(x) for
all R > 0. Therefore if µk → µ narrowly, then limk
∫
Rd
W(x)dµk(x) =
∫
Rd
dµ(x) if and only if
(5.15) holds. This gives the conclusion.
We finally prove the continuity property ofW that will entail the property (CON) forW0.
Proposition 5.8. Assume that mk ∈ P r2,ρ(Rd) is such that limkW(mk) = −I(ρχBrρ ), with the
notation of Lemma 5.3. Then up to passing to a subsequence there exists m ∈ P r2,ρ(Rd) such that
W(m) = −I(ρχBrρ ) and limn d2(mn,m) = 0.
Proof. By the growth condition (BDD), we get that mn are uniformly bounded in P2(Rd).
So, by Lemma 2.3, up to passing a subsequence we get that there exists m ∈ Pp(Rd) such
that mn → m in Pp(Rd) for all p < 2, and a posteriori by the growth condition (5.2), and
the lower semicontinuity in Proposition 5.6, m ∈ P2(Rd). Again by the lower semiconti-
nuity in Proposition 5.6 we have that W(m) ≤ −I(ρχBrρ ), and so, recalling Remark 5.4,
W(m) = −I(ρχBrρ ). Since, by Proposition 5.6, limn I(mn) = I(m) this implies in particular
that limn
∫
Rd
W(x)mk(dx) =
∫
Rd
W(x)m(dx), so by Lemma 5.7, limn d2(mn,m) = 0.
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5.4 Minimizers for the stationary problem: the assumption (Z)
We start proving existence and qualitative properties of minimizers ofW(m) in the set P r2,ρ(Rd).
Then, in Proposition 5.11 we show that (Z) is satisfied by W (up to a renormalization constant
I(ρχBrρ )) under the standing assumptions.
The first result is about qualitative properties of minimizers, by looking at the first and
second variation of the functional.
Proposition 5.9. Assume (5.5) and (5.2). Let m ∈ P r2,ρ(Rd) be a minimizer of the functionalW . Then
there exists a bounded, measurable set E ⊆ Rd such that m = ρχE.
Proof. The proof is based on analogous arguments as in [11, Prop. 5.4, Thm 5.7].
We start showing that m has bounded support. We compute the first variation of the func-
tional W as in [11, Lemma 5.3]. We sketch it briefly. First of all we introduce the following sets
S = {x |m(x) = ρ}, N = {x | m(x) = 0}, where S,N are subsets of the set of density points
of m. Pick any ψ, φ ∈ L1(Rd, [0, ρ]) such that ∫
Rd
φ(x)dx =
∫
Rd
ψ(x)dx, ψ = 0 a.e. in S and
φ = 0 a.e. in N. Then m+ λ(ψ− φ) ∈ P r2,ρ(Rd) for λ > 0 sufficiently small. Using the fact that
W(m) ≤ W(m+ λ(ψ− φ)), we get, sending λ → 0+,
∫
Rd
(−2Vm(x) +W(x))(ψ(x)− φ(x))dx ≥ 0 (5.16)
where Vm is the potential of m defined in (5.8). If we choose ψ, φ such that ψ = φ = 0 in N ∪ S,
then we can exchange the role of φ,ψ in (5.16) and obtain
∫
Rd\(S∪N)
(−2Vm(x) +W(x))(ψ(x)− φ(x))dx = 0
for all φ− ψ ∈ L1(Rd), such that φ− ψ = 0 in S ∪ N, with ∫
Rd
(φ− ψ)dx = 0.
This implies by the fundamental lemma of calculus of variations, that there exists a constant
c such that
− 2Vm(x) +W(x) = c x ∈ Rd \ (N ∪ S). (5.17)
Using this fact in (5.16) we get, taking ψ = 0 in S ∪ N, and observing that ∫
Rd\(S∪N) ψdx =∫
Rd
φdx,
0 ≤
∫
S
(2Vm(x)−W(x))φ(x)dx+ c
∫
Rd\S∪N
(ψ− φ)dx =
∫
S
(2Vm(x)−W(x) + c)φ(x)dx
an analogously, taking φ = 0 in S ∪ N,
0 ≤
∫
N
(−2Vm(x) +W(x))ψ(x)dx+ c
∫
Rd\S∪N
(ψ− φ)dx =
∫
N
(−2Vm(x) +W(x)− c)ψdx.
This implies that {
−2Vm(x) +W(x) ≥ c x ∈ N
−2Vm(x) +W(x) ≤ c x ∈ S,
(5.18)
Recalling thatW is coercive (see assumption (5.2)) and Vm vanishes at infinity, see Lemma 5.2, we
conclude from (5.17), (5.18) that necessarily Rd \ N, that is the support of m, has to be bounded.
Now we show that m(x) ∈ {0, ρ} for a.e. x. We compute the second variation of the
functional as in [11, Lemma 5.5]. We take ξ ∈ L1(Rd, [−1, 1]) such that ξ = 0 in N ∪ S and∫
Rd
ξdx = 0. Then for λ small we get that m + λξ ∈ P r2,ρ(Rd) and using the minimality of m
and (5.16), we get ∫
Rd\(N∪S)
∫
Rd\(N∪S)
ξ(x)ξ(y)K(|x− y|)dxdy ≤ 0. (5.19)
25
Assume now by contradiction that there are two Lebesgue points x, y of m such that 0 <
m(x),m(y) < ρ. Let d = |x − y|. It is possible to find, for 0 < ε < d/4 sufficiently small,
A(x, ε) ⊆ B(x, ε) ∩Rd \ (N ∪ S), A(y, ε) ⊆ B(y, ε) ∩Rd \ (N ∪ S), so that d(A(x, ε), A(y, ε)) ≥
d/2, and moreover |A(x, ε)| = |A(y, ε)|. Observe that if either t, z ∈ A(x, ε) ⊆ B(x, ε) or
t, z ∈ A(y, ε) ⊆ B(y, ε), then |t − z| ≤ 2ε, and if t ∈ A(x, ε), z ∈ A(y, ε), then |t − z| ≥
d(A(x, ε), A(y, ε)) ≥ d/2.
We define ξ = χA(x,ε)− χA(y,ε), and in (5.19) we find, using the fact that K is decreasing, that
0 ≤
∫
Rd
∫
Rd
ξ(x)ξ(y)K(|x− y|)dxdy
=
∫
A(x,ε)
∫
A(x,ε)
K(|t− z|)dtdz+
∫
A(y,ε)
∫
A(y,ε)
K(|t− z|)dtdz− 2
∫
A(x,ε)
∫
A(y,ε)
K(|t− z|)dtdz
≥ K(2ε)|A(x, ε)|2 + K(2ε)|A(y, ε)|2− 2K(d/2)|A(x, ε)||A(y, ε)|
= |A(x, ε)|2(K(2ε)− K(d/2)) > 0,
which gives a contradiction.
We provide now the existence and characterization of minimizers to W .
Theorem 5.10. Under the assumptions (5.5), (5.2), the problem
min
m∈P r2,ρ(Rd)
W(m) (5.20)
admits at least one solution. Each solution is given by ρχE for some measurable set E such that |E| = ρ−1.
Moreover if ρχE is a minimizer then also ρχγE is a minimizer.
Proof. The result is an application of the direct method in calculus of variations. By Remark 5.4,
infP r2,ρ(Rd)W ≥ −I(ρχBrρ ). Let mn be a minimizing sequence. By (BDD) and Lemma 2.4,, up to
a subsequence, there exists m such that m ∈ Pp(Rd) for every p < 2 such that mn → m narrowly
and also weak* in L∞. Again by the growth condition (BDD) and the lower semicontinuity
property (lsc), m ∈ P2(Rd). Moreover ‖m‖∞ ≤ ‖mn‖∞ ≤ ρ, and so m ∈ P r2,ρ(Rd) and, again
by Proposition 5.6, limnW(mn) ≥ W(m), which implies that m is a minimizer. Finally by
Proposition 5.9, m = ρχE for some bounded measurable set E. The fact that ρχγE is still a
minimizers comes from (5.3).
Proposition 5.11. Assume (5.2), (5.3) and (5.4). ThenminP r2,ρ(Rd)W = −I(ρχBrρ ) for rρ = (ωdρ)
−1/d,
and all the minimizers of (5.1) are given byM+ ∪M−, whereM− = γM+ and
M+ = {ρχE, where E = B(x′, (ωdρ)−1/d) ⊆ B(a+, r) for some x′ ∈ Rd}.
If ρ = ρ0, thenM+ = {ρχB(a+,r)}.
M+ andM− are compact subsets of P2(Rd) and d2(M+,M−) > 0.
Proof. Let ρχE be a minimizer. We get, recalling Remark 5.4,
−I(ρχB(0,rρ)) ≤ ρ
∫
E
W(x)dx− I(ρχE) ≤ ρ
∫
B(a+,rρ)
W(x)dx− I(ρχB(0,rρ)).
Note that under assumption (5.4), ωdr
d
ρ ≤ ωdrd = |B(a+, r)|, thenW(ρχB(a±,rρ)) = −I(ρχB(0,rρ)),
and so ρχB(a±,rρ) are minimizers. Moreover, due to Lemma 5.3,
∫
EW(x)dx = 0 for every E such
that ρχE is a minimizer. If rρ < r, there are infinitely many minimizers, which are given by all
possible balls B(x′, rρ) ⊆ B(a±, r), whereas if rρ = r, the only minimizers are B(a±, r).
The compactness of M± is straightforward. To evaluate d2(M+,M−), we make use of
the standard duality formula for d1 (note that elements of M± have bounded support), see
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xW(x)
m(x)
B(a+, r)B(a−, r)
Figure 2: An example of symmetric potential W and a (compactly supported) minimizer m of W .
e.g. [2, equation (7.1.2)]. Namely, for any m¯+ ∈ M+ and m¯− ∈ M−, m¯± = ρχE± , where
E+ = B(x′, rρ) ⊆ B(a+, r) and E− = B(y′, rρ) ⊆ B(a−, r), and
d2(m¯
+, m¯−) ≥ d1(m¯+, m¯−) = sup
{∫
Rd
ϕd(m¯+ − m¯−)
∣∣∣ ϕ : Rd → R 1-Lipschitz} . (5.21)
Assume that the reflection γ is given by γ(x1, x2, · · · , xd) = (−x1, x2, · · · , xd) (the general case
can be treated analogously). Since B(a+, r0) ∩ B(a−, r0) = ∅ and (a+)1 = −(a−)1, assuming
without loss of generality that (a+)1 > 0, we have (a
+)1 − r0 > 0 (otherwise B(a+, r0) and
B(a−, r0) would have non-empty intersection). Picking ϕ(x) = x1 in (5.21) gives
d2(m¯
+, m¯−) ≥
∫
B(x′,rρ)
x1 dx−
∫
B(y′,rρ)
x1 dx = |B(x′, rρ)|x′1 − |B(y′, rρ)|y′1 = ρ−1(x′1 − y′1)
≥ 2ρ−1((a+)1 − r0 + rρ),
since B(x′, rρ) ⊆ B(a+, r) and B(y′, rρ) ⊆ B(a−, r), yielding the conclusion.
Therefore,
W0(m) =W(m) + I(ρχBrρ ).
The proof of Theorem 1.3 then follows by Theorem 5.10 and Proposition 5.11. Moreover,
Corollary 5.12. Under the assumptions (5.2), (5.3), (5.4), (5.5), (5.6), W0 satisfies (Z), (lsc), (BDD),
(CON) and (REF).
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