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Kurzfassung
Torsionsschwingungen im Antriebsstrang sind aus Komfort- und Festigkeitsgründen uner-
wünscht. Mit Hilfe von systematischer Modellreduktion wird ein Minimalmodell erzeugt,
womit unterschiedliche Konzepte von Isolatoren und Tilgern zur Bekämpfung der Torsions-
schwingungen untersucht werden. Dabei werden auch Sprungantwort und Energiebedarf
bewertet.
Der klassische passive Isolator soll schwer und nachgiebig sein. Es wird gezeigt, dass die
Dämpfung in Abhängigkeit der Frequenz optimal bezüglich der stationären Isolationsgüte
gewählt werden kann. Es wird eine semiaktive hydraulische Variante mit Aktor und nicht-
linearem Regelungsgesetz vorgeschlagen, um die Verformung des Isolators aufgrund stati-
scher Last zu minimieren. Je nach Auslegung, Anregung und Anfangsbedingungen können
stationäre fremderregte oder selbsterregte Schwingungen, chaotische Schwingungen oder
sogar globale Instabilität simulationstechnisch nachgewiesen werden. Die Existenzbereiche
dieser Lösungen werden mit Bifurkationsdiagrammen und Stabilitätskarten bestimmt.
Eine innovative steuerbare Variante eines Fliehkraftpendels wird untersucht. Das Schalten
zwischen unterschiedlichen Tilgerordnungen wird detailliert betrachtet und eine optimale
Schaltstrategie vorgeschlagen.
Um die Auslegung von solchen Systemen zu vereinfachen, wird ein graﬁsches Werkzeug (die
Verhaltenskarte) vorgeschlagen, womit Stabilät und Aperiodizität eines linearen Systems
mit konstanten Koeﬃzienten im Parameterraum kompakt dargestellt werden kann. Ein
Kriterium anhand der Struktur der Beobachbarkeitsmatrix wird formuliert und bewiesen.
Die Kombination dieser zwei Werkzeuge ermöglicht es, die Parameter des Systems so zu
wählen, dass die Sprungantwort des Systems aperiodisch und monoton erfolgt. Insbeson-
dere können Überschwinger ausgeschlossen werden.
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1 Einleitung
In der vorliegender Arbeit werden Torsionsschwingungen im Antriebsstrang eines Personal-
kraftwagens untersucht. Der Verbrennungsmotor wandelt rund ein Drittel der verfügbaren
chemischen Energie des Kraftstoﬀs in mechanische Arbeit um. Dabei ist die Leistungs-
dichte des Kraftstoﬀs so groß, dass ein guter Fahrer aus Freiburg, trotz des bescheidenen
Wirkungsgrads des Motors, Berlin erreichen kann, ohne zwischendurch zu tanken.
Die Energieumwandlung ist nämlich mit direkten und indirekten Verlusten behaftet. Di-
rekte Verluste werden mit dem Wirkungsgrad charakterisiert. Bei Verbrennungsmotoren
sind die Verlustquellen wohl bekannt. Die Thermodynamik der Verbrennungsprozess ist
nicht optimal, es gibt mechanische Verluste wie Reibung oder Leckage. Indirekte Verluste
werden oft übersehen.
Der Verbrennungsprozess in einem Zylinder verursacht ein Moment, das sehr unregelmäßig
ist. Dagegen werden mehrere Zylinder so in Reihe geschaltet, dass das Moment glätter wird.
Nichtsdestotrotz sollen aus Festigkeits- und Komfortgründen die Momentschwankungen
stark reduziert werden. Werden sie „weggedämpft“, dann geht diese mechanische Arbeit
verloren. Werden sie so umgeformt, dass die mechanische Arbeit der Schwingungen doch
verwendet wird, können indirekte Verluste vermieden werden. Ein Beispiel dafür wäre ein
ideal elastischer Freilauf. Damit kann eine schwingende Geschwindigkeit mit Mittelwert
Null in eine Bewegung, deren Geschwindigkeitsmittelwert ungleich null ist, umgewandelt
werden.
In dieser Arbeit werden innovative Ausführungen von klassischen Methoden angewendet.
Damit können Momentschwankungen deutlich reduziert werden. Der Energieverbrauch
dieser Lösungen wird untersucht. Es wird beobachtet, wieviel Energie die Aktoren der
aktiven Systeme verbrauchen. Es wird aber nicht evaluiert, wieviel Energie insgesamt wegen
der Aktion der Aktoren aus dem Antriebsstrang extrahiert wird.
Warum sind Momentschwankungen unerwünscht ? Zur Erklärung kann ein Metapher ver-
wendet werden. Ein Fahrzeug besteht aus vielen Systemen und Teilen, die mit dem allge-
meinen Begriﬀ „mechanische Organe“ bezeichnet werden können. Dieses Wort bezeichnet
seit Descartes [14] eine klare Analogie mit einem Körper, der aus zusammengebündelten
Organen besteht. Zwischen dem Inneren und dem Äußeren muss es eine Grenze geben, die
manchen Austausch fördert und anderen verhindert. Der sichtbarste Teil der Grenze ist
wiederum ein Organ, die Haut. Eine Rolle der Haut besteht oﬀensichtlich darin, die in-
ternen Organe vor externen schädlichen Stoﬀen, Mikroben, Strahlungen oder mechanische
Beanspruchungen zu schützen.
Der Kern eines Fahrzeugs ist der Antriebsstrang, vom Motor bis zu den Rädern. Seine
Komponenten bilden die mechanischen „Organe“. Wie ihr organisches Pendant sollen sie
1
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vor Angriﬀen und vor allem vor mechanischen Schwingungen aus Festigkeitsgrüden ge-
schützt werden. Diese Aufgabe soll von der Haut übernommen werden. Sie besteht also
aus allen Teilen, die zur Schwingungsbekämpfung benutzt werden.
Um bei der Metapher zu bleiben, soll auf die Seele innerhalb des Körpers auch Rücksicht
genommen werden. Das ist die Quelle für alle Überlegungen zum Thema Komfort. Die me-
chanischen Schwingungen sollen von den Fahrgästen und dem Fahrer nicht wahrgenommen
werden. Dabei sind spürbare Schwingungen des PKWs wie z.B. Rupfen oder Schwingungen
vom Kupplungspedal sowie akustische Störungen gemeint. In dieser Arbeit werden eher
niederfrequente Schwingungen betrachtet, aber die Methoden bleiben für höhere Frequenz-
bereiche gültig.
Die erwähnten Probleme waren wahrscheinlich schon bei dem ersten PKW von Bedeutung.
Sie werden aus mehreren Gründen immer brisanter. Einerseits verbessern sich die Verbren-
nungsmotoren ständig. Mit Verbesserung ist gemeint, dass die CO2-Emissionen reduziert
werden, ohne die mechanische Leistung deutlich zu verkleinern. Dahinter stecken Konzep-
te wie „downsizing“ und „downspeeding“, oder Strategien wie Zylinderabschaltung [15].
Diese Motoränderungen haben zur Folge, dass die Motoren langsamer drehen werden und
stärkere Momentschwankungen liefern werden. Die aktuellen mechanischen Organe dür-
fen aber nicht stärker beansprucht werden, weil sie im Sinne von Bauraum, Toleranzen,
Gewicht usw. so optimiert und kritisch ausgelegt werden, dass Sicherheitsfaktoren für die
Festigkeit bereits grenzwertig sind. Andererseits werden die Kunden immer wählerischer,
wenn es um Komfort geht.
In der vorliegenden Arbeit sollen Konzepte zur Reduktion von Torsionsschwingungen dar-
gestellt, untersucht und verglichen werden. Der Text wird in zwei Hauptteile gegliedert.
Im ersten Teil werden die unterschiedlichen Konzepte dargestellt und verglichen. Der zwei-
te Teil ist ein Anhang, wo alle nötigen mathematischen Werkzeuge zusammengefasst und
zum Teil hergeleitet werden.
Zunächst werden in Kapitel 3 der Antriebsstrang und die verschiedenen Fahrtsituationen
dargestellt. Dann wird ein reduziertes Modell vorgeschlagen. Anhand dieses Modells werden
unterschiedliche Konzepte untersucht und in Bezug auf drei Kriterien bewertet:
• Reduktion der Torsionssschwingungen
• Energieverbrauch
• Reduktion der Schwingungsanregung durch Lastwechsel
Das erste Kriterium ist das wichtigste, es handelt sich um die Hauptaufgabe der in dieser
Arbeit beschriebenen Systeme. Die Amplituden der stationären Momentenschwankungen
sollen stark reduziert werden. Falls die Systeme aktiv sind, dann soll oﬀensichtlich der
Energieverbrauch minimal sein.
Das dritte Kriterium wird als Nebenaufgabe formuliert. Können die vorgeschlagenen Kon-
zepte zur Reduktion der Schwingungen, die von einem Lastwechsel (Übergang von einer
Beschleunigungsfahrt zum Ausrollen oder umgekehrt) verursacht werden, beitragen? Sie
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Bild 1.1: Unterschiedliche Konzepte zur Reduktion der Torsionsschwingugen
sollen nicht nur stationär sondern auch transient wirksam sein. Infolgedessen könnte die
Motorsteuerung einfacher werden.
Das erste Konzept, das im Kapitel 4 untersucht wird, ist die passive lineare Isolation (siehe
Bild 1.1, oben links). Der Einﬂuss der Modellparameter wird detailliert untersucht. Es wird
gezeigt, dass der Isolator schwer und weich sein soll, um die stationären Schwingungen zu
ﬁltern. Das hat aber zur Folge, dass die Verformung des Systems wegen Mittelmoment
groß ist. Es wird auch gezeigt, dass die Dämpfung bezüglich Anregungsfrequenz optimal
ausgelegt werden kann und dass eine Sprungantwort ohne Überschwinger grundsätzlich
möglich ist. Passive Isolation ist letzendlich ein Kompromiß zwischen Güte der stationären
Isolation, statischer Verformung und Größe des Überschwingers bei Sprungantwort.
Ein Konzept eines semiaktiven Systems wird in Kapitel 6 vorgeschlagen (Siehe Bild 1.1,
unten links). Damit sollen die statischen Verformungen stark reduziert werden, ohne die
Güte der Isolation zu beeinträchtigen. Die Kernelemente des Systems sind ein hydraulischer
Aktor, seine hydraulische Steuerung und eine inverse Feder. Die hydraulische Steuerung
ist grundsätzlich ein nichtlinearer Druckregler. Die Dynamik des Reglers ist kompliziert
und wird in Kapitel 5 getrennt untersucht. Periodische Lösungen werden mit der Metho-
de der harmonischen Balance näherungsweise bestimmt. Das Newtonverfahren wird dann
eingesetzt, um die Grenzzyklen in Abhängigkeit von einem Parameter zu verfolgen. Es
werden Monte-Carlo-Simulationen durchgeführt, um Bifurkationsdiagramme zu bestim-
men. Danach kann das ganze semiaktive System bezüglich Isolation, Sprungantwort und
Energieverbrauch bewertet werden.
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Im Kapitel 7 wird eine besondere Tilgerart, ein Fliehkraftpendel, untersucht (Siehe Bild
1.1, unten rechts). Das klassische Fliekraftpendel kann eine Motorordnung tilgen. Falls
die Anregung mehrere Ordnungen enthält, reicht es nicht mehr aus. Es wird ein Kon-
zept von einem steuerbaren Fliehkraftpendel vorgeschlagen. Es stellt sich die Frage von
dem Wechsel von einer Ordnung zu einer anderen. Dafür wird eine Steuerungsstrategie
mit LQR Methode anhand des linearisierten Systems hergeleitet und auf das nichtlineare
System angewendet. Die Ergebnisse bezüglich der Dynamik des Schaltens sind gut, wenn
große kurzzeitige Leistungsspitzen zugelassen werden (das ist eine Anforderung an die
Leistungselektronik).
Im Anhang werden alle nötigen mathematischen Werkzeuge vorgestellt, mit einem Fokus
auf Syteme von linearen, bzw. linearisierten Diﬀerentialgleichungen. Dabei geht es um klas-
sische Methoden der Dynamik, beziehungsweise der Regelungstechnik, die gegebenenfalls
auf die Bedürfnisse dieser Arbeit angepasst worden sind.
Es wird im Abschnitt 9.1 erwähnt, wie nichtlineare Systeme linearisiert werden können. Zur
Bestimmung von periodischen Lösungen werden die analytische Methode der harmonischen
Balance im Abschnitt 9.2 und das numerische Newtonverfahren für nichtlineare, vor allem
stückweise lineare Systeme im Kapitel 10 dargestellt.
Dann werden im Kapitel 11 Systeme von linearen Diﬀerentialgleichungen mit konstanten
Koeﬃzienten im Detail untersucht. Dabei werden Verhaltenskarten abgebildet. Es han-
delt sich um die Darstellung der Kriterien von Hurwitz [30] und von Fuller[22]. Die
Verhaltenskarten bieten eine kompakte Darstellung im Parameterraum folgender Syste-
meigenschaften:
• Stabilität
• Aperiodizität der Sprungantwort
Es wird eine interessante Eigenschaft der Struktur der Beobachbarkeitsmatrix über die
Zusammenhänge zwischen der Systemdarstellung in Zustandsform und in Regelungsnor-
malform bewiesen. Davon wird ein Kriterium hergeleitet. Werden die Systemparameter
mit Hilfe der Verhaltenskarte so gewählt, dass einerseits das System stabil und aperi-
odisch ist und andererseits das erwähnte Kriterium erfüllt ist, dann ist die Sprungantwort
eine im voraus gewählte Zustandsgröße aperiodisch und monoton. Insbesondere gibt es
keinen Überschwinger. In diesem Teil wird auch ein alternativer Beweis eines Theorems
über den Einﬂuss der Eigenwerte auf die Sprungantwort einer Zustandsgröße des Systems
in Regelungsnormalform vorgeschlagen.
Schließlich wird im Kapitel 12 die LQR-Methode erklärt, um optimale Regelungen für
lineare Systeme bezüglich eines quadratischen Kriteriums zu entwickeln.
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In der vorliegenden Arbeit werden Methoden untersucht, um Torsionsschwingungen zu
bekämpfen. Da die Problematik nicht neu ist, gibt es zahlreiche Literatureinträge dazu. Die
vorgeschlagenen Lösungen lassen sich je nach Energiebedarf eingliedern. Zunächst werden
passive Lösungen erwähnt, die keine zusätzliche Energiequelle brauchen. Dafür sind sie
ziemlich robust. Dann werden aktive Lösungen betrachet, die eine externe Energiequelle
benötigen.
Aktive Lösungen lassen sich in zwei Kategorien gliedern: Aktive (auch vollaktive) und se-
miaktive Systeme. Die Grenze zwischen diesen zwei Welten ist relativ unscharf. Es wird
in dieser Arbeit die Deﬁnition von Preumont [71] verwendet. „Semiaktive Systeme brau-
chen viel weniger Energie als aktive Systeme. [. . . ] Eine kritsche Sache bei aktiver Regelung
ist Robustheit der Stabilität bezüglich Sensorausfall [. . . ]. Im Gegensatz dazu sind semiak-
tive Regelungseinrichtungen im Wesentlichen passive Einrichtungen, deren Eigenschaften
(Steiﬁgkeit, Dämpfung, . . . ) in Echtzeit angepasst werden können. Sie können aber keine
Energie direkt dem geregelten System zuführen.“
Es gibt zahlreiche passive Lösungen, die immer einen Kompromiss zwischen verschiedenen
entgegengesetzten Zielen bilden. Ein sehr ausführlicher Überblick (mehr als 500 Literatu-
reinträge) wird von Ibrahim [31] gegeben. Davon können zwei Familien erkannt werden:
Isolator und Tilger. Isolatoren beﬁnden sich im Kraftﬂuss zwischen der Anregung und
den zu schützenden Organen. Tilger werden im Gegenteil durch eine Verzweigung zum
Hauptsystem gekoppelt.
Eine sehr verbreitete Strategie, um Organe zu schützen, besteht darin, die Haut schwer und
lose auszulegen. Es geht um Isolation. Damit ist gemeint, dass das schwankende Moment
auf eine künstlich große Trägheit, die sich im Kraftﬂuss beﬁndet, wirkt. Aus diesem Grund
wird sie wenig beschleunigt. Wird sie mit den weiteren Aggregaten weich gekoppelt, werden
die Schwingungen kaum übertragen. Die Momentschwankungen werden von der großen
Trägheit abgefangen, es handelt sich um einen Tiefpassﬁlter. Für lineare System können
Beispiele in zahlreichen Lehrbüchern wie Magnus und Popp[55] gefunden werden.
Es können auch weitere Massen und Federn im Kraftﬂuss zwischen der Anregung und
dem zu schützenden Organ eingefügt werden. Ein gutes Beispiel sind die hydraulischen
Motorblöcke, die zum Beispiel von Wang [93] beschrieben werden. Sie sollen dazu dienen,
die Karosserie vor Motorschwingungen zu schützen. Sie bestehen aus verschiedenen wei-
chen Gummikammern, die durch dünne Kanäle verbunden sind. Das Fluid in den Kanälen
übernimmt die Rolle der zusätzlichen Masse. Sie wird hydraulische Induktivität genannt.
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Die Masse des Fluids ist relativ klein, dafür können seine Geschwindigkeit und die kineti-
sche Energie relativ groß sein. Es ergibt sich ein System, dessen Impedanz stark von der
Frequenz abhängt.
Die Güte von nichtlinearen Isolatoren wird zum Beispiel von Ravindra [75] untersucht.
Er kommt zum Ergebnis, dass die Isolatoren deren Rückstellkraft symmetrisch ist und
deren Ableitung bei steigender Verfomung abnimmt eher besser sind. Es gibt viele Refe-
renzen mit solch einer Charakteristik, die mit dem Begriﬀ Steiﬁgkeit Null zusammengefasst
werden. Die Arbeit von Carella [9] ist ein Beispiel davon. Die Idee besteht darin, die
Kennlinie so auszulegen, dass die Verformung unter der statischen Last klein ist. Trotzdem
soll die Steiﬁgkeit lokal klein sein, um eine hinreichende Isolierungsgüte zu erreichen. Ei-
ne elegante Anwendung des Systems mit Null Steiﬁgkeit wird von Sokolov, Babitsky
und Halliwell [83] vorgeschlagen. Damit werden die starken Schwingungen eines Press-
lufthammers mit Hilfe eines Stoßschwingers und eines pneumatischen Systems mit kleiner
Steiﬁgkeit beruhigt.
Nichtlineare Isolatoren können auch so gestaltet werden, dass die Antwort des Systems
chaotisch wird. Damit wird erreicht, dass die übertragene mechanische Leistung über einen
Frequenzbereich kontinuierlich verteilt wird, statt sich in wenigen einzelnen Peaks mit
hoher Amplitude zu konzentrieren. Diese Strategie wird von Lou [52] versuchstechnisch
nachgewiesen.
Die zweite Familie von passiven Systemen sind die Tilger. Ein Tilger besteht grundsätzlich
aus einer zusätzlichen Masse, die mit dem Hauptsystem elastisch durch eine Verzweigung
verbunden wird. Das Verhältnis von der Steiﬁgkeit zur Masse bestimmt die Frequenz,
die von diesem Filter geschnitten wird. Die Grundidee besteht darin, dass die zusätzliche
Masse so schwingen soll, dass die Anregungskräfte und die Kräfte, die der Tilger duch
die elastische Kopplung ausübt sich kompensieren. Damit wird die Hauptmasse beruhigt.
Für den Einmassenschwinger mit einem gedämpften Tilger gibt es sogar eine optimale
Auslegung, die von den Hartog [13] im Jahre 1956 vorgeschlagen worden ist. Diese
optimale Lösung wird von Liu [50] 2005 ergänzt. Eine interessante konkrete Anwendung
eines Tilgers bei einem Hubschrauber wird von McGuire [59] beschrieben. Eine Fluidsäule
übernimmt die Rolle der Masse. Die Fluidgeschwindigkeit kann relativ groß sein und es ist
dann äquivalent zu einem Tilger, wo die Tilgermasse über einen Hebel angekoppelt ist.
Eine besondere Art von Tilger ist das Fliehkraftpendel, dessen Beschreibung in den Har-
tog [13] zu ﬁnden ist. Das Ziel dieses Tilgers besteht darin, Drehschwingungen zu bekämp-
fen. Ein Pendel wird an eine drehende Masse angekoppelt. Es bildet einen Tilger, dessen
Tilgerfrequenz proportional zur mittleren Drehzahl der Hauptmasse ist. Bei drehenden
Systemen ist die Anregung oft proportional zur Drehzahl. Der Tilger paßt sich damit an
die Anregung an. Das Konzept ist zwar alt, es gibt immer noch Forschung und Innovation
in diesem Bereich, weil das System grundsätzlich nichtlinear ist. Es werden unterschied-
lichen Aufhängungen der Pendelmasse untersucht. Alsuwaiyan [2] vergleicht analytisch
und numerisch verschiedene Aufhängungen bezüglich Tilgergüte. Madden [54] hat eine
Bahn patentiert, damit das biﬁlare Pendel isochron läuft. Die Frage des Einﬂusses der
Bahngeometrie und der Pendelabstimmung auf die Synchronisierung der Massen und die
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Bifurkation zwischen verschiedenen Regimen sind immer noch Forschungsthemen. Shaw
[44] [63] untersucht Kreis- und Zykloidbahn. Er stellt fest, dass eine Zykloidbahn, deren
Abstimmung leicht von dem theoretischen Idealwert abweicht, günstig bezüglich Stabili-
tät bei großer Pendelbewegung ist. Das Fliehkraftpendel wird heute im Automobilbereich
erfolgreich von der Firma LuK [41] eingesetzt.
Für nichtlineare Systeme ist die Auslegung des Tilgers schwieriger und in der Regel nicht
mehr analytisch machbar. Dazu gibt es eine reiche Auswahl an Literatur. Vakakis [72]
untersucht analytisch und numerisch die Güte des Energietransfers zwischen dem Haupt-
system und dem Tilger bei kleiner Dämpfung. In einer weiteren experimentellen Arbeit
[65] wird ein nichtlinearer Tilger an ein reduziertes Modell eines Gebäudes angekoppelt.
Der Tilger kann das Versuchsmodell eﬃzient gegen ein künstliches Erdbeben schützen.
Eine weitere Art von nichtlinearen Tilgern sind die autoparametrischen Tilger. Es geht
um Tilger, die theoretisch in Ruhe bleiben können, wenn das Hauptsystem schwingt. Bei
richtiger Abstimmung des Tilgers wird diese Ruhelage instabil. Die Schwingungsenergie
kann dann aus dem Hauptsystem in den Tilger ﬂießen. Im Buch von Tondl [88] können
zahlreiche Beispiele aus der Praxis gefunden werden.
Chaotische Tilger sind noch selten zu ﬁnden. Ein Beispiel wird von Maruyama [58] ex-
perimentell untersucht. Er verwendet einen geknickten Balken als Tilger. Damit wird die
Amplitude der Strukturschwingung in der Resonanz um 30% reduziert. Es ist zu bemer-
ken, dass keine Nebenresonanz erzeugt werden. Der Amplitude-Frequenz-Verlauf ist ähnlich
zum Verlauf mit einem optimal gedämpften Tilger.
Falls eine zusätzliche Energiequelle zur Verfügung steht, bietet sich die aktive Schwin-
gungsreduktion an. Hinter diesem Begriﬀ verbergen sich zwei unterschiedliche Konzepte.
Das erste wird eher in der Akustik angewendet, weil die Schwingungsenergie relativ be-
scheiden bleibt. Sicher erwähnenswert ist das Patent von Lueg [53], der 1933 das Konzept
erfunden hat. Die Idee besteht darin, Gegenschall zu erzeugen. Schall und Gegenschall
löschen sich bei der Superposition aus. Die starken Schwingungen im Antriebsstrang mit
dieser Methode auzugleichen ist nicht möglich, weil dafür eine Leistung in der Größenord-
nung eines zusätzlichen Verbrennungsmotor nötig wäre.
Mit aktiver Schwingungsreduktion kann allgemeinen auch gemeint sein, dass ein Aktor
zur Verfügung steht. Es stellt sich dann die Frage der optimalen Stelle des Aktors und der
optimalen Steuerung bzw. Regelung, üblicherweise als Rückführung. Das berühmteste Bei-
spiel ist wahrscheinlich der lineare „Skyhook“-Dämpfer (Siehe zum Beispiel Casciati[10]).
Preumont [71] gibt eine Variante, die für elastische Strukturen stabil anwendbar ist. Der
Skyhook ist nicht die einzige Strategie, Xing [96] untersucht mehrere unterschiedliche
Strategien. Je nach Anordnung und Regelungsstrategie wirkt der Aktor wie eine eﬀektive
positive oder negative Masse, Dämpfung oder Steiﬁgkeit.
Aktive Schwingungsreduktion kostet in der Regel viel Energie. Aus diesem Grund sind
semiaktive Konzepte entstanden. Es handelt sich um aktive Systeme, die wenig Energie
verbrauchen. In diesem Bereich können zwei Trends erkannt werden. Die erste Idee besteht
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darin, eine aktive Strategie „passiv“ einzusetzen. Bei vollaktiven Systemen leistet der Ak-
tor positive oder negative Arbeit. Der semiaktive Aktor soll so gesteuert werden, dass er
nur Energie aus dem Hauptsystem zieht. Sonst soll er ausgeschaltet werden und damit
keine Arbeit leisten. Preumont [71] erklärt, wie eine vollaktive Strategie systematisch
für semiaktive Anwendungen reduziert werden kann. Hier wird auf ein Steuerungskonzept
fokusiert.
Der zweite Trend besteht darin, ein passives System mit Hilfe des Aktors zu verbessern,
um den Zielkonﬂikt eﬀektiver zu lösen. Dabei soll das System so ausgelegt werden, dass der
Energieverbrauch klein bleibt. Der Fokus ist auf dem physikalischen System. Dieser Weg
wird in Kapitel 6 der vorliegenden Arbeit verfolgt. Es wird ein steifer Isolator mit Hilfe eines
Aktors lokal weich gemacht. Damit kann eine gute Isolation mit kleinen Verformungen bei
großen Durchschnittsmomenten erreicht werden.
Bei semiaktiven Systemen können klassische Aktoren eingesetzt werden, aber es werden
sehr oft Systeme gebaut, die ihre Charakteristik nach Bedarf ändern können. Variable
Dämpfung oder variable Steiﬁgkeit werden mit unterschiedlichen Konzepten realisiert. Ja-
lili [35], Preumont [71] geben einen Überblick. Hierzu sollen ein Paar Beispiele genannt
werden.
Zunächst soll die variable Steiﬁgkeit betrachtet werden. Ramaratnam [74] schlägt vor,
die Anzahl der federnden Windungen einer Druckfeder mechanisch zu ändern. Ein Versuch
zeigt, dass die Antwort von einem ungedämpften Einmassenschwinger zu einem Stoß bei
geschicktem Schalten der Steiﬁgkeit gedämpft werden kann. Walsh [92] bevorzugt ein Paar
von Blattfedern, die an ihrem Ende zusammengeschraubt werden. In ihre Mitte wirkt ein
Spindelgetriebe, um sie voneinander zu trennen. Die Steiﬁgkeit des Systems hängt von der
Entfernung ab. Diese Idee wird von Cronjé [12] auch benutzt, wobei der Aktuator jetzt
ein Kolben ist, der von der thermischen Ausdehnung von Wachs geschoben wird.
Systeme mit variabler Dämpfung sind vergleichsweise einfacher zu realisieren. Es reicht
nämlich aus, den Durchmesser einer Blende oder einer Drossel in einem hydraulischen
Kreis zu ändern. Es können auch elektro- oder magnetorheologische Fluide verwendet wer-
den, die ihre Viskosität stark in einem elektrischen bzw. magnetischen Feld ändern [71].
Unterschiedliche Bremssysteme können angewendet werden. Ye [99] untersucht die Unter-
schiede zwischen einer klassischen Reibungsbremse, einer magnetorheologischen Bremse
und einer magnetischen Kupplung. Es werden die Widerstandsmomente und die Schaltzei-
ten untersucht. Die magnetorheologische Bremse ist besser, wobei das Bremsmoment eher
gering (2-3 Nm) ist.
Es sollen noch Systeme erwähnt werden, deren eﬀektive Steiﬁgkeit und Dämpfung nur mit
Hilfe von variabler Dämpfung geändert werden können. Es handelt sich um verschiedene
Kombinationen (in Reihe oder parallelgeschaltet) von Federn und Dämpfern. Zum Beispiel
werden eine Feder und ein Dämpfer parallel geschaltet. Ist der Dämpfer sehr schwach, dann
wirkt die Kombination wie eine Feder. Wird der Dämpfer sehr stark, dann ist die Kom-
bination für schnelle Bewegungen eingentlich starr. Liu [51] untersucht eine interessante
Kombination von zwei Voigt-Elemente (Blattfeder und magnetorheologischer Fluiddämp-
fer) sowohl theoretisch wie versuchstechnisch. Die Ergebnisse sind gut.
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Als letzte Gruppe seien Systeme mit Piezoaktoren erwähnt. Sie bieten eine große Flexi-
bilität bezüglich Steuerungsstrategie an, weil sie als klassische Elemente der Mechatronik
gerade die Grenze zwischen Elektrotechnik und Mechanik bilden. Es gibt zahlreiche An-
wendungen, die bekannteste ist wahrscheinlich die Beruhigung eines Balkens mit Hilfe
eines Piezopatches. Guyomar [26] betrachtet dieses Beispiel und versucht dabei die elek-
tromechanische Umwandlung zu maximieren.
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3 Antriebsstrang
Der Antriebsstrang und die typischen Fahrtsituationen werden dargestellt. Es wird ein
Modell aus der Literatur erläutert und die Anzahl der Freiheitsgrade wird systematisch
reduziert, um ein Minimalmodell zu bekommen.
3.1 Einleitung
In Bild 3.4 wird ein typischer Antriebsstrang dargestellt. Die Torsionsdynamik wird im
niedrigen Frequenzbereich (kleiner als 100 Hz) untersucht, weil in diesem Bereich die
kundenrelevanten Probleme sich beﬁnden. Infolgedessen wird angenommen, dass der An-
triebsstrang sich in Starrkörper gliedern lässt, die durch im Allgemeinen nichtlineare Ver-
bindungen gekoppelt sind. Er wird als eine Drehschwingerkette nachgebildet. Diese Nähe-
rung hat sich längst bewährt (Siehe zum Beispiel [16], [76], [80], [94])
Das Ziel dieser Arbeit besteht darin, verschiedene Konzepte zur Reduktion der Torsions-
schwingungen im Antriebsstrang zu vergleichen. Es gibt dafür zwei Möglichkeiten. Die
erste besteht darin, alle Fahrzustände mit Hilfe unterschiedlicher Modelle detailliert zu
untersuchen, um die Leistung jedes Konzepts bei jeder Fahrtsituation zu bewerten. Die-
se ausführliche Simulationsphase ist notwendig, wenn die Konzepte und die gehörenden
Konstruktionen schon relativ ausgereift sind. Fidlin und Seebacher haben diese Vorge-
hensweise in [19] ausführlich beschrieben.
Es wird hier eine andere Vorgehensweise bevorzugt, die im Rahmen des „Front-Loading“-
Trends zu verstehen ist. Thomke und Fujimoto [86] meinen mit diesem Begriﬀ, dass
 	
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Bild 3.1: Antriebsstrang
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schon in einer sehr frühen Entwicklungsphase Fehler erkannt werden müssen. Dafür sol-
len die Erfahrung vorheriger Projekte und schnelle Computer-Simulationen angewendet
werden, um die neuen Konzepte zu testen. Dieser frühe Zeitpunkt bringt natürlich viele
Ungewissheiten mit sich. Wickord und Wallaschek [95] haben eine Methode („Front-
Load Design“) vorgeschlagen, um diese Unsicherheiten quantiﬁzieren zu können.
In dieser Arbeit werden verschiedene Konzepte zur Schwingungsreduktion anhand von
Modellen mit wenig Freiheitsgraden verglichen. Die Grundidee dabei ist, dass ein kleines
Modell die Abbildung von einem größeren Modell sein kann. Im Allgemeinen besteht ein
Modell aus einer Struktur (üblicherweise Diﬀerentialgleichungen1) und einem Parameter-
satz (Masse, Steiﬁgkeit, Rand- und Anfangsbedingungen, usw.). Die Strukturen von un-
terschiedlichen großen Modellen können durch die gleiche Struktur von einem reduzierten
Modell abgebildet werden.
Der Antriebsstrang lässt sich in zwei Substrukturen teilen. Alle Aggregatem vor dem Tor-
sionsdämpfer bzw. nach dem Dämpfer gehören zur Substruktur A bzw. B. Je nach Fahrt-
zustand sind die Anzahl der Freiheitsgrade in jeder Substruktur und die Parametersätze
unterschiedlich. Mit Hilfe von Reduktionsmethoden wird die Anzahl der Freiheitsgrade je-
der Substruktur drastisch auf Eins reduziert. Es entsteht damit ein reduziertes Modell des
Antriebstrangs mit einer ﬁxierten Anzahl von Freiheitsgraden. Die Variation der Fahrtzu-
stände (und dabei der Anzahl der Freiheitsgrade der ursprünglichen Modelle) kann dann in
einer Parametervaration des reduzierten Modells vereinfacht werden. Falls manche Para-
meter der ursprünglichen Modelle ungenau bekannt sind, dann soll die Parametervariation
des reduzierten Modells mit statistischen Methoden verfeinert werden.
In Abschnitt 3.2 werden die unterschiedlichen Fahrtzustände gelistet und kurz beschrieben.
In 3.3 werden die Beurteilungskriterien für den Torsionsdämpfer beschrieben. In 3.4 wird
ein detailliertes Modell zum „Zug“ (Beschleunigungsfahrt) im vierten Gang untersucht.
3.2 Fahrtzustände und Anforderungen
Es gibt unterschiedliche Fahrsituationen. Die Wichtigsten sind in der folgenden Liste zu
ﬁnden und werden in den nächsten Abschnitten detailliert beschrieben.
• Start
• Leerlauf
• Zug n-ter Gang (Beschleunigungsfahrt)
• Lastwechsel
• Schub (Ausrollen)
• Stopp
1Im Buch „Angewandte Mathematik“ von Blechman [6] wird im Geleitwort hervorgehoben, dass Syste-
me mit Diﬀerentialgleichungen zu beschreiben nur eine Möglichkeit ist. Automaten wäre eine Andere.
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Bild 3.2: Struktur bei Start und Stopp
3.2.1 Start-Stopp: Der Sommerfeldsche Eﬀekt
Beim Start oder Stopp ist die Kupplung normalerweise geschlossen, damit ist der Getrie-
beeingang mit dem Verbrennungsmotor gekoppelt. Dabei ist das Getriebe auf Neutral und
soll keine Leistung zur Abtriebswelle übertragen. Beim Start treibt zunächst der Anlasser
den Verbrennungsmotor, bis er zündet. Beim Stopp ist der Anlasser nicht im Kraftﬂuss.
Die Struktur des Antriebsstrangs wird symbolisch in Graﬁk 3.2 dargestellt.
Bei dieser Fahrtsituation soll der Antriebsstrang beschleunigt bzw. gebremst werden. Das
grundlegende Problem, das auftreten kann, ist als Sommerfeldscher Eﬀekt bekannt. Beim
Hochlauf oder Bremsen des Antriebsstrangs kann es vorkommen, dass durch eine Resonanz
gefahren werden muss. Bei der klassischen Betrachtung des Sommerfeldschen Eﬀekts dient
eine Unwucht als Anregung. Im Antriebsstrang übernehmen die Gas- und Massenkräfte
des Verbrennungsmotors diese Rolle. Das System neigt dazu, länger als erwartet in der
Resonanz zu bleiben. Wenn die Motorleistung nicht ausreicht, schaﬀt es das nicht, aus
der Resonanz herauszukommen. Wenn der Motor stark genug ist, wird die Drehgeschwin-
digkeit langsam steigen, bis sie einen kritischen Wert überschreitet. Sie ändert sich dann
sprungartig. Dieses Verhalten ist bezüglich Komfort sehr ungünstig. Der Sprung ist umso
größer, je länger das System in der Resonanz geblieben ist.
Die Problematik von dem Resonanzdurchlauf wird von Dresig [16] sehr klar dargestellt.
Panovko und Gubanova [66] geben eine mathematische Herleitung des Sommerfeldschen
Eﬀekts. Die Herleitung von Blekhman [7] ist ausführlicher aber komplizierter.
Diese Fahrtsituation wird im Rahmen dieser Arbeit nicht betrachtet.
3.2.2 Leerlauf, Zug n-ter Gang und Schub: Entkopplungsbedarf
Die Struktur des Antriebsstrangs für Leerlauf und Zug, bzw. Schub, werden im Bild 3.3
dargestellt. Beim Leerlauf ist die Kupplung geschlossen und das Getriebe auf Neutral.
Die Aufgabe besteht darin, das Getriebe vor den vom Verbrennungsmotor verursachteten
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Bild 3.3: Struktur bei Zug, Schub und Leerlauf
großen Momentenschwankungen zu schützen. Die Leerlaufdrehzahl ist relativ niedrig (zur
Zeit ca. 800 U/min) und das Mittelmoment ebenso.
Beim Zug und Schub ist die Aufgabe der Entkopplung gleich wie beim Leerlauf, nur sind
Anregungsmomente und Drehzahl größer. Ein mittleres Moment bis 500 Nm, Momenten-
gleichförmigkeit bis 1000 Nm sowie eine Drehzahl bis 8000 U/min sind Stand der Technik.
Das mittlere Moment ändert sich langsamer als die charakteristische Periode der Moment-
schwankungen.
Je nach eingelegtem Gang ändert sich die Übersetzung im Getriebe. Bei dem gängigsten
Modellansatz für Drehschwingerketten werden die realen Steiﬁgkeiten und Trägheiten mit
den Übersetzungen gewichtet. Damit wird die Berechnung der Schwingerkette wesentlich
vereinfacht, weil alle Trägheiten im System die gleiche mittlere Geschwindigkeit haben. Die
Struktur des Modells bei Gangschaltung ändert sich nicht, sondern die Modellparameter
wie die eﬀektive Trägheit und eﬀektive Steiﬁgkeit sollen für jeden Gang ermittelt werden.
3.2.3 Lastwechsel: Schutz vor Anregungssprüngen
Der Übergang von Zug zu Schub oder umgekehrt wird Lastwechsel genannt. Im anspruchs-
vollsten Fall erfolgt er sehr schnell. Er ist dann äquivalent zu einem Sprung vom mittleren
Moment.
3.2.4 Synthetische Anregungen
In diesem Abschnitt werden die Anregungen beschrieben, die für die Simulation verwendet
werden.
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Periodische Anregung
Bei Leerlauf, Zug und Schub ist die Anregung auf die Gaskräfte im Verbrennungsmotor
zurückzuführen. Das Moment ist eine periodische Funktion des Winkels der Kurbelwelle.
Es wird aber in dieser Arbeit angenommen, dass die mittlere Drehgeschwindigkeit des
Antriebsstrangs sich so langsam mit der Zeit ändert, dass diese Änderung vernachlässigt
werden darf. Mit diesem stationären Ansatz (mittlere Drehgeschwindigkeit bleibt konstant)
wird das Moment eine periodische Funktion der Zeit, die sich in einer Fourier-Reihe zerlegen
lässt:
M = M0 +
∞∑
j=1
Mj sin(jωM t + ψj) (3.1)
ωM ist die Motordrehzahl, M0 das mittlere Moment, Mj und ψj die Amplitude und die
Phase der Oberschwingung.
Sprungartige Anregung
Beim Lastwechsel kann die Änderung des Anregungsmoments sehr schnell erfolgen. Um
diese Anregung nachzubilden ist die Heavisidesche Funktion geeignet. Diese Funktion
lautet:
h(t) =
{
0 wenn t ≤ 0
1 wenn t > 0
(3.2)
Durch geeignete Skalierung kann diese Funktion nicht nur den Lastwechsel von Schub zu
Zug nachbilden, sondern auch umgekehrt.
3.3 Bewertungskriterien des Torsionsdämpfers
Im vorherigen Abschnitt sind die verschiedenen Fahrtsituationen dargestellt worden. In
dieser Arbeit wird Start-Stopp nicht betrachtet. Bei den anderen Fahrtsituation soll die
Auswirkung der Anregung minimiert werden. Was unter Auswirkung genau zu verstehen
ist, wird in diesem Abschnitt und in der Tabelle 3.1 zusammengefasst.
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Fahrtsituation Kriterium
Start
nicht bewertet
Stopp
Leerlauf
Amplituden-Frequenz VerlaufSchub
Zug
Lastwechsel
Größe der Überschwinger
Dauer der Überschwinger
Falls aktives System Leistungs- bzw. Energiebedarf
Tabelle 3.1: Daten des Zugmodells
3.3.1 Isolation
Bei Zug, Schub und Leerlauf sollen grundsätzlich die Momentschwankungen, die von den
Gaskräften innerhalb des Verbrennungsmotors verursacht werden, von dem Torsionsdämp-
fer zum Getriebe nicht übertragen werden. Die beste Lösung wäre natürlich ein Spiel (bzw.
eine oﬀene Kupplung) zwischen Motor und Getriebe zu organisieren. Als zusätzliche An-
forderung beim Zug soll das Mittelmoment möglichst ohne Verlust übertragen werden.
Daher kommt ein Spiel nicht mehr in Frage.
Der Torsionsdämpfer übernimmt die Rolle eines Tiefpassﬁlters. In der Mechanik wird diese
Funktion üblicherweise Schwingungsisolation genannt (Siehe zum Beispiel Magnus [55]).
Als Bewertungskriterium bietet sich an, ein Amplitudengang über der Frequenz darzu-
stellen. Die Motordrehzahl variiert üblicherweise zwischen 800 und 8000 U/min. Es er-
gibt sich damit eine periodische Anregung, die von Gleichung (3.1) beschrieben wird. Als
Ausgangsvariable werden die Schwingungen der Substruktur B beobachtet. Es wird eine
Fourier-Analyse durchgeführt und der Amplitudengang berechnet. Die Amplituden sollen
im Allgemeinen klein sein. Die Resonanzen sollen entweder außerhalb des Frequenzberei-
ches der Anregung liegen, oder deren Amplituden sollen mit Hilfe von Dämpfung oder
Nichtlinearität stark begrenzt werden.
3.3.2 Lastwechsel
Beim Lastwechsel ändert sich der Mittelwert des Anregungsmoments sprungartig. Im idea-
len Fall würde das System diesem Sprung folgen. Wegen der Trägheit können Überschwin-
ger auftauchen. Es dauert eine bestimmte Zeit, bis das System einen stationären Zustand
(wenn überhaupt) erreicht. Die Größe und Dauer der Überschwinger sind die Bewertungs-
kriterien für Sprungantwort.
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3.3.3 Energiebedarf
Manche Konzepte von Torsionsdämpfern, die untersucht werden, umfassen einen Aktor, der
Energie verbraucht. Die verbrauchte Leistung bzw. Energie wird als Bewertungskriterium
beobachtet.
3.4 Modell für Zug im vierten Gang
In dieser Arbeit werden unterschiedlichen Modelle, die das Fahrzeugverhalten in den bereits
erwähnten Fahrtsituationen beschreiben sollen, mit Hilfe einer systematischen Methode auf
ein Minimalmodell reduziert. Dieses Vorgehen wird am Beispiel der Fahrtsituation Zug im
vierten Gang durchgeführt. Zunächst wird das detaillierte Modell diskutiert. Es wird in
zwei Substrukturen geteilt, deren modale Eigenschaften ermittelt werden sollen, um die
Freiheitsgradreduktion durchführen zu können.
3.4.1 Das Modell
In der Literatur kann wenig Information über die Simulationsmodelle der Antriebsstränge
für PKWs gefunden werden. Sie werden von den Automobilherstellern, Lieferanten, Dienst-
leistern oder Softwareherstellern als interne Betriebserfahrung betrachtet und werden daher
selten veröﬀentlicht. Reik [76] und Dresig [16] geben Minimalmodelle bzw. ausführliche
Modelle für Zug. Das Modell vom Antriebsstrang beim Zug vierter Gang von Dresig [16],
das in Bild 3.4 dargestellt wird, besteht aus fünfzehn Massen, die durch vierzehn Federn
verbunden sind. Die Daten sind in die Tabelle 3.2 gegeben. Es wird angenommen, dass die
Dämpfungen klein sind, so dass sie zunächst vernachlässigt werden.
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Bild 3.4: Antriebsstrangmodell nach Dresig
Nummer Trägheit in 10−3kg.m2 Steiﬁgkeit in 104N.m/rad
1 4 2
2 1 9
3 10 45
4 10 45
5 10 45
6 10 50
7 215 0.16
8 0.28 0.9
9 4.25 6
10 2.5 0.9
11 6.5 0.9
12 2.4 0.75
13 2.4 1
14 124 4
15 4748 -
Tabelle 3.2: Daten des Zugmodells
Die Feder 7 zwischen dem Schwungrad (7) und dem Getriebeeingang (8) soll durch eine
Einrichtung, die die Schwingungen bekämpfen soll, ersetzt werden. Dafür sollen zunächst
die modalen Eigenschaften des Systems untersucht werden.
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Bild 3.5: Modalanalyse der vollen Struktur
3.4.2 Modale Eigenschaften
In Bild 3.5 sind die Eigenformen und Eigenfrequenzen bis 200 Hz mit der zugehörigen
kinetischen und potentiellen Energie des gesamten Antriebsstrangs dargestellt. Die ers-
te Eigenform ist die ungefesselte Starrkörperbewegung. Bei 6 Hz liegt die Resonanz des
Schwungrads. Bei 26 Hz ist die Resonanz des Rads. Bei 54 Hz schwingt das Getriebe mit
der Gelenkwelle. Motor mit Schwungrad und Rad mit Fahrzeug schwingen gegenphasig
zu dem Getriebe, aber mit viel kleinerer Amplitude. Bei 196 Hz schwingen Getriebe und
Gelenkwelle gegenphasig.
Systemresonanzen tauchen erst auf, wenn die Anregungsfrequenz mit der Eigenfrequenz
übereinstimmt. Bei einem Vierzylindermotor ist die zweite Motorordnung besonders ausge-
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Bild 3.6: Campbelldiagramm
prägt. In dem Campbell-Diagramm 3.6 wird dargestellt, bei welcher Motordrehzahl welche
Eigenfrequenz zur Resonanz führen kann.
Es wird als Aufgabe gesehen, das Getriebe vor den Motorschwingungen zu schützen. Die
Eigenform der gesamten Struktur bei 54 Hz ist die Eigenform mit der kleinsten Frequenz
im Fahrbereich, wo das Getriebe stark schwingt. Es soll ein Minimalmodell aufgebaut
werden, das gerade diese Eigenform richtig nachbildet. Außerdem wird auf die freie Starr-
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körperbewegung verzichtet. Die Fahrzeugträgheit ist nähmlich so groß, dass sie als starre
Wand modelliert wird.
3.5 Reduziertes Modell
Im Grunde genommen wird das Modell vom Bild 3.4 auf drei Komponenten reduziert. Die
Trägheiten (1) bis (7) zusammen mit den Federn von 1 bis 6 bilden die Substruktur A. Die
Trägheiten (8) bis (15) zusammen mit den Federn von 8 bis 14 bilden die Substruktur B. Die
Feder 7 und alle Einrichtungen zur Bekämfpung der Torsionsschwingungen sind der dritte
Teil des Modells. In diesem Abschnitt wird kurz erläutert, wie das Modell reduziert wird.
Es gibt zahlreiche Kondensationsverfahren. Dresig [16], Gasch und Knothe [24] und
De Klerk [37] geben sehr interessante Überblicke über die verschiedenen Verfahren. In
[24] und [16] werden Beispiele ausführlich berechnet und verglichen.
Die Kondensationsverfahren lassen sich in drei Kategorien gliedern. In der ersten Kategorie
werden die Freiheitsgrade zwischen inneren und äußeren sortiert. Die äußeren Freiheits-
grade bleiben erhalten. Die inneren Freiheitsgrade werden als Funktion der äußeren aus-
gedrückt. Das Verfahren von Guyan [25] (statische Kondensation) und seine dynamische
Erweiterung nach Röhrle [78] sind die bekanntesten. Der Vorteil solcher Verfahren be-
steht oﬀensichtlich darin, dass man weitere Subsstrukturen an die äußeren Freiheitsgraden
ohne Problem anhängen kann. Der Nachteil ist, dass die äußeren Freiheitsgrade geschickt
gewählt werden sollen, um die dynamischen Eigenschaften der Struktur einigermaßen rich-
tig erfassen zu können. Es gibt aber kein systematisches Wahlverfahren, alles beruht auf
Erfahrung.
Die zweite Kategorie besteht aus den modalen Kondensationsverfahren. Zunächst werden
die Eigenwerte und Eigenformen des vollen Systems berechnet oder abgeschätzt. Es werden
dann die Eigenvektoren, die aus der Sicht des Ingenieurs nötig sind, um das Verhalten des
Systems in der gewünschten Frequenzbereich zu beschreiben, beibehalten. Anhand dieser
reduzierten Modalmatrix werden die Freiheitsgrade durch modale Freiheitsgrade ersetzt.
Der Vorteil des Verfahrens besteht oﬀensichtlich darin, dass die passenden Eigenmoden
gewählt werden können, wenn die Bandbreite der Anregung der Struktur bekannt ist. Der
Nachteil der Umwandlung der physikalischen Koordinaten in modalen Koordinaten besteht
darin, dass das Anhängen von weiteren Substrukturen mühsam wird.
Die dritte Kategorie von Verfahren kombinieren die Vorteile der zwei ersten. Es werden
als äußere Freiheitsgrade mindenstens die Freiheitsgrade gewählt, woran eine weitere Sub-
struktur angehängt werden soll. Die inneren werden nach Bedarf modal reduziert. Je nach
Art der Randbedingungen bei der modalen Kondensation (mit gefesselter oder freier Sub-
struktur an den externen Freiheitsgraden) und Art der Kompensation der vernachlässigten
Moden werden die Verfahren nach Hurty [29], Goldmann und Hou, Craig-Chang,
Craig-Bampton, Rubin genannt.
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Im Rahmen dieser Arbeit wäre es formell richtig, das Verfahren von Hurty [29] anzu-
wenden. Damit könnte ein Minimalmodell mit mindestens vier Trägheiten erzeugt werden.
Zwei davon tragen Kopplungsfreiheitsgrade (Trägheit (7) für die erste Substruktur und (8)
für die zweite), die dritte bzw. die vierte entstehen aus einer modalen Kondensation der
ersten bzw. der zweiten Substruktur. Zwischen den Trägheiten (7) und (8) könnten dann
beliebige Strukturen angekoppelt werden. Im Rahmen dieser Arbeit reicht es aus folgenden
Gründen, jede Substruktur nur mit einer Trägheit zu modellieren.
Im Kapitel 4 wird der Einﬂuss der Parameter der Kopplung 7 un des Schwungrads (7)
untersucht. Solange die Kopplung 7 deutlich weicher als die Kopplungen 6 und 8 bleibt,
können die Substrukturen A und B mit einer Trägheit nachgebildet werden.
Im Kapitel 6 wird ebenso die Kopplung 7 mit einem Mechanismus ersetzt, dessen Trägheit
viel kleiner als die Trägheit (7) und dessen Steiﬁgkeit kleiner als die Steiﬁgkeiten 6 und 8
ist. Eine Trägheit für jede reduzierte Substruktur reicht aus.
Im Kapitel 7 wird an die Trägheit (7) ein Tilger angekoppelt, dessen Trägheit ein Bruchteil
von (7) ist. Die Steiﬁgkeit 7 bleibt nach wie vor deutlich kleiner als die Steiﬁgkeiten 6 und
8. In diesem Fall auch ist ein Minimalmodell mit insgesamt zwei Trägheiten ausreichend.
Es wird ein modales Kondensationsverfahren angewendet, das von Dresig [16] dargestellt
wird. Diese Methode ermöglicht eine Freiheitsgradreduktion, wobei die wichtigsten moda-
len Eigenschaften des Systems trotzdem hinreichend gut nachgebildet werden können, wie
es in Bild 3.9 dargestellt wird. Sie hat aber den Nachteil, dass der Einﬂuss der residua-
len Moden nicht berücksichtigt wird. Das wäre nach Preumont problematisch, wenn auf
der Basis des reduzierten Modells eine Regelungssstrategie für das volle Modell entwickelt
würde [71]. Da anhand des reduzierten Modells verschiedene Konzepte miteinander ver-
glichen werden und keine Regelungsstrategie des Gesamtmodells entwickelt werden soll,
entfällt dieser Einwand. Um die Güte der Methode zu prüfen werden die reduzierten Sub-
strukturen wieder zusammen gekoppelt (Synthese). Es wird sich zeigen, dass die modalen
Eigenschaften des reduzierten Systems sehr ähnlich zu den gewählten Eigenschaften des
ursprünglichen Gesamtsystems sind.
3.5.1 Substrukturen
Die Substruktur A umfasst die Trägheiten (1) bis (7). Die zweite Substruktur besteht aus
den Trägheiten (8) bis (15).
In Bild 3.7 sind die Eigenformen der Substruktur A dargestellt. Auf der x-Achse werden
die Nummern der Trägheiten eingetragen. Auf der y-Achse sind die normierten Verdrehun-
gen dargestellt. Die erste elastische Eigenform kommt erst bei 290 Hz. Infolgedessen wird
angenommen, dass der Motor als starr betrachtet werden darf. Die Substruktur A wird
mit einer Drehträgheit modelliert. Damit wird nur die Starrkörperbewegung der ersten
Substruktur erfasst. Die reduzierte Drehträgheit beträgt 0.26 kg.m2.
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Substruktur Trägheit in 10−3kg.m2 Steiﬁgkeit in 103N.m/rad
A 260 -
B 26.9 1.234
Feder 7 - 1.6
Tabelle 3.3: Daten des reduzierten Modells
In Bild 3.8 sind die Eigenformen des Systems nach dem Schwungrad dargestellt. Bei der
zweiten Eigenform (22 Hz) schwingt der Antriebsstrang gegen das Fahrzeug. Bei der dritten
Eigenform (34 HZ) schwingt das Rad gegenphasig zum Rest. Die anderen Eigenformen
haben eine zu hohe Frequenz und werden nicht betrachtet. Die dritte Eigenform wird
gewählt, um das System zu einer Drehträgheit und einer Feder zu kondensieren. Diese
Wahl lässt sich a priori nicht begründen. Aber gerade diese Eigenform der Substruktur B
(34 Hz, Rad) ist verantwortlich für die zu untersuchende Eigenform bei dem Gesamtmodell
(54 Hz, Getriebe). Die reduzierte Drehträgheit beträgt 0.0269 kg.m2 und die reduzierte
Drehsteiﬁgkeit 1234 Nm/rad.
Die Daten werden in der Tabelle 3.3 zusammengefasst.
3.5.2 Synthese
Als Kontrolle werden die Substrukturen A und B wieder miteinander verbunden. Die ent-
sprechenden Eigenformen der reduzierten Struktur werden mit den Eigenformen der vollen
Struktur verglichen. Das Ergebnis ist in Bild 3.9 dargestellt. Die Eigenform bei 54 Hz ist
gut nachgebildet. Die reduzierten Substrukturen sind verwendbar. Das reduzierte Modell
ist in Bild 3.10 dargestellt. Die Feder 7 wird in den nächsten Abschnitten durch unter-
schiedliche Dämpferkonzepte ersetzt.
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Bild 3.7: Modalanalyse der Substruktur A
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Bild 3.8: Modalanalyse der Substruktur B
27
3 Antriebsstrang
0 5 10 15
−0.5
0
0.5
1
Reduziertes System
 
 
8.1Hz
0 5 10 15
−0.5
0
0.5
1
 
 
52.6Hz
0 5 10 15
1
1
1
1
Volles System
 
 
0Hz
0 5 10 15
−0.5
0
0.5
1
 
 
5.9Hz
0 5 10 15
−0.5
0
0.5
1
 
 
26.2Hz
0 5 10 15
−0.5
0
0.5
1
 
 
54.2Hz
Bild 3.9: Vergleich der vollen Struktur mit der reduzierten Struktur
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Bild 3.10: Reduziertes Modell, ungedämpft
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4 Passive lineare Isolation
In diesem Abschnitt wird die klassische passive Isolation anhand des minimalen Modells
untersucht. Dieses Konzept ist in der Literatur sehr verbreitet und wird zum Beispiel
von Magnus und Popp [55] und von Den Hartog [13] gut erklärt. Die Grundidee be-
steht darin, eine relative große Trägheit zwischen der Anregung und dem zu schützenden
Aggregat anzubringen und beide zusammen durch ein weiches Element zu koppeln. Die
Schutzmasse wird wegen ihrer großen Trägheit von der Anregung wenig beschleunigt. Da-
mit wird die weiche Kopplung wenig verformt und überträgt wenig Moment zum Rest des
Systems. Es wird in diesem Kapitel untersucht, welche Vor- und Nachteile diese Strategie
für PKW-Triebsstränge aufweist.
Das Modell ist in Bild 4.1 dargestellt. Die Bedeutungen aller Abkürzungen sind in Tabelle
4.1 erläutert. Es werden zwei Fälle untersucht, Fall A (mäßige Dämpfung) und B (sehr
kleine Dämpfung).
J1 d1
k1
J2 d2
k2
ϕ1 ϕ2
M
Bild 4.1: Reduziertes Modell, gedämpft
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Abkürzung Einheit Bezeichnung Typischer Wert
ϕ1 rad Drehwinkel von J1
ϕ2 rad Drehwinkel von J2
M0 Nm Mittelmoment 300
Mj Nm Amplitude der Anregungsordnung j 0 − 300
ψj rad Phase der Anregungsordnung j 0 − 2π
ωM rad/s Motordrehzahl 80 − 740
J1 kg.m
2 Trägheit Substruktur A 0.26
J2 kg.m
2 Trägheit Substruktur B 0.0269
k1 Nm/rad Steiﬁgkeit Isolator 3200
k2 Nm/rad Steiﬁgkeit Substruktur B 1234
d1 Nm.s/rad Dämpfung Isolator, Fall A 2.38
d2 Nm.s/rad Dämpfung Substruktur B, Fall A 3.57
d1 Nm.s/rad Dämpfung Isolator, Fall B 0.119
d2 Nm.s/rad Dämpfung Substruktur B, Fall B 0.119
Tabelle 4.1: Erläuterung der Abkürzungen
Die Elemente mit Subskript 2 entsprechen der Substruktur B vom Bild 3.10. Sie soll vor der
Motoranregung geschützt werden. Die Drehträgkeit J1 entspricht der Substruktur A, wo
die Motoranregung wirkt. Sie wird mit der Substruktur B durch ein lineares Feder-Dämpfer
Element {k1, d1} gekoppelt. Die Steiﬁgkeit k1 wird hier zwei Mal steifer als im vorherigen
Kapitel (Siehe Tabelle 3.3) gewählt. Dort handelt es sich um ein System, das bereits einen
Isolator enthält. In diesem Kapitel soll der Einﬂuss von k1 untersucht werden. Aus diesem
Grund wird ein steifes Basissystem gewählt. Es wird aber gezeigt, dass die Auslegung des
vorherigen Kapitels eher die richtige ist.
Die Anregung ist periodisch und lässt sich in eine Fourier-Reihe entwickeln.
M = M0 +
∞∑
j=1
Mj sin(jωM t + ψj) (4.1)
ωM ist die Motordrehzahl und M0 das mittlere Moment, das übertragen werden soll.
4.1 Bewegungsgleichungen
Aus den kinetischen und potentiellen Energien kann die Lagrange-Funktion gebildet
werden.
T =
1
2
(J1ϕ˙1
2 + J2ϕ˙2
2)
U =
1
2
(k1(ϕ1 − ϕ2)2 + k2ϕ22)
L = T − U
(4.2)
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Diese Methode ist für dieses reduzierte System umständlich, sie wird aber in dieser Arbeit
durchgehend verwendet, auch für komplexere Systeme, wofür sie eﬃzient ist.
Die virtuelle Arbeit des Dämpfers, des Motors und der entsprechenden generalisierten
Kräfte lautet:
δW = Q1δϕ1 + Q2δϕ2
Q1 = −d1(ϕ˙1 − ϕ˙2) + M
Q2 = d1(ϕ˙1 − ϕ˙2) − d2ϕ˙2
(4.3)
Die Bewegungsgleichungen können als Lagrangesche Gleichungen zweiter Art ermittelt
werden. Sei j ∈ 1, 2.
d
dt
∂L
∂ϕ˙j
− ∂L
∂ϕj
= Qj (4.4)
Das Modell soll in dimensionloser Form untersucht werden. Folgende Abkürzungen können
deﬁniert werden.
μ =
J2
J1
k2
J2
= ω22 D2 =
d2
2J2ω2
κ =
k1
k2
δ =
d1
d2
ϕ0 =
M0
k2
ϕ1 = ϕ0φ1 ϕ2 = ϕ0φ2 t =
τ
ω2
Fj =
Mj
M0
F0 = 1 Ωj = j
ωM
ω2
Mit diesen Abkürzungen werden die dimensionslosen linearen Gleichungen in Matrizen-
form geschrieben. Es handelt sich um ein lineares inhomogenes System von gewöhnlichen
Diﬀerentialgleichungen.
M
d2x
dτ 2
+ D
dx
dτ
+ Cx = f(τ) (4.5)
M =
[
1
μ
0
0 1
]
D = 2D2
[
δ −δ
−δ δ + 1
]
C =
[
κ −κ
−κ 1 + κ
]
x =
[
φ1 φ2
]T
f =
[
F0 +
∑∞
j=1 Fj sin(Ωjτ + ψj)
0
]
Wenn das System mit Gleichungen erster Ordnung beschrieben werden soll, dann lauten
die Gleichungen:
dy
dτ
= Ay + bf (4.6)
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A =
[−M−1D −M−1C
I 0
]
b =
[
M−1
0
]
y =
[
dφ1
dτ
dφ2
dτ
φ1 φ2
]T
4.2 Stationäre Lösungen
In diesem Abschnitt werden die stationären Lösungen des linearen Systems von Diﬀe-
rentialgleichungen (4.5) gegeben. Da die Anregung periodisch ist, bietet es sich an, ein
Amplitude-Frequenzgang zu erzeugen.
Es wird standardmäßig ein Exponentialansatz für x und die Anregung f gemacht. Ω ist
die Anregungsfrequenz. f˜ und x˜ sind Vektoren mit komplexen Komponenten.
f = f˜eiΩt =
[
F˜
0
]
eiΩt
x = x˜eiΩt =
[
φ˜1
φ˜2
]
eiΩt
(4.7)
Die Lösung lautet:
φ˜1 =
−Ω2 + 1 + κ + 2iD2(1 + δ)Ω
Ω4
μ
− 2iΩ3D2(δ + 1+δμ ) − Ω2(κ + 1+κμ + 4D22δ) + 2iΩD2(δ + κ) + κ
φ˜2 =
2iΩD2δ + κ
Ω4
μ
− 2iD2Ω3(δ + 1+δμ ) − Ω2(κ + 1+κμ + 4D22δ) + 2iΩD2(δ + κ) + κ
(4.8)
4.3 Eigenschaften der stationären Lösungen
In diesem Teil werden die Abhängigkeit der Lösung von den Parametern untersucht. Es
wird gezeigt, dass eine kleine Steiﬁgkeit des Isolators günstig bezüglich Isolation ist. Sie
verursacht aber große statische relative Verdrehungen.
4.3.1 Statik
Die statische Verformung des Feder-Dämpfer-Elements 1 lautet:
|φ˜1 − φ˜2|Ω=0 = |F˜ |
κ
(4.9)
Bei kleinem κ, also bei weicher Isolatorfeder, wird die relative Verdrehung zwischen Isola-
tormasse und der zu schützenden Trägheit groß. In der Regel soll die relative Verdrehung
aus technischen Gründen (Bauraum, Spannungen) begrenzt werden. In dieser Hinsicht ist
ein steifer Isolator von Vorteil.
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4.3.2 Dynamik
Die Amplitude der Schwingungen von der zweiten Masse lässt sich mit Formel (4.10)
bestimmen. Die Amplitude über der Anregungsfrequenz wird in Bilder 4.2 (mäßige Dämp-
fung, Fall A) und 4.3 (kleine Dämpfung, Fall B) dargestellt. Die Eigenschaften dieser
Lösung werden in diesem Abschnitt diskutiert.
|φ˜2| = |F˜ |
√√√√√ κ2 + 4D22δ2Ω2(
Ω4
μ
− Ω2(κ + 1+κ
μ
+ 4D22δ) + κ
)2
+ 4D22Ω2
(
Ω2(δ + 1+δ
μ
) + δ + κ
)2 (4.10)
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Bild 4.2: Amplitude |φ˜2| bei |F˜ | = 1, D2=0.21, δ=1.5
Verhalten bei hohen Frequenzen
Zunächst wird das asymptotische Verhalten mit Hilfe von Gleichung (4.11) betrachtet.
|φ˜2| = |F˜ |2D2δμ
Ω3
+ o
(
1
Ω3
)
(4.11)
Bei größer Ω und vorhandener Dämpfung nimmt |φ˜2| monoton mit der Anregungsfrequenz
ab. Je größer die Anregungsfrequenz ist, desto besser wird die Substruktur B vor der
Anregung geschützt.
Falls keine Dämpfung vorhanden wäre (D2=0 und δ=0), oder wenn die Dämpfungskräf-
te D2Ω sehr klein sind, dann ist die Amplitude der Getriebeschwingung |φ˜2| bei großer
Anregungsdrehzahl Ω von Massen- und Steiﬁgkeitsverhältnis μ und κ bestimmt.
|φ˜2| = |F˜ |κμ
Ω4
+ o
(
1
Ω4
)
(4.12)
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κ=2.6; μ=0.1
κ=0.9; μ=0.1
κ=2.6; μ=0.3
Bild 4.3: Amplitude |φ˜2| bei |F˜ | = 1, D2=0.01, δ=1
Anhand der Gleichung (4.12) kann festgestellt werden, dass die Isolation besser ist, wenn
κ und μ klein sind. Damit ist gemeint, dass der Isolator schwer und weich sein soll, was der
allgemeinen Erfahrung entspricht. Die Bilder 4.2 und 4.3 illustrieren dieses Ergebnis. Bei
Ω = 7 ist die Dämpfungskraft noch klein, und der weiche, schwere Isolator leistet bessere
Isolation als die Anderen.
Amplitude den Resonanzen
Das Verhalten bei den Resonanzen wird jetzt untersucht. Eine Tendenz bei den Automo-
bilherstellern ist die Entwicklung von Systemen, die immer weniger gedämpft werden. Es
wird also angenommen, dass D2 klein ist. Mit Hilfe der Störungsrechnung können dann die
Resonanzfrequenzen von (4.10) explizit berechnet werden. Dafür sollen die Wurzel des Zäh-
lers von
∂|φ˜2|
∂Ω
bestimmt werden. Die Resonanzdrehzahl ΩR wird folgenderweise entwickelt:
ΩR = Ω0 + D2Ω1 + D
2
2Ω2 (4.13)
Die Frequenzen, bei denen |φ˜2| ein Maximum erreicht, lauten:
ΩR1 = Ω01 + D2Ω11 + D
2
2Ω21
ΩR2 = Ω02 + D2Ω12 + D
2
2Ω22
(4.14)
Ω01,02 =
1√
2
(
1 + κ(1 + μ) ∓
√
(1 + κ(1 + μ))2 − 4κμ
) 1
2
Ω11,12 = 0
(4.15)
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Die Ausdrücke für Ω21 bzw. Ω22 sind relativ lang und werden hier nicht angegeben. ΩR1,R2
können dann in (4.10) eingefügt werden. Die Funktion |φ˜2| lässt sich in eine Laurent-Reihe
bezüglich D2 entwickeln. φ˜21 bzw. φ˜22 bezeichnet die Amplitude der Schwingungen von
Substruktur B bei der ersten Resonanz mit Frequenz ΩR1 bzw. bei der zweiten Resonanz
ΩR2.
|φ˜21| = α1
D2
+ o
(
1
D2
)
|φ˜22| = α2
D2
+ o
(
1
D2
) (4.16)
α1 und α2 sind die ersten Koeﬃzienten der Laurent-Reihe, wobei |α1|  |α2|. Folglich ist
die Amplitude |φ˜2| viel größer bei der Resonanz mit der niedrigsten Frequenz als bei der
höheren Resonanz, siehe Bilder 4.2 und 4.3 Aus diesem Grund soll die erste Resonanzfre-
quenz ΩR1 unbedingt unterhalb der kleinsten Anregungsfrequenz sein.
Untersuchung der ersten Resonanzfrequenz
Wie hängt ΩR1 von den Parametern ab? Da D2 klein ist, reicht es aus, das Verhalten von
Ω01 zu untersuchen. Es kann gezeigt werden und die Amplitude-Frequenz-Verläufe von den
Bildern 4.2 und 4.3 bestätigen, dass:
∂Ω01
∂κ
> 0
∂Ω01
∂μ
> 0
(4.17)
Aus diesem Grund sollen μ und κ so klein wie möglich gewählt werden, damit die erste Re-
sonanzfrequenz unterhalb der kleinsten Anregungsfrequenz, und zwar der Leerlaufdrehzahl
mit kleinster Ordnung, bleibt. Physikalisch gesehen bedeutet dies, dass die Steiﬁgkeit des
Isolators in Vergleich zu der anderen Steiﬁgkeit möglichst klein sein sollte und die Trägheit
der Substruktur A (Motor+Isolator) viel größer als die Getriebeträgheit sein sollte.
Einﬂuss von δ auf die zweite Resonanz
Der Einﬂuss von δ (Verhältnis der Dämpfung des Isolators zur Dämpfung in Substruktur
B) soll jetzt untersucht werden. Dafür wird ∂|φ˜2|
2
∂δ
bei gegebenem Ω betrachtet. Popov
[70] hat eine ähnliche Analyse durchgeführt. Der Unterschied mit der vorliegenden Arbeit
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liegt darin, dass bei Popov entweder eine Kraftanregung auf die Trägheit J2 oder eine
seismische Anregung wirkt. Sei Z der Zähler von ∂|φ˜2|
2
∂δ
. Der Nenner ist positiv.
Z =|F˜ |28Ω
4D22
μ2
(
δ2z0 + δz1 + z2
)
z0 =4D
2
2Ω
2
(
Ω2 + 2μ(κ + κμ + 1)
)
z1 =Ω
6 + 2Ω4
(
2D22 − κ(1 + μ) − 1
)
+ Ω2
(
1 + 2κ(1 + 2μ + 4D22μ)
)
− 2κμ (1 + 2κ(μ + 1))
z2 = − κ2Ω2 − 2κ2μ (κ(1 + μ) + 1)
(4.18)
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Bild 4.4: Optimales δ über Anregungsdrehzahl
Bezüglich δ ist der Zähler Z eine Parabel. Bei großen Werten von δ ist Z positiv, bei δ = 0
ist er negativ. Das hat zur Folge, dass es bei jeder gegebenen Frequenz Ω ein optimales
δ gibt, wofür die Amplitude |φ˜2| minimal wird. Der Verlauf vom optimalen δ über die
Anregungsfrequenz wird in Bild 4.4 dargestellt.
Bei niedrigen Frequenzen (Ω < 1) soll δ sehr groß sein. Das bedeutet, dass praktisch keine
relative Bewegung zwischen Substruktur A und B erlaubt ist. Bei Ω ∈ [1; 2.5] soll δ ≈ 104
bzw. 10 bei D2 = 0.01 bzw. 0.21 sein. Nach der zweiten Resonanz soll δ klein sein.
In den Bildern 4.5 und 4.6 wird der Einﬂuss von einem gegebenen δ über den ganzen
Frequenzbereich dargestellt. Bei mäßiger Dämpfung D2 und δ = 1.5 ist die zweite Resonanz
schon gut gedämpft. Bei δ = 20 oder größer ist die Isolation ab Ω = 2.5 wesentlich
verschlechtert. Bei kleiner Dämpfung D2 und δ = 1 oder kleiner ist die zweite Resonanz
sehr ausgeprägt. Bei δ = 100 ist die Isolation bei hohen Frequenzen schlecht. δ = 20
gewährleistet gute Isolation bei hohen Frequenzen und Reduktion der zweiten Resonanz.
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Bild 4.5: |φ˜2| über Ω bei μ =0.1, D2 =0.21 und κ =2.6 bei unterschiedlicher Isolatordämp-
fung
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Bild 4.6: |φ˜2| über Ω bei μ =0.1, D2 =0.01 und κ =2.6 bei unterschiedlicher Isolatordämp-
fung
Wenn δ für jede Frequenz optimal gewählt wird, dann ist die Kurve der Isolation überall am
besten. Wenn δ groß wird, strebt die Amplitude zu einem asymptotischen Wert (4.19).
|φ˜2| = |F˜ |
√√√√√ 1
4D22Ω2 +
(
Ω2(1 + 1
μ
) + 1
)2 (4.19)
39
4 Passive lineare Isolation
Dieser Ausdruck ist gerade die Amplitude eines Einmassenschwingers mit der Gesamtträg-
heit der Substrukturen A und B.
Zusammenfassung
Die Erkenntnisse der Analyse aus diesem Abschnitt können nun zusammengefasst werden.
Um zu gewährleisten, dass die Resonanz mit der niedrigsten Frequenz unterhalb des Fahr-
bereiches bleibt, sollen κ und μ so klein wie möglich gehalten werden. Der Isolator soll
weich und schwer sein.
Um die Überhöhung bei der zweiten Resonanz klein zu halten, soll die Dämpfung δ rich-
tig gewählt werden. Es wurde gezeigt, dass δ so gewählt werden kann, dass für eine
gegebene Anregungsfrequenz die Amplitude der Schwingungen von der Substruktur B
minimiert wird.
Wenn die Anregung harmonisch ist und es eine Möglichkeit gibt, δ an die Anregungsfre-
quenz anzupassen, dann kann das System bezüglich Schwingungsisolation optimal gestaltet
werden. Wenn die Anregung polyharmonisch ist oder δ nicht beliebig an die Anregungs-
frequenz angepasst werden kann, dann sind Kompromisse bezüglich der Isolationsgüte
erforderlich, besonders wenn das System sehr wenig gedämpft ist (D2 klein).
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Bild 4.7: Amplitude |φ˜2| bei |F˜ | = 1 und D2=0.21 über Ω
In Bild 4.8 werden die Amplitude-Frequenzverläufe von Isolatoren mit zwei unterschiedli-
chen, aber günstigen Parameterkombinationen bei kleiner Dämpfung D2 dargestellt. Die
erste Resonanzfrequenz ist niedrig, die Amplitudeüberhöhung bei der zweiten Resonanz ist
begrenzt und die Schwingungsamplituden bei den hohen Frequenzen sind klein. Der zweite
Isolator (κ = 2.59) ist steifer als der erste (κ = 0.91). Dafür ist die Isolation bei den hohen
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κ=0.91; μ=0.1; δ=15
κ=2.59; μ=0.1; δ=20
κ=2.59; μ=0.1; δ=optimal
Bild 4.8: Amplitude |φ˜2| bei |F˜ | = 1 und D2=0.01 über Ω
Frequenzen etwa schlechter und das statische Verhalten günstiger (Siehe Abschnitt 4.3.1).
Bei mäßiger Dämpfung D2 sind die Ergebnisse qualitativ gleich, siehe Bild 4.7.
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4.4 Sprungantwort
Der Sprung vom Mittelmoment als Anregung soll die Fahrtsituation Lastwechsel nachbil-
den. Das Ziel ist immer noch, die Trägheit J2 aus akustischen und Festigkeitsgründen vor
großen Schwingungen zu schützen. In dieser Hinsicht wäre es optimal, wenn J2 monoton
auf einen Momentensprung reagieren würde. Dafür kann die Methode, die im Kapitel 11
beschrieben ist, verwendet werden. Es gibt zwei Bedingungen für die Parameter, die er-
füllt werden müssen. Zunächst soll die letzte Zeile der Steuerbarkeitsmatrix eine besondere
Struktur haben. Dann soll das System aperiodische Sprungantwort aufweisen, was mit
Hilfe einer Verhaltenskarte leicht erkannt werden kann.
Die letzte Zeile der Steuerbarkeitsmatrix lautet:[
0 0 2Dδμ
3/4
κ1/4
√
κμ
(
1 − 4D2δ(δ+δμ+1)
κ
)]
(4.20)
Damit alle Koeﬃzienten der letzten Zeile außer dem letzten verschwinden, soll die folgende
Bedingung erfüllt werden:
δ = 0 (4.21)
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Bild 4.9: Verhaltenskarte: Bedingungen monotoner Sprungantwort
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Bild 4.10: Sprungantwort bei δ = 0 und μ =0.1
Im Bild 4.9 wird ein Teil der Verhaltenskarte des Systems dargestellt. Die Erzeugung
dieser Karte wird im Detail im Kapitel 11 beschrieben. Die Achsen sind die Koeﬃzienten
des charakteristischen Polynoms des normierten Systems. Das Polynom lautet:
P4(λ) = λ
4 + a1λ
3 + a2λ
2 + a3λ + 1 (4.22)
Die gestrichelte Kurve im Bild 4.9 ist die parametrische Darstellung von a1, a2 und a3 als
Funktion von κ bei D2=0.01 und μ=0.1. Sie schneidet die graue Fläche nie. Das bedeutet,
dass bei einer so kleinen Dämpfung keine aperiodische monotone Sprungantwort für J2 er-
reicht werden kann. Die volle Linie (D2=3.1) schneidet die graue Fläche. Eine aperiodische
monotone Sprungantwort ist daher für Werte von κ im Intervall [7.2 ; 8.5] möglich.
Die Sprungantwort im Zeitbereich wird im Bild 4.10 dargestellt. Es wird δ = 0 genommen.
Bei kleiner Dämpfung und kleiner Steiﬁgkeit κ gibt es sehr große Überschwinger. Bei grö-
ßerer Dämpfung und kleiner Steiﬁgkeit werden die Überschwinger erheblich reduziert. Wie
es zu erwarten ist, sollen die Dämpfung D2 und die Steiﬁgkeit κ relativ groß gewählt wer-
den, um eine monotone Sprungantwort zu ermöglichen. D2 ist aber kein Designparameter
und soll als klein und gegeben betrachet werden.
Im vorherigen Abschnitt sind zwei bezüglich Schwingungsisolation günstigen Parameter-
kombinationen vorgeschlagen worden. Ihre Sprungantwort soll getestet werden. Die Ergeb-
nisse sind in Bild 4.11 dargestellt. Es dauert mehr als 600 Zeiteinheiten (2.8 Sekunden),
bis die Überschwinger wieder klein werden. Der maximale Winkel entspricht dem Zweitfa-
chen der statischen Verdrehung. Es kann festgestellt werden, dass die Hauptfrequenz der
Überschwinger in etwa der Frequenz der ersten Resonanz entspricht. Die weichere Variante
ist günstiger.
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Bild 4.11: Sprungantwort bei D2 =0.01 und μ =0.1
4.5 Fazit
Die Ergebnisse für die Statik und die Dynamik sind in der Tabelle 4.2 zusammengefasst.
Steigerung von Einﬂuss auf der Statik Einﬂuss auf der Dynamik
μ kein schlecht
κ gut schlecht
δ kein Siehe Kommentar
Tabelle 4.2: Einﬂuss der Parameter
κ und μ sollen für die Dynamik klein gehalten werden. Damit bleibt die erste Resonanz-
frequenz unterhalb des Fahrbereichs und die Isolierungsgüte bei großer Frequenz und sehr
niedriger Dämpfung ist gut.
Die Wahl von δ hängt stark von der Anregung und vom System selbst ab. Wenn die
Anregung harmonisch ist und δ abhängig von der Frequenz einstellbar ist, dann gibt es für
jede Frequenz einen Wert von δ, der die Amplitude von φ2 minimiert. Wenn die Anregung
polyharmonisch ist oder wenn δ einen festen Wert hat, dann soll ein Kompromiss bezüglich
Isolierungsgüte über dem Frequenzbereich der Anregung gefunden werden.
Eine aperiodische monotone Sprungantwort ist erst möglich, wenn die Dämpfung δ
Null wird. Dabei sollen D2 und κ relativ groß sein, was wiederum schlecht für die
Isolierungsgüte ist.
Die Parameterkombinationen, deren Amplitude-Frequenz Kennlinien und Sprungantwor-
ten in Bildern 4.7, 4.8 und 4.11 dargestellt sind, sind vernünftige Kompromisse. Der be-
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schriebene Zielkonﬂikt stellt eine natürlich Grenze eines klassischen passiven Schwingungs-
dämpfers dar. Deswegen werden in weiteren Kapiteln die Alternativen untersucht.
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5 Hydraulischer Druckregler
Die Hydraulik bietet sich für semiaktive Systeme an. Zu ihren Vorteilen gehören große
Leistungsdichte und Flexibilität. Eine variable Dämpfung mit fast beliebiger Kennlinie
lässt sich realisieren. Zu den Nachteilen zählt ein großer Aufwand (Pumpe, Dichtungen),
der mit hohen Kosten verbunden ist. Es ist aber weniger bekannt, dass sie die Ursache für
komplizierte dynamische Phänomene sein kann.
Das Ventil ist ein Baustein der Servohydraulik. Je nach Auslegung kann es instabiles Ver-
halten aufweisen. Die Instabilität einer Gleichgewichtslage kann anhand der lokal lineari-
sierten Gleichungen untersucht werden, wie es zum Beispiel in Murrenhof [62] erläutert
wird. Kremer [40] untersucht mit der harmonischen Balance den Einﬂuss von verschie-
denen Dämpfungstypen auf die Stabilität von Ventilen.
Das Ventil kann als Sitz- oder Kolbenventil konstruiert werden. In der ersten Ausführung
gibt es Anschläge beim Stabilitätsverlust, die zu einer reichen Dynamik führen. Lics-
kó [46] untersucht die Dynamik eines solchen Ventils. Je nach Volumenstrom, der durch
das Ventil ﬂießt, verliert die Gleichgewichtslage ihre Stabilität. Es können dann periodische
oder chaotische selbsterregte Schwingungen beobachtet werden. Die Anschläge des Schließ-
körpers gegen seinen Sitz verursachen streifende ("grazing") Bifurkationen im System. In
einer älteren Arbeit sind ähnliche Bifurkationen von Eyres [17] untersucht worden. Ein
Einmassenschwinger mit stückweise konstanter Dämpfung wird mit Hilfe von zwei Druck-
begrenzungsventilen realisiert. Die Masse wird durch eine harmonische Kraft angeregt. Bei
niedrigen oder hohen Frequenzen schwingt das System mit der Anregungsfrequenz und
verhält sich wie ein klassischer Isolator. Zwischen diesen zwei Frequenzbereichen können
chaotische Bewegungen beobachtet werden.
Die Dynamik des Schieberventils ist auch betrachtet worden, aber eher im Rahmen der
Regelungstechnik. Liu [49] untersucht ein Schieberventil mit einer stückweise linearen Cha-
rakteristik. Eine optimale Regelung bezüglich Sprungantwort wird vorgeschlagen. Für diese
Aufgabe sind selbsterregte Schwingungen eher unerwünscht und werden daher nicht be-
trachtet. Dagegen untersucht Magyar [56] ein Ventil mit ähnlichem Charakteristik, das
mit einem verzögerungsbehafteten PID geregelt wird. Periodische und quasiperiodische
selbsterregte Schwingungen werden beobachtet und ihre Stabilität wird beschrieben.
In diesem Kapitel wird ein vereinfachtes Druckregelventil als Kolbenventil untersucht. Es
wird als ein stückweise lineares System ohne Anschläge modelliert. Es wird harmonisch
angeregt. Dieses recht einfache Modell zeigt schon eine reichhaltige Dynamik: Gleichge-
wichtszustände, instabiler Grenzzyklus, Bifurkation und chaotische Schwingungen. Nume-
rische Integration und Methoden der nichtglatten Mechanik werden eingesetzt, um diese
Analyse durchzuführen.
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Bild 5.1: Ein Druckregelventil
5.1 Prinzip und Gleichungen
5.1.1 Prinzip
Das Druckregelventil wird in Bild 5.1 dargestellt. Es besteht aus einer Druckquelle pS, ei-
nem Tank, einem Kolben (auch Schieber genannt) und einem Verbraucher C, dessen Druck
p geregelt werden soll. Auf dem Kolben wirken die Steuerkraft F , die Feder k, der Dämpfer
d und eine Rückführkraft Ap. Dadurch soll ein Kräftegleichgewicht erreicht werden. Zu-
nächst sind die Anschlüsse (auch Steuerkanten genannt) zum Tank und zur Druckquelle
geschlossen. Wenn der Druck im Verbraucher zu niedrig ist, öﬀnet der Schieber die Steu-
erkante zwischen Verbraucher und Druckquelle. Infolgedessen steigt der Verbraucherdruck
und der Kolben fährt zu seiner Gleichgewichtslage zurück. Falls der Druck zu groß ist,
öﬀnet der Schieber die Steuerkante zum Tank. Dadurch sinkt der Verbraucherdruck und
der Schieber kehrt zu seiner Ruhelage zurück.
Die Öﬀnungsquerschnitt B(x) des Ventils über den Kolbenweg ist in Bild 5.2 dargestellt.
Diese Kennlinie wird als symmetrisch, stückweise linear und kontinuierlich angenommen.
Es gibt einen Bereich zwischen „Überdeckung System“ uS und „Überdeckung Tank“ uT , wo
48
5.1 Prinzip und Gleichungen
Bild 5.2: Öﬀnungsverhalten des Ventils
das Ventil dicht geschlossen ist. Dieser Bereich wird Überdeckungsbereich oder Totbereich
genannt.
Die Steuerkraft kann direkt von einem Magnet erzeugt werden (direkt gesteuertes Ventil).
Dann kann der schwingende Anteil der Anregung als Modell für das Zittern (auch Dither
genannt) betrachtet werden. Es wird zu dem quasistatischen Strom eine hochfrequente
(typischerweise 100 Hz) Schwingung hinzugefügt, damit der Kolben immer in Bewegung
mit sehr kleiner Wegamplitude bleibt. Damit kann die Hysterese infolge der coulombschen
Reibung deutlich reduziert werden. Im Patent von Friedmann und Homm wird diese
Idee erklärt [21].
Die Steuerkraft kann auch von einem Vorsteuerkreis stammen. Wenn selbsterregte Schwin-
gungen in dem Vorsteuerkreis erzeugt werden und ein Grenzzyklus erreicht wird, dann
schwingt die Steuerkraft mit. In diesem Fall kann die Frequenz relativ niedrig sein, typi-
scherweise 12 Hz. Dieser Fall wird im Detail untersucht.
5.1.2 Mathematische Beschreibung
Dieses System wird eindimensional mit konzentrierten Parametern modelliert. Dafür wird
angenommen, dass die Trägheitseﬀekte in Fluid vernachlässigbar sind. Es führt zu einem
System von gewöhnlichen Diﬀerentialgleichungen. Die Ventilkennlinie ist die einzige Quel-
le der Nichtlinearität. Alle andere Terme der Gleichung werden als linear betrachtet. In
Tabelle 5.1 werden alle Abkürzungen erklärt.
Die Bewegungsgleichungen werden mit der zweiter Lagrangeschen Methode erstellt. Diese
Methode ist ziemlich umständlich für das einfache System, das in diesem Kapitel untersucht
wird. Sie wird in Kapitel 6 für ein komplizierteres System verwendet, wofür sie geeignet
ist. Es wird eine einheitliche Systematik zur Erzeugung der Bewegungsgleichung in dieser
Arbeit verwendet.
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Abkürzung Einheit Typischer Wert Bezeichnung
EP J potentielle Energie
EK J kinetische Energie
δW J virtuelle Arbeit
m g 10 Masse des Schiebers
d N s/m 10 Dämpfung
k N/mm 0-3 Federsteiﬁgkeit
L0 mm 30 ungespannte Federlänge
L1 mm 15 Einbaulänge der Feder
F0 N 20 stationäre Steuerkraft
F1 N Amplitude Steuerkraftschwingung
ω rad/s Kreisfrequenz der Steuerkraftschwingung
C mm3/bar 600 Kapazität des Verbrauchers
A mm2 79 Rückführﬂäche
pS bar 40 Systemdruck
p0 bar 20 Arbeitsdruck
uS mm -2 Überdeckung System
uT mm 2 Überdeckung Tank
b mm2/mm 31 Oﬀnungsquerschnitt pro Ventilhub
γ m
3
2 /kg 0.029 Widerstandskonstante 0.62
√
2
ρ
ρ kg/m3 800 Fluiddichte
x mm Schieberweg
Tabelle 5.1: Erläuterung der Abkürzungen
Die kinetische Energie lautet:
ET =
1
2
m
(
dx˙
dt
)2
(5.1)
Die potentielle Energie wird in der Feder gespeichert. Nur die quadratischen Terme in der
Energie bezüglich x werden berücksichtigt, damit ist die Federkraft eine lineare Funktion
von x.
EP =
1
2
k(x + L0 − L1)2 (5.2)
Daraus kann die Lagrangesche Funktion gebildet werden:
L = ET − EP (5.3)
Die äußeren Kräfte sind die Dämpfungskraft, die Steuerkraft und die Druckkraft. Die
vituelle Arbeit der äußeren Kräfte lässt sich dann bestimmen.
δW = −(dx˙ + F0 + F1 sin(ωt) − Ap)δx (5.4)
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Bild 5.3: Kennlinie der Volumenaufnahme eines Verbrauchers
Die Bewegungsgleichung kann mit der Lagrangesche Methode zweiter Art erzeugt werden.
Es gilt
d
dt
∂L
∂q˙i
− ∂L
∂qi
= Qi (5.5)
Die qi sind die generalisierten Koordinaten und die Qi die generalisierten Kräfte. Es gilt
dann:
mx¨ + dx˙ + kx = −F0 − k(L0 − L1) − F1 sin(ωt) + Ap (5.6)
Es soll eine zusätzliche Gleichung für den Druck geschrieben werden. Sie kann aus der
Volumenerhaltung für den Verbraucher gewonnen werden.
Eine typische Kennlinie eines Verbrauchers ist nichtlinear und wird im Bild 5.3 dargestellt.
Die Kennlinie wird um einen Arbeitsdruck p0 linearisiert. Wenn p0 relativ groß ist, dann
ist die Kennlinie relativ ﬂach und die Linearisierung in einem relativ großen Druckbereich
gültig. Die hydraulische Kapazität C wird als die Steigung der Kurve im Arbeitspunkt
deﬁniert.
C =
(
∂V
∂p
)
p0
(5.7)
Die Volumenstrombilanz des hydraulischen Aktors lautet:
dV
dt
− Ax˙ − QS + QT = 0 (5.8)
Diese Bilanzgleichung wird um den Arbeitsdruck linearisiert. Es folgt
Cp˙ + Ax˙ − QS + QT = 0 (5.9)
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Die durch die Steuerkanten ﬂießenden Volumenströme sind in den folgenden Gleichungen
gegeben. Die Kennlinie der Ventilöﬀnung wird in Bild 5.2 dargestellt.
QS =
{
γb(uS − x)
√
|pS − p| sign (pS − p) wenn x ≤ uS ≤ 0
0 wenn x > uS
QT =
{
γb(x − uT )
√
|p| sign (p) wenn x ≥ uT ≥ 0
0 wenn x < uT
(5.10)
Die kompletten Bewegungsgleichungen lauten:
mx¨ + dx˙ + kx = −F0 − k(L0 − L1) − F1 sin(ωt) + Ap
Cp˙ + Ax˙ − QS + QT = 0
(5.11)
Ziel dieser Untersuchung ist es, den Einﬂuß des Totbereichs zu bestimmen. Es werden aus
diesem Grund die folgenden Vereinfachungen gemacht.
• Der Ursprung der Wege wird äquidistant von den Steuerkanten gewählt. Damit gilt
uT = −uS = u.
• Der statische Anteil der Steuerkraft (F0) wird so gewählt, dass der stationäre Anteil
des Drucks gerade die Hälfte des Systemdrucks bei x = 0 ist. Damit gilt p0 =
F0+k(L0−L1)
A
= pS
2
.
• QS und QT sind Funktionen des Drucks und des Wegs. Die Öﬀnungsquerschnitte
werden als lineare Funktion des Wegs gewählt, wie es in Bild 5.2 dargestellt ist.
Der Druck ist unter der Wurzel, sein Einﬂuss wird nur bis zur nullten Ordnung
berücksichtigt.
Mit diesen Annahmen kann die Gleichung in der Abweichung in dimensionslose Form
gebracht werden. Sei x = uX und t = τT . Dann gilt:
a0
d3X
dτ 3
+ a1
d2X
dτ 2
+ a2
dX
dτ
+ a3f(X) = μ sin ητ (5.12)
Es gelten die folgenden Abkürzungen:
a0 =
m
dT
a1 = 1 a2 =
m
a0
(
k +
A2
C
)
a3 =
γbA
√
p0m
2
2Cd3a30
μ =
Ap0mF1
d2ua0
η =
ωm
da0
(5.13)
Die Funktion f(X) kann stückweise deﬁniert werden.
f(X) =
⎧⎪⎨
⎪⎩
X + 1 wenn X ≤ 1
0 wenn |X| < 1
X − 1 wenn X ≥ 1
(5.14)
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Es kann aber für die numerische Behandlung der Diﬀerentialgleichung hilfreich sein, sie
als eine klassische Funktion zu deﬁnieren.
f(X) = (|1 + X| + |1 − X| − 2) sign(X)
2
(5.15)
Der Einﬂuss der Parameter soll untersucht werden. Damit die Ergebnisse überschaubar
bleiben, werden zwei Parameter untersucht: Der Öﬀnungsquerschnitt des Ventils und die
Anregungsamplitude. Die Anregungsamplitude wird von μ bestimmt. a0 wird auf 0.01
normiert, weil bei üblichen Ventilen die Trägheitskräften klein im Vergleich zu den viskosen
Kräften oder zu den Rückführkräften sind. η wird auf 1 normiert. Damit entspricht die
Kreisfrequenz ω einer Frequenz von ungefähr 12 Hz.
Das System ist stückweise linear. Es bietet sich an, in jedem Gebiet die Lösung analytisch
zu bestimmen. Falls die Gleichungen als System von Diﬀerentialgleichungen erster Ord-
nung dargestellt werden, dann ist es in Regelungsnormalform (Siehe (11.12)). Die Matrix
der Eigenvektoren ist eine Vandermonde Matrix wenn alle Eigenwerte unterschiedlich und
ungleich Null sind. Die Anpassung an die Anfangsbedingungen erfordert die Inverse dieser
Matrix. Sie lässt sich mit Hilfe der Formel von Turner [91] leicht bestimmen. Dennoch
sollen die Zeiten bestimmt werden, wo das Ventil von einem Gebiet zum Anderen wan-
dert. Diese Aufgabe lässt sich nicht mehr analytisch rechnen. Aus diesem Grund sollen
analytische und numerische Abschätzungsverfahren von Anfang an angewendet werden.
5.2 Analyse des homogenen Systems
In diesem Teil wird angenommen, dass es keine schwingende Anregung gibt. Es gilt μ = 0.
a0
d3X
dτ 3
+ a1
d2X
dτ 2
+ a2
dX
dτ
+ a3f(X) = 0 (5.16)
Zunächst wird das System mit Hilfe des Verfahrens der harmonischen Balance untersucht.
Dann wird eine numerische Kontinuationsmethode eingesetzt, um die Güte der analyti-
schen Näherung zu bestimmen.
5.2.1 Analyse mit Hilfe der harmonischen Balance
Es wird angenomment, dass X = X1 sinΩτ . Mit diesem Ansatz kann f(X) linearisiert
werden. Siehe dazu den Abschnitt 9.2. Die linearisierte Funktion lautet
f1(X1) = 1 − 2
π
arcsin
1
X1
− 2
πX1
√
1 − 1
X21
(5.17)
Die linearisierte Gleichung des homogenen Systems lautet:
a0
d3X
dτ 3
+ a1
d2X
dτ 2
+ a2
dX
dτ
+ a3f1(X1)X = 0 (5.18)
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Bild 5.4: Amplitude als Funktion von a3
Es wird ein Grenzzyklus in der Form X = X1 sin (Ωτ) gesucht. Es kann in (5.18) eingefügt
werden. Es ergeben sich die Gleichungen für die Frequenz und die Amplitude:
Ω =
√
a2
a1
a3 =
a1a2
a0f1(X1)
(5.19)
Diese Gleichung entspricht gerade dem Grenzfall für das Kriterium von Liénard und Chi-
part [47] für die asymptotische Stabilität. Die Amplitude und die Periode des Grenzzyklus
in Abhängigkeit von a3 werden in den Bildern 5.4 und 5.5 dargestellt. Die Frequenz des
Grenzzyklus hängt weder von der Breite des Überdeckungsbereiches noch von der Ampli-
tude der Schwingungen ab. Bei nichtlinearen Systemen ist es üblich, dass die Frequenz von
der Amplitude abhängt. Wahrscheinlich ist die Näherung bezüglich der Frequenz nicht
so gut. Es wird in Bild 5.5 die analytische und die numerische Lösung dargestellt. Die
analytische Lösung ist nur im Bereich gut, wo die Amplitude groß sind. Es ist aber be-
merkenswert, dass die Näherungslösung der Frequenz nicht besser wird, wenn zusätzliche
Glieder mit höheren Harmonischen für X berücksichtigt werden.
Es lässt sich dann die Amplitude des Grenzzyklus X1 als Funktion von a3 darstellen (Siehe
Bild (5.19)). Die globale Stabilitätskarte kann im Bild 5.6 schematisch dargestellt werden.
In dem Totbereich, wo f(X) = 0 gilt, verhält sich das System letztendlich fast wie ein
gedämpfter Einmassenschwinger, wie ein Blick auf der Gleichung (5.16) es bestätigt. Das
Unterschied liegt darin, dass außer des Koordinatenursprungs alle Punkte der Abzisse
X ∈ [−1; 1] eine Gleichgewichtslage sein können. Damit wird klar, dass die Trajektorien
innerhalb des vom Grenzzyklus umgerandeten Bereichs im Totbereich enden. Als Beispiel
54
5.2 Analyse des homogenen Systems
100 101 102 103
0
1
2
3
4
5
6
a3
Pe
rio
de
 
 
Analytisch
Numerisch
Bild 5.5: Abhängigkeit der Periode von a3
Bild 5.6: Schematische Struktur des Phasenraums
wird im Bild 5.7 eine Trajektorie dargestellt. Die Amplitude der Trajektorien, die außerhalb
des Grenzzyklus starten, wächst unbegrenzt. Der Grenzzyklus ist instabil.
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Bild 5.7: Stabile Trajektorie bei a0 = 0.01, a1 = 1, a2 = 0.0851 und a3 = 9.44
Es gibt ein Wert von a3, unter dem das System immer asymptotisch stabil ist. Sei a3Inf
dieser Wert, bei dem der Grenzzyklus sich unendlich weit ausdehnt.
a3Inf = lim
X1→+∞
a1a2
a0f1(X1)
=
a1a2
a0
(5.20)
Das Verfahren der harmonischen Balance ist ein Näherungsverfahren. Der Grenzzyklus
soll mit einer numerischen Methode untersucht werden, um genauere Ergebnisse zu
bekommen.
5.2.2 Analyse mit Grenzzyklusverfolgung
In diesem Abschnitt wird der Grenzzyklus numerisch bestimmt. Eine erste Abschätzung
des Grenzzyklus bei einem bestimmten Wert von a3 wird mit harmonischer Balance be-
stimmt. Dann wird mit Hilfe eines modiﬁzierten Newtonverfahrens eine genauere Lösung
gefunden (Siehe Kapitel 10). Diese neue Lösung wird dann als Anfangsabschätzung bei ei-
nem weiteren benachbarten a3 genommen. Eine genauere Lösung für X wird dann iterativ
gefunden, usw. Es handelt sich um die Verfolgung des Grenzzyklus in Abhängigkeit von
a3. Dabei muss berücksichtigt werden, dass f(X) nicht stetig diﬀerenzierbar ist. Es sollen
also Verfahren aus der nichtglatten Mechanik eingesetzt werden.
Die numerische Suche nach Grenzzyklen in homogenen Systemen wird von Parker und
Chua [67] sehr ausführlich beschrieben, allerdings für glatte Systeme. Das Verfahren soll
für nichtglatte Systeme angepasst werden. Das angepasste Verfahren wird von Adolfsson
[1] im Detail beschrieben. Um die Unstetigkeit der Kennlinie zu berücksichtigen, muss da-
bei die sogenannte Sprungmatrix („saltation matrix“) berechnet werden. Das Konzept der
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Sprungmatrix wird in di Bernardo [5] erklärt (siehe auch Müller [61] für eine andere
Darstellung). Für das betrachtete System ist die Sprungmatrix gleich die Einheitsmatrix,
weil der Fluß stetig und hinreichend glatt ist (Im Abschnitt 10.2 bewiesen). Es lässt sich
dadurch erklären, dass der Zustandsvektor aus X mit seinen zwei ersten Ableitungen be-
steht. Die stückweise lineare Kennlinie hat erst auf die dritte Ableitung Auswirkung. Der
Fluss der Gleichung ist damit glatt genug und es gibt keine Korrektur des Übergangs von
einem Bereich zum anderen. Die Amplitude und die Periode des Grenzzyklus in Abhän-
gigkeit von a3, mit diesem numerischen Verfahren bestimmt, sind in den Bildern 5.4 und
5.5 dargestellt.
5.2.3 Fazit
Die Wegamplitude kann mit guter Genauigkeit mit dem Verfahren der harmonischen Ba-
lance bestimmt werden. Die Frequenz ist wie erwartet relativ schlecht abgeschätzt.
5.3 Analyse des Systems mit Anregung
Die Dynamik des homogenen Systems ist relativ einfach. Es gibt zwei Bereiche, getrennt
von einem instabilen Grenzzyklus. Das System mit Anregung bietet mehr dynamische Phä-
nomene an. Je nach Anfangsbedingungen kann die Lösung unbegrenzt wachsen, periodisch
mit unterschiedlicher Periode oder sogar chaotisch werden. Die Einﬂüsse von Amplitude
und Frequenz der Anregung werden untersucht.
Zunächst wird der Einﬂuss der Anfangsbedingungen bei gegebener Anregungsamplitude
und -frequenz untersucht. Die Anfangsbedingungen werden zufällig gewählt und die Diﬀe-
rentialgleichung (5.12) wird lang integriert, damit ein stationärer Zustand sich etablieren
kann. Diese Methode wird Monte-Carlo-Simulation genannt.
Damit können Bifurkationsdiagramme erzeugt werden. Auf der Abzissenachse werden un-
terschiedliche Werte von μ dargestellt. Die Anregungsfrequenz wird als konstant betrachtet.
Für jedes Wert von μ werden viele Simulation mit unterschiedlichen Anfangsbedingungen
durchgeführt und die Maximawerte von X bei eingeschwungenen System werden auf der
Ordinatenachse dargestellt. Diese Methode wird in Strogatz [85] vorgeschlagen.
In Bild 5.8 ist bei der Frequenz η = 1 (entspricht einer Anregungsfrequenz von ca. 12 Hz)
ein Bifurkationsdiagramm gezeigt. Bei Anregungsamplitude μ ∈]0; 3] gibt es vier verschie-
denen Lösungsarten.
• Schwingungen im Totbereich
• periodische Schwingungen
• chaotische Schwingungen
• Schwingungen mit monoton steigender Amplitude
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Bild 5.8: Bifurkationsdiagramm bei a0=0.01, a1 = 1, a2 = 0.0851, a3 = 9.44 und η = 1
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Bild 5.9: Periodische Schwingung innerhalb des Totbereichs
Bei der ersten Lösung schwingt das Ventil innerhalb des Totbereichs mit sehr kleiner
Amplitude (X ∈ [−1; 1]). In diesem Fall bleibt das Ventil geschlossen. Dieses Verhalten
wird von dem Punkten mit y-Koordinaten 0 dargestellt. Im Bild 5.9 wird ein solches
Beispiel dargestellt.
Bei der zweiten Lösung schwingt das Ventil periodisch um den Totbereich. Die Periode der
Schwingung kann ein vielfaches der Anregungsfrequenz sein. Es ist bemerkenswert, dass
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Bild 5.10: Periodische Schwingung mit Periode 1
die Schwingung in der Regel nicht mehr symmetrisch ist. Da das System symmetrisch ist,
sobald eine Lösung nicht symmetrisch ist, existiert immer sein um die Zeitachse gespie-
geltes Pendant mit den gleichen Stabilitätseigenschaften. In Bild 5.10 ist ein Beispiel mit
Periode 1 gezeigt.
Die dritte Art von Lösungen sind chaotische Schwingungen. In diesem System werden sie
als ein transientes Verhalten, das sehr lange dauert, beobachtet (siehe Bild 5.11). Es soll
hier betont werden, dass die Zeitskala verschoben ist. Der Ursprung wird erst nach 8000
dimensionslosen Zeiteinheiten gesetzt. Damit soll gewährleistet werden, dass die transien-
te Dynamik abgeklungen ist. Die FFT des Signals liefert ein kontinuierliches Spektrum,
wie es in Bild 5.12 zu sehen ist. Als weiterer starker Hinweis für chaotische Bewegung
ist der größte ljapunowsche Exponent einer solchen Trajektorie positiv (siehe Bild 5.13).
Einzelheiten über die Berechnung von ljapunowschen Exponenten können in Moon [60]
gefunden werden.
Die letzte Art von Lösungen sind Schwingungen, deren Amplituden unbegrenzt wachsen
(Siehe Bild 5.14).
Der Übergang von einem Typ von Schwingungen zum anderen sind die Bifurkationen. Für
Systeme zweiter Ordnung gibt es eine vollständige Klassiﬁzierung der Bifurkationen, für
Systeme höherer Ordnung jedoch nicht mehr und für nichtglatte Systeme überhaupt nicht
[5]. In Bild 5.15 wird der erste Bifurkationsbereich feiner aufgelöst.
Die dickere Linie bei XMAX ≈ 1.3 ist eine stabile Lösung mit Periode 1. Sie wird in Bild
5.10 dargestellt für μ = 0.52. Ab μ ≈ 0.48 tritt eine weitere stabile Lösung mit Periode 2
abrupt auf. Sie wird bei μ = 0.52 in Bild 5.16 gezeigt. Bei μ ≈ 0.55 geht die Lösung mit
Periode 2 in einer Lösung mit Periode 4 über (Bild 5.17). Der größte Unterschied ist bei den
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Bild 5.11: chaotische Schwingung bei a0=0.01, a1 = 1, a2 = 0.0851, a3 = 9.44, η = 1 und
μ = 2
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Bild 5.12: FFT der chaotischen Schwingungen
Wendepunkten zu sehen (t ≈ 0.5; 2.5; 4.5;...). Bei μ ≈ 0.563 handelt es sich um eine weitere
Periodenverdopplung (Bild 5.18). Bei μ ≈ 0.567 sind die Lösungen mit einer Periode größer
als 1 nicht mehr zu sehen. Sie werden erst bei μ ≈ 0.75 wieder auftreten. Entweder sind sie
instabil geworden, oder sie sind verschwunden. Eine feinere Analyse mit einer in Kapitel 10
erwähnten Variante des Verfolgungsalgorithmus oder die Benutzung einer spezialisierten
Software wie MATCONT könnte helfen, die hier auftretende Bifurkation zu beschreiben.
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Bild 5.13: Zeitverlauf des größten ljapunowschen Exponents
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Bild 5.14: Schwingung mit wachsender Amplitude. Amplitude über der Zeit. a0 = 0.01;
a1 = 1; a2 = 0.085; a3 = 9.44; μ = 3.3 und η = 1
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Bild 5.15: Bifurkationsdiagramm, Detail
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Bild 5.16: X über der Zeit mit Periode 2
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Bild 5.17: X über der Zeit mit Periode 4
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Bild 5.18: X über der Zeit mit Periode 8
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6 Semiaktive Isolation
Im Kapitel 4 wird ein passives System untersucht. In diesem Kapitel werden aktive Systeme
betrachtet. Eine zusätzliche Energiequelle ist vorhanden. Wenn ihre Leistung direkt zur
Bekämpfung der Schwingungen benutzt wird, dann wird eher der Begriﬀ „aktives System“
benutzt. Aktive System können Schwingungen extrem reduzieren. Sie verwenden dafür
üblicherweise viel Energie.
Bei semiaktiven Systemen wird oft als Basis zur Schwingungsreduktion ein passives Sys-
tem verwendet. Die zusätzliche Leistungsquelle dient dazu, die Werte von Parametern
wie Dämpfung oder Steiﬁgkeit an den aktuellen Bedarf anzupassen. Die verbrauchte Leis-
tung bei semiaktiven Lösungen ist im Vergleich zu den aktiven Lösungen um mehrere
Größenordnungen geringer. Semiaktive System erreichen in der Regel zwar nicht die volle
Funktionalität von aktiven Systemen, übertreﬀen aber passive Systeme.
In der vorliegenden Arbeit wird die Steiﬁgkeit des Isolators beeinﬂusst. Die Idee hinter der
Steuerung kann durch einen Satz zusammengefasst werden: „Das System wird steif für die
Statik und weich für die Dynamik“. Damit wird einerseits gewährleistet, dass die relative
statische Verdrehung zwischen den zwei Substrukturen begrenzt bleibt. Andererseits hat
die Untersuchung des passiven Systems gezeigt, dass eine weiche Feder die gefährlichste
Resonanz von dem nützlichen Frequenzbereich fern hält.
6.1 Prinzip
6.1.1 Anforderungen ans System
Die in diesem Abschnitt dargestellten Lösungen berücksichtigen folgende Anforderungen:
• Die Verdrehung zwischen Substruktur A und B muss begrenzt werden.
• Die Substruktur B soll vor den Schwingungen isoliert werden.
Die erste Anforderung hat zur Folge, dass die Substrukturen A und B durch ein steifes
System gekoppelt werden müssen. Soll die zweite Anforderung berücksichtigt werden, dann
soll die Kopplung nach Bedarf abgeschwächt werden. Dabei kann berücksichtigt werden,
dass die charakteristische Zeitspanne der Änderung des mittleren Moments viel größer als
die Anregungsperiode ist. Folglich kann eine Kompensation der Steiﬁgkeit des Systems
relativ langsam erfolgen.
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Bild 6.1: Prinzip des semiaktiven Systems
6.1.2 Prinzipielle Lösung
Das in Bild 6.1 dargestellte Modell wird als Basis benutzt. Die Substruktur A wird mit der
Substruktur B durch eine steife Hauptfeder verbunden. Damit wird die erste Anforderung
erfüllt. Parallel zu der Hauptfeder wird eine inverse Feder mit negativer Steiﬁgkeit (siehe
Bild 6.2) geschaltet. Sie soll die Hauptfeder lokal abschwächen und eine gute Isolation
(zweite Anforderung) gewährleisten. Solche Feder sind nur bei kleinen Verformungen wirk-
sam. Der Aktor zwischen dem Träger der inversen Feder und die Substruktur B verstellt
so, dass trotz signiﬁkanter Änderungen des mittleren Moments die inverse Feder nahezu
aufrecht bleibt.
Es wäre auch möglich, den Aktor in Reihe mit der Hauptfeder zu benutzen (siehe Bild
6.3). In diesem Fall sollte er das mittlere Moment immer abstützen. In dieser Arbeit wird
die erste Anordnung untersucht. Da der Aktor sich dabei in Reihe mit der inversen Feder
beﬁndet, sieht er „nur noch“ die geﬁlterten Schwingungen, die an die Substruktur B auch
ankommen. Diese Architektur bietet also eine Art Leitungsverzweigung.
Dieses Prinzip wird mit zwei Patenten geschützt. Im dem ersten wird der Aktor als Va-
riator ausgeführt [34]. Im zweiten Patent wird eine hydraulische Variante des Systems
vorgeschlagen [32]. Die zweite Variante wird hier detailliert untersucht.
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Bild 6.2: Prinzip einer inversen Feder
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Bild 6.3: Alternatives Prinzip
6.1.3 Inverse Feder
Die inverse Feder mit negativer Steiﬁgkeit kann unterschiedlich realisiert werden. Eine
Tellerfeder oder der in Bild 6.2 dargestellte Mechanismus haben in einem begrenztem
Wegbereich die gewünschte Eigenschaft. Die Kraft-Weg Beziehung lässt sich elementar
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Abkürzung Einheit Bezeichnung
U J potentielle Energie im Mechanismus
F N Kraft
x m Verschiebung
k N/m Steiﬁgkeit einer Feder
L0 m ungespannte Länge einer Feder
L1 m Länge der Feder eingebaut
Tabelle 6.1: Erläuterung der Abkürzungen
−2 −1.5 −1 −0.5 0 0.5 1 1.5 2
−0.5
0
0.5
x/L1
F/
2k
L 1
Bild 6.4: Kennlinie der inversen Feder
aus dem Ausdruck für die potentielle Energie U gewinnen und bei kleiner x
L1
in einer
Reihe entwickeln.
U = k
(√
x2 + L21 − L0
)2
F =
dU
dx
F = 2k
⎛
⎝1 − L0√
x2 + L21
⎞
⎠x (6.1)
F = −2kL0 − L1
L1
x + O
(
k
x3
L31
)
(6.2)
Die Abkürzungen sind in der Tabelle 6.1 zusammengefasst.
Die Kennlinie der Feder wird in Bild 6.4 dargestellt.
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Bild 6.5: Lokale Abschwächung der Hauptfeder
6.1.4 Steuerungsstrategie
In Bild 6.5a ist gezeigt, wie die steife Hauptfeder durch die inverse Feder lokal abgeschwächt
wird. Die Kennlinie der inversen Feder wird über die Kennlinie der Hauptfeder des Aktors
„gezogen“, so dass die resultierende Kennlinie immer lokal ﬂach wird (siehe 6.5b).
Die Idee hinter der Steuerungsstrategie ist die folgende: Das Moment, das auf B wirkt, soll
gleich dem mittleren Anregungsmoment sein. Es wird angenommen, dass die charakteris-
tische Zeit von der Änderung des Mittelmoments (˜0.1 Sekunde) wesentlich größer als die
Periode der Momentschwankungen (˜0.01 Sekunde). In diesem Sinn ist dieses System sehr
ähnlich zu dem System, welches in Kapitel 5 beschrieben wird. Es handelt sich darum,
einen quasistatischen Druck oder Momentvorgabe zu folgen und es können die gleichen
Methoden eingesetzt werden.
Die Steuerungsstrategie wird in Bild 6.6 dargestellt. Solange die Verformung der inversen
Feder |ϕ1 −ϕ3| klein bleibt, ist der Aktor starr. Der Abstand zwischen dem Träger und der
Substruktur B soll konstant bleiben (|ϕ˙2 − ϕ˙3| = 0). Die inverse Feder und die Hauptfeder
sind parallel geschaltet. Es ergibt sich ein System mit kleiner Steiﬁgkeit. Diese Phase wird
Isolationsbereich genannt.
Wenn die Verformung der inversen Feder eine gewisse Grenze überschreitet, dann soll der
Aktor den Abstand zwischen Träger und Substruktur B so einstellen, dass die Verformung
der inversen Feder wieder in den zulässigen Bereich zurückkehrt.
In den nächsten Abschnitten wird erläutert, wie der Aktor umgesetzt und kontrolliert
werden kann.
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0
Geschwindigkeit
Winkelunterschied
Isolationsbereich
ϕ˙2 − ϕ˙3
ϕ3 − ϕ1
Bild 6.6: Reduziertes Modell, ungedämpft
6.2 Hydraulischer Aktor
Der Aktor und seine Steuerung können hydraulisch ausgeführt werden, weil die Hydraulik
eine große Leistungsdichte und Flexibilität bietet.
6.2.1 Prinzip
Im Bild 6.7 wird das System dargestellt. Der Aktor wird durch einen einseitigen Kolben
ersetzt. Der Druckraum kann mit einer Druckquelle (Systemdruck) beziehungsweise mit
dem Tank verbunden werden, je nach Zustand der Steuerkante (P-A) beziehungsweise (A-
T). Diese Steuerkanten werden abhängig vom Winkelunterschied ϕ1 − ϕ3 gesteuert. Die
vorgespannten Federn im Kolben dienen dazu, dass er nach rechts im drucklosen Zustand
verschoben wird. Es wäre möglich gewesen, einen doppelwirkenden Kolben zu haben, um
auf die vorgespannten Feder verzichten zu können, dafür wäre die Steuerungsstrategie
aufwendiger.
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ϕ1 ϕ2
ϕ3
Substruktur A Substruktur BHauptfeder
inverse Feder
+
-
Träger Kolben
Druckquelle
PAT
Tank
Bild 6.7: Semiaktives System mit hydraulischem Aktor
Das System mit seiner Regelung ohne äußere Anregung kann je nach Wahl der Parameter
unterschiedliche Verhalten aufweisen. Immer wachsende Zustandsgrößen, Grenzzyklen oder
Konvergenz zu einer Gleichgewichtslage sind möglichen Szenarien. Davon ist nur letztere
Lösung von Interesse für die praktische Anwendung. Wir werden in einem folgenden Ab-
schnitt ein Teil des Parameterraums mit der Hilfe der Methode der harmonischen Balance
untersuchen.
6.2.2 Steuerungsstrategie
Die Steuerungsstrategie für die Öﬀnung des Ventils wird in Bild 6.8 dargestellt. Wenn die
Verformung der inversen Feder klein bleibt, dann sind beide Steuerkanten geschlossen und
das System ist im Isolierungsbereich. Wenn ϕ3 −ϕ1 größer als eine gewisse positive Grenze
ist, dann wird der Kolben mit der Druckquelle verbunden. Wenn ϕ3 − ϕ1 kleiner als eine
gewisse negative Grenze ist, dann wird er mit Tank verbunden und die vorgespannten
Federn drücken die Kolbenstange nach rechts.
71
6 Semiaktive Isolation
 	




	 
	







	
	
Bild 6.8: Öﬀnungsquerschnitt über Winkelunterschied
6.2.3 Mathematisches Modell
Dieses System hat oﬀensichtlich sieben Zustandsgrößen: Die Drehwinkel und Drehge-
schwindigkeiten der drei Trägheiten und den Druck. Zunächst werden die Bewegungs-
gleichungen bestimmt und danach wird das System noch vereinfacht.
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Abkürzung Einheit Wert Bezeichnung
J1 kg m2 0.26 Trägheit der Substruktur A
J2 kg m2 0.0269 Trägheit der Substruktur B
J3 kg m2 0 Trägheit des Trägers
ϕ1 rad Verdrehung von J1
ϕ2 rad Verdrehung von J2
ϕ3 rad Verdrehung von J3
p1 bar 10 Systemdruck
p5 bar 5 Druck im hydraulischen Aktor
T J kinetische Energie im System
U J potentielle Energie im System
k1 Nm/rad 3200 Steiﬁgkeit der Hauptfeder
d1 Nm s/rad 2.38 Dämpfung parallel zur Hauptfeder, Fall A
d1 Nm s/rad 2.38 Dämpfung parallel zur Hauptfeder, Fall B
k2 Nm/rad 1232 Steiﬁgkeit der Feder der Substruktur B
d2 Nm s/rad 3.57 Dämpfung der Substruktur B, Fall A
d2 Nm s/rad 0.119 Dämpfung der Substruktur B, Fall B
k3 Nm/rad 2080 Eﬀektive Steiﬁgkeit der inversen Feder
k5 Nm/rad Steiﬁgkeit einer Feder
aus dem inversen Feder-Mechanismus
ψ50 rad Ungespannter Winkel einer Feder
aus dem inversen Feder-Mechanismus
ψ51 rad Winkelvorspannung einer Feder
aus dem inversen Feder Mechanismus
k6 Nm/rad 0 Steiﬁgkeit der Vorspannfeder des
hydraulischen Aktors
ψ60 rad Ungespannter Winkel einer Vorspannfeder
des hydraulischen Aktors
ψ61 rad Winkelvorspannung einer Vorspannfeder
des hydraulischen Aktors
C5 m3/Pa 0 Hydraulische Kapazität des Aktors
AP m2 Öﬀnungsquerschnitt der Steuerkante
zwischen Systemdruck und Aktor
AT m2 Öﬀnungsquerschnitt der Steuerkante
zwischen Aktor und Tank
γ m3/2/kg1/2 0.027 Proportionalitätsfaktor
der Steuerkanten
ϕG
◦ 4 Obere Grenze des Isolierungsbereichs
−ϕT ◦ 4 Untere Grenze des Isolierungsbereichs
M0 Nm 300 Typisches Mittelmoment der Anregung
M1 Nm 300 Typische Amplitude der Anregung
ω U/min 1600-15000 Typische Anregungskreisfrequenz
(2. Ordnung des 4 Zylinder-Motors)
Tabelle 6.2: Erläuterung der Abkürzungen
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Aus der kinetischen und potentiellen Energie kann die Lagrange-Funktion gebildet werden:
T =
1
2
J1ϕ˙1 +
1
2
J2ϕ˙2 +
1
2
J3ϕ˙3
U =
1
2
k1(ϕ1 − ϕ2)2 + 12k2ϕ
2
2 + k5
(
(ψ51 − ψ50)2 − ψ50 − ψ51
ψ51
(ϕ1 − ϕ3)2
)
+ k6(ϕ2 − ϕ3 + ψ61 − ψ60)2
L = T − U
(6.3)
Folgende Abkürzungen werden in den folgenden Gleichungen verwendet:
k3 = 2k5
ψ50 − ψ51
ψ51
M5 = 2k6(ψ60 − ψ61)
Die Arbeit der äußeren Kräfte lautet:
δW = Q1δϕ1 + Q2δϕ2 + Q3δϕ3
Q1 = −d1(ϕ˙1 − ϕ˙2) + M0 + M1 sinωt
Q2 = d1(ϕ˙1 − ϕ˙2) − d2ϕ˙2 + V5p5
Q3 = −V5p5
(6.4)
Die Volumenstrombilanz des hydraulischen Aktors lautet:
C5p˙5 − QP + QT − V5(ϕ˙3 − ϕ˙2) = 0 (6.5)
Die durch die Steuerkanten ﬂießenden Volumenströme sind in den folgenden Gleichungen
gegeben.
QP =
{
γAP (ϕ3 − ϕ1 − ϕP )
√
|p1 − p5| sign (p1 − p5) wenn ϕ3 − ϕ1 ≥ ϕP
0 wenn ϕ3 − ϕ1 < ϕP
(6.6)
QT =
{
γAT (ϕT + ϕ3 − ϕ1)
√
|p5| sign (p5) wenn ϕ3 − ϕ1 ≤ −ϕT
0 wenn ϕ3 − ϕ1 > −ϕT
(6.7)
AP und AT sind die Öﬀnungsﬂäche der Steuerkanten und sind Funktion der Winkelun-
terschied ϕ3 − ϕ1. Der Fall, in dem AP und AT linear von dem Winkelunterschied abhän-
gen ist in Bild 6.8 gezeigt. ϕP und ϕT sind positive Winkel und bilden die Grenzen des
Isolierungsbereich.
Die Bewegungsgleichungen können mit der Lagrangeschen Methode zweiter Art gewonnen
werden.
J1ϕ¨1 + d1(ϕ˙1 − ϕ˙2) + k1(ϕ1 − ϕ2) − k3(ϕ1 − ϕ3) = M
J2ϕ¨2 − d1(ϕ˙1 − ϕ˙2) + d2ϕ˙2 − k1(ϕ1 − ϕ2) + k2ϕ2 + 2k6(ϕ2 − ϕ3) − V5p5 = −M5
J3ϕ¨3 + k3(ϕ1 − ϕ3) − 2k6(ϕ2 − ϕ3) + V5p5 = M5
(6.8)
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C5p˙5 − V5(ϕ˙3 − ϕ˙2) − QP + QT = 0 (6.9)
Es handelt sich um ein System von gewöhnlichen inhomogenen nichtlinearen Diﬀeren-
tialgleichungen siebter Ordnung. Die drei ersten Gleichungen des Systems sind line-
ar. Die Nichtlinearität kommt aus dem Ventilverhalten, welches von Gleichung (6.9)
beschrieben wird.
Dieses System kann vereinfacht werden, wenn angenommen wird, dass die Trägheit J3 des
Trägers und dass die hydraulische Kapazität C5 vernachlässigt werden dürfen. Damit soll
der Träger sehr leicht und das Aktorgehäuse hydraulisch steif sein. Da die Regelung auf
dem Unterschied ϕ1 − ϕ3 reagiert, wird folgende Variablentransformation eingeführt:
ϕ4 = ϕ3 − ϕ1 (6.10)
Das System fünfter Ordnung, das untersucht wird, lautet:
J1ϕ¨1 + d1(ϕ˙1 − ϕ˙2) + k1(ϕ1 − ϕ2) + k3ϕ4 =M
J2ϕ¨2 − d1(ϕ˙1 − ϕ˙2) + d2ϕ˙2 − k1(ϕ1 − ϕ2) + k2ϕ2 − k3ϕ4 =0
−k3ϕ4 − 2k6(ϕ2 − ϕ1 − ϕ4) + V5p5 =M5
−V5(ϕ˙4 + ϕ˙1 − ϕ˙2) − QP + QT =0
(6.11)
Dieses System hat die gleiche Nichtlinearität wie der Druckregler aus Kapitel 5. Es wird sich
zeigen, dass ähnliche dynamische Phänomenen (Gleichgewichtslage, Instabilität, Grenzzy-
klus) vorhanden sind. Der Parameterraum soll untersucht werden.
Dafür sind die Grenzzyklen (periodische Lösungen) ein guter Angriﬀspunkt, wie es von
Poincaré [69] vorgeschlagen wird. Wir werden eine Variante der Methode der harmoni-
schen Balance anwenden, um das System zu linearisieren. Dann kann die Stabilität der
Gleichgewichtslage des linearisierten Systems mit klassischen Methoden untersucht werden.
Diese Vorgehensweise ist in Magnus und Popp [55], Kapitel 3.2.2 beschrieben. Metho-
disch gesehen wird zunächst eine statische Lösung gesucht und die obengenannte Methode
wird auf die dimensionslosen Gleichungen in den Abweichungen angewendet.
6.2.4 Statische Lösung
Es wird zunächst eine statische Lösung gesucht. Das äußere Moment ist konstant.
M = M0 (6.12)
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Wenn die Regelung ideal funktionieren würden, dann würde die inverse Feder bei stati-
schem Zustand und geschlossenen Ventilen nicht beansprucht werden. Es gälte dann:
ϕ1 =M0
(
1
k1
+
1
k2
)
(6.13)
ϕ2 =
M0
k2
(6.14)
ϕ4 =0 (6.15)
p5 =
1
V5
(
M5 − 2k6
k1
M0
)
(6.16)
6.2.5 Dimensionslose Gleichungen in den Abweichungen
Es werden die dimensionslosen Gleichungen in den Abweichungen geschrieben. Dafür wer-
den folgende Abkürzungen benutzt.
μ =
J2
J1
k2
J2
= ω22 t =
τ
ω2
D2 =
d2
2J2ω2
δ =
d1
d2
F0 =
M0
k2ϕ2
= 1
κ1 =
k1
k2
κ3 =
k3
k2
κ5 =
V5p5
k2ϕ2
κ6 = 2
k6
k2
γ1 =
γAP
√
pS − p5
V5ω2
γ2 =
γAT
√
p5
V5ω2
φ1 =
ϕ1 − ϕ1
ϕ2
φ2 =
ϕ2 − ϕ2
ϕ2
φ4 =
ϕ4 − ϕ4
ϕ2
φ5 =
p5 − p5
p5
φT =
ϕT
ϕ2
φG =
ϕG
ϕ2
qP =
QP
V5ϕ0ω2
qT =
QT
V5ϕ0ω2
χ1 =
p1 − p5
p5
Es wird auch angenommen, dass der Öﬀnungsquerschnitt der Ventile eine stückweise lineare
Funktion von φ4 ist, wie sie in Bild 6.8 dargestellt wird. Es gilt dann:
1
μ
φ′′1 + 2D2δ(φ
′
1 − φ′2) + κ1(φ1 − φ2) + κ3φ4 = 0 (6.17)
φ′′2 − 2D2δ(φ′1 − φ′2) + 2D2φ′2 − κ1(φ1 − φ2) + φ2 − κ3φ4 = 0 (6.18)
−κ3φ4 − κ6(φ2 − φ1 − φ4) + κ5φ5 = 0 (6.19)
φ′1 + φ
′
4 − φ′2 + qP − qT = 0 (6.20)
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Die letzte Gleichung (6.20) soll noch detailliert geschrieben werden:
qP =
{
γ1(φ4 − φP )
√
|1 − χ1φ5| sign (1 − χ1φ5) wenn φ4 ≥ φP
0 wenn φ4 < φP
(6.21)
qT =
{
−γ2(φ4 + φT )
√
|1 + φ5| sign (1 + φ5) wenn φ4 ≤ −φT
0 wenn φ4 > −φT
(6.22)
Die Zustandsgröße φ5 charakterisiert den Druck im System. Es ist gewünscht, dass er nie
größer als der Systemdruck bzw. kleiner als der Tankdruck wird. Sie ist also begrenzt und
es wird angenommen, dass ihre Amplitude so klein ist, dass eine Linearisierung der Wurzel
zulässig ist. Diese Annahme soll nachträglich geprüft werden, ob sie die Ergebnisse nicht
zu sehr beeinträchtigt. Sie bringt den erheblichen Vorteil mit, dass die Gleichungen für die
harmonische Linearisierung sich in geschlossener Form integrieren lassen. Es gilt:
qP =
{
γ1(φ4 − φP )(1 − χ1φ52 ) wenn φ4 ≥ φP
0 wenn φ4 < φP
(6.23)
qT =
{
−γ2(φ4 + φT )(1 + φ52 ) wenn φ4 ≤ −φT
0 wenn φ4 > −φT (6.24)
6.2.6 Harmonische Linearisierung der Gleichungen für
Stabilitätsanalyse
Es werden periodische Lösungen des ursprünglichen autonomen Systems gesucht (Grenz-
zyklen). Da es nicht konservativ ist, sind diese periodischen Lösungen im Phasenraum
isoliert. Die Grenzzyklen lassen sich durch harmonische Funktionen der Zeit annähern.
Infolgedessen wird das System auf seinen linearen Ersatz (6.30) so projiziert, dass der Ab-
stand zwischen dem urprünglichen System und dem linearisierten System bei harmonischen
Zustandsgrößen minimiert wird. Die Methode wird im Abschnitt 9.2 erklärt.
Es wird angenommen, dass das System einen Grenzzyklus erreicht hat, dessen Kreisfre-
quenz Ω noch unbekannt ist. Die Zustandsgrößen sind daher periodisch und dürfen in
Fourierreihen zerlegt werden. Davon werden nur die Terme bis zur ersten Ordnung berück-
sichtigt. Sie lauten, für j ∈ 1, 5:
φj = aj + bj sin(Ωτ) + cj cos(Ωτ) (6.25)
Der Ursprung der Zeitachse wird so gewählt, dass:
φ4 = a4 + b4 sin (Ωτ) (6.26)
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Bild 6.9: Öﬀnungszeiten der Ventile
Es kann dann bestimmt werden, wann die Steuerkanten öﬀnen und schließen. Die System-
steuerkante öﬀnet, wenn φ4 > φP und die Tanksteuerkante wenn φ4 < −φT , wie es in Bild
6.9 dargestellt ist. Die Werte für τj bei j ∈ 1, 4 lassen sich bestimmen:
τ1 =
1
Ω
arcsin
(
φP − a4
b4
)
τ2 =
π
Ω
− τ1
τ3 =
π
Ω
+
1
Ω
arcsin
(
φT + a4
b4
)
τ4 =
2π
Ω
− 1
Ω
arcsin
(
φT + a4
b4
)
(6.27)
Die harmonisch linearisierten Ausdrücke für die Volumenströme lauten:
q˜P − q˜T = ξ0 + ξ4φ4 + ξ5φ5 (6.28)
Die Koeﬃzienten lassen sich mit den folgenden Gleichungen bestimmen.
Π =
Ω
2π
∫ 2π
Ω
0
(qP − qT − q˜P + q˜T )2dτ
Π =
Ω
2π
(∫ τ1
0
(−q˜P + q˜T )2dτ +
∫ τ2
τ1
(qP − q˜P + q˜T )2dτ +
∫ τ3
τ2
(−q˜P + q˜T )2dτ
+
∫ τ4
τ3
(−qT − q˜P + q˜T )2dτ +
∫ 2π
Ω
τ4
(−q˜P + q˜T )2dτ
)
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Das Funktional Π, der Abstand zwischen qP −qT und q˜P −q˜T soll über eine Periode bezüglich
der Unbekannten ξ0, ξ4 und ξ5 minimiert werden. Aus den Minimierungsgleichungen (6.29)
können dann die Koeﬃzienten ξ0, ξ4 und ξ5 bestimmt werden.
∂Π
∂ξ0
= 0
∂Π
∂ξ4
= 0
∂Π
∂ξ5
= 0 (6.29)
Die expliziten Ausdrücke der Koeﬃzienten sind lang und werden hier nicht angegeben. Sie
sind Funktionen von a4, b4 und Ω. Das Gleichungssystem lässt sich unter Berücksichtigung
von (6.19) und (6.29) als ein System von gewöhnlichen inhomogenen Diﬀerentialgleichun-
gen erster Ordnung schreiben:
x′ = Ax + b (6.30)
A =
⎡
⎢⎢⎢⎢⎢⎢⎣
0 0 1 0 0
0 0 0 1 0
−μκ1 μκ1 −2μD2δ 2μD2δ −μκ3
κ1 −κ1 − 1 2D2δ −2D2(δ + 1) κ3
ξ5
κ6
κ5
−ξ5 κ6κ5 −1 1 −ξ4 − ξ5 κ3−κ6κ5
⎤
⎥⎥⎥⎥⎥⎥⎦
bT =
[
0 0 0 0 −ξ0
]
xT =
[
φ1 φ2 φ
′
1 φ
′
2 φ4
]
Zur Bestimmung der Grenzzyklen werden die Gleichungen (6.25) in das Gleichungsystem
(6.30) eingesetzt und gelöst.
Es ist natürlich von Interesse, wie sich das System zwischen den Grenzzyklen qualitativ
verhält. Die Antwort dazu ist relativ einfach, wenn das System (6.30) formell als linear
betrachtet wird. Dann kann die Stabilität der Gleichgewichtslagen mit dem Hurwitzkri-
terium (siehe Abschnitt 11.3) untersucht werden. Das Ergebnis dieser Untersuchung kann
als Stabilitätskarte im Parameterraum dargestellt werden. Im nächsten Abschnitt wird ein
Beispiel berechnet.
6.2.7 Beispiel
Numerische Daten
Es werden zwei Fälle untersucht. Das Unterschied liegt in der Dämpfung, die entweder
mäßig oder sehr klein gewählt wird. In der Tabelle 6.3 werden die Werte der Parameter
gegeben, die für beide Fälle gelten. In Tabelle 6.4 werden die Parameter relativ zur Dämp-
fung gelistet. Es werden die Werte gewählt, die eine gute Leistung des Isolators gewähr-
leisten (Siehe Bilder 4.7 und 4.8 im Kapitel 4). Das System wird symmetrisch aufgebaut.
Außerdem wird die Steiﬁgkeit der Feder k6, die der Aktor zurückschiebt, vernachlässigt.
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Der Einﬂuss des Öﬀnungsquerschnitts pro Winkel γ1 der Steuerkanten soll untersucht
werden.
Name Wert Einheit
J1 0.26 kg m2
J2 0.0269 kg m2
k1 3200 Nm/rad
k2 1234 Nm/rad
k4 2080 Nm/rad
M0 300 Nm
pS 20 bar
R5 50 mm
A5 287.2 mm2
ϕG 4 ◦
ϕ0 13.9 ◦
ω2 214.2 rad/s
ρ 1054.8 kg/m3
Name Wert
μ 0.104
κ1 2.59
κ3 1.69
κ5 1.1145
Tabelle 6.3: Allgemeine Parameter des Systems
Name Fall A Fall B Einheit
d1 2.38 0.119 Nm s/rad
d2 3.57 0.119 Nm s/rad
Name Fall A Fall B
D2 0.2065 0.01
δ 1.5 20
Tabelle 6.4: Dämpfung
Stabilitätsanalyse des Systems bei der Nachstellung
Wenn das Mittelmoment sich langsam ändert, soll das System während einer langen Zeit
nachstellen. Dafür wird die Tank- oder die Systemsteuerkante während dieser Dauer ge-
öﬀnet. Dadurch kann das System instabil werden. Die Gleichungen (6.17) bis (6.20) lassen
sich in der Nähe der Steuerkante linearisieren. Damit kann die Stabilität des Systems be-
stimmt werden, wenn eine der Steuerkanten leicht geöﬀnet wird. Das Gleichungsystem in
der Abweichung lautet:
x′ = Ax (6.31)
A =
⎡
⎢⎢⎢⎢⎢⎢⎣
0 0 1 0 0
0 0 0 1 0
−μκ1 μκ1 −2μD2δ 2μD2δ −μκ3
κ1 −κ1 − 1 2D2δ −2D2(δ + 1) κ3
0 0 −1 1 γ1
⎤
⎥⎥⎥⎥⎥⎥⎦
xT =
[
φ1 φ2 φ
′
1 φ
′
2 φ4
]
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Die Stabilität des Systems in Abhängigkeit von δ und γ1 lässt sich mit dem Kriterium
von Liénard und Chipart untersuchen. Die Stabilitätsbereiche werden als graue Fläche
in den Bildern 6.10 und 6.11 dargestellt. Der aktuelle Wert von δ bei dem betrachteten
Fall (A oder B) wird mit Hilfe der gestrichelten Linie deutlich gemacht. Die Stabilität
10−2 100 102
100
101
γ1
δ
 
 
2. Kriterium
4. Kriterium
δ Fall A
Bild 6.10: Stabilitätskarte, System A bei leicht geöﬀneter Steuerkante
des Systems während einer langsamen Nachstellung wird gewährleistet, wenn γ1 kleiner
als 0.03 (Fall A) beziehungsweise 0.012 (Fall B) gewählt wird.
Stabilitätsanalyse anhand des harmonisch linearisierten Systems
Mit diesen Parametern lässt sich die Gleichung (6.19) direkt lösen und es ergibt sich die
folgende Beziehung zwischen dem Druck und der Verformung der inversen Feder.
φ5 =
κ3
κ5
φ4 (6.32)
In diesem Fall lässt sich die Gleichung (6.28) vereinfachen.
q˜P − q˜T = ξ4φ4 (6.33)
Das Gleichungssystem lässt sich in Matrizenform schreiben:
x′ = Ax (6.34)
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δ Fall B
Bild 6.11: Stabilitätskarte, System B bei leicht geöﬀneter Steuerkante
Es gilt:
A =
⎡
⎢⎢⎢⎢⎢⎢⎣
0 0 1 0 0
0 0 0 1 0
−μκ1 μκ1 −2μD2δ 2μD2δ −μκ3
κ1 −κ1 − 1 2D2δ −2D2(δ + 1) κ3
0 0 −1 1 −ξ4
⎤
⎥⎥⎥⎥⎥⎥⎦
(6.35)
xT =
[
φ′1 φ
′
2 φ1 φ2 φ4
]
(6.36)
β4 =
b4
φG
(6.37)
ρ =
κ3
2κ5
φG = 0.217 (6.38)
ξ4 = −γ1
(
2
πβ4
(
1
3
ρ
(
4β24 − 1
)
+ 1
)√
1 − 1
β24
+ (1 + ρ)
(
2
π
arcsin
(
1
β4
)
− 1
))
(6.39)
Die Funktion −ξ4
γ1
ist in Bild 6.12 dargestellt. Bei kleinen Werten der Grenzzyklusamplitude
β4 ist die Funktion negativ. Aus der letzten Zeile von A kann abgelesen werden, dass dieser
Term dann wie eine Rückstellkraft wirkt. Bei großen Amplituden (β4 ≈ 5) wirkt dieser
Term wie eine Antriebskraft. Das System wird so ausgelegt, dass die Steuerkante nur wenig
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Bild 6.12: Darstellung der Funktion − ξ4
γ1
und kurzzeitig öﬀnet. Aus diesem Grund wird erwartet, dass der Maximalwert von β4 in
der Nähe von Eins bleibt.
In den Bildern 6.13 und 6.14 werden die Stabilitätskarten im Raum {γ1, β4} für die Fälle
A und B dargestellt. Die Linien verbinden die Punkte, wo die Stabilitätskriterien nach
Lienard und Chipart Null sind. Falls das Vorzeichen eines Kriteriums immer positiv für
die gewählten Parameterwerte bleibt, wird keine Linie abgebildet. Es ist leicht zu zeigen,
dass der 4. Hauptminor die Grenzzyklen gibt. Die anderen Hauptminoren geben zusätzliche
Informationen über die Stabilität. Eine detaillierte Analyse der Karte ist nicht notwendig.
Grenzzyklen sind unerwünscht und die triviale Lösung soll stabil sein. Wir interessieren
uns aus diesem Grund nur für einen relativ kleinen Teil der Stabilitätskarte.
Die linke blaue C-förmige Kurve stellt den ersten instabilen Grenzzyklus dar. Wenn die
Anfangsbedingungen im Phasenraum so gewählt werden, dass man sich innerhalb des
Ellipsoids beﬁndet, welches diesen Grenzzyklus bestimmt, dann klingen die Schwingungen
ab. Die gestrichelte horizontale Linie kennzeichnet die Grenze für maximalen Druck, die
aus der Gleichung (6.32) bestimmt werden kann. Oberhalb dieser Grenze funktioniert das
Ventil nicht mehr richtig. Außerdem, wenn β4 unter 1.6 bleibt, dann ist der Näherungsfehler
von (6.24) und (6.23) unter 19 % (Fall B).
Da Grenzzyklen vermieden werden sollen, soll γ1 Werte im Intervall ]0; 4.3 10−2] bzw.
]0; 0.11] bei kleiner (D2 = 0.01) bzw. mäßiger (D2 = 0.2) Dämpfung annehmen und β unter
2.2 bleiben (graues Rechteck). Das bedeutet, dass der Öﬀnungsquerschnitt pro Ventilhub
mäßig sein soll (γ1) und dass die Verformung der inversen Feder (β4) auch nicht zu groß
sein darf.
Diese Werte für γ1 sind größer, als die Grenzen, die für das System bei der Nachstellung er-
mittelt worden sind. Es sollen die kleineren Werten gewählt werden, damit das System sich
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Bild 6.13: Stabilitätskarte für das System mit mäßiger Dämpfung (A)
bei allen Betriebspunkten stabil verhält. Die Parameter des Systems sind damit bestimmt
und das System lässt sich jetzt bezüglich Sprungantwort und Isolation untersuchen.
Isolation
Solange das System sich im Isolierungsbereich beﬁndet, sind die Steuerkanten geschlossen
und es verhält sich wie ein rein passives System mit 2 Freiheitsgraden. Dieser Fall wur-
de im vorherigen Kapitel diskutiert. Daher kann alles verwendet werden, wenn folgende
Beziehung berücksichtigt wird:
κ = κ1 − κ3 (6.40)
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Bild 6.14: Stabilitätskarte für das System mit kleiner Dämpfung (B)
Vollständigkeitshalber werden hier die Gleichungen wiedergegeben:
1
μ
φ′′1 + 2D2δ(φ
′
1 − φ′2) + κ(φ1 − φ2) = sin
(
ω
ω2
τ
)
φ′′2 − 2D2δ(φ′1 − φ′2) + 2D2φ′2 − κ(φ1 − φ2) + φ2 = 0
(6.41)
Bei einer Beschleunigungsfahrt wird das Mittelmoment ständig geändert. Aus diesem
Grund soll der Aktor entsprechend nachstellen. Es stellt sich dann die Frage, ob die Isolie-
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Anregung
Bild 6.15: Mittelwert des Anregungsmoments über die Zeit
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Bild 6.16: Hüllkurve des übertragenen Moment, Fall A
rung auch während der Nachstellphase gut genug bleibt. Zu diesem Zweck wird folgende
Anregung betrachtet:
M (t) = M0
t
t0
(1 + sinωt) t ∈ [0, t0]
M (t) = M0 (1 + sinωt) t ∈ [t0, t1]
M (t) = M0
t2 − t
t1 − t2 (1 + sinωt) t ∈ [t1, t2]
(6.42)
Das Mittelmoment (Bild 6.15) wird mit einer Schwingung überlagert, deren Amplitude
gleich dem Mittelmoment ist und deren Frequenz 419 Hz beträgt (entspricht 2000 U/min,
2. Ordnung). Damit ist die dimensionlose Frequenz Ω gleich 2, also in der Nähe der zweiten
Resonanz, wie es in Bild 4.2 gut zu erkennen ist. Das semiaktive System wird mit dem
passiven System verglichen. Die Parameter des passiven Systems werden so ausgewählt,
dass sie die gleiche Isolierung gewährleisten. Es werden für die Bilder die Dämpfungswerte
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Bild 6.17: Zoom: übertragenes Moment, Fall A
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Bild 6.18: Druck im Aktor, Fall A
von Fall A gewählt. Die Ergebnisse für den Fall B sind sowohl qualitativ als auch quanti-
tativ sehr nah zu den Ergebnissen vom Fall A und werden aus diesem Grund nur teilweise
abgebildet.
Die Amplitude der Schwingungen der Trägheit J2 und das übertragene Moment sind für
das passive und das semiaktive System gleich, wie es in den Bildern 6.16 und 6.17 zu
sehen ist. Dafür ist die Verformung des Isolators (Bild 6.20) viel größer beim passiven
System. Die Verformung der inversen Feder (Bild 6.21) ist wie erwartet auf 4◦ begrenzt.
Es kann auch festgestellt werden, dass bei diesem Parametersatz die Isolierung während
der Nachstellphase gut bleibt.
Das semiaktive System verbraucht Energie bei der Nachstellung. Der Druck (Bild 6.18)
wird an das mittlere Moment angepasst. Für den Fall B ist der relative Druck bei 1.1
Sekunden in der Nähe von Null. Es ist ein Hinweis darauf, dass das hydraulische System
grenzwertig ausgelegt ist, wie es im nächsten Abschnitt detailliert erklärt wird.
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Bild 6.19: Druck im Aktor, Fall B
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Bild 6.20: Verdrehung des Isolators, Fall A
Das Öl ﬂießt durch die Steuerkanten in Tank- oder in Aktorrichtung (Bild 6.22). Der
Volumenstrom, der in Richtung Tank ﬂießt, wird als positiv betrachtet. Die verbrauchte
hydraulische Leistung (Bild 6.23) beträgt 20W, was in Vergleich zur Motorleistung sehr
gering ist.
Sprungantwort
Es kann aus (6.35) und (6.39) gefolgert werden, dass ξ4 bzw. γ1 eine Art Steiﬁgkeit bildet,
die versucht, die inverse Feder wieder aufrecht zu bringen, wenn sie sich zu viel verformt.
Dabei wird γ1 unterhalb einer gewissen Schwelle gewählt, um Grenzzyklen zu vermeiden.
Folglich ist diese „Steiﬁgkeit“ nach oben begrenzt. Da der Druck φ5 proportional zu φ4
ist (6.32), kann der Druck in ungünstigen Fällen den Tankdruck unterschreiten oder den
Systemdruck überschreiten. Ab diesen Punkt funktioniert das System nicht mehr richtig
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Bild 6.21: Verformung der inversen Feder, Fall A
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Bild 6.22: Volumenstrom, der in Richtung Aktor ﬂiesst, Fall A
und die Zustandsgrößen steigen unbegrenzt mit der Zeit. Diese ungünstigen Fälle sind
durch harte Anregung und niedrige Werte von γ1 charakterisiert.
Das volle System (Gleichungen (6.17) bis (6.20)) wird simuliert. Die Anregung F (τ) auf
die Drehträgheit der Substruktur A wird entweder als ein Sprung oder als eine Rampe
modelliert (Siehe Bild 6.24). Die Antworten des Systems zu diesen zwei unterschiedlichen
Anregungen werden in Bildern 6.25 und 6.26 dargestellt. Es werden der Druck und der
Volumenstrom durch die Steuerkante zum Tank über der Zeit dargestellt.
Die Bilder zeigen eindeutig, dass die Anregung relativ schwach sein soll. Entweder soll der
Sprung nicht allzu groß sein, oder die Steigung der Rampe soll klein genug sein. Sonst
wird der Druck kleiner als der Tankdruck, der bei Null liegt. Das hat zur Folge, dass die
Anregung schon bei der Auslegung des Systems relativ gut bekannt sein soll, um dieses
Problem rechtzeitig zu erkennen.
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Bild 6.23: Hydraulische Leistung, Fall A
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Bild 6.24: Anregung: Momentensprung oder schnelle Rampe, Fall A)
Semiaktive Lösungen werden eingesetzt, weil sie energiesparend sein sollen. In Bild 6.27
sind die Leistungen, die bei diesen Schaltvorgängen verbraucht werden, gezeigt. Die maxi-
male Leistung beträgt 17 W. Das hydraulische semiaktive System ist energiesparend.
6.2.8 Fazit
Das semiaktive System mit einem hydraulischen Aktor wurde untersucht. Es beruht
grundsätzlich auf einem passiven Isolator, der ausführlich im vorherigen Kapitel un-
tersucht worden ist. Der Aktor soll nachstellen, um den langsamen Änderungen des
Durchschnittsmoments folgen zu können. Dieser Nachstellmechanismus bringt neue An-
forderungen mit sich.
Das Abklingen von den durch Anfangsbedingungen oder äußere Anregung verursachten
Schwingungen erfolgt, wenn zwei Bedingungen erfüllt sind. (In diesem Sinn erfüllt dieses
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Bild 6.25: Druck im Aktor, Fall A)
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Bild 6.26: Volumenstrom, der aus dem Aktor ﬂiesst
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Bild 6.27: Hydraulische Verlustleistung über der Zeit
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System die Deﬁnition eines semiaktiven Systems nicht vollständig: Der aktive Teil kann
destabilisierend wirken).
Einerseits soll der Öﬀnungsquerschnitt pro Hub der Steuerkanten unter einer bestimmten
Schwelle bleiben, damit das System nicht zu einem Grenzzyklus neigen kann. Diese Schwelle
wurde mit einer harmonischen Linearisierung des Systems bestimmt.
Andererseits sollen die Anfangsbedingungen oder die Anregung nicht dazu führen, dass
der Druck nicht den Tankdruck unterschreitet bzw. Systemdruck überschreitet. Aus die-
sem Grund soll die Anregung im Voraus bekannt sein, um das System entsprechend di-
mensionieren zu können. Das vorgeschlagene System soll von der Motorsteuerungsstrategie
berücksichtigt werden.
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In diesem Kapitel wird ein semiaktives Fliehkraftpendel vorgeschlagen. Das passive Flieh-
kraftpendel ist auf eine Ordnung abgestimmt. Die Hauptfrequenz der Momentenungleich-
förmigkeiten ist in der Regel proportional zur mittleren Drehzahl, wobei der Proportiona-
litätsfaktor Ordnung genannt wird.
Falls die Anregung periodisch aber nicht mehr harmonisch ist, dann kann es vorkommen,
dass weitere Ordnungen getilgt werden sollen. Dafür können entweder mehrere Tilger einge-
setzt werden, mit dem Nachteil, dass der zur Verfügung stehende Bauraum auf alle Pendel
verteilt wird. Damit wird jedes einzelne Pendel leichter und dadurch weniger wirksam.
Stattdessen könnte die Ordnung je nach Bedarf während des Betriebs gewählt werden. Der
Vorteil ist oﬀensichtlich der, dass die gesamte Masse auf die nötige Ordnung abgestimmt
werden kann.
Ein Bild einer typischen Momentenverlauf eines Vier-Zylinder Verbrennungsmotors kann
zum Beispiel im LuK-Kolloquium-Buch [76] gefunden werden. Dieser Verlauf kann durch
folgende Gleichung gut genug nachgebildet werden.
M = M0
(
sin(2ωt) +
1
2
sin(4ωt)
)
(7.1)
Die Güte der Isolierung des steuerbaren Fliehkraftpendels wird untersucht. Verschiedene
Schaltstrategien werden vorgeschlagen, um von einer Ordnung zu einem anderen zu wech-
seln. Dabei wird auf Energiebedarf und Überschwinger fokussiert. Die Sprungantwort wird
auch bewertet.
7.1 Prinzip des Fliehkraftpendels
Das Fliehraftpendel ist ein Tilger, dessen Steiﬁgkeit sich proportional zu dem Quadrat
der mittleren Drehzahl automatisch anpasst. Damit wird erreicht, dass die Tilgerfrequenz
zur mittleren Drehzahl immer proportional bleibt. Da die Anregungsfrequenz in der Regel
Drehzahlproportional ist, wobei der Proportionalitätsfaktor Ordnung genannt wird, kann
mit dem Fliehkraftpendel nicht nur eine Frequenz sondern eine ganze Ordnung getilgt
werden.
Die klassische Ausführung des Fliehkraftpendels ist in Bild 7.1 veranschaulicht. Es wird
angenommen, dass die Trägheit JM mit Drehzahl ω dreht und dass der Winkel vom Pendel
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Bild 7.1: Prinzip des Fliehkraftpendels
relativ zur Hauptmasse klein ist. Es gibt eine harmonische Momentanregung, deren Kreis-
frequenz nω beträgt. Das Verhältnis vom Aufhängungsradius R zur Pendellänge L beträgt
nT . ω kann erst dann konstant bleiben, wenn die Summe der äußeren Momente Null ist.
Das ist gerade der Fall, wenn nT und n identisch sind. In diesem Fall schwingt das Pendel
so, dass es wegen seiner Bewegung ein Moment auf die Hautptträgheit ausübt, welches die
Anregung exakt kompensiert.
7.2 Konstruktion des steuerbaren Fliehkraftpendels
Eine gute Konstruktion eines Fliehkraftpendels sollte drei Fakten berücksichtigen. Einer-
seits ist der Bauraum begrenzt. Die Pendelmasse soll so groß wie möglich ausgelegt wer-
den, damit die Bewegungsamplitude des Pendels zulässig klein bleibt. Aus diesem Grund
werden oft biﬁlare Pendel verwendet. Andererseits ist die kreisförmige Bewegung des Pen-
dels nicht optimal, weil die Tilgerordnung von der Schwingungsamplitude abhängt. Statt
Kreisbewegung wird zum Beispiel eine Zykloide im Patent US4218187 [54] oder eine Epi-
zykloide vorgeschlagen. Zum Schluss sollten so wenige unterschiedliche Pendel wie möglich
für dieselbe Ordnung benutzt werden. Ansonsten können Synchronisierungsprobleme, ins-
besondere bei großen Schwingamplituden entstehen. Die Stabilität der Synchronisierung
von mehreren Fliehkraftpendeln wird zum Beispiel von Shaw in [2] analytisch untersucht.
Messergebnisse zum Verhalten von Fliehkraftpendeln mit unterschiedlichen Laufbahnen
sind in [63] zu ﬁnden.
Aus den ersten und letzen Anforderungen ist klar, dass eine einzige Scheibe vorteilhaft
wäre. Aus der zweiten Überlegung ist klar, dass eine kompliziertere Kinematik als eine
Kreisbewegung gewünscht ist.
Aus einer Kooperation mit Herrn Kremer und Triller ist eine Konstruktion entstanden, die
diese Merkmale berücksichtigt [33].
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Bild 7.2: Gesamtansicht des steuerbaren Tilgers
Nummer Beschreibung
1 Tilger
2 Pendelschwungrad
3 bewegliche Rolleinheit
4 Schwungrad
5 Abtriebswelle
10 Führungsnut des Schwungrades (4) für die Rolle (3)
11 Feder
13 Verschiebbarer Kolben
Tabelle 7.1: Abkürzungen
In die Bilder 7.2 und 7.3 wird eine Gesamtansicht der Konstruktion dargestellt. In der
Tabelle 7.1 werden die Abkürzungen erläutert.
Der Tilger (1) besteht aus einem Schwungrad (4), einem Pendelschwungrad (2) und mindes-
tens zwei steuerbar beweglichen Rollen (3). Das Schwungrad (4) ist fest mit der Antriebs-
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Bild 7.3: Ansicht ohne Pendelschwungrad
welle (5) verbunden. Es wird eine Führungsnut (10) vorgesehen, in der die Rollen (3) sich
radial bewegen dürfen. Das Pendelschwungrad (2) ist auf der Antriebswelle (5) gelagert. Es
wird eine Rollbahn für die Rollen (3) vorgesehen. Die Rollen (3) werden von der Fliehkraft
gegen die Bahn gepresst und stützen sich gleichzeitig seitlich gegen die Führungsnut ab.
Es enstehen dadurch Reaktionskräfte bzw. Momente, die das Pendelschwungrad mit dem
Schwungrad (bzw. der Antriebswelle) verbinden.
Die Kolben können von einem hydraulischen Kreis (nicht dargestellt) betätigt werden.
Die Federn (11) wandeln die tangentiale Kolbenkraft in eine Axialkraft um, die wie eine
zusätzliche Fliehkraft wirkt.
7.3 Mathematisches Modell des Systems
7.3.1 Schematische Darstellung
In Bild 7.4 wird das System schematisch dargestellt. Die Bedeutung der Parameter wird
in der Tabelle 7.2 zusammengefasst.
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J1 d1
k1
J2 d2
k2
ϕ1 ϕ2
ωt
m3, J3
M(t)
r3
ϕ3
Bild 7.4: Reduziertes Modell, gedämpft
Symbol Einheit Bezeichnung Wert
ϕ1 rad Drehwinkel von J1
ϕ2 rad Drehwinkel von J2
ϕ3 rad Drehwinkel von J3
r3 mm Abstand Rolleinheit (3) zur Drehachse 150
M(t) Nm Anregung 300
ω rad/s Motordrehzahl 80-740
J1 kg.m
2 Trägheit Substruktur A und
Schwungrad(4)
0.26
J2 kg.m
2 Trägheit Substruktur B 0.0269
J3 kg.m
2 Trägheit Pendelschwungrad (2) 0.026
m3 kg Masse Rolleinheit (3) 1
k1 Nm/rad Steiﬁgkeit zwischen J1 und J2 3200
k2 Nm/rad Steiﬁgkeit Substruktur B 1234
d1 Nm.s/rad Dämpfung zwischen J1 und J2 0.119
d2 Nm.s/rad Dämpfung Substruktur B 0.119
FS N Steuerkraft, wirkt auf J1 und J3
Tabelle 7.2: Erläuterung der Abkürzungen
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7.3.2 Bewegungsgleichungen
Es wird angenommen, dass der Antriebsstrang im Durchschnitt mit konstanter Drehzahl ω
rotiert. Die Zustandsgrößen des Systems werden als Abweichungen von der durschnittlichen
Bewegung deﬁniert. Die Lagrange-Funktion L lautet:
T =
1
2
J1(ω + ϕ˙1)
2 +
1
2
J2(ω + ϕ˙2)
2 +
1
2
J3(ω + ϕ˙3)
2 +
1
2
m3v
2
3 (7.2)
U =
1
2
k1(ϕ1 − ϕ2)2 + 12k2ϕ
2
2 (7.3)
L = T − U (7.4)
Die Geschwindigkeit der Masse m3 ist eine Funktion der Geometrie der Laufbahn. Wenn
r3 der Abstand der Masse zur Drehachse ist, gilt:
v23 = r˙3
2 + (ω + ϕ˙1)
2r23 (7.5)
r3 ist eine Funktion des Winkelunterschiedes ϕ = ϕ3 − ϕ1, die später deﬁniert wird. Die
obige Formel kann entsprechend modiﬁziert werden.
v23 =
(
∂r3
∂ϕ
)2
(ϕ˙3 − ϕ˙1)2 + r23(ω + ϕ˙1)2 (7.6)
Die virtuelle Arbeit der äußeren Kräfte lautet:
δW = Q1δϕ1 + Q2δϕ2 + Q3δϕ3 (7.7)
⎡
⎢⎣Q1Q2
Q3
⎤
⎥⎦ =
⎡
⎢⎢⎢⎢⎢⎣
−d1(ϕ˙1 − ϕ˙2) − FS ∂r3
∂ϕ
+ M(t)
d1(ϕ˙1 − ϕ˙2) − d2ϕ˙2
FS
∂r3
∂ϕ
⎤
⎥⎥⎥⎥⎥⎦ (7.8)
Die äußere Anregung M(t) wird durch Gleichung (7.9) bestimmt.
M(t) =
{
M− = M0(−1 + sin (2ωt) + 12 sin (4ωt)) wenn t ≤ t0
M+ = M0(sin (2ωt) +
1
2
sin (4ωt)) wenn t > t0
(7.9)
t0 ist die Zeit, bei der sich das Mittelmoment sich sprungartig ändert. Damit kann ein
Lastwechsel nachgebildet werden.
Die Rollbahn wird so gewählt, dass der Tilger auf Ordnung nT der Motoranregung ab-
gestimmt wird, wenn die Steuerkraft Null ist. Es wird außerdem angenommen, dass die
Winkel und Geschwindigkeiten klein sind. In diesem Fall kann r3, der Abstand der Masse
m3 zur Drehachse, mit Hilfe der Störungsrechnung bestimmt werden. Es wird angenomm-
men, dass
r3 = R3 (1 + ρ(φ3 − φ1)) , ρ 	 1 (7.10)
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ρ ist eine Funktion des Winkelunterschieds zwischen der Hauptmasse und dem Träger.
Diese Gleichung wird in den linearisierten Bewegungsgleichungen ohne Dämpfung einge-
setzt. Eine harmonischen Anregung mit Ordnung nT soll perfekt getilgt wird, was für ein
System ohne Dämpfung möglich ist. Es ergibt sich dann die folgende Gleichung für die
Bahngeometrie:
r3 = R3
(
1 − n
2
TJ3
2m3R23
(ϕ3 − ϕ1)2
)
(7.11)
Die Bewegungsgleichungen des Systems lassen sich nun mit dem Lagrange-Formalismus
herleiten. Sie werden bezüglich der Zustandsgrößen linearisiert.
(
J1 + m3R
2
3
)
ϕ¨1 + d1(ϕ˙1 − ϕ˙2) + k1(ϕ1 − ϕ2)+
n2Tω
2J3
(
1 +
FS
ω2R3m3
)
(ϕ1 − ϕ3) = M(t)
J2ϕ¨2 − d1(ϕ˙1 − ϕ˙2) + d2ϕ˙2 − k1(ϕ1 − ϕ2) + k2ϕ2 = 0
J3ϕ¨3 + n
2
Tω
2J3
(
1 +
FS
ω2R3m3
)
(ϕ3 − ϕ1) = 0
(7.12)
Anhand dieser Gleichung wird im Abschnitt 7.4.1 veriﬁziert werden, dass die gewählte
Laufbahngeometrie eine ideale Tilgung einer Anregungsordnung bei ausgeschalteter Steu-
erkraft gewährleisten kann. Es kann auch festgestellt werden, dass FS die Rolle einer
zusätzlicher Trägheit übernimmt. Aus diesem Grund kann die Tilgerordnung mit hilfe von
FS angepasst werden.
7.3.3 Statische Lösung
Es wird angenommen, dass die Regelung ausgeschaltet wird (FS = 0). Das Anregungsmo-
ment M(t) wird zunächst als konstant betrachtet (M(t) = M0). Die statische Lösung des
Systems lautet:
⎡
⎢⎣ϕ1ϕ2
ϕ3
⎤
⎥⎦ = M0
k2
⎡
⎢⎣
1 + k2
k1
1
1
⎤
⎥⎦ (7.13)
Diese Lösung dient als Basis für das Umschreiben der Gleichungen in eine dimensionslose
Form.
99
7 Das steuerbare Fliehkraftpendel
7.3.4 Dimensionslose Gleichungen
Die Gleichungen lassen sich in dimensionslose Form mit den folgenden Abkürzungen brin-
gen.
μ1 =
J2
J1 + m3R23
μ3 =
J3
J2
ω22 =
k2
J2
D2 =
d2
2J2ω2
δ =
d1
d2
t =
τ
ω2
κ1 =
k1
k2
S =
FS
ω2R3m3
M(τ) = M0F (τ)
φ1 =
ϕ1 − ϕ1
ϕ2
φ2 =
ϕ2 − ϕ2
ϕ2
φ3 =
ϕ3 − ϕ3
ϕ3
1
μ1
φ′′1 + 2D2δ(φ
′
1 − φ′2) + κ1(φ1 − φ2)+
n2TΩ
2μ3 (1 + S) (φ1 − φ3) = F
φ′′2 − 2D2δ(φ′1 − φ′2) + 2D2φ′2 − κ1(φ1 − φ2) + φ2 = 0
μ3φ
′′
3 + n
2
TΩ
2μ3 (1 + S) (φ3 − φ1) = 0
(7.14)
Die Anregung F (τ) wird in Gleichung (7.15) deﬁniert. Bei der Schaltzeit τ = τ0 wird das
Moment sprungartig geändert.
F (τ) =
{
F− = −1 + sin (2Ωτ) + 1
2
sin (4Ωτ) wenn τ ≤ τ0
F+ = sin (2Ωτ) + 1
2
sin (4Ωτ) wenn τ > τ0
(7.15)
7.4 Leistung des passiven Fliehkraftpendels
Zunächst wird das passive System bezüglich Isolationsgüte und Verhalten beim Lastwechsel
untersucht. Um die Auswertung der Ergebnisse zu vereinfachen, wird die generalisierte
Amplitude eines periodischen Zeitsignals deﬁniert. Sei x(τ) eine periodische skalare Größe
mit Periode 2π
nΩ
.
〈x〉 =
√
2
√
nΩ
2π
∫ 2π
nΩ
0
x2dτ (7.16)
Die generalisierte Amplitude wird in (7.16) deﬁniert. Wenn x harmonisch ist, dann ist 〈x〉
die Amplitude von x(τ).
Die Gleichung (7.14) wird bei nT = 2 und S = 0 verwendet. Damit wird das Pendel auf
die zweite Ordnung abgestimmt und die Steuerung ausgeschaltet. Infolgedessen sind die
Gleichungen linear und das Superpositionsprinzip gilt.
100
7.4 Leistung des passiven Fliehkraftpendels
0 0.5 1 1.5 2
10−4
10−2
100
102
Ω
〈φ
2
〉
Bild 7.5: 〈φ2〉 bei unterschiedlichen Motordrehzahlen
7.4.1 Isolation
Die stationäre Lösung von den Gleichungen (7.14), wobei die Anregung auf F = sin (2Ωτ)
beschränkt worden ist, ist bemerkenswert. Die Anregung wird durch die Beschleunigung
vom Pendel kompensiert. Für die zweite Ordnung ist die Isolation perfekt.⎡
⎢⎣φ1φ2
φ3
⎤
⎥⎦ =
⎡
⎢⎣
0
0
− 1
4Ω2μ3
sin (2Ωτ)
⎤
⎥⎦ (7.17)
Die stationären Schwingungen im System kommen also ausschließlich vom Anregungsterm
mit vierten Ordnung. Die Amplitude dieser Schwingungen variiert mit Motordrehzahl Ω.
In Bild 7.5 ist die Amplitude von φ2 über der Motordrehzahl dargestellt. Es gibt zwei
Resonanzspitzen, die von der Anregung vierter Ordnung verursacht werden.
Mit Hilfe des Campbelldiagramms von Bild 7.6 kann dieses Verhalten leicht illustriert
werden. Die grauen Linien zeigen den Verlauf der Eigenfrequenzen in Abhängigkeit der
Motordrehzahl. Die schwarzen Linien sind die zweite und die vierte Motorordnung. Bei
jeder Motordrehzahl gibt es drei Eigenfrequenzen. Sie ändern sich aber mit Motordrehzahl
so, dass die Anregung mit vierter Ordnung nur zwei davon treﬀen kann. Die Schnittpunkte
liegen bei Ω = 0.07 bzw. Ω = 0.49.
7.4.2 Lastwechsel
Bei τ0 = 20 Zeiteinheiten wird das Mittelmoment sprungartig geändert. In Bild 7.7
ist das Wunschverhalten für φ2 dargestellt. Diese Lösung wird φ2S genannt. Die reale
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Bild 7.6: Campbell-Diagramm
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Bild 7.7: Idealer Verlauf von φ2 bei einem Sprung vom Mittelmoment
Spungantwort wird in Bild 7.8 veranschaulicht. Es gibt sehr große Überschwinger, die
langsam abklingen.
Die Abweichung Δ wird durch Gleichung (7.18) bestimmt.
Δ =
φ2 − 〈φ2S〉
〈φ2S〉 (7.18)
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Bild 7.8: φ2 beim Lastwechsel
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Bild 7.9: φ2 beim Lastwechsel
Sie ist in Bild 7.9 über der Zeit dargestellt. Die Amplitude der Überschwinger ist zehn
Mal größer als die Amplituden der von der Anregung vierter Ordnung verursachten
Schwingungen.
Die Sprungantwort des Systems ist schlecht. Das Fliehkraftpendel alleine ist nicht in der
Lage, diese Aufgabe zu lösen. Aus diesem Grund soll das Fliehkraftpendel mit einem
klassischen Isolator kombiniert werden. Fidlin und Seebacher [19] haben gezeigt, dass
das ungesteuerte Fliehkraftpendel die Isolation verbessert und das Lastwechselverhalten
nicht beeinﬂusst.
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Bild 7.10: 〈φ2〉 bei unterschiedlicher Tilgerordnung
7.5 Isolationsgüte des steuerbaren Fliehkraftpendels
Im vorherigen Abschnitt wurde gezeigt, dass wenn die Pendelordnung auf die Anregungs-
ordnung abgestimmt wird, dann wird sie komplett gelöscht. Es stellt sich die Frage, ob die
Isolation noch verbessert werden kann.
7.5.1 Bedarf an Schaltung der Ordnung
Die Änderung der Tilgerordnung kann in mindenstens zwei Fällen sinvoll sein. Der erste
Fall ist eine Folge des Trends zur Reduktion des Spritverbrauchs. Es werden einige Fahr-
zeuge produziert, dessen Motorregelung manche Zylinder bei niedrigem Lastniveau aus-
schaltet [15]. Infolgedessen ändert sich die Anregungshauptordnung, die bei Viertaktern bei
der Hälfte der Zylinderanzahl liegt. Es wäre von Vorteil, wenn das Fliehkraftpendel sich an
die gewünschte Ordnung anpassen könnte und die Überschwinger, die beim Schaltvorgang
auftreten werden, bekämpfen würde.
Der zweite Fall taucht auf, wenn die Dämpfung im System sehr klein ist. In diesem Fall
können je nach Motordrehzahl die eine oder die andere Ordnung eine Resonanz hervorrufen.
Dieser Fall wird hier untersucht.
Die stationäre Lösung der Gleichungen (7.14) mit F = F+ mit Tilgerordnung nT = nA = 2
bzw. nT = nB = 4 bei ausgeschalteter Steuerung ist in Bild 7.10 dargestellt. Wenn Ω in der
Nähe von 0.5 und die Tilgerordnung bei 2 liegt, dann wird eine Resonanz von der vierten
Motorordnung angeregt. Es wäre in diesem Bereich vom Vorteil, die Tilgerordnung auf 4
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Bild 7.11: 〈φ2〉 bei unterschiedlicher Tilgerordnung
zu verschieben. Bild 7.11 ist ein Zoom vom Bild 7.10. Der Wunschverlauf der Amplitude
über die Frequenz ist mit der dicken grauen Linie hervorgehoben.
Es wird ab hier angenommen, dass die Motordrehzal Ω den Wert 0.4724 hat. Bei dieser
Frequenz ist die Amplitude von φ2 bei Lösung A und Lösung B gleich.
Um die Gleichungen in einen günstigen Zustand für die Entwicklung einer Regelung zu
bringen, kann S folgenderweise umgeschrieben werden. Dabei ist u die Steuerungsgröße.
S0 =
n2B
n2A
− 1 (7.19)
S = (1 + u)S0 (7.20)
Der erste Anteil der Kraft S ist konstant. Da r3 um Null fast symmetrisch schwingt, wird
erwartet, dass die geleistete Arbeit dieses konstanten Anteils klein ist. Diese konstante
Kraft könnte von einer vorgespannte Einrichtung mit sehr schwacher lokaler Steiﬁgkeit zur
Verfügung gestellt werden. Da die Ordnung und damit die Vorspannungskraft gegeben sind,
bietet es sich an, die Feder (11) aus Bild 7.3 mit der Kennlinie aus Bild 7.12 vorzusehen. Die
Arbeit, die geleistet werden soll, dient zur Vorspannung der Feder, um das Kraftniveau zu
erreichen, bei der die Steiﬁgkeit gering wird. Sie hängt nur von der konkreten Gestaltung
der Federkennlinie ab und wird aus diesem Grund nicht berücksichtigt.
Es wird in den nächsten Abschnitten trotzdem die Leistung berechnet, die von der Fe-
der abgefangen wird, um eine Vergleichsbasis zu haben. Es wird damit bestimmt, welche
Leistung den Aktor bringen sollte, falls er die Rolle der Feder übernehmen sollte.
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Bild 7.12: Kennlinie einer Feder mit lokaler Null-Steiﬁgkeit
Der zweite Anteil von S ist proportional zu der Steuerungsgröße u. Dafür soll unbedingt
eine schnelle Steuerung bzw. Regelung entwickelt werden. Es wird später deutlich, dass
dieser Anteil der Kraft wie eine Dämpfung wirkt und dadurch Energie verbraucht wird.
Das Gleichungssystem lautet:
1
μ1
φ′′1 + 2D2δ(φ
′
1 − φ′2) + κ1(φ1 − φ2)+
n2BΩ
2μ3
(
1 +
n2B − n2A
n2B
u
)
(φ1 − φ3) = F (7.21)
φ′′2 − 2D2δ(φ′1 − φ′2) + 2D2φ′2 − κ1(φ1 − φ2) + φ2 = 0 (7.22)
μ3φ
′′
3 + n
2
BΩ
2μ3
(
1 +
n2B − n2A
n2B
u
)
(φ3 − φ1) = 0 (7.23)
Wenn u gleich −1 beziehungsweise 0 ist, dann wird die zweite (nA) beziehungsweise die
vierte (nB) Motorordnung getilgt. Es stellt sich die Frage, wie u geschaltet werden soll.
Das soll im nächsten Abschnitt untersucht werden.
7.5.2 Mögliche Schaltstrategien
Ideales Schalten
Es ist gewünscht, die Tilgerordnung von zwei auf vier zu ändern. Wenn das Schalten ideal
erfolgen würde, dann würden die Zeitverläufe wie in Bild 7.13 aussehen.
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Bild 7.13: Ideales Schalten
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Bild 7.14: φ2 beim schlagartigen Schalten
Schlagartiges Schalten
Die einfachste Schaltstrategie, die gewählt werden kann, besteht darin, die Steuerkraft u
von −1 auf 0 schlagartig zu ändern. In Bild 7.14 ist der Zeitverlauf von φ2 dargestellt. Die
Schaltung erfolgt bei τ = 20 Zeiteinheiten. Es ist sehr deutlich, dass von dieser Schaltung
Schwingungen verursacht werden, deren Amplituden unzulässig groß sind. Der maximale
Wert liegt bei 280% der Amplitude des idealen Schaltens, wie es in Bild 7.15 zu sehen
ist. Es liegt daran, dass die Schaltung eine stoßartige Anregung des Systems ist. Dadurch
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Bild 7.15: Abweichung beim schlagartigen Schalten
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Bild 7.16: Dimensionslose Leistung
entstehen freie schwachgedämpfte Schwingungen mit großen Amplituden. Es dauert 200
Zeiteinheiten, bis das System wieder zulässige Amplituden aufweist.
Die Leistung des Aktors wird mit Formel (7.24) bestimmt und ist in Bild 7.16 dargestellt.
P = Ω2
(
n2B − n2A
)
μ3(φ1 − φ3) (φ′1 − φ′3) (7.24)
Die entsprechende Arbeit ist Null, wie die bezüglich der Zeitachse fast symmetrische Hüll-
kurve der Leistung es erahnen lässt.
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Bild 7.17: Die Übersetzung folgt einer Zeitrampe
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Bild 7.18: φ2 beim langsamen Schalten
Die maximale Leistung liegt dimensionslos bei 1.3 und beträgt damit 21 kW. Die Leis-
tungsspitzen sind sehr groß, kosten aber nichts in dem Sinne, dass sie von der Feder (11)
(siehe Bild 7.3) für dieses Schalten abgefangen werden.
Langsames Schalten
Statt eines schlagartigen Schaltens ist auch eine mildere Varation der Übersetzung möglich,
wie es in Bild 7.17 gezeigt wird. Diese Strategie ist nicht zielführend, wie es in Bild 7.18 zu
erkennen ist. Die Überschwinger (Bild 7.19) sind größer als beim schlagartigen Schalten.
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Bild 7.19: Δ beim langsamen Schalten
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Bild 7.20: Dimensionslose Leistung
Die Leistung kann berechnet werden und wird in Bild 7.16 dargestellt. Es kann wieder
festgestellt werden, dass die Energie sehr klein ist.
P = Ω2
(
n2B − n2A
)
μ3(φ1 − φ3) (φ′1 − φ′3) (1 + u)
Die maximale Leistung liegt dimensionslos bei 0.7 und beträgt damit 10.9 kW.
Zwei Schaltstrategien werden untersucht, beide verursachen große Überschwinger, die nur
langsam mit der Zeit abklingen. u soll so wählen, dass das Schaltprozess so schnell wie
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möglich erfolgt und möglichst wenig Überschwinger verursacht. Diese Kriterien sind nichts
anders als Ziele für ein Optimierungsverfahren. Es gibt zwei Möglichkeiten, die optimale
Steuerung und die optimale Regelung.
Optimale Schaltstrategien
Es wurde versucht, eine optimale Steuerung zu implementieren. Es ergibt sich wie erwar-
tet ein Zweipunktsteller („Bang-Bang“) für u. Da es nur eine Steuerung ist, ist sie nicht
robust bezüglich einer Störung der Anfangsbedingungen. Die Trajektorie soll also stabili-
siert werden. Die Idee dahinter, die in Trélat [90] ausführlich erklärt wird, besteht darin,
das System um die Lösung mit der Zweipunktsteuerung zu linearisieren und eine optimale
linear-quadratische Regelung hinzuzufügen, die die Aufgabe hat, die Anfangsstörungen so
schnell wie möglich zu beseitigen. Trélat hat es mit Erfolg eingesetzt, um die Rückkher
eines Raumschiﬀs in die Atmosphäre mit minimaler Erwärmung zu ermöglichen. Für un-
sere Anwendung ist einerseits die Bestimmung der ursprünglichen Zweipunktsteuerung
extrem aufwendig. Es gibt viele Schaltvorgänge, deren Bestimmung mit hoher Rechenzeit
verbunden sind. Andererseits hängen sie stark von den Anfangsbedingungen ab, was eine
Linearisierung um diese Steuerung sinnlos macht.
Es wurde dann entschieden, eine Regelung zu implementieren. Das System ist allgemein
nichtlinear aber insbesondere aﬃn. Solche Systeme sind oft theoretisch untersucht worden.
In Nijmeijer [64] werden zum Beispiel diese Systeme ausführlich behandelt. Die darge-
stellten Methoden sind zwar mächtig aber relativ aufwendig. Die hier betrachtete Aufgabe
kann einfacher gelöst werden.
Es wird angenommen, dass das Schalten von einer Ordnung zur anderen (bzw. von einer
asymptotisch stabilen stationären Lösung zu einer anderen) relativ selten auftritt. Die
Zeit zwischen zwei Schaltvorgängen soll lang genug sein, so dass das System sich vor dem
nächsten Schaltvorgang in der Nähe der stationären Lösung beﬁndet. In diesem Fall ist
die asymptotische Stabilität der Lösung, die aus dem Hin- und Herschalten zwischen zwei
Ordnungen besteht, garantiert. Siehe dazu [45].
Die Idee besteht darin, dass das System so umgeformt werden soll, dass das Problem
vom perfekten Schalten für ein nichtlineares System in das Problem der Verfolgung einer
gewünschten Trajektorie umgewandelt werden kann. Der Soll-Zustand der Zustandsgrößen
und der Steuerungsgröße nach dem Schalten wird als Referenz (als Optimum) betrachtet.
Das System wird um diese optimale Lösung linearisiert und eine optimale Rückführung zu
deren Stabilisierung wird mit Hilfe der LQR-Theorie entwickelt. Der Zustand des Systems
vor dem Schalten wird als Störung in den Anfangsbedingungen betrachtet, von der die
Soll-Lösung mit Hilfe der Rückführung geschützt werden soll. Das Steuerungsesetz wird
für das volle nichtlineare System angewendet. In Bryson und Ho [8] ist die Begründung
für das vorgeschlagene Verfahren zu ﬁnden.
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7.5.3 Untersuchung der optimalen Regelung
System in der Abweichung
Die Gleichungen (7.14) lassen sich in ein System von Gleichungen erster Ordnung umfor-
men. Es gilt:
x˜′ = Ax˜ + B˜x˜u + f˜+ (7.25)
A =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
−μ1κ1 − n2BΩ2μ1μ3 μ1κ1 n2BΩ2μ1μ3 −2μ1D2δ 2μ1D2δ 0
κ1 −κ1 − 1 0 2D2δ −2D2(δ + 1) 0
n2BΩ
2 0 −n2BΩ2 0 0 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
B˜ =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
− (n2B − n2A) Ω2μ1μ3 0 (n2B − n2A) Ω2μ1μ3 0 0 0
0 0 0 0 0 0
(n2B − n2A) Ω2 0 − (n2B − n2A) Ω2 0 0 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
f˜+ =
[
0 0 0 μ1F+ 0 0
]T
x˜ =
[
φ1 φ2 φ3 φ
′
1 φ
′
2 φ
′
3
]T
nB ist die aktuelle Tilgerordnung bei Lösung B aus Bild 7.13. Als Referenzlösung wird die
stationäre Lösung des linearen System mit eingeschalteter Steuerung (u = 0) betrachtet.
Es gilt:
x′B = AxB + f˜
+ (7.26)
Wir bilden jetzt aus (7.25) und (7.26) das linearisierte System in den Abweichungen:
x = x˜ − xB
b = B˜xB
x′ = Ax + bu (7.27)
Die Matrix A ist zeitunabhägig. Der Vektor b hängt von der Zeit ab.
Die Anfangsbedingungen werden mit Hilfe der stationären Lösung des Systems vor dem
Schalten bestimmt. Sie wird als xA bezeichnet. Vor dem Schalten gilt nT = nA und damit
u = −1. Es gilt:
x′A = (A − B)xA + f˜+ (7.28)
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Regelungsaufgabe
Es geht darum, die folgende Aufgabe zu lösen. τ0 ist die Zeit, zu der das Schalten anfängt.
x′ = Ax + b(τ)u, x(τ0) = xA(τ0) − xB(τ0) (7.29)
Das Kostenfunktional C(u) soll minimiert werden.
C(u) = xTQx +
∫ T
τ0
(
xTWx + Uu2
)
dτ (7.30)
Die Funktion wurde so gewählt, dass die Kosten Null wären, wenn die Schaltung wie in
Bild 7.13 erfolgen würde.
Q ist die Gewichtung der Abweichung von x mit Sollwert 0 am Ende der Steuerungspha-
se. W gewichtet die Überschwinger während der Steuerungsphase. U versucht die Größe
der Steuerkraft zu begrenzen. Unter diesen Vorraussetzungen bestätigt die LQR-Theorie
[90], dass es eine einzige Regelgröße u gibt, das sich als Funktion des Eingangsvektors x
ausdrücken lässt. Es handelt sich also um eine Rückführung im System.
u(τ) = U−1bTEx (7.31)
E(τ) ist die Lösung der folgenden Riccati-Gleichung, die für τ von T bis Null, also in
reverser Zeit, zu integrieren ist.
E˙ = W − ATE − EA − EbU−1bTE, E(T ) = −Q (7.32)
An dieser Stelle muss betont werden, dass die Steuerungskraft u eine Funktion von x ist.
Infolgedessen werden sechs Sensoren gebraucht, um das Steuerungsgesetz zu produzieren.
Das ist zu viel. Es bietet sich an, eine Regelung basierend auf einem Beobachter zu entwi-
ckeln. In dieser Arbeit wird darauf verzichtet, weil das Ziel darin besteht, die Güte und die
Dynamik des Schaltens abzuschätzen. Dafür kann von der Hypothese ausgegangen werden,
dass der Zustand voll bekannt ist. Wenn eine Regelung mit Beobachter entwickelt werden
sollte, dann sollte für sie als Ziel gesetzt werden, die Leistungen der Regelung mit voller
Zustandskenntnis so wenig wie möglich zu beeinträchtigen. Es wird geprüft, ob solch eine
Regelung mit einem einzigen Sensor möglich wäre.
Das Beobachtbarkeitskriterium soll erfüllt werden. Es wird der Ausgang y und die Aus-
gangsmatrix C deﬁniert:
y = Cx (7.33)
C =
[
0 1 0 0 0 0
]
(7.34)
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Bild 7.21: Abweichung beim geregelten Schalten
Die Beobachtbarkeitsmatrix und ihre Determinante lauten:
MB =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
C
CA
...
CA4
CA5
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
(7.35)
det(MB) = −κ21μ21μ23n4BΩ4
(
κ21 + 4D
2
2δ
2n2BΩ
2(1 + μ1μ3)
)
(7.36)
Die Determinante wird erst Null werden, wenn Ω gleich Null wird. Damit wird bewiesen,
dass das System beobachtbar ist und dass eine Regelung basierend auf einem Beobachter
denkbar ist.
Ergebnisse
Für die Regelungsaufgabe werden die Gewichtungsmatrizen folgenderweise gewählt:
Q = Diag(105)
W = Diag(0, 2)
U = 1
Die dadurch entstehende Abweichung Δ ist in Bild 7.21 dargestellt. Schon nach 80 Zeit-
einheiten sind die Abweichungen kleiner als 5 Prozent. Die maximale Abweichung wird
gedrittelt und liegt bei 100 %. In Bild 7.22 ist φ2 über die dimensionslose Zeit abgebildet.
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Bild 7.22: φ2 beim geregelten Schalten
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Bild 7.23: Steuerungsgesetz
Das Steuerungsgesetz für u ist im Bild 7.23 dargestellt. Vor τ0 = 20 Zeiteinheiten liegt die
Regelgröße u bei -1 und ist damit ausgeschaltet.
Die Wirkung der Regelung lässt sich im Bild 7.24 gut erkennen. In Bild 7.22 kann abgelesen
werden, dass der maximale Wert für φ2 bei 0.23 liegt (weißer Punkt). Wenn keine Ord-
nungsanpassung gibt, dann liegt die maximale Amplitude bei 0.45 . Das geregelte System
zeigt eine Verbesserung von 49%.
Die Leistung besteht aus zwei Anteilen. Der Anteil P1, der aus der Änderung der Ordnung
kommt und der Anteil Pu, der von der aktiven Bekämpfung der Überschwinger wirklich
verursacht wird. Nur der zweiten Anteil ist wirklich maßgeblich für die Auslegung des Ak-
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Bild 7.24: 〈φ2〉 bei unterschiedlicher Tilgerordnung. Vergleich mit geregeltem System
tors. Der erste Anteil kann ledliglich von einem konservativen passiven System abgefangen
werden. Die verbrauchte Energie und die durschnittliche Leistung können auch berechnet
werden.
P1 = Ω
2
(
n2B − n2A
)
μ3(φ2 − φ3) (φ′2 − φ′3)
Pu = Ω
2
(
n2B − n2A
)
μ3(φ2 − φ3) (φ′2 − φ′3)u
Eu =
M20
k2
∫ T
τ0
Pudτ
Der Schaltvorgang dauert etwa 0.37 Sekunden (80 dimensionslose Zeiteinheiten). In Bild
7.26 ist die dimensionslose Leistung, die von der Feder (11) abgefangen wird, dargestellt. Es
gibt Spitzen bis 11.9 kW. In Bild 7.25 ist die dimensionslose Leistung, vie von der Steuerung
wirklich benötigt wird, veranschaulicht. Es gibt Leistungsspitzen, die 4.9 kW groß sind.
Diese kurzzeitigen Ereignisse sind nötig, um die Überschwinger rechtzeitig und eﬃzient
bekämpfen zu können. Es werden 31.9 J für die Bekämpfung der Überschwinger (Eu)
verbraucht. Die mittlere Leistung beträgt also 85.9 W. Die konstruktive Umsetzung dieser
Regelung muss also in der Lage sein, kurzzeitig große Leistungen in Anspruch zu nehmen.
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Bild 7.25: Von der Steuerung verbrauchte dimensionslose Leistung
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Bild 7.26: Zurückgewinnbare dimensionslose Leistung
7.6 Lastwechsel mit steuerbarem Fliehkraftpendel
Es wird hier die gleiche Strategie wie im vorherigen Kapitel angewendet. Da die Aufgabe
sich geändert hat, soll das mathematische Modell angepasst werden. In diesem Abschnitt
wird angenommen, dass die Tilgerordnung konstant bleibt. Es soll untersucht werden, wie
das System auf einen Sprung des Mittelmoments reagiert.
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7.6.1 Mathematisches Modell
Die Anregung bleibt nach wie vor (7.1)
F (τ) =
{
F− = −1 + sin (2Ωτ) + 1
2
sin (4Ωτ) wenn τ ≤ τ0
F+ = sin (2Ωτ) + 1
2
sin (4Ωτ) wenn τ > τ0
Die Gleichungen (7.14) sollen umgeformt werden. Es wird die zweite Ordnung getilgt.
Damit gilt nT = nA = 2. Als Steuerungskraft wird direkt S verwendet, und damit
gilt u = S.
1
μ1
φ′′1 + 2D2δ(φ
′
1 − φ′2) + κ1(φ1 − φ2)+
n2AΩ
2μ3 (1 + u) (φ1 − φ3) = F (7.37)
φ′′2 − 2D2δ(φ′1 − φ′2) + 2D2φ′2 − κ1(φ1 − φ2) + φ2 = 0 (7.38)
μ3φ
′′
3 + n
2
AΩ
2μ3 (1 + u) (φ3 − φ1) = 0 (7.39)
Diese Gleichungen lassen sich als ein System von Gleichungen erster Ordnung schreiben.
x˜′ = Ax˜ + B˜x˜u + f˜ (7.40)
A =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
−μ1κ1 − n2AΩ2μ1μ3 μ1κ1 n2AΩ2μ1μ3 −2μ1D2δ 2μ1D2δ 0
κ1 −κ1 − 1 0 2D2δ −2D2(δ + 1) 0
n2AΩ
2 0 −n2AΩ2 0 0 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
B˜ =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
−n2AΩ2μ1μ3 0 n2AΩ2μ1μ3 0 0 0
0 0 0 0 0 0
n2AΩ
2 0 −n2AΩ2 0 0 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
f˜− =
[
0 0 0 μ1F− 0 0
]T
f˜+ =
[
0 0 0 μ1F+ 0 0
]T
x˜ =
[
φ1 φ2 φ3 φ
′
1 φ
′
2 φ
′
3
]T
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nA ist die aktuelle Tilgerordnung. Die stationäre Lösung bei τ > τ0 mit ausgeschalteter
Steuerung (u = 0), betrachtet von dem linearen System, wird als Referenzlösung genom-
men. Es gilt:
x′+ = Ax+ + f˜
+ (7.41)
Wir bilden jetzt aus (7.40) und (7.41) das linearisierte System in den Abweichungen:
x = x˜ − x+
b = B˜x+
x′ = Ax + bu (7.42)
Die Anfangsbedingungen für (7.42) werden mit Hilfe der stationären Lösung des Systems
vor dem Schalten bestimmt. Sie wird mit x− bezeichnet. Vor dem Schalten ist die Tilger-
ordung auch zwei und deswegen gilt u = 0. Es ergibt sich:
x′− = Ax− + f˜
− (7.43)
Das folgende System soll geregelt werden:
x′ = Ax + b(τ)u, x(τ0) = x−(τ0) − x+(τ0) (7.44)
7.6.2 Schalten mit optimaler Regelung
Das Sollverhalten für φ2 ist in Bild 7.27 dargestellt.
Die Ergebnisse der Schaltstrategie werden in den Bildern 7.28 und 7.29 gezeigt. Die Ge-
wichtungsmatrizen werden so gewählt, dass die Überschwinger klein bleiben und sie relativ
schnell abklingen. Sie lauten:
Q = Diag(104)
W = Diag(0.02)
U = 1
Die maximale Amplitude der Überschwinger wird kaum reduziert. Dafür wird die Abkling-
dauer viel kürzer. Es lässt sich dadurch erklären, dass wegen der sprungartigen Änderung
des mittleren Moments die große Trägheit J1 stark beschleunigt wird. Die Pendelträgheit
ist relativ klein und kann kurz nach dem Sprung keine ausreichende Wirkung haben. Auf
Dauer hat die Regelung einen erheblichen dämpfenden Einﬂuss. Die Überschwinger klingen
viel schneller als bei dem ungeregeltem System ab. Die Regelgröße u bleibt relativ klein,
wie es im Bild 7.30 zu sehen ist.
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Bild 7.27: Idealer Verlauf von φ2 bei einem Sprung vom mittleren Moment
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Bild 7.28: φ2 beim Lastwechsel mit Regelung
Der Energiebedarf des Schaltvorgangs soll nun berechnet werden. Die Energie Eu beträgt
824 J und wird mit folgender Formel bestimmt:
Pu = n
2
AΩ
2μ3(φ1 − φ3)(φ′1 − φ′3)u (7.45)
Eu =
M20
k2
∫ T
τ0
Pudτ (7.46)
Die mittlere Leistung, die während der 380 Zeiteinheiten (1.8 Sekunden) verbraucht worden
ist, beträgt 465 W. Der Zeitverlauf der dimensionslosen Leistung ist in Bild 7.31 präsentiert.
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Bild 7.29: Δ beim Lastwechsel mit Regelung
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Bild 7.30: u beim Lastwechsel mit Regelung
Die Spitze bei 0.7 entspricht einer maximalen Leistung von 12 kW. Diese Leistung ist sehr
groß. Dieses System kann in der Realität wahrscheinlich nicht umgesetzt werden. Das zeigt,
dass das Problem des Lastwechsels durch Motoreingriﬀ gelöst werden soll. Tilger können
dabei nur wenig beitragen.
Die Thematik der Motorsteuerung ist nicht im Umfang dieser Arbeit enthalten. Hinweise
über die Verbesserung der Sprungantwort als Regelungsaufgabe können in den Arbeiten
von Baumann [3] und Torkzadeh [89] gefunden werden. Es geht darum, den Sprung mil-
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Bild 7.31: Dimensionslose Leistung über der Zeit
der und langsamer zu gestalten. Dabei soll ein echtzeitfähiges Modell des Antriebsstrangs
in der Regelung integriert werden. Weitere Referenzen können in einem Literaturüberblick
über Ruckelregelung in der Arbeit von Joachim [36] gefunden werden.
7.7 Schaltung mit Beobachter
An dieser Stelle muss betont werden, dass die Steuerungskraft u eine Funktion von x
ist. Infolgedessen werden sechs Sensoren gebraucht, um die Regelung zu erzeugen, was zu
viel ist. Es bietet sich an, eine Regelung basierend auf einem Beobachter zu entwickeln. In
dieser Arbeit wird darauf verzichtet, weil das Ziel darin besteht, die Güte und die Dynamik
des Schaltens abzuschätzen. Dafür kann von der Hypothese ausgegangen werden, dass
alle Zustandsgrößen bekannt sind. Wenn eine Regelung mit Beobachter entwickelt werden
sollte, dann sollte das Ziel dabei sein, die Güte der Regelung mit voller Zustandskenntnis
so wenig wie möglich zu beeinträchtigen. In diesem Abschnitt wird geprüft, ob solch eine
Regelung möglich wäre.
Das Beobachtbarkeitskriterium soll erfüllt sein. Es wird der Ausgang y und die Ausgangs-
matrix C deﬁniert:
y = Cx
C =
[
0 1 0 0 0 0
] (7.47)
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Die Beobachbarkeitsmatrix und ihre Determinante lauten:
MB =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
C
CA
...
CA4
CA5
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
det(MB) = −κ21μ21μ23n4BΩ4
(
κ21 + 4D
2
2δ
2n2BΩ
2(1 + μ1μ3)
)
(7.48)
Die Determinante kann erst Null werden, wenn Ω gleich Null ist. Damit ist bewiesen,
dass das System beobachtbar ist und dass eine Regelung basierend auf einem Beobachter
möglich ist.
7.8 Fazit
In diesem Abschnitt werden die vorherigen Ergebnisse zusammengefasst. Für die Isolie-
rungsgüte sind das passive und das steuerbare Fliehkraftpendel gleich gut, wenn sie beide
auf die gleiche Ordnung abgestimmt werden, siehe Tabelle 7.3.
Anregung Passiv und Aktiv
2. Ordnung perfekt
4. Ordnung Siehe Bild 7.5
Tabelle 7.3: Vergleich bezüglich der Isolation
Die Ordnung des passiven Pendels kann nicht modiﬁziert werden. Bei dem steuerbaren
System können unterschiedliche Schaltstrategien gewählt werden. Die Ergebnisse jeder
Strategie sind in Tabelle 7.4 zusammengefasst. Mit der Spalte P1 ist gemeint, dass es
sich um den Energieanteil handelt, der grundsätzlich zurückgewonnen werden kann. In
der Spalte Pu wird der Energieverbrauch der Steuerung u beschrieben. Diese Energie
kann nicht mehr zurückgewonnen werden. Bei den anderen Schaltstrategien gibt es keine
Steuerung und damit könnte theoretisch die Energie zurückgewonnen werden. Man hätte
erwarten können, dass die maximale Leistung P1 bei optimaler Regelung und die maximale
Leistung bei sprunghafter Änderung der Ordnung ähnlich groß sind. Das ist nicht der Fall,
weil diese Leistung unter anderem von der Amplitude der Überschwinger abhängt, die bei
der optimalen Regelung deutlich reduziert worden ist.
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Kriterium Sprung Rampe Opti-
male
Rege-
lung
Max. Aweichung
Überschwinger in %
300 400 120
Dauer Überschwinger
in s
>0.9 >1.3 <0.4
P1 Pu
Energie in J - - - 31.9
Durschnittliche
Leistung in W
- - - 85.9
Max. Leistung in kW 21 10.9 11.9 4.9
Tabelle 7.4: Vergleich bei Ordnungswechsel
Die Ergebnisse bezüglich der sprungartigen Änderung des mittleren Moments werden in
der nächsten Tabelle dargestellt. Die Wirksamkeit des passiven und des aktiven Pendels
werden verglichen.
Kriterium Passiv Opti-
male
Rege-
lung
Max. Abweichung Überschwinger in % 1000 % 1000%
Dauer Überschwinger in s >28 <2
Energie in J 0 824
Durschnittliche Leistung in W 0 465
Max. Leistung in kW 0 11.9
Tabelle 7.5: Vergleich bei Änderung des Mittelmoments
Anhand dieser Tabellen ist klar, dass die optimale Regelung anhand des linearisierten
Systems sehr wirksam ist. Leider sind die Anforderungen ans System sehr groß. Obwohl
die Arbeit relativ bescheiden ist, gibt es große Leistungsspitzen. Der Aktor soll in der Lage
sein, diese Leistungsspitzen abzudecken.
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Torsionsschwingungen im Antriebsstrang sind aus Komfort- und Festigkeitsgründen un-
erwünscht. In dieser Arbeit werden unterschiedliche Konzepte von Isolatoren und Tilger
vorgeschlagen, um ihn zu schützen. Der Antriebsstrang und ein Mehrmassenmodell werden
beschrieben. Mit Hilfe von systematischer Modellreduktion ist ein Minimalmodell erzeugt
worden, womit unterschiedliche Konzepte zur Reduktion der Torsionsschwingungen unter-
sucht werden können.
Zunächst wird der klassische passive Isolator untersucht. Es wird gezeigt, dass vor den
mechanischen Organen, die zu schützen sind, eine schwere Masse mit weicher elastischer
Kopplung vorgesehen werden soll. Dabei kann die Dämpfung in Abhängigkeit der Frequenz
optimal bezüglich der stationären Isolationsgüte gewählt werden.
Ein weicher Isolator lässt große Verformungen aufgrund statischer Last zu. Dieses Problem
kann mit Hilfe eines innovativen semiaktiven Systems, basierend auf einem hydraulischen
Aktor und einem Druckregler, gelöst werden. Es wird gezeigt, dass solch eine nichtlineare
hydraulische Steuerung mit einem Schieberventil eine komplizierte Dynamik aufweist. Es
werden dafür Bifurkationsdiagramme mit Hilfe von Monte-Carlo-Simulationen erzeugt. Je
nach Ventilauslegung, Anregung und Anfangsbedingungen können stationäre fremderregte
oder selbsterregte Schwingungen, chaotische Schwingungen oder sogar globale Instabilität
simulationstechnisch nachgewiesen werden.
Um die Auslegung von solchen Systemen zu vereinfachen, wird ein graﬁsches Werkzeug (die
Verhaltenskarte) vorgeschlagen, womit Stabilät und Aperiodizität eines linearen Systems
mit konstanten Koeﬃzienten im Parameterraum kompakt dargestellt werden kann. Ein
Kriterium anhand der Struktur der Beobachbarkeitsmatrix wird formuliert und bewiesen.
Die Kombination dieser zwei Werkzeuge ermöglicht es, die Parameter des Systems so zu
wählen, dass die Sprungantwort des Systems aperiodisch und monoton erfolgt. Insbeson-
dere können Überschwinger ausgeschlossen werden.
Eine weitere Möglichkeit, Torsionsschwingungen zu bekämpfen, besteht darin, ein Flieh-
kraftpendel einzusetzen. Es wird eine innovative steuerbare Variante vorgestellt. Das Schal-
ten zwischen unterschiedlichen Tilgerordnungen wird detailliert betrachtet und eine opti-
male Schaltstrategie vorgeschlagen. Die Schaltstrategie wird anhand eines linearisierten
Modells entwickelt. Sie wird für das nichtlineare System mit Erfolg angewendet. Dabei
muss allerdings die Leistungselektronik in der Lage sein, eine große Leistung während
kurzer Zeit beizusteuern.
Die Konzepte, die in dieser Arbeit vorgestellt werden, sind für Verbrennungsmotoren ge-
dacht. Die Elektriﬁzierung des Antriebsstrangs bringt neue Chancen und neue Herausfor-
derungen für die Automobilindustrie mit sich. Für Hybridfahrzeuge ist es denkbar, den
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Elektromotor für die Schwingungsbekämpfung zu benutzen. Bei vollelektrischen Fahrzeu-
gen sind die Momentenschwankungen, die von dem Verbrennungsmotor verursacht werden,
komplett weg. Es bedeutet jedoch nicht, dass damit alle Schwingungsprobleme gelöst sind.
Es wird höchstwahrscheinlich andere Probleme geben. Darüber freut sich der Ingenieur,
denn es ist gerade seine Aufgabe, technische Lösungen zu ﬁnden.
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Zusammenfassung und Ausblick
Im Rahmen dieser Arbeit werden dynamische Systeme mit nichtlinearen Diﬀerentialglei-
chungen modelliert. Alle realen Systeme sind nichtlinear, leider lassen sich nichtlineare
Diﬀerentialgleichungen sehr selten in geschlossener Form lösen. Dagegen sind die Lösungen
von linearen Diﬀerentialgleichungen bekannt. In diesem Teil werden die nötigen mathema-
tischen Werkzeuge dargestellt, um nichtlineare Systeme zu linearisieren, um lineare System
zu untersuchen und optimal zu regeln.
Ein Weg, lineare Diﬀerentialgleichungen zu erzeugen, besteht darin, kleine Änderungen der
Zustandsgrößen um eine interessante Grundlösung, zum Beispiel eine Gleichgewichtslage
oder eine periodische Lösung, zu betrachten. In Abschnitt 9.1 wird diese Art von lokaler
Linearisierung kurz dargestellt. Diese Methode wird im Rahmen der Entwicklung einer
optimalen Regelung angewendet (Siehe Abschnitt 7.5.3).
Es kann aber vorkommen, dass die globalen Eigenschaften eines Systems beschrieben wer-
den sollen. Falls die zu untersuchenden Lösungen periodisch sind, bietet sich ein anderes
Verfahren an: die harmonische Balance. In Abschnitt 9.2 wird sie kurz zusammengefasst
und in den Kapiteln 5 und 6 angewendet, um Grenzzyklen zu bestimmen.
Die harmonische Balance ist ein interessantes Werkzeug, um einfache analytische periodi-
sche Näherungslösungen zu ﬁnden. Es gibt aber Fälle, wo die Lösung mit großer Genau-
igkeit bestimmt werden muss. Dann kann der Newton-Raphson-Algorithmus angewendet
werden, der in Kapitel 10 beschrieben wird. Dieser Algorithmus braucht eine Anfangsab-
schätzung der zu bestimmenden numerischen Lösung, die von der Methode der harmoni-
schen Balance geliefert werden kann. Er löst dann linearisierte Gleichungen, um nach einer
numerischen Lösung zu streben.
Die drei bereits erwähnten Methoden können dazu dienen, Näherungslösungen zu ﬁnden.
Eine Lösung ist von den aktuellen Werten der Systemparameter und den Anfangsbedi-
gungen vollständig bestimmt. Es stellt sich natürlich die Frage, wie die Lösungen mit
den Parametern qualitativ variieren können. Für lineare Systeme mit konstanten Koeﬃ-
zienten gibt es bereits eine vollständige Theorie. In dieser Arbeit werden Eigenschaften
wie Stabilität und aperiodische Sprungantwort untersucht. Kriterien diesbezüglich werden
im Parameterraum graﬁsch dargestellt. Diese neue graﬁsche Methode wird in Kapitel 11
beschrieben. Es wird auch ein Kriterium für die Beobachtbarkeitsmatrix formuliert und
bewiesen. Es garantiert, dass eine Zutandsgröße eines aperiodischen Systems eine streng
monotone Sprungantwort aufweist.
Manche Systeme, die in dieser Arbeit untersucht werden, sind geregelt. Für lineare Systeme
gibt es mächtige Methoden. Eine davon ist die linear-quadratisch-optimale Zustandsrück-
führung (LQR). Sie dient dazu, eine Regelung für ein lineares System so zu gestalten, dass
ein quadratisches Funktional minimiert wird. In dieser Arbeit wird solch eine Regelung
anhand eines linearisierten Systems entwickelt und für das originale nichtlineare System
erfolgreich angewendet. Die Methode wird in Kapitel 12 vorgestellt.
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Lineare Modelle sind für Ingenieure von großer Bedeutung, weil sie sich besonders einfach
untersuchen lassen. Die Realität ist im Grunde genommen nichtlinear, dennoch lässt sie
sich in manchen Fällen mit linearen Modellen ausreichend gut beschreiben. Die Literatur
dazu ist umfangreich. Zwei interessante Beispiele sind in Chen [11] gegeben. Dort wird
nicht nur die Stabilität von Gleichgewichtslagen untersucht sondern auch das qualitatives
Verhalten von nichtlinearen Systemen im Phasenraum mit Hilfe der Hurwitzschen [30] und
Fullerschen Kriterien [22] dargestellt.
Im Abschnitt 9.1 wird die Linearisierung eines diﬀerenzierbaren Systems um eine Lö-
sung erklärt. Wenn das System eine periodische Lösung aufweist, bietet sich die Me-
thode der harmonischen Balance an. Sie hat den Vorteil, dass das System nicht un-
bedingt diﬀerenzierbar sein muss. Die Methode und ihre Einschränkungen werden im
Abschnitt 9.2 erläutert.
9.1 Linearisierung um eine Lösung
Die Untersuchung der Stabilität einer Lösung von einem System von Diﬀerentialgleichun-
gen ist ein wesentlicher Teil jeder Dynamikvorlesung [27]. Die Linearisierung der Glei-
chungen um die zu untersuchende Lösung, falls sie möglich ist, liefert häuﬁg wichtige
Erkenntnisse.
Es wird angenommen, dass das mathematische Modell des dynamischen Systems als ein
System von Diﬀerentialgleichungen erster Ordnung beschrieben wird.
dx
dt
= f(x, t) (9.1)
mit xT =
[
x1 x2 . . . xn
]
und fT =
[
f1 f2 . . . fn
]
. Es wird angenommen, dass die
Existenz und die Eindeutigkeit der Lösungen von (9.1) für t im Intervall I = [t0; +∞[
gewährleistet ist. In diesem Fall wird eine Lösung durch ihre Anfangsbedingungen eindeutig
bestimmt. Sei x0(t) eine Lösung von (9.1). Wenn die Funktion f C∞ bei x = x0 ist, dann
lässt sie sich in einer Taylorreihe entwickeln. Es gilt:
dx
dt
= f(x0, t) +
∂f
∂x
∣∣∣∣∣
x=x0
(x − x0) + g(x,x0, t) (9.2)
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∂f
∂x
∣∣∣∣∣
x=x0
ist die Jacobi-Matrix von f . g enthält die nichtlinearen Glieder der Taylorreihe
(9.2) bezüglich x.
Die Linearisierung des Systems besteht darin, die Funktion g als vernachlässigbar zu be-
trachten. Das Ergebnis ist nur lokal gültig, weil die vernachlässigten nichtlinearen Terme
müssen im Vergleich zum linearen Teil klein bleiben. Es ergibt sich:
d(x − x0)
dt
=
∂f
∂x
∣∣∣∣∣
x=x0
(x − x0) (9.3)
9.2 Harmonische Balance
Es gibt Fälle, wo die Funktion f in der Nähe einer Lösung nicht diﬀerenzierbar ist. In
Magnus [55] und Hagedorn [27] werden Methoden dargestellt, die dann eingesetzt wer-
den können. Falls das zu untersuchende System periodische Lösungen aufweist, kann die
Methode der harmonischen Balance verwendet werden.
Die allgemeine Gültigkeit dieser Linearisierung ist mathematisch umstritten. Wenn die pe-
riodische Lösung existiert, dann liefert diese Methode in der Regel brauchbare Näherungs-
lösungen. Wenn sie zur Suche von periodischen Lösung eingesetzt wird, liefert sie manchmal
falsche Ergebnisse. Lasalle [43] gibt solch ein Beispiel, das ursprünglich von Singh [82]
stammt. Aus diesem Grund ist sie zum Beispiel von Stark [84] weiterentwickelt worden.
In dieser Arbeit sind Systeme mit selbsterregten Schwingungen unerwünscht. Die Metho-
de wird eingesetzt, um die Grenze des Parameterraums zu ﬁnden, innerhalb derer kein
Grenzzyklus entsteht. Wenn diese Grenze näherungsweise bestimmt ist, dann kann sie
nach Bedarf mit Hilfe numerischer Zeitsimulation präzisiert bzw. korrigiert werden. Der
Einsatz dieser Methode in ihrer klassischen Ausführung ist im Rahmen dieser Arbeit wegen
dieser Kontrollmöglichkeit (siehe Kapitel 10) zulässig.
Sei f eine reelle skalare ungerade Funktion (f(x) = f(−x)), x eine reelle skalare periodische
Funktion der Zeit. Die Periode ist T .
f : R2 −→ R
{x, x˙} → f(x, x˙)
Die Lösung x wird in einer Fourierreihe entwickelt. Davon werden nur die ersten Terme
behalten. ω ist die Grundfrequenz.
ω =
2π
T
x = xˆ cosωt + xˆ0
x˙ = −xˆω sinωt
(9.4)
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Die Idee besteht darin, die nichtlineare Funktion f auf eine lineare Funktion zu projizieren,
so dass der Abstand zwischen den zwei Funktionen minimal ist. Es wird einen Abstand e
deﬁniert:
e(t) = f(x, x˙) − a1x − b1x˙ − a0 (9.5)
Der mittlere quadratische Fehler J während einer Periode T soll minimal sein.
J =
1
T
∫ T
0
e2(t)dt (9.6)
Die Minimierungsbedingungen lauten:
∂J
∂a0
=
2
T
∫ T
0
e(t)
∂e
∂a0
dt = 0
∂J
∂a1
=
2
T
∫ T
0
e(t)
∂e
∂a1
dt = 0
∂J
∂b1
=
2
T
∫ T
0
e(t)
∂e
∂b1
dt = 0
(9.7)
Damit lassen sich a0, a1 und b1 bestimmen.
a0 =
1
T
∫ T
0
f(xˆ cosωt + xˆ0,−xˆω sinωt)dt
a1 =
2
T xˆ
∫ T
0
f(xˆ cosωt + xˆ0,−xˆω sinωt) cosωtdt
b1 = − 2
T xˆω
∫ T
0
f(xˆ cosωt + xˆ0,−xˆω sinωt) sinωtdt
(9.8)
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Systemen
In Kapitel 12 wird eine Optimierungsaufgabe im Zusammenhang mit der linearen Regelung
gelöst. In diesem Kapitel wird kurz erläutert, wie die Suche nach einer Lösung von einem
System von Diﬀerentialgleichungen auch als Optimierungsaufgabe formuliert und gelöst
werden kann.
Die Systeme, die hier betrachtet werden, sind stetig und stückweise linear. Wenn i der
Index eines linearen Stücks ist, dann gilt:
x˙ = Aix + bi (10.1)
x ist der Zustandsvektor mit den Komponenten:
xT =
[
x1 x2 . . . xn−1 xn
]
(10.2)
Sei tij die Zeit, in der das System den Bereich i verlässt und in Bereich j fährt. Die
Übergangsbedingung kann mit der folgenden Gleichung bestimmt werden:
Hij(x) = 0 (10.3)
Es wird angenommen, dass die Systeme bei t = tij stetig sind. Es gilt
Aix(t
−
ij) + bi = Ajx(t
+
ij) + bj (10.4)
Diese stetigen stückweise linearen Syteme können eine reichhaltige Dynamik aufweisen:
mehrere Gleichgewichtslagen, Grenzzyklen und chaotische Schwingungen. Die Eigenschaf-
ten der zwei ersten Lösungsarten können mit Hilfe direkter numerischer Simulation nur
dann ermittelt werden, falls sie stabil sind. Das Newtonverfahren bietet sich an, um insta-
bile Grenzzyklen zu ermitteln.
Das klassische Verfahren hat einen wesentlichen Vorteil und zwei bekannte Nachteile. Die-
ser Algorithmus konvergiert quadratisch, was extrem eﬃzient ist. Aus diesem Grund ist
er sehr verbreitet. Eine Sammlung von originalen Anwendungen wird von Bellmann [4]
angeboten. Es können zum Beispiel die Koeﬃzienten der Fourierreihe eines periodischen
Signals gefunden werden.
Es ist aber von Nachteil, dass es ein lokales Verfahren ist. Demzufolge soll eine relativ gute
Näherung der gesuchten Lösung vorhanden sein. Außerdem ist das klassische Newtonsche
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Verfahren nur für glatte Funktionen geeignet, weil die Jakobi-Matrix mitberechnet werden
soll.
Um diese zwei Nachteile zu umgehen, gibt es zwei Möglichkeiten. Die erste besteht darin,
ein anderes Optimierungsverfahren auszuwählen. Ein Beispiel wäre ein genetischer Algo-
rithmus, in der Ausführung mit realen Zahlen. Das Buch von Haupt [28] bietet eine sehr
klare Einführung in diese Thematik.
In dieser Arbeit wurde entschieden, das Newtonverfahren aufgrund seiner Recheneﬃzienz
zu behalten. Die Methode der harmonischen Balance wird konsequent eingesetzt, um ei-
ne Näherungslösung zu ﬁnden. Außerdem werden Methoden der nichtglatten Mechanik
angewendet, um die Jacobi-Matrix richtig zu berechnen.
Als Basis für das Newtonverfahren wird der Algorithmus von Parker und Chua [67] für
die Suche nach einem Grenzzyklus vorgestellt. Zur richtigen Berechnung der Jacobi-Matrix
wird ein Korrekturverfahren verwendet, dass in di Bernardo [5] oder in Müller [61]
zusammengefasst wird. Die Kombination dieser zwei Methoden zu diesem Zweck wurde be-
reits bei Adolfsson [1] erfolgreich verwendet. Im nächsten Abschnitt wird diese Methode
zusammengefasst.
10.1 Suche nach dem Grenzzyklus in einem glatten
homogenen System
Im Buch vom Parker und Chua wird diese Methode „autonomes Schießverfahren“
genannt (siehe S. 120).
Sei ein System beschrieben durch ein System von autonomen Diﬀerentialgleichungen erster
Ordnung mit Anfangsbdingungen.
x˙ = f(x), x(t = 0) = xT (10.5)
Es wird angenommen, dass ein Grenzzyklus eine Lösung von diesem System ist. Dann
kann einen Fluss deﬁniert werden, der der Lösung dieser Diﬀerentialgleichung entspricht.
x(t) = ϕ(xT, t) (10.6)
Es werden also die Anfangsbedingungen xT und die Periode T gesucht, so dass die folgende
Funktional null wird.
J(xT, T ) = ϕ(xT, T ) − xT = 0 (10.7)
Jeder Punkt des Zyklus ist eine Lösung für diese Gleichung. Um die Lösung eindeutig zu
bestimmen, wird eine Poincaré-Fläche im Phasenraum deﬁniert, worauf die Lösung sich
beﬁnden muss. Die Fläche lautet:
H(x) = 0 (10.8)
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Seien x0 und T0 Näherungen von xT und T . Die Abweichungen δx und δT werden
folgenderweise deﬁniert
xT =x0 + δx
T =T0 + δT
(10.9)
Das Funktional (10.7) und die Poincaré-Fläche (10.8) lassen sich in eine Taylorreihe
entwickeln:
J(x0, T0) +
(
∂J
∂x
)
x0
δx +
(
∂J
∂t
)
T0
δT = 0
H(x0) +
(
∂H
∂x
)
x0
δx = 0
(10.10)
Die linearen Gleichungen (10.10) lassen sich in Matrizenschreibweise darstellen:⎡
⎢⎢⎢⎢⎣
(
∂ϕ
∂x
)
x0,T0
− E
(
∂ϕ
∂t
)
x0,T0(
∂H
∂x
)
x0
0
⎤
⎥⎥⎥⎥⎦
[
δx
δT
]
= −
[
ϕ(x0, T0) − x0
H(x0)
]
(10.11)
Alle diese Gleichungen gelten für glatte Systeme. Wenn das System nichtglatt ist, dann
stellt sich die Frage, was die Matrix
(
∂ϕ
∂x
)
x0,T0
und der Vektor
(
∂ϕ
∂t
)
x0,T0
bedeuten.
(
∂ϕ
∂t
)
x0,T0
lässt sich sofort bestimmen, weil eine Poincaré-Fläche immer gewählt werden
darf, so dass die folgende Gleichung sinvoll ist, auch wenn f nicht glatt ist.(
∂ϕ
∂t
)
x0,T0
= f(ϕ(x0, T0)) (10.12)
Die Bestimmung der Jacobi-Matrix wird im nächsten Abschnitt betrachtet.
10.2 Korrektur der Jacobimatrix
Bei glatten Systemen ist die Jacobi-Matrix überall deﬁniert. Bei stückweise glatten Sys-
temen ist sie stückweise deﬁniert. Um sie zu einer gewissen Zeit t zu bestimmen, ist es
nicht zweckmäßig, alle Jacobi-Matrizen von den Bereichen, wodurch die Trajektorie ﬂießt,
miteinander chronologisch zu multiplizieren. Die Ai sind die Systemmatrizen von den Be-
reichen, wodurch das Fluss geﬂossen ist, beginnnend bei A0 bei t = 0. An wird bei bei
t = T0 erreicht.
(
∂ϕ
∂x
)
x0,T0
= An . . .A1A0 (10.13)
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Im Allgemeinen gilt die Beziehung (10.13) nicht. Bei jedem Übergang muss noch eine
Korrektumatrix eingefügt werden, eine sogenannte Sprungmatrix. Auf die Herleitung der
allgemeinen Formel der Sprungmatrix wird hier verzichtet. Sie kann in di Bernardo [5]
oder Adolfsson [1] gefunden werden.
Die korrekte Jacobimatrix lautet, mit Qij die Korrekturmatrix für den Übergang von
Bereich i zum Bereich j:
(
∂ϕ
∂x
)
x0,T0
= An . . .Q12A1Q01A0 (10.14)
Die Sprungmatrix hat eine besonders einfache Struktur.
Qij = E +
((Aj − Ai)x(tij) + bj − bi)
(
∂H
∂x
)
x(tij)(
∂H
∂x
)
x(tij)
(Aix(tij) + bi)
(10.15)
Falls das System wie (10.4) stetig ist, ist Qij die Einheitsmatrix. Für diese stetigen Systeme
ist die Beziehung (10.13) doch korrekt.
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In Kapitel 9 wurden Methoden erwähnt, um Systeme von linearen Diﬀerentialgleichungen
zu erzeugen. In dem vorliegenden Kapitel werden lineare Systeme mit konstanten Koeﬃ-
zienten untersucht. Das Ziel besteht darin, ein einfaches graﬁsches Kriterium herzuleiten,
um die asymptotische Stabilität und die monotone aperiodische Sprungantwort im Para-
meterraum leicht vorhersagen zu können. Dafür sind die folgenden Schritte notwendig.
Die linearen Diﬀerentialgleichungssysteme werden in dieser Arbeit in Zustandsform darge-
stellt. Die Begründung liegt darin, dass schwerpunktmäßig geregelte Systeme untersucht
werden, wofür diese Schreibweise geeignet ist. Eine Variante der Zustandsform ist die Re-
gelungsnormalform, die im engen Zusammenhang mit dem charakteristischen Polynom ist.
Alle diese Konzepte werden in den Abschnitten 11.1 und 11.2 erläutert.
Die wichtigste Eigenschaft eines technischen Systems ist Stabilität. Allerdings ist Stabilität
ein vielseitiges Wort, wie z.B. Thomsen (S. 213) [87] es beschreibt. Die Deﬁnition nach
Ljapunow wird im Abschnitt 11.3 rekapituliert. Es gibt Kriterien, um die Stabilität anhand
der Systemparameter zu bestimmen. Die Parameter des Systems lassen sich sehr kompakt
als die Koeﬃzienten des charakteristischen Polynoms zusammenfassen. In der vorliegen-
den Arbeit wird dieser Parameterraum immer bevorzugt. Die Version von Liénard und
Chipart [47], wie sie von Wauer, Wedig [77] wiedergegeben wird, wird angewendet.
Seyranian [81] gibt eine geschickte Herleitung der Stabilitätskriterien, die für eine graﬁ-
sche Darstellung sehr geeignet ist. Er betrachtet die Stabilitätsgrenze als eine Hyperﬂäche
des Parameterraums. Diese Idee wird in diesem Kapitel aufgegriﬀen.
Ein weiteres Merkmal linearer asymptotisch stabiler Systeme ist die Sprungantwort, welche
in Abschnitt 11.4 diskutiert wird. Es ist damit Folgendes gemeint. Das lineare System hat
eine Gleichgewichtslage wegen konstanter äußerer Anregung erreicht. Wenn sie sprungartig
einen anderen Wert annimmt, dann ändern sich die Zustandsgrößen und nähern sich asym-
ptotisch der neuen Gleichgewichtslage. Dieses transiente Verhalten kann unterschiedliche
Gestalten aufweisen, je nach Systemparameter und betrachteter Zustandsgröße: Aperi-
odisch oder nicht, monoton oder nicht, mit oder ohne Überschwinger.
Überschwinger sind eher unerwünscht und es wird in dieser Arbeit eine Methode vorge-
schlagen, um sie zu vermeiden, basierend auf der folgenden Idee: Wenn eine Zustandsgröße
aperiodisch und monoton auf einen Sprung der Anregung antwortet, dann weist sie keinen
Überschwinger auf.
Ähnlich wie die Stabilität, kann die Aperiodizität des Systems mit einem Kriterium
(Fuller [22]) bestimmt werden. Anschließend dazu kann die Idee von Seyranian er-
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weitert und zur graﬁschen Darstellung der Grenzen für Aperiodizität des Systems im
Parameterraum angewendet werden.
Falls das ganze System aperiodisches Zeitverhalten aufweist, wird in dieser Arbeit eine
notwendige und hinreichende Bedingung hergeleitet, damit eine gewählte Zustandsgröße
monoton und aperiodisch auf einen Anregungssprung reagiert.
Die graﬁsche Darstellung der Grenzen für Stabilität und für aperiodische Sprungantwort
im Parameterraum werden Verhaltenskarten genannt. Sie werden für Systeme von 2. bis
4. Ordnung in den Abschnitten 11.5 bis 11.7 gegeben. Damit können die wesentlichen
Eigenschaften eines linearen Systems direkt abgelesen werden. Mit Hilfe der erwähnten
zusätzlichen Bedingung können Systeme, für die eine gewählte Zustandsgröße keinen Über-
schwinger aufweisen darf, einfach ausgelegt werden.
Auf die Darstellung der Verhaltenskarte 5. Ordnung wird verzichtet, weil die Hyper-
ﬂäche für aperiodische Sprungantwort sich nur numerisch und nicht mehr analytisch
bestimmen lässt.
11.1 Matrizenschreibweise von linearen Systemen
In diesem Abschnitt wird das lineare System von Diﬀerentialgleichungen in Zustandsform
gegeben. Es wird bezüglich der Zeit skaliert, damit das charakteristische Polynom verein-
facht wird. Es wird anschließend erklärt, wie das System in Regelungsnormalform gebracht
werden kann. Es wird bewiesen, dass die Parameter des Systems so gewählt werden kön-
nen, dass für eine ausgewählte Zustandsgröße diese Transformation nur eine Multiplikation
mit einer Konstante zur Folge hat.
11.1.1 Zustandsform
Die Gleichung (11.1) gilt als allgemeines mathematisches Modell für die Systeme, die in
diesem Teil untersucht werden sollen. Das System wird in Zustandsform dargestellt. x(t)
ist ein reeller Vektor der Länge n ∈ N∗.
x(t) =
[
x1(t) x2(t) . . . xn(t)
]T
A ist eine reelle, zeitinvariante quadratische Matrix in Mn(R). b ist ein reeller Vektor in
Mn,1(R) und h (t) die Sprungfunktion, die in (11.2) gegeben wird.
dx(t)
dt
= Ax(t) + bh (t)
x(0) = −A−1bh(0)
(11.1)
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h(t) =
{ −1 wenn t ≤ 0
0 wenn t > 0
(11.2)
Es werden zwei Annahmen bezüglich A getroﬀen:
• (−1)n det(A) > 0. Damit wird einerseits gewährleistet, dass A invertierbar ist. An-
dererseits ist es eine notwendige Bedingung der asymptotischen Stabilität des Sys-
tems. Es hat aber zur Folge, dass alle Eigenwerte des System ungleich Null sind
(siehe (11.27)).
• Das System ist steuerbar. Dies bedeutet konkret, dass das System von einem An-
fangszustand zu einem anderen Zustand mit geschickt gewähltem Steuergröße u(t)
anstatt Sprungfunktion h(t) gebracht werden kann. Siehe Abschnitt 12.2 für aus-
führlichere Information.
11.1.2 Günstige Zeitskala für die Zustandsform
Zunächst wird das System bezüglich der Zeit dimensionslos gemacht. Sei t = τT0. τ ist die
dimensionslose Zeit. Die Normierungszeit ist T0. Es gilt:
T0 = ((−1)n det(A))−
1
n (11.3)
Damit lassen sich A und b transformieren
A1 = ((−1)n det(A))−
1
n A
b1 = ((−1)n det(A))−
1
n b
(11.4)
Das System im Zustandsform lautet jetzt:
dx(τ)
dτ
= A1x + b1h (τ)
x(0) = A1
−1b1
(11.5)
Die Steuerbarkeitsmatrix wird von Föllinger [20] folgenderweise deﬁniert:
Q =
[
b1 A1b1 A1
2b1 . . . A1
n−2b1 A1
n−1b1
]
=
⎡
⎢⎢⎣
Q1,1 . . . Q1,n
...
. . .
...
Qn,1 . . . Qn,n
⎤
⎥⎥⎦ (11.6)
Sie ist invertierbar, weil angenommen wurde, dass das System steuerbar ist. Damit lässt
sich das System in Regelungsnormalform bringen.
141
11 Verhalten linearer Systeme
11.1.3 Regelungsnormalform
In Föllinger [20] wird erklärt, wie das System (11.5) in Regelungsnormalform (11.8) mit
Hilfe der Transformationsmatrix T2 (11.9) transformiert werden kann. Im Grunde genom-
men wird das System als Kette von Integratoren dargestellt und die Anregung ﬁndet nur
bei der letzten Zustandsgröße (die mit der höchsten Ableitung) statt. Die Variablentrans-
formation und der neue Zustandsvektor lauten:
z(τ) = T2x(τ)
z(τ) =
[
z1(τ) . . . zn−1(τ) zn(τ)
]T (11.7)
Die damit transformierte Gleichung lautet:
z˙(τ) = A2z(τ) + b2h (τ) (11.8)
Die Transformationsmatrix T2 lautet:
T2 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
t2T
t2TA1
...
t2TA1
n−2
t2TA1
n−1
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
(11.9)
Der Vektor t2T ist die letzte Zeile der inversen Steuerbarkeitsmatrix Q−1. Er lässt sich
folgenderweise bestimmen:
b2 = T2b1 =
[
0 . . . 0 1
]T
(11.10)
Die reelle zeitinvariante Matrix A2 lautet:
A2 =T2A1T2
−1 = (11.11)⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 . . . 0 0
0 0 1 . . . 0 0
...
...
...
. . .
...
...
0 0 0 . . . 1 0
0 0 0 . . . 0 1
−1 −an−1 −an−2 . . . −a2 −a1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Die Koeﬃzienten der letzten Zeile sind gerade die Koeﬃzienten des charakteristischen
Polynoms von A1. Im nächsten Abschnitt wird das charakteristische Polynom deﬁniert
und explizit geschrieben.
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Es kann festgestellt werden, dass die Matrix der Eigenvektoren von A2 eine Vandermonde-
Matrix ist, wenn alle Eigenwerte λi, i ∈ 1;n unterschiedlich sind.
V =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 1 1 . . . 1 1
λ1 λ2 λ3 . . . λn−1 λn
...
...
...
. . .
...
...
λn−31 λ
n−3
2 λ
n−3
3 . . . λ
n−3
n−1 λ
n−3
n
λn−21 λ
n−2
2 λ
n−2
3 . . . λ
n−2
n−1 λ
n−2
n
λn−11 λ
n−1
2 λ
n−1
3 . . . λ
n−1
n−1 λ
n−1
n
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(11.12)
Es ist bemerkenswert, dass die transformierte Zustandsgröße z1(τ) im Allgemeinen eine
lineare Kombination der Komponenten des urpsrünglichen Zustandsgrößenvektors x(τ)
ist. Es gibt aber Fälle, wo z1(τ) proportional zu einer einzigen ursprünglichen Zustands-
größe, zum Beispiel xn(τ), ist. Die Bedingungen für die Existenz dieser Fälle lassen sich
folgenderweise bestimmen.
Theorem 1. Sei das System in Zustandsform (11.5) und die entsprechende Regelungsnor-
malform (11.8) sei gegeben mit:
dx(τ)
dτ
= A1x(τ) + b1h (τ)
z1(τ) ist proportional zu xn(τ) wenn und nur wenn die Beobachtbarkeitsmatrix Q bestimmte
Eigenschaften besitzt. Es gilt:
z1(τ) =
1
Qn,n
xn(τ) ⇔ ∀j ∈ 1, n − 1, Qn,j = 0
Qn,n = 0 (11.13)
Beweis. Sei
en =
[
0 0 . . . 0 1
]T
Um die hinreichende Bedingung zeigen zu können, wird zunächst angenommen, dass die
Beziehungen (11.13) für Q gelten. Die Transformationsmatrix T2 bringt das System (11.5)
in Regelungsnormalform. Es gilt:
z(τ) = T2x(τ) (11.14)
Die Gleichung (11.10) kann folgenderweise umgeformt werden:
T2b1 = en
⇔QT t2 = en
⇔
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
Q1,1 Q2,1 . . . Qn−1,1 0
Q1,2 Q2,2 . . . Qn−1,2 0
...
...
. . .
...
...
Q1,n−1 Q2,n−1 . . . Qn−1,n−1 0
Q1,n Q2,n . . . Qn−1,n Qn,n
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
t2 = en (11.15)
143
11 Verhalten linearer Systeme
Da Q invertierbar ist, ergibt sich aus (11.15), dass t2 unbedingt proportional zu en sein
soll. Es gilt:
t2 =
1
Qn,n
en (11.16)
Aus den Gleichungen (11.14) und (11.9) kann dann direkt abgelesen werden, dass
z1(τ) =
1
Qn,n
xn(τ). (11.17)
Um die nötige Bedingung zu zeigen, wird jetzt angenommen, dass für ein α ∈ R∗, das noch
zu bestimmen ist, gilt:
z1(τ) = αxn(τ) (11.18)
Die Transformationsmatrix T2 bringt das System (11.5) in Regelungsnormalform.Es gilt:
z(τ) = T2x(τ) (11.19)
Aus (11.18) und aus der ersten Zeile von (11.19) gilt
t2
T = αen
T (11.20)
Die Gleichung (11.10) kann folgenderweise umgeformt werden:
T2b1 = en
⇔QT t2 = en
(11.21)
Wird Gleichung (11.20) in (11.21) eingefügt, ergibt sich
QTen =
1
α
en (11.22)
Gleichung (11.22) bedeutet, dass die letzte Spalte von QT proportional zu en ist. Der
Proportionalitätskoeﬃzient α lautet:
α =
1
Qn,n
(11.23)
Das Theorem ist damit bewiesen.
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11.2 Charakteristisches Polynom und Eigenwerte
Im vorherigen Abschnitt wird erwähnt, dass die Regelungsnormalform und das charak-
teristische Polynom der Systemmatrix A1 eng miteinander verbunden sind. In diesem
Abschnitt wird die klassische Deﬁnition des charakteristischen Polynoms gegeben. Da die
Wurzel des Polynoms (die Eigenwerte des Systems) von großer Bedeutung in der Analyse
von linearen Diﬀerentialgleichungen sind, wird an die Vietaschen Beziehungen zwischen
Wurzeln und Koeﬃzienten eines Polynoms errinert.
Es wird gezeigt, dass eine qualitative Änderung des Systemverhaltens wie Stabilitätsverlust
in erster Linie auf die Eigenschaften eines Wurzelpaares zurückzuführen ist (es wurde
detA = 0 angenommen). Es bietet sich dann an, weitere Beziehungen zwischen Wurzeln
und Koeﬃzienten herzuleiten, in denen dieses Wurzelpaar hervorgehoben werden.
11.2.1 Das dimensionslose charakteristische Polynom
Die Deﬁnition des charakteristischen Polynoms und der Eigenwerte wie Korn [38] sie
gibt lauten:
Deﬁnition 1. Das charakteristische Polynom PA1(λ), λ ∈ C, der quadratischen n × n
Matrix A1 wird durch die folgende Beziehung deﬁniert:
PA1(λ) = det(λI − A1) (11.24)
wobei I die n × n Einheitsmatrix ist.
Die Zeitskala (11.3) wurde so gewählt, dass das charakteristische Polynom von A1 lautet:
PA1(λ) = λ
n +
n−1∑
j=1
ajλ
n−j + 1 (11.25)
wobei die aj insgesamt n − 1 reelle Koeﬃzienten sind.
Deﬁnition 2. Die Eigenwerte der quadratischen n × n Matrix A1 sind die Wurzel ihres
charakteristischen Polynoms PA1(λ).
11.2.2 Klassische Beziehungen zwischen Wurzeln und Koeﬃzienten
In diesem Abschnitt werden die klassischen (Vietaschen) Beziehungen zwischen Koef-
ﬁzienten und Wurzel eines Polynoms ermittelt, wie sie zum Beispiel in Korn [38] zu
ﬁnden sind.
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Der Fundamentalsatz der Algebra (siehe Korn [38]) garantiert, dass das charakteristische
Polynom n-ter Ordnung (11.25) gerade n Wurzeln in C, die λj genannt werden, besitzt.
Es lässt sich dadurch umschreiben in:
Pn(λ) =
n∏
j=1
(λ − λj) (11.26)
Dadurch ergeben sich die Beziehungen zwischen Wurzeln und Koeﬃzienten:
a0 = 1
a1 = −(λ1 + λ2 + · · · + λn)
a2 = λ1λ2 + λ1λ3 + . . .
a3 = −(λ1λ2λ3 + λ1λ2λ4 + . . . )
...
an = (−1)n
n∏
j=1
λj = 1
(11.27)
Aus der letzten Beziehung kann sofort erkannt werden, dass nur Systeme mit allen Eigen-
werten ungleich Null betrachtet werden, wie es am Anfang angenommen worden ist.
11.2.3 Weitere Beziehungen zwischen Wurzeln und Koeﬃzienten
Im nächsten Abschnitt wird gezeigt, dass das Verhalten des Systems sich qualitativ ändert,
wenn zwei aus den n Wurzeln besondere Eigenschaften haben. Es ist also natürlich das cha-
rakteristische Polynom (11.25) so umzuformen, dass ein Wurzelpaar gesondert behandelt
werden kann. Wir nehmen an, dass n ≥ 2 ist. Sei m = n − 2, n ∈ N
Pn(λ) = B(λ)C(λ)
B(λ) = λm + b1λ
m−1 + · · · + bm−1λ + bm
C(λ) = λ2 + c1λ + c2
(11.28)
Das Polynom C(λ) beinhaltet die Wurzeln, die in erster Linie die qualitativen Veränderun-
gen des Systemverhaltens bei Änderung der Systemparameter verursachen. Die Wurzeln
von B(λ) können auch dazu beitragen, aber zweitrangig. Es wird später anhand konkreter
Fälle zu erkennen sein.
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Es lässt sich rekursiv zeigen, dass zwischen den Koeﬃzienten aj, bj und c1, c2 von P (λ),
B(λ) und C(λ) folgende Beziehungen gelten:
a1 = c1 + b1
a2 = c2 + b1c1 + b2
a3 = b1c2 + b2c1 + b3
... (11.29)
an−2 = bm−2c2 + bm−1c1 + bm
an−1 = bm−1c2 + bmc1
an = 1 = bmc2
Sie werden im nächsten Abschnitt verwendet.
11.3 Stabilität
Stabilität ist ein vielseitiges Wort, das unterschiedliche Konzepte in sich birgt (siehe
Thomsen [87]). In diesem Abschnitt wird ein Teil der Ljapunowschen Theorie über
Stabilität zusammengefasst.
11.3.1 Deﬁnition
Sei x1(t) eine Lösung von (11.1) bei t ≥ 0, deren Stabilität zu untersuchen ist. Wir geben
hier die Deﬁnition der Stabilität nach Ljapunow, wie sie in Malkin [57] oder Hagedorn
[27] zu ﬁnden ist.
Deﬁnition 3. x1(t) ist stabil, wenn
∀ε > 0 ∃δε, |x(t = t0) − x1(t = t0)| < δε ⇒ |x(t) − x1(t)| < ε ∀t ≥ t0
Deﬁnition 4. x1(t) is attraktiv, wenn
∃ε > 0, |x(t = t0) − x1(t = t0)| < ε ⇒ lim
t→+∞
|x(t) − x1(t)| = 0
Deﬁnition 5. x1(t) is asymptotisch stabil, wenn sie stabil und attraktiv ist.
Die Stabilität einer Lösung wird also als Empﬁndlichkeit gegenüber einer Störung der
Anfangsbedingungen betrachtet.
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11.3.2 Stabilitätskriterium
Die asymptotische Stabilität von linearen Systemen ist von den Eigenschaften der Wurzeln
des charakteristischen Polynoms abhängig. Das System ist asymptotisch stabil, wenn und
nur wenn alle Wurzeln des charakteristischen Polynoms einen negativen Realeil haben
[57].
Die Ermittlung aller Wurzeln ist nicht nötig. Routh [79], gefolgt von Hurwitz [30] und
Liénard mit Chipart [47] haben Kriterien gegeben, um anhand der Koeﬃzienten des Po-
lynoms auf die asymptotische Stabilität des Systems einfach zurückzuschließen. Das letzte
Kriterium wird verwendet, wie es im Skript von Wauer und Wedig [77] zu ﬁnden ist.
Die Hurwitz-Matrix H des Polynoms wird folgenderweise deﬁniert:
H = (hi,j)i∈1,n,j∈1,n
=
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
a1 a3 a5 . . . 0 0
1 a2 a4 . . . 0 0
0 a1 a3 . . . 0 0
...
...
...
. . .
...
...
0 0 0 . . . an−1 0
0 0 0 . . . an−2 1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(11.30)
Sei Hk die Determinante der linken oberen Teilmatrix von H.
Hk = det
⎛
⎜⎜⎝
⎡
⎢⎢⎣
h1,1 . . . h1,k
...
. . .
...
hk,1 . . . hk,k
⎤
⎥⎥⎦
⎞
⎟⎟⎠ (11.31)
Es gibt n − 1 Ungleichungen, die die notwendigen und hinreichenden Bedingungen der
asymptotischen Stabilität bilden. Die n. Bedingung ist wegen der Normierung des Systems
immer erfüllt.
Hn−1 > 0
an−2 > 0
Hn−3 > 0
...
(11.32)
Mit diesem Kriterium kann die asymptotische Stabilität von jedem Punkt im Parameter-
raum {aj}, j ∈ 1;n − 1 geprüft werden. Sie bilden einen Raum, deren Grenzen noch zu
bestimmen sind. Im nächsten Abschnitt wird es getan.
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Bild 11.1: Stabilitätsverlust eines Wurzelpaares
11.3.3 Stabilitätsgrenze
In diesem Kapitel wird die Idee von Seyranian [81] vorgestellt. Im Grunde genommen
werden die Eigenwerte als gegeben betrachtet. Damit kann die Stabilitätsgrenze als eine
Hyperﬂäche im Raum der Koeﬃzienten des charakteristischen Polynoms aj parametrisch
bestimmt werden.
Die Grenze für die Stabilität entspricht dem Fall, wo mindestens zwei konjugiert komplexe
Wurzel rein imaginär sind, weil es angenommen wurde, dass Null kein Eigenwert sein darf.
Diese Lage ist im Bild 11.1 dargestellt. Bei Stabilitätsverlust (Flattern) wandert ein Paar
von Wurzeln unter Variation der Systemparameter von der linken komplexen Halbebene
in die rechte komplexe Halbebene.
Es empﬁehlt sich also, das charakteristische Polynom (11.25) so umzuformen, dass diese
grenzstabilen Wurzeln ±iμ1 gesondert behandelt werden können, wie es in (11.28) gemacht
worden ist. C(λ) und seine Koeﬃzienten c1 und c2 lauten in diesem Fall:
C(λ) = (λ − iμ1)(λ + iμ1)
C(λ) = λ2 + c1λ + c2
c1 = 0
c2 = μ
2
1 =
1
bm
(11.33)
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wobei μ1 ∈] − ∞, 0[
In diesem Fall lassen sich die Gleichungen (11.29) vereinfachen
a1 = b1
a2 =
1
bm
+ b2
a3 =
b1
bm
+ b3
...
an−2 =
bm−2
bm
+ bm
an−1 =
bm−1
bm
1
bm
= μ21
(11.34)
11.4 Sprungantwort von linearen Systemen
In dem vorigen Abschnitt werden notwendige und hinreichende Bedingungen angege-
ben, damit das System asymptotisch stabil auf eine Störung seiner Anfangsbedingungen
reagiert. In diesem Abschnitt werden die qualitativen Eigenschaften der Sprungantwort
diskutiert.
In dieser Arbeit werden ausschließlich Eingrößen-Systeme (SISO: Single Input Single Out-
put) betrachtet. Das bedeutet, dass das Zeitverhalten einer Zustandsgröße bei einer Sprun-
ganregung zu beobachten ist. Diese Antwort kann aperiodisch oder nicht, monoton oder
nicht, mit oder ohne Überschwinger sein.
In dieser Arbeit wird der Begriﬀ Überschwinger folgenderweise verwendet. Ein System
startet bei einer asymptotisch stabiler Gleichgewichtslage A und nähert sich asymptotisch
einer stabilen Gleichgewichtslage B wegen Sprunganregung h(t). Eine Zustandsgröße des
Systems weist keinen Überschwinger auf, wenn sie ihren asymptotischen Endwert nicht
überschreitet. Als Beispiel kann ein leeres Fass betrachtet werden, das mit Fluid gefüllt
werden soll. Die Fluidhöhe ist die Zustandsgröße, die beobachtet wird. Überschwinger
ist hier synonym von Überlauf. In Bild 11.2 ist die Sprungantwort eines Systems ohne
Überschwinger gezeigt. Der Zeitverlauf ist im Beispiel monoton, es muss aber nicht so sein.
Dagegen ist die Sprungantwort eines Systems mit Überschwinger in Bild 11.3 dargestellt.
Überschwinger bei Sprungantwort sind in der Regel unerwünscht. Die Anforderung, sie zu
vermeiden, ist daher von großer Bedeutung.
Für Systeme von zweiter bzw. dritter Ordnung (Siehe Kwon et al.[42] bzw. Lin und
fang [48]) gibt es nötige und hinreichende Bedingungen über die Übertragungsfunktion,
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Bild 11.2: Antwort ohne Überschwinger
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Bild 11.3: Antwort mit Überschwinger
die eine Antwort ohne Überschwinger garantieren. Für Systeme höherer Ordnung sind
hinreichende Bedingungen in der Literatur zu ﬁnden. Viele basieren auf der Übertragungs-
funktion, manche sind für eine Betrachtung im Zustandsraum direkt anwendbar.
In Phillips and Seborg [68] ist eine hinreichende Bedingung gegeben. Die Systemma-
trix soll „essentially positive“ sein. Dafür sollen Vorzeichenmuster untersucht werden. In
Rachid [73] wird als hinreichende Bedingung gegeben, dass die Pole und die Nullstellen
der Übertragungssfunktion bestimmte Verhältnisse haben und dass die Pole alle rein reell
und negativ sind.
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In dieser Arbeit wird eine einfache Idee verfolgt. Wenn die Sprungantwort aperiodisch
und monoton erfolgt, dann ist sie zwangsläuﬁg ohne Überschwinger. Die Bedingung ist
nur hinreichend. Sie ist nicht optimal. Es gibt andere hinreichende Bedingungen, die zum
Beispiel zu einer schnelleren Sprungantwort führen. Die hier dargestellte Methode ist aber
wohl die einfachste, wenn das System in Zustandsform gegeben ist.
Mit dem Kriterium von Fuller [22] kann anhand der Systemparameter geprüft werden,
ob die Eigenwerte alle rein reell sind. Im Abschnitt 11.4.1 wird eine leicht geänderte Dar-
stellung des Kriteriums gegeben. Sie basiert auf der Arbeit von Yang ([98], [97]), der eine
sehr einfache Methode eintwickelt hat, um die Wurzeln eines reellen Polynoms anhand
der Systemparameter einzuordnen. Wenn dabei das Kriterium von Liénard-Chipart [47]
gleichzeitig erfüllt ist, dann ist die Sprungantwort des Systems aperiodisch.
Als nächstes wird im Abschnitt 11.4.3 bewiesen, dass, wenn das System in Regelungsnor-
malform ist und aperiodisches Verhalten aufweist, die Sprungantwort einer Zustandsgröße
des Systems in Regelungsnormalform monoton ist.
Dazu kommt, dass eine notwendige und hinreichende Bedingung in Form des Theorems
1 bezüglich der Parameter des Systems bereits gegeben worden ist, damit die monoto-
ne Zustandsgröße des Systems in Regelungsnormalform proportional zu einer gegebenen
Zustandsgröße des ursprünglichen Systems in Zustandsform ist.
Es wird im Abschnitt 11.4.2 die Idee von Seyranian [81] zur Bestimmung der Gren-
ze für eine aperiodische Sprungantwort angepasst. Damit ist ihre graﬁsche Darstellung
wesentlich vereinfacht.
11.4.1 Kriterium für monotone Sprungantwort
In Yang [97] wird ein Kriterium gegeben, um zu bestimmen, ob alle Wurzeln eines reellen
Polynoms unterschiedlich und rein reell sind. Mit diesem Kriterium kann für jeden Punkt
im Parameterraum {aj}, j ∈ [1, . . . n − 1] geprüft werden, ob eine aperiodische Sprun-
gantwort möglich ist. Sie bilden einen Raum, dessen Grenze analytisch für Systeme bis
zu vierter Ordnung bestimmt werden kann. Der Bestimmung der Grenze ist der nächste
Abschnitt gewidmet.
Die Sylvester-Matrix des charakterischen Polynoms mit seiner Ableitung lautet:
S
(
PA1 ,
dPA1
dλ
)
= (11.35)
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 a1 a2 · · · an−1 1 0 · · · 0 0
0 n (n − 1)a1 · · · 2an−2 an−1 0 · · · 0 0
0 1 a1 · · · an−2 an−1 1 · · · 0 0
0 0 n · · · 3an−3 2an−2 an−1 · · · 0 0
...
...
...
. . .
...
...
...
. . .
...
...
0 0 0 · · · 1 a1 a2 · · · an−1 1
0 0 0 · · · 0 n (n − 1)a1 · · · 2an−2 an−1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
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Bild 11.4: Von aperiodischer zu schwingender Sprungantwort
Ähnlich wie bei der Hurwitzmatrix werden Teildeteminanten deﬁniert. Sei Sj die Deter-
minante von der oberen linken Submatrix von Größe 2j × 2j.
In Yang [97] gibt es ein allgemeines Kriterium, damit alle Wurzel eines reellen Polynoms
reel und unterschiedlich sind. Dieses Kriterium lautet:
S2 > 0
...
Sn−1 > 0
Sn > 0
(11.36)
11.4.2 Grenze für monotone Sprungantwort
In diesem Abschnitt soll die Grenze für eine aperiodische Sprungantwort bestimmt wer-
den. Bei dem Übergang von einer aperiodischen zur schwingenden Sprungantwort verlassen
zwei Wurzeln der linken komplexen Halbebene die reelle Achse, wenn die Systemparame-
ter variiert werden. Die Grenze für die aperiodische Sprungantwort entspricht also dem
Fall, in dem mindestens zwei reelle negative Wurzeln identisch sind. Diese Lage ist in
Bild 11.4 dargestellt.
Es ist also zweckmäßig, das charakteristische Polynom (11.25) so umzuformen, dass dieses
Wurzelpaar μ1 (eine Wurzel mit Vielfachheit 2 auf der Grenze für Aperiodizität) gesondert
behandelt werden kann, wie es in (11.28) gemacht worden ist. C(λ) und seine Koeﬃzienten
c1 und c2 lauten in diesem Fall:
C(λ) = (λ − μ1)2
c1 = −2μ1
c2 = μ
2
1 =
1
bm
wobei μ1 ∈] − ∞, 0[
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In diesem Fall lassen sich die Gleichugen (11.29) vereinfachen
a1 =
2√
bm
+ b1
a2 =
1
bm
+
2b1√
bm
+ b2
a3 =
b1
bm
+
2b2√
bm
+ b3
...
an−2 =
bm−2
bm
+
2bm−1√
bm
+ bm
an−1 =
bm−1
bm
+ 2
√
bm
1
bm
= μ21
(11.37)
11.4.3 Sprungantwort des Systems in Regelungsnormalform
Das System ist in Regelungsnormalform (Kette von Integratoren) durch Koordinatentrans-
formation gebracht worden. Es wird in Theorem 2 Folgendes bewiesen: Wenn alle Eigen-
werte reell, negativ und unterschiedlich sind, dann weist die erste Zustandgröße z1(τ) eine
monotone Sprungantwort auf1.
Theorem 2. Sei das System in Regelungsnormalform (11.8). Alle Größe sind reell.
z =
[
z1(τ) z2(τ) . . . zn(τ)
]
z0 = z(τ = 0) = A2
−1b2
dz
dτ
= A2z + b2h (t) (11.38)
Wenn alle Eigenwerte von A2 reel, negativ und unterschiedlich sind, dann ist z1 monoton.
Beweis. Ein Überschwinger für z1 wird dadurch charakterisiert, dass z˙1 bei τ > 0 den
Wert Null annehmen darf. Es wird hier bewiesen, dass wenn alle Eigenwerte von A2 reell,
negativ und unterschiedlich sind, dann gilt:
z˙1(τ) = 0 ⇔ τ = 0
1Ein kürzerer Beweis, basierend auf der Arbeit von Rachid [73], wäre möglich. Die Übertragungsfunktion
für z1 kann mit Hilfe der Regelungsnormalform sofort abgelesen werden. Es gibt keine Nullstelle. Wenn
alle Pole reell und negativ sind, dann wurde von Rachid bewiesen, dass z1 keinen Überschwinger bei
Sprungantwort aufweist.
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Sei j ∈ 1, n. δ ist das Kronecker-Symbol.
ej =
[
δj,1 δj,2 . . . δj,n
]T
Die Anfangsbedingung für z ist die statische Lösung von (11.38). Aus der letzen Zeile von
A2 (11.11) ist sofort erkennbar, dass
z0 = −e1.
Die Lösung zu (11.38) kann mit der Fundamentalmatrix Φ gebildet werden:
z = −Φe1
Es gilt aber
z˙ = −A2Φe1
= −ΦA2e1
= Φen.
Diese letzte Gleichung bedeutet, dass z˙ gerade die letzte Spalte von Φ ist. Um z˙1
zu bestimmen, soll die erste Zeile von Φ betrachtet werden. Also muss nur Φ(1,n)
ermittelt werden. Φ lässt sich als eine lineare Kombination von n Zeitfunktionen
αk(τ), k ∈ 0, n − 1 ausdrücken:
Φ = eA2τ
=
n−1∑
k=0
αk(τ)A2
k
(11.39)
Es lässt sich rekursiv leicht zeigen, dass A2
k eine besondere Struktur hat. Die ersten n−k
Linien von A2
k lauten:
⎡
⎢⎢⎢⎢⎣
ek+1T
ek+2T
...
enT
⎤
⎥⎥⎥⎥⎦ (11.40)
Infolge von (11.39) und (11.40) kann leicht erkannt werden, dass
Φ(1,n) = αn−1
z˙1 = αn−1
Jetzt sollen die Funktionen αk(τ) näher untersucht werden. In [77] wird die Formel zur
bestimmung der αk gegeben. Sei s die Anzahl der unterschiedlichen Eigenwerte von A2.
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Sei υk die Vielfachheit des Eigenwerts λk. Dann können die αk als Lösung des folgenden
inhomogenen linearen Gleichungssystems bestimmt werden.
k ∈ 1, s
i ∈ 0, υk−1
s∑
k=1
υk = n
di
dλi
[α0(τ) + α1(τ)λ + . . . + αn−1(τ)λ
n−1] |λ=λk= τ ieλkτ
(11.41)
Es wird angenommen, dass alle Eigenwerte von A2 unterschiedlich sind.
Die Gleichung (11.41) lässt sich umschreiben in:
⎡
⎢⎢⎢⎢⎣
1 λ1 λ21 . . . λ
n−1
1
1 λ2 λ22 . . . λ
n−1
2
...
...
...
. . .
...
1 λn λ2n . . . λ
n−1
n
⎤
⎥⎥⎥⎥⎦
⎡
⎢⎢⎢⎢⎣
α0
α1
...
αn−1
⎤
⎥⎥⎥⎥⎦ =
⎡
⎢⎢⎢⎢⎣
eλ1τ
eλ2τ
...
eλnτ
⎤
⎥⎥⎥⎥⎦ (11.42)
Die Matrix ist eine Vandermonde-Matrix, die mit Vn gekennzeichnet wird. Sie ist invertier-
bar, da es keinen Eigenwert mit Wert Null gibt und alle Eigenwerte unterschiedlich sind.
Mit Hilfe der Cramersche Regel kann αn−1 bestimmt werden. Wegen der Multilinearität
der Determinante gilt
αn−1 =
(−1)s
det (Vn)
det
⎛
⎜⎜⎜⎜⎝
⎡
⎢⎢⎢⎢⎣
1 −λ1 λ21 −λ31 . . . |λ1|n−2 eλ1τ
1 −λ2 λ22 −λ32 . . . |λ2|n−2 eλ2τ
...
...
...
...
. . .
...
...
1 −λn λ2n −λ3n . . . |λn|n−2 eλnτ
⎤
⎥⎥⎥⎥⎦
⎞
⎟⎟⎟⎟⎠ ,
wobei s von n abhängt.
s(n) =
{
n−2
2
wenn n gerade ist
n−1
2
wenn n ungerade ist
Damit wird gewährleistet, dass alle Koeﬃzienten der Matrix, deren Determinante zu be-
stimmen ist, positiv sind. Sie ist sehr ähnlich zu einer verallgemeinerten Vandermonde
Matrix. In Gantmacher [23] gibt es Aussagen über die Determinante von solchen Ma-
trizen, die sich für diese Arbeit anpassen lassen.
Es kann sofort erkannt werden, dass αn−1(τ = 0) = 0. Gibt es eine Zeit τ0 ∈ R+, so dass
αn−1(τ0) = 0?
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Sei k ∈ 0, n − 1. Sei ck n reelle Zahlen, die nicht alle Null sind. Sei fn(x) eine reelle
Funktion.
fn : R− −→ R
x → c0exτ0 +∑n−1k=1 ck|x|k−1
Wenn das gewünschte τ0 existiert, dann gibt es mindenstens n Wurzeln von fn. Diese n
Wurzeln sind die λj, j ∈ 1, n. Es wird rekursiv gezeigt, dass es unmöglich ist, dass die λj
Wurzeln von fn sind. Zunächst soll die Rekursion mit n = 2 initialisiert werden.[
1 eλ1τ0
1 eλ2τ0
] [
c1
c0
]
=
[
0
0
]
Diese Gleichung kann eine Lösung haben, wenn die Determinante der Matrix Null ist. Das
ist aber unmöglich, weil λ1 = λ2 ist.
Dann wird die Rekursionshypothese aufgestellt, dass es unmöglich ist, eine Familie von
reellen ck zu ﬁnden, so dass die λj, j ∈ 1, n − 1 reellen Wurzeln von fn−1 sind.
Zum Schluss wird gezeigt, dass die folgende Hypothese zu einem Widerspruch führt. Es
wird angenommen, dass die Funktion fn mindestens n Wurzeln in R− besitzt. Dann wird
dfn
dx
berechnet. Es gilt:
dfn
dx
= c0τ0e
xτ0 +
n−1∑
k=2
(k − 1)ck|x|k−2
Wegen des Satzes von Rolle [38] soll
dfn
dx
mindestens n − 1 Wurzeln besitzen. Das verletzt
die Rekursionshypothese.
Damit ist bewiesen, dass αn−1(τ) = 0 ⇔ τ = 0. Also hat z˙1 ein konstantes Vorzeichen und
z1 weist keinen Überschwinger auf.
Der Beweis wird formell komplizierter wenn manche Eigenwerte mehrfach auftreten. Es ist
aber bemerkenswert, dass im vorherigen Beweis die Eigenwerte beliebig nah aneinander
liegen dürfen.
11.5 Verhalten der Systeme 2. Ordnung
Das charakteristische Polynom lautet:
P2(λ) = λ
2 + a1λ + 1 (11.43)
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Es gibt nur einen Parameter. Die Hurwitz-Matrix, die zu (11.43) gehört, lautet:
H =
[
a1 0
1 1
]
(11.44)
Die Sylvestermatrix des Polynoms mit seiner Ableitung lautet:
S =
⎡
⎢⎢⎢⎣
1 a1 1 0
0 2 a1 0
0 1 a1 1
0 0 2 a1
⎤
⎥⎥⎥⎦ (11.45)
Die Wurzeln des Polynoms können analytisch kompakt berechnet werden. Sie lauten
λ1,2 =
1
2
(
−a1 ±
√
a21 − 4
)
(11.46)
Es wird gezeigt werden, dass die Kriterien für Stabilität und monotone Sprungantwort die
gleiche Ergebnisse wie die direkte Betrachtung der Gleichung (11.46) liefern.
11.5.1 Stabilität
Kriterien
Das Stabilitätskriterium aus der Hurwitzschen Matrix ist eine einzige Ungleichung:
a1 > 0 (11.47)
Grenze
Die Zerlegung von P2(λ) liefert
B(λ) = 1
C(λ) = P2(λ)
(11.48)
Die Beziehungen (11.34) dürfen hier eingesetzt werden. Es ergibt sich logischerweise:
a1 = 0 (11.49)
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11.5.2 Monotone Sprungantwort
Kriterien
Das Kriterium aus dem Abschnitt 11.4.1 (Hauptminoren der Sylvestermatrix) für das
Polynom 2. Grades liefert:
a21 − 4 > 0 (11.50)
Wenn das Stabilitätskriterium erfüllt ist, dann lässt sich die Ungleichung vereinfachen.
a1 > 2 (11.51)
Grenze
Die Beziehungen (11.37) dürfen hier eingesetzt werden. Es ergibt sich wie erwartet:
a1 = 2 (11.52)
Wenn das System 2. Ordung einen Einmassenschwinger abbilden würde, dann ist a1 das
doppelte Lehrsche Dämpfungsmaß. Für diesen Wert der Dämpfung ist die Sprungant-
wort ohne Überschwinger am schnellsten, wie zum Beispiel in Magnus und Popp [55]
erklärt wird.
11.5.3 Verhaltenskarte
Da es nur einen Parameter gibt, ist die Karte eindimensional (Siehe Bild 11.5).
20
instabil mit Überschwinger monoton
a1
Bild 11.5: Verhaltenskarte des Systems 2. Ordnung
11.6 Verhalten der Systeme 3. Ordnung
Das charakteristische Polynom lautet:
P3(λ) = λ
3 + a1λ
2 + a2λ + 1 (11.53)
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Die Wurzeln eines Polynoms 3. Grad könnten analytisch bestimmt und direkt untersucht
werden, aber die hier dargestellte Methode ist einfacher. Die Hurwitz-Matrix lautet:
H =
⎡
⎢⎣a1 1 01 a2 0
0 a1 1
⎤
⎥⎦ (11.54)
Die Sylvestermatrix des charakteristischen Polynoms mit seiner Ableitung lautet:
S =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 a1 a2 a3 0 0
0 3 2a1 a2 0 0
0 1 a1 a2 a3 0
0 0 3 2a1 a2 0
0 0 1 a1 a2 a3
0 0 0 3 2a1 a2
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
(11.55)
11.6.1 Stabilität
Kriterien
Die Stabilitätskriterien lassen sich mit Hilfe des Hurwitzschen Kriteriums (11.32) bestim-
men. Da es zwei Parameter gibt, gibt es zwei Ungleichungen.
a1a2 − 1 > 0
a1 > 0
(11.56)
Grenze
Ein Polynom dritten Grades mit reellen Koeﬃzienten hat immer drei (im Allgemeinen
komplexe) Wurzeln. Eine davon ist immer rein reell [38]. Da C(λ) auf der Stabilitätsgrenze
zwei komplex konjugierte Wurzeln hat, muss B(λ) eine reelle Wurzel λ1 haben, wobei
λ1 ∈] − ∞; 0[:
B(λ) = λ − λ1 (11.57)
Die Beziehungen zwischen Wurzeln und Koeﬃzienten für die Stabilitätsuntersuchung
(11.34) können benutzt werden:
a1 = −λ1
a2 = − 1
λ1
(11.58)
Sie lassen sich in expliziter Form umformen. Es ergibt sich wie erwartet (11.59):
a2 =
1
a1
a1 > 0
(11.59)
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11.6.2 Monotone Sprungantwort
Kriterien
Die Bedingungen, damit es drei unterschiedliche reelle Wurzel gibt, lauten:
S3 > 0 (11.60)
S2 > 0 (11.61)
mit
S3 = a
2
1a
2
2 − 4a31 + 18a1a2 − 4a32 − 27
S2 = 2a
2
1 − 6a2
(11.62)
Grenze
Die Beziehungen zwischen Wurzeln und Koeﬃzienten für Sprungantwort (11.37) und
(11.57) lassen sich kombinieren und es ergibt sich die gesuchte Grenze in parametrischer
Form. λ1 ∈] − ∞; 0[
a1 =
2√−λ1
− λ1
a2 = − 1
λ1
+ 2
√
−λ1
(11.63)
Diese Kurve lässt sich in zwei Äste trennen, die durch einen singulären Punkt getrennt
sind. Bei dem singulärer Punkt ist die Tangente an der Kurve nicht deﬁniert. Ein Punkt
wird als singulär deﬁniert, wenn die Ableitungen
da1
dλ1
und
da2
dλ1
gleichzeitig Null sind. Es
entspricht dem Fall, in dem alle Wurzeln gleich −1 sind. Seine Koordinaten sind (3, 3) in
der (a1, a2) Ebene.
Auf der Kurve bei λ1 ∈] − 1; 0[ (unterer Ast der Sprungantwortkurve in Bild 11.6) sind
zwei weitere Wurzeln des charakteristischen Polynoms identisch und kleiner als −1. Die-
se Konﬁguration ist besonders günstig für eine schnelle Sprungantwort, weil der größte
Eigenwert, der insbesondere die Dynamik bestimmt, relativ klein ist.
Bei dem singulären Punkt ist das System am schnellsten, weil der größte Eigenwert minimal
ist.
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11.6.3 Verhaltenskarte
Das Verhalten des Systems wird in 11.6 dargestellt. Es gibt zwei Parameter, die eine
Ebene spannen. Die Stabilitätsgrenze bildet eine Hyperbel. Unterhalb der Hyperbel ist
das System instabil. Die Grenze für monotone Sprungantwort bildet ein Keil. Für die
Wertepaare innerhalb des Keils gibt es keine Überschwinger. Auf der Keilspitze ist die
überschwingerlose Sprungantwort am schnellsten .
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Bild 11.6: Verhaltenskarte des Systems 3. Ordnung
11.7 Verhalten der Systeme 4. Ordnung
Die Wurzel eines Polynoms 4. Ordnung könnten explizit berechnet werden. Die Ausdrücke
werden aber relativ lang und die vorgestellte Methode ist wesentlich einfacher. Das cha-
rakteristische Polynom lautet:
P4(λ) = λ
4 + a1λ
3 + a2λ
2 + a3λ + 1 (11.64)
Die Hurwitz-Matrix lautet:
H =
⎡
⎢⎢⎢⎣
a1 a3 0 0
1 a2 1 0
0 a1 a3 0
0 1 a2 1
⎤
⎥⎥⎥⎦ (11.65)
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Die Sylvestermatrix des Polynoms mit seiner Ableitung lautet:
S =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 a1 a2 a3 1 0 0 0
0 4 3a1 2a2 a3 0 0 0
0 1 a1 a2 a3 1 0 0
0 0 4 3a1 2a2 a3 0 0
0 0 1 a1 a2 a3 1 0
0 0 0 4 3a1 2a2 a3 0
0 0 0 1 a1 a2 a3 1
0 0 0 0 4 3a1 2a2 a3
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(11.66)
11.7.1 Stabilität
Kriterien
Die Stabilitätskriterien lassen sich mit Hilfe von (11.32) bestimmen. Da es drei Parameter
gibt, gibt es drei Ungleichungen.
a1a2a3 − a23 − a21 > 0
a2 > 0
a1 > 0
(11.67)
Grenze
B(λ) ist ein Polynom zweiten Grades (m = 2). Es hat entweder zwei rein reelle oder
zwei komplex konjugierte Wurzeln. Diese zwei Fälle müssen unterscheiden werden. Die
Zusammenführung der Grenzen, die sich aus diesen zwei Fällen ergeben, bildet die Stabi-
litätsgrenze des Systems.
Es wird zunächst den Fall betrachtet, in dem B(λ) zwei reelle Wurzel λ1 und λ2 hat.
Er lautet:
Ba(λ) = λ
2 − (λ1 + λ2)λ + λ1λ2, (11.68)
wobei λ1 und λ2 ∈] − ∞, 0[ die reellen Wurzel sind.
Die Beziehungen zwischen Wurzeln und Koeﬃzienten für Stabilität (11.34) und (11.68)
lassen sich kombinieren und es ergibt sich der erste Teil der gesuchten Grenze.
a1 = −(λ1 + λ2)
a2 = λ1λ2 +
1
λ1λ2
a3 = −λ1 + λ2
λ1λ2
(11.69)
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Der Fall, in dem B(λ) zwei komplex konjugierte Wurzeln λ3 und λ3 hat, wird betrachtet:
Bb(λ) = (λ − λ3)(λ − λ3)
= (λ − (η3 + iη4))(λ − (η3 − iη4))
= λ2 − 2η3λ + η3η4,
(11.70)
wobei η3 und η4 ∈] − ∞, 0[.
Die Beziehungen (11.34) und (11.70) lassen sich kombinieren und es ergibt sich der zweite
Teil der gesuchten Grenze.
a1 = −2η3
a2 = η
2
3 + η
2
4 +
1
η23 + η
2
4
a3 = − 2η3
η23 + η
2
4
(11.71)
Wie erwartet lässt sich die gesamte Stabilitätsgrenze auch einfach explizit bestimmen.
a2 =
a21 + a
2
3
a1a3
a1 > 0
a3 > 0
(11.72)
Die Stabilitätsgrenze ist eine Fläche im Raum a1, a2, a3. Sie hat eine Kante, auf der die
Wurzeln von Bb(λ) rein imaginär konjugiert sind. Das ist gerade der Fall, wenn η3 =
0. Die Achse {0, a2, 0} bildet diese Kante. Eine ausführliche Beschreibung einer solchen
Singularität kann in [81] gefunden werden. Die Kante endet im singulären Punkt {0, 2, 0},
in einem von Seyranian sogennanten „deadlock of an edge“. Es entspricht dem Fall, wo
die imaginären konjugierten Wurzeln von Bb und C in ein Paar von imaginär konjugierten
Wurzeln mit Vielfachheit zwei verschmelzen.
11.7.2 Monotone Sprungantwort
Kriterien
Das Kriterium gibt drei Bedingungen:
S4 > 0
S3 > 0
S2 > 0
(11.73)
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Es gilt:
S2 = 3a
2
1 − 8a2
S3 = 2a
2
1a
2
2 − 6a31a3 − 12a21 + 28a1a2a3 − 8a32 + 32a2 − 36a23
S4 = 18a
3
1a2a3 − 27a41 − 4a31a33 − 4a21a32 + a21a22a23
+ 144a21a2 − 6a21a23 − 80a1a22a3 + 18a1a2a33 − 192a1a3
+ 16a42 − 4a32a23 − 128a22 + 144a2a23 − 27a43 + 256
(11.74)
Grenze
Auf der Grenze für die aperiodische Sprungantwort muss B(λ) unbedingt reelle negative
Wurzel haben. Die Beziehungen (11.37) und (11.68) lassen sich kombinieren und es ergibt
sich die gesuchte Grenze. Die parametrische Gleichung der Fläche lautet:
a1 = −λ1 − λ2 + 2√
λ1λ2
(11.75)
a2 = λ1λ2 − 2λ1 + λ2√
λ1λ2
+
1
λ1λ2
a3 = 2
√
λ1λ2 − λ1 + λ2
λ1λ2
Auf der Fläche trägt C(λ) die reelle negative Wurzel μ1 mit Vielfachheit zwei. Diese Fläche
hat drei Kanten. Diese Kanten könnten natürlich als Singularität der Fläche formell gesucht
werden. Es wird aber die Analyse der Eigenschaften der Eingewerte bevorzugt. Die erste
Kante entspricht dem Fall, in dem die Eigenwerte paarweise identisch sind. B(λ) hat eine
Wurzel mit Vielfachheit zwei( λ1 = λ2) sowie C(λ) auch (μ1). Es gilt dann μ21λ
2
1 = 1 und
die parametrische Gleichung dieser Kurve lautet bei λ1 ∈] − ∞; 0[:
a1 = −2
(
λ1 +
1
λ1
)
a2 = λ
2
1 + 4 +
1
λ21
a3 = −2
(
λ1 +
1
λ1
)
(11.76)
Die zwei weiteren Kanten entsprechen dem Fall, in dem drei Eigenwerte identisch sind.
Die Doppelwurzel von C(λ) ist gleichzeitig eine Wurzel von B(λ) (λ2 = μ1). Es gilt dann
λ1μ
3
1 = 1. Es ergibt sich folgende parametrische Kurve bei μ1 ∈] − ∞; 0[:
a1 = −
(
3μ1 +
1
μ31
)
a2 = 3
(
μ31 +
1
μ31
)
a3 = −
(
μ31 + 3
1
μ1
)
(11.77)
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Die Kante, auf der μ1 ∈] − ∞;−1[ deﬁniert ist, ist besonders günstig für eine schnelle
Sprungantwort. In diesem Fall ist λ1 der größte Eigenwert mit Vielfachheit eins und sein
Betrag ist relativ klein, weil λ1 =
1
μ3
1
.
Es gibt einen singulären Punkt, in dem alle Kanten sich treﬀen. Es entspricht dem Fall,
in dem alle Wurzeln gleich −1 sind. Die Koordinaten des Punktes in dem {a1, a2, a3}
Koordinatensystem lauten {4, 6, 4}. Wie im Fall 3. Ordnung entspricht er der schnellsten
stabilen aperiodischen Sprungantwort.
11.7.3 Verhaltenskarte
Da es drei Parameter gibt, ist die Karte dreidimensional.
166
11.7 Verhalten der Systeme 4. Ordnung
Bild 11.8: Verhaltenskarte des Systems 4. Ordnung
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Bild 11.7: Verhaltenskarte des Systems 4. Ordnung
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12 LQR: optimale Regelung
In diesem Kapitel wird die Methode zur Entwicklung von einer linear-quadratischen opti-
malen Zustandsrückführung beschrieben. Die Grundidee ist einfach. Das reale System soll
bestimmte Funktionen erfüllen. Es wird durch lineare Diﬀerentialgleichungen beschrieben.
Die Abweichung zwischen dem tatsächlichen Verhalten des Systems und dem zur Erfüllung
der Funktion perfekten Verhalten wird durch ein skalares Kriterium, die Kosten, bewertet.
Die Kosten werden von einem quadratischen Funktional der Zustandsgrößen abgebildet.
Die LQR-Theorie sagt dann, dass es eine einzige Regelung gibt, welche die Kosten mini-
miert. Außerdem gibt es eine explizite Formel zu ihrer Bestimmung.
Die Literatur zur Regelungstechnik ist umfangreich. Eine gute Einführungen zur linearen
Regelung ist im Buch von Föllinger [20] zu ﬁnden. Die Methoden der nichtlinearen
Regelung werden zum Beispiel von Nijmeijer [64] (kompliziert) dargestellt.
Als spezieller Zweig der Regelungstechnik hat sich der Begriﬀ „ optimale Steuerung“ durch-
gesetzt. Die Arbeit von Pontrjagin ist in diesem Bereich fundamental. Hagedorn [27]
gibt eine gute Einführung zur optimalen Steuerung. Das Buch von Bryson und Ho [8]
ist eine Referenz. Trélat [90] bietet einen klaren Überblick über optimale Steuerung
und LQR-Theorie. Als Nische im Gebiet optimale Steuerung gibt es noch die Verbindung
zwischen Regelungstheorie und Schwingungen. Im Buch von Fidlin [18] wird zum Bei-
spiel ein System, deren Eigenschaften stark von einer schnellen Anregung modiﬁziert sind,
stabilisiert. Kovaleva [39] untersucht solche Systeme systematisch und sehr abstrakt.
In diesem Kapitel werden ausgewählte Grundlagen der Regelungstheorie zusammengefasst,
die im Kapitel 7 benutzt werden. Dieses Kapitel ist von Trélats Buch [90] inspiriert.
12.1 Aufgabe
Sei n und m in N∗, I = [τ0;T ] ein Intervall von R, und A, b und r sind auf I lokal
integrierbare Applikationen, die zu Mn(R) bzw. zu Mn,1(R) gehören. Sei Ω eine Teilmenge
von Rm und x0 ∈ Rn. Die Steuerung u gehört zu der Menge der mensurabel und lokal
begrenzten auf I Applikationen und nimmt ihre Werte in Ω ∈ Rn an. Das lineare System
mit Regelung lautet:
∀τ ∈ I dx(τ)
dτ
= A(τ)x(τ) + b(τ) u(τ) + r(τ)
x(τ0) = x0
(12.1)
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Es gibt Sätze, die garantieren, dass das System (12.1) für jede Steuerung u eine einzige
absolut stetige Lösung hat.
In diesem Rahmen stellen sich zwei Fragen.
• Für einen gegebenen Punkt x1 ∈ Rn, gibt es eine Steuerung u, deren assoziierte
Trajektorie x0 mit x1 in ﬁniter Zeit verbindet? Das ist die Frage der Steuerbarkeit.
• Falls die Steuerbarkeit gewährleistet ist, gibt es eine Steuerung u, die x0 mit x1
verbindet und ein bestimmtes Funktional C(u) minimiert? Das ist die Frage der
optimalen Steuerung.
• Wenn die optimale Steuerung als Regelung eingesetzt werden kann, dann wird meis-
tens vorrausgesetzt, dass der Zustandsvektor komplett bekannt ist. Aus wirtschaft-
lichen oder praktischen Gründen sind oftmals manche Zustandsgrößen unbekannt.
Ob der komplette Zustandsvektor aus den einigen bekannten Zustandsgrößen gebaut
werden kann, ist die Frage der Beobachtbarkeit.
12.2 Steuerbarkeit
Die Frage der Steuerbarkeit ist im allgemeinen Fall schwierig zu beantworten. Da es ei-
ne explizite Formel gibt, um eine optimale Regelung zu ﬁnden, ist es viel einfacher, die
adäquate Regelung zu bestimmen. Falls sie bestimmt werden kann und zufriedenstellende
Ergebnisse liefert, ist die Steuerbarkeit damit gegeben.
Das Steuerbarkeitskriterium wird vollständigkeitshalber hier wiedergegeben. Es wird an-
genommen, dass A(τ), b(τ) und r(τ) analytisch und C∞ auf I = [τ0;T ] sind. Es kann für
j ∈ N rekursiv deﬁniert werden:
b0(τ) = b(τ)
bj+1 = A(τ)bj(τ) − db(τ)
dτ
(12.2)
In dieser Arbeit ist die Matrix A konstant. In diesem Fall lassen sich die Vektoren bj
einfacher ermitteln. Die folgende Beziehung lässt sich rekursiv zeigen.
bj+1(τ) =
j∑
k=0
(
j
k
)
Aj−k
dkbj(τ)
dτ k
(12.3)
Das System ist steuerbar, wenn und nur wenn
∀τ ∈ [τ0 T ], rg(
[
b0(τ) b1(τ) . . .
]
) = n (12.4)
Diese Beziehung lässt sich weiter vereinfachen, wenn b eine Konstante ist. Es gilt dann:
det
[
b Ab . . . An−1b
]
= 0 (12.5)
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Sei das lineare System mit Steuerung (12.1). Sei W(t) und Q(t) zwei symmetrische und
positiv deﬁnite Matrizen in Mn(R). Sei U(t) eine positiv deﬁnit skalare Funktion der
Zeit.
Sei z eine Lösung von (12.1) mit den Anfangsbedingungen z(t0) = z0. Der Abstand zwi-
schen x und z soll minimiert werden. Das quadratische Kostenfunktional, das zur Steuerung
u assoziiert wird, lautet:
C(u) =(x(T ) − z(T ))TQ(x(T ) − z(T ))+∫ T
t0
(
(x(τ) − z(τ))TW(τ)(x(τ) − z(τ)) + U(τ)u(τ)2
)
dτ
(12.6)
Es gibt eine einzige optimale Steuerung, die das Kostenfunktional C(u) minimiert. Es gilt:
u(t) = U(t)−1b(t)TR(t)(x(t) − z(t)) (12.7)
Die Matrix R gehört zu Mn(R) und ist die Lösung der folgenden Riccati-Gleichung:
dR
dt
= W − ATR − RA − RbU−1bTR
R(T ) = −Q
(12.8)
Die Steuerung u ist linear bezüglich x − z. Es handelt sich um eine optimale Regelung.
12.4 Beobachtbarkeit
Die Steuerung u ist eine Funktion des vollen Zustandsvektors x. Infolgedessen werden viele
Sensoren gebraucht, um das Steuerungsgesetz zu erzeugen. Es würde sich anbieten, eine
Regelung basierend auf einem Beobachter zu entwickeln. Es soll aber erst geprüft werden,
ob der volle Zustandsvektor aus ausgewählten Zustandsgrößen abgeleitet werden kann. In
diesem Fall ist das System beobachtbar.
In dieser Arbeit wird ein Sonderfall betrachtet. Die Systematrix A ist konstant. Die Aus-
gangsmatrix cT gehört zu M1,n(R) und ist ebenso konstant. Der Ausgang y wird folgen-
derweise deﬁniert.
y = cTx (12.9)
Der Beobachbarkeitskriterium lautet in diesem Fall:
rg
⎛
⎜⎜⎜⎜⎝
⎡
⎢⎢⎢⎢⎣
cT
cTA
...
cTA
n−1
⎤
⎥⎥⎥⎥⎦
⎞
⎟⎟⎟⎟⎠ = n (12.10)
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Torsionsschwingungen im Antriebsstrang sind aus 
Komfort- und Festigkeitsgründen unerwünscht. 
Anhand Minimalmodelle werden Konzepte von 
Isolatoren und Tilgern zur Bekämpfung der Tor-
sionsschwingungen untersucht. Sprungantwort 
und Energiebedarf werden auch bewertet.
Der klassische passive Isolator soll schwer und 
nachgiebig sein. Die Dämpfung wird frequenz-
abhängig bezüglich stationärer Isolationsgüte 
optimiert. Eine semiaktive hydraulische nichtline-
are Variante wird vorgeschlagen. Sie minimiert 
die Isolatorverformung aufgrund statischer Last. 
Je nach Auslegung, Anregung und Anfangsbe-
dingungen werden stationäre fremderregte oder 
selbsterregte Schwingungen, chaotische Schwin-
gungen oder globale Instabilität simulationstech-
nisch nachgewiesen. Die Existenzbereiche der 
Lösungen werden mit Bifurkationsdiagrammen 
und Stabilitätskarten bestimmt.
Ein steuerbares Fliehkraftpendel wird untersucht. 
Das Schalten zwischen den Tilgerordnungen wird 
betrachtet und eine optimale Schaltstrategie vor-
geschlagen.
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