Among multivariate functions with high-dimensional input spaces, it is common for functions to vary more strongly in a few dominant directions related to a small number of highly influential parameters. In such cases, the input dimension may be greatly reduced by constructing a low-dimensional response space that is aligned with the directions of strongest dominance; this is the basis behind active subspace methods. Until recently, gradient-based methods have been employed to construct the active subspace. We introduce a gradient-free active subspace construction method that avoids the need to sample from the gradient, which may not be available, via construction of a coarse approximation to the gradient matrix by employing the concept of "elementary effects" from Morris screening procedures. In addition, we introduce the use of adaptive step sizes and directions, when constructing these elementary effects, to allow for more accuracy in locally sensitive regions while still covering a substantial amount of the input space. This increases algorithmic efficiency by avoiding function evaluations in directions in which the gradient is relatively flat. To demonstrate the method, we use an elliptic PDE example with two correlation lengths to illustrate the effects of differing rates of singular value decay. The gradient-free active subspace method is compared to a local sensitivity analysis using coordinate reduction. This problem is then modified to contain a clearly defined 10-dimensional active subspace for verification of our method on a more complex example.
Introduction
The increasingly complex nature of physical models requires sophisticated uncertainty quantification techniques to propagate uncertainties throughout the model. The computational cost of these models often requires the construction of a response surface that can be trained on a few selected runs of the full model. However, these response surfaces often suffer from the "curse of dimensionality" due to the large number of input parameters. These dimensions may be on the order of millions, rendering evaluation of the forward models both inefficient and costprohibitive. In these cases, it is necessary to conduct some sort of sensitivity analysis to identify those parameters that are more influential to the model and eliminate those which are not.
The reduction in parameter dimension also constitutes a critical first step before performing Bayesian analysis to construct parameter densities. This is necessary both to reduce the input dimension and isolate those parameters that are identifiable in the sense that they are uniquely determined by the measured response.
There exist many methods, both local and global, for the construction of identifiable and influential parameter subsets. In local sensitivity methods, inputs are varied about a nominal value and corresponding effects on the outputs are measured. Global sensitivity methods, on the other hand, can account for potential interactions between parameters throughout the admissible parameter space. As detailed in [22] , they also provide a technique for quantifying how uncertainties in outputs can be apportioned to uncertainties in inputs.
One such global method is the screening method referred to as Morris screening [14] . The Morris algorithm, which is classified as a "One factor At a Time" (OAT) method [18] , improves upon typical OAT algorithms by eliminating the restriction to localized sensitivity measures by averaging over local coarse derivative approximations to provide a more global measure. The goal of the Morris algorithm is to identify inputs or parameters that are negligible, linear and additive, or comprised of interactions and nonlinear main effects between inputs [22] . One advantage of a method such as the Morris algorithm is its ability to rank the parameters in order of their importance to the model, enabling the researcher to fix parameters that are determined to have a less significant contribution.
It is often the case that the function varies most prominently in directions that are not aligned with the coordinate axis as associated with the original inputs. In [4, 5] , Constantine et al. suggest that for more effective dimension reduction, the coordinates of the input space may be rotated to align with the directions of strongest variation, which may be a series of linear combinations of the original input parameters. After identification of these primary directions and the rotation of the coordinate axes to match, the original input space is projected onto the new lowdimension subspace defined by these directions, a subspace termed the "active subspace" due to its containment of the majority of the function's variability [17] . From here on, the function may be approximated on the active subspace with a user-specified error term as discussed in [4] .
Recent works [1, 4, 5] propose gradient-based methods to determine directions of strongest variability in a function and construct a resulting active subspace. For models in which adjoint capabilities are available, evaluations of the gradient may be used to separate directions of strong variability from those of relative flatness. Computing a QR or SVD factorization of the gradient matrix provides a basis for the active subspace of the inputs. A numerical example in [4] demonstrates the effectiveness of the rotation of the coordinate axes to align with the prominent directions. Specifically, function evaluations on a kriging surface created by active subspace construction behave much more similarly to the original model than function evaluations on a kriging surface using a simple sensitivity analysis, where the input space is projected onto a subspace of the same dimension as the identified active subspace, but without the benefit of the rotated axes.
We propose a method of active subspace construction that avoids the need for gradient evaluation in cases where adjoint capabilities may not be accessible. To accomplish this, we employ the concept of "elementary effects" from the Morris screening algorithm [14] , using these coarse derivative approximations to replace evaluations of the function gradient. We also adapt the Morris screening algorithm to allow for adaptive step sizes and directions. Rather than stepping in the direction of a single input parameter with each evaluation, we step in the directions defined by the active subspace. This allows larger steps to be taken in directions of minimal function variability to maximize coverage of the input space and minimize the number of function evaluations needed to accurately approximate the gradient matrix.
This work addresses two problems in uncertainty quantification: (i) parameter selection, or active subspace construction to reduce the input dimension and (ii) reduced-order model (ROM) construction. Parameter selection is motivated by the problem that many of the parameters may be noninfluential or nonidentifiable and we wish to redefine a smaller parameter space using linear combinations of the original inputs to reduce the dimension of our problem. Reduced-order model construction is necessary when our simulation models are too computationally expensive to provide the large number of simulations required for model calibration or uncertainty quantification. Examples in this investigation will utilize kriging surfaces and interpolation surfaces to compare function evaluations on the full input space to those computed using only the reduced-order surface.
In Section 1, we begin with a discussion of active subspace construction and existing gradient-based methods before presenting our gradient-free algorithms. In Section 2.1, we demonstrate our algorithm using the numerical example presented in [4] with similar analysis. We verify that our gradient-free algorithm produces comparable results to the gradient-based method employed in [4, 5] with fewer assumptions about model capabilities, and that the performance of our gradient-free algorithm is superior to the dimension-reduction approach based on local sensitivity analysis. The example is then modified in Section 2.2 to contain a ten-dimensional active subspace for further verification.
Active Subspace Construction
Whereas many sensitivity methods are able to rank input parameters in order of importance, the active subspace method is advantageous in that it is able to rotate the coordinates to align with the directions of strongest variation. This is accomplished by determining linear combinations of the original parameters to which functions are sensitive, defining new orthogonal directions on which the function has more variability than along the original coordinate directions. To illustrate, consider the function
where the random variable x : X Ñ R m has an associated probability density function ρ :
We assume that f is continuous and square-integrable with respect to the density ρ.
We denote the gradient vector of f by ∇ x f pxq "
and use this to construct the uncentered covariance of the gradient vector,
We note that C is symmetric and positive semi-definite. By computing the real eigenvalue decomposition
of C, we can partition the eigenvalues and eigenvectors according to their natural split
should one occur. We define rotated coordinates y P R n and z P R m´n by
noting that f varies more along y directions than along z, since the eigenvalues corresponding to W 1 are strongly dominant. That is, z is close to x-invariant; if λ n`1 " 0, then z is in fact x-invariant, and all of f 's behavior can be quantified by y. We note that many reduced-order modeling methods rely on an eigenvalue partition as in (5) where n is chosen such that λ 1`¨¨¨`λn exceeds some proportion of λ 1`¨¨¨`λm . However, as discussed in [5] , active subspace methods instead exploit significant gaps in the eigenvalue spectrum.
We next explore two methods for determining a basis for the active subspace. The first proposes a gradient-based approach [4, 5] . The second, the primary contribution of this paper, introduces a gradient-free approach that utilizes elementary effects from Morris screening procedures to approximate the gradient matrix.
Gradient-Based Active Subspace Method
As detailed in [5] , information provided by an SVD or eigenvalue decomposition of a gradient matrix can be exploited to determine directions of strongest variability in a function. To construct the active subspace, the eigenvectors W and eigenvalues Λ of the matrix C must first be computed. To avoid the computation of highdimensional integrals, Monte Carlo integration is typically employed with parameter samples x j drawn from the associated probability density ρpxq to yield
for M computed samples of the gradient vector. As in [4] , we use the singular value decomposition in lieu of the real eigenvalue decomposition. Consider C " GG T , where
The matrix G P R mˆM admits a singular value decomposition G "W ?Λ V T where the rotation matrixW can be interpreted as the uncentered principal directions obtained from a set of gradient evaluations [10] .
To ensure an accurate approximation of the first k singular values, it is shown in [5] that at least M " αk logpmq samples of the gradient are used for an oversampling factor of α P r2, 10s. For each of the examples in Section 2, we utilize this bound when selecting the number of gradient samples to approximate. 3
Gradient-Free Active Subspace Methods
Whereas the gradient-based method of [4, 5] is both accurate and efficient for determining a low-dimensional active subspace for dimension reduction, samples of the gradient for a specific function may not be easily obtained. We propose an alternate method that avoids the use of gradient samples by constructing a coarse approximation to the gradient matrix G. We begin with a discussion of classical Morris screening in Section 1.2.1, and then introduce our gradient-free standard Morris and adaptive Morris algorithms for active subspace construction in Sections 1.2.2 and 1.2.3, respectively.
Classical Morris Screening
Classical Morris screening utilizes coarse local sensitivity approximations, termed "elementary effects", to provide information about global sensitivities. The elementary effect associated with the ith input is given by
for a fixed step size ∆ where e i is a vector of zeros with one in the i th component. These elementary effects are partitioned into -levels which restricts each input to values chosen according to a partition of the input space grid; see Figure 1 (a). Typically, the value of ∆ is chosen from among the set
Due to the magnitude of ∆, these elementary effects are very coarse approximations of local sensitivity. They may be used to rank relative importance among inputs, but generally cannot resolve fine-scale gradient behavior.
Since the purpose of classical Morris screening is to rank the parameters in order of relative importance, sensitivity measures for parameter x i , based on r elementary effects, are defined by
where
is the elementary effect associated with the i th parameter and j th sample. The mean µi quantifies the individual effect of the input on the output, whereas the variance σ 2 i estimates the combined effects of the input due to nonlinearities or interactions with other inputs [22] . These sensitivity measures can be used to rank the inputs according to their relative importance and determine noninfluential parameters that may be fixed in subsequent model calibration.
To minimize the number of model evaluations required to compute the sensitivity measures, Morris screening employs neighbors-see Figure 1 (a)-to reduce the number of model evaluations needed to construct m elementary effects from 2m to m`1, for m input parameters. To construct tours in which neighbors differ only in one component, one employs an pm`1qˆm orientation matrix B˚, where the elements in the i th row represent the input values used in the i th evaluation. The first row is a seed value randomly drawn from the admissible parameter space; each subsequent row differs in only one component from the preceding row. The orientation matrix
s constructed using B, an pm`1qˆm strictly lower triangular matrix of ones, J r,c , an rˆc matrix of ones, D˚, an mˆm diagonal matrix with elements chosen randomly from the set r´1, 1s, and P˚, an mˆm matrix constructed by randomly permuting the columns of an mˆm identity matrix. For more information on the selection of seed values to optimize coverage of the input space, see [2, 22] .
Morris Active Subspace Construction
We now introduce a gradient-free algorithm for constructing an active subspace, utilizing the concept of elementary effects from Morris screening. The goal is to form an approximation to the gradient matrix G of Section 1.1, where each column of the gradient approximation is a vector of m Morris elementary effects. Random seed values xi P R m , i " 1, ..., M, are chosen from a specified probability density ρpxq. Rather than using the tour-based approach of Section 1.2.1, we utilize a finite-difference based approach to avoid stepping too far away from our initial sample point or sampling in low-probability regions of the input space. From each seed value, we step once in the direction of each input with a specified step size ∆. Function evaluations at each step are used to construct a set of elementary effects; this set of effects becomes the ith column of our approximated gradient matrix, which we will denote byG. This method for approximating the gradient matrix G is outlined in Algorithm 1. For problems in which the dimension of the input space is too large to admit a standard SVD decomposition, a randomized SVD algorithm can be utilized; see Appendix A for details. [14, 22] (1) Let m be the number of input parameters, M be the number of desired columns, and specify a step size ∆.
Algorithm 1 Gradient Approximation Using Standard Morris Method
for j " 1 : M (2) Let D 1ˆm be a row matrix where each element is equal to˘∆, chosen randomly. Let x˚1ˆm be a randomly selected vector from the admissible parameter space.
(3) Evaluate the function at each step and compute the corresponding elementary effect:
, where e i is the standard basis row vector with a one in the ith position and zeros elsewhere.
end (4) LetGp:, jq " g. end
Adaptive Morris Active Subspace Construction
In classical Morris screening, the orientation matrix contains rows that differ only in one component at a time, restricting one to steps in directions associated with the original coordinate axes. Here, we allow step directions that are linear combinations of the input parameters and alter the classical algorithm to allow for step sizes of varying magnitude in order to maximize coverage of the parameter space while still obtaining reasonable accuracy in directions to which the function is highly sensitive. These alterations are the basis for the adaptive Morris algorithm in Algorithm 2. A comparison of classical and adaptive Morris screening for a two-dimensional example is illustrated in Figure 1 .
To adaptively update the primary directions and step sizes, we employ an iterative scheme, where after each column of elementary effects is appended to the matrix, we compute an SVD factorization of the updated gradient approximationG " UΣV T to redefine the active subspace. Directions for future steps are specified by the eigenvectors in U, with corresponding step lengths chosen according to the magnitude of their singular values. Directions along which the function has more variability are assigned smaller step lengths to accurately quantify the changes occurring in the function, while directions that are deemed less important to variations in the function are assigned larger step sizes, thus increasing coverage of the input space without affecting the accuracy of the approximation. For the assignment of these step sizes, we specify a desired interval of possible sizes rδ min , δ max s, and define a transformation that will take the largest singular value to δ min , the smallest singular value to δ max , and map the interior singular values to values in the δ interval with the same spacing as their positions in the singular value spectrum. This is accomplished via the transformation
Details on this transformation and the adaptive Morris method are provided in Algorithm 2.
Algorithm 2 Gradient Approximation Using Adaptive Morris Method
(1) Let m be the number of input parameters, M be the number of desired columns, and specify an interval of possible step sizes rδ min , δ max s. Initialize the gradient matrix approximationG with one iteration of Algorithm 1.
Compute the SVD factorization of the existing gradient approximation:G " UΣV T .
(3) Assign step sizes to the directions specified by the eigenvectors in matrix U via the transformation
(4) Define a vector ∆ mˆ1 " r˘δ 1 , ...,˘δ m s where the sign preceding each δ i is chosen randomly. Let x˚1ˆm be a randomly selected vector from the admissible parameter space.
(5) Evaluate the function at each step and compute the corresponding elementary effect:
Transform the new set of elementary effects back to the original input space and append to the existing gradient approximation:G p:, jq " U mˆm g mˆ1 end
Here we note another advantage of the adaptive Morris algorithm. By exploiting the active subspace, we can drastically reduce the number of function evaluations needed to approximate the gradient matrix. For the examples presented here, we stop evaluating the model f once we have obtained over 99% of the information from the singular value spectrum, given by λ i " Σpi, iq, i " 1, ..., m. That is, for the jth iteration, j " 1, ..., M, we determine the first kp jq ă j´1 for which kp jq
λ i ě 0.99, and then use steps only in the first kp jq directions. We assume that the remainder of the directional derivatives are equal to zero. If no such kp jq exists, we set kp jq " m and use all m directions . Therefore, the total number of function evaluations needed to approximate the gradient is N " ř M j"1 rkp jq`1s. As illustrated in Section 2.1, this truncation is especially beneficial in problems with rapid eigenvalue decay since we will be able to terminate the function evaluations very early on in the process.
Numerical Examples
To demonstrate the use of our proposed gradient-free method for active subspace construction, we consider two examples. The first, an elliptic PDE, is included to verify the consistency of our results with those obtained via the gradient-based method in [4] . In this example, we compare our method to a local sensitivity analysis, which identifies the n most important parameters and projects the function onto an n´dimensional surface corresponding to these coordinates. Necessary MATLAB codes for this example can be found at [6, 7, 13, 16] . The second example extends this first problem to a family of elliptic PDEs, giving us an expected active subspace of dimension ten for further verification.
Example 1: An Elliptic PDE
To demonstrate the accuracy of our gradient-free active subspace method for an example in which gradient based methods are available, we consider the elliptic PDE from [4] . Let u " ups, xq satisfý ∇ s¨p aps, xq∇ s ups, aps, x" 1, s P r0, 1s 2 ,
with homogeneous Dirichlet boundary conditions u " 0 on the left, top, and bottom of the spatial domain, denoted by Γ 1 , and a homogenous Neumann boundary condition
" 0 on the right side, denoted by Γ 2 . The coefficient aps, xq is taken to be a log-Gaussian second-order random field with mean zero and covariance function
The existence and uniqueness of the solution to the weak form of (13) can be proven in a stochastic sense in the Sobolev space tu P L 2 pΩ; H 1 pDqq| u| Γ 1 " 0u for the spatial space D and probability space Ω, as detailed in [3] . The random field can be expressed in terms of the eigenvalues γ i and orthonormal eigenfunctions φ i of C using a truncated Karhunen-Loeve (KL) expansion, logpaps, xqq "
where x i are independent and identically distributed standard normal random variables. Physically, problems of this nature arise when modeling the steady-state behavior of diffusion processes such as heat conduction or saturated flow.
To illustrate the effects of variations in the rate of singular value decay, we consider two cases for the correlation operator. The first, using β " 1, corresponds to a long correlation length and rapidly decaying KL singular values γ i . The second, using β " 0.01, corresponds to a short correlation length and a more gradual decay in the singular values γ i . As in [4, 5] , we choose a parameter input space X " R 100 so that m " 100 with a standard Gaussian density function ρ. The scalar-valued response is taken to be
To obtain function evaluations at a given set of input parameters x, the elliptic problem is discretized using a standard finite element method with a mesh containing 34320 triangles and 17361 nodes. The eigenfunctions 7 φ i " φ i pxq are approximated on this mesh for i " 1, ..., N by solving the matrix equation Ku " f for u " upxq at the mesh nodes. Here the stiffness matrix has elements rKs i j " ş Ω a∇ s φ i psq¨∇ s φ j psqds, and u " ru 1 , ..., u N s T and rfs i " ş Ω φ i psqds. The scalar response is then approximated as
where rMs i j "
φ i psqφ j psqds and the components of c are equal to one where they correspond to Γ 2 , and zero elsewhere.
In previous work in [4, 5] , the gradient vector ∇ x f is then computed for M " 300 samples, and the gradient matrix G is constructed as
since the gradient of u is available. From the singular value decomposition of this matrix, the first several eigenvectors are computed and used to construct one-and two-dimensional kriging surfaces for analysis. For implementation, we employed the MATLAB codes provided at [6, 7, 13, 16] . For comparison, we employ a simple local sensitivity analysis for coordinate dimension reduction. The most influential coordinates are chosen as those components of the gradient ∇ x f that are largest-in-magnitude. In the case of the long correlation length, β " 1, the two most important coordinates are x 1 and x 3 , whereas for β " 0.01, they are x 6 and x 1 . The corresponding response surfaces are constructed using the Gaussian process machine learning (GPML) code from [15] , where a maximum likelihood method is used to tune the hyper-parameters of an isotropic squared-exponential covariance kernel and a quadratic polynomial basis. For more details, see [4] .
The results from this local sensitivity analysis are compared to three methods of active subspace construction; gradient-based as discussed in [4] , gradient-free standard Morris as detailed in Algorithm 1, and gradient-free adaptive Morris as summarized in Algorithm 2. The main distinction between the local sensitivity and active subspace based methods is that the active subspace methods allow for functions to be projected onto a response surface constructed in a new parameter space, where parameters may be linear combinations of the original inputs. In contrast, the local sensitivity method retains the initial coordinate space, projecting the function onto a response surface constructed via only the first n influential parameters from the original input space.
We include the construction of low-dimensional response surfaces built on the space of interest for each of the four methods. For each value of β, we look for a gap in the eigenvalue spectrum to indicate the "correct" active subspace dimension, and then construct a kriging surface for this value. A comparison of function evaluations on the kriging surfaces and on the original full space reveals how accurately the behavior of the function is characterized by varying only parameters in the low-dimensional subspace. For more details on the construction of kriging surfaces, where the interpolated values are modeled by a Gaussian process, see [4] .
β " 1: Rapid Eigenvalue Decay
We first consider the case β " 1. From [4] , we expect to determine a one-dimensional subspace. We use M " 300 gradient samples-or approximations of gradient samples-to ensure certainty in the singular values. The longer correlation length of β " 1 leads to a rapid decay in singular values, as shown in Figure 2(a) . We compare singular values of the gradient matrices for each of our three active subspace methods and note the large visual gap between singular values 1 and 2 in all three cases; for a subspace defined by the first left eigenvector of the gradient matrix, the data should be essentially one-dimensional. The eigenvector used to define the 1D active subspace for each method is shown in Figure 2 (b). For this example, a step size of ∆ " 1 100 was used for the standard Morris algorithms, and a step size interval of rδ min , δ max s " " 1 100 , 1 10 ‰ was used for the adaptive Morris algorithms. In Figure 3 , we display the initial column of elementary effects computed for the gradient matrix approximation in the adaptive Morris algorithm prior to transformation back to the original coordinate axis; this plot corresponds to Step (6) of Algorithm 2. Clearly, the largest variability is measured in the direction of the first active subspace eigenvector. As the index increases, the elementary effects quickly level off toward zero, indicating little function variability in the directions of the later eigenvectors.
For the adaptive Morris method, we use a threshold value of 0.99 to determine when function evaluations should be terminated. By eliminating any function evaluations computed after 99% of the singular value spectrum has been obtained, we reduce the computation time by approximately 97%, since only 894 function evaluations are used to construct 300 gradient columns instead of the 30,300 evaluations required by the standard Morris algorithm. This demonstrates that in cases where there is rapid eigenvalue decay, use of the adaptive Morris algorithms can greatly reduce the computational complexity. Figure 4 shows the one-dimensional response surface projections for the sensitivity method and all three active subspace methods. For 300 testing points, the function evaluations are shown for comparison to the kriging mean prediction. The closer clustering of testing points around the mean prediction in the active subspace plots indicate a better approximation to the original surface. The sensitivity method, which projects the function onto the 1D subspace represented by the original input parameter x 1 , displays far too much variability about the kriging prediction to produce an accurate function response on the one-dimensional kriging surface. Finally, we plot the testing evaluations for the function f on the original full surface versus the corresponding evaluation on the one-dimensional kriging surface for each method in Figure 5 . Strict linearity along the y " x axis indicates perfect agreement of function evaluations between the two surfaces; this situation would correspond to a case in which z " W T 2 x is entirely x-invariant as discussed in Section 1. As expected, evaluations on the gradientbased and Morris kriging surfaces are very close matches to their corresponding evaluations on the full surface. The results from the sensitivity method are more widely spread about the y " x axis. We conclude that in problems of this nature, use of the active subspace can greatly reduce the dimensionality of the problem with a negligible sacrifice in accuracy. In problems where adjoint capabilities may be unavailable, an adaptive Morris algorithm should be used to approximate the gradient matrix G for best efficiency.
β " 0.01: Gradual Eigenvalue Decay
To examine the effects of gradual eigenvalue decay, we decrease the correlation length to β " 0.01. The singular values for each of the three active subspace methods are plotted in Figure 6 (a). This decrease in correlation length leads to a more gradual decay in the singular value spectrum. To account for this, we consider both one-and twodimensional active subspaces. The eigenvectors used to define these active subspaces are shown in Figure 6(b)-(c) .
For the adaptive Morris method, we once again use a threshold value of 0.99 to determine when function evaluations should be terminated. The more gradual decay in the singular values requires more function evaluations to be retained than in the case of the longer correlation length. Here we use 6075 total evaluations to construct 300 columns in contrast to the 894 used in the earlier scenario. However, this still represents an 80% decrease in computational complexity over the standard Morris algorithm.
As in our first case, we plot the response surface projections for the local sensitivity method and all three active subspace methods. One-dimensional projections are plotted in Figure 7 and two-dimensional projections are plotted in Figure 8 . It can be seen that the gradient-based, standard Morris, and adaptive Morris methods do a reasonable job of quantifying the majority of the function's variability in both projections. On the contrary, the local sensitivity method fails to quantify the variability of the function even with a two-dimensional projection. Despite the fact that x 6 and x 1 are the most influential of the original parameters, the wide spread of the testing points in the local sensitivity plots indicates that not all of the other parameters should be discounted. Figure 9 shows a number of function evaluations on the original full surface versus their corresponding values on the kriging surface projections. As expected, the gradient-based and Morris methods result in a relatively strict linear relationship over the y " x axis, while the sensitivity method produces widely spread testing evaluations, reflecting the disagreement between the two response surfaces. Despite the more gradual decay in singular values, the gradient-based and Morris methods are able to quantify the majority of the function's variability in a single dimension, while the local sensitivity method is unable to do so even in two dimensions. Once again, we conclude that active subspace construction methods are superior to simple sensitivity analysis; in particular, if gradients are unavailable or expensive to compute, an adaptive Morris scheme is the superior choice for gradient approximation due to the decrease in computational complexity over the standard Morris method.
Example 2: 10-Dimensional Active Subspace
We now modify the previous problem to test our adaptive Morris method on a function with an active subspace of several dimensions, as presented in [9] . We consider a family of PDEś ∇ s¨p aps, x, wq∇ s ups, x, wqq " 1, s P r0, 1s 2 , w " 1, ..., W
based upon the original problem from [4, 5] . We employ identical boundary conditions for each PDE as in the original problem (13) . Each random field aps, x, wq is log-Gaussian with mean zero and corresponding covariance function C w , and is expressed by the Karhunen-Loevre expansion of Section 2.1 with m w eigenvalues and eigenvectors of the covariance matrix and m w standard Gaussian random variables. Our quantity of interest is
We note that the quantity of interest is dependent upon ř W w"1 m w total parameters and should vary primarily along W directions. This formulation is identical to the original problem in the case where W " 1. Physically, one can interpret this as W 2D slices from a 3D geometry for applications such as steady-state saturated flow. Using W " 10, we define covariance functions from two families with varying β values. The covariance functions
and
are chosen from the exponential and rational quadratic families each for the set β " ( . To compute values of f , the solution to each of the 10 PDEs is approximated on a finite element mesh of N " 727 nodes using the code from [6, 7, 13, 16] . Discarding eigenvalues that are less than 10´1 2 in magnitude, we obtain a total parameter space dimension of ř W w"1 m w " 3556. We compare results for the gradient-based method versus our proposed gradient-free Morris and adaptive Morris methods, where we know that the active subspace has dimension 10 due to the construction of the problem. Figure 10 (a) illustrates the decay in the first 50 eigenvalues of the gradient matrix for all three methods. In this investigation, we used M " 1000 gradient samples for each method. As expected, we can indeed identify a large gap between singular values 10 and 11 in all three cases.
To investigate how effective each method is for quantifying the primary dominant directions of the function's gradient, we construct response surfaces via a piecewise multilinear interpolation method using the Sparse Grid Interpolation Toolbox in MATLAB [12] . For each response surface, we can quantify the error between the true quantity of interest f and the approximated f s by measuring errors at a number of testing points outside the active subspace where larger errors indicate that important directions may be missing from the computed active subspace. This computation is depicted graphically for a sample of 40 testing points in Figure 10 (b) for k " 10, which is the correct active subspace dimension. Results were comparable among all three methods.
To illustrate that no more than 10 dimensions are truly necessary, we construct these response surfaces for dimensions k " 1, ..., 14. We expect that after k " 10, the majority of the variability in the function will have been represented by the eigenvectors and the errors will level off. Indeed, this is the case for both the gradient-based and Morris methods as seen in Figure 10 (c).
Conclusion
We have demonstrated the effectiveness of a gradient-free active subspace method for functions which vary primarily in several dominant directions, particularly in cases where there is rapid decay of singular values. For problems such as these, we can identify the most influential parameters or combinations of parameters, realign our 13 coordinates with the associated directions, and project the problem onto a much lower-dimensional subspace on which the behavior of the original function can still be accurately characterized. It has been shown that this method is far superior to local sensitivity analysis. This paper has extended work in the area of Morris screening, adapting the classical Morris screening algorithm to allow for construction of a gradient matrix approximation using Morris elementary effects. We developed two new gradient-free active subspace methods. The first was based on standard Morris screening where neighbors differing in only one component were used to construct the coarse derivative approximations. The second utilized an adaptive Morris algorithm where adaptive step sizes and directions were used in the construction of the elementary effects used for the gradient approximation. This was done to maximize coverage of the input space, maximize accuracy of the gradient in small regions where there is a great deal of local sensitivity in a few dominant directions, and minimize function evaluations in regions that are nearly invariant. Both algorithms may be used in cases where gradient information is unavailable or difficult to obtain.
In many real-world applications such as neutron transport or systems biology, the dimension of the parameter space may be on the order of m " 10 6 , rendering extensive model evaluation infeasible. As such, further experimentation with these two new gradient-free active subspace algorithms is being conducted with the use of the SCALE nuclear simulation software [20] , and will eventually be used to develop reduced-order models in multi-physics coupled models; for a gradient-based discussion of this, see [11] . The accuracy of the algorithms is being verified on examples with input spaces comprised of thousands to millions of nuclide cross-section values. The results from the gradient-free algorithms will be verified via comparison to a gradient-based method and through the construction of lower-dimensional kriging surfaces.
