We consider a formalization of the following problem. A salesperson must sell some quota of brushes in order to win a trip to Hawaii. This salesperson has a map (a weighted graph) in which each city has an attached demand specifying the number of brushes that can be sold in that city. What is the best route to take to sell the quota while traveling the least distance possible? Notice that unlike the standard traveling salesman problem, not only do we need to gure out the order in which to visit the cities, but we must decide the more fundamental question: which cities do we want to visit?
Introduction
The problem. Consider a salesperson that must sell some quota of R brushes in order to win a trip to Hawaii. This salesperson has a map (a weighted graph) of n cities in which each city has an attached demand specifying the number of brushes that can be sold in that city. What is the best route to take to sell the quota while traveling the least distance possible? Notice that unlike the standard traveling salesman problem, not only do we need to gure out the order in which to visit the cities, but we must decide the more fundamental question: which cities do we want to visit? R. Ravi, Sundaram, Marathe, Rosenkrantz, and S.S. Ravi 17] considered the cleanest case of above problem, called the minimum-weight k-tree, or k-MST problem. In this problem, one is given a graph on n vertices with non-negative distances on the edges, and a number k n, and the goal is to nd a tree of least total cost that spans k vertices. For k = n this is the (easy) minimum spanning tree problem. For general k, however, the problem is NP-complete and has the same main di culty faced by the above salesperson: which points to include and which to ignore? In fact, the k-MST problem nicely focuses on just that issue since once the set is determined, the least weight tree on that set is easy to nd. Cheung and A. Kumar 8] call this problem the \quorum-cast" problem, whose application are in the domain of communication networks.
The bank robber problem is the following: given the map of a city including the amounts of money in each bank, and a car with bounded gas tank, the robber has to rob the maximum amount of money without refueling after rst robbery (thus avoiding being reported to the police). This problem is also called the \orienteering problem" by Golden, Levi, and Vohra 13].
Prior work. Ravi et al. 17] provide an algorithm that achieves an approximation ratio of O( p k) for the k-MST problem on general graphs (i.e., the tree found is at most O( p k) times heavier than the optimal tree) and ratio O(k 1=4 ) for the special case of points in 2-dimensional Euclidean space. Garg and Hochbaum 10] improved the ratio for the latter case to O(log k), which was then improved to a constant factor by Blum, Chalasani, and Vempala 6]. Heuristics for problems described above have been given by Balas 4] and by Cheung and A. Kumar 8] .
Results of this paper. In this paper, we describe an algorithm that achieves an approximation ratio O(log 2 k) for the k-MST problem on general graphs, improving the previous bound of O( p k) 17]. Our results hold for both the rooted and unrooted versions of the problem. (In the rooted version there is a speci ed root vertex that must be in the tree produced.) This result immediately implies an O(log 2 R) approximation for the quota-driven salesperson described above (R is the quota): namely, just treat a vertex with \demand" d as a cluster of d vertices, nd the R-MST, and then tour the tree in the standard way. In fact, our algorithm actually achieves the somewhat better bound of O(log 2 (min(R; n))) for this problem, and does not require the demands to be polynomial in n.
Our algorithm also extends easily to a O(log 2 (min(R; n))) bound for the prize-collecting traveling salesman problem (PCTSP) due to Balas 4] on undirected graphs. The PCTSP problem is just like the quota TSP problem but in addition there are non-negative penalties attached to each city and the salesperson's cost is the sum of the distance traveled plus the penalties on cities not visited. Thus, the quota problem can be thought of as the special case in which penalties are 0. The O(log 2 (min(R; n))) bound for the PCTSP follows immediately by concatenating the tour found by our algorithm (which ignores the penalties) to a tour found by an algorithm of Goemans and Williamson 12] that provides a factor of 2 approximation to a relaxed version of the PCTSP in which the quota requirement is removed. (In the original PCTSP there is also a restriction that each city not be visited more than once; if this is desired and if the graph is a metric space, then we can achieve the same bound in the usual way.) We also derive an approximation algorithm with similar bounds for the bank robber problem.
It is worthwhile to point out that our algorithms are easily implementable in a distributed environment, since they operate on the basis of local information.
Subsequent results. Since the initial (conference) publication of this paper 2], several results have appeared that build and improve upon those here. Rajagopalan and Vazirani 16] describe an algorithm that can be viewed as a somewhat \smoothed" version of the algorithm of this paper and prove that it achieves an O(log k) approximation to the k-MST.
In a further improvement, Blum, Ravi, and Vempala 7] prove that a version of the GoemansWilliamson 12] algorithm achieves a constant-factor approximation. Most recently, Garg 9] has improved this constant factor to 3. Also very recently, for the case of points in the plane with the Euclidean distance metric, Arora 1] and Mitchell 15] (see also 14]) have independently developed a polynomial-time approximation scheme (PTAS) for the k-MST problem; that is, an algorithm that for any xed > 0 can achieve a (1 + ) approximation in polynomial time. Their result applies to a variety of related problems such as the TSP and the minimum Steiner tree problem.
The k-MST problem
We begin by presenting an algorithm for the k-MST problem that achieves an approximation ratio of O(log 3 k). We then describe an improvement that removes one of the logarithmic factors to achieve the ratio of O(log 2 k). Before presenting the algorithm, however, let us point out that the \rooted" and \unrooted" versions of the problem are essentially equivalent from the point of view of approximation for the following reason.
Given an algorithm for the rooted problem, to solve the unrooted case one can simply try all possible start vertices and then choose the smallest tree found. Given an algorithm for the unrooted version, to solve the rooted case when the weight`of the optimal tree is known just throw out all vertices of distance greater than`from the root, solve the unrooted problem, and then connect the tree to the root for an added cost of at most`. Note that the approximation factor may increase by 1. If the optimal cost`is not known, simply sort the distances from the root to each of the n points in increasing order, run the algorithm n times throwing out the i farthest points in the ith iteration, and pick the best result.
In the rest of this section we will use OPT to denote the optimal k-tree and`to denote its total weight. Our algorithm and analysis contain two main ideas. The rst is a measure used for grouping points into components in a Kruskal's-algorithm-like manner. The second is a bucketing technique that allows one to prove this measure to be useful. The measure we use is the following: given two components C i , C j , we examine the ratio: d(C i ; C j )= min(jC i j; jC j j), where d( ; ) is the distance according to the shortest-path metric and j j is the size in terms of number of points. The general step of the algorithm will be joining together (using the shortest path) the two components for which this ratio is smallest.
The bulk of the argument will be for proving correctness of an algorithm for the following slight relaxation of our goal, which is similar to the \maximal dense" tree concept in 3].
Given k, we will nd a tree on at least k=4 points whose weight is at most O(log 2 k) times the weight of the minimum k-tree. With this algorithm in place, it will be easy to remove the relaxation and solve our original problem. The Kruskal-like algorithm for this relaxed problem is as follows:
Algorithm Merge-Cluster:
1. Begin with n components, one for each point.
2. Join (using the shortest path) the two components such that the ratio of the distance between the components to the number of points in the smaller one is least. That is, join the pair C i ; C j that minimize d(C i ; C j )= min(jC i j; jC j j).
Repeat
Step (2) until some component has size at least k=4.
Theorem 1 The weight of the largest component produced by Algorithm Merge-Cluster is at most 4(log 2 k) 2 times the weight of the optimal k-tree.
The proof of Theorem 1 follows immediately from Lemmas 1 and 2 below.
Lemma 1 If at any time the largest ratio used by algorithm Merge-Cluster so far is r, then any component of p points will have total weight at most rp log 2 p.
Lemma 2 Algorithm Merge-Cluster never uses a ratio larger than (8`log 2 k)=k whereì s the weight of the optimal k-tree.
To prove Theorem 1 from these lemmas, just note that the only way in which the largest component produced could have size greater than k=2 is for the additional vertices to be included \for free" in the shortest path that makes up the nal connection. Thus combining the bounds of the two lemmas yields the theorem. We begin with a proof of the simpler lemma.
Proof of Lemma 1. Consider a joining of two components. Since the length of the connection used is at most r times the number of points in the smaller component, we can \pay for" the connection by charging a cost of at most r to each of the points in the smaller component. Any time a point is charged, the size of the component it belongs to at least doubles. So, any point in a component of p points has been charged a total cost at most r log 2 p. Since the weight of a component is at most the total charge to points inside it, this proves the lemma.
Proof of Lemma 2. In contradiction, suppose at some time all components produced by the algorithm have size less than k=4 and the distance between any two is greater than r = (8`log 2 k)=k times the number of points in the smaller. Group the components into buckets based on size, where the ith bucket contains those components with between k=2 i and k=2 i+1 points (i = 2; 3; : : :). Now, throw out all components that do not intersect the optimal k-tree. Clearly the optimal k-tree can have at most k=4 + k=8 + : : : < k=2 points inside buckets that contain only one component. So, there is some bucket containing at least 2 components such that OPT has at least k=(2 log 2 k) points inside that bucket. Say all components in this bucket have size between s and 2s. This means that the balls of radius rs=2 about each component do not touch each other and OPT must intersect at least k=(4s log 2 k) components. Therefore OPT must have a connection cost greater than rk=(8 log 2 k) =`, a contradiction.
Algorithm Merge-Cluster immediately gives us a simple O(log 3 k) approximation algorithm for the k-MST problem as follows. For simplicity, we consider the rooted version. Also, for the moment suppose that we know the weight`of the optimal k-tree. In the procedure below, we view Algorithm Merge-Cluster as taking \k" as an argument. Algorithm Connect-Clusters:
1. Mark as \to be ignored" all vertices of distance greater than`from the root. Theorem 2 Algorithm Connect-Clusters nds a tree of at least k points whose weight is at most O(log 3 k) times the optimal.
Proof. Suppose in the invocations of Algorithm Merge-Cluster so far we have found components with k 0 points total. Then, the optimal k-tree contains at least k ? k 0 points in the graph remaining, and all these are within distance`from the root. Thus, the next invocation of the algorithm will nd a tree on at least (k ? k 0 )=4 points, at cost at most O(`log 2 k). So the algorithm will be run at most O(log k) times and the sum total cost of all components found is at most O(`log 3 k). The cost to connect them together is a low-order O(`log k).
We can remove the knowledge of the optimal cost`from the above algorithm in the same manner as was done for converting the rooted version of the k-MST problem to the unrooted version. For improved e ciency, note that the true`satis es ` k , where is the distance of the kth farthest vertex from the root. So we can begin with a guess of`= and then double our guess if the numbers and sizes of the components found do not satisfy the guaranteed bounds, for a total of O(log k) iterations maximum.
We now show how to modify Algorithm Connect-Clusters to achieve an O(log 2 k) approximation. To do this, we use the following corollary to a result by Goemans Fact 1 Given a weighted graph on n points and an > 0, let L be the length of the shortest tour that visits at least (1 ? )n points. One can nd in polynomial time a path of length at most 6L that visits at least (1 ? 3 )n points.
For simplicity, we describe the modi ed algorithm as either nding a tree of k points with cost at most O(`log 2 k) or else nding a tree on at least k=4 points with cost O(`). It is not hard to see that this su ces because the latter case removes an O(log 2 k) factor from the bounds of Theorem 1 (which is even better). Let us also assume for simplicity that the algorithm is given the value of`; this assumption can be removed as done for algorithm Connect-Clusters above. The new algorithm works as follows. Algorithm Improved-Connect: Run Algorithm Connect-Clusters until components totaling at least 15 16 k points have been found. This requires only a constant number of applications of Algorithm Merge-Cluster. For simplicity, if the number of points found exceeds 15 16 k, then discard points until we have only 15 16 k left. Call this set of points S. Now, apply the algorithm of Fact 1 with = 3=15 to the graph induced by the set S. Notice that if the optimal k-tree intersects at least a (1? 3 15 ) fraction of S, then this algorithm is guaranteed to nd a path of length at most 6`that visits at least (1 ? 9 15 ) 15 16 k = 3 8 k points.
If the algorithm produces such a path, then halt: the MST on these points is a tree of cost O(`) on more than k=4 points as desired.
On the other hand, if the algorithm of Fact 1 returns a path that either is longer than 6`or else visits insu ciently many points, then we know that the optimal k-tree intersects less than a (1 ? 3 15 ) fraction of S (and so contains at least k=4 new points). We now apply
Merge-Cluster, with argument k=4, on the remaining graph to nd a new component with at least k=16 points. Connecting this component to the components in S results in a tree of k points of cost O(`log 2 k), and we are done.
We thus have the following theorem.
Theorem 3 Algorithm Improved-Connect provides an O(log 2 k) approximation for the k-MST problem and runs in polynomial time.
Extensions of the basic k-MST algorithm
We now describe how the algorithms of the previous section can be used to give guaranteed approximations to the other problems mentioned in the introduction, such as the quota TSP problem, the prize-collecting salesman problem, and the bank robber (orienteering) problem.
Algorithms for quota-driven salesmen
In the quota TSP problem each vertex in the graph has some attached integral value w i 0 and the salesman has a target quota R. The goal is to nd a route as short as possible that visits vertices whose sum total value is at least R. The salesman may visit a city several times, but if he does so he only receives its value once.
First, it is immediate that we can approximate the quota TSP to a factor of O(log 2 R). Simply replace each vertex of value w by w vertices all at the same location, nd the approximate R-MST, and then traverse it at most twice. Notice that this bound might not be so good if R is much larger than n. Also, this approach naively requires R to be only polynomially large; however, since the rst step of the k-MST approximation algorithm is to reconnect vertices at the same location into a cluster, we can view the replacement described above as just a thought experiment. We show now that the algorithm in fact achieves the better bound of O(log 2 (min(R; n))).
It will be simplest to view Algorithm Merge-Cluster as acting directly on the weighted vertices, merging the two components C i ; C j that minimize d(C i ; C j )= min(wt(C i ); wt(C j )) where wt(C) is the sum of the values of the vertices contained in C. Let us call this algorithm Merge-Weighted-Cluster even though it is really exactly the same algorithm, except for running time, as the thought experiment described above. For the analysis corresponding to Lemma 1, however, when two components are merged we will \pay for" the cost by charging to the smaller one in number, not in weight. This still means that for a connection of ratio r a vertex of weight w will be charged at most rw, if we charge vertices proportionally to their weight. But, now it is clear that a vertex will be charged at most log(p) times if it is in a component of p vertices, as opposed to a component having weight p. Thus we have the following lemma. (We also give a more formal proof below.) Lemma 3 If at any time, the largest ratio used by the algorithm Merge-Weighted-Cluster so far is r, then any component of p points and total vertex-weight w will have total edge weight (cost) at most rw log 2 p.
Proof: We prove it by induction. It is true initially since the cost begins at 0. When merging two clusters C i and C j into C we note that cost(C) = cost(C i ) + cost(C j ) + d(C i ; C j ) r wt(C i ) log(jC i j) + r wt(C j ) log(jC j j) + r minfwt(C i ); wt(C j )g r (wt(C i ) + wt(C j )) log(jC i j + jC j j) r wt(C) log(jCj)
We can similarly improve Lemma 2 as follows.
Lemma 4 Algorithm Merge-Weighted-Cluster never uses a ratio larger than O(`(log 2 n)=R)
where`is the (edge) weight of the optimal tree having vertex-weight R.
Proof. Following the proof of Lemma 2 we have buckets containing the components of vertex-weight R=4 to R=8, R=8 to R=16, etc. We stop, however, at weight R=(10n) and put all components of that weight or less into one single bucket. Now there are only O(log n) buckets instead of O(log R) and the nal small bucket intersects the optimal tree in at most R=10 total weight and so can be \thrown out" in the analysis. The rest of the proof of Lemma 2 then can be followed directly.
The above two lemmas imply that Algorithm Improved-Connect of Theorem 3 in fact achieves a ratio of O(log 2 n) as well as O(log 2 R), which gives us our desired bound.
One technical point: the algorithm of Fact 1, which is just the Prize-Collecting TSP algorithm of Goemans and Williamson 12] with an appropriate setting of the prize values, works also for the vertex-weighted case. Therefore, Algorithm Improved-Connect runs in polynomial time even if R is large.
Algorithms for prize-collecting salesmen
As mentioned in the introduction, an approximation algorithm to the quota TSP problem can be transformed into an approximation algorithm to the PCTSP problem of 4]. The PCTSP is the following. You are given an undirected edge-weighted graph in which each vertex has a prize value and a penalty value. You are also given a quota R. The goal is to nd a tour of minimum \cost" such that the sum of the prizes on the vertices visited is at least R, where cost is de ned to be the length of the tour plus the sum of the penalties on vertices not visited. In other words, the PCTSP is the same as the quota TSP problem, but with the additional complication of vertices having penalties for not being on the tour.
The Goemans-Williamson algorithm 12] provides a 2-approximation to a version of the PCTSP in which the quota requirement R is removed. That is, the goal is simply to minimize the cost of the tour as de ned above. To approximate the PCTSP problem of Balas, simply concatenate the tour found by the quota TSP approximator to a (rooted) tour found by the Goemans-Williamson algorithm. The tour found by the quota TSP approximator is guaranteed to meet the quota requirement and have length at most O(log 2 (min(R; n))) times the cost of the optimum solution. The second tour guarantees that the nal result incurs a penalty totaling at most twice the cost of the optimum solution, while introducing only a small increase in the length. (Removing the quota restriction only decreases the cost of the optimum solution.) Thus we have the following theorem.
Theorem 4 There is a polynomial time algorithm that approximates the PCTSP problem of 4] on n-vertex undirected weighted graphs to a ratio O(log 2 (min(R; n))), where R is the required vertex weight to be visited.
The bank robber (orienteering) algorithm
The bank robber (orienteering) problem 13] is much like the problem faced by our quotadriven salesperson, except that the distance d that may be traveled is xed and the goal is to maximize the total value R of points visited. If we do not require a speci ed starting point, then we can approximate this problem to the same ratio as the quota-TSP problem as follows. We \guess" the value R, we run the quota TSP approximator to nd a path of length O(d log 2 (min(n; R))) visiting vertex-weight R, we break the path found into segments of length d=2, and then we choose the segment that contains the most vertex-value inside.
Notice, however, that this does not approximate the orienteering problem with a speci ed start vertex (root) since there is no guarantee the \good" segment found will intersect the root.
A hard example for our algorithm
Our basic algorithm, Merge-Cluster, nds a tree on at least k=4 points with cost at most O(`log 2 k), where`is the cost of the optimal k-tree. In fact, there exist examples that force the algorithm to pay (`log 2 k), and we describe one such example here.
De ne a 1-block to be a single point, a 2-block to be two points separated by distance 1, a 4-block to be two 2-blocks separated by distance 2, and more generally a 2 t -block to be two 2 t?1 -blocks separated by distance 2 t?1 . Note that a 2 t -block has 2 t points. Also, notice that all the points in such a block would be connected together by Merge-Cluster using connections of ratio 1.
Suppose we have a cluster of A points (by a cluster we just mean that all the points are at the same location) separated by some distance from a cluster of B points. Let us de ne a \ lling in" of the region between the two clusters as follows. First, if A = 1 or B = 1 then we do nothing. Otherwise, let C = bmin(A=2; B=2)c and place a cluster of C points halfway between the A-point cluster and the B-point cluster. Then recursively ll in the region between the A-point and C-point clusters and the region between the C-point and B-point clusters.
A hard example for the algorithm can now be described as follows. The graph consists of two sets of points separated by a large distance. The rst set of points is a k-block.
The second set of points is constructed by placing two clusters of 4k= log k points at a distance of 8k= log k from each other, and then \ lling in" the region between the clusters as described above. Given such a graph, there exists a tree on at least k points with total length 8k= log k. In particular, just connect all the points in the second set. However, the algorithm will instead connect together points in the rst set, since the ratios are better there (1 versus 2), and pay a total cost of (k log k).
Open questions
The obvious open question is whether there exist polynomial-time algorithms with better approximation ratios, i.e. logarithmic, or even constant, for the problems considered in this paper. As noted above, this question has been answered in the a rmative by subsequent work.
Another interesting open question is nding a polynomial-time poly-logarithmic approximation for the rooted version of the bank robber (orienteering) problem. This problem appears to be much more di cult than the unrooted version. Intuitively, the di culty with approximating the rooted problem is that many of the points on the optimal tour might be in a clump at distance just about d=2 from the root. Thus, a strategy that opportunistically visits nearer vertices on its way to that clump may nd that it cannot reach those vertices and return in the given distance d.
