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SUMMARY 
A general  treatment of parameter i d e n t i f i c a t i o n  and s t o c h a s t i c  con t ro l  f o r  
use on ! A i c o p t e r  dynamic syotems is  presented. The emphasis of t he  work 
reported herein is on r o t o r  aynamic models, including s p e c i f i c  appl ica t ions  t o  
ro to r  blade f lapping and the he l icopter  ground resonance problem. Dynamic 
systems which a r e  governed by periodic  c ~ e f f i c i e n t s  a s  w e l l  a s  constant  coef f i -  
c i e n t  models a r e  addressed. The dynamic systems a r e  modeled by l i n e a r  s t a t e  
va r i ab l e  equations which a r e  used i n  t he  i d e n t i f i c a t i o n  a2d s tochas t i c  con t ro l  
formulation. The research presented addresses  the  pure i d e n t i f i c a t f o n  problem 
a s  wel l  a s  the s t o c h a s t i c  c t n t r o l  problem which includes combined i d e n t i f i c a t i o n  
and con t ro l  f o r  dyrlamic systems. The s t o c h a s t i c  con t ro l  problen includes the 
e f f e c t  of parameter uncer ta in ty  on the s o l u t i o n  and the concept of learning and 
how t h i s  is af fec ted  by the con t ro l ' s  dual  e f f e c t .  The i d e n t i f i c a t i o n  formula- 
t i on  r equ i r e s  algorithms s u i t a b l e  f o r  on-line use and thus recurs ive  i d e n t i f i -  
ca t ion  algorithms are considered. The app l i ca t ions  presented use the  recurs ive  
extended K a b a n  i l l t e r  f o r  parameter i d e n t i f i c a t i o n  which has e x c d i e n t  con- 
;ergence f o r  systems without process noise.  Adaptive con t ro l  r e s u l t s  based 
upon the c e r t z i n t y  equivalence p r inc ip l e  a r e  a l s o  presented f o r  the r o t o r  blade 
f l a p  model. 
INTRODUCTION 
The concept of using a c t i v e  con t ro l  f o r  he l icopter  dynamic modes o f f e r s  
the p o t e n t i a l  f o r  improved he l icopter  r o t o r  operat ion.  The a l l e v i a t i o n  of r e t r e a t i n g  
blade s t a l l ,  improvement i n  dynamic s t a b i l i t y  and reduct ion of v ib ra t ion  through 
a c t i v e  con t ro l  a r e  some of the p o t e n t i a l  improvements t o  be gained through 
a c t i v e  cont ro l .  The cur ren t  trend toward fly-by-wire computer systems and high 
frequency r o t o r  con t ro l  make the  concept of a c t i v e  r o t o r  con t ro l  f e a s i b l e .  
Higher harmonic swashplate con t ro l  and indiv idua l  blade con t ro l  permit the use 
of a c t i v e  con t ro l  techniques f o r  s tochas t i c  cont ro l  of dynamic modes. Active 
cont ro l  of he l icopter  r o t o r  systems requi res  the use of parameter i den t i f i ca -  
t i on  of dynamic models and e i t h e r  f ixed ga in  o r  adapt ive con t ro l  laws. The 
focus of t h i s  reasarch is on both pure i d e n t i f i c a t i o n  of dynamic models and 
s tochas t i c  cont ro l  a s  appl ied t o  he l icopter  dynamic systems. 
U n t i l  r e c e n t l y  most of t h e  r e s e a r c h  a c t i v i t y  i n  parameter i d e n t i f i c a t i o n  
has focused on t h e  problem of aerodynamic s t a b i l i t y  d e r i v a t i v e  e x t r a c t i o n  f o r  
handl ing q u a l i t i e s  models [1 ,2 ,3 ,4] .  The i d e n t i f i c a t i o n  of s t a b i l i t y  and 
c o n t r o l  d e r i v a t i v e s  f o r  handl ing q u a l i t y  models i s  w e l l  unders tood,  however 
by no means completely solved.  Rotor b l a d e  * d e n ~ i f i c a t i o n  has  a l s o  been done 
[5 ,h ]  w i t h  emphasis on wind tunne l  a p p l i c a t i o n s .  These r o t o r  s t u d i e s  which 
a d d r e s s  t h e  pure  i d e n t i f i c a t i o n  problem have rocused mainly on t h e  p h y s i c a l  
model requirements  and have used o f f - l i n e  t y p e  a lgor i thms  which do n o t  fo rmal ly  
account f o r  random process  n o i s e  e x c i t a t i o n .  T h u c , a p p l i c a b i l i t y  t o  g e n e r a l  
wind tunne l  o r  f l i g h t  test useage is l i m i t e d .  An on-line i d e n t i f i c a t i o n  pro- 
cedure  was p resen ted  i n  r e f e r e n c e  7 f o r  r o t o r  b lade  mode i d e n t i f i c a t i o n  from 
random wind t u n n e l  tu rbu lence  e x c i t a t i o n .  A r e c u r s i v e  maximum l i k e l i h o o d  (RML) 
procedure was u;.ed which is unbiased i n  t h e  p resence  of both  random measurement 
and process  n o i s e .  Although t h e  RML 2rocedure  was a n  on- l ine  a l g o r i t h m  and 
s u i t a b l e  f o r  random tu rbu lence ,  i c  is l i m i t e d  t o  s i n g l e  inpu t - s ing le  ou tpu t  
systems o r  a u t o r e g r e s s i v e  mcving average (ARMA) models. 
The g e n e r a l  s t a t e  space i d e n t i f i c a t i o n  problem is  presented f o r  h e l i c o p t e r  
ro tc ;  dynamic systems. I d e n t i f i c a t i o n  a lgor i thms  s u i t a b l e  f o r  bo th  random 
measurement and p rocess  n o i s e  a r e  d i scussed  f o r  o f f - l i n e  and on- l ine  u s e  w2th 
emphasis on a p p l i c a t i o n  t o  h e l i c o p t e r  r o t o r  dynamic models. 
The s t u d i e s  on c o n t r o l  of he l j -cop te r  systems have p r i m a r i l y  focused on hand l ing  
q u a l i t i e s  a u t o p i l o t  des ign  [ 8 ]  with  some r e s e a r c h  on t h e  g u s t  a l l e v i a t i o n  
problan [9,10,11].  Recent ly ,  f u l l y  a d a p t i v e  h igher  harmonic c o n t r o l  (HHC) 
a lgor i thms  which inc lude  on-line i d e n t i f i c a t i o n  c o n t r o l  have been developed 
and t e s t e d  on s i m u l a t i o n s  and i n  t h e  wind t u n n e l  [12,13,14,15] . These app l ica -  
t i o n s  a r e  designed t o  minimize s teady  h e l i c o p t e r  v i b r ? t j s n  which o r i g i n a t e  i n  
t h e  r o t o r .  The acceptance and development by t h e  r s t o r c r a f t  community of h igh 
frequency r o t o r  m u l t i c y c l i c  hardware have made HHC s u i t a b l e  f o r  f l i g h t  v e h i c l e s .  
I n  a d d i t i o n ,  t h e  p r e s e n t  i n t e r e s t  i n  h e l i c o p t e r  i n d i v i d u a l  b lade c o n t r o l  (IBC) 
[16,17,18] w i l l  f u r t h e r  open up new a r e a s  of a p p l i c a t i o n  f o r  s t o c h a s t i c  c o n t r o l  
and i d e n t i f i c a t t m  of r o t o r  dynamic systems. Appl ica t ions  t o  r o t o r  s ta l l  
a l l e v i a t i o n ,  improved r o t o r  s t a b i l i t y  and g u s t  a l l e v i a t i o n  a r e  p o t e n t i a l  a r e a s  
of a p p l i c a t i o n .  
This r epo r t  p resents  t he  general  s t a t e  space formulation f o r  he l i cop te r  
r o t o r  dynamic systems f o r  parameter i d e n t i f i c a t i o n .  The s tochas t i c  con t ro l  
formulation is  presented which leads  t o  f ixed  ga in  feedback c o n t r o l l e r s  a s  we l l  
a s  adapt ive  con t ro l  so lu t ions .  The s t o c h a s t i c  con t ro l  approach fol lows t h a t  
presented i n  r e f .  19 and 20 which i r d u d e s  the  adapt ive con t ro l  proper t ies :  (1) 
caut ion,  (2) probing, and (3) de t e rmin i s t i c  cont ro l .  
-\ 
The t h e o r e t i c a l  background f o r  i d e n t i f i c a t i o n  and s t o c h a s t i c  con t ro l  is 
presented i n  Sect ion 11. The r o t o r  blade f lapping  r e s u l t s  which include 
per iodic  c o e f f i c i e n t s  and reverse  flow e f f e c t s  a r e  presented i n  Sect ion 111. 
P a r m e t e r  i d e n t i f i c a t i o n  r e su l c s  f o r  t he  he l i cop te r  ground resonance model is 
presented i n  Sect ion I V .  
SYMBOLS 
Continuous time matr ix used f o r  ground resonance model defined 
i n  Eq. (3.24) 
time-varying matr ix a s  a funct ion of parameters O 
s c a l a r  parameter and i ts  mean value,  respec t ive ly ,  used i n  
Eq. (2.30) 
f lapping model per iodic  c o e f f i c i e n t s  defined i n  Eq. (3.6) - 
Eq. (3.8) 
value of f lapping model per iodic  c o e f f i c i e n t s  a t  p = 0 
time-varying con t ro l  matrix a s  a  funct ion of parameters O 
continuous time matrix used f o r  ground resonance model defined 
i n  Eq. (3.25) 
measurement matr ix (per iodic)  used f o r  ground resonance model 
defined i n  Eq. (3.26) and E q .  (3.27) 
N-step cos t  funct ion defined i n  Eq. (2.28) 
cos t  funct ion evaluated a t  time s t e p  k 
denotes expected va lue  
denotes condi t iona l  expected va lue  
d i s c r z t e  t r a n s i t i o n  matr ix,  approximated a s  i n  Eq. (2.6) 
general vector  nonl inear  funct ion 
p a r t i a l  de r iva t ive  of f w . r . t .  z. (Jacobian matr ix)  
nonlinear funct ion assoc ia ted  with the s t a t e  equation 
nonl inear  funct ion assoc ia ted  with the  parameters, O 
value of s t a t e  t r a n s i t i o n  matr ix a t  time s t e p  k ,  (Eq. 2.58) 
longi tudina l  force  e x c i t a t i o n  of support degrees of freedom, 
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l a t e r a l  f o r c e  e x c i t a t i o n  of suppor t  degrees  of freedom, 
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d i s c r e t e  c o n t r o l  mat r ix  approximated a s  i n  Eq. (2.7) 
v a l u e  of s t a t e  t r a n s i t i o n  m a t r i x  a t  time s t e p  k ,  (Eq. 2.58) 
measurement m a t r i x  
measurement m a t r i x  a s s o c i a t e d  w i t h  system s t a t e  v e c t o r  \ .-., 
g e n e r a l  n o n l i n e a r  measurement f u n c t i o n  
informat ion set a t  t ime s t e p  k+l, de f ined  i n  Eq. (2.38) 
t ime s t e p  number 
o b j e c t i v e  f u n c t i o n  ( c o s t )  
opt imal  cost-to-go from time k  t o  t h e  end def ined  i n  Eq. (2.43) 
c a u t i o n  component of t h e  t o t , ~ l  c o s t  
d e t e r m i n i s t i c  component of t h e  t o t a l  c o s t  
probing component of t h e  t o t a l  c o s t  
backward s o l u t i o n  of t h e  m a t r i x  R i c c a t t i  e q u a t i o n  computed by 
Eq. (2 .59)  
time s t e p  'number 
opt imal  CE c o n t r o l  feedback g a i n  computed by Eq. ji .57b) 
c o n t r o l  ga in  f o r  t h e  d e t e r m i n i s t i c  one s t e p  example Eq. (2.34) 
s t o c h a s t i c  c o n t r o l  g a i n  which i n c l u d e s  c a u t i o n  given by Eq. (2.35) 
o r  Eq. (2.36) 
p e r i o d i c  c o e f f i c i e n t  a s s o c i a t e d  w i t h  B of b lade  f lapping given by 
Eq. (3 .2) ,  l / s e c 2  
p e r i o d i c  c o e f f i c i e n t  a s s o c i a t e d  w i t h  B of blade f l a p p i n g  given by 
Eq. (3 .3 ) ,  l / s e c  
p e r i o d i c  c o e f f i c i e n t  a s s o c i a t e d  w i t h  blade ang le  OR of b lade  
f l a p p i n g  given by Eq. (3.4)  
mass of t h e  l o n g i t u d i n a l  suppor t  degree  of freedom, (m, = 2767 s l u g s )  
mass of t h e  l a t e r a l  suppor t  degree  of freedom ( IT,, = 2457 s l u g s )  
f i n a l  t ime s t e p  
number of s t a t e  v a r i a b l e s  
number of s t a t e  v a r i a b l e s  p l u s  parameters  (n, = .n, + no) 
number of parameters  
covar iance mat r ix  
c o n d i t i o n a l  p r o b a b i l i t y  d e n s i t y  f u n c t i o n  
c o s t  f u n c t i o n  weight in2 matrix on t h e  s t a t e  
p rocess  n o i s e  covar iance on t h e  s t a t e  e q u a t i o n s  
process  n o i s e  covar iance on t h e  parameters  
c o s t  f u n c t i o n  we igh t ing  m a t r i x  on t h e  c o n t r o l  ( a l s o  used a s  n o i s e  
covar iance  on t h e  measurement) 
innova t ions  covar iance  de f ined  i n  Eq. (2.21) 
on-off s w i t c h  t o  a c t i v a t e  r e v e r s e  f low terms i n  f l a p p i n g  e q u a t i o n  
cont inuous  t ime index,  s e c  
i n t e g r a t i o n  t ime s t e p ,  s e c  
c o n t r o l  vect ior .  
d e t e r m i n i s t i c  and s t o c h a s t i c  c o n t r o l  s o l u t i o n  de f ined  i n  Eq. (2.50) 
through Eq. (2.52) 
cont inuous  time random whi te  p rocess  n o i s e  
d i s c r e t e  t ime random whi te  
d i s c r e t e  t ime random whi te  
mean va lue  of v  
Kalman f i l t e r  g a i n  de f ined  
d i s c r e t e  t ime random whi te  
s t a t e  v e c t o r  
augmented s t a t e  v e c t o r  (xa 
updated s t a t e  e s t i m a t e  a t  
measurement v e c t o r  
s t a t e  v e c t o r  of s t a t e s  and 
p rocess  n o i s e  sequence 
p rocess  n o i s e  sequence of x and @ eqs 
i n  Eq.  (2 .24)  
measurement n o i s e  
= 0) 
t ime k g iven measurements up t o  t ime k 
parameters  
updated s t a t e  e s t i m a t e  ( s t a t e s  and parameters)  a t  t ime k g iven 
measurements up t o  t ime k 
s t a t e  e r r o r  de f ined  i n  E q .  (2.16) 
f l a p p i n g  ang le  of b l a d e ,  deg 
time s t e p  s i z e  
Lock number, (y = 5) 
blade  l a g  a n g l e ,  deg 
cos ing  Four ie r  component of b lade  l a g ,  deg 
s i n e  F o u r i e r  component of b l a d e  l a g ,  deg. 
l o n g i t u d i n a l  and l a t e r a l  suppor t  damping r a t i o ,  r e s p e c t i v e l y ,  
X c r i t i c a l  
b lade  inp lane  damping r a t i o ,  X c r i t i c a l  
r o t o r  advance r a t i o ,  V/CR 
innova t ion  sequence d e f i n e d  i n  Eq .  (2.20) 
parameter v e c t o r  
r o t o r  b lade  p i t c h  a n g l e ,  deg 
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c o r r e l a t i o n  c o e f f i c i e n t  
s t andard  d e v i a t i o n  
s t a n d a r d  d e v i a t i o n  of a and b ,  r e s p e c t i v e l y  
s q u a r e  r o o t  of t h e  covar iance  between a  and b  
covar iance  of f d e f i n e d  i n  Eq. (2.48) 
Jacob ian  m a t r i x  (Eq. (2.19) ) 
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g e n e r a l  form of op t imal  c o n t r o l  s o l u t i o n  (Eq. (2.51)) 
azimuth a n g l e  of r o t o r  b l a d e ,  deg 
g e n e r a l  form of c o n t r o l  s o l u t i o n  und.rr t h e  s e p a r a t i o n  p roper ty  
(Eq* (2 .52))  
angu la r  v e l o c i t y  of r o t o r ,  r a d l s e c  ( o r  RPM) 
blade  i n p l a n e  n a t u r a l  f requency (+ R )  
l o n g i t u a i n a l  and l a t e r a l  suppor t  n a t u r a l  frequency (+ Q) 
deno tes  t r a n s p o s e  
deno tes  t ime de r iva tLve  
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THEORETI C.4L BACKGROUND 
T h i s  s e c t i o n  - p r e s  lents t h e  b a s i c  t h e o r e t i c a l  background f o r  i d e n t i f i c a t i o n  
and s t o c h a s t i c  c o n t r o l  of dynamic sys tems.  A b r i e f  d e s c r i p t i o n  of  t h e  i d a n t i -  
f i c a t i o n  and s t o c h a s t i c  c o n t r o l  fo rmula t ion  is presen ted .  Th i s  is followed by 
a  more d e t a i l e d  t r ea tment  of t h e  i d e n t i f i c a t i o n  problem. F i n a l l y ,  t h e  funda- 
menta l  i d e a s  of s t o c h a s t i c  c o n t r o l  theory  a r e  p resen ted .  
Problem D e s c r i p t i m  and O v e r a l l  Approach 
The s t a t e  v a r i a b l e  r e p r e s e n t a t i o n  is used t o  model h e l i c o p t e r  r o t o r  r o t a t i n g  
c o o r d i n a t e s  and f i x e d  a x i s  c o o r d i n a t e s .  Ro ta t ing  c o o r d i n a t e s  f o r  e i t h e r  a r t i c -  
u l a t e d  o r  h i n g e l e s s  r o t o r s  inc lude  b lade  f l a p ,  l a g  and t o r s i o n ,  which can a l s o  
inc lude  r o t o r  harmonic in f low c o o r d i n a t e s .  Fixed a x i s  c o o r d i n a t e s  i n c l u d e  
v e h i c l e  body motion and l and ing  suppor t  degrees  of freedom f o r  t h e  ground 
resonance problem. A d i s c u s s i o n  of s t a t e  v a r i a b l e  models f o r  a r t i c u l a t e d  and 
h i n g e l e s s  r o t o r s  coupled t o  f i x e d  a x i s  degrees  of freedom i s  g iven  i n  r e f .  1. 
The l i n e a r i z e d  s t a t e  equa t ions  i n c l u d e  p e r i o d i c  c o e f f i c i e n t s  and can  b e  repre-  
sen ted  i n  e i t b e r  t h e  r o t a t i n g  system o r  f i x e d  a x i s  system using t h e  m u l t i b l a d e  
c o o r d i n a t e  t r ans fo rmat ion .  The l i n e a r i z e d  s t a t e  equa t ions  w i l l  be used f o r  t h e  
parameter i d e n t i f i c a t i o n  problem and t h e  s t o c h a s t i c  c o n t r o l  problem. 
The dynauic : d c n t i f i c a t i o n  problem is based upon t h e  l i n e a r  s t a t e  equa t ions  
where x  is a  nx1 s t a t e  v e c t o r  i+ 1 
u  is  a  mxl c o n t r o l  v e c t o r  i 
di  is a pxl v e c t o r  of unknown parameters  t o  be i d e n t i f i e d  inc lud ing  p e r i o d i c  c o e f f i c i e n t s  
F G a r e  m a t r i c e s  a s  a  f u n c t i o n  of t h e  unknown parameter v e c t o r  i3 i' i i 
3 . w ;  a r e  ze ro  mean random whi te  n o i s e  guass ian  sequences 
The measurement equa t ion  is 
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where yi is a r x l  measurement v e c t o r  
Hi is a r x n  mat r ix  of unknown parameters  O i 
wi i s  a ze ro  mean whi te  n o i s a  gauss:en sequence 
The i d e n t i f i c a t i o n  o b j e c t i v e  is  t o  determine e s t i m a t e s  of t h e  unknown para- 
meter v e c t o r  Oi and s tate x i  from t h e  measurements yi;  g iven c o n t r o l  e x c i t a t i o n  
u i ' 
The s t o c h a s t i c  c o n t r o l  o b j e c t i v e  is t o  minimize w i t h  r e s p e c t  t o  t h e  c o n t r o l  
a q u a d r a t i c  f u n c t i o n  of t h e  state and c o n t r o l  
where EI deno tes  expected v a l u e  and 
Qi,Ri a r e  weight ing m a t r i c e s  on t h e  s t a t e  and c o n t r o l ,  r e s p e c t i v e l y  
The pure i d e n t i f i c a t i o n  p r o b l e s  is  concerned w i t h  Eq. (2.1) and (2 .2 ) .  The 
pure c o n t r o l  problem assumes t h e  parameters  a r e  known i n  Eq. (2.1) and (2.2) 
and t h e  opt imal  c o n t r o l  ui which minimizes E q .  (2.3) i s  t o  be des igned.  The 
s t o c h a s t i c  c o n t r o l  problem [19] s imul taneously  cons iders  Eq . (2.1) and (2.3) 
and two such a d a p t i v e  c o n t r o l  d e s i g n s  a r e  shown i n  block diagram form i n  Pig .  1. 
D e t a i l s  of t h e  parameter i d e n t i f i c a t i o n  s o l u t i o n  and s t o c h a s t i c  c o n t r o l  solu-  
t i o n  a r e  presented i n  t h e  fol lowing s e c ' i o n s .  
Parameter I d e n t i f i c a t i o n  Methods 
Parameter i d e n t i f i c a t i o n  methods can be ca tegor ized  as e i t h e r  an  o f f -  
l i n e  o r  on- l ine  method. Of f - l ine  methods u s u a l l y  r e q u i r e  a number of passes  
o r  i t e r a t i o n s  over  the  d a t a  s e t  being i d e n t i f i e d .  On-line methods a r e  o f t e n  
r e c u r s i v e  and updated e s t i m a t e s  a r e  generated based upon p a s t  d a t a  and c u r r e n t  
measurements. Table  1 shows o f f - l i n e  and on- l ine  i d e n t i f i c a t i o n  methods which 
a r e  asympto t ica l ly  unbiased f o r  systems contamimated by p rocess  n o i s e ,  measure- 
ment n o i s e ,  and bo th  process  and measurement noise .  For s y s t e s r w i t h  only p rocess  
no i se ,  t h e  least square  (LS) method y i e l d s  i d e n t i c a l  r e s u l t s  f o r  e i t h e r  t h e  o f f -  
l i n e  o r  r e c u r s i v e  formulat ion.  For systems w i t h  measurement n o i s e  o n l y ,  t h e  
ou tpu t  errs maximum l i k e l i h o o d  method is s u i t a b l e  f o r  o f f - l i n e  useage.  The 
r e c u r o i v e  maximum l i k e l i h o o d  (RML) metnod [20] and extended Kairuan F i l t e r  JEKF) 
a r e  both  s u i t a b l e  f o r  systems w i t h  measurement n o i s e  contamination.  The RML 
method i n  [20] is  based on s i n g l e  inpu t - s ing le  ou tpu t  a u t o r e g r e s s i v e  moving 
average (ARMA) models whi le  t h e  EKF is  formulated f o r  s t a t e  space models. For 
systems which inc lude  both  p rocess  and measurement n o i s e ,  t h e  RML method o r  t h e  
"corrected"  extended Kalman F i l t e r  1211 r e s u l t s  i n  a s y m p t n t i c a l l y  unbiased para- 
meter e s t i m a t e s .  
Since  t h e  s t a t e  space fo rmula t ion  is  used throughout t h i s  a n a l y s i s ,  t h e  
extended Kalman f i l t e r  i s  used f o r  parameter i d e n t i f i c a t i o n .  S ince  t h e  CKF 
r e s u l t s  i n  b iased parameter e s t i m a t e s  i n  t h e  presence of p rocess  n o i s e ,  a l l  
s i m u l a t i o n  r u n s  were contaminated wi th  random measurement n o i s e  only .  A b r i e f  
d e s c r i p t i o n  o f  t h e  convergence c h a r a c t e r i s t i c s  of t h e  EKF used f o r  parameter 
i d e n t i f i c a t i o n  is desc r ibed  below. 
The Extended Kalman F i l t e r  a s  a n  I d e n t i f i c a t i o n  Method and Its Convergence 
P r o p e r t i e s .  - The extended K a h a n  f i l t e r  (EKF) is  a w e l l  known method used f o r  
e s t i m a t i o n  of t h e  s t a t e  and parameters  of a dynamic system. The p o p u l a r i t y  of 
t h e  EKF as a parameter i d e n t i f i c a t i o n  a l g o r i t h m  i s  due t o  t h e  f a c t  t h a t  t h e  
s o l u t i o n  is r e c u r s i v e ,  is r e l a t i v e l y  s h p l e  t o  implement, and c l o s e l y  resembles 
t h e  l i n e a r  Kalman f i l t e r  s o l u t i o n .  I t  i s  known t h a t  t h e  EKF o f t e n  f a i l s  t o  
converge t o  t h e  c o r r e c t  parameter v a l u e s  under c e r t a i n  cond i t ions .  The f i r s t  
major proof of convergence of t h e  EKF is as presented i n  Ref. 21 where modifi-  
c a t i o n s  t o  t h e  EKF were presented which guaran tees  convergence t o  t h e  t r u e  para- 
meter  va lues .  It was a l s o  e s t a b l i s h e d  t h a t  t h e  asymptot ic  convergence of t h i s  
modified a lgor i thm is a s  good as t h e  of f - l i n e  maximum l i k e l i h o o d  (ML) a lgor i thm.  
S ince  t h e  o f f - l i n e  ML method is g e n e r a l l y  accepted a s  t h e  "standard" f o r  para- 
meter i d e n t i f i c a t i o n ,  ( s p e c i a l l y  i n  a i r c r a f t  a p p l i c a t i o n s ) ,  t h i s  r e s u l t  of Ref. 
21 is a s i g n i f i c a n t  j u s t i f i c a t i o n  f o r  use  of a  "modified" extended Kalman 
f i l t e r .  
The a l g o r i t h a  being used f o r  t h i s  r esea rch  is t h e  extended Kalman f i l t e r  
(wi thout  t h e  modi f i ca t ion  of Ref. 211, s i n c e  t h i s  a lgor i thm was r e a d i l y  
a v a i l a b l e  and was p rev ious ly  implemented i n  t h e  s t o c h a s t i c  c o n t r o l  a lgor i thm 
used i n  t h i s  s tudy .  Th is  a lgor i thm provides  t h e  s t a t e  and parameter estirna- 
t i o n  i n  t h e  dua l  c o n t r o l  a lgor i thm intended f o r  use i n  t h i s  r esea rch .  The 
fo l lowing  sununary is  presented o u t l i n i n g  t h e  convergence proper tie^ of t h i s  
a lgor i thm.  
Case 1 - No process  n o i s e  on t h e  s t a t e  model (e .g .  no wind tunne l  
turbulence)  
a )  The EKF y i e l d s  a s y m p t o t i c a l l y  b iased  e s t i m a t e s  of t h e  parameters  
i f  t h e  parameter e s t i m a t e  i s  n o t  c l o s e  t o  t h e  t r u e  va lue .  
b) The ZKr y i e l d s  a s y m p t o t i c a l l y  unbiased e s t i m a t e s  of  t h e  parameters  
i f  t h e  p rocess  n o i s e  covar iance  on t h e  parameters  i s  a r t i f i c i a l l y  
set t o  a non-zero v a l u e .  
c )  The covar iance  of t h e  parameter e s t i m a t e  y i e l d s  a n  accu,:ate 
e s t l m a t e  of  uncc?r ta in ty  of t h e  parameter e s t i m a t e  f o r  c a s e  l b .  
Th i s  e s t i m a t e  f s  a c l o s e  approximat ion t o  t h e  Cramer-Rao E r r o r  
lower bound ( r e f .  34) . 
Case 2 - w i t h  p rocess  ~ ~ o i s e  on t h e  s t a t e  model 
a) The EKF y i e l d s  a s , m p t o t i c a l l y  b iased  e s t i m a t e s ,  even when a  non- 
z e r o  v a l u e  f o r  t h e  pac.smeter p rocess  n 9 i s e  covar iance  is  used.  
b) The modif l e d  EKF of r e f .  2 1  y i e l d s  a s y m p t o t i c a l l y  unbiased 
~ s t i m a t e s  of t h e  parameters  and convergence i s  a s  good as o f f -  
l i n e  mximum l i k e l i h o o d  : .den t i f i ca t ion .  
The s i m u l a t i o n s  performed i n  th f . s  r e s e a r c h  a r e  done wi thout  p rocess  n o i s e  
and thus  t h e  conc lus ions  of c a s e  1 aoove a r e  a p p l i c a b l e .  The a p p l i c a t i o n s  of 
t h e  EKF algorithm t o  t h e  f l a p p i n g  model and ground resonance model f o r  t h e  no 
process  n v i s r  c a s e  i s  i n  agreement w i t h  t h e  conc lus ions  above f o r  case  1. 
The i d e n t i f i c a t i o n  a p p l i c a t i o n  r e s u l t s  have been e x c e l l e n t  and the  
d e t a i l :  a r 2  presented i n  subsequerlt ? ,actions.  The EKF a lgor i thm wi thou t  the  
modificatl .on of r e f .  21 a s  used i n  t h i s  e f f o r t  i s  prese.nted. A b r i e f  d e s c r i p -  
t i o n  of t h e  s t e p s  l end ing  t o  t h e  EKF and r e s u i t i n g  e q u a t i o n s  a r e  g iven i n  the  
next  s e c  c ion .  
The Extended Kalman F i l t e :  I d e n t i f i c a t i o c  Method. - The use  of t h e  Extended 
Ralman F i l t e r  f o r  t h e  s imul taneous  s t a t e  e s t i m a t i o n  and parameter ' d e n t i f i c a t i o n  
f o r  n l i n e a r  system w i t h  urlknovn parameters  based on noisy  o u t p u t  o b s e r v a t i o n s  
is  p resen ted .  While t h i s  is not  an  op t ima l  a lgor i thm,  i ts r e c u r s i v e  q a t u r e  and 
e a s e  of  inp lementa t ion ,  e s p e c i a l l y  i n  view of  t h e  procedure  presented h e r e ,  make 
i t  appeal ing.  Other a igor ichms,  l i k e  t h e  Maximum Likel ihood ( r e f  22 and r e f .  2 3 )  
a r e  known t o  be s u p e r i o r  and s i n c e  they a r e  o f f - l i n e  a l g o r i t h m s  a r o  not  
i n v e s t i g a t e d  h e r e .  
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Consider t h e  l i n e a r  system desc r ibed  i n  continuous t ime by t h e  equa t ion  
f o r  t h e  nx dimensional s t a t e  v e c t o r  
where u is  the  n diemsnional c o n t r o l ,  v t h e  p rocess  n o i s e  and O r e p r e s e n t s  t h e  
U 
n -vector of  unknown parameters.  The d i s c r e t i z e d  state equa t ion  w i t h  sampling 0 
i n t e r v a l  A ,  s u f f i c i e n t l y  small, i . e . ,  a n  o r d e r  of magrLtude below t h e  s m a l l e s t  
time cons tan t  o r  n a t u r a l  per iod ( i n v e r s e  of n a t u r a l  f requency) .  is 
where d(k) i s  t h e  value  of th* parameter v e c t o r  dur ing  per iod  k ,  
and t h e  c o n t r o l  u i s  assuned t o  have t h e  cons tan t  v a l u e  u (k) dur ing  t h e  k-th 
sampling i n t e r v a l .  The d i sc re te - t ime  process  n o i s e  vX(k)  i s  assumed t o  be  a 
zero-mean u n c o r r e l a t ~ d  sequence w i t h  known v a r i a n c e  m a t r i x  Q ~ .  
Let t h e  measurement equat ion b e  
where ? (k) is t h e ,  poss ib ly  t ime-varying , measurement mat r ix  and w (k) t h e  
measurement no i se .  The measurement n o i s e  is assumed t o  be a zero-mean uncorre- 
l a t e d  sequence wi th  known covariance m a t r i x  R. 
The problem is  t o  es t i inate  s imul taneously  t h e  s c a t e  x and t h e  parameter 
vec to r  0. I f  t h e  perametersl were known t h e  problem would be a l i n e a r  one and t h e  
Kalmall F i l t e r  provides  t h e  l i n e a r  minimum mean square  e r r o r  e s t i m a t e .  However, 
when 0 i s  not p e r f r d t l y  known a conmon approach is t o  u s e  t h e  "Extended Kalman 
F i l t e r "  which e s t i m a t e s  t h e  "augmented" s t a t e  
of dimension 
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S i n c e  e lements  of t h e  augmented state v e c t o r  z, namely t h e  components of 
t h e  proper  s t a t e  x and components of t h e  parameter v e c t o r  m u l t i p l y  each o t h e r  
i n  Eq. (2.5) it  is  obvious t h a t  one f a c e s  a non l inear  problem. The approach 
v i a  l i n e a r i z a t i o n  i s  desc r ibed  i n  t h e  nex t  s e c t i o n .  
The e v o l u t i o n  of t h e  augmented s t a t e  can b e  w r i t t e n  as 
where t h e  parameter v e c t o r  is modelled a s  a Wiener p rocess  d r i v e n  by t h e  zero- 
0 0 
mean u n c o r r e l a t e d  n o i s e  sequence v (k) w i t h  a n  assumed covar iance  matrix Q . 
0 I f  t h e  parameters a r e  a s s m e d  c o n s t a n t  then  Q = 0. 
Eq. (2.11) can be  w r i t t e n  as 
and t h e  measurement equa t iqn  (2.8) becomes, i n  terms of t h e  augmented s t a t e  z 
The Extended Kalman F i l t e r  equa t ions  a r e  ob ta ined  as fol lows.  Assume a t  
time k one h a s  t h e  e s t i m a t e  i?(klk) and t h e  a s s o c i a t e d  covar iance  matrix ~ ( k l k ) .  
Then t h e  p r e d i c t e d  s t a t e  is obta ined by t h e  fol lowing f i r s t  o rder  expansion 
where f i s  t h e  J a c o b ~ a n  of ;he f u n c t i o n  f wi rh  r e s p e c t  t o  z ,  eva lua ted  a t  t h e  
Z 
l a t e s t  e s t i m a t e  i ( k l k ) .  The e v a l u a t i o n  of t h e  Jacobian and a n  automated computer 
implementation of it are d i scussed  i n  t h e  Appendix. 
The p r e d i c t e d  s t a t e  i ( k + l l k )  i s  obta ined by t ak ing  t h e  expected v a l u e  of 
(2.14) cond i t ioned  on t h e  observa t ions  up t o  and inc lud ing  t ime k ,  y i e l d i n g  
2(k+l lk)  = f [ i ( k l k )  , u ( k ) ]  
where t h e  e r r o r  
ORIGINAL PAGE IS 
OF POOR QUALITY 
S(k1k) z(k) - 2(klk) (2. lC j 
is assumed zero-mean and thus does not appear in (2.15). 
Subtracting (2.15) from (2.14) yields 
The covariance of the pyec'eced state is thus 
The covariance propagation equation (2.18) is the same as for linear systems 
w i t h  the Jacobian taking the place of the transition matrix. 
The covariance of the innovation 
as in the linear case. 
The state and covariance update are given by the .=~andard equations 
where the filter gain is 
The alternate expression f o r  the updated covariance is numerically more stable 
than (2.23). 
A stmilar linearization can be carried out for the measurement cquntina 
when i t  Is nonlinear. 
Stochastic Control Theory 
The problem, uf stochastic concrol - control of 
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uncertain systems where the 
uncertainty is modeled in probabilistic terms - consists, at first sight, of 
the f ollaing subproblems 
(i) extraction of in£ ormation from the system (estimat ionlidentif ication) 
(ii) control of the system based on this information 
The topic of this section is the intimate connection between the above two 
func~ions, which, in general, cannot be separated. 
The next section introduces the assumptions of the Bayesian Stochastic 
Control framework. The effect of parameter uncertainty on the solution of a 
simple stochastic control problem, which usually leads to "caution" on the part 
of the controller, is shown to be not necessarily intuitively predictable. This 
section also introduces the concept of learning and how this is affected by the 
control's dual effect. The Principle of Optimality for stochastic systems 
together with the resulting stochastic dynamic programming equation are presented. 
As a consequence of the Principle of Optimality for stochastic systems the 
optimal controller has to anticipate (causally) the future system uncertainties. 
Specifically, the availability of future observations and the accuracy of future 
statelparameter estimates enter into the controller's decision about the current 
control value. This opens the way for actively adaptive controllers that can 
reduce system uncertainties via the dual effect and then enhance statelparameter 
estimation to ultimately improve control performance. Finally, the intimate 
connection between the control's dual effect and Certainty Equivalence property 
of the optimal stochastic control for a class of systems is given. 
The Basic Modeling Assumptions in Stochastic Control - The Bayesian 
Approach. - In the Bayesian approach for the control af uncertain systems the 
uncertainties are modeled in probabilistic form. Imperfectly known initial 
states and system parameters are modeled as random variables while input and 
output disturbances are modeled as white noise sequences. The distinction 
between states and parameters is somewhat fuzzy - the latter are va~ying much 
slower than the former. In view of this they are sometimes lumped together 
in what is called augmented state. 
The general model of a discrete-:ime system with unknown (and possibly 
time-verying) parameters can be written as 
0 B(k+l) = f O [ k ,  O(k) ,  v  (k)] (2.26b) 
X wl? r e  x  i s  t h e  (p roper )  s t a t e  v e c t o r ,  0 t h e  parameter v e c t o r ,  u  t h e  c o n t r o l ,  v  
0 
i e s t a t e  p rocess  n o i s e ,  v  t h e  parameter  p rocess  n o i s e ,  y t h e  measurement (out-  
p ~ t )  and w t h e  measurement n o i s e .  With t h e  augmented s t a t e  xa = [x '  0'1 ', (2.26) 
,.+. - 
- c . l ~  be w r i t t e n  a s  
xa(k+l)  = f  [ k ,  x a ( k ) ,  u ( k ) ,  v ( k ) ]  (2.27a) 
a 
Thi? reason f o r  t h e  n o i s e s  being modeled a s  whi te  is t o  have x  a  Markov p rocess  
k  k-1 
and then (and on ly  then)  i t s  pdf ( p r o b a b i l i t y  d e n s i t y  f u n c t i o n )  p[xa(k) I Y  ,U ] 
col d i t i o n e d  on t h e  a v a i l a b l e  measurements yk - f1(j) , j -0, .  . . ,k) and p a s t  con- 
t r o l s  uk-l  - {11(j) , j = O , .  . . ,k--1) summarizes t h e  p a s t  and c o n s t i t u t e s  t h e  " infor-  
mat2on s t a t e "  i o r  t h e  s t o c h a s t i c  problem ( s e e  Ref. 24) .  
The Bayesian approach c o n s i s t s  of minimizing t h e  expected v a l u e  of a  c o s t  
f u n c t i o n  ( o r  m a x b i z i n g  a  u t i l i t y  f u n c t i o n ) .  While o t h e r  approaches l i k e  minimax 
o r  wors t  d i s t r i b u t i o n  have been a l s o  cons ide red ,  they  a r e  l e s s  t r a c t a b l e  f o r  
c loscd  form s o l u t i o n .  Consider,  f o r  system (2.261, a  f i x e d  end-time ~ r o b l e m  of 
N s t e p s  wit l .  Lhe u s u a l  c o s t  
N 
w5ere X - { ~ ( k ) ,  k=O, . . . ,N-1). The s t o c n a s t i ,  c o n t r o l  problem i s  then  
min E[C] 
U N - l  
T-; o r d e r  f o r  t h e  above e x p e c t a t i o n  t o  e x i s t  i t  is necessary  t h a t  eve ry  
v e r i ~ b l e  e n t e r i n g  d i r e c t l y  o r  i n d i r e c t l y  i n t o  (2.28) b e  e i t h e r  d e t e r m i n i s t i c  
, . 
, l . e . ,  p e r f e c t l y  known) o r  random w i t h  a  s u i t a b l e  pdf a t t a c h e d  t o  them. Thus 
"unknown c o n s t a ' t  parameters" a r e  modeled a s  a  r e a l i z a t i o n  of random v a r i a b l e s  
according t o  t h e i r  pdf . 
!~'u -tilermore t h e  i m p l i c a t i o n s  of t h e  e x p e c t a t i o n  i n  (2 .29)  a r e  t h a t  w e  want 
?.a f i n d  t h e  op t imal  c o n t r o l  p o l i c y  over  t h e  ensemble of a l l  p o s s i b l e  i n i t i a l  
s t a t e s  parameters  and d i s t u r b a n c e s .  The f a c t  t h a t  t h e  optindun is sought  f o r  
the  enscmble of p o s s i b l e  parameters  (i.e. d i f f e r e n t  r e a l i z a t i o n s  of t h e  p l a n t )  
is  an  important  p o i n t .  Th i s  h a s  an  i m p l i c a t i o n  on t h e  c o n t r o l ' s  "adapta t ion"  a s  
w i l l  be  d i scussed  later .  
Parameter Uncer ta in ty  and Learning.- Represen ta t ion  (2.26) of a  system is 
more convenient than  t h e  augmented system (2.27) when (2.26a) i s  l i n e a r  i n  x, 
u  and vX, i . e . ,  w i t h  known parameters  t h e  system would be l i n e a r .  Consider  such 
'4 a system ( s c a l a r  f o r  t h e  purpose of t h i s  d i s c u s s i o n )  
where v(k) is a wro-mean whi te  n o i s e .  
F i r s t  l e t  N = 1, i . e . ,  a s i n g l e  s t e p  problem w i t h  c o s t  
2  C = x (1) (2.31) 
The opt imal  s t o c h a s t i c  c o n t r o l  f o r  t h i s  ( s t a t i c )  problem is 
where t h e  c o n t r o l  g a i n  f o r  t h e  s t o c h a s t i c  s i t u a t i o n  i s  
I f  ca - o = 0 t h e  c o n t r o l  g a i n  f o r  t h e  corresponding d e t e r m i n i s t i c  s i t u a t i o n  i s  b  
The e f f e c t  of u n c e r t a i n t y  can be a decrease  o r  an i n c r e a s e  i n  t h e  c o n t r o l  
ga in  : 
( i )  I f  aa = 0 
i . e . ,  "caution" w i l i  be exerc i sed  by t h e  c o n t r o l l e r  because of Farameter 
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and c l e a r l y  one can  have L' > L~ 
Thus t h e  e f f e c t  of t h e  parameter u n c e r t a i n t y  has  t o  be analyzed i n d i v i d u a l l y  
b 
'4. f o r  each problem - even i n  a s imple  s t a t i c  c a s e  t h e  r e s u l t s  are n o t  n e c e s s a r i l y  
i n t u i t i v e l y  p r e d i c t a b l e .  
I n  m u l t i s t a g e  c o n t r o l  problems f o r  systems w i t h  unknown c o n s t a n t  parameters  
0 0  t h e  i n i t i a l  parameter u n c e r t a i n t y  is modeled by a p r i o r  pdf p [ ~ l ~  ] where I i s  
t h e  i n i t i a l  informat ion.  The i n i t i a l  c o n t r o l  u(0)  w i l l  (among o t h e r  t h i n g s )  
f account f o r  t h e  f a c t  that i t  is a p p l i e d  t o  a system w i t h  parameter 2 "drawn" 
from t h e  p r i o r  pdf .  Having assumed t h e  parameter a s  t ime- invar iant  one can 
expect  t h a t  t h e  i n i t i a l  u n c e r t a i n t y  about t h e  pa ramete r ' s  t r u e  v a l u e  w i l l  be 
reduced i n  t h e  course  of t h e  c o n t r o l  p rocess  - t h e  c o n t r o l l e r  can " learn"  i t .  
Thus, a s  new in format ion  is gathered from measurements, t h e  c o n t r o l l e r  can adap t  
i t s e l f  t o  t h e  p a r t i c u l a r  system i t  i s  c o n t r o l l i n g .  
Consider a g a i n  system (2.30) i n  the  m u l t i s t a g e  s i t u a t i o n  w i t h  known a  and 
unknown b. Assume t h e  pdf o f  b  t o  be  Gaussian w i t h  mean and v a r i a n c e  u 2 
2 0  0  
and t h e  v a r i a n c e  of v  t o  be a . Due t o  t h e  l i n e a r i t y  of t h e  e s t i m a t i o n  problem 
f o r  b ,  one o b t a i n s  t h e  r e c u r s i o n  f o r  its v a r i a n c e  
2 2 2 -2 -1 
0 k+l = v a r [ b / ~ ~ ' ' ]  - u [u (k)  + o ok ] 
where 
is  t h e  in format ion  s e e  a t  k+l. 
Thus t h e  p r i o r  u n c e r t a i n t y  i s  reduced but  i t  a l s o  d e p e ~ d s  on t h e  c o n t r o l  - 
t h e  c o n t r o l  has  a d u a l  e f f e c t  (Ref. 25): 
( i )  has  a n  e f f e r t  on t h e  s t a t e  
( i i )  a f f e c t s  subsequent informat ion accuracy - paramzter i d e n t i f i c a t i o n  i n  
t h i s  c a s e .  
Th i s  s u g g e s t s  t h a t  t h e  c o n t r o l  could be used t o  enhance t h e  i d e n t i f i c a t i o n  
p rocess  whi le  c o n t r o l l i n g  t h e  system by "probing" i t  ( ~ e f .  25) i n  o r d e r  
t o  i n c r e a s e  t h e  accuracy of subsequent c o n t r o l  a c t i o n s .  Such a  c o n t r o l l e r  is 
c a l l e d  d u a l  o r  a c t i v e l y  adap t ive .  
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The P r i n c i p l e  of Optimality f o r  S tochas t i c  Systems. - The P r i n c i p l e  of 
Optimality ( ~ e f .  2 6 )  f o r  t he  c o n t r o l  of a  s t o c h a s t i c  system can be s t a t e d  
a s  fol lows:  a t  any time, whatever t h e  presen t  information and p a s t  dec i s ions ,  
t he  remaining dec i s ions  must c o n s t i t u t e  an  optimal po l icy  with regard t o  t he  
cu r r en t  information set. 
Since t h e  p r i n c i p l e  of op t imal i ty  s t a t e s  t h a t  every end p a r t  of t he  dec i s ion  
precess  must be  optimal,  t he  mu l t i s t age  op t imiza t ion  has t o  be s t a r t e d  from t h e  
l a s t  s tage .  The last dec is ion ,  u(N-l), must be optimal wi th  regard t o  the i n 4  .r- 
mation set a v a i l a b l e  when i t  has t o  ha computed, i.e., it w i l l  be obtained from 
the  func t iona l  minimization 
where C i s  t h e  cos t  f o r  t h e  e n t i r e  problem. 
The next  t o  the  l a s t  dec is ion ,  u(N-2) 
1 )  must be optimal with r e spec t  t o  (w.r. t .) and 
2) is  t o  be made knowning t h a t  t h e  remaining dec is ion  u(N-1) w i l l  be 
N-1  IN-2 
optimal w . r . t .  I 
Thus, t h e  ( func t iona l )  minimization t h a t  y i e l d s  t h e  dec is ion  func t ion  a t  
N-2 is 
and i t  uses t he  r e s u l t  of the  func t iona l  minimization ( 2 . 3 9 ) .  
Note t h a t  t he  ou t s ide  averaging i n  (2.40) i s  over y(N-1) using the  condi- 
t i o n a l  densit;., 
parameterized by the  con t ro l  a t  N-2. Since t h i s  measurement is not  y e t  
ava i l ab l e  when u(N-2) i s  t o  be computed but  i t  w i l l  b e  a v a i l a b l e  f o r  u(N-1) 
i t  is " a v e r ~ g e d  out" i n  (2.40). 
The above-described l a s t  two s t e p s  a r e  e n t i r e l y  s i m i l a r  t o  the  "prepos te r ior  
analysis"  technique from the opera t ions  research  l i t e r a t u r e  d i scussed ,  e.g. ,  i n  
re fe rence  2 7 .  This  technique is  usual ly  formulated i n  t h e  
following context .  The f i r s t  dec i s ion  (here  u(N-2)] F s  f o r  information ga ther ing  
by  an experiment from which a  pos t e r io r  information w i l l  r e s u l t  [here  y(N-l)] 
that will be used to make the last decision [here u(N-l;]. The prior (to the 
experiment) probability density of the (posterior) result of the experiment is 
called the "preposterior density" and in the present problan this is (2.41). 
Thus, one can say that preposterior analysis, which is "anticipation" (in a 
statistical sense, i.e., causal) of future information is a consequence of the 
principle of opthality. 
This "causal anticipation" of future information is the key issue in 
obtaining a dual controller. 
The extension of (2,41) to the full N-stage process yields the optimal 
expected cost starting from the initial time as 
* 0 J (0,I ) = min . . . 1 0  ]/ (2.42) 
(0) * - 2 )  
where 1' is the initial information. Note that this equation does not assume 
any particular form for the cost functi,.. n. 
For the additive cost given by (2 28' one obtains from (2.42), after some 
manipulations (see, e.g., Ref. 24), the backward recursion known as 
  ell man's equation or stochastic dynamic programming 
* k  
where J (k,I ) is the optimal cost-to-go from time k to the end and its 
dependence on the available information set at k is explicitly pointed out. 
The terminal condition for (2.43) is 
where the last measurement is irrelevant since it is averaged out immediately. 
The deterministic dynamic programming equation - similar to (2.43) except 
k 
without the expectation and with I replaced by x(k) - can be solved only when 
an explicit expression of the optimal cost-to-go can be obtained recursively. 
Otherwise numerical techniques have to be used, but they are of limited use- 
fulness due to the "curse of dimensionality" - the number of required quantiza- 
tion points in the state space increases exponentially with the dimension of 
the problem. 
The s tochas t i c  dynamic programming equat ion (2.43) has  t he  a d d i t i o n a l  
problem of averaging over t h e  next measurement [as  ind ica ted  i n  (2.41)] and 
over t h e  s t a t e  conditioned on t h e  cu r r en t  information s e t .  A l l  t h i s  cauoes 
t he  p r a c t i c a l  usefulness  of (2.43) t o  be of l im i t ed  va lue  and i n d i c a t e s  the  
need t o  f i nd  suboptimal c o n t r o l l e r s  by s u i t a b l e  approximation of (2.43). The 
d iscuss ion  from t h e  l a s t  s e c t i o n  ind ica ted  t he  two f ea tu re s  t h a t  a s t o c h a s t i c  
c o n t r o l l e r  should have 
( i )  cau t ion  
( i i )  probing v i a  t he  dua l  e f f e c t  
The approximations of the  s t o c h a s t i c  dynamic programing  f a l l  i n  the  
following two c l a s se s .  
Feedback Type kegoh i thmb:  I n  t h i s  case the  con t ro l  depends only on 
the cu r r en t  information 
but does not use t he  p r i o r  s t a t i s t i c a l  de sc r ip t i on  of t he  f u t u r e  
pos t e r io r  information 
Globed-Loop Type PQohithmb: Such a  c o n t r o l l e r  u t i l i z e s  feedback 
(2.45) and a n t i c i p a t e s  f u t u r e  feedback v i a  (2.46) , i.e., t h a t  t he  
loop w i l l  s t a y  closed.  
It i s  c l e a r  t h a t  an approximation of (2.43) t h a t  has  both the  f e a t u r e s  of 
cau t ion  and probing w i l l  have t o  be of t h e  closed-loop type. 
The Control ' s  Dual Ef fec t  and Cer ta in ty  Equivalence. - Based on the  d i scuss ion  
of the  previous s ec t i ons ,  t he  con t ro l  is sa id  t o  have a  dua l  e f f e c t  i f  the  
uncer ta in ty  about the s t o c h a s t i c  system's s t a t e  (augmented t o  include t h e  unknown 
system parameters; supe r sc r ip t  a  i s  de le ted  f o r  s imp l i c i t y )  depends on pas t  
con t ro l  values .  This  can be formalized a s  fol lows.  Let 
Then, i f  the  covariance (2.48)  of t he  augmented s t a t e  does not  depend on U k-1 
the  con t ro l  has no dua l  e f f e c t  (or second order )  - the  con t ro l  is neu t r a l .  
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Othewise  i t  has t he  dua l  e f f e c t  s i nce  i t  a f f e c t s  t h e  uncer ta in ty  about the  
augmented s t a t e  x (k ) .  
I t  should be pointed ou t  t h a t  the  dua l  e f f e c t  of t he  c o n t r o l  is not  l im i t ed  
t o  systems wi th  unknown parameters bu t  occurs i n  genera l  i n  nonl inear  systems. 
The dua l  e f f e c t  of t h e  con t ro l  and the  Cer ta in ty  Equivalence (CE) property 
of t he  optimal s t o c h a s t i c  con t ro l  have been shown t o  be i n t e r - r e l a t ed  f o r  a  
c l a s s  of problems (Ref. 28). 
The CE property is defined a s  follows. Consider t h e  s t o c h a s t i c  problem 
(2.24) with an  a r b i t r a r y  c o s t  f o r  system (2.27). Let t he  corresponding de te r -  
m i n i s t i c  problem be 
min C 
Lr-l 
f o r  system 
where t he  noise  has been replaced by i ts  mean 3. The so lu t ion  t o  t h i s  de te r -  
m i n i s t i c  problem i n  feedback form can be w r i t t e n  a s  
I f  t h e  optimal so lu t ion  t o  the  s tochas t r c  problem ( 2 . 4 ) ,  (2.2) is 
i . e . ,  i t  i s  the  same a s  t h e  de t e rmin i s t i c  one except t h a t  t he  s t a t e  is  replaced 
by its condi t iona l  mean, then the  s t o c h a s t i c  c o n t r o l l e r  has  the  CE property.  
I n  o ther  words t he  "control  law" @ is  the  same, only the  s t a t e  e s t ima te  r ep l aces  
t he  s t a t e .  As w i l l  be ind ica ted  l a t e r  t h e  CE property holds  under r a t h e r  
r e s t r i c t i v e  condi t ions.  
I f  t h e  con t ro l  l a w  is d i f f e r e n t ,  but s t i l l  uses  a s  input  only t h e  s t a t e  
es t imate  
one has the  weaker property of separa t ion  - there  is an es t imator  cascaded with 
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a controller. A problem where separation holds but not CE is the so-called 
Linear-Exponential-Quadratic-Gaussian (LEQG) problem (~ef. 29). 
The following result (Ref, 28) connect8 the control's dual effect to the 
CE property. 
Theorem. For the linear system with additive zero-mean white noise 
with observation of the general form 
and quadratic cost 
the optimal stochastic controller that minimizes the expected value of (2.54) 
has the CE property if and only if the control has no dual effect (of second 
order). Then 
where L(k) is the same feedback gain as in the corresponding deterministic 
problem. 
Note that,, in general, when there are nonlinear observations the estimation 
accuracy c (k ( k) is control-dependent. In the case of linear observations, how- 
ever, there is no dual effect and (2.55) holds. This is the reason for the 
popularity of the LQG problem whose solution is the cascaded linear deterministic 
feedback with the Kalman filter that yields G(klk). 
The CE result has been used in the context of adaptive control as follows. 
For the system with unkncwn parameters 
with quadratic cost (7.54) one can break down the problem into two parts 
(i)  estimationlidentif ication 
(ii) control (using latest estimates) 
where 6(k) i s  t h e  e s t l m a t e  of O a t  t ime k  and i t  is used i n  t h e  feedback g a i n  L 
as i f  i t  were t h e  t r u e  value .  Th is  c o n t r o l ,  can be  c a l l e d  as H e u r i s t i c  C e r t a i n t y  
Equivalence (HCE) because t h e  CE p r o p e r t y  does  no t  hold  i n  t h i s  problem. Note 
t h a t  t h i s  c o n t r o l l e r  does  no t  account f o r  t h e  u n c e r t a i n t y  i n  6 (no cau t ion)  nor  
does  i t  account f o r  t h e  oppor tun i ty  of probing t h e  system. Never the less ,  con- 
t r o l l e r s  of t h j s  type,  which inc lude  t h e  Self-Tuning Regulator have been used 
v e r y  s u c c e s s f u l l y  ( ~ e f  . 30) . 
The opt imal  feedback g a i n  f o r  t h e  HCE c o n t r o l l e r  is  
where 
The mat r ix  YI( is given by t h e  backwards i t e r a t i o n  s o l u t i o n  of t h e  R i ~ c a t t i  
equa t ion  
The opt imal  feedback g a i n  given by Eq. (2.57) and (2.59) i s  t h e  same as i n  t h e  
d e t e r m i n i s t i c  problem. 
The s t r u c t u r e  of t h e  s o l u t i o n  f o r  t h e  opt imal  c o n t r o l  u (k)  of Eq. (2.57) 
is t h e  same as t h e  LQG s o l u t i o n  <Ref. 31). 
The HCE t y p e  c o n t r o l l e r  is of t h e  feedback o r  p a s s i v e l y  a d a p t i v e  type .  A 
closed-loop type "dual" c o n t r o l l e r .  which is a c t i v e l y  a d a p t i v e ,  was developed 
i n  Tse and Ear-Shalom ( ~ e f .  32, 33, and 1 9 ) .  70r  f u r t h e r  d isc t iss ion on t h e  
q u a n t i f i c a t i o n  of t h e  c a u t i o n  and probing concepts  s e e  r e f e r e n c e  24. 
ORIQINAL PAGE 
OF POOR QUALITY 
ROTOR BLADE FLAP IDENTIFICATION AND CONTROL 
1 - 4 8  s e c t i o n  suxunarizes t h e  r e s u l t s  of app l i ca t i on  of the  EKF i d e n t i f i c a t i o n  
method and the  s t o c h a s t i c  c o n t r o l  s o l u t i o n s  as discussed i n  t he  previous s ec t i on .  
-\ The methods a r e  appl ied t o  a  s i n g l e  f lapping  ro to r  blade modeled by both 
constant  and per iod ic  c o e f f i c i e n t s .  
Rotor Blade Flap Model 
The r o t o r  blade f l a p  model used i n  the  s imulat ion dna lys i s  includes per iod ic  
c o e f f i c i e n t s  and the  e f f e c t s  of reverse  flow f o r  r o t o r  a t imu t t  I) g r e a t e r  than 1 ~ 0 '  
and l e s s  than 360°. The equat ions a r e  l i n e a r  i n  t he  s t a t e  and ~ ~ d e l e d  x p l i c i t l y  
a s  a func t ion  of advance r a t i o  i n  order  t o  i nves t i ga t e  the  incre . - -od  e f f e c t s  of 
p e r i o d i c i t y  and reverse  flow as advance r a t i o  is increased.  
e r o t o r  blade f l a p  model equat ions were taken from r e f .  38 and a r e  shown 
i r  Eq.  (3.1) through Eq. (3 .4) .  
IJ 4 Mi - (- 1!8 - 1/6  p s in$  - s ($)  H s i n  I)) R 
2 2 4 
- (1/8 + 1 / 3  u s in$  + 114 p s i n  $ - ~ ( $ 1  $ sin4$) a2 (3.4) 
The reverse  flow terms a r e  e f f e c t i v e  f o r  180' < $ 360' using tile on-off 
switch 
The blade f l a p  model was simulated a t  R = 320 RPM with a Lock number y = 5. 
Advance r a t i o s  of p = 0 t o  p = .8 a r e  inves t iga ted .  
The d i s c r e t e  s t a t e  space represen ta t ion  of Eq. (3.1) through E q .  (3.4) i s  
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where t h e  d i s c r e t e  coef f i c i r t r tv  a 21 * Y22 a n d  I)  a r e  o b t n i n d  us ing  t h e  f i r s t  2 1 
order  continuous t o  d i o c r e t e  approximation of Eq. (2 .6 )  and ( 2 . 7 ) .  
The A and B m ~ t r i x  elements a r e  
4 
- ~ ( $ 1 )  OR s i n  $1 
where t h e  r e v e r s e  flow swi tch ~ ( $ 1  is def ined  as before .  
The p a r a m t s t ~ r  v e c t o r  f o r  i d e n t i i t c a t i o n  is 
where p, rameters c? through O a r e  c o e f f i c i e n t s  of ~ e r i o d t c  terms. 1 8 
In  o rde r  t o  a s s e s s  the importance of t h c  i n d i v i d u a l  p e r i o d i c  terms the  
magnitude of the  parameter v e c t o r  0 is tabu la ted  i,n Tnhle 2 f o r  inc rens ing  
advance r a t i o  from O ; 9 i .8. For p - 0 t h e r e  is no p c r i o d i c l t y ,  LI - . 2  shows 
- - 
weak pe r iod ic icy  and n c g l l g t b t c  r e v c r s c  
 flow,^^ - .5 ehows s t r o n g  p e r i o d i c i t y  
and some r e v e r w  ilnw, R-d p - . 8  shows s t r o n g  p e r i o d i c i t v  and r e v e r s c  flow. 
Thc J e x t  s e c t i o n  summarizes t h e  r e s u l t 9  ob ta ined  f o r  purc i d e n t i f i c a t i o n  
over an  ndvnncc r a t i o  rangp of - O t o  L - . R .  S t o c h a s t i c  c o n t r o l  n p p l i c a r i o r . ~  
a r e  then pr~ewented. 
The parameter i d c t r t i f i c e t t o n  formulat ion was d i s c u a ~ a d  i n  s e c t i o n  I1 which 
presented t.hc s t a t e  v a r i a b l e  d e s c r l p t i c q  (Eq.  ( 2 . 1 )  and E q .  ( 2 . 2 ) )  for ust* with 
thc  EKF. The s t a t e  v:lr iahlc f lapping model used i n  t h e  iden t  i f  lcnt io t r  i x  g iven 
by Eq.  (3.5) wi th  c o e f f i c i e n t s  d e f ' r e d  i n  E q .  (3 .6)  t o  E q .  (3.8).  
A l l  pure i d e n t i f i c a t i o n  rceslrl~s assurnu m pulst8 inpu t  e x c l t o t i m  11 f o r  a H 
duration of one sample period (At * .OC5) .  The m a ~ n i t u d e  of t h e  i n p u t  is such 
d c 
as t o  y i e l d  an i n i t i a l  cond i t ion  on - 35 f o r  adequate  ays t rm e x c i t a t i o n .  
s e c  
Th i s  c o r r c s p o n d ~  t o  an input  amplirude of 0 - 10 dcg. 'llm t ime h i s t o r y  reuponr~o H 
f o r  11' and 3 is ahown i n  f i g u r e  2 .  The single blade measurement c; is uscd i n  a l l  
runs. The drlpping r a t  Lo i~ C - .3i h (y / lh )  and f o r  R - 33.51 rad /auc  (321) RBM) , 
t h e  damping f a c t o r  QLI is 10 .47 .  The f l a p p i n g  t ime cone tan t  i s  .0955 secnnda.  
n 
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I d e n t i f i c a t i o n  r e s u l t s  a t  hover,  p = 0. - Since the re  is no pe r iod ic i ty  
f o r  p = 0, only two parameters a r e  i d e n t i f i e d  from the  i n i t i a l  condi t ion response 
of f i gu re  2.  The parameter vec tor  is 
Tko noise l e v e l s  were used i n  the  s imula t ion ,  a high noise case  2av * .08 deg 
and a low noisa case 2ov - .008 deg. The high noise  case is  approximately a  
20% noise-to-signal r a t i o  and the  low noise  case is approximately 2% noise  on the  
f lapping s igna l  B. 
Iden t i f i ed  parameter convergence i s  shown i n  f i gu re  3 f o r  t h e  high noise  
case (20% noise) and i n  f i gu re  4 f o r  the  low noise case  (2% noise) .  I n  both 
cases  convergence t o  the s imulat ion va lue  occurs i n  l e s s  than 112 of a ro to r  
revolut ion.  Parameter convergence occurs i n  a  114 of a  r ~ v o l u t i o n  f o r  the  low 
noise  c a s t .  I n i t i a l  s t a r t i n g  values f o r  the parameters CZ1 and 622 and s tandard 
devia t ions  a r e  a l s o  shown. The standard devia t ions  a r e  computed from the  Cramer- 
U o  lower bound, which f o r  no process noise is  accura te ly  represented by the 
covariance equation of the Kalman F i l t e r  ( r e f .  34) . 
I d e n t i f i c a t i o n  r e s u l t s  a t  p = .2. - The f lapping model of Eq. (3.61 through 
Eq. (3.8) shows a n a l y t i c  expressions f o r  the  s t a t e  va r i ab l e  A-matrix elements a21 
and a22. These elements a r e  p lo t t ed  i n  f i g .  5 f o r  advance r a t i o  u = .2. Small 
pe r iod ic i ty  is  shown vs  r o t o r  revolu t ion  which a l s o  show neg l ig ib l e  reverse  flow 
e f f e c t s .  Since,  the  reverse  flow e f f e c t s  a r e  neg l ig ib l e  f o r  t h i s  case ,  only the 
parameter assoc ia ted  with s in$  cos$ i s  i d e n t i f i e d .  The parameter vec tor  fo r  
i d e n t i f i c a t i o n  is 
- 
The constant  terms aZ1 and aZ2 i n  Eq. (3.9) a r e  assumed known, being i d e n t i f i e d  
previously a t  p = 0 otherwise a longer data  record would be required.  
Figure 6 shows the  i d e n t i f i e d  parameter convergence f o r  p = . 2  and IGW noise 
f o r  the periodic  c o e f f i c i e n t s  01, O2 and El3. Excellent i d e n t i f i c a t i o n  i s  shown 
with convergence occurring l e s s  than 1 r o t o r  revolut ion.  The computed standard 
devia t ion  bands a r e  a l s o  shown i n  f i g .  6 which ind ica t e  exce l l en t  accuracy. 
I d e n t i f i c a t i o n  r e s u l t s  a t  p = .5. - Fig. 7 shows the A-matrix elements a2,. 
and a  f o r  P = .5. The pe r iod ic i ty  is considerably g rea t e r  than f o r  p * .2 and 22 
a f i n i t e  but s t i l l  very small reverse  Elow e f f e c t  is  present but not very 
not iceable  i n  f i g .  7 .  The reverse flow is i n  e f f e c t  f o r  $ > 180' (1/2 ro to r  rev) 
and r e s u l t s  i n  approxtmcitely 10% chaw@ i n  mt~gntttrde o f  t h e  a,,., coaf f i c i r n t  at 
- .. 
314 of a r o t o r  r e v o l u t i o n .  T h i s  i n f l u e n c e  is s t i l l  tot) smal l  t o  h e  i d o n t i f f e d  
a c c u r a t e l y  over 1 or  2 r o t o r  r e v o l u t f o t u ~  i n  t h e  prearrwc of macrsur*rnrtrt notre. 
coef f t c ' l en t s  d l ,  i'.,. and 0 I d c n t i f  ivat ion accrmncy is rxct-1 l e n t  and c ~ m v e r f i c n c ~  
- 7 ' 
t o  s i m u l a t i o n  v a l u e r  occurs  w i t h i n  1 rt9tor r e v o l u t i o n  for  t h e  low measurement 
no i s@ case. I n i t i a l  p a r a m t a r  a s t i m e t e s  u r r  s a t  t o  ze ro  wi th  l a r g o  i n i t i a l  
covar Lance. Cotwcrgencc is r a p i d  ttnd t w c z l l c n t  f o r  n l l  t h r c r  p a r m e t e r  v;rluc*s. 
F i ~ u r t *  9 shows t h e  region of r t w c r s r  f !ow and i t s  eff e c t  t $  t o  f 1:tttzrl t lw simb 
wave response f o r  180" . 3b0° (1 /2  rev .  t o  1 rev.  of t lw r o t o r ) .  
- - 
wlrcrr t h e  c o n a t s n l  terms a, and :I.,,, a r c  R W W I C ~  know11 f rtm tht* hover ldcwt 11' [\*:a- 
- 1  - . 
t ion r r s u l t s .  'Tlw i d m t  i f  itrd par.metrqr converpenccA is d r t ~ w t r  i n  f i g u r r  LO f o r  t lw 
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The r e s u l t s  a t  advance r a t i o  p - .8 have accura te ly  i d e n t i f i e d  t h e  per iodic  
c o e f f i c i e n t  model of Eq. (3.1) through Eq. (3.3), including the  r eve l se  flow 
terms. Since the  i d e n t i f i c a t i o n  i s  from an i n i t i a l  condi t ion respcnse the  con t ro l  
c o e f f i c i e n t s  of MQ shown i n  Eq. (3.4) a r e  not i d e n t i f i e d .  The next s e c t i o n  
R 
discusses  t he  r e s u l t s  of the  s tochas t i c  con t ro l  app l i ca t ion  which i d e n t i f i e s  both 
the A-matrix elements and con t ro l  matr ix  elements while  exerc is ing  co .~ t ro l .  
S tochas t ic  Control Resul ts  
The s t o c h a s t i c  con t ro l  formulation was b r i e f l y  out l ined i n  s ec t ion  I1 which 
showed the  objec t ive  funct ion f o r  minimization (Eq. (2.3)) and the dynamic model 
s t a t e  space desc r ip t ion  i n  Eq. (2.1) and Eq. (2.2).  The de t a i l ed  d iscuss ion  of 
the  con t ro l  of systems under uncer ta in ty ,  the  c e r t a i n t y  equivalence (CE) property,  
the  caut ion property,  and the  probing property w 2 s  a l s o  presented. Based upon 
these  concepts, two cases a r e  considered. F i r s t ,  t he  CE cont ro l  is used a t  
p = 0 and the parameter i d e n t i f i c a t i o n  convergence con t ro l  performance i s  
discussed. Second, t he  per iodic  A-matrix elements a r e  t r ea t ed  a s  a random walk 
model and an assessment of the  caut ion and probing s igni f icance  is addressed. 
S tochas t ic  Control r e s u l t s  a t  )I = 3 using the  CE con t ro l l e r .  The CE con t ro l  
algorithm is shown i n  Eq. (2.57) through Eq. (2.59) where t h e  parameters O(k) a r e  
i d e n t i f i e d  on-line with the  EKF. Since accura te  parameter convergence r equ i r e s  
114 t o  112 of a r o t o r  revolu t ion  i n  t i a e  (.2 seconds),  the  con t ro l  s o l u t i o n  (Eq. 
(2.57)) is expected t o  perform l e s s  s a t i s f a c t o r i l y  i n  the beginning and then 
improve a s  time goes cn. The s imulat ion model is  shown i n  Eq. (3.5) where the  
parameter vec tor  f o r  i d e n t i f i c a t i o n  i s  
and an i n i t i a l  condi t ion b = 35 deg/sec is  used on the  system. 
The con t ro l  ob jec t ive  is  t o  mininize the  c r i t e r i o n  
where, N = 41 ,  q1 = 0,  q2 = 0. r1 = - 2 ,  qN, = 1.0,  and q = .01. 
N, 
The weighting terms i n  the  performance c r i t e r i m  were determined by t r i a l  and 
e r r o r  such t h a t  the  feedback was not so l a rge  a s  t o  p roh ib i t  accura te  parameter 
i d e n t i f i c a t i o n .  The s t a t e  weightings ql and q2 were set t o  zero t o  permit s t a t e  
iesponse of l a r g e  enough magnitude f o r  accura e parameter i d e n t i f i c a t i o n .  The 
opt imizat ion was performed over N = 41 time s t e p s  which corresponds t o  1 / 2  r o t o r  
revolu t ion .  The con t ro l  weighting r was s e l ec t ed  t o  keep the  con t ro l  magnitude 1 
reasonably small. 
Figure 15 shows t h e  i d e n t i f i e d  2ararneter convergence during t h e  CE feedback 
contrcd operat ion.  The parameters a r e  i d e n t i f i e d  on-line and t h e  con t ro l l ed  
s t a t e  response i s  shown i n  f i g u r e  16. The uncontrol led response (IC response) 
and t h e  cont ro l led  response a r e  compared i n  f i g u r e  16. The s t a b i l i t y  of t he  
cont ro l led  system is increased as shown by the  f a s t e r  decay r a t e .  This  increased 
s t a b i l i t y  is f u r t h e r  shown i n  f i g u r e  17 ,  t-+ '.ch slows the  equiva len t  c losed loop 
system damping parameter a = a - bZ1 L2). The t i m e  varying feedback 22cL (a22CL 22 
ga in  L2 5nr.reases s i g n i f i c a n t l y  near  t h e  f i n a l  time causing 1.1creased s t a b i l i t y  
as time approachs N = 41. Note t h a t  t h i s  was d i c t a t e d  by se l ec t i ng  zero weights 
(ql o~ q2 = 0) on t h e  s t a t e  and nonzero weights (q I 1 ,  (IN2 = . ) I )  a t  t h e  N 1  
terminal  time. This s e l e c t i o n  permits b e t t e r  parameter i d e n t i f i c a t i o n  t o  occur 
s ince  t h e  feedback is  small  i n i t i a l l y  and the  s t a t e  response i s  nea r ly  t h a t  of t h e  
uncontrolled system. A t i m e  response of t h e  con t ro l  u i s  shown i n  f i g u r e  18 1 
which shows increas ing  c o n t r o l  magnitude near  t h e  terminal  time. 
I n  summary, t h e  CE con t ro l  was found t o  accu ra t e ly  i d e n t i f y  t h e  parameters 
a21 and aZ2 while  providing increased s t a b i l i t y  over t he  unconrrol led system. 
The parameter b21 r equ i r e s  f u r t h e r  d a t a  l eng th  t o  improve upon accuracy. The 
feedback con t ro l  ga ins  were computed based upon cu r r en t  i d e n t i f i e d  parameter 
es t imates .  The CE c o n t r o l  was found t o  perform i n  a s a t i s f a c t o r y  manner, t h a t  
is it provided increased s t a b i l i t y  f o r  an uncer ta in  system. The parameters of 
t he  system were i d e n t i f i e d  while  being con t r a l l ed .  Passively adapt ive  cont ro l  
proved succes s fu l  f o r  t h e  cons tan t  c o e f f i c i e n t  system a t  hover. 
To examine t h e  con t r ibu t ion  of the  de t e rmin i s t i c ,  caut ion and probing 
cont ro l ,  t h e  performance c r i t e r i o n  is  decomposed a s  co~.puted using t h e  concepts 
presented i n  s e c t i o n  I1 and r e f .  26. The cos t  decomposition f o r  t h e  hover case  
when t h e  model is  assumed t o  have cons tan t  parameters Is 
where, 
J~~~ 
= .796 
JpROB= ,012 
JCAUT= . I 81  
J = -989 
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A s  shown from the cos t  decomposition t h e  probing component is n e g l i g i b l e  and 
caut ion accounts f o r  l e s s  than 20% t o  t he  t o t a l  c o s t  J. Therefore,  t he  con t ro l  
so lu t ion  i s  dominated by the de t e rmin i s t i c  aspec ts  of the  problem and t h i s  
expla ins  tke  exce l l en t  performance of t he  CE con t ro l  (probing and caut ion a spec t s  
a r e  no t  included i n  t h e  CE con t ro l  des ign) .  
S tochas t ic  c o n t r o l  r e ~ u l t s  f o r  p > 0. - The dua l  con t ro l  so lu t ion  was 
inves t iga ted  f o r  t h i s  case  by examination of the  c o s t  decomposition a s  was done 
a t  p = 0. A random walk model was assumed f o r  the  parameters t o  account f o r  t h e  
per iod ic  v a r i a t i o n  of t he  c o e f f i c i e n t s  a  21, a22 and b  
21' The r e s u l t s  of the  
cos t  decompositior f o r  t h e  case u = .8 a r e  shown i n  Eq. (3.16) 
where, 
The cau t ion  component dominates t h e  performance and is  approxima~ely  60% of 
the  t o t a l  cos t .  The de t e rmin i s t i c  component i s  near ly  30% and probing accounts 
f o r  10% of t he  t o t a l .  These r e s u l t s  imply t h a t  the  con t ro l  so lu t ion  should include 
the caut ion property ( t he  probing property can .zduce the  cos t  f u r t h e r ,  but not 
more than 10X). 
Comparing t h e  c o s t  decomposition of y = 0 wi th  p > 0 i n d i c a t e s  t h a t  t h e  
time v a r i a t i o n  of parameters r equ i r e s  cau t ion  and probing p rope r t i e s .  The 
l a r g e r  the  v a r i a t i o n  i n  t he  parameters t h e  more dominate would be the  caut ion 
and probing p rope r t i e s  f o r  success fu l  i d e n t i f i c a t i o n  and con t ro l .  
GROUND RESONANCE PARAMETER IDENTIFICATION 
The r e s u l t s  of a p p l i c a t i o n  of parameter i d e n t i f i c a t i o n  t o  h e l i c o p t e r  ground 
resonance i s  presented i n  t h i s  s e c t i o n .  The EKF is  used as t h e  parameter i d e n t i -  
f i c a t i o n  method and r e s u l t s  of a mul t ib lade  coord ina te  measurement model i s  
assumed a s  w e l l  a s  a s i n g l e  b l a d e  measurement. The s i n g l e  b lade  measurement 
r e s u l t s  i n  p e r i o d i c  c o e f f i c i e n t s  i n  t h e  measurement equa t ions .  
Ground Resonance Model D e s c r i p t i o n  
The parameter i d e n t i f i c a t i o n  o b j e c t i v e  is t o  i d e n t i f y  t h e  r o t o r  b lade  damping 
and thus ,us ing  a l i n e a r i z e d  mul t ib lade  coord ina te  model, t h e  system modal damping 
(e igenvalues)  can be determined. Th is  d i f f e r s  from t h e  modal damping de te rmina t ion  
technique of r e f .  35 which determines  t h e  modal damping d i r e c t l y  us ing  thd moving- 
block F a s t  Four ie r  Transform (FFT) approach. I n  r e f .  7 modal damping is d e t e r -  
mined from random responses .  The advantage of t h e  state space approach is t h a t  
t h e  b lade  damping, can be i d e n t i f i e d  a t  a lower R P M  c o n d i t i o n  ( i . e .  b e f o r e  
" 5 
coalescence w i t h  suppor t  f requency) .  Then, s t a b i l i t y  (e igenvalues)  can be pre- 
d i c t e d  a t  all RPM c o n d i t i o n s  b e f o r e  t e s t i n g  a t  these  cond i t ions .  Th i s  c a p a b i l i t y  
permits  cons iderab le  s a f e t y  i n  t e s t i n g  new r o t o r  des igns .  The modal damping 
i d e n t i f i c a t i o n  techniques  of r e f .  35 and r e f .  7 can on ly  be app l ied  a t  t h e  RPM 
c o n d i t i o n  under test ( i  .e. p r e d i c t i o n  c a p a b i l i t y  i s  not  p o s s i b l e )  . 
The second o r d e r  equa t ions  of motion f o r  t h e  ground resonance d e s c r i p t i o n  
inc lude  mul t ib lade  r o t o r  coord ina tes  5 and cls f o r  r o t o r  l a g  degree  of freedom l c  
and t h c  support  x and y degrees  of freedom. The model i s  shown i n  Eq.  (3.17) 
and i s  r e p r e s e n t a t i v e  of a f u l l  s c a l e  r o t o r  system being t e s t e d  on a  wind t u n n e l  
suppor t  system. 
These equat ions r e s u l t  from t h e  o r i g i n a l  der iva t ion  by Coleman [361 and are a l s o  
developed i n  r e f ,  37. Ground resonance is of concern when t h e  r o t o r  RPM, f2 is 
such t h a t  t h e  inplane regress ing  frequeacy coalesces wi th  t h e  support degrees of 
freedom. This can r e s u l t  i n  an i n s t a b i l i t y  and is thus a concern during h e l i -  
copter  wind tunnel  t e s t s  of new r o t o r  designs. - 
Two measurement systems a r e  addressed. The mult iblade measurement model 
assumes measurement of GIs, X, y ( i . e .  each degree of freedom). The s i n g l e  
blade measurement model i s  
and a l s o  includes the support pos i t i ons  x and y .  
The nominal parameter -ralues f o r  support and r o t o r  degrees of freedom a r e  
The continuous i n  time s t a t e  va r i ab l e  descr ip t ion  of che ground resonance 
model is  shown i n  E q .  (3.20) and Eq.  (3.21) . 
The s t a t e ,  con t ro l  and nonrotat ing measurements a r e  Jef ined  a s  
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The A and B matrices can be expressed in terms of RPM (R) and inplane 
damping qs as follows. 
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The nonrotating measurement matrix is 
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The single blade rotating measurement and support measurement matrix is 
The state equations defined in Eq. ( 3 . 2 0 )  through ( 3 . 2 7 )  are used in discrete form 
in the identification. 
The eigenvalues for four selected conditions are obtained from the A matrix 
of Eq. ( 3 . 2 4 ) .  The four conditions yield either a stable or unstable condition 
depending on the value of rotor rotational speed ( 2 )  and blade inplane damping 
( 1 .  The four conditions selected ard;  
.. 
COMMENTS 
150 .03 Stable 
2 150 .02 Stable 
3 160 .03 Stable 
4 160 .02 Unstable 
The complete eigenvalues are shown in Table 3. 
For ground resonance detection, it is desirable to identify and monitor 
continuously the st~bility as R P M  is increased. Cases 1 and 3 represents a stable 
situation and cases 2 and 4 represents a change from a stable to an unstable 
situation. The stable-to-unstable situation could be predicted without testing 
at the unstable condition if blade damping was identified at case 2 (R - 150 R P M )  
and then eigenvalues obtained from the A-matrix (Eq. 3.24) for R = 160 R P M .  This 
prediction capability is a primary advantage of the state space approach over the 
modal approach of ref. 7 and ref. 35. 
Use of Free Response Data for Identification of Damping for Ground Resonance.- 
The original goal of this research activity was to utilize the dual property of 
stochastic control to enhance identification of parameters. The emphasis of :.he 
ground resonance study was toward the identification aspects. Simulations were 
performed using the dual control solution and it was concluded that the dual 
control solution required excessive control magnitudes for the systexc modeled by 
Eq. (3.17) and E,. (3.19). The maunitude of the ava!:able control is found to be 
too constrained in magnitude so that the dual control cannot be effective in yro- 
ducing a significant response over small time intervals. 
Since, the main emphasis of the ground resonance study is on the parameter 
identification aspects, it was decided that identification from free response data 
or open loop forced response dath would be a more effective solution for the ground 
resonance problem. Thus, all results presented are from free response data for the 
ground resonance problem. 
Numerous simulations were performed  sing the ground resonance math model. 
A sample time of At = .005 was found to yield accurate results and thus all simula- 
tions were performed with this sample time. In addition, all simulation runs were 
performed at a RPM of R - 150 and blade in-plane damping of rli - .03. This 
represents a lightly damped case and is representative of a typical condition for 
which parameter identification is important. 
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A l l  i d e n t i f i c a t i o n  runs  were performed from s imulated i n i t i a l  c o n d i t i o n  f r e e  
response d a t a .  Five d i f f e r e n t  i n i t i a l  c o n d i t i o n  s e t s  were i n v e s t i g a t e d  shown i n  
Table 4. 
I n i t f a 1  c o n d i t i o n  s e t  1 was a n  a r b i t r a r y  guess ,  whereas i n i t i a l  c o n d i t i o n  set 
2  t h r o ~ g h  s e t  4  was ob ta ined  by s i m u l a t i o n  of t h e  ground resonance model w i t h  s i n e  
input  f o r c i n g  on Fx. I n i t i a l  c o n d i t i o n  s e t  2 through s e t  4  was ob ta ined  from t h e  
forced state response a t  d i f f e r e n t  time p o i n t s .  T h i s  procedure c l o a e l y  resembles 
t h a t  used t o  g e n e r a t e  f r e e  response d a t a  us ing  s t i c k  s t i r r i n g  f o r  f l i g h t  and wind 
t u n n e l  t e s t i n g .  I n i t i a l  c o n d i t i o n  s e t  5  w a s  ob taAned  by app ly ing  a n  i.xr?ulse t o  t h e  
Fx c o n t r o l  i n p u t  and computing t h e  s t a t e  v a r i a b l e  response a t  t - O+. Figure  19 
through f i g u r e  24 shows t h e  s t a t e  response 51c, CIS, x  and y  and measurements 5 f o r  
I C  s e t  2, 3 and 5. A l l  f i g u r e s  show 150 t ime s t e p s  ( .75 s e c s ) .  
Random measurement n o i s e  wa3  added t o  a l l  measurements and t h r e e  d i f f e r e n t  
no i se  sequence s e t s  were i n v e s t i g a t e d .  The n o i s e  l e v e l s  f o r  t h e  c o n s t a n t  aqd 
p e r i o d i c  model a r e  as fol lows.  
Standard Deviat ion Standard Deviat ion 
of Measurement Noise of Measurement Noise 
(cons tan t  Coef f  . Model) ( p e r i o d i c  Coef f  . Model) 
r ad  5 . 3 ~ 1 0 - ~  - 4 5 c  5  rad  5 . 3 ~ 1 0  
5 s  rad 5 . 3 ~ 1 0 - ~  x  - * 3 .9x10-~  
* Nondimensional (+ R) 
The n o i s e  l e v e l s  were s e l e c t e d  such t h a t  30 was approximately 10% of t h e  
s i g n a l  l e v e l .  For example, f o r  an assumed b lade  l a g  response of 1 cep:ree 
( 0  a ) ,  3uC = 15.9x10-~ i s  approximctely 10% of l a g  response.  
Two d i f f e r e n t  i n i t i a l  s t a r t i n g  e s t i m a t e s  f o r  t h e  b lade  l a g  damping were used. 
A i n i t i a l  e s t i m a t e  < C  - .04 was s e l e c t e d  t o  be c l o s e  t o  t h e  t r u e  parameter used 
i n  t h e  s i m u l a t i o n  (rlTrue = .03).  An i n i t i a l  dhmping e s t i m a t e  of ri5 - .1 was used 
t o  reprp3ent  a n  i n i t i a l  guess  f a r  removed from t h e  s i m u l a t i o n  va lue .  
Parametr ic  s t u d i e s  were perfo-med us ing  the c o n d i t i o n s  o u t l i n e d  above t o  
s tudy parameter i d e ~ t i f i c a t i o n  convergence f o r  b lade  damping. 
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Parameter I d e n t i f i c a t i o n  Resul ts  
This  s ec t i on  shows the  r e s u l t s  of parameter i d e n t i f i c a t i o n  from the  ground 
resonance s imulat ion model which w a s  ou t l i ned  i n  t he  l a s t  sec t ion .  A l l  computer 
runs were performed a t  150 RPM and blade inplane danping vC = .03. The ident . 'c l - -  
c a t i on  runs were performed using up t o  a maxhcm of .75 seconds of d a t a  (approxi- 
mately 2 r o t o r  revolu t ions)  a t  a sample i n t e r v a l  of A t  = .PO5 sec.  The l i g h t l y  
damped mode has a frequency of 11.07 rad /sec  (.707Q) and thus .75 seconds of d a t a  
is a p p r o x b a t e l y  1 1 / 2  cyc les  of t h i s  mode. 
The r e su l tu  a r e  presented i n  Figure 25 through Figure 33. Table 5 is presented 
£0; convenience which summarizes t he  cond i t i o r s  used f o r  each run presented i n  t h e  
f igures .  Each f i g u r e  w i l l  be discussed sepa ra t e ly  with re fe rence  t o  Table 5 .  
Figure 25 shows i d e n t i f i e d  damping convergence f o r  t h r ee  d i i f e l .  -1r r a x k n  
measaement no ise  sequecces. I n i t i a l  condi t ion s e t  1 ( t h e  a r b i t i a r y  guess) i c  
u e d  and the  parameter process no ise  covariance Qo = 0. Tile top  f i g u r e  shows the  
r e s u l t s  f o r  t he  t h r ee  no ise  sequences f o r  only 40 samples (.2 s ec s ) .  i h e  bottom 
f i g u r e  i s  a cont inuat ion f o r  no ise  sequence s.?t  3 and is shown f o r  80 samples 
4 (.4 s ec ) .  The i n i t i a l  parameter s t a r t i n g  value is  - .04 ,ind is c lo se  t o  t he  5 
t r u e  va lue  of T-I = .03. Convergence i s  good f o r  a l l  t h r ee  no ise  s e t s  and r znu i r e s  5 
80 samples o r  more f o r  convergewe as shown by the  bottom f igu re .  
Figure 26 shows i d e n t i f i e d  damping f o r  t h r ee  d i f f e r e n t  i u i t i a l  condi t ion  
sets (Q' = 0) .  I n i t i a l  c -gd i t ion  s e t  5 has more information content  foe  improved 
i d e n t i f i b i l i t y  whereas I C  s e t  2 has l e s s  information content  thus convergence is 
s lcver .  The r a t e  of convergence i s  r e f l e c t e d  i n t h e  covariance of the es t imate  
(+ - la  is shown i n  t he  f i g u r e ) .  The convergence of I C  s e t  4 (denotsd by the  c i r c l e )  
has f a l s e l y  converged t o  .042 because t he  es t imate  of the  dauping has devia ted  f a r  
from the  t r u e  va lue  r e s u l t i n g  i n  v i o l a t i o n  of l i n e a r i z a t i o n s  i n  the  E.'.. IC s e t  4 
is an example of poor convergence a s  discussed i n  s e c t i o n  2.0 because t h e  prccess  
no ise  zovariance Q0 - 0. I C  set 2 and I C  s e t  5 show acceptable  cnmergence. 
Figure 2 7  shows i d e n t i f i e d  parameter convergence comparing t h e  constant  and 
h 
the  per iod ic  c o e f f i c i e n t  measurement model. Again t he  i n i t i a l  damping 0 = .01 r 
and = 0. Convergence is g o ~ d  i n  both cases  with the  constant  c o e f f i c i e n t  
model showing f a t e r  convergence. A longer d a t a  record is required f o r  t h e  
per iod ic  model. 
Figure  28 through Figure  33 use  an  i n i t i a l  parameter e s t i m a t e  of ;I = .1 5 
which is  f a r  reuoved from t h e  s imula t ion  v a l u e  of qL = .03. The c o n s t a n t  
c o e f f i c i e n t  model r e s u l t s  a r e  shown i n  F igure  28 (Q@ = 0) and F igure  29 (0' 0). 
0 False  convergence i s  shown i n  Figure  28 w i t h  Q = 0 ,  whereas good convergence i s  
A 
shown i n  Figure  29 wi th  Q~ $ 0. The + 2 0  u n c e r t a i n t y  bands i n  t h e  f i g u r e s  r e f l e c t  
8 
convergence. 
F i g u ~ e  30 and Figure  31 show r e s u l t s  f o r  t h e  p e r i o d i c  c o e f f i c i e n t  model f o r  
go = 0 and Q0 + 0, r e s p e c t i v e l y .  The r e s u l t s  a r e  s i m i l a r  t o  t h e  c o n s t a n t  c o e f f i c i e n t  
c a s e  of F igures  28 and 29. Exce l l en t  convergence is shown i n  Figure  31 which uses  
go # 0. I C  s e t  5 is  used wi th  .75 seconds (150 samples of d a t a ) .  
Figure  32 shows r e s u l t s  f o r  t h e  p e r i o d i c  measurement model wi th  i 2 i t i a l  condi- 
t i o n  set 2 obta ined from s t i c k  s t i r r i n g .  Convergence i s  accep tab le  as determined 
by t h e  + 20 band shown i n  t h e  f i g u r e  w i t h  Q0 # 0. Convergence t o  t h e  t r u e  parameter 
value  r e q u i r e s  a longer  d a t a  record .  
Figure  33 shows r e s u l t s  f o r  t h e  p e r i o d i c  measurement model w i t h  I C  s e t  3 
a l s o  obta ined from s t i c k  s t i r r i n g .  I C  set 3 was s e l e c t e d  a f t e r  a l lowing a f u r t h e r  
inc rease  i n  t h e  time over I C  set 2 be fore  s e t t i n g  t h e  c o n t r o l  inpu t  t o  zero.  The 
i n i t i a l  cond i t ions  thus  obta ined y i e l d  b e t t e r  informat ion f o r  t h e  r e s u l t i n g  f r e e  
response d a t a .  Therefore ,  i d e n t i f i e d  parameter convergence is  f a s t e r  f o r  I C  s e t  
3 over I C  set 2 .  This  is  r e f l e c t e d  i n  t h e  - + 20 band shown i n  t h e  f i g u r e s .  Con- 
vergence i s  e x c e l l e n t  as shown i n  Figure  33. 
Figdre  33 demonstrates t h a t  parameter i d e n t i f i c a t i o n  of inp lane  b lade  damping 
is  p o s s i b l  us ing  l e s s  t t ~ n  1 second of d a t a  (approximately 2 r o t o r  r e v o l u t i o n s )  
using a s i n g l e  b lade  measurement of b l a d e  ang le  i n  t h e  r o t a t i n g  system ( p e r i o d i c  
measurement model) and x and y support  p o s i t i o n  measurements. 
A summary of main conclus ions  f o r  t h e  ground resonance s t u d y  is  a s  fo l lows ;  
. The use  of f r e e  response d a t a  f o r  i d e n t i f i c a t i o n  of t h e  in-plane damping 
param(-ter has  been shown t o  y i e l d  e x c e l l e n t  convergence us ing  s t i c k  
s t i r r i n g  t o  o b t a i n  i n i t i a l  cond i t ions .  
. Exce l len t  parameter i d e n t i f i c a t i o n  of damping was shown f o r  both t h e  
cons tan t  and p e r i o d i c  measurement model. 
. The extended Kalman f i l t e r  ( f o r  t h e  no process  no i se  case )  has  shown 
e x c e l l e n t  i d e n t i f i e d  parameter convergence (providing t h e  p rocess  n o i s e  
0 
covar iance on t h e  parameter,  Q , i s  s e t  t o  a nonzero v a l ~ e ) .  
. The s t a t e  v a r i a b l e  mul t ib lade model A-uatr ix  can be used t o  y r e d i c t  t h e  
s t a b i l i t y  f o r  RPM condi t ions  be fnre  they a r e  t e s t e d .  Th is  f e a t u r e  makes 
t h i s  approach t o  i d e n t i f i c a t i o n  very  competative wi th  t h e  modal approach 
of r e f .  35 and r e f .  7 .  
CONCLUSIONS 
A g e n e r a l  procedure f o r  parameter i d e n t i f i c a t i o n  and s t o c h a s t i c  c o n t r o l  of 
h e l i c o p t e r  r o t o r  dynamic systems h a s  been p resen ted .  The fo rmula t ion  is based 
upon a s t a t e  v a r i a b l e  r e p r e s e n t a t i o n  d e s c r i b e d  by c o n s t a n t  and p e r i o d i c  c o e f f i -  
c i e n t s .  The extended Ralman f i l t e r  was shown t o  y i e l d  unbiased parameter  e s t i m a t e s  
f o r  a l l  c a s e  s t u d i e s  f o r  both  p e r i o d i c  and c o n s t a n t  c o e f f i c i e n t  models. T h i s  was 
found t o  be t r u e  f o r  systems wi thou t  p rocess  n o i s e .  
T!IE pure  i d e n t i f i c a t i o n  r e s u l t s  of t h e  r o t o r  f l a p  model were s u c c e s s f u l  over  
an  advance r a t i o  of y = 0  t o  11 = .8. Th i s  included c o n s t a n t  and p e r i o d i c  c o e f f i -  
c i e n t s  and t h e  e f f e c t s  of r e v e r s e  f lew. T y p i c a l l v  l e s s  than 1 r o t o r  r e v o l u t i o n  
was r e q u l r e d  where t h e r e  was s u f f i c i e n t  s i g n a l  t o  n o i s e  r a t i o .  S t o c h a s t i c  c o n t r o l  
of t h e  r o t o r  f l a p  model was s u c c e s s f u l  i n  t h a t  s t a b i l i t y  was improved whi le  parn- 
meters  were a c c u r a t e l y  i d e n t i f i e d .  The CE c o n t r o l  was found t o  be  s u c c e s s f u l  a t  
1 = 0. For systems w i t h  time v a r i n ~  c o e f f i c i e n t s ,  t h e  c a u t i o n  p roper ty  was 
found t o  dominate,  w i t h  the  probing p roper ty  con t r ihu t inp ,  10X t o  the  t o t a l  c o s t  
func t ion .  
Pure i d e n t i f i c a t i o n  was s u c c e s s f u l  f o r  t h e  ground resonance problem f o r  
e i t h e r  t h e  m u l t i b l a d e  c o o r d i n a t e  r o t o r  i n p l a n e  measurement model o r  f o r  a  s i n g l e  
r o t a t i n g  b l a d e  neas*:rement. T y p i c s l l v  2 r o t o r  r e v o l u t i o n s  a r e  r e q u i r e d  i n  10% 
measurement n o i s e  where f ree-response  d a t a  is used (genera ted  from a s t i c k  
s t i r r i n g  c o n t r o l  i n p u t ) .  The s t a t e  v a r i a b l e  i d e n t  i f  i c a t i o n  approach h a s  t h e  
advantage over  modal methods (e .g .  the  moving-block FIT method) i n  t h a t  s t a b i l i t y  
p r e d i c t i o n  over  the  complete RPM range is p o s s i b l e  from t e s t  d a t a  ob ta ined  a t  one 
t e s t  RPM c o n d i t i o n .  
The EKE i d e n t i f i c a t i o n  method is a a  e f f i c i e n t  i d e n t i f i c a t i o n  approach f o r  
systems wi thout  p rocess  n o i s e .  The "corrected"  EKF (Ljung 1379) should  be 
i n v e s t i g a t e d  f o r  systems w i t h  both  measurement and p rocess  n o i s e .  The c o r r e c t e d  
EKF method could oe a s s e s s e d  v i a  s i m u l a t i o n  and t e s t  d a t a  a p p l i c a t i o n s .  
The r o t o r  f l a p  bodel  i n v e s t i g a t e d  i l l  t h i s  s tudy  could be extended t o  i n c l u d e  
b lade  in f low models and h igher  degrees  of b lade  f l e x i b i l i t y .  I d e n t i f i c a t i o n  of 
p e r i o d i c  c o e f f i c i e n t  models should  i n c l u d e  a  hypo thes i s  t e s t i n g  procedure (e.g. 
s t e p w i s e  n u l t i p l e  r e g r e s s i o n )  f o r  au tomat ic  de te rmina t ion  of t h e  r e q u i r e d  p e r i o d i c  
terms i n  t h e  model. Th i s  i s  impar tant  s i n c e ,  ir. genera?., i t  is  not  knc~wn which 
~ c r i o d i c  terms would be requ i red ,  p a r t i c u l a r l y  i n  t h e  r e v e r s e  flow region.  The 
ident i f icat ion  and stochaetic  control methods u 1 i n  t h i s  research should be 
invest igated a s  t o  more e f f i c i e n t  comptational algorithms, which i s  of particular 
importance for  real time or near rea l  time applications.  
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APPENDIX A 
AUTOMATIC CALCULATION OF THE JACOBIAN 
The Extended Kalman F i l t e r  i s  q u i t e  s i m i l a r  t o  the  s tandard Kalman F i l t e r  
wi th  t he  except ion of rhe need t o  eva lua te  t he  Jacobiau (2.19) a t  every s t ep .  
I n  p r a c t i c e  t h e  unknown parameters apper r  i n  s eve ra l  elements of t h e  contin- 
ucus time system mat r ices  A(O) and B(O) from ( 2 . 4 ) .  Furthermore, a p a r t i c u l a r  
parameter usua l ly  appears i n  scx.o-ral elements of t h e  system mat r ices .  
The following procedure, app l i cab l e  f o r  a wide c l a s s  of p robless ,  can be 
used t o  automate t h e  ca l cu l a t i on  of the  Jacobian. 
It is assumed t h a t  the  system mat r ices  A and B from ( 2 . 4 )  have elements a 
i j 
and bij t h a t  a r s  e i t h e r  known o r  g i r e n  by t h e  product of a known constant  wi th  an 
- 
unknown parameter. To i n d i c a t e  which parameter= e n t e r  where i n  A and B de f ine  
t he  mat r ices  
of dimensions nxxnx and n xnU, r e spec t ive ly ,  
X 
where 1 < m < no and 
- - 
where 
is  a known matrix  and s i m i l a r l y  f o r  bP 
ij ' 
Thus 
Propagation of t he  s t a t e  (2.15) r equ i r e s  the eva lua t icn  of 
(A. 5 )  
A 
which, i n  turn ,  r equ i r e s  the evaluat ion of ~ ( ~ ( k l  k)?  . The l a t t e r  can be then 
1 
1 e a s i l y  obtained based on (A. 5) a s  
~ ( $ ( k ( k ) )  - I + ~ ( 6 ( k l k ) ) ~  
with 
(A. 8) 
The covariance propagation equation (2.18) requi res  t he  eva lua t ion  of the 
* 
! Jacobian (2.19) which i s  an n xn matrix.  Based on (A.l)-(A.4) the  expressions 
z 2 
1 of the  elements of the  Jacobian matr ix 
a r e  
mij(k) = F , ~ ( & ~ L ) )  i=l,..., n x ; j=l,. . . ,  n x (A. 10) 
a ( 1  1 i=j=nx + m ; m = l , .  . . ,nO (A. 11) 
Pij (k) = 0 otherwise 
where 
a L (i,m) = ( 1 :  aiR = m )  (A.  1 4 )  
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is the  set  of s t a t e  components t h a t  mult iply O i n  the i - th  row of (2.12) and 
m 
b P L ( i ,m)  = {a : bill = m~ (A. 15) 
is  the  s e t  of con t ro l  components t h a t  mult iply i n  the  i - t h  row of (2.12). 
I n  a similar manner one can compute the  Hessian of f t he  1-th component L' 
of t he  vec tor  valued func t ion  £ from (2.12),  denoted as 
The expression of t he  elements of t h i s  symmetric matrix is 
(A. 16) 
- 
a A i f  a i i = m  o r i ,  . n ; m = l ,  ..., n 
1 
l l i  X 0 
R 
'd +m,i - 'i,n +m (A. 17) 
X X 0 Otherwise 
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Figure 1 .  - Stochastic Controllers Based upon the Certainty Equivelance 
Property and the Dual Property of Stochastic Control Theory. 
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Fignre 2 .  - Rotor Flap Y del  Stace Time History Response Obtained From 
Free Response Portion of Pulse Input. ( 6 ( 0 )  = 35 deglsec). 
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Figure 3 .  - Rotor Flap Model Ident i f ied  Parameter Convergence, p = 0 
(No Per iodic i ty ,  Hiah Noise) . 
- - - -  SIMULATION VALUE 
112 Rev 
1 
Figure 4 .  - Rotor Flap Model Identif ied Parameter Convergence, p = 0 
(No Per iodic i ty ,  Low Noise) .  
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Figure 5 .  - Rotor Flap  Nodel Periodic  Uocf t tc i cnt  Variatirn of A-Nntrix 
(LI - . 2 ,  Snall  P a r i ~ j d i c i t y ,  Neglipib lt* Reverse Flow). 
1 / 2  Rev 1 Hcv 
- 
0 9 - 1 . I  . , . .( 
TIME, SECS 
Flgurc 0 .  - Rstor Flap Model Identified Parameter Ci~nvr~rgcnct~, 11 - ..! 
(Rcvera* Flow 1hr.f f . N o t  Ident t f ictl). 
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7 .  - Rotor Flap Model Periodic Coefficient Variation of A-Matrix 
(p = . 5 ,  Moderate Periodicity, Small Reverse Flow)  . 
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Figure 8 .  - Rotor Flap Model Ide2tified Parameter Convergence, p = .5 
(Reverse F l o w  Coeff. Nor Identif ied).  
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Figure 9 .  - Rotor Flap Model Periodic Coeff ic ient  Variation of A-Matrix 
(p = .8, Strong Per iodic i ty ,  Reverse Flow) . 
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Figure 10. - Rotor Flap Model Ident i f ied  Parameter Convergence, p 
(cos $, s i n  $ Coeff ic ients  , 1st Revolution) . 
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Figure 11. - Rotor Flap Model Identified Parameter Convergence, p = .8 
(cos 9 sin JI Coefficient) 
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Figure 12. - R > t w  Flap Model Identified Parameter Convergence, l~ = .8 
(Reverse Flow Coefficients). 
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Figure 13. - kotor Flap Model Identif ied Parameter Convergence, p = .8 
(Reverse Flow Coef f . , Signal x 3) . 
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Figure 14.  - Rotor Flap Model Identif ied Parameter Convergence, u = .8 
(Reverse Flow Coeff. ,  Signal x 3 ) .  
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Figure 15. - Rotor Flap Model Ident i f ied  Parameter Convergence for the 
CE Stochastic C o n t r o l l x ,  p = 0 .  
- IC RESPONSE 
- -. - . - CE CONTR9LiER 
I 112 Rev 1 Rev -50 I ,  
1 
Figure 16.  - Rotor Flap Model State  Time History Respon8e Comparing 
Open Loop Free Response with CE Controlled kesponse. 
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Figure 17. - Rotor Flap Model Equivalent Closed Loop System Damping, CE 
Control, Li 0 (Time Varying, A = A&). CL 
u 
CE' 
rad 
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TIXE, SECS 
Figure 18. - Rotor Flap Model Feedback Control Time History Response, 
CE Control, p - 0 .  
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Figure 19. - Ground Resonance Rotor Model State  Response, I C  S e t  2, R = 150 RPH. 
Figure 20. - Ground Resonance Model Measurement Response, IC set 2 ,  R = 150 RPM 
(Rotating Rotor Measurement). 
Figure 21. - Ground Resonance Rotor Model State Response, IC Set 3, Q - 150 RPM. 
Figure 22 .  - Ground Resonance Model Measurement Response, IC S e t  3 ,  n = 150 RPM 
(Rotating Rotor Measurement). 
Figure 23. - Ground Resonance Rotor Model S t s t e  Response, IC Se i  5 ,  fl - 150 RPM. 
Figure 24.  - Ground Resonance Model Measurement Response, IC S e t  5 ,  R = 150 RPM 
(Rotating Rotor Measurement). 
. . . .  * Noise s e t  #1 
0-, 
0 8 r 1 0  
1 
2 0 3 0 40 
NUMBER OF SAMPLES (. 2 sec) 
+lo 
- +la 
A-  - ?  TRUE 
50 60 70 80 
(.4 s e c )  
Figure 2 5 .  - Ground Resonance Model I d e n t i f i  d Parameter Convergence Compari- 
Three Random Noise Sequences (Qg = 0 .  I C  s e t  1 .  R = 150 RPM) 
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Figure 26. - Ground Reronance Model I d e n t i f i e d  Parameter Conv rgence Comparing 
Di f fe ren t  I n i t i a l  Condition S e t s  (Nu,: e S e t  3 ,  Q5 = 0 .  i l  = 150 RPM). 
NUMBER OF SAMPLES ( . 2  rec) 
Figure 2 7 .  - Ground Resonance Model Identified Parameter Convergence Conparinz 
Periodic and Canstant Coefficient Model (IC Set 5, Q@= I : ,  R = 15 . l  W:.ij ., 
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Figure 28. - ;round Resonance Hodel Identif led Damping Parameter Convergence 
Using Mdtiblade Lag Keasurement (Constant Coe f i c i en t  Keasurement 
Model, Prc 1s Noise Covrriance of Parameter Q5 0) .  
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Figure 29 .  - Ground Resonance Model Identified Dmping Parameter Convergence Using 
Multiblade Lag Measurement (Constant Coefficient Xeasurement Model) 
Process Noise Covariance of Parameter QO = 4x10-6). 
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Figure 30. - Ground Resonance Model Identified Dampiitg Pa~ameter Convergence Using 
Blade Lag Measurement (Periodic Measurement Model) Showing False 
Convergence when qC = 0. 
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Figure 31. - Ground Resonance Model Ideiitified Damping Parameter Convergence Using 
Blade Lag Measurement (Periodic Measurement Model) (Process Noise 
Covariance of ikameter Q@ = 4x10'~). 
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Figure 32.  - Ground Resonsnce Model Iden i f i e d  Damping Parameter Convergence 5 (Periodic Model, Q@ = 4xI0- , IC Set 2 from Stick Stirring, Q = 150 WM). 
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Figure 33. - Ground Resonance Model Ident i f ied  Damping Parameter Convergence 
(Periodi- Model. Q' = 4x10'~, I C  Set  3 from St ick  St irr ing ,  R = 150 RPM) . 
