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Abstract
The numerical approximation of liquid vapor ﬂows within the compressible regime is a
challenging task because complex physical eﬀects at the phase interfaces govern the global
ﬂow behavior. We develop a sharp interface approach which treats the phase boundary
like a shock wave discontinuity and takes capillarity eﬀects into account. The approach
relies on the solution of Riemann problems across the interface that separates the liquid
and the vapor phase. The Riemann solution accounts for the relevant physics by enforcing
appropriate jump conditions at the phase boundary. A wide variety of interface eﬀects
can be handled in a thermodynamically consistent way. This includes surface tension, as
well as, mass and energy transfer by phase transition. Moreover, the local normal speed of
the interface, which is needed to calculate the time evolution of the phase boundary, is
given by the Riemann solution.
The focus of this work is the development of isothermal and non-isothermal two-phase
Riemann solvers for the sharp interface approach. To verify the solvers with respect to
numerical and thermodynamic requirements, one-dimensional and radially symmetric
problems are studied. Furthermore, the Riemann solvers and the sharp interface approach
are successfully validated against shock tube experiments of real ﬂuids (alkanes).
Zusammenfassung
Die numerische Approximation von Zweiphasenströmungen (ﬂüssig/Dampf) in kompressi-
blen Medien ist eine Herausforderung, da komplexe physikalische Eﬀekte an der Phasen-
grenze das globale Strömungsverhalten bestimmen. Wir entwickeln einen Sharp-Interface
Ansatz, der Phasengrenzen als Schockwellen-Unstetigkeiten behandelt und Kapillareﬀekte
berücksichtigt. Der Ansatz beruht auf der Lösung von Riemann-Problemen an der Grenz-
ﬂäche zwischen Flüssigkeit und Dampf. Die Riemann-Lösung berücksichtigt relevante
physikalische Eﬀekte, indem Sprungbedingungen an der Phasengrenze vorgegeben werden.
Dadurch kann eine Vielzahl an Grenzeﬀekten, wie Oberﬂächenspannung, Massen- und Ener-
gieaustausch durch Phasenübergänge, thermodynamisch konsistent gehandhabt werden.
Darüber hinaus ist die lokale Geschwindigkeit in Normalenrichtung, die für die Berechnung
der zeitlichen Entwicklung der Phasengrenze benötigt wird, durch die Riemann-Lösungen
bestimmt.
Der Schwerpunkt dieser Arbeit liegt auf der Entwicklung von isothermen und nicht-
isothermen Zweiphasen-Riemannlösern für den Sharp-Interface Ansatz. Zur Veriﬁzierung
der Löser bezüglich numerischer und thermodynamischer Anforderungen werden eindi-
mensionale und radial symmetrische Probleme untersucht. Darüber hinaus werden die
Riemannlöser und der Sharp-Interface Ansatz erfolgreich durch den Vergleich mit Stoßrohr-
Experimenten mit echten Fluiden (Alkane) validiert.
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Chapter 1
Introduction
The aim of this work is the numerical computation of fully compressible ﬂow phenomena in
systems containing gas and liquid. We consider single component two-phase ﬂows, where
the gas consists of the vapor of the liquid, for example liquid water and water steam. In
particular, phase transitions and surface tension are taken into account and the ﬂuid may
condensate or evaporate completely.
Liquid vapor ﬂows appear in nature and in many applications. It is an interesting ﬁeld
in ﬂuid mechanics, that is far from being completely understood. Technical applications, in
which two-phase ﬂows play an important role are, for instance, pumps that are operating
close to the saturation pressure. If liquid pressure falls below a critical value, e.g. near
pump vanes, then phase change occurs and vapor will be present in the system. Similar
eﬀects occur on ship propellers or in injection nozzles. Such cavitation eﬀects may cause
serious problems for operators and engineers. When the bubbles collapse, they can generate
intense shock waves, which, over time, will cause damage on the propellers, turbine blades
or nozzles [10], see Figure 1.1.
As another example, most power plants have large boilers to produce steam for use in
turbines. In such cases, pressurized water is passed through heat pipes and it changes to
steam as it moves through the pipes. The design of boilers and pipe systems requires a
deep understanding of two-phase ﬂows, heat transfer and pressure drop behavior, since
Figure 1.1: Cavitating bubbles at propeller blades [22] (left) and damage caused by cavitation
on a propeller of a personal watercraft [5].
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Figure 1.2: Evaporation in a pipe (left), density distribution of a typical Riemann solution
(center) and idealized spherical bubble and droplet (right).
two-phase ﬂow properties are signiﬁcantly diﬀerent from the single phase case. This
becomes even more critical in case of nuclear power plants, where water is used to remove
heat from the reactor core. Here, loss of pressure in the pipe system may lead to a
loss-of-coolant accident [23, 53].
Two-phase ﬂows can appear in various forms. Figure 1.2 (left) illustrates, for example,
the evaporation of a liquid in a pipe from left to right. Evaporation may be caused by
heating up the pipe or by pressure drop. At the left end of the pipe, vapor bubbles start
nucleating in the pure liquid. The bubbles grow and merge together. More and more
liquid evaporates and only droplets remain. The droplets shrink and evaporate completely
until only pure vapor remains.
Considering such a fully multidimensional evaporation process is complex. In this
work, we concentrate on the microscopic dynamics at phase boundaries, described by
means of solutions of Riemann problems with initial states in diﬀerent phases. The
density distribution of such a typical Riemann solution is depicted in Figure 1.2 (center).
High density values indicate the liquid phase and low density values the vapor phase.
Furthermore, we study the macroscopic dynamics of idealized spherical bubbles and
droplets, cf. Figure 1.2 (right). Nucleation is not considered.
We are interested in the direct numerical simulation of the dynamics of liquid vapor
ﬂows, assuming homogeneous compressible ﬂuids. The underlying mathematical models
account not only for the bulk phases’ evolution, but also for the interfacial dynamics which
are supposed to be driven by surface tension and mass exchange caused by evaporation
and condensation.
There are two fundamentally diﬀerent approaches towards interface driven dynamics,
that are the diﬀuse interface and the sharp interface ansatz. For the ﬁrst one, the interface
between phases is represented as a smooth function with strong gradients across a small
interfacial zone. In the interface zone some mixture states have to be deﬁned together
with a mathematical model for its time evolution. Typically, only one set of equations has
to be solved in the computational domain (see e.g. [3, 66] for compressible diﬀuse-interface
models). Here we focus on the sharp interface approach where the bulk regions are governed
by an ensemble of ﬂuid mechanical equations. The interface appears as an unknown free
boundary such that state variables are discontinuous across this hypersurface. Appropriate
coupling conditions across the interface have to be formulated to ensure the well-posedness
and thermodynamic consistency of the overall model.
More precisely, we describe the compressible hydrodynamics of the ﬂuid in the bulk
phases by the Euler equations. The modeling of appropriate coupling conditions is quite
delicate. In the isothermal case it is well established that the coupling conditions should
3consist of mass conservation, a dynamic version of the Young-Laplace law for momentum
balance, and an extended entropy condition. This could be a kinetic relation [49, 67],
the entropy criterion of Liu [40, 55] or another extended entropy principle [21]. Kinetic
relations pose a condition on the interfacial entropy production. It is clear that entropy
increases in time but the correct rate of growth is an open question. Thus, it is generally
unknown, which additional condition holds in nature.
Conservation laws and one of the mentioned extended entropy conditions have also to
hold in the non-isothermal case, where we neglect viscosity and heat conduction such that
the ﬂuid is described by the Euler equations. But, in addition, the release of latent heat at
the interface has to be modeled by an algebraic term, since it turns out that the two-phase
Euler model is thermodynamically inconsistent in the temperature dependent case. Note
that the non-isothermal Euler model is not an extension of the isothermal one. From a
thermodynamic point of view these are completely diﬀerent models. In the isothermal
case it is assumed that the heat ﬂux balances out any thermal diﬀerence instantaneously.
One may think of an inﬁnite heat ﬂux. In the non-isothermal model heat conduction is
neglected, that means heat ﬂux is set to zero.
Analysis of Riemann problems for two-phase ﬂows has been a very active ﬁeld of
research in the last decade (see [47] for a general theory and [35, 37, 40, 45, 58] for speciﬁc
examples), but it is mostly restricted to either simpliﬁed thermodynamic relations or to
homogeneous coupling conditions that neglect surface tension. Explicit results for arbitrary
pressure relations, kinetic relations and surface tension are, even for the isothermal case,
not available.
Many numerical methods have been suggested for various types of compressible mul-
tiphase ﬂows. We mention here the classes of ghost ﬂuid methods [31], volume-of-ﬂuid
schemes [39], or general front tracking schemes [4, 18, 64, 71]. However, these schemes are
not applicable for phase change problems. In this case, the state space is made up of two
distinct bulk sets, where the Euler equations are hyperbolic, and a spinodal non-physical
region, where the Euler system is elliptic. While values in the spinodal region do not
appear on the continuous level, they might be present in the above mentioned schemes
due to some kind of averaging. To overcome this source of instability an extended front
tracking method based on Riemann solvers at the interface has been introduced [24, 58].
The use of two-phase Riemann solvers prevents values in the spinodal region.
The objective of this work is the development and validation of such Riemann solvers
for front tracking schemes. This incorporates, in particular, also the veriﬁcation of the
interface model with respect to thermodynamic requirements. We call the aforementioned
two-phase Riemann solvers microsolvers to emphasize that they take the microscopic
dynamics at phase boundaries into account. The complete method consists of a front
tracking scheme combined with a microsolver.
The work addresses two cases: Chapter 2 to Chapter 9 are concerned with isothermal
ﬂows, while Chapter 10 studies the non-isothermal case. All chapters, that contribute to
veriﬁcation or validation issues, are closed with a section for (interim) conclusions.
The outline of this work is as follows. In Chapter 2, we present the continuous mathe-
matical model as a free boundary value problem in arbitrary spatial dimension. Adequate
models for isothermal and non-isothermal microsolvers are based on the fundamental
balance laws described in Section 2.2. Chapter 3 introduces the general concept of a
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front tracking scheme, that meets our requirements. The scheme applies microsolvers to
compute local properties of the interface like local speeds and adjacent bulk states.
The microsolvers obey diﬀerent entropy principles. In Chapter 4, it is the entropy
criterion of Liu. The solver of Chapter 5 is conceived for monotone decreasing kinetic
functions. In Chapter 6, we have a closer look at kinetic relations and we prove neces-
sary and suﬃcient conditions for the existence of monotone decreasing kinetic functions.
Furthermore, a kinetic function, that resembles the entropy criterion of Liu, is stated
and we compare the microsolvers with shock tube experiments for validation. Chapter 7
introduces an approximate microsolver that is applicable to more general kinetic relations.
We present, in Chapter 8, a conservative method for radially symmetric solutions. This
scheme is used as a test environment to study the proposed microsolvers under the presence
of surface tension. We conclude the isothermal part with numerical results in Chapter 9.
This chapter veriﬁes the compete method numerically and with respect to thermodynamic
consistency. Furthermore, we compare the complete methods with shock tube experiments
for validation and we show examples for the dynamics of spherical droplets and bubbles.
Chapter 10 presents the mathematical model for the non-isothermal case. We state a
constitutive condition for latent heat and it follows the construction of the correspond-
ing microsolvers. The chapter provides the veriﬁcation and validation of the complete
method and a two-dimensional application to physically realistic droplet dynamics. Final
conclusions and outlook are given in Chapter 11.
The major results of this work are:
Thermodynamically consistent microsolvers for front tracking schemes includ-
ing surface tension. The mathematical two-phase models have the form of free boundary
problems. Such problems are particularly challenging for the numerical discretization. We
present with Algorithm 3.1 a novel way to incorporate capillary forces in front tracking
schemes. While curvature is measured on a macro-scale, surface tension is exclusively
handled with microsolvers. Here it appears as an inhomogeneity in the Rankine-Hugoniot
condition at the phase boundary.
The complete methods are successfully veriﬁed with respect to the following thermody-
namic requirements.
• Saturation states are preserved.
• Total entropy increases in time until the thermodynamic equilibrium is reached.
Note that equilibrium solutions depend on surface tension, such that this is also a validation
test for the surface tension treatment.
For the ﬁrst demand it suﬃces to verify the microsolvers. If they predict correct steady
state solutions, so does the complete scheme. The entropy production property of the
numerical solution is analyzed in Section 9.2 for isothermal ﬂows and in Subsection 10.3.2
for non-isothermal ﬂows.
Shock tube experiment validated microsolvers and front tracking scheme. The
microsolvers and the complete methods are validated against real world experiments with
great correspondence. Shock tube experiments provide data of evaporation front speeds.
We compare this data with the numerical solutions in Section 6.3, Section 9.4 for the
isothermal case and in Section 10.4 for the non-isothermal case.
5Note that this requires the application of equations of state for real ﬂuids, what is
challenging for the numerics, because of highly diﬀerent density ratios and the stiﬀ liquid
pressure. Our sharp interface approach relies merely on basic assumptions for equations of
state and even external thermodynamic libraries can be used.
It is generally unknown, which extended entropy principle holds in nature. We review
the shock tube experiments under the assumption that the process obeys a kinetic relation.
It turns out that the associated kinetic function is, in particular, non-decreasing. However,
in state of the art analysis of two-phase Riemann problems, it is generally assumed that
kinetic functions are monotone decreasing [13, 19, 47, 48, 49], such that the classical theory
does not apply here.
Some results have already been published or submitted for publication. The microsolver
proposed in Chapter 4 is published in
• F. Jaegle, C. Rohde, and C. Zeiler. “A multiscale method for compressible liquid-
vapor ﬂow with surface tension”. ESAIM: Proceedings 38 (2012), pp. 387–408.
The approximate microsolvers of Chapter 7 and the front tracking scheme of Chapter 8
are published in
• C. Rohde and C. Zeiler. “A relaxation Riemann solver for compressible two-phase
ﬂow with phase transition and surface tension”. Applied Numerical Mathematics 95
(2015), pp. 267–279.
The non-isothermal model and the microsolvers of Chapter 10 are submitted.
• S. Fechter, C.-D. Munz, C. Rohde, and C. Zeiler. “A sharp interface method for
compressible liquid-vapor ﬂow with phase transition and surface tension”. Submitted
to Journal of Computational Physics.
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Chapter 2
The mathematical model
The compressible hydrodynamics in the bulk phases is governed for the inviscid case by
the Euler equations. The two-phase modeling is much more challenging because possible
curvature and phase transition eﬀects induce a complex transfer of mass, momentum and
energy through the interface. In the sharp interface approach, the ﬂow equations in each
bulk region are coupled by appropriate trace conditions.
We introduce in Section 2.1 the geometric setting and the notation, that is used in the
sequel. In continuum mechanics, ﬂuid motion is described by balance laws. Section 2.2
gives an overview of the balance laws for mass, momentum, total energy and total entropy.
The ﬁrst two sections are independent of the question if the ﬂow is isothermal or not.
Section 2.3 introduces the thermodynamic framework for the isothermal model. Def-
inition 2.2 provides equations of state and speciﬁes the notation of phases used in the
isothermal part of this work. Equilibrium conditions are introduced for ﬂuids at rest with
coexisting liquid and vapor phase under the presence of capillary forces. The isothermal
mathematical model in Section 2.4 is ﬁnally a special case of the balance laws of Section 2.2,
closed with equations of state from Deﬁnition 2.2.
2.1 Geometric setting
liquid
vapor
Figure 2.1: Domain and fluid
phases.
Consider a domain, that is ﬁlled with a ﬂuid in its vapor
and its liquid phase, as illustrated in Figure 2.1. A precise
notion of phases will be given in Section 2.3. So far it
is only important that there are domains where the ﬂuid
displays diﬀerent properties and a thin layer called phase
boundary that separates the domains. Indeed, such a layer
has a certain thickness, below the critical temperature in
the order of a few molecule diameters. That is some orders
of magnitudes smaller than volume sizes which we want to
consider in this work. The evolution of the phase boundary
is considered on scales much larger than the width of the transition layer. As the basic
modeling approach we assume from now on that the phase boundary has zero thickness.
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n
ν
Ωliq
Ωvap
∂Ω
Γ
t1
t2
Figure 2.2: Material volume for d = 3.
More precisely, let for any t ∈ [0, θ], θ > 0 an arbitrary open subset Ω(t) ⊂ Rd,
with d = { 1, 2, 3 } and suﬃciently smooth boundary, be occupied by the ﬂuid under
consideration. The set Ω(t) is considered as a material volume of the ﬂuid at time t, that
has the property that there is no mass ﬂux through its boundary ∂Ω(t). That means the
boundary of the material volume moves with the ﬂuid velocity. Assume further that Ω(t)
is partitioned into the union of two open sets Ωvap(t), Ωliq(t), which contain the ﬂuid in
the vapor and the liquid phase, and a suﬃciently smooth hypersurface Γ(t) – the sharp
interface –, that separates the two spatial bulk sets.
Figure 2.2 shows the two bulk volumes Ωvap(t), Ωliq(t) and the sharp phase boundary
Γ(t). The normal vector of the material boundary ∂Ω(t) is denoted with ν ∈ Sd−1 and
points outwards. For γ ∈ Γ(t), we denote the speed of Γ(t) in the normal direction
n = n(γ, t) ∈ Sd−1 by s = s(γ, t) ∈ R. The direction of the normal vector is always chosen
such that n points into the vapor domain Ωvap(t). The complete set of vectors tangential
to n is denoted by t1, . . . , td−1 ∈ S
d−1.
Let a second representation of the sharp interface at time t be given by the level set
{x ∈ Ω | ϕ(x, t) = 0 } for a function ϕ ∈ C2(Ω). Assume that {x ∈ Ω | ϕ(x, t) < 0 } =
Ωliq(t) and {x ∈ Ω | ϕ(x, t) > 0 } = Ωvap(t). Normal vector and the mean curvature
are then related to ϕ by
n =
gradϕ
|gradϕ|
, κ = − divn. (2.1)
In the following, we consider the projection of n and κ to Γ(t), thus normal vector and
mean curvature are functions of (γ, t).
Remark 2.1 (Sign of the curvature).
Consider a spherical bubble (Ωvap = Br(0)) and a spherical droplet (Ωliq = Br(0)), where
Br(0) is the unit ball of radius r > 0 and center in the origin.
The deﬁnition of n and κ implies that the bubble has the mean curvature κ = 1/r,
while the droplet has the mean curvature κ = −1/r.
2.2 Balance laws in integral form
We consider an inviscid, heat conducting ﬂuid, that consists of a single substance and
we neglect any kind of sources, like gravity, radiation or supply of entropy. The sharp
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interface has no mass and is permeable for heat and matter ﬂow. Furthermore, the sharp
interface is exclusively equipped with surface tension. The subsequent list of conservation
laws assumes the geometric setting of Section 2.1 and is taken from [43]. The balance
equation for entropy is from [60].
Conservation of mass. Mass is neither created nor destroyed and ﬂuxes through ∂Ω(t)
are excluded, thus the volume integral over the (mass) density ̺ = ̺(x, t) > 0 with
x ∈ Ωliq(t) ∪ Ωvap(t) and t ∈ [0, θ] is conserved. For the time derivative holds
d
d t
∫
Ωliq(t)∪Ωvap(t)
̺ d v = 0, (2.2)
where d v denotes a material volume element in space.
Conservation of momentum. According to Newtons law, the change in the total
momentum equals the total force acting on the material volume. The total momentum
is the volume integral over the momentum given as the product ̺v, where v =
v(x, t) ∈ Rd is the fluid velocity in x ∈ Ωliq(t) ∪ Ωvap(t), t ∈ [0, θ].
The ﬂuid is inviscid, such that only pressure p = p(x, t) ∈ R acts on the material
surface and surface tension (d−1) ζ∗ κ acts on the interface. Although the surface
tension coeﬃcient ζ∗ ≥ 0 depends, in particular, on temperature, we will assume
that ζ∗ is constant. Note that the star superscript is used for material constants.
This leads to the equation
d
d t
∫
Ωliq∪Ωvap
̺v d v =
∫
∂Ωliq∪∂Ωvap\Γ
−pν d a+
∫
Γ
(d− 1) ζ∗ κn d a. (2.3)
Note that we skipped the time dependency of the integration domains and that d a
denotes an area element of the material surface or the interface.
Conservation of energy. The total energy is given by the volume integral∫
Ωliq∪Ωvap
̺
(
ε+
1
2
|v|2
)
d v,
where ε = ε(x, t) ∈ R denotes the specific internal energy and 1
2
|v|2 is the
specific kinetic energy.
The ﬁrst law of thermodynamics states that the total energy is conserved. That
means the change in total energy equals the power of external forces acting on the
material surface and on the interface, and the heat flux q = q(x, t) ∈ Rd entering
the volume through the material surface
d
d t
∫
Ωliq∪Ωvap
̺
(
ε+
1
2
|v|2
)
d v =
∫
∂Ωliq∪∂Ωvap\Γ
q · ν − pv · ν d a
+
∫
Γ
(d− 1) ζ∗ κ s d a.
(2.4)
Here, pressure, surface tension and heat ﬂux contribute to the total energy. Recall
that s is the speed of Γ in normal direction.
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Balance of entropy. In general, the entropy is not conserved. The second law of
thermodynamics states that the amount of total entropy
∫
Ωliq∪Ωvap
̺ η d v increases
with progressing time, where η = η(x, t) ∈ R denotes the specific entropy. We
introduce the function ηΩ = ηΩ(x, t) ≥ 0 to account for local entropy production
in the bulk and ηΓ = ηΓ(γ, t) ≥ 0, γ ∈ Γ(t), t ∈ [0, θ], to account for local
entropy production on the phase boundary. This allows formulating the
balance equation
d
d t
∫
Ωliq∪Ωvap
̺ η d v =
∫
∂Ωliq∪∂Ωvap\Γ
ϕ · ν d a +
∫
Ωliq∪Ωvap
ηΩ d v +
∫
Γ
ηΓ d a. (2.5)
Here the entropy flux is denoted by ϕ = ϕ(x, t) ∈ Rd.
Note that considering temperature dependent surface tension coeﬃcients would require
additional surface gradient terms in (2.3) and (2.4), cf. [43, 60]. The main part of this
work addresses isothermal ﬂows where constant ζ∗ does not constitute a restriction. For
the more general case, including multi-component ﬂuids and interfacial mass, we refer to
[60].
2.3 Isothermal two-phase thermodynamics
This section introduces functions, that relate one thermodynamic quantity to the other
ones under isothermal conditions. Such a function for the pressure will explain the notation
of phases. Furthermore, basic thermodynamic properties and relations shall be reviewed
in this section. We refer to standard textbooks like [38, 59].
A thermodynamic process that takes place at constant temperature is called isother-
mal. It is assumed that heat ﬂow balances thermal diﬀerences without any delay, such
that the system remains in global thermal equilibrium. We assume that the temperature
is constant or more precisely
T (x, t) = Tref for all t ∈ [0, θ],x ∈ Ω(t) and Tref > 0. (2.6)
Functions, that relate a thermodynamic quantity like the pressure to the other ones,
are called equations of state. The deﬁnition below introduces the thermodynamic
framework for the isothermal context. It deﬁnes, in particular, equations of state and
phases with respect to the speciﬁc volume, whereby the specific volume τ > 0 is the
reciprocal of the density.
Definition 2.2 (Isothermal equations of state).
Let the numbers τminliq , τ
max
liq , τ
min
vap , ζ
min, ζmax ∈ R with 0 < τminliq < τ
max
liq < τ
min
vap , ζ
min < 0 < ζmax
and functions
p ∈ C2 (Aliq ∪ Avap,R) , ψ, µ ∈ C
3 (Aliq ∪ Avap,R)
be given. The intervals Aliq = (τ
min
liq , τ
max
liq ) and Avap = (τ
min
vap ,∞) define the liquid phase
and the vapor phase and A := Aliq∪Avap is called admissible set of specific volume
values.
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Figure 2.3: Left: prototypical example of a pressure function that fulfills Definition 2.2. Right:
van der Waals pressure of Example 2.4 and the restriction to A such that the conditions of
Definition 2.2 are fulfilled.
The functions p, ψ, µ are called pressure, specific Helmholtz free energy and
specific Gibbs free energy, respectively, if they satisfy
p(τ) = −ψ′(τ) and µ(τ) = ψ(τ) + p(τ) τ (2.7)
and for any ζ ∈ Z := (ζmin, ζmax) the conditions
p′ < 0 in A, (2.8)
p′′ > 0 in A, (2.9)
∃τ satliq (ζ) ∈ Aliq, τ
sat
vap(ζ) ∈ Avap :
{
p(τ satvap)− p(τ
sat
liq ) = ζ,
µ(τ satvap)− µ(τ
sat
liq ) = 0,
(2.10)
p(τ)→∞ for τ → τminliq , (2.11)
∀τliq ∈ Aliq, τvap ∈ Avap : p
′(τliq) < p
′(τvap), (2.12)
lim
R→∞
R∫
τminvap
c(τ) d τ =∞ with c(τ) :=
√
−p′(τ) (2.13)
hold. The sound speed is given as τ c(τ).
Note that p is monotone decreasing and convex in both phases, see Figure 2.3 (left) for
some illustration. The interval [τmaxliq , τ
min
vap ] is excluded from our studies. The number ζ is
linked to surface tension and hypothesis (2.10) ensures that there is a pair of saturation
states
(
τ satliq (ζ), τ
sat
vap(ζ)
)
∈ Aliq × Avap. These states are attained in the thermodynamic
equilibrium, see Deﬁnition 2.5 below. The limitation of ζ to the interval Z = (ζmin, ζmax)
will be clariﬁed in Remark 2.7 below.
Hypotheses (2.9), (2.11) and (2.12) limit the amount of diﬀerent wave conﬁgurations
of the solution to Riemann problems. In (2.11) it is assumed that there is a minimal
molecular distance, where the liquid cannot be compressed further and (2.12) is natural,
since the sound speed in the liquid phase of a ﬂuid is usually much higher than in the
vapor phase. Hypothesis (2.13) excludes the case of vacuum which is out of our interests.
A consequence of the hypotheses is the following lemma. It states that phase boundaries
move slower than sound in the liquid phase. That means in terms of the pressure function,
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that the slope of p in τliq ∈ Aliq is steeper as the slope of the chord from (τliq, p(τliq) + ζ) to
(τvap, p(τvap)), for any τvap ∈ Avap.
Lemma 2.3 (Sound in the liquid travels faster than phase boundaries).
Let the pressure function p : Aliq ∪ Avap → R of Definition 2.2 be given.
For all τliq ∈ Aliq and τvap ∈ Avap it holds, that
p′(τliq) <
p(τvap)− p(τliq)− ζ
τvap − τliq
.
Proof. Consider ﬁrst the case τliq = τ
sat
liq . Deﬁne
f(τ) := p′(τmaxliq ) (τ − τ
max
liq ) + p(τ
max
liq ) + ζ − p(τ).
Due to (2.8) and (2.10) f(τminvap ) < 0 holds, and due to (2.12) f
′(τminvap ) < 0. With (2.9) it
follows
p(τvap) > p(τ
max
liq ) + ζ + p
′(τmaxliq )(τvap − τ
max
liq )
= p(τmaxliq ) + ζ + p
′(τmaxliq )(τliq − τ
max
liq ) + p
′(τmaxliq )(τvap − τliq)
> p(τliq) + ζ + p
′(τliq)(τvap − τliq)
Equations of state have to be determined, e.g. by experimental measurements. However,
for a simple model ﬂuid, that may occur in a liquid and a vapor phase, we consider the
following explicit form of an equation of state.
Example 2.4 (Van der Waals equation of state).
The van der Waals equations of state are given by the pressure function
p(τ) =
RTref
τ − τminliq
−
a
τ 2
, (2.14)
with positive constants a, τminliq , R for τ > τ
min
liq and corresponding speciﬁc Helmholtz and
Gibbs free energy functions according to (2.7). Figure 2.4 shows the graph of p at diﬀerent
temperatures. The function is monotone decreasing above the critical temperature
Tc = 8 a/(27Rτ
min
liq ). Below the critical temperature there are two decreasing parts which
determine the phases. The increasing part in between is called elliptic or spinodal
region. This region refers to unstable thermodynamic states and the sound speed,
i.e. function c in (2.13), is not deﬁned there.
The van der Waals equations of state are deﬁned for all τ ∈ (τminliq ,∞). They fulﬁll the
conditions of Deﬁnition 2.2 for temperature values below Tc. One has basically to constrain
the admissible set A to the convex parts of p, see Figure 2.3 (right) for an illustration.
Thus, the spinodal region is a subset of the interval [τmaxliq , τ
min
vap ], that is excluded from in
Deﬁnition 2.2.
The parameters for the graphs in Figure 2.3, Figure 2.4 and Figure 2.5 are given by
a = 3, τminliq =
1
3
, R =
8
3
and Tref = 0.85. (2.15)
For this numbers, the critical temperature is Tc = 1.
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Figure 2.4: Van der Waals pressure (2.14) with parameters in (2.15) at the critical temperature
Tc = 1 and below that temperature. The gray area refers to the Maxwell construction (2.19).
A particular solution of the balance laws of Section 2.2 is given by the global ther-
modynamic equilibrium. For that solution, ﬂuid and phase boundary are at rest and
thermodynamic quantities satisfy the conditions of the deﬁnition below. Furthermore, we
distinguish between local and global equilibrium. The deﬁnition refers to the temperature
dependent case, in order to complete the list of equilibrium conditions.
Definition 2.5 (Thermodynamic equilibrium).
Consider a point γ ∈ Γ(t) on the sharp interface at time t ∈ [0, θ] and denote the trace
values for temperature, pressure and specific Gibbs free energy with Tliq/vap, pliq/vap, µliq/vap.
Denote the mean curvature (2.1) in that point with κ = κ(γ, t) ∈ R and the surface tension
coefficient with ζ∗ ≥ 0. The interface point γ is at time t in local thermodynamic
equilibrium, if and only if
Tliq = Tvap, pvap − pliq = (d− 1) ζ
∗ κ and µliq = µvap (2.16)
holds.
The system at time t is said to be globally in thermodynamic equilibrium if and
only if all thermodynamic quantities are constant in the bulk phases and (2.16) holds. The
surface tension term is abbreviated with
ζ := (d− 1) ζ∗ κ (2.17)
in systems with constant curvature everywhere on Γ.
The conditions can be interpreted as follows. Thermal diﬀerences between the phases are
compensated by the heat ﬂux, what leads to the ﬁrst condition, the thermal equilibrium.
Note that (2.6) is nothing but the assumption that the ﬂuid is globally in thermal
equilibrium. The second condition refers to a balance of mechanical forces and is therefore
called mechanical equilibrium.
The ﬁrst two conditions are valid also for material boundaries separating diﬀerent
substances, since temperature and mechanical forces can be balanced without matter ﬂow.
The third condition in (2.16) states that the phases are in equilibrium with respect to
matter ﬂow. The more general form of this condition, called chemical equilibrium,
states that the chemical potential is equal in both phases. However, for single component
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Figure 2.5: Van der Walls pressure (left) and Gibbs free energy (right). Pair of saturation states
for a droplet (ζ < 0), the planar case (ζ = 0) and a bubble (ζ > 0).
substances the chemical potential reduces to the Gibbs free energy. When the latter
condition holds, no chemical reactions (excluded anyway) and no transitions between the
phases take place.
Neglecting capillary forces (ζ∗ = 0) one ﬁnds the conditions of Deﬁnition 2.5 in [38]. The
condition for mechanical equilibrium with surface tension is known as Young-Laplace
law, cf. [23, 46].
Example 2.6 (Maxwell construction for the van der Waals equations of state).
Figure 2.4 provides a geometric interpretation of (2.16) for the van der Waals Example 2.4
with ζ∗ = 0. The condition for mechanical equilibrium reads
p(τliq) = p(τvap) =: p
sat, (2.18)
where τliq ∈ Aliq and τvap ∈ Avap and the condition for chemical equilibrium gives
0 = µ(τvap)− µ(τliq) = ψ(τvap)− ψ(τliq) + τvap p(τvap)− τliq p(τliq)
= −
τvap∫
τliq
p(τ) d τ + τvap p(τvap)− τliq p(τliq). (2.19)
Note that p in (2.14) is deﬁned for all τ > τminliq . Equation (2.19) states, that the signed
area (gray shaded in Figure 2.4) between the chord joining (τliq, p(τliq)) to (τvap, p(τvap))
and the graph of p|[τliq,τvap] is zero. The solution of (2.18) and (2.19) is given by the pair
of saturation states τ satliq (0), τ
sat
vap(0).
A modiﬁcation of p, where the pressure function between the saturation states is
replaced by the constant saturation pressure psat (dotted line in Figure 2.4) is called
Maxwell construction or equal area rule, cf. [38, 59]. The constant line portion of
the modiﬁed pressure then corresponds to coexisting liquid vapor phases or mixture
states. Such a modiﬁed equation of state is used in Chapter 4, however without the
intention to introduce mixture states.
If capillary forces are regarded, then the pair of saturation states is determined by
(2.10). Note that they depend on the surface tension term (2.17). Figure 2.5 shows
equations of state and saturation states for a spherical droplet, the planar case and a
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spherical bubble. Due to the deﬁnition of the mean curvature (2.1) the surface tension
term ζ = (d− 1) ζ∗ κ for droplets is negative. Apparently, the saturated speciﬁc volume
values τ satliq (ζ) and τ
sat
vap(ζ) are monotone increasing in terms of ζ and there are values of ζ
where no solution of (2.10) exists. Furthermore, equations of state are usually ﬁtted to
measurements made without surface tension. That means, in particular, that for decreasing
bubble or droplet radii the equation of state looses validity.
Remark 2.7 (Equations of state and surface tension).
Pairs of saturation states exist, provided that the absolute value of ζ is small enough. This
applies to all equations of state considered in this work and Deﬁnition 2.2 is therefore
restricted to a moderate amount of surface tension, i.e. ζ ∈ Z, in the sense that (2.10) has
a solution.
Generally, vapor ﬂuids attain pressure values below the saturation pressure and liquid
ﬂuids attain values above that pressure. But this is not always the case. Assume that a
pair of saturation states τ satliq , τ
sat
vap is given. A liquid, that is expanded below the saturation
pressure p(τ satliq ) without phase transition is called metastable or superheated liquid. The
same holds for the vapor: if it is compressed beyond the saturation pressure p(τ satvap) without
phase transition, it is called metastable or supercooled vapor. The labels superheated and
supercooled stem from the fact, that metastable states can be achieved also by heating up
or cooling down the ﬂuid.
A metastable liquid or vapor attains states in the metastable region (τ satliq , τ
max
liq ) ∪
(τminvap , τ
sat
vap). On the other hand, we call a state or region stable if it is not metastable. Note
that we do not consider states in the spinodal region. This is excluded by Deﬁnition 2.2.
The van der Waals pressure (2.14) is composed for a model ﬂuid consisting of particles
with a non-zero volume and pairwise attractive inter-particle forces. Although parameters
for (2.14) are available for many substances, they ﬁt very poorly with measured data, in
particular for T ≪ Tc. Nowadays accurate thermodynamic properties are obtained from
derivatives of a high order polynomial representation of the Helmholtz free energy. For
instance, see [72] for water or [50] for n-dodecane. Such accurate equations of state are
implemented in several tools.
For the numerical examples we will either use the van der Waals equation of state of
Example 2.4 or we will rely on the open source library CoolProp [6] to access real ﬂuid
properties.
2.4 Isothermal free boundary formulation
We derive partial diﬀerential equations and jump conditions from the balance laws of
mass (2.2) and total momentum (2.3). That merely requires the application of Reynolds
transport theorem and the divergence theorem (cf. [32, 43, 60]). For the sake of simplicity
we ﬁx the domain Ω in time and exclude ﬂow across its boundary. The resulting equations
in the bulk are known as the isothermal Euler equations. At the phase boundary, we ﬁnd
inhomogeneous Rankine-Hugoniot conditions.
Definition 2.8 (Isothermal model).
Let equations of state as in Definition 2.2 be given. The function
p˜ : A˜ → R+, p˜(̺) := p(1/̺)
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is the pressure function with respect to the fluid density ̺ = 1/τ and A˜ :=
A˜vap ∪ A˜liq, A˜liq/vap := { ̺ > 0 | 1/̺ ∈ Aliq/vap } are the corresponding admissible sets.
For any t ∈ [0, θ], θ > 0, assume that the fixed domain Ω ⊂ Rd, d ∈ { 1, 2, 3 } with
smooth boundary, is partitioned into the union of two open sets Ωvap(t), Ωliq(t), which
contain the two bulk phases, and the sharp interface Γ(t), that separates the two spatial
bulk sets.
In the spatial-temporal bulk set { (x, t) ∈ Rd × (0, θ) | x ∈ Ωvap(t) ∪ Ωliq(t) } the dynam-
ics of the fluid are governed by the system
̺t +div(̺v) = 0,
(̺v)t+div(̺v ⊗ v + p˜(̺) I) = 0.
(2.20)
The unknown density field is denoted by ̺ = ̺(x, t) > 0 and the unknown velocity field
by v = v(x, t) = (v1(x, t), · · · , vd(x, t))
⊺
∈ Rd. The d-dimensional unit matrix is denoted
with I ∈ Rd×d. For fixed initial position of the interface Γ(0) and given initial density
function ̺0 with ̺0|Ωliq/vap ∈ A˜liq/vap and given velocity field v0, assume that
̺(x, 0) = ̺0(x), v(x, 0) = v0(x) for x ∈ Ωvap(0) ∪ Ωliq(0), (2.21)
while at the boundary
v · ν = 0 on ∂Ω (2.22)
holds for the outer normal vector ν to ∂Ω.
For γ ∈ Γ(t) denote the speed of Γ(t) in the normal direction n = n(γ, t) ∈ Sd−1
by s = s(γ, t) ∈ R. The vector n points into Ωvap. Across the smooth interface the
following d+ 1 trace conditions which represent the conservation of mass and the balance
of momentum in presence of capillary surface forces are posed:
J̺ (v · n− s)K = 0, (2.23)J̺ (v · n− s)v · n+ p˜(̺)K = (d− 1) ζ∗ κ, (2.24)Jv · tlK = 0 (l = 1, . . . , d− 1). (2.25)
Here JaK := avap − aliq and avap/liq := limε→0,ε>0 a(γ ± εn) for some quantity a defined in
Ωvap(t) ∪ Ωliq(t). The mean curvature κ = κ(γ, t) ∈ R of Γ(t) in (2.24) is given by (2.1).
The constant surface tension coefficient is ζ∗ ≥ 0, and t1, . . . , td−1 ∈ S
d−1 are a complete
set of tangential vectors. The mass flux from the liquid phase to the vapor phase is given
by
j := ̺liq (vliq · n− s) = ̺vap (vvap · n− s) . (2.26)
Let us point out that for what follows a tilde on functions like p˜ or sets like A˜liq, A˜vap
indicates dependence on ̺ while the same symbol without tilde has to be understood to
depend on τ .
The system (2.20) can be written for U˜ = (̺, ̺ v1, . . . , ̺ vd)
⊺
in the conservation form
U˜t + f
1(U˜ )x1 + · · ·+ f
d(U˜ )xd = 0,
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with appropriately deﬁned ﬂuxes f 1, . . . ,f d. For U˜ ∈ A˜vap ∪ A˜liq × R
d and ω ∈ Sd−1 the
eigenvalues of the Jacobian of the ω-directional ﬂux ω1f
1(U˜) + . . .+ ωdf
d(U˜) are then
given by
λ˜1(U˜ ;ω) = v · ω −
√
p˜′(̺) = v · ω − τ c(τ),
λ˜2(U˜ ;ω) = · · · = λd(U˜ ;ω) = v · ω,
λ˜d+1(U˜ ;ω) = v · ω +
√
p˜′(̺) = v · ω + τ c(τ).
(2.27)
Example 2.9 (Isothermal model with van der Waals pressure).
The pressure function of Example 2.4 is composed of two deceasing parts and one increasing
part in between. The sound speed in the increasing part becomes imaginary. Thus, the
isothermal model of Deﬁnition 2.8, equipped with that equation of state, is not a hyperbolic
system of partial diﬀerential equations. It is said to be of mixed hyperbolic-elliptic
type, see [47].
Recall that τ c(τ) =
√
p˜′(̺) is the speed of sound with c in (2.13). As a consequence of
Deﬁnition 2.2, U˜ ∈ (A˜liq ∪ A˜vap)× R
d is a necessary (and in fact suﬃcient) criterion for
(2.20) to be hyperbolic. We search for functions U˜ = U˜ (x, t) which are weak solutions with
̺(x, t) ∈ A˜liq/vap for almost all (x, t) ∈ Ωliq/vap(t)× [0, θ] and satisfy an entropy condition.
The appropriate mathematical entropy condition is derived from the balance law for
energy (2.4) and entropy (2.5) using ϕT = q. The condition is a consequence of the
thermodynamic entropy principle (see [60, Section 1.3.2]) and is often tacitly adopted [23,
43, 70]. We multiply (2.5) with the constant temperature Tref and subtract the result from
(2.4). With the thermodynamic relation ψ = ε− T η we ﬁnd the balance law
d
d t
∫
Ωliq∪Ωvap
̺
(
ψ +
1
2
|v|2
)
d v =
∫
∂Ωliq∪∂Ωvap\Γ
−pv · ν d a
+
∫
Γ
(d− 1) ζ∗ κ s d a−
∫
Ωliq∪Ωvap
Tref ηΩ d v −
∫
Γ
Tref ηΓ d a (2.28)
for any domain Ω. Let us introduce
E(̺,m) := ̺ψ(̺−1) +
|m|2
2 ̺
, with m = ̺v
and recall that ηΩ and ηΓ are in general unknown, but not negative. Applying Reynolds
transport theorem and the divergence theorem lead to
(E(̺,m))t + div ((E(̺,m) + p˜(̺)) v) ≤ 0 (2.29)
in the bulk phases and
−s JE(̺,m)− (d− 1)ζ∗ κK + J(E(̺,m) + p˜(̺)) v · nK ≤ 0 (2.30)
at the interface. It is straightforward to check that E is convex for (̺,m) ∈ (A˜liq∪A˜vap)×R
d
and thus it is a mathematical entropy for (2.20), cf. [20]. We search for weak solutions,
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that satisfy (2.29) in the distributional sense in the single bulk regions and (2.30) at the
interface. We call weak solutions of that type entropy solutions.
Entropy inequality (2.30) takes the surface tension into account. Capillary forces are
neglected in the bulk phases and (entropy admissible) shock waves in the bulk satisfy
(2.30) with ζ∗ = 0.
Remark 2.10 (Lack of well-posedness of mixed hyperbolic-elliptic problems).
The free boundary value problem is non-standard due to the non-homogeneous Rankine-
Hugoniot condition. Moreover and more fundamentally, a well-posed solution can only be
expected if a stronger entropy condition is enforced. Inequalities (2.29) and (2.30) are not
suﬃcient in order to single out a unique entropy solution. As in mixed hyperbolic-elliptic
problems, the reason is the non-convexity (globally) of the pressure function, see [1, 47,
70].
Although formally the elliptic region is removed from (2.20) by the speciﬁcation of the
equations of state (see Deﬁnition 2.2), we say that the model is of mixed hyperbolic-elliptic
type, since the same diﬃculties arise. In Chapter 4, we overcome the lack of well-posedness
with an extended Lax shock criterion. Chapter 5 states an algebraic condition that also
leads to unique entropy solutions. This algebraic condition is related to a constitutive
condition for ηΓ. In Chapter 6, we discuss such constitutive conditions.
Chapter 3
Front tracking with micro-scale
models
The isothermal model of Deﬁnition 2.8 has the form of a free boundary problem. Free
boundary problems are particularly challenging for the numerical discretization. We
present here a novel approach for its eﬃcient multidimensional numerical simulation. The
ﬁrst section introduces a front tracking method in order to guarantee, that the phase
boundary remains sharp. The main topic of this section is the coupling of the equations
in the bulk phases with Riemann problems at the interface.
The Riemann problems have initial states in diﬀerent phases and are speciﬁed in
Section 3.2. Furthermore, mappings are introduced, that serve as interfaces for solvers
to Riemann problems. We will, in particular, refer to such mappings as microsolvers.
Self-similar solutions of the two-phase Riemann problems are composed of shock and
rarefaction waves. These waves are introduced in Section 3.3.
3.1 The front tracking approach
The Euler equations in the bulk phases are considered as the macro-scale model. To
solve the macro-scale model we propose to use common CFD1 solvers like ﬁnite volume
or discontinuous Galerkin schemes. In the following we call numerical schemes for the
macro-scale model bulk solvers. The eﬀect of the trace conditions (2.23) and in particular
the Young-Laplace equation (2.24) enters via a kind of micro-scale model which will
be a generalized Riemann problem with non-homogeneous jump conditions.
For the curvature-free case and using a completely diﬀerent mass transfer via the
interface this approach has been introduced in [24, 28, 58]. It relies on ghost ﬂuid ideas
tracking back to [31].
Including surface energy necessitates two features to be incorporated in the numerical
scheme: the ﬁrst is the evaluation of the local curvature of the interface, the second is
the application of the surface force on the ﬂow. In the literature, a common way to do
the latter is to replace the surface force by a distribution of a volume source term, e.g.
the continuum surface force method of Brackbill and Kothe [9]. In the present study, the
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Figure 3.1: Mesh configuration and discrete solution associated with face S ∈ Γnh.
eﬀect of surface tension is entirely handled on the micro-scale (see Section 3.2). This way,
the surface tension force is exerted on the macro-scale through the ﬂuxes at the phase
boundary. Inversely, it is necessary to provide the micro-scale with information on the
mean curvature.
We describe the basic elements of the front tracking scheme, based on a ﬁnite volume
method for convenience. Assume that a triangulation for Ω with mesh size parameter
h > 0 is given. For the n-th discrete time step t = tn ∈ (0, T ) let us denote by Γnh an
approximation of Γ(tn) that will be referred to as the computational interface. In
the sample case it is supposed to consist of a family of mesh faces such that it separates
uniquely two sets of elements Ωnh,vap,Ω
n
h,liq ⊂ Ω. As in the continuous setting these sets are
disjoint, associated with the discrete bulk phases, and supposed to satisfy Ω¯ = Ω¯nh,vap∪Ω¯
n
h,liq,
see Figure 3.1 for illustration. For each element in Ωnh,vap (Ω
n
h,liq) the discrete solution U˜
n
Vap
(U˜nLiq) is given by a constant state vector such that the density component is in the vapor
phase (liquid phase). We summarize our algorithm to advance to the next time level as
follows.
Algorithm 3.1 (Concept of the front tracking scheme).
Step 1: curvature reconstruction. For each face S ∈ Γnh an approximate local mean
curvature value κh(S) is computed.
Step 2: micro-scale solution. For the numerical flux computation associated with some
face S ∈ Γnh (see Step 3 below) a Riemann problem is solved. The initial states of
the Riemann problem are provided by values of the approximate solution U˜nLiq(S) in
the associated element in Ωnh,liq and U˜
n
Vap(S) in the associated element in Ω
n
h,vap, cf.
Figure 3.1. The Riemann solver takes into account the local curvature κh(S) from
Step 1. The Riemann solution contains a phase boundary connecting two states
U˜liq(S) ∈ A˜liq × R
d, U˜vap(S) ∈ A˜vap × R
d and is moving with local speed s(S).
Step 3: macro-scale solution. An explicit (finite volume) scheme is used to advance
the density and velocity field in Ωnh,vap and Ω
n
h,liq to the next time level t
n+1. For the
numerical flux evaluation at the intersection of Ωnh,vap (Ω
n
h,liq) and Γ
n
h the state U˜vap(S)
(U˜liq(S)) from Step 2 is used. The time step is controlled by a CFL-like condition.
Step 4: interface tracking. The local normal front speeds s(S) calculated in Step 2
for any face S ∈ Γnh is used to advance Γ
n
h to Γ
n+1
h . The new position of the
computational interface Γn+1h determines new sets Ω
n+1
h,vap and Ω
n+1
h,liq and the bulk flow
field is extrapolated to the new geometry.
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The key ingredient of the approach are Riemann solvers for initial states in diﬀerent
phases (Step 2). Solvers of that type – microsolvers – and the corresponding micro
solutions will be introduced in Chapter 4, Chapter 5 and Chapter 7. The underlying
micro-scale models are derived in the next subsection.
Step 1 and Step 4 are related to the transport of the interface and the transfer of
information between scales. These tasks are challenging, especially for the case of two or
three-dimensional ﬂows. For instance an additional level set equations has to be solved to
track the interface in Step 4, cf. [64]. The discrete curvature κh in Step 1 is then obtained
from level-set function via (2.1).
Remark 3.2 (Classiﬁcation of the front tracking scheme).
Let us mention that the front tracking concept provides a versatile approach, since any
kind of microsolver can be applied in Step 2. Also, phase ﬁeld models or even molecular
dynamic models can be used to compute the dynamics of the phase boundary in Step 2.
In this context, Algorithm 3.1 can be naturally interpreted as a heterogeneous multiscale
method in the spirit of e.g. [74]. The labels micro-scale and macro-scale stem from this
point of view. On the other hand, using Riemann problems in Step 2 to determine the
numerical ﬂuxes between the grid cells, Algorithm 3.1 belongs to the class of Godunov-type
schemes (on moving meshes).
We introduce in Chapter 8 a moving mesh ﬁnite volume method for radially symmetric
solutions in order to study the approach. In this way it is possible to take into account
capillarity eﬀects without requiring a complex computation of the curvature. A successful
multidimensional application is shown in Section 10.5.
Note that Algorithm 3.1 is not limited to isothermal ﬂows, Chapter 10 introduces
microsolvers for the full Euler system. Furthermore, the front tracking concept is expand-
able to higher order schemes. Then, the Riemann solver must be activated for several
integration points on the faces and for several Runge-Kutta steps used to achieve the same
order in time. For discontinuous Galerkin variants of our approach we refer to [27, 29, 30,
40].
3.2 Micro-scale models and microsolver interfaces
The section is organized as follows. In Subsection 3.2.1, we will transfer the discrete macro-
scale data of the front tracking scheme to initial data of a planar two-phase Riemann
problem. Then, a one-dimensional version of the Riemann problem speciﬁes the micro-scale
model in Subsection 3.2.2. In order to determine self-similar solutions of the micro-scale
model it will be convenient to use Lagrangian coordinates. Subsection 3.2.3 introduces
the corresponding micro-scale model.
3.2.1 Planar two-phase Riemann problems
Algorithm 3.1 provides for any time step tn and any face S of the computational interface
states as input data for a (formally) planar Riemann problem. In Step 2 these states are
U˜nLiq(S) ∈ A˜liq × R
d, U˜nVap(S) ∈ A˜vap × R
d and an associated (constant) curvature value
κh(S) ∈ R from Step 1. Let furthermore the normal n ∈ S
d−1, a full set of tangential
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vectors t1, . . . , td−1 ∈ S
d−1 and the center (or a quadrature point) γ of the face S be given.
The normal direction is such that the liquid is always on the left hand side and the vapor
on the right hand side.
Aforementioned numbers are the input arguments for the microsolver. In particular, the
constant states (̺L,vL)
⊺
:= U˜nLiq(S) and (̺R,vR)
⊺
:= U˜nVap(S) are employed for the initial
datum. The microsolver gives back a phase boundary wave (i.e., states U˜liq ∈ Aliq × R
d,
U˜vap ∈ Avap × R
d and speed s ∈ R) that appears uniquely in the solution of the Riemann
problem.
The Riemann problem under consideration is then

 ̺̺ v
̺u


t
+

 ̺ v̺ v2 + p˜(̺)
̺ vu


x
=

00
0

 ,
for x := (x− γ) ·n, v := v ·n and u := (v · t1, . . . ,v · td−1)
⊺
combined with the interface
conditions (2.23), (2.24) and (2.25). It is subject to the initial condition

̺v
u

 (x, 0) =


(
̺L, vL · n, vL · t1, . . . , vL · td−1
)⊺
for x ≤ 0,(
̺R, vR · n, vR · t1, . . . , vR · td−1
)⊺
for x > 0.
(3.1)
The corresponding solution for a single phase Riemann problem consists of at most
d+1 waves: a rarefaction or shock wave followed by a contact discontinuity of multiplicity
d− 1 and again a rarefaction or shock wave. The waves are separated by constant states.
Exact Riemann solvers of this type can be found in, for instance, [32].
With initial states in diﬀerent phases, we expect in addition a phase boundary. So we
seek for self-similar functions that match the following structure: one standard elementary
wave (admissible shock wave, rarefaction wave or attached rarefaction-shock wave) in the
liquid phase starting from the left state in (3.1), an intermediate phase boundary and
intermediate contact discontinuities, and one standard elementary wave in the vapor phase
connecting to the right state. Due to the non-convex shape of the pressure function the
phase boundary appears naturally as an additional discontinuous wave in the solution of
the Riemann problem, see [57].
There are three intermediate states, either connected by the phase boundary or a
contact wave. Due to the linear degenerate ﬁeld λ2 = . . . = λd = v in (2.27) only tangential
velocities are discontinuous across the multiple contact wave. Figure 3.2 illustrates that
fact for one possible conﬁguration of bulk waves. The phase boundary connects adjacent
states (̺liq, vliq,uR) and (̺vap, vvap,uR). The order of the waves may change but it suﬃces
to consider a one-dimensional situation instead of the planar one, since values of the
tangential velocities are a priori known.
3.2.2 Micro-scale model in Eulerian coordinates
We have seen in the last subsection, that density and normal momentum are decoupled
and can be reduced to the one-dimensional problem. In the next chapters we will introduce
exact and approximate solutions for that reduced system. From the technical viewpoint
the upshot of these chapters will be mappings called microsolvers which map the initial
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
Figure 3.2: Typical wave structure for the two-phase Riemann solution.
conditions and a constant surface tension term ζ := (d− 1)ζ∗ κh ∈ Z to the states at the
phase boundary of the solution.
Definition 3.3 (Micro-scale model and microsolver in Eulerian coordinates).
Let γ = γ(t) ∈ R be the position of the phase boundary at time t ∈ [0, θ] and s(t) = γt(t) ∈ R
be the speed of γ. The bulk set is given by { (x, t) ∈ R× (0, θ) | x 6= γ(t) }. The density
and velocity fields ̺ = ̺(x, t) > 0 and v = v(x, t) ∈ R satisfy
(
̺
̺ v
)
t
+
(
̺ v
̺ v2 + p˜(̺)
)
x
=
(
0
0
)
,
J̺(v − s)K = 0,J̺(v − s) v + p˜(̺)K = ζ (3.2)
in the bulk set and at the phase boundary, respectively, and for the constant surface tension
term ζ ∈ Z. System (3.2) is subject to the initial condition
(
̺
v
)
(x, 0) =


(
̺L, vL
)⊺
for x ≤ 0,(
̺R, vR
)⊺
for x > 0.
(3.3)
The microsolver is a mapping of type
M˜ :
{
A˜liq × R× A˜vap × R×Z → A˜liq × R× A˜vap × R× R
(̺L, vL, ̺R, vR, ζ) 7→ (̺liq, vliq, ̺vap, vvap, s),
(3.4)
which maps the initial conditions (3.3) and the surface tension term ζ to the trace values
(
̺liq
vliq
)
= lim
x/t→s
x/t<s
(
̺
v
)
(x/t, 1),
(
̺vap
vvap
)
= lim
x/t→s
x/t>s
(
̺
v
)
(x/t, 1)
of a self-similar solution to (3.2) with exactly one phase boundary and its speed.
Note that the linear degenerate ﬁeld dropped out (cf. Figure 3.3 and Figure 3.2), since
the eigenvalues of the Jacobian of the ﬂux (̺ v, ̺ v2 + p˜(̺))
⊺
are v ∓
√
p˜′(̺).
Definition 3.4 (Entropy solution of the micro-scale model in Eulerian coordinates).
Let ̺ = ̺(x, t) > 0, v = v(x, t) ∈ R be a weak solution of the micro-scale model in
Definition 3.3 for some given surface tension term ζ ∈ Z.
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Figure 3.3: Typical wave structure for the two-phase Riemann solution for d = 1 with three
waves. It consists of a rarefaction wave followed by the phase boundary, and a shock wave.
The solution is called entropy solution if it satisfies (2.29) for d = 1 in the distribu-
tional sense in the bulk set and
−s JE(̺,m)− ζK + J(E(̺,m) + p˜(̺)) vK ≤ 0 (3.5)
at the interface, with E(̺,m) = ̺ψ(̺−1) + m
2
2 ̺
and m = ̺ v.
The trace states U˜nliq, U˜
n
vap for Step 3 in Algorithm 3.1 are given via the initial
conditions (3.1) and the solution of the microsolver M˜(̺nL,v
n
L ·n, ̺
n
R,v
n
R ·n, (d−1)ζ
∗ κh) =
(̺liq, vliq, ̺vap, vvap, s) as
U˜nliq =


̺liq
(
1, vliq, v
n
L · t1, . . . , v
n
L · td−1
)⊺
for j ≤ 0,
̺liq
(
1, vliq, v
n
R · t1, . . . , v
n
R · td−1
)⊺
for j > 0,
U˜nvap =


̺vap
(
1, vvap, v
n
L · t1, . . . , v
n
L · td−1
)⊺
for j ≤ 0,
̺vap
(
1, vvap, v
n
R · t1, . . . , v
n
R · td−1
)⊺
for j > 0,
where j is the mass ﬂux (2.26). Note that j > 0 refers to the wave order depicted in
Figure 3.2, while j ≤ 0 refers to the situation, where the phase boundary propagates
slower than the contact wave.
3.2.3 Micro-scale model in Lagrangian coordinates
It will be convenient to compute the solution of the micro-scale model using Lagrangian
coordinates, naming Lagrangian coordinates by (ξ, t).
Definition 3.5 (Micro-scale model and microsolver in Lagrangian coordinates).
The specific volume and velocity fields τ = τ(ξ, t) > 0 and v = v(ξ, t) ∈ R satisfy(
τ
v
)
t
+
(
−v
p(τ)
)
ξ
=
(
0
0
)
(3.6)
in the bulk set. Here p = p(τ) is the pressure of Definition 2.2. Let s(t) be the speed of the
phase boundary in Lagrangian coordinates and ζ ∈ Z the constant surface tension term.
Across the interface following trace conditions are
s JτK + JvK = 0, −s JvK + Jp(τ)K = ζ. (3.7)
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System (3.6) is subject to the initial condition(
τ
v
)
(ξ, 0) =

(τL, vL)
⊺
for ξ ≤ 0,
(τR, vR)
⊺
for ξ > 0.
(3.8)
The microsolver is a mapping of type
M :
{
Aliq × R×Avap × R×Z → Aliq × R×Avap × R× R
(τL, vL, τR, vR, ζ) 7→ (τliq, vliq, τvap, vvap, s)
(3.9)
which maps the initial conditions (3.8) and the surface tension term ζ to the interface
states of a self-similar solution of (3.6) with exactly one phase boundary satisfying (3.7)
and its speed.
A proof for the transformation from the isothermal Euler system to the p-system (3.6)
can be found in [32, Section 1. Deﬁnitions and examples]. Note that we call both (3.9)
and (3.4) microsolver. It will be clear from the context which one is meant. Furthermore,
we use diﬀerent symbols.
System (3.6) can be written for U = (τ, v)
⊺
in conservation form Ut + f(U )x = 0 with
f = (−v, p(τ))
⊺
. The eigenvalues of f are
λ1(τ) = −c(τ), λ2(τ) = c(τ). (3.10)
Using Lagrangian coordinates, we refer to c = c(τ) as the sound speed. The Eulerian
speed of the phase boundary transforms with
s = ̺liq(s− vliq) = ̺vap(s− vvap)
to the Lagrangian speed. That corresponds to the mass ﬂux (2.26) in Eulerian coordinates
since s = −j. For further use, we transform also entropy inequality (3.5) to Lagrangian
coordinates. We ﬁnd −s Jψ(τ) + v2/2K + Jp(τ) vK− s ζ ≤ 0 or with (3.7)
−s (Jψ(τ)K + JτK {p(τ)}+ ζ {τ}) ≤ 0, (3.11)
where {τ} := 1
2
(τvap + τliq).
Definition 3.6 (Entropy solution of the micro-scale model in Lagrangian coordinates).
Let τ = τ(ξ, t) > 0, v = v(ξ, t) ∈ R be a weak solution of the micro-scale model in
Definition 3.5 for some given surface tension term ζ ∈ Z.
The solution is called entropy solution if it satisfies (ψ(τ) + 1
2
v2)t + (p(τ) v)ξ ≤ 0 in
the distributional sense in the bulk set and (3.11) at the interface.
Note that we use one symbol ̺ for density in Lagrangian coordinates (ξ, t), and in
Eulerian coordinates (x, t), (x, t). The same holds for speciﬁc volume and ﬂuid velocity.
This misuse of notation will not lead to ambiguity, since the following chapter will either
refer to the micro-scale model in Eulerian coordinates or in Lagrangian coordinates.
Furthermore, the microsolver (3.4) resp. (3.9) maps only constant numbers, independent
of the underlying coordinate system. For state vectors we introduced both variants,
U˜ : (x, t) 7→ (̺,m)
⊺
for Eulerian coordinates in Rd and U : (ξ, t) 7→ (τ, v)
⊺
for Lagrangian
coordinates in one spatial dimension.
We close the subsection with a special solution of the micro-scale models: a traveling
wave solution without mass transfer between the phases (j = 0). The solution in Lagrangian
coordinates is static, since s = j = 0.
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Lemma 3.7 (Thermodynamic equilibrium solution).
Consider the pair of saturation states τ satliq , τ
sat
vap as in Definition 2.2 for a fixed ζ ∈ Z and
initial conditions τL = τ
sat
liq , τR = τ
sat
vap and vL = vR = vˆ for arbitrary vˆ ∈ R. Then
• M(τ satliq , vˆ, τ
sat
vap, vˆ, ζ) = (τ
sat
liq , vˆ, τ
sat
vap, vˆ, 0) holds and
(
τ
v
)
(ξ, t) =


(
τ satliq , vˆ
)⊺
for ξ ≤ 0,(
τ satvap, vˆ
)⊺
for ξ > 0
(3.12)
is an entropy solution as in Definition 3.6.
• M˜(̺satliq , vˆ, ̺
sat
vap, vˆ, ζ) = (̺
sat
liq , vˆ, ̺
sat
vap, vˆ, sˆ) holds with sˆ = vˆ, ̺
sat
liq = 1/τ
sat
liq , ̺
sat
vap = 1/τ
sat
vap
and
(
̺
̺ v
)
(x, t) =

̺
sat
liq (1, vˆ)
⊺
for x ≤ sˆ t,
̺satvap (1, vˆ)
⊺
for x > sˆ t
(3.13)
is an entropy solution as in Definition 3.4.
We call (3.12) and (3.13) thermodynamic equilibrium solution.
Proof. Obviously (3.12) satisﬁes (3.7) with s = 0 and (3.11) holds with an equal sign.
Function (3.13) is just the transformation to Eulerian coordinates.
3.3 Elementary waves and phase transitions
We look for self-similar solutions of the two-phase Riemann problems, that consist of
multiple waves separated by constant states. These waves are shock and rarefaction
waves in the bulk phases as well as shock waves connecting states in diﬀerent phases,
called phase transitions. We distinguish subsonic, sonic and supersonic phase transitions.
Our particular attention is focused on subsonic phase transitions. Here the entropy
inequalities (2.29) and (2.30) are not suﬃcient to single out a unique solution. Chapter 4
and Chapter 6 will provide additional conditions. But let us ﬁrst summarize all waves
the solution may consists of. All formula refer to the micro-scale model in Lagrangian
coordinates (Deﬁnition 3.5) and we refer to standard textbooks like [32, 51].
Rarefaction wave. A left state Ul = (τl, vl)
⊺
∈ A× R and a right state Ur = (τr, vr)
⊺
∈
A× R of the same phase can be connected by a i-rarefaction wave (i = 1, 2) if
U (ξ, t) =


Ul for ξ < λi(τl) t,
U¯ (ξ/t) for λi(τl) t < ξ < λi(τr) t,
Ur for ξ > λi(τr) t > 0
is a classical solution of system (3.6) for some function U¯ : R→ A× R (not further
needed) and λ1/2 in (3.10).
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For the velocity of a 1-rarefaction holds vr = vl + R(τl, τr) and for a 2-rarefaction
vr = vl −R(τl, τr) with
R(τl, τr) :=
τr∫
τl
√
−p′(τ) d τ.
Due to (2.9) the 1-rarefaction wave fulﬁlls τl < τr and the 2-rarefaction wave fulﬁlls
τl > τr.
Discontinuous wave. A left state Ul = (τl, vl)
⊺
∈ A×R and a right state Ur = (τr, vr)
⊺
∈
A× R can be connected by a discontinuous wave of speed s ∈ R if
U (ξ, t) =

Ul for ξ − s t ≤ 0,Ur for ξ − s, t > 0 (3.14)
is a weak solution of the micro-scale model in Deﬁnition 3.5.
Lax shock wave. A discontinuous wave of speed s ∈ R is called i-Lax shock if the Lax
entropy criterion
λi(τl) > s > λi(τr) (3.15)
holds.
We will use the term shock wave only for waves in the bulk, that means for τl and τr
in the same phase, and we consider only Lax shock waves. For bulk shock waves
in the p-system (3.6) it is known that the Lax entropy criterion is equivalent to
the entropy condition (3.11) with ζ ≡ 0, since here the pressure is convex, see [32,
Section I.7].
Due to the Rankine-Hugoniot conditions the propagation speeds for a i-Lax shock
satisfy
s1(τl, τr) = −
√
−
p(τr)− p(τl)
τr − τl
, s2(τl, τr) =
√
−
p(τr)− p(τl)
τr − τl
.
The pressure function of Deﬁnition 2.2 is such that the Lax entropy criterion is
satisﬁed for 1-shock waves if τl > τr and for 2-shock wave if τl < τr. A 1-Lax shock is
illustrated in Figure 3.4 (left).
In case of a 1-shock wave there holds vr = vl + S(τl, τr) and in case of a 2-shock wave
vr = vl − S(τl, τr), respectively with
S(τl, τr) = sign(τr − τl)
√
−(τr − τl) (p(τr)− p(τl)).
Elementary wave. For abbreviation let us introduce elementary waves. We combine a
i-Lax shock with a i-rarefaction wave to a i-elementary wave. For its velocity
holds
vr =

vl +G(τl, τr) if i = 1,vl −G(τl, τr) if i = 2 for G(τl, τr) =


R(τl, τr) if i = 1 and τl < τr,
S(τl, τr) if i = 1 and τl > τr,
R(τl, τr) if i = 2 and τl > τr,
S(τl, τr) if i = 2 and τl < τr.
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Figure 3.4: 1-Lax shock or supersonic evaporation wave (left) and subsonic evaporation wave
(right). The dashed lines refer to characteristic curves ξ = λi(τ) t, i = 1, 2.
As E already stands for the mathematical entropy, we use the letter G, thinking of
a generalized wave.
Phase transition. A discontinuous wave (3.14), that connects a left state Ul and a right
state Ur in diﬀerent phases, and that satisﬁes the entropy condition (3.11) is called
phase transition.
It follows from (3.7) that phase transitions propagate with speed
se(τl, τr) = −
√
ζ − p(τr) + p(τl)
τr − τl
or sc(τl, τr) = +
√
ζ − p(τr) + p(τl)
τr − τl
. (3.16)
The subscripts e stands for evaporation and c for condensation. Indeed, for Ul =
(τl, vl)
⊺
∈ Aliq × R and Ur = (τr, vr)
⊺
∈ Avap × R, a phase transition with negative
speed is always an evaporation wave and a phase transition with positive speed
is always a condensation wave. Note that the static thermodynamic equilibrium
solution (3.12) is also called transition wave, although s = j = 0.
Furthermore, there holds for evaporation waves vr = vl+P (τl, τr) and for condensation
waves vr = vl − P (τl, τr) with
P (τl, τr) = sign(τr − τl)
√
(τr − τl) (ζ − p(τr) + p(τl)).
Moreover, we distinguish between phase transition and phase boundary. The ﬁrst
one refers to the here described wave, while the latter one refers to the set Γ.
Subsonic transition. An evaporation wave (condensation wave) is called subsonic if
there holds
|se(τl, τr)| < c(τl), c(τr) (|sc(τl, τr)| < c(τl), c(τr)). (3.17)
Due to τl ∈ Aliq and Lemma 2.3 |se(τl, τr)| < c(τl) and |sc(τl, τr)| < c(τl) are always
satisﬁed. A subsonic evaporation wave is illustrated in Figure 3.4 (right).
Discontinuous waves, that satisfy (3.17), are also known as undercompressive shock
waves, cf. [47]. Note that these waves violate the Lax entropy condition. An example
of such a wave is the thermodynamic equilibrium solution of Lemma 3.7.
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Sonic and supersonic transition. An evaporation wave (condensation wave) is called
supersonic if
|se(τl, τr)| > c(τr) (|sc(τl, τr)| > c(τr)) (3.18)
holds. Transition waves are called sonic or characteristic if (3.18) holds with an
equal sign. A supersonic evaporation wave is illustrated in Figure 3.4 (left).
Note that these waves fulﬁll the Lax condition (3.15) due to (3.10).
Stable and metastable transition. We call a transition wave metastable if at least
one of the trace states lies in the metastable region (τ satliq , τ
sat
vap) ∩ A. Otherwise, the
phase transition is called stable.
Note that the functions R, S, G and P are monotone decreasing with respect to the
ﬁrst argument and monotone increasing with respect to the second argument. This will
become necessary in order to determine unique micro solutions in Chapter 4 and Chapter 5.
Furthermore, we use the notation that the ﬁrst argument refers to the left state and the
second argument refers to the right state.
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Chapter 4
Microsolver for Liu’s entropy
criterion
Two-phase Riemann problems involve multiple solutions due to the non-convex shape
of the pressure functions for real ﬂuids, cf. Remark 2.10. Thus, an additional selection
criterion is required. We consider in this chapter the entropy condition of Liu [55], that is
suﬃcient to solve the micro-scale model of Deﬁnition 3.5 uniquely for monotone pressure
laws. However, the pressure function of Deﬁnition 2.2 is not monotone.
Godlewski and Seguin consider in [33] the micro-scale model of Deﬁnition 3.5 without
capillary forces. They substitute the non-monotone pressure function by a non-increasing
pressure isotherm using the Maxwell construction, cf. Example 2.6. Müller and Voß follow
in [62] a similar concept for the full Euler system. In both cases the Liu criterion provides
an appropriate selection criterion to enforce the unique solvability.
We will generalize this concept towards the surface tension dependent situation and
thereby restate condition (3.7) into a classical homogeneous Rankine-Hugoniot condition
with a new (non-increasing) and globally deﬁned pressure function. We apply therefore in
Section 4.1 a modiﬁcation similar to the Maxwell construction. The entropy criterion and
the solution of the problem are presented in Section 4.2.
Due to the pressure modiﬁcation, there are initial states such that the Liu solution is
not a weak solution of the original micro-scale model of Deﬁnition 3.5. Hence, we consider
the corresponding microsolver in Section 4.3 as an approximate solver. This shortcoming
is discussed in the ﬁnal section.
The approach has been published in [40]. An application of this microsolver in a two-
dimensional bulk solver can be found in the PhD thesis of Patrick Engel [26, Chapter 7].
4.1 Mixture equations of state including surface
tension
The Maxwell construction replaces metastable and spinodal regions of a pressure function
below the critical temperature by a constant line, see Example 2.6. This concept is
generalized for the pair of saturation states τ satliq and τ
sat
vap of Deﬁnition 2.2. Remember
that τ satliq and τ
sat
vap depend on the surface tension term ζ, where ζ is a ﬁxed constant in the
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Figure 4.1: Surface tension dependent mixture pressure (left) and Gibbs free energy (right).
micro-scale models.
Definition 4.1 (Mixture equations of state).
Let the functions p, µ : Aliq ∪ Avap → R for pressure and specific Gibbs free energy and the
pair of saturation states τ satliq ∈ Aliq, τ
sat
vap ∈ Avap for a constant surface tension term ζ ∈ Z
as in Definition 2.2 be given.
The mixture pressure function is given by
pζ(τ) :=


p(τ) + ζ for τ ∈ (τminliq , τ
sat
liq ],
p(τ satvap) for τ ∈ (τ
sat
liq , τ
sat
vap],
p(τ) for τ ∈ (τ satvap,∞),
(4.1)
and the associated specific mixture Gibbs free energy function is
µζ(τ) :=


µ(τ) for τ ∈ (τminliq , τ
sat
liq ],
µ(τ satvap) for τ ∈ (τ
sat
liq , τ
sat
vap],
µ(τ) for τ ∈ (τ satvap,∞).
Both pζ and µζ depend on the constant surface tension, that is emphasized by the
superscript ζ . The new pressure function is monotone and globally deﬁned, see Figure 4.1
for illustration. The original equation of state is shown in Figure 2.5.
The associated specific mixture Helmholtz free energy ψζ := µζ − pζ τ using
(2.7) is the convex envelope of the function
τ 7→

ψ(τ)− ζ τ for τ ∈ Aliq,ψ(τ) for τ ∈ Avap.
Remark 4.2 (Modifying the vapor branch).
With our construction procedure, one obtains a surface tension dependent pressure function
(4.1) with the constant curvature term in the liquid branch. Since the solution of the
micro-scale models will depend only on derivatives of pζ , one can alternatively modify the
vapor branch without altering the ﬁnal solution.
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Remark 4.3 (Mixture states and phases).
The label mixture stems from the fact that the strait line portion from τ satliq to τ
sat
vap
usually refers to mixture states. We however see the mixture equations as approximate
equations of state. Furthermore, we keep the sets Aliq = (τ
min
liq , τ
max
liq ), Avap = (τ
min
vap ,∞) and
A = Aliq ∪ Avap of Deﬁnition 2.2 to distinguish phases.
4.2 Solving the generalized Riemann problem
exactly
The pressure function of Deﬁnition 4.1 satisﬁes the hypotheses in [33], due to Lemma 2.3,
such that all statements apply here. We therefore skip the proofs in this section and
refer to the original paper. Nevertheless, construction details are given here since they
are necessary to state the algorithm of the corresponding microsolver and to compare
the solution with the approach in Chapter 5. First, we restate the generalized Riemann
problem of Deﬁnition 3.5.
Definition 4.4 (Liu micro solution for mixture pressure laws).
A self-similar weak solution U (ξ, t) = (τ, v)
⊺
∈ A× R of
(
τ
v
)
t
+
(
−v
pζ(τ)
)
ξ
=
(
0
0
)
with U (ξ, 0) =

UL = (τL, vL)
⊺
: ξ ≤ 0,
UR = (τR, vR)
⊺
: ξ > 0
(4.2)
and τL ∈ Aliq, τR ∈ Avap, vL, vR ∈ R is a Liu micro solution if and only if all discon-
tinuous waves satisfy the entropy condition of Liu in Definition 4.6 below. Here pζ is the
mixture pressure function of Definition 4.1.
Note that (4.2) is now a weakly hyperbolic system. Indeed, the two eigenvalues of the
Jacobian matrix of the ﬂux (−v, pζ(τ))
⊺
are
λζ1/2(τ) = ∓c
ζ(τ) with cζ = cζ(τ) =


√
−p′(τ) : τ ∈ (τminliq , τ
sat
liq ] ∪ [τ
sat
vap,∞),
0 : τ ∈ (τ satliq , τ
min
vap )
and the eigenvectors are rζ1/2(τ) = (1,∓c
ζ(τ))
⊺
. Thus, (4.2) is strictly hyperbolic for
τ /∈ (τ satliq , τ
sat
vap). In case of τ ∈ (τ
sat
liq , τ
sat
vap) the sound speed c
ζ(τ) becomes zero and the
eigenvectors do not form a basis of R2 anymore. This loss of hyperbolicity was already
pointed out in [11, 33] and the references therein.
Nevertheless, the Rankine-Hugoniot conditions for equation (4.2) coincide with the
jump conditions (3.7) in case of stable phase transitions. For planar phase boundaries
(ζ ≡ 0), Godlewski and Seguin applied in [33] the entropy criterion of Liu (Deﬁnition 4.6
below) in order to ﬁnd a unique entropy solution of the weakly hyperbolic Riemann
problem (4.2). Following exactly this approach, we can select a unique solution for curved
phase boundaries, i.e. the Liu micro solution of Deﬁnition 4.4.
The solution consists of rarefaction waves, discontinuous shock waves, attached waves
and phase transitions. These waves are connected via intermediate states such that Liu’s
criterion is satisﬁed. In the following, we have a closer look at the solution and the entropy
criterion.
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The transition from p to pζ changes propagation speed and velocity of the waves
introduced in Section 3.3. We use the superscript ζ to indicate that the functions depend
on the mixture pressure function. Both, shock and phase transition waves propagate now
with speed
s
ζ
1(τl, τr) = −
√
−
pζ(τr)− pζ(τl)
τr − τl
, sζ2(τl, τr) =
√
−
pζ(τr)− pζ(τl)
τr − τl
. (4.3)
The velocity of a discontinuous i-wave (i-phase transition or i-shock wave) is vr = vl +
P ζ(τl, τr) for i = 1 and vr = vl − P
ζ(τl, τr) for i = 2, where
P ζ(τl, τr) = sign(τr − τl)
√
−(τr − τl) (pζ(τr)− pζ(τl)).
The velocity of an i-elementary wave changes to vr = vl + G
ζ(τl, τr) for i = 1 and
vr = vl −G
ζ(τl, τr) for i = 2 with
Gζ(τl, τr) =


τr∫
τl
√
−pζ′(τ) d τ if
i = 1 and τl < τr or
i = 2 and τl > τr,
P ζ(τl, τr) else.
Note that the deﬁnitions of Section 3.3 have changed only for metastable waves, as the
following lemma shows.
Lemma 4.5 (Propagation speeds and velocities).
For τl, τr ∈ A \ (τ
sat
liq , τ
sat
vap) in the same phase and i = 1, 2 there holds
s
ζ
i (τl, τr) = si(τl, τr), G
ζ(τl, τr) = G(τl, τr), λ
ζ
i (τl) = λi(τl).
For τl ∈ (τ
min
liq , τ
sat
liq ), τr ∈ (τ
sat
vap,∞) there holds
s
ζ
1(τl, τr) = se(τl, τr), s
ζ
2(τl, τr) = sc(τl, τr), P
ζ(τl, τr) = P (τl, τr).
Proof. The pressure functions p and pζ coincide in the interval A \ (τ satliq , τ
sat
vap), thus also
the derived functions.
We single out admissible discontinuous waves by applying Liu’s criterion [55]. The
criterion together with the Rankine-Hugoniot condition determines the solution of the
generalized Riemann problem.
Definition 4.6 (Liu’s entropy criterion).
Any discontinuous i-wave (i-phase transition or i-shock wave), with i = 1, 2, connecting
a left state (τl, vl)
⊺
∈ A × R and a right state (τr, vr)
⊺
∈ A × R is said to fulfill Liu’s
entropy criterion if and only if
s
ζ
i (τl, τr) ≤ s
ζ
i (τl, τ) for all τ ∈ [min { τl, τr } ,max { τl, τr }] (4.4)
and sζi in (4.3).
There is a simple geometrical representation of the entropy criterion. The lemma will
help later on to determine the solution of Deﬁnition 4.4.
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Lemma 4.7 (Geometrical representation of Liu’s entropy criterion).
Let a left state (τl, vl)
⊺
∈ A× R and a right state (τr, vr)
⊺
∈ A× R be given.
• A discontinuous 1-wave with τl ≥ τr or a discontinuous 2-wave with τl ≤ τr fulfills
Liu’s entropy criterion if and only if the graph of the pressure lies below the chord
from (τl, p
ζ(τl)) to (τr, p
ζ(τr)):
α pζ(τl) + (1− α) p
ζ(τr) ≥ p
ζ (α τl + (1− α) τr) for all α ∈ (0, 1).
• A discontinuous 1-wave with τl ≤ τr or a discontinuous 2-wave with τl ≥ τr fulfills
Liu’s entropy criterion if and only if the graph of the pressure lies above the chord
from (τl, p
ζ(τl)) to (τr, p
ζ(τr)):
α pζ(τl) + (1− α) p
ζ(τr) ≤ p
ζ (α τl + (1− α) τr) for all α ∈ (0, 1).
Proof. Plugging τ = α τl + (1− α) τr into (4.4) one obtains above inequalities.
An important consequence of Liu’s entropy criterion is that the entropy inequality
follows. For the temperature dependent case it has been proven in [56]. Here it is a direct
consequence of Lemma 4.7.
Corollary 4.8 (Entropy inequality).
Any discontinuous i-wave (i-phase transition or i-shock wave), with i = 1, 2, connecting a
left state (τl, vl)
⊺
∈ A× R and a right state (τr, vr)
⊺
∈ A× R that fulfills the Liu’s entropy
criterion, satisfies
−sζi (τl, τr)
(q
ψζ(τ)
y
+ JτK{pζ(τ)}) ≤ 0. (4.5)
Here the notation JτK = τr − τl and {τ} = 12(τl + τr) is used.
Note that the entropy inequality (4.5) is deﬁned using the mixture Helmholtz free
energy to account for surface tension, cf. (3.11).
Proof of Corollary 4.8. With the relation ψζ ′ = −p, inequality (4.5) is equivalent to
s
ζ
i (τl, τr)(JτK{pζ(τ)}− ∫ τvapτliq pζ(τ) d τ) ≥ 0. Due to Lemma 4.7, the bracket for i = 1 is not
positive. The same holds for s1 by deﬁnition (4.3). For i = 2 the same arguments apply:
bracket and s2 are both not negative.
We look for self-similar solutions composed of shock and rarefaction waves and exactly
one phase transition. The next two lemmas determine speciﬁc points in A, where the
solution changes its structure. They are a direct consequence of the pressure function
in Deﬁnition 2.2. A function gs is introduced such that the pressure function has the
same slope in gs(τ) as the chord from (τ, p
ζ(τ)) to (gs(τ), p
ζ(gs(τ))), see Figure 4.2 (left)
for illustration. The second lemma introduces a value τ¯ such that the points (τ¯ , pζ(τ¯)),
(τ satvap, p
ζ(τ satvap)), (τR, p
ζ(τR)) lie on one strait line, see Figure 4.3 (left).
Lemma 4.9 (The function gs).
There exists a monotone function gs : [τ
sat
liq , τ
max
liq )→ (τ
sat
vap,∞), τ 7→ gs(τ) such that
pζ ′(gs(τ)) =
pζ(gs(τ))− p
ζ(τ)
gs(τ)− τ
,
or equivalently λζ1(gs(τ)) = s
ζ
1(τ, gs(τ)) holds.
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Lemma 4.10 (The value τ¯).
For any τR ∈ (τ
sat
vap,∞), there exists τ¯ ∈ (τ
min
liq , τ
sat
liq ) such that
pζ(τR)− p
ζ(τ satvap)
τR − τ satvap
=
pζ(τR)− p
ζ(τ¯)
τR − τ¯
,
or equivalently sζ2(τ¯ , τ
sat
vap) = s
ζ
2(τ
sat
vap, τR) holds. In the limiting case τR = τ
sat
vap set τ¯ = τ
min
liq .
At the speciﬁc volume value determined by gs, the evaporation wave splits into two
waves: an evaporation wave and a 2-rarefaction wave, see composed waves of type 2ζL, 3
ζ
L
and 5ζL, 6
ζ
L in Table 4.1. The dependency of τ¯ on τR is skipped. At τ¯ , the condensation
wave of type 4ζR in Table 4.2 breaks into a condensation wave and a 2-shock wave (a
composed wave of type 5ζR).
It is now possible to deﬁne generalized Lax curves for (4.2) such that the corresponding
waves satisfy the entropy criterion of Deﬁnition 4.6. The Lax curve v∗ = vL +L
ζ
1(τL, τ
∗) of
the ﬁrst family is given by the Table 4.1. The corresponding multiple 1-wave alters its
structure depending on the arguments of Lζ1. We enumerate the diﬀerent wave compositions
with the symbols of the ﬁrst column in the table. The subscript L indicates that the
wave connects the left initial state (τL, vL)
⊺
to an intermediate state (τ ∗, v∗)
⊺
, while the
superscript ζ shall denote that the underlying pressure function is the mixture one of
Deﬁnition 4.1.
The geometric interpretation of Lemma 4.7 is helpful to determine the diﬀerent types
of wave pattern. The convex envelope for a wave of type 2ζL and a wave of type 3
ζ
L are
exemplary shown in Figure 4.2. On the left hand side one ﬁnds the pressure pζ and convex
hulls and on the right hand side the corresponding volume distribution. The pressure
function in Figure 4.2 and Figure 4.3 is
pζ(τ) =


2/τ + 1 : τ ∈ (0, 1/2],
5 : τ ∈ (1/2, 10/3],
20/τ − 1 : τ ∈ (10/3,∞).
The main properties are summarized to a proposition. The proof can be found in [33].
Proposition 4.11 (Properties of the generalized Lax curve Lζ1).
Let a left state (τL, vL)
⊺
∈ Aliq × R and the map L
ζ
1 : Aliq × (τ
min
liq , τ
sat
liq ] ∪ [τ
sat
vap,∞)→ R of
Table 4.1 be given. Then the following properties hold.
(i) The map Lζ1 is continuous.
(ii) The map
(τminliq , τ
sat
liq ] ∪ [τ
sat
vap,∞) 7→ R, τ
∗ → v∗ = vL + L
ζ
1(τL, τ
∗)
is differentiable and strictly monotone increasing in (τminliq , τ
sat
liq ] and in [τ
sat
vap,∞).
(iii) It holds that Lζ1(τL, τ
sat
liq ) = L
ζ
1(τL, τ
sat
vap).
(iv) All propagation speeds are negative. In the composed wave of type 2ζL and type 3
ζ
L,
the phase transition propagates faster than the elementary wave in the liquid phase.
In the wave of type 3ζL and type 6
ζ
L the phase transition propagates slower than the
elementary wave connecting to τ ∗.
4.2. SOLVING THE GENERALIZED RIEMANN PROBLEM EXACTLY 37
τ
pζ(τ)
0 2 4 6 8
0
2
4
6
8
•
τ satliq
•
τ satvap
•τL
•
gs(τ
sat
liq )
•τ ∗
•
τ ∗
ξ
τ
−4 −3 −2 −1 0
2
8
τL
τ satliq
τ ∗
gs(τ
sat
liq )
τ ∗
Figure 4.2: The figure on the left hand side shows the graph of the mixture pressure. The
τ -values, at which the Lax curve of the first family alters its wave structure, are pined to the
pressure graph. Moreover, the convex envelope corresponding to a wave of type 2ζL (red) and
a wave of type 3ζL (blue) are printed. The figure on the right hand side shows these waves at
time t = 1 in the (τ, ξ)-plane.
(v) The evaporation waves in the composed wave of type 2ζL and type 3
ζ
L are subsonic,
while for type 5ζL and type 6
ζ
L the transition wave is supersonic and sonic.
The Lax curve v∗ = vR + L
ζ
2(τ
∗, τR) of the second family is given by Table 4.2. The
corresponding 2-waves are enumerated with the superscript R to denote that they connect
the right initial state (τR, vR)
⊺
to an intermediate state (τ ∗, v∗)
⊺
. Concave hulls and
corresponding volume distribution for a wave of type 4ζR and type 5
ζ
R are exemplary plotted
in Figure 4.3. The main properties are summarized to the proposition below. The proof
can be found in [33].
Proposition 4.12 (Properties of the generalized Lax curve Lζ2).
Let a right state (τR, vR)
⊺
∈ Avap × R and the map L
ζ
2 : (τ
min
liq , τ
sat
liq ] ∪ [τ
sat
vap,∞)×Avap → R
of Table 4.2 be given. Then the following properties hold.
(i) The map Lζ2 is continuous.
(ii) The map
(τminliq , τ
sat
liq ] ∪ [τ
sat
vap,∞)→ R, τ
∗ 7→ v∗ = vR + L
ζ
2(τ
∗, τR)
is differentiable and strictly monotone decreasing in (τminliq , τ
sat
liq ] and in [τ
sat
vap,∞).
(iii) It holds that Lζ2(τ
sat
liq , τR) = L
ζ
2(τ
sat
vap, τR).
(iv) All propagation speeds are positive. For waves of type 5ζR, phase transitions propagate
slower than the elementary wave in the vapor phase.
(v) The condensation wave in the composed wave of type 5ζL is subsonic. All other
transition waves are supersonic.
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Figure 4.3: The figure on the left hand side shows the graph of of the mixture pressure. The
τ -values, at which the Lax curve of the second family alters its wave structure, are pined
to the pressure graph. Moreover, the concave envelope corresponding to a wave of type 4ζR
(red) and a wave of type 5ζR (blue) are printed. The figure on the right hand side shows these
waves at time t = 1 in the (τ, ξ)-plane.
The following theorem is of key importance for the construction of the microsolver. It
states that the Lax curves intersect each other and that there exists a unique Liu micro
solution.
Theorem 4.13 (Existence and uniqueness of Liu micro solutions).
For any pair of states (τL, vL)
⊺
∈ Aliq × R and (τR, vL)
⊺
∈ Avap × R the equation
vL + L
ζ
1(τL, τ
∗) = vR + L
ζ
2(τ
∗, τR), (4.6)
with Lζ1 and L
ζ
2 in Table 4.1 and Table 4.2, respectively, has a unique intersection point in
(τminliq , τ
sat
liq ] ∪ (τ
sat
vap,∞).
The model of Definition 4.4 has a unique self-similar Liu micro solution U = U (ξ, t) ∈
A× R, that is composed of a wave connecting the left initial state with (τ ∗, v∗) according
to Table 4.1 and a wave connecting (τ ∗, v∗) to the right initial state according to Table 4.2.
Here v∗ = vL + L
ζ
1(τL, τ
∗) = vR + L
ζ
2(τ
∗, τR).
Let U = U (ξ, t) and U¯ = U¯ (ξ, t) be two self-similar Liu micro solutions for the initial
states UL ∈ Aliq × R, UR ∈ Avap × R and U¯L ∈ Aliq × R, U¯R ∈ Avap × R, respectively.
Then, for any L > 0, there exists a constant C > 0 such that
L∫
−L
|U (ξ, 1)− U¯ (ξ, 1)| d ξ ≤ C (|UL − U¯L|+ |UR − U¯R|) (4.7)
holds.
Proof. The mixture pressure function has the same properties as the pressure of Deﬁni-
tion 2.2 for τ ∈ (τminliq , τ
sat
liq ] ∪ [τ
sat
vap,∞) and Lemma 4.5 holds. Due to (2.11) and (2.13), the
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Figure 4.4: Lax curves with non-unique intersection (left) and with unique intersection point
(right).
Lax curves satisfy
lim
τ→τmin
liq
Lζ1(τL, τ) = −∞, lim
τ→τmin
liq
Lζ2(τ, τR) = +∞,
lim
τ→∞
Lζ1(τL, τ) = +∞, limτ→∞L
ζ
2(τ, τR) = −∞.
Set ∆ = τ satvap − τ
sat
liq . Proposition 4.11 and Proposition 4.12 ensure, that the function
f(τ) =
{
vR − vL +L
ζ
2(τ, τR) −L
ζ
1(τL, τ) for τ ≤ τ
sat
liq ,
vR − vL +L
ζ
2(τ −∆, τR) −L
ζ
1(τL, τ −∆) for τ > τ
sat
vap
is continuous and strictly monotone decreasing form +∞ to −∞. Thus, τ ∗ ∈ (τminliq ,∞)
exists such that f(τ ∗) = 0 and τ ∗ resp. τ ∗ +∆ is the unique solution of (4.6). For the
proof of the second part we refer to [33].
Note that we search for intersection points in (τminliq , τ
sat
liq ] ∪ (τ
sat
vap,∞), while we admit
metastable initial states. This makes the intersection point unique but multiple static
solutions are still admitted.
Remark 4.14 (Non-uniqueness of static Liu micro solutions).
We remark that the micro-scale model for mixture pressure admits many static solutions.
Since the modiﬁed pressure (4.1) is constant between the saturation states τ satliq , τ
sat
vap, any
solutions with initial states τL ∈ [τ
sat
liq , τ
max
liq ), τR ∈ (τ
min
vap , τ
sat
vap] and vL = vR ∈ R are static,
cf. [33]. Figure 4.4 (left) illustrates the reason: Lax curves are constant between the
saturation states. The ﬁgure on the right hand side shows the case for vL < vR.
4.3 Algorithm and illustrating examples
We are now able to state the algorithm of the Liu microsolver , denoted by MζLiu resp.
M˜ζLiu. The subscript Liu refers to the entropy condition. The superscript
ζ indicates that this
is a microsolver for the Riemann problem with mixture pressure function (Deﬁnition 4.4)
and not of the original micro-scale model (Deﬁnition 3.5).
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Algorithm 4.15 (Liu microsolver MζLiu).
Let the arguments (τL, vL, τR, vR, ζ) ∈ Aliq×R×Avap×R×Z of the microsolver map (3.9)
be given.
Step 1. Determine the points in A where the solution alters its structure. That are τ sat
liq/vap
due to (2.10) and τ¯ due to Lemma 4.10.
Step 2. Find τ ∗ ∈ (τminliq , τ
sat
liq ] ∪ (τ
sat
vap,∞), that solves (4.6).
Step 3. Return (τliq, vliq, τvap, vvap, s):
• In case of τ ∗ ∈ (τminliq , τ
sat
liq ], the value τliq is the first argument of P
ζ in Table 4.1
(gray column) and τvap is the second argument. The velocities are vliq = vL +
Gζ(τL, τliq) and vvap = vliq + P
ζ(τliq, τvap) and the speed is s = s
ζ
1(τliq, τvap).
• In case of τ ∗ ∈ (τ satvap,∞), the value τliq is the first argument of P
ζ in Table 4.2
(gray column) and τvap is the second argument. The velocities are vvap =
vR −G
ζ(τvap, τR) and vliq = vvap − P
ζ(τliq, τvap) and the speed is s = s
ζ
2(τliq, τvap).
Recall that Figure 4.2 and Figure 4.3 illustrate typical shapes of the ﬁrst resp. second
family. The ﬁnal solution is a composition of both. We show further examples of Liu
micro solutions.
Example 4.16 (Liu micro solution and Lax curves).
The initial states for the ﬁrst example are UL = (0.5, 0)
⊺
and UR = (15, 2)
⊺
. The Liu
micro solution for ζ = 0 and the mixture van der Waals pressure of Example 2.4 is shown
in Figure 4.5. The micro solution is a composition of wave type 3ζL and wave type 3
ζ
R in
Table 4.1 and Table 4.2. The wave of type 3ζL consists of a rarefaction wave, followed by
an evaporation wave and an attached rarefaction wave. A wave of type 3ζR is solely a shock
wave.
The monotone increasing Lax curve of the ﬁrst family intersects with the monotone
decreasing Lax curve of the second family in the point (τ ∗, v∗) ≈ (12.65, 2.24). Note that
the Lax curves are constant in the metastable/mixture region.
Example 4.17 (Static Liu micro solution).
The second example intends to check the basic property, that thermodynamic equilibrium
solutions are preserved, cf. Lemma 3.7. The saturation states τ satliq ≈ 0.55336, τ
sat
vap ≈ 3.1276
for the mixture van der Waals pressure of Example 2.4 with ζ = 0 are used as initial states
U0(ξ) =

(τ
sat
liq , 0)
⊺
for ξ ≤ 0,
(τ satvap, 0)
⊺
for ξ > 0.
The red curves of Figure 4.6 show that the Liu micro solution coincides with the equilibrium
solution. As expected U (ξ, t) = U0(ξ) for t ≥ 0.
Example 4.18 (Inﬂuence of the surface tension term ζ).
This example uses the same initial condition as the previous one, but for the pressure pζ
with ζ 6= 0. The green curves in Figure 4.6 show that the Liu micro solution for ζ = −0.01
is a composition of an evaporating wave with speed s ≈ −0.0027 followed by a shock wave
or a composition of type 5ζL and type 3
ζ
R. The Liu micro solution for ζ = +0.01 (the blue
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Figure 4.5: Liu micro solution of Example 4.16. The figures show (a) the specific volume, (b) the
velocity and (c) the pressure over the Lagrangian space variable at time t = 1. The Lax
curves of the first (blue) and the second (red) family are drawn in figure (d). The initial
states are marked with a square.
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Figure 4.6: Liu micro solutions for different mixture pressure functions pζ due to different surface
tension terms ζ. The left figure shows the specific volume and the right one the velocity as
function of the Lagrangian space variable at time t = 1.
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curve) is a composition of a rarefaction wave followed by a condensation wave with speed
s ≈ 0.0014 or a composition of type 1ζL and type 2
ζ
R.
One can interpret this example as considering a spherical bubble or droplet of the same
radius (cf. Remark 2.1) with the same pressure and Gibbs free energy inside and outside.
In both cases, the radius decreases in order to compensate the pressure diﬀerence due to
the Young-Laplace law. Note that due to that law, the pressure inside a static bubble or
droplet has to be higher than outside.
4.4 Interim conclusion
We have seen, modifying the pressure (4.1) is an eﬀective way to handle surface tension
on the level of Riemann problems. In view of the application of the microsolvers for the
interfacial ﬂux computation (see Algorithm 3.1), it is reasonable to consider constant
surface tension values. Recall that the curvature term is updated on every application of
the microsolver.
The Liu microsolver preserves thermodynamic equilibrium solutions, cf. Example 4.17.
However, it admits several static solutions, see Remark 4.14. They appear if both initial
volumes are in the metastable/mixture region and if the initial velocities are equal. However,
this plays a minor role since a numerical scheme, that applies the microsolver, inserts
small errors to the initial velocity.
The constant line connecting the saturation points in (4.1) has a more severe eﬀect.
In the metastable region the pressure used for the Liu microsolver diﬀers from the bulk
pressure. That however means macro-scale and micro-scale model obey diﬀerent entropy
principles what may cause an artiﬁcial entropy increase. A concrete demonstration of such
a behavior will be shown later in Example 9.8, when a bulk solver is available.
To overcome this problem one may use the mixture pressure function also in the macro-
scale model. A global deﬁnition of pζ however requires globally constant surface tension
what is in general not possible. The next chapter introduces an alternative approach to
the Liu entropy which does not rely on monotone pressure functions. This will ﬁnally lead
to a microsolver for the sharp interface approach with global entropy decay.
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Chapter 5
Microsolver for monotone decreasing
kinetic functions
In the last chapter, the Liu’s criterion of Deﬁnition 4.6 was applied to single out discontin-
uous waves. The approach requires monotone pressure laws. However, modifying p like in
Deﬁnition 4.1 leads to entropy solutions with respect to the modiﬁed pressure as discussed
in Section 4.4. A diﬀerent choice to determine the solution of the two-phase Riemann
problem is yet another algebraic coupling condition.
Exact Riemann solvers for mixed hyperbolic-elliptic problems with kinetic functions
are available since the early nineties, see in particular [47]. However, they either rely on
simple kinetic functions [26, 48] or on very simple equations of state [35]. Merkle and
Rohde for instance introduced in [58] linear kinetic functions for the isothermal Euler
model (Deﬁnition 2.8) and van der Waals ﬂuids. This Chapter provides microsolvers which
are applicable for equations of state of real ﬂuids (under the conditions of Deﬁnition 2.2)
and any thermodynamically consistent monotone decreasing kinetic functions.
Colombo and Priuli introduced in [19] Riemann solutions for the two-phase p-system
(Deﬁnition 3.5) with homogeneous Rankine-Hugoniot conditions (ζ ≡ 0). The solutions
are subjected to monotone decreasing kinetic functions and initial states in stable phases.
In Section 5.1, we enhance their approach for the case with surface tension and for initial
data in the metastable region. Theorem 5.7 presents well-posedness results. Section 5.2
introduces the algorithm of the corresponding microsolver for a given kinetic function. Note
that our implementation allows equations of state, provided by external thermodynamic
libraries like [6].
In this chapter it is assumed, that kinetic functions are just given. Examples for such
functions and a detailed study on their properties follow in Chapter 6. Hence, also the
thermodynamic veriﬁcation and validation of the new microsolvers, as well as, the interim
conclusion are shifted to the end of the next chapter. In this chapter, we concentrate on
the deﬁnition and technical issues of the microsolvers.
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5.1 Solving the generalized Riemann problem
exactly
We consider the micro-scale model in Lagrangian coordinates (Deﬁnition 3.5) and all
equations of state refer to Deﬁnition 2.2. Let therefore initial states (τL, vL)
⊺
, (τR, vR)
⊺
and a constant surface tension term be given. The required additional condition to attain
unique solutions are kinetic functions. Later on subsonic phase transitions are constrained
to those which are related to a kinetic function.
Definition 5.1 (Pair of monotone decreasing kinetic functions).
Let the fixed surface tension term ζ ∈ Z, corresponding equations of state from Defini-
tion 2.2, numbers τ scliq ∈ (τ
min
liq , τ
sat
liq ), τ
se
vap ∈ (τ
min
vap ,∞) and two differentiable functions
kc : [τ
sc
liq, τ
sat
liq ]→ Avap and ke : [τ
sat
vap, τ
se
vap]→ Aliq
be given.
We call (kc, ke) a pair of monotone decreasing kinetic functions if k
′
c ≤ 0,
k′e ≤ 0 and the following conditions are satisfied
Jψ(τ)K + JτK {p(τ)}+ ζ {τ}

≥ 0 for all τliq ∈ [τ
sc
liq, τ
sat
liq ], τvap = kc(τliq),
≤ 0 for all τvap ∈ [τ
sat
vap, τ
se
vap], τliq = ke(τvap)
(5.1)
with JτK = τvap − τliq and {τ} = 12(τliq + τvap) and
kc(τ
sat
liq ) = τ
sat
vap, kc(τ
sc
liq) = τ
sc
vap,
∣∣∣sc(τ scliq, τ scvap)∣∣∣ = c(τ scvap),
ke(τ
sat
vap) = τ
sat
liq , ke(τ
se
vap) = τ
se
liq,
∣∣∣se(τ seliq, τ sevap)∣∣∣ = c(τ sevap), k′e(τ sevap) = 0.
Note that sonic condensation waves are determined by the end states τ scliq, τ
sc
vap. The
same holds for sonic evaporation waves with the states τ sevap = τ
se
liq. The superscripts
sc, se
stand for sonic condensation and sonic evaporation, respectively.
In this chapter, we will consider pairs of monotone decreasing kinetic functions in order
to single out a unique two-phase Riemann solution. Examples of such functions will be
given in Chapter 6. The subsequent chapters will also discuss the question if monotone
decreasing kinetic functions occur in nature.
Definition 5.2 (Admissible phase transition).
A phase transition, that connects a left state Ul = (τl, vl)
⊺
∈ A × R and a right state
Ur = (τr, vr)
⊺
∈ A× R is called admissible phase transition if and only if
• it is a sonic or a supersonic wave of Lax type (3.15), or
• it is a subsonic condensation wave that satisfies kc(τliq) = τvap, or
• it is a subsonic evaporation wave that satisfies ke(τvap) = τliq,
where kc and ke are a pair of monotone decreasing kinetic functions as in Definition 5.1.
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type τL τ
∗ composition L1(τL, τ
∗)
1L Aliq Aliq 1E G(τL, τ
∗)
2L Aliq [τ
sat
vap, τ
se
vap] 1E-UE G(τL, ke(τ
∗)) +P (ke(τ
∗), τ ∗)
3L Aliq (τ
se
vap,∞) 1E-UE-1R G(τL, τ
se
liq) +P (τ
se
liq, τ
se
vap) +R(τ
se
vap, τ
∗)
Table 5.1: Definition of the map L1 : Aliq ×Aliq ∪ [τ
sat
vap,∞)→ R, that determines the Lax curve
v∗ = vL +L1(τL, τ
∗) of the first family. The resulting (multiple) waves for left and right trace
specific volume values τL and τ
∗ are composed of the waves given in the fourth column (from
left to right): 1E stands for 1-elementary wave, 1R for 1-rarefaction wave, UE for subsonic
(undercompressive) evaporation wave. The functions G, P and R are given in Section 3.3.
Note that with (5.1), it follows that all admissible phase transitions satisfy the entropy
inequality (3.11). Furthermore, thermodynamic equilibrium solutions (cf. Lemma 3.7) are
admissible subsonic phase transitions.
We seek for a self-similar entropy solutions of the micro-scale model of Deﬁnition 3.5,
that contains exactly one admissible phase transition. Furthermore, we prefer solutions
with subsonic phase transitions, whenever this is possible. We call such a solution k-micro
solution, if kc, ke are the corresponding pair of monotone decreasing kinetic functions.
It is possible to deﬁne generalized Lax curves for these requirements. The Lax curve
v∗ = vL + L1(τL, τ
∗) of the ﬁrst family is given by Table 5.1. The corresponding 1-wave is
a composition of the waves introduced in Section 3.3. The structure changes depending on
the arguments τL and τ
∗. As in the last chapter, we enumerate the diﬀerent wave patterns
with the symbols of the ﬁrst column in the table. The subscript L indicates that the wave
connects the left initial state (τL, vL)
⊺
to an intermediate state (τ ∗, v∗)
⊺
.
Figure 5.1 shows a wave of type 2L and a wave of type 3L for the equation of state
p(τ) =

2/τ + 1 : τ ∈ (0, 2/3),20/τ − 1 : τ ∈ (3,∞) with τ satliq = 1/2, τ satvap = 10/3. (5.2)
We summarize the main properties to a proposition.
Proposition 5.3 (Properties of the generalized Lax curve L1).
Let a left state (τL, vL)
⊺
∈ Aliq×R and the map L1 : Aliq×Aliq∪ [τ
sat
vap,∞)→ R of Table 5.1
be given. Then the following properties hold.
(i) The map L1 is continuous.
(ii) The map
Aliq ∪ [τ
sat
vap,∞)→ R, τ
∗ 7→ v∗ = vL + L1(τL, τ
∗)
is differentiable and strictly monotone increasing in Aliq and in [τ
sat
vap,∞).
(iii) It holds that L1(τL, τ
sat
liq ) = L1(τL, τ
sat
vap).
(iv) All propagation speeds are negative. For waves of type 2L and type 3L the phase
transition propagates faster than the elementary wave in the liquid phase and slower
than the rarefaction wave connecting to τ ∗ in wave type 3L.
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(v) Evaporation waves are either subsonic or sonic.
(vi) The speed of an evaporation wave is limited by the sound speed −c(τ sevap).
Proof. (i) By deﬁnition, the map L1 is piecewise continuous. It is readily checked with
Table 5.1, that also the transition from one domain of deﬁnition to another is continuous.
(ii) Note that L1 is piecewise smooth. The critical point is τ
∗ = τ sevap. A short calculation
gives
lim
τ∗→τ sevap
dS
d τ ∗
(τL, ke(τ
∗)) = 0, lim
τ∗→τ sevap
dR
d τ ∗
(τL, ke(τ
∗)) = 0 with k′e(τ
se
vap) = 0,
lim
τ∗→τ sevap
dS
d τ ∗
(τ sevap, τ
∗) = c(τ sevap), limτ∗→τ sevap
dR
d τ ∗
(τ sevap, τ
∗) = c(τ sevap) and
lim
τ∗→τ sevap
dP
d τ
(ke(τ
∗), τ ∗) = c(τ sevap) with k
′
e(τ
se
vap) = 0 and
∣∣∣se(τ scliq, τ scvap)∣∣∣ = c(τ scvap)
for the functions S, R and P , introduced in Section 3.3. Thus, the derivatives of a wave
of type 2L and type 3L coincide in τ
se
vap. The functions S and R are strictly monotone
increasing with respect to the second argument. A short calculation shows that L1 is
strictly monotone increasing also for a wave of type 2L, since k
′
e < 0.
(iii) The condition holds, since P (τ satliq , τ
sat
vap) = 0.
(iv)-(vi) By deﬁnition, all waves of the ﬁrst family have non-positive propagation
speeds. The speed of the evaporation wave is between −c(τ sevap) and 0. Due to the pressure
assumptions (Deﬁnition 2.2), waves in the liquid phase propagate faster (in absolute values)
than the vapor sound speed. The phase transition in wave type 3L is sonic and the vapor
rarefaction wave is attached.
The generalized Lax curve of the second family may contain a condensation wave.
Condensation waves change from subsonic to supersonic or vice versa in the point τ scliq. The
next lemmas introduce further points in A where the solution changes its structure. The
lemmas are a direct consequence of the pressure assumptions in Deﬁnition 2.2.
The subsequent lemmas introduce values τˆ , τˇ and a function gs. The value τˆ is such
that the pressure function has the same slope in τR as the chord from (τˆ , p(τˆ) + ζ) to
(τR, p(τR)), see Figure 5.2 (left) for illustration. The value τˇ is such that the points
(τˇ , p(τˇ) + ζ), (τ satvap, p(τ
sat
vap)), (τR, p(τR)) lie on one strait line. The function gs is determined
such that the pressure function has the same slope in gs(τ) as the chord from (τ, p(τ) + ζ)
to (gs(τ), p(gs(τ))), see Figure 5.2 (left).
For ease of notation, we skip the dependencies on numbers that are constant in the
micro-scale model of Deﬁnition 3.5, i.e. τL ∈ Aliq, τR ∈ Avap and ζ ∈ Z. Recall that the
pressure function and saturation states depend on the constant ζ, see Deﬁnition 2.2.
Lemma 5.4 (The values τˆ and τˇ).
For a fixed τR ∈ (τ
min
vap , τ
sc
vap] there exists a unique τˆ ∈ Aliq, such that
p′(τR) =
p(τR)− p(τˆ)− ζ
τR − τˆ
, (5.3)
or equivalent λ2(τR) = sc(τˆ , τR) holds. Moreover, τˆ ∈ (τ
min
liq , τ
sc
liq].
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Figure 5.1: The figure on the left hand side shows the graph of (5.2). The τ -values, at which the
Lax curve of the first family alters its wave structure, are pined to the pressure graph. The
red curve corresponds to wave type 2L and the blue curve to wave type 3L. The figure on the
right hand side shows these waves at time t = 1 in the (τ, ξ)-plane.
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red curve corresponds to wave type 4R and the green curve to wave type 3R.
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Figure 5.3: Pressure function (left) and specific volume distribution (right), like Figure 5.1. The
red curve corresponds to wave type 6R and the blue curve to wave type 5R.
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On the other hand, for fixed τR > τ
sc
vap, there exists a unique τˇ ∈ A
sc
liq, such that
p(kc(τˇ))− p(τˇ)− ζ
kc(τˇ)− τˇ
=
p(τR)− p(τˇ)− ζ
τR − τˇ
,
or equivalent sc(τˇ , kc(τˇ)) = s2(kc(τˇ), τR) holds. Moreover, τˇ ∈ (τ
sc
liq, τ
sat
liq ).
At the value τˆ , a supersonic condensation wave (see wave of type 2R in Table 5.2) splits
up into a sonic condensation wave and a 2-rarefaction wave. At the value τˇ , a supersonic
condensation wave (see wave of type 5R) breaks into a subsonic condensation wave and a
2-shock wave.
Proof of Lemma 5.4. Deﬁne the function
fˆ(τ ; τR) := p
′(τR)−
p(τR)− p(τ)− ζ
τR − τ
, whereby lim
τ→τmin
liq
fˆ(τ ; τR) =∞
holds due to (2.11). By deﬁnition of the points τ scliq, τ
sc
vap we ﬁnd fˆ(τ
sc
liq; τR) < fˆ(τ
sc
liq; τ
sc
vap) = 0.
The function fˆ is continuous, thus τˆ ∈ (τminliq , τ
sc
liq] exists where fˆ(τˆ ; τR) = 0. The derivation
fˆ ′(τ ; τR) =
(
p′(τ)− p(τR)−p(τ)−ζ
τR−τ
)
/(τR − τ) is positive due to τ ∈ Aliq and Lemma 2.3.
Thus, τˆ exists uniquely.
For the second part deﬁne
fˇ(τ) :=
p(kc(τ))− p(τ)− ζ
kc(τ)− τ
−
p(τR)− p(kc(τ))
τR − kc(τ)
.
Note that kc(τ
sc
liq) = τ
sc
vap and kc(τ
sat
liq ) = τ
sat
vap. With (2.9) there holds fˇ(τ
sc
liq) < 0 and with
(2.8) fˇ(τ satliq ) > 0. The function fˇ is continuous such that there exists τˇ ∈ (τ
sc
liq, τ
sat
liq ) with
fˇ(τˇ) = 0. For uniqueness, we show that fˇ is strictly monotone increasing. From (2.12), it
follows that p′(τ) < p′(kc(τ)) for τ ∈ [τ
sc
liq, τ
sat
liq ]. This is applied to fˇ
′:
fˇ ′(τ) >
k′c(τ)− 1
kc(τ)− τ
(
p′(kc(τ))−
p(kc(τ))− p(τ)− ζ
kc(τ)− τ
)
+
k′c(τ)
τR − kc(τ)
(
p′(kc(τ))−
p(τR)− p(kc(τ)))
τR − kc(τ)
)
> 0.
The ﬁrst bracket is zero for τ = τ scliq and negative otherwise. The second bracket is negative
due to (2.9). Thus, τˇ is uniquely determined.
Waves of type 3ζR are composed of a sonic condensation wave and an attached 2-
rarefaction wave, cf. Table 5.2. The following lemma is helpful to ﬁnd the characteristic
point.
Lemma 5.5 (The function gs).
For any given τR ∈ (τ
min
vap , τ
sc
vap], equation (5.3) provides a unique τˆ ∈ (τ
min
liq , τ
sc
liq]. There exists
a continuous monotone increasing function gs : [τˆ , τ
sc
liq]→ [τR, τ
sc
vap], τ 7→ gs(τ) such that
p′(gs(τ)) =
p(gs(τ))− p(τ)− ζ
gs(τ)− τ
,
or equivalent λ2(gs(τ)) = sc(gs(τ), τ) holds.
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type τ ∗ τR composition L2(τ
∗, τR)
1R Avap Avap 2E +G(τ
∗, τR)
2R (τ
min
liq , τˆ ] (τ
min
vap , τ
sc
vap] LC P (τ
∗, τR)
3R (τˆ , τ
sc
liq) (τ
min
vap , τ
sc
vap] SC-2R P (τ
∗, gs(τ
∗)) +R(gs(τ
∗), τR)
4R [τ
sc
liq, τ
sat
liq ] (τ
min
vap , τ
sc
vap] KC-2E P (τ
∗, kc(τ
∗)) +G(kc(τ
∗), τR)
5R (τ
min
liq , τˇ ] (τ
sc
vap,∞) LC P (τ
∗, τR)
6R (τˇ , τ
sat
liq ] (τ
sc
vap,∞) KC-2S P (τ
∗, kc(τ
∗)) +S(kc(τ
∗), τR)
Table 5.2: Definition of the map L2 : (τ
min
liq , τ
sat
liq ] ∪ Avap × Avap → R, that determines the Lax
curve v∗ = vR + L2(τ
∗, τR) of the second family. The resulting (multiple) waves for left and
right trace specific volume values τ∗ and τR are composed of the waves given in the fourth
column (from left to right): 2E stands for 2-elementary wave, SC for sonic condensation, LC
for supersonic (Lax-type) condensation and KC for stands for a condensation wave that is
related to a kinetic function. The functions G, P , R and S are given in Section 3.3.
Note that the domain of deﬁnition depends on τˆ and thus on τR. The function gs does
not depend on τR, however the restriction to [τˆ , τ
sc
liq] guarantees the existence of gs.
Proof of Lemma 5.5. We apply the implicit function theorem to the function
F (τliq, τvap) := p
′(τvap)(τvap − τliq)− p(τvap) + p(τliq) + ζ.
With (5.3), it follows that F (τˆ , τR) = 0. The local existence of the function gs follows from
∂F/∂τliq = −p
′(τvap) + p
′(τliq) < 0 with (2.12). We can proceed with the latter argument
until τ scliq is reached, where F (τ
sc
liq, τ
sc
vap) = 0 holds.
With (2.9) it holds that ∂F/∂τvap = p
′′(τvap)(τvap − τliq) > 0. The monotonicity follows
from dF
d τ
(τ, gs(τ)) = ∂F/∂τliq + ∂F/∂τvap g
′
s(τ) = 0.
The Lax curves v∗ = vR + L2(τ
∗, τR) of the second family are given by Table 5.2 and
the main properties are summarized to the proposition below. Examples of wave type 3R
and wave type 4R are shown in Figure 5.2, while Figure 5.3 shows an example of waves
type 5R and wave type 6R.
Proposition 5.6 (Properties of the generalized Lax curve L2).
Let a right state (τR, vR)
⊺
∈ Avap × R and the map L2 : (τ
min
liq , τ
sat
liq ] ∪ Avap × Avap → R of
Table 5.2 be given. Then the following properties hold.
(i) The map L2 is continuous.
(ii) The map
(τminliq , τ
max
liq ) ∪ Avap → R, τ
∗ 7→ v∗ = vR + L2(τ
∗, τR)
is differentiable and strictly monotone decreasing in (τminliq , τ
max
liq ) and in Avap.
(iii) It holds that L2(τ
sat
liq , τR) = L2(τ
sat
vap, τR).
(iv) All propagation speeds are positive. In wave 3R, 4R and 6R, the phase transition
propagates slower than the elementary wave in the vapor phase.
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(v) There are subsonic sonic and supersonic condensation waves.
Proof. (i) The map L2 is piecewise continuous and it is readily checked with Table 5.2,
that also the transition from one domain of deﬁnition to another one is continuous.
(ii) Note that L2 is piecewise smooth. The critical point in the transition of wave
type 2R to wave type 3R is τ
∗ = τˆ , in the transition of wave type 3R to wave type 4R it is
τ ∗ = τ seliq and from type 5R to type 6R it is τ
∗ = τˇ . For later use we derive
dP
d τ
(τ, g(τ)) =
(g′(τ)− 1) sc(τ, g(τ))
2
+
c2(g(τ)) g′(τ)− c2(τ)
2 sc(τ, g(τ))
,
dS
d τ
(g(τ), τR) = −
g′(τ) s2(g(τ), τR)
2
−
c2(g(τ)) g′(τ)
2 s2(g(τ), τR)
for some smooth function g with τ < g(τ) < τR, the sound speed c in (2.13) and propagation
speeds in Section 3.3. Furthermore, there holds dR
d τ
(g(τ), τR) = −c(g(τ)) g
′(τ).
We ﬁrst check the limit τ ∗ → τˆ and τR ∈ (τ
min
vap , τ
sc
vap]. Note that gs(τˆ) = τR and
sc(τˆ , τR) = c(τR) with Lemma 5.5. We use above derivative with g = gs to ﬁnd
lim
τ∗→τˆ
dP
d τ ∗
(τ ∗, τR) =
−1
2
(
c(τR) +
c2(τˆ)
c(τR)
)
, lim
τ∗→τˆ
dR
d τ ∗
(gs(τ
∗), τR) = −g
′
s(τˆ) c(τR),
lim
τ∗→τˆ
dP
d τ ∗
(τ ∗, gs(τ
∗)) =
−1
2
(
c(τR) +
c2(τˆ)
c(τR)
)
+ g′s(τˆ) c(τR).
Thus, the derivatives of a wave of type 2R and a wave of type 3R coincide in τ
∗ = τˆ .
Now we check the limit τ ∗ → τ scliq at τR ∈ (τ
min
vap , τ
sc
vap]. Here, it holds kc(τ
sc
liq) = gs(τ
sc
liq) =
τ scvap and sc(τ
sc
liq, τ
sc
vap) = c(τ
sc
vap) with Deﬁnition 5.1. We ﬁnd
lim
τ∗→τ sc
liq
dP
d τ ∗
(τ ∗, kc(τ
∗)) =
−1
2
(
c(τ scvap) +
c2(τ scliq)
c(τ scvap)
)
+ c(τ scvap) k
′
c(τ
sc
liq),
lim
τ∗→τ sc
liq
dR
d τ ∗
(kc(τ
∗), τR) = lim
τ∗→τ sc
liq
dS
d τ ∗
(kc(τ
∗), τR) = −c(τ
sc
vap) k
′
c(τ
sc
liq).
The term with k′c cancels in wave type 4R such that the result is independent of the
function kc. The same can be done for wave type 3R replacing kc by gs. This leads to the
same result and thus the derivatives coincide in τ ∗ = τ scliq.
Finally, we have to check the limit τ ∗ → τˇ and τR ∈ (τ
sc
vap,∞). With Lemma 5.4, it
holds sc(τˇ , kc(τˇ)) = s2(kc(τˇ), τR) = sc(τˇ , τR). With above derivatives, we ﬁnd that the
limits from both sides (type 5R and type 6R) are
lim
τ∗→τˇ
dL2
d τ ∗
(τ ∗, τR) =
−1
2
(
sc(τˇ , τR) +
−c2(τˇ)
sc(τˇ , τR)
)
.
Monotonicity: the functions G and P are strictly decreasing with respect to the ﬁrst
argument, thus for wave type 1R, type 2R and type 5R, there is nothing to do.
Consider dL2
d τ∗
(τ ∗, τR) in case of wave type 3R. All terms with g
′
s cancel out since
sc(τ
∗, gs(τ
∗)) = c(gs(τ
∗)) holds. The remaining terms are negative such that L2(·, τR) is a
strictly decreasing function. The same holds for wave type 4R with kc(τ
∗) > τR. The wave
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is composed of a condensation wave and an attached 2-rarefaction wave, cf. wave type 3R,
and all terms with k′c cancel out.
In wave type 4R with kc(τ
∗) < τR and type 6R, the function kc is monotonously
decreasing and the term sc + c
2(τ ∗)/sc is positive. Thus, it remains to demonstrate that
sc(τ
∗, kc(τ
∗)) +
c2(kc(τ
∗))
sc(τ ∗, kc(τ ∗))
− s2(kc(τ
∗), τ ∗R)−
c2(kc(τ
∗))
s2(kc(τ ∗), τR)
≥ 0.
We skip the dependencies and rearrange the inequality: (s2 − sc)
(
c2
sc s2
− 1
)
≥ 0. This is
true since the speeds in waves of type 4R and type 6R satisfy c > s2 ≥ sc. Thus, L2(·, τR)
is a strictly decreasing function.
(iii) The condition holds due to P (τ satliq , τ
sat
vap) = 0.
(iv), (v) By deﬁnition, all waves of the second family have non-negative propagation
speeds. The propagation speed of sonic and subsonic condensation waves is less than
the sound speed in the vapor. The (supersonic) condensation wave in waves of type 2R
propagates faster than sound.
The solution of the micro-scale model exists as soon as the two generalized Lax curves
intersect each other. As in the case of the Liu micro solution, we constrain the set of
admissible intersection points to enforce uniqueness.
Theorem 5.7 (Existence and uniqueness of k-micro solutions).
Let a pair of monotone decreasing kinetic functions kc, ke as in Definition 5.1 be given.
For any pair of states (τL, vL)
⊺
∈ Aliq × R and (τR, vL)
⊺
∈ Avap × R the equation
vL + L1(τL, τ
∗) = vR + L2(τ
∗, τR) (5.4)
with L1 and L2 due to Table 5.1 and Table 5.2, respectively, has a unique intersection
point in (τminliq , τ
sat
liq ] ∪ (τ
sat
vap,∞).
The unique k-micro solution U = U(ξ, t) ∈ A× R is composed of a wave connecting
the left initial state with (τ ∗, v∗)
⊺
according to Table 5.1 and a wave connecting (τ ∗, v∗)
⊺
to
the right initial state according to Table 5.2, with v∗ = vL + L1(τL, τ
∗) = vR + L2(τ
∗, τR).
The k-micro solution is a self-similar entropy solution to the micro-scale model of
Deﬁnition 3.5, that contains exactly one admissible phase transition in the sense of
Deﬁnition 5.2. Note that the k-micro solution prefers subsonic phase transitions, whenever
this is possible. For instance a single supersonic evaporation wave would be also an
admissible phase transition in case of wave type 3L. Moreover, the k-micro solution
depends continuously on the initial data in the sense of (4.7). This was proven in [19] for
initial data in stable phases.
Proof of Theorem 5.7. First we see that τ ∗ /∈ (τ satliq , τ
sat
vap), such that we can exclude this
interval from our consideration.
The Lax curves satisfy
lim
τ→τmin
liq
L1(τL, τ) = −∞ lim
τ→τmin
liq
L2(τ, τR) = +∞
lim
τ→∞
L1(τL, τ) = +∞ lim
τ→∞
L2(τ, τR) = −∞
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Set ∆ = τ satvap − τ
sat
liq . Proposition 5.3 and Proposition 5.6 ensure, that the function
f(τ) =
{
vR − vL +L2(τ, τR) −L1(τL, τ) for τ ≤ τ
sat
liq
vR − vL +L2(τ −∆, τR) −L1(τL, τ −∆) for τ > τ
sat
vap
is continuous and strictly monotone decreasing from +∞ to −∞. Thus, τ ∗ ∈ (τminliq ,∞)
exists such that f(τ ∗) = 0. If τ 6= τ satliq then τ
∗ resp. τ ∗ +∆ is the unique solution of (5.4).
If τ = τ satliq , then also τ = τ
sat
vap solves (5.4).
The existence of a unique k-micro solution follows from the unique intersection point
of the Lax curves, Proposition 5.3 and Proposition 5.6.
5.2 Algorithm and an illustrating example
We are now able to deﬁne the k-microsolver due to Deﬁnition 3.5 for a properly deﬁned
pair of monotone decreasing kinetic functions kc, ke. Note that Step 2 requires explicit
knowledge of the kinetic functions.
Algorithm 5.8 (k-microsolver Mk).
Let the arguments (τL, vL, τR, vR, ζ) ∈ Aliq×R×Avap×R×Z of function M from (3.9) be
given.
Step 1. Determine the points in A where the solution alters its structure. That are τ sat
liq/vap
due to (2.10), τ se
liq/vap, τ
sc
liq/vap due to Definition 5.1 and τˆ , τˇ due to Lemma 5.4.
Step 2. Find τ ∗ ∈ (τminliq , τ
sat
liq ] ∪ (τ
sat
vap,∞), that solves (5.4).
Step 3. Return (τliq, vliq, τvap, vvap, s):
• In case of τ ∗ ∈ (τminliq , τ
sat
liq ], the value τliq is the first argument of P in Table 5.1
(gray column) and τvap is the second argument. The velocities are vliq = vL +
G(τL, τliq) and vvap = vliq + P (τliq, τvap) and the speed is s = se(τliq, τvap).
• In case of τ ∗ ∈ (τ satvap,∞), the value τliq is the first argument of P in Table 5.2
(gray column) and τvap is the second argument. The velocities are vvap =
vR −G(τvap, τR) and vliq = vvap − P (τliq, τvap) and the speed is s = sc(τliq, τvap).
Recall that Figure 5.1, Figure 5.2 and Figure 5.3 illustrate typical shapes of the ﬁrst
resp. second family. As proven in Theorem 5.7 the ﬁnal solution is a composition of both.
We close the section with an illustrating example of rather simple kinetic functions.
Example 5.9 (k-micro solution and Lax curves).
We compute the k-micro solution for the setting of Example 4.16 and the pair of monotone
decreasing kinetic functions
kc(τliq) = τ
sat
vap, ke(τvap) = τ
sat
liq for all τliq ∈ [τ
sc
liq, τ
sat
liq ], τvap ∈ [τ
sat
vap, τ
se
vap]. (5.5)
Figure 5.4 (left) shows the pressure distribution. The k-micro solution is a composition
of a wave of type 3L and type 1R in Table 5.1 and Table 5.2. Waves of type 3L consist of a
rarefaction wave, followed by an evaporation wave and an attached rarefaction wave. A
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Figure 5.4: Left: pressure of the k-micro solution from Example 5.9. Right: Lax curves of the
first (blue) and the second (red) family. The initial states are marked with a square.
wave of type 1R is solely a shock wave. The ﬁgure on the right hand side shows that the
monotone increasing Lax curve of the ﬁrst family intersects the monotone decreasing Lax
curve of the second family in the point (τ ∗, v∗)
⊺
≈ (12.65, 2.24)
⊺
.
Note that this is exactly the same solution as in Example 4.16 since the Lax curves
diﬀer only in the metastable region (compare Figure 4.5 and Figure 5.4). This is due to the
fact that the kinetic functions was chosen in order to imitate the mixture pressure function
and the entropy criterion of Chapter 4. The correlation between the k-micro solution with
kinetic functions (5.5) and the Liu micro solution will be shown in Corollary 6.10.
Many kinetic functions are only implicitly available. This issue will be considered in
the next chapter. The thermodynamic consistency veriﬁcation of the k-microsolver and the
inﬂuence of diﬀerent kinetic functions on the Riemann solution are placed in Section 6.2.
Furthermore, the next chapter provides in Section 6.3 a validation example via a shock
tube experiment.
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Chapter 6
Kinetic relations for microsolvers
Pairs of monotone decreasing kinetic functions have been introduced in the last chapter
in order to determine unique k-micro solutions. The more general form of an algebraic
coupling condition to overcome the lack of well-posedness of the mixed hyperbolic-elliptic
problem is a kinetic relation [1, 70]. Note that we distinguish very clearly between
kinetic relations, kinetic functions and, in particular, pairs of monotone decreasing kinetic
functions as in Deﬁnition 5.1.
The aim of this chapter is to determine kinetic relations, that lead to pairs of monotone
decreasing kinetic functions. Abeyaratne and Knowles [2] and Hantke, Dreyer andWarnecke
[35] apply kinetic relations directly in order to construct Riemann solutions. However
their approaches require piecewise linear pressure functions and are not applicable to the
equations of state of Deﬁnition 2.2.
In the ﬁrst section, Theorem 6.1 and Theorem 6.2 relate kinetic relations to kinetic
functions. The theorems are then applied to examples of kinetic relations, which are known
from the literature. Also some new relations are reviewed, for example, one that is related
to Liu’s entropy criterion.
The approach of the previous chapter is used to determine k-micro solutions for the
applicable kinetic relations. We study the inﬂuence of surface tension and kinetic relations
and we verify static solutions with respect to thermodynamic admissibility in Section 6.2.
In Section 6.3, we validate k-micro solutions with data from a shock tube experiment.
Consequences of the validation and veriﬁcation examples are given in the ﬁnal section.
We close the chapter with interim conclusions on kinetic relations and micro solutions in
Section 6.4.
6.1 Kinetic relations and kinetic functions
In the literature kinetic relations have been suggested (see [1, 70]), which control the
entropy dissipation explicitly. In terms of a general form these are given by either
K = K(f, s) := f − g(s) = 0 or K = K(f, s) := h(f)− s = 0 (6.1)
with continuous functions g, h : R→ R, the speed of the phase boundary s and a driving
force f . Note that if g is bijective, then h is just the reciprocal. We will see examples,
where this is not the case.
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The speed s is given by the formulas (3.16) and the driving force is determined the
function
f : Aliq ×Avap 7→ R, f(τliq, τvap) = Jψ(τ)K + JτK {p(τ)}+ ζ {τ} . (6.2)
The kinetic relation depends on the ﬂuid, it imposes a condition on the interfacial
entropy production. The relation of (6.1) to entropy consistency can be seen as follows.
Multiplying (6.1) by −s one obtains −s f = −g(s) s respectively −s f = −h(f) f . This is
nothing but the standard entropy jump conditions (3.11). Assuming
g(s) s ≥ 0, h(f) f ≥ 0
ensures that the entropy is dissipated. In terms of the entropy product rate ηΓ in (2.5) we
ﬁnd T ηΓ = g(s) s.
The connection between kinetic relations and kinetic functions is given by the following
theorems. We have seen in the last chapters that additional conditions are necessary only
for subsonic phase transitions. The white area in Figure 6.1 illustrates admissible end
states of subsonic phase transitions, i.e. the set
Apb :=
{
(τliq, τvap) ∈ Aliq ×Avap
∣∣∣∣∣ p′(τliq), p′(τvap) ≤ JpK− ζJτK , JpK ≥ ζ
}
.
We refer in this chapter to Lagrangian coordinates and equations of state as in Deﬁnition 2.2.
Note that we can switch to Eulerian coordinates replacing s = −j, since only jump
conditions are considered here.
Theorem 6.1 (Existence and uniqueness of kinetic functions).
Let sc : Apb → [0,∞) and se : Apb → (−∞, 0] be the propagation speed of condensation
and evaporation waves, as defined in (3.16), and let a kinetic relation K : R× R→ R be
given, that is Lipschitz continuous. Assume that K fulfills K(0, 0) = 0 and
∂K
∂f
(
f(τliq, τvap), sc/e(τliq, τvap)
)
−
∂K
∂s
(
f(τliq, τvap), sc/e(τliq, τvap)
) 1JτK2
√√√√∣∣∣∣∣ JτKζ − JpK
∣∣∣∣∣ > 0
(6.3)
for almost all (τliq, τvap) ∈ Apb.
Then there exist values τ scliq ∈ [τ
min
liq , τ
sat
liq ), τ
se
vap ∈ (τ
sat
vap,∞] and two continuous functions
kc : (τ
sc
liq, τ
sat
liq ] → Avap and ke : [τ
sat
vap, τ
se
vap) → Aliq with K (f(τliq, kc(τliq), sc(τliq, kc(τliq))) = 0
and K (f(ke(τvap), τvap), se(ke(τvap), τvap)) = 0.
We call kc and ke kinetic functions.
Note that either ∂K/∂f = 1 and ∂K/∂s = −g′(s) or ∂K/∂f = h′(f) and ∂K/∂s = −1.
Driving force and propagation speed are zero for the end states (τ satliq , τ
sat
vap), such that
condition K(0, 0) = 0 guarantees, that the saturation states are a solution of the kinetic
relation. The k-microsolver of Chapter 5 requires a special type of kinetic functions. The
subsequent theorem states corresponding necessary conditions for the kinetic relations.
6.1. KINETIC RELATIONS AND KINETIC FUNCTIONS 59
s = 0
sc = 1,
se = −1
s¯c = −1,
s¯e = 1
s /∈ R
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Figure 6.1: The Figure shows the set Avap ×Aliq. The gray area corresponds to states, which
lead to supersonic phase transitions. The white area refers to the set Apb. The shaded area
corresponds to complex values of the functions sc, se. The function values of the driving force
is zero along the orange curve, positive on the left side of that curve and negative on the
right side. The sound speed is zero along the black curve.
Theorem 6.2 (Pairs of monotone decreasing kinetic functions).
Let a kinetic relation K : R× R→ R be given, that fulfills the conditions of Theorem 6.1.
If, in addition, K is differentiable in R×R \ { (0, 0) } and
∂K
∂f
(
f(τliq, τvap), sc/e(τliq, τvap)
)
+
∂K
∂s
(
f(τliq, τvap), sc/e(τliq, τvap)
) 1JτK2
√√√√∣∣∣∣∣ JτKζ − JpK
∣∣∣∣∣ ≥ 0
(6.4)
holds for all (τliq, τvap) ∈ A˚pb, then a pair of monotone decreasing kinetic functions in the
sense of Definition 5.1 exists uniquely.
The proof of Theorem 6.1 applies a variant of the implicit function theorem, that does
not require diﬀerentiability.
Theorem 6.3 (Implicit function theorem for continuous functions).
Suppose that F : D ⊂ R× R→ R is a continuous function with
F (a0, b0) = 0.
Assume that there exist open vicinities A ⊂ R and B ⊂ R of a0 and b0, respectively, such
that, for all b ∈ B, F (·, b) : A ⊂ R → R is injective. Then, there for all b ∈ B, the
equation
F (a, b) = 0
has a unique solution a = H(b) ∈ A, and the function H : A→ R is continuous.
The theorem is proven in [41] for the more general case of functions F : D ⊂ Rn×Rm →
R
n with n,m ∈ N.
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Proof of Theorem 6.1. Let us ﬁrst extend the functions sc and se to the domain
Aext :=
{
(τliq, τvap) ∈ Aliq ×Avap
∣∣∣∣∣ p′(τliq), p′(τvap) ≤
∣∣∣∣∣JpK− ζJτK
∣∣∣∣∣
}
.
Deﬁne s¯c(τliq, τvap) = sign(ζ − JpK)√|(ζ − JpK)/ JτK| and s¯e(τliq, τvap) = −s¯c(τliq, τvap) for
(τliq, τvap) ∈ Aext. Note that the pair of saturation states (τ
sat
liq , τ
sat
vap) is an inner point of the
set Aext. In Figure 6.1, the set Aext is the union of the white area with the shaded area.
We will later on apply the following derivatives and monotonicity properties. One
readily checks, that
∂f
∂τvap
(τliq, τvap) =
1
2
(p′(τvap) JτK + ζ − JpK) < 0 in A˚ext,
∂f
∂τliq
(τliq, τvap) =
1
2
(p′(τliq) JτK + ζ − JpK) < 0 in Aext,
−
∂sc
∂τvap
(τliq, τvap) =
∂se
∂τvap
(τliq, τvap) =
1
2 JτK2
√√√√∣∣∣∣∣ JτKζ − JpK
∣∣∣∣∣ (p′(τvap) JτK + ζ − JpK) < 0 in A˚ext,
∂sc
∂τliq
(τliq, τvap) = −
∂se
∂τliq
(τliq, τvap) =
1
2 JτK2
√√√√∣∣∣∣∣ JτKζ − JpK
∣∣∣∣∣ (p′(τliq) JτK + ζ − JpK) < 0 in Aext
holds. The derivatives with respect to τvap are zero in the sonic case, such that strict
monotonicity holds only in the interior of the set Aext. The derivatives with respect to τliq
are negative in the sonic point. The saturation states (2.10) satisfy f(τ satliq , τ
sat
vap) = 0 and
se/c(τ
sat
liq , τ
sat
vap) = 0. Furthermore, condition K(0, 0) = 0 ensures, that one solution is given
by (τ satliq , τ
sat
vap) ∈ Aext.
We start with the condensation case and deﬁne a kinetic relation in terms of speciﬁc
volume values via Kc(τliq, τvap) = K(f(τliq, τvap), s¯c(τliq, τvap)) for (τliq, τvap) ∈ Aext. Figure 6.1
illustrates the set { (τliq, τvap) ∈ Aext | Kc(τliq, τvap) = 0 }. With (6.3) it holds
dKc
d τvap
(τliq, τvap) =
∂K
∂f
∂f
∂τvap
+
∂K
∂s
∂sc
∂τvap
=
1
2
(p′(τvap) JτK + ζ − JpK)

∂K
∂f
−
∂K
∂s
1JτK2
√√√√∣∣∣∣∣ JτKζ − JpK
∣∣∣∣∣

 < 0
for almost all (τliq, τvap) ∈ A˚ext. There exist an open vicinity Bliq ⊂ Aliq of τ
sat
liq and an
open vicinity Bvap ⊂ Avap of τ
sat
vap, such that the function Kc(τliq, ·) : Bvap → R is strictly
decreasing and injective for any τliq ∈ Bliq. With Theorem 6.3, there exist a unique
continuous function kc : Bliq → Bvap, such that Kc(τliq, kc(τliq)) = 0 holds. For values
τliq < τ
sat
liq we can proceed with the same arguments, as long as, (6.3) holds. Finally, we
restrict the domain of deﬁnition to values less or equal than τ satliq .
The evaporation case is very similar. For Ke(τliq, τvap) := K(f(τliq, τvap), s¯e(τliq, τvap)) it
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holds with (6.3)
dKe
d τliq
(τliq, τvap) =
∂K
∂f
∂f
∂τliq
+
∂K
∂s
∂se
∂τliq
=
1
2
(p′(τliq) JτK + ζ − JpK)

∂K
∂f
−
∂K
∂s
1JτK2
√√√√∣∣∣∣∣ JτKζ − JpK
∣∣∣∣∣

 < 0
for almost all (τliq, τvap) ∈ Aext. The function Ke(·, τvap) is strictly decreasing and injective
in an open vicinity of the saturation states and we can apply the same arguments as above.
Proof of Theorem 6.2. Due to Theorem 6.1, there are continuous kinetic functions kc :
(τ scliq, τ
sat
liq ]→ Avap and ke : [τ
sat
vap, τ
se
vap)→ Aliq. The extra regularity assumption of diﬀerentia-
bility is inherited to the kinetic functions.
We show, that kc is a monotone decreasing function and use the functions deﬁned in
the proof of Theorem 6.1. From condition (6.4) it follows that
dKc
d τliq
(τliq, τvap) =
∂K
∂f
∂f
∂τliq
+
∂K
∂s
∂sc
∂τliq
=
1
2
(p′(τliq) JτK + ζ − JpK)

∂K
∂f
+
∂K
∂s
1JτK2
√√√√ JτK
ζ − JpK

 ≤ 0
for (τliq, τvap) ∈ Apb. We consider Kc(τ, kc(τ)) = 0 and derive
0 =
dKc
d τ
(τ, kc(τ)) =
∂Kc
∂τliq
(τ, kc(τ)) +
∂Kc
∂τvap
(τ, kc(τ)) k
′
c(τ).
The derivatives of the kinetic relation are both not positive and ∂Kc
∂τvap
is negative except of
the sonic point τ scvap, thus k
′
c(τvap) ≤ 0 for all τvap ∈ [τ
sat
vap, τ
sc
vap).
We proceed with the evaporation case and show that the function ke is monotone
decreasing. From (6.4) it follows that
dKe
d τvap
(τliq, τvap) =
∂K
∂f
∂f
∂τvap
+
∂K
∂s
∂se
∂τvap
=
1
2
(p′(τvap) JτK + ζ − JpK)

∂K
∂f
+
∂K
∂s
1JτK2
√√√√ JτK
ζ − JpK

 ≤ 0
for (τliq, τvap) ∈ Apb. Consider Ke(ke(τ), τ) = 0 and derive
0 =
dKe
d τ
(ke(τ), τ) =
∂Ke
∂τliq
(ke(τ), τ) k
′
e(τ) +
∂Ke
∂τvap
(ke(τ), τ) . (6.5)
The term ∂Ke
∂τliq
is negative and the term ∂Ke
∂τvap
is not positive, thus k′e ≤ 0 in (τ
sc
liq, τ
sat
liq ].
It remains to show that the domain of deﬁnition can be extended up to the sonic points,
with sc(τ
sc
liq, kc(τ
sc
liq)) = c(τ
sc
vap), −se(ke(τ
se
vap), τ
se
vap) = c(τ
se
vap) and the condition k
′
e(τ
se
vap) =
0. Note that the points (τ scliq, kc(τ
sc
liq)), (ke(τ
se
vap), τ
se
vap) are the intersection points of the
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no. kinetic relation pair of mon. dec. kinetic functions
1 K1(f, s) := f ✓
2 K2(f, s) := f − k
∗
s ✗
3 K3(f, s) := f − k
∗ sign(s) s2 ✓ for small k∗ > 0
4 K4(f, s) := f − k
∗
s
3 ✓ for small k∗ > 0
5 K5(f, s) :=


f + a −k∗ s : f < −a
−k∗ s : |f | ≤ a
f − a −k∗ s : f > a
✗
6 K6(f, s, τliq, τvap) := f − sign(s) s
2 JτK2 ✗
7 K7 such that

kc(τliq) = τ
sat
vap : s ≥ 0
ke(τvap) = τ
sat
liq : s < 0
✓
8 K8(f, s) := −s ✗
Table 6.1: Different kinetic relations and existence of a corresponding pair of monotone decreasing
kinetic functions due to Theorem 6.2. Parameters k∗ > 0, a > 0. Kinetic relation K6 needs
more arguments and for K7 it is simpler to state the kinetic functions directly.
kinetic functions with the boundary segment p′(τvap) =
JpK−ζ
JτK
, c.f. Figure 6.1. The kinetic
functions are monotone decreasing in Apb. Thus, kc and ke intersect the boundary
segment p′(τvap) =
JpK−ζ
JτK
between the points (τ ∗liq, τ
sat
vap) and (τ
sat
liq , τ
∗
vap). The points are the
intersection points with a horizontal line { (τliq, τvap) ∈ Apb | τliq = τ
sat
liq } and a vertical line
{ (τliq, τvap) ∈ Apb | τvap = τ
sat
vap } through the saturation states. The ﬁrst intersection point
exists due to Lemma 5.4 with τR = τ
sat
vap and τ
∗
liq = τˆ . The second intersection point
exists due to Lemma 4.9 with τ ∗vap = gs(τ
sat
liq ). Thus, also intersection points (τ
sc
liq, τ
sc
vap) and
(τ seliq, τ
se
vap) exist, with τ
sc
vap := kc(τ
sc
liq), τ
se
liq := ke(τ
se
vap).
Finally, we ﬁnd that dKe
d τvap
(τ seliq, τ
se
vap) = 0 and
dKe
d τliq
(τ seliq, τ
se
vap) > 0 in (6.5), that means
k′e(τ
se
vap) = 0. Thus, (kc, ke) is a pair of monotone decreasing kinetic functions.
Corollary 6.4 (Metastable phase transitions).
Assume a phase transition, that obeys a kinetic relation as required in Theorem 6.2. The
end states of that phase transition lie in the stable phases. Thus, metastable transition
waves are excluded.
Proof. Due to Theorem 6.2 there is a pair of monotone decreasing kinetic function, such
that the end states τliq ∈ Aliq, τvap ∈ Avap satisfy kc(τliq) = τvap for a condensation wave and
ke(τliq) = τvap for an evaporation wave. One pair of end states is given by the saturation
states, i.e. kc(τ
sat
liq ) = τ
sat
vap and ke(τ
sat
liq ) = τ
sat
vap. Because of the monotonicity of kc and
ke it holds τ
sat
vap ≤ τvap for τliq ∈ [τ
sc
liq, τ
sat
liq ] in the condensation case and τliq ≤ τ
sat
liq for
τvap ∈ [τ
sat
vap, τ
se
vap] in the evaporation case.
Table 6.1 lists examples for kinetic relations. The parameter k∗ > 0 depends on the
shape of the equation of state and obviously the parameter has diﬀerent physical units in
K2–K5. Furthermore, there is no physical reason why evaporation waves and condensation
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waves share the same value for k∗. The parameter could also depend on the sign of s in
K2–K5.
Figure 6.2 shows the zero contour lines of several kinetic relations schematically. If
one splits the contour lines at the saturation point into two branches, one ﬁnds the
corresponding kinetic functions for evaporation ke = ke(τvap) and condensation waves
kc = kc(τ liq) respectively. One ﬁnds kinetic functions for evaporation waves to the right of
the curve K1 = 0 in Figure 6.2 and kinetic functions for condensation waves to the left of
this curve. This is a consequence of the entropy inequality (2.30) as f s ≥ 0 holds.
Remark 6.5 (Consequences for the k-microsolver of Chapter 5).
• Any kinetic relation, that fulﬁlls the conditions of Theorem 6.2, is applicable to
the approach of the previous chapter and the corresponding k-micro solution exists
uniquely due Theorem 5.7. This holds, in particular, for K1, K3, K4, K7 of Table 6.1.
• In general, there is an implicit solver needed to determine the kinetic function in
Algorithm 5.8 for a given kinetic relation.
• We write kn-micro solution if the solution satisﬁes kinetic relation Kn, with
n ∈ { 1, 3, 4, 7 }. Furthermore, we write kn-microsolver , Mkn or M˜kn for the
associated microsolver of Algorithm 5.8 to denote the dependency on the chosen
kinetic relation.
Figure 6.3 illustrates kinetic relations for an equation of state of a real ﬂuid. To be
precise the set { (p(τvap), p(τliq)) ∈ R
2
+ | K(τliq, τvap) = 0 } is shown. The ﬂuid is n-dodecane
at T = 230 ◦C computed by the library CoolProp [6]. We proceed with a description of
the respective kinetic relations of Table 6.1.
Remark 6.6 (Kinetic relations K1 and K2).
For kinetic relation K2 = f −k
∗
s we ﬁnd ∂K2/∂f = 1, ∂K2/∂s = −k
∗ such that condition
(6.3) holds for any k∗ ≥ 0 but only k∗ = 0 fulﬁlls (6.4). The term
√JτK/(ζ − JpK) = 1/ |s| is
inﬁnite in the saturation state (s = 0) and monotone decreasing in |s|. Due to Theorem 6.1,
kinetic functions exist for any k∗ ≥ 0.
A pair of monotone decreasing kinetic functions exists only for k∗ = 0 (kinetic relation
K1), see Theorem 6.2. A phase transition, that satisﬁes kinetic relation K1, conserves the
entropy and ke is the inverse function of kc. From a thermodynamic point of view this can
be interpreted as a reversible process.
Stability results for a linearized version of the isothermal Euler model in Deﬁnition 2.8
are available in terms of local energy estimates. For K1 that was investigated in [7] and
for K2 in [45]. The non-linearized case is studied in [44].
Remark 6.7 (Kinetic relations K3 and K4).
Kinetic relations K3 and K4 were just chosen to satisfy the conditions of Theorem 6.2.
They lead to pairs of monotone decreasing kinetic functions, for suﬃciently small k∗ > 0,
and can be used for Algorithm 5.8.
Remark 6.8 (Kinetic relation K5).
Kinetic relations like K5 are often considered for phase transitions in solid mechanics (see
[1, Section 4.4]). There, no transition takes place until the driving force f passes a certain
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s = 0,
K8 = 0
s /∈ R
Apb,
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τ satvap
τ satliq K7 = 0
K2 = 0ke
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metastable stable
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Figure 6.2: Zero contour lines of kinetic relations, i.e. { (τliq, τvap) ∈ Apb | K(τliq, τvap) = 0 }, and
an idealized pair of monotone decreasing kinetic functions, i.e. (τliq, kc(τliq)) ⊂ Apb and
(ke(τvap), τvap) ⊂ Apb. The shaded area corresponds to complex speeds sc, se and the gray
area to supersonic phase transitions. The white area corresponds to the set Apb of subsonic
phase transitions.
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Figure 6.3: Kinetic relations for n-dodecane with respect to the pressure. Relation K2 for
k∗ = 5m4/kg s and Kdft as in Example 6.13. Kinetic functions kc and ke result from K3 with
k∗ = 0.005m6/kg2. The gray line marks sonic transition waves. The black dots mark measured
values from the experiment in Section 6.3.
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threshold a > 0. If the driving force f is suﬃciently small, the phase boundary does not
propagate. Note that this involves static phase transitions, whose end states are not the
saturation states.
The conditions of Theorem 6.1 are satisﬁed, but for |f | < a condition (6.4) is violated.
Thus, the microsolver of Algorithm 5.8 is not applicable with kinetic relation K5. However,
unique Riemann solutions can be singled out, assuming non-monotone pressure functions
that are piecewise linear, see [2].
Remark 6.9 (Kinetic relation K7 and Liu’s entropy criterion).
The Liu micro solution due to Deﬁnition 4.4 implies a kinetic relation implicitly. It can
be described as follows. Except of metastable transitions, all subsonic phase transitions
connect to one of the saturation states. In this sense, the mixture pressure function of
Deﬁnition 4.1, together with the Liu entropy criterion in Deﬁnition 4.6, determines the
kinetic functions
kc : [τ
sc
liq, τ
sat
liq ]→ Avap, ke : [τ
sat
vap, τ
sc
vap]→ Aliq,
τliq 7→ τ
sat
vap, τvap 7→ τ
sat
liq .
The corresponding kinetic relation is named K7 in Table 6.1 and Figure 6.2. It was already
applied in Example 5.9.
The kinetic functions are constant and can be seen as the limit of monotone decreasing
functions, see Figure 6.2 for illustration. However, they fulﬁll the conditions of Deﬁnition 5.1
and can be used for the microsolver of Algorithm 5.8. The subsequent corollary compares
Liu micro solutions with k7-micro solutions.
Corollary 6.10 (Liu micro solution and the k7-micro solution).
Consider Liu micro solutions as in Theorem 4.13 and k7-micro solution as in to Theorem 5.7.
The solutions are composed of the waves given by the tables 4.1, 4.2, 5.1 and 5.2.
The waves of the following types are identical
type 1ζL and 1L, type 2
ζ
L and 2L, type 3
ζ
L and 3L for τL ∈ (τ
min
liq , τ
sat
liq ],
type 3ζR and 1R, type 4
ζ
R and 5R, type 5
ζ
R and 6R for τR ∈ [τ
sat
liq ,∞).
The remaining wave types are diﬀerent due to diﬀerent pressure values in the metastable
phases.
Proof of Corollary 6.10. End and intermediate states of the waves under consideration are
in the stable phases, such that Lemma 4.5 holds. It remains to check the speciﬁc volume
values, where the wave structure changes. For kinetic relation K7 it holds kc ≡ τ
sat
vap = τ
sc
vap
and ke ≡ τ
sat
liq = τ
se
liq. The waves of the ﬁrst family are equal, since gs(τ
sat
liq ) = τ
se
vap. The
waves of the second family are equal, identifying τ¯ with τˇ .
Remark 6.11 (Kinetic relation K8).
Pushing k∗ in K2 to inﬁnity leads to the kinetic relation K8(f, s) = −s, what means that
no entropy is dissipated, since s = 0. Theorem 6.1 can be applied but the corresponding
kinetic functions are monotone increasing. Phase transitions, that obey K8, satisfy s = 0,
vliq = vvap, p(τliq) = p(τvap). The kinetic functions are given by
kc(τliq) = p
−1
vap(p(τliq)) and ke(τvap) = p
−1
liq (p(τvap)), (6.6)
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where p−1liq is the inverse function of p : Aliq → R and p
−1
vap is the inverse of p : Avap → R.
In Eulerian coordinates s = j = 0 means, there is no mass ﬂux between the phases. Such
a phase transition may represent material boundaries of diﬀerent immiscible substances.
Riemann solvers for impermeable material boundaries can be found, e.g. in [28].
Remark 6.12 (Kinetic relation K6).
As there is no entropy dissipation inK1 andK8 the kinetic relation with the highest entropy
release has to be searched somewhere in between. The interfacial entropy production
is given by the product s f , see (2.30). We may derive a kinetic relation with the
highest entropy release at constant τliq or at constant τvap related to the extreme value of
f(τliq, τvap) s(τliq, τvap). The conditions
d
d τvap
f sc = 0 and
d
d τliq
f se = 0 lead to the relations
f(τliq, τvap) + sc(τliq, τvap)
2 JτK2 = 0, f(τliq, τvap)− se(τliq, τvap)2 JτK2 = 0.
Kinetic relation K6(f, s, τliq, τvap) = f − sign(s) s
2 JτK2 takes both cases into account.
Figure 6.3 shows, that the corresponding kinetic functions for K6 are monotone increasing,
thus the microsolver of Algorithm 5.8 is not applicable.
Note that this kinetic relation does not correspond to the energy rate admissibility
criterion in [21, 36]. There, entropy is minimized over a set of admissible Riemann solutions,
while here it is minimized over a set of phase transitions with one ﬁxed end state.
Example 6.13 (Density functional theory and kinetic relation K2).
Density functional theory is used in [42] in order to compute resistivities for heat transfer
and for mass transfer at vapor liquid interfaces. The authors assume a correlation between
the interfacial mass ﬂux and diﬀerences in the chemical potential that is similar to kinetic
relation K2. For isothermal one-component ﬂuids the correlation reduces to JµK = −T R j,
where R ≥ 0 is called interfacial resistivity. That gives for (2.7), (6.2), ζ = 0 and j = −s
the relation
JfK + {τ} JpK = T R s.
Note that this is K2 with k
∗ = T R up to the term {τ} JpK. The missing term vanishes in
the equilibrium case and it is assumed to be small for the subsequent paragraph.
One ﬁnds values of R for n-octane in [73]. We assume that the ﬂuids octane and
n-dodecane behave similar, since both are alkanes. Resistivity values of octane are now
used to estimate kinetic relation K2 for n-dodecane at 230
◦C, or precisely to determine
k∗. Resistivity values depend on temperature. We estimate the values with respect to the
reduced temperature T/Tc. This results in the deﬁnition
Kdft(f, s) := f − s k
∗
dft with k
∗
dft = 28m
4/kg s. (6.7)
Corresponding kinetic functions exist due to Theorem 6.1, but, as one can see in Figure 6.3,
the functions are not monotone decreasing. Thus, Theorem 5.7 is not applicable. However,
Example 6.17 shows that kdft-micro solutions can nevertheless be computed.
Remark 6.14 (Micro solution for monotone increasing kinetic functions).
It is remarkable that it is possible to deﬁne monotone generalized Lax curves for kinetic
relation K8. The corresponding kinetic functions (6.6) are monotone increasing and such
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that the pressure is equal in both end states. That means the value of the Lax curve is
the same as in the metastable phase. More precisely
L1(τL, τvap) = L1(τL, ke(τvap)) for τvap ≥ τ
sat
vap, since p(ke(τvap)) = p(τvap) and
L2(τliq, τR) = L2(kc(τliq), τR) for τliq ≤ τ
sat
liq , since p(kc(τliq)) = p(τliq).
The domain of deﬁnition for such Lax curves is restricted since we cannot expect that
the pressure function provides for any pressure value in a stable phase a corresponding
metastable volume value with the same pressure. Furthermore, attached waves are excluded
due to the zero propagation speed of the phase transition. However, as long as the Lax
curves exist, they are monotone.
On the other hand Lax curves for K7 are by far not constant (see Figure 5.4 (right)),
that would be the crucial limit for monotonicity. We believe therefore, that considering
monotone decreasing kinetic functions is too restrictive and not necessary for unique
k-micro solutions.
6.2 Illustrating examples of k-micro solutions
We apply the kinetic relations to the k-microsolvers of Chapter 5. One k7-micro solution
was already considered in Example 5.9. The ﬁrst example shows, that saturation states
are preserved, and we study the dependency of k-micro solutions on surface tension and
diﬀerent kinetic relations.
Example 6.15 (Static solutions and inﬂuence of the surface tension term ζ).
We compute the k7-micro solution for the initial states of Example 4.18, that are the
saturation states for ζ = 0 and zero velocity in both phases. As one can see in Figure 6.4,
solution and initial states are identical. This is due to the fact that all kinetic relations in
Theorem 6.1 fulﬁll K(0, 0) = 0 and f(τ satliq , τ
sat
vap) = 0.
That changes for ζ 6= 0. Figure 6.4 shows the k7-micro solution for ζ ∈ {−0.01, 0, 0.0 }.
The k7-micro solution for ζ = −0.01 is a composition of a shock wave followed by an
evaporating wave with speed s ≈ −0.004 and another shock wave respectively a composition
of wave type 2L and 1R. On the other hand, for ζ = 0.01 we ﬁnd a rarefaction wave followed
by a condensation wave with speed s ≈ 0.004 and another rarefaction wave, respectively a
composition of wave type 1L and 4R.
Note that thermodynamic equilibrium solutions (cf. Lemma 3.7) are preserved. Com-
pared with the Liu micro solutions of Example 4.18, the phase boundary propagates faster
and there occurs one more wave in the metastable region. As in Example 4.18, one can
interpret the examples with surface tension as considering a spherical bubble or droplet.
In both cases, the radius decreases in order to compensate the pressure diﬀerence due to
the Young-Laplace law.
Example 6.16 (Inﬂuence of diﬀerent kinetic relations).
This example shall illustrate the eﬀect of diﬀerent kinetic relations. We use again the van
der Waals pressure of Example 2.4 and initial conditions
U (ξ, 0) =

(0.57, 0)
⊺
for ξ ≤ 0,
(50, 0)
⊺
for ξ > 0,
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Figure 6.4: k7-micro solutions for different amounts of surface tensions. The left figure shows the
specific volume and the right one the velocity as function of the Lagrangian space variable at
time t = 1.
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Figure 6.5: Liu micro solution (dashed line) and k-micro solution (solid lines) with different
kinetic relations. The left figure shows the pressure and the right one the velocity as function
of the Lagrangian space variable at time t = 1.
such that the liquid state is metastable. The solid lines in Figure 6.5 show the k-micro
solution for ζ = 0 and diﬀerent kinetic relations. All k-micro solutions are composed of a
shock wave followed by an evaporation wave with attached rarefaction wave and a shock
wave. In terms of Table 5.1 and Table 5.2 the solution is composed of wave type 3L and
type 6R. We see that the pressure in the liquid phase is higher for more entropy dissipation
while the propagation speed gets slower.
Furthermore, the example illustrates one of the shortcomings of the Liu microsolver.
The Liu micro solution is a composition of wave type 6ζL and 3
ζ
R. It is plotted with a dashed
line in Figure 6.5. The phase transition is a metastable transition wave, however without
respecting the correct macro-scale pressure. Thus, this wave violates the Rankine-Hugoniot
conditions (3.7), which are states for the original pressure function and not the mixture
pressure.
6.3 Validation with shock tube experiments
We compare the numerical approaches against the shock tube experiments of Simoes-
Moreira and Shepherd in [68], for the purpose of validation. In their experiments liquid n-
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dodecane was relaxed into a low pressure reservoir. They observed stable evaporation fronts
of high velocity. We consider here only the series of experiments at constant temperature
T = 230 ◦C. Initially the liquid was at saturation pressure (here p(τ satliq ) = 1.37 bar) and
the vapor pressure varies between almost vacuum and the saturation pressure.
We compare the experimental data with k-micro solutions for diﬀerent kinetic relations.
We assume that the dissipation rate k∗ in kinetic relationK2 orK3 depends on temperature
1,
thus the isothermal series in [68] allows us to use the same value of k∗ for all test cases.
The experiment shows stable evaporation fronts until a vapor pressure of 0.7 bar. At
higher pressure there was either no evaporation process starting or they observed a train
of bubbles and unstable waves. The ﬁrst case corresponds to zero transition speed. In the
second case no evaporation front could be determined. Our special interest lies on the test
cases which led to stable evaporation fronts, in order to compare front speeds.
We provide several examples where we compare one-dimensional Riemann solutions
and numerical approximations against the measured (planar) evaporation front speed.
Furthermore, the authors measured the pressure near the evaporation front. Assume
for a moment that the measured values are comparable to the end states at the phase
boundary. This could give some hints, which is the physically correct kinetic relation.
The measured pressure values (Pbottom and Pexit in [68]) are plotted into Figure 6.3 with
black dots. The dots are far from what we can reach with monotone decreasing kinetic
functions. A kinetic function, that is ﬁtted to the measured values and the saturation
state, would be a non-decreasing function. Note that the liquid pressure values are in
the metastable region and metastable transition waves are generally excluded due to the
kinetic function requirements in Deﬁnition 5.1, see Corollary 6.4. However, we assume
that due to limitations in the measurement facility the measured values are not the trace
states itself but at best corresponding mean values of the pressure in the respective phases.
We will see in the subsequent example that Kdft of Example 6.13, which corresponds to
non-decreasing kinetic functions, leads to consistent results.
Example 6.17 (Dodecane shock tube experiments).
This example demonstrates that Algorithm 5.8 is applicable for equations of state of
real ﬂuids and that the k-micro solutions match basic properties of the measurements.
Furthermore, using Kdft leads to consistent results. We consider n-dodecane at T = 230
◦C.
Thermodynamic properties are calculated with the library CoolProp [6]. The liquid state
is taken at saturation, that is pL ≈ 1.39 bar. The vapor state varies from pR = 1.37 bar to
almost vacuum. The initial velocity is zero on both sides.
Figure 6.6 shows the propagation speed in Eulerian coordinates of the evaporation wave
for the kinetic relations K1, K3, K7 and Kdft. The constant for K3 is k
∗ = 0.005m6/kg2
and the corresponding kinetic functions are monotone decreasing. For Kdft Theorem 5.7
is not applicable, however we checked numerically that the corresponding Lax curves
are monotone such that kdft-micro solutions exist uniquely. The kinetic relations under
consideration are shown in Figure 6.3. Note that, in Figure 6.6 the evaporation waves
propagate slower if more entropy is dissipated.
We compare the solutions with the shock tube experiments. The measured front
speed values are also plotted in Figure 6.6. For vapor pressure values from almost
vacuum to 0.4 bar, the measured front speed values, as well as, the speed predicted by the
1Density functional theory, cf. Example 6.13, predicts temperature dependent resistivities.
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Figure 6.6: Comparison of evaporation front speeds for different initial vapor pressure values pR.
In black, the measured values from [68]. The colored lines refer to interface speeds of k-micro
solutions.
k-microsolvers are constant. For lower pressure values the front speeds are decreasing.
The measured front speed is close to zero around 0.7 bar. The propagation speeds,
computed via the k-microsolvers, are decreasing much slower. They reach the value s = 0
for pR = p
sat. That reﬂects the fact that here only thermodynamic equilibrium solutions
are static. A behavior, as in the experiment, would require a kinetic relation, in which the
mass ﬂux is zero until a certain threshold is passed. Such a kinetic relation is described
in Remark 6.8. Recall that the authors observed unstable waves and bubbly ﬂows for
pR > 0.7 bar. Such ﬂows are not comparable with the solutions of Riemann problems.
Let us concentrate again on the range 0 bar ≤ pR ≤ 0.7 bar, where Simoes-Moreira and
Shepherd observed stable evaporation fronts. It is remarkable that the propagation speed
values of kdft-micro solutions match the measured vales. Note that there is no parameter
that has to be tuned. The propagation speeds for the kinetic relations K1, K3 and K7 are
faster than those of the experiment. The diﬀerence reduces, with rising entropy dissipation.
The comparison demonstrates, that for this experiment non-decreasing kinetic functions,
i.e. Kdft, are necessary to predict the correct propagation speed.
We have to remark that the time scale of the experiment was such that bulk waves
were reﬂected at the boundary. Obviously this cannot be taken into account by a single
Riemann problem. We will repeat the comparison with [68] in Chapter 9, when a bulk
solver is available.
6.4 Interim conclusion
The chapter combined two ingredients: kinetic relations and k-microsolvers for pairs
of decreasing kinetic functions. Both were carefully designed, such that they fulﬁll
basic thermodynamic properties. This is not only the case for K7, which is veriﬁed in
Example 6.15. It holds more general. Theorem 6.2 provides necessary conditions, such
that corresponding k-micro solutions
6.4. INTERIM CONCLUSION 71
• are uniquely determined entropy solutions and
• only thermodynamic equilibrium solutions are static.
The validation in Section 6.3 demonstrates that the ki-microsolver, for i = 1, 3, 7 match
basic properties of shock tube experiments. Furthermore, we found good agreements
for Kdft of Example 6.13. However, this kinetic relation leads to non-decreasing kinetic
functions and Theorem 5.7 is not applicable.
Both, the measured evaporation front speeds and the measured pressure values of
the n-dodecane shock tube experiments in Section 6.3 demonstrate, that non-decreasing
kinetic functions are necessary in order to match the experimental data. State of the art
analysis, however, demands pairs of monotone decreasing kinetic functions such that this
is an open problem.
We expect that monotonicity of kinetic functions is not a necessary condition for unique
two-phase Riemann solutions. For instance, the non-decreasing kinetic functions associated
with Kdft lead to unique solutions in Example 6.17 and applying K8 will also lead to
unique solutions, see Remark 6.14. The subsequent chapter introduces an approximate
approach to apply more general kinetic relations.
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Chapter 7
Relaxation microsolver for kinetic
relations
Chapter 5 introduced an exact microsolver for pairs of monotone decreasing kinetic
functions. Most kinetic functions are not explicitly given such that each function evaluation
incorporates the solution of an implicit equation. This is rather elaborate and the
implementation eﬀort due to many possible wave structures, cf. Table 5.1 and Table 5.2, is
high. Furthermore, only the subclass of monotone decreasing kinetic functions is applicable
to the k-microsolver.
In [2, 35], the authors consider two-phase Riemann problems and they apply the kinetic
relation directly. However, they assume piecewise linear pressure functions. The pressure
function in our case is more general, merely Deﬁnition 2.2 is assumed.
This chapter introduces an approximate approach for the micro-scale model in Deﬁ-
nition 3.3. An iterative procedure takes the kinetic relations directly into account. We
consider here only the physically most relevant case of slow subsonic phase transitions.
This leads to an eﬃcient solver, since ﬁnally only one implicit equation has to be solved,
per evaluation of the microsolver mapping.
We will follow the approach of Chalons, Coquel, Engel and Rohde in [12] and construct
in Section 7.1 an approximate microsolver that belongs to the class of relaxation solvers.
With Theorem 7.1 and Theorem 7.2 we give basic well-posedness statements for kinetic
functions and kinetic relations.
We state the algorithm of the new microsolver in Section 7.3 and we analyze the quality
of the relaxation approximation with respect of the exact micro solution. The results are
summarized in the ﬁnal section.
The relaxation approach and the analysis part have been published in [67].
7.1 Relaxation approximation of the Euler
equations
We review the relaxation approach from [15] for isothermal Euler equations in the bulk.
The system under consideration is given by the micro-scale model in Deﬁnition 3.3. As
before, we expect that the solution of this two-phase Riemann problem consists of 3 waves,
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one wave being a phase transition, see Figure 7.1 (left) for some illustration. However,
for the approximate solver we restrict ourselves to subsonic phase transitions that obey a
kinetic relation.
In this section we consider the problem in Eulerian coordinates. Consider the kinetic
relation
K : Aliq ×Avap × R→ R, K(τliq, τvap, j) =
s
µ(τ) +
1
2
τ 2 j2
{
+ g(j), (7.1)
where µ is the speciﬁc Gibbs free energy of Deﬁnition 2.2 and g : R → R is a smooth
function of the mass ﬂux j, that satisﬁes g(j) j ≥ 0.
Note that this is nothing else but (6.1) (left) with diﬀerent arguments, since
K(τliq, τvap, j) = K(f(τliq, τvap),−j) = f(τliq, τvap) + g(j). (7.2)
We will consider only smooth kinetic relations and refer to the numbering of Table 6.1, i.e.
we write K2 for K2(τliq, τvap, j) = Jµ(τ) + τ 2 j2/2K + k∗ j with k∗ > 0.
We approximate the exact solution of the micro-scale model by the solution of the
Riemann problem for an extended relaxation system. For purely hyperbolic systems,
relaxation approximations trace back to [69]. In this case the new system contains one
additional equation for an additional unknown (called π in the sequel) which substitutes
the nonlinear pressure function of Deﬁnition 2.2.
The system is still nonlinear but all ﬁelds are linear degenerate which makes the
solution of the Riemann problem straightforward. We ﬁrst follow the idea of [69] exactly
and are led to the relaxation Riemann problem
Vt +G(V )x = 0⇔

 ̺̺ v
̺π


t
+

 ̺ v̺ v2 + π
(̺ π + a2)v


x
=

00
0

 , (7.3)
subject to the initial datum
V (x, 0) =

VL = ̺L (1, vL, p˜(̺L))
⊺
for x ≤ 0,
VR = ̺R (1, vR, p˜(̺R))
⊺
for x > 0.
(7.4)
The parameter a > 0 will be deﬁned below. It is straightforward to see that (7.3) is
hyperbolic in the convex state space (0, (τminliq )
−1)×R2. The eigenvalues of the Jacobian of
G are
λ˜R1 (V ) = v − τ a, λ˜
R
2 (V ) = v, λ˜
R
3 (V ) = v + τ a.
It is also readily checked that all characteristic ﬁelds of (7.3) are linear degenerate.
Therefore, the weak solution of (7.3), (7.4) with a > 0 is uniquely determined and made
up of 3 contact discontinuities. Note that a is related to the sound speed, cf. (2.27). For
related work on the relaxation procedure we refer to [12, 15] and references therein.
This procedure would only provide a good approximation for one-phase problems.
Because we want to solve a two-phase problem for some given kinetic relation (7.1), we
will rely on a diﬀerent wave fan (which in general is not a weak solution of (7.3)).
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Figure 7.1: Left: typical wave structure for the two-phase Riemann solution. Right: wave fan of
the relaxation approximation for some kinetic relation composed of 3 linear degenerate waves
and the relaxation phase transition.
We propose to approximate the two-phase Riemann problem by adding a phase
transition (see Figure 7.1 (right)). The phase transition is a discontinuous wave that is
supposed to satisfy the jump conditions
˚ JτK + JvK = 0, ˚ JvK + JπK = ζ, K(τliq, τvap, ˚) = 0. (7.5)
In this way, we ensure that later on the jump conditions of the original system (3.2) and
the kinetic relation (7.1) are preserved for the approximation. The number ˚ = ˚(VL,VR)
is an estimate for the mass ﬂux (2.26). It is a function of the states VL,VR and a priori
not known exactly. We assume that this mapping satisﬁes
˚ = ˚(VL,VR) ∈ C
(
A˜liq × R
2 × A˜vap × R
2
)
. (7.6)
All other waves are kept satisfying the standard Rankine-Hugoniot conditions. Such an
approach was introduced in [12] for the p-system, for simpler pressure laws and kinetic
functions, and without surface tension.
Let now some ˚ be given and assume that ˚ does not vanish. W.l.o.g. we consider ˚ < 0.
This implies for any V ∈ (0, (τminliq )
−1)× R2
λR2 (V ) = v < v − τ ˚.
The case ˚ > 0 can be treated analogously, for ˚ = 0 see Remark 7.3. Now we let a > −˚
and search for a function V : R× (0, T )→ (0, (τminliq )
−1)× R2 given by
V (x, t) =

 ̺̺ v
̺ π

 =


VL for x ≤ t σ1,
V# for t σ1 < x ≤ t σ2,
Vliq for t σ2 < x ≤ t σ3,
Vvap for t σ3 < x ≤ t σ4,
VR for t σ4 < x
(7.7)
with propagation speeds
σ1 = λ˜
R
1 (VL) = λ˜
R
1 (V#), σ2 = λ˜
R
2 (V#) = λ˜
R
2 (Vliq),
σ3 = v − τ ˚, σ4 = λ˜
R
3 (Vvap) = λ˜
R
3 (VR).
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JV K := V# − VL JV K := Vliq − V# JV K := Vvap−Vliq JV K := VR − Vvap
σ1 = v − τ a σ2 = v σ3 = v − τ ˚ σ4 = v + τ a
−a JτK+JvK= 0
a JvK+JπK= 0 JvK= 0JπK= 0 −˚ JτK+ JvK=0˚ JvK+JπK=ζ
K(τliq, τvap, ˚)=0
a JτK+JvK= 0
−a JvK+JπK= 0
Table 7.1: Jump conditions for the two-phase relaxation Riemann problem. Each column stands
for one wave in the representation formula (7.7).
Note that eigenvalues are constant across discontinuous waves. The states Vliq and Vvap
are connected by a discontinuity, which we call relaxation phase transition. From
a > −˚ > 0 we see immediately that the ordering of the waves in (7.7) is consistent. For
the case ˚ > 0 the relaxation phase transition would move slower than the contact wave
associated to the eigenvalue λ˜R2 and the construction (7.7) has to be changed accordingly.
We summarize the conditions for the three unknown intermediate states V#, Vliq
and Vvap in (7.7) in Table 7.1. The obviously redundant relations are already skipped.
Altogether we obtain 8 linear equations and one nonlinear equation for nine unknowns.
Note that we use the J·K-notation not only for the (relaxation) phase transition but for all
discontinuities. We call a function V of from (7.7) K-relaxation approximation if all
conditions from Table 7.1 are satisﬁed. The solution of this algebraic problem depends on
the choice of the kinetic relation and will be investigated in the next section.
The corresponding K-relaxation microsolver – a mapping of type (3.4) – is denoted
with M˜R
K
. The superscript R denotes that it is not an exact microsolver in the sense of
Deﬁnition 3.3 but a relaxation approximation. To refer to a certain kinetic relation (i.e.
K2), we write K2-relaxation approximation, K2-relaxation microsolver and M˜
R
K2
.
7.2 Well-posedness of the K-relaxation microsolver
The main results of this section are Theorem 7.1 and Theorem 7.2 which give existence,
uniqueness, and continuous dependence statements for monotone kinetic functions obtained
by Theorem 6.2 and general kinetic relations K from (7.1), respectively. Note that we
impose slightly diﬀerent restrictions on kinetic functions than in Deﬁnition 5.1.
Theorem 7.1 (Existence and uniqueness for decreasing kinetic functions).
Consider a smooth and strictly decreasing kinetic function k : Aliq → Avap and let the
arguments (̺L, vL, ̺R, vR, ζ) ∈ A˜liq×R×A˜vap×R×Z of the microsolver map (3.4) be given,
such that ˚ < 0 holds.
Then, there exists a positive number a¯, such that for all a > a¯, there is a unique
Kk-relaxation approximation V for the kinetic relation Kk : (τliq, τvap, j) = k(τliq)− τvap. In
particular, V satisfies ̺#, ̺liq ∈ A˜liq and ̺vap ∈ A˜vap. Furthermore, the mapping M˜
R
Kk
is
continuous.
The theorem is given for the condensation case ˚(VL,VR) < 0. The evaporation case is
similar.
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Proof of Theorem 7.1. First, we show that the system of 9 equations from Table 7.1 is
uniquely solvable. Choose a¯ such that ˚ ∈ (−a¯, 0) holds, which is possible due to (7.6).
Using all jump conditions except the kinetic relation, a straightforward computation shows
that all unknowns can be expressed in terms of τ := τliq. In particular, we have for a > a¯
the relation τvap = A
aτ +Ba with
Aa = Aa(VL,VR) =
a ˚− ˚2
2 a2 + a ˚− ˚2
,
Ba = Ba(VL,VR) =
πR − πL + a(vR − vL) + 2 a
2 τR − ζ
2 a2 + a ˚− ˚2
.
(7.8)
To conclude, we deﬁne the mapping Fa : Aliq → R by Fa(τ) = k
−1(Aaτ +Ba). Recall that
k is strictly decreasing and k−1 : Avap → Aliq exists. Furthermore, we have A
a → 0 and
Ba → τR ∈ Avap for a→∞. Thus, A
aτ +Ba ∈ Avap for all τ in the bounded set Aliq for
a > a¯, after possibly increasing a¯ once more. Again, using Aa → 0, we observe that F a is
contracting since k is smooth. Thus, there exists a unique solution of the equations from
Table 7.1, the corresponding mapping M˜R
Kk
is continuous.
There is a continuous function ϕ = ϕ(VL,VR, a) with ϕ(VL,VR, a)→ 0 for a→∞ such
that τ# = τL + ϕ(VL,VR, a) holds. Then we ﬁnd τ# ∈ Aliq for suﬃciently large a¯.
Theorem 7.1 gives a global existence result. For kinetic relation K from (7.1) we are able
to show a result for initial datum close to states which produce a single phase transition
as traveling wave solution. Note that we make no assumptions whether Theorem 6.1 holds
for K. Precisely, consider the input arguments (ˆ̺L, vˆL, ˆ̺R, vˆR, ζˆ) ∈ A˜liq×R× A˜vap×R×Z
for M˜R
K
and a number ˆ < 0, such that the conditions
−ˆ(τˆR − τˆL) + (vˆR − vˆL) = 0, ˆ(vˆR − vˆL) + p(τˆR)− p(τˆL) = ζˆ , K(τˆL, τˆR, ˆ) = 0 (7.9)
are satisﬁed. Then (
ˆ̺
vˆ
)
(x, 0) =

(ˆ̺L, vˆL)
⊺
: x− sˆ t ≤ 0,
(ˆ̺R, vˆR)
⊺
: x− sˆ t > 0
(7.10)
is a single phase transition that solves the micro-scale model of Deﬁnition 3.3 with speed
sˆ = vˆL − τˆL ˆ > 0. Due to (7.4) and (7.5) the single relaxation phase transition
Vˆ (x, t) =
{
VˆL := (ˆ̺L, vˆL, p(ˆ̺L))
⊺
for x− sˆ t ≤ 0,
VˆR := (ˆ̺R, vˆR, p(ˆ̺R))
⊺
for x− sˆ t > 0
(7.11)
is also a K-relaxation approximation, when ˚(VˆL, VˆR) = ˆ holds. Note that densities and
ﬂuid velocities satisfy a ﬁxed point condition in the following sense
M˜R
K
(
ˆ̺L, vˆL, ˆ̺R, vˆR, ζˆ
)
= (ˆ̺L, vˆL, ˆ̺R, vˆR, sˆ) .
Theorem 7.2 (Existence and uniqueness for kinetic relations).
Let (ˆ̺L, vˆL, ˆ̺R, vˆR, ζˆ) ∈ A˜liq×R× A˜vap×R× Z be given, such that (7.9) is satisfied for a
kinetic relation K. Assume that ˚(VˆL, VˆR) 6= 0,
|ˆ| < max { c(τˆL), c(τˆR) } and ˚(VˆL, VˆR) = ˆ (7.12)
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hold.
Then, there exists a number a¯ > 0 and an open set W ⊂ A˜liq×R× A˜vap×R×Z with
(ˆ̺L, vˆL, ˆ̺R, vˆR, ζˆ) ∈ W, such that there exists for all (̺L, vL, ̺R, vR, ζ) ∈ W and all a > a¯ a
unique K-relaxation approximation V for K. In particular, V satisfies ̺#, ̺liq ∈ A˜liq and
̺vap ∈ A˜vap. Furthermore, the mapping M˜
R
K
is continuous.
The ﬁrst condition in (7.12) states that the single phase transition (7.10) is of subsonic
type. It is included in the deﬁning relation (3.17).
Proof of Theorem 7.2. We present the proof for the case ˚(VˆL, VˆR) < 0. As in the proof
of Theorem 7.1, we condense the conditions in Table 7.1 to a scalar equation for τvap in
terms of τ = τliq. One ﬁnds for Ta(τ) = Ta(τ ;VL,VR) := A
a(VL,VR)τ + B
a(VL,VR) again
the relation
τvap = Ta(τliq;VL,VR),
where Aa and Ba are deﬁned as in (7.8). Applying the kinetic relation (7.1), we can
eliminate τvap and obtain the scalar equation
Fa(τ) = Fa(τ ;VL,VR) := K (τ, Ta(τ ;VL,VR), ˚(VL,VR)) = 0,
or writing out K
µ (Ta(τ ;VL,VR))− µ(τ) +
˚2
2
(
Ta(τ ;VL,VR)
2 − τ 2
)
+ k(˚) = 0.
As in the proof of Theorem 7.1, we see that Fa : Aliq → R is well-deﬁned for a suﬃciently
large. We know from (7.9) that Ta(τˆL; VˆL, VˆR) = τˆR, thus
Fa(τˆL; VˆL, VˆR) = 0 (7.13)
holds with (7.12).
Now, recall from (2.7) that the speciﬁc Gibbs free energy satisﬁes µ′(τ) = τ p′(τ). Then,
the derivative of Fa with respect to τ is
F ′a(τ) = Ta(τ) p
′(Ta(τ))T
′
a(τ)− τ p
′(τ) + ˚2 (Ta(τ)T
′
a(τ)− τ)
= τ
(
−p′(τ)− ˚2
)
− Ta(τ)T
′
a(τ)
(
−p′(Ta(τ))− ˚
2
)
.
From (7.12), we conclude p′(τˆL/R) + ˆ
2 = −c2(τˆL/R) + ˆ
2 < 0. Moreover, we can choose a¯
such that the relation Ta(τˆL; VˆL, VˆR)Aa(VˆL, VˆR) < 0 holds for all a > a¯, such that we get
F ′a(τˆL; VˆL, VˆR) > 0.
Then, we can deduce from (7.13) that there exists at least locally a unique K-relaxation
approximation V for K and M˜R
K
is continuous.
Remark 7.3 (Existence and uniqueness for vanishing mass ﬂux estimate).
Theorem 7.2 is stated for the case that ˚(VˆL, VˆR) does not vanish. The existence of a
K-relaxation approximation can also be proven for the zero case, provided that
˚(VL,VR) = 0 ⇔ VL,VR solves (7.9) with VˆL = VL, VˆR = VR and ˆ = 0
holds. In this case, (7.7) remains well-deﬁned, since V# = Vliq holds.
7.3. ALGORITHM AND VERIFICATION 79
7.3 Algorithm and verification
The approximate solver crucially depends on estimates ˚ and a > 0. We provide in this
section illustrating examples for speciﬁc choices of the parameters and we verify the
relaxation approximations with respect to the exact solutions. Parameter a > 0 is linked
to the sound speeds in the respective phase. In real ﬂuids, but also for the van der Waals
Example (2.4), the propagation speed in diﬀerent phases diﬀers in magnitudes. Therefore,
phase depended versions
aL := α c(τL) and aR := α max { c(τR), ˚(VL,VR) } , (7.14)
with α > 1 of a are considered.
Algorithm 7.4 (K-relaxation microsolver M˜R
K
).
Let the arguments (̺L, vL, ̺R, vR, ζ) ∈ A˜liq×R× A˜vap×R×Z of the microsolver map (3.4),
a kinetic relation K, a parameter α > 1 and a mapping ˚ = ˚(VL,VR) that satisfies (7.6)
be given.
Step 1. Determine the initial datum VL, VR due to (7.4), the mass flux estimate ˚ and
aL, aR due to (7.14).
Step 2. If ˚ > 0 repeat Step 1 for the arguments (̺R,−vR, ̺L,−vL,−ζ).
Step 3. Solve the system defined in Table 7.1 for K.
Step 4. Return (̺liq, vliq, ̺vap, vvap, s) or (̺vap,−vvap, ̺liq, vliq,−s) if Step 2 was applied.
It remains to determine the mass ﬂux estimate (7.6). The choice should ensure, in
particular, the second condition in (7.12), that is ˚(VˆL, VˆR) = ˆ for the end states VˆL, VˆR
of the single relaxation phase transition (7.11). We may us one of the conditions in (7.9)
˚τ (VL,VR) :=
vR − vL
τR − τL
, ˚v(VL,VR) := −
πR − πL + ζ
vR − vL
,
˚K(VL,VR) := g
−1 (−f(τL, τR))
(7.15)
to achieve this or a convex combination thereof. Note that we applied (7.2) for the latter
one. This estimate demands that g−1 exists. The estimate ˚v is undeﬁned for vR = vL
and should therefore not be used. The estimate ˚τ is zero for vR = vL, independent of the
initial speciﬁc volume or pressure values. Thus, we rely on convex combinations of ˚τ and
˚K.
We proceed with examples of K-relaxation approximations. The ﬁrst one demonstrates
that the approach works well for initial states near the traveling wave solution (7.10).
This was expected due to Theorem 7.2. The subsequent examples, however, show that
the relaxation approximation can be very poor. We apply the van der Waals pressure of
Example 2.4 and (7.14) with α = 1.2, unless otherwise speciﬁed
Example 7.5 (Inﬂuence of the surface tension term ζ).
We compute the K2-relaxation approximation with k
∗ = 1 for the initial conditions of
Example 4.18. The initial states are the saturation states for ζ = 0. The mass ﬂux
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estimate is ˚(VL,VR) := 0.8 ˚τ (VL,VR) + 0.2 ˚K(VL,VR). The K2-relaxation approximations
are transformed to Lagrangian coordinates to compare them with the Liu micro solution
of Example 4.18 and the k3-micro solution of Example 6.15. The micro solutions are very
similar, although diﬀerent kinetic relations are used.
Figure 7.2 shows the result. The initial condition constitutes a ﬁxed point of the K2-
relaxation microsolver in case of ζ = 0, thus the solution remains static. The choice (7.15)
results in an evaporation wave for ζ = −0.01, that propagates with speed s ≈ −0.0037.
The condensation wave for ζ = 0.01 propagates with s ≈ 0.0037. Due to the choice of aL
and aR, bulk waves propagate faster than in case of the exact solution.
Example 7.6 (Quality of the K1-relaxation approximation for diﬀerent ˚).
We compare the K1-relaxation approximation with the k1-micro solution. The initial
condition are
(τ, v)(ξ, 0) =

(0.5, 0.5)
⊺
for ξ ≤ 0,
(10, 0)
⊺
for ξ > 0.
Figure 7.3 shows the relaxed pressure π (left) and the pressure computed from the
speciﬁc volume of the solution (right). In case of the (exact) k1-micro solution we used
π(ξ, t) = p(τ(ξ, t)). The wave pattern of the k1-micro solution is composed of a rarefaction
wave followed by an evaporation wave with speed sex ≈ −0.17 and a shock wave. The
K1-relaxation approximation uses the mass ﬂux estimate ˚τ (blue fan in Figure 7.3) and
the exact value ˚ex := −sex of the k1-micro solution (red fan in Figure 7.3). Note that ˚K
is not applicable since g(j) is zero.
TheK1-relaxation approximation with ˚τ predicts a condensation wave of speed s ≈ 0.05.
The relaxed pressure π, as well as, p(τ) are rather far from the exact values pliq ≈ 0.55,
pvap ≈ 0.45 at the phase transition. The reason might be the poor mass ﬂux estimate.
Using ˚ex, however, does not lead to a better approximation. It is even worse, using the
exact mass ﬂux leads to a solution with negative values for speciﬁc volume and pressure.
Example 7.7 (Quality of the K1-relaxation approximation for diﬀerent a).
We have seen in the last example that the K1-relaxation approximation may lead to
inadmissible states. This was the case for the mass ﬂux estimate ˚ex, here we found
negative values for speciﬁc volume and pressure. According to Theorem 7.1, increasing
a, or α in (7.14), leads to admissible solutions. Unfortunately that does not improve the
quality of the approximation. We found, for instance, admissible solutions (̺liq ∈ A˜liq,
̺vap ∈ A˜vap) for α = 3 and α = 12. But the speciﬁc volume and pressure values of the
approximations are rather far from those of the exact solution, see Figure 7.4.
More precisely, increasing a leads to relaxation approximations, where Vliq ≈ VL and
Vvap ≈ VR holds. This can be seen also in Table 7.1 pushing a to inﬁnity. The solution is
admissible, just like the initial states, but looses all other properties.
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Figure 7.2: K2-relaxation approximations for different amounts of surface tensions in Example 7.5.
The left figure shows the specific volume and the right one the velocity as function of the
Lagrangian space variable at time t = 1.
−8 −6 −4 −2 0
0
0.5
1
1.5
ξ at t = 1
re
la
x
ed
p
re
ss
u
re
π
exact
˚
˚ex
−8 −6 −4 −2 0
0
0.5
1
1.5
ξ at t = 1
p
re
ss
u
re
p
(τ
)
exact
˚
˚ex
Figure 7.3: Relaxed pressure π (left) and pressure p(τ) (right), both as functions of the Lagrangian
space variable at time t = 1. In black the k1-micro solution, in blue and in red K1-relaxation
approximations for different mass flux estimates in Example 7.6.
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K1-relaxation approximations for different estimates of a, see Example 7.7.
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7.4 Interim conclusion
The relaxation approach provides an eﬃcient way to approximate the solution of the
micro-scale model of Deﬁnition 3.3 for almost any kinetic relation. In particular the solver
overcomes the shortcoming of the k-microsolver in Chapter 5, which was only for monotone
decreasing kinetic functions applicable. Furthermore, the K-relaxation approximation
preserves thermodynamic equilibrium solutions (Example 7.5).
Unfortunately, the approximation of the K-relaxation solver can be very poor. More
severe, there are (tuning) parameters a and ˚ but they are not able to improve the quality
of the approximation. Theorem 7.1 and Theorem 7.2 state that increasing the parameter
a leads to admissible solutions, what merely means that states are in the required phase.
But, neither increasing a (cf. Example 7.7), nor improving the mass ﬂux estimate (cf.
Example 7.6) led to good results.
However, the authors in [12] observe grid convergence, combining the relaxation solver
with a front tracking scheme. We will analyze the coupling of microsolver and bulk solver
in Chapter 9.
Chapter 8
Bulk solver with front tracking for
radially symmetric solutions
In this chapter, we present our implementation of the front tracking scheme of Algorithm 3.1.
The scheme solves the free boundary value problem of Section 2.4. For other numerical
methods for two-phase ﬂow problems of mixed hyperbolic-elliptic type, we refer to [8, 14,
16, 30, 58, 75].
We will restrict ourselves to the one-dimensional case d = 1 and radially symmetric
solutions in Rd for d > 1. In this way it is possible to take into account curvature eﬀects
without requiring a complex computation of the curvature. Furthermore, we want to keep
the scheme simple but conservative, thus it bases on a (formally) ﬁrst order ﬁnite volume
method with local grid adaption. The resulting method serves as a test environment for
the microsolvers of the previous chapters.
The ﬁrst section introduces the discrete formulation of the method and the underlying
grid. Section 8.2 states the algorithm of the scheme and demonstrates that it is conservative
and preserves isolated phase transitions.
The bulk solver has been published in [67], where it was combined with the K-relaxation
microsolver of Chapter 7.
8.1 Moving mesh finite volume method
Let us introduce ﬁrst the transformed setting of the isothermal Euler system, cf. [51,
Section 18.9]. For Rmax > Rmin > 0 let U˜ = U˜ (x, t) = (̺(x, t),m(x, t)
⊺
)
⊺
be a radially sym-
metric solution of the system (2.20) in Ω× [0, T ), with Ω = {x ∈ Rd | Rmin < |x| < Rmax }.
We assume that there is a single interface of the form Γ(t) = γ(t)Sd−1 with γ(t) ∈
(Rmin, Rmax) for t ∈ [0, T ). Then, there is a functionW =W (r, t) = (̺(r, t),m(r, t))
⊺
with
̺(x, t) = ̺(r, t), m(x, t) =
x
r
m(r, t), |x| = r. (8.1)
Note that the density is denoted with ̺, independent of the spatial variable, while there
are two versions of the momentum function m =m(x, t) and m = m(r, t). The function
W satisﬁes
Wt +
1
rd−1
(
rd−1 F (W )
)
r
=
d− 1
r
Q(W ) (8.2)
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Figure 8.1: Possible mesh modification: moving mesh strategy for tn → tn+1 resp. tn+1 → tn+2
and local remeshing when in+1γ = i
n
γ + 1. The dots denote the actual partition obtained by
applying R and the gray boxes indicate the cells.
in { (r, t) ∈ (Rmin, Rmax)× (0, T ) | r 6= γ(t) }. In view of the isothermal model from Deﬁni-
tion 2.8, the system (8.2) is completed with initial and boundary conditions
W (r, 0) =W0(r) := ̺0(x) (1,v0(x) · x)
⊺
, |x| = r
and m(Rmin, t) = m(Rmax, t) = 0 for t ∈ [0, T ).
In (8.2) the functions F ,Q : (A˜liq ∪ A˜vap)× R→ R
2 are given by
F (W ) =
(
m
m2
̺
+ p˜(̺)
)
, Q(W ) =
(
0
p˜(̺)
)
.
The bulk solver for the numerical scheme can be classiﬁed as a moving mesh ﬁnite volume
scheme with explicit time stepping. For two successive time levels tn < tn+1, n ∈ N, the
associated time step is deﬁned by ∆tn = tn+1 − tn.
For the description of the moving mesh strategy, let us introduce ﬁrst the points
Rmin = x0 < x1 < · · · < xI+1 = Rmax. The numerical algorithm will determine for any
n ∈ N a number γn ∈ (Rmin, Rmax), which represents the position of the discrete phase
boundary at time tn. Let
inγ =

k if |γ
n − xk| < |γ
n − xi| for all i = 1, . . . , I, i 6= k,
i if |γn − xi| = |γ
n − xi+1|
(8.3)
be the index of the closest point to γn. For the spatial discretization we introduce a
time-dependent partition via the function R : N× R→ P(R),
R(inγ , γ
n) =
{
r0, . . . , rI+1 ∈ [Rmin, Rmax]
∣∣∣ ri = xi for i 6= inγ and rinγ = γn
}
.
Figure 8.1 shows possible realizations of R.
In order to preserve the original multidimensional conservation we consider (8.2) not
as a one-dimensional system, but approximate cell averages for the original spherically
symmetric situation, see e.g. [54]. We follow then the classical ﬁnite volume strategy in
R
d and introduce multidimensional grid cells
Kni =
{
x ∈ Rd
∣∣∣ rni ≤ |x| ≤ rni+1 } for rni ∈ R(inγ , γn), and
Kn+1,−i =
{
x ∈ Rd
∣∣∣ rni ≤ |x| ≤ rni+1 } for rni ∈ R(inγ , γn+1), i = 0, . . . , I,
8.1. MOVING MESH FINITE VOLUME METHOD 85
with cell volume |Kni | = Ad(r
n
i+1)−Ad(r
n
i ) and surface measure |∂K
n
i | = A
′
d(r
n
i+1)−A
′
d(r
n
i ).
Here Ad(r) is the volume of a d-dimensional sphere with radius r > 0.
Let us explain the grid notation. Within one time step ∆tn, the interface moves from
γn to γn+1. The points are kept aligned with the interface and R(inγ , γ
n) changes to
R(inγ , γ
n+1). The volume of the adjacent cells may change. If the cell volume becomes
small, a local remeshing is applied from R(inγ , γ
n+1) to R(in+1γ , γ
n+1). Otherwise, inγ = i
n+1
γ
holds and thus Kn+1,−i = K
n+1
i . We refer again to Figure 8.1 for illustration.
Next, we consider the iterates
W ni ≈
1
|Kni |
rni+1∫
rni
A′d(r)W (r, t
n) d r.
The family {W ni | n ∈ N, 0 ≤ i ≤ I } is computed for i = 0, . . . , I by∣∣∣Kn+1,−i ∣∣∣ W n+1i = |Kni | W ni
−∆tn
(
A′d(r
n
i+1)F
n
i+1,– − A
′
d(r
n
i )F
n
i,+ −
(
A′d(r
n
i+1)− A
′
d(r
n
i )
)
Q(W ni )
)
(8.4)
for n > 0 and
W 0i =
1
|K0i |
r0i+1∫
r0i
A′d(r)W0(r) d r.
The surface measure terms A′d in (8.4) stem from the geometric 1/r terms in (8.2).
It remains to ﬁx the ﬂuxes F ni,–/+ in (8.4). Let Fnum : ((A˜liq ∪ A˜vap)× R)
2 → R2 be an
arbitrary numerical ﬂux, that is consistent with F , given in (8.2). Furthermore, we assume
that we have a microsolver M˜ as speciﬁed in Deﬁnition 3.3. By applying M˜ we get (see
Step 1 in Algorithm 8.2 below) two states denoted by W n
–/+ and the speed denoted by s
n
from the microsolver. The ﬂuxes for (8.4) are then given by
F ni,–/+ =

Fnum(W
n
i−1,W
n
i ) for i 6= i
n
γ ,
F (W n
–/+)− s
nW n
–/+ for i = i
n
γ .
(8.5)
For given iterates {W ni | n ∈ N, 0 ≤ i ≤ I }, we deﬁne the piecewise constant approxima-
tion
Wh(r, t) =W
n
i for (r, t) ∈ [r
n
i , r
n
i )× [t
n, tn+1).
As the source term Q is not stiﬀ, one obtains the CFL condition
∆tn ≤ CFL min

 A
′
d(r
n
i )
|vni |+
√
p˜′(̺ni )
∣∣∣∣∣∣ i = 0, . . . , I

 , (8.6)
that constrains the maximal length of each time step. We were not faced with stability
issues for CFL ∈ (0, 1) in the numerical tests of Chapter 9. Note that A′d might get very
small for d > 1, thus also ∆tn. In the one-dimensional case (8.6) is the standard CFL
condition, see [51] for instance.
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Remark 8.1 (Classiﬁcation of the Bulk solver).
We like to stress that the scheme (8.4) can be understood as a moving mesh method or
alternatively as a classical ﬁnite volume method on a space-time mesh. In Figure 8.1 we
display the underlying mesh structure. The use of Riemann solutions to determine the
numerical ﬂuxes between the grid cells is known as Godunov-type method. For a scalar
model problem we refer to [13] and for the case d = 1 to [12]. The moving mesh ansatz
allows us to deﬁne a conservative discretization.
8.2 Algorithm and properties of the method
We summarize the complete scheme in the subsequent algorithm which takes the form of a
front tracking method with Godunov type ﬂux computation. For ease of notation assume
that the initial data is in the liquid (vapor) state for r < γ0(r > γ0), which corresponds to
a droplet conﬁguration.
Algorithm 8.2 (Moving mesh method).
Let a microsolver M˜ as in Definition 3.3, W 00 , . . . ,W
0
I ∈ (A˜liq ∪ A˜vap) × R and γ
0 ∈
(Rmin, Rmax) be given. Find i
0
γ via (8.3), construct R(i
0
γ, γ
0), and set n = 0, s0 = 0.
While tn < T Do.
Step 1: interface. Solve the micro-scale model at γn, i.e. compute
(̺liq, vliq, ̺vap, vvap, s
n) = M˜
(
̺L, vL, ̺R, vR,
(d− 1)ζ∗
γn
)
for W n– = ̺liq(1, vliq)
⊺
, W n+ = ̺vap(1, vvap)
⊺
, W ninγ−1 = ̺L(1, vL)
⊺
, W ninγ = ̺R(1, vR)
⊺
.
Step 2: time step. The time step ∆tn is chosen according to (8.6) in the bulk regions,
and such that
2 sn∆tn <

(rinγ−1 − γ
n) for sn ≤ 0,
(rinγ+1 − γ
n) for sn > 0
holds. The additional constraint guarantees that γn+1 ∈ (rninγ−1, r
n
inγ+1
). Put tn+1 =
tn +∆tn, γn+1 = γn + sn∆tn.
Step 3: bulk phases. Construct the new mesh R(inγ , γ
n+1), compute
∣∣∣Kn+1,−i ∣∣∣ and apply
the update formula (8.4) for i = 0, . . . , I to obtain Wh(·, t
n+1).
Step 4: projection to new mesh. Find in+1γ according to (8.3). If i
n+1
γ 6= i
n
γ , the
function Wh(·, t
n+1) is substituted by its L2-projection onto the set of piecewise
constant functions defined on R(in+1γ , γ
n+1).
Step 4: advance to the next time step. n 7→ n+ 1
Figure 8.1 illustrates the conservative projection step from R(inγ , γ
n+1) to R(in+1γ , γ
n+1).
The proposed Algorithm 8.2 has the following properties:
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Lemma 8.3 (Mass and momentum conservation).
Algorithm 8.2 is mass conservative for d ∈ N and conserves momentum for d = 1.
Remark 8.4 (Momentum conservation for d > 1).
The momentum m = m(r, t) is not conserved for d > 1, since m is not the correct
multidimensional quantity. The multidimensional momentum m = m(x, t) = x
r
m(r, t)
is always conserved, assuming radially symmetric solutions. Note that this property is
independent of the discretization of the momentum balance.
Proof of Lemma 8.3. For d = 1 the source term in (8.2) vanishes and F ninγ ,– = F
n
inγ ,+
holds.
The volume integral over (8.4) gives
I∑
i=0
∣∣∣Kn+1,−i ∣∣∣ W n+1i =
I∑
i=0
|Kni | W
n
i −∆t
n
I∑
i=0
(
A′d(r
n
i+1)F
n
i+1,– − A
′
d(r
n
i )F
n
i,+
)
=
I∑
i=0
|Kni | W
n
i −∆t
n
(
A′d(r
n
I+1)F
n
I+1,– − A
′
d(r
n
0 )F
n
0,+
)
.
Thus, merely inﬂow and outﬂow through the boundaries changes the total mass or
momentum. With d > 1, the same argument holds for the ﬁrst component of W .
Lemma 8.5 (Preserving isolated phase transitions).
Assume that the interface is initially located at γ0, and that the numbers ˆ̺L ∈ A˜liq,
ˆ̺R ∈ A˜vap, vˆL, vˆR, sˆ ∈ R satisfy
M˜
(
ˆ̺L, vˆL, ˆ̺R, vˆR,
(d− 1)ζ∗
γ0
)
= (ˆ̺L, vˆL, ˆ̺R, vˆR, sˆ) , (8.7)
for the microsolver M˜ in Step 1. Consider the Riemann problem for these states
W (r, 0) =

WˆL := ˆ̺L (1, vˆL)
⊺
for r ∈ (Rmin, γ
0),
WˆR := ˆ̺R (1, vˆR)
⊺
for r ∈ [γ0, Rmax)
and the boundary conditions W (Rmin, t) = WˆL, W (Rmax, t) = WˆR for t > 0.
(i) The solution for d = 1 is a single phase transition propagating with speed sˆ. In
particular, there holds
W ni =

WˆL : i < i
n
γ ,
WˆR : i ≥ i
n
γ
(8.8)
for n ≥ 1 and γn+1 = γn + sˆ∆tn.
(ii) The solution for d ≥ 1 and vˆL = vˆR = sˆ = 0 is a single static phase transition, i.e.
(8.8) is valid with inγ = i
0
γ for all n ≥ 1.
Remark 8.6 (Intrinsic geometry change).
We cannot expect (8.8) in the dynamic case. This is due to the geometric terms in (8.2),
which physically rise from the fact that the ﬂuid is compressed for ﬂows towards the
domain center r = 0 and it spreads out for outgoing ﬂows. Thus, constant functions are
not preserved.
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Proof of Lemma 8.5. (i) For d = 1 the source term vanishes and F ni+1,– = F
n
i,+ holds for
i 6= inγ . With (8.4) and (8.7) we obtain in the cell with index i
n
γ
(xinγ+1 − γ
n+1)W n+1inγ = (xinγ+1 − γ
n)WˆR −∆t
n
(
F (WˆR)− F (WˆR) + sˆ WˆR
)
.
By deﬁnition, γn+1 = γn + sˆ∆tn such that W n+1inγ = WˆR holds. Analogously
W n+1inγ−1 = WˆL holds considering the cell with index i
n
γ − 1.
(ii) Let us now consider the case d > 1. Assume that for the n-th time step (8.8) holds
with mni = 0, i = 0, . . . , I. The geometric source term satisﬁes
Q(W ni ) =

( 0, p˜(ˆ̺L) )
⊺
for i < inγ ,
( 0, p˜(ˆ̺R) )
⊺
for i ≥ inγ .
Because of Step 1 in Algorithm 8.2 and (8.7), it holds thatW ninγ ,– = WˆL,W
n
inγ ,+
= WˆR
and sn = sˆ = 0. The numerical ﬂux is consistent and all velocities are zero, thus
F ni,– = F
n
i,+ = Q(W
n
i ). The time update in (8.4) vanishes and the solution remains
static, i.e. W n+1i =W
n
i holds for i = 0, . . . , I.
Remark 8.7 (Minimal bubble and droplet diameter).
The aim was to built a conservative method, originally solely for the dimensionless van der
Waals gas. This purpose is completely fulﬁlled by the proposed algorithm. However, in
Chapter 9 we apply the bulk solver for equations of state of real ﬂuids. The sound speed
diﬀerences in liquid and vapor phases are here much higher. The scheme works well but it
turns out that the time step requirement (8.6) is too restrictive for bubbles or droplets of
relevant diameters, i.e. diameters less than a few millimeters.
The simulation of small bubbles or droplets in real ﬂuids necessitates a diﬀerent
approach. One may accumulate all geometric terms in (8.2) to the right hand side, in
order to apply an implicit discretization for the source terms, cf. [51, Section 21.7.1]. Such
a scheme is not conservative (except of the intrinsic momentum conservation for d > 1)
but the CFL condition is less restrictive.
Chapter 9
Verification and validation of the
complete method
With the front tracking scheme of the previous chapter at hand, we are now able to test
the complete method with the proposed microsolvers. Three major issues are addressed:
numerical veriﬁcation in terms of grid convergence, thermodynamic veriﬁcation, in particu-
lar, the global release of mathematical entropy and the validation with respect to physical
experiments. We refer to the combination of front tracking scheme and k-microsolvers of
Chapter 5 for the evaluation the complete method. Note that the other microsolvers are
approximate solvers.
The bulk solver is combined with the Liu microsolver M˜ζLiu of Algorithm 4.15, the
k-microsolvers M˜ of Algorithm 5.8 and the K-relaxation microsolvers M˜R of Algorithm 7.4.
Pairs of decreasing kinetic functions for the k-microsolvers and kinetic relations for the
K-relaxation microsolvers refer to those of Chapter 6. The symbols Ki, ki and Ki are used
simultaneously, as long as, the corresponding kinetic relations or functions are equivalent
to each other and the subindex i refers to the number in Table 6.1.
Note that not all combinations are available, since not all kinetic relations correspond to
pairs of monotone decreasing kinetic functions. Implemented are M˜k1 , M˜k3 and M˜k7 . In
addition, we implemented M˜kdft for the non-decreasing kinetic functions of Example 6.13,
in order to compare with the shock tube experiment of Section 6.3. The relaxation
approach provides microsolvers for more general kinetic relations. Here M˜K1 , M˜K2 and
M˜K3 are implemented. Remember that the Liu solution is considered as an approximate
solution of the micro-scale model, since it applies a modiﬁed equation of state. In view
of Corollary 6.10, we treat the Liu microsolver as an approximate microsolver for kinetic
relation K7.
The chapter is organized as follows. The numerical veriﬁcation part is performed in
the ﬁrst section. In case of one-dimensional Riemann problems, we can compute the exact
solution. As long as the waves do not interact with the domain boundary, exact solutions
are given by k-micro solutions. In that case, we can analyze if the method converges
towards the exact solution. In multidimensional settings, an exact solution is not available.
Here we check pure grid convergence.
The thermodynamic consistency is veriﬁed in Section 9.2. We consider the time
evolution of a droplet in a closed container. The solution reaches a steady state, which is
the thermodynamic equilibrium solution, and we check the dissipation of total mathematical
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entropy during this process. Moreover, this is a benchmark test for the surface tension
treatment, since the thermodynamic equilibrium fulﬁlls the Young-Laplace law.
Section 9.3 compares the evolution of condensing bubbles for various ﬂuids. It shows
the impact of the chosen kinetic relation and the pressure function. Furthermore, it
demonstrates that the solvers are not limited to van der Waals and n-dodecane ﬂuids.
Section 9.4 addresses the validation of the complete method. We compare the evap-
oration front speed of the experiment described in Section 6.3 with the computed front
speeds. Such a test was already performed in Example 6.17 for pure micro-scale solutions.
Now, we validate the complete method. The last section provides concluding remarks on
the numerical results of the complete method and the proposed microsolvers.
We refer to the space in Eulerian coordinates and indicate this by the tilde on the
microsolver maps. For the numerical ﬂux computation in the bulk phases, we use the
local Lax-Friedrichs ﬂux [51]. Unless otherwise speciﬁed, the time step restriction is (8.6)
with CFL = 0.9. The examples apply either the dimensionless van der Waals pressure
of Example 2.4 or equations of state that are provided by the thermodynamic library
CoolProp [6].
9.1 Experimental order of convergence
We examine convergence rates of Algorithm 8.2 with the microsolvers M˜ζLiu, M˜ and M˜
R.
The combination of the the front tracking scheme with the k-microsolver veriﬁes the
complete method, since this is an exact solver for one-dimensional Riemann problems
of the isothermal model in Deﬁnition 2.8. If this test is passed, then we proceed with
the veriﬁcation of the Liu solver and the K-relaxation solver. Both are approximate
Riemann solvers. Here, the convergence tests provide information about the quality of
the approximation. Recall that the Liu solver applies a mixture pressure function. Such
modiﬁed equations of state are not applicable on the macro-scale, cf. Section 4.4. Note
that, we do not consider mixture states at all.
The system for radially symmetric solutions (8.2) is equipped with a kinetic relation of
Table 6.1 and the initial data
W (r, 0) =

WL : r ∈ [Rmin, γ
0) ,
WR : r ∈ [γ
0, Rmax] .
(9.1)
The states WL ∈ A˜liq/vap × R and WR ∈ A˜vap/liq × R are constant and in diﬀerent phases.
Thus, the phase boundary is initially located at γ0. Note that in one spatial dimension
(9.1) deﬁnes a Riemann problem. The set [Rmin, Rmax] is just an interval for any Rmin ∈ R.
The domain in the multidimensional case is a disc or a ball with a hole in the center, since
Rmin > 0. The hole is due to the singularity of the radially symmetric system (8.2) in r = 0.
Domain Ω ⊂ Rd and time interval [0, θ] are chosen such that the waves originating in γ0 do
not reach the boundary. Furthermore, we use the boundary condition W (Rmin, t) =WL,
W (Rmax, t) =WR for t ∈ [0, θ].
With respect to a reference solution Wˆ = (ˆ̺, mˆ)
⊺
we compute the relative error
eI =
θ∫
0
Rmax∫
Rmin
Ad(r)
(
|̺I − ˆ̺|
1 + | ˆ̺|
+
|mI − mˆ|
1 + |mˆ|
)
d r d t,
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τL τR vL vR K k
∗ θ structure of the solution
(a) 0.553 5.5 1.0 0.0 K7 0.20 1S-C-2S
(b) 0.500 5.0 0.0 5.0 K7 0.05 1R-E-1R-2R
(c) 0.557 3.0 0.0 0.0 K7 0.10 1S-C-2R
(d) 0.553 5.5 1.0 0.0 K3 0.2 0.20 1S-C-2S
(e) 0.530 3.0 0.1 5.0 K3 0.2 0.10 1R-E-2R
(f) 0.557 3.0 0.0 0.0 K3 0.2 0.10 1S-C-2R
Table 9.1: Series of initial conditions for a van der Waals fluid in one spatial dimension. The
last column displays the structure of the k-micro solution. The abbreviations iS, iR stand
for i-shock and i-rarefaction wave (i = 1, 2), E stands for evaporation wave and C for
condensation wave.
where (̺I ,mI)
⊺
is the numerical solution on a grid with I ∈ N cells. It remains to specify
the reference solution.
Convergence towards exact solutions (d = 1). The solution of the Riemann problem
(9.1) is given by the k-micro solution after the transformation to Eulerian coordinates.
Thus, the reference solution is chosen to be the ki-micro solution for one of the
accessible kinetic relations (i ∈ { 1, 3, 7 }). This framework allows us to examine
convergence towards the exact solution.
Grid convergence (d > 1). An exact solution is not available. For simplicity and in
order to visualize the wave structure let us use the same initial data (9.1). But here
the reference solution is the approximation itself on a ﬁne grid. Thus, we are merely
able to examine grid convergence in the multidimensional case.
For a sequence of grids with Il ∈ N cells and corresponding relative errors eIl we
compute the experimental order of convergence
eocl :=
ln
(
eIl+1
/
eIl
)
ln
(
Il
/
Il+1
) . (9.2)
Note that for Algorithm 8.2 the number I is also the number of degrees of freedom. The
optimal order that can be expected in view of the ﬁrst-order scheme (8.4) and solutions,
that contain discontinuities is between 0.5 and 1, cf. [52].
9.1.1 Application of the k-microsolver 1D
The ﬁrst subsection addresses the veriﬁcation of the complete method in one spatial
dimension. We apply the van der Waals pressure of Example 2.4 and a real ﬂuid equation
of state. Here we choose the ﬂuid of the shock tube experiments in Section 6.3, i.e. is
n-dodecane.
Example 9.1 (Error analysis for van der Waals equations of state).
We consider the domain is Ω = [0, 1] with initial phase boundary in γ0 = 0.5. Table 9.1
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pL pR vL vR K θ γ
0 Rmin Rmax d
(g) 1.39 bar 0.4 bar 0 0 K3 0.8ms 0.7m 0.0m 1.0m 1
(h) 1.39 bar 1.0 bar 0 0 K3 0.8ms 0.7m 0.0m 1.0m 1
(i) 0.098 bar 0.13 bar 0 0 K3 0.03ms 0.05m 0.033m 0.07m 2
(j) 0.098 bar 0.13 bar 0 0 K3 0.03ms 0.1m 0.066m 0.14m 3
Table 9.2: Series of initial conditions for n-dodecane in d spatial dimensions. The parameter for
kinetic relation K3 is k
∗ = 0.005m6/kg2.
lists initial conditions WL = (1, vL)
⊺
/τL, WR = (1, vR)
⊺
/τR for (9.1) in diﬀerent phases for
the van der Waals pressure. Furthermore, the kinetic relation under consideration, the
simulation end time θ and the structure of the Riemann solution can be found in that
table.
Table 9.3 shows the experimental order of convergence (9.2). The order is in the
expected optimal range in view of the ﬁrst-order scheme (8.4). The velocity distribution
for test case (b) at the ﬁnal time θ is displayed in Figure 9.1. It shows the numerical
solution for a sequence of reﬁned grids and the k7-micro solution over the Eulerian space
variable. The solution consists of a 1-rarefaction wave, followed by an evaporation wave,
an attached 1-rarefaction and a 2-rarefaction wave. The rather complicated structure
of the solution is resolved very well. With decreasing grid size, WI tends to the exact
solution.
From the approximation of the rarefaction waves one sees that the ﬁrst order ﬁnite
volume scheme is rather diﬀusive. The phase boundary, however, remains sharp on every
grid resolution and it is located at the correct position. This demonstrates that the
moving mesh algorithm resolves the phase boundary very well with the information of the
k-microsolver, here M˜k7 .
Example 9.2 (Error analysis for n-dodecane equations of state).
We proceed with test cases for n-dodecane at T = 230 ◦C. Table 9.5 demonstrates grid
convergence of optimal order for the conditions (h) and (g) detailed in Table 9.2. Here
the initial densities ̺L ∈ A˜liq, ̺R ∈ A˜vap are computed, such that the pressure values in
column pL and column pR hold initially. Note that such conditions were already used in
the n-dodecane Example 6.17.
Figure 9.2 displays the pressure distribution of test case (g) at time t = 0.8ms. The
solution is a composition of a 1-shock wave, an evaporation wave, followed by a 2-shock
wave. Again, the phase transition wave is tracked sharply and the bulk shock waves are
approximated very well. Note that this example is more challenging as the latter one
with the van der Waals ﬂuid, since the pressure in the liquid phase is much stiﬀer. For
instance, one ﬁnds for the initial states p′(τL) ≈ −10
6 bar kg/m3 in the liquid phase and
p′(τR) ≈ −0.65 bar kg/m3 in the vapor phase.
9.1.2 Application of the Liu microsolver in 1D
We intend to verify the Liu microsolver in the framework of the one-dimensional moving
mesh scheme. The solver is implemented for the van der Waals pressure.
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Test (a) with M˜k7 Test (b) with M˜k7 Test (c) with M˜k7
I eI eoc eI eoc eI eoc
500 3.8e-04 2.9e-04 2.6e-05
1000 2.2e-04 0.81 1.9e-04 0.64 1.9e-05 0.43
2000 1.2e-04 0.88 1.2e-04 0.68 1.3e-05 0.60
4000 6.4e-05 0.91 7.2e-05 0.71 8.6e-06 0.58
8000 3.4e-05 0.92 4.3e-05 0.74 5.6e-06 0.61
Test (d) with M˜k3 Test (e) with M˜k3 Test (f) with M˜k3
I eI eoc eI eoc eI eoc
500 2.8e-04 1.9e-04 2.6e-05
1000 1.7e-04 0.76 1.3e-04 0.57 2.0e-05 0.43
2000 9.2e-05 0.84 8.5e-05 0.60 1.3e-05 0.60
4000 5.0e-05 0.89 5.5e-05 0.63 8.6e-06 0.58
8000 2.7e-05 0.91 3.5e-05 0.65 5.6e-06 0.61
Table 9.3: One-dimensional error analysis for the method with the k-microsolver and van der
Waals fluid, see Example 9.1.
Test (a) with M˜ζLiu Test (b) with M˜
ζ
Liu Test (c) with M˜
ζ
Liu
I eI eoc eI eoc eI eoc
500 3.8e-04 2.9e-04 1.0e-04
1000 2.2e-04 0.81 1.9e-04 0.64 9.7e-05 0.10
2000 1.2e-04 0.86 1.2e-04 0.68 9.2e-05 0.07
4000 6.6e-05 0.88 7.2e-05 0.71 8.9e-05 0.05
8000 3.6e-05 0.86 4.3e-05 0.74 8.7e-05 0.03
Test (d) with M˜R
K3
Test (e) with M˜R
K3
Test (f) with M˜R
K3
I eI eoc eI eoc eI eoc
500 6.3e-04 3.9e-04 8.3e-05
1000 4.2e-04 0.60 2.8e-04 0.49 7.4e-05 0.17
2000 2.9e-04 0.52 2.0e-04 0.47 6.6e-05 0.16
4000 2.2e-04 0.38 1.5e-04 0.45 6.1e-05 0.10
8000 1.9e-04 0.23 1.1e-04 0.41 5.8e-05 0.07
Table 9.4: One-dimensional error analysis for the method with the Liu microsolver, see Exam-
ple 9.3, and the K3-relaxation solver, see Example 9.4. Both cases apply the van der Waals
equations of state.
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Test (g) with M˜k3 Test (h) with M˜k3 Test (h) with M˜
R
K3
I eI eoc eI eoc eI eoc
500 5.9e-04 8.6e-04 8.8e-04
1000 3.7e-04 0.68 4.8e-04 0.84 6.1e-04 0.53
2000 2.2e-04 0.76 2.6e-04 0.88 4.3e-04 0.50
4000 1.2e-04 0.88 1.4e-04 0.91 3.3e-04 0.40
8000 6.2e-05 0.91 7.9e-05 0.81 2.8e-04 0.24
Table 9.5: One-dimensional error analysis for the method with the k3-microsolver, see Example 9.2,
and the K3-relaxation solver, see Example 9.5. Both cases apply equations of state for n-
dodecane.
Example 9.3 (Error analysis applying the Liu microsolver).
We compare the numerical solution with the k7-micro solution on the domain Ω = [0, 1].
The phase boundary is initially located at γ(0) = 0.5.
Table 9.4 shows the error values and the experimental orders of convergence for
increasing grid resolution and the test cases (a)–(c) in Table 9.1. The initial values of the
cases (a) and (b) are in the stable phases. Here the scheme converges with almost exactly
the same error and order as observed for the k7-microsolver (cf. (a), (b) in Table 9.3 and
Table 9.4). As might be expected, for metastable initial values (case (c)) the algorithm
converges to a diﬀerent solution. The error values in that case remain almost constant for
decreasing grid sizes. The reason is the modiﬁcation of the equation of state between the
saturation states, cf. Section 4.4.
9.1.3 Application of the K-relaxation microsolver in 1D
The K-relaxation solver is implemented for van der Waals ﬂuids and also for external
thermodynamic libraries. Let us ﬁrst ﬁx the the reference model or more precisely the
kinetic relation. For K1, K3 and K7, we are able to compute the exact solution. On the
other hand the K-relaxation solvers M˜R
K1
, M˜R
K2
, M˜R
K3
are implemented. We decided to
compare solutions for K3. The reason is that the muss ﬂux estimate ˚K in (7.15) exists for
K3 but not for K1. Thus, the reference solution is the k3-micro solution. In the following
we use a convex combination of ˚τ and ˚K2 , more precisely
˚(VL,VR) := β
vR − vL
τR − τL
− (1− β) sign(f)
√
|f(τL, τR)|
k∗
(9.3)
with β = 0.8 and the parameter α = 2 in (7.14).
Example 9.4 (Error analysis for van der Waals equations of state).
The bulk solver combined with the K3-relaxation microsolver is ﬁrst applied to the test
cases (d)–(f) in Table 9.1. The domain is Ω = [0, 1] and the interface is initially located
at γ(0) = 0.5. We could not observe decreasing error norms for the time step restriction
(8.6) with CFL = 0.9: the numerical solution in case (d) seemed to converge towards a
diﬀerent solution, initial conditions of case (e) led to negative values of speciﬁc volume
and pressure and the numerical solution in case (f) was oscillatory.
9.1. EXPERIMENTAL ORDER OF CONVERGENCE 95
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.2
0.4
0.6
0.8
1
one-dimensional spatial variable r at t = 0.05
fl
u
id
v
el
o
ci
ty
v
I = 50
I = 100
I = 200
I = 500
I = 2000
exact
Figure 9.1: Velocity distribution for test case (b) with van der Waals fluid. In color the numerical
solution with k7-microsolver and in black the (exact) k7-micro solution.
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Figure 9.2: Pressure distribution for test case (g) with n-dodecane fluid. In color the numerical
solution with k3-microsolver and in black the (exact) k3-micro solution.
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
1
1.2
1.4
one-dimensional spatial variable r in m at t = 0.05 s
p
re
ss
u
re
p
in
b
ar
I = 50
I = 100
I = 200
I = 500
I = 2000
exact
Figure 9.3: Pressure distribution for test case (h) with n-dodecane fluid. In color the numerical
solution with K3-relaxation solver and in black the (exact) k3-micro solution.
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Table 9.4 shows the result for CFL = 0.1. The K3-relaxation microsolver needs
apparently more iteration steps to converge. This was already reported in [12]. However,
the convergence orders are low and decreasing. In particular for case (f) the numerical
solution does not converge to the k3-micro solution.
Example 9.5 (Error analysis for n-dodecane equations of state).
For the second example, we use the test cases of Table 9.2. The ﬂuid under consideration
is n-dodecane. The reference solution satisﬁes K3 with k
∗ = 0.005m6/kg2. We tried several
combinations of the estimates ˚, α and CFL numbers but only test case (h) led to a stable
result. Even choosing the exact mass ﬂux of the reference solution instead of (9.3) did not
improve the results. Any proper choice of the estimates for the ﬁrst few iterates, failed at
a later time step.
The initial conditions of test case (h) are near the equilibrium solution, here elementary
waves are almost negligible and the k3-micro solution manly consists of a single traveling
wave. Note that this is a simple test case for the K3-relaxation microsolver, since the
solver was conceived in order to preserve isolated phase boundaries.
The error for test case (h) with β = 0.8 in (9.3), α = 2 in (7.14) and CFL = 0.1 can
be found in Table 9.5. Figure 9.3 displays the solution on diﬀerent grids and the k3-micro
solution. One clearly can see that the numerical solution converges, but to a diﬀerent
solution.
The examples demonstrate, that the M˜R
K3
-relaxation solver combined with the front
tracking scheme does not converge to the exact solution. We observe grid convergence
towards some other solution. This will be also the upshot of Example 9.7, where we
compare against a highly resolved numerical solution. The relaxation microsolver in [12]
was applied to a much simpler equation of state and linear kinetic functions. This might
be the reason, why there the authors observed convergence towards the exact Riemann
solution.
Furthermore, the M˜R
K3
-relaxation solver is not applicable to equations of state of real
ﬂuids. For any (non-trivial) setting, we were faced with solutions in the spinodal region
or negative values of speciﬁc volumes. The reason is the shape of the pressure function.
It is extreme steep in the liquid phase and the set Aliq is extreme small compared to the
spinodal region. Thus, small errors in liquid states result in huge pressure diﬀerences and
values outside of the liquid or vapor phase.
We expect the same problems for the other kinetic relations. Relation K2 is similar to
K3 and in case K1 even a reliable muss ﬂux estimate is missing.
9.1.4 Error analysis for radially symmetric solutions
This subsection addresses the multidimensional case. Since exact radially symmetric
solutions are not available, a reference solution is computed using I = 6400 cells. We
consider an n-dodecane bubble in liquid n-dodecane with the initial states (i) and (j) in
Table 9.2. Test case (i) is considered in R2 and (j) is considered in R3. The CFL constraint
given in (8.6) depends, for d > 1, on the radius. The resulting time step can get very low
for small values of Rmin. This limits the size of the computational domain and thus also
the diameter of bubbles or droplets. For that reason, we consider quite big bubbles, cf.
Remark 8.7. The time step for I = 6400 and CFL = 0.9 was in the order of 10−10 s.
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Test (i) with M˜k3 Test (j) with M˜k3 Test (g) with M˜
R
K3
I eI eoc eI eoc eI eoc
100 7.1e-07 4.6e-07 2.0e-07
200 4.0e-07 0.84 2.6e-07 0.82 1.2e-07 0.71
400 2.0e-07 1.00 1.3e-07 0.97 6.9e-08 0.85
800 8.5e-08 1.23 5.8e-08 1.21 3.2e-08 1.10
1600 2.7e-08 1.65 1.8e-08 1.67 1.1e-08 1.55
3200 4.0e-09 2.77 2.3e-09 3.01 1.7e-09 2.70
Table 9.6: Multidimensional error analysis for an n-dodecane bubble at T = 230 ◦C. The bulk
solver is combined with the k3-microsolver, see Example 9.6, and the K3-relaxation solver,
see Example 9.7.
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Figure 9.4: Radial symmetric two-dimensional solution. Pressure distribution of test case (i) and
n-dodecane fluid. In color the numerical solution with k3-microsolver. The numerical solution
for I = 6400 cells is used as reference solution for the error computation in Table 9.6.
The surface tension at T = 230 ◦C is ζ∗ = 0.0089 N/m (computed with [6]). Due to the
chosen bubble radii, surface tension does not aﬀect the dynamics in these examples. Note
that the initial pressure values are far from the saturation pressure, here psat ≈ 1.39 bar,
and the liquid state is metastable.
Example 9.6 (Error analysis applying the k-microsolver).
Table 9.6 shows the error and the experimental order of convergence for the k3-microsolver
in the cases (i), (j). The computed order varies between 1 and 3. Figure 9.4 displays
the pressure distribution on those grids, which were used for the error analysis. This
demonstrates that the numerical solution converges with increasing grid resolution towards
the ﬁnest solution. Note that plateau values do not form due to the intrinsic geometry
change in r, see Remark 8.6. Any ﬂuid movement towards the center accumulates mass,
while for ﬂows in direction of the outer boundary mass is distributed over increasing
volume units. Thus, the pressure between r = 0.05 and r = 0.065 is not constant.
We have already seen in Section 9.1 that for d = 1, the method converges to the exact
solution. Here we observed grid convergence for all three test cases and real ﬂuid equations
of state. Hence, we expect that the method converges, also in the multidimensional case,
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toward the exact solution.
Example 9.7 (Error analysis applying the K-relaxation microsolver).
We consider the stable test case of Example 9.5 in two spatial dimensions. That means, we
apply the condition of case (h) in Table 9.2 with d = 2. The reference solution is now the
numerical solution on I = 6400 cells. The error and the experimental order of convergence
can be found in Table 9.6.
The computed order varies between 1 and 3. This demonstrates grid convergence to
the reference solution. Convergence toward a highly resolved numerical reference solution
was also observed in [67]. However, we cannot expect convergence to the exact solution, cf.
the one-dimensional test cases in Subsection 9.1.3.
9.2 Global entropy release and steady state
solutions
A transient solution should reach its steady state W (x, t)→W∞(x) ∈ (A˜liq ∪ A˜vap)× R
for t → ∞ and at the same time Γ(t) → Γ∞ ⊂ Rd and Ωliq/vap(t) → Ω
∞
liq/vap ⊂ R
d.
Furthermore, the steady state should be the minimizer of the associated mathematical
entropy. Reviewing the entropy balance (2.28) and the reﬂecting boundary condition
(2.21), we ﬁnd that the total entropy at time t is given by
E(̺(·, t),m(·, t)) =
∫
Ωliq∪Ωvap
̺(x, t)ψ
(
1
̺(x, t)
)
+
|m(x, t)|2
2 ̺(x, t)
d v + ζ∗ |Γ(t)| .
Gurtin has demonstrated in [34] that the minimum E∞ := min{E(̺∞,m∞)|
∫
Ω ̺
∞ dx =∫
Ω ̺0 dx} is determined by the global thermodynamic equilibrium, cf. Deﬁnition 2.5.
Moreover, the minimizer corresponds to a single spherical droplet or bubble, cf. [34]. Thus,
we expect that Γ∞ is a sphere with some radius γ∞ > 0 and
̺∞(x) =

1/τ
sat
liq for x ∈ Ω
∞
liq,
1/τ satvap for x ∈ Ω
∞
vap,
m∞(x) = 0.
Note that saturation states τ sat
liq/vap = τ
sat
liq/vap(ζ
∞) exist uniquely, since for spherical bubbles
ζ∞ := (d− 1) ζ∗/γ∞ is constant, cf. Remark 2.1. The same holds for spherical droplets,
with ζ∞ := −(d− 1) ζ∗/γ∞.
We consider a van der Waals ﬂuid with ζ∗ = 0.01 and radially symmetric solutions
in Ω = {x ∈ R2 | 0.005 < |x| < 2 }. The phase boundary is initially located at Γ(0) = S.
The saturation states of a droplet with radius 1 are τ satliq (0.01) ≈ 0.55444, τ
sat
vap(0.01) ≈ 3.15.
Initial condition
(
̺
v
)
(x, 0) =

(1/τ
sat
liq , 0.05)
⊺
for |x| ∈ [0.005, 1],
(1/τ satvap,−0.05)
⊺
for |x| ∈ (1, 2]
and boundary condition v · ν = 0 at ∂Ω are such that, right from the beginning, waves are
emitted and reﬂected from the boundary. The initial condition satisﬁes ̺(x, 0) = ̺∞(x),
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Figure 9.5: Evolution of the total mathematical entropy in time. Both figures correspond to the
same legend.
such that potential energy and surface energy are initially at the global minimum, while
the total kinetic energy is positive. As time passes, waves slop ahead and back within
some density range around the saturation solution and with decreasing amplitudes.
The numerical results are performed with the moving mesh scheme of Chapter 8, on a
grid with I = 100 cells, combined with the microsolvers M˜k13 , M˜
R
K13
, M˜R
K23
, M˜k7 and M˜
ζ
Liu.
The parameter for K13 is k
∗ = 0.2 and for K23 is k
∗ = 2. The time step is restricted via
(8.6) and CFL = 0.5. The K-relaxation microsolvers require smaller CFL numbers. Here
we apply M˜RK13
and M˜RK23
with CFL = 0.01.
Example 9.8 (Entropy release applying the Liu microsolver).
Figure 9.5 shows the evolution of the total entropy t → E(̺,m) (left) and the shifted
total entropy t 7→ E(̺,m)− E∞ (right) in order to use a logarithmic scale. The steady
state solution is given by above saturation states. We ﬁnd E∞ ≈ −21.08621, where the
contribution of the surface energy is ζ∗ |Γ∞| = 0.02π.
Observe that the Liu microsolver leads to an increase in the total entropy at the
beginning of the simulation time. For t > 8, the entropy decays very fast compared with
the solution obtained by M˜k7 . This strange behavior is due to the fact that M˜
ζ
Liu applies
a diﬀerent pressure function as the bulk solver. Note that the initial states were chosen,
such that the bulk solution varies around the saturation states. Thus, initial states for the
microsolvers are very often in the metastable region, where the pressure functions actually
are diﬀerent.
Example 9.9 (Entropy release applying the K-relaxation microsolver).
For the K13-relaxation microsolver with k
∗ = 0.2, one observes in Figure 9.5 that the
method converge to the stationary solution within a diﬀerence of 10−5. For t > 150, the
numerical solution behaves unstable and E remains on a constant level. The entropy
decay is not completely monotone, furthermore a CFL number of 0.01 was necessary. For
CFL = 0.5 and CFL = 0.1, the ﬁnal diﬀerence to the stationary solution was around
10−2. Decreasing the CFL number once more (not shown in the ﬁgure) or using a higher
dissipation rate, i.e. M˜R
K23
with k∗ = 2, pushes the ﬁnal diﬀerence below 10−6.
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Example 9.10 (Entropy release applying the k-microsolver).
The numerical results for the front tracking scheme combined with the k-microsolvers are
convincing. Figure 9.5 shows strictly monotone decreasing values of total mathematical
entropy towards the expected limit E∞. Although surface tension is entirely handled
on the micro-scale level, the method is capable to predict the global contribution of the
surface energy. The decay rate for M˜k7 is higher than for M˜k2 . Note that kinetic relation
K7 dissipates more entropy than K2 with k
∗ = 0.2. This indicates that increasing the
interfacial entropy dissipation has a damping eﬀect.
9.3 Condensation of bubbles
We consider spherical bubbles in the domain Ω = {x ∈ R2 | 0.5mm < |x| < 20mm } with
initial and boundary conditions such that the bubbles vanish. More precisely, we compare
the evolution of the phase boundary until it approaches the inner boundary. The test
is performed for equations of state of the ﬂuids n-dodecane at 230 ◦C, butane at 20 ◦C,
acetone at 20 ◦C, water at 80 ◦C and diﬀerent kinetic relations. The ﬂuid n-dodecane was
already used in former test cases, the other ﬂuids are just randomly selected.
The setting is as follows. We compute the saturation pressure psat (with ζ = 0) for each
ﬂuid and apply initial density values such that the vapor pressure is 0.4 psat and the liquid
pressure is 4 psat. The initial ﬂuid velocity is zero and the bubble radius is γ(0) = 10mm.
Waves at the inner boundary are reﬂected (2.22). At the outer boundary we apply a
Dirichlet condition for the density to keep the pressure constant. The ﬁxed pressure at
the outer boundary guarantees that the bubble vanishes.
We use the moving mesh ﬁnite volume scheme with the k-microsolver for I = 100
cells and CFL = 0.9. The evolution of the bubble radii, see Figure 9.6, depends on the
selected ﬂuid and the kinetic relation. We do not want to classify that correlation. But,
as expected, all bubbles vanish for the selected boundary condition. For higher entropy
dissipation (kinetic relation K7) the vapor liqueﬁes faster. The diﬀerence is low for butane
and n-dodecane but still visible. Once more, we see that increasing the interfacial entropy
dissipation has a damping eﬀect.
The radius is not always monotone decreasing, see the example of acetone with K1.
At t = 1.2ms the radius is increasing. This is an eﬀect of the bulk dynamics, but we are
wondering if it is inﬂuenced by curvature eﬀects or the volume change towards the center.
The same setting with ζ∗ = 0 (circles in Figure 9.6) shows that surface tension is too low
to aﬀect the evolution. The behavior in the one-dimensional setting (denoted by triangles)
is diﬀerent. The radius decreases monotone but slower.
Let us remark, that nucleation of bubbles is not taken into account. However, we
observe waves of high amplitudes and negative pressure values in the liquid shortly after
the bubbles collapsed. Negative pressure values may indicate the nucleation of a new vapor
phase. The eﬀect of surface tension was not visible in the examples, since the curvature is
too low. The simulation of smaller bubbles require a diﬀerent bulk solver, see Remark 8.7.
The time step in this experiment was between 10−10 s and 10−9 s, independent of the ﬂuid.
However, the simulation of the water test cases took much longer, the evaluation of the
associated equations of state is apparently more expensive.
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Figure 9.7: Comparison of evaporation front speeds for different initial vapor pressure values
pR. In black, the measured values from [68]. The colored lines refer to simulation results for
different kinetic relations.
9.4 Validation with shock tube experiments
This section addresses the validation of the complete method with the shock tube experi-
ment of Section 6.3. Recall that in Example 6.17, we already compared one-dimensional
Riemann solutions with the measurements. The pure kdft-micro solution matches the
measured data and the pure k7-micro solution matches up to a factor of 1.6. The conclusion
was, that non-decreasing kinetic functions, i.e. Kdft, are necessary to predict the correct
evaporation wave speed. As remarked in the example, the time scale of the experiment is
such that waves are reﬂected at the boundary. This is now taken into account with the
combination of bulk solver and microsolvers, in order to examine the impact of boundary
conditions.
Example 9.11 (Dodecane shock tube experiments).
We use the same initial conditions as in Example 6.17: saturated liquid on the left hand side
and the vapor pressure values pR in Figure 9.7 on the right hand side. The k-microsolvers
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are combined with the moving mesh scheme on a one-dimensional domain of length 1m.
The phase boundary is initially located at the center and the simulation end time is
θ = 0.1 s. This is in the time range where the experiment shows steady motion [68]. At
the left end of the domain we use reﬂecting boundary conditions (2.22). At the right
boundary, where in the experimental facility the low pressure chamber was mounted, we
apply the outﬂow condition F nI+1,– = F (W
n
I ). The domain was decomposed in I = 100
cells and we restrict the time step with CFL = 0.9.
Figure 9.7 compares the propagation speed of the numerical solution (actually the
arithmetic mean within the last 0.02 s) with the measured front speed of the experiment.
The results are very similar to the previous ones, obtained by pure k-micro solutions (see
Example 6.17). The propagation speeds for K1 and K3 are a bit slower but still faster than
in the experiment. Modifying the numerical setting, i.e. boundary conditions, simulation
time and initial position of the phase boundary, did not decrease the discrepancy decisively.
Recall that the theory for the k-microsolver is restricted to pairs of monotone decreasing
kinetic functions (Theorem 5.7). The K-relaxation microsolver is applicable for more
general kinetic relations, e.g. Kdft. However, the K-microsolvers are much to unstable for
this setting and, furthermore, may lead to wrong solutions, see Example 9.5.
Although Theorem 5.7 is not applicable to Kdft, the corresponding kdft-microsolver
is implemented and leads to unique solutions. The propagation speeds, applying this
microsolver, are faster as in Example 6.17. Higher values of entropy dissipation rate, i.e.
K2 with k
∗ > k∗dft for k
∗
dft in (6.7), would be necessary in order to match the experimental
data.
The chosen boundary conditions seem to have no signiﬁcant impact. More entropy
dissipation seems to have a damping eﬀect. This was also the observation of the previous
two sections and is visible in Figure 9.7. Furthermore, achieving good agreements of the
simulation results with the measurements, requires non-decreasing kinetic functions.
9.5 Conclusion on the isothermal methods
We performed many numerical tests in order to examine the complete method and the
approximate microsolvers. The combination of the front tracking scheme with the bulk
solver and, in particular, the exact k-microsolvers enables us to pronounce statements about
the quality of the complete method. The method converges to the exact one-dimensional
entropy solution, even for equations of state of real ﬂuids. The order of convergence was
in the expected optimal range, see Subsection 9.1.1. In absence of multidimensional exact
solutions, we could demonstrate in Example 9.6 grid convergence for radially symmetric
solutions.
Furthermore, the method passed the important thermodynamic consistency veriﬁ-
cation process, as pronounced in the introduction chapter. The global entropy decays
monotonously towards the thermodynamic correct steady state, as demonstrated in Exam-
ple 9.10. Note that the entropy minimum depends on the surface energy. Thus, regarding
curvature eﬀects exclusively in the (formally one-dimensional) k-microsolver is a successful
way to take capillary forces into account.
The highest level of qualiﬁcation processes is the validation against real world mea-
surements. The close match with the shock tube experiments proves the reliability of the
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numerical method. We found qualitatively the same results for the complete method in
Example 9.11 as for the pure Riemann solution in Example 6.17. Temperature diﬀerences
may also aﬀect the dynamics of the shock tube experiments, this is taken into account by
the following chapter.
The Liu microsolver is an exact Riemann solver but for a diﬀerent pressure law. The
results are the same as for the k7-microsolver, as long as, the initial state are in the
stable phases. However, this is rarely the case and may lead to a sharp increase of
total mathematical entropy as in Example 9.8. The combination of Liu microsolver and
bulk solver leads to uniquely determined stationary solutions, that coincide with the
thermodynamic equilibrium solution. This was already suspected in Section 4.4. An
important by-product, analyzing the Liu micro solution, was kinetic relation K7 and the
ﬁnal upshot is to use the k7-microsolver rather than the Liu microsolver. As a consequent,
the solver inherits all above described positive properties of the (exact) k-microsolvers.
The picture for the K-relaxation solvers is not uniform. We saw grid convergence
but not towards the correct solution, see Example 9.4, Example 9.5 and Example 9.7.
The global entropy decay is almost monotone but Example 9.9 shows stability issues
and the thermodynamic equilibrium solution was not reached in all cases. Even more
disadvantageous is that the K-relaxation solvers is not applicable to equations of state of
reals ﬂuids. The combination of K-relaxation solvers and bulk solver leads constantly to
premature aborts, due to density values in the metastable region or in the wrong phase.
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Chapter 10
Non-isothermal liquid vapor flows
We consider in this chapter the non-isothermal case. As before, the interface position
appears as an unknown free boundary such that state variables are discontinuous across
this manifold of codimension one. Appropriate jump conditions couple the states of the
bulk regions at the interface and have to be formulated to ensure the well-posedness and
thermodynamic consistency of the overall model.
More precisely, for the compressible hydrodynamics in the bulk phases we neglect
viscosity and heat conductivity such that the ﬂuid is described by the Euler equations with
the conservative unknowns being density, momentum, and total energy. The modeling of
appropriate coupling conditions is quite delicate. In the isothermal case it is well established
that the coupling conditions should consist of mass conservation, a dynamic version of
the Young-Laplace law for momentum balance, and an additional entropy relation, see
Chapter 2. These conditions have also to be valid in the considered temperature dependent
case. However, since there is no mechanism for heat conduction, the release of latent heat
has to be modeled in a diﬀerent way. We suggest to use an algebraic term.
Müller and Voß [62], Hattori [37] and Chen and Hattori [17] consider Riemann problems
without latent heat. We will see in Lemma 10.6 that this leads to thermodynamically
inconsistent static solutions below the critical temperature. In contrast, our model permits
thermodynamically consistent static solutions, see Lemma 10.10.
We present in this chapter an exact solution of the Riemann problem with initial
data from diﬀerent phases, which takes latent heat and surface tension into account.
Section 10.1 describes the full mathematical model as a free boundary value problem in
arbitrary spatial dimensions. Also, shortcomings of the inviscid two-phase Euler model
and the phenomena of latent heat are discussed. We consider the physically most relevant
case of slow subsonic phase boundaries and add a kinetic relation to the classical coupling
conditions (conservation of mass, dynamic Young-Laplace law, energy balance). As a local
interface model we obtain a planar Riemann problem, independent of the original spatial
dimension. We present a constructive algorithm in Section 10.2 to obtain a self-similar
solution of the Riemann problem, see Theorem 10.13. We conclude with numerical sections
for veriﬁcation (Section 10.3), validation with shock tube experiments (Section 10.4), as well
as, an application to physically realistic multidimensional droplet dynamics (Section 10.5).
The latter application is taken from the joint publication [30]. In that publication, also
the model and the algorithm of the microsolver are published.
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10.1 The mathematical model
The temperature in the thermodynamic process under consideration varies in time and
space, while, on the other hand, heat ﬂux is neglected. This diﬀers from the isothermal
model in Section 2.4, where temperature diﬀerences were assumed to be balanced out
by suﬃciently strong heat ﬂuxes. Furthermore, the energy balance law is not negligible
anymore. The equations of state depend on two thermodynamic quantities, i.e. density
and temperature. Also, phases, regions and sets for saturation states are extended by an
additional degree of freedom.
The thermodynamic framework for this chapter is ﬁxed in Subsection 10.1.1. In
Subsection 10.1.2, we consider again the balance laws in integral form of Section 2.2. It
turns out that ignoring heat ﬂuxes leads to wrong steady state solutions. Furthermore,
the subsection explains the correlation between heat ﬂux through the phase boundary and
latent heat. We state a mathematical model that resolves this problem by an interfacial
source term for latent heat in Subsection 10.1.3.
10.1.1 Two-phase thermodynamics
Let us consider a ﬂuid in local thermodynamic equilibrium what (in the bulk) means
that the thermodynamic state of the ﬂuid is determined by any two thermodynamic
variables [38]. We will employ in this chapter a diﬀerent notation as in the previous ones.
For ease of notation, the same symbol for the corresponding equations of state is used,
even if they depend on diﬀerent arguments. For instance, we use
p = p(̺, ε) = p(τ, η) = p(τ, T ), ε = ε(τ, η) = ε(τ, T ),
where ̺, τ = 1/̺, p, ε, η, T , are the density, speciﬁc volume, pressure, speciﬁc internal
energy, speciﬁc entropy and temperature, respectively. For a given specific internal
energy function ε = ε(τ, η) one obtains the pressure and the temperature as
p(τ, η) = −ετ (τ, η), T (τ, η) = εη(τ, η). (10.1)
The specific Helmholtz free energy ψ and the specific Gibbs free energy µ are
related by
ψ(τ, η) = ε(τ, η)− η T (τ, η), µ(τ, η) = ψ(τ, η) + τ p(τ, η). (10.2)
We consider ﬂuids below the critical point such that (neglecting solid conﬁgurations)
only liquid and vapor states exist. To characterize these bulk states, we assume that two
disjoint open connected sets Aliq ⊂ R+ × R and Avap ⊂ R+ × R are given such that the
smooth function
ε :
{
Aliq ∪ Avap → R,
(τ, η) 7→ ε(τ, η)
is strictly convex. (10.3)
The sets Aliq/vap deﬁne the liquid and the vapor phase. As a consequence we obtain a
positive real valued function for speed of sound c in both phases, because we have
c(τ, η) := τ
√
−pτ (τ, η) = τ
√
εττ (τ, η) > 0 for (τ, η) ∈ Aliq ∪ Avap. (10.4)
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Figure 10.1: Phase diagram: colored areas for liquid and vapor phases, thin lines for isentropes
τ → p(τ, η) at constant specific entropy values η0 < η1 < η2 and the thick line for the image
of the saturation curves for ζ = 0. The bullet marks the critical point.
To illustrate the set-up, Figure 10.1 shows the so called isentropes: τ 7→ p(τ, η) at constant
values of η. Note, in particular, that the isentropes are monotone decreasing in each phase.
The area between Aliq, Avap is called elliptic or spinodal region. Thermodynamic states
in this region are unstable and the region is excluded.
We require that saturation curves exist below the critical temperature for any constant
surface tension term ζ := (d− 1) ζ∗ κ in some predeﬁned range.
Definition 10.1 (Saturation states and curves).
Let a constant ζ ∈ Z := (ζmin, ζmax) with ζmin < 0 < ζmax, the set
Sζliq =
{
(τ satliq , η
sat
liq ) ∈ Aliq
∣∣∣ ∃(τ satvap, ηsatvap) ∈ Avap such that (10.5) holds }
and the analog set Sζvap ⊂ Avap be given. A pair of states
(
(τ satliq , η
sat
liq ), (τ
sat
vap, η
sat
vap)
)
∈ Aliq×Avap
with
T
(
τ satliq , η
sat
liq
)
= T
(
τ satvap, η
sat
vap
)
, µ
(
τ satliq , η
sat
liq
)
= µ
(
τ satvap, η
sat
vap
)
,
p
(
τ satliq , η
sat
liq
)
− p
(
τ satvap, η
sat
vap
)
= ζ
(10.5)
is called pair of saturation states.
Assume that the set Sζliq ( S
ζ
vap) is the image of a simple curve. The curve is called
saturation liquid (vapor) curve if parameterizations with respect to temperature,
specific Gibbs free energy and liquid (vapor) pressure exist.
The area between saturation curves and spinodal region is called metastable region,
see Figure 10.1.
Recall that the interface is in local thermodynamic equilibrium if (10.5) holds, cf.
Deﬁnition 2.5. As in the isothermal case, the pair of saturation states depends on surface
tension.
We assume that the saturation curves are given and that τ satliq < τ
sat
vap, η
sat
liq < η
sat
vap
holds for any pair of saturation states. Let furthermore the functions τ sat
liq/vap = τ
sat
liq/vap(α),
ηsat
liq/vap = η
sat
liq/vap(α), T
sat = T sat(α), psat
liq/vap = p
sat
liq/vap(α), with α ∈ {T, µ, pliq, pvap }, be the
(saturated) volume, entropy, temperature, Gibbs free energy and pressure, respectively,
evaluated on the saturation curve. This dependency on the constant ζ is skipped for
brevity.
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Remark 10.2 (Equations of state for real ﬂuids).
Equations of state for real ﬂuids can be rather complicated [57]. We assume, for the
construction of the non-isothermal microsolver, that we can ﬁnd sets Aliq and Avap such
that above assumptions hold. This implies in particular, that temperature and pressure
values are below the critical point, as one can see in Figure 10.1. Riemann problems for
more complex equations of state are considered in [62].
10.1.2 Non-isothermal Euler systems and latent heat
Remember that the bulk domains are separated by the sharp interface. This sharp interface
is a priori unknown and has to be determined. The following system is derived from the
balance laws of Section 2.2. We apply Reynolds transport theorem and the divergence
theorem (cf. [32, 43, 60]).
Definition 10.3 (Two-phase Euler Fourier system).
Assume the geometric setting of Section 2.1 and the notation of Section 2.2. The dynamics
of the fluid in the bulk are governed by the system
̺t +div(̺v) = 0,
(̺v)t+div(̺v ⊗ v + p I) = 0,
(̺ e)t+div((̺ e+ p)v + q) = 0,
(̺ η)t+div((̺ η)v +ϕ) = ηΩ.
The specific total energy e = e(x, t) ∈ R is related to the specific internal energy via
e = ε+ 1
2
|v|2. At the phase boundary the following trace conditions hold
J̺ (v · n− s)K = 0,J̺ (v · n− s)v · n+ pK = (d− 1) ζ∗ κ,J̺ (v · n− s)v · tlK = 0 for l = 1, . . . , d− 1,J̺ (v · n− s) e+ pv · n+ q · nK = s (d− 1) ζ∗ κ,J̺ (v · n− s) η +ϕ · nK = ηΓ.
The trace conditions represent the conservation of mass, momentum and total energy
in presence of capillary surface forces and heat ﬂux. Note that the mass flux from the
liquid phase to the vapor phase is again given by
j := ̺liq (vliq · n− s) = ̺vap (vvap · n− s) . (10.6)
Positive values of j correspond to evaporation waves and negative values to condensation
waves.
A simple assumption for the heat ﬂux is Fourier’s law
q = −α gradT, α > 0, (10.7)
cf. [60]. However, this assumption introduces an additional derivative and the system
is not hyperbolic anymore. On the other hand, neglecting heat ﬂux (and entropy ﬂux
ϕ) leads to thermodynamically inconsistent static solutions, see Lemma 10.6 below. For
further refereeing we give a short deﬁnition of the system without heat ﬂux.
Definition 10.4 (Two-phase Euler system).
The system of Definition 10.3 with q ≡ 0 and ϕ ≡ 0 is called two-phase Euler system.
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The subsequent two lemmas show the thermodynamic inconsistency of the two-phase
Euler system. The demonstration bases on the assumption, that in Aliq ∪ Avap, at most,
three thermodynamic quantities are in equilibrium. Along the saturation curve ηsatliq < η
sat
vap
holds. If pressure, Gibbs free energy and entropy are continuous at the interface, thenJT K 6= 0.
Lemma 10.5 (The two-phase Euler system prevents condensation).
Consider the system of Definition 10.4. A phase transition with end states, such that
ηliq < ηvap holds, is not a condensation wave.
Proof. Note that JηK > 0 holds along the saturation curve and in a vicinity thereof. The
mass ﬂux j is determined by (10.6) and the entropy balance reads j JηK = ηΓ, with ηΓ ≥ 0.
Thus, j ≥ 0 and the phase transition is not a condensation wave.
Lemma 10.6 (Static solutions are not in thermodynamic equilibrium).
Consider the system of Definition 10.4 equipped with a kinetic relation ηΓ = b(j) j, where
b : R→ R is a continuous function with b(0) = 0.
Then, static solutions of the two-phase Euler system are not in global thermodynamic
equilibrium (Definition 2.5). In particular, for j → 0, the jump conditions at the interface
become JpK = ζ, JηK = 0, Jµ+ T ηK = 0. (10.8)
The argument for the inconsistency is as follows: assume one of the equilibrium
conditions in Deﬁnition 2.5, e.g. JµK = 0. Then, JT K 6= 0 since at most three quantities are
in equilibrium.
Proof of Lemma 10.6. We rewrite the balance equations for normal momentum, energy
and entropy in terms of the mass ﬂux j
j JvK + JpK = ζ, j Je+ p vK = s ζ, j JηK = b(j) j,
where v := v · n. The term s ζ in the energy balance can be eliminated with help of the
momentum balance. Furthermore, we apply the thermodynamic identity ε = µ− τ p+ T η
from (10.2) and we cancel the mass ﬂux in the energy and in the entropy balance. Thus,
it holds
j JvK + JpK = ζ, qµ+ T η + 1
2
τ 2 j2
y
= 0, JηK = b(j).
In the limit j → 0 we ﬁnd (10.8).
Ngan and Truskinovsky study in [63] the inﬂuence of latent heat on phase transitions
in solids. They consider a model, that is essentially the Euler Fourier system with extra
terms for viscosity and capillary. They ﬁnd the jump conditions (10.8) in the limit α→ 0,
where α is the coeﬃcient for heat conductivity in (10.7). In [63], the conditions (10.8) are
called adiabatic analogs to the Maxwell conditions.
Remark 10.7 (Latent heat).
The inconsistencies, shown in Lemma 10.5 and Lemma 10.6, stem from the fact that heat
ﬂux is neglect, but the equations of state take latent heat into account, i.e. the function L
in (10.9) is not zero.
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The latent heat of transition at temperature Tref > 0 is given by
L(Tref) := Tref
(
ηsatvap(Tref)− η
sat
liq (Tref)
)
, (10.9)
where ηsatvap(Tref), η
sat
liq (Tref) are as in Deﬁnition 10.1, cf. [25, 38, 57, 61]. Note that Deﬁni-
tion 10.1 implies, that L(Tref) > 0. Latent heat accounts for the release and the absorption
of thermal energy during the phase transition, as we will see in the following.
Consider now the heat conducting case of Deﬁnition 10.3 with q = T ϕ. An isothermal
phase transitions at temperature Tref = Tliq = Tvap satisﬁes
j JηK + sq · n
Tref
{
= ηΓ. (10.10)
One obtains a correlation between heat ﬂux and latent heat considering (10.10) at global
thermodynamic equilibrium, cf. Deﬁnition 2.5. If a transition takes place reversibly, or ηΓ
is negligible, then we ﬁnd the equation
Jq · nK = −j Tref (ηsatvap(Tref)− ηsatliq (Tref)) . (10.11)
Note that the latent heat appears on the right hand side. The equation can be interpreted
as follows. In evaporation processes (j > 0), heat inﬂow is higher than its outﬂow, thus the
phase boundary liberates thermal energy. In the condensation case (j < 0) the opposite
happens, thermal energy is absorbed at the phase boundary. The thermal energy in
the ﬁrst case is also known as heat of evaporation and in the second case as heat of
condensation. In order to state a proper two-phase model we will assume that equation
(10.11) also holds in the non-equilibrium case.
10.1.3 Free boundary formulation
Deﬁnition 10.8 below states a temperature dependent two-phase model that is hyperbolic
in the bulk phases and that accounts for latent heat. It bases on the two-phase Euler
Fourier model and the following assumptions.
• There is no heat ﬂow (q ≡ 0), nor entropy ﬂow (ϕ ≡ 0) in the bulk.
• At the interface Jq · nK /j = −L(Tref) and Jq · nK = Tref Jϕ · nK holds for some
reference temperature Tref > 0.
• There is no slip at the phase boundary.
Definition 10.8 (Non-isothermal model).
For any t ∈ [0, θ], θ > 0, assume that the domain Ω ⊂ Rd, d ∈ { 1, 2, 3 } with smooth
boundary, is partitioned into the union of two open sets Ωvap(t), Ωliq(t), which contain the
two bulk phases, and the sharp interface Γ(t), that separates the two spatial bulk sets.
In the spatial-temporal bulk set { (x, t) ∈ Rd × (0, θ) | x ∈ Ωvap(t) ∪ Ωliq(t) } the dynam-
ics of the fluid are governed by the system
̺t +div(̺v) = 0,
(̺v)t+div(̺v ⊗ v + p I) = 0,
(̺ e)t+div((̺ e+ p)v) = 0.
(10.12)
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The unknowns are density ̺ = ̺(x, t) > 0, velocity v = v(x, t) = (v1(x, t), · · · , vd(x, t))
⊺
∈
R
d and the specific total energy e = e(x, t) ∈ R which is related to the specific internal
energy via e = ε+ 1
2
|v|2. The system (10.12) is closed by an equation of state that relates
the pressure p to the other variables. Finally, I ∈ Rd×d is the d-dimensional unit matrix.
For fixed initial position of the interface Γ(0) and given initial density ̺0, velocity field
v0 and total energy e0 assume that
̺(x, 0) = ̺0(x),
v(x, 0) = v0(x),
e(x, 0) = e0(x)

 for x ∈ Ωvap(0) ∪ Ωliq(0).
Furthermore, the vector ̺0(x)(1,v0(x), e0(x)) belongs to the set of admissible unknowns
Uliq/vap :=
{
(̺, ̺v, ̺ e)
∣∣∣ ∃η : e = ε (̺, η) + 1
2
|v|2 ,
(
1
̺
, η
)
∈ Aliq/vap
}
for any x ∈ Ωvap(0) ∪ Ωliq(0). At the boundary
v · ν = 0 on ∂Ω, (10.13)
is assumed, where ν is the outer normal to ∂Ω.
Let Tref > 0 be given. For γ ∈ Γ(t) denote the speed of Γ(t) in the normal direction
n = n(γ, t) ∈ Sd−1 by s = s(γ, t) ∈ R. The vector n points into Ωvap and κ = κ(γ, t) ∈ R
denotes the mean curvature (2.1). Across the smooth interface the following d+ 2 trace
conditions are posed
J̺ (v · n− s)K = 0, (10.14)J̺ (v · n− s)v · n+ pK = (d− 1) ζ∗ κ, (10.15)Jv · tlK = 0 for l = 1, . . . , d− 1, (10.16)q
µ+ T η + 1
2
(v · n− s)2
y
= L(Tref). (10.17)
Here JaK := avap − aliq and avap/liq := limε→0,ε>0 a(γ ± εn) for some quantity a defined in
Ωvap(t)∪Ωliq(t). The constant surface tension coefficient is ζ
∗ ≥ 0, and t1, . . . , td−1 ∈ S
d−1
are a complete set of vectors tangential to Γ(t). Equations of state relate the specific Gibbs
free energy µ, the temperature T and the specific entropy η to the other unknowns. The
latent heat L = L(Tref) in (10.17) is given by (10.9).
The trace conditions (10.14)–(10.17) represent the conservation of mass, the balance
of momentum and total energy in presence of capillary surface forces, latent heat and the
no slip condition.
Remark 10.9 (Choice of the reference temperature Tref).
The latent heat L in (10.17) is measured at the temperature Tref which has to be deﬁned, for
instance corresponding to some ambient system temperature Tref = T∞. If it is reasonable
to consider an ambient system pressure p∞ one may apply the saturated speciﬁc entropy
with respect to p∞: L = T
sat(p∞) Jηsat(p∞)K. Another possibility is to use a convex
combination of the trace temperatures Tliq and Tvap. We will see in Lemma 10.10 below,
that it is advantageous if Tliq = Tvap implies Tref = Tvap.
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The system (10.12) can be written for U = (̺, ̺ v1, . . . , ̺ vd, ̺ e)
⊺
in the conservation
form
Ut + f
1(U )x1 + · · ·+ f
d(U )xd = 0,
with appropriately deﬁned ﬂuxes f 1, . . . ,f d. For U ∈ Uliq ∪ Uvap and ω ∈ S
d−1 the
eigenvalues of the Jacobian of the ω-directional ﬂux ω1f
1(U) + . . .+ ωdf
d(U) are then
given by
λ1(U ;ω) = v · ω − c,
λ2(U ;ω) = · · · = λd+1(U ;ω) = v · ω,
λd+2(U ;ω) = v · ω + c,
with c deﬁned in (10.4).
As a consequence U ∈ Uliq ∪ Uvap is a necessary (and in fact suﬃcient) criterion for
(10.12) to be hyperbolic. As in the isothermal case, we search for entropy solutions.
Entropy solutions are functions U = U (x, t), which are weak solutions of the model in
Deﬁnition 10.8 with U ∈ Uliq/vap for almost all (x, t) ∈ Ωliq/vap(t) × [0, θ] and satisfy the
entropy condition
(−̺ η)t + div (−̺ η v) ≤ 0
in the distributional sense in the single bulk regions and
j JηK Tref − j L(Tref) ≥ 0
at the interface.
The entropy conditions are derived from the Euler Fourier model of Deﬁnition 10.3
applying above model assumptions for heat and entropy ﬂux and ηΩ ≥ 0, ηΓ ≥ 0. Using
(10.3) one readily checks that −̺ η is convex in terms of (̺, ̺v, ̺ e) for states in the bulk
sets and thus, it is a mathematical entropy for (10.12) (see [33, Chapter II]).
In this chapter we are interested only in interfaces that are non-characteristic and
subsonic phase transitions. For a subsonic phase transition the adjacent states Uvap/liq
satisfy
λ1(Uliq;ω) < s < λd+2(Uliq;ω) and λ1(Uvap;ω) < s < λd+2(Uvap;ω). (10.18)
With (10.6) and the assumption that the sound speed in the liquid phase propagates much
faster than in the vapor phase, it suﬃces to check |j| < ̺vap c(τvap, ηvap).
For the isothermal case it is known (see e.g. [1, 70]) that well-posedness of the free
boundary value problem requires an additional condition. The same holds for (10.12) with
van der Waals ﬂuids, see [49]. We assume that this is also necessary for more general
equations of state fulﬁlling (10.1).
The kinetic relation imposes a condition on the interfacial entropy production. That
is in Eulerian coordinates Tref ηΓ = g(j) j with g of (6.1). We subtract Tref times the
entropy balance from the energy balance and apply above model assumptions. The kinetic
relation then reads
k(Uliq,Uvap, j) :=
q
µ+ 1
2
τ 2 j2
y
+ JT ηK− Tref JηK + g(j) = 0. (10.19)
In the following, we consider only kinetic relations of the type (10.19). A speciﬁc solution,
with subsonic (static) phase transitions, is given by the following lemma.
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Lemma 10.10 (Static solutions of the non-isothermal model).
Let Ωliq = B1(0) ⊂ R
d and Ωvap = [−2, 2]
d \ B¯1(0) ⊂ R
d, for d ∈ { 1, 2, 3 }, a surface
tension coefficient ζ∗ ≥ 0 and a pair of saturation sates (τ satliq , η
sat
liq ) ∈ Aliq, (τ
sat
vap, η
sat
vap) ∈ Avap
for ζ = (d− 1) ζ∗ at temperature Tref > 0 be given. Here, B1(0) denotes the d-dimensional
unit ball with center in the origin. Furthermore, let the initial states
U0(x) =

(1,0, ε(τliq, ηliq))
⊺
/τliq for x ∈ Ωliq,
(1,0, ε(τvap, ηvap))
⊺
/τvap for x ∈ Ωvap,
for some (τliq, ηliq) ∈ Aliq, (τvap, ηvap) ∈ Avap be given and consider the non-isothermal model
of Definition 10.8, equipped with the kinetic relation in (10.19).
Then, the function U(x, t) = U0(x) solves the non-isothermal model for t > 0 if and
only if τliq/vap, ηliq/vap and corresponding pliq/vap, µliq/vap, Tliq/vap satisfy
JpK = ζ, Jµ+ T ηK = Tref (ηsatvap − ηsatliq ), and Jµ+ T ηK = Tref JηK .
Proof. The function U0(x) is constant in the bulk and boundary conditions are satisﬁed.
Thus, we have to check merely the jump conditions. The mass ﬂux across the phase
boundary is zero, due to the vanishing velocity ﬁeld. If we set j = 0 in the jump conditions
(10.14)–(10.17) and the kinetic relation, we ﬁnd above jump condition.
Note that static solutions are not unique. For instance solutions with Tliq 6= Tvap are
possible. However, and in contrast to Lemma 10.5 and Lemma 10.6, one particular static
solution is the thermodynamic equilibrium due to Deﬁnition 2.5.
Proposition 10.11 (Global thermodynamic equilibrium solution).
One particular static solutions of the non-isothermal model is given by U(x, t) = U0(x),
with U0(x) of Lemma 10.10, and
JpK = ζ, JµK = 0 and Tliq = Tvap = Tref. (10.20)
The solution is called thermodynamic equilibrium solution.
Proof. The jump conditions (10.20) are just a special case of the jump conditions of
Lemma 10.10. Note that ηliq = η
sat
liq (Tref) and ηvap = η
sat
vap(Tref), since (10.5) holds.
10.2 Microsolver for kinetic relations
We present in this section an approach to solve Riemann problems for the non-isothermal
model of Deﬁnition 10.8. Exact Riemann solvers of that type can be found in [17, 62].
However, they do not cover general equations of state or general kinetic relation (10.19) nor
surface tension. Furthermore, they consider the two-phase Euler system (with homogeneous
Rankine-Hugoniot conditions), that suﬀers from thermodynamically inconsistent static
solutions, see Lemma 10.6.
The section is organized as follows. The ﬁrst subsection introduces the micro-model
and explains the structure of the solution. Similar to the relaxation approach of Chapter 7,
we rely on speciﬁc wave conﬁgurations, i.e. attached waves and supersonic phase transitions
are excluded. Based on this conﬁguration, Algorithm 10.12 deﬁnes a target function in
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Figure 10.2: Left: typical wave structure for the single phase Riemann solution with d+ 2 waves.
It consists of a rarefaction wave followed by a contact wave of multiplicity d and a shock
wave. Right: typical wave structure for the two-phase Riemann solution with d+ 3 waves.
The additional wave is the subsonic phase transition.
Section 10.2.2, whose root is the solution of the micro-scale model. This provides a very
ﬂexible method, that is applicable to general kinetic relations. Algorithm 10.15 applies
the target function in order to determine the micro solution.
The micro-model depends on the constant surface tension term and reference tempera-
ture, as well as on the chosen kinetic relation. The last subsection shows their inﬂuence
on the Riemann solution.
10.2.1 Micro-scale model
We follow the same approach as in Chapter 3. The front tracking scheme of Algorithm 3.1
provides for any point of the computational interface γ states as input data for the Riemann
solver. These states are UL ∈ Uliq, UR ∈ Uvap, an orthonormal system n, t1, . . . , td−1 ∈ S
d−1,
and an associated (constant) curvature value κ ∈ R. The surface tension term is again
abbreviated with ζ := (d−1) ζ∗ κ and held constant for a single micro-scale problem. With
the Riemann solver, we determine interfacial bulk states Uliq ∈ Uliq, Uvap ∈ Uvap which
result from the local interaction of the input data based on a chosen kinetic relation k and
on the reference temperature Tref for the latent heat. From the technical point of view the
upshot of this section will be mappings of type
M˜ :
{
Uliq × Uvap × (S
d−1)d ×Z → Uliq × Uvap × R
(UL,UR,n, t1, . . . , td−1, ζ) 7→ (Uliq,Uvap, s).
(10.21)
The non-isothermal micro-scale model under consideration is now

̺
̺ v
̺u
̺ e


t
+


̺ v
̺ v2 + p
̺u v
(̺ e+ p)v


x
=


0
0
0
0

 ,
for x := (x− γ) · n, v := v · n and u := (v · t1, . . . ,v · td−1)
⊺
. To simplify the subsequent
algorithms, we introduce the state vector V := (τ, v,u, T )
⊺
. The model is subject to the
Riemann initial condition
V (x, 0) =
{
VL = (τL, vL · n, vL · t1, . . . , vL · td−1, TL)
⊺
for x ≤ 0,
VR = (τR,vR · n,vR · t1, . . . ,vR · td−1, TR)
⊺
for x > 0.
(10.22)
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Figure 10.3: Wave fan as it is assumed in Algorithm 10.12. Depending on the wave configuration,
either the left contact wave vanishes (V1 = V2), or the right contact wave vanishes (V3 = V4).
Entropy solutions of the purely hyperbolic system consist of d+ 2 waves: two shock
or rarefaction waves associated to the eigenvalues λ1 and λd+2 and contact waves of
multiplicity d, as it is shown exemplary in Figure 10.2 (left). Because we want to solve a
two-phase problem, we will rely on a diﬀerent wave fan. We propose to solve the problem
by adding a phase transition with adjacent states Vliq,Vvap (see Figure 10.2 right). The
phase transition is a discontinuous wave that is supposed to be subsonic (10.18) and to
satisfy the jump conditions (10.14)–(10.17) and the kinetic relation (10.19). In this way
we preserve the jump conditions at least for ﬁxed mean curvature values κ ∈ R. All
other waves are kept satisfying the standard Rankine-Hugoniot conditions and Riemann
invariants.
We call a self-similar entropy solution of the Riemann problem (10.22) a k-micro
solution if it is composed of, at most, four waves: left and right elementary wave, a
contact wave and the subsonic phase transition that satisﬁes the kinetic relation k.
10.2.2 Algorithm
The k-micro solution consists of d+ 3 waves, one wave being a subsonic phase transition
with adjacent states Vliq,Vvap. Algorithm 10.12 provides the exact solution of the non-
isothermal micro-scale model as the root of an implicit function, in the following called
target function. The target function is solved with an iterative scheme in Algorithm 10.15.
The phase transition is subsonic but might be faster or slower than the contact wave.
Thus, the phase of the state between phase transition and contact wave is not known in
advance. Any iterative scheme, that relies on one fan conﬁguration will fail if the phase
of the middle state changes, since ratios of speciﬁc volume values and entropy values are
very diﬀerent in the liquid and the vapor. Furthermore, approximate states may belong to
the spinodal region, where the equation of state cannot be evaluated. For that reason,
we relay on a wave fan with two contact waves, see Figure 10.3. One contact wave is
nonphysical and will be eliminated during the root ﬁnding process.
The unknowns of the target function are chosen to be the speciﬁc volume and tem-
perature, because we will later on use thermodynamic libraries that compute all other
quantities in terms of (τ, T ). Shock, rarefaction and contact waves are computed as in [33,
Chapter II].
116 CHAPTER 10. NON-ISOTHERMAL LIQUID VAPOR FLOWS
Algorithm 10.12 (Evaluation of the target function FL,R).
Let a function g = g(j), that completes the kinetic relation k in (10.19), and
VL, VR ∈ R
d+1 from (10.22), ζ ∈ R and Tref > 0
be given as constant input parameters. Furthermore, let the arguments τi, Ti for i = 1, . . . , 4
be given.
The following steps determine the target function
FL,R : R
8
+ → R
8, (τ1, T1, τ2, T2, τ3, T3, τ4, T4) 7→ (r1, r2, . . . , r8).
The algorithm returns r1, r2, . . . , r8 and, in addition, an error flag, states
Vi = (τi, vi,ui, Ti)
⊺
∈ Rd+1 for i = 1, . . . , 4, and s ∈ R.
Step 1. Evaluate pressures, specific entropies, inner and Gibbs free energies
pi := p(τi, Ti), ηi := η(τi, Ti), εi := ε(τi, Ti), µi := µ(τi, Ti)
for i = L,R, 1, . . . , 4 and assign tangential velocities
u1 := u2 := uL and u3 := u4 := uR.
Abort if (τ1, η1), (τ2, η2) /∈ Aliq or (τ3, η3), (τ4, η4) /∈ Avap and return the error flag.
Step 2. The left elementary wave determines v1 and r1.
If pL > p1, the left wave is a rarefaction wave, set
r1 := η1 − ηL, v1 := vL +
τ1∫
τL
−
√
−pτ (τ, ηL) d τ .
If pL ≤ p1, the left wave is a shock wave, set
r1 := ε1 − εL +
1
2
(pL + p1) (τ1 − τL), v1 := vL −
√
|(pL − p1) (τ1 − τL)|.
Step 3. The right elementary wave determines v4 and r2.
If p4 < pR, the right wave is a rarefaction wave, set
r2 := ηR − η4, v4 := vR −
τ4∫
τR
−
√
−pτ (τ, ηR) d τ .
If p4 ≤ pR, the right wave is a shock wave, set
r2 := εR − ε4 +
1
2
(p4 + pR) (τR − τ4), v4 := vR +
√
|(p4 − pR) (τR − τ4)|.
Step 4. The contact waves determine (normal) fluid velocity and pressure in the adjacent
states. Assign
r3 := p2 − p1, r4 := p4 − p3, v2 := v1, v3 := v4.
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Step 5. The mass flux through the phase boundary and its speed are
j :=
v3 − v2
τ3 − τ2
, s := v2 − j τ2 = v3 − j τ3.
Step 6. The left contact wave propagates with speed v3, the phase transition with s and
the right contact wave with speed v4. The wave fan configuration is therefore known
and the additional contact wave can be rejected, set
r5 :=


T4 − T3 : j < 0,
(T2 − T1) (T4 − T3) : j = 0,
T2 − T1 : j > 0.
Step 7. The phase transition connects V2 and V3, thus
r6 := j (v3 − v2) + p3 − p2 − ζ,
r7 := (h3 − h2) +
1
2
j2 (τ3 − τ2) − L(Tref),
r8 := (h3 − h2) +
1
2
j2 (τ3 − τ2) − Tref (η3 − η2) + g(j),
with hi = µi + Ti ηi, i = 2, 3.
The task is now to ﬁnd the root of the target function.
Theorem 10.13 (Root of FL,R determines the k-micro solution).
Let VL, VR ∈ R
d+1 from (10.22), ζ ≥ 0, Tref > 0 and a function g = g(j), that completes
the kinetic relation k in (10.19), be given.
A k-micro solution, that is composed of the intermediate states V1,V2,V3,V4 as shown
in Figure 10.3, exits if and only if Algorithm 10.12 returns the states V1,V2,V3,V4 and
ri = 0 for i = 1, . . . , 8.
Note that intermediate states of the k-micro solution may vanish. This is the case,
when propagation speeds coincide or states are equal. In particular, V1 = V2 or V3 = V4
holds, since only one contact wave is valid.
Proof of Theorem 10.13. Note that Algorithm 10.12 guarantees, that V1,V2 correspond
to the liquid phases and V3,V4 correspond to the vapor phases. Furthermore, a k-micro
solution is composed of, at most, four waves: left and right elementary wave, a contact
wave and the phase transition.
The condition r6 = r7 = r8 = 0 is equivalent to the property, that the states V2 and V3
are connected by a phase transition that fulﬁlls (10.14)–(10.17) and (10.19). Recall that
the phase transition wave is subsonic (10.18).
We proceed with the case j ≤ 0. The case j > 0 is similar. The condition r1 = 0 is
equivalent to the property, that the states VL and V1 are connected by a rarefaction wave
or a Lax shock wave associated to λ1 and that V1 and V2 are connected by a contact wave
with characteristic speed λ2. The condition r2 = r5 = 0 is equivalent to the property, that
V3 = V4 and V5, VR are connected by a rarefaction wave or a Lax shock wave associated
to λd+2.
Note that in the case j = 0, we ﬁnd a phase transition with attached contact wave. Both
waves propagate with the same speed. The solution remains the same (in distributional
sense) if the left contact wave or the right one is attached.
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Remark 10.14 (Requirements to the root-ﬁnding algorithms for FL,R).
Note that the function FL,R, determined by Algorithm 10.12, is not globally diﬀerentiable.
Furthermore, it may happen that the actual guess leads to a state in the spinodal region
or the wrong phase. This is recognized by Step 1 and an error ﬂag is returned. We apply
a damped Quasi-Newton method and reduce the step size until all states are in the correct
phases.
Later on we will test two diﬀerent choices of the reference temperature Tref. This
will either be a constant ambient temperature T∞ or the arithmetic mean of the initial
temperature values. To denote this diﬀerence, let us introduce a function T˚ = T˚ (TL, TR) ∈
C(R2+) with the two choices
T˚∞(TL, TR) := T∞ and T˚{T}(TL, TR) :=
1
2
(TL + TR). (10.23)
Note that this is the same treatment as it was used for the surface tension in Algorithm 3.1
and the mass ﬂux estimate in Algorithm 7.4. The reference temperature is ﬁxed in the
micro-scale model, but adapted on each application of the microsolver.
Algorithm 10.15 (Non-isothermal k-microsolver M˜k).
Let the arguments (UL, UR, n, t1, . . . , td−1, ζ) ∈ Uliq×Uvap× (S
d−1)d×Z of function M˜ in
(10.21), a function T˚ ∈ C(R2+) and a function g = g(j) that completes the kinetic relation
(10.19) be given.
Step 1. Compute specific volume τL/R, temperature TL/R, normal and tangential fluid
velocities
vL/R := vL/R · n and uL/R :=
(
vL/R · t1, . . . ,vL/R · td−1
)⊺
from the initial states UL/R.
Assign the constant parameters for Algorithm 10.12, that are the state vectors
VL/R = (τL/R, vL/R,uL/R, TL/R)
⊺
, the reference temperature Tref := T˚ (TL, TR), ζ and
the function g.
Step 2. Assign an initial guess τi, Ti, i = 1, . . . , 4, for the root-finding algorithm such
that
(τ1, η(τ1, T1)) ∈ Aliq, (τ2, η(τ2, T2)) ∈ Aliq,
(τ3, η(τ3, T3)) ∈ Avap, (τ4, η(τ4, T4)) ∈ Avap
holds.
Step 3. Compute the non-isothermal k-micro solution. Solve
FL,R(τ1, T1, τ2, T2, τ3, T3, τ4, T4) = 0
and store the return values V1, . . . ,V4, s of Algorithm 10.12.
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Step 4. Return (Uliq,Uvap, s), where
ε2 := ε(τ2, T2), ε3 := ε(τ3, T3),
vliq := v2n+
d−1∑
k=1
(u2)k tk, vvap := v3n+
d−1∑
k=1
(u3)k tk
Uliq :=
1
τ2
(
1,vliq, ε2 +
1
2
|vliq|
2
)
, Uvap :=
1
τ3
(
1,vvap, ε3 +
1
2
|vvap|
2
)
.
Theorem 10.13 states, that a k-micro solution is found, if the root-ﬁnding algorithm
converges. Conditions, upon which unique solutions of the target function exit, are not
part of this work.
Remark 10.16 (Applying diﬀerent sharp interface models).
The approach is quite ﬂexible concerning kinetic relations and jump conditions for the
energy. Almost any kind of residual can be stated for r7 and r8 in Step 7 of Algorithm 10.12.
Thus, the microsolver is easily applicable to other sharp interface models.
We consider in the following the kinetic relations k1, k2 and k3 as in (10.19) with
associated functions
g1(j) = 0, g2(j) = k
∗ j, g3(j) = k
∗ sign(j) j2,
respectively. Note that they correspond toK1,K2 andK3 in Table 6.1. For Tliq = Tvap = Tref
they are equivalent. Corresponding relations to K4, K6 and K7 are just not implemented.
Applying a kinetic relation like K5 leads to discontinuous target functions. This is delicate
for the root-ﬁnding algorithm, even if a unique solution exists. The target function for
kinetic relation k8(Uliq,Uvap, j) := j is overdetermined, since always j = 0 holds. As in the
previous chapters, we write kn-micro solution, kn-microsolver and M˜kn if the demanded
kinetic relation is kn and n ∈ { 1, 2, 3 }.
10.2.3 k-micro solutions and influence of parameters
The following examples illustrate the non-isothermal k-micro solutions in one spatial
dimension. We compute Riemann solutions with the solver of the previous subsection for
diﬀerent kinetic relations and reference temperatures. Note that for a single application of
M˜k, reference temperature Tref and surface tension term ζ are constant.
Example 10.17 (Inﬂuence of entropy production coeﬃcient k∗).
The ﬁrst example addresses the inﬂuence of the entropy production coeﬃcient k∗ onto the
k2-micro solution. We consider an n-dodecane ﬂuid with initial conditions, such that
(p, v, T ) =
{
(1.39 bar, 0, 500K)
⊺
for x ≤ 0,
(0.4 bar, 0, 500K)
⊺
for x > 0
holds. The liquid phase is on the left hand side, the surface tension term is ζ = 0bar and
the reference temperature Tref = 500K corresponds to L(Tref) = 249410 J/kg.
The k2-micro solution is shown in Figure 10.4. For the parameter k
∗ = 0m3/kg s, it
consists of a left shock wave followed by an evaporation wave of speed s = −0.94m/s, the
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Tref L(Tref) ζ s
(a) 500K 249410 J/kg 0 bar −0.28m/s
(b) 504K 246784 J/kg 0 bar −0.33m/s
(c) 508K 244115 J/kg 0 bar −0.37m/s
(d) 504K 246784 J/kg -0.1 bar −0.36m/s
(e) 504K 246784 J/kg 0.1 bar −0.30m/s
Table 10.1: Parameters for Example 10.18. The last column displays the propagation speed of
the k2-micro solutions.
contact wave and a right shock wave. Note that the contact wave is visible only in the
temperature distribution.
The solution for k∗ = 50m3/kg s and k∗ = 100m3/kg s is composed of a left rarefaction
wave, an evaporation wave, the contact wave and a right shock wave. Note that the slope
of the rarefaction wave is quite strong in the chosen spatial scaling. The results indicate
how the variation in k∗ inﬂuences the predicted mass ﬂux rates and the interface speed. In
fact, the speed of the evaporation wave is s = −0.28m/s for k∗ = 50m3/kg s and s = −0.1m/s
for k∗ = 100m3/kg s. Here, the liquid pressure is below the saturation pressure of 1.39 bar
and the state (τliq, ηliq) is metastable.
Figure 10.4 shows also the isothermal micro-solution for the same setting. The
solutions are very similar, except for the propagation speeds in the liquid bulk phase and
the temperature distribution.
Example 10.18 (Inﬂuence of reference temperature and surface tension term).
The second example addresses the eﬀect of the choice of the reference temperature and
the surface tension to a single k2-micro solution. Consider n-dodecane with initial states
such that
(p, v, T ) =
{
(1.39 bar, 0m/s, 500K)
⊺
for x ≤ 0,
(0.4 bar, 0m/s, 508K)
⊺
for x > 0
holds and k∗ = 50m3/kg s. Reference temperature and surface tensions are given in
Table 10.1. At 500K the liquid pressure of 1.39 bar corresponds to the saturation pressure.
Figure 10.5 shows the k2-micro solutions. The solutions have the same wave pattern as in
the previous example.
Diﬀerences in the reference temperature result only in slightly diﬀerent solutions. The
structure of the solution is quite the same, but the values of the constant states are
diﬀerent. The speed of the evaporation wave can be found in Table 10.1.
The dashed lines in Figure 10.5 correspond to solutions with surface tension. Capillarity
forces aﬀect in particular the pressure distribution. Temperature and ﬂuid velocity coincide
with the solution of the planar case. The amount of surface tension in case (d) corresponds
to a 3-dimensional droplet of 0.0035mm diameter (ζ∗ = 0.0089 N/m at T = 503K). Test
case (e) corresponds to a bubble with the same diameter as only the sign alters.
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Figure 10.4: k2-micro solutions of Example 10.17 with different entropy dissipation rates. All
figures correspond to the same legend.
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Figure 10.5: k2-micro solutions of Example 10.18 and parameters in Table 10.1. All figures
correspond to the same legend.
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pL pR vL vR TL TR T˚∞ k k
∗
(f) 1.39 bar 0.4 bar 0m/s 0m/s 230 ◦C 230 ◦C 230 ◦C k2 50m
3/kg s
(g) 1.39 bar 1.0 bar 0m/s 0m/s 230 ◦C 230 ◦C 230 ◦C k2 50m
3/kg s
(h) 1.39 bar 0.4 bar 0m/s 0m/s 500K 504K 508K k2 50m
3/kg s
Table 10.2: Initial conditions for n-dodecane test examples.
10.3 Numerical and thermodynamic verification
This section addresses the veriﬁcation of the complete non-isothermal method, i.e. the
combination of k-microsolver and the bulk solver of Chapter 8. We analyze the convergence
of numerical approximations in Subsection 10.3.1. Thermodynamic consistency is veriﬁed
in Subsection 10.3.2. But let us ﬁrst explain the modiﬁcation of the bulk solver, in order
to approximate the full Euler system (10.12).
We apply the bulk solver with front tracking for one-dimensional solutions of Chapter 8.
The moving mesh scheme of Algorithm 8.2 is applicable to the inviscid Euler system
using W = W (x, t) = (̺(x, t),m(x, t), E(x, t))
⊺
with E = ̺ e and the ﬂux function
F (W ) = (m,m2/̺+ p, (E + p)m/̺)
⊺
.
10.3.1 Experimental order of convergence
We examine grid convergence in one spatial dimension. The veriﬁcation for radially
symmetric solutions is omitted, because we expect the same results as in Example 9.6.
The focus lies on the new microsolver and not on the bulk solver. As in Section 9.1, we
compare numerical approximations against exact Riemann solutions. The exact solution
is given via the k2-micro solution for ﬁxed reference temperature T˚∞ and shall be denoted
by Wˆ = (ˆ̺, mˆ, Eˆ)
⊺
. Initial states
W (x, 0) =

WL : 0m ≤ x < 0.7mWR : 0.7m ≤ x ≤ 1m.
are determined such that the values in Table 10.2 hold. Domain and simulation end time
θ = 0.8ms are chosen such that the waves do not reach the boundary. Furthermore, we
use the boundary condition W (0, t) =WL, W (1, t) =WR, for t ∈ (0, θ).
The relative error is given by
eI =
θ∫
0
Rmax∫
Rmin
Ad(r)

 |̺I − ˆ̺|
1 + | ˆ̺|
+
|mI − mˆ|
1 + |mˆ|
+
∣∣∣EI − Eˆ∣∣∣
1 +
∣∣∣Eˆ∣∣∣

 d r d t,
where (̺I ,mI , EI) is the numerical solution on a grid with I ∈ N cells. For a sequence of
grids with Il ∈ N, for l ∈ N, cells and corresponding relative errors eIl we compute the
experimental order of convergence
eocl :=
ln
(
eIl
/
eIl−1
)
ln
(
Il−1
/
Il
) .
124 CHAPTER 10. NON-ISOTHERMAL LIQUID VAPOR FLOWS
Test (f) with M˜k2 Test (g) with M˜k2 Test (h) with M˜k2
I eI eoc eI eoc eI eoc
500 6.4e-04 3.5e-04 6.4e-04
1000 4.0e-04 0.67 2.4e-04 0.56 4.0e-04 0.67
2000 2.7e-04 0.60 1.6e-04 0.56 2.6e-04 0.60
4000 1.6e-04 0.70 1.1e-04 0.55 1.6e-04 0.72
8000 1.0e-04 0.71 7.5e-05 0.53 9.9e-05 0.71
Table 10.3: Error analysis for initial conditions of Table 10.2.
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Figure 10.6: Pressure (left) and temperature distribution (right) of the one-dimensional test case
(h) on different grids and the k2-micro solution. Both figure correspond to the same legend.
Note that the number I is the degree of freedom in Algorithm 8.2. The optimal order that
can be achieved in view of the ﬁrst-order scheme and solutions, that contain discontinuities
is between 0.5 and 1, cf. [52].
Example 10.19 (Error analysis applying the k-microsolver).
The tests are performed with a time step restriction that corresponds to (8.6) and CFL = 0.9
and the equations of state for n-dodecane. Table 10.3 demonstrates that the convergence
order is in the expected optimal range. The numerical solution for test case (h) at the
ﬁnal time is displayed in Figure 10.6. It shows the numerical approximation for a sequence
of reﬁned grids and the (exact) k2-micro solution over the Eulerian space variable. The
solution consists of a 1-rarefaction wave, followed by an evaporation wave, a 2-contact
wave and a 3-shock wave. Note that all waves are well resolved. With decreasing grid size,
WI tends to the reference solution.
Note that, on every grid resolution, the phase transition wave remains sharp and it
is located at the correct position. This demonstrates that the moving mesh algorithm
resolves the phase transition very well with the information of the microsolver, here M˜k2 .
10.3.2 Global entropy release and steady state solutions
A transient solution should reach its steady state for t→∞, at the same time, the total
mathematical entropy should be minimized. The mathematical entropy is the (physical)
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entropy with a negative sign. In order to apply the model assumptions, we rewrite the
total entropy balance equation (2.5) of Section 2.2. Applying the divergence theorem gives
d
d t
∫
Ωliq∪Ωvap
̺ η d v −
∫
Ωliq∪Ωvap
ϕ d v +
∫
Γ
Jϕ · nK d a− ∫
Ωliq∪Ωvap
ηΩ d v −
∫
Γ
ηΓ d a = 0.
The entropy ﬂux ϕ is neglected in the bulk phases, the second term is therefore zero.
The third term is replaced by the latent heat assumption L(Tref) = −Tref Jϕ · nK /j.
Furthermore, we skip the entropy production terms ηΩ and ηΓ and integrate the equation
over time. This leads to the deﬁnition of the total entropy at time θ > 0
E(̺(·, θ),m(·, θ), e(·, θ)) :=
∫
Ωliq∪Ωvap
̺ η
(
̺, e−
|m|2
2 ̺
)
d v −
θ∫
0
∫
Γ
j
(
ηsatvap(Tref)− η
sat
liq (Tref)
)
d a d t.
Note that E increases in time, since production terms are neglected.
We study the time evolution of E for radially symmetric solutions in R3. The moving
mesh scheme of Algorithm 8.2 is applicable usingW =W (r, t) = (̺(r, t),m(r, t), E(r, t))
⊺
with
̺(x, t) = ̺(r, t), m(x, t) =
x
r
m(r, t) (̺ e)(x, t) = E(r, t), |x| = r
instead of (8.1) and the following ﬂux function and (geometric) source term
F (W ) =
(
m,
m2
̺
+ p,
(E + p)m
̺
)⊺
, Q(W ) = (0, p, 0)
⊺
.
Remark 10.20 (Conservation properties and preserving of isolated phase boundaries).
The scheme conserves total mass and total energy for d ∈ { 1, 2, 3 }. The proof of energy
conservation is analog to the proof mass conservation in Lemma 8.3. For momentum
conservation we refer to Remark 8.4.
Furthermore, isolated phase boundaries are preserved in the sense of Lemma 8.5.
Example 10.21 (Entropy evolution of the complete method).
We want to study the time evolution of the total entropy and the inﬂuence of diﬀerent
choices of the reference temperature T˚ in (10.23). We apply equations of state for n-
dodecane, initial conditions that satisfy
(p, v, T )(r, 0) =

(1.4 bar, 0
m/s, 230 ◦C)
⊺
for 0.1m ≤ r ≤ 0.4m,
(0.8 bar, 0m/s, 230 ◦C)
⊺
for 0.4m < r ≤ 1.0m,
kinetic relation k2 with k
∗ = 30m4/kg s and ζ∗ = 2000 N/m. The problem is considered in
R
3 such that one may think of an (artiﬁcial) large n-dodecane droplet with artiﬁcial high
surface tension. The time step is restricted with CFL = 0.5. We apply reﬂecting boundary
conditions (10.13), such that there is neither mass nor energy exchange through the outer
boundary.
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Figure 10.7: Time evolution of the total entropy for different choices of the reference temperature.
The red line refers to a solution of the modified numerical model of Definition 10.22.
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Figure 10.8: Temperature distribution at different time steps. The blue lines refer to the solution
of the non-isothermal model of Definition 10.8 and the red lines to the modified numerical
model of Definition 10.22.
Two conﬁgurations for the reference temperature are compared: a constant value
Tref = T˚∞ = 230
◦C (L(T˚∞) = 247345 J/kg) over time and adaptation at every evaluation of
M˜k2 by the mean value of the input states Tref = T˚{T}, see (10.23). Note that the latter
choice changes the entropy contribution, since L(T˚{T}) is not constant.
Figure 10.7 shows the evolution of the total entropy t→ E(̺,m, e) for I = 100 cells.
The total entropy increases in time and reaches a local maximum for t = 1 s. The numerical
solution is almost static, but there remains a diﬀerence in the temperature of 4.4 ◦C at
the phase boundary, see Figure 10.8. This was expected, since static solutions are not
necessarily in thermodynamic equilibrium, see Lemma 10.10.
For t > 1 s, the numerical solution behaves unstable. The total entropy in Figure 10.7
decreases (case T˚∞) or jumps (case T˚{T}). Note that there is no unique static solution, see
Lemma 10.10. In case of T˚{T}, the k-microsolver stopped without reaching the tolerance.
We have seen in the last example and Lemma 10.10, that the non-isothermal model
provides no unique static solution. Figure 10.8 shows, that the temperature is disconti-
nuities at the interface. We assume, that this is caused by the lack of thermal diﬀusion
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and propose a modiﬁcation of the numerical non-isothermal model. The modiﬁcation
is motivated by Fourier’s law (10.7) and compensates thermal diﬀerences. In order to
compare with Example 10.21, the modiﬁcation applies only the ﬂux across the phase
boundary. We adopt the notation of Chapter 8.
Definition 10.22 (Numerical model with interfacial heat ﬂux).
Let {W ni | n ∈ N, 0 ≤ i ≤ I } be a family of states at time t
n and let a numerical approxi-
mation qdiff = qdiff(W ni−1,W
n
i ) of the heat flux (10.7) be given.
Replace the flux (8.5) in Chapter 8 by
F ni,–/+ =


Fnum(W
n
i−1,W
n
i ) for i 6= i
n
γ ,
F (W n
–/+)− s
nW n
–/+ +
(
0, 0, qdiff(W ni−1,W
n
i )
)⊺
for i = inγ ,
where inγ is the index of the phase boundary edge.
Example 10.23 (Entropy evolution with interfacial heat ﬂux).
Consider the setting of Example 10.21. We apply the modiﬁcation of Deﬁnition 10.22 with
α = 100W/m K.
The entropy evolution for t < 1 s is the same as in Example 10.21, see Figure 10.7.
The dynamics is here governed by mechanical forces, e.g., the numerical solution shows
pressure diﬀerences and we observe bulk waves.
For t > 1 s, temperature diﬀerences across the interface are compensated (Figure 10.8
red lines) by the heat ﬂux. The total entropy raises to a higher level (Figure 10.7), where
the numerical solution remains static with states in the global thermodynamic equilibrium.
The examples show that the total entropy of (stable) numerical solutions increases in
time. Adding heat ﬂux as in Deﬁnition 10.22 leads to stable transient solutions, that are
in thermodynamic equilibrium. Furthermore, the total entropy reaches a high level.
10.4 Validation with shock tube experiments
This section addresses the validation of the k-micro solutions and the complete method
against shock tube experiments. We compare with published data for explosive evapora-
tion/boiling for the ﬂuids n-dodecane, butane and propane. The ﬂuids belong to the class
of alkanes and we assume that the kinetic relation K2, adapted as in Example 6.13 with
parameters k∗ from density functional theory, provides good approximations.
In the ﬁrst subsection, we consider pure k-micro solutions. In the second subsection,
the combination of bulk solver and k-microsolvers is validated with the experimental data.
10.4.1 Validation of k-micro solutions
We consider propagation speeds of pure Riemann solutions. In the ﬁrst example the
temperature is kept constant and we compare a series of diﬀerent vapor pressure values.
In the second example, also the temperature diﬀerence in the initial states varies.
Example 10.24 (Dodecane shock tube experiments).
We consider again the shock tube experiment described in Section 6.3. Liquid n-dodecane
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at saturation condition is expanded into a low pressure vapor reservoir. The initial
temperature in both phases is T = 230 ◦C, but now, the temperature distribution of the
k-micro solutions may vary.
The propagation speeds of evaporation waves for diﬀerent kinetic relations and the
measured values are depicted in Figure 10.9. We are particularly interested in the pressure
range from almost vacuum to pR = 0.7 bar, where Simoes-Moreira and Shepherd [68]
observed stable evaporation fronts. The propagation speed from almost vacuum to
pR = 0.4 bar is nearly constant and tends to zero in pR = 0.7 bar.
The propagation speed in k1-micro solutions is overestimated opposed to the measure-
ments. The values are the same as in the isothermal Example 6.17, except for low pressure
values. At the lowest value pR = 0.01 bar the speed is even negative. We believe that the
lack of heat conduction is the reason for this behavior, see Subsection 10.4.2 below.
We apply Kdtf from Example 6.13, that is nothing but K2 with k
∗ = 28m2/kg s, and
K3 with k
∗ = 0.1m6/kg2. The computed propagation speeds match the experimental
measurements for 0.1 bar ≤ pR ≤ 0.5 bar, see Figure 10.9. Note that both kinetic relations
lead to almost the same result in terms of evaporation speeds. For higher pressure values
pR > 0.6 bar, we observe a linear decrease of the evaporation front speed. This should be
due to the assumed micro-scale model, because static phase boundaries under non-saturated
conditions would require a diﬀerent kinetic relation, cf. Remark 6.8.
Example 10.25 (Butane and propane evaporation experiments).
Reinke and Yadigaroglu [65] investigated the explosive boiling of various liquids and devel-
oped a correlation for the evaporation front speed s (Ufr in [65]) based on their experiments.
They expanded experimentally a saturated liquid at superheated temperatures to a state
at ambient conditions. Based on the experimental data they correlated the front speed
using the nominal superheat ∆Tnom := TL − T
sat(1 bar) as dependent variable. For butane
one ﬁnds T sat(1 bar) = 272.3K and for propane T sat(1 bar) = 230.74K.
We compare the evaporation front speeds for butane and propane during the expansion
process for various initial superheats. More precisely, the initial conditions are such that
the liquid is on the left hand side and
(p, v, T )(x, 0) =
{
( psat(TL), 0m/s, TL )
⊺
for x ≤ 0,
( 1 bar, 0m/s, T sat(1 bar) )
⊺
for x > 0
holds, for the temperature values TL > T
sat(1 bar) in Figure 10.10. Note that, except of the
phase boundary, both phases are initially in thermodynamic equilibrium. The temperature
dependent values for the entropy production coeﬃcient k∗ in K2 are determined as in
Example 6.13, with respect to the reduced temperature corresponding to TL.
The numerical results are plotted in Figure 10.10 together with the experimental
measurements of Reinke and Yadigaroglu [65] and their linear regression line. The kdft-
micro solutions show increasing temperature diﬀerences Tliq − Tvap up to 10K at the phase
boundary for rising the liquid initial temperature TL. We applied two diﬀerent values for
the reference temperature: T 1ref := {T} and T
2
ref with higher weights for the temperature
TL.
The results with T 2ref and TL > 310K for butane, TL > 265K for propane are within
the 80% conﬁdence limits of the experiments. The trend of the increasing front speeds for
increasing superheats is covered by the Riemann solutions.
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Figure 10.9: Comparison of evaporation front speeds for n-dodecane and for different initial
vapor pressure values pR. In black, the measured values from [68]. The colored lines refer to
interface speeds of ki-micro solutions with i ∈ { 1, 2, 3 }.
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Figure 10.10: Speed of the boiling front for butane (top) and propane (bottom). In black,
measured values and line of best fit from [65]. In red the interface speed of the kdtf-micro
solutions.
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Figure 10.11: Comparison of evaporation front speeds for n-dodecane and for different initial
vapor pressure values pR. In black, the measured values from [68]. The dashed lines refer
to the complete method without heat flux and the colored solid lines to modified numerical
model of Definition 10.22.
As in the n-dodecane examples, static phase boundaries occurred under non-saturated
conditions. That explains the overestimated front speeds at low temperature diﬀerences. To
summarize, the results are very convincing, in particular, in view of the highly temperature
driven experimental setting.
10.4.2 Validation of the complete method
We proceed with the validation of the complete method and, in partially, answering the
question if the loss of speed for low pressure values pR in Example 10.24 stems from the
lack of heat conduction. Thus, we consider again the n-dodecane experiments, described
in Section 6.3.
Example 10.26 (Dodecane shock tube experiments).
We use initial conditions as in Example 10.24, i.e. saturated liquid on the left hand side
and the vapor pressure values pR in Figure 10.11 on the right hand side. The reference
temperature (10.23) is chosen to be the initial temperature: T˚∞ = 230
◦C. At the left end
of the domain we use reﬂecting boundary conditions (10.13). At the right boundary, where
in the experimental facility the low pressure chamber was mounted, we apply the outﬂow
condition F nI+1,– = F (W
n
I ). The one-dimensional computational domain has the length
of 1m and is decomposed in I = 100 cells. The phase boundary is initially places at the
center of the domain and we compare the results after 0.1 s. The time step is restricted
with CFL = 0.9.
Figure 10.11 shows the propagation speed of the numerical solution (actually the
arithmetic mean within the last 0.02 s) and the measured front speed of the experiment.
The numerical solution is computed with the complete method and the microsolvers M˜kdft
(red dashed line) and M˜k3 with k
∗ = 0.1m6/kg2 (green dashed line). As in Example 10.24,
the evaporation speed strongly reduces for pR towards zero. The evaporation speeds for
0.1 bar ≤ pR ≤ 0.6 bar are slightly overestimated. This was also observed in the isothermal
setting of Example 9.11.
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We apply now the modiﬁcation of Deﬁnition 10.22 to relax temperature diﬀerence at the
phase boundary. The results for α = 300W/m K are depicted in Figure 10.11 (colored solid
lines). The front speed values are unchanged for pR ≥ 0.2, here temperature diﬀerences
are negligible. More important, we ﬁnd non-decreasing speed values, which ﬁt much better
to the experimental measurements near the vacuum state.
This demonstrates the reliability of the non-isothermal model and the corresponding
microsolvers as long as low temperature diﬀerence occur. On the other hand, the model
may predict nonphysical high temperature jumps at the phase boundary.
10.5 Shock-droplet interaction
Many microsolver have been presented in this work. They are tested and successfully
validated with the bulk solver for radially symmetric solutions of Chapter 8. However, the
actual purpose of these microsolvers is the application in really multidimensional schemes.
This was not part of this work but we want to show one of these applications.
In the joint work [30], we apply the non-isothermal k-microsolver of Algorithm 10.12
within the framework of a two-dimensional discontinuous Galerkin scheme with sub-cell
resolution. The scheme was developed by Stefan Fechter and applies a ghost ﬂuid technique
[31] to couple microsolver and bulk solver. Here we quote the last example of the joint
publication [30].
[. . . ] This test case is used to validate of correct wave propagation at the
interface in a compressible ﬂow ﬁeld. A shock wave of Mach number 1.2 is
impinging onto a n-dodecane droplet at rest. The impinging shock wave is
partially reﬂected on the droplet surface and is partially transmitted into the
droplet. Inside the droplet the shock wave travels at a higher speed due to the
higher sound velocity in the liquid phase. Due to the post-shock momentum of
the ﬂow, the droplet gets deformed.
The initial conditions and the computational domain used for the simulation
are deﬁned as in Figure 10.12. Initially the shock is placed at xs = −1.5mm
within the computational domain of [−2.5,−5]× [7.5, 5]mm. The shock-droplet
interaction is calculated as two-dimensional test case with 240 DOF in each
direction. The initial conditions are chosen so that the droplet evaporates at
the pre-shock conditions.
Figure 10.13 provides an explanation of the shock structures that are visible in
the shock-droplet interaction. The results at diﬀerent time instances plotted
in Figures 10.14 and 10.15 reproduce the characteristics of shock-droplet
interactions without resolved phase transition eﬀects. Due to the resolved
phase transition eﬀects an additional shock wave can be seen in the solution.
This wave is due to the initial evaporation of the droplet in the pre-shock
state. The numerical approach detects the evaporation and condensation
regimes accordingly on the droplet surface. Due to the impinging shock wave,
the surrounding gas conditions are changed so that condensation instead of
evaporation takes place. Note that evaporation and condensation may occur
at the same time at diﬀerent locations on the droplet surface. [. . . ]
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xs
Inﬂow boundary
Droplet
Symmetry boundary
Outﬂow boundary
x1
x2
Initial conditions:
Vapor:
(̺,v, p) =

(6.272
kg/m3, (47.85, 0, 0)
⊺
m/s, 1.45 bar) if x1 ≤ xs
(4.383 kg/m3, (0, 0, 0)
⊺
m/s, 1.0 bar) else.
Liquid:
(̺,v, p) = (584.01 kg/m3, (0, 0, 0)
⊺
m/s, 1.3 bar)
Figure 10.12: Initial setting for the shock-droplet interaction test case for a n-dodecane droplet
interacting with a Mach 1.2 shock wave. The initial shock position is xs = −0.15mm.
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log(|∇̺|+ 1)
Impacting shock wave
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Evaporation shock wave
Transmitted shock waves
Reﬂected shock wave
Evaporation shock wave
Figure 10.13: Illustration of the wave structure for the shock-droplet interaction test case with
evaporation at t = 0.1ms. The black line shows the position of the phase interface.
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Figure 10.14: The shock-droplet interaction for different times. The black solid line indicates the
interface position as determined by the level-set method. Left: Logarithmic density gradient
visualization. Right: Pressure visualization.
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Figure 10.15: The shock-droplet interaction for different times. The black solid line indicates the
interface position as determined by the level-set method. Left: Logarithmic density gradient
visualization. Right: Pressure visualization.
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10.6 Conclusion on the non-isothermal method
Let us ﬁrst note that the presented compressible and temperature dependent two-phase
model of Deﬁnition 10.8 is a novelty on its own. It regards latent heat and permits ther-
modynamically consistent static solutions. Although the selected constitutive assumption
for absorption and release of latent heat is rather simple, the numerical solutions are in
good agreement to real world experiments.
Riemann solvers for compressible and temperature dependent two-phase ﬂows are
new. The presented solver works properly even for equations of state of real ﬂuids. The
algorithm of the k-microsolver is extreme ﬂexible concerning diﬀerent constitutive laws for
latent heat or kinetic relations and equations of state. In particular, interface conditions,
that prevent static solutions with temperature jump, would be an interesting enhancement.
The complete method was numerically validated in Example 10.19. The order of
convergence was in the expected optimal range. The global physical entropy increases in
time, as long as numerical solutions are stable, see Example 10.21. Numerical solution may
develop instabilities, since static solutions are not unique, see Lemma 10.10. Furthermore,
the model admits temperature jumps at the interface, that seem to be nonphysical.
However, for solutions with low temperature diﬀerences at the phase boundary, the
measured data of the shock tube experiments in Subsection 10.4 are met very well. The
discrepancy for high temperature diﬀerences are not surprisingly, since heat conduction
was generally neglected.
We introduced in Deﬁnition 10.22 a modiﬁcation of the numerical model, that relaxes
temperature diﬀerences at the phase boundary. In Example 10.23, this modiﬁcation led
to numerical results with global entropy production towards stable static solutions in
thermodynamic equilibrium. Furthermore, this combination leads to better agreements
with shock tube experiments, as shown in Example 10.26.
Most notably, we can answer the question of kinetic relations in nature, for the case
of fast evaporating alkanes. Section 10.4 demonstrated that the numerical solution with
kinetic relations predicted by density functional theory (cf. Example 6.13) match with the
experiments. This is, without doubt, the correct kinetic relation and moreover conﬁrms
the high quality of the presented sharp interface model for the dynamics of liquid vapor
ﬂows. But note that the corresponding kinetic functions are non-decreasing, such that the
theory from the literature does not apply here.
Chapter 11
Conclusion and outlook
We developed microsolvers and analyzed interface models for liquid vapor ﬂows with phase
transitions under the presence of capillary forces. The presented models and solvers are
numerically veriﬁed, thermodynamically consistent and successfully validated against real
world measurements.
We generally demonstrated that the sharp interface approach with the proposed
macro and micro-scale coupling and the surface tension treatment is successful. Regarding
curvature eﬀects exclusively in the (formally one-dimensional) microsolvers is an appropriate
way to take capillary forces into account. That holds also for the fully multidimensional
case. It was not shown here, but in several joint works [27, 30, 40] (see also [26, Chapter 7]),
with diﬀerent multidimensional bulk solvers developed by our colleagues. The reason for
the limitation to moderate amounts of surface tension is the lack of adequate equations of
state, as they are ﬁtted to measurements regardless of surface tension, see Remark 2.7.
Higher amounts of surface tension would require enhanced pressure laws or an approach
that does not rely on equations of state. Note that, the restriction does not apply to
the microsolvers itself. The same holds for the complete method, as long as curvature is
measurable on the macro-scale.
Well-posedness results for the isothermal micro solutions were presented. These tasks
are missing in the non-isothermal case. The development for the temperature dependent
case is just at its beginnings. We introduced an adapted two-phase Euler model in order to
satisfy thermodynamic consistency requirements. The numerical results are in agreement
with experiments, but theoretical results are fully missing.
An open question was the physically correct kinetic relation. The comparison with
evaporation experiments showed great correspondence for numerical solutions of two-
phase models with non-decreasing kinetic functions. Classical well-posedness analysis
[47] for mixed hyperbolic-elliptic problems assumes that kinetic functions are monotone
decreasing. Theory and microsolvers for more general kinetic relations are necessary. Due
to Remark 6.14 that should be possible without losing the monotonicity property of the
generalized Lax curves.
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