curious integrals (involving quadratic differentials). These integrals lead to a new technique for studying Poincaré series.
This technique is surprisingly effective when it comes to testing whether or not a given Poincaré series is identically zero. In fact, under certain conditions, we are able to reduce this well-known problem to a finite computation. Cf. [51, p. 249]. A brief survey of our results (in this ongoing investigation) will be given in Part 2.
PART ONE 2. The basic differential equations. The results described in this and the next two sections are taken from [18], [21] . To begin with, let F be a compact Riemann surface having genus g > 2. We can represent F as an algebraic curve {P(x,y) = 0); the polynomial P(x,y) is naturally assumed to be irreducible. By considering y as a function of x, we are able to interpret F as a ramified covering of the Riemann sphere C.
Let F 00 denote the universal covering surface of F (in the sense of topology). The classical uniformization theorem guarantees that F 00 is conformally equivalent to the upper half-plane H. Cf. [2, p. 181] and [69, p. 171]. We can therefore form the universal covering map <p: H -> F.
Let T denote the associated group of cover transformations [2, pp. 37-38]:
(1) T = {self-mappings T: <p(7z) = <p(z) for all z G H }.
We recall that there is a well-known isomorphism between T and the fundamental group 7r,(F, 0). Using equation (1), we immediately see that T is a Fuchsian group [i.e. a discrete subgroup of PSL(2, R)]. By definition, PSL(2, R) = (the group of Möbius transformations over R} (2) =SL(2,R)/(±7). It is a theorem that T can be faithfully realized as a discrete subgroup of SL(2, R); cf. [18, pp. [217] [218] 245] . This realization will be used throughout the rest of the paper.
Since F is compact, Y has a compact fundamental polygon ( S'. The family (L(9 r ): L G T} will then form a tessellation of H; note that the matrices in T -{/} are strictly hyperbolic. By identifying the sides of 5, we can now represent Fas a quotient space H/T. In other words: (3) F = H/T. For obvious reasons, we would like to determine the covering map <p as explicitly as possible. To do so, it is enough to study w = <p -1 . The function <p _1 lives on F, but is not single-valued. In fact, under the action of 7T X (F, 0), we find that: (4) w -» L(w) with L G T.
Since L is a Möbius transformation, it is natural to consider the Schwarzian derivative of w. But, as is easily seen, {w, x} is a single-valued meromorphic function on F. Consequently: (5) { H>, x) = 2R (x, y) for some rational function R.
The Schwarzian derivative is of course nonlinear. To linearize equation (5), we apply a well-known change of variable:
(6) «--7=t=-. *--^=-, ^-5-

Vdw/dx Vdw/dx u
The functions w and t > will now satisfy (7) dhi/dx 2 + R (x, y)u = 0.
We must try to find R (x 9 y).
To cut down on the number of possibilities, we can obviously limit ourselves to those cases where w = v/u is locally 1-1. This restriction leads to the decomposition (8) R(x 9 y) = R 0 (x 9 y) + Q(x 9 y) 9 where RQ is some explicit function on F and Qdx 2 is a regular quadratic differential. Cf. [17] , [18] , and [63, pp. 265-272]. Loosely speaking, R 0 is just the second derivative of an Abelian integral of the third kind. For notational convenience, we let & n (F) denote the set of regular nth order differentials on F. It follows from the Riemann-Roch theorem that: (9) dime & H (F) = (2n -l)(g -1) for n > 2.
Cf. [26, p. 507 ]. Taking n = 2, we immediately obtain:
R(x,y) = R 0 (x,y)+ 2 *,-Qj(x 9 y) 9
7=1
where ^GC and {Qjdx 2 }jt'\ 3 is some basis for &i{F). Equation (7) can now be rewritten as follows: (10) ^ + dx 2 3g-3 R*{x 9 y)+ 2 ^Qj(x 9 y) W = 0.
In some sense, the computation of <p has been reduced to solving for the accessory parameters ^. Compare: [3, [59] , [62] , [63] . As mentioned in §1, it seems rather difficult to get hold of the Xj which give rise to the Fuchsian uniformization <p. To avoid possible confusion, we shall call these special values of A^ the Fuchsian parameters. [These parameters should be regarded as functions of the underlying Riemann surface F.] Later on, it will be necessary to consider certain vector spaces over R instead of C. For this reason, we shall use real accessory parameters Xj in a slightly modified differential equation: the quadratic differentials Qj(x 9 y) dx 2 correspond to a basis over R. Consider equation (11) with arbitrary Xj E R; let u and v be any two linearly independent solutions. The quotient z -v/u will then be a linearly polymorphic function on F. More precisely, after travelling around the loop M E 7T,(F, 0), we immediately see that: (12) (£)^M (£) withMeSL(2,C).
The mapping M-* M is called the monodromy homomorphism; the image set {M} is called the monodromy gr014p.
When the Fuchsian parameters are substituted for A,, the monodromy group obviously reduces to T (apart from a possible conjugation). This fact suggests that variational equations for the Fuchsian parameters can be formulated by writing down the condition that {M} is conjugate to a subgroup of SL (2, R) . The extra conjugation causes a technical problem which can be eliminated by working with the (seemingly) weaker condition that Tr(M) be real REMARK. There exist non-Fuchsian parameters X, for which {M} looks just like a Fuchsian group. This phenomenon is explained in [17] and can always be avoided by working locally. Since variational equations are local by definition, there is no need to worry about pathologies of this type.
The variational formulas.
In order to obtain variational equations for the Fuchsian parameters, it is very tempting to work with the condition that Tr(M k ) be real for enough M k . The underlying idea here is rather obvious: if enough traces are real, then {M} should be conjugate to a subgroup of SL (2, R) . Under these circumstances, the local results in [17] will guarantee that the accessory parameters are really Fuchsian parameters.
To illustrate the necessary computations, it is sufficient to consider a closed curve M C C Let x 0 be its initial point; suppose that E 0 and Q 0 are holomorphic functions near M. We want to study the following differential equation for small values of e: As an abbreviation, we have written
C)-(î) -*-*m-
For later use, we define:
There are obvious analogs of equations (14) and (15) on the surface F provided that M stays away from the branch points. Using equation (15), it is now very simple to formulate some (necessary) variational conditions for the Fuchsian parameters. To begin with, let {F(b): -8 < b < 8} be any C 00 family of compact Riemann surfaces {P(x,y, b) = 0} passing through JF(0) = F. The number 8 is assumed to be very small. The functions R 0 and Qj in equation (11) can then be chosen so as to be C 00 with respect to b. With a suitable interpretation, the same can be said about the branch points. To obtain the desired variational conditions, we merely combine the trace of equation (15) with the obvious restriction: (17) 6ImTr(M*)/3Z> = 0. 
where the derivatives are evaluated at b = 0 and ( Since the solution vector Q depends upon f p this system of equations is quasi-linear. To solve for the derivatives 3jÇ/36, one must try to select 6g -6 paths M k so that the functions Tr(M^) are [in some sense] independent.
To make this selection process more precise, we proceed as follows. First of all, choose a canonical dissection {a k , P k } k= \ for F; see [65, p. 113] . The fundamental group ^(is 0) is freely generated by these paths except for the commutator relation
Applying the isomorphism TT\(F, 0) a T and the monodromy homomorphism, we immediately obtain: The marked monodromy groups obviously belong to the following algebraic variety:
By counting the constants, we immediately see that dim c (A/ r ) = 6g -3. Since the monodromy group of equation (11) is determined only up to a conjugation, it is natural to consider the quotient variety
This variety has complex dimension 6g -6. The varieties N and N/SL(2, C) have been studied by Teichmüller [66] and Gunning [13] 
Compare: equation (66 
which appears in Theorem 1 will then have maximal rank 6g -6.
This theorem is proved in [18, p. 255] using the general theory of monodromy groups. Roughly speaking, the idea of the proof is as follows. If the rank were less than maximal, the quasi-linear equations in Theorem 1 could be solved to obtain two distinct families of differential equations (11), both^ characterized by (17) . Since the corresponding Fricke coordinates Tr{M k ) are real, these differential equations will yield two distinct Fuchsian uniformizations for certain F(b). This is a contradiction.
Notice that Theorem 2 permits us to solve for dfj/db [in Theorem 1] . The resulting formulas are obviously very messy and appear to be quite useless.
4.
Another look at the variational equations. Before giving up on those formulas for dfj/db 9 it makes sense to ask: what is the significance of the coefficient matrix in Theorem 2?
In this way, we are led to consider the integrals: For any matrix T E SL(2, C), it is easily verified that:
This trivial identity will turn out to be quite important. For example, by using (28) and the fact that q{Kz)K\zf = q{z) for K E T, we immediately see that: Fortunately, it is not difficult to find a variational interpretation for (26) . To do so, we consider the differential equation
be the obvious solution vector; by construction %)(z) = (f Y ). For M = (" £) E T, we easily see that:
Compare [23] ; equation (32) is an obvious analog of (12) . Using a perturbation expansion as in (14) 
[We refer to equations (40) To set the stage, we need a few preliminaries. First of all, fix any integer n > 2 and recall that F = H/T. The concept of an nth order differential on the Riemann surface F is well known and needs no further explanation [cf. 6L n {F) in §2]. When these n\h order differentials are transferred over to H y they become automorphic forms of weight n. In particular, the automorphic forms corresponding to regular nth order differentials comprise a family
for T E T and z G H J * Since the Fuchsian group T also acts discontinuously on the lower half-plane L, we define:
#"(/>, T) = #"(//, r) e a n (L 9 ry
Using equation (9), we immediately see that: Loosely speaking, the crucial idea in Petersson's work is the construction of certain Poincaré series E m such that:
"(H, T).
Automorphic forms ƒ in the orthogonal complement of {E& E }9 ..., E N ) must therefore possess a zero having multiplicity at least N + 1. Since the total number of zeros cannot exceed 2n(g -1) [when ƒ a* 0], we immediately see
. We also note that: We claim that there is good reason to believe that life is extra complicated when everything is restricted to H. For simplicity, suppose that n = 2. Choose any nonzero <p G ^(L, T). According to Bers' completeness theorem, there will now exist some i?6^ such that To see things more clearly, we decompose R (z) using partial fractions:
We also define <p*(z) =cp(z) and i?*(z) =R(z). Since T is a discrete subgroup of SL(2, R), it is easy to see that 
R£%, R(E) = R(z)
. From now on, only case (49) will be considered.
Results for quadratic differentials.
THEOREM 4 (n = 2). Assume that (49) holds. In addition, suppose that the poles of R(z) dz 2 
are located at hyperbolic fixpoints [of certain elements in T]:
Then:
where X JM is a rational expression in the field Q(coef T, £ l5 . .., £ N ). The expressions X jM can be computed effectively.
PROOF (sketch). By means of an auxiliary conjugation, we may assume that oo is not a pole of R(z) dz 2 . Thus R(z) = 0(z~4) near z = oo. For the sake of simplicity, we assume further that the ^ occur in pairs and that M is primitive. [A matrix T E T is said to be primitive when it cannot be written in the form T = U m with m > 2 and U E T.] To begin the computation, observe that:
Using the coset decomposition T = 2 W[M]
, we now set T = WM k . Therefore:
It is very tempting to let u = Af *z. Applying equation (28), we immediately obtain
The summation over k yields
where & M is some path (in H) which connects the repulsive and attractive fixpoints of M ; i.e. r\ M and £ M . The Cauchy integral theorem allows us to deform & M . We can therefore redefine & M to be the non-Euclidean line determined by i\ M and £ M . However, we reserve the right to make some small deformations a bit later! In any case, it follows that:
Taking v = W(u) and applying (28), we now obtain and
If & M is chosen to be the non-Euclidean axis of M, then W(& M ) will simply be the axis of WMW~X. By using the identity
which is valid for any hyperbolic matrix K = ("J) E SX (2, R), we see that the W{& M ) integrals are perfectly harmless. Let &£ be the closed loop generated by & M under the reflection principle. As is trivially verified,
Since R(v) =R (t>), we immediately deduce that: for every 8 > 0. This, needless to say, completes the proof of our claim.
To finish the computation of Im(/), it is now sufficient to consider the little separators which enclose £,. Since ^ was assumed to be a hyperbolic fixpoint, we can write ^ = £ L for some primitive LET. 
Using equation (28), we easily see that: [1, p. 47] ; (ii) the form of Im(/) is independent of T E T g . The rational expressions X JM can therefore be determined by studying a special choice of T.
To show that this determination can be carried out effectively, we use the so-called Nielsen ordering on R [44, pp. 193-231] . This ordering (which deserves to be much better known) is based on the fact that there is a 1-1 correspondence between points x E R and certain infinite words 11^,!^ in the group (20). In particular,
n-+ao Hyperbolic fixpoints correspond to words which are eventually periodic. See also [8] , [16] , [35] , [39] .
Among other things, the Nielsen ordering can be used to set up an effective procedure for determining the relative position of fixpoints. In view of this, we can easily decide which loops W(&£) go around which fixpoints |,. These considerations ultimately lead to a rigorous proof of the second assertion. 
7-1
Needless to say, the elements M k correspond to the Fricke paths .
PROOF. We merely combine Theorems 3 and 4.
• Before formulating any concrete examples, it is useful to look at Theorem 3 in connection with another kind of Poincaré series.
To define these series, we first choose any primitive element T = ( a c %) in I\ We then write:
The fixpoints of T are denoted 
%(®*M)
FIGURE 3
To analyze which elements W Q are now relevant, we pass back to F using <p. (59) and (60) .
Once y T and y M are drawn on F 9 the Nielsen ordering can be used to formulate an algorithm for determining W k and e k . OE the last three paragraphs in the proof of Theorem 4. This algorithm is particularly simple when y T and y M are Jordan curves.
The exceptional cases { T} = {M ±l } can be treated by means of a special [but similar] argument.
• Theorem 5 can be used to construct explicit bases for (^(/f, T) R . To do so, one merely guesses 6g -6 relative Poincaré series Q T (z) and then tries to verify (by explicit computation) that:
Note that this equation kills two birds with one stone: (a) {Q T .}jt~\ 6 will be a basis for (^(/f, T) R ; (b) Theorem 3 will be proved by direct computation. For generic T and 2 < g < 5, we easily see that 7} = Mj works. The same result presumably holds for all g > 6. [The proof reduces to showing that a certain (4g -6) X (4g -6) determinant defined over SL(2, Q 2g~2 x C 2 is not identically zero.]
Once (61) is established, we can set
and then solve for the c, by means of linear algebra in the field Q(tr r, Vt^r) -4 ). To prove this, we simply observe that: 
. In addition, write: 
^[(^,,5,), ^"^2]^0
Compare: (24) and (64).
EXAMPLE 2. The completeness theorem of Bers [mentioned after (44) ] can easily be strengthened so as to provide an explicit set {9[z, Rj\: 1 < j < N) which spans &"(D, T) c . In fact, using the notation of [34, p. 383], it is enough to look at Rj{z) = cp(u; z) with u G {A k (aJ, B k (a")} and 1 < k < g, 1 < a < In -1. Accordingly, the number N will not exceed 2g(2n -1).
We consider the case n = 2, g = 2, T = [A t , A 2 ; B lt B 2 ] and suppose that (66) holds. Set:
(0 -*.)(9 ~ fr)(9 -A3) '
To apply the extended version of Bers' theorem, we define: 
.-[T*H,)-4] g-^
To eliminate the restriction (66), we simply apply a continuity argument.
Results for nth order differentials [n > 2]
. In this section, we shall be content to give a leisurely outline of the main results. Since brute-force computations are needed in the derivation of several formulas, it will be convenient to assume that: The analogs of (60) and (65) REMARK. In method (B), no attempt is made to find an explicit basis for Before stating any theorems, it may be useful to take a quick look at [some of ] the difficulties encountered in both methods.
First of all, notice that two educated guesses are required in method (A). That is, one must choose (2n -l)(2g -2) relative Poincaré series Q T (z) and an equal number of matrices M k G T. There is nothing to dictate these choices when n > 3. As a result, the rank of our new period matrix can fail to be maximal for at least two reasons: (i) when the Q T do not span & n (H, T) R ; and (ii) when the elements M k are "interrelated" in some sense [e.g. conjugate].
For small values of g and n, it is very tempting to make some informal choices of Q T and M k , and then try to compute the desired rank numerically [at least for generic T]. Although this project is entirely feasible for (g, n) = (2, 3) and (2, 4), the penalty for bad guesses is very high. I learned this the hard way. After three weeks of meticulous computation, my first nine experiments all managed to end in failure! As I discovered later, the difficulties were caused solely by making bad choies of M k . [You might say my early guesses were not educated enough.] CONCLUSION (A). For this numerical method to be practical, one must find some way to narrow down the choice of {M k }^\ l^2g~2) .
Turning to method (B), notice that the fact preceding equation (24) supplies a geometric interpretation for the M k when n = 2. It would be nice if we could prove a similar result for n > 3. With this objective in mind, we define: N(g,ri) [modulo inner automorphisms].
Gunning [13] , [14] has studied both of these varieties. By counting the constants, we immediately see that:
for n > 3, the geometric interpretation of {M^} (^71)(2g~2) will have to involve more than just a trivial extension of the {n = 2} result. [One is tempted to consider subvarieties of N(g, ri)/SL(n, C).]
To discover the "real" meaning of the generalized Fricke paths, we must return to N(g, n)/SL(n, C) and look at nth order linear differential equations over H/T. This procedure is motivated by the following coincidence:
= 2 àim R & k (H,T). k~2
The sum on the right can be interpreted as the number of real accessory parameters in an n\h order linear equation; cf.
[23].
To be more precise, we recall that a linear differential equation
[with holomorphic coefficients]
is defined over H/T if and only if its solution vector %(z) transforms appropriately under T; that is,
Cf. equation (32) . By studying the Wronskian of %, we immediately see that X(L) E SL(n 9 C). The mapping L -* x(L) is known as the monodromy homomorphism. In view of (83), the coefficients P k (z) must satisfy certain identities. These identities imply that there is a one-to-one correspondence between admissible [P 2 (z),..
., P n (z)] and S^H, V) © • • • 0 & H (H, T).
This is where the accessory parameters enter the picture. 
It is understood that this list terminates after P".
According to Wilczynski [70, pp. 26, 32] , the general formula will be: (33)- (34), we shall now consider the variational theory of these «th order equations. For 2 < n < 6, we introduce the accessory parameters [X a , \p, \, \, X K } by writing (as appropriate): 
To obtain generalizations of the period (26), we can now mimic equation (34) and evaluate
at the trivial equation w (n) = 0. For convenience, we also define: . There is an immediate analog of (29) for each of these integrals. In addition, the following reduction formulas hold:
The reduction formulas displayed in Theorem 8 show that the basic periods are merely those given by equation (73) Observe that J is well defined for any collection of Poincaré series {q a9 rp 9 ... } C V n9 linearly independent or not. [It is understood here that 1 < a < 6g -6, 1 < /3 < lOg - 10, etc.] We propose to generalize equation (61) by considering the period matrix J. In fact, suppose that rank(/) = N. It follows immediately that {q a9 r fi9 ... } is a basis for V n (over R). But, now, choose any h E {2, 3,..., n}. The rows in J corresponding to & h (H 9 T) R are linearly independent. For this reason, we can find a subset {M kx }^l x28~2) such that:
where {(Pj}f^l^2 8~2) is any basis for & h (H 9 T) R . Equation (94) can then be regarded as a generalization of Theorem 3. In view of the reduction formulas in Theorem 8, we also see that:
A moment's thought shows that the analysis of / is plagued by the same difficulties that were encountered earlier near conclusion (A). In particular, before we can develop a numerical approach based on /, it will be necessary to find some way to narrow down the choice of {M k } n k =,. At first sight, it might appear that we have gained nothing by considering V n in place of & n (H 9 T) R [especially from a computational point-of-view]. But, in the present case, N = dim c [N(g 9 ri)/SL{n 9 Q]. This equation suggests that the correct choice of M k may have something to do with the geometry of N(g 9 n)/SL(n 9 C). Cf. conclusion (B).
To clarify matters, we return to equation (90) and observe that N(g 9 n)/SL(n 9 C) is nonsingular near the monodromy group x(T) mod SL(n 9 C); cf. By extending some of the arguments found in [18, pp. 240-253], we can easily determine several choices of {M k }% xX which look like they might belong to ?T. In view of (99), it is perfectly legitimate to use educated guesses of this type when trying to construct examples in which rank (7) = N.
For convenience, we define: The letters Q L , R L signify relative Poincaré series of weight 2 and 3, respectively. By using equation (76) In this connection, we remark that:
[A] The problem ultimately reduces to showing that a certain 32 X 32 matrix J 0 is nonsingular [at the point (X a ; Y^) mod SX(2, Ç)]. The matrices J and / 0 are very closely related.
[B] It took 14 days to finish this project: 6 days to (theoretically) determine the entries in / 0 , 5 days to compute their values numerically, 3 days to evaluate rank(/ 0 ). An SR-52 programmable calculator was used wherever possible.
[C] After a few reductions, J 0 transforms into a matrix having rational entries. The denominators turn out to be integers of the form 2 a 3*. At this point, it is convenient to reduce everything modulo 11. Since this reduction leads to a nonsingular matrix over Z n , we conclude that rank(/ 0 ) = 32. [On the other hand, we observe that Z 5 does not work.] The only serious trouble occurs when k = 4. In this case, it is convenient to use the methods explained at the end of Example 5. In particular, the denominators are powers of 2 and a reduction modulo 11 works. Cf. remark [C] . Counting the time spent on bad choices of s y and M 4a9 the analysis of A 4 took me approximately two weeks (using the SR-52).
REMARK. For safety's sake, the computations in Examples 4-6 were all double-checked.
We shall now examine a more "theoretical" approach to the generalization of Theorem 3. [Recall method (B) near equation (77).] To save space, it will be assumed that the reader has some familiarity with Eichler cohomology. Cf. [9] and [34, Chapter 5] . It is customary to let U m denote the vector space of all polynomials (over C) with degree < m.
Fix any basis {q a9 r fi9 s y9 ... } for V n \ observe that these differentials are not assumed to be Poincaré series. Let the corresponding accessory parameters be {X a , \p, Ay,... } as in equation (85). For notational convenience, we select any one of the accessory parameters [say X] and suppose that X corresponds to <p E & k (H 9 
T).
The following result can then be proved by applying Theorem 7 near the trivial equation u {n) = 0. The normalization is understood to be that given by equations (86) and (89). {"3.>:°-.-THEOREM 11 [for 2 < n < 6]. When evaluated at the trivial equation, we find that Assertions (a)-(e) were verified by direct computation. This method of proof becomes very unpleasant when n > 7. For this reason, it would be useful to have an alternate approach to these formulas. It seems fairly obvious that such an approach can be found by appropriate use of group representations and/or invariant theory. For the latter, we refer to [60, pp. 175-199] and [70] . We note that similar remarks can be made regarding Theorems 6-8. On the other hand, it is not at all clear how to attack equation (97) for large n.
Continuing onward, let
denote the obvious projection map. It is known that p defines an analytic fiber bundle near those points [X a ; Yp] which correspond to irreducible representations of T; cf. [13] , [14]. In particular, this will be true for a small neighborhood % surrounding the point xOO E iV(g, n). The period cocycle for F will therefore be given by: To clarify matters, suppose that {M k }% x{ a trivial translation, we can now use t k holomorphic mappings L(t) can then be defined, and we obtain In some sense, Theorem 14 is the "heart of the matter." Observe that the "only if' follows from Theorem 9(c); cf. the completeness theorems in §5. As far as I can determine, the structure of ?T has never been carefully investigated when n > 3. Cf. [4] , [40] , [58] . Needless to say, it seems very probable that ?T is nonvoid for all T.
In the case of generic T, it should be possible to construct explicit examples of {M k } N k=:X E ?T. Cf. Examples 4-6 and Theorem 9(c) for (g, n) = (2, 3), (3, 3) , (2, 4) .
Before closing, it may be useful to mention several areas which deserve further investigation:
(I) eliminate the restriction 2 < n < 6 using group representations and/or invariant theory;
(II) give a careful description of ?T in the case of arbitrary (g, n); We hope to return to problems (III)-(V) in a later paper.
