Every compact symmetric bilinear form B on a complex Hilbert space produces, via an antilinear representing operator, a real spectrum consisting of a sequence decreasing to zero. We show that the most natural analog of Courant's minimax principle for B detects only the evenly indexed eigenvalues in this spectrum. We explain this phenomenon, analyze the extremal objects, and apply this general framework to the Friedrichs operator of a planar domain and to Toeplitz operators and their compressions.
Introduction
Due to physical motivations, spectral theory was originally developed for sesquilinear forms, although symmetric bilinear forms over the complex field, such as Hankel forms, are also natural to consider. It is the aim of the present note to discuss the significance of successive Rayleigh quotients for compact symmetric bilinear forms on a Hilbert space.
The general principle which guides the present article is the following. Let B(x, y) be a bounded, symmetric (meaning that B(x, y) = B(y, x) for all x, y) bilinear form, acting on a separable complex Hilbert space H. The Riesz representation theorem produces an antilinear operator F : H → H which satisfies B(x, y) = x, F y for all x, y in H. The square S = F 2 is a bounded, positive, linear operator. In the case that √ S has discrete spectrum σ 0 ≥ σ 1 ≥ σ 2 ≥ · · · ≥ 0, for instance if S is compact, the following variational principle holds:
Re B(x, x) = σ 2n if 0 ≤ n < dim H 2 , 0 otherwise, (1.1) where the expression (dim H)/2 is to be interpreted as ∞ if H is infinite-dimensional. We will also identify some of the extremal subspaces V in the expression above. The first half of this article is devoted to the necessary background and preliminaries required to prove this and several related variational principles. The second half focuses on two applications to classical problems originating in the works of Friedrichs and Takagi.
Our first application goes back to Friedrichs [6] , who derived an important inequality (now known as the Friedrichs inequality) from the spectral theory of the bilinear form B(f, g) = Ω f (z)g(z) dA(z), (1.2) where f, g belong to L 2 a (Ω, dA), the Bergman space of the planar domain Ω (see also [19, 20] ). As a byproduct of our treatment of compact symmetric bilinear forms, we identify (for a wide range of domains Ω) the best constant c(Ω) < 1 and an optimal subspace V of L holds for all f in V. It turns out that the optimal constant c(Ω) coincides with the second singular number σ 2 of the bilinear form (1.2). For f in an optimal subspace V of codimension one, we write f = u + i u, where u and u are real-valued harmonic functions, and deduce from (1.3) the L 2 (dA) bound:
A second important class of examples is furnished by finite Toeplitz matrices and, more generally, by the compressions of Toeplitz operators (acting on the Hardy space H 2 ) to coinvariant subspaces for the unilateral shift. In the present note we develop several analytic minimax principles for describing the singular values of such operators.
One of the first authors to recognize the importance of the symmetry of a finite Toeplitz matrix with respect to its second diagonal was Takagi [22] , who exploited this symmetry in his study of the Carathéodory-Fejér interpolation problem in complex function theory. For this problem, the related bilinear form we consider is given by
where u(z) = c 0 + c 1 z + · · · + c n z n is a prescribed Taylor polynomial at the origin. To be more specific, one derives from Takagi's work and our interpretation that there exists an analytic function F in the unit disk such that
and F ∞ ≤ M if and only if
where f is a polynomial of degree ≤ n and f 2 denotes the l 2 -norm of its coefficients. There are many other examples of symmetric bilinear forms that our variational principles apply to and we plan to discuss such ramifications in a separate work. For instance, we do not touch in this paper the general theory of Hankel forms [18] , nor the important classes of bilinear forms studied in harmonic analysis [2] .
Preliminaries and main theorems
Just as one considers the relationship between sesquilinear forms and self-adjoint operators, one can study the relationship between bilinear forms and complex symmetric operators. It is for this reason that we briefly discuss such operators here. This requires several basic definitions.
A conjugation on a complex Hilbert space H is an antilinear operator C : H → H that is involutive C 2 = I and isometric, meaning that x, y = Cy, Cx holds for all x, y in H. If H is separable then for a fixed C it is not hard to show that there exists an orthonormal basis e n of H such that Ce n = e n for all n. We refer to such a basis as C-real and note that C is simply complex conjugation with respect to this basis since C( a n e n ) = a n e n . We note here again that all Hilbert spaces considered in this article are assumed to be separable.
We say that a bounded operator T : H → H is C-symmetric if T = CT * C and complex symmetric if it is C-symmetric with respect to some conjugation C. These definitions are motivated by the fact that the www.mn-journal.com matrix representation of a C-symmetric operator with respect to a C-real orthonormal basis is symmetric [9] . In particular, an n × n matrix T is symmetric if and only if T = CT * C where C denotes the standard conjugation
on C n and T * denotes the adjoint of T with respect to the usual sesquilinear inner product on C n . Thus complex symmetric operators generalize the notion of complex symmetric matrices.
The class of complex symmetric operators is surprisingly large. It includes all normal operators, Hankel operators, compressed Toeplitz operators (including the compressed shift), and many standard integral operators such as the Volterra operator (see [9, 10] for more examples). In the unbounded context, somewhat confusingly, C-symmetric operators are sometimes referred to as J-selfadjoint, although this should not be confused with the notion of J-selfadjointness arising in the theory of Krein spaces.
When dealing with C-symmetric operators, the bilinear form
induced by C is almost as important as the standard sesquilinear form · , · . With respect to the new form
for all x, y in H. As another example, it is not hard to show that the eigenvectors of a C-symmetric operator corresponding to distinct eigenvalues are orthogonal with respect to [ · , · ], although they are not necessarily orthogonal with respect to the original sesquilinear form · , · . Despite the fact that one can make certain analogies between complex symmetric and selfadjoint operators, the relationship is often only superficial. The diverse list of complex symmetric operators given above, along with the fact that a complex symmetric matrix can have any possible Jordan structure (see [7, 12] ), indicates that such analogies cannot be carried too far.
Our present interest in complex symmetric operators stems from the fact that, for a fixed conjugation C, there is a bijective correspondence between bounded, symmetric bilinear forms B(x, y) on H × H and bounded C-symmetric operators:
Lemma 2.1 If B : H × H → C is a bounded, bilinear form and C is any conjugation on H, then there exists a unique bounded operator T on H such that
3)
for all x, y in H, where [ · , · ] denotes the bilinear form (2.2). If B is symmetric, then T is C-symmetric. Conversely, a bounded C-symmetric operator T gives rise to a bounded, symmetric bilinear form via (2.3).
P r o o f. If B is a bounded, bilinear form, then (x, y) → B(x, Cy) defines a bounded, sesquilinear form on H × H and hence there exists a bounded linear operator T : H → H such that B(x, Cy) = T x, y for all x, y in H. Replacing y with Cy in the preceding, we obtain B(x, y) = [T x, y]. If B(x, y) = B(y, x), it follows that T y, Cx = T x, Cy and hence x, CT y = x, T * Cy holds for all x, y, which shows that T is C-symmetric.
The isometric property of C and the Cauchy-Schwarz-Buniakowsky inequality show that the bilinear form [T x, y] is bounded whenever T is.
One can also see that the positive operator |T | is uniquely determined by the form B. Indeed, since B(x, y) = x, T * Cy = y, CT x , the antilinear operators CT and T * C are intrinsic to B and thus so is the positive operator
Without any ambiguity, we may therefore make the following definition. Of course, if T is any compact operator, then the singular values of T are given by the well-known expression
where V varies over all C-linear subspaces of H of codimension n. Considering bilinear forms, however, has advantages in certain situations. For instance, if H is a Hilbert space of holomorphic functions, then the consideration of bilinear forms often leads to variational characterizations involving explicit holomorphic expressions, rather than a mixture of holomorphic and anti-holomorphic terms (see Sections 3 and 4). Let us briefly recall Courant's variational principle for the eigenvalues of a self-adjoint operator: Theorem (Courant) If A is a compact, self-adjoint operator and λ 0 ≥ λ 1 ≥ · · · are the eigenvalues of A, repeated according to multiplicity, then
Ax, x (2.4)
The main result of this note is the following complex symmetric analogue of Courant's principle: Theorem 2.3 If T is a compact C-symmetric operator on a separable Hilbert space H and σ 0 ≥ σ 1 ≥ · · · ≥ 0 are the singular values of T , repeated according to multiplicity, then
We defer the proof of Theorem 2.3 until the end of this section. In contrast to Courant's principle, (2.5) reveals only half of the singular values of the given operator. This phenomenon was observed by the first author in the study of the bilinear form x t T y on C n × C n induced by a (finite) symmetric matrix T [4] . It turns out that by considering the expression Re[T x, x] over R-linear subspaces of H, one avoids this phenomenon and obtains all the singular values of T :
Theorem 2.4 If T is a compact C-symmetric operator on a separable Hilbert space H and σ 0 ≥ σ 1 ≥ · · · ≥ 0 are the singular values of T , repeated according to multiplicity, then
holds whenever 0 ≤ n < dim H. Here V ranges over all R-linear subspaces of the complex Hilbert space H and codim R V denotes the codimension of V in H when both are regarded as R-linear spaces.
In light of Lemma 2.1, we can interpret Theorems 2.3 and 2.4 (proofs of which will be given shortly) in terms of compact, symmetric bilinear forms on H × H: Theorem 2.5 If B : H × H → C is a compact, symmetric bilinear form and if σ 0 ≥ σ 1 ≥ σ 2 ≥ · · · ≥ 0 are the singular values of B, repeated according to multiplicity, then
and
Re B(x, x) = σ n (2.8)
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The final variational principle we consider in this article applies to arbitrary compact (not necessarily symmetric) bilinear forms: Theorem 2.6 If B : H × H → C is a compact (not necessarily symmetric) bilinear form and if σ 0 ≥ σ 1 ≥ σ 2 ≥ · · · ≥ 0 are the singular values of B, repeated according to multiplicity, then
Re B(x, y) for all n ≥ 0. Here V denotes a C-linear subspace of H ⊕ H.
Due to the bilinearity of the forms considered, we remark that the expressions Re B(x, y) and Re[T x, y] may be replaced with |B(x, y)| and |[T x, y]|, respectively, in the statements of the theorems above. Furthermore, the proofs of these theorems do not actually require the compactness of T , only the discreteness of the spectrum of |T |. It is therefore possible to apply these variational principles if one knows that the spectrum of |T | is discrete. Moreover, it is not hard to see that these variational principles still apply to eigenvalues of |T | located strictly above the essential spectrum of |T |.
Proof of Theorem 2.3
The proof of Theorem 2.3 in the special case where T is a symmetric matrix acting on C n (which can be found in [4] ) does not immediately extend to the infinite-dimensional setting for several reasons. First, it depends upon a dimension counting argument which requires a minor modification in the infinite dimensional case. Second, it relies heavily upon Takagi's factorization theorem for complex symmetric matrices, which states that a complex symmetric matrix T can be written in the form T = U DU t where D is the diagonal matrix of singular values of T and U is a unitary matrix (see [12] and the original paper [22] ).
Instead of appealing to Takagi's theorem, we require a recent refinement of the polar decomposition for complex symmetric operators due to the second and third authors (see [10] ). Recall that the polar decomposition T = U |T | of an operator T expresses T uniquely as the product of a positive operator |T | = √ T * T and a partial isometry U which satisfies ker U = ker |T | and maps cl ran |T | onto cl ran T . If T is a C-symmetric operator, then we can decompose the partial isometry U as the product of C with a partial conjugation.
We say that an antilinear operator J is a partial conjugation if J restricts to a conjugation operator on (ker J)
⊥
(with values in the same space). In particular, the linear operator J 2 is the orthogonal projection onto the closed subspace ran J = (ker J)
⊥ . The following lemma, whose proof we briefly sketch, is from [10] : Lemma 2.7 If T : H → H is a bounded C-symmetric operator, then T = CJ|T | where J is a partial conjugation, supported on cl ran |T |, which commutes with |T | = √ T * T .
P r o o f. Write the polar decomposition T = U |T | of T and note that
since U * U is the orthogonal projection onto cl ran |T |. One shows that ker CU * C = ker CU |T |U * C, notes that CU * C is a partial isometry and that CU |T |U * C is positive, then concludes from the uniqueness of the terms in the polar decomposition that U = CU * C (so that U is C-symmetric) and that the antilinear operator J = CU = U * C commutes with |T |. One then verifies that J is a partial conjugation supported on cl ran |T |.
Without loss of generality, we may assume that J is a conjugation on all of H since we need only add a partial conjugation supported on the complementary space ker |T | to obtain a conjugation on all of H which agrees with J on cl ran |T |.
Since T is compact, |T | is also compact. The condition J|T | = |T |J implies that each eigenspace of |T | is J-invariant. In particular, J restricts to a conjugation on each of the eigenspaces of |T | and hence (since J 2 = I) we can find an orthonormal basis for each eigenspace which is fixed by J. It follows that there exists an orthonormal basis e n of H satisfying the conditions |T |e n = σ n e n , Je n = e n (2.9)
for 0 ≤ n < dim H.
Step 1: Suppose that V is a subspace of H satisfying codim V = n, where 0 ≤ n < dim H 2 . Considered as a real subspace of H, we have codim R V = 2n. Let W = span R {e 0 , e 1 , . . . , e 2n } denote the R-linear span of {e 0 , e 1 , . . . , e 2n }. Write the orthogonal decomposition of the e j as:
for j = 0, 1, . . . , 2n. Here V ⊥ denotes the orthogonal complement of V with respect to the standard inner product · , · on H.
Since dim R V ⊥ = 2n and the 2n + 1 vectors v 0 , v 1 , . . . , v 2n belong to V ⊥ , it follows that there is a nontrivial R-linear combination of them that equals 0:
In particular, the coefficients a 0 , a 1 , . . . , a 2n are real and not all zero. Since the vectors e 0 , e 1 , . . . , e 2n are linearly independent (indeed, they are orthonormal) it follows that the vector
is nonzero, has real coefficients, and belongs to V ∩ W. After normalizing, we may assume that f is a unit vector. It follows from Lemma 2.7 and Equations (2.9) and (2.10) that
The last line follows from the fact that f is a unit vector and that the a j are real. For each subspace V of H having (complex) codim V = n, it therefore follows that
and hence
which concludes the first portion of the proof.
Step 2: For j = 0, 1, . . . , n − 1 define the mutually orthogonal vectors 12) and consider the C-linear subspace V = span C {w 0 , w 1 , . . . , w n−1 , e 2n , e 2n+1 , . . .}, (2.13) which clearly satisfies codim C V = n. Let
be a unit vector in V and note that
The definition (2.12) of the vectors w j implies that
and hence it follows (using Lemma 2.7 and the computations used in
Step 1) that
Now observe that the term g 0 , |T |Jg 0 in (2.16) vanishes altogether. Indeed,
if j = k by the definition (2.12) of the w j and for each j = 0, 1, . . . , n − 1 we have
= σ 2j σ 2j+1 e 2j , e 2j − σ 2j σ 2j+1 e 2j+1 , e 2j+1 = 0.
It therefore follows from (2.16) that
since g is a unit vector and hence |c k | 2 ≤ 1 by the orthogonality of the terms g 0 and g 1 in (2.14) . For V defined by (2.13), it follows from (2.11) that 
Proof of Theorem 2.4
The proof of Theorem 2.4 follows the same lines as the proof of Theorem 2.3, and we therefore leave most of the details to the reader. Suppose that V has real codimension n, where 0 ≤ n < dim H. Following the comments after Lemma 2.7, we let e n denote the orthonormal basis of H satisfying the conditions (2.9). Let W = span R {e 0 , e 1 , . . . , e n } denote the R-linear span of the first n + 1 basis vectors and note that V and W intersect nontrivially so that there exists a unit vector f = a 0 e 0 +· · ·+a n e n in V with real coefficients a 0 , . . . , a n . This yields [T f, f ] ≥ σ n and hence we conclude that
One then verifies that equality is achieved for the optimal subspace V = span R {ie 0 , ie 1 , . . . , ie n , e n+1 , ie n+1 , e n+2 , ie n+2 , . . .}.
Proof of Theorem 2.6
Fix a conjugation C on H and let T denote the (not necessarily C-symmetric) compact operator on H satisfying B(f, g) = [T f, g]. The operator T on H ⊕ H is a C-symmetric extension of T , where T and C are defined by:
In particular, this shows that every bounded operator on a Hilbert space has a complex symmetric extension. Since T is compact, it follows that T is a compact C-symmetric operator. Appealing to Theorem 2.3, we find that if s 0 ≥ s 1 ≥ · · · ≥ 0 denote the singular values of T , then 
Re[T x, y]
for n ≥ 0. Since
it follows that the singular values of T are simply the eigenvalues of √ T * T and √ T T * . Since the nonzero eigenvalues of T * T and T T * are the same (the nonzero elements in the spectrum of AB and BA are the same for any operators A and B, see [11, Pr. 76] ), it follows that the nonzero eigenvalues of T are precisely the nonzero eigenvalues of |T |, with double the multiplicity. In other words, s 2n = σ n whenever 0 ≤ n < dim H and hence σ n = 2 min One instance where symmetric bilinear forms naturally arise without an obvious C-symmetric representing operator is in the consideration of the Friedrichs operator. Although the Friedrichs operator can be pursued in the context of several complex variables [14] , we restrict ourselves to the planar case considered in the original article of Friedrichs [6] (this article is also interesting from a historical perspective for it is one of the first in which the Bergman space of a planar domains is explicitly considered). A more modern account of Friedrichs' ideas is contained in the recent articles [15, 19, 20, 21] .
Let Ω ⊂ C denote a bounded, connected domain and let L 2 a (Ω) denote the Bergman space of Ω, the Hilbert subspace of all analytic functions in the Lebesgue space L 2 (Ω) = L 2 (Ω, dA). The symmetric bilinear form
(Ω) was studied by Friedrichs and others in the context of classical potential theory and planar elasticity. This form is clearly bounded, and it turns out that it is compact whenever the boundary ∂Ω is C 1+α for some α > 0 (see [20, 21] for more details). In the other direction, Friedrichs himself showed that if ∂Ω has an interior angle of α, then | sin α/α| belongs to the essential spectrum of the form and hence B is not compact. We assume throughout this section that the domain Ω is chosen so that the bilinear form B is compact.
We are interested here in finding the best constant c(Ω) < 1 and an optimal subspace V of L 2 a (Ω) of codimension one for which the Friedrichs inequality
holds for all f in V. As we will shortly see, the optimal constant c(Ω) is precisely σ 2 , the second singular value of the bilinear form (3.1). One important aspect of the Friedrichs inequality is that it provides an L 2 (Ω, dA) bound on harmonic conjugation. Recall that harmonic conjugation u → u (where u and u are real-valued harmonic functions on Ω) is well-defined only after insisting upon a certain normalization for the conjugate functions u. Typically, one requires that u vanishes at a certain point z 0 in Ω. Such requirements correspond to restricting the analytic function f = u + i u to lie in a subspace V of L 2 a (Ω) of codimension one. The fact that c(Ω) = σ 2 in (3.2) yields the best possible L 2 (Ω, dA) bound on harmonic conjugation:
where u is normalized so that u + i u belongs to V. This follows immediately upon substituting f = u + i u in (3.2) and simplifying (see the proof of Lemma 3.1 for a similar computation). Without any further restrictions on the domain Ω, the bilinear form (3.1) is not represented by a C-symmetric operator in any obvious way. Indeed, there are few natural conjugations on the Bergman space L 
a (Ω). In the present situation, it turns out that the antilinear operator CT appearing in the preceding formula is more natural to work with than any potential linear representing operator T .
Let
which can also be written in terms of the Bergman kernel K(z, w) of Ω:
The Friedrichs operator represents the bilinear form (3.1) in the sense that
a (Ω). Indeed, this is a straightforward computation:
and hence CT = F Ω for any C-symmetric operator T representing the bilinear form B. In light of Lemma 2.7, we see that there exists a canonical partial conjugation J supported on cl ran F Ω which commutes with |T | and satisfies F Ω = J|T |.
Since P Ω is a projection, it follows immediately that 0 ≤ |T | ≤ I. In fact, we can say a good deal more about |T | (or equivalently, about the symmetric bilinear form (3.1)). We start by recalling a useful fact, implicit in the article of Friedrichs:
Lemma 3.1 If Ω is connected, then σ 1 < σ 0 = 1. In particular, the largest singular value of B(x, y) has multiplicity one and the corresponding eigenfunctions are the constant functions. P r o o f. Since F Ω = J|T | and J commutes with |T |, one can find a basis of each spectral subspace of |T | (corresponding to a non-zero eigenvalue) which is left invariant by J (see also [10] ). If f is such an eigenvector corresponding to the eigenvalue 1, then |T |f = f and Jf = f , which implies that
Setting f = u + iv where u and v are real-valued and harmonic, we obtain
since the left-hand side is real. This implies that Ω v 2 dA = 0 and hence v vanishes identically on Ω.
Since Ω is connected and f analytic, f must be constant throughout Ω. Conversely, it is clear that σ 0 = 1 since 0 ≤ |T | ≤ I and F Ω fixes real constants.
The following result demonstrates the nature of Friedrichs inequality at the abstract level: In essence, (3.3) provides the best possible bound on a symmetric bilinear form that can be obtained on a hyperplane which passes through the origin. We also remark that the orthogonal complement of the vector √ σ 1 e 0 − i √ σ 0 e 1 has the same property and hence the optimal subspace in the theorem above is not unique.
The remainder of this section is devoted to several simple illustrations of Theorem 3.2. We restrict our attention to several of the domains for which the associated singular values and eigenfunctions are explicitly computable, relying on computations found in [6] and [19] .
Example 3.3
Let Ω t denote the interior of the ellipse defined by the inequality
where t > 0 is a parameter. The basic properties of cosh and sinh show that as t → ∞, the domains Ω t approximate large open disks centered at the origin, while as t → 0, they are the interiors of vertically compressed ellipses, all of which include the interval [−1, 1].
It is well-known that the domains Ω t satisfy the generalized quadrature identity
(see [3] ) and hence the Friedrichs bilinear form B(f, g) = f, F Ω t g can be written as
In light of this formula, it is not surprising that we encounter Chebyshev polynomials of the second kind. Indeed, the singular values σ n (t) and normalized (in L 2 a (Ω t )) singular vectors e n are given by the formulas
where U n denotes the nth Chebyshev polynomial of the second kind (see [19] or the original paper [6] of Friedrichs). Since U 0 = 1, U 1 = 2z, and σ 2 = 3 sinh 2t sinh 6t , Theorem 3.2 asserts that if f is orthogonal to the vector
then the inequality
holds. Furthermore, the preceding inequality is the best possible that can hold on a subspace of L 2 a (Ω t ) of codimension one. The relationship between the singular number σ 2 and the parameter t is illustrated in Figure 1 .
(Ω) onto the one dimensional subspace spanned by 1 − 2iz is readily computed: Thus, for an arbitrary function f in L 2 a (Ω t ) we have
Similarly, one can replace Qf above by the simpler non-orthogonal projection
Indeed, from an arbitrary function f , we wish to construct a function g such that
For an arbitrary function f in L 2 a (Ω t ), we define g by
where the constant c is chosen so that (3.7) holds. That is, we select c so that
Since Ω t z dA = 0, we must choose c so that c Ω t dA = 1, yielding (3.6). Writing f = u+i u, these statements can in turn be interpreted as an L 2 (Ω t ) bound for the harmonic conjugate u of a square integrable, real harmonic function u on Ω t .
Example 3.4 Similarly, we can consider the annulus
where t > 0 is a parameter. In this situation, the singular values (apart from σ 0 ) occur in pairs
(see [19] for details). In particular,
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for all functions f in L 2 a (Ω t ) which are orthogonal to the constant functions (i.e. the 0th Laurent coefficient of f vanishes). Furthermore, this is the best possible inequality that can hold on a subspace of L 2 a (Ω t ) of codimension one. The relationship between the singular number σ 2 and the parameter t is illustrated in Figure 2 . regarded as an operator on C m with respect to the standard basis. Although T is not in general symmetric with respect to the main diagonal, it is symmetric with respect to the second diagonal. It is not hard to show that this implies that T is C-symmetric with respect to the conjugation As is well-known, we may freely identify H 2 functions with their boundary functions on the unit circle ∂D (defined a.e. with respect to Lebesgue measure) and we therefore regard H 2 as the subspace of L 2 = L 2 (∂D) consisting of functions with vanishing negatively indexed Fourier coefficients.
For each u in L ∞ (∂D), the Toeplitz operator with symbol u is the operator T u : H 2 → H 2 defined by T u f = P (uf ), where P denotes the orthogonal projection from L 2 onto H 2 . Roughly speaking, applying P to uf truncates the full Fourier series of uf and returns only the nonnegatively indexed terms.
An immediate corollary of Beurling's theorem characterizes the proper, nontrivial invariant subspaces of the backward shift operator on H 2 . They are all of the form H 2 ϕH 2 , where ϕ is a nonconstant inner function (a bounded analytic function on the unit disk D with nontangential limiting values of unit modulus a.e. on ∂D) and ϕH 2 denotes the subspace ϕf : f ∈ H 2 . Such spaces are commonly refereed to as * -invariant subspaces or model spaces (in light of a famous theorem of Sz.-Nagy and Foaiş). See the classics [5, 13] and the recent text [16] for background.
A compressed Toeplitz operator is an operator of the form P ϕ T u P ϕ where T u is a Toeplitz operator and P ϕ denotes the orthogonal projection from . The proof, which amounts to verifying that Cf, zh = Cf, ϕh = 0 for all H 2 functions h, can be found in [9] or the expository note [8] . Although the conjugation (4.4) is defined in terms of boundary functions, in the case where ϕ is a finite Blaschke product, the conjugation can be explicitly described. (1 − λ 1 z) · · · (1 − λ m z) .
