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In this paper, we improve contractivity conditions of solutions for the positive equilibrium
N∗ = 1
a+∑mi=0 bi of the following differential equation with piecewise constant arguments:⎧⎪⎨
⎪⎩
dN(t)
dt
= N(t)r(t)
{
1− aN(t) −
m∑
i=0
biN(n − i)
}
, n t < n + 1, n = 0,1,2, . . . ,
N(0) = N0 > 0 and N(− j) = N− j  0, j = 1,2, . . . ,m,
where r(t) is a nonnegative continuous function on [0,+∞), r(t) ≡ 0, ∑mi=0 bi > 0, bi  0,
i = 0,1,2, . . . ,m, and a + b0 > ∑mi=1 bi . In particular, for the case a = 0 and m  1, we
really improve the known three type conditions of the contractivity for solutions of this
model (see for example, [Y. Muroya, A suﬃcient condition on global stability in a logistic
equation with piecewise constant arguments, Hokkaido Math. J. 32 (2003) 75–83]). For the
other case a = 0 and m  1, under the condition ∑mj=1 b j − 2b0 < a  (∑mj=1 b j)/(1 +
b0/
∑m
j=0 b j), the obtained result partially improves the known results on the contractivity
of solutions for the positive equilibrium of this model given by the author [Y. Muroya,
Persistence, contractivity and global stability in logistic equations with piecewise constant
delays, J. Math. Anal. Appl. 270 (2002) 602–635] and others.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
Consider the following delay differential equation with piecewise constant delays for m 0:⎧⎪⎨
⎪⎩
dN(t)
dt
= N(t)r(t)
{
1− aN(t) −
m∑
i=0
biN(n − i)
}
, n t < n + 1, n = 0,1,2, . . . ,
N(0) = N0 > 0 and N(− j) = N− j  0, j = 1,2, . . . ,m, if m 1,
(1.1)
where r(t) is a nonnegative continuous function on [0,+∞), r(t) ≡ 0, ∑mi=0 bi > 0, bi  0, i = 0,1,2, . . . ,m, and a + b0 >∑m
i=1 bi .
This population model has been studied in many literatures (see for example, [1–22] and references therein). Seifert [16]
investigated conditions that the positive equilibrium N∗ = 1/(a +∑mi=0 bi) of Eq. (1.1) for r(t) ≡ r > 0, is asymptotically
stable or the equation has periodic solutions.
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Gopalsamy, Kulenovic and Ladas [2] have obtained r < log2m+1 for r(t) ≡ r, and So and Yu [17] improved this condition to∫∞
0 r(t)dt = +∞ and supn0
∫ n+1
n−m r(t)dt 
3
2 for the case r = r(t).
For the case m = 0, r(t) = r (constant) and 0 < a < b0, Gopalsamy and Liu [3] offered a conjecture of the necessary and
suﬃcient condition of global asymptotic stability of this model, and Muroya and Kato [15] partially solved. Recently, Li and
Yuan [4] have solved completely this conjecture, and Li, Muroya and Yuan [5] extended this to the variable case r = r(t).
For the case a = 0, r(t) = r (constant) and m  1, Uesugi Muroya and Ishiwata [18] established wide class conditions of
global asymptotic stability for the positive equilibrium of this model, and Muroya [13] extend this to the nonautonomous
case. Muroya [12] and Muroya, Ishiwata and Guglielmi [14] offer other type of global stability conditions.
In this paper, we are interested in the following known two theorems on the contractivity of solutions and one theorem
on the global asymptotic stability of the positive equilibrium of this model, because for the case a = 0 and m 1, each con-
dition in the ﬁrst two theorems, has a disjoint part, respectively, and the third theorem does not say about the contractivity
of solutions (see Uesugi, Muroya and Ishiwata [18, Fig. 1]).
For
∑m
i=1 bi − b0 < a <
∑m
i=0 bi , Muroya [6] established the following theorem on the contractivity of solutions for the
positive equilibrium N∗ = 1/(a +∑mi=0 bi) of Eq. (1.1) for m 1.
Put⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
rn =
n+1∫
n
r(t)dt, −1< α = a
/( m∑
i=0
bi
)
< 1, ai = bi
/( m∑
j=0
b j
)
, 0 i m, and
−1< α˜ = 1− 1
a0
(1− α) < 1.
(1.2)
Theorem A. (See [6, Theorem 3.5].) Assume m 1, b0 > 0 and
∑m
i=1 bi − b0 < a <
∑m
i=0 bi , that is, 1− 2a0 < α < 1.
(i) If for rˆ(α) deﬁned in (2.20)
rn  rˆ(α˜), (1.3)
then solutions of Eq. (1.1) have the contractivity, that is,
∣∣N(n + 1) − N∗∣∣ max
0im
∣∣N(n − i) − N∗∣∣. (1.4)
(ii) If ⎧⎪⎨
⎪⎩
sup
n0
rn  rˆ(1+ 2α) if −1< α < 0, and
0< limsup
n→∞
rn < rˆ(α˜) or limsup
n→∞
rn = rˆ(α˜),
(1.5)
then
lim
n→∞N(n) = N
∗, (1.6)
and hence, the positive equilibrium N∗ = 1/(a +∑mi=0 bi) of Eq. (1.1) is globally asymptotically stable.
For the case a = 0 in (1.1), there is another type conditions of the contractivity for solutions as follows (see also Wang
et al. [20]).
Theorem B. (See [8, Theorem 1.1].) Assume that
b0 >
m∑
i=1
bi and 0< rn  1, n = 0,1,2, . . . . (1.7)
Then,
∣∣N(n + 1) − N∗∣∣ max
0im
∣∣N(n − i) − N∗∣∣, n = 0,1,2, . . . , (1.8)
which implies that solutions of Eq. (1.1) with a = 0 have the contractivity.
Moreover, if infn0 rn > 0, then the positive equilibrium N∗ of Eq. (1.1) with a = 0 is globally asymptotically stable.
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Yu [17] and others (cf. Chen and Liu [1], Yu [21] and Zhou and Zhang [22]).
Moreover, there is a condition of the global asymptotic stability for the positive equilibrium of this model which is
obtained by using Lyapunov-like method (cf. Wang et al. [20]).
Theorem C. (See Muroya [10, Corollary 2.2].) For (1.1) with a = 0, assume that⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
b0 >
m∑
i=1
bi, lim inf
n→∞ rn > 0 and
sup
n0
rn < 1+ ln
{
2b0
/( m∑
i=0
bi
)}
< 1+ ln 2.
(1.9)
Then, the positive equilibrium N∗ = 1/(∑mi=0 bi) of (1.1) with a = 0 is globally asymptotically stable.
In this paper, we obtain conditions for the contractivity of solutions for the positive equilibrium N∗ = 1
a+∑mj=0 b j of
Eq. (1.1). These conditions depend on a,b0 and
∑m
i=1 bi , and hence these are other type conditions than those of So and
Yu [17] and others (cf. Chen and Liu [1], Yu [21] and Zhou and Zhang [22]).
The main result is the following.
Theorem 1.1. Assume m 1, b0 > 0 and
∑m
i=1 bi − b0 < a <
∑m
i=0 bi , that is, α > 1− 2a0 and put
˜ˆr(α) ≡max(rˆ(α˜),a0rˆ(α)). (1.10)
Then:
(i) If
rn  ˜ˆr(α), (1.11)
then solutions of Eq. (1.1) have the contractivity, that is,
∣∣N(n + 1) − N∗∣∣ max
0im
∣∣N(n − i) − N∗∣∣. (1.12)
(ii) If ⎧⎪⎨
⎪⎩
sup
n0
rn  rˆ(1+ 2α) if −1< α < 0, and
0< limsup
n→∞
rn < ˜ˆr(α) or limsup
n→∞
rn = ˜ˆr(α),
(1.13)
then
lim
n→∞N(n) = N
∗, (1.14)
and hence, the positive equilibrium N∗ = 1/(a +∑mi=0 bi) of Eq. (1.1) is globally asymptotically stable.
In particular, for a0 = 1, it holds that α˜ = α and rˆ(α˜) = a0rˆ(α), but for a0 < 1, it holds that⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
lim
α→(1−2a0)+0
˜ˆr(α˜) = a0rˆ(1− 2a0) > 0= lim
α→(1−2a0)+0
rˆ(α˜),
α˜ = −1− a0
a0
and ˜ˆr(α) = a0rˆ(α) = 2a0 > rˆ(α˜) if α = 0,
α˜ = −1− a0
1+ a0 and
˜ˆr(α) = a0rˆ(α) = rˆ(α˜) if α = 1− a0
1+ a0 ,
lim
α→1−0
˜ˆr(α) = lim
α→1−0 rˆ(α˜) limα→1−0a0rˆ(α) = +∞.
(1.15)
Note that rˆ(0) = 2, and the conditions (1.11), (1.13) and (1.15) partially improve the result of Muroya [6, Theorem 3.5]
(see (1.3) and (1.5) of Theorem A).
As a direct consequence, we have a result.
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(i) if
rn  2a0, (1.16)
then solutions of Eq. (1.1) with a = 0, have the contractivity, that is,
∣∣N(n + 1) − N∗∣∣ max
0im
∣∣N(n − i) − N∗∣∣, (1.17)
and
(ii) if
0< limsup
n→∞
rn < 2a0 or limsup
n→∞
rn = 2a0, (1.18)
then
lim
n→∞N(n) = N
∗, (1.19)
and hence, the positive equilibrium N∗ = 1/(∑mi=0 bi) of Eq. (1.1) with a = 0, is globally asymptotically stable. The condition (1.16)
really improves all the conditions (1.5), (1.7) and (1.9) in Theorems A–C.
Note that Theorem 1.1 for the case a = 0, 12 < a0 < 1 and Corollary 1.1, really improves all the results of Muroya [6,
Theorem 3.5], [8, Theorem 1.1], and [10, Corollary 2.2], and hence we may add “the contractivity of solutions” to the
conclusion in Theorem C. If r(t) ≡ r, then for r1 = ra0 and r2 = r∑mi=1 ai , the condition (1.16) becomes r2 √r1(√2− √r1).
For a case a = 0, by Uesugi, Muroya and Ishiwata [18], it is obtained more wider condition of the global asymptotic
stability for the positive equilibrium of (1.1).
For the remaining part of (1.15) to (1.10) for 1− 2a0 < α < 1, we have the following conjecture on ˜ˆr(α) in (1.10).
Conjecture D. If
1− 2a0 < α < 1 and 0< a0 < 1, (1.20)
then ⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
˜ˆr(α) = a0rˆ(α) > rˆ(α˜) if 1− 2a0 < α < 1− a0
1+ a0 ,
α˜ = −1− a0
1+ a0 and
˜ˆr(α) = a0rˆ(α) = rˆ(α˜) if α = 1− a0
1+ a0 ,
˜ˆr(α) = rˆ(α˜) > a0rˆ(α) if 1− a0
1+ a0 < α  1.
(1.21)
The organization of this paper is as follows. In Section 2, for preparations, we introduce some important results in
Muroya [6] which will be used in the next section. In particular, we note the basic equation (2.8) and the relation (2.22)
between two functions rˆ(α) and f (t; r) deﬁned by (2.20) and (2.13), respectively. In Section 3, we ﬁrst obtain an explicit
expression of the function rˆ(α) (see Eq. (3.6)) and using this, we prove (1.15) (see Lemma 3.3). Then, similar to the proof of
Muroya [6, Theorem 3.5], but using the other suﬃcient condition of (2.28) than that in Muroya [6], we prove Theorem 1.1.
For the case a = 0, we prove Corollary 1.1. In Section 4, under the condition (4.3), we offer a partial answer (see Theorem 4.1)
to the above Conjecture D. Finally, in Section 5 we give conclusions and future works.
2. Preliminary
In this section, we prepare some known results and important lemmas which are related to Section 3.
By Gopalsamy and Liu [3], we see that for Eq. (1.1),
N(t) = N(n)exp
{ t∫
n
r(s)
(
1− aN(s) −
m∑
i=0
biN(n − i)
)
ds
}
, n t < n + 1, n = 0,1,2, . . . , (2.1)
and so N(t) > 0 for all t > 0 with N(0) > 0. An easy computation yields that for t ∈ [n,n + 1),
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dt
[
1
N(t)
exp
{ t∫
n
r(s)ds
(
1−
m∑
i=0
biN(n − i)
)}]
= ar(t)exp
{ t∫
n
r(s)ds
(
1−
m∑
i=0
biN(n − i)
)}
. (2.2)
Let put
rn =
n+1∫
n
r(τ )dτ , tn = 1−
m∑
i=0
biN(n − i) and N∗ = 1
/(
a +
m∑
i=0
bi
)
. (2.3)
Then, we introduce some known results in [6].
Lemma 2.1. (See [6, Lemma 3.1].) If
1+ aN(n)exp{
∫ t
n r(s)ds tn} − 1
tn
> 0, for tn = 0,
and
1+ aN(n)
t∫
n
r(s)ds > 0, for tn = 0,
then we have for n t < n + 1,
N(t) =
⎧⎪⎨
⎪⎩
N(n)exp{∫ tn r(s)ds tn}
1+aN(n){(exp{∫ tn r(s)ds tn}−1)/tn} , tn = 0,
N(n)
1+aN(n) ∫ tn r(s)ds , tn = 0,
(2.4)
and
N(t) − N∗ =
⎧⎪⎪⎨
⎪⎪⎩
1−b0N(n) exp(r
t
ntn)−1
tn
1+aN(n) exp(rtntn)−1tn
(N(n) − N∗) −∑mi=1 bi N(n) exp(r
t
ntn)−1
tn
1+aN(n) exp(rtntn)−1tn
(N(n − i) − N∗) if tn = 0,
1−b0N(n)rtn
1+aN(n)rtn (N(n) − N
∗) −∑mi=1 biN(n)rtn1+aN(n)rtn (N(n − i) − N∗) if tn = 0,
(2.5)
where
rtn =
t∫
n
r(s)ds. (2.6)
In particular,
N(n + 1) =
⎧⎨
⎩
N(n)exp{rntn}
1+aN(n) exp{rntn}−1tn
, for tn = 0,
N(n)
1+aN(n)rn , for tn = 0,
(2.7)
and
N(n + 1) − N∗ =
⎧⎪⎨
⎪⎩
1−b0N(n) exp(rntn)−1tn
1+aN(n) exp(rntn)−1tn
(N(n) − N∗) −∑mi=1 bi N(n) exp(rntn)−1tn1+aN(n) exp(rntn)−1tn (N(n − i) − N∗) if tn = 0,
1−b0N(n)rn
1+aN(n)rn (N(n) − N∗) −
∑m
i=1
biN(n)rn
1+aN(n)rn (N(n − i) − N∗) if tn = 0.
(2.8)
First, let us consider the following particular case:
For a
∑m
i=0 bi > 0, we easily get the following theorem.
Theorem 2.1. (See [6, Theorem 3.1].) If 0< rn < +∞ and
a
m∑
i=0
bi > 0, (2.9)
then solutions of Eq. (1.1) have the contractivity, that is,∣∣N(n + 1) − N∗∣∣ max ∣∣N(n − i) − N∗∣∣. (2.10)
0im
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limsup
n→∞
rn > 0, (2.11)
then
lim
n→∞N(n) = N
∗, (2.12)
and hence, the positive equilibrium N∗ = 1a+b of Eq. (1.1) is globally asymptotically stable.
Hereafter in this section, we consider the case −∑mi=0 bi < a <∑mi=0 bi .
Note that if rn = 0, then N(n + 1) = N(n).
For simplicity, we assume rn > 0 and put⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
x(n) =
(
m∑
i=0
bi
)
N(n), x∗ =
(
m∑
i=0
bi
)
N∗ = 1/(1+ α),
α = a
/( m∑
i=0
bi
)
> −1, ai = bi
/( m∑
i=0
bi
)
 0, 0 i m,
for r > 0, f (t; r) =
{
(1− t) ert−1t , t = 0,
r, t = 0,
f˜ (t; r) =
{
ert−1
t , t = 0,
r, t = 0,
r¯ = sup
n0
rn and r = inf
n0
rn.
(2.13)
Note that f (t; r1) f (t; r2) and f˜ (t; r1) f˜ (t; r2) for any 0< r1  r2 and t < 1 (see the proof of Muroya [11, Lemma 2.4]).
Then, tn = 1−∑mi=0 aix(n − i), and Eqs. (2.7) and (2.8) become respectively
x(n + 1) = x(n)exp{rntn}
1+ αx(n) f˜ (tn; rn)
, (2.14)
and
x(n + 1) − x∗ = 1− a0x(n) f˜ (tn; rn)
1+ αx(n) f˜ (tn; rn)
(
x(n) − x∗)− m∑
i=1
aix(n) f˜ (tn; rn)
1+ αx(n) f˜ (tn; rn)
(
x(n − i) − x∗). (2.15)
Now, consider the conditions of r > 0 such that
f (t; r) 2
1− α for any t < 1. (2.16)
At ﬁrst, we provide the following two basic lemmas for the function g(Y ;α) of Y on (−1,1) and −1 < α < 1 (see
Muroya [6, Lemmas 2.1 and 2.2]) which is deﬁned by
g(Y ;α) =
⎧⎨
⎩
1
2(α+Y ) ln
(1+α)(1+Y )
(1−α)(1−Y ) , Y = −α
1
1−α2 , Y = −α.
(2.17)
Lemma 2.2. Under the conditions that 0 < Yˆ < α for 0 < α < 1, and α < Yˆ < 0 for −1 < α < 0, there exists a unique solution
Yˆ = Yˆ (α) of the following equation:
1
1− Yˆ 2 = g(Yˆ ;α), −1< α < 1. (2.18)
In particular, Yˆ (0) = 0 and
lim
α→0 Yˆ (α) = Yˆ (0). (2.19)
Remark 2.1. Note that for 0< |α| < 1, the equation 1
1−Y 2 = g(Y ;α) has another solution Yˆ = −α, but this solution does not
satisfy the conditions 0< Yˆ < α for 0< α < 1, and α < Yˆ < 0 for −1< α < 0.
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rˆ(α) = 2(1+ α)
1− Yˆ 2(α) and tˆ(α) =
α + Yˆ (α)
1+ α . (2.20)
Lemma 2.3. rˆ(α) is a strictly monotone increasing continuous function of α on the interval (−1,1), and⎧⎨
⎩
lim
α→−1+0 rˆ(α) = 0, limα→1−0 rˆ(α) = +∞,
lim
α→−1+0 Yˆ (α) = −1 and limα→1−0 Yˆ (α) = 1.
(2.21)
Moreover,{
tˆ(α) < 1, f ′
(
tˆ(α); rˆ(α))= 0,
f ′
(
t; rˆ(α))> 0, for −∞ < t < tˆ(α), and f ′(t; rˆ(α))< 0, for tˆ(α) < t < 1.
and ⎧⎪⎪⎨
⎪⎪⎩
f (t; r) f (t; rˆ(α)) f (tˆ(α); rˆ(α))= 2
1− α , for any t < 1 and 0< r  rˆ(α),
f
(
t; rˆ(α))< 2
1− α , for t < 1 and t = tˆ(α).
(2.22)
Further,
rˆ(α) < rˆ(1+ 2α), for −1< α < 0, (2.23)
and
1+ α f (t; r) > 0, for any t < 1 and r < rˆ(1+ 2α). (2.24)
Note that rˆ(α) = 2
(1−tˆ(α)){(1+α)tˆ(α)+(1−α)} , −1 < α < 1, which is derived from the conditions f (tˆ(α); rˆ(α)) = 21−α and
f ′(tˆ(α); rˆ(α)) = 0.
For the persistence of solutions of Eq. (1.1), we have the following theorem.
Theorem 2.2. (See [6, Theorem 3.2].) Let N(t) denote any solution of Eq. (1.1) and rˆ(α) be deﬁned by (2.20).
If a 0, or −b0 < a < 0 and⎧⎨
⎩
r¯ < +∞, for a 0,
r > 0 and r¯ < rˆ
(
1+ 2a
b0
)
, for −b0 < a < 0, (2.25)
then
lim inf
n→∞ N(n) > 0. (2.26)
Now, let us introduce known techniques of the contractivity of solutions of Eq. (1.1).
Muroya [6] got for Eq. (2.15),⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
∣∣∣∣1− a0x(n) f˜ (tn; rn)1+ αx(n) f˜ (tn; rn)
∣∣∣∣+
m∑
i=1
aix(n) f˜ (tn; rn)
1+ αx(n) f˜ (tn; rn)
 1
⇔
⎧⎪⎨
⎪⎩
0< x(n) f˜ (tn;rn)−1
1+αx(n) f˜ (tn;rn)  1, for
1−a0x(n) f˜ (tn;rn)
1+αx(n) f˜ (tn;rn) < 0,
α + a0 ∑mi=1 ai, for 1−a0x(n) f˜ (tn;rn)1+αx(n) f˜ (tn;rn)  0.
(2.27)
If Eq. (2.27) holds, then from Eq. (2.15),
∣∣x(n + 1) − x∗∣∣max(∣∣x(n) − x∗∣∣, ∣∣∣∣
∑m
i=1 aix(n − i)∑m
i=1 ai
− x∗
∣∣∣∣
)
 max
0im
∣∣x(n − i) − x∗∣∣.
Thus, under the condition α + a0 >∑mi=1 ai = 1− a0, that is, α > 1− 2a0, the second part of condition (2.27) becomes
x(n) f˜ (tn; rn) 2 . (2.28)1− α
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tn < 1− a0x(n) < 1,
using Eqs. (1.1) and (2.13), Muroya [6] proved Theorem A by using the following suﬃcient condition for the second part of
Eq. (2.27):⎧⎪⎨
⎪⎩
rn < +∞ if α  1,
f
(
1− a0x(n); rn
)
 2a0
1− α =
2
1− (1− 1−αa0 )
if 1− 2a0 < α < 1. (2.29)
In Section 3, we use the other suﬃcient condition of (2.28) and similarly prove Theorem 1.1.
3. Proofs of Theorem 1.1 and Corollary 1.1
In this section, we give proofs of Theorem 1.1 and Corollary 1.1.
In particular, to prove the last part of Theorem 1.1, we need to prove (1.15). For this reason, we prepare the following
three lemmas.
Lemma 3.1. For −1< α < 1 and Y = −α, it holds⎧⎪⎪⎪⎨
⎪⎪⎪⎩
α2n+1 + Y 2n+1
α + Y = Y
2n − Y 2n−1α + Y 2n−2α2 − Y 2n−3α3 + · · · + α2n
= c1Y 2n−2(Y − d1α)2 + c2Y 2n−4α2(Y − d2α)2 + · · · + cnα2n−2(Y − dnα)2 + cn+1α2n
 cn+1α2n,
(3.1)
where
cn = n + 1
2n
and dn = n
n + 1 . (3.2)
Hence we have
1
2(α + Y ) ln
(1+ α)(1+ Y )
(1− α)(1− Y ) =
∞∑
n=0
1
2n + 1
α2n+1 + Y 2n+1
α + Y  1+
∞∑
n=1
n + 2
2(n + 1)(2n + 1)α
2n. (3.3)
Moreover, Yˆ satisﬁes the following equation:
∞∑
n=1
1
2n + 1
{
2nYˆ 2n−1 − (2n − 1)Yˆ 2n−2α + (2n − 2)Yˆ 2n−3α2 − · · · + 2Yˆα2n−2 − α2n−1}= 0, (3.4)
and we see⎧⎪⎪⎪⎨
⎪⎪⎪⎩
Yˆ = Yˆ (α) = α
2
+ 3
40
α3 + 99
2800
α5 + · · · , ∣∣Yˆ (α)∣∣ |α|, and
2(1+ α)
∞∑
n=0
n + 2
2(n + 1)(2n + 1)α
2n  rˆ(α) 2(1+ α)
∞∑
n=0
α2n
2n + 1 =
1+ α
α
ln
1+ α
1− α .
(3.5)
Proof. Since by Eq. (3.2),
c1Y
2n−2(Y − d1α)2 + c2Y 2n−4α2(Y − d2α)2 + · · · + cnα2n−2(Y − dnα)2 + cn+1α2n
= c1Y 2n − (2c1d1)Y 2n−1α +
(
c1d
2
1 + c2
)
Y 2n−2α2 − (2c2d2)Y 2n−3α3 +
(
c2d
2
2 + c3
)
Y 2n−4α4
− · · · − (2cndn)Yα2n−1 +
(
cnd
2
n + cn+1
)
α2n
= Y 2n − Y 2n−1α + Y 2n−2α2 − Y 2n−3α3 + · · · + α2n,
we get Eq. (3.1).
Furthermore, from
1
2
ln
(1+ α)(1+ Y )
(1− α)(1− Y ) =
∞∑ α2n+1 + Y 2n+1
2n + 1 ,n=0
Y. Muroya / J. Math. Anal. Appl. 346 (2008) 65–81 73we obtain Eq. (3.3). Moreover, by Eqs. (2.18), (3.1) and (3.3), we have
∞∑
n=0
Yˆ 2n =
∞∑
n=0
1
2n + 1
(
Yˆ 2n − Yˆ 2n−1α + Yˆ 2n−2α2 − Yˆ 2n−3α3 + · · · + α2n).
Then,
∞∑
n=1
(
2n
2n + 1 Yˆ
2n + 1
2n + 1 Yˆ
2n−1α − 1
2n + 1 Yˆ
2n−2α2 + 1
2n + 1 Yˆ
2n−3α3 + · · · − 1
2n + 1α
2n
)
= 0,
and divide this by Yˆ + α = 0, we get Eq. (3.4).
Now, put
Yˆ = y1α + y3α3 + y5α5 + · · · ,
and substituting this into Eq. (3.4), that is,
2Yˆ − α
3
+ 4Yˆ
3 − 3Yˆ 2α + 2Yˆα2 − α3
5
+ 6Yˆ
5 − 5Yˆ 4α + 4Yˆ 3α2 − 3Yˆ 2α3 + 2Yˆα4 − α5
7
+ · · · = 0,
we have that⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
2y1 − 1= 0,
2y3
3
+ 4y
3
1 − 3y21 + 2y1 − 1
5
= 0,
2y5
3
+ 12y
2
1 y3 − 6y1 y3 + 2y3
5
+ 6y
5
1 − 5y41 + 4y31 − 3y21 + 2y1 − 1
7
= 0,
.
.
.
from which we obtain the ﬁrst part of Eq. (3.5). The second part of Eq. (3.5) is obtained by (2.20) and (3.3), because by
|Yˆ (α)| |α|, we have that α2n+1+Yˆ 2n+1
α+Yˆ  α
2n in (3.3) (see also Muroya and Kato [15, Eq. (1.3)]). 
The function ˆ¯r(α) = 1+αα ln 1+α1−α , 0< |α| < 1, with ˆ¯r(0) = 2, played the most important roles in Li and Yuan [4], Li, Muroya
and Yuan [5] and Muroya and Kato [15]. By Lemma 3.1, we can give not only explicit expressions of two functions rˆ(α) and
tˆ(α) but also explicit relations between two functions rˆ(α) and the function ˆ¯r(α).
Lemma 3.2.⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(1+ α)
(
3
2α
ln
1+ α
1− α +
1
α2
ln
(
1− α2))= 2(1+ α)
(
1+ α
2
4
+ 2
15
α4 +
∞∑
n=3
n + 2
2(n + 1)(2n + 1)α
2n
)
,
rˆ(α) = 2(1+ α)
(
1+ α
2
4
+ 11
80
α4 + 527
5600
α6 + · · ·
)
,
tˆ(α) = 3α
2(1+ α)
(
1+ α
2
20
+ 33
1400
α4 + · · ·
)
,
ˆ¯r(α) = 2(1+ α)
(
1+ α
2
3
+ α
4
5
+ α
6
7
+ · · ·
)
,
rˆ(α) − (1+ α)
(
3
2α
ln
1+ α
1− α +
1
α2
ln
(
1− α2))= 2(1+ α)α4( 1
240
+ 27
5600
α2 + · · ·
)
>
(1+ α)α4
120
> 0,
ˆ¯r(α) − rˆ(α) = 2(1+ α)α2
(
1
12
+ α
2
16
+ 39
800
α4 + · · ·
)
>
(1+ α)α2
6
> 0, for 0< |α| < 1.
(3.6)
Thus, ⎧⎪⎪⎨
⎪⎪⎩
2(1+ α)
(
1+ α
2
4
+ 2
15
α4
)
< (1+ α)
(
3
2α
ln
1+ α
1− α +
1
α2
ln
(
1− α2))< rˆ(α) < ˆ¯r(α), for 0< |α| < 1, and
lim
α→+0 rˆ(α) = rˆ(0) = limα→+0
ˆ¯r(α) = ˆ¯r(0) = 2.
(3.7)
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rˆ(α) = 2(1+ α)
1− Yˆ 2(α) = 2(1+ α)
(
1+ Yˆ 2(α) + Yˆ 4(α) + Yˆ 6(α) + · · ·),
we easily get Eqs. (3.6) and (3.7). 
Remark 3.1. Note that by Lemma 2.3, we have
lim
α→1−0
(
1+ α
2
4
+ 11
80
α4 + 527
5600
α6 + · · ·
)
= +∞, and
lim
α→−1+0(1+ α)
(
1+ α
2
4
+ 11
80
α4 + 527
5600
α6 + · · ·
)
= 0,
and the power series 1+ α24 + 1180α4 + 5275600α6 + · · · converges for any −1< α < 1.
By using the power series expansion of α for −1 < α < 1 in (3.6) to the function rˆ(α), we can derive the following
result.
Lemma 3.3. Assume that −1 < α < 1, −1 < α˜ = 1− 1a0 (1− α) < 1, (1− α)/2 < a0 = b0/(
∑m
i=0 bi) 1. For a0 = 1, it holds that
α˜ = α and rˆ(α˜) = a0rˆ(α). Suppose that a0 < 1. Then, α˜ < α and⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
−1< α˜ < −1− a0
1+ a0 < −α and 1+ α˜ < a0(1+ α) if 1− 2a0 < α <
1− a0
1+ a0 ,
α˜ = −1− a0
1+ a0 and 1+ α˜ = a0(1+ α) if α =
1− a0
1+ a0 ,
−1− a0
1+ a0 < α˜ < α and 1+ α˜ > a0(1+ α) if
1− a0
1+ a0 < α < 1.
(3.8)
In particular, it holds that⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
lim
α→(1−a0)+0
˜ˆr(α˜) = a0rˆ(1− 2a0) > 0= lim
α→(1−2a0)+0
rˆ(α˜),
α˜ = −1− a0
a0
and ˜ˆr(α) = a0rˆ(α) = 2a0 > rˆ(α˜) if α = 0,
α˜ = −1− a0
1+ a0 and
˜ˆr(α) = a0rˆ(α) = rˆ(α˜) if α = 1− a0
1+ a0 ,
lim
α→1−0
˜ˆr(α) = lim
α→1−0 rˆ(α˜) limα→1−0a0rˆ(α) = +∞.
(3.9)
Proof. For a0 = 1, it holds that α˜ = α and rˆ(α˜) = a0rˆ(α). Suppose that a0 < 1. Then,
α − α˜ = (1− α)
(
−1+ 1
a0
)
> 0,
and hence α˜ < α, for −1< α < 1.
For α = 1−a01+a0 , it holds that α˜ = −
1−a0
1+a0 = −α and 1+ α˜ = a0(1+ α) and hence we obtain (3.8).
Moreover, we have that
lim
α→(1−a0)+0
˜ˆr(α˜) = a0rˆ(1− 2a0) > 0= lim
α→(1−2a0)+0
rˆ(α˜).
For the case α = 0, we have α˜ = − 1−a0a0 , and by using the inequality for x = 2(1− a0) > 0, we have that
a0rˆ(0) − rˆ
(
−1− a0
a0
)
 2a0 − ˆ¯r
(
−1− a0
a0
)
= 2a0 + 2a0 − 1
1− a0 ln(2a0 − 1) 2(1− a0) > 0,
because
(2− x) − 1− x
x/2
ln(1− x) (2− x) + 1− x
x/2
(−x) = x > 0, for 0< x < 1.
By (3.8), for α = 1−a01+a0 , it holds that α˜ = −
1−a0
1+a0 and 1 + α˜ = a0(1 + α), and by the power series expansion of α for rˆ(α)
in (3.6), we obtain that
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(
−1− a0
1+ a0
)
= a0rˆ
(
1− a0
1+ a0
)
.
Finally, for 1−a01+a0 < α < 1, we have 1 + α˜ > a0(1 + α) and limα→1−0 α˜ = 1, from which by Remark 3.1, we can derive that
limα→1−0 ˜ˆr(α) = limα→1−0 rˆ(α˜) limα→1−0 a0rˆ(α) = +∞. Thus, we obtain (3.9). 
Similar to the proof of Theorem A (see Muroya [6, Proof of Theorem 3.5]) and using Lemma 3.3, we can prove Theo-
rem 1.1.
Proof of Theorem 1.1. We see tn < 1− a0x(n). For rn  a0rˆ(α), it holds that by Eq. (2.22) in Lemma 2.3, if tn  0, then
x(n) f˜ (tn; rn) 1− tn
a0
f˜ (tn; rn) 1− a0tn
a0
f˜ (tn; rn) = f (a0tn; rn/a0) f
(
a0tn; rˆ(α)
)
 2
1− α ,
and if tn  0, then
x(n) f˜ (tn; rn) 1− tn
a0
f˜ (tn; rn) = 1
a0
f (tn; rn) 1
a0
f
(
0;a0rˆ(α)
)= rˆ(α) 2
1− α .
Then, we have (2.28) and by Eq. (2.27), we obtain that
−1 |1− a0x(n) f˜ (tn; rn)| + (
∑m
i=1 ai)x(n) f˜ (tn; rn)
1+ αx(n) f˜ (tn; rn)
 1, (3.10)
and from Eq. (2.15),
∣∣x(n + 1) − x∗∣∣max(∣∣x(n) − x∗∣∣, ∣∣∣∣
∑m
i=1 aix(n − i)∑m
i=1 ai
− x∗
∣∣∣∣
)
 max
0im
∣∣x(n − i) − x∗∣∣, (3.11)
which implies Eq. (1.12).
Suppose ﬁrst, rn  a0rˆ(α), n 0. Then, there exists a constant β such that
lim
n→∞ max0im
∣∣x(n − i) − x∗∣∣= β  0,
and hence,
limsup
n→∞
∣∣x(n) − x∗∣∣= β  0.
Then, there is a subsequence {nk}∞k=1 such that
lim
k→∞
∣∣x(nk + 1) − x∗∣∣= β,
and by Eq. (3.10),
β = lim
k→∞
∣∣x(nk + 1) − x∗∣∣
 limsup
k→∞
|1− a0x(nk) f˜ (tnk ; rnk )| + (
∑m
i=1 ai)x(nk) f˜ (tnk ; rnk )
1+ αx(nk) f˜ (tnk ; rnk )
limsup
k→∞
(
max
0im
∣∣x(nk − i) − x∗∣∣)
 limsup
k→∞
|1− a0x(nk) f˜ (tnk ; rnk )| + (
∑m
i=1 ai)x(nk) f˜ (tnk ; rnk )
1+ αx(nk) f˜ (tnk ; rnk )
β  β.
Suppose that β > 0.
Then, by the above inequalities, we have
limsup
k→∞
|1− a0x(nk) f˜ (tnk ; rnk )| + (
∑m
i=1 ai)x(nk) f˜ (tnk ; rnk )
1+ αx(nk) f˜ (tnk ; rnk )
= 1 and
limsup
k→∞
∣∣x(nk − i) − x∗∣∣= β, 0 i m.
Thus, there is a subsequence {n1l }∞l=0 of {nk}∞k=0 such that
lim
l→∞
∣∣x(n1l + 1− i)− x∗∣∣= β, 0 i  1 and limsup∣∣x(n1l − i)− x∗∣∣= β, 1 i m.
l→∞
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that
lim
l→∞
∣∣x(n jl + 1− i)− x∗∣∣= β, 0 i  j, and limsup
l→∞
∣∣x(n jl − i)− x∗∣∣= β, j  i m.
Finally, we get a subsequence {nl}∞l=0 of {nml }∞l=0, such that
lim
l→∞
∣∣x(nl − i) − x∗∣∣= β, −1 i m, and
lim
l→∞
|1− a0x(nl) f˜ (tnl ; rnl )| + (
∑m
i=1 ai)x(nl) f˜ (tnl ; rnl )
1+ αx(nl) f˜ (tnl ; rnl )
= 1,
because, if there is a subsequence {n j}∞j=1 of {nl}∞l=0 such that
lim
j→∞
|1− a0x(n j) f˜ (tn j ; rn j )| + (
∑m
i=1 ai)x(n j) f˜ (tn j ; rn j )
1+ αx(n j) f˜ (tn j ; rn j )
< 1,
then
β = lim
j→∞
∣∣x(n j + 1) − x∗∣∣
 lim
j→∞
|1− a0x(n j) f˜ (tn j ; rn j )| + (
∑m
i=1 ai)x(n j) f˜ (tn j ; rn j )
1+ αx(n j) f˜ (tn j ; rn j )
lim
j→∞
∣∣x(n j) − x∗∣∣< β,
which is a contradiction.
Then, by Eq. (3.11), we can see that
lim
n→∞
|1− a0x(n) f˜ (tn; rn)| + (∑mi=1 ai)x(n j) f˜ (tn j ; rn j )
1+ αx(n) f˜ (tn; rn)
= 1 and lim
n→∞
∣∣x(n) − x∗∣∣= β. (3.12)
Suppose that −1< α < 0, supn0 rn  rˆ(1+ 2α) and Eq. (1.13) hold.
Assume that there is a subsequence {np}∞p=1 such that 1− a0x(np) f˜ (tp; rnp ) 0. Then, from Eq. (3.10), we have
lim
p→∞
x(np) f˜ (tnp ; rnp ) − 1
1+ αx(np) f˜ (tnp ; rnp )
= 1, that is, lim
p→∞ x(np) f˜ (tnp ; rnp ) =
2
1− α .
Thus, by Theorem 2.2,
lim
p→∞ x(np) = x
∗ − β˜ > 0, lim
p→∞ x(np + 1) = x
∗ + β˜ > 0, and |β˜| = β.
Since −1< α < 1+ 2α < 1 and
2
1− α = limp→∞ x(np) f˜ (tnp ; rnp ) limp→∞ f (a0tnp ; rnp/a0) f
(
tˆ(α); rˆ(α))= 2
1− α ,
by Eq. (2.22) in Lemma 2.3, we have
lim
p→∞ tnp = tˆ(α)/a0 and limp→∞ rnp = a0rˆ(α)
and
lim
p→∞a0xnp = limp→∞(1− tnp ) = limp→∞(1− a0tnp ).
Then,
0 lim
p→∞
m∑
j=1
a jxnp− j = limp→∞
{
a0x(np) − (1− tnp )
}= 0,
and hence
lim
p→∞ x(np − i) = 0, 1 i m,
which contradicts to the persistence of solutions x(n) by Theorem 2.2, because −1< α < 0 and supn0 rn  rˆ(1+ 2α).
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Hence, we have 1− a0x(n) f˜ (tn; rn) 0 for a suﬃciently large n, and from Eq. (3.12),
lim
n→∞
1− (a0 −∑mi=1 ai)x(n) f˜ (tn; rn)
1+ αx(n) f˜ (tn; rn)
= 1.
Then, by α + a0 >∑mi=1 ai and Theorem 2.2, we get limn→∞ rn = 0, which is a contradiction.
Therefore, we have for the case rn  a0rˆ(α), limn→∞ |x(n) − x∗| = 0 and Eq. (1.14) holds.
On the other hand, by Theorem 2.2, there is a positive constant M such that
tn  1− a0x(n) −
(
m∑
i=1
ai
)
M < 1− a0x(n).
Then, the above discussion for the case rn  a0rˆ(α), is also applicable to the case limsupn→∞ rn = a0rˆ(α). Thus, we get
Eq. (1.14). Hence, by Lemma 3.3 and Theorem A, we obtain the conclusions of this theorem. 
Proof of Corollary 1.1. By assumption a = 0 in (1.1), we have that a0 >∑mi=1 ai = 1 − a0, that is, 12 < a0  1. Moreover, by
rˆ(0) = 2, we have a0rˆ(0) = 2a0 > 1. Since x− ln(1+ x), for x > 0, we have that
a0rˆ(0) −
{
1+ ln(2a0)
}= (2a0 − 1) − ln{1+ (2a0 − 1)}> 0.
Hence, by Theorem 1.1, we obtain the conclusion of this corollary. 
4. On Conjecture D
In this section, under the condition (1.20), we give a partial answer to Conjecture D.
For the following power sequence of rˆ(α) in (3.6),
rˆ(α) = 2(1+ α)
∞∑
n=0
rˆnα
2n, (4.1)
by Remark 3.1 and (3.6), we have limsupn→∞ 2(n+1)2n+1
rˆn+1
rˆn
= 1, rˆ1 = 14 , rˆ2 = 1180 , rˆ3 = 5275600 , and
n + 2
2(n + 1)(2n + 1)  rˆn 
1
2n + 1 , n 0. (4.2)
Since rˆ1 = 14 < 24 = 12 , rˆ2 = 1180 < 316 and rˆ3 = 5275600 < 436 = 19 , it is natural to assume that
n + 2
2(n + 1)(2n + 1)  rˆn 
n + 1
4n2
<
1
2n + 1 , for any n 4. (4.3)
Then, the following inequality is satisﬁed:
kn = 2(n + 1)
2n + 1
rˆn+1
rˆn
 1, for any n 0. (4.4)
Note that by (2.17), (2.18), (2.20) and Lemma 3.1, we have that
rˆ(α) = 2(1+ α)
∞∑
n=0
1
2n + 1
α2n+1 + Yˆ 2n+1
α + Yˆ = 2(1+ α)
∞∑
n=0
rˆn(α)α
2n,
where⎧⎪⎪⎪⎨
⎪⎪⎪⎩
rˆn(α) = 1+ k
2n+1(α)
(2n + 1)(1+ k(α)) , n 0, −1< α < 1,
Yˆ = αk(α) and k(α) = 1
2
(
1+ 3
20
α2 + 99
1400
α4 + · · ·
)
< 1.
Then,
2(n + 1)
2n + 1
rˆn+1(α)
rˆn(α)
= 2(n + 1)
2n + 3
1+ k2n+3(α)
1+ k2n+1(α) < 1, for any n 0.
Therefore, for a suﬃciently small |α|, (4.4) is satisﬁed.
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h0(α) = 1
a0
(1+ α˜)α˜2 − a0(1+ α)α2, for 1− 2a0 < α < 1, (4.5)
we have the following lemma.
Lemma 4.1. For 1− 2a0 < α < 1, it holds that
1− 2a0 < α1 < 1− a0
1+ a0 < α2 < 1− a0 < α3 < 1, (4.6)
and h0(α) 0 for α1  α  α2 . In particular, if 12 < α < 1, then
1− 2a0 < α1 < 1− 2a0
1+ a0 < 0<
1− a0
1+ a0 < α2, (4.7)
and hence
h0(α) > 0, for any
1− 2a0
1+ a0  α 
1− a0
1+ a0 . (4.8)
Proof. Since
h0(α) = 1
a0
(
2− 1− α
a0
)(
1− 1− α
a0
)2
− a0(1+ α)α2
= 1
a40
{
(2a0 − 1+ α)(a0 − 1+ α)2 − a50(1+ α)α2
}
= 1
a40
{(
1− a50
)
α3 + (4a0 − 3− a50)α2 + (a0 − 1)(5a0 − 3)α + (2a0 − 1)(1− a0)2}
= 1− a0
a40
{(
1+ a0 + a20 + a30 + a40
)
α3 − (3− a0 − a20 − a30 − a40)α2 − (5a0 − 3)α + (2a0 − 1)(1− a0)},
we have that for 1− 2a0 < 1−a01+a0 < 1− a0 < 1,⎧⎪⎪⎨
⎪⎪⎩
h0(1− 2a0) = −2a0(1− a0)(1− 2a0)2 < 0, h0
(
1− a0
1+ a0
)
= 2(1− a0)
3
(1+ a0)3 > 0,
h0(1− a0) = −a0(1− a0)2(2− a0) < 0, and h0(1) = 2(1− a0)(1+ a0)
a0
> 0.
Moreover, if 12 < α < 1, then 1− 2a0 < 1−2a01+a0 < 0<
1−a0
1+a0 , and
h0
(
1− 2a0
1+ a0
)
= −3(1− 2a0)(2− a0)(1− a0)
a0(1+ a0)3 < 0, h0(0) =
1
a40
(2a0 − 1)(1− a0)2 > 0. (4.9)
Thus, we obtain the conclusion (4.6)–(4.8) of this lemma. 
Consider the functions h1(α;k) for any 0< k 1 and h2(α) such that⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
h1(α;k) = 1
a0
(1+ kα˜)α˜2 − a0(1+ kα)α2, and
h2(α) = 2h1
(
1− a20;
1
2
)
+ 3
2a0
(
1+ 11
15
(1− a0)
)
(1− a0)2 − 3a0
2
α2
1− α
=
{
2
a0
(
1+ (1− a0)/2
)− 2a0(1+ (1− a20)/2)
}
+ 3
2a0
(
1+ 11
15
(1− a0)
)
(1− a0)2 − 3a0
2
α2
1− α ,
(4.10)
and let α4 < 1 be the maximum positive solution of h2(α) = 0. Then, 1 − a20 < α4 < 1 and we can derive the following
partial answer to Conjecture D.
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⎪⎪⎪⎪⎪⎪⎩
˜ˆr(α) = a0rˆ(α) > rˆ(α˜) if α1  α < 1− a0
1+ a0 ,
˜ˆr(α) = a0rˆ(α) = rˆ(α˜) if α = 1− a0
1+ a0 ,
˜ˆr(α) = rˆ(α˜) > a0rˆ(α) if 1− a0
1+ a0 < α  α4,
(4.11)
where
1− 2a0 < α1 < 1− a0
1+ a0 < 1− a
2
0 < α4 < 1. (4.12)
In particular, if 12 < a0 < 1, then
1−2a0
1+a0 < 0<
1−a0
1+a0 and
˜ˆr(α) = a0rˆ(α) > rˆ(α˜) if 1− 2a0
1+ a0  α <
1− a0
1+ a0 . (4.13)
Proof. By Lemma 4.1, (4.12) is evident. Now, consider the function g(α) = rˆ(α˜) − a0rˆ(α). Then, g( 1−a01+a0 ) = 0, and by (3.6)
and Remark 3.1, we have that
g′(α) = rˆ′(α˜)/a0 − a0rˆ′(α)
= 2
a0
{(
1+ α˜
2
4
+ 11
80
α˜4 + 527
5600
α˜6 + · · · + rˆnα˜2n + · · ·
)
+ (1+ α˜)
(
α˜
2
+ 11
20
α˜3 + 1581
2800
α˜5 + · · · + 2nrˆnα˜2n−1 + · · ·
)}
− 2a0
{(
1+ α
2
4
+ 11
80
α4 + 527
5600
α6 + · · · + rˆnα2n + · · ·
)
+ (1+ α)
(
α
2
+ 11
20
α3 + 1581
2800
α5 + · · · + 2nrˆnα2n−1 + · · ·
)}
= 2
a0
(
1+ α˜
2
+ 3
4
α˜2 + 11
20
α˜3 + 11
16
α˜4 + 1581
2800
α˜5 + 527
800
α˜6 + · · · + 2nrˆnα˜2n−1 + (2n + 1)rˆnα˜2n + · · ·
)
− 2a0
(
1+ α
2
+ 3
4
α2 + 11
20
α3 + 11
16
α4 + 1581
2800
α5 + 527
800
α6 + · · · + 2nrˆnα2n−1 + (2n + 1)rˆnα2n + · · ·
)
. (4.14)
Assume that 1− 2a0 < α < 1−a01+a0 . Then, by (3.8), −1< α˜ < −
1−a0
1+a0 , |α˜| > |α| and
g′(α) = 2
a0
{(
1+ α˜
2
)
+
(
3
4
α˜2 + 11
20
α˜3
)
+
(
11
16
α˜4 + 1581
2800
α˜5
)
+ · · · + ((2n + 1)rˆnα˜2n + 2(n + 1)rˆn+1α˜2n+1)+ · · ·
}
− 2a0
{(
1+ α
2
)
+
(
3
4
α2 + 11
20
α3
)
+
(
11
16
α4 + 1581
2800
α5
)
+ · · ·
+ ((2n + 1)rˆnα2n + 2(n + 1)rˆn+1α2n+1)+ · · ·
}
= 2
a0
{(
1+ α˜
2
)
+ 3
4
(
1+ 11
15
α˜
)
α˜2 + 11
16
(
1+ 1581
1925
α˜
)
α˜4 + · · · + (2n + 1)rˆn
(
1+ 2(n + 1)
2n + 1
rˆn+1
rˆn
α˜
)
α˜2n + · · ·
}
− 2a0
{(
1+ α
2
)
+ 3
4
(
1+ 11
15
α
)
α2 + 11
16
(
1+ 1581
1925
α
)
α4 + · · · + (2n + 1)rˆn
(
1+ 2(n + 1)
2n + 1
rˆn+1
rˆn
α
)
α2n + · · ·
}
 2
{
1
a0
(
1+ α˜
2
)
− a0
(
1+ α
2
)}
+ 3
2
{
1
a0
(
1+ 11
15
α˜
)
− a0
(
1+ 11
15
α
)}
α2
+ 11
8
{
1
a0
(
1+ 1581
1925
α˜
)
− a0
(
1+ 1581
1925
α
)}
α4 + · · · + 2(2n + 1)rˆn
{
1
a0
(1+ knα˜) − a0(1+ knα)
}
α2n + · · ·
= 2h1
(
α; 1
)
+ 3h1
(
α; 11
)
α2 + 11h1
(
α; 1581
)
α4 + · · · + 2(2n + 1)rˆnh1(α;kn)α2n + · · · . (4.15)2 2 15 8 1925
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h1(α;k) = 1
a0
{(
α˜2 − a20α2
)+ k(α˜3 − a20α3)} 1a0
{
α˜2(1+ α˜) − a20α2(1+ α)
}= h0(α) 0, for α1  α < 1− a0
1+ a0 .
Thus, we have that for α1  α < 1−a01+a0 ,
g′(α) 2h1
(
α; 1
2
)
> 0, for α1  α <
1− a0
1+ a0 ,
because h1(α; 12 ) is a strictly monotone function on 1− 2a0 < α  1 and
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
h1
(
α; 1
2
)
= 1
a0
(
1+ α˜
2
)
− a0
(
1+ α
2
)
= 1− a0
2a20
{(
1+ a0 + a20
)
α + (2a0 − 1) + 2a20
}
> h1
(
1− 2a0; 1
2
)
= 1− a0
2a20
(
a0 + a20 − 2a30
)= (1− a0)2(1+ 2a0)
2a0
> 0.
Next, we assume that 1−a01+a0 < α < 1. Then, by (4.14), (4.15), (4.2) and (4.4)
g′(α) = 2
a0
{(
1+ α˜
2
)
+ 3
4
(
1+ 11
15
α˜
)
α˜2 + 11
16
(
1+ 1581
1925
α˜
)
α˜4 + · · · + (2n + 1)rˆn
(
1+ 2(n + 1)
2n + 1
rˆn+1
rˆn
α˜
)
α˜2n + · · ·
}
− 2a0
(
1+ α
2
+ 3
4
α2 + 11
20
α3 + 11
16
α4 + 1581
2800
α5 + 527
800
α6 + · · · + 2nrˆnα2n−1 + (2n + 1)rˆnα2n + · · ·
)
= 2
a0
{(
1+ α˜
2
)
+ 3
4
(
1+ 11
15
α˜
)
α˜2 + 11
16
(
1+ 1581
1925
α˜
)
α˜4 + · · · + (2n + 1)rˆn(1+ knα˜)α˜2n + · · ·
}
− 2a0
(
1+ α
2
)
− 3a0
2
{
α2
1− α +
4
15
α3 + 1
12
α4 + 173
700
α5 + 73
600
α6 + · · ·
+ 4
3
(1− 2nrˆn)α2n−1 + 4
3
(
1− (2n + 1)rˆn
)
α2n + · · ·
}

{
2
a0
(
1+ α˜
2
)
− 2a0
(
1+ α
2
)}
+ 3
2a0
(
1+ 11
15
α˜
)
α˜2 − 3a0
2
α2
1− α . (4.16)
If 1−a01+a0 < α  1− a0, then α˜ = 1− 1−αa0  0 and⎧⎪⎪⎪⎨
⎪⎪⎪⎩
g′(α) 2h1
(
α; 1
2
)
− 3a0
2
α2
1− α > 2h1
(
1− a0
1+ a0 ;
1
2
)
− 3a0
2
(1− a0)2
a0
= (1− a0)(1+ 4a0 + a
2
0)
a0(1+ a0) −
3
2
(1− a0)2 = 1− a0
2a0(1+ a0)
(
2+ 5a0 + 2a20 + 3a30
)
> 0.
If 1− a0 < α  1− a20, then 0< α˜ = 1− 1−αa0  1− a0 and⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
g′(α) 2h1
(
α; 1
2
)
− 3a0
2
α2
1− α > 2h1
(
1− a0; 1
2
)
− 3a0
2
(1− a20)2
a20
= 1− a0
a0
{
2+ a0(2− a0)
}− 3a0
2
(1− a20)2
a20
= 1− a0
2a0
(
1+ a0 + a20 + 3a20
)
> 0.
If 1− a20 < α < 1, then 1− a0 < α˜ = 1− 1−αa0 < 1 and by (4.16),⎧⎨
⎩ g
′(α)
{
2
a0
(
1+ α˜
2
)
− 2a0
(
1+ α
2
)}
+ 3
2a0
(
1+ 11
15
α˜
)
α˜2 − 3a0
2
α2
1− α
> h2(α).
Hence, g′(α) > 0 for any 1−2a01+a0  α  α4, and we obtain the conclusion of this lemma. 
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In this paper, we establish wide class conditions for the contractivity of solutions and the global asymptotic stability for
the positive equilibrium of Eq. (1.1). In particular, for the case a = 0 and m  1, we really improve the known three type
conditions of the contractivity for solutions of this model and for the case a = 0 and m  1, at least under the condition∑m
j=1 b j − 2b0 < a  (
∑m
j=1 b j)/(1 + b0/
∑m
j=0 b j), the obtained result improves the known results on the contractivity of
solutions and the global asymptotic stability of the positive equilibrium of this model given by Muroya [6] and others (see
Theorems A–C in Section 1). Moreover, we offer an open problem (see Conjecture D).
The results of Theorem 1.1 and Corollary 1.1 are also applicable to the contractivity of solutions and the global asymptotic
stability of the positive equilibrium for Lotka–Volterra system with piecewise constant delays (see Muroya [11, Theorem 1.3]
and Muroya [9, Lemma 2.2]). Moreover, how to apply the recent results of Li and Yuan [4] and Li, Muroya and Yuan [5]
for (1.1) with m = 0, to Eq. (1.1) with m  1 and Lotka–Volterra systems with piecewise constant delays (see Muroya [9]),
are very interesting problems. These will become our future works.
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