We propose a new family of asymptotically good binary codes, generalizing previous constructions of expander codes to ¢ -uniform hypergraphs. We also describe an efficient decoding algorithm for these codes, that for a certain region of rates improves the known results for decoding distance of expander codes.
, one at each side, the number of hyper-edges with one vertex in each set is approximately what is expected, had the edges been chosen at random. We show that in an appropriate random model, almost all hypergraphs have this property, and also present an explicit construction of such hypergraphs.
Having a family of such hypergraphs, and a small code § , with relative distance and rate , we construct "Hypergraph Codes". These have rate we also suggest a decoding algorithm, and prove that the fraction of errors it decodes correctly is at least ). We sometime use the term relative distance for ! " # §
. A decoding algorithm,
4
, is an algorithm that given ' 5 , where . The goal of code design is to construct codes with a high rate and a large distance, and efficient decoding algorithms for them, with a large decoding distance. More precisely, there is a trade-off between a high rate and a large distance (or decoding distance), so we would like that for any given rate to get as large a distance as possible. See [11] for a general reference to this area.
We propose a new family of asymptotically good binary codes that can be decoded in linear time. Our work is motivated by earlier constructions [10, 8, 12] . In [10] , Tanner suggested the following method for constructing linear binary codes: Let 
7
. Previous results, discussed below, and our own construction, fall within this general framework.
In [8] , Sipser and Spielman show that the rate and relative distance of can be bounded in terms of the parameters of
, and the expansion of
9
. In addition to some general results on such "expander codes", they suggested an explicit construction where 9 is the bipartite graph obtained from the vertex-edge incidence matrix of a 8 -regular expander. In other words, the edges of the 8 -regular expander are associated with the bits of the code and the vertices with the constraints. 's edge density. This point is elaborated in Note 1, below.
Our construction may be seen as a generalization of the above to -uniform hypergraphs with a similar expansion property, which we call £ -homogeneity (see Definition 1). This seems to be an interesting hypergraph property in its own right. For B
, our construction reduces to that in [8, 12] . For general we prove that the resulting "Hypergraph Codes" have a rate
( ¤ , as in [9] . We also describe a linear time decoding algorithm that works when B
, and coincides with Zémor's algorithm and results when B
. Our results provide a better decoding distance than [12] for rates higher than ¢ ¤ ¥ , and of [9] for all but rates extremely close to one. It is worthwhile to note that for very low rates, the current best distance-rate trade-off results are due to Guruswami and Indyk [5] .
We provide two methods to generate hypergraphs with the required expansion property. One is probabilistic -we define a natural random model for generating The main contribution of this work is therefore twofold. First, in defining the £ -homogenity property of hypergraphs, which is a natural generalization of expansion in graphs. Second, in constructing such hypergraphs, and using them to design efficiently decodable codes that achieve better rate-distance trade-off than previous constructions (for a certain range of rates).
The paper is organized as follows. In section 2 we define hypergraph codes, and a related expansion property of hypergraphs (£-homogeneity). In section 3 we describe the decoding algorithm and state the main theorems. The proofs of these theorems are given in the following four sections. In section 8 we compare the trade-off achieved by hypergarph codes to that achieved by previous works. We conclude with some open problems.
Construction
The construction is based on the following two building blocks: 
for every vertex § of the hypergraph.
We are interested in hypergraphs with the following expansion property: 
Definition 1 Let
, and where we denote by [6] and [7] for a construction of such graphs.)
Results
We show that codes based on hypergraphs with the £ -homogeneous property, for a sufficiently small £ , are asymptotically good, and have an efficient decoding algorithm. We are also able to show that such hypergraphs are common, and can be constructed explicitly. This is formalized in the following four theorems:
Note 2 For B
, the code is the same as the one defined in [8] on bipartite graphs, and Theorem 1 coincides with Theorem 19 in [8] .
The Decoding Algorithm:
If B
, we propose the following iterative decoding algorithm for the code . Intuitively, the algorithm is as follows. Recall that the bits of a codeword are associated with edges of a hypergraph ¡ . Throughout, each vertex has an "opinion" about the correct value of the bit associated with each of its edges. Thus, at the beginning of each iteration we can think of a vertex as seeing a word in
-the bits that according to the vertex's opinion are the true value of its edges. We would like that eventually, all the opinions about an edge will be the same, and that each vertex will see a codeword of
7
. Accordingly, each iteration begins with each vertex decoding the word it sees, that is, updates its opinion about its edges to be the word in 7 closest to the word it has. Note that if, to begin with, the vertex was wrong about many of its edges, this step might further increase the number of errors. At the second part of an iteration, each vertex updates its opinion about each of its edges to be the majority vote of the other vertices that this edge spans. Since is even, this majority is taken over an odd number of bits, and thus is always well defined. 
. The algorithm is as follows.
3. Repeat until no more changes:
to be the codeword in , set
as the decoded value for the edge .
Theorem 2 Let
¡ be an 
£ -homogeneous hypergraph as above. Then the decoding algorithm decodes correctly if the fraction of errors is no more than
. It is not difficult to see that using this method we can replace (2) and (3) by (4) and (5) respectively:
See [3] for a detailed discussion of this method. See section 8 for further discussion, and for numerical results. Note that we may get a hypergraph with multiple edges this way, but this does not hinder the construction of a hypergraph-code from it.
Theorem 3 With probability
For an explicit construction, let , not more than required by Theorem 2), we would like to prove that our proposed decoding algorithm will decode ' correctly. We use the notation of the algorithm described in section 3. 
For (9) to hold throughout the algorithm, it is enough that it holds for § ¢ . This yields that the algorithm will decode correctly as long as :
Proof of Theorem 3: Abundance of ¢ -homogeneous Hypergraphs
To prove Theorem 3, we will need the following Lemma, derived using an edgeexposure martingale, and the fact that a random regular bipartite graph is a good expander. . We would like to bound the change in this expected value, when an edge is exposed. When the first edge is exposed, delete all the vertices incident with it. Calculating 
Lemma 1 Let
In this case we use the fact that a random
8
-regular bipartite graph is almost surely an expander (this follows from [4] , by taking the base graph to be two vertices with 8 edges between them). In particular, the induced graph on
is almost surely a good expander, and satisfies: [4] A similar lemma appears in [1] , where all the set sizes are equal. That proof can be modified to the case of general sets sizes. We present a much shorter proof, that yields only an upper bound, which is sufficient for Theorem 4.
Note 5 It follows from
We introduce a few notations. Let
be the uniform distribution on the vertices of 
since both sides are equal to the probability that a random walk on the graph, starting with the uniform probability distribution, will be in
For any non negative vector
Combining Lemmata 4 and 5 with equations (14) and (15) . Then, by note 1:
Rate-Distance Results
In this section we compare our results with the results of Sipser and Spielman [8] and of Zémor [12] . Since we would like to present the best result known to us, both for the distance and for the decoding distance, we incorporate the idea of [3] mentioned in note 4. Without that improvement for all rates, hypergraph codes have a larger distance than the corresponding expander codes in [8] and for rates over
¢ ¤ ¥
, the decoding algorithm suggested here has a larger decoding distance than the one in [12] . Incorporating [3] makes the improvement of hypergraph codes less dramatic. But still hypergraph codes give better distance for rates above 0.53 and our suggested decoding algorithm provides better decoding distance for rates above 0.88. First we depict in Figure 1 a graph of the rate vs. relative distance, comparing the code guaranteed by [8] Theorem 19 with the improvement of [3] (which is the same as our code for t=2) and the results guaranteed by equation (4) The next table compares the decoding distance guaranteed by three decoding algorithms. That of Spielman, described in [9] Theorem 2.5.4, that of Zémor [12] , with the improvement of [3] , and the one described herein (5). We only give the (interesting part of the) table, where we are able to show an improvement over the other two algorithms.
the word on its edges, and each edge updates its bit value to be the majority value of the other edges sharing its "variable" vertex. It is interesting to understand how this algorithm performs on a general Tanner graph.
As observed in note 5, as § tends to infinity, a random 
