Hand and finger movements are mostly controlled through crossed corticospinal projections 30 from the contralateral hemisphere. During unimanual movements, activity in the contralateral 31 hemisphere is increased while the ipsilateral hemisphere is suppressed below resting baseline. 32
sensory stimulation, whereas ipsilateral representations are mainly engaged during active 48 movement. This suggests that a possible contribution of the ipsilateral hemisphere lies in 49 movement planning, rather than in the dexterous feedback control of the movement. 50 51 on a direct comparison of passive and active conditions, but rather on a difference in their 142 relative weighting in contra-vs. ipsilateral sensorimotor regions. 143
144

Experimental design 145
We employed a slow event-related design, randomly intermixing active and passive conditions in 146 each imaging run. Every trial lasted for 8.2 seconds, during which participants either performed 147 five isometric presses with one of the fingers (active condition) or had a finger stimulated five 148 times (passive condition). Both conditions involved only the right hand. Each trial was divided 149 into the instruction phase (1.3 s) and the execution phase (6.7 s). First, the instructional cue was 150 presented on the screen, specifying which finger is to be pressed or stimulated (e.g. Sensory / 151 Index, Fig. 1C ). Additionally, a warning press was applied to the finger which was to be pressed 152 or stimulated. Afterwards, participants performed five presses, or had force applied to their 153 finger five times, while fixating on a central cross. For every press with the correct finger, the 154 central fixation point turned green, whereas it turned red for an incorrect press. The central 155 fixation then turned white again to trigger the next press. Each run contained three repetitions of 156 each of ten conditions (five fingers in passive / active tasks), and there were seven or eight 157 imaging runs per participant. Five rest phases of 13 to 16 seconds each were randomly 158 interspersed in each imaging run to obtain a reliable estimate of baseline activation. 
170
Image acquisition 171
Data was acquired on a 7 Tesla Siemens Magnetom scanner with a 32-channel head coil. An 172 anatomical T1-weighted scan was acquired using a magnetization-prepared rapid gradient echo 173 sequence (MPRAGE) with voxel size of 0.7 mm isotropic (field of view = 224x224x180 mm). 174
Functional data was acquired in 7-8 runs (depending on the participant), using a 2D echo-planar 175 imaging sequence (GRAPPA 2, repetition time [TR] = 3.0 s, echo time [TE] = 25 ms). We 176 acquired 47 slices with isotropic voxel size of 1.4 mm. 177
First-level analysis 179
Functional data were analysed using SPM12 and custom-written Matlab code. Differences in 180 acquisition timing of slices were corrected for by aligning all slices to the middle slice of each 181 volume. Functional images were corrected for geometric distortions using fieldmap data, and 182 aligned to the first image of the first run, resulting in correction for head movements during the 183 scan (3 translations: x, y, z directions and 3 rotations: pitch, roll, and yaw). 
Regions of interest (ROI) and cross-section 214
To compare finger representations across different subfields of the sensorimotor cortex, we 215 defined seven regions of interest (ROIs). The ROIs were defined using anatomical maps derived 216 post-mortem histology that were aligned to the cortical surface atlas (Fischl et al., 2008) . Each 217 cortical node was assigned to the region that had (across analyzed brains) the highest probability. 218
Primary motor cortex (M1), or Brodmann area 4, was split into anterior (BA4a) and posterior 219 (BA4p) components. To exclude mouth and leg representations, we included only cortical nodes 220 within a 2.5 cm distance from the hand knob. ROIs for primary somatosensory cortex (S1) were 221
Brodmann areas 3a, 3b, 1, and 2. Additionally, the premotor cortex was defined as the lateral 222 aspect of Brodmann area 6 (BA6). 223
We performed the analysis on percent signal change and distance estimates (see 224 multivariate analysis) for cortical surface patches in a cross-section across the surface sheet, 225 running from the rostral end of BA6 to the posterior end of BA2. For the pattern component 226 modelling analysis (described below), we used all voxels within each ROI, and further joined 227
BA4a and BA4p into BA4, and BA3a and BA3b into BA3. 228 229
Multivariate analysis 230
The overall activation across fingers does not provide insight into finger-specific processes (i.e. 
Statistical analyses 263
To statistically assess how activity or distances differ between conditions in either hemisphere, 264
we performed a condition x ROI ANOVA, followed by post-hoc t-tests on distance estimates of 265 passive and active conditions in each region individually. To directly contrast the distance 266 estimates of the two conditions across the two hemispheres, we conducted a hemisphere x 267 condition ANOVA. We further quantified the spatial distribution of distances across regions of 268 the two hemispheres using a hemisphere x ROI ANOVA on estimates of distances in the active 269 condition. To statistically assess the correspondence between active and passive patterns, we 270 contrasted the obtained correlation estimates against 0 using one-sample t-tests, and conducted a 271 model type x ROI ANOVA on log-Bayes factors of the flexible and perfect correlation models. 272 Our ANOVAs were followed by post-hoc t-tests, using Bonferroni correction for multiple 273 comparisons for adjusting the significance value. Given the small sample size (N=7), we 274 replicated each test using non-parametric statistics (rank-sum test, not reported here), which 275 yielded qualitatively similar results. 276
Results
277
Contralateral finger representations are equally strong in active and passive conditions 278
Before looking at the contribution of sensory and motor processes to the ipsilateral 279 representations, we carefully quantified the passive and active finger representations in the 280 contralateral hemisphere. As a first proxy for contralateral recruitment during the two conditions, 281 we investigated the overall BOLD activation across sensorimotor regions. The sensory input was 282 similar in both tasks, but the active condition additionally required planning and initiation of the 283 press. These additional motor demands were predicted to evoke higher levels of activation in the 284 active compared to the passive task. Figure 2A shows the percent signal change on the flattened 285 cortical surface related to the active (red) and passive condition (blue). Both conditions evoke 286 activity in highly overlapping cortical patches (purple). For statistical evaluation, we used a 287 series of anatomically defined ROIs, running from premotor cortex (BA6) posterior into BA2 288 (separated by dashed white lines), and tested the evoked activity of each region against zero with 289 a one-sample t-test. Significance at p<0.001 was reached in all subfields for both passive and 290 active conditions (blue and red bars in Fig 2C) . To examine differences between active and 291 passive conditions, we performed a condition x ROI ANOVA. Both the main effects of condition 292 and ROI were significant (condition: F (1,6) =23.791, p=0.0028, ROI: F (1,6) =4.833, p=9.0e -4 ), as 293 was the interaction between them (F (1,6) =8.19, p=1.3e -5 ). Post-hoc t-tests comparing activation 294 during passive and active conditions within each ROI revealed that the active condition elicited 295 higher activation than the passive one in every region (Bonferroni-corrected significance level: 296 p=0.0071 -black stars in Fig. 2C) . presses and passive finger stimulation. As expected, we found strong finger representations for 323 both passive and active conditions (Fig. 3A) , confirmed by a t-test on distance estimates of each 324 condition across all cortical sensorimotor regions combined (passive: t (6) =13.82, p=8.93e -6 , 325 active: t (6) =9.76, p=6.65e -5 ). Distances were particularly large in the depths of the central sulcus, 326 peaking in area 3b, and decreased anteriorly in premotor area (BA6) and posteriorly in BA2 (Fig.  327   3C ). We quantified this observation statistically by performing a condition x ROI ANOVA on 328 the distance estimates. The main effect of condition was not significant (F (1,6) =3.183, p=0.125) , 329 but both the main effect ROI and the interaction between the ROI and condition were (ROI: 330
-14 , interaction: F (6,36) =12.183, p=1.9e -7 ). Post-hoc t-tests on the effect of 331 condition within each region revealed a trend for larger distances in the passive compared to 332 active condition in BA3b and BA1, but this difference did not reach significance after Bonferroni 333 correction. 334
In summary, we found that both active and passive conditions activated the finger-335 specific representations to the same extent in contralateral M1 and S1. In contrast, the average 336 overall activity was significantly higher in the active condition. This means that the additional 337 neuronal processes in the active condition were not finger specific, but instead increased activity 338 in a general fashion for all fingers. 339 340 (Fig. 4A) 
378
These results clearly show that the passive and active conditions engage highly 379 overlapping finger-specific circuits. Given that the correlation estimates are smaller than 1, there 380 may be some specific difference in the patterns evoked by sensory and motor conditions. 381
However, the problem is that correlation coefficients underestimate the true correlation 382 . To test whether the data could be explained by a true correlation ofAn important insight into the nature of ipsilateral representations comes from an 520 optogenetic experiment in mice, which demonstrated that disruption of ipsilateral premotor 521 cortex did not lead to direct behavioral deficits (Li et al., 2015) . However, the ipsilateral motor 522 areas were able to compensate for silencing of corresponding motor areas in the contralateral 523
hemisphere. Thus, ipsilateral representations may not be essential during normal function, but 524 may assume a compensatory function in the case of disruption (Johansen-Berg et al., 2002) . 525
In conclusion, we have provided a detailed characterization of the nature of ipsilateral 526 sensorimotor representations during active presses and passive finger stimulation. Our results 527 suggest that the ipsilateral hemisphere does not receive the sensory input critical for dexterous 528 feedback control, and instead may primarily be involved in planning-related processes. 529 Therefore, our study provides important constrains on the role that the ipsilateral hemisphere can 530 play in the control of movement in health and disease. 531 532
