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WITT VECTORS AND SEPARABLY CLOSED FIELDS WITH
HIGHER DERIVATIONS
DANIEL M. HOFFMANN†
Abstract. We propose a modification of the theory given by Messmer and
Wood corresponding to the theory of separably closed fields. Our axioms in-
volve Hasse-Schmidt derivations with the iterativity conditions corresponding
to the Witt group.
1. Introduction
In [9] Messmer andWood proposed an axiomatisation of the theory of separably
closed fields (in positive characteristic) - SCF - in a language involving symbols for
higher derivation. Their primary aim was to describe the theory SCF in a language
without naming p-basis, but with derivations. Authors expected from the new
theory quantifiers elimination and elimination of imaginaries, which was justified
by connections to Hrushovski’s proof of the relative Mordell-Lang conjecture ([6]).
There were some problems with the theory proposed by Messmer and Wood
(see [13]), we give more details in Section 3. Ziegler described different axioms of
the theory SCF in a language with higher derivations in [13]. However, his theory
is quite different from the theory of Messmer and Wood. In this paper, we propose
a theory which is more in the spirit of [9], for example we consider one sequence of
pe-nilpotent operators instead of e sequences of p-nilpotent operators as in [13].
In general one could consider a theory of F -fields (see Definition 2.2), where F
is an e-dimensional formal group law, and from this standpoint both descriptions
of the theory SCF, our and Ziegler’s, are instances of this general case. Ziegler’s
axioms correspond to the existentially closed Gea-fields, our axioms to the existen-
tially closedWe-fields, whereWe denotes the Witt group of dimension e. This paper
originated from the following question: for which algebraic group, the induced it-
erativity rule corresponds to the axiomatisation proposed in [9]? An example of
such a group is the Witt group We. Note that for e = 1 (the dimension one case)
the theory from [9], Ziegler’s theory from [13] and our theory describe the same
structures. It is related to the fact that We ∼= Gea if and only if e = 1.
The properties expected for our new theory (consistency, quantifiers elimina-
tion and elimination of imaginaries) are obtained, after an application of an appro-
priate extensions by definitions, from the corresponding properties for existentially
closed We-fields (see [4]). Moreover, we describe correlations between the theo-
ries of separably closed fields, existentially closed We-fields and our theory in the
adequate languages.
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2. Basic notions about Hasse-Schmidt derivations
For any set S and any map f : S → S, by f (n) : S → S we mean the
composition of f with itself n times. Fix a prime number p and e ∈ N>0. We
collect the below definitions of all the languages which will be used in this paper.
L0 := {+,−, ·, 0, 1},
LMW := L
0 ∪ {Dpi}i∈N,
L := L0 ∪ {Dn}n∈N,
L∗ = LWe := L
0 ∪ {Di}i∈Ne ,
L0B := L
0 ∪ {b1, . . . , be},
LB := L ∪ {b1, . . . , be},
L∗B := L
∗ ∪ {b1, . . . , be}.
Let k be a field of characteristic p, and R, S be k-algebras. By x¯i, where
i = (i1, . . . , ie) ∈ Ne and x¯ = (x1, . . . , xe) is a tuple of elements from R, we denote
the element xi11 · . . . · x
ie
e . For any n ∈ N let [n] denote the set {0, . . . , n− 1}.
We assume that reader is familiar with the evaluation maps ([1, Theorem 7.16]),
denoted here by “ev”. We call a k-algebra homomorhism
D : R→ RJX¯K,
where X¯ = (X1, . . . , Xe), Hasse-Schmidt derivation if ev0¯ ◦D = idR. Hasse-Schmidt
derivation D is often expressed as a collection (Di : R→ R)i∈Ne satisfying for every
r ∈ R
D(r) =
∑
i∈Ne
Di(r)X¯
i.
Let F (X¯, Y¯ ) ∈ (kJX¯, Y¯ K)e be a formal group law (for details check [2, Section 9.1]).
We collect below the general notion about iterative Hasse-Schmidt derivations.
Definition 2.1. We call a Hasse-Schmidt derivation D F -iterative if the following
diagram commutes
R
DX¯ //
DX¯

RJX¯K
DY¯ JX¯K
RJX¯K evF
// RJX¯, Y¯ K
,
where DX¯ := D, DY¯ := evY¯ ◦D. We write briefly F -derivation instead of “F -
iterative Hasse-Schmidt derivation”.
Definition 2.2. We call (R,D) F -ring if D is an F -derivation on R. A k-algebra
homomorhism f : R→ S between F -rings (R,D) and (S,D′) is F -morhpism (mor-
phism of F -rings) if f ◦Di = D′i ◦ f for all i ∈ N
e. Similarly for F -fields.
The commutativity of the diagram from the above definition can be equivalently
expressed by iterativity conditions :
Di ◦Dj =
∑
l
αi,j(l) ·Dl,
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where the constants αi,j(l) ∈ k are given by F . For example the standard iterativity,
corresponding to Gea, is given by
Di ◦Dj =
(
i1 + j1
i1
)
· . . . ·
(
ie + je
ie
)
Di+j,
where i = (i1, . . . , ie), j = (j1, . . . , je) ∈ Ne. The reader may consult [4] for more
properties of iterative higher dimensional Hasse-Schmidt derivations.
Because of the frequent use and for the convenience of the reader we include
below Corollary 2.25 from [3]. For any N ≥ 1 we define inductively the “multipli-
cation by N map”:
[1]F := X¯,
[N + 1] := F (X¯, [N ]F ).
Fact 2.3. Assume that (R,D) is a F -ring. For any r ∈ R we have∑
i∈Ne
D
(p)
i (r)X¯
i = ev[p]F (X¯1/p)
( ∑
i∈Ne
Di(r)X¯
i
)
.
We refer to [12] and [10, p. 172.] for basic notions about the Witt groups. By
Wn we denote the Witt group over Fp (from now on k = Fp) of dimension n, and
we have the following homomorhisms:
• the Frobenius Fr :Wn →Wn, given by (x1, . . . , xn) 7→ (x
p
1, . . . , x
p
n),
• the Verschiebung V :Wn →Wn+1, given by (x1, . . . , xn) 7→ (0, x1, . . . , xn),
• the restriction R :Wn →Wn−1, given by (x1, . . . , xn) 7→ (x1, . . . , xn−1).
The product Fr ◦V ◦R is equal to the multiplication by p in the algebraic groupWn.
Let H(X¯, Y¯ ) ∈ (Fp[X¯, Y¯ ])e define the group law on We. Instead of H-iterativity,
H-derivations, H-rings etc., we write We-iterativity, We-derivations, We-rings etc.
By We − DCF we denote the theory of separably closed fields of character-
istic p, degree of imperfection e with a strict We-derivation (strictness means
that kerD(1,0,...,0) ∩ . . . kerD(0,...,0,1) = K
p) considered in the language LWe =
{+,−, ·, 0, 1} ∪ {Di}i∈Ne. The properties of this theory were already described in
[4], as a particular case of the more general theory F−DCF, where F is an arbitrary
formal group law. We summarise these properties below.
Fact 2.4. Theory We −DCF (in the language LWe):
i) is stable,
ii) is complete,
iii) has elimination of imaginaries,
iv) has quantifiers elimination.
3. The original theory
We consider the language LMW = {+,−, ·, 0, 1} ∪ {Dpi}i∈N. For n = γ0 +
γ1p + . . . + γsp
s (p-adic expansion), where s ∈ N, 0 ≤ γ0, . . . , γs < p we define a
new function symbol
(1) Dn =
(p!)γ1 · . . . · (ps!)γs
n!
D
(γ0)
1 ◦D
(γ1)
p ◦ . . . ◦D
(γs)
ps , D0 = id .
Recall that the theory SHFp,e from [9] (in the language LMW ) is given by:
H0 the axioms for fields of characteristic p,
H1 for all i ∈ N: Dpi(x+ y) = Dpi(x) +Dpi(y),
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H2 for all i ∈ N: Dpi(x · y) =
∑
k+l=pi
Dk(x) ·Dl(y),
H3 for all i, j ∈ N: Dpi(Dpj (x)) = Dpj (Dpi(x)),
H4 for all i ∈ N: Dp
e
pi
(x) = 0,
H5 (∃x)Dp
e−1
1 (x) 6= 0,
H6 D1(x) = 0→ (∃y)x = yp (strictness),
H7 the axioms for separably closed fields.
There are some problems with the above theory. For example assume that p = e = 2
and let (K, (D2i)i∈N) be a model for H0-H5. We have D3 = D1D2, moreover there
exists x ∈ K such that D
(3)
1 (x) 6= 0 and D
(4)
1 (x) = 0. Let y = D
(2)
1 (x), it is natural
to expect that
D3(xy) = D3(x)y +D2(x)D1(y) +D1(x)D2(y) + xD3(y),
in other words D3 should satisfy the generalized Leibniz rule. Unfortunately
D3(xy) = D1
(
D2(xy)
)
= D3(x)y +D2(x)D1(y) +D1(x)D2(y) + xD3(y)+
D1
(
D1(x)
)
D1(y) +D1(x)D1
(
D1(y)
)
,
and
D1D1(x)D1(y) +D1(x)D1D1(y) = D
(2)
1 (x) ·D
(3)
1 (x) 6= 0.
That means that the sequance {Dn}n∈N is not a higher derivation (see [7]), so the
theory SHFp,e does not describe a theory of fields with derivations in a manner that
probably the authors expected. Actually we do not even know whether the theory
SHFp,e is consistent.
4. The theory SHFp,e revised
4.1. The axiomatisation. We consider the following language
L = {+,−, ·, 0, 1} ∪ {Dn}n∈N.
In fact, L contains LMW as a sublanguage. Adding symbols for the operators pre-
viously defined in Section 3. by formulas (1) is a minor, but important change. The
definition of the operators from (1) includes some information about the standard
iterativity, which led to problems described in Section 3. We present a smooth
modification of the original theory from [9] in our language.
Definition 4.1. SHF′p,e denotes the theory containing the following axioms in the
language L:
H0′ the axioms for fields of characteristic p,
H1′ for all n ∈ N: Dn(x+ y) = Dn(x) +Dn(y),
H2′ for all n ∈ N: Dn(x · y) =
∑
k+l=n
Dk(x) ·Dl(y),
H3′ for all i, j ∈ N: Di(Dj(x)) = Dj(Di(x)),
H4′ for all i ∈ N: Dp
e
i (x) = 0,
H5′ (∃x)Dp
e−1
1 (x) 6= 0,
H6′ D1(x) = 0→ (∃y)x = yp (strictness),
H7′ the axioms for separably closed fields,
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Axiom scheme H3′ is negligible (we do not use it in the below proofs and it will be
implied by H8′, see below), but in this form our axiomatisation contains - in some
sense - the original axioms for SHFp,e given in [9]. Axioms H0
′, H4′-H7′ are the
same as H0, H4-H7 respectively. Axioms H1 and H3 from the original theory are
simply special cases of axioms H1′ and H3′ from our modification. Axiom scheme
H2 from the original theory, if expressed using only symbols from LMW , contains
some information about the standard iterativity (which is actually, the main source
of problems), so it is different from the new one. However, both the old H2 and the
new H2′ axiom schemes code the generalized Leibniz rule.
We wish to obtain a complete theory, therefore the theory SHF′p,e should be
extended by one more axiom scheme. More precisely, abandoning the formulas
from (1) lives freedom to choose another iterativity rule. Before incorporating it,
we give a needful fact. Let (K,D) be a LWe -structure (e.g. a model of We −DCF)
and D = (Di)i∈Ne . We introduce
∂i,n := D(0,...,0, n
i-th place
,0...,0),
where n ∈ N, i ≤ e. Note that (∂i,n)n∈N is a Hasse-Schmidt derivation for every
i ≤ e.
Lemma 4.2. For every (K,D) |=We −DCF we have the following:
i) D
(pe)
i = 0, for every i ∈ N
e,
ii)
∂(p)e,n = 0, ∂
(p)
i,n = ∂i+1,n,
where n ∈ N, i < e,
iii) D(i1,...,ie) = ∂1,i1 ◦ ∂
(p)
1,i2
◦ . . . ◦ ∂
(pe−1)
1,ie
, for any i1, . . . , ie ∈ N.
Proof. Recall that H ∈ (Fp[X¯, Y¯ ])e defines the group law on We. From Fact 2.3
we know that for every a ∈ K∑
i∈Ne
D
(p)
i (a)X¯
i = ev[p]H(X¯1/p)
(∑
i∈Ne
Di(a)X¯
i
)
,
hence D(p) = (D
(p)
i )i∈Ne is a Hasse-Schmidt derivation. But D
(p) is alsoWe-iterative
(relatively easy diagram chase as in [5, Lemma 2.6]) and we can use Fact 2.3 for
D(p). Repeating this process we obtain∑
i∈Ne
D
(pe)
i (a)X¯
i =
(
ev[p]H (X¯1/p)
)(e)(∑
i∈Ne
Di(a)X¯
i
)
.
Because (Fr ◦V ◦R)(e)(x1, . . . , xe) = (0, . . . , 0), we see that(
ev[p]H(X¯1/p)
)(e)
= ev0¯,
so D
(pe)
i = 0 for any i ∈ N
e.
The second item follows from Fact 2.3 for multiplication by p in We (coinciding
with Fr ◦V ◦R). The last thing follows from item ii) and
D(i1,...,in,0,...,0) ◦D(0,...,0,in+1,...,ie) = D(i1,...,ie),
where n ≤ e. To prove the above equality we use again Fact 2.3 and the following
property of We:
(2) (X1, . . . , Xn, 0, . . . , 0) ∗ (0, . . . , 0, Xn+1, . . . , Xe) = (X1, . . . , Xe),
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where n ≤ e. The equality (2) can be obtained by induction involving the formulas
(a) and (b), which define the group structure of the Witt group, from [12, p.
128]. 
Now it is time to define the remaining axiom scheme H8′ - the axiom scheme
corresponding to the iterativity conditions. By Lemma 4.2.iii), we see that in any
model (K,D) of the theory We −DCF the iterativity conditions:
(Yi,j) Di ◦Dj =
∑
l
αi,j(l) ·Dl,
where αi,j(l) ∈ Fp are given by We, can be expressed using only the operators
(D(n,0...,0))n∈N, i.e.:
(Y′i,j) ∂1,i1 ◦ . . . ◦ ∂
(pe−1)
1,ie
◦ ∂1,j1 ◦ . . . ◦ ∂
(pe−1)
1,je
=
∑
l
αi,j(l) · ∂1,l1 ◦ . . . ◦ ∂
(pe−1)
1,le
,
where (i1, . . . , ie) = i, (j1, . . . , je) = j and (l1, . . . , le) = l. To obtain axioms in
the language L that code the We-iterativity conditions, we just make the following
translation:
(Y∗i,j) Di1 ◦ . . . ◦D
(pe−1)
ie
◦Dj1 ◦ . . . ◦D
(pe−1)
je
=
∑
l
αi,j(l) ·Dl1 ◦ . . . ◦D
(pe−1)
le
,
where in place of ∂1,n in (Y
′
i,j) is put Dn in (Y
∗
i,j). Finally, we can define the last
axiome scheme we need:
H8′ for every i, j ∈ Ne: (Y∗i,j).
Note that the above axioms play a similar role to the formulas for Dn in the original
theory SHFp,e, but carry more information.
Definition 4.3. By SHFp,e we denote the theory given by the axioms H0
′-H8′ in
the language L.
4.2. Extension by definitions. To prove the expected properties of the theory
SHFp,e, we will use the notion of extension by definitions as described in [11, Chap-
ter 4.6] to add new symbols for functions. For convenience of the reader we include
basics about this procedure. Assume that T is a theory in a language L and ψ(x, y)
is a formula in L, x = (x1, . . . , xn). Suppose that
i) T ⊢ (∃y)ψ(x, y) (existence condition),
ii) T ⊢ (ψ(x, y) ∧ ψ(x, y′) → y = y′ ) (uniqueness condition).
We define L∗ as L with added a new n-ary function symbol f and form T ∗, a theory
in the language L∗, by adding to T a new axiom
f(x) = y ↔ ψ(x, y).
This axiom will be called defining axiom for f . Let ξ be a formula in L∗. There is
a way to translate ξ to a formula ξr in L, by replacing each occurance of f(x) = y
with ψ(x, y). For details we refer to [11, p. 59], but the main idea is to change
β(f(x1, . . . , xn)), where β is a formula in L, into
(3) (∃z)
(
ψ(x1, . . . , xn, z) ∧ β(z)
)
.
Remark 4.4 (p. 59 [11]). i) T ∗ ⊢ ξ ↔ ξr,
ii) T ∗ is conservative extension of T ,
WITT VECTORS AND SEPARABLY CLOSED FIELDS WITH HIGHER DERIVATIONS 7
iii) T ∗ ⊢ ξ ⇐⇒ T ⊢ ξr.
Fact 4.5. i) If T ∗ is stable, then T is stable.
ii) If T ∗ is complete, then T is complete.
iii) If T ∗ has elimination of imaginaries, then T has elimination of imaginaries.
Proof. Assume that T is not stable, i.e.: there exists an unstable formula ϕ in L.
Then ϕ is also a formula in L∗, so T ∗ is not stable.
Let α be a sentence in L. Completeness of T ∗ implies that T ∗ ⊢ α or T ∗ ⊢ ¬α.
Due to Remark 4.4, T ⊢ αr or T ⊢ (¬α)r , but αr is equal to α and (¬α)r is equal
to ¬α.
Take a largeM |= T , any ∅-definable (in L) equavilence relation E onMn and
any E-class X . By M∗ we denote a unique expansion of M to a model of T ∗ (see
[11, p. 61]). The theory T ∗ has elimination of imaginaries, so there exists a ∈Mn
(M∗ is equal to M as a set) and a formula ϕ(x,y) in L∗ such that X = ϕ(Mn, a)
and if ϕ(Mn, a) = ϕ(Mn, a′) then a = a′. To end the proof we want to find the
corresponding formula from L. By Remark 4.4, it is enough to take ϕr(x,y). 
Recall that L∗ = {+,−, ·, 0, 1} ∪ {Di}i∈Ne. After the identification Dn =
D(n,0,...,0) for each n ∈ N we can treat L as a sublanguage of L
∗. We consider
SHFp,e in the language L, and by (SHFp,e)∗ we denote the theory SHFp,e in the
language L∗ with added defining axioms for every i = (i1, . . . , ie) ∈ Ne:
(4) D(i1,...,ie)(x) = y ↔ Di1 ◦D
(p)
i2
◦ . . . ◦D
(pe−1)
ie
(x) = y.
It is obvious that the theory (SHFp,e)
∗ is an expansion by definitions of the theory
SHFp,e. Note that L∗ is also the language for the theoryWe−DCF, i.e. L∗ = LWe .
Lemma 4.6. Any model of (SHFp,e)
∗ is a model of We −DCF.
Proof. Let (K,D) |= (SHFp,e)∗, D = (Di)i∈Ne . Being separably closed field means
the same in both contexts, so H0′ and H7′ assure us that K is a separably closed
field. Now we show that D is a strict We-derivation, i.e.:
(a) D(0,...,0)(x) = x,
(b) Di(x + y) = Di(x) +Di(y), for all i ∈ Ne,
(c) Di(xy) =
∑
k+l=i
Dk(x)Dl(y), for all i ∈ Ne,
(d) DiDj(x) =
∑
l
cli,jDl(x), for all i, j ∈ N
e, where cli,j are induced by our
iterativity rule,
(e) D(1,0,...,0)(x) = . . . = D(0,...,0,1)(x) = 0→ (∃y)(x = y
p).
Due to the defining axioms proof of points (a)-(c) is just a calculation, so we skip
it. Point (d) is exactly coded by axioms H8′. Axiom H6′ contains point (e).
Now we are going to prove [K : Kp] = pe. By the strictness it is enough to show
that [K : CK ] = p
e. Trough [4, Corollary 3.21], [K : CK ] ≤ pe, and by [9, Corollary
2.2], H4′ and H5′ imply [K : CK ] ≥ pe. 
Lemma 4.7. Any model of We −DCF is a model of (SHFp,e)∗.
Proof. Let (K,D) |=We-DCF. The defining axioms (4) for i ∈ Ne are satisfied due
to Lemma 4.2.iii). Axioms H8′ are modelled on the We-iterativity, so they are also
satisfied. For the axiom scheme H4′ we expect that D
(pe)
(n,0,...,0) = 0 for every n ∈ N,
but Lemma 4.2.i) contains it. Axiom scheme H2′ is fullfilled in a natural way. Only
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the axioms H5′ and H6′ need some argumentation.
(H5) For i ≤ e let
∂i := D(0,...,0, 1
i-th place
,0...,0).
By Lemma 4.2.ii) we see that for i < e
∂
(p)
i = ∂i+1,
and ∂
(p)
e = 0. For i ≤ e let Fi :=
⋂
j≥i
ker ∂j , Fe+1 := K. In this notation, ∂
∗
i :=
∂i|Fi+1 is a derivation over Fi satisfying ∂
∗(p)
i = 0 (the last thing implies the additive
iterativity for ∂∗i ). By [4, Corollary 3.21] for ∂
∗
i , we have [Fi+1 : Fi] ≤ p, but the
axioms of the theoryWe-DCF assure us that [Fe+1 : F1] = p
e, and so [Fi+1 : Fi] = p
for each i ≤ e. By [8, Theorem 27.3], for every i ≤ e there exists an element
xi ∈ Fi+1\Fi such that ∂i(xi) = 1.
We put x := xp−11 · . . . · x
p−1
e and then
D
(pe−1)
1 (x) = D
((p−1)+p(p−1)+...+pe−2(p−1)+pe−1(p−1))
1 (x)
=
(
∂1
)(p−1)
◦
(
∂
(p)
1
)(p−1)
◦ . . . ◦
(
∂
(pe−1)
1
)(p−1)
(x)
=
(
∂1
)(p−1)
◦
(
∂2
)(p−1)
◦ . . . ◦
(
∂e
)(p−1)
(x)
= ∂
(p−1)
1
(
x
p−1
1 · ∂
(p−1)
2
(
. . . x
p−1
e−2 · ∂
(p−1)
e−1
(
x
p−1
e−1 · ∂
(p−1)
e (x
p−1
e )
)
. . .
))
=
(
(p− 1)!
)e
6= 0
(H6) Axioms of the theory We-DCF imply that F1 = K
p, hence it is enough to
show that F1 = ker ∂1. Obviously F1 ⊆ ker ∂1. If ∂1(c) = 0, then also ∂i(c) =
∂
(pi−1)
1 (c) = 0 for any i ≤ e. Therefore F1 ⊇ ker ∂1. 
Proposition 4.8. The theory (SHFp,e)
∗ is equal (as the set of logical consequences)
to the theory We −DCF.
Corollary 4.9. The theories (SHFp,e)
∗, SHFp,e and SHF
′
p,e are consistent.
Corollary 4.10. The theory (SHFp,e)
∗ (in the language L∗):
i) is stable,
ii) is complete,
iii) has elimination of imaginaries,
iv) has quantifiers elimination.
Proof. It follows from Fact 2.4. 
Corollary 4.11. Theory SHFp,e (in the language L):
i) is stable,
ii) is complete,
iii) has elimination of imaginaries,
iv) has quantifiers elimination.
Proof. The first three items follow from Fact 4.5, Corollary 4.10 and fact that
(SHFp,e)
∗ is an extension by definitions of SHFp,e. The last one needs more expla-
nation. By Fact 4.4 and the chosen defining axioms (4), for any formula ξ(z, x) in
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L it is true that
(SHFp,e)
∗ ⊢ ξ
(
z, D(i1,...,ie)(x)
)
↔ (∃y)
(
Di1 ◦ . . . ◦D
(pe−1)
ie
(x) = y ∧ ξ(z, y)
)
,
(SHFp,e)
∗ ⊢ (∃y)
(
Di1 ◦ . . .◦D
(pe−1)
ie
(x) = y ∧ ξ(z, y)
)
↔ ξ
(
z, Di1 ◦ . . .◦D
(pe−1)
ie
(x)
)
.
Therefore
(5) (SHFp,e)
∗ ⊢ ξ
(
z, D(i1,...,ie)(x)
)
↔ ξ
(
z, Di1 ◦ . . . ◦D
(pe−1)
ie
(x)
)
.
Let ψ(x) be a formula in L. There exists a quantifier free formula ψ(x′) in L∗
such that (SHFp,e)
∗ ⊢ ψ(x)↔ ψ(x′). Assume that ψ(x′) is given in the disjunctive
normal form, so it is constructed from equalities and inequalities involving constants
from Fp and operators from {Di}i∈Ne. Moreover, because of the axiom scheme H8′,
every such an equation is equivalent (in (SHFp,e)
∗) to an equation which is Fp-linear
combination of elements of form Di(x), similarly for inequalities. Therefore we can
assume that ψ(x′) is a disjunction of systems of Fp-linear equalities and inequalities
in Di(xn), where i ∈ Ne and xn occurs in x′.
For each i ∈ Ne and n ∈ N, we introduce new variables x(i,n), y(i,n). Let
θ(y(i1,n1), . . . , y(iN ,nN )) be an L-formula arising from ψ(x
′) by replacing each ap-
pearance of Di(xn) by a new variable y(i,n) and after some enumeration of variables
yi,n. Notice that (5) leads to
(SHFp,e)
∗ ⊢ θ
(
y(i1,n1), . . . , y(iN−1,nN−1), D(i(N,1),...,i(N,e))(x(iN ,nN ))
)
↔ θ
(
y(i1,n1), . . . , y(iN−1,nN−1), Di(N,1) ◦ . . . ◦D
(pe−1)
i(N,e)
(x(iN ,nN ))
)
,
but θ
(
y(i1,n1), . . . , y(iN−1,nN−1), Di(N,1) ◦ . . .◦D
(pe−1)
i(N,e)
(x(iN ,nN ))
)
is an L-formula and
we can proceed again in this manner. Recursively we obtain
(SHFp,e)
∗ ⊢ θ
(
D(i(1,1),...,i(1,e))(x(i1,n1)), . . . , D(i(N,1),...,i(N,e))(x(iN ,nN ))
)
↔ θ
(
Di(1,1) ◦ . . . ◦D
(pe−1)
i(1,e)
(x(i1,n1)), . . . , Di(N,1) ◦ . . . ◦D
(pe−1)
i(N,e)
(x(iN ,nN ))
)
.
By ζ(x′) we denote a quantifier free formula in L equal to
θ
(
Di(1,1) ◦ . . . ◦D
(pe−1)
i(1,e)
(xn1), . . . , Di(N,1) ◦ . . . ◦D
(pe−1)
i(N,e)
(xnN )
)
.
Note that
(SHFp,e)
∗ ⊢ ψ(x′)↔ ζ(x′).
Therefore
(SHFp,e)
∗ ⊢ ψ(x)↔ ζ(x′),
but ψ(x)↔ ζ(x′) ∈ L, so by Fact 4.4.ii) we end with SHFp,e ⊢ ψ(x)↔ ζ(x′). 
Remark 4.12. Consider the case e = 1. Because of W1 = Ga, the theory SHFp,1
coincides with Ziegler’s theory SCHp,1 of separably closed, strict Hasse fields of
degree of imperfection 1 (see [13]). Moreover, the theory SHFp,1 is an extension
by definitions of the original theory SHFp,1 from [9]. More precisely, if we treat
formulas (1) from Section 3. as defining axioms, axiom scheme H8′, i.e.:
Di ◦Dj =
(
i + j
i
)
Di+j ,
where i, j ∈ N, can be proven by a direct calculation. Conversely, formulas (1)
remain true in SHFp,1.
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5. Correlations between SHF′p,e and SCFp,e
Let L0 = {+,−, ·, 0, 1} and let SCFp,e denote the theory of separably closed
fields of characteristic p and degree of imperfection e in language L0. So far, we
considered arrows in the following diagram:
We −DCF
reduct

reduct
ww
SHF′p,e
+H8′
❴❴❴❴❴ SHFp,e
reduct
//
ext. by def.
33
SCFp,e
(the reduction from We − DCF to SCFp,e is trivial, the reduction from SHFp,e to
SCFp,e needs [9, Corollary 2.2]). However there is also a path leading from SCFp,e
to We −DCF, we sketch it below.
First of all we need to add constants to all our languages:
L0B = L
0 ∪ {b1, . . . , be}, LB = L ∪ {b1, . . . , be}, L
∗
B = L
∗ ∪ {b1, . . . , be}.
We have L0B ⊆ LB ⊆ L
∗
B. Let ϕ be a formula in any language, for shortness, we
write
(∀i∈[n]
e
xi)ϕ and (∃
i∈[n]e xi)ϕ
instead of
(∀x(0,...,0), . . . , x(n−1,...,n−1))ϕ and (∃x(0,...,0), . . . , x(n−1,...,n−1))ϕ
respectively. By α we denote a sentence in L0B defined as follows
(∀i∈[p]
e
xi)
( ∑
i∈[p]e
x
p
i · b
i = 0→ x(0,...,0) = . . . = x(p−1,...,p−1) = 0
)
.
The sentence α says that b1, . . . , be are p-independent and therefore form a p-basis
for fields with the degree of imperfection e. We add the sentence α to the theory
SCFp,e considered in the language L0B ,
SCFBp,e := SCFp,e ∪{α}.
Secondly, we recall the definition of canonical We-basis. We aim to treat the
added constants as a surogate of a canonicalWe-basis, because it will lead to a very
natural extension by definitions. To do this we start with the following remark.
Remark 5.1. As previously, H ∈ (Fp[X¯, Y¯ ])e is given by the group law on We.
Consider an Fp-algebra homomorhism
evH : Fp[X¯]→ Fp[X¯ ]JY¯ K.
It is a We-derivation on Fp[X¯], moreover it is strict ([4, Proposition 3.26]). Its
extension to the fraction field is 0-e´tale, hence by [3, Lemma 2.13] we can extend
our We-derivation to the whole Fp(X¯) and we denote the resulting We-derivation
by DWe . By [4, Lemma 3.22], DWe is also strict.
Definition 5.2 (Definition 3.6 in [3]). Let (K,D) be a field with a We-derivation.
A subset B ⊆ K is called canonical We-basis if
• |B| = e,
• B is p-independent in K over CK ,
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• there is an embedding of fields withWe-derivations (Fp(X¯),DWe)→ (K,D)
such that B is the image of the set {X1, . . . , Xe}.
We expect from the parameters b¯ to be a surogate of a canonical We-basis for
the extension of We − DCF in the language L∗B . Therefore we need to extend the
theory We − DCF with some new axioms asserting this. To ensure the first item
from the above definition we do not need add anything. The second item results
from sentence α and strictness, so certainly α will be needed.
The third item, in fact, can be reformulated in terms of simple first order
sentences. We introduce the auxiliary polynomials δij(X¯) over Fp arising from the
canonical We-derivation D
We = (dj)j∈Ne on Fp(X¯) in the following way
δij(X¯) := dj(X¯
i).
Adding the sentence Dj(b¯
i) = δij(b¯), for every i, j ∈ N
e, and the sentence α to
the theory We − DCF will provide that the realisations of the constant symbols b¯
become a canonical We-basis. Finally we define
(♠) We −DCF
B :=We −DCF ∪ {α, Dj(b¯
i) = δij(b¯) | i, j ∈ N
e}.
The formulas Dj(x¯
i) = δij(x¯), where i, j ∈ N
e, belong to the language L∗ and can
be translated into the language L as in the previous section. We denote such a
translation by ϕi,j(x¯) and define the following theory in the language LB
SHF
B
p,e := SHFp,e ∪ {α, ϕi,j(b¯) | i, j ∈ N
e}.
Using the proofs of Lemma 4.6 and Lemma 4.7 we can treat the theoryWe−DCF
B
as an extension by definitions of the theory SHF
B
p,e (similarly as without the names
for a p-basis), with quantifier-free defining axioms. We are going now to define
an extension by definitions of the theory SCFBp,e which will be equal to the theory
We −DCF
B.
We consider the theory SCFBp,e in the language L
∗
B . Take j = (j1, . . . , je) ∈ N
e,
for every n ≥ max{j1, . . . , je} we add the following defining axiom
(♣) Dj(x) = y ↔ (∃
i∈[pn]e αi)
(
x =
∑
i∈[pn]e
α
pn
i b¯
i ∧ y =
∑
i∈[pn]e
α
pn
i δ
i
j(b¯)
)
,
where [pn] := {0, . . . , pn − 1}. By (SCFBp,e)
∗ we denote the theory SCFBp,e with the
above defining axioms in the language L∗B.
Lemma 5.3. Any model of (SCFBp,e)
∗ is a model of We −DCF
B.
Proof. Take any (K,D, b¯) |= (SCFBp,e)
∗ (b¯ is used for both the symbols of the lan-
guage as well as their realisations). Obviously, K is a separably closed field of the
characteristic p, [K : Kp] = pe and b¯ forms a p-basis. It is not hard to verify
that the defining axioms (♣) determine well defined functions on K. Because b¯
is a p-basis, we have Fp(b¯) ∼= Fp(X¯) and the extension Fp(b¯) ⊆ K is 0-e´tale (see
[8, Theorem 26.8]). Therefore we can transport the canonical We-derivation from
Fp(X¯) onto Fp(b¯) and afterwards, due to [3, Lemma 2.13], extend it to the field
K. Let D′ = (D′j)j∈Ne denote the We-derivation extended to K from the canonical
We-derivation.
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Note that D′j(x) = Dj(x) for every x ∈ K, hence D
′ = D. Moreover the
canonical We-derivation on Fp(X¯) is strict, so also D
′|Fp(b¯) is strict. Lemma 3.22
from [4] implies that D′ = D is strict, so D is a strict We-derivation as expected.
Finally we see that b¯ forms a canonical We-basis in the sense of (♠). 
Lemma 5.4. Any model of We −DCF
B is a model of (SCFBp,e)
∗.
Proof. For a model (K,D, b¯) of We − DCF
B we want only to check the defining
axioms (♣). Assume therefore that n ≥ max
j=(j1,...,je)
{j1, . . . , je}, j ∈ Ne and
x =
∑
i∈[pn]e
α
pn
i b¯
i, y =
∑
i∈[pn]e
α
pn
i δ
i
j(b¯).
It is enough to show that Dj(x) = y. Recall that b¯ satisfies the canonical We-basis
conditions (♠), i.e.: Dj(b¯i) = δij(b¯), hence
Dj
( ∑
i∈[pn]e
α
pn
i b¯
i
)
=
∑
i∈[pn]e
α
pn
i Dj(b¯
i) =
∑
i∈[pn]e
α
pn
i δ
i
j(b¯).

Proposition 5.5. The theory (SCFBp,e)
∗ is equal (as the set of logical consequences)
to the theory We −DCF
B.
Remark 5.6. All the above reasoning started in Remark 5.1 could be done for
any algebraic group G over Fp of dimension e. To consider algebraic groups over a
more general (perfect) field k we need to change the language L0 to the language
of k-algebras, i.e. Lk := {+,−, ·, 0, 1, } ∪ {λ}λ∈k.
We can summarize the above facts in the following diagram,
We −DCF
B
reduct

reduct
ww
SHF
B
p,e reduct
//
ext. by def.
33
SCFBp,e
ext. by def.
WW
ext. by def.
hh
where the extension between the theory SHF
B
p,e and the theory We − DCF
B is
an extension by definitions with the quantifier-free defining axioms. The missing
arrow from the theory SCFBp,e to the theory SHF
B
p,e arises from extending the theory
SCFBp,e to a theory in the language LB by adding the following defining axioms
(made in the style of (♣))
Dj(x) = y ↔ (∃
i∈[pn]e αi)
(
x =
∑
i∈[pn]e
α
pn
i b¯
i ∧ y =
∑
i∈[pn]e
α
pn
i δ
i
(j,0...,0)(b¯)
)
,
where j ∈ N and n ≥ j. To prove the equality between the sets of logical con-
sequences of this new extension by definitions and the theory SHF
B
p,e we use the
properties of the previously defined extensions by definitions.
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