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加 地 太 一
1は じ め に
何 ヶ所かの都市 とその都市間の距離が与 えられたとき,すべての都市 を巡 り,
元に戻 る最短の道順を求めたい。この問題 を計算機科学の世界では巡回セール
スマン問題(travelingsalesmanproblem,TSP)と呼ぶが す べての可能な
道順 を列挙 してその中で最良な巡回路を見つければ解けるわけであるか ら,あ
まりにも単純でナンセンスな問題 と思われるだろう。ところが,こ のナ ンセン
スな問題が計算機でも解けない難物 中の難物 なのである。 もちろん,4都 市な
ら高々6通 りの道順 しかないので,そ の中で最短な巡回路が答えであ り,誰で
も簡単に解ける問題である。 しかし,そ の都市数が増 えていくと道順の数がど
うなるかが,こ の問題のネ ックとなるのである。都市数を πとすれば,出 発
点か ら次の都市への行 き方は(n-1)通 りであ り,さ らに,そ の都市か ら次
の都市へ の行 き方は(n-2)通りと考 えていけば,全 巡回路の数 は(n-1)1
通 りとなる。これはスター リングの公式(n1・～雁(n/e)")によりほぼ〆 通
りと表すことができ,都 市数の増加 により指数関数的にすべての可能な道順の
数が増加することがわか り,これを組合せ的爆発 と呼ぶ。たとえば,30都市の
一つの巡回路のコス トを一秒 間に1012(1兆)回計算できるスーパーコンピュー
タが仮にあった場合,30都市の全部の巡回路の数は291=約8.8×1030個である
ので,30都市のすべての巡回路を計算するには8.8×1018秒かかる。一年は3.15
×107秒であるので,30都市の巡回セールスマン問題の答 えを求めるには約2800
億年(2.8×1011)年もかかることになる。すなわち,た かだか,30都市を計
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算するのに数千億年,あ るいは数兆億年 という天文学的計算時間を要 してしま
う。
このような巡回セールスマン問題などをはじめとする組合せ最適化問題は多
くの場面で利用可能な応用範囲の広い問題である。 しか し,こ れらの問題は
NP困難なクラスに属 し,そ の問題の大 きさが増大す ると必要とする計算時問
は指数関数的に増大 し,もはや実用時間内で計算が困難な問題となってしまう。
これらの問題に対 して,二 つの対応が考えられるであろう。一つは,探 索領域
を限定 し計算時間の増大をおさえるという考え方である。すなわち,洗 練 した
厳密解法の開発であり,分枝限定法,動 的計画法などを基盤 としたアルゴリズ
ムが提案されて きた。 しか し,こ の場合,NP困 難な組合せ最適化問題に対 し
ては実用時間内で解ける問題の大 きさが限られてくるのは避けられない事実で
ある。そこで,も う一つの考え方として,実 用時間内でそれなりの解,す なわ
ち実用上十分である近似解をもとめ代替す るというアプローチによる近似解法
が重要な手法となって くる。特に,近 年,メ タヒューリスティックスを中心と
したヒューリスティック手法(heuristics,発見的手法)が 注 目を浴びてお り,
多 くのパラダイム,ま たは,そ れらを改良,あ るいはハイブリッド化 した種々
の提案がなされている。逆に,あ まりにも多 くの手法が提案されるあまり,利
用者 にとってはどの手法が有効であ り,適切であるか判断 しにくくなっている
のも事実であろう。 また,評 価手法は当然,研 究者にとって も対象 とする手法
の良し悪 しに対する科学的な判断手法 として,あ るいは,ア ルゴリズムの特性
分析 などにおいて も欠かすことのできない問題であろう。そのためにも,扱 う
事例 に対する有効な手法,及 び特性 などを客観的に判断するためのヒューリス
ティック手法の評価法は必要不可欠な問題である。では,そ のための評価にお
ける観点 とは何であろうか?た とえば,前述の厳密解法における評価 の観点は
主に,ど の くらいの問題が解けるか。かつ,ど のくらい時間が必要か。 という
点が上げられよう。それに対 して,ヒ ューリスティック手法を含めた近似解法
での評価の観点は大 まかに示す と,
● 求まる解の質(近 似度)
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● 計算に要する時間
である。また,厳 密解法 とヒューリスティック手法に言えることとして,頑 健
性,利 便性 などもあげ られるであろう。
ここでは,主 に上記の解の質と計算時間に着 目して分析評価の論議を進めて
い く。 ヒュー リスティック手法におけるこの2つ の観点を明らかにするための
解析方法 として,理論的解析 と実験的解析の2通 りの方法が取 られる。さらに,
理論的解析では大 きく分けて最悪値解析 と確率的解析がある。この3つ の実験
的解析,最悪値解析,確率的解析の問には違いがあるわけであり,長短をもち,
万能なツールではない。理論的解析は計算機科学 とともに発展 し,ア ルゴリズ
ム,デ ータ構造の研究,開 発 に大 きく貢献 した。 しか し,ヒューリスティック
手法の場合,漸 近的に最悪なケースの振舞いを明らかにする最悪値解析では,
通常求まる値が最悪値よりはるかによい場合が報告 されている。また,確 率的
解析の場合,解 空間のモデルを立て,そ の上での振 る舞いを検討することにな
る。この ときのモデルは単純化 された場合が多 く,現実の問題,特 定された問
題などの検討に不向きである場合が多い。それ らに対 して,実験的な解析は計
算機上にアルゴリズムを実現 し,それを実際に動かすことによって得たデータ
を分析 しアルゴリズムの性能,特性を明らかにするものである。それによって,
現実に求 まる値に近い結果を得ることが可能となる。しか し,方法論の基準が
明確でないなどの問題により信頼性に乏 しいなどの不評 もある。本論文では,
特に実験的解析の問題点とそれに対する対応 となる指針,お よび理論的解析で
ある確率的解析 の可能性を一例 をもって示すこととする。
2ヒ ュー リスティック手法 と実験的解析
現在のヒュー リスティック手法は計算機の進化 とともに,大規模であり,か
つ,複 雑な問題を解 くことを可能とした。そのヒューリスティック手法に対す
る解析法 として,実 験的な解析が主流 とな り広が りを見せている。その理由と
して,理 論的解析による結果が実世界のアルゴリズムの能力について完全に示
94 商 学 討 究 第57巻第1号
すことができない点があげられよう。それに対 して,実 験的解析 は現実世界の
情報をリアルに表現 し,現実に近い性能分析 を可能とすることにより,実質上
のアルゴリズムの性能評価において欠かせ ない ものとなったわけである。しか
し,その分析 においては数学的な厳密性がないなど理論家には好 まれず,また,
その解析の基準が整ってお らず信頼性のおけない結論につながっているものも
ある。そこで,本 論文ではBarr[2],Johnson[6コ,[7コ,久保[10]等
を参考に,実 験的解析が科学的,か つ客観的な解析 ・分析方法 として十分取 り
扱われるための検討 を加 えていきたい。
2.1実 験的解析における手順
実験の大まかな流れを以下のような3つ のプロセスとして示す。特に,こ こ
ではヒューリスティック手法の解析での主要な観点である解の質と計算時間に
着 目して考察 している。ただし,ヒ ュー リスティック手法の研究 において寄与
する問題,す なわち価値 と認められる着 目点は解の質と計算時間の2つ 以外 に
も,問題の特性 などに依存 しない頑健性,ア ルゴリズムを実装 しやすいなどの
実装の容易さ,広 い問題 に対 して対応可能な一般可能性,さ らに,斬 新なアイ
ディアであるなどのニュース性などの着 目す る点は多様であ り,逆 にこのよう
な寄与する見方の多様 さも標準的な形式が存在 しない一因となっている。
(1)実験の目的を明確にする。
まず,実 験で何 を明らかにするかとい う問題 を定めなければならない。実験
とは特定の目的のためコン トロールされた条件の下でのテス ト事項の集ま りで
ある。それにより,あるパ フォーマンスの評価,特 性の論証,仮 説の正当性の
検討などを行 うものである。そこで,実 験で何 を明 らかにするかを設定するこ
とが実験のプロセスの第一段階 となる。今回の着目する観点に対 しての主要な
目的は主に以下となる。
● 異なるアルゴリズムの性能比較
● アルゴリズムの挙動
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● パラメータに対する分析
異なるアルゴリズムの性能比較は主に,解 の質 と計算時間の2点 においての優
位性の比較となる。アルゴリズムの挙動はその問題事例の大きさに対する変化,
問題事例のクラスに対 しての挙動の変化を通 して,ア ルゴリズムの特性 を把握
する。 また,ヒ ューリスティック手法ではパラメータの設定によって大 きくそ
の性能は変化する。そこで,パ ラメータに対する分析により最善な設定値 を導
出する。あるいは頑健性を明らかにすることとなる。
(2)実験のデザインと実行
次に,実 験方法をデザインし実行に移すわけである。その実験方法 としては
大 きく2つ に分けられる。一つは競争的実験であ り,も う一つは分析的実験で
ある。競争的実験はアルゴリズムの優位性を検証するものであ り,同 じ問題の
クラスに対 して,異 なるアルゴリズムのパフォーマンスを比べることを責務と
する。 ここでは,ア ルゴリズムおよびプログラム,対 象 とす る問題を特定し準
備 しなければならない。そして,ア ルゴリズムの挙動,影 響するファクター,
パラメータの分析などの特性 を明 らかにするのが分析的実験に当たる。たとえ
ば,解 の質,計 算時間,あ るいはロバス ト性などの トレー ドオフの関係 を明 ら
かにする。アルゴリズムの性能に寄与する複数のファクターの組合せを認識す
る。さらに,問題の大 きさに対 してのアルゴリズムの性能の変化などを明らか
にすることは重要であろう。また,ヒューリスティック手法では複数のパ ラメー
タによってアルゴリズムを制御するため,適 正なパ ラメータ値の導出,各 パラ
メータの組合せによる影響などを明 らかにすることが主眼 となる。
(3)デー タ分析 と結果の レポー ト
実験的解析 における最後のステップでは最終的に集め られたデータを客観的
に分析 し,詳細な結果の報告 をしなければならない。ここでは,実 験で集めら
れたデータを,分析の 目的,提 示された質問に対 しての意味ある情報に変 えね
ばならない。そのために,統 計的な評価,あ るいは説得力を生むグラフィカル
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な表示は欠かせないであろう。 さらに,次 のレポーティングにおいては,そ の
実験 に科学的根拠を持たせる内容 として表現 しなければならない。そのために
は,ま ず何をおいても,結果の再現性 を可能とする ドキュメン トに心がけなけ
ればな らないであろう。
2。2評 価測度
実験 における重要なものの一つ として,実 験の 目的に対 しての性能を分析で
きうる評価測度の問題がある。今回前述 した目的に対する科学的,か つ,客 観
的評価のために,ア ルゴリズムのパ フォーマンスを計る測度を定義 しなければ
ならない。このパフォーマンスに対する測度は,解 の質,計 算時間に対 して考
えねばな らないので,こ の2点 に関する評価測度の基礎的な知識,定 義などを
示 したい。また,今回はその他の評価項目は取 り上げない方針で進めているが,
頑健性に関 しては問題のクラスなど多様な問題 を実験する過程で評価項目とし
て避けられない事項であるので,頑 健 性については簡単に記しておく。
2.2.1解 の質
ヒューリスティック手法では如何に最適解に近い近似解 を求めるかが一つの
課題 となる。求 まる解の良し悪 し,す なわち,最 適解への近さを,解 の質 と一
般的に言い,最適解 に近ければ解の質はよい,そうでなければ,解の質は悪い,
と慣習的にいう。解 の質の善 し悪 しを数値的に表す方法 として,絶 対誤差 と相
対誤差がある。それぞれ,以 下の ように定義される。
絶対誤差:!(κ)一ノ(κ')
相対誤差:(八 κ)一∫(κり)が(κノ)
ここではκは求まった近似解 であ り,κ'は最適解である。 また,∫ は解 κの
コス トを表す 目的関数である。この相対誤差を利用すれば,きわめて,数値的,
客観的に分析できるわけであるが,測 度を計算するために必要な最適解が,対
象 としているNP困 難な問題では知 られていない場合が多 く,実際上利用で き
ないケースが多いわけである。また,最 適解が知られていな くて も,巡回セー
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ルスマン問題のように下界値[4],[5]が計算で きる問題もあり,指標とな
る!(κりの値 としてこの下界値を用いて相対誤差を計算 し比較する対応 も考え
られる。この場合,下 界値 と最適解の相対的な差は事例によって異なるケース
が多いが,そ れを鑑みても,パ フォーマンスの測度として採用する価値は大い
にある。最後に,最 適解,下 界値 も知 られていないケースの場合であり,多 く
の問題がこれに属することとなる。この場合,実験で導出した解のコス トをもっ
てパフォーマ ンスの測度 とする。たとえば,他 のアルゴリズムとの比較 を行う
場合,両 者で求 まるコス トを比較することによって性能を競 うこととなるが,
全体における相対的な関係を示すためには劣る点があることは否めない。
2.2.2計 算時間
実験的解析の場合,実 際の測定された計算にかかる時間をもって測度 として
いる。計算時間は計算環境 とその実装の仕方に大 きく依存する値であ り,かつ,
計算過程におけるさまざまな要因を集約 した結果生 じた値である。ちなみに,
計算環境ではCPUの スピー ド,メモリーサイズ,コ ンパイラーなど,ま た,
実装の仕方ではデータ構造,ア ルゴリズム,パ ラメータ,コ ーディングの技量
など多 くのファクターが影響する。 したがって,計 算の時間はアルゴリズムの
振 る舞いに対する解析 には向かない値であることは事実である。また,ヒ ュー
リスティック手法 は多 くのフェーズか らなる。た とえば,初 期解 を見つける
フェーズ,計 算の入力のフェーズ,デ ータの前処理などのフェーズか らな り,
実質ヒューリスティックスを動かす場合,こ れ らの処理に多 くの負担を要する
場合があり,決 して解 を導出するに当たり無視すべ き時間ではないと考える。
そこで,ア ルゴリズムの正当な評価 として,計 算時間では入力処理および前処
理などの時間を含め終了ルールによるアルゴリズムの終了までの時間をもって
比較することがもっとも望ましいであろう。現実のリアルな値を重視する実験
的解析 においては,実 際にその手法をもってどのくらいの時間がかかるのであ
るかという点で比較す ることが他のアルゴリズムとの優劣を示す ときにおいて
はフェァーであるという考えである。ただし,お のおののフェーズの時間に着
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目する場合はそれ らのフェーズの内容を明記すべ きことも忘れてはならない。
2.2.3頑 健性
頑健 性は広い範囲の問題に対 しての適用可能性 を意味する。すなわち,問題
事例の特性によって,計 算時間と解の質が大 きく変わらず,安 定 した結果を導
き出すことを言う。また,パ ラメータの変動に対 して,安 定 した結果を導 き出
す ことをも頑健性を表す ものの一つである。 これ らは,多 様な事例 に対 して上
記の値 など測度の変化をもって比較検討することとなる。
2.3評 価測度に対する影響要因
ヒューリスティック手法での実験的解析では多 くの自由度(裁 量)を もつ。
た とえば,問 題事例の選択,ア ルゴリズムの実装,計 算機環境 評価測度の選
択,ア ルゴリズムのオプション,結 果の記述などである。これ らの選択 は実験
結果に大きく影響 を与え,実 験の構成上,考 慮 しなければならない重要な部分
である。ちなみに,主 要な評価項 目である解の質と計算時問に影響する主な要
因は以下の3つ の事項について存在するであろう。
● 問題事例
● アルゴリズム
● 計算機環境
それぞれの要因を細分化すると,問題事例では,問題サイズ,次元,構造,ウ ェ
イ トおよびエ ッジコス トなどの分布などがあげられるであろう。さらに,ヒュー
リスティック手法のアルゴリズムの構成を考えると,そ れは種 々の フェーズか
ら構成 され多様な選択モジュールを要している。たとえば,初 期解の生成部,
近傍解 の生成部な ど多 くの部品から成 り立 っているわけである。そこで,各
フェーズで扱 うアルゴリズム,ヒ ューリスティックスの選択 によりその性能は
異なって くる。 また,プ ログラマーの技量,プ ログラムコー ドの違いなどか ら
も計算時間などは大 きく影響 してくる。さらに,ヒ ューリスティック手法は多
くのパ ラメータによって制御され,そ れ らのパ ラメータ値,そ れ らの組合せに
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より結果は大 きく異 なってくる。最後に,計 算環境にいたっては,ハ ー ドウェ
アではCPUス ピー ド,メモ リーサイズ,プ ロセ ッサー数など,ソ フ トウェア
ではOS,言語,コ ンパイラー,な ど数多 くの影響する因子が存在する。
このような多 くの自由度が実験的解析における基準 を作 りづ らくしている大
きな原因でもあろう。実験者はこれ らの要因を分類 し,そ の中で,問 題のサイ
ズ,手 法などの調査に関係する要因,問 題のクラス,終 了基準,計 算環境など
の固定する要因,そ して,実 際に影響 しない無視できうる要因を区分 し実験の
体系性 を整えることが必要 とされる。
2.4問 題点 と対策
ヒュー リスティック手法を評価するとき,科学的,か つ客観的に解析 を進め
ていかなければならない。 しかし,現状では必ず しもそうでない論文も散見 さ
れる。その主要な原因は前述で示 したように,ヒ ューリスティック手法の評価
においては,多 くの 自由度があるというところに起因する。たとえば,問 題事
例の選択,ア ルゴリズムの実装,計 算環境,評 価測度の選択,ア ルゴリズムの
オプション(パ ラメータなど),そして,レ ポー トの記述など多 くの部分で実
験者の裁量にまかせ られているわけである。これ らは実験に重要な影響を与 え,
これ らの扱い方により結果を大 きく左右するわけである。そこで,実験的解析
を行 うにあたり,次の5つ の事項からその問題点を探 り,それに対する対応の
考察を加 えていきたい。
?
?
?
?
?
評価測度
取 り扱 う問題
アルゴリズム
計算機環境
分析 とレポー ト
まず,評 価測度は多数の要因を原因として起こる帰結であり,その帰結である
評価測度がかかえる問題 と対策を示す。次に,評価測度に影響 を及ぼし,多 く
の自由度 を有する側である取 り扱う問題,ア ルゴリズム,計算機環境について
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検討する。最後 に,最終的に得 られた結果をいかに取 り扱 うかでその結論のと
らえ方も変わって くる。そこにも多 くの自由度が存在 し,科学的な結論か ら逸
脱する原因を秘めている分析 とレポー トの検討を加 えておくこととする。ただ
し,これらの各項 目で述べ られることは互いに相容れ,体 系づけにくい部分で
もあり,一般的な結論 として示 しづ らいことは避けられないと考えている。
2.4.1評 価測度
解の質 と計算の負担で必要 とする求めた解の値 と計算時間の実測値はあまり
にも多 くの要因に支配された結果である。求めた解の値は問題事例やアルゴリ
ズムの多 くのファクターに影響 され,計 算時間はさらに計算環境のファクター
にも影響 されるであろう。解の質と計算時間の両者 に言えることとして,そ の
要因の多 さは客観的評価 を困難とさせる原因で もあ り,また,固 定化 したい要
因である計算環境に大きく依存する計算時間はアルゴリズムの特性を推定する
には不向きな値である。さらに,解 の質と計算時間は トレー ドオフの関係 にあ
り,これらの調整に関する枠組みの前提なしでは議論できない問題で もある。
詳細は各項 目で後述するとするが,ま ず,そ の ような数値に客観性を持たせる
には,実 験の目的に合わせて影響 を与える要因を体系化 した統一環境が必要と
なる。 しかし,影響する要因の多さは統一環境を前提 とすること事態を難 しく
しているのも事実である。すべての要因にわた り統一化することは不可能であ
り,かつ,必 要もないであろうが,再 現性 を確保 し,再度の実験での検証でも
同様な結果が得 られるような環境 を作 り上げることに心がけるべ きであろう。
両者にいえるもう一つの問題は,解 の値,計 算時聞の実験値のみでは全体 と
しての相対的な情報は薄れざるを得 ないのは致 し方なく,本来,実 験値そのも
の自体では比較検討に向 く値ではない。解の質では,ベ ンチマーク用の問題な
どですでに最適解が知 られている場合は,相 対誤差を利用しより客観的比較が
行え,よ り科学的な比較分析などが行える。しか し,それ以外の場合,よ り客
観性 を維持す る ドキュメン トの必要が求められるであろう。計算時間では個人
的なレベルで実験比較する場合は,実 験者が用意する統一された計算環境内で
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行えば,い くつかのファクターに影響 される誤差を含みなが らも限 られた範囲
での客観性が得 られるであろう。 しか し,多 くの参加者などを要 し,全体 を見
渡すことが可能な大規模な実験 というのが今後のヒューリスティック手法の実
験的解析には欠かせない。この場合,計 算機環境の統一性を取 ること自体が困
難な事項である。そこで,あ る計算機を基準とし,その計算機の計算時間に換
算 し標準化 した時間を代用する方法が有効である。 さらに,計算時間そのもの
を使用するのではなく,探索数,デ ータ構造への更新数など,時間,負 担に相
関する指標を用いることもある。これ らはプログラムスキル,計 算環境などの
要因には影響せず,漸 近的な特徴 を得るには有効であろう。
2.4.2取 り扱 う問題
テス トするための問題事例は,実 問題からの選ばれた問題事例,あ るいは事
例を生成するプログラムによる問題事例などによって用意される。実世界の問
題はヒュー リスティック手法の最終的 目的であ り,その効果を示すことは究極
の 目的であろう。また,特 定な特性,性 質を分析するために,そ れを調査する
ための問題を作 り出す ことも重要であろう。しか し,現実的な問題 とかけ離れ,
極端に難しい問題は避けるべきである。また,問 題のサイズにおいては,小 さ
な問題の場合,ア ルゴリズムの特性が表に出てこないものであ り,可能な限り
大 きな問題を扱 うことによって,ア ルゴリズムの振舞い,特 性が明 らかになる
ものである。そこで,ど のような問題事例を扱 うか。 というのがひとつの課題
となるわけである。実験者は当然,い い結果を出そうとして,期 待す る結果 と
特性を導出できうることを望むわけである。 ここで,そ れらの結果を強調 した
いために特定の問題事例に偏 る実験を行いがちとなる。当然,限 られた問題か
ら普遍性のある結論は導かれにくいし,一般性 については結論を下せないであ
ろう。
普遍性のある結論を導 くために,で きうる限 り広範囲なデータを取 り扱い,
全体にわたる問題の難 しさを調査することが重要 な観点 となる。すなわち,問
題のクラスと問題のサイズに対 して多様な観点で望んでほしい。また,テ ス ト
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問題 を広 く調査すれば,ス トレスのある問題,限 界など興味のあるものが得 ら
れ,さ らなる研究への進展 となる。 もちろん,そ のためには幅広い問題に対す
るベ ンチマーク問題の整備は不可欠である。その様 なものが充実することによ
り,よ り普遍性のある結論 と相対的な関係などが導き出されるものと考える。
ただし,新 しい問題,あ るいは新 しい手法などのレベルでは標準的な問題を対
象とすることにより,今後の展開の土台を築 き,また,特 定なケースを対象 と
するときは全体の中の位置づけを示 していただきたい ものである。
2.4.3ア ルゴリズム
ヒューリスティック手法は多 くのモジュールから構成されていることはすで
に述べた。すなわち,各段階で使用するヒューリスティックス,近傍構造,デー
タ構造など多 くの選択の余地があ り,ヒューリスティック手法は多 くの戦略,
パラメータを含むため,各 種各様の選択が迫 られ,そ の採用の違いによって異
なるタイプとなる。 したがって,同 一名のヒューリスティック手法でも,極端
に言えばその性質は異 なって くる場合が生 じ,ある意味では無限に近い手法が
実現可能 となる。そのような組合せの多 さは,一般的な結論を導きにくくする
原因の一つであろう。また,ア ルゴリズムの細部にわたる点での不明確 さは,
客観的な位置づけの結論を出しにくい現状 を生むであろう。 さらに,ア ルゴリ
ズムの実現に対 して,コ ーディング,プ ログラマーの技量などが大きく影響す
る。また,パ ラメータのチューニングによっても結果は変化する。特に,解 の
質と計算時間は トレー ドオフの関係にあり,パ ラメータの調整次第で実験結果
として好ましい値を導 くことも可能であろう。
ここで述べ ることは多分にレポー トに関することとあい重なるが,細 部にわ
たる事項に関して明確化 し再現性 を与えることは複数の要因から起因する評価
測度の結果に関する情報を明確化 し,よ り客観的な判断へ と導 くものであるの
で,こ こで記 してお く。さて,ま ずこれ らの問題に対 して,ア ルゴリズムを構
成するモジュールなどについての詳細な報告が望まれる。それにより,そのア
ルゴリズムの位置づけが明確になるであろう。また,対 比アルゴリズムにおい
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ても,プ ログラムを洗練 し,パ ラメータのチューニ ングは欠かせない。その結
果,初 めて客観的な結論が見出されるものである。また,今 後の研究への寄与
において も,最終結果を示すだけでな く,各種の戦略の結果に対する寄与,お
よびその原因の検討に関してレポー トすることは重要であろう。読者はむしろ
そちらに関心があ り,戦略の寄与,そ れ らのアルゴリズム上の計算負荷 などは
アイディアを触発 し,さ らなる研究の一助 となるに違いない。さらに,各 種ア
ルゴリズムの体系的な分類 にもとついた比較検討はより客観的なデータを提示
して くれるであろう。
さらに,パ ラメータの問題を考えねばならない。ヒューリスティックス手法
は多 くのパラメー タによって制御 され るわけであるが,そ のパラメー タの
チューニ ングには多 くの時間が費やされるものである。そのパラメータの推奨
値にいたる過程 とその選択の理由なども読者は興味があるものであり,レ ポー
トすべ き事項であろう。チューニングにおいて,も う一つ言えることは解の質
と計算時間の トレー ドオフをどう捉えるかであろう。 どの点で折 り合いをつけ
たかについては論 じていただければあ りがたい。
アルゴリズムの実験的解析において,パ ラメータの推奨値 を固定 させた上で
行 う,あ るいは,パ ラメータ自動設定モジュールを組み込む形式で,パ ラメー
タのチューニングなしで実験に移れる方法が大規模なヒューリスティック手法
の競争的実験で使用 されている[6]。パラメータの固定化,あ るいは自動計
算化で,チ ューニングなどの重い処理は省かれ,事 例に対する扱い方は統一化
され,テ ス ト環境 として公平化される。また,実 用的観点から,パ ラメータの
チューニングという経験的要素が強い処理は極力利用者に負わせるべ きでない
ことは事実である。ただし,問題事例に対 して,異 なったパラメータを使用す
るときは,そ の点について記す事 を忘れてはならない。
2.4.4計 算機環境
計算環境においては以下の多 くの要因が評価測度である計算時間に主として
影響する。
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まず,実 験にあた り,
らない。その上で,実 験の目的 と照 らし合わせて,強 く影響する要因の固定化
が望 まれる。限られた範囲内で,これらの要因の固定化は可能なことであるが,
レポー トにおいてその実験環境の不明確 さが多数見 られる場合がある。それに
より,計算機時間における客観的判断の困難 さを生むであろうし,実験の再現
性自体 も難 しくなるであろう。また,再 現性の情報を明確化することで,計 算
環境の正当な統一化がなされているかを判断する手立てとなる。
ここで,よ く知られていない計算機 などを使用 している場合,よ く知 られて
いる計算機能力 とのラフな比較などを示す と,評価測度 を判断する基準の助け
となるであろう。また,複 数の環境下で競争的実験を行 う場合,当 然計算環境
の統一化 は不可能と言わざると言えないわけである。それに対 しては,ベ ンチ
マークによりそれぞれの計算機の能力 を計測 し,任意のマシンとの計算時問に
おける比率によ り,そのマシンで計算 された場合のラフな値 を標準時間として
求め,そ の値をもって計算時間の比較 をする。 これによって,固 定化できない
要因をラフな意味での統一 した枠組みの中にまとめあげ,評価する手立てとす
ることが可能であろう。
ハ ー ドウェ ア(ブ ラ ン ド,モ デ ル,メ モ リーサ イズ,CPUス ピー ド,
プロセ ッサ ー数,プ ロセ ッサー コ ミュニ ケー シ ョンス キーム)
ソフ トウェア(オ ペ レーテ イングシステ ム,言 語,コ ンパ イ ラー,コ ン
パ イ ラー セ ッテ イング)
システム(ジ ョブ ミ ックス)
これ らの要 因の どれが強 く影響す るか判定 しなけれ ばな
2.4.5分 析 とレポー ト
最後に,実 験で得 られたデータを分析 し情報に変える作業が重要 となって く
る。分析者は分析の目的,仮 説,質 問に対 して科学的な根拠 を与えていかねば
ならない。特に次のような点が分析の焦点となるであろう。
● アルゴリズムの優位性
● 手法における長所 と短所
??
?
ヒューリスティック手法における解析 と評価
パラメータの見積 もり
寄与する要因とトレー ドオフ
問題のサイズを大 きくしたときの振舞い
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などについて取 り出したデータを統計的,あ るいは非統計的に評価 し,そ の分
析の結果の ドキュメン トを作成することとなる。この段階でも,結 果に影響を
与える多 くの自由度が存在する。 これらの自由度は,あ る意味で,分析者の良
心にもかかわる問題に左右 されるが,や はり,その自由度の多さが影響を拡大
し科学的なレポー トか ら遠ざける原因となる。また,評 価 に対する観点が多様
であり,す なわち,こ こで述べた評価測度の他,問 題の特性 などに依存 しない
頑健性,ア ルゴリズムの実装の容易 さ,広 い問題に対 して対応可能な一般可能
性など,着 目する点が様々であることか ら分析 を含めてレポー トの形式におい
ても標準的な基準 は存在 しにくい点 もあげられよう。重要なことは,す でに述
べたような問題の取 り扱いによって肯定的な結果に限定 した形式で持っていく
ことは分析者の裁量で可能であるということである。また,標準的な基準が整っ
ていないがために,科 学的根拠を持たせるための基本的事項である再現性の条
件が整っていないケースも存在する。
このように,分析 を科学的として位置づけるためには広範囲なテス トと統一
環境を用意 しなければならないであろう。さらに,そ れを保障するための環境
の明示 と,再現性が科学的根拠を持たせるものとして必要不可欠な事項 となる。
結果の再現性を可能とする ドキュメントでは,主 に次のようなものが上げられ
るであろう。
● 影響する要因の詳細化
● 評価測度の取 り扱い
● パラメータ設定
これらの詳細なレポー トがないならば,再 現性 を失うと同時に,客観的な判断
も不可能となる。逆に,こ れ らの情報が整う努力 を行うことにより,前述した
多 くの自由度に対 して,科 学的な判断が くだせる立場へ と向かわせる一つの強
いファクターとなるであろう。
ヱ06 商 学 討 究 第57巻第1号
また,レ ポー トにおいてグラフィカルな表示は説得力のある洞察を助けるも
のであり,そ の利用 を心がけるべ きである。しか し,場合 によっては逆に曖昧
な結果表示 となる場合 もあるので,ケ ースにおいて有効 な使用を心がけるべ き
である。
最後に,本 分野におけるより科学的な要素 を取 り入れるアプローチとして統
計的な分析を取 り入れた実験の設計が考えられるであろう[1]。多様な要因
が変化するとき,統 計的な方法論が分析の唯一のアプローチとな り,テス トの
負担量を最小化 し,科学的な分析の結果を最大化するものであろう。たとえば,
実験計画法などは物理,農 学,医 学では一般的に使用 され科学的分析の根拠 と
なっている。本分野において も期待 されるアプローチでもあろう。
2.5実 験的解析のまとめ
現在の ヒューリスティック手法は,計 算機の能力の拡大とともに大規模,複
雑な問題に対 しての果敢 な挑戦を可能とし,発展 しつつある分野である。 しか
し,ヒ ューリスティック手法の主要な分析法である実験的解析においては,そ
の基準が不明瞭な部分が現在 も残 されている。また,と にか く実験 してみたら
ばうまくいったとい うレベルで終わ り,一般的な,普 遍的な結論に到達 してい
ない範疇であることは否めない。そこで,主 要な観点である解 の質 と計算時間
に影響を及ぼす要因を中心にヒューリスティック手法の実験 に対する考えを大
まかに述べ させていただいた。体系 しづ らい分野であり,書 き足 りない部分が
多々あったのも事実である。さらに,こ れらの分野に関しての詳細なガイ ドラ
インとしてBarr[2],Johnson[7],久保[10]などがあるので,是 非参
考にしていただきたい。
Barr[2]にも記 されているが,大 雑把に言えば,実 験的解析 における到
達点は
● 広範囲なテス ト
● 実験環境の明示
● 実験結果の再現性
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である。これ らがそろえば,お のず と前述 した問題は解決 してい くと考える。
それにより,科学的,客 観的な実験解析が多 く行われることにより,今 まで,
狭い意味の点で しかなく,一般性,相 対的優劣などの結論が導 きがたかった状
況か ら,さ らにそれらを結ぶ線へ と,そ して面にな り,普遍性のある結論へと
進みヒューリスティック手法の今後の発展 につながるものと考 える。
3理 論的解析のアプローチ
上記でヒュー リスティック手法における実験的解析の問題点と対処に関して
の考察を示 した。この実験的解析が主流 となりヒューリスティック手法の解析,
分析が進め られている。それには,よ りリアルな情報を用いた解析 を通 して
ヒューリスティック手法の性能を明 らかにしてい くことの現実的な方向性が読
み取れる。確かに,ヒ ューリスティック手法で求まる値が最悪値解析で算出さ
れる値 よりはるかに良い場合が多い。 また,確 率的解析で立てたモデルは限定
したものであ り,現実的な問題にそ ぐわないなどの問題が ヒューリスティック
手法に対する理論的解析 には多々見 られる。 しかし,上記で述べたような問題
を含 んだ実験的解析ではヒューリスティックス手法の特性の一般的,普 遍的結
論は導かれないであろう。また,そ の問題をクリア した実験的解析のみでも,
ヒュー リスティックスの特性が深められるとも思わない。多方面か らの見方に
よりはじめて普遍的な研究へ とつながるもの と考える。そこで,次 に,理 論的
解析の一つである確率的解析の分析例 を示 して,その可能性を考えてい きたい。
ここではEikelder等[3]が行った巡回セールスマ ン問題に対 してのLocal
Searchの確率的解析 を示す。近傍構造は2-OPT近傍を限定 したバージョンを
用いてお り,次の改善解へ移動する方法 は近傍集合の最小値 を選択することと
している。また,解 空間の解のコス トの分布を正規分布 と仮定し分析を進めて
いる。このような仮定は確率的解析での共通 したアプローチである。その上で
求まる局所解の値 と局所解 を得 るのに必要なステップ数の確率 を算出 してい
る。その結果は実際にLocalSearchで求めた結果と比較 して密に近似 し,そ
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の優秀性が示された。 しかし,確率的解析 の欠点と言われたように,い くつか
の点でモデルを限定 しているわけであ り,一般性 に薄 く他の問題への適用が難
しいわけである。ここでの一つの問題は近傍構造が2-OPTに限定 され,かつ,
2-OPTの限定 したバージ ョンであることである。すなわち,通 常の2-OPTで
は適用できず,そ の他の近傍,あ るいはその他の問題への適用が難 しいことで
ある。そこで,様 々な近傍や,問 題への適用が可能となるよう,著者が試みた
手法を述べ,ヒ ューリスティック手法の理論的解析への期待 とつなげていきた
い 。
3.1Eikelderによる確率的解析
ここで,対 象 とする問題はその他の問題への適用が可能であることを示すた
め,グ ラフ分割問題に対 して,交 換近傍 を用いたLocalSearchでの同様な結
果を考えてい きたい。グラフ分割問題はカットエッジのコス トを最小化するよ
う頂点を2つ の集合 に分割する問題であ り,互いの集合の任意の一つの頂点同
士を交換する交換近傍により近傍構造 を定義する。最初のステ ップとして,ま
ず,あ る確率分布 に従った問題の解空間を設定する。すなわち,解 κのコス ト
を確率変数f(x)とし考え,f(x)は平均 〃z,分散 σ2の正規分布yV(m,σ2)となる
確率空間の上でLocalSearchのアベレージケースの分析 を行 う。 この解空間
モデルの設定は確率的解析における共通 したアプローチでもある。また,任 意
の解xの 近傍をκ1,_,Xbとすると,そ の大 きさはb=[N(κ)【となる。次に,
Eikelderのモデルはここでのフレームワークとなるのでそのモデ リングの概
要を説明する。 まず,重 要な確率 として以下のステ ップ確率がある。 この確率
によって我々が求めたい統計量がすべて求まることとなる。
9(C・,C)=Pr{∀i∈{、,...,blf(Xi)〉・if(X・)=C・} (1)
これは解Xoがコス トCoを持つ とき,そ の近傍のすべてがコス トcよ り大であ
る確率 を示す。 さらに,こ のステップ確率 を用いて,コ ス トCoの解か らコス
トcの解へ移動する確率密度が以下の式で導出される。
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(2)P(Co,c)=1-9(Co,Co)
さらに,高 々 κ+1回 の ステ ップで コス トcの 局所 解 に達 す る密 度関数 ρκ+1(c)
と,κ ス テ ップまで局所解 に達せ ず,κ+1ス テ ップで コス トcと なる密度 関
数 ηκ+1(c)は以 下の再帰式 で求 まるであ ろう。
ρκ+1(C)=ρ κ(C)+9(C,C)η κ(C)
nrc・・(・)一∫ 男・¢・)(1-9(・…))P¢ ・・c)d・
(3)
(4)
これらより,最終解の局所解密度が
Pfin=limρκ(5)
κ→oo
で計算 され る。ただ し,limηκ==0であ り上式 は収束 され一定 の値 に近づ く。
だ　レ　
最後に,局 所解 に達するステ ップ数 を確率変IX:stePsと捉えれば,
P・1・t・P・一 ・}一 ∫ 二9(c,・)rp、、一・(c)d・, (6)
となる。
3.2AR(1)プロセスによる解空間の解析
問題はステップ確率(1)式を導出す ることに帰着される。この値が求まること
によ り,得 られる解の値,お よび要求される反復数の確率分布が求 まることと
なる。このステップ確率導出のキーポイン トとして,2つ の相関関数を知るこ
とが重要 な課題 となる。一つは解Xoとその近傍解 との相関関数であ り,も う
一つは解Xoの近傍 内の解同士の相関関数である。Eikelder等はこの値 を求め
るために,2-OPT近傍の限定版モデルを設定 し,そ のモデルの上で上記の2
つの値を導出した。 しか し,通常の2-OPT近傍,お よび他の組合せ最適化問
題での利用は不可能である。そこで,我 々はAR(1)プロセス(afirstorder
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autoregressiveprocess)の考 え方 を利用 し,相 関関数値 を導 出 しス テ ップ確
率 を もとめ る方法 につい て検討 した。AR(1)とい うの は確 率過程 にお ける時系
列 上で以下 の式 に従 うプ ロセスの ことをい う。
Xt=9LXt-1+Nt (7)
そ して,任 意の解 κに対 してその評価値(コ ス ト)を!(κ)とすると,組 合せ
最適化問題のラン ドスケープは写像∫:κけ!ω によって定義 される。このラ
ンドスケープ上のランダムウォーク{煽による評価値の確率的な時系列は
!(κ )ニ ρ(1)[(f(κκ_1)一〃z]+m+△ (8)
で表され,AR(1)プロセスに従 うものと考えられる。 この性質が多 くの組合せ
最適化問題の解空間に見 られ,統計的な性質を導 き出すことを可能 とす る[9]。
ここで,△ はある平均 と分散を持ったWhiteNoiseであ り,ρ(r)は自己相関
関数である。AR(1)プロセスの特徴 として
ρ(・)一 ρ(1)1・1,r-O,±1,±2,… (9)
の式のように自己相関関数はステップ数rの 増加 によって0へ の指数関数的な
減衰を示す。 この性質が確認されたならば,解 空間の評価値ランドスケープが
AR(1)プロセスに従っていると判断できうる。また,時 系列がAR(1)プロセス
であ り,か つ ρ<1な らば,そ のプロセスは定常過程 となることが知 られて
いる。定常過程 において自己共分散 は
R(・)一講 幽 一町 ㈲])(Zf(x…)-E[zf(・…)])⑳
で見積 もり可能 となる[8]。 したがって,1ス テップの自己相関関数は ρ(1)
=R(1)/R(0)であ り,こ の値はXoとその近傍 との相関関数 ρと同値である。
また,Xoの任意の2つ の近傍 問の相関関数 レは,近 傍解同士の共通する属性
の比率が高いこ とか ら,近 似 的に ρに近 い定数 と仮定す る。 この ように,
AR(1)プロセスの考 えに基づ き求めた相関関数を用いて,!(Xo)=Coが与えら
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れた条件の もと近傍解の条件付多次元密度関数より,ステップ確率の導出が可
能 となる。これによって,汎 用的にステ ップ確率を導出して前述のアベレージ
解析 を行う。
次に,AR(1)プロセスによる解析法の汎用的な有用性を確かめたい。まず,
グラフ分割問題の解空間がAR(1)プロセスに従っているかを確かめるため,自
己相関関数の振る舞いを調べる。図1は その結果であ り,破線が理論的な自己
相関関数を示 し,実線がサンプルに基づいた自己相関関数を示す。結果 として,
指数関数的な減衰性が認め られ,そ の空間はAR(1)プロセスに従 っている と
言ってよいであろう。 したがって,提 案方法による解析を行 うことが可能 とな
る。図2と 図3は 提案するアイディアにより計算 された,最 終解のコス トの確
率密度 と要求されるステップ数の確率が示 されている。頂点数200の解空間が
平均0,分 散20のガウス分布 となる問題 に対 して理論的に見積 もった最終解の
コス トと要求するステップ数の確率密度(確 率)を 算出している。また,対 応
する問題を10calSearchで解いてみた結果の度数分布 を実線で付記 している。
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これ らより最終解の値,お よび,要求されるステップ数の近似する値が得 られ,
汎用性のある確率的解析への期待がで きるもの と考える。今後はモデルの修正,
および,各統計量の値 を検証 し,さらに精度の高いモデルの構築を目指 したい。
4お わ り に
計算困難な組合せ最適化問題などの近似解 を求めるための手法として各種の
ヒューリスティック手法が研究,開 発されている。このヒューリスティック手
法の良 し悪 しを分析するための方法として実験的解析,理 論的解析があ り,現
実に近い性能分析を可能とする実験的解析が主流 となっている。しか し,ヒュー
リスティックス手法の実験的解析 には多 くの自由度が存在 し,その解析の基準
が整わない一因となっている。本論文では実験的解析 における問題点を探 り,
結果 に影響をあたえる要因とその要因に対する対応などを考察 し,より科学的,
かつ,客 観的な実験的解析へ とつながることを期待 した。 また,ヒ ュー リス
ティック手法 において,と にか く実験 したらば良い結果が出てきたというレベ
ルで終わらせ るのでは,今 後のヒュー リスティック手法の発展は疑わ しいであ
ろう。そこで,な ぜ,ヒ ュー リスティックス手法は良い結果を導 くのかを解明
し,多 くの特性,性 質などを明らかにするため,理 論的解析か らのアプローチ
も欠かせないものと考える。今回は確率的解析の欠点でもある限定 されるモデ
ルをより汎用的に利用できる考え方を示 して,今 後の展開へのつなが りとなる
ことを期待するものである。そして,実 験的解析 と理論的解析の両面か らの見
方により始めて普遍的な一般性を導き,ヒ ューリスティック手法の研究,開 発
への発展に貢献できるもの と考える。
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