






3.1 Gambaran Umum Objek Penelitian 
Objek yang digunakan dalam penelitian ini adalah perusahaan jasa sektor infrastruktur, 
utilitas, dan transportasi yang terdaftar di Bursa Efek Indonesia (BEI) selama periode 
2016-2018. Sektor infrastruktur, utilitas, dan transportasi adalah usaha yang meliputi 
penyediaan energi, sarana transportasi dan telekomunikasi, serta bangunan 
infrastruktur dan jasa-jasa penunjangnya. Bangunan infrastruktur meliputi bangunan 
bukan gedung dan rumah. Perusahaan sektor infrastruktur, utilitas, dan transportasi 
mencakup lima sub-sektor yang tercatat di BEI yaitu (www.idx.co.id): 
1. Energy; 
2. Toll road, airport, harbor, and allied product; 
3. Telecommunication; 
4. Transportation; dan 
5. Non-building construction. 
3.2 Metode Penelitian 
Penelitian ini menggunakan metode penelitian hubungan sebab akibat (causal study). 




hubungan sebab akibat antar variabel (Sekaran dan Bougie, 2016). Causal study yang 
dilakukan dalam penelitian ini adalah untuk meneliti pengaruh variabel independen 
yang terdiri dari likuiditas, solvabilitas, perputaran modal kerja, dan good corporate 
governance yang diukur dengan dewan direksi terhadap variabel dependen yaitu 
profitabilitas. 
3.3 Variabel Penelitian 
Menurut Sekaran dan Bougie (2016), variabel adalah sesuatu atau hal yang dapat 
dibedakan nilainya atau nilainya bervariasi. Variabel penelitian yang digunakan dalam 
penelitian ini ada dua, yaitu variabel dependen (Y) dan variabel independen (X) yang 
semuanya diukur dengan menggunakan skala rasio. Menurut Sekaran dan Bougie 
(2016), skala rasio adalah pengukuran yang tidak hanya mengukur perbedaan antara 
poin di dalam skala tetapi juga menghitung proporsi dari perbedaan tersebut. 
Sedangkan, menurut Ghozali (2018), skala rasio adalah skala interval yang memiliki 
nilai dasar (based value) yang tidak dapat diubah. 
3.3.1 Variabel Dependen 
Variabel dependen atau variabel terikat adalah variabel yang menjadi sasaran utama 
dalam penelitian. Menurut Sekaran dan Bougie (2016), peneliti mengukur variabel 
dependen dan mengidentifikasi serta mengukur variabel-variabel lainnya yang 
berpengaruh terhadap variabel dependen. Variabel dependen yang digunakan dalam 




          Profitabilitas adalah kemampuan perusahaan dalam menghasilkan laba yang 
didapatkan dari pendapatan dikurangi dengan beban. Profitabilitas dalam penelitian ini 
diukur dengan Return On Equity (ROE). ROE merupakan rasio yang menunjukkan 
seberapa besar kontribusi ekuitas dalam menciptakan laba bersih (Hery, 2018). 




ROE      : Pengembalian atas ekuitas 
Net Income     : Laba tahun berjalan yang diperoleh perusahaan 
Average Shareholders’ Equity  : Rata-rata ekuitas pemegang saham  




Shareholders’ equityt        : Ekuitas pemegang saham pada tahun t 









3.3.2 Variabel Independen 
Variabel independen atau variabel bebas adalah variabel yang memengaruhi variabel 
dependen baik secara positif ataupun negatif (Sekaran dan Bougie, 2016). Variabel 
independen yang digunakan dalam penelitian ini adalah: 
1. Likuiditas 
Likuiditas adalah kemampuan perusahaan untuk memenuhi kewajiban jangka pendek. 
Likuiditas dalam penelitian ini menggunakan proksi Current Ratio (CR). Current ratio 
menunjukkan sejauh mana aktiva lancar yang dimiliki perusahaan dapat menutupi 
kewajiban lancar perusahaan. Current ratio menurut Weygandt et al. (2018) dapat 





CR   : Current Ratio 
Current Assets : Total aset lancar perusahaan 
Current Liabilities  : Total liabilitas lancar perusahaan 
2. Solvabilitas 
Solvabilitas adalah kemampuan perusahaan dalam memenuhi kewajiban jangka 








menggunakan Debt to Equity Ratio (DER). DER menunjukkan proporsi dari total 
kewajiban terhadap total ekuitas yang dimiliki perusahaan yang digunakan untuk 





DER   : Debt to Equity Ratio 
Total Liabilities : Total liabilitas perusahaan 
Shareholder’s Equity : Total ekuitas perusahaan 
3. Perputaran Modal Kerja 
Perputaran modal kerja atau working capital turnover adalah rasio yang digunakan 
untuk mengukur atau menilai keefektifan modal kerja perusahaan selama periode 

















Modal Kerja : Hasil dari total aset lancar dikurangi dengan total liabilitas 
lancar 
Menurut Weygandt et al. (2018), modal kerja atau working capital dapat 





Current Assets : Total aset lancar perusahaan 
Current Liabilities  : Total liabilitas lancar perusahaan 
4. Dewan Direksi (DD) 
Dewan direksi adalah organ perseroan yang memiliki tanggung jawab atas pengurusan 
dan kepentingan perseroan sesuai dengan maksud dan tujuan perseroan serta mewakili 
perseroan, baik di dalam maupun di luar pengadilan. Selain itu dewan direksi juga 
bertanggung jawab terhadap urusan dengan pihak eksternal (pemasok, konsumen, 
regulator, dan pihak luar lainnya). Pengukuran dewan direksi oleh Rumapea (2017) 




Dewan Direksi=Jumlah Dewan Direksi 




3.4 Teknik Pengumpulan Data 
Data yang digunakan dalam penelitian ini adalah data sekunder. Menurut Sekaran dan 
Bougie (2016), data sekunder adalah data yang telah diolah dan tersedia sehingga tidak 
perlu dikumpulkan oleh peneliti. Data sekunder dalam penelitian ini adalah laporan 
keuangan yang telah diaudit oleh auditor independen yang diterbitkan per tanggal 31 
Desember selama periode 2016-2018. Laporan keuangan tersebut diperoleh dari situs 
resmi Bursa Efek Indonesia, yaitu www.idx.co.id dan website resmi perusahaan. 
3.5 Teknik Pengambilan Sampel 
Teknik sampling adalah teknik pengambilan sampel dari populasi. Menurut Sekaran 
dan Bougie (2016), populasi adalah sekelompok orang, kejadian, atau hal menarik yang 
ingin diteliti oleh peneliti. Populasi dalam penelitian ini adalah perusahaan jasa sektor 
infrastruktur, utilitas, dan transportasi yang terdaftar di Bursa Efek Indonesia (BEI) 
periode 2016 sampai 2018. Sampel adalah bagian dari populasi (Sekaran dan Bougie, 
2016). Terdapat dua teknik sampling yaitu Probability Sampling dan Non Probability 
Sampling. Dalam penelitian ini, pengambilan sampel menggunakan metode Non 
Probability Sampling dengan teknik Purpossive Sampling. Dalam purpossive 
sampling, peneliti menetapkan kriteria-kriteria tertentu sesuai dengan informasi yang 
diinginkan (Sekaran dan Bougie, 2016). Kriteria-kriteria perusahaan yang dipilih 




1. Perusahaan jasa sektor infrastruktur, utilitas, dan transportasi yang terdaftar di BEI 
secara berturut-turut selama periode 2016-2018. 
2. Perusahaan menerbitkan laporan keuangan yang telah diaudit oleh auditor 
independen selama periode 2016-2018. 
3. Perusahaan yang menyusun laporan keuangan periode 1 Januari – 31 Desember. 
4. Perusahaan mencatat laporan keuangan dengan menggunakan satuan mata uang 
Rupiah selama periode 2016-2018. 
5. Perusahaan yang memperoleh laba secara berturut-turut selama periode 2016-2018. 
 
3.6 Teknik Analisis Data 
Data sampel yang telah dikumpulkan selanjutnya akan dianalisis dengan tujuan untuk 
mengetahui ada atau tidaknya pengaruh variabel independen dengan variabel 
dependen. Teknik analisis data dalam penelitian ini menggunakan metode analisis 
statistik dengan program Statistical Package for Social Sciences (SPSS) 25. 
3.6.1 Statistik Deskriptif 
Statistik deskriptif mermberikan gambaran atau deskripsi suatu data yang dilihat dari 
nilai rata-rata (mean), standar deviasi, varian, maksimum, minimum, range (Ghozali, 
2018). Mean diperoleh dari jumlah seluruh angka dalam data dibagi dengan jumlah 




nilai terkecil dari data, sedangkan maksimum adalah nilai terbesar dari data. Range 
adalah selisih antara nilai maksimum dengan nilai minimum. 
 
3.6.2 Uji Normalitas 
Menurut Ghozali (2018), uji normalitas dilakukan untuk menguji apakah dalam model 
regresi, variabel pengganggu atau residual memiliki distribusi normal. Uji normalitas 
dapat juga dilakukan dengan melakukan uji statistik non-parametrik Kolmogorov-
Smirnov. Caranya adalah dengan menentukan terlebih dahulu hipotesis pengujian 
yaitu: 
Hipotesis Nol (H0): data terdistribusi secara normal 
Hipotesis Alternatif (HA): data tidak terdistribusi secara normal 
 Dalam uji Kolmogorov-Smirnov, probabilitas signiifkansi yang digunakan 
untuk melihat apakah residual terdistribusi normal adalah signifikansi dari Monte 
Carlo dengan confidence level yang digunakan adalah 95%. Dasar pengambilan 
keputusan untuk uji normalitas ini adalah sebagai berikut (Ghozali, 2018):  
1. Jika nilai probabilitas signifikan > 0,05, maka hipotesis nol (H0) diterima dan dapat 
disimpulkan bahwa data yang diuji terdistribusi secara normal. 
2. Jika nilai probabilitas signifikan ≤ 0,05, maka hipotesis nol (H0) ditolak dan dapat 





3.6.3 Uji Asumsi Klasik 
Terdapat tiga uji asumsi klasik yang digunakan dalam penggunaan model regresi, yaitu 
uji multikolonieritas, uji autokorelasi, dan uji heteroskedastisitas (Ghozali, 2018). 
3.6.3.1 Uji Multikolonieritas 
Menurut Ghozali (2018), uji multikolonieritas bertujuan untuk menguji apakah model 
regresi ditemukan adanya korelasi antar variabel bebas (independen). Model regresi 
yang baik seharusnya tidak terjadi korelasi diantara variabel independen. Jika variabel 
independen saling berkolerasi, maka variabel-variabel ini tidak ortogonal. Variabel 
ortogonal adalah variabel independen yang nilai korelasi antar sesama variabel 
independen sama dengan nol.  
           Multikolonieritas dapat dideteksi dengan melihat nilai tolerance dan lawannya 
Variance Inflation Factor (VIF) (Ghozali, 2018). Kedua ukuran ini menunjukkan 
setiap variabel independen manakah yang dijelaskan oleh variabel independen lainnya. 
Tolerance mengukur variabilitas variabel independen yang terpilih yang tidak 
dijelaskan oleh variabel independen lainnya. Nilai tolerance yang rendah sama dengan 
nilai VIF tinggi (karena VIF = 1/tolerance). Nilai cutoff untuk menunjukkan adanya 






3.6.3.2 Uji Autokorelasi 
Ghozali (2018) mengemukakan bahwa uji autokorelasi bertujuan untuk menguji 
apakah dalam model regresi linear ada korelasi antara kesalahan pengganggu pada 
periode t dengan kesalahan pengganggu pada periode t-1 (sebelumnya). Autokorelasi 
muncul karena observasi yang berurutan sepanjang waktu berkaitan satu sama lainnya. 
Masalah ini timbul karena residual (kesalahan pengganggu) tidak bebas dari satu 
observasi ke observasi lainnya. Hal ini ditemukan pada data time series karena 
gangguan pada individu/kelompok cenderung memengaruhi gangguan pada 
individu/kelompok yang sama pada periode berikutnya. Sedangkan masalah 
autokorelasi jarang terjadi pada data crossection karena gangguan pada observasi yang 
berbeda berasal dari individu kelompok yang berbeda. Model regresi yang baik 
seharusnya bebas dari autokorelasi. 
            Uji autokorelasi dapat dilakukan dengan Durbin Watson (DW). Menurut 
Ghozali (2018), uji Durbin Watson hanya digunakan untuk autokorelasi tingkat satu 
dan mensyaratkan adanya intercept (konstanta) dalam model regresi dan tidak ada 
variabel lag di antara variabel independen. Hipotesis yang akan diuji adalah: 
H0: tidak ada autokorelasi (r = 0) 
HA: ada autokorelasi (r ≠ 0)  






Kriteria Pengambilan Keputusan dengan Metode Durbin Watson 
 
Hipotesis Nol Keputusan Jika 
Tidak ada autokorelasi positif Tolak 0 < d < dl 
Tidak ada autokorelasi positif No decision dl ≤ d ≤ du 
Tidak ada autokorelasi negatif  Tolak 4 – dl < d < 4 
Tidak ada autokorelasi negatif  No decision 4 – du ≤ d ≤ 4 ≤ dl 
Tidak ada autokorelasi positif 
atau negatif  
Tidak ditolak du < d < 4 – du 
Sumber: Ghozali, 2018 
3.6.3.3 Uji Heteroskedastisitas 
Menurut Ghozali (2018), uji Heteroskedastisitas bertujuan untuk menguji apakah 
dalam model regresi terjadi ketidaksamaan variance dari residual satu pengamatan ke 
pengamatan yang lain. Jika variance dari residual satu pengamatan ke pengamatan lain 
tetap, maka disebut homoskedastisitas dan jika berbeda disebut heteroskedastisitas. 
Model regresi yang baik adalah yang homoskedastisitas atau tidak terjadi 
heteroskedastisitas. 
           Salah satu cara untuk mendeteksi ada atau tidaknya heteroskedastisitas adalah 
dengan melihat grafik plot antara nilai prediksi variabel terikat (dependen) yaitu 
ZPRED dengan residualnya SRESID. Deteksi ada tidaknya heteroskedastisitas dapat 
dilakukan dengan melihat ada tidaknya pola tertentu pada grafik scatterplot antara 
SRESID dan ZPRED. Sumbu Y adalah Y yang telah diprediksi, dan sumbu X adalah 
residual (Y prediksi – Y sesungguhnya) yang telah di-studentized. Dasar analisisnya 




1. Jika ada pola tertentu, seperti titik-titik yang dapat membentuk pola tertentu yang 
teratur (bergelombang, melebar kemudian menyempit), maka mengindikasikan 
telah terjadi heteroskedastisitas.  
2. Jika tidak ada pola yang jelas serta titik-titik menyebar di atas dan di bawah angka 
0 pada sumbu Y, maka tidak terjadi heteroskedastisitas. 
 
3.6.4 Uji Hipotesis 
Uji Hipotesis dalam penelitian ini menggunakan analisis regresi linear berganda. 
Terdapat variabel dependen dan lebih dari satu variabel independen pada analisis 
regresi linear berganda. Analisis regresi mengukur kekuatan hubungan antara dua 
variabel atau lebih serta menunjukkan arah hubungan antara variabel dependen dengan 
variabel independen (Ghozali, 2018). Model persamaan regresi linear berganda dalam 




ROE  = Return On Equity 
α  = Konstanta 
𝛽1,2,3,4,5 = Koefisien Regresi 
CR  = Current Ratio 





DER  = Debt to Equity Ratio 
WCT  = Working Capital Turnover 
DD  = Dewan Direksi 
e  = Standart error 
3.6.4.1 Uji Koefisien Determinasi 
Koefisien korelasi (R) bertujuan untuk mengukur kekuatan asosiasi (hubungan) linear 
antara dua variabel (Ghozali, 2018). Berikut adalah pedoman untuk memberikan 
interprestasi koefisien korelasi menurut Sugiyono (2017): 
Tabel 3.2 
Pedoman Interprestasi Koefisien Korelasi 
Interval Koefisien Tingkat Hubungan 
0,00 – 0,199 Sangat rendah 
0,20 – 0,399 Rendah 
0,40 – 0,599 Sedang 
0,60 – 0,799 Kuat 
0,80 – 1,000 Sangat kuat 
Sumber: Sugiyono, 2017 
Menurut Ghozali (2018), koefisien determinasi (R2) merupakan hasil 
penguadratan dari hasil koefisien korelasi yang mengukur seberapa jauh kemampuan 
model dalam menerangkan variasi variabel dependen. Nilai koefisien determinasi 
adalah antara nol dan satu. Nilai R2 yang kecil berarti kemampuan variabel independen 




berarti variabel-variabel independen memberikan hampir semua informasi yang 
dibutuhkan untuk memprediksi variasi variabel dependen.  
            Kelemahan mendasar penggunaan koefisien determinasi adalah bias terhadap 
jumlah variabel independen yang dimasukkan ke dalam model. Setiap tambahan satu 
variabel independen, maka R2 pasti meningkat tidak peduli apakah variabel tersebut 
berpengaruh secara signifikan terhadap variabel dependen. Oleh karena itu banyak 
peneliti menganjurkan untuk menggunakan nilai adjusted R2 pada saat mengevaluasi 
mana model regresi terbaik. Tidak seperti R2, nilai adjusted R2 dapat naik atau turun 
apabila satu variabel independen ditambahkan ke dalam model (Ghozali, 2018). 
3.6.4.2 Uji Signifikansi Simultan (Uji Statistik F) 
Menurut Ghozali (2018), ketepatan fungsi regresi sampel dalam menaksir nilai aktual 
dapat diukur dari Goodness of fit-nya. Secara statistik, setidaknya ini dapat diukur dari 
nilai statistik F. Uji hipotesis ini dinamakan uji signifikansi secara keseluruhan 
terhadap garis regresi yang diobservasi maupun estimasi, apakah Y berhubungan linear 
terhadap X1, X2, dan X3. Uji signifikansi simultan digunakan untuk mengetahui apakah 
semua variabel independen yang dimasukkan dalam model mempunyai pengaruh 
secara bersama-sama atau simultan terhadap variabel dependen (Ghozali, 2018). 
Hipotesis yang akan diuji adalah: 
H0:  variabel independen tidak berpengaruh secara bersama-sama terhadap variabel 




HA:  variabel independen berpengaruh secara bersama-sama terhadap variabel 
dependen (b1 = b2 = … bk ≠ 0) 
           Kriteria pengambilan keputusan dalam uji statistik F adalah jika nilai 
signifikansi F (p-value) ≤ 0,05, maka hipotesis alternatif diterima yang berarti semua 
variabel independen secara bersama-sama berpengaruh signifikan terhadap variabel 
dependen. Pengambilan keputusan lainnya untuk menguji hipotesis ini adalah sebagai 
berikut (Ghozali, 2018): 
a. Quick look: bila nilai F lebih besar dari 4, maka H0 dapat ditolak pada derajat 
kepercayaan 5%. Dengan kata lain, hipotesis alternatif diterima yang menyatakan 
bahwa semua variabel independen secara serentak dan signifikan memengaruhi 
variabel dependen.  
b. Membandingkan nilai F hasil perhitungan dengan nilai F menurut tabel. Jika nilai 
F hitung lebih besar dari nilai F tabel, maka H0 ditolak dan menerima HA yang 
berarti variabel independen berpengaruh secara bersama-sama terhadap variabel 
dependen. 
3.6.4.3 Uji Signifikansi Parameter Individual (Uji Statistik t) 
Menurut Ghozali (2018), uji statistik t menunjukkan seberapa jauh pengaruh satu 
variabel penjelas atau independen secara individual dalam menerangkan variasi 
variabel dependen. Uji statistik t mempunyai signifikansi α=5%. Hipotesis yang akan 




H0:   variabel independen bukan merupakan penjelas yang signifikan terhadap variabel 
dependen (bi = 0) 
HA: variabel independen merupakan penjelas yang signifikan terhadap variabel 
dependen (bi ≠ 0) 
Berikut ini adalah kriteria pengambilan keputusan dalam uji statistik t (Ghozali, 
2018): 
a. Jika nilai signifikansi t < 0,05 maka HA diterima yang berarti ada pengaruh 
signifikan antara variabel independen dengan variabel dependen. 
b. Jika nilai signifikansi t > 0,05 maka HA ditolak yang berarti tidak ada pengaruh yang 
signifikan antara variabel independen terhadap variabel dependen.  
 
  
