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Abstract
Of later years, numerous bottom-up attention model-
s have been proposed on different assumptions. However,
the produced saliency maps may be different from each oth-
er even from the same input image. We also observe that
human fixation map varies across time greatly. When peo-
ple freely view an image, they tend to allocate attention at
salient regions of large scale at first, and then search more
and more detailed regions. In this paper, we argue that, for
one input image visual attention cannot be described by on-
ly one single saliency map, and this mechanism should be
modeled as a dynamic process. Under the frequency do-
main paradigm, we proposed a global inhibition model to
mimic this process by suppressing the non-saliency in the
input image; we also show that the dynamic process is in-
fluenced by one parameter in the frequency domain. Ex-
periments illustrate that the proposed model is capable of
predicting human dynamic fixation distribution.
1. Introduction
Visual saliency has received extensive attention in both
psychology [7, 8, 9] and computer vision [2, 10, 11, 12,13,
14, 3] domain, and the goal of it is to reveal the mechanism-
s of visual attention and fixation behavior of primate visual
systems. Objects in scenes viewed by human visual system
are considered to compete with each other to distribute our
attention to a subset selectively [15]. By suppressing each
other, objects will influence how they are viewed in the vi-
sual field, consequently many of them are inhibited, while
those are not will predominate in the visual cortex to cause a
focus of attention [9]. Two different processes influence vi-
sual attention: one is top-down, which depends on the task
at hand; the other is bottom-up, which is driven by the input
image [16]. In this paper top-down is not considered.
There are many computational models in literature, and
several of them utilize the local information. Itti and Koch’s
saliency model[2]is the exemplar for saliency detection and
is consistently used for comparison in literatures. Gao et
Figure 1. Visual selective attention is a dynamic process. A:
saliency maps produced by frequency-tuned (FT) model[1], It-
ti’s Model[2], GBVS model[3]and SR[4]/PFT[5, 6] model; B: the
fixation maps are diverse at different time-slice; C: the proposed
model produces a series of saliency maps by adjusting a parameter
in the frequency domain.
al. [17] proposed a bottom-up saliency model by using
Kullback-CLeibler (KL) divergence to measure the feature
difference between a location and its surrounding area. Re-
cently, several new models compute saliency by using glob-
al information. In [1], the input color image is represent-
ed in the Lab space (an opponent color space), and then
the saliency value of each location is defined as the differ-
ence between the Lab pixel value and the mean Lab value.
Harel et al. [3] proposed a graph-based solution whichuses
local computation to obtain a saliency map, which is every-
where dependent on global information. Hou and Zhang [4]
proposed a Fourier Transform-based saliency model, called
Spectrum Residual (SR). Successively, the Phase spectrum
of Fourier Transform (PFT) was presented, which achieved
nearly the same performance of SR [6]. In recent years,
with the development of the eye tracking technology, which
can record the locations of human attention fixations,many
2researchers pay their attention to the investigation and the
simulation of gaze path., e.g. using the ”winner-take-all”
Time slice Time slice Time slice Time slice Time slice
Time
and ”inhibition of return” strategies[2].
In those models, only one single saliency map is pro-
duced for an image on different assumptions. Such a salien-
cy map is considered as a probability map, and the saliency
value at each location indicates the chances of how like-
ly people paying attention there. Surprisingly, the saliency
maps produced by those models are always different from
each other greatly even for the same input image, as shown
in row A of Fig.1. But which one is correct? We consider
visual attention is a dynamic process, and the models men-
tioned above are just simulating different stages of the w-
hole process. We think all of them are reasonable saliency
results.
Attention selection facilities primates to perceive targets
in the environment. In visual attention at least two proper-
ties of targets should be counted: one is their location and
the other is the size. In the past, researchers only paid atten-
tion to the ”location”, while the ”size” of the salient regions
was not considered enough.
We argue that, the property–”the size of the target” also
plays an important role in human selective attention, which
is to say, what people can perceive at one moment is both
driven by the information of the input image and the fo-
cus length of his/her eyes at that moment. When viewing
a picture or scene, people usually need to adjust their focus
length to search targets of different sizes. In free viewing,
people tend to allocate their attention at those broad salient
regions (e.g. near objects, which are of larger saliency scale
) at first, then they will transfer attention to smaller salien-
t regions (e.g. remote objects or other local informative
locations, which are of smaller saliency scale), as shown
in row B of Fig.1. What people see at different moments
vary greatly, and these perceived targets/regions may over-
lap with each other. Hence, it’s very difficult to describe
where people pay attention by using only one single salien-
cy map. Employing the frequency domain paradigm [4],
we proposed a global inhibition model to mimic this pro-
cess by suppressing the non-saliency of the input image;
we also show that such a dynamic process is influenced by
one parameter in the frequency domain. Experiments illus-
trate that the proposed model is capable of predicting the
human dynamic fixation distribution.
The paper is organized as follows: section 2 discusses
the dynamic feature of human fixation distribution; section
3 investigates the modeling of the dynamic attention selec-
tion process with the proposed model; section 4 discusses
experimental results; concluding remarks and possible ex-
tensions of this work are shown in section 5.
Fixation Map Fixation Map Fixation Map Fixation Map Fixation Map
Figure 2. The fixation sequence comprises several fixation maps.
2. The dynamic feature of human attention
In our experiment, we use an eye tracker to collect hu-
man fixation data. Each stimuli (an image) is presented on
screen for a certain period, during which the locations of
participants’ fixations are recorded (at 60Hz)1. Instead of
creating only one fixation map with altogether the fixation
data on one stimulus, we divide the period into several time
slices and create a fixation map for each corresponding time
slice with the data of intervals. Thus we have fixation map
sequences for each image, as shown in Fig. 2.
From the fixation sequences of the stimulus, we find
some interesting features of human attention.
1) Attend to larger salient regions at first.
Fig.3 presents two stimulus in vertical orders. In each
stimulus, there are two disks of the same color, but of dif-
ferent sizes. In the upper stimuli, the larger disk is placed
in the right side. In the lower one, the larger disk is put
in the left side. Two mirrored images are presented to e-
liminate the potential reading preference (e.g. from left to
right, or from right to left). From both of the two stimuli,
we find that people tend to allocate attention at the larger
disk rather than the smaller disk at first sight. For the upper
stimuli, during 300ms-800ms, more than 75% fixations are
allocated on the larger disk. In the next 1000 ms, the atten-
tion is transferred from the larger disk to the smaller one.
This occurs for the second stimuli, too.
This phenomenon also occurs for natural images. From
the obtained fixation data, we observe that people tend to
perceive targets of larger size at first when an image is pre-
sented, then to smaller targets or regions with more details.
As shown in row B Fig.1, most of participants pay attention
to the rainbow2 at first 400ms3, and then attention will be
transferred to the smaller target (the tree). This is because
people like to search targets generally from the scene (with
small eye focus length), and then search smaller targets or
one part of large target (corresponding to large eye focus
length). The explanation for this could be: 1) During theat-
tention process, the focus length of our eye is adjusting from
short to long continuously; 2) such a coarse-to-fine process
1for more information about the setup of this experiment, please refer
to: http://www.cim.mcgill.ca/ lijian
2When people view the rainbow (which takes a large region in the im-
age), the focus length of their eyes are very small, and they needn’t move
their gaze (fixation location) to perceive the whole of the rainbow.
3We find that, the fixation locations of the first 100ms of the presented
image are always affected by the previous image, so we don’t count this
first 100ms.
3Figure 3. Human tend to allocate attention to larger salient regions
at first. Column (a) shows two presented stimulus (the bottom one
is the mirror of the upper one); column (b) shows the correspond-
ing human fixation maps recorded at earlier period; whilecolumn
(c) shows the human fixation maps at a later period.
Figure 5. The multi-scale strategy in spatial domain cannot be em-
ployed to simulate the dynamic process of human attention.
Figure 4. The inhibition of return strategy cannot always correctly
predict human searching path.
helps people to seize the gist of the scene/image rapidly.
2) The inhibition of return strategy cannot always
predict human searching path correctly.
Based on the discussions above, we consider human at-
tention behavior is a dynamic process. However, do we re-
ally need to use a series of saliency maps to represent this
dynamic process? Could we simulate this dynamic process
by one single saliency map combining with the ”inhibition
of return” strategy[2, 6] ? The question is the inhibition
of return strategy cannot predict human searching path cor-
rectly every time, as shown in Fig.4. As we know, in the
inhibition of return strategy, the gaze path is determined by
the local maximum of the saliency map, but the dynamic
feature mentioned above is overlooked., According to the
inhibition of return, the first attended location is the tree,
not the rainbow, as shown in Fig.4. This is because the local
maximum of the ”tree” is larger than that of the rainbow4.
The multi-scale strategy in spatial domain cannot
correctly predict the dynamic attention
Someone may argue that the dynamic process can be
simulated by any model by changing the scales of input
image. In[4], it is argued that detecting salient regions of
4The dynamic feature of human attention is quite complex. Besides
the coarse-to-fine strategy, it can also be affected by the center-bias effect,
top-down influence, etc. Here we only investigate the influence of coarse-
to-fine process.
different sizes can be realized by changing the scales of the
input image (it equals the different layers in the pyramid).
However, in this paper, we will show that such a dynamic
process cannot be simulated this way. In the experiment, we
set up an image pyramid for a natural image, and created
several saliency map sequences by some existing models,
but the result shows the multi-scale strategy in spatial do-
main cannot be employed to simulate the dynamic process
of human attention, as shown in Fig.5;
In next section, we will discuss our proposed model.We
will illustrate the dynamic process of human attention by
using a global inhibition mechanism which is based on the
scale space analysis in the frequency domain.
3. Selective attention by suppressingmutual in-
hibition parts
Many attention models were proposed, which invariably
then require the detection of salient regions. These region-
s are described as distinctive or irregular patterns, which
possess a distinct feature distribution when compared with
the rest of the image. In this paper, instead of searching for
these irregular patterns, we model these so-called common
patterns that mutually inhabit each other, and do not attrac-
t much attention by our visual system. We refer to these
patterns as being nonsalient.
3.1. Suppressingrepeatingpatterns for saliencypop
out
In the proposed model, we assume that a natural image
consists of several salient and many so-called regular re-
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amplitude spectrum turn out to correspond to repeated pat-
terns, which should be suppressed for saliency detection.
For convenience, we take a 1-D periodic signal f (t)
as an example. Suppose that it can be represent-
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Figure 6. Regular (here also called common or repeated) and
T f(t)e−jnω1tdt. Then the Fourier transform is giv-
anomalous patterns. Top, four natural images; bottom: Collection
of fragments from the last image.
en by:
F(w)= 2π Σ F (n)δ(ω − nω1). (1)
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From (1), we can conclude that the spectrum of a peri-
odic signal (repeated cycles) is a set of impulse functions
(spikes). We note that this is based on the assumption that
the periodic signal is infinite. Therefore, given a more real-
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0 100 200 300 400 500 600 700 800 900 1000 -300 -200 -100 0 100 200 300
Figure 7. Repeated patterns lead to sharp spikes. Left: Signals
with different number of repeated cycles; right: Corresponding
amplitude spectrum in frequency domain.
gions. All of these entities (whether distinct or not) may be
considered as visual stimuli that compete for attention in the
visual cortex. In this regard, it has been shown that nearby
neurons constituting receptive fields in the visual cortex mu-
tually inhibit each other and interact competitively [9]. As
shown in Fig. 6, if we divide the image into many patch-
es (at a particular scale), we find that, some are distinctive,
while others are quite similar to each other. Fig. 6(a) shows
the collection of patches from the natural image left. We
observe that several patterns appear many times (e.g., blue
sky and grassy patches). We refer to these regular patches
as repeated patterns, which correspond to non-saliency.
Clearly, the primate visual system is more sensitive to
distinctive rather than repeated patterns. Furthermore, the
latter are very diverse. For example, consider the top row of
Fig.6. These exhibit several different examples of repeated
patterns at different scales (including at the scale of a single
pixel for the uniform areas): grassy/sky patches (image 4),
similar objects (image 1), road patches of the same color
and texture (image 2), the ’L’s (image 3), and so on. In this
paper, we model these repeated patterns and then suppress
them, thereby producing the pop-out of the salient regions.
3.2. Spikes in the amplitude spectrum correspond
to repeated patterns
It has been argued [4] that the so-called spectrum resid-
ual corresponds to saliency, while contradictorily in [5], the
amplitude information was totally abandoned. However, in
this paper, we will illustrate that the amplitude spectrum al-
so contains important information corresponding to salien-
cy and non-saliency. To be more precise, the spikes in the
istic finite length periodic signal, the shape of the spectrum
will obviously be different but not degradedgreatly.
Fig. 7 provides an example of this. Fig. 7 (a) shows
three signals with a different number of repeated pattern-
s (cycles) while Fig.7 (b) shows the corresponding ampli-
tude spectrum. We observe that the larger the number of
repeated cycles, the sharper the spectrum. In order to quan-
titatively analyze this notion, we define the sharpness ofan
amplitude spectrum X. Suppose that we smooth the am-
plitude spectrum, containing several spikes, using a low-
pass filter. Then we observe that the sharper the original
spike, the more its peak height will be reduced. Therefore
the sharpness of X can be defined as follows: P(X) ="
X X>h ∞ where h is a Gaussian kernel with fixed scale σ.
As shown in row 3 of Fig. 7, repeated patterns produce a
sharp spike in the amplitude spectrum. Besides a sinusoid,
other repeated signals also have this characteristic.
Suppose there is one salient part that is embedded in a
finite length periodic signal (see the original signals in Fig.
8). Wewill illustrate that this salient interval will not largely
influence the spikes in the spectrum. That is to say, 1) The
spikes will remain even though a salient part is embedded
in the signal; 2) The embedded salient part will not lead to
very sharp spikes in the amplitude spectrum. The signal to
be analyzed is defined as follows:
f(t) = g(t) + gσ(t) + s(t), (2)
where
g(t) = p(t) if t ∈ (0,L) , (3)
0 otherwise
gσ(t) = p(t) (t), s(t) = ps(t) (t); s(t) is the
salient part of f (t), which for convenience is also defined
as a portion of yet another periodic function ps(t); p(t) and
ps(t) are periodic functions with frequencies f and fs re-
spectively; (t) is a rectangular window function that e-
quals 1 inside the interval (t0, t0 + σ) and 0 elsewhere; we
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|F{ }|also suppose that (t0, t0+σ) (0, L)and σ L. Thus the
Fourier Transform of f(t) can be represented as follows:
where g is a Gassian kernel with a scale σ and f is
the amplitude spectrum of a signal f (x, y). The resulting
smoothed amplitude spectrum AS (u, v) and the original
F(f)(ω) =
∞
f(t)e
−∞
−jωtdt =
L
g(t)e
0
−jωtdt phase spectrum are combined to produce the inverse Fourier
Transform, which in turn, yields the saliencymap:
t0 +σ
+
t0
gσ(t)e −jωtdt+
t0+σ
t0
s(t)e−jωtdt. (4) S = F−1{AS (u, v)ei·P(u,v)}. (6)
From (4), the spectrum of f (t) consists of three terms. We
assume that σ L. This implies that the first term has
very sharp spikes in the amplitude spectrum as it contains
many repeated patterns, while this is not true of the second
and third terms. Consider gσ(t) as an example. gσ(t) is the
point-wise product of a periodic signal p(t) and a rectan-
gular window function (t). According to the convolution
theorem, (gσ)(ω) equals the convolution of (p)(ω)
2sin(σ/2) jω(t0 +σ/2)ω
is a low-pass filter, the spikes in the amplitude spectrum
of (p)(ω) will be greatly suppressed. That is to say,
there are no sharp spikes in the second term. This also oc-
curs for the third term. As discussed above, the sharpness
of (f )(ω) is mainly determined by g(t), while the lat-
ter two terms in (4) do not make much contribution to the
spikes in the spectrum. In other words, since the first term
corresponds to repeated patterns (non-salient) which lead to
spikes, they can be suppressed by smoothing the spikes in
the amplitude spectrum of F(f )(ω).
The Original Signal
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In order to improve the visual display of saliency, we define
it hereafter as:
S = g > |F−1{AS (u, v)ei·P(u,v)}|2. (7)
Consider the very simple example shown in Fig. 8. The
input signal (row 1) is periodic, but there is a short segmen-
t for which a different frequency signal is apparent. Note
that the whole signal is superimposed on a constant value.
The short segment is quite distinct from the background for
human vision, so a saliency detector should be able to high-
light it. Row 2 shows the amplitude spectrum: there are
three very sharp spikes (labeled by solid boxes) which cor-
respond to the constant at zero frequency plus two, which
correspond to the periodic background. In addition, there
are two rounded maxima (labeled by a dashed box) cor-
responding to the salient parts. The complete amplitude
spectrum is then smoothed by a Gaussian kernel (row 3),
and the signal is reconstructed in the spatial domain us-
ing the smoothed amplitude and original phase spectrum
(row 4). It is clear that both the periodic background and
the near zero-frequency components are largely suppressed
while the salient segment is well preserved. Row 5 shows
the (spatial domain) saliency map after enhancing the sig-
nal shown in row 4 using post-processing. We can further
analyze this in the frequency domain, as shown in row 6,
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Figure 8. Suppression of repeated patterns by using spectrum fil-
tering. Analyzing this process, it is clear that the larger the back-
ground, the sharper the spikes, leading to the suppression of the
amplitude spectrum via filtering.
3.3. Suppressing Repeated Patterns Using Spec-
trum Filtering
A Gaussian kernel can be employed to suppress spikes
in the amplitude spectrum as follows5:
AS(u, v) = |F{f (x, y)}| > g, (5)
5In the computer implementation of this, we found that suppressing
spikes in the log amplitude spectrum rather than the amplitude spectrum
yielded better results.
which illustrates the components actually removed by the
previous operations. Here the eliminated frequencycompo-
nents are mainly the low frequencies near zero frequency, as
well as the periodic background. Row 7 presents these re-
moved components in the spatial domain (by measuring the
difference between the original and reconstructed signals).
Note that Row 6 indicates the frequency spectrum of the
signal shown in row 7. Note that we perform the convolu-
tion (smoothing) discussed above in the frequency domain
using only amplitude spectra and ignoring the phase6. This
is very different from the process described in the Convolu-
tion Theorem7.
6This is done notwithstanding the fact that the Fourier Transform is
actually always complex.
7We have argued above that convolution in the frequency domain of
the amplitude spectrum with a low-pass filter is equivalent to an image
saliency detector in the spatial domain. Ostensibly, this conclusion is
similar to Convolution Theory. However, this is not true. As we know,
there are two cases in Convolution Theory. Given an monochrome im-
age f (x, y) and a 2D Gaussian kernel g(x, y), one case can be summa-
rized as: D = f y g ⇔ F{D} = F{f} · F{g}, which implies that
∫ ∫
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4. Modeling dynamic attention process using
Spectrum Scale Space analysis
Repeated patterns can be suppressed by smoothing the
amplitude spectrum at an appropriate scale. However, what
does the scale σ of the kernel in (5) indicate? In this section,
we will show that such a parameter of that kernel controls
the saliency scale, just like the adjustable focus length of
our visual system. Hence the dynamic process of primate
visual system can be simulated by performing scale space
analysis in the frequency domain.
In this paper, we propose a Spectrum Scale-Space ap-
proach for handling amplitude spectra at different scales,
yielding a one-parameter family of smoothed spectra which
is parameterized by the scale of the Gaussian kernel. Given
an amplitude spectrum, (u, v), of an image, the SSS is a
family of derived signals Λ(u, v;k) defined by the convolu-
tion of A(u, v) with the series of Gaussian kernels:
two examples of these saliency maps superimposed on one
original image. This saliency map sequence mimics the dy-
namic process of primate attention system. Like what we
sense in daily life, when a person appears before us, we pay
attention to the whole body at first; then pay attention to his
face, head and so on; and then pay attention to his eyes, ears,
mouth or some even detailed parts. During this attention s-
election process, the focus length of our eyes is adjusting
continuously. As what is shown in part D of Fig.9, we tend
to firstly pay attention to the whole head and the hand re-
gions of the man; a moment later, we tend to pay attention
to the eye, ear and mouth of the man. Taking the hand re-
gion for an example, when we first glance at this region, we
see the whole hand because it’s quite salient compared with
the background, however, we will not pay attention tomore
details at this moment; when we have watched this image
for a longer period, our attention will be allocated to more
detailed regions, like his raised thumb, which it’s moredis-
1g(u,v;k)=
2π2 t0 e
−(u2+v2)/(22k−1t2), (8) tinctive compared with the other four fingers, hence attract-ing more attention. The proposed model can locate such a
distinct region successfully.
where k is the scale parameter, k = 1, ..., K. K is de-
termined by the image size: K = log2min X, Y + 1,
where X, Y indicate the height and width of the image;
t0 = 0.5. Thus scale space is defined:
Λ(u,v;k) = (g(., .;k) >A)(u,v). (9)
Fig.9 shows the workflow of the proposed model. The
input image is firstly transformed into frequency domain by
using Fourier Transform, then amplitude and phase spectra
can be obtained; thus a spectrum scale space can be de-
rived according to (9), see part C of Fig.9. From left to
right, the scale of Gaussian kernel, which is used to blur the
amplitude, is increasing. For each layer of the spectrum s-
cale space, combining with the original phase spectrum, a
saliency map can be produced by performing inverse Fouri-
er Transform on the filtered amplitude spectrum. Thus, a se-
quence of saliency maps is produced. Part D of Fig.9 shows
convolution in the spatial domain is equivalent to multiplication in fre-
quency domain. The second case can be summarized as: = f g
= f y g , This implies that convolution in the frequency
domain is equivalent to multiplication in the spatial domain. It is worth-
while noting that both f and g are complex matrices. That is to
say, it in general, convolution is performed between two complex matri-
ces. Ostensibly, the proposed model is quite similar to case 2. Actually,
they are totally different. The proposed model can be summarized as fol-
lows: (f) = f y g , where (f ) represents the
saliency in image f (x, y) (Note that all saliency maps in this paper are
actually given by (f ) 2, as done in [5, 4]). The right side of last equa-
tion implies convolving the amplitude spectrum f with a low pass
Gaussian kernel (This is another form of (5). As we know, both g and
g are low pass Gaussian kernels.) while both phase spectra remain
unchanged. In summary, we can clearly observe the difference between
the proposed model and the Convolution Theorem (case 2). The convolu-
tion in the proposed model is performed between two realmatrices, while
the convolution in case 2 of convolution theory is performed between two
complex matrices.
Figure 9. The work flow of the proposed model. Part A shows the
original image; part B shows the amplitude and phase spectra; part
C shows the Spectrum Scale Space, which is derived from the
original amplitude spectrum convoluted by a series of Gaussian k-
ernels; part D shows the two saliency maps (superimposed on the
original image). These two saliency maps are obtained by per-
forming inverse Fourier Transform on the corresponding filtered
amplitude spectrum and the original phase spectrum. From these
two saliency maps, we find that, the amplitude spectrum filtered
by Gaussian kernel of smaller scale yields larger salient region-
s (larger saliency scale); while the spectrum filtered by Gaussian
kernels of larger scale produces smaller salient regions (more de-
tailed saliency).
Our conclusion is that, detecting salient regions of differ-
ent sizes can be realized easily in frequency domain by sup-
pressing mutual inhibiting patterns at different scales. This
simulates the dynamic process of primate attention mecha-
nism in computational way.
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5. Experiment
In this section, we will evaluate the proposed model both
qualitatively and quantitatively. We apply a database to e-
valuate the proposed model.
In the first experiment, we choose three values σ1,
σ2, σ3(σ1 < σ2 < σ3) as the scales parameter of Gaus-
sian kernels, and three saliency maps can be obtained for
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one image. Thus we can use the three saliencymaps to sim-
ulate the dynamic attentional process. From discussion in
section4,σ1corresponds to the larger scale saliency,andσ3
corresponds to the smaller scale saliency. For each image,
we choose three fixation maps, which correspond to three
respective time slices St1, St2, St3, and t1 < t2 < t3. ti
is the midpoint of time slice Sti. We also have compared
the dynamic attention with the inhibition of return-based
gaze path results[2]. Fig.10 shows the comparison results.
Taking the left-bottom results as an example, in the origi-
nal image, there are two salient objects, a near large yellow
guidepost and a remote person riding on a bicycle. The sec-
ond row of the results shows the saliency maps produced
by our proposed model, in which the large guidepost pops
out first; then the person emerge gradually; at last the per-
son pops out completely, and the design in the guidepost is
also attracting much attention at the same time. Our results
are consistent with human fixation data (row 3). While,
the ”inhibition of return” detects the remote person at first,
and then highlights the guidepost partially.
Similar to the qualitative experiments, we choose two
values σ1, σ2(σ1 < σ2) for the scales of the Gaussian k-
ernel; for each value, the model produces one saliencymap
set, thus we have two saliency map sets, naming σ1, σ2 for
short; for each stimuli, we choose two fixation maps corre-
sponds to two different time slices St1, St2, and t1 < t2;
thus we have two ground truth, naming ttT1, ttT2, respec-
tively.
In the quantitative experiment, we perform cross-
validation to evaluate the performance of the proposed mod-
el. According to the analysis in section4, if the saliency
maps given by the proposed model is consistent with the
fixation data, the σ1 saliency map set are supposed to pre-
dict the ttT 1 better than σ2, while the σ2 saliency map set
should predict the ttT 2 better than σ1. Fig.11 shows the
ROC curves for predicting the ground truth datasets.
6. Conclusions
In this paper, we consider attention selection as a dy-
namic process rather than that described by a single saliency
map. The attention model proposed in this paper is based on
two considerations. First, the mechanism of competing and
mutual inhibition in primate visual system is taken into ac-
count. In this model, instead of modeling the salient regions
using low level features, we model the non-saliency parts in
Figure 11. ROC curves of cross-validation. Left, σ works well
then σ in predicting ttT ; right,σ works well then σ in pre-
dicting ttT ;
the image, which will mutually inhibit each other. We argue
that convolution of the amplitude spectrum in the frequen-
cy domain with a low-pass Gaussian kernel equals saliency
detection in spatial domain. Second, we consider attention
selection as a dynamic process, and such a process is em-
bodied in the proposed model by performing scale space
analysis in the frequency domain. We demonstrate exper-
imentally that the proposed model is capable of predicting
the human dynamic fixation distribution.
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