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BIG TIGHT CLOSURE TEST ELEMENTS FOR
SOME NON-REDUCED EXCELLENT RINGS
RODNEY Y. SHARP
Abstract. This paper is concerned with existence of big tight closure test elements
for a commutative Noetherian ring R of prime characteristic p. Let R◦ denote the
complement in R of the union of the minimal prime ideals of R. A big test element
for R is an element of R◦ which can be used in every tight closure membership
test for every R-module, and not just the finitely generated ones. The main results
of the paper are that, if R is excellent and satisfies condition (R0), and c ∈ R◦ is
such that Rc is Gorenstein and weakly F -regular, then some power of c is a big
test element for R if (i) R is a homomorphic image of an excellent regular ring of
characteristic p for which the Frobenius homomorphism is intersection-flat, or (ii)
R is F -pure, or (iii) R is local. The Gamma construction is not used.
0. Introduction
This paper is concerned with existence of tight closure test elements in certain
(commutative Noetherian) rings of prime characteristic.
Throughout the paper, R will denote a commutative Noetherian ring of prime
characteristic p. We shall only assume that R is local when this is explicitly stated;
then, the notation ‘(R,m)’ will denote that m is the maximal ideal of R. We use R◦
to denote the complement in R of the union of the minimal prime ideals of R. Let
a be a proper ideal of R. For n ∈ N0 (we use N0 (respectively N) to denote the set
of non-negative (respectively positive) integers), the nth Frobenius power a[p
n] of a is
the ideal of R generated by all pnth powers of elements of a.
An element r ∈ R belongs to the tight closure a∗ of a if and only if there exists
c ∈ R◦ such that crpn ∈ a[pn] for all n ≫ 0. We say that a is tightly closed if
a∗ = a. The ring R is said to be weakly F -regular if every ideal of R is tightly closed.
Regular rings of characteristic p are weakly F -regular. The theory of tight closure
was invented by M. Hochster and C. Huneke [11], and many applications have been
found for the theory: see [14] and [15].
The concept of test element plays an important roˆle in the theory. A test element
for ideals for R is an element c′ ∈ R◦ such that, for every ideal b of R and every
r ∈ b∗ it is the case that c′rpn ∈ b[pn] for all n ∈ N0.
We are now going to reformulate the definitions of tight closure and test element
for ideals in terms of the Frobenius skew polynomial ring. We shall always denote by
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f : R −→ R the Frobenius homomorphism, for which f(r) = rp for all r ∈ R. The
Frobenius skew polynomial ring over R is the skew polynomial ring R[x, f ] associated
to R and f in the indeterminate x over R. Recall that R[x, f ] is, as a left R-module,
freely generated by (xi)i∈N0 , and so consists of all polynomials
∑n
i=0 rix
i, where n ∈ N0
and r0, . . . , rn ∈ R; however, its multiplication is subject to the rule xr = f(r)x = rpx
for all r ∈ R. Note that R[x, f ] can be considered as a positively-graded ring R[x, f ] =⊕∞
n=0R[x, f ]n, with R[x, f ]n = Rx
n for n ∈ N0. If we endow Rxn with its natural
structure as an (R,R)-bimodule (inherited from its being a graded component of
R[x, f ]), then Rxn is isomorphic (as (R,R)-bimodule) to R viewed as a left R-module
in the natural way and as a right R-module via fn, the nth iterate of the Frobenius
ring homomorphism.
Now R[x, f ]⊗R (R/a) can be viewed as an N0-graded left R[x, f ]-module
R[x, f ]⊗R (R/a) =
⊕
n∈N0
Rxn ⊗R (R/a)
in a natural way: for r, r′ ∈ R and j ∈ N0, we have x(rxj⊗(r′+a)) = xrxj⊗(r′+a) =
rpxj+1 ⊗ (r′ + a). Since the R-module Rxn ⊗R (R/a) (for n ∈ N0) is isomorphic to
R/a[p
n], we can reformulate the definitions of tight closure and test element for ideals
in the following ways. An element r ∈ R belongs to the tight closure a∗ of a if and
only if there exists c ∈ R◦ such that, in the left R[x, f ]-module R[x, f ]⊗R (R/a), the
element 1 ⊗ (r + a) ∈ (R[x, f ] ⊗R (R/a))0 is annihilated by cxn for all n ≫ 0, while
a test element for ideals for R is an element c′ ∈ R◦ such that, for every ideal b of R
and every r ∈ b∗, the element 1⊗ (r+ b) ∈ (R[x, f ]⊗R (R/b))0 is annihilated by c′xn
for all n ∈ N0.
Let L andM be R-modules and letK be a submodule of L. Again there is a natural
structure as N0-graded left R[x, f ]-module on R[x, f ] ⊗R M =
⊕
n∈N0
(Rxn ⊗R M).
An element m ∈ M belongs to 0∗M , the tight closure of the zero submodule in M ,
if and only if there exists c ∈ R◦ such that the element 1 ⊗ m ∈ (R[x, f ] ⊗R M)0
is annihilated by cxj for all j ≫ 0: see Hochster–Huneke [11, §8]. (Incidentally, in
discussions of this type, we shall often tacitly identify
(R[x, f ]⊗R M)0 = Rx0 ⊗R M = R⊗R M
with M in the obvious way.) Furthermore, the tight closure K∗L of K in L is the
inverse image, under the natural epimorphism L −→ L/K, of 0∗L/K , the tight closure
of 0 in L/K. In general, we have K ⊆ K∗L; we say that K is tightly closed in L if
K = K∗L, that is, if and only if 0
∗
L/K = 0.
A test element for modules for R is an element c′ ∈ R◦ such that, for every finitely
generated R-module M and every j ∈ N0, the element c′xj annihilates 1 ⊗ m ∈
(R[x, f ] ⊗R M)0 for every m ∈ 0∗M . Note that a test element for ideals for R is
an element c′ ∈ R◦ such that, for every cyclic R-module M and every j ∈ N0, the
element c′xj annihilates 1 ⊗ m ∈ (R[x, f ] ⊗R M)0 for every m ∈ 0∗M . Recall that a
commutative ring is said to be reduced if it has no non-zero nilpotent element. When
R is reduced and excellent, the concepts of test element for modules and test element
for ideals for R coincide: see [11, Discussion (8.6) and Proposition (8.15)].
A big test element for R is defined to be an element c ∈ R◦ such that, for every
R-module M and every j ∈ N0, the element cxj annihilates 1⊗m ∈ (R[x, f ]⊗RM)0
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for every m ∈ 0∗M . A big test element c for R is said to be a locally stable (respectively,
completely stable) big test element for R if and only if, for every p ∈ Spec(R), the
natural image c/1 of c in Rp (respectively, R̂p) is a big test element forRp (respectively,
for R̂p).
We note here that the definition of F -purity can be formulated in terms of left
modules over the Frobenius skew polynomial ring: R is F -pure if, for each R-module
N , the map ψN : N −→ Rx⊗R N for which ψN(g) = x⊗ g for all g ∈ N is injective.
It has been generally accepted that the best known results about the existence
of test elements are those of Hochster–Huneke in [12, §6]. Here is one of their re-
sults. (For c ∈ R, we denote by Rc the ring of fractions of R with respect to the
multiplicatively closed set consisting of the powers of c.)
0.1. Theorem (M. Hochster and C. Huneke [12, Theorem (6.1)(b)]). (See also [14, p.
18].) A reduced algebra R of finite type over an excellent local ring of characteristic
p has a test element for modules.
In fact, if c ∈ R◦ is such that Rc is Gorenstein and weakly F -regular (and, in
particular, if c ∈ R◦ is such that Rc is regular), then some power of c is a test
element for modules for R.
However, it is also generally accepted that the proof of the above theorem in [12] is
quite difficult, because it depends on the so-called ‘Gamma construction’ of [12, §6].
In [15, p. 201], in his discussion of test elements, Huneke writes as follows. ‘Of
course, the best theorem [about test elements] one wants is one which says that if R
is reduced (and excellent, perhaps) and if [c ∈ R◦ is such that] Rc is weakly F -regular,
then c has a power which is a test element. This is an open question.’
This paper and paper [30] arose from attempts to make some progress on that open
question, and also, at the same time, to attempt to provide proofs about existence
of test elements that do not use the Gamma construction. The main result of [30] is
the following.
0.2. Theorem (R. Y. Sharp [30, Theorem 4.16]). If R is F -pure and excellent (but
not necessarily local), then R has a big test element.
In fact, if c ∈ R◦ is such that Rc is regular, then c itself is a big test element for R.
The method of proof of Theorem 0.2 in [30] can avoid use of the Gamma construc-
tion; the methods of [30] use the theory of graded annihilators of left modules over
the Frobenius skew polynomial ring developed in [28].
The main results of this paper establish the existence of big test elements for certain
excellent rings that satisfy the condition (R0). Recall that R is said to satisfy the
condition (R0) if and only if Rp is a field for every minimal prime ideal p of R, or,
equivalently, if all the primary components corresponding to minimal prime ideals of
the zero ideal of R are prime. The main result of this paper in the local case is the
following.
Theorem. Suppose that (R,m) is excellent and local, and satisfies the condition (R0).
Then R has a big test element.
In fact, for each c ∈ R◦ for which Rc is Gorenstein and weakly F -regular, some
power of c is a big test element for R.
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This result is presented in Theorem 8.4 below. The preparatory Theorem 7.5
establishes that, for an excellent local R satisfying (R0), if c
′ ∈ R◦ is such that Rc′ is
regular, then some power of c′ is a big test element for R; the latter theorem is used
in §8 to produce a test element that enables one to show, without use of the Gamma
construction, that if Rc is Gorenstein and weakly F -regular, then R̂c is Gorenstein
and weakly F -regular too; the proof of Theorem 8.4 can then be completed.
Theorem 8.4 is not covered by the Hochster–Huneke Theorem 0.1 mentioned above
because, firstly, it establishes the existence of test elements in an excellent local ring
(of characteristic p) which satisfies the condition (R0), and such a ring need not be
reduced, and, secondly, it asserts the existence of big test elements. However, with
reference to this second point, although [12, Theorem (6.1)(b)] does not mention big
test elements, there is a version of the Hochster–Huneke Theorem stated on page 132
of a manuscript (from a lecture course) entitled ‘Foundations of tight closure theory’
on Hochster’s homepage at
http://www.math.lsa.umich.edu/~hochster/711F07/fndtc.pdf
and that version indicates that Hochster and Huneke are aware that their methods
yield big test elements.
Some comments about the hypothesis that R satisfies the condition (R0) (in The-
orem 8.4) are in order, because part of the ‘folklore’ that has grown up around tight
closure is the statement that ‘if R has a test element, then it must be reduced’: see
[14, p. 20], [15, p. 201] and [20, p. 3152]. In fact, this statement is not true, as the
following example shows.
0.3. Example. Let S be the ring of formal power series F2[[W,Y ]] over the field F2
of two elements, and set a := (W 2,WY ) and R := S/a. Note that R is not reduced.
We show that the natural image y of Y in R is a test element for ideals for R.
Let w denote the natural image of W in R. Each element of R can be uniquely
written in the form βw +
∑∞
i=0 αiy
i where β, α0, α1, α2, . . . ∈ F2. It follows easily
that the nilradical n of R is Rw, and that R/n = R/Rw ∼= F2[[Z]] (where Z is a
new variable), a regular local ring. Therefore each ideal of R/n is tightly closed. A
consequence is that, for each ideal b of R, we have b∗ = b + Rw. Thus, in order to
show that y is a test element for ideals for R, it is sufficient to show that, for each
ideal b of R that does not contain w, we have yw2
n ∈ b[2n] for all n ∈ N0. However,
this is obvious, because yw = 0.
The lemma below shows that if R has a test element for ideals, then it satisfies the
condition (R0). This condition is weaker than ‘R is reduced’.
0.4. Lemma. If R has a test element c for ideals, then R satisfies the condition (R0).
Proof. Let 0 =
⋂h+t
i=1 qi be a minimal primary decomposition for the zero ideal of R,
with
√
qi = pi for all i = 1, . . . , h + t, where the numbering is such that p1, . . . , ph
are the minimal prime ideals of 0 and ph+1, . . . , ph+t are the embedded prime ideals
of 0. (Of course, t could be zero.) Now the nilradical n of R is contained in the tight
closure of every ideal of R, including 0∗. Let r ∈ n. Since c is a test element for ideals
for R, we have crp
n ∈ 0[pn] = 0 for all n ∈ N0. In particular, cr ∈ 0 =
⋂h+t
i=1 qi. But c ∈
R◦ = R \⋃hi=1 pi. Therefore r ∈ ⋂hi=1 qi. It thus follows that n = ⋂hi=1 pi ⊆ ⋂hi=1 qi.
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The reverse inclusion is obvious. We then conclude from the uniqueness theorems for
primary decomposition that qi = pi for all i = 1, . . . , h. 
As mentioned above, one of the main results, Theorem 8.4, of this paper will show
that, if R is an excellent local ring which satisfies the condition (R0), then R has a
test element for ideals.
Establishment of the existence of test elements for R in the case where it is not
local (but is excellent and satisfies condition (R0)) appears to present additional hur-
dles. The main result of this paper in the not-necessarily-local case concerns the
situation where R is a homomorphic image of an excellent regular ring S of charac-
teristic p for which the Frobenius homomorphism f : S −→ S is ‘intersection flat’
(see [12, p. 41] or Definitions 9.1 for the definition of this concept). Examples of
regular rings of characteristic p for which the Frobenius homomorphism is intersec-
tion flat include K[X1, . . . , Xn] and K[[X1, . . . , Xn]], where K is a field of charac-
teristic p and X1, . . . , Xn are indeterminates, and K[[X1, . . . , Xn]][Y1, . . . , Ym], where
X1, . . . , Xn, Y1, . . . , Ym are independent indeterminates and the field K of character-
istic p is such that K1/p is a finite extension of K.
The following result is presented in Theorem 10.2 below.
Theorem. Suppose that R is a homomorphic image S/a of an excellent regular
ring S of characteristic p modulo a proper ideal a, and assume that f : S −→ S is
intersection-flat and that R satisfies condition (R0). Then for each c ∈ R◦ for which
Rc is Gorenstein and weakly F -regular, some power of c is a big test element for R.
This result is not covered by the Hochster–Huneke Theorem 0.1 because it applies
to rings (of a certain type) that satisfy condition (R0) and it asserts the existence
of big test elements (although, as mentioned earlier, Hochster and Huneke are aware
that their methods yield big test elements). The following corollary (presented below
as Corollary 10.4) extends the applicability of the circle of ideas underlying Theorem
10.2.
Corollary. Suppose that R ⊆ R′ is a faithfully flat extension of excellent rings of
characteristic p such that all the fibre rings of the inclusion ring homomorphism are
regular, and such that R′ is a homomorphic image of an excellent regular ring S of
characteristic p for which the Frobenius homomorphism f : S −→ S is intersection-
flat.
Suppose that R satisfies condition (R0). Then for each c ∈ R◦ for which Rc is
Gorenstein and weakly F -regular, some power of c is a big test element for R.
The following strengthening of Theorem 0.2 is another new result in the not-
necessarily-local case that is presented in this paper (in Corollary 8.6).
Theorem. Suppose that R is excellent and F -pure (but not necessary local), and that
c ∈ R◦ is such that Rc is Gorenstein and weakly F -regular. Then c itself is a big test
element for R.
The methods used in this paper are based on the theory of left R[x, f ]-modules
and present an approach to questions about existence of test elements that is very
different from that of Hochster and Huneke in [12]. Indeed, one of the main aims of
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this paper is to provide arguments that establish the existence of big test elements
without use of the Gamma construction.
I would like to thank the referee for several very helpful comments.
1. Annihilators of internal tight closures of zero
The notation and terminology introduced in §0 will be maintained throughout the
paper.
1.1. Notation. Throughout the paper, H will denote a left R[x, f ]-module; its x-
torsion submodule is its R[x, f ]-submodule
Γx(H) := {h ∈ H : there exists n ∈ N0 such that xnh = 0} .
We shall denote the left R[x, f ]-module H/Γx(H) by G. Note that G is x-torsion-free,
that is, Γx(G) = 0.
The graded two-sided ideals of R[x, f ] are precisely the subsets of the form⊕
n∈N0
anx
n,
where (an)n∈N0 is an ascending sequence of ideals of R. (Of course, such a sequence
a0 ⊆ a1 ⊆ · · · ⊆ an ⊆ · · · is eventually stationary.) An R[x, f ]-submodule of H is
said to be a special annihilator submodule of H if it has the form
annH(A) = {h ∈ H : θh = 0 for all θ ∈ A}
for some graded two-sided ideal A of R[x, f ].
We shall use A(H) to denote the set of special annihilator submodules of H .
The graded annihilator gr-annR[x,f ]H of H is defined to be the largest graded two-
sided ideal of R[x, f ] that annihilates H . Note that, if gr-annR[x,f ]H =
⊕
n∈N0
anx
n,
then a0 = (0 :R H), which we shall sometimes refer to as the R-annihilator of H.
We shall use I(H) to denote the set of R-annihilators of R[x, f ]-submodules of H .
We now recall some satisfactory properties of the set I(H) in the case where H is
x-torsion-free, that is, when H = G.
1.2. Reminders. Consider the x-torsion-free left R[x, f ]-module G.
(i) By [28, Lemma 1.9], the members of I(G) are all radical ideals of R; they
are referred to as the G-special R-ideals ; in fact, the graded annihilator of an
R[x, f ]-submodule L of G is equal to
⊕
n∈N0
axn, where a = (0 :R L).
(ii) By [28, Proposition 1.11], there is an order-reversing bijection, Θ : A(G) −→
I(G) given by
Θ : N 7−→ (gr-annR[x,f ]N) ∩R = (0 :R N).
The inverse bijection, Θ−1 : I(G) −→ A(G), also order-reversing, is given by
Θ−1 : b 7−→ annG(bR[x, f ]).
(iii) By [28, Corollary 3.7], the set of G-special R-ideals is precisely the set of
all finite intersections of prime G-special R-ideals (provided one includes the
empty intersection, R, which corresponds under the bijection of part (ii) to
the zero special annihilator submodule of G). In symbols,
I(G) = {p1 ∩ . . . ∩ pt : t ∈ N0 and p1, . . . , pt ∈ I(G) ∩ Spec(R)} .
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(iv) By [28, Corollary 3.11], when G is Artinian as an R-module, the sets I(G)
and A(G) are both finite.
1.3. Notation. We define M(G), for the x-torsion-free left R[x, f ]-module G, to be
the set of minimal members (with respect to inclusion) of the set
{p ∈ Spec(R) ∩ I(G) : ht p > 0}
of prime G-special R ideals of positive height.
When M(G) is finite, we shall set b := ⋂p∈M(G) p; in that case, it follows from
1.2(iii) that b is the smallest member of I(G) of positive height (and, in particular,
b is contained in every other member of I(G) of positive height). (In the special case
where M(G) = ∅, we interpret b as R, the intersection of the empty family of prime
ideals of R. We adopt the convention that the improper ideal R has infinite (and
positive) height.)
In this section we shall explore the concept of the internal tight closure of zero in
the left R[x, f ]-module H , defined as follows.
1.4. Definition. We define the internal tight closure of zero in H, denoted ∆(H) (or
∆R(H) when it is desirable to emphasize the underlying ring R), to be the R[x, f ]-
submodule of H given by
∆(H) = {h ∈ H : there exists c ∈ R◦ with cxnh = 0 for all n≫ 0} .
Note that if the left R[x, f ]-module H is Z-graded, then ∆(H) is a graded submodule.
Connections between internal tight closures of zero and tight closures are given in
the following two examples.
1.5. Example. Let M be an R-module and let h, n ∈ N0. Endow Rxn and Rxh
with their natural structures as (R,R)-bimodules (inherited from their being graded
components of R[x, f ]). Then there is an isomorphism of (left) R-modules φ :
Rxn+h ⊗RM
∼=−→ Rxn ⊗R (Rxh ⊗RM) for which φ(rxn+h⊗m) = rxn ⊗ (xh ⊗m) for
all r ∈ R and m ∈M .
One can use isomorphisms like that described in the above paragraph to see that
∆(R[x, f ]⊗R M) = 0∗M ⊕ 0∗Rx⊗RM ⊕ · · · ⊕ 0∗Rxn⊗RM ⊕ · · · .
1.6. Example. Suppose that (R,m) is local of dimension d > 0, and endow the local
cohomology module H ′ := Hdm(R) with its natural structure as a left R[x, f ]-module
(see [28, Reminder 4.1], for example). Then ∆(H ′) = 0∗H′, by [28, Remark 4.2(iv)].
1.7. Remark. Motivated by tight closure theory, we shall be interested in situations
where the ideal (0 :R ∆(H)) has positive height. In this context, it should be noted
that an ideal a of R has positive height if and only if it meets R◦, and then it can be
generated by (finitely many) elements of a ∩ R◦.
1.8. Remark. If A =
⊕
n∈N0
anx
n is a graded two-sided ideal of R[x, f ], so that
a0 ⊆ a1 ⊆ · · · ⊆ an ⊆ · · ·
is an ascending chain of ideals of R, and ht at > 0 for some t ∈ N0, then annH(A) ⊆
∆(H) because there exists c ∈ at∩R◦, so that each element of annH(A) is annihilated
by cxj for all j ≥ t.
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1.9. Remark. Note that
Γx(H) = {h ∈ H : there exists n ∈ N0 with xnh = 0}
= {h ∈ H : 1xnh = 0 for all n≫ 0} ⊆ ∆(H).
Therefore (0 :R ∆(H)) ⊆ (0 :R Γx(H)).
1.10. Lemma. Let gr-annR[x,f ](∆(H)) :=
⊕
n∈N0
dnx
n, so that d0 = (0 :R ∆(H)).
Suppose that ht dn0 > 0 for some n0 ∈ N0. Then ∆(H) = annH(
⊕
n≥n0
dn0x
n) =
annH(
⊕
n≥n0
dnx
n). In particular, if ht d0 > 0, then
∆(H) = annH(d0R[x, f ]) = annH(
⊕
n∈N0
dnx
n).
Note. It should be noted that, in the case where ht d0 > 0, it is not being claimed in
this lemma that dn = d0 for all n ∈ N0: recall that H need not be x-torsion-free.
Proof. Since dn ⊆ dn+1 for all n ∈ N0, it is clear that
∆(H) ⊆ annH(
⊕
n≥n0
dnx
n) ⊆ annH(
⊕
n≥n0
dn0x
n)).
However, since ht dn0 > 0, it follows from Remark 1.8 that annH(
⊕
n≥n0
dn0x
n) ⊆
∆(H). 
1.11. Lemma. Recall that G := H/Γx(H) and, from Remark 1.9, that Γx(H) ⊆
∆(H). Assume that ht(0 :R Γx(H)) > 0. Then ∆(H)/Γx(H) = ∆(G).
Proof. It is clear that, in any event, ∆(H)/Γx(H) ⊆ ∆(H/Γx(H)). To prove the
reverse inclusion, let h ∈ H be such that h+Γx(H) ∈ ∆(H/Γx(H)), so that there exist
c ∈ R◦ and n0 ∈ N0 such that cxn(h+Γx(H)) = 0 for all n ≥ n0. Thus cxnh ∈ Γx(H)
for all n ≥ n0. There exists r ∈ R◦∩ (0 :R Γx(H)); therefore rcxnh = 0 for all n ≥ n0;
since rc ∈ R◦, we have h ∈ ∆(H). It follows that ∆(H)/Γx(H) = ∆(H/Γx(H)). 
1.12. Lemma. Consider the x-torsion-free left R[x, f ]-module G. If M(G) (see 1.3)
is finite, then ∆(G) = annG(bR[f, x]), where b :=
⋂
p∈M(G) p.
Proof. Since M(G) is finite, b is the smallest member of I(G) of positive height. By
Remark 1.8, we have annG(bR[x, f ]) ⊆ ∆(G). Let g ∈ ∆(G), so that there exist c′ ∈
R◦ and n0 ∈ N0 such that c′xng = 0 for all n ≥ n0. Thus g ∈ annG(
⊕
n≥n0
Rc′xn) =:
J , a special annihilator submodule of G. Let b′ be the G-special R-ideal that cor-
responds to this special annihilator submodule (in the bijective correspondence of
1.2(ii)). Since
⊕
n≥n0
Rc′xn ⊆ gr-annR[x,f ] J = b′R[x, f ], we have c′ ∈ b′, so that
ht b′ > 0. Therefore b′ ⊇ b, and g ∈ J = annG(b′R[x, f ]) ⊆ annG(bR[x, f ]). There-
fore ∆(G) ⊆ annG(bR[x, f ]). We conclude that ∆(G) = annG(bR[x, f ]). 
1.13. Theorem. Use the notation of 1.1: recall that G = H/Γx(H). The following
statements are equivalent:
(i) ht(0 :R ∆(H)) > 0;
(ii) ht(0 :R Γx(H)) > 0 and ht(0 :R ∆(G)) > 0;
(iii) ht(0 :R Γx(H)) > 0 and M(G) is finite.
When these conditions are satisfied, (0 :R ∆(G)) = b :=
⋂
p∈M(G) p and
(0 :R ∆(G))(0 :R Γx(H)) ⊆ (0 :R ∆(H)) ⊆ (0 :R ∆(G)) ∩ (0 :R Γx(H)).
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Consequently, if n ∈ N0 is such that
(√
(0 :R Γx(H))
)n
⊆ (0 :R Γx(H)), then(√
(0 :R ∆(H))
)n+1
⊆ (0 :R ∆(H)).
Proof. (i) ⇒ (ii) Assume that ht(0 :R ∆(H)) > 0. Now (0 :R ∆(H)) ⊆ (0 :R Γx(H))
by Remark 1.9, so that ht(0 :R Γx(H)) > 0. By Lemma 1.11, we have
∆(H)/Γx(H) = ∆(G).
Therefore (0 :R ∆(H)) ⊆ (0 :R Γx(H))∩ (0 :R ∆(G)). It follows that ht(0 :R ∆(G)) ≥
ht(0 :R ∆(H)) > 0.
(ii) ⇒ (iii) Assume that ht(0 :R Γx(H)) > 0 and ht(0 :R ∆(G)) > 0, and set
c := (0 :R ∆(G)). Since G is x-torsion-free and ∆(G) is an R[x, f ]-submodule of G, it
follows from 1.2(i) that c is radical and gr-annR[x,f ]∆(G) = cR[x, f ]. Since ht c > 0,
we have annG(cR[x, f ]) = ∆(G) by Lemma 1.10. Note that c ∈ I(G).
If c = R, then ∆(G) = 0, so that M(G) is empty because a p ∈ I(G) ∩ Spec(R)
with ht p > 0 must (by Remark 1.8) satisfy annG(pR[x, f ]) ⊆ ∆(G) = 0, and this
leads to a contradiction to 1.2(ii). We therefore suppose that c 6= R.
Let c = p1 ∩ · · · ∩ pt be the minimal primary decomposition of the (radical) ideal c.
By [28, Theorem 3.6 and Corollary 3.7], the prime ideals p1, . . . , pt all belong to I(G);
they all have positive height. Since Spec(R) satisfies the descending chain condition,
each member of {p′ ∈ Spec(R) ∩ I(G) : ht p′ > 0} contains a member of M(G). In
particular, each of p1, . . . , pt contains a member of M(G).
Now let p ∈ M(G). We use Remark 1.8 to see that annG(pR[x, f ]) ⊆ ∆(G) =
annG(cR[x, f ]). It now follows from the inclusion-reversing bijective correspondence
of 1.2(ii) that p ⊇ c, so that p contains one of p1, . . . , pt. We can therefore conclude
that p1, . . . , pt are precisely the minimal members of {p ∈ I(G)∩Spec(R) : ht p > 0}.
Therefore M(G) is finite.
(iii) ⇒ (i) Assume that ht(0 :R Γx(H)) > 0 and that M(G) is finite. It follows
from 1.3 that b :=
⋂
p∈M(G) p is the smallest member of {h ∈ I(G) : ht h > 0} and
Lemma 1.12 shows that ∆(G) = annG(bR[x, f ]). Therefore (0 :R ∆(G)) = b has
positive height. Lemma 1.11 shows that ∆(H)/Γx(H) = ∆(G), so that
(0 :R Γx(H))(0 :R ∆(G)) ⊆ (0 :R ∆(H)).
Since ht(0 :R Γx(H)) > 0 and ht(0 :R ∆(G)) > 0, we see that ht(0 :R ∆(H)) > 0.
It follows from what we have already established in this proof that if the conditions
(i), (ii) and (iii) are satisfied, then (0 :R ∆(G)) = b :=
⋂
p∈M(H) p and
(0 :R ∆(G))(0 :R Γx(H)) ⊆ (0 :R ∆(H)) ⊆ (0 :R ∆(G)) ∩ (0 :R Γx(H)).
Finally, suppose that n ∈ N is such that
(√
(0 :R Γx(H))
)n
⊆ (0 :R Γx(H)). Then(√
(0 :R ∆(H))
)n+1
=
√
(0 :R ∆(H))
(√
(0 :R ∆(H))
)n
⊆
√
(0 :R ∆(G))
(√
(0 :R Γx(H))
)n
⊆ (0 :R ∆(G))(0 :R Γx(H)) ⊆ (0 :R ∆(H))
because (0 :R ∆(G)) is a radical ideal. 
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1.14. Corollary. Use the notation of 1.1 and suppose that H is Artinian as an R-
module. Then ht(0 :R ∆(H)) > 0 if and only if ht(0 :R Γx(H)) > 0.
Proof. Since H is Artinian as an R-module, so too is G. Therefore I(G) is finite, by
1.2(iv). It follows that M(G) is automatically finite, and so the claim follows from
the equivalence of (i) and (iii) in Theorem 1.13. 
In the case where (R,m) is local and complete and satisfies the condition (R0), we
shall use Corollary 1.14 in §§3,7 in order to produce a left R[x, f ]-module structure
on the injective envelope E of the simple R-module for which ht(0 :R ∆(E)) > 0: the
corollary shows that it is enough for us to arrange that ht(0 :R Γx(E)) > 0.
2. Invariance of the ideal (0 :R ∆(H))
For reasons related to tight closure, we are going to be interested in left R[x, f ]-
modules H that satisfy the three equivalent conditions of Theorem 1.13. We shall
wish to perform various operations and constructions on such Hs, and the purpose
of this section is to show that the operations we have in mind do not destroy the
properties described in 1.13(i),(ii),(iii). The key point is that the ideal (0 :R ∆(H))
is left unchanged by the operations.
2.1. Example. Use the notation of 1.1. For all n ∈ N0, set Hn := H . Then the
R-module H˜ :=
⊕
n∈N0
Hn has a natural structure as a graded left R[x, f ]-module
under which the result of multiplying hn ∈ Hn = H on the left by x is the element
xhn ∈ Hn+1 = H . We refer to H˜ as the graded companion of H .
It is easy to check that ∆(H˜) = ∆˜(H), so that (0 :R ∆(H˜)) = (0 :R ∆(H)), that
Γx(H˜) = Γ˜x(H), so that (0 :R Γx(H˜)) = (0 :R Γx(H)), and that, if A is a graded
two-sided ideal of R[x, f ], then (0 :R annH˜ A) = (0 :R annH A).
2.2. Example. Let (H(λ))λ∈Λ be a non-empty family of Z-graded left R[x, f ]-modules,
with gradings given by H(λ) =
⊕
n∈ZH
(λ)
n for each λ ∈ Λ. The R-module∏
λ∈Λ
′
H(λ) :=
⊕
n∈Z
(∏
λ∈Λ
H(λ)n
)
is a (Z-graded) left R[x, f ]-module in which
x
(
h(λ)n
)
λ∈Λ
=
(
xh(λ)n
)
λ∈Λ
∈
∏
λ∈Λ
H
(λ)
n+1 for all
(
h(λ)n
)
λ∈Λ
∈
∏
λ∈Λ
H(λ)n .
See [29, Lemma 2.1]. In this paper, we shall refer to
∏′
λ∈ΛH
(λ) as the graded product
of the H(λ).
It is routine to check that, if there is an ideal d0 of R such that (0 :R ∆(H
(λ))) = d0
for all λ ∈ Λ, then (0 :R ∆ (∏′λ∈ΛH(λ))) = d0. Also, if there is an ideal a0 of R such
that (0 :R Γx(H
(λ))) = a0 for all λ ∈ Λ, then
(
0 :R Γx
(∏′
λ∈ΛH
(λ)
))
= a0.
Let A be a graded two-sided ideal of R[x, f ]. If there is an ideal b0 of R such that
(0 :R annH(λ) A) = b0 for all λ ∈ Λ, then
(
0 :R ann∏′
λ∈ΛH
(λ) A
)
= b0 (by [29, Remark
2.2]).
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2.3. Example. Let H =
⊕
n∈ZHn be a Z-graded left R[x, f ]-module and let t ∈ Z.
The result of application of the tth shift functor to H is H(t) =
⊕
n∈ZH(t)n, where
H(t)n = Ht+n for all n ∈ Z. It is clear that ∆(H(t)) = ∆(H)(t), so that
(0 :R ∆(H(t))) = (0 :R ∆(H)),
and similarly that (0 :R Γx(H(t))) = (0 :R Γx(H)), and that, for a graded two-sided
ideal A of R[x, f ], we have (0 :R annH(t) A) = (0 :R annH A).
The next proposition is concerned with an h-place extension of a graded left R[x, f ]-
module W :=
⊕
n≥bWn, where b, h ∈ N. The definition of this concept is given
in [30, Definition 4.5], but we recall it here. Let (gi)i∈I be a family of arbitrary
elements of Wb, and let V denote the free R-module
⊕
i∈I Ri (where Ri = R for all
i ∈ I); also, let f : V −→ V be the Frobenius map for which f((ri)i∈I) = (rpi )i∈I
for all (ri)i∈I ∈ V , and set K :=
{
(ri)i∈I ∈ V :
∑
i∈I rigi = 0
}
. The h-place extension
exten(W ; (gi)i∈I ; h) of W by (gi)i∈I is the graded left R[x, f ]-module(
V/f−h(K)
)⊕ · · · ⊕ (V/f−1(K))⊕Wb ⊕ · · · ⊕Wt ⊕ · · ·
which has W as a graded R[x, f ]-submodule and is such that
x((ri)i∈I + f
−1(K)) =
∑
i∈I r
p
i gi for all (ri)i∈I ∈ V
and x(v + f−j(K)) = f(v) + f−(j−1)(K) for all v ∈ V and j = h, h− 1, . . . , 2.
We shall now examine what happens to the ideals (0 :R ∆(W )), (0 :R Γx(W )) and
(0 :R annW A), where A is a graded two-sided ideal of R[x, f ], when we pass from W
to the h-place extension exten(W ; (gi)i∈I ; h).
2.4. Proposition. Let the notation be as in the above two paragraphs. Then
(i) (0 :R ∆(exten(W ; (gi)i∈I ; h))) = (0 :R ∆(W )),
(ii) (0 :R Γx(exten(W ; (gi)i∈I ; h))) = (0 :R Γx(W )), and
(iii) (0 :R annexten(W ;(gi)i∈I ;h)A) = (0 :R annW A) for each graded two-sided ideal A
of R[x, f ].
Proof. We can construct the h-place extension exten(W ; (gi)i∈I ; h) of W by a sequence
of h 1-place extensions. See [30, Definition 4.5]. Thus it is enough to prove this result
in the case where h = 1, and this is what we shall do. Set W ′ := exten(W ; (gi)i∈I ; 1).
For n ∈ Z, we shall denote the nth component of a Z-graded left R[x, f ]-module G
by Gn. We begin by showing that if L
′ =
⊕
n≥b−1 L
′
n is a graded R[x, f ]-submodule of
W ′ and L :=
⊕
n≥bL
′
n, then (0 :R L
′) = (0 :R L). It is clear that (0 :R L
′) ⊆ (0 :R L),
because L is an R[x, f ]-submodule of L′. Let a ∈ (0 :R L); then aL′n = 0 for all n ≥ b,
and we now show that aL′b−1 = 0 also. Let w ∈ L′b−1, so that w = (ri)i∈I+f−1(K) for
some (ri)i∈I ∈ V . Then xw ∈ L′b ⊆ L, so that axw = 0; therefore xaw = apxw = 0,
so that
∑
i∈I a
prpi gi = 0. Therefore (ari)i∈I ∈ f−1(K) and aw = 0. It follows that
(0 :R L
′) ⊇ (0 :R L), so that (0 :R L′) = (0 :R L).
(i) If we choose L′ in the above paragraph to be the graded R[x, f ]-submodule
∆(W ′) of W ′, then L becomes ∆(W ), and the paragraph shows that (0 :R ∆(W )) =
(0 :R ∆(W
′)) = (0 :R ∆(exten(W ; (gi)i∈I ; 1))).
(ii) Similarly, if we choose L′ in the second paragraph of this proof to be the graded
R[x, f ]-submodule Γx(W
′) of W ′, then L becomes Γx(W ), and the paragraph shows
that (0 :R Γx(W )) = (0 :R Γx(W
′)) = (0 :R Γx(exten(W ; (gi)i∈I ; 1))).
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(iii) If we choose L′ in the second paragraph of this proof to be the graded R[x, f ]-
submodule annW ′ A of W
′, then L becomes annW A, and the paragraph shows that
(0 :R annW A) = (0 :R annW ′ A) = (0 :R annexten(W ;(gi)i∈I ;1)A). 
We adopt the convention that a graded left R[x, f ]-moduleW as above is considered
as a 0-place extension of itself.
3. An embedding theorem
In this section we shall present an embedding theorem that is similar to, but dif-
ferent from, the embedding theorems of [30, §4]. Here we base the argument on the
direct product of a family of copies of an injective cogenerator of R, and this approach
facilitates a more rapid development than that in [30, §4]. Recall that an injective
cogenerator of R is an injective R-module E with the property that, for every R-
module M and every non-zero element m ∈ M , there exists an R-homomorphism
φ : M −→ E such that φ(m) 6= 0. As R is Noetherian, ⊕m∈Max(R)ER(R/m), where
Max(R) denotes the set of maximal ideals of R, is one injective cogenerator of R.
3.1. Lemma. Let E be an injective cogenerator of R. Assume that there exists an
N0-graded left R[x, f ]-module H =
⊕
n∈N0
Hn such that H0 is R-isomorphic to E.
Let M be a non-zero R-module, and let J :=M \ {0}, the set of non-zero elements
of M . For each j ∈ J , set H(j) := H. Then there exists a homogeneous R[x, f ]-
homomorphism
λ : R[x, f ]⊗R M −→
∏
j∈J
′
H(j) =: L
such that its component λ0 of degree zero is a monomorphism.
Proof. Let J := M \ {0}. For each m ∈ J there exists an R-homomorphism φm :
M −→ E such that φm(m) 6= 0. Define λ0 :M −→ L0 by λ0(g) = (φm(g))m∈J for all
g ∈ M . Then λ0 is an R-monomorphism. (This argument is taken from the proof of
Sharpe and Va´mos in [32, Proposition 2.25].)
We can then define, for each n ∈ N, an R-homomorphism λn : Rxn ⊗R M −→ Ln
for which λn(rx
n⊗m) = rxnλ0(m) for all r ∈ R and all m ∈M . It is straightforward
to check that the λn (n ∈ N0) provide a homogeneous R[x, f ]-homomorphism as
claimed. 
3.2. Theorem. Let E be an injective cogenerator of R. Assume that there exists an
N0-graded left R[x, f ]-module H =
⊕
n∈N0
Hn such that H0 is R-isomorphic to E. Let
A be a graded two-sided ideal of R[x, f ].
Let M be an R-module. Then there is a family
(
L(n)
)
n∈N0
of N0-graded left R[x, f ]-
modules, where L(n) is an n-place extension of the −nth shift of a graded product
of copies of H (for each n ∈ N0), for which there exists a homogeneous R[x, f ]-
monomorphism
ν : R[x, f ]⊗R M =
⊕
i∈N0
(Rxi ⊗R M) −→
∏
n∈N0
′
L(n) =: K.
Consequently
(i) (0 :R Γx(H)) = (0 :R Γx(K)) ⊆ (0 :R Γx(R[x, f ]⊗R M));
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(ii) (0 :R ∆(H)) = (0 :R ∆(K)) ⊆ (0 :R ∆(R[x, f ]⊗R M));
(iii) (0 :R annH A) = (0 :R annK A) ⊆ (0 :R annR[x,f ]⊗RM A);
(iv) if ht(0 :R ∆(H)) > 0, then (0 :R ∆(H))∩R◦ consists of big test elements for
R, so that, in particular, R has big test elements.
Proof. Let a0 := (0 :R Γx(H)), let d0 := (0 :R ∆(H)) and let b0 := (0 :R annH A). Let
n ∈ N0. By Lemma 3.1, there is a family (G(j,n))j∈Yn of graded left R[x, f ]-modules,
all equal to H , and a homogeneous R[x, f ]-homomorphism
R[x, f ]⊗R (Rxn ⊗R M) −→
∏
j∈Yn
′
G(j,n)
which is monomorphic in degree 0. (This is trivially true if Rxn⊗RM happens to be
zero.) If we now use isomorphisms of the type described in Example 1.5, we obtain
(after application of the shift functor (•)(−n)) a homogeneous R[x, f ]-homomorphism
ζ (n) :
⊕
j≥n
(Rxj ⊗R M) −→
(∏
j∈Yn
′
G(j,n)
)
(−n)
which is monomorphic in degree n. We can now use [30, Proposition 4.6] to extend
ζ (n) by n places to produce a homogeneous R[x, f ]-homomorphism
λ(n) :
⊕
j≥0
(Rxj ⊗R M) = R[x, f ]⊗R M −→ L(n),
where L(n) is an appropriate n-place extension of
(∏′
j∈Yn
G(j,n)
)
(−n), such that λ(n)
is monomorphic in degree n.
It follows from Examples 2.2 and 2.3 and Proposition 2.4 that (0 :R Γx(L
(n))) = a0,
that (0 :R ∆(L
(n))) = d0 and that (0 :R annL(n) A) = b0 for all n ∈ N0.
Next, we use the λ(n) (n ∈ N0) to produce a homogeneous R[x, f ]-homomorphism
ν =
⊕
j∈N0
νj : R[x, f ]⊗R M −→
∏
n∈N0
′
L(n) =: K
such that νj(ξj) =
(
(λ(n))j(ξj)
)
n∈N0
for all j ∈ N0 and ξj ∈ Rxj ⊗R M . For each
j ∈ N0, the map (λ(j))j is a monomorphism; hence νj is a monomorphism. Hence ν
is an R[x, f ]-monomorphism.
Another use of Example 2.2 shows that (0 :R Γx(K)) = a0, that (0 :R ∆(K)) = d0
and that (0 :R annK A) = b0.
The existence of the R[x, f ]-monomorphism ν therefore shows that
d0 = (0 :R ∆(K)) ⊆ (0 :R ∆(R[x, f ]⊗R M)),
that a0 ⊆ (0 :R Γx(R[x, f ]⊗R M)) and that b0 ⊆ (0 :R annR[x,f ]⊗RM A).
Finally, suppose that ht d0 > 0. Then there exist elements in d0 ∩ R◦; let c be one
such. Since d0 ⊆ (0 :R ∆(R[x, f ] ⊗R M)) for every R-module M , it follows that c is
a big test element for R. 
3.3. Theorem. Let E be an injective cogenerator of R. Then there exists a big test
element for R if and only if ht(0 :R ∆(R[x, f ] ⊗R E)) > 0. When this is the case,
(0 :R ∆(R[x, f ]⊗R E)) is the big test ideal of R (that is, the ideal of R generated by
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all the big test elements for R) and (0 :R ∆(R[x, f ]⊗R E)) ∩ R◦ is the set of big test
elements for R.
Proof. (⇒) Assume that c ∈ R◦ is a big test element for R. Then, in particular, c
annihilates 0∗E and 0
∗
Rxh⊗RE
for all h ∈ N. It follows from Example 1.5 that
∆(R[x, f ]⊗R E) = 0∗E ⊕ 0∗Rx⊗RE ⊕ · · · ⊕ 0∗Rxn⊗RE ⊕ · · · .
Since c annihilates the right-hand side of this, c ∈ (0 :R ∆(R[x, f ]⊗R E)); as c ∈ R◦,
it follows that ht(0 :R ∆(R[x, f ] ⊗R E)) > 0. Note that we have proved that every
big test element for R lies in (0 :R ∆(R[x, f ]⊗R E)).
(⇐) Assume that ht(0 :R ∆(R[x, f ]⊗R E)) > 0. Then (0 :R ∆(R[x, f ]⊗R E)) can
be generated by (finitely many of) its members that lie in R◦.
We appeal to Theorem 3.2, with H taken as R[x, f ] ⊗R E; we conclude that each
element of (0 :R ∆(R[x, f ]⊗R E)) ∩ R◦ is a big test element for R. 
3.4. Remark. The special case of Theorem 3.3 in which (R,m) is local and Gorenstein,
and E is taken to be ER(R/m), is worthy of additional comment. In this case,
E ∼= HdimRm (R) =: H , and the latter R-module carries a natural structure as a left
R[x, f ]-module (as recalled in [28, Reminder 4.1]). By [28, Remark 4.2(iii)], there is
an R-isomorphism Rxn ⊗R H ∼= H for all n ∈ N0, so that
(0 :R ∆(R[x, f ]⊗R E)) = (0 :R 0∗H) = (0 :R 0∗E)
because ∆(R[x, f ]⊗R H) = 0∗H ⊕ 0∗Rx⊗RH ⊕ · · · ⊕ 0∗Rxn⊗RH ⊕ · · · by Example 1.5. G.
Lyubeznik and K. E. Smith (see [20, Theorem 8.8]) have shown that, in a Cohen–
Macaulay local ring (R′,m′) of characteristic p which is Gorenstein on its punctured
spectrum, (0 :R′ 0
∗
ER′(R
′/m′)) is equal to the test ideal of R
′ [11, Proposition (8.23)].
3.5. Corollary. Assume that (R,m) is local, and set E := ER(R/m). Suppose that
E can be given the structure of a left R[x, f ]-module that extends its structure as an
R-module, in such a way that ht(0 :R Γx(E)) > 0. Then ht(0 :R ∆(E)) > 0, and
(0 :R ∆(E)) ∩ R◦ consists of big test elements for R.
Proof. Since E is Artinian as an R-module, Corollary 1.14 shows that ht(0 :R ∆(E)) >
0.
We now use the graded companion E˜ of E. This is described in Example 2.1, where
it is pointed out that (0 :R ∆(E˜)) = (0 :R ∆(E)).
We appeal to Theorem 3.2, with H taken as E˜; we conclude that each element of
(0 :R ∆(E˜)) ∩ R◦ = (0 :R ∆(E)) ∩R◦ is a big test element for R. 
3.6. Corollary. Let E be an injective cogenerator of R. Let n ∈ N and t ∈ N0 be
such that (√
(0 :R ∆(R[x, f ]⊗R E))
)n
⊆ (0 :R ∆(R[x, f ]⊗R E))
and
(√
(0 :R Γx(R[x, f ]⊗R E))
)t
⊆ (0 :R Γx(R[x, f ]⊗R E)).
Let c ∈ R◦ be such that some power of c is a big test element for R. Then cn and
ct+1 are big test elements for R.
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Proof. Since (0 :R ∆(R[x, f ] ⊗R E)) is the big test ideal of R (by Theorem 3.3) and
c belongs to the radical of this ideal, cn is a big test element for R.
By Theorem 1.13,(√
(0 :R ∆(R[x, f ]⊗R E))
)t+1
⊆ (0 :R ∆(R[x, f ]⊗R E)),
so that ct+1 is also a big test element for R. 
4. Change of rings
Some results in §3 concern graded left R[x, f ]-modules of the form R[x, f ] ⊗R E
for injective R-modules E. Some choices for E can lead to R[x, f ] ⊗R E having a
natural structure as a graded left module over R′[x, f ] for a different (commutative
Noetherian) ring R′ of characteristic p. For example, if p ∈ Spec(R), then ER(R/p)
has a natural structure as an Rp-module, and this means that R[x, f ]⊗RER(R/p) has
a natural structure as a graded left module over Rp[x, f ]. Similarly, if (R,m) is local,
then each element of ER(R/m) is annihilated by some power of m and ER(R/m)
has a natural structure as a module over the completion R̂ of R; this means that
R[x, f ] ⊗R ER(R/m) has a natural structure as a graded left module over R̂[x, f ].
This section contains some ‘change of rings’ theorems that address, among other
things, questions about whether application of ∆ over the new ring yields the same
object as application of ∆ over the original ring.
4.1. Proposition. Let p ∈ Spec(R) and let e and c denote extension and contraction
of ideals under the natural ring homomorphism R −→ Rp. Recall that ER(R/p) has a
natural structure as an Rp-module, and, as such, ER(R/p) ∼= ERp(Rp/pRp). Interpret
the Rp-module ER(R/p) as ERp(Rp/pRp). Then
(i) for each n ∈ N0, the R-module Rxn ⊗ ER(R/p) has a natural structure as
an Rp-module extending its R-module structure, and R[x, f ] ⊗R ER(R/p) =⊕
n∈N0
Rxn⊗ER(R/p) has a natural structure as a graded left Rp[x, f ]-module
that extends its structure as a graded left R[x, f ]-module;
(ii) there is a homogeneous Rp[x, f ]-isomorphism
ω =
⊕
n∈N0
ωn : R[x, f ]⊗R ER(R/p)
∼=−→ Rp[x, f ]⊗Rp ER(R/p)
for which ωn(rx
n⊗h) = (r/1)xn⊗h for all h ∈ ER(R/p), r ∈ R and n ∈ N0;
(iii) ∆R(R[x, f ]⊗R ER(R/p)) = ∆Rp(R[x, f ]⊗R ER(R/p)); and
(iv) we have
(0 :R ∆R(R[x, f ]⊗R ER(R/p))) = (0 :Rp ∆Rp(Rp[x, f ]⊗Rp ERp(Rp/pRp)))c,
and
(0 :Rp ∆Rp(Rp[x, f ]⊗Rp ERp(Rp/pRp))) = (0 :R ∆R(R[x, f ]⊗R ER(R/p)))e.
Proof. Matsumura [22, Theorem 18.4] is one reference for the well-known facts that
multiplication by an s ∈ R\p provides an automorphism of ER(R/p) (so that ER(R/p)
has a natural structure as an Rp-module), and that, as an Rp-module, ER(R/p) ∼=
ERp(Rp/pRp).
(i) Let n ∈ N0. Since multiplication by an s ∈ R \ p provides an automorphism of
Rxn ⊗R ER(R/p), the latter R-module has a natural structure as an Rp-module. It
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is straightforward to check that
⊕
n∈N0
Rxn ⊗ ER(R/p) has a natural structure as a
graded left Rp[x, f ]-module, as claimed.
(ii) This is also straightforward, once it has been checked that, for n ∈ N0, there is
a map
λn : Rp[x, f ]⊗Rp ER(R/p) −→ R[x, f ]⊗R ER(R/p)
for which λn((r/s)x
n ⊗ h) = rspn−1xn ⊗ (1/s)h for all h ∈ ER(R/p), r ∈ R and
s ∈ R \ p.
(iii) The natural image in Rp of a c ∈ R◦ lies in (Rp)◦, and it is immediate from
this that
∆R(R[x, f ]⊗R ER(R/p)) ⊆ ∆Rp(R[x, f ]⊗R ER(R/p)).
Now let ζ ∈ ∆Rp(R[x, f ]⊗RER(R/p)), so that there exists c ∈ R such that c/1 ∈ (Rp)◦
and (c/1)xnζ = 0 for all n ≫ 0. Since (Rp(c/1))ce = Rp(c/1), there exists c′ ∈ R◦
such that c′xnζ = 0 for all n≫ 0. Hence ζ ∈ ∆R(R[x, f ]⊗R ER(R/p)).
(iv) It follows from part (iii) that
(0 :R ∆R(R[x, f ]⊗R ER(R/p))) = (0 :Rp ∆Rp(R[x, f ]⊗R ER(R/p)))c,
so that
(0 :Rp ∆Rp(R[x, f ]⊗R ER(R/p))) = (0 :R ∆R(R[x, f ]⊗R ER(R/p)))e.
Since the graded left Rp[x, f ]-modules R[x, f ]⊗RER(R/p), Rp[x, f ]⊗Rp ER(R/p) and
Rp[x, f ]⊗Rp ERp(Rp/pRp) are isomorphic, the claims follow. 
In the following corollary, we do not assume that R is local. Recall that a big test
element c for R is said to be a locally stable big test element for R if and only if, for
every p ∈ Spec(R), the natural image c/1 of c in Rp is a big test element for Rp. It is
known that a completely stable big test element for R (that is, a big test element c
for R such that, for every p ∈ Spec(R), the natural image c/1 of c in Rp is a big test
element for R̂p) is automatically a locally stable big test element for R: see statement
(e) on page 64 of Hochster’s lecture course mentioned in the Introduction. In the
following corollary, we prove the stronger statement that every big test element for
R is automatically a locally stable big test element for R.
4.2. Corollary. Every big test element for R is automatically a locally stable big test
element for R.
Proof. Let c ∈ R◦ be a big test element for R. By Example 1.5, this means that,
for every R-module M , we have c ∈ (0 :R ∆(R[x, f ] ⊗R M)). Let p ∈ Spec(R). In
particular, c ∈ (0 :R ∆(R[x, f ] ⊗R ER(R/p))) ∩ R◦. It now follows from Proposition
4.1(iv) that, in the ring Rp, we have
c/1 ∈ (0 :Rp ∆Rp(Rp[x, f ]⊗Rp ERp(Rp/pRp))) ∩ (Rp)◦.
Therefore c/1 is a big test element for Rp, by Theorem 3.3. 
4.3. Lemma. Suppose that (R,m) is local. Recall that ER(R/m) has a natural struc-
ture as a module over the completion (R̂, m̂) of R, and, as an R̂-module, ER(R/m) ∼=
ER̂(R̂/m̂).
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(i) The map ϕ : R[x, f ]⊗R ER(R/m) −→ R̂[x, f ]⊗R̂ ER(R/m) for which
ϕ(rxi ⊗ h) = rxi ⊗ h for all r ∈ R, i ∈ N0 and h ∈ ER(R/m)
is a homogeneous R[x, f ]-isomorphism.
(ii) If there exists c ∈ R◦ which is a big test element for R̂, then
∆R(R̂[x, f ]⊗R̂ ER(R/m)) = ∆R̂(R̂[x, f ]⊗R̂ ER(R/m)).
(iii) If there exists c ∈ R◦ which is a big test element for R̂, then
(0 :R ∆R(R[x, f ]⊗R ER(R/m))) = R ∩ (0 :R̂ ∆R̂(R̂[x, f ]⊗R̂ ER̂(R̂/m̂))),
so that every big test element for R is automatically a big test element for R̂.
Proof. (i) It is straightforward to construct a proof of this based on the fact that each
element of ER(R/m) is annihilated by some power of m, so that, for i ∈ N0, each
element of Rxi ⊗R ER(R/m) is annihilated by some power of m. The details of this
are left to the reader.
(ii),(iii) First note that R◦ ⊆ R̂◦, and it is automatic from this that
∆R(R̂[x, f ]⊗R̂ ER(R/m)) ⊆ ∆R̂(R̂[x, f ]⊗R̂ ER(R/m)).
Now suppose that there exists c ∈ R◦ which is a big test element for R̂, so that
c ∈ R◦ ∩ (0 :R̂ ∆R̂(R̂[x, f ] ⊗R̂ ER(R/m))) by Theorem 3.3. Then each element of
∆R̂(R̂[x, f ] ⊗R̂ ER(R/m)) is annihilated by cxn for all n ∈ N0, and so belongs to
∆R(R̂[x, f ]⊗R̂ ER(R/m)). Therefore
∆R(R̂[x, f ]⊗R̂ ER(R/m)) = ∆R̂(R̂[x, f ]⊗R̂ ER(R/m)),
and part (i) shows that the R-annihilator of this is the R-annihilator of
∆R(R[x, f ]⊗R ER(R/m)).
Since ER(R/m) ∼= ER̂(R̂/m̂) as R̂-modules, we deduce that
(0 :R ∆R(R[x, f ]⊗R ER(R/m))) = R ∩ (0 :R̂ ∆R̂(R̂[x, f ]⊗R̂ ER̂(R̂/m̂))).
An appeal to Theorem 3.3, in conjunction with the observation that R◦ ⊆ R̂◦, now
completes the proof. 
5. A little tight closure theory, but without the Gamma construction
One of the aims of this paper is the construction of test elements without use of the
Gamma construction. For explanations of what it means to say that R is F -regular,
weakly F -regular, F -rational or F -pure, see [14, Definitions 1.2 and 3.11 and Exercise
2.11]. All the results listed in the following reminder can be proved without use of
the Gamma construction, and, when it is not obvious how to do this, some hints are
provided.
5.1. Reminders. (i) (See Hochster–Huneke [11, Corollary (5.11), Proposition (8.7)].)
If R is weakly F -regular, then it is normal and F -pure.
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(ii) (See Huneke [15, Proposition 1.5(b)].) Let W be a multiplicatively closed
subset of R, and let a be an ideal of R generated by a regular sequence.
Then (aW−1R)∗ = a∗W−1R.
(iii) (See Hochster–Huneke [12, Proposition (4.7)].) Assume that (R,m) is local
and Gorenstein. Then R is weakly F -regular if and only if the ideal generated
by one single system of parameters for R is tightly closed.
(iv) (See Hochster–Huneke [12, Proposition (4.7)].) Suppose that R is Gorenstein
(but not necessarily local). Then the following statements are equivalent:
(a) R is F -rational;
(b) R is weakly F -regular;
(c) R is F -regular.
(v) (See K. E. Smith [33, Theorem 2.6].) Suppose that (R,m) is local; let dimR =
d. Then Hdm(R), with its natural left R[x, f ]-module structure, is simple over
R[x, f ] if
(a) R is complete, Gorenstein and weakly F -regular, or
(b) R is regular.
Hints for avoidance of the Gamma construction. (i) For each finitely generated R-
module N , the map ψN : N −→ Rx⊗R N for which ψN(g) = x⊗ g for all g ∈ N has
KerψN ⊆ 0∗N .
(ii) Huneke’s proof in [15, Proposition 1.5(b)] works without the hypothesis that
R is excellent and local, and there is no need to employ a test element in the final
paragraph.
(iii),(iv) Once one has part (ii) available, these can be proved (without use of test
elements) via the arguments in Huneke [14, Theorem 1.5(1),(2),(3),(5)].
(v) The argument used by Smith does not need test elements in the complete,
Gorenstein, weakly F -regular case (a); the regular case (b) can then be dealt with by
passage to the completion. 
The next result is a consequence of 5.1(i),(iii),(iv) and it will help to simplify some
of the proofs later in the paper.
5.2. Proposition. Suppose that R satisfies condition (R0) and that its distinct min-
imal prime ideals are p1, . . . , ph; set n :=
√
0 = p1 ∩ · · · ∩ ph. Let c ∈ R◦ be such that
Rc is F -regular. Let c denote the natural image of c in R/n. Let j ∈ {1, . . . , h} and
let c˜ denote the natural image of c in R/pj.
(i) There is a ring isomorphism Rc ∼= (R/n)c; also, (R/pj)c˜ is isomorphic as a
ring to a direct factor of Rc, and therefore to a ring of fractions of Rc.
(ii) If some power of c is a big test element for R/n, then some power of c is a
big test element for R.
(iii) If, for each i ∈ {1, . . . , h}, some power of the natural image of c in R/pi is a
big test element for R/pi, then some power of c is a big test element for R/n,
so that, by part (ii), some power of c is a big test element for R.
Proof. (i) For each p ∈ Spec(R) such that c 6∈ p, the localization (Rc)pRc is weakly
F -regular, and so is an integral domain (by 5.1(i)). It is elementary to deduce from
this that there exists w ∈ N such that cwn = 0, and that the minimal prime ideals of
Rc are pairwise comaximal. The claims now all follow easily.
BIG TEST ELEMENTS FOR SOME EXCELLENT RINGS 19
(ii) Let w be as in the proof of part (i). Suppose that v ∈ N0 is such that cv is a
big test element for R/n. Let M be an R-module and let m ∈ 0∗M . Let n ∈ N0. It is
straightforward to show that cvxn ⊗m can be expressed as ∑ti=1 bixn ⊗mi for some
b1, . . . , bt ∈ n and m1, . . . , mt ∈M . Since cwn = 0, we must have cw+vxn ⊗m = 0. It
follows that cw+v is a big test element for R.
(iii) (The ideas used in this proof come from Hochster’s and Huneke’s proof of
[11, Proposition (6.25)].) By parts (i) and (ii), we can assume that R is reduced.
The natural ring homomorphism Rc −→
∏h
i=1Rc/piRc is an isomorphism. It follows
that the cokernel K of the natural R-monomorphism ψ : R −→ ⊕hi=1R/pi satisfies
Kc = 0; since K is finitely generated, there exists u ∈ N0 such that cuK = 0.
Let j ∈ {1, . . . , h}, and consider the element of ⊕hi=1R/pi whose jth component
is 1 + pj and all of whose other components are zero. Since c
uK = 0, there exists
dj ∈ R such that dj ∈
⋂h
i=1,i 6=j pi and dj − cu ∈ pj . Note that djpj ⊆
⋂h
i=1 pi = n = 0.
Suppose now that y ∈ N0 is such that, for all i = 1, . . . , h, the yth power of the
natural image of c in R/pi is a big test element for R/pi. Let M be an R-module and
let m ∈ 0∗M . It is straightforward to show that djcyxn ⊗m = 0 in R[x, f ] ⊗R M , for
all n ∈ N0. This is true for each j ∈ {1, . . . , h}. Therefore
(∑h
i=1 di
)
cyxn⊗m = 0 in
R[x, f ]⊗R M , for all n ∈ N0. But ψ(
∑h
i=1 di) = ψ(c
u), so that
∑h
i=1 di = c
u because
ψ is a monomorphism. Therefore cu+yxn ⊗m = 0 in R[x, f ] ⊗R M , for all n ∈ N0.
Hence cu+y is a big test element for R. 
The significance of Proposition 5.2 is as follows: if R satisfies condition (R0) and
c ∈ R◦ is such that Rc is Gorenstein and weakly F -regular (so that Rc is F -regular
by 5.1(iv)), then, in order to prove that some power of c is a big test element for R, it
is enough to do so under the additional assumption that R is a domain. In the case
where R is local, it is very helpful if we can reduce to the case where R is not only
a local domain, but also complete, and the following proposition will enable us to do
this in some circumstances.
5.3. Proposition. Suppose that R ⊆ R′ is a faithfully flat extension of (commutative
Noetherian) rings of characteristic p. Suppose that c ∈ R◦ is a big test element for
R′. Then c is a big test element for R.
Proof. Observe that R◦ ⊆ R′◦. This result is an easy consequence of the faithful
flatness and the fact that, for each R-module M , there is a Z-isomorphism
λ : R′ ⊗R (R[x, f ]⊗R M)
∼=−→ R′[x, f ]⊗R′ (R′ ⊗R M)
for which λ(r′ ⊗ (rxn ⊗ m)) = r′rxn ⊗ (1 ⊗ m) for all n ∈ N0, r′ ∈ R′, r ∈ R and
m ∈M . 
6. Homomorphic images of regular rings of characteristic p
In subsequent sections, we are going to study the situation where R is a homo-
morphic image of a regular ring of characteristic p. One motivation for this approach
comes from I. S. Cohen’s Structure Theorem for complete local rings, which shows
that a complete local ring of characteristic p is a homomorphic image of a complete
regular local ring of characteristic p. However, the ideas in this section will also be
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applied in situations where R is not local, and in situations where R is local but not
complete.
6.1. Notation. We shall denote 1 + p+ p2 + · · ·+ pn−1, where n ∈ N, by ωn, and we
shall interpret ω0 as 0. Note that
(i) pωn < 1 + pωn = ωn+1,
(ii) (1− p)ωn = 1− pn, and
(iii) ω1 = 1.
6.2. Lemma. Let S be a regular ring of characteristic p, let p be a prime ideal of S,
let n ∈ N and let u ∈ (p[p] : p) \ p[p]. Then (p[pn] : uωn) = p for all n ∈ N0.
Proof. This was proved in the case where S is a regular local ring in [30, Proposition
2.9], and the same proof works in this more general situation. 
We shall use the construction in the next theorem more than once.
6.3. Proposition. Suppose that R is an integral domain and a homomorphic image
S/a of a regular ring S of characteristic p, where a is a non-zero prime ideal of S.
Let q ∈ Spec(S) be such that q ⊇ a and Rq/a is F -pure. Then there exist u1, . . . , ul ∈
(a[p] : a) \ q[p] such that (a[p] : a) = Su1 + · · ·+ Sul + a[p].
Proof. Suppose, inductively, that j ∈ N0 and u1, . . . , uj ∈ (a[p] : a) \ q[p] have been
constructed so that (
∑k
i=1 Sui)
j
k=0 form a strictly ascending chain of ideals. This is
certainly true when j = 0.
If the natural images of u1, . . . , uj in T := (a
[p] : a)/a[p] generate T , then we have
achieved our aim. We therefore suppose that this is not the case, so that
a[p] + Su1 + · · ·+ Suj ⊂ (a[p] : a).
(The symbol ‘⊂’ is reserved to denote strict inclusion.)
Since Rq/a ∼= Sq/aSq is F -pure, it follows from Fedder’s Theorem [6, Theorem 1.12]
that ((aSq)
[p] : aSq) 6⊆ (qSq)[p], so that (a[p] : a) 6⊆ q[p]. Therefore, by ideal avoidance
(in the form presented in [16, Theorem 81]), there exists
uj+1 ∈ (a[p] : a) \ q[p] ∪
(
a[p] + Su1 + · · ·+ Suj
)
.
Note that Su1 + · · ·+ Suj ⊂ Su1 + · · ·+ Suj + Suj+1. This completes the inductive
step.
Since R is Noetherian, this inductive argument yields u1, . . . , ul ∈ (a[p] : a) \ q[p]
whose natural images in T generate T . 
7. Homomorphic images of regular local rings of characteristic p
If the local ring (R,m) has a test element for ideals, then R must satisfy condition
(R0), by Lemma 0.4. We have seen in Corollary 3.5 that there exists a big test element
for R if we can extend the R-module structure on E := ER(R/m) to a structure as a
left R[x, f ]-module in a sufficiently non-trivial way so that (0 :R Γx(E)) has positive
height. Now E has a natural structure as a module over the completion R̂ of R, and
a structure as a left R[x, f ]-module on E induces, in a unique way, a structure as a
left R̂[x, f ]-module on it extending the R[x, f ]-module structure. As an R̂-module,
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E ∼= ER̂(R̂/mR̂), and I. S. Cohen’s Structure Theorem for complete local rings ensures
that R̂ is a homomorphic image of a complete regular local ring of characteristic p.
With these considerations in mind, we are going, in this section, to consider possible
left R[x, f ]-module structures on E when R is a homomorphic image of a regular local
ring of characteristic p. Some preparatory results were provided in §6. We now recall
some other theory relevant to this situation that was developed in [30, §2].
7.1. Discussion. Throughout this section, we shall assume that R = S/a, where S is
a regular local ring of characteristic p and a is a proper ideal of S.
We shall denote the set of prime ideals of S that contain a by Var(a). For s ∈ S,
we shall denote the natural image of s in R by s. We shall only assume that S is
complete when this is explicitly stated. We shall use n to denote the maximal ideal
of S, so that m := n/a is the maximal ideal of R. Set E := ES(S/n), and note that
(0 :E a) ∼= ER(R/m) as R-modules. We shall interpret (0 :E a) as ER(R/m).
Observe that R[x, f ] is a homomorphic image of S[x, f ] under a homomorphism
that extends the natural surjective homomorphism from S to R and maps the inde-
terminate x to x. Let y be a new indeterminate. Since E ∼= HdimSn (S), the S-module
E has a natural structure as a left S[y, f ]-module. For any element u ∈ S, it is
easy to see that we can endow E with a structure of left S[x, f ]-module under which
xe = uye for all e ∈ E. A recurring theme of this section is the idea of trying to
choose a u as above in such a way that (0 :E a) = ER(R/m) is an S[x, f ]-submodule
of E, and so becomes a left R[x, f ]-module.
We now remind the reader of some results from [30, §2] about this situation.
7.2. Reminders. Let the situation and notation be as in 7.1.
(i) Let u ∈ S. Put the left S[x, f ]-module structure on E for which xe = uye
for all e ∈ E. Then (0 :E a) is an S[x, f ]-submodule of E if and only if
u ∈ (a[p] : a). See [30, Lemma 2.4].
When this condition is satisfied, ER(R/m) is a left R[x, f ]-module with
xe = uye for all e ∈ (0 :E a) = ER(R/m) and re = se for any r ∈ R and
s ∈ S for which s = r. The words ‘use u to furnish ER(R/m) with a structure
as a left R[x, f ]-module’ will always refer to this construction.
(ii) Suppose that S is complete, and that (0 :E a) has a left R[x, f ]-module
structure that extends its R-module structure. Then there exists u ∈ (a[p] : a)
such that xe = uye for all e ∈ (0 :E a). See M. Blickle [2, Proposition 3.36]
(or [30, Lemma 2.5] for a short, self-contained proof).
(iii) If the local ring R = S/a is Gorenstein, then (a[p] : a)/a[p] is a cyclic S-module.
See [30, Corollary 2.11].
(iv) Let p ∈ Spec(S) and u ∈ (p[p] : p). Bearing in mind part (i) above, put
the left S[x, f ]-module structure on E for which xe = uye for all e ∈ E, so
that (0 :E p) is an S[x, f ]-submodule of E. If u 6∈ p[p], then (0 :E p) is not
x-torsion. See [30, Proposition 2.9].
7.3. Lemma. Suppose that R is excellent and satisfies the condition (R0). Let p ∈
Spec(R) be such that Rp is regular. Then there exists c ∈ R◦ \ p such that Rc is
regular.
22 RODNEY Y. SHARP
Proof. Let Min(R) denote the set of minimal prime ideals of R. By hypothesis, Rq is
a field for each q ∈ Min(R). Since R is excellent, there is a radical ideal d of R such
that {q ∈ Spec(R) : Rq is not regular} = {q ∈ Spec(R) : q ⊇ d}. By prime avoidance,
there exists c ∈ d \ p⋃(⋃q∈Min(R) q), and Rc is regular. 
7.4. Lemma. Suppose that (R,m) is local and excellent.
(i) If R satisfies condition (R0), then so also does R̂.
(ii) If c ∈ R is such that Rc is regular, then R̂c is regular.
(iii) If c ∈ R is such that Rc is Gorenstein, then R̂c is Gorenstein.
Proof. These claims are all easy consequences of the fact that all the ‘formal’ fibre
rings of the flat local inclusion homomorphism R −→ R̂ are regular. Note that, for
c ∈ R, the fibre rings of the flat ring homomorphism Rc −→ R̂c induced by inclusion
are rings of fractions of the formal fibres of R, and so are regular. 
7.5. Theorem. Suppose that (R,m) is excellent and local, and that R satisfies con-
dition (R0). Then, for each c ∈ R◦ for which Rc is regular, some power of c is a big
test element for R.
Proof. By Lemma 7.4, the completion (R̂, m̂) of R satisfies condition (R0), and R̂c
is regular. Note also that c ∈ R̂◦. Complete local rings are excellent. It therefore
follows from Propositions 5.2 and 5.3 that we can assume that R is a complete local
domain.
We appeal to I. S. Cohen’s Structure Theorem for complete local rings containing a
subfield and write R = S/a, where S is a complete regular local ring of characteristic
p and a is a non-zero prime ideal of S.
Let p ∈ Spec(R) be such that Rp is regular. Let q ∈ Var(a) be such that q/a = p.
Set T := (a[p] : a)/a[p]. Apply Proposition 6.3 to find u1, . . . , ul ∈ (a[p] : a) \ q[p] whose
natural images in T generate T .
Now
(
(aSq)
[p] : aSq
)
= (aSq)
[p] + (u1/1)Sq + · · · + (ul/1)Sq. Since Sq/aSq ∼= Rp is
a Gorenstein local ring, it follows from 7.2(iii) that
(
(aSq)
[p] : aSq
)
/(aSq)
[p] is cyclic
over Sq; therefore, there exists i ∈ {1, . . . , l} such that(
(aSq)
[p] : aSq
)
= (aSq)
[p] + (ui/1)Sq.
Use ui to furnish ER(R/m) = (0 :E a) with a structure as a left R[x, f ]-module. Since
ui 6∈ a[p], it follows from 7.2(iv) that (0 :E a) is not x-torsion. Hence Γx(0 :E a) 6=
(0 :E a) and ht(0 :R Γx(0 :E a)) > 0 by Matlis duality (see [32, p. 154], for example).
Now use Corollary 3.5 to see that the ideal d0 := (0 :R ∆(ER(R/m))) has positive
height and all its members in R◦ are big test elements for R.
Our next aim is to show that d0 6⊆ p. Recall from above that ui was chosen so that(
(aSq)
[p] : aSq
)
= (aSq)
[p] + (ui/1)Sq.
Let G denote the injective envelope, over Rp, of the simple Rp-module, and use ui/1 in
conjunction with the isomorphism Rp ∼= Sq/aSq to put a left Rp[x, f ]-module structure
on G. Let k0 be the ideal of S that contains a and is such that d0 = k0/a. Since R is
complete, it follows from Matlis duality that
∆(ER(R/m)) = (0 :ER(R/m) d0) = (0 :E k0),
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and since ∆(ER(R/m)) is an R[x, f ]-submodule of ER(R/m), we deduce from 7.2(i)
that ui ∈
(
(k0)
[p] : k0
)
. Consequently, in Sq, we have ui/1 ∈
(
(k0Sq)
[p] : k0Sq
)
, and so
(0 :G k0Sq/aSq) = (0 :G d0Rp) is an Rp[x, f ]-submodule of G, again by 7.2(i). Now
G is simple as an Rp[x, f ]-module, by [30, Corollary 2.13]. (Note that the appeal to
[33, Theorem 2.6] at the end of the proof of that corollary can be replaced by use
of 5.1(v)(b), which can be proved without use of test elements.) Therefore, since a
module over a (not necessarily complete) local ring has the same annihilator as its
Matlis dual, d0Rp must be 0 or Rp. Since ht d0Rp ≥ 1, we must have d0Rp = Rp.
Therefore d0 6⊆ p.
Since R has a big test element, ht(0 :R ∆(R[x, f ] ⊗R ER(R/m))) > 0, and also
d0 ⊆ (0 :R ∆(R[x, f ]⊗R ER(R/m))), by Theorem 3.3. Therefore
(0 :R ∆(R[x, f ]⊗R ER(R/m))) 6⊆ p.
We have therefore shown that (0 :R ∆(R[x, f ]⊗R ER(R/m))) is not contained in any
p′ ∈ Spec(R) for which Rp′ is regular. It follows that, if c ∈ R◦ = R \ {0} is such that
Rc is regular, then c ∈
√
(0 :R ∆(R[x, f ]⊗R ER(R/m))), so that some power of c is a
big test element for R. 
7.6. Corollary. Suppose that (R,m) is excellent and local, and that R satisfies con-
dition (R0). Then every big test element for R is automatically a big test element for
R̂.
Proof. Let c ∈ R◦ be such that Rc is regular. We deduce from Lemma 7.4 that R̂
satisfies (R0) and that R̂c is regular. By Theorem 7.5, there exists m ∈ N such that
cm is a big test element for both R and R̂. Therefore, by Lemma 4.3(iii), every big
test element for R is automatically a big test element for R̂. 
7.7. Corollary. Suppose that R is excellent (but not necessarily local). Then a big test
element for R is automatically a locally stable big test element for R and a completely
stable big test element for R.
Proof. Let c ∈ R◦ be a big test element for R. Then R must satisfy condition (R0),
by Lemma 0.4. Let p ∈ Spec(R). By Corollary 4.2, the natural image c/1 of c in Rp
is a big test element for Rp.
Now Rp is excellent and local, and it satisfies condition (R0); therefore c/1 is a big
test element for R̂p, by Corollary 7.6. 
8. Some refinements
We have proved in §7 that if (R,m) is excellent and local, and satisfies condition
(R0), then each c ∈ R◦ for which Rc is regular has a power that is a (locally stable and
completely stable) big test element for R. Moreover, we have shown how this can be
achieved without use of the Gamma construction. We would now like to strengthen
this result by replacing ‘Rc is regular’ by ‘Rc is Gorenstein and weakly F -regular’,
and we would like the arguments that achieve this to be independent of the Gamma
construction.
It would be very helpful to have available the result that, if (R,m) is excellent, local,
Gorenstein and weakly F -regular, then the completion R̂ is also weakly F -regular.
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This is indeed a result (of Hochster and Huneke [12, Theorem (7.24)]), but their proof
is dependent on the Gamma construction. Consequently, the following less ambitious
result is provided, but with a proof that is independent of the Gamma construction.
8.1. Proposition. (Compare Hochster–Huneke [12, Theorem (7.24)] and I. M. Aber-
bach [1, Theorem 3.4].) Suppose that (R,m) is excellent and local, and that (R′,M)
is another excellent local ring of characteristic p that is a faithfully flat extension of
R; assume that, for all p ∈ Spec(R), the fibre ring of the inclusion homomorphism
R −→ R′ over p is regular. Then R is Gorenstein and weakly F -regular if and only
if R′ is Gorenstein and weakly F -regular.
Proof (without use of the Gamma construction). Since a weakly F -regular local ring
of charactersitic p is an integral domain (see 5.1(i)), we can assume that both R and
R′ are Gorenstein and reduced. As R is excellent, there exists c ∈ R◦ such that Rc
is regular. The hypothesis about the fibre rings ensures that R′c is regular. Since
c ∈ R◦ ⊆ R′◦, we can now use Theorem 7.5 to deduce that there is a power of c that
is a big test element for both R and R′.
Let x1, . . . , xn be a system of parameters for R, and let z1, . . . , zd ∈ R′ be such
that their natural images in the regular local ring R′/mR′ form a regular system of
parameters for that ring; note that x1, . . . , xn, z1, . . . , zd is a system of parameters
for R′. It follows from 5.1(iii) that R is weakly F -regular if and only if the ideal of
R generated by x1, . . . , xn is tightly closed, and that R
′ is weakly F -regular if and
only if, for some t ∈ N, the ideal of R′ generated by x1, . . . , xn, zt1, . . . , ztd is tightly
closed. We can now appeal to I. M. Aberbach [1, Proposition 3.2(1)] to complete the
proof. 
8.2. Corollary. Suppose that R ⊆ R′ is a faithfully flat extension of excellent rings
of characteristic p such that all the fibre rings of the inclusion ring homomorphism
are regular, and that c ∈ R is such that Rc is Gorenstein and weakly F -regular. Then
R′c is Gorenstein and weakly F -regular.
Proof. The fibre rings of the flat ring homomorphism Rc −→ R′c induced by inclusion
are rings of fractions of the fibre rings of the inclusion homomorphism R −→ R′, and
so are regular. Therefore R′c is Gorenstein. Note that, by 5.1(iv), a Gorenstein ring
is weakly F -regular if and only if it is F -regular.
By [14, Theorem 1.5(3)], in order to prove that R′c is weakly F -regular, it is enough
to prove that every localization (at a prime ideal) ofR′c is weakly F -regular. Therefore,
in order to prove the corollary, it is enough to prove that, for each P ∈ Spec(R′) such
that c 6∈ P, the localization R′P is Gorenstein and weakly F -regular.
Let p := P∩R; note that c 6∈ p, so that Rp is Gorenstein and weakly F -regular. The
inclusion homomorphism R −→ R′ induces a flat local homomorphism Rp −→ R′P all
of whose fibre rings are regular (because they are rings of fractions of fibre rings of
R −→ R′). Since Rp and R′P are excellent, Proposition 8.1 therefore shows that R′P
is Gorenstein and weakly F -regular. 
The proposition below is a modification of [30, Corollary 2.13].
8.3. Proposition. Use the notation of 7.1, so that (R,m) is local and equal to the
homomorphic image S/a of the regular local ring S of characteristic p.
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Suppose that u ∈ S is such that (a[p] : a) = a[p] + Su. Use u to furnish ER(R/m)
with a structure as a left R[x, f ]-module, and denote this left R[x, f ]-module by D1. If
R is excellent, Gorenstein and weakly F -regular, then D1 is a simple R[x, f ]-module.
Proof. Note that, by Proposition 8.1, the completion R̂ is weakly F -regular (and
Gorenstein). With this observation, this proposition can be proved by a straight-
forward modification of the proof of [30, Corollary 2.13]: at the end, use the weak
version of Smith’s Theorem cited as 5.1(v)(a), which can be proved without use of
test elements. 
We are now in a position to prove a strengthening of Theorem 7.5.
8.4. Theorem. Suppose that (R,m) is excellent and local, and that R satisfies con-
dition (R0). Then, for each c ∈ R◦ for which Rc is Gorenstein and weakly F -regular,
some power of c is a big test element for R.
Proof. The argument used earlier to prove Theorem 7.5 can now be adapted to prove
this stronger statement: we have c ∈ R̂◦; it follows from Corollary 8.2 that R̂c is
Gorenstein and weakly F -regular; we can assume that R is a complete local domain;
we should choose p ∈ Spec(R) such that Rp is Gorenstein and weakly F -regular (and
so F -pure by 5.1(i)); we can still use Proposition 6.3; and the appeal to [30, Corollary
2.13] (in the proof of 7.5) should be replaced by an appeal to Proposition 8.3. 
The final two results in this section present the promised strengthening of the
author’s result in [30, Theorem 4.16] about F -pure excellent rings.
8.5. Corollary. Suppose that R is excellent, local and F -pure, and that c ∈ R◦ is
such that Rc is Gorenstein and weakly F -regular. Then c itself is a big test element
for R.
Proof. Since R is F -pure, it is reduced, and so satisfies the condition (R0); therefore,
by Theorem 8.4, some power of c is a big test element for R. Since R is F -pure, the left
R[x, f ]-module R[x, f ] ⊗R M is x-torsion-free, for each R-module M . In particular,
R[x, f ]⊗R ER(R/m) is x-torsion-free, so that (0 :R Γx(R[x, f ]⊗R ER(R/m))) = R. It
therefore follows from Corollary 3.6 that c itself is a big test element for R. 
8.6. Corollary. Suppose that R is excellent and F -pure (but not necessary local), and
that c ∈ R◦ is such that Rc is Gorenstein and weakly F -regular. Then c itself is a big
test element for R.
Proof. Let m ∈ Max(R). By Hochster and J. L. Roberts [13, Lemma 6.2], the lo-
calization Rm is F -pure; it is also excellent. Since
(
Rm
)
c/1
, the ring of fractions of
Rm with respect to the set of powers of the element c/1 of (Rm)
◦, is a ring of frac-
tions of Rc, it is Gorenstein and weakly F -regular. (We have used 5.1(iv) here.) It
therefore follows from Corollary 8.5 that c/1 is a big test element for Rm. Therefore
c/1 ∈ (0 :Rm ∆Rm(Rm[x, f ] ⊗Rm ERm(Rm/mRm))) in Rm, by Theorem 3.3. Proposi-
tion 4.1(iv) now shows that c ∈ (0 :R ∆R(R[x, f ] ⊗R ER(R/m))). This is true for
all m ∈ Max(R). Now it is easy to see that there is a homogeneous isomorphism of
graded left R[x, f ]-modules
R[x, f ]⊗R
(⊕
m∈Max(R)ER(R/m)
) ∼=⊕m∈Max(R) (R[x, f ]⊗R ER(R/m)),
26 RODNEY Y. SHARP
and to deduce from this that c ∈
(
0 :R ∆R
(
R[x, f ]⊗R
(⊕
m∈Max(R)ER(R/m)
)))
.
Since
⊕
m∈Max(R)ER(R/m) is an injective cogenerator of R, another use of Theorem
3.3 shows that c is a big test element for R. 
9. Frobenius-intersection-flatness
9.1. Definitions. Recall from [12, p. 41] that a commutative R-algebra R′ is said to
be intersection-flat if R′ is flat as an R-algebra and, for every non-empty family of sub-
modules (Mλ)λ∈Λ of a finitely generated R-moduleM , the natural R
′-monomorphism
R′ ⊗R
(⋂
λ∈ΛMλ
) −→ ⋂λ∈Λ(R′ ⊗R Mλ)
is an isomorphism. It is easy to check that, if R′ is an intersection-flat R-algebra and
R′′ is an intersection-flat R′-algebra, then R′′ is an intersection-flat R-algebra.
Let S be a regular ring of characteristic p. We shall say that S is Frobenius-
intersection-flat , or F -∩-flat for short, if the Frobenius homomorphism f : S −→ S is
intersection-flat; then, for all n ∈ N, the nth interate fn : S −→ S is also intersection-
flat.
An F -finite regular ring S of characteristic p is F -∩-flat, because, when viewed as
an S-module via f , it is finitely generated and flat, and therefore projective. We now
review some more examples, provided by M. Katzman in [17, §5], of regular rings of
characteristic p that are F -∩-flat.
9.2. Examples. Let K be a field of characteristic p and let X1, . . . , Xn, Y1, . . . , Ym be
independent indeterminates.
(i) The polynomial ring K[X1, . . . , Xn], and each localization of K[X1, . . . , Xn],
are F -∩-flat. See [17, p. 941].
(ii) The ring of formal power series K[[X1, . . . , Xn]] is F -∩-flat (by [17, Proposi-
tion 5.3]).
(iii) If K1/p is a finite extension of K, then K[[X1, . . . , Xn]][Y1, . . . , Ym] is F -∩-flat,
because T := K[[X1, . . . , Xn]] is such that T
1/p is a free T -module. See [17,
p. 941].
It is natural to ask whether there are examples of regular rings of prime character-
istic that are not F -∩-flat. I am very grateful to M. Hochster for permitting me to
include the following.
9.3. Example (M. Hochster). Let K be an algebraically closed field of characteristic
p and let T1, . . . , Tn, . . . be countably many independent indeterminates over K. Let
L = K(T1, . . . , Tn, . . .), L0 = K(T
p
1 , . . . , T
p
n , . . .)
and Li = L0(T1, . . . , Ti) = K(T1, . . . , Ti, T
p
i+1, . . . , T
p
i+j, . . .) for all i ∈ N. Let X, Y
be independent indeterminates over L, and let R =
⋃
i∈N0
Li[[X, Y ]], a subring of
L[[X, Y ]]. It is straightforward to show that R is a Noetherian local ring (Cohen’s
Theorem can be helpful) that is regular of dimension 2. In fact, working inside an
algebraic closure of the quotient field Quot(L[[X, Y ]]) of L[[X, Y ]], we have R ⊆ R̂ =
L[[X, Y ]] ⊆ R1/p ⊆ R̂1/p, from which we deduce that R1/p is a faithfully flat extension
of L[[X, Y ]] (because R̂1/p is faithfully flat over both R1/p and R̂).
BIG TEST ELEMENTS FOR SOME EXCELLENT RINGS 27
Let fk := Y −
∑k
i=1 TiX
i and ak := (fk, X
k+1)R, for all k ∈ N. In L[X, Y ]], set
f := Y −∑∞i=1 TiX i. Note that akL[[X, Y ]] = (f,Xk+1)L[[X, Y ]] and so akR1/p =
(f,Xk+1)R1/p, for all k ∈ N. Krull’s Intersection Theorem therefore yields that⋂
k∈N (akL[[X, Y ]]) = fL[[X, Y ]] and
⋂
k∈N
(
akR
1/p
)
= fR1/p. By faithful flatness,
fR1/p ∩ L[[X, Y ]] = fL[[X, Y ]], a prime ideal of L[[X, Y ]] of height 1; therefore
fR1/p ∩ R is a prime ideal of R of height 1 or 0, and so is principal, generated by
g ∈ R, say. Thus gR = fR1/p ∩ R = ⋂k∈N (akR1/p) ∩ R = ⋂k∈N ak.
Suppose that R is F -∩-flat. Then
gL[[X, Y ]] =
((⋂
k∈N ak
)
R1/p
) ∩ L[[X, Y ]] = ⋂k∈N (akR1/p) ∩ L[[X, Y ]]
=
⋂
k∈N akL[[X, Y ]] = fL[[X, Y ]].
Thus f = gu for some unit u ∈ L[[X, Y ]]. There exists j ∈ N such that g ∈ Lj [[X, Y ]].
After multiplication by an element of Lj , we can assume that the homogeneous com-
ponent of g of degree 1 is Y − T1X . Use the division algorithm (for division by
Y − T1X ∈ Lj[X ][Y ]) in order to construct, inductively, the homogeneous compo-
nents of a unit v of Lj [[X, Y ]] such that vg = Y − h for some non-unit h ∈ Lj [[X ]].
Then f = (Y − h)uv−1 in L[[X, Y ]], and the substitution X 7→ X , Y 7→ h therefore
yields that h =
∑∞
i=1 TiX
i. This is a contradiction since h ∈ Lj [[X ]].
The regular local ring R in this example is not excellent, because Quot(R̂) is a
purely inseparable extension of Quot(R). An interesting question, believed by this
author to be open, is whether there exists an excellent regular ring of prime charac-
teristic that is not F -∩-flat.
9.4. Lemma. Let S be a regular ring of characteristic p which is F -∩-flat. Let (aλ)λ∈Λ
be a non-empty family of ideals of S and let n ∈ N0. Then
⋂
λ∈Λ(a
[pn]
λ ) =
(⋂
λ∈Λ aλ
)[pn]
.
Let b be an ideal of S. Then there exists a smallest ideal t of S such that b ⊆ t[pn]
(‘smallest’ in the sense that t ⊆ h for each ideal h of S for which b ⊆ h[pn]).
Proof. As observed in 9.1, the nth iterate fn : S −→ S is intersection-flat. Consider
the nth component Syn of the Frobenius skew polynomial ring S[y, f ] over S (in
the indeterminate y), and let a be an ideal of S. Then, when the left S-module
Syn ⊗S S is identified with S in the natural way, the image of the S-monomorphism
Syn ⊗S a −→ Syn ⊗S S induced by inclusion becomes identified with a[pn]. The first
claim therefore follows from the definition of intersection-flatness, while the second
claim follows from application of the first claim to the (non-empty) family of ideals
h of S for which b ⊆ h[pn] (note that b ⊆ S [pn]). 
9.5. Definition. Let S be a regular ring of characteristic p, let n ∈ N0 and let a be an
ideal of S. We shall say that a[1/p
n] exists if there is a smallest ideal t of S (which will
be denoted by a[1/p
n]) such that a ⊆ t[pn]. We shall sometimes refer to a[1/pn] (when it
exists) as the pnth Frobenius root of a.
Note that a[1/p
0] always exists, and is equal to a. If S is F -∩-flat, then a[1/pn] exists
for all n ∈ N0 and all ideals a of S (by Lemma 9.4).
The notation a[1/p
n] of 9.5 is consistent with that used by Blickle, M. Mustata and
Smith, in [4, §2], where they used pnth Frobenius roots, in the case of F -finite regular
rings of characteristic p, in connection with generalizations of test ideals studied by
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N. Hara and K. Yoshida [9, §6] and Hara and S. Takagi [8, §1]. Other places in which
pnth Frobenius roots have appeared in similar F -finite contexts include Takagi [35,
Proposition 2.5], K. Schwede [26, Remark 3.8], and Blickle, Schwede, Takagi and W.
Zhang [5, Proposition 3.10].
9.6. Remark. Let S be a regular ring of characteristic p, let (aλ)λ∈Λ be a non-empty
family of ideals of S, and let (qλ)λ∈Λ be a family of powers of p (with non-negative
exponents), indexed by the same set Λ.
If a
[1/qλ]
λ exists for all λ ∈ Λ, then
∑
λ∈Λ a
[1/qλ]
λ is the smallest ideal h of S such that
aλ ⊆ h[qλ] for all λ ∈ Λ.
For example, if a, b are ideals of S and n ∈ N is such that b[1/pn] exists, then
b[1/p
n] + a[1/p
0] = b[1/p
n] + a is the smallest ideal t of S which contains a and is such
that b ⊆ t[pn].
9.7. Lemma. Let S be a regular ring of characteristic p, let n ∈ N0, let a be an ideal
of S and let W be a multiplicatively closed subset of S. If a[1/p
n] exists, then so also
does (aW−1S)[1/p
n], and (aW−1S)[1/p
n] = a[1/p
n]W−1S.
Proof. Set t := a[1/p
n]; since a ⊆ t[pn], we have aW−1S ⊆ t[pn]W−1S = (tW−1S)[pn].
Now let B be an ideal of W−1S such that aW−1S ⊆ B[pn]. Let e and c denote
extension and contraction of ideals under the natural ring homomorphism S −→
W−1S. Since every ideal of W−1S is extended from S, we can write B = be where
b = Bc. Let b = q1 ∩ . . . ∩ qt be a minimal primary decomposition of b, and note
that all of q1, . . . , qt are disjoint from W . It follows from the faithful flatness of the
Frobenius homomorphism on S that b[p
n] = q
[pn]
1 ∩ · · · ∩ q[p
n]
t is a minimal primary
decomposition of b[p
n], so that
B[p
n] = (be)[p
n] = (b[p
n])e =
(
q
[pn]
1 ∩ · · · ∩ q[p
n]
t
)e
=
(
q
[pn]
1
)e
∩ · · · ∩
(
q
[pn]
t
)e
.
Since q
[pn]
i is
√
qi-primary for all i = 1, . . . , t, we see that
a ⊆ aec ⊆ (B[pn])c =
(
q
[pn]
1
)ec
∩ · · · ∩
(
q
[pn]
t
)ec
= q
[pn]
1 ∩ · · · ∩ q[p
n]
t = b
[pn].
Therefore t ⊆ b and te ⊆ be = B. It follows that (aW−1S)[1/pn] exists and is equal to
te = (a[1/p
n])e. 
We are going to use the following lemma of G. Lyubeznik and K. E. Smith. Their
proof in [20, Lemma 6.6] uses work of N. Radu [25, Corollary 5], which, in turn, uses
D. Popescu’s general Ne´ron desingularization [23, 24]. (For an exposition of Popescu’s
work, see R. G. Swan [34].)
9.8. Lemma (G. Lyubeznik and K. E. Smith [20, Lemma 6.6]). Let S be an excellent
regular local ring of characteristic p, and let B be an ideal of the completion Ŝ of S.
Then B[p
n] ∩ S = (B ∩ S)[pn] for all n ∈ N0.
9.9. Lemma. Let S be an excellent regular local ring of characteristic p, let n ∈ N0
and let a be an ideal of S. If a[1/p
n] exists, then so also does (aŜ)[1/p
n], and (aŜ)[1/p
n] =
a[1/p
n]Ŝ.
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Proof. Set t := a[1/p
n]; since a ⊆ t[pn], we have aŜ ⊆ t[pn]Ŝ = (tŜ)[pn].
Now let B be an ideal of Ŝ such that aŜ ⊆ B[pn]. Then, on use of the Lemma 9.8
of Lyubeznik and Smith, we see that
a = aŜ ∩ S ⊆ B[pn] ∩ S = (B ∩ S)[pn].
Therefore t ⊆ B ∩ S, so that tŜ ⊆ (B ∩ S)Ŝ ⊆ B. It follows that (aŜ)[1/pn] exists
and is equal to tŜ = a[1/p
n]Ŝ. 
Use will be made in this section of the following extension, due to G. Lyubeznik,
of a result of R. Hartshorne and R. Speiser. It shows that, when R is local, an x-
torsion left R[x, f ]-module which is Artinian (that is, ‘cofinite’ in the terminology of
Hartshorne and Speiser) as an R-module exhibits a certain uniformity of behaviour.
9.10. Theorem (G. Lyubeznik [19, Proposition 4.4]). (Compare also Hartshorne
and Speiser [10, Proposition 1.11].) Suppose that (R,m) is local and let H be a
left R[x, f ]-module which is Artinian as an R-module. Then there exists e ∈ N0 such
that xeΓx(H) = 0.
Hartshorne and Speiser first proved this result in the case where R is local and
contains its residue field which is perfect. Lyubeznik applied his theory of F -modules
to obtain the result without restriction on the local ring R (of characteristic p). A
short proof of the theorem, in the generality achieved by Lyubeznik, is provided in
[27].
9.11. Definition. Suppose that (R,m) is local, and let H be a left R[x, f ]-module
which is Artinian as an R-module. By the Hartshorne–Speiser–Lyubeznik Theorem
9.10, there exists e ∈ N0 such that xeΓx(H) = 0: we call the smallest such e the
Hartshorne–Speiser–Lyubeznik number , or HSL-number for short, of H , and denote
this by HSL(H).
9.12. Remark. The referee has suggested that I point out that there is a result about
right R[x, f ]-modules that is, in a sense, dual to the Hartshorne–Speiser–Lyubeznik
Theorem: if M is a right R[x, f ]-module that is Noetherian as an R-module, then
there exists e ∈ N0 such that Mxe = Mxe+1. This follows from M. Blickle and G.
Boeckle [3, Proposition 2.14]; they prove their result via an argument of O. Gabber
[7, Lemma 13.1]. There is another proof in [31, Theorem 3.4]. Neither result requires
that R be F -finite, but in the case where (R,m) is F -finite, local and complete,
the Blickle–Boeckle result can be deduced from the Hartshorne–Speiser–Lyubeznik
Theorem via Matlis duality.
9.13. Proposition. Let (S, n) be an excellent regular local ring of characteristic p,
and let a be a proper ideal of S; let R := S/a, and denote the maximal ideal of R by
m. Set E := ES(S/n), and let u ∈ (a[p] : a). Use u to furnish ER(R/m) = (0 :E a)
with a structure as a left R[x, f ]-module, and recall that ER(R/m) is Artinian as an
R-module. Assume that (Sduj)[1/p
n] exists for all n, j ∈ N0 and d ∈ S. Recall that
ω0 := 0 and ωn := 1 + p+ · · ·+ pn−1 for n ∈ N. Let e ∈ N0. Then
(i) (0 :ER(R/m) x
e) =
(
0 :E (Su
ωe)[1/p
e] + a
)
;
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(ii) for d ∈ S,
{h ∈ ER(R/m) : dxnh = 0 for all n ≥ e} =
(
0 :E a+
∑
n≥e(Sdu
ωn)[1/p
n]
)
;
(iii) (Suωn)[1/p
n] + a ⊇ (Suωn+1)[1/pn+1] + a for all n ∈ N0;
(iv) if (Suωe)[1/p
e] + a = (Suωe+1)[1/p
e+1] + a, then
(Suωe)[1/p
e] + a = (Suωe+j)[1/p
e+j ] + a for all j ∈ N; and
(v) HSL(ER(R/m)) is equal to the least integer n ∈ N0 such that (Suωn)[1/pn]+a =
(Suωn+1)[1/p
n+1] + a.
Note. Parts of this proposition, particularly (iii), (iv) and (v), were inspired by work
of M. Katzman in [17, Theorem 4.6]. However, in that cited theorem of Katzman,
the local rings were complete, and that is not necessarily the case here.
Proof. The completion R̂ of R = S/a is given by R̂ = Ŝ/aŜ. Now the R-module
structure on ER(R/m) can be extended to a structure as an R̂-module; as such,
ER(R/m) = ER̂(R̂/mR̂). Note that u ∈ (a[p] : a)Ŝ = ((aŜ)[p] : aŜ): if we use u to
put a left R̂[x, f ]-module structure on ER̂(R̂/mR̂), then this structure extends the
left R[x, f ]-module structure on ER(R/m).
We can use Lemma 9.9 to see that (Ŝduj)[1/p
n] exists and is equal to (Sduj)[1/p
n]Ŝ,
for all n, j ∈ N0 and d ∈ S.
It follows from Matlis duality (see [32, p. 154], for example) that each Ŝ-submodule
M of E satisfies M = (0 :E (0 :Ŝ M)), and so has the form (0 :E A) for a (uniquely
determined) ideal A of Ŝ.
(i) Now (0 :ER(R/m) x
e) = (0 :E
R̂
(R̂/mR̂) x
e) is an Ŝ[x, f ]-submodule of E, and so has
the form (0 :E B) for an idealB of Ŝ that contains aŜ. It follows from [30, Proposition
2.7] that gr-annŜ[x,f ](0 :E B) =
⊕
n∈N0
(B[p
n] : uωn)xn. We therefore deduce that B is
the smallest ideal of Ŝ such that aŜ ⊆ B and uωe ∈ B[pe], that is,
B = (Ŝuωe)[1/p
e] + aŜ = (Suωe)[1/p
e]Ŝ + aŜ = ((Suωe)[1/p
e] + a)Ŝ.
Therefore (0 :ER(R/m) x
e) = (0 :E ((Su
ωe)[1/p
e] + a)Ŝ) = (0 :E (Su
ωe)[1/p
e] + a).
(ii) The proof of this is similar to the above proof of part (i).
Let L := {h ∈ ER(R/m) : dxnh = 0 for all n ≥ e}. Then L is an Ŝ[x, f ]-submodule
of E, and so has the form (0 :E C) for an ideal C of Ŝ that contains aŜ. By [30,
Proposition 2.7] again, gr-annŜ[x,f ](0 :E C) =
⊕
n∈N0
(C[p
n] : uωn)xn, so that C is the
smallest ideal of Ŝ such that aŜ ⊆ C and d ∈ (C[pn] : uωn) for all n ≥ e. Thus, in view
of Remark 9.6,
C = aŜ +
∑
n≥e(Ŝdu
ωn)[1/p
n]
= aŜ +
∑
n≥e(Sdu
ωn)[1/p
n]Ŝ =
(
a+
∑
n≥e(Sdu
ωn)[1/p
n]
)
Ŝ.
Therefore L =
(
0 :E
(
a+
∑
n≥e(Sdu
ωn)[1/p
n]
)
Ŝ
)
=
(
0 :E a+
∑
n≥e(Sdu
ωn)[1/p
n]
)
, as
required.
(iii) Let n ∈ N0 and t := (Suωn)[1/pn]. Thus uωn ∈ t[pn]. Therefore uωnp ∈ t[pn+1], so
that uωn+1 = uuωnp ∈ t[pn+1]. Hence t ⊇ (Suωn+1)[1/pn+1].
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(iv) Suppose that (Suωe)[1/p
e] + a = (Suωe+1)[1/p
e+1] + a. By part (i), this implies
that (0 :ER(R/m) x
e) = (0 :ER(R/m) x
e+1). It follows from this that (0 :ER(R/m) x
e) =
(0 :ER(R/m) x
e+j) for all j ∈ N, so that (Suωe)[1/pe] + a = (Suωe+j)[1/pe+j ] + a for all
j ∈ N by part (i) (since an S-module and its Matlis dual have equal annihilators,
even if S is not complete).
(v) Let h := HSL(ER(R/m)); this means that Γx(ER(R/m)) = (0 :ER(R/m) x
h) =
(0 :ER(R/m) x
h+j) for all j ∈ N, and that (0 :ER(R/m) xh) ⊃ (0 :ER(R/m) xh−1) if
h > 0. (The symbol ‘⊃’ is reserved to denote strict containment.) It now follows
from parts (i), (ii) and (iii) (and the fact that an S-module and its Matlis dual have
equal annihilators) that (Suωh)[1/p
h] + a = (Suωh+j)[1/p
h+j ] + a for all j ∈ N, whereas
(Suωn)[1/p
n] + a ⊃ (Suωn+1)[1/pn+1] + a for all n ∈ N0 with n < h. 
We can use Proposition 9.13 to establish a bound on HSL-numbers in some cir-
cumstances.
9.14. Theorem. Suppose that R is a homomorphic image S/a of an excellent regular
ring S (of characteristic p) modulo a proper ideal a, and assume that S is F -∩-flat.
Let u ∈ (a[p] : a).
Given a q ∈ Var(a), write p = q/a, let k(p) denote the simple Rp-module and use
u/1 ∈ (a[p] : a)Sq = ((aSq)[p] : aSq) to furnish ERp(k(p)) with a structure as a left
Rp[x, f ]-module.
Then there exists h ∈ N such that HSL(ERp(k(p))) ≤ h for all p ∈ Spec(R).
Note. I am very grateful to Mordechai Katzman for pointing out to me that the
quasi-compactness of Var(a) in the Zariski topology on Spec(S) can be used to prove
this theorem.
Proof. It follows from Lemma 9.4 that b[1/p
n] exists for all n ∈ N0 and all ideals b of
S. Lemma 9.7 shows that (bSq)
[1/pn] exists and is equal to b[1/p
n]Sq for all n ∈ N0,
q ∈ Spec(S) and ideals b of S.
Set tn := (Su
ωn)[1/p
n] + a (where ωn is as in 6.1) for all n ∈ N0. One checks
easily that tn ⊇ tn+1 by use of the argument in the proof of Proposition 9.13(iii).
It follows from the first paragraph of this proof and Proposition 9.13 that, for a
q ∈ Var(a), if tnSq = tn+1Sq for an n ∈ N0, then tnSq = tn+jSq for all j ∈ N, and that
HSL(ERq/a(k(q/a))) is the smallest integer h
′ such that th′Sq = th′+1Sq.
For each n ∈ N0, let Cn := Supp(tn/tn+1), a closed subset of Var(a) in the Zariski
topology. The facts listed in the immediately preceding paragraph show that Cn ⊇
Cn+1 for all n ∈ N0, and that
⋂
n∈N0
Cn = ∅. Since Var(a) is quasi-compact, there
exists h ∈ N such that Ch = ∅. Then thSq = th+1Sq for all q ∈ Var(a), so that, by
Proposition 9.13(iv),(v), we have HSL(ERp(k(p))) ≤ h for all p ∈ Spec(R). 
10. Big test elements for certain non-local (R0) rings
The aims of this section are to establish the existence of big test elements for R
when R satisfies condition (R0) and is a homomorphic image of an excellent regular
ring of characteristic p that is F -∩-flat, and then to use faithfully flat ring extensions
to extend the scope of this approach. The proof will make use of the bound on
HSL-numbers established in Theorem 9.14.
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10.1. Lemma. Suppose that (R,m) is local and that H is a left R[x, f ]-module that
is Artinian as an R-module. Let c ∈ R and, for m, t ∈ N0 with m ≥ t ≥ HSL(H), set
Lm,t :=
{
h ∈ H : cpmxnh = 0 for all n ≥ t}. Then Lm,t = Lm+1,t = Lm+1,t+1.
Consequently,
(
0 :R annH(
⊕
n≥tRc
pm+jxn)
)
=
(
0 :R annH(
⊕
n≥tRc
pmxn)
)
for all
j ∈ N0.
Proof. It is clear that Lm,t ⊆ Lm+1,t ⊆ Lm+1,t+1, so let h ∈ Lm+1,t+1. Thus, for all
n ≥ t+ 1, we have
0 = cp
m+1
xnh = (cp
m−t
)p
t+1
xt+1xn−(t+1)h = xt+1cp
m−t
xn−(t+1)h.
Therefore xtcp
m−t
xn−(t+1)h = 0, since t ≥ HSL(H); therefore (cpm−t)ptxtxn−(t+1)h = 0,
that is, cp
m
xn−1h = 0. As this is true for all n ≥ t+ 1, we see that h ∈ Lm,t.
The final claim is now immediate. 
10.2. Theorem. Suppose that R is a homomorphic image S/a of an excellent regular
ring S of characteristic p modulo a proper ideal a, and assume that S is F -∩-flat and
that R satisfies condition (R0). Then R has a big test element.
In fact, each c ∈ R◦ for which Rc is Gorenstein and weakly F -regular has a power
that is a big test element for R.
Proof. We can assume that a 6= 0, since otherwise the claims are clear (by Corollary
8.6, for example). By Proposition 5.2, it is enough for us to prove the final claim
under the additional hypothesis that R is an integral domain, and so we suppose that
a is a non-zero prime ideal of S.
Choose a q ∈ Var(a) such that Rq/a is Gorenstein and weakly F -regular (and
therefore F -pure by 5.1(i)). (For example, one could take q = a.) Choose u1, . . . , ul ∈
(a[p] : a)\q[p] (whose natural images in T := (a[p] : a)/a[p] generate T ) as in Proposition
6.3. Since Sq/aSq ∼= Rq/a is a Gorenstein local ring, it follows from 7.2(iii) that
the Sq-module
(
(aSq)
[p] : aSq
)
/(aSq)
[p] is cyclic, so there is i ∈ {1, . . . , l} such that(
(aSq)
[p] : aSq
)
= (aSq)
[p] + (ui/1)Sq. Let u := ui.
Given a general q′ ∈ Var(a), write p′ = q′/a, let k(p′) (respectively k(q′)) denote the
simple Rp′-module (respectively the simple Sq′-module) and use u/1 ∈ (a[p] : a)Sq′ =
((aSq′)
[p] : aSq′) to furnish ER
p′
(k(p′)) = (0 :ES
q′
(k(q′)) aSq′) with a structure as a left
Rp′ [x, f ]-module. Let h ∈ N be such that HSL(ER
p′
(k(p′))) ≤ h for all p′ ∈ Spec(R).
(Theorem 9.14 guarantees the existence of such an h.)
Let c′′ ∈ R◦ = R \ {0} be such that Rc′′ is regular. Choose d ∈ S whose natural
image in R is equal to c′′. Thus d 6∈ a. It follows from Lemma 9.4 that b[1/pn] exists for
all n ∈ N0 and all ideals b of S. Let t := a+
∑
n≥h(Sd
phuωn)[1/p
n]. The comments in
Remark 9.6 show that t is the smallest ideal of S such that a ⊆ t and dphuωn ∈ t[pn] for
all n ≥ h. We suppose that htR(t/a) = 0, that is, that t = a, and seek a contradiction.
Our supposition means that dp
h
uωn ∈ a[pn] for all n ≥ h. It follows from the faithful
flatness of the Frobenius homomorphism on S that the ideal a[p
n] is a-primary for all
n ∈ N. Since d 6∈ a, we see that uωn ∈ a[pn] for all n ≥ h. Now u ∈ (a[p] : a); therefore
u ∈ a[p], by Lemma 6.2. This is a contradiction to the choice of u. We have thus
proved that htR(t/a) > 0.
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By Lemma 9.7, we have tSq′ = aSq′ +
∑
n≥h(Sq′(d/1)
ph(u/1)ωn)[1/p
n], and, by Re-
mark 9.6, this is the smallest ideal B of Sq′ such that aSq′ ⊆ B and (d/1)ph(u/1)ωn ∈
B[p
n] for all n ≥ h. By Proposition 9.13(ii), we have{
ξ ∈ ER
p′
(k(p′)) : (c′′/1)p
h
xnξ = 0 for all n ≥ h
}
=
(
0 :ES
q′
(k(q′)) tSq′
)
.
We now apply the Embedding Theorem 3.2 to the Rp′-module ER
p′
(k(p′)), with
the graded companion ˜ER
p′
(k(p′)) playing the roˆle of H . The conclusion is that there
is a family
(
L(n)
)
n∈N0
of N0-graded left Rp′ [x, f ]-modules, where L
(n) is an n-place
extension of the −nth shift of a graded product of copies of ˜ER
p′
(k(p′)) (for each
n ∈ N0), for which there exists a homogeneous Rp′ [x, f ]-monomorphism
ν : Rp′ [x, f ]⊗R
p′
ER
p′
(k(p′)) =
⊕
i∈N0
(Rp′x
i ⊗R
p′
ER
p′
(k(p′))) −→
∏
n∈N0
′
L(n) =: K.
Since
(
Rp′
)
c′′/1
, the ring of fractions of Rp′ with respect to the set of powers of the
element c′′/1 of (Rp′)
◦, is a ring of fractions of Rc′′ , it is regular. Note also that
c′′/1 ∈ (Rp′)◦. By Theorem 7.5, there is a j′ ∈ N such that (c′′/1)j′ is a big test
element for Rp′ ; hence there exists j ∈ N with j ≥ h such that (c′′/1)pj is a big test
element for Rp′ , so that
∆R
p′
(
Rp′ [x, f ]⊗R
p′
ER
p′
(k(p′))
)
⊆ annR
p′
[x,f ]⊗R
p′
ER
p′
(k(p′))
(⊕
n≥hRp′(c
′′/1)p
j
xn
)
.
Thus ν
(
∆R
p′
(
Rp′ [x, f ]⊗R
p′
ER
p′
(k(p′))
))
⊆ annK
(⊕
n≥hRp′(c
′′/1)p
j
xn
)
, and so(
0 :R
p′
annK
(⊕
n≥hRp′(c
′′/1)p
j
xn
))
⊆
(
0 :R
p′
∆R
p′
(
Rp′ [x, f ]⊗R
p′
ER
p′
(k(p′))
))
.
However, by Examples 2.1, 2.2 and 2.3, Proposition 2.4(iii) and Lemma 10.1,(
0 :R
p′
annK
(⊕
n≥hRp′(c
′′/1)p
j
xn
))
=
(
0 :R
p′
annER
p′
(k(p′))
(⊕
n≥hRp′(c
′′/1)p
j
xn
))
=
(
0 :R
p′
annER
p′
(k(p′))
(⊕
n≥hRp′(c
′′/1)p
h
xn
))
=
(
0 :R
p′
(
0 :ES
q′
(k(q)) tSq′
))
= (t/a)Rp′
because an Rp′-module and its Matlis dual have equal annihilators (even though the
local ring Rp′ need not be complete). Therefore
(t/a)Rp′ ⊆ (0 :R
p′
∆R
p′
(Rp′[x, f ]⊗R
p′
ER
p′
(k(p′)))).
Recall that ht t/a > 0; let c′ be an arbitrary element of (t/a) ∩ R◦ = (t/a) \ {0}.
Then, in Rp′ ,
c′/1 ∈ (0 :R
p′
∆R
p′
(Rp′ [x, f ]⊗R
p′
ER
p′
(k(p′)))),
so that c′ ∈ (0 :R ∆R(R[x, f ]⊗R ER(R/p′))) by Proposition 4.1(iv). Note that this is
true for all p′ ∈ Spec(R). In particular, c′ ∈ (0 :R ∆R(R[x, f ] ⊗R ER(R/m))) for all
m ∈ Max(R).
34 RODNEY Y. SHARP
Now it is easy to see that there is a homogeneous isomorphism of graded left
R[x, f ]-modules
R[x, f ]⊗R
(⊕
m∈Max(R)ER(R/m)
) ∼=⊕m∈Max(R) (R[x, f ]⊗R ER(R/m)),
and to deduce from this that c′ ∈
(
0 :R ∆R
(
R[x, f ]⊗R
(⊕
m∈Max(R)ER(R/m)
)))
.
Since E :=
⊕
m∈Max(R) ER(R/m) is an injective cogenerator of R, Theorem 3.3 shows
that c′ is a big test element for R. Now (0 :R ∆(R[x, f ] ⊗R E)) is, by Theorem 3.3,
equal to the big test ideal of R. As c′ was an arbitrary element of (t/a) ∩ R◦ =
(t/a) \ {0} and such elements generate t/a, it follows that t/a is contained in the big
test ideal of R.
We now return to consideration of the particular q ∈ Var(a), chosen in the first
paragraph of this proof, such that Rq/a is Gorenstein and weakly F -regular. Write
p := q/a. Recall that our choice of u is such that
(
(aSq)
[p] : aSq
)
= (aSq)
[p]+(u/1)Sq.
Since Rp is also excellent, Proposition 8.3 shows that ERp(k(p)), with its Rp[x, f ]-
module structure defined above (in the particular case in which p′ = p) is a simple
left Rp[x, f ]-module. By our discussion above for a general p
′ ∈ Spec(R), we have{
ξ ∈ ERp(k(p)) : (c′′/1)p
h
xnξ = 0 for all n ≥ h
}
=
(
0 :ESq(k(q)) tSq
)
=
(
0 :ERp(k(p)) (t/a)Rp
)
;
as this is an Rp[x, f ]-submodule of ERp(k(p)), and as ht t/a > 0, we must have
(t/a)Rp = Rp, so that t/a 6⊆ p. Thus the big test ideal of R is not contained in p.
We have now shown that (0 :R ∆(R[x, f ] ⊗R E)), the big test ideal of R, is not
contained in any p′′ ∈ Spec(R) for which Rp′′ is Gorenstein and weakly F -regular.
It follows that, if c ∈ R◦ is such that Rc is Gorenstein and weakly F -regular, then
c ∈√(0 :R ∆(R[x, f ]⊗R E)), so that some power of c is a big test element for R. 
10.3. Corollary. Suppose that R is a homomorphic image of a regular ring S of
characteristic p that is F -finite; assume that R satisfies condition (R0). Let c ∈ R◦
be such that Rc is Gorenstein and weakly F -regular. Then there is a power of c that
is a big test element for R.
Proof. Since S is F -finite, it is excellent, by E. Kunz [18, Theorem 2.5]; also, S is
F -∩-flat, by an earlier remark. The claim therefore follows from Theorem 10.2. 
We can enlarge the class of rings to which the ideas of this section can be applied
by use of Proposition 5.3.
10.4. Corollary. Suppose that R ⊆ R′ is a faithfully flat extension of excellent rings
of characteristic p such that all the fibre rings of the inclusion ring homomorphism
are regular, and such that R′ is a homomorphic image of an excellent regular ring S
of characteristic p that is F -∩-flat.
Suppose that R satisfies condition (R0), and that c ∈ R◦ is such that Rc is Goren-
stein and weakly F -regular. Then some power of c is a big test element for R.
Proof. It follows from Corollary 8.2 that R′c is Gorenstein and weakly F -regular; note
also that c ∈ R′◦ and that R′ satisfies (R0). By Theorem 10.2, there exists n ∈ N
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such that cn is a big test element for R′, and we can conclude from Proposition 5.3
that cn is a big test element for R. 
We can now give an example that has some resonance with the Hochster–Huneke
Theorem 0.1.
10.5. Theorem. Suppose that R is an algebra of finite type over an excellent local
ring A of characteristic p whose residue field K is F -finite. If R satisfies the condition
(R0), then R has a big test element.
In fact, if c ∈ R◦ is such that Rc is Gorenstein and weakly F -regular, then some
power of c is a big test element for R.
Proof. Let φ : A −→ Â be the inclusion homomorphism. Since A is excellent, φ is a
regular homomorphism (see [22, p. 256]). By [21, p. 253] the induced (faithfully flat)
ring homomorphism R −→ Â⊗A R is also regular.
By I. S. Cohen’s Structure Theorem for complete local rings, Â is a homomorphic
image of K[[Y1, . . . , Ym]] for some indeterminates Y1, . . . , Ym. Therefore Â ⊗A R is a
homomorphic image of K[[Y1, . . . , Ym]][X1, . . . , Xn], and this is an excellent F -∩-flat
regular ring, by Example 9.2(iii). The claim therefore follows from Corollary 10.4. 
In one respect, Theorem 10.5 is inferior to the Hochster–Huneke Theorem 0.1 be-
cause it only applies to an algebra of finite type over an excellent local ring of charac-
teristic p that has F -finite residue field; on the other hand, it establishes the existence
of big test elements and applies when R satisfies the condition (R0) (as well as the
other hypotheses).
Finally, it should be noted that arguments have been provided in this paper so that
its results can be proved without use of the Gamma construction.
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