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Abstract
A one-dimensional singularly perturbed problem of mixed type is considered. The domain under
consideration is partitioned into two subdomains. In the first subdomain a parabolic reaction–
diffusion problem is given and in the second one an elliptic convection–diffusion–reaction problem.
The solution is decomposed into regular and singular components. The problem is discretized using
an inverse-monotone finite volume method on condensed Shishkin meshes. We establish an almost
second-order global pointwise convergence in the space variable, that is uniform with respect to the
perturbation parameter.
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1. Introduction
Consider the following problem of mixed type
Lu(x, t) ≡ ∂u
∂t
− ε ∂
2u
∂x2
+ q(x, t)u = f (x, t), (x, t) ∈ Ω−, (1)
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2u
∂x2
− r(x, t) ∂u
∂x
+ q(x, t)u = f (x, t), (x, t) ∈ Ω+, (2)
[
u(x, t)
]
Γ
= u(ξ + 0, t)− u(ξ − 0, t) = 0,
[
∂u
∂x
(x, t)
]
Γ
= 0, (3)
u(0, t) = ψ0(t), u(1, t) = ψ1(t), u(x,0) = ϕ(x), (4)
where 0 < ε  1, Ω− = {x ∈ (0, ξ), t ∈ (0, T ]}, Ω+ = {x ∈ (ξ,1), t ∈ (0, T ]}, Γ =
{x = ξ, t ∈ (0, T ]}, and
0 < r0  r(x, t) r1, 0 q0  q(x, t) q1, 0 k0  k(x, t) k1. (5)
Here r, q and f are sufficiently smooth functions with possible discontinuity on the inter-
face Γ .
Such problems describe for example an electromagnetic field arising in the motion of
a train on an air-pillow, see [9]. An asymptotic expansion of a similar problem is con-
structed in [21]. The solution of this problem has a boundary layer at {x = 0, t ∈ (0, T ]}
and interior layers with different widths around the interface line Γ . The sign of a con-
vection coefficient r(x, t) is essential for the behavior of the solution. If r(x, t) < 0, then
the solution will have boundary layers at {x = 0, t ∈ (0, T ]}, {x = 1, t ∈ (0, T ]} and a
weak interior layer on the left of the interface line, see [7,8], where a one-dimensional
convection–diffusion problem with a discontinuous convection field is considered.
There is a vast literature dealing with singularly perturbed problems with smooth coeffi-
cients and smooth data, see [11,12,14,19] for survey. When the coefficients are discontinu-
ous at a line, there usually appear interior layers around the interface. The one-dimensional
convection–diffusion equation with discontinuous input data is studied by several authors,
see [5,7,8,10,11,15] and the references there. The one-dimensional parabolic reaction–
diffusion problem with discontinuous input data and a concentrated source is discussed
in [4,18,20].
Our objective in this paper is to consider a problem of mixed parabolic–elliptic type
and to derive a difference scheme that is ε-uniformly convergent in the discrete maximum
norm of an almost second order with respect to the space variable. In each subdomain Ω−
and Ω+ we construct partially uniform Shishkin meshes that are condensed closely to the
boundary and interior layers. An inverse-monotone finite volume method on layer adapted
meshes is used to derive an ε-uniform difference scheme. To obtain a second-order scheme
we modify it similarly to [5] for a convection–diffusion part and to [6] for a reaction–
diffusion part. Two types of techniques are applied to prove an ε-uniform convergence.
The first one uses the discrete Green’s function to obtain a hybrid stability inequality,
which shows that the maximal nodal error is bounded by a discrete L1 norm of its trun-
cation error. A result like this, for the continuous problem, is proved by Andreev in [1,2],
and is applied later in [5], to prove a second-order ε-uniform convergence in a maximum
norm for a convection–diffusion problem with discontinuous coefficients. The second one
uses the abstract operator theory for the stability of a difference scheme, to obtain an a
priori estimates for the solution in the corresponding energetic norm, using the negative
norm of the right-hand side, see [16,17]. This technique is applied in [4] to prove an al-
most second-order ε-uniform convergence in the maximum norm, for the corresponding
parabolic problem.
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differential solution, decompose the solution into a regular component and a singular one,
and derive ε-uniform bounds for their derivatives. In Section 3 we construct a Shishkin
mesh condensed near the boundary and interface layers and obtain a finite volume differ-
ence scheme. A priori bounds of the discrete problem are given in Section 4. The uniform
convergence of the constructed scheme is proved in Section 5. Numerical experiments that
confirm the theoretical results obtained in the present paper are given in [3].
2. Some properties of analytical solution
In this section we establish several properties of the solution to the problem (1)–(4), that
will be used in the analysis of a difference scheme. We begin with some notations, [12].
We say that a function w(x, t) defined on Ω is Hölder continuous of order γ on Ω if
w ∈ C0(Ω) and
sup
(x1,t1),(x2,t2)
|w(x1, t1)−w(x2, t2)|
((x1 − x2)2 + |t1 − t2|)γ /2
is finite. We denote this by w ∈ Cγ (Ω). For each integer n 0
w ∈ Cn+γ (Ω), if ∂
k+mw
∂xk∂tm
∈ Cγ (Ω), 0 k + 2m n.
The continuous problem satisfies the following comparison principle.
Lemma 1. Suppose that a function w ∈ C0(Ω¯)∩C2(Ω− ∪Ω+) satisfies
Lw(x, t) 0, (x, t) ∈ Ω− ∪Ω+,
[
∂w
∂x
]
Γ
 0, w|∂Ω  0,
then w(x, t) 0 for all (x, t) ∈ Ω¯ .
Proof. Consider the function v(x, t), defined by
w(x, t) =
{
te−(ξ−x)/(
√
2εT )v(x, t), (x, t) ∈ Ω−,
te−r0(x−ξ)/(2ε)v(x, t), (x, t) ∈ Ω+.
Hence, for (x, t) ∈ Ω−
Lw = e−(ξ−x)/(
√
2εT )
(
t
∂v
∂t
− tε ∂
2v
∂x2
− t
√
2ε√
T
∂v
∂x
+
(
1 + tq − t
2T
)
v
)
and for (x, t) ∈ Ω+
Lw = te−r0(x−ξ)/(2ε)
(
−ε ∂
2v
∂x2
+ (r0 − r) ∂v
∂x
+
(
q + r0
2ε
(
r − r0
2
))
v
)
.
Let (x0, y0) be a point at which v attains its maximal value in Ω¯ . If v(x0, t0)  0 there
is nothing to prove. Suppose therefore that v(x0, t0) > 0, then the proof is completed by
showing that this leads to a contradiction. If (x0, t0) ∈ Ω±, then Lw(x0, y0) > 0, which is a
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0 and [ ∂w
∂x
]Γ = t[ ∂v∂x ]Γ − t ( r02ε + 1√2εT )v(ξ, t). Since (ξ, t0) is where v(x, t) attains its
maximum value, then ∂v
∂x
(ξ +0, t0) 0, ∂v∂x (ξ −0, t0) 0, which implies [ ∂v∂x (x, t0)]Γ  0.
This implies that [ ∂w
∂x
(x, t0)]Γ < 0, which is a contradiction. 
Denote by ‖ · ‖L∞(Ω¯) the maximum norm in Ω¯ . An immediate consequence of the com-
parison principle is the following stability result, which implies uniqueness of the solution.
Lemma 2. Let u ∈ C1+γ (Ω¯) ∩ Cn+γ (Ω− ∪ Ω+) denote a solution of problem (1)–(4),
then
‖u‖L∞(Ω¯) max
{
‖u‖L∞(∂Ω),
‖f ‖L∞(Ω¯)
c0
}
, (6)
and for all 0 k + 2m n holds
∥∥∥∥ ∂k+mu∂xk∂tm
∥∥∥∥
L∞(Ω¯−)
C
(
1 + ε−k/2(1 + t)e−(x, ε)), (7)
∥∥∥∥ ∂k+mu∂xk∂tm
∥∥∥∥
L∞(Ω¯+)
C
(
1 + ε−ke+(x, ε)), (8)
where
e−(x, ε) = exp
(
− xβ√
ε
)
+ exp
(
− (ξ − x)β√
ε
)
, e+(x, ε) = exp
(
− (x − ξ)r0
ε
)
,
0 < β  1/
√
(1 + T ), c0 = min{1, r0/(1 − ξ)} and C is a positive constant independent of
the small parameter ε .
Proof. Use the barrier function
Ψ±(x, t) =
⎧⎨
⎩
−‖u‖L∞(∂Ω) −
(1+t)‖f ‖L∞(Ω¯)
c0
± u(x, t), (x, t) ∈ Ω¯−,
−‖u‖L∞(∂Ω) −
(1+t)(1−x)‖f ‖L∞(Ω¯)
(1−ξ)c0 ± u(x, t), (x, t) ∈ Ω¯+.
Clearly Ψ± ∈ C0(Ω¯), Ψ±|∂Ω  0, [Ψ±]Γ = 0, [ ∂Ψ±∂x ]Γ  0 and for each (x, t) ∈ Ω±,
LΨ±(x, t)  0. The comparison principle implies that Ψ±(x, t)  0 for all (x, t) ∈ Ω¯ ,
which leads to the desired bound (6) on u. We can differentiate with respect to t , Eqs. (1),
(2) and interface conditions (3), to obtain that the derivatives of u with respect to the
time variable are ε-uniformly bounded. Now if consider the solution independently in each
subdomain Ω±, using appropriate barrier functions, similarly to [4,5,12], we obtain the
remaining bounds in (7) and (8). 
For the numerical analysis below we shall need a decomposition of the solution into a
regular part and a singular one. Using Lemmas 1 and 2 we obtain the following proposition.
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v(x, t) + w(x, t), where for all k,m, 0 k + 2m n the regular part v(x, t) satisfies the
estimates∥∥∥∥ ∂k+mv∂xk∂tm
∥∥∥∥
L∞(Ω¯)
 C, (9)
and the singular part w(x, t) satisfies the estimates∥∥∥∥ ∂k+mw∂xk∂tm
∥∥∥∥
L∞(Ω¯−)
 Cε−k/2e−(x, ε)
∥∥∥∥ ∂k+mw∂xk∂tm
∥∥∥∥
L∞(Ω¯+)
 Cε1/2−ke+(x, ε), (10)
for some positive constant C independent of the small parameter ε.
Proof. The regular part v(x, t) is sought in the form
v(x, t) =
n∑
i=0
εivi(x, t)+ εn+1Rn+1(x, t), vi(x, t) =
{
v−i (x, t), (x, t) ∈ Ω−,
v+i (x, t), (x, t) ∈ Ω+,
where the functions v−i (x, t), i = 0, . . . , n, are solutions to the problems
∂v−i
∂t
+ q(x, t)v−i = F−i (x, t), (x, t) ∈ Ω−, v−i (x,0) = Φ−i (x),
F−0 (x, t) = f (x, t), Φ−0 (x) = ϕ(x),
F−i (x) =
∂2v−i−1
∂x2
, Φ−i = 0, i  1,
and the functions v+i (x, t), i = 0, . . . , n, satisfy
−r(x, t)∂v
+
i
∂x
+ q(x, t)v+i = F+i (x, t), (x, t) ∈ Ω+, v+i (1, t) = Ψ−i (t),
F+0 (x, t) = f (x, t), Ψ+0 (t) = ψ1(t),
F+i (x, t) =
∂2v+i−1
∂x2
, Ψ+i = 0, i  1.
Since v−i and v
+
i are solutions to problems independent of the small parameter, they have
ε-uniformly bounded derivatives and satisfy estimates (9).
The singular part is sought in the form w(x, t) =∑ni=0 εi(w1,i +w2,i ), where the func-
tions w1,i , i = 0, . . . , n, are solutions to the problems
Lw1,i = 0, (x, t) ∈ Ω−, w(x,0) = 0, w1,i (ξ, t) = −[vi]Γ ,
w1,0(0, t) = ψ0(t)− v−0 (0, t), w1,i (0, t) = −v−i (0, t), i  1.
Similarly as in [4] we can prove that w1,i satisfies the first estimates in (10). The second
term w2,i (x, t) satisfies for all i = 0, . . . , n the problems
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[w2,i]Γ = 0,
[
∂w2,i
∂x
]
Γ
= −
[
∂vi
∂x
]
Γ
− ∂w1,i
∂x
(ξ, t),
w2,i (0, t) = 0, w2,i (1, t) = 0, w2,i (x,0) = 0.
We shall prove that the functions w2,i satisfy for all k,m,0 k + 2m n the estimates∣∣∣∣∂k+mw2,i∂xk∂tm
∣∣∣∣
{
Mε−(k+1)/2 exp(−β(ξ − x)/√ε ), (x, t) ∈ Ω−,
Mε1/2−k exp(−r0(x − ξ)/ε), (x, t) ∈ Ω+.
(11)
Let k = m = 0. Define the following barrier function
Ψi,±(x, t) =
{−M0√ε(1 + t) exp(−β(ξ − x)/√ε )±w2,i , (x, t) ∈ Ω−,
−M0√ε(1 + t) exp(−r0(x − ξ)/ε)±w2,i , (x, t) ∈ Ω+,
where M0 = M/2. Then using the estimates for vi and w1,i we obtain
LΨi,± = M0√ε exp
(−β(ξ − x)/√ε )(−1 + (β2 − q(x, t))(1 + t)) 0,
(x, t) ∈ Ω−,
LΨi,± = M0(1 + t)√
ε
exp
(−r0(x − ξ)/ε)(r20 − r0r(x, t)− εq(x, t)) 0,
(x, t) ∈ Ω+,[
∂Ψi,±
∂x
]
Γ
= M0(1 + t)
(
β + r0√
ε
)
∓
[
∂vi
∂x
]
Γ
∓ ∂w1,i
∂x
(ξ, t) 0,
[Ψi,±]Γ = 0, Ψi,±(x,0) 0,
Ψi,±(0, t) = −M0√ε(1 + t) exp
(−βξ/√ε ) 0,
Ψi,±(1, t) = −M0√ε(1 + t) exp
(−r0(1 − ξ)/ε) 0.
Using the comparison principle we obtain now the estimates (11), for k = m = 0. The
estimates for k +m 1 are derived by induction, similarly as in [4,5,12].
The remainder Rn+1(x, t) solves the problem
LRn+1(x, t) = ∂
2v±n
∂x2
, (x, t) ∈ Ω− ∪Ω+,
[Rn+1]Γ = 0,
[
∂Rn+1
∂x
]
Γ
= 0,
Rn+1(0, t) = Rn+1(1, t) = Rn+1(x,0) = 0.
Applying the estimates (7) and (8) in Lemma 2 we obtain that the remainder εn+1Rn+1(x, t)
satisfies the bounds in (9). Now the proof of Proposition 1 follows from the bounds on the
regular and the singular components. 
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3.1. Grid and grid functions
To obtain an ε-uniformly convergent difference scheme we shall construct a mesh ω¯ =
ω¯τ × ω¯h that is uniform with respect to the time variable and partially uniform with respect
to the space variable (Shishkin mesh). This mesh is condensed near to the boundary and
around the interior layers,
ω¯τ = {tj = tj−1 + τ, j = 0, . . . , J, t0 = 0, tJ = T , τ = T/J },
ω¯h = {xi = xi−1 + hi, i = 1,2, . . . ,N = m+ n, x0 = 0, xm = ξ, xN = 1},
where
hi =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
h1 = 4δ1
m
, i = 1, . . . ,m/4 ∪ i = 3m/4 + 1, . . . ,m,
h2 = 2(ξ−2δ1)
m
, i = m/4 + 1, . . . ,3m/4,
h3 = 2δ2
n
, i = m+ 1, . . . ,m+ n/2,
h4 = 2(1−ξ−δ2)
n
, i = m+ n/2 + 1, . . . ,N,
δ1 = min
{
σ1
√
ε lnm/β, ξ/4
}
, δ2 = min
{
σ2ε lnn/r0, (1 − ξ)/2
}
.
Let u(xi, tj ) and v(xi, tj ) be mesh functions of the discrete argument (xi, tj ) ∈ ω¯. Let in
addition g be a partially continuous function with a possible discontinuity at the interface
points (ξ, tj ). Denote by gi,j = g(xi, tj ) and g±m,j = g(xm ±0, tj ). We shall use further the
following notations:
vt¯,i,j = vi,j − vi,j−1
τ
, vt,i,j = vt¯,i,j+1, vt¯ x¯,i,j =
vt¯,i,j − vt¯,i−1,j
hi
,
hˆi = hi + hi+12 , g¯m,j =
hm+1g+m,j + hmg−m,j
2hˆm
, vx¯,i,j = vi,j − vi−1,j
hi
,
vx˘,i,j = vi,j − vi−1,j
hˆi
, vx,i,j = vx¯,i+1, vxˆ,i,j = vi+1,j − vi,j
hˆi
,
vx¯xˆ,i,j = vx¯,i+1,j − vx¯,i,j
hˆi
.
Further we shall use the discrete maximum norm
‖u‖∞,ω¯ = max
(xi ,tj )∈w¯
|ui,j |.
3.2. Finite difference scheme
On Ω− we shall use the standard approximation, derived from the balance equation,
see [16]
LhUi,j = Ut¯,i,j − εUx¯xˆ,i,j + qi,jUi,j = fi,j , (12)
for i = 1, . . . ,m− 1, j = 1, . . . , J .
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LhUi,j = −ε
(
κhUx¯
)
xˆ,i,j
− rhi+1,jUxˆ,i,j + qhi,jUi,j = f hi,j , (13)
for i = m+ 1, . . . ,N − 1, j = 0, . . . , J , where
rhi,j = r(xi − hi/2, tj ), Rhi,j =
hir
h
i,j
2ε
, κhi,j =
(
1 +Rhi,j
)−1
,
qhi,j = qi,j −
1
2
(
hq
1 + (Rh)−1
)
xˆ,i,j
+ h
2
i+1/hˆi
2(1 + (Rhi+1,j )−1)
qi+1,j qi,j
ri+1,j
,
f hi,j = fi,j −
1
2
(
hf
1 + (Rh)−1
)
xˆ,i,j
+ h
2
i+1/hˆi
2(1 + (Rhi+1,j )−1)
qi+1,j fi,j
ri+1,j
.
Denote xi−1/2 = xi − hi/2, ui−1/2,j = u(xi−1/2, tj ). To get a numerical approximation
on the interface we integrate Eq. (1) on the cell (xm−1/2, xm−0) × (tj−1, tj ), Eq. (2) on
the cell (xm+0, xm+1/2) × (tj−1, tj ), sum the integrands, take into account the interface
conditions (3) and divide by τ hˆm, to get
− ε
τ hˆm
tj∫
tj−1
(
∂u(xm+1/2, t)
∂x
− ∂u(xm−1/2, t)
∂x
)
dt
= 1
τ hˆm
tj∫
tj−1
xm−0∫
xm−1/2
(
f (x, t)− ∂u(x, t)
∂t
− q(x, t)u(x, t)
)
dx dt
+ 1
τ hˆm
tj∫
tj−1
xm+1/2∫
xm+0
(
f (x, t)+ r(x, t)∂u(x, t)
∂x
− q(x, t)u(x, t)
)
dx dt. (14)
After approximation of the integrals in (14) we obtain
hm
2hˆm
ut¯,m,j − ε
hˆm
[(
1 +Rhm+1,j
)∂um+1/2,j
∂x
− ∂um−1/2,j
∂x
]
+ q¯m,jum,j = f¯m,j .
Now using the Eqs. (1), (2) and the interface conditions (3) we approximate
ε
hˆm
(
1 +Rhm+1,j
)∂um+1/2,j
∂x
= ε
hˆm
(
1
1 +Rhm+1,j
+ 2Rhm+1,j −
Rhm+1,j
1 + (Rhm+1,j )−1
)
∂um+1/2,j
∂x
≈ εκ
h
m+1,j + hm+1rhm+1,j
hˆm
Ux,m,j
+ hm+1
2hˆm(1 + (Rh )−1)
(fm+0,j − qm+0,jUm,j ),
m+1,j
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hˆm
∂um−1/2,j
∂x
≈ ε
hˆm
∂um−1/2,j
∂x
− εh
2
m
6hˆm
∂3um−0,j
∂x3
= ε
hˆm
∂um−1/2,j
∂x
+ h
2
m
6hˆm
(
∂fm−0,j
∂x
− ∂
2um−0,j
∂x∂t
− ∂qm−0,j
∂x
um,j − qm−0,j ∂um−0,j
∂x
)
≈ ε
hˆm
Ux¯,m,j + h
2
m
6hˆm
(fx¯,m−0,j −Ut¯x¯,m,j −Um,j qx¯,m−0,j − qm−0,jUx¯,m,j ).
The term −εh2m(∂3um−0,j /∂x3)/(6hˆm) is added to ensure a second order of convergence
with respect to the space variable. Thus we get the following difference scheme on the
interface
LhUm,j = hm
2hˆm
Ut¯,m,j − h
2
m
6hˆm
Ut¯x¯,m,j +
(
ε
hˆm
− ρhm,j
)
Ux¯,m,j
−
(
rhm+1,j hm+1
hˆm
+ εκ
h
m+1,j
hˆm
)
Ux,m,j + qhm,jUm,j = f hm,j , (15)
where
ρhm,j =
qm−0,j h2m
6hˆm
, qhm,j = q¯m,j +
hm+1qm+0,j
2hˆm(1 + (Rhm+1,j )−1)
− h
2
m
6hˆm
qx¯,m−0,j ,
f hm,j = f¯m,j +
hm+1fm+0,j
2hˆm(1 + (Rhm+1,j )−1)
− h
2
m
6hˆm
fx¯,m−0,j .
Setting the boundary conditions
Ui,0 = ϕi, U0,j = ψ0,j , UN,j = ψ1,j , (16)
we obtain the discrete problem (Ph): (12), (13), (15), (16). The conditions (5) guarantee
that for sufficiently large m,n, the coefficients in (Ph) satisfy the estimates
κhi,j > 0, q
h
i,j  q0/2, rhi,j  r0, i = m+ 1, . . . ,N,
qi,j  q0, i = 1, . . . ,N − 1. (17)
Since hm = O(√εm−1 lnm) then for sufficiently large m independent of ε holds
ε
hˆm
− ρhm,j =
1
6hˆm
(
6ε − qm−0,j h2m
)
 ρ0ε
6hˆm
> 0, (18)
where ρ0 is a positive constant independent of m and ε.
Additionally, assume that m is sufficiently large such that
τ  h
2
m
2ε − h2mqm−0,j
= O(m−2 ln2 m), (19)
then problem (Ph) satisfies the following discrete maximum principle.
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Proof. Let ai+k,j+l be the coefficients in front of Ui+k,j+l , l = −1,0, k = −1,0,1, in the
finite difference scheme. Then the maximum principle follows from the following argu-
ments:
(1) ai,j > 0;
(2) ai−1,j , ai+1,j , ai,j−1  0;
(3) ai,j + ai+1,j + ai−1,j + ai,j−1 = qhi,j (or qi,j ) q0/2. 
An immediate consequence of the discrete maximum principle is the following inequal-
ity.
Lemma 4. Let U be a solution to the discrete problem (P h) with boundary and initial
conditions equal to zero and let (19) holds. Then
‖U‖∞,ω¯  C0
∥∥LhU∥∥∞,ω¯,
where C0 = max{2T ,4(1 − ξ)/r0}.
Proof. Consider the barrier function
Ψ±i,j =
{
2tj‖LhU‖∞,ω¯ ±Ui,j , i = 0, . . . ,m− 1, j = 0, . . . , J,
4(1−xi )
r0
‖LhU‖∞,ω¯ ±Ui,j , i = m, . . . ,N, j = 0, . . . , J.
It is easy to check that Ψ±0,j  0, Ψ
±
N,j  0, Ψ
±
i,0  0, and LhΨ
±
i,j  0. Applying the discrete
maximum principle we obtain the lemma. 
4. A priori estimates
Let V − be a solution to the discrete problem (Ph,−):
Lh,−V −i,j = V −t¯ ,i,j − εV −x¯xˆ,i,j + qi,jV −i,j = fi,j , i = 1, . . . ,m− 1, j = 1, . . . , J,
(20)
Lh,−V −m,j = V −t¯ ,m,j −
hm
3
V −
t¯ x¯,m,j
+
(
2ε
hm
− hmqm−0,j
3
)
V −x¯,m,j , (21)
+qh,−m,j V −m,j = f h,−m,j , j = 1, . . . , J, (22)
V −0,j = 0, V −i,0 = ϕi, i = 0, . . . ,m, j = 0, . . . , J, (23)
where
q
h,−
m,j = qm−0,j −
hm
3
qx¯,m−0,j f h,−m,j = fm−0,j −
hm
3
fx¯,m−0,j .
Denote f h,−i,j = fi,j and qh,−i,j = qi,j for i = 1, . . . ,m − 1. The problem (Ph,−) can be
written in an operator form
BjV
− +A−V − = Φj , V − = ψ0,j+1, V − = ϕi, (24)t,j j j 0,j+1 i,0
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(
AjV
−
j
)
i
=
⎧⎨
⎩
−εV −
x¯xˆ,i,j
+ qh,−i,j V −i,j , i = 1, . . . ,m− 1,( 2ε
hm
− hmqm−0,j3
)
V −x¯,m,j + qh,−m,j V −m,j , i = m,
and Bj = Dj + τAj ,
(
DjV
−
j
)
i
=
{
V −i,j , i = 1, . . . ,m− 1,
V −m,j − hm3 V −x¯,m,j , i = m.
For the grid functions defined on the mesh ω¯− = ω¯−h ×ωτ , ω−h = {x0, . . . , xm} and vanish-
ing at (x0, tj ), define the scalar product
(yj , vj ]0,ω−h =
m−1∑
i=1
hˆiyi,j vi,j + h˜mym,j vm,j ,
(yj , vj ]∗,ω−h =
m∑
i=1
hiyi,j vi,j , (25)
where taking into account (18) we have
h˜m = 3hmε6ε − qm−0,j h2m
 3hm
ρ0
.
Lemma 5. The operator A−j from (24) is selfadjoint and positive definite in the scalar
product (·,·]0,ω−h defined in (25). For arbitrary discrete functions yj , vj defined on ω
−
h and
vanishing at x0 = 0 there holds
(yj , vj ]A−j ≡
(
A−j yj , vj
]
0,ω−h
= ε(yx¯,j , vx¯,j ]∗,ω−h +
(
q
h,−
j yj , vj
]
0,ω−h
. (26)
Proof. Applying the discrete Green’s formula (see [13,16,17]) we obtain that the operator
A−j satisfies
(yj , vj ]A−j = −
m−1∑
i=1
εhˆiyx¯xˆ,i,j vi,j − εyx¯,m,j vm,j +
(
q
h,−
j yj , vj
]
0,ω−h
=
m∑
i=1
εhiyx¯,i,j vx¯,i,j +
(
q
h,−
j yj , vj
]
0,ω−h
= ε(yx¯,j , vx¯,j ]∗,ω−h +
(
q
h,−
j yj , vj
]
0,ω−h
,
that proves the statement in lemma. 
Since A−j is selfadjoint and positive definite, then (A−j )−1 is also a selfadjoint and pos-
itive definite operator. So we can define the energy norms
||vj ]|A− =
√(
A−j vj , vj
]
0,ω− , ||vj ]|(A−)−1 =
√((
A−j
)−1
vj , vj
]
0,ω− . (27)j h j h
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Lemma 6. The discrete problem (20)–(23) is stable with respect to f and ϕ and the fol-
lowing estimates holds∣∣∣∣V −j ]∣∣A−j  C
{
||ϕ]|A−0 + max0kj
(||Φk]|(A−k )−1 + ||Φt¯,k]|(A−k )−1)
}
, (28)
∣∣∣∣V −j ∣∣∣∣∞,ω¯−h  C√ε
{
||ϕ]|A−0 + max0kj
(||Φk]|(A−k )−1 + ||Φt¯,k]|(A−k )−1)
}
(29)
for some positive constant C independent of the small parameter ε.
Proof. The inequality Bj  μI + 0.5τAj , μ > 0, I—identical operator, is a sufficient
condition for stability with respect to the right-hand side and initial conditions in the Hilbert
space HA−j , equipped with the scalar product, induced by the norm ||·]|A−j , see [16,17].
Since Dj  I/2 then this inequality holds for all τ . The estimate (28) now comes from
the abstract theory for stability of difference schemes (see [16,17]). Using the embedding
inequality and the presentation (26) we obtain the estimate (29). 
Let V +j , j = 0, . . . , J , be a solution to the discrete problem (Ph,+):
Lh,+V +i,j = −ε
(
κhi,jV
+
x¯,i,j
)
xˆ,i,j
− rhi+1,jV +xˆ,i,j + qhi,jV +i,j = f hi,j ,
i = m+ 1, . . . ,N − 1, (30)
Lh,+V +m,j = −
(
2ε
hm
κhm,j + 2rhm+1,j
)
V +x,m,j + qh,+m,j V +m,j = f h,+m,j , (31)
V +N,j = 0, (32)
where
q
h,+
m,j = qm+0,j +
qm+0,j
1 + (Rhm+1,j )−1
, f
h,+
m,j = fm+0,j +
fm+0,j
1 + (Rhm+1,j )−1
.
For the grid functions defined on the mesh ω¯+ = ωτ × ω+h , ω¯+h = {xm, . . . , xN }, and
vanishing at (xN , tj ), define the following scalar product and the corresponding norm
[yj , vj )0,ω+h =
N−1∑
i=m+1
hˆiyi,j vi,j + hm+12 ym,j vm,j , |[vj ||1,w+h =
[|vj |,1)0,w+h . (33)
The following problem (P h∗,+) is adjoint to (P h,+) in the sense of the scalar product
(33):
Lh∗,+W+i,j = −ε
(
κhi,jW
+
x¯,i,j
)
xˆ,i,j
+ r
h
i+1,jW
+
i,j − rhi,jW+i−1,j
hˆi
+ qhi,jW+i,j = f hi,j ,
i = m+ 1, . . . ,N − 1,
W+N,j = 0,
Lh∗,+W+m,j = −
2ε
κhm,jW
+
x,m,j +
2rhm+1,j
W+m,j + qh,+m,j W+m,j = f h,+m,j .hm hm+1
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with ηk held constant, it is defined by the relations
Lh,+G+j (xi, ηk) = δh(xi, ηk), i = m, . . . ,N − 1, G+j (xN ,ηk) = 0. (34)
As a function of ηk , with xi held constant, it is defined by the relations
Lh∗,+G+j (xi, ηk) = δh(xi, ηk), k = m, . . . ,N − 1, G+j (xi, ηN) = 0, (35)
where
δh(xi, ηk) =
⎧⎨
⎩
hˆ−1i , if xi = ηk, i, k = m+ 1, . . . ,N − 1,
2/hm, if xi = ηk = xm,
0, if xi = ηk.
Denote f h,+i,j = f hi,j for i = m + 1, . . . ,N − 1. It is obvious that the solution to problem
(Ph,+) is expressed in terms of the Green’s function as
V +(xi, tj ) =
[
G+j (xi, ηk), f
h,+
k,j
)
0,w+h
, (36)
whereas the solution to (Ph∗,+) is written as
W+(xi, tj ) =
[
G+j (ηk, xi), f
h,+
k,j
)
0,w+h
.
Lemma 7. If the conditions (17) hold, then the Green’s function G+j (xi, ηk) is non-negative
and ε-uniformly bounded:
0G+j (xi, ηk) r
−1
0 . (37)
Moreover, the solution to problem (30)–(32) satisfies the estimate∥∥V +j ∥∥∞,w¯+h  r−10 ∣∣[f h,+j ∣∣∣∣1,w+h . (38)
Proof. The fact that the Green’s function is non-negative obviously follows from (34) and
the validity of the maximum principle (see Lemma 3) for Lh,+ under conditions (17). To
derive the upper bound in (37), consider a point ηk0 ∈ w¯+h such that
G+j (x, ηk0) = max
ηk∈w¯+h
G+j (xi, ηk), xi ∈ w+h . (39)
Multiply (35) by hm+1/2 for k = m, by hˆk for k = m+ 1, . . . ,N − 1 and summing up the
results from k = m to k = k0 we obtain
k0∑
k=m+1
hˆkL
h∗,+G+j (xi, ηk)+
hm+1
2
Lh∗,+G+j (xi, ηm)
= −εκhk0+1,jG+η,j (xi, ηk0)+ rhk0+1,jG+j (xi, ηk0)+
k0∑
k=m+1
hˆkq
h,+
j G
+
j (xi, ηk)
+ hm+1 qh,+m G+j (xi, ηm)2
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k0∑
k=m+1
hˆkδ
h(xi, ηk)+ hm+12 δ
h(xi, ηm) 1. (40)
Since the Green’s function is non-negative and (39) holds, then all terms in (40) are
non-negative (G+η,j (xi, ηk0) = (G+j (xi, ηk0+1) − G+j (xi, ηk0))/hˆk0  0). Now (17) apply
the right bound in (37). The inequality (37) and the representation (36) imply the esti-
mate (38). 
5. Uniform convergence
Further we suppose that m ≈ n ≈ N/2. Let Z = U − u be the error of the discrete
problem (Ph). Then Z satisfies
LhZi,j =
(
f hi,j − fi,j
)− (Lhui,j −Lui,j )≡ Ψi,j , (xi, tj ) ∈ ω,
Z0,j = ZN,j = Zi,0 = 0.
The next theorem gives the main result in this paper.
Theorem 1. Let the Proposition 1 holds. If the parameters of the mesh satisfy σ1, σ2  2
and the time step τ satisfies (19), then the solution U of the discrete problem (P h) is ε-
uniformly convergent in the discrete maximum norm to the solution u of the continuous
problem (1)–(4) and the following estimate holds
‖U − u‖∞,ω  C
(
τ +N−2 ln2 N + τN−1 lnN), (41)
for some positive constant C independent of the parameters of the mesh and the small
parameter ε.
Proof. Denote Δxi = [xi−1, xi+1], Δ−xi = [xi−1, xi], Δ+xi = [xi, xi+1] and Δtj = [tj−1, tj ].
Using that the solution u can be decomposed into a regular component v and a singular
component w, we can write the approximation error Ψi,j on the left of the interface in the
form
Ψi,j = εη1xˆ,i,j +
3∑
k=1
ξki,j , i = 1, . . . ,m− 1, j = 1, . . . , J,
where∣∣η1i,j ∣∣=
∣∣∣∣vx¯,i,j − ∂vi−1/2,j∂x + h
2
i
8
∂3vi−1/2,j
∂x3
∣∣∣∣ Ch2i max
x∈Δ−xi
∣∣∣∣ ∂3v∂x3 (x, tj )
∣∣∣∣,
∣∣ξ1i,j ∣∣= ε
∣∣∣∣ 1
hˆi
(
∂vi+1/2,j
∂x
− ∂vi−1/2,j
∂x
− h
2
i+1
8
∂3vi+1/2,j
∂x3
+ h
2
i
8
∂3vi−1/2,j
∂x3
)
− ∂
2vi,j
∂x2
∣∣∣∣
 Chˆ2i max
x∈Δ
∣∣∣∣ ∂4v∂x4 (x, tj )
∣∣∣∣,xi
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∣∣∣∣wx¯xˆ,i,j − ∂2wi,j∂x2
∣∣∣∣
Cεmin
{
max
x∈Δxi
∣∣∣∣∂2w∂x2 (x, tj )
∣∣∣∣,
|hi+1 − hi | max
x∈Δxi
∣∣∣∣∂3w∂x3 (x, tj )
∣∣∣∣+ hˆ2i max
x∈Δxi
∣∣∣∣∂4w∂x4 (x, tj )
∣∣∣∣
}
,
∣∣ξ3i,j ∣∣=
∣∣∣∣ut¯,i,j − ∂ui,j∂t
∣∣∣∣ Cτ max
t∈Δtj
∣∣∣∣∂2u∂t2 (xi, t)
∣∣∣∣.
Using the bounds (9) and (10), similarly as in [4], we obtain∣∣η1i,j ∣∣CN−2, ∣∣ξ1i,j ∣∣ CεN−2, ∣∣ξ2i,j ∣∣CN−2 ln2 N, ∣∣ξ3i,j ∣∣ Cτ.
(42)
On the interface we present the approximation error in the form
Ψm,i,j =
(
f hm,j − f¯m,j
)− (Lhum,j −Lum,j )= εhm
2hˆmh˜m
(
η1m,j + η2m,j
)
+ hm
2hˆm
(
ξ1m,j + ξ2m,j + ξ3m,j
)+ hm+1
2hˆm
(
ψ1m,j +ψ2m,j
)
, j = 1, . . . , J − 1,
where
∣∣η1m,j ∣∣= 2h˜mhm
∣∣∣∣∂vm−1/2,j∂x − h
2
i
8
∂3vm−1/2,j
∂x3
− vx¯,m,j
∣∣∣∣
 Ch2m max
x∈Δ−xm
∣∣∣∣∂3v∂x3 (x, tj )
∣∣∣∣,
∣∣η2m,j ∣∣= 2h˜mhm
∣∣∣∣∂vm−0,j∂x − hm2 ∂
2vm−0,j
∂x2
+ h
2
m
6
∂3vm−0,j
∂x3
− ∂vm−1/2,j
∂x
+ h
2
m
8
∂3vm−1/2,j
∂x3
∣∣∣∣
 Ch2m max
x∈Δ−xm
∣∣∣∣∂3v∂x3 (x, tj )
∣∣∣∣,
∣∣ξ1m,j ∣∣= hm3
∣∣∣∣∂fm−0,j∂x − ∂qm−0,j∂x um,j − qm−0,j ∂um−0,j∂x − ∂
2um−0,j
∂t∂x
− fx¯,m−0,j + um,j qx¯,m−0,j + qm−0,j ux¯,m,j + ut¯x¯,m,j
∣∣∣∣
 Ch2m
(
1 + max
x∈Δ−xm
∣∣∣∣∂2u∂x2 (x, tj )
∣∣∣∣
)
+C
2∑
τ k−1h3−km max
x∈Δ−x , t∈Δt
∣∣∣∣ ∂3u∂tk∂x3−k (x, t)
∣∣∣∣,k=1 m j
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∣∣∣∣∂wm−0,j∂x − hm2 ∂
2wm−0,j
∂x2
+ h
2
m
6
∂3wm−0,j
∂∂x3
−wx¯,m,j
∣∣∣∣
 Cεh2m max
x∈Δ−xm
∣∣∣∣∂4w∂x4 (x, tj )
∣∣∣∣,
∣∣ξ3m,j ∣∣=
∣∣∣∣ut¯,m,j − ∂um,j∂t
∣∣∣∣ Cτ max
t∈Δtj
∣∣∣∣∂2u∂t2 (xm, t)
∣∣∣∣,
∣∣ψ1m,j ∣∣=
∣∣∣∣ 2εhm+1
[
vx,m,j − ∂vm+0,j
∂x
− hm+1
2
∂2vm+0,j
∂x2
]
+
[
rhm+1vx,m,j − rm+0,j
∂vm+0,j
∂x
]
+ 1
1 + (Rhm+1,j )−1
[
rhm+1vx,m,j − rm+0,j
∂vm+0,j
∂x
− ε ∂
2vm+0,j
∂x2
]∣∣∣∣

(
εhm max
x∈Δ+xm
∣∣∣∣ ∂3v∂x3 (x, tj )
∣∣∣∣+ hm max
x∈Δ+xm
∣∣∣∣∂2v∂x2 (x, tj )
∣∣∣∣
)
, (43)
∣∣ψ2m,j ∣∣=
∣∣∣∣ 2εhm+1
[
wx,m,j − ∂wm+0,j
∂x
− hm+1
2
∂2wm+0,j
∂x2
]
+
[
rhm+1wx,m,j − rm+0,j
∂wm+0,j
∂x
]
+ 1
1 + (Rhm+1,j )−1
[
rhm+1wx,m,j − rm+0,j
∂wm+0,j
∂x
− ε ∂
2wm+0,j
∂x2
]∣∣∣∣

(
εhm max
x∈Δ+xm
∣∣∣∣∂3w∂x3 (x, tj )
∣∣∣∣+ hm max
x∈Δ+xm
∣∣∣∣∂2w∂x2 (x, tj )
∣∣∣∣
)
. (44)
Here we have used that
−ε ∂
3um−0,j
∂x3
= ∂fm−0,j
∂x
− ∂qm−0,j
∂x
um,j − qm−0,j ∂um−0,j
∂x
− ∂
2um−0,j
∂t∂x
,
and that in ω+ we have
fi,j − qi,j ui,j = −ε ∂
2ui,j
∂x2
− ri,j ∂ui,j
∂x
,
ε
hˆi(1 + (Rhi+1,j )−1)
C, (45)
where C is a positive constant independent of the small parameter ε.
Using again the bounds (9) and (10) and the value of hm, we get∣∣η1m,j ∣∣ CN−2, ∣∣η2m,j ∣∣CN−2, ∣∣ξ1i,j ∣∣ C(τN−1 lnN +N−2 ln2 N),∣∣ξ2i,j ∣∣ CN−2 ln2 N, ∣∣ξ3i,j ∣∣ Cτ. (46)
On the right of the interface we use again the first estimate in (45) to present the ap-
proximation error Ψi,j in the form
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2ui,j
∂x2
+
[
1
2
(
rhi+1,j uxˆ,i,j + rhi,j ux˘,i,j
)− ri,j ∂ui,j
∂x
]
+
(
h
2(1 + (Rh)−1)
(
rhux¯ − ε ∂
2u
∂x2
− r ∂u
∂x
))
xˆ,i,j
− h
2
i+1/hˆi
2(1 + (Rhi+1,j )−1)
qi+1,j
ri+1,j
(
rhi+1,j ux,i,j − ε
∂2ui,j
∂x2
− ri,j ∂ui,j
∂x
)
.
Using the second estimate in (45) similarly to [1,2], we obtain
|Ψi,j | C
((
ε|hi+1 − hi | + hˆ2i
) 3∑
k=1
max
x∈Δxi
∣∣∣∣∂ku∂xk (x, tj )
∣∣∣∣+ εhˆ2i
4∑
k=1
max
x∈Δxi
∣∣∣∣∂ku∂xk (x, tj )
∣∣∣∣
+ (|hi+1 − hi | + hˆ2i )
2∑
k=1
max
x∈Δxi
∣∣∣∣∂ku∂xk (x, tj )
∣∣∣∣
)
. (47)
Using the decomposition into a regular component and a singular one we can decompose
the error in the form
Ψi,j = ψ1i,j +ψ2i,j ,
ψ1i,j = f hi,j − fi,j −
(
Lhvi,j −Lvi,j
)
, ψ2i,j = Lwi,j −Lhwi,j ,
that satisfies (47), respectively with v and w instead of u.
Now we decompose the error Zi,j in the form Z = Z1i,j +Z2i,j +Z3i,j .
The first term Z1i,j is a solution to the problem
Lh,−Z1i,j = ε
(
η1
xˆ,i,j
+ η2
xˆ,i,j
)= θi,j , i = 1, . . . ,m− 1, j = 1, . . . , J,
Lh,+Z1m,j =
ε
h˜m
(
η1m,j + η2m,j
)= θm,j , j = 1, . . . , J,
Z10,j = 0, Z1i,0 = 0, i = 0, . . . ,m, j = 0, . . . , J,
where
η2i,j = η2m,j , i = 1, . . . ,m− 1, j = 1, . . . , J.
Let ζj = (A−j )−1θj and ηi,j = η1i,j + η2i,j . Applying the discrete Green’s formula (see [13,
16]) and taking into account the estimates (42), (46) we get
||θj ]|2(A−j )−1 = ||ζj ]|
2
A−j
= (θj , ζj ]0,ω−h = ε
m−1∑
i=1
hˆiζi,j ηxˆ,i,j + εζm,j ηm,j
−ε(ζx¯,j , ηj ]∗,ω−h C
√
εN−2||ζj ]|A−j = C
√
εN−2||θj ]|(A−j )−1 .
Therefore
||θj ]|2(A−)−1  C
√
εN−2.j
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The second term Z2i,j is a solution to the problem
Lh,−Z2i,j = ξ1i,j + ξ2i,j + ξ3i,j , i = 1, . . . ,m, j = 1, . . . , J,
Z20,j = 0, Z2i,0 = 0, i = 0, . . . ,m, j = 0, . . . , J.
Using the comparison principle for operator Lh,− and estimates (42), (46) we have∥∥Z2∥∥∞,ω¯−  C∥∥ξ1 + ξ2 + ξ3∥∥∞,ω−  C(τ +N−2 ln2 N + τN−1 lnN). (49)
The last term Z3i,j , j = 0, . . . , J , is a solution to the problem
Lh,+Z3i,j = ψ1i,j +ψ2i,j , i = m, . . . ,N − 1, Z3N,j = 0.
Using Proposition 1 and estimates (43), (44), (47) similarly to [1,2] we obtain∣∣[ψ1j ∥∥1,ω+h = O(N−2 ln2 N), ∣∣[ψ2j ∥∥1,ω−h = O(√εN−2 ln2 N).
Applying the a priori estimates (38) we get∥∥Z3j∥∥∞,ω¯+h  C(
∣∣[ψ1j ∥∥1,ω+h +
∣∣[ψ2j ∥∥1,ω+h ) CN−2 ln2 N. (50)
The estimates (48)–(50) imply (41). 
6. Numerical results
Consider the problem
∂u
∂t
− ε ∂
2u
∂x2
= exp(t/2) sin(πx)(0.5 + επ2), (x, t) ∈ Ω−,
−ε ∂
2u
∂x2
− ∂u
∂x
= π exp(t/2)(sin(πx)+ πε cos(πx)), (x, t) ∈ Ω+,
[
u(x, t)
]
Γ
= 0,
[
∂u(x, t)
∂x
]
Γ
= 0,
u(0, t) = u(1, t) = exp(t/2), u(x,0) = ϕ(x),
where ξ = 0.5 and ϕ(x) is a solution of the stationary problem with a zero right-hand
side, that is equal to 1 at the boundary points x = 0 and x = 1. Then the exact solution is
u(x, t) = exp(t/2)ϕ(x). The goal of our experiments is to confirm the order of convergence
with respect to the space variable. For our tests we take J = N2/16. Table 1 displays the
results of our numerical experiments. For large N we observe almost a second-order ε-
uniform convergence. The convergence rate is taken to be
ρN = log2
(‖EN‖∞,w/‖E2N‖∞,w),
where ‖EN‖∞,w . Thus the numerical experiments confirm the theoretical results in this
paper.
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Error of the solution on Shishkin’s meshes
ε\N N = 8 N = 16 N = 32 N = 64 N = 128 N = 256
ε = 1 3.30e−2 8.59e−3 2.19e−3 5.53e−4 1.39e−4 3.48e−5
ρN 1.94 1.97 1.99 1.99 2.00 –
ε = 10−1 3.32e−2 9.30e−3 2.91e−3 8.20e−4 2.17e−4 5.59e−5
ρN 1.84 1.67 1.83 1.92 1.96 –
ε = 10−2 7.75e−2 2.17e−2 6.57e−3 2.15e−3 7.15e−4 2.35e−4
ρN 1.84 1.72 1.61 1.59 1.60 –
ε = 10−3 1.26e−1 3.87e−2 1.10e−2 2.94e−3 7.60e−4 1.95e−4
ρN 1.70 1.82 1.90 1.95 1.96 –
ε = 10−4 9.89e−2 3.85e−2 2.36e−2 1.20e−2 4.38e−3 1.33e−3
ρN 1.36 0.70 0.97 1.46 1.72 –
ε = 10−5 8.90e−2 3.90e−2 2.44e−2 1.20e−2 4.37e−3 1.57e−3
ρN 1.21 0.67 1.02 1.46 1.48 –
ε = 10−6 8.70e−2 3.92e−2 2.47e−2 1.20e−3 4.40e−3 1.57e−3
ρN 1.15 0.67 1.04 1.45 1.48 –
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