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Diesel engines have many advantages, such as high life span, reliability and effi- 
ciency, making them the most frequently used power source in vehicles. However, 
environmental concerns mean that there is a need to reduce engine emissions; im- 
provements to engine estimation and control can help achieve this. The main aim 
of the work presented in this thesis is to develop modelling and estimation strate- 
gies to estimate Diesel engine parameters and engine indicated torque using only 
low cost/easily accessible sensors. 
The main contributions of this thesis are as follows. First, a detailed model 
of the non-linear dynamics of a generic four-stroke direct injection single-cylinder 
Diesel engine is developed; the model is validated against experimental data show- 
ing very good agreement. Second, a novel numerical technique to invert the dy- 
namic model of a single-cylinder Diesel engine, for estimating engine parameters, 
is developed. The method can be employed as a design tool to estimate engine 
parameters required to achieve a given performance characteristic and for tuning 
parameters that play an important role in dynamic modelling accuracy. Third, 
two estimation strategies are developed and used for predicting variables that are 
not easily measured and need expensive sensors, such as cylinder indicated torque 
and load torque. The two strategies use sliding mode observers and artificial neu- 
ral networks respectively, and are based on the developed engine model. A new 
backpropagation algorithm is proposed in order to speed-up the weight adjusting 
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Notation 
The following is a list of the main symbols used in this thesis, together with a brief 
description of their significance. 
a;: reduction factors for the piston rings 
c: compression ratio 
d: cylinder bore diameter [m] 
c: radial clearance [m] 
d;: wire diameter of the intake or exhaust valve spring [m] 
do: mean coil diameter of the intake or exhaust valve spring [m] 
d,: piston ring diameter [m] 
f: fuel air ratio 
f,: stoichiometric fuel air ratio 
g: acceleration of the gravity [m/s'] 
g,: gap closure of the piston ring [m] 
h: total oil film thickness [m] 
hf: forced heat transfer convective coefficient 
h f,: enthalpy of formation of the hydrocarbon 
hj: maximum oil film thickness [m] 
hL: minimum oil film thickness [m] 
h, a: natural heat transfer convective coefficient 
ho: stagnation enthalpy 
li: ratio length 
ii: subscript to identify different entries to the control volume 
i: subscript to identify each piston ring 
j: subscript to identify surfaces with different rates of heat transfer 
Notation 
ma: air mass [kg] 
m': crankshaft mass [kg] 
M f: mass of fuel [kg] 
mp: piston mass [kg] 
mr: connecting rod mass [kg] 
rh: mass flow rate (w. r. t crankangle) 
rief: fuel rate (w. r. t crankangle) 
rhfb: burned fuel mass rate (w. r. t crankangle) 
mlburn: fuel mass burning rate (w. r. t crankangle) 
n,: number of cylinders 
n;,,: number of intake valves per cylinder 
pntm: atmospheric pressure(101 kPa) 
PI: indicated pressure [Pa] 
Po: oil pressure [Pa] 
r: crank radius [m] 
rb: bearing radius [m] 
t: time [s] 
u: specific internal energy 
y: piston displacement [m] 
z: hydrodynamic friction coefficient [m] 
A: heat transfer area [m2] 
Am: exhaust manifold area [m2] 
Ap: piston area [m2] 
A,,: valve area [m2] 
B;: the width of the ring in the direction of motion (slider width) [m] 
Cd: discharge coefficient 
Cp: specific heat 
D: damping coefficient [Nm/(rad/s)] 
D;: inner exhaust manifold diameter [m] 
D;,,: intake valve diameter [m] 
15 
Notation 16 
Da: outer exhaust manifold diameter [m] 
E;: nominal modulus of elasticity of piston ring [N/m2] 
F: equivalence ratio 
Ff: friction force [N] 
G,,: nominal modulus of rigidity of valve train spring [N/m2] 
G(01): geometric function 
ID: ignition delay 
JJ: moment of inertia of crankshaft [kgm2] 
JR: moment of inertia of connecting rod [kgm2] 
J1: moment of inertia of crankshaft, flywheel, main gear and rotating part of 
connecting rod [kgm2] 
J2: moment of inertia of dynamometer rotating parts [kgm2] 
K: thermal conductivity 
L: connecting rod length [m] 
Lb: bearing length [m] 
Leq: total equivalent length [m] 
L,: skirt length [m] 
M: piston, rings, pin and small end of connecting rod mass [kg] 
Nt: number of active coils in the intake or exhaust spring 
N,,: number of intake and exhaust valves 
O': oil clearance [m] 
P: control volume pressure [Pa] 
Pd: down stream pressure [Pa] 
Pu: up stream pressure [Pa] 
Qht: heat transfer 
R: gas constant 
Req: total equivalent radius [m] 
S: coupling stiffness [Nm/rad] 
T: temperature [K] 
TD: damping torque [Nm] 
Notation 17 
Tf1: piston-ring assembly friction torque [Nm] 
Tf2: crankshaft bearing friction torque [Nm] 
Tf3: valve train friction torque [Nm] 
Tf4: pumping losses torque [Nm] 
T15: pumps friction torque [Nm] 
TI: indicated torque [Nm] 
TL2: engine load torque [Nm] 
Tm: exhaust manifold temperature [K] 
To: oil temperature [K] 
Tr: reciprocating inertia torque [Nm] 
Trad: apparent radiant temperature [K] 
Ts: torsional stiffness torque [Nm] 
T,,,: cylinder wall temperature [K] 
U: velocity of the slider [m/s] 
Vd: displacement volume [m3] 
V: valve lift [m] 
a: curvature index 
0: connecting rod angle [rad] 
ry,: specific heat ratio 
d: piston pin offset [m] 
E: bearing eccentricity [m] 
e: apparent grey-body emissivity 
77b,.: mixed friction coefficient 
O" : crank angle ignition begins 
9; n,;: crank angle injection begins 
O: crankshaft angular position [rad] 
02: dynamometer angular position [rad] 
A(81): geometric function 
µ: the dynamic viscosity of the oil [Ns/m2] 
ßc9: the dynamic viscosity of the exhaust gas [Ns/m2] 
Notation 18 
v: oil kinematic viscosity [m2/s] 
v9: exhaust gas kinematic viscosity [m2/s] 
inclination angle of the ring profile 
W: average exhaust flow rate 
p: oil density [kg/m3] 
c: volumetric coefficient 
T: moment of inertia of crankshaft assembly and the reciprocating parts [kgm2] 
0: connecting rod angle when piston is at TDC [rad] 
wl, 61: engine speed [rad/s] 
w2,92: coupling speed [rad/s] 
(' ): derivative with respect to crank angle 
(' ): derivative with respect to time 
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Diesel engines are one of the most efficient internal combustion engines and are 
able to reach efficiencies of over 40%. Consequently, Diesel engines are the most 
common power plant for heavy vehicles and machines. Frthermore, Diesel pow- 
ered cars are becoming increasingly popular, both in the UK and world wide. 
However, for this trend to continue, and to meet modern requirements for clean 
and efficient engines, further progress in Diesel engine control and diagnostics is 
necessary. A main focus of the thesis research is to develop models and modelling 
techniques which will enable engine simulations to predict accurately the engine 
state variables. With the recent rapid advance of microprocessor technology, it 
is feasible to use these models for real-time applications, such as state estima- 
tion, control and fault diagnostics. Such models can be used in a number of ways 
[WM95, GA98, NKM+00, JJK00]: 
9 for engine design and performance prediction 
9 for controller design 
" as a real-time model for use in simulation and tests 
9 as an embedded model for state estimation for control or diagnostics. 
1.2 Aims and objectives 
1.2 Aims and objectives 
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This thesis deals with research into generic four-stroke direct injection single- 
cylinder Diesel engines. The main aim of this thesis is to investigate non-linear 
modelling and estimation strategies for single-cylinder Diesel engines to estimate 
system parameters and indicated torque using only low cost/easily accessible an- 
gular velocity and displacement signals. 
The main objectives of the research are: 
(a) To develop analytical nonlinear models for a single-cylinder Diesel engine. 
(b) To use the models to develop an engine parameter estimation methodology. 
(c) To use the models to develop estimation strategies for indicated torque. 
1.3 Summary of past work 
Detailed literature surveys on Diesel engine modelling and estimation are given in 
main chapters 2-7, and a brief summary is given below. 
1.3.1 Analytical modelling 
Early studies into Diesel engine modelling relied on the nse of empirical data to 
develop linear dynamic models [LW71, WT81, BCHW73] to predict engine perfor- 
mance. These models link steady-state experimental data representing engine ther- 
modynamics and gas flow, with simple dynamic models of the mechanical compo- 
nents. Such quasi-linear models are heavily reliant on experimental data. Further- 
more, they poorly represent the transient response of the engine. More recently, 
nonlinear engine simulation models using the Filling and Emptying Method, and 
the Method of Characteristics have been developed [WJ82, Hey88, AAB+97, RG97] 
for the purpose of engine design and performance predictions. Some researchers 
have developed steady-state nonlinear models, for example [Riz89, RZ94, LAK90], 
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to simulate spark ignition engines in order to estimate engine torque and cylinder 
pressure. 
A number of models have been developed for the purpose of Diesel engine 
control. In [JI{S+91], a mean value model was used. The model consists of several 
empirical algebraic and first order differential equations in order to reduce the 
computational complexity and to achieve real-time implementations. Diesel engine 
models for electronic control were developed in [WVat84, GR. II89], where the in- 
cylinder combustion process was included by using a single zone model, and a 
filling and emptying modelling technique. In [WVat84], several modifications to 
the model are proposed to reduce the computational time. These models do not 
predict in-cycle crankshaft angular speed variations. In [Kb195], hybrids of two 
engine models, a mean torque production model and a simplified cylinder-by- 
cylinder model, are investigated in order to provide control engineers with tools 
for developing control and diagnostic algorithms. 
Engine friction and lubrication is a factor that affects the performance of the 
internal combustion engines. A review of the literature from various companies 
and institutes suggested various ways to reduce engine friction [TC99, R. ic00] 
1.3.2 Estimation strategies 
One important application of engine estimation is fault diagnosis. Fault diagno- 
sis on Diesel engines is a difficult problem due to the complex structure of the 
engine. Indicated torque estimators based on sliding mode observers are given in 
[KM94, CM97, SM95]. All these estimators are implemented in the time domain. 
In [RDWO5, WKR97], the estimator was implemented in crank angle domain but 
nonlinear inertia variation is not included, which could give false estimation at 
high engine speeds. Also the load estimation is not explored. Various diagno- 
sis methods have been proposed for Diesel engine condition monitoring that are 
mainly statistical, based on known engine operating curves. These systems pro- 
vide general information only and do not reveal the actual cause of an engine fault 
or low performance. A method based on the processing of measured engine data 
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using a simulation model and providing the current engine condition and its tun- 
ing is presented in [HK99]. Rough Sets theory [LFLYOO] is used to diagnose the 
valve fault for a multi-cylinder Diesel engine. The analysis in [LFLY00] shows that 
Rough Sets theory is an effective method for valve fault diagnosis. Self-organising 
map (SOM) networks for condition monitoring of Diesel engines using acoustic 
signals is presented in [LPCG02]. 
The application of artificial neural networks for fault detection in Diesel en- 
gines has recently started to emerge. In [Mes01], a neural network is trained to 
classify and consequently recognize faulty and healthy behaviour of a 6-cylinder 
turbocharged Diesel engine for a wide range of operating conditions. Also advanced 
engine control systems require accurate dynamic models of the combustion process, 
and these are highly nonlinear. This creates the potential for the application of fast 
and efficient neural network models for Diesel engine estimation and control design 
purposes. The neuro-models can then be integrated into an upper-level emission 
optimization tool which calculates a cost function for exhaust versus consump- 
tion/torque and determines optimal engine settings [LDCL01]. Neural networks 
are widely applied to various Diesel engine research areas, including modelling, 
control and diagnosis [HSNIOO, BDV+99, Mes01, IH01, PKG00]. 
1.4 Overview of the thesis 
" Chapters 2- Engine Dynamic Model. 
The nonlinear dynamic equations of a single-cylinder Diesel engine, describ- 
ing the relationship between the net engine torque and the angular speed 
of the crankshaft are introduced. Mean frictional loss components are eval- 
uated. Inertia of the dynamometer, and the stiffness and damping of the 
coupling are included. In addition, the piston pin offset is taken into consid- 
eration during the analysis. 
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9 Chapter 3- Instantaneous Friction Components Model. 
The equations of the friction components are based on theoretical consid- 
erations, namely Reynolds equation and dynamic analysis. New equations 
for the friction components of ring assembly, bearing mixed lubrication and 
valve train are introduced. The calculation of engine friction during start- 
ing depends on the oil viscosity, and is modelled by including the effect of 
temperature variations on oil viscosity. 
9 Chapter 4- Engine Model Including Dynamic and Thermodynamic 
Effects. 
A combined dynamic, instantaneous friction and thermodynamic engine model 
is developed in the crank angle domain and used to predict the in-cycle vari- 
ations of the engine states. The inertia variations of the crankshaft assembly 
are included. Equations of the thermodynamic model presented are derived 
from the filling and emptying method. Three thermodynamic control vol- 
umes are considered; cylinder, inlet manifold and exhaust manifold. Equa- 
tions for the conservation of mass and energy, gas property relations and 
perfect gas laws are solved in the crank-angle domain. A single zone com- 
bustion model is used for simulating the theoretical fuel burning rate. The 
cylinder is treated as one control volume with homogeneous temperature and 
pressure. 
9 Chapter 5- Parameter Estimation Based on a Numerical Inversion 
Technique. 
A numerical inversion of the dynamic model of a single-cylinder Diesel en- 
gine is presented. From data of crankshaft velocity, indicated torque, dy- 
namometer angular velocity and applied load, a set of nonlinear algebraic 
equations are formulated. These equations are solved using a generalized 
Newton-Raphson method in order to estimate engine parameters. 
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9 Chapter 6- Indicated and Load Torque Estimation Using Sliding 
Mode. 
A nonlinear sliding mode observer is developed. The observer can be used 
to estimate both the engine indicated torque and load torque using low cost 
measurements of more accessible variables, such as the instantaneous angular 
velocities and instantaneous angular displacements of the engine crank shaft 
and the dynamometer coupling. The estimation is based on a sliding mode 
observer system, where the control is switched from one value to another in 
finite time. Switching usually causes a chattering effect. Moreover, in order 
to avoid the chattering, the sliding gain of the indicated torque estimator is 
designed as a nonlinear function of the engine crank angle. The stability of 
the observers are analyzed using Lyapunov theory. 
" Chapter 7- Indicated Torque Estimation Based on Neural Net- 
works. 
A technique for Diesel engine indicated torque estimation using an artifi- 
cial neural network (ANN) trained by a novel three term backpropagation 
algorithm is presented. The technique is applied to the problem of estimat- 
ing indicated torque from measurements of crankshaft angular velocity and 
displacement in internal combustion engines. Efficient training algorithms 
for the ANN are essential in practical applications. To improve training ef- 
ficiency, a new three-term backpropagation algorithm is developed; a third 
term is added in addition to the usual learning rate and momentum factor 
terms of the standard backpropagation algorithm, this being a proportional 
factor (PF). This new three-term algorithm can be viewed as being anal- 
ogous to the common three-term PID algorithm used in feedback control. 
Local stability properties around an equilibrium point are examined using 
small signal analysis. Efficient backpropagation algorithm learning using 
simultaneously optimized learning rate (LR), momentum factor (MF) and 
proportional factor (PF) terms is presented. A set of recursive formulae is 
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used for calculating the derivatives of the optimization target with respect 
to LR, MF and PF. 
9 Chapter 8- Conclusions and Future Research. 
The main conclusions of the thesis with a number of possible future research 
topics are presented. 
1.5 Achievements 
i) A detailed dynamic model for a four-stroke direct injection single-cylinder 
Diesel engine is presented. The new features in this model are 
" The model includes the piston pin offset and the inertia of the dy- 
namometer as well as the stiffness and the damping of the coupling, 
which enables a variety of engine tests to be carried out. 
"A novel combination of equations for the friction of ring assembly, 
bearing mixed lubrication and valve train are presented. The friction 
model can simulate instantaneous engine friction behaviour under tran- 
sient and cold-start operating conditions by simulation the temperature- 
viscosity changes. 
" The proposed dynamic model with instantaneous friction components 
was tested with experimental data and is shown that the model has a 
prediction accuracy of 97%. This compares to accuracy of 88% for the 
model using mean friction components. 
"A combined dynamic and thermodynamic engine model is developed in 
the crank angle domain and used to predict in-cycle variations of the 
engine states. The inertia variations of the crank shaft assembly effects 
are included. The model was validated on a single cylinder Diesel engine 
during cold conditions. Predicted profiles of the cylinder gas pressure 
and the instantaneous crankshaft angular velocity through the transient 
and steady-state cycles are in good agreement with measurements. 
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ii) A novel numerical inversion method for parameters estimation of a single 
cylinder Diesel engine is proposed. The numerical inversion technique can 
be used for estimating the system parameters which play an important role 
in dynamic modelling prediction accuracy. 
iii) Novel estimation strategies for engine indicated torque are presented. The 
new aspects are: 
"A new sliding mode observer is developed to estimate both the engine 
indicated and load torque. The estimation accuracy of the indicated 
torque is improved since estimation of the engine load is considered. The 
sliding gain of the indicated torque estimator is designed as a nonlinear 
function of the engine crank angle to reduce the chattering effect. 
"A new estimation approach utilizing artificial neural networks is pre- 
sented. Such an approach has the potential for real-time implemen- 
tation and gives opportunity for on-board diagnostics. An efficient 
algorithm, the three-term backpropagation (BP) algorithm, is devel- 
oped to train the neural network. The three-term BP algorithm allows 
the system to escape from stalls whilst maintaining the simplicity of 
standard BP algorithms. Test results indicate that the new algorithm 
offers much higher speeds of convergence than the standard BP algo- 
rithm. The necessary and sufficient conditions for the convergence and 
stability behaviour of the three-term backpropagation algorithm are es- 
tablished. The algorithm is implemented in an estimation scheme to 
estimate the indicated torque in Diesel engines. 
The work presented in this thesis has resulted in 6 peer reviewed journal papers. 
In addition 10 refereed conference papers have been presented. A further 2 journal 
papers are to be submitted shortly. A full list of publications based on the thesis 
is given in Appendix A. 
Chapter 2 
Engine Dynamic Model 
2.1 Introduction 
Many engineering systems include nonlinear parts (subsystems) which might af- 
fect the dynamic behaviour of the system. In some products like Diesel engines, 
the nonlinearities of the piston assembly, bearings and fuel elements can introduce 
undesirable effects [JSOO, Bla99]. Direct-injection (DI) four-stroke Diesel engine 
models have long been established as effective tools for studying engine perfor- 
mance and aiding design. Most of the work done in this area has concentrated 
on steady-state models for the purpose of modifying engine design parameters in 
order to minimize emissions and maximize power and fuel economy of the engine. 
However, recent regulations have imposed stringent emission and fuel economy 
standards that cannot be addressed by a steady-state analysis of the engine. Sim- 
ulation of transient engine response is needed to predict performance and fuel 
economy of Diesel engines that frequently experience rapid changes of speed and 
load. Hence, to contribute towards solving this problem, the current research work 
is conducted with the aim of developing a non-linear dynamic model for DI, four- 
stroke, single-cylinder, Diesel engines which can simulate the engine performance 
under transient and steady-state operating conditions. 
Previous efforts in the area of engine dynamic modelling can be grouped into 
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two major categories, non-linear steady-state, and transient dynamic non-linear 
models. Examples of steady-state non-linear models can be found in [Riz89, RZ94, 
LAK90], which simulate spark ignition engines in order to estimate engine torque 
and cylinder pressure. The engine is treated as a system with input given by 
cylinder pressure and the outputs corresponding to crankshaft angular acceleration 
and crankshaft torque. In the models, cylinder pressure is deterministically related 
to net engine torque through the geometry and dynamics of the reciprocating 
assembly. In [ZR93], the relationship between net engine torque and crankshaft 
angular acceleration is simplified as a linear second-order system. 
Some examples of transient non-linear dynamic models can be found in [AAB+97] 
where a model composed of thermodynamic and dynamic constitutive elements 
for a transient, multi-cylinder Diesel engine simulation is developed. This model 
utilizes a quasi-steady thermodynamic process. A comparison of predicted and 
measured pressure traces during the transient response was satisfactory overall, 
but also indicated some limitations of the quasi-steady process sub-models. So the 
authors [FA97] have extended the steady-state Diesel engine simulation to include 
the prediction of instantaneous engine speed and torque during transients. 
An important aspect of engine dynamic operation is the instantaneous torque, 
and the cyclic nature of the gas pressure force and the slider-crank kinematics. 
Therefore, the objective of this chapter is to develop a non-linear single-cylinder 
Diesel engine model with transient capability explaining the relationship between 
the net engine torque and the angular speed of the crankshaft. Another aspect 
that plays an important role in engine transient modelling is the evaluation of 
frictional losses, especially piston assembly friction because it is a factor which 
strongly affects the economy, performance and durability of reciprocating internal 
combustion engines. In this chapter, a simplified friction torque model is assumed. 
The model is extended and developed in Chapter 3 to include instantaneous engine 
friction behaviour, oil viscosity variation and additional detailed effects of engine 
friction components. The proposed model takes the inertia of the dynamometer 
and the stiffness and damping of the coupling into consideration. In addition, the 
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piston pin offset is taken into consideration during the analysis. The dynamic 
engine operation is illustrated by simulation results, and the predicted engine 
response is validated through comparison with measured data from two different 
engines. 
The chapter is arranged as follows. In Section 2.2, the engine and dynamome- 
ter model, composed of the engine dynamic model and the inertia of the dy- 
namometer and stiffness and damping of the coupling model, the instantaneous 
single-cylinder engine torque model and the mean friction torque model, is de- 
veloped. In Section 2.3, description of the implementation is presented, followed 
by some simulation results to show the model behaviour and validation. Finally, 
there is a discussion and some conclusions are drawn. 
2.2 Engine modelling 
2.2.1 Engine dynamic model 
Figure 2.1 shows a model of the engine coupled to a dynamometer. The following 
two equations describe the dynamic system: 
5 
TI -ETfk-Tr=J1Ö1+TS+TD, (2.1) 
k=l 
TD+Ts=J202+TL. (2.2) 
Equations (2.1) and (2.2) simply state Newton's second law for a rotational body. 
The variables used for these and all the other equations are defined in the Notation. 
The indicated engine torque, TI, is generated by the conversion of chemical to 
thermal to mechanical energy during the combustion process. The reciprocating 
torque, Tr, is produced due to the motion of piston assembly and small end of the 
connecting rod. The reciprocating torque and the friction torque terms, >k=1Tfk, 
are subtracted from the instantaneous indicated torque value to produce the brake 
torque at the shaft. The resistance torque, TL, which is the result of external load- 
ing imposed on the engine by the dynamometer, is in addition to the dynamometer 
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Figure 2.1: Engine and dynamometer model 
inertia. Due to rapid changes in the cylinder pressure and consequent changes in 
the forces acting on the crank during a cycle, the instantaneous rotational speed of 
the crankshaft varies during any engine cycle, even if the mean speed is constant. 
The torsional stiffness torque, TS, and damping torque, TD, which depend on the 
stiffness and damping in the coupling between the engine and dynamometer are 
given by the linear relationships 




2.2.2 Instantaneous engine torque model 
Figure 2.2 shows the piston-crank mechanism with approximate kinetically equiv- 
alent point masses replacing the connecting rod. The model includes piston 
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pin offset for the piston acceleration. Important geometrical parameters are the 
crankshaft angular position, 01, measured from where the crankshaft and the con- 
necting rod are in a straight line; the angle of connecting rod, 0; the crank radius, 
r, which is equal to half of the stroke; the connecting rod length, L; the piston pin 
offset, b and the connecting rod angle when piston is at top dead centre, 0. The 
piston pin is slightly offset in order to reduce engine noise and wear during the 









Figure 2.2: Forces and acceleration of the piston-crank mechanism 
The relationship between the indicated gas pressure, pl, and the indicated 
torque, T1, is deterministic and is a function of engine geometry. This relationship 
is expressed as 
Ti = (pi - patm)AprG(Oi), (2.5) 
where 
G(01) _ 





cos 91, (2.6) ß 
and ) (91) is a geometric function given by 
I 
F; 
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, \(BL) = 1- 




From the piston-crank geometry, the piston displacement, y, is given by 
y= (r + L)2 - 52 - [L cos ß+r cos(01 - q)], (2.8) 
where angles 0 and ß can be expressed as 
= sin-1 
r+L 
and ß= sin-' 
5+r sin(Bl - ý) 
. 
(2.9) 
The reciprocating torque, T,.. 
This term is the torque produced due to the motion of the engine reciprocating 
components and is given as: 
T,. = MrG(01)9 = MrG(01)[Gl(O1)B12 + GZ(01)91], (2.10) 
where geometrical functions G1(01) and G2(01) are 
(L) cos(e1 - (ý) 1- -AM) sin el - G1(01) =r [cos(Oi - ý) 1+\ (g )3 - g(el) ( 
(2.11) 
G2(01) =r sin(Oi - 0) +1- 
a(91) 
cos(Oi - (2.12) a(Bl) 
where M is the mass of piston, rings, pin and the small end of the connecting 
rod, and y is the acceleration of the reciprocating components. The connecting 
rod is treated as an equivalent mass system, the first concentric mass is assumed 
to be connected to the crank-pin as a big end while the second concentric mass 
is attached to the piston assembly as a small end [LCH97]. Thus there are no 
transverse components of the force between the ends of the rod to bend or shear 
the link, and therefore the member is in axial tension or compression. The forces 
acting on the connecting rod, the inertia forces and the bearing forces, act at the 
ends of the rod. 
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2.2.3 Friction torque model 
Piston-ring assembly friction torque, Tfl. 
The literature [UP83, Mcg78, KP88] suggests that the piston-ring assembly may 
be responsible for 50-75% of the entire engine friction. The components that 
contribute to friction are: compression rings, oil control ring, piston skirt and 
piston pin. The forces acting on the piston assembly include static ring tension, the 
gas pressure force and the inertia force. The piston assembly friction is dominated 
by the ring friction components [FTT81]. This model takes into account only 
the hydrodynamic lubrication, since the friction torque is identically zero at the 
top and the bottom dead centre positions. The piston-assembly friction torque is 
expressed as: 
Tf1 = Ff1rG(Oi), (2.13) 
where 
Ffi = sgn(y) 
{E F1,9. + Ffsk: 
rt] ' 
(2.14) 
where sgn(y) is the signum function (i. e. the sign of the friction force is the same 






This approach is based on calculating the piston-assembly friction using a sim- 
plified model [MP97, Mi187], based on hydrodynamic lubrication. The lubrication 
is considered to be one-dimensional as both ring and bore are assumed perfectly 
circular with the same centre. Then clearance in the circumferential direction is 
constant. When the oil film thickness h is much less than the ring width B, the 
Navier-Stokes equation for the liquid film motion reduces to a Reynolds equation 
of the form (as given in [MP97]): 
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3ý) 8fµa=-6U+12, 
äx äx J ä7X ät 
(2.16) 
where x is a Cartesian coordinate in the direction of the ring motion. The load on 
the slider (ring width) is given in [MP97] by the following equation 
fB 
W= pdx. (2.17) 
The total friction force in the x direction is expressed as [MP97] 
F1 JB[ =2 ax +h ýLU 
] 
dx. (2.18) 
By integrating the Reynolds equation twice with boundary conditions at x=0, 
p= pl (t) and x=B, p= p2(t), the oil film pressure is expressed as [MP97] 
2h -hm 6 U- 




(K+ 1)2(h2 -1) 
(( +1)2- 1)h2 
(2.19) 
where 
h2 = h/hm and K=Bhne (2.20) 
m 
and h2 is a non-dimensional oil film thickness, h is a total oil film thickness and 
hn is a minimum oil film thickness. Finally from (2.18) the friction force per 
circumferential length of the ring l is 
df 
=2 Lpi - p2(K + 1)] +2 IT] tan e+! 
K 
ln(K + 1) (2.21) 
where W is obtained from (2.17). 
Bearings friction torque, Tf2. 
Bearings friction contributions come from the journal bearings and their associated 
seals. Journal bearings are usually designed to provide a minimum film thickness 
2.2 Engine modelling 38 
of about 2µm. The journal bearings operate under hydrodynamic lubrication, this 
means a large load can be carried by the journal bearing with low energy losses 
under normal operating conditions. Following work done by Reseka and Heinen 
[RH84], the friction torque, Tf2, in the bearing is expressed as 
Lb Icos Bl 1 Tf2 -2 Ap(PI - patm) (2.22) B1 
Valve train friction torque, Tf3. 
The valve train carries high loads over the entire speed range of the engine. Loads 
acting on- the valve train at lower speeds are due primarily to the spring forces, 
while at higher speeds the inertia forces of the component masses dominate. Fol- 
lowing work of [Bis65], the friction torque, Tf3i in the valve train is expressed 
as 
T 169.8 
ýl - 0.0012791]1ZivDiv75Vd (2.23) f3= d2 (2r) 
Pumping losses torque, Tf4. 
The pumping work is the integral of the product of the pressure and the volume 
over inlet and exhaust strokes. The work measures two effects. The first effect 
is the restrictions outside the cylinder, in the inlet and exhaust systems; air filter 
and intake manifold (on the inlet side); exhaust manifold, muffler and tail pipe 
(on the exhaust side). The second effect is the valve flow, corresponding mainly 
to pressure losses in the inlet and exhaust valves. The pumping losses torque is 
the summation of the two effects. From [Bis65], it is expressed as 
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Pump friction torque, T15. 
The pumps are employed to circulate the oil, water and fuel. Following work done 
by [Bis65], the pumps friction torque is expressed as 
T5 = 6.79 x 10-6 
[Pvd2r2.5/] 
9i 5. (2.25) 
Výlv 
The friction Equations (2.23)-(2.25) are transformed from friction mean effec- 
tive pressure (f,,,, e, ) to torque as follows: 
4irTf 
fmep = Vd 
(2.26) 
Note that the constant terms in (2.23)-(2.25) differ from [Bis65] because there 
has been a change of dimensions, i. e., the length to be in metres, the pressure in 
Pascal and the rotational speed in (rad/s). 
The formulation, obtained by the model presented in this chapter leads to a 
set of nonlinear differential equations given by Equations (2.1) and (2.2). These 
can be numerically integrated to obtain the engine performance. 
2.3 Model implementation 
The model is implemented and simulated using Matlab/SIMULINK [Mat97, SIM97]. 
Figure 2.3 shows the block-diagram of the single-cylinder Diesel engine model. In 
Figure 2.3, TI(01) is the input measured indicated torque, TL is the load torque and 
Bl is the output engine rotational speed. The Friction Model block composes of 
the mean friction components, Equations (2.13)-(2.25). The Reciprocating Torque 
block represents the torque produced due to the motion of the engine reciprocat- 
ing components, Equation(2.10). The Coupling Model block is developed from 
Equations (2.3) and (2.4). 
The main advantages of SIMULINK are its capability for representing the 
entire engine model by an assembly of interconnected blocks. Also it has eight 
variable-step solvers and six fixed-step solvers for the integration of differential 
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equations, and hence the most suitable integration method can be chosen. Input 
design parameters are passed on to the blocks from an input file, but all of the 
operating parameters come from the block (functions) for the other components 
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Figure 2.3: Dynamic Diesel engine model block diagram 
2.4 Model behaviour and validation 
In order to validate the behaviour of the engine dynamic model with experimental 
results under warm-up conditions, simulations have been performed for two single 
cylinder Diesel engines, a DDC DI four-stroke Diesel engine and a Caterpillar 8201 
DI four-stroke Diesel engine, labeled A and B respectively. 
The geometrical specifications for Engine A are shown in Table G. 1 in Ap- 
pendix G. A comparison between predicted and measured values of the crankshaft 
instantaneous angular velocity during engine transient behaviour is illustrated in 
Figure 2.4. The measured values of the engine speed and indicated pressure as well 
as engine parameters are taken from [FA97] and directly from the authors [Fi198]. 
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Almost no external load is imposed by the dynamometer for the first two seconds, 
so the engine accelerates from low idle speed and passes through the entire speed 
range until it is at high engine speed. The acceleration during the transient is 
shown in Figure 2.5, where the engine accelerates because the net torque value is 
positive. As shown in Figure 2.4, between 2.4 and 3 seconds, the dynamometer 
increases the external load in order to avoid engine overrunning, hence acting as a 
cut-off of the fuel pump. Finally, the external load is increased significantly after 3 
seconds in order to reduce the engine speed while indicated torque remains at the 
same value. The resulting net torque value is negative, so the engine decelerates 
as shown in Figures 2.4 and 2.6. 
The overall agreement between the measured and predicted crankshaft angular 
velocity traces is good as shown in Figure 2.4, the maximum relative error during 
transient response (950-2100 rpm) is about 12%. The discrepancies maybe due to 
inaccuracies in the values of the engine model parameters, changes in friction and 
oil viscosity during transient process, inertia variations effects and from the fact 
that the engine angular velocity fluctuations are subject to the effect of not only 
engine torque but also of the reactive forces from the engine and dynamometer 
mounting in a sharp transient operation. 
The instantaneous torque produced by the engine at low idle speed over one 
engine cycle (two revolutions) is shown in Figure 2.7. The maximum torque value 
corresponds to the maximum pressure in the cylinder during the combustion stroke. 
As a consequence of the huge fluctuations in engine torque during the cycle, the 
variations of the instantaneous crankshaft rotational speed are obvious between 
tl and t2 in Figure 2.8; the sudden drop of the speed and its subsequent increase 
can be linked with the negative and positive peaks of the engine torque. The 
amplitudes of the cyclic speed fluctuations tend to increase as the mean engine 
speed decreases due to the fact that at low engine speed the cycle time is long 
and the engine deceleration at the end of compression stroke is dominant and 
vice versa, as shown in Figures 2.8 and 2.9. This is a very important criterion in 
making compromises between the flywheel size, the engine speed of response and 
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the engine low idle speed limit. Due to the harmonic motion of the reciprocating 
assembly, the relation between the phase of indicated torque and the instantaneous 
engine acceleration is virtually identical, as shown in Figures 2.10 and 2.5. 
To test the dynamic model behaviour under steady-state with an exerted ex- 
ternal load, a simulation has been performed for a medium speed single cylinder 
Diesel engine, the geometrical specifications for Engine B are shown in Table G. 2 
in Appendix G. The measured values of speed and indicated pressure as well as sys- 
tem parameters are provided by King Abdullah Design and Development Bureau, 
Jordan [Kah98]. 
Figure 2.11 shows the predicted instantaneous angular velocity from start till 
steady-state angular velocity at rated torque. The starter-off speed was about 382 
rpm. After the starter torque is turned off, the angular velocity is accelerated 
by increasing input torque to achieve rated indicated torque. The external load 
torque (from the dynamometer) was increased between 4 and 9 seconds in three 
steps until it reached the rated load torque (maximum engine output torque), and 
the steady-state angular engine speed was achieved. To validate the model during 
steady-state, Figure 2.12 shows the comparison between predicted and measured 
angular engine velocity at rated torque for Engine B and there is good agreement. 














Figure 2.4: Comparison between the predicted (-) and measured [FA97] (" " ") 






Figure 2.5: Predicted fluctuation of the crankshaft angular acceleration of Engine 
A during transient response 
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Figure 2.6: Predicted fluctuation of the crankshaft angular deceleration of Engine 
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Figure 2.7: Measured fluctuations of the indicated torque on the crankshaft of 
Engine A during steady state low idle speed over one engine cycle, [FA97] 
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Figure 2.8: Predicted fluctuations of the instantaneous crankshaft angular speed 





Figure 2.9: Predicted steady state high crankshaft speed of Engine A 
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Figure 2.10: Measured fluctuation of the indicated torque on the crankshaft of 
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Figure 2.11: Predicted instantaneous speed of Engine B from starting (-) with 
dynamometer load (--- ) 
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Figure 2.12: Comparison between predicted (-) and measured [Kah98] (- - -) 
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Figure 2.13: Predicted mean acceleration of Engine B from starting until steady 
state 
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2.5 Discussion and conclusions 
This chapter presents a dynamic model for a single cylinder DI four-stroke Diesel 
engine which can simulate engine performance under both transient and steady- 
state operating conditions. The model has been implemented in SIMULINK. Val- 
idation has been performed for two types of Diesel engines, one for transient re- 
sponse and the other for steady state. Predicted profiles of the instantaneous 
engine speeds through the transient and steady state are in good agreement with 
measurements. Inertia of the dynamometer and the stiffness and damping of the 
coupling are also included, enabling a variety of engine tests to be carried out. A 
mean friction model that includes engine friction components for the piston assem- 
bly, the crankshaft bearings, the valve train, the pumping losses and the pumps, is 
used. One reason for the discrepancy between the measured and predicted angular 
velocity at high engine speeds, as shown in Figure 2.4, may be due to the mean 
friction model. An instantaneous friction model as opposed to a mean friction 
model, should improve predictions. 
In Chapter 3, work is presented that improves the friction model and so re- 
duces the simulation inaccuracies. Other reasons for errors are inaccuracies in the 
values of the model parameters which can be tuned to improve the model pre- 
diction. Chapter 5 includes work to obtain the engine parameters by means of 
numerical inversion procedures. In Chapter 4, the inertia variations effects are 
taken in consideration and a complete engine model is developed by adding the 
thermodynamic aspects. Since engine events for control and estimation are gen- 
erally periodic with respect to crank-angle rather than time, also because sensor 
sampling in engine management systems is generally based on crank angle events, 






As discussed in Section 2.5, one main source of modelling errors results from lim- 
itations in the friction model, especially at high engine speeds during transient 
response. This chapter extends the friction model to reduce the simulation errors. 
Since, the engine models must be efficient and accurate, and simulation run-times 
should not be excessive, the engine friction model should represent the relevant 
trends but be relatively simple to compute. The components of the engine friction 
model are mostly based on theoretical considerations, namely Reynolds equation 
and dynamic analysis. In addition, new equations for the friction components of 
ring assembly, bearing mixed lubrication and valve train are included. In Chapter 
2, a mean simplified friction torque model is assumed, this does not accurately 
represent the engine trends at high engine speeds during transient response. The 
model is extended in this chapter to include instantaneous engine friction be- 
haviour, oil viscosity variations and additional detailed effects of engine friction 
components. 
The friction model consists of friction due to the piston assembly, the bearing, 
the valve train and the auxiliaries. These components are individually computed 
U!. 
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and summed to find the overall friction torque. Thus the relative percentage 
contribution of each of the above components can be evaluated using the proposed 
model. 
The fact that ignition takes place in the combustion chamber does not nec- 
essarily mean that the engine will successfully start. Many factors contribute 
to a successful start and all of them are temperature dependent. One of them, 
the calculation of engine friction during starting, depends on the oil viscosity. 
In [SBTM01], examination of the magnitude and variation of the engine friction 
mean effective pressure under cold start and warm-up is carried out. Investigation 
of changes in friction mean effective pressure associated with operating conditions, 
particularly the effect of start temperature and magnitude of friction contribu- 
tions made by the major component assemblies are presented. The model in this 
chapter can simulate instantaneous engine friction during cold-start by including 
the effect of temperature variations on oil viscosity. The results might be used to 
match the electrical starter to prevailing conditions in order to achieve optimum 
engine startability. 
The developed friction model is incorporated into the two degree of freedom 
engine dynamic model developed in Chapter 2. The simulations from this model 
have a 97% accuracy when compared to experimental data. 
Although the friction model in this chapter is mostly developed analytically, 
the relative contribution of each friction component can be determined empirically. 
Hence a simple procedure for tuning a relative friction component weights is also 
developed. 
The chapter is arranged as follows. In Section 3.2, the friction model is pre- 
sented. Some simulation results are presented in Section 3.3, and the predicted 
behaviour compared with some experimental data. In Section 3.4, the friction 
model tuning is presented. Finally there is a discussion and the main conclu- 
sions are drawn. Details of the derivation of the friction model are presented in 
Appendix B. 
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The main aim of this chapter is to model the friction torque given by the expression 




equation, and accurate modelling of this component is very important. 
3.2.1 Engine friction model 
Engine friction can be modelled to give either mean or instantaneous values. 
Studies providing mean frictional losses over each cycle include, for example, 
[Ciu92, Ciu93]. There are two important papers on instantaneous engine friction 
evaluation. The first paper [RH84] determines the total instantaneous frictional 
torque by measuring the engine speed and the indicated pressure, but does not 
include the effect of temperature variation on oil viscosity, and the ring assembly 
friction analysis is not detailed enough to describe the friction behaviour during lu- 
brication modes. The second study [CRD96] presents a frictional model with three 
components, ring assembly, loaded bearing and auxiliaries, but neglects valve train, 
piston skirt and camshaft losses leading to a simplified engine friction model. 
The aim of this work is to build a comprehensive friction model for Diesel 
engines. Theoretical studies are employed to derive engine friction components in 
order to predict the engine behaviour during all of the engine working modes, from 
start until high engine speed. The derivation of friction torque for piston assembly, 
bearing, valve train and auxiliaries are outlined below. Details of the derivations 
are given in Appendix B. 
3.2.2 Piston assembly friction torque 
The piston-ring assembly may be responsible for 50-75% of the entire engine fric- 
tion as mentioned in Section 2.2.3. 
Ring friction torques 
The piston assembly friction is dominated by the ring friction components [FTT81]. 
It has been observed that the ring assembly lubrication mode is hydrodynamic 
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except near the top and bottom dead centre positions where the oil film breaks 
down. The ring assembly friction torques can be found by assuming that the 
friction force is equal to the product of the normal load between the ring assembly 
and the liner, and the friction coefficient. Thus the ring assembly friction torque 
(from (B. 18)) is: 
N F'i9c 
7rdBi Tf1= T IG(O1) I 
{L1 sgn(y)ij) (N 
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(3.2) 
The coefficient of friction for hydrodynamic lubrication, 71, is directly propor- 
tional to the piston speed and oil viscosity, and inversely proportional to the ring 
load [Mcg78]. Stribeck diagrams (see Figure 3.1), obtained from experimental re- 
sults, are widely used for determining the coefficient of friction. For the coefficient 
of friction with mixed lubrication, the variation can be approximated by a straight 
line without significant error. This approximation [MP97] is used in this chapter. 
Thus 
cl - (cl - z) I sin Bl for 1.51r < 91 < 2.5ir, ( 3.3) 
z otherwise, 
where cl is the mixed friction coefficient for rings and z is the hydrodynamic 
friction coefficient given by: 
z. 
µOIr IG(O1)1 (3.4) 
Lr 
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Skirt friction torque 
In reciprocating internal combustion engines, the piston skirt profile is designed to 
prevent local contact due to thermal expansion and to reduce friction losses and 
piston slap, by ensuring that a proper lubricating oil film thickness is maintained 
for maximum wedge effect and an appropriate piston pin offset. 
The piston skirt friction force is derived by applying Newton's law for viscous 
friction and can be expressed as: 
Ff 
91rG(61) 
. 6) 2= Oc dLe 
(3 
and the piston skirt friction torque is given as: 
Tf2 - 
(1LÖ1rG(Ol)\ 
dL, rG(Oi). (3.7) 
3.2.3 Bearings friction torque 
The main journal bearings are sited at the crank, both ends of the rod and the 
camshaft. These are analyzed using the Reynolds approximation to the Navier- 
Stokes equations. The bearings are treated as axisymmetric and two-dimensional 
to account for their finite length. The bearings generally operate in the hydrody- 
namic lubrication mode except around top dead centre. By solving the Reynolds 
equation, the instantaneous friction torque during hydrodynamic lubrication mode 
(for 0< 01 < 1.9ir and 2.4ir < 01 < 4ir) on the journal bearing is given by: 
_ 
Fte 21rµOlr6LbG4(91) 
where the geometrical function G4(01) is given by: 
G4 (01) = 1+ 
cos B1 (3.9) 
(f)2-sin0i 
Due to the abrupt increase of friction torque shortly after the top dead centre, 
the mode of the lubrication is mixed, and the friction coefficient, Tibm, depends on 
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the properties of the pair of rubbing materials. 7Jb, has a negative slope in the 
Stribeck Diagram (see Figure 3.1) [Ros82], and is given by: 
-n 





where c2 is the mixed friction coefficient for bearings and the index number n is 
taken as 3. Thus the proposed formula to calculate the bearing friction torque 
around the top dead centre, for 1.97r < Bl < 2.4ir, is 
_r 
(4) d2 l p, - Patm 
I- r912M (cos Bl + (L) cos 201) 
Tf4 
- i%6mrb L G5 (01) 
x Icos (-201 +4.3ir)I], (3.11) 
where G5(01) is given by 





and I cos (-281 + 4.37r) I is a correction term to take into account the increase of fric- 
tion torque (as was observed by [MF89]) shortly after top dead centre. The change 
from hydrodynamic friction to mixed friction is due to the large load transmitted 
by the crankshaft to the bearing during the combustion period. 
3.2.4 Valve train friction torque 
The valve train carries high loads over the entire speed range of the engine. Loads 
acting on the valve train at lower speeds are primarily due to the spring forces, 
while at higher speeds the inertia forces of the component masses dominate. Valve 
train friction accounts for the friction in cam/follower, rocker arm/pivot shaft, 
camshaft bearings, valve/valveguides, and seals. To simplify the analysis, the valve 
train is considered as a system represented by the cam/follower and is assumed to 
operate in the boundary lubrication mode. 
The valve train friction torque is formulated to depend on the load and the 






- c391) r IG(91)1. (3.13) 
where c3 is a speed coefficient. 
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3.2.5 Auxiliaries and gear torque losses 
This component models the friction due to the unloaded journal bearings, water 
pump, fuel pump, oil pump, generator and gears. A hydrodynamic lubrication 
mode is assumed, and the friction coefficient is calculated as for Equation (3.4). 
If the terms which represent the normal load, oil film pressure and the effective 
radius and length of the auxiliaries shafts are assumed to be unity, then the friction 
torque for the auxiliaries is formulated as: 
T16 = µ91. (3.14) 
3.2.6 Viscosity variations with temperature 
The variation of temperature and hence oil viscosity is an important factor in the 
engine friction calculations. The viscosity of oil decreases with increasing temper- 
ature. This trend is typical for Newtonian regimes for oils, where the viscosity is 
independent of the shear rate. Furthermore, the viscosity of oils increases with 
pressure. At certain times during hydrodynamic lubrication, the loads increase 
the oil pressure, which in turn increases the viscosity. 
The experimental results used for the validation of the model were obtained 
from engines using SAE 30 oil. The oil viscosity as a function of temperature and 
pressure for the SAE 30 oil is determined by a nonlinear least-squares method as 
an exponential function [Bor97], using data from [Fer86], and is given by: 
7.849 x 10-5 exp 





+ 051 . 
(3.15) 
In this study only the effect of temperature variations are taken into consideration, 
because oil pressure has only a minor effect on the engine oil viscosity, hence 
po = pmt,, is used in Equation (3.15). 
3.3 Model simulation and validation 
In order to validate the behaviour of the engine friction model with experimental 
results, the developed friction model is incorporated into the two degree of freedom 
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single cylinder Diesel engine dynamic model in Chapter 2, using Matlab/SIMU- 
LINK [SIM97, Mat97]. The geometrical specifications for the engine are shown in 
Table G. 1 in Appendix G. The measured data under warm-up conditions and the 
geometrical specifications are taken from [FA97] and [Fi198]. 
There are three empirical coefficients in Equations (3.3), (3.10) and (3.13) 
whose values need to be assigned. Coefficient cl is the empirical coefficient of 
the friction coefficient for ring assembly with mixed lubrication, its variation can 
be approximated by a straight line from the Stribeck diagram without significant 
error. Coefficient c2 is the empirical coefficient of friction coefficient for the friction 
of the bearing during mixed lubrication, and depends on the properties of the pair 
of rubbing materials. The lubrication in the valve train at lower speeds is in the 
boundary mode and at high speeds in the mixed mode, so the friction is slightly 
decreased at high speeds. The expression (1 - c391) which includes the empirical 
coefficient c3 takes into consideration the slight decrease of the valve train friction 
coefficient with engine speed [Bis65]. The empirical coefficients are shown in Table 
3.1. 
Mixed friction coefficient for rings Cl 0.11 
Mixed friction coefficient for bearings c2 0.002 
Speed effect in valve train friction c3 0.00127 [s/rad] 
Table 3.1: Empirical coefficients 
The friction model is given by Equations (3.1) to (3.14), however, the simula- 
tions were performed with Equation (3.1) replaced by the following 
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The above equation was obtained by making the assumption that the FE term in 
Equation (B. 13) is negligible. The maximum value of the n+c3ýe1 
term in Equation 
(3.1) that does not appear in Equation (3.16) is less than 1%. Hence the use of 
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Equation (3.16) does not significantly affect the simulation accuracy. Note that 
for improved accuracy, Equation (3.1) should be used. 
Figures 3.2 and 3.3 show the instantaneous friction torque obtained from the 
simulation. Note that for this plot and all other plots in this chapter, one crank 
shaft cycle represents 4ir radians, i. e., two revolutions. The lubrication mode of the 
ring assemblies is considered to be mixed lubrication near top dead centre. The ring 
assembly friction torques reach the maximum value after top dead centre where the 
indicated torque is maximum and its value is approximately equal to twice the ring 
friction torque at the beginning of the combustion. The lubrication mode of the 
skirt is in general hydrodynamic and its friction torque is high in the mid-region 
of the stroke where the piston speed is maximum. The bearing lubrication mode 
is hydrodynamic except at the points where the indicated pressure is maximum, 
when there is mixed lubrication and the friction torque is increased substantially; 
its value is approximately five times the hydrodynamic lubrication friction torque 
value. The valve train friction torque increases during the intake and exhaust 
strokes due to the spring stiffness forces being increased. 
The simulation simulation speed response is shown in Figure 3.4 and it is seen 
that there is very good agreement between predicted and experimental engine 
speed. The maximum relative error is less than 3%. 
Figure 3.5 shows the crankshaft angular velocity when the simulation is run 
without friction and it is seen that the engine speed is increased substantially. 
Thus it is crucially important to take into consideration the friction model. 
Figure 3.6 shows the angular velocity for different oil temperatures. Initially, 
the engine is assumed to be cranking at a speed of about 350 rpm with an input 
torque that represents the starter motor torque. Next, the simulation program 
is switched to the firing indicted torque and this explains why the engine speed 
decreases at the beginning. At -5°C, the angular velocity shows a slow increase 
in the engine speed up to cycle six. The maximum angular velocity reached at 
-5°C was 820 rpm. For 0°C, there is a gradual increase in the angular velocity 
beginning at cycle four, and reaching a maximum of 950 rpm. At 10°C, a smooth 
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and fast increase in the angular velocity begins at cycle two, reaching a maximum 
speed of 1180 rpm. This trend is due to the effect of start temperature on the oil 
viscosity. 
3.3.1 Comparison between friction models 
The aim of this section is to compare between the friction models of the engine 
components. Figure 3.7 shows the average values of the engine friction compo- 
nents over each cycle for five cycles during transient response, the results obtained 
by using the instantaneous friction model (Equations 3.1-3.14). The individual 
contributions to the total friction torque are shown in Table 3.2 
Friction model Ring I Skirt Bearing Valves Aux. 
Instantaneous, Equations (3.1-3.14) 40.3% ( 15.7% 29.1% 8.8% 6.1% 
Mean, Equations (2.13-2.25) 52% 18% 22%1 8% 
Table 3.2: Individual contribution of the friction components 
Figure 3.8 shows the values of the mean engine friction components model 
presented in Chapter 2 (Equations (2.13)-(2.25)), for five cycles during transient 
response. The individual contributions to the total friction torque are shown in 
Table 3.2. The friction components of pumping, valve train and pump friction 
torque correlations in the mean friction model are obtained by means of motoring 
(without firing) friction measurements. This type of testing involves rotating the 
engine with a motoring dynamometer and recording the torque required to main- 
tain a constant speed. By removing components from the engine it is possible 
to determine their contribution to friction, such an approach cannot capture the 
friction trends during firing. 
For the purpose of comparison between different models of the auxiliaries 
friction, the following model from [CRD96] is considered: 
T16 = 2.02LegRey pOl. (3.17) 
Here, the models represented by Equation (2.25), (3.14) and (3.17): are named 
'Combined with the pumping losses torque. 
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Model I, Model II and Model III respectively. Model I is obtained from motoring 
data and dimensional analysis which can give reasonable results in the range where 
the data have been taken to correlate the losses. Models II and III are analytically 
based using the hydrodynamic lubrication assumption and Newton's viscous law 
respectively. Table 3.3 shows the mean friction of the auxiliaries over all the engine 
speed range. Figure 3.9 shows the auxiliaries friction component response from 
three models. It shows that the Model I and Model III responses are quite close 
up to cycle six, then Model II and Model III response become closer as the engine 
speed increases. The individual relative error with respect to the mean value are 
also shown in Table 3.3 and the deviation between the models prediction is not 
too high. 
Mean friction Relative error 
Model I (Equation 2.25) 1.85 Nm 29% 
Model II (Equation 3.14) 1.33 Nm -7.2% 
Model III (Equation 3.17) 1.12 Nm -21.8% 
Table 3.3: Mean friction of auxiliaries 
The mechanical friction in Diesel engines can contribute 15% from overall 
engine losses [PF86, TC99] and the auxiliaries about 10% from the mechanical 
friction, i. e, 1.5% of the overall engine losses. This is evidence that the auxiliaries 
losses play a minor effect and a simplified model can be used with confidence. 
3.4 Friction model tuning 
The main aim of this work is to predict the Diesel engine friction components 
analytically with sufficient accuracy in order to use the model for control and 
estimation. For further improved prediction of crankshaft speed, the friction term 
is modified to include six weighting coefficients, al, ... , a6, 
Ti -> akTfk - Tr = J1(91) 91 + TS + TD. (3.18) 
k=1 
These coefficients are included to account for parameter and modelling un- 
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certainties, and their values can be estimated using experimental data of cylinder 
pressure and instantaneous crankshaft angular speed. Based on the numerical 
procedure (algorithm) described in Appendix C, weighting coefficients which min- 
imize the difference between the measured and predicted speeds are determined, 
the values are shown in Table 3.4. 
Rings assembly al 0.9895 
Piston skirt a2 0.9877 
Bearings hydrodynamic a3 0.9550 
Bearing mixed ca4 0.8320 
Valve train a5 0.9500 
Auxiliaries a6 0.9100 
Table 3.4: Weighting coefficients of friction correlations 
There is no guarantee of convergence of the algorithm, but for the example 
presented in this chapter, it always converged. From Table 3.4, the values of the 
weighting coefficients are close to one and it is noted that values one give the 
results of the analytical model. 
Figure 3.10 shows the predicted and measured fluctuation of the crankshaft 
instantaneous angular velocity for one cycle during low idle speed. The predicted 
and measured values are in phase. The predicted value is slightly higher during 
intake stroke and there is excellent agreement during the other strokes. The figure 
also includes the predicted velocity with the weighting coefficients included, and 
it can be seen that this is closer to the measured speed. 
Figure 3.11 shows the predicted and measured instantaneous engine speeds 
during transient response from low idle speed to high engine speed with the weight- 
ing coefficients included, there is very little difference between them and the curves 
are almost co-incident. Figure 3.12 illustrates the percentage error between the 
measured and predicted speeds for Figures 3.11 and 3.4. Note the beating be- 
haviour which shows the small difference between the frequencies of the predicted 
and measured speeds. 
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Figure 3.2: Predicted instantaneous friction torque during transient response for 
ring assembly (-) and skirt (- - -) {one crankshaft cycle= 47r } 
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Figure 3.3: Predicted instantaneous friction torque during transient response 
for: (a) bearings(-), (b) valve train (-), and auxiliaries (- - -) {one crankshaft 
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Figure 3.4: Comparison between the predicted (-) and measured (--- )instanta- 
neous speed of the engine during transient response [FA97] {one crankshaft cycle= 
4ir } 
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Figure 3.5: Predicted Instantaneous crankshaft speed, with friction (-) and 
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Figure 3.6: Predicted instantaneous crankshaft speed at cold-start, -5°C oil tem- 
perature (-), 0°C oil temperature (- - -) and 10°C oil temperature (- "- -)lone 
crankshaft cycle= 4ir } 























5 5.5 6 5.5 7 7.5 8 8.5 9 9.5 10 
Crankshaft cycle number 
Figure 3.7: Predicted mean friction torque for every cycle (Equations 3.1-3.14): (a) 
rings(-) and bearings (--- ), (b) skirt (-), valve train (- - -) and auxiliaries 
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Figure 3.8: Predicted mean friction torque for every cycle (Equations 2.13-2.25): (a) 
piston assembly (-) and pumping & valve train (- - -), (b) bearings (-)and 
auxiliaries (--- ) {one crankshaft cycle= 4ir } 
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Figure 3.9: Predicted friction torque for: pump (Equation 2.25) (-), auxiliaries 




Figure 3.10: Comparison between the predicted (- "- "), predicted with weighting 
coefficients (-) and measured (- - -) instantaneous speed cycle of the engine 
during low idle speed [FA97] {one crankshaft cycle= 47r } 
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Figure 3.11: Comparison between the predicted with weighting coefficients (-) 
and measured (- - -) instantaneous speed of the engine during transient response 
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Figure 3.12: Relative percentage error between measured and predicted speed, for 
Figure 3.11 (-) and Figure 3.4 (- - -) {one crankshaft cycle= 47r } 
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3.5 Discussion and conclusions 
This chapter presents a comprehensive friction model for a single cylinder Diesel 
engine. The engine friction model is simple enough to be computationally efficient, 
but complete enough to capture the relevant trends, so it can be meaningfully 
incorporated into overall engine control models. New equations for the friction 
of the ring assembly, bearings and valve train are presented. The friction model 
can simulate instantaneous engine friction behaviour under transient and cold- 
start operating conditions. The model describes engine friction in term of the 
following components: (a) rings assembly, (b) skirt, (c) crankshaft, connecting rod 
and camshaft bearings, (d) valve train and (e) auxiliaries. The friction torque 
components are derived by theoretical analysis. 
There is excellent agreement between the measured data and the predicted 
results for crankshaft instantaneous angular velocity and the simulations follow 
the speed fluctuation profile well for low idle speeds and during transient response 
(from low idle speed to high engine speed without load). The model also simulates 
temperature-viscosity changes. The simulation results from Figure 3.6 show the 
engine startability is improved when the oil temperature is increased. The model 
predictions fall within 3% of the experimental data. To improve the model, weights 
for the friction components are tuned by numerical optimization using experimen- 
tal data. After tuning, there is better agreement between the model predictions 
and experimental data of crankshaft speed. 
Chapter 4 
Engine Model Including Dynamic 
and Thermodynamic Effects 
4.1 Introduction 
To complete the engine model, so that it may be used for estimation and control 
designs, the thermodynamic aspects that describe the relationship between the 
fuelling and the indicated pressure should be included. In this chapter, a thermo- 
dynamic model is developed and combined with the dynamic model of Chapter 2 
and instantaneous friction model Chapter 3 to give an over-all engine model. 
For linear engine models, [HF71, FG74, FW76] used identification schemes to 
obtain discrete engine transfer function utilizing Pseudo Random Binary Sequences 
as the plant input. Local linearised continuous models [WTW77, KP99] which are 
derived from frequency domain identification methods are also available. These 
approaches can only be approximately represent the engine transient response. 
A number of different models have been developed for the purpose of Diesel 
engine control and estimation. In [JKS+91], a mean value model is used. The 
mean value model assumes average values of pressure, temperature, and mass flow 
in the submodels. Steady state or transient performance data can be used to find 
parameters constants in submodel equations. This type of model can only predict 
average behaviour of engines and cyclic variations are not considered. Diesel en- 
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gine models for an electronic control simulator were developed in [Wat84, GRH89]. 
The in-cylinder combustion process was included by using a single zone model, and 
a filling and emptying modelling technique. In [Wat84], the compromise between 
accuracy and computer time is discussed. These models do not predict in-cycle 
crankshaft angular speed variations. In [KM95], hybrids of two models, a mean 
torque production model and a simplified cylinder-by-cylinder model, are investi- 
gated in order to provide control engineers with tools for developing control and 
diagnostic algorithms. 
Nonlinear engine control and diagnostics have aroused great interest in an 
effort to enhance dynamic engine performance. Recently, non-linear transient sim- 
ulations of the Diesel engine in order to predict engine torques and speeds have 
been carried out in both [FA97] and [LCH97]. Engine control schemes generally 
operate on engine events which are periodic in the crank-angle domain, rather 
than on a real-time clock. Hence, for the purposes of model-based control and 
fault-diagnostic schemes, it is preferable that the engine state variables are based 
in the crank-angle domain rather than the time domain. Also, since events associ- 
ated with crankshaft angle can take place in between the time steps, there results 
a discrepancy between actual crankshaft event occurrence and the discrete-time- 
detection of the crankshaft by time-step simulated system. In both [FA97] and 
[LCH97], the simulations are performed in the time domain. Additionally, inertia 
variations are not included in either model. Furthermore, the instantaneous fric- 
tion components model included in [LCH97] does not take into consideration the 
viscosity variation with temperature, and the empirical coefficients of the friction 
components have to be calibrated for each type of engine. 
In this chapter a combined dynamic, instantaneous friction and thermody- 
namic engine model is developed in the crank angle domain and used to predict 
the in-cycle variations of the engine states. Engine events for control and esti- 
mation are generally periodic with respect to crank-angle rather than time. Also, 
because sensor sampling in engine management systems is generally based on crank 
angle events, rather than time, an engine model totally based in the crank-angle 
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domain is developed. The proposed model takes into consideration the inertia 
variations of the crankshaft assembly. The model treats the cylinder strokes and 
the manifolds as thermodynamic control volumes by using the filling and emp- 
tying method, solving energy and mass conservation equations with submodels 
for combustion and heat transfer. The model has been implemented in Mat- 
lab/SIMULINK [Mat97, SIM97] and in-cycle calculations are performed at each 
sampling instance. 
In Section 4.2 the engine dynamic model of Chapter 2 is improved by comput- 
ing the inertia variations of the crankshaft assembly and transforming to the crank 
angle domain. In Section 4.3 cylinder volume and area are presented. The ther- 
modynamic model presented in Section 4.4 is based on the filling and emptying 
method. - Three thermodynamic control volumes are considered; the inlet mani- 
fold, the cylinder and the exhaust manifold. In Section 4.5 the implementation 
of the combined model is described, followed by some simulation results to show 
the model behaviour and validation. Model sensitivity is presented in Section 4.6. 
Finally, there is a discussion and some conclusions are drawn. 
4.2 Engine dynamic model 
4.2.1 Inertia variations 
Reciprocating mechanisms have variable inertia due to the change of geometry 
through a crank revolution. The piston and connecting rod masses change their 
position relative to the crankshaft axis and hence change the effective inertia about 
this axis. The same path is followed by these parts during each revolution of the 
crankshaft and thus the inertia variation is smooth and periodic. A variable inertia 
(with respect to the crankshaft rotational axis) as 'a function of the crankshaft 
position is used. For a given crank-angle, the inertia with respect to the centre 
line of the crankshaft is defined by considering the equivalent inertia of the piston, 
connecting rod, and crankshaft assembly [Rao90, LS99, DHS99, HS94]. In this 
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study the piston pin offset is taken into consideration during the analysis of the 
variable inertia. 
Figure 4.1: Single-cylinder Diesel engine 
The crank-angle varying inertia of an engine crankshaft assembly is derived in 
Appendix D and is given by: 
2 l2 1 J1(01) = JJ + m, (Fr) + JR 
[(L) 
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where JJ is the moment of inertia of the crankshaft, JR is the moment of inertia 
of the connecting rod, m, is the mass of the crankshaft, mR is the mass of the 
connecting rod, mp is the mass of the piston, h is the length ratio of C1B1 to C1A1, 
and F is the length ratio of E1D1 to D1C1 as shown in Figure 4.1. 
In this thesis, the derivative of some variable, x with respect to time is denoted 
by x and the derivative with respect to crank angle by i. 
By substituting Equation (2.10) into the Equations (2.1), and rearranging, the 









92 = [TD +TS -TL] . 
(4.4) JZ 
where the moment of inertia of crankshaft assembly and the reciprocating parts, 
T, is given by 7- = (J, (Oi) + MrG(91)G2(91)) . 
To develop an engine dynamic model in the crank angle domain, consider the 
crankshaft angle 81 as an independent variable. Then the independent variable 
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Öl = wl 1 (4.6) d91' 
e2 = Wlde1= W2(Öl), (4.7) 
e2 
dw2 dw2 (4.8) 
= dt --"d0, ' 
From Equation (4.7), the relationship between the dynamometer angular position 
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By substituting Equations (4.5), (4.6) and (4.8) into the Equations (4.3) and 




[MrG(Oi)Gi(9i)+ a ýl)J 
w- Tfk - TS - TD 
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(4.10) 
W2 =1 [TD + TS - TL] . 
(4.11) 
J2W1 
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The cylinder heat transfer area is given by 
2 7rd A=a + 7r d[ (r -L)2- 62 - 
(L2 
- (6 +r sin(Bi - 0))2 +r cos(01 - 0) 
(4.13) 
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where a>2 for a non-flat piston and cylinder head, and a=2 for a flat piston top 
and cylinder head bottom. The derivative with respect to crank angle of Equation 
(4.12) is 




/L2 - 6+ r sin B 
(4.14) 
4.4 Thermodynamic modelling 
4.4.1 Conservation of mass and energy 
The filling and emptying method [WJ82] treats the cylinder and each manifold as 
a thermodynamic control volume for the engine given in Figure 4.1. Using the first 
law of thermodynamics for an open system and the ideal gas law, the temperature 
differential equation can be written as [WJ82, Wat84]: 
_r1 
RT m1h for - um VV T 
ýý 







where subscript j denotes surfaces with different rates of heat transfer, Q includes 
heat released by combustion, ho is the stagnation enthalpy, hence implicitly ac- 
counting for kinetic energy, u is the specific internal energy, P and T are control 
volume pressure and temperature respectively and m is the mass. Derivation and 
application of Equation (4.15) to cylinder and manifolds control volumes are illus- 
trated in Appendix D. 
The specific internal energy u is assumed to be a function of temperature T 
and the equivalence ratio F only (for the definition of F, see Equation (4.20)). 
Since dissociation effects are small [Wat84], the influence of pressure is neglected. 
A curve fit of combustion product data as a continuous function is used [WJ82], 
based on absolute zero temperature of the elements. Thus 
u= u(T, F). (4.16) 
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where f, is the stoichiometric fuel air ratio. 
Mass conservation for both air and fuel is required. Considering the total mass 
(fuel and air) gives 
rim =E rin -Errs +E thb f. (4.18) 
in out 
The total mass is given by 
m=ma+mbf, (4.19) 
where ma is the mass of the air and mbf is the mass of the burnt fuel. The fuel-air 









4.4.2 Ports and valves mass flow rates 
A one-dimensional model for flow through a valve (or port), using the analogy of 
an orifice having an equivalent area, is used. Applying the energy equation from 
upstream to downstream for isentropic steady flow, and assuming that the inlet 
velocity is negligible, for subsonic flow Pd/Pu > (2'y, /(-y, -}-the mass 





1 Pd yo dR 
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- P, ýI 
(4.22) 
where Cd is the discharge coefficient, rys is the specific heat ratio and A is the 
valve or port area. 
For sonic flow Pd/Pu < (2'y9/(ry, -I-1))ýý'ýý7 
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4.4.3 Combustion 
Many combustion models have been discussed in [Hey88, WJ82, Ram89]. The 
single zone model proposed in [Wat84] is used here, because it is widely accepted 
and can be used to predict both premixed and diffusion burning. The ignition 
delay (ID) equations as a function of cylinder pressure and temperature can be 
used to calculate the start of the combustion [Hey88]; 
-1.02 
ID = 3.45 101P. 3 e2Tý 
(4.24) 
with the constraint B`9n d8 
ID =1 (4.25) 
I.. 
where 9inj is the angle at injection and 9; 9n is the angle at ignition. The normalised 
premixed burning rate is given by: 




while the normalised diffusion burning rate is given by: 
k 
rhfdiff = kdlkd2enorm e_ýdlenor. n (4.27) 
where Enorm is non-dimensional angle, increasing from 0 at start of combustion to 1 
at the end of combustion. The parameters kpi, kp2i kdl and kd2 have been correlated 
with fundamental factors having the strongest influence on the combustion rate. 
The best fit values of these parameters for a range of direct injection Diesel engines 
are presented in [Wat84]. 
The fraction of the total fuel that goes to the premixed burning, X, is given 
by [Wat84]: 
X= 1- 0.926Fo. s7ID-o. zs. (4.28) 
Assuming complete combustion in 125 degrees of crank angle, the normalised 
angle is defined as: 
enorm = 
e, - ei9n, (4.29) 
125 
Finally, the fuel burning rate is given by [Wat84]: 
mfnorm = Xmfpre + (1 - x)rh fdif f" 
(4.30) 
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and 
mbf =m 
fýc fmým (4.31) 
where 9coý is the combustion period in degrees. 
4.4.4 Cylinder heat transfer 
An instantaneous convective heat transfer is defined by, 
Qhtl = h,,,,,, A(T - Tv, ) (4.32) 
where h, a, is the heat transfer coefficient based on forced convection and is given 
by [BN87], 
hcon = 130V-0.06PO. 8T-0.4 (Np + 1.4)0.8 (4.33) 
where Np is the mean piston speed and Tv, is the cylinder wall temperature. The 
primary sources of radiative heat transfer in Diesel engines are the high tempera- 
ture burned gases and soot particles. Following work in [AH86], the instantaneous 
radiant heat transfer can be expressed as: 
Qht2 = eaAV (TT äd - Tw) (4.34) 
where 6 is the apparent grey-body emissivity, a is the Stephan-Boltzman constant 
and T, -ad is the apparent radiant temperature. The adiabatic flame temperature, 
T(F=1.1), is the temperature of the hydrocarbon and air combustion products, when 
fuel air ratio is slightly greater than stoichiometric (F = 1.1). The apparent radi- 
ant temperature T, -ad is calculated as the mean of the adiabatic flame temperature 
and the average bulk gas temperature, i. e. 
T+ T(F-1.1) (4.35) Trad =2 
The temperature of combustion products at F=1.1 is computed from a correlation 
of instantaneous air temperature and pressure as in [AH86] 
TF-1,1 = (1 + 0.0002317(T - 950)) (2726.3 + 0.906P - 0.003233P2) (4.36) 
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for 800K <T< 1200K, and 
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TF-1.1 = (1 + 0.000249(T - 650)) (2487.3 + 4.7521P - 0.11065P2 + 0.000898P3) 
(4.37) 
for 450K <T< 800K. 
The apparent emissivity is assumed to vary linearly between [0.9 to 0] over 
the expansion stroke. The cylinder wall temperature is updated at each step by 
using the one-dimensional heat conduction model, and an electrical analogy model, 
shown in Figure 4.2: 
(Tw - Tcoodant) (4.38) Qhtl + Qht2 = Rc + 
where R,,,, = hýooý ntA 
is the thermal resistance from wall to coolant. The thermal 
resistance for conduction through the wall is R,,, = KA where t is the wall thickness 
and K is the thermal conductivity. A fourth order polynomial equation in Tw is 
obtained and the ith solution gives the wall temperature. 
(T - Tw) + &-A T4 - T4) _ 
(T. - Tcoorant) (4.39) 
R9w 
C 
rad w-R,, + J1 
where R9, ß = h, 
nA is the thermal resistance from gas to wall. Thus the cylinder 
heat release rate can be calculated from Equations (4.32) and (4.34): 







Figure 4.2: Thermal resistance for the cylinder 









Figure 4.3: Thermal resistance for the exhaust manifold 
4.4.5 Exhaust manifold heat transfer 
The exhaust gas flow is considered to be turbulent. The forced heat convection 
between the exhaust gas and the manifold wall, the natural convection, and the 
radiation between the manifold and ambient air are taken into account. The con- 
ductive heat transfer through the wall thickness is neglected. An electrical analogy 
model is shown in Figure 4.3. The manifold is assumed to have a cylindrical shape, 
and homogeneous gas and wall temperatures. The heat transfer rate from exhaust 
gas to manifold is given by 
Qht = hfAm(T - Tm) (4.41) 
The heat transfer rate from manifold to air is given by 
ýma 
= hnAm(Tm - 7'. i,. ) (4.42) 
The heat transfer rate due to radiation is given by 
Qr = EQAm (T 4- 7'air) (4.43) m 
hf is the forced heat convective coefficient given by [ZPHS92] 
hf=0.023Re'8F 3 (4.44) 









where v9 is the kinematic viscosity, Di is the inner manifold diameter and Cp is the 
specific heat and w is the average exhaust gas flow rate. The dynamic viscosity 
µ9 can be calculated from [Ram89]: 
_ 
3.3 x 10-7T°"7 
µ9 1+0.027F 
(4.47) 




The natural heat convective coefficient h,, is given by [ZPHS92]: 
hn = 0.53 (GrPr)o. 25 (4.49) 
where G,. is the Grashof number [ZPHS92]: 
Gr _ 
gc(Tm - Tair)(0.9Do)3 (4.50) 
V2 
g 
where g is the gravitational acceleration, Do is the outer manifold diameter and c is 
the volumetric coefficient and is taken as equal to T1 
[Ozi85]. Applying the energy 
conservation principle to the volume, a fourth order polynomial equation in Tm is 
obtained. The solution to this equation gives the manifold temperature which can 
be substituted into Equation (4.41) to calculate the manifold heat transfer rate: 
Tm. -T+D 
hf(Tm-Tai,. )+=D hf(Tm-TnSr)=0. (4.51) 
4.5 Model implementation and simulation 
4.5.1 Model implementation 
The complete model is implemented using Matlab/SIMULINK [Mat97, SIM97]. 
Figure 4.4 shows the structure of the SIMULINK model for the engine analytical 
model. There are ten blocks, representing the overall engine model. The inputs 
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are air flow rate, fuel flow rate, ambient conditions and engine parameters. The 
outputs of the engine model are speed, crankshaft angular position and other 
states. The engine dynamic model block contains the equations of Chapter 2; 
Sections (2.2.1-2.2.2), Chapter 3; Section 3.2, and Chapter 4; Sections 4.2,4.3, 
and 4.4. 
The integration step for the program is chosen to be one crank-angle degree. 
The indicated torque from the cylinder is updated at each step, and then used 
in the nonlinear dynamic model to update the instantaneous crankshaft angular 
velocity. The current simulation program is executed on a 400 MHZ Pentium II 
PC, and the simulation takes about 8 seconds for a 720 degree engine cycle at an 
engine speed of 950 rpm. 
4.5.2 Model behaviour and validation 
In order to validate the transient behaviour of the engine model with experimen- 
tal results, a F1L 210 DEUTZ MAG DI single cylinder Diesel engine is used. 
The measured data engine are taken from [LCH97]. This engine was selected be- 
cause it is fully-instrumented and set-up for warm-up and cold start conditions at 
Figure 4.4: Analytical model representation using SIMULINK 
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Wayne State University, also the engine parameters for running thermodynamic 
model were available. The geometrical specifications for this Engine are shown 
in Table G. 3 in Appendix G, and are taken from [LCH97] and [GH88]. Compar- 
isons between the predicted and measured values of the indicated pressure and 
the crankshaft instantaneous angular velocity for a single cycle during firing are 
shown in Figures 4.5 and 4.7 respectively. Figure 4.5 shows a comparison between 
the predicted and measured cylinder gas pressure with firing at no load and an 
average engine speed of 1795 rpm and the fuelling rate is 25 mm3per cycle. The 
overall agreement between the measured and predicted curves is good. The gas 
pressure during the exhaust stroke is slightly overestimated. Differences in engine 
timing, real heat transfer and heat release between the real engine and simulated 
engine may also account for the differences. The slight underestimation of the 
engine pressure during the combustion stroke may also be due to the fact that a 
single zone combustion model is used here. Figure 4.6 shows the difference be- 
tween measured and predicted cylinder gas pressure. The maximum difference is 
about 3.8 bar for a small duration near the top dead centre, where the measured 
gas pressure is about 51 bar, giving a relative percentage error of about 7.5%. 
As shown in Figure 4.7, the slight underestimation of the gas pressure during 
combustion has resulted in a minor underestimation of the instantaneous engine 
speed with reciprocating and inertia variations, near the TDC. In addition, the 
slight underestimation of the instantaneous engine speed with reciprocating and 
inertia variations after the mid-exhaust stroke is due to the gas pressure overes- 
timation. Other reasons for the error include inaccuracies in the engine model 
parameters and errors in modelling friction behaviour. The overall agreement be- 
tween the measured and predicted curves is good. Figure 4.7 also shows that the 
predicted crankshaft instantaneous angular velocity of the model with the recipro- 
cating and inertia variation terms removed (the terms associate with the W2 term 
in Equations (4.10)). When the simulation is performed for the model without 
the reciprocating and inertia variation terms, the speed profile has overestimation 
except at the end of the intake stroke, the start of the compression stroke and 
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after the middle of the exhaust stroke. This demonstrates the importance of the 
incorporation of the reciprocating and inertia variation terms. The difference is 
more marked at high engine speeds due to the dependence of wl on the wi term 
(Equations (4.10)). 
The predicted inlet flow is shown in Figure 4.8. The normalized rate of heat 
release is shown in Figure 4.9. The high left peak in the curve represents the 
premixed phase. Combustion of fuel mixed with air to within the flammability 
limits during the ignition delay period occurs rapidly in a few crank angle degrees. 
When this burning mixture is added to the fuel it burns during this phase, and 
a high heat release rate is characteristic of this phase. The low right peak is the 
diffusion phase; once the fuel and air premixed during the ignition delay have been 
consumed, the burning rate is controlled by the mixture available for burning. The 
heat released decreases as this phase progresses as seen in Figure 4.9. 
The model is tested for cold conditions, where the cylinder wall temperature 
remains at a room temperature of 30 °C. Figure 4.10 shows the comparison between 
predicted and measured cylinder gas pressure. Figure 4.11 shows the good agree- 
ment between predicted and measured instantaneous engine speeds, especially at 
high engine speeds. 
The rate of change of the engine inertia is shown in Figure 4.12.8 840` is a 
bounded periodic function with an average value of zero. Therefore, although there 
are periods during crank rotation when the velocity term has a positive effect and 
other periods where it has a negative effect, the net effect for a complete rotation 
is zero. The physical reason for this term is that, as the inertia decreases and 
less work is required for motion, it appears as if energy is added to the system. 
Similarly, as the inertia increases and more work is required, energy appears to be 
removed from the system. In the same figure, the inertia of the crank assembly 
is not constant, but it is a function of crank-angle. Due to the attachment of the 
big end of the connecting rod with the crankshaft, the maximum crank assembly 
inertia is near 2 and 32 of the crankshaft angular position and the minimum is 
near 0 and ir. 
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The instantaneous torque produced by the engine at 40 mm3 of fuel per cy- 
cle for four engine cycles is shown in Figure 4.13. The maximum torque value 
represents the maximum pressure in the cylinder during the combustion stroke as 
illustrated in the same figure. The fluctuations in engine torque during the cycle, 
result in variations of the instantaneous crankshaft rotational speed. 
The convection and radiation heat transfer from the cylinder is shown in Figure 
4.14. In the vicinity of ignition at top dead centre, the magnitude of the heat 
transfer is high. This is due to a high gas temperature inside the combustion 
chamber at that moment, as seen in Figure 4.15. 
Figure 4.16 shows the pressure-volume diagram. The compression curve be- 
haviour is similar to the expansion curve. Since both the compression of the 
unburnt mixture prior to combustion and expansion of the burnt gases following 
the end of combustion are close to an adiabatic isentropic process, the observed 
behaviour is as expected; the compression and expansion processes fit well with the 
polytropic relation PV 1.3 = constant. The pressure increases smoothly to reach 
its maximum value after TDC. 
The rate of the equivalence ratio at a fuel per cycle of 40 mm3 is presented in 
Figure 4.17. Since only air exists during the compression stroke, there is a zero or 
small equivalence ratio. Once the injection starts, the equivalence ratio increases 
with a constant rate of change because the intake valves are closed and a constant 
fuel injection rate is assumed. After the completion of the injection the equivalence 
ratio is constant until all the fuel is burnt. 
The exhaust gas temperature is shown in Figure 4.18. Initially, the manifold 
temperature is from the previous cycle. Then when the gas enters in from the 
combustion chamber, the heat transfer by convection and radiation takes place 
leading to a decrease in the exhaust gas temperature. In reality, the cylinder gas 
is mixed with the manifold exhaust gas which leads to a more gradual tempera- 
ture increase. This assumption does not affect the application of the model for 
estimation and control. 
4.6 Model sensitivity 
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To check the overall model sensitivity, the engine parameters are perturbed ±3%, 
±8%, and ±15% respectively. The absolute percent mean relative error is given 
by 100 xI 
(1: 1 ((dmeas. ýý/li 1amea.. )ael 
I 
The model sensitivity values are shown in 
Table 4.1. From the result, the model behaves reasonably with respect to system 
parameter changes. 
Absolute percent mean relative error of the engine speed 
at parameters perturbation ±3% 8.58% 
Absolute percent mean relative error of the engine speed 
at parameters perturbation ±8% 12.28% 
Absolute percent mean relative error of the engine speed 
at parameters perturbation ±15% 18.87% 
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Figure 4.5: Comparison between predicted (-) and measured [LCH97](- "- ") 
cylinder gas pressure under firing 
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Figure 4.7: Comparison between predicted speed with reciprocating and inertia 
variation (-), predicted speed without reciprocating and inertia variation (- "- ") 
and measured speed [LCH97](--- ). 
4.6 Model sensitivity 
,L Wo 40 eo so 100 120 140 Aso 
Crankshaft angia [deg] 









300 320 340 360 380 400 420 
Crankshaft angle [deg] 
87 
Figure 4.9: Predicted normalized heat release at fuel per cycle of 25 mm3 
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Figure 4.11: Comparison between predicted (-), and measured [LCH97] (- - -) 
instantaneous crankshaft angular velocity 
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Figure 4.12: (a) Inertia of the crankshaft assembly, (b) rate of change of the inertia 
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Figure 4.13: (a) Predicted cylinder pressure at fuel per cycle of 40 mm3, (b) 
predicted indicated torque at fuel per cycle of 40 mm3 
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Figure 4.14: Predicted wall heat transfer rate as a function of the crankshaft angle 
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Figure 4.15: Predicted gas temperature profile as a function of the crankshaft 
angle at fuel per cycle of 40 mm3 
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Figure 4.17: Predicted rate of the equivalence ratio for the mixture inside the 
cylinder 
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Figure 4.18: Predicted exhaust manifold temperature 
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4.7 Conclusions 
This chapter presents a detailed nonlinear Diesel engine model. The detailed 
model composes of dynamic model, instantaneous friction model and thermody- 
namic model in the crank-angle domain. The model is used to predict the in-cycle 
variation of engine states for both transient and steady-state operating conditions. 
The model has been implemented in SIMULINK. The model has been validated 
using measurement from a F1L 210 DEUTZ MAG DI single cylinder Diesel engine. 
Predicted profiles of the cylinder gas pressure and the instantaneous crankshaft 
angular velocity through the transient under cold start conditions are in good 
agreement with measurements. The in cycle inertia variations of the crankshaft is 
taken into consideration. The importance of including inertia variations is demon- 
strated. 
Chapter 5 
Parameter Estimation Based on a 
Numerical Inversion Technique 
5.1 Introduction 
As pointed out in Chapter 2 another source of model errors is inaccuracies in system 
parameters. This chapter presents a method to obtain certain engine parameters 
by means of a numerical inversion of the dynamical model of a single-cylinder Diesel 
engine. Thus from data of crankshaft velocity, indicated torque, dynamometer 
angular velocity and applied load, engine parameters can be estimated. This 
has two possible applications. First, the engine model parameters, inaccuracies 
in which is a main source of modelling errors, can be tuned, so improving the 
modelling accuracy. Second, due to the variety of Diesel engine applications, there 
is a demand for different types of engines; so the model can be used as a design 
tool to fulfill customer requirements. The numerically inverted engine dynamic 
model can be used to design new Diesel engine families. The numerical analysis 
technique is implemented during both transient and steady state engine response 
to estimate the parameters. 
Inversion of an engine dynamic model has been established as an effective tool 
for studying engine performance and contributing to design evaluation and new 
developments. Previous efforts in the area of inverting an engine dynamic model 
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can be found in [Riz89, ZR93, C0C89]. The main aim of these works is to invert 
the engine dynamic model to describe the relationship between the combustion 
pressure and engine angular velocity. 
In the next section, a numerical inversion technique is presented. In Section 
5.3, the numerical technique is applied to the engine model and a brief description 
of a SIMULINK [SIM97] implementation is presented. The numerical inversion 
procedure is illustrated by simulation results which are presented in Section 5.4. 
The inverted model sensitivity is presented in Section 5.5. The engine parameters 
predicted by numerical inversion are validated through comparison with physical 
values from two different engines. A comparison between the measured crankshaft 
velocity and the engine crankshaft velocity predicted by the inverted parameters 
is also presented. Finally, there is a discussion and some conclusions are drawn. 
5.2 Numerical inversion technique 
5.2.1 Numerical inversion technique for Engine dynamic 
model 
Let there be n unknown system parameters in the vector pE R""1. The dynamic 
Equations (2.1) and (2.2), can be expressed as a function of p, 
f(p)=o. (5.1) 
Thus given the measured data, engine angular velocity, indicated torque, dy- 
namometer angular velocity and dynamometer load, Equation (5.1) provides a 
single equation in the n unknown elements of p. However, to find p, n independent 
equations are required. These equations are generated by evaluating f at discrete 
time intervals, t1, t2, """, tn. In order to numerically invert the engine dynamic 
model, the system equations are expressed as functions of an engine parameters 
vector pE Rnxl. 
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f2 (p1) p2, ... I Pn, 
t2) =0 
fn (p17 p2) """' pn, tn) =0 
This system of n nonlinear equations in n unknowns can alternatively be repre- 
sented by defining a vector FE R"' 
F' (pi, p2,. . ., Pn) = 
(f1 (p1) p2, ... ) Pn); 
f2 (PI) P21 ... ) Pn)) ... 
fn (p17 p2) ... 9 P1. 
))T = 0. (5.2) 
Equation (5.2) can be written as: 
F(p)=0. (5.3) 
Let po be an initial estimate of p known to be in the vicinity of the actual 
solution of F(p). F(p) can now be expanded in a Taylor series about this point: 
ý- ... 
fi (Pi P2, ... Pn) = foi + 
Of, fl 
1Io 





... 'Pn) = foe + ail 
lo 
(pi Pol) + 
2f2 Io 
(P2 P02) + ... 
(5.4) 
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- P01) + afn 
I0 
(P2 P02) + ... 
The zero subscript indicates that the functions and all partial derivatives are eval- 
uated at po. By setting F(p) =0 in (5.4) gives n equations in the n unknowns 
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The Newton-Raphson method one of the most powerful methods for solving one- 
dimensional or multi-dimensional and systems of nonlinear equations [BF97], gives 
rapid convergence, the accuracy approximately doubling with each iteration [Mat92]. 
5.3 Implementation of the numerical inversion 
technique 
5.3.1 Parameter inversion technique 
The numerical inversion technique is implemented for two different engine operat- 
ing modes, transient and steady state. The transient response is used to estimate 
three parameters, that is p= (J1, M, J2)T. Six parameters are estimated for the 
steady state response, that is p= (S, D, d, r, L, D=)T. 
The discrete time intervals t1, t2,.. ", t,,, are uniformly spaced over a cycle for 
the steady state response, although the accuracy appears not to be affected by 
the time intervals. However, since the engine speed varies during the transient 
response, the data must be sampled at the same angular position in each cycle. 
Thus the time interval is nonuniform for the transient response. 
From simulation data, it was evident that for the transient response, the initial 
estimates needed to be within about 60% of their actual values for convergence. 
However, for the steady state estimations, the parameters always converged. 
Prior to sampling, the angular velocity and indicated torque data were aver- 
aged over each cycle to reduce noise and fluctuations resulting from high order 
crankshaft vibrations and the reactive forces from the engine and dynamometer 
mountings, also to improve the convergence of the technique, as shown in Figure 
5.1. 
5.3.2 Matlab/SIMULINK implementation 
The technique is implemented using Matlab/SIMULINK. Figure 5.2 shows the 
structure of the SIMULINK model for the numerical inversion technique. The 
input block contains the measured data, crankshaft velocity, indicated torque, dy- 















Figure 5.1: (a) Engine speed: before averaging (-) and after averaging (- - -), 
(b) Indicated torque: before averaging (-)and after averaging (- - -) 
namometer velocity and applied load. The output block contains the engine and 
dynamometer parameters and speed comparison diagrams. The numerical inver- 
sion block uses the Newton-Raphson method to estimate the system parameters 
from the input data. The engine dynamic model block contains the model de- 
scribed in Chapter 2. A comparison of the estimated crankshaft velocity with the 
measured data is performed in the comparison block. A variable-step Runge-Kutta 
(4,5) method was used for the simulation. 
5.4 Results and model validation 
In order to validate the numerical inversion model, both transient and steady state 
estimations were performed for two single cylinder Diesel engines, labeled A and B, 
using the same dynamometer. The measured data as well as the engine parameters 
for engine A are taken from [FA97] and [Fi198], and for engine B are provided by 
[Kah98]. 
An initial estimate of Ji is made from a knowledge of the moments of inertia 
of the large flywheels, crankshafts, rotating parts of connecting rods and main 
0.7 080.9 1 1.1 1.2 131.4 1.5 
lime [s] 
(b] 
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Figure 5.2: Numerical inversion model representation using SIMULINK 
Parameter Units Predicted Values Actual Values Error 
d [mm] 129.7 130.0 0.230% 
r [mm] 079.8 080 0.250% 
L [ mm] 267.0 269.3 0.854% 
D= [mm] 30 30 0.000% 
Jl [kgm2 ] 1.4180 1.400 1.286% 
M [kg] 1.100 1.080 1.852% 
Table 5.1: Engine A estimated parameters 
gears. The predicted values are slightly less than the estimates obtained from the 
numerical inversion model as shown in Tables 5.1 and 5.2. These discrepancies 
arise from the fact that the system is time variant and the measured data are 
averaged at each cycle during the transient response, and the inertia of auxiliary 
systems (alternator, water pump, fuel pump, oil pump, and camshaft) contribute 
to the engine moment of inertia. The equivalent masses, M, are approximately 
computed by considering the mass of pistons, rings, wrist pins, and the small end 
of connecting rods. These values are slightly less than the estimates obtained from 
the model as shown in Tables 5.1, and 5.2. These discrepancies arise due to the 
averaging of data at each cycle and due to the small amount of mass near the 
small end also contributing to the reciprocating motion. The other values, Dj,,, d, 
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r, and L are very close to the estimated values. 
100 
The dynamometer inertia, J2, is approximately calculated by assuming that it 
is mostly due to the fluid coupling load cell. Because the coupling also contributes 
to the dynamometer inertia, this value is less than the estimate obtained from the 
numerical inversion model. The values of S and D are very close to the estimated 
values as shown in Table 5.3. 
Parameter Units Predicted Values Actual Values Error 
d [mm] 100.7 100.0 0.700% 
r [mm] 62.9 62.5 0.640% 
L [mm] 220.0 218.8 0.550% 
D;,, [mm] 28.2 28.0 0.714% 
Jl [kgm2] 2.223 2.200 1.045% 
M [kg] 1.730 1.700 1.765% 
Table 5.2: Engine B estimated parameters 
To test the accuracy of the estimated parameters, the crankshaft angular 
velocity computed using the inverted parameters is compared with measured data 
for both engines. Almost no external load is imposed by the dynamometer for the 
first two seconds, so the engine accelerates from low idle speed and passes through 
the entire speed range until it is at high engine speed as shown in Figure 5.3. The 
engine accelerates because the net torque value is positive. The overall agreement 
between the measured and estimated speeds is very good. 
Figure 5.4 shows the predicted and measured angular velocities of Engine B 
during the steady-state. It is noted that these are in good agreement. 
Parameter Units Predicted Values Actual Values Error 
J2 [kgm2] 0.3775 0.3700 2.027% 
S [Nm/rad] 19153.5 19200 0.242% 
D [Nm/(rad/s)] 125 125 0.000% 
Table 5.3: Dynamometer estimated parameters 
An additional check on the validity of the numerical inversion model can be 
performed by mapping the vector (F(p))T E ]ßn into the real line ]R. A geometric 
representation for n=2 (for parameters d and r) for both engines are given in 
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Figures 5.5 and 5.6; it is clear that the value of d and r obtained from graphical 
intersection and numerical solution are identical. 
5.5 Inverted model sensitivity 
To test the sensitivity of the numerical inversion model to perturbations in the 
data, the values of the measured crankshaft angular velocity were perturbed by a 
small offset. Simulations were performed for Engine A, and the numerical solution 
converged to a new set of parameters. Figure 5.7 shows the crankshaft angular 
velocity profiles of measured data, perturbed down and perturbed up. The tuning 
test is implemented assuming that Engine A achieves the same power profile at 
all speed modes. The comparison between the results in Table 5.1 and Table 5.4 
shows that the inverted model is not over-sensitive. 
Parameter Units Predicted shift up predicted shift down 
d [mm] 125.0 134.6 
r [mm] 76 83 
L [mm] 225 281 
Di [mm] 33 27 
JL [kgm2] 1.416 1.420 
M [kg] 1.06 1.095 
Table 5.4: Estimated parameters 
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Figure 5.3: Comparison between the predicted (which is calculated from the in- 





Figure 5.4: Comparison between the predicted (which is calculated from the in- 
verted parameters) (-) and measured [Kah98] (- - -) instantaneous speed of 
Engine B 
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Figure 5.6: Graphical representation for cylinder bore and crankshaft radius of 
Engine B 
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Figure 5.7: Measured [FA97] (--- ), positive offset (-) and negative offset 
(- "- ") crankshaft angular velocity profiles of Engine A 
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5.6 Discussion and conclusions 
This chapter presents a numerical inversion method for the dynamic model of a 
single cylinder Diesel engine. The method can invert the dynamic model param- 
eters at transient and steady state conditions. The inversion model is based on 
the Newton-Raphson method due to its rapid convergence, the accuracy approxi- 
mately doubling with each iteration. The input data, crankshaft velocity, indicated 
torque, dynamometer velocity and applied load is used to calculate the inverted 
parameters. These are used by the dynamic model to compute the engine angular 
velocity profile. Predicted profiles of the engines speed calculated from inverted 
parameters through the transient and steady states are in excellent agreement with 
measurements. Although a regression technique could also be used to estimate the 
parameters, the approach presented here is fast and works well. 
The main conclusions of this chapter axe: 
" The numerical inversion model can be used to improve engine dynamic mod- 
elling accuracy by estimating more exact parameters. 
" The inverted dynamic model parameters have been validated with physical 
values and are in excellent agreement. 
" The numerical inversion model could be used as an engine design tool and 
for engine design validation. 
Chapter 6 
Indicated and Load Torque 
Estimation Using Sliding Mode 
6.1 Introduction 
Indicated torque has much information regarding the engine performance, such 
as fuel burning rate, combustion heat release rate and air fuel ratio. It may also 
be utilised for fault diagnosis of engine combustion and fuel injection timing. For 
instance, engine misfire or mistiming of fuel injection will increase exhaust gas 
emissions and will reduce the indicated torque, causing a reduction in engine per- 
formance. Indicated torque can be calculated from the measurements of cylinder 
indicated pressure. However, pressure sensors are expensive and indicated pressure 
is difficult to access. Therefore, the estimation of indicated torque from an engine 
dynamic model has significant potential benefit. The estimation accuracy of the 
indicated torque is affected by the load torque imposed on the engine. Without 
this estimate crankshaft effects from the load torque can be incorrectly attributed 
to indicated torque variations, and costly false estimations can result. This chap- 
ter describes a nonlinear observer that can be used to estimate both the engine 
indicated torque and load torque based on low cost measured and more accessible 
variables. 
The measured variables are instantaneous angular velocities and angular dis- 
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placements of the engine crank shaft and the dynamometer coupling. The dynamic 
engine model used in this chapter is a suitable candidate for model-based diagnos- 
tics since oscillatory engine states are intrinsic in the model and can be related to 
engine failures. Also, inclusion of the inertia variation with piston pin offset effects, 
especially at high engine speeds, significantly decreases the occurrence of false di- 
agnostics due to more accurate pressure estimation, and can predict Diesel engine 
behaviours. Large inertial force errors, caused by the highly nonlinear nature of 
engine geometry, limit the use of other cylinder pressure estimation schemes. 
One of the underlying assumptions in the design and analysis of the sliding 
mode observer systems is that the control can be switched from one value to 
another infinitessimally fast. In practice, this must take a finite time, and this 
causes a chattering effect. 
Estimation of cylinder pressure by using crank shaft angular velocity is in- 
vestigated in many papers in the literature. For examples, papers [CC93, Riz89, 
COC89], consider linear models for the engine dynamic model. Thus, modelling 
errors increase significantly when the engine is operated at high speed. In [RZ94, 
ZR93, SRTL92], nonlinear inertia variations and load effects are not explicitly ex- 
plored, and this leads to inaccuracy of the indicated torque estimation. [KRW99], 
applies the unknown input observer (UIO) methodology to estimate engine torque 
in a multi cylinder engine. This works in a mostly linear problem setting and 
thus is most suitable for steady state (constant speed) applications. Since some 
matrix transformations are required when performing the UIO methodology, the 
physical representation of the state variables of the UIO is not explicit and the 
computational load is relatively high. 
Torque estimators based on sliding mode observers can be found in [KM94, 
CM97, SM95]. All these estimators are implemented in the time domain. Engine 
events such as, fuel injection, valve opening, etc however are periodic with crank 
angle. So it is more beneficial to design control and observation schemes that oper- 
ate in the crank angle domain. Estimation of indicated torque from the crankshaft 
angular velocity measurement has been investigated by [RDW95, WKR97]. In 
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[WKR97] a crank angle based model is used to design the observer and crankshaft 
angular velocity is sampled uniformly at discrete crank angle intervals. But the 
limitations of their work are: 
" nonlinear inertia variations are not included, this will affect the indicated 
torque estimation accuracy at high engine speed, 
" the load torque is ignored, this significantly affect the accuracy of the indi- 
cated torque estimation, 
" the observer gain function does not represent the real topology of the indi- 
cated pressure during the engine stroke (from intake to exhaust) which still 
gives a certain amount of chatter, 
" the dynamometer coupling position was calculated by integrating the ratio 
between the dynamometer and engine speeds, so any measurement bias will 
increase with the crank angle leading to divergence. 
In this chapter a technique is presented to design a robust observer to estimate 
the indicated torque and load torque. The developed observer is based on the two 
degree of freedom engine dynamic model described in Chapter 2, and transformed 
into the crank angle; Section 4.2. The sliding mode observer is chosen for this 
study because of its robustness and convergence. The estimated torque from this 
observer has a good accuracy when compared to experimental data. 
The chapter is arranged as follows. In the next section, the engine dynamic 
model is summarized. In Section 6.3, the observer design, observer stability and 
selection of the observer gain are investigated. Simulation results are presented in 
Section 6.4, and the estimated behaviour compared with experimental data. In 
Section 6.5, the observer sensitivity is presented. Finally there is a discussion and 
the main conclusions are drawn. 
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6.2 Engine dynamic model 
6.2.1 System description 
. Figure 2.1 shows a model of an engine coupled to a dynamometer. The model is 
discussed in detail in Chapter 2; transformed into crank angle domain and includes 
the inertia variations; Section 4.2. 
6.2.2 Friction model 
The friction torque terms include the hydrodynamic bearing friction torque, Tf3i 
Equation (3.8); the valve train friction torque, Tf5i Equation (3.13); and auxiliaries 
losses torque, T16, Equation (3.14), as discussed in Chapter 3. The piston assembly 
friction T11 given by Equation (3.1) is a function of the indicated pressure. In 
order to simplify the observer and enable stability analysis, an alternative piston 
assembly friction, as given by [Bis65], is taken as 




[Bis65] gives the expression as a mean effective pressure. Here it is transformed to 
a torque as discussed in Chapter 2. 
6.2.3 State space representation 
Let the states of the dynamic model be defined as xi = w1, X2 = W2, x3 = 02. The 
state space representation of Equations (4.10) and (4.11) can then be written as: 
Xi =T1 
XI 
[(o)_ [MT2G(ol)cl(ol)+ 2a lýel)J xi -E- S(91 - 23) 
k=i 
-D(xi - x2)1, (6.2) 
12 =1 J2 x1 
[S(01 - x3) - D(xi - x2) - TL], (6.3) 
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A x2 x3 =, (6.4) 
i 
6.3 Nonlinear sliding mode observer design 
This section examines a sliding mode observer methodology for the estimation of 
unknown inputs. The hint to the solution lies in constructing a supplementary 
dynamic system described by differential equations with a discontinuous switching 
component, and then intentionally create a sliding motion in the supplementary 
system [ES98, HGH931. According to the developed engine dynamic model, an 
indicated torque and load torque estimator is designed using a sliding mode ob- 
server. If the crank shaft angular velocity, wl = xl, the coupling velocity, w2 = x2, 
and the coupling displacement, 02 = x3, are measured, then the output equations 
are 
Yi = Xi (6.5) 
Y2 = X2 (6.6) 
Y3 = x3 (6.7) 
The observer is designed as follows: 
5 
ý1= 1 [i- 
[MT2a(o1)c1(o1)+ 1 a_l(el)] yl 2Tse T1 801 -E fk -1- y3) 
k=1 
- D(yi - y2)J, (6.8) 




Y2 x3 = -. 
yi 
(6.10) 
where (") refers to the estimated variable. The term x3 is equal to the integral 
of the ratio between the dynamometer and engine speed, Y, but even if there is a 
small offset at the beginning, it is going to increase with respect to the crank angle 
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leading to divergence in the estimated parameters. Instead, unlike in [WKR97], 
the dynamometer angular position is measured. Let the estimated engine torque 
be formulated as 
Ti(O) = -ml sgn(sl)AprG(Oi) (6.11) 
where ml is positive scalar quantity (indicated torque observer gain), sl = (G(O1) (x1- 
yl)) and sgn is the signum function, which is given in Equation (2.15). 
Let the estimated load torque be 
TL = -rn2 sgn(s2) (IS2 + 5(O )) (6.12) 
where m2 is positive scalar quantity (load torque observer gain), s2 = (x2 - Y2) and 
5(91) is a function that represents the difference between the measured engine and 
the coupling speeds without load for one engine cycle. In cases where the engine is 
connected to the vehicle transmission, 5(O) represents the difference between the 
measured engine and the transmission output shaft speeds. This function captures 
differences in speed measurements in the real world due to, for example, damping, 
backlash, clearance, etc. The load torque on Diesel engines can be estimated by 
using the proposed method. 
Researchers have proposed several algorithms to select the gains of the ob- 
server, e. g., Constant gain, Kalman Filter, extended Kalman Filter, Pole-placement 
method and Frequency Shaping Method [UGS99]. 
If the estimation errors are written as: 
el = (x1 - x1), e2 = 
(±2 
- x2), e3 = (x3 - x3) 
then from Equations (6.2)-(6.4) and (6.8)-(6.10) the following error system is ob- 
tained 
ei =1 [-T1(01) - ml sgn(G(O1)(1i - yi))AnrG(Oi)], (6.13) Ty' 
p e2 =1 J[Ti -I- rrt2 sgn(xa - y2)(1(x2 - ya)j + 
b(ei)) (6.14) 
iyi 
e3 = 0. (6.15) 
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If e3 = 0, there is a sufficient value of the gains m1, m2, such that the reach- 
ability condition (sign condition) is satisfied. This generates sliding modes, such 
that el, e2 -+ 0 when 01,02 -+ oo. This implies 
Fi(el) = -m1 sgn(G(B1)(xi - yi))AprG(61) ý- T; (91), (6.16) 
Ti = -m2 sgn (12 - Y2) (1(12 - y2)I + 5(91)) ý TL. (6.17) 
Rom a mathematical viewpoint, the model used in the design of an observer 
structure must be close to the physical model, if an accurate estimation is desired. 
It is noted that the mathematical model used in this chapter is a nonlinear dynamic 
model, and ables to predict the engine behaviour during transient response. 
6.3.1 Stability of the observer 
Lemma 1 If the estimation error e3 = 0, there are sufficiently large gains ml and 
m2 such that the sign of Equations (6.13) and (6.14) will be dominated by sign of 
the terms -ml sgn(G(9j)(xi-yl))AprG(O1) and -m2 sgn(x2-Y2) 
(I (12-y2)I +8(91)) 
respectively, leading to el, e2 -+ 0 as 01i 02 -* oo such that the sign condition is 
satisfied [Utk78, UGS99], then 
2 (O) .ý Ti(91) (6.18) 
and 
TL 
.:: TL (6.19) 
Proof: From Equation (6.15) 
e3 = 0, (6.20) 
the lemma can be proved by defining a Lyapunov function as follows 
t(e3) = ae3 (6.21) 
where a is any positive number, and suppose the system equation is given as F(e3). 
Then the system is stable if 
F(e3). Ve(e3) 5 0, (6.22) 
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which gives 
2ae3e3 (6.23) 
by substituting Equation (6.15) into Equation (6.23) yields 
F(e3). Vt(e3) = 0. (6.24) 
Hence the system is stable, and e3 = 0.    
6.3.2 Construction of the indicated torque observer gain 
The sliding mode is used such that the estimated torque gain (ml) is constant. The 
estimation results using constant gains are shown in Figure 6.1, where the solid 
line is the measured indicated torque and the dashed line is the estimated torque. 
The solid area in Figure 6.1 (b) results from the high frequency switching at high 
observer gain. While bad estimation results are obtained using low observer gain, 
a strong chattering exists in the estimated indicated torque at high observer gain. 
The measured data which are used for the comparison in Figure 6.1 are taken 
from [FA97] and [Fil99]. The geometrical specifications for the engine are shown 
in Table G. 1, in Appendix G. 
It was found that the chattering behaviour can be eliminated by varying the 
observer gain as a function of crank-angle. Since the indicated torque is strongly 
dependent on the indicated cylinder pressure, the observer gain has a relationship 
with the indicated cylinder pressure. Thus the observer gain is defined to be a 
function of the stroke. The magnitude of the gains should be large enough to 
satisfy the sign condition. The observer gain is selected to be equal for both the 
exhaust and the intake strokes. For the gain during the combustion and expansion 
stroke, it is sufficient to set the observer gain value to be approximately equal 
to the maximum value of the cylinder indicated pressure. Figure 6.2 shows the 
observer gain as a function of the engine crank shaft angle. 
The benefit of using a variable observer gain as a function of crank angle is 
seen in Figure 6.3, where subplot (a) is the indicated torque relative error when 
using a variable observer gain, while subplot (b) represents the indicated torque 
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Figure 6.1: Comparison between estimated (- - -) and measured (-) [FA97] 
cylinder indicated torque : (a) with low observer gain (m1=20000) and (b) with 
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Figure 6.2: Observer gain as a function of the engine crank shaft angle 
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relative error when using fixed high observer gain. It is clear that the estimation 
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Figure 6.3: Indicated torque relative error: (a) with variable observer gain and (b) 
with constant observer gain 
6.4 Observer simulation and validation 
In order to validate the behaviour of the observers with experimental results, the 
two degree of freedom single cylinder Diesel engine dynamic model, developed 
in Chapter 2 and the transformation into crank angle domain in Section 4.2 is 
used. The geometrical specifications for the engine are shown in Table G. 1. The 
measured data are taken from [FA97] and [Fil99]. 
The validation of the sliding mode observer is carried out during transient 
engine response, and the engine speed is used to estimate the indicated torque 
is shown in Figure 6.4. Figure 6.5 shows that the observer has converged to the 
correct indicated torque after about two engine cycles. A comparison between the 
estimated and measured indicated engine torque shows a good agreement. 
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The estimation accuracy of the indicated torque is affected by the load torque 
imposed on the engine. Figure 6.6 shows a comparison between the measured and 
estimated engine indicated torque, where the observer tries to compensate the load 
imposed on the system, by giving a negative torque at certain crank shaft angle 
positions. This gives inaccurate estimations. To overcome this problem, a load 
torque observer is added to the system, and the combined observer, gives better 
estimation accuracy, Figure 6.7. A comparison between relative indicated torque 
error with and without load estimation is shown in Figure 6.8 and it is clear that 
load estimation significantly improves observer predictions. 
An arbitrary load is imposed on the engine to study the validity of the load 
observer. Figure 6.9 shows a comparison between the imposed and estimated loads, 
where there is good agreement, confirming accurate estimation of the indicated 
torque. 
6.5 Sensitivity of the observer 
Two different types of tests are carried out on the estimation of indicated torque 
to test the sensitivity of the observer. In the first test (0.15) white noise power 
is used to represent measurement noise of the crank shaft angular velocity, Figure 
6.10. Table 6.1 gives the estimation error of the indicated torque for different tests. 
The absolute percent mean relative error is given by 100 x 
(f01 (T' 7)/T` del l 
fo del J 
The validity of the estimated torque with noisy speed signals is shown in Figure 
6.11, and there is a slight increase in the percent mean relative error as shown in 
Table 6.1. 
The second test is carried out by assuming engine parameters and friction 
perturbation; the engine parameters are perturbed ±3% and ±7% and the friction 
is perturbed ±7% and ±15% respectively. The estimation error from Table 6.1 
indicates that the observer is not sensitive to the perturbations and converges with 
reasonable accuracy. The estimation of the indicated torque at parameters and 
friction perturbations of ±7% and ±15% respectively is shown in Figure 6.12. 
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Absolute percent mean relative error of the indicated torque with 
white noise in speed signals 4.04% 
Absolute percent mean relative error of the indicated torque with 
parameters and friction perturbations of ±3% and ±7% respectively 2.93% 
Absolute percent mean relative error of the indicated torque with 
parameters and friction perturbations of ±7% and ±15% respectively 6.30% 
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Figure 6.4: Measured engine speed [FA97] 
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Figure 6.5: Comparison between measured (-) [FA97] and estimated (- - -) 




Figure 6.6: Comparison between measured (-) [FA97] and estimated (- - -) 
engine indicated torque without load estimation 
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Figure 6.7: Comparison between measured (-) [FA97] and estimated (- - -) 
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Figure 6.8: Indicated torque relative error with load estimation (-) and (- - -) 
without load estimation 
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Figure 6.10: Measured engine speed with noise 








Figure 6.11: Comparison between measured (-) [FA97] and estimated (- - -) 
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Figure 6.12: Comparison between measured (-) [FA97] and estimated (- - -) 
engine indicated torque with parameters and friction perturbation 
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6.6 Discussion and conclusions 
A nonlinear observer is designed in this chapter to estimate both the engine indi- 
cated and load torques. The estimated torque has a good accuracy when compared 
to experimental data. Due to its good stability and fast convergence properties, 
a sliding mode observer was employed. This chapter shows that the estimation 
accuracy of the indicated torque is improved when the estimation of engine load 
is considered. The observers are based on low-cost measured and easily accessible 
variables, and estimate unknown inputs which need expensive sensors to measure 
and are not easily accessible. The dynamic engine model used includes inertia vari- 
ations with piston pin offset effects, which significantly decreasing the occurrence of 
false diagnostics due to more accurate pressure estimation, and can predict Diesel 
engine behaviours. The sliding gain of the indicated torque estimator is selected as 
a nonlinear function of engine crank angle in order to reduce the chattering effect. 
In addition, the stability of the observers are proven to guarantee convergence. 
In Chapter 7, an alternative approach using artificial neural networks for Diesel 
engine indicated torque estimation is investigated. 
Chapter 7 
Indicated Torque Estimation 
Based on Neural Networks 
7.1 Introduction 
The Diesel engines industry has embraced the revolution in electronics and digital 
technology that has been occurring for the past thirty years. Advances have in- 
cluded microprocessor control of electronic fuel ignition systems based on sensors 
feedback. In addition to stricter efficiency regulations and competitive designs 
meant to attract consumers, the main impetus for these controllers has been ever 
tighter regulations on allowable pollutants from engine combustion. These regu- 
lations have spurred ever more complex methods for controlling the fuel air ratio 
to reduce emission levels. Lately, nonlinear control techniques for Diesel engines 
have been used for emission control [BDV+99], including the application of artifi- 
cial neural networks. Artificial neural networks derive their name from the neural 
network in the human brain. Biology posits that the human brain is composed of 
millions of neurons in a complex network with the capability of learning patterns 
given to it. 
These learning capabilities make neural networks a prime candidate for many 
engineering applications, including Diesel engines modelling, estimation and con- 
trol. In [BDV+94, Bra94], the neural network is used to predict transient changes 
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in emissions levels following rapid changes in engine operating condition and was 
used to predict emissions during a legislative drive cycle. In [DBV+99), neural 
networks were used in a powertrain controller to identify the ideal set points for 
engine speed and load to minimise fuel consumption and emissions during steady 
driving. 
The application of artificial neural networks for model based fault detection 
with parity equations is presented in [SI02]. The authors illustrated that the 
fault detection algorithms, which employ the method of parity equations, were 
successfully implemented and tested in real time with a 2-litre Diesel engine. In 
[GNI, \1+99], a comparison between three different condition monitoring techniques 
is presented, and one of the techniques is the use of neural networks. The purpose 
of their study was to detect faults during combustion in one of the five cylinders 
of the Diesel engine using the torsion signal at the crankshaft of the engine. The 
standard backpropagation algorithm is used to train the neural networks; the 
torsional signal is used as an input pattern and the output layer represents one 
class of defect. In [Aies01), an artificial neural network is trained to examine the 
accuracy of the measured data and allocate a confidence level to each signal for a 
G-cylinder turbocharged Diesel engine. The neural network is trained to classify 
and consequently recognize faulty and healthy behaviour of the engine for a wide 
range of operating conditions. In [PKG00], the learning capability of artificial 
neural networks is employed for the real-time diagnosis of potential faults for a 
turbocharger. The input vector is taken as the series of the harmonic peaks of 
the power spectral density components of the vertical velocity of the bearings 
and the output vector is the quantified parameters of the potential faults. The 
application of the technique to a novel turbocharger with vibration data obtained 
under working conditions showed promising results. 
The research described in this chapter investigates the application of ANNs 
to Diesel engine estimation, and suggests a new three-term backpropagation (BP) 
algorithm for the training of the network. This three-term BP algorithm improves 
the training rate and robustness, at the same time keeping computational com- 
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plexity low. This chapter shows that the three-term BP algorithm is superior to 
the standard backpropagation training method. 
The chapter is organized as follows. In Section 7.2, the new backpropagation 
algorithm is presented. In Section 7.3, indicated torque estimation based on artifi- 
cial neural networks is presented. A discussion is presented and some conclusions 
are drawn in Section 7.4. 
7.2 A new three-term backpropagation algorithm 
7.2.1 Background 
The standard backpropagation (13P) algorithm is commonly used for training Ar- 
tificial Neural Networks (ANNs) [RM8G1. Training is usually done by iterative 
updating of weights, employing the negative gradient of a mean-square error func- 
tion. The error signal is the product of the difference between desired and actual 
output values and the slope of a sigmoidal activation function. This error signal is 
then backpropagated to the lower network layers. Traditionally, two parameters, 
called learning rate (Lß) and momentum factor (MF), are used for controlling 
the weight adjustment along the steepest descent direction and for dampening 
oscillations. however, its convergence rate can be relatively slow, especially for 
networks with more than one hidden layer. The reason for the slow convergence 
rate of the conventional BP algorithm is the saturation behaviour of the activation 
function used for the network layers. Since the output of a unit exists in the sat- 
uration area, the corresponding descent gradient takes a very small value, even if 
the output error is large, leading to very little progress in the weight adjustment. 
The problem of improving the efficiency and convergence rate of the back- 
propagation algorithm has been investigated by a number of researchers. Jacobs 
[Jac88] proposed dynamically varying the learning rate and the momentum factor 
by a fixed step, based on observing the error signals. This approach has been 
proven to work well for many cases, but the fixed step variations may lead the 
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system to jump to undesirable regions of the weight space, resulting in divergence. 
The individual learning rates for each component of the weights vector need to be 
determined separately, and like the conventional BP algorithm, convergence rates 
are very slow. In addition, a large number of trial runs are required before arriving 
at the right learning parameter values. 
Ooyen and Neihuis (ON92J proposed a different error cost function, and the use 
of a second-order Newton's method to optimize the training terms. This approach 
uses the Pseudo-inverse of the Hessian matrix; however the storage requirements 
increase quadratically with the number of weights, making the method impractical. 
The approach of [RIVol] does not use high-order derivatives but dynamically re- 
scales the variables of the cost function in order to optimize the decrease in the 
cost function. [YCD7, YCC95] considered dynamic learning rate and momentum 
factor optimization of the BP algorithm using a family of approaches exploiting 
the derivative with respect to the learning rate and the momentum factor. These 
approaches do not need to explicitly compute the first and second-order derivatives 
in weight space, but use information gathered from the forward and backward 
procedures. 
In (S11961, a genetic algorithm for self-adaptation to accelerate the steepest 
descent rate is presented. The idea is to take the learning rate of the previous 
step, to increase and decrease it slightly, to evaluate the cost function for both 
new values of the learning rate, and to choose the one that gives the lower value 
of the cost function. [Fi1PD6] presented a new incremental learning method for 
pattern recognition, which employs bounded weight modification and structural 
adaptation learning rules and applies initial knowledge to constrain the learning 
process. [1<1191] investigated the behaviour of the BP algorithm with a small 
constant learning rate with stationary, random input environments. The sequence 
of weight estimates can be approximated by ordinary differential equations, in the 
sense of weak convergence of a random processes as the learning rate tends to zero. 
[GAM9G] proved the Rosenblatt's perceptron convergence (PC) theorem for the BP 
algorithm, stating that pattern mode backpropagation converges to an optimal 
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solution for linearly separable patterns. 
[KP95] presented a Lagrange multiplier approach for the minimization of a 
cost function in order to improve convergence. [Y000] proposed an approach for 
finding optimal weights for feed-forward neural networks. The rationale behind 
the approach was to reduce the initial network error whilst preventing the network 
from getting stuck with initial weights. This approach ensures that the outputs of 
the hidden units are in the active region, i. e. where the derivative of the activation 
function has a large value. From the outputs of the last hidden layer and the given 
output pattern, the optimal values of the last layer of weights are evaluated by a 
least-squares method. 
[i' 
LP9D] proposed an algorithm based on extrapolation of each individual inter- 
connection weight to accelerate the BP algorithm. This requires the error surface 
to have a smooth variation along the respective axes, so that extrapolation is pos- 
sible. For performing extrapolation, at the end of each epoch, the BP algorithm 
convergence behaviour of each network weight is individually examined. [CC99] 
presented an approach based on the least-squares method to determine the weights 
between the output layer and the hidden layer, in order to maintain convergence. 
In the neighborhood of local minima, a penalty function optimization method is 
employed. (APTO91 studied the escaping behaviour of the BP algorithm in the 
vicinity of temporary minima for a network with an arbitrary number of input 
units, two hidden layer units and one output unit. Temporary minima corre- 
spond to the phase when the network remains in the vicinity of critical points of 
the plane trajectory, and are in fact saddle points. At these points the network 
moves away slowly from the critical points, because the largest eigenvalue of the 
Jacobian matrix of the linearized system is very small and therefore evolves very 
slowly. however, as training continues, small perturbations in the coefficients of 
the system are reflected in small perturbations in the eigenvalues, and causes them 
eventually to bifurcate. At that point, the largest eigenvalue evolves at a much 
faster rate, and the error curve drops to a significantly lower level. 
Some of the proposed modifications of BP algorithms require complex and 
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costly calculations at each iteration, which offset their faster rates of convergence. 
Another disadvantage of most acceleration techniques is that often they must be 
tuned to fit a particular application. Hence, the reduction of the training time by 
increasing the convergence rate and decreasing learning stalls whilst maintaining 
the simplicity of the standard two-term BP algorithm is the main aim of this 
section. A new approach to calculate the change of weight for the link joining the 
jth unit to the ith unit is presented. In this approach, a third term is proposed 
in addition to the usual LR and NIP terms, this being a proportional factor (PF). 
This new three-term algorithm can be viewed as being analogous to the common 
three-term PID algorithm used in feedback control. The viability of this approach 
is demonstrated on three problems. The results show that the proposed approach 
out-performs the conventional BP algorithm in terms of convergence speed and 
the ability to escape from learning stalls. 
7.2.2 The standard BP algorithm 
The back-propagation algorithm for multi-layer networks is a gradient descent 
procedure used to minimize a least-square objective function (error function). As- 
sume a batch of training sample pairs: (It, TI), """, (I,,, T), where I 1<s<n, 
represent the 8th input in the batch, and T 1<s<n, is the corresponding 
desired output (target). For arbitrary number of neurons in the hidden layers, the 
least-square objective function in the weight space of the networks is 
E. 1 En [T, -OMJT[T, -O; `sj, (7.1) nZý! S=t 
where O; l is the output vector of an M-layered network with I, as input, and ZM 
is the number of output neurons. 
Let IV be a vector formed by all the network weights and VE(IV(k)) be the 
gradient of E at {V = IV(k), with k=1,2,3,. "", N, being the iteration number of 
the weight vector. The two-term back-propagation algorithm with a momentum 
term is given by: 
D1V(k) = a(-VE(IV(k))) +ßiMV(k - 1), (7.2) 
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where a and $ are the learning rate (LR) and momentum factor (MF) respectively, 
and ow(k) = W(k + 1) - w(k). 
The feed-forward computations of the network with I, presented to the input 
layer are given by 
ý; =f x[11 ýý + 1)]TO8 -i), (7.3) 
where o; r, 1<i<Z., denotes the ith output of layer m, 1<m<M; f (") is the 
activation function (usually chosen as the logistic or tanh functions); tiV'"(k + 1) 
is a sub-vector of IV(k + 1), consisting of all the weights from the neurons of layer 
in -1 to o; and O1 is a vector formed by all the outputs of layer m-1 , j, j 
(including a unity output, which is used as a reference to bias the next layer) and 
is given by 
OM-1 _ 
[1 pM-1 ... p i'1T form> 1, OmM (7.4) 
S, i (1 I; ]T for m=1. 
7.2.3 Proportional factor term 
The III' algorithm given by (7.2) is modified by adding an extra term in order to 
increase the UP learning speed and avoid learning stalls. This term is proportional 
to e(IV(k)) which represents the difference between the output and the target at 
each iteration. For batch learning, e(W(k)) = [e, e, ... e, 
1T, where the 
vector e is of appropriate dimension and e, _ E, "_1 [T, - O; 1. 
The modified III' algorithm is hence 
otv(k) = a(-VE(W(k))) + ßow(k - 1) + rye(iv(k)), (7.5) 
where 7 is the proportional factor (PF). It is noted that the BP algorithm given 
by (7.5) has three terms, one proportional to the derivative of E(W(k)), another 
proportional to the previous value of the incremental change of the weights and 
a third term proportional to e(WV(k)). These three terms can be viewed as being 
analogous to the three terms in a PID controller, commonly used in feedback 
control applications. 
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7.2.4 Stability analysis and optimization procedures 
The stability of the modified three-term BP algorithm has been analyzed. The de- 
tailed stability analysis of the algorithm is provided in Appendix E. The stability 
study is used to derive conditions that must be satisfied by the learning param- 
eters in order to guarantee stability. Necessary and sufficient conditions for the 
convergence and stability behaviour of the three-term backpropagation algorithm 
are also established. It is shown that if the coefficients of the three-term BP algo- 
rithm satisfy conditions (E. 35) and (E. 36), then it is guaranteed that the system 
is stable and will converge to a local minimum. Condition (E. 34) may be violated 
if one of the eigenvalues of matrix F is relatively large. But in most cases all the 
minima which are of interest lie within a bounded set. Thus the eigenvalues of 
matrix F are bounded and therefore if a and ry are sufficiently small, all the local 
minima are stable. In fact, it is proved that if at least one of the eigenvalues of 
matrix F is negative, then the system becomes unstable. Also it is shown that all 
local minima of the cost function are the only locally asymptotically stable points 
for the algorithm. 
Efficient BP learning using simultaneously optimized LR, MF and PF terms 
is presented in Appendix F. A set of recursive formulae is used for calculating 
the derivatives of the optimization target with respect to LR, MF and PF. This 
behaves as a feed-forward procedure in the BP algorithm and does not increase 
the computational complexity. A group of approaches exploiting the derivatives 
with respect to LR, AlF and PF are presented. 
7.2.5 Benchmark examples 
In this section the convergence behaviour of the three-term BP and standard BP 
algorithms are compared using three benchmark problems. In most cases the 
learning rate and momentum factor for the standard BP algorithm are selected 
such that the solution converges to a local minimum with no further error reduction 
possible. For the comparisons, three-term BP algorithm uses the same values of 
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learning rate and momentum factor as the standard BP algorithm. For all the tests, 
a logistic activation function o(x) = 1/(1+exp'=) is used for the hidden and output 
nodes of a fully connected forward neural network. The convergence of the learning 
process is measured by taking the half-sum-of-squared error objective function. 
The stopping criterion is set to 500 epochs. The error threshold for a successful 
trial is less than 10-3. The initial values of the weights are selected randomly 
between [-2,2]. The network maps the input pattern into the corresponding 
output target value. 
Example I 
A parity check problem is considered where the input patterns are six dimensional 
vectors consisting of ones and zeros. The desired output is set to one if the corre- 
sponding input pattern is made up of an odd number of ones, otherwise the desired 
output is zero. A network with two hidden layers containing 6,8,5 and 1 units, 
ordered from the input layer to output layer, was tested. The problem is taken 
from (YCJ']. 
Test 1 
The first test has three groups I, II and III. Each test group uses constant learning 
parameters and they increase through the groups. The initial weights are ran- 
domly selected in the range [-2,2]. The running of the simulation at different 
initial values of the weight is called a trial. The simulation is run for 350 trials 
for each group. Selection of relatively high values for the learning parameters is 
preferable in the BP algorithm to increase the learning speed but this usually 
leads to instability. The comparative results summarized in Table 7.1 show that 
based on the percentage of successful trials (i. e. those having error less than 10'3 
within 500 epochs), the proposed algorithm is more successful than the standard 
BP algorithm when relatively high values of the learning parameters are selected. 
Table 7.1 also shows the mean number of epochs for successful trials which gives 
an indication of the convergence speed, and it is clear that the three-term BP 
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algorithm has a faster convergence rate than the standard BP algorithm. 
group I group II group III 






















no. epochs 460 430 347 260 230 60 
no. trials 350 350 350 350 350 350 
success rate 93% 92% 71% 88% 32% 85% 
Table 7.1: Test 1: Experimental results for the parity problem 
Test 2 
The second test is carried out by varying randomly the learning parameters through 
the simulation as follows, aE (0,12], fi E (0,1) and 7E (0,5], also the initial 
weights are randomly selected in the range [-2,2]. The algorithms are tested on 
200 trials. The percentage of successful trials for the standard BP and three-term 
BP algorithms are 18% and 65% respectively. Some test results are shown in 
Figures 7.1 and 7.2. The Figures show the behaviour of the network during learn- 
ing: the standard BP algorithm does not converge, probably due to local minima. 
However the three-term BP algorithm converges after about 150 and 25 epochs 
respectively for the three cases considered. 
Example II 
In the second example the XOR problem is investigated. This is a popular bench- 
mark for neural network training (APTD9]. A network with one hidden layer 
containing 4,2 and 1 units, ordered from the input layer to output layer, was 
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tested. The system inputs are: 
-1 -1 -1 -1 
1(1) =0, I(2) =1' I(3) =0' I(4) =1 (7.6) 
0011 
and the desired responses (target) of each input vector are T(i) = 0, T(2) =1, T(3) _ 
1, T(4) = 0. 
Test 1 
The first test has three groups I, II and III; the learning parameters increase 
through the groups. These tests are carried out using constant learning parameters 
through the simulation and the initial weights are selected randomly in the range 
[-2,21. The networks are tested on 350 trials for each group. The comparative 
results for the percentage of successful trials are summarized in Table 7.2. The 
group I results show that the standard BP behaves better than the three-term BP 
when relatively small values for the learning parameters are chosen. But with larger 
learning parameters, the proposed algorithm is more successful than the standard 
BP algorithm as shown in Table 7.2 and is hence more robust. Relatively high 
values of the learning parameters increase the BP algorithm convergence rate but 
usually lead to instability. The comparative results of the mean number of epochs 
of successful trials is summarized in Table 7.2, and show that the three-term BP 
algorithm has a faster convergence rate than the standard BP algorithm. 
Test 2 
The second test is carried out by randomly varying the learning parameters as 
follows: ca E (0,12], ßE (0,1) and ry E (0,5]. The initial weights are selected 
randomly in the range [-2,21. The simulation is tested for 200 trials. The per- 
centage of successful trials for the standard BP and the three-term BP algorithms 
are 24% and 61% respectively. Some test results are shown in Figures 7.3 and 
7.4. The figures show instances where the network does not converge at all using 
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group I group II group III 





















no. epochs 355 250 135 70 85 40 
no. trials 350 350 350 350 350 350 
success rate 95% 88% 56% 82% 15% 75% 
Table 7.2: Test 1: Experimental results for the XOR problem 
the standard BP algorithm due to local minima. The proposed algorithm helps 
the system to escape from local minima after 73 and 62 epochs respectively, with 
errors ranging between 1x 10'3 and 2x 10'7. In addition, the three-term BP 
algorithm converged to very small steady state errors, which is unlikely to happen 
with the conventional BP algorithm as shown in Figure 7.4. 
Example III 
The final example is a function approximation problem [YC97]. A network with 
two hidden layers containing 1,12,8 and 1 units, ordered from the input layer to 
output layer, was tested. The function to be approximated, Y= 2f (f (X)) -1, 
with f (X) = 3.95X(X - 1), 0<X<1. The training set consisting of 100 
patterns is randomly drawn with a uniform distribution from the interval [0,1]. 
Test 1 
The first test has four groups I, 11 111 and N; the learning parameters increase 
through the groups. These tests are carried out using constant learning parame- 
ters through the simulation and the initial weights are selected randomly in the 
range [-2,21. The networks are tested on 350 trials for each group. The compar- 
ative results are summarized in Table 7.3. The group I results show that in this 
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case, the three-term BP performs slightly better than the standard BP with small 
values of learning parameters, but with a lower success rate. With larger learning 
parameters, the proposed algorithm is again more successful than the standard 
III' algorithm. 
group I group II group III group IV 
2-term 3-term 2-term 3-term 2-term 3-term 2-term 3-term 
a 0.4 0.4 0.95 0.95 1.3 1.3 2.1 2.1 
0.5 0.5 0.5 0.5 0.7 0.7 0.8 0.8 
7 - 2 1.2 - 1.4 - 1.6 
no. 
epochs 470 250 385 260 150 80 100 45 
no. 
trials 350 350 350 350 350 350 350 350 
success 
rate 87% 82% 80% 83% 53% 80% 17% 73% 
Table 7.3: Test 1: Experimental results for the approximated function problem 
Teat 2 
The second test is carried out by randomly varying the learning parameters as 
follows: ct E (0,121,6 E (0,1) and ry E (0,5]. The initial weights are selected ran- 
domly in the range [-2,2]. The simulation is tested for 200 trials. The percentage 
of successful trials for the standard UP and the three-term ßP algorithms are 17% 
and 58% respectively. Some test results for evolution of the error are shown in 
Figures 7.5 and 7.6 titled (a). The function formed by the trained network is 
also depicted in Figures 7.5 and 7.6 titled (b). The proposed algorithm helps the 
system to learn successfully after 10 epochs, with errors 2x 10-3. 
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Figure 7.1: Example I (A parity problem): The three-term BP algorithm (- - -) 
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Figure 7.2: Example I (A parity problem): The three-term BP algorithm (- - -) 
and the ßP algorithm (--): Evolution of error (a = 5.5 ß= .9 ry = 1.1). 
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Figure 7.3: Example 11 (XOR problem) : The three-term BP algorithm (--- ) and 
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Figure 7.4: Example II (XOR problem) : The three-term BP algorithm (- - -) and 
the BP algorithm (-): Evolution of error (a =5ß= .97= . 3). 
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Figure 7.5: Example III (curve fitting problem) : (a) The three-term BP algorithm 
(--- ) and the BP algorithm (--): Evolution of error, (b) The function to be approxi- 
mated (--) and approximated by the trained network using the three-term BP algorithm 
(o o o) and the BP algorithm (+ + +), (a =1ß= .1 ry =. 5). 
7.2.6 Discussion 
A new three-term BP algorithm that reduces the number of training epochs and 
provides escape of the training from learning stalls whilst maintaining the simplic- 
ity of standard BP algorithms is presented. A new term is proposed in addition to 
the LR and AMF terms; this being a proportional factor (PF). The comparative test 
results indicate that the new algorithm offers much higher speeds of convergence 
than the standard BP algorithm. Consequently, the improvements presented in 
this chapter provide a more efficient alternative to existing training methods. The 
results also show that the percentage of successful trials for the three-term BP 
algorithm was significantly higher than the standard BP algorithm. The proposed 
algorithm is able to escape from local minima. The three-term BP algorithm is 
more robust to the choice of initial weights, especially when relatively high values 
for the learning parameters are selected. The three-term algorithm is applicable 
to any network with different activation functions. 
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Figure 7.6: Example III (curve fitting problem) : (a) The three-term BP algorithm 
(--- ) and the BP algorithm (--): Evolution of error, (b) The function to be approxi- 
mated (--) and approximated by the trained network using the three-term BP algorithm 
(o o o) and the BP algorithm (+ + +), (a = .4ß= .5 ry = 
2). 
The proposed algorithm is different from some of the alternative BP algorithms 
which require complex and costly calculations at each iteration, off-setting their 
faster rates of convergence. Another disadvantage of most acceleration techniques 
is that they must often be tuned to fit a particular application. 
7.3 Engine indicated torque estimation based on 
artificial neural networks 
The rising complexity of modern automotive engines with an increasing number 
of actuators and sensors commonly used to minimise emissions and fuel consump- 
tion and to maximise engine driveability require a detailed supervision for fault 
detection and on-board diagnosis. The European Community Directive 98/69/EC 
requires on-board diagnosis for spark ignition engines and will require it for Diesel 
engines as of January 2003, mainly to prevent excessive emissions [SI02]. 










Figure 7.7: Neural network as function approximator 
This section describes applications of artificial neural networks (ANN) for the 
inverse dynamic modelling of Diesel engines and presents a technique for the design 
of input estimators using feedback and ANN feedforward. The method is applied 
to the problem of estimating indicated torque from a measurement of crankshaft 




Figure 7.8: Supervised neural network 
Target 
Compare 
In this application, an ANN is used as a function approximator. As shown 
in Figure 7.7, there is an unknown function that is needed to be approximated. 
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The parameters of the network are adjusted so that it produces the same response 
as the unknown function, if the same input is applied to both systems. Also, the 
ANN can be trained to perform a particular function by adjusting the values of the 
connections (weights) between elements. Usually neural networks are trained, so 
that a particular input leads to a specific output (supervised training), as shown 
in Figure 7.8. 
An alternative to the approach proposed in Chapter 6 to the problem of esti- 
mating engine indicated torque from crankshaft speed and position measurements, 
is to formulate a closed loop structure to perform the estimation. The approach 
is to design indicated torque estimators using feedback and ANN model as feed- 
forward. Such an approach can offer the advantage of being amenable to real- 
time implementation. The approach encompasses the dynamic model, the neural 
network model as a feedforward block and a proportional corrector; the block 
diagram of such an estimator is illustrated in Figure 7.9. In Figure 7.9, B1 and 
91 are the measured and estimated crankshaft speed respectively. The Dynamic 
Model block is a forward engine dynamic model relating engine indicated torque to 
the crankshaft speed, i. e., the two degree of freedom single cylinder Diesel engine 
dynamic model, developed in Sections 2.2.1-2.2.2, coupled with a transformation 
into the crank angle domain as shown in Section 4.2. The Corrector block is an 
estimator gain chosen to ensure adequate estimation accuracy over the range of 
interest. The Neural Network block represents a feedforward ANN inverse engine 
dynamic model and Ti is the estimated indicted torque. 
For an accurate estimation of a time-varying speed signal usually a higher 
gain of the corrector is required. The requirement of accuracy and high speed 
of response of the estimator therefore dictates a high value of the gain of the 
corrector. Stability considerations impose a limit on how high the corrector gain 
can become. Estimator design involves a favorable solution of these conflicting 
requirements. The indicated torque estimator in this chapter, employing both 
feedforward and feedback, as shown in Figure 7.9, can solve the conflict between 
response speed and stability of the estimator. The advantage of employing an 
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Figure 7.9: ANN based engine indicated torque estimator 
142 
approximate feedforward path in the estimator is to decrease requirement for high 
value of the corrector gain, therefore solving the contradiction between stability 








The main aim is to train the neural network to obtain indicated torque (input 
of the dynamic model) from speed and position measurements (output of the 
I Hidden layers I 
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dynamic model). The task is to train the network using the proposed new three- 
term backpropagation algorithm, and finally to find the optimum variables that 
would lead to the required results. 
7.3.1 Testing and validation 
This section demonstrates the behaviour of the estimation scheme and the vali- 
dation against experimental data. The geometrical specifications for the engine 
are shown in Table G. 1, in Appendix G. The measured data are speed, position 
and indicated torque data and taken from [FA97] and [Fi199]. The data of 850 
sets are chosen representing about one third of the engine data, i. e., from 10 to 
55 rad, and used for training purposes. Each input data set is associated with a 
particular output data set. A network with two hidden layers containing 15,9, 
nodes respectively is implemented. A typical neural network structure as shown in 
Figure 7.10 is used. The network is trained to formulate the relationship between 
engine speed and position on the one hand, and the indicated torque on the other 
hand (feedforward model). In Figure 7.10, the input patterns contain the mea- 
sured crankshaft speed and position data sets. The hidden layers which connect 
the input patterns to the output node are composed of weight space (connections), 
biases and hidden nodes. Each hidden node and output node is activated by the 
logistic activation function a(x) = 1/(1 + exp-x). 
Input data (speed and position of the crankshaft) is normalized between 0 
and 0.7 (instead of 0 and 1) and the output data is normalized between -0.3 
and 0.7 (instead of -1 and 1), which proved to immensely speed up the learning 
procedure as well as improve its generalization capability outside the training 
limits, i. e., to avoid saturation. After only 550 training iterations, the network has 
converged to a very small error, 10-6. Using Matlab on a Pentium IV-1.5 GHZ 
processor, it takes less than 30 seconds to train the network. Using the new three- 
term backpropagation algorithm provided a single functional relationship between 
the engine speed and position, and the indicated torque. The convergence of 
the learning process is measured by observing the sum-of-squared error objective 
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function. 
After finishing the training, the bias and weight values were acquired. These 
values combined with the logistic activation functions in order to form the formula 
for obtaining indicated torque from speed and position measurements. The mea- 
sured speed training set that was used to train network is shown in Figure 7.11. 
This model is created in order to check that the weight and bias values were cor- 
rectly calculated. By applying the measured speed and position training set, the 
results obtained are shown in Figure 7.12, proving that the ANN model predicted 
indicted torque is almost the same as the measured. The proposed algorithm helps 
the system to learn successfully within 550 epochs, with an error of 10-6, as shown 
in Figure 7.13. 
To check the behaviour of the neural network model in a wide operating range, 
the measured speed shown in Figure 7.14 is used as an input to the neural network 
model. The comparison between the predicted from the neural network model and 
the measured indicated torque is shown in Figure 7.15. These results indicate that 
the neural network model works properly when operating under the conditions 
covered by the training set. 
The aim is to test the proposed technique which is shown in Figure 7.9, if 
the proportional corrector could produce a correction term that could improve the 
estimation of indicated torque, and to see how well the network works with all 
three models blocks included. After testing the model many times, it seen from 
Figures 7.16 and 7.17 the estimated torque closely track the measured torque when 
the gain of the corrector is equal to 1000. For this model, the indicated torque 
was not used at all. However, within the model, two sets of signals were produced. 
The first signal is the output of the neural network model (feedforward) and the 
second signal is the output of the corrector and the summation of these signals 
gives the estimated indicated torque. 
In order to validate the behaviour of proposed estimator with experimental 
results, the feedforward ANN model and the two degree of freedom single cylinder 
Diesel engine dynamic model; transformed into the crank angle; Section 4.2 and 
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instantaneous friction model; Section 3.2, along with corrector are implemented 
in the proposed estimation scheme. The measured data are taken from [FA97] 
and [Fi199]. The validation of the estimator is carried out during transient engine 
response, and the engine speed is used to estimate the indicated torque is shown 
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Figure 7.11: Measured engine speed [FA97] 
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Figure 7.15: Indicated torque: (a) measured [FA97] and (b) obtained from the 
trained network 










Figure 7.16: Comparison between measured (-) [FA97] and estimated (- - -) 
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7.4 Discussion and conclusions 
Figure 7.16 shows that the estimated torque converges to the correct indicated 
torque. Also, the figure depicts a good agreement between the estimated and 
measured indicated engine torque. The relative error between measured and esti- 
mated indicated torque is shown in Figure 7.17, and although the maximum errors 
are quite large, the average error is not excessive. This indicates that the ANN 
based estimation scheme has further potential. 
Comparing the results of the ANN based estimator, (Figure 7.16), and the 
sliding mode observer results, (Figure 6.5), shows that the proposed estimator 
performs nearly as well as to the sliding mode estimation method. Also, the com- 
parison between the relative errors of indicated torque shown in Figures 7.17 and 
6.3(a), shows that the ANN based estimator gives a reasonable accuracy. The ac- 
curacy of the ANN estimator could improved by additional training. Investigation 
of the robustness of the estimator remains for further work. 
The ANN based estimator has been designed to estimate only the indicated 
torque without loading. Thus the scheme needs to be extended to include estima- 
tion of the load torque. Furthermore, rigorous stability analysis is needed for the 
estimator. The work on this ANN based estimator is essentially of a preliminary 
nature, and although further research is required, it appears that the scheme has 
potential to provide an alternative practical approach to on-board diagnostics. 
Chapter 8 
Conclusions and Future Research 
8.1 Conclusions 
A detailed analytical model for a generic four-stroke direct injection single-cylinder 
Diesel engine is developed to predict the instantaneous engine speed and indicated 
torque from fuelling. The main features of this model are: 
(a) A novel combination of equations for the friction of ring assembly, bearing 
mixed lubrication and valve train are presented. 
(b) The instantaneous friction model can simulate instantaneous engine friction 
behaviour under transient and cold-start operating conditions by including 
the temperature-viscosity changes. 
(c) The inertia variations of the crank shaft assembly with piston pin offset are 
included. 
The model also includes the inertia of the dynamometer, and the stiffness and 
damping of the coupling. The Diesel engine model is implemented in Mat- 
lab/SIMULINK. 
Profiles of the cylinder gas pressure and the instantaneous crankshaft angular ve- 
locities predicted by the model, through the transient and steady-state cycles dur- 
ing warm-up and cold start conditions, are in good agreement with measurements, 
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and it is shown that for the result tested, the model has a prediction accuracy of 
97%. 
A novel numerical inversion technique for the dynamic equations of a single 
cylinder Diesel engine is developed. The technique can estimate the dynamic model 
parameters at transient and steady state conditions. The numerical inversion 
technique uses the Newton-Raphson method. The input data, crankshaft velocity, 
indicated torque, dynamometer velocity and applied load are used to estimate the 
engine parameters. The estimated engine parameters have been compared with 
experimentally measured values and are in agreement. In the comparison study 
the technique predicted engines parameters with a maximum error of less than 
2.5%. 
It is noted that during transient response, the initial estimates for the pa- 
rameters need to be within about 60% of their actual values for the technique to 
guarantee convergence. 
A sliding mode observer is developed to estimate the engine indicated and 
load torques from crank shaft and coupling angular velocities, and angular dis- 
placements measurements. The main features of this observer are: 
(a) New nonlinear observers for the engine indicated and load torques are devel- 
oped. 
(b) A new sliding gain for the indicated torque observer is designed as a nonlinear 
function of the engine crank angle to reduce the chattering effect. 
(c) The stability of the observers are proved to guarantee convergence using 
Lyapunov stability theory. 
It is shown that the estimated torque has a good accuracy when compared to 
experimental data. 
A new artificial neural network based technique for Diesel engine indicated 
torque estimation is presented. The network is trained using a new three-term 
backpropagation algorithm. The technique is applied to the problem of estimating 
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indicated torque from measurements of crankshaft angular velocity and displace- 
ment. It is shown that the estimated torque has a good accuracy when compared 
to experimental data. The preliminary results are encouraging indicating promise 
for real-time applications and for use as an on-board diagnostic tool. 
The standard two-term backpropagation algorithm is commonly used to train 
ANNs. However, this algorithm can have relatively slow rate of convergence, and 
may become unstable at high learning parameter values. To overcome these prob- 
lems a new three-term BP algorithm to reduce the number of training epochs 
and provide escape from learning stalls whilst maintaining the simplicity of the 
standard BP algorithm is presented. 
The main features of this algorithm are: 
(a) A new additional term to speed-up the training is proposed; this being a 
proportional factor (PF). 
(b) A new stability analysis is presented. The stability analysis creates necessary 
and sufficient conditions for the convergence of the three-term backpropaga- 
tion algorithm. 
(c) Novel optimization procedures for the learning parameter values selection of 
the new backpropagation algorithm are presented. 
Comparative test results indicate that the new algorithm offers much higher 
speeds of convergence than the standard BP algorithm. The three-term algorithm 
is applicable to any network with any kind of activation functions. Such an al- 
gorithm is useful for Diesel engines modelling, estimation and control. The new 
algorithm is computationally simple, and is a simple extension of the standard 
BP algorithm. The three-term BP algorithm is more robust to the choice of ini- 
tial weights, especially when relatively high values for the learning parameters are 
selected. 
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8.2 Suggestions for future research 
Future research based on this thesis includes the following: 
9 The models should be extended to multi-cylinder Diesel engines. The mod- 
els have been constructed using the SIMULINK hierarchical sub-model ap- 
proach, and hence this task, although not trivial, should not be onerous. 
" Further investigation of numerical inversion technique for the dynamics of 
Diesel engines is required, especially during transient response in order to 
make the approach less sensitive to initial guess and to cover a wide spectrum 
of the engine data. This could be based on advanced generalized Newton 
methods for systems of m equations in n variables [LBI01]. Such a method 
can be implemented in an adaptive way allowing a controlled increase of the 
ranks of the outer inverse. Also the method can be used if the Jacobian 
cannot be assumed nonsingular. 
" Future work could use the same sliding mode observer to estimate cylinder 
by cylinder engine indicated torque for each cylinder of multi-cylinder Diesel 
engines, utilizing repeat speed sampling at each cylinder duration of the 
crank angle, which may be useful since the engine cylinders are working in 
a sequential fashion. 
" Immediate research in order for feedback/ANN feedforward estimator to 
work robustly and to achieve accurate estimation, by including the load 
effects as disturbance inputs. Rigorous research is needed to analyze the sta- 
bility for the closed loop of the estimator. Such an estimation scheme could 
allow the use a model-based estimator to maintain controller operation in 
the face of sensor failure. 
" Diagnostics tools can be developed based on the proposed estimation strate- 
gies. Misfire of engine cylinders during operation could be diagnosed based on 
the difference between the firing indicated torque and the motoring (without 
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firing) indicated torque. Also, the indicated torque centroid could be used 
to diagnose problems with fuel injection timing and its duration. 
" The thermodynamic model could be included in the estimator to provide a 
correction term. This would also enable estimation of the air fuel ratio. Air 
fuel ratio is an important aspect for fuelling control to reduce emissions. 
. The testing of the estimation schemes have been performed only in simula- 
tion. It is essential that the schemes be tested experimentally before they can 
be seriously considered for possible implementation in production engines. 
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Appendix B 
Derivation of Equations for the 
Friction Components 
Detail of the derivation of friction components due to ring assembly, bearing and 
valve train are given in this Appendix. 
B. 1 Ring assembly friction torque 
The force components acting on the ring assembly include static ring tension 
(which depends on ring design and materials), the gas pressure force (which de- 
pends on the gas pressure beneath the rings (keystone effect)) and the crank- 
connecting rod force (which is related to the lateral force) [FTT81, UP83, CRD96]. 
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If 
Figure B. 1: Diagram showing forces acting on section of a ring 
B. 1.1 Ring assembly friction torque from the static tension 
(pressure) 
The static ring tension is easily obtained using Castigliano's theorem. Castigliano's 
theorem [SM89], states that when forces act on an elastic system subject to small 
displacement, the displacement corresponding to any force, co-linear with the force, 
is equal to the partial derivative of the total strain energy with respect to that 
force. Three terms contribute to the total strain energy SE,., a term due to bending 
moment, another due to normal force and the shear energy. Both the strain energy 
due to shear and normal force have a minor effect, so in this work only the bending 
moment is considered. Hence 
SE, 
MRdry (B. 1) J 2E11 
Using Castigliano's theorem, the gap closure of the piston ring is derived as: 
OE, - /'" MrR 
f 8M,. l 
d -y. 9C = aF, Jo E11 N,. ) 7. 
() 
Now, from Figure B. 1, 
Mr = F,. R sin 7, (B. 3) 
so, substituting Mr into Equation (B. 2) yields 
Ff _ 
2CE, Igý, (B. 4) 
7rR3 
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where R= (2 - 2) is the mean radius of the ring, 
I= 64 B; is the moment of 
inertia of the ring and C=1.778 is a correction factor [SM89]. The ratio between 
the static tension (pressure) and the ring force F,. is rd,. Bi, so by substituting into 
Equation (B. 4), the static tension (pressure) can be expressed as 
F, 
- 
Eigc (B. 5) 3, 
7rdrBi 7.07dr (B1 -1) 
since = 707. Thus the ring assembly friction force, F111, from the static tension : FC 





c-1)3 'rd'B', (B. 6) 
and the ring assembly friction torque, Tfl,, from the static tension is given as: 
T1j1 = i]r IG(el)I 
N Ei g, 
1 ird,. 
Bi. (B. 7) 
7.07d,. (-- )3 i=1 Bi 
B. 1.2 Ring assembly friction torque from the gas pressure 
The effect of the gas pressure on each ring friction is included by taking into 
consideration the reduction in pressure at each successive ring. The reduction 
factors a; for piston rings have been taken as 1 for the first compression ring, 0.5 
for the second compression ring and for the oil ring is equal to the percent of 
the blowby pressure with respect to the indicated pressure, and it is equal 4%- 
12% [DER+79]. The ring assembly friction force, Ffl from the gas pressure is 
expressed as: 
N 
F112 = ýJ ai l p, - Pat,, I ird,. B1, (B. 8) 
and the ring assembly friction torque, Tfl from the gas pressure is given as: 
N 
T fl, =' rJ G(01) I ai IPr - PatmI ird,. Bi. (B. 9) 
i=1 
B. 1 Ring assembly friction torque 161 
B. 1.3 Ring assembly friction torque from the crank-connecting 
rod lateral force 
In this section, the friction resulting from the lateral component of the crank- 
connecting rod force is calculated. It is assumed that this acts linearly in addition 
to the friction forces previously determined. From Figure 2.2, the effects of the 





-Patml 4& - Ff, (B. 10) 
lý =0=Fat-F, sinß, (B. 11) 
F113 = rIFstI (B. 12) 
where Ff is the total friction, F113 is the friction force resulting from the crank- 
connecting rod lateral effect, F,,. is the connecting rod force and Ft is the side 
thrust force. Now Ff = Ff 13 + FE where FE represents the friction forces due to 
piston skirt friction, static tension and keystone effects given by (3.6), (B. 6) and 
(B. 8) respectively. The acceleration is given by 9= Gl(01)912 + G2(01)91, and it 
is assumed that G2(01)91 is negligible compared to the Coriollis term, hence it is 
assumed that 9= Gl(01)912. Applying these assumptions to (B. 10) and solving 
for F113 with (B. 11) and (B. 12) gives 
_ 
IPr - PatmI 11 &-MGl(91)d12-FE Ff13 -77 77 +cot, B 
(B. 13) 
Thus the friction torque of the ring assembly, Tf11 resulting from the effect of the 
inertia forces is expressed as: 
7'fls - ýr IG(01)1 
Ipi -PacmI 4& - MG1(01)6i12 - FES (B. 14) 
77 + cot ,B 
where from Equation (2.9) 
a+rBýnýeý-m) 2 L 1- L 
tot o= G3(01) _ (5 +r Isin(Oi - 0) 1) 
(B. 15) 
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Now, the summation of the three effects (Ff l F112 and Ffl, ) yields the total 
ring assembly friction torque as: 
Tfl =r IG(el)ý 
[F111 
+ F113 + 
(IPi 
- Patrol 4d2- MGl(Bl)912 - FE 
. 
(B. 16) 17 
( 
i+G3(91) 
Substituting for FE = Ff2 + sgn(y) (Ff1, + Ff12) gives 
T11 =r IG(01)I 1- 
sgn(y)r1 (F111 +F112) 
l( 17 +63(01) 
+77 
IPI 
-PatmI 4d2 - MG1(01)B12 -i (B. 17) Ff2 s 17 +G3(01) 17 +G3(01) / 
where sgn is the signum function, which is given in Equation (2.15). From (3.6), 
(B. 6) and (B. 8), the total ring assembly friction torque is given by 
N 
Tf1=r IG(0i) l 
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i=l 
r 
ai ýI - ýatm ri/ 17 + G3(0l) 
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B. 2 Bearing friction torque 
Bearing mixed friction torque 
µ9lrG(Ol) dL, . 
(B. 18) 
Gc 
From Figure 2.2, the bearing reaction force Fa,. can be expressed as 




where Fr is the resultant force which is given as 
+FF, (B. 20) Fr = IPI -Pntml 4d2 
where F; is the inertia force acting at the wrist pin centre; which, from Figure 2.2, 
is 
F; = r912M 
(cosOi +r cos 20, 
). (B. 21) 
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z 
x 
Figure B. 2: Two-dimensional journal bearing geometry 
Therefore 
1pl - patrol 4 
dl - r912M cos Bl +L cos 281 F (B 22) br = 
Cos ß 
By multiplying Für by the friction coefficient for mixed lubrication, rib,, and 
the bearing radius, rb, the bearing mixed friction torque is 
1p, - pntn 14 d2 - r612 
cos 
M cos Bl +L cos 291) Tf 4= ibmr6 , B. 23 
where from Equation (2.9), 
cosß = G5(01) =1-8+r 
sin(61 - c5) 
2L 
(B. 24) 
B. 2.1 Bearing hydrodynamic friction torque 
In the Figure B. 2, y is a distance across the bearing. The oil film pressure, p and 
the oil dynamic viscosity, p, are taken as being independent of z. So 
ap 
= 
a2u (B. 25) TX µ Öz2 2 
can be integrated directly to 
au 1 apz 
öz _µ öx + 
C1, (B. 26) 
B. 2 Bearing friction torque 164 
and integrating again gives 
U= 
µax 22 +Clz+C2, (B. 27) 
where Ci and C2 are two integration constants, which need two boundary condi- 
tions for their evaluation. The term u is the velocity of the fluid adjacent to the 
boundaries and it is the same as that of the boundaries themselves. The local oil 
film thickness is z, so at z=c,. (1 +e cos 01), u= Ul and at z=0, u= U2. The 
terms Ul and U2 are the surface velocities. Evaluating Cl and C2 and substituting 
Cl in Equation (B. 26) gives 
au 1 öp 
z- 
cr (1 +E cos 01) + 
ul - u2 (B. 28) bz µßx 
(2 (cr 
(1+ecos91) ' 
Now the friction stress r at the two surfaces is required at z=0 and z= 
c,. (1+ecos01), so 
8u Op (c,. (1+EcosBl)1 ( U1-U2 1T 
-PBz -tax 2J+ Cr (l+ecosel)) 
P. (B. 29) 
The total drag Fb on whole bearing surface under consideration, of extent 2lrrb 
and Lb, in the x and y direction is 
j Lb r2arb 




(f2x dp C, 





+ µUb 1 J (B. 30) c,. (1 +e cos 91) 
rbdBl dy, 
Integrating the first term by parts gives 
Lb pc,. (1 +e cos 01) 2" f 27r p fo 2" 14 UbrbdOl Fb =IIf c7. E sin elder + dy, 
0202C, (1 +f cos 01) 
(B. 31) 
The first of these terms is zero, as p=0 at 01 =0 and 01 = 21r. For the second 
term, the integral is solved using the relation 
ýLb I 2a 
prb sin Bld91dy = 
2t, 
(B. 32) 
where Ft is the tangential force on the journal bearing from the oil film. Using 
Sommerfeld's substitution [CE81], integration of the third term gives 
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By substituting for Ub = ÖlrbG4(91) in the above and multiplying the first term 
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where the geometrical function G4(61) is 
G4(01) =i+ cos 
e1 (B. 36) V(; 
r)2-sin'61 
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Figure B. 3: The wire is subjected to a direct and a torsional shear 
The spring rate is easily obtained using Castigliano's theorem. The total 
strain energy for a helical spring is composed of a torsional component and a shear 
component. The strain energy SE is 
SE 
T, 7rd0Nt + 
2F; d0Nt (B. 37) =2 GVJ. dGV 
B. 3 Valve train friction torque 166 
where from Figure B. 3, T. = Fade is the torsional torque, F, is the axial force, da 2 
is the mean coil diameter and d; is the wire diameter. The polar second moment 
of area is J, = 
32 










d; ) 8F, d3oNi (B. 38) 
8Fs d; G d; G d; G ` 2dö J d; G 
a The term (ä) is negligible because (A) is in the region of (ö - i4 The spring 
d! G 
rate (stiffness) is equal to F, /VI = 
0 
The predominant regime of lubrication in the valve train at lower speed is 
boundary lubrication, and at high speed it is mixed [Ciu92]. Thus the friction de- 
creases slightly with speed. Here, the friction decrease is assumed to be linear with 
speed, hence the term (1 - c3B1) is introduced to represent the friction coefficient 
[Bis65]. Adding the spring forces and multiplying by the coefficient of friction, the 
friction force is obtained. By multiplying the friction force by r IG(Bi)1, the valve 
train friction torque can be expressed as 
4 
Tf5 
(8d di G 
N) 
VN (1- c391) r IG(91)1. (B. 39) 
ac 
where G(01) is the geometric function given by Equation (2.6). 
Appendix C 
Numerical Analysis Method for 
the Friction Model 
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Figure C. 1: Flow chart for numerical method 
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The modified friction model, Equation (3.18), contains six weighting coeffi- 
cients, ak, k=1, ... , 6, to account for parameter and modelling uncertainties. 
These act in an affine manner on the 6 expressions T1k, k=1, ... , 6, which de- 
scribe the friction components, and are given by (3.1), (3.7), (3.8), (3.11), (3.13) 
and (3.14). Now, given ak, k=1, ..., 6, pr 
(t), and TL (t), 91 (,: mu) 
(t) can be cal- 
culated from the full engine model described by Equations (2.2)-(2.4) and (3.18). 
Since a measurement of speed, 01(ýeQ9)(t) is available from experimental data, 
a numerical algorithm for estimating values of cak for k=1,. .., 6 which mini- 
mizes the error between simulated and experimental speed profiles, 91(8; mu)(t) and 
Bi(meas) (t) respectively, can be devised. This is done by calculating the total fric- 
tion Ek_1 T1k in Equation (2.1) using Equations (2.1)-(2.4) and the experimental 
data. From this, the weightings on the friction components ak can be calculated 
by equating with the weighted sum of the simulated values of the friction com- 
ponents. In theory, the problem is infinite dimensional, because the minimization 
is performed over continuous time, t. Thus, in practice, a set of m discrete time 
points tj, j=1, ... ,m is chosen which cover the full range of engine operation. 
Let = [oll ... , a6]T be a vector of weighting coefficients, and let II(aimu) 
be an 6xm matrix of friction components at each time tj obtained from the 
simulation, 
Tf1(t1) Tf2(t1) ... Tf6(t1) 
n(simu) = (C. 1) 
Tfl(tm) Tf2(tm) ... Tf6(tm) 
and let T(mea, ) be a corresponding rn-dimensional column vector of total friction 
at each time tj calculated from the measurements 91(meal), pj(t), and TL(t) using 
Equations (2.1)-(2.4). Now, 
n(simu)'I) =T(meas)" (C. 2) 
Clearly, if m>6, the problem is over parameterized, so, by taking the Moore- 
Penrose inverse of the least squares solution can be obtained [HJ85, p. 
421]. Thus, 4) = IIýB: mu)Týýn, ) 
is the least squares solution to Equation (C. 2). 
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C. 1 Algorithm 
i) Set iteration number, i=0. Define (obtained from experimental data) pj(t), 
TL(t) and 91(,, a, )(t) and set initial values of 41)(°). From Equations 
(2.1)- 
(2.4), calculate T(.. a, ). 
ii) From Equations (2.2)-(2.4) and (3.18), calculate 91(;; mu)(t). 
iii) If 11 61M. ) 
dl( <e then ak = a(') and stop. (ai- meas) 
11 
k 
iv) From Equations (3.1), (3.7), (3.8), (3.11), (3.13) and (3.14), calculate II((; )mu). 
v) Obtain the least squares solution by [II(i)]t(( eimu)T(, 03). 
vi) Set i=i+1 and go to Step (ii). 
There is no guarantee of convergence of the algorithm, but for the example pre- 
sented in this paper, it always converged. The algorithm method is implemented 
during firing conditions with m= 20 from low idle speed. There was some diffi- 
culty in the simulation due to the cyclic periodicity, and due to singularities when 
evaluating the geometric function G(01) at these points. This was resolved by 
choosing a different set of t i=1, ..., M. 
i 
Appendix D 
Derivation of Equations for 
Inertia Variations, and 
Conservation of Mass and Energy 
Detail of the derivation of inertia variation is given in this Appendix. From the 





Equations (2.7) and (D. 1) yield: 
cos ß= a(91) (D. 2) 
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D. 1 Kinetic analysis 
Considering the force equilibrium for the piston, shown in Figure D. 1 (a detail of 
Figure 4.1), 
Efx=o 
fAx = fat 
and 
(D. 3) 
E fy = mpaAy 
-fay + fi = mpaAy (D. 4) 
where fA is the reaction force from the connecting rod on the piston pin, fat is the 






Figure D. 1: Forces diagram for the piston 
Considering the force and torque equilibrium for the connecting rod, shown in 
Figure D. 2 (a detail of Figure 4.1), 
E fx = mRaBx 
-fcx + fax = mRaft (D. 5) 
fv = mRaBv 
-fcy + fay + mR9 = mRaBV (D. 6) 
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where fc is the reaction force from the crank on the connecting rod, and 
E MB = JR/i 






Figure D. 2: Force diagram for the connecting rod 
Considering the force and torque equilibrium for the crankshaft, shown in 
Figure D. 3 (a detail of Figure 4.1), 
E fx = m, a,,, 
-fDx+fcx=macx (D. 8) 
fy 
_ mcac1 
-fDy + m, g + fcy = mcacv (D. 9) 




-fDxFr cos (01 - 0) - fDVFr sin (O - 0) =J 
äl (D. 10) 
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. 
fcy 





Figure D. 3: Force diagram for the crankshaft 
By substituting Equations (D. 3) to (D. 6) into Equation (D. 7) gives f . t. Then 
substituting Equations (D. 8) and (D. 9) into Equation (D. 10) yields: 
T=JÖ, - 
JRßr cos (91 - ý) 
- mpap, (r cos (01- 0) tan ß+r sin (01 - ý)) Lcosß 
-mRap (1- h)r cos (0 - cS) - mRany (hr cos (01 - 0) tan ß+r sin (©1 - ¢)) 
+m, aa hir cos (91 - 0) + m, ay hir sin (91 - 0) - mpg 
(r cos (91 - 0) tan ß 
+r sin (91 - 0)) - mRg (hr cos (el - 0) tan ß+r sin 
(01 - ý)) 
-+m, ghr sin (O - q5) f; (r cos (91- ¢) tan ß-r sin (0, - ¢)). (D. 11) 
D. 2 Kinematic analysis 
From Figure D. 4, Al is connected to the piston, and in this analysis the piston is 
constrained to move in the y direction only. The velocity of the connecting rod 
can be calculated from Figure DA as: 
b- 
dir cos (91- 0) (D. 12) 
Lcosß 
For the motion of the piston, 
CLpx=aA = 
ap, = a4 = ac,. cos (91- 0) - ace, sin (61 - 0) + aA/c,., cos ß+ aA/cOsin ß 









Figure D. 4: Velocity and acceleration of the piston-crank mechanism 
-O2 
[-(rcos(o' - 5))2 
-r cos (91 - 0) +r sin (91 - c5) tan ß L cos3 ß] 
-Bl (r cos (01 - 0) tan ß+r sin (91 - q5)) (D. 13) 
For the motion of the connecting rod, 




r- (r cos (01-0»2 0))2 
-r cos 
(81 
- 0) + hr sin 
(el 
- 0) tan, B LL cos ,B] 
-91(hr cos (O - q) tan ß+r sin (91 - q)) (D. 15) 
For the motion of the crankshaft, 
2 
a,.,, = -91 Fr sin (91 - 0) + Bi Fr cos (01 - 0) (D. 16) 
2 
any = -01 Fr cos (91 - 0) + Bi Fr sin (91 - 0) (D. 17) 
After substituting kinematic Equations (D. 12)-(D. 17) into Equation (D. 11), 
rearranging yields: 
ET = JJ + m,, (Fr)2 ý' JR 
[(r)2 
fi (gi) cos2(B1- 
0)] 
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/ 1- a(el) 2 mRr2(1 -ßi)2 -{-mpr2 I 
, \(el) 
cos(Oi - ý) + sin(91 - ý) I+ 
/ 
x cos2(91 - ý) + rrcRr2 
a(el) ( 
ß(B1) cos(Bi - 
0) -}- sin(91 - 0)ý2 
{Öl] 
. (r l3 
\1- 





\(01)2 oss(Bl -- L) (O) cos(01 - 
x sin(el - 0)J - 2mR(1 - hb)2r2 COS(B1 - 
0) x sin(81 - 0) - mnr2 
g(el) cos(Bi - 
ý) - sin(Bi - ý) -LaB3 
(n\I'_- 401) rh 
- ý) - 
(B1 +h1- 
iß(81) 
sin(81 - Tº'lpr2 COS2(Bl COS (B1) 
C1 T(e(ý 1) cos(Oi -+ sin(Oi - 0) IL 
(L(o1)3) 
cos2(91 - ý) 
- cos(B1 - 0) + 
1- g(el) 
sin(Bi - ý)J (D. 18) a(01) 
By comparing Equation (4.3) with Equation (D. 18), Equations (4.1) and (4.2) are 
obtained. 
D. 3 Equations for conservation of mass and en- 
ergy 
The filling and emptying method treats the cylinder and each manifold as a ther- 
modynamic control volume. The first law of thermodynamic for an open system 
can be written as: 
Ü=Q- LV + Hoii, (D. 19) 
ii 
where subscript ii denotes different entries to the control volume. Equation (D. 19) 
can be written as: 
(n u) _j- PV + hoiiiii, (D. 20) 
j ii 
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where j denotes surfaces with different rates of heat transfer, Q includes heat 
released by combustion, ho is the stagnation enthalpy, u is the specific internal 
energy, P and T are control volume pressure and temperature respectively and m 
is the mass. 
Differentiating the left-hand side of Equation (D. 20) gives 
mü + um =E 
Qj 
- PV +Z ho=; rh , 
(D. 21) 
The specific internal energy u is assumed to be a function of temperature T 
and the equivalence ratio F only. Thus u= u(T, F), the first term in Equation 
(D. 21) becomes: 
mü=mI T+auFj (D. 22) 
A curve fit of combustion product data, as a continuous function is used 
[WJ82], based on absolute zero temperature of the elements: 
K1(T) - K2 (T) F (D. 23) 
1+f3F 
where 
Kl (T) = . 692T+39.17x 10'6T2+52.9 x 10-9T3-228.62 x 10-13T4+277.58 x 10-17T5 
and 
K2 (T) = 3049.39 - 5.7 x 10-2T - 9.5 x 10-5T2 + 21.53 x 10-9T3 - 200.26 x 10-14T4 
This technique has the advantage that it automatically predicts a reduction of 
specific heat release by combustion at the richer than stoichiometric fuel air ratios, 
that occur during transient operation. Thus 
_ ýht + rhfh fam. (D. 24) 
where Iht is the heat transfer rate, mf is the mass of fuel burnt, and h f,,,. is the 
enthalpy of formation of the hydrocarbons (fuel), given by [Ram89]: 
h for = 2.326[0 - 19183 + . 5(Tfue - 537)] 
(D. 25) 
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'0 is the low heating value of the fuel. 
Using Equations (D. 21), (D. 22) and (D. 24), Equation (4.15) is obtained. 
Assuming that the gases involved behave as perfect gases, i. e., PV = mRT, a 
control volume pressure P can be calculated. 
D. 4 Application of conservation equations 
The solution of Equations (4.15), (4.18) and (4.21) are considered for each control 
volume, i. e., cylinder, inlet and exhaust manifolds in turn. In all cases it is assumed 
that T, m, F, and P are known at the beginning of each step. For the first step, 
estimated values are used as initial conditions, for the remaining steps, values are 
known from the previous step. 
D. 4.1 Cylinder 
The basic processes occurring in the four-stroke cylinder can be divided into fol- 
lowing: intake stroke, compression stroke, combustion and expansion stroke, and 
exhaust stroke. These are be considered separately, and are sub-divided according 
to flow direction and whether combustion is occurring. 
i) Intake stroke: During this period, rnout = 0, rrcf = 0, m fb =0 and iii = h=n. 
Equations (4.15) and (4.21) become 
T_ htj + hoinmin - 1lm1 m-V 
RTV 
- OF 






l-I- f aF'J ]F- [Fmsn] (D. 27) Lm 
ii) Compression stroke: During this period P=0; m=0; fi out = 0; m fb =0 
Equation (4.15) becomes 
1 RT au 
T= Ohtj! -VV/,. (D. 28) 
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iii) Combustion and expansion: During this period th =mf; h; no,. out =0 
Equations (4.15) and (4.21) become 
T-1 
RT " au äu Q(ht+thfhfor_Uth) im-vV- äT F/,. (D. 29) 
F- 
1-}- f , F1-F faFrh - Fmf] (D. 30) mJLf, 
iv) Exhaust stroke: During this period, combustion is assumed to be completed 
and the equivalence ratio is constant. i. e F=0, tin = 0, hOin = 0, thf =0 
and m' = m' o t. Equations 
(4.15) becomes 
1 RT " öu T_ Qntj + hoo. tmout - uric m-VV,. (D. 31) 
j out 
D. 4.2 Manifolds 
Inlet Manifold 
The air flow is supplied, hence the equivalence ratio is zero, so F' = 0. In addition 
mfb = 0, Qht = 0, V=0 and iii = m;,, - rrc,,,, t. Equation (4.15) becomes 
-1 äu T_ hoinmin -E hooutmout - um m/;. (D. 32) 
in iout 
Exhaust manifold 
Here, rh fb = 0, V=0 and ih = M' j,, - riamt. Equations (4.15) and (4.21) become 
7, _ 
1- au au Qhtj + hoinmin - hooutm0 - UTfl m aF 
F/ 






[Friz] (D. 34) L 
Appendix E 
Stability Analysis 
In this appendix, the modified three-term BP algorithm is analyzed, and it is 
shown that all local minima of the least square error function are the only locally 
asymptotically stable points of the algorithm. 
Equation (7.5) can be written as, 
W (k + 1) =W (k) - aV E(W (k)) + PAW (k - 1) + rye(W (k)), (E. 1) 
Let of (k) =W (k) and o2 (k) =W (k) -W (k - 1). Then a state variable repre- 
sentation for Equation (E. 1) is 
el(k + i) = ec(k) - aVE(P1(k)) +ß e2(k) + 'Ye(Q1(k)) (E. 2) 
and 
o2(k + 1) = -aVE(Lol(k)) + ßo2(k) +'ye(ol(k)) (E. 3) 
Lemma 2c= (cl) C2) is an equilibrium point of the system given by Equations 
(E. 2) and (E. 3) if c2 =0 and aVE(, o1(k)) = rye(Q1(k)). 
Proof: If c= (cl, c2) is an equilibrium point, then ol(k) = cl and p2(k) = c2 and 
B1(k + 1) - Q1(k) =0 (E. 4) 
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and 
Li(k + 1) - o2(k) =0 (E. 5) 
Then substituting in Equations (E. 2) and (E. 3) gives: 
(1-Q)o2(k) _ -aVE(Pl(k))+ye(Pl(k)) (E. 6) 
and 
-ß (k) = -aVE(Pi(k)) +7e(Pi(k)) (E. 7) 
Subtracting Equation (E. 6) from Equation (E. 7), yields o2 (k) =0 c2 = 0. 
Substituting e 2(k) =0 into Equation (E. 6) or (E. 7), gives 
aVE(Q1(k)) ='Ye(Pi(k)). (E. 8) 
   
Remark 1 Since c= (cl, c2) is an equilibrium point of Equations (E. 2) and (E. 3) 
and e(ol(k)) = 0, then VE(Lol(k)) =0 
Local stability properties around an equilibrium point (cl, c2) can be examined 
by using small signal analysis. Let the perturbed signals be defined as co = p1- cl 
and cp2 = 02 - c2. Then the state equation becomes: 
w1(k + 1) = co1(k) - aVE(ci + cpi(k)) + ßcp2(k) + rye(cl + coi(k)), (E. 9) 
co2(k + 1) = -aVE(ci + coc(k)) + PW2(k) + 7e(ci + W, (k)). (E. 10) 
By linearization around the equilibrium point c, Equations (E. 9) and (E. 10) be- 
come: 
coi(k + 1) ý- cai(k) - aV2E(el)(cai(k)) +ßco2(k) +'yVe(el)(coi(k)), (E. 11) 
and 
co2(k + 1) -a02E(el)(ca1(k)) + &2(k) +'yVe(el)(Wi(k))" (E. 12) 
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Let the Hessian be defined as AE ]RQXQ and De(cl) be defined as DE RQ"Q, 
where Q is the size of the weight vector. Then 
cai (k + 1) 
-I- 
aA + ryD ßI wi (k) (E. 13) 
cp2(k + 1) -aA + ryD , BI W2(k) 
This can be written in more compact form as 
¢(k + 1) = 00(k). (E. 14) 
It is well-known that the discrete-time system in Equation (E. 14) is asymptot- 
ically stable if (O) has distinct eigenvalues (19; ) and each of the eigenvalues ('l ) 
of (O) satisfy [Lei85] 
lip; l < 1. (E. 15) 
Lemma 3 If A is an eigenvalue of F, where F= 
(T' 
- °) , then the correspond- 
ing eigenvalues of O are given by the solution of the quadratic equation 
V-(1+#-aAy)xP+p=0 (E. 16) 
where' is any eigenvalue of O. 
Proof: O is invertible for any A and D, as long as ,B0. All IF are non-zero 
since O is non-singular. Let z= (x, y) be a non-zero eigenvector corresponding to 
T. Then 
®z ='z, 
which leads to 
(E. 17) 
x- aAx +'yDx + ßy = Tx, (E. 18) 
and 
-aAx + yDx +, By = Ty. (E. 19) 




Substituting Equation (E. 20) into Equation (E. 19) gives 
(-aA + -yD)x =I (q - 1) - 
ß(Q 1)) 
X. (E. 21) 
Since (-ý - ý) = F; substituting into Equation (E. 21) gives 
Fx = 
(T-1) ý(ý -1 ) x. (E. 22) 
As 
a7 
is scalar and non-zero, if vector x satisfies this equation, then x 
is an eigenvector of F [HJ85]. Now A is an eigenvalue of F and since Fx = A, then 
clearly 
- -1 ((W )UP ) (E. 23) 
with corresponding eigenvector, x. Rearranging Equation (E. 23) yields 
2-(1+ß-aay), Y+ß=0. (E. 24) 
   
Remark 2 Vector a is non-zero. Otherwise, it is deduced from Equations (E. 18) 
and (E. 19) that y will be zero and therefore z is zero. 
Theorem 1 The roots' of Equation (E. 24) satisfy IT I<1, and hence the system 
described by Equations (E. 11) and (E. 12) is stable if and only if the following 
conditions are satisfied: 
O<, B<1, (E. 25) 
and 
0<ayA<4. (E. 26) 
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Proof: The polynomial in Equation (E. 24) is second-order and can be written 
as f (z) = a2z2 + atz + ao = 0. From the Jury test (see Section E. 2), the roots of 
f (z) are in the unit circle if and only if 
laol < a2 (E. 27) 
f (1) >0 (E. 28) 
and 
(_1)2f (-1) > 0. (E. 29) 
Applying the Jury test to Equations (E. 24) yields roots within the unit circle if 
IßI < 1, (E. 30) 
(1 + ß) > ((1 + ß) - aYA), (E. 31) 
and 
(1 + ß) > (-(1 + ß) + ay)). (E. 32) 
Hence inequality (E. 31) leads to 
aryl > 0, (E. 33) 
and inequality (E. 32) leads to 
ß>2_1. (E. 34) 
Since the momentum factor, , B, is positive, 
0<ß<1. (E. 35) 
Using inequality (E. 35) on (E. 34) yields 
0< ayA < 4. (E. 36) 
The values of a and ry should be positive, to allow the system to learn. Thus 
it is sufficient that all eigenvalues of F be positive to conclude that c is a local 
minimum. So all the local minima of E(") are locally asymptotically stable. Also, 
since E(") has a local minimum then the Hessian A is a positive definite matrix. 
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E. 1 Condition of D-matrix 
Inequality (E. 26) bounds the values of the learning rate a, the proportional factor 
y and the eigenvalue of F. The aim of this sub-section is to investigate sufficient 
stability conditions such that relationships between the learning parameters a and 
y can be found. An investigation is carried out to evaluate the conditions on 





The following theorem from [Go191] is employed: 
Theorem 2F is positive definite if and only if there exists a real nonsingular 
upper triangular matrix H such that F= HTH. 
Two cases are considered: 
Case I: Assume D is negative semidefinite, then -D is positive semidefinite, and 
let B= -D. 
Theorem 3 Suppose B is positive semidefinite and A is positive definite. Then 
F= (y + ä) is positive definite and -1 > det(A)/det(F) 
Proof: Since A>0, from Theorem 2, 
A= HTH. (E. 38) 
Let 
S= H-1, (E. 39) 
then A= S-7S'1, so that F= 
(:,!! 
Y+; 
ä, ). This 
ST FS =I+ 
ST BS (E. 40) 
7a 
Since B is positive semidefinite, so is ST BS; hence the eigenvalues of ST BS are 
positive. Therefore the eigenvalues of Equation (E. 40) are no less than y, which 
implies that 
det(STFS) > (E. 41) 
7 
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and hence, that ST FS is positive definite. Now 
det(A) = det(S-TS-1) = (det(S))-2, (E. 42) 
and therefore 
det 1< 
det(STFS) = (det(S))2 det(F) = det(F)' 
(E. 43) 




   
Since D is negative semidefinite then F is positive definite. 
Case II: Assume D is positive semidefinite. 
Theorem 4 Suppose D is positive semidefinite and A is positive definite. Then 
F= (y -ä is positive definite and yI> ST DS. 
Proof: According to the previous proof 
I STDS 
ST FS =--a (E. 45) 
In order for F to be positive definite, the right hand side of Equation (E. 45) has 
to be positive ry - STD s>0, which implies that 
aI > SIDS. (E. 46) 
7 
   
E. 2 Stability analysis by using Jury test 
The Jury test [PH96] is a stability criterion for sampled-data systems in the z- 
plane. It provides necessary and sufficient conditions for any polynomial to have 
no roots outside or on the unit circle. It can be applied to equations of any 
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order. Let the characteristic equation of a sampled-data system be expressed as 
the polynomial 
f (z) = anzn + an-lzn-1 +... + alz + ao = 0, an > 0. 
To apply the Jury test, the stability test array should be obtained. The elements 
of the first two rows are obtained from the coefficients of the polynomial equation, 









The necessary and sufficient conditions for the polynomial f (z) to have no roots 
outside or on the unit circle are: 
f(1) >0 (-1)n f (-1) >0 
laol < an Ibol > Ibn-iI ... 
Appendix F 
Optimization Procedures 
In this appendix, the optimization of the new back-propagation algorithm is con- 
sidered by using derivative information. A family of approaches exploiting the 
derivatives with respect to the learning rate, momentum factor and proportional 
factor is presented. These autonomously compute the derivatives in the weight 
space, by using information gathered from the forward and backward procedures. 
The optimization of a, ß, and ry, such that W (k + 1) minimizes E is required. 
The objective function E can be treated as a function with three independent 
variables E(a, #,, y). From (7.5) 
W (k + 1) =W (k) + aP(k) + PAW (k - 1) + rye(k), (F. 1) 
where P(k) = -VE(k) is a descent directional vector. Substituting (F. 1) into 
(7.3) gives 
oä f=f ([Wm( k) + aPm(k) + POW'"(k - 1) + ye! n(k)]T0a -1). (F. 2) 
Computation of the first and the second derivative of E with respect to a, ß and 
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ry yields: 
8E a, ß, ry 
as 
9(a, ß, 'Y) = aE a,, 6, -y) (F. 3) 
aE a, p 
81 
where 
n (, M äEäa 
nZM 
[T, - OM, ]ä (F. 4) 
a=1 
OE(a, ß, 'Y) 
= -2 MT 
8O"f 
ä, B rýZM 
ýT, - O, aß 
(F. 5) 
OE(aaß, )_ -2 "T aäry M 
ry nZM 
[T, - OM] (F. 6) 
a_i 
The Hessian matrix of E is given by 
82E a, ß, ry 
8a 
82E a, ß, ry 
8a8ß 




82E a, Q 
8ß8a 
82E a, Q 
8{4 
82E a, Q ry ýF. "r) 
8ß0ry 
82E a, ß, 
87Oa 
82E a, ß 
0700 



















T 192E(a, -2 
aoäf T aoef 
F s [ a_ 0#2 
; ZZ a aß2 a-1 
-2 a2E(a, ß, 'y) oM T a2o T i 
[oßj 
aoM j 
. ) a# 
( 
T ao 'F 
_ _ 8- 
([ 
fZM a aye a=1 a7 . ýo ay 
() 
02E(a, 0, 'Y) _ -2 
nMT a2O; 'T [Ta - 0a ] - aoM 
] [ T 80M (F. 11) 







ao ß ao 
(F. 12) 
aßa, y nZM a, ýa'Y a-1 J aý L 19'Y 
a2E(a, -2 [T - OM]T 
a20'ß 
- a 
8O, "? [ , T a0"ß (F. 13) aryaa nZM aryaa 
a=1 
ay as 
To complete the computation of the gradient (F. 3) and the Hessian matrix 
(F. 7), the derivatives of O; 11 at (ao, ßo, 70) can be computed from (F. 2). Details 
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can be found in Section F. 2. Thus the derivatives of the objective function E(X) 
can be found, where 
X=[a (F. 14) 
F. 1 Estimation of optimal LR, MF and PF terms 
F. 1.1 Error quadratic approximation approach 
A second order Taylor polynomial of degree 2 can be used to approximate E(X) 
for X near (ao, ßo, 70)" Since E(X) has continuous second-order partial derivative, 
this gives 
E(X) ; E(ao, ßo, 'yo) + (a - ao) 
OE 
+ (ß - ßo) 
OE 




- ao)2 as a/3 ary 2 
192E 1 2192E 1 2192E 192E X5192 +2 (p - fo) aý2 +2 
('Y - Yo) aß, 2 + 
(a - ao) (ý - ßo) a«19,8 
192E 192E 
+(ß - Qo) ('Y - 'Yo) 50-19-1 + ('Y - 'Yo) (a - ao) aryaa 
= 
2rTHer+rTge 
+ ae (F. 15) 
where I' =[a- ao Q- ßo Y- 'Yo ]T, ae = E(ao, ßo, 'Yo), and the gradient vector 
g is given by (F. 3) and the Hessian matrix H by (F. 7) . 
Cases 
Four separate cases are considered. 
Case I: From [Wo178], E(X) has continuous second partial derivatives in a convex 
set T and let the Hessian matrix H(X) at X be positive definite for all X in T. 
Also let y be a critical point of E(X) in T. Then E(X) is strictly convex in T and 
so y is a strong global minimizer of E(X) over T. Suppose that E is a function with 
E(0,0,0) =0 and gradient E(0,0,0) = 0. From (F. 15), the quadratic polynomial 
simplifies to 
E(X) " 
la 2E«a +1 ß2Eßß +2 y2E. y. y + aßE ß+ ß'yEß7 +'yaE. y«. (F. 16) 
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The discriminants are 
)2 Dl = 4(4E«a)4Eßß) - (E«R 
D2 = 4(4Ea«)(4E77) - (E. 7)2 
D3 = 4(4Eßß)(4E77) - (Eß7)2 
When H is a positive definite (i. e. Eaa > 0, Dl > 0), symmetric, square matrix 
and (D2 > 0, D3 > 0), the optimal LR, MF and PF terms can be calculated as 
dE 
=Hr+g=o=r=-H-ig (F. 17) Tr 
It is noted that this procedure minimizes Equation (F. 15). 
Case II: When H is a positive definite matrix and at least one of D2 or D3 
is negative. Then E(a, ß, -y) cannot be characterized as convex, but E(aB, 0) is 
convex and optimal LR and MF can be calculated as in Case I by setting 7=0. 
Case III: When H is a non-positive definite matrix and Eaa > 0, the second 
order expansion of E(a, 0,0) is convex along the descent direction of P(k). Then 
the optimal LR can be calculated as in Case I by setting ß=7=0. 
Case IV: When H is a non-positive definite matrix and E. a < 0. In such 
a case, the optimization target behaves in an accelerated decreased manner along 
the descent direction P(k) because both Ea and Eaa take negative values. Then 
the optimal LR can be estimated by the line search method proposed by Yu et al. 
[YCC95], which has been shown to be capable of providing an effective descent to 
the optimization target. 
F. 1.2 Output quadratic approximation approach 
In this approach, the convexity of E(a, /9, 'y) is established by substituting the 
quadratic approximation of the output with respect to a, , B, and 'y in the E term. 
The output approximation is given by: 
/ /ý aoM aoM aoM 0'(X) ~O (ao, ßo, 70) + (a - ao) as + (F', q- No) aq + (y - 70) a, Y +2 
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a2 0U 2M12M 
x (a - ao)2 aa2 +2 
(ß - ßo)2 aß2 +2 
('Y - Yo)2 a° 2+ (a - ao) 
820M a20M a20M x (0 - ßo) aaä, a + (0 - ßo) 
('Y - 'Yo) aýaý, + (-r - yo) 
(a - ao) aryaa 
-IrTH0r+rTgo+ao (F. 18) 
By substituting (F. 18) into (F. 4)-(F. 6) and letting E, Eß and E7 equal zero gives 
1n UOM T aoM T 
2[ äa 
, 
(rTH°r) +Y [_öa] 
1n fÖOMl Tn [00ýf T 
L 00 (FT H°r' +? 00 
n aOM T 
(g, r*r) + 
[act' ] 








MT 1 ÖOMT [a0 










These equations can be solved simultaneously by the Newton-Raphson method to 
find the optimal I' which satisfies E(r(k + 1)) < E(I'(k)) at each iteration. The 
Newton-Raphson method gives rapid convergence, the accuracy approximately 
doubling with each iteration. 
There are 3 unknown system parameters in the vector XE ]R3x1 Equations 
(F. 19)-(F. 21), can be expressed by 3 non-linear equations: 
01 
f2 (a) ßß'Y) _ 0, 
f3 (a, ß, 7) = 0. 
Let Xo be an initial estimate of X known to be in the vicinity of the actual 
solution of F(X). F(X) can be expanded by a first-order Taylor series as 
f, (a, ß, 'Y) = foi + aal 
I 
(a - co) + (ß - 
&) + ail 
(7 -'7 F. 22) 
00 0 
fa(a, ýý'Y) = foz -I- 
afz 
as 
(a - äo) + 
aft 
(ý - o) -F' as 
afa 
(7 - -70XF. 23) ag 
f3(a) N, 'Y) _ f03 + aa3 
o o 
3 




('Y -'YMXF. 24) 
0 0 0 
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Setting F(X) = 0, gives 3 equations in the 3 unknowns a, ß and y. These equations 
can be solved using a generalized Newton-Raphson method: 
X ý- 
Xo 
- J-'Fo (F. 25) 
where J is the system Jacobian given by 
2L, 9 
Opa 
8a Oß 07 
J= # Of2 (F. 26) 8e 
ea 00 äy o 
and 
foi 
Fo = f02 I" (F. 27) 
f03 
The zero subscript indicates that the functions and all the partial derivatives are 
evaluated at go. 
F. 1.3 First-order approximation approach 
In this approach, the convexity of E(a, #,, y) is obtained by substituting the first- 
order Taylor expansion of the output with respect to a, #, and ry in the objective 
function E. The first-order Taylor series approximation of the output is given by 
Om (X) - Om (ao, ßo, 'Yo) + (a - ao) 
aa« 
+ (ß - ßo) aý + 









- O; ý(ao, ßo, 'Yo) - (a - ao) 
aaa 




8 (F. 29) 
From (F. 29), setting the partial derivatives of E with respect to a, ß and ry equal 
to zero, yields three equations in the three unknowns: 
n aOM 2n 
(a - ao) 
1 
1as I+ 
(p - Po) 
[OOM]7 
, _1 








(T3 - O; r(ao, ßo, 'Yo)) (F. 30) 
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n 8OM T aOM n UOM 2 
(a-ao)E [_8ßj 
äa +(ß-ßoII aß 
II 
n raOM T 5OM n 5OM1 T E 
aß J (T, - O; 
l (ao, ßo, 70)) (F. 31) +('Y -'Yo) 
?L 
aß a, y 
_ 
ä=1 s=1 
n aof aOM n rar ao' («-ao) ary as +(fl -flo) a'r a# s-1 a-1 







(T, - O; ý(ao, ßo, 770)) (F. 32) 
8=1 a-1 
The optimal a, ß and ry values can be calculated by solving (F. 30)-(F. 32) simul- 
taneously. 
where 
Ea=1 II8 II2 
En r aO{ 1T a0ý Al 
- 
Es=1 
aß J a« 
n1 1T BOOM Es=1 
l ary J as 
r=Aý1R1 





















En 8OdT80f ýs=1 1 
8a J 07 








(Ta -O (ao, ßo, 'yo)) 
T 
(T, - O; 
f(ao, ßo, 70)) (F. 35) 
T 
(Ta - Om (ao, ßo, 'Yo)) 
F. 1.4 Approximation of the Sigmoidal nonlinearity func- 
tion 
Let ([W, M(k) + «PM(k) + ßOWM(k - 1) + ryetc(k)]TO, "t'1) = x. Then the sig- 
moidal nonlinear function of the output layer can be approximated by a set of 
linear functions: 
f(x) _ 
mix + bi for xl <x5 x2, 
m2x + b2 for xl > x, 
m2x + (2b1= b2) for x2 <X 
(F. 36) 
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-f ([W 
M(k) + aP; M(k) + ßzWM(k -1) + yer(k)]TOýr-1) (F. 37) 
By substituting Equation (F. 37) into Equations (F. 4)-(F. 6) and equating ea, eß, 
and e7 to zero yields: 
n [aQMT n aoam'Pä 




pMi +, ymeýr 
si J 
na pM Tna pM T 
X[ as 
] 
per-1 -[ as 
] 
(T' - m1W M(k)OM-1 - b1) (F. 38) 
s_1 8_1 




O; M-i . ý-, BmjAWM(k -1) 







- m1M(k)O1 - b) (F. 39) 
8=1 , -1 
" aoM Tn [au3 
amjP; M Ef ;, ý- #mjAM(k -1) 
1 
0; f-1. ý- , ymjef r 
LJ 
n aoM Tn aM T xEr or l oM-1 =E 
[_8 1 
(T, - mwM(k)o1- bi) (F. 40) LJ .1 8=1 8=1 
Since the matrix A2 is a nonsingular, the optimal a, 0 and 'y can be calculated by 
















pM-i A12 = mj1 WM(k - 1) 
fOasOMper-i 
_Lj 
n UQ! 1]7 n a0M T 
A13 _ m1e'ºý 
f 
äa 
0M-1y A21 _ mj pM Ef ao 
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0nr-i 
-L J a_i a-L _1 
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n aQM1 Tn 8OM1 T 
A22 = m; OW, M(k - 1) a, J 0: 
1- 1 A23 = mje, ) at J OM-i a_1 L 8-1 
M 
A31 = m; P; M 
_L 
faa' l 


















(T. - mmWM(k)O; "-1- bb) 
T (T, - mmWM(k)O; '-1- b; ) (F. 43) 
(T, - mmW, M(k)O; '-1- b1) 
([Wm(k) + aoP, m(k) + ßoiW, m(k - 1) + rypem(k)]Tom-') 
([P. m(k)]r 
Oa 
Os '+ [Wm(k) + aoPm(k) + ßoOWm(k -1) 
m1 
+yoe; "(k)]T a °a ) (F. 44) 
m ý'", 
=fp ([Wm(k) + aoP1m(k) + ßoiWm(k - 1) +'yoei"(k)]TO -1) Oß 
[Wm(k) + aoPm(k) + ßoAWm(k -1) 
([owm(k 
-1)]TOa -ý + 
m-1 ` 
. +, yoem(k)]" ap 
11 (F. 45) 
fy ([Wr(k) + aoFm(k) + ßoAW'"(k - 1) +'Yoei (k)]7'0, '-') ([er(ic)]T ary 
O; + [W, m(k) + aoPm(k) + ßozWm(k - 1) 
+yoem(k)ýTU'm-1 l (F. 46) 8ry I 
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F. 2 Derivative of output equations 
ä2o'" 
2' _j',, « 
([Wm(k) + aoPm(k) + ßoiW, m(k - 1) + -yoe; `(k)]TOým-1) äa 
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([pm(k)]Toä -1 + [Wm(k) + aoPm(k) + ßoEWm(k - 1) + ryoe7 (k)]T 
a0m-1 2 
8+ fa([Wm(k) + aoPm(k) +, 6oAWm(k -1) 
aoPm(k) 
m-+'Yoem(k)]T0 
-1) (2[1m(k)]T50' s° 
0+ 
[w, m(k) + 
+QoiWm(k - 1) + yoei'(k)]T -1l (F. 47) 
Ö2om 
aß2'' = fßß ([Wm(k) 
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([iwm(k-1)]TOä-1+[Wm(k)+aoP, m(k)+ßoiW, m(k-1) 
+7oe; "(k)]T 00, 
M-1) 2+ fß ([Wm(k) + aoPm(k) +, BoiW, m(k -1) 
m1 
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a °y 1)2 
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+ßoL Wm(k - 1) + 7roe; "(k)]T 
a Uß2 1) (F. 49) 
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a2 0m om -f aß 
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19 a 207n-1 





= f7a ([Wm(k) + aoPm(k) + #o0Wm(k - 1) + 7oem(k)]Toa -1) 
O 
([e(k)]TQ_1 + [Wm(k) + aoPi'(k) + ßozWim(k - 1) + ryoe; "(k)]T 
-os äry 
1) ([Pm(k)}Tcr_1 + [Wm (k) + aoPm(k) + ßoAWm(k - 1) 
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+'Yoe; `(k)]T 
a aä 1) 
+ f7 ([Wm(k) + aoPm(k) + ßoiwm(k - 1) 
+1 yoem(k)]TOa -1) 
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2om 
+aoPm(k) + ßozW, m(k - 1) + ryoe; `(k)) 
as äa 1J (F. 52) 
Appendix G 
Engines Specifications 
The following three tables for engines specifications are used to validate the work 
presented in this thesis. 
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Bore (d) 130 [mm] 
Crank radius (r) 80 [mm] 
Connecting rod length (L) 269.3 [mm] 
Compression ratio (c) 15 
Piston pin offset (8) 1.69 [mm] 
Equivalent mass (M) 1.08 [kg] 
Mass of piston (mr) .8 [kg] 
Mass of crankshaft (me) 3 [kg] 
Mass of connecting rod (mR) .6 [kg] 
Crankshaft moment of inertia (Je) 1.4 [kgm2J 
Width of the rings (B1,2,344) 3.4,3.4,3,2.6 [mm] 
Moment of inertia of connecting rod (Ja) . 008 
[kgm2] 
Dynamometer moment of inertia (J2) . 37 [kgm2] 
Coupling stiffness (S) 19200 [Nm/(rad)] 
Damping coefficient (D) 125 [Nm/(rad/s)] 
Journal bearing radius (rb) 40 [mm] 
Wire diameter (d1,2) 2.2,3.5 [mm] 
Spring diameter (d1,2) 22,25 [mm] 
Journal bearing length (Lb) 30 [mm] 
Journal bearing radial clearance (Cr) 4x 10-3 [mm] 
Skirt length (L, ) 80 [mm] 
Skirt oil film thickness (On) 2x 10-2 [mm] 
Qap closure of the piston ring (g. ) 1.16 [mm] 
Valve lift (V) 8 [mm] 
Inclination angle of the ring profile () 32 [deg] 
Intake valve diameter (D;,, ) 30 [mm] 
Number of intake or exhaust valve (n;, ) 2 
Number of coils (Nt) 7,8 
modulus of rigidity of valve (C) 5671.2 
Table G. 1: Engine A geometrical specifications, DDC DI four-stroke Diesel engine 
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Bore (d) 100 [mm] 
Journal bearing radius (rb) 45.5 [mm] 
Crank radius (r) 62.5 [mm] 
Connecting rod length (L) 218.8 [mm] 
Width of compression rings (B1,2,3) 3.2,3.2,2.35 [mm] 
Width of oil rings (B1,2) 4.7 [mm] 
Compression ratio (c) 18 
Piston offset (5) 1.75 [mm] 
Inclination angle of the ring profile () 25 [deg] 
Engine moment of inertia (J1) 1.7 [kgm2] 
Dynamometer moment of inertia (J2) . 37 [kgm2] 
Coupling stiffness (S) 19200 [Nm/(rad)] 
Damping coefficient (D) 125 [Nm/(rad/s)] 
Equivalent mass (M) 1.7 [kg] 
Intake valve diameter (D;,, ) 28 [mm] 
Number of intake or exhaust valve (n;,, ) 2 
Table G. 2: Engine B geometrical specifications, Caterpillar 8201 DI four-stroke 
Diesel engine 
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Bore (d) 95 [mm] 
Wire diameter (d1,2) 2,3 [mm] 
Stroke 95 [mm] 
Spring diameter (d1,2) 18,21 [mm] 
Inner exhaust diameter (D; ) 60 [mm] 
Outer exhaust diameter (Do) 65 [mm] 
Crank radius (r) 47.5 [mm] 
Connecting rod length (L) 160 [mm] 
Width of the rings (B1,2,3,4) 2.9,2.9,2.3,3.6 [mm] 
Displacement (Vd) 673 [cm3] 
Compression ratio (c) 17 
Piston pin offset (5) 1.65 [mm] 
Mass of piston and rings (M) 1.18 [kg] 
Mass of piston (mr) . 98 [kg] 
Mass of connecting rod (mR) . 65 [kg] 
Injection timing (BTDC) 23 [deg] 
Intake valve opens (BTDC) 21 [deg] 
Intake valve close (ABDC) 62 [deg] 
Exhaust valve opens (BBDC) 62 [deg] 
Exhaust valve close (ATDC) 21 [deg] 
Crankshaft moment of inertia (Je) . 3825 [kgm2] 
Journal bearing radius (rb) 35 [mm] 
Journal bearing length (Lb) 27 [mm] 
Journal bearing radial clearance (Cr) 25 x 10-4 [mm] 
Skirt length (L, ) 66.5 [mm] 
Skirt oil film thickness (Or) 15 x 10-$ [mm] 
Qap closure of the piston ring (gc) 1.10 [mm] 
Valve lift (Y) 6.7 [mm] 
Number of coils (Nt) 6,7 
modulus of rigidity of valve (G) 4661.4 
Table G. 3: Engine C geometrical specifications, F1L 210 DEUTZ MAG DI four- 
stroke Diesel engine 
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