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We study the competing charge-density-wave and superconducting order in the attractive Hub-
bard model under a voltage bias, using steady-state non-equilibrium dynamical mean-field theory.
We show that the charge-density-wave is suppressed in a current-carrying non-equilibrium steady
state. This effect is beyond a simple Joule-heating mechanism and a “supercooled” metallic state
is stabilized at a non-equilibrium temperature lower than the equilibrium superconducting Tc. On
the other hand, a current-carrying superconducting state is dissipation-less and thus not subject to
the same non-thermal suppression, and can therefore nucleate out of the supercooled metal, e.g. in
a resistive switching experiment. The fact that an electric current can change the relative stability
of different phases compared to thermal equilibrium, even when a system appears locally thermal
due to electron-eletron scattering, provides a general perspective to control intertwined orders out
of equilibrium.
PACS numbers: 71.30.+h,71.45.Lr,74.25.-q
Strongly correlated materials often have rich phase di-
agrams resulting from the complex interplay of struc-
tural, magnetic and electronic orders. In many cases,
potentially interesting states are suppressed by compet-
ing phases which are thermodynamically in close proxim-
ity. In particular, competition of superconductivity and
charge order is observed in a wide range of systems, in-
cluding high-Tc cuprates [1–5], transition metal dichalco-
genides [6–9], or oxides interfaces [10]. How to control
and distinguish such competing phases arises as an inter-
esting question which is currently under intense research.
Nonequilibrium excitations, including intense laser or
current pulses, provide an intriguing pathway to reveal
“hidden” states which are inaccessible under equilibrium
conditions. For example, a suppression of charge order
may underly the recent observation of light-induced su-
perconductivity [11, 12], and hidden charge density wave
states have been prepared with strong current pulses [13].
The identification of generic pathways of non-equilibrium
control is however challenging: Excited electron distri-
butions in correlated systems often rapidly evolve to-
wards a quasi-thermal “hot electron” state (sometimes
within femtoseconds [14]), but merely increasing an ef-
fective electronic temperature above the melting temper-
ature of a dominant phase can obviously not reveal a
subdominant order with a lower transition temperature.
Although tantalizing results for the dynamical interplay
of multiple orders have been obtained for the pre-thermal
electron dynamics, where collisionless mean-field descrip-
tions can be used [15–19], the understanding of a robust
non-equilibrium mechanism for the suppression of com-
peting phases on times longer than the electronic ther-
malization time remains an open question.
In this work, we focus on a non-equilibrium steady
state (NESS), i.e., the long-time behavior reached by a
system which is simultaneously subject to an electric field
and coupled to a dissipative environment. In a model
where charge density wave (CDW) and superconducting
phases have the same critical temperature Tc in equilib-
rium, we demonstrate that the non-equilibrium electric
current J can act as a control parameter to suppress the
pure CDW phase. In spite of strong electron-electron
scattering, which causes the electronic state to be locally
close to thermal, the mechanism is different from heat-
ing, and the resulting normal phase has a temperature
below Tc. The superconductor, in contrast, can carry
the same current J without dissipation. An NESS can be
realized in resistive switching experiments, as discussed
below, but due to rapid electronic thermalization also
pulses of nanosecond or even picosecond duration may
be described along these lines.
Manipulating strongly correlated materials through
electric fields has a long and successful history. One of the
mostly explored phenomena in this context is the voltage-
driven insulator-metal transition, which exists widely in
transition metal oxides/dichalcogenides and other cor-
related insulators [20]. The thermal scenario, in which
Joule-heating increases the non-equilibrium temperature
and causes the transition is discussed [21–24], but also
non-Fermi-Dirac distributions of hot electrons can play a
critical role [25]. In the present work, we use the steady-
state formulation of non-equilibrium dynamical mean-
field theory (DMFT) [24, 26, 27] to capture both cor-
relation effects and strong electron-electron scattering.
Model – As a minimal model with competing super-
conducting and CDW phases we consider the half-filled
attractive Hubbard model on a bipartite lattice with two
sub-lattices A and B. The Hamiltonian is given by
H = −t0
∑
〈i,j〉,σ
c†iσcjσ + U
∑
j
(nj↑ − 12 )(nj↓ − 12 ), (1)
where c†jσ creates an electron with spin σ on lattice site
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2j, njσ = c
†
jσcjσ and nj = nj↑+nj↓; t0 is the hopping be-
tween nearest neighbour sites, and U < 0 is an attractive
on-site interaction. In equilibrium, the model is charac-
terized by order parameters ψCDW = 〈nj〉j∈A − 〈nj〉j∈B
for the CDW and ψSC(j) = 〈cj↑cj↓〉 for superconductiv-
ity, respectively. At half-filling (n = 1) the two orders are
degenerate [28–30]. Throughout the paper we will focus
on this regime. To simulate the NESS in the normal
metal and in the CDW phase, the system is subject to a
bias voltage and coupled to a heat bath, which is taken
to be a Fermion reservoir with flat density of states Γ
and fixed temperature Tb = 1/β (see below) [31]. The
bias acts as a term
∑
j V (zj)nj in Eq. (1), where each
site j lies on a layer zj ∈ {0,±1,±2, ..} of the lattice,
and V ≡ V (z + 1) − V (z) is the voltage difference be-
tween adjacent layers. The system is infinitely extended,
so that boundary effects due to the leads can be ignored.
A current-carrying state in the superconductor, in con-
trast, is an equilibrium state with nonzero phase twist φ
between the layers, i.e., ψSC(j) = |ψSC|eiφzj .
DMFT Setup – To study the time-translationally in-
variant NESS, we use the steady-state formulation of
non-equilibrium DMFT in terms of Keldysh Green’s
functions Gˆij(ω). (For a detailed introduction, see
Ref. [26]). In DMFT, the self-energy Σˆij(ω) = δijΣˆj(ω)
is taken to be local, and the Green’s function at a given
site j in the layered structure is thus given by
Gˆ−1j (ω) = ω − j − Σˆj(ω)− Γˆ(ω)−
∑
±
Fˆ±j (ω). (2)
Here j =
1
2U(〈nj〉 − 1) is the on-site Hartree energy,
and Γˆ(ω) is the heat bath, given by a constant spectral
function ΓR(ω) = −iΓ, and ΓK(ω) = −2iΓ tanh(βω/2)
[31]. The terms Fˆ±j (ω) describe the hybridization of site
j with the neighboring layer with larger (+) and lower
(−) potential, respectively. We take Fˆ±j (ω) = t20Gj′(ω)
where j′ is a neighbor of j on the layer with zj′ = zj ± 1,
respectively. This corresponds to embedding the layered
structure into an infinitely-coordinated Bethe lattice with
half-bandwidth W = 2
√
2t0, such that, similar to a cu-
bic lattice with potential gradient along the (111) direc-
tion, each site has only neighbors in positive and nega-
tive field direction [32]. (The hopping t0 = 1 sets the
energy scale.) We also performed analogous simulations
for a one-dimensional chain and obtained qualitatively
identical results. The DMFT equations are therefore
closed by F±A(B)(ω) = t
2
0GB(A)(ω ± V ), where we have
taken into account that neighboring layers are shifted
in energy by the bias V and belong to opposite sub-
lattices A,B. The local self-energy Σˆj is given by the
solution of an impurity problem with hybridization func-
tion ∆ˆj(ω) = Γˆj(ω) + Fˆ
+
j (ω) + Fˆ
−
j (ω). We use second
order perturbation theory (IPT) to obtain the impurity
self-energy. While IPT is not a conserving approxima-
tion, we focus on interactions |U | which are small enough
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FIG. 1. (a) Current J as function of bias V , for U = −2.5,
bath temperature Tb = 0.01, and Γ = 0.1. The “forward”
(“backward”) curves are found by continuously following the
DMFT solution upon increasing (decreasing) the field. The
red vertical line shows the supercurrent JSC in equilibrium.
The black dashed line illustrates the linear relation between
J and V when the sample is connected to an external resistor
r and a total bias Vtot is applied, and the inverted triangles
label the two possible physical solutions (see text). The black
arrow indicates the state in which the metal has an effective
temperature Tc. (b) CDW order parameter ψCDW for the
same setting as (a).
such that unphysical behavior as observed in transient
simulations at large U [33] does not occur. From the
DMFT solution, we obtain the order parameter ψCDW =
i
∫
dω
2pi [G
<
A(ω) − G<B(ω)] and the current density J =
2Im
∫
dω
2pi (GˆA(ω)Fˆ
+
A (ω))
< = 2Im
∫
dω
2pi (GˆB(ω)Fˆ
−
B (ω))
<.
The study of superconductivity is performed in the AB-
symmetric phase with no bias voltage. In this case, the
Green’s functions acquire a 2×2 Nambu structure in ad-
dition to the Keldysh indices. When we assume a phase
twist of the order parameter between different layers, the
self-consistency reads ∆(ω) = t20
∑
± e
±iφσzG(ω)e∓iφσz ,
where σz is the Pauli matrix in Nambu space.
Results – To analyse phases with a given current
J 6= 0, we must distinguish the case of a dissipative cur-
rent (V 6= 0) and a non-dissipative current (V = 0). We
first present an analysis of the current-induced melting of
the CDW at V 6= 0. As superconducting transport is not
dissipative in the bulk (and an AC Josephson effect be-
tween the layers is excluded), we can restrict this analysis
to the pure CDW and normal phases. We first exemplar-
ily discuss results for on-site interaction U = −2.5, bath
temperature Tb = 0.01, and damping Γ = 0.1. In Fig. 1
we show the current (a) and the corresponding order pa-
rameter ψCDW (b) in the NESS as a function of the bias
voltage. The system remains insulating when V is not
large enough to overcome the gap (there is a small current
due to Zener tunnelling across the gap). With increas-
ing V , the CDW order becomes unstable and the system
finally transits into a metallic state. In a certain range
of bias voltages, both metallic and CDW phases can ex-
ist. This indicates that the transition is of first order,
in contrast to the equilibrium transition (c.f. Fig. 2b for
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FIG. 2. (a) Distribution functions for V1 = 0.05 (CDW),
V2 = 0.1 (coexistence regime) and V3 = 0.15 (metal), and
Fermi-Dirac distributions function for indicated tempera-
tures. (U = −2.5, Tb = 0.01, Γ = 0.1, as in Fig. 1) (b) Order
parameter ψCDW in the forward/backward NESS and in equi-
librium, plotted against effective temperature Teff and equi-
librium temperature, respectively; 1/χeq and 1/χneq show the
CDW susceptibilities in the equilibrium and backward metal-
lic state (scaled by the same arbitrary unit). Circle symbols 1-
3 indicate the parameters of the distribution functions shown
in (a).
ψCDW in equilibrium). The coexistence can be explored
by a hysteresis: By increasing V in steps, using the pre-
vious solution as a seed for the DMFT iteration, the sys-
tem undergoes an insulator-to-metal transition (IMT) at
an upper critical voltage Vu (blue circles). Decreasing
V drives the system to a metal-to-insulator transition
(MIT) at a lower critical voltage Vc (red crosses).
We note that the two transitions arise from distinct
mechanisms [25, 34, 35]. The IMT is induced when
charge excitations created by the external field break
the ordered phase, whereas the MIT occurs when the
metallic state becomes unstable to infinitesimal CDW
fluctuations. Hence one can expect that the CDW sus-
ceptibility diverges as V approaches the lower critical
Vc from above, in line with the second-order CDW-
metal transition in equilibrium. Furthermore, in a po-
tential thermal scenario one would expect that the metal
can be described well by an effective temperature Teff
at the lower critical Vc which is close to the equilib-
rium critical temperature Tc [25, 34]. To test this sce-
nario and clarify the mechanism of the field-driven tran-
sition, we analyze the electronic distribution functions
f(ω) = − 12 ImG<(ω)/ ImGr(ω) throughout the transi-
tion regime. Figure 2a displays f(ω) for three represen-
tative points on the J − V curve: in the CDW phase
(V1 = 0.05), the coexistence region (V2 = 0.1) and the
metallic phase (V3 = 0.15). The dashed lines show a fit
with a Fermi-Dirac distribution. The non-thermal distri-
bution functions feature a slight step-like deviation from
the Fermi-Dirac distribution (in particular at larger bias
V ), but nevertheless the thermal distributions provide
a reasonable fit, which can be explained by the strong
electron-electron scattering. For the further analysis we
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FIG. 3. Effective temperature map for different U and V .
The solid line indicates the (lower) critical bias Vc, whereas
the dashed line shows the critical temperature Tc. Below the
line Vc the metallic phase becomes unstable against CDW
formation. There exists a region where the metal has tem-
perature Teff < Tc for a wide range of Hubbard U .
therefore use the Fermi Dirac fit to define an effective
temperature Teff of the NESS.
To analyze whether the melting of the CDW order is
dominated by the thermal mechanism, we plot in Fig. 2b
the order parameter as a function of the effective temper-
ature. As the switching at V = Vc occurs, Teff is indeed
of similar order of magnitude as compared to the equi-
librium Tc. However, the non-thermal state is clearly be-
yond the solely thermal description: The CDW order in
the NESS with effective temperature Teff is consistently
weaker than the equilibrium order at T = Teff . Moreover,
Teff at V = Vc is lower than Tc, resulting in a “super-
cooled” metallic state below Tc. Finally, we can com-
pare the charge-density-wave susceptibilities χneq and
χeq, which are obtained from the ratio χ = ψCDW/εCDW
after computing ψCDW in the presence of a small stag-
gered field εCDW in the NESS and in equilibrium, respec-
tively. The non-equilibrium χneq is finite throughout the
supercooled phase (indicating stability of this phase), but
χneq in a NESS with Teff is always lower than χeq at tem-
perature T = Teff (Fig. 2b).
The reduction of the order parameter and the suscep-
tibility in the NESS compared to an equilibrium state
at the same effective temperature show that the non-
equilibrium current can control the suppression of the
CDW independent of a thermal mechanism. The result
can be summarized in a nonequilibrium phase diagram.
In Fig. 3 we show a false color map of the effective tem-
perature as function of different interaction strengths and
voltages. The CDW and metallic phases are separated by
the critical voltage Vc (solid line). In the metallic phase,
the effective temperature increases monotonically with
increasing bias, and the supercooled regime is enclosed by
the two lines Vc and Teff = Tc (dashed line). The corre-
sponding upper bound V (Tc) for the supercooled states is
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FIG. 4. Spectral function A(ω) of a superconducting state
at U = −2.5, coupled to a supercooled bath, whose distri-
bution function is taken from the NESS at V = 0.1, see
Fig. 2a. (κ is the coupling strength of the bath). The spectral
function shows a superconducting gap, the order parameter
is ψSC = 0.141, 0.182 for κ = 0.05, 0.01, respectively. The dis-
tribution function of the superconducting state is also shown
for comparison.
systematically higher than the critical voltage Vc for the
MIT switching, with almost constant V (Tc)− Vc ≈ 0.04
in the considered U regime. We thus observe a robust su-
percooling effect for a wide range of parameters at weak-
coupling.
A current-controlled resistive switching experiment
provides a promising way to explore the different
nonequilibrium phases. In this setup, an external re-
sistor r is connected to the sample, and the total volt-
age Vtot = V + rJ is controlled [20]. While Vtot is ad-
justed, the intersection of J = (Vtot−V )/r and the J−V
curve determines the physical solutions, as illustrated in
Fig. 1. Ideal voltage-controlled and current-controlled
experiments correspond to the two limits r = 0 and
∞, respectively. Focusing on the non-superconducting
phases first, by increasing Vtot from zero, the dashed line
in Fig. 1 would shift upward from zero and the operating
point (marked as inverted triangle in Fig. 1) would move
along the insulating J − V branch, as the case of normal
field-driven insulator-metal transition [36]. Above a first
critical Vtot, no intersection with either the metallic or
insulating solution is possible, so that the system must
form a filamentary (phase separated) conducting phase
[21, 23, 25]. Finally, when Vtot is further increased, the
system resides in the homogeneous supercooled metallic
regime at Teff < Tc. (Depending on the parameters, also
a direct jump from the CDW to the metallic phase may
occur.)
The superconducting solution can dramatically modify
this picture. In contrast to the CDW, a current-carrying
superconducting phase is dissipation-less and is not sup-
pressed by the same non-thermal effect. In a current-
controlled resistive switching experiment, the supercon-
ducting phase is therefore always a possible solution, as
long as the current is smaller than the maximal super-
current JSC , which is shown for the present parameters
in Fig. 1 by the vertical red line at sample bias V = 0.
After the CDW phase is melted and the system is trans-
ferred to the metallic state, we can expect that the su-
perconducting phase would nucleate if the metal has an
effective temperature Teff < Tc. To demonstrate the pos-
sibility of this nucleation (in spite of the fact that the dis-
tribution function f(ω) in the supercooled phase shows
a slight deviation from a Fermi-Dirac form), we couple
the lattice to a bath with the non-thermal distribution
function f(ω) of the supercooled state and the density of
states of the metal, and study the possible superconduct-
ing order. In Fig. 4 we display the resulting local spectral
function A(ω) = − 1pi ImGr(ω), which shows a clear su-
perconducting gap. We have taken f(ω) from the metal-
lic state at V = 0.1, which is close to the upper bound
of the supercooled regime. For smaller V superconduc-
tivity is quantitatively more robust. (The coupling κ of
the bath should be kept small, so that the bath just im-
poses the distribution function. Too large bath couplings
suppress superconductivity due to a metallic proximity
effect, which can be viewed as an artefact of the Fermion
bath taken here.)
Conclusion – Using dynamical mean-field theory, we
have studied the attractive Hubbard model under a
strong voltage bias. We find that a pure CDW is sup-
pressed by the electric current beyond a mere Joule-
heating mechanism, and a normal metallic phase can be
stabilized against CDW formation even below the equi-
librium critical temperature. This current-induced su-
percooled state may be realized in resistive switching ex-
periments. Since its temperature is also below the su-
perconducting Tc, in a current-controlled experiment it
can be transferred into a superconducting phase, which
can carry the same (but dissipation-less) current. In the
half-filled attractive Hubbard model, where CDW and
superconducting phases are degenerate in equilibrium,
there may also be supersolid phases with the same super-
current, which we have not investigated here. While the
latter is particular to the Hubbard model, the current-
controlled mechanism for the non-thermal suppression
of CDW works even against a stabilizing CDW field,
which hints that it is also active in a wider range of
models where CDW is the more stable phase in equilib-
rium. This question should be investigated in more real-
istic models for the materials mentioned in the introduc-
tion, including, for example, phonon-mediated interac-
tions instead of the static attractive Hubbard U [37], and
possibly using more sophisticated impurity solvers [38].
Further studies should also address whether the current-
controlled mechanism can be applied to manipulate more
general phases involving intertwined charge, orbital, and
spin orders [13, 39, 40]. Also it is intriguing to study
the intermediate to strong coupling regime, where a bad
superconducting phase characterized by a decreased or-
der parameter and incoherent states can emerge under
5finite current [41]. In general, the competition of a ‘bad’
SC phase, in particular with dissipative currents, and the
CDW phase in the current-driven regime may give rise to
novel physics beyond the scope of the current work. To
seriously study this possibility, one needs to treat the two
phases on equal footing, for example, in a finite-size sys-
tem with coexisting CDW/SC phases. Finally, it will be
interesting to investigate the possible switching in real-
time by simulating the non-equilibrium dynamics on the
time scale of thermalization [26].
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