Abstract-This paper deals with reachability under unknown disturbances and incomplete information on the state space variables. The unknown disturbances are described by a special type of vector-valued stochastic Brownian input noise which depends on the values of vector-valued control. The control may be either unbounded or bounded by hard bounds. The reachabilty sets introduced here are deterministic. They consist of all points whose mean-square deviations from a tube of given controlled trajectories are small. The "reach" sets are presented in terms of level sets to solutions of appropriate types of Hamilton-Jacobi-Bellman equation, which depend on the presence or absence of additional hard bounds on the controls. These allow explicit representation of the reach sets when the controls are unbounded and are presented in terms of solutions to some dual optimization problems when the controls are bounded. Accordingly, the reach sets are either ellipsoids or convex compact sets of more complicated structure. The last fact introduces significant changes with transition from scalar to vector-valued control-dependent noise. Finally the notions of reachability and control under incomplete feedback arae introduced.
I. INTRODUCTION
This paper deals with the problem of reachability -one of the central topics of modern control theory. Its motivation comes from problems in control design, verification of algorithms and other problems in automation, navigation and related areas. Of recent interest are problems of reachability under disturbances and resets. In the case of unknown but bounded disturbances the problem was treated in [1] , [2] , while reachability for hybrid systems was dealt with in [2] , [3] .
The present report deals with the problem of reachability under stochastic disturbances. Considered is a continuoustime linear system subjected, which in contrast with previous investigations, is subjected to perturbations generated by vector-valued Brownian noise with parameters dependent on the values of the vector-valued control (see [4] ). Two cases are considered, namely, those, when the controls are unbounded and those when they are bounded by hard bounds.
The reachability sets introduced here are deterministic. They are presented in terms of level sets to solutions of certain types of the Hamilton-Jacobi-Bellman (HJB) equation. The respective value functions allow explicit expressions in the domains the controls are unbounded and are presented in terms of solutions to some dual optimization problems when the controls are bounded. Finally the notion of reachability under incomplete feedback and stochastic noise is introduced.
Other settings of the problem of stochastic reachability are considered in [5] , [6] .
II. THE SYSTEM AND THE REACHABILITY PROBLEM
Given is a continuous-time stochastic control system [7] -
with state vector x ∈ IR n , control u ∈ IR m , continuous matrix
A(t), B(t) and R(t).
where the elements of matrix I k , k = 1, . . . , m, are all zeros, except one, namely, i k,k = 1.
Here dω ∈ IR m stands for the normalized vector-valued Brownian motion [12] , with pairwise independent components, so that
An important problem is to describe the reachability set (reach set) for system (1) (see [5] for other approaches).
Definiton 1: (1) at time ϑ, from position {τ, x τ }, is the set of all points z ∈ IR n for which the inequality
, is the trajectory of system (1), emanating from position {τ, x τ } and U [τ, ϑ] is the class of admissible feedback controls u = u(t, x, z), for the reachability problem (we shall consider two types of such classes).
, where γ 2 0 will be indicated below. The problem to be studied is to calculate the set Z γ [ϑ] for the following types of controlled systems:
The main problem is thus to find the value function
We shall reduce this problem to an optimization procedure, starting with case (a).
III. REACHABILITY UNDER UNBOUNDED CONTROLS
Consider case (a) (vector u ∈ IR m ).
Problem (a): Find value function
.
Lipschitz in x and such that allow extension of solutions
Taking t = τ + σ, and applying this principle along the standard lines of Dynamic Programming Theory [9] we obtain (assuming differentiability of V (a) (τ, x τ , z), which is later proved to be true) the following sufficient condition for optimality.
under boundary condition
and equation (2) is actually a backward HJB equation
Here
where u * is the minimizer in (4). Function V (a) (t, x, z) may be found in explicit form, namely, as
where matrix P (a) (t) = (P (a) (t)) > 0 and vector q (a) (t) with scalar function κ (a) (t) are continuous. Then u
where now (4) and equating terms with multipliers
. . , n and also the free terms, we come to the next system of equations:
with boundary conditions
which follow from (3).
Nevertheless, system (7)- (10) is solvable, consisting of a linear equation in vector q (a) (t), an integral equality for κ (a) (t) and a well-posed matrix equation (7) in P (a) (t). The proof follows the lines of [11] wherein it is shown that equation (7) with initial condition (10) has a unique solution, extendable throughout the whole interval. This fact indicates that V (a) (t, x, z) is differentiable. As follows from Definition 1, the desired reach set
γ [ϑ] may now be described within the next statement.
Theorem 2: The following representation is true
Note that q (a) (t) and κ (a) (t) may be represented as
where
One may further observe, after some calculations, that function V (a) (τ, x τ , z) may be represented in following form
Therefore, the following theorem is true. 
with center
IV. REACHABILITY UNDER HARD BOUNDS ON THE CONTROLS
Let G(t, ϑ)x be the fundamental transition matrix of the homogeneous part of system (1) . Applying the transformation z = G −1 (t, ϑ)x to equation (1) and retaining the original notations we come to
Consider first the system (11) with J(u) = I. Then the term R(t)dω will be independent of u, but with control u ∈ IR m restricted by additional hard bound:
In other words u belongs to an ellipsoid E(0, Q(t)) with center zero and continuous shape matrix Q(t):
Problem (b): Find value function
are set-valued controls with convex compact values, upper semicontinuous in {t, x}. With noise independent of u this problem is immediately reduced to the next one, which is deterministic:
Direct calculation through methods of convex analysis [16] gives V
where X [ϑ] is the reachability set of system (11)- (12) at time ϑ, from position {τ,
where tr(A) is the trace of matrix A. Lemma 1: The reachability set
. Now consider system (11) with term R(t)J(u)dω taken as in previous section, but with control u ∈ IR m restricted by (12) . A standard transformation allows us to assume Q(t) ≡ I.
Here the solution follows the lines of Section 3, and is solved within the class of functions
where int E(0, I) is the interior of set E(0, I).
This property holds within the domain
. Here we will now solve Problem (b) for equation (11)- (12), with ω = 0.
Similarly to the previous section, we come to the HJB equation with hard bound on u:
d is the diagonal matrix consisting of the diagonal elements of
xx R(t). After the minimization, we come to the equation
Thus, having in mind equation (11) , in the domain
we have
with related control u (a) * (t, x, z) = u (b) (t, x, z) being as indicated in (6) . (Recall that variable z is present in the boundary condition for
} consists of all points where the minimum over u in (14) is achieved through a problem of constrained optimization, which may be solved through modified Lagrangian techniques (KuhnTucker theorem)
This gives
x ) B(t)(K Here K (t, x, z) ) ≤ 1.
is diagonal, the matrix (K 
