Abstract
Introduction
Many classical image processing techniques proceed by analyzing at each element of the image (pixel, voxel) the values of its neighbors. Considering the particular case of binary images, a number of techniques for image processing have been developed in the domains of mathematical morphology [23] , digital topology [12] , or for other specific tasks such as image edge linking [lo, 201. Each of these techniques relies on at least one function which, for a given pixel, analyzes the values of its neighbors. This function has to be evaluated many times during the process. In fact, a large fraction of the computational effort is devoted to evaluating this function, and the implementation of the function itself has a tremendous effect on the efficicency of the whole process. Several solutions have been proposed for efficient implementations so far. First, it is sometimes possible to decompose the original function into more elementary functions, which can be evaluated very efficiently. For instance, in mathematical morphology, a 3 x 3~3 structuring element is separable. When this is not possible, a very classical approach consists of building a lookup-table for the whole state space [ 141. This approach yields code which evaluates in constant time: all the input variables are examined once in order to compute the address of the entry in the lookup-table. If N pixels are examined, the number of entries of the lookup table is 2 N . This quickly becomes a very large number as N increases. Large lookup tables are undesirable, for reasons of efficiency of memory access or insufficient memory in the host computer.
When lookup-tables are infeasible due to lack of space, efficient implementations can still be obtained by using appropriate algorithmic tools. For instance, in digital topology, graph theory cart be applied to efficient'y count the connected components in a small neighborhood [ 171. Sometimes, a trade-off is chosen between space and time complexity, Algorithmic considerations are used to reduce the problem into smaller sub-problems, for instance by taking into account the symmetries of the problem. The subproblems are then solved using lookup-tables or quadtrees [16, 14, 22, 111. We propose another approach to the problem, which relies on the use of Binary Decision Diagrams (BDD's), as a convenient representation for boolean functions of boolean variables. First, we compute the BDD which represents the boolean function to be evaluated. We then compile the BDD into efficient C code. The generated code has the following interesting properties: first, contrary to all the techniques mentioned above, the code generated using BDD's is guaranteed to examine only the pixels whose value affect the result. Second, for each examined pixel value, it only performs one test, one branching, and sometimes one binary operation on a register.
In section 2, we give a brief description of BDD's (a detailed description and review can be found in [7] ). Section 3 shows how we use them to generate efficient code for the computation of functions of boolean variables. In section 4 we show the results obtained when applying this method to the computation of simple points in 2D and 3D, and to thinning in 3D. We finally give some conclusions in section 5.
Binary Decision Diagrams
Binary Decision Diagrams are a very compact and efficient representation for symbolic manipulation of boolean functions. Up to now, they have been mostly used in digitalsystem design and finite-state system analysis [7] . Their concept was introduced by Lee [15] and Akers [I] . A BDD represents a boolean function f ( a 1 , .., 2 , ) as a directed acyclic graph, each node of which corresponds to a test of a boolean variable z;. Bryant showed [7] that by imposing a fixed order on the variables and by sharing identical sub-graphs, it was possible to reduce drastically the size of the structure. The obtained representation, called a Reduced Ordered Binary Decision Diagrams (ROBDD), is canonical. In other words, if variable ordering is fixed and reduction rules are applied, two equivalent boolean functions are guaranteed to have the same BDD. In figure 2 we show the ROBDD for the function of figure 1.
To compact the ROBDD further, the concept of complement edges was introduced [ 5 ] . A type (say, positive or negative) is assigned to each edge. The fact that an edge is negative indicates that the boolean value computed by the pointed sub-graph has to be complemented when evaluating the function. This representation allows a formula and its negation to share the same graph. It is also canonical.
From now on, by BDD we will mean "Reduced Ordered BDD with complement edges".
From the practical standpoint, there exist a number of Figure 2 . The ROBDD representation of f ( z l , z z ) = z1 + a2 for the ordering z1 < x2.
It contains only 2 non-terminal nodes.
packages for BDD manipulation. For the experiments described in the remainder of this article, we used the package described in [6] .
Generating fast code for a discrete function
In this section we will show how we can automatically produce an efficient implementation of a given discrete function, either specified by a formal description in terms of boolean operations, or induced from an implementation which may be inefficient. We first describe how we compute a BDD representing the function. Then, we show how this BDD can be translated into efficient C-code, based on methods used in digital system design [9, 81. We first consider the case of a boolean function. Then, we consider the more general case of a discrete function (i.e., one which may take a discrete set of values).
Computing the BDD corresponding to a boolean function
Let us consider a boolean function f depending on the nvector of boolean variables x = (51, .., z, ). One instance of such a function, for example, would tell if a pixel of a twodimensional image can be removed in a thinning operation, based on the values of its 8 neighbors.
Formal derivation
Many functions used in mathematical morphology have a direct expression in terms of boolean operations over pixel values [23] . For instance, in the case of erosion, a pixel with value 1 has to be set to 0 if and only if at least one of its neighbors (for a given structuring element) is 0. So, the function for updating the pixel value is as follows:
where z i are boolean variables representing the pixel values around the pixel of interest, in the domain defined by the structuring element.
In such cases, the BDD of the boolean function can be easily computed formally, by converting in a straightforward manner boolean operations into BDD manipulations.
Brute-force method
In a second case, we assume that no simple boolean description of the function is known, but we have access to one implementation o f f . This is the case, for instance, for the simplicity test in 3D digital topology. Another example is a function for which we have access to object code but not to source code, or a function which uses a lookup- Based on this property, we can compute the BDD off incrementally, by scanning the whole range of x, i.e., (0, l}".
For each assignment s of the variables, we compute the output value of the function (0 or 1) using the available implementation. If the function evaluates to 1, we update the BDD o f f using equation (1).
Compiling the BDD into C-code
Let us first assume that there are no complement edges in the BDD. Then, each non-terminal node of the BDD can be con- where x is the boolean variable tested in the node, and L , L L , L, are respectively labels assigned to the node and its left and right sons. The terminal nodes are assigned labels L-T and L-F.
we can generate the following line of C-code:
The code corresponding to the terminal nodes is added (see example below). All the lines are grouped into a procedure which takes as input an array of boolean variables, and returns a boolean value. The code corresponding to the root node of the BDD has to be executed first in the procedure. For instance, the BDD represented in figure 2 could be translated into the following function:
In the case of a diagram with complement edges, the resulting code has to keep track during the descent of the diagram of the traversed negative branches. For this purpose, we add a binary register R whose initial value is false, and whose status is flipped each time a negative edge is traversed. When reaching a node, the value of this register is true if and only if the returned value has to be negated. Thus, for positive edges, the generated lines of code are identical as above. In the case of a negative edge, a R = ! R ; instruction has to be executed before moving to the next test.
Finding an efficient translation strategy is highly dependent on the optimization criterion (size of the code, computational time, etc) and on the machine on which the code is to be run. In [9] , a method for finely adapting the generated code to different machine architectures is presented. Using such refinements could probably allow us to produce code adapted to a given machine or architecture, and, in turn, more efficient. In the experiments presented in the remainder of the paper, we focus on one particular criterion: we try to minimize the number of accesses to image data. This is indeed one of the most penalizing operations for most architectures where a small piece of code manipulates a large amount of data.
The case of a discrete function
It is also possible to use BDD's to produce efficient C-code for discrete -not only boolean -function evaluation. Please see [21] for more details.
Applications to binary image processing
We applied the code generation techniques presented above to several image processing problems. We present here some results obtained with the detection of simple points in 2D and 3D, and the problem of thinning without shrinking in 3D. In each case we estimate the complexity of the generated code, in terms of the average number of tests on image values. Let us first recall some basic definitions from 2D and 3D digital topology [ 121.
Basic definitions of digital topology
A 2D (respectively 3D) digital image C is a subset of Z2 (resp. Z3). We denote by N,(z) the n-neighborhood of z E C [12], and N:(z) = N,(z) \ (x}. Usually, n E {4,8} for 2D images, and n E (6,18,26} for 3D images. Two points z and y are said to be n-adjacent if y E N:(z). We call the points of N:(z) the 6-neighbors of z.
A binary image C is defined by a binary partition of C into X and 51 such that X n x = 0 and X U x = C. We call X the object and x the background.
To preserve topological consistency, we have to consider different connectivities for the object and the background [12] . We respectively denote them by n and E. We consider here that (n,;Li) = (8,4) in 2D and ( n , E ) = (26, 6) or (6,26) in 3D.
Simple point
A simple point is a point whose removal does not change the topology of the binary image. 
X in N & ( s ) .
In the remainder of this section, we first present the results obtained in the simple case of detecting 2D simple points. The interest in this case is more to demonstrate the code generation process on a well-known, simple example. Then, we present the results obtained on the detection of 3D simple points, and the problem of thinning in 3D.
Simple points in 2D
Indexed from 0 to 7, the neighbors of a pixel are considered in the following order: NW, N, NE, W, E, SW, S, SE (i.e. from left to right, lines being considered from top to bottom). Figure 3 represents the initial -small, but not efficient -procedure used for BDD generation (figure 4). The automatically-generated C--ode is displayed in figure 5 . It has a minimal size over all the potential variable orderings. Indeed, by computing all the 8! BDD's corresponding to all variable permutations, we checked that the variable order obtained by applying the sifting minimization algorithm actually corresponds to a global minimum for the number of nodes. Note that this exhaustive search was possible only because of the small number of variables.
In table 1, we compare the numbers of tests performed by the initial function and by the generated code. Both procedures were run on the 2' potential configurations of the input values. The table displays, for each number of tests, the corresponding number of configurations. 
4.4
In [3] , a boolean characterization of 3D simple points is given, which uses 4 boolean conditions based on local topological numbers. . 3) with the generated code  (fig. 5 ).
Detecting simple points in 3D
min. average max. Computation took several hours on a Sun Sparc 20. As a result, we obtained a BDD with 1007 nodes. Using the sifting minimization algorithm, we reduced its size to 503 nodes, and compiled it into C-code. We then compared the generated code to the initial one in terms of computational time, by evaluating the function over all the potential variable (az6) assignements.
A first comparison between the straightforward implementation of the boolean characterization and the generated code is given in table 2. It gives the minimum, average and maximum numbers of tests for both procedures. Histograms of the numbers of tests are given in figure 6. Tabie 3 bhows the avcrage time required for one function evaluation on several architectures. In particular, comparison with the computing times given in [ 113 shows that our method produces code at least twice as fast as their fastest version. The produced function is also very compact (The size of the object code is 7816 bytes, i.e., 6 times smaller than the most compact version of [ 11 ] and 13 times smaller than their fastest version). Table 2 . Comparison of the generated code with the boolean characterization of [3] for the 3D simplicity test over the 226 potential neighborhoods. 
Thinning in 3D
Thinning a binary image consists of deleting simple points which are not end points. In general, from the implemen- Table 3 . Average time for one function evaluation (see text). tation standpoint, the two tests are performed sequentially. For instance, the deletion condition described in [2] relies on the boolean characterization described in [3] and an extra condition which tells if the simple point is an end point.
This new constraint increases the number of tests (compare tables 2 and 4, and left histograms of figure 6 and figure 7 ).
It turns out that the corresponding BDD is much smaller than the one computed in the previoils section (only 272 nodes), which in turn decreases the number of tests performed by the generated code. This last result is illustrated by table 4: the minimum, average and maximum numbers of tests to decide whether a point can be deleted are significantly smaller than for simple point detection.
I #tests =-average I max. 1 Table 4 . Comparison of the generated code with the deletion conditions [2] over the 2zti possible neighborhoods. We did the same comparison with other algorithms and also obtained significant improvements [21] .
Conclusion and future work
We described an approach inspired from digital system design, for automatically generating efficient code for regionbased binary image processing. It applies to any binary image processing algorithm which evaluates a discrete function over small regions of the image (e.g., discrete morphological and topological operations). Given a description of the function in terms of either boolean formulae or a compiled module, it automatically produces a program which implements the function. The generated C source code is portable, compact, and very efficient: at each stage, the program is guaranteed to examine only the pertinent input data, i.e., the values which affect the result. For each such value, it performs at most one test, one branching and one binary register operation.
We applied our method to several binary image processing tasks, and produced functions more efficient than the previously optimized implementations, reducing the execution time by a factor of up to 20.
There remain a number of directions still to be explored.
First, there exist many other image processing applications in which the technique described in this paper can be directly applied (edges tracking, classification of corners and junctions, etc). Second, more efficiency can be reached by studying more carefully the distribution of the incoming data (depending on the type of images or or the algorithm) and taking it into consideration when optimizing the BDD. Third, a better knowledge of the various existing structures used in digital design would probably help us address other image processing tasks, or deal with other kinds of images (grey-level, floating-point).
We are convinced that there remains a lot to gain in bringing the power of structures such as BDD's to the domains of computer vision and image analysis.
