We prove that for a broad class of spaces X f ?1 between the spaces of probability measures P(X) and P(Y ). Connections with the Skorohod representation theorem and its generalizations are discussed.
f : P(X) ! P(Y ), 7 ! f ?1 , between the spaces of probability measures equipped with the weak topology. According to 4], the same is true for Polish spaces. We extend the above result to a broad class of spaces that includes Souslin spaces as well as compact spaces. The second topic in this work is a discussion of connections between the aforementioned result and the Skorohod representation theorem for the weak convergence of measures together with its generalizations. Let us recall that A. V. Skorohod 32] proved that, for any sequence of probability measures n on a complete separable metric space X weakly convergent to a measure 0 , one can nd Borel mappings n , n = 0; 1; : : : ; from 0; 1] to X such that n ! 0 almost everywhere and the image of Lebesgue measure under the 1 mapping n coincides with n for all n = 0; 1 : : : . D. Blackwell and L. Dubins 7] proved that the whole space P(X) of probability measures on X can be parameterized by mappings from 0; 1] to X with the preservation of the aforementioned correspondence, i.e., with every Borel probability measure on X, one can associate a Borel mapping : 0; 1] ! X such that is the image of Lebesgue measure under , and n ! almost everywhere if n ! weakly. Later the same was proved by X. Fernique 18] . In the case where X = IR n , N. V. Krylov 22] has recently shown that the mappings can be taken almost everywhere di erentiable. We give below a short derivation of the Blackwell{Dubins extension of the Skorohod theorem from Michael's selection theorem and the open mapping theorem for probability measures. On the other hand, we show how in the metric case, the Skorohod representation theorem can be used for proving that open mappings induce open mappings of probability measures. We also discuss the existence of continuous right inverse for the induced mappings between the spaces of probability measures.
Notation and terminology
All topological spaces considered below are assumed to be Hausdor . The spaces that are homeomorphic to complete separable metric spaces are called Polish.
Continuous images of Polish spaces are called Souslin spaces (or Souslin sets).
We denote by B(X) the Borel -eld of a topological space X, i.e., the -eld generated by all open sets. The Baire -eld B 0 (X) is generated by all sets of the form ff > 0g, where f is a continuous function on X. The set of all Borel (possibly, signed) measures on a topological space X is denoted by M(X); the symbol M 0 (X) stands for the space of all Baire measures on X. We denote by P(X) the set of all probability Borel measures on X; P 0 (X) is the set of all Baire probability measures on X. The subset of P(X) formed by all Radon (i.e., inner compactly regular) measures is denoted by P r (X). The weak topology on M(X) and M 0 (X) is the topology generated by the family of seminorms of the form 7 ! R ' d , where ' is a bounded continuous function on X. Thus, a sequence of measures n on X converges weakly to a measure if R ' d n ! R ' d for each bounded continuous function ' on X (about the weak topology, see 6] or 34]). The restrictions of the weak topology to P(X), P 0 (X), and P r (X) are called the weak topologies on the corresponding classes. The weak topology is Hausdor on M 0 (X). In the case where B(X) = Ba(X) (which is always the case for completely regular Souslin spaces and for metric spaces), the weak topology on P(X) can be de ned by means of the base generated by all sets of the form U( ; V; ") = n 2 P(X): (V ) > (V ) ? " o ; (1.1) where V X is an open set and " > 0. The base of the weak topology on P 0 (X) is generated by the sets of the form (1.1) with co-zero sets V , i.e., V = ff > 0g, where f is a continuous function on X (see 8] , 33]). For every completely regular space X, the weak topology on P r (X) is Hausdor , and the sets of the form (1.1) generate its base.
For any probability measure on X, the symbol B(X) stands for the Lebesgue completion of B(X) with respect to . The sets belonging to B(X) are called - such that V U, (@V ) = 0, and (U n V ) < ". The same is true for every Borel probability measure if X is a perfectly normal space. Finally, the assertion is true for every Baire measure on an arbitrary space if U is a co-zero set.
Proof. The exists a compact set K U with (UnK) < ". By using that X is completely regular, one can nd a continuous function on X such that fj K = 1 and f = 0 outside U. Then there exists c 2 (0; 1) such that the set ff = cg has -measure zero. Now we can take V = ff > cg, since @V ff = cg. In the case where the set U has the form ff > 0g for some continuous function f, a similar reasoning applies with c su ciently small.
In particular, the assertion of Lemma 2.1 is true for every Borel measure on a universally measurable subspace of a completely regular Souslin space. Proof. It su ces to recall that P(X) = P r (X) and P(Y ) = P r (Y ) for completely regular Souslin spaces and that every continuous mapping between Souslin spaces is locally conservative in the sense of Theorem 2.3. is linear and the space P r (X) is convex, metrizable, and complete in the locally convex space M r (X) with the weak topology, then the existence of a continuous right inverse follows by Michael's Theorem 1.1. In our situation, we apply a special case of this theorem that yields the existence of a continuous single-valued selection of a lower semicontinuous multi-valued mapping from a complete metric space S 1 to closed convex subsets of a metrizable closed convex set S 2 in a locally convex space. I k . One gets a sequence of decreasing partitions ? n of the space T into disjoint sets, the maximal of the diameters of which tends to zero as n is growing.
The mapping is constructed as the limit of the mappings n . For constructing n , we divide consecutively the Cantor set into disjoint subsets as indicated below. The mapping 0 takes the whole C to some xed point of the space T. Suppose that the construction is carried out till the n-th step inclusive. At the n-th step T is partitioned into disjoint subsets of the n-th rank T n i 1 ;i 2 ;:::;in ; 1 i k 2 n?k+1 , the Cantor set is partitioned into 2 P 1 k n n?k+1 equal disjoint parts C n i 1 ;i 2 ;:::;in ; 1 i k 2 n?k+1 . The mapping n takes all of C n i 1 ;i 2 ;::: ;in to an arbitrary point x n i 1 ;i 2 ;:::;in 2 T n i 1 ;i 2 ;:::;in . Then each of T n i 1 ;i 2 ;:::;in is subdivided into 2 n+1 disjoint \cylinders" of the (n + 1)-th rank. Let a = infft 2 C n i 1 ;i 2 ;:::;in g, b = supft 2 C n i 1 ;i 2 ;:::;in g. We partition C n i 1 ;i 2 ;::: ;in into disjoint sets C n i 1 ;i 2 ;:::;in \ +(b?a) j?1 2 n+1 ; a+(b?a) j 2 n+1 ], 1 j 2 n+1 . The collections of 2 n+1 sets obtained in this way are put in a one-to-one correspondence, the index of every \cylinder" of subdivision is given to the corresponding part of the Cantor set. This operation is carried out for all indices fn; i 1 ; i 2 ; : : : ; i n g. The mapping n+1 is determined by the conditions: n+1 is constant on C n+1 i 1 ;i 2 ;:::;i n+1 and takes its value in T n+1 i 1 ;i 2 ;:::;i n+1 . All mappings n are continuous, and the sequence n is fundamental in the uniform metric. Thus, we get in the limit a continuous surjective mapping . It is readily seen that the limit does not depend on a choice of the points x n i 1 ;i 2 ;::: ;in .
Let us x a probability measure on T. It has the natural preimage with respect to the mapping , which we call the preimage of with respect to and which is de ned as follows. For an arbitrary n and an arbitrary set of indices i 1 ; i 2 ; : : : ; i n , let us put (n) = X i 1 ;i 2 ;:::;in (T n i 1 ;i 2 ;:::;in ) t n i 1 ;i 2 ;::: ;in ; (2.2) where t is Dirac's measure at the point t and t n i 1 ;i 2 ;:::;in = infft : t 2 C n i 1 ;i 2 ;:::;in g.
We observe that for the weak convergence of a sequence of probability measures on the Cantor set, it is necessary and su cient that there exist the limits of the values of these measures at every set C n i 1 ;i 2 ;:::;in . The necessity follows from the fact that the boundaries of those sets are empty. The su ciency follows from the easily veri ed fact that the sequence of the integrals of every continuous function against these measures is fundamental, which implies the existence of the weak limit. This observation yields the existence of the weak limit of the sequence (n) , since whenever m n we have (m) (C n i 1 ;i 2 ;:::;in ) = (n) (C n i 1 ;i 2 ;:::;in ). For establishing the equality = ?1 , it su ces to prove that the sequence of measures n ?1 converges weakly to . This follows by the uniform continuity of every continuous function f on T and the equalities Let x be the homeomorphisms of T de ned as follows. Let ' x be the rotation of the circle by an angle of 2 x. We de ne x on the space T by x (t 1 ; t 2 ; : : : ; t n ; : : : ) = ? ' x (t 1 ); ' x (t 2 ); : : : ; ' x (t n ); : : : :
We assume that the domain of the parameter x is the set C. For a xed measure , we denote by x the natural preimage of the measure ( x ) ?1 with respect to . Let us consider the mapping (x; t): ; C 2 7 ! T; (x; t) = ( x ) ?1 (t):
We shall show that the measure on C 2 de ned by the equality
where C is some probability Borel measure on C and B x is the section of the set B at the point x, is well-de ned. (n) B . Therefore, the measure is wellde ned.
Now for a measure C we take any probability measure without points of positive measure. The mapping (x; t) transforms to . This follows from the relations 
Skorohod's parameterization of the weak convergence
In this section, we prove the following theorem and consider its applications. Althought, this theorem can be obtained directly from the result in 7] (or in 18]), where it is formulated for complete separable metric spaces, we give a di erent and a shorter proof, which employs, however, the above results.
Theorem 3.1. Let X be a universally measurable set in a Polish space. Then to every probability measure on X, one can associate a Borel mapping : 0; 1] ! X such that is the image of Lebesgue measure under the mapping , and lim n!1 n (t) = (t) for almost all t, provided the measures n converge weakly to the measure . We shall say that a topological space X has the strong Skorohod representation property if the assertion of Theorem 3.1 is valid for this space. Proof. Let We recall that in nontrivial cases the almost everywhere convergence cannot be topologized, i.e., one cannot de ne a topology, in which the convergent sequences are precisely the sequences convergent almost everywhere. For the absence of a topologization, it su ces to have a sequence that converges in measure but converges at no point. Indeed, by the Riesz theorem, every subsequence in this sequence has a subsequence convergent almost everywhere to one and the same limit, which, in the presence of a topology, would imply the convergence of the whole sequence. Proof. We may assume that S is completely ordered. Each Radon measure on S is concentrated on some countable set f! i g. We Proof. Let be a Radon probability measure on B( ). We denote by P n : B( ) ! X n the projection to the n-th factor. By Lemma 3.8, we obtain a parameterization = P ?1 1 : 0; 1] ! X 1 for the projection to the rst factor. Since P ?1 1 is Radon, the relation P ?1 that the measures n i 1 converge weakly to i 1 .
We observe that every space B i 1 is homeomorphic to B( ). Let us apply the same procedure to each B i 1 , projecting it to X 2 . For every measure i 1 , we consider its projection i 1 P ?1 2 to X 2 . Let us denote by i 1 the Skorohod representation for i 1 Comparing (3.5) and (3.6), we arrive at the desired equality P ? ( ) ?1 (B) = (B). The family of mappings is the strong Skorohod representation. This is readily seen from the above mentioned properties of the mappings i 1 ;:::;in . Clearly, we could take the unit interval with Lebesgue measure for a probability space. 
Additional Remarks
Recall that a topological space X is called a Prohorov space if every compact in the weak topology set M of probability measures on X is uniformly tight, i.e., for each " > 0, there exists a compact set K " X such that (XnK " ) < " for all 2 M. If every weakly convergent sequence of probability measures on X is uniformly tight, then X is called sequentially Prohorov (see 8] concerning the various versions of the Prohorov property). According to Prohorov's theorem 27], every complete separable metric space has the Prohorov property. Note that the Skorohod theorem implies that such a space X is sequentially Prohorov. Indeed, if mappings n : 0; 1] ! X converge almost everywhere to a mapping , then by the theorems of Egorov and Lusin, for every " > 0, there exists a compact set K " 0; 1] such that all mappings n are continuous on K " and converge uniformly. The uniform tightness of the measures ?1 n is readily seen from this. On the other hand, not every Borel subset of the interval has the Prohorov property. For example, as shown by D. Preiss 26] , the space of rational numbers in the interval with its natural topology is not Prohorov. Thus, for universally measurable subsets of complete separable metric spaces, the strong Skorohod representation property is weaker than the Prohorov property, although the latter can be deduced from it for complete spaces. If X is a nonmetrizable Lusin space (i.e., a continuous one-to-one image of a Polish space), then it may fail to have the strong Skorohod representation property. As an example we mention the space l 2 with the weak topology. In this example, however, the space is not sequentially Prohorov (see the work 17], whose reasoning shows also the absence of the strong Skorohod representation property, and 20]); a Prohorov space with the same property is constructed in Example 4.1 below.
The de nition of the strong Skorohod representation property can be extended by replacing the interval with Lebesgue measure by the class of all probability spaces (then such a property can be called the strong Skorohod representation property in the wide sense). This extension is reasonable for those topological spaces, on which not every probability measure is an image of Lebesgue measure. By analogy with the sequential Prohorov property and in the spirit of the original Skorohod theorem one can consider the sequential Skorohod representation property, i.e., a possibility to parameterize by mappings weakly convergent sequences of probability measures. For example, it was shown in 13] that every non complete separable metric space X possesses the sequential Skorohod representation property in the wide sense, (see 20] for additional related references). An intermediate property: a parameterization of weakly compact families of measures. Finally, the last two properties can be considered only for uniformly tight families of measures. It would be interesting to investigate nontrivial connections between the aforementioned properties. Some results in this direction have been recently obtained in 20] . In addition, it is of interest to consider non metrizable spaces with the strong Skorohod representation property and operations on them (for example, products, projective and inductive limits, etc.). It has been proved in 20] that if a Hausdor space X admits a continuous injection to IR 1 , then, for every uniformly tight sequence of Radon probability measures n on X, one can nd Borel mappings n : 0; 1] ! X with the distributions n such that there is a subsequence n i : 0; 1] ! X that converge almost everywhere (i.e., one has the Skorohod representation for subsequences). We shall give an example showing that even for Prohorov spaces, this may fail for the the measure m ? m is nonnegative, the measures m are concentrated on IR N and converge weakly on IR N . However, as one can easily see, the limit of such measures can be only zero, which contradicts the fact that P(A N ) > 0. Indeed, the space IR N can be partitioned into sets A 1 ; : : : ; A k ; A such that A 1 ; : : : ; A k are open and disjoint, A is the complement of their union, (A) = 0, and for every A i , there exists in nitely many values m l such that m l (A i ) = 0. Now it remains to note that m i cannot be bigger than .
We shall say that a topological space X has the weak Skorohod representation property if, for every Radon probability measure on X, there exists a -measurable mapping : ! X on a probability space ( ; P) such that the law of is , and for every uniformly tight sequence of Radon probability measures n on X, there is a subsequence in f n g that converges almost surely. ? ?1 on the space IR 1 Y , where is a Radon probability measure on X. Clearly, in this case, one can take the unit interval with Lebesgue measure for a probability space ( ; P). We shall show that the mapping 7 ! := F ?1 is the desired representation on X. Since is concentrated on a countable union of compact sets in X, the set F(X) is F ?1 -measurable, and the mapping F ?1 on F(X) ismeasurable (in fact, the compact sets in X are metrizable due to our hypothesis, hence Radon measures on X are concentrated on Souslin sets). 7) . By the properties of , we obtain that if f n g is a uniformly tight sequence of Radon probability measures on X, then the sequence f n ? ?1 g is uniformly tight as well. Hence there exists a a subsequence ( n i ; F ?1 ? n i ) that converges almost surely in IR 1 Y . Then, for almost all !, the sequence F ?1 ( n i )(!) is convergent, hence, by the properties of , the sequence F ?1 ( n i ) belongs to some compact set K(!) in the space X. By its convergence in IR 1 , it converges also in X, since the topologies of X and IR 1 coincide on K(!).
(ii) Let 7 ! be a parameterization of Radon probability measures on X as required in the de nition of the weak Skorohod representation property. It follows from our assumption on f (see, e.g., 8, Theorem 6.1.8]) that for every Radon probability measure on Y , there exists a Radon probability measure on X such that f ?1 = . Set = f . If a sequence of Radon probability measures n on Y is uniformly tight, then the sequence n is uniformly tight as well. It follows that f n g has a subsequence that converges almost surely.
Let us consider examples of spaces with the weak Skorohod representation property. More examples can be produced by using the fact that every universally measurable subset of a space with weak Skorohod representation property has this property as well. Note that the space of tempered distributions S 0 has a foundamental sequence of compact sets; the same is true for all separable re exive Banach spaces with the weak topology, and the duals to separable Banach spaces with the weak-topology. Example 4.4. Let a locally convex space X be the strict inductive limit of an increasing sequence of its closed metrizable Souslin linear subspaces X j . Then X has the weak Skorohod property. The same is true for any countable product of the above inductive limits.
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Proof. It is known (see, e.g., 8, Example 8.1.14]) that if a sequence of probability measures n on X converges weakly to a measure , then, for every ", there exists a number j such that n (X j ) > 1 ? " for all n. Let % be a family of seminorms de ning the topology in X. Since X j is metrizable, there exists a countable family of seminorms % j m , m = 1; 2; : : : , whose restrictions on X j generate the topology of X j . Let us consider a new topology on X by means of the seminorms % j m , j = 1; 2; : : : , m = 1; 2; : : : . This is a locally convex metrizable topology. Let F : X ! (X; ) be the identity mapping and let (x) = fmin j : x 2 X j g. Applying the same reasoning as in Lemma 4.2 (which is not applicable directly) and taking into account that coincides with the initial topology on every X j , we obtain the desired assertion. The second claim is analogous. For example, let n on 0; 1] be de ned by n (f0g) = 1=n, n (f1g) = 1 ? 1=n. This sequence converges weakly (even in the variation norm) to Dirac's measure at 1, but the distances with respect to d 0 between any mappings from D( 0; 1]) that induce these measures equal 1.
