A series of carefully designed experiments on DIII-D have taken advantage of a broad set of turbulence and profile diagnostics to rigorously test gyrokinetic turbulence simulations. In this paper the goals, tools and experiments performed in these validation studies are reviewed and specific examples presented. It is found that predictions of transport and fluctuation levels in the mid-core region (0.4 < ρ < 0.75) are in better agreement with experiment than those in the outer region (ρ � 0.75) where edge coupling effects may become increasingly important and multiscale simulations may also be necessary. Validation studies such as these are crucial in developing confidence in a first-principles based predictive capability for ITER.
Introduction
First-principles predictive simulation of plasma confinement and performance is one of the over-arching goals of fusion research today [1, 2] . Numerous experiments, measurements and simulation codes from across the world are focused on this goal (see [3] [4] [5] [6] [7] [8] [9] [10] for recent work). On the DIII-D tokamak a series of carefully designed experiments have taken advantage of a broad set of turbulence and profile diagnostics to address this 'grand challenge'. In this paper the goals, tools and experiments performed in these validation studies are reviewed and specific examples presented. Although still in the early days, this effort has found that modelling predictions of L-mode transport and fluctuation levels in the mid-core region (0.4 < ρ < 0.75) are often in better agreement with experiment than those in the outer region (ρ � 0.75). Here ρ is the radial coordinate defined as the normalized square root of the toroidal magnetic flux. One possible explanation of this discrepancy towards the edge (i.e. the underprediction of turbulence and transport levels) is the increasing importance of edge effects as the plasma boundary is approached (e.g. edge-core coupling [11] , avalanches propagating in from the edge [12] , etc). In order to address such effects, global non-linear simulations from the core to the edge, and perhaps into the scrape-off layer, would be required. Another possible explanation is the increasing importance of high-k electron temperature gradient (ETG) type modes as the edge is approached. Fully coupled, low through high-k simulations, perhaps indeed coupled with a global simulation, would be necessary to answer this. Simulations at this level remain for the future. Results such as the ones reported here are noteworthy as they point to significant research paths. In addition, validation studies are crucial in developing confidence in a first-principles based predictive capability for ITER and other, future burning plasma experiments.
Validation studies compare measurements with model predictions in order to assess the underlying physics modelling accuracy of the code [13] [14] [15] . A related branch of study is that termed verification which deals with the question of whether a code accurately solves the equations upon which it is based. Verification does not address whether the underlying equations adequately represent the real world. Thus a simulation may be verified as correctly solving the equations contained within it but it may fail validation if it does not adequately predict relevant measurements. This study deals only with validation questions and therefore assumes that the codes have been adequately verified (e.g. see [13] [14] [15] and references therein for further discussions relating to these two different endeavors).
The question of what constitutes agreement (or alternatively disagreement) arises early in the process. Agreement is often defined to occur when the predicted values lie within the uncertainties of the measured values. Complexity quickly arises as agreement frequently occurs in one set of parameters while significant disagreement is seen in others (e.g. agreement between measured and predicted electron thermal energy fluxes but disagreement between experiment and simulations for the ion thermal energy flux). Various complex measures or metrics have been proposed that deal with this issue that address multiple parameters, radii and uncertainties [15] . However, these metrics are outside the scope of this paper.
Given that experimental measurements are the foundation of this work, it is extremely useful to obtain multiple measures of the same or similar quantities to cross compare for potential bias and error. For example, on DIII-D two measurements of density and electron temperature are obtained via Thomson scattering, electron cyclotron emission (ECE) and reflectometry. In the case of a diagnostic failure, a second measure is invaluable. In addition, errors and bias are potentially resolvable via multiple measurements and in the case of disagreement the experimentalist is alerted to potential issues. Typical validation experiments involve multiple repeat discharges and/or plasma 'jogs' (small rigid body shifts of the plasma) to both scan the fluctuation diagnostics as well as to obtain multiple measures of the density, temperature, safety factor, etc profiles for statistical analysis. These repeat shots and profiles are used to quantify the profile uncertainty and to provide some insight into uncertainties in the resulting transport calculations. Figure 1 diagrams this comparison process. The process is fairly straightforward and natural; however, it is worth pointing out the red horizontal arrow marked 'profiles, flux surface shape, . . . '. This is the necessary experimental input to the simulations, thus the predictions are only as good as these inputs and any uncertainties should be propagated through in order to provide an accurate determination of the validity of the comparison. Tokamak T e , n e , transport, ...T e , n e , transport, ...F igure 1. Validation procedure highlighting experimental input to the simulations and comparison of measurements (e.g.T e /T e ,ñ e /n e , transport, etc). After the last step an iteration cycle can be commenced by varying one or more of the simulation input parameters (e.g. temperature and density scale lengths, temperatures, flow velocity, etc, re-running the simulation and comparing the new results with experiment.
The input profiles are often the experimentally measured profiles of density, temperatures, etc which the non-linear turbulence simulation codes use to calculate fluctuation levels, transport, etc. An alternate approach is based upon the use of transport models (e.g. TGYRO [16] , TRINITY [17] , etc) that can use the heating and particle fluxes as inputs (the fluxes themselves are based upon experimental profiles). Based upon assumed turbulent and neoclassical transport models, the transport model then calculates density and temperature profiles that best reproduce the input flux profiles. If the codes are coupled to non-linear simulations then the direct outputs are the sought after fluctuation levels, correlation lengths, etc. Alternatively, the calculated density and temperature profiles can be used as input into non-linear simulations such as GYRO [18, 19] , GEM [20] , GENE [21] , etc.
First-principles based simulations predict transport levels due to simulated turbulence induced transport. For this reason, validation studies compare fundamental level fluctuation parameters (crossphases, correlation lengths, etc), higher level quantities such as amplitudes and power spectra, and finally transport quantities (e.g. thermal and particle fluxes) (see [13] for a discussion of different levels or hierarchies of measurements). Comparisons of thermal and particle fluxes require that the simulated fluxes include the same components included in the experimental fluxes (e.g. convected and conducted terms). Arguably greater care must be taken to accurately compare turbulence measurements with simulation values. Fluctuation measurements have specific wavenumber, frequency and spatial ranges and resolutions that must be accurately represented when comparing with simulation data. For example, it is insufficient to extract electron temperature fluctuations from a non-linear simulation and compare it directly with a correlation ECE (CECE) measurement of T e . The simulation data must be analysed in a manner analogous to the measurement technique, taking into account wavenumber, time and spatial resolutions, as well as any particular measurement nuances such as cross correlation of multiple spatial volumes (as is done with CECET e ). The codes used in this type of analysis are termed synthetic diagnostics. Specific examples and full descriptions of synthetic diagnostics used at DIII-D can be found in [23] [24] [25] .
In the next section, the approach used by validation studies at DIII-D is described followed by an overview of the experimental and simulation tools utilized and validation experiments performed at DIII-D. A detailed examination of a recent T e /T i scan L-mode experiment is then provided along with linear and non-linear calculations and comparisons followed by a summary and conclusions.
Approach to validation studies
The approach to validation studies used at DIII-D is to study the plasma response to variations in plasma control parameters for a variety of plasma confinement regimes. Typically a single plasma variable is chosen with the choice based upon a known and ideally strong response. Examples of such variables are plasma elongation (κ), safety factor (q), electron to ion temperature ratio T e /T i , gradients in T e and T i , etc. A strong plasma response facilitates these studies by providing clear changes for comparison and also by raising the results out of naturally occurring noise and fluctuation levels. Disagreements between measurements and simulations are significant as they can shed light on the underlying physics model limitations. Since conclusions based upon a single radial position or single parameter (e.g.ñ/n only) can be misleading it is found to be highly important to compare a variety of measurement types and scales as well as radial profiles. Figure 2 uses data from a plasma elongation (κ) experiment conducted on DIII-D to illustrate this approach. Plasma elongation is a useful parameter due to its known strong effect on plasma confinement in tokamaks [26] . The figure shows turbulent electron temperature fluctuations over the frequency range 0-200 kHz for two plasma elongation shapes, κ = 1.4 and 1.1. The fluctuation levels are significantly larger for the low κ shape. In addition, it was found that the energy confinement is also lower for the lower κ shape. For this example, a simulation prediction that has high fidelity (defined here as the degree to which the simulation accurately reproduces experiment) will predict the variation ofT e with κ and radius as well as the quantitative values. A lower fidelity simulation might predict the trends (e.g. the increase inT e with κ) but not the magnitudes. Note that in validation studies, comparisons are made with as large a range of measurements as possible (discussed further in the next section). In so doing, the study seeks to reveal aspects of the simulation code that require further investigation.
Tools available at DIII-D
The DIII-D tokamak has a significant number of profile and fluctuation diagnostics available for validation studies. Profile diagnostics include charge exchange recombination (CER) for T i , impurity density, toroidal and poloidal rotation, and electric field profiles; motional Stark effect (MSE) for core safety factor profiles; Thomson scattering for T e and n e ; ECE for T e ; and reflectometry for n e profiles. Fluctuation diagnostics include beam emission spectroscopy (BES) for low-kñ e and turbulence flows, Doppler backscattering (DBS) for turbulence flows and intermediatekñ e , millimetre wave backscattering for high-kñ, CECE for low-k electron temperature fluctuationsT e and phase contrast imaging (PCI) for low-through-intermediate-kñ e . These diagnostics have differing operational requirements as well as differing wavenumber, spatial and temporal resolutions. The individual diagnostic requirements and limitations must be accounted for in the design of the experiment as well as in the design of the synthetic diagnostic used to interpret the simulation predictions. The available diagnostics are diagrammatically related to various instability wavenumbers of interest in figure 3. This figure shows wavenumber ranges and available measurements. For example, in the trapped electron mode (TEM) wavenumber range both PCI and DBS make measurements. Other overlapping measurements include BES and reflectometry for low-kñ. As with multiple measures of equilibrium parameters (e.g. ECE and Thomson scattering for T e ) these provide checks and verifications of the fluctuation measurements. Recently added measurements include local, wavenumber resolved TEM scaleñ, fluctuating turbulence flows, and density-temperature (n e -T e ) turbulence crossphase. The novel measurement of the n e -T e crossphase is important in gyrokinetic validation studies since it represents the relationship between different fluctuating fields-density and temperature (it is also closely related to the crossphase that determines the turbulent transport) and since it can be directly compared with simulation at a fundamental level. The unique array of multifield, multiscale turbulence measurements has been utilized to study a wide range of target plasmas with excellent spatial coverage (the typical radial range of these studies is ρ ∼ 0.55-0.85 although a larger range is possible).
The DIII-D tokamak is a medium sized tokamak, with major radius R ∼ 1.7 m, minor radius a ∼ 0.6 m, magnetic field B = 0.6-2.1 T, plasma current 1-2 MA, elongation Validation studies are focused on the testing and validation of a wide range of gyrokinetic turbulence codes/simulations. The simulation code most extensively utilized to date for validation studies at DIII-D is GYRO [18, 19] and more recently GEM [20] , GENE [21] , GS2 [22] , GTC [27] and GYSELA [28] have begun to enter the process. GYRO is a physically comprehensive non-linear gyrokinetic code containing multiple gyrokinetic ion species, trapped and passing electrons (drift or gyrokinetic), electron and ion pitch angle collisions, electromagnetic effects, E × B and parallel flow shears, real geometry, E × B and magnetic flutter transport. GYRO can be run in either a local flux tube or a global simulation mode. Here flux tube generally means that the gradients of interest (L n , L Ti , etc) do not vary across the simulation domain whereas in a global simulation they are allowed to vary.
Experiments performed
A series of plasma experiments were performed for validation studies at DIII-D. The target plasmas were selected to address plasma parameters that have a large plasma response such that both experiment and simulation show significant variations. Table 1 illustrates the range of plasma parameters addressed, percentage parameter variation achieved, and the plasma confinement regime utilized. Note that the largest variations achieved are of order 50% with some as small as 25%. Planned future studies include scans of safety factor q and collisionality. In the next section the results from the L-mode T e /T i scan experiment shown in table 1 are examined in detail and compared with simulation.
L-mode T e /T i scan experimental measurements and comparison with simulation

Plasma description
The effect of varying T e /T i in an L-mode, diverted plasma was examined by applying ECH heating to an NBI heated plasma. The base case was a sawtooth-free upper single null plasma, chord-averaged electron density n avg = 2 × 10 19 m −3 , toroidal magnetic field B T = 2.05 T, plasma current I p = 1 MA, neutral beam power P NBI = 2.5 MW and safety factor at the 95% flux surface q 95 ≈ 5.1. T e was increased via approximately 3.3 MW of electron cyclotron heating applied near radial location ρ = 0.2. The experimental goal was to keep the other plasma parameters of interest as similar as possible, with the exception of the desired change in T e /T i , between the two cases. Figure 4 shows profiles of interest for the two cases, lower T e (heated by Ohmic and NBI only, here termed the low T e /T i case) and higher T e (Ohmic, NBI and ECH, here termed the high T e /T i case). An increase is observed in the electron temperature with some variation in the other parameters as well. The radial range of interest for these validation studies is ρ = 0.5-0.8. In this range the ratio T e /T i is seen to increase by ∼30% in the radial range ρ = 0.5-0.8, with the largest variation in other parameters occurring in the inverse ion temperature scale length a/L Ti and collisionality. Changes in these parameters affect the stability calculations for the various instabilities of interest (e.g. ion temperature gradient (ITG), TEM, ETG instabilities) and must be accounted for. Although it is preferred and simpler if only one parameter is varied, the plasma simulations will take into account all measured changes allowing a consistent 
Here a is the minor radius on the midplane, and c s is the ion sound velocity. Low and high T e /T i cases corresponding to NBI only and NBI + ECH cases are shown. Note that (e) also shows the ratio of the T e /T i parameter for the two cases, denoted H for high T e /T i and L for low T e /T i .
comparison. The decrease in a/L Ti with ECH will generally result in lower ITG mode growth rates while the decrease in collisionality with ECH will result in higher TEM growth rates. The situation in the plasma, where the various instabilities are coupled via the background plasma, can be more complicated.
Fluctuation measurements
Radial profiles of multiple fluctuation fields and wavenumbers were obtained for the low and high T e /T i cases. Profiles of low-k electron temperature fluctuation levels (T e /T e from CECE) covering the radial range ρ = 0.5-0.8 are shown in figure 5(a) . The normalized fluctuation levels are typical of the core of L-mode plasmas, being in the range 0.5% to 3%. TheT e /T e fluctuation levels increase by as much as 70% comparing the high with the low case. In contrast, the low-k density fluctuations (k < 3 cm −1 , from BES) showed only small changes comparing the low and high T e /T i cases ( figure 5(b) ). Radial profiles of intermediate-k density fluctuations (from DBS) show no discernable change ( figure 5(c) ). Examination of wavenumber spectra of these intermediate-kñ (k ∼ 3.5-6 cm −1 , from DBS) at ρ = 0.55 (not shown) showed some signs of redistribution of power in k space; however, the levels remain roughly unchanged. High-k density fluctuations (k ∼ 3.5 cm Thus the strongest response was in the low-k temperature fluctuationsT e /T e with a smaller change in the low-k density fluctuationsñ/n.
Linear gyrofluid growth rate predictions
The trapped-gyro-Landau-fluid (TGLF) code [29] was used to examine the linear growth rates ρ = 0.6 for the two plasma conditions shown in figure 6 . The TGLF code solves the TGLF equations, and provides a fast and accurate approximation to the linear eigenmodes of drift-wave type instabilities (trapped ion and electron modes, ITG and ETG modes, and kinetic ballooning modes). It has been benchmarked and tested against the linear gyrokinetic code GKS [30] . The code calculates linear growth rates and frequencies for toroidal driftwaves corresponding to poloidal wavenumbers. Code inputs were the measured T e , T i , n e , impurity profiles (assuming that fully stripped carbon is the major impurity) and magnetic equilibrium (the profiles used are shown in figure 4 ). The effects due to up-down plasma asymmetries or E × B velocity shear flow (E and B are local electric and magnetic fields) are not included in TGLF linear stability calculations. Linear calculations do not simulate the fully developed turbulence but they can provide a guide as to where particular instabilities 
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High T e /T i Low T e /T i Figure 6 . Linear growth rates for radial location ρ = 0.6 from the TGLF code for ion and electron modes versus wavenumber for low and high T e /T i cases. might be unstable and how they might behave with given changes in the underlying plasma parameters. Figure 6 shows the linear growth rates corresponding to ion and electron modes for the two plasma cases, low and high T e /T i . Here an ion (or electron) mode is designated as such based upon the sign of the real frequency as calculated in TGLF. Negative frequencies correspond to propagation in the ion diamagnetic direction while positive is in the electron diamagnetic direction. These are designated as ion and electron modes respectively. Ion mode growth rates in the low k θ range k θ ρ s = 0.1-1.0 decrease with the additional ECH, while electron mode growth rates increase in this same low k θ range. Higher k θ (k θ > 10 cm −1 ) ion modes are calculated to be stable in both plasmas. Little change is observed for the higher k θ electron type modes with the additional ECH. If electron mode growth rates are associated with electron temperature fluctuations and intermediate to high k θ density fluctuations (TEM and ETG instabilities) and ion mode growth rates with low-k θ density fluctuations (ITG instabilities) then these calculations show some rough correspondence to the fluctuation measurements described above. Interestingly, the ion modes near k θ ρ s = 5-10 in figure 6(b) have been identified as subdominant (in terms of growth rate), TEMs with a negative mode averaged curvature drift which gives rise to the propagation in the ion diamagnetic drift direction. It should be emphasized that the linear growth rates are only a very rough indication of how the plasma might respond and will not reflect any non-linear couplings and back reaction on the plasma, effects that should be contained in the fully non-linear simulations.
Non-linear gyrokinetic predictions
The non-linear GYRO code [18] was used to examine the fluctuations and transport at ρ = 0.6 for the two plasma conditions shown in figure 4 . Flux-tube simulations were performed resolving wavenumbers k θ ρ s � 1.1, where ρ s = 0.21 cm and 0.25 cm for the low and high T e /T i cases, respectively (ρ s is the ion gyroradius evaluated using the local electron temperature). These simulations used the same input The runs were electromagnetic, with mass ratio (M i /m e ) 1/2 = 40, where m e is the electron mass and M i is the main ion (deuterium) mass. Electrons are drift kinetic so that the effect of finite electron Larmor radius was excluded. Simulation grid parameters for the low T e /T i case are radial box size L x = 177ρ s , radial resolution �x/ρ s = 0.67 and 20 toroidal modes spanning 0 � k θ ρ s � 1.07. Similarly for the high T e /T i case the radial box size is L x = 141ρ s , radial resolution �x/ρ s = 0.39 and 20 toroidal modes spanning 0 � k θ ρ s � 1.36. Higher k non-linear simulations have not yet been performed; however, the indication from these lower k simulations is that the modes above k θ ρ s ≈ 1 (i.e. the higher k ETG scale modes in linear calculation shown in figure 6(a) ) do not contribute significantly to the fluctuation level or transport for this radial location. Figure 7 shows a comparison of the ion and electron thermal fluxes normalized with the gyro-Bohm flux, Q gB = n e c s T e (ρ s /a) 2 , at ρ = 0.6 from experiment and simulation. The normalization by Q gB ∼ T 5/2 e obscures the amount of increase in absolute Q e in the high T e /T i case (also note that absolute simulation Q i increases in the high T e /T i case, whereas the normalized quantity decreases due to the Q gB ∼ T The quantitative values for the electron fluxes also compare favourably. In contrast the quantitative ion fluxes for the low T e /T i case differ by a factor of two between simulation and prediction while being similar for the high T e /T i case. Note that these simulations use the profiles shown in figure 4 with no attempt at thermal flux matching or profile variation. These flux matching and variation studies are underway and some improvement in the agreement may occur. Figure 8 shows the ion and electron thermal fluxes using physical units. The basic conclusions remain the same as with figure 7 with the exception that the trend of the simulated ion thermal flux with T e /T i is now inconsistent with the experimental values. This highlights the need for care when using normalized values since the conclusion from figure 7(b) is that the simulation correctly predicts the overall trend whereas figure 8(b) indicates both trend and magnitude disagree. Figure 9 shows measured and GYRO predicted power and crossphase spectra for the low and high T e /T i cases. In all cases synthetic diagnostics [23] [24] [25] were used to analyse the simulation results for accurate comparison with the measurement. The predicted density fluctuation spectra are quite similar to measurement in both shape and magnitude, with the RMSñ levels being 0.41% predicted and 0.5% measured for the low T e /T i case (0.47% predicted and 0.55% measured for the high T e /T i case). The electron temperature fluctuation levelsT e /T e are overpredicted by GYRO being 0.86% predicted and 0.62% measured for the low T e /T i case (2.2% predicted and 1.1% measured for the high T e /T i case). Note, however, that the simulation does predict an increase inT e /T e for the high T e /T i case in qualitative agreement with measurement. The density-temperature crossphase spectra are shown in figures 9(c) and (f ). Here the agreement between experiment and simulation is quite good in both magnitude and change with T e /T i . Table 2 summarizes the measured and predicted values for the two cases. For these cases the effect of profile uncertainties on the model predictions has not yet been evaluated and so no uncertainties or error bars are indicated in table 2. Future work will focus on these effects.
Non-linear GYRO simulations were attempted for radial location ρ = 0.8. However, physically meaningful solutions have not been obtained to date at this location, with the simulations exhibiting an unphysical accumulation of fluctuation energy at the highest simulation wavenumbers (k θ ρ s ∼ 1 to 1.5). This phenomenon is known to correlate with strong intermediate to high-k growth rates, suggesting a need for multiscale simulations (e.g. coupled ITG-TEM-ETG) and is currently under further investigation. The radial location where this effect begins to manifest itself is also of importance and studies are underway to determine this as well.
Transport model simulations
In addition to the just described non-linear GYRO simulations, transport model simulations using the TGLF theory-based transport model (the TGLF code) were also performed for the low and high T e /T i cases. These simulations were run using a transport solution or flux matching methodology (as implemented in the TGYRO code [16] ). This methodology utilizes the fast TGLF code to calculate quasi-linear fluxes based on a starting set of density and temperature profiles. The modelled fluxes are then compared with the measured fluxes. The profiles are next modified in an iterative manner with the thermal fluxes recalculated at each step until a match of the modelled fluxes with the measured fluxes is obtained. Along the way the inputs are self-consistently modified, i.e. as T e is changed so are the resulting T e /T i ratio, collisionality, ionelectron energy exchange term, etc resulting in self-consistent changes to the local growth rates, phase angles, quasi-linear fluxes, etc. The results of this modelling are shown in figures 10 and 11. The thermal fluxes (figures 10(a), (c) and 11(a), (c)) are seen to be well matched out to radii of r/a ∼ 0.85. The resulting temperature profiles are generally within the profile uncertainty with the exception of the very central T e in the high T e /T i case ( figure 11(b) ). It is possible that a better T e match in the core region of this high T e /T i case could be obtained with further simulations varying, for example, local density gradients. Note that the flux matching was not obtained for radii r/a ∼ 0.85 in either the low or high T e /T i cases (figures 10 and 11) being significantly under predicted in both cases. Physically, this underprediction arises because the experimentally measured parameters (gradients, collisionality, etc) do not produce sufficient model calculated flux to match the experiment. In order to increase and therefore match the flux, the model calls for a larger local gradient. In the case of figures 10 and 11, the required gradient change is larger than physically possible (i.e. it requires the temperature to become negative) so that the model defaults the temperature to the base or unperturbed value. A similar underprediction was reported by Holland et al [23] for a different L-mode condition and there it was also associated with an underprediction of the fluctuation levels.
These observations fit a general trend for L-mode validation studies at DIIID in that predictions of transport and fluctuation levels in the mid-core region (0.4 < ρ < 0.75) are often in better agreement with experiment than those in the outer region (ρ > 0.75) [23, 24, 31, 33, 34] . As a further illustration, figure 12 shows experimental profiles and simulations from DIII-D shot 128913, an L-mode shot used extensively in validation studies [23] [24] [25] 34] . This shot is an upper single-null plasma, with B z = 2.1 T, I p = 1 MA, and ∼2.5 MW co-injected neutral beam power. The inputs to GYRO and TGLF codes are the measured profiles, i.e. figure 12 (a) and magnetic equilibrium. For these simulations the GYRO parameters are approximately radial box size L x = 110-120ρ s , resolution �x/ρ s = 0.4-0.5 (here x is the radial coordinate) and 16 toroidal modes spanning 0 � k θ ρ s < 1 [35] . The error bars in the TGLF predictions were derived using the standard deviation of 1728 TGLF runs with input profiles (n e , T e , T i ) randomly varied within experimental uncertainties. The statistical uncertainty in the GYRO predictions were derived using the standard deviation of the mean fluxes obtained from the simulation time histories (with the means themselves from averages over time periods longer than the turbulence autocorrelation times). The integrated energy flows through the local surface area (P e and P i ) from both transport modelling using TGLF and non-linear GYRO show qualitative and some quantitative similarity to experiment in the radial range ρ < 0.6. However, as ρ increases, significant underprediction of the fluxes (figures 12(b) and (c)) begins near ρ ∼ 0.65 and approaches a 50% or larger underprediction near ρ = 0.7 and beyond. These flows are based on the experimental profiles shown in figure 12 (a). Improved simulation-experiment matching has been obtained in the core of this discharge using a flux matching or transport solution [16] . As discussed earlier this method allows the input profiles to change in order to match the ion and electron thermal fluxes. Note, however, that even with flux matching the radii towards the edge were underpredicted [16] similar to what is seen in figures 12(b) and (c). Recent simulations using the GEM code are also shown in figure 12 .
GEM is an electromagnetic, gyrokinetic delta-f particle-incell turbulence simulation with realistic equilibrium profiles and geometry [20] . For these calculations GEM used a radial box size of approximately 62.4 ρ i (ρ i is the ion gyroradius), with the resolved wavenumbers k θ being 0.1 � k θ ρ i � 0.8. A grid of 64 (toroidal direction) × 64 (radial direction) × 32 (along the field line) with perpendicular cell size of ∼0.98ρ i was used. There were 128 ions and 128 electrons per grid cell. The GEM predictions of P e and P i are comparable to experiment at ρ = 0.5 while significantly underpredicting experiment at ρ = 0.75. The GEM results are seen to be very consistent with the GYRO and TGLF predictions and are significant as they indicate that the underprediction towards the edge is not a code specific issue.
Summary and conclusions
Validation studies on DIII-D are focused on the testing of a range of gyrokinetic turbulence codes/simulations. Through this ongoing validation activity, where experimental measurement is compared in detail with simulation prediction, the design of suitably rigorous experiments for testing code predictions has steadily improved. Comparison of L-mode low and high T e /T i cases finds that GYRO non-linear simulations of electron density fluctuation levelsñ/n and electron thermal transport Q e are comparable to measured levels at ρ = 0.6. Furthermore, the observed changes in these parameters for the two cases, low and high T e /T i , are reasonably well predicted by simulation. Quite surprising is the excellent agreement between predicted and measured electron densitytemperature fluctuation crossphase and the changes associated with the two T e /T i cases. On the other hand, simulation significantly overpredicts the electron temperature fluctuation T e /T e level by as much as a factor of two. The general increase inT e /T e in going from the low to the high T e /T i case is, however, reproduced by simulation. Neither the magnitude of the ion thermal flux Q i nor its variation with T e /T i is well predicted by the simulation. Improvement in the experiment-simulation matching may be possible by varying the various scale lengths, temperatures, densities, etc within their respective uncertainties; however, this has not yet been performed. Several conclusions can be drawn from this work. The observation that the fundamental level quantity, the n-T crossphase, is well predicted by simulation along with matching of some higher level quantities (ñ/n, Q e ) may indicate that the simulation fairly adequately captures the essential physics at this radial location (ρ = 0.6). The simulation predictions ofT e /T e and Q i could conceivably be better matched given sufficient computational effort (e.g. by varying the scale lengths within the uncertainties or by applying a flux matched solution methodology). On the other hand the underprediction of transport (and fluctuation levels [23] ) as the L-mode edge is approached (ρ � 0.75 or so) for multiple plasmas almost certainly indicates missing or incorrect physics within the gyrokinetic codes. Some partial resolution of this discrepancy might be obtained with highly computationally intensive coupled low-through-high-k simulations (e.g. [36, 37] ). In addition, effects such as turbulence spreading/coupling [11] or avalanche type effects [12] may be important in this region. More work in this important region is certainly called for. For example, although the simulation-measurement matching of higher level quantities (e.g. transport fluxes, fluctuation levels) towards the edge is poor, a comparison of fundamental level quantities such as the n-T crossphase (or correlation lengths, etc) may shed light on the underlying physics. This is currently not possible due to lack of converged non-linear solutions at larger radii in plasmas where the n-T crossphase measurement has been made (e.g. this paper and [29] ). Work is underway to obtain non-linear solutions in these regions.
