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Abstract 
Communication between speakers and non-speakers of American Sign Language (ASL) can be 
problematic, inconvenient, and expensive. This project attempts to bridge the communication gap by 
designing a portable glove that captures the user’s ASL gestures and outputs the translated text on a 
smartphone. The glove is equipped with flex sensors, contact sensors, and a gyroscope to measure the 
flexion of the fingers, the contact between fingers, and the rotation of the hand. The glove’s Arduino 
UNO microcontroller analyzes the sensor readings to identify the gesture from a library of learned 
gestures. The Bluetooth module transmits the gesture to a smartphone. Using this device, one day 
speakers of ASL may be able to communicate with others in an affordable and convenient way. 
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Executive Summary 
This project explores the use of a glove to provide sign-language translation in a way that 
improves on the methods of pre-existing designs. Since ASL is a complex visual-spatial language, the 
proposed design must have the ability to not only capture hand gestures, but also detect changes in 
wrist and palm orientation [7]. The requirements for this project include a wearable glove that is 
responsive, portable, feasible, marketable, affordable, and durable. To fulfill the aforementioned 
specifications, the design consists of a glove with several subsystems: a flex sensing subsystem, a 
contact sensing subsystem, a rotation sensing subsystem, a processing subsystem, a power subsystem, 
and the output subsystem. 
 
Figure 1: The final design includes sensor subsystems, a processing subsystem, and an output subsystem 
Communication is of paramount importance in today’s data driven society, not only in extreme 
situations, but also everyday life. Shopping at a supermarket, asking for directions, event planning, or 
even national security depend on reliable communication. Speakers of American Sign Language (ASL) 
have to face the challenges associated with the inability to communicate verbally, which hinders their 
interaction with the rest of the hearing world. In order to use certain public services, such as the 
doctor’s office or local government, one could hire an interpreter to alleviate some of the frustration 
and confusion of the communication barrier; however, hiring an interpreter can be expensive and time 
consuming [3]. Despite such a large population of people who speak ASL, there are few people outside 
of native speakers who can understand the language, which makes the challenge of bridging the 
communication gap difficult [8]. 
Undergraduate and graduate university research has taken an initiative to create prototype 
devices as a proposed solution to this issue, such as the EnableTalk Project [4, 5] and the Sign Language 
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Glove from Cornell University [6]. These devices focus on reading and analyzing hand movement; 
however, they are inadequate in their ability to incorporate the full range of motion that ASL requires, 
including wrist rotation and complex arm movements. In 2015, the most recent development in sign 
language translation came from engineering students at Texas A&M University, who developed a device 
that makes use of electromagnetic sensors on the skin, an accelerometer and gyroscopes to capture 
hand movement. This device uses a supervised machine learning algorithm, which requires the user to 
go through up to 30 minutes of signing gestures in order to train and calibrate the system. These 
projects are all promising, but still early in development and far away from producing a commercial 
product [12]. To bring the proposed design as close as possible to becoming a commercial product, 
there should be care taken to follow all suggested and required standards related to safety. As with any 
electronic equipment, there is a risk of shorting wires, which can result in injury or fire. The team 
researched UL and CPCC standards to ensure the product’s safety [20, 22]. 
There are very subtle differences in the gestures between similar signs. The mechanics of ASL 
make it challenging to distinguish and capture differences between signs [7]. The team took these 
challenges into account by making sure the sensors had the desired sensitivity and linearity as well as 
developing a software algorithm that detects these subtle changes. Flex sensors were used to measure 
the flexion of fingers, force-sensitive resistors were used to measure contact between the fingers [15], 
and a gyroscope was used to capture the motion and the position of the hands.  
Flex sensors are sensors which measure the degree by which an object is bent. They are chosen 
for this project (and previous projects) because when they are fixed to each finger of the hand, they can 
be used as a measure of finger position. In addition, if contact sensors are affixed to the tips of the 
fingers, they can provide information about whether each finger is pressed against the palm or perhaps 
the other hand, which is common in ASL [1]. To quantify and measure motion, specifically rotation of the 
hand, this project uses a gyroscope.  
An ATmega328 microcontroller was chosen for processing the sensor input, distinguishing 
between different gestures, and producing the output. This choice was based primarily on the number 
of analog and digital pins of the microcontroller, the reliable online support community, and cost. 
Arduino software was used to configure input and output pins for each sensor, setup a clock speed, 
configure communications with the Analog-to-Digital Converter (ADC), implement the machine learning 
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algorithm, and send valid data to a Bluetooth module. Various types of algorithms can be used to 
implement the gesture recognitions. One algorithm that is fairly accurate in nearest neighbor 
classification is called the Nearest-Neighbor algorithm. After training, to decide which class a data point 
belongs to, the algorithm chooses the class which is nearest to the data point [28]. After the 
microcontroller decides which ASL sign has been gestured, it can send the name of the gesture to a 
smartphone using its Bluetooth Module. 
Based on preliminary research and testing, the team was able to discern that developing the 
sign language glove was going to be a multifaceted process. The team developed a sensor network that 
differentiates various types of hand movement used in American Sign Language (ASL), interfaced the 
sensor network with a microcontroller, designed a Printed Circuit Board (PCB) that serves as the bridge 
between hardware and software components, developed a program that recognizes sensor signals and 
stores those that correspond to a designated ASL sign into a code library, and successfully outputted 
two ASL signs through a Bluetooth module to a smartphone. A high level diagram of the system is 
illustrated below in Figure 2. 
 
Figure 2: High-level diagram of glove system. The first system in the glove is the sensing system, which involves the various 
sensors that measure hand movements. These are relayed to the microcontroller and interpreted there. The microcontroller 
uses the Bluetooth module to output the sensor values onto a smartphone. 
After having completed the design of the glove, the team ran performance tests to ensure that it 
met our preliminary design specifications and development objectives. The average runtime of the 
classification algorithm is calculated to be 0.506 milliseconds. The final text output is displayed via 
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Bluetooth to a smartphone application, making the glove portable and not dependent on any external 
devices. This realization accomplishes one of the project’s primary goals, which is to design a portable 
and compact glove that can be used on a daily basis. All essential components to both signal 
communication and sign translation are part of the glove itself.  
Once the Arduino software and glove hardware were able to communicate and exhibit the 
desired functionality, the team was able to test them for accuracy. The team tested the ASL signs for 
“apple” and “party” individually. The test involved alternating between the resting position and the ASL 
sign being tested. The team observed how often the program accurately translated them. 
In the future, there are several changes that can be made to improve the glove into a well-
rounded product. To help shape the device into something more slim and comfortable, the team 
suggests a few improvements to the prototype. Primarily, the team suggests designing a smaller and 
more compact PCB, which will combine the components of the system together more efficiently. The 
team also recommends using conductive fabric to replace, the contact sensors, the flex sensors, and/or 
the wiring to allow for a more lightweight glove that is less bulky and more easily conforms to hand 
movement. Another valued improvement to the prototype would be replacement batteries which are 
slimmer but can still provide the required voltage of 5V and enough power to last for at least 5 hours. 
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1. Introduction 
Communication is of paramount importance in today’s data driven society. Shopping at a 
supermarket, asking for directions, event planning, or even national security depend on reliable 
communication. To the average person, everyday routines such as dentist appointments or having 
dinner with a friend would be difficult without the ability of speaking in order to convey ideas.  
Speakers of American Sign Language (ASL) have to face this reality and all the challenges 
associated with the inability to communicate verbally. This population includes people who are deaf, 
hard of hearing, and children of deaf parents (CODAs). American Sign Language (ASL) is a complex visual-
spatial language [1] primarily used by the United States deaf community [2]. The origins of ASL trace 
back to the nineteenth century deaf communities of New England [3]. Due to a high rate of 
intermarriage, deafness was a common trait found among the people in these communities. Though 
these people, and others across the country, had their own varied ways of using hand signs to 
communicate, the development of ASL is attributed to the establishment of the American School for the 
Deaf in Hartford, Connecticut [3]. 
Today, it is estimated that the number of users of American Sign Language falls between 
250,000 and 500,000 Americans [4]. On a large scale, a truly international sign language does not exist; 
however, ASL is one of the most popular sign languages in the world [2] (Figure 3). Despite such a large 
population of people who speak ASL, there are few people outside of native speakers who can 
understand it [2]. The ASL community not only shares a common signed language, but also its own 
unique culture [4]. Unfortunately, this language and culture often do not transcend into the hearing 
world, causing a lack of deeper communication and understanding between ASL users and non-users [5]. 
 
Figure 3: Out of the 292.8 million population of the US in 2004 [6], about 250 to 500 thousand used ASL as a primary 
language [4]. The highlighted countries above show the distribution of ASL use around the world [41]. 
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Only those who have studied ASL can effectively communicate with the non-hearing population. 
However, most people who learn ASL do so because they have a family member who is hard of hearing. 
An article from NBC tells the story of Taylor Anez, a high school senior, who had been working at a 
Chick-Fil-A when a hearing impaired girl and her mother walked in. According to the article, Taylor had 
learned sign language to communicate with her deaf relatives, so when she saw the girl sign, she signed 
back and communicated the order through ASL. The mother was surprised and touched by this incident, 
so she recorded the moment and shared on social media. This was the first time her daughter could 
complete an order without anyone “staring at her or making her feel uncomfortable” about this 
everyday situation. Not only the mother was touched, but also thousands of people who shared this 
video and made it go viral [7].  Restaurants could employ ASL users for such incidents, but that course of 
action does not seem financially realistic for most businesses. 
It is surprising that in a society that relies heavily on the exchange of information for progress, 
not enough attempts have been made to bridge this communication gap. They are normally hired for 
the purposes of training new employees, education, health care, community service, and social welfare. 
There are five assessment levels of the interpreter’s skill, with the top three requiring certified 
assessment [8]. While interpreters may normally be accurate means for translation, they can be costly 
and inconvenient when coordinating schedules or in the event of an emergency where one may not be 
available [9].  
Research and emerging technologies are attempting to bridge this communication gap between 
the hearing and non-hearing, in order to make every day interaction in public places more effective. 
Such projects include the EnableTalk Project [10, 11] and the Sign Language Glove from Cornell [12]. 
These devices, however, are inadequate in their ability to incorporate the full range of motion that the 
language requires, including wrist and arm movements. They instead limit their interpretation abilities 
to just the ASL alphabet, requiring users to spell out each word letter by letter. Such a method is both 
cumbersome and impractical, especially since the language is based on signing topics and words instead 
of individual signs for every letter in a word. 
This project explores a solution through the development of a prototype device to help 
practically bridge the communication gap between hearing and non-hearing people in a way that 
improves on the methods of pre-existing designs. The team developed a glove with various electronic 
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sensors to sense the flexing, rotation, and contact of various parts of the hands and wrist, as used in ASL 
signs. The meaning of each sign will be communicated in a way that is perceivable to a person who does 
not understand ASL. The creation of this device involves an understanding of both electrical engineering 
(wiring, circuitry, and understanding of sensor implementation and voltage signals) and computer 
engineering (sensor signal processing as well as computation and output of the device’s 
microcontroller). 
This report is organized into the following chapters: Introduction, Background, Design, 
Methodology, Results and Discussion, and Conclusion and Future Work. The Background chapter 
reviews the more scientific components of ASL, namely the types of moments that one makes that allow 
signs to differ from each other. A discussion follows about the types of sensors that can be used to 
detect these motions, and how they are measured. In the Design chapter, the information explored in 
the Background section influences the choice of a final design concept. The Methodology chapter 
discusses the process in developing the glove. This includes preliminary research of which components 
to use in the glove, the development of design objectives, and the steps taken to meet these objectives. 
The Results and Discussion section analyzes how effective the prototype glove is at meeting design 
objectives and the implication behind these analyses. Finally, the Conclusion and Future Work chapters 
draw conclusions about the project as a whole and discuss potential improvements to the glove in 
future iterations of this project. 
  
4 | P a g e  
 
 
2. Technology for Capturing Gestures 
To understand the implications of American Sign Language, it is important to have a sense of the 
scope of the language, as well as the current methods of communicating between ASL users and non-
users and how these methods accurately reflect the grammar and mechanics of the language. These 
factors influenced technological components of the glove throughout development of this proof-of-
concept. This includes the underlying theory, practices, and methods of using relevant sensors, digital 
and analog signal conversion, processing, and output methods. By understanding the behaviors and 
applications of the different components at a fundamental level, one can more easily understand how 
they can be optimally used for the creation of this product. 
2.1 Communicating between the Hearing and Non-Hearing 
Research projects have aimed to develop technology to facilitate communication between 
hearing and non-hearing people. In 1999, the first attempt to solve the problem described a simple 
glove system that can learn to decipher sign language gestures and output the associated words. Since 
then, numerous teams, mainly undergraduate or graduate university projects, have created their own 
prototypes, each with its own advantages and design decisions.  
 When it comes to the problem of translating the sign language gestures, it is intuitive that 
researchers looked to gloves, as sign languages involve the extensive use of hand movement [1]. Patent 
5,047,952 in 1981 uses the concept of an “instrumented glove”, but it was not used for sign language. 
Almost two decades later, the idea of an instrumented glove was designed for sign language translation. 
A US Patent filed under the title “Communication system for deaf, deaf-blind, or non-vocal individuals 
using instrumented glove” is one of the first attempts found to use sensors in a glove to facilitate 
communication between hearing and non-hearing people. The following excerpt is the abstract from the 
patent document [13]: 
“A communication system for deaf, deaf-blind, or non-vocal individuals 
includes an instrumented glove for obtaining electrical signals 
indicative of a hand configuration of a first individual. Strain gage 
sensors in the glove flex with movement of the hand. Each sensor 
includes a tension strain gage and a compression strain gage which are 
serially connected and form two legs in a bridge circuit. Signals from 
the bridge circuit are amplified and digitized and applied to a 
computer which includes an adaptive pattern recognition algorithm which 
is responsive to hand-state vectors for recognizing letter beacons in 
hand-space. A second individual communicates with the first individual 
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through the computer system using a portable keyboard. The output 
devices for communicating to the first and second individuals depend on 
the visual, vocal and hearing capabilities of the individuals and can 
be selected from a voice synthesizer, LCD monitor, or Braille display.” 
Although this patent was filed in 1999, no further information can be found on the 
implementation of the patent. A few other patents from some of the same patent holders are on record, 
which suggests other applications for the technology, such as for video learning software to learn finger 
spelling. The predecessor to this was patent, No. 4414537 from 1981 which covers much of the same 
design of an “instrumented glove”, except with more technical detail. However this predecessor was not 
specifically designed as a communication device [13].  
 The Enable Talk project was a student project completed for the Microsoft Imagine Cup in 2012. 
Its system consisted of a mobile device and a pair of gloves which translate the ASL alphabet into text on 
a mobile device (Figure 4). Each glove was outfitted with contact sensors, flex sensors, and a 
microcontroller. Although the website hints at further development, it has not been updated in several 
years [10, 11]. As far as can be found, this product is not on the market for ASL users and does not have 
a purchasable price. The glove demonstrates that the use of a glove outfitted with sensors can be used 
for ASL translation.  
 
Figure 4: The Microsoft Imagine Cup 2012 Winning Design 
 In 2014, Monica Lynn and Roberto Villalba of Cornell University created a sign language glove 
for a final project in a class (Figure 5). Their device is “a glove that helps people with hearing disabilities 
by identifying and translating the user’s signs into spoken English”. It uses five Spectra Symbol flex-
sensors, copper tape sensors, an MPU-6050 three-axis gyroscope, an ATmega1284p microcontroller, 
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and a PC . The microcontroller organizes the input into USB communications sent to the PC. Their 
machine learning algorithm is trained through datasets to calibrate the glove [12].  
 
Figure 5: Cornell’s glove includes a variety of electromechanical sensors 
There is no evidence that the glove was developed further than the class project. This project is 
not on the market as a purchasable product, but is a good example of machine learning for gesture 
recognition. It has a variety of sensors in order to capture gestures more accurately. Because of the 
small circuit board used, it has a slim form factor. Unfortunately, the machine learning algorithm 
requires the use of a computer, making the glove not portable and therefore not usable in an everyday 
situation. 
 The most recent development in sign language translation came from engineering students at 
Texas A&M University in 2015. According to an article by Discovery news, the students have developed a 
very accurate device that senses based on electromagnetic sensors on the skin, accelerometer and 
gyroscopes, and vision (Figure 6). It also uses a supervised machine learning algorithm, where the user 
must go through up to 30 minutes of training, and each gesture is performed a couple of times during 
this training period.  Their work is still early in its development [14]. In the video shown in the article, it 
seems that the processing is completed on a computer, although that may change as the project 
continues [15]. As with the Cornell glove, the need for a computer limits the use of this device to non-
everyday situations. Furthermore, although the extensive use of sensors throughout the arm is helpful 
for providing a more complete understanding of a signed gesture, so many components would very 
likely be too cumbersome to be used and too expensive.  
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Figure 6: The prototype from Texas A&M involves EMG sensors placed on the arm [16]. 
 One impressive element of their project is the amount of work put into selecting an accurate 
machine learning algorithm. According to the paper presented, their team tested several different types 
including Naïve Bayes, Nearest Neighbor, decision trees, and support vector machines, and compared 
the accuracy for 40 common gestures. Their results were recorded in a paper presented at the IEEE 12th 
Annual Body Sensor Networks Conference 2015 in Cambridge, Massachusetts [16].  
 Another important consideration in communication devices is safety standards. To bring a 
device as close as possible to becoming a commercial product, there should be care taken to follow all 
suggested and required standards related to safety. As with any electronic equipment, there is a risk of 
shorting wires, which can result in injury or fire. In terms of electrocution, our glove will not cause injury 
from electrocution, because according to a research paper completed at the City University of New York, 
the “lowest lethal voltage” is 25V [19]. 
 One risk common to wearable devices is chemical burns from overheated or poorly constructed 
batteries [20]. These risks can occur if the batteries are stressed or heated. In the glove, the batteries 
used are Duracell AAA batteries. According to the datasheet, the batteries can operate at temperatures 
between -20 Celsius and 54 Celsius [21]. Another standard is UL 60065, which in a few words requires 
that electronic devices have protections against overvoltage [22]. The sign language glove design of this 
project only has one power supply and no possibility of voltage spikes above the specified voltage of 
4.5V. 
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2.2 The Mechanics of ASL 
American Sign Language has its own structure, which is not necessarily based on English syntax 
and grammar [1]. When signing a sentence, one can utilize the typical subject-verb-object structure. This 
syntax more closely follows the structure of the Japanese written language, which uses symbols to 
express different topics. For example, signing “I love cereal” can be carried out by signing “I” as the 
subject, “love” as the verb, followed by “cereal” as the object. The most common way of signing is 
topicalization - moving the topic sentence in the beginning [1].  Now, the same example becomes: 
“cereal” as the topic being moved to the beginning, followed by “I love” as the action.  The differences 
between English and ASL syntax allow for complications when communicating between ASL speakers 
and non-speakers. 
Based on the 25 most used signs in ASL, there are very subtle differences in the gestures 
between similar signs [1]. The mechanics of ASL, which are most important in distinguishing different 
signs, include the flexion of various fingers and contact between the fingers [1], as well as the motion of 
the position of the hands with respect to each other and the signer [1]. The flexion of fingers is the 
primary mechanic to separate different signs. Extending and curling one or several fingers to various 
angles can indicate different signs, as can open or closed fists [1]. For example, the gestural sign for the 
letter “A” is the very similar to the sign for the letter “B”, except that the forefingers are all fully flexed 
rather than fully extended. Figure 7 shows this comparison. In the sign language alphabet, most of the 
letters are defined purely by the flexion of each finger, with the exception of the letters “K” and “P”. 
These signs differ by the angle of the hand [18].  
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Figure 7: The ASL Alphabet, according to the Indiana Institute of Disability and Community [18] 
Another characteristic of ASL is contact between the fingers and other parts of the hand or 
body. Signs that are mechanically similar can have a completely different meaning if the point of contact 
is different. For example, the signs for “think” and for “disappointed” both involve contact of the tip of 
the index finger with the signer’s face, but they differ by the part of the face that is being touched: the 
forehead and chin, respectively [1]. The changed meaning of a sign is not limited to just where the point 
of contact is relative to the signer. The meaning of a sign could differ from much more subtle changes in 
contact, such as with the ASL signs for the letters “U” and “V”, which have the index and middle fingers 
touching and separated respectively [12]. 
 Many signs require the same exact position of the hand and are distinguishable only by angle or 
movement. Looking again at the letters “K” and “P”, the shape of the hand is the same with respect to 
the flexion of the fingers and their points of contact. The two letters differ only in the angle that the 
wrist is in when signing them. One could also look at the symbol for “toilet”, which is signed with the 
same hand shape as the letter “T”, but involves an additional movement of the wrist about the z-axis. 
These many physical components to ASL signs become extremely important when designing 
communication tools between ASL speakers and non-speakers, as it is apparent that even slight changes 
in hand shape could alter the meaning of a word or sentence completely.  
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2.3 Sensing, Signaling, and Processing Gestures 
Flex sensors and strain gauges are two types of sensors that measure the degree by which an 
object is bent. These devices take advantage of a material’s resistance and how this changes as the 
material is subject to mechanical strain. Resistance is influenced by the length of a particular material 
(L), as well as its cross sectional area (A), charge carrier mobility (μ), and charge carrier density (N). Using 
these properties, the resistance of a material can be found using the formula in Equation 1 where qe 
represents the number of Coulombs per carrier.  
Equation 1: Equation for the resistance of a material 
𝑅 =  
𝐿
𝑞𝑒×𝑁×𝐴×𝜇
  
This formula can be applied to use a material’s resistance like a sensor. By stretching a material, 
the length L increases, resulting in a larger resistance, while compressing or decreasing the value of L 
causes the resistance to become smaller. Strain gauges do this by simply stretching and compressing 
metal wire or foil from which they are made, and are particularly useful for measuring the movement of 
larger objects [23]. Conversely, flex sensors measure how an object, usually much smaller than what 
would be used for a strain gauge, is bent. A flex sensor makes this measurement using conductive inks, 
conductive fabrics, or fiber optic materials instead [24]. In the case of a conductive flex sensor, the 
length of resistive material relates to the lowered amount of resistive particles touching the conductive 
area, since they must now behave resistively over a greater surface area. Just as how a longer length of 
material relates to a larger resistance for a strain gauge, a longer amount of stretched resistive material 
in a flex sensor relates to a larger resistance [24]. 
Observations of ASL have shown that most gestures involve contact between the different 
fingers, the palms, and other areas of the hand [1], making contact sensors vital to capturing ASL 
gestures. There are several types of contact sensors, such as: 
 Resistive contact sensors, which measure the change in resistance upon contact, 
 Capacitive contact sensors, which measure the change in capacitance upon contact, 
 Piezoelectric contact sensors.  
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A similar resistive technology to the FSR-40x series is the soft linear potentiometer 
manufactured by Spectra Symbol [25]. This sensor is able to measure the distance of contact along its 
surface by altering its resistance. When no contact is being made, the sensor has high impedance [25]. 
These are shipped as long, narrow strips, and they cannot be easily modified to customized shapes 
without the sensor malfunctioning. 
An alternative method of detecting contact is using conductive foil, such as aluminum or copper. 
When two of these conductive surfaces make contact, a short circuit is completed, making the input and 
output voltages equal. If one of the surfaces is connected to a voltage source, the output will be equal to 
the source voltage when contact is made and zero when it is not.. Contact between various sensors may 
also be possible by alternating which of the foils is active high and which is receiving. The advantage of 
this method is the amount of flexibility in the shapes and sizes of the sensor, unlike the other types of 
contact sensor. Otherwise, a weak pull-down resistor will keep the voltage output at ground. In this way, 
contact may be detected by determining if the output voltage is either the input voltage or zero, 
indicating that there is either contact or no contact respectively.  Figure 8 below shows a diagram to 
illustrate the concept of a pull-down resistor. 
 
Figure 8: Using a pull-down resistor, Vout will remain near 0V until contact is made. 
Accelerometers can be used as a measure of the gravitational forces acting upon an object. 
Using electromechanical systems, they can output acceleration information for the x, y, and z axes. 
Depending on the model, this information is then relayed serially through its output pins. Given some 
initial position information, a microcontroller can use the output of a tri-axial accelerometer to calculate 
a device’s current velocity or location. Similarly, gyroscopes measure forces acting upon an object. Their 
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output differs however, in that it corresponds to the rotational forces, rather than the axial forces, 
acting upon the object. Both of these technologies are useful in gathering data with regard to the hand’s 
position and movement when signing gestures. 
Analog-to-digital converters can be accomplished in various ways, including direct conversion or 
successful approximation. The resolution of an ADC is a measure of the sensitivity of its output, or how 
small of a change in voltage is recognizable by the ADC. An ADC with 10-bit resolution, for example, has 
210, or 1024 unique levels of output that can correspond to different values of the analog signal input. 
Several models, such as the MCP-3008 can convert multiple analog inputs into digital. The ADCs can 
output serially or in parallel. Normally, the ADC is regarded as the “slave” while the microcontroller is 
regarded as the “master”. For clarity, the digital input of the ADC is therefore called the Master-Out 
Slave-In (MOSI) bus and the output of the ADC is called the Master-In Slave-Out (MISO) bus. 
Many embedded systems use microcontrollers to process signals and make decisions. 
Configuring a microcontroller involves each of the sensors and outputs in the sign language glove. It 
involves configuring the input and output pins for each sensor, setting up a clock speed, configuring 
communications with the ADC, implementing the machine learning algorithm, and setting up 
communication with a peripheral. Configuring the input and output pins, consists of changing the 
registers corresponding to each input or output. In order to activate the pins for a certain mode of 
functionality, a weak pull-up or pull-down resistor needs to be set up. It is also important to keep note 
of which pins correspond to which sensor. Some microcontrollers, such as the MSP430 have various 
clock speeds that are available, which must be configured through registers [26]. Communication with 
the ADC can be achieved through a serial interface. Implementing the machine learning algorithm could 
involve researching open-source machine learning libraries and adapting them to gestures. Some 
examples of machine learning libraries are provided in the references. 
2.4 Software for Classifying Gestures 
Various types of algorithms can be used to implement gesture recognition. Machine learning 
algorithms are algorithms that are used in previous projects. These algorithms can learn from or make 
predictions based on data and can be supervised or unsupervised. Supervised machine learning 
algorithms may involve data sets which are used for training. This training data is used for the machine 
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to learn the pattern of data that it is monitoring so that the machine can apply these patterns to new 
data sets.  
There are various goals of machine learning algorithms. One application of machine learning is 
classification, which involves using a data point (consisting of several inputs) and deciding on which 
category to place the data point. In the case of gesture classification, the inputs would be from the 
sensor and the data point would be a gesture which is recognized as belonging to one of the learned 
signs. The goal of using machine learning for our project would be for classification of the inputs, using 
supervised learning [27]. It is possible to perform multi-class classification using hard-coded “if” 
statements and decision trees. The advantage of such a method would be relatively less computing 
power requirements and simpler implementation. However, machine learning algorithms, which can 
learn from training data, will be able to expand their library of recognizable signs faster. 
One algorithm that is fairly accurate in data classification is called the Nearest-Neighbor 
algorithm. After training, to decide which class a new data point belongs to, the algorithm chooses the 
class which is nearest to the data point [28]. In terms of classification of gestures, this means that the 
algorithm would find which of the known gesture data points are closest to the new data point. 
Smartphone apps are a type of software that can be useful in capturing gestures and translating 
them. For example, a smartphone app could be able to use its phone’s Bluetooth capabilities to connect 
to the device. This communication can shift the work of processing the classification algorithm from the 
device to the smartphone, which may have more processing power. This added power can mean that 
more gestures can be stored in the glove. Another benefit of an app may be that the text output can be 
converted to speech, which may be “spoken” by the smartphone. These benefits all contribute to the 
ease of use of such a device. 
 
2.5 Chapter Summary 
 The process of designing a sign language glove requires knowledge of the various signs of ASL, 
standards set for wearable electronics, and relevant software. Research on ASL mechanics shows that 
many signs can be differentiated based on the position of the fingers, contact between the hands, and 
the overall motion of the hands. Flex sensors are normally resistive sensors which measure the degree 
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of bend of affixed objects. Sensors for measuring contact can be made several ways, including force-
sensitive resistors. Gyroscopes and accelerometers measure external acceleration, and they have been 
used in the past for capturing motion. Safety standards relevant include voltage thresholds for 
electrocution prevention and adequate protections against overheating and chemical burns.  
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3. Proposed Design 
 This chapter discusses the prototyped design of our glove. The overall concept of the glove 
design was influenced by a list of requirements relevant to ASL users, the mechanics of ASL, and the 
drawbacks of the similar projects as discussed in the previous chapter. These helped us formulate three 
possible design approaches to this project, which we narrowed down to one design. This design can be 
separated into gesture sensing, signal processing and data output subsystems. A discussion of each of 
the subsystems follows explaining their role in the integrated design. 
3.1 User Requirements and Design Specifications 
 Several difficulties are faced by American-born ASL users when communicating with those of the 
hearing community. ASL speaking adults understand these difficulties best, so requirements that they 
explicitly state take priority. These requirements will later be taken into consideration when deciding on 
product specifications. 
Explicit Requirements 
Based on multiple interviews with ASL users (Appendix B), there are several explicitly-stated 
requirements of a sign-language translating glove. These include the speed of translation and the 
accuracy of the device. The average ASL user gestures about 3 signs per second [10], and while it is not 
necessary during the development of our prototype for the device to match this speed the faster that it 
can translate as the user signs, the better.  This and the glove accuracy, or if and how often it can detect 
and translate the correct gesture as the user signs it, determine the reliability of the glove. The device 
accuracy also involves the device’s ability to incorporate the various motions that ASL signs involve. This 
includes not only the rotation and flexion of hands and fingers, but also the orientation of the hand with 
respect to the signer.  
Implicit Requirements 
In addition to the requirements specified by ASL users, the team has defined five requirements 
of the device that increase the prototype’s usefulness to ASL users. Several aspects and interactions of 
the device with its users and environment were taken into consideration. The requirements are as 
follows: 
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Easy to Use - Any complications in its user interface would inhibit the glove’s use in everyday life. The user 
should be able to begin translation without much difficulty or delay. Each translation should be done without 
any unnecessary button-pressing or other interfacing. 
Portable - The system should not be dependent on a computer or other attached system. It should be able to 
be brought almost anywhere the user goes, with the possible exception for underwater. 
Affordable - Not much financial aid is available for assistive devices. This device should be accessible by the 
average person by practical and affordable means. 
Reliable - There is a certain degree of accuracy that the device should maintain. This threshold has been 
decided by our team to be of about 90% accuracy. If the device does not accurately and consistently translate 
signs, then the user will resort to time consuming alternatives such as writing on pen and paper and the 
device will have no use. 
Aesthetically Pleasing - For marketability purposes, the device shall be aesthetically pleasing and easily 
wearable without any factors that hinder convenience during extended periods of time. This includes a 
smooth, professional appearance without any components that irritate, cut, bruise, or otherwise cause 
discomfort for the user. 
 
3.2 Design Selection 
To solidify our brainstorming efforts three design prototype options were decided upon. These 
options are shown in Figure 9 below. The three options have the same sensors and hardware, but the 
processing element and output component(s) are in different configurations. Design 1 involves a glove 
which is wired to a computer, which would perform all of the processing for the glove and produce its 
own sound or other output. Design 2 is similar to Design 1 except that its processor is placed on the 
glove as a small microcontroller and output device is a speaker that is also part of the glove, making this 
design an all-in-one system. Design 3 uses wireless communications to send sensor data to a mobile 
phone (or other computing device), which would perform the processing and output functions, and is 
otherwise the same as Design 2..  
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Figure 9: Design 1 (top), Design 2 (middle), and Design 3 (bottom). Design 1 uses a separate computer for processing and 
output, Design 2 does all processing and output using a microcontroller and speaker, and Design 3 uses a wireless connection 
to a smartphone for processing and output. 
Computer 
Speaker/Output 
Glove 
Wired Connection 
Glove
 
Microcontroller 
Speaker 
Microcontroller 
Glove
 
Smartphone 
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Each of these design options comes with distinct advantages and disadvantages. The team rated 
each of the designs based on the requirements of the consumer. The total values in Table 1 below are 
on a ten-point scale, averaged between the values chosen by each member of the team. The multiplier 
of each factor is used to prioritize importance. 
Table 1: A design matrix of each design option with weights 
 
The total score for Designs 1, 2, and 3 are 140, 171, and 156 respectively, based on the weighted 
sum of their columns. This result helped the team decide to proceed with Design 2 for the remainder of 
the project. However, the team eventually realized that Design 3 was feasible, and more beneficial to 
this project and its intended market.  
 To fulfill the aforementioned specifications, our design consists of one glove with several 
subsystems: a flex sensing subsystem, a contact sensing subsystem, a rotation sensing subsystem, a 
processing subsystem, a power subsystem, and the output subsystem. A rendering of our initial design is 
shown in Figure 10.  
 
 
Figure 10: The design includes various sensors, a microcontroller and output on a smartphone 
The design is meant to be comfortably worn on the hands, just like a normal glove and is aimed 
towards complying with the previously defined user specifications, such as portability, low weight, 
Microcontroller 
Glove Smartphone
e 
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market appeal, and accuracy. Given the scope and time limitations of this project, a simple high level 
design was implemented to avoid unnecessary complications (Figure 11). 
 
Figure 11: A high-level diagram of the design 
3.4 Sensor System 
The sensor system is made up of three main components: the flex sensor circuits, the contact 
sensor circuits, and the gyroscope. Each type of sensor will provide its own unique data to the processor 
so that the processor can recognize subtle differences between gestures. 
For the purposes of this project, the flex sensors will be used to determine the flexion of each 
finger of the hand. As mentioned in Chapter “2.1 Communicating between the Hearing and Non-
Hearing”, the positions of each finger are key determinants of which gesture is being performed.  Each 
finger has one or two flex sensors on it, as shown in Figure 12 below. Each flex sensor will be set up in a 
voltage divider circuit so that it may be processed accurately by the microprocessor (See Chapter 4. 
Methodology). 
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            Figure 12: The design originally used ten flex sensors. 
A resistive contact sensor was fixed to the tip of each finger. Measuring contact against the fingers is 
important to gesture recognition, as touch is one of the key mechanics of ASL gestures mentioned in 
Chapter  Another important consideration in communication devices is safety standards. To bring 
a device as close as possible to becoming a commercial product, there should be care taken to follow all 
suggested and required standards related to safety. As with any electronic equipment, there is a risk of 
shorting wires, which can result in injury or fire. In terms of electrocution, our glove will not cause injury 
from electrocution, because according to a research paper completed at the City University of New York, 
the “lowest lethal voltage” is 25V [19]. 
 One risk common to wearable devices is chemical burns from overheated or poorly constructed 
batteries [20]. These risks can occur if the batteries are stressed or heated. In the glove, the batteries 
used are Duracell AAA batteries. According to the datasheet, the batteries can operate at temperatures 
between -20 Celsius and 54 Celsius [21]. Another standard is UL 60065, which in a few words requires 
that electronic devices have protections against overvoltage [22]. The sign language glove design of this 
project only has one power supply and no possibility of voltage spikes above the specified voltage of 
4.5V. 
2.2 The Mechanics of ASL. The contact sensors used are FSR-400 contact sensors, which were 
set up to provide digital output (either 0 V or 5 V) using a simple pull-down setup described in the 
technical background. 
A three-axis gyroscope combinational sensor was to be attached to the top of the wrist, 
positioned as illustrated in Figure 13 below. This location will allow for simple and short interfacing with 
the microprocessor. 
Flex Sensors 
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           Figure 13: The microcontroller will be fastened to the back of the hand 
Cost-effectiveness of this sensor is more important to the team than the quality or sensitivity. 
This sensor will have a digital output directly into digital input pins of the microcontroller. 
3.6 Processing Subsystem 
To process the incoming signals, each analog signal from the flex sensors must be converted to a 
digital signal. This means that to process all eight of the flex sensors, eight channels of ADC are required. 
Most microcontrollers come with some analog input pins, but this number is limited and can quickly 
crowd up the microcontroller. The addition of ADCs can be used to add more analog pins to the overall 
processing system. One option, the MCP3008 allows for up to 8-channels of conversion with 10 bits of 
resolution and a sampling rate of 200ksps. This means its samples of the flex sensor voltage will have a 
sensitivity of 5V/2^10 = 4mV per bit, captured twice every millisecond, which is more than sufficient. 
 After all sensor outputs are connected to the microcontroller input, the processing can begin 
using a machine learning algorithm. Although it would be possible to hard-code each gesture into the 
microcontroller algorithm, this would create difficulties when updating or expanding the number of 
recognizable gestures. The initial approach will be a lookup table with some machine learning aspects. It 
will use a library of training data to learn from the average sensor inputs for each gesture, with 
tolerances for each gesture set by the machine learning algorithm. The tolerances are flexible so that 
the glove will be able to adapt to different users.  
3.7 Output Subsystem 
This system is the final step in implementing translation. After the gesture has been recognized, 
the output will transmitted to a smartphone via Bluetooth. Then, the name of the recognized gesture 
will be printed on the smartphone’s screen so that people who are watching the smartphone can 
understand the gesture. This subsystem can be implemented with a serial communications terminal 
app, of which many are available on the Google Play store. 
Microcontroller  
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The basic functionality of the app is to wirelessly connect a device to the glove, receive sensor 
data from the glove, run the glove’s classification algorithm, and write the output clearly to the 
smartphone screen. Additional features included using text-to-voice software, so that the phone would 
“speak” the translated gesture, and increasing the number of known gestures potentially up to 
thousands of gestures. These features are intended to reduce the complexity of using the glove in 
everyday and emergency situations, however for the purposes of this project we found that it was best 
to limit our output to just text. 
3.8 Chapter Summary 
 The project design is a glove made up of a sensor system, processing system, and output system. 
The team was able to evaluate three different design concepts that could successfully meet the 
established requirements. After some analysis of consumer requirements and design requirements, the 
glove design was originally intended to complete all processing on itself and output the resulting sign 
translation through a speaker. However, the final prototype instead contained a wireless link to 
smartphones via Bluetooth so that processing and output is completed over the smartphone instead. 
4. Methodology 
Based on preliminary research and testing, the team decided that developing our sign language 
glove was to be a multifaceted process. Additionally, it was apparent that the completion of this project 
would require meeting several objectives as described below: 
1. Develop a sensing network that incorporates and differentiates the different 
types of hand movement used in American Sign Language (ASL): 
 Flexion, 
 Contact, 
 Rotation, 
 Translation. 
2. Interface the sensor network with a microcontroller. 
3. Design a Printed Circuit Board (PCB) that serves as the bridge between our 
hardware and software components, thereby allowing hand movements and 
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sensor signals to be input to and processed by the microcontroller and the 
software code. 
4. Develop a program that recognizes sensor signals and stores those that 
correspond to a designated ASL sign into a code library. 
5. Successfully output 1-3 ASL signs in a manner that can be understood by a non-
ASL speaker. 
It should be noted that the objectives can be categorized into two main categories, hardware 
and software. Objectives 1 and 5 are hardware objectives, as they relate to the physical, tangible parts 
of the glove, while Objective 4 is a software objective and is instead focused on the glove’s code 
development and signal processing. Objectives 2 and 3, as they relate to both the hardware and 
software components, can be considered embedded systems objectives. 
4.1 Hardware Development 
 The hardware in our system is composed of the flex sensor subsystem, the contact sensor 
subsystem, the glove material, and the PCB. The testing of each subsystem and their integration of each 
into the final glove product is described in this section. 
4.1.1 Finger Position Sensing 
It was determined that the best sensor to use to measure finger flexion was a flex sensor. The 
team decided to test a 2.2 inch and a 4.5 inch Spectra symbol Flex Sensor (See Appendix C), as the sizes 
were comparable to the finger lengths of this project's team members, and the sensors were within a 
reasonable price range.  
The flex sensor system is the system most dependent on analog components, since the motion 
of a finger can yield a continuous range of voltages. Due to this, the team decided to simulate the flex 
sensor system to ensure linearity and adequate sensitivity. Linearity is important, because the 
microprocessor algorithm assumes that similar ranges of finger flexion will have similar outputs from the 
flex sensor system. Sensitivity is important because the ADC has a 10-bit resolution. The resolution likely 
has a direct effect on the accuracy of the algorithm. Our flex sensor system simulation consists of a 
batch transient analysis (a type of MultiSim analysis procedure involving multiple trials) consisting of 
eight DC Operating Point analyses, one for each flex sensor system. First a single DC Operating Point 
analysis was performed. The test schematic represents the hardware of the flex sensor system, except 
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with virtual resistors instead of the placemark headers, since virtual resistors are simpler to simulate. 
The resulting file is shown in Figure 14 on the next page. 
 
Figure 14: The MultiSim schematic used for testing the range of the flex sensor subsystem. 
Each system is made of a flex sensor (modeled by a virtual resistor), a matching resistor, and 
shared voltage and ground. As in our prototype, a voltage source of 4.5V is chosen for this simulation to 
match the 4.5V battery pack that is used later to power the glove. Each flex sensor system is shown with 
a 33kΩ resistor as our matching resistor. The value shown was determined to be incorrect, and the 
values were changed to 100kΩ for the actual analyses. After some initial simulations, the type of 
simulation was changed to simple DC Operating point. Each of the variable resistors was replaced with a 
simple resistor to make the DC Operating Point analysis simpler.  
 A batched analysis of 8 parametric sweeps was run, one per flex sensor system. Each parametric 
sweep varied the resistance of the flex sensor based on measured values of the flex sensor resistance 
range, which corresponds the bending of each finger. The results of the parametric sweeps are shown in 
Table 2 below. 
Matching 
Resistors 
Flex Sensors 
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Table 2: Parametric Sweep Simulation with 100KΩ 
 
From the table, it can be determined that there seems to be a sufficient degree of sensitivity of 
the system. For each flex sensor, there is a large range in the voltage, normally of about 300mV. The 
smallest voltage value is about 80 mV, although since this corresponds to the ring finger, one of the least 
movable fingers, and the range still results in a large enough difference in value for the algorithm to 
recognize. A voltage range of at least 80mV translates to a difference of 18 bits in the output of the ADC 
(see equations in Section 4.8). Since this provides greater degree of difference than attainable in human 
control of the ring finger, the system has greater sensitivity than required. The linearity of the flex 
sensor subsystems, which is another of our requirements, is best depicted visually in graphs. A sample 
graph of one of the flex sensors is shown below in Figure 15. 
 
Figure 15: Flex sensor linearity. Here, the voltage output range of the flex sensor on the ring finger is simulated 
 The graphs of each of the parametric sweeps of the voltages can be found in Appendix C, 
however, they all visually seem to have similar linearity. Based on the graphs, the voltage response for 
the bending of each sensor is close to linear. This satisfies our algorithm’s requirement that the input 
data be linear, so that the tolerances and typical values can be used best. 
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 The first series of physical tests involved the 2.2 inch sensor, which was placed on one of the 
project team members’ the right-hand index finger. The first experiment involved testing the resistance 
of the sensor when the finger was held at different angles. To start, the flex sensor was placed over the 
bottom knuckle of the index finger (Knuckle A), and was held in place by wrapping it and the hand with 
scotch tape. The resistance was tested with the hand open and the fingers pointed straight up, relaxed, 
pointing straight ahead, in a loose fist, and in a tight fist. The angle of the Knuckle A at each position was 
measured and plotted against the resistance, as shown in Figure 16.  
 
Figure 16: Resistance as a function of the angle of Knuckle A 
The graph shows the relationship between the sensor resistance and its linearity: the more it is 
bent, the higher its resistance. Table 3 below shows the values from this graph. The same process was 
repeated for the middle knuckle (Knuckle B), the table of which can be seen in Table 4. It should be 
noted that the resistances for Knuckle B when pointed straight up and straight ahead were similar 
values, since this knuckle actually remains unflexed in both positions. The team observed that 
resistances of a flexed finger were stable even when the hand it was mounted on was moving. It is 
possible that the tape used for keeping the sensor straight could have had an influence in our findings, 
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but the team decided that this was negligible, as tests later on when the sensor was sewn into a material 
resulted in similar resistance values. 
 
 
Table 3: Resistance and angle data from Knuckle A 
Position Angle Resistance 
Straight Up 2° 25.354 kΩ 
Relaxed 24° 29.920 kΩ 
Straight 56° 32.633 kΩ 
Fist (relaxed) 72° 40.716 kΩ 
Fist (firm) 100° 42.352 kΩ 
 
Table 4: Resistance and angle data from Knuckle B 
Position Angle Resistance 
Straight Up 5° 26.034 kΩ 
Relaxed 24° 28.116 kΩ 
Straight 24° 26.562 kΩ 
Fist (relaxed) 79.5° 45.286 kΩ 
Fist (firm) 92° 50.463 kΩ 
 
The 4.5 inch flex sensor was informally tested in the same way as the 2.2 inch sensor, the only 
difference being that this sensor was sewn into a polyester glove. This sensor was found to have the 
same resistance range as the shorter one: about 25 kΩ to 50 kΩ. The longer sensor was also used to test 
the change in resistance for movement of a single joint and of multiple joints, the values of which were 
then compared to determine if it was possible to use one flex sensor for an entire finger. The long 
sensor was mounted over knuckles A and B of the same team member’s right hand, and they were 
moved independently so that their resistance values could be measured. Table 5 below shows the 
values at each position. 
Table 5: Resistance Comparison of Knuckles A and B for 4.5 inch flex-sensor 
Position Knuckle A (Bent) Knuckle B (Bent) 
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Completely Up 11.387kΩ 11.487 kΩ 
45° 14.681kΩ 16.910kΩ 
90° 17.164kΩ 19.403kΩ 
 
The resistance values for Knuckle A range between 11kΩ and 15kΩ, while Knuckle B ranges from 11kΩ to 
22kΩ. To better visualize the connection between finger flexion and a difference in ASL signs, the team 
compared the flexion of a finger when signing the letters C and O (Figure 7). These signs have resistance 
values of 23.913kΩ and 22.772kΩ respectively. This shows that similar symbols can have similar flex 
sensor readings across a single finger. The team hypothesized that an ASL sign could still be determined 
with a single, long flex-sensor on each finger instead of multiple short sensors, since signs typically use a 
combination of positions for each finger. The team found however that using two small flex-sensors, 
such as the 2.2 inch one, across a finger would be more beneficial, because there would be more data 
about the position of each finger, and there would be less computation with regards to which knuckle 
was bent and to what degree. 
Using the adhesive backing, the sensor was directly attached to one of the team member’s 
knuckles. The team proceeded to create the same experimental setup as with the other short flex sensor 
tests. This setup is shown in Figure 17. Unfortunately, the adhesive backing did not provide enough 
strength to hold the sensor against the skin, which led to false readings on the oscilloscope. This test 
reinforced the notion that our prototype is best assembled as a full glove, rather than just a group of 
sensors on the skin. 
 
 
Flex Sensor 
Oscilloscope Leads 
Power Supply Leads 
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                 Figure 17: Testing the 2.2 inch flex-sensor on skin 
As suggested by Professor Emanuel, the team used oscillograms of several gestures to test the 
degree of decipherability. Each oscillogram showed the voltage output of a single flex sensor. The plan 
was to record multiple oscillograms of each gesture and to deliver these oscillograms to another team 
member. If the team member could visually inspect a new oscillogram and correctly decipher which 
gesture it belongs to based on the other oscillograms, it would show that the concept of ASL translation 
may be easily implemented. 
The team measured the resistance of the long sensor with a GW GDM-8034 Digital Multimeter. 
It was between 240 and 261 kΩ depending on the flexion of the team member’s finger. The team used a 
51kΩ resistor and 200kΩ resistor in series,resulting in a 251 kΩ resistance, to match the sensor in a 
voltage divider. The letters “A”, “B”, “C”, “O”, “L”, and “I” were chosen as the gestures to be tested. The 
first three signs were selected because they represent gestures with either no finger flexion, full finger 
flexion, or a moderate amount. The latter three signs were selected because they have similar finger 
positions to the first three. The team recorded the oscillograms for A, B C, O, L, then I. After a short 
break in recording, the team re-recorded the same letters again to create a second set of data. During 
the capturing of each oscillogram of the chosen letter, the team member performing the gesture 
relaxed, then performed the gesture, then relaxed again. This allowed the transitions between the 
relaxed and the corresponding gesture to be seen, rather than recording a waveform of simply the 
gesture. The results were compiled into one spreadsheet document, shown on the next page (Figure 
18). 
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       Figure 18: Each column shows the oscillogram and some voltage value data for each sign 
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When the team performed this test, it was observed that there is difficulty in recognizing the 
gesture by visual inspection, because the inspecting teammate would look for either a “bump” or a “dip” 
in the signal. The guesses appeared to be based on the shape of the oscillogram rather than the voltage 
value during the sign. Because the voltage output of the sensor varied while the hand was resting, this 
caused trouble in interpretation. From this experiment the team noted that there is a significant range 
of flex sensor values possible when no gesture is being performed. This was a useful discovery in terms 
of how we implemented our error bounds in our classification software. 
Measuring the New Resistance Values of the Flex Sensors 
After assembling the glove, the team suspected that the flex sensor resistances would change 
value after being attached to the glove. The new resistance values of each of the flex sensors were 
measured. The team used an Agilent 34405A Multimeter and laboratory power supply in the 
configuration shown in Figure 19 below in order to carry out the measurements. 
 
Figure 19: Agilent 34405A Multimeter. This device can measure various properties of an electrical component, including its 
resistance, the voltage drop across it, and the current passing through it. It was used in these tests to measure the resistance 
of our flex sensors as the flex sensor was bent to various angles, which were meant to correspond to different finger 
positions. 
Using the multimeter as a method of testing, the measured resistance of the new sensors 
differed from those of the first glove. Given the sensor’s high sensitivity to pressure, this deviation in 
resistance range from the previous glove was expected. The measurement results for each of the five 
Multimeter Leads 
Flex Sensors on Glove 
Power Supply Leads 
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fingers at different flexion points are summarized in Table 6. The data shows that resistance ranges here 
are not very high. Further hardware simulations were used to further determine whether these ranges 
would be sufficient for the device, as will be discussed later in this section. 
Table 6: Individual Resistance Values of Each Flex Sensor 
 Thumb 
Index 
Finger 
(knuckle) 
Index Finger 
(tip) 
Middle 
Finger 
(knuckle) 
Middle 
Finger 
(tip) 
Ring 
Finger 
(knuckle) 
Ring 
Finger 
(tip) 
Pinky 
Finger 
Resting (kΩ) 53.4 74.2 121.5 138.2 163.2 79.5 91.0 66.6 
0° (kΩ) 49.8 73.6 107.0 133.6 162.0 76.0 89.7 63.5 
Fully Bent 
(~110°) (kΩ) 
66.0 86.3 166.4 168.6 208.5 85.9 96.2 75.7 
Calculated 
Resistance 
Range  (kΩ) 
26.2 12.7 59.4 35.0 46.5 9.9 6.5 12.1 
 
The team tested the feasibility of our contact sensors next. Their resistance values were 
recorded in two different situations, one where there was contact between the fingertips and one 
without contact. The amount of force applied to a sensor as it was being touched was moderate and 
based on the hand movements used in the ASL sign for the letter “A”, which has the index, middle, ring, 
and pinky fingers closed and touching the palm of the hand. Instead of testing all of the fingers at once 
however, the team tested them in this position individually so that the team may avoid any potential 
complications. The team used the same multimeter with the same configuration as was used to measure 
the flex sensor resistances (Table 7).  
Table 7: Individual Resistance Values of Each Contact Sensor 
 
Thumb 
Index 
Finger 
Middle 
Finger 
Ring Finger Pinky Finger 
Resistance with Contact 
[kΩ] 
~70 35 16 20 10 
Resistance without Contact 
[kΩ] 
273 1900 1200 
Too Large to 
Measure 
Too Large to 
Measure 
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The thumb sensor resistance without contact seems relatively low compared to the other sensor 
values. However, 273kΩ is still a high enough value to distinguish when there is contact between the 
thumb and one of the other fingers. This claim is based on the following analysis: 
𝑉 𝑣𝑎𝑙𝑢𝑒
𝑉𝑚𝑎𝑥
=
𝑏𝑖𝑡 𝑣𝑎𝑙𝑢𝑒
𝑏𝑖𝑡 𝑚𝑎𝑥𝑖𝑚𝑢𝑚
, 
1.9𝑉
5𝑉
=
390 𝑏𝑖𝑡 𝑣𝑎𝑙𝑢𝑒
1023 𝑏𝑖𝑡 𝑣𝑎𝑙𝑢𝑒
, 
3.0𝑉
5𝑉
=
623 𝑏𝑖𝑡 𝑣𝑎𝑙𝑢𝑒
1023 𝑏𝑖𝑡 𝑣𝑎𝑙𝑢𝑒
. 
The resistance of the contact sensor affects the output voltage at the corresponding Arduino 
UNO pin. Based on the diagram of the contact sensor subsystem, the voltage input to an Arduino pin 
when there is no contact is determined by a voltage divider. Therefore, the voltage output to the 
Arduino will be equal to the 𝑉𝑐𝑐  ×
𝑅𝑝𝑢𝑙𝑙𝑑𝑜𝑤𝑛
(𝑅𝑝𝑢𝑙𝑙𝑑𝑜𝑤𝑛+𝑅𝑡ℎ𝑢𝑚𝑏
 which equals  4.5 𝑉 ×
10 𝑘Ω
10 𝑘Ω +273 kΩ
= 0.159 𝑉. 
According to the Arduino Uno datasheet, the threshold value for voltage level “low” is less than 0.3 ×
𝑉𝑐𝑐. Assuming a 4.5V supply, the pin voltage level is “low” as long as it stays below 1.35V. Given this 
range, there is no risk of accidentally asserting a voltage level “high” when there is no contact on the 
thumb sensor. 
Reading the Flex Sensors with an ADC 
The team purchased a MCP3008 ADC to process our flex sensor values[41]. According to its 
datasheet, this ADC has 16 pins. The first eight pins are analog input pins, each corresponding to a 
different channel, and the other eight are used as digital output which is then communicated to the 
Arduino. The MCP3008 has a 10 bit resolution and it communicates using Serial Peripheral Interface 
(SPI). The pin-out diagram from the datasheet is shown in Figure 20 below. 
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Figure 20: The MCP3008 used in this project. This ADC has 16 pins, 8 of which are used as input pins. Given the number of 
flex sensors that we used for the glove was exactly 8, we found that this sized ADC was perfect for our uses 
The digital output pins include a VDD pin, VREF , AGND, CLK, Dout, Din, CS’, and DGND pin. The pin 
connections used for the breadboard version and for the PCB version are the same. VDD and VREF are 
connected to our voltage rail, and AGND is connected to our ground rail, CLK is connected to pin 10 of 
the Arduino. The next two outputs, Dout (MISO) and Din (MOSI), are connected to pins 11 and 12 of the 
Arduino. According to the datasheet, the Chip Select (CS) is active-low, which is controlled by pin 7. The 
last pin, DGND (or digital ground), is connected to the ground rail. 
4.1.2 Contact Sensing 
 The team tried a few types of contact sensors before settling on Force-Sensitive Resistors (FSRs). 
Ideally, any contact from the palm, fingers, hands, or other objects would trigger the sensors. The team 
began testing the linear potentiometers, but after a few tests, the idea was abandoned in favor of using 
FSRs. The team tested a large square FSR intended for the palm of the glove. Eventually the team chose 
to only implement the small circular FSR-402s. Later in the project, the FSR-402s were replaced by the 
similar FSR-400s. 
Soft Linear Potentiometer as a Contact Sensor 
The linear potentiometer tested was a Spectra Symbol Linear SoftPot. This sensor varies its 
resistance depending on the position along its axis where it is touched. The team was interested to see if 
it could be attached to each finger of our glove without interfering with any hand movement. Although 
it is a position sensor, the team hoped it could double as a contact sensor, since its resistance depends 
on touch. Figure 21 and Figure 22 below describe the experimental setup that used for our first test. 
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                Figure 21: Spectra Symbol Linear Potentiometer during testing 
 
Figure 22: First schematic used to test the Linear Potentiometer 
Power Supply Leads 
Oscilloscope Leads 
51 KΩ Matching 
Resistor 
Linear Potentiometer 
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Unfortunately, the output of this circuit had a significant amount of noise. The team changed 
the circuit by swapping the positive and negative rails of the power source and by swapping the 
oscilloscope probe’s positive and negative clips. The new experiment setup is shown in Figure 23 below. 
 
Figure 23: Corrected schematic used to test the Linear Potentiometer 
During the test, one team member pressed a finger against one end of the linear potentiometer and 
moved their finger along its face slowly and steadily, multiple times. The resulting output was as 
expected. It was similar to a triangle wave. The output is shown below in Figure 24, which shows the 
strong precision of the sensor.  
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Figure 24: Oscilloscope screen of Linear Potentiometer Testing 
The team immediately noted that this linear potentiometer was slightly too long to fit on a 
finger. In addition, the width was larger than any of the team members’ fingers, and the plastic was too 
stiff to wrap around the finger. Despite its accuracy, its cumbersome shape would not work well with 
the movements we would be making with this glove, so the team proceeded with the other option, FSR 
sensors. 
Square FSR Feasibility as a Palm Contact Sensor 
Next, the team tested a square contact sensor, which was intended to be mounted to the palm 
of the glove. To test this sensor, the team first measured its resistance range using a GDM-8034 Digital 
Multimeter. With no pressure applied to the sensor, there was an undefined resistance (>20MΩ) across 
it. When pressed, the resistance fell to between 0.5 and 1.5 Ω. A team member placed the sensor in his 
palm and tested the amount of force required to activate the sensor. This applied force was not very 
large, and seemed low enough for measuring normal hand movements. This fulfilled our requirement 
for sensitivity. 
It was decided that this sensor would be treated as a digital sensor. By applying a voltage to one 
lead of the sensor, and attaching the output to the other side of the sensor, with a weak pull-up resistor, 
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the output would be either 0V or 5V. The team attached the sensor to a pull-down resistor (1MΩ) as 
shown in the diagram below (Figure 25 and Figure 26), and powered it using the supply voltage from a 
GW Instek GPS-3303 Power Supply. The team found that the output was almost exactly 0V or 5V from 
visual inspection of the oscillogram. 
 
Figure 25: Experimental Schematic 
 
Figure 26: Experiment Configuration 
To test how well the sensors would work together, the team decided to get an oscillogram with 
two scope channels, one channel being the touch-pad and the other being the bottom knuckle flex 
sensor. This way the team was able to see how the signals behave with touching and flexing variations. 
The oscillograms from the test are shown in Figure 27 below.  
FSR Palm Sensor 
1 MΩ Matching 
Resistor 
Oscilloscope and Power Supply Leads 
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               Figure 27: As the flex sensor bends (orange), the contact sensor is eventually pressed (blue) 
 
Figure 28: The configuration used to obtain the above oscillogram 
When pressing down on the palm sensor intermittently, it was expected that the signal would 
increase slightly for the flex sensor until the palm sensor would become activated, then the flex signal 
would decrease until the palm sensor becomes un-activated. Our predictions were correct. From this 
Contact Sensor 
Signal 
Flex Sensor 
Signal 
Contact is made and fingers are flexed. 
FSR Palm Sensor 
Flex Sensor 
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testing, the team also observed the adequate sensitivity of the palm sensor and its feasible size when 
positioned on the palm (Figure 28). 
FSR-402 Feasibility as a Contact Sensor 
The original concept for contact sensing involved the use of five, finger length, location 
recognizing contact sensors and one or more palm touch pads. This idea, however, raised several 
concerns for the overall design of the glove. The touch sensors’ length and rectangular shape made it 
difficult to interface onto a glove without interfering with the natural movement of the finger it was 
attached to. Conversely, the palm sensor was too small for the entire palm, requiring either the use of 
multiple palm sensors, which would ultimately not conform to the shape of the palm, or for the sensor 
to be large enough to cover the lower part of the palm where contact is made, which it was not. 
Another concern was the possibility of electrical interference between the two sensors if a finger were 
to come into contact with the palm. This led to the removal of the palm sensor from our contact sensing 
concept, as it was assumed that contact sensors on each finger, in combination with flex sensors, would 
be sufficient enough information for the glove to recognize that a finger was being bent and touching 
the palm.  
To account for better contact sensing on the fingers, it was decided that the sensor had to fit 
better on the finger so that the movements would not be interrupted by the sensor. This led to the 
removal of the long contact sensor in favor of a smaller one. So long as the smaller sensor included the 
pads of the finger, where contact is actually made, the sensor would be sufficient enough. The first 
attempt at replacing the long sensor was through the use of conductive fabric. A piece of anti-static, 
carbon based plastic fabric (Velostat) was sandwiched between two pieces of conductive fabric, all 
surrounded by two pieces of cotton. The resulting sensor was able to fit on the glove well, but was not 
especially sensitive to touch with a normal amount of pressure. Additionally, the amount of time 
required to make each individual sensor would be unrealistic given the time-frame of this project. 
Instead, a small, FSR-400 contact sensor was used. This sensor was the approximate size of the pads of 
the fingers of the team members, and did not interfere with the movement of the finger in any way.  
Once it was decided that the team would use these sensors, their basic resistive properties were 
tested. A sensor was connected to a breadboard and tested the resistance by using a digital multi-meter 
(Figure 29). It was assumed during this testing that the breadboard had no significant effect on the 
measurements. 
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Figure 29: Three of the five FSR-400 sensors before testing 
The team tested one of the sensors for their resistance while untouched. The multi-meter displayed 
“.0L”, meaning that the resistance was too large to measure (>100 MΩ). When they were plugged into 
the breadboard, their resistance was about 11 MΩ. When lightly pinched, the resistance changed to 
about 26 kΩ. When pinched tighter, the sensor’s resistance quickly decreased to and remained near 4 
kΩ. To test the sensor output, we observed its behavior in a circuit, similar to how we observed the 
square touch sensor. The FSR-400 sensors were tested in series with a 5.2 MΩ resistor and powered to 5 
V (Figure 30). Using an oscilloscope, we were able to see the behavior of the output of the sensor when 
touched (high) and untouched (low). The oscillogram (Figure 31) demonstrates that the output of these 
contact sensors work well as a digital signal. 
 
Figure 30: Circuit for testing FSR-400 contact sensor 
FSR-400 Sensors 
FSR-400 Sensors 
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Figure 31: Oscillogram for FSR-400 contact sensor. The signal jumps from high to low as sensors are pinched repeatedly. 
4.1.3 Motion Sensing 
Adding gyroscope functionality to our glove required us to select a gyroscope, power it, connect it to 
the Arduino, and configure it in software.  The team chose the Parallax L3G4200D gyroscope, and after 
researching its specifications, it was found that it uses I2C communication protocol. It has eight pins: 
GND, VIN, CS, SCL, SDA/SD/SDO, SD0, INT1, INT2. According to Figure 32 from the gyroscope’s datasheet, 
the board only needs 4 connections. Thanks to the I2C communication protocol, it only requires two of 
the Arduino UNO’s pins for proper connection. 
The sensor is being pinched. 
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Figure 32 from the Parallax L3G4200D datasheet [29]. There are four pins required for basic communication with the 
gyroscope module: VIN, GND, SDA, and SCL. For the Arduino, SDA and SCL correspond to pins A4 and A5. 
Since the gyroscope uses I2C, we used the pins A4 and A5 of the Arduino, which are specially 
designed to handle I2C on the Arduino when using the Wire library. The team found Arduino example 
code (using the Wire library) made specifically for the L3G4200D gyroscope. More details of our 
software implementation are in the Software Development section. 
4.2 Standalone Arduino UNO 
To meet the design requirement of a portable, easy to use glove, the team recognized that the 
glove components needed to be as small and compact as possible. While the team had decided to use 
an Arduino Uno as the glove’s microprocessor, the entire development board was determined to be far 
too large for the glove, especially when combined with the other circuit elements and sensors. The team 
programmed the Arduino’s microprocessor, an AtMega328, using the development board, then simply 
moved the chip from the development board to the breadboard. Using this method of programming, 
the team succeeded in uploading the blink example sketch and our sketch into our chip. This effectively 
could upload to the chip. However, at this point there was no way to upload or use the serial monitor 
without putting the AtMega328 back in the development board. To eliminate the need to take out and 
replace the microprocessor repeatedly, the team decided to upload code to the Arduino via wireless 
uploading, as discussed later in the chapter.  
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Figure 33: The configuration used for the stand-alone Arduino. 
While trying to implement the stand-alone microcontroller on the breadboard, the team 
decided to bypass adding the 16 MHz oscillator incorporated on the development board, as it was 
hypothesized that the chip’s internal clock would be sufficient for stand-alone operation and the use of 
an oscillator would only take up space in the circuit. Unfortunately, implementing the internal clock was 
taking too long. The team decided that including the oscillator in the design would in fact be beneficial, 
and the increase in size of our chip will not make much difference. We de-soldered the 16MHz oscillator 
from one of our Arduino UNO breakout boards and included it in the design (Figure 33). 
4.3 Software Development 
The team required a software program that can read from flex, contact, and gyroscope data and 
output the corresponding gesture. The goal of this code is to read from each sensor and compare their 
combined values to a library of signs. To use the gyroscope, contact sensors, and flex sensors together 
seamlessly, the best coding program to use would be Arduino IDE, as the program is both flexible and 
user friendly. The team acquired an Arduino UNO board, which was favored for its convenience of size 
and availability of breakout boards in the event that one would be needed. By the conclusion of the 
project, the team had created 18 versions of the code. 
Arduino UNO chip 
Oscillator with Capacitor 
Voltage Regulator Circuit (to 
reduce 9V to 5V) 
10KΩ Resistor for Reset Pin 
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The first test was a proof-of-concept test in MATLAB. The team created a demonstration 
program which could take CSV file input (from flex, contact, and gyroscope data) and use it to determine 
the intended gesture. To develop the MATLAB script, the team made fictional data to simulate gestures 
and designed the program around those data files. There was an individual .mat file created for each 
gesture. Each file consists of a 10x5 matrix, where each row represents another sample and each 
column indicates different sensors. There are 5 columns to represent five flex sensors (one for each 
finger), and there are 10 rows because it is a convenient number for initial programming of the script. 
Each data point is on a zero-to-three scale, because at this point in time we suspect that we only require 
a resolution of 4 unique values for each flex sensor. The gestures we chose were A, B, and C, as well as a 
relaxed hand position. The team members used their own intuition to determine each gesture’s data. 
This was justified because this data is only to aid the development of this script. The gesture for 
“Relaxed” is shown in Figure 34 below as an example of these gesture files. 
 
Figure 34: Each gesture was a row consisting of whether each contact sensor is touched. For the purposes of this example it 
does not matter whether 1 means contact or no-contact.  
Based on the voltage input, the MATLAB script would then generate a lookup table, or library, of 
the gestures learned. An example using four signs (A, B, C, and I) is shown in Figure 35 below. The first 
column stores the name of the gesture, and the following four columns contain the mean sensor value 
information. Future implementations will include much more detailed tables, with threshold/standard 
deviation information as well. The values shown above range from zero to three, but this algorithm can 
be used for any range of numbers including the raw sensor input voltage values. 
 
Figure 35: A simple lookup table of gestures. Each row is a gesture, starting with the name of the gesture and followed by the 
values for each sensor. Each gesture row is similar to the gesture data of Figure 34. 
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 After the success of the MATLAB script, the team began creating the first code in the Arduino 
IDE. The first step to implement this code was to develop code functions for our gyroscope. Due to 
budget constraints, the team decided to use a gyroscope that we already had in possession. The device, 
a Parallax L3G4200D gyroscope, had the specifications that we required to be able to successfully 
implement it to our glove, including small size and 3-axes of rotation. To program it, we modified the 
basic Arudino example sketch for reading analog signals, and combined that with sample gyroscope 
code [30]. 
The gyroscope was configured to have a speed of 2000 degrees per second, which was the 
maximum possible speed for rotation measurement. Using the fastest measuring speed was ideal, as 
ASL signs in real time would require the glove to make measurement readings very quickly. To have the 
ability to read the values of the gyroscope, the function getGyroValues() was borrowed from the sample 
code [30]. This function took the I2C addresses and registers for the three axes of the gyroscope and, for 
the individual axes x, y, and z, assigned them to be equal to the most significant bit (MSB) shifted over 
by 8 bits and OR-ed with the least significant bit (LSB), putting the two values next to each other in a 16 
bit number (See Appendix A).  
To monitor the values as we rotated the gyroscope, the team made the general program print 
the digital number equivalents of the gyroscope readings. Before this however, the team decided it 
would be best to implement the flex sensor code so that we may test both at once. The team felt this 
was best, as both types of readings required continuously updating the serial output in the initial testing 
to determine if the code functioned properly or not. The team started the flex sensor code by initializing 
5 analog pins from the Arduino UNO board, one for each sensor at the time of this code development. 
The team would eventually adjust the code for the additional 3 flex sensors that were adhered to the 
glove later in the project. The team also initialized the individual variables for each sensor to 0. Since the 
behavior of a flex sensor makes it so that its resistance changes according to how much it is bent. The 
team ran our test code using 30 kΩ potentiometers to mimic the resistance range of the flex sensors 
themselves (Figure 36). The sensor variables were then set to be equal to the values read at their 
corresponding analog pins. These values were then printed out to the serial monitor (Figure 37), and 
observed as the potentiometer values were changed. 
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Figure 36: Gyroscope (left) and Imitation Flex Sensors (right - potentiometers) 
 
Figure 37: Gyroscope and Potentiometer Readings - Initial Test 
Gyroscope 
Gyroscope rates of rotation, 
in degrees/s 
Input values were in the 
range of 0 to 1023 
Potentiometers used for 
testing analog pins 
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The code was edited so that the output serial monitor values were more readable, as seen in 
Figure 38 below. 
 
Figure 38: Sample formatted output from the Arduino showing the flex sensor and gyroscope values 
 In versions 5-10, the team focused on improving the classification algorithm. The algorithm was 
called myClassify(). It was based on the original MATLAB script. Its algorithm is similar to nearest 
neighbor, in that it finds which known gesture most closely matches the current “mystery gesture”.  To 
do this, it finds the gesture that has the least total difference compared to the mystery gesture. A copy 
of the original myClassify() function used in version 2 is shown as follows:  
//Figure out what gesture it is 
int myClassify(){ 
 
  //Convert to Array 
  int mystery_gesture[3]; 
  mystery_gesture[0] = v0; 
  mystery_gesture[1] = v1; 
  mystery_gesture[2] = v2; 
 
  int totalDifference[3]; 
  int dist[6];  
   
  //iterate through the training data and find the difference between  
  for(int m=0; m<3;m++){ 
    for(int diff=1;diff<6;diff++){ 
      dist[diff] = abs((mystery_gesture[diff]-PreData[m][diff+1])); 
    } 
    totalDifference[m] = dist[0]+dist[1]+dist[2]; 
Gyroscope rates of rotation, in degrees/s 
Input values were in the range of 0 to 1023 
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  } 
 
  return myMinIndex(totalDifference); 
} 
During the algorithm, the array mystery_gesture is created. At this point in the development, 
these values were hardcoded as v0, v1, and v2 so we could control which gesture we expect as output. 
Later iterations instead would call readAllSensorValues() and then transfer all of the global variable 
values into the mystery_gesture array. 
 The main part of the myClassify() function is the nested for-loop. As mentioned previously, the 
function compares the sensor values of mystery_gesture to the sensor values of each of the PreData 
gestures. The iterator “m” represents the gesture in PreData being compared, and the iterator diff 
compares the sensor being compared. An array dist[], which is the size of the number of sensors, stores 
the difference between the mystery_gesture sensors and PreData sensors of the current gesture. After 
the dist array is filled, it is summed and stored in totalDifference. The array totalDifference stores one 
value for each known gesture. This value is the total sum of the difference between the known gesture 
and the mystery gesture. The array totalDifference can be thought of as a measure of how different 
each known gesture is to the mystery_gesture. Since the index of the gesture that has the least 
difference needs to be captured, the value of our function myMinIndex of totalDifference is returned.  
 Between versions 10-13 of the Arduino software, the team fine-tuned and organized the script, 
including more user-friendly output text. This included larger text to indicate the status of the glove, 
including “Starting up system” and “Entering ___ mode” statements. The team also implemented 
several delays in the code to allow time for the user to sign gestures. A new statement “Got it!” 
indicates that the gesture has just been captured. The following is a transcript of the new formatted as 
follows: 
============================================= 
            STARTING UP SYSTEM... 
============================================= 
           ENTERING TRAINING MODE… 
============================================= 
>>> PLEASE SIGN YOUR FIRST GESTURE… 
>>> GOT IT! 
 
>>> PLEASE SIGN YOUR SECOND GESTURE... 
>>> GOT IT! 
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>>> PLEASE SIGN YOUR THIRD GESTURE... 
>>> GOT IT! 
 
============================================= 
      HERE ARE THE SENSOR VALUES RECORDED: 
============================================= 
GESTURE 0 VALUES: 
F>>> 0, 0, 0, 0, 0, 0, 0, 0 
C>>> 0, 0, 0, 0, 0 
G>>> 0, 0, 0 
 
GESTURE 1 VALUES: 
F>>> 468, 0, 17, 0, 716, 426, 450, 451 
C>>> 1, 1, 1, 1, 1,  
G>>> -41, 6, -1 
 
GESTURE 2 VALUES: 
F>>> 469, 0, 16, 0, 715, 425, 451, 451 
C>>> 1, 1, 1, 1, 1,  
G>>> -42, 6, 0 
 
============================================= 
             ENTERING TESTING MODE 
============================================= 
>>> PLEASE SIGN ONE OF THE THREE GESTURES... 
>>> CAPTURING GESTURE... 
>>> GOT IT! 
 
MYSTERY GESTURE = 1: 
F>>> 468, 0, 17, 0, 716, 426, 450, 451 
C>>> 1, 1, 1, 1, 1,  
G>>> -41, 6, -1 
 
>>> PLEASE SIGN ONE OF THE THREE GESTURES... 
>>> CAPTURING GESTURE... 
>>> GOT IT! 
 
MYSTERY GESTURE = 2: 
F>>> 469, 0, 16, 0, 715, 425, 451, 451 
C>>> 1, 1, 1, 1, 1,  
G>>> -42, 6, 0 
This new format of the output was designed to make the glove easier to use. It has two states, 
training mode and testing mode. Training mode is where the machine learns each of the gestures. The 
glove software begins in training mode, where the user may gesture however they’d like for each of 
gestures 1 and 2. The users can gesture these at the specified points in time during Training Mode. After 
the sensor data is recorded for each gesture, the program goes into Testing Mode. In this mode, the 
program attempts to classify each gesture being signed by comparing it to each of the gestures it 
learned in Training Mode. Later versions include a variable number of gestures. The team allowed for a 
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variable number of gestures to be learned by using a variable NGESTURE. This integer is used to set the 
size of the arrays PreData and mystery_Gesture.  
 In versions 13-15 of the Arduino software, the team worked on Bluetooth communication. 
These versions of the code were used during testing of the Bluetooth module and all of its related 
testing. Through these iterations of the script it was discovered that the Serial communications rate 
must be set to 9600 bits per second for communication with smartphones. There were other features 
that were included in these versions. For example, versions 13-15 include code to control an LCD screen, 
which was used to debug Bluetooth communications. These versions included a custom library written 
originally by Francisco Malpartida and modified by Marc Merlin [31]. The team used version 1.3.4 of the 
library, which can be found on his bitBucket [31]. The zip folder contains several header and source files. 
For compilation to work, all of the files except for the header and source files for “I2CIO”, “LCD”, and 
“LiquidCrystal_I2C” were left out.  
Overall, it was found that there was little to no changes required in the software for Bluetooth, 
since most of the communication is done by the Bluefruit module. By the time Bluetooth 
implementation was successful, there existed 15 versions of the script. Beginning with version 16b, the 
team began to experiment with classification using the gyroscope data. Classification of this sensor data 
was saved for last, because it is more complex. The gyroscope data must be analyzed over time rather 
than at any particular instant, because the motion of the glove is of interest rather than the rotation 
during a single instant. The final implementation of the script is shown in Appendix A.  
At this point in the development, the script was organized in the following way: the setup 
function contained initialization of pins and peripherals, and the loop function contained 
readSensorValues(), myClassify(), and myOutput(). The readSensorValues() function is responsible for 
reading all data from the flex sensors, contact sensors, and gyroscope and storing the values into the 
corresponding global variables. The myClassify() function reads the sensor values, compares them to the 
stored values in PreData[][], and chooses which gesture is closest. The output integer representing the 
gesture is stored in the variable gesture. The myOutput() function changed several times during the 
development, because it prints the formatted output to either the LEDS, the serial pins, to an LCD 
screen, or to whatever is being used for debugging at that time. There are also a few helper functions 
used. The function myMinIndex takes an array as a parameter, finds the minimum value of the array, 
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and returns the index to the array of that value. The function mySizeArray() is used by myMinIndex(). It 
finds the size of the array assuming it is an integer. 
In summary, the Arduino sketch has several associated files including: Arduino_Algorithm, ADC, 
Gyro, Misc, myClassify, myOutput, printOut, readSensorValues, and writeTrainingData. The main file of 
execution is Arduino_Algorithm, which contains the library inclusions, the global initializations, the 
setup() function, and the loop() function. All other functions are called by the setup() and loop() 
functions. The ADC file contains the adc_single_channel_read() function. This function is directly from 
the example code written by “Dan”, an author at Rheingo [32]. The function is shown as follows: 
int adc_single_channel_read(byte readAddress){ 
  byte dataMSB =    0; 
  byte dataLSB =    0; 
  byte JUNK    = 0x00; 
   
  SPI.beginTransaction (MCP3008); 
  digitalWrite         (CS_MCP3008, LOW); 
  SPI.transfer         (0x01);                                 // Start 
Bit 
  dataMSB =            SPI.transfer(readAddress << 4) & 0x03;  // Send 
readAddress and receive MSB data, masked to two bits 
  dataLSB =            SPI.transfer(JUNK);                     // Push 
junk data and get LSB byte return 
  digitalWrite         (CS_MCP3008, HIGH); 
  SPI.endTransaction   (); 
  return               dataMSB << 8 | dataLSB; 
 
} 
Using the Arduino SPI library, the function initializes the MCP3008, sets the chip select low, and 
begins transferring data. After the transaction is complete, it sets the chip select high and returns the 
result. Since the SPI only transfers one byte at a time, the result uses bit-shifting to add the most 
significant bit to the least significant bit. Similarly to the ADC, the team used example code to read from 
the gyroscope. The example code used is written by Jim Lindblom of Sparkfun [31]. The code includes 
functions getGyroValues(), setupL3G4200D(), writeRegister(), and readRegister(). These functions make 
use of bit-masking, bit-shifting, and Arduino’s Wire library, since the gyroscope uses I2C communication. 
By version 18, the myClassify file was much different from the first version. A copy of myClassify 
from the latest version is shown below. It includes a call to readSensorValues() to refresh sensor values, 
a larger mystery_gesture array, the same difference algorithm as previously, and a test to see if the 
mystery gesture is too similar to all of the known gestures: 
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void myClassify(){ 
   
  readSensorValues(); //update all values of fSensorX, cSensorX, gyro. 
   
   
  //Convert to Array 
  int mystery_gesture[NUMSENSORS]; 
  mystery_gesture[0] = fSensor0; 
  mystery_gesture[1] = fSensor1; 
  mystery_gesture[2] = fSensor2; 
  mystery_gesture[3] = fSensor3; 
  mystery_gesture[4] = fSensor4; 
  mystery_gesture[5] = fSensor5; 
  mystery_gesture[6] = fSensor6; 
  mystery_gesture[7] = fSensor7; 
   
  mystery_gesture[8]  = cSensor0; 
  mystery_gesture[9]  = cSensor1; 
  mystery_gesture[10] = cSensor2; 
  mystery_gesture[11] = cSensor3; 
  mystery_gesture[12] = cSensor4; 
 
 
  long totalDifference[NGESTURE]; 
  int sensDiff[NUMSENSORS];  
 
  //iterate through the training data and find the difference between  
  for(int g=0; g<NGESTURE; g++){ 
 
    totalDifference[g]=0; //reinitialize this for every gesture 
 
    for(int s=0;s<NUMSENSORS;s++){ 
 
 //find difference 
      sensDiff[s] = abs(PreData[g][s]-mystery_gesture[s]); 
 
 //This if-else statement applies a weight for our weighted sum 
      if(s>7){ 
        totalDifference[g]+=100* sensDiff[s]; 
      } 
      else{ 
        totalDifference[g]+= sensDiff[s]; 
 
      }//end else 
    }//end sensor for-loop 
 
  }//end gesture for-loop 
 
   // Find the average of totalDifference (for use in next part) 
  int avg=0; 
  for(int i=1;i<NGESTURE;i++){ 
    avg += totalDifference[i]; 
  } 
   
  avg = avg/(NGESTURE-1);// there are ngesture-1 actual gestures 
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  Serial.print("avg: "); 
  Serial.println(avg); 
   
  // Using the avg calculated, figure out the differences are all 
similar 
  int j=1; 
  for(int i=1;i<NGESTURE;i++){ 
    j *= (abs(totalDifference[i]-avg)<40); //40 is arbitrary and tested 
  } 
   
  if (j){  // if they’re all too similar, output the null gesture. 
    gesture = 0; 
    return; 
  } 
  else{  // if the gesture is significantly closer to a specific 
gesture, return the index to that gesture. 
   gesture = myMinIndex(totalDifference); 
   return; 
  } 
 
   
} 
The Misc file (which contains helper functions described earlier) and the myOutput file remain 
the same as in previous versions. As for myOutput, even with Bluetooth implemented the Serial.print() 
function is still used for all outputs. This is because the Bluetooth module uses the Arduino’s Tx and Rx 
pins. With these files in place, the code for the Arduino were complete. 
4.4 Visualizing the Output 
 For the output method, the team considered LCD, Bluetooth, audio output or a combination of 
these. Each has its own benefits and difficulty of implementation. The LCD screen output method was 
not challenging enough, as it only required the implementation of a few lines of code that could easily 
be found in any Arduino library guide once the screen was connected to the Arduino, so a more 
challenging output method was explored by adding a Bluetooth module. We instead used the LCD 
screen to debug our Bluetooth code, and removed it towards the final stages of the project. 
 To implement the LCD screen, the team used the Frentaly® IIC/I2C/TWI 1602 Serial Blue 
Backlight LCD module purchased from Amazon. After interfacing to the sensors of the system, a limited 
number of pins were available on the Arduino UNO. This screen was purchased because it includes an 
I2C module capable of running the functionality of the screen. Then the pins A4 and A5 could be simply 
used, which are the default I2C pins by Arduino, shared with the gyroscope in addition to Vcc and ground 
(Figure 39). 
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With respect to the LCD software, a new library called LCD_I2C was required [31]. This library 
provides the same usage as Arduino’s default LCD library, including lcd.write() and lcd.clear() except it 
uses functions for serial communication rather than parallel communication. The team acquired the 
free, open-source library from the GitHub, and removed several of the files because they caused 
conflicts with existing libraries. These included most of the libraries which included “LCD” in their name. 
The libraries kept are LCD.h, LCD.cpp, I2CIO.h, and I2CIO.cpp, LiquidCrystal_I2C.h, and 
LiquidCrystal_I2C.cpp. 
 
Figure 39: LCD screen connected to initial circuit layout 
The goal of the Bluetooth implementation is to be able to upload sketches to the system and 
subsequently monitor the serial output, all wirelessly via the Bluetooth module. To establish this goal, 
the team tested serial wireless communication between the ATmega328 microcontroller, the Bluetooth 
module, and an external device that supports Bluetooth functionality. To establish a control group, serial 
communication software was installed on a laptop personal computer, and later tested communication 
with an Android smartphone. For the test computer, the team installed a software called Termite by 
CompuPhase and for the Android phone, an application called “Bluetooth Terminal” was downloaded 
and installed from the Google Play store [33].  
The team was able to upload sketches to the microcontroller wirelessly with the EZ-Link 
Bluetooth module, but the serial monitor in the Arduino IDE would not respond. As a result, the serial 
communication data on the computer screen was not reached. The IDE indicated that the 
communication port was busy. The team found was that even after refreshing the ports and restarting 
the test procedure, the serial monitor would respond, but the communication would not last for more 
than about 10 seconds. Similar tests using the Bluetooth Terminal app on Android yielded similar results. 
LCD Screen 
Breadboarded Arduino UNO 
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Several causes for these errors were considered. The first thought was that there was a problem 
with the DTR pin, which is the "Data Terminal Ready" hardware flow control pin that is sent from the 
paired laptop computer to the ATmega328 microcontroller. The use for this pin is for telling the client 
that the server is ready to send data [34]. If this pin was never asserted, there could be a possibility that 
the hardware of the Bluetooth module was faulty. There were many factors that could have caused the 
errors, so to debug them, the team followed Professor Emanuel and Professor Wyglinski’s advice to 
divide the problem into smaller steps. The causes of the problem could be either: the physical module, 
the uploading process, the serial communications platform, our system in general, or a combination of 
these. 
Loopback Test: Bluetooth Serial Monitoring with Termite 
The first test was to determine whether the Bluetooth module could facilitate Bluetooth 
communication and there were no issues with the module hardware. Although previous tests using the 
Arduino IDE were successful in establishing communication, the team was skeptical of possible 
differences between the Arduino IDE and more minimal communication terminals. This loopback test 
uses the software called Termite, which is a simple communication platform, instead of the Arduino IDE. 
The loopback test is a well-known testing procedure used to determine the functionality of a 
communication interface. The receive (Rx) and transmit (Tx) pins of the Bluetooth module were 
connected using a jumper wire, then Bluetooth was initialized and a message as sent to the module 
using a serial connection via Termite. Since the Rx and Tx pins are connected, any message sent to the 
Bluetooth Module should be transmitted back to the terminal. Figure 40 below shows the setup for the 
Termite terminal. 
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Figure 40: Termite 3.2 Termite Settings for Loopback test 
 
 
Figure 41: Bluetooth Settings on test computer (Windows 8.1) 
 
After using the above settings (Figure 41), Bluetooth was turned on and paired with the system (shown 
as Bluefruit EZ-Link 873b). Then we opened Termite and sent the message “This is a proof that the loop 
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back test is successful.” The team promptly received the same message back, indicating that the 
Bluetooth module can successfully receive and transmit data (Figure 42). 
 
Figure 42: Echo example: blue font indicates sent messages while green indicates received messages. 
 
Test1: Bluetooth Upload and Monitoring with Arduino IDE 
After the team had proven that the Bluetooth hardware works, the sketch uploading process 
using the Arduino IDE version 1.6.7 was tested. First, a small sketch was developed in order to blink the 
attached LCD screen every second. Then Bluetooth was turned off on each of the team members’ 
phones and the test computer was paired to the system. Finally, the Arduino IDE was used and the 
corresponding wireless port of the computer to attempt a wireless Bluetooth upload of the sketch. If the 
LCD screen blinked, it was an indication that an Arduino sketch had been successfully uploaded to the 
system wirelessly via Bluetooth. The test sketch written for this test case is shown below. It uses the 
LiquidCrystal_I2C library described in the LCD implementation section and was designed to be as 
minimal as possible. The sketch creates an lcd object as defined by the library, calls the begin() method, 
and then repeatedly turns the backlight on and off using delays. The backlight was handled using the 
blacklight() and noBlacklight() methods. 
#include <LiquidCrystal_I2C.h> 
 
LiquidCrystal_I2C lcd(0x27, 2, 1, 0, 4, 5, 6, 7, 3, POSITIVE);  // Set 
the LCD I2C address 
 
 
void setup() { 
 // put your setup code here, to run once: 
 // LCD 
 lcd.begin(16,2); 
 
} 
 
void loop() { 
 // put your main code here, to run repeatedly: 
   lcd.backlight(); 
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   delay(100); 
 lcd.noBacklight(); // typically have delay in between 
 delay(100); 
} 
After pairing the test computer to the system and pressing the upload button, the LCD backlight was 
successfully blinking every second. However, when the team tried to view the serial monitor output 
using the Arduino IDE, the IDE would display an error that COM3 is busy. When the team tried to open 
the serial monitor, the following error displayed in Arduino IDE: 
“avrdude: ser_open(): can't open device "\\.\COM3": The semaphore 
timeout period has   
 expired.” 
Another error received after trying to disconnecting the tx/rx pins before uploading then re-connecting 
after about 20 seconds was the following: 
“avrdude: stk500_recv(): programmer is not responding” 
“avrdude: stk500_getsync() attempt 10 of 10: not in sync: resp=0x6d” 
This testing procedure showed that although it is feasible to upload a sketch wirelessly, 
monitoring the communication between the Bluetooth module and the Arduino IDE needed different 
serial communication configuration parameters. In order to understand this problem and test the 
conditions for Bluetooth upload, the team decided to carry out the uploading process via USB instead. 
Test 2: USB Upload and Monitoring with Termite 
This test involves uploading a sketch while the system is connected to the computer via USB, 
then monitoring the wireless serial output in Termite. Wireless communication with Termite was 
established using the outgoing Bluetooth port at a baud rate of 9600 bps (bits per second). Using a timer 
it takes about 5 seconds or less to start receiving output from the Bluetooth module. After changing 
Baud rate to 115200 bps in our code, there was no output on the Termite terminal. To doublecheck, 
changing it back to 9600 bps produces output on the terminal after about 3 seconds.  
Interestingly, changing the code’s Serial output to 115200 bps and keeping Termite’s settings to 
9600 bps would result in data being outputted on the terminal. However, when Termite’s 
communication setting was changed to 115200 bps there was no communication between the 
Bluetooth module and Termite. It was observed that in order to establish wireless communication 
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between the Bluetooth module and Termite, the COM port on the computer listed as the Outgoing port 
had to be used. 
Table 8: Results of Test of USB Upload and Bluetooth Serial Communication 
 TERMITE RATE = 9600bps TERMITE RATE = 115200bps 
CODE RATE = 9600bps YES NO 
CODE RATE = 115200bps YES NO 
 
From Table 8 above, the team concluded that when uploading a sketch via USB and monitoring 
the output transmitted by the Bluetooth module, the communication rate in code is not relevant as long 
as the communication rate setting on Termite is set to 9600 bps.  
Test 3: Bluetooth Upload and Monitoring with Termite 
The next logical step was to complete the same test, except this time the uploading process 
would be carried out wirelessly via Bluetooth, instead of USB. To determine whether or not the system 
passed this test, a new sketch was used, which simply printed a small message every second. 
Bluetooth was initialized in the same way as before and set the serial communication to be 
115200 bps in code. The team made sure that all smartphones in the area had Bluetooth turned off, and 
that the test computer was the only device paired with the Bluetooth module. For the Termite settings, 
the team used the same settings as in the Loopback test, with the exception of the baud rate, which was 
set specifically to 115200 bps. This number was chosen as a starting point and to be changed as needed. 
The Termite window started repeatedly displaying a message, which was the output of the new 
sketch, every second. This test indicates that wireless communication is possible even after Bluetooth 
upload, as long as the serial communication rate is the same number both in sketch code and 
monitoring software. 
Test 4: Bluetooth Upload and Monitoring with Smartphone 
It is important to keep in mind that the Bluetooth module can only be paired with one device at 
a time, which was the smartphone for this test. For this test, instead of using Termite, the team used an 
Android smartphone for output monitoring. The baud rate in the code was still initialized at 115200 bps 
at this time. While the Android app stated that connecting to the system was established successfully, 
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there was no valid input received. This hinted to the fact that there was something wrong with the way 
the phone interprets the data and not with the physical connectivity of the system. Unlike Termite, the 
Android Bluetooth terminal app does not have an option to change baud rate settings, so the only 
option was to change the baud rate in the Arduino sketch’s serial.begin() method to 9600 bps.  
The team then re-uploaded the sketch via Bluetooth and finally received valid output data. 
Based on these experiments, the team concluded that the Android smartphones use a baud rate of 9600 
bps by default. This is also confirmed by the BlueFruit EZ-Link’s documentation. 
Observations about Bluetooth Upload and Monitoring 
 Now that the glove can send data to any phone, it has just become portable. Any user of the 
glove only requires a smartphone, and no other external computing devices. The achievement of 
uploading code to the glove wirelessly also adds great value to the glove’s ease of use.  
There are a few important lessons about the Bluefruit EZ-Link to remember in the context of the 
project. When uploading through USB, the code baud rate does not matter. As long as the computer’s 
terminal is set to 9600 bps, the communication should work. When uploading via Bluetooth, the 
terminal Bluetooth monitoring has to match what the code baud rate is. In addition, when connecting to 
Android smartphone devices, the connection seems to require the Arduino code’s baud rate to be 9600 
bps.  
Android App Development 
To further facilitate the usability of the glove’s output, the team attempted to create an Android 
app. A developed Android app would not only be more easy-to-use and visually-pleasing to the user, but 
it would also allow for great increases in functionality. The basic goal of the app is to connect to the 
glove, receive sensor data from the glove, run the classification algorithm, and write the output clearly 
to the smartphone screen. Additional features included using text-to-voice software, so that the phone 
would “speak” the translated gesture, and increasing the number of known gestures potentially up to 
thousands of gestures. These features are intended to reduce the complexity of using the glove in 
everyday situations. 
The team began app development by installing all of the required software. Android Studio [42] 
and the Eclipse Android SDK [43] were installed. Several guides from the Android website were useful, 
starting with the first Android app development tutorial [45]. Another guide from the Android website 
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was used to develop Bluetooth connectivity [46] and multiple running threads [47]. Then, the team 
followed a tutorial about sending Bluetooth data [48]. From these tutorials the team began the process 
of implementing the required Android layout (by editing the layout.xml file), functionality (by editing the 
MainActivity.java file), and specific Android properties (by editing the Android Manifest file). The app 
was tested on the same smartphone used for Bluetooth testing, the Samsung S5 running Android.  
 
 
Figure 43: The current UI of our app. Because the app is still in development, much of the buttons and text will likely change. 
The message on the bottom of the screen shows that a connection has been made to the glove. 
Due to the time constraints, the app was only partially completed. At its current state, the app has 
several text fields which display the name of this project, the values of incoming flex sensor data, and 
buttons to control connections to the glove (Figure 43). These were accomplished following the 
previously mentioned tutorials. Using one of the buttons, the user could connect to the glove using 
Bluetooth. In addition, the classification algorithm used by the Arduino has been modified to be run by 
the app. The last missing piece seems to be the transmission of data from the glove to the Android app. 
Given more time, this feature and the extra features could be implemented. A copy of the various files 
of the Android project are included in Appendix F. 
Flex Sensor Values 
Bluetooth Control Buttons 
Current Gesture 
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4.5 Powering the Glove 
 The project advisors suggested that the team would not spend unnecessary time deciding how 
to power the device. They suggested using a battery pack holding small, compact batteries. According to 
the Arduino documentation page [36], the Arduino UNO board can sustainably be powered by 7-12V 
batteries. The team fastened a 9V battery to the Arduino UNO breakout board and found that it 
successfully powered the circuit. 
Another suggestion from the project advisors was a more aesthetic and compact power source. 
The team purchased a battery compartment for 2 AA batteries. The team put two AA4 Alkaline batteries 
in the compartment, each 1.5 Volts  [38]. The glove requires a voltage of at least 2.7V, so having the two 
of them in series (3V) would be sufficient. The team ran tests to ensure that the 2AA power supply 
would be sufficient for the system by testing its voltage output then by testing its ability to power the 
board. Based on Tektronix CDM250 Multimeter readings, the output voltage of the battery pack was 
3.11V. This was greater than the minimum 2.7V.  
The next option was using a 9V battery and a voltage regulator. The team tested a LM317T 
voltage regulator using 1kΩ and 3kΩ resistors [39]. Eventually the team chose three AAA batteries 
instead it could theoretically provide 4.5V while maintaining slim form factor. A similar battery pack was 
purchased and replaced the 2AA pack. With three AA batteries, the glove’s voltage rail had a voltage of 
4.22V using a Tektronix CDM250 Multimeter. The power consumption of the system could then be 
calculated. The Arduino standalone chip uses about 6.6mA [35].  The eight flex sensor voltage dividers 
(including the 12k-30kΩ flex sensors and their matching 30kΩ resistors) each have a resistance of at 
least 40kΩs. This means that the current drawn by all of the flex sensors can be found by the following 
equations, where I is current, N is the number of sensors, V is the voltage rail, and R is the resistance of 
each sensor. 
Equation 2 
𝐼 = 𝑁 𝑥
𝑉
𝑅
 
Equation 3 
𝐼 = 8 𝑥
4.22 𝑉
40 𝑘Ω
= 844 𝑢𝐴 
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As for the contact sensors, the only current drain will be the pull-up resistors. The pull-up 
resistors are all at least 50kΩ, according to the Arduino datasheet. They are connected internally to each 
contact sensor, so they can be used to calculate the power consumption of the contact sensors [36]. 
Based on the same equation as the flex sensors, their current will not exceed 422 uA. The BlueFruit EZ-
Link Bluetooth module consumes 25mA when active and an extra 2mA while transmitting [34]. The 
gyroscope consumes 6.1mA in active mode [29]. All of the sensors combined, plus the ATMega328 
consume a total of about 37.98mA. Since the glove system uses about 38 mA at 4.2V, it consumes 118 
mW. 
 
Figure 44: This graph from Duracell's AA battery datasheet shows that at 118mW, the battery can last about 10 hours [38]. 
 According to the Duracell AA battery datasheet, the battery can output 100mW for 12 hours and 
200mW for 5 hours (Figure 44). Based on the graph, one could estimate the glove’s battery life to be 
about 10 hours. This meets the durability requirement. A user of the glove could easily use the glove 
throughout most of the day. 
4.6 PCB Process 
To maintain electrical wires and components, embedded components, and microprocessor in a 
compact space, the team decided to design a printed circuit board (PCB) that was both large enough to 
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hold all these parts, yet small enough to fit on the back of our glove. The design of this board required 
the combined use of Multisim and Ultiboard simulation software programs. NI Multisim was used to 
draw a layout of the circuit components and specify their values and footprint type. The team also used 
Multisim to import component footprints from the software’s database, for components that required 
it: the ADC, the ATmega32p microprocessor, and its corresponding 16MHz oscillator. The schematic was 
then exported to Ultiboard. This export allowed Ultiboard to recognize which components were to be 
connected electronically. Using Ultiboard itself also allowed the rearranging of these components to the 
geometric orientation desired, the specification of the dimensions of the board, and the routing of the 
electronic traces on either the top or bottom of the board.  
The team arranged the components so that the parts connecting to the contact sensors and flex 
sensors would have as short a distance as possible between themselves and the sensors. This forced the 
ADC to be located towards the middle of the board and the ATmega32p to be opposite the flex sensors. 
The board was then shrunk to a 2.1” x 2.3” rectangle. The team originally incorporated a surface-mount 
ATMega328p for the Arduino microprocessor, but its small size created a host of problems with 
intersecting wire paths that could only be solved with a series of jumpers on both sides of the board 
(Figure 45).  
 
Figure 45: The original layout of our PCB. Note that the SMD Arduino (small square in the center) has its header pins in a very 
tight area. This forced us to have to reroute our connections via surface mount jumpers (blue rectangles). It was eventually 
decided that this orientation was too problematic, and we instead used an Arduino footprint with through-hole pins instead 
of surface-mount pins. 
SMD Arduino 
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To remove these complications, the team switched to a standard through-hole ATMega328p. 
This change in design meant the team would have to solder the ATMega into the board manually. The 
larger component had a better distribution of its pins, which allowed creation of wire paths that would 
neither intersect nor need jumpers. The program’s “Autoroute” feature was used to calculate and draw 
the best electrical traces for all of the connected components without requiring the use of jumpers or 
other external connectors. Afterwards, the team manually refined the copper traces (Figure 46). 
 
Figure 46: Final PCB Design. Here, we have the regular Arduino Uno instead of the SMD version. We also have our contact 
sensors' and flex sensors' connections points to the board as vias instead of as headers as they were in the original design. 
The flex sensor connections can be seen on the left side of the board, next to the resistors and capacitors. 
After ordering and receiving our PCB boards, the team soldered the various components to the 
board. The team found that the footprints imported from Multisim into Ultiboard when designing the 
PCB were too wide for both the ADC and the microprocessor. To fix this the team had to purchase 
socket adapters that were designed to accommodate components to a wider footprint. Once the 
adapters were soldered to the board, the team was able to solder their corresponding components to 
them. The surface mount 0805 resistors and capacitors and our Bluetooth header were also soldered.  
Once the components and headers were attached, the team realized that the wiring for the 
gyroscope would require the gyroscope to be oriented outward from the board if it was attached on the 
top of the board. In addition, the Bluetooth module had to be placed in a non-intersecting position. To 
avoid a potentially conflicting placement of these components, the team attached the gyroscope to the 
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bottom of the board and the Bluetooth module to the other side of the board. Following that, the team 
soldered the sensor wires to the board and attached the Bluetooth module. 
4.7 Glove Material 
Three materials were chosen for testing to see what the best one to use for our glove would be. 
The first was a spare knit glove that, based on how it felt, the team concluded was a type of polyester or 
other synthetic blended material. This glove was chosen because it was already available to us at the 
beginning of our preliminary testing, and was made of a readily available material. To test this glove, the 
2.2 inch flex sensor was sewn into place on top of Knuckle A and connected to a voltage divider. With 
the voltage divider, the team could generate oscillograms of the voltage across the sensor. This could 
then give us an idea of the usefulness of the material, as an unreasonable oscillogram could be proof 
that the material is too stiff or bends too freely, thereby making the resistor bend differently from the 
finger. Knowing that the flex-sensor resistor values typically ranged between 25 and 45 kΩ, a 30 kΩ 
resistor was chosen to be used in the voltage divider for optimal resistor matching (Figure 47). Using the 
laboratory power supply, the team powered the circuit to 10 V and connected it to an oscilloscope to 
obtain the graph of Figure 48.From observations of the graph during its generation, the team was able 
to notice that the waveform was extremely responsive to any movement made by a finger. In fact, it was 
so responsive that it seemed to generate at the exact same time as a movement occurred. 
 
Figure 47: Voltage divider schematic for material testing 
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Figure 48: Oscillogram output of the flex sensor for the polyester glove 
Next, a cotton glove was sewn together from pieces of 100% cotton fabric. Again, the flex sensor 
was sewn over Knuckle A and the same tests were run, as seen in Figure 49 below. The team also tested 
for the different resistor values in the same positions as were tested when the team did the flex sensor 
testing (Table 9). The change in voltage in this experiment was significantly smaller than it was with the 
polyester glove. This error was likely caused by a mistake, because a team member had accidentally 
switched on the 10X multiplier on the oscilloscope probe. Like the polyester glove, the cotton glove was 
extremely responsive to finger movements, lending itself to also being a potential candidate for our final 
glove’s material. The cotton glove had an advantage over the polyester glove, however, as it was easier 
to sew a sensor onto the cotton glove and have it stay in place. The polyester glove, being a knit 
material, was able to be stretched easily, thus making it harder for a sensor to stay in place during 
movement. 
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Figure 49: Oscillogram output of the flex sensor on cotton glove. The output oscillates as the user flexes and unflexes his 
finger. The small bump at the top of each peak seems to appear depending on the material. 
Table 9: Table of resistor values for cotton and vinyl gloves 
Cotton Glove Vinyl Glove 
Position Resistance Position Resistance 
Straight Up 27.748 kΩ Straight Up 119.65 kΩ 
Relaxed 29.888 kΩ Relaxed 109.35 kΩ 
Straight 45.829 kΩ Straight  124.93 kΩ 
Fist (relaxed) 48.193 kΩ 
Fist 
(relaxed) 
126.42 kΩ 
Fist (firm) 50.086 kΩ Fist (firm) 130.12 kΩ 
 
The last material tested was vinyl, where the team again sewed a glove, this time using pieces of 
vinyl fabric. This time, because the vinyl was so smooth, the team removed the adhesive backing from 
the sensor and placed it over Knuckle A. To make sure that this did not break the sensor, the team 
tested the resistance values on a digital multimeter, and found the values to be twice as large as they 
70 | P a g e  
 
 
should have been (Table 9). Then, when the team tested finger movement, the response from the 
sensor was very small and inaccurate (Figure 50). In finding the source of these results, the team noticed 
that the material was relatively stiff, which meant that it would not conform to finger shapes and 
movements as easily. Because of this, the sensor would respond to bends in the fabric that were not 
reflective of the finger movements, leading to the conclusion that the material would be unsuitable for 
the glove.  
 
Figure 50: Oscillogram output of the flex sensor on vinyl glove  
After testing all of these materials over the course of a few weeks, the project advisors 
suggested that the team choose to use a non-fabric kitchen glove. This was in the interest of time, 
because the team needed to continue to other parts of the project. The glove selected is a medium-
sized white vinyl glove. This glove seemed to have a combination of the benefits of the various materials 
tested above. The inside material of this glove is a soft fleece, adding to both user comfort and 
protection against the glove’s electrical components because of its additional glove thickness. 
Furthermore, the glove is readily avaliable and is able to move with a hand without too much 
interferance. Though it does not move as fluidly with the hand as the cotton or polyester gloves, the 
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material of the kitchen glove is not nearly as stiff as the vinyl glove. The material of the glove is smooth 
enough however to allow for the adhesion of sensors to the glove either via the sensor’s adhesive 
backing or by the additon of an appropriate adhesive material between the glove and the sensor. 
Despite extensive preliminary research of glove materials, it was ultimately decided to forgo the 
use of a custom made glove during this project. This was largely influenced by the limited time frame of 
the project and the need to finish assembling its hardware in a timely manner. The custom glove design 
also was still lacking a material that was fit for using it as a glove while allowing sensors to be mounted 
and adhered to it. Thus, a standard kitchen glove was used. The inside of the glove is fleece lined, 
allowing for comfort for the wearer and an extra layer of separation between the electrical components 
and the hand. The outside of the glove is a stretchy type of vinyl, which allows for natural hand 
movement without creating folds and creases in the glove. This in turn lets mounted sensors to have a 
more accurate reading of the hand’s movements. 
Once the material was decided upon, it was important to establish how the team would mount 
our sensors to the glove. The first set of sensors that were chosen to mount to the glove was the flex 
sensors. The preliminary research for the flex sensors was satisfactory enough that we chose to finish 
the selection process. These sensors, like many others, had a plastic backing, which gave the team the 
option of adhering the back of each sensor to a flexing point (knuckles) on each finger. Using pieces of a 
discarded flex sensor and a spare glove, the team tested several adhering materials, including household 
goop, epoxy, super glue, and an adherent called “Vinyl, Fabric, and Plastic Flexible Adhesive”. 
The last mention adhesive allowed sensors to stick to the glove but have enough flexibility to let 
the fingers move. The contact sensors were later added using the same adhesive. The leads of the 
sensors were all connected to our breadboard using female-to-male header wires. The sensor leads 
were too thin for the headers and prone to having them slip out of place. To counteract this, each 
sensor lead was thickened using a small amount of solder, and the headers, once connected, were glued 
in place with the same adhesive. 
4.8 Assembling the Glove Prototype  
The first glove was used to test the flex sensor and contact sensors. A flex sensor was attached 
to the knit glove as shown in Figure 51. The initial glove was only used for testing purposes. The glove 
was worn so that the team could test the Arduino program with one of the flex sensors. Unfortunately, 
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the team was only able to read a small change in the sensor value as it was bent. To amplify the signal 
for better resolution, the circuit was modified to include an LM324N quadruple operational amplifier, 
with the amplifier arranged into an inverting configuration, as seen in Figure 51 below. 
 
Figure 51: Circuit configuration, including inverting op-amp 
Using a 51 kΩ and a 5.1 kΩ resistor, we created a gain of 10, which increased our signal 
considerably. We also introduced a 2.5 V voltage bias to the positive input by using a voltage divider 
from our power rail. With this new amplified signal, the system was tested, again with the glove 
connected and worn. First, the connected finger was kept straight, then it was quickly moved to a fully 
bent position. Midway through this trial, the flex sensor signal changed from a unitless value of about 
390 to 623 resulting from its total range of 1023. By mapping these values to the voltage signal ranges of 
0 V to 5 V, these values indicate a difference in voltage of 1.9 V to 3.0 V, as shown through the simple 
mapping equations below. Further improvements in the amplification and mapping of this signal will 
help to increase the range of the flex sensor output, ideally from 0 V to 5 V. 
Equation 4 
𝑉 𝑣𝑎𝑙𝑢𝑒
𝑉𝑚𝑎𝑥
=
𝑏𝑖𝑡 𝑣𝑎𝑙𝑢𝑒
𝑏𝑖𝑡 𝑚𝑎𝑥𝑖𝑚𝑢𝑚
 
Arduino Board 
Gyroscope 
Op-Amp IC 
Glove with Flex Sensor 
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1.9𝑉
5𝑉
=
390 𝑏𝑖𝑡 𝑣𝑎𝑙𝑢𝑒
1023 𝑏𝑖𝑡 𝑣𝑎𝑙𝑢𝑒
 
3.0𝑉
5𝑉
=
623 𝑏𝑖𝑡 𝑣𝑎𝑙𝑢𝑒
1023 𝑏𝑖𝑡 𝑣𝑎𝑙𝑢𝑒
 
However, the amplification was not included in our prototype. This amplifier was eventually left 
out of the design due to size constraints. Even without the amplification, however, our MCP3008 ADC 
has a sufficient resolution to detect the changes in the flex sensor values accurately. Based on our 
observations, the range of values read by the ADC still vary by at least 100 bits without an amplifier. 
To configure the contact sensors to work with the software, it was required that we utilize 
Arduino’s internal pull-up resistor. This way, when the contact sensors were touching something, they 
would essentially be inputting 0 V into the Arduino (closed circuit), versus Vcc when the contact sensors 
were left alone (open circuit). As seen in Figure 52, the sensors were each connected to a digital pin on 
Arduino and to ground to implement this configuration. The first round of testing with these sensors 
was on a breadboard for simplicity. In the Arduino code, these pins were set up using the command 
INPUT_PULLUP. They were added to the serial monitor output, and tested for communication with the 
code by repeatedly pinching each sensor lightly (Figure 53). 
 
Figure 52: Initial Contact Sensor Configuration 
FSR-400 Contact 
Sensors 
Arduino Board 
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Figure 53: First Serial Monitor Output of Gyroscope, Flex Sensors, and Contact Sensors Together 
Once the sensors were all configured, we modified the code so that it would display the output 
of the sensor. At this point, the flex sensors, contact sensors, and gyroscope were all working together in 
one combined code. 
Much later in the project, after sensor testing, code development, and PCB manufacturing, the 
team created the final glove. The construction of the final glove followed two phases: interfacing a vinyl 
glove to sensors and interfacing the PCB to the rest of the glove.  This phase required a new vinyl glove. 
Since the team already used all of our right-handed gloves, one of the remaining left-hand gloves were 
chosen. The process consisted of marking positions for each sensor, applying glue to marked positions, 
then placing the sensors onto the glue (Figure 54).  
 
Figure 54: Placing the flex sensors on pre-determined locations on the vinyl glove. These locations were found by first 
wearing the glove, then marking where the wearer's knuckles were once the glove was on their hand 
After all sensors for one side of the glove had been placed, the team allowed the adhesive to 
cure for 25 minutes underneath a textbook, with foam blocks in-between to minimize the effect of run-
Marked Positions for Flex Sensors 
Contact Sensor Values (1 = touched) Flex Sensor Values (from 0-1023) 
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off glue. The construction was completed one side at a time, to ensure that the team would not glue the 
glove to the table (Figure 55). 
 
Figure 55: This photo was taken after the sensor interface has been completed 
 After the glove sensors were attached, the team completed assembly of the glove. The sensored 
glove, the PCB, the Bluetooth module, and the battery pack were all combined into the prototype. As 
suggested by Mr. Bill Appleyard, the team used 30-gauge stranded wires for all connections to the PCB. 
The team used heat-shrink wrap and hot glue to organize the wires and reduce the stress caused by 
finger flexion on the sensor pins. The battery pack mentioned in Section 4.5 Powering the Glove was 
soldered to the PCB board and placed in the fold of the glove, along with a small on/off switch. With 
these final placements, the prototype was complete. 
4.9 Chapter Summary 
 The team began the design of this glove with its hardware. Flex sensors were tested for linearity 
and sensitivity, then placed in locations on the glove that the team determined to be the optimal 
sensing locations. An ADC was implemented to input the flex sensors’ analog values to the Arduino so 
that they may be processed effectively while taking up as few Arduino pins as possible. Contact sensors 
were tested for responsiveness and then connected to digital pins, as they only sensed if there was 
contact or not. A gyroscope was interfaced using I2C communication. After a simple classification 
algorithm was written, the team debugged a Bluefruit EZ-Link for wireless upload of Arduino Code and 
communications. The design was compacted onto a PCB, which was placed on a glove outfitted with flex 
Contact Sensors 
Flex Sensor 
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and contact sensors. Meanwhile, development of an Android application was started to supplement the 
finished prototype. 
5. Results and Discussion 
After having completed the design of the glove, the team ran tests on it to ensure that it met 
our preliminary design specifications and development objectives. The preliminary specifications 
included ease of use, portability, affordability, reliability, and aesthetics (Chapter 3. Proposed Design). 
The development objectives were followed and achieved in the construction of the glove. 
5.1 Ease of Use 
The ease of use requirement is based on the speed of translation and minimizing the difficulty of 
getting accurate translations and replacing the batteries. The team did not add any additional buttons, 
code-starting steps, or anything of the like to initiate translations. The only requirement for beginning 
sign translation was that the glove was powered by switching our power switch to the ON position and 
then pairing a phone with its Bluetooth signal.  
 With respect to the batteries, the glove performs very well. When specifying the user 
requirements for the glove’s ease of use, the team determined that having a long battery life will 
diminish the inconvenience of replacing batteries. The glove’s battery theoretically lasts about 10 hours 
according to Chapter 4. This was confirmed through dozens of hours of testing, because the team has 
used each set of batteries for at least 8 hours without having to replace them. The Bluefruit module has 
a status LED that indicates, among other things, whether the module is powered or not. Since the 
Bluefruit module has the strictest power requirements, it will be visibly dim its LED and shut off. This can 
be the user’s cue to replace the batteries, which are easily accessible on the wrist. This, along with our 
glove’s long battery life, helps us achieve our ease of use requirement. 
5.2 Portability 
From the outset of this project, the team wanted to ensure that the glove was portable, so that 
it could be used in real life situations where connecting to a computer would be more inconvenient for 
translation than simply hiring an interpreter, if there was even an available computer at all. 
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The glove can be considered portable because it is wireless, self-powered, and compact. The 
final output system was done via Bluetooth to a Smartphone app, so there was no need to connect the 
glove to any cables, since everything essential to both sign translation and signal communication was 
part of the glove itself. It is powered by its own battery pack with 3 AAA batteries.  
The glove has been designed to be as thin as possible, from the PCB, to the flexible wiring, to the 
thin sensors. As stated in Section 4.6, the PCB went through a multiple iterations to make it as small as 
possible for the given components. All of the wires used are 30-gauge, stranded wire. In addition to its 
small diameter, the wire is also flexible because it is stranded. All of the flex and contact sensor 
components are almost as slim as paper. Since the glove is a compact product, it can be easily stored 
and transported by the user, making it indeed portable.  
5.3 Affordability 
Determining the glove’s affordability required consultation of the bill of materials and taking the 
sum of the cost of each component involved in the construction of the final glove in Appendix E. The 
price for the glove in its current state is approximately $147.72. This does not include the shipping for 
the PCBs, nor does it include the price of a gyroscope, as the one used for this project was discontinued 
by its completion. If this glove were to be sold on the market with a 20% profit margin, one could price 
this glove at $184.65. However, after changing the components in favor of ability to be mass-produced 
and assuming a redesign of the glove, the price of raw materials can be reduced to $24.99. Assuming a 
markup between 100% and 200% for labor, equipment, distribution, and retail, the final price of the 
glove would not exceed $75. 
The team feels that this price is reasonable when compared to the amount of money and time 
that one would spend to hire an interpreter in any given situation, which could easily exceed the cost of 
this glove. In the prototyped version, the most expensive components are the Bluetooth module 
($22.50), the flex sensors ($57.28 in total), the PCB ($15.32), and the gyroscope (gyroscopes and 
accelerometers comparable to the gyroscope used in this project range from approximately $7.00 to 
$30.00 on the Arduino website). 
The reduced-price BOM in Appendix F describes each of the new components, including the 
websites used for reference. If the PCB was improved so that socket adapters are not required, the PCB 
size can be decreased in response to the removal of these adapters. According to the BOM, the PCB 
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board costs $1.80 for 10,000 units. The flex sensors and contact sensors can be manufactured, with two 
square inches or less of Velostat and conductive fabric and some conductive thread. This reduces the 
price of each flex sensor from $7.95 to 47 cents in material, not including labor. Instead of buying 
kitchen gloves, the manufacturer of the design could make their own from large vinyl sheets, resulting in 
a price of vinyl of about 18 cents per glove. The Arduino UNO can be replaced by AtMega328 chips, 
because the bootloaders can be loaded onto them manually. The MCP3008 is available in cheaper, 
smaller versions at $1.66 each instead of $2.19. The gyroscope can be replaced by an LSM6DS33TR 
accelerometer and gyroscope, which is $1.95 instead of the $7 or more that was paid originally. 
5.4 Reliability 
The most important design specification that had to be met for the completion of this glove was 
its reliability. Not only was it important that the glove had some way of outputting a translated sign 
somewhere, it also had to consistently translate a sign correctly. The glove has the ability to be 
programmed wirelessly from a computer via Bluetooth 100% of the time. Using this software, the team 
was able to get the glove to output the translated sign as text to a Smartphone app via Bluetooth, 
thereby fulfilling the first aspect of the reliability specification.  
Once the program and glove were able to communicate with each other, the team was able to 
test them for their accuracy. The team decided to test the ASL signs for “apple” and “party” by 
repeatedly forming the respective signs and observing how often the program accurately translated 
them. The team tested each sign 20 times, where each test involved signing the sign and then letting the 
hand go to rest. In this way, the code should display the proper translation and then “No gesture” when 
at rest.  The team began by testing the sign “apple”, and found that of the 20 signs, the glove 
successfully translated the sign to text 19 times, giving the sign a 95% accuracy. Next, the team tested 
the sign “party” and had successful translations 14 of the 20 times, or 70%. The team found that the 
cause of our erroneous translations was imperfect signing. During the hard-coding process, the 
measured sensor values for each sign were inserted manually into an array for the corresponding sign in 
the sign library. These hard-coded values corresponded to our signs correctly, but that in the process the 
team member wearing the glove had over-exaggerate the gestures. Extended fingers were extended 
farther than they normally would be, and flexed fingers were clenched tighter than they normally would 
be. Thus, when testing the glove, if a sign was not formed similarly to this over-exaggerated form and 
was instead signed more naturally, the program would not recognize the sign properly. Otherwise, the 
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code would successfully translate signs when the signer himself was performing the sign correctly 
according to the program. Editing this problem would therefore merely require hard-coding the values 
corresponding to the more natural shape of the sign. 
To test the glove’s speed, the team ran the classification script in the code 10,000 times 
(Equation 5), and measured how the total time this took by using a stopwatch. The team ran this test 
eight times and recorded the times for each trial, as seen in Equation 6 below. 
 
Figure 56: Code snippet 
Table 10: Table of trials 
Trial Number Time (s) 
1 5.034 
2 5.251 
3 4.538 
4 5.769 
5 4.950 
6 5.005 
7 5.007 
8 4.927 
Average Time 5.060 
 
Using the average time of 5.060 seconds for 10,000 function calls, the team was able to measure 
the amount of time for each call of this classification script to be 0.506 ms (Equation 5). Since the 
Arduino Uno’s internal clock frequency is 16 MHz, each clock cycle has a period of 62.5 μs (Equation 6). 
Therefore, the team was able to calculate that it takes approximately 8096 clock cycles to run the 
classification function. Considering that ASL is usually signed at a rate of 3 signs per second, and that 
similar projects have achieved classification in about a third of a second, the team can conclude both 
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that the glove can translate at a reliable speed without a noticeable delay, and that the microcontroller 
can process signs at a faster rate than other sign translating gloves. This also means that there would be 
much more processing power available, if a more precise algorithm is implemented in the future. 
Equation 5 
𝑡𝑚𝑦𝐶𝑙𝑎𝑠𝑠𝑖𝑓𝑦 =
𝑡10,000
10000
=
5.060
10000
= 0.506 𝑚𝑠 
Equation 6 
𝐴𝑟𝑑𝑢𝑖𝑛𝑜 𝐶𝑙𝑜𝑐𝑘 𝑃𝑒𝑟𝑖𝑜𝑑 =
1
𝑓𝑐𝑙𝑜𝑐𝑘
=
1
16𝑥106𝑐𝑦𝑐𝑙𝑒𝑠
𝑠𝑒𝑐𝑜𝑛𝑑
= 62.5𝜇𝑠 
 
5.5 Aesthetics 
If this glove were to be developed into a market product, it would be desirable to have it be 
aesthetically pleasing so that people would be more readily inclined to purchase it (Figure 57). Ideally, it 
would look like any other glove. In addition, part of the aesthetics of this glove involve its wearability. 
This means it should not have any components that hinder the glove’s movement during extended use. 
From the team’s observations, the glove is very lightweight and easy to wear, therefore allowing it to be 
considered wearable.  
 
Figure 57: The glove has a slim form factor and can easily fit inside another glove. 
Contact Sensors 
Thin Wires 
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The appearance of the glove should be as similar as possible to an ordinary glove. If the glove 
appears to be out of the ordinary, it may make the user feel differentiated from the glove. One way to 
do this is by allowing the glove to be disguised as a regular glove. As mentioned in Section 6.2, the glove 
is very thin, which allows the glove to fit inside of another glove. By covering the entire glove with 
another, none of the electronics will be visible. Overall, the glove meets the aesthetic requirement 
because it can be worn underneath another glove and it does not constrain movement. 
5.6 Chapter Summary 
Through testing, the team found the glove to be easy to use, affordable, reliable, and 
aesthetically-pleasing. The glove can be turned on with the flick of a switch and opening of an app, then 
it automatically translates each gesture. The reliability testing showed a high accuracy in translating the 
gesture. It has a sleek design, built to be portable and usable anywhere. 
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6. Conclusion and Future Work 
The team has succeeded in building all of the necessary hardware for the project. However, 
more can be done to improve the device’s accuracy, form, and other important specifications. 
To help shape the device into something more slim and comfortable, the team suggests a few 
improvements to the prototype. Primarily, the team suggests designing a smaller and more compact 
PCB, which will more efficiently combine the components of the system. The team also recommends 
using conductive fabric to possibly replace the wiring, the contact sensors, or the flex sensors to allow 
for less bulky wiring and more conforming, lightweight connections. Slimmer battery supplies which may 
provide the required voltage and hopefully enough power to last for at least 5 hours would also be a 
valued improvement to the prototype. 
The software used in the algorithm has not been finely tuned. There are many optimizations 
which may be possible. An even greater improvement in its function may be iterative debugging using 
ASL signs, which will be possible once the new prototype is steadily constructed. The current software 
does not use real tolerances or multiple samples per gesture. In addition, the gyroscope data is not used 
in the classification. Implementing gyroscope data introduces memory and algorithmic challenges but 
will yield greater accuracy in movement-related gestures than what has been seen in other ASL-
translating devices. In addition, completion of the Android app would increase the ease of use through 
text-to-speech output, the number of gestures understood, and the accuracy of the glove since the 
smartphone has more computational resources. Testing with actual ASL users to determine how well 
the user requirements and design specifications were followed would allow for a more accurate library 
of gestures and a more practical product. 
As a final remark, the team is excited about the progress made in the development of the glove 
prototype. Although it is not a finished product, it shows that using a glove outfitted with sensors, a 
microcontroller, and wireless communications can be used to translate ASL signs. It satisfies all of the 
major requirements put forth by the team, and it may lead to further developments in translation 
devices. With increased attention to the challenge of ASL translation, the team hopes the 
communication gap between ASL users and the hearing may soon be diminished. 
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Appendix A: Code  
 
Gesture Classification Main Code – Version One 
/* 
 Analog input, analog output, serial output 
 
Reads an analog input pin, maps the result to a range from 0 to 255 
and uses the result to set the pulsewidth modulation (PWM) of an output 
pin. 
Also prints the results to the serial monitor. 
 
The circuit: 
* potentiometer connected to analog pin 0. 
  Center pin of the potentiometer goes to the analog pin. 
  side pins of the potentiometer go to +5V and ground 
* LED connected from digital pin 9 to ground 
 
created 29 Dec. 2008 
modified 9 Apr 2012 
by Tom Igoe 
 
This example code is in the public domain. 
 
*/ 
#include <Wire.h> 
 
#define CTRL_REG1 0x20 
#define CTRL_REG2 0x21 
#define CTRL_REG3 0x22 
#define CTRL_REG4 0x23 
#define CTRL_REG5 0x24 
 
int L3G4200D_Address = 105; //I2C address of the L3G4200D 
 
int x; 
int y; 
int z; 
 
// These constants won't change.  They're used to give names 
// to the pins used: 
const int myPin0 = A0;  // Analog input pin that the potentiometer is 
attached to 
const int myPin1 = A1; 
const int myPin2 = A2; 
const int myPin3 = A3; 
const int myPin4 = A4; 
const int myPin5 = A5; 
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//Flex sensor variables 
int sVal0 = 0; 
int sVal1 = 0; 
int sVal2 = 0; 
int sVal3 = 0; 
int sVal4 = 0; 
int sVal5 = 0; 
 
void setup() { 
 // initialize serial communications at 9600 bps: 
 Serial.begin(9600); 
 
 ///////////////////////// 
  
 Wire.begin(); 
 Serial.begin(9600); 
 
 Serial.println("starting up L3G4200D"); 
 setupL3G4200D(2000); // Configure L3G4200  - 250, 500 or 2000 deg/sec 
 
 delay(1500); //wait for the sensor to be ready  
} 
 
void loop() { 
  
 // read the analog in value: 
 sVal0 = analogRead(myPin0); 
 sVal1 = analogRead(myPin1); 
 sVal2 = analogRead(myPin2); 
 sVal3 = analogRead(myPin3); 
 sVal4 = analogRead(myPin4); 
 sVal5 = analogRead(myPin5); 
 getGyroValues();  // Gyroscope input: will update x, y, and z with new 
values 
 
 // print the results to the serial monitor: 
 Serial.print("Flex0 = "); 
 Serial.print(sVal0); 
   Serial.print("  Flex1 = "); 
 Serial.print(sVal1); 
   Serial.print("  Flex2 = "); 
 Serial.print(sVal2); 
  
 Serial.print("  Gyropscope X:"); 
 Serial.print(x); 
 Serial.print(" Y:"); 
 Serial.print(y); 
 Serial.print(" Z:"); 
 Serial.println(z); 
 
 delay(302); //Just here to slow down the serial to make it more 
readable 
90 | P a g e  
 
 
} 
 
void getGyroValues(){ 
 
 byte xMSB = readRegister(L3G4200D_Address, 0x29); 
 byte xLSB = readRegister(L3G4200D_Address, 0x28); 
 x = ((xMSB << 8) | xLSB); 
 
 byte yMSB = readRegister(L3G4200D_Address, 0x2B); 
 byte yLSB = readRegister(L3G4200D_Address, 0x2A); 
 y = ((yMSB << 8) | yLSB); 
 
 byte zMSB = readRegister(L3G4200D_Address, 0x2D); 
 byte zLSB = readRegister(L3G4200D_Address, 0x2C); 
 z = ((zMSB << 8) | zLSB); 
} 
 
int setupL3G4200D(int scale){ 
 //From  Jim Lindblom of Sparkfun's code 
 
 // Enable x, y, z and turn off power down: 
 writeRegister(L3G4200D_Address, CTRL_REG1, 0b00001111); 
 
 // If you'd like to adjust/use the HPF, you can edit the line below to 
configure CTRL_REG2: 
 writeRegister(L3G4200D_Address, CTRL_REG2, 0b00000000); 
 
 // Configure CTRL_REG3 to generate data ready interrupt on INT2 
 // No interrupts used on INT1, if you'd like to configure INT1 
 // or INT2 otherwise, consult the datasheet: 
 writeRegister(L3G4200D_Address, CTRL_REG3, 0b00001000); 
 
 // CTRL_REG4 controls the full-scale range, among other things: 
 
 if(scale == 250){ 
   writeRegister(L3G4200D_Address, CTRL_REG4, 0b00000000); 
 }else if(scale == 500){ 
   writeRegister(L3G4200D_Address, CTRL_REG4, 0b00010000); 
 }else{ 
   writeRegister(L3G4200D_Address, CTRL_REG4, 0b00110000); 
 } 
 
 // CTRL_REG5 controls high-pass filtering of outputs, use it 
 // if you'd like: 
 writeRegister(L3G4200D_Address, CTRL_REG5, 0b00000000); 
} 
 
void writeRegister(int deviceAddress, byte address, byte val) { 
   Wire.beginTransmission(deviceAddress); // start transmission to 
device  
   Wire.write(address);       // send register address 
   Wire.write(val);         // send value to write 
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   Wire.endTransmission();     // end transmission 
} 
 
int readRegister(int deviceAddress, byte address){ 
 
   int v; 
   Wire.beginTransmission(deviceAddress); 
   Wire.write(address); // register to read 
   Wire.endTransmission(); 
 
   Wire.requestFrom(deviceAddress, 1); // read a byte 
 
   while(!Wire.available()) { 
       // waiting 
   } 
 
   v = Wire.read(); 
   return v; 
} 
 
 
Simple MATLAB Gesture Recognition 
 
The following code was used for the simple MATLAB Gesture Recognition 
clear all; 
 
%Training Data 
PreData = {'A',0,3,3,3,3;... 
   'B',0,0,0,0,0;... 
   'C',1,1,1,1,1;... 
   'I',0,3,3,3,0}; 
 
%Define the new gesture to recognize 
mystery_gesture = [0 3 3 1 2]; 
 
%loop through the previous training data to find the differences for 
each 
for m=1:size(PreData,1) 
 
  for diff=1:5 
     dist(diff) = abs(mystery_gesture(diff)-PreData{m,diff+1});  
  end 
  totaldifference(m)=sum(dist);   
end 
 
%pick the previous gesture that is closest to this one 
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[mindiff, gestureID] = min(totaldifference); 
 
%State the recognized gesture 
recognized_gesture = PreData{gestureID,1} 
 
 
 
The Most Recent Arduino Code 
//Main sketch: 
/* 
  Sign Language Glove MQP 
 
  Portions of code used from Tim Igoe: 
    "created 29 Dec. 2008 
    modified 9 Apr 2012 
    by Tom Igoe" 
 
 */ 
 
 
  
#include <Wire.h> 
#include <SPI.h> 
#include <LiquidCrystal_I2C.h> 
 
//////////////////////////////////////////////// 
//Setting up constants for each component 
 
 
//from new spi code 
#include <MCP3008.h> 
 
#define CS_PIN 9 
#define CLOCK_PIN 13///////////    
#define MOSI_PIN 11 
#define MISO_PIN 12 
 
MCP3008 adc(CLOCK_PIN, MOSI_PIN, MISO_PIN, CS_PIN); 
 
//////////////// 
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//   Accelerometer Variables (L3G4200D) 
#define CTRL_REG1 0x20 
#define CTRL_REG2 0x21 
#define CTRL_REG3 0x22 
#define CTRL_REG4 0x23 
#define CTRL_REG5 0x24 
int L3G4200D_Address = 105; //I2C address 
 
//  Analog-to-Digital Converter (MCP-3008) 
double vRef = 4.91; 
const int  CS_MCP3008       = 10;  // ADC Chip Select 
const byte adc_single_ch0   = (0x08); // Channel 0 
const byte adc_single_ch1   = (0x09); // Channel 1 
const byte adc_single_ch2   = (0x0A); // Channel 2 
const byte adc_single_ch3   = (0x0B); // Channel 3 
const byte adc_single_ch4   = (0x0C); // Channel 4 
const byte adc_single_ch5   = (0x0D); // Channel 5 
const byte adc_single_ch6   = (0x0E); // Channel 6 
const byte adc_single_ch7   = (0x0F); // Channel 7 
SPISettings MCP3008(3600000, MSBFIRST, SPI_MODE0); 
 
 
// Sensor Values 
/* These will be stored as globals for use by all functions. 
 */ 
int x; 
int y; 
int z; 
int yOld; 
 
int cSensor0; 
int cSensor1; 
int cSensor2; 
int cSensor3; 
int cSensor4; 
 
int fSensor0; 
int fSensor1; 
int fSensor2; 
int fSensor3; 
int fSensor4; 
int fSensor5; 
int fSensor6; 
int fSensor7; 
 
 
// Pin Definitions 
/* These are used for convenience so that these pins can be changed on 
the fly. 
 *        -The first pins define the LED pins used for output.  
 *        -The second set definethe pins used by the ADC; however, 
these variables are  
 *         not directly used by the ADC code but just for consistency.  
 *        -The pinCx variables are used for the contact sensors. 
 */ 
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const int pinLED0 = 5; 
const int pinLED1 = 6; 
const int pinLED2 = 8; 
 
const int pinADC_MISO = 12; 
const int pinADC_MOSI = 11; 
const int pinADC_CS = CS_MCP3008; 
 
const int pinC0 = 2; 
const int pinC1 = 3; 
const int pinC2 = 4; 
const int pinC3 = 7; 
const int pinC4 = 9; 
 
 
 
///////////////////////////////// 
// Other Global Variables 
/* This section contains PreData and mode. 
        -Predata[a][b] stores all of the learned gesturues that the 
algorithm can recognize. 
        Its a-dimension is equal to the number of gestures learned, and 
its b-dimension is 
        equal to the number of sensor inputs stores for each gesture (# 
sensors). 
 
        -mode is a state variable which represents whether the device 
is already in recognition mode. 
        Therefore, mode==1 means it is in recognition mode, and mode==0 
means it is still in learning 
        mode. Each mode is described more in the loop() function. 
*/ 
int NUMSENSORS = 13;              //!!!!!!!!!!! why is this 14 -1 ??? 
const int NGESTURE=3; //add one to include no-gesture. 
short PreData[NGESTURE][14];      //PreData stores all of the learned 
gestures that the algorithm can recognize 
short gesture = 0; 
String gestureName[NGESTURE]; 
 
 
const int cLength = 10; //highest possible memory without stability 
warning 
short cBuffer[cLength][3]; 
short pBuffer[NGESTURE][cLength][3]; 
 
 
////////////////////////////////// 
// Setup Loop 
/* This function sets up the pins defined previously, initializes 
communications, and starts up each component. 
 *   
 
 */ 
void setup() { 
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  // Configure All Pins 
  pinMode(pinLED0, OUTPUT); 
  pinMode(pinLED1, OUTPUT); 
  pinMode(pinLED2, OUTPUT); 
   
  pinMode(pinADC_MISO, INPUT); 
  pinMode(pinADC_MOSI, OUTPUT); 
  pinMode(pinADC_CS, OUTPUT); 
   
  pinMode(pinC0, INPUT_PULLUP); //These are pulled up so there will be 
a stable input when no contact is made. 
  pinMode(pinC1, INPUT_PULLUP); 
  pinMode(pinC2, INPUT_PULLUP); 
  pinMode(pinC3, INPUT_PULLUP); 
  pinMode(pinC4, INPUT_PULLUP); 
 
  // Start serial communications at 9600 bps: 
  //Serial.begin(9600) 
   
  // Start the ADC 
  SPI.begin     (); 
 
  //ADDITIONS from Software SERIAL: 
  Serial.begin  (9600);//115200 
    while (!Serial) { 
    ; // wait for serial port to connect. Needed for native USB port 
only 
  } 
 
 
   
  pinMode       (CS_MCP3008, OUTPUT); 
  digitalWrite     (CS_MCP3008, LOW); // Cycle the ADC CS pin as per 
datasheet 
  digitalWrite    (CS_MCP3008, HIGH); 
  delay(100); 
  // Start the Accelerometer (2000 deg/second) 
 
 
 
   
  Wire.begin(); 
  setupL3G4200D(2000); 
  delay(1500); //wait for the sensor to be ready 
 
 
  Serial.println(" "); 
  Serial.print("=============================================\n\n"); 
  Serial.println("          STARTING UP SYSTEM..."); 
  Serial.println("============================================="); 
  delay(30000); 
 
  hardCodeMode(); 
  //runTrainingMode(); 
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} 
 
////////////////////////////////////////// 
// The Main Loop: 
/* 
 *  
 
 */ 
void loop() { 
 
    /*  Testing Mode: 
     *    
     *   This mode is where the glove performs ASL recognition. 
     *    
     *   Each loop iteration, the algorithm uses its inputs to output 
the gesture  
     *   it believes is correct. It does this in a few steps: 
     *        > readSensorValues() reads all of the flex, contact, and 
gyro sensors. 
     *        > myClassify() outputs an integer representing which 
gesture was recognized. 
     *        > myOutput() drives LEDs to signal which gesture was 
recognized to the user. 
     */ 
 
  //Serial.print(">>> PLEASE SIGN ONE OF THE "); 
  //Serial.print(NGESTURE); 
  //Serial.println(" GESTURES..."); 
    //delay(1000); 
  //Serial.println(">>> CAPTURING GESTURE..."); 
    //delay(1000); 
     
    // Read the Contact, Flex and Accelerometer and store them into 
their global variables 
 
    readSensorValues(); 
  //Serial.println(">>> GOT IT!"); 
 
    // Classify based on inputs and store which gesture as an integer 
    myClassify(); 
 
    //Print out sensor values: 
    printOut(); //this also reprints entire display including predata 
recordings for convenience 
 
   delay(2000); //slow down the serial output 
} 
 
 
void hardCodeMode(){ 
 
  // 
  gestureName[0] = "no gesture."; 
  gestureName[1] = "apple."; 
  gestureName[2] = "party."; 
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  gestureName[3] = "blue."; 
  gestureName[4] = "error";   
  gestureName[5] = "error";   
  gestureName[6] = "error";   
  gestureName[7] = "error"; 
 
   
  //f 
  PreData[0][0]=827; 
  PreData[0][1]=682; 
  PreData[0][2]=677; 
  PreData[0][3]=454; 
  PreData[0][4]=667; 
  PreData[0][5]=739; 
  PreData[0][6]=734; 
  PreData[0][7]=756; 
  //c 
  PreData[0][8]=1; 
  PreData[0][9]=1; 
  PreData[0][10]=1; 
  PreData[0][11]=1; 
  PreData[0][12]=1; 
   
         
  //f 
  PreData[1][0]=789; 
  PreData[1][1]=635; 
  PreData[1][2]=626; 
  PreData[1][3]=437; 
  PreData[1][4]=644; 
  PreData[1][5]=726; 
  PreData[1][6]=702; 
  PreData[1][7]=729; 
  //c 
  PreData[1][8]=1; 
  PreData[1][9]=1; 
  PreData[1][10]=1; 
  PreData[1][11]=1; 
  PreData[1][12]=1; 
   
  //f 
  PreData[2][0]=821; 
  PreData[2][1]=651; 
  PreData[2][2]=653; 
  PreData[2][3]=438; 
  PreData[2][4]=633; 
  PreData[2][5]=718; 
  PreData[2][6]=729; 
  PreData[2][7]=738; 
  //c 
  PreData[2][8]=1; 
  PreData[2][9]=1; 
  PreData[2][10]=1; 
  PreData[2][11]=1; 
  PreData[2][12]=1; 
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} 
 
void runTrainingMode(){ 
 
   
  Serial.println("============================================="); 
  Serial.println("        ENTERING TRAINING MODE..."); 
  Serial.println("============================================="); 
 
 
  gestureName[0] = "no gesture."; 
  gestureName[1] = "apple."; 
  gestureName[2] = "party."; 
  gestureName[3] = "blue."; 
  gestureName[4] = "error";   
  gestureName[5] = "error";   
  gestureName[6] = "error";   
  gestureName[7] = "error";   
         
  /*  Training mode: 
   *  
   * During training mode, the device will record the inputs for each 
stored gesture. 
   * After the user initializes the program, the LEDs will 
   * blink 3 times, indicating a 3,2,1 countdown. On the last LED 
blink, the glove will 
   * record the flex, contact, and gyro sensor values and store these 
into our training 
   * data array, PreData[][]. 
   */ 
     
   for(int j=1;j<NGESTURE;j++){ 
     // The jth gesture recording 
     Serial.print(">>> PLEASE SIGN YOUR GESTURE NUMBER "); 
     Serial.print(j); 
     Serial.println("..."); 
     delay(3500); 
     Serial.println(">>> CAPTURING GESTURE..."); 
     delay(3000); 
      
     //Record the Data Now! 
     Serial.println(">>> GOT IT!"); 
     Serial.println(" "); 
     writeTrainingData(j);    //this function reads all sensor values 
and stores them into PreData[1][...] 
     //Serial.println("You got past training data"); 
     delay(3000); 
   } 
    
  //Serial.println("============================================="); 
    Serial.println("     HERE ARE THE SENSOR VALUES RECORDED:"); 
 
  Serial.println("     HERE ARE THE SENSOR VALUES RECORDED:"); 
  Serial.println("============================================="); 
  Serial.println(" "); 
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  for(int i=1;i<NGESTURE;i++){ 
    Serial.print("GESTURE '"); 
    Serial.print(gestureName[i]); 
    Serial.println("' VALUES : "); 
    Serial.print("F>>> "); 
    Serial.print(PreData[i][0]); 
    for(int j=0;j<8;j++){ 
      Serial.print(", "); 
      Serial.print(PreData[i][j]); 
    } 
    Serial.println(""); 
    Serial.print("C>>> "); 
    Serial.print(PreData[i][8]); 
    for(int j=9;j<13;j++){ 
      Serial.print(", "); 
      Serial.print(PreData[i][j]); 
    } 
    Serial.println(""); 
    Serial.print("G>>> "); 
    Serial.print(PreData[i][13]); //x 
    Serial.print(", "); 
    Serial.print(PreData[i][14]); //y 
    Serial.print(", "); 
    Serial.print(PreData[i][15]); //z 
    Serial.println(""); 
    Serial.println(""); 
  } 
 
  Serial.println("============================================="); 
  Serial.println("             ENTERING TESTING MODE"); 
  Serial.println("=============================================");   
 
  
 
   
} 
 
 
 
 
ADC: 
////////////////////////// 
// ADC Functions (MCP-3008) 
// From the MCP-3008 example code found at: 
// https://rheingoldheavy.com/mcp3008-tutorial-02-sampling-dc-voltage/ 
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////This section from https://github.com/nodesign/MCP3008 
 
 
/////// 
 
int adc_single_channel_read(byte readAddress){ 
  byte dataMSB =    0; 
  byte dataLSB =    0; 
  byte JUNK    = 0x00; 
   
  SPI.beginTransaction (MCP3008); 
  digitalWrite         (CS_MCP3008, LOW); 
  SPI.transfer         (0x01);                                 // Start 
Bit 
  dataMSB =            SPI.transfer(readAddress << 4) & 0x03;  // Send 
readAddress and receive MSB data, masked to two bits 
  dataLSB =            SPI.transfer(JUNK);                     // Push 
junk data and get LSB byte return 
  digitalWrite         (CS_MCP3008, HIGH); 
  SPI.endTransaction   (); 
  return               dataMSB << 8 | dataLSB; 
 
} 
 
GYRO: 
//////////////////////// 
//Gyroscope functions 
/* 
 * This function reads the Gyroscope and saves the values to x, y, and 
z! 
 */ 
void getGyroValues(){ 
  byte xMSB = readRegister(L3G4200D_Address, 0x29); 
  byte xLSB = readRegister(L3G4200D_Address, 0x28); 
  x = ((xMSB << 8) | xLSB); //use bit-shifting since each register only 
stores half of the data size 
  byte yMSB = readRegister(L3G4200D_Address, 0x2B); 
  byte yLSB = readRegister(L3G4200D_Address, 0x2A); 
  y = ((yMSB << 8) | yLSB); 
 
  byte zMSB = readRegister(L3G4200D_Address, 0x2D); 
  byte zLSB = readRegister(L3G4200D_Address, 0x2C); 
  z = ((zMSB << 8) | zLSB); 
} 
 
/* 
 * This function sets up the Gyroscope! 
 */ 
int setupL3G4200D(int scale){ 
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  //From  Jim Lindblom of Sparkfun's code 
   
  // Enable x, y, z and turn off power down: 
  writeRegister(L3G4200D_Address, CTRL_REG1, 0b00001111); 
 
  // If you'd like to adjust/use the HPF, you can edit the line below 
to configure CTRL_REG2: 
  writeRegister(L3G4200D_Address, CTRL_REG2, 0b00000000); 
 
  // Configure CTRL_REG3 to generate data ready interrupt on INT2 
  // No interrupts used on INT1, if you'd like to configure INT1 
  // or INT2 otherwise, consult the datasheet: 
  writeRegister(L3G4200D_Address, CTRL_REG3, 0b00001000); 
 
  // CTRL_REG4 controls the full-scale range, among other things:593 
 
  if(scale == 250){ 
    writeRegister(L3G4200D_Address, CTRL_REG4, 0b00000000); 
  }else if(scale == 500){ 
    writeRegister(L3G4200D_Address, CTRL_REG4, 0b00010000); 
  }else{ 
    writeRegister(L3G4200D_Address, CTRL_REG4, 0b00110000); 
  } 
 
  // CTRL_REG5 controls high-pass filtering of outputs, use it 
  // if you'd like: 
  writeRegister(L3G4200D_Address, CTRL_REG5, 0b00000000); 
} 
 
void writeRegister(int deviceAddress, byte address, byte val) { 
    Wire.beginTransmission(deviceAddress); // start transmission to 
device  
    Wire.write(address);       // send register address 
    Wire.write(val);         // send value to write 
    Wire.endTransmission();     // end transmission 
} 
 
int readRegister(int deviceAddress, byte address){ 
    int v; 
    Wire.beginTransmission(deviceAddress); 
    Wire.write(address); // register to read 
    Wire.endTransmission(); 
 
    Wire.requestFrom(deviceAddress, 1); // read a byte 
 
//    while(!Wire.available()) { 
//        // waiting 
//    } 
 
    v = Wire.read(); 
    return v; 
} 
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Misc: 
/* 
 *  
 * Compare Arrays 
 * Returns a score between 0 and 100 of how similar the gesture b is to  
 *  
 *  
 */ 
  
float unshifted_c_bArrayCmp(int pBufferIndex){ 
  float tDifference = 0; 
   
  for(int i=0;i<cLength;i++){ 
    tDifference += abs(cBuffer[i][0]-pBuffer[pBufferIndex][i][0]); 
    tDifference += abs(cBuffer[i][1]-pBuffer[pBufferIndex][i][1]); 
    tDifference += abs(cBuffer[i][2]-pBuffer[pBufferIndex][i][2]); 
  } 
 
  //Since the max difference for each coordinate is 1023, then for each 
cLength the max diff is 3069. 
  tDifference = (100*tDifference)/(cLength*3096); 
 
  return tDifference; 
} 
 
 
 
//Add shift function here 
float shifted_c_bArrayCmp(int pBufferIndex){ 
 
  const int N=5; //number of shifts 
  float tDifference[N]; 
   
  int shiftr = cLength/N; 
  for(int n=0;n<N;n++){ 
     
      tDifference[n]=0; //reset 
 
      //  Use the shiftr variable to compare cBuffer and pBuffer at 
different shift offsets, 
      //    and store the result in tDifference 
      for(int i=0;i<cLength;i++){ 
         
        int ni = (  i+(shiftr*n)  +cLength)%cLength; //find circular 
index for pBuffer. 
         
        tDifference[n] += abs(cBuffer[i][0]-
pBuffer[pBufferIndex][ni][0]); 
        tDifference[n] += abs(cBuffer[i][1]-
pBuffer[pBufferIndex][ni][1]); 
        tDifference[n] += abs(cBuffer[i][2]-
pBuffer[pBufferIndex][ni][2]); 
      } 
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      //Since the max difference for each coordinate is 1023, then for 
each cLength the max diff is 3069. 
      tDifference[n] = (100*tDifference[n])/(cLength*3096); 
  } 
 
  //Find the minimum value 
  return myMinIndex_arrayCmp(tDifference, N); //return the lowest of 
the tDifference array 
} 
 
 
 
/* mySizeArray() 
 * 
 * This function returns an integer representing the size of the given 
aray (THEGIVENARRAY). 
 */ 
int mySizeArray(int THEGIVENARRAY[]){ 
  int index_number = 0; 
   //This is any array that will somehow be referred to using pointers 
   
  for(int i=0; i<sizeof(THEGIVENARRAY)/sizeof(int *);i++){ 
    index_number++; 
  } 
  //This is a loop that goes through the given array X number of times, 
where X is equal to the size of the array.  
  //For each loop, the variable index_number increases by 1 
  //The function returns the index_number 
  //The variable can then be used for whatever functions/computations 
that require the exact size of the array. 
   
 
  return index_number; 
 
} 
 
 
 
/*  myMinIndex() 
 *  Given an array of integers, 
 *  returns the index of the minimum integer in the array 
 */ 
int myMinIndex(long givenArray[]){ 
  int currentMin = 999; //arbitrarily large number 
  int minIndex=0; 
  //for(int i=0; i<mySizeArray(givenArray);i++){ 
  for(int i=0; i<NGESTURE; i++){ 
    if (givenArray[i]<currentMin){ 
      minIndex = i; //set the minIndex to the lowest value so far 
      currentMin = givenArray[minIndex]; 
    } 
  } 
  return minIndex; 
} 
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//Exclusively for  shifted_c_bArrayCmp(int pBufferIndex). N is  
int myMinIndex_arrayCmp(float givenArray[], int N){ 
  int currentMin = 999; //arbitrarily large number 
  int minIndex=0; 
   
  for(int i=0; i<N; i++){ 
    if (givenArray[i]<currentMin){ 
      minIndex = i; //set the minIndex to the lowest value so far 
      currentMin = givenArray[minIndex]; 
    } 
  } 
  return minIndex; 
} 
MyClassify: 
/* 
 *  myClassify() 
 *  This function uses the global sensor values in a simple comparison 
loop. 
 *  Depending on which gesture it is closest to,  
 */ 
  
//  Note:This does not take into account the accelerometer data in its 
classification! 
 
void myClassify(){ 
   
  readSensorValues(); 
   
   
  //Convert to Array 
  int mystery_gesture[NUMSENSORS]; 
  mystery_gesture[0] = fSensor0; 
  mystery_gesture[1] = fSensor1; 
  mystery_gesture[2] = fSensor2; 
  mystery_gesture[3] = fSensor3; 
  mystery_gesture[4] = fSensor4; 
  mystery_gesture[5] = fSensor5; 
  mystery_gesture[6] = fSensor6; 
  mystery_gesture[7] = fSensor7; 
   
  mystery_gesture[8]  = cSensor0; 
  mystery_gesture[9]  = cSensor1; 
  mystery_gesture[10] = cSensor2; 
  mystery_gesture[11] = cSensor3; 
  mystery_gesture[12] = cSensor4; 
 
 
  long totalDifference[NGESTURE]; //size is equal to number of 
prerecorded gestures  
  int dist[NUMSENSORS];  
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  //iterate through the training data and find the difference between  
  for(int g=0; g<NGESTURE; g++){ 
    totalDifference[g]=0; 
    for(int s=0;s<NUMSENSORS;s++){ 
      dist[s] = abs(PreData[g][s]-mystery_gesture[s]); 
      if(g>0){ 
//        Serial.print(dist[s]); 
//        Serial.print(","); 
      } 
      if(s>7){ 
        totalDifference[g]+=100*dist[s]; 
      } 
      else{ 
        totalDifference[g]+=dist[s]; 
      } 
 
      //use gesture as the pBufferIndex (which refers to different 
gestures) 
      totalDifference[g] += shifted_c_bArrayCmp(g); 
 
 
       
    } 
     
    //use a weighted sum to determine similarity across all sensors. 
Contact sensor differences are scaled by 1023 to  
    //totalDifference[g] = 
dist[0]+dist[1]+dist[2]+dist[3]+dist[4]+dist[5]+dist[6]+dist[7]+100*(di
st[8]+dist[9]+dist[10]+dist[11]+dist[12]); 
     
//    if(g>0){ 
//      Serial.print("..."); 
//      Serial.println(totalDifference[g]); 
//    } 
 
   
  } 
 
 
   
 
  int avg=0; 
  for(int i=1;i<NGESTURE;i++){ 
    avg += totalDifference[i]; 
  } 
   
  avg = avg/(NGESTURE-1);// there are ngesture-1 actual gestures 
//  Serial.print("avg: "); 
//  Serial.println(avg); 
   
  // If the mystery gesture is pretty similar to all gestures 
(difference is less than 40), then don't output anything. 
  int j=1; 
  for(int i=1;i<NGESTURE;i++){ 
    j = (abs(totalDifference[i]-avg)<40); 
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  } 
   
  if (j){ 
    gesture = 0; 
    return; 
  } 
  else{ //otherwise, output the gesture that the mystery gesture is 
most similar to. 
   gesture = myMinIndex(totalDifference); 
   return; 
  } 
 
   
} 
 
Printout: 
/* printOut() 
 *   
 *  Simply print every sensor value to the serial monitor display. 
Returns nothing. 
 */ 
void printOut(){ 
 
 
    Serial.print("You signed gesture "); 
    Serial.print(gesture); 
    Serial.print(": "); 
    Serial.println(gestureName[gesture]); 
     
    printFCG(); 
    return; 
   
} 
 
void printFCG(){ 
    Serial.print("F>>> "); 
      Serial.print(fSensor0); 
      Serial.print(", "); 
            Serial.print(fSensor1); 
      Serial.print(", "); 
            Serial.print(fSensor2); 
      Serial.print(", "); 
            Serial.print(fSensor3); 
      Serial.print(", "); 
            Serial.print(fSensor4); 
      Serial.print(", "); 
            Serial.print(fSensor5); 
      Serial.print(", "); 
            Serial.print(fSensor6); 
      Serial.print(", "); 
            Serial.print(fSensor7); 
    Serial.println(""); 
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    Serial.print("C>>> "); 
      Serial.print(cSensor0); 
      Serial.print(", "); 
      Serial.print(cSensor1); 
      Serial.print(", "); 
      Serial.print(cSensor2); 
      Serial.print(", "); 
      Serial.print(cSensor3); 
      Serial.print(", "); 
      Serial.print(cSensor4); 
      Serial.print(", "); 
      Serial.println(""); 
    Serial.print("G>>> "); 
    Serial.print(x); //x 
    Serial.print(", "); 
    Serial.print(y); //y 
    Serial.print(", "); 
    Serial.print(z); //z 
    Serial.println(""); 
    Serial.println(""); 
} 
readSensorValues: 
/* readSensorValues() is used by both modes. 
 *  When it is called, it does not return anything but it 
 *  updates all of the sensor values as their respective global 
variables. 
 */ 
 
 //Returns new cBuffer 
void readSensorValues(){ 
    cSensor0 = digitalRead(pinC0); 
    cSensor1 = digitalRead(pinC1); 
    cSensor2 = digitalRead(pinC2); 
    cSensor3 = digitalRead(pinC3); 
    cSensor4 = digitalRead(pinC4); 
 
    fSensor0= adc_single_channel_read (adc_single_ch0); 
    fSensor1= adc_single_channel_read (adc_single_ch1); 
    fSensor2= adc_single_channel_read (adc_single_ch2); 
    fSensor3= adc_single_channel_read (adc_single_ch3); 
    fSensor4= adc_single_channel_read (adc_single_ch4); 
    fSensor5= adc_single_channel_read (adc_single_ch5); 
    fSensor6= adc_single_channel_read (adc_single_ch6); 
    fSensor7= adc_single_channel_read (adc_single_ch7); 
 
 
// 
// 
//    fSensor0= adc.readADC(0); 
//    fSensor1= adc.readADC(1); 
//    fSensor2= adc.readADC(2); 
//    fSensor3= adc.readADC(3); 
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//    fSensor4= adc.readADC(4); 
//    fSensor5= adc.readADC(5); 
//    fSensor6= adc.readADC(6); 
//    fSensor7= adc.readADC(7); 
 
 
 
 
//    for(int i=0;i<cLength;i++){ 
//        getGyroValues();  // this updates x, y, and z from the 
gyroscope 
//        cBuffer[i][0]=x; 
//        cBuffer[i][1]=y; 
//        cBuffer[i][2]=z; 
//        delay(1); //FIX 
//    } 
    return; 
} 
 
WriteTrainingData: 
/* writeTrainingData() is used for training mode. It uses 
readSensorValues(),  
 *  then stores these globals into the PreData[][] training data array. 
*/ 
void writeTrainingData(int i){ 
    readSensorValues(); 
 
//    for(int j=0;j<cLength;j++){ 
//        pBuffer[i][j][0]=cBuffer[i][0]; 
//        pBuffer[i][j][1]=cBuffer[i][1]; 
//        pBuffer[i][j][2]=cBuffer[i][2]; 
//    } 
     
    PreData[i][0] = fSensor0; 
    PreData[i][1] = fSensor1; 
    PreData[i][2] = fSensor2; 
    PreData[i][3] = fSensor3; 
    PreData[i][4] = fSensor4;     
    PreData[i][5] = fSensor5; 
    PreData[i][6] = fSensor6; 
    PreData[i][7] = fSensor7; 
    PreData[i][8] = cSensor0; 
    PreData[i][9] = cSensor1; 
    PreData[i][10]= cSensor2; 
    PreData[i][11] = cSensor3; 
    PreData[i][12] = cSensor4; 
    return; 
} 
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Appendix B: Interview Transcripts with ASL Users 
[Between Person 1 and Princesa Cloutier, Monday, September 7, 2015] 
 
Princesa Cloutier 
Hey Person 1! How's life?? 
I have a bit of a question. 
So for my senior project im working with two friends and we are trying 
to develop a glove that can translate ASL signs into either text or 
speech so that if someone who was deaf or hard of hearing was to use 
it, they could communicate with someone outside of that community who 
didn't speak sign language. 
 
Princesa Cloutier 
that way in a situation like say a hospital emergency one wouldn't have 
to wait around for a translator or whatever 
but since its a first iteration of the project, we need some input 
about ASL in general 
for example, since its only a glove in this project (theoretically in 
the future the project could be expanded upon and include more parts of 
the body) we weren't sure how much of the movements the glove should 
sense 
as of now we're thinking the glove should be able to determine hand 
rotation, finger position/flexing, and contact sensors 
we're trying to conceptualize it more to see if maybe we should include 
the glove up to the elbow, or instead develop a second glove and leave 
the elbow for the second go-around of the project. 
what do you think would be most useful? What are your thought overall? 
I hope college is going well for you smile emoticon hope to hear from 
you soon! 
 
Person 1 
Im doing well yea youre gunna want to include overall movement of the 
hand because although what you mentioned covers most of it, when you 
sign the word world, theres no flexing, wrist rotation or anything. Id 
suggest something that can either measure air movement or a sensor that 
can measure movement similar to making a shape in the air. To explain 
it in a different way, draw a square in the air in front of you. A big 
square. Now notice your wrist didnt really move and neither did any of 
the fingers and stuff? Just ur arm and elbow? Thats the biggest part of 
it. 
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Princesa Cloutier 
okay. hmmm so what if this glove were to also have the ability to 
measure movement with reference to some point in space, like the ground 
or the shoulder or someting? 
 
Person 1 
Yes that could work. It would have to be adjustable per person due to 
the different styles of asl and also how lazy a person can be. Maybe 
not so much in the hospital but in real life. 
 
Princesa Cloutier 
that makes sense, yeah 
since this is like the first round of the project, we're trying to 
attack some of the more important aspects of signs as like a beginning 
step. 
what do you think the most important movements would be in sign 
language? 
like, what parts of the hand, arm, body, etc. are used the most or how 
they're used the most? 
 
Person 1 
I asked my mom and she said speed because when signing certain words, 
the speed and size of the sign can mean a lot. Def the wrists and 
hands, not so much the elbows and stuff. The movement tracker should be 
able to handle anything past the wrist. Id recommend a necklace they 
can wear. What you have is pretty good so far watch a ton of videos. 
They help tremendously. 
 
Princesa Cloutier 
Okay, great. Thanks so much, this was *super* helpful!  
 
Person 1 
Lol any time  
 
Princesa Cloutier 
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Hey again, is it alright if I use the conversation from last week in my 
report research transcripts? 
 
Person 1 
Sure  
 
Princesa Cloutier 
Thanks! 
  
[Between Person 2 and Princesa Cloutier, Monday, September 7, 2015] 
 
Princesa Cloutier 
Hey Person 2! How's college?? 
I have a bit of a question. 
 
so for my senior project im working with two friends and we are trying 
to develop a glove that can translate ASL signs into either text or 
speech so that if someone who was deaf or hard of hearing was to use 
it, they could communicate with someone outside of that community who 
didn't speak sign langage 
 
Princesa Cloutier 
that way in a situation like say a hospital emergency one wouldn't have 
to wait around for a translator or whatever 
but since its a first iteration of the project, we need some input 
about ASL in general 
for example, since its only a glove in this project (theoretically in 
the future the project could be expanded upon and include more parts of 
the body) we weren't sure how much of the movements the glove should 
sense 
as of now we're thinking the glove should be able to determine hand 
rotation, finger position/flexing, and contact sensors 
we're trying to conceptualize it more to see if maybe we should include 
the glove up to the elbow, or instead develop a second glove and leave 
the elbow for the second go-around of the project. 
what do you think would be most useful? What are your thought overall? 
I hope college is going well for you hope to hear from you soon! 
 
Person 2 
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Oh hey! Yeah college is pretty good so far, just a bunch of reading but 
it's not too bad. But yeah that sounds super cool, like a really 
awesome project. But i think that what you have is ok. The elbows 
probably aren't too neccesary, the only time you really need the elbow 
to sign is more when you're using the other hand to hit it or tap it or 
something, so the sensors would probably already be in the other glove. 
But i can think about it a little more and get back to you in a little 
while, i would have to think of what signs would need extra stuff 
especially if it's more of a medical thing or whatnot. But it sounds 
cool! 
 
Princesa Cloutier 
Sweet! Thanks a bunch ^>^ Yeah, if you think of anything additional id 
really appreciate it  
 
Princesa Cloutier 
Hey again, is it alright if I use the conversation from last week in my 
report research transcripts? 
 
Person 2 
Absolutely! That'd be totally fine. Also i had like just thought of 
just like a couple other things. I mean for the most part i think if 
you're just doing like glove stuff, position might be important, just 
cuz there's a lot of signs that share a motion or similar set of 
motions but are used on different pats of the body, or in different 
orientations. But i think you could achieve most of it through just 
gyros or maybe like proximity sensors or something along those lines. I 
think what you had was good though. And yeah for sure you can use the 
conversation and stuff 
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 Appendix C: Simulated Graphs of Flex Subsystem 
Here are the graphs of each of the voltage, for each of the corresponding flex sensors at as 
flexion changes. 
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Appendix D: Demonstration of the Gesture Algorithm 
>>> PLEASE SIGN ONE OF THE THREE GESTURES... 
>>> CAPTURING GESTURE... 
>>> GOT IT! 
1,0,3,1,1,1,0,0,0,0,0,0,0,...7 
1,0,3,1,1,1,1,0,0,0,0,0,0,...8 
MYSTERY GESTURE = 1: 
F>>> 468, 0, 17, 0, 716, 426, 450, 451 
C>>> 1, 1, 1, 1, 1,  
G>>> -41, 6, -1 
 
>>> PLEASE SIGN ONE OF THE THREE GESTURES... 
>>> CAPTURING GESTURE... 
>>> GOT IT! 
0,0,4,1,0,0,1,0,0,0,0,0,0,...6 
0,0,4,1,0,0,0,0,0,0,0,0,0,...5 
MYSTERY GESTURE = 2: 
F>>> 469, 0, 16, 0, 715, 425, 451, 451 
C>>> 1, 1, 1, 1, 1,  
G>>> -42, 6, 0 
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Appendix E: Bill of Materials (BOM) 
Prototype Costs 
 
 
Because of limited page width, the links to each of the components are not shown. Instead, here are the 
links to each of the entries, in respective order: 
 
https://www.adafruit.com/products/1588 
http://www.digikey.com/product-search/en?keywords=RMCF0805JT10K0CT-ND  
http://www.digikey.com/product-search/en?keywords=311-100KCRCT-ND  
http://www.digikey.com/product-search/en?keywords=311-1365-1-ND  
http://www.digikey.com/product-search/en?keywords=399-7062-1-ND  
http://www.digikey.com/product-search/en/connectors-interconnects/sockets-for-ics-transistors-
adapters/1442974?k=A502-ND  
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http://www.digikey.com/product-search/en?keywords=A824AR-ND 
http://www.digikey.com/product-search/en?keywords=3M9447-ND  
http://www.digikey.com/product-search/en/connectors-interconnects/rectangular-connectors-
headers-receptacles-female-sockets/1442548?k=S7004-ND  
http://www.digikey.com/product-search/en?keywords=MCP3008-I%2FSL-ND  
https://www.sparkfun.com/products/9061  
https://www.sparkfun.com/products/536  
https://www.sparkfun.com/products/10264  
https://www.sparkfun.com/products/9673  
http://www.walmart.com/ip/Md-Premium-Nitrile-Glove-12112-
26/39781529?action=product_interest&action_type=title&item_id=39781529&placem
ent_id=irs-2-m2&strategy=SMT&visitor_id&category=&client_guid=4d418518-76de-
4357-a366-
2c1181ac00aa&customer_id_enc&config_id=2&parent_item_id=28499901&parent_ancho
r_item_id=28499901&guid=2278ce8a-eeb0-4f04-8530-
c1477536b2c1&bucket_id=irsbucketdefault&beacon_version=1.0.1&findingMethod=p1
3n 
https://www.radioshack.com/products/radioshack-aaa-battery-holder?variant=5717224005  
https://oshpark.com/ 
 
Bulk-Pricing 
However, the cost of manufacturing can further be decreased to about $25, not including labor and 
equipment. A separate BOM has been prepared to illustrate the cost cuts that can occur with 
components meant for bulk-ordering, mass-produced PCBs, and replacing the sensors with conductive-
fabric equivalents. 
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This BOM specifically assumes that the contact and flex sensors can be produced in-house with the 
listed Velostat, conductive Facbric, and thread. This assumes 2 square inches for each sensor, since our 
design does not require more. This also assumes that the design is reworked by engineers to use a 
programmable AtMega328 IC bought in bulk, a LSM6DS33TR IMU instead of the gyroscope, and vinyl 
gloves produced in-house from vinyl sheeting. The links for each of these components are listed below: 
http://jymcu.en.forbuyers.com/product/15032209#  
http://www.digikey.com/product-search/en?keywords=RMCF0805JT10K0CT-ND  
http://www.digikey.com/product-search/en?keywords=311-100KCRCT-ND  
http://www.digikey.com/product-search/en?keywords=311-1365-1-ND  
http://www.digikey.com/product-search/en?keywords=399-7062-1-ND  
http://www.digikey.com/product-search/en?keywords=3M9447-ND  
http://www.digikey.com/product-search/en/connectors-interconnects/rectangular-connectors-
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headers-receptacles-female-sockets/1442548?k=S7004-ND  
http://www.digikey.com/product-search/en?keywords=MCP3008-I%2FSL-ND  
https://www.sparkfun.com/products/9061  
https://www.sparkfun.com/products/536  
http://www.lessemf.com/plastic.html  
http://www.lessemf.com/fabric4.html#322  
http://www.lessemf.com/fabric.html#237  
http://www.lessemf.com/plastic.html  
http://www.lessemf.com/fabric4.html#322  
http://www.lessemf.com/fabric.html#237  
http://www.paradefloatstuff.com/parade-float-plastic-rolls/black-vinyl-roll-36-x-10-
yds/?gclid=CjwKEAjwlq24BRDMjdK7g8mD6BASJABBl8n33CURGnSVse9tAMVqR_3rcqMfa_RjxLEzdvNpIzo
TkxoCBaTw_wcB 
 https://www.radioshack.com/products/radioshack-aaa-battery-holder?variant=5717224005  
http://www.ladyada.net/library/pcb/costcalc.html  
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Appendix F: Android App Development Code 
MainActivity.java 
package com.example.slgbluetooth; 
 
import android.support.v7.app.ActionBarActivity; 
import android.util.Log; 
import android.bluetooth.BluetoothAdapter; 
import android.bluetooth.BluetoothDevice; 
import android.bluetooth.BluetoothSocket; 
import android.content.BroadcastReceiver; 
import android.content.Context; 
import android.content.Intent; 
import android.content.IntentFilter; 
import android.os.Bundle; 
import android.os.Handler; 
import android.os.Message; 
import android.view.Menu; 
import android.view.MenuItem; 
import android.view.View; 
import android.widget.ArrayAdapter; 
import android.widget.TextView; 
import android.widget.Toast; 
 
import static java.lang.Math.*; 
 
import java.io.IOException; 
import java.io.InputStream; 
import java.io.OutputStream; 
import java.util.Set; 
import java.util.UUID; 
 
///////////vvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvv 
 
public class MainActivity extends ActionBarActivity { 
  
 //For Bluetooth: 
 private final static int REQUEST_ENABLE_BT = 1; 
 private BluetoothAdapter mBluetoothAdapter; 
 private UUID MY_UUID; 
 //*CHECK* 
 private ArrayAdapter<String> mArrayAdapter; ///// should this be 
final? 
 private BluetoothSocket socket = null; 
 private BluetoothDevice device; 
 private IntentFilter filter; 
 private BroadcastReceiver mReceiver; 
 private boolean bIsRunning = false; 
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 ConnectThread cThread; 
 ConnectedThread bThread; 
 Thread myThread; //for algorithm 
 
  
 //Text for Input data 
 TextView txtArduino, txtString, txtStringLength,  
   fSensorView0, fSensorView1,  
   fSensorView2, fSensorView3,  
   fSensorView4, fSensorView5,  
   fSensorView6, fSensorView7; 
 private Handler bluetoothIn; 
 final int handlerState = 0; 
 private StringBuilder recDataString = new StringBuilder(); 
  
 private static final String TAG = "MyActivity"; 
  
 Handler handler; 
  
 // Sensor Values 
 /* These will be stored as globals for use by all functions. 
  */ 
 int x; //gyro 
 int y; 
 int z; 
 int yOld; 
 int cSensor0; //contact 
 int cSensor1; 
 int cSensor2; 
 int cSensor3; 
 int cSensor4; 
 int fSensor0; //flex 
 int fSensor1; 
 int fSensor2; 
 int fSensor3; 
 int fSensor4; 
 int fSensor5; 
 int fSensor6; 
 int fSensor7; 
  
 //Algorithm Data 
 int NSENSORS = 13; 
 int NGESTURES = 3; 
 int[][] PreData = new int[NGESTURES][NSENSORS]; //PreData stores 
all of the learned gestures that the algorithm can recognize 
  
 int mode = 0; //mode 0=training, mode 1=testing 
 int gesture = 0; 
 int[] mystery_gesture= new int[NSENSORS]; 
 String[] gestureNames = new String[NGESTURES]; 
  
  
  
 @Override 
 protected void onCreate(Bundle savedInstanceState) { 
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  //TextView display = new TextView(this);//(TextView) 
findViewById(R.id.); 
   
  super.onCreate(savedInstanceState); 
  setContentView(R.layout.activity_main); 
  ((TextView) findViewById(R.id.testView1)).setText("Data 
Received = none yet."); 
 
   
  /* 
   *  
   *    Set up Gesture Names 
   */ 
  gestureNames[0] = "no gesture."; 
  gestureNames[1] = "apple."; 
  gestureNames[2] = "party."; 
   
  /* 
   *  
   *    Set up bluetooth data handler 
   * from: https://wingoodharry.wordpress.com 
   * /2014/04/15/android-sendreceive-data-with-arduino- 
   * using-bluetooth-part-2/ 
   *  
   */ 
  txtString = (TextView) findViewById(R.id.textViewOutput); 
  txtStringLength = (TextView) 
findViewById(R.id.textViewHeader); 
  fSensorView0 = (TextView) findViewById(R.id.fSensorView0); 
  fSensorView1 = (TextView) findViewById(R.id.fSensorView1); 
  fSensorView2 = (TextView) findViewById(R.id.fSensorView2); 
  fSensorView3 = (TextView) findViewById(R.id.fSensorView3); 
  fSensorView4 = (TextView) findViewById(R.id.fSensorView4); 
  fSensorView5 = (TextView) findViewById(R.id.fSensorView5); 
  fSensorView6 = (TextView) findViewById(R.id.fSensorView6); 
  fSensorView7 = (TextView) findViewById(R.id.fSensorView7); 
   
   
   
  handler = new Handler() { 
     @Override 
     public void handleMessage(Message msg) { 
      TextView myTextView =  
                       (TextView)findViewById(R.id.testView1); 
      myTextView.setText("Handler Pressed."); 
        } 
    }; 
     
     
  bluetoothIn = new Handler(){ 
   public void handleMessage(Message msg){ 
     
       //Toast.makeText(getApplicationContext(),  "In 
bluetooth handlemessage",  Toast.LENGTH_SHORT).show(); 
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    TextView textViewOutput = (TextView) 
findViewById(R.id.textViewHeader); 
    textViewOutput.setText("In handler!"); 
    ((TextView) 
findViewById(R.id.testView1)).setText("Data Received = waiting..."); 
 
    if(msg.what == handlerState){   
 //if message is what we want 
     String readMessage = (String) msg.obj;
 //msg.arg1 = bytes from connect thread 
     recDataString.append(readMessage); //keep 
appending until  
     int endOfLineIndex = 
recDataString.indexOf("~"); //determine the end of line 
      
     if(endOfLineIndex > 0){ //make sure there 
is data 
      String dataInPrint = 
recDataString.substring(0,endOfLineIndex); //extract string 
      txtString.setText("Data Received = 
" + dataInPrint); 
      ((TextView) 
findViewById(R.id.testView1)).setText("Data Received = " + 
dataInPrint); 
      int dataLength = 
dataInPrint.length();   //get length of data received 
       
      txtStringLength.setText("String 
Length = " + String.valueOf(dataLength)); 
       
      if (recDataString.charAt(0) == 
'#'){ 
       String fSensor1 = 
recDataString.substring(1,5); 
        
       String fSensor2 = 
recDataString.substring(6,10); 
       String fSensor3 = 
recDataString.substring(11,15); 
       String fSensor4 = 
recDataString.substring(16,20); 
       String fSensor5 = 
recDataString.substring(21,25); 
       String fSensor6 = 
recDataString.substring(26,30); 
       String fSensor7 = 
recDataString.substring(31,35); 
       String fSensor8 = 
recDataString.substring(36,40); 
        
       ((TextView)findViewById 
(R.id.textViewOutput)).setText("fsensor0="+fSensor1); 
 
      
 fSensorView0.setText("fSensor0  = "+ fSensor1); 
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 fSensorView1.setText("fSensor1  = "+ fSensor2);  
      
 fSensorView2.setText("fSensor2  = "+ fSensor3);  
      
 fSensorView3.setText("fSensor3  = "+ fSensor4);  
      
 fSensorView4.setText("fSensor4  = "+ fSensor5);  
      
 fSensorView5.setText("fSensor5  = "+ fSensor6);  
      
 fSensorView6.setText("fSensor6  = "+ fSensor7);  
      
 fSensorView7.setText("fSensor7  = "+ fSensor8);  
        
      } 
      recDataString.delete(0, 
recDataString.length()); 
      dataInPrint = " "; 
     } 
    } 
    else{ 
     ((TextView) 
findViewById(R.id.testView1)).setText("Data Received = none yet."); 
 
    } 
   } 
  }; 
   
  Toast.makeText(getApplicationContext(),  "Ready.", 
Toast.LENGTH_SHORT).show(); 
   
  /* 
   *      Set up Text Output 
   *  
   *  
   *  
   */ 
  final TextView 
display=(TextView)findViewById(R.id.textViewOutput); 
   
  /* 
   *  
   *      Set up Algorithm 
   */ 
  Runnable myRunnable = new Runnable() { 
        @Override 
        public void run() { 
             while (true) { 
                  try { 
       Thread.sleep(1000); 
      } catch (InterruptedException e) { 
       e.printStackTrace(); 
      } // Waits for 1 second (1000 
milliseconds) 
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                  getTrainingData(); 
         readSensorValues(); 
         myClassify(); 
//         ((TextView)findViewById 
(R.id.textViewOutput)).setText("Touched."); 
//         if(bIsRunning){ 
//          ((TextView)findViewById 
(R.id.textViewOutput)).setText("Touched,b runs."); 
// 
//         } 
                   
                  display.post(new Runnable() {  
                       @Override 
                       public void run() { 
                        // MEMO: Put code that changes 
myTextView 
                         
                     String newtxt = 
gestureNames[gesture].toString(); 
                    ((TextView)findViewById 
(R.id.testView1)).setText(newtxt); 
            //display.setText("SLG: your 
gesture is " + String.valueOf(gesture)); 
                        
                        
                        
                       } 
                  }); //end myTextView.post 
                   
                   
              }//end while 
         }//end run 
  }; //end runnable 
   
   
  //Begin algorithm thread! 
  myThread = new Thread(myRunnable); 
  myThread.start(); 
   
 
    
 } 
  
 /* 
  *  
  * Button Functions 
  *  
  */ 
  
 /** Called when the user touches the SEND button */ 
 public void sendMessage(View view) { 
     // Do something in response to button  
 } 
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 /** Called when the user touches the button */ 
 public void refreshValues(View view) { 
     // Do something in response to button click 
  String newtxt = gestureNames[gesture].toString(); 
  ((TextView)findViewById 
(R.id.textViewOutput)).setText(newtxt); 
 } 
  
 public void myStartDiscovery(View view){ 
  Toast.makeText(getApplicationContext(),  "Searching for 
glove...", Toast.LENGTH_SHORT).show(); 
 
   
  /* 
   *     Setting Up Bluetooth 
   *
 http://developer.android.com/guide/topics/connectivity/bluetooth.
html 
   */ 
  int iterations = 0; 
  for(iterations = 0;iterations<15;iterations++){ 
   
  // Create Bluetooth Adapter! 
  mBluetoothAdapter = BluetoothAdapter.getDefaultAdapter(); 
  if (mBluetoothAdapter == null) { 
      // Device does not support Bluetooth 
  } 
   
 
   // Check if Bluetooth is enabled! 
   if (!mBluetoothAdapter.isEnabled()) { 
       Intent enableBtIntent = new 
Intent(BluetoothAdapter.ACTION_REQUEST_ENABLE); 
       startActivityForResult(enableBtIntent, 
REQUEST_ENABLE_BT); 
   } 
    
   // Find Devices: Query, Discovering! 
    
   //  Query: 
   Set<BluetoothDevice> pairedDevices = 
mBluetoothAdapter.getBondedDevices(); 
   // If there are paired devices 
   mArrayAdapter = new ArrayAdapter<String> 
   (this, android.R.layout.simple_list_item_1, 
android.R.id.text1); 
   if (pairedDevices.size() > 0) { 
       // Loop through paired devices 
       for (BluetoothDevice device : pairedDevices) { 
     // Add the name and address to an array 
adapter to show in a ListView 
           mArrayAdapter.add(device.getName() + "\n" + 
device.getAddress()); 
       } 
   } 
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   //  Discovering: 
   //   Call startDiscovery() 
????????????????? 
   mBluetoothAdapter.startDiscovery(); 
    
    
   //    Create a BroadcastReceiver for 
ACTION_FOUND 
   BroadcastReceiver mReceiver = new BroadcastReceiver() 
{  
    ///////////////////////was private^^^ 
       public void onReceive(Context context, Intent 
intent) { 
           String action = intent.getAction(); 
           // When discovery finds a device 
           if 
(BluetoothDevice.ACTION_FOUND.equals(action)) { 
             
             
               // Get the BluetoothDevice object from 
the Intent 
            int mCount = 0; 
            while(device==null){ 
              
                 device = 
intent.getParcelableExtra(BluetoothDevice.EXTRA_DEVICE); 
            } 
               // Add the name and address to an array 
adapter to show in a ListView 
               mArrayAdapter.add(device.getName() + "\n" 
+ device.getAddress()); 
           } 
       } 
   }; 
    
   if(device==null){ 
   Toast.makeText(getApplicationContext(),   
     "Attempt # 
"+Integer.toString(iterations)+".", Toast.LENGTH_SHORT).show(); 
   } 
   else{ 
    Toast.makeText(getApplicationContext(),   
      "Found glove!", 
Toast.LENGTH_SHORT).show(); 
    break; //break out of while loop. 
   } 
  }//end iteration while loop 
   
   
  //    Register the BroadcastReceiver 
  filter = new IntentFilter(BluetoothDevice.ACTION_FOUND); 
  registerReceiver(mReceiver, filter); // Don't forget to 
unregister during onDestroy 
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  // Might as well enable discovery for 300 seconds: 
  // This is not actually needed so we should take it out 
eventually 
//  Intent discoverableIntent = new 
//   
 Intent(BluetoothAdapter.ACTION_REQUEST_DISCOVERABLE); 
//   
 discoverableIntent.putExtra(BluetoothAdapter.EXTRA_DISCOVERABLE_D
URATION, 300); 
//    startActivity(discoverableIntent); 
   
  // I'll just put this here 
  mBluetoothAdapter.cancelDiscovery(); 
  myStartConnection(); // start connection 
 } //end discovery 
  
  
  
 /////////////////////////////////////////////////////////////// 
 ///////////////////  CONNECT 
  
 /** Called when the user touches the CONNECT button */ 
 public void myStartConnection(){ 
  if(device==null){ 
   Toast.makeText(getApplicationContext(),   
     "No devices. Click Discover.", 
Toast.LENGTH_SHORT).show(); 
   return; 
  } 
   
  String connectToast = "Connecting"; 
  connectToast += device.toString(); 
  connectToast += "," + mBluetoothAdapter.getAddress(); 
  Toast.makeText(getApplicationContext(),  connectToast, 
Toast.LENGTH_LONG).show(); 
 
 
 
  /* 
   *    Connect!! 
   *    we will first implement client-side 
connection, 
   *    because it seems that we must initiate 
the connection. 
   *    Notes: we will connect to BluetoothDevice 
"device". 
   *  
   */ 
 
 
  MY_UUID = UUID.fromString("00001101-0000-1000-8000-
00805F9B34FB"); 
  // 00001124-0000-1000-8000-00805F9B34FB <-- original one 
told, human interface         
  //00001101-0000-1000-8000-00805F9B34FB <-- spp serial 
131 | P a g e  
 
 
 
  socket = null; 
  BluetoothSocket tSocket = null; 
   
        try { 
            tSocket = 
device.createRfcommSocketToServiceRecord(MY_UUID); 
        } catch (IOException e) { 
   e.printStackTrace(); 
        } 
        socket=tSocket; 
         
  // connect now. 
  mBluetoothAdapter.cancelDiscovery();//just in case 
  cThread = new ConnectThread(device); 
  cThread.start(); 
   
 } 
  
  
  
  
 ////////////////////////////// 
 //   Threads: 
  
 
 
  
 // TO CONNECT: 
 private class ConnectThread extends Thread { 
     private final BluetoothSocket mmSocket; 
     private final BluetoothDevice mmDevice; 
   
     public ConnectThread(BluetoothDevice device) { 
         // Use a temporary object that is later assigned to 
mmSocket, 
         // because mmSocket is final 
         BluetoothSocket tmp = null; 
         mmDevice = device; 
   
         // Get a BluetoothSocket to connect with the given 
BluetoothDevice 
         try { 
             // MY_UUID is the app's UUID string, also used by the 
server code 
             tmp = 
device.createRfcommSocketToServiceRecord(MY_UUID); 
         } catch (IOException e) {  
          Log.v(TAG,  "IO: socket failed to be created."); 
 
         } 
         Log.v(TAG,  "socket is :"+tmp.toString()); 
 
         mmSocket = tmp; 
     } 
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     public void run() { 
         // Cancel discovery because it will slow down the 
connection 
         mBluetoothAdapter.cancelDiscovery(); 
   
         boolean success = false; 
         while(!success){ 
           try { 
               // Connect the device through the socket. 
This will block 
               // until it succeeds or throws an 
exception 
            Log.v(TAG,  "connecting to socket."); 
               mmSocket.connect(); 
               success=true; 
           } catch (IOException connectException) { 
               // Unable to connect; close the socket 
and get out 
            success=false; 
               try { 
                   mmSocket.close(); 
               } catch (IOException closeException) { } 
            Log.v(TAG,  "IO Exception, no socket."); 
            //return; 
           }//end 1st catch 
         }//end while 
 
   //Begin Connection-managing thread! 
   bThread = new ConnectedThread(socket); 
   bThread.run(); 
 
    
     } 
   
     /** Will cancel an in-progress connection, and close the 
socket */ 
     public void cancel() { 
//         try { 
//             mmSocket.close(); 
//         } catch (IOException e) { } 
     } 
 } 
  
  
 ///////////////////////////////////////////////////////////////// 
 // MANAGING EXISTING CONNECTIONS 
 
  
  
 private class ConnectedThread extends Thread { 
     private final BluetoothSocket mmSocket; 
     private final InputStream mmInStream; 
     private final OutputStream mmOutStream; 
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     public ConnectedThread(BluetoothSocket socket) { 
      //Toast.makeText(getApplicationContext(),  "In connected 
Thread",  Toast.LENGTH_SHORT).show(); 
         mmSocket = socket; 
         InputStream tmpIn = null; 
         OutputStream tmpOut = null; 
   
         // Get the input and output streams, using temp objects 
because 
         // member streams are final 
         try { 
             tmpIn = socket.getInputStream(); 
             tmpOut = socket.getOutputStream(); 
         } catch (IOException e) { } 
   
         mmInStream = tmpIn; 
         mmOutStream = tmpOut; 
          
     } 
   
     public void run() { 
      bIsRunning = true; 
 
         byte[] buffer = new byte[1024];  // buffer store for the 
stream 
         int bytes; // bytes returned from read() 
   
         // Keep listening to the InputStream until an exception 
occurs 
 
         while (true) { 
          Log.v(TAG,  "In connected thread."); 
          Log.v(TAG,  "505."); 
 
             try { 
                 // Read from the InputStream 
           //Toast.makeText(getApplicationContext(),  "In 
connected Thread, trying",  Toast.LENGTH_SHORT).show(); 
 
           Log.v(TAG,  "buffering,...511"); 
 
                 bytes = mmInStream.read(buffer); 
           Log.v(TAG,  "buffer is read, 514."); 
 
              String readMessage = new String(buffer, 0, 
bytes); 
           Log.v(TAG,  "517, readmesssage = 
"+readMessage); 
 
                 // Send the obtained bytes to the UI activity 
                 //mHandler.obtainMessage(MESSAGE_READ, bytes, -1, 
buffer).sendToTarget(); 
              bluetoothIn.obtainMessage(handlerState, bytes, 
-1, readMessage).sendToTarget(); 
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              handler.sendEmptyMessage(0); 
 
             } catch (IOException e) { 
                 break; 
             } 
         } 
     } 
   
     /* Call this from the main activity to send data to the 
remote device */ 
     public void write(byte[] bytes) { 
         try { 
             mmOutStream.write(bytes); 
         } catch (IOException e) { 
           
          //close the application if it doesnt work 
          Toast.makeText(getBaseContext(), "Connection 
Failure", Toast.LENGTH_LONG).show(); 
          finish(); 
           
         } 
     } 
      
//     public void write(String input){ 
//      byte[] msgBuffer = input.getBytes(); 
//         try { 
//             mmOutStream.write(msgBuffer); 
//         } catch (IOException e) { } 
//     } 
   
     /* Call this from the main activity to shutdown the 
connection */ 
     public void cancel() { 
         try { 
             mmSocket.close(); 
         } catch (IOException e) { } 
     } 
 } 
  
  
 void readSensorValues(){ 
     cSensor0 = 1; 
     cSensor1 = 1; 
     cSensor2 = 1; 
     cSensor3 = 1; 
     cSensor4 = 1; 
     x =0; 
     y = 0; 
     z = 0;// Accelerometer input: will update x, y, and z with 
new values 
     fSensor0= 300+100*(int)random(); 
     fSensor1= 300+100*(int)random();; //this should make it a 
random gesture 
     fSensor2= 300+100*(int)random();; 
     fSensor3= 300; 
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     fSensor4= 300; 
     fSensor5= 300; 
     fSensor6= 300; 
     fSensor7= 300; 
     return; 
 } 
  
 void getTrainingData(){ 
   
     PreData[0][0] = 400;// fSensor0; 
     PreData[0][1] = 300;// fSensor1; 
     PreData[0][2] = 300;// fSensor2; 
     PreData[0][3] = 300;// fSensor3; 
     PreData[0][4] = 300;// fSensor4;     
     PreData[0][5] = 300;// fSensor5; 
     PreData[0][6] = 300;// fSensor6; 
     PreData[0][7] = 300;// fSensor7; 
     PreData[0][8] = 1;// cSensor0; 
     PreData[0][9] = 1;// cSensor1; 
     PreData[0][10]= 1;// cSensor2; 
     PreData[0][11] = 1;// cSensor3; 
     PreData[0][12] = 1;// cSensor4; 
      
     PreData[1][0] = 300;// fSensor0; 
     PreData[1][1] = 400;// fSensor1; 
     PreData[1][2] = 300;// fSensor2; 
     PreData[1][3] = 300;// fSensor3; 
     PreData[1][4] = 300;// fSensor4;     
     PreData[1][5] = 300;// fSensor5; 
     PreData[1][6] = 300;// fSensor6; 
     PreData[1][7] = 300;// fSensor7; 
     PreData[1][8] = 1;// cSensor0; 
     PreData[1][9] = 1;// cSensor1; 
     PreData[1][10]= 1;// cSensor2; 
     PreData[1][11] = 1;// cSensor3; 
     PreData[1][12] = 1;// cSensor4; 
      
     PreData[2][0] = 300;// fSensor0; 
     PreData[2][1] = 300;// fSensor1; 
     PreData[2][2] = 400;// fSensor2; 
     PreData[2][3] = 300;// fSensor3; 
     PreData[2][4] = 300;// fSensor4;     
     PreData[2][5] = 300;// fSensor5; 
     PreData[2][6] = 300;// fSensor6; 
     PreData[2][7] = 300;// fSensor7; 
     PreData[2][8] = 1;// cSensor0; 
     PreData[2][9] = 1;// cSensor1; 
     PreData[2][10]= 1;// cSensor2; 
     PreData[2][11] = 1;// cSensor3; 
     PreData[2][12] = 1;// cSensor4; 
     return; 
 } 
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 void myClassify(){ 
    
   //readSensorValues(); 
    
   //Convert to Array 
  int[] totalDifference=new int[NSENSORS]; //size is equal to 
number of prerecorded gestures  
      
  int[] dist=new int[NSENSORS];  
     
  mystery_gesture[0] = fSensor0; 
  mystery_gesture[1] = fSensor1; 
  mystery_gesture[2] = fSensor2; 
  mystery_gesture[3] = fSensor3; 
  mystery_gesture[4] = fSensor4; 
  mystery_gesture[5] = fSensor5; 
  mystery_gesture[6] = fSensor6; 
  mystery_gesture[7] = fSensor7; 
  mystery_gesture[8]  = cSensor0; 
  mystery_gesture[9]  = cSensor1; 
  mystery_gesture[10] = cSensor2; 
  mystery_gesture[11] = cSensor3; 
  mystery_gesture[12] = cSensor4; 
 
 
 
 
   //iterate through the training data and find the difference 
between  
   for(int g=0; g<NGESTURES; g++){ 
      totalDifference[g]=0; 
      for(int s=0;s<NSENSORS;s++){ 
        dist[s] = abs(PreData[g][s]-mystery_gesture[s]); 
        if(g>0){ 
       // 
        } 
        if(s>7){ 
          totalDifference[g]+=100*dist[s]; 
        } 
        else{ 
          totalDifference[g]+=dist[s]; 
        } 
      } 
   } 
       
   int avg=0; 
   for(int i=1;i<NGESTURES;i++){ 
     avg += totalDifference[i]; 
   } 
    
   avg = avg/(NGESTURES-1);// there are ngestures-1 actual 
gestures 
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   // If the mystery gesture is pretty similar to all gestures 
(difference is less than 40), then don't output anything. 
   boolean j=true; 
   for(int i=1;i<NGESTURES;i++){ 
     j = Math.abs(totalDifference[i]-avg)<40; 
   } 
    
   if (j){ 
     gesture = 0; 
     return; 
   } 
   else{ //otherwise, output the gesture that the mystery gesture 
is most similar to. 
    gesture = myMinIndex(totalDifference); 
    return; 
   } 
 
 
    
 } //end myClassify 
    
    
   /*  myMinIndex() 
    *  Given an array of integers, 
    *  returns the index of the minimum integer in the array 
    */ 
   int myMinIndex(int givenArray[]){ 
     int currentMin = 999999999; //large number < integer maximum 
     int minIndex=0; 
      
     //Set the minIndex to be at the lowest value of the array 
     for(int i=0; i<3; i++){ 
       if (givenArray[i]<currentMin){ 
         minIndex = i; //set the minIndex to the lowest value so 
far 
         currentMin = givenArray[minIndex]; 
       } 
     } 
      
     return minIndex; 
   } 
    
 //////////////^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^ 
 
 
 @Override 
 public boolean onCreateOptionsMenu(Menu menu) { 
  // Inflate the menu; this adds items to the action bar if 
it is present. 
  getMenuInflater().inflate(R.menu.main, menu); 
  return true; 
 } 
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 @Override 
 public boolean onOptionsItemSelected(MenuItem item) { 
  // Handle action bar item clicks here. The action bar will 
  // automatically handle clicks on the Home/Up button, so 
long 
  // as you specify a parent activity in AndroidManifest.xml. 
  int id = item.getItemId(); 
  if (id == R.id.action_settings) { 
   return true; 
  } 
  return super.onOptionsItemSelected(item); 
 } 
  
 public void onPause(){ 
  super.onPause(); 
   
   
   
 } 
  
 public void onDestroy(){ 
  super.onDestroy(); 
  if (bThread!=null){ 
   bThread.cancel(); 
  } 
  if (cThread!=null){ 
   cThread.cancel(); 
  } 
  unregisterReceiver(mReceiver); // Don't forget to 
unregister during onDestroy 
 
 } 
  
} 
 
ActivityMain.xml 
   <RelativeLayout xmlns:android="http://schemas.android.com/apk/res/android" 
    xmlns:tools="http://schemas.android.com/tools" 
    android:layout_width="match_parent" 
    android:layout_height="match_parent" 
    android:orientation="horizontal" 
    tools:context=".MainActivity" > 
 
        <TextView 
            android:id="@+id/textViewHeader" 
            android:layout_width="wrap_content" 
            android:layout_height="wrap_content" 
            android:textAppearance = "?android:attr/textAppearanceMedium" 
            android:text="@string/myHeader" /> 
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        <TextView 
            android:id="@+id/textViewOutput" 
            android:layout_width="wrap_content" 
            android:layout_height="wrap_content" 
            android:layout_centerHorizontal="true" 
            android:layout_below="@+id/textViewHeader" 
            android:layout_marginTop="16dp" 
            android:text="@string/button_connect" /> 
         
         <TextView 
            android:id="@+id/fSensorView0" 
            android:layout_width="wrap_content" 
            android:layout_height="wrap_content" 
            android:layout_centerHorizontal="true" 
            android:layout_below="@+id/button_discover" 
            android:text="fSensorView0 = " /> 
          
        <TextView 
            android:id="@+id/fSensorView1" 
            android:layout_width="wrap_content" 
            android:layout_height="wrap_content" 
            android:layout_centerHorizontal="true" 
            android:layout_below="@+id/fSensorView0" 
            android:text="fSensorView1 = " /> 
         
         <TextView 
            android:id="@+id/fSensorView2" 
            android:layout_width="wrap_content" 
            android:layout_height="wrap_content" 
            android:layout_centerHorizontal="true" 
            android:layout_below="@+id/fSensorView1" 
            android:text="fSensorView2 = " /> 
                 
         <TextView 
            android:id="@+id/fSensorView3" 
            android:layout_width="wrap_content" 
            android:layout_height="wrap_content" 
            android:layout_centerHorizontal="true" 
            android:layout_below="@+id/fSensorView2" 
            android:text="fSensorView3 = " /> 
                         
         <TextView 
            android:id="@+id/fSensorView4" 
            android:layout_width="wrap_content" 
            android:layout_height="wrap_content" 
            android:layout_centerHorizontal="true" 
            android:layout_below="@+id/fSensorView3" 
            android:text="fSensorView4 = " /> 
                                 
       <TextView 
            android:id="@+id/fSensorView5" 
            android:layout_width="wrap_content" 
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            android:layout_height="wrap_content" 
            android:layout_centerHorizontal="true" 
            android:layout_below="@+id/fSensorView4" 
            android:text="fSensorView5 = " /> 
        
       <TextView 
            android:id="@+id/fSensorView6" 
            android:layout_width="wrap_content" 
            android:layout_height="wrap_content" 
            android:layout_centerHorizontal="true" 
            android:layout_below="@+id/fSensorView5" 
            android:text="fSensorView6 = " /> 
        
       <TextView 
            android:id="@+id/fSensorView7" 
            android:layout_width="wrap_content" 
            android:layout_height="wrap_content" 
            android:layout_centerHorizontal="true" 
            android:layout_below="@+id/fSensorView6" 
            android:text="fSensorView7 = " /> 
 
        <TextView 
            android:id="@+id/testView1" 
            android:layout_width="wrap_content" 
            android:layout_height="wrap_content" 
            android:layout_below="@+id/fSensorView7" 
            android:layout_centerHorizontal="true" 
            android:textAppearance = "?android:attr/textAppearanceMedium" 
            android:text=" . " /> 
 
        <Button 
            android:id="@+id/button_discover" 
            android:layout_width="wrap_content" 
            android:layout_height="wrap_content" 
            android:layout_below="@+id/button_send" 
            android:layout_centerHorizontal="true" 
            android:onClick="myStartDiscovery" 
            android:text="@string/button_discovery" /> 
 
        <Button 
            android:id="@+id/button_send" 
            android:layout_width="wrap_content" 
            android:layout_height="wrap_content" 
            android:layout_alignRight="@+id/button_discover" 
            android:layout_below="@+id/textViewOutput" 
            android:onClick="sendMessage" 
            android:text="@string/button_send" /> 
 
   </RelativeLayout> 
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SLGBluetooth Manifest (ArduinoManifest.xml) 
<?xml version="1.0" encoding="utf-8"?> 
<manifest xmlns:android="http://schemas.android.com/apk/res/android" 
    package="com.example.slgbluetooth" 
    android:versionCode="1" 
    android:versionName="1.0" > 
 
    <uses-sdk 
        android:minSdkVersion="14" 
        android:targetSdkVersion="21" /> 
     
    <uses-permission android:name="android.permission.BLUETOOTH" /> 
    <uses-permission android:name="android.permission.BLUETOOTH_ADMIN" /> 
     
 
    <application 
        android:allowBackup="true" 
        android:icon="@drawable/ic_launcher" 
        android:label="@string/app_name" 
        android:theme="@style/AppTheme" > 
        <activity 
            android:name=".MainActivity" 
            android:label="@string/app_name" > 
            <intent-filter> 
                <action android:name="android.intent.action.MAIN" /> 
 
                <category android:name="android.intent.category.LAUNCHER" /> 
            </intent-filter> 
        </activity> 
    </application> 
 
</manifest> 
 
