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By exploitmg dtscontmulty propertles of the maxunal convolution It 1s 
possible to drastically reduce dimensionality m fimte dynamic programs. 
In fact, we show how the search over the usual M-dimensional state space can 
be reduced to a one-dImensional search over an imbedded state space. The 
versatility of our approach is lllustrzted on a number of example problems. 
1. INTRODUCTION 
Dynamic programming provides a methodology by which a wide variety 
of design and control problems can be approached. However, as a result 
of the excessive computer storage and computational requirements of 
conventional dynamic programming formulations of higher dimensional 
problems, the utility of this versatile method has been considerably inhibited. 
A method is presented herein which successfully mitigates the “curse 
of dimensionality” [l] for a wide variety of finite dynamic programs of 
the type which are of interest in operations research and management 
science. In fact, by exploiting discontinuity properties of the “maximum 
convolution” [2], we show, in Section 3, that the usual M-dimensional 
search over the entire state space can be reduced to a one-dimensional 
search over an imbedded state space in many cases. The versatility of our 
technique is manifested via a number of examples in Section 4. 
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We begin by briefly introducing some preliminaries in the following 
section. 
2. FINITE DYNAMIC PROGRAMS 
Consider a jinite dynamic program, 9, specified by the quadruple (Q, A, 
T(., e), o(., .)) together with the monotonicity assumption, the termination 
assumption and the specification of a maximization or minimization [6]. 
The elements of the quadruple are the state space Q, the policy space 
A = )&o D(X), where D(X) is the set of possible decisions at state X, the 
transition mapping T: Q x A -+ 52, and the (monotone) return function 
er: A x 52 -+ R. We will assume that ~(6, x), the return obtained by starting 
in state x and using policy 6, can be represented as 
46 4 = G, 44) 0 4% T@, W)), (1) 
in which, 0: R x R -+ R denotes any associative, commutative, isotonic 
binary operator. The optimal return function f: Q -+ R is 
f(x) = z; ZQ, 4. (2) 
The usual procedure for determiningfis to construct a recursive algorithm 
by introducing the concept of a stage n = 0, I,..., N in such a way that 
VX E s2, 3(n, y) 3 x = (n, y), i.e., the state space .Q is partitioned into N + 1 
state spaces, Q(O),..., Q(N). The optimal return can then be obtained from 
the recursive solution of the functional equation of the dynamic programming 
algorithm 
f(n,r) = ae;~;yjj {r((n, y), d) o.f(n - 1, T((n, y), d))), n = l,2,-.9 N. (3) 
Thus, (3) is simply a mathematical transliteration of Bellman’s principle 
of optimality [l]. The boundary condition is 
f(O, Y) = w-h Y). (4) 
The solution of these equations and subsequent (policy) reconstruction 
process is straightforward. However, when the dimensionality of the state 
space, Q(n), is high (33) the procedure usually becomes computationally 
intractible because of excessive high-speed computer storage and/or excessive 
computational time requirements. We next show how the “curse of dimen- 
sionality” can be successfully mitigated for a large class of problems by 
appealing to certain properties of the supremal convolution. 
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3. THE IMBEDDED STATE SPACE APPROACH 
Consider the class of finite dynamic programs in which for all ((n, y), d) E 
.Q x d there exists y E Q(n) and a Z(n, y) # o such that r((n, y), d) = Y,(Z), 
T((n, y), d) :=y - x, and z E Z(n, y) o d E JI(n, y). Assuming that all maxima 
are attained, (3) becomes a maximum convolution [2] 
Duality and other propertles of similar convolutions have recently been 
investigated with the aid of the related concepts of conjugate and maximum 
transforms and polar functions [24, 7, 11-13, 201. We will show how the 
properties of the maximum convolution (5) can be exploited to mitigate 
the curse of dimensionality when the r,(z) are discontmuous and, m par- 
ticular, when they are (or can be transformed into) step functions. Previous 
research in this area appears to have been restricted to cases in which 
“ I, L = “+” [18, 221 and “0” = “,x” [19] in specialized problems or m 
which “o” :-: “t” in more general but l-dimensional problems [S, lo]. 
Our mam result is given in the following theorem. 
THEOREM 1. Assume that 9 is such that the isotonic binary operator 
“ 3, I, = “+” (addition), “ x” (multiplication), OY the infix operator “V” 
(disjunction). If Y: Q x A --f R is a step function (restricted to be nonnegative 
in the multiplicative case) then v(S, x) of (l), f(x) of (2), and f(n, y) of (3) 
are also step functions V(6, x), Vx, and V(n, y), respectively. Furthermore, zf 
V((n, y), d) E Q Y A, Sly E Q(n) and Z(n,y) $ s 3 (i) r((n, y), d) == Y,(Z), 
(il) T((n, y), d) = y - z, and (iii) z E Z(n, y) o d E D(n, y), then the sets 
F, > Fn-, , and R, of points of discontinuity of the functions f (n, ), f (n - 1, ) 
and Y,( .) satisfJ1 the following recurrente relation 
F, C Pn ” pm-1 ” (Rn OFn-Al n = 1, 2 ,..., N, (6) 
ulhere R, @J F,-, denotes the set obtained by forming all sums of exactly one 
element of R, and exactly one element of F,-, . 
Proof. The proof of the first part of the theorem IS elementary. We 
can prove (6) by proving the reverse containment of complements, i.e., 
5 $ {R, u F,-, u CR, 0 F,-dl * f (n, Y) is constant at y ~= 6. This proof 
parallels that of a similar result [8] g iven for the one-dimensional, additive 
case, mutatis mutandis, and hence, is omitted. 
As an immediate consequence of the theorem we have 
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COROLLARY 1. Assume that 9 is 3 “0” = ‘I+“, “x”, or “V.” If 
(V(x, 6(x)))r: Q x A-tR is a stepfunction, the-n (Vx E Q(N)) 3f E FN gf(N, 6) = 
f (4 
Thus, instead of calculating f(n, y) Vy E Q(n) we only have to calculate 
f(n, y) Vy E I;;, and F, can be constructed recursively from R, and F,,, . 
Furthermore, we can oftentimes eliminate elements of either R, U F,+, or 
R, @ Fnel from F,, . Therefore, the M-dimensional search over y E O(n) 
has been reduced to a one-dimensional search over the imbedded state space 
F,, . We also note that in (5) if (V n a r z is a nondecreasing step function, , ) n( ) 
then obviously (Vn, y)f(n, y) is also a nondecreasing step function. 
The versatility of the imbedded state space approach is manifested on a 
variety of example problems in the following section. 
4. EXAMPLE 
EXAMPLE 1. The separable nonlinear multidimensional knapsack prob- 
lem: Consider the following problem. Find x E E so as to 
subject to 
algal < h j = 132 ,..., w 
(7) 
x, E I+(i) i = 1, 2 ,..., iv, 
where E = XL, E, , and (Vi) E, C R, I+(i) C (0, 1, 2 ,... }, q(q): E, -+ R is 
a nondecreasing, real-valued function for which we have q(0) = 0 and 
(Vi, j)g,,(~J: E, + R is a nondecreasing real-valued function. Both the 
familiar knapsack problem and the multidimensional O/l knapsack problem 
are special cases of the separable nonlinear multidimensional knapsack 
problem (7) for which (Vi) oI(xJ = c,x, , (Vi, j)g,,(x,) = a,,~, and (Vi) I+(i) = 
(0, 1,2,...) and M = 1 or (Vi)I+(i) = (0, l), respectively. ((7) could also 
be referred to as a multidimensional distribution of effort problem [21].) 
We can develop an imbedded state space dynamic programming algorithm 
[17] for the solution of the general problem (7) which successfully mitigates 
the dimensionality problem by exploiting the results presented in the previous 
section. 
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If we definef(n, y), Z(n, y), T-~(Z), “0” and K(0, y) in the following manner 
both the theorem and its corollary are seen to hold: 
Z(n,y) = (~3 I zj E [O,yJ, j = 1, L.., Ml, 
Y&X) =: max(er,(x,) 1 x, E ([0, mjn{sup(x I g,,(x) < zJ}] n 1+(n))}, 
“c1, ~~_ “ 3) 7 , and 
IO fa3’) == j-K if y>O otherwise 
where vector inequalities are taken element-wise and K denotes some 
sufficiently large number. 
TABLE I 
Summary of Computatlonal Experience on Knapsack Problems 
Problem size 
Dimension of Computation 
No. of stages, state vector tune Fmal hst 
N M (se4 length 
25 2 1.394 167 
10 5 0.316 10 
34 5 29.698 540 
39 5 57.427 1043 
50 5 22.521 571 
50 5 192.140 2053 
6 10 0.350 22 
7 10 0.330 7 
9 10 0.386 10 
10 10 3.026 421 
15 10 18.058 391 
20 10 42.425 526 
28 10 1.793 55 
28 10 78.398 814 
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The imbedded state space dynamic programming algorithm consists 
simply of updating a list fin = {(f(n, y), y) 1 y EF,} of efficient points. 
That is, we start with the boundary condition 7s = ((0, (O,..., 0))). Then, 
invoking the theorem at each n we merge the lists S,-, and {Yn-i @a,}, 
where 9, = (~~(a), z), eliminating any inefficient or infeasible points in 
the process. By the corollary, the optimal solution(s) is the element of the 
YN list having the largest value of f(Ar, 5). 
Computational experience on various sized O/l problems is summarized 
m Table I. The computation times reported in Table I are the execution 
(CPU) times of a FORTRAN IV code implemented on a CDC 6400. Reference 
to the Table reveals that, using this algorithm, the computational time is 
a function of the number of elements in the final list Y, and the number 
of stages as well as the dimensionality of the state vector. This is not 
surprising since the final list length is directly related to the magnitude 
of the b vector and in the process of solving a problem for a given b and N 
we have solved the problem for all smaller b and n = 1, 2,..., N. Further 
details on the algorithm can be found in [17]. 
EXAMPLE 2. A combinatorial optimization problem: Consider the 
following problem. Given a finite set of iV elements Y = (1, 2,..., N), each 
of which is described by an (n/r + I)-tuple (C, , zZ1, z,, ,..., a&, and 
given M functions, Q(t), Q(t),..., D,,,(t), each with domain [0, T] and range 
[O, Casll ~1 find {t(l), @h..., t(N)) so as to 
min f C, exp(-rt(i)) 
2=1 
(8) 
subject to 
jl %(O 3 Q(t) vtE[O,T], j= 1,2 ,..., M, 
where 
zo(t) = 
I 
;J 
if t > t(i), 
otherwise. 
Assuming Y > 0, an equivalent problem is to find a bijection a of Y into 
itself so as to 
(9) 
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where 
S = set of N! possible permutations of the N elements in Y, and 
Then, if we define f(n, y), Z(n, y), Y,(Z), “0” and K(0, y) in the following 
manner, both the theorem and its corollary are seen to hold (with maxima 
replaced by minima): 
in which, for each of the (‘z) possible n-element subsets 
$,(Y~) E Yn C Y YE Y, is Czt for i E I+!&~~), 1 = 1, 2 ,..., N, 
z(n, y”) = h, I i E A(Y”) and L(Y” - 2%) = &(Y~> - ;)I, 
y,(q) = C, exp(--rT(yi - z,)), in which, 7(yz - z,) = ~(a) where 
49 E Ll(YZ - 4 for i = 1,2 ,..., n- 1, 
“o,, _ “+,,, and 
K(0, y) = 0, since y E Y,, > y = (0 ,..., 0) and #,,(O ,..., 0) = 0. 
The imbedded state space dynamic programming algorithm consists of a 
recursive search over surrogates yz of the n-element subsets &(y”). That is, 
starting with the boundary condition F, = Y,, = (O,..., 0), (since ‘v, = 0) 
we successively invoke the theorem at each stage n in order to compute 
f(n, yz) for each yl E Y = F, (generated from the corresponding subset 
&(yz)) with the functional equation. By the corollary the optimal value 
is f(N, y), where y = C,EP zi . 
The construction of the imbedded state spaces, F, (= Y,), is illustrated 
in Fig. 1. Given the (,/r) state vectors yz’ E F,-, we can generate the (z) 
state vectors yr E F, by adding the vector zi to all yl’ E F,,-l such that 
i .$ #n-I(y2’) and we do this for all i E Y. Similarly, we can generate each 
yz’ E F,-, by subtracting z, from each state vector yz E F, if i E &(yz). 
Figure 1 also illustrates the relationship of the imbedded state space approach 
to the “conventional” dynamic programming approach. Let H,(n) denote 
the number of quantization levels (usually taken at equal increments) of 
the jth component, yj , of the state vector, for the conventional dynamic 
programming algorithm. Figure 1 illustrates how the M-dimensional search 
409148/3-I= 
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FIG. 1. The construction of neighboring state vectors in two successive imbedded 
state spaces. 
over H(n) = )(E, H,(n) has been reduced to a one-dimensional search 
over the imbedded state space F,, C H(n). 
A practical application of this problem (8) occurs in the analysis of capacity 
expansion of large-scale water resources systems. If C, is the cost of the 
ith project, r-the interest rate, t(i)-the construction time of the ith project, 
z,--the output vector of the ith project, D,(t)-the projected demand for 
output j at time t, and T-the length of the planning horizon, the problem 
is to find the minimum discounted cost development sequence for a set 
of multiple purpose water resources projects. The imbedded state space 
dynamic programming algorithm was applied to a number of real-world 
water resources problems. (Specific details on the sources, nature and use 
of the data can be found in [14] and [15].) Computational experience on these 
problems with a FORTRAN IV code implemented on Northwestern 
University’s CDC 6400 is summarized in Table II. Reference to the table 
indicates a faster growth in computation time for the stage variable than 
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TABLE II 
Summary of Computational Experience on Sequencmg Problems 
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Problem sze 
Dlmensionality Alean execution tzme 
No of stages of the state vector Numberofdlfferent per problem 
N M problems run (se4 
-- 
2 2 2 0.116 
4 2 2 0.280 
6 2 I 1.004 
2 3 1 0.144 
3 3 1 0.171 
4 3 3 0.314 
5 3 1 0.484 
6 3 2 0.944 
7 3 1 2.302 
8 3 1 6.583 
9 3 1 22 107 
10 3 3 83.505 
11 3 1 336.255 
for the dimensionality of the state vector. That is, the computational require- 
ments (and, in particular the time) are on the order of MN2N-1. The high 
speed (core) computer storage requirement is on the order of max,(z). 
Finally, we note that problem (8) is an example of a problem where certain 
“conventional” dynamic programming algorithms may not always yield 
optimal solutions [16]. 
DISCUWON 
The two preceding examples involved additive returns. Examples of 
return functions involving the multiplicative operator occur in reliability 
problems [l] and certain R & D capital budgeting problems [9]. Examples 
involving the infix operator V occur in fuzzy decision processes [5]. With the 
notable exception of a similar approach in the reliability allocation problem 
[19], the application of the imbedded state space approach to these problem 
types has not yet been investigated. However, the generality of the main 
result indicates that these classes of problems can similarly be treated. 
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