Notations.
R + = 0; +1). R + = (0; +1). The indicator function of a set A will de denoted by 1I A . If D is a domain in R d , we denote by @D its topological boundary and by D its closure. F will be a (relative) close subset of @D. We will denote by F its interior (in @D) and F c = @D n F, @F = Fn F. For every x 2 D, we set (x) = d(x; @D). We denote by M(E) the space of all nite measure on E.
If is a measure and f a function, we write ; f for the integral of f with respect to measure .
1 Introduction.
The main goal of this work is to give a probabilistic approach of a mixed NeumannDirichlet problem. We study here the non-negative solutions of the partial di erential equation u = 4u 2 in a bounded domain D of R d with a Dirichlet condition on a subset F of the boundary and a Neumann condition on the complementary of F.
The Dirichlet problem associated to this partial di erential equation has been tackled, in a probabilistical way, rst by Dynkin in 8, 9] using a measure-valued process called super-Brownian motion, then by Le Gall in 16] using a path-valued process called (by Dynkin and Kuznetsov 10] ) the Brownian snake. For recent results on the subject, see 18] or 11] and the references therein.
On the other hand, the Neumann problem for the equation u = 0 in a domain has been studied by Brosamler in 4] via re ecting Brownian motion in the domain. We will recall in a rst section the de nition of the re ecting Brownian motion in terms of transition densitiy functions. For this de nition to apply, we need to consider only su ciently smooth domains, namely of class C 3 . We will then construct a local time on the boundary and recall some fundamental properties of this process that we will need in the following. We also give alternative de nitions of this process that will be useful. For more results on this process see 13] . For a general de nition of di usions with re ection in a domain, see 22] .
Then, we construct the main tool of the study : the re ecting Brownian snake. The re ecting Brownian snake is a Markov process (W s ; s ) which take values in the set of stopped paths in R d . Heuristically, one can think of W s as a re ecting Brownian path in the considered domain, stopped at the random time s . This lifetime evolves according to a one-dimensional re ecting Brownian motion. When s decreases, the path W s is erased from its nal point, and when s increases, the path W s is extended independantly of the past. A more rigourous description is given in section 3. We will also introduce the excursion measure N x of this process which plays a key role here. It is an in nite measure which represents the \law" of the Brownian snake when considering for the lifetime process only a Brownian excursion instead of a complete re ecting Brownian motion.
Let F be a closed subset of @D and let (w) be the hitting time of F of the path w. We We denote by x the trivial path with lifetime 0 reduced to point x. As 0 is a regular point for the process ( s ), it is clear that x is a regular point for the process (W s ). Consequently, we can de ne the excursion measure of (W s ) out of x, denoted by N x . This measure is an in nite measure which is characterized in the same way as P w by :
(i)' Under N x , the \law" of the lifetime process ( s ) is Itô measure of positive Brownian excursions with the normalisation :
(ii) still holds. We will also need another probability measure P x . This is the law of the process (W s ) starting from w 2 W x and stopped when the lifetime process rst reaches 0. We can describe the probability P w in the following way : we set = inffs 0; s = 0g and s = inf (0 u s) u. ( 1) . The preceding lemma shows that > 0. Now, applying the strong Markov property, we have, for every x 2 D, P x ( > n) = E x 1I f >n?1g P X n?1 ( > 1)
Then,
Proof : as < +1 a.s., we have, using the same notations as in the previous proof, for every x 2 D,
by proposition 2.6
Remark : these proofs can be adapted to show that and`D have moments of any order greater than 1. where (G t ) is the -eld on W x generated by the coordinate mappings f 7 ! (f(r); 0 r t), (t) is the restriction of to paths whose lifetime is greater that t, viewed as a measure on G t , and P xj G t is the restriction of P x to the -eld G t . But, as the key property is de nition 3.7, we take it as a de nition in order to simplify the construction.
4 The Neumann-Dirichlet problem.
Strong solutions.
Let f and g two bounded nonnegative functions on @D. We assume that f and g continuous respectively on F and F c . We say that u is a strong solution of the Neumann-Dirichlet problem ND(f; g) if
(iii) u = f on F.
(iv) @u @n = 2g on F c .
We set f;g = f1I F + g1I 
Weak solutions.
In general, we cannot prove that v 2 C 1 (D) and so cannot apply proposition 4.6 to obtain a strong solution of problem ND(f; g). That is why we will consider now weak solutions. In the following, we will suppose that @F is @-polar for the re ecting Brownian motion, i.e. 
