Abstract. K. Ball has proved the "complex plank problem": if (x k )
Introduction and background
Let (x k ) n k=1 be a sequence of norm 1 vectors in a complex Hilbert space (H, ·, · ) and let (t k ) n k=1 be a sequence of non-negative numbers satisfying Then there is a unit vector x for which | x, x k | ≥ t k , for every k. For the proof of the previous result one can take t k = 1/ √ n; small modifications are needed to handle the general case. This is K. Ball's "complex plank problem" [4, Theorem 2] . In fact, this result can be extended to complex L p (μ) spaces. It was proved in [28] that if f k , 1 ≤ k ≤ n, are unit vectors in the dual of L p (μ), then there is a point x ∈ B L p (μ) such that for every k
where 1/p + 1/p = 1. Observe that for p = 1 or p = ∞ we have |f k (x)| ≥ 1/n. But, this last estimate is true for any unit vectors f k ∈ X * , 1 ≤ k ≤ n, where X * is the dual of a real or complex Banach space X [3] . In this work we investigate the real analogue of the "complex plank problem". We also consider the problem of improving known lower bounds for the norms of homogeneous polynomials which are products of linear forms on real Hilbert spaces.
For convenience we recall the basic definitions needed to discuss polynomials on Banach spaces. If X is a Banach space over K, K = R or C, we denote by B X , B X and S X the open unit ball, the closed unit ball and the unit sphere of X respectively. We let L s ( n X) denote the Banach space of all continuous symmetric n-linear forms L : X n → K with the norm L = sup {|L (x 1 , . . . , x n )| :
A function P : X → K is a continuous n-homogeneous polynomial if there is a continuous symmetric n-linear form L : X n → K for which P (x) = L (x, . . . , x) for all x ∈ X. In this case it is convenient to write P = L. Let P ( n X) denote the Banach space of all continuous n-homogeneous polynomials P : X → K with the norm
Each L ∈ P(
n X) is associated with a unique L ∈ L s ( n X) with the property that L (x) = L (x, . . . , x). We recall a well-known polarization formula (see [10, 
where r k (t) = sgn sin 2 n πt is the kth Rademacher function defined on Let T n be the n-fold product of the circle group and let λ be Haar measure on T n . Thus dλ (θ) = (1/2π) n dθ 1 · · · dθ n , and for every L ∈ P( n X), where X is a complex Banach space, we also have from [10, Proposition 1.5] the following polarization formula:
It follows from the polarization formula that
for every L ∈ L s ( n X). However, the right hand inequality can be tightened for many Banach spaces. A famous result, investigated by S. Banach [5] (see also [14] ), asserts that if H is a Hilbert space, then
For general background on polynomials, we refer to [10] .
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The real plank problem
Let x 1 , . . . , x 2n be unit vectors in the Euclidean space R 2 distributed uniformly around the circle. As was observed by Pádraig Kirwan [29, p. 706] , for the arbitrary unit vector x in the plane there is an x k , 1 ≤ k ≤ 2n, for which
Now, this last inequality shows that in general the "complex plank problem" [4, Theorem 2] cannot be true on any real Hilbert space for n large enough.
How far do we get with calculus?
In the early 1930's, Tarski asked the following question: If a convex body of minimum width 1 is covered by a union of planks (a plank is the region between two parallel hyperplanes in R n ), must the widths of the planks add up to at least 1?
The problem was solved in the affirmative by T. Bang [6] in 1951. Bang used the following simple lemma which was the starting point of several surprising results. For fixed x j , j = 1, . . . , n, in a finite dimensional Hilbert space (H, ·, · ), the same lemma was also used by M. Marcus and H. Minc in [20] trying to find a significant lower bound for the expression
2 as a function of the unit vector u. 
Lemma 2.1 ([6, 20]). Let (H, ·, · ) be a Hilbert space and let
If the determinants of all diagonal submatrices of order ≥ 3 of the matrix 
where
Proof. Without loss of generality we can take H to be a real Hilbert space. Consider the quadratic form
To find the extreme points of f subject to the side condition g (t) = 0, where 
and therefore
Hence,
where 
Corollary 2.3. Under the hypothesis of the previous proposition,
for every k, where λ 1 is the smallest and λ n is the largest eigenvalue of the Gram
. . , n, be the Gram matrix which is an n × n positive semi-definite Hermitian matrix. Then, for every vector
where λ 1 is the smallest and λ n is the largest eigenvalue of the Gram matrix A (see for instance [15] ).
Therefore, the convex hull of {x 1 , . . . , x n } is disjoint from the open ball about the origin of radius λ 1 /n in H. Since the convex hull of a finite set is closed, from the geometric form of the Hahn-Banach theorem there exists a norm-one element x ∈ H, such that
where λ 1 is the smallest eigenvalue of the Gram matrix A.
On the other hand, it follows from (2.3) that
where λ n is the largest eigenvalue of the Gram matrix A. If
where λ 1 is the smallest and λ n is the largest eigenvalue of the Gram matrix
is an n × n positive definite Hermitian matrix, and in this case λ n ≥ λ 1 > 0. Remark 2.6. If x 1 , x 2 , . . . , x n are unit vectors in the Euclidean space R n , it was proved in [22, 28] that
The previous estimate can be improved. It was shown in [23] that
Product of linear forms
The simplest, and in many cases the most useful, homogeneous polynomials are obtained by multiplying linear functionals together. The discussion for general Banach spaces is facilitated by some notation. Definition 3.1. The nth linear polarization constant of a Banach space X over K, K = R or C, is defined by
Some basic results.
The following result is a consequence of the plank problem [3] .
Theorem 3.2 (Benítez-Sarantopoulos-Tonge, [7] ).
(
For complex L p (μ) spaces, inequalities (1.1) imply the following result (see [28] ). 
If (H, ·, · ) is a real or complex Hilbert space and x k ∈ H, 1 ≤ k ≤ n, are unit vectors, we consider the problem of obtaining the best possible lower bound for the nth homogeneous polynomial F (x) := x, x 1 · · · x, x n , x ∈ H. It was an open problem in [7] to determine whether
with equality if and only if x 1 , . . . , x n are orthonormal. In the complex case the problem was solved by J. Arias-de-Reyna [1] . In fact, this is a corollary of K. Ball's "complex plank problem" [4, Theorem 2]).
Lemma 3.5 ([7]). If M is a closed subspace of the Banach space X and S : X → M is a continuous projection, then
If M is a 1-complemented closed subspace of X, i.e. if there exists a projection S : X → M , with S = 1, from the previous lemma it follows that K (n; M ) ≤ K (n; X). This last observation proves the following result (cf. [16, Theorem 1] 
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For real Hilbert spaces and for small values of n, n ≤ 5, inequality (3.2) holds; see for instance [25] . However, in general this problem is still open for real Hilbert spaces. For a discussion and various estimates, we refer to [11, 12, 16, 22, 25, 28] . To the best of our knowledge, the first occurrence of an inequality similar to (3.2), but with the lower bound n −n , appeared in [20] in the case of a d-dimensional unitary space H, n ≤ d. It was used to produce a lower bound for the permanent of a positive semi-definite Hermitian matrix in terms of its main diagonal entries. Also (see Proposition 2.4.4 in [19] ), the optimal lower bound for the maximum of the product of n norms over the unit sphere S m−1 of R m is exactly c n = min
be a sequence of norm 1 vectors in a real Hilbert space (H, ·, · ). It is not known if Theorem 3.4 holds in the case of a real Hilbert space. However, we may consider the complex Hilbert space H = H ⊕ iH, with norm x + iy := x 2 + y 2 , which is the natural complexification of H. If P ∈ P n H is the unique complex extension of the n-homogeneous polynomial P (x) :=
In other words, R (n; H) ≤ 2 (n−2)/2 n n/2 . It is known that
The first of the two inequalities in (3.3) is the Hadamard theorem for permanents, which is due to M. Marcus [21] ; see also [17, 18] . It reduces to equality if and only if the vectors x 1 , . . . , x n are orthonormal. The second inequality is easy to prove by using the triangle and Cauchy-Schwartz inequalities and reduces to equality if and only if
, where L is the symmetric n-linear form associated to L, and (1.4) implies
However, n −n/2 > 1/n! for n > 2, so this estimate is worse than (3.2). But this improves the original estimate from [20] .
In general, if dimH < n, the lower bound for the norm of L can be improved.
Example 3.8 (see [2, 30] ). Consider the Euclidean space R 2 . It was proved in [26] that per (A) ≥ n!/2 n−1 and that this lower bound is best possible. This is an improvement upon the lower bound of per (A) in (3.3), and therefore in R 2 we have
To see that 2 1−n is the best possible lower bound, it is enough to consider the unit vectors
Lower bounds for the norm. Let
. . , n, be the Gram matrix based on the unit vectors x 1 , . . . , x n of a Hilbert space (H, ·, · ) and let
be the n homogeneous polynomial which is a product of linear forms on H. As we have seen before, L (x 1 , . . . , x n ) = (1/n!) per (A), where L is the symmetric n-linear form associated to L. By using the polarization formula (1.2) we express per (A) in the following convenient form:
If H is a complex Hilbert space, then it follows from (1.3) that
By using (3.5) and (3.6) we get lower estimates for the norm of L. 
Proposition 3.9. Let (H, ·, · ) be a Hilbert space and let
In order to find a lower bound for the norm of L, depending on the unit vectors x 1 , . . . , x n , we need a lower bound estimate for per (A) as well as an upper bound estimate for
Lemma 3.10 (R. Grone and S. Pierce, [13] ). If A = (a jk ) is an n × n positive semi-definite Hermitian matrix with |a 11 | = · · · = |a 11 | = 1, then
is the Frobenius norm or the Schatten 2-norm or the Hilbert-Schmidt norm of A.
If A = I n , we have equality in (3.9).
Observe that for n = 2, per (A) = 1 2 A 2 . Proof. The case n = 2 is easy to prove, and so is the case n = 4. We prove only the case n = 3. If H is a real Hilbert space, by using Hölder's inequality we have
Theorem 3.11. Let (H, ·, · ) be a Hilbert space and let
If H is a complex Hilbert space, working in a similar fashion we have
. Now, the proof of (3.10) for n = 3 follows from (3.7) and (3.8) by using the last two inequalities and inequality (3.9) with a jk = x j , x k , 1 ≤ j, k ≤ n. Finally, it is easy to see that L = 1/n n/2 , for n = 2, 3, 4, if and only if x 1 , . . . , x n are orthonormal vectors.
If x 1 , . . . , x n ∈ H, working as in the previous proof we can get upper estimates for
But it gets increasingly complicated as n increases. Alternatively, we may think of using the well-known Khintchine-Kahane inequality which states that for 0 < p < q < ∞ there exists a constant K (p, q) ≥ 1 such that
. . , x n ∈ X and X any Banach space X. If 1 < p < q < ∞, we may take [9, 27] ). In particular, if x 1 , . . . , x n are unit vectors in a Hilbert space H, then for q = n ∈ N, n > 4, and p = 4, the previous inequality implies
By using (3.11) and inequality (3.9) with a ij = x i , x j , 1 ≤ i, j ≤ n, it follows from (3.7) that for n ≥ 4
But this last estimate is far from optimal. So, in order to generalize Theorem 3.11, for n > 4, we need the following inequality which is a standard type of interpolation lemma. 
On the other hand, if H is a complex Hilbert space,
(3.14)
Proof. In the real case consider the linear operator S :
where (e m ) n 2 m=1 is the standard unit vector basis for n 2 2 . We have
Next, if the linear operator S : 
. Now, for y 11 = n, y jk = 2 x j , x k , 1 ≤ j < k ≤ n, and y jk = 0 in all other cases, this last inequality implies (3.13) for n ≥ 4.
In the complex case we consider the linear operator T :
, with p = 1, 2 and p = ∞, 2 respectively, defined by ( * * )
Working as before, it follows from the Riesz-Thorin interpolation theorem that ⎛ ⎜ ⎜ ⎝
This last inequality with y 11 = n, y jk = x j , x k , 1 ≤ j = k ≤ n, and y 22 = · · · = y nn = 0 implies (3.14) for n ≥ 4.
Theorem 3.13. Let (H, ·, · ) be a Hilbert space and let
, with c n = 2 2/n if H is a real Hilbert space and c n = 1 if H is a complex Hilbert space.
Proof. Let H be a real Hilbert space. Since
dt , the proof of (3.15), with c n = 2 2/n , follows from (3.7) by using (3.13) and inequality (3.9) with a ij
If H is a complex Hilbert space, then
Now, the proof of (3.15), with c n = 1, follows from (3.8) by using (3.14) and inequality (3.9) with a ij = x i , x j , 1 ≤ i, j ≤ n. In particular, the asymptotic growth of the linear polarization constant R (n; H) of a real Hilbert space H is less than n2 n/4 · n n/2 .
Proof. By using Hölder's inequality it follows from (3.15) that
(n 2 − n + 1) 
The first of the two inequalities in (3.16) reduces to equality if and only if the vectors x 1 , . . . , x n are orthonormal. Since | x j , x k | ≤ 1, the second inequality reduces to equality if and only if x 1 = · · · = x n . Notice that if x 1 , . . . , x n are orthonormal vectors, then sup x =1 | x, x 1 · · · x, x n | = n n/2 , while in the case x 1 = · · · = x n it is obvious that sup x =1 | x, x 1 · · · x, x n | = 1. In the special case for the unit vectors x 1 , . . . , x n we have an estimate of the form
for some constant c > 0. Then from the proof of Corollary 3.14 it follows that the asymptotic growth of K (n; H) is nn n/2 .
Remark 3.16. Observe that our asymptotic estimate " n2 n/4 · n n/2 " for the linear polarization constant R (n; H) of a real Hilbert space H improves the ones given in [11, 28] .
