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1. INTRODUCTION 
Error bounds, in terms of approximation theory, for the Rayleigh-Ritz- 
Galerkin method for approximating the solution of boundary value problems 
for linear and quasilinear elliptic partial differential equations have been 
given in a number of recent papers, cf. [I], [2], [3], [5], [9], [ll], and [12]. 
The above problems and approximation method may be viewed in a Hilbert 
space setting. 
If H is the appropriate Hilbert space, then the above error bounds have the 
following form. If v E H is the solution of the problem, HM is any finite 
dimensional subspace of H, and TM is the approximation to v in HM , then 
there exists a positive constant, K, independent of HM such that 
In Section 2, we show that for a wide class of self-adjoint, linear problems, 
including those discussed in [I], [2], [5], [7], [ll], and [12], the constant K of 
(1.1) can be taken to be 1. In Section 3, we show that for a large class of 
quasi-linear problems, including those discussed in [3], [4], [9], and [l I], the 
constant K of (1.1) can be taken to be of the form 1 + EM, where EM is a 
nonnegative quantity, which can be made arbitrarily small by choosing HM to 
be sufficiently “large” in an appropriate sense. 
Finally, I should like to thank Professors John Todd and Herbert Keller 
for very helpful discussions and suggestions. 
2. LINEAR PROBLEMS 
In this section, we define and study a Rayleigh-Ritz method for symmetric, 
positive definite, densely defined, linear mappings in a real Hilbert space. 
Analogous results hold for such mappings in complex Hilbert spaces, but the 
details are left to the reader. An example of the Dirichlet problem for a linear, 
elliptic partial differential equation is given. 
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Throughout this section, let H be a real Hilbert space with inner-product 
(.,.)andnorm/I.//.Alinearmapping~::~CH~Hissaidtobepositi~e 
dejinite if and only if its domain g9 is dense in H and there exists a positive 
constant, y, such that 
Y II u /I2 f (Pu, u), for all UE9* (2.1) 
and symmetric if and only if 
(9% 4 = (4 Jw, for all uandvEgZ. (2.4 
Throughout this section, we assume that 2 is symmetric and positive definite. 
Corresponding to the equation 
Z[u] =f~ H, (2.3) 
we consider the functional 
+I = (% 4 - 2(%f), (2.4) 
which is defined for all u E g9 . Mikhlin, cf. [7], has proved the following 
variational principle for Eq. (2.3). 
THEOREM 2.1. q~ is a classical solution of (2.3), i.e., q~ E gS and LZ’[p] = f, 
if and only if q~ yields a strict, global minimum of F[u] over gp , i.e., if 0 E: gz 
and 0 f q then F[B] > F[v]. 
Theorem 2.1 enables us to replace the problem of solving (2.3) by the 
problem of minimizing F[u]. However, it may happen that (2.3) does not 
have a classical solution, but that the minimization problem has a solution 
if gp is suitably extended. Mikhlin has shown, cf. [7], that for a symmetric, 
positive definite mapping, 9, it is always possible to extend BZ in a well- 
defined manner so that the problem of minimizing F[u] has a unique solution. 
For this purpose, we define a new inner-product in gS by taking 
b, VI = G-s v>, for all U,V E92. (2.5) 
The corresponding norm is denoted by 
1 u 1 EE [u, u]1’2, for all UEL3* (24 
and it follows from (2.1) that 
F2 II u II G I u I P for all UE9*. (2.7) 
Defining HS to be the completion of BZ with respect to / * ( , we easily have 
LEMMA 2.1. g9 is dense in HS, Hz C H, and inequality (2.7) holds for 
all u E Hz . 
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If we rewrite the functional F as F[u] = [u, U] - 2(f, u), it is clear that F 
is defined for all u E HP and Mikhlin, cf. [7], has shown 
THEOREM 2.2. The problem of minimizing F[u] over Hz has a unique 
solution for e-very f E H. Moreover, if p, is a classical solution of 5?[u] = f then v 
minimizes F[u] over HP . 
The unique minimizing element in Hsr provided by the preceding theorem 
is called the generalized solution of L?‘[u] = f. 
We now consider the Rayleigh-Ritz method for approximating the general- 
ized solution. Consider any finite dimensional subspace HIM of H9 and let 
{&}& be a basis for H M. The Rayleigh-Ritz method is to find an approxima- 
tion to the generalized solution, p, of (2.3) by determining an element 
$ E HM, which minimizes F[u] over HM . The following fundamental result 
shows that this is a well-defined method. 
THEOREM 2.3. There is a unique element + E HM which minimizes F[u] 
over HM, 
PROOF. Considering 
F[P] = F ; BiBi = 5 5 A~#$ , 41 - 2 c” Mf, Bi) [ I i=l i-l j=i i=l 
as a function of p E RM, it is clear that F E C2(RM) and hence F has a minimum 
at IS* if and only if 
g P*l = 0, for all l<i<M, 
and the Jacobian matrix 
is positive definite. 
Calculating the equations of the system (2.8), we obtain 
g P*l = 2 fI ,Wi 9 41 - 2(f, Bi), 1 <i<M, 
or in matrix form 
where 
A@* = k, 
A = [Pi , Bill, 
(2.8) 
(2.9) 
(2.10) 
(2.11) 
(2.12) 
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and 
k = [(f, &)I. (2.13) 
Clearly A is symmetric and positive definite. In fact, if p f 0, then 
Thus, (2.8) has a unique solution p*. 
Moreover, from (2.10), it is clear that J = A and hence P* is the unique 
minimum of F over R”. QED 
We remark that it follows from the preceding proof that the Rayleigh-Ritz 
method yields a linear system of equations, whose matrix is symmetric and 
positive definite for any finite dimensional subspace of HP . Given a particular 
finite dimensional subspace, HM , of H9 , it is natural to ask whether or not 
$ is a “good” approximation to 9 in some reasonable sense. The following 
result shows $ is the “best” approximation to q in the subspace HIM. 
THEOREM 2.4. If q~ is the generalized solution of (2.3), HM is any jinite- 
dimensional subspace of Hz , and $ is the Ray&z&h-Ritz approximation to p in 
HM, then 
I~-PI=y~$Y-~l. (2.14) 
PROOF. If 7 E HS, 
Fbl = Fb + ~71 = h ~1 + +I, ~1 + 24rp, 71 - 2(v, f) - 247, f) 3 F[q] 
for all real 01 and hence F[ar] E Cl(R) and (dF/&) (0) = 0. Calculating this 
latter expression, we obtain 
rep, VI - ( f? 7) = 0. (2.15) 
Taking 7 = v in (2.15), we obtain for all 5 E HS 
WI -m = [4,51 - h VI + Zf, Q) - 0 = [it, 61 + [% ‘PI - 2(f, 5). 
(2.16) 
Taking 7 = t in (2.15), we obtain from (2.16) 
Cl - JT91 = c5551 - 2[cp, 41 + [v, 91 = I cc. - 9) 12. 
Thus, if y E S, 
(2.17) 
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As a concrete example of a symmetric, positive definite mapping, we 
consider the following problem. Let Q be an open, bounded set in RN 
with boundary a.Q, which is sufficiently regular to guarantee that Green’s 
Theorem holds in g. 
Using standard multi-index notation, cf. [13], we consider linear elliptic 
boundary value problems of the form 
Lqu] = (- lp’ D”(%&) D6u) (4 =f(x>, XEQ, (2.18) 
subject to the boundary conditions 
Dfu(x) = 0, XEX2, O<j<m-1, (2.19) 
where Q(X) E Cml(.Q) Q(X) = us,(x), x E Q, f EP(Q), and there exists a 
positive constant y suih that 
aas D%I Dau dx > y2 s, u”(x) dx (2.20) 
for all zc E 5BP = {u E C2”(Q) ( u satisfies the boundary conditions (2.19)). 
In this special case H = L2(Q), gz is dense in H and the functional F has 
the form 
F[u] s c 1 Q,(X) Df% D”u dx - 2 S, f(x) U(X) dx. (2.21) 
lal=Gm s-2 
1161 <m 
Moreover, if q~ is the generalized solution of (2.18)-(2.19), HM is any finite 
dimensional subspace of Hz and $ is the Rayleigh-Ritz approximation to q~ 
in HIM, then by Theorem 2.4 
q,,( c s 1 
l/2 G&) WY - v) WY - 9’) dx - 
IalGm JJ 
I6l=Gnz 
(2.22) 
We remark that in the special case of N = 1 and m = 1 these results have 
been previously obtained in [12]. 
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3. NONLINEAR PROBLEMS 
In this section, we define and study the Galerkin method for completely 
continuous, nonlinear mappings in a real Hilbert space. Analogous results 
hold for such mappings in complex Hilbert space, but the details are left 
to the reader. An example of a class of boundary value problems for nonlinear 
elliptic partial differential equations is given. 
Throughout this section let H be a real Hilbert space with innerproduct 
(a, a) and norm [j * I/ . For each positive number, R, let 
S&H) ES {X E H / 11 x I\ = I?} and B,(H) = {x E H / I! x 11 < R). 
Furthermore, let {H,}~zl be a sequence of finite dimensional subspaces of H 
such that 
~+~,IfnllY -9/l =o, for all 9 E H, (3.1) - n 
and {Pn},P_r be the sequence of linear orthogonal projection mappings of H 
such that 
P,H = Ii,, for all n 3 1, (3.2) 
and 
II p, II = 1, for all 723 1. (3.3) 
For each n 3 1, we consider the approximate problem 
x, = P,Tx, in H 7L. (3.4) 
In this situation we have the following existence and convergence result. 
THEOREM 3.1. If T is a completely continuous mapping of B,(H) into itself, 
P,T has ajxedpoint, x, , in B,(H,) for all n >, 1 and there exists a subsequence 
{a$}~=, and x, E B,(H) such that 11 xnt -xX,//-+Oask-+coandx,isa$xed 
poznt of T. Moreover, if x, is the unique Jixed point of T in B,(H), then the 
entire sequence {xn}zEl converges to x, . 
PROOF. Clearly, for all n > 1, P,T maps BR(H,) into itself continuously. 
Hence, by the Brouwer Fixed-Point Theorem, there exists x, E B,(H,) such 
that P,,Tx, = x, , Since {xn}zzl is a bounded sequence and T is completely 
continuous, there exists a subsequence {xn,}tsl and x, E H such that 
Txnk - xm as k -+ co. But xns = P,,Tx,, --t x, and hence TX, = lim,,, 
Tx,,~ = x, . Thus, there exists a subsequence of {x,}& which converges to a 
fixed point of T. 
Finally, if T has a unique fixed point, x, , in B,(H) and {x~~}~!, is any 
subsequence of {x,}~=~ which does not converge to x, then by the above 
argument there is a subsequence {xn, }Fzl of {xnd}& which converges to a fixed 
point of T which by hypothesis mu& be X, . 
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Hence, every subsequence of {xn}zC1 converges to x, and thus {xnJzCl 
converges to x, . QED 
COROLLARY (Schauder Fixed Point Theorem). If T is a completely 
continuous mapping of B,(H) into itself, then T has a fixed point in B,(H), i.e., 
there is an x E B,(H) such that TX = x. 
THEOREM 3.2. Let T be a completely continuous mapping of B,(H) into 
itself with a$xedpoint x, E B,(H). If T has a Frekhet derivative, F, in a neigh- 
borhood, JV, of x, and 1 is not in the spectrum of F, then x, is the unique fixed 
point of Tin Jlr and the approximate problem x,, = P,Tx, has a solution x, E H,, 
for all n 3 1, which is unique for all sufficiently large n and 
II xm - x7& II G (1 + 4 II % -Pnxccll=(1 +%~~&f/lxm--Yll (3.5) n 
for all n > 1 where E, -+ 0 as n --f co. 
PROOF. If yW E&” is a fixed point of T in JV, then 
2, -ym =F(x + ~Y)(x -Y> 
for some 0 < 19 < 1 and hence x, = ym . Thus x, is the unique fixed point 
TofM. 
By Theorem 3.1, the fixed points x, exist, x,, -+ x, as n -+ CO, and hence 
x, EJV” for all sufficiently large n. Moreover, since linear mappings are their 
own FrCchet derivatives, the FrCchet derivative of P,T is P,,F and 1 is not 
in the spectrum of P,,F for all sufficiently large n. Thus, x, is the unique fixed 
point of P,T for all sufficiently large n. 
Moreover, there exists an N > 0 such that 
(I -F) (x, - xm) + (F - P,zF) (x, - x,) + Pn(Fp, -F) (xn - xm) 
- P,(Tx,, - TX, - F(x, - xm)) 
= (I -F) (P,x, - x,) + (F - P,F) (Pnxm - x,), for all n > N. (3.6) 
LetI((I-F)-l/I=R,ilF-PP,F(I=cu,,andI(FP,-FF(J=~~.SinceF 
is completely continuous, cf. [6, Lemma 4.1, p. 1351, it is easily verified that 
OL, -+ 0 and n -+ CO and ,!In -+ 0 as n -+ co. Furthermore, 
y 1L ~ II TX, - Txm - F(xn - xaJ II ~ o II %I - xcc II 
as n-+al. 
Applying (I- F)-l to both sides of (3.6) and taking norms, we have 
II %,a - x, II - R(s + Pn + m) II xn - xm II 
< II Pnxm - x, II + Ran II P,zxm - xm II (3.7) 
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and hence 
where 
(3.8) 
en = R@, + A + m) (1 - RN, - Wn - R,)Y. QED 
We now consider in detail the application of Theorems 3.1 and 3.2 to a 
general class of boundary value problems of the following form cf. [lo]. 
Let Sz be an open, bounded set in RN with boundary a-0, which is sufficiently 
regular to guarantee that Green’s Theorem holds in 0. Consider 
subject to the boundary conditions 
Dj(x) = 0, x E ai2, O<j ’ +?n--1, (3.10) 
where a,,(x) E C141(s2), a s(x) = a&x), x E 52, f(x, U) is a measurable function 
of x for all - CO < u < co, there exists a positive constant, K, such that 
If& 4 I < K for all XEQ ---co<u<co, (3.11) 
and there exists a positive constant, c, such that 
I uU[u] dx > c s u”(x) dx, R R (3.12) 
for all u E P”(a) satisfying the boundary conditions (3.10). 
As in Section 2, let Hz denote the Hilbert space which is the completion 
of the C2m(SZ)-functions atisfying the boundary conditions (3.10) with 
respect to the norm 11 u llH2 = [u, ~1~‘~ 3 (S[U], u)r12. It follows from 
[7, Theorem 2, p. 3231 that HP CL2(Q). 
From Theorem 3, p. 222 and Theorem 2, p. 461 of [7], we have 
THEOREM 3.3. If 23 satisjes (3.12) an d is such that any set which is bounded 
in Hz is precompact inL2(Q) andF : u + f (x, u) satisfies (3.1 I), then 9 has an 1 
extension 9 such that gP C 92 C Hz , [u, v] = (S?u, v) for all u, v E 92 , 
and 8-l is defined as a completely continuous mapping from L2(!2) to 
H 589 T GG &‘-IF is u completely continuous mapping of Hz into itself, A? has a 
countable set qf eigenvulues 
0 < A, < A, < .-* < A, < ***, (3.13) 
with A n+ 00 as n + 00, and if R = 118-l II K (meus 52)1/Z, &F maps 
B,(H,) into itself. 
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THEOREM 3.4. If 9 satis$es (3.12) and is such that any set which is bounded 
in Hz is precompact in L2(s2), F : u +f(x, u) satisfies (3.1 l), and {H,JzCl is a 
sequence of finite dimensional subspaces of H, with associated orthogonal pro- 
jection mappings {P,J,“_l such that limn+m I/ v - P,p, IIn9 -+ 0 as n -+ ca ,for all 
CP E Hg , then the problem 
x, = P,$+Fx~ , n> 1, (3.14) 
has a solution for all n > 1 and there exists a subsequence {x,~}& converging 
to a solution of x = 9a-lFx. 
We now consider the form of finite dimensional problems (3.14). If H, 
has a basis vI ,..., qua then x, satisfies (3.14) if and only if 
[xn , pi] = [p-‘Fxn , 4, 1 <i<n. (3.15) 
Using the results of Theorem 3.3 we have that x, satisfies (3.14) if and only if 
Ixtz > ~1 = (Fxn > PA> 1 <i<N. (3.16) 
Moreover, if x, = Cy=r ajpj , then 
Using the definition of [*, *] in this particular case, we have 
tl aj (, g 1, a.&4 D% D% dx) = [,f (xl :I ci19)j) ~44 k (3.18) 
1 < i < n, which is the system of algebraic equations obtained by the usual 
usual Galerkin procedure. 
THEOREM 3.5. Let 9 satisfy (3.12) and be such that any set which is 
bounded in HP is precompact in L2(Q), F : u -+ f (x, u) satisfy (3.11) and af/au 
exist for all x E Q and be such that either af/au (x, u) < yl < A, for all x E Q, 
- 00 < u < co, or Ai < yj < (aflag (x, u) d y9+I < Aj+l for all x E Q, 
- co < u < co, where (h,}~CI denote the eigenvalues of Y given by Theorem 
3.3, and there exists a positive constant, KI , such that 1 (af/au) (x, u) 1 < KI 
forallxEQand-~<u<~.If{H,J,“,, is a sequence of finite dimensional 
subspaces of HP with associated orthogonalprojection mappings {P,}n”,l such that 
lim,+, /I 9 - P,p, IIHz -j 0 for all q~ E HP , then the problem 
x = &Fx (3.16) 
has a unique solution, x, in Hz and the problem 
x, = P,&Fx~ (3.17) 
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has a solution x, E H, for all n 3 1, which is unique for all sufficiently large n 
and 
II x - xn IIH6p d (1 + 4 ;g II x - y llH6” for all n > 1, (3.18) n 
where •~-0 as n--t 03. 
PROOF. Since linear mappings are FrCchet differentiable, cf. [6], the 
above hypotheses imply that B-lF is FrCchet differentiable and 1 is not in 
the spectrum of the FrCchet derivative, &F, of L?-‘F. Thus, the result 
follows directly from Theorem 3.2. QED 
REFERENCES 
1. G. BIRKHOFF, M. H. SCHULTZ, AND R. S. VARCA. Piecewise Hermite interpolation 
in one and two variables with applications to partial differential equations. Numer. 
Math. 11 (1968), 232-256. 
2. J. CBA. Approximation variationelle des problitmes aux limites. Ann. Inst. Fourier 
(Grenoble) 14 (1964), 345-444. 
3. P. G. CIARLET, M. H. SCHULTZ, AND R. S. VARGA. Numerical methods of high- 
order accuracy for nonlinear boundary value problems. I. One dimensional 
problem. Numer. Math. 9 (1967), 394-430. 
4. P. G. CIARLET, M. H. SCHULTZ, AND R. S. VARGA. Numerical methods of high- 
order accuracy for nonlinear boundary value problems. V. Monotone operator 
theory. (To appear.) 
5. K. 0. FRIEDRICHS AND H. B. KELLER. A finite difference scheme for generalized 
Neumann problems. “Numerical Solution of Partial Differential Equations.” 
(J. H. Bramble, ed.) pp. 1-19. Academic Press, New York, 1966. 
6. M. A. KRASNOSEL’SKII. “Topological Methods in the Theory of Nonlinear 
Integral Equations.” Macmillan, New York, 1964. 
7. S. G. MIKHLIN. “Variational Methods in Mathematical Physics.” Macmillan, 
New York, 1964. 
8. W. V. PETRYSHYN. On nonlinear P-compact operators in Banach space with 
applications to constructive fixed-point theorems. J. Math. Anal. Appl. 15 (1966), 
228-242. 
9. M. H. SCHULTZ AND R. S. VARGA. L-splines. Numer. Math. 10 (1967), 345-369. 
10. M. H. SCHULTZ. Quasi-linear elliptic boundary value problems. J. Math. Mech. 
19 (1968), 21-26. 
11. M. H. SCHULTZ. Rayleigh-Ritz-Galerkin methods for multi-dimensional problems. 
(To appear.) 
12. R. S. VARGA. Hermite interpolation-type Ritz methods for two-point boundary 
value problems. “Numerical Solution of Partial Differential Equations.” (J. H. 
Bramble, ed.), pp. 365-373. Academic Press, New York, 1966. 
13. K. YOSIDA. “Functional Analysis.” Academic Press, New York, 1965. 
