We deal with imbeddings of certain weighted function spaces as well as with the corresponding norm estimates for solutions to second order elliptic problems. We redemonstrate some results of Gilbarg and Hörmander by a technique, entirely different from theirs, which enables us to cover a range of parameters excluded by them. 
What happens now if we weaken our assumption about <f> by requiring that it belong to Cm'<s'(dQ) for some m' = 0, 1,... and 3' £ [0, 1] such that a = m+ô-(m'+ô') > 0? This question was tackled by Gilbarg and Hörmander [7] , who (to put it roughly) showed that [dist(dQ, dQ!)]a\u\Cm i(^. is then bounded independently of Q' <g Í2 under the assumptions (0.2), (0. 3) m+o-a>0
-which is natural for the problem at hand-and (0.4) m + ô-a <£ N.
Note that, for what correspondingly concerns /, the natural regularity requirement is now only that [dist(9Q, dQ.')]a\f\Cm_2 s.^. be bounded independently of Q' € £î.
Let us give an idea of the motivations of (0.4). We begin by sketchily reviewing the classical method through which the crucial estimates for solutions of (0.1) are reduced to their counterparts for functions u having compact supports and satisfying (0.5) Au = f for Xn > 0, u = 0 for x^ = 0.
First of all, a partition of unity and local changes of coordinates which flatten (portions of) the boundary show that it suffices to investigate (0.1) when ÍÍ is replaced by the half-space where xn > 0, <9Q by the hyperplane where xn = 0, and u has compact support. Next, a local perturbation argument leads from the general case of variable coefficients to that of L = A. Finally, a suitable extension of <j> from the hyperplane to the entire half-space provides the equivalence between the previous inhomogeneous problem and (0.5) (with a free term / correspondingly modified, although within the original function class). The three steps above are performed, in the optimal generality of assumptions about the regularity of dQ and the coefficients of L, respectively by Theorem 5.1, Proposition 4.3 and Lemma 2.3 of [7] . For what concerns (0.5) the approach of [7] (in Theorem 3.1) utilizes the integral representation of u by means of Green's function. This makes it necessary to bound a term sup x-{m+s-a)\u(x)\ xN>0 (where, we recall, u = 0 for x^ = 0), and it is at this point that (0.4) comes to play an essential role.
In the present paper we develop a different approach to (0.5). We put weights into Campanato, instead of Holder, function spaces, and utilize variational estimates instead of Green's function. This enables us to redemonstrate the bound provided by Theorem 3.1 of [7] under the restrictions (0.2) (as in the Caccioppoli-Schauder theory for a = 0) and (0.3), without requiring (0.4). It is the case when the latter is violated, of course, that poses greater difficulties in the proofs. With our techniques we can also tackle the case when (0.2) is violated; for some elucidations concerning the scope of the results we obtain then, see Remark 2 after the proof of Theorem 2.
It is probably worth mentioning here that the different roles of, as well as the interplay between, the parameters a and ô lead us to introduce, in the next section, the notation C™'S for the function classes denoted in [7] by H^ with b = m + ô , a + b = a. The parameter m + ô -a measures, so to speak, the maximal global regularity which is attained without weight: when a = h + 6 for some « = 0, ... , m such a regularity does not go as far as Cm~h'° (see Lemmas 1.3 and 1.4 below).
We do not work our way from (0.5) back to (0.1). When (0.2) holds, that is, when 0 < ô < 1, this would amount to our verifying that the corresponding steps of [7] can be repeated without requiring (0.4). When (0.2) is violated, say for ô = 0, the regularity assumptions about 9Í2 and the coefficients of L would be those corresponding to the case when ô is instead some positive number, no matter how small. The results of the present article were announced in [13] . As is customary, Hk(co) = Hk'2(co) and HQx(co) = H0x'2(co); moreover we write U = LP(B+), Hk<P = Hk'p(B+) and H0X'P = HX'P(B+). Finally, for 0 < X < N + p Lp'k(oe) denotes the space of functions u £ Lp(co) such that
is finite, normed by Mimo = (l«6,(.) + ML-W1" • When 0 < á < 1 LP>N+pS(tû) is isomorphic to C°-a(ûJ) provided öcu is regular enough [2] . Lp<N(co) is instead a BMO (acronym of Bounded Mean Oscillation) space: introduced in [8] for p = 1, it plays a relevant role as a "good substitute" of L°°(co) in PDE's [3] , Harmonic Analysis [6] , Probability [11] ... for fc, ¿c' nonnegative integers, 0 < <J < 1, -<5 < 5' < 1 -¿ , k' + S' >0 and a > 0, provided that k + S-a is not a nonnegative integer. The last restriction is illustrated through one-dimensional example of the function x -> xh logx , which, whenever « is a nonnegative integer, belongs to all spaces Ck's with k + ô-a < h except C*'0. This, however, shows only that (1.3) is false when ô = a = 0 : what about the nonnegative integer values of k + S-a for S + a > 0 ? We shall see below (Lemma 1.4) that they provide no exception to the validity of (1.3); our technique, centered around the function spaces we are going to describe now, will also enable us (Lemma 1.3) to handle the exceptional case S = a = 0. For 1 < p < oo let L£ be the space of measurable functions u : B+ -» R such that \u\LPa = \xNu\u> is finite. For I < p < oo, N <X < N + p we set Clearly, Lg,A = Lp<l(B+) whereas all functions from Lp'k(B+) which vanish near S° are in LP'X whatever a. Here we are interested only in a > 0, which we assume to be the case throughout. 
Preliminary LP estimates
In the present section p, unless otherwise specified, is arbitrarily fixed in ]1, oo[, and p = p/(p -1) ; moreover, y £ RN and 0 < d < oo. Here and throughout we adopt the summation convention. for 0 < p < r/2, hence also for 0 < p < r by simple considerations, with C = C(p). We easily arrive at (2.2) by dint of (2.4) and (2.5). V i=i jBä(y) I (2.9) < with C = C(p, ß, X).
Proof. When y#/2 > d and ß > 0 we can freely insert a factor xNB inside all the integrals of (2.3) simultaneously because there exists k £ N, k > 2 such that (k -l)r < xN < (k + 2)r for x £ Br(y). In all cases we see that, by (2.8),
for 0 < p < r < d the function <P(/>) defined as the left-hand side of (2.9) satisfies hence also
*(p)<c((£)Vr) + jy)
by a fundamental lemma due to Campanato [2] . The last inequality for r = d is nothing but (2.9). D and write down the equation satisfied by v , (2.11) becomes a straightforward consequence of (2.2).
As for (2.12), we can prove it along the same lines as (2.3): it is worth stressing that, when dealing with p = 2, we can avail ourselves of the variational theory in B+(y). See [3] Proof. By (3.7) it suffices to provide estimates over B+ n Br(y) when y £ B+(i+R)/2 and, say, 0 < r < (1 -R)/6. We proceed in three steps.
Step for 0<r< (1 -R)/6<yN/2.
In the other case we denote by y the projection of y over 5° and notice for 0 < r < d = yN/2 < (1 -R)/6.
We are thus left with the task of giving bounds over hemispheres.
Step 2 <c(El/'lc^ + l/IÍ~"_J forO<r<(l-A)/2 thanks to (3.8) . At this point we need only add (3.14) to (3.10)-(3.12) (with /j = 2) to obtain the bound on does not exceed the left-hand side of (3.15), and the conclusion follows easily. D
Regularity of higher order derivatives
In this section we shall "differentiate" (3.6). Since this procedure requires the same regularity assumptions about / as about the distributional derivatives fx for i, j = 1, ... , A we can without loss of generality restrict ourselves to the case /' = ■•■ = fN = 0. This means that we are going to deal with a function u£ Hx-P satisfying u = 0 on S°, Together with (4.3) for the case at hand (4.14) enables us to apply the corollary of Lemma 2.2 for (4. 
