Integrability and linearizability of the Lotka-Volterra systems are studied. We prove sufficient conditions for integrable but not linearizable systems for any rational resonance ratio. We give new sufficient conditions for linearizable Lotka-Volterra systems. Sufficient conditions for integrable Lotka-Volterra systems with 3 : Àq resonance are given. In the particular cases of 3 : À5 and 3 : À4 resonances, necessary and sufficient conditions for integrable systems are given. r
Introduction
Recall the classical center problem (or Dulac's problem) for polynomial real planar vector fields
where P and Q are polynomials. One has to find conditions, on the coefficients of P and Q; under which a neighborhood of the origin is covered by periodic solutions of the system. This problem was completely solved only in the case when P and Q are homogeneous polynomials of degrees 2 (by Dulac), and 3 (by Sibirskii [7, 8] ). Related to this problem there is the integrability problem for vector fields in the above form.
Recently, a natural generalization of the center problem is proposed in [9] . Consider polynomial vector fields in R 2 with p : Àq resonant singular point ' x ¼ px þ P 2 ðx; yÞ; ' y ¼ Àqy þ Q 2 ðx; yÞ;
where p; qAZ þ ; P 2 and Q 2 are quadratic polynomials. Conditions for the existence of a local analytic first integral Hðx; yÞ ¼ x q y p þ ? (i.e. for the existence of a p : Àq resonant center) for the system are studied in [2, 5, 9] . The only way to get necessary conditions for a center is to compute the p : Àq saddle numbers, the analogous of the Poincare´-Lyapunov focus quantities. One calculates the successive terms in the Taylor expression of the supposed first integral and the saddle numbers LðkÞ are the coefficients of the obstacles to its existence:
The LðkÞ's are polynomials in the coefficients of the system and can be calculated algorithmically (cf. Section 4.2, see also [4] ). Usually it is very complicated; it is the main reason of slow progress in the center problem. For the 1 : À2 resonant singular point the integrability problem is completely solved in [5, 9] where necessary and sufficient conditions (20 cases) are given. In [2] , necessary and sufficient conditions (15 cases) for linearizable systems are given.
In the present paper we investigate integrability and linearizability of the LotkaVolterra systems of the form
This family is sufficiently general to give important information on the organization of strata in families of polynomial systems. One can find parameters such that system (1) is normalizable, normalizable but not integrable, integrable but not linearizable (see also [6] ). Necessary and sufficient conditions for integrability and linearizability are already known in the case lAN; that is the 1 : Àn resonant cases. Indeed they are given in [2, 9] . In [6] , some sufficient conditions are given in the case of general l: For the case l ¼ Other open problems are also suggested in [6] , some of which are studied in this paper. The paper is organized as follows. In Section 2, we prove that if a ¼ d ¼ 0; bca0 then system (1) is integrable but not linearizable for any positive rational l: This gives an affirmative answer of the above question. In Section 3 we give some new sufficient conditions for linearizable systems. In the case of irrational l we give sufficient conditions for some more general systems of the form
In Section 4 we study integrability problem of Lotka-Volterra system (1) with 3 : Àq resonance, which we write in the form
We first give some new sufficient conditions for the integrability of the above system for general q (Sections 4.1 and 4.3). Using some results of [5, 6] , we obtain necessary and sufficient conditions for integrable Lotka-Volterra systems in the 3 : À5 resonance case (Section 4.4) and the 3 : À4 resonance case (Section 4.4). In some cases we look for a first integral in the form of a power series and in other cases some changes are used to transform the saddle to an analytic node. Let us first recall some basic definitions (see also [2] or [6] ). 
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with a ¼ d ¼ 0 and bca0; is integrable but not linearizable for any positive lAQ:
Proof. After a linear scaling x-À cx=l; y-by; system (3) is converted into
Now using the transformation u ¼ xe x ; v ¼ ye y ; the equations are changed into
It is clear that the system is integrable, since udv þ lv du ¼ 0 is integrable. Suppose that system (5) is linearizable. Then there exists an analytic function f ðu; vÞ with f ð0; 0Þ ¼ 1 so that after the transformationũ ¼ uf ;ṽ ¼ vf Àl ; system (5) is changed into a linear system. Thus, with h ¼ ð1 þ xÞð1 þ yÞ; we have
Denote gðu; vÞ ¼ log f ; then gð0; 0Þ ¼ 0 and
We then have ði À ljÞg i;j ¼ h i;j : This implies that h i;j ¼ 0 for i ¼ lj; which is impossible according to Lemma 2.1. This proves that system (5) is not linearizable. Hence system (3) is not linearizable. &
Linearizable systems with rational or irrational k
Some sufficient conditions for linearizable Lotka-Volterra systems are given in [2, 5, 6, 9] . In this section we give some new sufficient conditions.
We first prove a general result for any l40 in the formal case.
Proposition 3.1. Let l40: Consider a formal system
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with polynomials f i and g i such that deg f i oil þ 1 and deg g i oði À 1Þl: Then the system is formally integrable. Moreover if f i ðÀ1Þ ¼ 0 for any i; then the system is formally linearizable.
Proof. One can check that the system
is formally linearizable. Hence system (6) is formally integrable. Now we prove the formal linearizability of system (6) with the additional conditions f i ðÀ1Þ ¼ 0 for any i: The following method has been first introduced in [5] , and has been used in [6] . We only need to linearize one of the coordinates. We look for a transformation in the form
such that the new system is a linear one. Here H i ðxÞ are formal power series in x; and
so that x; y are the only linear terms. In order to get ' u ¼ u; we need to solve the following equations:
The solution of the first equation is
We can express H i in the following form:
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where integration constants are taken to be zero. We now prove by induction that the above equations have solutions for H i which verify the assertion: for nX1; G n ðxÞ ¼ ð1 þ xÞH n ðxÞ is a polynomial with degreeonl:
Þ is a polynomial with degree ol: Hence there is no x À1 term in the integrand. So G 1 is a polynomial of degree ol: Suppose that the assertion is true for all kon: We have:
Þ is a polynomial with degree onl; * ð1 þ xÞf nÀk ðxÞH 0 k is a polynomial with degree onl; * ð1 þ xÞg nÀkþ1 ðxÞH k is a polynomial with degree onl:
Hence there is no x À1 term in the integrand. Therefore G n ðxÞ is a polynomial with degree onl: & We can give the following result for rational l:
Proof. Since aa0; with the linear change x-ax; y-y; system (8) is converted to a new one in the same form with c changed to c=a and f to af : We now apply the
The new system is changed into
Since 2pkol þ 1; the conditions of Proposition 3.1 are satisfied and the above system is formally linearizable. According to [1] , for rational l; the system is integrable (respectively linearizable) if and only if it is formally integrable (respectively formally linearizable). Hence the above system is linearizable and consequently system (8) 
Proof. We can assume that, without loss of generality, a ¼ 1: After the transformation x-x; y-yð1 þ xÞ Àk ; the system is converted into
Then the degree of f 1 is kol þ 1 and that of g 2 is k À 1ol: So the conditions of Proposition 3.1 are verified. Then there exists a formal transformation (7) that formally linearizes the above system. We now prove that, if l is irrational, the linearizing transformation (7) is convergent. Similar to the proof of Proposition 3.1, we can prove by induction that for iX1; G i ðxÞ ¼ ð1 þ xÞH i ðxÞ is a polynomial with degree piðk À 1Þ:
We define a norm jjjj of polynomials as follows:
Obviously, jjPðxÞQðxÞjjpjjPðxÞjj Á jjQðxÞjj: Denote A ¼ maxfjj f 1 jj; jjg 2 jjg: One notices that 
And similarly we can prove that
Therefore, there exists a constant C only depending on fk; l; a; b; c; dg such that
Hence lim sup
Therefore, if e is sufficiently small, and jxjoe; jyjoe; we have
The transformation u ¼ x þ P iX0 H i ðxÞy i is convergent. Using the same arguments one can prove that there exists a convergent series
In fact, one can prove that
with polynomialsG i for iX2: We can then estimate jjG i jj: One proves finally that v is analytic in a neighborhood of the origin. Hence system (9) is linearizable. &
Integrability of Lotka-Volterra systems with 3 : Àq resonance
We study now integrability of the Lotka-Volterra systems with a resonance ratio 3 : Àq: We first give some new sufficient conditions for integrable systems for general q by distinguishing two cases q ¼ 3j þ 2 or q ¼ 3j þ 1: Then we prove necessary and sufficient conditions for integrable systems with q ¼ 5 and q ¼ 4:
We first prove two general results concerning integrability of some Lotka-Volterra systems. 
is integrable.
Proof. Using the transformation u ¼ y=ð1 þ yÞ; v ¼ x=ð1 þ yÞ 2 ; the equations are changed to
The system
is linearizable, according to Theorem F of [6] . Thus system (10) 
Proof. Using the transformation
We now consider the system
Using the transformation s ¼ uv 1=k ; r ¼ v 1=k ; which is a composition of the pullback ðu; zÞ-ðu; z k Þ and of the blowing down ðu; zÞ-ðr; sÞ ¼ ðuz; zÞ; we bring equation (12) to an equation with a node at ð0; 0Þ:
Since q4m41; system (13) is linearizable. The right-hand side of system (13) is homogeneous of degree k þ 1: It is easy to check, by induction, that the change, which linearizes the system, can be taken in the following form:
Now the functions
are analytic functions of ðu; vÞ and verify the equations
Therefore system (12) is linearizable and system (11) is integrable. &
We now give sufficient conditions for integrable Lotka-Volterra systems in the case of 3 : Àq resonance with q ¼ 3j þ 2:
is integrable if one of the following conditions is satisfied:
Case 2: bca0; c þ ka ¼ 0 for some kAN þ with kpj: Case 3: bca0; c a þ q 3 ¼ kAN and 2pkpj þ 1: Case 4: bca0; qab À 3cd À ðq À 3Þad ¼ 0:
Proof. The first four conditions can be obtained from the conditions given in [2, 5, 6] (see for example Theorems F, E, D, C in [6] ). We need only to prove the sufficiency of the last two conditions.
For case 5, we have the following system:
By a linear scaling x-cx; y-À by=ð2q À 3Þ; the system is changed to
which is a particular case of system (10) for p ¼ 3: Hence the system is integrable. For case 6, we have
By a linear scaling x-cx=4; y-by; the system is transformed to
which is system (11) for p ¼ 3; q ¼ 5: Hence system (14) is integrable in this case. This accomplishes the proof of the sufficiency of the conditions. &
Systems with 3 : À5 resonance
We now prove that the conditions of Proposition 4.3 are necessary and sufficient conditions for integrable Lotka-Volterra systems in the case q ¼ 5:
The method is to compute the first three saddle quantities. We can prove it in the cases q ¼ 8; 11 in the same way. So it is natural to conjecture that they are also necessary conditions for general q ¼ 3j þ 2:
is integrable if and only if one of the following conditions is satisfied:
Proof. We prove the necessity by computing the saddle quantities of system (15). The algorithm we use is similar to that used by Dulac [3] (see also [4] ). We now consider the system
where p; q are positive integers such that gcdðp; qÞ ¼ 1: We look for a first integral of the system in the form Hðx; yÞ ¼ h q;p x q y p þ X iþj4qþp h i;j x i y j with h q;p ¼ 1: Then h i;j satisfy:
with the initial conditions:
Now we construct a sequence h i;j ; by the initial conditions (16) and the recursive formula: for i þ j4q þ p;
and h i;j ¼ 0 if pi ¼ qj: For pi ¼ qj with i ¼ qk; j ¼ pk; we define
Thus if we let
then we have
Therefore LðkÞ is the saddle quantity of order k À 1:
The necessary conditions for system (15) to be integrable are LðkÞ ¼ 0 for any k41: Usually, one needs only a finite number of LðkÞ to reach sufficient conditions. To use the algorithm, we only need to deal with the sequence h i;j : We are able to apply the algorithm to systems with p ¼ 3; q ¼ 5; 8 and 11 (the calculations are made in Maple). We only present the results for q ¼ 5:
We now suppose bca0: After a linear scaling x-cx; y-by; we reduce b and c to 1, and at the same time a is reduced to a=c; d to d=b: We suppose b ¼ c ¼ 1 to simplify calculations. Then Eq. (17) can be solved
We then obtain
where C 1 ; C 2 are rational numbers, 
is linearizable.
Proof. We first use the change ðu; vÞ ¼ ðxy 1=j ; y 1=j Þ to obtain
Then using a linear transformation and a time scaling ðu; v; tÞ/ðu=3; v À u=3; Àt=jÞ;
we obtain
System (19) is an analytic node at ð0; 0Þ: Hence it is linearizable if and only if it has two invariant curves through the node. Notice that u ¼ 0 is invariant. We need to find another invariant curve. We look for an invariant curve in the form 
Therefore system (18) is linearizable. &
We now give sufficient conditions for integrable systems with q ¼ 3j þ 1: The last two cases are new. We conjecture that the condition: 5a À 3c ¼ 0; b þ d ¼ 0 is also a sufficient condition for the integrability in the general case. We shall prove it in the case q ¼ 4:
Case 1a: bc ¼ 0: Case 1b: bca0; c þ ka ¼ 0 for some kAN þ with kpj À 1:
Proof. The conditions in Cases 1a-3 can be obtained from those given in [2, 5, 6 ] (see for example Theorems F, E, D, C in [6] ). Case 4 follows from Proposition 4.1 and case 5 follows from Lemma 4.1. &
Systems with 3 : À4 resonance
Now we give necessary and sufficient conditions for the integrability in the case q ¼ 4:
Proof. According to Proposition 4.4, it remains to prove case 6. One can suppose, without any loss of generality, that b ¼ 1; c ¼ 5: We prove that the following system
is integrable. We use a transformation u ¼ xy ð1 þ xÞ 
This is a system with a 1 : À2 resonant saddle at ð0; 0Þ: In [5] , all the integrable conditions are given for this case. We find that system (23) satisfies the conditions of case (3.5) in [5] , thus it is integrable with the first integral Hðu; vÞ ¼ u 2 h 1 =h 3 2 where
Therefore Hðx; yÞ ¼ Hðu; vÞ is a first integral of (22). This accomplishes the proof of the sufficiency. We now consider the necessity. We use the same method as in Section 4.2 to calculate the saddle quantities LðkÞ: By computations in Maple, we obtain, Lð2Þ ¼ bcð3c À 2aÞð4ab À ad À 3cdÞð44ab À 60bc À ad À 33cdÞ=25920: Therefore Lð2Þ ¼ Lð3Þ ¼ Lð4Þ ¼ 0 imply one of the conditions is satisfied. This proves the necessity of the conditions. &
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