The approximate upper percentile of Hotelling's T 2 -type statistic is derived in order to construct simultaneous confidence intervals for comparisons with a control under elliptical populations with unequal sample sizes. Accuracy and conservativeness of Bonferroni approximations are evaluated via a Monte Carlo simulation study. Finally, we explain the real data analysis using procedures derived in this paper.
Introduction
Simultaneous confidence intervals for comparisons with a control among mean vectors are considered under k independent elliptical populations with unequal sample sizes. In order to construct them, it is necessary to obtain the upper percentile of T 2 max ·c which is Hotelling's T 2 -type statistic. However, it is difficult to obtain upper percentiles exactly even when populations have the multivariate 192 N. Okamoto and T. Seo normal distribution. In order to obtain conservative approximate simultaneous confidence intervals, Bonferroni's inequality is applied to T 2 -type statistic. Under elliptical populations with equal sample sizes, the first and the modified second order Bonferroni approximations for pairwise multiple comparisons are discussed by Seo [6] . Under elliptical populations with unequal sample sizes, these are discussed by Okamoto and Seo [5] and Okamoto [4] . This paper gives them for comparisons with a control, and their accuracy and conservativeness are evaluated via a Monte Carlo simulation study. Finally, an actual procedure is explained using the school-record data of the second-year student in a junior high school in Tokyo. Also, for graphical approaches using weighted Bonferroni, see e.g. Bretz et al. [1] .
For the j-th population, a p × 1 random vector x (j) is said to have an elliptical distribution with parameters µ (j) (p × 1) and Λ (j) (p × p) if its density function is of the form
for some non-negative function g j , where c (j) p is a normalizing constant and Λ (j) is a positive definite. The characteristic function of the vector x (j) is φ j (t) = exp(it ′ µ (j) )ψ j (t ′ Λ (j) t) for some function ψ j , and E[x (j) ] = µ (j) and Σ (j) = Cov[x (j) ] = −2ψ ′ j (0)Λ (j) , if they exist. Throughout this paper, we assume Σ = Σ (1) = · · · = Σ (k) . We define the kurtosis parameter as
A first order Bonferroni approximation
Consider simultaneous confidence intervals for comparisons with a control among k independent p-dimensional mean vectors under elliptical populations. Let x
an elliptical distribution with mean vector µ (j) and common covariance matrix Σ. Let the j-th sample mean vector, the j-th sample covariance matrix and the pooled sample covariance matrix be
respectively, where ν = k j=1 N j − k. Letting the first population be a control, the simultaneous confidence intervals with the given confidence level 1 − α for comparisons with a control among mean vectors are given by
is the set of any nonnull real p-dimensional vectors and the value t α (≡ t > 0) satisfies as follows:
where
By using the first term of Bonferroni's inequality for Pr T 2 max ·c > t 2 :
the approximate upper percentile t 2 1c of T 2 max ·c is given by
Without loss of generality, we assume Σ = I p and
. Letting
we have
Using the joint density function of z (j) and Z (j) which is derived by Iwashita [2] , the asymptotic expansion of the characteristic function of T 2 1m can be written as
Using above result, the distribution of T 2 1m can be expanded as
and its upper 100α percentile can be expanded as
where χ 2 p (α) is the upper 100α percentile of the χ 2 distribution with p degrees of freedom. Therefore, we have the first order Bonferroni approximate upper 100α percentile of T 2 max ·c as follows:
Also, since Hotelling's T 2 -statistic under normality is an F -statistic, we obtain another approximate upper 100α percentile of T 2 max ·c as follows:
where F p, ν−p+1 (α/(k − 1)) is the upper 100(α/(k − 1)) percentile of the Fdistribution with p and ν − p + 1 degrees of freedom.
A modified second order Bonferroni approximation
The first order Bonferroni approximation becomes conservative too much when the number of populations or the kurtosis parameter is large. In this section, a modified second order Bonferroni procedure, which uses the first and the second terms of Bonferroni's inequality, is described to improve conservativeness of the first order Bonferroni approximation.
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The first order Bonferroni approximation t 2 1c is defined as a critical value that satisfies the equality
The second order Bonferroni approximation t 2 2c is defined as a critical value that satisfies the equality
The modified second order Bonferroni approximation t 2 M c is defined as a critical value that satisfies the equality
In order to obtain the modified second order Bonferroni approximation t 2 M c , it is necessary to evaluate Pr{T 2 1j > t 2 1c , T 2 1h > t 2 1c }. For convenience, we discuss the joint characteristic function of T 2 12 and T 2 13 : E[exp(it 1 T 2 12 + it 2 T 2 13 )] as follows.
13 ,
12 T
13 , and
and
Using the joint density function of z (j) and Z (j) , we obtain an asymptotic expansion for the expectation of exp(it 1 T
(1)
13 ) in elliptical distributions as follows.
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Repeating such calculations about expectation of z (j) and Z (j)
and 
. Therefore, the modified second order Bonferroni approximate upper 100α percentiles of T 2 max ·c are obtained as follows:
where γ c = {α + β c (t 2 1c )}/(k − 1).
Accuracy and conservativeness of approximations
In order to evaluate accuracy and conservativeness of the first and the modified second order Bonferroni approximations for comparisons with a control, the Monte Carlo simulation for the upper percentiles of T 2 max ·c is implemented for varied parameters. In the simulation, the k populations have the same distributions, and consider three types of distributions: the multivariate normal (κ = 0), the ε-contaminated normal (κ = 1.78 with ε = 0.1 & σ = 3) and the ε-contaminated normal (κ = 3.24 with ε = 0.1 & σ = 4) (see Muirhead [3] p.32). Table 1 gives the simulated and approximate values of the upper percentile of T max ·c (= T 2 max ·c ) and lower tail probabilities for the following parameters: p = 5, k = 10, N j (= N ) = 10, 20, 40, 80 (j = 1, . . . , k), r = 1 and α = 0.05. Values t 1·χ 2 , t 1·F , t M ·χ 2 and t M ·F stand for approximations t 2
(α) and t 2 M ·F ·c (α) found in (2), (3), (6) and (6), respectively. P 1·χ 2 , P 1·F , P M ·χ 2 and P M ·F stand for lower tail probabilities Pr{T 2 max ·c < t 2 1·χ 2 }, Pr{T 2 max ·c < t 2 1·F }, Pr{T 2 max ·c < t 2 M ·χ 2 } and Pr{T 2 max ·c < t 2 M ·F }, respectively. t * is a simulated value and Pr{T 2 max ·c < t * 2 } = 1 − α. If lower tail probability is larger than 1 − α = 0.95, we can construct conservative simultaneous confidence intervals from (1) . For large N , the first order approximation always constructs conservative simultaneous confidence intervals because the effect of the asymptotic expansion is ignored. However, there is no guarantee to which the modified second order approximation always constructs them. Also, t 1·χ 2 and t M ·χ 2 tend to be influenced of the asymptotic expansion. In Table 1 , for large N , lower tail probabilities of the first order approximations are about 0.96 regardless of κ, and those of the modified second order approximations are just 0.95. Table 2 gives the simulated and approximate values of the upper percentile of T max ·c and lower tail probabilities for the following parameters: p = 5, k = 10, r = 0.5, α = 0.05 and N = 10, 20, 40, 80; the sample sizes of the first 5 populations are N and the rest of them are rN , that is, the sample size of the first population which is control is N . Table 3 gives them for the following parameters: p = 5, k = 10, r = 0.5, α = 0.05 and N = 10, 20, 40, 80; the sample sizes of the first 5 populations are rN and the rest of them are N , that is, the sample size of the first population which is control is rN .
In Table 2 , lower tail probabilities are smaller than those in Table 1 on the whole. For κ = 0, lower tail probability of P 1·χ 2 is less than 0.95 even when it is used the first order approximation because of the asymptotic expansion. Note that the first order approximation leads to conservative simultaneous confidence intervals for large N . Although the modified second order approximation may not lead to them, lower tail probabilities are actually equal to 0.95 or almost close to 0.95.
In Table 3 , although lower tail probabilities of first order approximations are quite large, the modified second order approximations have rectified conservativeness considerably as N increases. There is a case that lower tail probabilities of the modified second order approximations are less than 0.95; however, these errors are few. The modified second order Bonferroni approximations construct conservative simultaneous confidence intervals with good accuracy for many parameters.
Example
We explain the real data analysis using the procedures proposed in this paper. We use the school-record data of the second-year student in a junior high school in Tokyo which appears in the website of the Institute of Statistical Science (http://www.statistics.co.jp/). We divided into three populations according to the score of physical education. The first population (Π 1 ) consists of students of 80 or more points. The second population (Π 2 ) consists of students of 60 or more points. The third population (Π 3 ) consists of students of 40 or more points. Let the first population be a control. We compare the score of main 5 subjects (Japanese, Social studies, Mathematics, Science and English) of the second and the third populations with that of the first population. Table 4 is these data. We assume that these data are distributed as elliptical populations. Parameters are as follows: p = 5, k = 3, N 1 = 46, N 2 = 37, N 3 = 32, r 1 = 1, r 2 = 37/46, r 3 = 32/46 and α = 0.05. Kurtosis parameters are calculated as κ 1 = −0.0933, κ 2 = −0.0443, κ 3 = −0.1458 usingκ * * derived by Seo and Toyama [7] . The sample mean vectors are (4) is calculated as β c (t 2 1·χ 2 ·c ) = 0.0020 and β c (t 2 1·χ 2 ·F ) = 0.0019. Therefore, the modified second order approximations (6) and (6) 
using the modified second order approximation t 2 M ·χ 2 ·c (0.05). This shows a significant difference between scores of Japanese for the first and the second population. As other examples, let a = (1/5, 1/5, 1/5, 1/5, 1/5) ′ , then the simultaneous confidence intervals for comparisons with a control (1) are constructed as
using the modified second order approximation t 2 M ·χ 2 ·c (0.05). Therefore, there is no significant difference in scores of main 5 subject by physical education group.
Although it becomes the same conclusion at the first and the modified second order Bonferroni approximations in this example, a different result may come out when sample size is small and kurtosis parameter is large. Table 2 . Simulated and approximate values and lower tail probabilities for unequal sample sizes (N i = N (i = 1, . . . , 5), N j = rN (j = 6, . . . , 10)). Table 3 . Simulated and approximate values and lower tail probabilities for unequal sample sizes (N i = rN (i = 1, . . . , 5), N j = N (j = 6, . . . , 10)).
