Abstract
Introduction
Within the ParBaum (Parallel Tree) project at the Technical University of Munich (TUM), work is conducted on phylogenetic tree inference based on the maximum likelihood method by J. Felsenstein [1] . The overall aim of the project is to develop novel systems and algorithms for the computation of huge phylogenetic trees based on sequence data from the ARB [7] database in distributed and parallel environments. In previous work [16] we have introduced Subtree Equality Vectors (SEVs) as a means to significantly reduce topology evaluation time. Topology evaluation represents the by far most cost-intensive part of every phylogenetic tree inference process based on the maximum likelihood method irrespective of the tree building algorithm deployed. We implemented our concept in parallel fastDNAml [8, 17] and named the resulting program PAxML (Parallel Axelerated Maximum Likelihood). In tests with alignments of 150 up to 500 sequences, we achieved global run time improvements of 26% up to 65% compared to parallel fastDNAml.
In this paper we present very simple new heuristics which significantly accelerate the tree optimization process and yield accurate results. The heuristics have been implemented in a sequential program called RAxML (Randomized Axelerated Maximum Likelihood) as well as in a parallel MPI-based prototype for the distributed http-based version of our code RAxML@home.
The new RAxML-release presented here is a significantly changed and improved version of the initial RAxML algorithm we describe in [14, 15] .
The remainder of this paper is organized as follows:
In Section 2 we briefly describe related work with a focus on current state-of-the-art programs for maximum likelihood-based and bayesian phylogenetic infer-ence, which we use to assess the quality of RAxML. In the following Section 3 we describe the new heuristics and algorithm. The design of the distributed algorithm is outlined in Section 4 whereas in Section 5 we summarize our experimental results. Finally in Section 6 we conclude and briefly address current and future issues of our work.
Related Work
We limit our survey of related work to statistical methods since they have shown to be the most accurate methods currently available. On the one hand there exist "traditional" maximum likelihood methods and a large variety of programs implementing maximum likelihood searches. The site maintained by J. Felsenstein [11] lists most available programs. On the other hand there exist bayesian methods which are relatively new compared to maximum likelihood and have experienced great impact, especially through the release of a program called MrBayes [5] .
A thorough comparison of popular phylogeny programs using statistical approaches such as fastDNAml, MrBayes, PAUP [10] , and treepuzzle [18] based on synthetic data has been conducted by T.L. Williams et al [19] . The most important result of this paper is that MrBayes outperforms all other phylogeny programs in terms of speed and tree quality.
MrBayes carries out bayesian inference of phylogenetic trees using the Markov Chain Monte Carlo (MCMC) technique.
Recently, Guidon and Gascuel published an interesting paper about their new program PHYML [2] , which is very fast and seems to be able to compete with MrBayes. PHYML is a "traditional" maximum likelihood program which seeks to find the optimal tree in respect to the likelihood value and like MrBayes is also capable of optimizing model parameters.
Thus, to our best knowledge MrBayes and PHYML are currently the fastest and most accurate representatives of bayesian and "traditional" approaches to phylogenetic tree inference. Therefore, we focus on those two programs for assessing performance of RAxML.
One should however be careful when comparing bayesian with maximum likelihood methods due to subtle differences in the statistical models (an introduction to bayesian phylogenetic inference can be found in [4] ). This is due to the fact that bayesian methods tend to optimize topologies in respect to a broader range of model parameters, whereas maximum likelihood methods optimize the likelihood of topologies with usually fixed or restricted model parameters. Thus, a bayesian analysis might not yield the peak likelihood values as obtained from a maximum likelihood search.
New Heuristics
"Traditional" maximum likelihood searches can be implemented in two ways: On the one hand they can start from scratch and insert organisms progressively into the tree such as the stepwise addition algorithm (implemented e.g. in [1, 8, 21] ). On the other hand they can start with an initial tree already containing all organisms built by a simpler method such as Neighbor Joining (NJ) or by random (implemented in [2, 5] ). The likelihood of such a starting tree is then progressively optimized by application of minor topological changes.
RAxML belongs to this second class of algorithms. The first part of our heuristics consists in building a starting tree using dnapars from PHYLIP [11] for two reasons:
Firstly, parsimony is related to maximum likelihood under simple evolutionary models [20] , such that we can expect to obtain a starting tree with a relatively good likelihood value compared to random or NJ starting trees. For example the 500 ZILLA parsimony starting tree had already a better likelihood than the final tree of PHYML as depicted in Section 5, Table 1 .
Secondly, dnapars uses stepwise addition for tree building and is relatively fast. This enables the construction of different starting trees by using a randomized input sequence ordering, since distinct input orderings produce distinct final trees. Thus, RAxML can be run several times with different starting trees and the set of final trees may be used for building a consensus tree and augment confidence in the final result.
We removed however some optimization steps from the dnapars algorithm to accelerate computations.
The second and most important part of our heuristics is the tree optimization process. RAxML performs simple tree rearrangements by subsequently removing all possible subtrees from the present tree and inserting them into neighbouring branches up to a specified distance of nodes. RAxML inherited this optimization strategy from fastDNAml. One rearrangement step in fastDNAml consists of moving all subtrees within the currently best tree by the minimum up to the maximum distance of nodes specified (rearrangement setting). This process is outlined for a single subtree (ST5) and a distance of 1 in Figure 1 and for a distance of 2 in Figure 2 (not all possible moves are shown). The likelihood of the such generated topologies is evaluated and the best tree is kept. If one alternative topology improves the likelihood the process is repeated with the new tree until no better topology is found.
The rearrangement process of RAxML differs in two major points:
In fastDNAml after each insertion of a subtree into an alternative branch the branch lengths of the entire tree are optimized. As depicted in Figure 1 with bold lines RAxML only optimizes the three branches adjactent to the insertion point before computing its likelihood value. Since the likelihood of the tree strongly depends on the topology per se this fast pre-scoring can be used to establish a small list of good alternative trees. RAxML uses a list of only size 20 to store the best trees obtained during one rearrengement step. This list size proved to be a practical value in terms of speed and thoroughness of the search. The algorithm performs global branch length optimizations only on those 20 best trees after completion of each rearrangement step. Due to the capability to analyze many more alternative topologies in less time higher rearrangements settings can be used e.g. 1-5 or 1-10 which results in significantly improved final trees. Another important change especially for the initial optimization phase, i.e the first 3-4 rearrangement steps, consists in the subsequent application of topological improvements during one rearrangement step. If during the insertion of one specific subtree into an alternative branch a topology with a better likelihood is found this tree is kept immediatly and all subsequent subtree rearrangements are performed on the improved topology. This enables rapid optimization of random starting trees as depicted e.g. for two alignemnts containing 150 taxa in Figures 9 and 10 (a description of those data sets can be found in Section 5).
Distributed Algorithm
Our Motivation to build a distributed seti@home-like [13] code is driven by the computation time requirements for trees containing more than 1000 organisms and by the desire to provide inexpensive solutions for this problem which do not require supercomputers. The main design principle of our distributed code is to reduce communication costs as far as possible and accept potentially bad speedup-values. The protoype implementation is based on a simple master-worker architecture and consists of two phases.
In phase I our distributed algorithm starts by distributing the alignment file to all worker processes. The alignment data transfer is not critical since alignments show good compression ratios with gzip which forms part of our http communication library. We attained a compression by factor 31 for the 1000 taxa alignment mentioned in Section 5. Thereafter, each worker independently computes a randomized parsimony starting tree and sends it to the master process.
In phase II the master initiates the optimization process for the best parsimony starting tree. Due to the high speed of a single topology evaluation it is not feasible to distribute work by topologies as e.g. in parallel fastDNAml. Instead we distribute work by sending a span of subtree node numbers i.e. IDs for the subtrees which shall be moved along with the currently best topology to the workers. At present we generate ¾ £ ÛÓÖ Ö× jobs for load-balancing. The maximum amount of jobs that can be created in this way is approximately equal to the number of taxa. The worker then performs rearrangements for the specified subtrees within its currently best tree and returns the best tree to the master. The best topologies from this process are stored in a local worker tree list with 20 entries. When all subtree rearrangements of one rearrangement step have been calculated, each worker performs a branch-length optimization of its local list containing the 20 best trees. Finally each worker returns its currently best tree to the master and the process of subtree ID distribution and evaluation of local best lists continues until no better tree is found.
Due to the required changes to the algorithm the distributed program does not yield exactly the same results as the sequential program for a fixed starting tree. However, we might expect slightly better results since a larger number of trees is branch-length optimized ( ÛÓÖ Ö×£ ¾¼).
Final results also depend on the number of workers and might vary from run to run. Since the subsequent application of topological improvements is closely coupled we have to accept a slower convergence during the initial phase of the computation. Our experiments have shown that multiple improved topologies are detected only during the first 3-4 rearrangement steps. Thereafter, only one alternative topology per rearrangement step improves the likelihood. This observation is illustrated in Figure 3 where we plot the number of improved topologies per rearrangement step for a 150 SC (a description of the data we used is provided in Section 5) tree inference with a random and a parsimony starting tree. When the number of improved topologies is zero the improved tree has been obtained by optimizing a toplogy of the best tree list.
An MPI-based parallel version of our program can easily be derived from the distributed prototype by maintaining a single, central tree list at the master process and distributing the best 20 topologies for branch length optimization to the workers. 
Results
For our experiments we extracted alignments comprising 150, 200, 250, 500 and 1000 taxa (150 ARB,...,1000 ARB) from the ARB [7] small subunit ribosomal ribonucleic acid (ssu rRNA) database containing organisms from the domains Eucarya, Bacteria and Archaea. In addition, we used the 101 and 150 sequence data sets (101 SC, 150 SC [17] ) which can be downloaded at www.indiana.edu/˜rac/hpc/fastDNAml and have proved to be very hard to compute, especially for MrBayes. In addition we used two well-known real data sets of 218 and 500 sequences (218 RDPII, 500 ZILLA). Finally, we used 50 synthetic 100-taxon alignments with 500bp each and the respective true reference trees which are available at www.lirmm.fr/w3ifa/MAAS. Details on the generation of those data sets which use e.g. varying sequence divergence rates can be found in [2] . To facilitate and accelerate testing we used the HKY (Hasegawa et al. 1985) model of sequence evolution and a transition/transversion (Tr/Tv) ratio of 2.0 except for 150 SC (1.24) and 101 SC (1.45). All alignments including the best topologies are available together with the RAxML source code at wwwbode.cs.tum.edu/˜stamatak.
Since the transition/transversion ratio is defined differently in PHYML we scaled it accordingly for the test runs (the manual for PAML [9] contains a nice description of differences in the Tr/Tv ratio definitions). MrBayes does not provide a possibility to set the Tr/Tv ratio to a specific value such that we had to let the program optimize this value. We did however not observe differences in the order of final RAxML, PHYML, and MrBayes likelihood values for different Tr/Tv settings. This is illustrated in Figure 4 for the final 150 SC topologies. For real data MrBayes was executed for 2.000.000 generations using 4 Metropolis-Coupled MCMC (MC ¿ ) chains and the recommended random starting trees. Furthermore we used a sample and print frequency of 5000. To enable a fair comparison we evaluated all 400 output trees with fastDNAml and we report the value of the topology with the best likelihood and the execution time at that point. For syn-thetic data we executed MrBayes for 100.000 generations using 4 MCMC chains and random starting trees. We used sample and print frequencies of 500 and built a majorityrule consensus tree from the last 50 trees. Those significantly faster settings proved to be sufficient since trees for synthetic data converged much faster than trees for real data in our experiments.
We decided to assess performance only for those three programs since results in [19] indicate that MrBayes is the fastest and most accurate method for phylogenetic tree reconstruction, i.e. the method to beat. Furthermore, the more recently published program PHYML is, to our best knowledge, the fastest available sequential code for "traditional" maximum likelihood-based tree inference.
We stress the importance of using several real data alignements since differences between phylogeny programs can often only be observed with real data.
Sequential Tests:
All sequential tests were performed on an Intel Xeon 2.4 GHz Processor. We compiled the programs using icc -O3 (native Intel compiler).
In Table 1 we summarize the final likelihood values and execution times in seconds obtained with PHYML, MrBayes, and RAxML. The results listed for RAxML correspond to the best of 10 runs with different randomized parsimony starting trees. For sake of completeness we also indicate the number of base pairs (bp), worst results and worst execution times obtained with RAxML for each data set in a seperate Table 2 .
In addition, since execution times of RAxML might seem long compared to PHYML in column Ê È À we indicate the likelihood and the time at which RAxML passed the final likelihood obtained by PHYML for a distinct series of RAxML runs. Finally, in the last two columns we list the final likelihood values and execution times in hours (!) obtained with PAxML (exactly equivalent to parallel fastDNAml, but faster by 50%). The results were obtained from parallel runs on the HeLiCs [3] PC cluster and the highest feasible rearrangement setting, in terms of acceptable computation times. The enormous improvement of execution times illsutrates the progress in the field over the last two years. The long overall execution times of RAxML compared to PHYML are due to the asymptotic convergence of likelihood over time which is typical for the tree optimization process. A particularly extreme example for this type of convergence behaviour is illustrated in Figure 5 for 500 ZILLA. Therefore, the comparatively small differences in final likelihood values wich are usually below 1% should not be underestimated, in terms of the computational effort required to obtain those values.
Finally, in Figure 6 we plot the topological accuracy (Robinson-Foulds rate) of PHYML, RAxML, and MrBayes The experiments illustrate that there seems to be no significant difference between PHYML and RAxML for synthetic data in contrast to the results obtained with real data. Thus, real as well as synthetic data should be used to perform comparative analyses of phylogeny programs.
Two examples which underline this argument are depicted in Figures 7 and 8 for the 101 SC and 500 ARB alignments respectively. We plot the MrBayes likelihood values over generation numbers for runs with RAxML and random starting trees. Figures 7 and 8 Figure 6 . Topological accuracy of PHYML, RAxML and MrBayes for 50 100-taxon trees reached apparent stationarity. Furthermore, they show that "good" user trees can be very useful both as reference and starting trees as well as to significantly accelerate computations. This justifies the work on fast "traditional" maximum likelihood methods after the emergence and great impact of bayesian methods. Thus, we do not see RAxML as concurrence to MrBayes, but rather as useful tool to improve bayesian inference and vice versa. Therefore, in order to facilitate the analysis process RAxML produces an output file containing the alignment and the final tree in MrBayes input format. Processor Architecture: Since our laboratory traditionally focuses on hardware architectures we used RAxML among several other applications to benchmark various PC processors. We executed RAxML with 150 SC for the same restart tree on the CPUs which are listed in Table 3 together with the respective compilers. The compiler optimization flag was set to -O3. We evaluated the effect of several advanced compiler options such as e.g. loop unrolling, frame pointer omission or higher -O values but did not observe any notable improvement of execution times. The most interesting result is that RAxML executes best on the AMD processor although the program has only been compiled with gcc. 
Conclusion, Current & Future Work
We have presented very simple heuristics for phylogenetic tree inference which outperform the currently, to the best of our knowledge, fastest and most accurate programs for phylogenetic tree inference for real-world data. Tree inference for synthetic data sets using RAxML is equally accurate as with PHYML. MrBayes has shown to be slightly more accurate for synthetic data than RAxML and PHYML but is significantly slower. The sequential code of RAxML including all test data sets and final tree topologies is freely available at: wwwbode.cs.tum.edu/˜stamatak. In addition we present a distributed version of our algorithm which enables seti@home-like computations of large phylogenetic trees due to its low communication costs. Furthermore, we have shown that for some real data sets MrBayes does not converge in reasonable times or has reached apparent stationarity while the likelihood values of the chain are significantly inferior to those obtained by "traditional" maximum likelihood searches. To conclude we want to stress two major points within that context: Firstly, it seems to be important to assess performance of programs for phylogenetic tree inference with synthetic as well as real data sets, since the differences in program behaviour became apparent only with real data sets in our experiments. Secondly, we believe that bayesian and traditional approaches to phylogenetic inference should be combined in experimental practice, in order to exploit the advantages of both approaches.
Future work will mainly cover the execution of large parallel and distributed production runs in order to explore the maximum size of trees which can be computed using RAxML.
Finally, we plan to integrate our dnapars component as well as the fast tree optimization function into PHYML. We believe that this will improve PHYML since it lacks an option to generate distinct starting trees and perform more exhaustive optimizations. Moreover, in contrast to PHYML the RAxML optimization process is relatively straight-forward to parallelize. PHYML on the other hand offers a larger variety of evolutionary models, is able to handle protein data and includes some advanced features for model parameter optimization.
