Abstract. A pair of Runge-Kutta methods is applied to a system of ordinary di erential equations in a modular fashion known as time point relaxation. For a class of two by two linear systems with constant coe cients, the concept of coupling stability is introduced. This is way of measuring the loss of stability due to the decoupling of the system into two scalar subsystems. The strategy for handling the interactions between the two modules is controlled by a parameter, where certain choices of the parameter corresponds to the Gauss-Jacobi and Gauss-Seidel method. Results are obtained for the case when RungeKutta methods in general are applied with only one iteration per time step. The case with several iteration is investigated for the well-known -methods.
1. Introduction \Modular integration is a technique connected to dynamic simulation. Modules representing di erent parts of a process integrate their variables over given time periods, after each there is an exchange of variables between the modules. The integration between each exchange takes place in separate local integrators" This de nition of modular integration is given by Iversen 3] . In numerical analysis, the idea of splitting systems of ordinary di erential equations into subsystems which are integrated independently over a time window, is more commonly known as waveform relaxation or time point relaxation. The ideas and principles behind these techniques are to a large extent based on the same as those of modular integration. The di erences in these paradigms are mainly to be found in the problems which they aim to resolve. Modular integration has been extensively used in simulation of large and complex dynamical systems where subsystems or modules arise in a natural way, for instance from a physical perspective. It might then be desirable to simulate each module separately and to handle the interactions between modules as forcing terms or input/output ow. The speci cation of the interface of a module needs only to include information at the end of each time window, and only those variables which a ect the other modules. The local integrator for a module can be chosen according to the properties of that particular subsystem. Many of the recent papers in waveform and time point relaxation are concerned with the potential of parallelism when such methods are applied to large systems of equations. It has also been prevalent in these papers to assume that the same method is used for all subsystems. Some authors have considered partitioned integration methods where the system is split into a sti and a nonsti part to which di erent methods can be applied. For an account of these strategies, see Enright From the numerical analysts point of view, it is important to consider how the choice of methods and their implementation can be optimized with respect to accuracy and stability. The approach of this paper, is based on the assumption that the local integrators are given, and it is our aim to investigate how various strategies for handling the interaction between the modules a ect the overall stability of the resultant dynamic simulation. We shall con ne the scope of the discussion to the strategy of time point relaxation with Runge-Kutta methods as introduced by Lie (1)
One idea is to break the couplings by integrating two subsystems u 0 = m 11 u + g 1 and v 0 = m 22 v + g 2 where g 1 and g 2 are obtained from a previous iteration or a previous step. We will always assume that m 11 < 0 and m 22 < 0 such that with constant forcing terms g 1 and g 2 the solution of each subsystem will be stable, or more precisely, tend to the constants ?g i =m ii ; i = 1; 2 for u n ; v n respectively. The solution of (1) tends to zero if and only if the eigenvalues of the coe cient matrix have negative real parts. Thus, any similarity transform of this matrix will result in a system with the same asymptotic stability properties. For many modular methods, their stability properties only depend on m 11 , m 22 , and the quantity m 12 m 21 m 11 m 22 . In this paper we shall put = m 11 ; = m 22 and = m 12 m 21 m 11 m 22 and then apply a similarity transform to (1) given by the matrix diag( m 12 m 11 ; 1) to obtain the system 2 4 u 0 v 0 To avoid unnecessary use of notation, the symbols u and v are reinstated in (2) . We need to impose the condition < 1 to ensure that the eigenvalues of this new system have negative real parts. Notice that (2) allows for subsystems with di erent time constants as opposed to the model equations used in 1]. This is important in investigating the use of modular integration on problems where the subsystems have a varying degree of sti ness. In 1] a more advanced strategy is used for exchanging information between subsystems. Instead of passing only one number per subsystem in each exchange, their approach is based on interpolating stage values from a previous iteration. In doing this, they obtain an order of accuracy which is consistent with the order of each method, provided a su cient number of iterations are performed in each step. They analyze both the Gauss-Jacobi and Gauss-Seidel algorithm for exchange of information. Although we will mainly use the rst strategy, in Section 2, we shall introduce the concept coupling stability or C -stability in a way so as to be applicable also when the methods of Bellen et al. 1] are adapted to (2) . This new stability de nition is useful for comparing the stability properties of the modular method with the methods for each subsystem, i.e. to what extent is the coupling strategy a ecting the overall stability of the modular method. We also consider in particular the case where we use only one iteration (one exchange of information between subsystems) per step when two, possibly di erent Runge-Kutta methods are applied to each subsystem. In Section 3, we consider k iterations with the so called -methods which can be seen as a subclass of the Runge-Kutta methods. To proceed, we shall think of R 1 and R 2 as coordinate axes in R 2 . One could say that the above uncoupled system is stable for all values of h and h such that with r 1 = R 1 (h ) and r 2 = R 2 (h ), the point (r 1 ; r 2 ) 2 (?1; 1) (?1; 1). Since we shall require both and to be negative, it will su ce to consider only the rectangular subset of this square consisting of pairs (r 1 ; r 2 ) 2 R 1 (R ? ) R 2 (R ? ). Thus, to quantify the loss of stability due to the decoupling of (2) by means of a modular integration technique, we need to characterize the subset of the above rectangle for which the resultant numerical approximations u n and v n tend to zero. Naturally, the asymptotic behaviour of u n and v n also depends on the value of the coupling parameter in (2) . Since modular integration is likely to work best when the size of the coupling is small, we shall also allow for a restriction on the range of . Thus, we introduce another parameter 0 and for a xed value of , we consider the stability properties of the modular method applied to (2) when 2 (? ; 1) as we recall that < 1 is necessary for the exact solution of the overall system (2) to be asymptotically stable. For any subset M R and rational function R(z), we let R ?1 (M) = fz : R(z) = r for some r 2 Mg. We are now ready to give the following de nition of coupling stability.
De nition 1. Let r 1 These stability de nitions should not be confused with the conventional ones associated with the scalar test equation y 0 = y. It might at rst seem unnatural that the stability regions are expressed in terms of (r 1 ; r 2 ) instead of (h ; h ). However, in studying modular integration methods we want to measure their merits relative to each of the methods involved. We are interested in the extent to which stability is lost due to the strategy used for handling input/output between the modules. The stability region as suggested here can be transformed to the (h ; h ) plane by applying the inverse of the stability functions R 1 and R 2 to each point (r 1 ; r 2 ) in the C region of stability. Notice that, for instance, it is possible for a modular method consisting of two explicit Runge-Kutta methods to be AC -stable. 
in each step. Thus, if q = 0 the two methods can be applied independently (Gauss-Jacobi)
while if q 6 = 0 the methods must be applied one after the other (Gauss-Seidel). We list some stability properties for these methods. (6) where r 1 = R 1 (h ) and r 2 = R 2 (h ). We need to consider the conditions for which the spectral radius of the matrix in (6) ? 1) ). Figure 1 shows the C stability region for four di erent values of . In each subplot the regions corresponding to the q = 0; 1=2; 1 are the areas above the legended curves.
Iterations with -methods
In the previous section, we applied only one iteration with two general Runge-Kutta methods. In this section, we shall consider the -methods which applied to the initial value problem (3) can be de ned by the formula y n+1 = y n + h(1 ? )f(y n ) + h f(y n+1 ) (9) where is typically chosen in the interval 0; 1]. Notice that the choices = 0; 1; 1=2 results in the well-known methods Euler, Backward Euler and Trapezoidal Rule respectively. We shall investigate the case when two -methods (i.e. two possibly di erent choices of in (9)) are combined to constitute a modular method which is applied to (2) . We allow several iterations, i.e. we consider an iteration scheme of the form Hence, the largest interval of convergence for is achieved with q = 2=3 for which the scheme converges if and only if 2 (?3; 1).
Observe that for the -methods, we have To analyze the stability of the limit method (13), one can use a similar approach to arrive at Proposition 4. The limit method ( 13) is AC stable for all 0 if and only if 1 1=2 and 2 1=2. Moreover, there is no 0 such that with either 1 < 1=2 or 2 < 1=2 the resultant limit method is AC -stable.
It should be noted that this strong stability result for 1 ; 2 1=2 cannot be exploited in full by using the iteration (10) to arrive at the limit method, since the condition for convergence is by far the more restrictive. Observe also that the above result with = 1 = 2 agrees with the well-known result that -methods are A-stable if and only if 1=2. We shall consider stability of (10) for q = 0 and q = 1 using a xed number of iterations in each step. We have the following result Figure 3 shows the C 1 regions of stability when the trapezoidal rule is used for both methods ( 1 = 2 = 1=2) and the iteration is done in a Gauss-Jacobi fashion. The legended curves show the stability regions for k = 1; 2; 3; 5; 6 where k is the number of iterations. The region is the area in (?1; 1) (?1; 1) above the curve.
Concluding remarks
By introducing a relative stability concept, we have tried to quantify the loss of stability due to the breaking of the couplings by modular integration in a two by two linear system of ODEs. Our setting is more general than 1] as our test system include their system as a special case. This generalization allows for subsystems with varying degree of sti ness. However, in this paper we have dealt with modular methods which are less advanced than those in 1]. However, the basic de nition, that of coupling stability can be generalized to account for the methods based on interpolating stage values as in 1]. We believe that there is a potential for studying the methods of Bellen et al. in this new framework, and that will be the subject of forthcoming papers.
