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Abstract
We prove a multivariate CLT for skewness and kurtosis of the wavelets coefﬁcients of a stationary ﬁeld
on the torus. The results are in the framework of the ﬁxed-domain asymptotics, i.e. we refer to observations
of a single ﬁeld which is sampled at higher and higher frequencies. We consider also studentized statistics
for the case of an unknown correlation structure. The results are motivated by the analysis of high-frequency
ﬁnancial data or cosmological data sets, with a particular interest towards testing forGaussianity and isotropy.
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1. Introduction
In recent years, a growing interest has been drawn by inﬁll (or ﬁxed-domain, or high-resolution)
asymptotics, i.e. the investigation of the limiting behaviour of statistics of a single observation of
a stochastic processes on a ﬁxed time span or of a random ﬁeld on a compact space, observed at
a greater and greater resolution as the sample size increases (see e.g. [18]).
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Such interest was mainly stimulated by various ﬁelds of applications. For stochastic processes
deﬁnedon subsets ofR, the leadingmotivations have come fromﬁnance,where it is nowcustomary
to observe high-frequency or ultra-high frequency data sets collected in a short amount of time
(even a single day). In such cases, clearly, the standard asymptotic framework, envisaging an
ever-increasing time span of observations, can be highly misleading and a ﬁxed-domain approach
seems a valid alternative. Many important contributions have focussed on asymptotic statistical
inference on discretely observed diffusions, see for instance [8,16].
Our interest here, however, is not on diffusions, but rather on stationary processes, as for in-
stance in Stein [17,19]. In this area, strong interest has been brought in by the cosmological and
astrophysical literature (see e.g. [2,11]), a particularly active ﬁeld being the analysis of Cosmic
Microwave Background radiation. The latter can be viewed as a relic of the Big Bang which
provides a snapshot of the Universe some 13,7 billion years ago; as such it is considered a gold-
mine of information on fundamental physics. A widely debated issue relates to the probability
law of such radiation: this has fueled considerable activity on testing for Gaussianity on isotropic
random ﬁelds deﬁned on S2, the sphere in three-dimensional Euclidean space. Wavelet anal-
ysis has also been proposed here, for instance by Vielva et al. [21], Jin et al. [7], Cabella et
al. [4]. See also [10] for rigorous results on non-Gaussianity testing, but based on the angular
bispectrum.
Wavelet analysis has proved to be a powerful tool in this kind of problems, owing to their good
localization properties. To the best of our knowledge, however, no theoretical analysis exists so far
in the literature on the asymptotic (high-resolution) behaviour of the random wavelets coefﬁcients
for random ﬁelds on bounded domains. In this paper we focus on isotropic random ﬁelds on the
torus S1; we deﬁne a suitable wavelet expansion and we derive the correlation structure of the
randomwavelets coefﬁcients.Thewavelet setting that is exploited here is based on theLittlewood–
Paley construction. It produces a frame, instead of an orthonormal basis, but it is very stable and
expands on the Fourier basis using only a ﬁnite number of coefﬁcients. Therefore, it is by essence
localized in frequency. It is also localized in the time domain. This property is extremely useful
in the presence of gaps in the observations.
We use these results to establish asymptotic independence of the coefﬁcients, leading to a
multivariate central limit theorem for the skewness and kurtosis statistics. These are useful to
investigate the Gaussianity of the ﬁeld. As explained before, the asymptotic theory is clearly
developed in the high-resolution sense. The results are then extended to the case where the
correlation structure of the ﬁeld is unknown and estimated from the data.
One of the main interests of this construction is also that it generalizes very easily to the d-
dimensional case and, although we present the calculation on the circle, it trivially extends to the
d-dimensional torus. It is certainly desirable to extend our results, for instance, to bounded subsets
of R or to S2; such extensions are currently under investigation. However, also the present results
are of a practical interest. Indeed, random ﬁelds on the circle are the natural environment for many
geophysical models, for instance concerning atmospheric data [13]. Also, it is not unusual in the
CMB literature to approximate S2 as the union of copies of S1, the so-called ring-torus approach
[22]. Finally, our assumptions can be used for models of stationary time series on a ﬁxed-domain.
The plan of the paper is as follows. In §2 we review the Petrushev construction of needlets
on general spaces; in §3 we introduce random ﬁelds on the torus and the associated random
wavelets coefﬁcients; a fundamental bound is established on the covariances of the latter. §5 is
devoted to the multivariate Central Limit Theorem for the Skewness and Kurtosis statistics of
these random wavelets coefﬁcients. This result is extended to studentized statistics in §6, whereas
§7 is devoted to the investigation of the aliasing effect, that is, the discretized sampling of the
608 P. Baldi et al. / Journal of Multivariate Analysis 99 (2008) 606–636
continuous random ﬁeld of interest. §8 presents some Monte Carlo evidence. In the sequel, we
use c to denote a positive constant, which need not be the same from line to line.
2. Petrushev construction of needlets
Frames were introduced in the 1950s [5] to represent functions via over-complete sets. Frames
including tight frames arise naturally in wavelet analysis onRd . Tight frames which are very close
to orthonormal bases are especially useful in signal and image processing.
We shall see that the following construction has the advantage of being easily computable and
of producing well localized tight frames constructed on a speciﬁed orthonormal basis.
Deﬁnition 2.1. Let H be a Hilbert space, and (en) a sequence in H; (en) is a tight frame (with
constant 1) if
∀f ∈ H, ‖f ‖2 =
∑
n
|〈f, en〉|2.
Let nowY be a metric space endowed with a ﬁnite measure . Assume that the following decom-
position holds
L2(Y, ) =
∞⊕
l=0
Hl,
where the Hl’s are ﬁnite dimensional spaces. For the sake of simplicity, we suppose that H0 is
reduced to the constants. Let Ll be the orthogonal projection on Hl :
∀f ∈ L2(Y, ), Ll(f )(x) =
∫
Y
f (y)Ll(x, y) d(y),
where
Ll(x, y) =
ml∑
i=1
eli(x)e¯
l
i (y),
ml is the dimension of Hl and (eli)i=1,...,ml an orthonormal basis of Hl . Let us observe that we
have the following property of the projection operators:∫
Ll(x, y)Lm(y, z) d(y) = l,mLl(x, z). (2.1)
The following construction, also inspired by Frazier et al. [6], is based on two fundamental steps:
Littlewood–Paley decomposition and discretization, which are summarized in the two following
subsections.
2.1. Littlewood–Paley decomposition
Let  be a C∞ function supported in ||1, such that 1()0 and () = 1 if || 12 .
Let us deﬁne:
a2() = 
(

2
)
− ()0
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so that
∀||1,
∑
j
a2
(

2j
)
= 1. (2.2)
Actually in the previous sum all middle terms cancel telescopically. Let us deﬁne the operator
j =
∑
l0
a2
(
l
2j
)
Ll
and the associated kernel
j (x, y) =
∑
l0
a2
(
l
2j
)
Ll(x, y) =
∑
2j−1<l<2j+1
a2
(
l
2j
)
Ll(x, y).
Then it holds
Proposition 2.2.
∀f ∈ H, f = lim
J→∞ L0(f ) +
J∑
j=0
j (f ) (2.3)
and, if Mj(x, y) = ∑l a ( l2j )Ll(x, y),
j (x, y) =
∫
Mj(x, z)Mj (z, y) d(z). (2.4)
Proof.
L0(f ) +
J∑
j=0
j (f ) = L0(f ) +
J∑
j=0
∑
l
a2
(
l
2j
)
Ll(f ) =
∑
l

(
l
2J+1
)
Ll(f ). (2.5)
Therefore, as ( l2J+1 ) = 1 as soon as 2J  l,∥∥∥∥∥∑
l

(
l
2J+1
)
Ll(f ) − f
∥∥∥∥∥
2
=
∑
l2J+1
‖Ll(f )‖2 +
∑
2J  l<2J+1
∥∥∥∥Ll(f )(1 − ( l2J+1
))∥∥∥∥2

∑
l2J
‖Ll(f )‖2 −→ 0, as J → ∞.
(2.4) is a simple consequence of (2.1). 
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2.2. Discretization
Let us deﬁne
Kl =
l⊕
m=0
Hm,
and let us assume that some additional assumptions are true:
1. f ∈Kl ⇒ f¯ ∈Kl .
2. f ∈Kl , g ∈Kl ⇒ fg ∈Kl+l .
3. Quadrature formula: for every l ∈ N there exists a ﬁnite subset Xl ⊂ Y and positive real
numbers  > 0,  ∈ Xl , such that
∀f ∈Kl ,
∫
f d =
∑
∈Xl
f (). (2.6)
Then the operator Mj deﬁned in Proposition 2.2 is such that Mj(x, z) = Mj(z, x) and
z → Mj(x, z) ∈K2j+1−1,
so that
z → Mj(x, z)Mj (z, y) ∈K2j+2−2,
and we can write
j (x, y) =
∫
Mj(x, z)Mj (z, y) d(z) =
∑
∈X2j+2−2
Mj(x, )Mj (, y).
This implies
j f (x)=
∫
j (x, y)f (y) d(y) =
∫ ∑
∈X2j+2−2
Mj(x, )Mj (, y)f (y) d(y)
=
∑
∈X2j+2−2
√
Mj(x, )
∫ √
Mj(y, )f (y) d(y).
This can be summarized in the following way, if we set:
X2j+2−2 =Zj , j, :=
√
Mj(x, )
then
j f (x) =
∑
∈Zj
〈f,j,〉j,(x).
Proposition 2.3. The family (j,)j∈N,∈Zj is a tight frame.
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Proof. As
f = lim
J→∞
⎛⎝L0(f ) + ∑
jJ
j (f )
⎞⎠ ,
‖f ‖2 = lim
J→∞
⎛⎝〈L0(f ), f 〉 + ∑
jJ
〈j (f ), f 〉
⎞⎠
but
〈j (f ), f 〉 =
∑
∈Zj
〈f,j,〉〈j,, f 〉 =
∑
∈Zj
|〈f,j,〉|2
and if 0 is a normalized constant such that 〈L0(f ), f 〉 = |〈f,0〉|2, then
‖f ‖2 = |〈f,0〉|2 +
∑
j∈N,∈Zj
|〈f,j,〉|2. 
2.3. Localization properties
Petrushev and coauthors have analyzed the previous construction proving that very nice local-
ization properties hold.
In the case of the sphere of Rd+1, where the spaces Hl are spanned by spherical harmonics, it
is proved in [12] the following localization property: for any k there exists a constant ck such that
|j()|
ck2dj/2
(1 + 2j arccos〈, 〉)k .
In the case of Jacobi polynomials on [−1, 1] with respect to the Jacobi weight, it is proved [14]
the following localization property: for any k there exist constants C, c such that
|j(cos 	)|
c2j/2
(1 + (2j |	− arccos |)k
√
w
(2j , cos 	)
,
where w
(n, x) = (1 − x + n−2)
+1/2(1 + x + n−2)+1/2,−1x1 if 
 > − 12 ,  > − 12 . In
the following section, we consider the case, which is our framework, where Y is the torus, (ek)
is the Fourier basis, and Hm = Span{em}.
2.4. Quadrature formula on the torus
Proposition 2.4. Assume that Y = T, the torus. If, for m ∈ N,
Km =
⎧⎨⎩ ∑|k|m akeikx, ak ∈ C
⎫⎬⎭ ,
the quadrature formula (2.6), holds for
Xm =
{
2l
m + 1 , l ∈ {0, . . . , m}
}
,  2l
m+1
= 1
m + 1 .
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Proof. Let T be the torus, identiﬁed with [0, 2] and endowed with the measure ∫T f d =
1
2
∫ 2
0 f (x) dx. Let f : T → C with the following expansion on the trigonometric basis,
f =
∑
k
ake
ikx .
For m ∈ N let us deﬁne,
Tm+1(f ) = 1
m + 1
m∑
l=0
f
(
x + 2l
m + 1
)
.
It is obvious that Tm+1f is periodic with period 2lm+1 . Therefore Tm+1f has the expansion
1
2
∫
T
Tm+1f (x) e−ikx dx = 0 if k = 0 (mod m + 1),
1
2
∫
T
Tm+1(f )(x) e−ik(m+1)x dx = ak(m+1).
Hence,
Tm+1f (x) =
∑
k
ak(m+1)eik(m+1)x .
If f is a trigonometric polynomial of degree smaller than or equal to m, we have
Tm+1f (x) = 1
m + 1
m∑
l=0
f
(
x + 2l
m + 1
)
= a0 = 12
∫
T
f (u) du.
Therefore, if f ∈Km,
1
m + 1
m∑
l=0
f
(
2l
m + 1
)
= 1
2
∫
T
f (u) du. 
2.5. Localization properties for trigonometric series
Following the steps of the sections above, we have for  ∈ X2j+2−1, that is  = 2k2j+2 , k ∈
{0, . . . , 2j+2 − 1} (Fig. 1),
j (x, y) =
∑
l =0
a2
(
l
2j
)
eil(x−y), j(x) =
1
2j/2+1
∑
l =0
a
(
l
2j
)
eil(x−). (2.7)
We prove now at the same time the concentration of the wavelet and ofj . Let A be a continuous
compactly supported function and let us consider, associated to A and j , the function
j (x) =
∑
l =0
A
(
l
2j
)
eilx .
We denote by Wk1 = Wk1 (R) the Besov space of functions with integrable weak derivative of
order k.
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Fig. 1. Comparison between the wavelet j0 (solid) and the trigonometric function at comparable frequency (dashes).
Here j = 4. The local character of the wavelet is apparent. In this picture the wavelet has been normalized in order to
have the same L2 norm (otherwise it would be smaller).
Theorem 2.5. Let A be a continuous, compactly supported function such that A ∈ Wk1 (R) for
some k2. Then, for all m ∈ N there exists a constant cm,k such that
|Dmj (x)| cm,k2
(m+1)j
(1 + |2j x|)k . (2.8)
Proof. Clearly j (x) is a trigonometric polynomial. Moreover let us put
B(x) = F¯(A)(x) = 1
2
∫
A(y)eiyx dy.
If B ∈ L1(R), by the Poisson summation formula:
j (x) =
∑
k
A
(
k
2j
)
eikx =
∑
k
Bˆ
(
k
2j
)
eikx = 2
∑
l∈Z
2jB(2j (x − 2l))
and more generally if Dm(B) ∈ L1(R)
Dm(j )(x) = 2
∑
l∈Z
2(m+1)jDm(B)(2j (x − 2l)).
But
Dm(B)(x) = DmF¯(A)(x) = F¯((iy)mA(y))(x)
is bounded (and, by the Lebesgue–Riemann lemma, even vanishes at inﬁnity). Furthermore,
(−ix)kDm(B)(x)= (−ix)kF¯((iy)mA(y))(x) = F¯(Dk{(iy)mA(y)})(x)
= im
k∑
l=0
F¯({Dk−lymDl(A)(y)})(x)
and this function is bounded as A ∈ Wk1 . Therefore
|Dm(B)(x)|cm,k 11 + |x|k cm,k
1
(1 + |x|)k .
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Hence
|Dmj (x)|cm,k2(m+1)j
∑
l∈Z
1
(1 + |2j (x − 2l)|)k .
The result is now a consequence of the following lemma.
Lemma 2.6. For k2
	j (x) =
∑
l∈Z
1
(1 + |2j (x − 2l)|)k
is a 2-periodic function such that
	j (x)
5
(1 + |2j x|)k .
Proof. Let |x|. Then∑
l∈Z
1
(1 + |2j (x − 2l)|)k =
1
(1 + |2j x|)k +
∑
l =0
1
(1 + |2j (x − 2l)|)k .
Since ∑
l =0
1
(1 + |2j (x − 2l)|)k  2
∑
l>0
1
(1 + 2j (2l − 1))k
 2
(1 + 2j)k
⎛⎝1 +∑
l2
(
1 + 2j
1 + 2j (2l − 1)
)k⎞⎠
 2
(1 + 2j)k
(
1 +
∫ ∞
2
(
1 + 2j
1 + 2j x
)k
dx
)
 4
(1 + 2j)k
one gets ﬁnally
	j (x)
1
(1 + |2j x|)k +
4
(1 + 2j)k 
5
(1 + |2j x|)k . 
3. Assumptions and random wavelet coefﬁcients
3.1. Assumptions on the model
Consider the random ﬁeld
X(ϑ) =
∞∑
l=−∞
wle
ilϑ, ϑ ∈ [0, 2],
where
w0 = 0, Ewl = 0, E|wl |2 = Cl, l = 1, 2, . . . ,
∞∑
l=−∞
Cl < ∞.
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Throughout this paper, we introduce the following regularity condition on the behaviour of the
angular power spectrum.
Assumption A1. There exists a function g : N → [c1, c2] such that g ∈ WM1 for some M0
and
Cl = g(l)l−
 for all l ∈ N 
 > 1.
For some results to follow, this assumption is strengthened to
Assumption A2. A1 holds and there exists a sequence of functions hN(u) : [ 12 , 2] → [ c1c2 , c2c1 ]
such that
hN
(
4l
N
)
:= g(l)
g
(
N
4
) , N8  lN2 , N = 8, 16, 32, . . .
and
sup
N
sup
1/2u2
|h(M)N (u)|C some C > 0, some M ∈ N, (3.9)
where h(M)N denotes the Mth order weak derivative of hN .
Remark 3.1. Condition A1 is a very mild regularity condition; it is implied, for instance, if g(l)
is any trigonometric polynomial bounded away from zero. The requirement 
 > 1 is necessary to
ensure the sequence Cl to be summable, which in turn is a consequence of the ﬁnite variance of
the ﬁeld. ConditionA2 is a slightly stronger smoothness condition, which implies that hN ∈ WM1 .
3.2. Random wavelet coefﬁcients
We recall the frame introduced in (2.7), namely
j(x) =
1
21+j/2
∑
l =0
a
(
l
2j
)
eil(x−),  = 2k
2j+2
, k ∈ {0, . . . , 2j+2 − 1}.
The notations will be shortened into the following way. For j ∈ N, we put N = 2j+2,
Nk(t) = N(t − k),  =
2
N
, k ∈ {0, . . . , N − 1},
N(t) =
1√
N
∞∑
l=−∞
a
(
4l
N
)
eilt ,
where a is a C∞ function, compactly supported in [ 12 , 2]. Hence, ̂N(l) has support in (N8 , N2 );
indeed
̂N(l) =
1√
N
a
(
4l
N
)
.
We have also
̂Nk(l) :=
1
2
∫ 
−
N(ϑ+ k)eilϑ dϑ = e−ilk̂N(l).
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We now deﬁne the associated wavelets coefﬁcients of the process X
Nk :=
1
2
∫ 
−
X(ϑ)Nk(ϑ) dϑ =
1
2
∫ 
−
X(ϑ)N(ϑ+ k) dϑ,
k = 0, 1, . . . , N − 1.
It is immediate to see that ENk = 0; also
E(Nk1Nk2)=
∫ 
−
∫ 
−
EX(ϑ)X(ϑ′)Nk1(ϑ)Nk2(ϑ
′) dϑ dϑ′
=
∫ 
−
∫ 
−
EX(ϑ)X(ϑ′)Nk1(ϑ)Nk2(ϑ
′) dϑ dϑ′
=
∫ 
−
∫ 
−
∞∑
l=−∞
Cle
il(ϑ−ϑ′)N(ϑ+ k1)N(ϑ′ + k2) dϑ dϑ′
=
∞∑
l=−∞
Cl̂Nk1(l)̂Nk2(−l) =
∞∑
l=−∞
Cl |̂N(l)|2eil(k1−k2)
= 1
N
∞∑
l=−∞
Cla
(
4l
N
)2
eil(k1−k2). (3.10)
Next we study the asymptotics of the correlation coefﬁcient, deﬁned as
Corr
(
Nk1 , Nk2
) = ∑N/8 |l|N/2 Cla2 ( 4lN ) eil 2N (k1−k2)∑
N/8 |l|N/2 Cla2( 4lN )
.
Lemma 3.2. Under Assumption A2,
∣∣Corr(Nk1 , Nk2)∣∣  2cM(1 + [k1 − k2]N/2)M
for some cM > 0 where [a]b means a (mod)b.
Proof. Write
Corr(Nk1 , Nk2) =
1
N
∑
N/8 |l|N/2
Cl
CN/4
a2
(
l
N
)
e
il
2
N
(k1−k2)
1
N
∑
N/8 |l|N/2
Cl
CN/4
a2
(
4l
N
) ,
and note that under Assumption A2 it holds for the denominator
c12−

1
N
∑
N/8 |l|N/2
Cl
CN/4
a2
(
4l
N
)
c22
, as N → ∞.
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Thus we focus on∣∣∣∣∣∣ 1N
∑
N/8 |l|N/2
Cl
CN/4
a2
(
4l
N
)
e
il
2
N
(k1−k2)
∣∣∣∣∣∣
 1
N
c22

∣∣∣∣∣∣
∑
N/8 |l|N/2
g(l)
g(N/4)
(
4l
N
)−

a2
(
4l
N
)
e
il
2
N
(k1−k2)
∣∣∣∣∣∣ .
To complete the argument, we use Theorem 2.5. To apply the theorem, we notice that for all N
AN() := hN()()−
a2()
is the (sampling of) the Fourier transform of an inﬁnitely differentiable expression, so we obtain∣∣∣∣∣∣ 1N
∑
N/8 |l|N/2
g(l)
g(N/4)
(
4l
N
)−

a2
(
4l
N
)
e
il
2
N
(k1−k2)
∣∣∣∣∣∣
=
∣∣∣∣∣∣ 1N
∑
N/8 |l|N/2
hN
(
4l
N
)(
4l
N
)−

a2
(
4l
N
)
e
il
2
N
(k1−k2)
∣∣∣∣∣∣
 1
N
2cMN(
1 + N
(
2
N
[k − k′]N/2
))M  2cM(1 + [k − k′]N/2)M
which gives the required bound; note that cM does not depend on N , in view of (3.9). 
Remark 3.3. Lemma 3.2 highlights a quite remarkable property of random wavelet coefﬁcients.
Indeed it entails that wavelet coefﬁcients located at ﬁnite distance are asymptotically (with respect
to the frequency N = 2j+2) uncorrelated.
We write
2N :=
1
N
∑
N/8 |l|N/2
Cla
2
(
4l
N
)
= 2
N
∑
N/8 lN/2
Cla
2
(
4l
N
)
, (3.11)
̂Nk :=
Nk
N
(3.12)
so that E̂2Nk = 1.
Remark 3.4. It holds, as N → ∞,
1
N
∑
N/8 lN/2
a2
(
4l
N
)
→
∫ 2
1/2
a2(t) dt
therefore, as underAssumptionA2, 0 < c1Cl/CN/4c2 < +∞, there exist constants 0c′1
c′2 such that
c′1
2N
CN/4
c′2
for every N0.
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In view of the asymptotic results of next section, we shall always focus on the Gaussian case,
as motivated by our statistical applications.
Assumption B. The ﬁeld X is Gaussian.
4. Asymptotics of the wavelet statistics
4.1. The sample mean
Our ﬁrst aim in this section is to investigate the asymptotic behaviour of the sample mean for
the random wavelet coefﬁcients. More precisely, deﬁne
MN := 1
N
N∑
k=1
̂Nk;
we have immediately EMN ≡ 0. Under Assumption A1, it is also simple to show that
E[M2N ] =
1
N2
N∑
k1,k2=1
E [̂Nk1 ̂Nk2 ]
= 1
N2
∑
N/8 |l|N/2
Cl
2N
a2
(
4l
N
)
1
N
∣∣∣∣∣
N∑
k=1
e
i
2l
N
k
∣∣∣∣∣
2
= 0, (4.13)
from the well-known properties of the Dirichlet kernel
N∑
k=1
e
i
2l
N
k = 0 for all l ∈ N such that 2l
N
= 2k, k = 0,±1,±2, . . . .
It follows immediately that MN = 0 with probability one. It is interesting to realize what happens
here. Given the fast decay of the covariances established in the previous section, we might have
expected standard asymptotics to go through, i.e. a Central Limit Theorem for the normalized
sample mean. This is not the case because the variance is degenerate; intuitively, this is due to
the wavelet transform which is ‘overdifferencing’ the random ﬁeld. Put in another way, if we
view the wavelet coefﬁcients as a discrete time periodic random process, then this process as
a zero spectral density at the origin. This complicated dependence structure does not prevent,
however, the Central Limit Theorem to hold for higher-order statistics, as we shall show in
the sequel.
4.2. Skewness and kurtosis
Motivated by testing for non-Gaussianity on random ﬁelds on the torus, we introduce here the
skewness and kurtosis statistics of the wavelet coefﬁcients. More precisely, we consider (recall
(3.11) and (3.12))
SN := 1√
N
N∑
k=1
̂3Nk and UN :=
1√
N
N∑
k=1
(̂4Nk − 3).
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We have immediately
E[SN ] = E[UN ] = 0.
The variance of these statistics is more complicated; in view of the following lemma, it is conve-
nient to introduce Fejér’s kernel, deﬁned by
KN(t) := 12N
∣∣∣∣∣
N∑
k=1
eitk
∣∣∣∣∣
2
= 1
2N
sin2( 12 Nt)
sin2( 12 t)
.
Fejér’s kernel vanishes at the Fourier frequencies 2
N
l, unless l = kN , k ∈ Z; moreover, if l = kN ,
KN(
2
N
l) = N2 . We deﬁne also
2SN :=
12
6N
1
N3
∑
l1l2l3
Cl1a
2
(
4l1
N
)
Cl2a
2
(
4l2
N
)
Cl3a
2
(
4l3
N
)
KN((l1 + l2 + l3)),
(4.14)
and 2UN = 21UN + 22UN , where
21UN :=
72
4N
2
N2
∑
l1l2
Cl1a
2
(
4l1
N
)
Cl2a
2
(
4l2
N
)
KN((l1 + l2)), (4.15)
22UN :=
24
8N
48
N4
∑
l1l2l3l4
Cl1a
2
(
4l1
N
)
Cl2a
2
(
4l2
N
)
Cl3a
2
(
4l3
N
)
Cl4a
2
(
4l4
N
)
×KN((l1 + l2 + l3 + l4)). (4.16)
Remark 4.1. As Fejér’s kernel vanishes at the Fourier frequencies 2
N
l, l = kN , k ∈ Z, in
the previous expressions most terms vanish. Taking into account the fact that a2(x) = 0 unless
1
2 |x|2, one can write in a more computationally tractable way
2SN =
6
6NN
2
⎧⎨⎩∑
l1l2
Cl1a
2
(
4l1
N
)
Cl2a
2
(
4l2
N
)
C−l1−l2a2
(
−4l1 + 4l2
N
)
+
∑
l1l2
Cl1a
2
(
4l1
N
)
Cl2a
2
(
4l2
N
)
CN−l1−l2a2
(
4
N − l1 − l2
N
)
+
∑
l1l2
Cl1a
2
(
4l1
N
)
Cl2a
2
(
4l2
N
)
C−N−l1−l2a2
(
−4N + l1 + l2
N
)⎫⎬⎭ .
Likewise
21UN :=
72
4N
1
N
∑
l1
C2l1a
4
(
4l1
N
)
.
A similar, a bit more complicated, expression can easily be derived also for 22UN .
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Lemma 4.2. Under Assumptions A1 and B
E[S2N ] = 2SN , (4.17)
E[U2N ] = 21UN + 22UN . (4.18)
Proof. For (4.17), we note that, by the diagram formula (see e.g. [1, p.108])
E[S2N ] =
1
N6N
N∑
k1,k2=1
E[3Nk13Nk2 ]
= 1
N6N
N∑
k1,k2=1
{
9E[Nk1Nk1 ]E[Nk2Nk2 ]E[Nk1Nk2 ] + 6E[Nk1Nk2 ]3
}
= 9
N2N
N∑
k1,k2=1
E[Nk1Nk2 ] +
6
N2N
N∑
k1,k2=1
{
1
N
∑
l
Cla
2
(
4l
N
)
eil(k1−k2)
}3
.
We have seen already in (4.13) that the ﬁrst term is equal to zero.As for the second one, we obtain
(recall that  = 2
N
)
6
N6N
N∑
k1,k2=1
{
1
N
∑
l
Cla
2
(
4l
N
)
eil(k1−k2)
}3
= 6
N6N
N∑
k1,k2=1
⎧⎨⎩ 1N3 ∑
l1l2l3
Cl1a
2
(
4l1
N
)
Cl2a
2
(
4l2
N
)
Cl3a
2
(
4l3
N
)
ei(k1−k2)(l1+l2+l3)
⎫⎬⎭
= 12
6N
1
N3
∑
l1l2l3
Cl1a
2
(
4l1
N
)
Cl2a
2
(
4l2
N
)
Cl3a
2
(
4l3
N
)
KN((l1 + l2 + l3)),
whence (4.17) follows. Likewise, for (4.18), we have
E[(̂4Nk1 − 3)(̂4Nk2 − 3)] = E [̂4Nk1 ̂4Nk2 ] − 9.
Again by the diagram formula and recalling that E [̂2Nk1 ] = 1,
E [̂4Nk1 ̂4Nk2 ] = 24E [̂Nk1 ̂Nk2 ]4 + 72E [̂Nk1 ̂Nk2 ]2 + 9
so that
EU2N =
1
N
N∑
k1,k2=1
(
E [̂4Nk1 ̂4Nk2 ] − 9
)
= 24
N8N
N∑
k1,k2=1
E[jk1jk2 ]4 +
72
N4N
N∑
k1,k2=1
E[Nk1Nk2 ]2.
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Now
1
N8N
N∑
k1,k2=1
E[Nk1Nk2 ]4
= 1
N58N
N∑
k1,k2=1
(∑
l
Cla
2
(
4l
N
)
eil(k1−k2)
)4
= 1
N58N
N∑
k1,k2=1
∑
l1l2l3l4
Cl1a
2
(
4l1
N
)
Cl2a
2
(
4l2
N
)
Cl3a
2
(
4l3
N
)
×Cl4a2
(
4l4
N
)
ei(k1−k2)(l1+l2+l3+l4)
= 2
N48N
∑
l1l2l3l4
Cl1a
2
(
4l1
N
)
Cl2a
2
(
4l2
N
)
Cl3a
2
(
4l3
N
)
×Cl4a2
(
4l4
N
)
KN((l1 + l2 + l3 + l4)).
On the other hand
1
N4N
N∑
k1,k2=1
E[Nk1Nk2 ]2
= 1
N34N
N∑
k1,k2=1
(∑
l
Cla
2
(
4l
N
)
eil(k1−k2)
)2
= 2
N24N
∑
l1l2
Cl1a
2
(
4l1
N
)
Cl2a
2
(
4l2
N
)
KN((l1 + l2)). 
Remark 4.3. By the same arguments of Remark 3.4 it is immediate that, as N → ∞,
1
N3
∑
l1l2l3
a2
(
4l1
N
)
a2
(
4l2
N
)
a2
(
4l3
N
)
KN
(
2
N
(l1 + l2 + l3)
)
→
∫ 2
1/2
∫ 2
1/2
∫ 2
1/2
a2(t1)a
2(t2)a
2(t3)
t1 + t2 + t3
2 sin2(t1 + t2 + t3)
dt1 dt2 dt3.
Therefore under Assumptions A1 and B we have
0 < c12SN c2 (4.19)
for some constants 0c1c2. By the same argumentwe see that also2UN is bounded and bounded
away from 0, for every N > 0.
5. The Central Limit Theorem
This section is devoted to the Central Limit Theorem for our statistics of interest. The idea is to
prove the results by the method of moments. To analyse the behaviour of higher-order moments,
622 P. Baldi et al. / Journal of Multivariate Analysis 99 (2008) 606–636
we shall extensively use the already mentioned diagram formula, that states that, for a multivariate
zero-mean Gaussian vector (X1, . . . , X2k), it holds
E(X1X2 . . . X2k) =
∑
E(Xi1Xi2) . . . E(Xi2k−1Xi2k ). (5.20)
Consider the cartesian product I × J , where I, J are sets of positive integers of cardinality
#(I ) = P , #(J ) = Q; it is convenient to visualize these elements in a P × Q matrix with P
rows. A diagram  is any partition of the P · Q elements into pairs like {(i1, j1), (i2, j2)}; these
pairs are called the edges of the diagram. We label (I, J ) the family of these diagrams. It can be
checked that, for given I, J , there exist (P ·Q− 1)!! different diagrams, each of them composed
by 12 P · Q pairs; we recall that (2p − 1)!! := (2p − 1) · (2p − 3) · · · 1 for p = 1, 2, . . . .
To any diagram we can associate a graph having I as the set of vertices (or nodes) and con-
necting any two of these vertices, ik, ik′ , by an arc whenever in the diagram an edge of the type
{(ik, jk), (ik′ , jk′)} is present. This graph is not directed, that is, (i1, i2) and (i2, i1) identify the
same arc; however, we do allow for repetitions of edges (two rows may be linked twice). We shall
use some result on graphs below; with a slight abuse of notation, we denote the graph  with the
same letter as the corresponding diagram.
We say that
(a) A diagram has a ﬂat edge if there is at least a pair {(i1, j1), (i2, j2)} with i1 = i2. we write
 ∈ F (I, J ) for a diagram with at least a ﬂat edge, and  ∈ F (I, J ) otherwise.
A graph corresponding to a diagram with a ﬂat edge includes an edge ikik which arrives in the
same vertex where it started.
(b) A diagram  ∈ F (I, J ) is connected if it is not possible to partition the corresponding
graph into two sets A,B such that there are no arcs connecting the nodes in A with nodes in B.
We write  ∈ C(I, J ) for connected diagrams,  ∈ C(I, J ) otherwise.
(c) A diagram  ∈ F (I, J ) is paired if, given any two sets of edges {(i1, j1), (i2, j2)} and{(i3, j3), (i4, j4)}, then i1 = i3 implies i2 = i4; in words, the rows are completely coupled two
by two. We write  ∈ P (I, J ) for paired diagrams.
Obviously if P > 2 a paired diagram cannot be connected. Note that if Q is odd, paired
diagrams cannot have ﬂat edges, so that the assumption  ∈ F (I, J ) becomes redundant. If I or
J (or both) can be simply taken as the set of the ﬁrst p or q natural numbers, i.e. I = {1, . . . , p},
J = {1, . . . , q} we shall occasionally write (I, q),(p, J ) or (p, q) for (I, J ). For a nice
and comprehensive discussion on the diagram formula, we refer to [20].
Theorem 5.1. Under Assumptions A1 and B, as N → ∞,
lim
N→∞E
[(
SN
SN
)p1 ( UN
UN
)p2]
=
{
(2p1 − 1)!! · (2p2 − 1)!! if p1, p2 are even,
0 otherwise.
Hence( 1
SN
SN
1
UN
UN
)
D→
N→∞ N(0, I2).
Proof. For brevity’s sake and notational simplicity, we focus on the case p2 = 0; the general
argument can be pursued under the same lines. The idea is to use (5.20) and partition the various
summands in this expression according to the nature of the associated diagrams/graphs. To this
aim, we visualize our coefﬁcients as positioned on a diagram with I = 2p1 = 2p rows and J = 3
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columns; we obtain
ES
2p
N =
1
Np6pN
∑
k1,...,k2p
E[3Nk1 . . . 3Nk2p ]
= 1
Np6pN
∑
k1,...,k2p
E
⎡⎢⎣ ∏
k∈{k1,...,k2p}
⎧⎨⎩ 1√N ∑
N/8 |l|N/2
wl a
(
4l
N
)
eilk
⎫⎬⎭
3
⎤⎥⎦
= 1
N4p6pN
∑
k1,...,k2p
E
⎡⎣ ∏
k∈{k1,...,k2p}
3∏
j=1
∑
N/8 |l|N/2
wl a
(
4l
N
)
eilk
⎤⎦
= 1
N4p6pN
∑
k1,...,k2p
∑
∈(2p,3)
∏
{(m,j)(m′,j ′)}∈
×
⎧⎨⎩ ∑
N/8 |l|,|l|′N/2
E[wlwl′ ] a
(
4l
N
)
a
(
4l′
N
)
eilkmeil
′km′
⎫⎬⎭
= 1
N4p6pN
∑
k1,...,k2p
∑
∈(2p,3)
∏
{(m,j)(m′,j ′)}∈
×
⎧⎨⎩ ∑
N/8 |l|N/2
Cl a
2
(
4l
N
)
eilkme−ilkm′
⎫⎬⎭ ,
where we used the fact thatE[wlwl′ ] = 0 unless l′ = −l. For ﬁxed k1, . . . , k2p, let us concentrate
on the contribution of a single diagram  ∈ (2p, 3).
∏
{(m,j)(m′,j ′)}∈
⎧⎨⎩ ∑
N/8 |l|N/2
Cl a
2
(
4l
N
)
eilkme−ilkm′
⎫⎬⎭
=
∑
l11,...,l13,...,l2p,1,...,l2p,3
∏
{(m,j)(m′,j ′)}∈
Clm,j a
2
(
4lm,j
N
)
eilm,j kme−ilm,j km′ lm,j ,lm′,j ′ ,
where the indices lm,j , m = 1, . . . , 2p, j = 1, 2, 3 vary between N/8 and N/2. Now, as every
km appears exactly three times in the diagram,∏
{(m,j)(m′,j ′)}∈
Clm,j a
2
(
4lm,j
N
)
eilm,j kme−ilm,j km′ lm,j ,lm′,j ′
=
⎛⎝ ∏
{(m,j)(m′,j ′)}∈
Clm,j a
2
(
4lm,j
N
)
lm,j ,lm′,j ′
⎞⎠⎛⎝ ∏
{(m,j)(m′,j ′)}∈
eilm,j kme−ilm,j km′
⎞⎠
=
⎛⎝ ∏
{(m,j)(m′,j ′)}∈
Clm,j a
2
(
4lm,j
N
)
lm,j ,lm′,j ′
⎞⎠⎛⎝ 2p∏
m=1
ei(lm,1;+lm,2;+lm,3;)km
⎞⎠ ,
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where lm,j ; = lm,j if (m, j) is a departing point in , lm,j ; = −lm,j if (m, j) is an arrival point.
Summing on the possible values of k1, . . . , k2p, we get∑
k1,...,k2p
∏
{(m,j)(m′,j ′)}∈
Clm,j a
2
(
4lm,j
N
)
eilm,j kme−ilm,j km′ lm,j ,lm′,j ′
=
⎛⎝ ∏
{(m,j)(m′,j ′)}∈
Clm,j a
2
(
4lm,j
N
)
lm,j ,lm′,j ′
⎞⎠⎛⎝ 2p∏
m=1
DN([lm,1; + lm,2; + lm,3;])
⎞⎠
=
⎛⎜⎜⎜⎜⎜⎜⎝
∏
{(m,j)(m′,j ′)}∈
lm,j ,lm′,j ′︸ ︷︷ ︸
=(;l1,1,...,l2p,3)
⎞⎟⎟⎟⎟⎟⎟⎠
⎛⎝ ∏
{(m,j)(m′,j ′)}∈
Clm,j a
2
(
4lm,j
N
)⎞⎠
×
⎛⎝ 2p∏
m=1
DN([lm,1; + lm,2; + lm,3;])
⎞⎠
= (; l1,1, . . . , l2p,3)
2p∏
m=1
(
Clm,1a
2
(
4lm,1
N
)
Clm,2a
2
(
4lm,2
N
)
Clm,3a
2
(
4lm,3
N
))1/2
×DN([lm,1; + lm,2; + lm,3;]).
Let us deﬁne
Xlm,1,lm,2,lm,3;
= 1
N23N
(
Clm,1a
2
(
4lm,1
N
)
Clm,2a
2
(
4lm,2
N
)
Clm,3a
2
(
4lm,3
N
))1/2
×DN([lm,1; + lm,2; + lm,3;])
In conclusion
ES
2p
N =
∑
∈(2p,3)
∑
l1,1,...,l2p,3
(; l1,1, . . . , l2p,3)
2p∏
m=1
Xlm,1,lm,2,lm,3;.
Recall that (; l1,1, . . . , l2p,3) = 0 unless lm,j = lm′,j ′ for every {(m, j)(m′, j ′)} ∈ . The proof
is done by proving that the leading contribution to ES2pN is given by paired diagrams whereas
the non paired ones are negligible in the asymptotics. This is made explicit in the two following
lemmas. 
Lemma 5.2. For the terms corresponding to the paired diagrams  ∈ P (2p, 3) we have
∑
∈P (2p,3)
∑
l11,...,l2p,3
(; l1,1, . . . , l2p,3)
2p∏
m=1
Xlm,1lm,2lm,3; = (2p − 1)!!2pSN .
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Proof. Remark ﬁrst that the number of possible ways of partitioning the 2p rows of the diagram
into subsets of cardinality 2 is exactly (2p − 1)!!. Also, in every diagram  ∈ P (2p, 3) the
contribution of two paired rows is exactly 2SN . 
To conclude the proof, we need only to show that the terms corresponding to all remaining
diagrams  /∈ P (2p, 3) are asymptotically of smaller order.
Lemma 5.3. All terms corresponding to diagrams with connected components of order larger
than 2 ( /∈ P (2p, 3)) are of order O( logN√
N
).
Proof. We focus on any two nodes that are connected but not paired; such two nodes certainly
exist, otherwise  ∈ P .We consider the case where there is a single edge linking these two nodes;
the proof in the remaining case is entirely analogous. Without loss of generality, we label edges
and vertices in such a way that the edge connecting these two nodes is labeled {(1, 1), (2, 1)}.
As in Lemma 3.1 of Marinucci [9], we apply iteratively the Cauchy–Schwartz inequality to
show that∣∣∣∣∣∣
∑
l11,...,l2p,3
(; l1,1, . . . , l2p,3)
2p∏
m=1
Xlm1,lm2,lm3;
∣∣∣∣∣∣

2p∏
m=1
⎛⎝ ∑
lm,1lm,2lm,3
X2lm,1lm,2lm,3;
⎞⎠1/2 ×
⎛⎝ ∑
l1,2l1,3l2,2l2,3
Y 2l1,2l1,3l2,2l2,3;
⎞⎠1/2 ,
where
Yl1,2l1,3l2,2l2,3; =
∑
l1,1,l2,1
l1,1,−l2,1Xl1,1l1,2l1,3;Xl2,1l2,2l2,3;
= 1
N36N
√
Cl1,2a
2
(
4l1,2
N
)
Cl1,3a
2
(
4l1,3
N
)
Cl2,2a
2
(
4l2,2
N
)
Cl2,3a
2
(
4l2,3
N
)
× 1
N
∑
l1,1
Cl1,1a
2
(
4l1,1
N
)
DN((l1,1; + l1,2; + l1,3;))
×DN((−l1,1; + l2,2; + l2,3;)).
Now ∑
lm,1lm,2lm,3
X2lm,1lm,2lm,3;
= 1
N36N
∑
lm,1lm,2lm,3
Clm,1a
2
(
4lm,1
N
)
Clm,2a
2
(
4lm,2
N
)
Clm,3a
2
(
4lm,3
N
)
× 1
N
DN([lm,1; + lm,2; + lm,3;])2
= O
⎛⎝ 1
N3
∑
lm,1;lm,2;lm,3;
KN([lm,1; + lm,2; + lm,3;])
⎞⎠ = O(1).
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On the other hand∑
l1,2l1,3l2,2l2,3
Y 2l1,2l1,3l2,2l2,3;
= 1
N4
∑
l1,2l1,3l2,2l2,3
Cl1,2a
2(
4l1,2
N
)Cl1,3a
2(
4l1,3
N
)Cl2,2a
2(
4l2,2
N
)Cl2,3a
2(
4l2,3
N
)
8N
×
⎡⎣ 1
N
∑
l1,1
Cl1,1a
2(
4l1,1
N
)
2N
DN((l1,1; + l1,2; + l1,3;))DN((−l1,1; + l2,2; + l2,3;))
N
⎤⎦2 .
Now we observe that
DN
(
(l1,1; + l1,1; + l1,3;)
)
DN
(
(−l1,1; + l2,2; + l2,3;)
)
=
N∑
k1=1
e(l1,1;+l1,2;+l1,3;)k1
N∑
k2=1
e(−l1,1;+l2,2;+l2,3;)k2
=
N∑
k1=1
e(l1,1;+l1,2;+l1,3;)k1
N∑
u=1
e(l1,1;+l2,2;+l2,3;)(k1−u)
= DN
(
(l1,2; + l1,3; + l2,2; + l2,3;)
)
DN
(
(−l1,1; + l2,2; + l2,3;)
)
,
whence∣∣∣∣∣∣ 1N22N
∑
l1,1
Cl1,1a
2
(
4l1,1
N
)
DN((l1,1; + l1,2; + l1,3;))DN((−l1,1; + l2,2; + l2,3;))
∣∣∣∣∣∣

∣∣∣∣ 1NDN((l1,2; + l1,3; + l2,2; + l2,3;))
∣∣∣∣
×
∣∣∣∣∣∣ 1N
∑
l1,1
1
2N
Cl11;a
2
(
4l1,1
N
)
DN((−l1,1; + l2,2; + l2,3;))
∣∣∣∣∣∣
 C∣∣l1,2; + l1,3; + l2,2; + l2,3;∣∣+ 1 1N
∑
l1,1;
N
| − l1,1; + l2,2; + l2,3;| + 1
C logN∣∣l1,2; + l1,3; + l2,2; + l2,3;∣∣+ 1 .
Thus we can conclude that⎛⎝ ∑
l1,2l1,3l2,2l2,3
Y 2l1,2l1,3l2,2l2,3;
⎞⎠1/2
c
⎛⎝ 1
N4
∑
l1,2l1,3l2,2l2,3
log2 N(|l1,2; + l1,3; + l2,2; + l2,3;| + 1)2
⎞⎠1/2 c logN√
N
. 
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6. Studentized statistics
6.1. Estimation of 2N
The statistics described in the previous sections can be impossible to compute in practice,
as they depend on the correlation structure of the ﬁeld, which is in general unknown. In this
section, we show how asymptotic variances can be consistently estimated from the data, in the
presence of observations at higher and higher resolution.We start from the variance of thewavelets
coefﬁcients, which we recall is given by
2N :=
2
N
∑
N/8 lN/2
Cla
2
(
4l
N
)
.
An obvious estimator is provided by
̂2N :=
2
N
∑
N/8 lN/2
|wl |2a2
(
4l
N
)
.
Of course, ̂2N is unbiased andmean square consistent for2N , in the trivial sense that both converge
to zero as N diverges. The following result is stronger.
Lemma 6.1. Under Assumptions A1 and B, as N → ∞, we have
lim
N→∞
̂2N
2N
= 1 in L2.
Proof. It is immediate to see that
E
(
̂2N
2N
)
= E
(∑
N/8 lN/2 |wl |2a2( 4lN )∑
N/8 lN/2 Cla2(
4l
N
)
)
≡ 1
and
Var(̂2N) =
∑
N/8 lN/2
Var(|wl |2)a4
(
4l
N
)
= 2
∑
N/8 lN/2
C2l a
4
(
4l
N
)
.
It is sufﬁcient now to note that, under Assumption A1,
0 < c1
Cl
CN/4
c2 < ∞, for N = 2j+2 and for all l ∈ [N/8, N/2],
whence
Var
(
̂2N
2N
)
=
∑
l C
2
l a
4( 4l1
N
){∑
l Cla
2( 4l
N
)
}2 = O
( ∑
l a
4( 4l
N
){∑
l a
2( 4l
N
)
}2
)
.
Remark now that
∑
l
a4( 4l
N
) ∼ N ∫ 11/2 a4(t) dt ,∑
l
a2( 4l
N
) ∼ N ∫ 11/2 a2(t) dt , so that the left-hand
term tends to 0 as 1
N
. 
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6.2. Estimation of the variance for Skewness and kurtosis
We now go on with the estimation for the sample variance for the statistics SN andUN .We note
ﬁrst that under Gaussianity (|wl |2 /Cl)l is a sequence of independent and identically distributed
exponential random variables with mean unity; we deﬁne for all p ∈ N
l1l2...lp := E
⎛⎝ lp∏
l=l1
|wl |2
Cl
⎞⎠ ;
to be quite explicit we have for instance
l1l2 =
{
1 if |l1| = |l2|,
2 if |l1| = |l2|,
l1l2l3 =
⎧⎪⎨⎪⎩
1 if |l1|, |l2|, |l3| are distinct,
2 if among |l1|, |l2|, |l3| two are equal and the third is different,
6 if |l1| = |l2| = |l3|.
In view of (4.14)–(4.16), a natural proposal is to consider for the Skewness
̂2SN :=
12
N3̂6N
∑
l1l2l3
1
l1l2l3
|wl1 |2a2
(
4l1
N
)
|wl2 |2a2
(
4l2
N
)
|wl3 |2a2
(
4l3
N
)
×KN
(
2
N
(l1 + l2 + l3)
)
(6.21)
and for the Kurtosis
̂2UN := ̂21UN + ̂22UN , (6.22)
̂21UN :=
72
̂4N
2
N2
∑
l1l2
1
l1l2
|wl1 |2a2
(
4l1
N
)
|wl2 |2a2
(
4l2
N
)
KN
(
2
N
(l1 + l2)
)
, (6.23)
̂22UN :=
24
̂8N
2
N4
∑
l1l2l3l4
1
l1l2l3l4
⎧⎨⎩
l4∏
l=l1
|wl |2a2
(
4l
N
)⎫⎬⎭KN
(
2
N
(l1 + l2 + l3 + l4)
)
.
(6.24)
Remark 6.2. Using the properties of Fejér’s kernel recalled in §4.2, in the summations above
most terms vanish. From a computational point of view more tractable expressions can be derived
in the spirit of §4.2. In particular it holds
̂21UN :=
72
̂4N
1
N
∑
l
|wl |4a4
(
4l
N
)
. (6.25)
Lemma 6.3. Under Assumptions A1 and B, as N → ∞, we have
̂S2N
S2N
P→
N→∞ 1,
̂1U2N
21UN
P→
N→∞ 1,
̂2U2N
22UN
P→
N→∞ 1.
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Proof. We give the proof for ̂21UN , ̂
2
2UN only, as the remaining case is entirely analogous (indeed
slightly simpler). Let us denote ˜21UN = ̂21UN · ̂4N/4N , that is the same as in (6.21) with ̂N
replaced by N . As E
(
1
l1l2
|wl1 |2|wl2 |2
)
= Cl1Cl2 for every l1, l2, it is clear that
E
(
˜21UN
21UN
)
= 1. (6.26)
Moreover, by the alternate expression (6.25) and in view of Remark 3.4,
Var(˜21UN ) =
722
8N
1
N2
∑
l
Var(|wl |4)a8
(
4l
N
)
= c0
N
C4N/4
8N
1
N
∑
l
a8
(
4l
N
)
∼ c1
N
.
As we know that under Assumption A1 21UN is bounded away from zero (see Remark 4.3), this
implies that Var(˜21UN /
2
1UN ) → 0 as N → ∞.
The argument for ̂22UN is similar; indeed ifwe deﬁne ˜
2
2UN in analogywith ˜
2
1UN , it is immediate
that E [̂22UN /22UN ] = 1. On the other hand, note that the summands in ˜22UN have a martingale-
difference structure on the lattice Z3 (see e.g. [15]), whence, in view of Assumption A
Var
(
̂22UN
22UN
)
= O
⎛⎝Var
⎧⎨⎩ 248N 2N4
∑
l1l2l3l4
1
l1l2l3l4
⎡⎣ l4∏
l=l1
|wl |2a2
(
4l
N
)⎤⎦
×KN
(
2
N
(l1 + l2 + l3 + l4)
)})
= O
⎛⎝ 1
N8
∑
l1l2l3l4
K2N
(
2
N
(l1 + l2 + l3 + l4)
)
Var
⎧⎨⎩
l4∏
l=l1
|wl |2
2N
⎫⎬⎭
⎞⎠
= O
⎛⎝ 1
N6
∑
l1l2l3l4
Var
⎧⎨⎩
l4∏
l=l1
|wl |2
2N
⎫⎬⎭
⎞⎠ = O ( 1
N2
)
= o(1).
We have thus proved that ˜21UN /
2
1UN → 1 and ˜22UN /22UN → 1 as N → ∞ in L2. Therefore, in
view of Lemma 6.1, ˜21UN /
2
1UN → 1 and ˜22UN /22UN → 1 as N → ∞ in probability. The rest
of the proof is quite similar. 
As an immediate consequence of Theorem 5.1 and Lemma 6.3 we have the following.
Theorem 6.4. Under Assumptions A1 and B, as N → ∞( 1
̂SN
SN
1
̂UN
UN
)
D→
N→∞ N(0, I2).
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7. Aliasing
The tests provided in the sections above are based on the wavelet coefﬁcients
Nk :=
1
2
∫ 
−
X(ϑ)Nk(ϑ) dϑ, k = 0, 1, . . . , N − 1.
In practice, Nk will be approximated by the sums
˜Nk =
1
M
M−1∑
m=0
X
(
2
M
m
)
Nk
(
2
M
m
)
.
The purpose of this section is to prove that, if our data have enough high frequencies, this approx-
imation does not affect the test.
We need to strengthen our previous assumptions as follows.
Assumption C. As l → ∞ we have
Cl = L(l)l−
, 
 > 1,
where L(l) denotes a slowly varying function [3], which we assume to be bounded and bounded
away from zero.
Assumption D. N is such that
1
N
+ N
M
/(
+1)
→ 0 as M → ∞.
Assumption C is mild, entailing simply a regular behaviour of the angular power spectrum at
inﬁnity. Assumption D is a sort of bandwidth condition, suggesting that the frequencies that we
can use fruitfully for statistical inference must grow more slowly than the sampling rate. The
condition become less and less tight the faster the angular correlation function decays to zero:
for instance if 
 = 4 we must impose N = o(M4/5). In practice 
 can be estimated from the
data; the most cautious choice can be N = o(√M), as 
 > 1 is implied by the ﬁnite variance of
the ﬁeld.
We have the following result.
Proposition 7.1. Under Assumptions A1, B–D the result of Theorem 5.1 remains true when
replacing the Nk’s by the ˜Nk’s.
Proof. It holds,
Nk − ˜Nk =
∑
||>M−N2
w
(
1
M
M−1∑
m=0
Nk
(
2m
M
)
ei2m

M
)
.
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Therefore,
E
∣∣∣Nk − ˜Nk∣∣∣2 =E
⎛⎜⎝ ∑
||>M−N2
|w|2 1
M2
∣∣∣∣∣
M−1∑
m=0
Nk(
2m
M
)ei2m

M
∣∣∣∣∣
2
⎞⎟⎠
=
∑
||>M−N2
Cl
∣∣AM(l)∣∣2 ,
where
A2M(l) =
1
M2
∣∣∣∣∣
M−1∑
m=0
Nk
(
2m
M
)
ei2m
l
M
∣∣∣∣∣
2
 ck|1 + [l]M |k for all k > 0, some ck > 0,
in view of Theorem (2.5), which implies∣∣∣∣∣
M−1∑
m=0
Nk
(
2m
M
)
ei2m
l
M
∣∣∣∣∣  ckM|1 + M[l/M]2|k .
Under Assumptions C and D we have easily
∑
||>M−N2
Cl
∣∣AM(l)∣∣2 =O
⎛⎜⎝CM ∑
||>M−N2
Cl
CM
∣∣AM(l)∣∣2
⎞⎟⎠
=O
(
CM
∞∑
u=1
M∑
v=−M
CuM+v
CM
∣∣AM(uM+v)∣∣2
)
=O
(
M−

∞∑
u=1
u−

M∑
v=−M
1
(1 + |v|)k
)
= O (M−
)
and
E(|Nk − ˜Nk|2)
E|Nk|2
c M
2N
−

c
(
M
N
)−

. (7.27)
The result then follows from the following lemma. 
Lemma 7.2. For Xin and Yin mutually Gaussian centred random variables, set
cn := E[(Xin − Yin)
2]
E[X2in]
.
Let us assume that the sequence∑n
i=1 X3in√
Var
(∑n
i=1 X3in
) (7.28)
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converges in distribution to a variable X, where for 1, 2 > 0
1
√√√√1
n
Var
{
n∑
i=1
X3in
}
2 and cn = o
(
1
n
)
. (7.29)
Then ∑n
i=1 Y 3in√
Var
{∑n
i=1 X3in
} (7.30)
also converges in distribution to X. The same result is true if we replace in (7.28), (7.29) X3in by
X4in − EX4in and replace in (7.30), Y 3in by Y 4in − EY 4in.
Proof. We shall actually prove a stronger result, namely
lim
n→∞E
∣∣∣∣∣∣∣
∑n
i=1 X3in√
Var
{∑n
i=1 X3in
} −
∑n
i=1 Y 3in√
Var
{∑n
i=1 X3in
}
∣∣∣∣∣∣∣ = 0.
Using (x − y)3 = x3 − y3 − 3x(x − y)2 + 3x2(x − y), we get:
E|X3in − Y 3in|E|Xin − Yin|3 + 3E|Xin − Yin|2|Xin| + 3E|Xin − Yin||Xin|2
E|Xin − Yin|3 + 3[E|Xin − Yin|4] 12 [E|Xin|2] 12 + 3[E(Xin − Yin)2] 12 [E|Xin|4] 12 .
Now, when Z is a Gaussian random variable, for h ∈ N∗,
E|Z|h = h[E|Z|2] h2 ,
where h is the h-moment of the standard Gaussian distribution, centred and with variance 1.
Therefore, we have E|Xin − Yin|khc
h
2
n [EX2in]
h
2 , and
n∑
i=1
E|X3in − Y 3in|  3c
3
2
n
n∑
i=1
[EX2in]
3
2 + 3
1
2
4 cn
n∑
i=1
[EX2in]
3
2 + 3c
1
2
n 
1
2
4
n∑
i=1
[EX2in]
3
2

n∑
i=1
[EX2in]
3
2 {3c
3
2
n + 3
1
2
4 c
1
2
n + 3
1
2
4 cn}.
Therefore,∑n
i=1 E|X3in − Y 3in|√
Var
{∑n
i=1 X3in
} C
∑n
i=1[EX2in]
3
2 c
1
2
n√
n
C√ncn = o(1) as n → ∞.
This proves the result for the third power. As for the forth one, we proceed in the same way, and
prove using the same path,
|x4 − y4|4|x|3|x − y| + 6x2|x − y|2 + 4|x]|x − y|3 + |x − y|4,
E|X4in − Y 4in|C
√
cn[EX2in]2,∑n
i=1 E|X4in − Y 4in|√
Var
{∑n
i=1 X4in
} C√cnn = o(1). 
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Our ﬁnal result in this section extends the analysis of the aliasing effect to studentized statistics.
In particular, in the previous section the variances of skewness and kurtosis where estimated on
the basis of the spectral coefﬁcients {wl}, which are obtained as
wl = 12
∫ 
−
X(ϑ)e−ilϑ dϑ, l = 1, 2, . . . , N.
As before, in practice these Fourier coefﬁcients will be approximated by interpolations sums, i.e.
for MN we have to consider
w˜l = 1
M
M−1∑
m=0
X
(
2m
M
)
e
−i 2m
M
l
.
We note that
w˜l = 1
M
M−1∑
m=0
∞∑
k=1
wke
2i
M
mke−
2i
M
ml = 1
M
M−1∑
m=0
∞∑
k=1
wke
2i
M
(k−l)m
= 1
M
∞∑
k=1
wkDM
(
2
M
(k − l)
)
= wl +
∞∑
k=1
wl+kM. (7.31)
It follows, using Assumption D, that
E |wl − w˜l |2
Cl
= 1
Cl
∞∑
k=1
Cl+kMc
M−

Cl
∞∑
k=1
k−
c
(M
N
)−
 = o( 1
N
)
. (7.32)
Proposition 7.3. Under Assumptions A1, B–D the result of Theorem 6.4 remains true when
replacing the wl’s by the w˜l’s.
Proof. It is clearly enough to show that
lim
N→∞
˜2SN − ̂2SN
̂2SN
= 0, lim
N→∞
˜2UN − ̂2UN
̂2UN
= 0 (7.33)
in probability, where ̂2SN , ̂
2
UN
are deﬁned in (6.21)–(6.22),
˜2SN :=
12
N3̂6N
∑
l1l2l3
1
l1l2l3
|w˜l1 |2a2
(
4l1
N
)
|w˜l2 |2a2
(
4l2
N
)
|w˜l3 |2a2
(
4l3
N
)
×KN
(
2
N
(l1 + l2 + l3)
)
and ˜2UN = ˜21UN + ˜22UN , where
˜21UN :=
72
4N
2
N2
∑
l1l2
1
l1l2
|w˜l1 |2a2
(
4l1
N
)
|w˜l2 |2a2
(
4l2
N
)
KN
(
2
N
(l1 + l2)
)
,
˜22UN :=
24
8N
2
N4
∑
l1l2l3l4
1
l1l2l3l4
⎧⎨⎩
l4∏
l=l1
|w˜l |2a2
(
4l
N
)⎫⎬⎭KN
(
2
N
(l1 + l2 + l3 + l4)
)
.
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We focus on ˜22UN as the other cases are strictly analogous, indeed slightly simpler. We have
1
̂22UN
= Op(1)
and
E [˜22UN − ̂22UN ]
 24
8N
2
N4
∑
l1l2l3l4
1
l1l2l3l4
KN
(
2
N
(l1 + l2 + l3 + l4)
)
×E
∣∣∣∣∣∣
l4∏
l=l1
|w˜l |2a2
(
4l
N
)
−
l4∏
l=l1
|w˜l |2a2
(
4l
N
)∣∣∣∣∣∣
C
⎡⎣ max
N/8 l1,l2,l3,l4N/2
1
8N
E
∣∣∣∣∣∣
⎧⎨⎩
l4∏
l=l1
|w˜l |2a2
(
4l
N
)⎫⎬⎭−
⎧⎨⎩
l4∏
l=l1
|w˜l |2a2
(
4l
N
)⎫⎬⎭
∣∣∣∣∣∣
⎤⎦ .
Now notice that
x1x2x3x4 − y1y2y3y4 = x1x2x3(x4 − y4) + x1x2(x3 − y3)y4
+x1(x2 − y2)y3y4 + (x1 − y1)y2y3y4
whence
max
N/8 l1,l2,l3,l4N/2
⎧⎨⎩ 18N E
∣∣∣∣∣∣
l4∏
l=l1
|w˜l |2a2
(
4l
N
)
−
l4∏
l=l1
|wl |2a2
(
4l
N
)∣∣∣∣∣∣
⎫⎬⎭
 max
N/8 l1,l2,l3,l4N/2
⎧⎨⎩
⎛⎝ l4∏
l=l1
a2
(
4l
N
)⎞⎠E
⎡⎣ |w˜l4 |2 − |wl4 |2
2N
l3∏
l=l1
|w˜l |2
2N
⎤⎦⎫⎬⎭
+ max
N/8 l1,l2,l3,l4N/2
⎧⎨⎩
⎛⎝ l4∏
l=l1
a2
(
4l
N
)⎞⎠E
∣∣∣∣∣∣ |w˜l3 |
2 − |wl3 |2
2N
|wl4 |2
2N
l2∏
l=l1
|w˜l |2
2N
∣∣∣∣∣∣
⎫⎬⎭
+ max
N/8 l1,l2,l3,l4N/2
⎧⎨⎩
⎛⎝ l4∏
l=l1
a2
(
4l
N
)⎞⎠E ∣∣∣∣∣ |w˜l1 |22N
{|w˜l2 |2 − |wl2 |2}
2N
|wl3 |2|wl4 |2
4N
∣∣∣∣∣
⎫⎬⎭
+ max
N/8 l1,l2,l3,l4N/2
⎧⎨⎩
⎛⎝ l4∏
l=l1
a2
(
4l
N
)⎞⎠E ∣∣∣∣∣
{|w˜l1 |2 − |wl1 |2}
2N
|wl2 |2|wl3 |2|wl4 |2
6N
∣∣∣∣∣
⎫⎬⎭
 C
6N
max
N/8 l1,l2,l3,l4N/2
{
E|w˜l |2 + E|wl |2
}3 × 1
2N
max
N/8 l1,l2,l3,l4N/2
×E
∣∣∣|w˜l |2 − |wl |2∣∣∣ C (M
N
)−

= o(1). 
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Fig. 2. Histogram of the skewness statistics over 1600 simulated ﬁelds. Here N = 212.
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Fig. 3. Histogram of the kurtosis statistics over the same 1600 simulated ﬁelds.
Remark 7.4. It is evident from the proof that, in order to establish (7.33), it is sufﬁcient to impose
the minimal bandwidth condition
1
N
+ N
M
→ 0 as M → ∞.
which is weaker thanAssumption D. This is intuitively due to peculiar form that the aliasing effect
assumes for Fourier transforms in the discrete case, see (7.31).
8. Monte Carlo evidence
In a way of conﬁrmation of the CLT, simulations has been performed. It has been chose to
put cl = l−4. 1600 ﬁelds were simulated on the torus with these speciﬁcations and for each of
them the skewness and kurtosis statistics were computed for N = 212. The values obtained were
then normalized dividing by the theoretical standard deviations of these statistics, computed using
formulas (3.11), (4.14), (4.15) and (4.16). Histograms are presented in Figs. 2 and 3, showing a
good accordance with Gaussianity.
636 P. Baldi et al. / Journal of Multivariate Analysis 99 (2008) 606–636
References
[1] R.J.Adler, The geometry of randomﬁelds,Wiley Series in Probability andMathematical Statistics,Wiley, Chichester,
1981.
[2] J.-F. Angers, P. Kim, Multivariate Bayesian function estimation, Ann. Statist. 33 (6) (2005) 2967–2999.
[3] N.H. Bingham, C.M. Goldie, J.L. Teugels, Regular variation, Encyclopedia of Mathematics and its Applications,
vol. 27, Cambridge University Press, Cambridge, 1989.
[4] P. Cabella, F. Hansen, D. Marinucci, D. Pagano, N. Vittorio, Search for non-gaussianity in pixel, harmonic, and
wavelet space: Compared and combined. Physical Review D (Particles, Fields, Gravitation, and Cosmology), 69(6)
(2004) 063007. URL: 〈http://link.aps.org/abstract/PRD/v69/e063007〉.
[5] R.J. Dufﬁn, A.C. Schaeffer, A class of nonharmonic Fourier series, Trans. Amer. Math. Soc. 72 (1952) 341–366.
[6] M. Frazier, B. Jawerth, G. Weiss, Littlewood–Paley theory and the study of function spaces, CBMS Regional
Conference Series in Mathematics, vol. 79, Published for the Conference Board of the Mathematical Sciences,
Washington, DC, 1991.
[7] J. Jin, J.-L. Starck, D.L. Donoho, N.Aghanim, O. Forni, Cosmological non-gaussian signature detection: comparing
performance of different statistical tests, EURASIP J. Appl. Signal Process. 15 (2005) 2470–2485.
[8] M. Kessler, M. SZrensen, Estimating equations based on eigenfunctions for a discretely observed diffusion process,
Bernoulli 5 (2) (1999) 299–314.
[9] D. Marinucci, A central limit theorem and higher order results for the angular bispectrum. 2006, submitted for
publication.
[10] D. Marinucci, High resolution asymptotics for the angular bispectrum of spherical random ﬁelds, Ann. Statist. 34
(1) (2006) 1–41.
[11] N. Meinshausen, J. Rice, Estimating the proportion of false null hypotheses among a large number of independently
tested hypotheses, Ann. Statist. 34 (1) (2006) 373–393.
[12] F.J. Narcowich, P. Petrushev, J.D. Ward, Localized tight frames on spheres, SIAM J. Math. Anal. 38 (2) (2006)
574–594.
[13] X. Niu, G. Tiao, Modelling satellite ozone data, JASA 90 (1995) 969–983.
[14] P. Petrushev, Y. Xu, Localized polynomial frames on the interval with Jacobi weights, J. Fourier Anal. Appl. 11 (5)
(2005) 557–575.
[15] S. Poghosyan, S. RWlly, Invariance principle for martingale-difference random ﬁelds, Statist. Probab. Lett. 38 (3)
(1998) 235–245.
[16] M. SZrensen, M. Uchida, Small-diffusion asymptotics for discretely sampled stochastic differential equations,
Bernoulli 9 (6) (2003) 1051–1069.
[17] M.L. Stein, Interpolation of spatial data, Springer Series in Statistics, Springer, New York, 1999 (Some theory for
Kriging).
[18] M.L. Stein, Predicting random ﬁelds with increasing dense observations, Ann. Appl. Probab. 9 (1) (1999) 242–273.
[19] M.L. Stein, The screening effect in kriging, Ann. Statist. 30 (1) (2002) 298–323.
[20] D. Surgailis. CLTs for polynomials of linear sequences: diagram formula with illustrations, Theory and applications
of long-range dependence, Birkhäuser Boston, Boston, MA, 2003, pp. 111–127.
[21] P. Vielva, E. Martínez-González, R.B. Barreiro, J.L. Sanz, L. Cayón, Detection of non-gaussianity in the Wilkinson
Microwave Anisotropy probe ﬁrst-year data using spherical wavelets, Astrophys. J. 609 (2004) 22–34.
[22] B.D.Wandelt, F.K.Hansen, Fast, exact CMBpower spectrum estimation for a certain class of observational strategies,
Phys. Rev. D 67 (2) (2003) 023001.
