In this paper, we present a novel algorithm for partial intrinsic symmetry detection in 3D geometry. Unlike previous work, our 
Introduction
Our environment shows a large amount of symmetries in both natural and man-made objects. Consequently, the detection of symmetry patterns in data sets is a very useful tool for a large number of applications, such as compression, noise reduction, object recognition or abnormality detection. Although the recognition of symmetries is a seemingly effortless task to human perception, the algorithmic extraction of symmetries in digital data sets is a very challenging task, which currently receives a lot of attention in computer vision and graphics research [11, 12, 18, 17, 14, 3, 16, 15] .
In this paper, we specifically address the problem of detecting symmetries in 3D geometric data sets, such as triangle meshes or point clouds from 3D scanning devices. Our paper makes two main contributions in comparison to the state of the art: first, unlike previous work, our method is based on a conceptually simple probabilistic formulation of partial shape matching. The actual matching algorithm is then derived from this formal model. Second, our framework is very general. In our particular formulation, the algorithm is, unlike all previous techniques, able to detect intrinsic partial symmetries. This means that symmetric parts of a deformable object (for example the hands of a human) are recognized independent of the actual pose as long as the deformation is approximately isometric.
Our probabilistic model describes shape matching as a Markov random field [1] : On the one hand, a correspondence should point to pieces of geometry that within a local neighborhood match the source geometry. On the other hand, neighboring correspondences should behave in a consistent way. For intrinsic (i.e. deformable) shape matching this means that pairs of correspondences should preserve intrinsic distances. However, enforcing this condition strictly only allows for global shape matching. Therefore, we employ truncated potentials that yield piecewise consistent solutions that describe partial shape matches.
This model describes a probability distribution over all possible assignments of source to target geometry. This probability space is of exponential size, rendering it would be very hard to find actual symmetries. The critical observation for our method is that this extremely large space is usually mostly empty: For realistic 3D models, only very few sets of correspondences exist that actually have a significant non-zero probability. Therefore, it is possible to compute a solution in a projection to a much smaller subspace and still retain all the relevant information. We implement this idea by computing the marginals of distribution for each source point, i.e. the distribution over all correspondences of a single point, marginalized over all assignments to the other correspondence variables. This "averages" and thus overlays all potential matches. In a final postprocessing step, we then extract the actual symmetries from this condensed representation.
We compute the marginals using loopy Bayesian belief propagation. We implement this algorithm on parallel graphics hardware in order to reduce the computation times to the range of seconds to minutes. We apply our method to several standard 3D models and extract partial symmetries in general, deformed poses, demonstrating that the theoretical model indeed leads to a practical solution for symmetry detection in more general settings than previous approaches.
Related Work
Deformable shape matching has been addressed by several authors [1, 20, 22, 5] . Our model is closely related to the work of Anguelov et al. [1] . Their method formulates the deformable shape matching as Markov random field using geodesic distance as pairwise consistency condition. However, their technique aims at computing a single global maximum a posteriori solution, which actually leads to ambiguity problems for matching approximately symmetric shapes, thus requiring multiple random initializations of the inference algorithm. A similar approach is employed by [20] for deformable shape matching with resilience to topological noise. In contrast, our algorithm explicitly computes a representation that captures the symmetries and ambiguities in shape matching. Deformable shape matching with ambiguities has recently also been considered in [21] . The authors use a RANSAC-like algorithm to find multiple candidate solutions. Their approach requires well identifiable feature points and does not support multiple partial symmetric matches within a shape.
Extrinsic symmetry detection has recently been addressed by several authors. The most successful class of technique is voting for transformations in a Hough space based on candidate correspondence pairs [11, 12, 17] . In the context of rotation and reflection symmetry detection in 2D images, the work of Park et. al [16] presents an evaluation of the state-of-the-art algorithms. An algorithm for deformed lattice detection for 2D images is proposed in [15] .
In contrast, the detection of intrinsic symmetries has received only little attention up to now: [14] present an elegant algorithm that uses eigenvectors of the LaplaceBeltrami operator on manifolds that are invariant under isometric deformations. However, their technique is restricted to global (rather than partial) symmetries due to the global nature of their spectral approach. Intrinsic symmetry detection is also addressed by Raviv et al. [18] . The authors propose an algorithm to compute an isometric correspondence map of the shape onto itself to extract a set of symmetries using the computational framework for isometry-invariant comparison presented in [3] . Again, only global symmetries are considered.
Graphical model
Given a deformable shape M ∈ R 3 and two point subsets P s ∈ M and P t ∈ M, we look for a mapping function f : M → M that represents for a point s ∈ P s the distribution over all possible mappings in P t . The subset P s is denoted as the source point set and P t as the target point set.
In our current implementation, we obtain these point sets by a Poisson-disc sampling of both source and target surface, where the target surface receives a higher resolution (typically: a factor of 4) in order to be able to adjust the matching positions reliably. Poisson disc sampling is used to create uniform, feature agnostic representation of the surface, specially for smooth datasets which do not provide good features. Alternatively, we can also include a set of feature points (sharp peaks) into the point set to improve the spatial precision at low additional costs. In contrast to the point-topoint mappings, we compute a distribution over mapping functions f , storing probabilities for every possible target point. Each point in P s represents a node in a graph or more precise in the probabilistic inference terminology a hidden node associated with a state variable. The state variables are the set of points P t . Analogous, such a mapping f can be used for two different deformable shapes M s and M t . This representation is used for ambiguous matching whereas the first one for symmetry detection within the same object. As in [1] , adjacent points on the surface are connected with each other to preserve geometric compatibility between correspondences. We consider only pairwise interactions between neighboring nodes. A set of neighbor nodes for each node s is thus denoted as N . This results in a joint probability distribution of the form
Here s and q are neighboring nodes in the graph over the sampled points in P s . The probability that a source point corresponds to a target point is given by the single potential Φ s . For the single potential we use the normalized mutual information (NMI) [24] between two corresponding spin images [9] . NMI is a similarity measure based on entropy. For a discrete random variable I, where p I (i) is the probability that I has value i, the entropy is defined as For two discrete random variables I1 and I2 the entropy of their joint distribution is defined as
The more similar the images are the lower the joint entropy is compared to the individual entropies. The NMI is at a maximum when both images are very similar. It is defined as
In order to reject outliers, we employ a robust function [10] 
The smaller γ the higher the rejection rate. In our experiments we set γ to 0.01. Other similarity metrics can be employed for the single potentials like curvature maps [7] , or shape index (computed from principal curvatures) [6] .
For the pairwise potential Ψ (f s , f q ), we also use a robust potential where the probability of an assignment for the two neighboring points s ∈ P s and q ∈ P s is defined to preserve locally isometric deformations. It is encoded by the difference in the geodesic distances between the source neighboring points d geod (s, q) and the assignment d geod (f s , f q ).
λ controls the smoothness of the distribution in the assignment space. The higher the value the more influential becomes the pairwise potential enforcing geometrical consistency. For partial symmetry detection it is important to allow for multiple peaks in the marginals while ensuring geometrical consistency. This is controlled by the parameter ρ which enables to have different probability values for neighboring source points (i.e. allow for discontinuities). It takes values between [0.1..1.0]. In our experiments we set ρ to 0.4. The parameter is called in the literature as the truncation parameter in the negative log likelihood space [23] . Also the level of discretization on the target side has to be linked with λ since it defines the allowed variance from the isometric mapping. Now, by varying λ and ρ we can extract symmetries at different levels of resolution. For instance, global symmetries can be detected at a coarser resolution and in this case λ can be set high. Fine symmetries can be detected at a high resolution and in this case λ should be smaller. See Fig. 3 for examples of parameter settings.
Sum-Product Belief Propagation
Using the definitions of the previous section, we describe how to compute the mapping f , i.e. the probability distribution of the points t ∈ P t for each of the point s ∈ P s . To this end, we shortly recall the sum-product belief propagation for Markov random fields. For each node in the graph the marginal probability in the correspondence space is computed. This is achieved by passing messages around the graph in a defined neighborhood N of each node. In our case the neighborhood N of each node has variable size depending on the surface topology. The graph is computed in the following way: around each sampled point on the surface a region growing on the full resolution mesh is performed. If two regions meet, both sampled points are connected by an edge. Fig. 1 shows an example of a network configuration. The messages from a node to its neighboring nodes are passed either in parallel, hence all nodes pass their messages in parallel, or in sequential order. Goldberger et al. [8] analyze the benefits of serial order/schedule of message updating. In general, serial order converges two times faster than a parallel one. Since for a serial update rule the memory requirements are less than for the parallel order (i.e. no need to hold the message vector of the previous time step in the memory) and it converges in general case faster than the parallel order, we decided to use serial order
Figure 3: Example of parameter settings. Fig. 3(a) shows the sampled feature points on the source side and the selected source point (in red for which the belief is shown on the target side on the subsequent images. The brighter the spots the better the source point matches the corresponding target points. Fig. 3(b) shows a probability distribution without any smoothness term (λ = 0). of message updating. The message update rule is computed as following:
After T iterations the belief vector is computed for each node
where the belief value b q (f q ) is a probability of how well point q ∈ P s matches the point f s ∈ P t .
Implementation
The messages are initialized with uniform probabilities, i.e. 1/|P t |, so that the probabilities for a node s sum up to 1. At the first iteration the order of passing is the order of vertex numbering and at all other iterations we generate a random path. One iteration consists in a forward pass to compute the probabilities when arriving at the node and a backward pass computing the final probabilities in the current iteration (in the backward pass the order is reversed). The complexity of message computation is quadratic in the number of labels and the message passing is linear in the number of vertices for the pairwise MRF (eq. 7). In order to shorten the computation time, we have implemented a GPU version of our algorithm described in the following section.
Exploit parallelism
Belief propagation is commonly noted as being well suited for a parallel implementation. Several researchers have implemented BP either on a large scale CPU cluster [2] as a support vector regression solver, or on a GPU [4] to solve stereo vision problems. In this work we also exploit the GPU parallelism to compute the sum-product belief propagation.
For our GPU implementation we use nVidia GeForce GTX280 with CUDA environment, which provides 1GB of video memory and double precision support. The messages sent between nodes are stored as a 2D array of doubles in the CUDA memory space. The number of processed nodes and labels is limited by the available video memory. For example the dragon2 data set, which has the dimensions of |P s | = 259 and |P t | = 11837 labels occupy 832 MB incl. small amount additional memory space for temporary data structures. The GPU implementation is outlined below:
The message from node s to q for each label f q is computed in one thread. Threads are arranged in blocks and are scheduled by the hardware to different multi processors on the GPU. Threads arranged in wraps are executed in parallel. The CUDA guide [13] gives a more detailed information about this architecture. One of the main bottleneck in CUDA applications is a non-optimized access to the memory. To solve this issue, Silberstein et al. [19] proposes to use block's shared memory to implement a software managed cache for the sum-product computation. However this strategy is not applicable for our datasets which exceed the available shared memory size. Hence we arranged the used datasets in a coalescent way (see Fig. 4 ), so that read and writes performed by each thread becomes fast. In case where this was not possible or where a lot of threads access nearby areas in the look-up tables (i.e. Φ p ), we have used CUDA's texture interface to incorporate hardware cached access for the data. See CUDA's guide [13] for detailed description of performance optimization techniques.
In our case we support variable neighborhood size which differs from previous belief propagation implementations on the GPU [4] . However this increases the branching complexity of the implementation of message update rule, Eq. 7. To improve that we precompute the product of incoming messages into a node p as shown in the given algorithm above before main message update computation. Even more splitting up these both computation enables us a more coalescent computation which suits perfectly for the SIMD (Single Instruction Multiple Data) structure of the GPU's processing units. Using the data structure showed in Fig. 4 the computation of all incoming message into a node q for each label f q becomes a simple multiplication along a column. However since we do compute this parallel in respect to the labels f the reading from the memory is still coalescent and hence efficient on the GPU. Our GPU implementation achieves a speedup up to 700x in comparison to the CPU implementation, see table 1.
Partial symmetry detection
In order to reduce the complexity, the set P s P t . The sampled points can be either uniformly distributed, or feature sets, or combinations of both. The level of surface discretization determines also the symmetry scale detection, i.e. the more dense the sampling the framework delivers the finer are the symmetries. In our experiments, λ is set to 1e6, ρ to 0.4 and we run 100 iterations. We have tested our framework on two rigid models (cuboctahedron and star) and on three deformable shapes (male figure, elephant and dragon). Furthermore, for the ambiguous registration, two deformed frames of a lantern model have been used.
Peak Tracking
To recall, for each node or source point s i , the belief vector defines a marginal probability distribution over all correspondences of the target pointset. Figs. 5(b), 5(e), 6(b), and 7(b) show the marginal probability distribution for the red marked source points shown in Figs. 5(a), 6(a) , and 7(a) color encoded over the triangle mesh (used only for visualization). The color encoding of the probability is seen in Fig. 5(g) , where blue color stands for 0 and red for 1.0. For a continuous representation of the probability distribution P on the original pointset of the shape M t or on the triangle mesh, we use positive basis functions u which have a support radius σ:
where
The marginals localize possible symmetry locations. In order to recognize symmetric parts of an object, we use those peaks t i ∈ P t to start a region growing algorithm around them. The peaks are predetermined by a threshold (typically t ∈ [0.5..0.75], i.e. points with a marginal less than t are rejected) and added to a queue. The criteria for the growing is to consider all the neighbors n i ∈ P s in the graphical model of s i ∈ P s , and their corresponding geodesic distance d geodS (s i , n i ). In the same time, identify the peaks t i ∈ P t of the neighbors n i ∈ P s and their corresponding geodesic
, the corresponding target point t is also added to the seed queue for the region growing. All the involved geodesics have been previously computed for the belief propagation algorithm.
Results
The results show that our proposed framework can retrieve approximately symmetries of deformed shapes like the legs or ears of the elephant and the hands of the male figure. The dragon feet have been recognized partially since the back of the feet differs too much between each of them. The 12 symmetries of the vertices defining the cuboctahedron have been mutually recognized ( Fig. 8(a) ). In the case of the ambiguous matching, the algorithm could retrieve all four parts of the lantern (Figs. 9(a), 9(b) ) which have been deformed. However, the scales of the dragon could not be accurately detected, even if we sampled the dragon more densely ( Table 1 : Test data sets name, original point number of the source shapes and original point number of the target shapes, number of graph vertices, number of correspondences on the target side, maximum neighbor number, time measured for GPU solution, time measured for CPU (2.66 GHz and 3.25 GB RAM) solution. Note that for all datasets except the two deformed lantern shapes which have the same number of points, the source and target deformable shapes are identical (Ms = Mt) .
fant, d error can be relaxed. This parameter removes outliers from other peaks that show a local similarity to the source point. To evaluate the results, we manually segmented the recognized parts for the deformable shapes. We then computed the percentage of points that have been correctly classified. Incorrect points are either those outside the manual segmentation or the missing. The score is annotated on the figures. To check how prone to local minima the framework is, which might vary strongly for belief propagation applications, we run belief propagation several times starting from random initializations for the results datasets. Belief propagation converged to the same fixed point on the average of 7 iterations. This does not guarantee global convergence, but is a strong indicator of robustness.
Discussion and Conclusion
We have presented a probabilistic framework for identifying partial intrinsic symmetries in geometric data. It exploits the marginal distribution over all possible correspondences and gives a global localization of potential symmetries. By tracking the peaks in the marginals, we are able to extract nearby symmetric parts that undergo an isometric deformation. As a result, we obtain the first technique to extract partial intrinsic symmetries in general data sets. One limitation of the current implementation is the noise handling. Since noise acts as low-pass filter on the available geometric information, for stronger noise (> 0.3% object size), we obtain smoothed marginals which introduce false positives in the "peak tracking" step. Our framework can handle only a small amount of noise. We consider this approach also to be useful for other problems besides symmetry detection. For example, shape matching algorithms are frequently troubled by ambiguities, which is in particular a problem for partial and multi-piece matching. Our technique is able to represent ambiguities explicitly so that the application algorithm can use this information and avoid problems, for example by combinatorial search over several alternatives in multi-piece matching. Future work in this direction would also include a more efficient discretization; currently, the need to sample source and target surface rather densely are the main bottleneck in terms of computational costs. Figure 9 : Lantern dataset. Fig. 9(a) shows on the left the selected point (red). On the middle it shows the marginals on the point set Pt and on the right the extracted symmetries on the original point set of Mt. It correctly identified the 4 ambiguous parts. Note that the segmentation stopped at the bending of the arms where the geodesic error became large. Fig. 9(b) shows another example on the same dataset. In this case the parameter controlling the geodesic compatibility d errorGeod is set more restrictive such that only the tops are segmented.
