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Abstract
We provide the analysis of the Google PageRank from the perspective of the
Markov Chain Theory. First we study the Google PageRank for a Web that can be
decomposed into several connected components which do not have any links to each
other. We show that in order to determine the Google PageRank for a completely
decomposable Web, it is sufficient to compute a subPageRank for each of the con-
nected components separately. Then, we study incentives for the Web users to form
connected components. In particular, we show that there exists an optimal linking
strategy that benefits a user with links inside its Web community and on the other
hand inappropriate links penalize the Web users and their Web communities.
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1 Introduction
Surfers on the Internet often use search engines to find pages satisfying their query.
However, there are usually hundreds of relevant pages available, so listing them in a proper
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order is a crucial and non-trivial task. The original idea of Google presented in 1998 by
Brin et al [4] is to list pages according to their PageRank which reflects popularity of a
page. The PageRank is defined in the following way. Denote by n the total number of
pages on the web and define the n× n hyperlink matrix P as follows. Suppose that page
i has k > 0 outgoing links. Then Pij = 1/k if j is one of the outgoing links and Pij = 0
otherwise. If a page does not have outgoing links, there are several logical solutions: either
one can make this state absorbing, or to introduce the effect of “back button” [5] or to
spread the probability among some subset of the Web community. We shall discuss these
options later in the paper.
In order to make the hyperlink graph connected, it is assumed that a random surfer
goes with some probability to an arbitrary web page with the uniform distribution. Thus,
the PageRank is defined as a stationary distribution of a Markov chain whose state space
is the set of all web pages, and the transition matrix is
P˜ = cP + (1− c)(1/n)E, (1)
where E is a matrix whose all entries equal one, n is the number of web pages, and c ∈ (0, 1)
is the probability of not jumping to a random page, and is chosen to be 0.85. The Google
matrix P˜ is stochastic, aperiodic, and irreducible, so there exists a unique row vector π
such that
πP˜ = π, π1 = 1, (2)
where 1 is a column vector of ones. The vector π satisfying (2) is called a PageRank
vector, or simply PageRank. If a surfer follows a hyperlink with probability c and jumps
to a random page with probability (1 − c), then πi can be interpreted as a stationary
probability that such surfer is at page i.
The PageRank can be regarded from two distinct points of view. From a user point
of view, an essential question is if it is possible to improve the user’s PageRank by an
appropriate linking to the other pages. We show that an optimal linking strategy does
exist.
From the Google point of view, an essential question is how to organize efficiently the
computation of the Google PageRank. Since the number of web pages is huge, updating
the PageRank involves very high computational costs. In order to keep up with constant
modifications of the web structure, Google updates its PageRank once per month. Thus,
it is very important to be able to compute the vector π at minimal possible cost. One of
the ways to do it is to explore specific properties of the hyperlink matrix P . For example,
by its very nature, the matrix P is reducible [11]. Google overcomes this problem using
the uniform perturbation (1). We demonstrate that one can take a great advantage of the
reducibility of the web. In this paper we study the case when the web can be decomposed
into several connected components that do not communicate with each other. This setting
creates a natural opportunity for the application of the parallel processing.
The contribution of the paper is threefold: In Section 2, we show how one can take
advantage of the web reducibility. In Sections 3 and 4 we discuss incentives for the Web
users to form connected components. In particular, in Section 3, we study an optimal
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linking strategy of an individual user; and in Section 4, we demonstrate how inappropriate
links penalize the Web users and their Web communities.
2 Decomposition of the PageRank
Let us show how one can take an advantage of the Web reducibility. Towards this goal,
we consider a hyperlink matrix P of the form
P =


P1 · · · 0
...
. . .
...
0 · · · PN

 , (3)
where the elements of diagonal blocks PI , I = 1, ..., N , correspond to links inside the
Ith group of pages. Denote by nI the number of pages in group I. A group I does not
communicate with the outside world but it might have itself a complex ergodic structure. In
particular, each block itself might have connected components which do not communicate
with each other. This can be useful, as one can consider only the number of blocks that
correspond to the number of available parallel processors. Some connected components of
the Web, can be too tiny to be considered on their own and might be grouped in a larger
block for instance according with their contents.
Next we consider the Google matrix corresponding to the hyperlink matrix (3) P˜ =
cP +(1− c)(1/n)E, and let vector π be the PageRank of P˜ such that πP˜ = π and π1 = 1.
Furthermore, for block I, define the perturbed matrix
P˜I = cPI + (1− c)(1/nI)E, I = 1, . . . , N, (4)
and let vector πI be the PageRank of P˜I such that
πIP˜I = π, πI1 = 1.
Then the following theorem holds.
Theorem 1 The PageRank π is given by
π = ((n1/n)π1, (n2/n)π2, . . . , (nN/n)πN ). (5)
Proof. Let us verify that (5) is indeed a stationary distribution of P˜ . Define
E¯ =


(1/n1)E · · · 0
...
. . .
...
0 · · · (1/nN)E

 .
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Then for π given by (5), we have
πP˜ = π[cP + (1− c)E¯ − (1− c)E¯ + (1− c)(1/n)E]
= π[cP + (1− c)E¯] + π[(1− c)(1/n)E − (1− c)E¯]
= ((n1/n)π1P˜1, . . . , (nN/n)πN P˜N) + (1− c)(1/n)1T − (1− c)(1/n)1T
= ((n1/n)π1, . . . , (nN/n)πN) = π¯.
Now the statement of the theorem follows since there is a unique stationary vector of P˜ .

As we see, the proof of Theorem 3 is quite easy. In fact, it is sufficient to guess that such
result should hold. We noticed this decomposition property when applying perturbation
analysis to the matrix P˜ . This analysis along with other results will be presented in our
forthcoming paper [1]. Note that the decomposition property of the PageRank can also be
deduced from the known formula [3, 11, 12]
π =
1− c
n
1T [1− cP ]−1. (6)
Moreover, it is easy to see from the above formula that the Topic-Sensitive PageRank [7]
can be decomposed as well.
Let us now discuss the implication of the result of Theorem 1 to the computation of the
Google PageRank. If one does not know the block structure of the hyperlink matrix, then
one can determine the connected components of the web using any graph-traversal method
such as Depth-First Search method or Breadth-First Search method (see, e.g., [14]). The
complexity of the graph-traversal algorithms is O(n + l), where n is the number of web
pages and l is the number of links. Note that because of the sparsity of the hyperlink
matrix, the complexity is close to linear in the number of pages. Furthermore, we note
that the complexity of one power iteration is comparable with the complexity of a graph-
traversal algorithm. Since Google performs the number of power iterations of the order 100,
it is justified to spend around 1% of the computational time to determine the connected
components of the Web graph and then using the result of Theorem 1 to take an advantage
of the complete decomposability of the problem. In particular, each connected component
of the Web graph can be processed thoroughly in independent manner. This way we save
not only the computation time but also the memory resources, as we can store different
parts of the PageRank approximation vector in different data bases. We would like to note
that graph-traversal algorithms can also be efficiently implemented on parallel processors
[10]. In particular, the theoretical cost-optimal number of processors can be estimated as
n/log(n) [10]. Since the number of pages n is huge, as much as possible parallel processors
should be involved for the graph-traversal algorithm. Furthermore, the graph-traversal
algorithm for the detection of connected components can be combine with filtering of “link
farms” [7]. Once a “link farm” component is detected, it can be altogether excluded from
the PageRank computation. Finally, we would like to note that even better computational
efficiency can be achieved by combining on-line the graph-traversal algorithms with the
Web crawling by Google robots.
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Now let us discuss what one should do with the pages without outgoing links. From
Theorem 1 it is clear that if one wants to take a full advantage of the Web reducibility,
then one should assign transition probabilities either using the “back button” idea [5] or
spreading the probability only among the states of a block to which a page with no outgoing
links belongs. The latter suggestion has a nice interpretation if connected components are
grouped in blocks according to their contents. This idea represents the case when a surfer
jumps not to a completely random page but to a random page within a given context. For
instance, he/she might do this by using different search engines.
3 Optimal linking strategy
In this section we discuss how a new link from page i to page j affects the ranking of
these two pages and why it is important to have relevant outgoing links in order to be
ranked higher.
The results of this section are based on the following well-known result from the theory
of Markov chains. Let π be a stationary vector of an aperiodic irreducible Markov chain
{Xk, k ≥ 0} with set of states {1, 2, . . . , n}. Then
πi = 1/µi, i = 1, . . . , n, (7)
where µi is the average number of transitions between two successive visits to state i.
In Lemma 2 below we prove an intuitive statement that a new link from page i to
page j would increase a PageRank of j. This lemma might be already known in the
theory of Markov chains but we shall prove it here in the PageRank context for the sake
of completeness.
Lemma 2 For all i, j = 1, . . . , n; i = j, if a page i adds a new link to page j then the
PageRank of j increases.
Proof. For a Markov chain {Xk, k ≥ 0} with state space {1, 2, . . . , n} and transition
matrix P˜ , and for any m > 0, define the taboo probabilities
f
(m)
jj = P(Xm = j,Xk = i, Xk = j, 1 ≤ k < m |X0 = j),
f
(m)
ji = P(Xm = i, Xk = i, Xk = j, 1 ≤ k < m |X0 = j),
g
(m)
ij = P(Xm = j,Xk = j, 1 ≤ k < m |X0 = i).
The value f
(m)
ji , for example, is a probability that starting from state j the process reaches
state i for the first time after m steps without visiting state j. Further, g
(m)
ij is a probability
that starting from i the process will reach j for the first time after m steps.
The value µj corresponding to the original matrix P˜ (without the new link i → j) can
be written as a sum of three terms:
µj =
∞∑
m=1
mf
(m)
jj +
∞∑
m=1
mf
(m)
ji +
∞∑
m=1
mg
(m)
ij . (8)
5
The first term in the right-hand side of (8) is the contribution of the paths that start from
j and come back to j without passing through i. The second term sums over the paths
which start from j and finish when reaching i for the first time. Finally, the third term
corresponds to the paths which lead from i back to j.
Now suppose that the new link from i to j is added. With the new matrix, the first
term in the right-hand side of (8) remains unaltered because this term is the contribution
of the paths which do no pass through i and thus they will not be affected by the link
update. The same is true for the second term. As for the third term, it will obviously
decrease. Indeed, the length of the paths which are not using the new link remains the
same but the probability of such paths reduces because some of the ‘weight’ is given to the
new paths which are obviously shorter. Thus, the new link leads to reducing of µj. Then
(7) implies immediately that the new rank of j is greater than the old one. 
Corollary 3 For any page i = 1, 2, . . . , n, it holds
min
1≤i≤n
{πi} ≥ (1− c)/n.
Proof. Indeed, a page i has the minimal rank if no other page refers to it. In this case we
have
πi = [πP˜ ]i = (1− c)(1/n)πe = (1− c)(1/n),
which proves the statement of the corollary. 
Let us now consider how outgoing links from page i influence its PageRank. Assume
that the links from i to i itself are not allowed (or rather that Google does not count them
as links). Then we can easily define an optimal linking strategy for any site i. Define the
average time needed to come from j to i by
µji =
∞∑
m=1
mg
(m)
ji .
Consider some page i = 1, . . . , n and assume that i has links to the pages i1, . . . , ik where
il = i for all l = 1, . . . , k. Then for the Google matrix P˜ , we have
µi = 1 +
c
k
k∑
l=1
µili +
1
n
(1− c)
n∑
j=1
j =i
µji, (9)
where c = 0.85 is the Google constant [4]. The objective now is to choose k and i1, . . . , ik
such that µi becomes as small as possible. From (9) one can see that µi is a linear function
of µji’s. Moreover, outgoing links from i do not affect µji’s. Thus, linking from i to j, one
can only alter the coefficients in the right-hand side of (9). It means that the owner of the
page i has a very little control over its PageRank. The best what he/she can do is to link
only to one site j∗ such that
µj∗i = min
j
{µji}.
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Note that (surprisingly) the PageRank of j∗ plays no role here.
Of course, in reality, it is not practical to link only to one page if we want to have a
really high ranking because incoming links are much more important than outgoing ones.
Roughly speaking, when we link to other people, we offer them shorter paths back to their
pages. Then it becomes more likely that they will link to us as well, and this is exactly
what will make our PageRank higher. However, we should link only to relevant pages, i.e.,
to pages which (potentially) have a short average path back to our page. Inappropriate
links would only damage our PageRank. In the next section we provide a more enlightening
discussion about the effect of inappropriate links.
Interestingly, the discussion on optimal linking strategy partially explains a “practical”
advise according to which, a Web site owner should view his/her site as a set of pages
and maintain a good inter-link structure and to refer to his/her colleagues [13]. Indeed,
it follows from our argument that such policy will certainly increase the PageRank of all
pages in a group.
The major goal of Google is to rank good and useful pages high. Naturally, one would
expect that a good web site has convenient inner links and many relevant outgoing links.
Now we saw that these qualities would indeed lead to a higher ranking.
4 The effect of inappropriate links
Here we study yet another incentive for the Web users to refer only to relevant pages.
Namely, we study the consequences of inappropriate links. We define inappropriate links
as links that point from one Web community to another and these two Web communities
have different contents. One can expect that the number of such links is much less than
the number of links connecting members of the same community and often inappropriate
links point from one community towards another but not vice versa. To model such a
situation, we consider two Web communities, say Community 1 and Community 2 with
some links going from Community 2 to Community 1 but no link goes from Community 1
to Community 2. Without inappropriate links the hyperlink matrix would be completely
decomposable
P =
[
P1 0
0 P2
]
, (10)
where P1 and P2 are hyperlink matrices of Community 1 and Community 2, respectively.
However, with inappropriate links the hyperlink matrix has the following form
Pˆ =
[
P1 0
R Pˆ2
]
, (11)
where the matrix R represents the links from Community 2 to Community 1. Note that
P1 and P2 are stochastic matrices and Pˆ2 is a substochastic matrix. Below be study two
cases: a general case, when any page of Community 2 can have inappropriate links, and a
special case, when only one of the pages of Community 2 has inappropriate links.
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4.1 General case: several pages with inappropriate links
Theorem 4 Let [π1 π2] be a PageRank vector of the Google matrix P˜ = cP +(1−c) 1nE,
where P as in (10). And let [πˆ1 πˆ2] be a PageRank vector of the Google matrix of the Web
with inappropriate links, with the hyperlink matrix as in (11). Then, πˆ1 and πˆ2 can be
expressed as follows:
πˆ2 =
1− c
n
1T [I − cPˆ2]−1. (12)
πˆ1 = π1 + cπˆ2R[I − cP1]−1. (13)
Proof. With the help of the decomposition idea, the proof follows immediately from
the formula
[πˆ1 πˆ2][I − cPˆ ] = 1− c
n
1T .
written in the block form. 
Now let us find an expression for πˆ2 in terms of π2. Assume that m pages i1, i2, . . . , im
of Community 2 have links to Community 1. Denote by U an m× n2 matrix that consists
of m non-zero rows of P2 − Pˆ2. Further, let V T = (ei1 , ei2 , . . . , eim) be an n2 ×m matrix
whose ν-th column eiν equals the iν-th column of the identity matrix I. Then, we can
write
P = Pˆ + V TU,
and apply the Woodbury formula [6]
[I − cPˆ2]−1 = [I − cP2 + c(P2 − Pˆ2)]−1 (14)
= [I − cP2]−1 − [I − cP2]−1cV T [I + cU [I − cP2]−1V T ]−1U [I − cP2]−1.
Now, substitution of (14) in (12) together with (6) yields
πˆ2 = π2
{
I − cV T [I + cU [I − cP2]−1V T ]−1U [I − cP2]−1
}
. (15)
From formula (15) one can see that the pages that are “far away” from the pages i1, i2, . . . , im
suffer less from the inappropriate linking. Indeed, for i, j = 1, . . . , n2, denote by sij a min-
imal number of hyperlink transitions that is needed in order to reach j from i, and put
sii = 0. For i = j, the entry (i, j) of the matrix P k2 equals zero for all k = 1, 2, . . . , sij − 1.
Now, since
[I − cP2]−1 =
∞∑
k=0
(cP2)
k, (16)
we see that
U [I − cP2]−1ej = csjUP sj2 [I − cP2]−1ej ,
where sj = min1≤ν≤m{siνj}. Thus, the proportion of the PageRank lost by a page j is
reduced at least by factor c with every extra step needed to reach j from i1, i2, . . . , im.
Naturally, if there is no hyperlink path from any of these pages to j (it can happen, for
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example, if j is a transient state with respect to the transition matrix P2) then the rank
of page j does not change. In this case, all entries in the jth column of U [I − cP2]−1 equal
zero.
Let πj2 be the jth coordinate of π2, j = 1, 2, . . . , n2. We conclude that for any page
j, πˆj2 < π
j
2 if there is a hyperlink path from any of the pages i1, i2, . . . , im to j, and
πˆj2 = π
j
2, otherwise. In other words, inappropriate linking by pages i1, i2, . . . , im results in a
reduced ranking for all pages in Community 2 who have a hyperlink path from i1, i2, . . . , im.
Moreover, the closest pages will be affected the most.
4.2 Special case: one page with inappropriate links
One can get much more insight, by studying the case when only one of the pages of
Community 2 has inappropriate links. Suppose that some page i = 1, . . . , n2 initially had
k2 links to the pages in Community 2 and then added k1 links to Community 1. Assume
further that other pages of Community 2 link only to each other. Denote k = k1+k2. In this
case, matrix U equals to a row vector u whose non-zero entries equal 1/k2−1/k = k1/(kk2).
One can see that u is merely the ith row of P2 multiplied by k1/k. Furthermore, V
T is
now equal to the column vector ei. In this case, formula (15) becomes
πˆ2 = π2
(
I − ceiu[I − cP2]
−1
1 + cu[I − cP2]−1ei
)
= π2 − cπ
i
2u[I − cP2]−1
1 + cu[I − cP2]−1ei , (17)
where πi2 is the ith coordinate of π2.
From (17), one can see how much probability mass the Community 2 loses when one
page gives inappropriate links. Multiplying both parts of (17) by the column vector 1 and
taking into account that
[I − cP2]−11 =
∞∑
l=0
(cP2)
l1 = [1/(1− c)]1,
we get
(π21− πˆ21) = cπ2eiu[I − cP2]
−11
1 + cu[I − cP2]−1ei =
ck1π
i
2
(1− c)k (1 + cu[I − cP2]−1ei) . (18)
The concept of communities was also used in [2], where the authors interpret the probability
mass as an energy, and they express the lost energy in terms of the new PageRank πˆ2. In
this paper, we determine the lost probability mass in terms of the old ranking π2. Using
these results, one can anticipate the consequence of the inappropriate linking. Besides,
these results can be used in the PageRank update.
An interesting special case of formula (17) is when the page i has links to all pages in
Community 2 (including the page i itself). In this case, we have
u =
k1
kk2
1T ,
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and due to (6), formula (17) becomes
πˆ2 = π2
(
I − ck1ei1
T [I − cP2]−1
kk2 + ck11
T [I − cP2]−1ei
)
= π2
(
1− ck1π
i
2
kk2 + ck1πi2
)
. (19)
We see that in this case, the ranking lost by page j in Community 2 is proportional to πj2
and is an increasing concave function of πi2.
Formula (17) has a clear probabilistic interpretation. According to the transition matrix
P˜ = cP + (1 − c)(1/n)E, at each step, the hyperlink transitions governed by matrix P
occur with probability c and the random transitions governed by matrix (1/n)E occur with
probability (1− c). Now consider a sample path of hyperlink transitions in Community 2
until the first random transition occurs. Denote by zij the expected number of visits to
page j on such a path started from page i when transitions are defined by the matrix cP2.
Note that zij is equal to the entry (i, j) of the matrix [I − cP2]−1, that is,
zij = e
T
i [I − cP2]−1ej , i, j = 1, . . . , n2.
Further, if the path starts in i then cu[I − cP2]−1ei can be interpreted as an expected
number of visits to i that are lost as a consequence the inappropriate links. Hence, we can
interpret formula (17) as follows:
πj2 − πˆj2 =
πi2E(#lost visits from i to j)
1 + E(#lost visits from i to i)
, (20)
for j = 1, . . . , n2. In the following theorem we determine the amount of ranking lost by the
page i.
Theorem 5 If some page i = 1, 2, . . . , n2 of Community 2 has k1 links to Community 1
and k2 links to Community 2, and all other pages of Community 2 link only to each other,
then
πi2 − πˆi2 =
πi2zii {k1zii + k2 − k}
k1z
2
ii + k2
. (21)
Proof. We only need to determine the expected number of lost visits from i to i.
Obviously,
E(#lost visits from i to i) = E(#visits from i to i with cP2)
−E(#visits from i to i with cPˆ2). (22)
Now, let qii be a probability to make a random transition on the way from i to i with cP2.
Then, because of the Markov property,
[#visits from i to i with cP2] + 1 (23)
has a geometric distribution with parameter qii. For the same reason,
[#visits from i to i with cPˆ2] + 1
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has a geometric distribution with some other parameter qˆii. Since the expectation of (23)
equals zii, we have
qii = z
−1
ii . (24)
On the other hand,
1− qii = cP(reaching i from i with cP2| the first transition follows cP2).
Denoting the last conditional probability by γii, we get
γii = (1− z−1ii )/c.
Furthermore, in a similar fashion,
1− qˆii = c
(
1− k1
k
)
P(reaching i from i with cPˆ2|the 1st trans. with cPˆ2)
= c
(
1− k1
k
)
γii =
k2
k
(1− z−1ii ), (25)
where the second equality follows since Pˆ2 differs from P2 only by its ith row. Now,
substituting (24) and (25) in (22), we get
cu[I − cP2]−1ei = E(#lost visits from i to i) = 1
qii
− 1
qˆii
= zii
(
1− k
k1zii + k2
)
. (26)
Substitution of (26) into (17) or (20) gives the desired result. 
Using the probabilistic approach, we could also tackle the problem of one page with
inappropriate links in a different manner. Assume again that some page i = 1, 2, . . . , n2
which had k2 links to Community 2 added k1 links to Community 1. For page j, denote
by µj and µˆj the mean first passage time from j to j in the old and in the new situation,
respectively. Then we have
πj2
πˆj2
=
µˆj2
µj
= 1 +
µˆj − µj
µj
= 1 + (µˆj − µj)πj2,
and thus
πˆj2 =
πj2
1 + (µˆj − µj)πj2
. (27)
Note that µˆj differs from µj only in contribution of the paths that are passing through
i. For such paths, in the new situation, there is a probability ck1/k to make a transition
to Community 1 instead of Community 2. After such a transition, the only possibility
to return back to j is to make a random transition to the Community 2. At each step,
a probability of such random transition is (1 − c)n2/n, and the transition to each of the
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pages in Community 2 is equally likely. Hence, the average number of transitions needed
to return to the state j from Community 1 equals
n
(1− c)n2 +
1
n2
∑
l =j
mˆlj,
where mˆlj is the mean first passage time from l to j in the new situation. Let mˆ·j =
(1/n2)
∑
l =j mˆlj be the average time needed to reach the page j starting from the uniform
distribution over the Community 2. Now it follows from (27) that
πj2 − πˆj2 =

 βˆji
{
1 + n
(1−c)n2 + (mˆ·j −mij)
}
πj2
1 + βˆji
{
1 + n
(1−c)n2 + (mˆ·j −mij)
}
πj2

 πj2,
where mij is the mean first passage time from i to j in the old situation, and βˆji is a
probability that the path from j to j goes via i and makes a transition by using the
inappropriate link. The term
βˆji
(
1 +
n
(1− c)n2 + (mˆ·j −mij)
)
πj2 (28)
determines the proportion of rank lost by the page j. This term characterizes the change
in the distance from page i to page j. Naturally, this term is larger for pages j that are
‘close’ to i. If the rank of i is high, then, in particular, it means that i is ‘close’ to other
pages, and thus (28) should increase with πi2. For the same reason, the term (28) increases
with πj2. However, the closeness to i plays more important role in (28) than the popularity
of j. For instance, when i refers to everybody in Community 2 then the change in the
distance (28) is also the same for everybody and therefore πj2 − πˆj2 is simply proportional
to πj2 as we saw in (19).
Finally, consider what happens if Community 2 is small and highly inter-connected
whereas Community 1 is large (that can happen, for example, when a newly constructed
Web site gives links to the outside world). Then,
1 +
n
(1− c)n2 >> (mˆ·j −mij),
and we obtain the following estimate
πj2 − πˆj2 ≈
βˆji
{
1 + n
(1−c)n2
}
(πj2)
2
1 + βˆji
{
1 + n
(1−c)n2
}
πj2
<
csji+1(k1/k)αji {(1− c)n2 + n} (πj2)2
(1− c)n2 + csji+1(k1/k)αji {(1− c)n2 + n} πj2
,
where sji is the length of the shortest path from j to i, and αji is the probability of the
most likely path from j to i when the path is governed by the matrix P2.
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