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Re´sume´
XML est conside´re´ comme un me´talangage permettant de de´crire n’im-
porte quel domaine de donne´es graˆce a` son extensibilite´. Il va permettre de
structurer, poser le vocabulaire et la syntaxe des donne´es qu’il va contenir.
L’acce`s a` ce type de document soule`ve de nouvelles proble´matiques lie´es a` la
co-existence de l’information structurelle et de l’information de contenu. L’ob-
jectif des syste`mes de Recherche d’Information Structure´e (RIS) n’est plus de
renvoyer le document re´pondant a` la requeˆte, mais plutoˆt l’unite´ documentaire
(e´le´ment XML, portion du document) re´pondant au mieux a` la requeˆte. Ainsi,
au lieu de re´cupe´rer une liste d’e´le´ments qui sont susceptibles de re´pondre a`
la requeˆte, notre objectif est d’agre´ger dans un meˆme re´sultat des e´le´ments
pertinents, non-redondants et comple´mentaires.
Les travaux de´crits dans cette the`se s’inte´ressent a` l’agre´gation des unite´s
documentaires a` partir des documents semi-structure´s de type XML. Nous pro-
posons de nouvelles approches d’agre´gation et d’e´lagage en utilisant diffe´rentes
sources d’e´vidence contenu et structure. Nous proposons un mode`le base´ sur les
re´seaux baye´siens. Les relations de de´pendances entre requeˆte-termes d’indexa-
tion et termes d’indexation-e´le´ments sont quantifie´es par des mesures de pro-
babilite´. Dans ce mode`le, la requeˆte de l’utilisateur de´clenche un processus de
propagation pour se´lectionner les e´le´ments pertinents. Dans notre mode`le, nous
cherchons a` renvoyer a` l’utilisateur un agre´gat au lieu d’une liste d’e´le´ments.
En fait, l’agre´gat formule´ a` partir d’un document est conside´re´ comme e´tant un
ensemble d’e´le´ments ou une unite´ d’information (portion d’un document) qui
re´pond le mieux a` la requeˆte de l’utilisateur. Cet agre´gat doit re´pondre a` trois
aspects a` savoir la pertinence, la non-redondance et la comple´mentarite´ pour
qu’il soit qualifie´ comme une re´ponse a` cette requeˆte. L’utilite´ des agre´gats
retourne´s est qu’ils donnent a` l’utilisateur un aperc¸u sur le contenu informa-
tionnel de cette requeˆte dans la collection de documents.
Une autre source d’e´vidence que nous avons aussi utilise´e est l’informa-
tion structurelle. A` l’aide des techniques d’e´lagage utilise´es dans une premie`re
hypothe`se, nous appliquons la relation de la non-inclusion entre les e´le´ments
d’un meˆme agre´gat afin d’e´liminer les e´le´ments qui ve´hiculent la meˆme infor-
mation. Une deuxie`me hypothe`se base´e sur la source d’e´vidence : l’information
de contenu, est applique´e en utilisant la mesure de similarite´ “cosine” afin
d’e´liminer les e´le´ments similaires entre les agre´gats renvoye´s.
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D’une manie`re ge´ne´rale, nous essayons de renvoyer a` l’utilisateur un nombre
limite´ des ensembles d’e´le´ments XML, qui satisfont a` la fois aux trois aspects
a` savoir la pertinence, la non-redondance et la comple´mentarite´.
Afin de valider notre mode`le, nous l’avons e´value´ dans le cadre de la cam-
pagne d’e´valuation INEX 2009 (utilisant plus que 2 666 000 documents XML de
l’encyclope´die en ligne Wikipe´dia). Les expe´rimentations montrent l’inte´reˆt de
cette approche en mettant en e´vidence l’impact de l’agre´gation de tels e´le´ments.
Mots-cle´s : Recherche d’information agre´ge´e, re´seaux baye´siens, e´le´ments
XML, pertinence, redondance, comple´mentarite´.
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Abstract
XML is considered as a meta-language for writing any data domain
through its extensibility. It will allow to structure, place the vocabulary and
syntax of the data it will contain. Access to such documents raises new issues
related to the coexistence of structural information and information content.
The goal of Structured Information Retrieval systems is no longer to return
the document answering the query, but the documentary unit (XML element,
document’s portion) that best suit the application. Thus, instead of retrieving
a list of XML elements that are likely to respond to the query, our goal is to
aggregate into a result space a set of XML elements that are relevant, non-
redundant and complementary.
The work described in this thesis are concerned with the aggregation of
XML elements. We propose new approaches to aggregating and pruning using
different sources of evidence (content and structure). We propose a model based
on Bayesian networks. The dependency relationships between query-terms and
terms-elements are quantified by probability measures. In this model, the user’s
query triggers a propagation process to find XML elements. In our model, we
search to return to the user an aggregate instead of a list of XML elements. In
fact, the aggregate made from a document is considered an information unit (or
a portion of this document) that best meets the user’s query. This aggregate
must meet three aspects namely relevance, non-redundancy and complementa-
rity in order to answer the query. The value returned aggregates is that they
give the user an overview of the information need in the collection.
Another source of evidence we used is the structural information. Using
the pruning techniques used in a first hypothesis, we apply the relation of the
non-inclusion between elements of the same aggregate to eliminate elements
that convey the same information. A second hypothesis based on the source of
evidence : information content, is applied using a cosine similarity measure to
eliminate similar elements between the returned aggregates.
In general, we try to send to the user a limited number of sets of XML ele-
ments, which satisfy both the three aspects namely relevance, non-redundancy
and complementarity.
In summary, we search to reduce the result space so that the user provides
the slightest effort to find the needed information. We have validated our ap-
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proach of aggregated search using INEX 2009 collection. Experiments show
the usefulness of this approach by highlighting the impact of the aggregation
of such elements.
Keywords : Aggregated search, Bayesian networks theory, XML docu-
ments, relevance, redundancy, complementarity.
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Introduction ge´ne´rale
Avec l’usage croissant des smartphones, envoi de messages sur les re´seaux
sociaux comme Facebook, Twitter, ... chaque individu ge´ne`re, sans le savoir,
une multitude d’informations pre´cieuses. En 2010, les quantite´s d’informations
(donne´es, musiques, vide´os, documents, etc.) cre´e´es sont estime´es a` 1,2 zetta-
octets 1. La croissance de ces quantite´s d’informations va se poursuivre au
rythme effre´ne´ de 45% par an jusqu’en 2020, pre´voit le cabinet d’e´tudes IDC
(cf. figure 1). Agre´ge´es, compare´es a` des releve´s historiques et me´lange´es aux
donne´es produites, ces informations constituent un re´servoir conside´rable de
connaissances utiles.
Figure 1 – Des volumes de donne´es plus importants et plus complexes a` traiter
Mais pour que l’abondance de l’information ne tue pas l’information, ces
donne´es doivent eˆtre ge´re´es a` l’aide de syste`mes automatise´s. Notre travail se
situe dans le contexte de ces outils automatise´s et plus pre´cise´ment dans le
domaine de la RI (Recherche d’Information).
1. Un zetta-octet est 10 a` la puissance 21, soit 10 suivi de 20 ze´ros
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Contexte du travail
La RI est une branche en informatique qui s’inte´resse a` l’acquisition, l’orga-
nisation, le stockage et la recherche des informations. Elle regroupe l’ensemble
de proce´dures et techniques permettant de se´lectionner a` partir d’une collection
de documents, les informations (documents ou portions de documents) perti-
nentes re´pondant a` des besoins utilisateurs, exprime´s a` travers des requeˆtes.
La RI remonte a` peu de temps apre`s l’arrive´e des premiers ordinateurs,
et constitue l’une de plus anciennes applications de l’informatique a` l’acce`s
aux documents e´lectroniques. A` cette e´poque, en 1955, la plus remarquable
re´alisation est le WRU 2 Searching Selector, de James W. Perry et al. [167].
C’est une machine qui pouvait de´ja` re´soudre jusqu’a` 10 requeˆtes boole´ennes en
un seul passage sur une bande magne´tique. Les premiers syste`mes de recherche
d’information (SRI) utilise´s par des libraires sont fonde´s sur des mode`les de
recherche boole´ens. Le de´veloppement du syste`me SMART par Salton [197]
a` la fin des anne´es 1960, et qui utilise le mode`le vectoriel, a conduit a` des
de´veloppements novateurs.
Pre`s de soixante ans plus tard, et une vingtaine d’anne´es apre`s la re´volution
d’Internet et ses milliards de pages accessibles sur la Toile, la RI est plus que
jamais d’actualite´. En effet, la banalisation de l’informatique grand public et
l’acce`s quasi universel a` Internet ont induit une e´norme demande des utili-
sateurs vers une meilleure accessibilite´ aux seules donne´es qui les inte´ressent :
langue naturelle parle´e ou e´crite, images, musique, animations [55]. Cette explo-
sion de ressources d’information et leur he´te´roge´ne´ite´ a ramene´ a` de nouveaux
proble`mes a` la RI :
– E´volution des documents : collection gigantesque, dynamique et chan-
geante, surabondance de l’information, documents structure´es ou semi-
structure´s, documents multime´dias, donne´es re´parties, multilinguisme,
etc.
– E´volution des besoins : une seule requeˆte puise de´sormais dans diffe´rentes
sources simultane´ment : web, images, cartes, actualite´s, blogs, livres.
L’ambigu¨ite´ des requeˆtes des utilisateurs, la diversite´ de leurs besoins
en information et de leurs situations de recherche, etc.
Ces proble`mes ont remis en cause les mode`les classiques de RI. En effet, les
me´thodes classiques d’indexation et de recherche en RI, davantage destine´es
aux donne´es textuelles, ne sont pas directement applicables a` ces nouveaux
documents, en particulier les documents semi-structure´s de type XML. En ef-
fet, la RI dans les documents semi-structure´s se caracte´risent par la forme
2. WRU : Western Reserve University, Cleveland (US). Voir en particulier la
re´fe´rence Web http ://www.libsci.sc.edu/Bob/ISP/cwru.htm
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des requeˆtes, elles peuvent eˆtre sous forme de mots-cle´s et/ou de contraintes
structurelles et/ou de contenu multime´dia et la forme de l’unite´ d’information
renvoye´e en re´ponse a` ces requeˆtes. Ces unite´s sont des parties du document
re´pondant d’une manie`re exhaustive et spe´cifique a` la requeˆte.
Ces unite´s sont souvent renvoye´es sous forme d’une liste ordonne´e : chaque
unite´ est cense´e re´pondre totalement a` la requeˆte. Or un e´le´ment peut en ef-
fet, re´pondre souvent partiellement a` une requeˆte. Une re´ponse ide´ale serait
par exemple l’agre´gation d’un e´le´ment X avec un e´le´ment Y unis d’ailleurs
d’un meˆme document que de documents diffe´rents. Nos travaux se situent
pre´cise´ment a` la conjonction de la RIS (Recherche d’Information Structure´e) et
la RI agre´ge´e. L’objectif des syste`mes de RIS n’est plus de renvoyer le document
entier re´pondant a` la requeˆte, mais plutoˆt l’unite´ d’information (ou e´le´ment
XML) re´pondant le mieux a` la requeˆte. Pour re´pondre a` ce challenge, plusieurs
mode`les de recherche ont e´te´ propose´s dans la litte´rature (cf. chapitre 2, section
2.6). Quant a` la RI agre´ge´e, son objectif cherche a` assembler des e´le´ments pro-
venant de sources diffe´rentes : images, vide´os (dont YouTube), livres nume´rise´s
(Google Livres), cartes (Google Maps), actualite´s (Google News), etc.
Nous nous inte´ressons dans nos travaux a` l’application du paradigme de la
RI agre´ge´e en RIS afin de satisfaire l’utilisateur en lui renvoyant les meilleurs
ensembles d’unite´s d’informations re´pondant a` son besoin.
Proble´matique
La plupart des approches en RIS [202, 160, 127, 128, 177] conside`re que
les unite´s d’information retourne´es sont sous forme d’une liste d’e´le´ments dis-
joints. Ces e´le´ments peuvent eˆtre pertinents, non pertinents ou partiellement
pertinents. Le de´fi a` relever est alors d’arriver a` se´lectionner automatiquement
les e´le´ments re´pondant a` la fois de manie`re exhaustive et spe´cifique [168] a` la
requeˆte de l’utilisateur.
Nous nous inte´ressons au proble`me d’agre´gation d’e´le´ments XML. Nous
pensons qu’il existe des requeˆtes pour lesquelles, il est ne´cessaire d’agre´ger des
e´le´ments d’un meˆme document pour former la re´ponse la plus comple`te en terme
de pertinence. L’ide´e derrie`re la se´lection d’un ensemble d’e´le´ments au lieu
d’un e´le´ment tout seul vient du fait que nous croyons qu’un e´le´ment pourrait
eˆtre partiellement pertinents pour une requeˆte, alors que si nous regroupons
ces e´le´ments ensembles, nous pourrons alors produire une meilleure re´ponse a`
l’utilisateur.
Les travaux de´crits dans cette the`se s’inte´ressent a` la se´lection de l’agre´gat
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(ensemble d’e´le´ments) qui re´pond le mieux a` une requeˆte compose´e de simple
mots-cle´s (requeˆtes de type CO (Content Only)).
La question de l’agre´gation des e´le´ments XML a rec¸u peu d’attention dans
la litte´rature. La premie`re tentative propose´e permettant de re´pondre a` cette
proble´matique est celle propose´e par Bessai et Alimazighi [29].
L’e´mergence de la RI agre´ge´e a permis non seulement de re´viser l’acce`s a`
l’information mais aussi de remettre en cause le paradigme d’e´valuation clas-
sique des syste`mes de RIS. Plusieurs questions se posent dans ce contexte, elles
portent en ge´ne´ral sur la manie`re de :
– agre´ger les e´le´ments potentiellement pertinents ;
– e´laguer ceux qui sont redondants ;
– regrouper ceux qui se comple`tent ;
– e´valuer le re´sultat d’une recherche ;
– prendre en compte l’information structurelle.
Dans le cadre de cette the`se, nous souhaitons mieux explorer l’impact de
l’agre´gation de telles unite´s en RIS, en e´tudiant notamment l’inte´reˆt d’utili-
ser des ensembles d’e´le´ments a` la place d’une simple liste et en e´valuant nos
propositions sur des collections de documents de type XML.
Contribution
Afin de re´pondre aux questions liste´es pre´ce´demment, nous avons propose´
un me´canisme complet d’agre´gation d’e´le´ments XML partant de la se´lection
jusqu’au renvoi d’un ensemble d’e´le´ments re´pondant a` une requeˆte de type
CO.
Notre approche se situe a` la jonction de la recherche d’e´le´ments les plus per-
tinents a` partir de documents XML et leur agre´gation dans un meˆme re´sultat.
Notre objectif est d’assembler automatiquement des e´le´ments pertinents, non-
redondants et comple´mentaires qui re´pondent ensemble le mieux au besoin de
l’utilisateur formule´ a` travers une liste des mots-cle´s. Le mode`le que nous pro-
posons trouve ses fondements the´oriques dans les RB (Re´seaux Baye´siens). La
structure re´seau fournit une manie`re naturelle de repre´senter les liens entre les
e´le´ments du corpus de documents XML et leurs contenus. Quant a` la the´orie
des probabilite´s, elle permet d’estimer de manie`re qualitative et quantitative
les diffe´rents liens sous-jacents. Elle permet notamment d’exprimer le fait qu’un
terme est probablement pertinent vis-a`-vis d’un e´le´ment et de mesurer a` quel
point une re´ponse a` la requeˆte contient un ensemble d’e´le´ments pertinents,
non-redondants et comple´mentaires.
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Plus pre´cise´ment, au niveau de la pertinence d’e´le´ments dans un re´sultat de
recherche, nous estimons que la pertinence d’un agre´gat en fonction d’un terme
de´pend non seulement de sa pertinence dans chaque e´le´ment de l’agre´gat en
question mais aussi de sa pertinence dans la collection afin d’e´viter le proble`me
des fre´quences nulles des quelques termes.
Au niveau de l’e´limination d’e´le´ments redondants, nous avons, tout d’abord,
propose´ une contrainte de structure qui nous permet d’enlever les e´le´ments qui
se chevauchent. Cette contrainte d’inclusion a pour objectif de ramener dans
un agre´gat, les e´le´ments qui n’ont pas une relation de parente´ (ou anceˆtre-
descendant). Nous avons ensuite propose´ une deuxie`me contrainte de contenu
qui nous permet d’avoir dans un agre´gat uniquement les e´le´ments dissimilaires.
Cette contrainte de similarite´ a pour objectif de renvoyer dans un agre´gat les
e´le´ments qui ne sont pas semblables. Pour cela, nous avons propose´ un algo-
rithme pour fixer le seuil similarite´ entre les e´le´ments redondants.
Nous avons e´galement propose´ au niveau de la comple´mentarite´ entre les
e´le´ments d’un agre´gat une fonction de propagation qui favorise les e´le´ments
les plus loin de nœud racine. En effet, les e´le´ments loin du nœud racine d’un
document paraissent plus porteurs d’informations comple´mentaires que ceux
situe´s plus haut dans le document. L’objectif ici est de favoriser les e´le´ments
qui se comple`tent mutuellement pour avoir une re´ponse plus comple`te.
Enfin, toutes nos propositions ont e´te´ e´value´es sur des collections standards
issues de la campagne d’e´valuation INEX 3 2009. Nous proposons e´galement
d’appliquer notre approche approche en deux modes :
– dans le premier mode, l’utilisateur n’intervient pas dans le jugement des
e´le´ments pertinents. Ce mode est utilise´ pour e´valuer les re´sultats enre-
gistre´s dans le cadre de la campagne INEX 2009 selon la strate´gie Focu-
sed ;
– dans le deuxie`me mode, l’utilisateur intervient dans le jugement de la per-
tinence d’agre´gats. Ce mode est base´ sur des contextes re´els d’e´valuation
de la redondance et la comple´mentarite´ entre les e´le´ments du top-1 agre´gat,
et l’utilite´ de la RI agre´ge´e contre la RIS.
Les re´sultats montrent l’inte´reˆt de l’approche propose´e. La combinaison
des deux sources d’e´vidence, la structure et le contenu, permet e´galement
d’ame´liorer les performances de manie`re significative.
3. INEX : INitiative for the Evaluation of XML Retrieval. Voir
http ://inex.is.informatik.uniduisburg
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Organisation de la the`se
Ce me´moire de the`se est constitue´ de la pre´sente introduction ge´ne´rale,
des deux parties principales et d’une conclusion ge´ne´rale. La premie`re partie
pre´sente le contexte ge´ne´ral dans lequel se situe notre travail, a` savoir la re-
cherche d’information structure´e et plus pre´cise´ment la recherche agre´ge´e dans
des documents semi-structure´s ; la seconde partie de´taille notre contribution
dans le domaine. La conclusion ge´ne´rale pre´sente les principales conclusions
ainsi que les perspectives de nos travaux.
L’objectif de la premie`re partie est de porter la lumie`re sur le domaine de
la recherche d’information structure´e, puis son application pour embrasser la
RI agre´ge´e. La premie`re partie regroupe trois chapitres.
Le chapitre 1, “La Recherche d’Information classique”, pre´sente les
notions et concepts de base de la RI. Nous pre´sentons brie`vement les fondements
de la RI classique. Ensuite, nous de´crivons les principaux mode`les de RI. Enfin,
nous pre´sentons les protocoles d’e´valuation d’un SRI.
Le chapitre 2, “La Recherche d’Information Structure´e”, traite les
enjeux de la RIS. Nous discutons la diffe´rence entre les approches oriente´es base
de donne´es et approches oriente´es recherche d’information. Nous pre´sentons
les diffe´rentes approches d’indexation et d’interrogation de´veloppe´es dans ce
cadre. Nous de´crivons ensuite les diffe´rents mode`les de recherche propose´s dans
la litte´rature. Enfin, nous abordons les protocoles d’e´valuation des syste`mes de
RIS.
Le chapitre 3,“Vers la Recherche d’Information agre´ge´e dans des do-
cuments semi-structure´s”, pre´sente les diffe´rentes approches en RI agre´ge´e
ainsi que les cadres d’e´valuation associe´s. Nous pre´sentons les limites des para-
digmes recherche boole´enne et recherche ordonne´e. Nous de´crivons ensuite les
motivations vers la RI agre´ge´e ainsi que ses diffe´rents domaines d’applications
et les proble`mes souleve´s. Nous de´crivons un e´tat de l’art de la RI structure´e et
la RI agre´ge´e. Enfin, nous pre´sentons des mode`les d’e´valuation en RI agre´ge´e,
notamment l’e´valuation des documents XML.
La deuxie`me partie de´taille notre contribution dans le domaine de la RI
agre´ge´e dans des documents XML. Elle comprend deux chapitres.
Le chapitre 4, “Un Mode`le de Recherche d’Information agre´ge´e
base´ sur les Re´seaux Baye´siens”, pre´sente notre approche d’agre´gation des
e´le´ments XML ainsi qu’une e´valuation expe´rimentale de cette approche. Nous
pre´sentons le cadre the´orique sur lequel repose notre mode`le, a` savoir les RB.
Nous de´taillons ensuite le mode`le que nous proposons. Enfin, nous illustrons le
Introduction ge´ne´rale 7
mode`le propose´ a` l’aide d’un exemple.
Le chapitre 5, “Expe´rimentations”, pre´sente les re´sultats des expe´rime-
ntations que nous avons e´value´. Ce chapitre pre´sente une premie`re e´valuation
expe´rimentale comparative entre notre re´sultat et les dix meilleurs re´sultats en-
registre´s par les participants a` la collection de test INEX 2009 selon la strate´gie
de recherche Focused. Ce chapitre pre´sente e´galement une deuxie`me e´valuation
expe´rimentale comparative entre la RI agre´ge´e dans des documents XML et la
RI structure´e.
En conclusion, nous dressons le bilan de nos travaux re´alise´s dans le cadre
de la RI agre´ge´e dans des documents XML. Nous introduisons ensuite les pers-
pectives lie´es a` nos travaux re´alise´s ainsi que les cadres d’e´valuation approprie´s.
Premie`re partie
Recherche d’Information
agre´ge´e dans les documents
semi-structure´s : Aperc¸u sur les
mode`les et les cadres
d’e´valuation
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Chapitre 1
La Recherche d’Information
classique
1.1 Introduction
La RI (Recherche d’Information) est une discipline de recherche qui inte`gre
des mode`les et des techniques dont le but est de faciliter l’acce`s a` l’information
pertinente pour un utilisateur ayant un besoin en information. Ce besoin en
information est souvent formule´ en langage naturel par une requeˆte de´crite par
un ensemble de mots-cle´s. L’objectif de tout Syste`me de RI (SRI) est alors de
retrouver dans une collection de documents ceux qui sont susceptibles d’eˆtre
pertinents a` une requeˆte. Un SRI peut eˆtre de´fini alors comme l’ensemble des
programmes et des ope´rations permettant la gestion, la repre´sentation, l’inter-
rogation, la recherche, le stockage et la se´lection des informations re´pondants a`
une requeˆte [196]. L’interrogation de la collection de documents a` l’aide d’une
requeˆte exige un appariement entre cette dernie`re et les documents. Ces docu-
ments sont souvent conside´re´s comme des documents textuels (plats).
Ce chapitre a pour objectif de pre´senter les concepts de base de la RI clas-
sique. La section 1.2 pre´sente tout d’abord les fondements de la RI classique.
La section 1.3 de´crit trois mode`les connu en RI, a` savoir le mode`le boole´en, le
mode`le vectoriel et le mode`le probabiliste. La section 1.4 donne un aperc¸u sur
les collections de test ainsi que les principales mesures d’e´valuation utilise´es.
La dernie`re section 1.5 conclut le chapitre.
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1.2 Processus de RI classique
Un SRI (Syste`me de Recherche d’Information) permet de se´lectionner a`
partir d’une collection de documents, des informations pertinentes re´pondant a`
des besoins utilisateurs, exprime´s sous forme de requeˆtes. Dans la suite de cette
section, nous abordons les concepts de base de la RI ainsi que la description du
processus ge´ne´ral d’un SRI.
1.2.1 Notions de base
Plusieurs notions cle´s s’articulent autour de la de´finition d’un SRI :
– Document : on appelle document toute unite´ d’information qui peut
constituer une re´ponse a` un besoin en information d’un utilisateur. Un
document peut eˆtre un texte, une portion de texte, une image, une bande
vide´o, etc.
L’ensemble de documents exploitables et accessibles s’appelle collection
de documents (ou fonds documentaire, corpus).
– Requeˆte : c’est une formulation du besoin d’information d’un utilisateur.
Elle peut eˆtre vue comme une description sommaire des documents cible´s
par la recherche. Divers types de langage d’interrogation sont propose´s
dans la litte´rature. Une requeˆte est un ensemble de mots-cle´s, mais elle
peut eˆtre exprime´e en langage naturel, boole´en ou graphique.
– Pertinence : une de´finition simple de cette notion fondamentale est
donne´e dans [38] : “La pertinence est le degre´ de correspondance entre
un document et une requeˆte, ou encore une mesure d’informativite´ du
document a` la requeˆte”. On trouve e´galement d’autres de´finitions de la
pertinence dans [194] telle que : “La pertinence est un degre´ de relation
entre le document et la requeˆte”.
La pertinence est indispensable pour l’e´valuation des SRI. Cependant,
de nombreuses e´tudes mene´es [26, 34] autour de la notion de pertinence,
montrent que la pertinence n’est pas une relation isole´e entre le docu-
ment et la requeˆte et qu’elle est de´finie par un ensemble de crite`res et
de pre´fe´rences qui varient selon les utilisateurs. Ces crite`res sont des fac-
teurs qui de´terminent la pertinence accorde´e a` l’information retrouve´e
par l’utilisateur dans un contexte de recherche pre´cis. Les facteurs qui
affectent les jugements de pertinence font l’objet de recherche depuis
de´ja` des de´cennies [66, 34, 26]. Nous citons les crite`res de´finis par [26]
et regroupe´s dans sept cate´gories : (1) le contenu informationnel des do-
cuments ; (2) le niveau d’expertise et de connaissances de l’utilisateur ;
(3) les croyances et pre´fe´rences de l’utilisateur ; (4) autres informations
lie´es a` l’environnement ; (5) les sources des documents ; (6) les documents
comme des entite´s physiques ; et (7) la situation de l’utilisateur.
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Compte tenu de ces facteurs, il existe plusieurs types de “pertinence” pos-
sibles entre un document et un besoin, nous en citons les quatre les plus
importantes [211] :
1. pertinence algorithmique (ou syste`me) : c’est une mesure algorith-
mique base´e sur le calcul de la pertinence de l’information par rap-
port a` la requeˆte en utilisant des caracte´ristiques des requeˆtes, d’une
part, et des documents, d’autre part. Le but de tout SRI est de
rapprocher la pertinence algorithmique calcule´e par le syste`me aux
jugements de pertinence donne´s par des utilisateurs. C’est le seul
type de pertinence qui est inde´pendant du contexte.
2. pertinence the´matique : cette pertinence est de´finie par le degre´ de
couverture de l’information retrouve´e au the`me e´voque´ par le sujet
de la requeˆte. C’est la mesure de pertinence utilise´e par les assesseurs
dans les campagnes d’e´valuation TREC 1[225].
3. pertinence coginitive : c’est la pertinence lie´e au the`me de la requeˆte,
selon la perception ou les connaissances de l’utilisateur sur ce meˆme
the`me ; cette pertinence est caracte´rise´e par une dynamique qui per-
met d’ame´liorer la connaissance de l’utilisateur via l’information ren-
voye´e au cours de sa recherche.
4. pertinence situationnelle (ou contextuelle) : cette pertinence est de´finie
par l’utilite´ de l’information juge´e relativement au contexte ou a` la
situation de l’utilisateur. C’est une pertinence dynamique.
Il est a` noter qu’un SRI ide´al doit supporter un mode`le de recherche
d’information qui rapproche la pertinence algorithmique calcule´e par le
syste`me aux jugements de pertinence donne´s par des utilisateurs.
1.2.2 Mise en œuvre d’un SRI
La mise en œuvre d’un SRI fait appel a` plusieurs e´tapes repre´sente´es par ce
que l’on nomme commune´ment, le processus en U illustre´ par la figure 1.1. Ce
processus consiste en deux principales phases : l’indexation et l’appariement.
– Indexation : cette phase consiste a` extraire et repre´senter le contenu des
documents a` l’aide d’un ensemble de termes significatifs, auxquels sont
associe´s des poids pour diffe´rencier leur degre´ de repre´sentativite´, sous
forme d’index. Cette structure d’index permet de retrouver rapidement
les documents contenant les termes (mots-cle´s) de la requeˆte.
– Appariement : cette phase consiste a` mesurer la pertinence de chaque
document vis-a`-vis de la requeˆte utilisateur selon une mesure de corres-
pondance du mode`le de RI, et a` renvoyer a` l’utilisateur une liste ordonne´e
des re´sultats.
1. TREC : Text REtrieval Conference. Voir http ://trec.nist.gov/
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Figure 1.1 – Processus en U de la RI
1.2.3 Indexation
L’indexation couvre un ensemble de techniques visant a` repre´senter le contenu
des documents (ou requeˆtes) par une liste de termes significatifs, que l’on
nomme : substituts ou descripteurs. Ces descripteurs forment le langage d’in-
dexation. De`s lors, l’indexation consiste a` de´tecter les termes les plus repre´sentatifs
du contenu du document.
En RI, diffe´rents modes d’indexation existent : l’indexation manuelle, automa-
tique ou semi-automatique.
– Indexation manuelle : chaque document est analyse´ par un spe´cialiste du
domaine (ou documentaliste) qui choisit les termes qu’il juge pertinents
dans la description du contenu se´mantique du document. Ce type d’in-
dexation est subjective, d’une part, car elle de´pend des connaissances de
l’ope´rateur et d’autre part, inapplicable pour une collection volumineuse.
– Indexation automatique : cette indexation repose sur des algorithmes as-
sociant automatiquement des descripteurs a` des parties de document. Elle
peut se faire selon une me´thode linguistique ou statistique.
– Indexation semi-automatique : c’est une combinaison des deux me´thodes
pre´ce´dentes : un premier processus automatique permet d’extraire les
termes du document. Cependant, le choix final des descripteurs est laisse´
au documentaliste, qui utilise un vocabulaire controˆle´ sous forme
de the´saurus 2 ou de base terminologique.
D’une fac¸on ge´ne´rale, un processus d’indexation automatique comprend un
ensemble de traitements automatiques sur les documents : extraction de mots
simples, e´limination de mots vides, normalisation et ponde´ration des mots.
2. Un the´saurus est une liste organise´e de descripteurs (mots-cle´s) obe´issant a` des
re`gles terminologiques propres et relie´s entre eux par des relations se´mantiques.
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1. Extraction de mots simples :
Cette e´tape consiste a` extraire du document un ensemble de termes ou de
mots simples par une analyse lexicale permettant d’identifier les termes en
reconnaissant les espaces de se´paration des mots, des caracte`res spe´ciaux,
des chiffres, les ponctuations, etc.
2. E´limination de mots vides :
La liste de mots simples extraite pre´ce´demment peut contenir de mots
non significatifs, appele´s “mots vides”, tels que : les pronoms personnels,
les pre´positions ou meˆme des mots athe´matiques qui peuvent se retrouver
dans n’importe quel document (par exemple des mots comme contenir,
appartenir, etc). L’e´limination de ces mots peut se faire en utilisant une
liste dresse´e de mots vides (e´galement appele´e anti-dictionnaire ou sto-
plist), ou en e´cartant les mots de´passant un certain nombre d’occurrences
dans la collection. Bien que ce traitement pre´sente l’avantage de diminuer
le nombre de termes d’indexation, il peut cependant induire des effets de
silence. Par exemple, en e´liminant le mot “a” de “vitamine a”.
3. Normalisation (lemmatisation ou radicalisation) :
Cette e´tape consiste a` re´duire les mots a` leur forme canonique, a` leur
racine : toutes les formes d’un verbe, par exemple, sont regroupe´es a`
l’infinitif, tous les mots au pluriel sont ramene´s au singulier, etc. On
distingue quatre principales me´thodes de normalisation :
– par analyse grammaticale en utilisant un dictionnaire (ex : Tree-tagger 3) ;
– par utilisation de re`gles de transformation de type condition action
surtout pour l’anglais (ex : l’algorithme de Porter [179]) ;
– par troncature des suffixes a` X caracte`res (ex : la troncature a` 7 ca-
racte`res) ;
– par la me´thode des n-grammes utilise´e pour le chinois et tre`s inte´ressante
pour la radicalisation.
Il reste cependant a` mentionner que ces traitements peuvent induire cer-
tains inconve´nients tels que la production de normalisation agressive, par
exemple, les mots university/universe, organization/organ, policy/police
sont normalise´s par l’algorithme de Porter, ou l’oubli de quelques norma-
lisations inte´ressantes, par exemple : matrices/matrix, Europe/European,
machine/machinery ne sont pas normalise´s. Il existe des techniques d’ana-
lyse de corpus pour re´duire ces effets ne´gatifs [233, 43].
4. Ponde´ration des termes :
Cette e´tape est ge´ne´ralement base´e sur des formules de ponde´ration qui
affecte a` chaque terme un degre´ d’importance (une valeur de discrimi-
nation) dans le document ou` il apparaˆıt. Il existe un grand nombre de
formules de ponde´ration qui exploitent deux facteurs : fre´quence de terme
(tf) et fre´quence inverse de document (idf) [193], de´finies dans ce qui suit :
3. http ://www.ims.uni-stuttgart.de/projekte/corplex/TreeTagger/
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– Fre´quence de terme (tf) :
La fre´quence du terme (term frequency) est le nombre d’occurrences de
ce terme dans le document conside´re´. L’ide´e sous-jacente est que plus
un terme est fre´quent dans ce document, plus il est important dans la
description de celui-ci. Soient le document dj et le terme ti, la fre´quence
tfij du terme dans le document est souvent utilise´e directement ou
exprime´e selon l’une des de´clinaisons suivantes [146] :
tfij = 1 + log(#tdij), tfij =
#tdij∑
k #tdkj
(1.1)
ou` #tdij est le nombre d’occurrences du terme ti dans dj. Le de´nomina-
teur est le nombre d’occurrences de tous les termes dans le document
dj. La dernie`re de´clinaison permet de normaliser la fre´quence du terme
pour e´viter les biais lie´s a` la longueur du document.
– Fre´quence inverse de document (idf) :
La fre´quence inverse de document (inverse document frequency) est
une mesure de l’importance du terme dans l’ensemble du corpus. Elle
consiste a` calculer le logarithme de l’inverse de la proportion de docu-
ments du corpus qui contiennent le terme. Cette mesure est exprime´e
selon l’une des de´clinaisons suivantes [146] :
idfi = log
|N |
n
, idfi = log
|N − n|
n
(1.2)
ou` n est la proportion des documents contenant le terme et N le nombre
total de documents dans collection.
La fonction de ponde´ration de la forme tf − idf consiste a` multiplier les
deux mesures tf et idf comme suit :
tf ∗ idf = log(1 + tf) ∗ log |N |
n
(1.3)
1.2.4 Appariement
La phase d’appariement du syste`me implique un processus d’interaction de
l’utilisateur avec le SRI illustre´ dans la figure 1.1. Cette interaction implique
le sce´nario suivant : l’utilisateur exprime son besoin en information sous la
forme d’une requeˆte. Le syste`me interpre`te la requeˆte et cre´e son index qui sera
compatible avec le mode`le d’index des documents. Ensuite le syste`me e´value la
pertinence des documents par rapport a` cette requeˆte en utilisant une fonction
de correspondance. Cette fonction exploite l’index ge´ne´re´ dans la phase d’in-
dexation dans le but de calculer un score de similarite´ (en anglais Relevance
Status Value), note´e RSV (q, d), entre la requeˆte indexe´e q et les descripteurs
Chapitre 1. La Recherche d’Information classique 15
du document d. Diffe´rents mode`les de RI ont e´te´ propose´s dans la litte´rature
et tentent de formaliser la pertinence en partant des mode`les na¨ıfs base´s sur
l’appariement exact vers des mode`les plus e´labore´s base´s sur l’appariement rap-
proche´ [46].
Le re´sultat est une liste de documents trie´e par ordre de valeur de correspon-
dance de´croissante, et pre´sente´ a` l’utilisateur. Celui ci apporte son jugement
sur les documents renvoye´s par le syste`me selon des crite`res lie´s a` son besoin
en information et au contexte dans lequel la recherche est effectue´e. Dans la
suite, nous pre´sentons les principaux mode`les de´veloppe´s en RI.
1.3 Aperc¸u des principaux mode`les de RI
Un mode`le de RI se de´finit par une formalisation du processus de RI et une
mode´lisation de la mesure de pertinence. Selon Baeza-Yates et Ribeiro-Neto
[23], un mode`le de RI est de´fini formellement par par un quadruplet (D, Q, F ,
R(qi, dj)), ou` :
– D est l’ensemble de documents ;
– Q est l’ensemble de requeˆtes ;
– F est le sche´ma du mode`le the´orique de repre´sentation des documents et
requeˆtes ;
– R(qi, dj) est la fonction de pertinence du document dj a` la requeˆte qi.
Nous pre´sentons dans la suite les principaux mode`les de RI : le mode`le
boole´en, le mode`le vectoriel et le mode`le probabiliste.
1.3.1 Mode`le boole´en
Le mode`le boole´en [190] est le premier mode`le de RI, et est base´ sur la
the´orie des ensembles. Dans ce mode`le, un document est repre´sente´ par une liste
de termes d’indexation. Ces termes sont relie´s par des connecteurs logiques ET,
OU et NON. Un exemple de repre´sentation d’un document est comme suit :
dj = t1 ∧ t2 ∧ t3... ∧ tn.
Une requeˆte est une expression boole´enne dont les termes sont relie´s par
des ope´rateurs logiques (OR, AND, AND NOT) permettant d’effectuer des
ope´rations d’union, d’intersection et de diffe´rence entre les ensembles de re´sultats
associe´s a` chaque terme. Un exemple de repre´sentation d’une requeˆte est comme
suit : qi = (t1 ∧ t2) ∨ (t3 ∧ t4).
La fonction de correspondance est base´e sur l’hypothe`se de pre´sence/absence
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des termes de la requeˆte dans le document et ve´rifie si l’index de chaque do-
cument dj implique l’expression logique de la requeˆte qi. Le re´sultat de cette
fonction est donc binaire. Cette fonction est de´crite comme suit : RSV (qi, dj) =
{1, 0}. Cette de´cision binaire sur laquelle est base´e la se´lection d’un document
ne permet pas d’ordonner les documents renvoye´s a` l’utilisateur selon un degre´
de pertinence parce que les termes ne sont pas ponde´re´s.
1.3.2 Mode`le vectoriel
Initialement propose´ par Salton et imple´mente´ dans le syste`me SMART
[191], dans ce mode`le la pertinence d’un document vis-a`-vis d’une requeˆte est
de´finie par des mesures de distance dans un espace vectoriel. Le mode`le vec-
toriel pre´conise la repre´sentation des requeˆtes utilisateurs et des documents
sous forme de vecteurs, dans l’espace engendre´ (a` n dimensions) par tous
les termes d’indexation [191]. Les dimensions sont constitue´es par les termes
du vocabulaire d’indexation. Chaque document est repre´sente´ par le vecteur
~dj=(w1,j, w2,j, w3,j, ..., wn,j). Chaque requeˆte est e´galement repre´sente´e par un
vecteur ~qi = (w1,i, w2,i, w3,i, ..., wn,i). Avec wk,j (resp. wk,i) est le poids du terme
tk dans le document dj (resp. dans la requeˆte qi). La fonction de correspon-
dance mesure la similarite´ entre le vecteur requeˆte et les vecteurs documents.
Une mesure classique utilise´e dans le mode`le vectoriel est le cosinus de l’angle
forme´ par les deux vecteurs :
RSV (qi, dj) = cos(~qi, ~dj) (1.4)
Plus deux vecteurs sont similaires, plus l’angle forme´ est petit, et plus le co-
sinus de cet angle est grand. A` l’inverse du mode`le boole´en, la fonction de
correspondance e´value une correspondance partielle entre un document et une
requeˆte, ce qui permet de retrouver des documents qui ne satisfont la requeˆte
qu’approximativement. Les re´sultats peuvent donc eˆtre ordonne´s par ordre de
pertinence de´croissante.
Le mode`le vectoriel suppose l’inde´pendance entre termes. En effet, la repre´-
sentation vectorielle conside`re chaque terme se´pare´ment alors qu’on peut avoir
des termes qui sont en relation se´mantique entre eux.
1.3.3 Mode`le probabiliste
Le mode`le probabiliste a e´te´ de´veloppe´ dans les anne´es 70, et sa fonction de
pertinence se base sur le calcul de la probabilite´ de pertinence d’un document
vis-a`-vis d’une requeˆte [183, 147]. Le principe de base consiste a` retrouver des
documents qui ont en meˆme temps une forte probabilite´ d’eˆtre pertinents, et
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une faible probabilite´ d’eˆtre non pertinents. E´tant donne´ une requeˆte utilisa-
teur qi et un document dj, il s’agit de calculer la probabilite´ de pertinence du
document pour cette requeˆte. Deux e´ve´nements se pre´sentent : R, dj est perti-
nent pour qi et R, dj n’est pas pertinent pour qi.
Le score d’appariement entre le document D et la requeˆte Q, note´ RSV (Q,D),
revient a` calculer le rapport entre la probabilite´ de pertinence d’un document
et sa probabilite´ de non pertinence. Ce score est donne´ par :
RSV (qi, dj) =
P (R|dj)
P (R|dj) (1.5)
En utilisant la re`gle de Bayes apre`s simplification, cela vient a` ordonner les
documents selon :
RSV (qi, dj) =
P (dj|R)
P (dj|R) (1.6)
Pour estimer les probabilite´s P (dj|R) et P (dj|R), un document sera de´compose´
en un ensemble d’e´ve´nements dj(t1, t2, ..., tN). Chaque e´ve´nement de´notera la
pre´sence ou l’absence d’un terme ti dans un document dj. En supposant l’inde´-
pendance des termes des documents, la formule pre´ce´dente devient :
RSV (qi, dj) =
N∑
i=1
log
P (wij|R)
P (wij|R) (1.7)
ou` wij indique la pre´sence ou l’absence terme ti dans le document dj. Apre`s
transformation, l’e´quation 1.7 s’e´crit :
RSV (qi, dj) =
N∑
i=1,ti∈q
log
P (wij = 1|R)P (wij = 0|R)
P (wij = 1|R)P (wij = 0|R) (1.8)
Un des inconve´nients de ce mode`le re´side dans la repre´sentation du document.
En effet, ce mode`le ne prend pas en compte les fre´quences des termes dans le
document. Pour pallier cet inconve´nient, Robertson et al. [185, 227] a propose´
le mode`le 2-Poisson base´ notamment sur la notion de termes e´lites qui inte`gre
diffe´rents aspects relatifs a` la fre´quence locale des termes, leur rarete´ et la
longueur des documents [183]. Ceci a donne´ lieu a` la formule BM25 :
wij = log(
N − df + 0.5
df + 0.5 )×
(k1 + 1) ∗ tf
k1 ∗ ((1− b) + b ∗ dlavgdl) + tf
(1.9)
Avec :
– dl est la longueur du document dj ;
– avgdl est la longueur moyenne des documents dans la collection ;
– k1 et b sont des parame`tres qui de´pendent de la collection ainsi que du
type de la requeˆte.
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Les expe´rimentations ont montre´ que les parame`tres k1 = 1, 2 et b = 0, 75
ont donne´ les meilleurs re´sultats, en termes de performances, sur les collections
TREC conside´re´es.
Les mode`les probabilistes comprennent e´galement le mode`le baye´sien ou d’infe´-
rence [220] et le mode`le de langue [178, 126].
1.4 E´valuation des performances des syste`mes
de RI
La validation expe´rimentale des SRI consiste a` mesurer ses performances
par comparaison de ses re´sultats retourne´es a` l’aide des me´triques standards a`
l’aide des collections de test controˆle´es.
Le premier paradigme qui constitue le cadre de re´fe´rence dans lequel s’ins-
crivent les expe´rimentations et la validation des SRI, se base sur une approche
de type laboratoire (laboratory-based model), appele´ paradigme de Cranfield,
initie´ par Cleverdon [60] dans le cadre du projet Cranfield Project II. Dans
cette approche, on parle d’e´valuation qualitative, car l’ide´e de base est de com-
parer, pour une requeˆte donne´e, les documents retrouve´s par le syste`me dans
la collection de test, aux re´ponses ide´ales e´tablies pour cette requeˆte dans la
collection de test, re´ponses qui ont e´te´ identifie´es manuellement par des docu-
mentalistes (experts du domaine). Il s’agit donc bien de comparer une notion
de pertinence syste`me a` une notion de pertinence utilisateur.
Cette approche est souvent adopte´e dans les campagnes d’e´valuation des SRI
tells que TREC, INEX, CLEF 4, etc.
1.4.1 Collections de test
Ge´ne´ralement, chaque collection de test est compose´e : d’une collection de
documents, aussi appele´e corpus de documents, d’une liste de requeˆtes et des
jugements de pertinence des documents par rapport a` ces requeˆtes.
– Collection de documents : c’est un corpus de documents sur lesquels
les SRI posent des requeˆtes et re´cupe`rent les documents pertinents.
Le choix d’une collection de´pend de la taˆche de recherche que l’on veut
e´valuer, pour garantir une repre´sentativite´ par rapport a` la taˆche. De
meˆme que la spe´cification du volume des collections de documents uti-
lise´es dans l’e´valuation est relativement de´pendante de la taˆche de re-
cherche implique´e dans le SRI a` e´valuer, pour garantir une diversite´ des
4. CLEF : Cross Language Evaluation Forum. Voir http ://clef.iei.pi.cnr.it/
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sujets et du vocabulaire. Les premiers corpus de test de´veloppe´s au de´but
des anne´es 1960 renferment quelques milliers de documents. Les corpus
de test plus re´cents (par exemple, ceux d’INEX et de TREC) contiennent
en ge´ne´ral des millions de documents. Le travail concernant la se´lection
des documents des corpus est d’ailleurs tre`s de´terminant et fait l’objet de
nombreuses recherches [86].
– Requeˆtes : ce sont souvent pre´sente´es sous forme de “topics” qui ex-
priment un besoin d’information de l’utilisateur. Pour exploiter au mieux
les caracte´ristiques de la collection de documents et avoir une e´valuation
assez objective, il est important de cre´er un ensemble de requeˆtes qui cor-
respondent aux the`mes aborde´s dans les documents. Les requeˆtes doivent
d’abord eˆtre extraites de log et ensuite, si ce n’est pas possible de les cre´er
artificiellement par les assesseurs.
– Jugements de pertinence : pour la construction d’un corpus de test,
les jugements de pertinence constituent la taˆche la plus ardue. Les ju-
gements de pertinence indiquent pour chaque document du corpus s’il
est pertinent, et parfois meˆme a` quel degre´ il l’est, pour chaque requeˆte.
Pour e´tablir ces listes de documents pour toutes les requeˆtes, les utilisa-
teurs doivent examiner chaque document de la base de document, et juger
s’il est pertinent par rapport a` une requeˆte donne´e. Dans les programmes
d’e´valuation tels que TREC, les collections de documents contiennent plus
d’un million de documents, ce qui rend impossible le jugement exhaustif
de pertinence. Ainsi, dans le cas de grandes collections, les jugements de
pertinence sont construits selon la technique de pooling, effectue´e a` partir
des 100 premiers documents retrouve´s par les syste`mes participants.
Les campagnes d’e´valuation ont apporte´ plusieurs e´volutions importantes.
La premie`re e´volution re´side dans la taille des collections, qui se veut la plus
re´aliste possible par rapport aux contextes re´els de la RI ; on vise ainsi des
collections de plusieurs centaines de milliers a` plusieurs millions de documents,
construites de manie`re collaborative par les participants aux campagnes. La
seconde e´volution est l’organisation de programmes d’expe´rimentation : les col-
lections sont e´tablies en vue d’expe´rimentations particulie`res (par exemple la
RI multilingue, le Web, Question-Re´ponse, etc.). La dernie`re concerne dans
l’aspect compe´titif des expe´rimentations a` INEX : les participants testent leur
syste`me au cours des meˆmes campagnes, et les re´sultats comparatifs sont pre´sente´s
dans des confe´rences spe´cifiques. Ainsi se perpe´tue, et meˆme se renforce, la tra-
dition d’expe´rimentation de la RI [55].
1.4.2 Protocole d’e´valuation
Le protocole d’e´valuation dans le mode`le d’e´valuation oriente´-laboratoire
de´finit une me´thodologie rigoureuse et efficace pour comparer plusieurs SRI,
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strate´gies de recherche, ou algorithmes sur une meˆme base, en spe´cifiant trois
composants non inde´pendants qui sont : le nombre de topics utilise´s, les mesures
d’e´valuation utilise´es et la diffe´rence de performance requise pour conside´rer
qu’une strate´gie de recherche est meilleure qu’une autre [44].
L’e´valuation de l’efficacite´ de chaque strate´gie de recherche consiste a` e´valuer
la liste des re´sultats obtenus pour chaque requeˆte de test. Cette e´valuation
est a` la base de la correspondance entre la pertinence algorithmique calcule´e
par le syste`me et la pertinence donne´e par les assesseurs. L’efficacite´ globale
d’une strate´gie de recherche est calcule´e comme e´tant la moyenne des pre´cisions
calcule´es selon une mesure donne´e sur l’ensemble des topics dans la collection
de test.
Les protocoles d’e´valuation se basent sur des mesures que nous pre´sentons
les principales dans le section suivante.
1.4.3 Mesures d’e´valuation
Rappel et pre´cision : Le rappel mesure la capacite´ d’un SRI a` retrouver
tous les documents pertinents a` une requeˆte et la pre´cision mesure sa capacite´
a` ne retrouver que ces documents pertinents.
Ge´ne´ralement les SRI retournent les documents classe´s par ordre de´croissant de
leur pertinence. Plusieurs travaux se sont penche´s sur cette notion de pertinence
[119, 40], affirmant la subjectivite´, la gradualite´ de cette notion. L’efficacite´
d’un syste`me mesure sa capacite´ a` satisfaire l’utilisateur en terme de pertinence
des documents restitue´s vis-a`-vis d’une requeˆte. Le tableau de contingence 1.1
permet de mesurer cette pertinence en fonction des documents restitue´s et non
restitue´s.
Pertinent Non pertinent
Restitue´s A ∩B A¯ ∩B B
Non restitue´s A ∩ B¯ A¯ ∩ B¯ B¯
A A¯ N
Table 1.1 – Tableau de contingence de la pertinence
Avec :
– A est l’ensemble des documents pertinents pour une requeˆte Q ;
– B est l’ensemble des documents restitue´s par le syste`me ;
– N est le nombre de documents de la collection ;
– |.| de´signe la cardinalite´.
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Selon le tableau de contingence 1.1, nous pouvons de´finir les mesures de
rappel (recall) et de pre´cision (precision) comme suit :
rappel = |A ∩B|
A
(1.10)
pre´cision = |A ∩B|
B
(1.11)
Une fac¸on d’e´valuer un SRI est de tracer une courbe de pre´cision-rappel.
Ainsi, si le re´sultat de recherche de´pend d’un certain parame`tre, par exemple
le rang d’un document restitue´, alors pour chaque point de rappel, les valeurs
de pre´cision peuvent eˆtre calcule´es. Un SRI est parfait si et seulement si les
documents retrouve´s sont tous pertinents, avec une pre´cision et un rappel de
100%. En pratique, ces deux taux varient en sens inverse, la pre´cision diminue
au fur et a` mesure que le rappel augmente. La figure 1.2 illustre la forme
ge´ne´rale de la courbe rappel-pre´cision d’un SRI.
Figure 1.2 – Forme ge´ne´rale de la courbe rappel-pre´cision d’un SRI
Comparaison entre SRI : pour comparer deux syste`mes de RI, il faut
les tester avec la meˆme collection de test (ou plusieurs collection de test). Un
syste`me dont la courbe de rappel/pre´cision est au-dessus de celle d’un autre
est conside´re´ comme un meilleur syste`me.
D’autres mesures ont e´te´ propose´es telles que :
– Precision@X (P@X) : cette pre´cision mesure la proportion des documents
pertinents retrouve´s parmi les premiers X documents retourne´s par le
syste`me. Elle permet en particulier de s’inte´resser a` la haute pre´cision,
lorsque peu de documents sont restitue´s.
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– R-precision (RPrec) : pre´cision apre`s que R documents ont e´te´ retrouve´s,
ou` R est le nombre de documents pertinents pour la requeˆte conside´re´e.
Cette mesure a e´te´ introduite dans TREC2 pour limiter l’influence du
nombre de documents pertinents : ce nombre varie en fonction des requeˆtes.
– Pre´cision moyenne interpole´e (MAiP) : cette pre´cision est calcule´e a`
diffe´rents niveaux de rappel (0%, 10%, 20%, ...,100%). Pour chaque ni-
veau de rappel, les valeurs calcule´es sont moyenne´es sur tout l’ensemble
des requeˆtes. La MAiP est calcule´e comme suit :
MAiP =
∑
q∈QAiPq
|Q| (1.12)
Avec :
– AiPq est la pre´cision interpole´e moyenne d’une requeˆte q ;
– Q est l’ensemble des requeˆtes ;
– |Q| est le nombre de requeˆtes.
Dans [154], S. Mizzaro a fait une e´tude comple`te des diffe´rentes mesures
d’e´valuation utilise´es en RI. Ceci a permis de de´gager d’autres mesures
de performance relativement importantes telles que :
– F-mesure (ou F-score) : la moyenne harmonique F-mesure qui consiste a`
combiner le rappel et la pre´cision en un nombre compris entre 0 et 1 [182].
Cette moyenne harmonique a des valeurs e´leve´es uniquement lorsque les
taux de rappel et de pre´cision sont e´leve´s.
F = 2 ∗ pre´cision ∗ rappel
pre´cision+ rappel (1.13)
Dans le cas de collections volumineuses, la construction de jugements de
pertinence complets est difficile ou meˆme impossible puisque elle est tre`s
couˆteuse en terme de temps. Dans la mesure MAP, les documents non
juge´s sont conside´re´s comme des documents non pertinents. Afin de pallier
cet inconve´nient, Buckley et Voorhees ont propose´ la mesure BPREF [44]
(Binary PREFerence-based measure).
– BPREF : cette mesure se focalise sur les documents re´ellement juge´s et
elle prend en compte les documents pertinents et les documents non per-
tinents afin de re´duire l’effet du jugement de pertinence qui n’est re´alise´
que sur certains documents. La mesure BPREF est donne´e par la formule
suivante :
BPREF = 1
R
∑
r
1− |n|
R
(1.14)
Avec :
– R le nombre de documents pertinents pour la requeˆte ;
– r est un document pertinent ;
– n est le nombre de documents non pertinents classe´s avant le document
pertinent r.
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– Mean Reciprocal Rank (MRR) : c’est une autre mesure, propose´e par
Voorhees [224], qui permet d’e´valuer le nombre de documents qu’il faut
conside´rer avant de retrouver le premier document pertinent. Elle est
e´gale a` la moyenne calcule´e sur l’ensemble des requeˆtes, du rang du pre-
mier document pertinent.
MRR = 1|Q|
Q∑
i=1
1
ranki
(1.15)
MRR est nulle pour une requeˆte si aucun document pertinent n’est re-
tourne´ par le syste`me. Cependant, MRR donne un score e´leve´ pour un
syste`me qui retourne des documents pertinents en haut de la liste pre´sente´e
a` l’utilisateur. Cette mesure est couramment utilise´e dans les syste`mes
Question-Re´ponse ou` l’utilisateur s’inte´resse a` recevoir la bonne re´ponse
en premier rang.
1.5 Conclusion
Nous avons pre´sente´ dans cette premie`re partie le processus de la RI dans
le cadre de la RI classique, les concepts de base ainsi que le fonctionnement
global de tout SRI. Nous avons aussi de´crit les mode`les les plus connus de la
RI ainsi que les techniques de´veloppe´es pour l’e´valuation de tout SRI.
Ce type de SRI fonctionne sur des documents textuels plats. L’ave`nement
des documents structure´s, de type XML par exemple, a apporte´ une nouvelle
proble´matique lie´e en particulier a` la manie`re d’exploiter non seulement le
contenu textuel de ces documents mais aussi l’information lie´e a` la structure.
Ceci ame`ne l’utilisateur a` affiner sa requeˆte en inte´grant des contraintes sur la
structure de l’information recherche´e. Nous pre´sentons dans le chapitre suivant
(2) les mode`les traitant conjointement le contenu et la structure des documents
structure´s.
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Chapitre 2
La Recherche d’Information
Structure´e
2.1 Introduction
Le de´veloppement du document e´lectronique et du Web ont conduit a`
l’e´mergence des formats de donne´es structure´es, tels que SGML 1, HTML 2 et
XML 3, permettant de repre´senter les documents sous une forme plus riche
que le simple contenu [226]. A` l’aide de ces formats, l’information textuelle et
l’information structurelle sont repre´sente´es conjointement dans un document.
Des mode`les de RI inte´grant cette relation formelle entre structure et contenu
se´mantique d’un document ont e´te´ de´veloppe´s.
En particulier, les documents semi-structure´s ont donne´ naissance a` une
nouvelle the´matique de la RI : la RIS (Recherche d’Information Structure´e).
Bien qu’elle pre´sente de nouvelles proble´matiques spe´cifiques, la RIS s’appui
fortement sur des approches de´ja` de´veloppe´es en RI. Dans le contexte de la
RI dans les documents semi-structure´s, appele´e e´galement RIS, la question
majeure souleve´e par ce type de document concerne la manie`re de prendre en
compte efficacement de l’information du contenu et de structure pour mieux
re´pondre aux besoins de l’utilisateur. Ces besoins peuvent eˆtre formule´s par le
biais de requeˆtes forme´es que de mots cle´ ou par des requeˆtes comportant des
mots-cle´s et des contraintes structurelles (des balises).
Les syste`mes d’acce`s aux documents structure´s sont confronte´s a` des nou-
veaux proble`mes dans toutes les e´tapes du processus de recherche a` savoir :
1. SGML : Standard Generalized Markup Language
2. HTML : HyperText Markup Language
3. XML : eXtensible Markup Language
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– Indexation : Faut-il adapter l’indexation classique afin de prendre en
conside´ration la structure des documents ? Comment indexer le contenu
par rapport au structure ? Comment ponde´rer les termes en tenant compte
de la structure ?
– Appariement : Quelle unite´ d’information faut-il se´lectionner ? En ef-
fet, les techniques classiques de RI (plein texte) conside`rent souvent le
document entier comme un granule d’information indivisible, or dans le
cas des documents XML tout e´le´ment (sous-arbre d’un document XML)
peut eˆtre une re´ponse potentielle a` la requeˆte de l’utilisateur. Le de´fi a`
relever est alors d’arriver a` identifier automatiquement l’unite´ d’informa-
tion, en l’occurrence les parties du document XML, re´pondant a` la fois de
manie`re exhaustive et spe´cifique [168] a` la requeˆte de l’utilisateur. Ceci a
conduit a` l’e´laboration de langages de requeˆtes spe´cifiques et a` de nou-
veaux mode`les de recherche.
Ce chapitre traite les enjeux de la RIS. Nous abordons dans la section 2.2 les
diffe´rents proble`mes souleve´s par la RI. Dans la section 2.3, nous discutons la
diffe´rence entre les approches oriente´es base de donne´es et approches oriente´es
recherche d’information. Nous pre´sentons respectivement dans les sections 2.4
et 2.5 les diffe´rentes approches d’indexation et d’interrogation de´veloppe´es dans
ce cadre. Nous de´crivons ensuite les diffe´rents mode`les de recherche propose´s
dans la litte´rature dans la section 2.6. Ces mode`les de recherche visent a`
re´pondre a` des requeˆtes base´es sur le contenu seul ou a` des requeˆtes base´es
sur le contenu et la structure. Dans la section 2.7, nous mettons l’accent sur
les techniques d’e´valuation des syste`mes de RIS ou` nous abordons la campagne
d’e´valuation INEX ainsi que les diffe´rentes mesures de´die´es a` l’e´valuation des
approches et des syste`mes dans le cadre de la RIS. La section 2.8 conclut le
chapitre.
2.2 Enjeux de la RIS
Avant d’aborder les approches de la RIS, nous pre´sentons brie`vement les
enjeux de la RIS en termes unite´ d’information retourne´e et son expression de
besoin.
2.2.1 Granularite´ de l’information recherche´e
En RI classique, les SRI renvoient des documents entiers comme re´ponse a`
une requeˆte utilisateur. Cette granularite´ “document” ne satisfait pas toujours
l’utilisateur vu que ce granule peut contenir du bruit, ou bien l’information
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pertinente peut eˆtre disperse´e sur tout le document. Il serait plus inte´ressant
de ne retourner que la partie du document qui semble pertinente vis-a`-vis de
la requeˆte. Ces hypothe`ses ont e´te´ largement e´tudie´es dans la recherche de
passages en RI classique (passage retrieval) [192].
Les documents semi-structure´s contiennent outre le contenu textuel, de l’in-
formation structurelle permettant ainsi de traiter l’information avec une granu-
larite´ plus fine. Le but de la RIS est alors d’identifier de manie`re automatique
les unite´s de documents les plus pertinentes. Ceci a nous ame`ne a` affiner le
concept de granule renvoye´ a` l’utilisateur. Une granule est une unite´ d’infor-
mation auto-explicatif, c’est-a`-dire l’information contenue ne de´pend pas d’une
autre unite´ d’information pour eˆtre comprise [97]. Ge´ne´ralement, l’objectif d’un
SRI, dans ce contexte, est de renvoyer des unite´s d’information auto-explicatives
a` l’utilisateur, et non des points d’entre´e dans les documents.
Dans le contexte de la RIS dans des documents XML, l’unite´ d’informa-
tion correspond a` un nœud de l’arbre du document (ou un sous-arbre) appele´
aussi e´le´ment 4. La pertinence d’un e´le´ment, re´ponse a` une requeˆte, peut eˆtre
e´value´ selon deux dimensions : exhaustivite´ et spe´cificite´ [88]. On dit qu’une
unite´ d’information est exhaustive a` une requeˆte si elle contient toutes les in-
formations requises par la requeˆte et qu’elle est spe´cifique si tout son contenu
concerne la requeˆte [81]. De ce fait, un syste`me de RIS devrait retrouver l’unite´
d’information la plus exhaustive et la plus spe´cifique re´pondant a` une requeˆte.
2.2.2 Expression du besoin en information
De part leur structure, l’utilisateur interroge les collections de documents
XML selon deux types de requeˆtes :
– Requeˆtes de type CO (Content Only) : ces requeˆtes sont compose´es
de simples mots-cle´s, et le SRI de´termine la granularite´ de l’information
a` renvoyer.
– Requeˆtes de type CAS (Content And Structure) : ces requeˆtes
portent sur la structure et le contenu des unite´s d’information, dans les-
quelles l’utilisateur spe´cifie des besoins pre´cis sur certains e´le´ments de
structure. Dans ce type de requeˆtes, l’utilisateur peut utiliser des condi-
tions de structure pour indiquer le type des e´le´ments qu’il de´sire voir
renvoyer.
Afin de pouvoir effectuer une recherche d’information qui tient compte de la
structure logique des documents, des nouvelles techniques d’indexation et d’ap-
pariement ont e´te´ propose´es. Ces techniques sont de´crites dans les prochaines
sections.
4. Nous utilisons dans la suite de ce rapport le terme e´le´ment pour de´crire un
sous-arbre d’un document XML.
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2.3 Les approches de la RIS
Les approches propose´es pour traiter spe´cifiquement la RIS peuvent eˆtre
classe´es en deux principales cate´gories : (i) l’approche oriente´e donne´es
(data-centric) utilise des techniques de´veloppe´es par la communaute´ des Bases
de Donne´es (BD), (ii) l’approche oriente´e documents (document-centric)
est prise en charge par la communaute´ RI. Le tableau 2.1 illustre les principes
de chaque communaute´ pour le traitement des documents semi-structure´s.
RI BD
Besoin en information Vague Pre´cis
Re´sultat Approche´ Exact
Requeˆte CO ou CAS SQL
Mode`le Mode`les de RI (probabiliste,...) The´orie des ensembles
Table 2.1 – RI vs. BD
2.3.1 Approches oriente´es documents
Les approches oriente´es documents conside`rent les documents XML comme
une collection de documents textes comportant des e´le´ments et des relations
entre ces e´le´ments. Les e´le´ments sont utilise´s comme moyen pour mieux iden-
tifier la pertinence d’une unite´ de document vis-a`-vis d’une autre unite´. La
majorite´ des travaux ont, en fait, adapte´ les mode`les de RI reconnus pour trai-
ter les documents XML [127, 95, 200, 177, 12, 160, 168].
2.3.2 Approches oriente´es donne´es
Les approches oriente´es BD s’inte´ressent davantage a` la structure du docu-
ment. Plusieurs langages ont e´te´ de´finis [45], Lorel [11], XML-QL [135], XQL
[54], XML-GL [52].
Ces approches permettent de traiter efficacement la structure des docu-
ments XML e´tant donne´ que les mots-cle´s sont examine´s de fac¸on binaire
(pre´sent/absent). Cependant, elles sont limite´es pour le traitement de la par-
tie textuelle des documents. Dans [195], Salton et al. ont de´montre´ qu’en RI
textuelle la prise en compte des poids des mots-cle´s dans un document est
primordiale, voire ne´cessaire. Ceci permet de mesurer un degre´ de pertinence
d’un document (ou d’une unite´ d’information) vis-a`-vis d’une requeˆte et donc
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de renvoyer a` l’utilisateur une liste trie´e de re´sultats, comme le proposent les
approches de RI.
Nos travaux portent sur la RI et par conse´quent, les proble´matiques exa-
mine´es dans la suite de ce chapitre sont aborde´es sous la perspective des ap-
proches oriente´es documents.
2.4 Indexation de documents semi-structure´s
Les SRI ont tre`s longtemps utilise´ des repre´sentations de donne´es tre`s
simples pour ope´rer des requeˆtes sur les textes, ou classer ceux-ci en diffe´rentes
cate´gories. Si les SRI ont tre`s longtemps utilise´ des repre´sentations de donne´es
vectorielles pour ope´rer des requeˆtes sur les textes, a` partir du de´but des anne´es
1990, ces repre´sentations ont commence´ a` prendre en compte la structure des
documents pour mener des travaux sur deux axes : la “recherche de passages”
et la “recherche de sous-structures”. Les premiers se limitent ge´ne´ralement a`
de´couper un document en sous-documents, et a` re´-appliquer a` ces unite´s d’in-
formations les mode`les habituels (souvent donc vectoriels) de la RI. La prise en
compte “simultane´e” du document et de ses sections pour ope´rer des recherches
plus fines n’est introduite qu’a` partir de 1994 par Wilkinson [229].
En RIS, l’objectif de l’indexation n’est plus seulement de stocker l’informa-
tion textuelle mais aussi l’information structurelle et de pouvoir pre´senter les
relations entre les deux types d’information. De ce fait, un sche´ma d’indexa-
tion de documents XML devrait principalement permettre la reconstruction du
document XML de´compose´ dans les structures de stockage et la recherche par
mot cle´ et par expressions de chemin sur la structure XML.
L’indexation de documents XML peut eˆtre range´e selon le type de l’infor-
mation en question (textuelle ou structurelle). Cette cate´gorisation permet de
mieux comprendre les diffe´rents enjeux souleve´s par chaque type d’information.
2.4.1 Indexation de l’information textuelle
L’indexation de l’information textuelle consiste a` extraire et ponde´rer les
termes repre´sentatifs. En RIS, et notamment avec les documents XML, la seule
diffe´rence par rapport a` la RI classique est comment lier les informations tex-
tuelles (ou termes) aux informations structurelle ? C’est ce qu’on appelle la
“porte´e des termes d’indexation”.
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2.4.1.1 Porte´e des termes d’indexation
Afin de relier les termes a` l’information structurelle, dans la litte´rature,
deux solutions ont e´te´ propose´es : une qui agre`ge le contenu des nœuds (c’est
l’approche d’indexation des sous-arbres imbrique´s) et l’autre qui indexe tous
les contenus des nœuds se´pare´ment (c’est l’approche d’indexation des unite´s
disjointes).
– Sous-arbres imbrique´s : ces approches conside`rent que le contenu
de chaque nœud de l’index est une unite´ atomique [12, 202, 110]. Les
termes des nœuds feuilles sont donc propage´s dans l’arbre des documents.
Comme les documents XML posse`dent une structure hie´rarchique, les
nœuds de l’index sont imbrique´s les uns dans les autres et par conse´quent,
l’index contient des informations redondantes. Dans [151], Mass et al. ont
conside´re´ que seuls quelques types de nœud sont informatifs (dans la col-
lection d’INEX 2005, ils ont par exemple se´lectionne´ : article, paragraphe,
section, sous-section). Un sous-index est ensuite construit pour chaque
type de nœud. L’index est l’ensemble des sous-index associe´s.
– Unite´s disjointes : dans ces approches, le document XML est de´compose´
en unite´s disjointes, de telle fac¸on que le texte de chaque nœud de l’in-
dex est l’union d’une ou plusieurs parties disjointes [159, 79, 89, 118, 187].
Une fois les unite´s d’indexation spe´cifie´es, il reste a` ponde´rer les termes.
Cette taˆche est une adaptation des fonctions de ponde´ration de´ja` propose´es en
RI classique.
2.4.1.2 Ponde´ration des termes d’indexation
Dans la RI classique, la ponde´ration des termes est base´e sur les notions
de tf et idf [193]. Dans la RIS, le poids d’un terme dans un e´le´ment de´pend
non seulement de son importance dans cet e´le´ment ou dans la collection mais
aussi de son importance dans le contenu du nœud meˆme, dans le contenu de
ses descendants, dans le contenu de ses voisins directs et dans le contenu des
nœuds auxquels il est relie´ [141, 118]. Ce dernier poids est de´fini par la mesure
ief (Inverse Element Frequency). Dans la litte´rature, plusieurs travaux ont
utilise´ ief, par exemple [230, 90, 200, 149, 171]. Des adaptations des formules
de ponde´ration utilise´es en RI classique a` la RIS sont propose´es dans [216]. Une
adaptation de la formule tf.idf permettant de calculer la force discriminatoire
d’un terme t pour une balise b relative a` un document d, est e´galement pre´sente´e
dans [236]. La nouvelle formule adapte´e est de´finie par tf.itdf (Term Frequency-
Inverse Tag and Document Frequency).
Pinel-Sauvagnat et Boughanem [171] ont utilise´ d’autres parame`tres pour
l’e´valuation de l’importance de termes tels que la longueur de l’e´le´ment et la
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longueur moyenne des e´le´ments de la collection.
2.4.2 Indexation de l’information structurelle
Diffe´rentes approches ont e´te´ propose´es pour indexer l’information structu-
relle selon des granularite´s varie´es [144]. Dans le processus d’indexation, toute
l’information structurelle n’est pas force´ment utilise´e. Dans la litte´rature, on
trouve trois approches pour l’indexation de l’information structurelle : Indexa-
tion base´e sur les champs, Indexation base´e sur des chemins et Indexation base´e
sur des arbres.
2.4.2.1 Indexation base´e sur des champs
Cette technique permet d’associer a` chaque terme le nom du champ dans
lequel il apparaˆıt. Avec ce type d’indexation, on filtre, au moment de la re-
cherche, les champs contenant le texte en question [93]. Le tableau 2.2 illustre
le re´sultat d’indexation du document illustre´ par la figure 2.1.
termes fre´quence champs
recherche 1 (titre, 1)
information 3 (titre, 1), (sec1, 1), (sec2, 1)
indexation 3 (titre, 1), (sec1, 1), (sec2, 1)
textuelle 1 (sec1, 1)
structurelle 1 (sec1, 2)
Table 2.2 – Indexation base´e sur les champs
Figure 2.1 – Exemple d’indexation de l’information structurelle
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2.4.2.2 Indexation base´e sur des chemins
Cette technique a pour but de retrouver rapidement des documents ayant
des valeurs connues pour certains e´le´ments ou attributs [113, 101]. Elle facilite
aussi la navigation dans les documents de manie`re a` re´soudre efficacement des
expressions XPATH et d’utiliser des index pleins textes sur les contenus. Cette
technique souffre cependant souvent de la difficulte´ de retrouver les relations
anceˆtres-descendants entre les diffe´rents e´le´ments des documents. Le tableau
2.3 illustre ce type d’indexation correspondant au document de la figure 2.1. En
2009, une nouvelle approche d’indexation base´e sur les chemins a e´te´ propose´e
par BenAouicha et al. [18]. Les auteurs ont propose´ d’exprimer les relations
entre un e´le´ment et ses descendants a` l’aide d’arcs virtuels au niveau de la
structure d’un document XML. Par exemple, dans la figure 2.1, le lien entre
les deux e´le´ments rapport et sec1 est un arc virtuel, etc.
termes fre´quence chemins
recherche 1 (/rapport/chapitre/titre)
information 3 (/rapport/chapitre/titre), (/rapport/chapitre/sec1), ...
indexation 3 (/rapport/chapitre/titre), (/rapport/chapitre/sec2), ...
textuelle 1 (/rapport/chapitre/sec1)
structurelle 1 (/rapport/chapitre/sec2)
Table 2.3 – Indexation base´e sur les chemins
2.4.2.3 Indexation base´e sur des arbres
Dans cette technique, chaque e´le´ment (nœud) du graphe repre´sentant le
document XML est identifie´ par un identifiant unique (UID) [133]. Les termes
sont associe´s a` cet identifiant afin de pouvoir localiser leurs emplacement dans
les e´le´ments et de retrouver les relations hie´rarchiques entres les e´le´ments [201].
L’UID peut e´galement eˆtre un chemin d’acce`s (XPath absolu, avec les nume´ros
des e´le´ments) de l’e´le´ment [231]. Le tableau 2.4 illustre ce type d’indexation
pour le document XML de la figure 2.1. Parmi les travaux utilisant cette tech-
nique d’indexation, nous citons [113, 101]. D’autres techniques d’indexation
structurelle base´e sur les arbres sont propose´es dans la litte´rature telles que
l’approche EDGE et BINARY [77], l’architecture BUS [104], etc.
Afin de be´ne´ficier au mieux de toutes les caracte´ristiques du document XML,
de nouvelles approches ont e´te´ propose´es. Elles consistent a` combiner l’approche
oriente´e donne´es et l’approche oriente´e documents [87, 214, 42, 168]. Ces ap-
proches permettent e´galement d’indexer le contenu textuel des documents et
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de ponde´rer les termes, ce qui rend ensuite possible un calcul de pertinence des
e´le´ments.
termes fre´quence nœuds
recherche 1 (3)
information 3 (3), (4), (5)
indexation 3 (3), (4), (5)
textuelle 1 (4)
structurelle 1 (5)
Table 2.4 – Indexation base´e sur les arbres
2.5 Interrogation des documents XML
Comme mentionne´ pre´ce´demment, l’interrogation des documents XML peut
se faire selon deux types de requeˆtes :
– Requeˆtes de type CO : ces requeˆtes sont compose´es de simples mots-
cle´s et imposent au SRI de de´cider la granularite´ de l’information a` re-
tourner. Elles sont utilise´es lorsque l’utilisateur n’a pas une ide´e pre´cise
de ce qu’il recherche ou n’a pas de connaissance concernant la structure
des documents.
– Requeˆtes de type CAS : ces requeˆtes sont compose´es de contraintes sur
le contenu et la structure. C’est le cas lorsque l’utilisateur peut spe´cifier
des conditions de structures pour pre´ciser son besoin et indiquer quel type
d’e´le´ments qu’il de´sire lui renvoyer. Ce type de requeˆte ne´cessite au moins
une connaissance partielle de la structure de la collection des documents
XML a` interroger.
De nombreux langages de requeˆtes ont e´te´ propose´s dans la litte´rature. D’une
manie`re ge´ne´rale, ces langages de requeˆtes supportent conjointement des cont-
raintes de contenu et de structure. Nous nous proposons d’en de´tailler quelques
uns dans ce qui suit, suivant leur ordre chronologique d’apparition.
2.5.1 XQuery
XQuery [53] est un langage de requeˆte pour XML propose´ par le W3C dont
la version 1.0 finale date de janvier 2007, et dont l’e´laboration a demande´ pre`s
de huit anne´es. Il se base sur XPath pour extraire et travailler sur des fragments
de documents XML. Les requeˆtes basiques de XQuery sont identiques a` celles
de´finies par XPath. Si l’on de´sire faire des requeˆtes simples, XPath peut donc
parfaitement suffire.
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XQuery est inte´ressant de`s le moment ou` l’on de´sire faire des requeˆtes com-
plexes ou encore faire appel a` la re´cursivite´. XQuery supporte des fonctions
oriente´es syste`mes documentaires : en particulier, un pre´dicat CONTAINS est
inte´gre´ pour la recherche par mots-cle´s.
On trouvera ci-dessous un exemple d’une requeˆte XQuery qui retourne les
pre´noms et les dates de naissance de touts les employe´s ayant le nom Dupont :
For $E in document (”exemple.xml”)//Employe
Where $E/nom = ”Dupont”
return
<dupont>{
$E/prenom,
$E/date naissance
}</dupont>
On notera enfin que le W3C a propose´ un Working Draft, qui a pour but
d’e´tendre les caracte´ristiques de recherche de XQuery a` la recherche plein-texte.
Le langage TexQuery [16] en est une application.
2.5.2 NEXI
Le langage NEXI a e´te´ de´fini dans [218, 219] pour re´pondre aux besoins de
la campagne d’e´valuation INEX. Les requeˆtes e´taient en effet pre´ce´demment
exprime´es en XML (pour 2002) ou XPath (pour 2003), mais dans le premier cas,
le langage n’e´tait pas assez puissant, et il e´tait trop complexe et dans le second
cas 63% des requeˆtes exprime´es par les participants (experts en RI) contenaient
des erreurs de syntaxe ! NEXI a alors e´te´ conc¸u comme un sous-ensemble exten-
sible d’XPath interpre´table de manie`re vague (il s’agit d’un langage de requeˆte
oriente´ RI et non BD). On utilise la syntaxe pour de´signer l’e´le´ment descen-
dant et rajoute une clause “about” pour apporter plus de pre´cision. NEXI
peut e´galement supporter des spe´cifications plus complexes en utilisant les pa-
renthe`ses ainsi que les ope´rateurs boole´ens.
L’exemple suivant est une requeˆte qui renvoie une section sec qui est un e´le´ment
du document article et qui contient un autre e´le´ment paragraphe p et qui parle
de “information retrieval”.
//article//sec[about(.//p,information retrieval)]
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2.5.3 XFIRM
Le langage de requeˆtes XFIRM [168] est une extension de XPath. Ce langage
permet de formuler la requeˆte de l’utilisateur selon quatre degre´s de pre´cision
comme les illustrent les exemples suivants :
– Degre´ de pre´cision P1 :
Toulouse OU (ville ET rose)
Ce type de requeˆte permet a` l’utilisateur d’exprimer son besoin en in-
formation en utilisant des mots-cle´s inde´pendamment de la structure de
l’unite´ d’information renvoye´e.
– Degre´ de pre´cision P2 :
section[la ville rose]
Dans cet exemple l’utilisateur de´sire re´cupe´rer des e´le´ments de type sec-
tion parlant de la ville rose. Avec ce type de requeˆte, nous pourrons
pre´ciser le type des e´le´ments a` renvoyer ainsi que des conditions sur le
contenu ou la valeur de ses attributs.
– Degre´ de pre´cision P3 :
//article[France]//section[Toulouse]
Avec ce type de requeˆte, l’utilisateur peut de´finir la structure hie´rarchique
entre les e´le´ments renvoye´s. Dans cet exemple, l’utilisateur de´sire re´cupe´rer
les e´le´ments articles parlant de la France et ayant des descendants de type
section parlant de Toulouse.
– Degre´ de pre´cision P4 :
//article[]//ec :section[Toulouse]//par[Capitole]
Dans cet exemple, l’utilisateur souhaite obtenir un e´le´ment de type section
parlant de Toulouse ayant comme anceˆtre un e´le´ment de type article et
comme descendant un e´le´ment de type paragraphe parlant de Capitole.
L’avantage du langage XFIRM est que l’utilisateur n’est pas oblige´ a` spe´cifier
le type de l’unite´ d’information qu’il de´sire voir retourne´e. De plus, ce langage
permet d’exprimer des chemins inde´termine´s ou partiellement connus, et per-
met de combiner de fac¸on boole´enne des conditions sur la structure.
2.6 Mode`les de RIS
Dans la litte´rature, les mode`les de RI classiques ont e´te´ adapte´s pour te-
nir compte de la source d’e´vidence, l’information structurelle, contenue dans
les documents XML, et des granularite´s varie´es de l’information. Ces mode`les
cherchent a` re´pondre a` des requeˆtes de type CO ou bien a` des requeˆtes de type
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CAS.
D’une manie`re ge´ne´rale, et inde´pendamment des mode`les de RIS, l’appa-
riement est effectue´ selon deux cate´gories d’approches diffe´rentes [173].
– Approches par propagation des termes : ces approches indexent
des sous-arbres imbrique´s et propagent les termes des nœuds feuilles dans
l’arbre du document ;
– Approches par propagation de pertinence : ces approches indexent
des unite´s disjointes et calculent les scores de pertinence au niveau des
feuilles des arbres XML. Ces scores sont ensuite propage´s vers les nœuds
internes.
Dans cette section, nous nous proposons de de´tailler les diffe´rentes me´thodes
propose´es pour adapter le mode`le boole´en (the´orie des ensembles), le mode`le
vectoriel (alge´brique) ou encore le mode`le probabiliste. Nous nous attardons
ensuite sur les mode`les de RIS base´s sur les RB. Notons simplement a` titre
d’illustration que :
– les approches pre´sente´s dans le cadre du mode`le vectoriel e´tendu, [82,
151, 90, 200, 64, 149, 64, 150, 18] utilisent une propagation des termes et
dans [83, 17, 100, 212, 168], il s’agit d’une propagation de pertinence.
– les approches de [217, 131] pre´sente´s dans le cadre du mode`le boole´en
ponde´re´, utilisent une propagation des termes.
– les approches pre´sente´s dans le cadre du mode`le probabiliste [56, 127, 79,
89], ou du mode`le infe´rentiel [177, 223, 67, 134, 131, 22, 70, 68, 132, 137]
ou du mode`le de langue [202, 230, 138, 12, 160, 110, 157], fonctionnent
tous e´galement graˆce a` une propagation des termes.
2.6.1 Mode`le vectoriel e´tendu
Le mode`le vectoriel e´tendu permet de se´parer l’information structurelle de
l’information de contenu [151, 149, 150]. Dans les approches issues de ce mode`le,
une mesure de similarite´ de chaque e´le´ment a` la requeˆte est calcule´e, et ce
a` l’aide de mesures de distance dans un espace vectoriel. Les e´le´ments sont
repre´sente´s par des vecteurs de termes ponde´re´s.
Dans la litte´rature, nous trouvons deux cate´gories d’approches. La premie`re
indexe des sous-arbres imbrique´s (section 2.4.1), c’est-a`-dire elles propagent les
termes des nœuds feuilles dans l’arbre du document. Les e´le´ments sont renvoye´s
a` l’utilisateur par ordre de´croissant de pertinence.
Fuller et al. [82] ont propose´ une des premie`res adaptations du mode`le
vectoriel a` la RIS. La pertinence d’un nœud est calcule´e a` part, puis combine´e
avec la pertinence des nœuds descendants. Le mode`le peut eˆtre ge´ne´ralise´ en
permettant le traitement des requeˆtes oriente´es contenu et structure. L’ide´e de
base est la` encore d’appliquer le mode`le re´cursivement a` chaque sous-arbre de
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la hie´rarchie pour ensuite effectuer une agre´gation des scores.
Mass et al. [151, 149] ont propose´ un syste`me de recherche, appele´ Ju-
ruXML, qui indexe les e´le´ments selon leur type (un index par type d’e´le´ment)
et applique ensuite le mode`le vectoriel pour la ponde´ration des e´le´ments.
Schlieder et Meuss [200] ont de´veloppe´ une autre extension du mode`le vec-
toriel, et qui consiste a` inte´grer la structure des documents dans la mesure de
similarite´ du mode`le vectoriel. La formulation des requeˆtes se fait sans besoin
de connaˆıtre la structure exacte des donne´es vu que leur mode`le de requeˆte est
base´ sur l’inclusion d’arbres. Afin de re´pondre a` des requeˆtes oriente´es contenu
et structure, les auteurs combinent ainsi le mode`le vectoriel et le “tree mat-
ching”.
BenAouicha et al. [18] proposent le mode`le XIVIR 5 qui permet la RIS par
la structure et/ou le contenu en utilisant une approche par propagation des
termes :
– Recherche par le contenu : la propagation du texte situe´ au niveau des
nœuds feuilles vers ses anceˆtres se fait selon deux approches. La premie`re
consiste a` repre´senter le contenu de chaque nœud feuille par un ensemble
de termes ponde´re´s. Ces derniers seront propage´s vers les anceˆtres de ce
nœud tout en diminuant leurs poids en fonction de la distance parcourue
au moment de la propagation. C’est la propagation du texte en profon-
deur. Quant a` la deuxie`me approche, propagation du texte par profondeur
et largeur, elle sera re´alise´e en fonction de la distance qui se´pare le nœud
feuille qui contient du texte et le nœud interne qui est cense´ recevoir le
texte. Le facteur de propagation est calcule´ en fonction de cette distance.
– Recherche par la structure : le document XML est repre´sente´ sous
forme d’un arbre de´fini comme un ensemble de chemins entre deux nœuds
A→ B ou` A est le nœud parent du nœud B. La relation entre A et B peut
eˆtre directe (parent/fils-direct) ou indirecte (parent/descendant). Afin de
refle´ter l’importance de la relation entre les nœuds A et B, un poids est
calcule´ pour chaque chemin. Si la relation est directe, le poids est e´gal a`
1, sinon, le poids w est calcule´ comme suit :
w = exp(λ ∗ (1− d(A,B))) (2.1)
ou` d(A,B) est la distance qui se´pare les deux nœuds A et B, et λ est
un coefficient d’atte´nuation. Pour la recherche par structure, le score de
structure entre une requeˆte q et un document d, RSV s, est calcule´ comme
suit :
RSVs =
∑
Aq
wq→Bq∈Eq≡Ad
wd→Bd∈Ed
wq ∗ wd (2.2)
5. XIVIR : XML Information retrieval based on VIRtual links
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ou` Eq (resp. Ed) est l’ensemble de tous les chemins ponde´re´s de la requeˆte
(resp. du document). Soient Aq l’e´le´ment A dans la requeˆte q et Ad est
l’e´le´ment A dans le document d, Aq ≡ Ad signifie que Aq est l’e´quivalent
a` Ad. Par exemple, chapter
0,37→ p ≡ chapter 1→ p[2] sur la figure 2.2. Selon
la structure entre la requeˆte et le document, le score est RSV s(Eq, Ed) =
2 + 0, 37 ∗ 0, 37 = 2, 14.
– Combinaison des scores : Le traitement se´pare´ du contenu et de la
structure de chaque e´le´ment XML engendre deux scores : un score pour
le contenu et un score pour la structure. Leur combinaison en un score
de´finitif permet de les ordonner selon leur pertinence potentielle. Dans ce
contexte, deux techniques pour la combinaison des scores sont propose´es :
une technique base´e sur une combinaison line´aire et une deuxie`me tech-
nique base´e sur les distributions des scores.
Les re´sultats obtenus au niveau de la mesure stricte de la taˆche VVCAS montrent
l’efficacite´ de ce mode`le. Cette taˆche est par essence la plus complexe, elle im-
pose l’installation de me´thodes de recherche oriente´es structure, et de se dis-
socier des me´thodes traditionnelles de RI et des me´thodes d’interrogation par
des requeˆtes semblables de SQL ou XQuery.
Figure 2.2 – Exemple de recherche par structure avec le syste`me XIVIR [18]
On trouvera e´galement la deuxie`me cate´gorie d’approches qui indexent des
unite´s disjointes (section 2.4.1), c’est-a`-dire elles calculent les scores de perti-
nence au niveau des feuilles des arbres XML et propagent ces scores ensuite
vers les nœuds internes.
Dans [83], Geva a propose´ un mode`le simple qui a obtenu de tre`s bons
re´sultats pendant les campagnes d’e´valuation INEX 2003 et INEX 2004. Ce
mode`le est base´ sur un fichier inverse pour l’indexation d’un document XML.
La recherche est re´alise´e par propagation des scores des e´le´ments feuilles. Ce
syste`me a obtenu les meilleurs re´sultats dans la campagne d’e´valuation INEX
2005 [84].
Chapitre 2. La Recherche d’Information Structure´e 39
Dans [212], Theoblad et Weikum proposent le moteur de recherche XXL qui
utilise une fonction de score base´e sur tf et idf . XXL offre des fonctionnalite´s
pour la recherche oriente´e pertinence de chemins, c’est a` dire que la recherche
est effectue´e avec des conditions de chemins vagues. XXL repose sur une syntaxe
SQL (select-from-where).
Dans [168, 172, 169], Pinel-Sauvagnat et al. proposent le syste`me XFIRM 6
qui est base´ sur un mode`le de donne´es ge´ne´rique permettant l’imple´mentation
de nombreux mode`les de RIS et le traitement de collections he´te´roge`nes.
Le traitement des requeˆtes est effectue´ en deux e´tapes : une premie`re qui
consiste a` e´valuer la similarite´ des nœuds feuilles de l’index a` la requeˆte (on
parle alors de calcul des poids des nœuds feuilles) et une seconde qui consiste a`
rechercher les sous-arbres pertinents. La pertinence des sous-arbres est e´value´e
en effectuant la propagation des poids des nœuds feuilles dans l’arbre du docu-
ment. Le langage de requeˆtes utilise´ est de´ja` de´taille´ dans la section 2.5.3.
– Calcul du score des nœuds feuilles : les scores des nœuds feuilles
identifie´s dans l’arbre du document sont calcule´s graˆce a` la fonction de
similarite´ RSV (q, nf).
Si la requeˆte est compose´e de termes et des poids associe´s, on a :
RSV (q, nf) =
T∑
i=1
wqi ∗wnfi , avec wqi = tf qi et wnfi = tfnfi ∗ iefi∗ idfi (2.3)
Avec :
– wqi et w
nf
i sont respectivement le poids du terme i dans la requeˆte q et
le nœud feuille nf ;
– tf qi et tf
nf
i sont respectivement la fre´quence du terme i dans la requeˆte
q et dans le nœud feuille nf ;
– idfi = log(|D|/|di|) permet d’e´valuer l’importance du terme i dans la
collection de documents ;
– |D| est le nombre total de documents de la collection ;
– |di| est le nombre de documents contenant i ;
– iefi = log(|NF ||nfi|) permet d’e´valuer l’importance du terme i dans
la collection de nœuds feuilles ;
– |NF | est le nombre total de nœuds feuilles de la collection ;
– |nfi| est le nombre de nœuds feuilles contenant le terme i.
– Propagation de la pertinence des nœuds feuilles : une valeur de
pertinence est ensuite calcule´e pour chaque nœud de l’arbre de document,
en utilisant les poids des nœuds feuilles qu’il contient [172]. Les termes
apparaissant pre`s de la racine d’un sous-arbre paraissent plus porteurs
d’information pour le nœud associe´ que ceux situe´s plus bas dans le sous-
arbre. Il semble ainsi intuitif que plus grande est la distance entre un
nœud et son anceˆtre, moins il contribue a` sa pertinence. Cette intuition
est mode´lise´e par l’utilisation dans la fonction de propagation du pa-
6. XFIRM : XML Flexible Information Retrieval Model
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rame`tre dist(n, nfk), qui repre´sente la distance entre le nœud n et un de
ses nœuds feuille nfk dans l’arbre du document, c’est-a`-dire le nombre
d’arcs se´parant les deux nœuds. Il paraˆıt aussi intuitif que plus un nœud
posse`de de nœuds feuilles pertinents, plus il est pertinent. Le parame`tre
|F pn |, qui est le nombre de nœuds feuilles descendants de n ayant un score
non nul est alors introduit dans la fonction de propagation. Une premie`re
e´valuation de la pertinence pn d’un nœud peut eˆtre calcule´e selon la for-
mule 2.4 :
pn = |F pn | ∗
∑
nfk∈Fn
αdist(n,nfk)−1 ∗ (RSVm(q, nfk)) (2.4)
ou` Fn est l’ensemble des nœuds feuilles nfk descendants de n, et α ∈]0, 1]
est un parame`tre permettant de quantifier l’importance de la distance
se´parant les nœuds dans la formule de propagation.
On peut e´galement inte´grer dans la mesure du score la pertinence que l’on
accorde au document entier. On parle alors de pertinence contextuelle.
La valeur de pertinence d’un nœud interne est de´finie alors comme suit :
pn = p ∗ |F pn | ∗
∑
nfk∈Fn
αdist(n,nfk)−1 ∗RSV (q, nfk) + (1− ρ) ∗ pracine (2.5)
Avec :
– Fn l’ensemble des nœuds feuilles nfk descendants de n ;
– |F pn | le nombre de nœuds feuilles descendant de n ayant un score non
nul ;
– RSV (q, nfk) calcule´ d’apre`s 2.3 ;
– ρ ∈ [0, 1] est un parame`tre servant de pivot et permettant d’ajuster
l’importance de la pertinence du nœud racine.
Les nœuds sont ensuite renvoye´s a` l’utilisateur par ordre de´croissant de
pertinence a` la requeˆte.
Ce mode`le a montre´ de bonnes performances au sein de la campagne
d’e´valuation INEX [170, 174, 171].
Enfin, on trouvera d’autres adaptations du mode`le vectoriel dans [148, 17, 64,
228, 109, 100].
2.6.2 Mode`le probabiliste
Les mode`les probabilistes constituent un outil puissant pour les mode`les
de RIS vu qu’ils permettent de traiter d’une manie`re efficace l’incertitude in-
trinse`que au processus de RI. Ces mode`les calculent la probabilite´ de perti-
nence des documents e´tant donne´e une requeˆte ou la probabilite´ de satisfaire
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la requeˆte e´tant donne´ le document.
2.6.2.1 Mode`le infe´rentiel
La naissance du mode`le d’infe´rence est le re´sultat de l’extension de deux
ide´es : (i) la proposition d’utiliser des logiques non classiques pour de´terminer le
degre´ auquel un document implique ou correspond a` une requeˆte ; (ii) la notion
d’infe´rence plausible et la possibilite´ de combiner plusieurs sources pour infe´rer
la probabilite´ de pertinence d’un document e´tant donne´e une requeˆte.
Dans la RIS, les diagrammes d’infe´rence ont e´te´ adapte´s pour exprimer les
relations de causalite´ entre termes et structures. Plus re´cemment, des travaux
ont essaye´ d’exploiter l’apport des RB pour de´finir des mode`les de RIS. L’avan-
tage apporte´ par l’utilisation des RB a e´te´ principalement de pouvoir combiner
des informations provenant de diffe´rentes sources pour restituer les documents
qui seraient les plus pertinents e´tant donne´e une requeˆte.
Parmi les travaux les plus re´cents, citons celui Piworwarski et al. [177, 175]. Les
auteurs ont propose´ un mode`le probabiliste base´ sur les RB ou` les de´pendances
de hie´rarchisation sont exprime´es par des probabilite´s conditionnelles. La pro-
babilite´ de pertinence d’un e´le´ment e sachant son parent p pour une requeˆte q
est P (e|p, q) est la suivante :
P (e = a|p = b, q) ' 11 + eFe,a,b(q) (2.6)
ou` Fe,a,b(q)est la pertinence de l’e´le´ment e selon le mode`le Okapi.
Une requeˆte q structure´e est de´compose´e en un ensemble de n sous-requeˆtes
e´le´mentaires qi. Chacune de ces sous-requeˆtes refle`te une entite´ structurelle et
un besoin d’information. Le score final est donne´ par la formule suivante :
RSV (ei, q) = RSV q1(ei, q) ∗ ... ∗RSV qn(ei, q) (2.7)
Ce mode`le est e´tendu, dans [223], au traitement des requeˆtes oriente´es contenu
et structure.
De Campos et al. [67] ont e´galement propose´ un mode`le de recherche base´
sur les RB ou` le diagramme d’infe´rence est base´ sur la probabilite´ condition-
nelle. Deux types de diagrammes sont propose´s : SID (Simple Inference Dia-
gram) et CID (Context based Inference Diagram). Un diagramme se compose
de deux parties : une partie qualitative (repre´sentation des variables et des
infe´rences) et une partie quantitative (probabilite´s des nœuds).
Plusieurs mode`les ont e´te´ propose´s pour l’interrogation de corpus he´te´roge`nes.
La majorite´ des solutions s’orientent vers la classification de documents [134,
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131, 22]. La recherche se fait alors au niveau des classes de documents. De-
noyer et al. [70] ont conc¸u un format interme´diaire qui permet de classifier les
documents en suivant un calcul base´ sur la probabilite´ conditionnelle.
Denoyer et Gallinari [68] ont e´galement traite´ le proble`me de classification de
documents structure´s a` l’aide de RB. Chaque nœud du RB comporte un libelle´
et des informations contextuelles. Deux sortes de variables sont envisage´es :
1. Une variable structurelle sid(d : document) qui de´pend de ses ascendants.
2. Une variable contextuelle tid qui ne de´pend que de ses variables structu-
relles.
La probabilite´ de jointure d’un document d a` un mode`le C est calcule´e comme
suit :
P (d, C) = P (c)
|d|∏
i=1
P (sid/pa(sid, C))P (tid/sid, C) (2.8)
Avec :
– tid est une se´quence de mots ;
– pa(s) est le parent d’un nœud.
Ce mode`le ge´ne´ratif permet de conside´rer des documents he´te´roge`nes (texte
plus image), ou` l’image est conside´re´e comme un ensemble de pixels. Il est par
la suite transforme en classifieur discriminant en utilisant la me´thode Fisher
Kernel [103].
Abiteboul et al. dans [10] visent a` proposer un format me´dian dans lequel
tous les documents du corpus (et e´ventuellement les requeˆtes) peuvent eˆtre
transforme´s pour ensuite appliquer des techniques traditionnelles de traitement
des requeˆtes structure´es.
D’autres approches, comme celle propose´e par Lee et al. dans [132] ou Lian
et Cheung dans [137] visent a` proposer des algorithmes de classification. Dans
la premie`re approche, les auteurs proposent un algorithme de matching entre
deux documents graˆce a` une se´quence d’ope´rations de transformations. Dans
la deuxie`me approche, les auteurs proposent un algorithme pour classifier les
documents en se basant sur le parame`tre distance et la notion de sous-graphe
qui sont code´s par des chaˆınes de bits.
2.6.2.2 Mode`le de langue
Sigurbjo¨rnsson et al. [202] proposent un mode`le de langue pour traiter
des requeˆtes de type CO. Les auteurs conside`rent que comme n’importe quel
e´le´ment XML peut potentiellement eˆtre renvoye´ a` l’utilisateur, chaque e´le´ment
est indexe´ afin d’assurer la meˆme fonction qu’un fichier inverse en RI classique
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et chaque document est indexe´ pour des calculs statistiques. L’arbre XML est
indexe´ en se basant sur le post et le pre´-ordre des nœuds. Par conse´quent,
pour chaque e´le´ment, le texte qu’il contient ainsi que le texte contenu dans
ses descendants est indexe´ (voir approches d’indexation base´es sur les sous-
arbres imbrique´s, section 2.4.1.1). Un mode`le de langue est ensuite estime´ pour
chaque e´le´ment de la collection. Pour une requeˆte donne´e, les e´le´ments sont
trie´s par rapport a` la probabilite´ que le mode`le de langue de l’e´le´ment ge´ne`re
la requeˆte. Ceci revient a` estimer la probabilite´ P (e, q), ou e est un e´le´ment et
q une requeˆte :
P (e, q) = P (e) ∗ P (q|e) (2.9)
Deux probabilite´s doivent donc eˆtre estime´es : la probabilite´ a priori de l’e´le´ment
P (e) et la probabilite´ qu’il ge´ne`re la requeˆte P (q|e). La premie`re probabilite´
est estime´e comme suit :
P (e) = |e||C| (2.10)
Avec :
– |e| est le nombre de mots dans l’e´le´ment e ;
– |C| est le nombre de mots contenus dans tous les documents.
Pour la seconde probabilite´, les auteurs conside`rent que les termes de la requeˆte
sont inde´pendants, et utilisent une interpolation line´aire du mode`le d’e´le´ment
et du mode`le de collection pour estimer la probabilite´ d’un terme de la requeˆte.
La probabilite´ d’une requeˆte t1, t2, ..., tn est ainsi calcule´e de la fac¸on suivante :
P (t1, ..., tn|e) =
n∏
i=1
(λ ∗ P (ti|e) + (1− λ) ∗ P (ti)) (2.11)
Avec :
– P (ti|e) est la probabilite´ d’observer le terme ti dans l’e´le´ment e ;
– P (ti) est la probabilite´ d’observer le terme dans la collection ;
– λ est un parame`tre de lissage.
Le calcul des probabilite´s peut eˆtre re´duit a` la formule de calcul des scores 2.12,
pour un e´le´ment e et une requeˆte t1, ..., tn.
s(e, t1, ..., tn) = β ∗ log(
∑
t
tf(t, e)) +
n∑
i=1
log(1 + λ ∗ tf(ti, e) ∗ (
∑
t df(t))
(1− λ) ∗ df(ti) ∗∑ tf(t, e))
(2.12)
Avec :
– tf(t, e) est la fre´quence du terme t dans l’e´le´ment e ;
– df(t) est le nombre d’e´le´ments contenant t ;
– λ est le poids donne´ au mode`le de langue de l’e´le´ment en lissant avec le
mode`le de la collection ;
– β est un parame`tre servant a` combler le fosse´ entre la taille de l’e´le´ment
moyen et la taille de l’e´le´ment moyen pertinent.
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Dans [230], l’utilisation de la fre´quence inverse d’e´le´ment ief est propose´e
pour faciliter les ponde´rations par e´le´ment : un nouveau poids probabiliste
pour les termes est alors formule´, utilisant ief et la fre´quence du terme dans
chaque e´le´ment. Les poids des termes de la requeˆte peuvent eˆtre e´tendus avec
des conditions sur l’appartenance du terme a` un certain e´le´ment ou chemin.
On trouvera d’autres approches base´es sur les mode`les de langues pour la
RIS dans [138, 12, 160, 110, 157].
2.6.2.3 Autres approches
Bogers et al. dans [32] proposent une approche base´e sur le mode`le de
langue afin d’effectuer une recherche dans d’une collection des livres. Leur prin-
cipal objectif est d’examiner l’efficacite´ de l’utilisation des fonctions sociales
pour re-classer les re´sultats de recherche initiales base´es sur le contenu. Ils se
concentrent en particulier sur l’utilisation de techniques de filtrage collaboratif
pour ame´liorer leurs re´sultats de recherche base´s sur le contenu.
Dans [30], Bhaskar et al. de´crivent un syste`me hybride de contextualisation
de tweets. Le syste`me de RI concentre´ est base´ sur l’architecture Nutch et
le syste`me de re´sume´ automatique est base´ sur le classement de phrases par
TF-IDF et des techniques d’extraction de phrases.
Une autre approche base´e sur le mode`le vectoriel est propose´e par Crouch
et al. dans [65]. Cette approche re´alise tout d’abord une recherche sur les docu-
ments afin d’identifier les articles pertinents a` l’aide du syste`me SMART [191].
Afin de produire d’extraits de documents correspondant a` chaque article, les
auteurs utilisent une approche appele´e Flex pour recherche flexible [63].
L’e´valuation de ces diffe´rentes approches de RIS est pre´sente´e dans la section
suivante.
2.7 E´valuation des performances des syste`mes
de RIS
Aujourd’hui, il existe une seule campagne d’e´valuation des diffe´rents syste`mes
de RIS. Cette campagne d’e´valuation est INEX (INitiative for the Evaluation
of XML retrieval). Elle a eu lieu depuis 2002. Elle offre un forum international
pour e´valuer et comparer les re´sultats enregistre´s par les diffe´rents participants,
mais aussi pour discuter les diffe´rentes proble´matiques qui se pre´sentent. La
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collection de test est un ensemble de documents XML, requeˆtes, taˆches de re-
cherche et jugements de pertinence. Le langage de requeˆte utilise´ dans INEX
est NEXI [219, 218].
INEX a propose´ plusieurs taˆches telles que la taˆche ad-hoc, la taˆche multimedia,
la taˆche relevance feedback, la taˆche he´te´roge`ne, etc.
2.7.1 Collections de test
Afin d’ame´liorer la qualite´ de l’e´valuation, les collections de test propose´es
dans la cadre de la campagne INEX ne cessent d’e´voluer. Entre 2002 et 2004,
INEX a utilise´e une collection compose´e des articles de la revue scientifique
“IEEE Computer Society”, balise´s au format XML et d’une taille totale aux
alentours 500 Mo. En 2005, la collection a e´te´ e´tendue pour comporter environ
17 000 articles issus de 21 revues pour une taille totale d’environ 750 Mo.
A` partir de 2006, la collection IEEE a e´te´ comple´te´e par de documents
en anglais extraits de l’encyclope´die en ligne “Wikipedia”, a e´te´ utilise´e dans
la plupart des taˆches. Cette collection de 6 Go, est compose´e de 659 388 de
documents d’une profondeur moyenne 6,72.
En 2009, une extension de la collection Wikipedia est fournie [199]. Elle est
compose´e de 2 666 190 articles Wikipedia annote´s et elle a une taille de 50,7
GB. Cette collection est utilise´e dans la taˆche adhoc ainsi que dans d’autres
taˆches. D’autres collections sont aussi fournies par la campagne d’e´valuation
pour e´valuer d’autres taˆches telles que la collection “mmwikipedia” pour une
sous-taˆche de la taˆche multimedia, ou encore les collections fournies pour la
taˆche he´te´roge`ne. Le Guide de Plane`te Solitaire a e´te´ aussi utilise´ et depuis
2007 une collection de livres parcourus a aussi e´te´ rendue disponible pour des
taˆches de recherche de livre.
2.7.2 Requeˆtes
Les participants a` INEX ont cre´e´ deux types de requeˆtes (ou topics) :
– CO : les mots-cle´s de cette requeˆte peuvent eˆtre regroupe´s sous forme
d’expressions et pre´ce´de´s par les ope´rateurs “+” (signifiant que le terme
est obligatoire) ou “-” (signifiant que le terme est exclu des e´le´ments
renvoye´s a` l’utilisateur).
– CAS : les contraintes de cette requeˆte portent sur la structure des docu-
ments.
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Pour chaque topics, diffe´rents champs permettant d’expliciter le besoin de
l’utilisateur. Par exemple, le champ title donne une de´finition simplifie´e de
la requeˆte, le champ keywords contient un ensemble de mots-cle´s qui ont per-
mis l’exploration du corpus avant la reformulation de´finitive de la requeˆte, et
les champs description et narrative, explicite´s en langage naturel, indiquent les
intentions de l’auteur.
A` partir de 2006, ces deux types de requeˆtes ont e´te´ regroupe´s dans un seul type
CO+S en rajoutant un nouveau champ castitle donnant la forme structure´e de
la requeˆte.
2.7.3 Taˆches de recherche
INEX propose plusieurs taˆches d’e´valuation afin d’explorer plusieurs voix de
recherche dans les documents XML. Nous de´taillons dans ce qui suit quelques
taˆches.
– Taˆche adhoc : c’est la taˆche principale de la campagne d’e´valuation
INEX. Elle est conside´re´e comme une simulation de l’interrogation d’une
bibliothe`que, ou` un ensemble statique de documents XML. Plusieurs
strate´gies de recherche sont e´tudie´es dans ce contexte en utilisant diffe´rents
types de requeˆtes (CO ou CAS). Nous citons quelques-unes :
1. La strate´gie Thorough consiste a` renvoyer a` l’utilisateur les e´le´ments
fortement pertinents ;
2. La strate´gie Focused suppose qu’un utilisateur pre´fe`re ne pas avoir
d’e´le´ments imbrique´s dans la re´ponse ;
3. La strate´gie Fetch and Browse appele´e aussi All in Context, consiste
a` classer les re´sultats par article ou document. L’e´valuation concerne
alors d’une part les documents et d’autre part le classement des
e´le´ments dans un document donne´ ;
4. La strate´gie Best in Context permet d’e´valuer les meilleurs points
d’entre´e dans un article donne´e.
– Taˆche he´te´roge`ne : lorsque les documents sont issus de diffe´rentes col-
lections, ils ne posse`dent pas la meˆme DTD. Notamment avec l’appari-
tion et l’utilisation des syste`mes distribue´s, la taˆche he´te´roge`ne s’ave`re
un ve´ritable challenge qui pose un certain nombre de de´fis :
1. avec des requeˆtes de type CO, des nouvelles approches doivent eˆtre
de´veloppe´es inde´pendamment des DTDs ;
2. avec des requeˆtes de type CAS, s’ajoute le proble`me de faire corres-
pondre des conditions structurelles appartenant a` diffe´rentes DTDs.
– Taˆche recherche de livres : il s’agit d’explorer des techniques permet-
tant de traiter des requeˆtes complexes (qui va au-dela` de la pertinence
et qui peuvent inclure des aspects comme le genre, la nouveaute´, le bien
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e´crit, etc.) et des sources d’information complexes (qui incluent des pro-
fils utilisateurs, des catalogues personnels et les descriptions de livres) en
utilisant une collection base´e sur des donne´es provenant de Amazon et de
LibraryThing.
– Taˆche contextualisation de tweets : l’objectif est de fournir un contexte
sur le sujet d’un tweet afin d’aider le lecteur a` comprendre. Cette taˆche
consiste a` re´pondre aux questions de la forme “Au sujet de quoi ce tweet ?”
Qui peut eˆtre re´pondu par plusieurs phrases ou par une agre´gation de
textes de diffe´rents documents Wikipe´dia. Ainsi, l’analyse de tweet,
XML/recherche par passage et le re´sume´ automatique sont combine´s afin
de se rapprocher des besoins re´els en information.
– Taˆche recherche d’extraits de documents : cette taˆche s’inte´resse
a` la fac¸on de ge´ne´rer des extraits d’information pour les re´sultats de
recherche. Ces extraits doivent fournir suffisamment d’informations pour
permettre a` l’utilisateur de de´terminer la pertinence de chaque document,
sans avoir besoin de consulter le document lui-meˆme.
2.7.4 Mesures d’e´valuation
Afin de traiter les besoins supple´mentaires induits par la RIS, une extension
des mesures traditionnelles utilise´es dans la RI classique a e´te´ propose´e. Cette
extension concerne plusieurs mesures d’e´valuation selon les taˆches et les anne´es.
Nous pre´sentons dans cette section les mesures d’e´valuation a` INEX 2005 et
INEX 2007.
2.7.4.1 Me´triques a` INEX 2005
Les mesures propose´es avant INEX 2005 ne prennent pas en compte d’un
proble`me essentiel de l’e´valuation : la surpopulation de la base de rappel [116].
Cette surpopulation est due aux re`gles d’infe´rence utilise´es lors de l’e´laboration
des jugements de pertinence [176] : si un e´le´ment est juge´ pertinent, ses anceˆtres
doivent aussi eˆtre juge´s pertinents, meˆme si leur degre´ de pertinence est moindre
(et ce notamment a` cause de la propagation de l’exhaustivite´ dans l’arbre
du document). Par conse´quent, un taux de rappel ide´al ne peut eˆtre obtenu
que par les syste`mes re´fe´renc¸ant tous les composants de la base de rappel, y
compris les e´le´ments imbrique´s. Afin de solutionner ce proble`me, Kazai et al.
e´tablissent dans [116] la de´finition d’une base de rappel ide´ale, qui supporterait
la proce´dure d’e´valuation suivante : les e´le´ments de la base de rappel ide´ale
doivent eˆtre retourne´s par les syste`mes, les e´le´ments proches de ceux contenus
dans la base de rappel ide´ale peuvent eˆtre vus comme des succe`s partiels, mais
les autres syste`mes ne doivent pas eˆtre pe´nalise´s s’ils ne les renvoient pas. Les
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mesures xCG sont propose´es pour re´pondre a` ces besoins. Les mesures xCG
(XML Cumulated Gain) sont des extensions du “gain cumulatif” propose´ par
Ja¨rvelin et Keka¨la¨inen dans [106].
xCG(i) =
i∑
j=1
xG(j) (2.13)
ou` xG(j) est le score obtenu pour l’e´le´ment classe´ a` la position j par le syste`me.
La me´trique xCG inclut les mesures de gain cumule´ e´tendu normalise´ (nxCG)
donne´es par :
nxCG(i) = xCG(i)
xCI(i) (2.14)
ou` xCI(i) est le gain cumule´ ide´al.
Les mesures de gain cumulatif ont e´te´ de´veloppe´es pour e´valuer les syste`mes
selon le degre´ de pertinence des documents retourne´s. La motivation derrie`re
XCG est d’e´tendre les mesures de gain cumulatif au proble`me des e´le´ments
imbrique´s. Les premiers tests de fiabilite´ de la mesure sont encourageants [117].
2.7.4.2 Me´triques propose´es depuis INEX 2007
Depuis 2007, les mesures officielles sont base´es sur l’interpolation du Rap-
pel/Pre´cision sur 101 niveaux [112].
– Pre´cision interpole´e selon quatre niveaux de rappel se´lectionne´s :
iP [jR],j ∈ [0, 00; 0, 01; 0, 05; 0, 1] La pre´cision a` un rang r est de´finie
comme suit :
P [r] =
∑r
i=1 rsize(pi)∑r
i=1 size(pi)
(2.15)
Avec :
1. pi est la partie du document assigne´e au rang i (avec i ≤ r) dans
la liste de re´sultats Lq des parties de documents retourne´es par un
syste`me de recherche pour une requeˆte q.
2. rsize(pr) est la taille du texte pertinent contenu dans pr en nombre
de caracte`res (ce texte est de´termine´ graˆce aux jugements de perti-
nence qui contiennent le bon e´le´ment avec sa taille) et size(pr) est
la taille totale du texte contenu dans pr en nombre de caracte`res.
Le rappel a` un rang r est de´fini comme suit :
R[r] =
∑r
i=1 rsize(pi)
Trel(q) (2.16)
ou` Trel(q) est la quantite´ totale du texte pertinent pour une requeˆte q.
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La mesure de pre´cision interpole´e iP [x] est la suivante :
iP [x] =
 max1≤r≤|Lq |(P [r] ∧R[r] ≥ x) if x ≤ R[|Lq|],0 if x > R[|Lq|]. (2.17)
ou` R[|Lq|] est le rappel pour tous les documents restitue´s. La mesure of-
ficielle utilise´e pour comparer les diffe´rents syste`mes est iP [0, 01].
– Moyenne des pre´cisions moyennes interpole´es selon 101 niveaux
de rappel (MAiP) : Pour n requeˆtes, MAiP est calcule´e comme suit :
MAiP = 1
n
∑
t
AiP (t) (2.18)
ou`Aip est la pre´cision moyenne interpole´e, elle est obtenue par la moyenne
des scores de pre´cision interpole´es selon 101 niveaux standards de rappel :
AiP = 1101
∑
x=0,00;0,01;...;1,00
iP (x) (2.19)
Nous utilisons ces mesures dans notre premie`re se´rie d’expe´rimentations du
chapitre 5, section 5.3.3.
2.8 Conclusion
Dans ce chapitre, nous avons passe´ en revue les me´thodes, mode`les et al-
gorithmes fondamentaux utilise´s en RIS. La dimension structurelle apporte´e
au contenu textuel des documents permet de conside´rer l’information avec une
autre granularite´ que le document tout entier. Le but pour les syste`mes de RIS
est alors de renvoyer les unite´s d’information (ou portions de documents) les
plus spe´cifiques et exhaustives a` la requeˆte utilisateur.
Nous avons aussi donne´ un aperc¸u sur les nouveaux concepts d’e´valuation
des syste`mes de RIS. Nous constatons qu’avec la structure la RI dans ses docu-
ments peut eˆtre plus spe´cifique et pre´cise. Ge´ne´ralement, les approches actuelles
renvoient des e´le´ments indissociables, or il existe des requeˆtes qui ne´cessitent
l’agre´gation de re´sultats. Ainsi, au lieu de re´cupe´rer une liste d’e´le´ments qui
sont susceptibles de re´pondre a` la requeˆte, notre contribution consiste a` agre´ger
des e´le´ments XML en utilisant des RB. L’avantage d’utiliser un mode`le de RIS
base´ sur les RB et leur capacite´ a` combiner des informations provenant de
diffe´rentes sources pour restituer une liste d’agre´gats qui seraient les plus per-
tinents e´tant donne´e une requeˆte.
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Nous allons pre´senter dans le chapitre suivant (3) les principales motiva-
tions de´veloppe´es en RI agre´ge´e comme une alternative prometteuse car elle
peut assembler dans la re´ponse des e´le´ments plus pertinents, non-redondants
et comple´mentaires.
Chapitre 3
Vers la Recherche d’Information
agre´ge´e dans des documents
semi-structure´s
3.1 Introduction
Les mode`les de RI peuvent eˆtre regroupe´s selon le type de mode`le mathe´ma-
tique utilise´, a` savoir : le mode`le ensembliste 1, le mode`le vectoriel 2 et le mode`les
probabiliste 3. Ils peuvent e´galement eˆtre regroupe´s selon le type de sortie a`
savoir une liste de documents non-ordonne´s ou une liste de documents ordonne´s
selon un degre´ de pertinence. Les premiers travaux en RI e´tant base´s sur le
premier paradigme alors, actuellement, c’est le second le plus utilise´.
Il y a peu de temps, lorsqu’on soumet une requeˆte a` un moteur de recherche
quel qu’il soit, ce dernier effectuait par de´faut la recherche sur un serveur prin-
cipal qui indexe les pages Web en HTML. Ce mode`le a e´volue´ en effet, les
moteurs de recherche cre´ent de plus en plus des moteurs annexes ou verticaux
pour d’autres types de contenus, soit la plupart du temps : images, vide´os,
actualite´s, livres, etc. Cette avance´e majeur des moteurs de recherche permet
donc d’ajouter des re´sultats comple´mentaires provenant d’autres sources a` la
1. ces mode`les trouvent leurs fondements the´oriques dans la the´orie des ensembles.
On distingue le mode`le boole´en pur, le mode`le boole´en e´tendu et le mode`le base´ sur
les ensembles flous.
2. ces mode`les sont base´s sur l’alge´brique, plus pre´cise´ment le calcul vectoriel.
Ils englobent le mode`le vectoriel, le mode`le vectoriel ge´ne´ralise´, Latent Semantic
Indexing et le mode`le connexioniste.
3. ces mode`les se basent sur les probabilite´s. Ils comprennent le mode`le probabi-
liste ge´ne´ral, le mode`le de re´seau de document ou d’infe´rence et le mode`le de langue.
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liste ordonne´e de documents Web. La RI agre´ge´e repre´sente l’une des alterna-
tives la plus prometteuse qui permet de re´pondre a` ce type d’attente. La RI
agre´ge´e peut e´galement offrir une vision plus riche de l’information issue des
diffe´rentes sources de donne´es.
Nous pre´sentons dans ce chapitre un aperc¸u des diffe´rentes approches en RI
agre´ge´e ainsi que les cadres d’e´valuation associe´s. La section 3.2 de´crit en de´tail
les proble´matiques des paradigmes recherche boole´enne et recherche ordonne´e.
La section 3.3 de´crit les motivations vers un nouveau paradigme de RI a` savoir
la RI agre´ge´e. La section 3.4 de´crit un e´tat de l’art de la RI structure´e et la
RI agre´ge´e. La section 3.5 de´crit diffe´rents mode`les d’e´valuation oriente´s RI
agre´ge´e, notamment l’e´valuation des documents XML. La dernie`re section 3.6
conclut le chapitre.
3.2 Limites de la recherche ordonne´e
La majorite´ des approches de RI renvoient les re´sultats de recherche sous
forme d’une liste de documents ordonne´e selon un crite`re, souvent leur perti-
nence vis-a`-vis de la requeˆte. L’ordre des re´sultats permet souvent de placer des
re´sultats pertinents en-teˆte de la liste. Ceci correspond au principe de classe-
ment. Dans [186], Robertson affirme qu’un SRI est optimal s’il devrait ordonner
les re´sultats selon leur probabilite´ de pertinence.
Typiquement, les re´sultats sont ordonne´s selon une fonction de classement
qui combine diffe´rents facteurs ge´ne´re´s a` partir de la requeˆte et la collection
de documents. Ces facteurs sont e´galement spe´cifiques au mode`le RI [196, 184,
37, 178, 38].
Ce paradigme de recherche devient moins efficace lorsque les informations,
que l’utilisateur souhaite avoir dans sa re´ponse, ne sont pas contenues dans
un document unique [158]. Dans ce cas, une liste ordonne´e n’est peut eˆtre pas
le bon moyen de pre´senter les re´sultats car l’utilisateur doit fouiller au sein
de diffe´rents documents pour collecter soi-meˆme les informations qui satisfont
son besoin d’information. Outre le fait qu’un tel parcours risque de s’ave´rer
couteux en temps, one´reux et fastidieux ; tout le proble`me est de savoir quand
s’arreˆter ?
Pour certaines requeˆtes, les re´sultats de recherche ne sont pas diversifie´s
tant en termes de contenu que de pre´sentation [61]. Ce paradigme de recherche
donnerait une pre´sentation uniforme a` tous les re´sultats. Toutefois, il convient
qu’il est parfois ne´cessaire de rechercher des images, des vide´os, des cartes
ou bien encore des informations appartenant a` une the´matique tre`s pre´cise.
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Par exemple, les requeˆtes “images of Niagara Falls”, “videos of Niagara Falls”
et “Niagara Falls” auront tous retourne´es des extraits de pages Web a` par-
tir d’une recherche traditionnelle sur le Web. Ide´alement, les deux premie`res
requeˆtes doivent renvoye´es respectivement des images et des vide´os, tandis que
la troisie`me requeˆte peut avoir des re´sultats divers (images, vide´os, pages web,
...). En fait, la diversification des re´sultats de la recherche a un inte´reˆt croissant
dans la RI selon [59, 14].
Plusieurs requeˆtes peuvent eˆtre ambigu¨es en termes de besoin d’information.
L’exemple re´fe´rence est la requeˆte “Jaguar”, qui peut se re´fe´rer a` une voiture, un
animal, un syste`me d’exploitation et ainsi de suite. Ide´alement, nous devrions
renvoyer une re´ponse par interpre´tation de la requeˆte [203]. Cela peut eˆtre par
plusieurs listes ordonne´es ou un ensemble de re´sultats lie´s.
3.3 Vers la RI agre´ge´e
3.3.1 Motivations
L’objectif de la RI agre´ge´e est de rassembler des informations a` partir di-
verses sources pour construire des re´ponses pertinentes a` la requeˆte. Comme
nous l’avons de´ja` mentionne´, dans le contexte de la liste ordonne´e, l’utilisateur
doit parcourir line´airement la liste en consultant les documents un a` un jusqu’a`
avoir le sentiment d’avoir collecte´ suffisamment d’informations. Outre le fait
qu’un tel parcours risque de s’ave´rer fastidieux, tout le proble`me est de savoir
quand s’arreˆter. A` partir de quel moment est-on certain d’avoir collecte´ assez
d’informations ?
Il est bien connu que dans le contexte de la recherche Web, l’utilisateur se li-
mite principalement a` des re´sultats au premier, deuxie`me et parfois (au plus)
troisie`me rang [209]. Selon une e´tude rapporte´e dans [105], il a e´te´ montre´
que sur 10 documents affiche´s, 60% des utilisateurs ont consulte´ moins de 5
documents et pre`s de 30% ont lu un seul document. De ce fait, il est impor-
tant de renvoyer a` l’utilisateur des re´sultats plus diversifie´s pour fournir une
bonne couverture de l’information disponible sur le Web concernant la requeˆte
[50, 180]. Autrement, les re´sultats retourne´s devraient donner un aperc¸u de
diffe´rents intentions de l’utilisateur derrie`re sa requeˆte. La question de la diver-
site´ des re´sultats retourne´s est encore plus importante pour les requeˆtes courtes
ou ambigu¨es. Par exemple, pour la requeˆte “travelling to London”, il serait plus
be´ne´fique de retourner des cartes, blogs, donne´es me´te´orologiques, etc.
La RI agre´ge´e permet d’apporter des solutions a` cette proble´matique. En effet,
son objectif est d’inte´grer d’autres types de documents (pages Web, images,
vide´os, cartes, actualite´s, etc.) dans la page de re´sultats. Ce type d’agre´gation
est aujourd’hui adopte´ par la majorite´ des moteurs de recherche : Google’s
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Universal Search 4, Yahoo !7 5, Ask 6 et Microsoft’s Live 7, etc. Les utilisateurs
ont acce`s ensuite a` diffe´rents types de re´sultats dans une seule interface. Ceci
peut eˆtre favorable pour certaines requeˆtes, de type par exemple “jaguar”. En
effet, cette meˆme requeˆte est soumise aux deux moteurs de recherche Web Ya-
hoo ! et ASK (consulte´s en novembre 2012) qui renvoient des re´sultats dans
des pages agre´ge´es indique´es dans les figures 3.1 et 3.2, respectivement. La
page agre´ge´e retourne´e par Yahoo !7 contient des informations approprie´es aux
diffe´rents contextes de la requeˆte (e.g. jaguar cars, jaguar cats, etc.). Quant au
moteur ASK, il affiche en plus une liste de sujets propose´s associe´s a` la requeˆte
sur le panneau late´ral (e.g. jaguar Cubs, jaguar Clipart, jaguar Food Chain,
etc.).
Figure 3.1 – Agre´gation des re´sultats renvoye´s par Yahoo !7 pour la requeˆte
“jaguar”
4. http ://www.google.com/intl/en/press/pressrel/universalsearch 20070516.html
5. http ://au.search.yahoo.com/
6. http ://www.ask.com/
7. http ://www.live.com/
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Figure 3.2 – Agre´gation des re´sultats renvoye´s par ASK pour la requeˆte “ja-
guar”
Une autre fac¸on d’aborder l’agre´gation et aller ainsi au-dela` de la notion
de liste ordonne´e, est de pre´senter ces re´sultats sous forme de clusters. Dans
[237], Zeng et al. proposent une approche base´e sur le regroupement (cluste-
ring). Ils conside`rent que le regroupement des re´sultats de recherche dans des
clusters permet d’avoir des documents qui se concentrent sur certains aspects
de la requeˆte. Exemple de moteur de recherche qui se base sur la technique de
regroupement, on trouve clusty 8.
Une autre approche commune pour fournir une telle vue d’ensemble est
le re´sume´ multi-documents. On trouve plusieurs syste`mes qui adoptent cette
technique pour agre´ger des re´sultats de recherche. Par exemple, WebInEssence
[73], NewsInEssence [72], NewsBlaster [152] et QCS [74].
D’autres approches combinent a` la fois deux techniques a` savoir le regrou-
pement et le re´sume´ multi-documents propose´ par Sushmita et al. [209]. En
fait, il s’agit de construire un document fictif a` partir d’un regroupement des
re´sultats par un moteur de recherche sous forme des clusters. Ce document fictif
est conside´re´ comme la re´ponse a` la requeˆte ou chaque chaque cluster corres-
pond a` des re´sume´s de documents web retourne´s. Une ame´lioration conside´rable
de l’espace re´sultat de l’utilisateur est constate´e.
Le mode`le de recherche oriente´ liste ordonne´e devient moins efficace lorsque
les informations demande´es par l’utilisateur ne sont pas contenues dans un
8. http ://www.clusty.com
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document unique, ou meˆme dans une seule cate´gorie de ressource. On peut
citer plusieurs exemples de requeˆtes pour lesquelles il est ne´cessaire de collecter
et d’assembler les informations pertinentes sous forme d’une re´ponse (“Avatar
trailer”, “kamini”, “Chelsea fc”, etc.). Ce nouveau paradigme de RI agre´ge´e a
e´te´ de´fini lors de l’atelier SIGIR’2008 :
“Aggregated search is the task of searching and assembling information from a
variety of sources, placing it into a single interface” [158].
3.3.2 Domaines d’application de la RI agre´ge´e
La question d’agre´gation de re´sultats a e´te´ aborde´e dans diffe´rents do-
maines. Nous illustrons dans ce qui suit les diffe´rentes instances de la RI agre´ge´e
vu sous des angles diffe´rents.
3.3.2.1 RI agre´ge´e relationnelle
Un des cadres de RI qui demande l’agre´gation des re´sultats est la RI agre´ge´e
relationnelle. Ce type de RI agre´ge´e porte sur deux approches a` savoir la re-
cherche oriente´e entite´ ainsi que la recherche relationnelle.
– Recherche oriente´e entite´ : les entite´s nomme´es sont des concepts
communs qui appartiennent a` des cate´gories tels que les emplacements,
noms de personnes, organisations, etc. Ils sont aussi appele´s des instances
de classes [24, 15, 122, 125].
Kato et al. [115] ont montre´ qu’environ 71% des requeˆtes de recherche
Web contiennent des entite´s nomme´es. Une autre e´tude re´cente [27] sur les
fichiers logs a re´ve´le´ qu’environ 73% a` 87% des requeˆtes contiennent des
entite´s nomme´es et qu’environ 18% a` 39% des requeˆtes sont des entite´s
nomme´es.
Quand on interroge sur l’entite´, on peut alors retourner un lot des in-
formations de ce sujet. Dans la litte´rature, il existe des approches qui
prennent une entite´ comme une requeˆte et retourne un contenu connexe
tel que la page d’accueil Wikipedia de l’entite´ [24, 25], d’images [31], de
profil d’une personne dans un re´seau social [235], etc.
– Recherche relationnelle : les approches d’extraction des entite´s tels
que les noms de personnes, lieux, organisations, etc. permettent aussi de
de´terminer leurs relations tels que “John works for Motorola”.
Dans [48], les auteurs identifient les diffe´rents types de requeˆtes qui peuvent
eˆtre satisfaites par la recherche relationnelle. Pour illustrer, nous pouvons
donner quelques exemples tels que “French wines”, “Capital of France”,
“features of iPhone” [122]. La premie`re requeˆte peut eˆtre re´pondue avec
une liste d’instances (entite´s nomme´es) alors que la seconde avec un at-
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tribut et le troisie`me avec de nombreux attributs.
La recherche relationnelle utilise des techniques d’extraction d’informa-
tion [15] et de fouille des donne´es semi-structure´es [47]. Les techniques
existantes peuvent de´couvrir des extraits d’information et leurs relations.
Ne´anmoins, leur utilisation pour la RI reste limite´e.
3.3.2.2 Recherche verticale
La recherche verticale [20, 71, 158, 206, 124, 123] traite l’agre´gation des
re´sultats de recherche provenant de diffe´rents moteurs verticaux. Un moteur
vertical peut eˆtre un moteur d’images, vide´os, actualite´s, etc. Ce type de re-
cherche permet aux utilisateurs d’interroger diffe´rents moteurs verticaux a` par-
tir de la meˆme interface. Le contenu pertinent peut eˆtre clairseme´ dans les
diffe´rentes sources.
3.3.2.3 Autres perspectives de la RI agre´ge´e
La RI agre´ge´e peut eˆtre appliquer dans des domaines spe´cifiques. Les ap-
proches ci-apre`s sont parfois trop spe´cifiques, mais il est important de les
pre´senter parce qu’elles sont inte´ressantes et bien re´pandu dans la litte´rature.
– La RI agre´ge´e est applique´e dans un service de recherche unifie´e de NA-
VER [164], le premier moteur de recherche core´en. Ce moteur de recherche
permet aux utilisateurs de rechercher dans diverses collections de docu-
ments.
– La RI agre´ge´e est exploite´e dans la recherche dans des bibliothe`ques
nume´riques. Strotmann et al. [205] introduisent deux graphes a` base de
structure pour aider a` naviguer dans des re´sultats de recherche. Le pre-
mier est un graphe sur les documents regroupe´s par auteur. Le second est
un graphe des auteurs avec des liens base´s sur l’analyse de co-citation.
– La RI agre´ge´e est utilise´e e´galement en sciences sociales. Kaptein et
Marx [161] extraient et agre`gent les concepts retrouve´s, leurs relations, les
me´thodes de recherche et l’information contextuelle. Les re´sultats peuvent
ensuite eˆtre consulte´es par la me´thode, la relation ou le concept de re-
cherche. Pour chaque concept de recherche, l’utilisateur rec¸oit un re´sume´
de l’information contextuelle.
– Le regroupement des actualite´s en fonction de la similitude et le temps a
montre´ un effet be´ne´fique [189, 96]. Articles de presse a` the`mes similaires
et date de publication peuvent repre´senter l’historique d’un the`me. Une
telle organisation peut aider l’utilisateur a` concentrer sa recherche dans
un sujet et un intervalle de temps [139].
Un contenu multime´dia peut eˆtre juxtapose´ a` cette historique [188]. C’est
Chapitre 3. Vers la RI agre´ge´e dans des documents semi-structure´s 58
le cas pour Google News 9 (voir figure 3.3). Rohr et al. [188] proposent
un calendrier afin de montrer l’e´volution d’un the`me.
Figure 3.3 – Re´sultats retourne´s par Google News pour la requeˆte “chelsea”,
consulte´ en avril 2009 [121]
– La recherche ge´ographique est devenu un axe de recherche tre`s inte´ressant
en RI [221, 108, 198]. L’information se rapporte a` la situation ge´ographique
ou` les choses se passent dans un lieu ge´ographique de´termine´. Les per-
sonnes et leurs taˆches sont lie´es a` leurs positions. Cette relation devient
importante lorsqu’on recherche des entite´s ge´ographiques ou lorsqu’on
personnalise la recherche en fonction du lieu de l’utilisateur [94, 156, 39].
Les entite´s ge´ographiques peuvent eˆtre associe´es a` d’autres types de contenu :
des images [145, 120], entite´s lie´es nomme´s [222], actualite´s, etc. Ces re-
lations peuvent devenir utiles pour d’autres RI agre´ge´e inter-verticale ou
de recherche Web.
– Enfin, on trouvera d’autres approches utilisant le paradigme de RI agre´ge´e
dans la recherche fe´de´re´e [21, 13, 102, 49, 91], les applications mash-
up 10 [92, 181], les approches QR 11 [155, 232], les approches de GAT 12
9. http ://news.google.com/
10. Les mash-up sont des outils agre´gateurs et manipulateurs interactifs de donne´es.
Elles combinent d’une manie`re se´quentielle ou paralle`le des sources (contenu ou ser-
vice) provenant de plusieurs applications plus ou moins he´te´roge`nes dans des do-
maines spe´cifiques
11. QR : Question-Re´ponse
12. GAT : Ge´ne´ration Automatique de Textes
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[162, 210, 163] et les discours politiques [114].
3.3.3 Proble´matique de la RI agre´ge´e
Bien qu’il paraˆıt un peu abstrait au de´part, plusieurs questions se posent
dans la RI agre´ge´e. Dans ce qui suit, nous citons quelques-unes mentionne´es
dans [121] : Identifier le type de re´ponse : le contenu des re´ponses renvoye´es
aux requeˆtes peut eˆtre diffe´rent. Pour certaines requeˆtes, une seule unite´ d’in-
formation suffit comme re´ponse, d’autres demandent de multiples unite´s. Des
requeˆtes telles que “Capital of France”, “BBC home page”, “height of Everest”,
“definition of Brontosaurus” peuvent eˆtre re´pondues par une seule unite´ d’in-
formation, tandis que des requeˆtes telles que “French wines by region”, “ratings
of Nokia E72”, “Chinese restaurants at New York” et “all about Nokia E72” de-
mandent de multiples unite´s. Identifier les unite´s d’information les plus
pertinentes : en RI agre´ge´e, nous pouvons re´cupe´rer des unite´s d’informa-
tion avec des granularite´s diffe´rentes et de types diffe´rents. Cela permet d’avoir
une re´ponse finale plus exhaustive. Il n’est pas anodin d’identifier les unite´s
qui devraient eˆtre utilise´es pour composer la re´ponse finale. Quand devrions-
nous utiliser une unite´ d’information au lieu d’un document entier ? Quand
devrions-nous utiliser le contenu multime´dia (images, vide´os, etc.) ? Quand
devrions-nous utiliser les moteurs de recherche spe´cialise´s (recherche d’images,
de recherche de vide´os de recherche nouvelles, etc.) ? C’est une des questions
les plus difficiles dans ce domaine. Assembler les diffe´rentes unite´s d’in-
formation dans un document cohe´rent : la RI agre´ge´e peut impliquer
toutes les manie`res possibles d’assembler les re´sultats de recherche. Cela peut
eˆtre un re´sume´, deux images et une de´finition, une table relationnelle, etc. L’un
des objectifs de la RI agre´ge´e est de choisir la meilleure agre´gation selon les
re´sultats de recherche disponibles. Quelle est la forme a` laquelle le re´sultat fi-
nal pourrait ressembler, il doit eˆtre lisible et cohe´rent. La principale question
est de savoir comment assembler et e´valuer la pertinence des re´sultats agre´ge´s
vis-a`-vis de la requeˆte, sachant qu’il est impossible de construire a priori toutes
les combinaisons possibles des re´sultats.
3.4 RI agre´ge´e dans les documents semi-structure´s
3.4.1 Proble´matique
Comme nous l’avons mentionne´ dans le chapitre pre´ce´dent, un proble`me
principal de la RIS est comment se´lectionner l’unite´ d’information qui re´pond
le mieux a` une requeˆte de type CO [111, 80]. La plupart des approches en RIS
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[202, 160, 127, 128, 177] conside`re que les unite´s retourne´es sont sous forme
d’une liste d’e´le´ments disjoints. Pour notre part, nous conside´rons que cette
unite´ pertinente n’est pas ne´cessairement des e´le´ments adjacents ou un docu-
ment, elle pourrait aussi eˆtre une agre´gation d’e´le´ments de ce document.
Soit par exemple, un document XML de structure illustre´e par la figure 3.4. Si
nous supposons que l’unite´ d’information pertinente est compose´e d’e´le´ments
“title” et “paragraph[2]”, situe´s au niveau de l’e´le´ment “section[2]”. Les autres
e´le´ments ne sont pas sollicite´s par l’utilisateur. La majorite´ des syste`mes de RIS
retournent le document en entier comme re´ponse a` la requeˆte. Afin d’e´laguer
les e´le´ments non-pertinents de la re´ponse, nous conside´rons que l’unite´ d’infor-
mation retourne´e est l’agre´gat (ensemble d’e´le´ments) forme´ des deux e´le´ments
“title” et “paragraph[2]”.
Figure 3.4 – Exemple d’une structure d’un document XML
L’ide´e derrie`re la se´lection d’un ensemble d’e´le´ments au lieu d’un e´le´ment
tout seul vient du fait qu’un e´le´ment pourrait eˆtre partiellement pertinents pour
une requeˆte, alors qu’un ensemble d’e´le´ments pourrait produire une meilleure
re´ponse a` l’utilisateur.
Nous pre´sentons dans ce qui suit les premie`res tentatives propose´es per-
mettant de re´pondre a` cette proble´matique, a` savoir la RI agre´ge´e dans des
documents XML.
3.4.2 Agre´gation des documents XML
La question de l’agre´gation des e´le´ments XML a rec¸u peu d’attention dans
la litte´rature. En fait, le seul travail qui fait de l’agre´gation dans des documents
XML, au sens strict du terme, est celui propose´ par Bessai et Alimazighi [29].
Pour cela, elles pre´sentent un mode`le pour la RIS, base´ sur les re´seaux possibi-
listes. Les relations document-e´le´ments et e´le´ments-termes sont mode´lise´es par
des mesures de possibilite´ et de ne´cessite´. Dans ce mode`le, la requeˆte de l’utili-
sateur de´clenche un processus de propagation pour retrouver des documents ou
des unite´s d’information ne´cessairement ou au moins possiblement pertinents
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par rapport a` la requeˆte. De plus, elles interpre`tent la notion de pertinence par
deux dimensions :
– une dimension qui mesure a` quel point il est certain qu’une “composition
d’e´le´ments d’un document” est pertinente vis-a`-vis de la requeˆte ;
– une dimension qui mesure a` quel point il est possible qu’une “composition
d’e´le´ments d’un document” est possiblement pertinente pour la requeˆte.
Pour e´valuer leur approche, les expe´rimentations sont mene´es sur une sous-
collection d’INEX 2005 (utilise un ensemble d’articles IEEE).
On trouve e´galement des approches qui repre´sentent les re´sultats d’une
requeˆte sous forme des re´sume´s de documents XML. Par exemple, eXtract [99]
est un syste`me de RIS qui ge´ne`re des re´sultats sous forme des fragments a` partir
des documents XML (films 13). Un fragment XML est qualifie´ comme re´sultat
s’il re´pond a` quatre caracte´ristiques : autonome (compre´hensif par l’utilisa-
teur), distinct (diffe´rent des autres fragments), repre´sentatif (des sujets de la
requeˆte) et succinct. On trouve e´galement d’autres approches qui s’adressent
au proble`me d’affichage des re´sultats de la recherche dans des documents XML
[98, 142].
3.4.3 Motivations
Contrairement aux approches cite´es pre´ce´demment, nous proposons un mo-
de`le permettant de se´lectionner automatiquement des e´le´ments XML qui re´po-
ndent le mieux a` une requeˆte de type CO a` partir de chaque document ainsi
que leur agre´gation dans un meˆme re´sultat. Afin d’assurer que les e´le´ments as-
semble´s ne ve´hiculent pas la meˆme information et afin de diversifier les re´sultats
retourne´s par notre mode`le, nous avons ajoute´ une premie`re hypothe`se de non-
redondance sur les deux sources d’e´vidence (le contenu et la structure). Nous
proposons e´galement une deuxie`me hypothe`se de comple´mentarite´ ne permet-
tant d’assembler que des e´le´ments porteurs de l’information pertinente et ad-
ditionnelle. Le de´fi majeur de ce travail est de se´lectionner et d’assembler des
e´le´ments pertinents, non redondants et comple´mentaires, et s’ils sont suscep-
tibles de mieux re´pondre a` la requeˆte tous ensemble qu’une liste d’e´le´ments
pris se´pare´ment.
Le mode`le que nous proposons trouve ses fondements the´oriques dans les
re´seaux baye´siens. La structure re´seau fournit une manie`re naturelle de repre´se-
nter les liens entre les e´le´ments du corpus de documents XML et leurs contenus.
Quant a` la the´orie des probabilite´s, elle permet d’estimer de manie`re qualitative
et quantitative les diffe´rents liens sous-jacents. Elle permet notamment d’expri-
mer le fait qu’un terme est probablement pertinent vis-a`-vis d’un e´le´ment et de
13. http ://infolab.standford.edu/pub/movies
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mesurer a` quel point une re´ponse a` la requeˆte contient des e´le´ments pertinents,
non-redondants et comple´mentaires.
3.5 E´valuation des syste`mes de RI agre´ge´e
L’e´valuation d’un SRI consiste a` mesurer ses performances et estimer sa ca-
pacite´ a` re´pondre aux besoins en information des utilisateurs. La performance
ou la qualite´ d’un SRI est mesure´e en comparant les re´ponses du syste`me ren-
voye´s a` l’utilisateur pour une requeˆte donne´e, aux re´ponses ide´ales que l’utili-
sateur espe`re recevoir. Dans la litte´rature, diffe´rents mode`les d’e´valuation des
SRI sont propose´s tels que les mode`les d’e´valuation oriente´s laboratoire, les
mode`les d’e´valuation par utilisation des contextes re´els (user studies), etc.
3.5.1 Limites des mode`les d’e´valuation oriente´s labora-
toire en RI agre´ge´e
Les premiers mode`les d’e´valuation des SRI sont base´es sur une approche
de type laboratoire (ou` laboratory-based model) initie´e par Cleverdon [60] dans
le cadre du projet Cranfield project II. Cette approche fournit des ressources
de base pour l’e´valuation d’un SRI, notamment une collection de requeˆtes,
une collection de documents et des jugements de pertinence associe´s a` chaque
requeˆte. Ce mode`le d’e´valuation oriente´ laboratoire est adopte´ dans les cam-
pagnes d’e´valuation telles que TREC, INEX, etc.
L’e´valuation de la RI agre´ge´e engendre de nouvelles proble´matiques lie´es, en
particulier, a` la notion de document en RI agre´ge´e et l’absence des me´triques
d’e´valuation spe´cifiques.
3.5.1.1 Absence de la notion de document en RI agre´ge´e
De manie`re ge´ne´rale, la RI agre´ge´e peut eˆtre vue comme un moyen permet-
tant d’assembler dans un meˆme agre´gat, du contenu pertinent provenant de
plusieurs sources susceptibles de comporter une partie de l’information perti-
nente pour la requeˆte.
Dans le but de comparer les agre´gats re´sultats fournis par un syste`me de
RI agre´ge´e et les agre´gats que souhaite recevoir l’utilisateur, il faut spe´cifier
pour chaque requeˆte l’ensemble de re´ponses ide´ales du point de vue utilisateur.
La spe´cification des jugements de pertinence d’agre´gats associe´s a` la requeˆte
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constituent la taˆche la plus difficile dans la construction d’une collection de test.
A` la diffe´rence des mode`les d’e´valuation oriente´s laboratoire ou` les documents
pertinents doivent eˆtre connus et complets pour chaque requeˆte. En bref, la
notion de document n’existe pas dans la RI agre´ge´e.
3.5.1.2 Insuffisance des me´triques quantitatives
Les me´triques d’e´valuation classiques tels que le rappel et la pre´cision sont
des mesures quantitatives conside´re´es insuffisantes pour l’e´valuation des syste`-
mes de RI agre´ge´e. En effet, l’e´valuation par le biais de ces mesures se fait
par rapport au nombre de documents retrouve´s par le syste`me. Ces mesures ne
permettent pas d’e´valuer la qualite´ d’un agre´gat construit. Il s’agit d’e´valuer, a`
un rang donne´, un ensemble d’e´le´ments qui peut comporter des bons et mauvais
e´le´ments : un tout pertinent ou non ! Il n’existe cependant pas des me´triques
spe´cifiques pour estimer cette qualite´.
3.5.2 Mode`les d’e´valuation oriente´s RI agre´ge´e
Jusqu’a` pre´sent, diffe´rentes me´thodes d’e´valuation ont e´te´ mene´es pour me-
surer les performances des syste`mes de RI agre´ge´e. Ces me´thodes sont assez
he´te´roge`nes parce qu’elles ont e´te´ conc¸ues avec des objectifs diffe´rents. Nous
pouvons les classer par rapport a` leur objectif. Dans [20, 136, 140], l’objectif
principal est d’e´valuer la se´lection des sources. Dans [206, 208, 213], l’objectif
principal est de comparer les interfaces de la RI agre´ge´e inter-verticale. Dans
[19], l’objectif d’e´valuer les re´sultats de la RI agre´ge´e. Dans [29], l’objectif prin-
cipal est de montrer l’inte´reˆt de la RI agre´ge´e dans des corpus de documents
XML. Nous allons de´crire ci-apre`s les diffe´rentes me´thodes d’e´valuation.
Un protocole commun pour e´valuer la se´lection des sources est de deman-
der aux participants de choisir qu’elles sont les sources pertinentes pour une
requeˆte. Liu et al. [140] ont effectue´ ce type de jugement de pertinence sur 2153
requeˆtes Web ge´ne´riques. Dans [20], Arguello et al. ont e´value´ les re´sultats de
recherche de 25195 requeˆtes en utilisant des donne´es des utilisateurs issus des
fichiers logs d’un moteur de recherche. Ce type d’e´valuations est rapide, mais
pas ne´cessairement exacte. Dans ce type jugement, on pourrait ne pas deviner
le besoin d’information re´elle ou ne´gliger certaines interpre´tations de la requeˆte
et certaines requeˆtes peuvent exiger des connaissances spe´cifiques.
Dans [206, 208], Sushmita et al. comparent l’efficacite´ de diffe´rentes in-
terfaces pour la RI agre´ge´e inter-verticale. Ils montrent que les utilisateurs
trouvent des re´sultats plus pertinents lorsque les re´sultats de la RI agre´ge´e inter-
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verticale sont place´s ensemble avec des re´sultats Web. Ils montrent e´galement
que placer les re´sultats de la RI agre´ge´e inter-verticale au-dessus, au-dessous
ou au milieu des re´sultat Web peut affecter la qualite´ de la recherche. Dans les
deux e´tudes, les participants ont montre´ un grand inte´reˆt d’avoir des re´sultats
issus des sources diffe´rentes.
Sushmita et al. proposent d’examiner le comportement d’utilisateurs envers
les concepts propose´s tels que digest pages (pages sommaires) et aggregated di-
gest pages. Dans [35], diverses simulations des situations de taˆches sont conc¸ues
a` cette fin. Les re´sultats et les observations de´duits par ces simulations peuvent
informer les auteurs si les concepts propose´s me`neront a` une augmentation
d’espaces de re´sultat et s’ils font que les approches sont les plus efficaces et
pourquoi.
Au lieu d’e´valuer les performances des syste`mes via les jugements des utilisa-
teurs, les e´valuations de pertinence ont e´te´ simule´es a` l’aide de fichiers logs d’un
moteur de recherche [207, 71, 208]. Dans [71], Diaz montre que les requeˆtes qui
obtiennent un taux e´leve´ dans les fichiers logs des actualite´s sont probablement
plus inte´ressantes. Les fichiers logs sont e´galement utilise´s dans [208]. Sushmita
et al. ont montre´ que pour certaines sources telles que la vide´o, les comporte-
ments d’utilisateurs sont de´termine´s a` partir de fichiers logs et diffe´rents. Bien
que les fichiers logs permettent une e´valuation a` grande e´chelle automatique,
ils ne peuvent pas eˆtre aussi re´alistes qu’une utilisation des contextes re´els.
Re´cemment, Arguello et al. [19] ont propose´ une me´thodologie pour e´valuer
le classement des re´sultats de la RI agre´ge´e. La pertinence des e´valuations sont
par paires de pre´fe´rences entre des ensembles de re´sultats. Chaque ensemble
de re´sultats contient des re´sultats issus d’une seule source. Ce travail ne se
concentre pas sur la notion de pertinence de la source, mais plutoˆt sur l’efficacite´
relative au classement des re´sultats.
Zhou et al. [240] proposent de baˆtir une re´fe´rence d’e´valuation (bench-
mark) pour la RI agre´ge´e inter-verticale a` travers la re´utilisation des re´fe´rences
d’e´valuation existantes. Les auteurs utilisent la taˆche ClueWeb dans TREC
[57] et construisent artificiellement des collections verticales par classification.
Puis, ils choisissent des requeˆtes qui couvrent de nombreuse sources. Ce tra-
vail est conside´re´ comme une e´tape vers l’e´valuation des performances des SRI,
meˆme si un effort plus substantiel est ne´cessaire dans ce sens pour rendre la
distribution des requeˆtes, des sources et des e´valuations plus re´alistes.
Bessai et Alimazighi [29] ont propose´ une me´thode d’e´valuation afin de
valider leur mode`le de RI agre´ge´e dans des documents XML. Un questionnaire a
e´te´ conc¸u afin de re´cupe´rer les jugements des utilisateurs et permettre l’analyse
des re´sultats. Ce questionnaire contient une description de la taˆche d’e´valuation,
des requeˆtes ainsi que des questions sur le re´sultat obtenu par le prototype.
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3.5.3 Discussion
L’e´valuation des performances des syste`mes de RI agre´ge´e reste un proble`me
ouvert. Il existe diffe´rents types d’e´valuation de pertinence, diffe´rentes mesures,
alors qu’il n’y a pas encore un protocole d’e´valuation commun. En particulier, il
n’est pas clair quels sont les avantages de ces approches ?, et comment devraient-
elles eˆtre e´value´es ? Nous savons que la RI agre´ge´e inter-verticale peut fournir
une orientation sur la diversite´ et l’exhaustivite´ des re´sultats, mais nous ne
savons pas pourquoi et a` quel point cette recherche peut contribuer a` la RI.
Les travaux de recherche doivent examiner de plus sur l’inte´reˆt des me´thodes
d’e´valuation oriente´es RI agre´ge´e.
3.6 Conclusion
Nous avons donne´e dans ce chapitre un bref aperc¸u sur la question de la
RI agre´ge´e. Nous avons montre´ quelques exemples de domaines dans lesquels
la RI agre´ge´e a un sens. Nous avons pre´sente´ le processus ge´ne´ral suivi par ce
type de recherche ainsi que les proble´matiques lie´es a` chacune des e´tapes.
Nous avons e´galement montre´ que peu de travaux de recherche ont assure´
la RIS sous l’angle de l’agre´gation des re´sultats. Nous avons e´galement mis
en e´vidence les proble`mes lie´s a` l’e´valuation de ce type de recherche. Dans
cette optique, nous de´veloppons dans la deuxie`me partie de ce manuscrit notre
mode`le de RI agre´ge´e dans des documents XML.
Deuxie`me partie
Un Mode`le de Recherche
d’Information agre´ge´e dans des
documents XML base´ sur les
Re´seaux Baye´siens
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Chapitre 4
Un Mode`le de RI Agre´ge´e base´
sur les Re´seaux Baye´siens
4.1 Introduction
L’agre´gation des e´le´ments XML en RIS a e´te´ peu e´tudie´e en litte´rature. En
fait, comme nous l’avons signale´ pre´ce´demment, la seule approche qui traite de
cette proble´matique est celle de Bessai et Alimazighi [29]. Unes de limites de
cette approche vient du fait que les agre´gats peuvent contenir des e´le´ments re-
dondants et/ou non comple´mentaires. Ces proprie´te´s ne sont pas pris en compte
dans cette approche alors que la noˆtre les permis. De plus le mode`le propose´
se base sur un cadre possibiliste alors que dans notre cas, nous nous appuyons
sur un cadre probabiliste.
Dans ce chapitre, nous proposons une approche de RI agre´ge´e des e´le´ments
XML base´e sur les RB. En effet, nous proposons d’assembler automatiquement
les e´le´ments qui re´pondent le mieux au besoin de l’utilisateur formule´ a` travers
une liste des mots-cle´s. On se limite a` de requeˆtes de type CO. Chaque agre´gat,
qualifie´ comme re´ponse a` la requeˆte a` partir d’un document XML, doit satisfaire
aux trois proprie´te´s suivantes : pertinence, non-redondance et comple´mentarite´.
Le mode`le que nous proposons trouve ses fondements the´oriques dans les
RB. La structure re´seau fournit une manie`re naturelle de repre´senter les docu-
ments, les e´le´ments ainsi que la requeˆte. La La the´orie des probabilite´s permet
de mesurer les diffe´rentes valeurs sous-jacentes du mode`le. Ces valeurs per-
mettent notamment de mesurer a` quel point un agre´gat contient des e´le´ments
potentiellement pertinents, non-redondants et comple´mentaires.
Ce chapitre est organise´ comme suit. La section 4.2 pre´sente brie`vement le
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cadre the´orique sur lequel repose notre mode`le, a` savoir les RB. Nous de´taillons
dans la section 4.3 le mode`le que nous proposons. Ce mode`le est base´ sur un
RB de´fini par une composante qualitative et une composante quantitative :
– la composante qualitative repre´sente les nœuds documents, e´le´ments,
termes d’indexation et la requeˆte et les relations de de´pendance existant
entre eux ;
– la composante quantitative mesure les poids des nœuds par les degre´s de
probabilite´.
La section 4.4 illustre ce mode`le par un exemple. La dernie`re section 4.5 conclut
le chapitre.
4.2 Les Re´seaux baye´siens
Les re´seaux baye´siens, qui doivent leur nom aux travaux de Thomas Bayes
au XVIIIe sie`cle sur la the´orie des probabilite´s, sont le re´sultat de recherches
effectue´es dans les anne´es 1980, dues a` J. Pearl a` UCLA et a` une e´quipe de
recherche danoise a` l’Universite´ de Aalborg. Aujourd’hui, les re´seaux baye´siens
se sont re´ve´le´s des outils tre`s pratiques pour la repre´sentation de connaissances
incertaines, et le raisonnement a` partir d’informations incomple`tes.
De´finition 1 (Re´seau baye´sien) Un re´seau baye´sien B=(G, θ) peut eˆtre for-
mellement de´fini par :
G = (V ,E), un graphe acyclique oriente´ ou` V est l’ensemble des nœuds de G,
et E l’ensemble des arcs de G.
θ = {P (Vi|Pa(Vi)} ensemble des probabilite´s de chaque nœud Vi conditionnel-
lement a` l’e´tat de ses parents Pa(Vi) dans G.
Ainsi, un graphe est appre´hende´ selon un aspect qualitatif et un aspect
quantitatif. L’aspect qualitatif du graphe indique les de´pendances (ou inde´pe-
ndances) entre les variables et donne un outil visuel de repre´sentation des
connaissances, outil plus facilement appre´hendable par ses utilisateurs. De plus,
l’utilisation de probabilite´s permet de prendre en compte l’incertain, en quan-
tifiant les de´pendances entre les variables, c’est l’aspect quantitatif.
Dans [165], J. Pearl a aussi montre´ que les re´seaux baye´siens permettaient
de repre´senter de manie`re compacte la distribution de probabilite´ jointe sur
l’ensemble des variables :
P (V1, V2, .., Vn) =
n∏
i=1
P (Vi|Pa(Vi)) (4.1)
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Cette de´composition d’une fonction globale en un produit de termes locaux
de´pendant uniquement du nœud conside´re´ et de ses parents dans le graphe, est
une proprie´te´ fondamentale des re´seaux baye´siens. Elle permet de calculer P (V )
d’une manie`re plus rapide lorsqu’il y a des de´pendances entre les variables. Elle
est a` la base des premiers travaux portant sur le de´veloppement d’algorithmes
d’infe´rence, qui calculent la probabilite´ de n’importe quelle variable du mode`le
a` partir de l’observation meˆme partielle des autres variables.
4.3 Un mode`le de RI agre´ge´e base´ sur les RB
4.3.1 Motivations
Les travaux qui nous proposons ont pour but de de´finir un mode`le de RIS
permettant l’agre´gation des e´le´ments XML. D’une manie`re ge´ne´rale, quel que
soit le mode`le propose´ dans la litte´rature, et particulie`rement ceux qui as-
semblent les re´sultats de la recherche soit par regroupement, re´sume´ multi-
documents ou agre´gation, la non-redondance et la comple´mentarite´ des re´sultats
renvoye´s ne sont pas conside´re´es.
Nous nous sommes particulie`rement penche´s dans nos travaux sur la re´solu-
tion de trois points qui nous paraissent essentiels pour un mode`le efficace et
fiable en RI agre´ge´e sur des documents XML :
– dans le premier point, nous estimons que la pertinence d’un terme dans
un e´le´ment d’une configuration donne´e de´pend d’une part de l’ensemble
d’e´le´ments constituant la configuration et d’autre part de la collection
de documents. De ce fait, l’information non disponible dans un e´le´ment
a` un impact sur l’importance de cet e´le´ment dans l’ensemble d’e´le´ments
re´cupe´re´s. Notre mode`le est base´ sur les RB, les mesures de probabilite´s
permettent de repre´senter l’importance d’un e´le´ment dans un document
et dans la collection.
– le second point traite la redondance d’e´le´ments ve´hiculant la meˆme infor-
mation. En effet, nous estimons que le fait de renvoyer des e´le´ments qui
sont similaires induit a` du bruit. Nous sugge´rons tout d’abord d’appli-
quer une contrainte au niveau de la structure : les e´le´ments d’un agre´gat
ne doivent pas avoir une relation d’inclusion entre eux (non-overlapping).
La seconde contrainte renforce la premie`re et sera applique´e au niveau de
contenu.
– le dernier point, la comple´mentarite´, est e´troitement lie´ au premier point.
Il de´coule de fait qu’on cherche a` assembler dans un agre´gat d’e´le´ments
qui ajoutent ce qui manquait en matie`re d’informations pertinentes.
Notre objectif est de permettre a` un utilisateur de localiser les informations
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les plus pertinentes, non-redondantes et comple´mentaires re´pondant comple`te-
ment a` ses besoins.
4.3.2 Architecture ge´ne´rale du mode`le
Le mode`le que nous proposons est repre´sente´ par un re´seau baye´sien de
topologie illustre´e par la figure 4.1. D’un point de vue qualitatif, le graphe
permet de repre´senter un document XML, ses e´le´ments, les termes d’indexa-
tion et la requeˆte. Les arcs oriente´s permettent de repre´senter les relations
de de´pendances entre les diffe´rents nœuds. Ces relations sont issues de la
repre´sentation DOM 1 d’un document XML. D’un point de vue quantitatif,
notre mode`le estime des valeurs sur les nœuds a` l’aide des mesures de proba-
bilite´.
Le noeud D repre´sente un document de la collection C. Un document D
est repre´sente´ par une variable ale´atoire binaire, prenant ses valeurs dans le
domaine D = {d,¬d}. L’instanciation (ou activation) d’un nœud document,
D = d (resp. ¬d) signifie que le document est pertinent (resp. non pertinent)
e´tant donne´e une requeˆte. Nous nous inte´ressons qu’au cas ou` le document
D = d est active´, et nous le notons d.
Les noeuds E1, E2,..., En repre´sentent les e´le´ments du document d. Chaque
noeud Ej repre´sente une variable ale´atoire binaire prenant des valeurs dans
l’ensemble {ej,¬ej}. L’instanciation Ej = ej signifie que l’e´le´ment Ej est indexe´
par au moins un noeud terme.
Les noeuds T1, T2,..., Tm sont les noeuds termes d’indexation. Chaque noeud
terme Ti repre´sente une variable ale´atoire binaire prenant des valeurs dans le
domaine dom(Ti)={ti,¬ti} ou` l’instanciation Ti = ti signifie que le terme Ti
est pre´sent dans le noeud pe`re auquel il est relie´ c’est-a`-dire le noeud balise ej
contient ce terme ti. Il faut noter qu’un terme est relie´ aussi bien au noeud qui
le comporte ainsi qu’a` tous les ascendants de ce noeud.
Une requeˆte Q, prend ses valeurs dans le domaine dom(Q)={q,¬q}. Nous
sommes inte´resse´s par l’instanciation de la requeˆte, nous ne conside´rons que
le cas ou` la requeˆte est instancie´e positivement Q = q, c’est-a`-dire la requeˆte
introduit de l’information a` travers le RB, et nous noterons Q indiffe´remment
lorsque cela ne preˆte pas a` confusion.
Le passage du document vers la repre´sentation sous forme de RB se fait
de manie`re assez simple. Il consiste a` garder la structure du document d et
assigner des valeurs aux diffe´rents noeuds.
1. DOM : Document Object Model
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Figure 4.1 – Architecture simplifie´e par document du mode`le propose´
Conside´rons le sous-re´seau compose´ du noeud document et des e´le´ments.
Les arcs sont oriente´s du noeud document vers les noeuds e´le´ments exprimant
les relations de de´pendance entre les deux types de noeuds.
Conside´rons maintenant le sous-re´seau compose´ des noeuds e´le´ments et
termes d’indexation. Les termes de ce sous-re´seau n’ont une existence que parce
qu’ils apparaissent dans ces noeuds e´le´ments qui sont leurs parents. Chaque
e´le´ment ej (variable structurelle), ej ∈ E avec E = {e1, ..., en} de´pend directe-
ment de son noeud parent dans le RB du document d. Chaque terme ti ∈ T
avec T = {t1, ..., tm}, de´pend uniquement des e´le´ments ou` il apparaˆıt. Il faut
e´galement noter que la repre´sentation fait apparaˆıtre un seul document (voir
figure 4.1). En fait, nous conside´rons que les documents sont inde´pendants les
uns des autres, et donc nous pouvons raisonner en conside´rant le sous-re´seau
qui repre´sente le document que nous le traitons.
Conside´rons a` pre´sent le sous-re´seau constitue´ de la requeˆte et ses termes
d’indexation. La requeˆte exprime une demande d’information a` travers une
liste de termes mais elle peut aussi en exclure d’autres. La requeˆte propage
l’information aux noeuds termes qui figurent dans la collection. Ces noeuds
termes forment les noeuds parents de la requeˆte. Un terme d’indexation de la
requeˆte n’apparaissant pas dans un document donne´ sera conside´re´ comme un
noeud terme racine, n’ayant pas de parents.
Le syste`me est instancie´ par la soumission de la requeˆte. L’instanciation de
la requeˆte propage l’information a` travers le re´seau en activant les noeuds termes
d’indexation, parents de la requeˆte. Cette instanciation consiste a` injecter la
requeˆte a` travers les arcs active´s du re´seau pour rechercher les documents et
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les e´le´ments pertinents par rapport a` la requeˆte. Soit θi cette instanciation,
θi = {E1, E3, E5} note´ {e1, e3, e5} est un exemple d’une configuration de´duite
a` partir de la figure 4.1. Une configuration donne´e est conside´re´e comme un
re´sultat de la recherche. L’ensemble des instances possibles est note´ θ.
Nous supposons que la requeˆte Q est compose´e d’une simple liste de mots-
cle´s : Q = {t1, ..., tm}. L’importance relative des termes entre eux est ignore´e et
nous notons T (Q) l’ensemble des termes d’indexation de la requeˆte Q, et T (E)
l’ensemble des termes d’indexation des e´le´ments du document d. Les termes de
la requeˆte qui indexent les e´le´ments de documents, ti ∈ (T (Q) ∧ T (E)), sont
e´value´s dans le contexte de leurs parents par P (ti|ej), et se´pare´s des termes de
la requeˆte absents des e´le´ments de documents.
4.3.3 E´valuation de la requeˆte par propagation
L’e´valuation de la requeˆte est effectue´e par la propagation de l’information
apporte´e par la requeˆte a` travers le re´seau. Dans notre mode`le, le processus de
propagation est similaire a` la propagation probabiliste baye´sienne [28, 33]. Le
processus d’e´valuation consiste a` propager l’information injecte´e par le noeud
requeˆte vers le noeud document. Les arcs relie´s a` la requeˆte sont instancie´s
dans le but de calculer pour chaque configuration potentielle (instanciation de
noeuds e´le´ments) sa valeur de pertinence et comple´mentarite´ e´tant donne´e cette
requeˆte. A` l’issue du processus de propagation, chaque configuration aura un
score global de pertinence et de comple´mentarite´. La configuration retenue est
celle qui pre´sente le plus grand score. Cette configuration repre´sentative d’un
document forme un agre´gat. Cet agre´gat est le re´sultat de la recherche dans ce
document pour une requeˆte donne´e.
Nous de´crivons dans ce qui suit, les diffe´rentes e´tapes pour propager une
requeˆte donne´e vers le noeud document.
Le mode`le est instancie´ a` la re´ception de la requeˆte. Il existe une configu-
ration possible des parents de la requeˆte qui correspond aux noeuds termes,
qui repre´sentent la requeˆte sous sa forme la plus stricte (exactement telle que
formule´e par l’utilisateur).
Le processus de propagation e´value les valeurs de probabilite´ entre tous les
e´le´ments d’une configuration θi. Dans ce mode`le, la probabilite´ jointe d’observer
une requeˆte Q et son re´sultat de recherche (re´ponse) θi dans un document d
est donne´e par :
P (Q, θi, d) =
∑
−−−→
T (Q)
P (Q|T (Q))× P (T (Q)|θi)× P (θi|d)× P (d) (4.2)
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−−−→
T (Q) repre´sente l’ensemble des configurations possibles des parents de Q.
La quantification totale de la pertinence et comple´mentarite´ d’une configu-
ration d’e´le´ments revient a` quantifier chaque membre de la formule 4.2. Afin
de simplifier notre mode`le 2, nous nous restreignons tout d’abord au cas ou`
T (Q) ne contient que des instanciations positives des termes figurant dans la
requeˆte. Ensuite, des probabilite´s a priori sont affecte´es aux documents de la
collection, e´gales a` P (d) = 1
N
(en fait, un seul document est instancie´ a` la
fois, excluant l’instanciation des autres documents de la collection), mais elles
sont supprime´es du calcul de la propagation globale parce que ce membre de
la formule 4.2 est conside´re´ comme un coefficient uniforme applique´ a` tous les
documents de la collection. Donc, la formule 4.2 sera simplifie´e par :
P (Q, θi, d) = P (Q|T (Q))× P (T (Q)|θi)× P (θi|d) (4.3)
La section 4.3.4 de´crit les diffe´rentes fac¸ons que nous proposons pour estimer
la valeur de probabilite´ du premier membre de la formule 4.3. Par la suite,
nous donnons les ponde´rations attribue´es aux termes d’indexation des e´le´ments
dans les configurations dans la section 4.3.5. Ceci correspond bien au deuxie`me
membre de la formule 4.3. Dans la section 4.3.6, nous e´laguons les configurations
qui sont superflus avec la contrainte structurelle de redondance. Finalement,
nous traitons le troisie`me membre de la formule 4.3. Il s’agit d’estimer la valeur
de la comple´mentarite´ entre les e´le´ments d’une configuration donne´e dans la
section 4.3.7.
4.3.4 Agre´gation des termes de la requeˆte
La probabilite´ de la requeˆte e´tant donne´e les termes d’indexation, P (Q|T (Q)),
de´pend de l’interpre´tation de la requeˆte. Plusieurs interpre´tations sont pos-
sibles. Les termes de la requeˆte peuvent eˆtre connecte´s par une conjonction,
une disjonction, ou par une somme probabiliste, ou encore une somme proba-
biliste ponde´re´e. Ces deux dernie`res agre´gations ont de´ja` e´te´ propose´es dans
les travaux de Turtle [220] et Boughanem et al. [36].
L’ide´e majeure de l’agre´gation des termes de la requeˆte est de mesurer
2. L’utilisation des RB en RI a e´te´ un challenge a` cause de deux principaux
proble`mes lie´s a` leur utilisation : (i) le temps de calcul des distributions de proba-
bilite´ et l’espace ne´cessaire a` leur stockage augmentent d’une manie`re exponentielle
avec le nombre de noeuds dans le re´seau ; (ii) la complexite´ de la propagation de l’in-
formation, c’est-a`-dire les infe´rences ne´cessaires a` propager l’information, dans un
re´seau est un proble`me NP-complet [62] (Ceci parce que dans les re´seaux ge´ne´raux,
il peut exister plusieurs chemins entre les paires de noeuds du graphe).
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la conformite´ d’une configuration possible, en l’occurrence celle trouve´e dans
un e´le´ment donne´, avec la configuration des termes de la requeˆte. Pour ce
faire, pour toute configuration, T (Q) de
−−−→
T (Q), la probabilite´ conditionnelle
P (Q|T (Q)) est spe´cifie´e par des fonctions d’agre´gation en fusionnant les fonc-
tions de ressemblance e´le´mentaires P (Q|Tk = tk). Chaque P (Q|tk) est le poids
de la conformite´ entre l’instance tk du terme Tk avec celle de la requeˆte (dans
Q). Une fonction de ressemblance e´le´mentaire e´value donc a` quel point une ins-
tance d’un terme dans une configuration donne´e ressemble a` l’instanciation de
ce meˆme terme dans la requeˆte. Cette configuration est en fait la configuration
telle que trouve´e dans un document.
Le stockage de toutes les configurations possibles des termes de la requeˆte
est couˆteux en espace et le temps de calcul croˆıt de manie`re exponentielle
avec le nombre de termes parents de la requeˆte. En effet, une requeˆte, Q de
domaine binaire, compose´e de 20 termes de domaines binaires aussi, ne´cessite
2×220 calculs de configurations possibles. Dans notre cas, nous nous inte´ressons
uniquement au cas Q = q, que nous notons Q pour simplifier. Une organisation
possible serait de ponde´rer chaque terme de la requeˆte et de calculer le poids
de la jointure des termes de la requeˆte. Lorsque l’utilisateur ne fournit aucune
information sur les ope´rateurs d’agre´gation de sa requeˆte, l’unique connaissance
disponible est l’importance du terme dans la collection. Cette connaissance est
disponible pour chaque terme.
Nous supposons aussi que les termes sont inde´pendants. En fait, les mode`les
base´s sur les RB existants supposent l’inde´pendance entre les termes pour faci-
liter les calculs, toutefois cette supposition entrave l’exactitude de ces mode`les.
Mais, les conclusions des expe´rimentations sur diffe´rentes collections d’e´valuation
sont mitige´es. En effet, la prise en compte des relations de de´pendances entre
les termes ne sont pas toujours ave´re´es efficaces en termes de pre´cision [41].
Le premier membre de la formule 4.3 sera transforme´ en :
P (Q|T (Q)) = P (Q|T1, ..., Tm)
=
∏
Tk∈T (Q)
P (Q|Tk) (4.4)
Nous donnons dans ce qui suit les diffe´rentes techniques que nous proposons
pour agre´ger les termes de la requeˆte. Ces techniques sont inspire´es des travaux
de Boughanem et al. [36, 40]
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4.3.4.1 Agre´gations boole´ennes des termes de la requeˆte
Conjonction : pour une requeˆte boole´enne, ET, le processus d’e´valuation
restitue les e´le´ments contenant tous les termes de la requeˆte. Ainsi,
P (Q|Tk) =
{
1 si Tk = tk,
0 sinon. (4.5)
La probabilite´ de la requeˆte Q e´tant donne´e une configuration possible, T (Q),
de
−−−→
T (Q) de tous ses parents est donne´e par :
P (Q|T (Q)) =
{
1 si ∀Tk ∈ T (Q), Tk = tk,
0 sinon. (4.6)
Dans 4.6, il faut que chaque terme Tk parent de la requeˆte Q soit instancie´ dans
T (Q) comme dans la requeˆte. Les e´le´ments pertinents pour ce type de requeˆte
sont les e´le´ments contenant simultane´ment tous ses termes.
Disjonction : pour une requeˆte boole´enne, OU, un e´le´ment est plus ou
moins pertinent s’il contient au moins un terme d’indexation de la requeˆte. La
pertinence finale d’une configuration augmente avec le nombre de termes de
la requeˆte pre´sents. La conjonction pure est manipule´e en remplac¸ant ∀ par ∃
dans la requeˆte conjonctive 4.6.
P (Q|T (Q)) =
{
1 si ∃Tk ∈ T (Q), Tk = tk,
0 sinon. (4.7)
Cette interpre´tation est trop large pour discriminer entre les e´le´ments. Dans le
cas de la disjonction, le syste`me restitue les e´le´ments contenant au moins un
terme de la requeˆte. La configuration contenant tous les termes de la requeˆte
peut eˆtre restitue´e avec un score de pertinence plus faible qu’une autre configu-
ration ne contenant qu’un terme de la requeˆte. Dans notre approche, le calcul
de la pertinence d’une configuration vis-a`-vis d’une requeˆte de´pend de la va-
leur maximum des instances des configurations des parents de la requeˆte. Ce
maximum atteint rapidement la valeur 1, il suffit pour cela qu’au moins un
terme de la requeˆte soit instancie´ telle que dans la configuration. Le score de
pertinence finale d’une configuration donne´e de´pend des poids des termes de
la requeˆte pre´sents et absents dans l’ensemble d’e´le´ments en question. Ainsi,
soit une requeˆte Q compose´e des deux termes t1, t2. Il n’est pas impossible que
l’e´le´ment e1 contenant le terme t1 se retrouve avec un score de pertinence plus
e´leve´ que celui d’un e´le´ment e2 contenant les deux termes de la requeˆte.
Ne´gation : la requeˆte peut contenir la ne´gation d’un terme, signifiant que
l’utilisateur ne veut pas voir ce terme dans l’e´le´ment restitue´. Lorsque l’e´le´ment
contient ce terme alors la pertinence est nulle. La ne´gation d’un terme est une
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ope´ration unaire. Ainsi :
P (Q|Tk) =
{
1 si Tk = ¬tk,
0 sinon. (4.8)
Le terme parent de la requeˆte doit eˆtre instancie´ a` non repre´sentatif lorsque la
requeˆte contient la ne´gation du terme.
4.3.4.2 Quantification des termes de la requeˆte
Supposons qu’une requeˆte est satisfaite par un e´le´ment si elle contient au
moins K termes communs avec l’e´le´ment. Nous conside´rons une fonction crois-
sante, f(K(T (Q)
n
), tel que K(T (Q)) est le nombre de termes de la requeˆte ins-
tancie´s dans une configuration donne´e de T (Q), et que la requeˆte contient n
termes. Nous posons f(0) = 0 et f(1) = 1. f est un quantificateur flou [234].
Par exemple,
f( i
n
) =
{
1 si i ≥ K(T (Q))
n
,
0 sinon. (4.9)
Pour l’agre´gation donne´e par 4.9 il faut qu’au moins K termes de la requeˆte
soient en conformite´ avec T (Q). D’une manie`re ge´ne´rale, f peut eˆtre une fonc-
tion non boole´enne.
L’approche quantifie´e pour calculer la probabilite´ d’une requeˆte Q e´tant donne´e
une configuration T (Q) de tous ses parents, est donne´e par :
P (Q|Tk) = f(K(T (Q))
n
) (4.10)
Le tableau 4.1 pre´sente les re´sultats d’une quantification sur une requeˆte Q
contenant trois termes T1, T2, T3. Pour cette quantification, la configuration
est conside´re´e “conforme” si au moins deux termes ont la meˆme instanciation
que dans la requeˆte. Le choix du nombre de termes satisfaits de la requeˆte
reste arbitraire. Dans ce cas, cette attribution peut eˆtre une fonctionnalite´ du
syste`me, ou bien l’utilisateur peut spe´cifier dans sa requeˆte le nombre de termes
indexant l’e´le´ment a` partir du quel il conside`re sa requeˆte comme satisfaite. Par
exemple, il peut introduire des quantificateurs du type “au moins deux termes”.
D’autre part, cette quantification, comme dans le cas d’une agre´gation disjonc-
tive de la requeˆte, ne permet pas de discriminer entre les documents de la
collection. En effet, seul le nombre de termes satisfaits est conside´re´. L’im-
portance du terme satisfait (par exemple terme rare, terme fre´quent dans la
collection) n’est pas conside´re´e.
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T1 T2 T3 P (Q|T (Q))
t1 t2 t3 1
t1 t2 ¬t3 1
t1 ¬t2 t3 1
t1 ¬t2 ¬t3 0
¬t1 t2 t3 1
¬t1 t2 ¬t3 0
¬t1 ¬t2 t3 0
¬t1 ¬t2 ¬t3 0
Table 4.1 – Agre´gation quantifie´e des termes de la requeˆte P (Q|T (Q))
La combinaison des termes de la requeˆte peut eˆtre base´e sur le “noisy-Or”
[107, 36, 166]. Cet ope´rateur permet de quantifier les termes de la requeˆte
instancie´s dans une configuration donne´e comme dans la requeˆte. Par souci de
simplification de calcul, nous nous limitons a` des agre´gations boole´ennes dans
notre mode`le.
4.3.5 Pertinence
Nous pre´sentons dans cette section les ponde´rations que nous avons pro-
pose´es pour les termes d’indexation. Ces ponde´rations sont relie´es aux relations
de de´pendance existantes entre un noeud terme et ses parents s’ils existent. En
effet, lors du calcul de la pertinence d’une configuration de termes dans une
configuration d’e´le´ments, certains termes apparaissent dans les e´le´ments et la
requeˆte et d’autres n’apparaissent pas dans les e´le´ments. Dans nos travaux ac-
tuels, les termes absents dans une configuration sont conside´re´s lors des calculs
de la pertinence afin d’e´viter le proble`me d’e´le´ments nuls. Un terme en relation
se´mantique ou statistique a` un terme de la requeˆte et pre´sent dans un e´le´ment
peut apporter de l’information supple´mentaire et peut constituer un e´le´ment
inte´ressant a` inte´grer dans le calcul de la pertinence d’une configuration donne´e.
Pour e´valuer la probabilite´ qu’une configuration de termes d’indexation
fasse partie dans une configuration d’e´le´ments, le deuxie`me membre de la for-
mule 4.3 sera transforme´ en :
P (T (Q)|θi) = P (T1, ..., Tm|θi)
=
∏
Tk∈T (Q)
P (Tk = tk|θi)
=
∏
tk∈T (Q)
P (tk|θi) (4.11)
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Dans une configuration donne´e, un terme repre´sentatif d’un e´le´ment est un
terme qui contribue a` sa restitution en re´ponse a` une requeˆte. La probabilite´ que
le terme tk fasse partie d’une configuration θi est calcule´e par P (tk|θi). En fait,
nous avons besoin de cette probabilite´ pour de´terminer la pertinence de cette
configuration de termes d’indexation dans une configuration d’e´le´ments. Cette
probabilite´ est estime´e par : seulement les termes instancie´s et qui apparaissent
a` la fois dans la configuration de termes T (Q) et la configuration d’e´le´ments θi
sont conside´re´s. Nous supposons que les termes de T (Q) sont inde´pendants. La
probabilite´ P (tk|θi) peut eˆtre estime´e en utilisant une estimation du maximum
de vraisemblance sur la fre´quence du terme ti dans θi. Ceci correspond au
premier facteur de la formule 4.12. Afin d’e´viter le proble`me des fre´quences
nulles des quelques termes (quand un terme ne figure pas dans une configuration
θi et e´ventuellement dans ses e´le´ments), il faut ajouter la fre´quence du terme
dans la collection avec celle calcule´e avec le document (premier facteur de la
formule 4.12). Ceci correspond au deuxie`me facteur de la formule 4.12. La
formule 4.12 correspond en fait a` une technique de lissage de type Dirichlet
[238] mais applique´e a` chaque e´le´ment XML.
P (tk|θi) = (1− λt) tf(tk, θi)∑
∀t∈d tf(t, d)
+ λt
tf(tk)∑
∀t∈C tf(t)
= (1− λt)
∑
∀ej∈θi tf(tk, ej)∑
∀t∈d tf(t, d)
+ λt
tf(tk)∑
∀t∈C tf(t)
(4.12)
Avec :
1. tf(tk, θi) est la fre´quence du terme tk dans l’ensemble des e´le´ments for-
mant la configuration θi.
2. tf(t, d) est la fre´quence du terme t dans le document d.
3. tf(tk, ej) est la fre´quence du terme tk dans l’e´le´ment ej.
4. tf(tk) est la fre´quence du terme tk dans la collection de documents C.
5. λt = µ|d|+µ . λt ∈ [0; 1] est un parame`tre de lissage.
6. µ est une constante e´gale a` µ=300.
4.3.6 Redondance
De´finition 2 (Redondance) Nous conside´rons que deux e´le´ments sont re-
dondants si et seulement si ils ve´hiculent la meˆme information.
Dans chaque configuration, nous nous sommes inte´resse´s a` l’agre´gation
d’e´le´ments qui ne ve´hiculent pas la meˆme information. La redondance est
traite´e dans notre mode`le au niveau structurel avec une premie`re hypothe`se
(H1) quand un agre´gat est construit a` partir d’un document. Une deuxie`me
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hypothe`se (H2) sera applique´e au niveau du contenu quand notre processus
est ge´ne´ralise´e : agre´gat multi-documents 3.
– H1 : cette hypothe`se est qualifie´e comme contrainte de structure ou d’in-
clusion permettant d’e´liminer les redondances. Nous conside´rons que la
pre´sence d’une relation anceˆtre-descendant entre deux e´le´ments signifie
que l’un est inclus dans l’autre. Autrement, nous supposons qu’un utili-
sateur pre´fe`re ne pas avoir des e´le´ments imbrique´s dans une configuration
donne´e parce que ces e´le´ments ve´hiculent les meˆmes informations mais a`
des granularite´ diffe´rentes. Par exemple, dans la figure 4.1, les e´le´ments
e4 et e5 ne doivent pas figurer dans la meˆme configuration. De meˆme
pour l’e´le´ment e2 et e5. Par contre, dans une telle configuration, nous
pouvons avoir a` la fois les e´le´ments e3 et e5 qui portent des informations
diffe´rentes.
– H2 : cette hypothe`se est conside´re´e comme une contrainte de contenu ou
de de´tection de nouveaute´/redondance. Nous supposons qu’un utilisateur
pre´fe`re retrouver dans une configuration donne´e des e´le´ments non redon-
dants a` partir de plusieurs documents. Par souci de simplicite´, nous sup-
posons que la de´tection de nouveaute´/redondance est effectue´e entre les
e´le´ments d’une configuration donne´e qui sont cense´s eˆtre pertinents. Nous
formulons cette proble´matique par la mesure suivante Redondance(ei, θi)
base´e sur l’hypothe`se que la redondance d’un e´le´ment ej de´pend de la
configuration θi. Dans la litte´rature et dans le cadre de la campagne
d’e´valuation TREC, nous trouvons les approches les plus e´troitement lie´s
a` la de´tection de nouveaute´/redondance de Clarke et al. [59] qui proposent
un cadre d’e´valuation dans TREC afin de mesurer syste´matiquement la
nouveaute´ et la diversite´. La mesure propose´e se base sur le gain cumule´
nxCG (voir formule 2.14). Nous trouvons e´galement d’autres approches
qui se basent sur la technique de clustering pour mesurer la redondance
d’un document par sa distance a` chaque cluster dans [153, 204, 78]. Zhang
et al. proposent dans [239], une autre mesure de la redondance en se ba-
sant sur la distance entre un document et chacun des autres documents.
Pour simplifier notre mode`le, nous utilisons la mesure de similarite´ co-
sinus 4 pour de´tecter la redondance entre les e´le´ments de re´sultats de
recherche. Nous supposons que la redondance d’un e´le´ment ej de´pend de
θi, l’ensemble des e´le´ments qualifie´s comme re´ponse a` la requeˆte Q. Nous
utilisons Redondance(ej, θi) pour mesurer si ej est redondant avec θi. Une
fac¸on de calculer cette redondance est de conside´rer ej et θi repre´sente´s
sous forme de vecteurs de termes.
Redondance(ej, θi) = cosinus(−→ej ,−→θi ) (4.13)
Une autre fac¸on de faire ce calcul est de mesurer la similarite´ entre ej et
3. C’est un agre´gat ge´ne´re´ a` partir de plusieurs documents.
4. cosine similarity, en anglais.
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chacun des e´le´ments ep de θi.
Redondance(ej, θi) = max
j 6=p,∀ep∈θi
cosinus(−→ej ,−→ep ) (4.14)
Dans notre mode`le, nous utilisons la formule 4.14 pour de´tecter les e´le´ments
redondants dans une configuration donne´e θi.
4.3.7 Comple´mentarite´
De´finition 3 (Comple´me´ntarite´) Nous conside´rons que deux e´le´ments sont
comple´mentaires si et seulement si l’un apporte de l’information pertinente et
additionnelle a` l’autre.
Le troisie`me membre de la formule 4.3, P (θi|d), mesure la comple´mentarite´
entre les e´le´ments d’une configuration possible. On conside`re que les e´le´ments
regroupe´s dans une telle configuration sont inde´pendants alors les hypothe`ses
d’inde´pendance conditionnelle nous permettent ensuite d’e´crire :
P (θi|d) =
∏
ej∈θi
P (ej|d) (4.15)
L’inte´reˆt de propager une information comple´mentaire d’un e´le´ment ej vers la
racine du document d dans une configuration donne´e θi indique a` quel point
cet e´le´ment ajoute ce qu’il manquait en matie`re d’information a` cette configu-
ration. On suppose que les e´le´ments loin du noeud racine du document d pa-
raissent plus porteurs d’informations comple´mentaires que ceux situe´s la`-haut
du document. Intuitivement, plus la distance entre un e´le´ment et la racine est
grande, plus il contribue a` la comple´mentarite´ des e´le´ments de la configuration
θi. Nous mode´lisons cette intuition par l’utilisation dans la fonction de propaga-
tion de comple´mentarite´ les deux variables dist(d, ej) et dist(d, deepdown(ej)),
qui repre´sentent respectivement la distance entre le noeud racine d et un de ses
noeuds descendants ej du document (relativement a` une configuration donne´e
θi), et la profondeur maximale de la branche qui passe par le noeud interne ej
note´ deepdown(ej). La distance entre deux noeuds quelconques est de´termine´e
par le nombre d’arcs qui les se´parent. La mesure de probabilite´ de propaga-
tion d’un e´le´ment ej, suppose´ comple´mentaire dans une configuration θi, vers
le noeud racine d est quantifie´e comme suit :
P (ej|d) = dist(d, ej)
dist(d, deepdown(ej))
(4.16)
La formule 4.16 indique que plus un noeud est proche de la racine, moins il
contribue a` la comple´mentarite´ d’une configuration donne´e. A` titre d’exemple et
dans la figure 4.1, les contributions des e´le´ments E2 et E4 note´s respectivement
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e2 et e4 (dans ce cas, l’e´le´ment le plus profond est E5 et sera note´ par e5), dans
la comple´mentarite´ d’une configuration θi seront estime´s comme suit :
P (e2|d) = dist(d, e2)
dist(d, e5)
= 13 (4.17)
P (e4|d) = dist(d, e4)
dist(d, e5)
= 23 (4.18)
Finalement, la probabilite´ jointe de la formule 4.3 se simplifie en :
P (Q, θi, d) =
∏
tk∈T (Q)
P (Q|tk)×
∏
tk∈T (Q)
P (tk|θi)×
∏
ej∈θi
P (ej|d) (4.19)
Dans notre mode`le la configuration qui sera se´lectionne´e est celle qui, comporte
les termes de la requeˆte, maximise la pertinence et la comple´mentarite´ de ses
e´le´ments et e´limine ceux qui sont redondants. Cette configuration repre´sentative
d’un document forme un agre´gat : un re´sultat de la recherche de la requeˆte dans
le document.
Les deux notions redondance et comple´mentarite´ seront discute´es dans la
section 5.4.5 du chapitre suivant (5).
4.4 Illustration du mode`le propose´
Le but de cette section est de faire une exe´cution a` la main de notre mode`le.
Pour illustrer notre approche, nous avons pris un exemple d’une requeˆte de
type CO : “pyramids of Egypt”, cherchant des e´le´ments (title, abstract, sec-
tion, paragraph, etc.) dans des documents XML sur les pyramides d’Egypte.
Un exemple de document XML (un extrait d’un document) ainsi que le RB qui
lui est associe´ sont pre´sente´s respectivement dans les figures 4.2 et 4.3.
Figure 4.2 – Extrait d’un document XML
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Figure 4.3 – Re´seau baye´sien relatif a` la requeˆte et au document XML
Pour cet exemple, l’ensemble des e´le´ments relatifs au document est pre´sente´
par E = {e1 = Title, e2 = Abstract, e3 = Section, e4 = TitleSection, e5 =
Paragraph}. L’ensemble des termes d’indexation des e´le´ments, calcule´ en uti-
lisant le contenu de chaque e´le´ment ainsi que celui de ses e´le´ments fils dans
chaque configuration, est tel que T (E) = {t1 = Egypt, t2 = Pyramid, t3 =
Technique, t4 = Construction}. L’ensemble des termes d’indexation de la
requeˆte est T (Q) = {t1 = Egypt, t2 = Pyramid}. On ne conside`re que quelques
termes pour ne pas encombrer l’exemple. Il s’agit de re´pondre a` la requeˆte Q
contenant une fois chacun des termes t1 et t2.
La re´ception de la requeˆte conduit a` la propagation vers le noeud document. Le
processus de propagation de l’information apporte´e par la requeˆte entraˆıne le
calcul des probabilite´s conditionnelles de chaque configuration d’un document
e´tant donne´e la requeˆte selon la topologie du graphe dans la figure 4.3. Pour
calculer les valeurs de pertinence et comple´mentarite´ de chaque configuration
possible dans un document donne´, nous avons besoin de calculer la probabilite´
jointe P (Q, θi, d) donne´e par la formule 4.19.
D’une manie`re ge´ne´rale, le processus d’e´valuation des configurations e´tant donne´e
une requeˆte est de´clenche´ pour tous les documents de la collection contenant
au moins un terme de la requeˆte. L’instanciation positive d’un document D,
D = d, entraine le de´veloppement suivant :
Agre´gation boole´enne des termes de la requeˆte : le tableau 4.2 donne
les valeurs de la probabilite´ conditionnelle de la requeˆte Q dans le contexte de
ses parents, T (Q). Les valeurs sont propose´es pour une agre´gation boole´enne
de type conjonctive, ET , et disjonctive, OU pour chaque configuration possible
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des parents.
T1T2 ET OU
t1t2 1 1
t1 ¬t2 0 1
¬t1 t2 1 0
¬t1 ¬t2 0 0
Table 4.2 – Probabilite´s conditionnelles des parents de la requeˆte, T (Q)
Lorsque la requeˆte est en conjonction de termes, il n’existe qu’une seule
configuration possible qui la satisfait, a` savoir t1, t2. Dans l’exemple que nous
pre´sentons, le seul e´le´ment du document qui n’est indexe´ ni par t1 ni t2 est
e4. Logiquement, l’ensemble θ est e´gale a` 25 − 1 configurations possibles parce
que nous avons cinq e´le´ments dans T (E) et la configuration vide n’est pas
conside´re´e. Et comme l’e´le´ment e4 n’est pas indexe´ par aucun e´le´ment de la
requeˆte, le nombre des configurations possibles devient alors e´gale a` 24 − 1.
Redondance : l’ensemble des configurations ge´ne´re´es doit ve´rifier la premie`re
hypothe`se H1. Cette hypothe`se, qualifie´e comme e´tant une contrainte d’inclu-
sion, exige que deux e´le´ments dans une meˆme configuration possible θi ne se
chevauchent pas (not overlapping). En appliquant H1, pas mal des configu-
rations seront e´lague´es a` partir de θ. Nous avons re´ellement 11 configurations
possibles parmi les 24 − 1. En effet, dans une configuration donne´e de la fi-
gure 4.3, nous ne pouvons pas avoir les deux e´le´ments e3 et e5 parce qu’ils se
chevauchent.
Le tableau 4.3 donne toutes les configurations possibles θ de´duites a` partir
de la figure 4.3 qui respecte l’hypothe`se H1.
Pertinence des termes dans les configurations : Le tableau 4.4 donne
les probabilite´s conditionnelles des termes instancie´s positivement e´tant donne´
une une configuration possible.
Nous rappelons qu’un terme est relie´ aussi bien au noeud qui le comporte
ainsi qu’a` tous les ascendants de ce noeud. Certaines valeurs conside´re´es dans
le tableau 4.4 sont prises a` titre d’exemple. Elles ne correspondent pas toujours
aux re´sultats des formules conside´re´es car nous ne disposons pas de tous les
parame`tres pour effectuer le calcul.
Un point inte´ressant qui peut eˆtre remarque´, c’est que quand un terme de
requeˆte ne figure pas dans une configuration donne´e, cette probabilite´ est lisse´e
par la fre´quence des termes dans la collection comme de´fini par la formule 4.12.
Ces valeurs ne laissent pas de place pour une telle ignorance possible.
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θi e1 e2 e3 e5
θ1 1 1 1 0
θ2 1 1 0 1
θ3 1 1 0 0
θ4 1 0 1 0
θ5 1 0 0 1
θ6 1 0 0 0
θ7 0 1 1 0
θ8 0 1 0 1
θ9 0 1 0 0
θ10 0 0 1 0
θ11 0 0 0 1
Table 4.3 – Ensemble des configurations possibles
P (tk|θi) t1 t2
P (tk|θ1) 0,17 0,25
P (tk|θ2) 0,22 0,34
P (tk|θ3) 0,19 0,219
P (tk|θ4) 0,114 0,108
P (tk|θ5) 0,121 0,17
P (tk|θ6) 0,24 0,1001
P (tk|θ7) 0,075 0,121
P (tk|θ8) 0,091 0,143
P (tk|θ9) 0,094 0,0911
P (tk|θ10) 0,026 0,0897
P (tk|θ11) 0,049 0,081
Table 4.4 – Distribution de probabilite´ P (tk|θi)
Comple´mentarite´ : la tableau 4.5 pre´sente les probabilite´s conditionnelles
d’un e´le´ment e´tant donne´ la racine du document ou` il apparaˆıt. Les valeurs
de´termine´es dans ce tableau sont base´es sur la formule 4.16 a` partir de la figure
4.3.
Se´lection de l’agre´gat : la probabilite´ jointe de la formule 4.19, pour chaque
configuration, est de´termine´e dans le tableau 4.6. Ainsi, la configuration qui sera
qualifie´e comme re´ponse a` la requeˆte dans le document D est celle qui posse`de le
meilleur score. Nous appelons cette configuration agre´gat. Dans notre exemple,
θ2 est qualifie´ comme agre´gat.
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ei P (ej|d = Article)
e1
1
1=1
e2
1
1=1
e3
1
2=0,5
e5
2
2=1
Table 4.5 – Distribution de probabilite´ P (ej|d)
θi Score
θ1 0,02125
θ2 0,0748
θ3 0,04161
θ4 0,006156
θ5 0,02057
θ6 0,024024
θ7 0,0045375
θ8 0,013013
θ9 0,0085634
θ10 0,0011661
θ11 0,003969
Table 4.6 – Calcul du score de chaque configuration possible
D’une manie`re ge´ne´rale, les agre´gats sont alors restitue´s par ordre de´croisant de
leur probabilite´ de pertinence et comple´mentarite´. Nous montrons dans le cha-
pitre des expe´rimentations (Chapitre 5) des agre´gats assemblant des e´le´ments
pertinents, non redondants et comple´mentaires et nous discutons leurs effets
sur les performances du syste`me de RI ainsi que l’utilite´ d’une telle agre´gation
dans des documents XML.
4.5 Conclusion
Nous avons de´crit dans ce chapitre un nouveau mode`le de RI agre´ge´e
dans des documents XML. Ce mode`le traite la pertinence, la redondance et
la comple´mentarite´ des e´le´ments assemble´s dans des agre´gats d’une manie`re
originale base´e sur la the´orie des probabilite´s et particulie`rement les re´seaux
baye´siens. Les noeuds dans ce re´seau repre´sente un document XML, ses e´le´ments,
les termes d’indexation et la requeˆte. Les arcs entre les noeuds permettent de
repre´senter les relations de de´pendances entre les diffe´rents noeuds. Ces noeuds
sont quantifie´s par une mesure de probabilite´ afin de calculer un score pour
chaque configuration possible. La configuration qui posse`de le meilleur score
et qui re´pond a` la premie`re contrainte d’inclusion structurelle, sera qualifie´e
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comme le re´sultat de recherche dans le document d e´tant donne´ une requeˆte
Q. Et cette configuration sera appele´ agre´gat. Nos contributions peuvent eˆtre
essentiellement en trois directions :
– assembler des e´le´ments pertinents par documents ;
– e´laguer ceux qui sont redondants en appliquant l’hypothe`se H1. Si nous
souhaitons ge´ne´rer des agre´gats multi-documents, nous appliquons dans
ce cas l’hypothe`se H2 ;
– favoriser dans la formule de calcul de score d’une configuration (cf. for-
mule 4.15) les e´le´ments qui se comple`tent mutuellement pour avoir une
re´ponse plus comple`te (pertinence additionnelle).
Il est inde´niable que les points cite´s ci-dessus sont e´troitement lie´s. Finalement,
nous avons tente´ de proposer des poids aux termes dans le but de calculer
le degre´ de spe´cificite´ dans une collection des documents. Ces poids ont e´te´
utilise´s dans notre approche pour mesurer l’absence des termes de la requeˆte
des e´le´ments d’une configuration lors de calcul des valeurs de pertinence (cf.
formule 4.12). D’autre part, nous avons conside´re´ que la restitution d’un agre´gat
en re´ponse a` une requeˆte peut eˆtre conside´re´e dans un cadre d’infe´rence. En
effet, la restitution d’un agre´gat est “cause´e” par la soumission d’une requeˆte
au syste`me. Les techniques sur lesquelles se basent la plus part des mode`les
en litte´rature pour restituer des agre´gats ou une liste d’e´le´ments en re´ponse
a` un besoin informationnel ne traitent pas les deux notions : redondance et
comple´mentarite´, alors que le mien les permis. Plutoˆt, ils se limitent a` la notion
pertinence.
Le dernier chapitre est consacre´ a` la phase de mise a` l’e´preuve de nos pro-
positions sur la collection de test INEX 2009.
Chapitre 5
Expe´rimentations
5.1 Introduction
Les expe´rimentations que nous de´crivons dans ce chapitre ont e´te´ effectue´es
sur la collection de test fournie dans la cadre de la campagne d’e´valuation
INEX 2009. Nous avons de´veloppe´ un syste`me de recherche agre´ge´e base´e sur
le mode`le infe´rentiel que nous avons propose´.
Nous avons mene´ deux types d’expe´rimentations. La premie`re se´rie d’e´valua-
tion mesure les performances de notre mode`le en comparant notre re´sultat avec
les meilleurs re´sultats enregistre´s par les participants a` INEX 2009. La seconde
se´rie d’e´valuation concerne du coeur de notre mode`le, e´valuer l’inte´reˆt de la
pertinence d’un agre´gat pour re´pondre a` une requeˆte ainsi que les impacts de la
redondance et la comple´mentarite´ sur les performances des re´sultats enregistre´s.
Ce chapitre est organise´ comme suit. La section 5.3 pre´sente la premie`re se´rie
d’e´valuation. Dans cette section, nous de´crivons rapidement la collection de
test utilise´e, a` savoir INEX 2009, la strate´gie d’e´valuation utilise´e ainsi qu’une
e´valuation comparative avec les meilleurs re´sultats enregistre´s selon la strate´gie
Focused. La seconde se´rie d’expe´rimentations est de´crite dans la section 5.4, en
l’absence de protocole ainsi que de collections de test approprie´s, nous avons
e´labore´ notre propre cadre. Nous avons exploite´ aussi la collection INEX 2009
pour ce cadre. Dans cette section, nous pre´sentons le protocole d’e´valuation
ainsi que l’analyse des re´sultats enregistre´s de diffe´rentes expe´rimentations dans
ce cadre afin d’e´valuer l’impact de la RI agre´ge´e.
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5.2 Collection de test
Pour l’e´valuation des performances, nous nous appuyons sur la collection
de test fournie dans le cadre de la campagne d’e´valuation INEX 2009.
5.2.1 Collection de documents
A` partir de 2006 et jusqu’a` 2008, la collection “Wikipedia” [69] a e´te´ utilise´e
dans la plupart des taˆches. Cette collection de 6 Go, est compose´e de 659 388
documents d’une profondeur (nombre de niveaux) moyenne de 6,72. Le nombre
moyen de nœuds XML par document est 161,35. Cette collection est e´galement
utilise´e dans la taˆche multimedia, elle contient environ 246 730 images.
En 2009, une extension de la collection Wikipedia est fournie [199]. Elle
comporte 2 666 190 articles Wikipedia annote´s et ayant une taille totale aux
alentours de 50,7 Go. Cette collection contient 101 917 424 e´le´ments XML
ayant au moins 50 caracte`res (y compris les espaces blancs). Cette collection
est utilise´e dans la taˆche adhoc ainsi que dans d’autres taˆches.
5.2.2 Topics
Les topics adhoc ont e´te´ cre´e´s par les participants suivant des instructions
pre´cises. Les topics contenaient une courte requeˆte CO, une option de requeˆte
structure´ CAS, un titre, une ligne de´crivant la requeˆte et le re´cit avec quelques
de´tails de la requeˆte et le contexte de travail dans lequel le besoin d’informa-
tion se pose. Pour les topics sans le champ < castitle >, par de´faut requeˆte
CAS est ajoute´ sur la base de la requeˆte CO : //*[about(., ”CO-requeˆte”)].
La figure 5.1 pre´sente un exemple d’une topic adhoc. En fait, 115 topics ont
e´te´ se´lectionne´s pour faire l’e´valuation dans la campagne INEX 2009 et sont
nume´rote´es 2009001-2009115 [85].
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Figure 5.1 – Topic 2009114 de la campagne INEX 2009
5.3 E´valuation du mode`le selon la strate´gie de
recherche Focused d’INEX
En absence de cadre approprie´ pour l’e´valuation de la pertinence des agre´gats,
nous avons adapte´ notre agre´gat pour re´pondre a` la strate´gie de recherche Fo-
cused de´finis dans la cadre d’INEX.
Nous allons de´crire dans ce qui suit la strate´gie de recherche Focused, la collec-
tion e´value´e ainsi que la manie`re dont nous avons adapte´ notre re´sultat pour
pouvoir effectuer ces e´valuations.
5.3.1 Strate´gie de recherche Focused d’INEX
Plusieurs strate´gies de recherche sont propose´es dans la taˆche ad-hoc, parmi
lesquelles on peut citer la strate´gie “focused”. Cette strate´gie consiste a` de´cider
quels e´le´ments doivent eˆtre retourne´s en se focalisant sur le besoin de l’utilisa-
teur. Ces e´le´ments doivent eˆtre les plus exhaustifs et spe´cifiques et ne doivent
pas eˆtre imbrique´s les uns dans les autres. Ce type de recherche suppose que
l’utilisateur pre´fe`re l’e´le´ment (un seul) le plus pertinent d’un sous arbre perti-
nent [112].
5.3.2 Adaptation de notre re´sultat
Nous rappelons que dans notre approche, nous renvoyons des agre´gats. Un
agre´gat comporte un ensemble d’e´le´ments non redondants et comple´mentaires.
Dans cette expe´rimentation, nous trions les e´le´ments d’un agre´gat selon un score
de pertinence. Ainsi, nous comparons les e´le´ments de notre agre´gat avec la liste
d’e´le´ments renvoye´s par les meilleurs re´sultats enregistre´s par les participants a`
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INEX 2009. Pour que les re´sultats soient comparables, nous avons transforme´
nos agre´gats sous forme d’une liste. Pour cela, nous parcourons les agre´gats en
largeur et en longueur afin de construire une liste d’e´le´ments e´quivalente a` celle
retourne´e par les participants selon la strate´gie de recherche Focused.
5.3.3 Re´sultats
Dans cette expe´rimentation, nous utilisons les mesures officielles pour l’e´va-
luation de notre re´sultat a` savoir la pre´cision interpole´e selon certains ni-
veaux de rappel se´lectionne´s iP [x] et la moyenne de ces pre´cisions interpole´es
moyenne´es MAiP selon 101 niveaux de rappel [112]. L’inte´reˆt de ces mesures
est d’e´valuer la pertinence des fragments de document et pas du document en-
tier. Pour cela, le rappel et la pre´cision ne sont pas calcule´s en terme de nombre
de documents mais plutoˆt en terme de quantite´ d’information exprime´e graˆce
au nombre de caracte`res. Ces mesures sont de´ja` pre´sente´ dans le chapitre 2,
section 2.7.4.2.
Le tableau 5.1 pre´sente les meilleures re´sultats obtenus par les participants
a` INEX 2009 selon la strate´gie Focused en utilisant uniquement des requeˆtes
CO. La dernie`re ligne de ce tableau pre´sente les re´sultats enregistre´s par notre
approche. La premie`re colonne de´termine le rang des runs. La deuxie`me colonne
donne l’identifiant de chaque run. De la troisie`me a` la cinquie`me colonne, nous
donnons la pre´cision interpole´e aux points de rappel 0%, 1% et 5%. La dernie`re
colonne donne la MAiP sur les 101 niveaux de rappel (0%, 1%, ..., 100%).
D’apre`s les re´sultats enregistre´s, l’approche propose´e est moins performantes
que les approches existantes. En comparant notre re´sultat aux autres, nous re-
marquons que seulement sept re´sultats utilisent des requeˆtes de type CO. Les
trois re´sultats suivants : le cinquie`me (p6-UamsFSsec2docbi100), le sixie`me (p5-
BM25BOTrangeFOC) et le septie`me (p16-Spirix09R001) utilisent des requeˆtes
de type CAS. Le premier re´sultat (p78-UWatFERBM25F) effectue une re-
cherche par passage (passage retrieval). Le deuxie`me re´sultat (p68-I09LIP6-
Okapi), le quatrie`me re´sultat (p60-UJM15525) et le septie`me re´sultat (p16-
Spirix09-R001) re´cupe`rent seulement des articles complets. Par e´limination, il
nous reste a` comparer notre re´sultat avec ceux qui sont les plus spe´cifiques, a`
savoir le troisie`me (p10-MPII-COFoBM), le huitie`me (p48-LIG-2009-focused-
1F), le neuvie`me (p22-emse2009-150) et le dixie`me (p25-ruc-term-coF), puisque
notre approche re´cupe`re uniquement les e´le´ments les plus spe´cifiques. C¸a montre
bien que notre re´sultat vient juste apre`s ces quatre.
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Rang Participant iP[0,00] iP[0,01] iP[0,05] MAiP
1 p78-UWatFERBM25F 0,6797 0,6333 0,5006 0,1854
2 p68-I09LIP6Okapi 0,6244 0,6141 0,5823 0,3001
3 p10-MPII-COFoBM 0,6740 0,6134 0,5222 0,1973
4 p60-UJM-15525 0,6241 0,6060 0,5742 0,2890
5 p6-UamsFSsec2docbi100 0,6328 0,5997 0,5140 0,1928
6 p5-BM25BOTrangeFOC 0,6049 0,5992 0,5619 0,2912
7 p16-Spirix09R001 0,6081 0,5903 0,5342 0,2865
8 p48-LIG-2009-focused-1F 0,5861 0,5853 0,5431 0,2702
9 p22-emse2009-150 0,6671 0,5844 0,4396 0,1470
10 p25-ruc-term-coF 0,6128 0,4973 0,3307 0,0741
11 Notre re´sultat 0,5659 0,4935 0,3112 0,06547
Table 5.1 – Comparaison des re´sultats enregistre´s dans le cas de la taˆche CO
de la collection INEX 2009 selon la strate´gie Focused
5.4 E´valuation du mode`le d’agre´gation
En raison de l’absence d’un cadre approprie´ pour e´valuer la pertinence des
agre´gats, nous avons adopte´ une strate´gie d’e´valuation base´e sur l’utilisation
des utilisateurs sollicite´s pour e´valuer la pertinence des e´le´ments agre´ge´s.
Pour re´aliser cette se´rie d’expe´rimentations, nous avons se´lectionne´ un en-
semble de vingt requeˆtes CO. Ces requeˆtes sont nume´rote´s 2009n avec n :
001-006, 010-015, 020, 023, 026, 028, 029, 033, 035, 036. Pour les participants,
nous avons sollicite´ vingt-trois utilisateurs (doctorants et e´tudiants en M2) de
notre laboratoire pour e´valuer ces requeˆtes. La taˆche d’e´valuation est la sui-
vante. Pour chaque requeˆte soumise au syste`me, le re´sultat de la recherche est
une liste ordonne´e des agre´gats (voir formule 4.19). En moyenne, cinq agre´gats
par requeˆte e´value´s par les utilisateurs. Chaque requeˆte a e´te´ e´value´e par quinze
utilisateurs.
L’utilisateur juge chaque agre´gat en fonction de trois dimensions : la perti-
nence (voir la section 5.4.2 pour plus de de´tails), la redondance (voir la section
5.4.3 pour plus de de´tails) et la comple´mentarite´ (voir la section 5.4.4 pour plus
de de´tails).
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5.4.1 Distribution d’e´le´ments
Dans cette expe´rimentation, nous mesurons le nombre moyen d’e´le´ments re-
tourne´ par agre´gat et par requeˆte. L’objectif est d’e´tudier l’effet de la premie`re
hypothe`se H1 (voir section 4.3.6). En fait, les agre´gats ne sont pas des e´le´ments
uniques. Nous arrivons a` re´cupe´rer un agre´gat par document qui est sou-
vent forme´ de plusieurs e´le´ments. Ensuite, nous construisons une se´rie de cinq
agre´gats par requeˆte. Nous faisons la somme des e´le´ments constituant les agre´gats
forme´s et nous divisons cette somme par cinq afin de de´terminer le nombre
moyen d’e´le´ments par agre´gat et par requeˆte.
La figure 5.2 pre´sente la re´partition des vingt requeˆtes CO sur la base des
e´le´ments retourne´s. En moyenne, il y avait cinq e´le´ments par agre´gat qui
sont retourne´s. Nous constatons que pour les requeˆtes suivantes : Q001, Q002,
Q003, Q010, Q012, Q014, Q020, Q026, Q028, Q033, Q035 et Q036, le nombre
d’e´le´ments retourne´s est infe´rieur a` la moyenne globale. Ceci est du en raison
de l’hypothe`se H1 qui permet d’e´laguer les e´le´ments qui se chevauchent.
Figure 5.2 – Impact de l’hypothe`se H1 sur le nombre d’e´le´ments par agre´gat
et par requeˆte
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5.4.2 E´valuation de la pertinence d’agre´gats
Notre objectif dans cette section est d’e´valuer la pertinence d’un agre´gat.
Pour cela, nous avons demande´ aux utilisateurs de juger la pertinence d’un
agre´gat en fonction de trois niveaux de pertinence de´finis comme suit :
De´finition 4 (Agre´gat totalement pertinent) Un agre´gat est totalement
pertinent si tous ses e´le´ments sont pertinents.
De´finition 5 (Agre´gat partiellement pertinent) Un agre´gat est partielle-
ment pertinente s’il contient des e´le´ments pertinents.
De´finition 6 (Agre´gat non pertinent) Un agre´gat est non pertinent s’il ne
contient que des e´le´ments non pertinents.
Dans cette premie`re expe´rimentation, nous e´tudions la pertinence des agre´-
gats avant d’appliquer l’hypothe`se H2 (voir section 4.3.6). Ainsi, il est possible
d’avoir des e´le´ments redondants dans un agre´gat. La figure 5.3 liste le pour-
centage d’agre´gats pertinents, non pertinents et partiellement pertinents par
requeˆte sur l’ensemble des utilisateurs.
Les premiers re´sultats inte´ressants montrent que 87% d’agre´gats sont per-
tinents, soit 29% totalement ou 58% partiellement pertinents. Les re´sultats
montrent que seulement 13% des agre´gats ne sont pas pertinents (la moyenne
de la partie verte de la figure 5.3).
Figure 5.3 – Distribution de la pertinence d’agre´gats par requeˆte
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Afin d’obtenir une analyse plus fine de ces re´sultats, nous e´tudions le nombre
d’e´le´ments pertinents renvoye´s par agre´gat et par requeˆte. Pour cela, nous
mesurons la pre´cision dans les top-5 agre´gats. Nous de´finissons tout d’abord la
pre´cision d’un agre´gat k par :
Pag(k) =
Nombre d′e´le´ments pertinents dans ag(k)
Nombre total d′e´le´ments dans ag(k) (5.1)
ou` ag(k) est un agre´gat au rang (k).
La pre´cision moyenne pour une requeˆte q, note´e APq@k, est calcule´e par la
moyenne des pre´cisions pour les top-k agre´gats comme suit :
APq@k =
∑k
i=1 Pag(i)
|k| (5.2)
Ainsi, la moyenne des pre´cisions moyennes MAP@k pour toutes les requeˆtes
est calcule´e comme suit :
MAP@k =
∑
q∈QAPq@k
|Q| (5.3)
Avec :
1. APq@k est la pre´cision moyenne pour une requeˆte q.
2. Q est l’ensemble des requeˆtes.
Dans cette deuxie`me expe´rimentation, nous testons la pre´cision par requeˆte
pour les top-k agre´gats a` Pag(1), Pag(2), Pag(3), Pag(4) et Pag(5). Les re´sultats sont
pre´sente´s sur la figure 5.4.
Figure 5.4 – Pertinence d’agre´gats par requeˆte a` Pag(1), Pag(2), Pag(3), Pag(4),
Pag(5)
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Pour les vingt requeˆtes de test et en utilisant la mesure propose´e dans la
formule 5.1 a` Pag(1), huit requeˆtes avaient plus de 40% des e´le´ments pertinents,
onze requeˆtes avaient entre 10% et 40% des e´le´ments pertinents. A` Pag(5), parmi
les vingt requeˆtes de test, une seule a plus de 40% des e´le´ments pertinents,
onze requeˆtes avaient entre 10% et 40% d’e´le´ments pertinents, et huit requeˆtes
ont moins de 10% des e´le´ments pertinents par agre´gat. La plus grande (resp.
faible) valeur AP@5 est pour le Q012 requeˆte (resp. Q006) et elle est e´gale
a` 0,576 (resp. 0,121). La MAP@5 pour les vingt requeˆtes est e´gale a` 0,28.
Ainsi, notre approche renvoie plus d’e´le´ments pertinents dans le premier top-k
agre´gats, guide l’utilisateur a` identifier les e´le´ments pertinents d’un document
XML et re´duit e´galement les efforts de´ploye´s par l’utilisateur afin de localiser
les informations recherche´es. Toutefois, dans certains cas, Q010 et Q020, le
pre´cision Pag(3) est supe´rieure a` Pag(1).
Ces re´sultats sont e´value´s par l’utilisateur sans se demander si un agre´gat
contient des e´le´ments redondants et/ou comple´mentaires. Ces questions sont
aborde´es dans les expe´rimentations ci-apre`s.
5.4.3 Impact de la redondance
Cette troisie`me expe´rimentation est conc¸ue comme un test de cohe´rence de
la redondance au niveau des re´sultats retourne´s. En effet, nous avons fourni
deux degre´s pour mesurer la redondance au sein d’un agre´gat : redondants
et non-redondants. Nous avons demande´ aux utilisateurs de ve´rifier chaque
agre´gat et re´pondre a` la question de la redondance :
De´finition 7 (Redondants) Si un utilisateur juge qu’un ou quelques e´le´ments
d’un agre´gat n’apportent pas de nouvelles informations.
De´finition 8 (Non-redondants) Si chaque e´le´ment d’un agre´gat apporte une
nouvelle information.
Pour chaque requeˆte, chaque utilisateur est invite´ a` e´valuer la redondance
entre les e´le´ments de premier agre´gat (top-1 agre´gat). Il convient de noter que
nous ne regardons pas si les e´le´ments sont pertinents. La figure 5.5 montre
les re´sultats qui sont tre`s inte´ressants. En effet, nous constatons que 90,85%
des jugements conside`rent que les agre´gats renvoye´s contiennent des e´le´ments
qui ne ve´hiculent pas la meˆme information. Il est tout a` fait logique, car a`
ce moment-la`, nous avons travaille´ avec un document unique. Meˆme si cela se
produit, la premie`re hypothe`se H1 a de´ja` e´te´ applique´e afin d’e´viter l’inclusion
structurelle entre les e´le´ments d’un meˆme agre´gat.
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Figure 5.5 – Distribution des jugements de la redondance par requeˆte
En ce qui concerne l’hypothe`se H2, son impact est minime (meˆme sans ef-
fet), mais la question qui se pose : A` quoi elle sert ? Tout simplement, notre
mode`le est cense´ e´galement fonctionner si l’agre´gat est construit a` partir de plu-
sieurs documents (multi-documents). Dans ce cas, il est fort probable d’avoir
d’e´le´ments qui portent la meˆme information et le recours a` cette hypothe`se sera
indispensable.
5.4.4 Impact de la comple´mentarite´
Dans cette quatrie`me expe´rimentation, nous voulons e´valuer si les e´le´ments
de l’agre´gat sont comple´mentaires afin d’avoir une vue d’ensemble sur les
re´sultats retourne´s. Nous avons e´galement cherche´ a` mesurer l’inte´reˆt d’un
agre´gat par rapport a` des e´le´ments pris individuellement. Pour cela, nous
pre´sentons chaque top-1 agre´gat de toutes les requeˆtes a` chaque utilisateur
et nous lui posons la question suivante : Est-ce que les e´le´ments d’un agre´gat se
comple`tent ? En d’autres termes, si chaque utilisateur trouve de l’information
pertinente et additionnelle, par rapport a` son besoin d’information, entre les
e´le´ments de l’agre´gat.
La distribution des jugements de la comple´mentarite´ entre les vingt requeˆtes
est pre´sente´ dans la figure 5.6. Nous avons constate´ que les utilisateurs conside`rent
que les e´le´ments du top-1 agre´gat apportent des informations pertinentes et
supple´mentaires pour plus de 62,42% des jugements 1. On remarque que pour la
plupart des requeˆtes, ces e´le´ments peuvent eˆtre se´mantiquement comple´mentaires.
Cela prouve la capacite´ de notre mode`le a` agre´ger d’e´le´ments qui se comple`tent
1. Nombre totale de jugements = 15 utilisateurs × 20 requeˆtes, soit au total 300
jugements
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Figure 5.6 – Distribution des jugements de la comple´mentarite´ par requeˆte
mutuellement c’est-a`-dire chaque e´le´ment est qualifie´ pour fournir des informa-
tions pertinentes et supple´mentaires.
5.4.5 Comple´mentarite´ vs. Redondance
Une des questions que nous aimerions discuter dans cette section porte sur la
diffe´rence entre la redondance et la comple´mentarite´, en d’autres termes si nous
avons besoin de ces deux notions ou une seule d’entre elles est suffisante. Afin de
mieux comprendre la diffe´rence, conside´rons une requeˆte ambigu¨e, par exemple
la requeˆte “jaguar” (voiture vs animal), il y aura plusieurs e´le´ments retourne´s
qui parlent de l’usine automobile ou du parc animalier dans chaque agre´gat.
Dans ce cas, ces e´le´ments seront non-redondants parce que chaque e´le´ment
porte une nouvelle information par rapport au sujet de la requeˆte. Mais, cela ne
signifie pas que ces e´le´ments sont comple´mentaires, car ils n’apportent aucune
information supple´mentaire vis-a`-vis le besoin informationnel de l’utilisateur.
Mais si nous avons un autre e´le´ment qui apporte l’adresse d’une usine ou d’un
parc. Dans ce cas, on peut conside´rer que ce dernier e´le´ment est comple´mentaire
aux e´le´ments de´ja` re´cupe´re´s (si nous parlons des voitures ou des animaux).
Maintenant, revenons aux deux figures 5.5 et 5.6, et ve´rifions le comporte-
ment des deux requeˆtes, a` savoir, Q012 et Q035. Les agre´gats de ces requeˆtes
sont totalement non-redondants (voir figure 5.5), mais ils se comportent diffe´re-
mment sur le facteur de comple´mentarite´. La figure 5.6 montrent que les e´le´ments
de l’agre´gat de la requeˆte Q012 sont comple´mentaires a` 100% alors que pour
l’agre´gat de la requeˆte Q035, 67% de ses e´le´ments sont comple´mentaires. La
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principale conclusion qu’on peut en tirer est que deux e´le´ments sont comple´me-
ntaires alors ils doivent d’abord eˆtre non-redondants. Et donc, la non-redondance
est une condition ne´cessaire mais non suffisante pour la comple´mentarite´.
5.4.6 RI agre´ge´e vs. Liste ordonne´ee
L’objectif principal de ce travail est de fournir aux utilisateurs d’agre´gats au
lieu d’une liste d’e´le´ments pris se´pare´ment. La principale question que nous ten-
tons d’e´valuer dans cette cinquie`me expe´rimentation concerne l’inte´reˆt de ren-
voyer des re´sultats agre´ge´s par rapport a` la traditionnelle liste trie´e d’e´le´ments.
Cette taˆche n’est pas destine´e a` e´valuer la fac¸on de pre´senter les re´sultats (a`
travers une interface), mais l’utilite´ d’assembler les e´le´ments dans des agre´gats
par rapport a` une liste ordonne´e. Donc, nous avons demande´ aux utilisateurs
de re´pondre a` la question suivante : Que pre´fe´rez-vous la recherche agre´ge´e ou
une liste ordonne´e ?
Rappelons que pour chaque requeˆte (parmi les vingt requeˆtes), nous avons
quinze participants qui re´pondront a` la question ci-dessus. Soit un total de
300 jugements. Dans 177 de jugements (soit 59%), les utilisateurs pre´fe`rent les
re´sultats retourne´s soient assemble´s en agre´gats qu’une simple liste ordonne´e
(cf. figure 5.7). Cela montre implicitement que la recherche agre´ge´e est utile
parce que souvent un seul e´le´ment ne suffit pas, alors que les e´le´ments d’un
agre´gat peuvent se comple´ter mutuellement pour aboutir a` une re´ponse plus
comple`te. En re´sume´, la recherche agre´ge´e fournit de meilleurs re´sultats que la
RI structure´e dans la majorite´ des requeˆtes.
Figure 5.7 – Utilite´ de la RI Agre´ge´e
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5.4.7 De´gre´ d’accord entre participants et temps consacre´
a` chaque requeˆte
Dans cette expe´rimentation, nous essayons de de´terminer le degre´ d’accord
entre les jugements des utilisateurs a` l’aide de coefficient de Kappa (K). Nous
utilisons le coefficient Kappa de Fleiss [76] comme mesure pour e´valuer la fiabi-
lite´ entre un nombre fixe d’utilisateurs. Cette mesure est utilise´e pour mesurer
l’accord entre deux participants. Dans [129], les auteurs ont donne´ les intervalles
suivants pour interpre´ter les valeurs de K. K < 0 (de´saccord), K ∈ [0, 01; 0, 2]
(accord tre`s faible), K ∈ [0, 21; 0, 4] (accord faible), K ∈ [0, 41; 0, 6] (accord
mode´re´), K ∈ [0, 61; 0, 8] (accord fort) et K ∈ [0, 81; 1] (accord presque par-
fait). Notons que la dure´e d’une session est le temps moyen ne´cessaire pour
qu’un utilisateur e´value une requeˆte pour chaque expe´rimentation. La dure´e de
chaque session ainsi que le degre´ d’accord pour chaque expe´rimentation sont
pre´sente´s dans le tableau 5.2.
Expe´rimentation 1 2 3 4 5
Dure´e (en secondes) 315 264 24 37 167
Degre´ d’accord 0,40 0,36 0,60 0,44 0,46
Table 5.2 – Dure´e et degre´ d’accord base´s sur des contextes re´els (user studies)
Le degre´ d’accord de nos expe´rimentations n’affecte pas la validite´ des
re´sultats mentionne´s dans les sections pre´ce´dentes parce qu’en RI la valeur
de K est toujours faible entre les utilisateurs. Ce meˆme constat est e´galement
reconnu dans le cadre de campagnes d’e´valuation tels que INEX et TREC [130].
Pour conclure, les utilisateurs sont en accord faible pour e´valuer les expe´ri-
mentations 1 et 2 sur la pertinence des agre´gats. En outre, ces deux expe´rime-
ntations sont assez longues car l’e´valuation concerne les top-5 agre´gats. D’autre
part, les deux autres expe´rimentations 3 et 4 sont plutoˆt rapides parce que
l’e´valuation porte uniquement sur le top-1 agre´gat de chaque requeˆte et elles
sont en accord mode´re´. En ce qui concerne la dernie`re expe´rimentation, le
temps d’e´valuation est moyen par rapport aux autres et il fait e´galement partie
de l’accord mode´re´.
5.4.8 Discussion
A notre connaissance, notre approche est parmi les premie`res qui abordent
le proble`me de la recherche agre´ge´e dans des documents XML. L’e´valuation
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expe´rimentale montre que la recherche agre´ge´e peut contribuer dans la re-
cherche d’information dans des documents XML. En effet, nous exigeons qu’un
agre´gat soit qualifie´ comme re´ponse a` une requeˆte s’il re´pond a` trois caracte´ri-
stiques a savoir la pertinence, non redondante et comple´mentarite´. Pour re´pondre
a` la premie`re caracte´ristique, nous essayons d’identifier les e´le´ments les plus si-
gnificatifs dans l’agre´gat se´lectionne´ a` partir d’un document XML. Dans ce
cas, un agre´gat pertinent permet d’ame´liorer l’interpre´tation des re´sultats, gui-
der l’utilisateur a` identifier les e´le´ments pertinents dans un document XML et
re´duire e´galement les efforts de´ploye´s par l’utilisateur qui doit fournir pour lo-
caliser les informations souhaite´es. Pour satisfaire la deuxie`me caracte´ristique,
nous avons besoin de ge´ne´rer des agre´gats sous contraintes les deux hypothe`ses
H1 et H2. Pour remplir la troisie`me caracte´ristique, nous exigeons que les
e´le´ments d’un agre´gat apportent des informations pertinentes et additionnelles
entre eux. Toutefois, dans quelques cas si des e´le´ments ne sont pas comple´men-
taires ceci ne veux pas dire que ces e´le´ments ne sont pas se´mantiquement lie´s
a` la requeˆte de l’utilisateur.
Ce type d’agre´gation est tre`s utile car il permet une distinction tre`s fine de
diffe´rentes the´matiques exprime´es dans la requeˆte de l’utilisateur lorsque son
besoin en information est ge´ne´rique. Il vise e´galement a` donner a` l’utilisateur un
aperc¸u sur les diffe´rentes informations disponibles dans le corpus de documents
et qui sont lie´es a` son besoin. Dans le cas e´che´ant, il peut reformuler sa requeˆte.
5.5 Conclusion
Nous avons aborde´ la proble´matique d’e´valuation des agre´gats ge´ne´re´s a`
partir des documents XML. Nous avons pris en conside´ration l’e´valuation des
agre´gats selon trois caracte´ristiques a` savoir la pertinence, la redondance et la
comple´mentarite´.
Nous avons fourni un cadre d’e´valuation spe´cifique a` la recherche agre´ge´e a`
l’aide de plusieurs se´ries d’expe´riences. D’une manie`re ge´ne´rale, ces expe´rime-
ntations permettent de de´montrer que :
– l’utilisateur peut trouver dans les agre´gats ge´ne´re´s plus d’informations
pertinentes et re´duit ainsi l’effort a` fournir afin de satisfaire son besoin
d’information (voir section 5.4.2) ;
– dans la plupart des agre´gats renvoye´s, ses e´le´ments ne ve´hiculent pas la
meˆme information (voir section 5.4.3) ;
– dans plus la moitie´ des agre´gats se´lectionne´s, ses e´le´ments portent des
informations pertinentes et additionnelles (voir section 5.4.4) ;
– l’inte´reˆt de la RI agre´ge´e par rapport a` la RI structure´e (voir section
5.4.6).
Conclusion ge´ne´rale
Synthe`se
Les travaux pre´sente´s dans cette the`se s’inscrivent dans le contexte ge´ne´ral
de la RI et plus particulie`rement dans le cadre de la RI agre´ge´e dans des
documents semi-structure´s de type XML.
En RI Structure´e (RIS), les e´le´ments potentiellement pertinents renvoye´s par
un syste`me en re´ponse a` une requeˆte sont pre´sente´s a` l’utilisateur sous forme
d’une simple liste ordonne´e de re´sultats. Plusieurs questions se posent dans ce
contexte. Les principales sont : a` partir de quel moment est-on certain d’avoir
collecte´ assez d’information ? Comment se´lectionner l’unite´ d’information qui
re´pond le mieux a` une requeˆte ? La plupart des syste`mes de RIS retournent les
re´sultats de recherche sous la forme d’une liste d’e´le´ments disjoints, d’autres
commencent a` pre´senter les re´sultats de la recherche sous la forme de re´sume´s
multi-documents. D’autres questions plus techniques font aussi le sujet de cette
the`se, elles concernent les re´sultats retourne´s : Doit-on renvoyer des re´sultats
qui ve´hiculent la meˆme information ? Dans ce cas, quelle est l’utilite´ d’une telle
recherche ? Peut-on avoir des re´sultats qui se comple`tent ?
Notre objectif est d’apporter des re´ponses a` ces questions. Nous avons alors
propose´ un mode`le de RIS permettant une “meilleure” forme de construc-
tion des re´sultats re´pondant a` la requeˆte. Notre mode`le trouve ses fondements
the´oriques dans les RB. Plus pre´cise´ment, le mode`le que nous proposons est
base´ sur un re´seau pour chaque document. Dans chaque re´seau, les nœuds
repre´sentent un document, ses e´le´ments, les termes d’indexation et la requeˆte.
La topologie du re´seau permet de prendre en compte naturellement les relations
de de´pendance entre ces nœuds.
Plus pre´cise´ment, nos contributions pre´sente´es dans cette the`se ont porte´
sur quatre volets : l’agre´gation des e´le´ments les plus potentiellement perti-
nents, l’e´lagage d’e´le´ments redondants a` partir d’un ou plusieurs documents, la
de´termination d’e´le´ments porteurs d’informations pertinentes et additionnelles
et la proposition d’un cadre d’e´valuation d’agre´gats.
1. L’utilisation des RB en RI s’est ave´re´e inte´ressante graˆce notamment a`
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leur puissance pour infe´rer la pertinence des documents vis-a`-vis d’une
requeˆte ainsi qu’a` leur capacite´ de repre´senter de manie`re naturelle les
diffe´rents liens existants entre les objets manipule´s en RI, a` savoir les
documents, les e´le´ments, les termes et la requeˆte. L’e´valuation de la per-
tinence d’une configuration vis-a`-vis d’une requeˆte est effectue´e par un
processus de propagation a` travers les nœuds termes relie´s a` cette requeˆte.
Les termes de la requeˆte absents dans les repre´sentations d’agre´gats via
ses e´le´ments sont donc naturellement et explicitement conside´re´s dans le
calcul des scores de pertinence contrairement aux syste`mes actuels de RI.
Compte tenu de l’inte´reˆt que nous avons accorde´ a` cette notion d’im-
portance (ou de repre´sentativite´) d’un terme dans une configuration,
nous avons propose´ une estimation du maximum de vraisemblance sur
la fre´quence d’un terme dans une configuration permettant de mieux
quantifier l’importance d’un terme dans une configuration. Afin d’e´viter
le proble`me des fre´quences nulles des quelques termes (si un terme ne
figure pas dans une configuration) et e´ventuellement dans ses e´le´ments,
il faut ajouter la fre´quence du terme dans la collection avec celle cal-
cule´e avec le document. En fait, nous utilisons une technique de lissage
de type Dirichlet applique´e a` chaque e´le´ment XML de la configuration en
question ;
2. Dans notre processus de propagation, nous nous sommes inte´resse´s a`
l’agre´gation d’e´le´ments qui ne ve´hiculent pas la meˆme information dans
une configuration donne´e. Les techniques d’e´lagage propose´es, afin d’e´li-
miner les e´le´ments redondants dans la meˆme configuration, portent aussi
bien sur la premie`re source d’e´vidence a` savoir la structure a` l’aide d’une
premie`re hypothe`se (H1) et sur la deuxie`me source d’e´vidence a` savoir le
contenu a` l’aide d’une deuxie`me hypothe`se (H2) quand notre processus
de propagation est ge´ne´ralise´.
– H1 : cette hypothe`se est qualifie´e comme contrainte de structure per-
mettant d’e´liminer les e´le´ments redondants. Nous conside´rons que la
pre´sence d’une relation anceˆtre-descendant entre deux e´le´ments signi-
fie que l’un est inclus dans l’autre ;
– H2 : cette hypothe`se est conside´re´e comme une contrainte de contenu.
Nous supposons qu’un utilisateur pre´fe`re retrouver dans une configu-
ration donne´e des e´le´ments non redondants a` partir de plusieurs do-
cuments. Par souci de simplicite´, nous proposons d’utiliser la distance
cosinus pour de´tecter la redondance entre les e´le´ments renvoye´s.
3. De plus, nous avons propose´ d’assembler des e´le´ments qui se comple`tent
dans la meˆme configuration. La comple´mentarite´ indique a` quel point un
e´le´ment ajoute ce qu’il manquait en matie`re d’information a` un ensemble
d’e´le´ments. Pour mode´liser cette caracte´ristique, nous avons e´galement
propose´ une fonction de propagation qui favorise les e´le´ments les plus loin
de nœud racine. En effet, les e´le´ments loin du nœud racine d’un docu-
ment paraissent plus porteurs d’informations comple´mentaires que ceux
situe´s plus haut dans le document. Intuitivement, plus la distance entre
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un e´le´ment et la racine est grande, plus il contribue a` la comple´mentarite´
des e´le´ments d’une telle configuration. L’objectif de cette caracte´ristique
est de favoriser dans les configurations les e´le´ments qui se comple`tent
mutuellement pour avoir une re´ponse plus comple`te :“pertinence addi-
tionnelle” ;
4. Le dernier volet de notre contribution consiste en la de´finition d’un cadre
d’e´valuation approprie´ pour la RI agre´ge´e dans des documents XML. Le
cadre propose´ consiste a` utiliser les ressources de la collection de test
fournie dans le cadre de la campagne d’e´valuation INEX 2009.
Les expe´rimentations mene´es portent essentiellement sur :
– l’e´valuation de la pertinence des agre´gats : les premiers re´sultats inte´re-
ssants montrent que par parmi les agre´gats renvoye´s 29% sont totale-
ment pertinents et 58% sont partiellement pertinents. Seulement 13%
sont non-pertinents ;
– l’e´valuation de la redondance : nous avons trouve´ que 91% des agre´gats
renvoye´s contiennent des e´le´ments qui ne ve´hiculent pas la meˆme in-
formation ;
– l’e´valuation de la comple´mentarite´ : nous avons constate´ que les utilisa-
teurs conside`rent que les e´le´ments du top-1 agre´gat apportent d’infor-
mations pertinentes et additionnelles pour plus de 63% des agre´gats ;
– l’e´valuation des performances ainsi que l’utilite´ de la RI agre´ge´e par
rapport a` la recherche d’information structure´e (RIS) : Les re´sultats
obtenus de cette comparaison montrent que notre mode`le est efficace et
performant pour agre´ger des e´le´ments a` partir d’un document. En effet,
nous avons trouve´ 59% de jugements, des utilisateurs qui pre´fe`rent les
agre´gats qu’une simple liste ordonne´e d’e´le´ments. Ces re´sultats peuvent
eˆtre conside´re´s inte´ressants ;
– l’e´valuation de degre´ d’accord entre les jugements d’utilisateurs a` l’aide
de test statistique de Kappa de Cohen.
Il est e´galement a` noter que notre approche est applicable sur des requeˆtes de
type CO.
Limites et perspectives
L’e´valuation expe´rimentale de notre mode`le a montre´ son efficacite´ selon
plusieurs aspects, et ouvrent des perspectives a` court terme portant sur l’uti-
lisation de requeˆtes CAS, l’inte´gration d’un processus ite´ratif a` la recherche
pour la reformulation de requeˆtes, la de´finition des relations de de´pendances
dans un cadre qualitatif et d’autres a` long terme portant sur l’inte´gration des
relations de de´pendances entre des paires de termes d’indexations ou de do-
cuments, l’inte´gration des relations entre paires de documents dans un cadre
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ordinal.
Plus particulie`rement, nos perspectives a court terme portent essentielle-
ment sur les volets suivants :
1. E´tendre notre mode`le pour supporter aussi des requeˆtes oriente´es contenu
et structure. Nous proposons e´galement d’e´tendre notre mode`le pour sup-
porter des collections he´te´roge`nes (c’est a` dire ayant des documents aux
structures diffe´rentes).
2. Inte´grer un processus ite´ratif a` la recherche pour la reformulation de
requeˆtes. Pour ce faire, deux techniques existant dans les mode`les base´s
sur les RB probabilistes pourraient eˆtre adapte´es a` notre approche. La
premie`re pre´conise l’ajout des nœuds ou d’arcs dans le re´seau pour recal-
culer les distributions de probabilite´. Cette technique permet ainsi d’ajou-
ter des relations de de´pendance entre des termes et la requeˆte. Ces termes
peuvent eˆtre issus d’agre´gats juge´s par l’utilisateur ou les termes des n
premiers agre´gats restitue´s initialement par le syste`me. La seconde tech-
nique conside`re la requeˆte reformule´e comme une nouvelle information a`
introduire dans le syste`me ;
3. De´finir les relations de de´pendance dans un cadre qualitatif. Les valeurs
affecte´es a` ces relations traduiraient des ordres partiels de pre´fe´rence. La
the´orie des possibilite´s offre deux cadres de travail. Le cadre qualitatif ou
ordinal et le cadre nume´rique. Nous avons propose´ notre mode`le dans un
cadre nume´rique base´ sur la the´orie des probabilite´s. Nous proposons ici
de traduire ce mode`le dans un cadre ordinal base´ sur les re´seaux possibi-
listes. Ainsi, des pre´fe´rences pourraient eˆtre de´finies entre les termes d’in-
dexation pour repre´senter les documents et/ou la requeˆte. Ces pre´fe´rences
peuvent eˆtre donne´es par des experts, ou par des e´tudes statistiques sur
le texte, etc. Ces pre´fe´rences permettraient par la suite, de restituer des
agre´gats classe´s par pre´fe´rence de pertinence. Il serait possible dans un
tel cadre de mesurer le point auquel un agre´gat a1 est pre´fe´re´ a` l’agre´gat
a2 ou de mesurer la pre´fe´rence d’un agre´gat a1 par rapport a` un ensemble
d’agre´gats a3,a4.
A` long terme nous pre´voyons de :
4. Inte´grer des relations de de´pendance entre des paires de termes d’indexa-
tion ou des paires de documents. Cette perspective peut eˆtre en relation
avec la perspective pre´ce´dente. Dans ce contexte, les arcs sont mesure´s
par des valeurs nume´riques traduisant des quantite´s et non pas des ordres
partiels. Afin de quantifier ces relations, nous pourrions nous baser sur
la connaissance repre´sente´e dans une ontologie. Une ontologie permet de
formaliser des liens se´mantiques entre des concepts unite´s de sens. De´finie
dans un cadre probabiliste, elle pourrait ajouter de l’information perti-
nente a` conside´rer lors du processus de propagation de´clenche´e par la
requeˆte. Le re´seau serait compose´ d’un sous re´seau documents et d’un
sous re´seau requeˆte. Ces sous re´seaux pourraient eˆtre relie´es a` travers
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une ontologie ;
5. Inte´grer des relations entre paire d’agre´gats dans un cadre nume´rique ou
ordinal. Les relations de de´pendances entre paires d’agre´gats pourraient
traduire des liens se´mantiques ou statistiques e´valuant les distributions
des termes communs a` des paires ou ensembles d’agre´gats. Les termes ou
les agre´gats peuvent ainsi eˆtre regroupe´s dans des classes communes ;
6. Mettre en place un cadre d’e´valuation standard pour la RI agre´ge´e dans
des documents XML ou` l’e´valuation est vigoureusement controˆle´e en uti-
lisant une collection de test re´elle dont les requeˆtes sont e´mises par des
utilisateurs et leurs interactions sont exploitables pour fournir des juge-
ments de pertinence sur des agre´gats construits pour les vingt requeˆtes
propose´es.
Annexe A
Les documents semi-structure´s
A.1 XML : concepts de base
A.1.1 Documents structure´s et documents semi-structure´s
La structure d’un document est l’agencement de ses diffe´rents e´le´ments afin
de lui donner sa cohe´rence, sa forme et sa rigidite´. Une balise (ou tag) est une
suite de caracte`re encadre´s par “<” et “>”, comme par exemple <titre>. Un
e´le´ment est une unite´ syntaxique encadrant les fragments d’informations par
une balise de de´but et une balise de fin, comme par exemple <titre> RI Struc-
ture´e < /titre>. Les e´le´ments d’un document peuvent eˆtre imbrique´s comme
le montre l’exemple de la figure A.1, mais ils ne doivent pas se recouvrir. Les
attributs des e´le´ments sont inte´gre´s a` la balise de de´but en utilisant la syn-
taxe nomattribut=′′valeur′′. Par exemple, <titre sujet=′′xml′′> RI Structure´e
< /titre>.
Le langage de description a` balises SGML (Standard Generalized Markup
Language) [87], de norme ISO 1 (International Organization for Standardiza-
tion) et sa version simplifie´e XML (eXtensible Markup Language) permettent
de produire des documents structure´s ou semi-structure´s. Les documents struc-
ture´s posse`dent une structure re´gulie`re, ne contiennent pas d’e´le´ments mixtes
(c’est a` dire d’e´le´ments contenant du texte et d’autres e´le´ments) et l’ordre des
diffe´rents e´le´ments qu’ils contiennent est ge´ne´ralement non significatif.
Les documents semi-structure´s sont des documents qui posse`dent une structure
flexible et des contenus he´te´roge`nes. La modification, l’ajout ou la suppression
d’une donne´e entraine une modification de la structure de l’ensemble [9].
1. ISO est un organisme cre´e´ en 1947 et a pour but de produire des normes inter-
nationales dans les domaines industriels et commerciaux appele´es normes ISO
Annexe A. Les documents semi-structure´s 107
Figure A.1 – Exemple d’un document XML
Dans ce contexte, nous nous inte´ressons a` la RI dans des documents semi-
structure´s. Les documents structure´s servent a` conserver des donne´es au sens
Bases de donne´es. Par abus de langage, on parlera de la RIS. Le format XML
nous permet d’illustrer nos propos.
A.1.2 Les fondements de XML
XML 2 est un standard mis en place par le W3C 3 (World Wide Web Consor-
tium) et de´rive´ du langage SGML. Selon [51], la de´finition d’un document XML
est la suivante : “Un document en XML constitue [...] un terme technique, qui
ne correspond pas ne´cessairement a` la notion classique d’un document narratif,
c’est-a`-dire a` un ensemble de donne´es textuelles organise´es et mises en forme
a` l’attention d’un lecteur. Il s’applique e´galement a` toute structure de donne´es
a` vocation d’e´change inter-applications.”
Un document XML est hie´rarchise´ sous forme d’un arbre. Chaque nœud
de l’arbre est un e´le´ment XML. Cette structure logique permet de faire des
recherches tre`s pointues sur les e´le´ments d’un document XML. Ces e´le´ments
ne peuvent pas se chevaucher mais ils peuvent s’imbriquer. Le choix du nom
de ses e´le´ments et leurs attributs ainsi que leur organisation est laisse´ au choix
2. http ://www.w3.org/XML/
3. http ://www.w3.org
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Figure A.2 – Exemple de DTD correspondant au document XML da la figure
A.1
de l’auteur. C’est pourquoi le langage XML est dit ge´ne´rique.
XML fournit un moyen de ve´rifier la syntaxe d’un document graˆce aux
DTD (Document Type Definition) [143]. C’est un sous langage restreignant
de´crivant la structure des documents y faisant re´fe´rence graˆce a` une organi-
sation pre´de´finie. Ainsi un document XML doit suivre scrupuleusement les
conventions de notation XML et peut e´ventuellement faire re´fe´rence a` une
DTD de´crivant l’imbrication des e´le´ments possibles. Un document suivant les
re`gles de XML est appele´ document bien forme´. Un document XML posse´dant
une DTD et e´tant conforme a` celle-ci est appele´ document valide. La figure A.2
pre´sente une DTD correspondante au document XML A.1.
XML permet donc de de´finir un format d’e´change selon les besoins de l’uti-
lisateur et offre des me´canismes pour ve´rifier la validite´ du document produit.
Il est donc essentiel pour le receveur d’un document XML de pouvoir extraire
les donne´es du document. Cette ope´ration est possible a` l’aide d’un outil appele´
analyseur (en anglais parser, parfois francise´ en parseur).
Le parseur permet d’une part d’extraire les donne´es d’un document XML
(on parle d’analyse du document ou de parsing) ainsi que de ve´rifier e´ventuellement
la validite´ du document. Il existe deux types d’analyseurs de documents XML,
le parseur s’appuyant sur des flux d’e´ve`nements SAX (Simple API for XML)
et le parseur DOM 4 qui produit un graphe d’objets.
Le DOM repre´sente en me´moire les e´le´ments, les attributs et le texte des
e´le´ments au sein des nœuds d’un arbre comme illustre la figure A.3. Graˆce a` ses
4. http ://www.w3.org/DOM
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Figure A.3 – Exemple de DOM correspondant au document XML de la figure
A.1
fonctions, le DOM permet de consulter et de modifier le contenu et la structure
d’un document charge´ en me´moire. Il est recommande´ d’utiliser le DOM pour
se repe´rer efficacement dans un document XML, relativement a` un e´le´ment de
l’arbre XML. Si le besoin en information est exprime´ selon un chemin XML
absolu, il devient ardu d’utiliser DOM et d’avoir recours a` d’autres standards
tel que XPath.
XPath est un langage d’expression s’appliquant a` XML ; il s’agit d’un lan-
gage permettant de se´lectionner des sous-arbres d’un document XML. Il posse`de
une syntaxe simple et non ambigu¨e et imple´mente des types usuels (chaˆınes,
nombres, boole´ens, variables, fonctions) [58].
XPath est une spe´cification conc¸ue pour parcourir une collection de documents
XML, et de se´lectionner un ensemble de nœuds en exploitant notamment les
relations existantes entre ces derniers. Ces nœuds devront re´pondre a` certaines
contraintes structurelles ou se´mantiques (contenu) pour eˆtre se´lectionne´s. Les
contraintes sont sous la forme d’un chemin. L’utilisateur doit de´crire des expres-
sions de chemin dans l’arbre d’un document XML pour retourner des fragments
de document.
A.2 Stockage des documents XML
Le stockage des collections de documents XML peut se faire selon trois
techniques : utilisation des fichiers textes, utilisation des SGBD relationnels et
utilisation d’un SGBD XML natif [215].
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A.2.1 Mode`les de fichiers textes
Les fichiers textes constituent le moyen le plus simple de stocker les do-
cuments XML. Ils pre´sentent l’avantage de pouvoir eˆtre lus et e´dite´s par un
utilisateur. Ce format constitue de plus le moyen d’e´change le plus simple des
donne´es XML sur un re´seau. Pour l’interrogation, XQuery [75] permet d’in-
terroger ces documents apre`s une traduction pre´alable sous forme d’un arbre
d’objets en me´moire selon le standard DOM.
A.2.2 Mode`les de SGBD relationnels
Les principaux SGBD relationnels (Oracle, SQL server, etc.) ont e´te´ e´tendus
pour les donne´es XML. Deux me´thodes de stockage existent :
– de´finir un nouveau type de donne´es adapte´ a` XML et stocker les docu-
ments XML comme des objets dans une colonne,
– re´aliser une correspondance entre un document XML et un ensemble de
tables en s’appuyant sur le DTD du document (destruction du document
XML afin de stocker les e´le´ments et les attributs en colonnes de tables).
Les documents stocke´s peuvent eˆtres manipule´s en SQL par un jeu de fonctions
pre´de´finies, par exemple l’extraction des objets par une expression XPath.
A.2.3 Mode`les de SGBD XML natifs
Les SGBD natifs sont de´veloppe´s spe´cifiquement pour XML. Ils stockent et
manipulent directement des arbres XML au lieu de passer par une structure in-
terme´diaire (table relationnelle). Ils posse`dent des index spe´cialise´s permettant
d’acce´der aux composants d’un arbre de documents XML : e´le´ments, attributs
et texte. Les langages d’interrogation pour ce type de mode`les sont les langages
de requeˆte XPath et XQuery.
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