Popular methods for estimating the central subspace in regression require slicing a continuous response. However, slicing can result in loss of information and in some cases that loss can be substantial. We use intraslice covariances to construct improved inference methods for the central subspace. These methods are optimal within a class of quadratic inference functions and permit chi-squared tests of conditional independence hypotheses involving the predictors. Our experience gained through simulation is that the new method is never worse than existing methods, and can be substantially better.
I
Sufficient dimension reduction has generated considerable interest over the past decade as a way of studying regressions involving a univariate response Y and a p-dimensional predictor X=(x 1 , . . . , x p )T, without requiring a parametric model. If it is assumed that (Y , X) has a joint distribution with S¬var(X)>0, the overarching goal is to replace X with its projection P S X on to a subspace SkRp, while retaining full information about the conditional distribution of Y |X. The parsimonious target of a sufficient dimension reduction enquiry is the central subspace S Y|X , defined as the intersection of all subspaces SkRp having the property that Y ) )X|P S X, where ) ) indicates independence (Cook, 1996) . Although the intersection is always a subspace, mild conditions are required to ensure that it is a dimension reduction subspace; see Cook (1998, Ch. 6 ) for these conditions and additional background about the central subspace. If we let P Y|X denote the projection operator for S Y|X , it follows that P Y|X X represents the fewest linear combinations of X that extract all of the information from X about Y . Since no prespecified model for Y |X is required and because P Y|X X provides a minimal sufficient linear reduction of X, this context may be useful for studying high-dimensional regressions.
Dimension reduction methods like minimum average variance estimation (Xia et al., 2002) and iterative Hessian transformations (Cook & Li, 2002) estimate the central mean 66
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subspace, which is a subspace of S Y|X that captures the conditional mean E(Y |X). In this paper we are concerned only with methods for estimating S Y|X . Some methods for estimating S Y|X require that E(X|P Y|X X=U) be a linear function of U. This typically mild linearity condition, which involves only the marginal distribution of X, connects the central subspace with the inverse regression of X on Y . When it holds, we have w(y)¬S−1{E(X|Y =y)−E(X)}µS Y|X ,
and consequently span[var{w(Y )}]kS Y|X . In terms of the standardised predictor Z¬S−D{X−E(X)}, we have w(y)=S−DE(Z|Y =y). The linearity condition implies that E(Z|Y =y)µS Y|Z =SDS Y|X and thus (1) follows. Sliced inverse regression (Li, 1991) bases its methodology on a spectral analysis of a sample version of var{w(Y )}, which requires an estimate of w. The mean E(X) and covariance matrix S can be estimated using their sample versions. Conditional sample means can be used to estimate E(X|Y ) when Y is discrete or categorical. When Y is continuous, Li (1991) proposed estimating E(X|Y ) by replacing Y with a discrete version constructed by partitioning its range into h fixed slices.
More recently, Cook & Ni (2005) used slicing to estimate the w(y)'s and then combined these estimators via a family of quadratic inference functions into an estimator of S Y|X . They showed that sliced inverse regression is a suboptimal member of the family and that the optimal member can provide substantially better results in testing and estimation. We show in this paper how to achieve additional gains with a continuous Y by incorporating intraslice covariances within the framework proposed by Cook & Ni. Although several methods of estimating S Y|X are based on slicing, this is apparently the first time that intraslice covariances have been used to recover information missed by the slice means.
B    
Some inverse regression methods for estimating S Y|X are based on the fundamental identity (1), which requires that we condition on Y . This conditioning cannot normally be performed in practice unless Y is discrete or categorical. A common practice with a continuous response is first to partition the range of Y into h slices indexed by s=1, . . . , h and then to average w(Y ) over the values of Y in each slice. If we let J s (Y )=1 when Y is in slice s and 0 otherwise, this yields
This relationship is often used as a basis for methodology because j s can be estimated straightforwardly by using its sample version j @ s . Cook (2004) and Cook & Ni (2005, § 5) showed that sliced inverse regression can be cast in terms of the inference function
where vec is the usual operator that stacks the columns of a matrix. The sliced inverse regression estimator of S Y|X is the subspace spanned by a value of B that minimises F d , and its corresponding test statistic for d=m is just nF C m . Predictor tests in the context of (3) were developed by Cook (2004) . Estimation of the central subspace in regression Cook & Ni (2005, § 6 ) demonstrated that the sliced inverse regression tests and estimators based on F d can be significantly inferior to those based on the corresponding optimal inference function,
where the columns of AµRh×(h−1) are a basis for the subspace of Rh that is orthogonal to the vector of ones, and Y n is a consistent estimator of the covariance matrix of the asymptotic normal distribution of nD{vec( For continuous responses, sliced inverse regression F d given by (3) and optimal inverse regression Fopt d given by (4) both use slicing to form the location information j @ in their respective objective functions. However, slicing a continuous response can result in loss of information, and in some cases that loss can be substantial. At the extreme with only one slice there is no information left since j s =0.
3. C    3·1. Recovering intraslice information Our proposal for recovering intraslice information starts by defining, for y in slice s,
Under the linearity condition, w(y) and j s are both in S Y|X and, consequently, f s (y)µS Y|X . We would like a simple method of recovering information from f s (y), without resorting to smoothing methods to estimate E(X|Y =y). This can be accomplished by using intraslice covariances: cov{f
Y|X . The next step is to combine j s and S−1 cov(X, Y |J s =1) into a single quantity to be estimated. Since these quantities are in different scales, taking a linear combination of them with fixed weights will not necessarily produce a good method. Instead we combine them using
The intraslice covariances cov(X, Y |J s =1) distinguish this development from that of Cook & Ni (2005) , who based their estimates of the central subspace on only the j s 's. If Y is constant within a slice, then cov(X, Y |J s =1)=0 and the development here reduces to that of Cook & Ni (2005) . With a single slice, b 1 is simply the population coefficient vector from the ordinary least squares fit of Y on X, while j s =0. Under linearity, it follows from (1) and (6) that b s µS Y|X , for s=1, . . . , h. We take this a step further and assume the coverage condition, span(b 1 , . . . , b h )=S Y|X . Coverage assumptions are common in sufficient dimension reduction. If we let d=dim(S Y|X ), our coverage condition requires in part that h>d, which we assume throughout the rest of this paper. All of the results in the rest of this article hold under linearity but not coverage, with the caveat that then we may be estimating a proper subset of S Y|X . Additional comments on coverage and the linearity condition are offered in § 5. In § 3·2 we use b s , for s=1, . . . , h, as a foundation for estimating S Y|X .
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3·2. Estimation Starting with a random sample (X
. . , n, on (X, Y ), we propose to estimate b s with the vector b @ s of X coefficients from the ordinary least squares fit of
, compare (6), including an intercept. In other words,
where S C is the sample covariance matrix of X and
In the continuous-response case, which is the focus of this paper, b @ s should perhaps be expected to perform better than j @ s because of the presence of the cross-product terms
. We next describe a method for estimating S Y|X assuming that d is known, and then address estimation of d. We discuss inference methods for other aspects of S Y|X in § 3·3. Let the columns of the p×d matrix g be a basis for 
where C n is a consistent estimator of the covariance matrix CµRph×ph in the asymptotic normal distribution of nD{vec(b @ )−vec(b)}. We refer to (7) as covariance inverse regression estimation because the method combines information from intraslice covariances with the usual inverse regression estimators. Cook & Ni (2005, § 3 .3, p. 414) described an alternating least squares algorithm for minimising (4) that can be adapted straightforwardly for the minimisation of Gopt d (B, C). To report C, let J(Y ) be the random vector with elements J s (Y ), for s=1, . . . , h, and define the random vector
which is the population residual vector from the ordinary least squares fit of Y J on X. Then
where E indicates the Kronecker product. The covariance inverse regression estimator is now obtained by minimising (7) and hypotheses on d can be tested by using the statistic ) and assume that h>d. T hen the following hold: The covariance inverse regression estimator uses location information from b @ in (7). This incorporates location information from j @ with the intraslice covariances between Y and X, as mentioned previously following (6). Since the limiting covariance matrix of vec(b @ ) is positive-definite when var(Y |J s =1)>0, we do not have to adjust for linear dependencies in those cases. The rank deficiency in j @ is the reason that nF C opt d~x 2
for all s, and it is again necessary to adjust for the linear dependency in j @ .
A first consistent estimator C n can be constructed straightforwardly by substituting sample versions for the population moments in C:
where d @ i is the ith residual vector from the ordinary least squares fit of Y i J(Y i ) on X i , including an intercept. The structure of the residuals d can be used to construct an alternative and perhaps more efficient consistent estimator C B n of C. Since b s =gc s , we can construct C B n by using the residual vector d A i from the ordinary least squares fit of
An estimator g @ of g is needed in order to use C B n , suggesting that we cycle between minimising Gopt d and estimating C, perhaps starting with (9) and then following the general recommendations of Carroll & Ruppert (1988, Ch. 1).
3·3. Inferring about the predictors
Cook (2004) and Cook & Ni (2005, § 3.4) showed how to test conditional independence hypotheses by using various quadratic inference functions. In this section we briefly review these hypotheses and describe how they can be tested using Gopt.
Let H be an r-dimensional user-selected subspace of the predictor space with r∏p−d, let Q H =I p −P H , and consider the following three equivalent hypotheses:
where O p denotes the origin in Rp. The hypothesis Y ) )P H X|Q H X asserts that Y and X are independent given Q H X. Consequently, we could replace X with Q H X without loss of information about the regression. Partitioning XT=(XT r , XT −r ), we imagine a typical application to test the hypothesis that r selected predictors X r are redundant given the remaining predictors X −r , in which case H=span(H ) with basis given by the columns of the matrix H=(I r , 0)T. Cook (2004, Prop. 1) showed that the first hypothesis is equivalent to P H S Y|X =O p , provided only that the central subspace exists. The second equivalence is implied by the linearity and coverage conditions, since then S Y|X =S b . The marginal predictor hypothesis P H S b =O p , which does not require specification of d, is equivalent to the hypothesis HTb=0, where H is a p×r basis for H. The hypothesis P H S b =O p can thus be tested by using the Wald-type test statistic
Under the null hypothesis, T (H) is distributed asymptotically as x2 (rh) . This statistic is invariant under choice of basis H.
To construct a test statistic for the joint dimension-predictor hypothesis d=m and
be an orthonormal basis for Rp. We can fit under a joint hypothesis by minimising the constrained objective function
over BµR(p−r)×m and CµRm×h. Here B represents the coordinates of b in terms of the basis H 0 for the orthogonal complement of H. A joint hypothesis can be tested using the statistic nG C opt m,H , which asymptotically has a x2 {(p−m)(h−m)+mr} distribution under the hypothesis.
Finally, a conditional predictor hypothesis, P H S b =O p given d, can be tested using the statistic
Under the hypothesis, T (H|d) is distributed asymptotically as x2 (rd) .
S  4·1. Estimation In this section we consider estimation of S Y|X
and then turn to predictor tests in § 4·2. The linearity and coverage conditions should hold for all simulation models.
To maintain continuity, we consider first a model used by Cook & Ni (2005, p. 419) :
where e is a standard normal random variable,
. The v i 's and w j 's are mutually independent, with the v i 's drawn from a t (5) distribution and the w j 's from a Ga(0·2) distribution. We used five degrees of freedom for the t-distribution to guarantee existence of fourth moments. It is relatively difficult to estimate the central subspace because the predictors are quite skewed and prone to outliers. Here we contrast the performance of the covariance inverse regression estimator (7) with the inverse regression estimators (4) and the slice inverse regression estimator (3) using the weighted chi-squared test (Bura & Cook, 2001) for hypotheses on d. Estimation of the central subspace in regression | of the average multiple correlation between X 1 and g @TX for (c) h=4 and (d) h=8; , sliced inverse regression estimator (3); , optimal inverse regression estimator (4); , covariance inverse regression estimator (7).
Figures 1(a) and (b) show, for 4 and 8 slices, the percentage in 1000 replications of correct dimension estimates d @ =2 based on sequential testing with constant nominal level 0·05. As we increased n, this percentage was observed to approach 95 for the covariance inverse regression estimator and the inverse regression estimators, suggesting that the nominal and actual levels of their dimension tests are similar. Otherwise, the covariance inverse regression estimator of d outperformed the other two estimators at all sample sizes. Figures 1(c) and (d) show, again for 4 and 8 slices, the square root of the average multiple correlation between x 1 and the method-specific predictors g @TXµR2 computed with d=2. Figure 1 illustrates our general conclusion that, with d known, the covariance inverse regression estimator of S Y|X outperformed the other estimators. The performance of the covariance inverse regression estimators remained relatively constant as we increased h, while the performance of the other two estimators improved. We view this as a distinct advantage for the proposed method. Although it is generally recognised that methods based on inverse means alone are not terribly sensitive to h, the value of h can matter. The asymptotics associated with all the methods under consideration work best when the number of observations per slice is large, which suggests that h be small. However, a small h can result in loss of information for inverse mean methods, as illustrated in Fig. 1 . The fact that we observed the performance of the covariance inverse regression estimators to be relatively stable suggests that we can use smaller values of h, thus perhaps allowing better asymptotic approximations without sacrificing performance.
We also conducted simulations after adding five independent standard normal predictors to model (13), for a total of ten predictors. Although there was some expected loss of power, the results were quite similar to those of Fig. 1 , the optimal covariance inverse regression methods continuing to dominate the other methods at all sample sizes. The same qualitative phenomenon was observed in data simulated from the heteroscedastic model Y =bT 1 X+exp(bT 2 X/4·5)e, where the p=10 predictors X and the error e are independent standard normal random variables, b 1 ={(1, 0)E(1, 1, 1, 1, 1)}T and b 2 ={(0, 1)E(1, 1, 1, 1, 1)}T. In particular, the covariance inverse regression estimators performed much better in finding the b 2 direction in S Y|X than did the other two methods. For instance, at n=1200, the multiple correlation between bT 2 X and the first two covariance inverse regression predictors was about 0·80, while this correlation was about 0·60 for both sliced inverse regression and the optimal inverse regression estimator.
4·2. Marginal predictor tests
In this section we report results from a power study to gain insights into the behaviour of tests of marginal predictor hypotheses. We first considered datasets generated according to a linear model Y =x 1 +se with p standard normal predictors and different specifications for the error. For each simulated dataset we applied three tests of the marginal predictor hypothesis Y ) )x 1 |X −1 . The tests are based on sliced inverse regression (Cook, 2004) , optimal inverse regression (Cook & Ni, 2005) and the covariance inverse regression test (10) proposed here. To provide a basis for comparison, we also applied the standard t test from a fit of the usual linear regression to all predictors. When s was sufficiently small we could find nothing to distinguish between the methods, but with a sufficiently large error variance the t test was observed to be the best method with a normal error. The qualitative nature of this conclusion should perhaps not be surprising since the t test and ordinary least squares have the advantage with a homoscedastic normal error. However, with skewed or heteroscedastic errors, the t test was clearly the worst method, and the covariance inverse regression methods performed at least as well as the other methods.
The results in Table 1 on tests of the hypothesis Y ) )x 2 |X −2 were obtained for the twodimensional model Y =x 1 +ex 2 /2N(0, 1) with p=5 standard normal predictors. The first column shows the test, and the second and third columns give the power W at the nominal 1 and 5 per cent levels. The absolute correlation c associated with the t test is the absolute sample correlation between x 2 and the fitted values from the ordinary least squares fit of Y on X. For the other three methods, c is the square root of the multiple correlation between x 2 and the two estimated method-specific predictors g @TXµR2 computed with d=2. The 0·05, 0·5 and 0·95 quantiles of the empirical distribution of c are reported in the three right-hand columns of 
, sliced inverse regression (3); , optimal inverse regression estimation (4); , covariance inverse regression estimator. Estimation of the central subspace in regression than random variation since the predictor in question x 2 occurs only in the variance function. The covariance inverse regression methods clearly dominate, with sliced inverse regression and inverse regression estimation performing similarly.
D
We have observed in many simulations with continuous responses that the optimal covariance inverse regression methods (7) perform at least as well as the methods based on sliced inverse regression (3) and optimal inverse regression (4), and sometimes much better. We avoided situations in which the intraslice covariance matrices var(X|J s =1) were singular or nearly so. Dimension reduction with sparse data is an important problem, particularly in bioinformatics, but is outside the scope of this paper. In addition, we concentrated on regressions where cov(X, Y |J s =1)N0 so that there might be information for the covariance methods to recover. If cov(X, Y |J s =1)=0, for s=1, . . . , h, then the covariance inverse regression methods reduce to those based on optimal inverse regression which again performs at least as well as sliced inverse regression (Cook & Ni, 2005) .
All the methods discussed here rely on the linearity condition. Although the linearity condition is not generally seen as a seriously restrictive condition, the right sort of extreme deviations from it can cause problems, typically overestimation of d. Let r(gTX)= S−1{E(X|gTX)−E(X)}, and define the predictor subspace S g =span{r(gTX)} as gTX varies in its marginal sample space, where g is still a basis for S Y|X . It can be shown that S Y|X kS g . When the linearity condition fails, we can still write b s =E{Y J s r(gTX)}. Consequently, each b s is a linear combination of vectors in the upper bound S g and, as supported by experience, with a sufficiently large h we should have S Y|X kS b =S g . Inference about S b then provides an upper bound on the central subspace. To isolate the coverage condition, we assume that the linearity condition holds so that r(gTX)=g(gTSg)−1gT{X−E(X)} and b s = f s g(gTSg)−1C s , where
For the coverage condition to fail, span(C s , s=1, . . . , h) must be a proper subset of Rd. Examples with this property must be carefully tuned. For instance, if we assume standard normal predictors, the coverage condition holds for the model Y =x 1 /{0·5+(s+x 2 )2}+e, unless s=0. If we let X y denote a random variable distribution like X|(Y =y) and assume that h is not too small, the coverage condition holds in inverse models of the form X y =E(X)+gn(y)+e, where e) )Y and n(y) is a known or unknown smooth vector-valued function that spans Rd.
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