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Einleitung
In vielen Anwendungsgebieten mo¨chte man ein Objekt auf dessen Beschaffenheit im Inne-
ren untersuchen. Hierbei ist man bestrebt, Methoden einzusetzen, die das Objekt mo¨glichst
nicht bescha¨digen. In der Materialwissenschaft spricht man von ”zersto¨rungsfreiem Pru¨fen“,
im medizinischem Bereich von ”nicht invasiven Untersuchungen“. Um solche Messungen
durchfu¨hren zu ko¨nnen, ist man auf einen Informationstra¨ger angewiesen, der indirekt Auf-
schluß u¨ber die gesuchten Gro¨ßen gibt.
Als Informationstra¨ger eignen sich jegliche Art von Wellen (z.B. Ultraschall, Ro¨ntgenstrah-
lung und elektromagnetische Strahlung), sofern sie das zu untersuchende Objekt durchdringen
ko¨nnen.
Die mathematische Modellierung der Streuung von zeitharmonischen akustischen Wellen an
Hindernissen erfolgt u¨ber die Helmholtz-Gleichung. Das Anwendungsgebiet dieser Gleichung
ist nicht auf akustische Wellen beschra¨nkt. Sie spielt auch eine wichtige Rolle bei elektroma-
gnetischer Strahlung (siehe z.B. in [Lak06]). Unter anderem wird die Helmholtz-Gleichung
auch zur Modellierung in der Seismologie, Impedanz Tomographie (vgl. [Man01] und Pha-
sencontrasttomographie (vgl. [Jon03]) benutzt. In Verbindung mit der Sommerfeldschen Aus-
strahlungsbedingung erha¨lt man die dazugeho¨rige Integralgleichung. In dieser Arbeit werden
diese beiden Gleichungen untersucht und wichtige Eigenschaften werden aufgezeigt.
Das erste Kapitel bescha¨ftigt sich im Wesentlichen mit speziellen Funktionen und deren Ei-
genschaften. Insbesondere werden Kugelfla¨chenfunktionen und Bessel-Funktionen behandelt.
Die in diesem Kapitel angegebenen Sachverhalte sind speziell fu¨r die vorliegende Arbeit zu-
sammengestellt. Dabei handelt es sich nicht nur um bereits bekannte Ergebnisse aus der Lite-
ratur. Weiterhin werden Basen bestehend aus spha¨rischen Wellen des L2(BR) angegeben.
Die Messanordnung des fu¨r diese Arbeit relevanten Streuvorgang wird in Kapitel II schema-
tisch dargestellt. Das zu Grunde liegende mathematischen Modell wird vorgestellt. Die phy-
sikalische Herleitung kann in [Wu¨b95] und [CK92] nachgelesen werden. Grundlagen fu¨r die-
ses Modell bilden zwei Operatoren, der Helmholtz-Operator und der Lippmann-Schwinger-
Operator. Elementare Eigenschaften der Operatoren werden herausgestellt.
Das dritte Kapitel beginnt mit der Einfu¨hrung von Quell- und Feldorperator. Der Quelloperator
bildet eine Funktion auf deren Quelle ab, wohingegen der Feldoperator einer Funktion deren
Gesamtfeld zuordnet. Mit diesen Operatoren la¨sst sich eine allgemeine Beziehung zwischen
Feldern, Quellen und der zu Grunde liegenden Objektfunktion darstellen. Eigenschaften der
Operatoren werden herausgestellt. Im weiteren Verlauf dieses Kapitels wird das direkte Streu-
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problem behandelt. Analytische Lo¨sungen fu¨r radialsymmetrische Objekte werden angegeben.
Fu¨r beliebige Kontraste wird eine Verallgemeinerung der Riccati-Differentialgleichung (vgl.
[CR97]) hergeleitet. Weitere Differentialgleichungen, die der Lo¨sung des direkten Streupro-
blems dienen, werden angegeben.
Das inverse Streuproblem wird in Kapitel IV unter die Lupe genommen. Mit Hilfe der Basen
aus Kapitel I la¨sst sich zeigen, dass das Problem in zwei Teile separiert werden kann. Der
erste Teil bescha¨ftigt sich mit der Bestimmung der Quell-Anteile die senkrecht zum Nullraum
des Lippmann-Schwinger-Operators stehen. Es handelt sich hierbei um ein lineares schlecht
gestelltes Problem. Mit Hilfe der Singula¨rwertzerlegung kann eine stabile Berechnung dieser
Anteile erfolgen. Ausgangspunkt fu¨r diese Berechnung ist die Kenntnis des gestreuten Feldes
auf dem Rand des Rekonstruktionsgebietes. Verschiedene Arbeitsgruppen auf der ganzen Welt
arbeiten mit verschiedenen Datenlagen. Anstatt des gestreuten Feldes werden fu¨r die Berech-
nung unter anderem Fernfelddaten, Dirichtlet-zu-Neumannabbildung und die Streuamplitude
verwendet. Mit Hilfe des Quell- bzw. Feldoperators ko¨nnen diese Begriffe verallgemeinert und
ein Zusammenhang zwischen den verschiedenen Datenlagen hergestellt werden. Es zeigt sich,
dass sie a¨quivalent sind. Im weiteren Verlauf des Kapitels wird ein Zusammenhang zwischen
Quelle und Feld aufgezeigt. Anschließend wird ein Verfahren vorgestellt, dass die Nullrau-
manteile der Quellen bestimmen kann. Dieses Verfahren wird auf Testbeispiele angewandt.
Abschließend folgen weitere Ansa¨tze zur Bestimmung der Nullraumanteile.
Allen voran gilt mein Dank Herrn Professor Louis. U¨ber die stets hilfreichen Ratschla¨ge hin-
aus, trug er Sorge fu¨r eine ausgezeichnete Ausstattung an Literatur sowie Soft- und Hardware.
Bedanken will ich mich bei allen Mitarbeitern des Lehrstuhls fu¨r das angenehme und produk-
tive Arbeitsklima. Besonderen Dank bin ich Thomas Weber verpflichtet, der bei computer-
spezifischer Problemen stets zur Seite stand. Daru¨ber hinaus u¨bernahm er das Korrekturlesen.
Danken mo¨chte ich auch Dr. Aref Lakhal fu¨r die fruchtbaren Diskussionen u¨ber dieses Ar-
beitsgebiet und Andreas Groh fu¨r Ratschla¨ge bei allgemeinen mathematischen Problemen.
Einen wichtigen Ru¨ckhalt gab mir die Familie. Ich danke meinen Eltern und Schwiegereltern,
die mein Studium in jeder Hinsicht unterstu¨tzten. Meinen abschließenden Dank gilt meiner
lieben Frau Anja fu¨r die unglaubliche Geduld und Ausdauer. Sie war der ruhende Pol in eher
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1 Mathematische Hilfsmittel
1.1 Konventionen
1.1.1 Polarkoordinaten
Fu¨r d = 2, 3, . . . sei S d−1 die d-dimensionale Einheitsspha¨re. Fu¨r r > 0, ω ∈ S d−1 und einen
Vektor x = rω ∈ Rd, wird die u¨bliche Polarkoordinatendarstellung fu¨r den zwei- und dreidi-
mensionalen Fall verwandt. Das heißt fu¨r θ ∈ [0, pi]d−2 und ϕ ∈ [0, 2pi] hat x die Parametrisie-
rung in Polarkoordinaten
x = rω = rω(ϕ) = r

cosϕ
sinϕ  , d = 2
x = rω = rω(θ, ϕ) = r
cosϕ sin θ
sinϕ sin θ
cos θ
, d = 3.
Fu¨r die Fa¨lle d ≥ 4 werden die Polarkoordinaten rekursiv definiert:
rω(θ1, . . . , θd−2, ϕ) := r

ω(θ2, . . . , θd−2, ϕ)sin(θ1)
cos(θ1) 
.
1.1.2 Multiplikationsoperatoren
Fu¨r eine Funktion f und einen linearen Operator A sind die Operatoren f A und A f definiert
durch
f Av(x) = f (x) Av(x)
A f v(x) =A( f v)(x).
1.1.3 Charakteristische Funktion
Fu¨r Ω ⊂ Rd und x ∈ Rd sei
χΩ(x) = 
  1 , x ∈ Ω
0 , x < Ω
die charakteristische Funktion bezu¨glich Ω.
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1.2 Sobolev-Ra¨ume und Fourier-Transformation
Die Fourier-Transformation fˆ von f ist definiert durch
fˆ (ξ) = (2pi)−
d
2 
Rd
f (t) e−i<ξ , t>dt.
Fu¨r s ≥ 0 und ein beschra¨nktes Gebiet Ω ⊂ Rd werden die Sobolev-Ra¨ume mit
Hs(Ω) ={ f ∈ L2(Ω) : ‖ f ‖Hs(Ω) < ∞}
bezeichnet, wobei die Sobolev-Norm definiert ist als
‖ f ‖Hs(Ω) =  
Rd
(1 + |ξ|2)s| fˆ (ξ)|2) dξ 
1
2
.
1.3 Spezielle Funktionen
Fu¨r die analytische Behandlung von Streuproblemen ist es unabdingbar, gewisse Grundkennt-
nisse u¨ber spezielle Funktionen zu besitzen. Insbesondere sind Kugelfla¨chen- und Bessel-
Funktionen von besonderer Bedeutung. Die wichtigsten Eigenschaften dieser Funktionen wer-
den in diesem Abschnitt zusammengestellt. Beweisfu¨hrungen sind z.B nachlesbar in [Wat58]
und [Gra22]. Eine umfangreiche Formelsammlung ist in [AS65] zu finden, und ein Zusam-
menhang dieser speziellen Funktionen zur Helmholtz-Gleichung und damit zum Streuproblem
wird in [Hoc86] hergestellt.
1.3.1 Kugelfla¨chenfunktionen
Kugelfla¨chenfunktionen ergeben sich durch Einschra¨nkung harmonischer homogener Polyno-
me auf die d-dimensionale Einheitsspha¨re.
Definition 1.1 Sei Q(x1, . . . , xd) ein harmonisches homogenes Polynom vom Grad n in d Va-
riablen, dann heißt die Funktion
Yn : S d−1 −→ C
Yn(x) := Q(x)
Kugelfla¨chenfunktion vom Grad n.
Fu¨r einen Punkt x ∈ Rd\{0} gilt wegen der Homogenita¨t:
Q(x) = Q(|x| x|x| ) = |x|
nYn(
x
|x| ).
Fu¨r die folgende Definition seien Cνn die Gegenbauer-Polynome mit der Normierung
Cνn(1) =

n + 2ν − 1
n  .
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Die Mengen N(n, d) seien fu¨r d ∈ {1, 2, . . .} und n ∈ N definiert als
N(n, d) :=
	
	
	
	

	
	
	
	

{0}, d = 1
{−n, n}, d = 2
{−n, . . . , n}, d = 3
{(m1, . . . ,md−2) ∈ Nd−3 × Z : n ≥ m1 ≥ . . . ≥ md−3 ≥ |md−2|}, d ≥ 4.
(1.1)
Die Anzahl der Elemente von N(n, d) ist gerade gleich der Anzahl linear unabha¨ngiger homo-
gener harmonischer Polynome vom Grad n im Rd.
Kugelfla¨chenfunktionen ko¨nnen so gewa¨hlt werden, dass sie ein vollsta¨ndiges Orthogonalsys-
tem fu¨r den Raum L2(S d−1) bilden. Fu¨r die Fa¨lle d = 2, 3, . . . wird fu¨r diese Arbeit folgende
Wahl getroffen:
Definition 1.2 Sei d ∈ {2, 3, . . .}, n ∈ N und m ∈ N(m, d). Sei θ = (θ1 . . . , θd−2) ∈ [0, pi]d−2
und ϕ ∈ [0, 2pi]. Mit
Ymn (ω) := 
  Ymn (ϕ) := e
imϕ, d = 2
Ymn (θ, ϕ) := c
m,d
n P
m,d
n (cos θ)e
imϕ, d = 3
(1.2)
werden die Kugelfla¨chenfunktionen vom Grad n fu¨r den zwei- bzw. dreidimensionalen Fall
bezeichnet.
Fu¨r die Fa¨lle d ≥ 4 werden die Funktionen rekursiv definiert:
Y (m1,...,md−2)n (θ1, . . . , θd−2, ϕ) : = c
m1,d
n P
m1,d
n (cos θ1) Y
(m2,...,md−2)
m1 (θ2, . . . , θd−2, ϕ) (1.3)
wobei
Pm,dn (t) = (−1)|m|(1 − t2)
|m|
2 Cσ+|m|n−|m| (t),
cm,dn =
1√
pi
2|m|+σ−
1
2Γ(|m| + σ) 
 (n + σ)(n − |m|)!
(n + |m| + 2σ − 1)! ,
σ : = σ(d) =
d − 2
2
und Cνn die Gegenbauer-Polynome darstellen mit obiger Normierung. Das Symbol Γ bezeichnet
die Gamma-Funktion.
Mit dieser Festlegung haben die Kugelfla¨chenfunktionen die Eigenschaften:
Ymn (ω) = Y
−m
n , (1.4)

S d−1
Ymn (ω), Y
p
q (ω) ds(ω) = 2piδnqδmp (1.5)

Ymn  n∈N,m∈N(n,d) bildet ein vollsta¨ndiges Orthogonalsystem des L2(S
d−1). (1.6)
Beweise hierzu finden sich in [CK98], [Bec06] bzw. [MO48]).
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Bemerkung 1.3 Eine explizite rekursive Darstellung der Kugelfla¨chenfunktionen fu¨r den Fall
d ≥ 3 findet sich in [Bec06] bzw. [MO48]. Dabei ist fu¨r m = (m1, . . . ,md−2) ∈ N(n, d) das
inverse Element definiert als −m := m = (m1, . . . ,md−3,−md−2) ∈ N(n, d). Die zusa¨tzliche
Indizierung ist fu¨r diese Arbeit nur sto¨rend. Wichtig ist jedoch, dass eine Parametrisierung
der Kugelfla¨chenfunktionen der Form
Ymn (θ1, . . . , θd−2, ϕ) = P(θ1, . . . , θd−2) e
imd−2ϕ θi ∈ [0, pi], ϕ ∈ [0, 2pi] (1.7)
auch fu¨r d ≥ 4 existiert. Dabei ist die Funktion P im wesentlichen ein Produkt aus Gegen-
bauer-Polynomen.
1.3.2 Bessel-Funktionen
Der Laplace-Operator hat fu¨r eine Funktion V ∈ C2(Rd) bezu¨glich der Polarkoordinaten die
Darstellung
4V = ∂
2V
∂r2
+
d − 1
r
∂V
∂r
+
1
r2
4sV. (1.8)
Der Operator 4s wirkt nur auf die Winkelvariablen und wird als Beltrami-Operator bezeich-
net. Fu¨r die Fa¨lle d ∈ {2, 3} gilt
4sV = 
 
∂2V
∂ϕ2
, d = 2
1
sin θ2
∂2V
∂ϕ2
+ 1sin θ
∂
∂θ 
sin θ ∂V
∂θ 
, d = 3.
(1.9)
Sei Q ein homogenes harmonisches Polynom vom Grad n und Yn die dazugeho¨rige Kugel-
fla¨chenfunktion.
Dann ist Q(rω) = rnYn(ω) und es folgt :
0 = 4Q(rω) = rn−2 [4sYn(ω) + n(n + d − 2)Yn(ω)] .
Folglich sind Kugelfla¨chenfunktionen Eigenfunktionen des Beltrami-Operators
4sYn = −n(n + d − 2)Yn. (1.10)
Von Interesse sind die Lo¨sungen der homogenen Helmholtz-Gleichung
(4 + k2)u = 0, (1.11)
die im Zusammenhang mit dem Streuproblem auftreten.
Nach Separation von u(rω) = fn(r)Yn(ω) in einen radialen und einen spha¨rischen Anteil a¨ndert
sich (1.11) zu 
f
′′
n +
d − 1
r
f
′
n + k
2 fn  Yn +
1
r2
fn 4∗Yn = 0, (1.12)
und mit (1.10) ergibt sich
f
′′
n +
d − 1
r
f
′
n +  k
2 − n(n + d − 2)
r2 
fn = 0.
12
Die Lo¨sungen dieser Differentialgleichung werden auch spha¨rische Bessel-Funktionen ge-
nannt. Durch Substitution mit z = kr und gn(z) = fn( zk ) folgt
g
′′
n +
d − 1
z
g
′
n +  1 −
n(n + d − 2)
z2 
gn = 0,
und durch nochmaliges Substituieren mit ν = n + d2 − 1 und gn(z) = z1−
d
2 hν(z) reduziert sich
die Differentialgleichung zu
h
′′
ν +
h
′
ν
z
+  1 − ν
2
z2 
hν = 0. (1.13)
Die Gleichung 1.13 heißt Besselsche Differentialgleichung. Die Lo¨sungen dieser Gleichung
heißen allgemein Bessel-Funktionen oder Zylinderfunktionen . Einige von ihnen haben einen
speziellen Namen. Definition und einige elementare Eigenschaften dieser speziellen Bessel-
Funktionen werden nachfolgend zusammengestellt (siehe auch [AS65], [Luk69], [Wat58]).
Bessel-Funktionen 1. Art
Mit Jν werden die Bessel-Funktionen 1. Art bezeichnet. Sie haben unter anderem die Eigen-
schaften
Jν(r) =
∞

q=0
(−1)q
q! Γ(ν + q + 1)

1
2 
ν+2q
rν+2q, ν ∈ C, z ∈ C (1.14)
lim
r→0
2ν Γ(ν + 1)Jν(r)
rν
= 1, ν ∈ C\{−1,−2,−3, . . .} (1.15)
Besselfunktionen 2. Art
Mit Nν werden die Besselfunktionen 2. Art bezeichnet. Sie werden auch Neumann- bzw. We-
ber-Funktionen genannt. Sie haben unter anderem die Eigenschaften
lim
r→0
−pir
νNν(r)
2νΓ(ν)
= 1, Re ν > 0
lim
r→0
piN0(r)
2 log r
= 1.
(1.16)
Besselfunktionen 3. Art
Mit H(1)ν (r) := Jν(r) + iNν(r) und H
(2)
ν (r) := Jν(r) − iNν(r) werden die Besselfunktionen 3.
Art bezeichnet. Falls der obere Index im Textverlauf wegfa¨llt, so ist mit Hm(x) die Funktion
H(1)m (x) gemeint. Im Unendlichen gilt asymptotisch fu¨r die Funktionen H
(1)
ν = Hν:
Hν(r) = 
2
rpi
ei(r−
1
2piν− 14ν) + O

1
r
3
2

, r →∞. (1.17)
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Allgemeingu¨ltige Eigenschaften von Bessel-Funktionen
Fu¨r ν ∈ C sei Cν irgendeine Linearkombination aus den Bessel-Funktionen Jν und Nν. Es
gelten die Beziehungen:
Cν−1(r) + Cν+1(r) =
2ν
r
Cν(r)
Cν−1(r) − Cν+1(r) = 2C′ν(r)

	
	

ν, r ∈ C (1.18)
C′ν(r) = Cν−1(r) −
ν
r
Cν(r)
C′ν(r) = −Cν+1(r) +
ν
r
Cν(r)

	
	

ν, r ∈ C (1.19)
r2p−ν(r−1
d
dr
)p[rνCν(r)] = rpCν−p(r)
r2p+ν(r−1
d
dr
)p[r−νCν(r)] = (−1)prpCν+p(r)

	
	

	
	

ν, r ∈ C, p ∈ N (1.20)
Jν−1(r)Nν(r) − Jν(r)Nν−1(r) = − 2
pir
ν, r ∈ C. (1.21)
Fu¨r analytische Untersuchungen und fu¨r die Konstruktion einer an das Streuproblem angepass-
ten Orthogonalbasis sind Stammfunktionen fu¨r r Cn(tr) Cn(kr) sehr nu¨tzlich. Diese Stamm-
funktionen ko¨nnen unter Verwendung des Satzes von Lommel berechnet werden. Der folgen-
de Satz stellt eine verallgemeinerte Fassung dieses Satzes dar. Die Beweisidee stammt aus
[Hoc86].
Satz 1.4 (von Lommel) Fu¨r ν ∈ C seien Cν und Dν beliebige Linearkombination aus den
Besselfunktionen Jν und Nν. Weiterhin seien µ, t, k ∈ C. Dann gilt:
 rµ+1 Cν+µ(tr) Dν(kr) dr =

	
	
	
	

	
	
	
	

2µt
t2−k2
 
rµ Cν+µ−1(tr) Dν(kr) dr
− rµ+1t2−k2  t Cν+µ−1(tr) Dν(kr) − k Cν+µ(tr) Dν−1(kr)  , t2 , k2
rµ+2
2(µ+1)t  t Cν+µ(tr) Dν(kr) − k Cν+µ+1(tr) Dν−1(kr)  , t2 = k2
 rµ+1 Cν−µ(tr) Dν(kr) dr =
	
	
	
	

	
	
	
	

− 2µtt2−k2
 
rµ Cν−µ+1(tr) Dν(kr) dr
+ r
µ+1
t2−k2  t Cν−µ+1(tr) Dν(kr) − k Cν−µ(tr) Dν+1(kr)  , t2 , k2
rµ+2
2(µ+1)t  t Cν−µ(tr) Dν(kr) − k Cν−µ−1(tr) Dν+1(kr)  , t2 = k2.
Beweis: Es wird wegen der A¨hnlichkeit der Beweisfu¨hrung nur ein Fall betrachtet. Seien
fν+µ(r) := Cν+µ(tr) und gν(r) := Dν(kr). Aus der Besselschen Differentialgleichung (1.13)
erha¨lt man:
rµ+1 f ′′ν+µ(r) + r
µ f ′ν+µ(r) + (t
2rµ+1 − (ν + µ)2rµ−1) fν+µ(r) = 0
rµ+1g′′ν (r) + r
µg′ν(r) + (k
2rµ+1 − ν2rµ−1)gν(r) = 0.



(1.22)
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Außerdem gilt:
(rµ+1 f ′ν+µ)
′(r) = (µ + 1)rµ f ′ν+µ(r) + r
µ+1 f ′′ν+µ(r)
(rµ+1g′ν)
′(r) = (µ + 1)rµg′ν(r) + r
µ+1g′′ν (r)



. (1.23)
Durch Einsetzen von (1.23) in (1.22) und Integration folgt:
0 = ﬀ (rµ+1 f ′ν+µ)
′(r) + (t2rµ+1 − (ν + µ)2rµ−1) fν+µ(r) − µrµ f ′ν+µ(r) ﬁ gν(r) dr
− ﬀ (rµ+1g′ν)′(r) + (k2rµ+1 − ν2rµ−1)gν(r) − µrµg′ν(r) ﬁ fν+µ(r) dr
⇔ 0 = rµ+1

f ′ν+µ(r)gν(r) − fν+µ(r)gν(r)′  +  rµ+1(t2 − k2) fν+µ(r)gν(r) dr
−  (2νµ + µ2)rµ−1 fν+µ(r)gν(r) − µrµ

f ′ν+µ(r)gν(r) − fν+µ(r)g′ν(r)  dr.
Durch partielle Integration des Integrals
 
µrµ fν+µ(r)g′ν(r) dr kann man schließen:
0 = rµ+1

f ′ν+µ(r)gν(r) − fν+µ(r)gν(r)′ + µr2 fν+µgν(r)  +  rµ+1(t2 − k2) fν+µ(r)gν(r) dr
− 2µ  rµ−1 (ν + µ) fν+µ(r)
ﬂ
              ﬃ                !
tr fν+µ−1(r)−r f ′ν+µ(r) wegen (1.19)
gν(r) + rµ f ′ν+µ(r)gν(r) dr.
Schließlich folgt aus Gleichung (1.19)
rµ+1

f ′ν+µ(r)gν(r) − fν+µ(r)gν(r)′ + µr2 fν+µgν(r)  = rµ+1(t fν+µ−1(r)gν(r) − k fν+µ(r)gν−1(r).

Bemerkung 1.5
a) Fu¨r µ ∈ Z kann man mit Hilfe von Satz 1.4 rekursiv Stammfunktionen zu Abbildungen
der Form r|µ|+1Cν+µ(tr)Dν(kr) finden.
b) Nutzt man zusa¨tzlich zu µ ∈ Z noch die Beziehung (1.18) aus, so lassen sich auch
Stammfunktionen zu rµ+1Cν+µ−2q(tr)Dν(kr) fu¨r q = 0, . . . , µ bestimmen.
c) Der Grenzwert der Stammfunktionen fu¨r r → 0 kann, falls existent, mit den Gleichungen
(1.15) und (1.16) bestimmt werden.
Satz 1.6 Sei Cν eine beliebige Linearkombination aus den Bessel-Funktionen Jν und Nν. Sei
wν(t, r) := Cν(tr) fu¨r ν ∈ C. Dann gilt fu¨r p ∈ N:
rpwν−p =
p

m=0
cp,m
tp−m
∂m
∂tm
wν
(−1)prpwν+p =
p

m=0
dp,m
tp−m
∂m
∂tm
wν
(1.24)
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mit
cp,m =
(−1)m
m!
m

j=0
(−m) j
j!
p
"
i=1
( j + ν − 2(i − 1))
dp,m =
(−1)m
m!
m

j=0
(−m) j
j!
p
"
i=1
( j − ν − 2(i − 1)).
Beweis: Induktiv wird gezeigt, dass
z2p−ν(z−1
d
dz
)p(zν f (z)) =
p
"
i=1
(z
d
dz
+ ν − 2(i − 1)) f (z). (1.25)
Der Induktionsanfang ist fu¨r p = 0 offensichtlich. Sei also die Behauptung gezeigt fu¨r p ∈ N.
z2(p+1)−ν(z−1
d
dz
)p+1[zν f (z)] = z2(p+1)−ν(z−1
d
dz
) 
z2p−ν
z2p−ν
(z−1
d
dz
)p[zν f (z)]

IV
= z2(p+1)−ν(z−1
d
dz
) #
1
z2p−ν
p
"
i=1
(z
d
dz
+ ν − 2(i − 1)) f (z) $
= −(2p − ν)
p
"
i=1
(z
d
dz
+ ν − 2(i − 1)) f (z)
+ z
d
dz
#
p
"
i=1
(z
d
dz
+ ν − 2(i − 1)) f (z) $
=
p+1
"
i=1
(z
d
dz
+ ν − 2(i − 1)) f (z).
Genauso zeigt man, dass
z2p+ν(z−1
d
dz
)p(z−ν f (z)) =
p
"
i=1
(z
d
dz
− ν − 2(i − 1)) f (z).
Nach [Luk69] gilt fu¨r a = (a1, . . . , ap) ∈ Cp
p
"
i=1
(z
d
dz
+ ai) =
p

m=0
cp,m(a)zm
d
dz
,
mit
cp,m(a) =
(−1)m
m!
m

j=0
(−m) j
j!
p
"
i=1
( j + ai). (1.26)
Mit den Gleichungen (1.25)-(1.26) und (1.20) folgt die Behauptung.

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Bemerkung 1.7 Sei Cν eine beliebige Linearkombination aus den Bessel-Funktionen Jν und
Nν. Setze wν(t, r) := Cν(tr) fu¨r ν ∈ C und p ∈ N. Fu¨r q = 0, . . . , p kann mit Hilfe von Gleichung
(1.18) und (1.24) eine Beziehung der Form
rpwν−p+2q =
p

m=0
cp,m,q
tp−m
∂m
∂tm
wν (1.27)
mit noch zu bestimmenden Koeffizienten cp,m,q gefunden werden.
Beispiel 1.8 Mit (1.24) und (1.27) ergibt sich zum Beispiel fu¨r p ∈ {1, 2} und wν(t, r) = Cν(tr):
rwν−1(t, r) =
ν
t
wν(t, r) +
∂
∂t
wν(t, r)
rwν+1(tr) =
ν
t
wν(t, r) − ∂
∂t
wν(t, r)
r2wν−2(t, r) =
ν(ν − 2)
t2
wν(t, r) +
2ν − 1
t
∂
∂t
wν(t, r) +
∂2
∂t2
wν(t, r)
r2wν+2(t, r) =
ν(ν + 2)
t2
wν(t, r) −
2ν + 1
t
∂
∂t
wν(t, r) +
∂2
∂t2
wν(t, r)
r2wν(t, r) =
ν2
t2
wν(t, r) −
1
t
∂
∂t
wν(t, r) −
∂2
∂t2
wν(t, r).
1.3.3 Lommel-Funktionen
Lommel-Funktionen werden unter anderem beno¨tigt, um Stammfunktionen fu¨r rµCν(r) ange-
ben zu ko¨nnen. Cν ist hierbei wiederum eine Linearkombination der Besselfunktionen Jν und
Nν. Außerdem werden in dieser Arbeit Funktionen f (r) gesucht, so dass die Differentialglei-
chung
(∆ + k2)[ f (kr)Ynm(ω)] =cr
µ−1Ynm(ω)
erfu¨llt ist. Auch dieser Sachverhalt fu¨hrt zu den Lommel-Funktionen, die wie folgt definiert
sind.
Definition 1.9 Fu¨r µ, ν ∈ C bezeichnen
S (1)µ,ν(r) :=
rµ+1
(µ − ν + 1)(µ + ν + 1) 1F2  # 1$ , 
µ − ν + 3
2
,
µ + ν + 3
2 
,−r
2
4

S (2)µ,ν(r) :=S
(1)
µ,ν(r) + 2
µ−1Γ

µ − ν + 1
2 
Γ

µ + ν + 1
2 &%
sin
%
µ − ν
2
pi ' Jν(r) − cos
%
µ − ν
2
pi ' Yν(r) '
die Lommel-Funktionen. Die Funktion pFq bezeichnet die verallgemeinerte hypergeometri-
sche Reihe .
17
Fu¨r S µ,ν = S ( j)µ,ν, j ∈ {1, 2} gilt unter anderem (siehe z.B. in [Luk69]):

r2
d2
dr2
+ r
d
dr
+ (r2 − ν2)

S µ,ν(r) =rµ+1 (1.28)
 rµCν(r) dr =(µ + ν − 1)rCν(r)S µ−1,ν−1(r) − rCν−1(r)S µ,ν(r). (1.29)
Die Funktion Cν ist hierbei wiederum eine Linearkombination der Bessel-Funktionen Jν und
Nν.
Obige Definition ist nicht fu¨r alle µ, ν ∈ C sinnvoll. Fu¨r spa¨tere Betrachtungen werden jedoch
nur die Fa¨lle aus dem na¨chsten Satz herangezogen.
Satz 1.10 Seien n, p ∈ N und σ ∈ C\{−1,−2, . . .} . Dann gilt:
S (1)n+σ+2p+1,n+σ(r) =(−1)p+1 Γ(n + σ + p + 1) p! 22p
∞

q=p+1
(−1)q
q! Γ(n + σ + 1 + q)

1
2 
2q
rn+σ+2q
(1.30)
S (2)n+σ+2p+1,n+σ(r) =(−1)p+2 Γ(n + σ + p + 1) p! 22p
p

q=0
(−1)q
q! Γ(n + σ + 1 + q)

1
2 
2q
rn+σ+2q
(1.31)
und
S (2)n+σ+2p+1,n+σ(r) − S (1)n+σ+2p+1,n+σ(r) =(−1)p Γ(n + σ + p + 1) p! 2n+σ+2pJn+σ(r). (1.32)
Beweis: zu (1.30) : Fu¨r den Beweis wird das Pockhammer-Symbol eingefu¨hrt.
(a)p := a(a + 1) · · · (a + p − 1), (a)0 := 1.
Mit dieser Bezeichung gilt:
S (1)n+σ+2p+1,n+σ(r)
1.9
=
rn+σ+2(p+1)
4(p + 1)(n + σ + p + 1) 1
F2

[1], [p + 2, n + σ + p + 2],
−r2
4 
=
rn+σ+2(p+1)
4(p + 1)(n + σ + p + 1)
∞

q=0
(−1)q
(p + 2)q(n + σ + p + 2)q
%
r
2
'
2q
=
rn+σ+2(p+1)
4(p + 1)(n + σ + p + 1)
∞

q=0
Γ(p + 2) Γ(n + σ + p + 2) (−1)q
Γ(p + 2 + q) Γ(n + σ + p + 2 + q) %
r
2
'
2q
=
rn+σ+2(p+1) Γ(n + σ + p + 2)
4(p + 1)(n + σ + p + 1)
∞

q=0
(p + 1)!
(p + 1 + q)!
(−1)q
Γ(n + σ + p + 2 + q) %
r
2
'
2q
=
rn+σ+2(p+1) Γ(n + σ + p + 1)p!
4
∞

q=p+1
(−1)q−p−1
q! Γ(n + σ + 1 + q) %
r
2
'
2(q−p−1)
=(−1)p+1Γ(n + σ + p + 1)p!22p
∞

q=p+1
(−1)q
q! Γ(n + σ + 1 + q)

1
2 
2q
rn+σ+2q.
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zu (1.31) : Die Behauptung folgt sofort aus Definition 1.9.
zu (1.32) : Diese Behauptung folgt aus der Reihendarstellung (1.14 ).

1.4 Spezielle Wellen
In diesem Abschnitt werden Funktionen definiert, die sehr hilfreich fu¨r die analytische Unter-
suchung des Streuproblems sind.
Spa¨rische Wellen
Eine wichtige Rolle in dieser Arbeit spielen die spha¨rischen Wellen. Sie separieren eine Funk-
tion in einen radialen und einen spha¨rischen Anteil. Der radiale Anteil wird im Wesentlichen
durch eine Bessel-Funktion beschrieben, der spha¨rische Anteil durch eine Kugelfla¨chenfunk-
tion.
Definition 1.11 Sei t ∈ C, n ∈ N, m ∈ N(n, d) und x = rω ∈ Rd. Seien weiterhin Ymn die
Kugelfla¨chenfunktionen aus (1.2). Sei σ die von der Dimension d abha¨ngige Funktion mit
σ := σ(d) :=
d − 2
2
.
Dann werden die Funktionen
jmn (t, rω) :=(tr)
−σJn+σ(tr) Ymn (ω)
hm,(1)n (t, rω) :=(tr)
−σH(1)n+σ(tr) Y
m
n (ω)
hm,(2)n (t, rω) :=(tr)
−σH(2)n+σ(tr) Y
m
n (ω)
(1.33)
als spha¨rische Wellen bezeichnet. Auf die Abha¨ngigkeit von σ(d) in der Funktionsbezeichnung
wird aus Gru¨nden der U¨bersichtlichkeit bewusst verzichtet. Entfa¨llt der Index (1) bzw. (2), so
wird (1) angenommen.
Die Normierung und Parametrisierung der Kugelfla¨chenfunktionen spielt zuna¨chst einmal kei-
ne Rolle. Fu¨r spa¨tere Anwendungen ist jedoch eine genaue Festlegung notwendig. Fu¨r den Fall
d ≥ 4 sollen die Kugelfla¨chenfunktionen gema¨ß (1.7) parametrisiert sein.
Es la¨sst sich leicht nachrechnen, dass spha¨rische Wellen Eigenfunktionen des Laplace-Ope-
rators zum Eigenwert −t2 sind, d.h.
4 jmn (t, rω) = −t2 jmn (t, rω)
4hmn (t, rω) = −t2hmn (t, rω).
(1.34)
Man muss lediglich beru¨cksichtigen, dass die Kugelfla¨chenfunktionen Eigenfunktionen des
Beltrami-Operators (1.10) sind und die Bessel-Funktionen die Besselsche Differentialglei-
chung (1.13) lo¨sen.
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Momentenwellen
Um die Beziehung zwischen gestreutem Feld und Quelle genauer analysieren zu ko¨nnen, wer-
den folgende Wellen eingefu¨hrt:
Definition 1.12 Sei x = rω ∈ Rd. Fu¨r n, p ∈ N und m ∈ N(n, d) werden die Funktionen
vmn,p(rω) :=r
n+2p Ymn (ω)
als Momentenwellen bezeichnet.
Es la¨ßt sich wiederum leicht nachrechnen (vgl. Gleichung ((1.8)) und 1.10), dass Momenten-
wellen der Differentialgleichung
4vmn,p(rω) =4p(p + n + σ)vmn,p−1(rω)
genu¨gen. Die Funktion σ = σ(d) = d−22 sei wieder wie in 1.33 definiert.
Lommel-Wellen
Weitere Untersuchungen zwischen gestreutem Feld und Quelle beno¨tigen die Festlegung eines
weiteren Wellentyps.
Definition 1.13 Sei t ∈ C, x = rω ∈ Rd und σ = σ(d) = d−22 . Fu¨r j ∈ {1, 2}, n, p ∈ N und
m ∈ N(n, d) werden die Funktionen
sm,( j)n,p (t, rω) :=(tr)
−σS ( j)n+σ+2p+1,n+σ(tr)Y
m
n (ω)
als Lommel-Wellen bezeichnet. Der U¨bersichtlichkeit halber wird wieder auf die Abha¨ngig-
keit von σ(d) in der Funktionsbezeichnung verzichtet.
Satz 1.14 Sei wiederum σ = σ(d) = d−22 . Fu¨r t ∈ C, n, p ∈ N, m ∈ N(n, d), j ∈ {1, 2} und
x = rω ∈ Rd gilt:
(4 + t2)sm,( j)n,p (t, rω) = t2 (tr)2p+n Ymn (ω)
= t2(p+1)+n vmn,p(rω).
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Beweis: Sei S ( j)n+σ+2p+1,n+σ(tr) = S (tr). Nach (1.8) und (1.10) gilt:
(4 + t2)sm,( j)n,p (t, rω) =

∂2
∂r2
+
d − 1
r
∂
∂r
+

t2 − n(n + d − 2)
r2  
sm,( j)n,p (t, rω)
= (  σ(σ + 1)r−(σ+2)S (tr) − 2σr−(σ+1)tS ′(tr)r−σt2S ′′(tr) ﬁ
+
d − 1
r
 −σr−(σ+1)S (tr) + r−σtS ′(tr) ﬁ
+

t2 − n(n + d − 2)
r2 
r−σS (tr) ) t−σ Ymn (ω)
= ( (rt)2S ′′(tr)
+ ((d − 1) − 2σ)
ﬂ
               ﬃ                 !
1
rtS ′(tr)
+ (tr)2 −n(n + d − 2) + σ(σ + 1) − (d − 1)σ
ﬂ
                                              ﬃ*                                               !
−(n+σ)2
S (tr) ) t−σr−(σ+2)Ymn (ω)
(1.28)
= t−σ r−(σ+2)(tr)m+σ+2(p+1) Ymn (ω)
= t2 (tr)m+2p Ymn (ω).

Man erha¨lt also durch Anwendung des Differentialoperators der Helmholtz-Gleichung auf
eine Lommel-Welle eine Momentenwelle.
1.5 Spezielle Orthogonalbasen
In diesem Abschnitt wird eine an das Problem angepasste Orthogonalbasis entwickelt. Mit
dieser Basis wird es mo¨glich sein, die Singula¨rwertzerlegung und den Nullraum des Operators
anzugeben, der dem Streuproblem zugrunde liegt.
Satz 1.15 Sei 0 ≤ ν ∈ R und α, β ∈ R . Seien λα,βν,l (l ∈ N) die positiven Nullstellen von
αJν(r) + βrJ′ν(r). Falls β , 0 und
α
β
+ ν < 0, ist noch zusa¨tzlich eine der beiden rein ima-
gina¨ren Nullstellen hinzu zu nehmen (Die Existenz dieser Nullstellen findet sich zum Beispiel
in [Wat58] und [Dix03].) Dann bilden die Funktionen { √rJν(λα,βν,l r)}l∈N eine Orthogonalbasis
des L2(0, 1).
Beweis: Der Fall β = 0 wird in [Hoc86] behandelt. Fu¨r die Fa¨lle β , 0 und ν ∈ {n+ 12 : n ∈ N}
verweisen wir auf die Arbeit von [Lak06]. Ein ausfu¨hrlicher Nachweis fu¨r ν ∈ N, der auf der
Idee von [Hoc86] basiert, kann in [Wal02] nachgelesen werden. Diese Beweisfu¨hrung ist auch
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auf alle anderen Fa¨lle u¨bertragbar. 
Der folgende Satz stellt eine Vielzahl von Orthogonalbasen bereit. Die fu¨r das Problem rele-
vante Basis wird spa¨ter im Satz 2.14 festgelegt.
Satz 1.16 Sei R > 0 und BR ⊂ Rd die offene Kugel mit Radius R um die Null. Fu¨r n ∈ N und
αn, βn ∈ R seien λαn,βnn,l (l ∈ N) die positiven Nullstellen von
αnJn+σ(r) + βnrJ′n+σ(r),
wobei wieder σ = σ(d) = d−22 ist.
Falls βn , 0 und αnβn +n+σ < 0, ist noch zusa¨tzlich eine der beiden rein imagina¨ren Nullstellen
hinzu zu nehmen.
Dann bilden die spha¨rischen Wellen eingeschra¨nkt auf BR ⊂ Rd
( jmn

λ
αn,βn
n,l
R
, ·

)
n∈N,m∈N(n,d),l∈N
eine Orthogonalbasis des L2(BR). Die Norm einer spha¨rischen Welle jmn (t, ·) (t ∈ C) ist gegeben
durch:
‖ jmn (t, ·)‖2L2(BR) =
piR2
t2σ 
(J2n+σ(tR) − Jn+σ+1(tR)Jm+σ−1(tR)

.
Beweis: Zuna¨chst zum Beweis der Orthogonalita¨t.
< jmn

λ
αn,βn
n,l
R
, ·

, jpq

λ
αq,βq
q,s
R
, ·

>BR
=
R2σ
(λαn,βnn,l )σ(λ
αq,βq
q,s )σ

R
0
rJn+σ 
λ
αn,βn
n,l
R
r  Jq+σ 
λ
αq,βq
q,s
R
r  
S d−1
Ymn (ω)Y
p
q (ω) ds(ω) dr
(1.5)
=
2piR2(σ+1)
(λαn,βnn,l )σ(λ
αq,βq
q,s )σ
δn,qδm,p 
1
0
rJn,σ(λ
αn,βn
n,l r)Jq+σ(λ
αq,β
q,s r) dr
(1.15),(1.4),1.15
=
2piR2(σ+1)
(λαn,βnn,l )σ(λ
αq,βq
q,s )σ
δn,qδm,pδl,s
1
2
(J2n+σ

λ
αn,βn
n,l ) − Jn+σ+1(λαn,βnn,l )Jm+σ−1(λαn,βnn,l )

.
Die Vollsta¨ndigkeit folgt aus der Vollsta¨ndigkeit der Kugelfla¨chenfunktionen auf L2(S p) (siehe
(1.6)) und der Vollsta¨ndigkeit der Funktionen

Jn(λn,l·)
 l∈N auf L2(0, 1) (siehe Satz 1.15). Zum
Nachweis der Norm kann genauso vorgegangen werden wie beim Beweis der Orthogonalita¨t.

Fu¨r spa¨tere Invarianzuntersuchungen wird der Raum L2(BR) in eine direkte Summe von Teil-
ra¨umen zerlegt.
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Definition 1.17 Sei R > 0 und BR ⊂ Rd die offene Kugel mit Radius R um die Null. Sei
n ∈ N und m ∈ N(n, d) und seien jmn (t, ·) die spha¨rischen Wellen eingeschra¨nkt auf BR ⊂ Rd.
Wiederum sei σ = σ(d) = d−22 . Die Ra¨ume W
m
n werden definiert als
Wmn := span( jmn (t, ·), | t ∈ C). (1.35)
Der Abschluß ist bezu¨glich der durch das Skalarprodukts auf L2(BR) induzierten Topologie
zu verstehen. Es wird wiederum auf die Abha¨ngigkeit der Dimension d in der Bezeichnung
verzichtet.
Diese Ra¨ume haben die folgenden Eigenschaften.
Satz 1.18 Sei
( jmn

λ
αn,βn
n,l
R
, ·

)
n∈N,m∈N(n,d),l∈N
eine Orthogonalbasis aus Satz 1.16. Dann gilt fu¨r die Ra¨ume Wmn aus Definition 1.35
(i) Wmn =span ( jmn 
λ
αn,βn
n,l
R
, ·  , | l ∈ N )
(ii) L2(BR) = +
n∈N
m∈N(n,d)
Wmn
Beweis: Nach Konstruktion der Orthogonalbasis gilt (i). Die verschiedenen Teilra¨ume W mn
sind paarweise disjunkt, wegen der Orthogonalita¨t der Kugelfla¨chenfunktionen (1.5). Damit
folgt auch Behauptung (ii). 
1.6 Jacobi-Anger-Entwicklung
Die Jacobi-Anger-Entwicklung zerlegt eine ebene Welle in eine Reihe bestehend aus spha¨-
rischen Wellen. Es ist bekannt, dass sich jede Welle aus Linearkombinationen ebener Wellen
darstellen la¨sst. Die Jacobi-Anger-Entwicklung zeigt direkt, dass sich jede Welle in eine Reihe
bestehend aus spha¨rischen Wellen entwickeln la¨sst.
Es folgt eine kurze Herleitung der Jacobi-Anger-Entwicklung. Sei x = rω, y = tθ ∈ Rd. Dann
gilt
ei<x,y> = eitr<ω,θ> =

n∈N

m∈N(n,d)
< eitr<·,θ>, Ymn >S d−1
Ymn (ω)
2pi
, (1.36)
da die Kugelfla¨chenfunktionen eine Orthogonalbasis auf der Einheitsspha¨re bilden.
Das Funck-Hecke Theorem liefert
< eitr<·,θ>, Ymn > = c1 
1
−1
eitrsCσn (s)(1 − s2)σ−
1
2 dsY−mn (θ), (1.37)
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mit einer Konstanten c1, die noch von der Dimension abha¨ngt. Die Variable σ = σ(d) = d−22
ist wie in vorhergenden Kapitel ebenfalls dimensionsabha¨ngig. Fu¨r die Gegenbauerpolynome
Cσn erha¨lt man mit der Formel von Rodriguez
Cσn (s) = c2(1 − s2)−σ+
1
2 Dn[(1 − s2)n+σ− 12 ].
Einsetzen in (1.37) ergibt
< eitr<·,θ>, Ymn >S d−1 = c1c2 (irt)
n

1
−1
eitrs(1 − s2)n+σ− 12 ds
ﬂ
                                  ﬃ*                                   !
=c3(tr)−σJn+σ(tr)
. (1.38)
Gleichung (1.38) eingesetzt in (1.36) ergibt schließlich nach Zusammenfassung sa¨mtlicher
Konstanten ci
eitr<ω,θ> =

n∈N

m∈N(n,d)
inpiσ+
1
2Γ(2σ + 1)
2σΓ(σ + 12 )Γ(σ + 1)
jmn (t, rω)Y
−m
n (θ). (1.39)
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2 Mathematische Modellierung
Akustische, elektromagnetische oder elastische Wellen werden gestreut, wenn sie auf Hin-
dernisse stoßen. Wie in Abbildung 2.1 schematisch dargestellt, trifft dabei eine Prima¨rwelle
ui (einfallendes Feld) auf ein Objekt und wird dabei vera¨ndert. Es wird ein so genanntes ge-
streutes Feld us erzeugt. Die beiden Felder us und ui u¨berlagern sich zu einem Gesamtfeld
u = us + ui. Die Ausbreitung dieser Felder wird durch Differentialgleichungen bzw. Integral-
gleichungen beschrieben.
Abbildung 2.1: Schema des Streuvorganges
Inverse Streuprobleme treten etwa in Technik (zersto¨rungsfreie Materialpru¨fung), Geophy-
sik (erdmagnetische Tiefensondierung) und Medizin (Lokalisierung von Krebszellen) auf. Im
Gegensatz zu direkten Streuproblemen, bei denen die Parameter des streuenden Mediums be-
kannt sind und die gestreute Welle berechnet werden muss, geht es bei inversen Streuproble-
men um die Bestimmung der Materialeigenschaften aus Messungen des gestreuten Feldes.
In dieser Arbeit werden akustische zeitharmonische Wellen betrachtet. Die physikalischen
Eigenschaften des Hindernismediums werden durch eine Funktion f ∈ L∞(BR) beschrieben.
Dabei sei BR = BR(0) ⊂ Rd die offene Kugel um die Null mit Radius R > 0 im Rd. Fu¨r den
Tra¨ger von f gelte supp( f ) ⊂ BR. Fu¨r eine fest vorgegebene Wellenzahl 0 < k ∈ R werden das
einfallende Feld ui, das gestreute Feld us und das Gesamtfeld u durch die Gleichungen
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(4 + k2)ui = 0 (2.1)
u = ui + us, (2.2)
(4 + k2)us = −k2 f u (2.3)
lim
r→∞ r
d−1
2

∂us
∂r
− ikus

= 0, r = |x| (2.4)
beschrieben. Der Operator (4 + k2) ist auch als Helmholtz-Operator bekannt. Die Gleichun-
gen (2.1) und (2.3) werden daher auch als homogene bzw. inhomogene Helmholtz-Gleichung
bezeichnet. Gleichung (2.4) wird als Sommerfeldsche Ausstrahlungsbedingung bezeichnet.
Physikalisch gesehen bewirkt diese Bedingung, dass es sich bei dem gestreutem Feld um eine
auslaufende Welle handelt. Die Herleitung dieser Gleichung kann in [Wu¨b95] und [CK92]
nachgelesen werden.
Mit Hilfe der Greenschen Funktion Gk(x, y) la¨sst sich das Gleichungssystem (2.1)-(2.4) trans-
formieren zu
us(x) = k2 
BR
Gk(x, y) f (y)u(y) dy. (2.5)
Der Operator
A(k,R) : L2(BR) −→ L2(BR)
A(k,R)v(x) := k2 
BR
Gk(x, y)v(y) dy
(2.6)
wird als Lippmann-Schwinger-Operator bezeichnet. Da das Rekonstruktionsgebiet BR und
die Wellenzahl k oft feststehende Gro¨ßen sind, wird ha¨ufig auch die abku¨rzende Schreibweise
A := A(k,R) benutzt.
Eine weitere wichtige Abbildung ist der Lippmann-Schwinger-Operator fu¨r den Außenraum .
Er wird mit Hilfe der Greenschen Funktion definiert. Fu¨r Γ ⊂ B⊂R sei
A(k,R)Γ : L2(BR) −→ L2(Γ)
A(k,R)Γ v(x) := k
2

BR
Gk(x, y)v(y) dy.
(2.7)
Auch hierfu¨r wird abku¨rzend AΓ := A
(k,R)
Γ geschrieben.
Im R2 gilt fu¨r die Greensche Funktion
Gk(x, y) =
i
4
H0(k|x − y|)
und im dreidimensionalen Fall gilt
Gk(x, y) =
1
4pik|x − y|e
ik|x−y|.
Einen Beweis hierzu findet man in [MF53].
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Bemerkung 2.1 Mit den beiden Operatoren A und AΓ hat die Lo¨sung des Problems (2.1) -
(2.4) die Form
us(x) = 
  A( f u)(x) x ∈ BR
AB⊂R( f u)(x) x ∈ B⊂R.
Das Produkt aus Gesamtfeld u und Objektfunktion f wird auch als a¨quivalente Quelle oder
einfach nur Quelle bezeichnet.
Die Greensche Funktion la¨ßt sich in eine Reihe aus Produkten von spha¨rischen Wellen (siehe
1.33) entwickeln.
Satz 2.2 Sei x = rxωx ∈ Rd und y = ryωy ∈ Rd mit rx > ry. Fu¨r n ∈ N und m ∈ N(n, d) seien
jmn und h
m
n die Funktionen aus Definition 1.33. Weiterhin sei k > 0. Dann hat die Greensche
Funktion die Gestalt:
Gk(x, y) =
i
4
∞

n=0

m∈N(n,d)
hmn (k, rxωx) jmn (k, ryωy) (2.8)
=
i
4
∞

n=0

m∈N(n,d)
hm,(2)n (k, rxωx) jmn (k, ryωy).
Die Reihe ist absolut und gleichma¨ßig konvergent auf kompakten Teilmengen fu¨r rx > ry.
Beweis: Die Beweise fu¨r die Fa¨lle d = 2 und d = 3 finden sich zum Beispiel in [CK98].
A¨hnliche Vorgehensweisen fu¨r ho¨here Dimensionen fu¨hren auch hier zum Ziel. 
Damit ergibt sich fu¨r ry = 0 die folgende Darstellung.
Satz 2.3 Sei k > 0, 0 , x ∈ Rd und σ = σ(d) = d−22 . Dann gilt fu¨r die Greensche Funktion:
Gk(x) =
i
2σ+2piσ
(k|x|)−σHσ(k|x|). (2.9)
Beweis: Es gilt
lim
r→0
(kr)−σJn+σ(kr) = δn,0
1
2σΓ(σ + 1)
wegen (1.15). Weiterhin gibt es nach (1.1) und der darauf folgenden Bemerkung nur ein ho-
mogenes harmonisches Polynom vom Grad 0, welches gerade eine Konstante c ist. Nun sind
die Kugelfla¨chenfunktionen nach Vereinbarung (1.5) so normiert, dass gilt:
2pi = ‖Y0‖2 = c2 
S d−1
1 dS (ω) = c2
d piσ+1
Γ(σ + 2)
.
27
Fu¨r ω ∈ S d−1 erha¨lt man
(Y0(ω))2 = c2 =
2Γ(σ + 2)
d piσ
.
Damit reduziert sich (2.8) zu
Gk(x) =
i2
4d piσ2σ
Γ(σ + 2)
Γ(σ + 1)
ﬂ
        ﬃ*         !
σ+1
(k|x|)−σHσ(k|x|).

2.1 Eigenschaften des Lippmann-Schwinger-Operators
Satz 2.4 Sei A der Lippmann-Schwinger-Operator aus (2.5) zu vorgegebener Wellenzahl
k > 0 und Radius R > 0. Dann gilt fu¨r den adjungierten Operator:
A∗ = A. (2.10)
Beweis:
< Av , w >BR= 
BR

BR
k2Gk(x, y)v(y) dy w(x) dx
= 
BR

BR
k2Gk(x, y)w(x) dx v(y) dy
= < v , A∗w >BR .

Eine sehr nu¨tzliche Darstellung ergibt sich aus der Reihendarstellung des Kernes (vgl. (2.8))
fu¨r den Lippmann-Schwinger-Operator.
Satz 2.5 Seien k,R > 0 und A der Lippmann-Schwinger-Operator aus (2.5). Dann gilt fu¨r
eine Funktion v ∈ L2(BR):
Av(rω) =
ik2
4

n∈N

m∈N(n,d)
< v, jmn (k, ·) >Br hmn (k, rω)+ < v, hm,(2)n (k, ·) >BR−Br jmn (k, rω). (2.11)
Beweis: Die Aussage folgt direkt mit der Reihendarstellung der Greenschen Funktion (2.8)
und deren gleichma¨ßigen Konvergenz. 
Zum Vergleich von Schlechtgestelltheiten und Stetigkeitsaussagen beno¨tigt man Informatio-
nen u¨ber die Gla¨ttungseigenschaften eines Operators. Ein Maß dafu¨r liefern Abscha¨tzungen
in Sobolev-Ra¨umen.
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Lemma 2.6 Sei ξ = tθ ∈ Rd mit t ≥ 0 und θ ∈ S d−1. Weiterhin sei R > 0, BR ⊂ Rd und χBR
die charakteristische Funktion. Wiederum sei σ = σ(d) = d−22 und Gk die Greensche Funktion
aus (2.9). Dann gilt fu¨r die Fouriertransformierte von χBRGk
,
χBRGk(tθ) =cσ
	
	

	
	

R
(t2−k2)kσ  kt
−σHσ+1(kR)Jσ(tR) − t−σ+1Hσ(kR)Jσ+1(tR) + 2iRpikσ ﬁ , t , k
R2
2k2σ [Hσ(kR)Jσ(kR) − Hσ+1(kR)Jσ−1(kR)] − 4σiR2pik2 , t = k
mit
cσ =
iΓ(2σ + 1)
23σ+2piσ−
1
2Γ(σ + 12 )Γ(σ + 1)
.
Insbesondere ist
,
χBRGk(tθ) unabha¨ngig von θ und stetig in t.
Beweis: Man erha¨lt mit Hilfe der Jacobi-Anger-Entwicklung (1.39):

S d−1
e−i<rω , tθ> dS (ω) =

n∈N

m∈N(n,d)
inpiσ+
1
2Γ(2σ + 1)
2σΓ(σ + 12 )Γ(σ + 1)
Jn+σ(tr)
(tr)σ

S d−1
Ymn (−ω) dS (ω)Y−mn (θ)
ﬂ
                                ﬃ                                  !
δn,0δm,02pi
=
piσ+
3
2Γ(2σ + 1)
2σ−1Γ(σ + 12 )Γ(σ + 1)
ﬂ
                          ﬃ                            !
:=c1
Jσ(tr)
(tr)σ
.
Mit Hilfe der Asymptotik (1.14)-(1.16) erha¨lt man im Fall t2 , k2
lim
r→0
r
t2 − k2 - tJσ+1(tr)Hσ(kr) − kJσ(tr)Hσ+1(kr) . =
2i
pi(t2 − k2) %
t
k
'
σ
.
Falls t2 = k2 erha¨lt man mit den selben Gleichung
lim
r→0
r2
2t -
tJσ(tr)Hσ(kr) − kJσ−1(tr)Hσ+1(kr) . = 2iσ
pit2 %
t
k
'
σ
.
,
χBRGk(ξ) =(2pi)
− d2 
R
0
rd−1 
S d−1
Gk(rω)e−i<rω , tθ> dS (ω) dr
(2.9)
= (2pi)−
d
2
i
2σ+2piσ
ﬂ
              ﬃ*               !
:=c2

R
0
rd
Hσ(kr)
(kr)σ

S d−1
e−i<rω , tθ> dS (ω) dr
=c1c2
1
(tk)σ

R
0
rHσ(kr)Jσ(tr) dr.
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Im Fall t2 , k2 ergibt sich mit Satz 1.4:
,
χBRGk(ξ) =
c1c2r
(t2 − k2)tσkσ [kHσ+1(kr)Jσ(tr) − tHσ(kr)Jσ+1(tr)]
r=R
r=0
=
c1c2R
(t2 − k2)tσkσ [kHσ+1(kR)Jσ(tR) − tHσ(kR)Jσ+1(tR)] +
c1c22i
pi(t2 − k2)tσkσ -
t
k
.
σ
=
c1c2R
(t2 − k2)tσkσ [kHσ+1(kR)Jσ(tR) − tHσ(kR)Jσ+1(tR)] +
c1c22i
pi(t2 − k2)k2σ .
Fu¨r t2 = k2 erha¨lt man ebenfalls mit Satz 1.4:
,
χBRGk(ξ) =c1c2
r2
2tσ+1kσ
[tHσ(kr)Jσ(tr) − kHσ+1(kr)Jσ−1(tr)]r=Rr=0
=c1c2
R2
2tσ+1kσ
[tHσ(kR)Jσ(tR) − kHσ+1(kR)Jσ−1(tR)] − c1c2 1tσkσ
2iσ
pit2 %
t
k
'
σ
t=k
= c1c2
R2
2k2σ
[Hσ(kR)Jσ(kR) − Hσ+1(kR)Jσ−1(kR)] − c1c2
2iσ
pik2σ+2

Lemma 2.7 Sei ξ = tθ ∈ Rd mit t ≥ 0 und θ ∈ S d−1. Weiterhin sei R > 0, BR ⊂ Rd und χBR
die charakteristische Funktion bezu¨glich BR. Wiederum sei σ = σ(d) = d−22 und sei Gk die
Greensche Funktion aus (2.9). Dann gilt fu¨r die Fouriertransformierte von χBRGk:
| lim
t→∞(1 + t
2)ν
,
χBRGk(tθ)| < ∞⇐⇒ ν ≤ 2 −max(0,
3 − d
2
)
| lim
t↘0
(1 + t2)ν
,
χBRGk(tθ)| < ∞, fu¨r alle ν ∈ R
Beweis: Nach Lemma 2.6 existieren Konstanten c1, c2, c3 ∈ C, so dass
,
χBRGk(tθ) =
1
k2 − t2 - c1t
−σJσ(tR) + c2t−σ+1Jσ+1(tR) + c3 . .
Außerdem verha¨lt sich Jµ asymptotisch nach [AS65] fu¨r z→ ∞ wie
Jµ(z) 

2
piz
cos(z − µpi
2
− pi
4
).
Damit verha¨lt sich (1 + t2)ν
,
χBRGk(tθ) fu¨r große t wie
t2νtmax(0,−2σ+1)
t4 . Der Grenzwert fu¨r t → ∞
bleibt also genau dann beschra¨nkt, falls
ν ≤ 2 −max(0,−σ + 1
2
).
Mit σ = σ(d) = d−22 folgt die Behauptung fu¨r den Grenzwert.
Fu¨r den Grenzwert t ↘ 0 muß man zusa¨tzlich wissen, dass sich Jµ(t) fu¨r kleine t verha¨lt wie
tµ (siehe (1.15)). 
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Satz 2.8 Sei A der Lippmann-Schwinger-Operator aus (2.5) zu vorgegebener Wellenzahl
k > 0, Radius R > 0 in der Dimension d ≥ 1. Fu¨r s ≥ 0 und eine Funktion v ∈ H s(BR) gilt:
‖Av‖
Hs+2−max(0,
3−d
2 )(BR)
≤ c‖v‖Hs(BR).
Beweis: Sei x ∈ BR. Fu¨r eine Funktion w mit supp(w) ∈ BR gilt:
Aw(x) = k2 
Rd
Gk(x − y)w(y) dy
= k2 
Rd
χB2R(x − y)Gk(x − y)w(y) dy
= k2χB2RGk ∗ w(x).
Sei ν = max(0, 3−d2 ), und v ∈ Hs(BR), dann gilt:
‖Aw‖2Hs+ν(BR) ≤ k2 
R2
(1 + |ξ|2)s+ν| /χB2RGk ∗ w(ξ)|2 dξ
= (2pi)
d
2 k2 
R2
(1 + |ξ|2)s+ν| 0χB2RGk(ξ)|2| 1w(ξ)|2 dξ
≤ (2pi) d2 k2 sup
ξ∈R2
((1 + |ξ|2)ν| 0χB2RGk(ξ)|2)
ﬂ
                               ﬃ*                                !
<∞ nach 2.7 und 2.6

R2
(1 + |ξ|2)s| 1w(ξ)|2 dξ
= c‖w‖2Hs(BR).

Der Helmholtz-Operator (4 + k2) ist ein Differentialoperator zweiter Ordnung. Es ist deshalb
zu erwarten, dass er Funktionen um zwei Stufen in der Sobolev-Skala ”aufrauht“.
Lemma 2.9 Sei R, k > 0 und (4 + k2) der Helmholtz-Operator eingeschra¨nkt auf BR ⊂ Rd.
Dann gilt fu¨r w ∈ H s+2(BR):
‖(4 + k2)w‖Hs(BR) ≤ c‖w‖Hs+2(BR).
Beweis:
‖(4 + k2)w‖2Hs(BR) = 
R2
(1 + |ξ|2)s| 2(4 + k2)w(ξ)|2 dξ
= 
R2
(1 + |ξ|2)s+2 (k
2 − |ξ|2)2
(1 + |ξ|2)2 |wˆ(ξ)|
2 dξ
≤ sup
ξ∈R2
(
(k2 − |ξ|2)2
(1 + |ξ|2)2 )
ﬂ
                 ﬃ                   !
<∞

R2
(1 + |ξ|2)s+2|wˆ(ξ)|2 dξ
= c‖v‖2Hs+2(BR).

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Satz 2.10 Seien k,R > 0 und A der Lippmann-Schwinger-Operator aus (2.6). Seien wieder-
um σ := σ(d) = d−22 und j
m
n , h
m
n und v
m
n,p die Funktionen aus den Definitionen 1.33 und 1.12.
Dann gilt fu¨r t ∈ C:
A jmn (t, rω) =
	
	

	
	

1
t2−k2
-
k2 jmn

t, rω

+dn(t) jmn

k, rω

. , t2 , k2
± 12k
-
k2 ∂
∂t j
m
n

t, rω
43
3
3
t=±k + d
′
n(±k) jmn

k, rω

. , t = ±k
Ahmn (t, rω) =

	
	

	
	

1
t2−k2
-
k2hmn

t, rω

−k2
-
k
t .
n+σ
hnm

k, rω) + cn(t) jmn

k, rω

. , t2 , k2
± 12k (k2 ∂∂t hmn

t, rω)
3
3
3
t=±k + (n + σ)k
3
-
k
t .
n+σ−1
hnm

k, rω) + cn(±k)′ jmn

k, rω

.
Avmn,p(rω) = −
1
kn+2p
sm,( j)n,p

k, rω

+d( j)n,p j
m
n

k, rω)

mit
dn(t) = d(k,R)n,σ (t) =
ik2piR
2
[kJn+σ(tR)Hn+σ−1(kR) − tJn+σ−1(tR)Hn+σ(kR)]
cn(t) = c(k,R)n,σ (t) =
ik2piR
2
[kHn+σ(tR)Hn+σ−1(kR) − tHn+σ−1(tR)Hn+σ(kR)]
d( j)n,p = d
(k,R),( j)
n+σ,p =
ik2piR
2kn+σ2p+1
 2(n + σ + p)S ( j)n+σ+2p,n+σ−1(kR)(tR)Hn+σ(kR)
−S ( j)n+σ+2p+1,n+σ(kR)Hn+σ−1(kR) ﬁ .
Beweis: Sei v(rω) = f (r)Ymn (ω) eine in radiale und spha¨rische Variablen separierte Funktion.
Dann gilt:
Av(rω) = k2 
BR
Gk(rω, y)v(y) dy.
Unter Beru¨cksichtigung der Reihenentwicklung (2.8) und der gleichma¨ßigen Konvergenz er-
gibt sich mit Hilfe von Polarkoordinaten:
Av(rω) =
ik2
4
∞

q=0

p∈N(q,d)
hpq(rω) 
r
0
sd−1−σJq+σ(ks) f (s) 
S d−1
Ymn (θ)Y
p
q (θ) dS (θ)
ﬂ
                          ﬃ                            !
2piδn,qδm,p
ds
+
ik2
4
∞

q=0

p∈N(q,d)
j−pq (k, rω) 
R
r
sd−1−σHq+σ(ks) f (s) 
S d−1
Ymn (θ)Y
p
q (θ) dS (θ)
ﬂ
                          ﬃ                            !
2piδn,qδm,−p
ds
=
ik2pi
2

hmn (k, rω) 
r
0
s
d
2 Jn+σ(ks) f (s) ds + jmn (k, rω) 
R
r
s
d
2 Hn+σ(ks) f (s) ds 
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Dabei wurde zusa¨tzlich die Eigenschaft (1.4) und die Orthogonalita¨t der Kugelfla¨chenfunk-
tionen (1.5) ausgenutzt. Bis hierher ko¨nnte die Berechnung von Av mit v(rω) = f (r)Y nm fu¨r
beliebige Funktionen f (r) durchgefu¨hrt werden. Fu¨r den na¨chsten Schritt beno¨tigt man jedoch
die Stammfunktionen
 
r
d
2 f (r)Jm(kr) dr und
 
r
d
2 f (r)Hm(kr) dr. Fu¨r die Funktion r−σCν(t, rω)
ko¨nnen die Stammfunktionen mit Hilfe des Satz von Lommel 1.4 und Gleichung (1.24) be-
stimmt werden. Fu¨r die Funktion f (r) = rq wird auf Gleichung 1.29 verwiesen. Der Beweis
wird fu¨r die Funktionen hmn vollzogen. Alle anderen Fa¨lle ko¨nnen auf dieselbe Art und Weise
bewiesen werden. Man hat also den Fall f (r) = (tr)−σHn+σ(tr)
Ahmn (t, rω) =
ik2pi
2
hmn (k, rω) 
r
0
sJn+σ(ks)Hn+σ(ts) ds
+
ik2pi
2
jmn (k, rω) 
R
r
sHn+σ(ks)Hn+σ(ts) ds
t,k
=
1
(t2 − k2)
ik2pi
2 5
kzHn+σ(tz)Jn+σ−1(kz) − tzHn+σ−1(tz)Jn+σ(kz) 6
z=r
z=0
hmn (k, rω)
+
1
(t2 − k2)
ik2pi
2 5
kzHn+σ(tz)Hn+σ−1(kz) − tzHn+σ−1(tz)Hn+σ(kz) 6
z=R
z=r
jmn (k, rω)
= − 1
(t2 − k2)
ik2pi
2
lim
z→0
5
kzHn+σ(tz)Jn+σ−1(kz) − tzHn+σ−1(tz)Jn+σ(kz) 6 hmn (k, rω)
+
1
(t2 − k2)
ik2pi
2 5
krHn+σ(kr)Jn+σ−1 − krHn+σ−1(kr)Jn+σ(kr)
ﬂ
                                                    ﬃ*                                                     !
− 2i
pi
wegen (1.21)
6 hmn (t, rω)
+
1
(t2 − k2)
ik2pi
2 5
kRHn+σ(tR)Hn+σ−1(kR) − tRHn+σ−1(tR)Hn+σ(kR) 6
ﬂ
                                                                       ﬃ                                                                         !
cn(t)
jmn (k, rω).
Betrachtet werden muss nur noch der Limesterm
lim
z→0
kzHn+σ(tz)Jn+σ−1(kz) − tzHn+σ−1(tz)Jn+σ(kz)
(1.19)
= lim
z→0
−kzHn+σ(tz)Jn+σ+1(kz) + tzHn+σ+1(tz)Jn+σ(kz)
(1.15),(1.16)
= lim
z→0
tz
i2n+σ+1Γ(n + σ + 1)
pi(tz)n+σ+1
(kz)n+σ
2n+σΓ(n + σ + 1)
=

k
t 
n+σ 2i
pi
.
Die Behauptung fu¨r t = k folgt mit Hilfe des Satzes von L’Hopital oder direkt mit Satz 1.4. 
Lemma 2.11 Sei A der Lippmann-Schwinger-Operator (siehe (2.6)) und k, t ∈ C. Dann gilt
fu¨r die spha¨rische Welle jmn (t, ·)
(∆ + k2)A jmn (t, rω) = − k2 jmn (t, rω). (2.12)
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Beweis: Behauptung folgt direkt aus (1.34) und Satz 2.10. 
Im Folgenden wird gezeigt, dass der Helmholtz-Operator der linksinverse Operator zum Lipp-
mann-Schwinger-Operator ist.
Satz 2.12 Seien k,R > 0 und A der Lippman-Schwinger-Operator aus (2.6). Dann ist die
Abbildung
(4 + k2)A : Hs(BR) −→ Hs−δ(BR)
stetig und es gilt auf diesen Ra¨umen:
(4 + k2)A = −k2I.
Die Funktion δ ist von der Dimension d abha¨ngig, wobei gilt:
δ = δ(d) =max(0,
3 − d
2
).
Beweis: Die Stetigkeit folgt direkt aus Satz 2.8 und Lemma 2.9.
Sei
( jmn

λ
αn,βn
n,l
R
, ·

)
n∈N,m∈N(n,d),l∈N
eine Orthogonalbasis des L2(BR) aus Satz 1.16. Diese Basisfunktionen sind auch in allen
Sobolev-Ra¨umen H s(BR) (s ≥ 0) enthalten, da sie analytisch sind. Da die Sobolev-Ra¨ume
Hs(BR) Teilmengen des Raumes L2(BR) fu¨r s ≥ 0 sind, bildet dieses Funktionensystem auch
eine Basis auf diesen Sobolevra¨umen. Fu¨r eine Basisfunktion v gilt nach (2.12) die Beziehung
(4 + k2)Av = −k2v. Aus der Stetigkeit folgt die Behauptung. 
2.2 Eigenschaften des Lippmann-Schwinger-Operators
fu¨r den Außenraum
Alle in diesem Kapitel zusammengestellten Aussagen beziehen sich auf den Operator AΓ aus
(2.7).
Satz 2.13 Sei Γ ⊂ B⊂R und AΓ der Lippmann-Schwinger-Operator fu¨r den Außenraum zu
vorgegebener Wellenzahl k > 0 und Radius R > 0. Seien jmn und h
m
n die spha¨rischen Wellen
(1.33) und Γ ⊂ B⊂R ⊂ Rd, dann gilt fu¨r v ∈ L2(BR):
AΓv(x) =
ik2
4

n∈N

m∈N(n,d)
< v , jmn (k, ·) >BR hmn (k, x), x ∈ Γ.
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Sei w ∈ L2(Γ), dann gilt fu¨r den adjungierten Operator:
A∗Γw(x) =
−ik2
4

n∈N

m∈N(n,d)
< w , hmn (k, ·) >Γ jmn (k, x), x ∈ BR.
Beweis: Aus der Definition des Operators (2.7) und der Darstellung fu¨r die Greenschen
Funktion (2.8) folgert man:
AΓv(rω) =
ik2
4

n∈N

m∈N(n,d)
hmn (k, rω) 
R
0
sd−1 
S d−1
v(sθ) jmn (k, sθ) dS (θ) ds
=
ik2
4

n∈N

m∈N(n,d)
< v , jmn (k, ·) >BR hmn (k, rω).
Fu¨r den zweiten Teil der Behauptung beno¨tigt man zuna¨chst den Integrationskern des adjun-
gierten Operators:
< AΓv , w >Γ= 
Γ

BR
k2Gk(x, y)v(y) dy w(x) dx
= 
BR

Γ
k2Gk(x, y)w(x) dx v(y) dy
= < v , A∗Γw >BR .
Damit gilt:
A∗Γw(x) = 
Γ
k2Gk(x, y)w(y) dy
(2.8)
=
−ik2
4

n∈N

m∈N(n,d)
< w , hmn (k, ·) >Γ jmn (k, x).

Wir schon in Kapitel 1.5 gezeigt, kann eine abza¨hlbare Vereinigung von spha¨rischen Wellen
gewa¨hlt werden, so dass diese eine Basis des L2(BR) bilden. Fu¨r die Bestimmung des Null-
raums des Lippmann-Schwinger-Operators AΓ (2.7) auf dem Außenraum steht noch die Wahl
der Parameter αn bzw. βn (siehe Satz 1.16) zur Disposition. Bei geeigneter Wahl kann man den
Nullraum und dessen Komplement mit Hilfe ausgewa¨hlter spha¨rischer Wellen angeben.
Satz 2.14 Seien R, k > 0 und Γ ⊂ B⊂R ⊂ Rd eine nicht diskrete Teilmenge des Außenraums.
Wieder sei σ = σ(d) = d−22 . Fu¨r n ∈ N und m ∈ N(n, d) seien
αn := kRJ′n+σ(kR)
βn := −Jn+σ(kR).
Weiterhin seien λαn,βnn,l (l ∈ N) die positiven Nullstellen von
αnJn+σ(r) + βnrJ′n+σ(r). (2.13)
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Ohne Beschra¨nkung der Allgemeinheit seien λαn,βnn,0 = kR fu¨r alle n ∈ N, da diese offensichtlich
eine Nullstelle von (2.13) sind.
Im Fall βn , 0 und αnβn + (n + σ(d)) < 0 ist noch zusa¨tzlich eine der beiden rein imagina¨ren
Nullstellen hinzu zu nehmen.
Dann bilden die Funktionen
( jmn 
λ
αn,βn
n,l
R
, ·  )
n∈N,m∈N(n,d),l∈N\{0}
eine Orthogonalbasis des Nullraums N(AΓ) und die Funktionen
( jmn 
λ
αn,βn
n,0
R
, ·  )
n∈N,m∈N(n,d)
= ( jmn (k, ·) )
n∈N,m∈N(n,d)
eine Orthogonalbasis von N(AΓ)⊥ = R(A∗Γ), dem Komplement des Nullraumes von AΓ.
Beweis: Fu¨r den Beweis wird die Darstellung der Greenschen Funktion (2.8) mit Hilfe der
spha¨rischen Wellen benutzt.
AΓ jpq(
λ
αq,βq
q,l
R
, ·) 2.13= ik
2
4

n∈N

m∈N(n,d)
< jpq(
λ
αq,βq
q,l
R
, ·), jmn (k, ·) >
ﬂ
                            ﬃ7                             !
δq,nδm,pδl,0‖ jpq (k,·)‖2
hmn (k, ·)
= δl,0
ik2
4
‖ jpq(k, ·)‖2hpq(k, ·).
Damit liegen die Funktionen jpq(
λ
αq ,βq
q,l
R , ·) fu¨r l > 0 schon im Nullraum. Auf der anderen Seite
ko¨nnen die Funktionen jpq(
λ
αq,βq
q,0
R , ·) = jpq(k, ·) nicht im Nullraum liegen, denn dann wa¨re der
Term hmn (k, ·) fast u¨berall gleich Null. 
Weitere wichtige Eigenschaften sind
Satz 2.15 Sei R, k > 0 und ABR⊂ der Lippmann-Schwinger-Operator fu¨r den Außenraum (2.7).
Der U¨berstrich bezeichnet den Abschluss. Sei weiterhin v ∈ L2(BR). Dann gilt:
(4 + k2)ABR⊂v = 0
lim
r→∞ r
d−1
2

∂
∂r
− ik

ABR⊂v = 0
. (2.14)
Beweis: Fu¨r 0 < 8R < R stimmen die Operatoren A(k), 8R (Lippmann-Schwinger-Operator
fu¨r den Innenraum) und ABR⊂ (Lippmann-Schwinger-Operator fu¨r den Außenraum) fu¨r alle
Funktionen v mit supp(v) ⊂ BR auf dem Kreisring Kr,
8
R := {x ∈ Rd |R ≤ |x| ≤ 8R} u¨berein. Also
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gilt:
ABR⊂v(rω) = A
(k),
8
Rv(rω) =
ik2
4

n∈N

m∈N(n,d)
< v , jmn (k, ·) >BR hmn (rω).
Wegen der Stetigkeitsaussagen aus Satz 2.8 und Lemma 2.9 kann der Helmholtz-Operator
(4 + k2) in die Summe gezogen werden. Da nach (1.34) (4 + k2)hmn (k, rω) = 0 gilt, ist damit
die erste Behauptung bewiesen. Der Operator der Sommerfeldschen Ausstrahlungsbedingung
r
d−1
2

∂
∂r − ik  kann ebenso mit der Summation vertauscht werden. Man muss nur die entspre-
chende Stetigkeit fu¨r den Sommerfeld-Operator wie in Lemma 2.9 nachrechnen. Nun kann
man diesen Operator gliedweise auf die Funktionen hmn (k, rω) anwenden, die aber die Aus-
strahlungsbedingung erfu¨llen. Da 8R > R beliebig gewa¨hlt werden kann, gilt dies auch fu¨r den
Grenzwert. 
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3 Das direkte Streuproblem
Bei dem direkten Problem sind das einfallende Feld ui und die Objektfunktion f ∈ L∞(BR) als
bekannt vorausgesetzt. Bei Anwendungen kennt man die Frequenz und damit die Wellenzahl
k des einfallenden Feldes. Es gilt daher ui ∈ span{ jmn (k, ·) : n ∈ Nm ∈ N(n, d)}. Damit ist die
Funktion ui automatisch Lo¨sung der homogenen Helmholtz-Gleichung (2.3). Gesucht wird die
Lo¨sung des Systems (2.2)-(2.4). Fu¨r weitere Untersuchungen muß auf die Einschra¨nkung, dass
das einfallende Feld die homogene Helmholtzgleichung lo¨st, verzichtet werden. Fu¨r diesen
Zweck werden zwei neue Operatoren eingefu¨hrt.
3.1 Quell- und Feldoperator
Satz und Defintion 3.1 Seien R, k > 0. Sei f ∈ L∞(BR) und A der Lippmann-Schwinger-
Operator aus (2.6). Dann wird der Operator
F(k,R, f ) : L2(BR) −→ L2(BR)
F(k,R, f ) := (I − A f )−1
(3.1)
als Feldoperator bezeichnet. Der Operator
S (k,R, f ) : L2(BR) −→ L2(BR)
S (k,R, f )v := f Fv
(3.2)
wird als Quelloperator bezeichnet. Abku¨rzend werden auch die Bezeichnungen F und S be-
nutzt, wenn die Gro¨ßen k, R und f feststehen. Die beiden Operatoren sind wohldefiniert.
Beweis: In [Kly05] und in [CK92] wird gezeigt, dass der Fredholmoperator zweiter Art
(I−A f ) fu¨r alle f˜ ∈ L2(BR) einen trivialen Nullraum besitzt. Da L∞(BR) ⊂ L2(BR), gilt dies auch
fu¨r die Funktion f aus der Voraussetzung. Die Funktion f kann auch als Operator aufgefasst
werden. Nach [Hal82] ist der Bildbereich dieses Multiplikationsoperator bei der Wertemenge
L2(BR) wieder Teilmenge des Raumes L2(BR), d.h. der Operator
f : L2(BR)→ L2(BR)
f (g)(x) := f (x)g(x)
(3.3)
ist wohldefiniert. Durch diese beiden Sachverhalte ist gesichert, dass der Operator
(I − A f ) : L2(BR)→ L2(BR)
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wohldefiniert ist und eine Inverse besitzt. 
Es soll im Folgenden auf die Einschra¨nkung (4 + k2)ui = 0 verzichtet werden. Der folgende
Satz gibt die Lo¨sung fu¨r die Gleichungen (2.2)-(2.4) zu einer beliebigen einfallenden Welle
ui ∈ L2(BR) und einer beliebigen Objektfunktion f ∈ L∞(BR) mittels der neu definierten
Operatoren an.
Satz 3.2 Seien R, k > 0 und f ∈ L∞(BR). Seien weiterhin A und AΓ die Lippmann-Schwinger-
Operatoren aus (2.6) und (2.7). Die Funktionen F und S bezeichnen den Feld- bzw. den Quell-
operator aus Definition 3.1. Fu¨r eine Funktion ui ∈ L2(BR) sei
us(x) := 
  AS ui(x) x ∈ BR
AB⊂R S ui(x) x ∈ B⊂R
u(x) := 

 Fui(x) x ∈ BR
us(x) + ui(x) x ∈ B⊂R.
Dann erfu¨llen die Funktion u, ui und us auf Rd die Gleichungen
u = ui + us (3.4)
(∆ + k2)us = −k2 f u (3.5)
lim
r→∞ r
d−1
2

∂us
∂r
− ikus

= 0, r = |x|, (3.6)
wobei hier f im im Außenraum B⊂R gleich Null gesetzt wird (Das einfallende Feld kann im
Außenraum beliebige Werte annehmen, da es fu¨r den Streuvorgang keine Relevanz besitzt).
Beweis: Zu Gleichung (3.4): Im Außenraum gilt schon nach Definition u = us + ui. Fu¨r den
Zusammenhang im Innenraum bedient man sich der Umformung
I = (I − A f )F ⇐⇒ F = I + A f F ⇐⇒ F = I + AS . (3.7)
Damit gilt auch u = Fui = ui + AS ui = ui + us im Innenraum.
Zu Gleichung (3.5): Fu¨r den Innenraum gilt:
(∆ + k2)us = (∆ + k2)AS ui = (∆ + k2)A f Fui
Satz 2.12
= −k2 f Fui (3.7)= −k2 f [I + AS ] ui
= −k2 f (ui + us)
Fu¨r den Außenraum ist (3.5) wegen (2.14) erfu¨llt.
Zu Gleichung (3.6): Die Sommerfeldsche Ausstrahlungsbedingung ist auch wegen (2.14)
erfu¨llt. 
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Man muss folglich wegen (3.7) nur einen der beiden Operator F bzw. S kennen, um die
Funktion f zu berechnen. Es gilt fu¨r eine beliebige Funktion w ∈ L2(BR)
f =
S w
Fw
=
S w
w + AS w
. (3.8)
Es gilt wegen AS − FA f = I − F − FA f = I − F(I − A f ) = 0 auch der Zusammenhang
AS = FA f (3.9)
zwischen Feld- und Quelloperator. Bei gegebenem Feld ui ∈ L2(BR) und bekannter Objekt-
funktion f ∈ L∞(BR) gilt nach Satz 3.2 fu¨r das gestreute Feld im Innenraum BR:
us = AS ui.
Deshalb wird in den nachfolgenden Kapiteln mit AS ui das gestreute Feld us bezeichnet. Aus
gleichem Grund wird mit Fui das Gesamtfeld und mit S ui die Quelle bezeichnet.
3.2 Eigenschaften des Quell- und Feldoperators
Im Umgang mit Skalarprodukten ist oftmals das duale Problem ebenso interessant, wie das
Urspru¨ngliche. Wir betrachten deshalb die Adjungierten des Feld- und des Quelloperators.
Satz 3.3 Zu f ∈ L∞(BR) und k,R > 0 seien F bzw. S der zugeho¨rige Feld- bzw. Quelloperator.
Dann gilt fu¨r die adjungierten Operatoren:
(i) F∗ = (I − f A)−1 (3.10)
(ii) S ∗ = S . (3.11)
Beweis:
zu (i) :
< Fv , w >BR= < (I − A f )−1v , w >BR
= < v ,

(I − A f )−1

∗
w >BR
= < v ,

(I − A f )∗

−1
w >BR
= < v ,

(I − (A f )∗)

−1
w >BR
(2.10)
= < v ,

(I − f A)

−1
w >BR .
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zu (ii) :
< S v , w >BR= < f Fv , w >BR
= < Fv , f w >supp( f )
(ii)
= < v ,

(I − f A)

−1 
( f )−1

−1
w >supp( f )
= < v ,

( f )−1(I − f A)

−1
w >supp( f )
= < v ,

(I − A f )( f )−1

−1
w >supp( f )
= < v , ( f )

(I − A f )

−1
w >supp( f )
= < v , S w >BR .

3.3 Lo¨sungen fu¨r radialsymmetrische Objekte
Zuna¨chst werden einige Invarianzaussagen zu den verschiedenen Operatoren A, S , F gezeigt.
Fu¨r den weiteren Verlauf werden Drehoparatoren im Rd beno¨tigt. Jeder Drehoperator D kann
mittels einer orthogonalen Matrix Q mit det(Q) = 1 beschrieben werden. Eine Drehung einer
Funktion v ist dann definiert durch:
Dv(rω) := v(Qx) = v(Q(rω)) = v(rQω). (3.12)
Lemma 3.4 Sei D ein Drehoperator mit zugeho¨riger orthogonaler Matrix Q ∈ Mat(d × d)
mit det(Q) = 1. Dann gilt fu¨r den adjungierten Operator
D∗v(rω) = v(rQtω)
= D−1v(rω)
Beweis: Da der Operator nur auf den spha¨rischen Anteil einer Funktion wirkt, wird die Be-
trachtung nur bezu¨glich des L2-Skalarprodukts auf der Einheitsspha¨re vollzogen. Seien dafu¨r
v,w ∈ L2(S d−1), dann gilt
< Dv , w >S d−1 = 
S d−1
v(Qω
ﬂ
ﬃ *!
:=θ
)w( ω
ﬂ
ﬃ*9!
Qtθ
) dS (ω)
=< v , D∗w >S d−1 .

Als na¨chstes wird die Auswirkung des Drehoperators auf den Lippmann-Schwinger-Operator
fu¨r den Innenraum betrachtet.
41
Lemma 3.5 Fu¨r k,R > 0 sei A der Lippmann-Schwinger-Operator aus (2.6). Weiterhin seien
F(k),(R),( f ) und S (k),(R),( f ) der Feld- bzw. Quelloperator aus (3.1) und (3.2). Sei D ein Drehope-
rator gema¨ß (3.12), dann gilt
DA = AD
DA f = AD f D
DF(k),(R),(D
−1 f ) = F(k),(R),( f )D
DS (k),(R),(D
−1 f ) = S (k),(R),( f )D.
Beweis: Sei D ein Drehoperator mit zugeho¨riger orthogonaler Matrix Q ∈ Mat(d × d)
mit det(Q) = 1. Seien weiterhin Ymn die Kugelfla¨chenfunktionen aus Kapitel 1.3.1. Die Dre-
hung transformiert ein harmonischen homogenen Polynom vom Grad n wieder in ein ho-
mogenes harmonisches Polynom vom gleichen Grad. Also kann man eine gedrehte Kugel-
fla¨chenfunktion wieder durch Linearkombination von Kugelfla¨chenfunktionen gleichen Gra-
des darstellen:
DYmn (ω) = Y
m
n (Qω) =

p∈N(n,d)
cm,pn,QY
p
n (ω)
mit den Fourier-Koeffizienten
cm,pn,Q =
1
2pi

sd−1
Ymn (Qω)Y
p
n (ω) dS (ω) =
1
2pi

sd−1
Ymn (ω)Y
p
n (Qtω) dS (ω) = cp,mn,Qt .
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Sei nun v ∈ L2(BR). Dann gilt mit Hilfe der Reihendarstellung der Greenschen Funktion (2.8):
DAv(rω) =
ik2
4

n∈N

m∈N(n,d)
Dhmn (k, rω) 
r
0
sd−1 
S d−1
v(sθ) jmn (k, sθ) dS (θ) ds
+
ik2
4

n∈N

m∈N(n,d)
D jmn (k, rω) 
R
r
sd−1 
S d−1
v(sθ)hmn (k, sθ) dS (θ) ds
=
ik2
4

n∈N

m∈N(n,d)

p∈N(n,d)
cm,pn,Qh
p
n(k, rω) 
r
0
sd−1 
S d−1
v(sθ) jmn (k, sθ) dS (θ) ds
+
ik2
4

n∈N

m∈N(n,d)

p∈N(n,d)
cm,pn,Q j
p
n(k, rω) 
R
r
sd−1 
S d−1
v(sθ)hmn (k, sθ) ds(θ) ds
=
ik2
4

n∈N

p∈N(n,d)
hpn(k, rω) 
r
0
sd−1 
S d−1
v(sθ)

m∈N(n,d)
cp,mn,Qt jmn (k, sθ) dS (θ) ds
+
ik2
4

n∈N

p∈N(n,d)
jpn(k, rω) 
r
0
sd−1 
S d−1
v(sθ)

m∈N(n,d)
cp,mn,Qthmn (k, sθ) dS (θ) ds
=
ik2
4

n∈N

p∈N(n,d)
hpn(k, rω) 
r
0
sd−1 
S d−1
v(sθ) jpn (k, sQtθ) dS (θ) ds
+
ik2
4

n∈N

p∈N(n,d)
jpn(k, rω) 
r
0
sd−1 
S d−1
v(sθ)hpn (k, sQtθ) dS (θ) ds
=
ik2
4

n∈N

p∈N(n,d)
hpn(k, rω) 
r
0
sd−1 
S d−1
Qv(sθ) jpn (k, sθ) dS (θ) ds
+
ik2
4

n∈N

p∈N(n,d)
jpn(k, rω) 
r
0
sd−1 
S d−1
Qv(sθ)hpn (k, sθ) dS (θ) ds
= ADv(rω).
Fu¨r f ∈ L∞(BR) gilt damit:
DA f v(rω) = DA( f v)(rω) = AD( f v)(rω) = AD f Dv(rω).
Also gilt
D−1(I − A f )v(rω) = (I − AD−1 f )D−1v(rω)
⇐⇒ (I − A f )−1Dv(rω) = D(I − AD−1 f )−1v(rω).
⇐⇒ F(k),(R),( f )Dv(rω) = DF(k),(R),(D−1 f )v(rω).
Abschließend noch die Betrachtung fu¨r den Quelloperator:
S Dv(rω) = f F(k),(R),( f )Dv(rω) = f DF(k),(R),(D
−1 f )v(rω)
= D
-
D−1 f (rω)F(k),(R),(D
−1 f )v(rω) . = DS (k),(R),(D
−1 f )v(rω).

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Damit erhalten wir fu¨r radialsymmetrische Objekte ( f (rω) = f (r)) folgende Invarianzeigen-
schaft fu¨r den Feld- bzw. Quelloperator.
Satz 3.6 Seien k,R > 0 und f ∈ L∞(BR) mit BR ⊂ Rd. Desweiteren seien F, S der zugeho¨rige
Feld- bzw. Quelloperator und jmn die spha¨rischen Wellen aus (1.33). Dann sind die Ra¨ume W
m
n
aus (1.35) invariante Teilra¨ume des L2(Ω) fu¨r die Operatoren F und S . Das ist a¨quivalent zu
S jmn (t, rω) ∈ Wmn , ∀t ∈ C
F jmn (t, rω) ∈ Wmn , ∀t ∈ C
Beweis: Da die Ra¨ume Wmn durch die spha¨rischen Wellen jmn (t, ·) (t ∈ C) aufgespannt werden,
genu¨gt es zu zeigen, dass
< S jmn (s, ·) , jpq(t, ·) > =< S jmn (s, ·) , jpq(t, ·) > δn,qδm,p
gilt. Seien also n, q ∈ N, m ∈ N(n, d) und p ∈ N(q, d). Weiterhin seien t, s ∈ C beliebig. Sei D
eine Drehung. Dann gilt nach Lemma 3.4 und 3.5
< S D jmn (s, ·) , D jpq(t, ·) > =< S jmn (s, ·) , jpq(t, ·) >, (3.13)
da f drehinvariant ist. Nach der Festlegung der Kugelfla¨chenfunktionen und der Darstellung
Ymn (θ1, . . . , θd−2, ϕ) = P((θ1, . . . , θd−2)e
imd−2ϕ gibt es eine Gruppe von Drehungen fu¨r die die Ku-
gelfla¨chenfunktionen gerade Eigenfunktionen dieser Drehungung sind. Und zwar beschreibt
fu¨r α ∈ [0, 2pi]
DαYmn (ω(θ, ϕ)) := Y
m
n (ω(θ, ϕ − α)) = e−imd−2αYmn (ω(θ, ϕ))
eine Drehung, die nur die ersten beiden Koordinaten eines Elements aus dem Rd beeinflußt.
Setzt man diese Drehung in (3.13) ein, so erha¨lt man
< S jmn (s, ·) , jpq(t, ·) > (1 − ei(pd−2−md−2)α) = 0, ∀α ∈ [0, 2pi].
Daraus folgt sofort
< S jmn (s, ·) , jpq(t, ·) > (1 − ei(pd−2−md−2)α) = 0, falls pd−2 , md−2.
Fu¨r d = 2 ist damit die Behauptung gezeigt. Fu¨r den allgemeinen Fall siehe Bemerkung 3.16. 
Es gibt leider nur wenige analytische Lo¨sungen fu¨r das direkte Streuproblem. Im Folgenden
wird das direkte Streuproblem fu¨r radialsymmetrische Streuer analytisch gelo¨st. Die Grundi-
dee stammt aus [Wu¨b95].
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Das Intervall [0,R] wird diskretisiert durch 0 = r0 < r1 < r2 < . . . < rN = R. Fu¨r f j ∈ C ( j =
1 . . .N) mit fN = 0 sei die Funktion f ∈ L∞(BR) definiert wie folgt:
f (rω) = 
  f j , r j−1 ≤ r < r j
0 , rN−1 ≤ r < R.
Offensichtlich ist die Funktion radialsymmetrisch und beschra¨nkt mit Tra¨ger in BR.
Gesucht wird eine Lo¨sung us des Problem (3.4)-(3.6), bei gegebenen ui ∈ L2(BR). Da eine
abza¨hlbar unendliche Anzahl von spha¨rischen Wellen den Raum L2(BR) aufspannt, genu¨gt es,
wegen der Linearita¨t des Problems, eine Lo¨sung fu¨r jede spha¨rische Welle jmn (t, ·) zu finden
(t ∈ C). Es muss gelten:
(4 + k2)us(rω) = −k2 f (rω)(us(rω) + u j(rω))
⇔ (4 + k2(1 + f j))us(rω) = 
  −k2 f j jmn (t, rω) r j−1 ≤ r < r j , j = 1, . . . ,N − 1
0 rN−1 ≤ r ≤ R
Damit la¨sst sich die gesuchte Funktion us abschnittsweise auf dem Kreisring
K j = {rω ∈ C : r j−1 ≤ r < r j , j = 1, . . . ,N}
durch eine Linearkombination aus drei Funktionen bilden. Und zwar zwei linear unabha¨ngige
Lo¨sungen aus dem Nullraum des Helmholtz-Operators (4 + k2(1 + f j)) und einer speziellen
Lo¨sungen, falls t2 , k2(1 + f j). Die spezielle Lo¨sung ist bis auf eine Konstante die Funktion
jmn (t, ·) = ui selbst, da diese eine Eigenfunktion des Helmholtz-Operators ist (siehe (1.34)).
Setzt man die Lo¨sung in die Helmholtzgleichung ein, so erha¨lt man fu¨r die Konstante der
speziellen Lo¨sung gerade den Wert k
2 f j
t2−k2(1+ f j) . Es existieren also Konstanten v j,w j, so dass die
Lo¨sung auf den Kreisringen die Form
us(rω) = 

 v jhm,(1)n (k : 1 + f j, ·) + w jhm,(2)n (k : 1 + f j, ·) + e j jmn (t, ·), r j−1 ≤ r < r j
vNhm,(1)n (k : 1 + f j, ·) + wNhm,(2)n (k : 1 + f j, ·), rN−1 ≤ r ≤ R
mit
e j = 


k2 f j
t2−k2(1+ f j) , t
2
, k2(1 + f j)
0, sonst
besitzt.
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Fordert man nun Stetigkeit und Differenzierbarkeit an den Kreisringra¨ndern, so erha¨lt man die
Gleichungen
-
H(1)n (a j)v j+1 + H
(2)
n (a j)w j+1 .
aσj
− -
H(1)n (b j)v j + H
(2)
n (b j)w j .
bσj
=

k2 f j
t2−k2(1+ f j) −
k2 f j+1
t2−k2(1+ f j+1)  Jn(c j
cσj
)
(3.14)
-
H(1)
′
n (a j)v j+1 + H(2)
′
n (a j)w j+1 .
aσ−1j
− -
H(1)′n (b j)v j + H(2)
′
n (b j)w j .
bσ−1j
=

k2 f j
t2−k2(1+ f j) −
k2 f j+1
t2−k2(1+ f j+1)  J
′
n(c j)
cσ−1j
(3.15)
mit
a j = k : 1 + f j+1r j
b j = k : 1 + f jr j
c j = tr j
σ = σ(d) =
d − 2
2
fu¨r die gesuchten konstanten v j bzw. w j.
Mit den Umformungen
a jH(2)
′
n (a j)(3.14) − H(2)n (a j)(3.15)
bzw.
−a jH(1)′n (a j)(3.14) + H(1)n (a j)(3.15)
erha¨lt man das Gleichungssystem
H(1)n (a j)H
(2)′
n (a j) − H(1)′n (a j)H(2)n (a j)
aσ−1j
ﬂ
                                            ﬃ*                                             !
= 4ipiaσj
wegen (1.21)

v j+1
w j+1 
=
1
bσj

h2,1n, jh
2,2
n, j
−h1,1n, j − h1,2n, j


v j
w j 
+
d j
cσj

j2n, j
− j1n, j 
mit den Konstanten
h1,1n, j = a jH
(1)′
n (a j)H
(1)
n (b j) − b jH(1)
′
n (b j)H
(1)
n (a j)
h2,1n, j = a jH
(2)′
n (a j)H
(1)
n (b j) − b jH(1)
′
n (b j)H
(2)
n (a j)
h1,2n, j = a jH
(1)′
n (a j)H
(2)
n (b j) − b jH(2)
′
n (b j)H
(1)
n (a j)
h2,2n, j = a jH
(2)′
n (a j)H
(2)
n (b j) − b jH(2)
′
n (b j)H
(2)
n (a j)
j1n, j = a jH
(1)′
n (a j)Jn(c j) − c jJ′n(c j)H(1)n (a j)
j2n, j = a jH
(2)′
n (a j)Jn(c j) − c jJ′n(c j)H(2)n (a j)
d j = e j − e j+1.
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Nochmaliges Umformen fu¨hrt zu dem Gleichungssystem

v j+1
w j+1 
=
ipiaσj
4bσj

h2,1n, j h
2,2
n, j
−h1,1n, j −h1,2n, j

ﬂ
                        ﬃ7                         !
:=Hn, j

v j
w j 
+
ipiaσj d j
4cσj

j2n, j
− j1n, j 
.
Die Matrizen Hn, j sind invertierbar, denn es gilt fu¨r die Determinante der Matrizen:
4bσj
ipiaσj
det
-
Hn, j . = h
1,1
n, jh
2,2
n, j − h2,1n, jh1,2n, j
= a jb j
-
H(2)
′
n (b j)H
(1)
n (a j)H
(2)′
n (a j)H
(1)
n (b j) + H
(1)′
n (a j)H
(2)
n (b j)H
(1)′
n (b j)H
(2)
n (a j)
− H(1)′n (a j)H(1)n (b j)H(2)
′
n (b j)H
(2)
n (a j) − H(1)
′
n (b j)H
(1)
n (a j)H
(2)′
n (a j)H
(2)
n (b j) .
= a jb j
-
H(2)
′
n (b j)H
(1)
n (b j) ; H
(2)′
n (a j)H
(1)
n (a j) − H(1)
′
n (a j)H
(2)
n (a j) <
+ H(1)
′
n (b j)H
(2)
n (b j) ; H
(1)′
n (a j)H
(2)
n (a j) − H(2)
′
n (a j)H
(1)
n (a j) <=.
= a jb j ; H(2)
′
n (b j)H
(1)
n (b j) − H(1)
′
n (b j)H
(2)
n (b j) <
ﬂ
                                               ﬃ*                                                !
−4i
pib j
× ; H(2)′n (a j)H(1)n (a j) − H(1)
′
n (a j)H
(2)
n (a j) <
ﬂ
                                               ﬃ                                                 !
−4i
pia j
= −16
pi2
.
Bei den Umformungen wurde lediglich Gleichung (1.21) benutzt. Genau wie bei der Berech-
nung der Determinanten la¨sst sich zeigen, dass fu¨r die Inverse von Hn, j gilt:
H−1n, j =
4bσj
ipiaσj

h1,2n, j h
2,2
n, j
−h1,1n, j −h2,1n, j
 .
Damit sind die Koeffizienten v j und w j fast schon eindeutig bestimmt. Damit das gesuchte
gestreute Feld im innersten Kreisring differenzierbar bleibt, muss v1 = w1 gelten. Die Som-
merfeldsche Ausstrahlungsbedingung hingegen sorgt dafu¨r, dass auf dem a¨ußersten Kreisring
wn = 0 gelten muss, da nur die spha¨rischen Wellen hm,(1)n (t, ·) diese Bedingung erfu¨llen. Damit
gilt fu¨r die Koeffizienten

v1
w1 
= v1

1
1 

v j+1
w j+1 
= Hn, j

v j
w j 
+
ipiaσj d j
4cσj

j2n, j
− j1n, j 
.
Die Konstante v1 ergibt sich aus der Bedingung wN = 0 und la¨sst sich explizit berechnen.
v1 =
h2
g2
,
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wobei
g =

g1
g2 
= Hn,N−1 · . . . · Hn,1

1
1 
h =

h1
h2 
= − ipi
4
N−1

j=1
aσj d j
cσj
Hn,N−1 · . . . · Hn, j+1

j2n, j
− j1n, j 
.
Dabei wird das Produkt Hn,N−1Hn,N := I in obiger Gleichung als Identita¨t angesehen. Die
Lo¨sung ist wegen der Invertierbarkeit der Matrizen Hn, j eindeutig. Die analytische Lo¨sung fu¨r
die Quellen S jmn (t, ·) erha¨lt man durch Anwendung des Helmholtz-Operators auf das gestreute
Feld us. Es gilt mit Hilfe von (1.34) fu¨r die Quelle:
S jmn (t, rω) = 
  f jv jhm,(1)n (k : 1 + f j, ·) + f jw jhm,(2)n (k : 1 + f j, ·) − k
2−t2
k2 e j j
m
n (t, ·), r j−1 ≤ r < r j
0, rN−1 ≤ r ≤ R
mit
e j = 


k2 f j
t2−k2(1+ f j) , t
2
, k2(1 + f j)
0, sonst.
Die Abbildung 3.1 zeigt das gestreute Feld AS w und die Quelle S w fu¨r den zweidimensionalen
Fall. Die Funktion w(reiω) = eitr cos(ω−α) beschreibt eine ebene Welle. Fu¨r den numerischen Test
wurde k = 7, t = 10, R = 1 und α = 0.5 gewa¨hlt. Die zu Grunde liegende Objektfunktion ist
wie folgt definiert:
f (x) =
	
	
	
	

	
	
	
	

−0.3, 0 < |x| ≤ 0.25
−0.2, 0.25 < |x| ≤ 0.5
−0.1, 0.5 < |x| ≤ 0.75
0, 0.75 < |x| ≤ 1.
(3.16)
Mittels der Jacobi-Anger-Entwicklung kann die Funktion v als Linearkombination von spha¨-
rischen Wellen jmn (t, ·) beschrieben werden. Die gestreuten Felder AS jmn (t, ·) und die Quellen
S jmn (t, )˙ wurden wie oben beschrieben berechnet.
3.4 Lo¨sungen fu¨r beliebige Objekte
Fu¨r beliebige Hindernisse f ist es nicht mehr mo¨glich, eine geschlossene Darstellung fu¨r das
gestreute Feld, bei gegebenem einfallendem Feld ui, anzugeben. Eine einfache Mo¨glichkeit
zur Bestimmung des gesuchten gestreuten Feldes besteht in der Diskretisierung des Feldope-
rators F aus Gleichung (3.1). Dies erfordert jedoch je nach ”Sta¨rke“ des Streuers f eine sehr
feine Diskretisierung. Der Aufwand wird dadurch immens hoch, so dass diese Methode auf
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(a) Realteil der Quelle (b) Realteil des gestreuten Feldes
(c) Imagina¨rteil der Quelle (d) Imagina¨rteil des gestreuten Feldes
Abbildung 3.1: Quelle und gestreutes Feld
herko¨mmlichen Computern kaum noch durchzufu¨hren ist. Im weiteren Verlauf wird darauf
hingearbeitet, dass man die Skalarprodukte
< S jpq(t, ·), jmn (k, ·) >BR
(3.11)
= < S j−mn (k, ·), j−pq (t, ·) >BR
numerisch approximiert. Die Wellenzahl k ist hierbei wieder fest vorgeben. Der Parameter t
ist eine beliebige komplexe Zahl. Wegen der Vollsta¨ndigkeit der Orthogonalsysteme aus Satz
1.16 lassen sich dann fu¨r beliebige einfallende Wellen ui ∈ span{ jmn (k, ·) : n ∈ N, m ∈ N(n, d)}
die dazugeho¨rigen Quellen S ui bestimmen, indem die gesuchte Funktion bezu¨glich einer der
Basen aus 1.16 entwickelt wird. Daru¨berhinaus ko¨nnen die gestreuten Felder dann mittels
Satz 2.10 bestimmt werden. Die gesuchten Skalarprodukte sind dabei Lo¨sungen von Riccati-
Differentialgleichungen. Die Idee wurde aus [CR97] entnommen. Dort wurde allerdings nur
der Spezialfall d = 2 und t = k betrachtet.
Es folgt eine Beweisskizze, die an [CR97] angelehnt ist. Werden Aussagen benutzt, die nur
fu¨r den zweidimensionalen Fall bewiesen worden sind, so wird darauf hingewiesen.
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Definition 3.7 Sei t ∈ C beliebig und k,R > 0. Sei weiterhin 0 ≤ r ≤ R, f ∈ L∞(BR). Die
Matrix
S t,k =

S t,k(n,m),(q,p)
 n∈N, m∈N(n,d), q∈N, p∈N(q,d)
wird als Streumatrix des Streuers f bezu¨glich Wellenzahl k und Parameter t bezeichnet. Die
Matrixeintra¨ge S t,k(n,m),(q,p) sind gerade die Skalarprodukte
< S (k,R, f ) jpq(t, ·), jmn (k, ·) >BR
bezu¨glich der Objektfunktion f .
Mit Ht, Jt bzw. Y werden die unendlichdimensionalen Matrizen
Jt = Jt(r) =
1
(tr)σ
diag{(J0+σ(tr), J1+σ(tr), . . . , J1+σ(tr)
ﬂ
                        ﬃ                          !
#N(1,d)−mal
, J2+σ(tr), . . . , J2+σ(tr)
ﬂ
                        ﬃ                          !
#N(2,d)−mal
, . . .)}
Ht = Ht(r) =
1
(tr)σ
diag{(H0+σ(tr),H1+σ(tr), . . . ,H1+σ(tr)
ﬂ
                          ﬃ                            !
#N(1,d)−mal
,H2+σ(tr), . . . ,H2+σ(tr)
ﬂ
                          ﬃ                            !
#N(2,d)−mal
, . . .)}
Y = Y(ω) = diag{(Ymn )n∈N,m∈N(n,d)}
bezeichnet, wobei σ = d−22 wieder von der Dimension des Problems abha¨ngt.
Bemerkung 3.8 Mit Hilfe der Streumatrix kann man einfallenden Feldern das dazugeho¨rige
gestreute Feld auf dem Außenraum zuordnen. Gilt fu¨r ein einfallendes Feld ui die Darstellung
ui =

n∈N

m∈N(n,d)
αn,m jmn (t, ·) ∈ span{ jmn (t, ·) : n ∈ N, m ∈ N(n, d)}
= Y Jtα
dann erha¨lt man, wegen Satz 2.13 und Satz 3.2, mit der Streumatrix die Koeffizienten des
gestreuten Feldes us im Außenraum. Es gilt mit β = S t,kα und r ≥ R:
us(rω) =
ik2
4

n∈N

m∈N(n,d)
βn,mhmn (k, rω) =
ik2
4
YHkS t,kα
Es wird auf einen Lemma zuru¨ckgegriffen, dessen Aussage nur fu¨r den Fall d = 2 bewiesen
wurde. Es handelt sich dabei um eine Reformulierung von (55) aus [BCT65].
Lemma 3.9 Sei ui ∈ L2(Ω) ein einfallendes Feld und AS ui das dazugeho¨rige gestreute Feld
zu einer Objektfunktion f ∈ L∞(Ω). (S ist hierbei der Quelloperator bezu¨glich der Objekt-
funktion f ). Seien Ω1 und Ω2 zwei disjunkte Mengen mit Ω = Ω1 ∪Ω2. Fu¨r j ∈ {1, 2} seien die
Funktionen f j das Produkt aus Objektfunktion f und der charakteristischen Funktion von Ω j,
das heißt
f j(x) = 
  f (x) , x ∈ Ω j
0 , x < Ω j.
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Seien S j := S (k, f j) die Quelloperatoren bezu¨glich der Funktionen f j. Vorausgesetzt, es gibt
eine Konstante c > 0, so dass ‖A f1‖∞ < ch, wobei h das Volumen von Ω1 darstellt, dann gilt
fu¨r genu¨gend kleine h > 0 fu¨r das gestreute Feld
AS ui = (AS 1 + AS 2 + AS 2AS 1 + AS 1AS 2 + AS 2AS 1AS 2)ui + O(h2).
Mit diesem Lemma erha¨lt man mit Ω2 = Br und Ω1 = {x ∈ Rd : r ≤ |x| < r + h} fu¨r ein h > 0.
Lemma 3.10 Sei 0 < r < r + h < R und r + h < r˜. Fu¨r ui = > n∈N > m∈N(n,d) αn,m jmn (t, ·) ∈
span{ jmn (t, ·) : n ∈ N, m ∈ N(n, d)} gilt fu¨r das gestreute Feld außerhalb des Kreisrings:
AS ui(r˜ω) =

j=1,...,5
v j(r˜ω) + O(h2)
mit
v1(r˜ω) =
ik2
4
Y(ω)Hk(r˜)T (1)α
v2(r˜ω) =
ik2
4
Y(ω)Hk(r˜)S t,kα
v3(r˜ω) =

ik2
4 
2
Y(ω)Hk(r˜)S k,kT (2)α
v4(r˜ω) =

ik2
4 
2
Y(ω)Hk(r˜)T (3)S t,kα
v5(r˜ω) =

ik2
4 
3
Y(ω)Hk(r˜)S k,kT (4)S t,kα
wobei
α =
-
αn,m . n∈N,m∈N(n,d)
T ( j) =

t( j)(n,m),(q,p)
 n,q∈N,m∈N(n,d), p∈N(q,d)
t(1)(n,m),(q,p) =< S 1 j
m
n (t, ·), jpq(k, ·) >BR
t(2)(n,m),(q,p) =< S 1 j
m
n (t, ·), hp,(2)q (k, ·) >BR
t(3)(n,m),(q,p) =< S 1h
m
n (k, ·), jpq(k, ·) >BR
t(4)(n,m),(q,p) =< S 1h
m
n (k, ·), hp,(2)q (k, ·) >BR
und S 1 bzw S 2 sind die Quelloperatoren bezu¨glich der Funtkionen
f1(x) = 

 f (x), x ∈ {y ∈ Rd : r ≤ |y| < r + h}
0, sonst
f2(x) = 

 f (x), x ∈ Ωr
0, sonst.
Die Matrizen S t,k bzw. S k,k bezeichen die Streumatrizen bezu¨glich der Funktion f2.
51
Beweis: Sind S j bzw. F j die Quelloperatoren zu den Funktionen f j aus der Behauptung, dann
gilt fu¨r den Tra¨ger einer Funktion supp(S jv) fu¨r eine beliebige Funktion v ∈ L2(BR)
supp(S 1v) ⊂ {x ∈ Rd : r ≤ |x| < r + h}
supp(S 2v) ⊂ Br,
wegen S jv(x) = f j(x)F jv(x). Nach Gleichung (2.11) folgt damit
AS 1v(r˜ω) = 
 
ik2
4 > n∈N > m∈N(n,d) < S 1v, j
m
n (k, ·) >BR hmn (k, r˜ω), r˜ ≥ r + h
ik2
4 > n∈N > m∈N(n,d) < S 1v, h
m,(2)
n (k, ·) >BR jmn (k, r˜ω), r˜ ≤ r
AS 2v(r˜ω) = ; ik
2
4 > n∈N > m∈N(n,d) < S 2v, j
m
n (k, ·) >BR hmn (k, r˜ω), r˜ ≥ r
Mit genu¨gend kleinem h > 0 folgt mit Lemma 3.9 die Behauptung. 
Als na¨chstes beno¨tigt man die Born-Approximation, um fu¨r schwache Streuer f eine Anna¨her-
ung an das gestreute Feld zu finden.
Lemma 3.11 Sei R, r, h > 0 mit r+h ≤ R. Sei f ∈ L∞(BR). Weiterhin sei f1 die Einschra¨nkung
von f auf den Kreisring Kr,h := {x ∈ Rd : r ≤ |x| < r + h}, d.h.
f1(x) = 
  f (x), x ∈ Kr,h
0, sonst.
Sei S 1 der zur Funktion f1 geho¨rige Quelloperator. Dann gilt fu¨r ein beliebiges einfallendes
Feld ui(rω) = > n∈N > m∈N(n,d) un,m(r)Ymn (ω) ∈ L2(BR) und genu¨gend kleines h:
AS 1ui(r˜ω) = O(h2) + ihk
2rd−1
4

  Y(ω)Jk(r˜)Hk(r)G(r)U(r)α, r˜ ≤ r
Y(ω)Hk(r˜)Jk(r)G(r)U(r)α, r˜ ≥ r + h (3.17)
wobei
G(r) =

g(n,m),(q,p)(r)
 n,q∈N,m∈N(n,d), p∈N(q,d) (3.18)
g(n,m),(q,p)(r) = 
S d−1
Y−mn (θ) f (rθ)Y
p
q (θ) dS (θ)
U(r) = diag ?

un,m(r)
 n∈N,m∈N(n,d) @ .
Beweis: Es folgt lediglich eine Beweisskizze. Zuna¨chst muss man einmal zeigen, dass sich
fu¨r genu¨gend kleine h der Feld-Operator F1 = (I − A f1)−1 in die Neumannreihe entwickeln
la¨ßt, d.h.
F1 =
∞

n=0
Anf1 .
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Damit konvergiert die Folge u(n)s = >
n
p=1 A
p
f1ui, wegen (3.9) gegen das gestreute Feld AS 1ui.
Als zweites kann man zeigen, dass es fu¨r das n-te Folgenglied eine Abscha¨tzung der Form
|AS ui(x) − u(n)s | ≤ chn+1
gibt, mit einer Konstante c die von der Supremumsnorm des Streuers f abha¨ngt. Im na¨chsten
Schritt benutzt man Polarkoordinaten und die Reihenentwicklung der Greenschen Funktion
aus (2.8). Wendet man den Mittelwertsatz der Integralrechnung in Verbindung mit obigen
Abscha¨tzungen an, so erha¨lt man die Behauptung. 
Mit Hilfe dieses Lemma kann man die Operatoren T ( j) aus Lemma 3.10 bis auf einen Term
O(h2) approximieren.
Lemma 3.12 Seien T ( j) ( j = 1, . . . , 4) wie in Lemma 3.10, dann gilt fu¨r genu¨gend kleine h:
T (1) = hrd−1Jk(r)G(r)Jt(r) + O(h2)
T (2) = hrd−1Hk(r)G(r)Jt(r) + O(h2)
T (3) = hrd−1Hk(r)G(r)Hk(r) + O(h2)
T (4) = hrd−1Jk(r)G(r)Hk(r) + O(h2)
wobei die Matrix G(r) definiert ist wie in Gleichung (3.18).
Beweis: Der Beweis wird nur fu¨r die Matrix T (1) gefu¨hrt, da fu¨r die anderen Matrizen die
Beweise a¨hnlich verlaufen. Mit den Bezeichnungen aus Satz 3.10 gilt
v1(r˜ω) =
ik2
4
Y(ω)Hk(r˜)T (1)α
.
Und aus Gleichung (3.17) folgt mit un,m(r) = (tr)−σJn+σ(tr)
v1(r˜ω) =
ihk2rd−1
4
Y(ω)Hk(r˜)Jk(r)G(r)Jt(r)α + O(h2)
und damit
T (1) = hrd−1Jk(r)G(r)Jt(r) + O(h2).

Satz 3.13 Sei 0 < r < R und k,R > 0. Sind t ∈ C und S t,k(r) die Streumatrizen bezu¨glich den
Funktionen
fr(x) = 
  f (x), x ∈ Br
0, sonst
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Dann gilt:
d
dr
S t,k(r) = rd−1

Jk(r) +
ik2
4
S k,k(r)Hk(r)

G(r)

ik2
4
Hk(r)S t,k(r) + Jt(r)

. (3.19)
Beweis: Sei S r der Quelloperator bezu¨glich den Funktion fr. Setzt man Lemma 3.12 in Lema
3.10 ein, so erha¨lt man fu¨r r˜ > r + h
AS r+hui(r˜ω) =
ik2
4
Y(ω)Hk(r˜)hrd−1

Jk(r)G(r)Jt(r) +
1
hrd−1
S t,k(r) +
ik2
4
S k,k(r)Hk(r)G(r)Jt(r)
+
ik2
4
Jk(r)G(r)Hk(r)S t,k(r) +

ik2
4 
2
S k,k(r)Jk(r)G(r)Hk(r)S t,k(r) A + O(h2)
Auf der anderen Seite gilt fu¨r die Streumatrix nach Definition bzw. nach Bemerkung 3.8:
AS r+hui(r˜ω) =
ik2
4
Y(ω)Hk(r˜)S t,kr+hα
und damit
S t,kr+h − S t,kr = hrd−1

-
Jk(r) +
ik2
4
S k,k(r)Hk(r) . G(r)
-
ik2
4
Hk(r)S t,k(r) + Jt(r) .

+ O(h2)

Bemerkung 3.14 Seien f ∈ L∞(BR), fr = χBr f die Funktionen aus Satz 3.13 und S t,k(r) die
dazugeho¨rigen Streumatrizen.
• Es gilt wegen f0 = 0, dass S t,k(0) = 0. In Verbindung mit (3.19) hat man ein Anfangs-
wertproblem zu lo¨sen, um die Streumatrizen S t,k(R) zu bestimmen. Die Abha¨ngigkeit der
Differentialgleichung von der Objektfunktion f steckt dabei nur in dem Term G(r).
• Ist die Objektfunktion zusa¨tzlich radialsymmetrisch, dann sind die Matrizen G(r) wegen
der Orthogonalita¨t der Kugelfla¨chenfuntkionen reine Diagonalmatrizen. Da alle ande-
ren Matrizen in der Differentialgleichung (3.19) auch Diagonalmatrizen sind, kann das
Problem entkoppelt werden. Insbesondere sind nur die Diagonalelemente der Streuma-
trix ungleich Null. Es folgt < S jmn (k, ·), jpq(t, ·) >BR= 0 fu¨r (q, p) , (n,m).
• Fu¨r das gestreute Feld im Außenraum beno¨tigt man nach Satz 2.13 und Satz 3.2 nur die
Skalarprodukte < S jmn (t·), jpq(k, ·) >BR . Mit der Lo¨sung des obigen Anfangswertproblems
ko¨nnen so Daten fu¨r das inverse Streuproblem erzeugt werden (Da fu¨r die Anwendun-
gen das einfallende Feld stets aus dem Raum span{ jmn (k, ·) : n ∈ N, m ∈ N(n, d)} vor-
ausgesetzt werden muss, genu¨gt es sogar, die Skalarprodukte < S jmn (k·), jpq(k, ·) >BR zu
berechnen).
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• Fu¨r einfallende Felder aus dem Raum span{ jmn (k, ·) : n ∈ N, m ∈ N(n, d)} ko¨nnen mit
obiger Methode auch die dazugeho¨rigen Felder und Quellen im Innenraum berechnet
werden (Wie im vorangehenden Punkt schon bemerkt, sind fu¨r die Anwendung zuna¨chst
mal obige einfallende Felder ausreichend). Es gilt wegen (3.11)
< S jmn (t·), jpq(s, ·) >BR =< S j−pq (s·), j−mn (t, ·) >BR .
Die Quellen S jmn (k, ·) lassen sich dann mittels in einer Basis aus Satz 1.16 entwickeln.
Die Koeffizienten bezu¨glich dieser Basis bestehen gerade aus Skalarprodukten der Form
< S jmn (t·), jpq(k, ·) >BR (Diese entsprechen den Eintra¨gen der Streumatrix). Die gestreu-
ten Felder ko¨nnen anschließend mittels Satz 2.10 bestimmt werden. Eine andere Mo¨g-
lichkeit fu¨r das Innenraumproblem bietet der nachfolgende Satz.
• Fu¨r die numerische Umsetzung mu¨ssen die unendlichdimensionalen Matrizen abge-
schnitten werden. In [Che97] wird gezeigt, dass die Matrixeintra¨ge S t,k(n,m),(q,p) der Streu-
matrizen im wesentlichen Null sind fu¨r n, q ≥ 2|c f |. Die Konstante c f za¨hlt dabei im we-
sentlichen die Anzahl der Wellen u¨ber den la¨ngsten Strahl γ durch das Objekt. Pra¨ziser
gilt
c f =
k
2pi

γ
: 1 + f (x) dx.
Fu¨r Testzwecke wird eine radialsymmetrische Funktion f genommen.
f (x) =
	
	
	
	

	
	
	
	

−0.3, 0 < |x| ≤ 0.25
−0.2, 0.25 < |x| ≤ 0.5
−0.1, 0.5 < |x| ≤ 0.75
0, 0.75 < |x| ≤ 1
.
Die nachfolgende Tabelle 3.1 zeigt die Diagonalelemente der Streumatrix an der Stelle R = 1.
In der Spalte S t,kexakt stehen die analytisch berechneten Werte (siehe Kapitel 3.3). Die Werte in
den Spalten S t,k wurden numerisch bestimmt mit Hilfe eines 6-stufigen Mehrschrittverfahrens
der Ordnung 6. Dabei wurde die Wellenzahl k = 7 und der Parameter t = 10 angenommen. Die
Schrittweite betrug 0.01. Es sei bemerkt, dass fu¨r die Datenerzeugung nur die Streumatrizen
S k,k beno¨tigt werden. Gute Ergebnisse hierfu¨r gab es auch schon mit Schrittweite 0.1.
Eine Alternative zur Berechnung des Innenraumproblems bietet der folgende Satz.
Satz 3.15 Sei R ≥ r ≥ 0, k > 0 und f ∈ L∞(Ω). Sei S der zu f geho¨rende Quelloperator.
Setze
S t,k,−(r) =

S t,k,−(n,m),(q,p)(r)
 n,q∈N,m∈N(n,d), p∈N(q,d)
S t,k,+(r) =

S t,k,+(n,m),(q,p)(r)
 n,q∈N,m∈N(n,d), p∈N(q,d)
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S k,kexakt S
k,k S t,kexakt S
t,k
-0.0379 + 0.0258i -0.0379 + 0.0258i -0.0101 + 0.0069i -0.0103 + 0.0068i
-0.0343 + 0.0188i -0.0343 + 0.0188i -0.0115 + 0.0063i -0.0117 + 0.0063i
-0.0343 + 0.0188i -0.0343 + 0.0188i -0.0115 + 0.0063i -0.0117 + 0.0063i
-0.0297 + 0.0128i -0.0297 + 0.0128i -0.0104 + 0.0045i -0.0105 + 0.0045i
-0.0297 + 0.0128i -0.0297 + 0.0128i -0.0104 + 0.0045i -0.0105 + 0.0045i
-0.0219 + 0.0063i -0.0218 + 0.0063i -0.0102 + 0.0030i -0.0103 + 0.0030i
-0.0219 + 0.0063i -0.0218 + 0.0063i -0.0102 + 0.0030i -0.0103 + 0.0030i
-0.0111 + 0.0015i -0.0111 + 0.0015i -0.0100 + 0.0014i -0.0101 + 0.0014i
-0.0111 + 0.0015i -0.0111 + 0.0015i -0.0100 + 0.0014i -0.0101 + 0.0014i
-0.0037 + 0.0002i -0.0037 + 0.0002i -0.0063 + 0.0003i -0.0063 + 0.0003i
-0.0037 + 0.0002i -0.0037 + 0.0002i -0.0063 + 0.0003i -0.0063 + 0.0003i
-0.0008 + 0.0000i -0.0008 + 0.0000i -0.0024 + 0.0000i -0.0024 + 0.0000i
-0.0008 + 0.0000i -0.0008 + 0.0000i -0.0024 + 0.0000i -0.0024 + 0.0000i
-0.0001 + 0.0000i -0.0001 + 0.0000i -0.0006 + 0.0000i -0.0006 + 0.0000i
-0.0001 + 0.0000i -0.0001 + 0.0000i -0.0006 + 0.0000i -0.0006 + 0.0000i
-0.0000 + 0.0000i -0.0000 + 0.0000i -0.0001 + 0.0000i -0.0001 + 0.0000i
-0.0000 + 0.0000i -0.0000 + 0.0000i -0.0001 + 0.0000i -0.0001 + 0.0000i
-0.0000 + 0.0000i -0.0000 + 0.0000i -0.0000 + 0.0000i -0.0000 + 0.0000i
-0.0000 + 0.0000i -0.0000 + 0.0000i -0.0000 + 0.0000i -0.0000 + 0.0000i
-0.0000 -0.0000 + 0.0000i -0.0000 -0.0000 + 0.0000i
-0.0000 -0.0000 + 0.0000i -0.0000 -0.0000 + 0.0000i
Tabelle 3.1: Streumatrixeintra¨ge
mit
S t,k,−(n,m),(q,p)(r) =< S j
p
q(t, ·), jmn (k, ·) >Br
S t,k,+(n,m),(q,p)(r) =< S j
p
q(t, ·), hm,(2)n (k, ·) >BR−Br .
Dann gilt:
d
dr
S t,k,−(r) = rd−1Jk(r)G(r)

Jt(r) +
ik2
4 -
Hk(r)S t,k,− + Jk(r)S t,k,+ .

d
dr
S t,k,+(r) = −rd−1Hk(r)G(r)

Jt(r) +
ik2
4 -
Hk(r)S t,k,− + Jk(r)S t,k,+ .

.
(3.20)
Beweis: Es gilt:
S t,k,−(n,m),(q,p)(r) =< S j
p
q(t, ·), jmn (k, ·) >Br
= 
r
0
sd−1 
S d−1
S jpq(t, sω) j
−m
n (k, sω) dS (ω) ds
(3.7)
= 
r
0
sd−1 
S d−1
f (sω)(I + AS ) jpq(t, sω) j
−m
n (k, sω) dS (ω) ds.
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Daraus folgt:
d
dr
S t,k,−(n,m),(q,p)(r) = r
d−1

S d−1
f (rω)(I + AS ) jpq(t, rω) j
−m
n (k, rω) dS (ω)
(2.11)
= rd−1
Jn+σ(kr)
(kr)σ
Jq+σ(tr)
(tr)σ

S d−1
f (rω)Y−mn (ω)Y
p
q (ω) dS (ω)
+
rd−1ik2
4

u∈N

v∈N(u,d)
Hu+σ(kr)
(kr)σ
Jn+σ(kr)
(kr)σ
× 
S d−1
f (rω)Yvu(ω)Y
−m
n (ω) dS (ω) < S j
p
q(t, ·), jvu(k, ·) >Br
+
rd−1ik2
4

u∈N

v∈N(u,d)
Ju+σ(kr)
(kr)σ
Jn+σ(kr)
(kr)σ
× 
S d−1
f (rω)Yvu(ω)Y
−m
n (ω) dS (ω) < S j
p
q(t, ·), hv,(2)u (k, ·) >BR−Br .
Wandelt man diese Gleichung in Matrixschreibweise um, so erha¨lt man den ersten Teil der
Behauptung. Der Beweis des zweiten Teils verla¨uft a¨hnlich. Es wird deshalb auf diesen Nach-
weis verzichtet. 
Bemerkung 3.16 Fu¨r die Bemerkung gelten die Bezeichnungen aus diesem Kapitel.
• Fu¨r das gestreute Feld zur einfallenden Welle jpq(t, ·) gilt nach (2.11):
AS jpq(t, ·)(rω) =
ik2
4

n∈N

m∈N(n,d)
S t,k,−(n,m),(q,p)(r)h
m
n (k, rω)
+
ik2
4

n∈N

m∈N(n,d)
S t,k,+(n,m),(q,p)(r) j
m
n (k, rω).
• Man sieht durch Vergleich der Matrixeintra¨ge, dass fu¨r die Streumatrix gilt:
S t,k(R) = S t,k,−(R).
Fu¨r die Berechnung von S t,k,−(R) muss man also die Streumatrix an der Stelle R bestim-
men (Siehe dazu Bemerkung 3.8). Außerdem gilt offensichtlich S t,k,+(R) = 0. Mit der
Differentialgleichung (3.20) hat man wieder ein Anfangswertproblem zu lo¨sen, um das
gestreute Feld im Inneren bestimmen zu ko¨nnen. Die dazugeho¨rige Quelle erha¨lt man
durch Anwendung des Helmholtzoperators (4 + k2) auf das gestreute Feld.
• Ist die Objektfunktion radialsymmetrisch, so sind alle Matrizen in der Differentialglei-
chung Diagonalmatrizen. Da nach Bemerkung 3.8 die Startwerte auch Diagonalmatri-
zen sind,gilt fu¨r die Eintra¨ge in S t,k,+(r) und S t,k,−(r):
< S jmn (t, ·), jpq(k, ·) >Br= 0 =< S jmn (t, ·), hpq(k, ·) >BR−Br , falls n , q oder m , p.
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Damit gilt fu¨r das gestreute Feld
AS jmn (t, ·)(rω) =
ik2
4 
S t,k,−(n,m),(n,m)h
m
n (k, rω) + S
t,k,+
(n,m),(n,m) j
m
n (k, rω)

∈ Wmn .
Damit liegt aber auch die Quelle S jmn (t, ·) = −k−2(4 + k2)AS jmn (t, ·) im Raum Wmn . Man
hat dadurch den Beweis von Satz 3.6 fu¨r beliebige Dimensionen zu Ende gefu¨hrt.
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4 Das inverse Streuproblem
Ziel ist es, die Ursache fu¨r die Streuung, dass heißt die Objektfunktion f , aus Messungen
des gestreuten Feldes außerhalb des Rekonstruktionsgebiet BR, zu bestimmen. Fu¨r eine feste
Wellenzahl k kann man das Objekt mit verschiedenen einfallenden Wellen durchleuchten.
Natu¨rlich kann dabei auch die Wellenzahl k und damit die Frequenz der einfallenden Welle
bei jedem Experiment variiert werden. Der Zusammenhang der dadurch entstehenden Felder
und Quellen wird wieder durch die Objektfunktion f hergestellt (siehe Gleichung (3.8)):
S (k,R, f )ui
A(k,R)S (k,R, f )ui + ui
= f .
Der Kontrast f ist dabei unabha¨ngig von der Wellenzahl und der einfallenden Welle.
Ein einzelnes Experiment besteht aus vorgegebener einfallenden Welle
ui ∈ span{ jmn (k, ·) : n ∈ N, m ∈ N(n, d)} (4.1)
bei gegebener Wellenzahl k und einer Menge Γ ⊂ B⊂R, auf der das gestreute Feld gemessen wer-
den kann. Der zu Grunde liegende Operator ist der Lippmann-Schwinger-Operator AΓ fu¨r den
Außenraum (siehe (2.7)). Dieser bildet die Quelle S ui auf das gestreute Feld im Außenraum
ab. Zuna¨chst stellt sich die Frage, welche Anteile der Quelle S ui ko¨nnen linear rekonstruiert
werden. Es sind gerade die Anteile, die senkrecht zum Nullraum von AΓ stehen. Mit der Basis
aus Satz 2.14 la¨ßt sich die Quelle in ihren Nullraumanteil und dessen Komplement aufspalten.
S ui =

n∈N

m∈N(n,d)
< S ui, jmn (k, ·) >BR
jmn (k, ·)
‖ jmn (k, ·)‖2
ﬂ
                                                  ﬃ                                                    !
∈N(AΓ)⊥=R(A∗)
+

n∈N

m∈N(n,d)

l∈N\{0}
< S ui, jmn 
λ
αn,βn
n,l
R
, ·  >BR
jmn 
λ
αn ,βn
n,l
R , · 
‖ jmn 
λ
αn ,βn
n,l
R , ·  ‖2
ﬂ
                                                                        ﬃ                                                                          !
∈N(AΓ)
.
Prinzipiell ko¨nnen also die Skalarprodukte
< S ui, jmn (k, ·) >BR (4.2)
der Quelle eindeutig bestimmt werden (falls Γ ⊂ B⊂R eine nichtdiskrete Teilmenge des Rd
ist). Dies ist ein schlechtgestelltes Problem, da der Operator AΓ kompakt ist. Es bedarf also
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eines Regularisierungsverfahrens. Wurden jedoch diese Skalarprodukte bestimmt, so ist das
gestreute Feld
AB⊂RS ui(x) =
ik2
4

n∈N

m∈N(n,d)
< S ui , jmn (k, ·) >BR hmn (k, x), x ∈ B⊂R
im gesamten Außenraum nach Satz 2.13 schon bekannt.
4.1 Singula¨rwertzerlung
Ein nu¨tzliches Werkzeug zur Untersuchung eines kompakten Operators ist dessen Singula¨r-
wertzerlegung. Sie gibt einen Einblick u¨ber den Grad der Schlechtgestelltheit und kann dazu
genutzt werden, Regularisierungsverfahren zu entwickeln (siehe [Lou89]).
Nachfolgend wird wieder davon ausgegangen, dass der Tra¨ger der Objektfunktion f in der of-
fenen Kugel mit Radius R liegt. Der zu untersuchende Operator ist der Lippmann-Schwinger-
Operator AΓ fu¨r den Außenraum. Es ist schwierig, fu¨r beliebige Geometrien Γ eine geschlos-
sene Formel fu¨r die Singula¨rwertzerlegung dieses Operators zu finden. Stimmt jedoch Γ mit
dem Rand des Rekonstruktionsgebietes BR u¨berein, so la¨ßt sich mit Hilfe des Satzes 2.13 recht
einfach die Zerlegung herleiten. Im zweidimensionalen Fall wurde diese Zerlegung erstmals
in [AL99] bewiesen. Der Nachweis fu¨r den 3D-Fall kann in [Lak06] nachgelesen werden.
Satz 4.1 Sei wieder σ = σ(d) = d−22 . Sei R, k > 0, Γ = ∂BR und AΓ der Lippmann-
Schwinger-Operator fu¨r den Außenraum aus Gleichung (2.7). Dann ist die Singula¨rwertzerle-
gung

vmn , u
m
n , σ
m
n  n∈N,m∈N(n,d) des Operators gegeben durch
σmn =
k2−σ|Hn+σ(kR)|
2

piR
2 
1
2
‖ jmn (k, ·)‖BR
vmn (rω) =
iHn+σ(kR)
|Hn+σ(kR)|
jmn (k, rω)
‖ jmn (k, ·)‖BR
umn (Rω) =
Ymn (ω)√
2piRd−1
,
wobei
‖ jmn (k, ·)‖2BR =
piR2
k2σ 
(Jn+σ(kR))2 − Jn+σ−1(kR)Jn+σ+1(kR)

.
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Beweis: Fu¨r n ∈ N und m ∈ N(n, d) sei wmn (x) = Ymn ( x|x| ). Nach Satz 2.13 gilt:
A∗Γw
m
n (rω) =
−ik2
4

q∈N

p∈N(q,d)
Rd−1 < Ymn , Y
p
q >S d−1
ﬂ
               ﬃ*                !
2piδn,qδm,p
Hq+σ(kR)
(kR)σ
jpq(k, rω)
=
−ik2−σpiRd−1−σHn+σ(kR)
2
jmn (k, rω). (4.3)
Damit folgt wiederum mit Satz 2.13:
AΓA∗Γw(Rω) =
−ik2−σpiRd−1−σHn+σ(kR)
2
ik2
4

q∈N

p∈N(q,d)
< jmn (k, ·), jpq(k, ·) >BR
ﬂ
                        ﬃ                          !
‖ jmn (k,·)‖2BRδn,qδm,p
hpq(k,Rω)
=
k4−2σpiRd−1−2σ|Hn+σ(kR)|2
8
‖ jmn (k, ·)‖2BRYmn (ω)
=
k4−2σpiR|Hn+σ(kR)|2
8
‖ jmn (k, ·)‖2BRwmn (Rω).
Es wurde gezeigt, dass die Funktionen wmn Eigenfunktionen des Operators AΓA
∗
Γ mit Eigen-
werten k
4−2σpiR|Hn+σ(kR)|2
8 ‖ jmn (k, ·)‖2BR sind. Die Funktionen haben die Norm ‖wmn ‖2∂BR = 2piRd−1.
Außerdem bilden sie eine Basis des Raumes L2(Γ). Die singula¨ren Funktionen umn sind gerade
die normierten Eigenfunktionen von AΓA∗Γ und es folgt:
umn (Rω) =
wmn (Rω)
‖wmn ‖∂BR
=
Ymn (ω)√
2piRd−1
.
Die Singula¨rwerte σn sind gerade die positiven Quadratwurzeln aus den den Eigenwerten von
AΓA∗Γ, dass
σmn =
k2−σ|Hn+σ(kR)|
2

piR
2 
1
2
‖ jmn (k, ·)‖BR
Die singula¨ren Funktionen vmn ergeben sich aus der Gleichung A
∗umn = σnv
m
n .
vmn =
A∗umn
σmn
=
2
k2−σ|Hn+σ(kR)|

2
piR 
1
2 1
‖ jmn (k, ·)‖BR
A∗wmn
‖wmn ‖Γ
(4.3)
=
2
k2−σ|Hn+σ(kR)|

2
piR 
1
2 1
‖ jmn (k, ·)‖BR
−ik2−σpiRd−1−σHn+σ(kR)
2
√
2piRd−1
jmn (k, rω)
=
iHn+σ(kR)
|Hn+σ(kR)|
jmn (k, rω)
‖ jmn (k, ·)‖BR
.
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Fu¨r die Norm von jmn (k, ·) gilt:
‖ jmn (k, ·)‖2BR =< jmn (k, ·), jmn (k, ·) >BR}
= 2pi 
R
0
rd−1

Jn+σ(kr)
(kr)σ 
2
dr
1.4
=
piR2
k2σ 
(Jn+σ(kR))2 − Jn+σ−1(kR)Jn+σ+1(kR)

. 
Fu¨r die Einordnung eines Problems B f = g mit kompaktem Operator B ist das asymptotische
Verhalten der Singula¨rwerte von entscheidener Bedeutung. Dieses Verhalten ist ein Maß fu¨r
die Schlechtgestelltheit des Problems. Fu¨r den Lippmann-Schwinger-Operator fu¨r den Außen-
raum AΓ ergibt sich folgende Asymptotik.
Satz 4.2 Sei k,R > 0, Γ = ∂B⊂R und AΓ der Operator aus Gleichung (2.7). Seien weiterhin σn
die Singula¨rwerte aus Satz 4.1. Dann gilt:
σn = O

1
n
3
2

, n→∞.
Beweis: Betrachtet wird das asymptotische Verhalten der Singula¨rwerte σmn = σn fu¨r n gegen
unendlich.
σn =
k2−σ|Hn+σ(kR)|
2

piR
2 
1
2
‖ jmn (k, ·)‖BR
= k2(1−σ)
piR√
8
|Hn+σ(kR)|
-
J2n+σ(kR) − Jn+σ−1(kR)Jn+σ+1(kR) .
1
2
= k4−d
piR√
8
|Hn+ d2−1(kR)| - J
2
n+ d2−1(kR) − Jn+ d2−2(kR)Jn+ d2 (kR) .
1
2
.
Daraus folgt:
lim
n→∞ k
d−4σn = limn→∞
piR√
8
|Hn+ d2−1(kR)| - J
2
n+ d2−1(kR) − Jn+ d2−2(kR)Jn+ d2 (kR) .
1
2
= lim
n→∞
piR√
8

	

	

|Hn+ 12 (kR)| - J
2
n+ 12
(kR) − Jn+ 12−1(kR)Jn+ 12+1(kR) .
1
2
, d ungerade
J2n (kR) − Jn−1(kR)Jn+1(kR) .
1
2
, d gerade.
Ist die Dimension gerade, so ist das Verhalten wie im zweidimensionalen Fall (bis auf den
Faktor kd−4). Bei ungerader Dimension ist das Verhalten wie im dreidimensionalen Fall. Fu¨r
d ∈ {2, 3} wurde der Nachweis in [AL99] bzw. [Lak06] gefu¨hrt. 
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Bemerkung 4.3 Fu¨r beliebige Geometrien Γ ⊂ B⊂R gilt immer noch, dass das Bild von A∗ΓAΓ
im Raum R(A∗) = span{ jmn (k, )˙ : n ∈ N, m ∈ N(n, d)} liegt (siehe Satz 2.13). Damit liegen aber
auch die Eigenfunktionen und damit die singula¨ren Funktionen vmn des Operators A
∗
ΓAΓ im
Raum R(A∗). Damit existieren Koeffizienten vm,pn,q , so das die singula¨ren Funktionen v
m
n sich in
einer Reihe aus spha¨rischen Wellen darstellen lassen:
vmn (rω) =

q∈N

p∈N(q,d)
vm,pn,q
jpq(k, rω)
‖ jpq(k, ·)‖BR
.
Da die Funktionen vmn gerade die normierten Eigenfunktionen von A
∗
ΓAΓ zum Eigenwert

σmn

2
sind, erha¨lt man das Gleichungssystem

σmn

2 
q∈N
p∈N(q,d)
vm,pn,q
jpq(k, rω)
‖ jpq(k, ·)‖BR
=

q∈N
p∈N(q,d)
vm,pn,q A
∗
ΓAΓ
jpq(k, rω)
‖ jpq(k, ·)‖BR
(2.13)
=

q∈N,t∈N
p∈N(q,d),s∈N(t,d)
vm,pn,q
k4‖ jpq(k, ·)‖
16
< hpq (k, ·), hst (k, ·) >Γ jst (k, rω).
Entwickelman beide Seiten bezu¨glich den Funktionen j
s
t (k,rω)
‖ jst (k,·)‖BR
, so erha¨lt man fu¨r die Koeffizi-
enten das Eigenwertproblem

σmn

2
vm,pn,q =

t∈N
s∈N(t,d)
vm,sn,t
k4‖ jst (k, ·)‖BR
16
< hst (k, ·), hpq(k, ·) >Γ .
Fu¨r die singula¨ren Funktionen umn ergibt sich mit Satz 2.13
umn (x) =
AΓvmn (x)
σmn
=
ik2
4σmn

q∈N
p∈N(p,d)
vm,pn,q ‖ jpq(k, ·)‖BRhpq(k, x).
Mehr zu dieser Methode kann man nachlesen in [WL].
4.2 Regularisierung des linearen Problems
Bei Anwendungen kann man das gestreute Feld auf Γ ⊂ B⊂R messen.
Ziel ist es, eine Quelle S w mit w ∈ L2(BR) zu rekonstruieren. Denn damit erha¨lt sofort den
gesuchten Kontrast u¨ber die Gleichung
f =
S w
AS w + w
.
Die Anteile, die senkrecht zum Nullraum des Lippmann-Schwinger-Operators fu¨r den Au-
ßenraum AΓ stehen, ko¨nnen mit dessen Singula¨rwertzerlegung

vn, un, σn

explizit dargestellt
werden:
(I − P)S w =

n∈N
1
σn
< AΓS w, un >Γ vn. (4.4)
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wobei der Operator P die Projektion auf den Nullraum von AΓ bezeichnet.
Die Singula¨rwerte σn konvergieren fu¨r n → ∞ gegen Null, da der Operator AΓ kompakt ist.
Dies hat zur Folge, dass die Fehler in den Datenanteilen < AΓS w, un >Γ bei der Inversion
(4.4) fu¨r große n versta¨rkt werden. Es bedarf also eines Regularisierungsverfahrens fu¨r die
Bestimmung von (I − P)S w.
Abbildung 4.1 zeigt in der linken Spalte den Realteil des gestreuten Feldes A(I − P)S w und
der Quelle (I − P)S w fu¨r den zweidimensionalen Fall. Die Testfunktionen f und w sowie
die Parameter t, k, α wurden wie im numerischen Test in Kapitel 3.3 gewa¨hlt. Also w(reiω) =
eitr cos(ω−α) und k = 7, t = 10, R = 1 und α = 0.5. Die zu Grunde liegende Objektfunktion ist
wie folgt definiert:
f (x) =

	
	
	
	

	
	
	
	

−0.3, 0 < |x| ≤ 0.25
−0.2, 0.25 < |x| ≤ 0.5
−0.1, 0.5 < |x| ≤ 0.75
0, 0.75 < |x| ≤ 1.
In der rechten Spalte werden die Rekonstruktionen mittels abgeschnittener Singula¨rwertzer-
legung illustriert. Die Daten g = AΓS w wurden hierbei mit einem relativen Fehler von 5%
verrauscht, das heißt
‖gerror − g‖
‖g‖ = 0.05.
Die Reihe der Inversionsformel (4.4) wurde fu¨r n ≥ 11 abgeschnitten. Als Beobachtungsraum
Γ wurde der Kreisrand von BR genommen und mit 64 Punkten a¨quidistant diskretisiert. Der
relative Fehler der Rekonstruktion von A(I − P)S w betra¨gt in diesem Beispiel 4.7745 %. Der
relative Fehler der Rekonstruktion von (I − P)S w betra¨gt 5.6961 %. Die Fehler der Rekon-
struktionen bewegen sich also in der Gro¨ßenordnung der Datenfehler.
4.3 Streuamplitude
Definition 4.4 Sei x, y ∈ Rd und R, k > 0. Sei f ∈ L∞(BR) mit supp( f ) ∈ BR und S (k),(R),( f ) der
Quelloperator zur Wellenzahl k, Radius R und Objektfunktion f . Die Funktion
uxi (y) := e
i<x,y>
definiert eine ebene Welle mit Ausbreitungsrichung x|x| und Wellenzahl |x|. Die Funktion
Λ(k),(R),( f )(x, y) :=< S uxi , u
y
i >BR
wird als Streuamplitude des gestreuten Feldes AS uxi in Richtung y bezeichnet.
Dies ist eigentlich eine Erweiterung des Begriffes der Streuamplitude, wie sie von manchen
Autoren verwandt wird (siehe zum Beispiel [Ram00a] oder [Nov88]). Betrachtet wird dabei
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(a) Realteil von A(I-P)Sw (b) Realteil von A(I-P)Sw rekonstruiert
(c) Realteil von (I-P)Sw (d) Realteil von (I-P)Sw rekonstruiert
Abbildung 4.1: Projektion der Quelle auf N⊥(AΓ)
ein von einer ebenen Welle mit Richtung α ∈ S d−1 erzeugtes gestreutes Feld bei fester Wel-
lenzahl k. Die Streuamplitude gibt nun das Verhalten dieses gestreuten Feldes in Richtung
ω ∈ S d−1 an, falls man sich weit vom Ursprung entfernt. Falls |x| = k = |y| und x|x| = α und
y
|y| = ω, stimmt die obige Definiton mit der herko¨mmlichen u¨berein.
Satz 4.5 (Eigenschaften der Streuamplitude) Sei Wellenzahl k > 0 und Radius R > 0. Sei
Λ1 bzw. Λ2 die Streuamplituden zu gegebenen Objektfunktionen f1 bzw. f2 deren Tra¨ger in
BR ⊂ Rd liegt. Seien S j, F j die zu f j geho¨rigen Quell- bzw. Quelloperatorn. Mit uxi (x ∈ Rd)
wird die ebene Welle ei<x,·> bezeichnet. Dann gilt
Λ j(x, y) = (2pi)
d
2 BS juxi (y)
Λ j(x, y) = Λ j(−y,−x)
Λ2(x, y) − Λ1(x, y) = 
BR
( f2 − f1)F1uxi (z)F2u−yi (z) dz.
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Beweis: Es gilt:
Λ(x, y) =< S uxi , u
y
i >= 
Rd
S uxi (z)u
y
i (z) dz = 
Rd
S uxi (z)e
−i<y,z> dz = (2pi)
d
2 CS uxi (y).
Fu¨r die zweite Behauptung wird der gleiche Ansatz geta¨tigt
Λ(x, y) =< S uxi , u
y
i >
(3.11)
= < uxi , S u
y
i >=< S u
y
i , uxi >=< S u
−y
i , u
−x
i > .
Zu zeigen bleibt lediglich die dritte Behauptung:

BR
( f2 − f1)F1uxi (z)F2u−yi (z) dz =< F1uxi , S 2u−yi > − < S 1uxi , F2u−yi >
(3.7)
= < (AS 1 + I)uxi , S 2u
−y
i > − < S 1uxi , (AS 2 + I)u−yi >
(2.10)
= < uxi , S 2u
−y
i > − < S 1uxi , u−yi >
(3.11)
= < S 2uxi , u
y
i > − < S 1ux, uyi >

Weitere elementare Eigenschaften der Streuamplitude ko¨nnen zum Beispiel in [Ram00b] und
[Nov05] nachgelesen werden.
Betrachtet werden nun noch die Fourier-Koeffizienten bezu¨glich der Kugelfla¨chenfunktionen.
Fu¨r x = rω und y = tθ gilt fu¨r die ebene Welle uxi (y)
uxi (y) = e
i<x,y> = eitr<ω,θ> (1.39)=

n∈N

m∈N/n,d)
inpiσ+
1
2Γ(2σ + 1)
2σΓ(σ + 12 )Γ(σ + 1)
jmn (t, rω)Y
−m
n (θ).
Damit kann die Streuamplitude in eine Fourier-Reihe bezu¨glich der Kugelfla¨chenfunktionen
entwickelt werden. Die Fourier-Koeffizienten sind dabei bis auf Konstanten wieder durch die
Skalarprodukte < S jmn (t, ·), jpq(s, )˙ gegeben. Genauer gilt fu¨r x = tθ und y = sψ:
Λ(x, y) =

n∈N

m∈N(n,d)

q∈N

p∈N(q,d)
in−q 
piσ+
1
2Γ(2σ + 1)
2σΓ(σ + 12 )Γ(σ + 1)

2
< S jmn (t, ·), jpq(s, ·) > Y−mn (θ)Y pq (ψ).
(4.5)
Bemerkung 4.6 Nach Satz 4.5 gibt die Streuamplitude Λ(x, y) gerade die Fourier-Transfor-
mierte der Quelle S uxi an der Stelle y an. Da die Fourier-Transformation eine Isometrie auf
dem Raum L2(Rd) ist, genu¨gt es zu wissen, wie die Streuamplitude fu¨r festes x aussieht, um
die Quelle S uxi zu rekonstruieren (und damit das inverse Streuproblem zu lo¨sen). Wegen der
Symmetrie (siehe Satz 4.5) gilt auch umgekehrt: Es genu¨gt zu wissen, wie die Streuamplitude
fu¨r festes y aussieht, um die Quelle S u−yi zu rekonstruieren.
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Durch Variation der Richtung des einfallenden Feldes und optimaler Datenlage ko¨nnen bei
fester Wellenzahl k die Skalarprodukte < S jmn (k, ·), jpq(k, ·) > linear bestimmt werden (siehe
Bemerkung 1.39). Dies ist nach Gleichung (4.5) a¨quivalent zur Kenntnis der Streuamplitude
Λ(kω, kθ)
fu¨r alle ω, θ ∈ S d−1.
4.4 Dirichlet-zu-Neumann Abbildung
Die Streumatrix steht auch im engen Zusammenhang mit der Dirichlet-zu-Neumann Abbil-
dung. Diese bildet das Gesamtfeld Fui(Rω) auf dessen Normalableitung ∂∂r Fui(rω)|r=R ab.
Aus dieser Abbildung kann man durch Lo¨sen eines linearen Gleichungssystems die Skalar-
produkte < S jmn (k, ·), S jpq(k, ·) > herleiten. Umgekehrt kann man aus den Skalarprodukten die
Dirichlet-zu-Neumann Abbildung bestimmen.
Definition 4.7 Sei k,R > 0 und f ∈ L∞(BR). Sei F, S der Feld- bzw. Quelloperator bezu¨glich
f . Die Funktion
DN : L2(S d−1)→ L2(S d−1)
u(R·) 7−→ ∂
∂r
u(r·)|r=R
(4.6)
die dem Gesamtfeld u = Fui eingeschra¨nkt auf den Rand von BR die Normalableitung
∂
∂r u(r·)|r=R zuordnet fu¨r alle einfallenden Felder
ui ∈ span{ jmn (k, ·) : n ∈ N, m ∈ N(n, d)}
heißt Dirichlet-zu-Neumann Abbildung.
Seien wie in Kapitel 3.4 Ht, Jt bzw. Y die unendlichdimensionalen Matrizen
Jt = Jt(r) =
1
(tr)σ
diag{(J0+σ(tr), J1+σ(tr), . . . , J1+σ(tr)
ﬂ
                        ﬃ                          !
#N(1,d)−mal
, J2+σ(tr), . . . , J2+σ(tr)
ﬂ
                        ﬃ                          !
#N(2,d)−mal
, . . .)}
Ht = Ht(r) =
1
(tr)σ
diag{(H0+σ(tr),H1+σ(tr), . . . ,H1+σ(tr)
ﬂ
                          ﬃ                            !
#N(1,d)−mal
,H2+σ(tr), . . . ,H2+σ(tr)
ﬂ
                          ﬃ                            !
#N(2,d)−mal
, . . .)}
Y = Y(ω) = diag{(Ymn )n∈N,m∈N(n,d)}
und S t,k(r) die Streumatrizen zu f .
Bemerkung 4.8 Da die Kugelfla¨chenfunktionen nach Definition aus Kapitel eine Orthogo-
nalbasis des L2(S d−1) bilden, existiert eine Matrix
D =

d(n,m),(q,p)
 n∈N, m∈N(n,d), q∈N, p∈N(q,d) ,
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so dass fu¨r eine Funktion u(Rω) =
> n∈N > m∈N(n,d) αn,mYmn (ω) = Y(ω)α ∈ L2S d−1 gilt:
DNu(Rω) =

n,m

q,p
d(n,m),(q,p)αq,pYmn (ω) = Y(ω)Dα.
Auf der anderen Seite erzeugt eine Funktion
ui =

q∈N
p∈N(q,d)
βq,p jpq(k, ·) ∈ span{ jmn (k, ·) : n ∈ N, m ∈ N(n, d)}
das Feld
Fui(rω) = (AS + I)ui(rω)
=

q∈N
p∈N(q,d)

n∈N
m∈N(n,d)
βq,p

ik2
4
< S jpq(k, ·), jmn (k·) >BR
Hn+σ(kr)
(kr)σ
+ δq,nδp,m
Jn+σ(kr)
(kr)σ 
Ymn (ω)
= Y(ω)

ik2
4
Hk(r)S k,k(R) + Jk(r)

β
fu¨r r nah genug an R und damit
∂
∂r
u(rω) = Y(ω)

ik2
4
∂
∂r
Hk(r)S k,k(R) +
∂
∂r
Jk(r)

β
= Y(ω)D

ik2
4
Hk(r)S k,k(R) + Jk(r)

β,
da β beliebig gilt fu¨r r = R
ik2
4
∂
∂r
Hk(r)
3
3
3
r=R
S k,k(R) +
∂
∂r
Jk(r)
3
3
3
r=R
= D

ik2
4
Hk(R)S k,k(R) + Jk(R)

.
Aus dieser Gleichung la¨ßt sich bei gegebener Streumatrix S k,k(R) zumindestens eine Approxi-
mation der Matrix D bestimmen. Umgekehrt kann man so auch aus der Dirichlet-zu-Neumann
Abbildung die Streumatrix na¨herungsweise berechnen.
Man kann a¨hnlich wie bei der Streuamplitude den Begriff der Dirichlet-zu-Neumann Abbil-
dung verallgemeinern.
Definition 4.9 Sei k,R > 0, t ∈ C und f ∈ L∞(BR). Sei F, S der Feld- bzw. Quelloperator
bezu¨glich f . Die Funktion
DtN : L2(S
d−1)→ L2(S d−1)
u(R·) 7−→ ∂
∂r
u(r·)|r=R
(4.7)
die dem Gesamtfeld u = Fui eingeschra¨nkt auf den Rand von BR die Normalableitung
∂
∂r u(r·)|r=R zuordnet fu¨r alle einfallenden Felder
ui ∈ span{ jmn (t, ·) : n ∈ N, m ∈ N(n, d)}
heißt verallgemeinerte Dirichlet-zu-Neumann Abbildung.
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Wie oben kann man zeigen, dass der Zusammenhang zu den Streumatrizen S t,k(R) gegeben ist
durch
ik2
4
∂
∂r
Hk(r)
3
3
3
r=R
S t,k(R) +
∂
∂r
Jt(r)
3
3
3
r=R
= Dt

ik2
4
Hk(R)S t,k(R) + Jt(R)

,
wobei Dt die entsprechende Abbildung auf den Fourier-Koeffizienten der Felder ist.
4.5 Fernfelddaten
Das gestreute Feld bezu¨glich eines Kontrastes f und einer einfallenden Welle ui hat das asym-
ptotische Verhalten
AS ui(rω) =
eikr
rσ+
1
2
? u∞(ω) + O

1
r  @
, r → ∞,
wobei u∞ auch als Fernfeld bezeichnet wird. Nimmt man die Reihenentwicklung des Lipp-
mann-Schwinger-Operators aus Gleichung (2.11), so gilt fu¨r das gestreute Feld:
AS ui(rω) =
ik2
4

n∈N

m∈N(n,d)
< S ui, jmn (k, ·) >
Hn+σ(kr)
(kr)σ
Ymn (ω)
(1.17)
=
eikr
rσ+
1
2
ik2
4

2
pi
1
kσ+
1
2

n∈N

m∈N(n,d)
< S ui, jmn (k, ·) > e−i
pi
4 (2(n+σ)+1)Ymn (ω)
ﬂ
                                                                            ﬃ*                                                                             !
u∞(ω)
+O

1
rσ+
3
2

.
Hat man speziell als einfallende Wellen die ebenen Wellen utθi (·), so erha¨lt man mit Hilfe der
Jacobi-Anger-Entwicklung (1.39):
u∞,tθ(ω) =
ik2
4

2
pi
1
kσ+
1
2

n∈N
m∈N(n,d)

q∈N
p∈N(q,d)
iqpiσ+
1
2Γ(2σ + 1)
2σΓ(σ + 12 )Γ(σ + 1)
× < S jpq(t, ·), jmn (k, ·) > e−i
pi
4 (2(n+σ)+1)Ymn (ω)Y
−m
n (θ).
Sind die Fernfelddaten fu¨r alle ebenen Wellen utθi (·) (mit θ ∈ S d−1) gegeben, so erha¨lt man nach
der Entwicklung des Fernfeldes bezu¨glich der Kugelfla¨chenfunktionen die Skalarprodukte
< S jpq(t, ·), jmn (k, ·) > (bis auf Konstanten). Damit ist Kenntnis des Fernfeld u∞,tθ(ω), θ ∈
S d−1 a¨quivalent zur Kenntnis der Skalarprodukte < S jpq(t, ·), jmn (k, ·) >.
Bemerkung 4.10 Fu¨r die Dimensionen d ≥ 2 ist das inverse Streuproblem eindeutig lo¨sbar,
wenn das gestreute Feld AS ukθi (rω) fu¨r alle ebenen Wellen ukθi (rω) = eikr<ω,θ > auf einer nicht-
diskreten Menge Γ ⊂ B⊂R gemessen werden kann. Die Matrix S = S k,R, f ist hierbei der Quell-
operator aus (3.2) bezu¨glich einer festen Wellenzahl k > 0, Radius R > 0 und Objektfunktion
f ∈ L∞(BR).
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• Wegen der Jacobi-Anger-Entwicklung (1.39) gilt dann auch: Das inverse Streuproblem
ist eindeutig lo¨sbar, wenn alle Skalarprodukte < S jpq(k, ·), jmn (k, ·) > bekannt sind.
• Betrachtet man die Eintra¨ge der Streumatrix S k,k(R) (siehe Definiton 3.7) so folgt: Das
inverse Streuproblem ist eindeutig lo¨sbar, wenn die Streumatrix S k,k(R) bekannt ist.
• Betrachtet man die Eintra¨ge der Matrix S k,k,−(R) (siehe Satz 3.15), so folgt: Das inverse
Streuproblem ist eindeutig lo¨sbar, wenn die Matrix S k,k,−(R) bekannt ist.
• Nach Bemerkung 4.6 gilt auch: Das inverse Streuproblem ist eindeutig lo¨sbar, wenn die
Streuamplitude Λ(kω, kθ) fu¨r alle ω, θ ∈ S d−1 vorliegt.
• Ebenfalls gilt nach Bemerkung 4.6: Das inverse Streuproblem ist eindeutig lo¨sbar, wenn
die Fourier-Transformierte der Quellen BS ukωi (kθ) fu¨r alle ω, θ ∈ S d−1 bekannt ist.
• Aus Kaptitel 4.4 geht hervor: Das inverse Streuproblem ist eindeutig lo¨sbar, wenn die
Dirichlet-zu-Neumann-Abbildung bekannt ist.
• Aus Kaptitel 4.5 kann man folgern: Das inverse Streuproblem ist eindeutig lo¨sbar, wenn
die die Fernfelder u∞,kθ(ω) fu¨r alle ω, θ ∈ S d−1 vorliegen.
4.6 Zusammenhang der Quellen und Felder
Das gestreute Feld kann prinzipiell auf den ganzen Außenraum B⊂R fortgesetzt werden, wenn
es auf einer nichtdiskreten Teilmenge Γ ⊂ B⊂R vorliegt. Insbesondere kennt man die Ableitun-
gen auf dem Rand der Kugel mit Radius R. Der Divergenz-Satz stellt eine Verbindung von
Volumenintegralen zu Oberfla¨chenintegralen her. In Verbindung mit dem Streuproblem kann
der Satz dazu genutzt werden, um aus Informationen u¨ber Ableitungen des gestreuten Feldes
auf dem Rand, Kenntnisse u¨ber das Feld im Inneren zu gewinnen.
Satz 4.11 Fu¨r ein Vektorfeld v : Rd → Cd gilt:

BR
div v(x)dx = 
∂BR
< v(x), x > dS (x).
Sind speziell u, v ∈ H2(BR) und setz v = u∇v − v∇u in den Divergenz-Satz ein, so erha¨lt man
die zweite Greensche Formel:

BR
u(x)4v(x) − v(x)4u(x) dx = Rd−1 
S d−1
u(Rω)
∂
∂r
v(rω)
3
3
3
r=R
− v(Rω) ∂
∂r
u(rω)
3
3
3
r=R
dS (ω).
(4.8)
Mit Hilfe dieser Formel la¨ßt sich recht einfach der Zusammenhang zwischen gestreutem Feld
und Quelle herstellen.
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Satz 4.12 Sei k,R > 0 und f ∈ L∞(BR). Sei S der zugeho¨rige Quelloperator. Sei ui ∈ L2BR
und w ∈ H2(BR). Dann gilt
Rd−1 
S d−1
AS ui(Rω)
∂
∂r
w(rω)
3
3
3
r=R
− w(Rω) ∂
∂r
AS ui(rω)
3
3
3
r=R
dS (ω) = −k2 < S ui,w >BR
− < AS ui, (4 + k2)w >BR .
Gilt speziell w(rω) = v(r)Ymn (ω) dann folgt:
Rd−1 
S d−1
AS ui(Rω)
∂
∂r
w(rω)
3
3
3
r=R
− w(Rω) ∂
∂r
AS ui(rω)
3
3
3
r=R
dS (ω)
=
ik2piRd−1
2
(
Hn(kR)v′(R)
(kR)σ
− kH
′
n(kR)v(R)
(kR)σ
+
σH′n(kR)v(R)
(kR)σ+1
) < S ui, jmn (k, ·) >BR .
Beweis: Es gilt:
−k2 < S ui,w >BR 2.12= < (4 + k2)AS ui,w >BR .
Die Greensche Formel (4.8), angewandt auf die rechte Seite, liefert den ersten Teil der Be-
hauptung. Den zweiten Teil der Behauptung erha¨lt man direkt durch Einsetzen der Reihendar-
stellung des Lippmann-Schwinger-Operators fu¨r den Außenraum 2.13 in Verbindung mit der
Orthogonalita¨t der Kugelfla¨chenfunktionen (1.5). 
Wa¨hlt man fu¨r die Funktion w aus obigem Satz die Wellen aus Kapitel 1.4, so stellt sich der
Zusammenhang zwischen Quelle S ui und gestreutem Feld AS ui wie folgt dar:
Satz 4.13 Sei k,R > 0 und f ∈ L∞(BR). Sei S der zugeho¨rige Quelloperator. Sei ui ∈ L2BR.
Seien vmn,p die Momentenwellen, s
m,( j)
n,p (t, ·) die Lommelwellen und jmn (t, ·) die spha¨rischen Wellen
aus Kapitel 1.4. Dann gilt:
−k2 < S ui, jmn (t, ·) >BR = (k2 − t2) < AS ui, jmn (t, ·) >BR −dn(t) < S ui, jmn (k, ·) >BR
−k2 < S ui, sm,( j)n,p (k, ·) >BR = k2(p+1)+n < AS ui, vmn,p >BR −cn(t) < S ui, jmn (k, ·) >BR
−k2 < S ui, vmn,p >BR =< AS ui, k2vmn,p + (4p(p + n + σ))vmn,p−1 >BR
− d( j)n,p(t) < S ui, jmn (k, ·) >BR
mit
dn(t) = d(k,R)n,σ (t) =
ik2piR
2
[kJn+σ(tR)Hn+σ−1(kR) − tJn+σ−1(tR)Hn+σ(kR)]
cn(t) = c(k,R)n,σ (t) =
ik2piR
2
[kHn+σ(tR)Hn+σ−1(kR) − tHn+σ−1(tR)Hn+σ(kR)]
d( j)n,p = d
(k,R),( j)
n+σ,p =
ik2piR
2kn+σ2p+1
 2(n + σ + p)S ( j)n+σ+2p,n+σ−1(kR)(tR)Hn+σ(kR)
−S ( j)n+σ+2p+1,n+σ(kR)Hn+σ−1(kR) ﬁ .
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Beweis: Die Aussage folgt durch Einsetzen der jeweiligen Funktionen in Satz 4.12. 
Bemerkung 4.14 Fu¨r eine einfallende Welle w ∈ L2(BR) ko¨nnen immer die Skalarprodukte
< S w, jmn (k, ·) > aus den Daten AΓS w berechnet werden.
1.) Zur Berechnung von < S w, jmn (t, ·) > beno¨tigt man nach obigem Satz 4.13 die Skalar-
produkte des gestreuten Feldes < AS w, jmn (t, ·) > (und umgekehrt).
2.) Wu¨rde man die Skalarprodukte < S w, vmn,p(k, ·) > kennen, so ko¨nnte man mit Hilfe der
Reihenentwicklung der Besselfunktion (1.14) die Skalarprodukte < S w, jmn (t, ·) > be-
rechnen. Damit ko¨nnte man aber die Quelle S w rekonstruieren. Wie jedoch Satz 4.13
zeigt, beno¨tigt man fu¨r die Berechnung von < S w, vmn,p(k, ·) > außer den Daten auch die
inneren Produkte < AS w, vmn,p(k, ·) >.
3.) Die Skalarprodukte < S w, sm,( j)n,p (k, ·) > sind nach Gleichung (1.30) und (1.30) Linear-
kombination der Produkte < S w, vmn,p(k, ·) >. Man kann auch hier zeigen, dass die Kennt-
nis aller Skalarprodukte < S w, sm,( j)n,p (k, ·) > zur Berechnung von < S w, jmn (t, ·) > genu¨gt.
Wie jedoch Satz 4.13 zeigt, beno¨tigt man fu¨r die Berechnung von < S w, sm,( j)n,p (k, ·) >
außer den Daten auch die inneren Produkte < AS w, vmn,p(k, ·) >.
4.7 Anteile der Quellen im Nullraum
Zur Veranschaulischung wird wieder das Testbeispiel aus Kapitel 3.3 heranzugezogen. In der
ersten Zeile Abbildung 4.7 wird die Quelle S w dargestellt. In der zweiten Zeile wird der Anteil
im Nullraum dargestellt. Zur Wiederholung werden die Parameter noch einmal angegeben:
w(reiω) = eitrcos(ω−α) und k = 7, t = 10, R = 1 und α = 0.5 und
f (x) =
	
	
	
	

	
	
	
	

−0.3, 0 < |x| ≤ 0.25
−0.2, 0.25 < |x| ≤ 0.5
−0.1, 0.5 < |x| ≤ 0.75
0, 0.75 < |x| ≤ 1
.
Die Abbildung zeigt, dass der wesentliche Anteil der Quelle S w im Nullraum liegt. Das liegt
nicht daran, dass die Wellenzahl t der einfallenden Welle ungleich der Wellenzahl k des zu
Grunde liegenden Operators ist. Aus den Daten ko¨nnen jedoch nur die Anteile zum orthogo-
nalen Komplement des Nullraums rekonstruiert werden. Man beno¨tigt folglich verschiedene
einfallende Felder zur Rekonstruktion der einzelnen Quellen. Fu¨r die Wellenzahl k1 und k2
und einfallende Felder w1 und w2 besteht fu¨r die Quellen S (k1,R, f )w1 und S (k2,R, f )w1 der Zusam-
menhang
S (k1,R, f )w1
AS (k1,R, f )w1 + w1
= f =
S (k2,R, f )w2
AS (k2,R, f )w2 + w2
(4.9)
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(a) Realteil der Quelle Sw (b) Imagina¨rteil der Quelle Sw
(c) Realteil der Quelle im Nullraum (d) Imagina¨rteil der Quelle im Nullraum
Fu¨r die Nullraumanteile der Quellen zu berechnen muss man folglich die Funktionale
‖S (k2,R, f )w2 · (AS (k1,R, f )w1 + w1) − S (k1,R, f )w1 · (AS (k2,R, f )w2 + w2)‖
minimieren.
Fu¨r die Rekonstruktionen des Kontrastes f wurde folgender Algorithmus verwandt. Gegeben
ist eine endliche Anzahl von einfallenden Wellen w j, ( j = 1 . . .M). Zerlege die Quellen und
gestreuten Felder in die entsprechenden Nullraumanteile und deren Komplemente. Sei also
S R, j = (I − P)S w j, S N, j = PS w j, AR, j = A(I − P)S w j und AN, j = APS w j.
1. Berechne S R, j und AR, j aus den Daten, wie in Kapitel 4.2 gezeigt. (z.B. mit der abge-
schnittenen Singula¨rwertzerlegung).
2. Wa¨hle Ansatzfunktionen (Φm)Pm=1 ∈ L2(BR), die im Nullraum des Operators AΓ liegen.
Gesucht wird eine Lo¨sung S N, j in diesem Unterraum:
S N, j(x) =
P

m=1
φm, jΦm(x).
Im ersten Iterationsschritt werden alle φm, j auf Null gesetzt.
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3. Beginn des Iterationsverfahrens:
a) Berechne die q-te Iterierte von f gema¨ß Gleichung (4.9):
f (q) =
1
M
M

j=1
S R, j + S N, j
AR, j + AN, j + w j
.
b) Es gilt :
S R, j + S N, j = f

AR, j + AN, j

.
Daraus erha¨lt man fu¨r die Koeffizienten φm, j die lineare Gleichungssysteme:
P

m=1

Φm(x) − f (q)AΦm(x)

φm, j = −S R, j + f (q)AR, j.
Diese Gleichungen mu¨ssen fu¨r alle x ∈ BR erfu¨llt sein. Fu¨r die numerische Umset-
zung wird dazu eine endliche Anzahl xn ∈ BR, (n = 1 . . .Q) von Punkten genom-
men.
c) Lo¨se die Gleichungssysteme aus Teil b) und gehe zum na¨chsten Iterationsschritt
u¨ber.
Es folgen numersiche Beispiele.
Im ersten Beispiel (siehe Bild 4.2) ist die gesuchte Objektfunktion wie folgt definiert:
f (x) =

	
	
	
	

	
	
	
	

−0.3, 0 < |x| ≤ 0.25
−0.2, 0.25 < |x| ≤ 0.5
−0.1, 0.5 < |x| ≤ 0.75
0, 0.75 < |x| ≤ 1
Die Wellenzahl betra¨gt k = 21 und der Radius R = 1. Als einfallende Wellen dienen ebenen
Wellen:
w j(reiϕ) = eikr cos(ϕ−α j),
wobei
α j =
2pi
128 − 1 j ( j = 0 . . . 127).
Das Rekonstruktionsgebiet BR wird in 7668 Punkte a¨quidistant diskretisiert. Als Ansatzfunk-
tionen wurden die spha¨rischen Wellen jmn (t, ·) genommen, die im Nullraum von AΓ liegen. In
diesem Fall sind es 711 Ansatzfunktionen. Das Beobachtungsgebiet Γ = ∂BR wurde mit 128
Punkten a¨quidistant diskretisiert.
Im zweiten Beispiel (vgl. Bild 4.3) besteht die gesuchte Objektfunktion aus drei Komponen-
ten:
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(e) Objekt (f) Rekonstruktion
Abbildung 4.2: Rekonstruktion eines radialsymmetrischen Objektes
a) Ein kreisfo¨rmiger Hintergrundkontrast mit Mittelpunkt 0 und Radius 0.75. Der Funkti-
onswert betra¨gt −0.01.
b) Ein kreisfo¨rimiger Streuer mit Mittelpunkt (−0.2 − 0.2) und Radius 0.25. Der Funkti-
onswert betra¨gt −0.1.
c) Ein rechteckfo¨rmiges Objekt mit linker unterer Ecke (0.1 0.1). Die Ho¨he des Rechtecks
betra¨gt 0.4 und die Breite 0.2. Der Funktionswert betra¨gt −0.05.
Die Anzahl der Ansatzfunktionen betra¨gt 501. Die restlichen Parameter sind mit denen aus
dem ersten Beispiel identisch.
(a) Objekt (b) Rekonstruktion
Abbildung 4.3: Rekonstruktion eines Kontrastes
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4.7.1 Weitere Ansa¨tze
Fu¨r die Rekonstruktion der Quelle S jpq(k, ·) beno¨tigt man die Skalarprodukte < S jpq(k, ·), jmn (s, ·) >BR .
Aus den Daten ko¨nnen jedoch nur die inneren Produkte < S jpq(k, ·), jmn (k, ·) >BR berechnet wer-
den. Gesucht wird also eine Funktion H, so dass gilt:
∂
∂s
S (s) = H(S )(s).
wobei
S (s) =

S (n,m),(q,p)(s)
 n∈N, m∈N(n,d), q∈N, p∈N(q,d)
S (n,m),(q,p)(s) =< S jpq(k, ·), jmn (s, ·) >BR .
Es folgen Ansa¨tze zur Bestimmung einer solchen Funktion H. Fu¨r den weiteren Verlauf sei
J s = J s(r) =
1
(sr)σ
diag{(J0+σ(sr), J1+σ(sr), . . . , J1+σ(sr)
ﬂ
                         ﬃ                           !
#N(1,d)−mal
, J2+σ(sr), . . . , J2+σ(sr)
ﬂ
                         ﬃ                           !
#N(2,d)−mal
, . . .)}
Hs = Hs(r) =
1
(sr)σ
diag{(H0+σ(sr),H1+σ(sr), . . . ,H1+σ(sr)
ﬂ
                           ﬃ                             !
#N(1,d)−mal
,H2+σ(sr), . . . ,H2+σ(sr)
ﬂ
                           ﬃ                             !
#N(2,d)−mal
, . . .)}
G(r) =

g(n,m),(q,p)(r)
 n,q∈N,m∈N(n,d), p∈N(q,d)
g(n,m),(q,p)(r) = 
S d−1
Y−mn (θ) f (rθ)Y
p
q (θ) dS (θ).
4.7.2 Ansatz I
Satz 4.15 Sei R, k > 0 und f ∈ L∞(Ω). Sei S der zu f geho¨rende Quelloperator.
Fu¨r 0 < r ≤ R sei
S k,s,−(r) =

S k,s,−(n,m),(q,p)(r)
 n,q∈N,m∈N(n,d), p∈N(q,d)
S k,s,+(r) =

S k,s,+(n,m),(q,p)(r)
 n,q∈N,m∈N(n,d), p∈N(q,d)
mit
S k,s,−(n,m),(q,p)(r) =< S j
p
q(k, ·), jmn (s, ·) >Br
S k,s,+(n,m),(q,p)(r) =< S j
p
q(k, ·), hm,(2)n (s, ·) >BR−Br .
Dann gilt:
d
dr
S k,s,−(r) = rd−1J s(r)G(r)

Jk(r) +
ik2
4 -
Hk(r)S k,k,− + Jk(r)S k,k,+ .

d
dr
S t,k,+(r) = −rd−1Hs(r)G(r)

Jk(r) +
ik2
4 -
Hk(r)S k,k,− + Jk(r)S k,k,+ .

.
(4.10)
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Beweis: Es gilt:
S k,s,−(n,m),(q,p)(r) =< S j
p
q(k, ·), jmn (s, ·) >Br
= 
r
0
td−1 
S d−1
S jpq(k, tω) j
−m
n (s, tω) dS (ω) dt
(3.7)
= 
r
0
td−1 
S d−1
f (tω)(I + AS ) jpq(k, tω) j
−m
n (s, tω) dS (ω) dt.
Daraus folgt:
d
dr
S k,s,−(n,m),(q,p)(r) = r
d−1

S d−1
f (rω)(I + AS ) jpq(k, rω) j
−m
n (s, rω) dS (ω)
(2.11)
= rd−1
Jn+σ(sr)
(sr)σ
Jq+σ(kr)
(kr)σ

S d−1
f (rω)Y−mn (ω)Y
p
q (ω) dS (ω)
+
rd−1ik2
4

u∈N

v∈N(u,d)
Hu+σ(kr)
(kr)σ
Jn+σ(sr)
(sr)σ
× 
S d−1
f (rω)Yvu(ω)Y
−m
n (ω) dS (ω) < S j
p
q(k, ·), jvu(k, ·) >Br
+
rd−1ik2
4

u∈N

v∈N(u,d)
Ju+σ(kr)
(kr)σ
Jn+σ(sr)
(sr)σ
× 
S d−1
f (rω)Yvu(ω)Y
−m
n (ω) dS (ω) < S j
p
q(k, ·), hv,(2)u (k, ·) >BR−Br .
Wandelt man diese Gleichung in Matrixschreibweise um, so erha¨lt man den ersten Teil der
Behauptung. Der Beweis des zweiten Teils verla¨uft analog. Es wird deshalb auf diesen Nach-
weis verzichtet. 
Satz 4.16 Sei R, k > 0 und f ∈ L∞(Ω). Sei S der zu f geho¨rende Quelloperator. Seien
weiterhin S k,s,−(r) und S k,s,−(r) die Matrizen wie in dem vorhergehenden Satz. Mit Qs wird die
unendlichdimensionale Matrix
Q = diag{(0(0 + d − 2), 1(1 + d − 2), . . . , 1(1 + d − 2)
ﬂ
                                    ﬃ*                                     !
#N(1,d)−mal
, 2(2 + d − 2), . . . , 2(2 + d − 2)
ﬂ
                                    ﬃ*                                     !
#N(2,d)−mal
, . . .)}
bezeichnet. Dann gilt:
-
∂2
∂s2
+
d − 1
s
∂
∂s
− 1
s2
Q .
∂
∂r
S k,s,∓(r) = −r2 ∂
∂r
S k,s,∓(r)
und
-
∂2
∂s2
+
d − 1
s
∂
∂s
− 1
s2
Q + r2 . S k,s,∓(r) = 

 2
  r
0 τS
k,s,−(τ) dτ, im Fall−
2
  R
r τS
k,s,+(τ) dτ, im Fall + .
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Beweis: Offensichtlich gilt:
S k,s,−(0) = 0, S k,s,+(R) = 0
Weiterhin folgt aus der Besselschen Differentialgleichung
-
∂2
∂s2
+
d − 1
s
∂
∂s
− 1
s2
Q . J s(r) = −r2J s(r).
Integration der Gleichungen aus Satz 4.15 beendet den Beweis. 
Bemerkung 4.17 Fu¨r die gesuchte Funktion S (s) aus der Vorbemerkung dieses Unterkapi-
tels gilt: S (s) = S k,s,−(R). Abgesehen davon, dass die Differentialgleichung aus Satz 4.16 von
zweiter Ordnung ist, kennt man den Term 2
  R
0 τS
k,s,−(τ) dτ nicht.
4.7.3 Ansatz II
Der Einfachheit halber wird dieser Ansatz nur fu¨r die Dimension d = 2 betrachtet. Die Rei-
henentwicklung der Greenschen Funktion aus (2.8) und die Reihenentwicklung der Jacobi-
Anger-Entwicklung aus (1.39) la¨sst sich umschreiben zu:
Gk(rω, tθ) =
i
4

n∈Z
hn(k, rω) jn(k, tθ), (r > t)
eitr<ω,θ> =

n∈Z
in jn(t, rω)Y−n(θ),
wobei
jn(t, rω) = Jn(tr)Yn(ω)
hn(t, rω) = Hn(tr)Yn(ω)
Yn(eiϕ) = einϕ.
Mit Hilfe von Satz 1.6 erha¨lt man sofort:
Satz 4.18 Sei t ∈ C und ω = eiϕ ∈ S 1. Dann gilt fu¨r die spha¨rischen Funktionen jn(t, ·):
rpYp(ω) jn−p(t, rω) =
p

m=0
cp,m
tp−m
∂m
∂tm
jn(t, rω)
rpY−p jn+p(t, rω) = (−1)p
p

m=0
dp,m
tp−m
∂m
∂tm
jn(t, rω)
mit
cp,m =
(−1)m
m!
m

j=0
(−m) j
j!
p
"
i=1
( j + n − 2(i − 1))
dp,m =
(−1)m
m!
m

j=0
(−m) j
j!
p
"
i=1
( j − n − 2(i − 1)).
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Beweis: Einfache Anwendung von Satz 1.6 fu¨hrt zur Satzaussage. 
Mit Hilfe dieses Satzes 4.18 erha¨lt man:
Satz 4.19 Sei S der Quelloperator zu einer Funktion f ∈ L∞(BR) und Wellenzahl k > 0. Sei
t ∈ C und S n,q(t) =< S jq(k, ·), jn(t, ·) >BR . Dann gilt:
S ′n,q(t) = En,q(t) + An,q(t)
mit
En,q(t) =
1
2
∞

p=0
<

S v − vS

jq+2p(k, ·), jn+1+2p(t, ·) >
+
1
2
∞

p=0
<

S w − wS

jq+2+2p(k, ·), jn+1+2p(t, ·) >
− 1
2
∞

p=0
<

S v − vS

jq−2p−2(k, ·), jn−1−2p(t, ·) >
− 1
2
∞

p=0
<

S w − wS

jq−2p(k, ·), jn−1−2p(t, ·) >
An,q(t) =
∞

p=1
n + 2p
t
S n+2p,q+2p(t) −
n − 2p
t
S n−2p,q−2p(t)
−
∞

p=0
q + 2p + 1
k
S n+2p+1,q+2p+1(t) − q − 2p − 1k S n−2p−1,q−2p−1(t),
wobei
v(reiϕ) = reiϕ
w(reiϕ) = re−iϕ.
Beweis: Nach Satz 4.18 gilt:
<

S v − vS

jq−1(k, ·), jn(t, ·) > + <

S w − wS

jq+1(k, ·), jn(t, ·) >
=
2q
k
S n,q(t) −
n − 1
t
S n−1,q−1(t) + S ′n−1,q−1(t) −
n + 1
t
S n+1,q+1(t) − S ′n+1,q+1(t).
Induktiv folgt damit die Behauptung. 
Die Terme An,q(t) ko¨nnen aus den Skalarprodukten S n,q(t) berechnet werden. Die Terme En,q(t)
beinhalten die Nichtlinearita¨t des Problems. Wu¨rden die Multiplikationsoperatoren v,w mit S
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tauschen, so wa¨re En, q(t) = 0. Dies gilt leider nicht. Jedoch sind die Funktionen En,q im
Verha¨ltnis zu den Funktionen An,q relativ klein. In der nachfolgenden Tabelle 4.1 werden zum
einem die analytisch berechneten Funktionen S ′n,q(t) dargestellt. Alternativ werden dazu die
Funktionen berechnet, die man mit Satz 4.19 erha¨lt, wenn man die Terme En,q(t) ignoriert. Die
Wellenzahl in diesem Beispiel betra¨gt k = 7. Die Objektfunktion ist wie folgt definiert:
f (x) = 
  −0.1, 0 < |x| ≤ 0.3
0, 0.3 < |x| ≤ 1
n t = k t = k + 2
S ′n,n(t) S
′,approx
n,n (t) S
′
n,n(t) S
′,approx
n,n (t)
-5 -0.0000 + 0.0000i -0.0000 + 0.0000i -0.0000 + 0.0000i -0.0000 + 0.0000i
-4 -0.0000 + 0.0000i -0.0000 + 0.0000i -0.0000 + 0.0000i -0.0000 + 0.0000i
-3 -0.0001 + 0.0000i -0.0001 + 0.0000i -0.0001 + 0.0000i -0.0001 + 0.0000i
-2 -0.0003 + 0.0000i -0.0003 + 0.0000i -0.0002 + 0.0000i -0.0002 + 0.0000i
-1 -0.0002 + 0.0000i -0.0002 + 0.0001i 0.0003 - 0.0000i 0.0003 + 0.0000i
0 0.0015 - 0.0002i 0.0012 - 0.0002i 0.0015 - 0.0002i 0.0013 - 0.0002i
1 -0.0002 + 0.0000i -0.0002 + 0.0001i 0.0003 - 0.0000i 0.0003 + 0.0000i
2 -0.0003 + 0.0000i -0.0003 + 0.0000i -0.0002 + 0.0000i -0.0002 + 0.0000i
3 -0.0001 + 0.0000i -0.0001 + 0.0000i -0.0001 + 0.0000i -0.0001 + 0.0000i
4 -0.0000 + 0.0000i -0.0000 + 0.0000i -0.0000 + 0.0000i -0.0000 + 0.0000i
5 -0.0000 + 0.0000i -0.0000 + 0.0000i -0.0000 + 0.0000i -0.0000 + 0.0000i
Tabelle 4.1: Ableitungen der Streumatrixeintra¨ge
Bemerkung 4.20 Man kann die unbekannten Funktionen <

S v − vS

jq(k, ·), jn(t, ·) > bzw.
<

S w − wS

jq(k, ·), jn(t, ·) > noch weiter aufspalten. Ohne Beweis gilt:
<

S v − vS

jq(k, ·), jn(t, ·) > = 2 < 4+AS jq(k, ·), AS jn(t, ·) >
+

m∈Z
c(t, q, n,R,m)S m,q(k)S m+1,n(t)
<

S w − wS

jq(k, ·), jn(t, ·) > = 2 < 4−AS jq(k, ·), AS jn(t, ·) >
+

m∈Z
d(t, q, n,R,m)S m,q(k)S m−1,n(t),
mit
4+v(x, y) =

∂
∂x
+ i
∂
∂y 
4−v(x, y) =

∂
∂x
− i ∂
∂y 
.
Man erha¨lt dadurch auch nichtlineare Terme bestehend aus Produkten von S m,n(t) und S m,q(k).
Es bleiben jedoch die Unbekannten< 4+AS jq(k, ·), AS jn(t, ·) > bzw.< 4−AS jq(k, ·), AS jn(t, ·) >.
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Zusammenfassung
Bisherige Arbeiten sind auf den zwei- bzw. dreidimensionalen Fall beschra¨nkt. Die Eigen-
schaften der zu Grunde liegenden Operatoren lassen sich jedoch auf beliebige Dimensionen
u¨bertragen. Grundbaustein hierfu¨r ist die Reihenentwicklung der Greenschen Funktion (vgl.
(2.8)).
In der Praxis erzeugt ein Sender ein einfallendes Feld. Die Frequenz ω der einfallenden Welle
gibt die Wellenzahl k = c0ω vor (c0 ist die Geschwindigkeit der Welle im Hintergrundmedi-
um). Die Welle liegt deshalb im Raum
Wk := span{ jmn (k, ·) : n ∈ N, m ∈ N(n, d)} ⊂ L2(BR).
Insbesondere ist der in dieser Arbeit eingefu¨hrte Quell- bzw. Feldoperator abha¨ngig von dieser
Frequenz. Der Definitionsbereich des Feld- und Quelloperators ist jedoch nicht auf die Teil-
menge Wk ⊂ L2(BR) beschra¨nkt. Diese Operatoren erlauben eine allgemeine Betrachtungswei-
se der Quellen und Felder.
Das direkte Streuproblem wurde verallgemeinert. Das Problem bestand bisher darin, eine
Lo¨sung us der Gleichung
us = A( f (us + ui))
zu bestimmen. Dabei wurde vorausgesetzt, dass ui ∈ Wk. Auf die Einschra¨nkung ui ∈ Wk
ko¨nnen wir bei der Verallgemeinerung verzichteten. Anstelle des Raumes Wk wird der gesamte
Raum L2(BR) zugelassen. Fu¨r radialsymmetrische Objekte f wurden explizite Darstellungen
der Lo¨sung angegeben. Fu¨r beliebige Objekte wurden Differentialgleichung aufgestellt, mit
denen es mo¨glich ist, eine Lo¨sung des verallgemeinerten Problems zu bestimmen. Die Lo¨sung
la¨sst sich formal mit Hilfe des Quelloperators darstellen:
us(x) = 
  AS ui(x), |x| ≤ R
A⊂BRS ui(x), |x| ≥ R.
Das Lo¨sen des inversen Streuproblems gestaltet sich wegen seiner Nichtlinearita¨t als beson-
ders schwierig. Als Ausgangspunkt fu¨r die Rekonstruktion des Kontrastes f ko¨nnen verschie-
dene Daten dienen. Aus Messversuchen kann das gestreute Feld AΓS ui auf einem Detektor Γ
außerhalb des Rekonstruktionsgebietes BR bestimmt werden (fu¨r alle ui ∈ Wk). Einige Arbei-
ten gehen jedoch von anderen Informationen aus. Dazu za¨hlen unter anderem: Dirichlet-zu-
Neumann-Abbildung, Fernfelddaten, Streuamplitude und die Streumatrix.
In dieser Arbeit wird gezeigt, dass diese verschiedenen Informationen a¨quivalent zueinander
sind.
Das inverse Streuproblem birgt folgende Problematik: Die lineare Gleichung AΓx = b ist
nicht eindeutig lo¨sbar. Der Operator AΓ hat einen nichttrivialen Nullraum N(AΓ) = W⊥k . Da-
her ko¨nnen lediglich die Anteile der Quelle S ui (ui ∈ Wk) senkrecht zum Nullraum eindeutig
bestimmt werden. Wegen der Kompaktheit des Operators AΓ beno¨tigt man fu¨r eine stabile
Lo¨sung ein Regularisierungsverfahren. In dieser Arbeit wurde ein Regularisierungsverfahren
basierend auf der Singula¨rwertzerlegung hergeleitet und dessen Tauglichkeit an Beispielen ge-
zeigt.
Das weitaus schwierigere Problem ist die Bestimmung der Anteile der Quelle S ui im Nullraum
von AΓ. Fu¨r verschiedene Quellen S ui,1 und S ui,2 besteht der Zusammenhang:
S ui,1
AS ui,1 + ui,1
=
S ui,2
AS ui,2 + ui,2
.
Es wurde ein Verfahren hergeleitet, dass auf Grund dieser Gleichung die Nullraumanteile der
Quellen bestimmt.
Abschließend wurde ein neuer Ansatz vorgestellt. Die Idee basiert auf der Fourier-Transfor-
mierten einer Quelle S ui. Fu¨r die Funktion vtθ(x) = eit<θ,x> (t ∈ R, θ ∈ S d−1) gilt:
BS vkβ(tθ) = (2pi)−
d
2 < S vkβ, vtθ > .
Durch Messungen des gestreuten Feldes außerhalb des Rekonstruktionsgebietes BR ko¨nnen
die Skalarprodukte < S vkα, vkξ > fu¨r alle α, ξ ∈ S d−1 bestimmt werden. Es wurde eine Ver-
bindung zwischen der Normalableitung der Fouriertransformierten ∂
∂t
BS vkβ(tθ) und den Skalar-
produkten < S vkα, vtξ > (α, ξ ∈ S d−1) hergestellt. Die resultierenden Differentialgleichungen
enthalten jedoch noch unbekannte Terme. Es bleibt offen, ob diese Unbekannten eliminiert
werden ko¨nnen.
Abstract
Up to now, only the two and three dimensional case were examined. The properties of the
underlying operators can be transferred to an arbitrary dimension, though. The basic module
for transmission is the series expansion of Green’s function (vgl. (2.8)).
In practice a transmitter generates an incident field. The wavenumber k = c0ω is determined
by the frequency ω of the incident field (where c0 is the velocity of the wave in the background
medium). Hence the wave is an element of the space
Wk := span{ jmn (k, ·) : n ∈ N, m ∈ N(n, d)} ⊂ L2(BR).
This means in particular that the source- and field-operator, which are introduced in this work,
depend on this frequency. The domain of the source- and fieldoperator includes the whole
space L2(BR) instead. These operators provide a general insight into the source-field-systems.
The direct scattering problem has been generalised. Up to now it was only of interest to deter-
mine a solution us of the equation
us = A( f (us + ui)).
for all ui ∈ Wk. The constraint ui ∈ Wk is not necessary for the generalised direct problem.
The space Wk is replaced by the whole space L2(BR). This thesis gives solutions for all radial-
symmetric objects f . For arbitrary objects differential equations have been derived, which can
be used to solve the direct problem. With the aid of the source-operator the solution can be
written as follows:
us(x) = 

 AS ui(x), |x| ≤ R
A⊂BRS ui(x), |x| ≥ R.
Because of the nonlinearity of the inverse scattering problem it is more difficult to solve than
the direct problem. There are many different information, which can be used in the reconstruc-
tion of the contrast f . The scattered field AΓS ui can be measured with the aid of a detector. The
detector is located outside of the reconstruction region BR. Other paper use instead other infor-
mations instead, for example Dirichlet to Neumann map, far field patterns, scattering ampli-
tude or scattering matrix. In this thesis it is shown that the different information are equivalent.
There is no unique solution for the equation AΓx = b. The operator AΓ has a nontrivial null-
space N(AΓ) = W⊥k . Therefore it is only possible to compute the parts of the source S ui, which
are part of the space Wk. Furthermore the operator AΓ is compact. Thus it is only possible
to determine a regularized solution of these parts of a source. A regularization scheme based
on the singular value decomposition of AΓ has been derived. Numerical experiments show its
efficiency.
It is more sophisticated to determine the parts of a source in the nullspace N(AΓ) = W⊥k of the
operator AΓ. The connection between different sources S ui,1 und S ui,2 is given by the equation:
S ui,1
AS ui,1 + ui,1
=
S ui,2
AS ui,2 + ui,2
.
An algorithm based on this equation has been derived, which computes the nullspace parts of
the sources.
Finally a new approach has been introduced. The idea is founded on the Fourier transform of
the source S ui. For the function vtθ(x) = eit<θ,x> (t ∈ R, θ ∈ S d−1) it holds:
BS vkβ(tθ) = (2pi)−
d
2 < S vkβ, vtθ > .
Measurements of the scattered field outside of BR can be used to calculate the inner products
< S vkα, vkξ > for all α, ξ ∈ S d−1. A connection between the outward normal of the Fourier
transform ∂
∂t
BS vkβ(tθ) and the inner products < S vkα, vtξ > (α, ξ ∈ S d−1) has been established.
The resulting differential equations contain unknown terms yet. It is an open question, if these
terms can be eliminated.
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