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TRANSVERSALITY IN THE SETTING OF HYPERBOLIC AND
PARABOLIC MAPS
GENADI LEVIN, WEIXIAO SHEN AND SEBASTIAN VAN STRIEN
Abstract. In this paper we consider families of holomorphic maps defined on subsets
of the complex plane, and show that the technique developed in [15] to treat unfolding
of critical relations can also be used to deal with cases where the critical orbit converges
to a hyperbolic attracting or a parabolic periodic orbit. As before this result applies to
rather general families of maps, such as polynomial-like mappings, provided some lifting
property holds. Our Main Theorem states that either the multiplier of a hyperbolic
attracting periodic orbit depends univalently on the parameter and bifurcations at
parabolic periodic points are generic, or one has persistency of periodic orbits with a
fixed multiplier.
1. Introduction
When studying families of maps defined on an open subset of the complex plane, it is
useful to have certain transversality properties. For example, do multipliers of attracting
periodic points depend univalently on the parameter and do parabolic periodic points
undergo generic bifurcations? Building on a method developed in [15] we establish such
transversality results in a very general setting. The conclusion of our Main Theorem
states that one has either such transversality or persistency of periodic points with the
same multiplier holds.
The key assumption in our Main Theorem is a so-called lifting property. It turns out
that this assumption is applicable in rather general settings, including families of maps
with an infinite number of singular values, such as polynomial-like mappings and also
maps with essential singularities.
Although the Main Theorem applies to complex maps, let us first mention applications
to certain families of real maps. For example, consider the periodic doubling cascade
associated to the family fλ = λx(1 − x), x ∈ [0, 1] and λ ∈ [0, 4]. It is well-known that
the multiplier κ(λ) of attracting periodic orbit decreases in λ diffeomorphically in each
interval for which κ(λ) ∈ [−1, 1) and that one has generic bifurcations when κ(λ) = ±1.
An application of our result is that the same conclusion holds for families of the form
fλ(x) = λf(x) and similarly for gc(z) = g(z)+c where f and g are rather general interval
maps.
For results for transversality in the setting of polynomial, rational or finite type maps
(which have at most a finite number of singular values), see [3, 6, 10, 11, 12, 13, 14, 17,
18, 22]. As in [15], [16] the approach in this paper is inspired by Tsujii’s transfer operator
approach in [23, 24].
2. Statement of results
Let U an open subset of C and g : U → C be holomorphic on U . Assume that c1 ∈ U .
Then we say that g is a marked map w.r.t. c1 if P ⊂ U where P = {cn}∞n=1 ⊂ U and
cn = g
n−1(c1) for n ≥ 1.
We say that (g,G)W is a local holomorphic deformation of g if:
(1) W is an open connected subset of C containing c1;
(2) G : (w, z) ∈W × U 7→ Gw(z) ∈ C is a holomorphic map such that Gc1 = g;
(3) DGw(z) 6= 0 for all z ∈ U , w ∈W .
Date: 18 Dec 2018.
1
ar
X
iv
:1
90
1.
09
94
1v
1 
 [m
ath
.D
S]
  2
8 J
an
 20
19
2 GENADI LEVIN, WEIXIAO SHEN AND SEBASTIAN VAN STRIEN
So c1 plays the role of a special point in the dynamical space U , but it is also a special
point in the parameter space W .
Let K be such that P ⊂ K ⊂ K ⊂ U and g(K) ⊂ K. The following lifting property is
introduced and studied in [15] in the case of a finite set K:
Definition 2.1. Say that (g,G)W has the lifting property for the set K if the following
holds: Given a holomorphic motion h(0)λ of K over (Λ, 0), where Λ is a domain in C
which contains 0, there exist ε > 0 and holomorphic motions h(n)λ , n = 1, 2, , . . . of K
over (Dε, 0) such that for each k ≥ 1,
(1) h(n)λ (c1) ∈W for each λ ∈ Dε;
(2) h(n+1)λ is the lift of h
(n)
λ over (Dε, 0) for (g,G)W , that is,
Ghnλ(c1)(h
(n+1)
λ (x)) = h
(n)
λ (g(x)), x ∈ K
(3) there exists M > 0 such that |h(n)λ (x)| ≤M for all x ∈ K, λ ∈ Dε and n ≥ 0.
Note that if K1 ⊂ K2 are two forward invariant sets then the lifting property for K2
implies the lifting property for K1 (this follows from Slodkowski’s generalised lambda
lemma [21] and also [2]).
In [15, 16], we studied the case when P is finite. In this paper we study marked maps
g such that P = {cn}∞n=1 is an infinite orbit of g so that cn converges to a periodic orbit
O = {a0, a1, . . . , aq−1}. Let (g,G)W be a holomorphic deformation of g as above.
As usual, we say that O is hyperbolic attracting if κ := Dgq(a0) ∈ D \ {0}. We say
that O is non-degenerate parabolic if there exists l, p ∈ Z, p ≥ 1, (l, p) = 1 such that
κ = e2piil/p and Dp+1gpq(a0) 6= 0. Let
(2.1) Q(z) =
d
dw
Gqw(z)
∣∣∣∣
w=c1
,
which is a holomorphic function defined in a neighborhood of O ∪ P . For r > 0, let
(2.2) Ωr =
{
z ∈ U : ∞sup
n=0
d(fn(z),O) ≤ r, and lim
n→∞ d(f
n(z),O) = 0
}
.
In the attracting case, Ωr =
⋃
B(aj , r) whenever r is small enough. In the parabolic
case, the Leau-Fatou Flower Theorem tells us that (
⋃
B(aj , r)) \ Ωr, even though non-
empty, is located in very thin region near the repelling directions, see Lemma 2.4 below.
Main Theorem. Assume that O is either hyperbolic attracting or non-degenerate par-
abolic and that (g,G)W satisfies the lifting property for Pr0 = P ∪ Ωr0 for some r0 > 0.
Then one has
(1) either the following transversality property:
(2.3) D2gq(a0)Q(a0) 6= Q′(a0)(κ− 1);
(2) or persistency of periodic points with the same multiplier holds: there is a neigh-
borhood W1 of c1 and holomorphic functions aj(w) defined in W1 with aj(c1) = aj
such that for each w ∈W1, Gqw(aj(w)) = aj(w) and DGqw(a0(w)) = κ is constant.
The next lemma clarifies the transversality condition 2.3.
Lemma 2.2. (1) If κ = 1 then (2.3) implies Q(aj) 6= 0 for all j = 0, 1, . . . , q − 1.
(2) If κ 6= 1 then there exists a fixed point a0(w) of Gqw so that a0(c1) = a0. Defining
κ(w) = DGqw(a0(w)) we have that (2.3) implies
(2.4) κ′(c1) =
D2gq(a0)Q(a0)−Q′(a0)(κ− 1)
1− κ 6= 0.
3Proof. If κ = 1, then (2.3) is reduced to Q(a0) 6= 0, which is equivalent to Q(aj) 6= 0
for all j = 0, 1, . . . , q − 1. If κ 6= 1 then by the Implicit Function Theorem, there exists
holomorphic functions aj(w), defined near c1 such that aj(c1) = aj and Gw(aj(w)) =
aj+1(w) for all 0 ≤ j < q, where aq(w) = a0(w). Let κ(w) = DGqw(a0(w)). To see that
(2.4) holds, let G(w, z) = Gqw(z). Then
G(w, aj(w)) = aj(w), ∂G
∂z
(w, aj(w)) = κ(w),
for each j. Differentiating and evaluating at w = c1, we obtain
Q(aj) = (1−Dgq(aj))a′j(c1), Q′(aj) +D2gq(aj)a′j(c1) = κ′(c1).
Thus the equality in (2.4) holds. The inequality in (2.4) is equivalent to (2.3). 
Remark 2.3. In the parabolic case, the non-degeneracy condition is necessary as shown
by the following example. Let Gw(z) = w sin z. Choose a0 ∈ (pi/2, 3pi/2) so that tan a0 =
−a0 and let w0 = 1/ cos a0, g = Gw0. Then O = {a0,−a0} is a cycle of g of period 2
with g′(a0) = g′(a1) = 1. This parabolic cycle attracts both critical values w0 and −w0 of
g and is degenerate. On the other hand,
Q(a0) =
d
dw
G2w(a0)
∣∣∣∣
w=w0
= sin(−a0) +Dg(−a0) sin(a0) = 0.
Note that at the parameter w0 = 1/ cos(a0) ≈ −2.26 the family of maps Gw(x) = w sin(x),
w ∈ R undergoes a pitchfork bifurcation, where the attracting period two orbit of this map
for w ∈ (w0, w0 + ) becomes for w ∈ (w0 − , w0) a repelling two orbit and splits-off two
new periodic orbits, both of which are attracting, see Figure 1 in the last section.
2.1. The Leau-Fatou Flower. Suppose that O is a non-degenerate parabolic periodic
orbit as above. Fix α ∈ (0, 1). For each j, and r > 0, define
Θattj = {θ ∈ [0, 1) : Dp+1gpq(aj)e2piipθ is real and negative},
Θrepj = {θ ∈ [0, 1) : Dp+1gpq(aj)e2piipθ is real and positive},
Cj(r) = {aj + se2piit : 0 < s < r, |t− θ| < sα for some θ ∈ Θrepj },
and
C′j(r) = {aj + se2piit : 0 < s < r, |t− θ| < sα for some θ ∈ Θattrj },
The following is a variation of the well-known Leau-Fatou Flower Theorem.
Lemma 2.4 (Leau-Fatou Flower Theorem). (1) For each r > 0, there exists τ =
τ(r) > 0 such that B(aj , τ) \ Ωr ⊂ Cj(τ).
(2) For any r > τ > 0 and z0 ∈ Ωor, there exists n0 = n0(z0) such that gn(z) ∈⋃
j C′j(τ) for all n ≥ n0.
Proof. This result is essentially contained in [8] or [19], so we will contend ourself with
a sketch in the case that O = {0} and g(z) = z − zp+1 + O(zp+2). So Θattr = {2pij/p :
0 ≤ j < p} and Θrep = {pi(2j + 1)/p : 0 ≤ j < p}.
Let us first prove (2). As described in [19] there are p attracting petals Uj , 0 ≤ j < p,
such that Uj lies in the sector (2j − 1)pi/p < θ < (2j + 1)pi/p and such that for each
z0 ∈ U with zn := gn(z0)→ 0, zn 6= 0, there exists n0 such that zn ∈ Uj for some j and
all n ≥ 0. Let us prove that zn eventually lands in C′j . Indeed, assuming j = 0 without
loss of generality, and putting wn = −z−pn , we have
wn+1 = wn + 1 +O(|wn|−1/p).
From this, it is easy to check that for any τ > 0, zn ∈ C′(τ) for all n ≥ n(τ). The
statement (2) is proved.
Let us prove the statement (1). First, by [19], there exists r∗ > 0 such that if {w−n}∞n=0
is a g-backward orbit inside B(0, r∗), then w−n → 0. We may assume without loss
of generality that r ∈ (0, r∗). Next, we check that there exists τ0 > 0 such that for
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any τ ∈ (0, τ0) the set C(τ) is backward invariant under g: g|C(τ) is injective and
g(C(τ) ⊃ C(τ). Arguing by contradiction, assume that the statement (1) is false for some
r ∈ (0, r∗). Then for any n ≥ 1, there is zn ∈ B(0, 1/n) \ (C(1/n) ∪ {0}) and a minimal
positive integer kn such that gkn(zn) 6∈ B(0, r). Passing to a subsequence we may assume
gkn−j(zn) → w−j as n → ∞ for each j. Thus we obtain a g-backward orbit {w−j}∞j=1
with w−j 6∈ C(τ) and w−j ∈ B(0, r) \ C(τ) for j ≥ 1. However, applying the statement
(2) to g−1, we see that this is impossible. 
2.2. Applications to transversality within complex families. Let us start by com-
plex families of the form fc(z) = f(z) + c, c ∈ C. Let F denote the collection of holo-
morphic maps f : D → V , where
(1) D is a bounded open set in C with 0 ∈ D;
(2) V is a bounded open set in C;
(3) f : D \ {0} → V \ {0} is an un-branched covering;
(4) The following separation property holds: V ⊃ B(0; diam(D)) ⊃ D.
Theorem 2.1. Let f ∈ F and let Gw(z) = f(z) + w. Suppose that c1 ∈ D is such that
g = Gc1 has an attracting or parabolic cycle O = {a0, · · · , aq−1} with multiplier κ 6= 0.
Then cn = gn−1(c1) is well defined and converges to O as n → ∞ and the following
transversality holds:
(2.5) κ′(c1) 6= 0 if κ 6= 1 and Q(aj) 6= 0 for aj ∈ O if κ = 1.
Remark 2.5. When Gc is a real family, the sign of κ′ and Q(a0) is given in Section 8,
see also the Appendix.
Remark 2.6. For the quadratic family Gc(z) = z2 + c the inequalities in (2.5) were
already known. The inequality κ′(c1) 6= 0 for c1 so that Gc1 has a hyperbolic attracting
periodic point was established in [9]. When c1 is real and Gc1 has either a hyperbolic
attracting or a parabolic periodic point with multiplier +1, the signs for κ′(c1) and Q(a0)
were also already known, see for example [19, Lemma 4.5].
To state our next theorem, we say that v is an asymptotic value of a holomorphic map
f : D → C if there exists a path γ : [0, 1) → D so that γ(t) → ∂D and f(γ(t)) → v as
t ↑ 1. We say that v is a singular value if it is a critical value or an asymptotic value. Let
us next consider families of the form fw(z) = wf(z) where f : D → V is a holomorphic
map such that:
(a) D,V are open sets which are symmetric w.r.t. the real line so that f(D) = V ;
(b) Let I = D∩R then there exists c > 0 so that I∪{c} is a (bounded or unbounded)
open interval and 0 ∈ I, c ∈ int(I). Moreover, f extends continuously to I so
that f(I) ⊂ R and limz∈D,z→0 f(z) = 0.
(c) Let D+ be the component of D which contains I ∩ (c,∞), where D+ might be
equal to D. Then u ∈ D \ {0} and v ∈ D+ \ {0}, v 6= u, implies u/v ∈ V .
Let E be the class of maps which satisfy (a),(b),(c) and assumption (d):
(d) f : D → V has no singular values in V \ {0, 1} and c > 0 is minimal such that f
has a positive local maximum at c and f(c) = 1.
Similarly let Eo be the class of maps which satisfy (a),(b),(c) and assumption (e):
(e) f is odd, f : D → V has no singular values in V \ {0,±1} and c > 0 is minimal
such that f has a positive local maximum at c and f(c) = 1.
The class F was introduced in [15] and classes E , E in [15, 16] and include maps for which
V or D are bounded sets.
Theorem 2.2. Let f : D → V be holomorphic map from E∪Eo and define g = c1·f : D →
c1 · V where we assume that c1 ∈ D+ \ {0}. Assume that g has a hyperbolic attracting or
a parabolic cycle O = {a0, · · · , aq−1} ⊂ D \ {0} with multiplier κ. Take Gw(z) = wf(z)
where w ∈W := D+ \ {0}. Then at w = c1, one of the following holds:
5• transversality holds:
κ′(c1) 6= 0 if κ 6= 1 and Q(aj) 6= 0 for aj ∈ O if κ = 1,
• f ∈ Eo and O is symmetric with respect to the origin.
Remark 2.7. The conclusion of the previous Theorems 2.1-2.2 applies for example to
families of the form
• fc(z) = zd + c, c ∈ C,
• fc(x) = be−1/|x|` + c where ` ≥ 1, b > 2(e`)1/` are fixed and c ∈ D. Here D =
U−∪U+, U− = −U+, U± are disjoint topological disks symmetric w.r.t. the real
axis and 0 = U+ ∩U−. Furthermore, there is R > 1 such that f0 : D → DR \ {0}
is an unbranched covering, D ⊂ DR, and U+ ∩ R ⊃ (0, β] where β > 0 is so that
the map f−β has the Chebysheb combinatorics: f−β(β) = β.
• fb(z) = bz(1− z), b ∈ C \ {0},
• fb(z) = b exp(z)(1− exp(z)), b ∈ C \ {0},
• fb(z) = b[sin(z)]2, b ∈ C \ {0},
• fb(z) = b sin(z), b ∈ C \ {0},
• fb(z) = bf(z) where f is the unimodal map f : [0, 1]→ [0, 1] defined by
f(x) = exp(2`)
(
− exp(−1/|x− 1/2|`) + exp(−2`)
)
satisfying f(0) = f(1) = 0, f(1/2) = 1 which has a flat critical point at c = 1/2.
Here ` ≥ `0 where `0 is chosen sufficiently large. This implies that f has an
extension f : D → V which is in E0, where V is a punctured bounded disc and
D consists of two components D− ∪ D+. Here we assume that the parameter
b ∈ D+.
Remark 2.8. The classes E and Eo both contain maps for which the set of singular values
has infinite cardinality.
2.3. Periodic points do not disappear after born. For real maps, additional argu-
ments allow us to obtain sign of κ′(c1) and Q(a0).
Each f ∈ E ∪ Eo defines naturally a unimodal map f : J := (0, b)→ R where
b = sup{b′ ∈ I : b′ > 0 and f(x) > 0 for x ∈ (0, b′)}.
We denote by Eu and Eo,u the collection of unimodal maps obtained in this way from
maps in E and Eo respectively. Recall that c is the turning point of f in J .
We denote by F+u (resp. F−u ) the collection of C1 unimodal maps f : J → R, where
J 3 0 is an open interval, such that f |J \ {0} allows an extension to a map F : D → V
in F with J \ {0} = (D ∩R) \ {0} and such that f has a maximum (resp. minimum) at
0. Put c = {0}.
Theorem 2.3. Consider a family of unimodal maps ft satisfying one of the following:
(i) ft = f + t with f ∈ F+u and t ∈ J ;
(ii) ft = t · f with f ∈ Eu ∪ Eo,u and t ∈ J .
Suppose ft∗, t∗ > c, has a period cycle O, then for any t ∈ J with t ≥ t∗, ft has a periodic
cycle Ot of the same period such that Ot depends on t continuously and Ot∗ = O.
Similarly for
(iii) ft = f + t with f ∈ F−u and t ∈ J ,
if ft∗ , t∗ < c, has a period cycle O, then for any t ∈ J with t ≤ t∗, ft has a periodic cycle
Ot of the same period such that Ot depends on t continuously and Ot∗ = O.
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3. Outline of the proof of the Main Theorems
The setting in this paper (and it’s purpose) is similar to that in [15], [16] except there
the case where the postcritical set is finite is considered. Therefore we would like here to
follow the same strategy in the proof as in that paper. So let us recall the main steps in
the proof of Theorem 2.1 of [15] or the Main Theorem of [16] :
(A) Assume that transversality fails. Then there exists a holomorphic motion hλ of P
over (D, 0) with the speed v at λ = 0:
dhλ(cn)
dλ
∣∣∣
λ=0
= v(cn) for n = 1, 2, · · · .
(B) Let h(0)λ = hλ and h
(k+1)
λ be the lift of h
(k)
λ for k = 0, 1, 2, · · · . By the lifting property,
all holomorphic motions h(k)λ of P are defined over (Dˆ, 0) for some ˆ > 0 and are
uniformly bounded. Moreover, by (A), all h(k)λ are asymptotically invariant of order
m = 1, i.e.,
h
(k+1)
λ (cn)− h(k)λ (cn) = O(λm+1)
with m = 1. Consider averages
(3.1) hˆ(k)λ (z) =
1
k
k−1∑
i=0
h
(i)
λ (z),
k = 1, 2, · · · and let hˆλ be a limit map of hˆ(k)λ along a subsequence. Then:
(B1) hˆλ is again a holomorphic motion of P over (perhaps, smaller) disk,
(B2) hˆλ is asymptotically invariant of order m+ 1 = 2.
(B3) Repeating the procedure, we find that for every m = 1, 2, . . . there is a holomorphic
motion which is asymptotically invariant of order m.
(C) Finally, the (B3) yields that the ‘critical relation’ persists for all w in a manifold
containing c1 of dimension > 0.
When P is a finite set, steps (A) and (B1) are straightforward. In the current set-up
this can be also made to work, as is shown in this paper, but sometimes with considerable
technical efforts. Moreover, we need to require the lifting property to be satisfied not
only on the postcritical set P but also on a bigger set which is a local basin of attraction
of either hyperbolic or parabolic cycle.
Definition 3.1. A holomorphic motion hλ of Pr0 over (Dε, 0) is called admissible if for
each λ ∈ Dε, z 7→ hλ(z) is holomorphic in the interior of Ωr0 . It is called asymptotically
invariant of order m if for each z ∈ P ,
ĥλ(z)− hλ(z) = O(λm+1) as λ→ 0.
The proof of the Main Theorem is broken into the following three steps.
Theorem A. Assume transversality fails, so assume equality holds in (2.3). Then there
exists an admissible holomorphic motion Hλ of the set Pr0 over (D, 0) for some  > 0
such that
dHλ
dλ
∣∣∣
λ=0
(cn) = v(cn), n = 1, 2, · · · ,
where v(cn) = ddwG
n−1
w (w)
∣∣
w=c1
. In particular, the holomorphic motion is asymptotically
invariant of order 1.
7Theorem B. For any m ≥ 1, if there is an admissible holomorphic motion hλ of the
set Pr0 over some Dε which is asymptotically invariant of order m, then there is an
admissible holomorphic motion h˜λ of the set Pr0 over some Dε′ which is asymptotically
invariant of order m+ 1 such that
h˜λ(z)− hλ(z) = O(λm+1) as λ→ 0, for any z ∈ P.
Theorem C. Suppose for any m ≥ 1, there is an admissible holomorphic motion hλ,m
of P r0 over (Dεm , 0) for some εm > 0 such that
d
dλ
hλ,m(c1)
∣∣∣
λ=0
= 1
and hλ,m is asymptotically invariant of order m. Then the second alternative of the Main
Theorem holds.
Proof of the Main Theorem. Assume that the transversality condition fails. Then by
Theorems A and B, we obtain a sequence of admissible holomorphic motions hλ,m of
P r0 satisfying the assumption of Theorem C. Thus the second alternative of the Main
Theorem holds. 
Theorems A and B will be proved in Sect 4 and 5 respectively, where the hyperbolic
case is much easier and will be done first. Theorem C will be proved in Sect 6.
We end this section with the following lemma which is useful in constructing admissible
holomorphic motions.
Lemma 3.2. Let hλ be a holomorphic motion of Pr0 over (Dε, 0) for some ε > 0 which is
asymptotically invariant of order m. Assume that for each K > 1, there is a g-invariant
open set W ⊂ Pr0 such that
(1) z 7→ hλ(z) is K-qc in W for all λ ∈ Dε;
(2) Ωr0 ⊂
⋃∞
n=0 g
−n(W ).
Then there exists an admissible holomorphic motion ĥλ of Pr0 over (Dε′ , 0) for some
ε′ > 0 such that
(3.2) hλ(ck)− ĥλ(ck) = O(λm+1) for each k ≥ 1.
Proof. By the lifting property, restricting to a smaller disk Dε′ , the holomorphic motion
allows successive pull backs h(n)λ of Pr0 over Dε′ . By compactness of holomorphic motions,
there exists nk →∞, such that h(nk)λ converges to a holomorphic motion ĥλ of Pr0 over
Dε′ locally uniformly.
For each k ≥ 1, by asymptotic invariance of hλ, h(n)λ (ck) − hλ(ck) = O(λm+1), hence
(3.2) holds.
Let us prove that z 7→ ĥλ(z) is holomorphic in Ωor0 . To this end, it suffices to show
that ĥλ is K-qc in Ωor0 for each K > 1. Given K > 1, let W be given by the assumption.
For each z0 ∈ Ωor0 , there is a neighborhood Z of z0 and n0 ≥ 1 such that gn0(Z) ⊂ W ,
and hence gn(Z) ⊂W for all n ≥ n0. Since
h
(0)
λ (g
n(z)) = G
h
(0)
λ (c1)
◦ · · · ◦G
h
(n−1)
λ (c1)
(h
(n)
λ (z)),
it follows that h(n)λ is K-qc in Z for each n ≥ n0. Therefore, ĥλ is K-qc in Z. 
4. Admissible holomorphic motions of asymptotic invariance order one
In this section, we shall prove Theorem A. Let
v(cn) =
d
dw
Gn−1w (w)
∣∣∣∣
w=c1
, n ≥ 1.
So we have
v(cn+1) = L(cn) +Dg(cn)v(cn), n ≥ 1,
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where
(4.1) L(z) =
∂Gw(z)
∂w
∣∣∣∣
w=c1
.
Below we will use the following formula (which follows immediately by induction):
(4.2) Q(z) :=
∂Gqw
∂w
∣∣∣
w=c1
(z) =
q−1∑
i=0
Dgi(gq−i(z))L(gq−i−1(z)).
4.1. The hyperbolic case. The following lemma is essentially contained in [4, Lemma
6.10 and Remark 6.7], but we add the proof for the reader’s convenience.
Lemma 4.1. Let f : D → D be a holomorphic injection such that f(0) = 0 and κ =
f ′(0) ∈ D \ {0} and let Γ : D→ C be a holomorphic function. Let a ∈ D \ {0} and b ∈ C
be arbitrary. Assume that
(4.3) Γ(0)f ′′(0)− Γ′(0)(f ′(0)− 1) = 0.
Then there exists a holomorphic map w : D→ C such that w(a) = b and
(4.4) w ◦ f(z) = Γ(z) + f ′(z)w(z).
Proof. Let ϕ : D → C denote the Koenigs linearization, i.e., ϕ is a conformal map onto
its image, with ϕ(0) = 0, ϕ′(0) = 1 and ϕ(f(z)) = κϕ(z) for all z ∈ D. Write w˜(z) =
w◦ϕ−1(z)ϕ′(ϕ−1(z)), and Γ˜(z) = Γ(ϕ−1(z))ϕ′(f ◦ϕ−1(z)). Since ϕ′(f(z))f ′(z) = κϕ′(z),
the equation (4.4) is reduced to the following form:
(4.5) w˜(κz) = Γ˜(z) + κw˜(z).
From ϕ(f(z)) = κϕ(z), we obtain
ϕ′(f(z))f ′(z) = κϕ′(z)
and
ϕ′′(f(z))f ′(z)2 + ϕ′(f(z))f ′′(z) = κϕ′′(z),
hence ϕ′′(0) = f ′′(0)/(κ−κ2). Thus the condition (4.3) is equivalent to Γ˜′(0) = 0. Under
this condition,
u(z) = −κ−1
∞∑
n=0
Γ˜′(κnz)
defines a holomorphic map satisfying κu(κz) = Γ˜′(z) + κu(z). Let w˜ be a holomorphic
map such that w˜(ϕ(a)) = ϕ′(a)b and such that w˜′(z) = u(z). Then it solves the equation
(4.5) and w(z) = w˜ ◦ ϕ(z)/ϕ′(z) solves the equation (4.4) with w(a) = b. 
Proof of Theorem A in the attracting case. Let δ > 0 be such that gq maps B(a0, δ) in-
jectively into B(a0, δ) and let N be such that cN ∈ B(a0, δ). By assumption,
Q(a0)D
2gq(a0) = Q
′(a0)(κ− 1).
So by Lemma 4.1, there is a holomorphic map w : B(aj , δ) such that
w(gq(z)) = Q(z) +Dgq(z)w(z) for z ∈ B(a0, δ),
and w(cN ) = v(cN ). The function w extends naturally to a map w : Pr0 → C that satisfies
w(g(z)) = Q(z) + Dg(z)w(z) which is holomorphic in Ωor0 . Since w(cN ) = v(cN ), and
v(cn+1) = Q(cn) +Dg(cn)v(cn), it follows that w(cn) = v(cn) for all n.
In particular, w|Pδ/2 is Lipschitz. Thus Hλ(z) := z + λw(z) defines a holomorphic
motion of Pδ/2 over (Dε, 0) for some ε > 0. Since every point in Ωr0 eventually lands in⋃
B(aj , δ/2), applying Lemma 3.2 completes the proof. 
94.2. The parabolic case.
Lemma 4.2. Let W be a neighborhood of 0 in C and let f,Γ : W → C be holomorphic
functions with f(0) = 0, f ′(0) = e2piil/p and Dp+1fp(0) 6= 0, where l, p ∈ Z, p ≥ 1 and
(l, p) = 1, and with
(4.6) Γ′(0)(f ′(0)− 1) = Γ(0)f ′′(0).
Let P = {zn : n ≥ 1} ⊂W be an infinite orbit of f such that zn = fn−1(z1)→ 0 and let
v : P → C be a function such that
v(z)f ′(z) + Γ(z) = v(f(z)), for each z ∈ P.
Then v extends to a C1 map V : C→ C such that ∂V (0) = 0.
Proof. Step 1. Let us prove that there exists a polynomial h and a holomorphic function
Γ̂ defined near 0 such that
(4.7) DjΓ̂(0) = 0, for j = 0, 1, · · · , p+ 1,
and such that
(4.8) v(zn)(fp)′(zn) + Γ̂(zn) = v(zn+p),
for all n large enough, where v(z) = v(z) + h(z).
We first deal with the case p = 1. Then f ′′(0) 6= 0 and Γ(0) = 0. Define h(z) =
Γ′(0)/f ′′(0). Then Γ̂ = Γ(z) − h(z)f ′(z) + h(f(z)) and v(z) = v(z) + h(z) satisfy the
desired property.
Now assume p > 1. Claim. For any 1 ≤ k ≤ p, there is a polynomial h1,k such that
Γ1,k(z) = Γ(z)− h1,k(z)f ′(z) + h1,k(f(z)) satisfies
Γ1,k(z) = O(z
k+1).
Let us prove this by induction. For k = 1, define h1,1(z) = Γ(0)/(f ′(0) − 1). Then
the claim follows from (4.6). Assume now the claim holds for some 1 ≤ k < p. Let
A be such that Γ1,k(z) = Azk+1 + O(zk+2). Define h1,k+1(z) = h1,k(z) + bzk+1, where
b = A/(f ′(0)− f ′(0)k+1). Then
Γ1,k+1(z) = Γ1,k(z)− bzk+1f ′(z) + bf(z)k+1
= Azk+1 − bf ′(0)zk+1 + bf ′(0)k+1zk+1 +O(zk+2) = O(zk+2)
completing the proof of the claim.
Define h = h1,p, Γ1(z) = Γ1,p, v1(z) = v(z) + h(z) and
Γ˜1(z) = Df
p(z)
p∑
k=1
Γ1(f
k−1(z))
Dfk(z)
= O(zp+1).
Then v1(z)f ′(z) + Γ1(z) = v1(f(z)) for each z ∈ P , hence
v1(z)(f
p)′(z) + Γ˜1(z) = v1(fp(z)).
Now take b1 := Γ˜
(p+1)
1 (0)/(pD
p+1fp(0)), v(z) = v1(z)+b1z and Γ̂ = Γ˜1(z)−b1(z(fp)′(z)−
fp(z)). Then Γ̂ and v satisfy (4.7) and (4.8).
Step 2. Let us prove that there exists M > 0 such that
|v(zn)− v(zn+p)| ≤M |zn − zn+p|(p+2)/(p+1).
Let A = Dp+1fp(0)/(p + 1)! 6= 0. By the Leau-Fatou Flower Theorem, |(fp)′(zn)| ∼
1− |A|(p+ 1)|zn|p and
zn
zn+p
∼ 1
1− |A||zn|p .
Fix an arbitrary ε ∈ (0, 1) and δ ∈ (0, |A|(p− ε)). There exists n0 such that
γn :=
( |zn|
|zn+p|
)1+ε
|(fp)′(zn)| ≤ 1− δ|zn|p
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holds for all n ≥ n0. Write wn = |v(zn)|/|zn|1+ε and let C0 be a constant such that
|Γ̂(zn)| ≤ C0|zn+p|p+2 for all n. Then for all n ≥ n0,
wn+p = γnwn +
|Γ̂(zn)|
|zn+p|1+ε ≤ (1− δ|zn|
p)wn + C0|zn+p|p+1−ε.
Let M0 > 0 be such that wn ≤ M0 for all n ≤ n0 and such that C0|zn+p|1−ε < δM0 for
all n ≥ n0. Then by induction, we obtain wn ≤M0 for all n.
Finally
v(zn+p)− v(zn) = Γ̂(zn) +
(
(fp)′(zn)− 1
)
v(zn) = O(zp+2n ) +O(z
p+2+ε
n )
= O(zp+2n ) = O(|zn − zn+p|(p+2)/(p+1)).
Step 3. We shall now prove that v : P → C extends to a C1 function V : C → C
such that ∂V(0) = ∂V(0) = 0. Once this is proved, we obtain a desired extension V of
v by setting V = V− h.
Indeed, by the Leau-Fatou Flower Theorem, for each j = 0, 1, . . . , p − 1, there exists
θj ∈ R with Ae2piiθj = −|A| < 0, θj+1 = θj+2pi/p such that the argument znp+j converges
to θj as n → ∞. Moreover, the argument of zn+p − zn = Azpn(1 + o(zn)) converges to
pi. Therefore, there is a C1 diffeomorphism H : C → C with H(z) = z + o(|z|) near
z = 0 such that H−1(znp+j) lies in order on the ray θ = θj . Write z′n = H−1(zn). Then
v ◦H(z′n)− v ◦H(z′n+p) = o(|z′n − z′n+p|), v ◦H|H−1(P ), and hence v, extends to a C1
map defined on C with zero partial derivatives at 0. 
Proof of Theorem A in the parabolic case. Define v(cn) =
dGq−1w (w)
dw
∣∣∣
w=c1
. By Proposi-
tion 4.2 applying for f(z) = gp(z + aj) and Γ(z) = Q(z + aj) for each j, the vector
field v on P extends to a C1 vector field V in C such that ∂V (z) → 0 as z → aj ,
j = 0, 1, . . . , q − 1. We can surely make the extension compactly supported. So µ = ∂V
is a qc vector field. By the Measurable Riemann Mapping Theorem, there is a holomor-
phic motion hλ of C over some disk Dε, such that ∂hλ = λµ∂hλ and hλ(z) = z + o(1) as
z → ∞. In particular, hλ defines a holomorphic motion of Pr0 which is asymptotically
invariant of order 1 and
d
dλ
hλ(z)
∣∣∣∣
λ=0
= V (z), ∀z ∈ P.
To complete the proof, we shall apply Lemma 3.2. Let us verify the condition. For each
K > 1, choose r small enough so that |∂V | < (K − 1)(K + 1) holds in Ωr ⊂
⋃
j B(aj , r)
and let W = Ωr. Both conditions are clearly satisfied. 
5. Averaging and promoting asymptotic invariance
In this section, we prove Theorem B.
5.1. The averaging process. Suppose that (g,G)W is a local holomorphic deformation
of a marked map g : U → C which has the lifting property of some set K with P ⊂ K and
g(K) ⊂ K. Let hλ be a holomorphic motion of K over (D, 0). By the lifting property,
there is ε′ > 0 and a sequence h(k)λ , k = 0, 1, · · · of holomorphic motions of K over (D′ , 0)
so that h(0)λ = hλ and h
(k+1)
λ is the lift of h
(k)
λ , for each k ≥ 0.
Let Hλ be a (locally uniform) limit for some subsequence ki →∞ of
hˆ
(k)
λ :=
1
k
k−1∑
i=0
h
(i)
λ .
The following proposition is proved in [15, Lemma 2.12].
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Proposition 5.1. Assume h0λ is asymptotically invariant of some order m, i.e.
h
(k+1)
λ (cj)− h(k)λ (cj) = O(λm+1), j = 1, 2, · · · as λ→ 0
for k = 0 (hence, for all k). Then Hλ is asymptotically invariant of order m+ 1, i.e.
Hˆλ(cj)−Hλ(cj) = O(λm+2), j = 1, 2, · · · as λ→ 0.
When K is finite, then Hλ, when restricting λ to a smaller disk, is automatically
a holomorphic motion. However, this is not necessarily the case when K has infinite
cardinality. We solve this issue by considering holomorphic motions which are ‘almost’
conformal near O, using distortion estimates.
5.2. The attracting case.
Proof of Theorem B in the attracting case. Let hλ be an admissible holomorphic motion
of Pr0 over (Dε, 0) which is asymptotically invariant of order m and let h
(k)
λ , hˆ
(k)
λ and Hλ
be as in Subsection 5.1.
Let us prove that there is r ∈ (0, r0) and ε1 > 0 such that Hλ is an admissible
holomorphic motion of Pr over (Dε1 , 0). Indeed, by definition of the lifting property,
there exists M > 0 and ε2 > 0 such that |h(k)λ (z)| ≤ M for all z ∈ Pr0 and λ ∈ Dε2 .
By Slodowski’s theorem, there exists M ′ > 0 such that h(k)λ extends to a holomorphic
motion of C over Dε2 such that h
(k)
λ (z) = z whenever |z| > M ′. By Bers-Royden’s
Theorem [5], there exists K(λ) > 1 for each λ ∈ Dε2 with K(λ)→ 1 as λ→ 0 such that
for each k = 0, 1, . . ., h(k)λ is K(λ)-qc. Thus for each δ > 0 there exists ε(δ) > 0 such
that |h(k)λ (z) − z| ≤ δ for all z ∈ Pr0 and λ ∈ Dε(δ). Since aj is in the interior of Pr0 , it
follows that there is ε3 > 0 such that |(h(k)λ )′(aj)− 1| < 13 for all λ ∈ Dε3 . By the Koebe
Distortion Theorem, there exists r ∈ (0, r0) such that for any z1, z2 ∈ B(aj , r), z1 6= z2,∣∣∣∣∣h
(k)
λ (z1)− h(k)λ (z2)
z1 − z2 − 1
∣∣∣∣∣ < 12 ,
which implies that ∣∣∣∣Hλ(z1)−Hλ(z2)z1 − z2 − 1
∣∣∣∣ ≤ 12 ,
hence Hλ is a holomorphic motion of Ωr over Dε3 . As P \ Ωr is finite, the statement
follows by choosing ε1 sufficiently small.
To complete the proof, we extend Hλ to a holomorphic motion of Pr0 in an arbitrary
way and then apply Lemma 3.2 as follows: simply take W = Ωr for each K > 1. 
5.3. The parabolic case. The parabolic case is more complicated. We shall need the
following distortion lemma:
Lemma 5.2. Given a positive integer p, α ∈ (0, 1), M > 0 and R > 0 with (3R)α <
pi/(4p), there is K0 > 1 such that if H : B(0,M) → B(0,M) is a K0-qc map satisfying
H|∂B(0,M) = id and
∂H = 0 a.e. on B(0, 3R) \ C(R),
where
C(R) = {re2piit : 0 < r < 3R, |t− (2k + 1)pi/p| < rα for some k = 0, 1, . . . , p− 1},
then for any z1, z2 ∈ C′(R) = {re2piit : 0 < r < R, |t − 2kpi/p| < rα for some k =
0, 1, . . . , p− 1}, we have
|H(z1)−H(z2)− (z1 − z2)| ≤ 1
2
|z1 − z2|.
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Proof. Choose q′ ∈ (1, 1 + α/2) and let p′ > 1 be such that 1/p′ + 1/q′ = 1. Let
D = B(0, 3R). Let ε > 0 be a small constant to be determined. It is well-known, see for
example [1, Chapter V], that provided that K0 is sufficiently close to 1,∫
D
|∂H|p′d|u|2 < εp′ , and |H(z)− z| < εR, for all z ∈ D.
Since H is ACL, we can apply the Cauchy-Pompeiu Formula
H(z)− z = 1
2pii
∫
∂D
H(u)− u
u− z du−
1
pi
∫ ∫
D
∂H(u)
u− z |du|
2,
for z ∈ D = B(0, 3R). For z1, z2 ∈ C′(R), and u ∈ ∂D, we have |u − z1| ≥ 2R,
|u− z2| ≥ 2R, so∣∣∣∣ 12pii
∫
∂D
H(u)− u
u− z1 du−
1
2pii
∫
∂D
H(u)− u
u− z2 du
∣∣∣∣ = ∣∣∣∣(z1 − z2) 12pii
∫
∂D
H(u)− u
(u− z1)(u− z2)du
∣∣∣∣
≤ |z1 − z2| 1
2pi
εR
4R2
· 2pi · 3R < 1
4
|z1 − z2|,
where we choose ε small enough to obtain the last inequality. For u ∈ C(R), we have
|u− zj | ≥ ρ|u|, where ρ = ρ(p) > 0 is a constant. Thus∫ ∫
C(R)
1
|u− z1|q′ |u− z2|q′ d|u|
2 ≤ 1
ρ2q′
p−1∑
k=0
∫ 3R
0
∫
|t−(2k+1)pi/p|<rα
1
r2q′
rdtdr
=
2p
ρ2q′
(3R)2+α−2q′
2 + α− 2q′ =: C.
Therefore,∣∣∣∣∫ ∫
D
∂H(u)
u− z1 d|u|
2 −
∫ ∫
D
∂H(u)
u− z2 d|u|
2
∣∣∣∣ =
∣∣∣∣∣
∫ ∫
C(R)
∂H(u)
u− z1 d|u|
2 −
∫ ∫
C(R)
∂H(u)
u− z2 d|u|
2
∣∣∣∣∣
= |z1 − z2|
∣∣∣∣∣
∫
C(R)
∂H(u)
(u− z1)(u− z2)d|u|
2
∣∣∣∣∣
≤ |z1 − z2|
(∫
C(R)
|∂H(u)|p′d|u|2
)1/p′ (∫ ∫
C(R)
1
|u− z1|q′ |u− z2|q′ d|u|
2
)1/q′
≤ |z1 − z2|εC1/q′ < pi|z1 − z2|/4,
where, once again, we choose ε > 0 small enough to obtain the last inequality. The
lemma follows. 
Proof of Theorem B in the parabolic case. Extend each h(k)λ to a holomorphic motion of
C over (Dε′ , 0) and such that h
(k)
λ (z) = z for all λ ∈ Dε′ , k and |z| > M ′. Let R = τ(r0)/3
be given by Lemma 2.4 (1) and let K0 = K0(p, α,M,R) be given by Lemma 5.2. By [5],
there exists ε1 > 0 such that h
(k)
λ is K0-qc for all λ ∈ Dε1 . Thus for each z1, z2 ∈ C′j ,
0 ≤ j < p, z 6 = z2, and any k ≥ 0, λ ∈ Dε1 ,∣∣∣∣∣h
(k)
λ (z1)− h(k)λ (z2)
z1 − z2 − 1
∣∣∣∣∣ ≤ 12 ,
hence ∣∣∣∣Hλ(z1)−Hλ(z2)z1 − z2 − 1
∣∣∣∣ ≤ 12 .
It follows that Hλ is a holomorphic motion of P ∪
⋃
j C′j(τ) over Dε2 of asymptotic
invariance of order m+1. By extending it to a holomorphic motion of Pr0 in an arbitrary
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way and applying Lemma 3.2 by taking W =
⋃ C′j(τ) for all K > 1, we complete the
proof. 
6. Asymptotic invariance of an arbitrarily large order
In this section, we shall prove Theorem C. For each m ≥ 1, let hλ,m be a holomorphic
motion of P over (Dεm , 0) for some εm > 0 which is asymptotically invariant of order
m such that hλ,m(c1) = c1 + λ + O(λ2) as λ → 0. Claim: we may assume that
the holomorphic motion hλ,m satisfies hλ,m(c1) = c1 + λ. Indeed, for each m take a
reparametrisation λ = λm(µ) so that for hˆµ,m := hλm(µ),m we have hˆµ,m(c1) = c1 +
µ. Then hˆµ,m is still asymptotically invariant of order m. That is, Ghˆµ(c1)(hˆµ(z)) =
hˆµ(g(z))+O(µ
m+1). Renaming the new holomorphic motion again hλ,m the claim follows.
Then for each k ≥ 1,
hλ,m(ck) = G
k−1
λ+c1
(λ+ c1) +O(λ
m+1)
and so the first m terms in the Taylor series of hλ(ck) is fixed according to this formula
and therefore hλ,m(ck)− hλ,m+1(ck) = O(λm+1). Assume without loss of generality that
cnq+1 → a1 as n → ∞ and define ϕm(λ) := limn→∞ hλ,m(cnq+1) − a1 := hλ,m(a1) − a1.
Then
(6.1) Gqc1+λ(ϕm(λ) + a1) = ϕm(λ) + a1 +O(λ
m+1).
Lemma 6.1. There is a function ϕ(λ), holomorphic near λ = 0 and m0, such that
Gqc1+λ(ϕ(λ) + a1) = ϕ(λ) + a1,
and such that for each m ≥ m0,
(6.2) ϕm(λ)− ϕ(λ) = O(|λ|m/3) as λ→ 0.
Proof. In the case κ = Dgq(a1) 6= 1, we simply take ϕ(λ) so that ϕ(λ) + a1 is the fixed
point of Gqc1+λ obtained as analytic continuation of a1. It is easy to check that (6.2)
holds for all m ≥ 1 with an even better error term: O(λm+1) instead of O(λ|m/3).
Now assume κ = 1 and consider the map Φ(λ, z) = Gqc1+λ(z + a1) − z − a1 which
is holomorphic in a neighborhood of the origin in C2. Clearly, Φ(0, z) is not identically
zero, so by Weierstrass’ Preparation Theorem, there is a Weierstrass polynomial
Q(λ, z) = z2 + 2u(λ)z + v(λ) = (z + u(λ))2 + v(λ)− u(λ)2
such that Φ(λ, z) = Q(λ, z)R(λ, z), where R is a holomorphic function near the origin
and R(0, 0) 6= 0, and u, v are holomorphic near the origin in C with u(0) = v(0) = 0.
Consider the discriminant ∆(λ) = u(λ)2 − v(λ) which satisfies ∆(0) = 0. By (6.1), for
each m,
(6.3) (ϕm(λ) + u(λ))2 −∆(λ) = O(λm+1).
Let us distinguish two cases.
Case 1. ∆(λ) ≡ 0 (for λ ∈ Dε for some ε > 0). Then −u(λ) is the only zero of Q(λ, z)
near 0. By (6.3), ϕm(λ) + u(λ) = O(|λ|(m+1)/2). So the claim holds with ϕ = −u.
Case 2. ∆(λ) 6≡ 0. Then there is n0 ≥ 1 and A 6= 0 such that ∆(λ) = Aλn0 +O(λn0+1).
Assume m ≥ n0. By (6.3),
(ϕm(λ) + u(λ))
2 = Aλn0 +O(λn0+1),
which implies that n0 is even. Therefore, there exists holomorphic functions ϕ±(λ) such
that Q(λ, z) = (z − ϕ+(λ))(z − ϕ−(λ)). The lemma holds for either ϕ(λ) = ϕ−(λ) or
ϕ(λ) = ϕ−(λ). 
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Completion of the proof of Theorem C. We want to show that σ(λ) := DGqc1+λ(ϕ(λ) +
a1) is constant. Arguing by contradiction, assume that this is not the case. Then there
exists m1 ≥ 1 and A 6= 0, such that
σ(λ)− σ(0) = 3Aλm1 +O(λm1+1).
Fix m ≥ max(3(m1 + 1),m0). There exists ε′ = ε′m > 0 such that the following hold:
• There exist admissible holomorphic motions hkλ,m of P r0 over D2ε′ , k = 0, 1, . . . ,
such that h0λ,m = hλ,m and such that h
k+1
λ,m is the lift of h
k
λ,m for each k.
Thus, there exists C = Cm > 0 such that whenever |λ| < ε′ and n ≥ 0,
(6.4) |hnλ,m(c1)− c1 − λ| ≤ C|λ|m+1,
(6.5) |hnλ,m(a1)− ϕm(λ)− a1| ≤ C|λ|m+1.
By Lemma 6.1, enlarging C if necessary, we have
(6.6) |ϕ(λ)− ϕm(λ)| ≤ C|λ|m/3 ≤ C|λ|m1+1.
Put
G(n)λ (z) = Ghnλ,m(c1) ◦Ghn+1λ,m (c1) ◦ · · · ◦Ghn+q−1λ,m (c1)(z).
By the lifting property (6.4),(6.5), (6.6) enlarging C further, we have
|D(G(n)λ )(hn+qλ,m (a1))− σ(λ)| ≤ C|λ|m1+1.
for each n ≥ 0. It follows that there exists ε′′ > 0 such that whenever |λ| ≤ ε′′, we have
|DG(n)λ (hn+qλ,m (a1))− (σ(0) + 3Aλm1)| = O(|λ|m1+1).
Therefore, we can choose λ 6= 0 with |λ| arbitrarily small and such that
|DG(n)λ (hn+qλ,m (a1))| < |σ(0)| − 2|A||λ|m1 < |σ(0)| = |κ|
holds for every n. We fix such a choice of λ now.
Let δ > 0 be a small constant such that for each z and each n ≥ 0 with |z−hn+qλ,m (a1)| <
δ,
|DG(n)λ (z)| < |σ(0)| − |A||λ|m1 =: κ′ < |σ(0)| = |κ|.
Let l0 > 0 be large enough such that for each positive integer l ≥ l0 and any n ≥ 0,
|hnλ,m(a1)− hnλ,m(clq+1)| < δ. Then for any l ≥ l0, and any n ≥ 0,
|hnλ,m(a1)− hnλ,m(c(l+1)q+1)| = |G(n)λ (hn+qλ,m (a1))− G(n)λ (hn+qλ,m (clq+1)|
≤ κ′|hn+qλ,m (a1)− hnqλ,m(clq+1)|.
It follows that
(6.7) |h0λ,m(a1)− h0λ,m(clq+1)| = O(κ′l).
Let us now distinguish two cases to complete the proof by deducing a contradiction.
Case 1. |κ| < 1. In this case, Pr0 contains a neighborhood of a1, so by the admissible
property of hλ,m, we have |h0λ,m(a1) − h0λ,m(clq+1|  |a1 − clq+1|  |κ|l. This leads to
|κ| < |κ′|, a contradiction!
Case 2. |κ| = 1. In this case, clq+1 converges to a1 only polynomially fast. However,
since hλ,m is qc and hence bi-Hölder, (6.7) implies that clq+1 converges to a1 exponentially
fast, a contradiction! 
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7. Applications to transversality for complex families
In this section we will show that Theorems 2.1 and 2.2 follow from the Main Theo-
rem. First we show that the attracting periodic cycle contains the singular value in its
immediate basin of attraction.
Let R+ = (0,∞).
Proposition 7.1. Consider one of the following three situations:
(i) g(z) = f(z) + c1 with f ∈ F , c1 ∈ D, and O is an attracting or parabolic cycle
of g with multiplier κ 6= 0;
(ii) g(z) = c1f(z) with f ∈ E, c1 ∈ D+ \ {0} and O ⊂ D \ {0} is an attracting or
parabolic cycle of g with multiplier κ 6= 0;
(iii) g(z) = c1f(z) with f ∈ Eo, c1 ∈ D+ \ {0} and O ⊂ D \ {0} is an attracting or
parabolic cycle of g with multiplier κ 6= 0 but O 6= −O;
Then
(1) there is a simply connected open set W with the following property:
• fkq is univalent on W for each k ≥ 1,
• fkq converges uniformly on W to a point in O;
• W 3 c1 in cases (i) and (ii), while W 3 ci or W 3 −ci in case (iii).
(2) if O is a parabolic periodic orbit then it is non-degenerate.
Proof. We shall prove this proposition by the classical Fatou argument. Let E = {c1} in
case (i) and (ii) and let E = {±c1} in case (iii).
Note that the assumption implies that 0 6∈ O in all cases. Take a Jordan disk A0 ⊂
D \ {0} along with a univalent map ϕ : A0 → C (Koenigs or Fatou coordinate) so that
gq
′
(A0) ⊂ A0 where (i) in attracting case: a0 ∈ A0, q′ = q, ϕ(A0) = Dρ for some ρ > 0
and ϕ ◦ gq = κϕ on A0, (ii) in the parabolic case: a0 ∈ ∂A0, q′ = rq for a minimal r ≥ 1,
ϕ(A0) = {z : <(z) > M} for some M > 0 and ϕ ◦ gq′ = ϕ+ 1 on A0.
In each case, we observe that for any connected open set B ⊂ D \ (E ∪ {0}), g :
g−1(B)→ B is an un-branched covering and g−1(B) ⊂ D \{0}. Here we use that in case
(ii), (iii) that c1 ∈ D+ since this implies by assumption (c) in the definition of E , Eo, that
D/c1 ⊂ V .
Let An, n = 1, 2, . . ., denote the component of g−n(A0) with Aq′k ⊃ A0 for each k =
1, 2, . . . and g(An) ⊂ An−1. There exists a minimal N ≥ 0 such that AN ∩E 6= ∅. Indeed,
otherwise, since A0 is a simply connected open set contained in D \ (E ∪{0}), we obtain
from the observation above by induction that An ⊂ D\(E∪{0}) and g : An → An−1 is an
un-branched covering for each n ≥ 1. It follows that gkq′ : Akq′ → A0 is an un-branched
covering, hence a conformal map for each k = 1, 2, . . .. Thus ϕ extends to a univalent
function from A =
⋃∞
k=0Akq onto C via the functional equation ϕ(f q
′
(z)) = κϕ(z) or
ϕ(f q
′
(z)) = ϕ(z) + 1, which implies that A = C, contradicting with E ∩ A = ∅. Taking
W = AN completing the proof of (1).
Let us now prove (2). So assume that O is parabolic. In case (i) and (ii), as the
argument above shows that each attracting petal around O intersects the orbit of c1,
the cycle is non-degenerate. Assume now that we are in case (iii). Then either c1 or
−c1 ∈ W . Since the map g is odd and O 6= −O, only one of c1 and −c1 is contained
in the basin of attraction of O, and thus the statements (2) hold for the same reason as
before. 
Proof of Theorems 2.1 and 2.2. The proposition above implies that g (restricted to a
suitable small domain U) is a marked map w.r.t. c1. Choosing r0 > 0 small enough, we
have Pr0 is compact subset of U . Then, as is in shown in [15, 16] the lifting property 2.1
holds. Indeed, let h(0)λ := hλ : Pr0 → C, λ ∈ D be a holomorphic motion. As is shown in
[15, 16], one can define a sequence of holomorphic motions h(n)λ as in (2) of Definition 2.1
so that properties (1),(3) also hold. So (g,G)W has the lifting property for the set Pr0 .
In particular, the first parts of Theorems 2.1-2.2 follow from the Main Theorem. 
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8. Application to families of real maps
In this section, we shall prove Theorem 2.3. To this end, we shall need the result in [15,
16] to determine the sign of κ′ and Q in the transversality inequalities in Theorems 2.1
and 2.2.
Throughout let ft be a family as in the assumption of Theorem 2.3, case (i) or (ii).
The case (iii) can be easily reduced to case (i). Put c = 0 in case (i), so that c is the
common turning point of ft. For t < c, ft has no periodic point of period greater than
one, so in the following, we shall mainly concerned with
t ∈ J+ := (c,∞) ∩ J.
The following is an immediate consequence of Proposition 7.1.
Proposition 8.1. Suppose that fc1, c1 ∈ J+, has an attracting or parabolic cycle O ⊂ J
and let a0 be the rightmost point in O. Then fkq is monotone on [a0, c1] for all k ≥ 0
and fkq converges uniformly on [a0, c1] to a0 as k →∞.
Proof. Let f˜ denote the complex extension in F or E ∪Eo. Since f˜ is real symmetric, the
simply connected domainW as claimed in Proposition can be taken to be symmetric with
respect to R. If c1 ∈W , then the statement follows. If c1 6∈W , then f ∈ Eo,u, −c1 ∈W
and there exists a0 ∈ O such that fkq converges to a0 on the interval K bounded by a0
and −c1. However, a0 > 0 and −c1 < 0 so K 3 0. Since f(0) = 0, this is absurd! 
Proposition 8.2. If g := fc1 has a cycle O with multiplier 0, and let κ(t) denote the
multiplier of the attracting cycle of ft for t close to c1. Then there exists ε > 0 such that
κ(t) > 0 for t ∈ (c1 − ε, c1) and κ(t) < 0 for t ∈ (c1, c1 + ε).
Proof. It was proved in [15], [16]
(8.1)
d
dtf
q
t (c)
∣∣
t=c1
Dgq−1(c1)
> 0.
Let us deduce the conclusion of the proposition. Let a(t) denote the fixed point of f qt
near c for t close to c1. Assume for definiteness that Dgq−1(c1) > 0. Then it follows that
there is ε > 0 such that f qt (c) > c for t ∈ (c1, c1 + ε) and f qt (c) < c for t ∈ (c1 − ε, c1).
Thus for t ∈ (c1, c1+ε), a(t) > c and for t ∈ (c1−ε, c1), a(t) < c. Reducing ε if necessary,
Dgq−1t (gt(a(t)) > 0, so κ(t) = Dg(a(t))Dgq−1(gt(a(t)) has the sign as claimed. 
We say an open subinterval J1 of J is an attracting window if for each t ∈ J1, ft has
an attracting periodic cycle Ot with multiplier κ(t) ∈ (−1, 1). By the Implicit Function
Theorem, Ot and κ(t) depending on t in a C1 way. In particular, the cycles Ot have the
same period, which is called the period of the attracting window.
Lemma 8.3. Let J1 be an attracting window of period q ≥ 2 and let κ(t) be the corre-
sponding multiplier function. Then κ(t) is strictly decreasing in J1.
Proof. Assume without loss of generality that J1 = (t−, t+) is a maximal attracting
window. First, by Lemma 8.2, κ can have at most one zero in J1. Indeed, otherwise, let
c1 < cˆ1 be two consecutive zeros, then it follows that κ < 0 in a right neighborhood of c1
and κ > 0 in a left neighborhood of cˆ1, which implies by the intermediate value theorem
that there is another zero of κ in-between c1 and cˆ1, absurd!
Now let us assume that κ(t0) = 0 for some t0 ∈ J1. Then κ(t) > 0 for t ∈ (t−, t0) and
κ(t) < 0 for t ∈ (t0, t+). By Theorems 2.1 and 2.2, κ′(t) 6= 0 for each t 6= t0. This forces
κ′(t) < 0 for all t ∈ J1 \ {0}, so κ(t) is strictly decreasing in J1.
Finally, let us prove that κ does have a zero in J1. Indeed, it is easy to see t−, t+ ∈ J ,
so by the maximality of t+, we have κ(t)→ ±1 as t↗ t±. Since κ is monotone in J1 (by
Theorems 2.1 and 2.2), the intermediate value theorem implies that κ has a zero. 
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Proposition 8.4. Assume that for some c1 ∈ J+, g = fc1 has a parabolic cycle with
multiplier 1. Let q be the period of the cycle and let a0 be the rightmost point in the
cycle. Then there exist ε > 0 and δ > 0 such that for each t ∈ (c1, c1 + ε), ft has an
attracting cycle of period q and a0(t) → a0 as t → c1, and for each t ∈ (c1 − ε, c1) and
x ∈ [a0 − δ, a0 + δ], f qt (x) < x. Equivalently, for a0 := limk→∞ gkq(c1), we have
Q(a0) :=
d
dt
f qt (a0)
∣∣∣
t=c1
> 0.
Proof. By Proposition 8.1, ckq+1 decreases to a0 and D2gq(a0) < 0. By Theorems 2.1
and 2.2, Q(a0) 6= 0. So f qt (x) displays a saddle-node bifurcation at (a0, c1). It is well-
known, see for example [7, Proposition 7.7.5] that there exist ε > 0 and δ > 0 such that
for each t in
J1 =
{
[c1, c1 + ε) if Q(a0) > 0,
(c1 − ε, c1] if Q(a0) < 0,
f qt has two fixed points a−(t) and a+(t), depending continuously in t, with a−(c1) =
a+(c1) = a0, and with 0 < Df
q
t (a−(t)) < 1 and Df
q
t (a+(t)) > 1, while for t in
J2 =
{
(c1 − ε, c1) if Q(a0) > 0,
(c1, c1 + ε) if Q(a0) < 0,
f qt (x) < x for each |x− a0| ≤ δ. So Jo1 is an attracting window, and by Lemma 8.3, the
multiplier function κ(t) = Df qt (a−(t)) is monotone decreasing. Thus J1 = [c1, c1 + ε)
and Q(a0) > 0. 
Proposition 8.5. Assume that fc1 has a parabolic cycle O of period q and with multiplier
−1. Then for any positive integer N ≥ 1, there exist ε > 0 and δ > 0 such that for each
t ∈ (c1− ε, c1 + ε), f2Nqt has exactly three fixed points in the δ-neighborhood of O, two of
them hyperbolic attracting, and one hyperbolic repelling.
Proof. Note that the assumption implies that c1 ∈ J+. For the case N = 1, this is a
well-known fact about periodic doubling bifurcation. Indeed, by Theorems 2.1 and 2.2,
κ′(c1) 6= 0, where κ(t) is the multiplier of the periodic orbit of ft of period q near O for t
close to c1. We must have κ′(c1) < 0 for otherwise, a small right-sided neighborhood of
c1 would be an attracting window on which the multiplier function is increasing which is
ruled out by Lemma 8.3. On the other hand, by Proposition 7.1, D3g2q(a) 6= 0 for each
a ∈ O. Thus the statement follows, for example, by [7, Proposition 7.7.6].
The case for generalN follows: D3g2qN (a) 6= 0 for a ∈ O. For reducing ε, δ if necessary,
f2Nq has at most three fixed points in the δ-neighborhood of O for t ∈ (c1 − ε, c1). 
Proof of Theorem 2.3. Let κ be the multiplier the ft∗-cycle O. First let us assume κ 6= 1.
Then by the Implicit Function Theorem, there is a maximal T such that J1 := [c1, T ) ⊂ J
and each ft, t ∈ J1, has a periodic cycle Ot which depends on t continuously and such
that Ot = O and the multiplier κ(t) 6= 1. We shall prove that T is the right endpoint
of J . Arguing by contradiction, assume that this is not the case. By the maximality of
T , limt→T κ(t) = 1. By the intermediate value theorem, we are in one of the following
cases:
Case 1. κ(t) > 1 for all t ∈ J1. Choose a subsequence tn ↗ T such that Otn converges
to a periodic orbit OT of fT . Let q denote the period of O and q′ the period of OT , then
q = q′m for some positive integer m.
If OT has multiplier 1, then by Proposition 8.4, there exist ε > 0 and δ > 0 such that
f q
′
t (x) < x for each t ∈ (T −ε, T ) and |x−a0(T )| < δ, where a0(T ) denotes the rightmost
point in the parabolic cycle OT . By continuity, there exist ε′, δ′ > 0, we have f qt (x) < x
when t ∈ (T − ε′, T ) and |x− a0(T )| < δ′. This is in contradiction with the construction
of OT .
Assume now that OT has multiplier −1. Then q = 2q′N for some integer N ≥ 1.
By Proposition 8.5, for each n large enough, f qtn has exactly three fixed points, two of
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which are attracting. However Otn contains at least two repelling fixed point of f qtn , a
contradiction!
Case 2. κ(t) < 1 for all t ∈ J1. Then there exists ε > 0 such that (T − ε, T ) is an
attracting window and by Lemma 8.3, κ(t) is strictly decreasing, thus contradicting the
maximality of T .
So now let us consider the case κ = 1. By Proposition 8.4, there is ε > 0 such that
(c1, c1 + ε) is an attracting window. By what have proved above, the attracting periodic
orbits allow further continuation until the right endpoint of J . 
Remark 8.6. Figure 1 shows the bifurcation diagram for the family fc1(x) = c1 sin(x),
c1 ∈ R. It also shows that for this family there are degenerate parabolic bifurcations,
which occur when O = −O.
Figure 1. The bifurcation diagram of fc(x) = c sin(x). For each c ∈ [−10, 10],
the last 100 iterates from the set {fkc (pi/2)}1000k=0 are drawn (in the vertical direc-
tion). The bifurcation points for which only ‘one half of a parabola’ is visible,
correspond to pitchfork bifurcations (where both critical values are attracted to
a single parabolic periodic point), and where two halves are visible correspond
to period doubling bifurcations. Note that sin ∈ Eo, where D = D+ = V = C.
Appendix A. In the real parabolic case ∂G
q
w
∂w (a0)
∣∣
w=c
≥ 0 holds
We assume that g is real marked map w.r.t. c1 so that the sequence cn := gn−1(c1),
n = 1, 2, . . . tends to a non-degenerate parabolic periodic orbit O := {a0, . . . , aq−1} with
multiplier +1. Consider a holomorphic deformation (g,G)W and assume that (g,G)W
has the lifting property for the set P = {cn}n≥1 (notice that this condition is local and
weaker than the one of the Main Theorem). Under these assumptions we will show that
Q(c1) =
∂Gqw
∂w
∣∣
w=c1
(a0) ≥ 0.
This Appendix will also motivate the choice of the particular vector field along P
appearing in Section 4.
From (4.2) it follows that the 2nd equality holds in
∆(z) :=
q∑
j=1
L(gj−1(z))
Dgj(z)
=
1
Dgq(z)
∂Gqw
∂w
∣∣∣
w=c
(z)
Since Dgq(a0) = 1,
∆(a0) =
∂Gqw
∂w
∣∣∣
w=c
(a0) =
q∑
j=1
L(gj−1(a0))
Dgj(a0)
=
q−1∑
j=0
L(gj(a0))
Dgj+1(a0)
.
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Proposition A.1. Assume that (g,G)W has the lifting property for the set P . Moreover,
assume that g is real, has a periodic point a0 of period q with Dgq(a0) = 1, D2gq(a0) 6= 0
so that c1 is in the basin of a0 and so that Dgq(ckq+1) > 0 for each k ≥ 0. Then
∂Gqw
∂w
∣∣∣
w=c
(a0) ≥ 0.
Proof of Proposition A.1. By Proposition A.2, see also [11],
(A.1) D(ρ) := 1 +
∞∑
n=1
ρnL(cn)
Dgn(c1)
> 0 for all 0 < ρ < 1.
Arguing by contradiction, assume that ∆(a0) < 0. Then there exists ρ0 ∈ (0, 1) and
k0 ≥ 1 such that for each ρ0 < ρ < 1 and each k ≥ k0, we have
(A.2) Bk(ρ) :=
q∑
j=1
ρjL(cqk+j)
Dgj(cqk+1)
< ∆(a0)/2.
By assumption, Mk := k2Dgkq(c1) > 0 holds for all k ≥ 0. By Leau-Fatou Flower
theorem, Dgq(ckq+1) = 1− 2/k+O(k−2), so M := limk→∞Mk > 0 exists. Enlarging k0,
we have Mk > M/2 for all k ≥ k0. Then
D(ρ) = 1 +
∞∑
n=1
ρnL(cn)
Dgn(c)
= 1 +
∞∑
k=0
q∑
j=1
ρqk+jL(cqk+j)
Dgqk+j(c)
=
= 1 +
∞∑
k=0
 ρqk
Dgqk(c1)
q∑
j=1
ρjL(cqk+j)
Dgj(cqk+1)
 = 1 + ∞∑
k=0
k2ρqk
Mk
Bk(ρ)
≤ 1 +
k0∑
k=0
k2ρqk
Mk
Bk(ρ) +
∆(a0)
4M
∞∑
k=k0+1
k2ρqk,
provided that ρ0 < ρ < 1. Since
∑∞
k=k0+1
k2ρqk → ∞ as ρ → 1, this implies that
lim infρ↗1D(ρ) = −∞, a contradiction with D(ρ) > 0 for all ρ ∈ (0, 1). 
A.1. A vector field vρ along P so that ρAvρ = vρ.
Proposition A.2. Let g be a marked map w.r.t. c1, and P = {cn}n≥1 converges to
the periodic orbit O of g which has the multiplier +1 and not degenerate. Consider a
holomorphic deformation (g,G)W . Assume that (g,G)W has the lifting property for the
set P . Then for all |ρ| < 1 one has
1 +
∑
n≥1
ρnL(cn)
Dgn(c1)
6= 0
where L(x) = ∂Gw∂w |w=c1(x).
Proof. Let us for the moment assume that hλ(ci) = ci+viλ+O(λ2) defines a holomorphic
motion of P . Then its lift hˆλ(ci) = ci + vˆiλ+O(λ2) is defined for |λ| small and
Ghλ(c1))(hˆλ(ci)) = hλ(ci+1) = ci+1 + vi+1λ+O(λ
2).
Writing Di = Dg(ci) we obtain
Liv1 +Divˆi = vi+1, i ≥ 1
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where Li = L(ci). Taking v = (v1, v2, . . . ) and vˆ = (vˆ1, vˆ2, . . . ) we have that vˆ = Av
where
A =

−L1/D1 1/D1 0 . . . . . . . . .
−L2/D2 0 1/D2 0 . . . . . .
−L3/D3 0 0 1/D3 . . . . . .
...
...
...
...
. . .
...
 .
Assume ρ 6= 0 and consider the vector field vρ on P defined for n > 1 by
vρ(cn) :=
Dgn−1(c1)
ρn−1
∑n−1
k=0
ρkLk
Dgk(c1)
=
= Ln−1 +
Dg(cn−1)Ln−2
ρ
+
Dg2(cn−2)Ln−3
ρ2
+ · · ·+ Dg
n−1(c1)L0
ρn−1
(with L0 = 1) and vρ(c1) = 1. Notice that for this vector field we get ρAvρ = vρ.
Assume, by contradiction, that for some 0 < |ρ| < 1,
1 +
∑
n≥1
ρnL(cn)
Dgn(c1)
= 0.
Then we have that
vρ(cn) = −Dg
n−1(c)
ρn−1
∞∑
k=n
ρkL(ck)
Dgk(c)
= −
∞∑
j=1
ρjL(cn+j−1)
Dgj(cn)
.
For simplicity write vi,ρ = vρ(ci). In the next lemma we will show that vρ defines a
Lipschitz vector field. Because of this, vρ defines a holomorphic motion hλ,ρ for |λ| < 
for some  > 0. As ρ is fixed, let us write hλ = hλ,ρ. Since (g,G)W has the lifting
property, it follows that the consecutive sequence of lifts h(n)λ of hλ form a normal family.
Write h(n)λ (x) = x+ λv
(n)
ρ (x) +O(λ2). Then v
(n)
ρ =
1
ρn
vρ which, since ρ < 1, contradicts
that the family h(n)λ forms a normal family. 
Lemma A.3. The vector field
vρ(cn) :=
∞∑
j=1
ρjL(cn+j−1)
Dgj(cn)
defined on the set P = {ci}i≥1 is Lipschitz.
Proof. Given x ∈ U such that gi(x) ∈ U for all i ≥ 1, define
Vρ(x) =
∞∑
j=1
ρjL(gj−1(x))
Dgj(x)
.
We have Vρ(cn) = vρ(cn), n = 1, 2, · · · . Moreover,
(A.3) V ′ρ(x) =
∞∑
j=1
ρj
[
L′(gj−1(x))
Dg(gj−1(x)
− L(g
j−1(x))
Dgj(x)
n−1∑
i=0
D2g(gi(x))
Dg(gi(x))
]
.
Since the periodic orbit O = {a0, · · · , aq−1} of g : U → C has multiplier +1 and is
not degenerate, by the proof of Lemma 2.4 for each aj there is a convex set ∆j in the
basin of O with a boundary point aj such that gq(∆j) ⊂ ∆j . Moreover, the closures
of ∆j , 0 ≤ j ≤ q − 1 are pairwise disjoint, all but finitely many points of the orbit
P are in ∆ := ∪q−1j=0∆j . Since gnq converges uniformly on ∆j to aj , it follows that
Dgj(x) ≤ Cρ−j/2, where C is a constant. These bounds along with the definition for Vρ,
(A.3) and since |ρ| < 1 imply that for some K > 0 and all x ∈ ∆,
|Vρ(x)| ≤ K, |V ′ρ(x)| ≤ K.
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As each component ∆j of ∆ is convex (so that x1, x2 ∈ ∆j implies |Vρ(x1) − Vρ(x2)| ≤
K|x1 − x2|) and only finitely many points of P is outside of ∆ we conclude that Vρ is
Lipschitz on P . 
References
[1] L. Ahlfors. Lectures on quasiconformal mappings. Second edition. With supplemental chapters by
C. J. Earle, I. Kra, M. Shishikura and J. H. Hubbard. University Lecture Series, 38. American
Mathematical Society, Providence, RI, 2006.
[2] K. Astala,T. Iwaniec and G. Martin, Elliptic partial differential equations and quasiconformal map-
pings in the plane. Princeton Mathematical Series, 48. Princeton University Press, Princeton, NJ,
2009. xviii+677 pp. ISBN: 978-0-691-13777-3
[3] M. Astorg, Summability condition and rigidity for finite type maps, arXiv:1602.05172v1.
[4] A. Avila, M. Lyubich and W de Melo. Regular or stochastic dynamics in real analytic families of
unimodal maps, Invent. Math. 154 (2003), no. 3, 451–550.
[5] L. Bers, H.L. Royden Holomorphic families of injections, Acta Math. 157 (1986), 259-286.
[6] X. Buff and A. Epstein, Bifurcation measure and postcritically finite rational maps, Complex dy-
namics, 491–512, A K Peters, Wellesley, MA, 2009.
[7] M. Brin and G. Stuck. Introduction to Dynamical Systems. Cambridge University Press, 2004.
[8] L. Carleson and T. Gamelin. Complex Dynamics. Springer-Verlag.
[9] A. Douady and H. Hubbard, Étude dynamique des polynômes complexes. Publications Mathématiques
d’Orsay, Université de Paris-Sud, Département de Mathématiques, Orsay, 1984
[10] A. Epstein, Transversality in holomorphic dynamics, http://homepages.warwick.ac.uk/~mases/
Transversality.pdf and slides of talks available in https://icerm.brown.edu/materials/
Slides/sp-s12-w1/Transversality_Principles_in_Holomorphic_Dynamics_%5D_Adam_Epstein,
_University_of_Warwick.pdf
[11] G. Levin, On an analytic approach to the Fatou conjecture, Fund. Math. 171 (2002), no. 2, 177–196.
[12] G. Levin, On explicit connections between dynamical and parameter spaces, J. Anal. Math. 91 (2003),
297–327.
[13] G. Levin, Multipliers of periodic orbits in spaces of rational maps, Ergod. Th. & Dynam. Sys. 31
(2011), 197–243.
[14] G. Levin, Perturbations of weakly expanding critical orbits. Frontiers in Complex Dynamics; In
Celebration of John Milnor’s 80th Birthday. Edited by Araceli Bonifant, Misha Lyubich and Scott
Sutherland, Princeton Univ. Press, 2014, 163-196
[15] G. Levin, W. Shen and S. van Strien, Monotonicity of entropy and positively oriented transversality
for families of interval maps. https://arxiv.org/abs/1611.10056.
[16] G. Levin, W. Shen and S. van Strien, Positive Transversality via transfer operators and holomorphic
motions with applications to monotonicity for interval maps, Preprint.
[17] G. Levin, W. Shen and S. van Strien, Transversality for critical relations of families rational maps:
an elementary proof. https://arxiv.org/abs/1702.02582.
[18] P. Makienko, Remarks on Ruelle operator and invariant line field problem. II. Ergod. Th. & Dynam.
Sys. 25 (2005), 1561-1581.
[19] J. Milnor, Dynamics in one complex variable. Third Edition, Annals of Mathematics Studies 160,
Princeton University Press, 2006.
[20] J. Milnor, Periodic orbits, external rays and the Mandelbrot set, an expository account. Gómétrie
complexe et systm`es dynamiques (Orsay, 1995). Astérisque 261 (2000), xiii, 277–333.
[21] Z. Slodkowski, Holomorphic motions and polynomial hulls, Proc. Amer. Math. Soc. 111 (1991)
347-355.
[22] S. van Strien, Misiurewicz maps unfold generically (even if they are critically non-finite). Fund.
Math. 163 (2000), no. 1, 39–54.
[23] M. Tsujii, A note on Milnor and Thurston’s monotonicity theorem. Geometry and analysis in dy-
namical systems (Kyoto, 1993), 60–62, Adv. Ser. Dynam. Systems, 14, World Sci. Publ., River Edge,
NJ, 1994.
[24] M. Tsujii, A simple proof of monotonicity of entropy in the quadratic family, Ergodic Theory Dynam.
Systems 20 (2000), 925–933.
