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THE RICCI FLOW ON GENERALIZED WALLACH SPACES
N.A. ABIEV, A. ARVANITOYEORGOS, YU.G. NIKONOROV∗, AND P. SIASOS
Abstract. We consider the asymptotic behavior of the normalized Ricci flow on gener-
alized Wallach spaces that could be considered as special planar dynamical systems. All
non symmetric generalized Wallach spaces can be naturally parametrized by three positive
numbers a1, a2, a3. Our interest is to determine the type of singularity of all singular points
of the normalized Ricci flow on all such spaces. Our main result gives a qualitative answer
for almost all points (a1, a2, a3) in the cube (0, 1/2] × (0, 1/2]× (0, 1/2].
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Introduction
The study of the normalized Ricci flow equation
∂
∂t
g(t) = −2Ricg+2g(t)Sg
n
(1)
for a 1-parameter family of Riemannian metrics g(t) in a Riemannian manifold Mn was
originally used by R. Hamilton in [13] and since then it has attracted the interest of many
mathematicians (cf. [7], [25]). Recently, there is an increasing interest towards the study of
the Ricci flow (normalized or not) on homogeneous spaces and under various perspectives
([1], [5], [6], [12], [14], [17], [22] and references therein).
The aim of the present work is to study the normalized Ricci flow for invariant Riemannian
metrics on generalized Wallach spaces. These are compact homogeneous spaces G/H whose
isotropy representation decomposes into a direct sum p = p1⊕p2⊕p3 of three Ad(H)-invariant
irreducible modules satisfying [pi, pi] ⊂ h (i ∈ {1, 2, 3}) ([21], [19]). For a fixed bi-invariant
inner product 〈·, ·〉 on the Lie algebra g of the Lie group G, any G-invariant Riemannian
metric g on G/H is determined by an Ad(H)-invariant inner product
(·, ·) = x1〈·, ·〉|p1 + x2〈·, ·〉|p2 + x3〈·, ·〉|p3 , (2)
where x1, x2, x3 are positive real numbers. By using expressions for the Ricci tensor and the
scalar curvature in [21] the normalized Ricci flow equation (1) reduces to a system of ODE’s
of the form
dx1
dt
= f(x1, x2, x3),
dx2
dt
= g(x1, x2, x3),
dx3
dt
= h(x1, x2, x3), (3)
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where xi = xi(t) > 0 (i = 1, 2, 3), are parameters of the invariant metric (2) and
f(x1, x2, x3) = −1− A
d1
x1
(
x1
x2x3
− x2
x1x3
− x3
x1x2
)
+ 2x1
Sg
n
,
g(x1, x2, x3) = −1− A
d2
x2
(
x2
x1x3
− x3
x1x2
− x1
x2x3
)
+ 2x2
Sg
n
,
h(x1, x2, x3) = −1− A
d3
x3
(
x3
x1x2
− x1
x2x3
− x2
x1x3
)
+ 2x3
Sg
n
,
Sg =
1
2
(
d1
x1
+
d2
x2
+
d3
x3
−A
(
x1
x2x3
+
x2
x1x3
+
x3
x1x2
))
.
Here di, i = 1, 2, 3, are the dimensions of the corresponding irreducible modules pi, n =
d1 + d2 + d3 and A is some special nonnegative number (see Section 1). If A 6= 0, then
by denoting ai := A/di > 0, i = 1, 2, 3, the functions f, g, h can be expressed in a more
convenient form (independent of A and di) as
f(x1, x2, x3) = −1− a1x1
(
x1
x2x3
− x2
x1x3
− x3
x1x2
)
+ x1B,
g(x1, x2, x3) = −1− a2x2
(
x2
x1x3
− x3
x1x2
− x1
x2x3
)
+ x2B,
h(x1, x2, x3) = −1− a3x3
(
x3
x1x2
− x1
x2x3
− x2
x1x3
)
+ x3B,
where
B :=
(
1
a1x1
+
1
a2x2
+
1
a3x3
−
(
x1
x2x3
+
x2
x1x3
+
x3
x1x2
))(
1
a1
+
1
a2
+
1
a3
)−1
.
It is easy to check that the volume V = x
1/a1
1 x
1/a2
2 x
1/a3
3 is a first integral of the system (3).
Therefore, on the surface
V ≡ 1 (4)
we can reduce (3) to the system of two differential equations of the type
dx1
dt
= f˜(x1, x2),
dx2
dt
= g˜(x1, x2), (5)
where
f˜(x1, x2) ≡ f(x1, x2, ϕ(x1, x2)),
g˜(x1, x2) ≡ g(x1, x2, ϕ(x1, x2)),
ϕ(x1, x2) = x
−
a3
a1
1 x
−
a3
a2
2 .
It is known ([21]) that every generalized Wallach space admits at least one invariant Ein-
stein metric. Later in [18], [19] a detailed study of invariant Einstein metrics was developed
for all generalized Wallach spaces. In particular, it was shown that there are at most four
invariant Einstein metrics (up to homothety) for every such space. It should be noted that in-
variant Einstein metrics with V = 1 correspond to singular points of (5), therefore, (x01, x
0
2, x
0
3)
is a singular point of the system (3), (4) if and only if (x01, x
0
2) is a singular point of (5). It is
our interest to determine the type of singularity of such points, and our investigation concerns
this problem for some special values of the parameters a1, a2, and a3. The main result in this
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direction is Theorem 6, which gives a qualitative answer for almost all points (in measure
theoretic sense) (a1, a2, a3) ∈ (0, 1/2] × (0, 1/2] × (0, 1/2]. Note that the latter inclusion is
fulfilled for any triple (a1, a2, a3) corresponding to some generalized Wallach spaces (see the
next section). However we are interested in the behavior of the dynamical system (5) for all
values ai ∈ (0, 1/2] despite the fact that some triples may not correspond to “real” generalized
Wallach spaces.
We expect to give a more detailed study of the system (5) for various values of the param-
eters a1, a2, a3, which could help towards a deeper understanding of the behavior of the Ricci
flow on more general homogeneous spaces. Also, it is quite possible that the system (5) is
interesting not only for the parameters ai ∈ (0, 1/2], but as a more general dynamical system
other than the Ricci flow. It is clear that the system (3) is naturally defined for all values of
a1, a2, a3 with a1a2 + a1a3 + a2a3 6= 0, but for the system (5) we should assume a1a2a3 6= 0
additionally.
1. Generalized Wallach spaces
We recall the definition and important properties of generalized Wallach spaces (cf. [20,
pp. 6346–6347] and [21]).
Consider a homogeneous almost effective compact space G/H with a (compact) semisimple
connected Lie group G and its closed subgroup H. Denote by g and h the Lie algebras of G
and H respectively. In what follows, [· , ·] stands for the Lie bracket of g and B(· , ·) stands
for the Killing form of g. Note that 〈· , ·〉 = −B(· , ·) is a bi-invariant inner product on g.
Consider the orthogonal complement p of h in g with respect to 〈· , ·〉. Every G-invariant
Riemannian metric on G/H generates an Ad(H)-invariant inner product on p and vice versa
([4]). Therefore, it is possible to identify invariant Riemannian metrics on G/H with Ad(H)-
invariant inner products on p (if H is connected then the property to be Ad(H)-invariant is
equivalent to the property to be ad(h)-invariant). Note that the Riemannian metric generated
by the inner product 〈· , ·〉∣∣
p
is called standard or Killing.
Let G/H be a homogeneous space such that its isotropy representation p is decomposed as
a direct sum of three Ad(H)-invariant irreducible modules pairwise orthogonal with respect
to 〈· , ·〉, i.e.
p = p1 ⊕ p2 ⊕ p3,
with [pi, pi] ⊂ h for i ∈ {1, 2, 3}.
Since this condition on each module resembles the condition of local symmetry for homoge-
neous spaces
(
a locally symmetric homogeneous space G/H is characterized by the relation
[p, p] ⊂ h, where g = h⊕ p and p is Ad(H)-invariant [4]), then spaces with this property were
called three-locally-symmetric in [18, 19]. But in this paper we prefer the term generalized
Wallach spaces, as in [20].
There are many examples of these spaces, e.g. the flag manifolds
SU(3)/Tmax, Sp(3)/Sp(1) × Sp(1)× Sp(1), F4/Spin(8).
These spaces (known as Wallach spaces) are interesting because they admit invariant Rie-
mannian metrics of positive sectional curvature (see [26]). The invariant Einstein metrics
on SU(3)/Tmax were classified in [8] and, on the remaining two spaces, in [23]. In each of
the cases, there exist exactly four invariant Einstein metrics (up to proportionality). Other
classes of generalized Wallach spaces are the various Ka¨hler C-spaces such as
SU(n1 + n2 + n3)
/
S
(
U(n1)× U(n2)× U(n3)
)
,
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SO(2n)/U(1) × U(n− 1), E6/U(1) × U(1)× Spin(8).
The invariant Einstein metrics in the above spaces were classified in [16]. Each of these spaces
admits four invariant Einstein metrics (up to scalar), one of which is Ka¨hler for an appropriate
complex structure on G/H. Another approach to SU(n1+n2+n3)
/
S
(
U(n1)×U(n2)×U(n3)
)
was used in [2]. The Lie group SU(2)
(
H = {e}) is another example of a generalized Wallach
space. Being 3-dimensional, this group admits only one left-invariant Einstein metric which
is a metric of constant curvature ([4]).
In [21], it was shown that every generalized Wallach space admits at least one invariant
Einstein metric. This result could not be improve in general (since e.g. SU(2) admits exactly
one invariant Einstein metric). Later in [18], [19] a detailed study of invariant Einstein metrics
was developed for all generalized Wallach spaces. In particular, it is proved that there are at
most four Einstein metrics (up to homothety) for every such space.
Denote by di the dimension of pi. Let
{
eji
}
be an orthonormal basis in pi with respect
to 〈· , ·〉, where i ∈ {1, 2, 3}, 1 ≤ j ≤ di = dim(pi). Consider the expression [ijk] defined by
the equality
[ijk] =
∑
α,β,γ
〈[
eαi , e
β
j
]
, eγk
〉2
,
where α, β, and γ range from 1 to di, dj , and dk respectively. The symbols [ijk] are
symmetric in all three indices by bi-invariance of the metric 〈· , ·〉. Moreover, for spaces under
consideration, we have [ijk] = 0 if two indices coincide. Therefore, the quantity A := [123]
plays an important role.
By [21, Lemma 1] we get di ≥ 2A for every i = 1, 2, 3 with di = 2A if and only if [h, pi] = 0.
Note that A = 0 if and only if the space G/H is locally a direct product of three compact
irreducible symmetric spaces (see [19, Theorem 2]).
Suppose A 6= 0 and let
ai = A/di, i ∈ {1, 2, 3}. (6)
It is clear that ai ∈ (0, 1/2]. Note, that not every triple (a1, a2, a3) ∈ (0, 1/2]×(0, 1/2]×(0, 1/2]
corresponds to some generalized Wallach spaces. For example, if ai = 1/2 for some i, then
there is no generalized Wallach space with aj 6= ak, where i 6= j 6= k 6= i (see Lemma 4 in
[21]). Moreover, every ai should be a rational number for a generalized Wallach space with
simple group G (see (6), [19, Lemma 1] and [9, Table 1]).
An explicit expression for the Ricci curvature of invariant metrics (2) is obtained in
Lemma 2 of [21]. It immediately implies the system (3).
2. Description of the singular points of the system (3)
We will first give a description of the singular points of the system (3), as Einstein metrics
on generalized Wallach spaces. An easy calculation shows that for a1a2 + a1a3 + a2a3 6= 0
the singular points (x1, x2, x3) of the system (3) can be found from the equations
(a2 + a3)(a1x
2
2 + a1x
2
3 − x2x3) + (a2x2 + a3x3)x1 − (a1a2 + a1a3 + 2a2a3)x21 = 0,
(a1 + a3)(a2x
2
1 + a2x
2
3 − x1x3) + (a1x1 + a3x3)x2 − (a1a2 + 2a1a3 + a2a3)x22 = 0.
(7)
If a1a2a3 6= 0 and x3 = ϕ(x1, x2), then we also get singular points of the system (5). Recall
that we are interesting only for singular points with xi > 0, i = 1, 2, 3.
Note that system (7) is homogeneous (of degree 2) with respect to x1, x2, x3. It is easy to
see that xi = xj = 0 implies xk = 0 or ai(aj+ak) = aj(ai+ak) = 0, i 6= j 6= k 6= i. If we have a
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solution with xi = 1 and xj = 0, then we should have (4a
2
j−1)(ai+ak)(a1a2+a1a3+a2a3) = 0.
Therefore, if ai ∈ (0, 1/2) for i = 1, 2, 3, then system (7) has no solution with zero component.
If ai ∈ (0, 1/2], i = 1, 2, 3 then it is proved in [19] that this system has (up to multiplication
by a constant, for example, if we put x3 = 1) at least one and at most four solutions with
positive components. A detailed information on these solutions can be found in [19]. We
briefly review these results below.
The case where at least two of ai’s are equal. Without loss of generality we may assume
that a1 = a2 = b and a3 = c. Then system (7) is equivalent to the following system:
(x2 − x1)
(
x3 − 2b(x1 + x2)
)
= 0,
x2(x3 − x1) + (b+ c)(x21 − x23) + (c− b)x22 = 0.
(8)
If x2 = x1 then the second equation of (8) becomes
(1− 2c)x21 − x1x3 + (b+ c)x23 = 0. (9)
Thus, we have the following singular points
(x1, x2, x3) =
(
2(b+ c)q, 2(b + c)q, µq
)
, (10)
where µ = 1±√1−4(1−2c)(b+c), q ∈ R, q > 0. We observe that, for c = 1/2, we have only
one family of singular points (x1, x2, x3) =
(
(b+ c)q, (b+ c)q, q
)
. Otherwise, 1− 2c > 0, and
all depends on the sign of the discriminant D1 = 1− 4(1− 2c)(b+ c). Indeed, there exist one
family of singular points for D1 = 0, two families for D1 > 0, and none for D1 < 0.
If x2 6= x1 then x3 = 2b(x1 + x2), so the second equation of (8) reduces to
(b+ c)(1 − 4b2)x21 −
(
1− 2b+ 8b2(b+ c))x1x2 + (b+ c)(1− 4b2)x22 = 0. (11)
If b = 1/2 then equation (11) has no solution. Otherwise, 1 − 4b2 > 0, hence, all real
roots of the equation (11) are positive. The discriminant D2 of (11) has the same sign as
T := 1− 4b− 2c+16b2(b+ c). Thus, there exist one family of singular points for T = 0, two
families for T > 0, and none for T < 0.
In particular, if a1 = a2 = a3 = a, a ∈ (0, 1/2), then, for a 6= 1/4 we get exactly
four singular points (x1, x2, x3) up to a positive multiple, namely (1, 1, 1), (1 − 2a, 2a, 2a),
(2a, 1 − 2a, 2a), or (2a, 2a, 1 − 2a). For a = 1/4 we get only singular points proportional to
(1, 1, 1).
The case of pairwise distinct ai’s. We consider two subcases here.
The case a1 + a2 + a3 = 1/2. Then all singular points (x1, x2, x3) have the form(
(1− 2a1)q, (1− 2a2)q, 2(a1 + a2)q
)
,(
(1− 2a1)q, (1− 2a2)q, 2(1 − a1 − a2)q
)
,(
(1− 2a1)q, (1 + 2a2)q, 2(a1 + a2)q
)
,(
(1 + 2a1)q, (1− 2a2)q, 2(a1 + a2)q
)
,
where q ∈ R, q > 0 . (12)
The case a1+a2+a3 6= 1/2. We look for singular points of the form (x1, x2, x3) = (1, t, s).
Then system (7) be reduces to an equation of degree 4 either in s or in t. By eliminating
the summand containing t2, we obtain the following system equivalent to (7):(
(a2 + a3)s− (a1 + a2)
)
t = 2a1(a2 + a3)s
2 + (a3 − a1)s − 2a3(a1 + a2),
(a2 + a3)t
2 − (a2 + a3)s2 + s− t+ a3 − a2 = 0.
(13)
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It is easy to see that (a2 + a3)s− (a1 + a2) 6= 0 (see details in [19]). By expressing t from
the first equation of (13) and inserting it into the second, we obtain the following equation
of degree 4:
(a2 + a3)
2(2a1 − 1)(2a1 + 1)s4 + (a2 + a3)(2a2 + 4a1a3 + 1− 4a21)s3
+
(
2a21+2a
2
3−8a1a22a3−2a22−8a21a2a3−2a2−8a1a2a23−2a1a3−a1−a3−8a21a23
)
s2 (14)
+(a1 + a2)(4a1a3 + 2a2 + 1− 4a23)s+ (2a3 − 1)(2a3 + 1)(a1 + a2)2 = 0.
Denote by D3 the discriminant of the polynomial in the left-hand side of (14). It can be
shown ([19]) that all real solutions of (14) are positive. For D3 6= 0, the equation (14) has
either two or four distinct real solutions. Therefore, we get two or four families of singular
points determined by (14).
Note, that the condition D3=0 holds, for example, for the homogeneous space
SO(20)/
(
SO(5) × SO(6) × SO(9)) (a1 = 5/36, a2 = 1/6, a3 = 1/4). In this special case,
the equation (14) has one root of multiplicity 2 and the space under consideration admits
exactly three pairwise nonhomothetic singular points (i.e. invariant Einstein metrics).
3. The study of singular points
In this section we recall some facts about the type of singular points of the system (5).
Our basic references are [11] and [15]. The functions f˜(x1, x2) and g˜(x1, x2) (see (5)) are
analytic in a neighborhood of the arbitrary point (x01, x
0
2) (where x
0
1 > 0 and x
0
2 > 0) and the
following representations are valid:
f˜(x1, x2) ≡ J11(x1 − x01) + J12(x2 − x02) + F (x1, x2),
g˜(x1, x2) ≡ J21(x1 − x01) + J22(x2 − x02) +G(x1, x2),
where J11, J12, J21 and J22 are the elements of the Jacobian matrix
J := J(x01, x
0
2) =


∂f˜(x01, x
0
2)
∂x1
∂f˜(x01, x
0
2)
∂x2
∂g˜(x01, x
0
2)
∂x1
∂g˜(x01, x
0
2)
∂x2

 . (15)
The functions F and G are also analytic in a neighborhood of the point (x01, x
0
2) and
F (x01, x
0
2) = G(x
0
1, x
0
2) =
∂F (x01, x
0
2)
∂x1
=
∂F (x01, x
0
2)
∂x2
=
∂G(x01, x
0
2)
∂x1
=
∂G(x01, x
0
2)
∂x2
= 0.
The eigenvalues of J(x01, x
0
2) can be found from the formula
λ1,2 =
ρ±√σ
2
, (|λ1| ≤ |λ2|),
where
σ := ρ2 − 4δ, ρ := trace (J(x01, x02)) , δ := det (J(x01, x02)) . (16)
We will use these notations in the sequel.
In the non-degenerate case (δ = λ1λ2 6= 0) we will use the following theorem.
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Theorem 1 (Theorem 2.15 in [11]). Let (0, 0) be an isolated singular point of the system
dx
dt
= ax+ by +A(x, y),
dy
dt
= cx+ dy +B(x, y),
where A and B are analytic in a neighborhood of the origin with
A(0, 0) = B(0, 0) =
∂A(0, 0)
∂x
=
∂A(0, 0)
∂y
=
∂B(0, 0)
∂x
=
∂B(0, 0)
∂y
= 0.
Let λ1 and λ2 be the eigenvalues of the matrix

 a b
c d

 which represents the linear part of
the system at the origin. Then the following statements hold:
(i) If λ1 and λ2 are real and λ1λ2 < 0, then (0, 0) is a saddle.
(ii) If λ1 and λ2 are real with |λ1| ≤ |λ2| and λ1λ2 > 0, then (0, 0) is a node.
If λ1 > 0 (respectively < 0) then it is unstable (respectively stable).
(iii) If λ1 = α+ iβ and λ2 = α− iβ with α, β 6= 0, then (0, 0) is a strong focus.
(iv) If λ1 = iβ and λ2 = −iβ with β 6= 0, then (0, 0) is a weak focus or a center.
Cases (i), (ii) and (iii) are known as hyperbolic singular points.
A direct calculation of δ and ρ is often very complicated, so we will obtain more convenient
formulas for ρ and δ in the case of singular points (x01, x
0
2) of the system (5). Let J˜ be the
Jacobian matrix of the map
(x1, x2, x3) 7→
(
f(x1, x2, x3), g(x1, x2, x3), h(x1, x2, x3)
)
and let p(t) = t3 − ρ˜t2 + δ˜t+ κ˜ be the characteristic polynomial of J˜ .
Lemma 1. If (x01, x
0
2) is a singular point of the system (5), then ρ = ρ˜ and δ = δ˜, where
p(t) = t3 − ρ˜t2 + δ˜t+ κ˜ is calculated at the point (x01, x02, x03 = ϕ(x01, x02)).
Proof. Since the volume V is a first integral of the system (3), then ∂V∂x1 f+
∂V
∂x2
g+ ∂V∂x3h ≡ 0.
On the other hand, ϕx1 = − ∂V∂x1/ ∂V∂x3 and ϕx2 = − ∂V∂x2/ ∂V∂x3 , hence h = fϕx1+gϕx2 . Therefore,
for any i = 1, 2, 3 we have ∂h∂xi =
∂f
∂xi
ϕx1 +
∂g
∂xi
ϕx2 + fϕx1xi + gϕx2xi . At a singular point
(f˜ = f = g˜ = g = 0) we have
∂h
∂xi
=
∂f
∂xi
ϕx1 +
∂g
∂xi
ϕx2 .
Hence,
ρ˜ =
∂f
∂x1
+
∂g
∂x2
+
∂h
∂x3
=
∂f
∂x1
+
∂g
∂x2
+
∂f
∂x3
ϕx1 +
∂g
∂x3
ϕx2 = ρ
at any singular point. By the same manner and by using (3) we get
δ˜ =
∂f
∂x1
∂g
∂x2
− ∂f
∂x2
∂g
∂x1
+
∂f
∂x1
∂h
∂x3
− ∂f
∂x3
∂h
∂x1
+
∂g
∂x2
∂h
∂x3
− ∂g
∂x3
∂h
∂x2
=
∂f
∂x1
∂g
∂x2
− ∂f
∂x2
∂g
∂x1
+ ϕx1
(
∂g
∂x2
∂f
∂x3
− ∂g
∂x3
∂f
∂x2
)
+ ϕx2
(
∂f
∂x1
∂g
∂x3
− ∂g
∂x1
∂f
∂x3
)
= δ
at any singular point.
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4. A special case
Here we consider the case a1 = a2 = a3 = 1/4 which has a special interest.
Theorem 2. At a1 = a2 = a3 = 1/4 the system of ODE’s (5) has an unique (isolated)
singular point (x01, x
0
2) = (1, 1) which is a saddle with six hyperbolic sectors.
Proof. As the calculations show the unique singular point of (5) is indeed (x01, x
0
2) = (1, 1)
(see Figure 1 for a phase portrait in a neighborhood of this point). Note that in this case
J(x01, x
0
2) =

 0 0
0 0

 . By moving (1, 1) to the origin and by the analyticity of f˜ and g˜ at
(1, 1), system (5) can be reduced to the equivalent system
dx
dt
= P2(x, y) + P3(x, y) + P4(x, y) + . . . ,
dy
dt
= Q2(x, y) +Q3(x, y) +Q4(x, y) + . . . ,
where
P2(x, y) = −x2/2 + xy + y2, Q2(x, y) = x2 + xy − y2/2,
and Pi(x, y), Qi(x, y) (i ≥ 3) are some homogeneous polynomials of degree i with respect to
x and y (x = x1 − 1, y = x2 − 1).
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Next we use results from [15]. Using the blowing-up y = ux, dτ = xdt we obtain the
system
dx
dτ
= xP2(1, u) + x
2P3(1, u) + x
3P4(1, u) + . . . ,
du
dτ
= ∆(u) + x
(
Q3(1, u) − uP3(1, u)
)
+ x2
(
Q4(1, u) − uP4(1, u)
)
+ . . . ,
where
P2(1, u) = u
2 + u− 1/2, ∆(u) = −(u− u1)(u− u2)(u− u3),
u1 = −2, u2 = −1/2, u3 = 1.
We have the case of Subsection 6.2 of [15] where the equation ∆(u) = 0 has three different
real roots. So it is obvious that the blowing-up system has the singular points (0, u1), (0, u2)
and (0, u3). We show that all of these singular points are saddles.
Let βi := P2(1, ui) and let Ji be the matrix of the linear part of the blowing-up system at
the point (0, ui), i = 1, 2, 3. Then
Ji =

 βi 0
(ui − 1)(ui + 1)(2u2i − ui + 2)
2
−3βi


with eigenvalues equal to βi and −3βi. It is clear that βi 6= 0 for all i = 1, 2, 3. Therefore
the eigenvalues of Ji have different signs, and by Theorem 1 all the singular points (0, ui),
i = 1, 2, 3, are saddles. The phase portrait of the blowing-up system is identical to one shown
in Figure 7(b) [15].
The saddles (0, ui), i = 1, 2, 3, correspond to the unique singular point (0, 0) of the initial
system. According to the qualitative classification of singular points of degree 2 given by [15]
the point (0, 0) is also a saddle with six hyperbolic sectors near it (see Figure 3(12) in [15]).
5. The “degeneration” set Ω
Recall that the systems (3) and (5) are well defined for all (a1, a2, a3) ∈ R3 with a1a2 +
a1a3 + a2a3 6= 0 (with the additional restriction a1a2a3 6= 0 for the system (5)).
The special case considered in Section 4 leads us to consider the set
Ω = {(a1, a2, a3) ∈ R3 | system (5) has at least one degenerate singular point}.
We will show a convenient way to deal with degenerate singular points of the system (5)
in Lemma 3 below.
A direct calculation using Lemma 1 gives the following:
Lemma 2. Let p(t) = t3 − ρ˜t2 + δ˜t+ κ˜ be the characteristic polynomial of the Jacobi matrix
of the system (3) at any point (x1, x2, x3) with x1x2x3 6= 0. Then κ˜ = 0, ρ˜ = 2F1Ax1x2x3 and
δ˜ = F2
A2x2
1
x2
2
x2
3
, where
F1 = a1a2x1x2 + a1a3x1x3 + a2a3x2x3
−(A+ a2a3)a1x21 − (A+ a1a3)a2x22 − (A+ a1a2)a3x23, (17)
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F2 =
(
a21a2a3(2A + a2a3)−A3
)
x41 +
(
a1a
2
2a3(2A+ a1a3)−A3
)
x42
+
(
a1a2a
2
3(2A + a1a2)−A3
)
x43 − 2a21(A+ a2a3)(a2x2 + a3x3)x31
−2a22(A+ a1a3)(a1x1 + a3x3)x32 − 2a23(A+ a1a2)(a2x2 + a1x1)x33
+
(
a1a2(2(3a1a2 + a
2
2 + a
2
1)a
2
3 + 2(a1 + a2)a1a2a3 + a1a2) + 2A3
)
x21x
2
2 (18)
+
(
a1a3(2(3a1a3 + a
2
3 + a
2
1)a
2
2 + 2(a1 + a3)a1a2a3 + a1a3) + 2A3
)
x21x
2
3
+
(
a2a3(2(3a2a3 + a
2
3 + a
2
2)a
2
1 + 2(a2 + a3)a1a2a3 + a2a3) + 2A3
)
x22x
2
3
−2a1a2a3
(
(A + a2a3 − a1)x1 + (A+ a1a3 − a2)x2 + (A + a1a2 − a3)x3
)
x1x2x3,
and A = a1a2 + a1a3 + a2a3.
Lemma 3. A singular point (x1, x2) of the system (5) is degenerate if and only if the point
(x1, x2, x3 = ϕ(x1, x2)) satisfies the equation F2 = 0, where F2 is given by (18).
Proof. By Lemma 1 a singular point (x1, x2) of the system (5) is degenerate if and only
if δ = δ˜ = 0. Note that the right hand side of equation (18) is homogeneous in the variables
x1, x2, x3. Therefore, without loss of generality we may consider these variables up to a
positive multiple. Obviously from Lemma 2 it follows that δ˜ = 0 is equivalent to F2 = 0.
Now, we can represent the set Ω as an algebraic surface in R3.
Lemma 4. A point (a1, a2, a3) with a1a2 + a1a3 + a2a3 6= 0 and a1a2a3 6= 0 lies in the set Ω
if and only if Q(a1, a2, a3) = 0, where
Q(a1, a2, a3) = (2s1 + 4s3 − 1)(64s51 − 64s41 + 8s31 + 12s21 − 6s1 + 1
+240s3s
2
1 − 240s3s1 − 1536s23s1 − 4096s33 + 60s3 + 768s23)
−8s1(2s1 + 4s3 − 1)(2s1 − 32s3 − 1)(10s1 + 32s3 − 5)s2 (19)
−16s21(13− 52s1 + 640s3s1 + 1024s23 − 320s3 + 52s21)s22
+64(2s1 − 1)(2s1 − 32s3 − 1)s32 + 2048s1(2s1 − 1)s42,
and
s1 = a1 + a2 + a3, s2 = a1a2 + a1a3 + a2a3, s3 = a1a2a3.
Proof. Under the assumptions a1a2+a1a3+a2a3 6= 0, a1a2a3 6= 0, and x3 = ϕ(x1, x2), the
singular points (x1, x2) of the system (5) can be found from the equations (7), and according
to Lemma 3 they are degenerate if and only if F2 = 0. Note that the equations (7) and
F2 = 0 are homogeneous with respect to x1, x2, x3. Setting x3 = 1 and eliminating x1 and x2
from these three equations (e. g. using Maple or Mathemathica) we obtain the equation
(4a21 − 1)(4a22 − 1)(a1 + a3)(a2 + a3)(a1a2 + a1a3 + a2a3)2 ·Q(a1, a2, a3) = 0.
Note that for a1 = ±1/2, a2 = ±1/2, a3 = −a1, and a3 = −a2 we have no additional triples
(a1, a2, a3) of “degenerate” parameters. Therefore, the first four factors in the above equation
can be ignored. Another reason to ignore them is the symmetry of the problem under the
permutation a1 → a2 → a3 → a1.
It is easy to see that Q(a1, a2, a3) is a symmetric polynomial in a1, a2, a3 of degree 12.
Therefore, the equation Q(a1, a2, a3) = 0 (without the restrictions a1a2 + a1a3 + a2a3 6= 0
and a1a2a3 6= 0) defines an algebraic surface in R3 that we may identify with the set Ω.
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In the rest of this section, we consider only points (a1, a2, a3) ∈ (0, 1/2]× (0, 1/2]× (0, 1/2].
It is very important to describe in details the set
Ω ∩ (0, 1/2]3 = {(a1, a2, a3) ∈ (0, 1/2] × (0, 1/2] × (0, 1/2] : Q(a1, a2, a3) = 0}.
As usual, the most complicated and interesting problem is the study of this surface in neigh-
borhoods of singular points of Ω determined by ∇Q(a1, a2, a3) = 0.
For a1 = 1/2 the equation Q = 0 is equivalent to
4s˜2(4s˜2 + 1)
2 − 4(4s˜2 − 1)(4s˜2 + 1)2s˜1 − 13(4s˜2 + 1)2s˜21 + 4(4s˜2 − 1)s˜31 + 44s˜41 = 0,
where s˜1 = a2+a3 and s˜2 = a2a3. If a2, a3 ∈ (0, 1/2] then this set is a curve homeomorphic to
the interval [0, 1] with endpoints (1/2, 1/2,
√
2/2) and (1/2,
√
2/4, 1/2) and with the singular
point (a cusp) at the point a3 = a2 = (
√
5− 1)/4 ≈ 0.3090169942 (see Figure 2). The same
is also valid under the permutation a1 → a2 → a3 → a1.
Note that for s1 = a1 + a2 + a3 = 1/2 the equation Q = 0 is equivalent to s
2
3(s2 − 2s3)2 =
1
2a1a2a3(−5a1a2 + a1 − 2a21 + a2 − 2a22 + 6a1a2(a1 + a2)) = 0. It is easy to check that for
a1, a2 ∈ [0, 1/2] the equality −5a1a2 + a1 − 2a21 + a2 − 2a22 + 6a1a2(a1 + a2) = 0 holds only
when (a1, a2) is one of the points (0, 0), (0, 1/2), and (1/2, 0).
Therefore, s1 = a1 + a2 + a3 = 1/2 in the set Ω ∩ [0, 1/2]3 only for points in the boundary
of the triangle with vertices (0, 0, 1/2), (0, 1/2, 0), and (1/2, 0, 0). For all other points in
Ω ∩ (0, 1/2]3 we have the inequality s1 = a1 + a2 + a3 > 1/2.
It is clear that (1/4, 1/4, 1/4) ∈ Ω. Note that for s1 = a1 + a2 + a3 = 3/4 the equation
Q = 0 is equivalent to
(24s22 + 8s2 + 64s2s3 − 8s3 − 128s23 + 1)(32s2 − 64s3 − 5)2 = 0.
It is not difficult to show that (1/4, 1/4, 1/4) is the only point in Ω ∩ [0, 1/2]3 satisfying the
additional condition s1 = a1 + a2 + a3 = 3/4.
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It turns out that the point (1/4, 1/4, 1/4) is a singular point of degree 3 of the algebraic
surface Ω (see Figure 3). The type of this point is elliptic umbilic in the sense of Darboux
(see [10, pp. 448–464] and [24, p. 320]) or of type D−4 in other terminology (see e. g. [3,
Chapter III, Sections 21.3, 22.3]).
6. On the signs of σ and ρ for singular points of the system (5)
In this section we study the singular points of the system (5) according to the signs of σ
and ρ (see (16)). Results depend on conditions on the parameters a1, a2, a3.
Lemma 5. The quadratic form
G(x, y, z) := −2(a1a3 + a2a3)xy − 2(a1a2 + a1a3)yz − 2(a2a3 + a1a2)xz
+(A+ a21)x2 + (A+ a22)y2 + (A+ a23)z2,
where A = a1a2+a1a3+a2a3, is non-negative if A > 0 (in particular, if ai > 0 for i = 1, 2, 3)
and achieves its absolute minimum (equal to zero) exactly at the points
(x, y, z) =
(
(a2 + a3)t, (a1 + a3)t, (a1 + a2)t
)
, t ∈ R.
Proof. It is easy to show that the matrix of the form G has non negative eigenvalues 0, 2A,
and a21+a
2
2+a
2
3+A. Obviously, the last two numbers are positive for A > 0. Therefore G is
a non-negative form. Note that the equation G = 0 has the solutions given in the statement
of the lemma.
Theorem 3. For a1a2 + a1a3 + a2a3 > 0 all singular points of the system (5) are such that
σ ≡ ρ2 − 4δ ≥ 0. In particular, a non-degenerate singular point (i.e. δ 6= 0) of (5) is either
a node (if δ > 0) or a saddle (if δ < 0).
Proof. Let A = a1a2 + a1a3 + a2a3 > 0. By Lemmas 1 and 2 we get
σ = ρ2 − 4δ = ρ˜2 − 4δ˜ =(
−2(a1a3 + a2a3)x21x22 − 2(a1a2 + a1a3)x22x23 − 2(a2a3 + a1a2)x21x23 +
(A+ a21)x41 + (A+ a22)x42 + (A + a23)x43
)
x−21 x
−2
2 x
−2
3 .
Using Lemma 5 for x = x21, y = x
2
2 and z = x
2
3, we get that σ ≥ 0 for all x1, x2, x3 > 0,
x3 = ϕ(x1, x2). So, in particular, σ ≥ 0 holds for all singular points of the system (5), and
by Theorem 1 its non degenerate singular points can be only either a node or a saddle.
Remark 1. From Theorem 3 and Lemma 5 we get the following. If (x1, x2) is a singular
point of the system (5) with σ = 0 then
(x1, x2, x3) =
(
q
√
a2 + a3, q
√
a1 + a3, q
√
a1 + a2
)
(20)
for a unique q ∈ R, q > 0, determined by the equality x3 = ϕ(x1, x2).
Next we are interested for those values (a1, a2, a3) ∈ (0, 1/2] × (0, 1/2] × (0, 1/2] such that
the system (5) has at least one singular point with σ = 0.
Theorem 4. The only two families of the parameters ai, i = 1, 2, 3 satisfying the conditions
ai ∈ (0, 1/2] and which can give singular points of the system (5) with the property σ = 0,
are the following:
a1 = a2 = a3 = s, s ∈ (0, 1/2], (21)
THE RICCI FLOW ON GENERALIZED WALLACH SPACES 13
ai = aj =
(2s2 − 1)2
8s2
, ak =
4s4 + 4s2 − 1
8s2
, s ∈ (s1, s2), (22)
where s1 :=
√
2
√
2− 2/2, s2 :=
√
2/2 (i, j, k ∈ {1, 2, 3}, i 6= j 6= k 6= i).
Proof. Consider the system of equations (7) and (20) under the substitutions
b1 :=
√
a2 + a3, b2 :=
√
a1 + a3, b3 :=
√
a1 + a2.
Then
ai =
(
b2j + b
2
k − b2i
)
/2, xi = qbi,
and equations (7) take the form
2b1b
4
3 + 2b1b
4
2 − 2b31b23 − 2b31b22 + b3b21 + b2b21 + b3b22 + b2b23 − b32 − b33 − 2b1b2b3 = 0,
2b2b
4
3 + 2b2b
4
1 − 2b32b23 − 2b32b21 + b3b22 + b1b22 + b3b21 + b1b23 − b31 − b33 − 2b1b2b3 = 0.
(23)
By eliminating b1 (and, independently, b2) from (23) we obtain the following two equations:
(b3 − b2)(2b22 + 2b2b3 − 1)(2b23 + 2b2b3 − 1)(2b22 + 2b23 + 2b2b3 − 1)(2b22 + 2b23 − 2b2b3 − 1) = 0,
(b3 − b1)(2b21 + 2b1b3 − 1)(2b23 + 2b1b3 − 1)(2b21 + 2b23 + 2b1b3 − 1)(2b21 + 2b23 − 2b1b3 − 1) = 0.
Solving this equations together (and taking into account the equations (23)) we get the
following four families of solutions of (23), that include solutions under the conditions bi > 0
(i = 1, 2, 3):
b1 = b2 = b3 = s,
bi = bj = s, bk =
(
1− 2s2)/(2s),
bi =
(
s+
√
2− 3s2
)
/2, bj =
(
−s+
√
2− 3s2
)
/2, bk = s,
bi =
(
s+
√
2− 3s2
)
/2, bj =
(
s−
√
2− 3s2
)
/2, bk = s,
where s ∈ R, s > 0, i, j, k ∈ {1, 2, 3}, i 6= j 6= k 6= i.
Now we return to the original parameters ai (i = 1, 2, 3). From the first family b1 = b2 =
b3 = s we obtain (21).
The second family bi = bj = s, bk =
(
1− 2s2)/(2s) gives (22). It is clear that ai ∈ (0, 1/2]
for all i = 1, 2, 3 if s ∈ (s1, s2).
The third and fourth families of bi give
ai =
s2 − s√2− 3s2
2
, aj =
s2 + s
√
2− 3s2
2
, ak = −s2 + 1/2.
It is easy to show that the system of inequalities ai > 0, i = 1, 2, 3, is incompatible in this
case.
Remark 2. Now we can find all singular points of the system (5) corresponding to the
families (21), (22) and having σ = 0.
According to Remark 1 the family (21) gives a unique singular point (x1, x2) = (1, 1) of (5)
satisfying σ = 0 for all s ∈ (0, 1/2].
Analogously, by Remark 1 it follows that the family (22) gives only the following singular
points of (5) satisfying σ = 0 for all s ∈ (s1, s2):
(2s2q, 2s2q),
(
2s2q, (1− 2s2)q), ((1− 2s2)q, 2s2q),
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where q = (2s2)
−2(4s4+4s2−1)
(6s2−1)(2s2+1) (1− 2s2)
−(2s2−1)2
(6s2−1)(2s2+1) > 0 is determined by the condition V ≡ 1
(see (4)).
Remark 3. Using Theorem 4 and Lemma 4 we can detect all values of ai ∈ (0, 1/2], i =
1, 2, 3, such that the system (5) has at least one singular point with σ = δ = 0. According to
Remark 2 for all s ∈ (0, 1/2] the family (21) gives a unique singular point (x1, x2) = (1, 1) of
(5) with σ = 0. In this case Q (see (19)) takes the form
Q = −(2s+ 1)4(4s − 1)8,
and the equation Q = 0 implies that s = 1/4. Then according to Lemma 4 the point (1, 1)
is a degenerate singular point (δ = 0) only for s = 1/4 (and its type has been determined in
Theorem 2). For s ∈ (0, 1/4) ∪ (1/4, 1/2] the point (1, 1) is a node.
Analogously, for the family (22) we have that
Q = s8(1− 8s2 − 4s4)(1− 2s2)3(3− 2s2)3,
and the equation Q = 0 has only three positive roots
√
2
√
5− 4/2, √2/2 and √6/2, but none
of these values belongs to the interval (s1, s2). Therefore, (22) can not give singular points of
(5) with σ = δ = 0.
Next we denote by S the set of points (a1, a2, a3) such that there is a singular point (x
0
1, x
0
2)
of the system (5) with ρ = 0. Recall that for points with a1a2 + a1a3 + a2a3 = 0 the system
(5) is undefined.
Theorem 5. A point (a1, a2, a3) with a1a2 + a1a3 + a2a3 6= 0 and a1a2a3 6= 0 lies on the
surface S if and only if
Q1(a1, a2, a3) := 4(a1 + a2)(a1 + a3)(a2 + a3)− 2a1 − 2a2 − 2a3 + 1 = 0. (24)
Proof. The equations (7) and (17) are homogeneous with respect to x1, x2, x3. Now
setting x3 = 1 and eliminating x1 and x2 from the above three equations (using e. g. Maple
or Mathemathica) we get the equations
(a1+a3)(a2+a3)(a1a2+a1a3+a2a3) ·
(
4(a1+a2)(a1+a3)(a2+a3)−2(a1+a2+a3)+1
)
= 0.
Note that for a3 = −a1 and a3 = −a2 we have no additional sets of parameters (a1, a2, a3).
This finishes the proof.
Remark 4. It is easy to show that system (5) has a singular point with ρ = δ = 0 if and only
if (a1, a2, a3) = (1/4, 1/4, 1/4) (in this case system (5) has exactly one degenerate singular
point (x1, x2) = (1, 1), see Section 4). Indeed, from the equations ρ = 0 and δ = 0 we have
σ = ρ2 − 4δ = 0. According to Remark 3, the system of equations δ = 0, σ = 0 has a
unique solution (a1, a2, a3) = (1/4, 1/4, 1/4). It is easy to check that this solution satisfies the
equation (24) as well. Therefore, Theorem 5 implies that ρ = 0.
7. Singular points for parameters in the set (0, 1/2)3 \ Ω
We first discuss a part of the surface Ω (see Section 5) in the cube (0, 1/2)3 . Recall that
Ω is invariant under the permutation a1 → a2 → a3 → a1. It should be noted that the set
(0, 1/2)3 ∩Ω is connected (it can be shown by lengthy computations using suitable geometric
tools). There are three curves (“edges”) of singular points on Ω (i. e. points where ∇Q = 0):
one of them has parametric representation a1 = −12 16t
3−4t+1
8t2−1 , a2 = a3 = t, and the others
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are defined by permutations of ai. These curves have a common point (1/4, 1/4, 1/4) which
is an elliptic umbilic on the surface Ω (see Figure 3). The part of Ω in (0, 1/2)3 consists of
three (pairwise isometric) “bubbles” spanned on every pair of “edges” (cf. pictures of elliptic
umbilics at pp. 64–91 of [27]). The Gaussian curvature at every non-singular point of the
surface Ω ∩ (0, 1/2)3 is negative, as it could be checked by direct calculations.
Remark 5. It should be also noted that the point (a1, a2, a3) = (1/4, 1/4, 1/4) is the unique
singular point of the surface S (∇Q1(1/4, 1/4, 1/4) = 0). This is clear by reducing (24) to
the simpler equation 4z1z2z3 − z1 − z2 − z3 + 1 = 0 using the substitutions z1 = a1 + a2, z2 =
a1+a3, z3 = a2+a3. It is easy to see that S divides the cube [0, 1/2]
3 into three domains O˜1,
O˜2, and O˜3 containing the points (0, 0, 0), (1/2, 1/2, 1/2), and (1/8, 1/4, 3/8) respectively.
From the above discussion and some geometric considerations (that could be rigorous but
very lengthy), we see that the set (0, 1/2)3\Ω has exactly three connected components. Denote
by O1, O2, and O3 the components containing the points (1/6, 1/6, 1/6), (7/15, 7/15, 7/15),
and (1/6, 1/4, 1/3) respectively.
Let us fix i ∈ {1, 2, 3}. By the definition of Ω, for all points (a1, a2, a3) ∈ Oi system (5)
has only non degenerate singular points. The number of these points and their corresponding
types are the same on each component Oi (under some suitable identification for various
values of parameters a1, a2, a3). Therefore, it suffices to check only one point in the set Oi.
One of the main results of this paper is the following theorem which clarifies the above
observation and provides a general result about the type of the non degenerate singular points
of the system (5).
Theorem 6. For (a1, a2, a3) ∈ Oi the following possibilities for singular points of the system
(5) can occur:
1) If i = 1 or i = 2 then there is one singular point with δ > 0 (a node) and three singular
points with δ < 0 (saddles);
2) If i = 3 then there are two singular points with δ < 0 (saddles).
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Proof. By Theorem 3 a non degenerate singular point is either a node (if δ > 0) or a
saddle (if δ < 0).
Recall that for (a1, a2, a3) ∈ Oi all singular points of the system (5) are not degenerate.
Moreover, there are no singular points (x1, x2, x3) with some zero component. Therefore, the
number of singular points and the set of signs of δ = δ˜ for these points is constant on
each component Oi. It is easy to check it for a small neighbourhood of any point (a1, a2, a3) ∈
Oi (it follows from the stability of degenerate singular points), but it could be spread to all
points of the connected set Oi via continuous paths (as in standard analytical monodromy
theorems).
Consider the component O1 containing the representative point (1/6, 1/6, 1/6). Then as
the calculations show, under x3 = 1 the system of equations (7) in the variables (x1, x2) has
four solutions, given by (1, 1), (2, 1), (1/2, 1/2) and (1, 2). By Lemma 2 it follows that the
point (x1, x2) = (1, 1) corresponds to the value δ = 1/9 (a node with ρ = 2/3 and σ = 0). If
(x1, x2) is one of the solutions (2, 1), (1/2, 1/2) and (1, 2), then δ equals to −2/9, −8/9 and
−2/9 respectively (so these points are saddles).
Consider now the component O2 containing the representative point (7/15, 7/15, 7/15). By
the same manner using Lemmas 1 and 2 we get the following four solutions (x1, x2) of the sys-
tem (7): (1, 1) with δ = 169/25 (a node with ρ = −26/25 and σ = 0), and (1/14, 1), (1, 1/14),
(14, 14) with δ equal to −4901/225, −4901/225 and −4901/44100 respectively (three saddles).
Finally, consider the component O3 containing the point (1/6, 1/4, 1/3). In this case we
get the following two solutions of the system (7): (x1, x2) = (4/5, 3/5) with δ = −35/72 (a
saddle); (x1, x2) ≈ (2.284185494, 2.372799295) with δ = −0.0982 (a saddle).
Note that all points (a1, a2, a3) with ai > 0 and a1+a2+a3 = 1/2 are in O1 (see discussion
after the proof of Lemma 4). Therefore, by Theorem 6 we get that among the singular points
determined by (12) there is one node and three saddles. It is possible to get more detailed
information in this case. The first family of the solutions (12) corresponds to a unstable node
and the other families give saddles.
Analogous results can be obtained for all other singular points given in Section 2. Namely
we have also proved that in the case D1 > 0 the family (10) can give only hyperbolic (λ1 6= 0,
λ2 6= 0) or semi-hyperbolic (λ1λ2 = 0, λ21 + λ22 6= 0) singular points of (5). Note that in the
hyperbolic case, nodes are stable if µ = 1 +
√
D1 and unstable if µ = 1 −
√
D1. If D1 = 0,
a1 = a2 = b 6= 1/4 then family (10) also gives hyperbolic or semi-hyperbolic singular points.
Note that (10) gives no singular points of (5) of the nilpotent type (λ1 = λ2 = 0, J 6= 0,
see (15)).
We plan to discuss results of such kind in another paper. Recall also that we have con-
sidered in Section 4 the special case D1 = 0, b = 1/4 with a unique linearly zero (J = 0)
singular point of (5).
Conclusion
Theorem 6 gives a general picture for types of singular points of the system (5) with
(a1, a2, a3) ∈ (0, 1/2)× (0, 1/2)× (0, 1/2). Nevertheless, it would be interesting to study “de-
generate” sets of parameters (a1, a2, a3) from the set (0, 1/2]
3∩Ω. For the point (a1, a2, a3) =
(1/4, 1/4, 1/4) we obtained suitable results in Section 4. It should be noted that the point
(a1, a2, a3) = (1/4, 1/4, 1/4) is a very special one on the algebraic surface
Ω = {(a1, a2, a3) ∈ R3 |Q(a1, a2, a3) = 0}
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(see Section 5 and also Remark 4). The following questions are worth for a further investi-
gation.
Question 1. Find a tool to study points (a1, a2, a3) of Ω for determining the type of singular
points (x1, x2) of the system (5).
We specify this question for some special cases.
Question 2. Determine the type of singular points for the case ai = aj , i 6= j, for (a1, a2, a3) ∈
Ω.
Question 3. Study the case when (a1, a2, a3) ∈ Ω lies on one of the three curves of degenerate
points of Ω (ai = −12 16t
3−4t+1
8t2−1
, aj = ak = t, i 6= j 6= k 6= i). What is the number of singular
points for such (a1, a2, a3)?
Question 4. Suppose that (a1, a2, a3) ∈ Ω ∩ (0, 1/2)3 does not lie on the three curves of
degenerate points of Ω. Then, is the number of singular points still equal to 3?
Question 5. Study the case ak = 1/2, ai, aj ∈ (0, 1/2], i 6= j 6= k 6= i.
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