Abstract. In this paper an application of the recently introduced pre-Lie Magnus expansion to Jackson's q-integral and q-exponentials is presented. Twisted dendriform algebras, which are the natural algebraic framework for Jackson's q-analogs, are introduced for that purpose. It is shown how the pre-Lie Magnus expansion is used to solve linear q-differential equations. We also briefly outline the theory of linear equations in twisted dendriform algebras.
Introduction
This article is a continuation of our recent work on the pre-Lie Magnus expansion and linear dendriform equations. In [EM09a] we use Loday's dendriform algebra [Lod01] to describe the natural pre-Lie algebra structure underlying the classical Magnus expansion [Mag54] . This point of view motivated us to explore the solution theory of a particular class of linear dendriform equations [EM09b] appearing in the contexts of different applications, such as for instance perturbative renormalization in quantum field theory. Our results fit into recent developments exploring algebro-combinatorial aspects related Date: March 29, 2010.
1 to Magnus' work [Cha08, Cha09b, GKLLRT95, Ise00] . In both references [EM09a, EM09b] we mentioned Jackson's q-integral and linear q-difference equations as a particular setting in which our results apply.
In the current paper we would like to explore in more detail linear q-difference equations and their (q-)exponential solutions in terms of a possible q-analog of the pre-Lie Magnus expansion. We are led to introduce the notion of twisted dendriform algebra as a natural setting for this work.
The paper is organized as follows. The introduction recalls several mathematical structures needed in the sequel such as pre-Lie algebra, bits of q-calculus, and Rota-Baxter algebra. In Section 2 linear q-difference equations as well as Jackson's q-analog of the Riemann integral are introduced. The next section contains the definition of unital twisted dendriform algebra and extends results from earlier work [EM09a, EM09b] to this setting. Finally in Section 4 we explain how the pre-Lie Magnus expansion in this setting gives rise to a version of the Magnus expansion involving Jackson integrals. In an appendix we briefly remark on a link of our results to finite difference operators.
1.1. Preliminaries. In this paragraph we summarize some well-known facts that will be of use in the rest of the paper.
1.1.1. Pre-Lie algebras. Let us start by recalling the notion of pre-Lie algebra [AG81, Cart09, Cha02] . A left (right) pre-Lie algebra is a k-vector space P with a bilinear product ⊲ (⊳) such that for any a, b, c ∈ P :
Observe that for any left pre-Lie product ⊲ the product ⊳ defined by a ⊲ b := −b ⊳ a is right pre-Lie. One shows easily that the left pre-Lie identity rewrites as:
where the left multiplication map L ⊲ (a) : P → P is defined by L ⊲ (a)(b) := a ⊲ b, and where the bracket on the left-hand side is defined by [a, b] := a ⊲ b − b ⊲ a. As a consequence this bracket satisfies the Jacobi identity and hence defines a Lie algebra on P , denoted by L P : in order to show that (see [AG81] ) we can add a unit 1 to the left pre-Lie algebra by considering the vector space P = P ⊕ k.1 together with the extended product (a + α1) ⊲ (b + β1) = a ⊲ b + αb + βa + αβ1), which is still left pre-Lie. The map a → L ⊲ (a) is then obviously an injective map from P into End P , which preserves both brackets.
An easy but important observation is that a commutative left (or right) pre-Lie algebra is necessarily associative, see [AG81] .
1.1.2. Rota-Baxter algebras. Recall [Bax60, Atk63, Rot69] that a Rota-Baxter algebra (over a field k) of weight θ ∈ k is an associative k-algebra A endowed with a k-linear map R : A → A subject to the following relation:
The map R is called a Rota-Baxter operator of weight θ. The map R := −θid − R also is a weight θ Rota-Baxter map on A. Both, the image of R andR form subalgebras in A. Recalling the classical integration by parts rule one realizes that the ordinary Riemann integral, If (x) := x 0 f (y)dy, is a weight zero Rota-Baxter map. Let (A, R) be a Rota-Baxter algebra of weight θ. Define:
The vector space underlying A, equipped with the product * R is again a Rota-Baxter algebra of weight θ and R(a * R b) = R(a)R(b). Now observe that Rota-Baxter algebras of any other kind than associative still make sense, with the same definition except that the associative product is replaced by a more general bilinear product. Indeed, let A be an associative Rota-Baxter algebra of weight θ and define:
The vector space underlying A, equipped with the product ⊲ R is a Rota-Baxter left pre-Lie algebra in that sense. Observe that:
1.1.3. The pre-Lie Magnus expansion. Let A be the algebra of piecewise smooth functions on R with values in some associative algebra, e.g. square matrices. Recall Magnus' expansion [Mag54] , which allows us to write the formal solution of the initial value problem:
as X(t) = exp(Ω(U )(t)). The function Ω(U )(t) solves the differential equation:
with initial value Ω(U )(0) = 0, where the B n are the Bernoulli numbers. Here, e ad Ω denotes the usual formal exponential operator series. We refer the reader to the recent works [Ise00, Ise02, BCOR09] for more details on Magnus' result and its wide spectrum of applications. In fact, Magnus' expansion allows us to rewrite the Dyson-Chen series of iterated integrals, seen as a formal solution of the initial value problem (6):
where I stands for the Riemann integral IU (t) := t 0 U (s) ds. Let us remark that the sum of iterated commutators on the right-hand side of the second equality in (7) accounts for the non-commutativity of the underlying function algebra A. We now write the Magnus expansion using the natural left pre-Lie product U ⊲ I V := [IU, V ], U, V ∈ A, implied by the weight zero Rota-Baxter relation (5):
where L ⊲ I (U )V := U ⊲ I V . We call this the pre-Lie Magnus expansion [EM09a, EM09b] , see paragraph 3.3 below. The first few terms are:
Magnus' expansion is also known as the continuous Baker-Campbell-Hausdorff (BCH) formula [Wil67, MP70, Str87, GKLLRT95] because choosing the function:
in the above initial value problem gives Ω(U )(2) = BCH(x, y), where: 
In fact, one can show that the application W is a bijection, and, in view of (8), its inverse W −1 coincides withΩ in the case of the pre-Lie product ⊲ I above. We adopt the notation W −1 = Ω ′ for a general pre-Lie algebra (A, ⊲). Transferring the BCH product by means of the map W , namely:
Hence W (a)#W (b) = W (a) + e L⊲(a) W (b). The product # is thus given by the simple formula
In particular, when the pre-Lie product ⊲ is associative this simplifies to a#b = a ⊲ b + a + b. The inverse is given by a #−1 = W − Ω ′ (a) = e −L⊲(Ω ′ (a)) 1 − 1.
1.1.4. q-numbers and q-exponentials. For details we refer the reader to [ChKa02] . Recall the definition of q-numbers:
0 < q < 1 and k ∈ Z + , and q-factorials:
Jackson's q-exponential functions are defined as:
Observe that E q (x) = e 1/q (x). It has been shown that if the q-commutator [x, y] q := xy − qyx vanishes one finds e q (x)e q (y) = e q (x + y). However, if the q-commutator of x and y does not vanish, then the product of two q-exponentials is encoded by a q-analog of the BCH-expansion:
with:
For more details we refer the reader to [KaSo91, KaSo94] and [DK95] , where the first four terms of the q-BCH expansion have been calculated explicitly. Further below we will show the link to a q-analog of the pre-Lie Magnus expansion. For an account of a q-analog of the logarithm, see [KvA09] .
q-differences and Jackson's q-integral
Let A be the algebra of continuous functions on R with values in some not necessarily commutative unital algebra B. As a guiding example we have n × n-matrices with complex entries in mind. Let 0 < q < 1, and consider the q-difference operator on A:
This operator satisfies the following q-twisted Leibniz rule:
where M q F (t) := F (qx) is the q-dilation operator. Observe that the q-Leibniz identity is equivalent to:
Using the q-dilation operator M q we may write:
Here ι(t) = t1 B denotes the identity map and 1 B is the unit in B, which we will suppress in the sequel for the sake of notational clarity.
From the foregoing formula (18) we immediately deduce the inverse operation, or anti-derivation, given by Jackson q-integral:
A direct check shows that ∂ q • I q (f ) = f , and I q • ∂ q (f )(t) = f (t) − f (0). Setting F = I q f and G = I q g in (17) yields the q-twisted weight zero Rota-Baxter type relation:
Jackson's q-integral may be written in a more algebraic way, using again the q-dilation operator M q [Atk63, Rot95]:
Proposition 1. The maps P q and id + P q =:P q are Rota-Baxter operators of weight 1 and −1, respectively.
Proof. For the map P q we find
The second assertion follows easily by an analogous calculation.
The Jackson q-integral is given in terms of the above operator as:
Recall that ι : t → ι(t) = t is the identity function. One shows that the Jackson q-integral satisfies the identity:
Example 2.
2.1. Linear q-difference equations. We briefly recall the well-known results for linear homogenous matrix q-difference equations. First, observe that Jackson's q-exponentials are eigenfunctions for the q-difference operator:
∂ q e q (t) = e q (t) and
Setting y(t) := e q (t)E q (−t) and applying the twisted Leibniz rule we easily compute [B06] ∂ q y = 0, hence t → y(t) is a constant function. Setting t = 0 we thus obtain:
(23) e q (t)E q (−t) = e q (t)e q −1 (−t) = 1.
We refer the reader to the standard references mentioned above for more details on the q-differences and Jackson's q-integral, see also [B06] . Consider the linear homogenous q-difference equations:
with X(0) = Y (0) = 1. It is obvious that the above q-difference equations correspond to the q-integral equations:
As a remark we mention the solution in form of an infinite product [B06] :
From this one easily verifies that if U and V are constant matrices, the solutions to the above autonomous q-difference equations are given by:
respectively.
Theorem 2. Let X, Y and U be such that Y (0)X(0) = 1 and:
Proof. A simple direct check shows that the product Z=YX verifies ∂ q Z = 0, hence t → Z(t) is a constant. Setting t = 0 gives the result.
Applying Theorem 2 to a constant matrix U and setting t = 1 we immediately find the following corollary.
Corollary 3. For any constant matrix U we have:
At this point a natural question suggests itself: can we express the solutions to the above linear q-difference equations as the q-exponential of some q-analog of the pre-Lie Magnus expansion? In this work we suggest, using the pre-Lie Magnus expansion itself with respect to Jackson's q-integral, to put the solutions in ordinary exponential form. In fact, our approach in general is based on a formula which can be traced back at least to Hardy and Littlewood ( [HL46] , see [NG96] eq. (53) and [Qu03] Paragraph 3) which allows us to rewrite q-exponentials as ordinary exponentials. However, let us emphasize that it does not suffice to replace the Riemann integral in Magnus' expansion (7) by Jackson's q-integral. Indeed, considering the results presented in this section compared to those in references [EM09a, EM09b] we are led to the notion of twisted dendriform algebra to be introduced in the next section.
Twisted dendriform algebras
The notion of dendriform algebras was introduced by Loday [Lod01] . It developed over the past decade into an active research branch of algebra and combinatorics. The basic idea is to express the multiplication of an associative algebra by a sum of operations together with a set of relations so that the associativity of the multiplication follows from the sum of these relations. As it turns out, a dendriform algebra may at the same time be seen as an associative as well as a pre-Lie algebra. Main examples of dendriform algebras are provided by the shuffle and quasi-shuffle algebra as well as associative Rota-Baxter algebras. However, in the foregoing section we have seen that Jackson's q-integral is almost a Rota-Baxter map. This motivates the introduction of a proper extension of Loday's notion, called twisted dendriform algebra.
3.1. General setting. Before giving the general definition we start with an example coming from Jackson's q-integral. In view of identity (20) in the preceding section we are led to introduce the two following bilinear operations on the algebra A of continuous functions:
We also set:
In view of the simple relation M q I q = qI q M q , this can also be written as:
with Φ q := qM q . From (20) the following three equations can be derived:
Observe that the product * q is associative: indeed, thanks to (20) we have:
The three relations above are then reminiscent of the axioms of a dendriform algebra [Lod01] , except that the associative product * q is not the sum of the two operations ≺ q and ≻ q . We however remark that Φ q is an isomorphism for both of the binary laws ≺ q and ≻ q , as well as for the associative product * q . Moreover, one verifies that:
is left pre-Lie. It can be checked directly, but it is a simple consequence of Lemma 7 below. Observe that:
which asks for a generalization of the Bohnenblust-Spitzer identity [EMP09] , [NT09] in the context of Jackson's q-integrals. In view of the next section let us do some simple calculations to get familiar with this product. Hence, let a, b ∈ A be constant functions. Then:
As a useful remark, we note that if a, b commute classically, i.e. ab = ba, then we find a ⊲ q b(t) = b ⊲ q a(t) = (1 − q)abt and:
The following two simple lemmas will be of use at the end of the paper. Recall that A is the algebra of continuous functions on R with values in some not necessarily commutative (in the classical sense) unital algebra B.
Lemma 4. Let a 1 , . . . , a n ∈ A, constant functions, all commuting in the classical sense, i.e. a n a m = a m a n for all n, m. On the subspace spanned by these elements the pre-Lie product is commutative and hence associative.
Lemma 5. Let P ∈ A be a polynomial function P (t) := N n=0 a n t n with coefficients in B which are classically commuting, i.e. a l a m = a m a l for any l, m. Then the n-fold pre-Lie product is given by:
where the coefficients are:
Proof. The proof follows by induction. First, observe that:
Hence, in general for a n + 1-fold product:
The coefficients (35) follow from the multinomial formula.
In view of Theorem 2 and the subsequent question concerning a q-analog of Magnus' expansion, the following remark is in order: indeed, when comparing with (5) we observe that the above pre-Lie product cannot be written using the natural Lie bracket on A and the q-integral due to the presence of the isomorphism Φ q . As a result, even for functions with commuting images, e.g. scalar-valued ones, there is no reason for the pre-Lie product (32) to vanish unless q = 1. This leads to the following definition: Definition 1. A twisted dendriform algebra on some field k is a k-vector space D together with two bilinear operations ≺ and ≻ and a linear automorphism Φ such that for any x, y, z ∈ D:
where:
The usual notion of dendriform algebra is recovered when Φ is the identity of D. The above example (A, ≺ q , ≻ q ) is obviously a twisted dendriform algebra, with Φ = Φ q .
Lemma 6. The product * in a twisted dendriform algebra (D, ≺, ≻, Φ) is associative, and Φ is an automorphism for * .
Proof. The second assertion is immediate. We then have for any x, y, z ∈ D:
Lemma 7. The operation ⊲ defined by x ⊲ y := x ≻ y − y ≺ Φ(x) is left pre-Lie.
Proof. For any x, y, z ∈ D we have:
This expression is symmetric in x and y, which proves the claim.
We also consider the right pre-Lie operation ⊳ defined by x ⊳ y := −y ⊲ x = x ≺ Φ(y) − y ≻ x. One easily verifies that the associative operation (41) and the pre-Lie operations ⊲, ⊳ all define the same Lie bracket:
Let us finally remark that Φ is an automorphism for both pre-Lie structures ⊲ and ⊳.
3.2. Unital twisted dendriform algebras. Let D := D ⊕ k.1 be our twisted dendriform algebra augmented by a unit 1:
implying that a * 1 = 1 * a = a. We extend the linear isomorphism Φ to D by setting Φ(1) = 1. Note that, like in the untwisted case, 1 * 1 = 1, but that 1 ≺ 1 and 1 ≻ 1 are not defined [Ron00] , [Cha02] .
3.3. The pre-Lie Magnus expansion. We generalize the results of [EM09a] to the twisted case. Let us formally define the exponential and logarithm map in terms of the associative product, exp * (x) := n≥0 x * n /n!, log * (1 + x) := − n>0 (−1) n x * n /n, respectively. This makes sense if the base field is of characteristic zero and if the twisted dendriform algebra D is replaced by λD[[λ]], or more generally by a twisted dendriform algebra D ′ with a complete decreasing filtration compatible with the structure. The exponential (resp. the logarithm) is then a bijection from
In the following we first give a recursive expression in 1 + λD [[λ] ] for the logarithm of the solutions of the following two equations for a fixed a ∈ D:
, in terms of the left pre-Lie product ⊲. Formal solutions to (43) are given by:
Let us introduce the following operators in (D, ≺, ≻, Φ), where a and b are any elements of D: 
or alternatively:
where the B l are the Bernoulli numbers.
Proof. Notice that (45) can be immediately derived from (44) thanks to
We prove (44), which can be rewritten as:
we must then prove that X := exp * (Ω ′ (λa)) is the solution of X = 1 + λa ≺ Φ(X), where a is given by (46). Let us first remark that:
and that the two operators R ≺ (Φ(Ω ′ )) and L ≻ (Ω ′ ) commute thanks to the twisted dendriform axiom (39). We have then, using the five twisted dendriform algebra axioms:
So we get:
An iterated integration by parts shows that:
which yields:
On the other hand, we have:
Equality (46) follows then from the identity:
p+q=n
which is easily shown by induction on n. Analogously, one readily verifies that:
Remark 9. In view of (45), the map
] is the inverse of the map W introduced in Paragraph 1.1.3, which justifies the notation chosen.
3.4. Perspectives. First, we remark that the pre-Lie Fer expansion [EM09a] also applies in the setting of twisted dendriform algebras giving the logarithm of the solutions of the two equations in (43) as an infinite product. Secondly, it would be interesting to adapt the results of [EM09b] on linear dendriform equations to the twisted dendriform setting, namely find solutions of second-order equations like:
or higher-order equations:
A Magnus expansion for Jackson integrals
Let us return to our function algebra A endowed with the twisted dendriform structure given in terms of Jackson's q-integral I q and the linear isomorphism Φ q = qM q . We denote by ⊲ q the corresponding pre-Lie product, and by W q , Ω ′ q : A → A the corresponding maps defined in Paragraph 1.1.3. Recall that Ω ′ q = W −1 q .
Proposition 10. Let a ∈ A be the constant function taking the value t → a(t) := a. Then the (non-constant) function W q (a)(t) is given by:
Proof. From (32) we have a⊲ q a = (1− q)a 2 t. A straightforward induction argument (or, alternatively, a direct application of Lemma 5 to the constant polynomial P = a) shows:
which, in view of (10), proves the proposition.
We are interested in the (ordinary) logarithm Ω q of the solution Y of the following q-integral equation:
We introduce the extra unit 1 and consider the unital twisted dendriform algebra A = A⊕k1 (note that the new dendriform 1 is not related to the constant function 1, which is the unit of the original associative algebra A). We extend I q by setting I q (1) := 1. In view of the pre-Lie Magnus expansion above, it is clear that Y = I q (Y ) solves (51), where Y is the solution of:
. From Theorem 8 we deduce that
where the q-analog of Magnus' expansion solves:
with the pre-Lie product ⊲ q defined in (32). Observe that the q-analog of Magnus' expansion does not follow from simply replacing the Riemann integral by Jackson's q-integral. Instead, at this point it becomes evident that the pre-Lie structure underlying the classical Magnus expansion has to be changed.
Recall from Theorem 2 that X = Y * q −1 solves the linear dendriform equation:
In view of I q • Φ q = q −1 Φ q • I q , the element X = I q (X) solves the q-integral equation:
Note that the exponential in (52) is not the q-exponential. Hence the solutions to the q-difference respectively q-integral equations is given in terms of the classical exponential and all the q-deformation structure is encoded in the function:
In view of Proposition 10 and equations (25) as well as of formulas (3.6) and (3.7) in [Qu03] (cf. Appendix A therein) we have the following results:
Proposition 11. Let a ∈ A be a constant function. Then:
exp Ω q (a)(t) = E q (at) and exp − Ω q (−a)(t) = e q (at).
(q − 1) n−1 t n−1 n a n = − 1 (q − 1)t log 1 − at(q − 1) .
Obviously, it would be desirable to find a link to the q-analog of the BCH formula (14,15) [KaSo91] . Recall equation (12) which implies:
Here, BCH * q denotes the classical BCH expansion (9) with respect to the Lie bracket defined in terms of the associative product (28). We used BCH(−b, −a) = −BCH(a, b), as well as equation (13). However, note that the computation does not lead to e q (−b # − a). Indeed, −b # − a is not a constant function. Moreover, −b # − a is linear in its second argument.
The following simple corollary follows from the fact that if a, b ∈ A commute classically (i.e. ab = ba) in A then a#b = a ⊲ b + a + b. Recall that ι(t) = t denotes the identity function.
Corollary 12. Let a, b ∈ A be constant functions which commute classically, i.e. ab = ba in A. Then a#b(t) = a ⊲ b(t) + a + b = a + b + (1 − q)tab and:
Observe that, using the q-Leibniz rule, this follows also naturally from the fact that the function x(t) := e q (at)e q (bt) solves the q-differential equation:
Finally, note that in the light of Lemma 5 we find for P (t) := a + b − (1 − q)abt:
We finish with a couple of remarks. First, we have introduced a new functional q-analog of the exponential function. Indeed, defining the function: exp q := exp •(−Ω q ) : A → A we find for a, b ∈ B ⊂ A interpreted as constant functions, e q (at) = exp q (−a)(t), such that: exp q (−a) exp q (−b) = exp q (−b # − a).
Second, as in the classical case, one would expect that the q-BCH formula should derive from a true q-analog of the Magnus expansion, i.e. from expressing the solutions of q-difference equations (24) as a q-exponential rather than as an ordinary exponential. A candidate for such a q-analog has recently been investigated by F. Chapoton [Cha08] , but this question still remains open.
Appendix: difference operators
In this appendix we would to indicate the fine distinction between finite difference calculus and q-difference calculus. Indeed, in view of relation (20) the latter motivated the introduction of the notion of twisted dendriform algebra. Whereas the former, as we will briefly outline here, naturally fits into the Rota-Baxter picture and hence relates to ordinary dendriform algebras [EM09a, EM09b] .. Let A be the algebra of piecewise continuous functions on R with values in some not necessarily commutative unital algebra B. Let h > 0, and consider on A the difference operator:
This operator satisfies the following modified Leibniz rule:
A right inverse is given by the Riemann summation operator S h defined by:
]−1 k=0 f (x + hk) if x < 0.
We indeed have S h f (x+ h)− S h f (x) = hf (x) for any x ∈ R, hence D h S h F = F . A direct computation shows that for any F ∈ A and any x ∈ R we have:
As a consequence and considering the zero-case in (56), putting F = S h f and G = S h g in (55) and applying S h to both sides we get the weight h Rota-Baxter relation for the operator S h : (58) S h (f.S h g + S h f.g + hf g) = S h f.S h g.
Given some U ∈ A, consider the linear homogeneous equation:
with initial condition F (0) = 1. It is equivalent to the equation:
Restricting ourselves to the functions F which are constant on the interval [0, h[ this equation takes the form:
where 1 denotes the constant function equal to 1 on R. Recall ( [EM09a, EM09b] ) that A is an ordinary dendriform algebra, with:
Adding formally the unit 1 to this dendriform algebra and setting S h (1) = 1, this equation is equivalent to the following equation in A (with S h X = F ):
(59) X = 1 + X ≻ U, which have been extensively studied (on a formal level) in [EM09a] and [EM09b] .
