ABSTRACT It remains a challenge to identify a satisfactory set of tradeoff solutions for many-objective optimization problems that have more than three objectives. Coevolving the solutions with preference is becoming increasingly popular due to the enhanced local search capability, which makes it suitable for solving many-objective optimization problems. The framework of preference-inspired co-evolutionary algorithms (PICEAs) is suitable for obtaining promising performance for such problems, and the PICEA with goal vectors (PICEA-g) has achieved good performance in many applications. In this paper, an improved PICEA-g is proposed to further resolve this long-standing problem. The local principal component analysis operator is used as a controller to further expand the ability of the PICEA-g algorithm and enhance the convergence of PICEA-g. The proposed algorithm was evaluated using several widely used benchmark test suites that had 3-15 objectives and made a systematic comparison with five state-of-the-art multi-objective evolutionary algorithms. The resulting substantial amount of experimental results revealed that the algorithm we proposed could have good performance on most of the test suites assessed in our research, and it performs very well compared with other many-objective optimization algorithms. In addition, a sensitivity test was carried out to explore the impact of a key parameter in the algorithm we proposed in this study.
I. INTRODUCTION
Multi-objective evolutionary algorithms (MOEAs) can be beneficially utilized to solve multi-objective optimization problems (MOPs) that have no more than three conflicting objectives [1] , [2] . In the past 20 years, there has been a surge of studies on MOPs, and many MOEAs have been proposed on the basis of the concept of Pareto dominance [3] - [5] . However, MOPs that possess greater than three objectives present additional challenges, and the performance of Pareto dominance-based MOEAs weaken severely as the number of objectives increase [6] - [9] . Thus, these MOPs have been described as many-objective optimization problems (MaOPs).
Problems with the performance of Pareto dominance-based MOEAs in the solution of MaOPs may be due to loss of selection pressure, which drives the population toward the Pareto front. In the population, non-dominated solutions increase in number dramatically accompanied by an increase in the number of objectives [10] - [12] . Many researchers have attempted to improve the search capabilities of Pareto dominance-based MOEAs for many-objective problems to reduce the drawbacks of Pareto dominance-based MOEAs [13] , [14] .
A theoretically well-supported alternative to Pareto dominance is quantification of the quality of solution sets employing a function indicator. This type of MOEA is called a performance-indicator based approach, which includes the indicator based evolutionary algorithm (IBEA) [15] , the S-metric selection based evolutionary multi-objective algorithm (SMS-EMOA) [16] , a dynamic neighborhood multiobjective evolutionary algorithm based on hypervolume indicator (DNMOEA/HI) [17] , and the fast hypervolume based evolutionary algorithm (HypE) [18] . These methods are not affected by the MOEAs problems based on dominance when solving MaOPs. It should be noted that the computational expenses for the performance calculation become excessive when the objective number is large [19] .
Another promising solution to MaOPs is dividing a complicated MOP into a group of sub-problems and solving them collaboratively, namely with decomposition based approaches [20] , [21] . Two kinds of decomposition based approaches predominate [22] . The first one decomposes MOP into a number of single-objective problems (SOPs), which include early weighted aggregation based approaches [23] , [24] , and the recently developed multi-objective evolutionary algorithm based on decomposition (MOEA/D) [25] , in which more specific collaboration strategies are introduced among sub-problem solutions. Various MOEA/Ds have been suggested to promote the strategy for choosing sub-problems to optimize the balance between convergence and diversity [26] - [28] . The second decomposition based approach breaks MOP down into a number of sub-MOPs. For example, MOEA/D-M2M [29] separates the overall Pareto front (PF) into sections that can be viewed as sub-problems. NSGA-III is another MOEA that would be in this same category [30] in which a group of predefined and regularly distributed reference points maintain a variety of candidate solutions that finally enhance the algorithm convergence. Even though it has been reported that the second type of decomposition based approach is very effective [31] , [32] , the development is still in a nascent stage compared with the first type.
Because the Pareto-dominance-based methods lose efficacy in the dominance relationship, the third kind of improvement strategy aims to modify the dominance relationship of the algorithms. For example, a grid-based evolutionary algorithm (GrEA) was proposed to take advantage of the grid dominance to push the selective pressure to the frontier [33] . Similar approaches include: ε-dominance [34] , θ -dominance [35] , L-optimality [36] , and so on.
Intuitively, coevolving a family of preferences simultaneously with a population of candidate solutions is potentially another promising concept for resolving many-objective problems, as preference-based procedures typically aid the generation of tradeoff surfaces in the objective subspaces that are the decision maker's focus [37] , [38] . The achievements of this concept were denoted preference-inspired co-evolutionary algorithms (PICEAs) because the preferences are utilized to produce approximation sets for a posteriori decision-making instead of being representative of the true expressions of decision-maker preferences for a priori or progressive optimization. Purshouse et al. [39] recently pointed out that such a co-evolutionary strategy can surpass NSGA-II [40] , which conducts a random search on MaOPs. Moreover, Wang et al. [41] assessed the potential of the PICEA idea by proposing goal vectors, which is called Preference-Inspired Co-evolutionary Algorithm with goal vectors (PICEA-g), to lead the solution to the Pareto Front. Although PICEA-g has been proven to have good performance on MaOPs, the random generation of the goal vectors will produce some goal vectors that are too far away from the PF. These goal vectors are 'useless', because they cannot provide the dominating information for reference. It still leaves room for the performance improvement of PICEA-g. In this research, we presented a framework based on PICEA concept. In this framework, we introduced the local principal component analysis (LPCA) operator to guide the generation of goal vectors, instead of the original random generation mode. Compared with random generation, the LPCA operator can help the goal vectors to be closer to the PFs in the hyper dimensional space, thus providing more dominating information for optimal search. We then compared the enhanced PICEA-g algorithm with other state-of-the-art MOEAs: HypE, MOEA/D, NSGA-III, GrEA, along with the PICEA-g algorithm.
This paper is organized into sections, as shown below. In Section 2, based on the basic concept of PICEA, an improved preference heuristic cooperative evolution algorithm is proposed based on the PICEA-g algorithm and the specific generation of goal vectors. Section 3 compares the presented algorithm with four representative many-objective evolutionary algorithms, and sets the parameters of the algorithm and WFG test suites. The results of the experiment are systematically analyzed, and the sensitivity of the algorithm's parameters is discussed further in Section 4. Finally, Section 5 summarizes the research results, research limitations, and future research ideas.
II. PREFERENCE-INSPIRED CO-EVOLUTIONARY ALGORITHM WITH THE ORIENTED GOAL VECTORS

A. FRAMEWORK OF PICEA
When confirming many-objective optimization, the Paretodominance relation has low ability for providing comparability among alternative solutions. Such a challenge suggests that Pareto-dominance algorithms have difficulty pushing the search toward the Pareto front [6] . The notion of using preferences as a means of comparing solutions for the purposes of a posteriori optimization instead of as real decision-maker preferences is not new to evolutionary multi-criteria optimization (EMO) research, but is certainly underexplored. Existing methods tend to emphasize the formulation of preferences based on aggregations. Jin et al. proposed to guide the search by weighted sum method with varied weights along the search [42] . Hughes proposed to employ a set of pre-defined (evenly-distributed) weight vectors or generate weight vectors based on the online archive of locally non-dominated solutions [43] - [45] . Likewise, Zhang and Li [25] proposed the well-known decomposition based EMO algorithm where weight vectors are evenly distributed [44] . A problem for these approaches is about the selection of an appropriate preference family that can fully represent the Pareto front.
Coevolving the preference family with the candidate solutions is a potential approach to keep the preference family related with the population during the optimal search. According to the aforementioned methods, we can obtain the fitness of the candidate solutions by the dominating performance from the preferences. Meanwhile, the preferences can provide the comparability of the candidate solutions to obtain fitness. It is also the basic idea of the PICEA framework. Although there are multi-objective instances [46] , it is very challenging to utilize the benefits of co-evolution to optimize many-objective problems [47] . There are only few existing work attempted to implement a concept similar to PICEA. Lohn et al. [50] used the formation of a range of goal vectors to promote the diversity of the PF. The article was published shortly prior to the emergence of EMO's many-objective optimization; the authors failed to take into account the beneficial aspects of goal vectors to improve the solutions' comparability themselves. However, this article can be seen as an attempt at co-evolution. In PICEA, S is the solution of candidate to be optimized, which has a fixed population, N, and a fixed generations, t max . In each iteration t, N parent solutions S(t) will produce N offspring solutions O(t) by random generation and mutation. And then parent solutions S(t) are pooled with offspring solutions O(t) to generate N new parent solutions S(t+1), according to truncation selection of fitness function.
Subsequently, Wang et al. [41] proposed a novel co-evolutionary algorithm that used the framework of PICEA, which is then called a PICEA-g algorithm. This algorithm considers a family of goals because 'goals' is a more appropriate term than 'target vectors' when taking decision maker preferences into account.
B. MOTIVATION
It is obviously that the core concept of PICEA-g lies in advancing the search in an exact direction towards the Pareto front by the co-evolutionary with goal vectors. Understanding the operation of goal vectors can further help us to clarify the advantages and disadvantages of the PICEA-g algorithm, and Figure 2 vividly shows about how goal vectors effectively promote the search process.
As shown in Figure 2 , we take a bi-objective minimization optimization issue as a sample. F(•) is the fitness for candidate solutions, and as demonstrated in [41] , the fitness function of a candidate solution can be formulated as follows:
where n g is the number of the goal vectors which are dominated by the candidate solution.
According to Equation (1), the fitness of s 1 , s 2 , and s 3 can be calculated and ranked. We can easily compare the fitness results of s 3 with s 1 , s 2 . However, there is no comparable basis between s 1 and s 2 , which happens because of the random generation of goal vectors.
As shown in Figure 2 , the goal vector is generated farther away from the Pareto front, and can be dominated by the more candidate solutions, which means the n g will be bigger. According to Equation (1), the father generated goal vectors could make less contribution to the fitness of candidate solutions. In this case, this kind of goal vectors is not meaningful to the entire evolutionary process and can be defined as 'useless'. Although some of these 'useless' goal vectors will be screened out during the iteration, the wasted computational cost is still used to calculate the remaining 'useless' goal vectors during the entire co-evolution. As the dimension of optimization problems and the computational complexity increases, this computational cost can be exponentially magnified, and negatively affecting the results of optimization. In order to conquer the random-generated shortcoming, a novel mechanism should be draw into the generation of goal vectors, which is explained in the next part.
C. NOVEL REALIZATION OF PICEA: PICEA-g/LPCA
In the PICEA-g algorithm, the goal vectors are selected by random choices. It is evident that as the goal vectors are located further away from the Pareto Front, the comparability between alternative solutions is less useful. Meanwhile, we consider that the candidate solutions would become a hyperplane situation when the multi-objective optimization problems (MOPs) have more than three conflicting objectives. Therefore, we proposed an enhanced PICEA-g VOLUME 6, 2018
Algorithm 1 PICEA-g Oriented by Local PCA (PICEA-g/LPCA)
Input: Initial candidate solutions, S 0 , initial goal vectors, G 0 Parameter: N indicates the scale of initial candidate solutions, M indicates the size of objectives, N g indicates the number of goal vectors, maxGen indicates the maximum scope of generations, θ indicates the threshold of LPCA, pc and pm respectively represent the probability of crossover and mutation. Output: Promoted candidate solutions, S, promoted preference vectors, G, and the best fronts.
algorithm by improving the choosing process of goal vectors. The goal of local PCA is the key to enhancing the PICEA-g algorithm, which can find several hyperplanes located in the center of the current objective function space. These hyperplane fragments locally approximate the manifold distribution of the current objective function space. Specifically, the local PCA first divides the current objective function space into several non-connected clusters, and then use PCA to learn the main components of each class. If the local class is small enough, then the intra-class data distribution will not be too curved. The pseudocode of Local PCA is presented in Algorithm 1. The encoding stage of an algorithm can be demonstrated soon afterwards:
Step 1 (Initialization): The sample set t * is randomly chosen from the inputs. Initialize x = x (i) to be the reference vector set, and x (i) to the identity matrix.
Step 2 (Clustering): Cluster the samples in to K regions S (1) , · · · , S (K ) , where Step 3 (Generalized Centroid Analysis): According to the Lloyd algorithm, the reference vectors x (i) are to be placed at the generalized centroid of the region S (i) . The generalized centroid is defined by:
where N i represents the number of data points in S (i) . is a projection operator in terms of the eigenvectors, which is formulated as follows:
wherex is the average number in S (i) .
Thus we compute the covariance matrices
and their eigenvectors e
Step 4 (Classification): Classify the samples in to K regions S (1) , · · · , S (K ) :
where
n ) is consisted of the eigenvectors of covariance matrices, l is the compressed target dimension and dd(x, t * i ) is the reconstruction error.
Step 5 (Stopping Rules): Iterate steps 3 and 4 until the fractional change in the average reconstruction error is below some specified threshold, as shown in Equation (10)
Then we integrated the local PCA algorithm into the framework of PICEA, and created a novel evolutionary algorithms-framework, consisting of solution initialization, solution evaluation, genetic operation, selection-forvariation, and selection-for-survival. The PICEA-g/LPCA algorithm is specifically, an elitist approach, which is illustrated in Figure 3 . is formed. Ng new goal vectors, Gc(t), are simultaneously and randomly generated based on the predefined bounds. They are then regenerated by the LPCA algorithm. Both S(t) and Sc(t), and G(t) and Gc(t), are then pooled, respectively, and fitness is used to sort the combined population. The best N solutions and goal vectors are eventually selected as new parent populations, S(t+1) and G(t+1), respectively. The details of the PICEA-g/LPCA algorithm are presented in pseudocode, which is shown in Algorithm 1.
In the pseudocode of PICEA-g/LPCA, the function 'fitness' is currently implemented by different situations. The LPCA algorithm is regarded as an oriented guide for goal vectors, which is like the mechanical rabbit in greyhound racing. In the Figure 4 , the LPCA operator filters out those goal vectors, which are farther away from the PF, and drives goal vectors from the whole dominated space into a narrow band near the candidate solutions. To further the comparative research, there are four other state-of-the-art evolutionary algorithms introduced in the next section.
III. COMPARATIVE STUDIES
This section describes the experimental design for demonstrating the PICEA-g/LPCA on benchmark test problems. First, we specified four of the best evolutionary algorithms in their class, one performance metric, and nine continuous benchmark test problems to compare with PICEA-g/LPCA. The experimental settings are shown in the next section. Finally, the parameter settings that were adopted in this paper are provided. 
A. MOEAs FOR COMPARISON
As mentioned above, there are five categories of methods to improve the performance of traditional Paretodominance MOEAs. In order to test the performance of PICEA-g/LPCA, We select five representatives from five categories to be compared. In Table 1 , the comparative MOEAs are listed as, HypE, MOEA/D, NSGA-III, GrEA, and PICEA-g.
Since we have introduced the PICEA-g above, here, we briefly introduce the other four state-of-the-art MOEAs.
• HypE: HypE is a preference-indicator-based evolutionary algorithm for MaOPs [18] . It generates the approximate hypervolume (HV) [49] values by Monte Carlo simulation. This method abandons the traditional Pareto dominance strategy and uses HV value as the important indicator to rank the candidate solutions.
• MOEA/D: Zhang and Li [25] first proposed MOEA/D as a conventional aggregation approach, which is advantageous compared with over Pareto-dominance-based algorithms for many reasons, such as scalability, high searching ability, and efficient computation of each subproblem, which are defined by specific weight vectors. The definition of neighborhood relations depends on the distances between their aggregation weight vectors. According to the information from the neighborhood, each sub-problem can achieve the optimal state. This classic algorithmic framework has been successfully applied to solve lots of multi-objective optimization problems [50] - [53] . Simultaneously, a collection of uniformly distributed weight vectors maintains the variety of solutions in MOEA/D.
• NSGA-III: NSGA-III is a new MOEA, which was proposed by Deb and Jain [30] . It has crossover and mutation operators to produce a population of offspring and apply a fast non-dominated classification to sort individuals into different non-dominated ranks. The significant improvement of NSGA-II is developing the reference point based selection mechanism to replace the crowding distance, which enhances the diversity and distribution of Pareto solutions.
• GrEA: Yang et al. [33] first proposed a grid-based approach to enhance the choice of pressure in the best direction during the solution maintaining process, which is called the grid-based evolutionary algorithm (GrEA).
Identifying the dominance and difference of the grid is the key to determining the individual relationships in the grid environment. In this paper, two key novel techniques were proposed to drive the search towards different directions of the solutions. On one side, this paper took advantage of three grid-based standards to distinguish individual fitness during the mating and truncation selection processes. On the other side, it is wise that the individual adaptation according to the neighborhood and grid dominance relationships can avoid partial overcrowding and guide the search to different directions of the file. We implement HypE, MOEA/D, NSGA-III, GrEA, and PICEA-g on PlatEMO, which is a public test platform for MOEAs. PlatEMO has been embedded in all the benchmark functions and experimental settings [54] , which has been adopted as the public test platform for CEC'2017.
B. BENCHMARK TEST PROBLEMS
Considering the basis for performance comparisons, we choose two well-known many-objective optimization test suites, which are Walking Fish Group (WFG) [55] and Deb-Thiele-Laumanns-Zitzler (DTLZ) [56] . The benchmark test problems used in this paper consist of two parts: nine test problems from the WFG test suit, and seven test problems from the DTLZ test suit. They were designed by introducing difficulties in both the objective space and the decision space. The chosen test problems have various properties, which are listed in Table 2 . It is clear that these benchmark problems are a grand challenge for evaluating the performance of many-objective optimization evolutionary algorithms (MaOEAs). For WFG test problems, we make the definition respectively for both the number of objectives (M ) and decision variables (D). The relationship of them is shown as follow.
where k is the position parameter, l is the distance parameter, and n is a positive integer. 
For the DTLZ test problems, the number of decision variables (D) is set as
where M is the number of objectives, and r is a constant variable. In this paper, the benchmark test problems were invoked in 3-, 5-, 8-, 10-, and 15-objective instances; therefore, there were 80 test instances in total. The setting of test problems is shown in E part of this section, following the suggestions in [30] and [35] .
C. PERFORMANCE INDICATORS
To evaluate the performance of the algorithms, a widely used performance indicators, the hypervolume, is considered because it can comprehensively evaluate the convergence and diversity of solutions.
HV is taken to calculate the volume of the objective space between the obtained solution set and a specified reference point, which is strict Pareto-compliant to make the consequence rather fair. HV works as follows. Let A be the final non-dominated points set, which is obtained by a MOEA algorithm in the objective space, and r = (r 1 , r 2 , . . . , r l ) be a reference point. The HV value of final non-dominated points set A is the volume of the region dominated by A with regard to r, which is formulated as follow:
HV is a comprehensive measure for the convergence and diversity of a candidate solution. For a given reference point r, the larger value indicates the better performance.
D. GENERAL SETTINGS FOR TESTS
The general settings for tests are listed as follows, and the parameter settings will be introduced next.
• Number of Runs: To ensure the objectivity of the statistical results, each algorithm independently runs 31 times for each test instance.
• Termination Condition: For each run of individual algorithm, we set up their termination criterion in the form of the maximum number of generation (maxGen).
• Significant Test: In order to avoid significant differences to ensure the statistical significance of the experimental results, the Wilcoxon signed-rank test [57] at the level of 5% significance is performed on the evaluation results obtained by algorithm competition.
E. PARAMETER SETTINGS
In this part, the general parameter settings are introduced first, followed by specific parameter settings for each individual algorithm.
• Parameters for Crossover and Mutation Operator:
The simulated binary crossover [58] is used as the crossover operator in all the mentioned algorithms. In detail, the distribution index is set to η c = 15 in PICEA-g/LPCA, PICEA-g, and GrEA, η c = 30 in MOEA/D, NSGA-III, and HypE. The crossover probability p c = 1.0 is set for all algorithms. For the polynomial mutation [59] , the distribution index is set to η m = 20 and the mutation probability is set to p m = 1/nvar, where nvar is the number of objectives.
• Settings for the Population Size: For MOEA/D and NSGA-III, we set up the size of population depending on the objective number M . While any positive integer is suitable for the population size of PICEA-g/LPCA, PICEA-g, HypE, and GrEA. Making sure that all the algorithms can be compared fairly, the same population size is adopted. As we set above, the number of objectives is set to 3, 5, 8, 10, and 15. According to the original parameter settings [30] , [35] , we respectively set the population to 92, 212, 156, 276, and 204 for 3-, 5-, 8-, 10-, and 15-objectives benchmark problems.
• Settings for benchmark problems: For WFG benchmark problems, the number of decision variable is set to 24, and the position parameter k is set to M − 1. For DTLZ benchmark problems, we set r to 5 for DTLZ1, 10 for DTLZ2-6, and 20 for DTLZ7, and the number of decision variables is set to r + M − 1. According to the description of general parameters above, we included all the general parameters, WFG test instances parameters, and DTLZ test instances parameters in Table 3 .
Besides the general parameter settings mentioned above, PICEA-g/LPCA, PICEA-g, HypE, MOEA/D, NSGA-III, and GrEA have their specific parameters. All the parameters are set mainly depending on their developers [18] , [25] , [30] , [33] , [41] , which are shown as follows.
• Parameters in PICEA-g/LPCA and PICEA-g: The number of goal vectors is the main factor, which has influences on evolutionary results. For maintaining efficiency, we keep the number of goal vectors basically consistent with the number of population size. The number of goal vectors is set to 100, 200, 200, 200, and 200 for 3-, 5-, 8-, 10-, and 15-objectives benchmark problems. The threshold of LPCA; i.e., θ , is set as θ = 0.95.
• Parameters in HypE: The bound of the reference point is set to 200, and the number of sampling points is set to 10000.
• Parameters in MOEA/D: Set the neighborhood size T to 20.
• Parameters in NSGA-III: The parameters are from the original NSGA-III study [30] .
• Parameters in GrEA: Considering that the size of population and termination conditions change from the original, we need to define the division of the grid in advance [38] . To balance the diversity and convergence, we adopted the adjusted div according to [30] and [35] , as shown in Table 4 .
IV. RESULTS ANALYSIS
Section 4 designs a series of independent comparative tests to validate the proposed PICEA-g/LPCA, and meanwhile makes a comprehensive comparison with other five state-of-art MOEAs. We divide the experiments into three parts. Firstly, the comparisons with other five state-ofthe-art MOEAs were performed on benchmark test suites. Secondly, we demonstrate the six MaOEAs on WFG1 and DTLZ4 respectively. Finally, we investigated the sensitivity of the algorithm's parameter.
A. COMPARISONS IN TERMS OF PERFORMANCE METRIC VALUES ON BENCHMARK PROBLEMS
To further verify the effectiveness of PICEA-g/LPCA, we make a series of comparison with five MaOEAs on WFG1-9 test instances. Meanwhile, in order to ensure the validity of the statistical results, we set up the mean and standard deviation of HV on 31 independent experiments to evaluate the performance of these algorithms. Table 5 lists HV values for the five algorithms on WFG test suites, marking the best results for each set of experiments in blue. We conducted Wilcoxon rank sum test in the six competing evolutionary algorithms from WFG1 to WFG9 to determine whether PICEA-g/LPCA was statistically superior to the others. The results of tests are written in Table 4 and marked with symbols +, ≈, or −, indicating that PICEA-g/ LPCA performed significantly superior to, approximately equal to, and significantly inferior to the competing algorithms. The last rows of Table 5 summarize the alignments on each test suite in which PICEA-g/LPCA is significantly better than, equal to or worse than the others.
As indicated by the statistical results of the HV values summarized in Table 4 , the best, median and worst HV values acquired by PICEA-g/LPCA, PICEA-g, HypE, MOEA/D, NSGA-III and GrEA on WFG1 to WFG9 test suites with 3-15 numbers of objectives are shown. For all the test suites, PICEA-g/LPCA achieved the best in 26 of 45, which was much better than other five state-of-art MaOEAs. Table 5 shows PICEA-g/LPCA could perform well on all the instances with the HV indicator, especially on WFG2 problems, and has obvious advantages compared to other algorithms. This may be due to the mechanism of goal vector generation and chosen progress. Compared with PICEA-g, PICEA-g/LPCA performed nearly the same on 26 instances and performed better in the other 19 WFG instances. It is a good proof of the improvement, which is contributed by LPCA operator. For WFG4-7, and WFG9, HypE employed the indicator-based sorting approach, and achieved better results on several instances than PICEA-g/LPCA. Compared with MOEA/D and NSGA-III, PICEA-g/LPCA significantly surpassed WFG2 and WFG4-WFG9, with both getting more than 40 '−' signals, meaning it performed much better than the comparative algorithms. Compared with GrEA, PICEA-g/LPCA only lost the advantage on three-objective WFG1, WFG7-8 and fifteen-objective WFG4. Discussion of the experimental results is presented later.
WFG1 was designed as a set of Pareto Front which have a flat bias and mixed structure. Despite the result of comparison that PICEA-g/LPCA slightly surpassed the PICEA-g, there was a significantly greater performance than the other MaOEAs. WFG2 is a test problem that has a disconnected PF. In this problem, PICEA-g/LPCA had almost the same performance as HypE, but it achieved comparably higher HV values than the all the other algorithms. Meanwhile, PICEA-g/LPCA achieved the four largest HV values in the five instances of the WFG2 test issue. WFG3 is such complex test issue that it has a set of degenerated PF and non-separable decision variables. Although each algorithm had its great performance on this test issue, the performance of PICEA-g/LPCA is still outstanding in general. Specifically, the overall performance of PICEA-g/LPCA was better than other MOEAs, while PICEA-g and NSGA-III achieved the best performance on five-and ten-objectives, respectively. WFG4 to WFG9 were designed with different difficulties in the decision space, although the true PFs had the same convex structure. As shown in Table 5 , PICEA-g/LPCA had the most competitive overall performance for all of the test issues by attaining the best results on 16 of 30 problems. HypE had a great performance on each WFG test instances, and achieve 6 '+' signals, which means it performance much better than PICEA-g/LPCA on these test instances. GrEA also showed high effectiveness on several instances, and achieve 4 '+' signals. In contrast, NSGA-III and MOEA/D have performed inferiorly on the WFG test suite.
Then we conducted the similar comparative experiment on the DTLZ test suit. In Table 6 , the HV values acquired by six comparative MaOEAs on DTLZ1 to DTLZ7 test instances with 3-15 numbers of objectives are shown. It is obvious that PICEA-g/LPCA achieved the best performance in 15 out of 35 comparisons. Although this result doesn't match with the performance on WFG test suit, it still illustrates the superiority of our proposed algorithm. Table 6 shows PICEA-g/LPCA and PICEA-g performed poorly on the DTLZ1 instances, which is a linear and multimodal problem. The goal vectors of PICEA framework may not be good at thus problem. The PICEA-g/LPCA performed well on the other DTLZ instances, and obtained better performance than the other MaOEAs. Compared with PICEA-g, PICEA-g/ LPCA obtained 17 '-' signals and 17 '≈' signals, which means the enhanced algorithm have better performance than the original one. HypE, MOEA/D, and GrEA had all well done on the DTLZ benchmark problems, contributing 37 better performance than PICEA-g/LPCA, but also providing 56 worse performance. Compared with NSGA-III, PICEA-g/LPCA only lost the advantage on three-objective DTLZ1, DTLZ2, and DTLZ5-7.
By comprehensively comparing and analyzing the two sets of experimental results, we can conclude that the improved PICEA-g has obvious advantages in convergence and diversity compared with other state-of-the-art MaOEAs.
B. DEMONSTRATION OF OBTAINED SOLUTIONS IN HIGH-DIMENSIONAL OBJECTIVE SPACE
PICEA-g/LPCA performs well on most of WFG and DTLZ test suites, except for DTLZ1, where it achieves the best results on three-, five-, eight-, ten-, and fifteen-objective test issues. The average HV values of PICEA-g/LPCA on these instances were nearly high, which indicates that the algorithm we proposed can attain such great performance in high-dimensional objective space. To further describe the VOLUME 6, 2018 As demonstrated in these six figures, we can conclude that the performance of PICEA-g/LPCA is more significant in both diversity and convergence by comparing with MOEA/D and NSGA-III . In this test instance, HypE performs poorly both in the search for extreme solutions and the diversity of solutions. PICEA-g can obtain good objective values, but it does not converge well, which means that PICEA-g has too many intermediate solutions, while all of them are slightly worse than GrEA regarding the solution distribution.
In Figure 6 , there are a plot of the comparative tests shown about the non-dominated solutions which are achieved by PICEA-g/LPCA and the other five MOEAs for 15-objective WFG1 instance. According to the test performance, we can figure out that PICEA-g/LPCA, PICEA-g and HypE could converge well to the global PF, and the distribution of solutions achieved by PICEA-g/LPCA and HypE were slightly better than the other algorithms. In contrast, the solutions obtained by NSGA-III can also achieve good convergence but the distribution was not good, which means just focus on a few sections of Pareto fronts. The performance of MOEA/D is much lower than that of other algorithms on WFG1 instance. It is obvious that the non-dominated solutions of GrEA didn't form a valid convergence on 6th objective. Similar to the observations on fifteen-objective DTLZ4 instances, PICEA-g/LPCA significantly surpassed when converging to the PF.
According to the demonstration of DTLZ4 and WFG1, we determined that the performance of PICEA-g/LPCA is better in these high-dimensional objectives problems. In particular, GrEA had the best results on the DTLZ4 test problem, while it obtained the worse performance on fifteen-objective WFG1 instance. On the contrary, HypE didn't perform well on DTLZ4 instance, but got good results on WFG1 test problem. It is worth noting that when comparing DTLZ4 and WFG1 problems, the performance of these MaOEAs keeps consistent with the HV values, as shown in Table 5 . 
C. SENSITIVITY TEST FOR PARAMETER θ
This section conducted the research into the sensitivity of parameter θ on the performance of the proposed PICEA-g/LPCA. Parameter θ is the threshold of LPCA, which plays an important role in the generation process of goal vectors proposed and enhance the search ability of PICEA-g/LPCA. In order to further observe the pure effect of parameters, we conducted a set of hypothetical experiments to ensure that all the comparative experiments were conducted in the same experimental environment, which have the same ideal and nadir points. The hypothetical requirement in this test is to make sure that all the test instances have true PFs and the HV values can be calculated as the indicator of performance. The WFG test suites are suitable for the sensitivity test because they are the normalized test problems and meet the hypothetical requirements. In this section, we chose WFG1-4 for testing, the test results are shown below.
In Figure 7 , the experimental results show how θ influence the performance of PICEA-g/LPCA on WFG1-4 instances in terms of average HV, which is obtained by at least 31 independent runs to guarantee the numerical statistical significance. The experiments are set θ range from 0.5 to 1 (regarded as 0.99 in the algorithm) with a step size of 0.05. According to the results in Figure 7 , we can make the following conclusions:
• θ = 0.5 was the worst direction to the worst performance.
• There was a significantly positive correlation between HV and the threshold of LPCA, θ .
• θ = 0.65 was the turning point and the curve remained stable after going through it.
• Different test problems have their preference of the most suitable setting of θ , and the value range was suitable to set in [0.65, 0.99].
• PICEA-g/LPCA showed strong robustness the value of θ , which means the proposed algorithm can be widely used in practical engineering.
V. CONCLUSIONS
This article proposes an enhanced PICEA algorithm by oriented generating goal vectors, and the generation of the goal vectors is guided by the current Pareto Fronts. On the basis of inheriting the advantages of the original algorithm (PICEA-g), this algorithm improves the guidance efficiency and accuracy of the goal vector to the solution, thus improving the ability to solve the many-objective optimization problem. To demonstrate validity, we experimentally compared PICEA-g/LPCA with other five state-of-the-art algorithms using the WFG and DTLZ test suite. By comparing the HV indicators, we can conclude that the proposed PICEA-g/LPCA shows excellent results on most of 3-15 objective test suites, and obtains satisfied solution sets on WFG and DTLZ test suites. In the further research, we will study the search behavior of PICEA-g/LPCA in the specific many-objective optimization problems from the practical application, and customize specific goal vectors to match the actual needs. Recently, we noted that the military system of systems architecting problem was an excellent many-objective problem, which has been proposed in [60] , and we will aim to extend our PICEA-g/LPCA to solve them by combining constraint handling techniques.
