Introduction
One of the fundamental fields of research in infinite combinatorics is the study of partition relations. To recall some results in this area, we shall need the following piece of notation. For cardinals κ and θ, the (negative) partition relation κ → [κ] 2 → 2 admits an infinite homogenous set. A few years later, Sierpiński proved that Ramsey's theorem does not generalize to higher cardinals, introducing a function witnessing
. At the 1960's, Erdös, Hajnal and Rado [8] 2 λ + may fail for a singular cardinal λ is still open. In parallel, throughout the years, a study of stronger notions of negative partition relations was carried (see, for instance, Shelah [13] , [14] , [15] , and Shelah-Eisworth [6] , [7] ). In this paper, we shall be interested in the following two particular strengthenings:
• (Rectangular form) κ → [κ; κ] 2 θ asserts the existence of a function f : [κ] 2 → θ such that f [A×B] = θ for every A ⊆ κ, B ⊆ κ of size κ.
• (Shelah's strong coloring [14] ) Pr 1 (κ, κ, θ, σ) asserts the existence of a function f : [κ] 2 → θ such that for every A ⊆ P(κ) of size κ, consisting of pairwise disjoint sets of size < σ, and every ξ < θ, there exists distinct a, b ∈ A such that f [a × b] = {ξ}. Comparing the above three concepts is, of course, a very natural task. To appreciate this task, we mention that while the following results goes back to the work of Todorcevic from the 1980's:
•
λ + for every singular cardinal λ, the stronger versions was proved rather recently:
In [12] , the author introduced the Ostaszewski square ♣ κ , which is a generalization of Jensen's square principle κ from [10] . One of the application appearing in [12] addresses negative partition relations that are derived from Ostaszewski squares. Of course, we were hoping to yield as stronger partition relations as possible, and incidently, around the same time, Eisworth [3] made a significant progress on the old question of comparing the different notions, showing that some strong coloring statements are indeed equivalent to seemingly weaker statements.
After studying Eisworth's works [3] , [4] , we realized that his arguments may be pushed further to completely clarify the situation at the successor of singular cardinals, and indeed, the main result of this paper reads as follows. Theorem 1. For every singular cardinal λ, and every θ ≤ λ + , the following are equivalent:
We mention that the above yields an alternative proof to Theorem 5 of [3] (that is, a proof that does not appeal to [15] ), as well as an affirmative answer to the question of Eisworth raised in [5] of whether the failure of Pr 1 (λ + , λ + , λ + , cf(λ)) implies that any collection of less than cf(λ) many stationary subsets of λ + must reflect simultaneously. The actual proof of Theorem 1 goes through establishing the existence of a function of its own interest: a function that transforms rectangles A ⊛ B into squares [C] 2 . • for every cofinal subsets A, B of λ + , and every κ < λ, there exists a stationary subset
Transforming rectangles into squares
In this section we prove Theorem 2, where the proof splits into two cases -the case cf(λ) > ω, and the case cf(λ) = ω. In either case, we first define the function rts, and then verify that it works.
We mention that the definition(s) of rts are virtually the same as that of the function D from [4, Theorem 1] , and that our analysis of these functions is just a slight extension of Eisworth's analysis from [4] .
2.1. The uncountable cofinality case. In this subsection, we prove Theorem 2, for the case that λ is a singular cardinal of uncountable cofinality. We shall rely on Shelah's theorem on club guessing. Theorem 2.1 (Shelah, [14] ). For every cardinal λ > cf(λ) > ω, there exists a sequence − → e = e δ | δ ∈ E λ + cf(λ) such that:
for which sup{cf(α) | α ∈ e δ ∩ E} = λ.
Lemma 2.2 (Shelah, [14] ). Let λ and − → e be as in the preceding theorem. Then there exists a sequence − → C = C α | α < λ + such that for every α < λ + :
• max(C α+1 ) = α;
• C α is a club in α of size < λ;
, then e δ ⊆ C α . 2 Here, E λ + >κ stands for the set {α < λ + | cf(α) > κ}.
From now on, we fix a cardinal λ and a sequence − → e , − → C as in the preceding, and shall be conducting minimal walks [17] along this − → Csequence. For α < β < λ + , let β 0 := β, and β n+1 := min(C βn \ α) whenever n < ω and β n > α. The decreasing sequence β = β 0 > β 1 > . . . β k = α is called the − → C -walk from β down to α, and we denote
Next, by Shelah [14] , we may fix a scale (
of regular cardinals which is strictly increasing and cofinal in λ, and a sequence − → f = f α | α < λ + of elements from − → λ which is strictly increasing and cofinal in − → λ , ≤ * . So,
. In particular, it makes sense to consider the next ordinal:
Let ψ : cf(λ) → ω × ω be some surjection such that the pre-image of every element is cofinal in cf(λ).
Fix α < β < λ + , and let us define rts(α, β). Let k 1 , k 2 be such that ψ(∆(α, β)) = (k 1 , k 2 ). Next, let:
We would like to assign rts(α, β) := (α k 2 , β k 1 ). Of course, if k 1 > n, α < η + 1, or k 2 > m, then the above definition would not make sense. In such cases, we just put rts(α, β) := (α, β).
In Theorem 2.5 below, we prove that rts has the required transfer property. The proof builds on a technical lemma (Lemma 2.4), whose statement requires the following piece of notation.
Lemma 2.4. If A, B are cofinal subsets of λ + , and θ < λ, then the following set is stationary:
Proof. Suppose that A, B are cofinal subsets of λ + , θ < λ, and that E is a club subset of λ + . We shall prove that S
Let S denote the set of all δ ∈ E λ + cf(λ) for which there exists an elementary submodel M ≺ H(χ) such that:
By the choice of the club guessing sequence − → e , the set S is stationary.
Put β := min(B \ ν + 1), and α := min(A \ ν + 1). Let
Since ν ∈ C β i ∪ C α j for all i < n and j < m, we get that γ < ν, so let us pick some large enough ε ∈ e ν ∩ D above γ such that cf(ε) > max{|C βn |, |C αm |}.
Proof. As (γ, ν) ∩ C β i = ∅ for all i < n, and ε ∈ (γ, ν), we get that min(C β i \ ε) = min(C β i \ ν) for all i < n, and hence Tr(ε, β)
we have e ν ⊆ C βn ∩ C αm , and in particular ε ∈ C βn ∩ C αm . So ρ(ε, β) = n + 1, ρ(ε, α) = m + 1, and hence Tr
Since γ < ε < ν, we have γ ′ = max{γ, sup(C βn ∩ ε), sup(C αm ∩ ε)}. Since ε ∈ C βn ∩ C αm and cf(ε) > max{|C βn |, |C αm |}, we get that max{sup(C βn ∩ ε), sup(C αm ∩ ε)} < ε, and hence γ ′ < ε. Since ε ∈ e ν ∩ D, we now pick some large enough δ ∈ S satisfying γ ′ < δ < ε, and consider additional walks. Let:
(1) Tr
Proof. By definition of γ ′ and since δ ∈ (γ ′ , ε), we get that β ′ i = β i for all i ≤ n, and hence β
Evidently, γ α < δ, γ β < δ. Note that by the preceding claim, we have β
Pick a large enough ǫ ∈ e δ ∩ E such that sup(e δ ∩ ǫ) > max{γ α , γ β }, and cf(ǫ) > max{|C ζ |, θ}.
Proof. As in the proof of Claim 2.4.1.
Denote:
Since min(Tr • (ǫ, β)) = min(Tr • (δ, β)) = min(Tr • (δ, ε)) = ζ, and γ β < ǫ < δ, we get that η β = max{γ β , sup(C ζ ∩ǫ)}. Since δ ∈ C ζ ∩E λ + cf(λ) , we get that sup(C ζ ∩ ǫ) ≥ sup(e δ ∩ ǫ) > γ β , and hence η β = sup(C ζ ∩ ǫ).
By a similar consideration, we get that η α = sup(C ζ ∩ ǫ). Denote η := sup(C ζ ∩ ǫ). Then, we have just established that
. By the choice of δ, let us now pick an elementary submodel M ≺ H(χ) such that {A, B, − → C } ⊆ M and M ∩ λ + = δ. By η ≤ ǫ < δ, the sets B k 1 ,η (ǫ) and A k 2 ,η (ǫ) are definable from parameters in M, and hence belongs to M. Since |M| = λ and β ∈ B k 1 ,η (ǫ) \ M, we get that |B k 1 ,η (ǫ)| = λ + . Likewise, |A k 2 ,η (ǫ)| = λ + . By the choice of ǫ, we have cf(ǫ) > |C ζ |, and hence η < ǫ. Altogether, ǫ ∈ S A,B >θ . Recalling that ǫ ∈ e δ ∩E, we conclude that S A,B >θ ∩E = ∅. Theorem 2.5. For every cofinal subsets A, B of λ + , and every θ < λ, there exists a stationary subset
Proof. Suppose that A, B are cofinal subsets of λ + , and that θ < λ. By Lemma 2.4, S A,B >θ is stationary, so we appeal to Fodor's lemma and fix some k 1 , k 2 < ω and η < λ + such that the following set is stationary:
Next, let M i | i < λ + be a continuous ∈-chain of elementary submodels of H(χ) such that:
Claim 2.5.1. For every α * < β * from S * , there exists α ∈ A, β ∈ B such that all of the followings holds:
(1) η < α * < α < β * < β;
Proof. As β * ∈ S, let us pick some β ∈ B k 1 ,η (β * ) with β * < β. Next, let M = sk H(χ) (x) denote the Skolem hull in H(χ) of the set x := {( − → λ , − → f ), − → C , A, η, α * } ∪ cf(λ) + 1. As |M| < λ = sup( − → λ ), it is now reasonable to consider the characteristic function of M on − → λ . We remind the reader that the latter, which we denote by Ch − → λ M , stands for the unique element of − → λ that satisfies for all i < cf(λ):
Next, note that M ∈ M β * . Indeed, as x ⊆ M α * +1 ≺ H(χ), we get that sk H(χ) (x) = sk M α * +1 (x). So, M is definable from x and M α * +1 , and hence M ∈ M α * +2 ⊆ M β * .
By M ∈ M β * , we get that Ch − → λ M ∈ M β * , and hence M β * |= ∃δ < λ
As M β * ∩ λ + = β * , we may find some δ < β * such that Ch
and hence sup(Γ i ) = λ i for co-boundedly many i < cf(λ). Thus, let us pick some large enough i ′ < cf(λ) such that:
Thus, let us pick some
, η < α * < α < β * < β, and hence we are left with verifying that ψ(∆(α, β)) = (k 1 , k 2 ).
Proof. This is an instance of Baumgartner's lemma [1] , stating that if M H(χ) is some structure, and κ < µ are regular cardinals in M,
Next, note that for all i with i ′ < i < cf(λ), we have:
Proof. Suppose that (α * , β * ) is a given element of [S * ] 2 . Fix α ∈ A, β ∈ B as in Claim 2.1, and let us show that rts(α, β) = (α * , β * ). Let:
• β 0 > . . . > β n denote the − → C -walk from β down to α;
denote the − → C -walk from β down to β * ;
• α 0 > . . . > α m denote the − → C -walk from α down to η + 1; k 2 ) and the definition of rts, that rts(α, β) = (α * , β * ).
2.2.
The countable cofinality case. In this subsection, we prove Theorem 2, for the case that λ is a singular cardinal of countable cofinality. Here, instead of appealing to Theorem 2.1, we shall make use of Eiswroth's theorem concerning off-center club guessing. The next lemma is analogous to that of Lemma 2.2.
Lemma 2.7 (Eisworth, [2] ). Let λ and − → e , − → µ be as in the preceding theorem. Then there exists a matrix
From now on, we fix a cardinal λ and sequences − → e , − → C , − → µ as above.
Notation. if σ ∈ <ω ω is a non-empty sequence and m < ω, we define ℓ(σ) := dom(σ), σ ⌢ m as σ ∪ {(ℓ(σ), m)}, and Lift(σ) as the unique element of ω ω satisfying for all n < ω,
In this subsection, we shall be interested in conducting generalized walks: for α < β < λ + and σ ∈ <ω ω, let β 0 := β, and β n+1 := min(C Lift(σ)(n) βn \ α) whenever n < ω and β n > α. The outcome β = β 0 > . . . > β k+1 = α is considered as the ( − → C , σ)-walk from β down to α, and we denote:
Fix a surjection ψ : ω → <ω ω × <ω ω such that the pre-image of every element is infinite. Let ( − → λ , − → f ) be a scale for λ, and let, as in the previous subsection, for all α < β < λ + :
For α < β < λ + , we now define rts(α, β). Let σ 1 , σ 2 be such that ψ(∆(α, β)) = (σ 1 , σ 2 ). Next, let:
-walk from α down to η + 1; We would like to assign rts(α, β) := (α ℓ(σ 2 ) , β ℓ(σ 1 ) ). Of course, if ℓ(σ 1 ) > n, α < η + 1, or ℓ(σ 2 ) > m, then the above definition would not make sense. In such cases, we just put rts(α, β) := (α, β).
The next definition is parallel to Definition 2.3.
Definition 2.8. For A ⊆ λ + , η ≤ ǫ < λ + , and σ ∈ <ω ω, let
• σ (ǫ, α)} = η . Lemma 2.9. If A, B are cofinal subsets of λ + , and θ < λ, then the following set is stationary:
Proof. Suppose that A, B are cofinal subsets of λ + , and θ < λ. Let E be an arbitrary club subset of λ + , and let us prove that S A,B
>θ ∩ E = ∅. Let S denote the set of all δ ∈ E λ + ω 1 for which there exists an elementary submodel M ≺ H(χ) such that:
Then S is a stationary set, and D := {ε < λ + | sup(S ∩ ε) = ε} is a club. By the choice of the club guessing sequence − → e , let us fix some ν ∈ E 
Next, pick an even larger m < ω so that m > m * , and
Since γ < ν, let us pick a large enough ε ∈ e m ν ∩ D such that ε > γ and cf(ε) > µ m .
Claim 2.9.1.
= ∅ for all i < n, and ε ∈ (γ, ν), we get that min(C
, and the assertion of the claim follows immediately.
Recalling the choice of m, and the fact that |C i τ | ≤ max{µ i , cf(τ )} for all i and τ , we infer that:
By the choice of ε, we have µ m < cf(ε), and hence sup(C m βn ∩ ε) < ε, sup(C m α k ∩ ε) < ε. Altogether, γ ′ < ε. Consider the constant functions σ 1 : n + 1 → {m}, σ 2 : k + 1 → {m}, and note that ℓ(σ 1 ) = ρ m (ε, β), ℓ(σ 2 ) = ρ m (ε, α).
Since ε ∈ e m ν ∩ D, we now pick a large enough δ ∈ S satisfying γ ′ < δ < ε, and consider additional walks. For all w < ω, let:
• β = β Fix a large enough w * < ω for which rng(Tr • w (δ, ε))) | w * ≤ w < ω is a constant sequence. Also, let:
• ζ := min(rng(Tr Evidently, γ α < δ, γ β < δ. Now, pick a large enough w < ω so that w > w * , and µ w > cf(ζ). Then, pick a large enough ǫ ∈ e w δ ∩ E such that sup(e w δ ∩ ǫ) > max{γ α , γ β }, and cf(ǫ) > max{µ w , θ}. Claim 2.9.3. Tr By definition of γ β , η β , ζ, w, w * , Claims 2.9.2, 2.9.3, and the fact that γ β < ǫ < δ, we get that η β = max{γ β , sup(C 
