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Non-constant mean curvature trumpet
solutions for the Einstein constraint equations
Jeremy Leach
Abstract
We prove the existence of a large class of initial data for the vacuum
Einstein equations which possess a finite number of asymptotically
Euclidean and asymptotically conformally cylindrical or periodic ends.
Aside from being asymptotically constant, only mild conditions on the
mean curvature of these initial data sets are imposed.
1 Introduction
There has been a great deal of recent progress in the study of the initial
value problem in general relativity, and much of this progress has come from
the conformal method. This technique, described in the following section, has
proved to be an extremely useful way to parametrize the set of solutions to the
Einstein constraint equations on closed manifolds and manifolds possessing
asymptotically Euclidean or hyperbolic ends. In fact, it was shown quite
recently by Maxwell [16] that, at least in the case of closed manifolds, the
set of solutions for the constraint equations one obtains from the conformal
method is identical to the set parametrized by several well known competing
parametrization schemes (such as the conformal thin-sandwich method).
Some of the most interesting known solutions to the Einstein field equa-
tions, however, possess spacelike slicings by manifolds which have completely
different asymptotic behavior. Perhaps the most notable example is the ex-
treme Kerr black hole, which is a stationary rotating black hole whose total
angular momentum |a| is, with appropriately chosen units, equal to its total
massm. This solution is known to admit a maximal time slicing by manifolds
diffeomorphic to R3 \ 0 which are asymptotically Euclidean as r → ∞ and
asymptotically conformally cylindrical as r → 0. While such black holes have
1
never been detected in nature, there is empirical evidence for the existence
of non-extreme black holes throughout the universe with |a|/m > 0.98 [19].
On the other hand, one does not expect to find “hyper-extreme” (|a|/m > 1)
Kerr black holes in nature because these would possess naked singularities in
violation of the weak cosmic censorship conjecture. One expects a universe
possessing naked singularities to fail to be globally hyperbolic, possibly ad-
mitting closed timelike curves. In this sense, extreme Kerr black holes lie at
the threshold of what is known to be physical and what is theorized to be
unphysical. For this reason, the extreme Kerr solution is of great interest to
physicists and mathematicians alike.
In general, we will say that a Riemannian manifold with a finite number of
asymptotically Euclidean and asymptotically conformally cylindrical or peri-
odic ends is of trumpet type, and we will make these definitions precise in the
next section. There have been a number of recent efforts to construct initial
data sets with such asymptotics. For example, a large family of Bowen-York
initial data was constructed in [22], and small perturbations of extreme Kerr
initial data were produced in [8]. The aim of this paper is to construct, via
the conformal method, a large class of initial data sets with trumpet geom-
etry. As with most existence results to date, some restrictions are imposed
on the mean curvature of these initial data sets. To be precise, let (M, g)
be a Riemannian n-manifold (n ≥ 3) and let K be a symmetric 2-tensor on
M . We call a triple (M, g,K) an initial data set for the vacuum Einstein
field equations with cosmological constant Λ if the following equations are
satisfied:
Rg − |K|
2
g + (trgK)
2 = 2Λ (1)
divgK −∇(trgK) = 0. (2)
One can often find a solution to these equations by first fixing a non-
physical background metric g on M , and then looking for a solution to the
constraints (g˜, K˜) which has the form
g˜ = φκg (3)
K˜ =
τ
n
g˜ + φ−2(σ + LW ) (4)
where φ and τ are scalar functions, σ is a 2-tensor which is traceless divergence-
free with respect to g, W is a vector field and κ is a dimensional constant
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given by κ = 4/(n − 2). The operator L is the conformal Killing operator,
defined as
(LX)ij = ∇iXj +∇jXi −
2
n
(divgX)gij.
Here ∇ is the Levi-Civita connection associated to the background metric g,
and we shall refer to any nontrivial vector field W which satisfies LW = 0
identically as a conformal Killing field. Note that the function τ becomes the
trace of the physical extrinsic curvature tensor K˜, and so we refer to τ as
the mean curvature of the initial data set we construct. This construction of
solutions (g˜, K˜) to the constraints by specifying a triple (g, τ, σ) and solv-
ing for (φ,W ) is known as the conformal method. There are many detailed
expositions on the conformal method (see [11], for example), and the key
observation of this approach is that the constraint equations are reduced to
the coupled semilinear elliptic system
∆gφ− cnRgφ = βφ
κ−1 − cn|σ + LW |
2
gφ
−κ−1 (5)
divgLW = bnφ
κ∇τ. (6)
Here cn and bn are dimensional constants given by (n − 2)/4(n − 1) and
(n− 1)/n respectively, and β is a scalar function given by
β =
n− 2
4n
τ 2 −
n− 2
2(n− 1)
Λ.
When constructing initial data which have asymptotically Euclidean ends,
as we do in this paper, one must assume Λ = 0. The first equation is known
as the Lichnerowicz equation and, as previous authors have, we shall refer to
equations (5)-(6) together as the LCBY equations, in honor of Lichnerowicz,
Choquet-Bruhat and York who were among the first to study them. We
shall refer to the operator −∆L := divgL as the conformal vector Laplacian
associated to g.1
The utility of the conformal method is that it will allow us to construct
solutions to the constraint equations (g˜, K˜) for which the physical metric g˜
is of trumpet type and the physical extrinsic curvature K˜ has commensurate
asymptotics on the ends. To do this, one simply specifies a background metric
g of trumpet type and a pair (τ, σ) with reasonable asymptotic assumptions
1The minus sign in our notation is meant to conform with the convention of other
authors that ∆L = L
∗
L = −divgL. This sign was omitted in [13].
3
and seeks a solution (φ˜, W˜ ) chosen so that the resulting physical data (g˜, K˜),
as prescribed by (3)-(4), remain of trumpet type. Defining the triple (g, τ, σ)
to be of trumpet type if τ and σ satisfy these asymptotic assumptions (stated
precisely in the next section), we may state our main existence theorem:
Theorem 1.1. Let (g, τ, σ) be Yamabe positive conformal data of trum-
pet type such that g admits no conformal Killing fields, and suppose that
supM |σ|g is small compared to ‖∇τ‖
1−n
0,−δ. The system (5)-(6) then has a so-
lution (φ,W ) ∈ C2,α × C2,α such that the resulting physical metric has the
same asymptotic type as the background metric g.
In this theorem, the “same asymptotic type” means that if our background
metric is asymptotically Euclidean, then the conformal factor φ can be chosen
so that the physical metric g˜ is asymptotically Euclidean as well, and similarly
for ends of cylindrical type. Here ‖ · ‖0,−δ is a weighted sup-norm and C
2,α
are Ho¨lder spaces (both defined below).
Whereas early existence theorems for the LCBY equations assumed a
constant mean curvature (CMC) τ , this theorem is an analogue of a number
of recent non-CMC existence results such as those for initial data sets with
a finite number of asymptotically conformally cylindrical ends or asymptot-
ically periodic ends [13], a finite number of asymptotically Euclidean ends
[9], and for those defined on closed manifolds [10], [15]. Namely, a smallness
condition on the tensor σ is imposed, like the one given in Theorem 1.1, in
place of a CMC or near-CMC condition. Note, however, that the conditions
of this theorem appear to be compatible with near-CMC existence results.
This is because a typical near-CMC condition imposes a smallness condition
on |∇τ |. In this case one would expect the quantity ‖∇τ‖1−n0,−δ to be quite
large. Hence an arbitrary choice of σ would satisfy the hypothesis of The-
orem 1.1 given a sufficiently stringent near-CMC condition. This leads the
author to suspect that the set of solutions to the constraints one obtains
from near-CMC conditions is the same as those obtained from a “small σ”
assumption.
2 Notation and definitions
For simplicity, we will henceforth only consider manifolds with exactly one
asymptotically Euclidean end and one end of cylindrical type. More precisely,
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consider an n-manifold M which possesses a compact subset K with smooth
boundary such that
M \ K = Ee ⊔ Ec.
Here Ee is diffeomorphic to R
+ × Sn−1 and Ec is diffeomorphic to R
+ × Σ
for some closed (n − 1)-manifold Σ. Suppose g0 is a metric on M which is
exactly Euclidean on Ee and exactly conformally cylindrical on Ec. This is
to say that there are coordinate functions r and x such that r is identically
2 on ∂Ee and
g0|Ee = dr
2 + r2gSn−1.
Similarly x is identically 2 on ∂Ec and
g0|Ec = ψ˚
κ−2(dx2 + gΣ)
where ψ˚ is a positive function on Σ and gΣ is some fixed metric on Σ. We
use this model metric to define doubly weighted function spaces as follows.
We first define, for any 1 ≤ p < ∞, the space Lpµ,ν to be the space of all
functions u satisfying
‖u‖p,µ,ν :=
(∫
M
e−pµxr−pν−n|u|pdVg0
) 1
p
<∞.
Note in particular that Lp = Lp0,−n/p. We then define the corresponding
Sobolev spaces W k,pµ,ν to be those functions u satisfying
‖u‖k,p,µ,ν :=
∑
|α|≤k
‖r|α|Dαu‖p,µ,ν <∞.
Here D is the connection associated to g0, and the corresponding Sobolev
spaces of tensor fields are defined analogously. Now given a Riemannian met-
ric g, we say that g is of trumpet class W k,pµ,ν if
g − g0 ∈ W
k,p
µ,ν .
We say that the metric g is asymptotically conformally cylindrical (ACC) on
Ec if µ < 0, and we say g is asymptotically Euclidean (AE) on Ee if ν < −n.
As usual, we denote by Hkµ,ν the space W
k,2
µ,ν . We also define the local Ho¨lder
norms, denoted ‖ · ‖k,α;B1(q), as
‖X‖k,α;B1(q) =
k∑
j=0
sup
B1(q)
|DjX|+ sup
p1,p2∈B1(q)
|DkX(p1)−D
kX(p2)|
distg0(p1, p2)
α
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where we have, without loss of generality, assumed that the injectivity radius
of (M, g0) is one. Similarly, the global C
k,α-norm is given by
‖X‖k,α = sup
q∈M
‖X‖k,α;B1(q).
Of course, we can similarly define the weighted Ho¨lder spaces onM by setting
Ck,αµ,ν to be the space of all functions (or tensor fields) u which satisfy
‖r−νe−µxu‖Ck,α <∞,
and we say that g is of trumpet class Ck,αµ,ν if
g − g0 ∈ C
k,α
µ,ν .
We will also use the notation ‖ · ‖0 to denote the usual sup norm.
Next we state that conformal data (g, σ, τ) is of trumpet type if g is of
trumpet class C3,α−1,−γ for some constant 0 < γ < 2(n − 2), and if, for fixed
cutoff functions χe and χc which localize to Ee and Ec respectively, the quan-
tities χeτ, χeσ, χcτ − τ˚ , and χcσ− σ˚ all belong to C
1,α
−δ,−γ/2−1, where δ is cho-
sen as in the regularity theorem for the conformal vector Laplacian which
is given below. Here τ˚ is a fixed nonzero constant, and σ˚ is a fixed 2-tensor
in C1,α(Σ;S20(Σ). Note that we will sometimes refer to only the metric g as
being of trumpet type, though the context will make clear whether we are
referring to g or the full triple (g, τ, σ).
We shall also refer to conformal data (g, τ, σ) as being “of trumpet type”
when the model metric g0 is periodic on the end Ec. This is to say that g0|Ec
is the restriction to the half-cylinder of the lift of some Riemannian metric on
the manifold S1×Σ. We will denote by T the x-period of the model periodic
metric on Ec. In this case, σ˚ is a tensor on S
1 × Σ. The analysis below is
analogous for the two cases, and we will point out relevant differences below.
Theorem 2.1. Let (M, g) be a Riemannian manifold of trumpet type which
does not admit any bounded conformal Killing fields. Then there exists a
δ∗ > 0 such that, for any 0 < δ < δ∗ and any 0 < ν < n− 2, the map
−∆L : H
k+2
δ,−ν(M ;TM)→ H
k
δ,−ν−2(M ;TM) (7)
is surjective, and similarly
−∆L : H
k+2
−δ,−ν(M ;TM)→ H
k
−δ,−ν−2(M ;TM) (8)
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is injective for all k ≥ 0. Furthermore, there exists a finite dimensional space
Y consisting of smooth bounded vector fields for which
−∆L : H
k+2
−δ,−ν(M ;TM)⊕ Y → H
k
−δ,−ν−2(M ;TM) (9)
is surjective.
For our purposes, the most important of the three mapping properties enu-
merated by this theorem is the final one, and it will be useful to have the
Ho¨lder space version of this fact:
Corollary 2.2. Let (M, g), δ, and ν be as in Theorem 2.1. There exists a
finite dimensional subspace Y ′ consisting of smooth bounded vector fields such
that the map
−∆L : C
k+2,α
−δ,−ν(M ;TM)⊕ Y
′ → Ck,α−δ,−ν−2(M ;TM)
is surjective.
A justification of these results will be given in the appendix. We also note
that the condition that g admits no conformal Killing fields is known to be
generic [4].
The last analytical tool we will need to prove Theorem 1.1 are global
supersolutions and global subsolutions. Given a positive function φ on M
and a bounded generalized inverse G for −∆L, let us denote by Wφ the
vector field given by G(bnφ
κ∇τ). Observe, in particular, that W0 = 0. We
define the operator Lichφ(θ) as
Lichφ(θ) = ∆gθ − cnRgθ − βθ
κ−1 + cn|σ + LWφ|
2
gθ
−κ−1. (10)
Before we define global barriers for the LCBY equations, it is important to
note that the Lichnerowicz operator in (10) has the following useful property.
If u is a positive function on M , and we define a metric g˜ = uκ−2g, then the
Lichnerowicz operator ˜Lich0 associated to the metric g˜ is related to that of
g by
Lich0(θ) = u
κ−1 ˜Lich0(u
−1θ). (11)
We shall refer to this property as the conformal covariance of the Lichnerow-
icz equation, and observe that an obvious consequence is that ˜Lich0(u
−1θ)
and Lich0(θ) have the same sign at all points.
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Given a pair of positive functions φ− ≤ φ+, we shall call them a pair of
global sub/supersolutions of the system (5)-(6) if for every function φ sat-
isfying φ− ≤ φ ≤ φ+ we have Lichφ(φ+) ≤ 0 and Lichφ(φ−) ≥ 0. If these
inequalities hold only in the weak sense, then they are said to be a pair of weak
global sub/supersolutions. The utility of weak global sub/supersolutions, a
proof of which can be found in [6], is the following fact.
Proposition 2.3. Let (M, g) be a smooth Riemannian manifold and F a
locally Lipschitz function. Suppose that φ ≤ φ are continuous functions which
satisfy
∆gφ ≥ F (z, φ), ∆gφ ≤ F (z, φ)
weakly at all points z ∈M . Then there exists a smooth function φ˜ on M such
that
∆gφ˜ = F (z, φ˜), φ ≤ φ˜ ≤ φ.
In the following sections, we will drop all subscripts “g” from operators as-
sociated to the background metric.
3 The case of positive scalar curvature
3.1 Global barriers
One can construct global sub/supersolutions for the system (5)-(6) once we
have some control over the fall-off of |LWφ| on the ends in terms of ‖φ‖0. For
this, we have the proposition
Proposition 3.1. Given a manifold (M, g) which admits no bounded con-
formal Killing fields and conformal data (g, σ, τ) of trumpet type, then any
solution Wφ of (6) satisfies
|LWφ| ≤ Kτr
−γ/2−1e−δx‖φ‖κ0 , (12)
where Kτ is a constant depending only on τ and the dimension n.
The proof of this theorem is a straightforward generalization of the proof of
[13, Lemma 3.3] and is left to the reader.
We proceed to construct global barriers for the system (5)-(6) with trum-
pet type background data first under the assumption that Rg > 0 onM , and
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that Rg ≥ c > 0 on Ec. In the following section we will show that, whenever
the Yamabe invariant, defined as
Y (M, [g]) = inf
u∈C∞0
0≤u 6≡0
Q(u) where Q(u) =
1
2
∫
M
(|∇u|2 + cnRu
2)(∫
M
u
2n
n−2
)n−2
n
is positive, there exists a transformation of g by a conformal factor with rea-
sonable asymptotics which has positive scalar curvature everywhere. Straight-
forward modifications of the fixed point argument in the case where R > 0
then adapt to generate a solution to (5)-(6) under the weaker assumption
that Y (M, [g]) > 0.
First note that since g is of trumpet type, R → R˚ which is bounded
away from zero on Ec, and this convergence is at the rate e
−x, and R decays
sufficiently rapidly on Ee so that χeR ∈ L
2
−1,−γ−2. Just as in [13], we will
construct global supersolutions first on both ends, and then show that for
sufficiently small ‖σ‖0 we may find a constant which serves as an “interpo-
lating” global supersolution. We first find a global supersolution on Ee using
an approach quite similar to that found in [9]. Namely, first fix a positive
smooth function F which equals r−γ−2 on Ee and e
−x on Ec. The positivity
of R makes clear that there is a unique positive solution Ψ to
(∆− cnR)(Ψ + χe) = −F.
Here we have assumed that F is so large that cnχeR − F < 0 everywhere.
Moreover, well-established regularity results for the conformal Laplacian L =
∆ − cnR on manifolds with AE ends ([5], [9]) and on those with ends of
cylindrical type [6] along with the local parametrix gluing principle described
in [7] imply that Ψ has the decomposition Ψ = cγr
−γ+Ψˆ, where Ψˆ ∈ C2,α−1,−2γ
and cγ is the constant (γ
2+(n− 2)γ)−1. Note, in particular, that this means
there is some r0 > 1 such that the function 1+Ψ is decreasing on Ee wherever
r ≥ r0. Fix such an r0, and set a = min{r=r0}(1 + Ψ) > 1.
We now show that, for sufficiently small η > 0, the function η(1+Ψ) is a
global supersolution on Ee. Just as in [9], we see that for any 0 < φ ≤ η(1+Ψ),
we have
Lichφ(η(1 + Ψ)) = −ηF − β(η(1 + Ψ))
κ−1 + cn|σ + LWφ|
2(η(1 + Ψ))−κ−1
which, using Proposition 3.1 and standard estimates, is bounded above on
Ee by
−ηF + r−γ−2(C1η
κ−1 + C2‖σ‖
2
0η
−κ−1)
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where the constants C1 and C2 depend only on n, τ , and our fixed choice of
F . Thus, recalling that F = r−γ−2 on Ee, we may choose η > 0 so small that
−
1
2
F + C1η
κ−2r−γ−2 < 0,
and so for ‖σ‖0 sufficiently small,
−
1
2
F + C2η
−κ−1r−γ−2‖σ‖20 < 0.
It is clear that such a choice for η gives a global subsolution η(1 + Ψ) on all
of Ee.
Next, to extend this global supersolution to a weak global supersolution
on all of M , we argue as follows. Since 1 + Ψ is decreasing for sufficiently
large r, it is easy to see that there is some r1 > r0 such that
1 < max
r=r1
(1 + Ψ) < a.
Fix such an r1, and observe that the positivity and asymptotics of R means
that there is some positive number R0 such that R ≥ R0 on the manifold with
boundary M \ {r ≥ r1}. Hence, we choose η so small that (3.1) is satisfied
and η < (R0/4K
2
τ )
1/(κ−2), and we then note that if σ satisfies the additional
smallness condition that the interval
I =
((
‖σ‖0
2Kτ
) 1
κ
,
(
R0
4K2τ
) 1
κ−2
)
has non-empty intersection with (η, aη), we may then choose some constant
ǫ+ in this intersection. Just as in the case where M admits only ends of
cylindrical type, one easily checks that ǫ+ is a global supersolution on all
of M [13]. Of course, the importance of choosing r0 < r1 as we have done
is this guarantees that min{η(1 + Ψ), ǫ+} is a weak global supersolution on
Er0 := Ee∩{r ≥ r0}. Hence one may define a weak global supersolution φ+ to
be this minimum on Er0 , and to be identically ǫ+ on the rest of the manifold
M . Now consider the equation (5) with respect to the limiting metric on Ec,
assume W = 0 and suppose we are only considering solutions φ˚ which are
functions on Σ (in the ACC case) or S1×Σ (in the AP case). This equation
can be written
∆˚φ˚− cnR˚φ˚− β˚φ˚
κ−1 + cn|˚σ|
2
g˚φ˚
−κ−1 = 0, (13)
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and we refer to this as the reduced Lichnerowicz equation. It was proved in
[6] that this equation has a unique positive solution, and in the computations
which follow, we will assume that φ˚ is a smooth positive function equal to
this solution on Ec and to the constant η on Ee.
Finally, localizing the discussion to the end Ec, we observe that we may
thus find some sufficiently large constant b such that min{ǫ+, φ˚ + bu} is a
weak global supersolution on Ec where u is a solution to the equation
∆u− cnRu = −χce
−νx
and ν > δ/2κ. We thus obtain a weak global supersolution defined on all of
M which we continue to call φ+ by setting
φ+ =

min{η(1 + Ψ), ǫ+} on Ee
ǫ+ on M \ (Ee ∪ Ec)
min{ǫ+, φ˚+ be
−νx} on Ec
.
Now to construct a global subsolution, we begin by finding some x0 > 1
so large that
Lich0(φ˚) + e
−νx − cn|LWφ|(|LWφ|+ 2|σ|)(min
M
φ˚)−κ−1 ≥ 0
on Ex0 = Ec ∩ {x ≥ x0}, and we then solve the elliptic boundary value
problem
(∆− cnR)v = −e
−νx
v|∂Ex0 = φ˚|∂Ex0 .
It then follows that ϕ = φ˚− v is a global subsolution wherever it is positive.
To construct the rest of a global subsolution, we will proceed in a fashion
similar to [13], and construct a positive weak global subsolution equal to ϕ
far out on Ec, and which asymptotically approaches η from below on Ee.
First, observe that on Ee we have that, for any C > 0,
∆(1− r−ν) = (ν − ν2)r−ν−2 +O(r−γ−2). (14)
Hence for any η(1 − Cr−ν) ≤ φ ≤ φ+, we have that Lichφ(η(1 − Cr
−ν)) is
given by
C
[
(ν − ν2)r−ν−2 +O(r−γ−2)
]
− cnRη(1− Cr
−ν)
− β(η(1− Cr−ν))κ−1 + cn|σ + LWφ|
2(η(1− Cr−ν))−κ−1
11
which is, of course, bounded below by
C
[
(ν − ν2)r−ν−2 +O(r−γ−2)
]
− cnRη − βη
κ−1 + cn|σ + LWφ|
2η−κ−1.
Thus given the known decay rates of the last three terms above (the final
decay rate following from Proposition 3.1), we conclude that there exists
some r2 > 1 such that η(1− Cr
−ν) is a global subsolution corresponding to
φ+ for any choice of C > 0. We may thus choose C to be so large that this
function is only positive where it is a global subsolution.
Finally, we find our interpolating global subsolution as follows. We define
K to be the compact manifold with boundary given by
K = M \ (Ee ∪ Ec).
Obviously K has a boundary with two connected components ∂1K and ∂2K,
the former lying in Ee and being diffeomorphic to S
n−1 and the latter lying
in Ec being diffeomorphic to Σ. We then solve the following elliptic boundary
value problem on K:
(∆− cnR− β)w = 0
w|∂1K = 0
w|∂2K =
1
2
φ˚|∂2K.
We easily see that w is positive on the interior of K by the strong maximum
principle, and that η(1 − Cr−ν) > w on ∂1K and ϕ > w on ∂2K. Hence we
may define our weak global subsolution as
φ− =

max{w, η(1− Cr−ν)} on Ee
w on M \ (Ee ∪ Ec)
max{ϕ,w} on Ec
. (15)
We end this section by emphasizing that these barrier constructions gener-
alize to the case of multiple ends which are AE or of cylindrical type in an
obvious way.
3.2 A fixed point argument
We must first verify that the solution φ˜ we obtain from Proposition 2.3 for
every φ− ≤ φ ≤ φ+ is unique. However, the fact that both φ− and φ+
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approach the same limiting function asymptotically on both ends means one
can apply an obvious extension of [13, Proposition 3.2] to trumpet data whose
proof is left to the reader. Next, extend φ˚ to a smooth positive function on
all of M which is identically η on Ee and bounded between φ− and φ+, and
fix a bounded generalized inverse function
G : C0,α−δ,−γ/2−2(M ;TM)→ C
2,α
−δ,−γ/2(M ;TM)⊕Y
for −∆L. We may choose some positive exponents ν
′ < ν and µ′ < γ/2, and
we define a closed, convex subset of the Banach space C0−ν′,−µ′(M) as
U = {ψ ∈ C0−ν′,−µ′(M) : φ− − φ˚ ≤ ψ ≤ φ+ − φ˚},
and on this subset we define the mapW : ψ 7→ G(bn(φ˚+ψ)
κ∇τ). We may also
define the map Sσ : ran(L ◦W)→ C
2,α
−ν,−γ(M) by Sσ(π) = Q(σ + π)−Q(σ),
where again Q is the unique solution of the Lichnerowicz equation
∆θ − cnRθ − βθ
κ−1 + cn|σ + π|
2θ−κ−1 = 0
guaranteed by [6, Theorem 6.1].
Just as in [13], we will use the following fixed point theorem:
Theorem 3.2. Let B be a Banach space, and let U ⊂ B be a non-empty,
convex, closed, bounded subset. If T : U → U is a compact operator, then
there exists a fixed point z ∈ U such that T (z) = z.
A proof of this theorem can be found in [12], and we shall apply it to the
composition of Sσ ◦ L ◦ W with the compact embedding C
2,α
−ν,−γ →֒ C
0
−ν′,−µ′
to obtain a solution to the LCBY equations for trumpet-type conformal data
as a fixed point of this composition. Since this composition is obviously a
compact mapping from the closed, convex set U to itself, we need only verify
that this map is continuous. All of its constituent maps are clearly continuous
except for Sσ, and so we need the following lemma.
Lemma 3.3. If R > 0, then the map Sσ : ran(L◦W)→ C
2,α
−ν,−γ is continuous.
Proof. This follows from the implicit function theorem (see [21], for example).
We define a function F : C2,α−ν,−γ × C
2,α
−δ,−γ/2−1 → C
0,α
−ν,−γ−2 by
F (ψ, π) = (∆− cnR)(φ˚+ ψ)− β(φ˚+ ψ)
κ−1 + cn|σ + π|
2(φ˚+ ψ)−κ−1.
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Observe that F (Sσ(π), π) = 0 by definition. The Fre´chet derivativeDF(ψ,π)(h, k)
of F at the point (ψ, π) acting on pairs (h, k) ∈ C2,α−ν,−γ × C
2,α
−δ,−γ/2−1 is given
by
(∆− cnR)h− (κ− 1)β(φ˚+ ψ)
κ−2h+ 2cn〈σ + π, k〉(φ˚+ ψ)
−κ−1
− cn(κ+ 1)|σ + π|
2(φ˚+ ψ)−κ−2h.
Hence we may write
DF(ψ,π)(h, 0) = (∆−H)h
where
H = cnR + (κ− 1)β(φ˚+ ψ)
κ−2 + cn(κ+ 1)|σ + π|
2(φ˚+ ψ)−κ−2.
Therefore, given any pair (ψ, π) for which φ˚ + ψ > 0 everywhere, which is
certainly true for all ψ in the image of Sσ, we see thatDF(ψ,π)(·, 0) : C
2,α
−ν,−γ →
C0,α−ν,−γ−2 is an isomorphism. Since it is obviously continuous in (ψ, π), the
implicit function theorem implies Sσ is continuous in an open neighborhood
of π.
Having proved the lemma, Theorem 3.2 gives us a solution to the system
(5)-(6) for trumpet data in the case where R > 0. This proves Theorem 1.1
in the case of trumpet conformal data with positive scalar curvature.
3.3 Yamabe positivity
Consider again the extreme Kerr metric mentioned in the introduction. The
t-constant slices of this spacetime in Boyer-Lindquist coordinates do not
have pointwise positive scalar curvature, though one may show that these
trumpet-type slices do, in fact, have positive Yamabe invariant [2]. We would
thus like to extend our analysis above to the case where we know only that
Y (M, [g]) > 0. We begin by proving that this condition implies the existence
of a conformal factor which transforms a given Yamabe positive metric to
one with pointwise scalar curvature. To prove this, we first need the following
lemma.
Lemma 3.4. Let (M, g) by a Riemannian manifold with one asymptotically
Euclidean end and one end which is asymptotically cylindrical or periodic,
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and suppose further that χe(g−gEuc)+χc(g−g˚) ∈ C
2,α
−1,−γ. Then if Y (M, [g]) >
0, the first eigenvalue of the operator
−L˚ = −∆˚g + cnR˚,
defined on the model cylindrical or periodic metric of Ec, is positive.
Proof. Our proof is a slight adaptation of those for Lemmas 2.7 and 2.9 in [1].
Let λ0 be the first (i.e., smallest) eigenvalue of −L˚. There is thus a positive
function ϕ0 ∈ C
∞(Σ) with ‖ϕ0‖L2(Σ) = 1 which satisfies −L˚ϕ0 = λ0ϕ0. We
then define a Lipschitz function vε whose domain is Ec and depends only on
x. This function is supported in the region 1 + 1
ε
≤ x ≤ 3 + 2
ε
, is identically
equal to ε where 2+ 1
ε
≤ x ≤ 2+ 2
ε
, and has |v′ε| = ε wherever this derivative
is supported.
1 + 1
ε
2 + 1
ε
2 + 2
ε
3 + 2
ε
ε
vε(x)
Figure 1: The graph of the function vε.
Next, in the case of one ACC end, we define a test function wε(x, y) =
vε(x)ϕ0(y) (this definition makes sense since the function vε effectively lo-
calizes to the end of cylindrical type). Consider the Yamabe quotient of this
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function, given by
Q(wε) =
1
2
∫
M
(|∇wε|
2 + cnRw
2
ε)(∫
M
w
2n
n−2
ε
)n−2
n
=
1
2
∫
M
(∣∣∣v′εϕ0∂x + vε∇˚ϕ0 +O(e−x)∣∣∣2 + cnR˚w2ε +O(e−x))(∫∞
0
v
2n
n−2
ε (x)dx
)n−2
n
(∫
Σ
ϕ
2n
n−2
0 (y)dy
)n−2
n
≤
1
2
(
2ε2
∫
Σ
ϕ20 + ελ0
∫
Σ
ϕ20
)
+O(e−
1
ε )(
1
ε
· ε
2n
n−2 · C
)n−2
n
≤ c1ε
n−2n+ c2λ0ε
− 2
n + c3e
− 1
ε .
We thus see that Q(wε)→ −∞ as ε→ 0 if λ0 < 0, which implies Y (M, [g]) =
−∞, a contradiction. Similarly, Q(wε) → 0 as ε → 0 if λ = 0 which implies
Y (M, [g]) ≤ 0. It thus follows that, since Y (M, [g]) > 0 by assumption, we
must have λ0 > 0, proving the assertion in the case of one ACC end. If the
end of cylindrical type is AP, we may just define wε = vε(x)ϕ0(x, y) where
ϕ0 is the lift to the cylinder of a simple eigenfunction for −L˚ on S
1×Σ. The
estimate above for the Yamabe quotient is even simpler in this case and left
to the reader.
Using this lemma, we first show that we can conformally transform a Yamabe
positive metric to one whose scalar curvature is positive and bounded away
from zero sufficiently far out on Ec. From the lemma, we know that there
exists some positive function ϑ˚ ∈ C∞(Σ) such that L˚ϑ˚ = −λ0ϑ˚ where λ0 >
0. Then if we extend this function to a smooth positive function which is
identically 1 outside of a neighborhood of Ec, and define a new metric g˜ =
ϑ˚κ−2g, we find that on Ec,
Lϑ˚ = −cnϑ˚
κ−1R˜.
Since the left side of this equation asymptotically approaches −λ0ϑ˚, we con-
clude that R˜ ≥ c > 0 for sufficiently large x. Suppose this is true where
x ≥ x0. This lemma will also allow us to show that the Yamabe positiv-
ity of the metric will permit us to prescribe positive scalar curvature (with
appropriate fall-off on each end) on all of M .
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Proposition 3.5. Let (M, g) satisfy the hypotheses of Lemma 3.4. Then
there exists a positive function u on M which satisfies u → 1 on Ee and
u→ ϑ˚ on Ec such that, if g˜ = u
κ−2g, then R˜ > 0 everywhere. Furthermore,
R˜ is bounded away from zero on Ec.
Proof. We first choose ϑ˚ as in the preceding paragraph and continue to call
the conformally transformed metric g, so that R ≥ c > 0 where x ≥ x0. We
then look for a conformal factor of the form u = 1 + v where v ∈ H2−ν,−µ,
where 0 < ν < ν0 and µ <
1
2
, such that Lu = f . Here ν0 is chosen so that the
operator L has no indicial roots with imaginary part in the range [−ν0, ν0],
and f is a strictly negative function which identically equals −cnR for x ≥ x0,
and is bounded below by −Cr−γ−2 for some positive C. First observe that if
we can show
Lu = f ⇐⇒ Lv = f + cnR =: f˜ ,
where u is positive, then our proof will be complete by the standard identity
Lu = −cnu
κ−2R˜. We would thus like to show that f˜ lies in the image of the
map
L : H2−ν,−µ(M)→ L
2
−ν,−µ−2(M).
Since constructions of parametrices for L are well known for both ends of
cylindrical type and for asymptotically Euclidean ends, standard arguments
(see [7, Appendix C]) show that this map is Fredholm. Elliptic regularity
thus implies that, to show that this map is surjective, it suffices to show that
L∗ = L is injective as a map
L : H2ν,2−n+µ(M)→ L
2
ν,−n+µ(M).
Observe that our choice of ν < ν0 means that any element in the null
space of this map also lies in H2−ν,2−n+µ. Hence, we need only to check the
injectivity of L as a map
L : H2−ν,2−n+µ(M)→ L
2
−ν,−n+µ(M).
Next, since R decays like r−γ−2, the indicial roots coming from this operator’s
restriction to Ee are the same as those of the Laplacian, and hence the decay
of any solution to Lw = 0 can be no slower than that corresponding to the
first indicial root with imaginary part below 2− n+ µ, which is 2− n. This
means we may, in fact, assume that w ∈ H2−ν,2−n. Given such a nontrivial
solution, it follows from the definition of this function space that ∇w ∈
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H1−ν,1−n, and since 1 − n < −n/2 for all n ≥ 3, we have ∇w ∈ L
2 and
therefore ∫
M
|∇w|2 <∞.
Moreover, observe that since χeR ∈ C
0,α
−1,−γ−2, there exists some positive
constant C such that R ≤ Cr−γ−2. But of course w ∈ H2−ν,2−n implies that∫
M
rn−4w2 <∞,
and therefore since n− 4 > −γ − 2, we are also able to conclude that∫
M
Rw2 <∞.
Finally, it follows from standard Sobolev embedding arguments [3] that
for any ρ ∈ R, we have
‖w‖0,2n/(n−2),−ν,ρ ≤ C‖w‖1,2,−ν,ρ
for some C > 0. But since we clearly have ‖w‖0,q,−ν,ρ′ ≤ ‖w‖0,q,−ν,ρ whenever
ρ′ ≥ ρ, and since
−
n
2∗
=
2− n
2
≥ 2− n,
we conclude that w ∈ L2
∗
(M). It thus follows that the quantity
1
2
∫
M
(|∇w|2 +Rw2)(∫
M
w
2n
n−2
)n−2
n
is finite. Since w is also smooth, one may cut off w to be supported in larger
and larger compact sets to obtain a minimizing sequence for the Yamabe
functional. However, since Lw = 0, this sequence minimizes the functional
to zero, and so Y (M, [g]) = 0, a contradiction. Hence we may find a solution
of the equation Lv = f˜ where v ∈ H2−ν,−µ(M).
We thus need only show that u = 1+v is positive to prove the proposition.
For this we employ an argument used in [6]. First, we clearly have that u
is positive and bounded away from zero for sufficiently large x and r, so we
choose a compact set with smooth boundary which we will again call K such
that u > 1/2 away from K. It follows from the strict monotonicity of the
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Yamabe functional that Y (K, [g]) > 0, and it follows from the existence of a
Sobolev inequality on K (see [6, Lem. 4.1], for example) that the first Dirichlet
eigenvalue of −L on K is positive. Call this eigenvalue λ0(K), and let φ0 be
a corresponding positive eigenfunction. Next, by writing L[φ0(u/φ0)] = f on
the interior of K, we have that
∆
(
u
φ0
)
+ 2
〈
∇φ0
φ0
,∇
(
u
φ0
)〉
−
λ0(K)
φ0
u
φ0
=
f
φ0
< 0. (16)
Now the function u/φ0 is negative precisely where u is, and since u/φ0 → +∞
as one approaches the boundary ofK, if u/φ0 < 0 anywhere then this function
attains a negative minimum. However, the existence of a negative minimum
clearly contradicts (16), so this contradiction proves that u > 0 everywhere,
and hence the proposition.
To prove Theorem 1.1 in general, we first construct global barriers for the
LCBY equations with respect to a background metric with one ACC end and
one AE end. For this we take a much simpler approach than in [13]. Having
constructed these barriers, the proof of Theorem 1.1 will run just as in the
positive scalar curvature case, though we will need to modify our proof that
the solution operator Sσ : π 7→ Q(σ + π)− φ˚ is continuous. This is because
the proof of Lemma 3.3 depends on the positivity of scalar curvature.
Proposition 3.6. Given conformal data (g, τ, σ) of trumpet type for which
Y (M, [g]) > 0, there exists a smooth positive function φ˚ and a pair of global
barriers φ− ≤ φ+ for the LCBY equations such that φ± → φ˚ℓ on each end as
x→∞.
Proof. We first need to address the existence of a positive solution to the
reduced Lichnerowicz equation in the ACC case. Given any metric g and a
conformally related metric g˜ = uκ−2g, there is a well-known identity express-
ing the Laplacian ∆˜ associated to g˜ in terms of that of g, namely
∆˜φ = u2−κ(∆φ+ 2〈∇ log u,∇φ〉g).
Now if we assume that g = uκ−2(dx2 + g˚ + O(e−ωx)) and let u → u˚, which
is the case in which we are interested, the reduced Lichnerowicz equation we
would like to solve is
u˚2−κ(∆˚φ˚+ 2〈∇˚ log u˚, ∇˚φ˚〉g˚)− cnR˚φ˚− βφ˚
κ−1 + cnσ˚
2φ˚−κ−1 = 0. (17)
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By conformal covariance and Proposition 3.5, there is no loss of generality
in assuming that R˚ > 0 (to be more explicit, if ϑ is as in Proposition 3.5,
and φ˚ is a translation invariant solution of the reduced equation with ˚˜R > 0,
then conformal covariance of the Lichnerowicz equation on the cylindrical
end implies that ϑ˚φ˚ is a solution to the original reduced equation). We thus
see that any sufficiently large positive constant is a supersolution for the
operator on the right hand side of (17). To construct a subsolution, we first
claim that we may solve the equation
u˚2−κ(∆˚v˚ + 2〈∇˚ log u˚, ∇˚v˚〉g˚)− (cnR˚ + β˚ )˚v = −cnσ˚
2. (18)
It is easy to check that ρ˚v is a positive subsolution for the operator in (17)
for any sufficiently small ρ > 0. To see that (17) has a solution, define a
one-parameter family of Fredholm operators Pt : H
k+2(Σ)→ Hk(Σ) by
Pt = u˚
2−κ
t (∆˚ + 2t〈∇˚ log u˚, ∇˚·〉g˚)− (cnR˚ + β˚), u˚t = 1− t + t˚u. (19)
Clearly P0 has index zero, and so the local constancy of the Fredholm index
implies that P1 fails to be surjective if and only if there is a nontrivial solution
to P1w˚ = 0. But the maximum principle prevents this equation from having
any nontrivial solutions, so we thus conclude that (18) has a solution which
is nontrivial since σ˚2 6≡ 0, and is positive by the maximum principle. Since
we have constructed positive barriers for the reduced Lichnerowicz equation,
we are thus guaranteed a positive solution to this equation by the monotone
iteration scheme.
Let ϑ be a function described in Proposition 3.5, so that the metric g˜ =
ϑκ−2g satisfies R˜ > 0. Since Lich0(φ) and L˜ich0(ϑ
−1φ) have the same sign
everywhere, it thus follows that φ+ is a global supersolution of the LCBY
equations if and only if u+ = ϑ
−1φ+ is a global supersolution of the auxiliary
system
(∆˜− cnR˜)u− βu
κ−1 = cnu
−κ−1|σ˜ + ϑ−2LW |2g˜ (20)
−∆LW =
n− 1
n
ϑκuκ∇τ. (21)
Here, of course, we have defined σ˜ = ϑ−2σ. Similarly, φ− is a corresponding
global subsolution of the LCBY equations if and only if u− = ϑ
−1φ− is
a global subsolution of (20)-(21). Observe now that, in light of Proposition
3.1, the coefficients in this auxiliary system have precisely the same signs and
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decay properties as did the LCBY system with positive scalar curvature. As
we know we can find some positive solution u˚ to the corresponding reduced
equation, one argues just as in the positive scalar curvature case to construct
a sub/supersolution pair with asymptotics u± → u˚ on Ec and u± → 1 on Ee.
Then if we define φ˚ = ϑ˚u˚, and set φ± = ϑu±, the proposition is proved.
Having constructed a pair of global sub/supersolutions with the correct
asymptotic limits, we may apply a fixed point argument similar to that for the
positive scalar curvature case to find a solution to (5)-(6). For this we define
the set U and the mapsW and Q just as above. We note that Lich0(Q(σ)) =
0, and so we simply replace “φ˚” with “Q(σ)” in the definition of the map
Sσ(π). The advantage of this replacement is that the conformal covariance
of the Lichnerowicz equation gives us the identity
Sσ(π) = Q(σ + π)−Q(σ) = θQˆ(θ
−2(σ + π))− θQˆ(θ−2σ) (22)
:= θSˆθ−2σ(θ
−2π) (23)
where Qˆ is the solution operator for the Lichnerowicz equation with respect
to the metric θκ−2g.
The proof of Theorem 1.1 in general reads exactly as the proof of the
theorem in the positive scalar curvature case once we have established the
analogue of Lemma 3.3. For this we use an implicit function theorem argu-
ment very similar to the proof of that lemma, but we must deal with the
fact that we no longer have R > 0. We shall get around this difficulty using
a trick used by Maxwell in [16], which essentially boils down to the identity
(22).
Lemma 3.7. If Y (M, [g]) > 0, the map Sσ : ran(L ◦ W) → C
2,α
−ν (M) is
continuous.
Proof. Given π0 ∈ C
0,α
−δ,−γ/2−1(S
2
0(M)), we set θ0 = Q(σ + π0). If we also
set σˆ = θ−20 σ and πˆ0 = θ
−2
0 π0, and define Sˆσˆ to be the expression in (23),
we have Sˆσˆ(πˆ0) = 1 − Qˆ(σˆ). We next define the map F : C
2,α
−ν,−γ(M) ×
C0,α−δ,−γ/2−1(S
2
0(M))→ C
0,α
−ν,−γ−2(M) by
F (ψ, π) = (∆ˆ−cnRˆ)(Qˆ(σˆ)+ψ)−β(Qˆ(σˆ)+ψ)
κ−1+cn|σ+π|
2(Qˆ(σˆ)+ψ)−κ−1.
The Fre´chet derivative is computed exactly as in the proof of Lemma 3.3,
and we find that at the point (ψˆ0, πˆ0) = (Sˆσˆ(πˆ0), πˆ0) = (1 − Qˆ(σˆ), πˆ0), we
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have
DF(ψˆ0,πˆ0)(h, 0) = [∆ˆ− (cnRˆ + (κ− 1)β + cn(κ+ 1)|σˆ + πˆ0|
2)]h.
However, as Qˆ(σˆ + πˆ0) = 1, we have −cnRˆ = β − cn|σˆ + πˆ0|
2, so that in fact
DF(ψˆ0,πˆ0)(h, 0) =
[
∆ˆ−
(
(κ− 2)β + cn(κ+ 2)|σˆ + πˆ0|
2
)]
h.
The map DF(ψˆ0,πˆ0)(·, 0) : C
2,α
−ν,−γ(M)→ C
0,α
−ν,−γ−2(M) is thus an isomorphism,
and so we conclude by the implicit function theorem that Sˆσˆ is continuous.
The lemma now follows from (22) and (23), since we have Sσ(π) = θ0Sˆσˆ(θ
−2
0 π)
for all π ∈ C0,α−δ,−γ/2−1(S
2
0(M)).
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A The conformal vector Laplacian
In this appendix, we shall discuss the proofs of Theorem 2.1 and Corollary 2.2.
Detailed proofs can be found in [13], and while they draw on mostly standard
analytical results, they are somewhat long and so we do not include them in
their entirety here.
A.1 The Sobolev case
The proof of a theorem nearly identical to Theorem 2.1 can be found in [7]
in the case where the manifold has no AE ends, but their proof extends to
the trumpet case in an obvious way. However, the result we need requires the
condition of no bounded conformal Kiling fields, for otherwise Proposition
3.1 is not known to hold. To be precise, a straightforward generalization of
the argument in [7] proves that the map (7) is surjective. This surjectivity
then allows us to quote [17, Theorem 7.14] (in the ACC case) or an analogue
of [18, Lemma 4.18] for the conformal vector Laplacian (in the AP case)
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to show that if −∆LY = W ∈ H
k
−δ,−ν−2, then Y ∈ H
k
δ,−ν must have a
decomposition Y = Y ′ + Y˚b + Y˚l, where Y
′ is a vector field in Hk+2−δ , and
Y˚b + Y˚l ∈ Yb ⊕ Yl. Here Yb is a finite-dimensional space of bounded vector
fields which satisfy ˚divLY = 0 far out on the end of cylindrical type, and Yl
is a finite-dimensional space of vector fields with linearly growing magnitude
on each end of cylindrical type which also satisfy ˚divLY = 0.
We note that Yb is precisely the space Y defined in Theorem 2.1, and that
[7, Corollary 5.4] guarantees that we may always take Y˚b = Y˚l = 0 in the AP
case since we are assuming that the manifold admits no bounded conformal
Killing fields. However, the reason why we may take Y˚l = 0 in the ACC case
was not carefully explained in that paper. In fact, the Ho¨lder space version
of [7, Theorem 6.1] is false if one only assumes no L2 conformal Killing fields
(see [14, Section 2.5]), and so we clarify this point for ACC ends here.
It is easy to see from the expression for Y given in [17, Thm. 7.14] that
k := dimYb = dimYl, and in fact Melrose’s Relative Index Theorem [20,
Thm. 6.5] implies that the kernel of −∆L is a k-dimensional subspace of
Yb ⊕ Yl. We claim our assumption of no bounded conformal Killing fields
implies that ker(−∆L) ∩ Yb = 0, which, by linear algebra, means we can
simply subtract off elements of ker(−∆L) from our expansion for the vector
field Y to obtain some Y ∈ Hk+2−δ ⊕Yb which solves −∆LY = W .
To see this, suppose V ∈ ker(−∆L)∩Yb. Letting MA = M ∩{x ≤ A}, we
proceed to integrate the equation 〈V,−∆LV 〉g = 0 over the manifold with
boundary MA:
0 =
∫
MA
〈V,−∆LV 〉g = −
∫
MA
|LV |2 +
∫
∂MA
Vi(LV )
0i.
But since V ∈ Yb, the integrand of the boundary integral decays exponen-
tially, namely like e−ωA. Hence taking the limit A→∞ gives us∫
M
|LV |2 = 0
which contradicts our assumption that we have no bounded conformal Killing
fields. This shows that we may take Y = Yb in the statement of Theorem
2.1, and so the theorem is proved.
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A.2 The Ho¨lder case
Now consider W ∈ Ck,α−δ,−ν−2(M ;TM). Since for any 0 < δ
′ < δ we have
W ∈ Hk−δ′,−ν−2(M ;TM), we may quote Theorem 2.1 to show that there is
some Y ∈ Hk+2−δ′,−ν ⊕ Y such that −∆LY = W . However, in the ACC case,
the mapping properties of the parametrices constructed in [17] immediately
imply that Y ∈ Ck+2−δ,−ν(M ;TM)⊕ Y , and so in this case the map
−∆L : C
k+2,α
−δ,−ν(M ;TM)⊕ Y → C
k,α
−δ,−ν−2(M ;TM)
is surjective.
Proving the analogous statement in the AP case requires more work.
First observe that one only needs to show that −∆L : C
k+2,α
δ,−ν → C
k,α
δ,−ν−2 is
Fredholm whenever δ is not an indicial root. This is because when δ > 0,
integration by parts still implies that −∆L : C
k+2,α
−δ,−ν → C
k,α
−δ−ν−2 is injective,
and Fredholmness implies that the cokernel of this map is finite-dimensional.
On the other hand, choosing ǫ > 0 so small that there are no indicial roots
of −∆L with imaginary part in the interval [−δ,−δ + ǫ], it was shown in [7]
that −∆L is surjective as a map
−∆L : H
k+2
−δ+ǫ,−ν+ǫ(M ;TM)→ H
k
−δ+ǫ,−ν−2−ǫ ⊃ C
k,α
−δ,−ν−2(M ;TM).
It thus follows that there is some finite-dimensional subset Y ′ ⊂ Hk+2−δ+ǫ such
that the map
−∆L : C
k+2,α
−δ,−ν(M ;TM)⊕ Y
′ → Ck,α−δ,−ν−2(M ;TM)
is surjective. After the proof of Theorem A.1 below, we will explain why
Y ′ = 0 in general.
We now prove that the map −∆L : C
k+2,α
−δ → C
k,α
−δ is Fredholm on a man-
ifold with only AP ends whenever δ is not the imaginary part of an indicial
root. The parametrix gluing construction described in [7] obviates how one
extends this result to prove Corollary 2.2. The proof was communicated to
the author by Rafe Mazzeo, and a detailed treatment can be found in [14].
Any errors are the author’s.
Theorem A.1. If (M, g) is a Riemannian manifold with a finite number of
AP ends, and δ ∈ R is not an indicial root of −∆L, then the map −∆L :
Ck+2,αδ (M ;TM)→ C
k,α
δ (M ;TM) is Fredholm.
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Proof. We show that ker(−∆L) and coker(−∆L) are finite dimensional and
that −∆L has closed range.
1. ker(−∆L) is finite dimensional: Defining ǫ > 0 as above, we see that
Ck+2,αδ ⊂ H
k+2
δ+ǫ . Since it was shown in [7] that ker(−∆L|Hk+2
δ+ǫ
) is finite
dimensional, it is immediate that ker(−∆L|Ck+2,α
δ
) is finite dimensional
is as well.
2. coker(−∆L) is finite dimensional: We argue by contradiction, and sup-
pose there is an infinite set of linearly independent vector fields Vj
such that ‖Vj‖k,α,δ = 1 and dist(Vj, ran(−∆L|Ck+2,α
δ
)) ≥ 1
2
. Since it was
shown in [7] that the codimension of ran(−∆L : H
k+2
δ+ǫ → H
k
δ+ǫ) is fi-
nite, we may assume (taking linear combinations, if necessary) that
there exists some m such that Vj ⊥ (ran(−∆L|L2
δ+ǫ
)) for 1 ≤ j ≤ m
and Vj ∈ (ran(−∆L|L2
δ+ǫ
)) for j > m. Hence for j > m, there exists
Xj ∈ H
k+2
δ+ǫ for which −∆LXj = Vj and ‖Xj‖L2δ+ǫ ≤ C. Now on each
period [x, x+T ], the L2-norm and Ck+2,α-norm are compatible, and so
‖Xj‖k+2,α,δ+ǫ ≤ C
′. Now by assumption, Xj /∈ C
k+2,α
δ for j > m. We
then define a slide-back sequence by setting
Yj(x, y) = e
−NjT (δ+ǫ)Xj(x−NjT, y)
where we have chosen Nj such that |Yj(xj , yj)| ≥
1
2
and NjT ≤ xj ≤
(Nj + 1)T , and also set
Wj(x, y) = e
−NjT (δ+ǫ)Vj(x−NjT, y).
If we let −∆
(j)
L
denote the operator −∆L with its coefficients translated
by NjT in the x-direction, we see that −∆
(j)
L
Yj = Wj , and taking
j →∞ we find that locally Yj → Y in C
k+2,α, where Y is a nontrivial
vector field on the exactly periodic cylinder which satisfies −∆˚LY = 0
and ‖Y ‖Ck+2,α
δ+ǫ
(Σ×R) ≤ C. However, since Xj /∈ C
k+2,α
δ , it follows that
Y /∈ Ck+2,αδ (Σ × R), but this contradicts the fact that we defined ǫ to
be so small that no indicial roots have imaginary part lying between δ
and δ + ǫ. This contradiction proves that the cokernel of the map
−∆L : C
k+2,α
δ (M ;TM)→ C
k,α
δ (M ;TM)
is finite dimensional.
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3. −∆L has closed range: We argue by contradiction. Suppose that there is
a sequence Xj ∈ C
k+2,α
δ such that −∆LXj = Vj and Vj → V in C
k,α
δ but
the sequence Xj does not converge in C
k+2,α
δ . Without loss of generality,
assume that the sequence {Xj} lies in some fixed complement H of
ker(−∆L). If ‖Xj‖k+2,α,δ stayed bounded, one could apply the Arzela`-
Ascoli Theorem to extract a convergent subsequence, and so, passing to
a subsequence if necessary, we must have ‖Xj‖k+2,α,δ = Aj →∞. This
and local Schauder estimates for −∆L imply that we may find points
(xj , yj) of M for which |Xj(xj , yj)| ≥
1
2
Aje
δxj . We first assume that
(xj , yj) stays bounded. We then define new vector fields Yj = Xj/Aj so
that ‖Yj‖k+2,α,δ ≤ 1 and sup |Yj| ≥ c ≥ 0 in a fixed compact set. Now
clearly −∆LYj = Vj/Aj → 0 and therefore the Arzela`-Ascoli Theorem
again implies that there is some Y 6= 0 such that Yj → Y in any
compact set (with respect to the induced Ck+2,αδ -norm) while −∆LY =
0 and hence Y /∈ H, a contradiction.
Now assume that xj →∞. We define auxiliary vector fields Yj by both
scaling and translating, where we set
Yj(x, y) = A
−1
j e
−NjTδXj(x−NjT, y),
where we recall that T is the period of the limiting metric and we
assume that NjT ≤ x ≤ (Nj + 1)T . If we similarly define
Wj(x, y) = A
−1
j e
−NjTδVj(x−NjT, y),
we see that −∆LYj = Wj → 0 in C
k,α
δ , so here we again see that
Yj → Y 6= 0 with −∆LY = 0 in compact sets. Since we again have a
contradiction, we conclude that −∆L : C
k+2,α
δ → C
k,α
δ has closed range,
proving the theorem.
A very similar argument to that above can be used to prove that, when-
ever δ is not an indicial root of the operator −∆L, we have that −∆L :
Ck+2,αδ → C
k,α
δ is surjective. In particular, we know that for any V ∈ C
k,α
δ ⊂
Hkδ+ǫ, there is some X ∈ H
k+2
δ+ǫ such that −∆LX = V . Since we are again
assuming that ǫ > 0 is so small that there are no indicial roots between δ
and δ + ǫ, it is straightforward to show that we may choose the same X for
any such choice of ǫ. Now we fix some ǫ and again define
Yj(x, y) = e
−NjT (δ+ǫ)X(x−NjT, y).
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One argues exactly as in the proof of Theorem A.1 to show that ifX /∈ Ck+2,αδ ,
then there exists some Y on the exactly periodic cylinder which satisfies
−∆˚LY = 0 whose growth rate on one end is faster than e
δx but slower than
e(δ+ǫ)x, a contradiction.
Now suppose δ > 0. To show that Y ′ = 0, we observe that X ∈ Hk+2−δ−ǫ ⊂
Hk+2−δ+ǫ. X is independent of ǫ, and so we argue just as in the previous para-
graph to show that X ′ ∈ Ck+2,α−δ , and we may thus take Y
′ = 0.
References
[1] K. Akutagawa and B. Botvinnik. Yamabe metrics on cylindrical mani-
folds. GAFA, Geom. funct. anal., 13:259 – 333, 2003.
[2] G. Avila and S. Dain. The Yamabe invariant for axially symmetric initial
data of two Kerr black holes. Class. Quantum Grav., 25(22), 2008.
[3] R. Bartnik. The mass of an asymptotically flat manifold. Commun.
Pure Appl. Math., 39:661–693, 1986.
[4] R. Beig, P. Chrus´ciel, and R. Schoen. KIDS are non-generic. Ann. Henri
Poincare´, 6:155 – 194, 2005.
[5] Y. Choquet-Bruhat, J. Isenberg, and J. York. Einstein constraints on
asymptotically Euclidean manifolds. Physical Review D., 61:084034,
2000.
[6] P. Chrus´ciel and R. Mazzeo. Initial data sets with ends of cylindrical
type: I. The Lichnerowicz equation. Ann. Henri Poincare´, 16:1231–1266,
2015.
[7] P. Chrus´ciel, R. Mazzeo, and S. Pocchiola. Initial data sets with ends of
cylindrical type: II. The vector constraint equation. Adv. Theor. Math.
Phys., 17:829 – 865, 2013.
[8] S. Dain and M. Gabach Cle´ment. Small deformations of extreme Kerr
black hole initial data. Class. Quantum Grav., 28:075003, 2011.
[9] J. Dilts, J. Isenberg, R. Mazzeo, and C. Meier. Non-CMC solutions to the
Einstein constraint equations on asymptotically Euclidean manifolds.
Class. Quantum Grav., 31:065001, 2014.
27
[10] M. Holst, G. Nagy, and G. Tsogtgerel. Far-from-constant mean curva-
ture solutions of Einstein’s constraint equations with positive Yamabe
metrics. Phys. Rev. Lett., 100(16):161101, 2008.
[11] J. Isenberg. The Handbook of Spacetime, chapter 16: The initial value
problem in general relativity. Springer Berlin Heidelberg, 2014.
[12] V. I. Istra˘t¸escu. Fixed point theory: An introduction. D. Reidel Publish-
ing Company, 1981.
[13] J. Leach. A far-from-CMC existence result for the constraint equa-
tions on manifolds with ends of cylindrical type. Class. Quantum Grav.,
31(3):035003, 2014.
[14] J. Leach. The vacuum Einstein constraint equations on manifolds with
ends of cylindrical type. PhD thesis, Stanford University, 2015.
[15] D. Maxwell. A class of solutions of the vacuum Einstein constraint equa-
tions with freely specified mean curvature. Math. Res. Lett., 16(4):627–
645, 2009.
[16] D. Maxwell. The conformal method and conformal thin-sandwich
method are the same. Class. Quantum Grav., 31(14):1–34, July 2014.
[17] R. Mazzeo. Elliptic theory of differential edge operators. I. Commun.
Partial Diff. Eq., 16:1615–1664, 1991.
[18] R. Mazzeo, D. Pollack, and K. Uhlenbeck. Moduli space of singular
Yamabe metrics. Jour. Amer. Math Soc., 9:303 – 34, 1996.
[19] J. McClintock, R. Shafee, R. Narayan, R. Reimillard, S. Davis, and L.-X.
Li. The spin of near-extreme Kerr black hole GRS 1915+105. Astrophys.
J., 652:518–539, 2006.
[20] R. Melrose. The Atiyah-Patodi-Singer index theorem. AK Peters Ltd.,
Wellesley, MA, 1993.
[21] A. H. Siddiqi. Applied functional analysis: Numerical methods, wavelet
methods, and image processing. Marcel Dekker, Inc., New York, 2004.
[22] G. Waxenegger, R. Beig, and N. O´ Murchadha. Existence and unique-
ness of Bowen-York trumpets. Class. Quantum Grav., page 245002,
2011.
28
