Peaky and non-peaky signaling schemes have long been considered species apart in non-coherent wideband fading channels, as the first approaches asymptotically the linear-inpower capacity of a wideband AWGN channel with the same SNR, whereas the second reaches a nearly power-limited peak rate at some finite critical bandwidth and then falls to zero as bandwidth grows to infinity. In this paper it is shown that this distinction is in fact an artifact of the limited attention paid in the past to the product between the bandwidth and the fraction of time it is in use. This fundamental quantity, that is termed bandwidth occupancy, measures average bandwidth usage over time. As it turns out, a peaky signal that transmits in an infinite bandwidth but only for an infinitesimal fraction of the time may only have a small bandwidth occupancy, and so does a nonpeaky scheme that limits itself to the critical bandwidth even though more spectrum is available, so as to not degrade rate. The two types of signaling in the literature are harmonized to show that, for any type of signals, there is a fundamental limit-a critical bandwidth occupancy. All signaling schemes with the same bandwidth occupancy approach the linear-in-power capacity of wideband AWGN channels with the same asymptotic behavior as the bandwidth occupancy approaches its critical value. For a bandwidth occupancy above the critical value, rate decreases to zero as the occupancy goes to infinity. This unified analysis not only recovers previous results on capacity bounds for (non-)peaky signaling schemes, but also reveals the fundamental tradeoff between accuracy and convergence when characterizing the maximal achievable rate.
I. INTRODUCTION AND RELATED WORK
Recently there has been great interest in wireless channels with a large bandwidth, owing in part to the prospective investments onto the millimeter wave bands, where vast quantities of new spectrum is readily available [1] - [5] . In a frequency selective fading channel where there is no channel state information at the receiver (CSIR) or the transmitter, the wideband capacity regime is affected by the growing uncertainty in the channel impulse response. As bandwidth grows while power is constrained, it becomes infeasible to estimate the channel coefficients to a precision sufficient for coherent detection. Moreover, if one would spread the transmitted signal power across all the available bandwidth and time slots, the desired signal would be buried by this channel uncertainty. Médard and Gallager proved this [6] through an upper bound to rate proportional to the ratio between the fourth moment of the signal (E |x| 4 ) and its bandwidth (B), i.e., R <∝ E |x| 4 /B, so that only by making the first infinite -that is, concentrating the power of the signal distribution in a vanishing subset of its coefficients-one could achieve rates above zero when bandwidth goes to infinity. The results in [6] have been extended to signals with output fourthorder constraint [7] or small input peakiness constraint [8] . Telatar and Tse [9] related channel uncertainty to the number of independent paths, and showed that in a rich scattering environment the rate grows with B while power per path is sufficient, but it starts decreasing when the number of independent paths is above its critical value. This led to the thought that peaky signaling schemes [9] - [13] are imperative to approach the linear-in-power capacity limit of a wideband additive white Gaussian noise (AWGN) channel, which in multi-input multi-output (MIMO) systems is where P is the power, N 0 is the noise power spectral density (PSD), N r is the number of receive antennas, and SNR = P/(BN 0 ) is the signal-to-noise ratio (SNR) per degree of freedom at each receive antenna. However, peaky signals may have drawbacks, such as high requirement on hardware and poor spectral efficiency (nats/s/Hz). The former comes from the fact a signal with high fourth moment is challenging to synthesize owing to hardware non-linearities. The latter arises from the fact that rate of peaky signalling approaches the capacity limit slowly as B→∞, thus requiring considerable bandwidth to attain the same rate as a coherent channel. This has been demonstrated in [10] via a second order Taylor series expansion, showing that the second derivative of capacity at SNR = 0 is finite for AWGN and coherent fading channels (which have perfect CSIR) but −∞ for non-coherent scenarios. This abrupt distinction, where either the channel is perfectly known or unknown, contrasts with the intuition that, as the coherence length (L c , determined by coherence time and coherence bandwidth) of a fading channel grows, estimating the channel becomes increasingly rewarding and the capacity of the non-coherent channel converges to the capacity of the coherent channel as L c →∞. This seeming conflict has been resolved in [12] , [13] by showing that in non-coherent Rayleigh fading channels the capacity C(B) can be represented by the polynomial (1) where N t is the number of transmit antennas and the exponent α∈(0, 1) grows with increasing L c . The first term is the power limit as in C ∞ and the second term SNR 1+α vanishes with B→∞ (dominating the second derivative). The third term captures the fast-vanishing approximation error at large B.
Note that SNR 1+α is sub-quadratic, so the exact same spectral efficiency as coherent schemes can not be achieved because choosing α=1 would imply an infinite second derivative. Peaky signaling as in these analyses is compulsory if our requirement is to achieve C ∞ when B→∞. However, nonpeaky signals can suffice to approach the wideband capacity limit within a bounded gap at some large-but finitebandwidth, even though the rate vanishes as bandwidth grows. Lozano and Porrat [14] consider non-peaky signaling in the single-input single-output (SISO) channel under a general fading distribution. When bandwidth is not too large there is a transitory first stage where rate grows with B, approaching a maximum value of
where∆ vanishes with increasing channel coherence L c and does not depend on SNR. This maximum is achieved at some critical bandwidth B crit , beyond which rate decreases as B grows, and ultimately rate goes to zero as B→∞.
As argued above, although both peaky and non-peaky signaling can approach the wideband capacity limit when available bandwidth is abundant, it is not immediately clear how the power-limited rate in [14] (shown in (2), developed for SISO) is related to the polynomial near-power-limited rate in [13] (shown in (1), developed for MIMO).
In this paper, we unify the study of peaky and non-peaky signaling, showing that they are nothing but extreme cases of a more fundamental trade-off that affects all types of signals. We argue that the analyses in [13] , [14] are merely two different methods of representing system behavior. Our analysis generalizes [14] to MIMO systems and introduces a transmission duty-cycle to allow arbitrary levels of signal peakiness. The peakiness parameter δ∈(0, 1] defines the fraction of time the transmitter is active. We show that capacity is a function of only the product of δ and B, namely δB that we call bandwidth occupancy, and we prove that capacity C(δB) increases as bandwidth occupancy approaches a critical value (δB) crit . The capacity at (δB) crit is lower bounded by
with the same offset ∆ for all levels of peakiness δ∈(0, 1]. Using the relation between the main sublinear exponent α used in (1) and the peakiness parameter δ=SNR 1−α in [13] , we show that ∆∼SNR α at (δB) crit . This is, the multiplicative capacity gap ∆ in [14] and the sub-linear polynomial approximation SNR α in [13] represent the same behavior. Therefore, it is possible to approach C ∞ within the same capacity gap at the same convergence speed by any signaling scheme within the family using a bandwidth B≥B crit together with the peakiness parameter δ≃ Bcrit B as represented in Fig. 1 . Furthermore, we show in Sec. IV that the relationship between polynomial capacity on channel coherence L c described in [13, can also be established following our analysis. We also discuss the relationship of the two different methods in approximating α, reveal the tradeoff in polynomial approximation, and demonstrate that in different scenarios it changes which characterization offers the best precision.
We would like to highlight that the lower bounds for the capacity results in our analysis and in [14] are obtained by maximizing a lower bound on mutual information: the mutual information by coherent non-peaky signaling minus a penalty of channel estimation. While the connection between capacity and mutual information bounds for ergodic channels has been established in [15, Prop. 2.1] , the performance of a practical signaling system with channel estimation techniques [16] , peak constrained signals [17] , finite modulation options and nonideal decoders may be degraded compared to the theoretical bounds provided in this paper.
The rest of this paper is organized as follows. We present in Sec. II the system model that are essential to prove our main results. Our unified results on wideband limit are presented in Sec. III, and the properties of the polynomial characterization are investigated in Sec. IV. Conclusions are in V.
II. SYSTEM MODEL
We consider a rich scattering, frequency selective, block fading, N t × N r MIMO wideband channel with an impulse response h(t) (u,v) between antennas (u, v). For compactness we assume that all channels experience a coherence time T c and a delay spread D and the channel frequency response becomes uncorrelated for frequencies apart more than one coherence bandwidth B c =1/D. We focus only on the frequency signaling scheme since it is known [14] that differences between frequency and time signalling only affect the scaling with bandwidth in its vanishing higher order terms. In the following we present the system model that are essential to prove our main results, and defer the detailed derivation and compatibility discussions into Appendix A.
Our model starts from a continuous-time wideband fading channel, followed by the discretization/sampling process on the input-output signals as detailed in Appendix A-A. This provides a signaling scheme where every T c seconds, the transmitted signal x (u) [n] with bandwidth B/2 carries K=BT c complex samples on antenna u∈[0, N t −1]. Taking a K-point DFT, the transmitted codeword is uniquely defined by the N r K × 1 vector x that satisfies the average power constraint
For i=kN t +u, the i-th coefficient of x, denoted as x (i) , corresponds to the transmitted signal on antenna u with DFT index k∈{0, 1, . . . , K−1}. For each pair of antennas (u, v), the discrete samples of the channel |<B c T c and independent otherwise. We also define the average gain of the n-th channel coefficient g
Assuming D≪T c , there is no inter-symbol interference and the signal received on each fading realization, T c , depends only on the state of the channel and signal transmitted during the same realization. After applying K-point DFT to the received signal, we can represent the system as
where y is a N r K × 1 vector whose i-th element y (i) , with i = kN r +v, corresponds to the signal received on antenna v with DFT coefficient index k. The noise vector z follows a Gaussian distribution with PSD N 0 (CN (0, I NrK N 0 T c )). Some references, such as [13] , use a different type of system model with fewer frequency coefficients, where all bins experience independent fading, but this gives encoding blocks a shorter duration than T c , makes fading dependent in time and brings up a requirement to perform encoding across multiple channel blocks. In appendix A-B we prove that it is possible to unify the two models at the continuous time level and our results are independent on the model chosen.
The quintessential peaky signal distribution is the on/off distribution. To make our signaling scheme peaky we choose Figure 2 . The four-step approach [14] to set the range of critical bandwidth.
to make active only a fraction δ of the encoding symbols,
This converts the system into the time-alternation of an arbitrarily distributed scheme for a fraction δ of the time, achieving a rate R(δ) with the power gain P ′ = P δ , and an idle stage for a fraction 1−δ of the time. A notorious side effect of this scheme is that when 1−δ δ >D/T c the idle stage serves as the "zero-padding prefix" that justifies our approximation that there is no ISI. For a random signal a[n] drawn from a stochastic sequence A[n], we will refer to its kurtosis
to measure the peakiness of the random distribution. Notice that when a signal x is zero a fraction 1−δ of the time then its kurtosis can be written as a function of the kurtosis of the distribution of non-zero elements, κ(x)= κ(x =0) δ , and therefore determining peakiness using the on/off ratio δ and the kurtosis statistic κ are in accordance with each other.
III. BANDWIDTH OCCUPANCY LIMIT
Our analysis runs parallel to the non-peaky SISO model in [14] follows four steps, represented in Fig . The result of [14] is that capacity in a non-coherent fading channel only grows with bandwidth below a critical bandwidth B crit which falls into the range [B − , B + ]. A system operating with insufficient bandwidth B<B crit is less efficient in converting available signal energy into rate due to the convexity of the logarithm function w.r.t. the SNR, and the achievable rate grows with increasing bandwidth. This is a phenomenon well documented even in the AWGN channel. On the other hand, a new phenomenon occurs in channels with unknown CSIR when signal power spreads over too much bandwidth B>B crit . Since channel-uncertainty-induced rate penalty grows with increasing bandwidth, the achievable rate decreases to zero as B→∞. So, contrary to the wideband AWGN channel where "the deeper into the low-SNR regime, the better", in the non-coherent fading channel the optimal guideline is "enter only marginally into the low-SNR regime". The optimal operation point occurs at B crit .
Our first contribution is a generalization of this phenomenon to arbitrary levels of signal peakiness δ and then identify the fundamental quantity bandwidth occupancy (δB). We obtain bell-shaped lower and upper bounds on the achievable rate, find the maximum (δB) * for the lower bound, and then determine the range (δB) ± that contains the unknown critical bandwidth occupancy (δB) crit . Therefore for any B>B crit it is possible to operate with peaky signalling with δ=B crit /B to bring the system back into the same optimal operation point.
A. Lower bound
Lemma 1. Achievable rate in a wideband non-coherent channel with duty cycle δ ∈ (0, 1] is lower bounded by
where κ is the kurtosis of the channel.
Proof: See Appendix B-A.
Remark 1.
Even though the capacity may be a twodimensional function of δ and B, the lower bound is only a function of the product δB. This allows optimization with respect to the product in the next lemma.
and
Proof: See Appendix B-B. Below the optimal bandwidth occupancy (δB) * , the third term of (8) is smaller in absolute value than the second. Replacing the third term by the second term and substituting δ=SNR 1−α , α∈(0, 1) as in (1) into (8) gives the following corollary on sufficient conditions. Corollary 1. If δ(B)B ≤ (δB) * , the achievable rate is lower bounded by 
where g min = min m,u,v |h (u,v) [m]| 2 is the minimum non-zero square channel gain among all delays and antenna pairs, and ψ = λ * K is the eigenvalue, normalized by K, of matrix ΞΞ † that minimizes E log(1 + P δW N0 B c T c g min λ m (ΞΞ † )/K) for all eigenvalues indexed by m. Here Ξ is a K × M N t circulant matrix contains in its first column the first K elements of x after power normalization.
D. Critical Bandwidth Occupancy
Lemma 4. In a wideband non-coherent Rayleigh fading channel, the maximum rate in (10) is achievable at a critical bandwidth occupancy (δB) crit that resides in the range
where
Proof: See Appendix B-D. Above the critical bandwidth occupancy (δB) crit , the third term of (8) is greater in absolute value than the second. This means that capacity is smaller than (11) , which leads to the following corollary on necessary conditions.
Corollary 2. In Rayleigh fading (κ=2), if δ=SNR 1−α and
then the bandwidth occupancy satisfies δB < (δB) + .
E. Interpretation of the Result
In Fig. 3 (a) we represent the upper bound to capacity as a field over the 2D plane (δ, B), and in the vertical cut for δ = 1 we have also represented the lower bound using triangular bullets to illustrate the relation of this representation with Fig. 2 . On the B axis, we can see that for fixed values of δ the capacity as a function of bandwidth is bell-shaped, grows at small bandwidth, reaches a maximum and then decreases to zero. Fig. 3 (b) provides a better perspective on the value of capacity upper bounds as a function of the bandwidth occupancy, where the optimal (δB) * that maximizes the capacity lower bound R LB and the range [(δB) − , (δB) + ] for the critical bandwidth occupancy (δB) crit are also plotted. For bandwidth occupancy close to (δB) crit , capacity is nearly power-limited. For different level of peakiness δ, the peak values of capacity are the same but appear at different bandwidth B, and in fact all points with identical value δB have the same lower/upper bounds. Our analysis recovers the previous result for nonpeaky signals by selecting δ = 1, producing a finite critical bandwidth. It also captures the classical results for infinitefourth-moment signals by taking δ → 0, which takes the critical bandwidth occupancy point further into higher bandwidths following lim δ→0 (Bδ) crit δ = ∞. To interpret results, let us recall the capacity lower bound (8) and the upper bound (12) , which are derived from I (X; Y )=I (X, H; Y )−I (H; Y |X). The first term corresponds to the wideband capacity, which is bounded by
and the second term resembles a "channel estimation" setup that quantifies the rate penalty of channel uncertainty.
In our derived system model (5), X=x is KN t × 1 with all coefficients i.i.d., and Y =y is KN r × 1 with all coefficients i.i.d conditioned on a fixed H=H. On the other hand, the channel matrix H is block diagonal with the K-DFTs of h (u,v) [n] for the pair of antennas (u, v). That is, for each pair (u, v) this sequence has only M = K BcTc i.i.d parameters. Without loss of generality we look at the SISO case. After performing K-DFT onh M−1 n=0 , we get
where F K is the K-DFT matrix and significant zero-padding is needed to extend the original sequence into a longer vector with K−M zeros at the end. The channel matrix is therefore
is a placeholder for some K×K matrix with unit-mean random components (with correlation given by the covariance of x times a fixed channel matrix). On the other hand, for a fixed X=x, the vector
recombined by unitary matrix F K , with the covariance matrix
Translating the determinants to sum of eigenvalues and normalizing the rate w.r.t. the peakiness and the symbol period of a coherence time, we get the following capacity expression
where the equality is due to substitution of K=BT c and M =BD. As bandwidth B grows, both the number of parallel channels and the number of independent channel coefficients grows linearly with B, but the growth ratio is T c for the former and D for the later. That is, the penalty term grows B c T c times slower than the first term. Since there is also a "power gain" of K M =B c T c in "estimating" M unknown channel coefficients based on K training symbols, the penalty term "catches up" with the first by an additional factor log(B c T c ). This explain the origin of √ B c T c and 1 log(BcTc) in the critical bandwidth occupancy proved in Lemma 4.
IV. POLYNOMIAL APPROXIMATION FOR CAPACITY

A. Different Analyses Show the Same Principles
The analysis in [13] obtains a necessary and sufficient condition on the coherence length of the channel, L c =B c T c , to guarantee that capacity is above a polynomial of SNR= P N0B as B→∞. This result is given in [13, Th. 3] , which is rewritten in the next lemma for easy reference.
Lemma 5 (Th. 3 [13] ). For any α∈(0, 1] and ǫ∈(0, α) the capacity of a Rayleigh block-fading MIMO channel with average signal to noise ratio SNR= P BN0 is
Remark 2. In [13] the peakiness δ is related to the polynomial exponent α through δ=SNR 1−α . That is, δ is a function of bandwidth B, which justifies our insistence on doing the optimization w.r.t. the product δB in the proof of Lemma 2.
There are plenty of parallels in our result and this lemma. The proof of [13, Th. 3] is the union of a necessary condition
Our analysis in Sec. III, which recovers and generalizes [14] , also provides sufficient and necessary conditions in Proposition 1 and Proposition 2, respectively, to establish the result in Lemma 5. The advantage of our analysis lies in the fact that it can reproduce both results at the same time. [13, Th. 2] .
Proposition 1. Corollary 1 implies the sufficient condition in
Proof: Substituting δ=SNR 1−α and κ=2 into (9), we can rewrite the sufficient condition δB<(δB) * in Corollary 1 as
Since
which is the sufficient condition of [13, Th. 2]. [13, Th. 1] .
Proposition 2. Corollary 2 implies the necessary condition in
Proof: The necessary condition δB < (δB) + in Corollary 2 can be rewritten as
Therefore we can recover the necessary condition [13, Th. 1]
as long as (Nr+Nt) 4 log π log(B c T c ) ≥ 1, i.e., B c T c ≥π 4/(Nr+Nt) , which is always satisfied in wideband fading channels where B c T c ≫ 1.
Remark 3. Since we can establish a similar necessary condition δB > (δB) − as in in Corollary 1, there also exists a maximum ℓ max on channel coherence that accompanies the minimum ℓ min found in [13, Th. 1] . Remark 4. From Proposition 1 and Proposition 2, it is not surprising that the power gain term log(B c T c ) was lost in [13] , because this sub-polynomial variation of the result has been "buried" in the range of valid exponents ǫ of the error term Θ(SNR 1+α+ǫ ).
B. Tradeoff in Polynomial Approximation: Convergence versus Accuracy
By generalizing [14] , our results in Lemma 1 and Lemma 2 have prescribed a unique optimized near-linear-in-power approximation of capacity, which is a function of the bandwidth occupancy (δB). The maximum lower bound to capacity given in Lemma 2 does not vary between points in the plane (δ, B) provided that they have the same bandwidth occupancy (δB) crit . Moreover, as we showed in Corollary 1, this rate provides the same polynomial exponent as in Lemma 5 (i.e., [13, Th. 3] ). However, our results do not tell the exact (δB) crit where this capacity is achievable; rather, we bracket it with [(δB) − , (δB) + ] by Lemma 4. On the other hand, we can obtain from Lemma 5 an entire family of notnecessarily optimal lower bounds parameterized by ǫ, as stated in Corollary 3 and Corollary 4 below. 
Proof: Substituting L c =B c T c , δ=SNR 1−α and SNR= P BN0 into (17), we can obtain (18) and (19) by the fact that σ>0 and σ<ǫ, respectively.
Corollary 4. The capacity lower bound in Lemma 5 can be rewritten as
Proof: For SNR<1, we can rewrite (17) as follows (0<σ<ǫ)
and, substituting this into (16) leads to (20) . It is not straightforward which particular polynomial in the family gives the most relevant result, the following points may be taken into account. 1) For any selected value of the peakiness δ, the exponent α becomes different, ultimately affecting spectral efficiency. 2) For a chosen value of α, the precision of the polynomial approximation depends on the vanishing error term Θ(SNR 1+α+ǫ ), controlled by the exponent ǫ∈(0, α).
3) For chosen α, ǫ, the role of σ∈(0, ǫ) is to generate the range of bandwidths where capacity is greater than the lower bound. We have a convergence-accuracy trade-off in the polynomial approximation parameterized by ǫ∈(0, α). For ǫ close to zero, we have a narrower range of δB as prescribed by (18) and (19) that supports the polynomial of order SNR 1+α , but the approximation error Θ(SNR 1+α+ǫ ) vanishes as slowly as the polynomial itself, which makes the approximation less precise. On the other hand, for ǫ→α, the error term vanishes much faster than the main sublinear term and thus provides excellent polynomial approximation, but the range of δB becomes larger (hence looser dependence between capacity and δ and B) which makes it more difficult to determine the proper operational points to achieve the regimes characterized by [13] .
C. Comparison of Optimal Bandwidth Occupancy Estimators
To explore the relation between the two estimations of capacity and the range of optimal (δ, B) they define, we take a closer look at the estimated values of α that each analysis produces. We do this because the sublinear exponent provides a unique relation between B and δ=SNR 1−α =( P N0B ) 1−α , allowing for scalar comparison of the methods. We begin by extracting information on valid values of α according to Lemma 5 (i.e., [13, Th. 3] ) when the coherence block length L c = B c T c is fixed. From (17) we have
From the side σ > 0 we get
and from σ < ǫ < α we get that
α >α max /2.
Note that α approaches α min when we chose σ→ǫ, which leads to α min >α max /2. These bounds converge to a unique value as ǫ→0, but as stated above, when ǫ decreases the error term Θ(SNR 1+α+ǫ ) vanishes more slowly and narrowing the margin of the possible exponents -and ultimately, accurately characterizing spectral efficiency-comes at the price of increasing the error of the polynomial capacity estimation. We can therefore selected the values of ǫ such that polynomial error term is approximately a p-percent of the sublinear term SNR 1+α . For this we solve for ǫ(p) the equation
This generate a family of narrower estimated margins [α min (p), α max ] parametrized by the pre-selected error percentage p% by raising the lower bracket.
On the other side, let us bracket the possible sublinear exponents using the brackets for critical bandwidth occupancy in Lemma 4. When δB=(δB) + we get that
and when δB = (δB) − we get that
Recall that for any ǫ > 0 we have
This means that the second term of α + is larger than −ǫ and we get α max > α + > α min , and the interval between the three vanishes as ǫ→0.
Remark 5. All the results coincide in that α∝ log(B c T c ), making capacity of channels with low B c T c approach their wideband limit very slowly with SN R→0 and channels with high B c T c converge faster. This is the main intuition of the results in [13] : non-coherent channels approach the coherent channel capacity when coherence length is large enough.
D. Illustration
We plot the capacity lower bound on the plane (δ, B) in Fig. 4 for B c T c =10 6 and in Fig. 5 for B c T c =10 4 . The peak capacity is achievable in a region with constant product δB, starting at relatively large bandwidths, and both estimations of the optimal region are narrow. The choice of ǫ determines the polynomial lower bound and therefore the range [α min (ǫ), α max ]. We can generate a set of estimations α min (ǫ) by fine-tuning ǫ within the range (0, α), as shown by the curves corresponding to α min (ǫ) with ǫ=α/2, α/4, respectively. Note that the conservative choice ǫ=α leads to the widest possible range for [α max /2, α max ]. On the other hand, the estimation precision [α − , α + ] depends on the value of B c T c , and its range becomes smaller as B c T c increases.
Since the precision of the estimation by [α − , α + ] relies on B c T c and the relative margin of [α min , α max ] depends on ǫ, we show in Fig. 6 the evolution of the two boundary methods with ǫ and B c T c . The method [13] produces the highest upper bound(α max ) that does not change, and a family of lower bounds (α min (p)) depicted in the figure for errors of 1% and 10% and its lower bound α max /2. On the other hand, the critical bandwidth method produces boundaries that are loose at low coherence length but improve significantly when this parameter grows and that do not pay for tightness a price in precision of the polynomial approximation. 
Capacity lower bound on the plane (δ, B) with BcTc=10 4 , P/N 0 =20dB, and α min (ǫ) is generated with ǫ=α, α/2, α/4, respectively.
V. CONCLUSIONS
We have generalized the analysis in [14] to MIMO systems with transmission duty-cycle δ∈(0, 1] to show how the two schemes with critical bandwidth [14] and peaky signaling [13] are closely related. By defining the metric of bandwidth occupancy, δB, it is possible to show that critical bandwidth analysis applies equally to families of signals with varying peakiness and bandwidth when they have in common the product δB. Our main result shows the existence of a fundamental limit on the bandwidth occupancy in non-coherent channels for any level of frequency and time peakiness of the signal. At the critical bandwidth occupancy (δB) crit , capacity has the same almost-linear in power value for all types of signals
as long as they have the same bandwidth occupancy. Moreover, we provide upper and lower bounds to this critical value. The bounds have the same growth with B c T c and P N0 , and they only differ on a constant term.
The obtained capacity expression may be written as a polynomial equivalent to the analysis in [13] . By representing δ = SNR 1−α it is possible to replicate the results in [13, Th. 1-Th. 3] obtaining almost-linear polynomial expressions for capacity in the limit δB → (δB) crit with a dominant sublinear term SNR 1+α . As the bandwidth use approaches the limit, capacity approaches the power-limited wideband limit with a speed of convergence determined by SNR 1+α , which approaches the speed of convergence of coherent channels as the two-dimensional coherence length B c T c → ∞. The fundamental nature of the bandwidth occupancy measure reflects the fact that any signaling scheme obtains the same asymptotic behavior as long as the product δB remains constant.
Within this framework, results of limited bandwidth with non-peaky signaling and unlimited bandwidth with flash signaling, which have been treated as very different phenomena, are shown to be merely two extreme points in a linear range of transmission strategies with the same capacity as long as they have the same amount of bandwidth occupancy.
The criterion for selecting a level of peakiness to transmit δ = SNR 1−α is not valid if SNR > 1 (as δ < 1 by design). Whereas the concept of δB < (δB) crit is well defined for all values of SNR. This gives the intuition that below the critical point to claim that the frequency-selective channel is in the wideband regime would be questionable, and regular non-peaky transmissions with full bandwidth occupancy must be employed. Whereas above the critical point, the amount of peakiness and the bandwidth may be chosen at will as long as the maximum occupancy level is respected.
APPENDIX A CONNECTION OF THE SYSTEM MODEL WITH LITERATURE
A. Derivation from Realistic Fading Models
As a general case, a wireless channel is modeled as a set L of paths, where each path ℓ ∈ L is defined by a group delay τ ℓ , a phase of arrival θ ℓ , and an impulse response h ℓ (t). For a pair of antennas (u, v) the received signal r(t) depending on the transmitted signal s(t) is characterized as
where the channel delay spread D given by the maximum difference in durations among all τ ℓ s and durations of the h ℓ (t)s. Traditionally, the latter are narrow pulses and can be approximated by the Dirac delta function, in which case the set L would be a sort of "ray tracing" of perfect reflections of the signal with a scalar gain. However, measurements in mmWave indicate that, although there are few arrival direction "clusters", in each cluster energy arrivals spread along a continuum of angular directions [18] , [19] . Therefore each arrival direction cluster sees the additive effect of a large number of scattered reflections, not a coherent single path, and the h (u,v) ℓ (t) is a full featured transfer function with a pulse duration in time, instead of an instantaneous scalar channel gain. The discrete system model can be constructed by applying sampling to the signals and channel impulse responses. Depending on the sampling rate and the Nyquist frequency, the channel can be coarsely characterized into the following three regimes.
• Nyquist sampling h (u,v) (t) at low bandwidth, all the energy in the continuous duration D would be captured during one single sampling interval, so the resulting discrete channel would be a scalar coefficient, which is approximately Gaussian distributed due to the law of large numbers. This is usually called the narrowband channel (or flat in frequency). • Sampling at higher bandwidth would make the energy in D be captured in multiple sampling intervals, each with an independent scalar coefficient. This is usually called the wideband channel (or frequency selective). In the traditional "ray tracing" concept, these coefficients are considered Gaussian-like only when the number of elements in L is much higher than the number of sampling bins. In mmWave, however, the channel coefficients are in general considered as Gaussian distributed owing to the rich scattered diffusion over a large angular spread. • The third regime is usually called the ultra-wideband channel, where the number of sampling bins is much higher than the number of paths in L. In this regime, the channel coefficients are sparse and not Gaussian distributed, and no more independent channel coefficients can be generated by increasing the sampling frequency.
It is usually agreed [20] that ultra-wideband occurs only when the bandwidth is greater than 20% of the carrier frequency, B > .2f c , which is far at B = 12GHz for the f c = 60GHz channels. In our block fading model, the channel is assumed to be constant during the coherence time 1 T c and over the coherence bandwidth B c =1/D. The corresponding random channel coefficient is supported by T c × B c , i.e., there are The 1×N t transmitted signal s(t) = ∞ i=−∞ x i (t−iT c ), with bandwidth B/2 in base band, is a sequence of independently encoded pulses x i (t) of duration T c , one for each channel realization. The corresponding N r × 1 received signal r(t) is given by
whereH i (t) represents the impulse response of the MIMO channel during [iT c , (i+1T c )] and elements in z(t) are i.i.d. AWGN with Power Spectral Density (PSD) N 0 . Moreover, the channel coefficients are normalized to total unit gain,
and the symbols have average power constraint
where path-loss and antenna gain are incorporated into P .
Assuming D≪T c , inter-symbol interference can be omitted as in [14] and the received signal can be divided into independent symbols y i (t) of duration T c . Without loss of generality, we drop the subindex i and sample the signal at Nyquist rate B. This produces a total of K=⌈T c B⌉ samples for each symbol transmitted on an independent block-fading realization. For simpler notation we assume this ceiling operation is always exact. Each sequence x u [n] for transmit antenna u has a duration of K coefficients, and the channel impulse response between each pair of antennas h (u,v) [n] has a duration of M =DB= D Tc K coefficients. Therefore, denoting H[n]=[h (u,v) [n]] Nr×Nt for n = 0, . . . , M −1, we have
where the circular convolution comes from the assumption that
The average gain of each channel coefficient is denoted g (u,v) n = E |h (u,v) [n]| 2 , and since channels have unit gain (after normalization) we can use M−1 n=0 g n ≤ 1 later on. Nyquist criteria is satisfied and y[n] has finite duration K, so the K-DFT of y[n] can be evaluated without any loss of information. We define the N r K × 1 vector
where the coefficients of y are the stacked N r -dimension Kpoint DFT of the sampled received signal, and x and z are defined likewise. Since x(t − iT c ) has power P and duration 
B. Compatibility With Another Common Model
In [13] the signals are divided into a set of M = B/B c narrowband channels (a.k.a. frequency bins) with encoding symbols defined with a symbol period of 1/B c . Each narrowband channel can be perfectly sampled at a rate of just 1 sample per symbol period, and there are M parallel frequency bands that produce M samples per symbol period. In this scheme multiple symbols see the same channel realization and the channel coherence length is a block of L c = BTc B/Bc = T c B c consecutive symbols. By indexing with m the independent frequency bins and with ℓ the consecutive periods on the same channel block realization, we get the model
where H[m, ℓ] remains unchanged for ℓ = 1, . . . , L c . To exploit channel coherence, the encoding process must design the transmitted signal for the L c consecutive symbols jointly, and the encoding model is represented with matrices as
where the dimensions are N r × L c = (N r × N t )(N t × L c ).
In this model, for every encoding interval of length L c and across all M frequency bins there are a total of M L c =K complex valued coefficients. Therefore, this channel model provides exactly the same number of signaling dimensions for transmission as the model we have derived. But the representations of the channel variation are different. In this model there are fewer channel coefficients, each of them is i.i.d. and it is identically repeated for every L c consecutive symbols. Whereas our derived model (29) supports any type of channel correlation, as long as there are K correlated channel coefficients generated by a fraction 1/B c T c of i.i.d. random variables with an arbitrary covariance. It is possible to represent the system model (32) with repeated identical channel coefficients in our derived model format by replacing the matrix notation H[m]X[m] with our vectorized notation Hx where H is a block-diagonal matrix with the values of H[m] in its main diagonal and zeros in the upper and lower triangles as in (30).
C. Equivalence in Signaling Representation
Our channel model uses Nyquist sampling at the full B and therefore it is able to represent any signal with this bandwidth without loss. For the sake of completeness we will propose the exact formulation to implement a valid signal in the model of [13] (hereafter, filter-bank model) with our model (hereafter, OFDM model) using only preprocessing linear matrices. With this we illustrate that any signal possible in the filter-bank model can be transmitted through the OFDM model, and therefore capacity results in our model are fully compatible.
Without loss of generality, let us assume a SISO channel and unit power to simplify notation. Assume also that the integers K = ⌈T c B⌉ M = ⌈B/B c ⌉ and L c = ⌈T c B c ⌉ are satisfied exactly so we may use simply K = M L c . The general case with real-valued parameters would can be analyzed with a slight oversampling, but this assumption simplifies notation. To show the equivalency, will show the continuous time synthesized signal originated by the filter-bank model, and then sample it using our OFDM model. In continuous time, the filter-bank model is represented in (33), where the first sum and delays We separate the encoding for each channel block realization indexed by i, drop the subindex i, and use the fact that the channel coefficient in each frequency bin is the same for all symbols to take away the ℓ index from h[m]. This gives 
The rectangular window equals one only when ⌊k/L c ⌋=m. For a given m, this is only true for k=mL c , . . . , (m+1)L c −1, allowing to remove the sum over the m's. By representing
mod L c , we obtain
Now we can see that for the sum is actually the vth element in the L c -IDFT of the sequence x[u, ℓ]. Since the IDFT of a sequence a = (a 1 . . . a Lc ) T can be written as a matrix product IDFT(a) = Fa, we can represent the system model the same way as our matrix channel notation as
where H for SISO is a K × K diagonal matrix with its k-th diagonal element h[u], the k-th element of x is assigned the coefficient {x} k = x [u, v] , and the L c -IDFT is computed by the block-diagonal square matrix
Technologically, the full system is a M -channel Single-Carrier OFDM (SC-OFDM) modulation where each channel signal is computed with L c -point IDFTs applied to separate subbands of a K-subcarrier OFDM baseline.
This shows that any channel of the filter-bank model can be represented by the OFDM model using a channel matrix H ′ = HΦ without loss. The reciprocal compatibility can be proven by taking a precoding DFT matrix at the transmitter x ′ = Φ † x, so any channel of the OFDM model can be equivalently represented through the filter-bank model, resulting in y = HΦx ′ = HΦΦ † x = Hx.
The multiplication by Φ † is unitary, so if the OFDM model uses x ∼ CN (µ, Σ) and Φ is a full-K-rank square orthonormal matrix, then Φ † x ∼ CN (Φ † µ, Φ † ΣΦ). Gaussian distribution is maintained when the channel model is changed, so mutual information results with both channel models and supported by Gaussian inputs are completely equivalent.
D. A Note on Representation of the Results
Results in [13] measure information per symbol on transmissions with L c =B c T c symbols per coherence block, representing information rate in quadratic polynomial expressions on SNR 1
Results in [14] and our analysis are expressed in information per unit time on transmissions with K = BT c symbols per coherence time T c . A little normalization is required to adapt the results by taking symbol duration T s =1/B c in interpreting the first, multiplying their results by 1 Ts to restore the dimension of time, and using SNR = P Tc N0K = P N0B to write everything as polynomials on P N0 ,
.
APPENDIX B PROOFS
A. Proof of Lemma 1
Begin with the chain rule
and then lower bound the first term
where the first is due to lack of CSIT, and the second is due to independence channel coefficient H in each subcarrier and transmit antenna. Furthermore, we have
Nt r,v=1 Let Λ v be the M N t × M N t diagonal matrix containing in its uM +m diagonal element g uM+m = E |h[m] (u,v) | 2 (the gain of the m-th channel tap in the (u, v) transmit and receive antenna pair), and let Ξ be a K × M N t circulant matrix (M N t <K) containingx (i−j) mod K in its (i, j)-th coefficient, wherex=x/ √ P is unit-power point signal. Notice that the mention of pilot signals here is to upper bound a mutual information term, rather than implementing a practical channel estimation as required in a coherent receiver. Exploiting the fact that channel estimation is carried out on each receive antenna concurrently based on the hypothetical pilot signal Ξ from all transmit antennas 2 , we get that the upper bound results in
where (a) stems from the AM-GM inequality and the fact that channel gains between all antenna pairs are i.i.d, (b) is due to the identical coefficients on the columns of Ξ, (c) is Jensen's inequality, (d) derives from the fact thatx has unit power, (e) is due to the upper bound of squared channel coefficients 
B. Proof of Lemma 2
Take partial derivative of (8) w.r.t. the product δB, we obtain (43), shown on the top of the next page. Now, near the maximum of R LB (δB) the term P (δB)N0 B c T c is either ≫ 1 2 For example, consider a system where the pilot signal transmitted on antenna u is a uM times delayed version of the signal on antenna 1. After transmitting K pilot symbols, a K-equation M Nt-incognita linear equation estimation problem can be solved using MMSE achieving the mutual information we have argued. or ≃ 1; because R LB (δB) is already approaching zero when it becomes ≪ 1. This means we can make the approximation
which solves as (9) . Evaluating R LB (δB * ) and using the same lower bound technique in [14] produces (10) .
C. Proof of Lemma 3
Begin again with (38). For the first term, upper bound it by the value it would take if the noiseless channel output at each receive antenna was i.i.d. Gaussian.
1
Use the approximation log(1+x) = x−x 2 /2 + o(x 2 ), we get
Now, in the second part of (38), given that we have Rayleigh fading by assumption, the inequality in (41) is met with equality. From there on, upper bounds are found by taking a couple of minimums in the argument of the logarithm 
where ψ K,m 
D. Proof of Lemma 4
We show that the upper bound (12) meets the achievable value in the points (δB) − and (δB) + , and therefore the true achievement of the maximum can only occur in the range (δB) crit ∈ [(δB) − , (δB) + ]. We define (δB) ± such that
Substituting (48) into (12) we obtain that
We separate the logarithm in two parts
Since the second negative part is also o( log(BcTc) BcTc ), we have
To make this equivalent to (10), we have to require that
By making change of variable Υ = Ω/N t we get
With κ = 2 for Rayleigh fading, ( κ−2+Nr Nt + 1) ≥ 1. Therefore we obtain the following two roots of (53) √ Υ − = ( N r N t + 1) log π + ( N r N t + 1) log π − 1,
It is ready to see that
Substituting them back in (48) we get (14) . 
