Abstract-We consider the reachability problem for timed automata. A standard solution to this problem involves computing a search tree whose nodes are abstractions of zones. These abstractions preserve underlying simulation relations on the state space of the automaton. For both effectiveness and efficiency reasons, they are parameterized by the maximal lower and upper bounds (LU-bounds) occurring in the guards of the automaton.
I. INTRODUCTION
Timed automata are finite automata extended with clocks whose values can be compared with constants and set to ¼. The clocks measure delays between different steps of execution of the automaton. The reachability problem for timed automata asks if there exists a path from its initial state to a given target state. This problem cannot be solved by a simple state exploration since clocks are real-valued variables. The standard solution to this problem involves computing the zone graph of the automaton that in principle could be infinite. In order to make it finite, zones are approximated using an abstraction operator. Till recently it has been generally assumed that for reasons of efficiency an abstraction of a zone should always be a zone. Here we avoid this assumption. We show that ÄÍ approximation defined by Behrmann et al. [4] is the biggest sound and complete approximation. We also present a method of constructing abstracted zone graph using ÄÍ approximation. Even though this approximation can yield non-convex sets, we show that our method is at least as efficient as any other currently known method based on abstractions.
The reachability problem is a basic problem in verification. It is historically the first problem that has been considered for timed-automata, and it is still a lively subject of research [4] , [12] , [16] , [19] . Apart from being interesting by itself, the advances on this problem may allow to give new methods for verification of more complicated models, like priced timedautomata [8] , or probabilistic timed automata [7] , [11] , [14] .
All approaches to solving the reachability problem for timed automata should ensure termination. To tackle this, most of them use abstractions to group together bisimilar valuations of clock variables, that is, valuations not distinguishable by the automaton. The first solution has been based on regions: equivalence classes of clock valuations [2] . Their definition is parameterized by a threshold up to which the clock values should be considered. A great improvement in efficiency has been obtained by adopting zones instead of regions. These are sets of valuations defined by conjunctions of differences between pairs of clocks. They can be efficiently implemented using difference bound matrices (DBMs) [10] . A challenge with zone based approach is that they are not totally compatible with regions, and moreover a forward exploration algorithm can produce infinitely many zones. The union of regions intersecting a zone is a natural candidate for a finitary abstraction. Indeed this abstraction would make the forward exploration algorithm terminate. However such an union of regions is not necessarily a zone, so it is not clear how to represent it. For this reason a number of abstraction operators have been proposed that give an approximation of the union of regions intersecting a zone. Bigger approximation makes the abstracted zone graph smaller. So potentially it gives a more efficient algorithm.
An important observation made in [4] is that if reachability is concerned then we can consider simulation instead of bisimulation. Indeed, it is safe to add configurations that are simulated by those that we have already reached. Simulation relations in question depend on the given automaton, and it is EXPTIME-hard to calculate the biggest one [15] . A pragmatic approach is to abstract some part of the structure of the automaton and define simulation based on this information. The most relevant information are the bounds with which clocks are compared in guards of the automaton. Since lower and upper bounds are considered separately, they are called LU-bounds. In [4] the authors define an abstraction based on simulation with respect to LU-bounds; it is denoted ÄÍ . Theoretically ÄÍ is very attractive: it has clear semantics and, as we show here, it is always a union of regions. The problem is that ÄÍ abstraction of a zone is seldom a convex set, so one cannot represent the result as a zone. In this paper we give another very good reason to consider ÄÍ abstraction. We show that it is actually the biggest abstraction that is sound and complete with respect to reachability for all automata with the same ÄÍ-bounds. In other words it means that in order to get bigger (that is better) abstractions one would need to look at some other structural properties of automata than just ÄÍ-bounds. abstraction as efficiently as purely zone based ones. We propose a forward exploration algorithm working with zones that constructs the ÄÍ abstraction of the transition graph of the automaton. This algorithm uses standard operations on zones, plus a new test of inclusion of a zone in the ÄÍ abstraction of another zone. The test is quadratic in the number of clocks and not more complex than that for just testing an inclusion between two zones. Since ÄÍ abstraction is the coarsest sound and complete abstraction, it can potentially give smallest abstract systems.
A. Related Work
Forward analysis is the main approach for the reachability testing of real-time systems. The use of zone-based abstractions for termination has been introduced in [9] . In recent years, coarser abstractions have been introduced to improve efficiency of the analysis [4] . An approximation method based on LU-bounds, called ÜØÖ · ÄÍ , is used in the current implementation of UPPAAL [5] . In [12] it has been shown that it is possible to efficiently use the region closure of ÜØÖ · ÄÍ , denoted ÐÓ×ÙÖ · ÄÍ . This has been the first efficient use of a non-convex abstraction. In comparison, ÄÍ approximation has a well-motivated semantics, it is also region closed, and the resulting inclusion test is even simpler than that of ÐÓ×ÙÖ · ÄÍ .
A comparison of these abstractions is depicted in Fig. 1 .
Let us mention that abstractions are not needed in backward exploration of timed systems. Nevertheless, any feasible backward analysis approach needs to simplify constraints. For example [16] does not use approximations and relies on an SMT solver instead. Clearly this approach is very difficult to compare with the forward analysis approach we study here.
Another related approach to verification of timed automata is to build a quotient graph of the semantic graph of the automaton with respect to some bisimulation relation [1] , [18] , [20] . For reachability properties, this approach is not a priori competitive with respect to using the simulation-based abstraction ÄÍ . It is more adapted to checking branching time properties.
B. Organization of the Paper
In the next section, we present preliminary definitions, introduce the notion of sound and complete abstractions and explain how these abstractions could be used to solve the reachability problem. In Section III, we introduce the concept of ÄÍ-bounds putting limits on the constants that can be used in guards of automata. In the same section, we propose an abstraction × ÄÍ and prove that it is the coarsest sound and complete abstraction for all automata with given ÄÍ-bounds. Subsequently, in Section IV we show that the ÄÍ abstraction actually coincides with this biggest abstraction × ÄÍ . Section V then presents the efficient inclusion test for ÄÍ abstraction which allows for its use in implementations.
II. PRELIMINARIES
After recalling some preliminary notions, we introduce a concept of abstraction as a means to reduce the reachability problem for timed-systems to the one for finite systems. We then observe that simulation relation is a convenient way of obtaining abstractions with good properties.
A. Timed Automata and the Reachability Problem
Let be a set of clocks, i.e., variables that range over Ê ¼ , The class of TA we consider is usually known as diagonalfree TA since clock comparisons like Ü Ý ½ are disallowed.
Notice that if we are interested in state reachability, considering timed automata without state invariants does not entail any loss of generality as the invariants can be added to the guards. For state reachability, we can also consider automata without transition labels.
B. Abstractions
Since the transition system determined by the automaton is infinite, we usually try to find a finite approximation of it by grouping valuations together. In consequence we work with configurations consisting of a state and a set of valuations. The transitions are then defined by: 
If has a finite range then this abstraction is finite. Analogously we define µ « and µ . We write µ £ for the transitive closure of µ, similarly for £ .
Of course we want this abstraction to reflect some properties of the original system. In order to preserve reachability properties we can require the following two properties (where denotes the union of « and AE ):
It can be easily verified that if an abstraction satisfies Ï ´Ï µ then the abstracted system is complete. However soundness is more delicate to obtain. Naturally, it is important to be able to efficiently compute the abstract transition system. A standard way to do this is to use zones. A zone is a set of valuations defined by a conjunction of two kinds of constraints: comparison of difference between two clocks with an integer like Ü Ý , or comparison of a single clock with an integer like Ü , where ¾ and ¾ AE. For instancé Ü Ý ½µ ´Ý ¾µ is a zone. Zones can be efficiently represented using difference bound matrices (DBMs) [10] . This suggests that one should consider abstractions that give zones. This is an important restriction: zones are convex, and abstractions based on regions are usually not convex.
We propose a way to use non-convex abstractions and zone representations at the same time. All the sets Ï we consider are of the form ´ µ. Observe that the abstraction is needed essentially for termination. We choose to represent abstracted set ´ µ by the zone . In order for this to work we need to be able to compute the transition relation µ on this representation which uses zones . Additionally we need to know when two representations stand for the same node in the abstract system. This is summarized in the following two requirements: 
The first condition is quite easy to satisfy. Every abstraction relation coming from time-abstract simulation [17] is transition compatible (proof in the long version [13] ). This paper is essentially about how to satisfy the second condition and get as good abstraction as possible at the same time.
III. THE BIGGEST LU ABSTRACTION
We introduce the concept of LU bounds: maximal constants used in lower and upper bounds. These can be used to define simulations and abstractions independently of automata. The goal of this section is to come up with the coarsest possible abstraction if the only a priori knowledge we have about an automaton is LU-information. To this regard, we propose an abstraction operation × ÄÍ and prove that it is the biggest such (Theorem 7).
One way to obtain abstractions is to group together valuations that are not distinguishable by an automaton, i.e. consider a bisimulation relation. If we are after reachability properties then one can even consider (time abstract) simulation relation [17] . For a given automaton it can be computed if two configurations are in a simulation relation. It should be noted though that computing the coarsest simulation relation is EXPTIME-hard [15] . Since the reachability problem is in PSPACE, this suggests that it may not be reasonable to try to solve it using the abstraction based on the coarsest simulation.
We can get simulation relations that are computationally easier if we consider only a part of the structure of the automaton. The simplest is to take a simulation based on the maximal constant that appears in guards. More refined is to take the maximum separately over constants from lower bound constraints, that is in guards of the form Ü or Ü , and those from upper bound constraints, that is in guards Ü or Ü . If one moreover does this for every clock Ü separately, one gets for each clock two integers Ä Ü and Í Ü . The abstraction that is currently most used is a refinement of this method by calculating Ä Ü and Í Ü for every state of the automaton separately [3] . For simplicity of notation we will not consider this optimization but it can be incorporated with no real difficulty in everything that follows. We summarize this presentation in the following definition.
Definition 1 (LU-bounds)
The Ä bound for an automaton is the function assigning to every clock a maximal constant that appears in a lower bound guard for Ü in . Similarly Í but for upper bound guards. An LU-guard is a guard where lower bound constraints use only constants bounded by Ä and upper bound constraints use only constants bounded by Í. An LU-automaton is an automaton using only LU-guards.
Using LU bounds we define a simulation relation on valuations without referring to any particular automaton; or to put it differently, by considering all LU-automata at the same time. 
where Ú Ê Ú ½ means that for some AE ¾ Ê ¼ we have Ú·AE¯ and Ú ½ Ê ´Ú · AEµ.
One can check that Ú ÄÍ is the biggest relation that is a timeabstract simulation for all automata with given LU bounds.
Simulation relation permits to define an abstraction operator. Basically, to the abstraction of we can add all valuations that can be simulated by a valuation in . This way we guarantee soundness of the abstraction as the added valuations cannot do more than the valuations already present in . 
The definition of LU-simulation is sometimes difficult to work with since simulation relations make reference to unbounded sequences of actions. In the next lemma we present a useful characterization implying that actually we need to consider only very particular sequences of transitions that are of length bounded by the number of clocks (Corollary 6). For this discussion let us fix some Ä and Í functions. We start with a preparatory definition.
Definition 4
For a valuation Ú we define its LU-region, denoted Ö ÄÍ´Ú µ, to be the set of valuations Ú ¼ such that:
Ú ¼ satisfies the same ÄÍ-guards as Ú.
For every pair of clocks Ü Ý with Ú´Üµ Ú ¼´Ü µ , Ú´Ýµ Ú ¼´Ý µ , Ú´Üµ Í Ü and Ú´Ýµ Ä Ý we have:
The first condition roughly says that the integer parts of the two valuations are the same. Observe that we cannot require that they are exactly the same for values between Ä and Í bounds. The second part says that the order of fractional parts should be the same, but once again we restrict only to inequalities that we can express within our ÄÍ-bounds. Notice that if Ä Ü Í Ü Å, for some Å and all clocks Ü, then we get just the usual definition of regions with respect to Å. 
The argument is very similar to the one for standard regions.
The sequence × Õ´Úµ introduced in the above proof will be quite useful. In particular the proof shows the following.
Corollary 6 For two valuations
We are now ready to prove the first main result of this section showing that × ÄÍ´ µ is the biggest sound and complete simulation that uses solely ÄÍ information
Theorem 7
The × ÄÍ abstraction is the biggest abstraction that is sound and complete for all LU-automata.
Proof: Suppose that we have some other abstraction ¼ that is not included in × ÄÍ on at least one ÄÍ-automaton. This means that there is some ÄÍ automaton ½ and its reachable configuration´Õ ½ µ such that ¼´ µ Ò × ÄÍ´ µ is not empty. We suppose that ¼ is complete and show that it is not sound.
Take Ú ¾ ¼´ µ Ò × ÄÍ´ µ. Consider the test sequence × Õ´Úµ as in Corollary 6. From this corollary we know that it is possible to execute this sequence from Ú but it is not possible to do it from any valuation in since otherwise we would get Ú ¾ × ÄÍ´ µ. We begin by recalling the definition of an LU-preorder defined in [4] . We use a different but equivalent formulation. 
Definition 8 (LU-preorder [4])

B. Using ÄÍ to Solve the Reachability Problem
A forward exploration algorithm for solving the reachability problem constructs the reachability tree starting from the initial node´Õ ¼ ¼ µ (cf. Fig. 3) . Observe that the algorithm should this is the case,´Õ µ need not be explored. Otherwise, the successors of´Õ µ are computed as stated above. This way we ensure termination of the algorithm since ÄÍ is a finitary abstraction [4] (see also Proposition 14) . Since the reachability algorithm refers to only time-elapsed zones, Theorems 7 and 12 show that ÄÍ is the biggest sound and complete abstraction provided the only thing we know about the structure of the automaton are its Ä and Í bounds.
Recall that bigger abstractions make abstract graph smaller, so the exploration algorithm can finish faster.
The refined forward exploration algorithms calculate ÄÍ information for each state of the automaton separately [3] , or even on-the-fly during exploration [12] . The maximality argument in favour of ÄÍ is of course true also in this case.
The last missing piece is an efficient inclusion test ÄÍ´ ¼ µ. This is the main technical contribution of this paper.
V. AN Ç´ ¾ µ ALGORITHM FOR
ÄÍ´ ¼ µ
In this section, we present an efficient algorithm for the inclusion ÄÍ´ ¼ µ (Theorem 24). Since a lot of tests of this kind need to be performed during exploration of the zone graph, it is essential to have a low complexity for this inclusion procedure. We are aiming at quadratic complexity as this is the complexity incurred in the existing algorithms for inclusions of the form
is well known that all the other operations needed for forward exploration, can be done in at most quadratic time [21] . All missing proofs can be found in the long version of this paper [13] . We solve the inclusion problem in two steps. We first concentrate on the question: given a region Ê and a zone , when Ê ÄÍ´ µ holds. We show the crucial point that this can be decided by verifying if the projection on every pair of variables satisfies this inclusion. Since ÄÍ´ µ is not convex we need to find a way to work with instead. It turns out that one can define ½ ÄÍ´Ê µ in such a way that Ê ÄÍ´ µ is equivalent to ½ ÄÍ´Ê µ . We show moreover that ½ ÄÍ´Ê µ is a zone. This gets us already half way to the result, the rest being examination of the structure of the intersection. Once the inclusion question is solved with respect to regions, we extend the solution to zones thanks to a method allowing us to quickly tell which regions intersect a given zone.
For the rest of the section, we assume a given automaton with ÄÍ bounds. Before we begin we will need to recall some standard notions. Let us consider a bound function associating to each clock Ü of a bound « Ü ¾ AE (that is the maximum of Ä and Í bounds). A region [2] with respect to « is the set of valuations specified as follows:
1) for each clock Ü ¾ , one constraint from the set: ½ Ü and ½ Ý , it is specified if Ü is less than, equal to or greater than Ý .
One can check that the set of regions finitely partitions Ê ¼ .
A notion of a zone has already been recalled on page 3. Every region is a zone but not vice-versa. The standard way to represent zones is using difference bound matrices (DBMs) [10] . We will consider an equivalent representation that uses graphs instead of matrices.
It will be very convenient to represent zones by distance graphs. Such a graph has clocks as vertices, with an additional special clock Ü ¼ representing the constant ¼. For readability, we will often write ¼ instead of Ü ¼ . Between every two vertices there is an edge with a weight of the form´Ð µ where ¾ and Ð is either or ; or´Ð µ equals´ ½µ. An edge Ü Ð Ý represents a constraint Ý Ü Ð : or in words, the distance from Ü to Ý is bounded by . An example of a distance graph is depicted in Fig. 4 .
Let be the set of valuations of clock variables satisfying all the constraints given by the edges of with the restriction that the value of Ü ¼ is ¼. We denote a distance graph by the set of its weights:´Ð µ ¾ .
An arithmetic over the weights´Ð µ can be defined as follows [6] .
This arithmetic lets us talk about the weight of a path as a weight of the sum of its edges. A cycle in a distance graph is said to be negative if the sum of the weights of its edges is at most´ ¼µ; otherwise the cycle is positive. The following useful lemma is folklore.
Lemma 13 A distance graph has only positive cycles iff .
A distance graph is in canonical form if the weight of the edge from Ü to Ý is the lower bound of the weights of paths from Ü to Ý. For instance, the distance graph shown in Figure 4 is not in canonical form as the weight of the edge Ü Ý iś ½µ whereas there is a path Ü ¼ Ý whose weight is´ ¾µ. To convert it to canonical form, it is sufficient to change the weight of the edge Ü Ý to´ ¾µ.
A distance graph of a region Ê, denoted Ê , is the canonical graph representing all the constraints defining Ê.
Similarly for a zone . For two distance graphs ½ , ¾ which are not necessarily in canonical form, we denote by Ñ Ò´ ½ ¾ µ the distance graph where each edge has the weight equal to the minimum of the corresponding weights in ½ and ¾ . Even though this graph may be not in canonical form, it should be clear that it represents intersection of the two arguments, that is, Ñ Ò´ ½ ¾ µ ½ ¾ ; in other words, the valuations satisfying the constraints given by Ñ Ò´ ½ ¾ µ are exactly those satisfying all the constraints from ½ as well as ¾ .
We are now in a position to consider the inclusion Ê ÄÍ´ µ. The first result says that for every zone , the set ÄÍ´ µ is a union of regions.
Proposition 14
Let be a zone: every region that has a nonempty intersection with ÄÍ´ µ is included in ÄÍ´ µ.
A. When Is Ê ÄÍ´ µ?
We will first transform the question about the inclusion Ê ÄÍ´ µ into one about an intersection. We begin by defining an operator ½ ÄÍ . 
B. Efficient Inclusion Testing
We briefly present the remaining steps for constructing an efficient algorithm to check if ÄÍ´ ¼ µ. Recall that we are aiming at an Ç´ ¾ µ complexity. Proposition 20 can be used to efficiently determine if a region Ê ÄÍ´ ¼ µ. The task is to now find if there is a region that intersects and satisfies the condition given by Proposition 14 with respect to the zone ¼ .
For two variables Ü Ý, we require to find the minimum value of Ê ÝÜ among the regions Ê intersecting a zone . To be able to use Proposition 20 we additionally require the variables Ü Ý to be in appropriate sets Ê Ä Ê Í Ê or Å Ê with respect to Ê. To achieve this, one needs to consider the relevant part of the zone that has regions with Ü and Ý in appropriate sets.
Once this value is obtained, we can plug this to the condition specified by Proposition 20. We get the following theorem that can be directly transformed into an algorithm. The proof of this theorem appears in [13] . 
VI. CONCLUSIONS
We have shown how one can use non-convex abstractions while still working with zones. This works as soon as the abstraction satisfies the transition compatibility condition. For the construction to be efficient though, one needs an efficient inclusion test. We have given such a test for ÄÍ abstraction. In [12] we have shown an efficient inclusion test for ÐÓ×ÙÖ · ÄÍ abstraction. The test presented here is conceptually more difficult to obtain. In the case of ÐÓ×ÙÖ · ÄÍ we were looking which regions intersect a closure of a zone. For this it has been of course enough to look at the zone itself. Since ÄÍ abstraction is not defined as a closure of a zone, the task here has been substantially more complicated. It is even surprising that the inclusion test with respect to such a big abstraction can be done by simply looking at projections on two variables.
The result showing that ÄÍ abstraction is the biggest possible is quite unexpected. It works thanks to the observation that when doing forward exploration it is enough to consider only time-elapsed zones. This result explains why after ÜØÖ · ÄÍ from [4] there have been no new abstraction operators [7] . Indeed it is not that easy to find a better zone inside ÄÍ abstraction than that given by ÜØÖ · ÄÍ abstraction. The inclusion test for ÄÍ turns out to be even simpler than for ÐÓ×ÙÖ · ÄÍ , the latter in turn subsumes ÜØÖ · ÄÍ test.
Hence by all criteria it is preferable to use ÄÍ to the other two.
The maximality result for ÄÍ shows that to improve reachability testing even further we will need to look at new structural properties of timed automata, or to consider more refined algorithms than forward exploration.
