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LA CONJECTURE DE HERMAN
MAURICIO GARAY
Introduction
La plupart des se´ries perturbatives de la physique mathe´matique di-
vergent. La de´couverte – due a` Poincare´ – de ce phe´nome`ne pour les
se´ries de Delaunay–Lindstedt en est probablement l’exemple le plus
ce´le`bre. Poursuivant les travaux de Poincare´, Siegel montra que l’en-
semble des fonctions analytiques pour lesquelles ces se´ries sont conver-
gentes en un point critique est maigre au sens de Baire [15, 20, 22] (voir
e´galement [14]).
Paralle`lement a` ces re´sultats ne´gatifs, Poincare´ et Siegel de´mon-
tre`rent les premiers re´sultats de convergence sur les champs de vec-
teurs analytiques [16, 21]. Ces e´tudes aboutirent au the´ore`me des tores
invariants de Kolmogorov et a` la the´orie KAM [1, 10, 12].
Dans les anne´es 90, Herman postula l’existence de tores invariants
dans des syste`mes hamiltoniens plus ge´ne´raux que ceux obtenus par
perturbation de syste`mes inte´grables. En 1998, lors du congre`s inter-
national de Berlin, il formula la :
Conjecture. [7] Un symplectomorphisme re´el analytique de fre´quence
diophantienne posse`de, au voisinage d’un point fixe elliptique, un en-
semble de mesure positive de tores invariants.
Herman conjectura e´galement les deux variantes suivantes plus proches
des re´sultats de Poincare´ et de Siegel :
Un hamiltonien re´el analytique de fre´quence diophantienne posse`de,
au voisinage d’un tore KAM, un ensemble de mesure positive de tores
invariants.
Un hamiltonien re´el analytique de fre´quence diophantienne posse`de,
au voisinage d’un point critique elliptique, un ensemble de mesure po-
sitive de tores invariants.
Cet article a pour but de de´montrer ces conjectures en contreba-
lanc¸ant les re´sultats de divergence de Poincare´ et Siegel par des e´nonce´s
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de type KAM. En fait, les trois de´monstrations ne diffe`rent que par des
de´tails de notations, je ne donnerai donc la de´monstration que pour la
troisie`me.
Le re´sultat de cet article est en fait plus fort que celui conjecture´
par Herman : sous des conditions dites de Bruno – ce qui inclut le cas
diophantien – l’ensemble des tores invariants est, dans chacun des cas,
parame´tre´ un ensemble de densite´ e´gale a` un en chacun de ses points.
La de´monstration de la conjecture de Herman est base´e sur le prin-
cipe suivant. Dans un premier temps, nous montrerons que, sous des
conditions de Bruno, un hamiltonien avec un point critique posse`de
une varie´te´ lagrangienne complexe invariante par le flot hamiltonien.
Puis, dans un deuxie`me temps, nous verrons que l’existence d’une telle
varie´te´ entraˆıne l’existence d’une famille de varie´te´s lagrangiennes in-
variantes qui se concentrent au point critique.
Cette famille de´finit une de´formation de la varie´te´ initiale. Mais alors
que les de´formations de la ge´ome´trie analytique ont ge´ne´ralement pour
base des espaces analytiques, celle-ci a pour base un ensemble totale-
ment discontinu. Si l’on analyse la partie re´elle de cette famille dans le
cas elliptique, on voit que la fibre spe´ciale est re´duite a` un point alors
que celle des fibres ge´ne´riques sont des tores.
Ainsi, l’existence d’une varie´te´ lagrangienne invariante entraˆıne celle
d’une famille de telles varie´te´s. On pourrait se demander plus ge´ne´-
ralement si ce principe se ge´ne´ralise, mais cela semble hors de porte´e
pour le moment.
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§1 E´nonce´ des re´sultats
1.1. Un re´sultat de densite´ sur les classes arithme´tiques. No-
tons (·, ·) le produit scalaire euclidien dans Rn. Pour tout vecteur
α ∈ Rn, la suite nume´rique σ(α) de´finie par
σ(α)k := min{|(α, i)| : i ∈ Zn \ {0}, ‖i‖ ≤ 2k}
mesure l’e´loignement du vecteur α au re´seau des entiers.
De´finition 1. On appelle classe arithme´tique de Rn associe´e a` une
suite a = (ak) l’ensemble
Da := {α ∈ Rn : σ(α)k ≥ ak}.
Soit U ⊂ Rd un ouvert.
De´finition 2 ([8, 9]). Une application
g : U −→ Rn
de classe Ck est dite non-de´ge´ne´re´e en un point x ∈ Rd s’il existe un
sous-espace vectoriel P ⊂ Rn et un entier l ≤ k tel que :
i) l’image de g est contenue dans g(x) + P ;
ii) les de´rive´es de g d’ordre l e´value´es en x engendrent P.
Pour α ∈ Rn, nous noterons B(α, r) la boule de rayon r centre´ α, sans
pre´ciser la dimension de l’espace ambiant. Rappelons que la densite´
d’un sous ensemble mesurable K ⊂ Rn en un point α est la limite
(lorsqu’elle existe) :
lim
r−→0
Vol(K ∩ B(α, r))
Vol(B(α, r))
.
Si u = (uk) et v = (vk) sont deux suites nume´riques, on note uv leur
produit (uv)k = ukvk.
The´ore`me 1. Soit a = (ai), ρ = (ρi), ρi < 1 deux suites nume´riques
de´croissantes strictement positives et
f : Rd −→ Rn
4 MAURICIO GARAY
une application non-de´ge´ne´re´e. Si∑
k≥0
(2(k+1)n+1
√
ρk) < +∞
alors la densite´ de l’ensemble f−1(Dρa) est e´gale a` 1 en tout point de
f−1(Da).
De´finition 3. Une suite nume´rique positive (pn) est a` de´croissance
mode´re´e si elle ve´rifie la condition
−
∑
n≥0
log p′n
2n
< +∞, p′n = min(1, pn).
De telles suites forment une alge`bre : le produit et la somme de deux
suites a` de´croissance mode´re´e est e´galement a` de´croissance mode´re´e.
On dit que le vecteur α ∈ Rn ve´rifie la condition de Bruno lorsque la
suite σ(α) est a` de´croissance mode´re´e [2].
Une suite nume´rique positive (pn) est a` croissance mode´re´e si la suite
(p−1n ) est a` de´croissance mode´re´e.
1.2. Forme normale d’un hamiltonien en un point critique de
Morse. Munissons R2n de coordonne´s qi, pi pour i = 1, . . . , n ainsi que
de la forme symplectique standard
ω :=
n∑
i=1
dqi ∧ dpi.
De´signons par X,X′ des sous-ensembles ferme´s de Rn. Un symplecto-
morphisme Ck
ϕ : X −→ X′, ϕ(X) = X′
est la restriction a` X d’un diffe´omorphisme de classe Ck tel que
(ϕ∗ω)x = ω, ∀x ∈ X′.
Plus ge´ne´ralement, un morphisme de Poisson d’un sous-ensemble d’une
varie´te´ de Poisson est la restriction d’un diffe´omorphisme de la varie´te´
qui pre´serve la structure de Poisson sur l’ensemble donne´.
Si f, g sont des fonctions analytiques dans les variables q, p. Nous
e´crirons
f = g + o(l)
lorsque la se´rie de Taylor de f − g est une somme de polynoˆmes ho-
moge`nes dont le degre´ est supe´rieur a` l.
Si H : (R2n, 0) −→ (R, 0) est une fonction analytique avec un point
critique de Morse en l’origine dont la partie quadratique est de´finie
positive.
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Par un changement line´aire de variables qui pre´serve la forme sym-
plectique, la fonction H se met sous la forme
n∑
i=1
αi(p
2
i + q
2
i ) + o(2).
On dit alors que H est elliptique de fre´quence
α = (α1, . . . , αn) ∈ Rn.
Conside´rons l’application
π : R2n −→ Rn, (q, p) 7→ (p21 + q21 , p22 + q22, . . . , p2n + q2n)
et notons x1, . . . , xn les coordonne´es sur R
n.
The´ore`me 2. Soit b = (bi) une suite nume´rique a` de´croissance mode´re´e
et
H : (R2n, 0) −→ (R, 0)
une fonction analytique avec un point critique elliptique de fre´quence
α = (α1, . . . , αn) ∈ Db.
Pour tout k ≥ 0, il existe une application A : (Rn, 0) −→ R de classe
Ck et un germe de symplectomorphisme de classe Ck :
ϕ : (X, 0) −→ (X′, 0), X := π−1 ◦ (∇A)−1(Db)
tels que
i) H ◦ ϕ = A(p21 + q21, . . . , p2n + q2n) ;
ii) l’application gradient ∇A = (∂x1A, ∂x2A, . . . , ∂xnA) : (Rn, 0) −→
(Rn, 0) est non-de´ge´ne´re´e ;
iii) la restriction de ϕ aux fibres de π est analytique.
Pour montrer la conjecture de Herman, on applique (par exemple)
le deuxie`me the´ore`me a` la suite
b = ρa, a := σ(α), ρi := 2
−2(k+2)i+2.
D’apre`s le premier the´ore`me, l’ensemble
K := ∇A−1(Db)
est de densite´ e´gale a` un au point α ∈ Da. L’ensemble X est fibre´ au-
dessus d’un ouvert dense de K par des tores, il est donc e´galement de
densite´ e´gale a` un en l’origine, de meˆme que X′ qui est l’image de X
par un diffe´omorphisme.
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1.3. Re´seaux et classes arithme´tiques. Au vecteur α ∈ Rn, on
associe le re´seau Γ[α] de Rn+1 de´finit par
Γ[α] := {(i, (α, i)) ∈ Rn+1 : i ∈ Zn}
ou` (·, ·) de´signe le produit scalaire euclidien.
De´signons par
gt : R
n+1 −→ Rn+1
l’application line´aire dont la matrice dans la base canonique est diago-
nale de coefficients :
(e−t, e−t, . . . , e−t, et).
Soit Γ ⊂ Rn+1 un re´seau de l’espace euclidien de rang n. On pose
δ(Γ) = inf
γ∈Γ
‖γ‖
ou` ‖ · ‖ de´signe la norme euclidienne.
Lemme 1 (cf. [3, 8]). Si |(α, i)| ≤ a alors
δ(gtΓ[α]) ≤ ε
ou` ε, t sont de´finis par {
ε =
√
2 et a ;
ε =
√
2 e−t ‖i‖.
De´monstration. Pour tout x ∈ Rn et tout y ∈ R, on a :
‖(x, y)‖ ≤
√
2max (‖x‖, |y|) .
Par conse´quent l’ine´galite´ |(α, i)| ≤ a entraˆıne :
|gt(i, (α, i)| ≤
√
2max
(
e−t‖i‖, eta) = ε

La re´solution explicite des e´quations du lemme donne{
ε =
√
2a‖i‖ ;
t = 1
2
log ‖i‖
a
The´ore`me 3 ([9], Proposition 3.4, Theorem 5.4). Soit U ⊂ Rd un
voisinage de l’origine et
f : U −→ Rn
une application non-de´ge´ne´re´e en l’origine. Il existe une constante C >
0 telle que pour toute boule B(0, r) ⊂ Rd de rayon suffisamment petit
et pour tout t > 0, on ait :
Vol ({x ∈ B(0, r) : δ (gtΓ[f(x)]) ≤ ε}) ≤ Cε1/dlVol(B)
ou` l est l’ordre de de´rive´es ne´cessaires pour engendrer l’image de f (voir
De´finition 2).
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L’e´nonce´ original de [9, Proposition 3.4] ne concerne que les appli-
cations non-de´ge´ne´re´es dont l’image n’est contenue dans aucun hyper-
plan. Dans notre situation, on commence par appliquer la proposition
a` la fonction
f˜ : U −→ f(0) + P, x 7→ f(x), P = f(U).
La conclusion de la proposition e´tant valable pour f˜ , elle l’est e´galement
pour f (voir aussi [8]).
1.4. De´monstration du The´ore`me 1. Notons [·] la partie entie`re et
conside´rons l’application
ϕ : Zn −→ N, i 7→ [log2‖i‖] + 1.
Pour i ∈ Zn, ϕ(i) est le plus petit entier tel que i soit contenu dans la
boule de rayon 2ϕ(i) centre´ en l’origine.
Fixons i ∈ Zn et posons k := ϕ(i). L’ensemble
Mi := {β ∈ Rn : |(β, i)| < ρkak}
est une bande de largeur ρkak/‖i‖ et la re´union des Mi prise sur tous
les i ∈ Zn est le comple´mentaire de la classe arithme´tique Dρa.
0
i
i
a
k
i
a
kk
ρ
r
δ
δ
α
Mi
Soit α un vecteur de Da. Notons δ la distance de α a` l’hyperplan
orthogonal au vecteur i. L’ensemble Mi ne peut intersecter la boule
B(α, r) que si
r > δ − ρkak‖i‖ .
Comme α ∈ Da, on a donc ne´ce´ssairement
δ >
ak
‖i‖ ≥
ak
2k
.
Ce qui donne finalement
(1− ρk)ak
2k
< r.
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Comme la suite ρ est sommable, il existe N tel que
ρk <
1
2
, ∀k ≥ N.
Choisissons
r < inf
{
(1− ρk)ak
2k
: k ≤ N
}
.
On a alors
ϕ(i) < N =⇒ Mi ∩ B(α, r) = ∅.
Ceci montre que si Mi intersecte la boule B(α, r) alors le vecteur
i ∈ Zn doit eˆtre un e´le´ment de l’ensemble
Ir := {i ∈ Zn : ak
2k+1
< r, k = ϕ(i)}.
Posons 

εk :=
√
2k+1akρk ;
tk :=
1
2
log
‖i‖
ak
.
D’apre`s le lemme 1, on a :
f(x) ∈ Mi =⇒ δ(gtkΓ[f(x)]) ≤ εk.
Par conse´quent, le the´ore`me 3 entraˆıne l’existence de constante C, γ > 0
telles que
Vol(B(0, r) ∩ f−1(Mi)) ≤ CεγkVol(B(0, r)).
L’application
f : Rd −→ Rn
e´tant diffe´rentiable, d’apre`s le the´ore`me des accroissements finis, il
existe une constante κ telle que
f(B(0, r)) ⊂ B(α, κr), f(0) = α,
pour tout r suffisamment petit. Pour tout r suffisament petit, on a
donc :
f−1(Mi) ∩ B(0, r) 6= ∅ =⇒ i ∈ Iκr.
Ceci montre que le comple´mentaire de f−1(Dρa) dans la boule B(0, r)
a sa mesure majore´e par
CVol(B(0, r))
(∑
i∈Iκr
√
2ϕ(i)+1aϕ(i)ρϕ(i)
)γ
.
Par de´finition de Iκr, on a :∑
i∈Iκr
√
2ϕ(i)+1aϕ(i)ρϕ(i) < 2
√
r
∑
i∈Iκr
2ϕ(i)
√
ρϕ(i).
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et ∑
i∈Zn
2ϕ(i)
√
ρϕ(i) =
∑
k≥0
∑
ϕ(i)=k
2ϕ(i)
√
ρϕ(i).
Notons #− le cardinal. On a :
#{ϕ(i) = k} = #{ϕ(i) ≤ k} −#{ϕ(i) ≤ k − 1} ≤ 2(k+1)n
donc ∑
i∈Zn
2ϕ(i)
√
ρϕ(i) ≤
∑
k≥0
2(k+1)n+k
√
ρk.
Par hypothe`se, la se´rie du membre de droite est convergente. Ceci
montre que les sommes ∑
i∈Iκr
√
2ϕ(i)+1aϕ(i)ρϕ(i)
tendent vers 0 avec r. Le the´ore`me est de´montre´.
§2 Espaces vectoriels e´chelonne´s
2.1. De´finition. Une S-e´chelle de Banach est une famille de´croissante
d’espaces de Banach (Es), s ∈]0, S[, telle que les inclusions
Es+σ ⊂ Es, s ∈]0, S[, σ ∈]0, S− s[
soient de norme au plus 1.
Soit E un espace vectoriel topologique. Un S-e´chelonnement de E est
une e´chelle (Es) de sous-espaces de Banach de E telle que
i) E =
⋃
s∈]0,S[Es ;
ii) la topologie limite directe induite par les inclusions Es ⊂ E co¨ıncide
avec celle de E.
(Rappelons que si fs : Xs −→ X un famille d’application d’espaces
topologiques (Xs) dans un ensemble X. On appelle topologie limite
directe sur X, la topologie la plus fine sur X qui rend les applications
fs continues :
U ⊂ X est ouvert ⇐⇒ f−1s (U) est ouvert dans Xs, pour tout s.)
L’intervalle ]0, S[ s’appelle l’intervalle d’e´chelonnement. Si F est un
sous-espace vectoriel ferme´ d’un espace vectoriel e´chelonne´ E alors E/F
est e´chelonne´ par les espaces de Banach
(E/F)s := Es/(E ∩ F)s.
Finalement, rappelons que le produit tensoriel topologique de deux
espaces de Banach E,F, note´ E⊗ˆF est le comple´te´ de E ⊗ F pour la
norme
‖
∑
i=1
xi ⊗ yi‖ = inf
∑
i=1
‖xi‖ ⊗ ‖yi‖
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ou` la borne infe´rieure est prise sur les diffe´rentes e´critures possibles du
produit tensoriel [18] (voir aussi [6]).
On de´finit ainsi le produit tensoriel de deux e´chelonnements
(E⊗ˆF)s := Es⊗ˆFs.
La limite directe des espaces de Banach (E⊗ˆF)s de´finit un espace vec-
toriel topologique que nous noterons E⊗ˆF. Dans les cas que nous allons
conside´rer, cet espace ne de´pend pas du choix des e´chelonnements et
notre de´finition est e´quivalente a` celle de Grothendieck [6].
2.2. Morphismes d’un espace vectoriel e´chelonne´. Soit E,F deux
espaces vectoriels S-e´chelonne´s.
Nous dirons d’une application line´aire que c’est un morphisme entre
des espaces vectoriels e´chelonne´s E,F, si pour tout s ∈]0, S[, il existe
s′ ∈]0, S[ tel que l’espace de Banach Es est envoye´ continuˆment dans Fs′.
Nous avons ainsi de´finit la cate´gorie des espaces vectoriels e´chelonne´s.
Nous de´signerons par L(E,F) l’espace vectoriel des morphismes de
E dans F et lorsque E = F, nous utiliserons la notation L(E) au lieu de
L(E,E). Il n’y pas de raison, a priori, pour que L(E,F) co¨ıncide avec
l’espace des applications line´aires continues de E dans F, mais dans les
exemples concrets que nous allons traiter ce sera toujours le cas.
Si ‖·‖ de´signe la norme d’ope´rateur sur l’espace de Banach L(Es′ ,Fs),
nous noterons ‖u‖ la norme de l’ope´rateur de´fini par restriction de u a`
Es′. Venons-en a` la notion de convergence d’une suite de morphismes.
La norme d’ope´rateur induit sur les espaces vectoriels L(Es′ ,Fs), une
structure d’espace de Banach.
De´finition 4. Une suite de morphismes (un) de L(E,F) converge vers
un morphisme u ∈ L(E,F) si pour tout s′ ∈]0, S[, il existe s ∈]0, S[ tel
que la restriction de (un) de´finisse une suite de L(Es′ ,Fs) qui converge
vers la restriction de u.
Un sous-ensemble X de L(E,F) sera dit ferme´ si toute suite conver-
gente de points de X a` sa limite dans X. (L’utilisation du mot ≪ferme´≫ est
le´ge`rement abusive, car il ne s’agit pas a priori du comple´mentaire d’un
ouvert.)
2.3. Filtration d’un espace vectoriel e´chelonne´. Soit E un espace
vectoriel e´chelonne´. Les sous-espaces vectoriels
E(k) = {x ∈ E : ∃C, τ, |x|s ≤ Csk, ∀s ≤ τ}, k ≥ 0
filtrent l’espace vectoriel E :
E := E(0) ⊃ E(1) ⊃ E(2) ⊃ · · ·
Par ailleurs, on pose E(−k) = E pour tout k ≥ 0.
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De´finition 5. On appelle ordre de x ∈ E, note´ ord(x) le plus grand j
tel que x ∈ E(j).
Le gradue´, note´ Gr (E), associe´e a` un espace vectoriel e´chelonne´ E
est l’espace vectoriel e´chelonne´
Gr (E) :=
⊕
i≥0
E(i)/E(i+1).
Si M est un sous-ensemble de E, on de´signe par Gr (M) le plus pe-
tit sous-espace vectoriel de Gr (E) qui contient l’image de M par la
projection canonique
E −→ Gr (E).
2.4. τ-morphismes, morphismes borne´s. Conservons les notations
du chapitre pre´ce´dent.
De´finition 6. Un morphisme u ∈ L(E,F) est appele´ un τ -morphisme,
τ < S, si pour tout s′ ∈]0, τ ] et pour tout s ∈]0, s′[, on a l’inclusion
u(Es′) ⊂ Fs et u induit par restriction une application line´aire continue
us′,s : Es′ −→ Fs.
On a alors des diagrammes commutatifs
Fs _

Es′
u|E
s′ //
us′,s
==
{
{
{
{
{
{
{
{
F
pour tout s′ ∈]0, τ ] et pour tout s ∈]0, s′[, la fle`che verticale e´tant
donne´e par l’inclusion Fs ⊂ F.
De´finition 7 ([5]). Un τ -morphisme u : E −→ F d’espaces vectoriels
S-e´chelonne´s est dit k-borne´, k ≥ 0 s’il existe un re´el C > 0 tel que :
|u(x)|s ≤ Cσ−k|x|s+σ, pour tous s ∈]0, τ [, σ ∈]0, τ − s], x ∈ Es+σ.
Un morphisme est dit k-borne´ (resp. borne´) s’il existe τ (resp. τ et
k) pour lequel (resp. lesquels) c’est un τ -morphisme k-borne´. Lorsque
E = Es et F = Fs sont des espaces de Banach, on retrouve la de´finition
habituelle de morphismes borne´s. (Nous n’utiliserons pas la notion plus
ge´ne´rale d’application line´aire borne´e d’un espace localement convexe,
notre terminologie ne devrait donc pas porter a` confusion.)
Si u : E −→ F est k-borne´ alors u(E(j+k)) ⊂ F(j).
L’espace vectoriel des τ -morphismes (resp. des morphismes) k-borne´s
entre E et F sera note´ Bkτ (E,F) (resp. B
k(E,F)). On note Nkτ (u) la plus
petite constante C ve´rifiant l’ine´galite´ de la de´finition 7.
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On ve´rifie facilement que si E,F sont des espaces vectoriels S-e´chelon-
ne´s alors les espaces vectoriels norme´s (Bkτ (E,F),N
k
τ), τ ∈]0, S[, forment
une S-e´chelonnement de Bk(E,F).
La proprie´te´ pour un endomorphisme surjectif d’eˆtre borne´ passe au
quotient : tout endomorphisme k-borne´ surjectif u : E −→ E de´finit
un endomorphisme k-borne´ sur l’espace quotient E/F, pour tout sous-
espace vectoriel ferme´ F ⊂ E.
De´finition 8. Un sous espace vectoriel ferme´ F d’un espace vectoriel
e´chelonne´ E est dit m-direct (ou tout simplement direct) si pour tout s
et pour tout n ≥ 0, il existe un supple´mentaire de F(n)s dans E(n)s et si
la projection sur F est m-borne´e de norme 1.
2.5. E´chelonnement des germes de fonctions holomorphes. Mu-
nissons l’espace vectoriel des germes de fonctions holomorphes a` l’ori-
gine E := OCn,0 de la topologie de la convergence uniforme sur les
compacts de Cn.
Fixons S > 0 et s ∈]0, S[. Notons Es l’espace vectoriel des fonctions
continues sur le polydisque
Ds := {z ∈ Ci : sup
i=1,...,n
|zi| ≤ s}
qui sont holomorphes dans l’inte´rieur de ce polydisque. La norme
|f |s := sup
z∈Ds
|f(z)|
muni l’espace vectoriel Es d’une structure d’espace de Banach et les
(Es) forment un e´chelonnement de E [4, 13].
Notons Γ(−,−) le foncteur des sections globales et int (−) l’inte´rieur,
on a donc :
Es := Γ(int (Ds),OCn) ∩ C0(Ds,C).
Les ine´galite´s de Cauchy montrent que pour cet e´chelonnement, tout
ope´rateur diffe´rentiel d’ordre k sur OCn,0 de´finit un morphisme k-borne´.
Par unicite´ du comple´te´, la multiplication
OCm,0⊗ˆOCn,0 −→ OCm+n,0,
∑
i≥0
fi ⊗ gi 7→
∑
i≥0
figi
est un isomorphisme d’espaces vectoriels topologiques et nous identifie-
rons souvent les produits tensoriels avec leur image par multiplication,
lorsque celle-ci est injective.
Notons MCn,0 l’ide´al maximal de OCn,0 :
MCn,0 = {f ∈ OCn,0 : f(0) = 0}.
On a
(OCn,0)
(k) = MkCn,0.
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Par conse´quent, la filtration d’espace vectoriel e´chelonne´ co¨ıncide avec
celle donne´e par les puissances de l’ide´al maximal.
Le gradue´ associe´ a` cette filtration est un espace vectoriel isomorphe
a` un espace de polynoˆmes
Gr (OCn,0) =
⊕
k
M
k
Cn,0/M
k+1
Cn,0 ≈ C[z1, . . . , zn]
que l’on peut identifier a` un sous-espace vectoriel de OCn,0.
Un autre e´chelonnement (Hs) de OCn,0 s’obtient en remplac¸ant l’es-
pace des fonctions continues par les fonctions L2 :
Es := Γ(int (Ds),OCn) ∩ L2(Ds,C).
Comme toute fonction continue sur un compact est inte´grable, l’identite´
de´finit un morphisme 0-borne´
J : (Es) −→ (Hs)
entre l’espace vectoriel E e´chelonne´ par les (Es) dans le meˆme espace
vectoriel e´chelonne´ par les (Hs).
Proposition 1. L’inverse de l’application J est un morphisme 1-
borne´.
Notons | · |s la norme de Hs et dV le volume euclidien sur Cn ≈ R2n.
Pour z ∈ Ds et σ ≥ 0 fixe´s, on pose
f(z + σ) =
∑
j≥0
ajσ
j, aj ∈ C.
On a
|f(z)|2σ2 = |a0|2σ2 ≤
∑
j≥0
|aj |2σ2j+2 =
∫
z+Dσ
|f(z)|2dV.
Comme z + Dσ ⊂ Ds+σ, on a l’estimation∫
z+Dσ
|f(z)|2dV ≤
∫
Ds+σ
|f(z)|2dV = |f |2s+σ,
d’ou` la proposition.
Cette proposition implique que tout sous-espace vectoriel de E =
OCn,0 muni de l’e´chelonnement (Es) est 1-direct. Ces conside´rations
s’e´tendent sans difficulte´s aux germes le long d’un compact de Cn.
2.6. L’exponentielle d’un morphisme borne´. Si u, v sont des mor-
phismes, respectivement k et k′ borne´, alors leur composition uv est
(k + k′)-borne´ et on a l’ine´galite´
Nk+k
′
τ (uv) ≤ 2k+k
′
Nkτ (u)N
k′
τ (v).
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En effet :
|(uv)(x)|s ≤ Nkτ (u)
2k
σk
|v(x)|s+σ/2 ≤ Nkτ (u)Nk
′
τ (v)
2k+k
′
σk+k′
|x|s+σ
pour tout x ∈ Es+σ. Plus ge´ne´ralement, on a la
Proposition 2. Le produit de n morphismes ki borne´s ui, i = 1, . . . , n,
est un morphisme k-borne´ avec k :=
∑n
i=1 ki et plus pre´cise´ment
Nkτ (u1 · · ·un) ≤ nk
n∏
i=1
Nkiτ (ui), .
De plus, si u1 = · · · = un = u est d’ordre 1 alors
Nnτ (u
n)
n!
≤ 3nN1τ (u)n.
Corollaire 1. Soit u un τ -morphisme 1-borne´. Si l’ine´galite´ 3N1s(u) < s
est satisfaite pour tout s ≤ τ alors la se´rie
eu :=
∑
j≥0
uj
j!
converge vers un morphisme de E, et plus pre´cise´ment
|eux|λs ≤
∑
j≥0
(3N1s(u))
j
(1− λ)jsj |x|s =
1
1− 3N1s(u)
(1−λ)s
|x|s
pour tous λ ∈]0, 1− 3N1s(u)
s
[, s ∈]0, τ ] et x ∈ Es.
Nous dirons qu’un τ -morphisme u est exponentiable si pour tout
s ≤ τ , le τ -morphisme u ve´rifie l’ine´galite´ 3N1s(u) < s.
Finalement, remarquons que deux morphismes 1-borne´s u, v ∈ B1(E)
exponentiables qui commutent ve´rifient l’e´galite´
eu+v = euev.
Proposition 3. Soit E un espace vectoriel e´chelonne´. Soit (un) ⊂
B1τ (E)une suite de τ -morphismes 1-borne´s exponentiables. Si la se´rie
nume´rique ∑
n≥0
N1τ (un)
est convergente alors la suite (gn) de´finie par
gn := e
uneun−1 · · · eu0
converge vers un e´le´ment inversible de L(E).
Pour de´montrer ce re´sultat, commenc¸ons par ge´ne´raliser le corollaire
pre´ce´dent.
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Lemme 2. Soit (un)une suite de τ -morphismes 1-borne´s exponen-
tiables. Pour tout s ≤ τ , la norme du morphisme
gn := e
uneun−1 · · · eu0
ve´rifie l’ine´galite´
|gnx|λs ≤
(
n∏
i=0
1
1− 3
(1−λ)s
N1s(ui)
)
|x|s
pourvu que λ ve´rifie
max
i≤n
3
(1− λ)sN
1
s(ui) < 1.
De´monstration. Notons ∆j ⊂ Zj les suites i = (i1, . . . , ij) dont les
e´le´ments sont dans l’ensemble {0, . . . , n} et telles que ip ≥ ip+1. On a
alors la formule
n∏
i=0
1
1− zi =
∑
j≥0
∑
i∈∆j
zi, zi := zi11 z
i2
2 . . . z
ij
j
et plus ge´ne´ralement
n∏
i=0
1
1− αzi =
∑
j≥0
∑
i∈∆j
αjzi.
On pose
u[i] := ui1ui2 · · ·uij , i ∈ ∆j .
De´veloppons gn en se´rie puis regroupons les termes suivant l’ordre en
t, il vient :
gn =
∑
j≥0
(
∑
i∈∆j
u[i])
tj
j!
= 1 + (
n∑
i=0
ui)t+ (
n∑
i=0
u2i +
n∑
j=0
n∑
i=j+1
uiuj)
t2
2
+ . . . .
Posons
zi,s := N
1
s(ui) et N
j
s(u[i]) := N
j
τ (ui1ui2 · · ·uij).
De la proposition 2, on de´duit l’ine´galite´ :
1
j!
Njs(u[i]) ≤ 3j
j∏
p=0
N1s(uip) = 3
jzis, i ∈ ∆j
et par suite
|u[i](x)|λs ≤
(
3
(1− λ)s
)j
zis|x|s, ∀λ ∈]0, 1[.
On obtient bien
|gnx|λs ≤

∑
j≥0
∑
i∈∆j
αjzis

 |x|s, α = 3
(1− λ)s.
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Ce qui de´montre le lemme. 
Achevons la de´monstration de la proposition. Pour cela, fixons s ∈
]0, τ ] et choisissons λ ∈]0, 1[ tel que
sup
n≥0
3
(1− λ)sN
1
s(un)) < 1.
Il est possible de trouver de tels λ car la suite (N1s(un)) e´tant majore´e
par (N1τ (un)), elle tend vers 0 quand n tend vers l’infini.
Montrons tout d’abord que la suite (gn) de´finit, par restriction, une
suite uniforme´ment borne´e d’ope´rateurs dans L(Es,Eλs). Pour cela,
notons ‖·‖λ la norme d’ope´rateur dans L(Es,Eλs). Le lemme pre´ce´dent
donne l’estimation
‖gn‖λ ≤
n∏
i=0
1
1− 3
(1−λ)s
N1s(ui)
.
En prenant le logarithme du membre de droite, on voit que le pro-
duit converge quand n tend vers l’infini, car la se´rie de terme ge´ne´ral
(N1s(un)) est convergente. Comme chacun des facteurs de ce produit est
au moins e´gal a` un, on obtient l’ine´galite´
‖gn‖λ ≤ Cλ, Cλ :=
∏
i≥0
1
1− 3
(1−λ)s
N1s(ui)
.
Ce qui de´montre l’assertion.
Soit a` pre´sent, µ ∈]0, 1[ ve´rifiant l’ine´galite´
sup
n≥0
3
(1− µ)λsN
1
λs(un)) < 1.
Nous allons montrer que la suite (gn) de´finit, par restriction, une suite
de Cauchy dans L(Es,Eµλs), la proposition en de´coulera.
Je dis que la se´rie de terme ge´ne´ral ‖gn − gn−1‖λµ est convergente.
Pour le voir, e´crivons
gn − gn−1 = (eun − Id )gn−1
ou` Id ∈ L(E) de´signe l’application identite´.
En de´veloppant l’exponentielle en se´rie, on obtient l’ine´galite´ :
|(eun−Id )y|λµs ≤
(∑
j≥0
(3N1λs(un))
j+1
((1− µ)λs)j+1
)
|y|λs = 3
1− µ− 3N1λs(uN)
λs
N1λs(un)
λs
|y|λs,
pour tout y ∈ Eλs. En prenant y = gnx, ceci nous donne l’estimation
‖(eun − Id )gn−1‖λµ ≤ 3Cλ
1− µ− 3N1λs(un)
λs
N1λs(un)
λs
.
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La quantite´
Kλ,µ := sup
n≥0
3Cλ
1− µ− 3N1λs(un)
λs
est finie car la suite 3N1λs(un) tend vers 0 lorsque n tend vers l’infini.
Nous avons donc montre´ l’estimation
‖gn − gn−1‖λµ ≤ Kλ,µN
1
λs(un)
λs
.
Il ne nous reste plus qu’a` utiliser l’ine´galite´ triangulaire pour voir que
(gn) de´finit une suite de Cauchy de l’espace de Banach L(Es,Eµλs) :
‖gn+p − gn‖λµ ≤
p∑
i=1
‖gn+i − gn+i−1‖λµ ≤ Kλ,µ
(
p∑
i=1
3N1λs(un+i)
λs
)
.
Nous avons donc montre´ que la suite (gn) converge vers un e´le´ment
g ∈ L(E). On de´montre de meˆme que la suite (hn) de´finie par
hn = e
−u0e−u1 · · · e−un
converge vers un e´le´ment h ∈ L(E). Pour tout n ∈ N, on a :
gnhn = hngn = Id
donc gh = hg = Id . Ce qui montre que h est l’inverse de g. La propo-
sition est de´montre´.
2.7. Morphismes mode´re´s. Soit S > 0 et E := (En) F := (Fn)
des suites d’espaces vectoriels S-e´chelonne´s. Nous noterons abusivement
de la meˆme fac¸on les normes pour les diffe´rentes valeurs de n. Un
morphisme u : E −→ F est une collection de morphismes d’espaces
vectoriels e´chelonne´s.
Les notions de´finies pour les espace vectoriels e´chelonne´s s’e´tendent
naturellement aux suites d’espaces vectoriels e´chelonne´s. Par exemple,
si les un sont des τ -morphismes (resp. des τ -morphismes k-borne´s)
nous dirons que u est un τ -morphisme (resp. τ -morphisme k-borne´).
En accord avec notre convention, nous notons Nkτ la norme de l’espace
vectoriel Bk(En,Fn) sans pre´ciser l’indice n.
De´finition 9. Un τ -morphisme
u = (un) : E −→ F
est dit k-mode´re´ si, pour tout s, la suite nume´rique Nkτ (un), appele´e la
norme de u, est a` croissance mode´re´e.
Nous noterons Mk(E,F) l’ensemble des morphismes k-mode´re´s.
De´finition 10. Un quasi-inverse a` droite d’un morphisme
u : E −→ F
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est un morphisme
v : F −→ E
tel que
un ◦ vn(x) = x modF(n+1)
pour tout n ≥ 0.
On de´finit de manie`re similaire les quasi-inverses a` gauche. On pourra
comparer cette notion a` celle introduite par Moser et Zehnder [11, 24].
2.8. Approximations d’espaces vectoriels e´chelonne´s. Soit E∞
un espace vectoriel S-e´chelonne´.
De´finition 11. Une approximation de E∞ consiste en la donne´e d’une
suite d’espace vectoriels e´chelonne´s (En) ainsi que de deux suites de
morphismes 0-borne´s , appele´s morphismes de restrictions, entre es-
paces vectoriels :
E0
r0−→ E1 r1−→ E2 r2−→ . . .
et
En
sn−→ E∞
tels que
i) sn+1rn = sn ;
ii) la norme des rn, sn est au plus e´gale a` 1.
Le produit tensoriel topologique de deux approximations est de´finit
en prenant le produit tensoriel des espaces vectoriels e´chelonne´s :
(E⊗ˆF)n,s := En,s⊗ˆFn,s.
2.9. Approximations tautologiques. Soit E un espace vectoriel S-
e´chelonne´. Conside´rons la suite d’espaces vectoriels e´chelonne´s (En)
de´finie de la fac¸on suivante. Comme espaces vectoriels topologiques,
les En sont tous identiques :
En = E et E∞ = E.
En revanche, l’e´chelonnement de En diffe`re en fonction de n :
(En)s := Esn, (E∞)s = Es
avec
sn :=
n + 2
n + 1
s, s ∈
]
0,
S
2
]
.
Les inclusions Es+σ ⊂ Es induisent des applications de restriction.
De´finition 12. L’approximation de´finie ci-dessus sera appele´e approxi-
mation tautologique associe´e a` l’espace vectoriel e´chelonne´ E.
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2.10. Approximations ultra-violettes. On note CkK le faisceau des
fonctions k-fois diffe´rentiable au sens de Whitney sur un ferme´ K ⊂
Cd [23]. Conside´rons une famille de´croissante de ferme´s (Kn), n ∈ N,
Kn ⊂ Cd dont on note K∞ l’intersection. La restriction du faisceau des
germes de fonctions holomorphe OCd a` chacun des Kn donne lieu a` des
morphisme de restriction
· · · −→ OKn −→ OKn+1 −→ OKn+2 −→ · · ·
Pour tout n et pour tout k chacun de ces faisceaux se projette sur celui
des fonctions Ck sur K∞ :
OKn −→ CkK∞
pour tout entier k.
Fixons un syste`me de voisinage Bs, s ∈ [0, S] croissant, compacts
d’un point x ∈ K. Ces voisinages donnent lieu a` des structures d’espaces
vectoriel e´chelonne´ comme en 2.5 sur les anneaux locaux OKn,0, C
k
K∞,0
et par conse´quent a` des approximation de ce dernier :
En,s := Γ(int (Kn ∩ Bs),OCd) ∩ Ck(Kn ∩ Bs,C).
2.11. Produits infinis. Soit E := (En) une approximation d’un es-
pace vectoriel e´chelonne´ E∞.
Proposition 4. Soit u = (un) un τ -morphisme 1-borne´ de E expo-
nentiables. Si la se´rie nume´rique∑
n≥0
N1τ (un)
est convergente dans R alors la suite (r gn) de´finie par
gn = e
unrn · · · r2eu1r1eu0
converge dans L(E0,E∞).
La de´monstration est analogue a` celle de la proposition 3. En voici
les grandes lignes. On fixe s ∈]0, τ ] et on choisit λ, µ ∈]0, 1[ tels que
sup
n≥0
3
(1− λ)sN
1
s(un) < 1
et
sup
n≥0
3
(1− µ)λsN
1
λs(un) < 1.
On note ‖ · ‖λ,n la norme d’ope´rateur dans l’espace L(Es,0,Eλs,n).
En de´veloppant l’exponentielle, on obtient l’estimation :
‖gn − rngn−1‖λµ,n ≤ Kλ,µN
1
λs(un)
λs
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avec
Kλ,µ := sup
n≥0
3Cλ
1− µ− 3N1λs(un)
λs
et
Cλ :=
∏
n≥0
1
1− 3
(1−λ)s
N1s(un)
.
Cette ine´galite´ montre que pour tout j ≥ 0, la suite (rgn), n ≥ j
de´finit une suite de Cauchy dans l’espace de Banach L(Es,0,Eλµs,∞).
§3 Le the´ore`me KAM ge´ne´ralise´
3.1. E´nonce´ du the´ore`me.
De´finition 13. Une application f : E −→ F entre deux suites d’espaces
vectoriel S-e´chelonne´s E = (En),F = (Fn) est dite l-mode´re´e si la suite
pn := sup{σl |fn(x)|s
1 + |x|s+σ : s ∈]0, S[, σ ∈]0, S− s[, x ∈ En,s+σ}
est a` croissance mode´re´e.
Tout morphisme mode´re´e de´finit bien entendu une application mode´re´e.
The´ore`me 4. Soit E une approximation, a ∈ E, F une sous-approximation
directe de E et g un sous-espace vectoriel de M1(E)(2). Soit M un sous-
ensemble eg-invariant. Supposons qu’il existe pour certains k, l ≥ 0 une
application l-mode´re´e
j : F 7→Mk(Gr (M)/Gr (F), g)
telle que j(α) soit un quasi-inverse du morphisme
g −→ Gr (M)/Gr (F), u 7→ u(a+ α).
Pour tout x ∈ a+M0, il existe une suite (un), avec un ∈ (gn)n−k, telle
que
i) la suite gn := re
unrn . . . e
u2r2e
u1r1e
u0 converge vers un e´le´ment
g ∈ L(E0,E∞) ;
ii) g(x) = r(a)(modF∞).
3.2. Principe de la de´monstration du the´ore`me 4. Pour chaque
b ∈ M, nous allons construire de proche en proche des suites (un), (bn),
(αn), (cn). Posons
a0 = a, b0 = b, u0 = j0(0)b¯0.
Fixons un supple´mentaire G de F dans E. Soit α0 ∈ F0 et c0 ∈ G0
tels que
α0 + c0 = b0 − u0(a0).
On construit les termes suivants par les formules :
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1) an+1 = rn+1(an + αn) ;
2) bn+1 = rn+1e
−un(an + bn)− an+1 ;
3) un+1 = jn+1(
∑n
i=0 αi)b¯n+1 ;
4) αn+1 + cn+1 = bn+1 − un+1(an+1), αn+1 ∈ Fn+1, cn+1 ∈ Gn+1.
Nous allons voir que (gn) converge vers une limite g, (un) et (cn)
tendent vers 0 et (
∑
rαn) converge vers une limite α ∈ F∞.
Dans ce cas, la suite (rgnx) converge vers x
′ ∈ a + F. En effet,
lim
n−→+∞
rcn + lim
n−→+∞
rαn = 0
et par de´finition de j, on a :
bn + αn + cn = un(an).
En prenant l’image par r dans les deux membres de l’e´galite´ et en
passant a` la limite sur n, on trouve
lim
n−→+∞
r(bn) = 0 (modF∞).
Par ailleurs
an+1 + bn+1 = rn+1gn(a+ b)
donc, en prenant, a` nouveau, l’image par r et la limite sur n, on trouve
bien
r(a) = g(a+ b) (modF∞).
CQFD.
3.3. De´monstration du The´ore`me 4.
Lemme 3. Soit E un espace vectoriel e´chelonne´. Pour tout τ -morphisme
1-borne´ u, tout s ∈]0, τ [ ve´rifiant la condition
3N1τ (u)
(τ − s) ≤
1
2
et tout x ∈ Eτ , on a les ine´galite´s
1) |(e−u(Id + u)− Id )x|s ≤ 36|x|τ
(τ − s)2N
1
τ (u)
2 ;
2) |(e−u(Id + u)− Id )x|s ≤ 2|u(x)|τ
(τ − s) N
1
τ (u) ;
3) |(e−u − Id )x|s ≤ 6|x|τ
(τ − s)N
1
τ (u) ;
4) |(e−u − Id )x|s ≤ 2|u(x)|τ ;
5) |eux|s ≤ 2|x|τ .
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A` titre d’exemple, montrons la premie`re de ces ine´galite´s. L’e´galite´
e−u(Id + u)− Id =
∑
n≥0
(n+ 1)
(n + 2)!
(−1)n+1un+2
donne l’estimation
|
∑
n≥0
(−1)n+1 (n+ 1)
(n + 2)!
un+2(x)|s ≤ |x|τ
∑
n≥0
(n+ 1)3n+2
(τ − s)n+2 N
1
τ (u)
n+2.
Comme
3N1τ (u)
τ − s ≤ 1,
la se´rie du membre de droite est e´gale a`
t2
∑
n≥0
(n+ 1)tn =
t2
(1− t)2 , avec t =
3N1τ (u)
τ − s .
En utilisant l’ine´galite´
1
(1− t)2 ≤ 4, ∀t ∈ [0,
1
2
],
on trouve bien la majoration du lemme.
Quitte a` multiplier toutes les normes par une meˆme constante, on
peut supposer que :
|a|s ≤ 1
72
.
Ce qui nous e´vitera d’avoir a` s’occuper des constantes qui interviennent
dans les estimations du lemme.
Soit l tel que l’application j soit l-mode´re´. On de´finit la suite (pn)
par
pn := sup
{
2σl
Nks(jn(α))
1 + |α|s+σ : α ∈ (En)s
}
si cette borne supe´rieure est au moins e´gale a` un, si ce n’est pas le cas
on prend pn := 1.
Les produit infinis
βn :=
∏
i>0
p−2
−i−1
n+i = p
− 1
2
n+1 p
− 1
4
n+2 p
− 1
8
n+2 · · ·
de´finissent une suite majore´e par 1 car pn ≥ 1 et, de plus,
βn+1 = pn+1β
2
n.
Par ailleurs, comme (pn) est a` croissance mode´re´e, on a : βn > 0 pour
tout n ≥ 0.
De´finissons a` pre´sent les suites (sn), (σn) par σn =
s
3n+2
et
sn+1 = sn − 3σn, s0 = s, s1 = 2s
3
, . . . .
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Pour n > 0, le vecteur bn s’e´crit sous la forme
bn+1 = rn+1(An + Bn + Cn),
avec
An := (e
−un(Id + un)− Id )an, Bn := (e−un − Id )αn, Cn := e−uncn.
Comme j de´finit un quasi-inverse, on a :
ord (unan) = ord (bn), ord (αn) ≥ ord (bn), ord (cn) > ord (bn).
La deuxie`me ine´galite´ du lemme montre que
ord (An) ≥ ord (un(an)) + ord (un)− 1 > ord (bn).
De meˆme
ord (Bn) ≥ ord (unαn) ≥ ord (un) + ord (αn) > ord (bn)
Fixons m ≥ 0 pour que la projection sur F soit m-borne´e de norme
e´gale a` 1.
Les ordres de An, Bn, Cn, cn et αn croissent avec n, donc, quitte a`
remplacer s par s′ < s suffisament petit et les e´le´ments a0 et b0 par aN
et bN, avec N assez grand, on peut supposer que les ine´galite´s suivantes
sont ve´rifie´es pour n = 0 :
i) |An|sn ≤
β2nσ
2k+2l+2m+3
n
3
;
ii) |Bn|sn ≤
β2nσ
2k+2l+2m+3
n
3
;
iii) |Cn|sn ≤
β2nσ
2k+2l+2m+3
n
3
;
iv) |αn|sn ≤ βnσk+l+m+1n−1 ;
v) |cn|sn ≤ βnσk+l+m+1n−1 ;
vi) s ≤ 1
32k+2l+4m+2
.
Montrons par re´currence sur n qu’elles sont alors ve´rifie´es pour tout
n ≥ 0.
Supposons ces ine´galite´s ve´rifie´es jusqu’a` l’ordre n, n ≥ 0. Comme
bn+1 = rn+1(An + Bn + Cn), d’apre`s i), ii) et iii) au rang n, on a :
|bn+1|sn+1 ≤ β2nσ2k+2l+3m+3n .
En utilisant iv) jusqu’au rang n, on a :
n∑
i=0
|αi|si ≤ 1.
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Par de´finition de la suite (pn), on a :
Nksn+1+2σn(jn+1(
n∑
i=0
αi)) ≤ pn+1
2σln
(1 +
n∑
i=0
|αi|sn+1+σn) ≤
pn+1
σln
.
Comme
un+1 = jn+1(b¯n+1),
on obtient ainsi l’estimation
(∗) N1sn+1+σn(un+1) ≤
pn+1β
2
n
σk+ln
σ2k+2l+2m+3n = βn+1σ
k+l+2m+3
n .
Montrons a` pre´sent les ine´galite´s iv) et v) au rang n+ 1. L’ine´galite´
n∑
i=0
|αi|si ≤ 1
donne l’estimation
|un+1(an+1)|sn+1 ≤
2N1sn+1+σn(un+1)
σn
.
D’apre`s (*), on a alors
|un+1(an+1)|sn+1 ≤ 2βn+1σk+l+2m+2n .
Comme β2n ≤ βn+1 et s < 1, cette estimation et celle sur bn+1, nous
donne :
|bn+1−un+1(an+1)|sn+1 ≤ |bn+1|sn+1+|un+1(an+1)|sn+1 ≤ 3βn+1σk+l+2m+2n .
L’hypothe`se vi) entraˆıne que
σn+1 ≤ s ≤ 1
9
,
d’ou` l’estimation
|bn+1 − un+1(an+1)|sn+1 ≤
βn+1σ
k+l+2m+1
n
3
.
La projection sur F est m-borne´e de norme 1, on a donc :
|αn+1|sn+1 <
βn+1σ
k+l+m+1
n
3
et
|cn+1|sn+1 ≤ |bn+1 − un+1(an+1)|sn+1 + |αn+1|sn+1 ≤ βn+1σk+l+m+1n .
Ce qui de´montre iv) et v) a` l’ordre n + 1.
En appliquant le point 1) du lemme avec
An+1 := e
−un+1(Id + un+1)− Id )an+1
et τ − s = σn, on obtient l’ine´galite´
|An+1|sn+1 ≤
N1sn+1+σn(un+1)
2
σ2n
.
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En utilisant l’ine´galite´ (*), on trouve alors
|An+1|sn+1 ≤
β2n+1σ
2k+2l+4m+6
n
σ2n
= β2n+1σ
2k+2l+4m+4
n .
Comme
σn ≤ s
9
≤ 1
32k+2l+4m+4
,
on a :
σ2k+2l+4m+4n ≤
1
3
σ2k+2l+4m+3n+1 .
Nous avons donc de´montre´ i) au rang n+ 1.
Appliquons maintenant le point 2) du lemme a` Bn+1 avec τ−s = σn.
On obtient ainsi l’ine´galite´ :
|Bn+1|sn+1 ≤
Nsn+1+σn(un+1)
σn
|αn+1|sn+1+σn .
L’estimation iv) au rang n+1 et l’estimation (*) entraˆınent l’ine´galite´ :
|Bn+1|sn+1 ≤ β2n+1σ2k+2l+3m+4n .
On a :
σn ≤ s
9
≤ 1
32k+2l+3m+4
d’ou` l’ine´galite´
σ2k+2l+3m+4n ≤
1
3
σ2k+2l+3m+3n+1 .
Nous avons donc de´montre´ ii) au rang n+ 1.
Appliquons maintenant le point 3) du lemme a` Cn+1 avec τ−s = σn.
On obtient ainsi l’ine´galite´ :
|Cn+1|sn+1 ≤
Nsn+1+σn(un+1)
σn
|cn+1|sn+1+σn .
L’hypothe`se de re´currence v) et l’estimation (*) entraˆınent l’ine´galite´ :
|Cn+1|sn+1 ≤
1
3
β2n+1σ
2k+2l+3m+3
n+1 .
Nous avons ainsi de´montre´ iii) au rang n+1, ce qui ache`ve la de´monstration
du the´ore`me.
§4 Forme normale d’un hamiltonien en un point critique
4.1. Comple´ments sur la forme normale de Birkhoff. Conside´-
rons a` nouveau l’espace R2n muni de coordonne´es qi, pi, i = 1, . . . , n et
de la forme symplectique standard :
ω :=
n∑
i=1
dqi ∧ dpi.
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Supposons les αi line´airement inde´pendants sur Q. Dans ce cas, pour
tout l, il existe un symplectomorphisme
ϕl : (R
2n, 0) −→ (R2n, 0)
et un polynoˆme
Al(X1,X2, . . . ,Xn) ∈ R[X1, . . . ,Xn],
de degre´ l, appele´ polynoˆme de Birkhoff, tels que :
H ◦ ϕl = Al(p21 + q21, . . . , p2n + q2n) + o(2l), αi ∈ R.
En prenant la limite sur l, on obtient des se´ries formelles A, ϕ qui
ve´rifient
H ◦ ϕ = A(p21 + q21 , . . . , p2n + q2n).
La se´rie A est unique. On l’appelle la forme normale de Birkhoff.
Conside´rons les applications des fre´quences
∇Al = (∂X1Al, . . . , ∂XnAl) : Rn −→ Rn.
De´finition 14. L’espace des fre´quences de H, note´ V(H) ⊂ Rn, est le
plus petit sous-espace affine de Rn qui contient les images de ∇Al pour
tout l ≥ 2.
Dans les cas ge´ne´riques, les applications des fre´quences sont des iso-
morphismes et on a : V(H) = Rn. Ce sont les cas que l’on appelle
isochroniquement non de´ge´ne´re´s.
Soit e1, . . . , ed ∈ Rn une base de l’espace des fre´quences. Nous allons
re-e´crire les fonctions Al en faisant intervenir directement les applica-
tions des fre´quences. Pour cela, munissons l’espace produit
R2n × Rd = {(q, p, λ)}
de la structure de Poisson induite par le bivecteur
v =
n∑
i=1
∂qi ∧ ∂pi .
Conside´rons l’application
f : (R2n, 0) −→ (Rn, 0), (q, p) 7→ (p21 + q21 , p22 + q22, . . . , p2n + q2n)
et notons I l’ide´al de R[[q, p, λ]] engendre´ par les composantes de l’ap-
plication f −∑di=1 λiei.
Si deux fonctions sont e´gales modulo le carre´ de l’ide´al I alors elles
de´finissent le meˆme flot hamiltonien sur les varie´te´s
Lλ = {(q, p) ∈ R2n : f =
d∑
i=1
λiei}.
En effet, pour g, h ∈ I, on a :
{H+ gh,−} = {H,−}+ g{h,−}+ h{g,−} = {H,−} (mod I).
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La formule de Taylor a` l’ordre 2 donne l’e´galite´ (lemme d’Hada-
mard) :
A(f) = A(x) + (∇A(x), f − x) (mod I2), x =
d∑
i=1
λiei.
Par conse´quent, les fonctions A(f) et (∇A, f) de´finissent la meˆme
de´rivation hamiltonienne de l’anneau R[[q, p, λ]].
On peut ainsi re´-e´crire la normalisation de Birkhoff sous la forme
ϕ(H) =
n∑
i=1
(∂XiA(x))piqi (mod I
2 + R[[λ]])
ou` ϕ est un automorphisme de R[[λ, q, p]] qui pre´serve la structure de
Poisson.
La signature de la partie quadratique de la forme normale de Bir-
khoff ne joue pas de roˆle particulier. On peut conside´rer une fonction
holomorphe
H : (C2n, 0) −→ (C, 0)
avec un point critique de Morse a` l’origine. Il existe alors des se´ries
formelles A, ϕ qui ve´rifient
H ◦ ϕ = A(p1q1, . . . , pnqn).
Si H est re´elle, la partie quadratique de sa forme norme de Birkhoff est
conjugue´e par une application line´aire a` la partie quadratique de A.
Cette forme line´aire envoient la conjugaison complexe sur une involu-
tion antiholomorphe τ . Les applications A, ϕ envoie τ sur la conjugaison
complexe. La notion d’espace des fre´quences se de´finit dans le cas com-
plexe comme dans le cas re´el et lorsque H est re´el, cet espace vectoriel
est la complexification de celui de´finit sur le corps des nombres re´els.
Par la suite, nous ne pre´ciserons pas ces structures re´elles, car elles
ne jouent aucun roˆle dans la de´monstration.
4.2. Produits de Hadamard. Conside´rons l’espace OCd,0 munit de
l’e´chelonnement en espace de Hilbert de´crit au n˚ 2.5. Conside´rons l’ap-
proximation tautologique associe´e a` cet e´chelonnement et posons
zi = zi11 z
i2
2 . . . z
in
n , i ∈ Nd.
L’ide´al maximal MCd,0 ⊂ OCd,0 est ainsi muni d’un e´chelonnement. Le
produit de Hadamard de deux se´ries
f :=
∑
i
aiz
i, g :=
∑
i
biz
i
est de´fini par
f ⋆ g :=
∑
i∈Nn
aibiz
i
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Proposition 5. Soit α ∈ Rn un vecteur qui satisfait la condition de
Bruno. Posons
f :=
∑
i∈Nn
(α, i)zi, gn :=
∑
‖i‖≤n
(α, i)−1zi
alors les produits de Hadamard
gn⋆ : (MCd,0)n −→ Fn,
∑
i∈Nn
fiz
i 7→
∑
‖i‖≤n
fi
(α, i)
zi, fi ∈ C,
avec F = MCd,0 ou F = Gr (MCd,0), de´finissent un quasi-inverse 0-
mode´re´ du produit de Hadamard par f dont la norme est majore´ par
la suite (σ(α)−1n ).
L’application de´finit e´videmment un quasi-inverse. Par ailleurs, on
a :
|un(f)|2s =
∑
‖i‖≤n
|fizi|2s
|(α, i)|2 ≤
1
[α]2n
∑
‖i‖≤n
|fi|2|zi|2s
ce qui donne l’estimation souhaite´e pour la norme de cet inverse.
Soit a` pre´sent K la famille de compact
Km = (Da)m, K∞ = Da
et Bs, s ∈]0, S] un syste`me fondamental de voisinages croissants com-
pacts de α. Munissons l’espace CkK∞,α de l’approximation
(CkK∞,α)n,s := C
k(Kn ∩ Bs,C).
Proposition 6. Si a = (ak) est une suite a` de´croissance mode´re´e
alors les applications de´finies par
un : (C
k
K∞,α⊗ˆMCd,0)n −→ Fn,
∑
i∈Nn
fi ⊗ zi 7→
∑
‖i‖≤n
fi
(α, i)
⊗ zi,
avec F = CkK∞,α⊗ˆMCd,0 ou F = Gr (CkK∞,α⊗ˆMCd,0), de´finissent un
quasi-inverse k-mode´re´ de
v :
∑
i∈Nn
fi ⊗ zi 7→
∑
i∈Nn
(α, i)fi ⊗ zi,
dont la norme est au plus (a−1k ).
Si k = 0 alors la de´monstration est identique a` celle du cas pre´ce´dent.
En effet :
|un(f)|2s =
∑
‖i‖≤n
|fi ⊗ zi|2s
|(α, i)|2 ≤
1
a2n
∑
‖i‖≤n
|fi|2|zi|2s
ce qui donne l’estimation souhaite´e pour la norme de un.
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Fixons n et notons provisoirement ‖·‖k,s la norme de (CkK∞,α⊗ˆMCd,0)n,s.
En vertu des ine´galite´s de Cauchy, on a :
‖f‖k,s ≤ k!
σk
‖f‖0,s+σ, σ < 1,
ce qui implique la proprie´te´ pour k > 0.
L’injection (Hs) −→ (Es) d’espace vectoriel e´chelonne´e est 1-borne´e
par conse´quent les deux propositions pre´ce´dentes restent valables pour
la structure e´chelonne´e (Es) a` condition d’augmenter l’indice de mode´-
ration de 0 a` 1 pour la premie`re et de k a` k + 1 pour la seconde.
4.3. Forme normale sur la fibre spe´ciale. Notons I ⊂ OC2n,0 l’ide´al
engendre´ par les germes de fonction
p1q1, p2q2, . . . , pnqn.
Proposition 7. Soit H : (C2n, 0) −→ (Cn, 0) un germe de fonction
analytique de la forme
H(q, p) =
n∑
i=1
αipiqi + o(2).
Si le vecteur α = (α1, . . . , αn) satisfait la condition de Bruno alors pour
toute fonction de la forme
H+ R, R ∈M3C2n,0
il existe un automorphisme symplectique ϕ ∈ Aut (OC2n,0) tel que
ϕ(H + R) = H (mod I2).
De plus, si H et R sont invariantes par une involution re´elle alors ϕ
peut eˆtre choisit re´el.
En particulier, dans un voisinage suffisamment petit de l’origine,
H +R admet une varie´te´ lagrangienne complexe invariante symplecto-
morphe a`
{(q, p) : p1q1 = p2q2 = · · · = pnqn = 0}.
Cette proposition est une application directe du the´ore`me KAM ge´-
ne´ralise´. En voici les de´tails, munissons l’espace vectoriel
E := OC2n,0
de la structure e´chelonne´e (Hs) de´finie en 2.5. Celle-ci induit une ap-
proximation tautologique sur E. De´signons par MC2n,0 l’ide´al maximal
de l’anneau local OC2n,0. Munissons les espaces vectoriels
M := M3C2n,0, F := I
2 ∩M3C2n,0
de la structure e´chelonne´e induite par E ainsi que de leurs approxima-
tions tautologiques. L’espace vectoriel Gr (M) (resp. Gr (F)) s’identifie
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aux sous-espace des polynoˆmes dans les variables q, p contenus dans M
(resp. dans F).
Le groupe G des germes de symplectomorphismes dont la partie
line´aire est l’identite´ agit sur H+M3
C2n,0. De´signons par g les de´rivations
de la forme
{h, ·} ∈ Der (OC2n,0), h ∈M3C2n,0.
On construit un inverse j(α) mode´re´ de
ρ(α) : g −→ M/F 7→ g 7→ {g,H+ α}, α ∈ I2
en cherchant d’abord un inverse modulo I puis en ajoutant une correc-
tion afin d’obtenir l’inverse modulo I2.
Pour cela, commenc¸ons par remarquer que la base p1q1, . . . , pnqn per-
met de scinder la suite exacte d’espaces vectoriels
0 −→ I/I2 −→ OC2n,0/I2 −→ OC2n,0/I −→ 0.
On obtient ainsi un isomorphisme d’alge`bres
OC2n,0/I
2 ≈ OC2n,0/I⊕ I/I2
et par suite un isomorphisme d’espaces vectoriels
M/F ≈ M/(I ∩M)⊕ (I ∩M)/(I2 ∩M).
Dans la suite, nous identifierons chaque espace quotient de la forme
A/B a` l’orthogonal de B dans A.
Soit, a` pre´sent, gn les fonction de´finies par :
gn =
∑
‖i‖≤n, i 6=0
1
(λ, i)
(pq)i, (pq)i := (p1q1)
i1(p2q2)
i2 . . . (pnqn)
in .
Les re´sultats du 4.2 montrent que les produit de Hadamard par les gn
de´finissent un quasi-inverse a` droite 0-mode´re´ de
MC2n,0/I −→MC2n,0/I, a 7→ {a,H}.
Cette proprie´te´ permet de de´finir un quasi-inverse a` droite j(α) de ρ(α)
par la formule :
Mn/(I∩Mn)⊕(I∩Mn)/(I2∩Mn) −→ gn : (a, b) 7→ a⋆gn+b⋆gn−{a⋆gn, α}⋆gn.
En effet :
{a⋆gn+b⋆gn−{a⋆gn, α}⋆gn,H+α} = a+b+{a⋆gn, α}−{{a⋆gn, α}⋆gn,H} (mod I2).
et la somme des deux derniers termes est nulle, car :
{{a ⋆ gn, α} ⋆ gn,H} = {a ⋆ gn, α}.
Ceci montre que j(α) est un quasi-inverse a` droite 0-mode´re´ de ρ(α)
associe´e a` la structure e´chelonne´ (Hs) donc 1-mode´re´ pour la structure
(Es).
L’application α 7→ j(α) ne fait intervenir que des de´rive´es du premier
ordre en α. D’apre`s les ine´galite´s de Cauchy, elle est donc 1-mode´re´e.
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Les conditions du the´ore`me KAM ge´ne´ralise´ sont satisfaites, la propo-
sition est de´montre´e.
4.4. Forme pre´normale. Notons
λ = (λ1, . . . , λd), µ = (µ1, . . . , µd)
les coordonne´es sur l’espace vectoriel C2d. Le bivecteur
v =
n∑
i=1
∂qi ∧ ∂pi
induit une structure de Poisson sur C2n+2d = {(q, p, λ, µ)}.
Soit e1, . . . , ed ⊂ Cn une base de V(H). Notons Iλ,µ ⊂ OC2n+2d,0 l’ide´al
engendre´ par les composantes de l’application
g := (p1q1, . . . , pnqn)−
d∑
i=1
(λi − µi)ei, i = 1, . . . , n
et Iµ pour l’ide´al de OC2n+d,0 engendre´ par les restrictions des compo-
santes de g a` λ = 0.
La projection sur les coordonne´es (q, p) (resp. (q, p, λ)) induit un
morphisme d’anneaux
OC2n,0 ⊂ OC2n+2d ,0, (resp. OC2n+d,0 ⊂ OC2n+2d,0)
qui nous permet d’identifier OC2n,0 (resp. OC2n+d,0) avec son image dans
OC2n+2d,0.
Par ailleurs, pour tout k il existe un germe de symplectomorphisme
ϕk : (C
2n, 0) −→ (C2n, 0)
et un polynoˆme Ak ∈ R[X1,X2, . . . ,Xn] de degre´ k tels que :
H ◦ ϕk = Ak(p1q1, p2q2, . . . , pnqn) + o(2k).
La proposition 7 permet donc, sans perte de ge´ne´ralite´, de supposer
que {
H =
∑n
i=1 αipiqi + R, R ∈ I2 ;
H = Ak(p1q1, p2q2, . . . , pnqn) + o(2k)
ou` k est choisit suffisamment grand pour que l’image de ∇Ak soit e´gale
a` V(H).
4.5. Fin de la de´monstration. Posons
f = (p1q1, p2q2, . . . , pnqn)
et notons (·, ·) le produit scalaire. De´finissons la fonction
G =
n∑
i=1
αipiqi +
d∑
i=1
µi(f, ei) + R(q, p).
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La forme pre´normale de H montre que la restriction de G a` λ = 0 est
e´gale a` :
G0 :=
n∑
i=1
αigi +
d∑
i=1
µi(f, ei) (mod I
2
µ)
Nous allons a` pre´sent appliquer le the´ore`me KAM ge´ne´ralise´.
Posons
L∞ := C
n × (Da − α).
et munissons l’espace vectoriel C2kL∞,0 de l’approximation ultraviolette
associe´e aux ensembles ferme´s (voir 2.10) :
Lm := C
n × ((Da)m − α),
et aux voisinages
Bs = {(λ, µ) : ‖(λ, µ)‖ ≤ s2}.
Le produit tensoriel E∞ := C
2k
L∞,0⊗ˆOC2n,0 est ainsi muni d’une approxi-
mation (Em) Soit
M∞ ⊂ (C2kL∞,0⊗ˆOC2n,0)(5)
le sous-ensemble de´finit par
R ∈ M∞ ⇐⇒ V(H + R) = V(H).
Posons
F∞ := (C
2k
L∞,0⊗ˆI2λ,µ + C2kL∞,0)(5)
et prenons pour g∞ l’espace des de´rivations de la forme
{f,−}+
k∑
i=1
ai∂µi
avec f ∈ M∞, ai ∈ (C2kL∞,0)(3).
L’approximation (Em) induit des approximation sur M∞ et F∞. De´composons
les Gr (Mm)/Gr (Fm) dans une somme d’espaces vectoriels Nm, Pm. Les
sous-espaces vectoriels Nm sont engendre´s par les classes des a(λ, µ)p
iqj , i 6=
j et Pm par les classes des a(λ, µ)(f, ei).
Soit
gm =
∑
‖i‖≤m,i 6=0
1
(λ, i)
(qp)i ∈ Em.
La de´composition
OC2n,0/I
2 ≈ OC2n,0/I⊕ I/I2
permet d’e´crire le quotient N/(Gr (F) ∩ N) comme une somme. On
de´finit comme pre´ce´demment les morphismes
Am(α) : (a, b) 7→ a ⋆ gm + b ⋆ gm − {a ⋆ gm, α} ⋆ gm.
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De´finissons a` pre´sent l’application
Bm : Pm −→ gm
en prenant pour image de a(λ, µ)(f, ei) la de´rivation
a(λ, µ)∂µi ∈ gm.
Les applications
jm(α) := Am(α) + Bm
de´finissent des quasi-inverses a` droite 2k-mode´re´s de
g −→ E, g 7→ {g,H+ α}
Par conse´quent, d’apre`s le the´ore`me KAM ge´ne´ralise´, il existe une suite
de morphismes de Poisson
(ϕm), ϕm ∈ L(E0,Em)
dont la restriction converge vers un morphisme ϕ∞ tel que
ϕ∞(G) = G0.
D’apre`s le the´ore`me d’extension de Whitney, ce morphisme est ob-
tenu par restriction a` (Da − α) × C2n+d d’une application de classe
Ck [23] :
ϕ : (C2d×C2n, 0) −→ (C2d×C2n, 0), (µ, λ, q, p) 7→ (ϕ1(λ, µ), ϕ2(λ, µ, q, p)).
Cette application est tangente a` l’identite´ donc d’apre`s le the´ore`me des
fonctions implicites, dans un voisinage de l’origine, l’image inverse du
sous espace vectoriel
{µ = 0} ⊂ Cd
est le graphe d’une fonction C2k :
(a1, . . . , ad) : (C
d, 0) −→ (Cd, 0).
La se´rie de Taylor a` l’origine de l’application
a : (Cd, 0) −→ V(H) ⊂ Cn, λ 7→ α +
d∑
i=1
ai(λ)ei
est de la forme ∇Ak + o(2k). Les de´rive´es en l’origine d’ordre ≤ k de
Ak engendrent V(H) donc l’application a est non-de´ge´ne´re´e. Notons K
la pre´image de Da dans un voisinage suffisamment petit de α.
La fonction a est limite uniforme pour la topologie C2k sur K des
∇Ak. Donc d’apre`s le the´ore`me du graphe ferme´, l’application a est le
gradient d’une fonction C2k :
A : (Cn, 0) −→ (C, 0).
Notons X, l’image inverse de K par l’application f . On a bien
(H◦ϕ)|X = (G(−, µ = 0)◦ϕ)|X = (G0)|µ=∇A(K) (mod I2λ,µ+C{µ}) = A(q1, p1, . . . , pnqn)|X.
Ceci ache`ve la de´monstration du the´ore`me.
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4.6. Un the´ore`me de tores invariants. Comme je l’ai indique´ dans
l’introduction, on a des variantes du the´ore`me de forme normale au voi-
sinage d’un tore invariant, ainsi qu’au voisinage d’une orbite pe´riodique (ce
qui implique la conjecture de Herman pour les symplectomorphismes).
Il reste toutefois encore un e´nonce´ a` ajouter a` la liste de ces re´sultats.
Notons M le produit de T∗(S1)n × R muni de coordonne´es ≪actions-
angles≫ :
θj ∈ S1, Ij ∈ R, t ∈ R, j = 1, . . . , n
et de la structure de Poisson induite par celle du fibre´ cotangent au
tore :
n∑
j=1
∂Ij ∧ ∂θj .
Notons 0M le produit de la section nulle du fibre´ cotangent par le sin-
gleton {t = 0} et π la fonction
π : M −→ Rn+1(t, ϕ, I) 7→ (t, I).
The´ore`me 5. Soit b = (bi) une suite nume´rique a` de´croissance mode´re´e
et
H : (M, 0M) −→ R
un germe de fonction le long de 0M de la forme
H =
n∑
j=1
αjIj + S(I) + tR(I, ϕ), dS(0) = 0
avec
α = (α1, . . . , αn) ∈ Db.
Pour tout k ≥ 0, il existe une application A : (R × Rn, 0) −→ R de
classe Ck et un germe de symplectomorphisme de classe Ck :
ϕ : (X, 0) −→ (X′, 0), X := π−1 ◦ (∇A)−1(Db), ∇A := (∂I1A, . . . , ∂InA)
tels que
i) H ◦ ϕ = A(t, I1, . . . , In) ;
ii) l’application ∇A : (Rn+1, 0) −→ (Rn, 0) est non-de´ge´ne´re´e ;
iii) la restriction de ϕ aux fibres de π est analytique.
Ce re´sultat donne une variante the´ore`me KAM classique sans au-
cune hypothe`se de non-de´ge´ne´rescence. On pourra comparer ce re´sultat
avec [17] et [19, Section 2].
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