Summary In this paper the balancing domain decomposition method is extended to nonconforming plate elements. The condition number of the preconditioned system is shown to be bounded by C 1 + ln(H=h) 2 , where H measures the diameters of the subdomains, h is the mesh size of the triangulation, and the constant C is independent o f H , h and the number of subdomains.
Introduction
Let be a polygonal domain in IR 2 . The variational form for the plate bending problem is given by (cf. where the Poisson ratio satises 0 < < 1 = 2. The theory developed in this paper can be applied to the plate bending problem with general boundary conditions. However, for simplicity w e only state the results for the clamped plate. The variational problem for the clamped plate is: where u is the displacement and f 2 L 2 () is the body force.
Some of the simplest plate elements such as the Morley element (cf. [29] ), the Zienkiewicz element (cf. [3] ), the Fraeijs de Veubeke element (cf. [22] ), the incomplete biquadratic element (cf. [34] ) and the Adini element (cf. [1] ) are nonconforming. Overlapping domain decomposition methods for nonconforming plate elements were studied in [9] , * The work of this author was supported in part by the National Science Foundation under Grant No. DMS-96-00133.
[10], [11] and [12] . A nonoverlapping BPS-type algorithm for nonconforming plate elements was developed in [35] . In this paper we will extend Mandel's balancing domain decomposition (BDD) method (cf. [27] , [28] , [25] , [26] , [17] , and for related algorithms, [20] ), which is nonoverlapping, to nonconforming plate elements. The results will be presented in terms of the Morley element, but of course similar results hold for other nonconforming plate elements. Note that the BDD method for nonconforming nite elements of Lagrange type was studied in [16] for second order problems.
Let T h be a quasi-uniform triangulation of (cf. [13] ) and h = max T2T h diamT. The Morley nite element space is M h () = fv 2 L 2 () : vj T 2 P 2 ( T ) 8 T 2 T h , v is continuous at the vertices and vanishes at the vertices along @, the normal derivative o f v is continuous at the midpoints of interelement boundaries and vanishes at the midpoints along @g. The discretization of (1.2) using M h () is: Find u h 2 M h () such that Let be partitioned into nonoverlapping polygonal subdomains 1 , : : : , J , which are aligned with the triangulation T h (cf. Figure 1 ). The subdomains j are assumed to be shape regular (the precise denition is stated in Section 4), and H = max 1jJ diam j .
On the other hand, the j 's do not necessarily form a triangulation of . In other words, some of the cross points (i.e., points in that belong to the boundary of at least three subdomains) may not be vertices of the subdomains (cf. Figure 1 ).
Figure 1
Let j = @ j n@, = [ J j=1 j , M h (n ) be the subspace of members of M h () that vanish at all of the nodes on , and M h ( ) Note that (1.6) applied to j implies that a h;j (; ) is symmetric positive-denite on M h ( j ).
Since the subdomain problems (1.10) can be solved in parallel, the purpose of a nonoverlapping domain decomposition method is to provide an ecient solver for (1.8), which is the Schur complement of (1.3). Note that the Schur complement i s v ery illconditioned: its condition number grows at a rate of h 3 (cf. Section 7). The BDD method will produce a preconditioner for (1.8) so that the condition number of the preconditioned system is bounded by C 1 + ln(H=h) 2 .
The rest of this paper is organized as follows. The BDD algorithm is described in Section 2. The estimate for the condition number is based on the relation between the Morley element and the Hsieh-Clough-Tocher element, the equivalence of the nonconforming energy norm and a trace norm on the space M h ( j ), and an extension estimate for quadratic functions in one variable involving a fractional order Sobolev norm. These are covered in Sections 3, 4 and 5 respectively. The theorem on the condition number estimate is given in Section 6, and some numerical results are reported in Section 7. hS j v;wi=a h;j (v;w) 8v;w2 M h ( j ):
The BDD Method
Note that S is symmetric positive-denite because of (1.6), but S j is only symmetric positive semi-denite (i.e., the strict inequality in (2.6) is replaced by ) when @ j \@ = ; . In general, the kernel (null space) of S j is a subspace of P 1 ( j ). Step 3 Set j = D t j E t j for 1 j J .
Step 4 Compute v j = J j S 1 j J t j j for 1 j J .
Step 5 Setv = P J j=1 E j D j v j .
Step 6 Compute = Sv .
Step 7 S jvj = j :
The v j in Step 4 is the solution of (2.21) in M h ( j ). Since Steps 5{7 amount t o t h e computation of I 0 S 1 0 I t 0 + P J j=1 (Id P 0 )E j D j v j , the nal output v of the algorithm is not aected by replacing v j with any other solutions of (2.21). Therefore, Step 4 can be replaced by
Step 4 0 Find v j 2 M h ( j ) such that S j v j = j . Remark 2.3. Let C j be the set of cross points of j that are not on @. For each p 2 C j , w e i n troduce the subspace V p = fv 2 M h ( j ) : v ( q ) = 0 8 q 2 C j n f p gg, and determine a function z p 2 V p as follows.
In this case we take z p to be any basis function of P 1 ( j ) \ V p .
In this case we take z p 2 V p to be the function that satises
The subspace Z j is spanned by the functions z p where p runs through all the cross points in C j .
Remark 2.4. The singularity o f S j can also be overcome by factoring out its kernel. We can dene a preconditioner K by replacing M h ( j ) with any subspace that is complementary to the kernel of S j , and replacing Z j with Ker S j in the construction of M H . This is in fact the BDD preconditioner for second order problems. However, as pointed out by Le Tallec, Mandel and Vidrascu (cf. [25] ), the condition number of KS will grow at the rate of (H=h) 2 for fourth order problems (cf. Remark 6.4). The suppression of the nodal values at the cross points is crucial for the condition number estimate C 1 + ln(H=h) 2 in the case of fourth order problems.
The preconditioner B dened by (2.18) has the form of an additive S c h w arz preconditioner. The operator BS is symmetric with respect to the bilinear form hS; i, and the condition numberof BS can be estimated by the following lemma (cf. [19] , [23] , [31] , [32] , [38] and [36] ). and min (BS) C 1 2 : Moreover, if C 1 (resp. C 2 ) is the largest (resp. smallest) constant for which (2.23) holds, then the inequalities in (2.24) become identities.
It turns out that the second inequality in (2.23) holds for C 2 = 1. The analysis of the BDD preconditioner therefore consists mainly of nding a constant C 1 that satises the rst inequality in (2.23). The condition number estimate for BS will be given in Section 6 after the preparations in the next three sections.
Conforming Relatives
Let T be a triangle. The space of shape functions for the Hsieh-Clough-Tocher (HCT) macro element (cf. [15] ) is HCT (T) = f v 2 C 1 ( T ) : v is piecewise cubic on the three triangles formed by connecting the vertices of T to its centroidg. A function v in HCT (T) is completely determined by the values of v and rv at the vertices and @v=@n at the three midpoints (cf. Figure 3) . The HCT nite element space associated with the triangulation T h is a subspace of H 2 (), i.e., it is conforming for the plate bending problem. S(T ) = the union of all T 2 T h such that T \ T 6 = ;. Since kv v k L 2 (T ) denes a semi-norm on the nite-dimensional space P 2 (T )=P 1 (T ),
we again obtain by a scaling argument that
The estimate (3.7) follows from (3.9) and (3.11 For example, a conforming relative for the Zienkiewicz element (cf. [3] ) (resp., the Fraeijs de Veubeke element (cf. [22] ), the Adini element (cf. [1] ) and the incomplete biquadratic element (cf. [34] )) is the Bell element (cf. [4] ) (resp., the sixth degree Argyris element (cf.
[2]), the Bogner-Fox-Schmit element (cf. [6] ) and the Fraeijs de Veubeke-Sander element (cf. [21] )).
A Norm Equivalence
One of the key ingredients in the condition number estimate for nonoverlapping domain decomposition methods is the equivalence of the energy norm and a certain fractionalorder Sobolev trace norm on the space of discrete harmonic functions (2 nd order problems) or discrete biharmonic functions (4 th order problems). We will show in this section how t o modify this norm equivalence for the nonconforming Morley nite element. Our construction is based on the concept of conforming relatives developed in the previous section.
We rst state the precise conditions on the shape regularity of the subdomains j . Recall that H = max 1jJ diam j . We assume that there exist reference domains D k , 1 k K, with the following properties:
and for each j , there exists a C 2 dieomorphism T k;j from D k to j such that
The absolute values of the`t h order derivatives of T k;j (resp. T 1 k;j ) (4:2)
are < H`(resp. H `) for`= 0 ; 1 ; 2. (Here and in Section 6 the constant in the statement F < G is independent o f h , H and J.) Note that (4.1) and (4.2) imply in particular that diam j H for 1 j J.
We also need a fractional-order Sobolev semi-norm. Let D be a bounded polygonal domain. The semi-norm j j H 1 = 2 ( @D) is dened by (cf. The estimate (4.4) follows from (4.5) and the Bramble-Hilbert lemma (cf. [7] ).
Since the natural injection from H 1=2 (@D) i n to L 2 (@D) is a compact operator (cf. [30] ), the usual norm equivalence argument for Sobolev spaces (cf. [30] Remark 4.7. The construction of w in the proof of Lemma 4.6 is based on the ideas in the well-known extension theorems of linear elements (cf. [5] and [37] ).
Finally we prove a lemma that will justify the extra eort involved in the construction of the coarse grid space M H (cf. Remark 2.4. 
Since the natural injection of H 2 (D) i n to H 1 (D) is compact, it follows from the usual norm equivalence argument for Sobolev spaces (cf. [30] ) that 
An Extension Estimate
We h a v e shown in the previous section that the nonconforming energy norm of a discrete biharmonic Morley function v on j is equivalent to the j j H 1 = 2 ( @ j ) semi-norm of an HCT trace of rv, which is a piecewise quadratic vector-function in one independent variable. We will establish in this section an extension estimate for such functions in terms of the 1 2 -order Sobolev semi-norm. Let : : : < a 1 < a 0 = 0 < a 1 < a 2 < : : : < a N = L < a N +1 < : : : be a quasi-uniform subdivision of IR, i.e., We h a v e the following discrete Sobolev inequality (cf. [18] ).
Lemma 5.1. The following estimate holds:
The following lemma extends a well-known result for piecewise linear functions (cf. by a scaling argument. Similar estimates hold for
The estimate (5.4) now follows from (5.5) and (5.6). We now apply the above two basic lemmas to study the extension of continuous piecewise quadratic vector-functions. Note that such functions are determined by their values at the midpoints and endpoints of the subintervals. Given a vector function q = (q 1 ; q 2 ) t 2 [ Q h ( I )] 2 and 2 2 matrices A`and A r , w e can dene the continuous piecewise 
Proof. Let q`and q r be the functions dened in the paragraph before Lemma 5.3, and the function q m on I be dened by (5:12) q m =`j I q r j I :
We denote byq m the extension of q m to IR that vanishes outside the interval I.
We can expressq as The estimate (5.11) now follows from (5.13), (5.14) and (5.18).
Condition Number Estimate
First we show that the second inequality in (2.23) holds for C 2 = 1 .
Lemma 6.1. The following estimate holds. Next we estimate the constant C 1 in (2.23).
Lemma 6.2. The following estimate holds.
(6:7)
1 + l n H h Since v j 2 M h ( j ) v anishes at the cross points of j , the function E j D j v j vanishes on all the subdomains except those `such that j and `share (part of) a side. We will denote the index set for such subdomains by N j . Note that the shape regularity assumptions (4.1){(4.2) imply that jN j j is bounded by a constant independent o f H , h and J, which justies the last step in (6.8).
In view of (2.9) we can write (6:9)
It remains only to estimate a h;`( R`E j D j v j ; R`E j D j v j ) for each`2 N j .
Recall that functions in M h ( j ) v anishes at the cross points of j and hence M h ( j ) : It therefore suces to estimate a h;`( R`E j v j ; R`E j v j ) b y a h;j (v j ; v j ), and we m a y assumè 6 = j since the case`= j is trivial. Let e be the common side of j and `, and v j;`= R`E j v j . Observe that, by the denition of E j and (3.1), rv j;`v anishes at all the midpoints of @ j that are not on e, since v j vanishes at the endpoints of e. Using the freedom in choosing the adjacent midpoint i n Let m be a midpoint o n @ n e which is next to the vertex p of e (cf. Figure 4 ). Recall that HCT conforming traces are piecewise quadratic vector-functions. It follows from (6.11){(6.12), (6.14) and Lemma 5. Remark 6.5. The BDD method for nonconforming plate elements can also be applied to plates where the physical constants have jumps across subdomains. The estimate (6.19) is still valid, where C is also independent of the jumps of the physical constants. This is achieved by c hoosing appropriate diagonal scaling operators D j which take i n to account such jumps, as in the conforming case (cf. [28] , [25] , and [26] ).
Numerical Results
We h a v e carried out three numerical experiments. The rst two experiments are performed for a rectangular plate whose vertices are located at (0; 0), (4; 0), (4; 3) and (0; 3). It is divided into 12 subdomains (cf. Figure 5) for the rst experiment and 48 subdomains (cf. Figure 6) for the second experiment. The third experiment is performed for an L-shaped plate whose vertices are located at (0; 0), (0; 2), ( 2; 2), ( 2; 2), (2; 2) and (2; 0), and it is divided into 8 subdomains (cf. Figure 7) . In all three experiments the plates are triangulated uniformly by triangles whose sides have slopes 0, 1 and 1, and the mesh size h is taken to be the length of the horizontal edges of the triangles. The Poisson ratio equals 0:3 in all experiments. The condition numbers (S), (KS) and (BS) are displayed in Table 1, Table 2 and Table 3 , where S is the Schur complement with respect to the skeleton of the subdomains, K is the preconditioner where the coarse grid space is constructed by using the kernels of the subdomain Schur complements (cf. Remark 2.4), and B is the BDD preconditioner dened in (2.18) . In all three experiments (S), (KS) and (BS) grow at the rates of h 3 , h 2 and j ln hj 2 respectively. The results of the rst two experiments also indicate that the constant C in (6.19) is indeed independent of the number of subdomains. 
