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Abstract
We discuss quantum non-locality and contextuality, emphasising logical
and structural aspects. We also show how the same mathematical structures
arise in various areas of classical computation.
1 Introduction
In this paper we shall discuss some fundamental concepts in quantum mechanics:
non-locality, contextuality and entanglement. These concepts play a central
rôle in the rapidly developing field of quantum information, in delineating how
quantum resources can transcend the bounds of classical information processing.
They also have profound consequences for our understanding of the very nature
of physical reality.
Our aim is to present these ideas in a manner which should be accessible to any
computer scientist, and which emphasises the logical and structural aspects. We
shall also show how the same mathematical structures which arise in our analysis
of these ideas appear in a range of contexts in classical computation.
2 Alice and Bob look at bits
We consider the following scenario, depicted in Figure 1. Alice and Bob are
agents positioned at nodes of a network. Alice can access local bit registers a1
0/1
a1 a2
Alice 0/1
b1 b2
Bob
Target
a2 = 1 b1 = 0
Figure 1: Alice and Bob look at bits
A B (0, 0) (1, 0) (0, 1) (1, 1)
a1 b1 1/2 0 0 1/2
a1 b2 3/8 1/8 1/8 3/8
a2 b1 3/8 1/8 1/8 3/8
a2 b2 1/8 3/8 3/8 1/8
Figure 2: The Bell table
and a2, while Bob can access local bit registers b1, b2. Alice can load one of her
bit registers into a processing unit, and test whether it is 0 or 1. Bob can perform
the same operations with respect to his bit registers. They send the outcomes of
these operations to a common target, which keeps a record of the joint outcomes.
We now suppose that Alice and Bob perform repeated rounds of these opera-
tions. On different rounds, they may make different choices of which bit registers
to access, and they may observe different outcomes for a given choice of register.
The target can compile statistics for this series of data, and infer probability dis-
tributions on the outcomes. The probability table in Figure 2 records the outcome
of such a process.
Consider for example the cell at row 2, column 3 of the table. This corresponds
to the following event:
0/1
a1 a2
Alice 0/1
b1 b2
Bob
Target
a2 = 1 b1 = 0
0101
...
Source
Figure 3: A Source
• Alice loads register a1 and observes the value 0.
• Bob loads register b2 and observes the value 1.
This event has the probability 1/8, conditioned on Alice’s choice of a1 and Bob’s
choice of b2.
Each row of the table specified a probability distribution on the possible joint
outcomes, conditioned on the indicated choice of bit registers by Alice and Bob.
We can now ask:
How can such an observational scenario be realised?
The obvious classical mechanism we can propose to explain these observa-
tions is depicted in Figure 3.
We postulate a source which on each round chooses values for each of the
registers a1, a2, b1, b2, and loads each register with the chosen value. Alice and
Bob will then observe the values which have been loaded by the source. We
can suppose that this source is itself randomised, and chooses the values for the
registers according to some probability distribution P on the set of 24 possible
assignments.
We can now ask the question: is there any distribution P which would give
rise to the table specified in Figure 2?
Important Note A key observation is that, in order for this question to be non-
trivial, we must assume that the choices of bit registers made by Alice and Bob
are independent of the source.1 If the source could determine which registers are
to be loaded on each round, as well as their values, then it becomes a trivial matter
to achieve any given probability distribution on the joint outcomes.
Under this assumption of independence, it becomes natural to think of this
scenario as a kind of correlation game. The aim of the source is to achieve as
high a degree of correlation between the outcomes of Alice and Bob as possible,
whatever the choices made by Alice and Bob on each round.
3 Logic rings a Bell
We shall now make a very elementary and apparently innocuous deduction in ele-
mentary logic and probability theory, which could easily be carried out by students
in the first few weeks of a Probability 101 course.
Suppose we have propositional formulas ϕ1, . . . , ϕN. We suppose further that
we can assign a probability pi to each ϕi.
In particular, we have in the mind the situation where the boolean variables
appearing in ϕi correspond to empirically testable quantities, such as the values of
bit registers in our scenario; ϕi then expresses a condition on the outcomes of an
experiment involving these quantities. The probabilities pi are obtained from the
statistics of these experiments.
Now suppose that these formulas are not simultaneously satisfiable. Then
(e.g.)
N−1∧
i=1
φi → ¬φN , or equivalently φN →
N−1∨
i=1
¬φi.
Using elementary probability theory, we can calculate:
pN ≤ Prob(
N−1∨
i=1
¬φi) ≤
N−1∑
i=1
Prob(¬φi) =
N−1∑
i=1
(1 − pi) = (N − 1) −
N−1∑
i=1
pi.
The first inequality is the monotonicity of probability, and the second is sub-
additivity.
Hence we obtain the inequality
N∑
i=1
pi ≤ N − 1.
1This translates formally into a conditional independence assumption, which we shall not spell
out here; see e.g. [14, 17].
We shall refer to this as a logical Bell inequality, for reasons to be discussed later.
Note that it hinges on a purely logical consistency condition.
3.1 Logical analysis of the Bell table
We return to the probability table from Figure 2.
(0, 0) (1, 0) (0, 1) (1, 1)
(a1, b1) 1/2 0 0 1/2
(a1, b2) 3/8 1/8 1/8 3/8
(a2, b1) 3/8 1/8 1/8 3/8
(a2, b2) 1/8 3/8 3/8 1/8
If we read 0 as true and 1 as false, the highlighted entries in each row of the
table are represented by the following propositions:
ϕ1 = (a1 ∧ b1) ∨ (¬a1 ∧ ¬b1) = a1 ↔ b1
ϕ2 = (a1 ∧ b2) ∨ (¬a1 ∧ ¬b2) = a1 ↔ b2
ϕ3 = (a2 ∧ b1) ∨ (¬a2 ∧ ¬b1) = a2 ↔ b1
ϕ4 = (¬a2 ∧ b2) ∨ (a2 ∧ ¬b2) = a2 ⊕ b2.
The events on first three rows are the correlated outcomes; the fourth is anticor-
related. These propositions are easily seen to be jointly unsatisfiable. Indeed,
starting with ϕ4, we can replace a2 with b1 using ϕ3, b1 with a1 using ϕ1, and a1
with b2 using ϕ2, to obtain b2 ⊕ b2, which is obviously unsatisfiable.
It follows that our logical Bell inequality should apply, yielding the inequality
4∑
i=1
pi ≤ 3.
However, we see from the table that p1 = 1, pi = 6/8 for i = 2, 3, 4. Hence the
table yields a violation of the Bell inequality by 1/4.
This rules out the possibility of giving an explanation for the observational
behaviour described by the table in terms of a classical source. We might then
conclude that such behaviour simply cannot be realised. However, as we shall
now see, in the presence of quantum resources, this is no longer the case.
3.2 A crash course in qubits
We shall now very briefly give enough information about some of the primitives
of quantum computing to show how these can be used to realise behaviour such
as that in the Bell table in Figure 2. There are a number of excellent introductions
to quantum computing aimed at or accessible to computer scientists (see e.g. [31,
36, 32]), and we refer the reader seeking more detailed information to these.
A classical bit register of the kind we began our discussion with can hold the
values 0 or 1; we can say that it has two possible states. The operations we can
perform on such a register, or an array of such registers, include:
• Reading the value currently held in the register without changing the state
of the register.
• Using the values currently held in one or more such registers to compute a
new value according to any boolean function.
In quantum computing, we introduce a new object, the qubit, with very differ-
ent properties. The key features of the qubit are best explained using the beautiful
geometric representation in terms of the “Bloch sphere” (the unit 2-sphere), as
illustrated in Figure 4.
Note the following key features:
• States of the qubit2 are represented as points on the surface of the sphere. In
Figure 4, a state |ψ〉 is depicted. Note that there are a continuum of possible
states.
• Each pair (Up,Down) of antipodal points on the sphere define a possible
measurement that we can perform on the qubit. Each such measurement
has two possible outcomes, corresponding to Up and Down in the given
direction. We can think of this physically e.g. as measuring Spin Up or Spin
Down in a given direction in space.
• When we subject a qubit to a measurement (Up,Down), the state of the qubit
determines a probability distribution on the two possible outcomes. For a
geometric view on this see Figure 5. The probabilities are determined by
the angles between the qubit state |ψ〉 and the points (|Up〉, |Down〉) which
specify the measurement. In algebraic terms, |ψ〉, |Up〉 and |Down〉 are unit
vectors in the complex vector space C2, and the probability of observing Up
2More precisely, the pure states; mixed states are represented as points in the interior of the
sphere.
|ψ〉
φ
θ
Z = |↑〉
|↓〉
Y
X
Figure 4: The Bloch sphere representation of qubits
|Up〉
|Down〉
|ψ〉
θU
θD
Figure 5: Truth makes an angle with reality
when in state |ψ〉 is given by the square modulus3 of the inner product:
|〈ψ|Up〉|2.
This is known as the Born rule. It gives the basic predictive content of
quantum mechanics.
• Note in addition that a measurement has an effect on the state, which will
no longer be the original state |ψ〉, but rather one of the states Up or Down,
in accordance with the measured value.
The sense in which the qubit generalises the classical bit is that, for each ques-
tion we can ask — i.e. for each measurement — there are just two possible an-
swers. We can view the states of the qubit as superpositions of the classical states
0 and 1, so that we have a probability of getting each of the answers for any given
state.
But in addition, we have the important feature that there are a continuum of
possible questions we can ask. However, note that on each run of the system, we
can only ask one of these questions. We cannot simultaneously observe Up or
Down in two different directions. Note that this corresponds to the feature of the
scenario we discussed in Section 1, that Alice and Bob could only look at one
their local registers on each round.
3Recall that the square modulus of a complex number z = a + ib is given by |z|2 = zz∗ =
(a + ib)(a − ib).
|↑↑〉 + |↓↓〉
Figure 6: The Bell state
3.3 Compound systems and entanglement
The deeper features of quantum behaviour are revealed when we look at com-
pound systems of multiple qubits.4 It is here that we find the phenomena of
quantum entanglement and non-locality.
Consider for example the 2-qubit system shown in Figure 6. We can think of
Alice holding one qubit, and Bob the other. The combined state of the system is
described by the vector |↑↑〉+ |↓↓〉.5 According to the standard postulates of quan-
tum mechanics, when Alice measures her qubit, she may, with equal probability,
get either answer (Spin Up or Down). If she gets the answer Spin Up, then the
state of the entangled qubit becomes |↑↑〉, so that if Bob now measures his qubit,
he can only get the answer Spin Up; while if she gets the answer Spin Down,
the state becomes |↓↓〉, and Bob can only get the answer Spin Down. This is re-
gardless of the fact that Bob may be far away from Alice (spacelike separated).
This is the phenomenon that Einstein famously referred to as “spooky action at a
distance”, and which Schrödinger named entanglement.
How can the world be this way? This remains a challenge to our understand-
ing of the nature of physical reality. Meanwhile, though, the field of quantum
information seeks to understand how entanglement can be used as a new kind
of resource, opening up new possibilities which transcend those of the classical
models of information and computation.
3.4 From the Bell state to the Bell table
We refer again to the table in Figure 2. This table can be physically realised, us-
ing the Bell state (|↑↑〉 + |↓↓〉)/√2, with Alice and Bob performing 1-qubit local
measurements corresponding to directions in the XY-plane of the Bloch sphere,
at relative angle π/3. Thus this behaviour is physically realisable using quan-
tum entanglement, although, as we have seen, it has no realisation by means of a
classical source.
4More generally, we can consider d-dimensional quantum systems for any positive integer d.
A system of n qubits has dimension 2n. Contextuality emerges already at dimension d = 3.
5We are ignoring normalisation constants.
Computing the Bell table
Some readers may find it helpful to see in detail how a table such as that in Figure 2
is computed. We shall now explain this. Nothing following this subsection will
depend on this material, so it can safely be skipped.
We shall consider spin measurements lying in the equatorial plane of the Bloch
sphere, i.e. the XY-plane as shown in Figure 4. For such a measurement at an angle
φ to the X-axis, the Spin Up outcome is specified by the vector (|↑〉 + eiφ|↓〉)/√2,
while the Spin Down outcome is specified by (|↑〉 + ei(φ+π)|↓〉)/√2. For the X
direction itself, we have φ = 0, and these are the vectors (|↑〉 + |↓〉)/√2 and
(|↑〉 − |↓〉)/√2 respectively.
We shall use the measurement in the X direction for Alice’s measurement a1
and Bob’s measurement b1; while a2 and b2 will be interpreted by the measure-
ments at angle φ = π/3 to the X axis. Note that Alice’s measurements are applied
to the first qubit of the Bell state, while Bob’s measurements are applied to the
second qubit.
For example, consider the following situation: Alice performs the measure-
ment a1 on the first qubit and observes the outcome 0 (Spin Up), while Bob per-
forms the measurement b2 on the second qubit and observes outcome 1 (Spin
Down). This corresponds to the cell in row 2, column 3 of the table in Figure 2.
This event is represented by taking the tensor product of the vectors representing
the outcomes for the local measurements by Alice and Bob on their qubits:
|↑〉 + |↓〉√
2
⊗ |↑〉 + e
i4π/3|↓〉√
2
=
|↑↑〉 + ei4π/3|↑↓〉 + |↓↑〉 + ei4π/3|↓↓〉
2
.
Call this vector M. The probability of observing this event when performing the
joint measurement (a1, b2) on the Bell state B = (|↑↑〉 + |↓↓〉)/
√
2 is given, using
the Born rule, by |〈B|M〉|2. Since the vectors |↑↑〉, |↑↓〉, |↓↑〉, |↓↓〉 are pairwise
orthogonal, this simplifies to
∣∣∣∣∣∣
1 + ei4π/3
2
√
2
∣∣∣∣∣∣
2
=
|1 + ei4π/3|2
8
.
Using the Euler identity eiθ = cos θ + i sin θ, we have
|1 + eiθ|2 = 2 + 2 cos θ.
Hence
|1 + ei4π/3|2
8 =
2 + 2 cos(4π/3)
8 =
1
8 ,
the value given in the table in Figure 2. The other entries can be computed simi-
larly.
(0, 0) (0, 1) (1, 0) (1, 1)
(a1, b1) 1
(a1, b2) 0
(a2, b1) 0
(a2, b2) 0
Figure 7: The Hardy Paradox
Summary
More broadly, we can say that this shows that quantum mechanics predicts cor-
relations which exceed those which can be achieved by any classical mechanism.
This is the content of Bell’s theorem [15], a famous result in the foundations of
quantum mechanics, and in many ways the starting point for the whole field of
quantum information. Moreover, these predictions have been confirmed by many
experiments which have been performed [11, 10].
4 The “Hardy Paradox”
We shall now see how the same phenomena manifest themselves in a stronger
form, which highlights a direct connection with logic. Consider the table in Fig-
ure 7.
This table depicts the same kind of scenario we considered previously. How-
ever, the entries are now either 0 or 1. The idea is that a 1 entry represents a
positive probability. Thus we are distinguishing only between possible (positive
probability) and impossible (zero probability). In other words, the rows corre-
spond to the supports of some (otherwise unspecified) probability distributions.
Moreover, only four entries of the table are filled in. Our claim is that just from
these four entries, referring only to the supports, we can deduce that there is no
classical explanation for the behaviour recorded in the table. Moreover, this be-
haviour can again be realised in quantum mechanics, yielding a stronger form of
Bell’s theorem, due to Lucien Hardy [20].6
6For a detailed discussion of realisations of the Bell and Hardy models in quantum mechanics,
see Section 7 of [2]. Further details on the Hardy construction can be found in [20, 30].
4.1 What Do “Observables” Observe?
Classically, we would take the view that physical observables directly reflect prop-
erties of the physical system we are observing. These are objective properties
of the system, which are independent of our choice of which measurements to
perform — of our measurement context. More precisely, this would say that
for each possible state of the system, there is a function λ which for each mea-
surement m specifies an outcome λ(m), independently of which other measure-
ments may be performed. This point of view is called non-contextuality, and
may seem self-evident. However, this view is impossible to sustain in the light
of our actual observations of (micro)-physical reality.
Consider once again the Hardy table depicted in Figure 7. Suppose there is
a function λ which accounts for the possibility of Alice observing value 0 for a1
and Bob observing 0 for b1, as asserted by the entry in the top left position in the
table. Then this function λ must satisfy
λ : a1 7→ 0, b1 7→ 0.
Now consider the value of λ at b2. If λ(b2) = 0, then this would imply that
the event that a1 has value 0 and b2 has value 0 is possible. However, this is
precluded by the 0 entry in the table for this event. The only other possibility
is that λ(b2) = 1. Reasoning similarly with respect to the joint values of a2 and
b2, we conclude, using the bottom right entry in the table, that we must have
λ(a2) = 0. Thus the only possibility for λ consistent with these entries is
λ : a1 7→ 0, a2 7→ 0, b1 7→ 0, b2 7→ 1.
However, this would require the outcome (0, 0) for measurements (a2, b1) to be
possible, and this is precluded by the table.
We are thus forced to conclude that the Hardy models are contextual. More-
over, we can say that they are contextual in a logical sense, stronger than the
probabilistic form we saw with the Bell tables, since we only needed information
about possibilities to infer the contextuality of this behaviour.
5 Mathematical Structure of Possibility Tables
Consider again a table such as
(0, 0) (1, 0) (0, 1) (1, 1)
(a1, b1) 1 1 1 1
(a2, b1) 0 1 1 1
(a1, b2) 0 1 1 1
(a2, b2) 1 1 1 0
Let us anatomise the structure of this table. There are measurement contexts
{a1, b1}, {a2, b1}, {a1, b2}, {a2, b2}.
These are the possible combinations of measurements which can be made to-
gether, yielding the directly accessible empirical observations.7 Each measure-
ment has possible outcomes 0 or 1. More generally, we write O for the set of
possible outcomes. Thus for example the matrix entry at row (a2, b1) and column
(0, 1) indicates the event
{a2 7→ 0, b1 7→ 1}.
The set of events relative to a context C is the set of functions OC . Each row
of the table specifies a Boolean distribution on events OC for a given choice of
measurement context C. Such a Boolean distribution is just a non-empty set of
events.
Mathematically, this defines a presheaf. We have:
• A set of measurements X (the “space”). In our example, X = {a1, a2, b1, b2}.
• A family of subsets of X, the measurement contexts (a “cover”). In our
example, these are
{a1, b1}, {a2, b1}, {a1, b2}, {a2, b2}
as already discussed.
• To each such set C a boolean distribution (finite non-empy subset) on local
sections s : C → O, where O is the set of outcomes. Each row of the
above table specifies such a distribution. Note that this notion of distribution
generalises naturally to distributions valued in a commutative semiring.
We assume that the distributions have finite support, and are normalised
(have total weight 1). In our case, we are using the idempotent semiring of
the booleans. We use the notationDB(X) for the set of boolean distributions
on a set X.
7In quantum mechanics, these correspond to compatible families of observables.
sU
sV
U
V
U ∩ V O
Figure 8: Gluing functions
Note that, if we use the semiring of non-negative reals instead, we obtain
probability distributions with finite support.
• A distribution on C restricts to C′ ⊆ C by pointwise restriction of the local
sections. More precisely, given such a distribution d on OC , we restrict it to
C′ by defining, for s ∈ OC′ :
d|C′(s) =
∑
s′∈OC ,s′|C′=s
d(s′).
This definition makes sense for any semiring. In the boolean case, where ad-
dition is disjunction, it can be expressed equivalently as projection, where
we think of the distribution as a finite set:
d|C′ = {s|C′ : s ∈ d}.
In the probability case, it gives the usual notion of marginalisation.
These local sections correspond to the directly observable joint outcomes of
compatible measurements, which can actually be performed jointly on the sys-
tem. The different sets of compatible measurements correspond to the different
contexts of measurement and observation of the physical system. The fact that the
behaviour of these observable outcomes cannot be accounted for by some context-
independent global description of reality corresponds to the geometric fact that
these local sections cannot be glued together into a global section.
For a picture of the familiar and simple situation of gluing functions together,
consider the diagram in Figure 8. If sU |U∩V = sV |U∩V , they can be glued to form
s : U ∪ V −→ O
branch-name account-no customer-name balance
Cambridge 10991-06284 Newton £2,567.53
Hanover 10992-35671 Leibniz e11,245.75
. . . . . . . . . . . .
Figure 9: A relation table
such that s|U = sU and s|V = sV .
In geometric language, the Hardy paradox corresponds to the fact that there
is a local section which cannot be extended to a global section which is compat-
ible with the family of boolean distributions. In other words, the space of local
possibilities is sufficiently logically ‘twisted’ to obstruct such an extension.
The quantum phenomena of non-locality and contextuality correspond ex-
actly to the existence of obstructions to global sections in this sense. This ge-
ometric language is substantiated by the results in [7], which show that sheaf
cohomology can be used to characterise these obstructions, and to witness con-
textuality in a wide range of cases.
This geometric picture and the associated methods can be applied to a wide
range of situations in classical computer science, which do not seem to have any-
thing in common with the quantum realm. In particular, as we shall now see, there
is an isomorphism between the formal description we have given for the quantum
notions of non-locality and contextuality, and basic definitions and concepts in
relational database theory.
6 Relational Databases and Bell’s Theorem
Consider an example of a table in a relational database, as in Figure 9.
Let us anatomise such tables:
• The columns are determined by a set A of attributes. Assume A ⊂ A for
some global set A specified by the database schema.
• For each attribute a, there is a possible set of data values Da. For simplicity,
we collect these into a global set D = ⊔a∈A Da.
• An A-tuple is specified by a function t : A → D.
• A relation instance or table of schema A is a set of A-tuples.
• A database schema is given by a family Σ = {A1, . . . , Ak} of finite subsets
of A.
• A database instance of schema Σ is given by a family of relation instances
{Ri} where Ri is of schema Ai.
Does this look familiar? In fact, it is straightforward to express this structure
in the language of presheaves:
• An A-tuple t is just a local section over A: t ∈ DA.
• A relation table R of schema A is a boolean distribution on A-tuples:
R ∈ DB(DA).
• Note that if A ⊆ B, then restriction is just projection. For R ∈ DB(DB)
R|A := {t|A : t ∈ R}.
• We can regard a schema Σ as a cover of A.
• A database instance of schema Σ is a family of elements {RA}A∈Σ.
• The compatibility condition for an instance is projection consistency:
RA|A∩B = RB|A∩B
means that the two relations have the same projections onto their common
set of attributes.
6.1 Universal Relations
A universal relation for an instance {RA : A ∈ Σ} of a schema Σ is a relation
R ∈ DB(DA) such that, for all A ∈ Σ:
R|A = RA.
Thus it is a relation defined on the whole set of attributes A from which each of
the relations in the instance can be recovered by projection.
This notion, and various related ideas, played an important rôle in early devel-
opments in relational database theory; see e.g. [27, 19, 24, 26, 34]. Note that a
universal relation instance corresponds exactly to the notion of global section for
the database instance viewed as a compatible family. (Compatibility is obviously
a necessary condition for such an instance to exist).
It is also standard that a universal relation need not exist in general, and even
if it exists, it need not be unique. There is a substantial literature devoted to the
issue of finding conditions under which these properties do hold.
There is a simple connection between universal relations and lossless joins.
Proposition. Let (R1, . . . ,Rk) be an instance for the schema Σ = {A1, . . . , Ak}.
Define R := ⊲⊳ki=1 Ri. Then a universal relation for the instance exists if and only
if R|Ai = Ri, i = 1, . . . , k, and in this case R is the largest relation in R(
⋃
i Ai)
satisfying the condition for a global section. 
We can summarise the striking correspondence we have found between the
realms of quantum contextuality and database theory in the following dictionary:
Relational databases measurement scenarios
attribute measurement
set of attributes defining a relation table compatible set of measurements
database schema measurement cover
tuple local section (joint outcome)
relation/set of tuples boolean distribution on joint outcomes
universal relation instance global section/hidden variable model
acyclicity Vorob’ev condition [35]
This dictionary goes beyond what we have discussed so far. The last entry
concerns Vorob’ev’s Theorem [35], a remarkable result motivated by game theory
which provides a necessary and sufficient combinatorial condition on a set cover
or hypergraph (formulated equivalently in terms of abstract simplicial complexes)
such that any compatible family of probability distributions over this cover can
be glued together into a global section — a joint distribution on the whole set
of vertices which marginalises to yield the given distribution over each simplex.
This condition is equivalent to the well-studied notion of acyclicity of database
schemes [13, 25].
It seems that there is considerable scope for taking these connections and com-
mon structures further. For example, we can consider probabilistic databases, and
more generally distributions valued in semirings. See [1] for a more detailed dis-
cussion.
Alice Bob
a, a′, . . . b, b′, . . .
0110
...
aa′bb′
Source
0110 0110
Target
a 7→ 0 b 7→ 1
Figure 10: The Mermin instruction set picture
6.2 Hidden variables and all that
We mentioned hidden variable models in the above table, but have not otherwise
done so in this article. Traditionally, such models have played a leading rôle in
discussions of quantum non-locality and contextuality. Essentially, a local hidden-
variable model is what we called a “classical source” in Section 3. Indeed, a
standard way of picturing such a model, due to David Mermin [29], is shown in
Figure 10. This is essentially the same picture as Figure 3. Mermin calls the
hidden variables “instruction sets”; these correspond exactly to the global assign-
ments we have been discussing, which can be considered as canonical forms of
hidden variables. It is shown in [3, Theorem 8.1] that these are equivalent to the
more general forms of hidden variable models which have been considered in the
literature.
6.3 Contextual semantics
Why do such similar structures arise in such apparently different settings? The
phenomenon of contextuality is pervasive. Once we start looking for it, we can
find it everywhere! Examples already considered include: physics [3], computa-
tion [5], and natural language [8].
This leads to what we may call the Contextual semantics hypothesis: we
can find common mathematical structure in all these diverse manifestations, and
develop a widely applicable theory.
7 Kochen-Specker Models
We now return to quantum mechanics, and discuss another fundamental result, the
Kochen-Specker theorem [23].8 This result shows the contextuality of quantum
mechanics in an even stronger form than Bell’s theorem, in the sense that the argu-
ment is independent of any particular quantum state. Whereas our arguments for
the Bell and Hardy theorems hinged on realising contextual behaviours using cer-
tain entangled quantum states, the Kochen-Specker argument rests on properties
of certain families of measurements which hold for any quantum state.
There is, however, a trade-off. Whereas the conclusion of the Kochen-Specker
theorem is stronger than that of Bell’s theorem, its assumptions are also stronger,
in that it assumes (for a contradiction) non-contextuality for measurements in gen-
eral. By contrast, Bell’s theorem applies to a particular class of measurement
scenarios where Alice and Bob are spacelike separated; in these situations, the
assumption of non-contextuality is supported by relativistic considerations, which
imply that there can be no direct causal influence by the measurements on each
other.
The stronger form of state-independent contextuality given by the Kochen-
Specker theorem is nevertheless of great interest, and has been the subject of a
number of recent experimental verifications [12, 22]. It is also a topic of current
interest to develop methods for exploiting contextuality as a resource in quantum
information, extending what has been done for non-locality. A feature of our
sheaf-theoretic framework, as described in Section 5, is that it provides a unified
setting for Bell’s theorem, the Kochen-Specker theorem, and other results relating
to non-locality and contextuality.
We recall the general setting discussed in Section 5. We have a set X of mea-
surement labels, and a family U of subsets of X — a “measurement cover”. The
sets C ∈ U are the measurement contexts; those combinations of measurements
which can be performed together. Formally speaking, (X,U) is just a hypergraph.
For convenience we fix our set of outcomes as O = {0, 1}. Given C ∈ U, we
say that s ∈ OC satisfies the KS property if s(x) = 1 for exactly one x ∈ C. The
Kochen-Specker model over (X,U) is defined by setting dC, for each C ∈ U, to
be the set of all s ∈ OC which satisfy the KS property. Note that the model is
uniquely determined once we have given (X,U).
8Since Bell independently proved a version of this result [16], it is often called the Bell-
Kochen-Specker theorem.
Note that, if we regard the elements of X as propositional variables, we can
think of s ∈ OC as a truth-value assignment.9 Then the KS property for an assign-
ment s is equivalent to s satisfying the following formula:
ONE(C) :=
∨
x∈C
(x ∧
∧
x′∈C\{x}
¬x′)
We say that the Kochen-Specker model over (X,U) is contextual if there is no
global assignment s : X → O on the whole set of variables X such that s|C ∈ dC
for all C ∈ U. Equivalently, we can say that the model is contextual if the formula
∧
C∈U
ONE(C)
is unsatisfiable.10
It is interesting to compare this with the property of the Hardy models dis-
cussed in Section 5. As we saw there, the contextuality property exhibited by
these models was that there was a local section in the support at some C ∈ U
which was not extendable to a global assignment on X which was compatible
with the support. By contrast, the form of contextuality we are considering here is
much stronger; that there is no global assignment at all which is consistent with
the support. In fact, the Hardy models do not satisfy this stronger property.
The simplest example of a contextual Kochen-Specker model is the triangle,
i.e. the cover
{a, b}, {b, c}, {a, c}
on X = {a, b, c}. For a more elaborate example, consider the set X = {m1, . . . ,m18},
and the measurement cover M whose elements are the columns of the following
table:
m1 m1 m8 m8 m2 m9 m16 m16 m17
m2 m5 m9 m11 m5 m11 m17 m18 m18
m3 m6 m3 m7 m13 m14 m4 m6 m13
m4 m7 m10 m12 m14 m15 m10 m12 m15
How we do we show that a model such as this is contextual? We shall give
a combinatorial criterion on (X,U) which can be used for most of the examples
which have appeared in the literature.
9Interpreting 1 as true and 0 as false.
10Note that in the general case where O is some finite set, this becomes a constraint satisfaction
problem. Contextuality means that the problem has no solution.
For each x ∈ X, we define
U(x) := {C ∈ U : x ∈ C}.
Proposition [3, Proposition 7.1]. If the Kochen-Specker model on (X,U) is
non-contextual, then every common divisor of {|U(x)| : x ∈ X} must divide |U|. 
Applying this to the above example, we note that the cover M has 9 elements,
while each element of X appears in two members ofM. Thus the Kochen-Specker
model on (X,M) is contextual.
Quantum representations
What do these combinatorial questions have to do with quantum mechanics? A
contextual Kochen-Specker model (X,U) gives rise to a quantum mechanical wit-
ness of contextuality whenever we can label X with unit vectors in Rn, for some
fixed n, such that U consists exactly of those subsets C of X which form orthonor-
mal bases of Rn. The point of our example M above is that it is possible to label
the 18 elements of X with vectors in R4 such that the four-element subsets in
M are orthogonal [18]. This yields one of the most economical known quantum
witnesses for contextuality.11
To connect this directly to quantum measurement, note that such a family of
vectors can be used to define corresponding measurements, such that the mea-
surements corresponding to orthogonal sets are compatible, and moreover for any
quantum state |ψ〉, the support of the distribution on outcomes induced by perform-
ing this joint measurement on |ψ〉 will satisfy the KS property. Thus contextuality
of the model yields a state-independent witness of quantum contextuality. For a
detailed discussion of this point, see Section 9.2 of [3].
The smallest dimension for which contextuality witnesses appear in this form
is n = 3. Currently, the smallest known Kochen-Specker model providing a con-
textuality witness in dimension 3 has 31 vectors [33]. Computational methods
have established a lower bound of 18 [9].
8 Discussion and Further Reading
One aim of this paper has been to present some central concepts of quantum in-
formation and foundations in a form which will be accessible to computer scien-
tists, in particular those with an interest in logical and structural methods. At the
same time, we have also aimed to provide an introduction to recent research by
11By contrast, the triangle does not yield a quantum witness, since orthogonality is a pairwise
notion; if all the pairs are orthogonal, the whole set must be also.
the author and a number of colleagues, which aims to use tools which have been
developed within computer science logic and semantics to study these quantum
notions. This “high-level” approach has led to a number of developments, both
within quantum information, and in identifying the same formal structures in a
number of classical computational situations; we have seen an example of this in
the case of relational database theory.
We shall conclude by discussing some references where the interested reader
can find further information, and see these ideas developed in greater depth.12
8.1 The sheaf-theoretic approach
As discussed briefly in Section 5, our analysis of non-locality and contextuality
uses the mathematical framework of sheaves and presheaves. The issue of find-
ing “local realistic” explanations of correlated behaviour is interpreted geometri-
cally in terms of finding global sections in the sense of sheaf theory. These ideas,
and many basic results, are developed in the paper [3] with Adam Brandenburger
which laid the basis for this approach.
This leads to a number of developments in quantum information and founda-
tions:
• The sheaf-theoretic language allows a unified treatment of non-locality and
contextuality, in which results such as Bell’s theorem [15] and the Kochen-
Specker theorem [23] fit as instances of more general results concerning
obstructions to global sections. In recent work [28], it has been shown how
this framework can be used to transform contextuality scenarios into non-
locality scenarios.
• A hierarchy of degrees of non-locality or contextuality is identified in [3].
This explains and generalises the notion of “inequality-free” or “probability-
free” non-locality proofs, and makes a strong connection to logic, as devel-
oped in [2]. This hierarchy is lifted to a novel classification of multipartite
entangled states, leading to some striking new results concerning multi-
partite entanglement, which is currently poorly understood. These results
will appear in forthcoming joint publications with Carmen Constantin and
Shenggang Ying.
• The obstructions to global sections witnessing contextuality are charac-
terised in terms of sheaf cohomology in [7] with Shane Mansfield and Rui
Barbosa, and a range of examples are treated in this fashion.
12The papers by the author which are referenced can be found at arXiv.org.
• A striking connection between no-signalling models and global sections
with signed measures (“negative probabilities”) is established in [3]. An
operational interpretation of such negative probabilities, involving a signed
version of the strong law of large numbers, is developed in [4].
8.2 Logical Bell inequalities
The discussion in Section 3 is based on [6]. Bell inequalities are a central tech-
nique in quantum information. In [6] with Lucien Hardy, a general notion of
“logical Bell inequality”, based on purely logical consistency conditions, is intro-
duced, and it is shown that every Bell inequality (i.e. every inequality satisfied by
the “local polytope”) is equivalent to a logical Bell inequality. The notion is devel-
oped at the level of generality of [3], and hence applies to arbitrary contextuality
scenarios, including multipartite Bell scenarios and Kochen-Specker configura-
tions.
8.3 Contextual semantics in classical computation
We discussed the isomorphism between the basic concepts of quantum contex-
tuality and those of relational database theory in Section 6. A number of other
connections have been studied:
• In [2] connections between non-locality and logic are emphasised. A num-
ber of natural complexity and decidability questions are raised in relation to
non-locality.
• Our discussion of the Hardy paradox in Section 5 showed that the key issue
was that a local section (assignment of values) could not be extended to a
global one consistently with some constraints (the “support table”). This
directly motivated some joint work with Georg Gottlob and Phokion Ko-
laitis [5], in which we studied a refined version of constraint satisfaction,
dubbed “robust constraint satisfaction”, in which one asks if a partial assign-
ment of a given length can always be extended to a solution. The tractability
boundary for this problem is delineated in [5], and this is used to settle one
of the complexity questions posed in [2].
• Application of the contextual semantics framework to natural language se-
mantics is initiated in [8] with Mehrnoosh Sadrzadeh. In this paper, a basic
part of the Discourse Representation Structure framework [21] is formu-
lated as a presheaf, and the gluing of local sections into global ones is used
to represent the resolution of anaphoric references.
Further connections and applications of contextual semantics are currently be-
ing studied, and it seems likely that more will be forthcoming.
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