Abstract. We propose a homological approach to two conjectures descended from the Erdős-Ko-Rado Theorem, one due to Chvátal and the other to Frankl and Füredi. We apply the method to reprove, and in one case improve, results of these authors related to their conjectures.
Introduction
The purpose of this paper is to propose a homological approach to two problems descended from the Erdős-Ko-Rado theorem [3] , namely a conjecture of Chvátal [1] , and another of Frankl and Füredi [4] . Our interest in these questions was prompted by [4] , to which we refer for a more thorough discussion (and from which we borrow most of our terminology).
In what follows F will be a collection of k-element subsets of some finite set X of cardinality n. (Such a collection is often called a k-graph or k-uniform hypergraph.)
In our context a d-simplex is a collection F 1 , . . . , F d+1 of sets such that We write
Then the Erdős-Ko-Rado theorem (actually only the best-known case thereof) says that s(n, k, 1) = n−1 k−1 for every n ≥ 2k. Chvátal [1] proposed extending this to * Supported by NSF.
then one cannot even have (1).) Chvátal proved his conjecture for k = d + 1. Frankl and Füredi [4] proved it for every (fixed) k, d and n > n 0 (k, d), and showed that in this case one has equality only if F = {F ∈ X k : x ∈ F}, for some x ∈ X . Here we give (in Section 3) an alternate, homological proof of Chvátal's result. We do not so far see how to push our approach to the general case, but hope it may eventually lead to more complete results.
For special simplices Frankl and Füredi [4] proved
, with equality iff F = {F ∈ X k : x ∈ F} for some x ∈ X.
They conjectured that this is actually true whenever k ≥ d + 1, and in the case k = d + 1 proposed the more precise
As far as we can see, the natural generalization also seems plausible:
Our second result is a proof (again homological) of Conjecture 1.3 for k = 3. This case (d = 2, k = 3) of Theorem 1.2 is proved in [4] provided n ≥ 75; so we do add something here, though again we feel the approach is more interesting than the result. For information on equality in Theorem 1.5 see the end of Section 4.
Homological background
Write F for the hereditary closure of F:
where C i is the set of all formal Z 2 -sums of i-sets in F , and the boundary maps ∂ i : C i → C i−1 are the linear maps defined by
We will similarly write
. For background see [5] .
It is often convenient to represent ∂ l :
whose (A, B)-entry is 1 {A⊇B} . To apply this matrix to f ∈ C(G) (G again a subset of X l ) we interpret f in the natural way as a vector in Z (
, the rank of the submatrix consisting of the rows of I (l, l − 1) indexed by G.
Our approach is motivated by the observation that the canonical families F = {F ∈ X k : F x} are acyclic, that is, Z k (F) = (0), and that for any acyclic F we have
Thus we can always assume that the family in question does contain cycles-that is, subsets G for which ∂ k ( F∈G F) = 0-and we expect that this assumption should imply even better bounds.
Proof of Chvátal's theorem
We assume n = |X| ≥ k + 2 and that F ⊆ X k contains no (k − 1)-simplex (henceforth just simplex), and must show
As noted above, we may suppose F is not acyclic. . Proof: Let G be a cycle of F and F ∈ G, and suppose
Suppose then that the cycles of F are
Since F contains no simplex we have
Then F is acyclic and by Claim 3.2, ∂ k C(F ) ⊆ C(E ) (i.e., no member of F contains a member of E ), whence
Thus (3) will follow from
Now rk E is also the rank of E in the binary matroid M given by the rows of I (k−1, k−2). (For instance, if k = 3 this is the ordinary polygon matroid of the graph E . For matroid background see [6] .)
The dual of this matroid, M * , is the matroid given by the columns of I (k, k − 1). By the rank formula for dual matroids (with ground set E),
Proof of (6): Suppose x ∈ X belongs to precisely t of
are independent, since their restriction to the rows indexed by {Z ∪ {x} : Z ∈ E } is a diagonal matrix.
Thus (using Claim 3.2) rk
, which gives (6) provided
But the average number of Y i containing an element of X is s(k + 1)/n, so we have (7) provided
which is true. (In fact, our assumption n ≥ k +2 gives (8) without the " " except in the trivial cases k ≤ 2 and the case k = 3, n = 5, s = 1, for which the left-hand side of (8) is zero.)
Proof of Theorem 1.5
We suppose F is as in Theorem 1.5 and, as above, may assume F contains cycles. 
We call cycles of these two types 4-and 5-cycles, respectively.
is an Eulerian graph). Choose x ∈ G, such that t is maximal. Set F i = {x, x i , x i+1 } (subscripts modulo t) and let
(Note there must be such a G i .)
Suppose first that t ≥ 4. Then for each i we must have y i ∈ {x i−1 , x i+2 }, since otherwise with
In what follows, for K ⊆ X 3
, we take ∂K = K ∩ X 2
. We also set X 2 = E. We will associate with each cycle G of F a set H = H (G) ⊆ X .
(a) If G is a 5-cycle, then H (G) is just the vertex set of G. Note that in this case with labels as in (9),
and
we have a special triangle). We therefore have one of the following.
By the discussion in (a)-(c) and (13) we have, for all distinct H, H ∈ H,
It is thus enough to show
Set E 0 = E \ E \ E . As earlier (see (4)), acyclicity of F gives
so (14) follows from
Proof of (16): Fix H ∈ H. Let
We assert that if Z = ∅, then rk E ≥ |Z| + max{i :
In view of the definition of Z , (17) follows from
(since if w ∈ Z t with t the maximum in (17), then adding to E(w, H ) ∩ ∂F one edge of E(w , H ) for each w ∈ Z \{w} gives an independent subset of E whose size is the right-hand side of (17)).
Proof: Let w ∈ Z . We distinguish two cases.
Case 1. H = {a, b, c, d} ∈ H 4 .
If there exists T ∈ F, such that w ∈ T and |T ∩ H | = 2, say T = {w, a, b}, then there is no T ∈ F with w ∈ T and T ∩ H ∈ {{c}, {d}} (since this would give a special triangle).
The definition of Z thus requires T := {w, c, d} ∈ F. Now T, T ∈ F , since if, say, T ∈ F , then there is a T ∈ F with w ∈ T and T ∩ H = {c} or {d} (using (13) and (12)), which we have just seen to be impossible.
Suppose on the other hand that there is no T ∈ F with w ∈ T and |T ∩ H | = 2. Then for each x ∈ H with {w, x} ∈ ∂F, there exists T x ∈ F with w ∈ T x and T x ∩ H = {x}. Moreover, the absence of special triangles implies that T x \{w, x} = T y \{w, y} = {z}, say, whenever T x , T y are as just described. This gives T x ∈ F ; for if T x ⊆ H ∈ H, then at least one of {w, y}, {z, y} is contained in a triangle of F ∩
