Abstract: A methodology for matching bidimensional entities is presented in this paper. The matching is proposed for both area and point features extracted from geographical databases. The procedure used to obtain homologous entities is achieved in a two-step process: The first matching, polygon to polygon matching (inter-element matching), is obtained by means of a genetic algorithm that allows the classifying of area features from two geographical databases. After this, we apply a point to point matching (intra-element matching) based on the comparison of changes in their turning functions. This study shows that genetic algorithms are suitable for matching polygon features even if these features are quite different. Our results show up to 40% of matched polygons with differences in geometrical attributes. With regards to point matching, the vertex from homologous polygons, the function and threshold values proposed in this paper show a useful method for obtaining precise vertex matching.
Introduction
Pattern recognition and matching of features are essential processes in many problems when dealing with graphic information [1, 2] . Whether in vector format (object-oriented) or in raster format, there are many studies related to graphic information. One specific type of graphic information is geographic information or spatial data, which is very much in demand nowadays because of the use of location in many areas (business, military, international aid, tourism, fleet management, smart territories, etc.) and has great economic importance [3] . The main feature of spatial data is the geographical position, which means that spatial data refer to positions in the real world. Position is the basis of mapping and navigation, which are essential for engineering, natural sciences, land management, etc. Different matching techniques based on position have been developed in response to the need to create new cartographic products, which are the result of integrating Geospatial Databases (GDB) from heterogeneous sources with levels of quality equally heterogeneous [4] [5] [6] . This integration process has not only allowed the development of new ways of mapping based on the Volunteered Geographic Information (VGI) and the Spatial Data Infrastructures (SDI), but has also been the cause of an ever-increasing necessity to implement more efficient accuracy assessment procedures for evaluating the quality of these products.
Under this new geospatial paradigm, the knowledge of the positional accuracy of a GDB is a critical aspect. Thus, a GDB with an insufficient level of positional accuracy for a particular purpose can be useful by integrating with other GDB with higher accuracy. Therefore, and regardless of this level of accuracy, it is necessary to know it. Positional accuracy has traditionally been evaluated by means of statistical methods based on measuring errors in points between the real world and the dataset ( Figure 1a) . From a statistical point of view, one of the most controversial aspects of these methods is the number of points that must be used to ensure, with a given level of confidence, that a GDB with an unacceptable quality level will not be acquired [7] . Thus, although recommendations always suggest at least 20 points [8, 9] , other studies [10] and institutions [11, 12] suggest that this size (n = 20) seems to be very small, and larger sizes are proposed [13] . In this sense, the new capabilities offered by Global Navigation Satellite Systems (GNSS) in the last few decades have allowed a great improvement in the process of field data acquisition; however, their use still presents the inconvenience of having to use a limited number of points. This factor, combined with the very high cost of field surveying, represents the main weakness of the traditional points-based methods (Figure 1a) . methods is the number of points that must be used to ensure, with a given level of confidence, that a GDB with an unacceptable quality level will not be acquired [7] . Thus, although recommendations always suggest at least 20 points [8, 9] , other studies [10] and institutions [11, 12] suggest that this size (n = 20) seems to be very small, and larger sizes are proposed [13] . In this sense, the new capabilities offered by Global Navigation Satellite Systems (GNSS) in the last few decades have allowed a great improvement in the process of field data acquisition; however, their use still presents the inconvenience of having to use a limited number of points. This factor, combined with the very high cost of field surveying, represents the main weakness of the traditional points-based methods ( Figure 1a ). Having taken into account these considerations, and in order to overcome the difficulties mentioned previously, a new assumption was developed that positional accuracy could also be defined by measuring the differences between the location stored in a GDB (tested source) and a location determined by another GDB (reference source) of higher accuracy (Figure 1b) . Thus, if the accuracy of the second source is high enough, the unmeasured difference between it and the real one can be ignored [14] . Under this new approach to the overall process of positional assessment, the first and most important stage is to identify the homologous elements between both GDB, quickly and reliably. Thus, we consider that now is the right time for developing new methodologies based on the automated assessment of the positional and geometric components of geographic information. In this sense, the authors developed a methodology to analyze the assessment of the positional components of lines based on a previous matching and a set of descriptors [15] . Latterly, they continued their study on positional accuracy by means of point-based methodologies [16] . Both studies are based on a two-step matching process that is extensively described in this paper. Thus, we can consider that the assessment process is essentially dealing with a matching problem where there are two key issues [2] : (1) how to measure the similarity between elements from both datasets (in our case, GDB) in order to match them ( Figure 2a ) and (2) how to achieve the optimal vertex-to-vertex correspondence between the previously-matched elements (Figure 2b ). Following these ideas, in this paper, we show the matching process in a two-step process (inter-elements and intra-elements) that we have been developing in order to allow quality control assessment of two GDBs. Having taken into account these considerations, and in order to overcome the difficulties mentioned previously, a new assumption was developed that positional accuracy could also be defined by measuring the differences between the location stored in a GDB (tested source) and a location determined by another GDB (reference source) of higher accuracy (Figure 1b) . Thus, if the accuracy of the second source is high enough, the unmeasured difference between it and the real one can be ignored [14] . Under this new approach to the overall process of positional assessment, the first and most important stage is to identify the homologous elements between both GDB, quickly and reliably. Thus, we consider that now is the right time for developing new methodologies based on the automated assessment of the positional and geometric components of geographic information. In this sense, the authors developed a methodology to analyze the assessment of the positional components of lines based on a previous matching and a set of descriptors [15] . Latterly, they continued their study on positional accuracy by means of point-based methodologies [16] . Both studies are based on a two-step matching process that is extensively described in this paper. Thus, we can consider that the assessment process is essentially dealing with a matching problem where there are two key issues [2] : (1) how to measure the similarity between elements from both datasets (in our case, GDB) in order to match them ( Figure 2a ) and (2) how to achieve the optimal vertex-to-vertex correspondence between the previously-matched elements (Figure 2b ). Following these ideas, in this paper, we show the matching process in a two-step process (inter-elements and intra-elements) that we have been developing in order to allow quality control assessment of two GDBs. 
Inter-Elements Matching (Inter-Polygons)
With regard to the measurement of similarity in order to match elements, this is generally evaluated by means of a quantitative variable, which measures the distance between the elements compared and analyzes them by means of a set of characteristics. In the field of geographic information, there are several studies regarding the classification of these measures, among them Tong et al. [17] , who defined three different categories:
•
Geometric measures: considers all those aspects arising from the coordinates that define a spatial object: (i) positional aspect and (ii) shape, which is represented by means of the geometry.
• Spatial relationship measures: considers geometric aspects related to the relation between two features: (i) distance between features, (ii) direction and (iii) topological.
Attribute measures: considers thematic aspects of the geographic information.
The issue examined in this paper is related both to the geometric measures used to determine a geometric similarity and the spatial relationship measures employed in order to determine distances from matching features. In our case, the position and the shape adopted by cartographic elements that represent real-world phenomena are the most significant aspects taken into consideration in measuring the similarity between them and their subsequent matching.
Over the years, some matching techniques have been developed. However, the majority of the current approaches concentrate on network matching and mainly on road networks [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] . In contrast to network matching, there are few studies concerning matching area; nevertheless, despite this shortage of research, there are relevant area-based matching algorithms that must be analyzed.
Overall, it can be said that the techniques employed to match objects using this type of algorithm are based on: the percentage of overlapped area [28] [29] [30] , the context by means of a Delaunay triangulation [31, 32] , the belief theory on position and orientation [33] and probability classifiers over a set of "evidence", both geometric and attribute-based [34] . A review of these studies shows that even though the overall performance in matching between features is satisfactory, there are some aspects that need to be improved. In this sense, the main problems are usually related to: the generation of false matching pairs in the cases of 1:n or n:m correspondences with polygons with relatively complex contours [29, 30] , the matching between networks with different levels of detail [33, 34] and the process´s low level of automatization [32] . Especially interesting are the ideas presented by Mortara and Spagnolo [31] . In their study, the correspondences between polygons are found by taking into account the morphological characterization of the shapes by means of their approximate skeleton. Thus, the correspondence problem is essentially reduced to a question of a skeleton matching process. It could be said, therefore, that this approach represents a combined solution (area-based and network-based) to the matching problem. On the other hand, Zhang et al. [35] compare different matching algorithms like the Classification And Regression Tree (CART) [36] , C4.5 algorithms [37] , the naive Bayes classifier (a probabilistic model) and Support Vector Machines (SVM) over the same set of measures, area relationship, shape similarity and an adapted wall statistical weighting. The conclusions of these authors do not mark a difference from the results of all these classifiers. 
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•
Overall, it can be said that the techniques employed to match objects using this type of algorithm are based on: the percentage of overlapped area [28] [29] [30] , the context by means of a Delaunay triangulation [31, 32] , the belief theory on position and orientation [33] and probability classifiers over a set of "evidence", both geometric and attribute-based [34] . A review of these studies shows that even though the overall performance in matching between features is satisfactory, there are some aspects that need to be improved. In this sense, the main problems are usually related to: the generation of false matching pairs in the cases of 1:n or n:m correspondences with polygons with relatively complex contours [29, 30] , the matching between networks with different levels of detail [33, 34] and the process´s low level of automatization [32] . Especially interesting are the ideas presented by Mortara and Spagnolo [31] . In their study, the correspondences between polygons are found by taking into account the morphological characterization of the shapes by means of their approximate skeleton. Thus, the correspondence problem is essentially reduced to a question of a skeleton matching process. It could be said, therefore, that this approach represents a combined solution (area-based and network-based) to the matching problem. On the other hand, Zhang et al. [35] compare different matching algorithms like the Classification And Regression Tree (CART) [36] , C4.5 algorithms [37] , the naive Bayes classifier (a probabilistic model) and Support Vector Machines (SVM) over the same set of measures, area relationship, shape similarity and an adapted wall statistical weighting. The conclusions of these authors do not mark a difference from the results of all these classifiers.
Another type of matching algorithm is inspired by the concept of shape blending [38, 39] . Based on the morphological characterization of objects, this process is related to the gradual transformation of one shape into another and requires, as a first step, finding correspondences between features from the two shapes. Although the main and the most numerous practical applications of shape blending are related to computer animation, scientific visualization and solid modeling, some authors have developed methods applied to spatial data. Among these methods, we must highlight the approach developed by Prakash and Robles-Kelly [40] . These last authors measure the similarity (or dissimilarity) between objects by counting the number of edit operations required to transform one object into another, and although this approach is closely related to the problem of measuring geometrical similarities, it does not seem to provide an optimal solution when the number of correspondences is too high. For this reason, recent efforts have been focused on comparing an input shape with various template shapes (patterns), which represent potential solutions to the matching problem, and reporting the template with the highest similarity (or lowest dissimilarity) to the input shape. In our case, and because of the need to match a large amount of shapes, it makes sense to use this last mechanism based on pattern comparison. In addition, there are various similarity/dissimilarity measures to be considered for this task [41] .
Intra-Elements Matching (Vertex-to-Vertex)
With regard to achieving an optimal vertex-to-vertex correspondence between previously matched elements, the background information available in the field of spatial data is once again very sparse. Thus, the main contributions center on applications related to graph matching, such as shape analysis, face recognition and structural pattern recognition. Among the proposed methods. we must highlight the studies of Gösseln and Sester [42] and Butenuth et al. [43] . These authors match polygon datasets by using an iterative closest point algorithm that detects corresponding point pairs for two point sets derived from each contour of corresponding objects. Zhang and Meng [44] integrated two spatial datasets by means of an iterative matching approach, and Safra et al. [45] developed a location-based join algorithm for searching for corresponding objects based on the distance proximity between their representative points. On the other hand, Huh et al. [46] develop a method for detecting a corresponding point pair between a polygonal object pair with a string matching method based on a confidence region model of a line segment. Another common approach is that of isometric point pattern matching [47] . According to these authors, in such a case, we assume that a "copy" of an object G (the "template") appears isometrically transformed within G´(the "target"). Song et al. (2011) [6] develop a procedure based on a relaxation of the probability of matching between different junctures inside a traffic network.
However, these methods have some limitations in detecting vertex-to-vertex correspondences between previously matched elements. Some of them require topological properties such as a valence of each node or the directions of edges connected at a node [6, 44] , while others consider the vertices or locations of objects as isolated points, not as geometric primitives that form the shape of an object [42, 43, 45] , and finally, others are restricted to a low density of objects to be matched [42, 46] . Following Fan et al. [30] , in this last case when neighboring polygons are located immediately next to each other and are similar in shape and size, there will be error matching.
In order to overcome the aforementioned limitations, the contour-matching algorithms have been developed. These algorithms take into account both the order and location of an object's vertices and match the contours of an object pair by comparing their vertex strings [48] . Nevertheless, these methods, as in those described above, present some disadvantages, which in this case, are related mainly to the comparison between vertex strings, which belong to objects with relatively different contours. In addition, they cannot be applied to a 1:n or an m:n corresponding object pair [29] .
A different interpretation of the contour-matching algorithms is proposed by Arkin et al. [49] , who compare two polygonal curves by means of their turn angle representations. Specifically, this last approach allows us to solve the point matching problem more efficiently than in the previous cases due to the characteristics of the geographic information with which we work.
Paper Outline
Taking into account all of the above, we propose an approach for the matching of objects from GDBs, which tries to overcome as far as possible the limitations of the methods discussed above. Constrained to a unique spatial phenomenon like urban zones and a specific type of element like polygonal shapes, our method considers the first two measures mentioned by Veltkamp and Hagedoorn (2000) [41] applied in two major steps:
• Quantification of similarity (inter-elements): The matching of polygonal shapes is effected by means of a weight-based classification methodology using the polygon's low-level feature descriptors (edge-based features such as area, perimeter, number of angles, etc.). This classification allows for the categorization of the matching quality from a quantification of the similarity. Among all the existent classifiers, we have chosen a Genetic Algorithm (GA). The GA belongs to a family of stochastic global optimization methods based on the concept of Darwinian evolution in populations. Their performance has been sufficiently studied and developed by several authors [50] [51] [52] [53] [54] , and all their possible variants share the main mechanism that operates on an initial population of randomly-generated chromosomes or individuals, who represent possible solutions to the problem, and consists of three operations: evaluation of individual fitness, development of an intermediate population through selection mechanisms and recombination through crossover and mutation operators. The main reason for employing a GA is that, compared with other matching methods based on descriptors such as Fourier descriptors [55] , these classifiers have proven their applicability not only to solve matching problems for all those approaches that need a power search procedure for problems with large, complex and poorly understood search spaces [56] , but also to produce quality values from this matching [57, 58] .
These quality values in turn are closely related to the geometric similarity measures and are very relevant for our work since they allow us to select 1:1 corresponding objects pairs among all the possible correspondences. This is the simplest and most efficient approach to matching geospatial data [59] and avoids the disadvantages described in Section 1.1 (false matching pairs in the cases of 1:n or n:m correspondences).
•
Threshold of dissimilarity (intra-element): After having matched the polygonal shapes from the two GDBs, the second and last step involves using a metric to compute homologous points, which represent a vertex-to-vertex matching. Specifically, we used a contour-matching metric based on the method defined by Arkin et al. [49] for comparing two polygonal shapes, which essentially consists of comparing their turning functions and checking whether the distance between these two functions in certain areas of their graphic representations is smaller than a previously fixed threshold. In this case, the use of this metric applied to 1:1 correspondences allowed us to overcome the disadvantages described in Section 1.2. In addition, this metric has also allowed us to define a powerful new edge-based shape descriptor, which takes into account the relationships between adjacent boundaries of polygons.
The rest of this paper is organized as follows: Section 2 defines the two geospatial datasets and the polygonal features used. Sections 3 and 4 focus on the matching methodology. Specifically in Section 3, the matching of polygonal shapes is addressed, and in Section 4, we examine the issue of vertex-to-vertex matching. Finally, experimental results and discussions are presented in Section 5, followed by conclusions in Section 6.
The Two Geospatial Databases and Polygonal Features Used
The two GDBs selected for our study needed to meet certain requirements in order to assert that both GDBs must be independently produced and that neither of these two GDBs, in turn, can be derived from another cartographic product of a larger scale through any process. All this implies that none of them have undergone any action involving a degradation of their quality. In addition, both datasets should be interoperable, which means that we must ensure that they will be comparable both in terms of reference system and cartographic projection [60] . Therefore, we used two official cartographic databases in Andalusia (southern Spain) that meet the aforementioned requirements: the BCN25 (from "Base Cartográfica Numérica E25k") and the MTA10 (from "Mapa Topográfico de Andaluc selectfontía E10k").
The BCN25 dataset is the digital version of the "Mapa Topográfico Nacional" at scale 1:25,000, (MTN25K map series), produced by the "Instituto Geográfico Nacional" (National Geographic Institute of Spain) in 2010 [61] . Its planimetric accuracy has been estimated at between 2.5 and 7.5 m, depending on the type of entity considered. However, several authors estimate its planimetric accuracy at 4.0 m [62] . The MTA10 dataset, known as the "Mapa Topográfico de Andalucía E10K" (Andalusian Topographic Map at scale 1:10,000), is produced by the "Instituto de Estadística y Cartografía de Andalucía" (IECA), and more precisely, the GDB used was produced in 2009. The declared positional accuracy of the MTA10 is RMSE = 3 m [63] . The MTA10 would play the role of "reference source" in the subsequent process of positional accuracy assessment of the BCN25 database.
After describing the GDB, we must define the polygonal features used in our matching methodology. In this case, we selected buildings from urban zones. The use of this type of object is based on the following: (1) buildings are a huge set of polygonal features in any GDB, at least in the number of elements, although perhaps not in area, and (2) the buildings included in any GDB contain a sufficient quantity of geometrical information (vertexes and the edges that join them) for our purpose.
Owing to the lack of relevant previous studies, in the initial stages of this study, we realized the need to apply the proposed methodology to a wider population sample. For this reason, the sample comprises nine urban areas selected to meet as far as possible all the variability requirements with regard to the typologies of polygons. These requirements include a wide geographical distribution and an ample variety in the type of buildings and topographical terrain. The urban areas selected are included in three sheets of the MTN50k (National Topographic Map of Spain at scale 1:50,000). More specifically, we used the following urban areas: Mairena de Alcor, Alcalá de Guadaira and Carmona (0985 Sheet); Fuente Vaqueros, Santa Fe and Granada (1009 Sheet); and Coín, Alhaurín de la Torre and Fuengirola (1066 Sheet) ( Figure 3a ). Figure 3b shows two examples of polygonal features corresponding to buildings belonging to MTA10 and BCN25 (Carmona, 0985 sheet). The BCN25 dataset is the digital version of the "Mapa Topográfico Nacional" at scale 1:25,000, (MTN25K map series), produced by the "Instituto Geográfico Nacional" (National Geographic Institute of Spain) in 2010 [61] . Its planimetric accuracy has been estimated at between 2.5 and 7.5 m, depending on the type of entity considered. However, several authors estimate its planimetric accuracy at 4.0 m [62] . The MTA10 dataset, known as the "Mapa Topográfico de Andalucía E10K" (Andalusian Topographic Map at scale 1:10,000), is produced by the "Instituto de Estadística y Cartografía de Andalucía" (IECA), and more precisely, the GDB used was produced in 2009. The declared positional accuracy of the MTA10 is RMSE = 3 m [63] . The MTA10 would play the role of "reference source" in the subsequent process of positional accuracy assessment of the BCN25 database.
Owing to the lack of relevant previous studies, in the initial stages of this study, we realized the need to apply the proposed methodology to a wider population sample. For this reason, the sample comprises nine urban areas selected to meet as far as possible all the variability requirements with regard to the typologies of polygons. These requirements include a wide geographical distribution and an ample variety in the type of buildings and topographical terrain. The urban areas selected are included in three sheets of the MTN50k (National Topographic Map of Spain at scale 1:50000). More specifically, we used the following urban areas: Mairena de Alcor, Alcalá de Guadaira and Carmona (0985 Sheet); Fuente Vaqueros, Santa Fe and Granada (1009 Sheet); and Coín, Alhaurín de la Torre and Fuengirola (1066 Sheet) (Figure 3a) . Figure 3b shows two examples of polygonal features corresponding to buildings belonging to MTA10 and BCN25 (Carmona, 0985 sheet). 
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Polygon Low-Level Feature Descriptors
The main purpose of object descriptors involves finding discriminative features that describe the object of interest [64] . These features can represent different information levels. In our case, due to the characteristics of the geographic information and to the specific type of objects (two-dimensional polygonal shapes) we worked with, the features used as descriptors to encode the shape of an object belong to low-level information. Following Shih et al. [65] , low-level feature descriptors are usually extracted to describe the geometric properties [66] , spatial properties [67] and shape distributions [68] of two-and three-dimensional objects. In addition, the similarity between two 2D objects can be measured by comparing their features. In our approach, the GDB used must be able to compute these features efficiently and effectively. For this reason, the descriptors selected were edge-based features and included the following:
• Number of convex and concave angles: Both features are conditioned by edge orientation. This descriptor informs us about the complexity of the polygon's perimeter.
•
Perimeter: This is a feature that is not conditioned by edge orientation, but depends on their lengths. This characteristic should indicate both the complexity of the polygon and some basic shape description in relation to the area.
Area: This depends both on the orientation of the edges and on their lengths. Despite not being a particularly interesting descriptor with respect to the shape of the element, it has a very important visual weight in the GDB to be considered in the matching process.
• Minimum moment of inertia of second order: This can be computed easily by means of the polygon's total area, centroid and vertices, which are connected by straight lines in a 2D system. It depends both on the orientation and the lengths of the edges.
Arkin Graph Area (AGA): For a polygon A, we define the AGA descriptor as the area of the region below the turning function θ A . In order to avoid differences of AGA based on the starting points, all AGA are computed starting from the northwestern point in a-clockwise direction, and the perimeter distance is normalized to one. In addition, as mentioned in Section 1, this descriptor takes into account the relationships between adjacent boundaries of polygons and depends both on the orientation and the lengths of the edges. Its computation is addressed in Section 4.
• Minimum Bounding Rectangle (MBR): This is specified by coordinate pairs (X min , X max , Y min , Y max ). This feature represents the absolute spatial position of the polygon and in the case of geographic information is a key aspect in object characterization.
These descriptors are used as the attributes of each polygon from the first GDB that tries to match another polygon of the second GDB. All of them are used in a normalized form from their differences values except the minimum bounding rectangle, which is determined as the total area of normalized overlapping rectangles.
Finally, we must note that all of these features aim to define, as much as possible, the parameters that humans tend to apply in a manual match of the objects. For example, the minimum bounding rectangle represents the first attempt of a cartographer at identifying homologous objects, that is objects that share a similar position in 2D space.
GA Classification of Polygonal Shapes
After characterizing the polygonal shapes, a set of homologous polygons from both GDBs was determined in order to match them. For this purpose, a GA based on real number representation (called Real Coded GA (RCGA)) was used. In an RCGA, a chromosome is a vector of floating point numbers whose size is the same as the proposed descriptors, which is the solution to the problem. This type of codification has been sufficiently developed by several authors [53, [69] [70] [71] [72] , and for this reason, this issue is not described here.
The conceptual framework for the proposed methodology is shown in Figure 4 . The classification methodology is based on computing a set of weights that must be assigned to the features sets and then using these weights to confront each object from both GDBs. To achieve this goal, it is necessary not only to establish the capability of the RCGA as a classification tool, but also to demonstrate that it can produce sufficiently good quality matches by means of a fitness function. The fitness function evaluates the quality of each solution (chromosome) [54] . In our approach, this function evaluates each of the weights assigned to each of the descriptors used to identify pairs of objects, the genes included in the chromosome. The weights evaluate the similarity of the polygon matching over a supervised training database, and the value obtained represents the quality of this solution. Obtaining this database using a supervised training procedure was the first stage of the process. The training database was composed of 805 polygons, with their respective homologous polygons, that were manually obtained by three different cartographers. The set of polygons obtained by these three cartographers was 265, 265 and 275 homologous polygons. These three sets were independent of each other and different from the final GDB used for the matching. However, the polygons were extracted from GDBs similar to those used in this paper. These two hypotheses, using different cartographers and a different set of GDB polygons, were used to avoid the influence of the person selecting homologous polygons and the polygons to be used. In addition, the supervised training process was externally evaluated by fifteen reviewers selected from a pool of internationally recognized experts. Their participation in the procedure reveals the robustness of the training process and the quality of the training dataset. Both the details relating to this procedure and the software implemented specifically for carrying it out can be found in [73, 74] .
The initial population, the set of weights for each descriptor, represents possible solutions to the matching problem and is generated through a process called chromosome initialization [75] . Paying special attention to this process may have a positive effect on the success of the GA. Although there are several alternatives such as quasi random sequences and the simple sequential inhibition process, in our case, the chromosome initialization was carried out by means of a Pseudo-random Number The classification methodology is based on computing a set of weights that must be assigned to the features sets and then using these weights to confront each object from both GDBs. To achieve this goal, it is necessary not only to establish the capability of the RCGA as a classification tool, but also to demonstrate that it can produce sufficiently good quality matches by means of a fitness function. The fitness function evaluates the quality of each solution (chromosome) [54] . In our approach, this function evaluates each of the weights assigned to each of the descriptors used to identify pairs of objects, the genes included in the chromosome. The weights evaluate the similarity of the polygon matching over a supervised training database, and the value obtained represents the quality of this solution. Obtaining this database using a supervised training procedure was the first stage of the process. The training database was composed of 805 polygons, with their respective homologous polygons, that were manually obtained by three different cartographers. The set of polygons obtained by these three cartographers was 265, 265 and 275 homologous polygons. These three sets were independent of each other and different from the final GDB used for the matching. However, the polygons were extracted from GDBs similar to those used in this paper. These two hypotheses, using different cartographers and a different set of GDB polygons, were used to avoid the influence of the person selecting homologous polygons and the polygons to be used. In addition, the supervised training process was externally evaluated by fifteen reviewers selected from a pool of internationally recognized experts. Their participation in the procedure reveals the robustness of the training process and the quality of the training dataset. Both the details relating to this procedure and the software implemented specifically for carrying it out can be found in [73, 74] .
The initial population, the set of weights for each descriptor, represents possible solutions to the matching problem and is generated through a process called chromosome initialization [75] . Paying special attention to this process may have a positive effect on the success of the GA. Although there are several alternatives such as quasi random sequences and the simple sequential inhibition process, in our case, the chromosome initialization was carried out by means of a Pseudo-random Number Generator Algorithm (PNGA). This is because it is particularly well suited to cases where the speed of convergence is high [76] , which may happen with the specific type of spatial objects with which we work. In addition, it is fast and easy to use (a detailed description of this process is addressed in Section 5.1). The initial population evolves toward the final solution (iterative process) by developing an intermediate population through mechanisms of selection, crossover and mutation. These mechanisms or requirements also change during the execution of the algorithm. Thus, we prevent the premature convergence of RCGA to suboptimal solutions. In addition, multiple runs of the RCGA using different initial populations were carried out in order to assure that the initial selection did not affect the proposed solution. With regard to the size of the initial population, this is related to: (i) crossover and mutation probabilities (inversely related) and (ii) the number of iterations (called generations). In this last aspect, some authors suggest using a ratio value (size of population/number of generations) close to 1/5 [77] . In our approach, the initial population was integrated by m chromosomes, which included seven genes, each treated as the weight assigned to each of the descriptors.
Defining the main mechanism, which operates on an initial population, was the next stage in our approach. In order to develop an intermediate population we employed the proportional selection calculation [78] , the Blend Alpha (BLX-α) crossover operator [69] and the non-uniform mutation [79] . This choice is justified because the experiments carried out highlight these genetic operators as the most suitable ones for building RCGAs [53] . On the other hand, both the BLX-α crossover operator and non-uniform mutation are controlled by two parameters (α and β), which determine the exploitation interval in the search space. The values assigned to these parameters depend in large part on the population size.
The weight computation was the last stage of our process. This is the final solution to the problem and represents the chromosome that has achieved the best results regarding the evaluation. Having computed the weights (after finalizing the training phase of the RCGA), a classification of the remaining features can be achieved. As mentioned in Section 1.3, this classification allows for the categorization of the matching quality from a quantification of the similarity and consists of weights assigned to each of the polygon's descriptors described above. Keeping this in mind, we consider two matched polygons (P A , P B ) exactly equal if the Match Accuracy Value (MAV) achieved is equal to one (100%). This value is obtained as a linear combination of the n polygons descriptors (At(P A ), At(P B )) and the n weights (W(At)) computed in the training phase (Equation (1)).
(1) Equation (1) defines two characteristics: the first allows for determining the matching between polygons (P A is selected, then we can choose P B from the second GDB based on the maximum value of the linear combination); the second is the value of the linear combination that represents the accuracy of the matching, or in other words the shape similarity measure between two polygons. Thus, polygons having different degrees of similarity will provide non-equal values of MAV ranging from zero to one. Another important consideration in order to be able to achieve good results is that of avoiding the acceptance of erroneously-matched polygons (false positive), because this acceptance would also imply the subsequent introduction of mismatched points. For this reason, two matched polygons will be used to compute the matching between points depending on the MAV value achieved and only if this value exceeds a previously fixed threshold.
Finally, we must note that an extensive description of the codification of the RCGA employed can be found in [80] . The most powerful feature of this software is that control parameters of selection, crossover and mutation operators can be defined in order to find the most adequate solution for our approach.
Intra-Elements Matching (Vertex-to-Vertex Matching)
After having matched the polygonal shapes (buildings) from both GDBs, and in order to achieve a vertex-to-vertex matching, a metric derived from the method defined by Arkin et al. [49] was used. Following these authors, a common representation of the boundary of a simple polygon P A can be obtained by the turning function θ P A (s). However, we used this function, which measures the angle of the counterclockwise tangent, as a function of the arc-length s in the clockwise direction, measured from some reference point 0 on A's boundary. Thus, θ P A (0) is the angle v that the tangent at the reference point 0 makes with some reference orientation associated with the polygon (such as the x-axis). θ P A (s) keeps track of the turning that takes place, increasing with left-hand turns and decreasing with right-hand turns. If we assume that each polygon is rescaled so that the total perimeter length is one, then θ P A (s) is a function from (0, 1) to (−4π, 4π) ( Figure 5 ). The function θ P A (s) has several properties, which make it especially suitable for identifying and extracting homologous points between two polygons. As mentioned in [49] , it is piecewise-constant for polygons, making computations particularly easy and fast. By definition, the function θ P A (s) is invariant under translation and scaling of the polygon A. Rotation of A corresponds to a simple shift of θ P A (s) in the θ direction. In addition, we used the area of the region below θ P A (s) in order to define what we denominated as an Arkin Graph Area (AGA). This area can be easily computed by the value of the integral (Equation (2)) and was used as another polygon's shape descriptor in the classification stage. This integral can be obtained numerically by a sum of prisms because the changes in height only take place in each vertex. Following these authors, a common representation of the boundary of a simple polygon PA can be obtained by the turning function . However, we used this function, which measures the angle of the counterclockwise tangent, as a function of the arc-length s in the clockwise direction, measured from some reference point 0 on A's boundary. Thus, 0 is the angle v that the tangent at the reference point 0 makes with some reference orientation associated with the polygon (such as the xaxis). keeps track of the turning that takes place, increasing with left-hand turns and decreasing with right-hand turns. If we assume that each polygon is rescaled so that the total perimeter length is one, then is a function from (0, 1) to (−4π, 4π) ( Figure 5 ). The function has several properties, which make it especially suitable for identifying and extracting homologous points between two polygons. As mentioned in [49] , it is piecewise-constant for polygons, making computations particularly easy and fast. By definition, the function is invariant under translation and scaling of the polygon A. Rotation of A corresponds to a simple shift of in the θ direction. In addition, we used the area of the region below in order to define what we denominated as an Arkin Graph Area (AGA). This area can be easily computed by the value of the integral (Equation (2)) and was used as another polygon's shape descriptor in the classification stage. This integral can be obtained numerically by a sum of prisms because the changes in height only take place in each vertex. In our approach, we used the angle formed by any side of a polygon and the extension of its adjacent side (exterior angles of a polygon) to compute the turning functions. We must note that the exterior angles of a simple polygon always add up to 4π. As mentioned above, if each polygon is rescaled so that the total perimeter length is one and the exterior angles always add up to 4π, then the turning functions of two matched polygons can be overlapped and compared ( Figure 6 , Column b). Taking this idea in mind, we used this formulation to compute a distance function for comparing two simple polygons (PA and PB) by looking at natural notions of distances between their turning functions and . Thus, each discontinuity is defined by a pair of points, which represents a vertex of the first polygon that can be matched with another vertex of the second one (homologous vertex) ( Figure 6 , Column c). In our approach, we used the angle formed by any side of a polygon and the extension of its adjacent side (exterior angles of a polygon) to compute the turning functions. We must note that the exterior angles of a simple polygon always add up to 4π. As mentioned above, if each polygon is rescaled so that the total perimeter length is one and the exterior angles always add up to 4π, then the turning functions of two matched polygons can be overlapped and compared ( Figure 6 , Column b). Taking this idea in mind, we used this formulation to compute a distance function for comparing two simple polygons (P A and P B ) by looking at natural notions of distances between their turning functions θ P A (s) and θ P B (s). Thus, each discontinuity is defined by a pair of points, which represents a vertex of the first polygon that can be matched with another vertex of the second one (homologous vertex) (Figure 6 , Column c). The distance between two pairs of vertices, denoted by LV(A, B), depends on (Equation (3)): length shifts (variations on the s axis due to length changes of the polygon sides) and angular shifts (variations on the θ axis due to direction changes of the polygon sides) of the turning functions. In order to avoid matching non-homologous points, two Threshold values were fixed for these Length and Angular Shifts (denoted by TLS and TAS respectively). Thus, only when these shifts are lower than the previously-defined threshold values will the matching between these points be achieved.
AGA(P A
In addition, the possible residual anomalous values of LV(A, B) distance computed for each pair of points that belong to homologous polygons were removed by means of computing two additional parameters: the average value of LV(A, B) (µLv (A,B) ) and the root mean squared error of LV(A, B) (RMSELv (A,B) ). These threshold values also acted as control parameters to prevent the acceptance of unpaired points derived from the difference in the complexity of the shape of polygons due to a possible different level of generalization and scale of representation. Figure 6 , Row 2, shows a pair of matched polygons. The polygon PA belonging to MTA10 (larger scale representation GDB) is more complex and has a more detailed shape than its counterpart B belonging to the BCN25 (GDB with a smaller scale representation and higher level of generalization). In this polygon PA, there are two vertexes with no counterpart on PB polygon; therefore, the differences included in the turning function are not present in the turning function . If we enlarge the threshold values, these vertexes could be matched with one vertex from Polygon B; however, the minimum Lv distance removes these homologous points. The distance between two pairs of vertices, denoted by L V (A, B), depends on (Equation (3)): length shifts (variations on the s axis due to length changes of the polygon sides) and angular shifts (variations on the θ axis due to direction changes of the polygon sides) of the turning functions. In order to avoid matching non-homologous points, two Threshold values were fixed for these Length and Angular Shifts (denoted by TLS and TAS respectively). Thus, only when these shifts are lower than the previously-defined threshold values will the matching between these points be achieved.
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In addition, the possible residual anomalous values of L V (A, B) distance computed for each pair of points that belong to homologous polygons were removed by means of computing two additional parameters: the average value of L V (A, B) (µ Lv (A,B) ) and the root mean squared error of L V (A, B) (RMSE Lv (A,B) ). These threshold values also acted as control parameters to prevent the acceptance of unpaired points derived from the difference in the complexity of the shape of polygons due to a possible different level of generalization and scale of representation. Figure 6 , Row 2, shows a pair of matched polygons. The polygon P A belonging to MTA10 (larger scale representation GDB) is more complex and has a more detailed shape than its counterpart B belonging to the BCN25 (GDB with a smaller scale representation and higher level of generalization). In this polygon P A , there are two vertexes with no counterpart on P B polygon; therefore, the differences included in the turning function θ P A (s) are not present in the turning function θ P B (s). If we enlarge the threshold values, these vertexes could be matched with one vertex from Polygon B; however, the minimum Lv distance removes these homologous points.
Experimental Results
RCGA Parameters Setting
The experimental parameters that define the RCGA behavior are mainly five: the size of the initial population, number of generations, α parameter (crossover operator), β parameter and probability of mutation (mutation operators). The values assigned to the different parameters are included in Table 1 . In addition, the relation between the size of the initial population and number of generations has also been highlighted in Section 3.2, so these two parameters are usually defined together using RCGA speed convergence as the criterion for their definition. In order to determine their values, an experimental test was carried out. The only objective of this test was to determine the effects that different initial populations have on the convergence (number of generations required to reach the stability of the fitness function) and the final fitness function value. To do this, a supervised database of homologous polygons is needed. The supervised database is composed of 800 pairs of polygons matched by specialized cartographers. This database was fragmented into five samples composed of 60, 70, 80, 90 and 100 pairs of polygons each, and 15 chromosomes, different possible solutions, was the initial value selected as the starting population. The experimental results show that the RCGA convergence is reached after 45 or 50 generations (Figure 7b ) (when there is no change in the fitness function value (95%), Figure 7a ). Therefore, 45-50 generations should be sufficient to reach an adequate solution for the mentioned size of the initial population. However, it is advisable to exceed the number of generations in order to ensure convergence results, so the final value given to the number of generations was 100. Taking all this into account, and using the ratio value (size of population/number of generations) of 1/5 suggested by Correa et al. (2009) [77] , the ultimate size of the initial population was 20 chromosomes. 
Experimental Results
RCGA Parameters Setting
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Parameter
Assigned Value Size of initial population 20 Number of generations 100 α parameter 0.5 probability of mutation 0.005 β parameter 0.3 Finally, the parameter values for the crossover and mutation operators needs to be specified. We considered α = 0.5, a choice allowing us to balance exploration and exploitation [53] , since the new gene has the same probability of lying inside or outside the interval defined by its parents. With regard to β and the probability of mutation, the choice of their values (0.3 and 0.005, respectively) was suggested by the literature [80] [81] [82] . Finally, the parameter values for the crossover and mutation operators needs to be specified. We considered α = 0.5, a choice allowing us to balance exploration and exploitation [53] , since the new gene has the same probability of lying inside or outside the interval defined by its parents. With regard to β and the probability of mutation, the choice of their values (0.3 and 0.005, respectively) was suggested by the literature [80] [81] [82] .
Resulting Weights
The resulting weights from the RCGA are shown in Table 2 . These values correspond to the optimal solution computed in the sense of the maximum value of the fitness function for all the evolutionary paths explored. As shown in Table 2 , all the characteristics of a polygon are perfectly represented by just three descriptors: MBR, moment of inertia and AGA. This result shows that the first idea of the cartographer in order to match two polygons features is: (i) the spatial position of both polygons (MBR); (ii) then their general orientation (moment of inertia); and finally, (iii) the differences between vertex and the orientation of the sides (AGA). The other descriptors have lesser significance (less than 8%) and represent redundant information for the RCGA. The RCGA weights shown in Table 2 could be a little surprising because some standard descriptors, like area or number of concave and convex angles, have almost no influence on the matching indicator, MAV. First, we must remember that both datasets were removed from external influences on coordinates, that is both datasets were in the same coordinate reference system. Second, the datasets have few temporal differences. With these considerations in mind, MBR includes area differences, and AGA includes variation in angles.
Shape Similarity Measure and Matching of Polygonal Shapes
Once the supervised training stage of the GA algorithm was carried out (over the supervised training database), a classification of the other features from the proposed GDB was achieved by applying Equation (1) to each pair of polygons from MTA10 and BCN25 and keeping that pair of maximum MAV. With this classification, 8863 polygons from BCN25 and 9067 polygons from MTA10 were categorized from a quantification of their shape similarity. The results obtained (Table 3) show the percentage distribution of matched polygons for each interval of accuracy (MAV) classified into bad matching results (MAV < 0.5), intermediate matching results (0.5 ≤ MAV < 0.8) and good matching results (MAV ≥ 0.8). We must emphasize that this value represents the shape similarity measure between two matched polygons. With regards to matching 1:0, unmatched polygons, this type of cardinality in the matching process has no sense in our approach. Because all polygons have several MAV values inside a configurable radius of search, we assume that the maximum MAV value is the 1:1 matching. For this reason, the unmatched polygons are included in the bad matching results. In addition, it also sets out the results of the percentage distribution of matched polygons for each interval of accuracy (MAV) grouped by number of vertexes. This is because, although AGA is a powerful shape descriptor (as shown in Table 2 ), its value is not very intuitive compared to the number of vertexes of a polygon. Figure 8a -i displays these data in the form of a bar chart for each urban area under analysis. In addition, it also sets out the results of the percentage distribution of matched polygons for each interval of accuracy (MAV) grouped by number of vertexes. This is because, although AGA is a powerful shape descriptor (as shown in Table 2 ), its value is not very intuitive compared to the number of vertexes of a polygon. Figure 8a -i displays these data in the form of a bar chart for each urban area under analysis. The graphics from Figure 8 can help give a better understanding of these results. Thus, we note that for high values of MAV, the total number of matched polygons with a high number of vertex increases, as well. However, for low values of MAV, the number of matched polygons with fewer than five vertexes is very high. This result shows that it is more difficult to match similar shape polygons, which have fewer vertexes than more representative polygons with high numbers of vertexes. In order to corroborate these remarks statistically, an assessment of the normality of data was carried out using the mean value of MAV and the standard deviation as comparing parameters. Although the results do not show significant differences between the mean values of MAV, they show some differences between polygons with fewer than 10 vertexes and the other polygons. This corroborates the idea that for high values of MAV, the total number of polygons with a high number of vertexes increases, as well. In addition, the results show homogeneous behavior between the sheets with regard to MAV values.
As mentioned in Section 3.2, not all the matched polygons were used to compute the matching between points. Thus, only those pairs of polygons with a MAV value higher than a fixed threshold were used. The threshold was set at 0.8, which has been categorized as demonstrating good matching results. The choice of this threshold value was made in order to avoid the acceptance of erroneously-matched polygons (false positives or error of commission) and was fixed on the basis of the confusion matrix computed from the supervised training database.
Finally, Figure 9a shows an example of the spatial distribution of polygons according to the MAV value achieved, or in other words the shape similarity measure between polygons. More specifically, it shows the spatial distribution corresponding to a part of the urban area of Alhaurín de la Torre (1066 sheet). In this figure, the matched polygons are distributed throughout the whole area, which is a good indicator that the matching algorithm is not affected by spatial position. With regards to polygons with intermediate MAV values, these represent high vertex and AGA differences between MTA10 and BCN25 (e.g., the polygons with "c" shapes with no counterpart in MTA10, marked as 1 and enlarged in Figure 9b ). Finally, well-matched polygons include both polygons that can be considered equal with low differences in AGA, position and with the same number of vertexes to polygons with vertex differences and AGA. The first include small rectangular polygons on the bottom left of the image, marked as 2 and enlarged in Figure 9c . The second include polygons with more differences, e.g., the green polygon with a red one inside (marked as 3 and enlarged in Figure 9d ). 
Vertex-To-Vertex Matching
Thresholds Setting
As mentioned in Section 4, the thresholds used in this stage include: (1) a threshold fixed for length shifts (TLS), which represent variations on the s axis of the turning functions due to length changes of the polygon sides; and (2) a Threshold fixed for Angular Shifts (TAS), which represent variations on the θ axis of the turning functions due to rotation changes of the polygon sides (see Figure 5 ). The impact of these threshold values on the final matching process is significant. Therefore, in order to set the TLS and TAS values, a sample of 32 pairs of polygons belonging to the supervised training database with a good matching (MAV ≥ 80%) and with a number of vertices ranging from 3-20 was used. Over this sample, pairs of homologous points were identified, taking into account all possible combinations of TAS and TLS including values within the following ranges: TAS range from 0-1 rad (with Δ = 0.2 rad), and TLS range from 0-10 m (with Δ = 2 m) (this last value must be rescaled for each case). Finally, for each setting of threshold values, a confusion matrix was computed [83] . In this matrix, false negatives (errors of omission) were defined by the rejection of rightly matched pairs 
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As mentioned in Section 4, the thresholds used in this stage include: (1) a threshold fixed for length shifts (TLS), which represent variations on the s axis of the turning functions due to length changes of the polygon sides; and (2) a Threshold fixed for Angular Shifts (TAS), which represent variations on the θ axis of the turning functions due to rotation changes of the polygon sides (see Figure 5 ). The impact of these threshold values on the final matching process is significant. Therefore, in order to set the TLS and TAS values, a sample of 32 pairs of polygons belonging to the supervised training database with a good matching (MAV ≥ 80%) and with a number of vertices ranging from 3-20 was used. Over this sample, pairs of homologous points were identified, taking into account all possible combinations of TAS and TLS including values within the following ranges: TAS range from 0-1 rad (with ∆ = 0.2 rad), and TLS range from 0-10 m (with ∆ = 2 m) (this last value must be rescaled for each case). Finally, for each setting of threshold values, a confusion matrix was computed [83] . In this matrix, false negatives (errors of omission) were defined by the rejection of rightly matched pairs of points, and errors of commission were defined by the acceptance of erroneously-matched pairs of points. The last (commission) is the type of error that must be avoided as much as possible because it is one that adds noise to the matching process. With this last consideration in mind, the criterion for setting the thresholds was to maximize the number of well-matched points and to minimize the number of erroneously-matched points that were accepted. Table 4 shows the results for the 25 possible combinations of TLS and TAS and the values of well-matched points versus commissions and the ratio between both of them. This table includes the optimal combination that we were looking for. The first option (0.2 rad/2 m) presents the lowest percentage of errors of commission. However, this option was discarded due to the low percentage of correct matches provided. In this sense, we can conclude that the values assigned to the parameters are too restrictive for our purposes. The opposite occurs in the last three options (0.6 rad/6 m, 0.8 rad/8 m and 1 rad/10 m). Thus, although significant percentages of correct matches were obtained, they were achieved at the cost of also including high error rates. Therefore, these options were also discarded. Therefore, the option chosen was the second (with values assigned to the parameters of 0.4 rad and 4 m, respectively). This option was selected because it presents the maximum ratio (Well-matched/commissions) and the most suitable option according to the criteria mentioned above. Table 5 shows the results of the matching between points for each urban area and under the TLS and TAS values previously discussed. In this table, the total number of vertexes refers to the sum of all the vertexes of the polygons belonging to each BDG, while the number of matched points relates to those that are detected on pairs of polygons matched with an MAV higher than 0.8 (as mentioned in Section 5.3). The total number of matched vertexes was 6989 from the set of matched polygons with an MAV higher than 0.8. These represent 15.6% of the vertex total of BCN25 (45.7% of vertexes from well-matched polygons) and 10.7% of MTA10 (37.2% of vertexes from well matched polygons). The percentage results achieved are greatly conditioned not only by the restrictive values of TAS and TLS, which act as control parameters to prevent the acceptance of unpaired points derived from the difference in the complexity of the shape of polygons due to a possible different level of generalization and scale of representation, but also by the number of polygons used, which is limited by the threshold value of MAV fixed in the process. With regards to individual pairs of GDB, dense zones have a higher percentage of matched polygons. However, this will not represent a high percentage of vertex matching, e.g., 45% of matched polygons and 37% (21%) of matched vertexes in Granada versus Fuengirola with 38% of matched polygons and only 6% (4%) of matched vertexes. This is because vertex matching is a completely different process that depends on the complexity of the shape, which is different in MTA10 and BCN25.
Vertex Matching
Finally, Figure 10 shows an example of the spatial distribution of matched vertexes corresponding in this case to a part of the urban area of Granada (sheet 1009). As shown in this figure, our method determines a high number of points with high spatial accuracy. However, there are still some matched polygons without matched vertexes; this may be due to differences in the precision of matching between both algorithms, which in turn indicates a more flexible inter-element matching and a more restrictive intra-element matching. This is not a defect, but a design in this two-step matching approach, because our interest is that the matching should be enough to detect different polygon shapes as the same one, but not allow high differences in distances or angles of the vertex in order to maintain positional precision. This can be observed in the polygons with complex shapes in MTA10 and simplified forms in BCN25 (marked with a circle in Figure 10 ).
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Computation Time
Finally, an important advantage of the application of the metrics described above in computing the correspondences between homologous vertex (vertex matching) is the low computational time required compared to traditional methodologies (especially when applied to a large number of GDBs, and if we consider field work for GNSS data acquisition). This is particularly significant measuring the efficiency of our approach by means of the ratio (number of points/minutes) achieved: (20-25/60) 
Finally, an important advantage of the application of the metrics described above in computing the correspondences between homologous vertex (vertex matching) is the low computational time required compared to traditional methodologies (especially when applied to a large number of GDBs, and if we consider field work for GNSS data acquisition). This is particularly significant measuring the efficiency of our approach by means of the ratio (number of points/minutes) achieved: (20-25/60) applying this methodology in a manual way (traditional method); and (452/1.5), (324/1.2), (579/1.8), (624/1.9), (352/1.2), (3378/11.2), (355/1.2), (275/1.7), (650/2.1) applying this methodology automatically for the eight cases presented: Mairena del Alcor, Alcalá de Guadaira, Carmona, Fuente Vaqueros, Santa Fe, Granada, Coín, Alhaurín de la Torre and Fuengirola, respectively. Logically, the efficiency of our approach depends on the size of the GDBs employed (number of polygons of both datasets: tested GDB and reference GDB, and total number of vertices). Finally, we must note that our test platform was an Intel Core i5 dual-core 2.7 GHz with 8 GB memory.
Conclusions
An efficient methodology for matching geospatial features of geographic information, based on homologous vertexes, has been presented. The key feature of our approach is being able to solve the problems that characterize traditional positional assessment methods based on points, which are associated with the use of a limited number of points. In order to achieve a greater number of highly accurate points, two main tasks have been proposed and successfully performed. First, polygonal shapes from two datasets (in our case, GDBs) have been matched on the basis of their similarity (inter-element matching). Second, a vertex-to-vertex correspondence between these previously matched shapes has been achieved (intra-element matching).
With regard to the first task, RCGA has shown itself to be an appropriate and efficient search method on matching problems where spatial variables are implied. Rather than identifying pairs of homologous objects, the proposed framework appeals directly to the low-level descriptors measurement in order to classify data features as similar or non-similar to model features and to assign probabilities to those classes. Therefore, RCGA provides a quality match measure. Using these descriptors, a new parameter has been proposed, MAV, which has achieved 38.7% of total polygons with a good matching quality (more than 80% similarity).
With regard to the second task, the use of the metric defined by Arkin et al. [49] in a new way, that is for matching two set of vertexes, has provided us not only with the capability to obtain, in an unassisted way, a high quantity of well-matched vertexes for each polygon, but also a powerful edge-based shape descriptor. The proposed matching achieves more than 10% total homologous vertexes, with a high positional accuracy, which represents hundreds of matched vertexes for each GDB. This value is greater than the number of proposed points, near 20, in standard positional quality assessment based on points. In addition, a second advantage of the metrics proposed is the low computational time required compared to traditional methodologies (especially when applied to a large number of GDBs, and if we consider field work for GNSS data acquisition).
The process can however be further improved. For this reason, in future studies, we plan to explore several directions. Thus, a new set of GDBs with different density both in polygons and number of vertexes is being tested. Moreover, two improvements could be implemented: The first is to attain 1:n relationships in inter-element matching instead of 1:1. The second improvement, in intra-element matching, is planned in order to achieve vertex matching from polygons with great differences in AGA.
