ABSTRACT. Let A be a self-adjoint operator on a Hilbert space H. Assume that the spectrum of A consists of two disjoint components σ 0 and σ 1 . Let V be a bounded operator on H, off-diagonal and J-self-adjoint with respect to the orthogonal decomposition H = H 0 ⊕ H 1 where H 0 and H 1 are the spectral subspaces of A associated with the spectral sets σ 0 and σ 1 , respectively. We find (optimal) conditions on V guaranteeing that the perturbed operator L = A +V is similar to a selfadjoint operator. Moreover, we prove a number of (sharp) norm bounds on the variation of the spectral subspaces of A under the perturbation V . Some of the results obtained are reformulated in terms of the Krein space theory. As an example, the quantum harmonic oscillator under a PT -symmetric perturbation is discussed.
INTRODUCTION
Let A be a (possibly unbounded) self-adjoint operator on a Hilbert space H. Assume that V is a bounded operator on H. It is well known that in such a case the spectrum of the perturbed operator L = A +V lies in the closed V -neighborhood of the spectrum of A even if V is nonself-adjoint. Thus, if the spectrum of A consists of two disjoint components σ 0 and σ 1 , that is, if spec(A) = σ 0 ∪ σ 1 and dist(σ 0 , σ 1 ) = d > 0, (1.1) then the perturbation V with a sufficiently small norm does not close the gaps between σ 0 and σ 1 in C. This allows one to think of the corresponding disjoint spectral components σ ′ 0 and σ ′ 1 of the perturbed operator L = A +V as a result of the perturbation of the spectral sets σ 0 and σ 1 , respectively. Assuming (1.1), by E A (σ 0 ) and E A (σ 1 ) we denote the spectral projections of A associated with the disjoint Borel sets σ 0 and σ 1 , and by H 0 and H 1 the respective spectral subspaces, H 0 = Ran E A (σ 0 ) and H 1 = Ran E A (σ 1 ). If there is a possibility to associate with the disjoint spectral sets σ ′ 0 and σ ′ 1 the corresponding spectral subspaces of the perturbed (non-self-adjoint) operator L = A +V , we denote them by H ′ 0 and H ′ 1 . In particular, if one of the sets σ ′ 0 and σ ′ 1 is bounded, this can easily be done by using the Riesz projections (see, e.g. [24, Sec. III.4 
]).
In the present note we are mainly concerned with bounded perturbations V that possess the property V * = JV J, (1.2) where J is a self-adjoint involution on H given by J = E A (σ 0 ) − E A (σ 1 ).
(1.3)
Operators V with the property (1.2) are called J-self-adjoint. A bounded perturbation V is called diagonal with respect to the orthogonal decomposition H = H 0 ⊕ H 1 if it commutes with the involution J, VJ = JV . If V anticommutes with J, i.e. VJ = −JV , then V is said to be off-diagonal. Clearly, any bounded V can be represented as the sum V = V diag + V off of the diagonal, V diag , and off-diagonal, V off , terms. The spectral subspaces H 0 and H 1 remain invariant under A +V diag while adding a non-zero V off does break the invariance of H 0 and H 1 . Thus, the core of the perturbation theory for spectral subspaces is in the study of their variation under off-diagonal perturbations (cf. [25] ). This is the reason why we add to the hypothesis (1.2) another basic assumption, namely that all the perturbations V involved are off-diagonal with respect to the decomposition H = H 0 ⊕ H 1 .
We recall that if an off-diagonal perturbation V is self-adjoint in the usual sense, that is, V * = V , then the condition
ensuring the existence of gaps between the perturbed spectral sets σ ′ 0 and σ ′ 1 may be essentially relaxed. Generically, if no assumptions on the mutual position of the initial spectral sets σ 0 and σ 1 are made except (1.1), the sets σ ′ 0 and σ ′ 1 remain disjoint for any off-diagonal self-adjoint V satisfying the bound V < , it is known that one of the sets σ 0 and σ 1 lies in a finite gap of the other set then this bound may be relaxed further: for the perturbed sets σ ′ 0 and σ ′ 1 to be disjoint it only suffices to require that V < √ 2d (see [27, Theorem 2 (i) ]; cf. [26, Remark 3.3] ). Finally, if the sets σ 0 and σ 1 are subordinated, say sup σ 0 < inf σ 1 , then no requirements on V are needed at all: the interval (sup σ 0 , inf σ 1 ) belongs to the resolvent set of the perturbed operator L = A + V for any bounded off-diagonal self-adjoint V (see [2, 17, 33] ; cf. [28] ) and even for some off-diagonal unbounded symmetric V (see [41, Theorem 1] ). It is easily seen from Example 5.5 below that in the case of J-self-adjoint off-diagonal perturbations the condition (1.4) ensuring the disjointness of the perturbed spectral sets σ ′ 0 and σ ′ 1 can be relaxed for none of the above dispositions of the initial spectral sets σ 0 and σ 1 .
Assuming that V is a bounded J-self-adjoint off-diagonal perturbation of the (possibly unbounded) self-adjoint operator A we address the following questions:
(i) Does the spectrum of the perturbed operator L = A + V remain real under conditions (1.1) and (1.4)? (ii) If yes, is it then true that L is similar to a self-adjoint operator? (iii) What are the (sharp) bounds on variation of the spectral subspaces associated with the spectral sets σ 0 and σ 1 as well as on the variation of these sets themselves? In our answers to the above questions we distinguish two cases: (G) the generic case where no assumptions on the mutual positions of the spectral sets σ 0 and σ 1 are done except for the disjointness assumption (1.1); (S) the particular case where the sets σ 0 and σ 1 are either subordinated, e.g. sup σ 0 < inf σ 1 , or one of these sets lies in a finite gap of the other set, say σ 0 lies in a finite gap of σ 1 . We have to underline that this distinction is quite different from the one that arises when the perturbations V are self-adjoint in the usual sense: the case (S) now combines the two spectral dispositions that should be treated separately if V were self-adjoint (see [7, 17, 27, 41] ).
Our answers to the questions (i) and (ii) are complete and positive in the case (S). In this case the spectrum of the perturbed operator L = A +V does remain real for any off-diagonal J-selfadjoint V satisfying the bound V ≤ d/2. Moreover, the operator L turns out to be similar to a self-adjoint operator whenever the strict inequality (1.4) holds. These results combined in Theorem 5.8 (ii) below (see also Remark 5.13) represent an extension of similar results previously known due to [1] and [37] for the spectral dispositions with subordinated σ 0 and σ 1 .
By using the results of [32, 49] , we give a positive answer to the question (i) also in the generic case (G) provided that the unperturbed operator A is bounded (see Theorem 5.12). For A unbounded, we prove that in case (G) the spectrum of L = A + V for sure is purely real if V satisfies a stronger bound V ≤ d/π. The strict bound V < d/π guarantees, in addition, that L is similar to a self-adjoint operator see Theorem 5.8 (i) . The question whether this is true
We answer the question (iii) by using the concept of the operator angle between two subspaces (for discussion of this notion and references see, e.g., [25] ). Recall that if M and N are subspaces of a Hilbert space, the operator angle Θ(M, N) between M and N measured relative to the subspace M is introduced by the following formula [26] : 5) where I M denotes the identity operator on M and P M and P N stand for the orthogonal projections onto M and N, respectively. 6) and assume that V < δ /2. Since in both the cases (G) and (S) under this assumption we have got the positive answer to the question (ii), one can easily identify the spectral subspaces H ′ 0 and H ′ 1 of L associated with the corresponding perturbed spectral sets σ ′ 0 and σ ′ 1 (cf. Lemma 5.6). Let Θ j = Θ(H j , H ′ j ), j = 0, 1, be the operator angle between the unperturbed spectral subspace H j and the perturbed one, H ′ j . Our main result (presented in Theorem 5.8) regarding the operator angles Θ 0 and Θ 1 is that under condition V < δ /2 the following bound holds:
which means, in particular, that Θ j < π 4 , j = 0, 1. Theorem 5.8 also gives the bounds on location of the perturbed spectral sets σ ′ 0 and σ ′ 1 see formulas (5.19 ) . In the case (S) the bounds on σ ′ 0 and σ ′ 1 as well as the bounds (1.7) are optimal (see Remark 5.10). Inequalities (1.7) resemble the sharp norm estimate for the operator angle between perturbed and unperturbed spectral subspaces from the celebrated Davis-Kahan tan 2Θ Theorem (see [17] , p. 11; cf. [28, Theorem 2.4] and [41, Theorem 1] ). Recall that the latter theorem serves for the case where the unperturbed spectral subsets σ 0 and σ 1 are subordinated and the off-diagonal perturbation V is self-adjoint. The difference is that the usual tangent of the DavisKahan tan 2Θ Theorem is replaced on the right-hand side of (1.7) by the hyperbolic one. Another distinction is that the bound (1.7) holds not only for the subordinated spectral sets σ 0 and σ 1 but also for the disposition where one of these sets lies in a finite gap of the other set and thus σ 0 and σ 1 are not subordinated.
The results obtained are of particular interest for the theory of operators on Krein spaces [9] . The reason for this is that introducing an indefinite inner product [x, y] = (Jx, y), x, y ∈ H, instead of the initial inner product (·, ·), turns H into a Krein space. The operators V and L = A +V being J-self-adjoint on H appear to be self-adjoint operators on the newly introduced Krein space K. Under the condition V < δ /2 in both cases (G) and (S) we establish that the perturbed spectral subspaces H ′ 0 and H ′ 1 are mutually orthogonal with respect to the inner product [·, ·]. Moreover, these subspaces are maximal uniformly positive and maximal uniformly negative, respectively (see Remark 5.11) . The restrictions of L onto H ′ 0 and H ′ 1 are K-unitary equivalent to self-adjoint operators on H 0 and H 1 , respectively. This extends similar results previously known from [1] and [37] for the case where the spectral sets σ 0 and σ 1 are subordinated.
Another motivation for the present paper is in the spectral analysis of non-self-adjoint Schrö-dinger operators that involve the so-called PT -symmetric potentials. Starting from the pioneering works [11, 12] , these potentials attracted considerable attention because of their property to produce, in some cases, purely real spectra (see, e.g., [3, 4, 10, 29, 39, 50] ). The local PT -symmetric potentials appear to be J-self-adjoint with respect to the space parity operator P (see, e.g., [32, 39] ), allowing for an embedding the problem into the context of the spectral theory for J-self-adjoint perturbations (this also means that the PT -symmetric perturbations may be studied within the framework of the Krein space theory [4, 32, 48] ).
The main tool we use in our analysis is a reduction of the problems (i)-(iii) to the study of the operator Riccati equation
associated with the representation of the perturbed operator L = A +V in the 2 × 2 block matrix form
,
Assuming (1.6), we prove that the Riccati equation has a bounded solution K for any B such that B < δ /2. The key statement is that the perturbed spectral subspaces H ′ 0 and H ′ 1 are the graphs of the operators K and K * , respectively, which then allows us to derive the bounds (1.7).
The plan of the paper is as follows. In Section 2 we give necessary definitions and present some basic results on the operator Riccati equations associated with a class of unbounded nonself-adjoint 2×2 block operator matrices. Section 3 is devoted to the related Sylvester equations. In Section 4 we prove a number of existence and uniqueness results for the operator Riccati equations. In Section 5 we consider J-self-adjoint perturbations and find conditions on their norm guaranteeing the reality of the resulting spectrum. In this section we also prove the bound (1.7) on the variation of the spectral subspaces and discuss the embedding of the problem into the context of the Krein space theory. Finally, in Section 6 we apply some of the results obtained to a quantum-mechanical Hamiltonian describing the harmonic oscillator under a PT -symmetric perturbation.
We conclude the introduction with the description of some more notations that are used throughout the paper. By a subspace we always understand a closed linear subset of a Hilbert space. The identity operator on a subspace (or on the whole Hilbert space) M is denoted by I M . If no confusion arises, the index M may be omitted in this notation. The Banach space of bounded linear operators from a Hilbert space M to a Hilbert space N is denoted by B(M, N). For B(M, M) we use a shortened notation B(M). By M ⊕ N we will understand the orthogonal sum of two Hilbert spaces (or orthogonal subspaces) M and N. By O r (M, N), 0 ≤ r < ∞, we denote the closed ball in B(M, N), having radius r and being centered at zero, that is,
If it so happens that r = +∞, by O ∞ (M, N) we will understand the whole space B(M, N). The notation conv(σ ) is used for the convex hull of a Borel set σ ⊂ R. By O r (Ω), r ≥ 0, we denote the closed r-neighborhood of a Borel set Ω in the complex plane C, i.e. O r (Ω) = {z ∈ C dist(z, Ω) ≤ r}.
OPERATOR RICCATI EQUATION
We start by recalling the concepts of weak, strong, and operator solutions to the operator Riccati equation (see [5, 6] A bounded operator K ∈ B(H 0 , H 1 ) is said to be a weak solution of the Riccati equation
and
the operator KA 0 is bounded on Dom(KA 0 ) = Dom(A 0 ), and the equality
holds as an operator equality, where KA 0 denotes the closure of KA 0 .
Remark 2.2. We will call the equation 
is a weak solution of the Riccati equation (2.1) then K is also a strong solution of (2.1).
If the operators A 0 , A 1 , B, and C are as in Definition 2.1 then a 2 × 2 operator block matrix
is a densely defined and possibly unbounded closed operator on the Hilbert space
The operator L will often be viewed as the result of the perturbation of the block diagonal matrix
by the off-diagonal bounded perturbation
The operator Riccati equation (2.1) and the block operator matrix L are usually said to be associated to each other. Surely, one can also associate with the matrix L another operator Riccati equation, 11) assuming that a solution K ′ (if it exists) should be a bounded operator from H 1 to H 0 . It is well known that the solutions to the Riccati equations (2.1) and (2.11) determine invariant subspaces for the operator matrix L (see, e.g., [5] for the case where the matrix L is self-adjoint or [31] for the case of a non-self-adjoint L). These subspaces have the form of the graphs
of the corresponding (bounded) solutions K and K ′ . Notice that the subspaces of the form (2.12) and (2.13) are usually called the graph subspaces associated with the operators K and K ′ , respectively, while K and K ′ themselves are called the angular operators. Usage of the latter term is explained, in particular, by the fact that if a subspace G ⊂ H is a graph G = G (K) of a bounded linear operator K from a subspace M to its orthogonal complement M ⊥ , M ⊥ = H⊖M, then the following equality holds (see [25] ; cf. [17] and [21] ):
where |K| is the absolute value of K, |K| = √ K * K, and Θ(M, G) the operator angle (1.5) between the subspaces M and G.
The precise statement relating solutions of the Riccati equations (2.1) and (2.11) to invariant subspaces of the operator matrix (2.7) is as follows.
Lemma 2.4. Let the entries A 0 , A 1 , B, and C be as in Definition 2.1 and let a 2 × 2 block operator matrix L be given by (2.7). Then the graph G (K) of a bounded operator K from
H 0 to H 1 satisfying (2.
2) is an invariant subspace for the operator matrix L if and only if K is a strong solution to the operator Riccati equation (2.1). Similarly, the graph
G (K ′ ) of an operator K ′ ∈ B(H 1 , H 0 ) such that Ran K ′ | Dom(A 1 ) ⊂ Dom(A 0 ) is
an invariant subspace for L if and only if this operator is a strong solution to the Riccati equation (2.11).
The proof of this lemma is straightforward and follows the same line as the proof of the corresponding part in [5, Lemma 5.3] . Thus, we omit it.
The next assertion contains two useful identities involving the strong solutions to the Riccati equations (2.1) and (2.11).
Lemma 2.5. Let the entries A 0 , A 1 , B, and C be as in Definition 2.1. Assume that operators K ∈ B(H 0 , H 1 ) and K ′ ∈ B(H 1 , H 0 ) are strong solutions to equations (2.1) and (2.11), respectively. Then 15) and
Proof. The inclusions (2.15) follow immediately from the definition of a strong solution to the operator Riccati equation (see condition (2.2)). Let x ∈ Dom(A 0 ). Taking into account the first of the inclusions (2.15) as well as the inclu-
by making use of the Riccati equation (2.11) itself at the second step. Similarly, We will also need the following auxiliary lemma. 
Lemma 2.6. Suppose that the operators K
where the sign "∔" denotes the direct sum of two subspaces.
Proof. The existence and boundedness of W −1 imply that equation W x = y is uniquely solvable for any y ∈ H. This means that there are unique x 0 ∈ H 0 and unique 
The (oblique) projections Q G (K) and Q G (K ′ ) onto the graph subspaces G (K) and G (K ′ ) along the corresponding complementary graph subspaces G (K ′ ) and G (K) are given by 
where Z 0 and Z 1 are operators on H 0 and H 1 , respectively, given by
25) 
Proof. First, one verifies by inspection that LW = W Z taking to account that K and K ′ are the strong solutions to the Riccati equations (2.1) and (2.11), respectively. The remaining statements immediately follow from Lemma 2.4 combined with Lemma 2.6.
Remark 2.10. The similarity (2.24) of the operators L and Z implies that the spectrum of L coincides with the union of the spectra of Z 0 and Z 1 , that is, spec(L) = spec(Z 0 ) ∪ spec(Z 1 ).
OPERATOR SYLVESTER EQUATION
Along with the Riccati equation (2.1) we need to consider the operator Sylvester equation
assuming that the entries A 0 and A 1 are as in Because of its importance for various areas of mathematics there is an enormous literature on the Sylvester equation (for a review and many references see paper [14] ). With equation (3.1) one often associates the Sylvester operator S defined on the Banach space B(H 0 , H 1 ) by the left-hand side of (3.1):
Clearly, the Sylvester equation (3.1) has a unique solution X ∈ Dom(S) if and only if 0 ∈ spec(S). It is known that in general the spectrum of S is larger than the (numerical) difference between the spectra of A 0 and A 1 . More precisely, provided that spec(A 0 ) = C or spec(A 1 ) = C always the following inclusion holds [8] :
where we use the notation Σ − ∆ = {z − ζ | z ∈ Σ, ζ ∈ ∆} for the numerical difference between two Borel subsets Σ and ∆ of the complex plane C. 
holds if both A 0 and A 1 are bounded operators. This result is due to G. Lumer and M. Rosenblum [34] . Equality (3.5) also holds if only one of the entries A 0 and A 1 is a bounded operator [8] . In this case (3.5) implies that if the spectra A 0 and A 1 are disjoint then 0 ∈ spec(S) and hence the operator S is boundedly invertible. Moreover, a unique solution of the Sylvester equation (3.1) admits an "explicit" representation in the form a contour integral. 
where γ is a union of closed contours in C with total winding numbers 0 around spec(A 0 ) and 1 around spec(A 1 ) and the integral converges in the norm operator topology.
Corollary 3.2. Under the hypothesis of Lemma 3.1 the norm of the inverse of the Sylvester operator S may be estimated as
where |γ| denotes the length of the contour γ in (3.6).
The result of Lemma 3.1 may be attributed to M. G. Krein who lectured on the operator Sylvester equation in late 1940s (see [14] ). Later, it was independently obtained by M. Rosenblum [45] .
As for the Sylvester operator (3.2) with both unbounded entries A 0 and A 1 , we have an important result which is due to W. Arendt, F. Räbiger, and A. Sourour (see [8, Recall that an operator H on the Hilbert space M is said to be m-dissipative if it is closed and both the spectrum and numerical range of H are contained in the left half-plane {z ∈ C | Im z ≤ 0}. The Lumer-Phillips theorem asserts (see, e.g., [19 
where the integral is understood in the weak operator topology. Moreover, the norm of the solution (3.7) satisfies the estimate
Proof. Under the hypothesis the operators A 0 and (−A 1 ) are themselves m-dissipative. Let U 0 (t) and U 1 (t), t ≥ 0, be contraction C 0 -semigroups generated respectively by A 0 and (−A 1 ), that is, U 0 (t) = e A 0 t and U 1 (t) = e −A 1 t . Clearly,
The same bound also holds for the adjoint semigroup U 1 (t) * , t ≥ 0, whose generator is the m-dissipative operator (−A * 1 ). Pick up arbitrary x ∈ H 0 and y ∈ H 1 and introduce the orbit maps t → ξ x (t) = U 0 (t)x and ζ y : t → ζ y (t) = U 1 (t) * y. By the definition of a strongly continuous semigroup, these maps are continuous functions of t ∈ [0, ∞). Taking into account the bounds (3.9) one then concludes that the improper integral
converges and its absolute value is bounded by Y x y /δ . Thus, the weak integral on the right-hand side of (3.7) exists and the bound (3.8) holds. Now assume that x ∈ Dom(A 0 ) and y ∈ Dom(A * 1 ). In this case the orbit maps ξ x (t) and ζ y (t) are continuously differentiable in t and
For X given by (3.7), an elementary computation shows that
taking into account (3.9) in the last step. Since ξ x (0) = x and ζ y (0) = y, by Definition 2.1 this implies that the integral (3.7) is a weak (and hence strong) solution to the Sylvester equation (3.1).
To prove the uniqueness of the weak solution (3.7) it is sufficient to show that the homogeneous Sylvester equation X A 0 − A 1 X = 0 has the only weak solution X = 0. For a weak solution X to this equation we have
Take the vectors u and v of the form u = ξ x (t) = e A 0 t x, v = ζ y (t) = e −A * 1 t y, t ≥ 0, where the orbit maps ξ x (t) and ζ y (t) correspond to some x ∈ Dom(A 0 ) and y ∈ Dom(A * 1 ) and hence are both continuously differentiable in t ∈ [0, ∞). Notice that the assumption x ∈ Dom(A 0 ), y ∈ Dom(A *
With such a choice of u and v it follows from (3.11) that d dt (X ξ x (t), ζ y (t)) = 0 whenever x ∈ Dom(A 0 ) and y ∈ Dom(A * 1 ). Hence the function (X ξ x (t), ζ y (t)), t ≥ 0, is a constant. Moreover, it equals zero since it vanishes as t → ∞. This yields in particular that (X x, y) = (X ξ x (0), ζ y (0)) = 0 for all x ∈ Dom(A 0 ) and y ∈ Dom(A * 1 ). The latter implies X = 0, which completes the proof. 
EXISTENCE RESULTS FOR THE RICCATI EQUATION
In this section we return to the operator Riccati equation (2.1) to prove some sufficient conditions for its solvability. In their proof we will rely just on the assumption that an estimate like (3.8) holds for the solution of the corresponding Sylvester equation. 2) and (3.3) is boundedly invertible (that is, 0 ∈ spec(S)) and
for some δ > 0. Assume, in addition, the operators B ∈ B(H 1 , H 0 ) and C ∈ B(H 0 , H 1 ) are such that the following bound holds: 
Proof. If B = 0 then the assertion, including the estimate (4.3), follows immediately from the hypothesis on the invertibility of S on B(H 0 , H 1 ) taking into account the bound (4.1). Suppose that B = 0. In this case the proof is performed by applying Banach's Fixed Point Theorem. First, we notice that the bounded invertibility of S on B(H 0 , H 1 ) allows us to rewrite the Riccati equation (2.1) in the form K = F(K) where the mapping F : B(H 0 , H 1 ) → Dom(S) is given by
By (4.1) we have
The bound (4.4) implies that F maps the ball O r (H 0 , H 1 ) into itself whenever
At the same time, from (4.5) it follows that F is a strict contraction of the ball O r (H 1 , H 0 ) whenever 2 B r < δ . (4.7) Solving inequalities (4.6) and (4.7) one concludes that if the radius r of the ball O r (H 1 , H 0 ) is within the bounds C H 0 ) whenever the radius r satisfies (4.8). This means that the fixed point is the same for all the radii satisfying (4.8) and hence it belongs to the smallest of the balls. This conclusion proves the bound (4.3) and completes the whole proof. 
Remark 4.3.
By using the hyperbolic tangent function and its inverse the bound (4.3) (for B = 0) can be equivalently written in the hypertrigonometric form
Notice that under condition (4.2) we always have
Remark 4.4. Fixed-point based approaches to prove the solvability of the operator Riccati equation with bounded entries A 0 and A 1 have been used in many papers (see, e.g., [2] , [18] , [42] , [46] , [47] ). In the case where at least one of the entries A 0 and A 1 is an unbounded self-adjoint or normal operator, a fixed-point approach has been employed in [5] , [6] , [36] , and [40] . 
Theorem 4.5. Assume the hypothesis of Theorem 4.1. Then the block operator matrix L defined by (2.7) is block diagonalizable with respect to the direct sum decomposition
the spectrum of the block matrix L lies in the closed r-neighborhood of the spectrum of its main-
This immediately follows from the representation (2.24)-(2.26) and the bounds (4.3) and (4.10) (see also Remark 2.10). Notice that if B = 0 and C = 0 then r < B C and hence r < V taking into account that V = max( B , C ).
From now on we assume that the entries A 0 and A 1 are self-adjoint operators with disjoint spectra and thus adopt the following Hypothesis 4.7 imposes no restrictions on the mutual position of the spectral sets spec(A 0 ) and spec(A 1 ) except that they are disjoint and separated from each other by a distance d. Sometimes, however, we will consider particular spectral dispositions described in Under Hypotheses 4.7 or 4.8 the bound on the norm of the inverse of the Sylvester operator (3.2) may be given in terms of the distance d between spec(A 0 ) and spec(A 1 ). The following result is well known.
Theorem 4.9. Assume Hypothesis 4.7. Let the Sylvester operator S be defined by (3.2) and (3.3). (i) Then the inverse of S exists and is bounded. Moreover, the following estimate holds:
(ii) Assume Hypothesis 4.8. Then the following stronger inequality holds:
Remark 4.10. In the generic case (i), where no assumptions on the mutual position of the sets spec(A 0 ) and spec(A 1 ) are imposed, the existence of a universal constant c such that S −1 ≤ c d has been proven in [13] . The proof of the fact that c = π/2 is best possible is due to R. McEachin [35] . For more details see [5, Remark 2.8] . As for the particular spectral disposition (4.13), the bound (4.16) is an immediate corollary to Theorem 3.4. Since any self-adjoint operator is simultaneously a normal operator, in the case of the spectral disposition (4.14) the bound Under the assumption that both the entries A 0 and A 1 are self-adjoint operators, below we present an existence result for the operator Riccati equation (2.1), which is written directly in terms of the distance between the spectra of the entries A 0 and A 1 (and norms of the operators B and C). The result is an immediate corollary to Theorems 4.1 and 4.9. We only notice that the role of the quantity δ in the bounds like (4.1) (see inequalities (4.18) The solution K satisfies the estimate (1) and K (2) are given by
The right-hand sides of the equalities in (4.21) also represent the norms of the corresponding solutions K (1) and K (2) . Obviously, only the solution K (1) satisfies the bound K < 
.
J-SYMMETRIC PERTURBATIONS
In this section we deal with perturbations of spectral subspaces of a self-adjoint operator under off-diagonal J-self-adjoint perturbations.
For notational setup we adopt the following hypothesis. 
The subspace L is called maximal uniformly positive if it is not a subset of any other uniformly positive subspace of K. Uniformly negative and maximal uniformly negative subspaces of K are defined in a similar way. The only difference is in the replacement of (5.3) by the inequality [x, x] ≤ −γ x 2 that should also hold for all x ∈ K, x = 0. For more definitions related to the Krein spaces we refer to [9] , [30] . Clearly, under Hypothesis 5.1 both V and L are J-self-adjoint operators on H, that is, the products JV and JL are self-adjoint with respect to the initial inner product (·, ·). This means that V and L are self-adjoint on the Krein space K.
The statement below provides us with a sufficient condition for a self-adjoint block operator matrix L on H to have purely real spectrum and to be similar to a self-adjoint operator on H. (i) The operator matrix L has a purely real spectrum and it is similar to a self-adjoint operator on H. In particular, the following equality holds:
where T is a bounded and boundedly invertible operator on H given by
and Λ is a block diagonal self-adjoint operator on H,
whose entries
and Proof. In the case under consideration the second Riccati equation (2.11) associated with the operator matrix L reads
(5.10) Thus, it simply coincides with the corresponding adjoint (2.6) of the Riccati equation (5.4). By Remark 2.2 this means that the adjoint of K, K ′ = K * , is a weak (and hence strong) solution to (5.10). Since K * = K < 1, the operators I − K * K and I − KK * are strictly positive, 11) and, hence, boundedly invertible. This also means that the operator T in (5.6) is well defined and bounded. In addition, by Remark 2.7 this implies that the operator W in (2.20) is boundedly invertible and, consequently, the same holds for T . Now notice that by Lemma 2.5 we have
from which one easily infers that both Λ 0 and Λ 1 are self-adjoint operators. By using (5.8) and (5.9) one expresses the operators Z 0 = A 0 +BK, Dom(Z 0 ) = Dom(A 0 ), and
, in terms of Λ 0 and Λ 1 . Then combining the expressions obtained with equality (2.24) from Corollary 2.9 we obtain formula (5.5). The similarity (5.5) means, in particular, that spec(L) is a Borel subset of R. This completes the proof of part (i).
The J-orthogonality of the subspaces H ′ 0 and H ′ 1 is obvious since for any x, y ∈ H of the form
we have [x, y] = (Jx, y) = (x 0 , K * y 1 ) − (Kx 0 , y 1 ) = 0. Thus, the fist two assertions of part (ii) follow from Corollary 2.9 (ii). On the other hand, (5.14) yields x 2 ≤ (1 + K 2 ) x 0 2 and y 2 ≤ (1 + K 2 ) y 1 2 , and, hence, combined with (5.11), it implies [x, x] ≥ γ x 2 and [y, y] ≤ −γ y 2 where γ = (1 − K 2 )(1 + K 2 ) −1 > 0. This means that H ′ 0 and H ′ 1 are maximal uniformly positive and maximal uniformly negative subspaces, respectively. Now introduce the operators T 0 = W 0 (I − K * K) −1/2 and T 1 = W 1 (I − KK * ) −1/2 where W 0 and W 1 are given in (2.28) assuming that K ′ = K * . Taking into account (5.8) and (5.9), the identities (2.27) of Corollary 2.9 (ii) then imply y 1 ) for any x 1 , y 1 ∈ H 1 . This means that both T 0 : H 0 → H ′ 0 and T 1 : H 1 → H ′ 1 are K-unitary operators. Therefore, equalities (5.15) prove the remaining statement of part (ii).
The proof is complete. 
with T given by (5.6) represent the corresponding spectral projections of L.
are the (oblique) projections onto the graph subspaces G (K) and G (K * ), respectively, which completes the proof.
are orthogonal projections with respect to the Krein inner product (5.2).
From now on we will assume that the spectra of the entries A 0 and A 1 are disjoint and, thus, the sets σ 0 = spec(A 0 ) and σ 1 = spec(A 1 ) appear to be complementary disjoint spectral subsets of the total self-adjoint operator A. In such a case for any bounded perturbation V satisfying the bound where
Moreover, the operator L is similar to a self-adjoint operator and the same is true for the parts of L associated with the spectral subsets σ ′ 0 and σ ′ 1 . Furthermore, the following bound holds: 
Here we have taken into account that B = V . We refer to Remark 4.3 regarding the use of the hyperbolic tangent in (5.21). Clearly, the bound (5.21) yields that the solution K is a strict contraction, K < 1. Then by Theorem 5.2 the block operator matrix L is similar to the self-adjoint operator Λ given by (5. 
To prove the remaining statements of the theorem one only needs to apply Lemma 5.6 and then to notice that due to (2.14) we have tan Θ 0 = K and hence tan
The proof is complete. Theorem 5.8 claims that the spectrum of the block operator matrix L is purely real whenever the off-diagonal J-self-adjoint perturbation V satisfies the bounds V < d/2 in case (i) or V < d/π in case (ii). Recall that case (ii) corresponds to the general spectral situation where no constraints are imposed on the mutual positions of the spectra spec(A 0 ) and spec(A 1 ) except for the condition (4.12). Now we want to prove that, in fact, under the only condition (4.12) the spectrum of the operator L remains purely real even if d/π ≤ V < d/2, at least in the case where the entries A 0 and A 1 are bounded. Our proof will be based on results from [32] and [49] . 
, and 
and construct numerical matrices A 0 , A 1 , and B with the entries
l , e . Both matrices A and V have dimension n × n where n = n 0 + n 1 , and we consider them as operators on the n-dimensional space H = H 0 ⊕ H 1 . Our nearest goal is to prove that the spectrum of the operator L = A + V is real. To this end, first, introduce the indefinite inner product 
QUANTUM HARMONIC OSCILLATOR UNDER A PT -SYMMETRIC PERTURBATION
Let A be the Schrödinger operator for a one-dimensional quantum harmonic oscillator (see, e.g., [38, Chapter 12] ). The corresponding Hilbert space is H = L 2 (R). Assuming that the units are chosen in such a way thath = m = ω = 1, the operator A reads Let P be the parity operator on L 2 (R), (P f )(−x) = f (−x), and T the (antilinear) operator of complex conjugation, (T f )(x) = f (x), f ∈ L 2 (R). An operator V on L 2 (R) is called PTsymmetric if it commutes with the product PT , that is, PT V = V PT (see, e.g. [15, 16] and references therein).
In a particular case where the PT -symmetric potential V is an operator of multiplication by a function V (·) of L ∞ (R), the following equality holds (see, e.g., [3] ; cf. [32] ):
V (x) = V (−x) for a.e. x ∈ R (6.4) and hence V * = PV P. (6.5) Observe that the parity operator P represents nothing but the involution (1.3) associated with the complementary spectral subspaces (6.2) of the oscillator Hamiltonian (6.1). Therefore, the equality (6.5) implies that the PT -symmetric multiplication operator V is J-self-adjoint with respect the involution J = P. The terms V diag (x) = a(x) and V off (x) = ib(x) represent the corresponding parts of the multiplication operator V that are diagonal and off-diagonal with respect to the orthogonal decomposition H = H 0 ⊕ H 1 , that is, with respect to the decomposition L 2 (R) = L 2,even (R) ⊕ L 2,odd (R). Now assume that V is an arbitrary bounded off-diagonal operator on H = L 2 (R) being J-selfadjoint with respect to the involution J = P. One can choose in particular a PT -symmetric potential (6.6) with a = 0. By taking into account (6.3), from [15, Theorem 1.2] it follows that the spectrum of the perturbed oscillator Hamiltonian L = A + V , Dom(L) = Dom(A), remains real (and discrete) whenever V ≤ 1/2. If, in addition, the bound V < 1/π is satisfied then one can tell much more: Under such a bound Theorem 5.8 (i) implies that L is similar to a self-adjoint operator. This theorem also gives bounds on the variation of the spectral subspaces (6. 
