To attain the best learning accuracy, people move on with difficulties and frustrations. Though one can optimize the empirical objective using a given set of samples, its generalization ability to the entire sample distribution remains questionable. Even if a fair generalization guarantee is offered, one still wants to know what is to happen if the regularizer is removed, and/or how well the artificial loss (like the hinge loss) relates to the accuracy. For such reason, this report surveys four different trials towards the learning accuracy, embracing the major advances in supervised learning theory in the past four years. Starting from the generic setting of learning, the first two trials introduce the best optimization and generalization bounds for convex learning, and the third trial gets rid of the regularizer. As an innovative attempt, the fourth trial studies the optimization when the objective is exactly the accuracy, in the special case of binary classification. This report also analyzes the last trial through experiments.
Introduction
A generic learning problem can be regarded as an optimization over parameter w ∈ W, and the objective function is given by f (w; θ) where θ is a given sample. An empirical objectiveF (w) can be written aŝ
here θ 1 , θ 2 , . . . , θ m are a sequence of observed samples. It is normally assumed that these samples are i.i.d. drawn from some unknown distribution D, and therefore the stochastic objective F (w) is often more desirable:
For example, if we take f (w; θ = (x, y)) = max{0, 1 − y w, x } + λ 2 w 2 2 we will arrive at the famous SVM, with a weighted L 2 norm regularizer. The kernel trick can also be adopted which allows a non-linear prediction: f (w; θ) = max{0, 1 − y w, φ(x) } + Trial 1.To obtain a good learning accuracy, the first trial is to optimize over the empirical objectiveF (w). We normally assume that f (·; θ) is a convex function because we can then utilize optimization techniques like interior point method or gradient descent to conquer the minimization. Recent results in for example [DSSST10, SSSS07] have shown that in many cases, using the stochastic gradient descent experiences the fastest runtime in minimizing the empirical objective, and [ZCW + 09] has generalized this in the extent of using kernels and (batched) parallel computation. In Section 2, we will briefly describe the main framework of [DSSST10] , because it embraces all previously known first-order algorithms as special cases.
Trial 2. To better understand the learning accuracy to future samples, we need to establish the connection between the stochastic objective F (w) and empirical objectiveF (w). This is called the generalization. A recent paper [SSSSS09] completed a thorough classification over the types of learning problems, and tells us how well each of them guarantees a good generalization error bound. The main results of this paper is provided in Section 3 as a good reference, but this is only the second trial.
As a partial summary, in the above two trials, when f is convex both results have an error bound proportional to
Step 1, this T is the number of iterations (which is also proportional to the runtime) and the error bound is the difference between the optimal solution and the one generated by the SGD. In Step 2, this T is the number of samples and the error bound is (imprecisely) the difference over the stochastic and empirical objective. However, if we further require f to be strongly-convex, by for instance adding a regularizer, both bounds immediately decrease to
, and this partially explains why we add a regularizer from a theoretical point of view.
Trial 3. Now comes to the third trial, an attempt to bound the stochastic loss instead of the stochastic objective. As explained above, we often add a regularizer (e.g. r(w) = λ 2 w 2 ) to the objective function f (w; θ) = l(w; θ)+r(w). Therefore, even if we achieve a close-to-optimal solution for the stochastic objective F (w), it is still far away from the stochastic loss
To further build a connection between these two quantities, [SSS08, ZCZ
+ 09] used a so-called oracle inequality and deduced a final bound for this stochastic loss, with respect to the running time of a program, and the number of training samples m. This work was recognized by the best paper awards of ICML 2008 and ICDM 2009, and briefly described in Section 4. Trial 4. However, how well such loss function characterizes the word "accuracy" remains a problem. One can feel free to use any convex loss functions (like hinge loss or logistic loss), but they do not reflect the accuracy at all. In the paper of [SSSS10] , they consider the following non-convex objective:
which is exactly the definition of accuracy (for binary classification) if y ∈ {0, 1}. Though incorporating the traditional Rademacher generalization bound [BM03] one can still obtain good generalization guarantee, the empirical optimization becomes hard (Appendix A of [SSSS10] ). Realizing such difficulty, [SSSS10] studied improper learning and constructed a larger class of classifier. Not only the empirical optimization in the new concept class is convex, the minimizer is also good enough so that original zero-one objective problem is learnable using such minimizer. This paper was recognized by the best paper award of COLT 2010, and this report is also going to analyze its practical value against public data sets in Section 5.
Preliminary
For the lack of space, the definitions of strongly-convex, Lipschitz continuity, dual norm and Bregman divergence are ignored in this report. The readers who are interested in the technical details may refer to (nearly) any of the references attached to this report and look into its preliminary section.
Trial 1: Empirical Optimization
We denote the empirical objective for the t-th sample as
in which r is a convex regularization function, and f t is a convex loss function associated with example t.
In the online and batch learning setting, we have a sequence of T samples. At the beginning the the t-th round, the algorithm must make a prediction w t and then receive a function f t . The ultimate goal is to minimize the following regularized regret:
in which w * is the optimal empirical minimizer for this sequence of samples.
The paper [DSSST10] defined the following update sequence
(1)
Here η is a parameter that is to be tuned later, ∂ is the subgradient, and w 1 can be set to zero vector. The Bregman divergence associated with ψ is defined as
and we require ψ to be α-strongly convex w.r.t. a norm · , and then
simple choice is to let ψ(w) = 1 2 w 2 and then B ψ (w, v) = 1 2 w − v 2 . One of the main theorems in [DSSST10] proves that:
Notice that this result does not use any property of the regularized term r(w), and it holds even if r(w) = 0. This square root (w.r.t. T ) regret allows one to design a stochastic gradient descent algorithm with random sampling over the training data set. However, to obtain an optimization error of ǫ, one usually needs to run T = Ω(1/ǫ 2 ) number of iterations. This is not good enough.
When the objective function f t (w) + r(w) is stronglyconvex over w, w.l.o.g. we can let r be λ strongly-convex and f be only of the classical convexity. In this case if we replace the update sequence of Eq. 1 and let η vary for different t. Specifically, we let η t = 1 λt . With only little extra effort, one can prove the following logarithmic regret bound:
Theorem 2 Let r be λ-strongly convex w.r.t. ψ, and ψ be α-strongly convex w.r.t. norm · . If function f t is G-Lipschitz ∂f t * ≤ G. Then:
Notice that if we set ψ(w) = 1 2 w 2 2 and we immediately arrive at the online counterpart of the famous PEGASOS algorithm, which is the currently best-known linear SVM classifier [SSSS07] , and arguably the best known kernel SVM classifier at least under the parallel setting [ZCW + 09]. In sum, depending on the convexity of the objective function, one may adopt either the convex or the strongly-convex version of the mirror descent algorithm summarized in [DSSST10] , with a satisfiable theoretical bound on the regret. Regarding the off-line problem given a fixed set of training samples, as long as in each iteration a sample is uniformly chosen at random from this training set, a similar bound can be deduced just like [SSSS07, SSS08, ZCZ
+ 09], using Markov inequality.
Trial 2: Stochastic Optimization
As advertised in the introduction, although a sub-optimal w is deduced from minimizing the empirical objectiveF (w), we are more interested in its generalization ability to F (w). In this section we follow the convention: useŵ to denote the empirical minimizer, and w * the stochastic minimizer. The paper [SSSSS09] analyzed three classes of problems (see Figure 1) . The first and the smallest class is the one that guarantees uniform convergence:
which says that the difference between two kinds of objectives tends to zero as m → ∞. A relatively larger class is the one that is learnable by empirical minimizer:
which guarantees point-wise convergence at the empirical minimizer. At last, the largest class of learnable functions is defined as "there exists a rule for choosingw based on samples, such that F (w) − F (w * ) → 0".
All of the generalized linear problems 2 are included in the set of uniform convergence. These are the stared rectangle in Figure 1 .
At the same time, most of the problems (satisfying convexity, Lipschitz, boundedness, etc) are learnable (the triangle in Figure 1 ), but not necessarily using empirical minimization, and not necessarily guaranteeing uniform convergence. A generic way to learn such function is via online convex optimization. One may refer to Section 2 for the algorithm, and its generalization guarantee is summarized in Eq.(7) and Eq.(8) of [SSSSS09] .
Remark: All of the generalization error guarantees mentioned above are either in a factor of 1 √ m or in a factor of 1 m , depending on whether the objective function is convex of strongly-convex.
The main contribution of [SSSSS09] is that they showed all Lipschitz-continuous strongly convex problems (dotted rectangle in Figure 1 ) are learnable with empirical minimization. This means that if one finds the empirical minimizer w, F (ŵ) and F (w * ) are guaranteed to be close enough. Of course, there is also a good guarantee for any sub-optimal empirical minimizer w:
here L is the Lipschitz continuity constant for f , λ is the strong-convexity constant for f , and δ is the confidence level.
Trial 3: Stochastic Loss Optimization
Because the generalization bound differs between convex and strongly-convex objectives, we usually have to add a (stronglyconvex) regularizer to ensure a better error bound between the empirical and stochastic objective. For instance, we can add a L 2 -norm regularizer to the hinge loss, resulting in the famous SVM problem. If we have f (w; θ) = l(w; θ) + r(w), we can define F (w) = L(w)+r(w) where L(w) = E θ∼D [l(w; θ)]. Then the mathematical term we are more interested is actually: 
one may deduce a bound of the generalized loss error given a generalized error F (w) − F (w * ), while the latter is already obtained in Section 3. Though this bound looks loose (neglecting two negative terms), through a careful selection of the weight hidden in the regularizer r(w), one may find that the practical behavior matches this theoretical bound, in [SSS08, ZCZ
+ 09].
Trial 4: Zero-One Loss
Not satisfied by the result in the previous section, [SSSS10] made an interesting attempt towards learning 0-1 objective functions. In classification problems with a half-plane classifier, the following objective function is more desirable than any other (regularized or not) convex objective (e.g. hinge loss, logistic loss):
Notice that the label y ∈ {0, 1}.
The theory
If we define ϕ 0−1 (a) = 1 2 (sgn(a) + 1), the above objective function is characterized by the following concept class
and we are interested in optimizing the following stochastic objective:
The first step of this attempt requires the approximation to H ϕ0−1 using Lipschitz continuous functions. Define
, which is L-Lipschitz continuous and approximates ϕ 0−1 well.
3
Now consider the following concept class for the stochastic objective (Eq. 2)
One advantage of such approximation is to allow theorems like Rademacher generalization bound [BM03] to hold. Indeed, the empirical minimizer,
However, it has been pointed out that the empirical minimization is "hard" since the objective is not convex. [SSSS10] To conquer such difficulty, a new concept class is introduced:
and its difference from H ϕ0−1 or H ϕsig is twofold. First, it no longer uses a 0-1 function in the prediction; the traditional half-plane classification using inner-product is adopted. Second, it enables a new kernel ψ, which is defined as 4 :
. [SSSS10] proved that H B approximately includes H ϕsig , and therefore 3 In [SSSS10] they also analyzed other two approximated functions, but for the lack of space they are ignored here.
4 ν can be chosen to be 1/2 for the ease of presentation.
we can directly study the learning problem in H B . This only requires the Lipschitz continuity of ϕ sig and Chebyshev approximation technique, and is a very general proof. One big benefit of such conversion is that the new problem is convex and can be empirically optimized via for instance stochastic gradient descent mentioned in Section 2. Pay attention that due to the boundedness of H B , using Rademacher complexity bound again [BM03, KST08] , a sample complexity ofΩ(B/ǫ 2 ) can be deduced. The procedure above is improper learning: to learn H ϕ0−1 we actually incorporate a larger concept class H B , and a classifier h ∈ H B will be returned which is close to the optimal classifier in H ϕ0−1 . Furthermore, the overall time and sample complexity is poly(exp(L log( L ǫ ))). This bound is exponential w.r.t. L, but [SSSS10] also showed that a polynomial dependency on L is impossible, unless some NP-hard problem is in P .
The experiment
Though the complexity depends crucially on L, however, when L is a constant (e.g. 1) there is still reason to believe that the approximated 0-1 loss function using ϕ sig is more accurate than the hinge loss. However, even if L is constant, the sample complexity m = Ω(B/ǫ 2 ) = Ω(1/ǫ 3 ) has cubic dependency on ǫ. At the same time, the kernel stochastic gradient descent algorithm (in the distribution manner) requires a time complexity of O(m 2 ). So there comes a dilemma: neither can we set m to be too large since otherwise the empirical optimization cannot finish in endurable time, nor can we set m to be too small since otherwise the generalization guarantee is not good enough.
Consider some m of medium size, just enough to be trained in several minutes for example. Though zero-one loss does not have a good generalization guarantee, however, it is a more desirable function than the hinge loss. So given training set of medium size, and we run SVM against a zero-one loss minimizer, who is to win this tug-of-war?
Configuration
In the interest of fairness, the same stochastic gradient descent routine called P-packSVM [ZCW + 09] has been adopted for the experiment, on an Intel Quad CPU machine with four cores (4 times speed-up). Regarding the empirical optimization for the zero-one loss, two different approaches are implemented: ZeroOne refers to the classical mirror descent in Thm. 1, and ZeroOne-reg refers to the regularized zero one loss objective with strongly-convex mirror descent in Thm. 2. At last, PEGASOS refers to the empirical optimizer for regularized SVM algorithm.
The three datasets Splice, Web and Adult presented by the libSVM project team [Fan] PEGASOS significantly beats the zero one loss optimizers; while back to Splice and Web, zero-one loss does slightly better.
Another experiment worth conducting is the convergence rate of the three methods. From Figure 2 one can see that because ZeroOne uses a learning rate of 1/ √ T where T is the total number of iterations, the accuracy curve is smoother than that of PEGASOS and ZeroOne-reg, who uses learning rate 1/T for strongly-convexity. However, because the generalization guarantee for 0-1 loss is weaker than SVM, ZeroOne-reg converges much slower than PEGASOS.
Notice that Web is a highly-biased dataset and 97 percent of the samples are negative. This explains that why all methods seem to perform with great turbulence on this dataset. 
