Abstract. The performance of artificial neural network (ANN) to predict spark ignition (S.I) engine performance such as torque, BSFC, exhaust temperature and emissions (CO and HC) for various compression ratios was investigated.For training and testing the ANN, experimental data from a single cylinder Hydra spark ignition engine powered by various bioethanol and gasoline blends (E0, E10, E20, E40 and E60) were used. ANN performance was measured by mean squared errors and correlation coefficient. The training function used was trainbr and the training algorithm used was feed-forward back propagation. The overall correlation coefficient obtained from the prediction was 0.98526 and the mean squared error obtained was very low (9.26E-06).
Introduction
Artificial neural networks (ANN) are used to solve awide variety of problems in science and engineering, particularly for some areas where the conventional modeling methods fail. A well-trained ANN can be used as a predictive model for a specific application, which is a data-processing system inspired by biological neural system. The predictive ability of an ANN results from the training on experimental data and then validation by independent data. An ANN has the ability to re-learn to improve its performance if new data are available [1] . Many researchers used ANN to predict internal combustion engine performance and emission characteristics. Most of studies were done in diesel engine using biodiesel and petro-diesel blends [2, 5] . Very few studies were performed in gasoline engine using bioethanol and gasoline blends in spark ignition (S.I) engines. Kianiet al. [3] studied the neural network model for predicting the brake power, torque and the emissions of carbon monoxide (CO), carbon dioxide (CO 2 ), unburned hydrocarbon (HC) and nitrogen oxides (NOx) of the engine in relation to input variables including engine speed, engine load and fuel blends. Najafiet al. [4] used the ANN to determine the engine power, torque, brake specific fuel consumption, brake thermal efficiency, volumetric efficiency and emission components based on different gasoline-ethanol blends and speeds using results of experimental analysis. In this work, an ANN model was developed for single cylinder Hydra spark ignition (S.I) engines, powered using various blends of bioethanol-unleaded petrol to predict engine performance and engine emissions using various compression ratio, engine speed and various blends of bioethanol-unleaded gasoline blends. The proximity of ANN's prediction with the experimental results was also compared.
Experimental Work and Data Collection Experiment Setup and Procedure
In this study, a single cylinder Hydra spark ignition engine was used. The experimental data were collected from the work done by Yücesuet al. [6] .The experiments were carried out with three constant engine speed of 2000, 3500 and 5000 rpm with six compression ratio varied from 8:1 to 13:1 for each case. The fuel blends tested were E0, E10, E20,E40 and E60 which indicated the percentage of volumetric amount of ethanol. The effect of engine performances and exhaust emissions were investigated with different ratio of ethanol gasoline blends.
Artificial Neural Networks
ANN models resemble the human brain in their learning process. No detailed information is required by the system to learn the relationship between the input parameters and the controlled and uncontrolled variables. ANN studies the previous data, concentrates on important inputs and ignores the data with minimal significance [1, 5] . The input, hidden and output layers forms the fundamental layers for ANN system. All input factors will be included in the input layer. After that, the information will be transferred to the hidden-layer section to be processed and compute output vector in the output layer. In all models, database is collected, analyzed and pre-processed. Then, the neural network is trained and tested to simulate and predict the results [5] . The network was trained by using feed-forward backpropagation training algorithm by which it would update the weights or biases in accordance with the difference between available data and network output. The sum of weighted inputs was calculated through the formula,
Where and were the number of the elements and was the interconnection weight of the input vector. The was bias for the neuron. This information would be stored in the network as a set of connection weights and biases. The sum of the output was computed as:
The input and output data were being normalized to the range of (-1, 1) through the function (Eq.3) in order to prevent premature saturation of hidden nodes and avoid the smaller values being dominated by larger values. Besides that, this also used to compress the input and output data in order to suit to the range specified by the transfer function, purelin and tansig.
ANN Modeling
The ANN developed consisted of three main layers which were input, hidden and outputs layers. The input layer consisted of 3 neurons which were the compression ratio, blends and engine speeds. As for the output, there would be 5 neurons which indicated 5 outputs which were torque, brake specific fuel consumption (BSFC), exhaust temperature, carbon monoxide (CO) and hydrocarbon (HC). There were two hidden layers with 20 and 15 neurons each which areshown in Fig. 1 . In this model, there were 70% of the data selected randomly as training set and 30% were used as testing set. The training function used was Bayesian regulation as it was able to update weight and bias according to Levenberg-Marquardt optimization. It was able to produce a network that generalized correctly by minimizing the combination of mean squared errors and weights which then chose a better combination. In this study, the transfer functions used were tansig and purelin as shown in Eq. 4 and Eq. 5. The transfer function for hidden layers was tansig while output layer was purelin by default in Matlab command of feed-forward back propagation.
The performance of the network was being evaluated by using correlation coefficient, R and mean square error (MSE). Correlation coefficient indicated the strength of the relationship between predicted results and experimental results. The value range for the R was between -1 and 1. If R value was nearer to 1, this represented a strong positive linear relationship and vice versa. The function of R is shown in equation (Eq. 6).
Where was the target value and was the output. As for the MSE, the smaller value indicated the least error that occurred in the network and thus the accuracy was improved. The function of MSE is shown in equation (Eq. 7).
Where represented the actual output, was the predicted output and was the number of the points in data set. 
Results and discussion
With the additionof ethanol into gasoline, the engine torque increased due to lean mixture that wasproduced and also increased the relative air-fuel ratio to higher value which made the burning more efficient while BSFC and exhaust temperature decreased. E60 showed the greatest engine torque among the other blends that weretested. CO and HC decreased due to the leaning effect and oxygen enrichment caused by adding of ethanol into gasoline.An artificial neural network was developed based on the experimental work and the result showed that the training algorithm was able to predict the engine performances and exhaust emissions with high accuracy and consistency. The Fig. 2 and Fig. 3showed the network performance with mean square error of 9.26E-06 and the correlation coefficient of 0.98526. The correlation coefficient for the output parameters of engine torque, BSFC, exhaust temperature, CO and HC were 0.99687, 0.99117, 0.99834, 0.90547 and 0.9916, respectively as shown in Fig. 4 . The correlation coefficient of CO was slightly lower as there were outliers presented in the data. Fig. 5 showed the comparison of the experimental result and predicted result for output parameters at engine speed of 3500 rpm and bioethanol gasoline blend of E60. From Fig. 5 , it is clearly seen that the predicted data correlates with the experimental data which indicatesthat the ANN network created had high accuracy in predicting. 
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Conclusion
ANN was proved to be an effective predicting tool that could be used to predict engine performance regardless of engine types when provided with input parameters and desired output parameters. ANN was able to perform prediction well with sufficient information that was provided for ANN to learn the relationship between given information. However, the chosen training algorithm and training function for the prediction will affect the correlation coefficient and the mean squared error of the predicted results and the experimental results. The overall correlation coefficient produced by trainbr were approximately 0.98526 and very low mean squared error of9.26E-06 were obtained for all engine speeds, compression ratio and various ethanol-gasoline blends. Thus, ANN is able to generate predicted results with close proximity to the experimental results. This study showed that ANN could be used as an alternative to classical modeling techniques as ANN wasable to predict the performance and emissions of S.I engines accurately.
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Fig. 5Engine output parameters for E60,at 3500 rpm
