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1. Introduction
Let A be an arrangement of aﬃne lines deﬁned over R and let
M(A) = C2 −
⋃
l∈A
lC
be the complement of the complexiﬁed arrangement. In this paper we produce an explicit mini-
mal algebraic complex which computes local system homology of the space M(A). Of course, the
transposed complex, which we do not write explicitly for brevity, computes local system cohomol-
ogy of M(A). The boundary formulas are related in a simple way to the combinatorics of the
arrangement. Minimality is in the sense that the complex is the Morse complex associated to the
CW-decomposition obtained in [SS07] from a (discrete) Morse function, and such a decomposition
is minimal, having as many i-cells as the ith Betti number of M(A) (see also [DP03,Ra02,Yo05]).
In [SS07] an algebraic complex is also described, with boundary formulas given in terms of (com-
binatorial) path-integration, as we will describe below in some detail. Even if such formulas can be
computed explicitly in a ﬁnite number of steps, our present boundary operators are much simpler;
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characteristic varieties of the arrangement (see for example [Su02,D07] for several references about
characteristic varieties and [D08,DS07] for related constructions).
More precisely, we consider abelian local systems over M(A), or equivalently abelian repre-
sentations of the fundamental group of M(A). Such representations factor through representations
of H1(M(A);Z) ∼= Zn , n = |A|, the latter being generated by elementary positively-oriented loops
around the complexiﬁed hyperplanes. So, an abelian local system is determined by the data of a
Z[t±11 , . . . , t±1n ]-module L, where ti ∈ Aut(L) is the automorphism associated to an elementary loop
around the ith hyperplane (see also [CO00,ESV92,Ko86,LY00,Sal94,STV95]). The above Morse complex
vanishes in dimension larger than two, since in our case we have only 0-, 1- and 2-dimensional crit-
ical cells. The 1-boundary has an easy description (see Section 4), so the interesting nontrivial part is
given by the 2-boundary, which is the main theorem here (see Theorem 2).
Recall that any aﬃne 2-arrangement A can be seen as the “deconiﬁcation” of a central 3-
arrangement A′ with respect to one of the hyperplanes of A′, which becomes the “inﬁnite” hyper-
plane in A [OT92]. There is a standard way to pass from the (co)homology of a local system over A
to that of the induced local system over A′. Therefore, our formulas lead also to an algebraic complex
computing local system (co)homology for every 3-dimensional central arrangement.
A particularly interesting local system is provided by the univariate Laurent polynomials ring
A[t±1], where A is any ring and the action of an elementary loop is t-multiplication. The
(co)homology of this local system over A′ is isomorphic to the trivial one (with A-coeﬃcients) of
the associated Milnor ﬁber. The t-action corresponds to the classical monodromy action on the ﬁber
(see also [DCS96,DCPS01,DCPSS99] for the analog case for Coxeter arrangements and Artin groups).
Our complex eﬃciently computes the (co)homology of such a local system (and therefore the
trivial (co)homology of the Milnor ﬁber): one has just to set all the ti ’s equal to t in the boundary
operators.
In the last sections of this paper we illustrate some applications of our method: we compute
different local system (co)homologies for some classical examples (for some of them we use self-
made computer programs based on the Axiom computer algebra system).
We ﬁnally notice that the presentation of our formulas is suitable to be generalized to higher-
dimensional arrangements.
Coming to a more detailed description of the contents of the present paper, in Section 2 we re-
call the basic constructions from [SS07]. The specialization to the two-dimensional case allows us to
rewrite some of them in a simpler form.
Section 3 is devoted to the proof of our main formula (Theorem 2) which expresses the boundary
operator ∂2. The central case, which turns out to be the ﬁrst step of a proof by induction, is stated
separately (Lemma 3.2).
In Section 4 we write the formula for ∂1 and in the next sections we consider some examples:
the case of a central arrangement (Section 5), and the simplest arrangements containing a line with
two triple points (Section 6 and Section 7). In these cases we compute the homology of the complex
with coeﬃcients in the Laurent polynomials over the integers Z[t, t−1]; furthermore, when L = Ct is
a complex rank 1 local system, we compute, in accordance with the results in the literature (see for
instance [CS99,Fa97,Li01,Su02]), the characteristic variety V 11 (A):
V 11 (A) =
{
t= (t1, t2, . . . , tn) ∈ C∗
∣∣ dimC H1(M(A),Ct)> 1}.
In general one knows [Ar] that all the components of the characteristic variety are (possibly trans-
lated) tori in the parameter space Cn∗ .
Section 8 is devoted to the “deleted B3” arrangement: its characteristic variety, in accordance with
[Su02], has a component which is a 1-dimensional translated torus. For this arrangement we also
compute the rational homology of the associated Milnor ﬁber.
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In this section we will recall and specialize to our two-dimensional settings the basic constructions
from [SS07]. Let us denote by L(A) the lattice of intersection of A and by S(A) the stratiﬁcation
of R2 into facets induced by the arrangement.
2.1. Generic polar system of coordinates
A system of polar coordinates in R2 is deﬁned by an origin O and a line V1 containing O ; we call
by V1(θ1) the line which is obtained by a rotation (say counterclockwise) of V1 with rotation angle
θ1 (therefore V1(0) = V1). Then a point P in R2 has polar coordinates (θ0, θ1) (0 θ0, 0 θ1 < 2π )
if it lies on V1(θ1) and its distance from O is θ0.
Deﬁnition 2.1. We say that a system of polar coordinates in R2, deﬁned by an origin O and a line V1
containing O , is generic with respect to the arrangement A if:
(i) the origin O is contained in a chamber C0 of A;
(ii) there exists δ ∈ (0,π/2) such that the union of the bounded facets of S(A) lies in the open
positive cone C(0, δ) delimited by the lines V1(0) and V1(δ);
(iii) the lines V1(θ) with θ ∈ [0, δ] are generic with respect to A; this means that, for each line l ∈ A,
V1(θ) ∩ l is a point which belongs to C(0, δ);
(iv) the line V1(θ) (with θ ∈ [0, δ]) contains at most one 0-dimensional facet of S(A).
This deﬁnition is adapted from [SS07] (the fourth condition, which has been added to simplify the
notation in the proof of Theorem 2 of Section 3, does not constitute an essential change).
We notice that the origin O of coordinates must belong to an unbounded chamber.
2.2. Polar ordering
Let us consider a generic polar system given by an origin O and a line V1. We associate to it a
total ordering of the facets in S(A) by the following deﬁnitions.
Deﬁnition 2.2. Given a facet T ∈ S(A), let θ1(T ) ∈ [0,2π) be deﬁned by
θ1(T ) = inf
{
θ1
∣∣ V (θ1) ∩ T = ∅}.
Deﬁnition 2.3 (Polar ordering). Given two facets F ,G ∈ S(A), we say that F G if one of the following
conditions holds:
(i) θ1(F ) < θ1(G);
(ii) θ1(F ) = θ1(G) and F is a point while G is not a point;
(iii) θ1(F ) = θ1(G) and for all suﬃciently small  > 0 one has that V (θ1(F )+ )∩ F , V (θ1(G)+ )∩ G
are not empty and the ﬁrst set contains a point which is closer to the origin O than any one of
the points of the latter set.
2.3. The minimal complex for M(A)
A generic polar system (given by the origin O and a line V1) and its induced polar ordering on
S(A) are the main ingredients for the construction in [SS07] of a minimal CW-complex for M(A).
It is obtained starting from the complex S, deﬁned in [Sal87], which determines the homotopy type
of M(A), and “reducing” it using combinatorial Morse theory (see [Fo98,Fo02]). We describe here the
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of S are in bijective correspondence with the pairs
[
C ≺ Fk]
where C is a chamber of S(A) and Fk is a codimension k facet of S(A) such that Fk ⊆ C . More
generally, given two facets F ,G ∈ S(A) we will write F ≺ G if G ⊆ F .
The cells of the minimal complex are the ones which are critical with respect to a suitable discrete
Morse function. Explicitly, in our 2-dimensional case:
• the critical 2-cells are the pairs [C ≺ P ] such that the point P is maximal, with respect to the
polar ordering, among the facets of S(A) contained in C ;
• the critical 1-cells are the pairs [C ≺ F ] where F is a 1-dimensional facet which intersects V1 and
C  F ;
• there is only one critical 0-cell, i.e. the cell [C0 ≺ C0], where C0 is the chamber containing the
origin O .
2.4. The algebraic complex for local system cohomology
Let us ﬁx a generic polar system given by an origin O and a line V1; the lines in A can be indexed
(l1, l2, . . . , ln) according to the ordering of their intersections with the coordinate line V1.
Let L be an abelian local system over M(A). Choosing the origin O of the coordinates as the
basepoint, we then associate an element tl ∈ Aut(L) to each elementary loop turning around (in the
positive sense, see below) a line lC (l ∈ A); we have a homomorphism
Z
[
π1
(M(A))]→ Z[H1(M(A))]→ Z[t±1l ]l∈A ⊆ End(L).
We will denote by ti (instead of tli ) the endomorphism of L associated with li .
In this subsection we are going to describe, from [SS07], the algebraic complex (K∗, ∂∗) which
computes local (not necessarily abelian) system (co)homology for M(A).
First we recall that, for k = {0,1,2}, Kk has one generator e[C≺Fk] for each critical cell of dimen-
sion k.
A formula which computes the values of the boundary operators ∂∗ has been provided by Theo-
rem 5.7 in [SS07]: it involves a sum which ranges over all the possible admissible sequences from a
critical cell to another. We will describe this formula in our line arrangement case.
Notation 2.4. Given a 1-facet F we denote by |F | the line which contains it.
Given a chamber C and a 1-facet F of S(A), we denote by C .F the unique chamber which contains F in its
closure and which, with respect to |F |, lies on the same half-space as C . We will write C .F .L for (C .F ).L.
Let us now extract from the general deﬁnition of admissible k-sequence, contained in Section 5 of
[SS07], the deﬁnition of admissible 1-sequence. These are the relevant sequences for the computation
of ∂2.
Deﬁnition 2.5. Given a point P ∈ S(A) a sequence of pairwise different 1-dimensional facets
F(P ) := (Fi1 , . . . , Fim ), m 1,
such that
Fi j ≺ P , ∀ j,
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while for the last element
Fim  P
is called a block (or an elementary admissible 1-sequence). It is called an ordered block if
Fi1  · · · Fim−1 .
Two blocks
F(P ) := (Fi1 , . . . , Fim ),
F(P ′) := (F ′j1 , . . . , F ′jl )
with P = P ′, can be composed into a sequence
F(P )F(P ′) := (Fi1 , . . . , Fim , F ′j1 , . . . , F ′jl )
when the last element of the ﬁrst one satisﬁes
Fim ≺ P ′.
In case Fim = F ′j1 we write this facet only once, so there are no repetitions in the composed sequence.
Deﬁnition 2.6. Given a critical 2-cell [C ≺ P ] ∈ S(A) and a critical 1-cell [D ≺ G] ∈ S(A), an admissi-
ble (1-)sequence for the given pair of critical cells is a sequence of 1-dimensional facets
F := (Fi1 , . . . , Fih )
obtained as composition of blocks
F(P j1 ) · · ·F(P js )
such that:
(a) P j1 = P (so Fi1 ≺ P );
(b) Fih = G and the chamber C .Fi1 . · · · .Fih equals D;
(c) for all j = 1, . . . ,h we have
C .Fi1 . · · · .Fi j  Fi j .
As observed in Lemma 5.6 of [SS07], all admissible sequences are composed by ordered blocks.
Remark 1. The admissible 0-sequences are easy to be determined; according to Deﬁnition 5.4
of [SS07], given the critical 1-cell [Ci−1 ≺ Fi], there are only two admissible sequences of codi-
mension-0 facets (i.e. of chambers), from [Ci−1 ≺ Fi] to [C0 ≺ C0], that is to say (Ci−1,Ci−2, . . . ,C0)
and (Ci,Ci−1,Ci−2, . . . ,C0).
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C1, . . . ,Ct
of adjacent chambers a special class of combinatorial paths, the positive paths, in the 1-skeleton of S
(see [Sal87]). Two galleries with the same ends and of minimal length determine two homotopic
positive paths. We say that a positive path, or gallery, crosses a hyperplane H ∈ A if two consecutive
chambers in the path are separated by H .
We can “read” these paths in M(A) in a standard way. In particular, for every (complexiﬁed)
line lC , a suitable positive orientation for the loops in M(A) which turn around it is given.
For every chamber C , a minimal gallery starting in C and ending in C0 determines a minimal
positive path Γ (C), with end point equal to the origin O.
Notation 2.7. Given an ordered sequence of (possibly not adjacent) chambers C1, . . . ,Ct we denote by
u(C1, . . . ,Ct) the rel-homotopy class of u(C1,C2)u(C2,C3) · · ·u(Ct−1,Ct), where u(Ci,Ci+1) is a minimal
positive path induced by a minimal gallery starting in Ci and ending in Ci+1. We denote by
u¯(C1, . . . ,Ct) ∈ π1
(
M(A), O )
the homotopy class of a path which is the composition
u¯(C1, . . . ,Ct) :=
(
Γ (C1)
)−1
u(C1, . . . ,Ct)Γ (Ct).
Finally, we denote by
u¯(C1, . . . ,Ct)∗ ∈ Aut(L)
the automorphism induced by u¯(C1, . . . ,Ct).
Furthermore, given an admissible sequence s = (Fk−1i1 , . . . , Fk−1ih ) for the pair of critical cells
[C ≺ Fk], [D ≺ Gk−1], we denote by
u(s) = u(C,C .Fk−1i1 , . . . ,C .Fk−1i1 . · · · .Fk−1ih )
and by
u¯(s) = u¯(C,C .Fk−1i1 , . . . ,C .Fk−1i1 . · · · .Fk−1ih ).
Set also l(s) := h for the length of s and b(s) for the number of blocks forming s.
We are now ready to re-write Theorem 5.7 from [SS07]:
Theorem 1. The boundary operator ∂k (k = 0,1,2) of the complex (K∗, ∂∗) is, for l ∈ L:
∂k(l.e[C≺Fk]) =
∑
A[C≺F
k]
[D≺Gk−1](l).e[D≺Gk−1]
where the incidence coeﬃcient is given by:
A[C≺F
k]
[D≺Gk−1] :=
∑
s∈Seq
(−1)l(s)−b(s)u¯(s)∗.
Here the sum is over all the admissible sequences s for the pair [C ≺ Fk], [D ≺ Gk−1].
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3. The formula for ∂2
In this section we will prove our main result (Theorem 2); it consists in a formula for ∂2 which
drastically simpliﬁes the one of Theorem 1 and gives a direct geometric interpretation of the sum
over all admissible sequences.
We assume that, for any line arrangement A in R2 which appears in this section, we have ﬁxed
a generic polar system given by an origin O and a line V1. Furthermore, the lines in A are indexed
(l1, l2, . . . , ln) according to the ordering of their intersections with the coordinate line V1.
Given a critical 2-cell [C ≺ P ] let us consider the lines which pass through the point P :
Deﬁnition 3.1.
S(P ) = {l ∈ A | P ∈ l}.
If the arrangement is central, i.e., if all the lines l1, l2, . . . , ln of A belong to S(P ) (see Fig. 1), then
we denote the critical 1-cells by [C0 ≺ F1], [C1 ≺ F2], . . . , [Cn−1 ≺ Fn]: here Fi is the half-line in li
which has vertex P and intersects V1, C0 is the base chamber and, for 1 i  n − 1, Ci is the cone
delimited by Fi and Fi+1. The critical 2-cells are the cells [C1 ≺ P ], [C2 ≺ P ], . . . , [Cn−1 ≺ P ].
The following lemma computes ∂2 in the case of a central arrangement and will constitute the
base step for the proof of our main formula.
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for the 2-boundary map ∂2:
∂2(l.e[Ch≺P ]) =
n∑
j=1
[ ∏
i s.t.
li∈[Ch→|F j |)
ti −
∏
1i j−1
ti
]
(l).e[C j−1≺F j]
where l ∈ L, and [Ch → |F j |) is the following set of lines:
• [Ch → |F j |) = {li | i ∈ [h + 1, j)} if j  h + 1 (notice that [h + 1, j) is empty if j = h + 1);
• [Ch → |F j |) = {li | i ∈ [1, j) ∪ [h + 1,n]} if j  h.
Remark 2. If a product in the formula happens to have an empty set of indices, then it is equal to 1.
Remark 3. The symbol [Ch → |F j |) should suggest that we are considering the lines that we meet
“going (counterclockwise) from the upper line lh+1 of Ch to |F j |” (|F j | excluded).
Proof. The coeﬃcient A[Ch≺P ][C j−1≺F j ] can be computed, according to Theorem 1, by taking into account all
the possible (elementary) admissible sequences for the pair of critical cells [Ch ≺ P ], [C j−1 ≺ F j].
Let j  h and let us denote by F ′i+1 the half line with vertex P which lies in ln−i and does not
meet V1 (therefore we have called F ′i+1 and Fn−i the two half lines with origin P which lie in ln−i).
Applying Deﬁnition 2.6 we notice that:
(a) the admissible sequences we are considering are of the form (F ′i1 , F
′
i2
, . . . , F ′is , F j) with 1 i1 <
i2 < · · · < is−1 < is  n − j + 1 and i1  n − h.
Let us now denote by Seqm the set of sequences satisfying (a) and the further condition that the
last facet higher than P is ﬁxed to be F ′m . Then all the sequences in Seqm are associated (up to a sign)
to the same endomorphism of L:
±
(
n∏
i=n−m+2
ti
)
·
( j−1∏
i=1
ti
)
.
According to Theorem 1 the sign of this endomorphism is 1 if the number of the facets is odd, and
−1 otherwise.
Summing up the contributions of all the sequences in Seqm we ﬁnd zero except when m = 1 or
m = n − h + 1.
If m = 1 then the only one sequence in Seqm is (F ′1, F j) and its associated endomorphism is
−
j−1∏
i=1
ti .
If m = n − h + 1, the set Seqn−h+1 can be partitioned as the union of the disjoint subsets:
Seqn−h+1 = Seqn−h+11 ∪Seqn−h+12 ∪· · · ∪ Seqn−h+1n−h
where Seqn−h+1k corresponds to the subset of Seq
n−h+1 made by the sequences with ﬁrst element
F ′i = F ′k . Now we notice that if k = n − h the sum of the contributions of all the sequences in the1
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n−h+1
n−h contains only the sequence (F
′
n−h, F
′
n−h+1, F j) with asso-
ciated endomorphism
(
n∏
i=h+1
ti
)
·
( j−1∏
i=1
ti
)
.
Therefore, the resulting coeﬃcient of e[C j−1≺F j ] in ∂2(l.e[Ch≺P ]) is
A[Ch≺P ][C j−1≺F j ] =
j−1∏
i=1
ti
[(
n∏
i=h+1
ti
)
− 1
]
(l)
as claimed in the formula.
If j  h + 1 the admissible sequences we have to consider are of two types:
(1) the sequences which contain at least one facet higher than P ;
(2) the sequence composed by the single facet F j .
When we take into account the sequences of type (1), by an argument similar to the previous one
we ﬁnd that it survives only the contribution of the sequence (F ′1, F j) which is:
−
j−1∏
i=1
ti .
To end the proof it is suﬃcient to notice that the sequence (F j) of type (2) gives the endomorphism:
j−1∏
i=h+1
ti . 
Let us come back to the general setting, and consider a critical 2-cell [C ≺ P ].
Let lS(P ) (resp. lS(P )) be the line in S(P ) with minimum index (resp. maximum index). There are
two lines in S(P ) which delimit C : let us denote by lC , (resp. lC ) the one which has minimum (resp.
maximum) index.
Let then Cone(P ) be the closed cone delimited by lS(P ) and lS(P ) having vertex P and whose
intersection with V1 is bounded. We will use the following notation:
Deﬁnition 3.3.
U (C) = {li ∈ S(P ) ∣∣ i  index of lC},
L(C) = {li ∈ S(P ) ∣∣ i  index of lC}.
We notice that the lines in U (C) are the lines of S(P ) which do not separate the chambers C0
and C while the lines in L(C) are the ones which separate C0 and C .
Let us now consider a 1-cell [D ≺ F ] of S and choose a line V F = V1(θ) such that V1(θ) ∩ F = ∅.
Then we point out the subset of A of the lines which “pass below” F :
Deﬁnition 3.4.
L(F ) = {l ∈ A ∣∣ θ0(V F ∩ l) < θ0(V F ∩ F )}.
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sects F .
Remark 4. Let |F | be, in accordance with Notation 2.4, the line which contains F . In the case of facets
F where [D ≺ F ] is a critical cell, since V1 ∩ F = ∅, we could also more simply deﬁne L(F ) as the set
of all the lines lk whose index k is (strictly) lower than the index of the line |F |.
In our formula for ∂2, the lines which pass “above P ” will play a crucial role. To give a precise
deﬁnition, we consider the line V P which passes through V0 and P
V P =
{
T ∈ R2 ∣∣ θ1(T ) = θ1(P )}
and then we deﬁne:
Deﬁnition 3.5.
U (P ) = {l ∈ A ∣∣ θ0(V P ∩ l) > θ0(P )}.
Theorem 2. Let us denote by [C0 ≺ F1], [C1 ≺ F2], . . . , [Cn−1 ≺ Fn] the critical 1-cells of C∗ , where, for every
i = 1,2, . . . ,n, Fi ⊆ li .
Given a critical 2-cell [C ≺ P ] and an element l ∈ L, the value of the boundary operator ∂2(l.e[C≺P ]) is
explicitly described by the following formula:
∂2(l.e[C≺P ]) =
∑
[C j−1≺F j ] s.t.
|F j |∈S(P )
( ∏
i< j s.t.
li∈U (P )
ti
)[ ∏
i s.t.
li∈[C→|F j |)
ti −
∏
i< j s.t.
li∈S(P )
ti
]
(l).e[C j−1≺F j ]
+
∑
[C j−1≺F j ] s.t.
|F j |∈U (P )
F j⊆Cone(P )
( ∏
i< j s.t.
li∈U (P )
ti
)(
1−
∏
i< j s.t.
li∈L(C)
ti
)( ∏
i< j s.t.
li∈U (C)
ti −
∏
i s.t.
li∈U (C)
ti
)
(l).e[C j−1≺F j ]
where [C → |F j |) is the subset of S(P ) deﬁned by:
• [C → |F j |) = {lk ∈ U (C) | k < j} if |F j | belongs to U (C);
• [C → |F j |) = {lk ∈ S(P ) | k < j} ∪ U (C) if |F j | belongs to L(C).
Remark 5. In the above formula if a product happens to have an empty set of indices, then it is equal
to 1.
Remark 6. The symbol [C → |F j |) is used in accordance with the analogue notation which appears in
the formula for the central case (see Remark 3).
Proof. We will prove by induction a more general statement.
As a ﬁrst step, we generalize the notion of critical 1-cell: given a line V ′ = V1(θ) (θ  0) we will
say that the 1-cell [D ≺ F ] is V ′-critical if F ′ = V ′ ∩ F and D ′ = V ′ ∩ D are not empty and the point
F ′ satisﬁes:
θ0(F
′) = sup{θ0(P ) ∣∣ P ∈ D ′}.
We notice that “V1-critical” is equivalent to “critical.”
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Given a critical 2-cell [C ≺ P ], let us now consider θ  0, D, F such that [D ≺ F ] is a V1(θ)-critical
cell, with F lower than P in the polar ordering. We notice that can compute a “generalized coeﬃcient”
A[C≺P ][D≺F ]
with the same rules we use to compute the incidence coeﬃcient in the complex K. If [D ≺ F ] is
critical then of course
A[C≺P ][D≺F ] = A
[C≺P ]
[D≺F ].
We will prove that, given [D ≺ F ] as above, the generalized coeﬃcient A[C≺P ][D≺F ] can be expressed
by the formula of the theorem.
We proceed by induction on the number k of points T (i.e. 0-dimensional facets) of S(A) which
are lower than P and higher than F in the polar ordering and such that V1(θ1(T )) ∩ F = ∅.
The base step k = 0 is straightforward; it includes the central case (discussed in Lemma 3.2—notice
that the lines which do not pass from P give no contribution to A[C≺P ][D≺F ]) and the case when F is a
half-line such that V1(θ1(P )) ∩ F = ∅.
If k > 1, there is a point Q in the closure of F which is higher than F in the polar ordering.
Let  be a small positive number; let us denote by V ′1 the line with θ1 coordinate equal to
θ1(Q ) +  and by V ′′1 the line with θ1 coordinate equal to θ1(Q ) −  (see Fig. 2).
Let lm, lm+1, . . . , lm+r be the lines passing through Q , indexed according to the ordering induced
by V ′′1 . The ordering induced by V ′1 would be l′m = lm+r, l′m+1 = lm+r−1, . . . , l′m+r = lm . We denote by
Γ ′m+i the 1-facet which lies in l
′
m+i , contains Q in its closure and is higher than Q in the polar
ordering. Furthermore, we denote by Γm+i the 1-facet which lies in lm+i , contains Q in its closure
and is lower than Q in the polar ordering: F is one of the facets Γm+i .
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We call by gi = A[C≺P ][D ′m+i≺Γ ′m+i ] the endomorphism of L which is the generalized incidence coeﬃcient
of the V ′1-critical 1-cell [D ′m+i ≺ Γ ′m+i], and by f i = A[C≺P ][Dm+i≺Γm+i ] the endomorphism which is the
generalized incidence coeﬃcient of the V ′′1 -critical 1-cell [Dm+i ≺ Γm+i] (see Fig. 3).
The inductive step consists therefore in assuming that g0, g1, . . . , gr agree with the formula and in
checking that the values of f0, f1, . . . , fr are as expected.
Now we notice that if Q /∈ Cone(P ) then g0 = g1 = · · · = gr = 0 by the inductive hypothesis. This
immediately implies the expected result f i = 0 for every i (in fact the only critical cells [D ≺ F ] which
appear in the formula satisfy the condition F ⊆ Cone(P )).
Then we are left to consider Q ∈ Cone(P ). Furthermore, if a line lm+h /∈ S(P ) ∪ U (P ) then also
all the lines lm+h+1, . . . , lm+r do not belong to S(P ) ∪ U (P ) and g0, . . . , gr−h are all equal to 0 by
the formula. But we observe that fh is computed by adding a block to the sequences used to obtain
g0, . . . , gr−h and this implies fh = 0.
We can therefore reduce to consider only the cases when all the lines lm, lm+1, . . . , lm+r belong to
S(P ) ∪ U (P ).
Now we need the following lemma.
Lemma 3.6. Given three numbers j, i,h with 0  j  i − 2  r − 2 and h  r − i, let us consider all the
(generalized) admissible sequences from [C ≺ P ] to [Dm+h ≺ Γm+h] (which is the V ′′1 -critical 1-cell deﬁned
above) such that, among the facets associated to the last block that are higher than Q in the polar ordering,
the ﬁrst facet is Γ ′m+ j and the last facet is Γ
′
m+i . Then the sum of the contributions of all these sequences to the
computation of fh is zero.
Proof. Let T jih be the set of all the admissible sequences which satisfy the properties of the lemma,
and let s ∈ T jih . Then S is the composition of a sequence s1 with a Q -block s2 (therefore s2 =
(Γ ′m+ j, . . . ,Γ
′
m+i,Γm+h)).
Let us keep ﬁxed s1 and denote by Seqs1 the subset of all the admissible sequences in T jih which
are a composition (s1, s2).
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zero, since they are associated (up to a sign) to the same endomorphism of L and the ﬁnal coeﬃcient
of this endomorphism is the alternate sum of the binomial coeﬃcients
( i− j−1
k
)
.
We then conclude the proof by noticing that T jih is the disjoint union, for varying s1, of sets of
the same type as Seqs1 . 
As a consequence of this lemma and of the deﬁnition of 1-admissible sequence, when we compute
f i the only 1-admissible sequences we have to deal with are the ones which contain a Q -block sQ
as their last block and satisfy the following three conditions:
(a) in the last block sQ there are one or two facets higher (in the polar ordering) than Q ;
(b) in case there are two facets higher than Q in the last block, they are consecutive (e.g.
(Γ ′m+k,Γ
′
m+k+1));
(c) if Γ ′m+u belongs to sQ , then u  r − i.
Then we quickly obtain the following formulas for the endomorphisms f i :
f0 = g0(1− tm+r) + g1(1− tm+r−1) + · · · + gr−1(1− tm+1) + gr,
f1 = tm
[
g0(1− tm+r) + g1(1− tm+r−1) + · · · + gr−2(1− tm+2) + gr−1
]
(1)
and, in general, for 1 i  r:
f i = tmtm+1 · · · tm+i−1
[
g0(1− tm+r) + g1(1− tm+r−1) + · · · + gr−i−1(1− tm+i+1) + gr−i
]
.
All these formulas can be rewritten in a more compact way:
f i =
( ∏
k∈[0,i)
tm+k
)[( ∑
n∈[0,r−i)
gn(1− tm+r−n)
)
+ gr−i
]
, ∀0 i  r. (2)
The proof of the inductive step ends by checking three cases:
Case 1: lm+r /∈ S(P ).
In this case all the lines lm, lm+1, . . . , lm+r belong to U (P ). According to our claim, the expected
values for f0, f1, . . . , fr are:
f0 = g0,
f1 = tm f0 = tmg0,
f i = tmtm+1 · · · tm+i−1 f0 = tmtm+1 · · · tm+i−1g0.
By induction we know that:
g1 = tm+r g0,
gi+1 = tm+r−i gi, ∀i ∈ [0, r − 1],
and we observe that the expression inside brackets in formula (2) reduces to g0. In fact:
[( ∑
n∈[0,r−i)
gn(1− tm+r−n)
)
+ gr−i
]
=
[( ∑
n∈[0,r−i)
gn − gn+1
)
+ gr−i
]
= g0.
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f i = g0
∏
k∈[0,i)
tm+k.
This proves our inductive step.
Case 2: lm+r ∈ U (C).
Let us set:
A =
∏
j s.t.
l j∈S(P )−L(Γ ′m)
t j
where L(Γ ′m) is as in Deﬁnition 3.4. The expected values for f0, f1, . . . , fr are:
f0 = (1− A)g0,
f1 = tm f0,
f i = f i−1tm+i−1, ∀1 i < r,
fr = tm+r−1 fr−1
1− A .
By induction we know that:
g1 = (tm+r − A)g0,
gi+1 = tm+r−i gi, ∀i ∈ [1, r − 1].
Therefore formula (1) can be rewritten as
f0 = g0(1− tm+r) + g1 = g0(1− tm+r) + (tm+r − A)g0 = (1− A)g0
which is our thesis for f0.
Then the expression inside brackets in formula (2) is equal to f0 for every 0  i < r, and this
proves the thesis for f i also when 1 i < r.
As for fr , we have by formula (2):
fr = tmtm+1 · · · tm+r−1g0
which, substituting the value of g0 expressed as a quotient of f0, gives:
fr = tmtm+1 · · · tm+r−1 f0
1− A .
This, since we know that tmtm+1 · · · tm+r−2 f0 = fr−1, is equivalent to:
fr = tm+r−1 fr−1
1− A
and the inductive step is proven in this case.
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Case 3: lm+r ∈ L(C).
Let us set:
B =
∏
j s.t.
l j∈L(Γ ′m)∩S(P )
t j .
Then the expected values for f0, f1, . . . , fr are:
f0 =
(
1− B−1)g0,
f1 = tm f0,
f i = f i−1tm+i−1, ∀1 i < r,
fr = tmtm+1 · · · tm+r−1g0.
Now, by induction we know that:
g1 =
(
tm+r − B−1
)
g0,
gi+1 = tm+r−i gi, ∀i ∈ [1, r − 1],
and we can conclude as in the previous case by applying formulas (1) and (2).
Remark 8. When lm+r = lS(P ) we have B = 1 and our formulas give, as expected, f0 = f1 = · · · =
fr−1 = 0.
4. The boundary ∂1
As in the preceding sections, we consider the line arrangement A = {l1, l2, . . . , ln} with the lines
indexed according to the ordering of their intersections with the coordinate line V1.
The critical 1-cells are therefore
[C0 ≺ F1], [C1 ≺ F2], . . . , [Cn−1 ≺ Fn]
where Fi is the half line in li which intersects V1 and the chambers Ci are indexed according to the
polar ordering (in fact they are the n lowest chambers in the ordering: C0  C1  · · ·  Cn−1). We
observe that this notation agrees with the one used in the preceding section.
The only 0-cell of the complex (K∗, ∂∗) is [C0 ≺ C0]. The boundary map ∂1 can then be immedi-
ately computed:
Proposition 4.1. Given a critical 1-cell [Ci−1 ≺ Fi] of the complex (K∗, ∂∗) and an element l ∈ L we have:
∂1(l.e[Ci−1≺Fi ]) = (1− ti)(l)e[C0≺C0].
Proof. As mentioned in Section 2 (Remark 1), there are only two admissible sequences of codi-
mension-0 facets (i.e. of chambers) from [Ci−1 ≺ Fi] to [C0 ≺ C0], that is to say (Ci−1,Ci−2, . . . ,C0)
and (Ci,Ci−1,Ci−2, . . . ,C0). The endomorphism associated to the ﬁrst one is the identity, while the
latter is associated to −ti . 
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In this section we apply the formulas of Theorem 2 and Proposition 4.1 to explicit homology
computations when A is a central arrangement of n lines l1, l2, . . . , ln .
Let us consider, as an example, the case when n = 4. Let us call by P the intersection point.
Adopting the same notation as in the preceding sections, in K we ﬁnd three 2-cells:
[C1 ≺ P ], [C2 ≺ P ], [C3 ≺ P ]
four 1-cells:
[C0 ≺ F1], [C1 ≺ F2], [C2 ≺ F3], [C3 ≺ F4]
and the 0-cell [C0 ≺ C0].
Starting from the standard bases of K2 and K1 indexed by these cells we can associate to ∂2 the
following matrix of operators, according to Theorem 2 (and to Lemma 3.2):
[∂2] =
⎛
⎜⎜⎝
t2t3t4 − 1 t3t4 − 1 t4 − 1
1− t1 t1t3t4 − t1 t1t4 − t1
t2 − t1t2 1− t1t2 t1t2t4 − t1t2
t2t3 − t1t2t3 t3 − t1t2t3 1− t1t2t3
⎞
⎟⎟⎠ .
Let us now consider [∂2] as the matrix of an application
T2 :
(
Z
[
t±i
])3 → (Z[t±i ])4.
To study its rank we can perform base changes over the ring of integer Laurent polynomials.
We start by summing to the fourth row the third row multiplied by −t3, then to the third row
the second one multiplied by −t2 and ﬁnally to the second row the ﬁrst one multiplied by −t1. We
obtain:
⎛
⎜⎜⎝
t2t3t4 − 1 t3t4 − 1 t4 − 1
1− t1t2t3t4 0 0
0 1− t1t2t3t4 0
0 0 1− t1t2t3t4
⎞
⎟⎟⎠ .
Proposition 5.1. Let A be a central arrangement of n lines l1, l2, . . . , ln, and let [∂2] be the matrix with coeﬃ-
cients in Z[t±i ] associated to ∂2 with respect to the standard bases of K2 and K1 . We can consider [∂2] as the
matrix of an application T2 : (Z[t±i ])n−1 → (Z[t±i ])n. Then, after base changes over the ring of integer Laurent
polynomials, T2 can be expressed by the following matrix:
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
t2t3 · · · tn − 1 t3 · · · tn − 1 t4 · · · tn − 1 . . . . . . tn − 1
1− t1t2t3 · · · tn 0 0 . . . . . . 0
0 1− t1t2t3 · · · tn 0 . . . . . . 0
. . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . .
0 0 0 . . . . . . 1− t1t2t3 · · · tn
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Proof. This follows as an immediate generalization of the argument used for n = 4. 
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standard bases provided by critical cells, we can associate to ∂1 the following matrix of operators:
[∂1] = (1− t1 1− t2 1− t3 . . . . . . 1− tn ) .
Let us now specialize these observations to the case when L = C and the action of the automor-
phism ti consists in the multiplication by a nonzero complex number, which we still denote by ti .
By Proposition 5.1 we have that for n 3 the rank of ∂2 is maximal (equal to n − 1) unless
t1t2 · · · tn = 1.
When n = 2 the rank of ∂2 is maximal (equal to 1) unless t2 = t1 = 1.
The rank of ∂1 is maximal (equal to 1) unless
t1 = t2 = · · · = tn = 1.
The characteristic variety V 11 (A) is therefore equal to
V 11 (A) =
{
(t1, t2, . . . , tn) ∈ C∗
∣∣ t1t2 · · · tn = 1}
for n 3 and is equal to {(1,1)} ∈ C2 when n = 2 (this has been computed in several papers, see for
instance [CS99]).
Let us now consider the case when t1 = t2 = t3 = · · · = tn = t and compute the homology
H∗(M(A),Z[t±1]).
The matrix of ∂2 is obtained specializing the matrix which appears in Proposition 5.1 and it is
immediately shown to be equivalent to
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
0 0 0 . . . . . . t − 1
1− tn 0 0 . . . . . . 0
0 1− tn 0 . . . . . . 0
. . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . 1− tn . . .
0 0 0 . . . . . . 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
.
We have therefore:
H2
(M(A),Z[t±1])= {0},
H1
(M(A),Z[t±1])∼= Z ⊕( Z[t±1]
(tn − 1)
)n−2
,
H0
(M(A),Z[t±1])∼= Z[t±1]
(t − 1)
∼= Z.
6. Example: two connected triple points
Let us consider the arrangement A with ﬁve lines as in Fig. 4. The line l3 has two triple points
and there are no parallel lines.
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The following matrix expresses ∂2 when in K1 we choose the basis associated to the 1-cells
[C0 ≺ F1], [C1 ≺ F2], [C2 ≺ F3], [C3 ≺ F4], [C4 ≺ F5] and in K2 the basis that can be read in the
ﬁrst row.
⎛
⎜⎜⎜⎜⎜⎜⎝
[C1 ≺ P1] [C2 ≺ P3] [C3 ≺ P3] [C4 ≺ P2] [C6 ≺ P5] [C7 ≺ P4] [C8 ≺ P6] [C9 ≺ P6]
t2 − 1 t3t5 − 1 t5 − 1 0 0 t4 − 1 0 0
1− t1 0 0 0 t1(t5 − 1) 0 t1(t3t4 − 1) t1(t4 − 1)
0 1− t1 t1(t5 − 1) 0 t1c(t2, t5) 0 t1(1− t2) t1t2(t4 − 1)
0 t3a(t1, t5) b(t1, t3, t5) t5 − 1 t1t3c(t2, t5) 1− t1 t1t3(1− t2) t1(1− t2t3)
0 t3t4(1− t1) t4(1− t1t3) 1− t4 t1t3t4(1− t2) 0 0 0
⎞
⎟⎟⎟⎟⎟⎟⎠
where a(t1, t5) = (1 − t1)(1 − t5), b(t1, t3, t5) = (1 − t1)(1 − t3 − t5), c(t2, t5) = (1 − t2)(1 − t5). If we
specialize to the case when L = C and the action of the automorphism ti consists in the multiplica-
tion by a nonzero complex number, which we still denote by ti , we ﬁnd that the rank ∂2 is always
four except when
t1 = t5 = t2t3t4 = 1
or
t2 = t4 = t1t3t5 = 1.
These expressions give the equations of the two components of the characteristic variety V 11 (A).
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Specializing to the case with t1 = t2 = · · · = tn = t we easily obtain that the kernel of ∂2 is isomor-
phic to (Z[t±1])4 and the image of ∂2 can be identiﬁed with the submodule{
(t − 1)(p1, p2, p3, p4,0)
∣∣ pi ∈ Z[t±1]}
of (Z[t±1])5. We have therefore:
H2
(M(A),Z[t±1])∼= (Z[t±1])4,
H1
(M(A),Z[t±1])∼= (Z[t±1]
(t − 1)
)4
∼= Z4,
H0
(M(A),Z[t±1])∼= Z[t±1]
(t − 1)
∼= Z.
7. Example: deconing A3
Let us consider the arrangement A as in Fig. 5. The line l3 has two triple points and there are two
pairs of parallel lines l1, l2 and l4, l5. This is the arrangement obtained from the reﬂection arrangement
of type A3 by the standard deconing construction (see for instance [OT92]).
The following matrix expresses ∂2 when in K1 we choose the basis associated to the 1-cells
[C0 ≺ F1], [C1 ≺ F2], [C2 ≺ F3], [C3 ≺ F4], [C4 ≺ F5] and in K2 the basis that can be read in the
ﬁrst row,⎛
⎜⎜⎜⎜⎜⎜⎝
[C1 ≺ P3] [C2 ≺ P1] [C3 ≺ P1] [C4 ≺ P2] [C6 ≺ P4] [C7 ≺ P4]
t4 − 1 0 0 0 t3t5 − 1 t5 − 1
1− t1 − t4 + t1t4 t3t4 − 1 t4 − 1 t5 − 1 1− t3t5 − t1 + t1t3t5 1− t5 − t1 + t1t5
t2(1− t1 − t4 + t1t4) 1− t2 t2(t4 − 1) 0 t2(1− t1) t1t2(t5 − 1)
t2t3(1− t1) t3(1− t2) 1− t2t3 0 0 0
⎞
⎟⎟⎟⎟⎟⎟⎠
.0 0 0 1− t2 t2t3(1− t1) t2(1− t1t3)
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CS99,Li01]) are: t1 = t2 = t3 = 1, t2 = t4 = t1t3t5 = 1, t1 = t5 = t2t3t4 = 1, t3 = t4 = t5 = 1 and
(t1 = t4) ∩ (t2 = t5) ∩ (t3t4t5 = 1).
Specializing to the case when t1 = t2 = · · · = tn = t we obtain:
H2
(M(A),Z[t±1])∼= (Z[t±1])2,
H1
(M(A),Z[t±1])∼= (Z[t±1]
(t − 1)
)3
⊕ Z[t
±1]
(t3 − 1)
∼= Z3 ⊕ Z[t
±1]
(t3 − 1) ,
H0
(M(A),Z[t±1])∼= Z[t±1]
(t − 1)
∼= Z.
8. Example: deconing the deleted B3 arrangement
Let us consider in R3 the reﬂection arrangement B3 of type B3, with deﬁning polynomial:
Q (B3) = xyz(x− y)(x− z)(y − z)(x− y − z)(x− y + z)(x+ y − z).
Let A′ be the arrangement in R3 obtained from B3 by deleting the plane x+ y − z = 0 and let A be
the aﬃne 2-arrangement obtained deconing by z = 1.
Then A is composed by the following lines (already ordered with respect to a polar system, see
Fig. 6): l1: x = 0, l2: x = 1, l3: y = 0, l4: y = 1, l5: x− y = 1, l6: x− y = 0, l7: x− y = −1.
Let us choose in K1 the ordered basis associated to the 1-cells [C0 ≺ F1], [C1 ≺ F2], [C2 ≺ F3],
[C3 ≺ F4], [C4 ≺ F5], [C5 ≺ F6], [C6 ≺ F7] (here Fi ⊆ li according to the notation used throughout
this paper) and in K2 the ordered basis provided by [C4 ≺ P1], [C12 ≺ P8], [C6 ≺ P5], [C5 ≺ P3],
[C7 ≺ P3], [C3 ≺ P2], [C2 ≺ P2], [C1 ≺ P4], [C11 ≺ P7], [C10 ≺ P7], [C9 ≺ P6], [C8 ≺ P6]. Then the
matrix expressing ∂2 is the following:⎛
⎜⎜⎜⎜⎜⎜⎜⎝
0 0 0 0 0 0 0 p5 t4t7 − 1 p7 t3t6 − 1 p6
0 0 p7 p46 p6 p35 p5 p1p5 p47p1 p1p7 p36p1 p1p6
0 t1t2p7 0 0 0 −p2 t2p5 t2p1p5 0 0 −t2p1 t1t2p6
p5 t1t2p3p7 0 −p2 t2p6 t3p2p5 p23p5 t2t3p1p5 −t2p1 t1t2p7 t2t3p1p6 t2p13p6
−p4 0 0 0 0 −t3t4p2 −t4p23 −t2t3t4p1 0 0 0 0
0 0 0 −t4p2 −p24 0 0 0 0 0 −t2t3t4p1 −t2t4p13
0 −t1t2t4p3 −p2 0 0 0 0 0 −t2t4p1 −t2p14 0 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
where, for every 1 i  7, pi = ti − 1 and, for every 1 i < j  7, pij = tit j − 1.
Here it is the list of the 13 irreducible components of the characteristic variety V 11 (A) (in ac-
cordance with [Su02]). The ﬁrst one is a 1-dimensional torus which does not contain the point
(1,1,1,1,1,1,1),
t1 − t4 = 0, t2 + t4t7 = 0, t3 + t4t7 = 0, t24 − t5 = 0, t5t7 − 1= 0, t6 + 1= 0,
t1t6t7 − 1= 0, t2 − 1= 0, t3 − t7 = 0, t4 − t6 = 0, t5 − 1= 0,
t1 − t6 = 0, t2 − t7 = 0, t3 − 1= 0, t4t6t7 − 1= 0, t5 − 1= 0,
t1t4t7 − 1= 0, t2 − 1= 0, t3 − 1= 0, t5 − 1= 0, t6 − 1= 0,
t1t3t6 − 1= 0, t2 − 1= 0, t4 − 1= 0, t5 − 1= 0, t7 − 1= 0,
t1 − t4 = 0, t2 − t3 = 0, t3t4t6 − 1= 0, t5 − 1= 0, t7 − 1= 0,
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t1 − t5 = 0, t2 − t6 = 0, t3t5t6 − 1= 0, t4 − 1= 0, t7 − 1= 0,
t3 − 1= 0, t4 − 1= 0, t5 − 1= 0, t6 − 1= 0, t7 − 1= 0,
t1 − 1= 0, t2t5t6 − 1= 0, t3 − t6 = 0, t4 − t5 = 0, t7 − 1= 0,
t1 − 1= 0, t2t3t5 − 1= 0, t4 − 1= 0, t6 − 1= 0, t7 − 1= 0,
t1 − 1= 0, t2t4t6 − 1= 0, t3 − 1= 0, t5 − 1= 0, t7 − 1= 0,
t1 − 1= 0, t2 − 1= 0, t5 − 1= 0, t6 − 1= 0, t7 − 1= 0,
t1 − 1= 0, t2 − 1= 0, t3 − 1= 0, t4 − 1= 0.
Specializing to the 1-parameter local system over Q[t±1] we obtain, for the central arrangement A′
the following homology (recall that this is isomorphic to the homology of the Milnor ﬁber as a module
over the classical monodromy action, which acts by t-multiplication):
H3
(M(A′),Q[t±1])∼= 0, H2(M(A′),Q[t±1])∼=
(
Q[t]
(t8 − 1)
)6
⊕ Q6,
H1
(M(A′),Q[t±1])∼= Q6, H0(M(A′),Q[t±1])∼= Q.
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