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Abstract 
 
We  extend the construction given by [Chisaki et.al, arXiv:1009.1306v1] from lines to planes, and obtain 
the associated limit theorems for quantum walks on such a graph. 
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I. Introduction 
 
This paper adds to the growing literature on limit theorems for quantum walks. These theorems 
seek to explain observations in numerical simulations of quantum random walks whereby the 
probability distribution  of the walkers position is seen to exhibit a persistent major spike at the 
initial position and two other minor spikes which drift to infinity in either direction. Under the 
pseudonym “localization” theoretical explanations for this phenomenon has been given by many 
authors in various contexts, see [1-22] for examples.  In this paper we consider a discrete time 
quantum walk ktP ,  at time t  on a graph with joined quarter planes tP , which is composed of k  
quarter planes with the same origin. Employing the reduction technique of Chisaki et.al [5], we 
obtain two types of limit theorems. The first is an asymptotic behavior of ktP ,  which corresponds to 
localization (Theorem 1). The second is a weak convergence statement for ktP ,  (Theorem 2). 
 
This paper is organized as follows. In Sections II, III, IV, and V we give the definitions of the discrete-
time quantum walk on the plane,  the quarter plane, a graph with joined quarter planes, and a new 
type of homogeneous tree.  Noting that the plane is a regular graph, in the introduction of Section III 
we express a general definition of the discrete-time quantum walk on the undirected graph. 
Sections V and VI is mainly concerned with introducing  a quantum walk with an enlarged basis and 
the reduction of ktP ,  to the walk on a quarter plane. Lemma 1 gives the reduction of yx kktT ,,  to ktP ,  
whilst Lemma 2 extends the state of ktP ,  to ktP , . In Section VII we obtain the generating function of 
the walk, and use it in Section VIII to prove Theorem 1. In Section IX we prove Theorem 2 using the 
Fourier transform of the generating function. Section X is devoted to the conclusions. 
 
II. Discrete-time quantum walk on the plane 
Let Z be the set of integers, and let  ZyxyxZZ  ,:),( . The quantum walk on ZZ  is 
defined by ZZC
ZZ
P HHH
  , where  ZyxyxspanH ZZP  ,:,  and  
 DownUpRightLeftspanH ZZC ,,, . Put  0001TLeft  , 
 0010TRight  ,  0100TDown  ,  1000TUp  , where T is the  
transposed operator. Recall part of the unitary operator is given by ZZPZZ CIF   where PI  
is the identity operator on ZZPH
 , and )4(
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III. Discrete-time quantum walk on the quarter plane 
Note that the plane is a regular graph. In general given an undirected connected graph G . Let 
)(GV be the set of all sites in G . Let )()(, GEGE yx  be the set of all bonds which connect the 
site )(),( GVyx  . Let the position subpace be given by  )(),(:, GVyxyxspanHP  . For 
)(),( GVyx  let the coin subspace be given by  )(: ,),( GEllspanH yxC yx  . A discrete-time 
quantum walk on G is given by 
 
),(
)()(),(:,, ),( yxCpyx HHGElandGVyxlyxspanH    . If G is a regular graph, 
then 
)0,0(CP
HHH  . In general for the quantum walk on the undirected connected graph G , 
the evolution operator on the space 
),( yxCP
HHH  is determined by SFU  , where 
HHS : is a shift operator and HHF : is defined by 
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yxCyxyxF , where 
),( yxC  is the coin operator on ),( yxCH . If G  is a regular graph and for every )(),( GVyx  , ),( yxC  is 
independent of ),( yx , then we can write CIF P  , where PI is the identity operator on PH . 
In general for the quantum walk on the undirected connected graph G , SFU   is a unitary 
operator if and only if  S is a permutation on 
),( yxCP
HHH  and all ),( yxC  are unitary operators. 
We should remark that the state of the walker is given by 
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where Clyxt ),,(  is the amplitude of the base lyx ,,  at time t  and C  is the set of complex 
numbers. The probability of finding the walker at ),( yx at time t  is given by 

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lyxyx  . Let us consider initial states starting from the origin, in particular 
let )0,0(0 be such that 1)0,0(0  . 
 
Concerning the quarter plane which we denote by Q , it is a graph with sites 
    ,2,1,,:),(0,0)(   ZZyZxyxQV . Note that 
  ,2,1,,:),(   ZZyZxyx  is the Cartesian product  ZZ . We say sites ),( 11 yx  and  
),( 22 yx  connect if and only if 1)()(
2
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21  yyxx . Let tQ  be the quantum walk on Q  
whose Hilbert space      ,0,0,,,,,:,, DownUpLeftRightlZyxlyxspanH Q .  As 
mentioned earlier, we put  0001TLeft  , 
 0010TRight  ,  0100TDown  ,  1000TUp  , where T is the  
transposed operator. We should note that the unitary operator is given by QQFSU  , where 
ZZ
yx
Q CyxyxcF   ,,~0,00,0
,
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given earlier on. The shift operator QS is given by UpRightSQ ,1,0,0,1,0,0  ,  
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IV. Discrete-time quantum walk  on the “join” of quarter planes 
Let the graph with joined quarter planes be denoted by kP  and let ktP , be the quantum walk on kP . 
Define  1,,2,1,0  kKk  . For kKr  with 1k , put k quarter planes rQ  by 
   
rrr
ZZhQV   )0,0()( , where     ,2,1,,:),(   ZZyZxyxhZZ rr . 
We say sites ),( 11 yxhr and ),( 22 yxhr connect if and only if 1)()(
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define kP  as 
j
jk QVPV )()(  , and 
j
jk QEPE )()(   with 0)0,0( rh  for any r . Let )0,0( be 
the origin of kP so that the quarter planes join at )0,0( . Let 
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where kG  will be taken to be the Grover operator, Cc 
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earlier. The shift operator PS  is given by UphRighthS rrrP ),1,0(),0,1(,0,0  , 
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V. Discrete-time quantum walk on homogeneous trees 
Recall the goal of this paper is to obtain the associated limit theorems for quantum walks on the 
structure defined in the previous section. To adapt the reduction technique of Chisaki et.al [5], we 
introduce a new type of homogeneous tree.  We define a new type of homogeneous tree 
yxk
V
,
, and 
a quantum walk 
yxkt
T
,,
on 
yxk
V
,
. Fix 2k , and let   x xx k )1(0 ,   , and let 
  y yy k )1(0 ,    be the set of generators subject to xx ej 
2  and yy ej 
2  for kKj , where 
kK  is as defined earlier on, and xe  and ye are the identity of the groups respectively. Let 
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proof. 
Lemma 1 (Reduction of 
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VI. The Reduction Technique 
In order to give the limit theorems for ktP ,  we consider a reduction of  ktP ,  on the quarter plane. 
We first introduce ktP , which is an enlarged basis of ktP , .  Let ),(
**
tt YX  be associated with the 
event “ yYxX tt 
** , ”, we construct ),( ** tt YX  as a reduction of ktP ,  on a quarter plane. To 
analyze ),( ** tt YX we give the generating function of the states. By using it we shall obtain the limit 
states and the characteristic function of ktP , . 
Let ),( yxt be the state of the quantum walk ktP ,  at time t   and position ),( yx . Define the initial 
state   by 
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  Uphh rrr ),1,0())1,0((1   . Now let H   be a Hilbert space spanned by an by an 
orthonormal basis  kj Kj : , then we can define ktP ,  as a quantum walk on 
kPHH  starting at 1t with the evolution operator PPkP FSIU   and the initial state Is 
either Righth j
Kj
j
k
),0,1(

 or Uph j
Kj
j
k
),1,0(

  where kI  is the identity operator on H  . 
Let  100 ,,  kl   and let  DownUpRightLeftl yx ,,,,   for  )0,0(\)(),( kPVyx  . Then 
the state of the quantum walk ktP ,  at time t   and position ),( yx  is written as 
uyxuyxyx j
UuKj
jtt
yxk
,,),,,(),(
,.
 

 , where ),,,( dcbat is the amplitude of the base 
dcba ,,, at time t .  In particular we have the following. 
Lemma 2 (Extending the state of ktP ,  to ktP , ): For any 1t  and )(),( kPVyx  , 
),()(),( yxyx tt   . 
Proof: We show by induction on  t . If 1t , there is nothing to prove. Fix 2t , and assume 
),()(),( yxyx tt   , then for any )(),( kPVyx  , 
   uyxFSuyxuyxuyxFSIyxU PP
luKj
jjt
luKj
jjtPPktP
yxkyxk
,,),,,(,,),,,(),(
,, ,,


 
On the other hand 
  
),()(
,,),,,()(,,),,,(
,,),,,()(),()(),(
,,
,
,,
:
,
:
yxU
uyxFSuyxuyxuyxFS
uyxuyxFSyxUyxU
tP
PP
luKj
jjt
luKj
jjtjPP
luKj
jjtPPtPtP
yxkyxk
yxk










 
Since this holds for any yx, , then ),()(),( 11 yxyx tt    , and the proof is finished. 
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Note that we can write the evolution operator of  ** , tt YX  as say *** HHH SFU   since the subspace 
generated by this basis is invariant under the operation PU   and we can write the initial state of ktP ,  
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Let ),(* yxt be the state of the quantum walk ),(
**
tt YX . Note that we can write the initial state as  
RightOwnL ,1,0,)1,0(
*
1  . Now define for kKr , 
      P
rKj
URjDLr IOtherOtherOwnOwn
k









 
 }\{
 . Let ),( ,, rtrt YX be  
associated with the event "," ,, yYxX rtrt  , where  
2
*
,, ),(),( yxyYxXP trtrt   . 
For 1t , the probability is determined by  ),( yxhrt  in the following way 







otherwiseyxh
yx
yYxXP
rt
rt
rtrt
,),((
0;0,),0,0(
),(
2
2
,,

.  The relation between the events 
)",(" , yxhP rkt   and "," ,, yYxX rtrt   is given by 









otherwiseyYxXP
yxYXP
yxhPP
rtrt
Kj
jtjt
rkt
k
),,(
0;0),0,0(
)),((
,,
,,
, . It should be noted that 
 
  

kKj Zyx
jtjt YXP
}0{,
,, 1)0,0( . 
VII. The Generating Function of ),(* yxt  
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We should remark that the above can be written in simplified form involving few operators via 
multiplication rules for the DURLDURL QQPPQQPP   matrices, an  analogue of the multiplication 
rules for the PQRS matrices in reference [14] of Oka et.al [23]. In our paper we do not consider the 
simplification, since the size of the matrices makes this time consuming. 
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VIII. Towards a Localization Criterion 
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We should remark that  ),,( tyxLrc plays a similar role to the  measure corresponding to 
localization in the following papers [6,24] for example.  In particular ),,( tyxLrc  is an oscillatory 
term corresponding to localization.  
IX. Towards a Weak Limit Theorem 
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 and )(yfH is defined in a 
similar way, )( xshx  , )( yshy  . After some computations with ),( yxw from ),( yx ssp  and 
),( yx ssq  we get the weak limit theorem as follows. 
Theorem 2(Weak Convergence): For 1k , kKr , as t we have 
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, where 
      2222222221 1sincos211cos2sincos4)( xcccaaxacax kkk    
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  2222223 sin)1(cos21)( xccbx k  , and )(yC rd is defined similarly. 
X. Concluding Remarks 
In this paper we have obtained an explicit expression for the limit probability of ktP , , a result 
corresponding to localization- there exists a site of the graph v  such that 0)(suplim , 

vPP kt
t
. 
We have also obtained the weak convergence of ktP , . Moreover, the limit measure has a density 
function )()(),( yfxfyxf HHH  , where )(xfH  and )(yfH  are both half-line versions of a 
typical function in the weak convergence of the quantum walk [23-29]. The function is defined 
by
222
2
),0[
)1(
1)(
)(
xax
axI
xf
a
H




, where )(xI A  is the indicator function of a set A , and a is an 
element of the evolution operator of the quantum walk on the graph with joined half-lines. 
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