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The Enskog kinetic theory for moderately dense inertial suspensions under simple shear flow is
considered as a model to analyze the rheological properties of the system. The influence of the
background fluid on suspended particles is modeled via a viscous drag force plus a Langevin-like
term defined in terms of the background temperature. In a previous paper [Hayakawa et al., Phys.
Rev. E 96, 042903 (2017)], Grad’s moment method with the aid of a linear shear-rate expansion was
employed to obtain a theory which gave good agreement with the results of event-driven Langevin
simulations of hard spheres for low densities and/or small shear rates. Nevertheless, the previous
approach had a limitation of applicability to the high shear-rate regime. Thus, in the present
paper, we extend the previous work and develop Grad’s theory including higher order terms in the
shear rate. This improves significantly the theoretical predictions, a quantitative agreement between
theory and simulation being found in the high-density region (volume fractions smaller than or equal
to 0.4).
∗ e-mail:takada@go.tuat.ac.jp
† e-mail:hisao@yukawa.kyoto-u.ac.jp
‡ e-mail:andres@unex.es
§ e-mail:vicenteg@unex.es
2I. INTRODUCTION
Shear thickening is a rheological process in which the viscosity drastically increases as the shear rate increases. There
are two types of shear thickening: continuous shear thickening (CST) and discontinuous shear thickening (DST). In
particular, DST has been used for many industrial applications, such as protective vests and traction controls.
DST has attracted much attention among physicists [1–5] as a typical nonequilibrium discontinuous phase transition
between a liquid-like phase and a solid-like phase. Although most of previous studies on shear thickening are oriented to
dense suspensions, it is convenient to analyze whether kinetic theory [6–11] can be used for a quantitative theoretical
description. Some papers have reported that a DST-like process for the kinetic temperature can take place as a
result of a saddle-node bifurcation of ignited-quenched transition [12–17]. Those theories are based on a suspension
model which ignores thermal fluctuations in the dynamics of grains. A more refined suspension model including a
Langevin-like term has been more recently considered in Ref. [18]. The validity of all these studies has been verified
by event-driven Langevin simulation for hard spheres (EDLSHS) [19]. The target systems described by the kinetic
theory are inertial suspensions [20], which can be regarded as an idealistic model of aerosols.
Although the previous achievements of Refs. [12, 15, 16] for low-density inertial suspensions are remarkable, San-
gani et al. [13] showed that the discontinuous transition of the kinetic temperature for dilute suspensions becomes
continuous at relatively low density. This conclusion agrees with previous theories [14, 16, 18]. Hayakawa et al. [18]
developed the Enskog kinetic theory associated with Grad’s expansion [21] to first order in the shear rate and in the
kinetic stress tensor. Although the authors illustrated a reasonable agreement between the theoretical predictions and
the results of simulations, there are two shortcomings in the study of Ref. [18]. The first shortcoming is a conceptual
one since the theory within the linear approximation in the shear rate is not applicable to systems under high shear
rates. The second one is that the previous paper [18] contains several typos and mistakes in the calculations. There-
fore, we intend to correct the previous calculations in that double sense by giving a more accurate description than
the previous one.
The purpose of this paper is to extend the previous dilute results to moderately dense systems by solving the
Enskog kinetic equation [8–10, 22] by two complementary and independent routes: Grad’s moment method and
EDLSHS. The influence of the background fluid on particles is modeled via an external force constituted by two
terms: (i) a viscous drag force which mimics the dissipation of suspended particles with the interstitial fluid and (ii)
a stochastic Langevin-like term accounting for thermal fluctuations. This second term accounts for the energy gained
by grains due to their interactions with the particles of the background fluid. To assess the finite-density effects on
rheology, a set of coupled equations for the stress tensor, the kinetic temperature, and the anisotropic temperatures
corresponding to the normal stress differences are derived from Grad’s approximation. The validity of our simple
theory is also examined through a comparison with computer simulations based on EDLSHS. The motivation of the
the present work is twofold. First, since there is some evidence [23] that the Enskog theory is accurate for solid volume
fractions smaller than 0.5, our results allow us to analyze the behavior of rheology for moderately dense suspensions
corresponding to typical experiments. As a second point, our results allow us to clarify whether the scenario proposed
by Sangani et al. [13] is universal.
The organization of this paper is as follows. The outline of the Enskog kinetic theory of moderately dense suspensions
under a simple shear flow and the connection between kinetic theory and the Langevin equation are briefly summarized
in Sec. II, which consists of two parts. In Sec. II A, we explain the relationship between the Enskog kinetic theory
and the Langevin dynamics. In Sec. II B, we summarize the moment equations which are necessary to describe the
rheology. Section III summarizes the theoretical results for the rheology of sheared inertial suspensions based on the
Enskog kinetic theory with the aid of Grad’s moment method. That section consists of four parts. In Sec. III A,
we briefly introduce Grad’s moment method. Some errors of the previous paper [18] in the evaluation of moment
equations and rheology within the linear approximation of shear rate are corrected in Secs. III B and III C. In Sec.
III D, we explain the general framework to describe rheology under arbitrary shear rate and discuss the convergence
of the theoretical results by checking the truncation cutoff terms. In Sec. IV, we demonstrate that the present theory
gives quantitatively precise results, even for ϕ = 0.5 in the case of the kinetic temperature, where ϕ is the volume
fraction of grains. Finally, our results are summarized and discussed in Sec. V. Some technical parts are relegated
to three Appendices. In Appendix A, we discuss the results if the drag coefficient depends on the density. Appendix
B gives the detailed evaluation of the collisional tensor associated with the kinetic stress tensor within the linear
shear-rate approximation and corrects some results of Ref. [18]. In Appendix C, we present the detailed derivations
of the collisional integrals for arbitrary shear rate.
3II. ENSKOG KINETIC EQUATION FOR SUSPENSIONS UNDER SIMPLE SHEAR FLOW
A. Langevin equation and Enskog equation
Let us consider a d-dimensional collection of monodisperse smooth hard spheres of diameter σ, mass m, and
restitution coefficient e satisfying 0 < e ≤ 1. The suspended particles are immersed in a solvent or fluid phase
(fluidized inertial suspension) and are subject to simple (or uniform) shear flow. The simple shear flow state is
macroscopically characterized by a uniform density n, a uniform kinetic temperature T , and a macroscopic velocity
field u = (ux,u⊥) of the form
ux = γ˙y, u⊥ = 0, (2.1)
where γ˙ is the constant shear rate.
As in Ref. [18], for low Reynolds numbers, the Langevin equation turns out to be a reliable model for studying the
dynamic properties of the suspended particles. Neglecting the influence of gravity, the Langevin equation reads [24]
dpi
dt
= −ζpi + F impi +mξi. (2.2)
Here, pi ≡ m(vi − γ˙yex) is the peculiar momentum of i-th particle, where vi is the (instantaneous) velocity and
eα is the unit vector parallel to α-direction, F
imp
i is the impulsive force which accounts for the grain collisions, and
ξi(t) = ξi,α(t)eα is the noise with the statistical properties
〈ξi(t)〉 = 0, 〈ξi,α(t)ξj,β(t′)〉 = 2ζTexδijδαβδ(t− t′). (2.3)
In Eq. (2.2), ζ is the drag coefficient characterizing the drag from the background fluid and Tex is the temperature of
the interstitial molecular gas.
While the drag coefficient ζ should be in general a resistance matrix as a result of the hydrodynamic interactions
between grains, in the case of relatively dilute suspensions it can be assumed to be a scalar (ζ ∝ η0 ∝
√
Tex, η0 being
the viscosity of the solvent or fluid phase). In addition, for the sake of simplicity, throughout this paper we will regard
ζ as a constant independent of density (see Appendix A for the results when we consider the dependence of the drag
coefficient on the packing fraction of the grains; we find that this density dependence does not change the results
qualitatively). This simple model might be applicable to the description of inertial suspensions in which the mean
diameter of suspended particles is approximately ranged from 1µm to 70µm [20]. Note that if we ignore the density
dependence of ζ and the grains are bidisperse soft spheres, the Langevin model (2.2) is equivalent to that used by
Kawasaki et al. [25].
As said above, we assume now that the suspension is under simple shear flow. At a microscopic level, this state
is generated by Lees–Edwards boundary conditions [26], which are simply periodic boundary conditions in the local
Lagrangian frame moving with the flow velocity u. In this reference frame, the velocity distribution function becomes
uniform, i.e., f(r,v, t) = f(V , t), where V = v − γ˙yex is the peculiar velocity. Under these conditions, the Enskog
kinetic equation for the inertial suspension becomes [18, 27](
∂
∂t
− γ˙Vy ∂
∂Vx
)
f(V , t) = ζ
∂
∂V
·
{[
V +
Tex
m
∂
∂V
]
f(V , t)
}
+ JE[V |f, f ]. (2.4)
The Enskog collision operator JE[V |f, f ] is given by [18]
JE [V1|f, f ] = σd−1g0
∫
dV2
∫
dσ̂Θ(σ̂ · V12)(σ̂ · V12)
[
f(V ′′1 , t)f(V
′′
2 + γ˙σσ̂yex, t)
e2
− f(V1, t)f(V2 − γ˙σσ̂yex, t)
]
,
(2.5)
where g0 is the radial distribution at contact for hard spheres, which is a function of the volume fraction ϕ =
nσd(π/4)d/2/Γ(1 + d/2), Γ(·) being the Gamma function. In the three-dimensional case (d = 3), g0 is very well
approximated by [28]
g0(|r| = σ, ϕ) = 1− ϕ/2
(1− ϕ)3 (2.6)
for ϕ < 0.49. In Eq. (2.5), Θ(·) is the Heaviside step function, σ̂ = (r2 − r1)/σ is the unit vector pointing from
particle 1 to particle 2, and V12 = V1 − V2 = v1 − v2 is the relative velocity at contact. Note that in Eq. (2.5), both
V1 = v1 − γ˙y1ex and V2 = v2 − γ˙y1ex are referred to the flow velocity at the same point r1, so that v2 − γ˙y2ex =
4V2 − γ˙σσ̂yex since y2 − y1 = σσ̂y . In addition, the double primes in Eq. (2.5) denote the pre-collisional velocities
{V ′′1 ,V ′′2 } that lead to {V1,V2} following a binary collision:
V ′′1 = V1 −
1 + e
2e
(V12 · σ̂)σ̂, V ′′2 = V2 +
1 + e
2e
(V12 · σ̂)σ̂. (2.7)
In this paper we do not consider the effects of tangential friction and rotation induced by each binary collision.
Since the heat flux vector vanishes in the simple shear flow problem, the pressure tensor P becomes the most relevant
quantity. It has kinetic and collisional transfer contributions, i.e., P = Pk + Pc. The kinetic contribution is
P kαβ = m
∫
dV VαVβf(V ), (2.8)
while its collisional contribution is given by [11, 18, 29, 30]
P cαβ =
1 + e
4
mσdg0
∫
dV1
∫
dV2
∫
dσ̂Θ(V12 · σ̂)(V12 · σ̂)2σ̂ασ̂βf
(
V1 +
1
2
γ˙σσ̂yex
)
f
(
V2 − 1
2
γ˙σσ̂yex
)
. (2.9)
Because of the translational symmetry with respect to the velocity, the following procedures are not changed even
when we choose f(V1 + γ˙σσ̂ex)f(V2) instead of f(V1 +
1
2 γ˙σσ̂yex)f(V2 − 12 γ˙σσ̂yex) in Eq. (2.9). The trace of the
pressure tensor defines the hydrostatic pressure as P ≡ Pαα/d. In what follows, we adopt Einstein’s rule for the
summation, i.e., Pαα =
∑d
α=1 Pαα. Note that, by definition, the kinetic part of the hydrostatic pressure satisfies the
equation of state of ideal gases, namely P k ≡ P kαα/d = nT , where n =
∫
dV f(V ) is the number density and
T =
m
dn
∫
dV V 2f(V ) (2.10)
is the kinetic temperature.1
B. Moment equations
By multiplying both sides of Eq. (2.4) by mVαVβ and integrating over V one obtains the evolution equations for
the kinetic contribution P kαβ to the pressure tensor as
∂
∂t
P kαβ + γ˙(δαxP
k
yβ + δβxP
k
yα) = −2ζ(P kαβ − nTexδαβ)− Λαβ, (2.11)
where
Λαβ ≡ −m
∫
dV VαVβJE[V |f, f ]. (2.12)
The collisional moment (2.12) can be decomposed as
Λαβ = Λαβ + γ˙(δαxP
c
yβ + δβxP
c
yα), (2.13)
where Λαβ satisfies [18]
Λαβ ≡ 1 + e
4
mσd−1g0
∫
dV1
∫
dV2
∫
dσ̂Θ(V12 · σ̂)(V12 · σ̂)2
× [V12,ασ̂β + V12,β σ̂α − (1 + e)(V12 · σ̂)σ̂ασ̂β ] f (V1 + γ˙σσ̂yex) f (V2) . (2.14)
The moment equations (2.11) can be rewritten in an alternative way by taking into account Eq. (2.13):
∂
∂t
P kαβ + γ˙(δαxPyβ + δβxPyα) = −2ζ(P kαβ − nTexδαβ)− Λαβ . (2.15)
1 Equation (2.10) corresponds to Eq. (17) in Ref. [18], which misses m in the numerator.
5The simple shear flow state is in general non-Newtonian. This can be characterized by rheological functions
measuring the departure from the corresponding Navier–Stokes description. Thus, we introduce the differences ∆T
and δT of anisotropic temperatures which are defined as
∆T ≡ P
k
xx − P kyy
n
, δT ≡ P
k
xx − P kzz
n
. (2.16)
Obviously, δT is meaningless in the two-dimensional case (d = 2). If d > 3, by symmetry, all the diagonal elements
of the kinetic pressure tensor different from P kxx and P
k
yy are equal to P
k
zz . In terms of T , ∆T , and δT , the diagonal
elements of the kinetic pressure tensor can be written as
P kxx = n
(
T +
1
d
∆T +
d− 2
d
δT
)
, (2.17a)
P kyy = n
(
T − d− 1
d
∆T +
d− 2
d
δT
)
, (2.17b)
P kzz = n
(
T +
1
d
∆T − 2
d
δT
)
. (2.17c)
Apart from the normal stresses, one can define the apparent shear viscosity η(γ˙, e) by
η(γ˙, e) ≡ −Pxy
γ˙
. (2.18)
The evolution equations for T , ∆T , δT , and P kxy can be easily derived from Eq. (2.11). They are given by
∂
∂t
T = − 2
dn
γ˙P kxy + 2ζ(Tex − T )−
Λαα
dn
, (2.19a)
∂
∂t
∆T = − 2
n
γ˙P kxy − 2ζ∆T −
Λxx − Λyy
n
, (2.19b)
∂
∂t
δT = − 2
n
γ˙P kxy − 2ζδT −
Λxx − Λzz
n
, (2.19c)
∂
∂t
P kxy = −γ˙P kyy − 2ζP kxy − Λxy. (2.19d)
The moment equations (2.19) are still exact and have been obtained without the explicit knowledge of the velocity
distribution function f(V , t) within the framework of the Enskog equation. By taking into account Eq. (2.17b), one
has a set of equations for T , ∆T , δT , and P kxy where only those quantities appear explicitly apart from the collisional
moments Λαβ. Note that Eqs. (2.19) are equivalent to Eqs. (25)–(28) of Ref. [18] when one performs the formal
replacements Λαβ → Λαβ , γ˙P kxy → γ˙Pxy, and γ˙P kyy → γ˙Pyy.
While formally exact, Eqs. (2.19) do not make a closed set due to the presence of the collisional tensor Λ. The
collisional pressure tensor Pc also needs to be evaluated to determine the rheological properties. Thus, an approximate
closure is needed to deal with a closed set. The difficult part is to evaluate those collisional quantities (Λ and Pc)
under arbitrary shear rate.
To avoid such a technical difficulty, Grad’s approximation was adopted in Ref. [18] although only linear terms in
the shear rate were accounted for in those calculations. On the other hand, some previous papers [29, 30] obtained
the complete expression of Pc in Grad’s approximation under arbitrary shear rate. In the present paper, we revisit
the study carried out in Ref. [18] and explicitly determine Λ and Pc for arbitrary values of the shear rate γ˙.
For further calculation, let us introduce I(ℓ) (σ̂) and I
(ℓ)
α (σ̂) as
I(ℓ) (σ̂) ≡
∫
dV1
∫
dV2Θ(σ̂ · V12) (σ̂ · V12)ℓ f(V1 + γ˙σσ̂yex)f(V2)
=
∫
dV1
∫
dV2Θ(σ̂ · V12 − b) (σ̂ · V12 − b)ℓ f(V1)f(V2), (2.20a)
I(ℓ)α (σ̂) ≡
∫
dV1
∫
dV2Θ(σ̂ · V12) (σ̂ · V12)ℓ V12,αf(V1 + γ˙σσ̂yex)f(V2)
=
∫
dV1
∫
dV2Θ(σ̂ · V12 − b) (σ̂ · V12 − b)ℓ (V12,α − aδαx) f(V1)f(V2). (2.20b)
6In the second equalities, we have made the change of variable V1 → V1+ γ˙σσ̂yex and have introduced the short-hand
notation
a ≡ γ˙σσ̂y , b ≡ aσ̂x = γ˙σσ̂xσ̂y . (2.21)
It should be noted that the relation σ̂αI
(ℓ)
α (σ̂) = I(ℓ+1)(σ̂) is satisfied. Using these quantities, the explicit expressions
of P cαβ in Eq. (2.9) and Λαβ in Eq. (2.14) can be rewritten as
P cαβ =
1+ e
4
mσdg0
∫
dσ̂σ̂ασ̂βI
(2) (σ̂) , (2.22a)
Λαβ =
1+ e
4
mσd−1g0
∫
dσ̂
[
σ̂αI
(2)
β (σ̂) + σ̂βI
(2)
α (σ̂)− (1 + e)σ̂ασ̂βI(3) (σ̂)
]
. (2.22b)
Let us also introduce the tensors
Lαβ ≡
∫
dσ̂
[
σ̂αI
(2)
β (σ̂) + σ̂βI
(2)
α (σ̂)− 2σ̂ασ̂βI(3) (σ̂) + a (δαxσ̂β + δβxσ̂α) I(2) (σ̂)
]
, (2.23a)
Mαβ ≡
∫
dσ̂σ̂ασ̂βI
(3) (σ̂) . (2.23b)
In terms of them, the expression of Λαβ in Eq. (2.12) can be rewritten as
Λαβ =
1 + e
4
mσd−1g0 [Lαβ + (1− e)Mαβ ] . (2.24)
In the remaining of this section, as well as in Secs. III D and IV, we focus on the behavior of three-dimensional
systems (d = 3). In order to determine the tensors Λ and Pc, only the quantities I(2), I(3), and I
(2)
α need to be
evaluated. Apart from the lack of knowledge of the velocity distribution function f(V ), an extra difficulty in the
evaluation of I
(ℓ)
α lies in the fact that two vector geometries compete in Eq. (2.20b): that of the shearing Cartesian
representation {ex, ey, ez} and that of the unit vector σ̂. To overcome this latter difficulty, we introduce an alternative
orthonormal basis {e¯1, e¯2, e¯3} defined as e¯i = Uαieα, where the change of basis matrix is
Ux1 Ux2 Ux3Uy1 Uy2 Uy3
Uz1 Uz2 Uz3
 =

σ̂y√
σ̂2x + σ̂
2
y
σ̂xσ̂z√
σ̂2x + σ̂
2
y
σ̂x
− σ̂x√
σ̂2x + σ̂
2
y
σ̂yσ̂z√
σ̂2x + σ̂
2
y
σ̂y
0 −
√
σ̂2x + σ̂
2
y σ̂z

, (2.25)
so that V12 = V12,αeα = V 12,ie¯i with V12,α = UαiV 12,i and V 12,i = UαiV12,α. Note that e¯3 = σ̂ and thus σ̂ · V12 =
V 12,3. We note that the Greek and Latin characters represent {x, y, z} and {1, 2, 3}, respectively.
Now we define the quantities
I¯
(ℓ)
i (σ̂) ≡
∫
dV1
∫
dV2Θ
(
V 12,3 − b
) (
V 12,3 − b
)ℓ
V 12,if(V1)f(V2), (i = 1, 2), (2.26a)
Jα (σ̂) ≡ Uα1I¯(2)1 (σ̂) + Uα2I¯(2)2 (σ̂) . (2.26b)
Next, according to the definition (2.20b), the vector I
(2)
α can be expressed in terms of Jα, I
(2), and I(3) as
I(2)α (σ̂) = Jα (σ̂) + σ̂αI
(3) (σ̂) + a (σ̂ασ̂x − δαx) I(2) (σ̂) . (2.27)
Since σ̂αI
(2)
α = I(3), one has σ̂αJα = 0. Inserting Eq. (2.27) into Eq. (2.23a), we obtain the result
Lαβ =
∫
dσ̂
[
σ̂αJβ (σ̂) + σ̂βJα (σ̂) + 2bσ̂ασ̂βI
(2) (σ̂)
]
. (2.28)
7III. RHEOLOGY OF SHEARED INERTIAL SUSPENSIONS VIA GRAD’S MOMENT METHOD
A. Grad’s moment method
In Sec. II, we have presented the formal exact relations within Enskog’s approximation. On the other hand, the
moment equations (2.19) cannot be solved without explicit expressions for the collisional integrals Λαβ, and the same
applies to the collisional transfer contribution to the pressure tensor P cαβ [see Eqs. (2.20)–(2.24)]. Good estimates of
those collisional quantities can be expected by using Grad’s approximation [10, 14, 17, 18, 21, 31, 32]
f(V ) = fM(V )
(
1 +
m
2T
ΠαβVαVβ
)
, (3.1)
where
fM(V ) = n
( m
2πT
)d/2
exp
(
−mV
2
2T
)
(3.2)
is the Maxwellian distribution and
Παβ ≡
P kαβ
nT
− δαβ (3.3)
is the traceless part of the (dimensionless) kinetic pressure tensor P kαβ .
B. Linear approximation for the shear rate
We consider in this section the results obtained when ignoring the contributions of second- and higher-order terms
in the shear rate in Eqs. (2.9), (2.13), and (2.14). In the case of the collisional moment Λαβ , and after lengthy algebra
(see Appendix B for details), one gets the following expression2
Λαβ = g0nT
{
νΠαβ + λδαβ − 2
d−2
(d+ 2)(d+ 4)
ϕ(1 + e)γ˙[(d+ 4)(1− 3e)(δαxδβy + δαyδβx)
+ 2(d+ 1− 3e) (Παxδβy +Παyδβx +Πβxδαy +Πβyδαx)− 6(1 + e)δαβΠxy]
}
. (3.4)
Here, the quantities ν and λ are given, respectively, by [15, 31, 32]
ν =
√
2π(d−1)/2
d(d+ 2)Γ (d/2)
(1 + e)(2d+ 3− 3e)nσd−1vT , (3.5a)
λ =
√
2π(d−1)/2
dΓ (d/2)
(1− e2)nσd−1vT , (3.5b)
where vT =
√
2T/m is the thermal velocity. Notice that, upon deriving Eq. (3.4), terms nonlinear in Παβ have also
been neglected. As will be shown below, for dilute gases (ϕ→ 0), this approximation yields P kxx 6= P kyy but P kyy = P kzz .
The latter equality disagrees with computer simulation results [12, 15, 17], which show that the difference P kyy−P kzz is
small but nonzero. The evaluation of Λαβ for dilute gases by retaining all the quadratic terms in the pressure tensor
has been reported in Ref. [17]. The inclusion of these nonlinear corrections allows one to determine the normal stress
difference (P kyy − P kzz) in the plane orthogonal to the shear flow. Nevertheless, since this difference is rather small in
the limit of dilute gases [15, 18], the expression (3.4) can be considered as reliable in that limit.
2 The right-hand side of Eq. (3.4) coincides with that of Eq. (32) in Ref. [18], but it actually corresponds to Λαβ , not to Λαβ , as incorrectly
appears in Ref. [18].
8The set of coupled differential equations (2.19) can be written more explicitly when one takes into account the
result (3.4):3
∂
∂t
T = − 2γ˙
dn
CdP kxy + 2ζ(Tex − T )− g0λT, (3.6a)
∂
∂t
∆T = − 2
n
γ˙P kxy − (νg0 + 2ζ)∆T, (3.6b)
∂
∂t
δT = − 2
n
γ˙EdP kxy − (νg0 + 2ζ)δT, (3.6c)
∂
∂t
P kxy = γ˙n
(
d− 1
d
Dd∆T − d− 2
d
EdδT − CdT
)
− (νg0 + 2ζ)P kxy. (3.6d)
The (dimensionless) quantities Cd, Ed, and Dd are given by Eqs. (39)–(41), respectively, of Ref. [18]. For the sake of
completeness, we provide here their explicit forms:
Cd(e, ϕ) = 1− 2
d−2
(d+ 2)
(1 + e)(1− 3e)ϕg0, (3.7a)
Ed(e, ϕ) = 1− 2
d
(d+ 2)(d+ 4)
(1 + e)(d+ 1− 3e)ϕg0, (3.7b)
Dd(e, ϕ) = 1− 2
d−1(d− 2)
(d− 1)(d+ 2)(d+ 4)(1 + e)(d+ 1− 3e)ϕg0. (3.7c)
As for the collisional transfer contribution P cαβ to the pressure tensor, it can be determined by inserting Grad’s
distribution (3.1) into its definition, Eq. (2.9). To first order in the shear rate, and neglecting quadratic terms in Παβ ,
the result is (see Appendix D in Ref. [18])
P cαβ = 2
d−2(1 + e)ϕg0nT
[
δαβ +
2
d+ 2
Παβ − γ˙∗τT 2
√
2√
π(d+ 2)
(δαxδβy + δαyδβx)
]
, (3.8)
where
γ˙∗ ≡ γ˙
ζ
, τT =
ζσ
vT
. (3.9)
Since ζ ∝ √Tex and vT ∝
√
T , one finds that τT ∝
√
Tex/T measures the competing effect between the background
temperature Tex and the kinetic temperature T . In the framework of the linear approximation, the collisional transfer
contribution P cαβ appears in combination with the shear rate γ˙. Therefore, we only consider the shear-independent
terms in Eq. (3.8), i.e.,
P cαβ ≈ 2d−2(1 + e)ϕg0nT
(
δαβ +
2
d+ 2
Παβ
)
. (3.10)
The limit τT → 0 can be relevant for situations where the stresses applied by the background fluid on suspended
particles have a weak influence on the dynamics of grains. If Eqs. (3.4) and (3.10) are inserted into Eq. (2.13), one
obtains
Λαα = dnTχ, (3.11)
where
χ = g0(1− e2)
[√
2π(d−1)/2
dΓ(d/2)
nσd−1vT − 3 · 2
d−1
d(d + 2)
ϕγ˙Πxy
]
(3.12)
is the cooling rate. As expected, χ vanishes for elastic collisions (e = 1).
It is worthwhile remarking that the linear shear-rate approximation presented here is mainly aimed at obtaining
simple and analytic expressions for the rheological properties of a d-dimensional sheared inertial suspension. Those
expressions allow one to disclose in a clean way the combined effect of both the restitution coefficient and the shear
rate on momentum transport. Since both the collisional moment Λαβ and the collisional transfer contribution P
c
αβ
are expected to strongly depend on the shear rate in the steady state [30], the truncation made in Eqs. (3.4) and (3.8)
can be expected to be justified for small shear rates and/or low densities only.
3 To derive Eqs. (3.6) we have used Eqs. (2.17) and Πxx+Πyy+(d−2)Πzz = 0. Equations (3.6) correspond to Eqs. (35)–(38) in Ref. [18],
except that in the latter P cxy and P
c
yy need to be removed.
9C. Rheology of inertial suspension under the linear shear-rate approximation
The rheology of inertial suspensions is determined in this section by solving the set of constitutive equations (3.6)
in the steady state. First, it is convenient to write Eqs. (3.6) in dimensionless form by introducing the reduced
quantities4
ν∗ ≡ ν√
θζ
=
2d(1 + e)(2d+ 3− 3e)
(d+ 2)
√
π
ξexϕ, (3.13a)
λ∗ ≡ λ√
θζ
=
2d(1 − e2)√
π
ξex, (3.13b)
where
θ ≡ T
Tex
, ξex ≡
√
Tex
m
1
σζ
. (3.14)
Since ζ ∝ √Tex, one has that ν∗ ∝ ν/
√
T , λ∗ ∝ λ/
√
T , and the dimensionless quantity ξex [15] is a measure of the
proportionality constant between ζ and
√
Tex.
Note that the quantity τT defined in Eq. (3.9) can be equivalently written as τT = 1/
√
2θξex. In terms of the above
quantities, in the steady state, Eqs. (3.6) read5
−2γ˙
∗
d
CdΠxy = g0
√
θλ∗ + 2(1− θ−1), (3.15a)
−2γ˙∗Πxy =
(
2 + g0
√
θν∗
) ∆θ
θ
, (3.15b)
−2γ˙∗EdΠxy =
(
2 + g0
√
θν∗
) δθ
θ
, (3.15c)(
2 + ν∗g0
√
θ
)
Πxy = γ˙
∗
(
d− 1
d
Dd∆θ
θ
− d− 2
d
Ed δθ
θ
− Cd
)
, (3.15d)
where ∆θ ≡ ∆T/Tex and δθ ≡ ∆T/Tex. The solution to Eqs. (3.15) can be written as6
Πxy = − d
2γ˙∗Cd [g0
√
θλ∗ + 2(1− θ−1)], (3.16a)
∆θ
θ
=
d
Cd
g0
√
θλ∗ + 2(1− θ−1)
2 + g0
√
θν∗
, (3.16b)
δθ
θ
=
dEd
Cd
g0
√
θλ∗ + 2(1− θ−1)
2 + g0
√
θν∗
. (3.16c)
Substituting Eq. (3.15a) into Eq. (3.15d) we obtain the expression γ˙∗ as
γ˙∗ =
√
−d[g0
√
θλ∗ + 2(1− θ−1)](2 + ν∗g0
√
θ)
2CdFd(θ) (3.17)
where
Fd(θ) = d− 1
d
Dd∆θ
θ
− d− 2
d
Ed δθ
θ
− Cd
=
(d− 1)Dd − (d− 2)E2d
Cd
g0
√
θλ∗ + 2(1− θ−1)
2 + g0
√
θν∗
− Cd. (3.18)
We should note that ∆θ/θ and δθ/θ are expressed as functions of θ by Eqs. (3.16b) and (3.16c). After inserting those
expressions into Eq. (3.18), Eq. (3.17) yields an implicit equation to determine θ in terms of e, ϕ, and γ˙∗. Once
θ is known, the remaining rheological functions (namely the stress tensor, P ∗xy ≡ Pxy/nT , and the first, ∆T ,, and
second δT , stress normal differences) can be determined from Eqs. (3.16) in terms of e, ϕ, and γ˙∗. In the low-density
limit (ϕ → 0), previous results [15] obtained for dilute granular suspensions are recovered. The reliability of these
theoretical results will be assessed in Sec. IV via a comparison against computer simulations.
4 Equations (3.13) correspond to Eq. (45) in Ref. [18], except that we have introduced ξex and set R(ϕ) = 1.
5 Equations (3.15) correspond to Eqs. (46)–(49) in Ref. [18], except that in the latter P c∗xy and P
c∗
yy need to be removed.
6 Equations (3.16) correct Eqs. (50)–(52) in Ref. [18].
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D. The framework for arbitrary shear rate
The analysis performed in Secs. III B and III C is simple but in principle it only applies to low shear rates. In
this section, we extend our previous calculations by addressing situations where the magnitude of the shear rate is
arbitrary.
First, let us rewrite Eqs. (2.19) in dimensionless form by introducing, apart from the dimensionless shear rate γ˙∗
[see Eq. (3.9)], the scaled time τ ≡ tζ, the scaled collisional moment Λ∗αβ ≡ Λαβ/nζTex, and the scaled kinetic stress
tensor Π∗αβ = θΠαβ = P
k
αβ/nTex − θδαβ . As a consequence, Eqs. (2.19) become
∂τθ = −2
d
γ˙∗Π∗xy + 2(1− θ)−
1
d
Λ∗αα, (3.19a)
∂τ∆θ = −2γ˙∗Π∗xy − 2∆θ − δΛ∗xx + δΛ∗yy, (3.19b)
∂τ δθ = −2γ˙∗Π∗xy − 2δθ −
d− 1
d− 2δΛ
∗
xx −
1
d− 2δΛ
∗
yy, (3.19c)
∂τΠ
∗
xy = γ˙
∗
(
θ +Π∗yy
)− 2Π∗xy − Λ∗xy, (3.19d)
with
δΛ∗xx = Λ
∗
xx −
1
d
Λ∗αα, δΛ
∗
yy = Λ
∗
yy −
1
d
Λ∗αα. (3.20)
On account of Eq. (2.17b), one must insert the identity Π∗yy =
d−2
d δθ − d−1d ∆θ in Eq. (3.19d). Note also that
Π∗xx =
1
d∆θ +
d−2
d δθ.
Now, as in the last part of Sec. II B, we particularize our calculations to d = 3. Thus, from Eqs. (2.22a), (2.24),
(2.23b), and (2.28) we have the relations
P c∗ ≡ P
c
αα
3nTex
=
1 + e
π
ϕg0θ
∫
dσ̂I˜(2) (σ̂) , (3.21a)
Πc∗αβ ≡
P cαβ
nTex
− P c∗δαβ = 3
π
(1 + e)ϕg0θ
∫
dσ̂
(
σ̂ασ̂β − 1
3
δαβ
)
I˜(2) (σ̂) , (3.21b)
Λ∗αβ =
3
√
2
π
(1 + e)ϕg0ξexθ
3/2
[
L˜αβ + (1− e)M˜αβ
]
, (3.21c)
where
L˜αβ ≡ Lαβ
nv3T
=
∫
dσ̂
[
σ̂αJ˜β (σ̂) + σ̂β J˜α (σ̂) + 2bT σ̂ασ̂β I˜
(2) (σ̂)
]
, (3.22a)
M˜αβ ≡ Mαβ
nv3T
=
∫
dσ̂σ̂ασ̂β I˜
(3) (σ̂) . (3.22b)
Here, J˜α ≡ Jα/n2v3T , I˜(ℓ) ≡ I(ℓ)/n2vℓT , and
bT ≡ b
vT
= γ˙σ
√
m
2T
σ̂xσ̂y =
γ˙∗
ξex
√
2θ
σ̂xσ̂y. (3.23)
Note that L˜αα = 2
∫
dσ̂bT I˜
(2) (σ̂) and M˜αα =
∫
dσ̂I˜(3) (σ̂).
Inserting Grad’s approximation (3.1) into the definitions (2.20a) and (2.26) one finally obtains7 (see the detailed
7 Equation (3.24a) was given in Ref. [29] without a detailed derivation. Equation (3.24b) was given in Ref. [30], but in that reference the
correction erf→ −erfc needs to be made. Equations (3.24c)–(3.24e) are new.
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derivation in Appendix C)
I˜(2)(σ̂) =− bT√
2π
e−b
2
T /2 +
1 + b2T
2
erfc
(
bT√
2
)
+
1
2
erfc
(
bT√
2
)
σ̂β σ̂γΠβγ +
bT
8
√
2π
e−b
2
T /2 (σ̂β σ̂γΠβγ)
2 , (3.24a)
I˜(3)(σ̂) =
2 + b2T√
2π
e−b
2
T /2 − 1
2
bT
(
3 + b2T
)
erfc
(
bT√
2
)
+ 3
[
e−b
2
T /2√
2π
− bT
2
erfc
(
bT√
2
)]
σ̂β σ̂γΠβγ
+
3
8
√
2π
e−b
2
T /2 (σ̂β σ̂γΠβγ)
2
, (3.24b)
J˜x(σ̂) =− σ̂x
(
σ̂β σ̂γΠβγ −Πxx − σ̂y
σ̂x
Πxy
)[√
2
π
e−b
2
T /2
(
1 +
1
4
σ̂β σ̂γΠβγ
)
− bT erfc
(
bT√
2
)]
, (3.24c)
J˜y(σ̂) =− σ̂y
(
σ̂β σ̂γΠβγ −Πyy − σ̂x
σ̂y
Πxy
)[√
2
π
e−b
2
T /2
(
1 +
1
4
σ̂β σ̂γΠβγ
)
− bT erfc
(
bT√
2
)]
, (3.24d)
J˜z(σ̂) =− σ̂z (σ̂β σ̂γΠβγ −Πzz)
[√
2
π
e−b
2
T /2
(
1 +
1
4
σ̂β σ̂γΠβγ
)
− bT erfc
(
bT√
2
)]
, (3.24e)
where erf(x) ≡ (2/√π) ∫ x
0
dze−z
2
and erfc(x) ≡ 1−erf(x) are the error function and the complementary error function,
respectively.
For given values of e, ϕ, γ˙∗, and ξex, the angle integrals in Eqs. (3.22) can be evaluated numerically as functions of
θ (note that bT ∝ 1/
√
θ), ∆θ, δθ, and Πxy. This allows us to numerically obtain the time evolution, as well as the
steady-state values, of the stress tensor from the set of Eqs. (3.19) with the aid of Eqs. (3.22) and (3.24). Note that
Eq. (3.19) is a closed set of equations for the kinetic stress, while the collisional contribution of the stress is given by
Eq. (3.21b) separately. Therefore, the procedure to obtain the stress is to solve the steady version of Eqs. (3.19) at
first, and then evaluate Eq. (3.21b) later. Then, we obtain the apparent viscosity from Eq. (2.18) with the aid of the
total stress Pxy. On the other hand, since this scheme is seen to consume too much computation time, we employ
here an alternative perturbation scheme.
By expanding the right-hand sides of Eqs. (3.24) in powers of bT , the angle integrals in Eqs. (3.21) and (3.22) can
be analytically performed term by term. This gives rise to an expansion of the quantities Λ∗αα, Λ
∗
xy, δΛ
∗
xx, δΛ
∗
yy, and
Πc∗xy in powers of the dimensionless parameter
˜˙γ ≡ γ˙
∗
ξex
√
θ
=
√
2γ˙∗τT (3.25)
as
Λ∗αα = ϕg0ξexθ
3/2
Nc∑
n=0
Λ˜(n)∗αα ˜˙γ
n, (3.26a)
Λ∗xy = ϕg0ξexθ
3/2
Nc∑
n=0
Λ˜(n)∗xy ˜˙γ
n, (3.26b)
δΛ∗xx = ϕg0ξexθ
3/2
Nc∑
n=0
δΛ˜(n)∗xx ˜˙γ
n, (3.26c)
δΛ∗yy = ϕg0ξexθ
3/2
Nc∑
n=0
δΛ˜(n)∗yy ˜˙γ
n, (3.26d)
Πc∗xy = ϕg0θ
Nc∑
n=0
Π˜c(n)∗xy ˜˙γ
n. (3.26e)
Here, we have introduced an upper cutoff Nc in the series for practical reasons. Equations (3.26) are exact within
the framework of the Enskog approximation and Grad’s expansion if we take the limit Nc → ∞. This is equivalent
to the closed forms obtained from Eqs. (3.21), (3.22), and (3.24). From a practical point of view, however, it is
computationally much more convenient to introduce a truncation up to a finite number of terms (finite Nc). The
coefficients in Eqs. (3.26a)–(3.26d) and in Eq. (3.26e) up to sixth order in the shear rate are listed in Tables I and
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TABLE I. Coefficients appearing in Eqs. (3.26a)–(3.26d) up to order Nc = 6.
Λ˜(0)∗αα =
24√
pi
(1− e2)
[
1 +
1
20θ2
(
Π∗2xy +Π
∗2
xx +Π
∗
xxΠ
∗
yy +Π
∗2
yy
)]
Λ˜(1)∗αα = − 4
5θ
(1 + e)(1− 3e)Π∗xy
Λ˜(2)∗αα = − 2
5
√
pi
(1 + e)(1 + 3e)
[
1 +
1
7θ
(Π∗xx +Π
∗
yy)− 1
28θ2
Π∗2xy − 1
84θ2
(
Π∗2xx +Π
∗
xxΠ
∗
yy +Π
∗2
yy
)]
Λ˜(3)∗αα = 0
Λ˜(4)∗αα = − 1
420
√
pi
(1 + e)(5 + 3e)
[
1− 2
11θ
(Π∗xx +Π
∗
yy) +
75
572θ2
Π∗2xy +
3
572θ2
(
7Π∗2xx + 9Π
∗
xxΠ
∗
yy + 7Π
∗2
yy
)]
Λ˜(5)∗αα = 0
Λ˜(6)∗αα =
1
48048
√
pi
(1 + e)(3 + e)
[
1− 3
5θ
(Π∗xx +Π
∗
yy) +
49
68θ2
Π∗2xy +
1
68θ2
(
13Π∗2xx + 19Π
∗
xxΠ
∗
yy + 13Π
∗2
yy
)]
Λ˜(0)∗xy =
24
5
√
piθ
(1 + e)(3− e)Π∗xy
[
1 +
1
14θ
(
Π∗xx +Π
∗
yy
)]
Λ˜(1)∗xy = −25(1 + e)
[
1− 3e + 2
7θ
(4− 3e) (Π∗xx +Π∗yy)
]
Λ˜(2)∗xy =
2
35
√
piθ
(1 + e)Π∗xy
[
1− 3e− 1
11θ
(2− 3e) (Π∗xx +Π∗yy)
]
Λ˜(3)∗xy =
1
35
(1 + e)2
Λ˜(4)∗xy =
1
12012
√
piθ
(1 + e)Π∗xy
[
19 + 15e − 9
2θ
(1 + e)
(
Π∗xx +Π
∗
yy
)]
Λ˜(5)∗xy = 0
Λ˜(6)∗xy = − 1
583440
√
piθ
(1 + e)Π∗xy
[
19 + 7e − 35
19θ
(5 + 2e)
(
Π∗xx +Π
∗
yy
)]
δΛ˜(0)∗xx =
24
5
√
pi
(1 + e)(3− e)
[
1
θ
Π∗xx +
1
42θ2
(
Π∗2xy +Π
∗2
xx − 2Π∗xxΠ∗yy − 2Π∗2yy
)]
δΛ˜(1)∗xx = − 8105θ (1 + e)(4− 3e)Π
∗
xy
δΛ˜
(2)∗
xx = − 4
105
√
pi
(1 + e)
{
1 + 3e− 3
2θ
(3− e)Π∗xx + 2θΠ
∗
yy +
1
22θ2
(2− 3e)Π∗2xy
+
1
132θ2
[
(43− 15e)Π∗2xx + 2(2− 3e)Π∗xxΠ∗yy − (35− 3e)Π∗2yy
]}
δΛ˜(3)∗xx = 0
δΛ˜
(4)∗
xx = − 1
3465
√
pi
(1 + e)
{
5 + 3e+
1
52θ
(115 − 57e)Π∗xx − 1
13θ
(35 + 3e)Π∗yy +
45
104θ2
(1 + e)Π∗2xy
− 3
104θ2
[
(23− 9e)Π∗2xx − 2(1 + 3e)Π∗xxΠ∗yy − 28Π∗2yy
]}
δΛ˜(5)∗xx = 0
δΛ˜
(6)∗
xx =
1
360360
√
pi
(1 + e)
{
3 + e+
3
34θ
(9− 11e)Π∗xx − 6
17θ
(10 + e)Π∗yy +
245
646θ2
(5 + 2e)Π∗2xy
− 5
1292θ2
[
(185− 97e)Π∗2xx − 2(74 + 41e)Π∗xxΠ∗yy − 13(31 + e)Π∗2yy
]}
δΛ˜(0)∗yy =
24
5
√
pi
(1 + e)(3− e)
[
1
θ
Π∗yy +
1
42θ2
(
Π∗2xy − 2Π∗2xx − 2Π∗xxΠ∗yy +Π∗2yy
)]
δΛ˜(1)∗yy = − 8105θ (1 + e)(4− 3e)Π
∗
xy
δΛ˜
(2)∗
yy = − 4
105
√
pi
(1 + e)
{
1 + 3e+
2
θ
Π∗xx − 32θ (3− e)Π
∗
yy +
1
22θ2
(2− 3e)Π∗2xy
− 1
132θ2
[
(35− 3e)Π∗2xx − 2(2− 3e)Π∗xxΠ∗yy − (43− 15e)Π∗2yy
]}
δΛ˜(3)∗yy = 0
δΛ˜
(4)∗
yy = − 1
3465
√
pi
(1 + e)
{
5 + 3e− 1
13θ
(35 + 3e)Π∗xx +
1
52θ
(115− 57e)Π∗yy + 45
104θ2
(1 + e)Π∗2xy
+
3
104θ2
[
28Π∗2xx + 2(1 + 3e)Π
∗
xxΠ
∗
yy − (23− 9e)Π∗2yy
]}
δΛ˜(5)∗yy = 0
δΛ˜
(6)∗
yy =
1
360360
√
pi
(1 + e)
{
3 + e− 6
17θ
(10 + e)Π∗xx +
3
34θ
(9− 11e)Π∗yy + 245
646θ2
(5 + 2e)Π∗2xy
+
5
1292θ2
[
13(31 + e)Π∗2xx + 2(74 + 41e)Π
∗
xxΠ
∗
yy − (185− 97e)Π∗2yy
]}
13
TABLE II. Coefficients appearing in Eq. (3.26e) up to order Nc = 6.
Π˜c(0)∗xy =
4
5θ
(1 + e)Πxy
Π˜c(1)∗xy = − 4
5
√
pi
(1 + e)
[
1 +
2
7θ
(Π∗xx +Πyy)− 128θ2Π
∗2
xy − 184θ2
(
7Π∗2xx + 9Π
∗
xxΠ
∗
yy + 7Π
∗2
yy
)]
Π˜c(2)∗xy = 0
Π˜c(3)∗xy = − 1
105
√
pi
(1 + e)
[
1− 2
11θ
(Π∗xx +Π
∗
yy) +
75
572θ2
Π∗2xy +
3
572θ2
(
7Π∗2xx + 9Π
∗
xxΠ
∗
yy + 7Π
∗2
yy
)]
Π˜c(4)∗xy = 0
Π˜c(5)∗xy =
1
24024
√
pi
(1 + e)
[
1− 3
5θ
(Π∗xx +Π
∗
yy) +
49
68θ2
Π∗2xy +
1
68θ2
(
13Π∗2xx + 19Π
∗
xxΠ
∗
yy + 13Π
∗2
yy
)]
Π˜c(6)∗xy = 0
II, respectively. Truncating up to Nc = 1, as well as neglecting quadratic terms in Παβ , yields results consistent with
those derived in Secs. III B and III C. It is also worthwhile noting that ˜˙γ ∝ ϕγ˙/ν, where the collision frequency ν is
defined by Eq. (3.5a). Therefore, in the low-density regime ϕ → 0 (Boltzmann limit), only the terms with n = 0 in
Eqs. (3.26) survive.
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FIG. 1. Convergence of the shear viscosity against the truncation order in Eqs. (3.26) for ϕ = 0.30 and e = 0.9. Two values of
ξex are considered: (a) ξex = 0.1 and (b) ξex = 1.0. Here, η
(Nc) represents the shear viscosity with the truncation up to order
Nc, while η
(∞) is the non-truncated viscosity.
Figure 1 shows the convergence of the stationary viscosity depending on the truncation order for ϕ = 0.30, e = 0.9,
and two values of the parameter ξex, namely ξex = 0.1 and ξex = 1.0. We can observe that the expansions in Eqs. (3.26)
have a rather fast convergence. The maximum relative deviations from the non-truncated values in the cases with
ξex = 0.1 (ξex = 1) are observed to be 0.81 (0.47), 0.28 (0.054), 0.032 (6.7 × 10−3), 5.9 × 10−3 (4.5 × 10−5), and
5.7 × 10−4 (2.2 × 10−6) for Nc = 1, 2, 3, 4, and 6, respectively. Since the perturbation parameter ˜˙γ used in Eqs.
(3.26) is inversely proportional to ξex, it is not surprising that the convergence is much better in the case ξex = 1.0
than in the case ξex = 0.1. Additionally, as will be shown in Sec. IV, the steady-state temperature ratio θ increases
monotonically with γ˙∗ and, as a consequence, ˜˙γ exhibits a nonmonotonic dependence on γ˙∗. More specifically, we
have observed (not shown) that ˜˙γ has a maximum value ˜˙γ = 3.57 (˜˙γ = 1.42) at γ˙∗ ≃ 0.58 (γ˙∗ ≃ 2.4) if ξex = 0.1
(ξex = 1.0). This nonmonotonic dependence of ˜˙γ on γ˙
∗ explains the nonmonotonic behavior of the relative errors
of the truncated approximations observed in Fig. 1. Since the error of the sixth-order approximation is less than
0.06% and 0.0003% for ξex = 0.1 and ξex = 1.0, respectively, all the theoretical results presented in Sec. IV have been
obtained with the choice Nc = 6.
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IV. COMPARISON BETWEEN THEORY AND SIMULATION
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FIG. 2. Plots of (a) θ,(b) η∗, (c) Nk1 , and (d) N
k
2 versus the (scaled) shear rate γ˙
∗ for ϕ = 0.01 and two different values of
the restitution coefficient: e = 1 and e = 0.9. The solid and dashed lines correspond to the (perturbative) theoretical results
obtained in the sixth-order (denoted by “6th” in the legend) and first-order (denoted by “linear” in the legend), respectively.
Symbols refer to computer simulation results.
The goal of this section is to validate our theoretical results by using the EDLSHS method. We consider Lees–
Edwards boundary conditions in a three-dimensional (d = 3) periodic box [19, 26]. Under these conditions, the
Langevin equation (2.2) is equivalent to Eqs. (2.4) and (2.5), when molecular chaos ansatz and the Enskog approxi-
mation are assumed.
Notice that it is difficult to adopt either the conventional event-driven or the soft-core simulation methods for our
problem. The existence of both the inertia term dp/dt and the drag term proportional to ζ in Eq. (2.2) makes it
difficult the use of conventional event-driven simulations. In addition, a sudden increment of the viscosity in the
vicinity of a DST gives rise to numerical difficulties in soft-core simulations. Thus, to avoid the above difficulties, we
adopt EDLSHS [19]. This is in fact a powerful simulator for hard spheres under the influence of the drag and the
inertia terms with the aid of Trotter decomposition [15, 19].
In our simulations, we fix the number of grains N = 1000, as well as the background fluid temperature characterized
by ξex = 1.0 introduced in Eq. (3.14). Several volume fractions are considered: ϕ = 0.01, 0.05, 0.10, 0.20, 0.30, 0.40,
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FIG. 3. Plots of (a) θ, (b) η∗, (c) Nk1 , and (d) N
k
2 versus the (scaled) shear rate γ˙
∗ for ϕ = 0.05 and two different values of
the restitution coefficient: e = 1 and e = 0.9. The solid and dashed lines correspond to the (perturbative) theoretical results
obtained in the sixth-order (denoted by “6th” in the legend) and first-order (denoted by “linear” in the legend), respectively.
Symbols refer to computer simulation results.
and 0.50. The first density corresponds to a dilute suspension, while the latter can be considered as a relatively high
dense suspension. Notice that previous works [33–37] have shown that the results derived from the Enskog equation
are quite accurate for moderately dense systems. Two different values of the restitution coefficient e are considered
in this section: e = 1 (elastic grains) and e = 0.9 (granular grains with moderate inelasticity). All the rheological
variables presented in this paper are measured after the system reaches a steady state (for t > 400/ζ). In addition,
all the variables are averaged over 10 ensemble averages, which have different initial conditions, and 10 time averages
during the time intervals 10/ζ for each initial condition. We have confirmed that the fluctuations of the observables
are sufficiently small.
Figures 2–8 show the shear-rate dependence of the (scaled) kinetic temperature θ, the (dimensionless) nonlinear
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FIG. 4. Plots of (a) θ, (b) η∗, (c) Nk1 , and (d) N
k
2 versus the (scaled) shear rate γ˙
∗ for ϕ = 0.10 and two different values of
the restitution coefficient: e = 1 and e = 0.9. The solid and dashed lines correspond to the (perturbative) theoretical results
obtained in the sixth-order (denoted by “6th” in the legend) and first-order (denoted by “linear” in the legend), respectively.
Symbols refer to computer simulation results.
shear viscosity η∗, and the viscometric quantities
Nk1 ≡
P kxx − P kyy
nT
=
∆θ
θ
, (4.1a)
Nk2 ≡
P kyy − P kzz
nT
=
δθ −∆θ
θ
, (4.1b)
for ϕ = 0.01 (Fig. 2), ϕ = 0.05 (Fig. 3), ϕ = 0.10 (Fig. 4), ϕ = 0.20 (Fig. 5), ϕ = 0.30 (Fig. 6), ϕ = 0.40 (Fig. 7),
and ϕ = 0.50 (Fig. 8). The dashed lines in those plots correspond to the theoretical results obtained by retaining the
first-order shear rate as explained in Sec. III B and Sec. III C. These results will be referred here to as the first-order
theory. Analogously, the solid lines refer to the theoretical results by using the sixth-order expansion explained in
Sec. III D. The symbols in Figs. 2–8 correspond to the simulation results.
It is remarkable that, for ϕ ≤ 0.4, an excellent agreement is found between the results of our simulation for θ, η∗,
and Nk1 and the theoretical results if we adopt the sixth-order expansions (Nc = 6) in Eqs. (3.26), together with the
expressions in Tables I and II. This good agreement is shown more in detail in Table III in the case of the viscosity
17
(a) (b)
(c) (d)
0.0
0.5
1.0
10
-1
10
0
10
1
0.9 (theory, linear)
0.9 (theory, 6th)
0.9 (sim.)
1.0 (theory, linear)
1.0 (theory, 6th)
1.0 (sim.)
10
0
10
2
10
4
10
6
10
-1
10
0
10
1
0.9 (theory, linear)
0.9 (theory, 6th)
0.9 (sim.)
1.0 (theory, linear)
1.0 (theory, 6th)
1.0 (sim.)
10
0
10
2
10
4
10
-1
10
0
10
1
0.9 (theory, linear)
0.9 (theory, 6th)
0.9 (sim.)
1.0 (theory, linear)
1.0 (theory, 6th)
1.0 (sim.)
-0.10
0.00
0.10
0.20
0.30
10
-1
10
0
10
1
0.9 (theory, linear)
0.9 (theory, 6th)
0.9 (sim.)
1.0 (theory, linear)
1.0 (theory, 6th)
1.0 (sim.)
FIG. 5. Plots of (a) θ, (b) η∗, (c) Nk1 , and (d) N
k
2 versus the (scaled) shear rate γ˙
∗ for ϕ = 0.20 and two different values of
the restitution coefficient: e = 1 and e = 0.9. The solid and dashed lines correspond to the (perturbative) theoretical results
obtained in the sixth-order (denoted by “6th” in the legend) and first-order (denoted by “linear” in the legend), respectively.
Symbols refer to computer simulation results.
for ϕ = 0.10 and e = 0.9. Even at ϕ = 0.5 (slightly above the Alder transition point ϕ = 0.49), the sixth-order theory
performs reasonably well (see Fig. 8), especially in the case of θ.
The second viscometric function Nk2 is rather small in the more dilute cases (see Figs. 2 and 3). In fact, N
k
2 → 0
if ϕ → 0 in Grad’s approximation when the terms nonlinear in Παβ are neglected; the analysis of such nonlinear
contributions for dilute cases can be found in Ref. [15]. As a consequence, the agreement between simulation and
theory in panels (d) of Figs. 2–4 is worse than in panels (d) of Figs. 5–8. It is interesting to note that both Nk1 and N
k
2
have peaks at around the bending points of θ and η∗, their peak values being enhanced if the collisions are inelastic.
The first-order theory also gives reasonable results for ϕ ≤ 0.1, in which case the high shear-rate contributions are
dominated by those of the dilute theory. As density increases, however, the first-order theory becomes less reliable.
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FIG. 6. Plots of (a) θ, (b) η∗, (c) Nk1 , and (d) N
k
2 versus the (scaled) shear rate γ˙
∗ for ϕ = 0.30 and two different values of
the restitution coefficient: e = 1 and e = 0.9. The solid and dashed lines correspond to the (perturbative) theoretical results
obtained in the sixth-order (denoted by “6th” in the legend) and first-order (denoted by “linear” in the legend), respectively.
Symbols refer to computer simulation results.
TABLE III. Comparison of the shear viscosity between the simulation and the sixth-order theory for ϕ = 0.10 and e = 0.9.
simulation theory relative deviation
γ˙ η∗sim η
∗
th |η∗sim − η∗th|/η∗sim
0.50 0.512899 0.513355 8.88 × 10−4
1.0 0.544695 0.547774 5.65 × 10−3
3.0 1.13576 1.18055 3.94 × 10−2
5.0 3.60394 3.73449 3.62 × 10−2
7.0 7.79684 7.80020 4.31 × 10−4
10.0 15.0416 14.7821 1.73 × 10−2
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FIG. 7. Plots of (a) θ, (b) η∗, (c) Nk1 , and (d) N
k
2 versus the (scaled) shear rate γ˙
∗ for ϕ = 0.40 and two different values of
the restitution coefficient: e = 1 and e = 0.9. The solid and dashed lines correspond to the (perturbative) theoretical results
obtained in the sixth-order (denoted by “6th” in the legend) and first-order (denoted by “linear” in the legend), respectively.
Symbols refer to computer simulation results.
V. DISCUSSION AND CONCLUSION
The Enskog kinetic equation for inelastic hard spheres has been considered in this paper as the starting point to
study the rheology of inertial suspensions under simple shear flow. The effect of the interstitial fluid on the dynamics
of solid particles has been modeled through a viscous drag force plus a stochastic Langevin-like term. While the
first term models the friction of grains on the continuous phase, the latter accounts for thermal fluctuations. Two
independent but complementary routes have been employed to determine the non-Newtonian transport properties
of the suspended particles. First, the Enskog equation has been approximately solved by means of Grad’s moment
method. Then, the theoretical results for the kinetic temperature, the viscosity, and the first and second normal stress
differences have been compared against computer simulations based on the event-driven Langevin simulation for hard
spheres (EDLSHS) [19]. The main goal of the paper has been to study the influence of both inelasticity and density
(or volume fraction) on the flow curve (stress-strain rate relation).
The analysis in this paper includes nonlinear effects in the shear rate, thus overcoming the limitations of the linear
theory presented in Ref. [18]. As a result, the theoretical results derived in this paper from Grad’s method indicate
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FIG. 8. Plots of (a) θ, (b) η∗, (c) Nk1 , and (d) N
k
2 versus the (scaled) shear rate γ˙
∗ for ϕ = 0.50 and two different values of
the restitution coefficient: e = 1 and e = 0.9. The solid and dashed lines correspond to the (perturbative) theoretical results
obtained in the sixth-order (denoted by “6th” in the legend) and first-order (denoted by “linear” in the legend), respectively.
Symbols refer to computer simulation results.
that the Enskog theory describes well the rheology of sheared suspensions. In particular, the agreement found between
theory and simulations for the shear viscosity clearly shows that the shear thickening effect is well captured by the
Enskog kinetic equation in combination with Grad’s method. Our analysis can be regarded as the complete version
of previous works [12–18], some of which only discuss the transition between the quenched state and the ignited state
for the kinetic temperature [12, 13, 16]. We have to stress that the theory predicts precise results without any fitting
parameters and has a wide applicability for ϕ ≤ 0.5, at least for θ, and for ϕ ≤ 0.4 for η. This confirms the reliability
of the Enskog equation in this range of densities reported in previous works [33–37].
Typical DSTs observed in experiments and simulations for dense suspensions (ϕ > 0.5) are essentially the result of
mutual friction between grains. Although the Enskog kinetic equation is not applicable to such dense suspensions, an
extension of Grad’s moment method to dense systems for frictionless grains [38] might be applicable for the explanation
of the DST in frictional grains, thus improving over a previous theory of dense granular liquids [39]. This study will
be reported elsewhere [40] (see also Ref. [41]). We should note that contact states between grains are important to
describe typical DSTs in dense suspensions. Therefore, we must model the process in terms of soft-core forces.
The Langevin equation (2.2) employed in our study assumes that the gravity force is perfectly balanced with the
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drag force associated with the fluid flow. This assumption is only true if the homogeneous state is stable. On the other
hand, the simple shear flow state becomes unstable above a critical shear rate. If the homogeneous state is unstable,
one would need to consider the time evolution of local structures as well as the consideration of an inhomogeneous
drag.
The assumption e = const has allowed us to achieve explicit results. However, experimental observations [42] as
well as the mechanics of particle collisions [43] showed that the restitution coefficient e must be a function of the
impact velocity. One of the simplest models accounting for the velocity dependence of e is that of viscoelastic particles
[44–46], for which some progresses have been made in the case of quasielastic particles. However, the extension of
the present results to a model with a velocity-dependent restitution coefficient is beyond the scope of this paper. In
any case, as already pointed out in Ref. [18], given that the transition between DST and CST for elastic suspensions
is qualitatively similar to that for inelastic suspensions (except in the high-shear asymptotic region), we believe that
the effect of the velocity dependence of the restitution coefficient is not especially important in the shear thickening
problem.
Finally, it is worthwhile noting that the monodisperse system studied in this paper crystallizes in the case of
volume fractions larger than 0.49 for low shear rates. This crystallization could be prevented by considering sheared
polydisperse suspensions. This is an interesting open problem for future studies.
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Appendix A: Effect of the density dependence of the drag coefficient
In the main text, we do not consider the density dependence of the drag coefficient ζ. In this Appendix, we consider
such a dependence as used in Ref. [13] to confirm whether the results are unchanged after we correct the errors in
Ref. [18]. The explicit density-dependent drag coefficient is given by [18]
ζ = ζ0R(ϕ). (A1)
Here, ζ0 in this expression corresponds to ζ in the main text. The following form is sometimes used for the dimen-
sionless resistance R(ϕ) [13, 18, 47]:
R(ϕ) =
1 + 3
√
ϕ
2
(ϕ ≤ 0.1)
k1(ϕ) − ϕg0(ϕ) ln ǫm (ϕ > 0.1)
, (A2)
with
k1(ϕ) = 1 +
3√
2
ϕ1/2 +
135
64
ϕ lnϕ+ 11.26ϕ(1− 5.1ϕ+ 16.57ϕ2 − 21.77ϕ3), (A3)
and ǫm = 0.01 for d = 3.
Using the same procedure to obtain the set of the equations as in the main text, we can obtain a set of equations
under the linear approximation as
−2γ˙
∗
dR
CdΠxy = g0
√
θλ∗ + 2(1− θ−1), (A4a)
−2γ˙
∗
R
Πxy =
(
2 + g0
√
θν∗
) ∆θ
θ
, (A4b)
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−2γ˙
∗
R
EdΠxy =
(
2 + g0
√
θν∗
) δθ
θ
, (A4c)
(
2 + ν∗g0
√
θ
)
Πxy =
γ˙∗
R
(
d− 1
d
Dd∆θ
θ
− d− 2
d
Ed δθ
θ
− Cd
)
, (A4d)
where the dimensionless shear rate in this Appendix is defined by
γ˙∗ ≡ γ˙
ζ0
. (A5)
From these equations, we obtain the expressions of Πxy and γ˙
∗ as
Πxy =− dR(ϕ)
2γ˙∗Cd [g0
√
θλ∗ + 2(1− θ−1)], (A6a)
γ˙∗ =R(ϕ)
√
−d[g0
√
θλ∗ + 2(1− θ−1)](2 + ν∗g0
√
θ)
2CdFd(θ) , (A6b)
respectively. Here, the expressions of ∆θ and δθ are given by Eqs. (3.16b) and (3.16c), respectively.
We can also evaluate the temperature and the shear viscosity for arbitrary shear rate case. Following a procedure
similar to that presented in Sec. III D, we obtain a set of equations which determine the rheology for arbitrary shear
rate as
2R(ϕ)(θ − 1) + 2
3
γ˙∗θΠxy +
1
3
θΛ∗αα = 0, (A7a)
2R(ϕ)Πxx +
4
3
γ˙∗Πxy + δΛ
∗
xx = 0, (A7b)
2R(ϕ)Πyy − 2
3
γ˙∗Πxy + δΛ
∗
yy = 0, (A7c)
2R(ϕ)Πxy + γ˙
∗ (Πyy + 1) + Λ
∗
xy = 0. (A7d)
Here, the expressions of Λ∗αα, δΛ
∗
xx, δΛ
∗
yy, and Λ
∗
xy are the same as given by Eqs. (3.26) in the main text.
In Fig. 9, we present the comparison among the theory of linear shear rate, the theory with the sixth-order expansion,
and the simulation results. Similarly to what happens with a constant ζ, we observe that the simulation results are
quantitatively captured by the sixth-order expansion, while the linear theory works well only for ϕ ≤ 0.1. Nevertheless,
the qualitative disagreement between the linear theory and the simulation is not large, even for ϕ = 0.3.
Appendix B: Evaluation of Λαβ under the linear shear-rate approximation
In this Appendix, we evaluate Λαβ introduced in Eq. (2.12) under Enskog’s approximation (3.1) to first order in
the shear rate.8 Substituting Eq. (2.5) into Eq. (2.12), we obtain
Λαβ = −mσd−1g0
∫
dV1
∫
dV2
∫
dσ̂V1,αV2,βΘ(σ̂ · V12)(σ̂ · V12)
×
[
f(V ′′1 , t)f(V
′′
2 + γ˙σσ̂yex, t)
e2
− f(V1, t)f(V2 − γ˙σσ̂yex, t)
]
. (B1)
Using the expansion f(V2 ± γ˙σσ̂yex, t) = f(V2, t)± γ˙σσ̂y ∂∂V2,x f(V2, t) +O(γ˙2), we can rewrite Λαβ as
Λαβ = g0Λ
(0)
αβ + γ˙g0Λ
(1)
αβ +O(γ˙
2), (B2)
8 In this Appendix we have corrected all errors in Appendix C of Ref. [18].
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FIG. 9. Plots of the temperature against the shear rate for ϕ = 0.20 and 0.30 (e = 0.9) when we consider the effect of the
density dependence R(ϕ). The dashed and solid lines represent the results from the linear approximation and arbitrary shear
case truncated up to sixth order, respectively.
where
Λ
(0)
αβ = −mσd−1
∫
dV1
∫
dV2
∫
dσ̂Θ(σ̂ · V12)(σ̂ · V12)V1,αV1,β
[
f(V
′′
1 )f(V
′′
2 )
e2
− f(V1)f(V2)
]
= −mσ
d−1
2
∫
dV1
∫
dV2
∫
dσ̂Θ(σ̂ · V12)(σ̂ · V12)f(V1)f(V2)(V ′1,αV ′1,β + V ′2,αV ′2,β − V1,αV1,β − V2,αV2,β),
(B3a)
Λ
(1)
αβ = −mσd
∫
dV1
∫
dV2
∫
dσ̂Θ(σ̂ · V12)(σ̂ · V12)σ̂yV1,αV1,β
[
f(V
′′
1 )
e2
∂f(V
′′
2 )
∂V ′′2,x
+ f(V1)
∂f(V2)
∂V2,x
]
= mσd
∫
dV1
∫
dV2
∫
dσ̂Θ(σ̂ · V12)(σ̂ · V12)σ̂yf(V1)∂f(V2)
∂V2,x
(V ′1,αV
′
1,β − V1,αV1,β). (B3b)
In the second equalities we have used the post-collisional velocities V ′i . When Eq. (3.1) is adopted in Eq. (B3a) and
quadratic contributions in the stress tensor are neglected, one gets the result [17, 31]
Λ
(0)
αβ = nT (νΠαβ + λδαβ) , (B4)
where ν and λ are given by Eqs. (3.5).
Let us now evaluate Λ
(1)
αβ . Taking into account the relation
V ′1,αV
′
1,β = V1,αV1,β −
1 + e
2
(σ̂ · V12)(σ̂αV1,β + σ̂βV1,α) + (1 + e)
2
4
(σ̂ · V12)2σ̂ασ̂β , (B5)
Eq. (B3b) can be rewritten as
Λ
(1)
αβ = −mσd
1 + e
4
∫
dV1
∫
dV2f(V1)
∂f(V2)
∂V2,x
∫
dσ̂Θ(σ̂ · V12)(σ̂ · V12)2σ̂y
×[2(σ̂αV1,β + σ̂βV1,α − (1 + e)(σ̂ · V12)σ̂ασ̂β ]
= −mσd 1 + e
4
∫
dV1
∫
dV2f(V1)f(V2)
∫
dσ̂Θ(σ̂ · V12)(σ̂ · V12)σ̂xσ̂y
×[4(σ̂αV1,β + σ̂βV1,α)− 3(1 + e)(σ̂ · V12)σ̂ασ̂β ], (B6)
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where in the second step we have integrated by parts and used ∂V2,x(σ̂ · V12)n = −n(σ̂ · V12)n−1σ̂x. Equation (B6)
can be expressed in a more compact form as
Λ
(1)
αβ = −mσd
1 + e
4
∫
dV1
∫
dV2f(V1)f(V2) [4(V1,αΞβ + V1,βΞα)− 3(1 + e)Ωαβ] , (B7)
where
Ξα ≡
∫
dσ̂Θ(σ̂ · V12)(σ̂ · V12)σ̂xσ̂y σ̂α = B2
d+ 2
(δαxV12,y + δαyV12,x), (B8a)
Ωαβ ≡
∫
dσ̂Θ(σ̂ · V12)(σ̂ · V12)2σ̂xσ̂yσ̂ασ̂β
=
B2
(d+ 2)(d+ 4)
[2(V12,αV12,xδβy + V12,αV12,yδβx + V12,βV12,xδαy + V12,βV12,yδαx + V12,xV12,yδαβ)
+V 212(δαxδβy + δαyδβx)]. (B8b)
Here, B2 = π
d/2/dΓ(d/2) and we have used Eqs. (I4), (I6), and (I7) of Ref. [18].
In order to evaluate Eq. (B7), Grad’s distribution function (3.1) is considered. This distribution can be decomposed
in the form
f(V ) = fM(V ) + f
(1)(V ), f (1)(V ) =
m
2T
fM(V )ΠαβVαVβ . (B9)
When one replaces f by its Grad’s approximation (B9) one has
Λ
(1)
αβ = Λ
(1,0)
αβ + Λ
(1,1)
αβ , (B10)
where
Λ
(1,0)
αβ =−mσd
1 + e
4
∫
dV1
∫
dV2fM(V1)fM(V2) [4(V1,αΞβ + V1,βΞα)− 3(1 + e)Ωαβ ] , (B11a)
Λ
(1,1)
αβ =−m2σd
1 + e
8T
Πµν
∫
dV1
∫
dV2fM(V1)fM(V2)(V1,µV1,ν + V2,µV2,ν) [4(V1,αΞβ + V1,βΞα)− 3(1 + e)Ωαβ ] .
(B11b)
The integral on the right-hand side of Eq. (B11a) yields two contributions. The first contribution is∫
dV1
∫
dV2fM(V1)fM(V2)(V1,αΞβ + V1,βΞα) =
2n2TB2
(d+ 2)m
Iαβ , (B12)
where
Iαβ =
1
πd
∫
dG
∫
dge−2G
2−
g2
2
[(
Gα +
gα
2
)
(δβxgy + δβygx) +
(
Gβ +
gβ
2
)
(δαxgy + δαygx)
]
= δαxδβy + δαyδβx, (B13)
with G ≡ (V1 + V2)/2vT and g ≡ (V1 − V2)/vT . The second contribution is given by∫
dV1
∫
dV2fM(V1)fM(V2)Ωαβ =
2n2TB2
(d+ 2)(d+ 4)m
∫
dG
∫
dg
e−2G
2−g2/2
πd
Ω˜αβ
=
21−d/2n2TB2
(d+ 2)(d+ 4)m
∫
dg
e−g
2/2
πd/2
Ω˜αβ , (B14)
where Ω˜αβ = 2(gαgxδβy + gαgyδβx + gβgxδαy + gβgyδαx + gxgyδαβ) + g
2(δαxδβy + δαyδβx). The integration over g in
Eq. (B14) gives the result∫
dg
e−g
2/2
πd/2
Ω˜αβ = (δαxδβy + δαyδβx)
∫
dg
e−g
2/2
πd/2
[
2(g2x + g
2
y) + g
2
]
= 2d/2(d+ 4)(δαxδβy + δαyδβx). (B15)
Insertion of Eqs. (B12) and (B14) into Eq. (B11a) yields
Λ
(1,0)
αβ = −
2d−2
(d+ 2)
nTϕ(1 + e)(1 − 3e)(δαxδβy + δαyδβx). (B16)
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Now we turn to Λ
(1,1)
αβ and rewrite Eq. (B11b) as
Λ
(1,1)
αβ = −m2σd
1 + e
8T
[4Aαβ − 3(1 + e)Bαβ] . (B17)
The first contribution, Aαβ , is given by
Aαβ ≡ Πµν
∫
dV1
∫
dV2fM(V1)fM(V2)(V1,µV1,ν + V2,µV2,ν)(V1,αΞβ + V1,βΞα) =
2n2B2
d+ 2
(
2T
m
)2
ΠµνJαβµν , (B18)
where we have introduced
Jαβµν =
1
πd
∫
dG
∫
dge−2G
2− g
2
2
(
GµGν +
gµgν
4
) [(
Gα +
gα
2
)
(δβxgy + δβygx) +
(
Gβ +
gβ
2
)
(δαxgy + δαygx)
]
= J
(1)
αβµν + J
(2)
αβµν (B19)
with
J
(1)
αβµν =
1
2πd
∫
dG
∫
dge−2G
2−g2/2GµGν(gαgyδβx + gαgxδβy + gβgyδαx + gxgβδαy), (B20a)
J
(2)
αβµν =
1
8πd
∫
dG
∫
dge−2G
2−g2/2gµgν(gαgyδβx + gαgxδβy + gβgyδαx + gxgβδαy). (B20b)
Now, it is straightforward to show that ΠµνJ
(1)
αβµν = 0 because of Πµν
∫
dGe−2G
2
GµGν ∝ Πµνδµν = Πµµ = 0. On the
other hand, we have the relation
ΠµνJ
(2)
αβµν =
1
4
(Παxδβy +Παyδβx +Πβxδαy +Πβyδαx), (B21)
where we have taken into account the intermediate result∫
dge−g
2/2gµgνgαgβ =
Sd
d(d+ 2)
∫ ∞
0
dggd+3e−g
2/2(δµνδαβ + δαµδβν + δανδβµ)
=2d/2πd/2(δµνδαβ + δαµδβν + δανδβµ). (B22)
Here, Sd = 2π
d/2/Γ(d/2) is the total solid angle in d dimensions. Therefore, we obtain
Aαβ = n
2B2
2(d+ 2)
(
2T
m
)2
[Παxδβy +Παyδβx +Πβxδαy +Πβyδαx]. (B23)
The second contribution, Bαβ, in Eq. (B17) is given by
Bαβ ≡ Πµν
∫
dV1
∫
dV2fM(V1)fM(V2)(V1,µV1,ν + V2,µV2,ν)Ωαβ
= 4
2−1−d/2n2B2
d(d+ 2)2(d+ 4)
(
2T
m
)2 ∫
dg
πd/2
e−g
2/2g4[Παxδβy +Παyδβx +Πβxδαy +Πβyδαx +Πxyδαβ ]
=
2n2B2
(d+ 2)(d+ 4)
(
2T
m
)2
[Παxδβy +Παyδβx +Πβxδαy +Πβyδαx +Πxyδαβ ]. (B24)
The final expression for Λ
(1,1)
αβ is obtained after substituting Eqs. (B23) and (B24) into Eq. (B17). The result is
Λ
(1,1)
αβ = −
2d−1
(d+ 2)(d+ 4)
nTϕ(1 + e)[(d+ 1− 3e)(Παxδβy +Παyδβx +Πβxδαy +Πβyδαx)
−3(1 + e)δαβΠxy]. (B25)
Equation (3.4) is easily obtained by substituting Eqs. (B4), (B10), (B16), and (B25) into Eq. (B2).
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Appendix C: Derivation of formulas for arbitrary shear rate: Evaluations of I(ℓ)(σ̂) and I
(ℓ)
α (σ̂)
In this Appendix, we derive Eqs. (3.24). As in Sec. III D, for simplicity we restrict our interest to the case d = 3.
We also note that, as in the main text, the Greek and Latin characters represent {x, y, z} and {1, 2, 3}, respectively.
We start by recalling that I(ℓ)(σ̂) and I
(ℓ)
α (σ̂) are given by Eqs. (2.20). Substituting Eq. (3.2) into Eq. (3.1), we
have
f(V1)f(V2) =n
2
( m
2πT
)3
e−2G
2−g2/2 {1 + Παβ [(Gα + gα/2) (Gβ + gβ/2) + (Gα − gα/2) (Gβ − gβ/2)]
+ΠαβΠγδ (Gα + gα/2) (Gβ + gβ/2) (Gγ − gγ/2) (Gδ − gδ/2)} , (C1)
where G ≡ (V1 + V2)/2vT and g ≡ V12/vT . Then, we can write I(ℓ)(σ̂) = n2vℓT I˜(ℓ)(σ̂) and I(ℓ)α (σ˜) = n2vℓ+1T Î(ℓ)α (σ̂),
where {
I˜(ℓ)(σ̂)
I˜
(ℓ)
α (σ̂)
}
≡ 1
π3
∫
dG
∫
dgΘ(σ̂ · g − bT ) (σ̂ · g − bT )ℓ
{
1
gα − aT δαx
}
e−2G
2−g2/2
× {1 + Πβγ [(Gβ + gβ/2) (Gγ + gγ/2) + (Gβ − gβ/2) (Gγ − gγ/2)]
+ΠβγΠδµ (Gβ + gβ/2) (Gγ + gγ/2) (Gδ − gδ/2) (Gµ − gµ/2)}
=
1
(2π)3/2
∫
dgΘ(σ̂ · g − bT ) (σ̂ · g − bT )ℓ
{
1
gα − aT δαx
}
e−g
2/2P1({gν}), (C2)
with
P1({gν}) ≡ 1 + 1
8
ΠβγΠβγ +
gβgγ
2
Πβγ − gβgγ
4
ΠβδΠγδ +
gβgγgδgµ
16
ΠβγΠδµ, (C3)
where we have used Παβ
∫
dGe−2G
2
GαGβ = 0,
∫
dGe−2G
2
= (π/2)3/2, and introduced
aT =
a
vT
=
γ˙σ
vT
σ̂y, bT =
b
vT
=
γ˙σ
vT
σ̂xσ̂y. (C4)
Now, we make use of the change of basis {ex, ey, ez} → {e¯1, e¯2, e¯3} with e¯i = Uαieα, where the matrix Uαi is given
by Eq. (2.25). Thus, g = gαeα = g¯ie¯i with gα = Uαig¯i and g¯i = Uαigα. Using these variables, we can rewrite Eq.
(C2) as {
I˜(ℓ)(σ˜)
I˜
(ℓ)
α (σ̂)
}
=
1
(2π)3/2
∫
dgΘ(g¯3 − bT ) (g¯3 − bT )ℓ
{
1
Uαig¯i − aT δαx
}
e−g¯
2/2P2({g¯m}; σ̂), (C5)
with
P2({g¯m}; σ̂) = P1({Uνmg¯m})
= 1 +
1
8
ΠβγΠβγ +
1
2
g¯ig¯jUβiUγjΠβγ − 1
4
g¯ig¯jUβiUγjΠβδΠγδ +
1
16
g¯ig¯j g¯kg¯lUβiUγjUδkUµlΠβγΠδµ. (C6)
Analogously to what was done in Eqs. (2.26) and (2.27), it is convenient to expand Uαig¯i and decompose I˜
(ℓ)
α (σ̂) as
I˜(ℓ)α (σ̂) = Uα1
˜¯I
(ℓ)
1 (σ̂) + Uα2
˜¯I
(ℓ)
2 (σ̂) + σ̂αI˜
(ℓ+1) (σ̂) + aT (σ̂ασ̂x − δαx) I˜(ℓ) (σ̂) , (C7)
where
˜¯I
(ℓ)
i (σ̂) =
1
(2π)3/2
∫
dgΘ(g¯3 − bT ) (g¯3 − bT )ℓ g¯ie−g¯
2/2P2({g¯m}; σ̂), (i = 1, 2). (C8)
Integrating over g¯1 and g¯2, we have{
I˜(ℓ)(σ˜)
˜¯I
(ℓ)
i (σ̂)
}
=
1√
2π
∫ ∞
bT
dg¯3 (g¯3 − bT )ℓ e−g¯
2
3
/2
{
P3(g¯3; σ̂)
P3,i(g¯3; σ̂)
}
, (C9)
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where {
P3(g¯3; σ̂)
P3,i(g¯3; σ̂)
}
≡ 1
2π
∫ ∞
−∞
dg¯1
∫ ∞
−∞
dg¯2e
−g¯2
1
/2−g¯2
2
/2
{
1
g¯i
}
P2({g¯m}; σ̂). (C10)
Inserting Eq. (C6) into Eq. (C10) one gets
P3(g¯3; σ̂) =P(0)3 (g¯3; σ̂) + P(1)3 (g¯3; σ̂) + P(2)3 (g¯3; σ̂) + P(3)3 (g¯3; σ̂) (C11a)
P3,i(g¯3; σ̂) =P(1)3,i (g¯3; σ̂) + P(2)3,i (g¯3; σ̂) + P(3)3,i (g¯3; σ̂), (C11b)
where
P(0)3 (g¯3; σ̂) ≡
1
2π
∫ ∞
−∞
dg¯1
∫ ∞
−∞
dg¯2e
−g¯2
1
/2−g¯2
2
/2
(
1 +
1
8
ΠβγΠβγ
)
, (C12a)
P(1)3 (g¯3; σ̂)
P(1)3,1 (g¯3; σ̂)
P(1)3,2 (g¯3; σ̂)
 ≡ 14π
∫ ∞
−∞
dg¯1
∫ ∞
−∞
dg¯2e
−g¯2
1
/2−g¯2
2
/2

1
g¯1
g¯2
 g¯ig¯jUβiUγjΠβγ , (C12b)
P(2)3 (g¯3; σ̂)
P(2)3,1 (g¯3; σ̂)
P(2)3,2 (g¯3; σ̂)
 ≡ − 18π
∫ ∞
−∞
dg¯1
∫ ∞
−∞
dg¯2e
−g¯2
1
/2−g¯2
2
/2

1
g¯1
g¯2
 g¯ig¯jUβiUγjΠβδΠγδ, (C12c)
P(3)3 (g¯3; σ̂)
P(3)3,1 (g¯3; σ̂)
P(3)3,2 (g¯3; σ̂)
 ≡ 132π
∫ ∞
−∞
dg¯1
∫ ∞
−∞
dg¯2e
−g¯2
1
/2−g¯2
2
/2

1
g¯1
g¯2
 g¯ig¯j g¯kg¯lUβiUγjUδkUµlΠβγΠδµ. (C12d)
Now we proceed to the evaluation of P3,1(g¯3; σ̂), P3,2(g¯3; σ̂), and P3(g¯3; σ̂).
1. Evaluation of P3,1(g¯3; σ̂)
By using symmetry properties, the first and second contributions to P3,1(g¯3; σ̂) are calculated as
P(1)3,1 (g¯3; σ̂) =
1
4π
∫ ∞
−∞
dg¯1
∫ ∞
−∞
dg¯2e
−g¯2
1
/2−g¯2
2
/22g¯21 g¯3Uβ1Uγ3Πβγ
= g¯3Uβ1Uγ3Πβγ
=
g¯3√
σ̂2x + σ̂
2
y
[
σ̂xσ̂y (Πxx −Πyy)−
(
σ̂2x − σ̂2y
)
Πxy
]
, (C13a)
P(2)3,1 (g¯3; σ̂) = −
1
8π
∫ ∞
−∞
dg¯1
∫ ∞
−∞
dg¯2e
−g¯2
1
/2−g¯2
2
/22g¯21 g¯3Uβ1Uγ3ΠβδΠγδ
= −1
2
g¯3Uβ1Uγ3ΠβδΠγδ
= −1
2
g¯3√
σ̂2x + σ̂
2
y
[
σ̂xσ̂y (Πxx −Πyy)−
(
σ̂2x − σ̂2y
)
Πxy
]
(Πxx +Πyy) . (C13b)
In the third equalities of Eqs. (C13) we have made use of the explicit form of the tensor Uαi [see Eq. (2.25)] and of
the relation Πzz = −Πxx −Πyy. This will also be done in the remainder of this Appendix.
By symmetry, the third contribution, P(3)3,1 (g¯3; σ̂), is made of four terms, namely
P(3)3,1 (g¯3; σ̂) = P(3,1)3,1 (g¯3; σ̂) + P(3,2)3,1 (g¯3; σ̂) + P(3,3)3,1 (g¯3; σ̂) + P(3,4)3,1 (g¯3; σ̂), (C14)
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where
P(3,1)3,1 (g¯3; σ̂) ≡
1
32π
∫ ∞
−∞
dg¯1
∫ ∞
−∞
dg¯2e
−g¯2
1
/2−g¯2
2
/24g¯41 g¯3Uβ1Uγ1Uδ1Uµ3ΠβγΠδµ
=
3
4
g¯3Uβ1Uγ1Uδ1Uµ3ΠβγΠδµ
=
3
4
g¯3(
σ̂2x + σ̂
2
y
)3/2 [σ̂xσ̂y (Πxx −Πyy)− (σ̂2x − σ̂2y)Πxy] [−σ̂β σ̂γΠβγ + (1− 2σ̂2z) (Πxx +Πyy)] , (C15a)
P(3,2)3,1 (g¯3; σ̂) ≡
1
32π
∫ ∞
−∞
dg¯1
∫ ∞
−∞
dg¯2e
−g¯2
1
/2−g¯2
2
/24g¯21 g¯
3
3Uβ1Uγ3Uδ3Uµ3ΠβγΠδµ
=
1
4
g¯33Uβ1Uγ3Uδ3Uµ3ΠβγΠδµ
=
1
4
g¯33√
σ̂2x + σ̂
2
y
[
σ̂xσ̂y (Πxx −Πyy)−
(
σ̂2x − σ̂2y
)
Πxy
]
σ̂β σ̂γΠβγ , (C15b)
P(3,3)3,1 (g¯3; σ̂) ≡
1
32π
∫ ∞
−∞
dg¯1
∫ ∞
−∞
dg¯2e
−g¯2
1
/2−g¯2
2
/28g¯21 g¯
2
2 g¯3Uβ1Uγ2Uδ2Uµ3ΠβγΠδµ
=
1
2
g¯3Uβ1Uγ2Uδ2Uµ3ΠβγΠδµ
=
1
2
g¯3σ̂
2
z(
σ̂2x + σ̂
2
y
)3/2 [σ̂xσ̂y (Πxx −Πyy)− (σ̂2x − σ̂2y)Πxy] (σ̂β σ̂γΠβγ +Πxx +Πyy) , (C15c)
P(3,4)3,1 (g¯3; σ̂) ≡
1
32π
∫ ∞
−∞
dg¯1
∫ ∞
−∞
dg¯2e
−g¯2
1
/2−g¯2
2
/24g¯21 g¯
2
2 g¯3Uβ1Uγ3Uδ2Uµ2ΠβγΠδµ
=
1
4
g¯3Uβ1Uγ3Uδ2Uµ2ΠβγΠδµ
=
1
4
g¯3(
σ̂2x + σ̂
2
y
)3/2 [σ̂xσ̂y (Πxx −Πyy)− (σ̂2x − σ̂2y)Πxy] [σ̂2z σ̂β σ̂γΠβγ − (1− 2σ̂2z) (Πxx +Πyy)] . (C15d)
Combining these four terms, the result is
P(3)3,1(g¯3; σ̂) =
1
4
g¯3√
σ̂2x + σ̂
2
y
[
σ̂xσ̂y (Πxx − Πyy)−
(
σ̂2x − σ̂2y
)
Πxy
] [(
g¯23 − 3
)
σ̂β σ̂γΠβγ + 2 (Πxx +Πyy)
]
. (C16)
Finally, summing up Eqs. (C13) and (C16), we obtain the expression of P3,1(g¯3; σ̂) as
P3,1(g¯3; σ̂) = g¯3√
σ̂2x + σ̂
2
y
(
1 +
g¯23 − 3
4
σ̂β σ̂γΠβγ
)[
σ̂xσ̂y (Πxx −Πyy)−
(
σ̂2x − σ̂2y
)
Πxy
]
. (C17)
2. Evaluation of P3,2(g¯3; σ̂)
Using the same procedure, we can derive the expression of P3,2(g¯3; σ̂). First, note that the first and second equalities
in each one of Eqs. (C13) apply to P(1)3,2 (g¯3; σ̂) and P(2)3,2 (g¯3; σ̂) just by the exchange of indices 1↔ 2, so that
P(1)3,2 (g¯3; σ̂) = g¯3Uβ2Uγ3Πβγ
=
g¯3σ̂z√
σ̂2x + σ̂
2
y
(σ̂β σ̂γΠβγ +Πxx + Πyy) , (C18a)
P(2)3,2 (g¯3; σ̂) = −
1
2
g¯3Uβ2Uγ3ΠβδΠγδ
= −1
2
g¯3σ̂z√
σ̂2x + σ̂
2
y
[
σ̂2x
(
Π2xx −Π2zz
)
+ σ̂2y
(
Π2yy −Π2zz
)
+
(
σ̂2x + σ̂
2
y
)
Π2xy + 2σ̂xσ̂yΠxy (Πxx +Πyy)
]
. (C18b)
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Analogously to Eqs. (C14) and (C15), P(3)3,2 (g¯3; σ̂) is the sum of four terms:
P(3,1)3,2 (g¯3; σ̂) =
3
4
g¯3Uβ2Uγ2Uδ2Uµ3ΠβγΠδµ
=
3
4
g¯3σ̂z(
σ̂2x + σ̂
2
y
)3/2 (σ̂β σ̂γΠβγ +Πxx +Πyy) [σ̂2z σ̂δσ̂µΠδµ − (1− 2σ̂2z) (Πxx +Πyy)] , (C19a)
P(3,2)3,2 (g¯3; σ̂) =
1
4
g¯33Uβ2Uγ3Uδ3Uµ3ΠβγΠδµ
=
1
4
g¯33σ̂z√
σ̂2x + σ̂
2
y
(σ̂β σ̂γΠβγ +Πxx +Πyy) σ̂δσ̂µΠδµ, (C19b)
P(3,3)3,2 (g¯3; σ̂) =
1
2
g¯3Uβ2Uγ1Uδ1Uµ3ΠβγΠδµ
=
1
2
g¯3σ̂z(
σ̂2x + σ̂
2
y
)3/2 [σ̂xσ̂y (Πxx −Πyy)− (σ̂2x − σ̂2y)Πxy]2 , (C19c)
P(3,4)3,2 (g¯3; σ̂) =
1
4
g¯3Uβ2Uγ3Uδ1Uµ1ΠβγΠδµ
=
1
4
g¯3σ̂z(
σ̂2x + σ̂
2
y
)3/2 (σ̂β σ̂γΠβγ +Πxx +Πyy) [−σ̂δσ̂µΠδµ + (1− 2σ̂2z) (Πxx +Πyy)] . (C19d)
From Eqs. (C18) and (C19), and after some algebra, we obtain
P(1)3,2 (g¯3; σ̂) + P(3,2)3,2 (g¯3; σ̂) =
g¯3σ̂z√
σ̂2x + σ̂
2
y
(σ̂β σ̂γΠβγ +Πxx +Πyy)
(
1 +
g¯23
4
σ̂δσ̂µΠδµ
)
, (C20a)
P(2)3,2 (g¯3; σ̂) + P(3,3)3,2 (g¯3; σ̂) =−
1
2
g¯3σ̂z
(σ̂2x + σ̂
2
y)
3/2
(σ̂β σ̂γΠβγ +Πxx +Πyy)
[
σ̂δσ̂µΠδµ −
(
1− 2σ̂2z
)
(Πxx +Πyy)
]
.
(C20b)
P(3,1)3,2 (g¯3; σ̂) + P(3,4)3,2 (g¯3; σ̂) =−
1
4
g¯3σ̂z
(σ̂2x + σ̂
2
y)
3/2
(σ̂β σ̂γΠβγ +Πxx +Πyy)
[(
1− 3σ̂2z
)
σ̂δσ̂µΠδµ
+2
(
1− 2σ̂2z
)
(Πxx +Πyy)
]
. (C20c)
Summing up all the terms in Eqs. (C20), we finally find
P3,2(g¯3; σ̂) = g¯3σ̂z√
σ̂2x + σ̂
2
y
(σ̂β σ̂γΠβγ +Πxx + Πyy)
(
1 +
g¯23 − 3
4
σ̂δσ̂µΠδµ
)
. (C21)
3. Evaluation of P3(g¯3; σ̂)
The four contributions to P3(g¯3; σ̂) are given by Eqs. (C11a) and (C12). The contribution P(0)3 (g¯3; σ̂) is straight-
forward:
P(0)3 (g¯3; σ̂) = 1 +
1
8
ΠβγΠβγ . (C22)
Next, we decompose
P(1)3 (g¯3; σ̂) = P(1,1)3 (g¯3; σ̂) + P(1,2)3 (g¯3; σ̂) + P(1,3)3 (g¯3; σ̂), (C23)
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where
P(1,1)3 (g¯3; σ̂) ≡
1
4π
∫ ∞
−∞
dg¯1
∫ ∞
−∞
dg¯2e
−g¯2
1
/2−g¯2
2
/2g¯21Uβ1Uγ1Πβγ
=
1
2
Uβ1Uγ1Πβγ =
1
2
1
σ̂2x + σ̂
2
y
[−σ̂βσ̂γΠβγ + (1− 2σ̂2z) (Πxx +Πyy)] , (C24a)
P(1,2)3 (g¯3; σ̂) ≡
1
4π
∫ ∞
−∞
dg¯1
∫ ∞
−∞
dg¯2e
−g¯2
1
/2−g¯2
2
/2g¯22Uβ2Uγ2Πβγ
=
1
2
Uβ2Uγ2Πβγ =
1
2
1
σ̂2x + σ̂
2
y
[
σ̂2z σ̂β σ̂γΠβγ −
(
1− 2σ̂2z
)
(Πxx +Πyy)
]
, (C24b)
P(1,3)3 (g¯3; σ̂) ≡
1
4π
∫ ∞
−∞
dg¯1
∫ ∞
−∞
dg¯2e
−g¯2
1
/2−g¯2
2
/2g¯23Uβ3Uγ3Πβγ
=
1
2
g¯23Uβ3Uγ3Πβγ =
1
2
g¯23σ̂β σ̂γΠβγ . (C24c)
Thus,
P(1)3 (g¯3; σ̂) =
g¯23 − 1
2
σ̂β σ̂γΠβγ . (C25)
Analogously,
P(2)3 (g¯3; σ̂) = P(2,1)3 (g¯3; σ̂) + P(2,2)3 (g¯3; σ̂) + P(2,3)3 (g¯3; σ̂), (C26)
where
P(2,1)3 (g¯3; σ̂) ≡−
1
8π
∫ ∞
−∞
dg¯1
∫ ∞
−∞
dg¯2e
−g¯2
1
/2−g¯2
2
/2g¯21Uβ1Uγ1ΠβδΠγδ
=− 1
4
Uβ1Uγ1ΠβδΠγδ
=− 1
4
1
σ̂2x + σ̂
2
y
[
σ̂2yΠ
2
xx + σ̂
2
xΠ
2
yy +
(
σ̂2x + σ̂
2
y
)
Π2xy − 2σ̂xσ̂yΠxy (Πxx +Πyy)
]
, (C27a)
P(2,2)3 (g¯3; σ̂) ≡−
1
8π
∫ ∞
−∞
dg¯1
∫ ∞
−∞
dg¯2e
−g¯2
1
/2−g¯2
2
/2g¯22Uβ2Uγ2ΠβδΠγδ
=− 1
4
Uβ2Uγ2ΠβδΠγδ
=− 1
4
1
σ̂2x + σ̂
2
y
{(
1− 2σ̂2z
)
Π2zz + σ̂
2
z
[
σ̂2xΠ
2
xx + σ̂
2
yΠ
2
yy + σ̂
2
zΠ
2
zz +
(
σ̂2x + σ̂
2
y
)
Π2xy
+2σ̂xσ̂yΠxy (Πxx +Πyy)]} , (C27b)
P(2,3)3 (g¯3; σ̂) ≡−
1
8π
∫ ∞
−∞
dg¯1
∫ ∞
−∞
dg¯2e
−g¯2
1
/2−g¯2
2
/2g¯23Uβ3Uγ3ΠβδΠγδ
=− 1
4
g¯23Uβ3Uγ3ΠβδΠγδ
=− 1
4
g¯23
[
σ̂2xΠ
2
xx + σ̂
2
yΠ
2
yy + σ̂
2
zΠ
2
zz +
(
σ̂2x + σ̂
2
y
)
Π2xy + 2σ̂xσ̂yΠxy (Πxx +Πyy)
]
. (C27c)
Combining all the terms, we can obtain the expression of P(2)3 (g¯3; σ̂) as
P(2)3 (g¯3; σ̂) =−
1
4
(
g¯23 +
σ̂2z
σ̂2x + σ̂
2
y
)[
σ̂2xΠ
2
xx + σ̂
2
yΠ
2
yy + σ̂
2
zΠ
2
zz +
(
σ̂2x + σ̂
2
y
)
Π2xy + 2σ̂xσ̂yΠxy (Πxx +Πyy)
]
− 1
4
1
σ̂2x + σ̂
2
y
[
σ̂2yΠ
2
xx + σ̂
2
xΠ
2
yy +
(
1− 2σ̂2z
)
Π2zz +
(
σ̂2x + σ̂
2
y
)
Π2xy − 2σ̂xσ̂yΠxy (Πxx +Πyy)
]
. (C28)
Now we turn to the contribution P(3)3 (g¯3; σ̂). It can be expressed as
P(3)3 (g¯3; σ̂) =
9∑
i=1
P(3,i)3 (g¯3; σ̂), (C29)
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where
P(3,1)3 (g¯3; σ̂) ≡
1
32π
∫ ∞
−∞
dg¯1
∫ ∞
−∞
dg¯2e
−g¯2
1
/2−g¯2
2
/2g¯41Uβ1Uγ1Uδ1Uµ1ΠβγΠδµ
=
3
16
Uβ1Uγ1Uδ1Uµ1ΠβγΠδµ
=
3
16
1(
σ̂2x + σ̂
2
y
)2 [σ̂β σ̂γΠβγ − (1− 2σ̂2z) (Πxx +Πyy)]2 , (C30a)
P(3,2)3 (g¯3; σ̂) ≡
1
32π
∫ ∞
−∞
dg¯1
∫ ∞
−∞
dg¯2e
−g¯2
1
/2−g¯2
2
/2g¯42Uβ2Uγ2Uδ2Uµ2ΠβγΠδµ
=
3
16
Uβ2Uγ2Uδ2Uµ2ΠβγΠδµ
=
3
16
1(
σ̂2x + σ̂
2
y
)2 [σ̂2z σ̂β σ̂γΠβγ − (1− 2σ̂2z) (Πxx +Πyy)]2 , (C30b)
P(3,3)3 (g¯3; σ̂) ≡
1
32π
∫ ∞
−∞
dg¯1
∫ ∞
−∞
dg¯2e
−g¯2
1
/2−g¯2
2
/2g¯43Uβ3Uγ3Uδ3Uµ3ΠβγΠδµ
=
1
16
g¯43Uβ3Uγ3Uδ3Uµ3ΠβγΠδµ
=
1
16
g¯43 (σ̂β σ̂γΠβγ)
2 , (C30c)
P(3,4)3 (g¯3; σ̂) ≡
1
32π
∫ ∞
−∞
dg¯1
∫ ∞
−∞
dg¯2e
−g¯2
1
/2−g¯2
2
/22g¯21 g¯
2
2Uβ1Uγ1Uδ2Uµ2ΠβγΠδµ
=
1
8
Uβ1Uγ1Uδ2Uµ2ΠβγΠδµ
=− 1
8
1(
σ̂2x + σ̂
2
y
)2 [σ̂β σ̂γΠβγ − (1− 2σ̂2z) (Πxx +Πyy)] [σ̂2z σ̂β σ̂γΠβγ − (1− 2σ̂2z) (Πxx +Πyy)] , (C30d)
P(3,5)3 (g¯3; σ̂) ≡
1
32π
∫ ∞
−∞
dg¯1
∫ ∞
−∞
dg¯2e
−g¯2
1
/2−g¯2
2
/24g¯21 g¯
2
2Uβ1Uγ2Uδ1Uµ2ΠβγΠδµ
=
1
4
Uβ1Uγ2Uδ1Uµ2ΠβγΠδµ
=
1
4
σ̂2z(
σ̂2x + σ̂
2
y
)2 [σ̂xσ̂y (Πxx −Πyy)− (σ̂2x − σ̂2y)Πxy]2 , (C30e)
P(3,6)3 (g¯3; σ̂) ≡
1
32π
∫ ∞
−∞
dg¯1
∫ ∞
−∞
dg¯2e
−g¯2
1
/2−g¯2
2
/22g¯21 g¯
2
3Uβ1Uγ1Uδ3Uµ3ΠβγΠδµ
=
1
8
g¯23Uβ1Uγ1Uδ3Uµ3ΠβγΠδµ
=− 1
8
g¯23
σ̂2x + σ̂
2
y
[
(σ̂β σ̂γΠβγ)
2 − (1− 2σ̂2z) (Πxx +Πyy) σ̂β σ̂γΠβγ] , (C30f)
P(3,7)3 (g¯3; σ̂) ≡
1
32π
∫ ∞
−∞
dg¯1
∫ ∞
−∞
dg¯2e
−g¯2
1
/2−g¯2
2
/24g¯21 g¯
2
3Uβ1Uγ3Uδ1Uµ3ΠβγΠδµ
=
1
4
g¯23Uβ1Uγ3Uδ1Uµ3ΠβγΠδµ
=
1
4
g¯23
σ̂2x + σ̂
2
y
[
σ̂xσ̂y (Πxx −Πyy)−
(
σ̂2x − σ̂2y
)
Πxy
]2
, (C30g)
P(3,8)3 (g¯3; σ̂) ≡
1
32π
∫ ∞
−∞
dg¯1
∫ ∞
−∞
dg¯2e
−g¯2
1
/2−g¯2
2
/22g¯22 g¯
2
3Uβ2Uγ2Uδ3Uµ3ΠβγΠδµ
=
1
8
g¯23Uβ2Uγ2Uδ3Uµ3ΠβγΠδµ
=
1
8
g¯23
σ̂2x + σ̂
2
y
[
σ̂2z (σ̂β σ̂γΠβγ)
2 − (1− 2σ̂2z) (Πxx +Πyy) σ̂β σ̂γΠβγ] , (C30h)
32
P(3,9)3 (g¯3; σ̂) ≡
1
32π
∫ ∞
−∞
dg¯1
∫ ∞
−∞
dg¯2e
−g¯2
1
/2−g¯2
2
/24g¯22 g¯
2
3Uβ2Uγ3Uδ2Uµ3ΠβγΠδµ
=
1
4
g¯23Uβ2Uγ3Uδ2Uµ3ΠβγΠδµ
=
1
4
g¯23σ̂
2
z
σ̂2x + σ̂
2
y
(σ̂β σ̂γΠβγ +Πxx +Πyy)
2
. (C30i)
After some algebra, one can obtain the combinations
P(3,1)3 (g¯3; σ̂) + P(3,2)3 (g¯3; σ̂) + P(3,4)3 (g¯3; σ̂) + P(3,5)3 (g¯3; σ̂)
=
3
16
(σ̂β σ̂γΠβγ)
2 − 1
4
1
σ̂2x + σ̂
2
y
{
(Πxx +Πyy) σ̂β σ̂γΠβγ −
(
1− 3σ̂2z
)
(Πxx +Πyy)
2
−σ̂2z
[
σ̂2xΠ
2
xx + σ̂
2
yΠ
2
yy + σ̂
2
zΠ
2
zz +
(
σ̂2x + σ̂
2
y
)
Π2xy + 2σ̂xσ̂yΠxy (Πxx + Πyy)
]}
, (C31a)
P(3,6)3 (g¯3; σ̂) + P(3,7)3 (g¯3; σ̂) + P(3,8)3 (g¯3; σ̂) + P(3,9)3 (g¯3; σ̂)
=− 3
8
g¯23 (σ̂β σ̂γΠβγ)
2
+
1
4
g¯23
[
σ̂2xΠ
2
xx + σ̂
2
yΠ
2
yy + σ̂
2
zΠ
2
zz +
(
σ̂2x + σ̂
2
y
)
Π2xy + 2σ̂xσ̂yΠxy (Πxx +Πyy)
]
. (C31b)
Thus,
P(3)3 (g¯3; σ̂) =
g¯43 − 6g¯23 + 3
16
(σ̂β σ̂γΠβγ)
2 − 1
4
1
σ̂2x + σ̂
2
y
(Πxx +Πyy) σ̂β σ̂γΠβγ +
1
4
1− 3σ̂2z
σ̂2x + σ̂
2
y
(Πxx +Πyy)
2
+
1
4
(
g¯23 +
σ̂2z
σ̂2x + σ̂
2
y
)[
σ̂2xΠ
2
xx + σ̂
2
yΠ
2
yy + σ̂
2
zΠ
2
zz +
(
σ̂2x + σ̂
2
y
)
Π2xy + 2σ̂xσ̂yΠxy (Πxx +Πyy)
]
. (C32)
Summing up Eqs. (C22), (C25), (C28), and (C32), we finally obtain
P3(g¯3; σ̂) = 1 + g¯
2
3 − 1
2
σ̂β σ̂γΠβγ +
g¯43 − 6g¯23 + 3
16
(σ̂β σ̂γΠβγ)
2
. (C33)
4. Evaluations of I(ℓ)(σ̂) and I
(ℓ)
α (σ̂)
Inserting Eqs. (C17), (C21), and (C33) into Eqs. (C9), and performing the integrations over g¯3, we can obtain
the expressions of I˜(ℓ), ˜¯I
(ℓ)
1 , and
˜¯I
(ℓ)
2 . Although we can derive their general expressions for arbitrary ℓ, we are here
interested in I˜(2), I˜(3), ˜¯I
(2)
1 , and
˜¯I
(3)
2 . These functions are given by Eqs. (3.24a), (3.24b), and
˜¯I
(2)
1 (σ̂) =
1√
σ̂2x + σ̂
2
y
[
σ̂xσ̂y (Πxx −Πyy)−
(
σ̂2x − σ̂2y
)
Πxy
] [√ 2
π
e−b
2
T /2
(
1 +
1
4
σ̂β σ̂γΠβγ
)
− bT erfc
(
bT√
2
)]
, (C34a)
˜¯I
(2)
2 (σ̂) =
σ̂z√
σ̂2x + σ̂
2
y
(σ̂β σ̂γΠβγ +Πxx +Πyy)
[√
2
π
e−b
2
T /2
(
1 +
1
4
σ̂β σ̂γΠβγ
)
− bT erfc
(
bT√
2
)]
. (C34b)
Introducing J˜α ≡ Uα1 ˜¯I(2)1 + Uα2 ˜¯I(2)2 , one obtains Eqs. (3.24c)–(3.24e). The quantities I˜(2)α are obtained by inserting
Eqs. (3.24) into Eq. (C7).
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