Data Collection and Reconstruction
The data was collected at the P06 beamline at PETRA III, DESY in Hamburg (Germany). FCC catalyst particles were placed inside a Kapton TM capillary and mounted on a goniometer head. Individual FCC catalyst particles were selected for X-ray tomography by using an optical microscope, which is co-aligned with the X-ray microscope. The goniometer was used to adjust the position of the FCC particle such that it was in the center of rotation. During data collection, X-ray fluorescence images were collected at 1° angle steps for the ECAT2 FCC catalyst particle and 1.5° angle steps for the ECAT1 FCC catalyst particle. For both FCC catalyst particles, the projection fluorescence images were taken for a full 360° rotation -this was performed in order to check for and minimize possible self-absorption effects. A primary energy of 10.0 keV was selected by means of a cryogenically cooled Si(111) double crystal monochromator. The beam was focused to 0.5 × 0.5 µm 2 (horizontal × vertical) using a Kirkpatrick-Baez mirror optic yielding a flux in the focused beam of ~10 10 photons. Incident and transmitted flux were recorded using an ionization chamber and photodiode, respectively. A pixel size of 0.5 µm to match the beam size was chosen with 1 ms dwell time per pixel. Readout of the encoder signal of the motor position by the detector controller ensured accurate assignment of the XRF spectra of each detector element to each image pixel. For analysis, all data were corrected for dwell time and normalized to the incident photon intensity. Using the GeoPIXE analysis software package [1] , the XRF sum spectrum of an individual projection image was used to create a fitmodel containing the elements necessary to obtain a good fit. This was then used to perform single-pixel deconvolution using Dynamic Analysis [2] of the spectra yielding projection images of individual elemental maps. Projection images of either the La or the Ti elemental channels were loaded in to the imageJ software [3] and aligned for motor misalignments and jitters using the image stabilizer plugin. [4] The alignment output was saved and then directly applied to all subsequent elemental channels. The aligned data was loaded into the TXM-Wizard software [5] where sinograms were created for each elemental channel. The sinograms were reconstructed into slices using an iterative Algebraic Reconstruction Technique (i-ART) with maximum 20 iterations. Slices were then loaded in to the Avizo TM software to be visualized. Data noise thresholds were determined in Avizo
TM .
An in-house developed code using the MATLAB programming language was used to calculate the radial plots of each elemental channel. The radial intensity plot was calculated by defining a distance map over a binary Total Particle Volume (TPV) mask such that the smallest distance was defined as being at the particle surface and voxels from the surface where assigned the smallest Euclidean distance to the particle surface. The TPV mask itself was calculated by creating a binary map of the total catalyst particle volume (i.e. including cavities and pores). All holes and cavities in the total catalyst particle volume mask were then filled, such that the voids inherent to the catalyst particle were considered to be a part of the total particle volume. The total volume of the catalyst particle was estimated by masking the 3-D volume of the sum of all channels. The summation of all channels is required for the mask to be most accurate for determining the extent of the total particle by providing the most noise free dataset. Furthermore, this is necessary due to the possibility that the particle size is effectively increased during catalyst aging due to metal deposition at the surface. Using this definition, the intensity was summed, for each elemental channel. MATLAB was also used to calculate the Pearson correlation coefficients. Pearson correlation coefficients were calculated for each elemental pair. Prior to calculation of the correlation coefficient, the threshold of each elemental dataset as determined in Avizo was applied, such that any values below the calculated threshold (i.e. values below noise level) for each elemental dataset were set to zero.
Vanadium Distribution and Self-Absorption
In order to understand the apparent diversity of metal deposition at the multiple particle scale, 2-D X-ray Fluorescence maps were collected at beamline ID-21 at the ESRF in Grenoble, France. Maps were collected on 500 nm thin-sections of an ECAT FCC catalyst sample. Figure S1 shows the distribution of the poison metals Ca, Fe, Ni and V (Green) over FCC particles, which are represented by the Al fluorescence channel (Red). The maps shown were collected at an excitation energy of 5.47 keV for Ca and V and an excitation energy of 8.50 keV for Fe and Ni. It can be clearly seen that there is a diverse range of deposition profiles of V. Two dominant cases are apparent where, (1) there is a homogeneous distribution of V, (2) a high intensity ring of V on the outside with little to no intensity towards the particle center. Contrarily, the predominant deposition profile for Fe, Ni and Ca seem to be the formation of a ring-like intensity around the exterior parts of the particle with little significant concentration in the particle interior. It should be noted that for Ni, there are particles where there is significant concentrations in the interior of the particle, however the intensity remains highest at the exterior. Figure S1 . 2-D XRF map of the poison metals, Ca, Fe, Ni and V (green) on Al (red) for 500 nm thin sections of an ECAT FCC catalyst particle sample. The XRF images for Ca and V were obtained at an incident energy of 5.47 keV, while for Fe and Ni the images were obtained at an incident energy of 8.50 keV. The FCC particle sample, which may have an age distribution, exhibits diversity in the V distribution ranging from a ring-like distribution to a homogeneous distribution over the whole particle. This distribution pattern is not as readily observed in the Ca, Fe and Ni maps, where generally there appears to be a ring-like formation, although, in some cases for Ni, there a homogeneous distribution was observed.
In order to ensure that the radial dependence of the elemental concentrations of V was not the result of self-absorption effects, the tomographic dataset was further investigated. Due to the low fluorescence energy and low concentration of V, its use is ideal in determining the effects of self-absorption and whether they play a dominant role in the observed distribution patterns. The datasets for V was reconstructed two additional times using only half the dataset each (i.e. 0-180° and 181-360°, respectively) ( Figure S2 ). If self-absorption plays a dominant role, a comparison of these data with the reconstruction using the full 360° information would reveal a decreased intensity on one side of the particle (i.e. in the angular range which was not used for reconstruction). Thus visualization of the reconstructed half dataset would exhibit a different distribution pattern from the full dataset. However, the distribution pattern remained ring-like with identical (within noise levels), constant intensities on all sides, suggesting that the ring-like distribution pattern is real and not caused by self-absorption effects. It is obvious that the radial profile of V existed in both half datasets and was the dominant feature. Furthermore, by comparing intensity line profiles across the same slice taken from both 180-degree datasets (i.e. the [0-180] and [181-360] angle datasets), we can attempt to quantitate the amount of self-absorption. Figure  S3 plots the mean intensity taken independently over the XZ and YZ planes of the images shown in Figure S2 a and b in order to get line profiles along the Y and X axes respectively. This allows determining the degree of selfabsorption by identifying differences in the line profiles. It can be seen from Figure S3 that there is no significant differences in X or Y line profiles, where the difference in intensity has no preferential direction. In order to further ensure that self-absorption effects were not a dominant explanation for the observed intensity profile, the X-ray attenuation length was also calculated using the calculated bulk skeletal density and bulk elemental analysis which has been reported elsewhere. [6] Using the X-ray interaction tables by Henke, et al. [7] the attenuation length where the intensity of an emitter drops to 1/e was estimated to be 18.8 m at V K (4.95 keV). The particle size was seen to be ~40 m, thus at the center the approximately 33% of the total intensity would be detected. However, in the main text, it was reported that the V intensity was visible up to 9 m in to the particle. Similarly for Ca K (4.04 keV) the attenuation length (1/e) was calculated to be 10.81 m whilst the maximum penetration depth observed was approximately 5 m. Furthermore, it must be noted that with the use of a largearray Maia detector, the solid angle for detection is equal to the 2, or the full hemisphere and thus many escape paths of varying length are possible minimizing shadowing effects from inhomogeneities in the particle matrix, e.g. strongly absorbing hot spots that can absorb x-ray fluorescence along a specific escape direction.
Manual Clustering of Correlation Plots
Clustering of correlation plots was performed by inspecting each correlation plot and manually defining a point from which four quadrants were segmented to four clusters ( Figure S4 ). The clustered data was then mapped back on to the 3-D data volume, to give a 3-D distribution of each cluster. Using this method, 4 clusters for each bivariate correlation plot were produced. Each cluster was labeled based upon its respective position (i.e. High V, High Fe, High V and Fe and Low V and Fe). 
`4. Fourier Ring Correlation Test for Resolution
A 500-nm x-ray spot was used and assumed to be the nominal 2-D resolution. However, typically there is a loss in resolution during reconstruction of the dataset. Thus in order to estimate the 3-D resolution, a Fourier Ring Correlation (FRC) was performed. [8] In order to perform the FRC, the Fe elemental projection images were split, such that one dataset included all even angled projection images and the other dataset included all odd angled projection images. Then both were aligned and reconstructed independently. The FRC was performed using the two half datasets and the resolution was determined by the intersection of the FRC curve with the half-bit curve which gives an estimate of the level of noise that can be expected. The 3-D resolution is estimated to be 1.41 μm using the FRC test. Figure S5 . FRC curve (blue) with 2-sigma threshold curve (red). The intersection of the FRC curve with the 2-sigma curve yields an estimation of the maximum spatial frequency that is above the noise-level. The spatial frequency for the ECAT2 dataset was determined to be 0.354 voxels -1 thus yielding a resolution of 1.41 μm (given 500 nm voxel size).
