In recent years, many variance reduced algorithms for empirical risk minimization have been introduced. In contrast to vanilla SGD, these methods converge linearly on strong convex problems. To obtain the variance reduction, current methods either require frequent passes over the full data to recompute gradients-without making any progress during this time (like in SVRG), or they require memory of the same size as the input problem (like SAGA).
Introduction
In this paper, we study optimization algorithms for empirical risk minimization problems f : R d → R of the form
where each f i : R d → R is L-smooth. Problems with this structure are omnipresent in machine learning, especially in supervised learning applications [4] . As a special example, we will consider logistic regression for binary classification.
Due to the finite sum structure of the objective function, the stochastic gradient descent (SGD) algorithm [21] is frequently used to solve such optimization problems on large scale datasets. However, one drawback of SGD is that it needs diminishing stepsizes to converge to the optimal point (cf. [10, 14] ) and thus the scheme does not converge at the optimal rate on many problem classes. To overcome this challenge, a new class of methods have evolved in the last few years. These algorithms are commonly know as variance reduced methods. Among the first of these methods were SAG [22] , SVRG [9] , SDCA [25] and SAGA [7] . These methods essentially control the variance in the stochastic optimization process by relying on both stochastic and deterministic information when computing the updates. We will now exemplary recall the updates of SVRG and SAGA.
SVRG is an iterative algorithm, wherein each iteration only stochastic gradients, i.e. ∇f i (x) for a random index i ∈ [n], are computed, much like in SGD. However, to attain the variance reduction, a full gradient ∇f (x) is computed every few epochs and saved in memory. We call the points where such a computation is triggered a snapshot point in this paper. The original paper [9] suggests to create a snapshot point after roughtly n stochastic updates [9] . However, the existing theory up to now does (to the best of our knowledge) not support this choice. Indeed, all proofs for strongly convex functions (cf. [5] , [9] ) assume a spacing that is proportional to the condition number 1 κ. When this number-and hence the spacing-is large, this means that the algorithm relies for a long time on "outdated" deterministic information. Moreover, the computation
• Low memory requirements (like SVRG, unlike SAGA): We break the memory barrier of SAGA. The required additional memory can be tuned by the user (parameter k) and thus all available fast memory (but not more!) can be used by the algorithm.
• Short stalling phases with no progress (like SAGA, unlike SVRG): We prove convergence for every partial snapshot point where the iterations between snapshot points can again be tuned by the user (via parameter k). This is in particular useful in large scale applications.
• Refinement of the SVRG analysis. To the best of our knowledge we present the first analysis that allows arbitrary sizes of inner loops, not only Ω(κ) as was supported by previous results.
• Linear convergence on strongly-convex problems (like SVRG, SAGA), cf. Table 1 .
• Convergence on non-convex problems (like SVRG, SAGA).
Outline. We informally introduce k-SVRG in Section 2 and give the full details in Section 3. All theoretical results are presented in Section 4, the proofs can be found in Appendix C and D. We discuss the empirical performance in Section 5. method complexity no full pass required additional memory Gradient Descent O(nκ log 1 )
O(dk log k) Table 1 : Comparison of different algorithms for strongly convex functions, where κ = L µ denotes the condition number. Algorithms without a tick in "no full pass required" require a full pass over all data points from time to time and the column "additional memory" quantifies the extra storage required by the algorithm.
Related Work. Variance reduction alone is not sufficient to obtain the optimal convergence rate on problem (1) . Accelerated schemes that combine the variance reduction with momentum as in Nesterov's acceleration technique [15] achieve optimal convergence rate [1, 13] . We do not discuss accelerated methods in this paper, however, we assume that it should be possible to accelerate the presented algorithm with the usual techniques.
There have also been significant efforts in developing stochastic variance reduced methods for non-convex problems [2, 3, 17, 19, 20, 24] . We will especially build on the technique proposed in [20] to derive the convergence analysis in the non-convex setting.
Recent work has also addressed the issue of making the stalling phase of SVRG shorter. In [11, 12] the authors propose SCSG, a method that makes only a batch gradient update instead of a full gradient update. However, this gives a slower rate of convergence (cf. Table 1 ). In another line of work, there was an effort to combine the SVRG and SAGA approach in an asynchronus optimization setting [19] to run different updates in parallel. In an other line of work [8] studied a version of SAGA with more than one update per iteration.
k-SVRG: A Limited Memory Approach
In this section, we informally introduce our proposed limited memory algorithm k-SVRG. For this, we will first present a unified framework that allows us to describe the algorithms SVRG and SAGA in concise notation. Let x 0 , x 1 , . . . , x T denote the iterates of the algorithm, where x 0 ∈ R d is the starting point. For each component f i , i ∈ [n], of the objective function (1) we denote by θ i ∈ R d the corresponding snapshot point. The updates of the algorithms take the form
where η > 0 denotes the stepsize, and i t ∈ [n] an index (typically selected uniformly at random from the set [n]). The updates of SVRG and SAGA can both be written in this general form, as we will review now. After this, we can readily present the main concept behind k-SVRG.
SVRG As mentioned before, SVRG maintains only one active snapshot point x, i.e. θ i = x for all i ∈ [n].
Instead of storing all components ∇f i (x) separately, it suffices to store one single snapshot point x as well as ∇f (x) in memory, as all components of the gradient ∇f i (x) can be recomputed when applying the update (2) . This results in a slight increase in the computation cost, but in drastic reduction in the memory footprint. SAGA The update of SAGA takes exactly the form (2). In general θ i = θ j for i = j. Thus all θ i parameters need to be kept in memory. In practice often ∇f i (θ i ) is stored instead, as this avoids recomputation of ∇f i (θ i ).
k-SVRG As a natural interpolation between those two algorithms we propose the following: instead of maintaining just one single snapshot point or n of them, just maintain a few. Precisely, the proposed algorithm maintains a set of snapshot points Θ ⊂ R d of cardinality O(k log k), with the property θ i ∈ Θ for each i ∈ [n]. Therefore, it suffices to store only Θ in the memory, and a mapping from each index i to its corresponding element in Θ. This needs O(dk log k + n) memory. Opposed to SAGA, it is not adviced to store ∇f i (θ i ) directly, as this would require O(dn) memory. k 2 -SVRG We also propose a heuristic variant of k-SVRG that maintains at most 2k snapshot points. This method comes without theoretical convergence rates, however, it shows quite good performance in practice.
We will give a formal definition of the algorithm in the next Section 3. Below we introduce some notation that will be needed later.
Notation
Our algorithm consists of updates of two types: updates of the iterates as in (2) , performed in the inner loop and the updates of the snapshot points at the end of the inner loops (thus constituting the outer loop). We denote the iterates of the algorithm by x m t , where t denotes the counter of the inner loop (consisting of iterations), and m ≥ 0 the counter of the outer loop. For our algorithm (unlike in SAGA), the iterate at the end of an inner loop coincides with the first iterate of the next inner loop,
. Whenever we only consider the iterates x m 0 we will drop the index zero for convenience. For clarity, we will also index the snapshot points by m, that is we write θ 
It will be convenient to define
Notation for Expectation. E denotes the full expectation with respect to the joint distribution of all chosen data points. Frequently, we will only consider the updates within one outer loop, and condition on the past iterates. Let I m t := {i 0 , . . . , i t−1 } denote the set of chosen indices in the m th outer loop until the t th inner loop iteration. Then E t,m = E I m t denotes the expectation with respect to the joint distribution of all indices in I m t . The algorithm k-SVRG-V2 samples additional q indices, independent of I m and we denote the expectation over those samples by E q . Finally, we also denote E ,m E q as E q,m and E ,m as E m .
The Algorithm
In this section, we present k-SVRG in detail. The pseudecode is given in Algorithm 1. k-SVRG consist of inner and outer loops similar to SVRG, however the size of the inner loops is much smaller. Recall that t = 0, . . . , − 1 denotes the counter of the inner loop (where = n/k ), and m ≥ 0 denotes the counter of the outer loop. Similar as in SVRG, a new snapshot point (denoted byx m+1 ) is computed as an average of the iterates x m t . However, in our case is a weighted averagẽ
a hard limit on the memory by slightly violating the random sampling assumption: instead of sampling without replacement in k-SVRG-V2, we just process all indices according to a random permutation, and reshuffle after each epoch (the pseudocode is given in Algorithm 2 in Appendix A). Clearly, as we process the indices by the order given by random permutations, each index gets picked at least once every 2n iterations, i.e. at least once after 2n/ ≤ 2k outer loops. Therefore, there are at most 2k distinct snapshot points at any iteration. th outer loop (to not clutter the nation we assumed here n = k ). We give the pseudocode for k 2 -SVRG in Appendix A.
Remark 1 (Implementation). One of the main advantages of k-SVRG is that no full pass over the data is required at the end of an outer loop. Lines 17 and 18 are included for clarity, but they should not be implemented literally. Instead, it suffices to compute α m i just before its value is needed in line 8, and the average on line 18 can be updated by replacing the components in the sum that have changed:
Further note that the last term of this sum can be computed on the fly for k-SVRG-V1 (i.e. only the gradients in the middle term need to be computed).
Theoretical Analysis
In this section, we provide the theoretical analysis for the proposed algorithms from the previous section. We will first discuss the convergence in the convex case in Section 4.1 and then later will discuss the convergence in the non-convex setting in Section 4.2. For both cases we will assume that the functions
Strongly Convex Problems
In this subsection we additionally assume f to be µ-strongly convex for µ > 0, i.e. we assume it holds:
It will also become handy to denote f δ (x) := f (x) − f (x ), following the notation in [8] .
Lyapunov Function. Similar as in [7] and [8] , we show convergence of the algorithm by studying a suitable Lyapunov function. In fact, we are using the same family of functions as in [8] where L : R n × R → R is defined as follows:
with γ := ηn L and 0 ≤ σ ≤ 1 a constant parameter that we will set later. We will evaluate this function at tuples (x m , H m ), where x m = x m 0 are the iterates of the algorithm. In order to show convergence we therefore also need to define a sequence of parameters H m that are updated in sync with x m . Clearly, if
We will now proceed to define a sequence H m with this property. It is important to note that these quantities do only show up in the analysis, but neither need to be be computed nor updated by the algorithm. 
We initialize (conceptually) α
, and then update the bounds H m i in the following manner:
Here Φ m denotes the set of indices that are used to computex m+1 in either k-SVRG-V1 or k-SVRG-V2, see Algorithm 1.
Convergence Results. We now show the linear convergence of k-SVRG-V1 (Theorem 2) and k-SVRG-V2 (Theorem 1).
Theorem 1. Let {x
m } m≥0 denote the iterates in the outer loop of k-SVRG-V2(q). If µ > 0, parameter q ≥ 3 , and step size η ≤
Proof Sketch. By applying Lemmas 3 and 4, we directly get the following relation:
where p 2 and r 2 are constants that will be specified in the proof. From this expression it becomes clear that we get the statement of the theorem if we can ensure p 2 ≤ (1 − ηµ) and r 2 ≥ 0. These calculations will be detailed in the proof in Appendix C. 
Proof. The proof of Theorem 2 is very similar to the one of Theorem 1. A detailed proof is provided in the Appendix C.
Remark 2 (Convergence rate). Both results show convergence at a linear rate. The convergence factor (1 − ηµ) is the same that appears also in the convergence rates of SVRG and SAGA. For SAGA a decrease by this factor can be show in every iteration for the corresponding Lyapunov function. Thus, after steps, SAGA achieves a decrease of (1 − ηµ) , i.e. of the same order 5 as k-SVRG. On the other hand, the proof for SVRG shows decrease by a constant factor after κ iterations. The same improvement is attained by k-SVRG after min{ n/ , κ/ } inner loops, i.e. min{n, κ} total updates. Hence, our rates do not fundamentally differ from the rates of SVRG and SAGA (in case n κ we even improve compared to the former method), but they provide an interpolation between both results.
Remark 3 (Relation to SVRG). For k = 1 and q = = n, our algorithms resemble SVRG with geometric averaging. However, our proof gives the flexibility to prove convergence of SVRG with inner loop size n, instead of Ω(n + κ) as in [9] . The analysis of SVRG is further strengthened in many subtle details, for instance we dont require x m =x m as in vanilla SVRG, we have shorter stalling phases (for k 1) and the possibility to choose q and differently opens more possibilities for tuning.
Remark 4 (Relation to SAGA). In SAGA, exactly one snapshot point is updated per iteration. The same number of updates are performed (on average) per iteration for the setting q = . In [8] a variant of SAGA was studied that performs more updates per iteration (q ≥ ), but there was no proposal of choosing q < .
Remark 5 (Dependence of the convergence rate on q and k). For ease of presentation we have state here the convergence results in a simplified way, omitting dependence on k entirely (see also Remark 2). However, some mild dependencies can be extracted from the proof. For instance, it is intuitively clear that choosing a larger q in Theorem 1 should yield a better rate. This is indeed true. Moreover, also setting q < /3 smaller will still give linear convergence, but at a lower rate. For our application we aim to choose q as small as possible (reducing computation), without sacrificing too much in the convergence rate.
In the rest of this subsection, we will give some tools that are required to prove Theorems 1 and 2. The proof of both statements is given in Appendix C. Lemma 3 establishes a recurrence relation between subsequent iterates in the outer loop. 
We further need to bound the expression α
2 that appears in the right hand side of equation (16) . Recall that we have already introduced bounds
2 for this purpose. We now follow closely the machinery that has been developed in [8] in order to show how these bounds decrease (in expectation) from one iteration to the next. 
where Q = −1
Non-convex Problems
In this section, we discuss the convergence of the proposed algorithm for non-convex problems. In order to employ Algorithm 1 on non-convex problems we use the setting µ = 0. We limit our analysis for only non-convex smooth functions. Throughout the section, we assume that each f i is L-smooth (8), and provide the convergence rate of algorithm k-SVRG-V2 only. However, convergence of the algorithm k-SVRG-V1 for the non-convex case can be shown in the similar way as for k-SVRG-V2. The convergence also extends to the class of gradient dominated functions by standard techniques (cf. [3, 20] ). We follow the proof technique from [20] to provide the theoretical justification of our approach. However, the proof is not straight forward, due to the difficulty that is imposed by the block wise update of the snapshot points in k-SVRG-V2.
Lyapunov Function. For the analysis of our algorithms, we again choose a suitable Lyapunov function similar to the one chosen in [20] . In the following, let M denote the total number of outer loops performed.
where
denotes a sequence of parameters that we will introduce shortly (note the superscript indices). By initializing θ
These two properties will be exploited in the proof below. Similar to the previous section, we define quantities
and an auxiliary sequence {Γ m } M m=1 that will be used in the proof:
with
and γ ≥ 0 a parameter that will be specified later. As mentioned, we will set c M = 0 and (20) 
Convergence Results. Now we provide the main theoretical result of this subsection. Theorem 5 shows sub-linear convergence for non-convex functions. 
where Γ := min 0≤m≤M −1 Γ m . In particular, for parameters η = 
Proof Sketch. We need to rely on some technical results that will be presented in Lemmas 6, 7 and 8 below. Equation (23) can be readily be derived from Lemma 8 by first taking expectation and then using telescopic summation. Since Γ = min 0≤m≤M −1 Γ m , we get:
By setting θ
. We find a lower bound on Γ as a final step in our proof. Details about all the constants are given in detail in the Appendix D.
Remark 6 (Upper bound on ).
It is important to note here that unlike in the convex setting, Theorem 5 does not allow to set the number of steps in the inner loop, i.e. , arbitrarily large. That essentially means that the number of snapshot points cannot be reduced below a certain threshold in k-SVRG-V2 for non-convex problems. The limitation on occurs due to the fact that we cannot work with a Lyapunov function which only depends on the inner loop iteration as done in [18] and hence the expected variance keeps on adding itself to the next variance term which finally gives an extra dependence of the order 2 . But we do believe that the limitation on can be improved further. Besides that limitation on , we get the same convergence rate for our method as that of non-convex SVRG and non-convex SAGA. Now we discuss the lemmas which are helpful in proving Theorem 5. The proofs of these lemmas are deferred to Appendix D. Lemma 6 establishes the recurrence relation between the second term of the Lyapunov function, H m+1 , with H m .
Lemma 6. Consider the setting of Theorem 5. Then, conditioned on the iterates obtained before the m th outer loop, it holds for γ > 0:
This result suggests that we now should relate the variance of the stochastic gradient update with the expected true gradient and the Lyapunov function. This is done in Lemma 7, with the help of the result from Lemma 11 which is provided in Appendix D.
Lemma 7. Consider the setting of Theorem 5. Upon completion of the m th outer loop it holds:
Finally, we can proceed to present the most important lemma of this section from which the main Theorem 5 readily follows. 
Experiments
To support the theoretical analysis, we present some numerical results on 2 -regularized logistic regression problems, i.e. problems of the form
The regularization parameter λ is set to 1/n, as in [16] . We use the datasets covtype(train,test) and MNIST(binary) 6 . Some statistics of the datasets are summarized in Table 2 . For all experiments we use x 0 = 0 and perform a warm start of the algorithms, that is we provide ∇f (x 0 ) as input. Several cold start procedures (where ∇f i are injected one by one) have been suggested for this type of algorithms (cf. [7] ) but discussing the effects of these heuristics is not the focus of this paper.
We conduct experiments with the following algorithms that were introduce in the previous sections: SAGA; SVRG (we fix the size of the inner loop to n), and the proposed k-SVRG for k = {1, 10, 100, 1000} in all variants (k-SVRG-V1, k-SVRG-V2 and k 2 -SVRG). For simplicity we use the parameters l = q = n/k throughout. 
Verifying the Theory
In this section we present some preliminary numerical experiment with the purpose to verify if the developed theory aligns with practice. We set the learning rate to an artificially low value η = 0.1/L for all algorithms. This allows to emphasize the distinctive features each method. The running time of the algorithms is dominated by two important components: the time for actual computations and the time to access the data. Whereas for small datasets the computation time is the dominating factor, for increasingly larger datasets (that might need to be stored in a distributed fashion) the latency for accessing the data is the significant factor. The actual numbers depend on the actual hardware. In order to capture there effects we report the number of effective gradient computations and the number of actual read accesses to the data. Fig. 1 (left) . We count the number of gradient evaluations of the form ∇f i (x), whereas we ignore access to the memory. In SAGA, each step of the inner loop only comprises one computation, whereas for the other methods two gradients have to be computed in the inner loop. The figure nicely depicts the stalling of SVRG after one pass over the data (when a full gradient has to be computed) and the subsequent jump in the function value when the new average iterate x m+1 is computed. For the k-SVRG variants the stalling phases are more equally distributed (for k large). Moreover, there is no big jump in function value as the current iterate does not have to be updated.
Gradient Computations (#GC)
We also see that after 3n #GC SVRG and the k-SVRG-V1 achieve approximately the same function values, as predicted by theory.
Effective Data Reads (#ER) Fig. 1 (right) . We count the number of access to the data, that is when a large vector needs to be fetched from memory. In the SVRG variants this is 1 data point in each iteration of the inner loop, and n/k data points when updating the gradients. For SAGA, it is unrealistic to assume that all computed vectors can be stored in the main memory, so in each iteration two values have to be fetched. Fig. 1 (middle) . Whilst non of the above measures can accurately represent the real behavior of the algorithms, we argue that they sufficiently capture the most important aspects and represent the behavior better than a simple iteration counter. For instance, it allows to interpolate between the two extreme scenarios by assigning a weight (or time) to each measure. To demonstrate this idea, we added an example plot where we assign the same weight to both measures (simulated time = (#GC + #ER)/2n).
Simulated Time
Dataset d n L covtype (test) 54 58 102 1311 covtype (train) 54 522 910 43 586 mnist 784 60 000 38 448
Experiments on large Datasets
We now move to more realistic parameter settings. Even though for every method there is a theoretical safe stepsize η, it is common practice to tune the stepsize according to the dataset (cf. [7, 23] ). We partially adopt this practice. Specifically, by extensive testing we determined the stepsizes that achieve the smallest training error after 10n #ER for covtype (test) and after 30n #ER for mnist. 7 These values are summarized in Table 3 . For covtype (train) we figured η = 5.7/L is a reasonable setting for all algorithms. In Fig. 4 we compare k-SVRG-V2 for different parameters k on the covtype (test) dataset. Even for k = 1 the curves are much smoother than for SVRG. In Fig. 5 we compare the different variants for k = 100 on the same dataset. We see that k 2 -SVRG performs the best, followed by the other k-SVRG variants. Now we move to the larger datasets. In Fig. 2 we compare all algorithms on mnist. Again, k 2 -SVRG performs best, followed by the other k-SVRG variants with perform very similar to SAGA and SVRG. Table 3 : Determined optimal stepsizes η for the datasets covtype (test) and mnist and parameters k = (1, 10, 100, 1000). 
covtype (test)
100-SVRG V1 100-SVRG V2 100 2 -SVRG Figure 5 : Evolution of residual loss on covtype (test) for SAGA, SVRG, 100-SVRG-V1, 100-SVRG-V2 and 100 2 -SVRG.
In Fig. 3 we compare all algorithms on covertype (train). All our proposed variants of k-SVRG work almost as good as SAGA and definitely better than SVRG according to the plot. We observe, that parameter k seem to affect the performance by a small factor on these datasets. However, it is not easy to predict the best possible k without tuning it. In Figures 1 and 4 , k = 1 performs the best but in the rest of the plot higher values of k give the best performance.
Conclusion
In this paper, we have provided a method that unifies and extends the analysis of the variance reduced methods SAGA and SVRG. Our analysis shows that the convergence of the algorithm does only mildly depend on the memory parameter k. Hence, one is free to chose the parameter k that suits most the intended application. Moreover, by tuning the parameter k, one can pick the algorithm that fits best to the available system resources. I.e. one should pick a picking large k for systems with fast memory, and smaller k when data access is slow (in order that the additional memory still fits in RAM). We could also imagine that automatic tuning of k as the optimization progresses, i.e. automatically adapting to the system resources, might yield the best performance in practice. However, this feature needs to be investigated further. Apart from this, extending the analysis for batch updates is a natural extension. From the computational point of view, it is also important to investigate if the gradients at the snapshot points could be replaced with inexact approximations of the gradients which are computationally cheaper to compute.
A Pseudo-code for k 2 -SVRG
We provide the pseudo code k 2 -SVRG in Algorithm 2 below. For simplicity we assume here n (mod) = 0, i.e. n = k .
ind ← randperm(n) 7:
for t = 0 . . . − 1
10:
pick i t ∈ [n] uniformly at random 11:
end for
15:
end for 20: end for Like in Algorithm 1, no full pass over the data is required at the end of the outer loop. In particular, lines 17-18 can be implemented with only gradient computations, as explained in Remark 1.
B Definitions and Notations
We reiterate some definitions here again before proving the main results of this paper.
Function classes. A a differentiable convex function
which is equivalent to
A differentiable non-convex function is L-smooth if (31) holds. A differentiable convex function f :
Frequently, we will be denoting f := f (x ).
Series Expansion. The following observation will be useful in the analysis later. For any integer k and real number ζ < 1 we have
and it is easily verified that whenever ζ ≤ 1 k :
Frequently used Inequalities. For a, b ∈ R d we have:
For for β = 1 this simplifies to:
Also the following inequality holds:
Notation for Non-Convex Proofs (see Section D). As defined in equation (3), we have the following optimization updates: 
Also, we will be using the following relations which immediately follow by taking expectation:
C Proofs for Convex Problems
In this section we provide the proof of Theorems 1 and 2. We first mention an important lemma from [8] which relates the two consecutive iterates for SAGA.
Since f is a convex function, we have by Jensen's inequality for weights
. Hence from equations (43) and (44), we get the result:
Proof of Lemma 4. Recall that we defined h
x ) . It is important to note
We need to derive an upper bound on H m+1 . By the update equation (12) we have
is not known until the inner loop has terminated, we will now proof a slightly more general statement.
Define
We will now proof that the claimed statements hold for H m+1 (x) and we will putx m+1 in place of x at the end of the proof. Now for any fixed but arbitrary x, we have:
where Q = −1 t=0 1 − 1 n t . Now if we replace x byx m+1 we get the claimed result:
k-SVRG-V2 Finding the relation between H m+1 and H m is much more simpler for k-SVRG-V2 as a set of independet q points are used for the update of H m+1 .
which is the claimed bound.
Using the results obtained in Lemmas 3 and 4, we are now ready to prove the main theoretical results of the Section 4.1.
Proof of Theorem 1. We apply the results from Lemma 3 and Lemma 4 for k-SVRG-V2 to estimate the Lyapunov function:
Now in equation (49), we need to find parameters such that
)
, then (Condition 1) is satisfied. We show the calculations below:
After division by η σ 
Condition 2:
If we choose η ≤ min
The outline of the calculations are provided below. As γ = ηn L the condition reads as
which can be equivalently stated as 2Lη
using the definition of S . Observe
where we used η ≤ σ q µn+2L . Since σ ≤ 1 we have σqµ σµn+2L ≤ qµ µn+2L and we can further estimate:
Hence, the condition in equation (52) is satisfied if
as claimed. Finally, if we choose q ≥ 3 and σ = 2q Proof of Theorem 2. We apply the result from Lemma 3 and Lemma 4 for k-SVRG-V1 to estimate the Lyapunov function:
Now in equation (55), we need to find parameters such that
2n ) µn+2L then (Condition 1) is satisfied. We show the calculations below:
with (35). Hence, (Condition 1) is satisfied if it holds:
We now finish the proof similarly as the proof of (Condition 1) in the proof of Theorem 1 above. With the help of equation (34) we derive that η ≤
2n ) µn+2L is a sufficient condition to imply (Condition 1).
By the definition of Q and S , the condition can equivalently be written as
From equation (34), we have 1 −
Hence it suffices to choose η such that
We simplify the above equation further to get:
with (35). We will now derive a condition on η such that s 1 ≥ 0. By rearranging the terms in s 1 we see that it suffices to hold
where we used the assumption η ≤
Finally, we see that if we choose η ≤
(which is of the same order as the σ in the theorem 1 upto a constant factor) then (Condition 1) and (Condition 2) both hold simultaneously.
D Proofs for Non-Convex Problems
In this section we derive the proof of Theorem 5. First of all, we mention a result from [20] which is not directly applicable to our case as the setting is different, but which served as an inspiration for the proof.
Lemma 10 ( [20]
). Consider the SAGA updates for non-convex optimization problem where each f i is L-smooth and
We will now derive a similar statement that holds for our proposed algorithm.
Lemma 11. Consider the setting of Theorem 5. Then it holds:
Proof. We use the following notation, ξ
Hence, finally we have
Lemma 12. Consider the iterates {x 
Proof.
Applying Cauchy-Schwarz in (68) gives,
from which the final expression follows:
Proof of Lemma 6. We take the expectation of the Lyapunov function:
Note that we here only analyze k-SVRG-V2 for which the samples to update the snapshot point are independent of the samples used to generate the sequence x m t . Also recall that q = . First we consider the second part of the Lyapunov function which is 
From Lemma 12, we know that:
We consider now the second term in (71), keeping in mind that
Combining equation (73) and Lemma 12, we get:
Hence, we have:
Proof of Lemma 7. From Lemma 11, we have:
We sum the equation (75) for t = 0 to t = − 1 to get the following:
Since,
F , we get the following relation:
Hence, finally we have:
Remark 7. Unfortunately, equation (78) limits us to choose as large as we would like (e.g. = n in case k = 1), as otherwise the term (1 − 2L 2 η 2 2 ) would become too small. In the proof of Theorem 5 we will choose η = O( 1 Ln 2/3 ) and hence should be less than of the order of O(n 2/3 ).
Proof of Lemma 8. The Lyapunov function is of the form:
First we analyze the term E ,m f (x m+1 0 ) in the Lyapunov function. By the smoothness assumption:
Now if we take expectation conditioned on x m t , we get:
In equation (81), we apply the property of tower of conditional expectations and sum equation (81) from t = 0 to t = − 1 in the m th outer loop to get the following:
from (87) and the first part of the theorem follows. To show the second part we need to derive a lower bound on Γ for the given parameters η = 
Using this relationship and c M = 0, it is easy to see that
for all m = 0, . . . , M . Now we are ready to derive a lower bound on Γ m . Using
Now we consider the term g 1 . As b 1 ≤ 2 we have
where the last inequality is due to n > 15. By combining (90) and (91) 
covtype (train)
100-SVRG V1 100-SVRG V2 100 2 -SVRG Figure 18 : Evolution of residual loss on covtype (train) for SAGA, SVRG, 100-SVRG-V1, 100-SVRG-V2 and 100 2 -SVRG. 
