The joint source-channel coding problem of sending a memoryless source over a memoryless degraded broadcast channel is considered here. We derive an inner bound and an outer bound on the achievable distortion region. On one hand, the inner bound and outer bound could recover the best known inner bound and outer bound; and on the other hand, the outer bound reduce to a new outer bound when specialized to Hamming binary source broadcast. Besides, we also extend the inner bound and outer bound to Wyner-Ziv source broadcast problem, i.e., source broadcast with degraded side information available at decoders. We obtain some new bounds as well when specialized to Gaussian case and binary case.
I. INTRODUCTION
Shannon's source-channel separation theorem [1] states that: For the point-to-point communication systems, separate source coding and channel coding does not lose the optimality. This separation theorem does not only suggest a simple system architecture in which source coding and channel coding are separated by a universal digital interface, but also guarantees that this separation architecture does not incur any asymptotic performance loss. Hence it tremendously simplifies the concept and design of communication systems, and it is also the main reason for the division between research in source coding and channel coding. However, for many multi-user communication systems, the optimality of such a separation does not hold any more, see [2] , [3] . For this reason, joint source-channel coding (JSCC) has attracted an increasing amount of attention.
On JSCC in multi-user setting, there are still many open problems. In literature, many researchers considered the problem of characterizing the distortion region for a multi-user communication system, and significant progress has been made toward finding the distortion region or tighter (inner and outer) bounds. One of the most classical problems in this area is JSCC of transmitting a Gaussian source over average power constrained K-user Gaussian broadcast channel. Goblick [2] observed that when the source bandwidth and the channel bandwidth are matched (i.e., one channel use per source sample) uncoded transmission (linear symbol-to-symbol mapping) is optimal.
However, the optimality of such a simple linear scheme cannot extend to the case of the bandwidth mismatch.
One way to approximately characterize the achievable distortion region is finding its inner bound and outer bound.
For inner bound, analog schemes or hybrid coding schemes have been studied in a vast body of literature [4] , [5] , [3] , [6] , [7] , [8] , [9] . For 2-user Gaussian broadcast communication, Prabhakaran et al. [8] gave the tightest inner bound so far, which is achieved by hybrid digital-analog (HDA) scheme. On the other hand, Reznic et al. [10] derived a nontrivial outer bound for 2-user Gaussian broadcast problem with bandwidth expansion (channel symbol rate is larger than the source symbol rate) by introducing auxiliary random variable. Tian et al. [11] extended this outer bound to K-user Gaussian broadcast case by using a similar method. Similar to the results of Reznic et al., the outer bound given by Tian et al. is also nontrivial only for bandwidth expansion case [12] . Beyond Gaussian communication, Minero et al. [17] considered sending memoryless correlated source transmitted over memoryless multi-access channel and derived an inner bound achieved by a unified framework of hybrid coding.
Besides, in [6] , [21] , [22] Wyner-Ziv source communication problem was studied in which side information of the source is available at decoder(s). Shamai et al. [6] studied the problem of sending Wyner-Ziv source over point-topoint channel, and proved that for such communication system separate coding (which combines Wyner-Ziv coding with channel coding) does not incur loss of optimality. Nayak et al. [21] and Gao et al. [22] investigated Wyner-Ziv source broadcast problem, and used the performance of separate coding for point-to-point communication as an outer bound for broadcast communication.
In this paper, we consider JSCC of transmitting a memoryless source over K-user memoryless degraded broadcast channel, and derive an inner bound and an outer bound on the achievable distortion region. When specialized to sending Gaussian source over Gaussian broadcast channel, our inner bound could recover best known performance achieved by hybrid digital-analog codes, and our outer bound could recover the outer bound given by Tian et al. On the other hand, when specialized to sending Bernoulli source over binary broadcast channel, our outer bound reduces to a new bound. Besides, we also extend the inner bound and outer bound to Wyner-Ziv source broadcast problem, i.e., source broadcast with degraded side information at decoders. When specialized to Wyner-Ziv Gaussian source broadcast and Wyner-Ziv binary source broadcast, our outer bound reduces to two new outer bounds.
The rest of this paper is organized as follows. Section II summarizes basic definitions and notation, and formulates the problem. Section III gives the main results for source broadcast problem, including general, Gaussian and binary cases. Section IV extends the results to Wyner-Ziv source broadcast problem. Finally, Section V gives the concluding remarks.
II. PROBLEM FORMULATION AND PRELIMINARIES
The key elements of the problem studied in this paper are the memoryless source and memoryless degraded broadcast channel (DBC). In this section, we provide definitions of those entities. We denote random variables by capital letters, e.g., S, and their realizations by lower case letters, e.g., s. The probability mass function (pmf) for the discrete random variable and probability density function (pdf) for the continuous random variable are denoted by p S (s) and f S (s) respectively. When the subscript is just the capitalized version of the argument in parentheses,
we will often write simply p (s) and f (s).
We consider the broadcast communication model shown in Fig. 1 . The source S n is first coded into X n using source-channel code, then transmitted to K receivers through a broadcast channel (denote the received signal at receiver k by Y n k ), and finally, the receiver k produces source reconstructionŜ n k from Y n k . Specifically, source, broadcast channel, and source-channel codes are defined as follows.
Definition 1 (Source). A discrete memoryless source (DMS) is specified by a pmf p S (s) on a finite alphabet S.
Definition 2 (Degraded Broadcast Channel). A K-user discrete memoryless broadcast channel (DM-BC) is specified by a collection of conditional pmfs p Y1Y2···Y K |X on finite output alphabet Y 1 × · · · × Y K for each x in finite input alphabet X . Moreover, a DM-BC p Y1Y2···Y K |X is said to be stochastically degraded (or simply degraded) if there exist
Definition 3. An n-length source-channel code is defined by the encoding function x n : S n → X n and a sequence of decoding functionsŝ k : Y n k →Ŝ n , 1 ≤ k ≤ K, whereŜ 1 is the alphabet of source reconstruction.
For any n-length source-channel code, we define the induced distortion as 
then we say that the distortion tuple
Definition 5. For transmitting source S over channel p Y1Y2···Y K |X , the admissible distortion region is defined as
In addition, Shannon's source-channel separation theorem shows that the minimum distortion for transmitting source over point-to-point channel satisfies
where R (· ) is the rate-distortion function of the source, C k is the capacity of the channel of the receiver k.
Therefore, the optimal distortion (Shannon limit) is
Obviously,
where R * is named trivial outer bound.
In the system above, source bandwidth and channel bandwidth are matched. In this paper, we also consider the communication system with bandwidth mismatch, whereby m samples of a DMS are transmitted through n uses of a DM-BC. For this case, bandwidth mismatch factor is defined as b = n m .
III. SOURCE BROADCAST

A. General Source Broadcast
Now, we bound the distortion region for source broadcast communication. First, define two distortion region R (i) and R (o) as follows.
and functions
and
and for any pmf
where
There exists some pmf
denotes the capacity of degraded channel p Y1Y2···Y K |X . Then we have the following theorem. The poof of Theorem 1 is given in Appendix A.
Theorem 1 (Source Broadcast). For transmitting source S over degraded broadcast channel p Y1Y2···Y K |X ,
Remark 1. Similar to superposition coding, the inner bound in this theorem still hlods for the communication over less noisy broadcast channel, while the outer bound holds for the communication over general broadcast channel.
By standard discretization method [18, Thm. 3 .3], we can easily extend the inner bound in Theorem 1 to a Gaussian or any other well-behaved continuous-alphabet source-channel pair. This theorem also recovers the performance of the best known joint source-channel codes, such as the hybrid coding in [6] , [21] and the HDA coding in [7] , [8] .
Besides, the inner bound and outer bound in Theorem 1 could also be extended to the problem of broadcasting correlated sources or source broadcast with channel input cost.
The inner bound R (i) in Theorem 1 is achieved by the hybrid coding scheme depicted in Fig. 2 . In this scheme, the codebook consists of randomly and independently generated codewords (V
At encoder side, the source encoder observes a source sequence S n and then produces digital message W K , · · · , W 1 with W k meant for receiver k. Next, the codeword V n 1 (W K , · · · , W 1 ) and the source sequence S n are used to generate channel input X n by symbol-to-symbol mapping x (v 1 , s). At decoder sides, upon received signal Y n k , decoder k could reconstruct W K , · · · , W k losslessly, and thenŜ n k is produced by symbol-to-symbol mappingŝ k (v k , y k ). Such a scheme could achieve any
The detail proof is available in Appendix A. Besides, a similar hybrid coding scheme for sending correlated sources over multi-access channel could be found in [17] .
The outer bound R (o) in Theorem 1 are derived by introducing auxiliary random variables
This proof method could also be found in [11] and [13, Lem 1] . In [11] it is used to derive the outer bound for Gaussian source broadcast, and in [13, Lem 1] it is used to derive the outer bound for sending memoryless source over general broadcast channel. Consistent with the analysis in [11] , the auxiliary variable U k in the outer bound R (o) could be roughly understood as the message meant for the receiver k (S meant for receiver 1). Under this interpretation, the term I (U k ; V k |U k+1 ) represents the individual rate intended for receiver k.
is achievable, then there exists some degraded channel
From the view of channel synthesis, if p V1V2···V K |S could be synthesized over channel p Y1Y2···Y K |X , then (12) holds.
Theorem 1 can also be extended to the case of source-channel bandwidth mismatch, where m samples of a DMS are transmitted through n uses of a DMC. This can be accomplished by replacing the source and channel symbols in Theorem 1 by supersymbols of lengths m and n, respectively.
B. Quadratic Gaussian Source Broadcast
Next we illustrate the application of the bounds in Theorem 1 to the special case of the quadratic Gaussian source broadcast. Consider sending Gaussian source S ∼ N (0, N S ) with quadratic distortion measure d(s,ŝ) = (s −ŝ)
Assume bandwidth mismatch factor is b. Then the inner bound R (i) in Theorem 1 could recover the following result which is the tightest inner bound so far for 2-user Gaussian source broadcast. • For b < 1 (bandwidth contraction)
, and (15)
• For b > 1 (bandwidth expansion)
, and
Proof:
and.
, and β = λγP λγP +N1 .
For b > 1 (bandwidth expansion), let
. Substitute these variables into the inner bound R (i) in Theorem 1, then Theorem 2 is recovered.
Setting U 2 , U 3 , · · · , U K to be jointly Gaussian with S, the outer bound R (o) in Theorem 1 could recover the following result which is the tightest outer bound so far for Gaussian source broadcast. 
with the capacity of Gaussian broadcast channel
When specialized to Gaussian source broadcast, R (o) reduces to the outer bound in [11] , and from the derivation in [11] , minimizing C DBC pŜ 1 ,··· ,Ŝ K |S is a (backward) Gaussian broadcast test channel. For Gaussian broadcast channels pŜ 1,··· ,Ŝ K |S and p Y1Y2···Y K |X with different bandwidth but with the same point-to-point capacity, the broadcast capacity shrinks as the bandwidth increases. Hence C DBC pŜ 1 ,··· ,Ŝ K |S ⊆ C DBC p Y1Y2···Y K |X always holds for bandwidth compression. This is the reason why the outer bound in [11] is nontrivial only for bandwidth expansion. 
C. Hamming Binary Source Broadcast
Next we illustrate the application of the bounds in Theorem 1 to the special case of the Hamming binary source broadcast. Consider sending binary source S ∼ Bern 
. Assume bandwidth mismatch factor is b. We first consider the inner bound. For bandwidth expansion (b > 1), as a special case of hybrid coding, systematic source-channel coding (Unoded Systematic Coding) in has been first investigated in [6] . For some point-to-point lossy communication systems such as Hamming binary source communication, such restriction loses the optimality, but for lossless communication case, it does not. To retain the optimality of point-to-point communication, we can quantize the source S into correlated signal, then transmit the correlated signal using Unoded Systematic Coding.
The performance of this code could be obtained directly from Theorem 1.
and X b−1 are independent of U 2 and U 1 and satisfy
(37) Substitute these variables into the inner bound R (i) in Theorem 1, then we get the following corollary.
Corollary 1 (Coded Systematic Coding ). For transmitting binary source S with Hamming distortion measure over 2-user binary broadcast channel with bandwidth mismatch factor b, then R
(i)
CSC ⊆ R, where
with denoting the binary convolution, i.e.,
and H 2 denoting the binary entropy function, i.e.,
Remark 2. Note that unlike Unoded Systematic Coding, the Coded Systematic Coding could always achieve the optimal distortion for one of the receivers. Besides, unlike separate coding, the Coded Systematic Coding could weaken the cliff effect, and results in slope-cliff effect.
For the outer bound, utilizing Theorem 1, we could prove the following outer bound for Hamming binary source broadcast problem. The poof is given in Appendix E.
Theorem 4 (Binary Broadcast). For transmitting binary source S with Hamming distortion measure over K-user binary broadcast channel with bandwidth mismatch factor b, then R ⊆ R (o) , where
with the capacity of binary broadcast channel Besides, Theorem 1 also could recover the outer bound and inner bound for sending binary source over binary erasure broadcast channel in [20] .
IV. WYNER-ZIV SOURCE BROADCAST: SOURCE BROADCAST WITH SIDE INFORMATION
We now generalize the problem to allow degraded side information available at decoders. Assume S, Z 1 , · · · , Z K are degraded, i.e., there exist random variablesZ 1 Definition 6. An n-length Wyner-Ziv source-channel code is defined by the encoding function x n : S n → X n and a sequence of decoding functionsŝ k :
Definition 7. For transmitting source S over channel p Y1Y2···Y K |X with degraded information Z 1 , · · · , Z K at decoders, if there exists a sequence of Wyner-Ziv source-channel codes such that
Wyner-Ziv source broadcast system: broadcast communication system with side information at decoders.
decoders, the admissible distortion region is defined as
In addition, Shamai et al. [6, Thm. 2.1] shows that for transmitting source over point-to-point channel with side information Z k available at decoder, the minimum distortion satisfies
where R S|Z k (· ) is the Wyner-Ziv rate-distortion function of the source S given that the decoder observes Z k [18] .
Therefore, the optimal distortion is
where R * SI is named Wyner-Ziv outer bound. If consider Z 1 Z 2 · · · Z K to be transmitted to the receivers from sender over a virtual broadcast channel p Z1Z2···Z K |S , then the Wyner-Ziv source broadcast could be viewed as a special case of source broadcast problem where S is transmitted over p Z1Z2···Z K |S p Y1Y2···Y K |X with S as input of p Z1Z2···Z K |S . Hence Wyner-Ziv Source Broadcast problem could be considered as the problem of (uncoded) systematic source-channel coding. Assume R p S , p Z1Z2···Z K |S p Y1Y2···Y K |X denotes the admissible distortion region for sending S over p Z1Z2···Z K |S p Y1Y2···Y K |X . Then
A. Wyner-Ziv General Source Broadcast Now, we bound the distortion region for Wyner-Ziv broadcast communication, i.e., source broadcast with degraded side information at decoders. First, define two distortion region R (i)
SI and R (o)
SI as follows.
where C DBC p Y1Y2···Y K |X is given in (10). Then we have the following theorem. The poof of Theorem 5 is given in Appendix D.
Theorem 5 (Wyner-Ziv General Source Broadcast). For transmitting source S over degraded broadcast channel
Remark 3. Similar to Theorem 1, Theorem 5 could also be extended to a Gaussian or any other well-behaved continuous-alphabet source-channel pair, or the problem of broadcasting Wyner-Ziv correlated sources, or WynerZiv source broadcast with channel input cost.
B. Wyner-Ziv Gaussian Source Broadcast
Next we illustrate the application of the bounds in Theorem 5 to the special case of the Wyner-Ziv Gaussian source broadcast. Consider sending Gaussian source S ∼ N (0, N S ) with quadratic distortion measure d(s,ŝ) = (s −ŝ)
Assume the side information Z k observed by receiver k satisfies S = Z k + B k with independent Gaussian variables
SI in Theorem 5 could recover several existing results in the literature [21] , [22] .
The outer bound R (o)
SI in Theorem 5 could be used to prove the following outer bound for Wyner-Ziv Gaussian source broadcast problem. The poof is given in Appendix F.
Theorem 6 (Wyner-Ziv Gaussian Source Broadcast). For transmitting Gaussian source S over degraded broadcast channel p Y1Y2···Y K |X with degraded side information Z k at decoder k, then
with C GBC given in (36).
The bound in Theorem 6 is shown in Fig. 3 .
C. Wyner-Ziv Binary Source Broadcast
Next we illustrate the application of the bounds in Theorem 5 to the special case of the Hamming binary source broadcast. Consider sending binary source S ∼ Bern 
b , and U 2 and U 1 are independent of X b 2 and X b . S, U 2 and U 1 satisfy the
Denote α 2 = α 1 ᾱ 2 , q 2 = q 1 q 2 . Then the inner bound R 
denoting the binary convolution given in (41), and H 2 denoting the binary entropy function given in (42).
Utilizing Theorem 5, we could prove the following outer bound for Wyner-Ziv binary source broadcast problem.
The poof is given in Appendix G.
Theorem 8 (Wyner-Ziv Binary Source Broadcast). For transmitting binary source S with Hamming distortion measure over K-user binary broadcast channel with degraded side information Z k at decoder k, then
and for any variables
with C BBC given in (44),
H 4 (x, y, z) − (xyz + xyz) log (xyz + xyz) − (xyz + xyz) log (xyz + xyz)
and x denoting 1 − x.
The bounds in Theorem 7 and Theorem 8 are shown in Fig. 4 .
V. CONCLUDING REMARKS
In this paper, we focus on the joint source-channel coding problem of sending a memoryless source over memoryless degraded broadcast channel. We derived an outer bound and an inner bound for this problem. 
A. Inner Bound
We extend the proof of achievability for point-to-point communication [17] to the broadcast case.
for 1 ≤ k ≤ K. According to the probability distribution
, perform the same codebook generation process.
The codebook
is revealed to both the encoder and the decoders.
Encoding: We use joint typicality encoding. Given s n , encoder finds an index vector
3 . If there is more than one such index vector, it selects one of them uniformly at random. If there is no such index vector, it selects an index from
uniformly at random. Finally, the encoder then transmits the signal
Decoding: We use joint typicality decoding. Let ε > ε 1 . Upon receiving signal y n k , the decoder of the receiver k declares that ŵ
is sent if it is the unique message such that
otherwise, it declares ŵ
is sent. The decoder reconstructs the source aŝ
Analysis of expected distortion: We bound the distortion averaged over S n , the random choice of the codebook C, and the random index assignment in the encoding procedure.
Define the "error" event
for j ≥ k, 1 ≤ k ≤ K. Using union bound, we have
Now we claim that if the rates R k , 1 ≤ k ≤ K satisfy (75) and (76), then P (E) tends to zero as n → ∞.
Before proving it, we show that this claim implies the inner bound of Theorem 1. Define
then we have E c ⊆ E c 4,k , i.e., E 4,k ⊆ E. This implies that P (E 4,k ) ≤ P (E) → 0 as n → ∞. Then utilizing this and typical average lemma [18] , we have
Therefore, the desired distortions are achieved.
Now we turn back to prove the claim above. To prove the first term of (74), we need to introduce the following lemma, whose proof is given in Appendix B.
then for ∀δ > 0, as n → ∞,
Lemma 1 implies that if (84) holds, then with high probability, there exists at least one index vector (w K , w K−1 , · · · , w 1 )
ε1 . It means that the first item of (74) tends to zero as n → ∞. Besides, according to conditional typicality lemma [18, Sec. 3.7] , the second item tends to zero as n → ∞.
Now we focus on the third term of (74). By the symmetry of the codebook generation and encoding, we analyze
the probability conditioned on the event W K 1 = 1. Next, we define an event
Then for sufficiently large n, and for j ≥ k, 1 ≤ k ≤ K,
, (87) follows from the union bound, (90) follows from the fact that given W follows from the joint typicality lemma [18] .
Lemma 2. Let
be a set of random indices, and let W
, and sufficiently large n,
The proof is presented in Appendix C.
Consider that
where (97) Combining this with (92), then the third term of (74) also tends to zero as n → ∞. This completes the proof of the inner bound.
B. Outer Bound
Actually, the outer bound in Theorem 1 could be seen as a corollary to [13, Lem 1] . Since [13, Lem 1] could apply to more general source broadcast problem, the proof is a little complicated. When specialized to sending source over degraded broadcast channel, the proof could be simplified as follows.
where the time-sharing random variable Q is defined to be uniformly distributed [1 : n] and independent of all other random variables, and in (107),
Next, we turn to upper-bounding
, and write the following:
where the time-sharing random variable Q is defined above, and
Therefore,
APPENDIX B
PROOF OF LEMMA 1
We use mathematical induction to prove Lemma 1.
, 0 < ε < ε K , then according to the property of typical set, it holds that P Ā → 0, as n → ∞. Using law of total probability and the fact the probability of an intersection of events is upper bounded by that of each event, we can obtain
If we can prove that
tends to zero as n → ∞, then complete the proof for k = K. Next we focus on proving it.
Observe that given S n , η (w K ) , w K ∈ 2 R K are i.i.d. random variables with mean
for any ε K > 0 and sufficiently large n, where (117) follows from joint typicality lemma. Next, we need to introduce the following lemma on Chernoff bound. 
(118)
In particular, if X m is a sequence of i.i.d. Bern(p) random variables, then for any 0 < δ < 1,
In our problem, set
then applying Lemma3, we have
For any fixed δ, small enough ε K , and large enough n, then R K > I (S; V K ) + δ (ε K ) and δ ≥ δ (ε K ). This means that
and (122) vanishes doubly exponentially fast. Hence (115) tends to zero as n → ∞. This implies Lemma 1 holds
If k < K, assume that P B k+1 → 0, as as n → ∞, where
Then using law of total probability and the fact the probability of an intersection of events is upper bounded by that of each event, we can obtain
tends to zero as n → ∞, then complete the proof. Now we focus on proving it.
According to the process of codebook generation, given S n and
where (130) from joint typicality lemma. Then by identifying
and applying Lemma 3, we have
For any fixed δ , there exist small enough δ, ε k and ε k+1 , and large enough n such that
and (135) vanishes doubly exponentially fast. Hence (127) tends to zero as n → ∞. This implies Lemma 1 holds for k < K. Hence by mathematical induction, Lemma 1 holds.
Then according to the law of total probability formula and Bayes rule, for each v n ,
On one hand,
where (142) follows from the fact that according to the way the codebook is generated,
On the other hand, for each
denote the number of codeword vectors in c that are jointly typical with s n , and
be the indicator function for the case that neither ( v n K , · · · , v n 1 ) nor any codeword in c is jointly typical with s n .
Then according to the way the random number W k is generated, we have
In addition, we can get
for all w j−1 · · · , w 1
and (149) follows from Joint Typicality Lemma [18] . Therefore, combining (145) and (150), we have
Combining (141), (142) and (153), we have
APPENDIX D PROOF OF THEOREM 5
A. Inner Bound
If consider Z 1 Z 2 · · · Z K to be transmitted to the receivers from sender over a virtual broadcast channel p Z1Z2···Z K |S , and define X = (S, X) and
from Theorem 1, we have the inner bound R
SI for the equivalent problem, which is also the inner bound for the original problem.
B. Outer Bound
Here we apply a similar proof approach to that used for the outer bound of Theorem 1.
where the time-sharing random variable Q is defined to be uniformly distributed [1 : n] and independent of all other random variables, and in (163),
Next, we turn to upper-bounding I Y n k ; U n k |U n k+1 Z n k , and write the following:
APPENDIX E PROOF OF THEOREM 4
Specialized to Hamming binary broadcast problem, from Theorem 1, we have that if
holds, where the capacity of binary broadcast channel C BBC is given in (44) [14] .
is independent of all the other random variables. Define
where (172) follows from that U K ∼ Bern
2 , hence we have
On the other hand,
where (179) follows from that U k ∼ Bern
follows from that E k+1 is independent of U k and S k , and 
is achievable, then there exists some pmf
holds, where the capacity of Gaussian broadcast channel C GBC is given in (36) [11] .
where (199) follows from Gaussian distribution maximizes the differential entropy for a given second moment.
The first two terms of (203)
The last two terms of (203)
where (212) 
(194), (200) and (213) imply Theorem 6 holds.
APPENDIX G PROOF OF THEOREM 8
Observe that if there is no information transmitted over the channel, receiver k could produce a reconstruction within distortion β k . Hence we only need consider the case of
Specialized to Wyner-Ziv binary source broadcast problem, from Theorem 5, we have that if
and for any pmf p (u 2 |s)
Define the sets
so that their complements
By hypothesis,
We first show that
To do this, we write
where (223) follows that
since β k ≤ 1 2 . Therefore, (220) follows from (224) and (225). Now we write
and define
then utilizing (219) and (220), we have
Moreover, we can find a sequence of functions
2 , 1 ≤ k ≤ K and the induced distortions Ed S,Ŝ k , 1 ≤ k ≤ K does not increase. To see this, we definẽ
Theng k (v k ) , 1 ≤ k ≤ K induce a sequence of smaller distortions, and
Choose U 2 = S ⊕ E 2 and U k = U k−1 ⊕ E k , 3 ≤ k ≤ K, where E k ∼ Bern (τ k ) is independent of all the other random variables. Define E k = E 2 ⊕ E 3 ⊕ · · · ⊕ E k ∼ Bern (τ k ) with τ k = τ 2 τ 3 · · · τ k . Then
For fixed v k , define a set of random variables (V k , S ,
it holds that
For fixed v k , consider
Combine (231) and (239), then it holds that
Now we consider the second term of (241).
where the function H 4 (x, y, z) is defined in (63) and G 1 (x, y, z) H 4 (x, y, z) − H 2 (x y) .
Equality (243) follows from directly calculating the entropies.
Now we show that G 1 (x, y, z) is concave in x. To do this, we consider 
where (248) follows from the following inequality 
for b 1 , b 2 > 0 and arbitrary real numbers a 1 , a 2 . (248) implies G 1 (x, y, z) is concave in x.
Then combining the concavity of G 1 (x, y, z) with (244), we have
from (228), which satisfies
Combine (256) with D k ≤ β k , then we have
From (241) and (254), it holds that
Next consider
Write the last term as
For fixed v k , define
we have
Similar to the derivation above, we can write
Combine (263), (264) and (271), then we have
Consider the last term of (272),
