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Abstract 
Labhalla S. and H. Lombardi, Representations des nombres reels par developpements en base 
entiere et complexite, Theoretical Computer Science 88 (1991) 171-182. 
In this paper, we are concerned with the use of representation in basis /I for real numbers in the 
computational theory of recursive analysis. The main results state: 
_ the existence of real numbers of low complexity in each representation of basis p but of arbitrarily 
high complexity in the Dedekind representation. 
_ the existence of a sequence of low complexity in each representation in basis /I but which is not 
a recursive sequence in the Dedekind representation. 
These questions were already raised by Mostowski in 1957. 
Labhalla S. and H. Lombardi, Representations des nombres reels par developpements en base 
entiere et complexitt, Theoretical Computer Science 88 (1991) 171-182. 
Nous etudions dans cet article la representation des nombres reels en base p du point de vue de la 
thtorie de la complexite pour I’analyse recursive. Les principaux resultats etablissent: 
- I’existence de nombres reels de faible complexite en toute representation en base p mais de 
complexitt arbitrairement grande dam la representation par coupures de Dedekind. 
- I’existence d’une suite de reels qui est de faible complexite en toute representation en base B mais 
qui nest pas recursive dans la representation par coupures de Dedekind. 
Ces questions avaient seja ett soulevees par Mostowski en 1957. 
0304-3975/91/$03.50 0 1991-Elsevier Science Publishers B.V. 
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Introduction 
La notion de reel recursif a et& introduite par Turing en 1936 [7], et ttudiee en 
detail, notamment par Specker [6] et Rice [S]. Plus recemment, Ko [2] a introduit et 
&die la notion de complexitt concernant differentes representations d’un nombre 
reel (les representations via les suites de Cauchy, les dtveloppements dyadiques et les 
coupures de Dedekind). 
Dans [3], nous avons precise les notations [wcoNv et [WcUT de Ko (correspondant 
aux suites de Cauchy et aux coupures de Dedekind) et egalement defini les ensembles 
lR coNT et lRMIR correspondant aux representations en fractions continues et via des 
mesures d’irrationalite. 
Dans cet article, qui est un prolongement de [3], nous ltudions des presentations 
des nombres reels associees aux coupures de Dedekind et a diverses presentations des 
developpements en base j3 fix&e ou arbitraire (presentations que nous notons [WCUT+ , 
f-3 Basel,,5’, R BaseZ,P, RBase) en introduisant le point de vue des fonctionnelles recursives. 
Nous montrons que lwcuT+ et (W&se ((WBasel,O et [W&,s,__,B) sont des representations 
g-equivalentes de [w. Nous pricisions en outre les relations entre iW&&P et 
[w Base_,p’ (fl et /3’ deux entiers). 
En combinant avec les resultats de [3], nous obtenons la chaine de &fonctionnelles 
dans les cas suivants pour rep&enter l’identite de [w: 
et aucune des fleches -+ dans la ligne ci-dessus n’est une @equivalence. 
L’impossibilite d’obtenir certaines fonctions sous forme de fonctionnelles recursives 
est en general facile a ttablir. Cette impossibilitt peut souvent etre explicit&e et 
renforcee en termes de complexitt: 
_ il existe des points de faibles complexite ayant une image de complexite arbitraire- 
ment grande. 
_ il existe une suite de faible complexitt dont l’image est une suite non recursive. 
Nous obtenons, pour une classe de complexite en temps V? arbitrairement grande, les 
non-inclusions suivantes: 
R Base2,@)+ rW,,,,,,,,(DTIME(o(n”))) 
s’il existe un premier divisant fl ne divisant pas fl’, 
RBase(w n ~~B,,,~,~(DTIME(O(~~))) 
P 
De meme, nous construisons une DTIME(O(n*))-suite dans [WBas&,@ qui n’est pas 
recursive dans [WBase2,P (s’il existe un premier divisant p ne divisant pas fi’) et une suite 
qui est DTIME(O(n*)) dans chaque [WBase2,B mais qui n’est pas recursive dans [WBase. 
Nous repondons ainsi, de man&e precise, a des questions posees par Mostowski [4]. 
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1. Notations et dkitions 
On designera par %’ une classe de complexite, ou la classe des fonctions recursives; 
par N 1 l’ensemble des entiers naturels en representation unaire; par N l’ensemble des 
entiers naturels en representation binaire; par Q l’ensemble des rationnels en 
representation binaire; par LINTIME la complexite en temps lineaire (deterministe) et 
enfin par 9 la complexite en temps polynomial. 
Nous notons [x] la partie entiere du reel x. Pour un entier n, nous notons lg(n) la 
longueur de son ecriture en binaire. 
Enfin, nous notons DTIME(O(nk+)):= IJ DTIME(O(nk.lgb(n))). 
b 
La classe DTIME(O(n’+)) intervient dans les calculs arithmttiques en entiers. 
1.1. Fonctionnelle uniformdment en temps polynomial 
Nous considerons des fonctionnelles recursives definissables au moyen de Machines 
de Turing a Oracles, ou ce qui revient au m&me, dtfinissables dans un langage de 
programmation ordinaire avec en outre des instructions correspondant au question- 
nement des oracles. Ces oracles donnent une reponse discrete (du type entier nature]) 
a une question discrete. Dans ce cadre, les notions de fonctionnelles recursives, ou 
uniformtment primitives recursives sont bien connues dans la litterature. Le cas des 
classes de complexite en temps pour les fonctionnelles od les oracles ne donnent qu’un 
nombre fini a priori de rtponse (par exemple “oui”, ou “non”), est Cgalement bien 
connu. Nous aurons en outre besoin d’une notion generale de fonctionnelle uni- 
formement en temps polynomial. Nous ne proposerons pas de definition, mais nous 
faisons les 2 remarques suivantes: 
primo: les fonctionnelles en temps polynomial que nous construisons sont toujours 
du type tres simple qui suit: elles peuvent etre calculees par un programme sans 
aucune boucle dont les instructions de base sont les suivantes: 
- des instructions N:=j”(M, , kf2, . . . , k!,&) oti f est une fonction calculable en temps 
polynomial, 
- des instructions “oracle”: N:=g(M,, M2, . . . . Mj) od g dtsigne un oracle, 
- des instructions “liste des L premieres valeurs d’un oracle”: 
N:= nombre codant la liste des valeurs [h(O), h(l), . . , h(L)], 
od h designe un oracle et l’entree L de l’instruction est en unaire. 
secundo: nous adoptons le critere negatif suivant: s’il existe une suite calculable en 
temps polynomial, (Gnt~, , tek we W4d),d, soit une suite non calculable en temps 
polynomial, alors la fonctionnelle F n’est surement pas (uniformement) calculable en 
temps polynomial. 
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11 nous semble clair que toute definition raisonnable de la notion de fonctionnelle 
uniformement calculable en temps polynomial doit Ctre coherente avec le “primo” 
et le “secundo” ci-dessus. 
1.2. Di@rentes reprhentations de I’ensemble des reels 
Nous rappelons tout d’abord les definitions des ensembles RcoNv et RCuT corres- 
pondant aux representations par suites de Cauchy et coupures de Dedekind, telles que 
nous les avons don&es dans [3]. 
Ddfinition 1 (Rkels d la Cauchy). Nous definissons RcoNv comme la partie de Q”l 
formee des suites (x,JIIENI de rationnels verifiant la condition: (x, - x, + 1 1 G l/2”+ ‘. La 
suite (x,) represente le nombre reel x =limx,. 
DCfinition 2 (Rgels ci la Dedekind). Nous definissons RCuT comme une partie de 
Z x (-- l,O, + l}o. Un element (z, t) de Z x { - l,O, + l}o est dans IF&-uT siet seulement 
si les conditions suivantes ont verifiees (q et q’ sont des rationnels): 
(i) la fonction t est croissante et elle prend au plus une fois la valeur 0, 
(ii) vq (r(q)>0 * %‘<q, W)>O), 
W(q)<0 * W>q’, W)<O), 
(iii) t(z) < 0 < t (z + 2). 
Le test t represente l’unique nombre reel x pour lequel: Vq signe(q-xx) = t(q). 
Nous definissons maintenant les ensembles RcuT + , RBasel,8, RBaseZ, B et RBase 
attaches a chacune des representations des nombres reels que nous etudions plus 
particulierement dans cet article. Dans toute la suite j? designe un entier ~2. 
Concernant les coupures de Dedekind, outre le test tX(q) = signe(q -x), on peut 
considtrer un test tz (q) qui ne prend que les valeurs - 1 ou + 1 selon que q <x ou 
x < q. Notons que si n est entier: (t: (n) = - 1 et t: (n + 1) = + 1) o [x] = n. Cela conduit 
a dtfinir un ensemble RcuT + comme une partie convenable de Z x { - 1, + l}“. 1 
DCfinition 3. (r6eZs ci la Dedekind, variante). Nous definissons RCuT+ comme we 
partie de Hx{-1, +l}o. Un element (z,t) de Zx(-l,+l}o est dans RCuT+ si et 
seulement si les conditions suivantes ont verifiees (q et q’ sont des rationnels): 
(i) la fonction t est croissante, 
(ii) t/q (t(q)=0 = 3q’<q, t(q’)>O), 
(iii) t(z)<O<t(z+2). 
DCfinition 4 (rgels par dtveloppement en base entihe $xSe). Nous definissons 
R BaSel,jl comme une partie de Z x (0, 1,2, . . ., /?- l> ‘1. Un element (z, (C&N,) de 
hx{O,1,2 ,..., j?-1}“1 est dans RBasel,B si et seulement si la condition suivante est 
1 Dans [S] nous avons considtri l’ensemble RcuT- bask sur le test symktrique du prCctdent. 
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vCrifi6e: VJ~ 3n > m, c, # B - 1. Le couple (z, (c,)) reprtsente le nombre r&e1 x dkfini par 
30 
c Ci x=z+ - 
B 
i+l ’ 
i=O 
Remarque 1. Pour x 30, (z, (c,)) est le dlveloppement classique de x en base j?. 
DCfinition 5 (r6els par dtveloppement en base entisre fix&e, variante). Nous dCfi- 
nissons RBase2, B comme une partie de Z’l formCe des suites (U&N, d’entiers vkrifiant 
les conditions: 
(i) Bu.<K+~~Pu~+P-~, 
(ii) Vm 3n>m, ~,+~-j?pu,#~-l. 
La suite (u,) repr(tsente l  rlel x: x=lim(u,//I”), et on a u,= [/I”x]. 
Definition 6 (Gels par dtkeloppement dans chaque base entiire). Nous dtfinissons 
R Base comme une partie de Z”*. Un &&ment v de Z’* est dans !&se si et seulement si 
les conditions suivantes ont vtrifites: 
(i) VP Vn Bv(P”)~v(B”+‘)~Pu(B”)+P-1, 
(ii) VP Vn 3p>n, v(~~+~)-/?v(/~~)#/?- 1, 
(iii) V’p, j?’ lim [0(/I”)//?“] = lim [v(/3’“)//?“]. 
Sous ces conditions, v reprtsente l’unique r6el x vkrifiant VP v(b) = [/lx]. 
DCfinitions et notations 7. Pour chacun des ensembles RX prCddemment d&finis, on 
dtsigne par R,(q) l’ensemble des &ments de RX qui sont dans la classe %?. Et on dit 
qu’un nombre rCe1 x est dans [w,(V) pour signifier qu’il peut Ztre dCfini par un &?ment 
de [W,(V). De m&me, une suite (x,),,~, de rlels est appelke une W-suite dans RcoNv si 
on connait une suite (x,,,) : N 1 x N 1 -+Q de complexitt V vkrifiant la condition 
IX,-xm,nl < l/2”. 
On dCfinirait Cgalement, pour chacun des ensembles RX prtcCdemment d&finis, les 
W-suites dans RX de man&e analogue aux %-suites dans RcoNv. 
Lorsque %? dksigne la classe de toutes les fonctions r&ursives, on retrouve les 
notions classiques de suites rtcursives de rCels au sens de Cauchy, de Dedekind, etc. 
2. Comparaison du point de we des fonctionnelles rkcursives 
Dans [3], nous avons tgalement dtfini les ensembles RcoNT et RMIR correspondant 
aux reprtsentations en fractions continues et via des mesures d’irrationalitC, et nous 
avons notamment obtenu des Y-fonctionnelles reprtsentant l’identite de R pour 
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11 est immtdiat que l’on a des 8-fonctionnelles representant l’identite de R pour 
R Ba~e-~BaseZ,~ et &wT-,~IT+. 
Par ailleurs, nous demontrons ci-dessous que RcuT+ et [W&se ([WBasel,fl et RBase2,P) sont 
deux presentations 9-equivalentes de IX Enfin le meme algorithme que celui donne 
pour [WCuT-+[WcoNv dans [3] fournit une Y-fonctionnelle de k&s&~ vers [wcoNv. Tout 
ceci donne la chaine de Y-fonctionnelles: 
[w CON+'~W,R-'&"T-*~C"T+ = RBase'RBasel,~ = RBase2,,9-'RCONV. 
11 r&ulte de [33 et des rtsultats dtmontrts ci-dessous qu’aucune des fleches (+) n’est 
une Y-equivalence. 
Proposition 1. Les deux prksentations [W&se et [WCUT+ de [w sont p-6quivalentes. 
Preuve. Dans le sens RcuT+ vers (WBase on a plus precisement une DTIME(O(n’)) 
fonctionnelle de N* x Z x { - 1, + l}o vers Z qui, restreinte a N * x [WCuT+ , reprtsente 
l’identite de I&!, de RCuT+ vers Rsase: 
En effet, nous avons comme entrees un entier positif p et un entier z (x est sur 
l’intervalle [z, z + 21); et nous disposons dun oracle t pour le reel x dans R-uT+ . Une 
recherche par dichotomie parmi les entiers de pz a flz+ 2fi permet de calculer 
v(b)= [/Ix]. Cette recherche necessite au plus lg(20) tests et, /I ttant ecrit en binaire, se 
fait en temps O(n2). 
Dans le sens [WBase vers I&-uT + nous avons la 9-fonctionnelle uniforme qui fournit le 
test t A partir de v: 
t (a/b) = 
i 
-1 si v(b)&a, 
+ 1 sinon. 
En effet: a/bdx o adbx o a<[bx]. 
NB: cette derniere fonctionnelle est surement uniformement LINTIME pour toute 
definition raisonnable de cette expression dans ce contexte. q 
Remarque 2. Si A est une 9-partie dense de Q, on peut dtfinir une representation 
[w CuT+,A de R ou le reel x est representi: par t:IA. Si on pose A(P)= {s (/I”; SE& TEN > 
on obtient comme a la proposition 1 que [WcuT+,A(BJ et [W&,seZ,fl sont des 
representations g-bquivalentes de R. 
Proposition 2. [WBaseI,p et [WBase2,D sont deux reprbentations P-kquivalentes de R. 
Preuve. Nous utilisons les Cgalitts suivantes: 
cn=[fin+i xl-PCP”x1, n>O, 
u,=c”+~c~_~+~~~+~“co+~“+lz, 
c,=~,+1-Pu,, Z’Ug. 
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NB: Dans le sens LQBasel,B-+[WBaseZ,P la fonctionnelle qui represente l’identite de [w est 
dans DTIME(O(n*)). Dans l’autre sens elle est surement uniformtment LINTIME 
pour toute definition raisonnable de cette expression dans ce contexte. 0 
Proposition 3. Si tout facteur premier de p divise /?’ alors il y a une P-fonctionnelle de 
R BaseZ,/Y vers RBase2,B qui reprtsente l’identitb de R. 
Si il y a un facteur premier p de p qui ne divise pas /I’, il n’y a pas de fonctionnelle 
rkursive du [W&&$ vers [W&_&p qui reprhente l’identitk de [w. 
Preuve. (a) Pour certains entiers m et y on a 8’” =?/I?. Alors, fi’““‘x = y”B”x, done, 
y”-etant entier, [ fi”x] = [ [ /3’““x]/y”]. 
(b) Nous reprenons les notations [WcuT+,a et A(P) de la remarque 2. Si A est une 
partie dense de Q et aeQ- A, tz (a) ne depend pas continument de tzIA, A fortiori il 
n’existe pas de fonctionnelle recursive dont la restriction a [WcuT+,a calcule t:(a) 
B partir d’une representation de x dans I%--,+ ,A. 
Puisque l/p$A(P’), tz (l/p) n’est pas donne par une fonctionnelle recursive a partir 
de la representation de x dans IWcuT+,Ac,rJ, done pas non plus a partir de la 
representation de x dans iWBase2,P,. Mais t,’ (l/p) est donnt dans la representation de 
xdans &u~+,~~~, done est obtenu par une .9-fonctionnelle a partir de la presentation 
de x dans [WBa&~. Ceci prouve le resultat chercht. 0 
3. Points de faible complexit ayant une image de complexit& arbitrairement grande 
Dans la suite, nous utilisons un “lemme fondamental” pour construire des reels 
convenables. Rappelons tout d’abord une version en unaire du theoreme de hierarchic 
et un lemme sur les fonctions constructibles en temps. 
Thkorkme de hikrarchie (en unaire). Soient TI et T2 deux fonctions r6cursives de N vers 
N * vfkifiant : 
- T, est constructible en temps avec T,(n)>2”, 
- Tz(n)>n, 
_ T2(n).log(T,(n))/TI(n) tend vers 0. 
Alors, il existe une partie A de N 1 qui est dans DTIME(T, (n)) mais pas dans 
DTIME(T,(n)). 
Lemme 1. (a) Si S et T sont deux fonctions constructibles en temps croissantes 32n, 
alors la composke de S et T est 6galement constructible en temps. 
(b) Si S est constructible en temps croissante >2n, alors la fonction U construite par 
rdcurrence d partir de S: 
U(O):= a, U(n + l):=S(U(n)) 
est kgalement constructible en temps. 
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La preuve du lemme se dtduit immediatement de la caracttrisation des fonctions 
constructibles en temps (cf. par exemple [l, p. 441. 
Thtorbme (caracterisation des fonctions constructibles en temps). Soient E s- 0 etfune 
fonction telle que pour tout entier n, f (n) 2 (1 + E) . n. Alors f est constructible en temps si 
et seulement si f est calculable en temps 0( f (n)) (n et f (n) sont en unaire). 
Lemme fondamental. Pour toute fonction recursive croissante V il existe une fonction 
U constructible en temps, et une partie ~2 de N 1, de fonction caracttristique 
x& verijiant: 
- x&(n) est calculable en temps U(n), 
- X&(n+ 1) n’est pas calculable en temps V(U(n)) 
(uutrement dit &‘gDTIME(U(n)) mais 1 +&$DTIME(V(U(n))). 
Preuve. On majore V par une fonction croissante W constructible en temps. 11 suffit 
d’etablir le lemme avec W. Soit U la fonction definie par 
U(l):= 1; U(n + l):= 2W(“(n)). 
Alors, d’apres le thtoreme de hierarchic en unaire et le lemme 1, il existe une partie 
A de N1 reconnaissable n temps U mais pas en temps log,(U) C.-a-d.: XA(n) est 
calculable en temps U(n), mais XA(n+ 1) n’est pas calculable en temps W(U(n)). 0 
Dans la suite, nous aurons besoin du lemme suivant: 
Lemme 2. Soit U une fonction constructible en temps croissante verijiant U(k+ l)> 
2U(k). 
(a) pour k<M et k, MEN, la comparaison entre U(k) et M est en temps O(M). 
(b) pour MEN, la recherche du plus petit k tel que U(k)> M est en temps O(M). 
Preuve. U(k) est calculable en temps c * U(k) (oli c est une constante). 
(a) Programme: essayer de calculer U(k) en c. M &tapes au maximum. 
- Si ca marche, on a U(k) qu’on compare a M. 
- Sinon, on sait que U(k) > M. 
Le temps de calcul est majore par c’. U(k) dans le premier cas (car M nest pas 
necessairement lu en entier) et par c. M dans le second cas. 
(b) Comparer U(i) et M en incrementant i de 1 a chaque Ctape, selon l’algorithme 
du a). Le temps total de calcul est major6 par 
c’(U(O)+U(l)+...+U(k-l)+M)<c’(2U(k-l)+M)<3c’M. 0 
Thtorkme 1. Si il existe un facteur premier p de /? qui ne divise pas p’ alors: pour 
toute fonction recursive S(n) il existe un nombre reel x qui est dans 
R ,,,,,,B.(DTIME(O(n’+))) mais pas duns R,,,,,,p(DTIME(S(n))). 
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Preuve. Soit Tune fonction recursive croissante constructible en temps qui majore S. 
Soit V(n):= T(2n), et U et d construits a partir de Vcomme dans le lemme fondamen- 
tal. En particulier, U(k + 1) > 2U(k). Soit x dtfini par 
On pose: 
k 2x&-l 
dk=x 
i=o P 
U(i) 
On a d,EA(/?), sa taille est major&e par 2U(k) et le signe de x -dk est donne par 
x.d(k+ l), ce qui ce qui cotite asymptotiquement plus que V(U(k))> T(2U(k)). 
Ceci montre que x$ lRcur + , acpl (DTIME(T(n))) et done x$R,,,,,,~(DTIME(T(H))). 
Demontrons maintenant que la suite IZH [b’“x] (de N1 vers Z) est dans 
DTIME(O(n’+)). Soit co tel que pcO>p’, et ?ro tel que U(0)<2+2cono. 
Tout d’abord, pour tout entier no N 1, , > no, la recherche de l’entier k(n)E N 1 tel que 
U(k)b2+2c,n< U(k+ 1) 
come un temps O(n) d’apres le Lemme 2. 
Alors (d,(,,) (en tant que suite de rationnels Ccrits en base P) est dans DTIME(O(n)): 
en effet, une fois calcule k, le temps de calcul en base P de la somme ci-dessus est 
majore par c.(U(l)+...+U(k))<2.c.U(k)<c’.n). On a de plus: 
On a la majoration: 
Or fl”‘dk est un rationnel irreductible de denominateur puck), d’oii [fi’“x] = [/?‘“dkcn,]. 
Enfin, le calcul de /I’” en base P, puis de la partie entiere de P”‘dkCnJ, est dans 
DTIME(O(n’+)) en utilisant les techniques de multiplication rapide des entiers. 0 
Thborkme 2. Pour toute fonction r&cursive S(n) il existe un nombre rtel x qui est duns 
ns &3aseZ,B (DTIME(O(n’+))) mais pas duns R,,,,(DTIME(S(n))). 
Preuve. Quoique un peu plus penible, la preuve est essentiellement la m@me que pour 
le Theoreme 1. Soit T une fonction recursive croissante constructible en temps qui 
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majore S. Soit V(n):= T(n*), et U et d construits a partir de Vcomme dans le lemme 
fondamental. 11 n’est pas restrictif de supposer qu’on a U(k+ 1)> 3U(k) pour tout k. 
Soit (pi) une suite croissante (au sens large) LINTIME (i et pi ecrits en unaire) de 
nombres premiers tendant vers l’infini, avec pi d i + 2. Soit x dtfini par 
n 2X&(i)_1 
X= c pu(i) ’ 
i=(J I 
On pose: 
k 2x&&)- 1 
‘k=z pp(i) ’ 
i=o I 
La taille de dk est en O(lg(k). U(k)), et le signe de X-dk depend de X&(k+ l), ce qui 
coute asymptotiquement plus que T(U(k)*) done plus que T(c.lg(k). U(k)). 
Ainsi x$F&+ (DTIME(T(n))) et par suite x#R,,,,(DTIME(T(n))). 
Pour chaque p, nous cherchons maintenant a demontrer que la suite n I-+ [ p”x] (oti 
nEN1) est dans DTIME(O(n’+)). 
Soit k. un entier tel que pk,>P, soit no tel que U(ko)d 3 + 3no. Pour n3no, nous 
cherchons l’entier kE N 1 tel que U(k) d 3 + 3n < U (k + 1) ce qui coQte O(n) (d’apres le 
Lemme 2). Le denominateur Dk de dk est major6 par pz”tk). On a 
On a aussi la majoration: 
et par suite 
Done: [ /?‘x] = [ /?“dkcnl] pukque fi”dk(,,) n’est pas entier et que son denominateur est 
majort par Dk. 
La liste des triplets (2x&(i)- 1, pi, U(i)) pour i=O, 1, . . . , k(n) est calculee en temps 
O(n). Si on ecrit fi”dkcnj sous forme dune formule a tvaluer dans Q et ne contenant que 
des entiers (j3 et les pi) et les 4 operations arithmttiques, cela occupera done une taille 
O(n’+ ) et demandera un temps analogue. Enfin, l’evaluation d’une telle formule, puis 
le calcul de la partie entiere du rationnel obtenu, si on utilise les techniques de 
multiplication rapide, est dans DTIME(O(n*+)). 0 
Remarque 3. Le Theo&me 2 peut s’interpreter en disant qu’une constante cachte 
dans le 0 de R iw,~(DTIME(O(fi*+ )) depend de /I et n’est pas calculable en temps 
S(n) a partir de 8. 
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4. Suites de faible complexit ayant pour image une suite non-&cursive 
Now utilisons, comme dans [3], des suites rkcursives de faible complexitk dans 
R coNv, formtes de rkels tous rationnels, mais qui ne sont pourtant pas des suites 
rtcursives dans Q. Soit (Ui)ieM, : N1 + N 1 une suite LINTIME ayant pour image une 
partie % rhursivement hum&able mais non r&cursive de N 1. 
On dkfinit: 
o(j,n):= 
i 
1 si j est le premier entier i vkrifiant 
0 sinon. 
Lli=n, 
11 est clair que o : N 1 x N 1 +Q est dans DTIME(O(n2)). 
On obtient alors: 
Th6orkme 3. S’il existe un facteur premier p de p qui ne divise pas /?‘, alors il existe une 
DTIME(O(n2))-suite dans RBase2,B, q ui n’est pas &cursive dans RBase2,8. 
Preuve. Soit 
m 
xn= c 4i,n) 
i=2 Pi . 
Notons que x, = 0 si n$4Y et x, = l/p’ si j est le premier i vkrifiant Ui = n. Considkons la 
suite (Y~)~~N, dtfinie par y,= l/P-x,; on a 
CPYJ 
1 
= 1 * CPY”l3 1 0 y,>- 0 x,=0 0 n@%. 
P 
Ce test n’est pas rtcursif, done (y,J n’est pas une suite rkcursive dans lRBase2,P. 
Montrons maintenant que (y,) est une DTIME(O(n2))-suite dans RBase2,B,. On veut 
calculer: Co’“’ yn] pour les entiers m et n en unaire don& en entrke. Soit i tel que 
pi>jTm et on calcule u(2), . . . , u(i) en temps 0((m+n)2), ceci nous donne 
0.42, n), . . . , w(i, n), ce qui permet de conclure que: 
xn=$ (j<i) 1 ou o<x,<x. 
P 
Dans le premier cas: 
Dans le deuxi&me cas, on a 
1 1 1 1 
--i+i.<--xn=yn<-, 
PP P P 
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par suite 
Or p’“/p#Z, done [p’“y,] = [fl’“/p]. 0 
Thborkme 4 (non-constructif). I1 existe une suite qui est DTIME(O(n’)) dans chaque 
R BaseZ,B mais qui n’est pas rdcursive dans OXBase. 
Preuve. Soit 
co w(i, n) 
xn= c i 3 
i=Z P” 
06 (p,) est une suite croissante (au sens large) LINTIME de nombres premiers tendant 
vers l’infini. 
Notons que x, = 0 si n$@ et x, = l/pi si j est le premier i vtrifiant Ui = n. Considkrons 
la suite (Y,,)~~~, dkfinie par y,= l/p,,-x,,. On a 
ChyJ=l * CPnyn13 1 * yn31/p, * xn=O 0 n@@ 
et ce test n’est pas rkursif, done la suite (y,) n’est pas rtcursive dans RBase. 
Soit k tel que pk >,0, alors la suite double (m, n)+-+ [/P”y.+J est une DTIME(O(n’)) 
(m&me raisonnement que pour [p’“yn] au ThCorkme 3). 
Par ailleurs y,, . . . . yk est une suite finie de ratiOnr&. Done It% Suites 
[Pyl], . . . . [/J”y,J sont LINTIME. 
Mais la fonction qui associe A chaque /I la suite y, , . . . , yk dans Q n’est pas rkcursive. 
Et la preuve n’est done pas constructive. 0 
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