Abstract. In this paper we determine the ring structure of the Hochschild cohomology of truncated quiver algebras with the Yoneda product.
Introduction
To any finite quiver ∆ and any field k one associates a k-algebra k∆, the path or quiver algebra of ∆, where the vertices and paths form a k-basis of it and the product is given by concatenation of paths (see §2). Let ∆ k be the set of paths of length k and let (∆ k ) be the two-sided ideal generated by ∆ k . A truncated quiver algebra A is a quotient A = k∆/(∆ N ) for a given integer N ≥ 2.
Quiver algebras are a distinguished class of algebras which arise in many contexts and are the subject of a lot of research. A result of Gabriel (see [G] ) establishes that for every finite dimensional k-algebra A such that A/r = k × · · · × k, where r is the Jacobson radical of A, there exists a finite quiver ∆, the Gabriel's quiver of A, and an epimorphism ϕ : k∆ → A such that (∆ N ) ⊂ ker ϕ ⊂ (∆ 2 ) for some N ≥ 2. When ker ϕ = (∆ N ), the algebra A is isomorphic to a truncated algebra. This turns out to be an intrinsic property of A (see [Ci2] ).
The Hochschild homology and cohomology of truncated quiver algebras has been widely investigated. Below we mention some known results for truncated quiver algebras, some of wich are valid for a wider class of algebras.
In [Ci1] it is proved that H n (A, A) = 0 for all n > 0 if the quiver has no oriented cycles. A short proof of this fact is given in [Ci2] . In [LZ] , Liu and Zhang showed that H n (A, A) = 0 for all n > 0 if and only if the quiver has no oriented cycles of some specific lengths. Later, in [Sk] , Sköldberg gave a complete description of their homology. Truncated tensor algebras are the particular case corresponding to the quiver In the previous paper [ACT] we determined the GL-module structure of their Hochshild homology.
On the other hand, the first results about cohomology appeared in [Ci2] where Cibils characterized rigidity of truncated quiver algebras. He proved that a truncated quiver algebra A = k∆/(∆ N ) is rigid if and only if the second cohomology group of A vanishes if and only if ∆ satisfies the N -vanishing conditions which are phrased in terms of the set of parallel paths. More recently, Locateli described completely the cohomology groups in terms of parallel paths in [Lo] .
The next natural problem is the determination of the structure of the cohomology ring. A first step was achieved in [BLM] where the Yoneda product is described for truncated cycle algebras.
Our first goal is a full description of the Yoneda product in the cohomology ring of any truncated quiver algebra. We prove that this product is essentially the juxtaposition of parallel paths, when it makes sense, or zero otherwise (see Theorem 8.4). In particular, the Yoneda product of two classes of odd degree is zero always.
As a second goal we exhibit a large class of quivers such that all their associated truncated quiver algebras have trivial cohomology rings. Precisely, this is the case when ∆ has no sink nor sources (and it is not a cycle). This follows from Theorem 8.4 and from the fact that such quivers do not admit any medals (see Corollary 7.5), and hence have small cohomology spaces (cf. [Lo] or Theorem 8.1).
Incidentally, the non-existence of medals is one of the N -vanishing conditions of Cibils' rigidity characterization, perhaps the most difficult to check. Our results, thus, will allow us to give large families of rigid algebras. We shall write down these results in a forthcoming paper.
We briefly outline the contents of the paper. We start in §2 with basic preliminaries on quiver algebras and Hochschild cohomology, and in §3 we present the reduced bar resolution and a minimal resolution for truncated quiver algebras.
Sections §4 is central for the paper. It contains the definitions of comparison maps between the two resolutions mentioned above. We spent a long time looking for the correct definition of them. The proofs, which are subtle and long, are in §5 and §6. We feel that they reflect how sophisticated, yet simple and natural, are the definitions of the comparison maps. The comparison maps are the main tool of this paper and will probably be a helpful tool for other problems in the subject.
Section §7 contains specific results about finite quivers that makes the class of finite quivers without sink and sources relevant. Finally in section §8 we describe the Yoneda product in the cohomology ring of any truncated algebra.
Preliminaries
2.1. Quiver algebras. Let ∆ be a finite quiver, that is a finite directed graph in which multiple arrows and loops are allowed. In this paper all quivers shall be assumed to be finite and connected.
The set of vertices and arrows of ∆ are denoted by ∆ 0 and ∆ 1 respectively. To each arrow a ∈ ∆ 1 we associate its original vertex o(a), and its terminal vertex t(a). A path α is a sequence of arrows α = a 1 . . . a n such that t(a i ) = o(a i+1 ). The length of a path α is the number of arrows of it and it is denoted by |α|. The set of paths of length n is denoted by ∆ n . We find it convenient to consider the vertices as paths of length zero. For a path α = a 1 . . . a n ∈ ∆ n , we set o(α) = o(a 1 ) and t(α) = t(a n ).
Let k be any field of characteristic 0. Let k∆ n be the k-vector space with basis ∆ n and let k∆ = n≥0 k∆ n . The quiver algebra associated to ∆ is k∆ with multiplication given by concatenation of paths.
or zero otherwise. It is clear that k∆ is a graded algebra with unit 1 = p∈∆ 0 p and degree n component k∆ n . A truncated quiver algebra A is a quotient A = k∆/I N , where I is the ideal generated by ∆ 1 and N is a positive integer. Since I N is an homogeneous ideal, truncated quiver algebras are graded.
Given a truncated quiver algebra A, we shall make no distinction between an element α ∈ N −1 n=0 k∆ n ⊂ k∆ and its quotient projection in A. In particular, the set
is a k-basis of A and we shall denote by A + the ideal ⊕ N −1 n=1 k∆ n of A. We finally point out that elements α, β ∈ A will frecuently be assumed to be in B and, in these cases, α = a 1 . . . a |α| or β = b 1 . . . b |β| will be their arrow decomposition.
Hochschild cohomology.
Given an associative k-algebra with unit A, the Hochschild cohomology groups H * (A, A) of A with coefficients in the A-bimodule A are, by definition, Ext * A e (A, A) where A e = A ⊗ A op . The natural identification between A-bimodules and left A e -modules gives the definition of projective A-bimodule and A-bimodule homomorphism.
We recall that the standard bar resolution of a k-algebra with unit A is the A e -projective resolution of A
where ǫ(α ⊗ β) = αβ and the differential b is given by
The cohomology group H * (A, A) has a ring structure given by the Yoneda product which coincides with the cup product defined as follows. Given two cochains,
the cup product of f and g is the cochain f ∪ g ∈ Hom k (A ⊗(m+n) , A) defined by
We finally recall that the Hochschild cohomology of the direct sum of two k-algebras is the direct sum of their Hochschild cohomologies. Thus we shall restric ourselves to finite connected quivers.
3. Two projective resolutions 3.1. The (reduced) bar resolution (Q, b). When A is a truncated quiver algebra the bar resoltion given above can be slightly simplified by tensoring over k∆ 0 as it is done in [Ci2] . More precisely, let
Here we used the bar notation
It is not difficult to see that Q n is A e -projective, b is well defined and b 2 = 0 (see [Ci2] ). A k-basis of Q n is
for every element of B ′ Qn , it follows that B ′ Qn ⊂ B Qn . The set B ′ Qn generates Q n as an A-bimodule.
Given a basis element
As in the case of the bar resolution, it is straightforward to check that the map s : Q n → Q n+1 defined by
is a k-linear chain contraction of the identity, that is sb + bs = 1. This shows that the complex (Q, b) is exact.
3.2. The minimal resolution (P, d). The Hochschild homology of truncated quiver algebras was computed by Sköldberg in [Sk] and their Hochschild cohomology was computed by Locateli in [Lo] . In both papers, the authors used the minimal A e -projective resolution P of A that we describe below. This minimal resolution was introduced in several earlier papers (see for instance [AG] , [Ba] , [BK] and [Ha] ). Let
In order to simplify the notation, the symbol ⊗, in elements of P, will always mean ⊗ ∆ 0 . Let ǫ(α⊗ β) = αβ and, for n > 0, let d n : P n → P n−1 be defined by
Again, it is easy to see that P n is A e -projective, d is well defined, d 2 = 0 and the set
generates P n as A-bimodule.
The exactness of (P, d) is not obvious and a proof using an spectral sequence argument can be found in [Sk] . Alternatively, we give a chain contraction of the identity r n : P n → P n+1 in the following proposition.
Proposition 3.1. Let r n : P n → P n+1 be the k-linear map defined on basis elements as follows
Then rd + dr = 1 and therefore (P, d) is exact.
Remark 3.2. For n = 0 and n = 1 we have
Proof. For n = 2k we have
and
Similarly, for n = 2k + 1 we have
On the other hand
The comparison maps
A comparison map between two projective resolutions of an algebra A is a morphism of chain complexes that lifts the identity map on A. Such a map induces a quasi-isomorphism between the derived complexes Hom A e (·, A).
In this section we exhibit comparison maps F : P → Q and G : Q → P between these two A-bimodule resolutions of A. The main theorem of this section is Theorem 4.1. Sections 5 and 6 contain its proof which is non trivial and subtle. The reader who wishes to follow only the main line of the paper may skip these two sections. Now we shall define F and G as the A-bimodule extensions of maps defined on elements of B ′ Pn and B ′ Qn respectively. As in the case of the differentials b and d it is necessary to check the these A-bimodule extensions are well defined, but this is straightforward since the tensor products in Q and P are both over k∆ 0 .
4.1. The comparison map F : P → Q. Let F 0 = id and, for n ≥ 1, let F n : P → Q be the A-bimodule extension of following map defined on
, let
where the sum is taken over all k-tuples (x 1 , . . . ,
In order to prove that F is a comparison morphism, the fist step is to show that the diagram
commutative, which is obvious since
, let v(q) = v 1 . . . v |q| (see (3.1)) and let
Since |α 1 | ≥ 1, then |q| ≥ kN + 1 provided that α 2i α 2i+1 = 0 for all i = 1 . . . k. Note also that only α 1 is involved in the sum. In this case, the commutativity of the first diagram
follows immediately by evaluating the telescopic sum
Theorem 4.1. The following diagram is commutative for all k ≥ 1 and therefore F and G are comparisons morphisms between the A e -projective resolutions P and Q.
The proof is divided into two parts, (A) and (B), which correspond to the cases n even and n odd respectively.
On the other hand, M = ∅ implies
and, since N ≤ |α 1 | + |α 2 |,
In the second line, all terms but one are zero, depending on which is the first j = 1 . . . k − 1 for which α 2j α 2j+1 = 0. The nonzero term is
(A2a) Assume M ′ = ∅ and let i 0 be the smallest element in M ′ . We assume that i 0 > 1 since the case i 0 = 1 is easier. By the definition of G 2k−1 , it follows that α 2i α 2i+1 = 0, for i = 1 . . . i 0 − 2, and
In particular i 0 is the largest element of M and
As in the case (A1), all terms but one are zero in the second line, and this term cancels out with the first line.
(A2b) Assume M ′ = ∅. Thus G 2k−1 (b 2k (q)) contains only positive terms and we must prove that all of them are zero. Let i 0 be any element of M . Since α 2i 0 −1 α 2i 0 = 0 the definition of G 2k−1 implies that
We now take i 0 = max(M ). Since i 0 ∈ M ′ , the maximality of i 0 implies that either α 2(i 0 −1) α 2i 0 −1 α 2i 0 = 0 or there exist j 0 < i 0 − 1 such that α 2j 0 α 2j 0 +1 = 0. In any case, there exist j 0 < i 0 such that
) are clearly zero too, this completes the case (A).
and,
As in case (A), all terms but one are zero in the second line, and the nonzero term is 1 In particular i 0 is the smallest element of M and
where i 1 = i 0 − 1, if i 0 > 1; and i 1 = 1, if i 0 = 1. All terms but one are zero in the second line, and this term cancels out with the first line.
(B2b) Assume M ′ = ∅. Thus G 2k (b 2k+1 (q)) contains only negative terms and we must prove that all of them are zero. Let i 0 be any element of M . Then
We now take i 0 = max(M ). Since i 0 ∈ M ′ , the maximality of i 0 implies that either α 2i 0 −1 α 2i 0 α 2i 0 +1 = 0 or there exist j 0 < i 0 such that α 2j 0 −1 α 2j 0 = 0. In any case, there exist j 0 ≤ i 0 such that α 2j 0 −1 α 2j 0 = 0. Therefore
) is clearly zero too, this completes the case (B) and the proof.
F : P → Q is a comparison morphism
For the proof of this case we need some preliminary results.
6.1. A complex of compositions. Let C n (m) be the set of all the compositions (ordered partitions) of m in n parts in which only the first and last parts are allowed to be zero. That is, C n (m) = {[c 1 , . . . , c n ] : c j ∈ N 0 , c j > 0 for j = 2 . . . n − 1 and Σc i = m}.
Let C n (m) = kC n (m) be the vector space with basis C n (m). If α = [x 1 , . . . , x n ] ∈ C n (m) and β = [y 1 , . . . , y n ′ ] ∈ C n ′ (m ′ ) then we shall denote by [α, β] the juxtaposition of α and β, that is
Let D : C n (m) → C n−1 (m) be the differential of compositions, that is
It is straightforward to see that
is the subspace spanned by the compositions containing some part larger than or equal to N , then D(W n (m, N )) ⊂ W n (m, N ) and thus D factors through the quotient
For α ∈ C n (m), let c N ∈ C n (m, N ) be its projection and let, by definition,
Let I N = {1, 2, . . . , N − 1} and for k ≥ 1 and M ≥ k(N − 1) let
The assumption M ≥ k(N −1) is necessary in order to assure a non negative last part for any x ∈ I k N . For k ≥ 1 let
We define B 0 M = [1, M ] N and we do not define A k M for k = 0. Lemma 6.1. For all k ≥ 1 and M ≥ k(N − 1) we have
Proof. The first part of the lemma is straightforward from the definition of α k M (x) and β k M (x). The second part of the lemma follows from the fact that the last part of the composition α k M (x) (resp. β k M (x)) is bigger than or equal to N for all x ∈ I k N if and only if M > (k + 1)(N − 1).
Lemma 6.2. For all k ≥ 1 and M ≥ k(N − 1) we have
Remark. The following picture shows the values of M for which A and B are different from zero. In particular it shows that the lemma is consistent with the fact D 2 N = 0.
Proof. We assume that M is fixed. We shall now prove simultaneously both equalities by induction on k for 1
This completes the case k = 1 for the first equation. The case k = 1 for the second equation is analogous:
The last two terms add up as a telescopic sum and the result is
. Now we assume that the lemma is true for k − 1. From Lemma 6.1 we have
This completes the inductive argument.
Now we definẽ
for k ≥ 1 and M ≥ k (N − 1) ;
which is the A-bimodule extension of
where
Thus we obtain for all m a map
In this context, the comparison map F : P → Q (see §4.1) is
Now the proof of Theorem 4.1 will be complete if we show that
which is the commutativity of the diagrams
This identities are proved in general in the following proposition (see also Proposition 6.3).
Proposition 6.4. For all n ≥ 2 and m ≥ 0 the following diagram is commutative.
Proof. It is sufficient to prove that b(φ α (T )) = φ D N (α) (T ) for all the monomials T of the form T = 1 ⊗ v 1 . . . v m ⊗ 1 ∈ A ⊗ ∆ 0 k∆ m ⊗ ∆ 0 A and for all the compositions α = [x 0 , x 1 , . . . , x n ] ∈ (C m N ) n+1 with x j < N for all j = 0 . . . n. If we denote by s i = x 0 + · · · + x i , i = 0 . . . n then both sides of the above equality are
as it follows from the definition of φ, D N and b.
Medals in finite quivers
In this section we recall some definitions and notation following [Ci2] . As we said before, all quivers are assumed to be finite and connected.
Two paths α ∈ ∆ i and β ∈ ∆ j are parallel, if o(α) = o(β) and t(α) = t(β).
A pair (α, β) of parallel paths is said to start together if they have the first arrow in common, and they are said to end together if they have the last arrow in common.
A vertex is called a sink (resp. a source) if it is not the original (resp. terminal) vertex of any arrow.
Parallel paths that start together and do not end at a sink can be pushed forward. More precisely, let (α, β) be a pair of parallel paths that start together. Then α = vγ, β = vδ with v ∈ ∆ 1 and t(α) = t(β). Then any pair (α,β) satisfyingα = γw,β = δw, with w ∈ ∆ 1 and o(w) = t(α) = t(β) is a called a +movement of (α, β). In an analogous way we define −movement.
A pair of parallel paths (α, β) is said to be a +extreme (−extreme) if it does not admit any +movement (−movement). Therefore, a pair of parallel paths (α, β) is a +extreme if and only if they they end at a sink or do not start together (clearly both might occur simultaneously). An analogous characterization holds for −extremes. We shall call a pair of parallel paths (α, β) just an extreme if it is either a +extreme or a −extreme.
Finally, two pairs (α, β) and (γ, δ) in ∆ i //∆ j are said to be equivalent if there exist a finite sequence of +movements and −movements carrying (α, β) to (γ, δ).
Definition 7.1. An equivalence class in ∆ i //∆ j is called a medal if all its +extremes end at a sink and all its −extremes start at a source. In particular, a class without extremes is a medal.
Examples. In the first example the quiver is the oriented cycle of length 4. Let α = v 1 v 2 and β = v 1 v 2 v 3 v 4 v 1 v 2 . The class of (α, β) is a medal since it does not contain any extreme. In fact, any pair of parallel paths (α, β) in an oriented cycle can be pushed forward and pulled backwards and therefore there are not any extremes. In particular, every class is a medal.
In the second example, let α = v 1 v 2 and β = v 1 v 2 v 3 v 4 v 1 v 2 . Although (α, β) could be pushed forward indefinitely, it is not a medal since
and the last pair is a +extreme that does not end at a sink. Example 1.
Example 2.
A path γ in a quiver is said to be closed if o(γ) = t(γ). In particular a vertex is a closed path.
Lemma 7.2. Let ∆ be a quiver. If (α, β) is a pair of parallel paths such that |α| ≤ |β| and its class contains no +extremes, then there exists a closed path γ such that β = αγ. Similarly, if (α, β) is a pair of parallel paths such that |α| ≤ |β| and its class contains no −extremes, then there exists a closed path γ such that β = γα.
Proof. Let (α, β) be a pair of parallel paths such that |α| ≤ |β|. Then α = a 1 . . . a |α| and β = b 1 . . . b |α| . . . b |β| . If the class of (α, β) contains no +extremes then, in particular, (α, β) can be pushed forward |α| times. Therefore b j = a j for all j = 1, . . . , |α|. Let γ = b |α|+1 . . . b |β| (γ is a vertex if |α| = |β|). Then o(γ) = t(α) = t(β) = t(γ) and thus γ is closed.
The proof of the second statement is analogous.
Lemma 7.3. Let ∆ be a quiver. Then ∆ is an oriented cycle if and only if there exist a closed path γ and a pair of parallel paths (α, β), with α and β subpaths of γ and |α| < |β|, such that the class of (α, β) does not have any extreme.
Proof. As we mentioned in the example above, if ∆ is an oriented cycle then there are no extremes at all. Conversely, assume that ∆ is not an oriented cycle. We shall prove that given a closed path γ and a pair of parallel paths (α, β), with α and β subpaths of γ and |α| < |β|, the class of (α, β) has an extreme.
Let γ be the closed path. Since ∆ is not an oriented cycle there must exist a vertex p in γ and two different arrows u, v ∈ ∆ 1 (not necessarily in
Now let (α, β) be a pair of parallel paths such that α and β are subpaths of γ and |α| < |β|.
In the case o(u) = o(v) = p we shall see that (α, β) can be pushed forward until we obtain a +extreme. We first push (α, β) forward in order to reach a pair (α ′ , β ′ ) with t(α ′ ) = t(β ′ ) = p. Since γ is closed this is possible unless we find a +extreme before. If (α ′ , β ′ ) is a +extreme we are done. Otherwise α ′ and β ′ must start together and hence α ′ = a ′ 1 . . . a ′ |α| and
Since |α| + 1 ≤ |β| and t(α ′ ) = p we can assume that u = b ′ |α|+1 . Next, we push (α ′ , β ′ ) forward obtaining
Now, if we keep pushing forward, since u = b ′ |α|+1 it is clear that in at most |α| − 1 times we shall reach a +extreme.
In the case t(u) = t(v) = p an analogous argument shows how to pull (α, β) backwards until a −extreme is reached.
Theorem 7.4. Let ∆ be a finite connected quiver that is not an oriented cycle, and let (α, β) be a pair of parallel paths such that |α| < |β|. Then the class of (α, β) has an extreme.
Proof. Let (α, β) be a pair of parallel paths such that |α| < |β| and assume its class of (α, β) contains no +extremes. Then, by Lemma 7.2 there exists a closed path γ = v 1 . . . v k , k ≥ 1, such that β = αγ. Let v k+j = v j for all j > 0. Thus, by pushing forward,
Now (α,β) is a pair of parallel paths contained in the closed path γ. Since |α| = |α| < |β| = |β| and ∆ is not an oriented cycle, Lemma 7.3 implies that there exist an extreme pair in the class of (α,β).
Corollary 7.5. Let ∆ be a quiver that is not an oriented cycle and with neither sinks nor sources. Then, if i = j, ∆ i //∆ j does not have any medal.
Proof. Since ∆ is not an oriented cycle, Theorem 7.4 implies that every pair of parallel paths (α, β) ∈ ∆ i //∆ j , i = j, is equivalent to an extreme pair. Since ∆ has neither sinks nor sources, the class of (α, β) can not be a medal.
8. The Hochschild cohomology ring 8.1. The Hochschild cohomology groups. The zero cohomology group H 0 (A, A) is the center of A as for any algebra. We now give the description of the Hochschild cohomology groups H n (A, A), for n > 0, as it is done in [Lo] . Since
we have
It is clear that
The following theorem is proved in [Lo] and it describes the cohomology of truncated quiver algebras in terms of medals. We warn the reader that the word j-extreme is used instead of medal in Locateli's paper.
Theorem 8.1. Let ∆ be a quiver. Then the complex Hom A e (P n , A) has the following decomposition into subcomplexes
0 is injective for all k > 0 unless ∆ is a cycle, 3. dim ker D 2k j is the number of medals in ∆ j //∆ kN for all j = 1, . . . , N − 2 and for all k > 0.
8.2. The Yoneda product. The Hochschild cohomology groups H * (A, A) of A are, by definition, Ext *
• if m = 2h + 1 and n = 2k + 1 then
Assume that m = 2h and n = 2k and let u 1 . . .
where the sum is over all l-tuples (x 1 , . . . , x l ) ∈ Z l such that 1 ≤ x i < N . Thus ) . . . u (h+k+1)N as we wanted to prove. Theorem 8.3. Let A be a truncated quiver algebra. Then, in terms of the isomorphism (8.2) we have that • if (α, π) ∈ k∆ i //∆ hN and (β, τ ) ∈ k∆ j //∆ kN , then (α, π) ∪ (β, τ ) = (αβ, πτ ) ∈ k∆ i+j //∆ (h+k)N .
• if (α, π) ∈ k∆ i //∆ hN and (β, τ ) ∈ k∆ j //∆ kN +1 , then (α, π) ∪ (β, τ ) = (αβ, πτ ) ∈ k∆ i+j //∆ (h+k)N +1 .
• if (α, π) ∈ k∆ i //∆ hN +1 and (β, τ ) ∈ k∆ j //∆ kN +1 , then (α, π) ∪ (β, τ ) = µ (γ µ , µ) ∈ k∆ N −2+i+j //∆ (h+k+1)N , where the sum is over all paths µ containing π and τ as a subpath, and γ µ is the result of replacing π and τ by α and β respectively in µ. In particular, (α, π) ∪ (β, τ ) = 0 if i + j > 1.
The following theorem extends the results of Sections 3 and 4 of [BLM] , proved for truncated cyclic algebras, to any truncated quiver algebra. Proof. If m or n are even, then the result is straightforward from the previous theorem. If m = hN + 1 and n = kN + 1 are odd numbers then (α, π) ∈ k∆ i //∆ hN +1 and (β, τ ) ∈ k∆ j //∆ kN +1 with 1 ≤ i, j ≤ N − 1 (see Theorem 8.1). Thus i + j ≥ 2 and, according to the previous theorem, we obtain (α, π) ∪ (β, τ ) = 0.
Theorem 8.5. Let ∆ be a quiver that is not an oriented cycle and with neither sinks nor sources. Then the cup product in ⊕ n≥1 H n (A, A) is zero.
Proof. Let (α, π) ∈ ∆ |α| //∆ |π| and (β, τ ) ∈ ∆ |β| //∆ |τ | be representatives of non zero cohomology classes of cohomological degrees m > 0 and n > 0 respectively. We must prove that [(α, π) 
