Research on mid-level image representations has conventionally concentrated relatively obvious attributes and overlooked nonobvious attributes, i.e., characteristics that are not readily observable when images are viewed independently of their context or function. Non-obvious attributes are not necessarily easily nameable, but nonetheless they play a systematic role in people's interpretation of images. Clusters of related non-obvious attributes, called interpretation dimensions, emerge when people are asked to compare images, and provide important insight on aspects of social images that are considered relevant. In contrast to aesthetic or affective approaches to image analysis, non-obvious attributes are not related to the personal perspective of the viewer. Instead, they encode a conventional understanding of the world, which is tacit, rather than explicitly expressed. This paper provides an introduction to the notion of non-obvious image attributes of social images and introduces a procedure for discovering nonobvious attributes using crowdsourcing.
INTRODUCTION
This paper contributes to the progress of automatic content-based image indexing by pointing out an overlooked aspect of how people interpret social images, and presenting a method that will allow it to be understood and addressed by the multimedia analysis community. Specifically, we introduce a procedure for eliciting non-obvious attributes to describe social images. We define a non-obvious attribute as: an image characteristic that people find important when they are focused on context or function.
Figure 1: Examples of non-obvious attributes belonging to interpretation dimensions for social images. Each row of images depicts the same visual concepts. Top: an example interpretation dimension for 'dog' runs from 'handle with care' to 'companionable'; Middle: an example dimension for 'living room' runs from 'minimalist' to 'homey/homely'. Bottom: an example dimension for 'tacos' runs from 'fast food' to 'home style'.
Note that non-obvious attributes can describe the entities and events depicted in images, but they can also describe the images themselves. "Context" refers to when something is used, i.e., a set of conventional circumstances, and "function" refers to how something is used, i.e., its purpose. We use the term non-obvious because we emphasize attributes that do not readily jump to mind when the images are examined outside of an appropriate context, or independently of any considerations of function.
The notion of non-obvious attributes is illustrated by the three sets of images in Figure 1 . The dogs in the top row can be distinguished by obvious characteristics such as size and color. Nonobvious characteristics go beyond these attributes. An example of a non-obvious attribute that distinguishes these dogs is "handle with care". It is possible to describe the dogs in terms of whether the phrase "handle with care" applies.
This example reveals two properties of non-obvious attributes that make them challenging to study. These properties help to explain why they have been, up to this point, overlooked in the research community. First, non-obvious attributes are difficult to name. The idea of "handle with care" associated with a dog cannot be described in a single English adjective, and instead a paraphrase is needed. Second, it is necessary to compare images to reveal nonobvious attributes, i.e., examining images in isolation is not sufficient. Under comparison, the way in which people use nonobvious attributes to interpret images is systematic and highly stable. The images in the top row are ordered from left to right with respect to the extent to which the attribute "handle with care" applies. A given person may not agree that the description "handle with care" is applicable to the middle dog, but at the same time considers the ordering from left to right to be uncontroversial.
Ordering of images with respect to a non-obvious attribute represents an interpretation dimension. In the case of the dogs in Figure 1 , this interpretation dimension stretches from "handle with care" to "companionable". It represents tacit knowledge of how to interpret dogs and dog images within the social community of people who take and share these social images. The interpretation dimension comes to light when images are compared, rather than viewed in isolation. We take comparison to provide people with clues that trigger them to think of the images in terms of context and function. Additional examples and discussion of interpretation dimensions that people apply in understanding social images can be found in [4] . Here, we define an interpretation dimension as: a cluster of related non-obvious attributes that reflect a certain perspective on images used for interpretation. The caption of Figure 1 provides example interpretation dimensions for the 'living room' and 'tacos' images in the middle and bottom rows.
The goal of this paper is to present a procedure to discover nonobvious attributes that people use when interpreting social images. Ultimately, these non-obvious attributes and the associated interpretation dimensions will support the development of multimedia technology, i.e., classifiers and retrieval systems, that use representations reflecting, at a fined-grained level, the aspects of images that are important for human interpretation. This paper is structured as follows. In the next section, we discuss non-obvious attributes and interpretation dimensions in more detail, comparing and contrasting them with related work. We then present our procedure for discovering non-obvious attributes using a particular example from the domain of fashion. Social fashion images are increasingly common on the Internet, and have attracted attention recently in the multimedia community, e.g., [6] . It is evident that much is to be gained if fashion can be described in terms of attributes that go beyond the obvious (e.g., basic concepts dress, shirt, tie) to capture the aspects of fashion images that are truly important for users. Finally, we discuss example results obtained with our procedure, and give a short outlook.
BACKGROUND AND RELATED WORK
Recently, a growing amount of research in the area of contentbased image analysis has been directed at developing mid-level representations of images, i.e., attributes. In this section, we present two approaches related to ours, and discuss the unique contribution of our notion of non-obvious visual attributes.
Discovering image attributes with tags
The Visual Sentiment Ontology [1] consists of mid-level features for describing images. The ontology was created by mining adjective-noun pairs from the tags of social images assumed to have a strong affective aspect, and creating visual detectors for each pair. The resulting ontology is tailored to represent the aspects of images that correspond to users expressions of sentiment. Note that non-obvious attributes we propose here are not subsumed by attributes related to affect. For example, the leftmost dog in Figure  1 could also be associated with the emotion "fear". However, fear is not a general characterization of the image. This point can be understood by noting that it is improbable that either the person who took the picture or the person who uploaded the picture (perhaps the dog's owner) is afraid of the dog. "Handle with care", however, succeeds in distinguishing the leftmost dog from the other dogs in general manner. The attributes in [1] are learned on the basis of tags. Our procedure goes beyond this approach in that it is designed to discover tacit knowledge. Such knowledge is used to interpret images, but is not explicitly expressed, and often unconscious.
Eliciting image attributes from the crowd
Our approach has several important differences with previous uses of the crowd to elicit image attributes. We discuss these with reference to [7] , a paper that interactively builds a vocabulary of nameable attributes. Our work differs in three main respects. First, [7] makes the assumption that people can explicitly name the aspects of images most important for interpretation. Although many attributes are without doubt nameable, nameability is not strictly necessary for people to interpret images. For example, someone who never has heard of "minimalism", cannot name it, but can still order the "living room" images in the middle row of Figure 1 . Second, like [1] , the work in [7] places a major focus on detectability. In contrast, we keep the focus firmly on how people interpret images, and not automatic analysis. Third, [7] presents two images to the crowdworker with no context in which they should be interpreted. Crowdworkers are asked to report which property changes from left to right. The paper defines properties for the crowdworkers, i.e., "properties include characteristics such as color or layout or general feel, but should not be names of objects, scenes, or animals". In contrast, we do not suggest attributes or types of attributes, but rather ask crowdworkers describe their process of comparing images within a process. The next section provides more details on how we elicit attributes within a context.
DISCOVERY VIA CROWDSOURCING
Our procedure for discovering non-obvious attributes and interpretation dimensions takes the form of a crowdtask that we design and publish to Amazon Mechanical Turk (AMT). The task goes above and beyond existing crowdsourcing approaches with respect to its combination of two aspects. These two aspects address the challenges that face the discovery of non-obvious concepts mentioned in the introduction. First, the task asks crowdworkers to answer questions about images within a specific, typical use scenario that specifies function (i.e., the purpose for which the content of the images or the images themselves are used). Contextualizing the images in this way prompts people to move beyond naming basic concepts that they can perceive in the image, to thinking about the aspects of those concepts that are particularly important within a typical use scenario. Second, it makes use of triadic elicitation [3] [9] . This method helps to capture tacit knowledge by presenting three elements and asking people to elaborate in which way two elements are similar but different from the third. The triadic elicitation method has previously been successfully applied in crowdsourcing tasks for the purpose of knowledge elicitation [11] . However, to our knowledge, it has not yet been explicitly put to use in the area of multimedia.
In this section, we describe our procedure via the discussion of a concrete Human Intelligence Task (HIT) for AMT. As previously mentioned our domain is fashion. We chose this domain since our broader aim is to develop a fashion trend analysis application. This application will crawl images from Twitter and attempt to predict fashion trends by analyzing similarities. Initial designs for the application focused on basic concepts (e.g., dresses, ties, jackets) and obvious attributes (e.g., color). However, it was soon realized that these concepts and attributes were inappropriate because they failed to capture the essence of what makes images of trendy clothing similar or different in the eyes of users.
Previously we have presented a very brief overview of this task [4] , and here we discuss it in the necessary depth needed to replicate the procedure. This discussion is valuable because the set up of qualitative crowdsourcing experiments that have the purpose of revealing cognitive structures that influence users' interpretation of multimedia content is relatively uncovered territory. While an increasing number of studies assess the design, reliability and validity of surveys on AMT (e.g., [8] [2] [6] ), little methodological guidance is available for qualitative research, such as the present case study.
Crowdsourcing Task Design
The HIT starts with presenting a scenario in which workers are invited to imagine that they had just opened a little fashion store and were looking for types of clothing to be sold in the store. In the description, we provide information on the kind of shop, the clothing style, the goal of the shop owner (e.g., "your goal is to attract a diverse group of shoppers and you would like to offer them a stylish collection to choose from"), and the shop owner's prior knowledge (e.g., "you are already well acquainted with 'high fashion': trends from fashion shows"). The scenario states that the shop was using Flickr images in order to better understand "which outfits and accessories may appeal to your customers".
Crowdworkers are then presented with three fashion images. They are asked to indicate whether all images are similar, all images are different, or if one image differs from the other two. If the latter case holds, they are also asked to indicate which image was different from the other two. After answering this question, they are asked to explain their answer by elaborating on which aspects of the clothing or fashion accessories contributed to their opinion. We refer to this explanation as the "comparative description". It is from this description that we later extract the attributes. The HIT explicitly asks the crowdworkers to disregard contextual elements (e.g., background, kind of model) and focus on the fashion items.
The last part of the HIT contains information regarding the nonprofit research project where data would be used, a link to the project website and a short description on the data handling procedure. Workers are explicitly informed that by accepting the HIT they are agreeing on the described data handling procedure.
Methodological considerations
The design of this crowdsourcing task was challenging for two reasons. The first is from the workers' side. The HIT asks a very open ended question. Crowdworkers are often used to carrying out HITs for which the requester is looking for one, specific, correct answer. For this reason, it is difficult for them to be confident that they are providing the types of descriptions that we, the requesters, will find satisfactory. Often they are concerned that we will reject their work.
In order to give workers confidence that they were providing the types of answers we were looking for, we introduced a "Reject List". This list constitutes a design innovation that we have not seen in another crowdsourcing HIT. The "Reject List" is a running list of the answers that workers submitted that we rejected.
This list was initially empty and was filled in as the HIT ran. The list helped the crowdworkers to understand what we were looking for. Note that the "Reject List" is not a substitute for detailed guidelines for the worker. The HIT also included a section containing explicit information on how to formulate the comparative descriptions. We also included a small feedback section in which workers could point out issues with the HIT or propose suggestions on how to make it more enjoyable.
Further, in order to ensure that the workers understood the task, we applied the iterative design process proposed in [4] for eliciting interpretation dimensions from the crowd. Our goal was to support crowdworker's confidence in their own work by eliminating any "rough edges", i.e., respects in which the HIT fell short of being completely user-friendly.
The second challenge is from the side of the requester. The ultimate goal of this study was to acquire a rich set of answers that would allow us to formulate interpretation dimensions that reflect the fashion item properties. With this goal in mind, researchers have to set up clear and, as much as possible, objective rejection criteria, since rejections can introduce a researcher bias in the results: disallowing data to be included in the results can lead to the exclusion of certain perceptions of fashion items.
Following this reasoning, HITs were rejected only if they did not provide any information about similarities or differences between fashion items. This includes cases in which:
• the box for the comparative description is left empty, • the comparative description only rephrases the selected option (Example: "The three are looking different"),
• the comparative description reflects a personal opinion about the fashion items, but does not point out similarities or differences between them (Example: "Cool! everything is fabulous. I like all of them very much."),
• the comparative description does not relate to the fashion items, but to other properties of the image or the persons depicted in the image (Example: "Hair style, skin shade, body type").
During the HIT, we did not introduce any additional criteria for rejection. The "Reject List" accumulated only six answers: we added an answer each time we rejected a HIT that failed with respect to the guidelines. One of the answers was actually one that we accepted, but wanted to point out that we considered it borderline. We note that we have no tangible evidence that the "Reject List" improved the quality of the results we gathered, but none of the crowdworkers raised any objections in the comment box either, and, in general we consider it to be a success.
Crowdsourcing task execution
Because we wanted to collect the views of a large number of people, each HIT was carried out by 33 crowdworkers. Each HIT contained one triad of images. In total, 37 triads were constructed using, in total, 111 Creative Commons (CC) fashion images that were manually retrieved from Flickr. The data we collected were thus collected from a total of 1221 HIT assignments. The images were selected to belong to one of 12 fashion categories (i.e., blouse, business suit, coat, dress, hipster, hoodie, nerd, poloshirt, pullover, running outfit, T-shirt, and trousers). These categories were chosen to represent the spectrum from common to contemporary, including fashion items as well as styles. For the purpose of this HIT, the search-based selection of the image triads was carried out by a single subject recruited by the authors on the basis of interest in and knowledge of fashion. We note that in the future, the selection of the images could also be carried out using a crowdsourcing task.
The AMT HIT took three days to complete. In total, 92 assignments (7%) were rejected, and re-assigned. In total, 1313 HITs were submitted: 37 triads x 33 assignments per HIT + 92 rejected HITs. The average completion time for the approved HITs was 148.4 seconds (SD= 123.0 seconds).
RESULTS
The comparative descriptions provided by the workers contained two/three sentences of natural language text. In order to go from these descriptions to attributes and from attributes to interpretation dimensions, we performed thematic analysis [10] on the data. The thematic analysis was carried out as follows: for each clothing category, the fashion-related expressions (words and phrases) that contained crowdworkers' textual answers were annotated (technically, the process is referred to as coding). The resulting inventory represents non-obvious image attributes related to fashion. Attributes were then thematically clustered into interpretation dimensions. The attributes and dimensions were documented in a coding scheme. The analysis continues until the saturation point has been reached. This point (called theoretical saturation) is reached when adding new data to the analysis does not lead to further refinements of the coding scheme. This data analysis results in a phenomenological description of perceptions of fashion images in the form of interpretation dimensions, rather than in a set of deterministic class labels, such as is used for training conventional classifiers.
The answers returned by the crowdworkers for 1221 HITs were divided into 10 equal groups of 122 HITs. HITs were randomly assigned to one of the groups. We subsequently coded the HIT groups until theoretical saturation was achieved. This was the case after we analyzed three groups, which corresponds to 30% of the 1221 HITs. As a second step, the resulting coding scheme (i.e., the set of discovered attributes) was discussed between all authors and subsequently refined. Finally, the codes (i.e., attributes) were manually clustered into interpretation dimensions. Table 1 provides examples of attributes and interpretation dimensions discovered with our procedure for the category 'blouse'. Note that procedure does not aim to prevent the discovery of obvious attributes, alongside the non-obvious. In general, the exact boundary between the obvious and the non-obvious is not as important as the fact that our procedure is able to capture subtlety in human interpretation of social images that might otherwise be lost. More results can be found in the full-length version of this paper, available online, including a preliminary study that demon-strates the ability of our procedure to uncover information that is not already available in tags that users assign to images.
DISCUSSION AND CONCLUSION
We have presented a crowdsourcing-based procedure that is capable of discovering non-obvious attributes, which we group into interpretation dimensions. Non-obvious attributes represent, at a fined-grained level, the aspects of images that are important for human interpretation. These aspects would be difficult, or impossible, to predict without consulting the crowd. Non-obvious attributes are important because they reflect subtle human interpretations related to the context and function of images and the content that they depict. Systems that are blind to such interpretations repress diversity of meaning, and must necessarily fail to take advantage of the full richness of information captured by social multimedia.
Ultimately, the purpose of the attributes discovered by our procedure is to move forward the state-of-the-art of multimedia technology (classifiers and retrieval systems) that uses representations of images. Other work on mid-level representations of images such as [1] and [7] devotes much attention to whether concepts or attributes are detectable in images using automatic methods. Naturally, this consideration is an important one. However, we see the future as lying not with fully automatic imaging indexing systems, but rather with hybrid human conventional computation (H2C2) approaches. Such approaches combine automatic image analysis with input from the crowd.
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