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DUAL CODES OF PRODUCT SEMI-LINEAR CODES
LUIS FELIPE TAPIA CUITIN˜O AND ANDREA LUIGI TIRONI
Abstract. Let Fq be a finite field with q elements and denote by θ : Fq → Fq
an automorphism of Fq. In this paper, we deal with linear codes of Fnq invariant
under a semi-linear map T : Fn
q
→ Fn
q
for some n ≥ 2. In particular, we study
three kind of their dual codes, some relations between them and we focus
on codes which are products of module skew codes in the non-commutative
polynomial ring as a subcase of linear codes invariant by a semi-linear map T .
In this setting we give also an algorithm for encoding, decoding and detecting
errors and we show a method to construct codes invariant under a fixed T .
Introduction
Recently there has been a lot of interest on algebraic codes in the setting of skew
polynomial rings which form an important family of non-commutative rings. Skew
polynomials rings have found applications in the construction of algebraic codes,
where codes are defined as ideals (submodules) in the quotient rings (modules) of
skew polynomials rings.
The main motivation for considering these codes is that polynomials in skew
polynomial rings exhibit many factorizations and hence there are many more ideals
in a skew polynomial ring than in the commutative case.
Furthermore, the research on codes in this setting has resulted in the discovery of
many new codes with better Hamming distance than any previously known linear
code with same parameters.
Inspired by the recent works [2], [3] and [4], in §1 we introduce the notion of
T -codes, that is, linear codes invariant under a semi-linear transformation T , and
we characterize them from an algebraic point of view (see Theorem 6). In §2, as
a consequence of Theorem 12 and Proposition 13, we introduce the definition of
product semi-linear T -codes, a generalization of the module skew codes and a sub-
case of linear codes invariant under a semi-linear transformation T (see Definitions
14 and 16, and Remark 18). In particular, we show that in the commutative case
any invariant code by means of an invertible linear transformation is isomorphic
as a vector space to a product of module codes (see Theorem 12). In §3 we study
the main properties of the Euclidean dual codes (Theorem 23, Proposition 25 and
Remark 24), the quasi-Euclidean and the Hermitian dual codes (Definitions 39 and
51, Theorems 40 and 56) and the main relations among them (Theorem 53 and
Corollaries 55 and 57). Finally, in §4 we give an algorithm for encoding, decod-
ing and detecting errors by a product semi-linear code (Algorithm 2), while in §5
we show a method to construct codes invariant under a semi-linear transformation
(e.g., see Proposition 66 for the commutative case).
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1. Notation and background material
Let Fq be a finite field with q elements and denote by θ an automorphism of Fq.
Let us recall here that if q = ps for some prime number p, then the map θ˜ : Fq → Fq
defined by θ˜(a) = ap is an automorphism on the field Fq which fixes the subfield
with p elements. This automorphism θ˜ is called the Frobenius automorphism and
it has order s. Moreover, it is known that the cyclic group it generates is the full
group of automorphisms of Fq, i.e. Aut(Fq) = 〈 θ˜ 〉. Therefore, any θ ∈ Aut(Fq) is
defined as θ(a) := θ˜t(a) = ap
t
, where a ∈ Fq and t is an integer such that 0 ≤ t ≤ s.
Furthermore, when θ will be the identity automorphism id : Fq → Fq, we will write
simply θ = id.
If n ≥ 2 is an integer, then we denote by Fnq the vector space
F
n
q := Fq × ...× Fq︸ ︷︷ ︸
n−times
.
It is well known that a semi-linear map T : Fnq → F
n
q is the composition of an
automorphism θ of Fq with an Fq-linear transformation M , i.e. (~v)T := (~v)Θ ◦M ,
where (v1, ..., vn)Θ := (θ(v1), ..., θ(vn)) and M is an n× n matrix with coordinates
in Fq. In this case we call T a θ-semi-linear map, or a θ-semi-linear transformation.
For any ~v ∈ Fnq and any T as above, let [~v] denote the T -cyclic subspace of F
n
q
spanned by
{
~v, (~v)T, (~v)T 2, ...
}
.
Vector subspaces CT ⊂ F
n
q invariant by a θ-semi-linear transformation T will be
called here semi-linear T -codes, or T -codes for simplicity.
The main result of [7] allows us to decompose the vector space Fnq into a direct
sum of very special vector subspaces and to find a normal canonical form for any
θ-semi-linear transformation.
Definition 1. We say that two θ-semi-linear maps T = Θ ◦M and T ′ = Θ ◦M ′ of
F
n
q are θ-similar if there exists an invertible matrix C such that T = C
−1T ′C. In
this case we simply write T ∼θ T
′.
By choosing the basis of Fnq to be the union of appropriate bases{
~ui, (~ui)T, (~ui)T
2, ..., (~ui)T
dim[~ui]−1
}
of T -cyclic subspaces [~ui], i = 1, ..., r, it follows immediately the existence of a
normal canonical form for any θ-semi-linear map T .
Theorem 2 ([7], Theorem 5). Let θ and T be an automorphism of Fq and a θ-
semi-linear transformation on Fnq , respectively. Then
F
n
q = [~u1]⊕ ...⊕ [~ur],
for T -cyclic subspaces [~ui] satisfying dim[~u1] ≥ dim[~u2] ≥ ... ≥ dim[~ur]. Moreover,
if T = Θ ◦M then
T ∼θ Θ ◦ diag(M1, ...,Mr),
where each Mi is a matrix ni × ni of the following form
0 1
...
. . .
0 1
ai,0 ai,1 . . . ai,ni−1

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with ni ≥ 1 and such that
∑r
i=1 ni = n.
Remark 3. By Theorem 2, we know that any θ-semi-linear transformation T =
Θ ◦M is θ-similar to
D := Θ ◦ diag(M1, ...,Mr) = (Θ ◦M1, ...,Θ ◦Mr),
i.e. there exists an invertible matrix
C :=
 C1...
Cr
 , where Ci :=

~ui
(~ui)T
...
(~ui)T
ni−1
 for every i = 1, ..., r,
such that
T = C−1DC = C−1(Θ ◦ diag(M1, ...,Mr))C = C
−1(Θ ◦M1, ...,Θ ◦Mr)C,
where ni := dim[~ui] for i = 1, ..., r and each Θ ◦Mi is the θ-semi-linear transfor-
mation on Fniq such that F
n
q = F
n1
q × ...× F
nr
q with
∑r
i=1 ni = n. This gives a one
-to-one correspondence between linear codes invariant under T and linear codes in-
variant under D. Therefore we can construct any semi-linear D-code CD := CTC
−1
from a semi-linear T -code CT , and vice versa.
The proof of the below result is immediate.
Lemma 4. We have the following two properties:
(1) Θ ◦Mθ =M ◦Θ, for any matrix M = [mij ], where Mθ := [θ(mij)];
(2) (~a Θ−1) ·~b = 0 ⇐⇒ ~a · (~b Θ) = 0, ∀ ~a,~b ∈ Fnq .
Remark 5. Let T = Θ ◦M be a θ-semi-linear transformation. If M is an n × n
matrix with coordinates in Fθq ⊆ Fq, the subfields of Fq fixed by θ, thenM admits a
rational normal form (obtained by the Magma [1] command RationalForm(M)), i.e.
there exists an invertible matrix C with coordinates in Fθq such thatM = C
−1M ′C,
where M ′ := diag(M1, ...,Mk) and each Mi is a ni × ni matrix as in Theorem 2
defined over Fθq . Thus we have
CTC−1 = C(Θ ◦M)C−1 = Θ ◦ CMC−1 = Θ ◦M ′ = D
and in this case it is easy to find a matrix C which transforms a T -code into a D-
code, and vice versa. Typical examples of this situation are the skew quasi-cyclic
codes, where the matrix M is a permutation matrix P such that P = Pθ = Pθ−1 .
Consider the ring structure defined on the following set:
R := Fq[X ; θ] = {asX
s + ...+ a1X + a0 | ai ∈ Fq and s ∈ N} .
The addition in R is defined to be the usual addition of polynomials and the mul-
tiplication is defined by the basic rule X · a = θ(a)X for any a ∈ Fq and extended
to all elements of R by associativity and distributivity. The ring R is known as
skew polynomial ring and its elements are skew polynomials. Moreover, it is a right
Euclidean ring whose left ideals are principals.
From now on, together with the same notation as above, we will always assume
the following
Hypothesis (∗) : T = Θ◦M is a fixed θ-semi-linear transformation of Fnq which
is θ-similar to D := Θ ◦ diag(M1, ...,Mr) by a matrix C and fj := (−1)
nj(Xnj
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i=0 aj,iX
i) ∈ R is the characteristic polynomial of Mj with aj,0 6= 0, where the
coefficients aj,i are given by Theorem 2 for every j = 1, ..., r and i = 0, ..., nj − 1.
Denote by πj : F
nj
q → R/Rfj the linear transformation which sends a vector
~cj = (c0, ..., cnj−1) ∈ F
nj
q to the polynomial class cj(X) =
∑nj−1
i=0 ciX
i of R/Rfj.
Moreover, consider the linear map
π : Fn1q × ...× F
nr
q → Rn := R/Rf1 × ...×R/Rfr,
where π = (π1, ..., πr) and the linear transformation πj : F
nj
q → R/Rfj is defined
as above for each j = 1, ..., r.
Let C ⊆ Fnq be a linear code and define the linear code
CC−1 := { ~c C−1 ∈ Fnq | ~c ∈ C }.
We can obtain now the following characterization of any T -code in Fnq .
Theorem 6. With the same notation as in (∗), let C ⊆ Fnq be a linear code and
put C ′ := CC−1. Then
C is a T -code ⇐⇒ C ′ is a linear code invariant under D ⇐⇒ π(C ′) is a left
R-submodule of Rn.
Proof. From Remark 3, we know that any T -code can be written as C ′C, where
C ′ is a linear code invariant by D, and vice versa. So it is sufficient to show that
a linear code C ′ is invariant under D if and only if π(C ′) is a left R-submodule of
Rn. Let C
′ be a linear code invariant by D. Note that π(C ′) is an abelian group
with respect to the sum. Moreover, observe that X · π(~v) = π(~vD) ∈ π(C ′) for any
~v ∈ C ′. By an inductive argument and linearity, this implies that g · π(~v) ∈ π(C ′)
for any g ∈ R, that is, π(C ′) is an R-submodule of Rn. On the other hand, let
π(C ′) be an R-submodule of Rn. Then C
′ = π−1(π(C ′)) is a vector subspace of
F
n
q and for every ~c ∈ C
′ we have ~cD = π−1(X · π(~c)) ∈ π−1(π(C ′)) = C ′, since
X · π(~c) ∈ π(C ′). 
Remark 7. If T = Θ ◦M1, where M1 is a matrix as in Theorem 2 with a1,0 6= 0,
then C in (∗) is the identity matrix and the above result becomes a geometric
characterization of the module θ-codes (see [2, Definition 1 and Proposition 1]) as-
sociated to the polynomial f1 := (−1)
n1(Xn1−a1,n1−1X
n1−1−...−a1,0). Moreover,
if θ = id, then Theorem 6 generalizes [8, (2.1)].
Example 8. In F64, where F4 = F2[α] with α
2 + α+ 1 = 0, consider the matrix
D =
(
E O
O E
)
, where E =
 0 1 00 0 1
1 0 0
 and O =
 0 0 00 0 0
0 0 0
 ,
and the semi-linear transformation Θ ◦ D. The code C = 〈 (1, 1, 1, 1, 1, 1) 〉 is
invariant by Θ◦D, C ∼= 〈 (1, 1, 1, 0, 0, 0) 〉 = 〈 (1, 1, 1) 〉×〈 (0, 0, 0) 〉, but C 6= C1×C2
for any θ-code Ci ⊆ F
3
4 invariant by Θ ◦ E for i = 1, 2.
Remark 9. Remark 3 and Theorem 6 say that there is a one-to-one correspondence
between T -codes and left R-submodules of Rn.
Remark 10. In the commutative case, i.e. θ = id, the Chinese Remainder The-
orem says that if (f1), ..., (fk) are ideals of R which are pairwise coprime, that is
(fi)+(fj) = R for all i 6= j, then I := (f1)∩...∩(fk) = (f1)·...·(fk) and the quotient
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ring R/I is isomorphic to the product ring R/(f1)×...×R/(fk) via the isomorphism
f : R/I → R/(f1)× ...×R/(fk) such that f(a+ I) := (a+ (f1), ..., a+ (fk)).
In the non-commutative case there exists an analogous of the above result. When
θ 6= id, if Rf1, ..., Rfk are pairwise coprime two-sided ideals of R, then
R/(Rf1 ∩ ... ∩Rfk) ∼= R/Rf1 × ...×R/Rfk
as R-modules and I := Rf1∩ ...∩Rfk can be replaced by a sum over all orderings of
Rf1, ..., Rfk of their product (or just a sum over enough orderings, using inductively
that J ∩ K = JK +KJ for coprimes ideals J,K). In both situations, we have a
method to find all the R-submodules of R/Rf1 × ...×R/Rfk via R/I.
Corollary 11. Assume that θ = id and write T = M with M = C−1M1C, where
M1 is as in (∗). If f1 = Π
s
i=1p
ei
i is the factorization of the polynomial f1 in Fq[x],
where p1, ..., ps are distinct monic irreducible polynomials and ei ∈ N − {0} for all
i = 1, ..., s, then there exist Πsi=1(ei + 1) T -codes C ⊆ F
deg f1
q .
Proof. The statement follows from Remark 3 and Theorem 6 by counting the
number of all monic divisors of f1. 
By using the computer algebra system Magma [1], the following MAGMA pro-
gram enables us to find all the right divisors of any polynomial f ∈ Fa[X ; θ] :
F<w>:=GF(a);
E:=[x : x in F | x ne 0];
RightDivisors := function(qq,g)
R<x>:=TwistedPolynomials(F:q:=qq);
f:=R!g;
n:=Degree(f);
S:=CartesianProduct(E,CartesianPower(F,n-1));
dd:=[];
for ss in S do
ll:=[ss[1]] cat [p : p in ss[2]];
q,r:=Quotrem(f,R!ll);
if r eq R![0] then
dd := dd cat [[q,R!ll]];
end if;
end for;
return dd;
end function;
Finally, we have the following two results.
Theorem 12. Suppose that θ = id. Then any R-submodule S of Rn = R/Rf1 ×
... × R/Rfr is R-isomorphic to a product S1 × ... × Sr, where each Sj is an R-
submodule of R/Rfj for every j = 1, ..., r. In particular, any D-code CD ⊆ F
n
q with
D = diag(M1, ...,Mr) is isomorphic to a product code C1×· · ·×Cr ⊆ F
n1
q × ...×F
nr
q
as a vector subspace of Fnq = F
n1
q × ...× F
nr
q , i.e. CD = (C1 × · · · × Cr)Ĉ for some
invertible matrix Ĉ, where each Ci ⊆ F
ni
q is a linear code invariant by Mi, Mi being
the ni × ni matrix of Theorem 2.
Proof. It is sufficient to prove the first part of the statement for r ≥ 2, since the
second one follows immediately from this by putting ni := deg fi for i = 1, ..., r.
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If each polynomial fj ∈ R is written as a product F
aj1
j1 · · ·F
ajtj
jtj
of distinct
irreducible polynomials Fjk for some integers aji ≥ 1, then by the Chinese Reminder
Theorem we can obtain via isomorphisms a decomposition A of Rn = R/Rf1× ...×
R/Rfr such that
A := (R/RF a1111 × ...×R/RF
a1t1
1t1
)× ...× (R/RF ar1r1 × ...×R/RF
artr
rtr
) ∼= Rn.
Let S be an R-submodule of Rn. Then, up to isomorphisms, S corresponds to an
R-submodule S′ of A. Thus we have to prove only that every R-submodule S′ of A
is isomorphic to a product S11 × ... × Srtr ⊆ A of R-submodules Siji ⊆ R/RF
aiji
iji
for every i = 1, ..., r and ji = 1, ..., ti.
So, let W be an R-submodule of A. Then W is R-isomorphic to a direct sum
Rg1 ⊕ · · · ⊕ Rgk of non-zero distinct cyclic R-submodules Rgi of A with gi ∈ A
for i = 1, ..., k. Consider the surjective R-homomorphism πi : R → Rgi and note
that Rgi ∼= R/(Ker πi) for any i = 1, ..., k. Since R is a principal ideal domain,
we see that Ker πi = (pi) for some pi ∈ R. Let F be the product F
a11
11 · ... · F
asts
sts
of all distinct polynomials with the respective maximum powers which appear in
the decompositions F
aj1
j1 · · ·F
ajtj
jtj
of the polynomials fj. Then we deduce that
F ∈ Ker πi = (pi), i.e. for every i = 1, ..., k there exists a polynomial qi such that
F = qipi. This implies that pi = F
c11
11 · ... · F
csts
sts
for some integers cjtj such that
0 ≤ cjtj ≤ ajtj for every i = 1, ..., k and j = 1, ..., s. So we conclude that
Rgi ∼= R/(pi) = R/(F
c11
11 · ... · F
csts
sts
) ∼= R/F c1111 × ...×R/F
csts
sts
⊆ A,
i.e. Rgi ∼= RF
a11−c11
11 /F
a11
11 × ...×RF
asts−csts
sts
/F
asts
sts
∼= S11 × ...× Srtr ⊆ A, where
{0} ⊆ Siji ⊆ R/RF
aiji
iji
is an R-submodule for every i = 1, ..., r and ji = 1, ..., ti. 
Proposition 13. Suppose that θ 6= id. If Rn = R/Rf1 × ... × R/Rfr with
Rf1, ..., Rfr pairwise coprime two-sided ideals of R, then any R-submodule S of
Rn = R/Rf1 × ... × R/Rfr is R-isomorphic to a product S1 × ... × Sr, where
each Sj is an R-submodule of R/Rfj for every j = 1, ..., r. In particular, un-
der the above hypothesis, any D-code CD ⊆ F
n
q is isomorphic to a product code
C1 × · · · × Cr ⊆ F
n1
q × ... × F
nr
q as a vector subspace of F
n
q = F
n1
q × ... × F
nr
q , i.e.
CD = (C1 × · · · × Cr)Ĉ for some invertible matrix Ĉ, where each Ci ⊆ F
ni
q is a
linear code invariant by Θ ◦Mi, Mi being the ni × ni matrix of Theorem 2.
Proof. Let S be an R-submodule of Rn. Then S is R-isomorphic to a direct sum
Rg1 ⊕ · · · ⊕ Rgk of non-zero distinct cyclic R-submodules Rgi of Rn with gi ∈ Rn
for i = 1, ..., k. Write gi = (gi1, ..., gir) and consider the polynomial F := f1 · ... · fr.
Denote by Fh the product F without the factor fh. Then we get
Fhgi = (0, ..., 0, Fhgih, 0, ..., 0).
Since the (right) gcd(fh, Fh) = 1, we know that there exist two polynomials a, b ∈ R
such that afh + bFh = 1. Hence bFhgi = (0, ..., 0, gih, 0, ..., 0) for every i = 1, ..., k
and h = 1, ..., r. Therefore we have
Rgi = R(gi1, 0, ..., 0)⊕ ...⊕R(0, ..., 0, gir) ∼= (Rgi1, ..., Rgir)
for every i = 1, ..., k, i.e. S ∼= Rg1⊕· · ·⊕Rgk ∼= (S1, ..., Sr) for some R-submodules
Sj ⊂ R/Rfj, where j = 1, ..., r. 
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2. Product semi-linear codes
Let us recall here the following
Definition 14 (see [2]). An fj-module θ-code (or simply a module θ-code) Cj
is a linear code in F
nj
q which corresponds via πj : F
nj
q → R/Rfj to a left R-
submodule Rgj/Rfj ⊂ R/Rfj in the basis 1, X, ..., X
nj−1, where gj is a right
divisor of fj in R. The length of the code Cj is nj = deg(fj) and its dimension is
kj = deg(fj) − deg(gj). For simplicity, we will denote this code Cj = (gj)
kj ,θ
nj ,q and
when there will not be any confusion, we will call an fj-module θ-code simply a
module θ-code.
Remark 15. When θ = id, Definition 14 coincides with the one of a generalized
cyclic code with respect to a polynomial fj (see [8] and [10]).
Therefore, from Theorem 12, Proposition 13 and Definition 14, it follows natu-
rally the below definition.
Definition 16. Let CT ⊆ F
n
q be a semi-linear T -code invariant by a θ-semi-linear
map T as in (∗). We say that CT is a product semi-linear T -code, or a product
T -code, if CT = (C1 × ... × Cr)C ⊆ F
n1
q × ... × F
nr
q , where any Cj ⊆ F
nj
q is an
fj-module θ-codes with respect to Θ ◦Mj and fj = (−1)
nj (Xnj −
∑nj−1
k=0 aj,kX
k)
is as in (∗) for every j = 1, ..., r and n =
∑r
j=1 nj .
Remark 17. When C is the identity matrix and r = 1, then Definition 16 is
nothing else that the definition of an f1-module θ-code.
Remark 18. When either θ = id, or θ 6= id and Rn = R/Rf1 × ...× R/Rfr with
Rf1, ..., Rfr pairwise coprime two-sided ideals of R, Theorem 12 and Proposition 13
show that any T -code CT is isomorphic to a product T -code as vector spaces, i.e. for
any T -code CT ⊆ F
n
q = F
n1
q × ...×F
nr
q there exists an invertible matrix C
′ such that
CT = (C1× ...×Cr)CC
′ for some T -product code (C1× ...×Cr)C ⊆ F
n1
q × ...×F
nr
q .
From Definition 16 we deduce that a generator matrix of a product semi-linear
code CT = (C1 × ...× Cr)C is given by
G1
G2
. . .
Gr
 · C,
where ki := dimCi,
∑r
i=1 ki = dimCT and each block
Gi :=

~gi
(~gi)(Θ ◦Mi)
...
(~gi)(Θ ◦Mi)
ki−1

is a ki×ni generator matrix of the module θ-code Ci = (gi)
ki
ni,θ
, where ~gi = π
−1
i (gi)
and πi : F
ni
q → R/Rfi for every i = 1, ..., r.
Definition 19. A linear code C is a code of type [n, k]q if C ⊆ F
n
q and dimFq C = k.
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The following result gives in the commutative case a necessary and sufficient
condition for the existence of T -codes CT of type [n, k]q.
Proposition 20. Suppose that θ = id and let T = M be a linear transformation
over Fnq as in (∗). Let F
n
q = F
N1
q × ...×F
Ns
q be a decomposition of F
n
q as in the proof
of Theorem 12 and denote by π the corresponding isomorphism
π : Fnq = F
N1
q × ...× F
Ns
q → R/RF
α1
1 × ...×R/RF
αs
s ,
where π = (π1, ..., πs) and πj : F
Nj
q → R/RFj are the usual isomorphisms and
the Fj’s are irreducible (not necessarily distinct) polynomials on R such that Nj =
αj degFj ≥ 1 for j = 1, ..., s. Then
∃ a T -code of type [n, k]q ⇐⇒ k =
∑s
i=1 ai degFi, where 0 ≤ ai ≤ αi.
Proof. Note that for every i = 1, ..., s an R-submodule of R/RFαii is of type
RFhi /RF
αi
i
∼= R/RFαi−hi for some integer h such that 0 ≤ h ≤ αi. More-
over, observe that by Remark 3 the set of the T -codes CT is in one-to-one cor-
respondence with the set of linear codes CD invariant by the linear transforma-
tion D := diag(M1, ...,Mr) of type [n, k]q. Let CT ⊂ F
n
q be a T -code of type
[n, k]q. Then CTC
−1 is a linear code CD invariant by the linear transformation
D := diag(M1, ...,Mr). With the same notation as in the statement, π(CD) is
an R-submodule of R/RFα11 × ... × R/RF
αs
s . Since by Theorem 12 every R-
submodule of R/RFα11 × ... × R/RF
αs
s is isomorphic to I1 × ... × Is with Ij an
R-submdule of R/RF
αj
j for every j = 1, ..., s, we conclude that k := dimCT =
dimCD =
∑s
i=1 ai degFi, where 0 ≤ ai ≤ αi. On the other hand, assume that
k =
∑s
i=1 ai degFi with 0 ≤ ai ≤ αi. Then the product code
π−11 (RF
α1−a1
1 /RF
α1
1 )× ...× π
−1
s (RF
αs−as
s /RF
αs
1 ) =
= π−1(RFα1−a11 /RF
α1
1 × ...×RF
αs−as
s /RF
αs
1 )
is a T -code of type [n, k]q. 
3. Dual codes of product T -codes
In this section we study three kind of dual codes of product semi-linear T -codes
and some main relations between them.
3.1. Euclidean duals. In [2] the authors prove that the Euclidean dual code of a
module θ-code is a module θ-code if and only if it is a θ-constacyclic code. Moreover,
they establish that a module θ-code which is not θ-constacyclic code is a shortened
θ-constacyclic code and that its Euclidean dual is a punctured θ-constacyclic code.
This enables them to give a form of the parity-check matrix for module θ-codes.
Let us only observe here that there exists an alternative method to find a parity-
check matrix for any module θ-code.
Proposition 21. Let Cj = (gj)
kj
nj ,θ
⊆ F
nj
q be a module θ-code. For any integer i
such that 0 ≤ i ≤ kj − 1, write in R
Xnj−kj+i = qigj + ri, with 0 ≤ deg ri < nj − kj .
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Denote by S the following matrix
S :=

ρnj−kj (π
−1
j (r0))
ρnj−kj (π
−1
j (r1))
...
ρnj−kj (π
−1
j (rkj−1))
 ,
where πj : F
nj
q → R/Rfj and ρnj−kj is the projection map onto the first nj − kj
coordinates, i.e.
ρnj−kj (v1, ..., vnj−kj , vnj−kj+1, ..., vnj ) := (v1, ..., vnj−kj ).
Then a generator matrix Gj of Cj is
Gj :=
(
−S Ikj
)
and a parity check matrix Hj is given by
Hj :=
(
Inj−kj St
)
,
where Inj−kj is the (nj − kj) × (nj − kj) identity matrix and St is the transpose
matrix of S.
Proof. Since deg ri < nj − kj , note that π
−1
j (X
nj−kj+i − ri) ∈ Cj are linearly
independent for 0 ≤ i ≤ kj −1. Thus
(
−S Ikj
)
is a generator matrix Gj for the
code Cj . Moreover, since (C
⊥
j )
⊥ = Cj , we see that the matrixHj :=
(
Inj−kj St
)
as in the statement is a parity check matrix for Cj . 
The following MAGMA program enables us to find all the polynomials ri of
Proposition 21 in Fa[X ; θ] :
F<w>:=GF(a);
PcMatrix:=function(qq,g,n)
R<x>:=TwistedPolynomials(F:q:=qq);
g:=R!g;
d:=Degree(g);
ll:=[];
for i in [0.. n-d-1] do
c,b:=Quotrem(R![0,1]^(d+i),g);
ll:=ll cat [b];
end for;
return ll;
end function;
Remark 22. Proposition 21 works also for any module (θ, δ)-code (see [3, Defini-
tion 1]), where δ : Fq → Fq is a derivation, and it allows us to obtain directly a
generator and a parity-check matrix in standard form for any module (θ, δ)-code.
Theorem 23. Let CT = (C1 × ...× Cr)Ĉ ⊆ F
n
q be a linear code, Ci ⊆ F
ni
q being a
linear code and Fnq = F
n1
q × ...× F
nr
q . If Ĉ is an invertible matrix, then
CT
⊥ = (C⊥1 × ...× C
⊥
r )Ĉ
−1
t ,
10 LUIS FELIPE TAPIA CUITIN˜O AND ANDREA LUIGI TIRONI
where Ĉt is the transpose matrix of Ĉ and C
⊥
i ⊆ F
ni
q is the Euclidean dual code of
Ci for every i = 1, ..., r. Furthermore, a parity check matrix of CT is H1 . . .
Hr
 · Ĉ−1t
where hi := dimC
⊥
i ,
∑r
i=1 hi = dimC
⊥
T and Hi is the hi × ni parity check matrix
of Ci given by Proposition 21 for every i = 1, ..., r.
Proof. Put C := (C⊥1 × ...× C
⊥
r )Ĉ
−1
t and note that
dimC = dim(C⊥1 × ...× C
⊥
r ) =
r∑
i=1
dimC⊥i =
r∑
i=1
(mi − dimCi) =
=
r∑
i=1
mi −
r∑
i=1
dim(Ci) = n− dimCT = dimCT
⊥.
Let ~v ∈ C . Since C = (C⊥1 × ...× C
⊥
r )Ĉ
−1
t , we deduce that ~v = ~wĈ
−1
t for some
vector ~w = (~c1
⊥, ..., ~cr
⊥) ∈ (C⊥1 × ...× C
⊥
r ). Thus for every ~c = (~c1, ..., ~cr)Ĉ ∈ CT ,
we see that
~v · ~c = ~wC−1t ~ct = (~c1
⊥, ..., ~cr
⊥)Ĉ−1t ((~c1, ..., ~cr)Ĉ)t =
= (~c1
⊥, ..., ~cr
⊥)(~c1, ..., ~cr)t = ~c1
⊥ · ~c1 + ...+ ~cr
⊥ · ~cr = 0,
i.e. C ⊆ CT
⊥. Since dimC = dimCT
⊥, we conclude C = CT
⊥.
Finally, the second part of the statement follows easily from the first one. 
Remark 24. In the commutative case, the above result is useful to construct the
Euclidean dual code of any product T -code and to calculate its minimum Hamming
distance (see Remark 3 and Theorem 12). In fact, under the hypothesis that either
θ = id, or θ 6= id and Rn = R/Rf1 × ... × R/Rfr with Rf1, ..., Rfr pairwise
coprime two-sided ideals of R, Theorem 23 together with Remark 18, Theorem 12
and Proposition 13 allow us to find the Euclidean dual code of a T -code.
Finally, we obtain the following characterization of Euclidean dual codes of T -codes.
Proposition 25. Let CT ⊆ F
n
q be a T -code invariant under a θ-semi-linear trans-
formation T = Θ ◦ M . Then the Euclidean dual code C⊥T is a T
′-code, where
T ′ = Θ−1 ◦ (M t)θ−1 .
Proof. If ~a ∈ C⊥T , then for every ~c ∈ CT we have
(~aM t) · (~c Θ) = ~a(~c Θ ◦M)t = ~a · (~c T ) = 0.
Thus by Lemma 4 we deduce that
(~a T ′) · ~c = (~aΘ−1 ◦ (M t)θ−1) · ~c = (~aM t ◦Θ
−1) · ~c = 0,
for every ~c ∈ CT , i.e. C
⊥
T is invariant under the semi-linear transformation T
′. 
3.2. Quasi-Euclidean duals. In this subsection we introduce the new concept of
quasi-Euclidean dual codes and some of their properties related to the Euclidean
dual codes. Before to do this, we have to define a special injective map for module
θ-codes.
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3.2.1. An injective map for an f -module θ-code. Given a polynomial f ∈ R of
degree n ≥ 2, we present here an algorithm to show that there exists always a
suitable integer m ≥ n such that Xm − 1 is a right multiple of f . This will allow
us to construct an immersion map of the code space Fnq into an F
m
q which will be
useful for the definition of quasi-Euclidean dual codes of a product T -code.
From now on, write
f = (−1)n(Xn −
n−1∑
i=0
fiX
i) ∈ R
and consider the right division
Xn − 1 = f · qn + rn,
where qn, rn ∈ R and 0 ≤ deg rn < deg f . Assume that rn is not equal to zero,
otherwise we are done.
Let k be an integer such that k > n and consider again the right divisions
Xk − 1 = f · qk + rk,
where qk, rk ∈ R and 0 ≤ deg rk < deg f = n. Since there are at most q
n+1 distinct
polynomials rk, we see that for some k2 > k1 ≥ n we get rk1 = rk2 . Thus we obtain
that
Xk1 · (Xk2−k1 − 1) = (Xk2−k1 − 1) ·Xk1 = f · (qk2 − qk1).
Put q′ := qk2 − qk1 and note that q
′ 6= 0 ∈ R. This shows that X = 0 is a root of
f · q′. Since f(0) 6= 0, we deduce that q′(0) = 0. Hence q′ = q1 ·X for some q1 ∈ R.
Thus we have
(Xk2−k1 − 1) ·Xk1 = f · q1 ·X
and since R has no zero divisors, we can deduce that
(Xk2−k1 − 1) ·Xk1−1 = f · q1
where q1 ∈ R. By an inductive argument, we can conclude that
Xk2−k1 − 1 = f · q′′
for some q′′ ∈ R. This shows that there exists always an integer t ≥ n such that
Xt − 1 = f · qf for some non-zero qf =
∑m−n
i=0 qiX
i ∈ R.
From now on, we denote bym the minimum integer such thatm ≥ n and Xm−1
is a right multiple of f , i.e.
(**) {?} m := min
{
i ∈ N | X i − 1 = f · p for some p ∈ R
}
.
In this case, we write
Xm − 1 = f · qf .
Moreover, by the above construction, we have
n ≤ m ≤ qn + n− 2.
Let us introduce the following ring isomorphism Θ : R→ R defined as
(
t∑
i=0
aiX
i)Θ :=
t∑
i=0
θ(ai)X
i .
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Lemma 26. Put
m∗ := min
{
j ∈ N | Xj − 1 = p · f∗ for some p ∈ R
}
,
where f∗ := 1−
∑n
i=1 θ
i(fn−i)X
i ∈ R. Then m∗ = m.
Proof. Let Xm−1 = f ·qf . By [2, Lemma 1(1)] we know that X
m−1 = (1−Xm)∗ =
(f · (−qf ))
∗ = q′ · f∗ for some q′ ∈ R. This implies that m ≥ m∗. On the other
hand, let Xm
∗
− 1 = qf∗ · f
∗. By [2, Lemma 1] we see that
Xm
∗
− 1 = (1−Xm
∗
)∗ = ((−qf∗) · f
∗)∗ =
= ((f∗)∗)Θm
∗−n · q′′ = ((f)Θn)Θm
∗−n · q′′ = (f)Θm
∗
· q′′
for some q′′ ∈ R. Hence we get
Xm
∗
− 1 = (Xm
∗
− 1)Θ−m
∗
= ((f)Θm
∗
· q′′)Θ−m
∗
= f · (q′′)Θ−m
∗
,
i.e. m∗ ≥ m. This gives m∗ = m. 
The following Magma [1] program enables us to calculate the integer m as in (∗∗)
for any polynomial f ∈ Fa[X ; θ] :
F<w>:=GF(a);
PeriodNC:=function(qq,g)
R<x>:=TwistedPolynomials(F:q:=qq);
f:=R!g;
n:=Degree(f)-1;
repeat n:=n+1;
_,r:=Quotrem(X^n-1,f);
until r eq R![0];
return n;
end function;
Remark 27. If θ = id, then the characteristic and minimal polynomial of
Ac :=

0 1
...
. . .
0 1
f0 f1 . . . fn−1

are both equal to f = (−1)n(Xn−
∑n−1
i=0 fiX
i) ∈ R. Letm′ := min
{
i ∈ N | Aic = I
}
and note that the polynomial Xm
′
− 1 is satisfied by Ac. Therefore, it follows that
there exists a polynomial qf =
∑m−n
i=0 qiX
i ∈ R such that Xm
′
− 1 = f · qf .
This gives m = m′, that is, m = min
{
i ∈ N | Aic = I
}
. In this case, the following
Magma [1] program gives us directly the integer m = m′ in Fa[X ] :
F<w>:=GF(a);
P<x>:=PolynomialRing(F);
PeriodC := function(f)
return Order(CompanionMatrix(f));
end function;
The following example shows that Remark 27 does not hold in general when θ
is not equal to the identity of Fq.
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Example 28. In F34, where F4 = F2[α] with α
2+α+1 = 0, consider the polynomial
f = X3 + αX + 1 associated to the matrix 0 1 00 0 1
1 α 0

and define θ(x) = x2 for any x ∈ F4. It follows that min
{
i ∈ N | Aic = I
}
= 21.
Moreover, we have X21 − 1 = f · q + r, where
q = X18+α2X16+X15+αX14+X13+X10+α2X8+X7+αX6+X5+X2+α2
and r = X2+α2X+α 6= 0. This shows that m 6= min
{
i ∈ N | Aic = I
}
. Moreover,
we get m = 8(< 21). Hence X8 − 1 = (X3 + αX + 1) · qf with qf = X
5 + α2X3 +
X2 + αX + 1.
In connection with the above arguments, we have the following results.
Proposition 29. Let m be an integer as in (∗∗) and let P be the m×m matrix
0 1
...
. . .
0 1
1 0 . . . 0
 .
Denote by ~qf := (q0, ..., qm−n, 0, ..., 0) ∈ F
m
q , where the qi’s are the coefficients of
qf ∈ R as in (∗∗). Then there exists a commutative diagram
F
n
q
i
//
π

F
m
q
π′

Rn
j
// Rm
such that π′ ◦ i = j ◦ π, where Rn := R/Rf , Rm := R/R(X
m− 1), i(~v) := ~vQ with
Q the matrix 
~qf
( ~qf )(Θ ◦ P )
( ~qf )(Θ ◦ P )
2
...
( ~qf )(Θ ◦ P )
n−1

and j(a+Rf) := (a · qf ) +R(X
m − 1) for any a ∈ R.
Proof. By using the canonical basis of Fnq , the statement follows easily from the
linearity of the maps i, j, π and π′. 
Proposition 30. With the same notation as in Proposition 29, for any ~c ∈ Fnq
and k ∈ N we have
i((~c)(Θ ◦Ac)
k) = (i(~c))(Θ ◦ P )k,
where Ac is the matrix defined in Remark 27.
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Proof. Let ~c ∈ Fnq . By Proposition 29, we have the following two commutative
diagrams:
~c
i
//
π

i(~c)
π′

π(~c)
j
// j(π(~c))
where j(π(~c)) = π′(i(~c)), and
(~c)(Θ ◦Ac)
k i //
π

i((~c)(Θ ◦Ac)
k)
π′

Xk · π(~c)
j
// j(Xk · π(~c))
where j(Xk · π(~c)) = π′(i((~c)(Θ ◦ Ac)
k)). Since π′ is an isomorphism, by the
commutative diagram of Proposition 29, we obtain
i((~c)(Θ ◦Ac)
k) = (π′)−1(j(Xk · π(~c))) = (π′)−1(Xk · π(~c) · qf ) =
= (π′)−1(Xk · j(π(~c))) = (π′)−1(Xk · π′(i(~c))) = (π′)−1 ◦ π′((i(~c))(Θ ◦ P )k),
that is, i((~c)(Θ ◦Ac)
k) = (i(~c))(Θ ◦ P )k for any k ∈ N. 
Remark 31. The maps i and j in Proposition 29 are injective. Moreover, Proposi-
tion 30 shows that the image via i of an f -module θ-code in Fnq is a module θ-cyclic
code in Fmq , where m is defined as in (∗∗) (or as in Remark 27).
Let s be the order of θ. From the above results, we can deduce the following two
consequences.
Corollary 32. Let m be as in (∗∗). If m = as+ r, 0 ≤ r < s, then ( ~qf )Θ
r = ~qf .
Proof. Since Xm − 1 = f · qf and f, qf are monic polynomials, by [2, Lemma 2(2)]
we see that Xm = 1+ (qf )Θ
m · f . Since (Θ ◦P )m = Θm ◦Pm = Θm and Θs is the
identity, from the following commutative diagram
~e1(Θ ◦Ac)
m i //
π

i(~e1)(Θ ◦ P )
m
π′

Xm = 1
j
// j(1) = qf
we conclude that ~qf = (π
′)−1(qf ) = i(~e1)(Θ ◦ P )
m = ( ~qf )Θ
m = ( ~qf )Θ
r. 
Corollary 33. Let f = (−1)n(Xn −
∑n−1
i=0 fiX
i) ∈ R. If
(f0, f1, ..., fn−1)Θ
t 6= (f0, f1, ..., fn−1)
for every integer t such that 0 < t < s, then the order s of Θ divides m.
Proof. Since Xm − 1 = f · qf , from Corollary 32 it follows that
f · qf = X
m − 1 = (Xm − 1)Θm = (f)Θm · (qf )Θ
m = (f)Θm · qf ,
i.e. f = (f)Θm. Let m = as+ r with 0 ≤ r < s.
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Assume now that r 6= 0. Then we get f = (f)Θm = (f)Θr, that is,
(f0, f1, ..., fn−1)Θ
r = (f0, f1, ..., fn−1)
for some 0 < r < s, but this is a contradiction. Thus r = 0 and s divides m. 
Example 34. In F54, where F4 = F2[α] with α
2 +α+1 = 0 and θ is the Frobenius
map, consider the following two polynomials:
(1) f = X5 +X3 +X2 + 1; (2) g = X5 +X2 + 1.
Note that in both cases the hypothesis of Corollary 33 is not satisfied. Moreover,
we have m = 12 in case (1) and m = 31 in case (2).
Finally, let us give here also some results about the integer m in (∗∗) when θ is
the identity of Fq.
Remark 35. Let Fq ⊆ K be a finite extension of Fq such that f =
∏n
i=1(X − ai)
with ai ∈ K and Ac is diagonalizable over K. If mi := min
{
hi | a
hi
i = 1
}
, then
m = lcm(m1, ...,mn).
Remark 36. Let p := Char(Fq). If the polynomial f has a root of multiplicity
≥ 2, then Xm − 1 has a root of multiplicity ≥ 2. This shows that gcd(m, p) 6= 1
and since p is a prime number, we get m ≡ 0 mod p.
The next two results give a more simple computation of m.
Proposition 37. Denote by ~f := (f0, ..., fn−1) and let
k := min
{
h ∈ N ∪ {0} | ~fAhc = ~e1
}
.
Then m = n+ k. In particular, we have deg qf = k.
Proof. For any h = 1, ..., n, we have
~eh A
n+k
c = ((~ehA
n−h+1
c )A
k
c )A
h−1
c = ((~enAc)A
k
c )A
h−1
c =
= (~fAkc )A
h−1
c = ~e1A
h−1
c = ~eh.
Hence An+kc = I and for the minimality of m we deduce that m ≤ n+ k. Further-
more, since Amc = I we get ~e1 = ((~e1A
n−1
c )Ac)A
m−n
c = (~enAc)A
m−n
c =
~fAm−nc ,
that is, ~fAm−nc = ~e1. So, by definition of k we can conclude that k ≤ m − n, i.e.
m ≥ n+ k. Finally, observe that deg qf = m− n := k. 
Let p0 be the order of detAc. Since A
m
c = I, it follows that (detAc)
m = 1, i.e.
m ≡ 0 mod p0 with p0 the order of detAc. Denote by B := A
p0
c . From this it
follows immediately also the following
Proposition 38. Let m′ be the minimum integer such that Bm
′
is the identity
matrix. Then m = p0m
′. In particular, we have deg qf = p0m
′ − n.
When θ = id, all the above results give the following
Algorithm 1:
Input: f
• Define a0 := detAc;
• Compute the order p0 of a0;
• Define B := Ap0c ;
• Find the rational canonical form B′ of B;
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• For any diagonal blockBi, i = 1, ..., s, ofB
′ computem′i = min
{
h | Bhi = I
}
.
Output: m = lcm(m′1, ...,m
′
s) · p0.
The following Magma [1] program is an application of Algorithm 1 in Fa[X ] :
F<w>:=GF(a);
P<x>:=PolynomialRing(F);
Period := function(f)
d:=Degree(f);
A:=CompanionMatrix(f);
p:=Order(Determinant(A));
_,_,E:=PrimaryRationalForm(A^p);
ll:=[];
for j in [1..#E] do
ll := ll cat [Order(CompanionMatrix(E[j][1]))];
end for;
return LCM(ll);
end function;
3.2.2. Definition and basic properties of quasi-Euclidean dual codes. Under the hy-
pothesis (∗), write Fnq = F
n1
q × ... × F
nr
q with r ≥ 1 and n =
∑r
k=1 nk. From
Proposition 29, we know that for every k = 1, ..., r there exists a commutative
diagram
F
nk
q
ik
//
πk

F
mk
q
π′k

R/Rfk
jk
// R/R(Xmk − 1)
.
Consider the further commutative diagram:
F
n
q
i
**❚❚
❚
❚
❚
❚
❚
❚
❚
❚
❚
❚
❚
❚
❚
❚
❚
❚
❚
❚
ϕ:=C−1

F
n
q = F
n1
q × ...× F
nr
q i
//
π

F
m1
q × ...× F
mr
q = F
m
q
π′

Rn
j
// Rm
where n =
∑r
i=1 ni, m =
∑r
i=1mi with the mi’s as in (∗), fi = (−1)
ni(Xni −∑ni−1
j=0 fi,jX
j) ∈ R,
Rn := R/Rf1 × ...×R/Rfr,
Rm := R/R(X
m1 − 1)× ...×R/R(Xmr − 1),
i(~v) := ~vQ̂ with
Q̂ :=

Q1
Q2
. . .
Qr

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and all the Qi’s are matrices ni × mi as in Proposition 29, π = (π1, ..., πr) with
πi : F
ni
q → R/Rfi, π
′ = (π′1, ..., π
′
r) with π
′
i : F
mi
q → R/R(X
mi − 1) and
j(p1, ..., pr) := (p1 · qf1 , ..., pr · qfr )
with all the qfi ’s polynomials in R as in Proposition 29.
Denote by I the image of i = i ◦ ϕ and define
B := C−1Q̂ Q̂t(C
−1)t,
where Mt is the transpose of a matrix M . Note that B is a symmetric matrix.
Let r := rkB be the rank of B and observe that
r = rk(Q̂ · Q̂t) = n− dim(Ker Q̂t ∩I )
with 0 ≤ r ≤ n.
Definition 39. Let T be a semi-linear transformation of Fnq as in (∗). We define
the quasi-Euclidean scalar product ·∗ on F
n
q as ~a ·∗
~b := ~aB~bt for any ~a,~b ∈ F
n
q ,
and we denote by C ∗ the linear quasi-Euclidean dual code of a linear code C with
respect to ·∗, i.e.
C
∗ :=
{
~x ∈ Fnq | ~x ·∗ ~c = 0 for every ~c ∈ C
}
.
Theorem 40. Let C ⊂ Fnq be a linear code. Then we have the following properties:
(i) C ∗ = (C ·B)⊥;
(ii) dimC ∗ = dimC⊥ + dim(C ∩Ker B);
(iii) C ∗B = C⊥ ∩ (Im B), where Im B := {~y ∈ Fnq | ~y = ~xB for some ~x ∈ F
n
q };
(iv) (C ∗)∗ = C +Ker B, where Ker B := {~x ∈ Fnq | ~xB = ~0};
(v) i(C ∗) = i(C )⊥ ∩I = i(C +Ker B)⊥ ∩I ;
(vi) (Fnq )
∗ = Ker B = (Im B)⊥, (Ker B)∗ = Fnq , (Ker B)
∗∗ = Ker B.
Proof. (i) To prove C ∗ = (C · B)⊥, we observe that
~w ∈ (C ·B)⊥ ⇐⇒ ~w · (~cB) = 0, ∀~c ∈ C
⇐⇒ ~wBt~ct = 0, ∀~c ∈ C
⇐⇒ ~wB~ct = 0, ∀~c ∈ C
⇐⇒ ~w ·∗ ~c = 0, ∀~c ∈ C
⇐⇒ ~w ∈ C ∗ .
(ii) This follows easily from
dim(C · B) = dimC − dim(C ∩Ker B)
and dimC ∗ = n− dim(C · B).
(iii) If ~x ∈ C ∗B, then ~x ∈ Im B and ~x = ~c∗B for some ~c∗ ∈ C ∗. Hence for every
~c ∈ C we get
~x · ~c = ~c∗B · ~c = ~c∗ ·∗ ~c = 0,
i.e. C ∗B ⊆ C⊥ ∩ (Im B). On the other hand, let ~y ∈ C⊥ ∩ (Im B). Then
~y = ~vB ∈ C⊥ for some ~v ∈ Fnq . Thus for any ~c ∈ C we have
~v ·∗ ~c = ~vB~ct = ~y · ~c = 0,
that is, C⊥ ∩ (Im B) ⊆ C ∗B.
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(iv) Let ~x = ~c+~b ∈ C +Ker B. Then for every ~c∗ ∈ C ∗ by (i) we have
~x ·∗ ~c∗ = ~xB~c∗t = (~cB +~bB) · ~c∗ = (~cB) · ~c∗ = 0,
i.e. C +Ker B ⊆ (C ∗)∗. Let ~v ∈ (C ∗)∗. Then for any ~x ∈ C ∗ we get
~vB · ~x = ~vB~xt = ~v ·∗ ~x = 0,
i.e. ~vB ∈ (C ∗)⊥ = CB. Thus there exists a ~c ∈ C such that ~vB = ~cB. This
implies that (~v−~c)B = ~0, that is, ~v−~c ∈ Ker B and ~v = ~c+~b for some ~b ∈ Ker B.
(v) If ~x ∈ i(C ∗), then ~x = i(~v) = ~vC−1Q̂ ∈ I for some ~v ∈ C ∗. Hence for every
~c ∈ C and ~b ∈ Ker B, we have
~x · i(~c+~b) = ~x · i(~c) + ~x · i(~b) = ~v ·∗ ~c+ ~v · (~bB) = 0,
that is, i(C ∗) ⊆ i(C + Ker B)⊥ ∩ I . Now, let ~x ∈ i(C + Ker B)⊥ ∩ I , i.e.
~x = i(~v) = ~vC−1Q̂ ∈ i(C + Ker B)⊥ ⊆ i(C )⊥ for some ~v ∈ Fnq . Thus for every
~y ∈ C we have
~v ·∗ ~y = ~vB~yt = (~vC
−1Q̂)(~yC−1Q̂)t = ~x · i(~y) = 0,
i.e. ~v ∈ C ∗. Hence we get ~x = i(~v) ∈ i(C ∗), that is, i(C +Ker B)⊥ ∩I ⊆ i(C ∗).
Let us prove now that i(C ∗) is also equal to i(C )⊥ ∩ I . Let ~x ∈ i(C ∗). Then
~x = i(~c∗) ∈ I for some vector ~c∗ ∈ C ∗. Therefore for every ~c ∈ C we have
~x · i(~c) = i(~c∗) · i(~c) = ~c∗ ·∗ ~c = 0,
i.e. ~x ∈ i(C )⊥ ∩I . On the other hand, let ~y ∈ i(C )⊥ ∩I . Then ~y = i(~z) ∈ I for
some ~z ∈ Fnq and for every ~c ∈ C we get
0 = i(c) · ~y = i(c) · i(z) = ~c ·∗ ~z.
Hence ~z ∈ C ∗, i.e. ~y ∈ i(C ∗).
(vi) Since ({~0})∗ = Fnq , the equalities (F
n
q )
∗ = (Im B)⊥ and (Fnq )
∗ = Ker B follow
easily from (i) with C = Fnq and from (iv) with C = {~0} respectively. Finally, by
taking C = Ker B, the equalities (Ker B)∗ = Fnq and (Ker B)
∗∗ = Ker B are
immediate consequences of (i) and (iv), respectively. 
Corollary 41. Let C ⊆ Fnq be a linear code. If r = n, then we have
(j) C ∗ = C⊥ · B−1;
(jj) dimC ∗ = dimC⊥;
(jjj) (C ∗)∗ = C ;
(jv) i(C ∗) = i(C )⊥ ∩I ;
(v) (Fnq )
∗ = {~0}, ({~0})∗ = Fnq .
Remark 42. When r = n, by Corollary 41 (j) we can easily obtain a generator
matrix of C ∗ by multiplying the parity check matrix of C with the matrix B−1.
Moreover, when r = 0, we see that B is the null matrix and in this case Q̂ repre-
sents a generator matrix of an euclidean self-orthogonal code C (i.e. C ⊆ C⊥) of
dimension n in Fmq .
Remark 43. From Theorem 40 (vi), it follows that Ker B ⊆ {~v}∗ for any ~v ∈ Fnq .
In particular, we deduce that Ker B ⊆ C ∗ for any linear code C ⊆ Fnq .
Example 44. In F34, where F4 = F2[α] with α
2 +α+1 = 0, consider the following
four polynomials:
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(1) f0 = X
3 +X2 + 1; (2) f1 = X
3 + α2X2 + α2X + α;
(3) f2 = X
3 +X2 + αX + α2; (4) f3 = X
3 + α2.
Note that m = 7 for the first case, while m = 6 for the other cases. Then
X6 − 1 = f1 · qf1 = f2 · qf2 = f3 · qf3 , X
7 − 1 = f0 · qf0
where
qf0 = X
4 +X3 +X2 + 1, qf1 = X
3 + αX2 + α2X + α2,
qf2 = X
3 +X2 + αX + α, qf3 = X
3 + α.
Therefore this gives
Q0 =
 1 0 1 1 1 0 00 1 0 1 1 1 0
0 0 1 0 1 1 1
 , Q1 =
 α2 α2 α 1 0 00 α α α2 1 0
0 0 α2 α2 α 1
 ,
Q2 =
 α α 1 1 0 00 α2 α2 1 1 0
0 0 α α 1 1
 , Q3 =
 α 0 0 1 0 00 α2 0 0 1 0
0 0 α 0 0 1
 ,
and
B0 =
 0 0 00 0 0
0 0 0
 , B1 =
 α 1 α1 α2 1
α 1 α
 ,
B2 =
 0 α2 0α2 0 α
0 α 0
 , B3 =
 α 0 00 α2 0
0 0 α
 ,
with rk Bi = i for i = 0, ..., 3. Observe that from Remark 42 it follows that Q0
is the generator matrix of an euclidean self-orthogonal code (in fact, an euclidean
self-orthogonal cyclic code) of type [7, 3]4 with minimum Hamming distance equal
to three.
Corollary 45. Let C be a linear code in Fnq . Then
C ⊆ C ∗ ⇐⇒ i(C ) ⊆ i(C )⊥,
i.e. C is self-ortogonal with respect to ·∗ if and only if i(C ) is self-ortogonal with
respect to ·.
Proof. Since i is injective, the statement is an immediate consequence of Theorem
40 (v) and the following equivalence: i(C ) ⊆ i(C )⊥ ∩I ⇐⇒ i(C ) ⊆ i(C )⊥. 
Lemma 46. For any ~c ∈ Fnq and k ∈ N, we have
i(~c T k) = i(~c)(Θ ◦ P̂ )k,
where
P̂ :=

P1
P2
. . .
Pr

and the Pi’s are the mi ×mi matrices as in Proposition 29 for every i = 1, ..., r.
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Proof. It is sufficient to prove the statement for k = 1. Thus, for every ~c ∈ Fnq , let
~v = (~v1, ..., ~vr) ∈ F
n1
q × ...× F
nr
q be the vector such that ~c = ~vC. By definition and
Proposition 30 we have
i(~c T ) = i(~c TC−1) = i(~c C−1(Θ ◦D)CC−1) = i((~v)(Θ ◦D)) =
= i((~v1Θ ◦M1, ..., ~vrΘ ◦Mr)) = ((~v1)(Θ ◦M1)Q1, ..., (~vr)(Θ ◦Mr)Qr) =
= (i1(~v1Θ ◦M1), ..., ir(~vrΘ ◦Mr)) = (i1(~v1)(Θ ◦ P1), ..., ir(~vr)(Θ ◦ Pr)) =
= (i1(~v1), ..., ir(~vr))(Θ ◦ P̂ ) = (~v1Q1, ..., ~vrQr)(Θ ◦ P̂ ) =
= (~v1, ..., ~vr)Q̂(Θ ◦ P̂ ) = (~v)Q̂(Θ ◦ P̂ ) = i(~v)(Θ ◦ P̂ ),
that is, i(~c T ) = i(~v)(Θ ◦ P̂ ) = i(~c)(Θ ◦ P̂ ). 
Corollary 47. Let C ⊆ Fnq be a linear code. Then
C is a T -code ⇐⇒ i(C ) is a linear code invariant under Θ ◦ P̂ .
Proof. From Lemma 46 it follows that
C is a product T -code ⇐⇒ ϕ(C ) is a linear code invariant by Θ ◦ D ⇐⇒
i(ϕ(C )) = i(C ) is a linear code invariant by Θ ◦ P̂ . 
Corollary 48. Let C = (C1× ...×Cr)ĈC be a linear code in F
n
q = F
n1
q × ...×F
nr
q ,
where Ĉ is an invertible matrix and Ci ⊆ F
ni
q is a linear code for every i = 1, ..., r.
If there exists an invertible matrix C such that Ĉ(Q̂Q̂t) = (Q̂Q̂t)C, then C
∗ =
(C ∗1 × ... × C
∗
r )C
−1
t C, where C
∗
i ⊆ F
ni
q is the quasi-Euclidean dual code of Ci for
every i = 1, ..., r. In particular, if C = (C1 × ... × Cr)C is a product T -code, then
C
∗ = (C ∗1 × ...× C
∗
r )C.
Proof. By Theorem 40(i) and Theorem 23, we have
C
∗ = (CB)⊥ = ((C1 × ...× Cr)ĈCB)
⊥ = ((C1 × ...× Cr)ĈQ̂ Q̂tC
−1
t )
⊥ =
= ((C1 × ...× Cr)Q̂ Q̂tCC
−1
t )
⊥ = ((C1 × ...× Cr)CBCtCC
−1
t )
⊥ =
= ((C1 × ...× Cr)CB)
⊥C−1C
−1
t C = ((C1 × ...× Cr)C)
∗C−1C
−1
t C =
= (C ∗1 × ...× C
∗
r )CC
−1C
−1
t C = (C
∗
1 × ...× C
∗
r )C
−1
t C,
i.e. C ∗ = (C ∗1 × ...× C
∗
r )C
−1
t C. 
Finally, we have the following
Proposition 49. Let CT ⊆ F
n
q be a semi-linear T -code invariant under a θ-semi-
linear transformation T = Θ◦M. If there exists a matrix M̂ such that BθM̂ =MB,
then the quasi-Euclidean dual code C ∗T is a T
′-code, where T ′ = Θ−1 ◦ (M̂t)θ−1 .
Proof. Note that the linear code CTB is invariant under the θ-semi-linear trans-
formation Θ ◦ M̂ . Thus we can conclude by Theorem 40 (i) and Proposition 25.

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3.3. Hermitian duals. Assume that the order s of θ ∈ Aut(Fq) divides mi for
every i = 1, ..., r, i.e.
(⋄⋄) {?} mi = m
′
i · s , m
′
i ∈ N .
Note that assumption (⋄⋄) is always satisfied when θ = id.
Define a “conjugation” map Φ on Rm := R/R(X
m1 − 1)× ...× R/R(Xmr − 1)
such that
Φ((ai1X
i1 , ..., airX
ir )) := (Φ1(ai1X
i1), ...,Φr(airX
ir )),
where
Φk(aikX
ik) := θ−ik(aik)X
mk−ik ∈ R/R(Xmk − 1)
for k = 1, ..., r, which is extended to all elements of Rm by linearity of addition.
We then define a product of two elements ~p(X) = (p1(X), ..., pr(X)) ∈ Rm and
~t(X) = (t1(X), ..., tr(X)) ∈ Rm by
~p(X) ∗
P̂
~t(X) := (p1(X)Φ1(t1(X)), ..., pr(X)Φr(tr(X))).
By the above commutative diagram, we can also define a Hermitian product of
two elements ~a(X) := (a1(X), ..., ar(X)) and ~b(X) := (b1(X), ..., br(X)) of Rn :=
R/Rf1 × ...×R/Rfr by
< ~a(X),~b(X) >:= j(~a(X)) ∗
P̂
j(~b(X)).
The next two results are now an immediate generalization of [9, Proposition 3.2
and Corollary 3.3].
Proposition 50. Assume that (⋄⋄) holds. Let ~a = ( ~a1, ..., ~ar),~b = (~b1, ..., ~br) ∈
F
n1
q × ...× F
nr
q and denote by
~a(X) := (π1( ~a1), ..., πr( ~ar)) := (a1(X), ..., ar(X))
and
~b(X) := (π1(~b1), ..., πr(~br)) := (b1(X), ..., br(X))
their polynomial representation in R/Rf1 × ...×R/Rfr via π = (π1, ..., πr) respec-
tively. If (⋄⋄) holds, then
~ai·∗i
~bi(Θ◦Mi)
hi = 0, for all 0 ≤ hi ≤ mi−1, i = 1, ..., r ⇐⇒ < ~a(X),~b(X) >= ~0.
Proof. Without loss of generality, we can assume that r = 1, since the state-
ment will follow easily by applying the below argument to each component of
< ~a(X),~b(X) >∈ Rm. Moreover, for simplicity we omit the subindexes.
Since θm = id, the condition < a(X), b(X) >= 0 is equivalent to
j(a(X)) ∗
P̂
j(b(X)) = 0 ⇐⇒ a(X)qfΦ(b(X)qf ) = 0
⇐⇒
(
m−1∑
i=0
a′iX
i
)
Φ
(
m−1∑
k=0
b′kX
k
)
= 0
⇐⇒
(
m−1∑
i=0
a′iX
i
)(
m−1∑
k=0
θ−k(b′k)X
m−k
)
= 0
⇐⇒
m−1∑
h=0
(
m−1∑
i=0
a′i+hθ
h(b′i)
)
Xh = 0,
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where the subscript i+ h is taken modulo m. Comparing the coefficients of Xh on
both sides of the last equation, we get
m−1∑
i=0
a′i+hθ
h(b′i) = 0, for all 0 ≤ h ≤ m− 1.
By Proposition 30 the above equation is equivalent for all 0 ≤ h ≤ m− 1 to
~a′ · ~b′(Θh ◦ P h) = 0 ⇐⇒ ~a′ · ~b′(Θ ◦ P )h = 0
⇐⇒ i(~a) · i(~b)(Θ ◦ P )h = 0
⇐⇒ i(~a) · i(~b(Θ ◦M)h) = 0
⇐⇒ ~aQ · (~b(Θ ◦M)h)Q = 0,
i.e. ~a ·∗ ~b(Θ ◦M)
h = 0 for all 0 ≤ h ≤ m− 1. 
Let I be a subset of Rn. We define the dual I
<,> of I in Rn taken with respect
to the Hermitian product <,> as
I<,> := {~a(X) ∈ Rn | < ~a(X),~t(X) >= ~0 , ∀~t(X) ∈ I }.
Definition 51. Let T be a semi-linear transformation of Fnq as in (∗). We define
the Hermitian dual code C ν of a linear code C ⊆ Fnq with respect to <,> as the
linear code
C
ν :=
{
~x ∈ Fnq | < ~x(X),~c(X) >= 0 for every ~c ∈ C
}
.
Remark 52. If I ⊆ Rn is a left R-submodule, then I
<,> is again a left R-
submodule of Rn. Consequently, from Theorem 6 we can deduce that if C
′ is
a code invariant under D as in (∗), then C ′
ν
= π−1(π(C ′)<,>) is again a code
invariant by D.
From Proposition 50 we can deduce the following results which relate the quasi-
Euclidean duals with the Hermitian dual codes of product T -codes.
Theorem 53. Let CT = (C1 × ... × Cr)C be a product T -code and define the
isomorphism π = π ◦ ϕ. If (⋄⋄) holds, then
π(C ∗T ) = π(CT )
<,> .
Proof. Since CT = (C1 × ... × Cr)C, from Corollary 48 we deduce that C
∗
T =
(C ∗1 × ...× C
∗
r )C. Thus it is sufficient to prove that
π(C ∗1 × ...× C
∗
r ) = π(C1 × ...× Cr)
<,> .
Moreover, without loss of generality, we can assume that r = 1. Therefore, let
π(~b) = π1(~b) ∈ π1(C
∗
1 ) for some
~b ∈ C ∗1 . Then for every ~a ∈ C1 and h ∈ Z≥0
we have ~b ·∗ ~a(Θ ◦M1)
h = 0. Thus by Proposition 50 we get < π1(~b), π1(~a) >=
0 for all ~a ∈ C1, i.e. π1(~b) ∈ π1(C1)
<,>. Hence π1(C
∗
1 ) ⊆ π1(C1)
<,>. Finally, let
b(X) ∈ π1(C1)
<,>. Then we get < b(X), π1(~a) >= 0, ∀~a ∈ C1. By Proposition 50
with h = 0, this implies that π−11 (b(X)) ·∗ ~a = 0, ∀~a ∈ C1, i.e. π
−1
1 (b(X)) ∈ C
∗
1 .
This shows that b(X) = π1(π
−1
1 (b(X))) ∈ π1(C
∗
1 ), that is, π1(C1)
<,> ⊆ π1(C
∗
1 ). 
Remark 54. Let CT = (C1× ...×Cr)C be a product T -code. Then from Theorem
53 we deduce that ϕ(C ∗) = (ϕ(C ))ν . In particular, if C = C1× ...×Cr is a product
of module θ-codes Ci for i = 1, ..., r, then we have C
∗ = C ν .
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Corollary 55. Let CT = (C1 × ... × Cr)C be a product T -code, where C is as in
(∗). If (⋄⋄) holds, then
CT = C
∗
T ⇐⇒ π(CT ) = π(CT )
<,> ,
i.e., CT is self-dual with respect to ·∗ ⇐⇒ π(CT ) is self-dual with respect to <,>.
Proof. Since π is an isomorphism, this follows immediately from Theorem 53. 
Theorem 56. Let CT = (C1× ...×Cr)C be a product T -code, where Ci = (gi)
ki,θ
ni,q
is
an fi-module θ-codes for every i = 1, ..., r. If (⋄⋄) holds, then C
∗
T = (C
∗
1 ×...×C
∗
r )C
is a product T -code, where C ∗i = (CiBi)
⊥ with Bi := Qi(Qi)t for i = 1, ..., r.
Furthermore, a generator matrix for C ∗T is given by
G∗ :=

G∗1
G∗2
. . .
G∗r
 · C ,
where
G∗i :=

π−1i (g
∗
i )
π−1i (g
∗
i )(Θ ◦Mi)
...
π−1i (g
∗
i )(Θ ◦Mi)
si−1
 ,
with si := dimC
∗
i , g
∗
i qfi = l.l.c.m(h
⊥
i , qi) mod (X
m
i − 1), h
⊥
i =
∑ki
j=0 θ
i(hki−j)X
j
and Xmi − 1 = giqfi(
∑ki
j=0 hjX
j), is the generator matrix of the quasi-Euclidean
code C ∗i for every i = 1, ..., r.
Proof. Since CT = (C1 × ... × Cr)C is a product T -code, then π(CT ) is a left R-
submodule of Rn. Hence π(CT )
<,> is a left R-submodule. By Proposition 48 and
Theorems 53 and 6, we conclude that C ∗T = (C
∗
1 × ...× C
∗
r )C is a product T -code.
Consider the following commutative diagrams
Ck
ik
//
πk

ik(Ck)
π′k

(gk)
jk
// (gkqfk)
C ∗k
ik
//
πk

ik(C
∗
k )
π′k

(g∗k) jk
// (Gk)
for every k = 1, ..., r. By Proposition 30 we see that ik(Ck) is a θ-cyclic code. So
from [4, Theorem 8] we know that ik(Ck)
⊥ is again a θ-cyclic code generated by
the skew polynomial h⊥k := h
∗
k ∈ R such that X
mk − 1 = gkqfkhk, where h
∗ is
as in [2, Definition 3]. Since Ik := Im ik is generated by qfk ∈ R, from Theorem
40 (v) it follows that π′k(ik(C
∗
k )) = (h
⊥
k ) ∩ (qfk), i.e. π
′
k(ik(C
∗
k )) = (Gk) with
Gk = l.l.c.m.(h
⊥
k , qfk). From Proposition 29 we deduce that πk(C
∗
k ) = (g
∗
k) with g
∗
k
such that Gk = g
∗
kqfk . 
Corollary 57. Let C = (C1× ...×Cr)C be a product T -code, where C is as in (∗).
If (⋄⋄) holds, then
C
∗ is a product T -code ⇐⇒ C +Ker B is a product T -code.
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Proof. Suppose that C ∗ = (C ∗1 × ...×C
∗
r )C is a product T -code. Then by Proposi-
tion 40 (iv) and Corollary 56 we see that C +Ker B = (C ∗)∗ is a product T -code.
Finally, assume that C +Ker B is a product T -code. Then by Theorem 40 (vi) and
Corollary 56, we deduce that C ∗ = C ∗ ∩ (Ker B)∗ = (C + Ker B)∗ is a product
T -code. 
Let us note here that the converse of Corollary 56 is not true in general, as the
following example shows.
Example 58. In F34, where F4 = F2[α] with α
2+α+1 = 0, consider the polynomial
f2 = X
3 +X2 + αX + α2. Then from Example 44 we know that m = 6 and
B2 =
 0 α2 0α2 0 α
0 α 0
 ,
with rk B2 = 2. Consider the linear code C ⊂ F
3
4 generated by the vectors ~e2 =
(0, 1, 0) and ~e3 = (0, 0, 1). Since
(~e3) Θ ◦
 0 1 00 0 1
α2 α 1
 = ~e3
 0 1 00 0 1
α2 α 1
 = (α2, α, 1) /∈ C ,
we see that C is not an f2-module θ-code. On the other hand, since Ker B2 is
generated by the vector (α2, 0, 1) and C ∩Ker B2 = {~0}, we obtain that
C +Ker B2 = C ⊕Ker B2 = F
3
4
is an f2-module θ-code. By Corollary 57 we get that C
∗ is an f2-module θ-code.
Remark 59. If (⋄⋄) holds, then Ker B ⊆ Fnq is a T -code such that Ker B =
(Ker B1 × ... × Ker Br), Ker B
⊥ = Im B, (Ker B⊥)⊥ = Ker B and Ker B∗ =
F
n
q , (Ker B
∗)∗ = Ker B. In particular, Ker B ⊆ Fnq does not contain any T -code
C ⊆ Fnq with C
∗ 6= Fnq .
4. An encoding and decoding algorithm
Given a θ-semi-linear transformation T = Θ ◦M and a product T -code CT ⊂ F
n
q
of dimension k < n, a classical codification of a message ~M ∈ Fkq is given by
~MGTC
−1, where GT is a generator matrix of CT and C is the invertible matrix
such that CT = (C1 × ...× Cr)C. Note that ~MGT ∈ CT and
~m := ~MGTC
−1 ∈ CTC
−1 = C1 × ...× Cr
for some fi-module θ-codes Ci = (gi), where the gi’s are right divisors of the fi’s
respectively (see Remark 3 and assumption (*)). However, this encoding method
is not systematic, i.e. it is not strictly related with an easy decoding algorithm.
So, let us give here a non-trivial and systematic encoding method for product
T -codes. Let ~M ∈ Fkq = F
k1
q × ... × F
kr
q be the original message such that
~M =
( ~M1, ..., ~Mr), where ~Mi ∈ F
ki
q for every i = 1, ..., r. Let CT = (C1 × ... × Cr)C be
a product T -code such that dimFq Ci = ki for any i = 1, ..., r. Note that Ci ⊆ F
ni
q
with ni ≥ ki for every i = 1, ..., r. Therefore, consider the natural injective map
ij : F
kj
q → F
nj
q such that ij(a1, ..., akj ) := (a1, ..., akj , 0, ..., 0) for any j = 1, ..., r,
and define the injective map
i := (i1, ..., ir) : F
k1
q × ...× F
kr
q → F
n1
q × ...× F
nr
q .
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Define ~m := i( ~M) = (( ~M1,~0), . . . , ( ~Mr,~0)) ∈ F
n1
q × ... × F
nr
q and denote by m =
(m1, . . . ,mr) ∈ Rn the representation of the message ~m = i( ~M) ∈ F
n
q = F
n1
q × ...×
F
nr
q , via the vector isomorphism
π := (π1, ..., πr) : F
n1
q × ...× F
nr
q → Rn := R/Rf1 × ...×R/Rfr .
At this point, we can encode the original message ~m := i( ~M) by working equiva-
lently on either (i) Rn, or (ii) F
n
q := F
n1
q × ...× F
nr
q .
(i) Multiply the original messages mi by X
ni−ki , where mi = mi,0 +mi,1X + ...+
mi,ki−1X
ki−1 and ki = dimFq Ci. The result is X
ni−ki ·mi = θ
ni−ki(mi,0)X
ni−ki +
θni−ki(mi,1)X
ni−ki+1 + ...+ θni−ki(mi,ki−1)X
ni−1 for i = 1, . . . , r. Write Xni−ki ·
mi = qigi + ri for every i = 1, ..., r, where deg ri < ni − ki. Since qigi ∈ Ci, we can
encode the original message ~m ∈ Fnq by
~m′ := (π−11 (X
n1−k1 ·m1 − r1), ..., π
−1
r (X
nr−kr ·mr − rr)) ∈ C1 × ...× Cr.
Since deg ri < ni−ki for every i = 1, ..., r, observe that all the information about the
original messages mi is contained in the last powers X
ni−ki , ..., Xni−1 of Xni−ki ·
mi − ri ∈ πi(Ci).
(ii) Define the map
Θ :
F
n1
q × · · · × F
nr
q −→ F
n1
q × · · · × F
nr
q
(~x1, . . . , ~xr) 7−→ (~x1(Θ ◦M1)
n1−k1 , . . . , ~xr(Θ ◦Mr)
nr−kr )
,
where the Mi’s are matrices as in Theorem 2. By applying Θ to ~m we have
~mΘ = (( ~M1,~0)(Θ ◦M1)
n1−k1 , . . . , ( ~Mr,~0)(Θ ◦Mr)
nr−kr )
= ((~0, ( ~M1)Θ
n1−k1), . . . , (~0, ( ~Mr)Θ
nr−kr ))
If ~m′ := ((~c1, ( ~M1)Θ
n1−k1), . . . , (~cr, ( ~Mr)Θ
nr−kr )) is such that ~m′Ht = ~0, where
H =
 H1 . . .
Hr

is the parity check matrix of C1 × ... × Cr and the matrices Hi = (Ini−ki | (Ti)t)
are given by Proposition 21 for every i = 1, ..., r. Then ~m′ ∈ C1 × · · · × Cr is the
encoded message of ~m ∈ Fnq .
Now, let ~m′′ be the received message. If during the transmission of the encoded
message ~m′ there were not errors, i.e. ~m′′ ∈ C1 × · · · × Cr, then in both cases (i)
and (ii) we can decode ~m′′ = (~m′′1 , ..., ~m
′′
r ) by applying Θ
−ni+ki to each component
~m′′i of ~m
′′. The original components ~mi of ~m = (~m1, ..., ~mr) will be given by the
last ki coordinates of (~m
′′
i )Θ
−ni+ki for every i = 1, ..., r.
Finally, if there were errors during the transmission of the message ~m′, i.e. ~m′′ /∈
C1 × · · · × Cr, then by assuming that the error ~e, defined as
~e := ~m′′ − ~m′ ∈ ~m′′ + (C1 × ...× Cr),
where ~m′′ and ~m′ are the received and the encoded messages respectively, has small
weight wt(~e), we can use the below error detecting and correcting algorithm inspired
by [6] and then the above decoding procedure.
26 LUIS FELIPE TAPIA CUITIN˜O AND ANDREA LUIGI TIRONI
A Meggitt type error correcting algorithm.
Put dmin := mini=1,...,r{d(Ci)}, where d(Ci) := di is the minimum Hamming
distance of the code Ci for i = 1, ..., r, and assume that
wt(~e) ≤
dmin − 1
2
.
Let πj : F
nj
q → R/Rfj be the usual isomorphism for every j = 1, ..., r.
For any vector ~v = (~v1, ..., ~vr) ∈ F
n
q = F
n1
q ×...×F
nr
q put π(~v) := (π1(~v1), ..., πr(~vr))
and define the syndrome of π(~v) as follows:
S(π(~v)) := (Rg1(π1(~v1)), ..., Rgr (πr(~vr))),
where Rgi(πi(~vi)) is the rest of the division of πi(~vi) by gi for every i = 1, ..., r.
Observe that S(π(~m′)) = (0, ..., 0). Hence S(π(~e)) = S(π(~m′′)). Denote by ti
the polynomials in R such that ti ·X = 1 in R/Rfi for every i = 1, ..., r.
Algorithm 2:
Input: ~m′′ = (~m′′1 , ..., ~m
′′
r )
• Step 1: Compute all the syndromes
S(π(~e′)) = S((π1(~e′1), ..., πr(~e′r)),
where πi(~e′i) =
∑ni−1
j=0 e
′
j,iX
j is such that wt(~e′i) = wt(πi(~e′i)) ≤
di−1
2
with di the minimum Hamming distance of Ci and e
′
i,ni−1
6= 0;
• Step 2: Compute S(π(~m′′)) and define ~s := S(π(~m′′));
• Step 3: If ~s = ~0 ∈ R/Rf1 × ...×R/Rfr then write ~e = ~0;
• Step 4: If ~s is equal to some of the syndromes S(π(~e′)) of Step 1, then
write ~e = ~e′;
• Step 5: If ~s is not in the list of Step 1, then
~m′′ = ~m′ + ~e′′
for some error ~e′′ = ( ~e′′1, ..., ~e′′r) ∈ F
n1
q ×...×F
nr
q such that wt( ~e
′′) ≤ dmin−12
and π( ~e′′) = (
∑h1
j=0 e
′′
j,1X
j, ...,
∑hr
j=0 e
′′
j,rX
j) with e
′′
hi,i
6= 0, hi ≤ ni− 1 and
hk < nk − 1 for some k = 1, ..., r. Since θ is an automorphism of Fq, there
exists an integer δk := nk − hk − 1 such that
ek := X
δk ·
 hk∑
j=0
e
′′
j,kX
j
 ,
i.e. πk( ~Ek) := ek =
∑nk−1
j=0 ej,kX
j is such that wt( ~Ek) ≤
dk−1
2 and
enk−1,k 6= 0. Thus the syndrome
S((π1(~e′1), ..., ek, ..., πr(~e′r))
is as in Step 1, where πi(~e′i) =
∑ni−1
j=0 e
′
j,iX
j is such that wt(πi(~e′i)) ≤
di−1
2
and e′i,ni−1 6= 0 for i 6= k. Then write
~e = (~e′1, ..., π
−1
k (t
δk
k · ek), ...,
~e′r);
Output: ~m′ = ~m′′ − ~e.
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5. A method to construct T -codes
Observe that to construct a product T -code (see Definition 16) it is sufficient to
construct module θ-codes (see Definition 14).
Note that in R there are exactly qr−1(q − 1) different polynomials of the form
g = g0 + g1X + ... + gr−1X
r−1 + Xr with g0 6= 0. Thus if h is another monic
polynomial of degree r, then it follows that (g) 6= (h) whenever g 6= h. Furthermore,
for any given monic polynomial g ∈ R of degree r < n as above there exists a
polynomial f ∈ R of degree n such that g is a (right) divisor of f . This shows that
there exist qr−1(q − 1) module θ-codes with parameters of [n, n− r]q .
From now on, a linear code C of type [n, k]q with Hamming distance equal to d
will be called simply a code of type [n, k, d]q.
So, let us give here the following
Definition 60.
Dθq(n, k) := max {d | ∃ a module θ−code of type [n, k, d]q}
Similarly to [8, Proposition 3.1], we can obtain the following
Proposition 61.
Dθq(n, k) ≥ D
θ
q(n+ 1, k + 1).
Proof. Let g = g0+ g1X+ ...+ gn−kX
n−k be the generator polynomial of a module
θ-code Cn+1,k+1 with parameters [n + 1, k + 1, D
θ
q(n + 1, k + 1)]. Observe that g0
and gn−k are distinct to zero and that the generator matrix Gn+1,k+1 of Cn+1,k+1
has the form 
g0 g1 ... gn−k 0 ... 0
0
... Gn,k
0
 ,
where Gn,k is the following matrix
θ(g0) ... θ(gn−k) 0 ... 0
0 θ2(g0) ... θ
2(gn−k) ... 0
...
. . .
. . .
...
0 ... 0 θk(g0) ... θ
k(gn−k)
 .
Note that the minimum (Hamming) distance decided by Gn,k is at least D
θ
q(n +
1, k + 1). Define G := θ(g0) + θ(g1)X... + θ(gn−k)X
n−k. Then G is the generator
polynomial of a module θ-code Cn,k of type [n, k, d]q with d ≥ D
θ
q(n + 1, k + 1).
Hence we get Dθq(n, k) ≥ d ≥ D
θ
q(n+ 1, k + 1). 
Remark 62. If C is a module θ-code of type [n, k,∆]q with distance ∆ ≥ 1, then
we have Dθq(n, k) ≥ ∆. Therefore by Proposition 61 we see that for any integer δ
such that 0 ≤ δ < k there exists at least a module θ-code C ′ of type [n−δ, k−δ, d]q
with d ≥ ∆. Thus the above result can be useful to ensure the existence and the
construction of module θ-codes of type [n, k, d]q with distance d greater than or
equal to some fixed value ∆ and small values for n and k.
Denote by Fθq ⊆ Fq the field fixed by θ. In what follows we try to construct
vectors ~v ∈ Fnq such that 1 ≤ dim[~v] ≤ k for some integer k < n, where [~v] ⊂ F
n
q
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is the vector subspace generated by
{
~v, (~v)(Θ ◦Ac), (~v)(Θ ◦Ac)
2, ...
}
and Ac is the
companion matrix of f ∈ R as in Remark 27.
For simplicity, put A := Ac and note that
(~v)(Θ ◦Aθ) = (~v)(A ◦Θ)
for any ~v ∈ (Fq)
n, where Aθ := [θ(aij)] if A = [aij ]. This gives the following
Lemma 63. For every integer k ≥ 1, we have
(Θ ◦A)k = Θk ◦Ak,
where Ak := Aθk−1 · ... ·Aθ2 · Aθ ·A for k ≥ 2 and A1 := A.
Let h be an integer such that 1 ≤ h ≤ n− 1 and consider the equation:
(#) (~v)(Θ ◦A)hxh + ...+ (~v)(Θ ◦A)
1x1 + (~v)x0 = ~0.
If there exists a non-trivial vector ~v and a non-zero xh ∈ Fq which satisfies the
above equation (#), we can deduce that (~v)(Θ ◦ A)h can be written as a linear
combination of vectors in
{
~v, (~v)(Θ ◦A), ..., (~v)(Θ ◦A)h−1
}
, i.e. 1 ≤ dim[~v] ≤ h.
In order to simplify equation (#), we will consider only vectors ~v ∈ (Fθq)
n. In
this case, by Lemma 63 (#) becomes
(#′) ~v · (Ahxh + ...+A1x1 + Ix0) = ~0,
where ~v ∈ (Fθq)
n. Thus the existence of a non-trivial vectors ~v ∈ (Fθq)
n which
satisfy equation (#′) implies the existence of non-trivial solutions xh, ..., x1, x0 of
the equation
(#′′) det(Ahxh + ...+A1x1 + Ix0) = 0.
So we can translate the problem of finding a vector ~v 6= ~0 in (Fθq)
n which is a
solution of (#) to the problem of finding non-trivial solutions xh, ..., x1, x0 in Fq of
(#′′). Define
Fh(x0, x1, ..., xh) := det(Ahxh + ...+A1x1 + Ix0).
We have the following
Lemma 64. The polynomial Fh(x0, x1, ..., xh) is an homogeneous polynomial of
degree n in the variables x0, x1, ..., xh.
Proof. For any λ ∈ Fq, we get
Fh(λx0, λx1, ..., λxh) = det(Ah(λxh) + ...+A1(λx1) + I(λx0))
= det(λI) · det(Ahxh + ...+A1x1 + Ix0)
= λn · Fh(x0, x1, ..., xh),
and this gives the statement. 
From Lemma 64 it follows that the zero locus Z(Fh(x0, x1, ..., xh)) of Fh(x0, x1, ..., xh)
on the projective space Ph(Fq) is well defined. Put
Zh,n := Z(Fh(x0, x1, ..., xh)) ⊂ P
h(Fq).
Then Zh,n is a hypersurface of P
h(Fq), i.e. dimZh = h − 1, of degree n ≥ h + 1.
Moreover, all the points of Zh,n represent no trivial solutions of (#
′′). This gives a
relation between the construction of a module θ-code C = [~v] of dimension less or
equal to h, where ~v ∈ (Fθq)
n ∩Ker (Ahxh + ...+A1x1 + Ix0), with the existence of
(rational) points on the hypersurface Zh,n of P
h(Fq).
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Remark 65. The above procedure gives a method to construct an f -module θ-
code. Moreover, when θ = id we know from [5] that the number Nq of Fq-points of
the hypersurface Zh,n is bounded for the following inequalities:
(i) Nq ≤ (n− 1)q + 1 if h = 2, except for a curve Z2,4 over F4;
(ii) Nq ≤ (n− 1)q
h−1 + nqh−2 + q
h−2−1
q−1 if h ≥ 3.
For the general case of T -codes, an argument similar to the above can be directly
applied to a semi-linear transformation D := Θ◦diag(M1, ...,Mr) instead of Θ◦Ac.
Recall that any T -code CT can be obtained from a code CD invariant under D by
the relation CT = CDC, where C is an invertible matrix such that CTC
−1 = D.
Therefore, to obtain a T -code it is sufficient to construct a code CD invariant under
D. As above, this allows us to find (rational) solutions of the following equation
(##) (~v)(Θ ◦D)hxh + ...+ (~v)(Θ ◦D)
1x1 + (~v)x0 = ~0
for some integer h such that 1 ≤ h ≤ n − 1, where D = diag(M1, ...,Mr). By
considering only non-trivial vectors ~v ∈ (Fθq)
n, (##) becomes simply
(##′) ~v · (Dhxh + ...+D1x1 + Ix0) = ~0
which immediately implies the existence of non-trivial solutions xh, ..., x1, x0 ∈ Fq
of the following equation
(##′′) det(Dhxh + ...+D1x1 + Ix0) = 0,
whereDi = diag((M1)i, ..., (Mr)i) and (Mj)i is as in Lemma 63 for every j = 1, ..., r
and i = 1, ..., h. Observe that (##′′) is equivalent to
det(diag((M1)hxh + ...+ (M1)x1 + Ix0, ..., (Mr)hxh + ...+ (Mr)x1 + Ix0)) =
= det((M1)hxh + ...+ (M1)x1 + Ix0) · ... · det((Mr)hxh + ...+ (Mr)x1 + Ix0) = 0,
i.e.
F (x0, x1, ..., xh) := F1,h(x0, x1, ..., xh) · ... · Fr,h(x0, x1, ..., xh) = 0,
where Fi,h(x0, x1, ..., xh) := det((Mi)hxh+ ...+(Mi)x1 + Ix0) for every i = 1, ..., r.
In this case, the zero locus Z(F (x0, x1, ..., xh)) of F (x0, x1, ..., xh) on the pro-
jective space Ph(Fq) is a complete intersection of type (d1, ..., dr), where di :=
degFi,h(x0, x1, ..., xh), and its (rational) points are solutions of (##
′′).
When θ = id, the above arguments work also with M instead of Θ ◦A and give
us a method to construct all the linear codes C ⊆ Fnq invariant under a matrix M
as in (∗). Indeed, for h = n− 1 the equation (#′′) becomes simply
det(Mn−1xh + ...+M
1x1 + Ix0) = 0.
Thus by any point (x0, x1, ..., xn−1) ∈ Zn−1,n we can construct a polynomial p =
p(X) ∈ Fq[X ] such that det p(M) = 0.
By the following Magma [1] program we can find all the solutions of the equation
det(Mn−1xh + ...+M
1x1 + Ix0) = 0 in Fa[X ] :
F<w>:=GF(a);
P<x>:=PolynomialRing(F);
PointsCode := function(M);
k:=Parent(M[1,1]);
n:=Nrows(M);
P<[x]>:=ProjectiveSpace(k,n);
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X:=Scheme(P,Determinant(&+[x[i+1]*M^i : i in [0..n]]));
pts:=Points(X);
ll:=[];
for pp in pts do
p:=Eltseq(pp);
ll := ll cat [NullSpace(&+[p[i+1]*M^i : i in [0..n]])];
end for;
return ll;
end function;
In fact, when θ = id, we can say more about the above polynomial p ∈ Fq[X ].
Proposition 66. Assume that θ = id. Let m ∈ Fq[x] be the minimal polynomial
of an invertible matrix M . If g = gcd(p,m) for some polynomial p ∈ Fq[X ], then
(1) Ker p(M) = Ker g(M);
(2) Ker p(M) 6= ~0 ⇐⇒ g 6= 1.
Proof. Note that g = pa +mb for some polynomials a, b ∈ Fq[X ]. Hence g(M) =
p(M)a(M) and p(M) = g(M)b(M). This shows that Ker p(M) ⊆ Ker g(M) and
Ker g(M) ⊆ Ker p(M) respectively, i.e. Ker p(M) = Ker g(M).
Finally, to prove (2), first assume that g = 1. Then g(M) = p(M)a(M) is the
identity matrix. This shows that det p(M)·deta(M) = 1, i.e. det p(M) 6= 0, but this
gives a contradiction. On the other hand, if g 6= 1 then m = hg and p = lg for some
polynomials h, l ∈ Fq[X ]. Hence h(M)g(M) is the zero matrix. Since deg h < degm
and m is the minimal polynomial of M , we deduce that det g(M) = 0. Thus we
get det p(M) = det(l(M)g(M)) = 0, i.e. Ker p(M) 6= ~0. 
Conclusion
In this paper we study the main properties of codes invariant by a semi-linear trans-
formation of Fnq for n ≥ 2 in the non-commutative ring Fq[X, θ], where θ : Fq → Fq
is an automorphism of the finite field Fq with q elements. In particular, we intro-
duce the notion of product semi-linear codes and we study their Euclidean, quasi-
Euclidean and Hermitian dual codes. The main ingredient here is the construction
of an injective map which transforms a product semi-linear code into a skew cyclic
code for taking advantages of the nice properties of these latter well-known codes.
In addition, we show some connections between these three types of dual codes and
we give an encoding and decoding algorithm with product semi-linear codes and a
method to construct a code invariant under a semi-linear transformation of Fnq . It
is hopped that all these results will be a future topic of interest for further studies
on generalized cyclic codes and skew quasi-cyclic codes.
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