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Abstract
We use the Floquet theory of the Hill’s equation to prove the conjecture that all solutions of the
second order forced linear differential equation y′′ + c(sin t)y = cos t , are oscillatory on [0,∞) for
all c = 0.
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1. Introduction
We are interested in the oscillatory behavior of solutions of Hill’s equation under peri-
odic forcing:
y′′(t) + q(t)y(t) = f (t), t  0, (1.1)
where q(t), f (t) are periodic functions of the same period T > 0, and q(t) ≡ k, k is a real
constant. A solution y(t) of (1.1) is said to be oscillatory if y(t) has arbitrarily large zeros
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of (1.1) is said to be nonoscillatory if it has at most a finite number of zeros in [0,∞).
Unlike the unforced equation when f (t) ≡ 0, Eq. (1.1) can possess both oscillatory and
nonoscillatory solutions.
Equation (1.1) when f (t) ≡ 0 was first studied by G.W. Hill [10] in 1886 in connection
with motions of the moon in a periodic gravitational field and it was often referred to as
the Hill’s equation. The forced equation (1.1) describes the physical system of a pendulum
whose point of support is made to move along a vertical line with period T and the mass
is subject to an external force being applied periodically with the same period T . One is
interested in knowing the relationship between the periodic functions q(t) and f (t) with
the same period T so that Eq. (1.1) is oscillatory or otherwise possesses nonoscillatory
solutions.
In the unforced case, when f (t) ≡ 0, it is well known that all solutions of Eq. (1.1) are
oscillatory if the coefficient q(t) is of mean value zero, i.e.,
∫ T
0 q(t) dt = 0, see Coppel
[6, p. 25]. See also [13] for some recent related results on an unforced Hill’s equation with
periodic damping. However, little is known of the forced equation particularly when the
coefficient q(t) is also oscillatory. Recent results on interval oscillation criteria showed
that when q(t) is “large” compared with the forcing term f (t), then one can expect that
Eq. (1.1) is oscillatory, see [18–20]. More specifically in [18], it was shown that the proto-
type equation
y′′(t) + c(sin t)y(t) = cos t, c = 0, (1.2)
is oscillatory provided that |c| 2572
√
15 ≈ 1.3448. This is not entirely satisfactory because
the “companion equation” to (1.2), namely,
y′′(t) + c(sin t)y(t) = sin t, c = 0, (1.3)
always has both nonoscillatory and oscillatory solutions for every c = 0. To see this, we
note that the general solution of (1.3) is written as
y(t) = c−1 + Ax1(t) + Bx2(t), (1.4)
where x1(t) and x2(t) are linearly independent solutions of the homogeneous equation
x′′(t) + c(sin t)x(t) = 0, c = 0, (1.5)
and A,B are constants depending on initial conditions. From the representation given by
(1.4), we see that Eq. (1.3) always has a particular nonoscillatory solution c−1, by setting
A = B = 0. On the other hand, if either x1(t) or x2(t) is unbounded and oscillatory, then
for each c = 0, we can choose one of the two constants A or B appropriately and set
the other to zero to obtain an oscillatory solution of (1.3). When both x1(t) and x2(t)
are bounded and oscillatory, then Eq. (1.5) shows that x′′1 (t) and x′′2 (t) are also bounded.
Suppose that both x1(t) and x2(t) tend to zero as t → ∞, i.e. all solution of (1.5) tend
to zero, then their derivatives also tend to zero. This is impossible because the Wronskian
W(x1, x2) ≡ x1(t)x′2(t)− x2(t)x′1(t) is a nonzero constant. Thus either x1(t) or x2(t) must
satisfy lim supt→∞ x(t) > 0. We can then choose A or B sufficiently large to dominate the
nonoscillatory constant c−1 in (1.4) so that Eq. (1.3) has an oscillatory solution. This shows
that Eq. (1.3) possesses both oscillatory and nonoscillatory solutions for every c = 0.
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Eq. (1.2) is oscillatory for all c = 0 as speculated in [18]. The purpose of this paper is to
prove this conjecture, the validity of which will add knowledge to the subject of forced
oscillations of second order linear differential equations. Our method of proof is based
upon a revisit of the Floquet theory of the Hill’s equation which is discussed in Section 2. In
Section 3, we focus our attention to the special Hill’s equation (1.5) and study the behavior
of its associated Poincaré index F(c) for the range of c relevant to the proof of our main
result. In Section 4, we give the proof of the stated conjecture. Section 5 is devoted to a
related problem concerning the forced Matthieu’s equation
Ma[y] = y′′ + (a + sin t)y = cos t. (1.6)
In the unforced case, Ma[y] = 0, it is known that all solutions are oscillatory when
a > a∗ ≈ −0.378489 where a∗ is known as the oscillation constant and the Matthieu’s
equation Ma[y] = 0 is nonoscillatory for all a  a∗. The value a∗ is determined by a con-
tinuous fraction, see McLachlan [16, p. 29] or Leighton [14, p. 499]. We shall prove that
oscillation is maintained for Eq. (1.6) provided that a > a∗ by using the techniques devel-
oped in Sections 2–4. In the final section, we discuss the limitation of our approach and
propose a few open problems for further research.
2. Floquet theory revisited
We study in this section the Floquet theory of the Hill’s equation with a parameter in
the following forms:
z′′(t) + c q(t)z(t) = 0, t  0, (2.1)
and
z′′(t) + (a + p(t))z(t) = 0, t  0, (2.2)
where c and a are real numbers and q(t),p(t) are periodic functions of period T > 0.
Equation (2.2) includes the Matthieu’s equation Ma[z] = 0 as a special case. Good intro-
duction to the Hill’s equation (2.2) can be found in useful texts by Hale [8], Chicone [4],
Grimshaw [7] and in the classic monograph by Magnus and Winkler [17]. Earlier papers
by Lyapunov [15], Borg [2], Krein [12] and Atkinson [1] studied primarily Eq. (2.2) and
much of the qualitative behavior of solutions of (2.1) is quite similar to that of Eq. (2.2) par-
ticularly when q(t) is assumed to be nonnegative. However, in the main result of this paper
concerning Eq. (1.2), q(t) is oscillatory. Oscillatory q(t) are also studied in [5,11,21].
Let z1(t; c) and z2(t; c) be solutions of Eq. (2.1) satisfying the initial conditions{
z1(0; c) = 1 and z′1(0; c) = 0,
z2(0; c) = 0 and z′2(0; c) = 1. (2.3)
Denote by Φ(t; c) the fundamental solution matrix
Φ(t; c) =
[
z1(t; c) z2(t; c)
z′1(t; c) z′2(t; c)
]
. (2.4)
The constant matrix Φ(T ; c) is called the Poincaré matrix for Eqs. (2.1) and (2.2) and is
often denoted by P(c). It is simply the fundamental solution matrix Φ(t; c) evaluated at
t = T .
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λ2 − F(c)λ + 1 = 0, (2.5)
where F(c) is the trace of P(c) defined by
F(c) = z1(T ; c) + z′2(T ; c). (2.6)
The various values of F(c) determine the behavior of solutions of (2.1), which we briefly
summarize as follows (see Grimshaw [7, pp. 57–60]):
(F1) When |F(c)| < 2, the general solution of (2.1) is bounded and oscillatory. The eigen-
values λ1, λ2 of (2.5) are complex conjugates. In general, solutions of (2.1) are not
periodic.
(F2) When F(c) > 2, the roots of (2.5) λ1, λ2 are both real and positive with λ1 > 1 >
λ2 > 0, and the characteristic exponents μ1,μ2 are defined by λ1 = eμ1T , λ2 = eμ2T .
Here μ1 is real and positive and μ2 = −μ1 is real and negative. The general solution
of (2.1) is given by
z(t; c) = Aeμ1tp1(t) + Be−μ1tp2(t), (2.7)
where p1(t) and p2(t) are periodic functions of period T and A, B are arbitrary real
constants. The solution given by (2.7) is not periodic.
(F3) When F(c) < −2, the roots of (2.5) λ1, λ2 are both real and negative and satisfy λ2 <
−1 < λ1 < 0. The characteristic exponents μ1,μ2 are complex-valued. Put μ1 =
−γ + iπ/T . Then F(c) = λ1 + λ2 = coshγ T . The general solution is given by
z(t; c) = Ae−γ tq1(t) + Beγ tq2(t), (2.8)
where q1(t) and q2(t) are periodic functions of period 2T and A,B are arbitrary
constants. Again (2.8) does not give periodic solutions.
(F4) When F(c) = 2, the Poincaré matrix P(c) has only one eigenvalue λ = 1. The gen-
eral solution is given by
z(t; c) = Ap1(t) + B
{
ktp1(t) + p2(t)
}
, (2.9)
where k,A,B are real constants and p1(t),p2(t) are periodic functions with pe-
riod T . When B = 0, (2.9) gives a periodic solution to Eq. (2.1).
(F5) When F(c) = −2, P(c) has only one eigenvalue λ = −1. Similar to (F4), the general
solution is given by
z(t; c) = Aq1(t) + B
{
ktq1(t) + q2(t)
}
, (2.10)
where k,A,B are real constants and q1(t), q2(t) are periodic functions of period 2T .
When B = 0, (2.10) gives a solution which is odd periodic, i.e. z(t + T ) = −z(t) for
all t and is of period 2T .
The Floquet theory of linear differential equations with periodic coefficients shows that
the fundamental solution matrix satisfies
Φ(t + T ; c) = Φ(t; c)P (c). (2.11)
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z(t; c) = z(0; c)z1(t; c) + z′(0; c)z2(t; c). (2.12)
Furthermore, if the Poincaré matrix has a real eigenvalue λ, then the Floquet representation
(2.11) gives a solution of (2.1) satisfying
z(t + T ; c) = λz(t; c), (2.13)
where z(t; c) is given by (2.12), with (z(0; c), z′(0; c)) the eigenvector corresponding to
the eigenvalue λ.
For Eq. (2.2), we denote the Poincaré index by f (a). Then the above properties
(F1)–(F5) concerning F(c) are also valid for f (a). We denote the Poincaré matrix of (2.2)
by Q(a).
It is noteworthy to mention that if either (2.1) or (2.2) is oscillatory, then the periodic
functions p1(t),p2(t), q1(t), q2(t) given in (2.7)–(2.10) are also oscillatory.
We now prove two important auxiliary lemmas concerning the oscillatory behavior
of solutions of (2.1) and (2.2) which we believe are new and form the crucial steps in
the proofs of our main result. For simplicity, we write z(t) for z(t; c) for short when
the dependence on the parameter c, or likewise in case of parameter a for Eq. (2.2), is
obvious.
When the Poincaré matrix P(c), or Q(a) for Eq. (2.2), has a real eigenvalue λ, the
representation (2.13) shows that these particular oscillatory solutions have the property that
the zeros are periodic in the sense that z(t0) = 0 then z(t0 +nT ) = 0, where n = 1,2,3 . . . .
Our first lemma shows that if Eqs. (2.1) and (2.2) have a solution z(t) with two zeros having
length T between them then this gives rise to a real eigenvalue of the Poincaré matrix.
Lemma 2.1. For any fixed c, if Eq. (2.1) has a solution z(t) with zeros at τ and τ + T
respectively, then the Poincaré matrix P(c) has a real eigenvalue λ given by
λ = z
′(τ + T )
z′(τ )
, (2.14)
and (z(0), z′(0)) is its corresponding eigenvector.
Proof. Denote z∗(t) = z(t + T ) which, by the periodicity of q(t), is again a solution of
Eq. (2.1). Moreover, z∗(τ ) = z(τ +T ) = z(τ ) = 0. By the uniqueness of solutions of linear
equations, we know that z∗(t) and z(t) differ by a constant multiple λ, z∗(t) = λz(t).
Note that the solution z(t) can be written as z(t) = αz1(t) + βz2(t) where z1(t), z2(t)
satisfy the initial conditions given in (2.3). This gives α = z(0) and β = z′(0) as also shown
in (2.12). Now use the Floquet representation formula (2.11) on the solution matrix Φ(t)
given by (2.4) and note that
Φ(t)P (c)
(
α
β
)
= Φ(t + T )
(
α
β
)
=
(
z(t + T )
z′(t + T )
)
=
(
z∗(t)
z∗′(t)
)
= λ
(
z(t)
z′(t)
)
= λΦ(t)
(
α
β
)
. (2.15)
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corresponding eigenvector. This proves Lemma 1. 
In our second result which is the basis of our proof of the main results, we need the
concept of disconjugacy interval of a solution z(t). An interval [a, b] is called a disconju-
gacy interval of z(t) or of Eq. (2.1), if z(a) = z(b) = 0 and z(t) does not vanish in the open
interval (a, b). Let c satisfies F(c) + 2 = 0, then by (F5), Eq. (2.1) has an odd periodic
solution. Our next lemma shows that if this odd periodic solution has the property that all
its disconjugacy intervals are at least equal to the period T , then all other solutions either
have disconjugacy intervals greater than or equal to T or all of them are less than or equal
to T .
Lemma 2.2. Let c be any positive number satisfying F(c)+ 2 = 0. Suppose that every odd
periodic solution of (2.1) is zero-free between any two zeros having length T apart, then
either all disconjugacy intervals of all solution of (2.1) are greater than and equal to T or
all of them are less than and equal to T .
Proof. Let z0(t; c) be any odd periodic solution of (2.1) satisfying z0(t) = −z0(t + T )
and z0(t) > 0 for 0 < t < T . Corresponding to z0(t), there is another linearly indepen-
dent solution w(t) which together with z0(t) form a fundamental set of solutions of (2.1).
Without loss of generality, we can assume that z0(t) and w(t) satisfy the initial conditions
z0(0) = 0, z′0(0) = 1 and w(0) = 1 and w′(0) = 0.
Let z(t) be any solution of (2.1) with a disconjugacy interval [τ, σ ], i.e. z(τ ) = z(σ ) = 0
and z(t) > 0, for τ < t < σ . We first show that if w′(T ) < 0, then σ − τ  T . Choose
a nonnegative integer n so that 0 τ −nT < T and denote z(t) = z(t +nT ) which, by the
periodicity of q(t), is also a solution of (2.1). Denote τ = τ − nT and σ = σ − nT so that
z(τ ) = z(σ ) = 0 where τ < σ and 0 τ < T . Suppose that τ = 0. Then z(t) = z′(0)z0(t)
because of uniqueness of solutions of the linear equation (2.1). In this case, z(t) has the
same disconjugacy intervals as z0(t), i.e. they are all of length equal to T because z0(t) is
assumed to be zero-free.
Now suppose that τ > 0, so z0(τ ) > 0. Moreover, z(τ ) = 0 and z′(τ ) = z′(τ ) > 0 imply
z(0) < 0. Using formula (2.12), we have
z(t) = z(0)w(t) + z′(0)z0(t). (2.16)
On the other hand, we obtain from the Floquet representation (2.11) that w(t) satisfies
w(t + T ) = w(T )w(t) + w′(T )z0(t). (2.17)
Note that w(T ) = F(c) − z′0(T ) = −2 − z′0(T ) = −1 since z0(t) is odd periodic and
z′0(0) = 1. Combining (2.16) and (2.17) above, we obtain
z(τ + T ) = z(0){w(T )w(τ) + w′(T )z0(τ )}− z′(0)z0(τ )
= −{z(0)w(τ) + z(0)z0(τ )}+ z(0)w′(T )z0(τ )
= −z(τ ) + z(0)w′(T )z0(τ ). (2.18)
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above. In other words, z(t) > 0 for τ < t < τ + T , and z(σ ) = 0 implies σ > τ + T .
Thus σ − τ = σ − τ > T proving that all disconjugacy intervals of z(t) are greater than T
whenever w′(T ) < 0 and τ > 0.
Likewise, when w′(T ) > 0, we obtain from (2.18) that z(τ + T ) < 0 and z(t) becomes
zero at σ where σ lies between τ and τ + T , i.e. τ < σ < τ + T or σ − τ = σ − τ < T
proving that all disconjugacy intervals of z(t) are less than T .
Finally, when w′(T ) = 0, since w(T ) = −1, (2.17) gives w(t +T ) = −w(t) so it is also
an odd periodic solution. Since any solution z(t) is a linear combination of w(t) and z0(t)
so it is also odd periodic. Therefore by assumption z(t) is zero free between any two zeros
of length T and hence all disconjugacy intervals of z(t) must have length equal to T . This
completes the proof of Lemma 2.2. 
We shall use Lemmas 2.1 and 2.2 together with properties (F1)–(F5) in the proofs of
our main results.
3. Auxiliary results
In this section we shall focus on the homogeneous equation (1.5) associated with the
forced equation (1.2) which is restated below as
z′′(t) + c(sin t)z(t) = 0, c > 0, (Hc)
and establish quantitative estimates concerning the zeros of F(c) + 2 = 0, where F(c) is
the Poincaré index related to (Hc). We also describe the relationship between F(c) and
disconjugacy intervals of solutions of (Hc).
Lemma 3.1. Let c be a zero of F(c) + 2 = 0. Suppose that 0 < c < 2.86. Then every odd
periodic solution of (Hc) is zero-free in any interval between two zeros which is of length
equal to 2π . In other words, the length of disconjugacy intervals of odd periodic solutions
of (Hc) is equal to 2π provided that c satisfies 0 < c < 2.86 and is a zero of F(c)+ 2 = 0.
Proof. Denote z0(t) = z0(t; c) any odd periodic solution of (Hc) whose existence is guar-
anteed by (F5). Suppose that z0(t) has a zero at t0; hence z0(t0 + 2π) = 0. Since z0(t)
is odd periodic, we may assume z′0(t0) > 0 and z′0(t0 + 2π) < 0. If z0(t) is not zero-free
in the open interval (a, a + 2π), there must exist two other zeros, t1 and t2 such that
t0 < t1 < t2 < t0 + 2π and z0(t1) = z0(t2) = 0. Now we can apply Lyapunov’s inequality
for conjugacy, see Hartman [9, p. 346], to each of the three intervals (t0, t1), (t1, t2) and
(t2, t0 + 2π), and obtain⎧⎪⎪⎨
⎪⎪⎩
c
∫ t1
t0
(sin t)+ dt > 4t1−t0 ,
c
∫ t2
t1
(sin t)+ dt > 4t2−t1 ,
c
∫ t0+2π
t2
(sin t)+ dt > 4t0+2π−t2 ,
(3.1)
where (sin t)+ = max(sin t,0). Adding up the inequalities in (3.1), we find
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t0+2π∫
t0
(sin t)+ dt > 4
{
1
t1 − t0 +
1
t2 − t1 +
1
t0 + 2π − t2
}
. (3.2)
Recall the well-known inequality for harmonic mean, i.e.
(x1 + x2 + x3)
(
1
x1
+ 1
x2
+ 1
x3
)
 32, (3.3)
where x1, x2, x3 are positive real numbers. Applying (3.3) to (3.2), we obtain
c
t0+2π∫
t0
(sin t)+ dt >
18
π
≈ 5.7295827, (3.4)
from which it follows that c > 2.86479. So if 0 < c < 2.86, then (3.4) shows that z0(t)
cannot have any zeros between t0 and t0 + 2π . This proves Lemma 3.1. 
We know that the Poincaré index F(c) is a continuous function of c > 0 because of the
continuous dependence of solutions of (Hc) involving the parameter c. Also, it is clear that
F(0) = 2. The next result shows that F(c) < 2 for c sufficiently close to 0.
Lemma 3.2. F(c) < 2 for all c, 0 < c 1.27.
Proof. For c < 0, it is easy to show that F(c) > 2, see Magnus and Winkler [17,
Lemma 2.1, p. 14]. Since c = 0 is the smallest zero of F(c) = 2, we also know that
F ′(0) < 0, see again Magnus and Winkler [17, Lemma 2.6, p. 19]. Suppose that there
exists a c∗ > 0 such that F(c∗) = 0, then (Hc∗) has a periodic solution z(t; c∗) having
zeros at t = t0, t1 and t0 + 2π where t0 < t1 < t0 + 2π because (Hc∗) is oscillatory when
c∗ > 0. Now apply Lyapunov’s inequality for conjugacy to the two intervals (t0, t1) and
(t1, t0 + 2π) and find⎧⎨
⎩
c∗
∫ t1
t0
(sin t)+ dt > 4t1−t0 ,
c∗
∫ t0+2π
t1
(sin t)+ dt > 4t0+2π−t0 .
(3.5)
Adding up the inequalities in (3.5) and again applying the harmonic mean inequality, we
obtain
c∗
t0+2π∫
t0
(sin t)+ dt > 4
{
1
t1 − t0 +
1
t0 + 2π − t1
}
>
16
π
. (3.6)
From (3.6), we deduce c∗ > 1.2732. Hence if 0 < c < 1.27, we have F(c) < 2 as
claimed. 
Lemma 3.3. Denote c0 > 0 the smallest zero of F(c) + 2 = 0. Then c0 exists and satisfies
(a) 0 < 1/π < c0  7π/24 < 8/π < 1.5.
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Proof. We first show that c0 exists. Let z(t; c) be the solution of (2.1) with z(0; c) = 0 and
z′(0; c) > 0. We can increase c so large to force z(t; c) to vanish at t = 2π and z(t; c) > 0
on (0,2π). By Lemma 2.1 and z′(2π; c) < 0 we see that the Poincaré matrix for Eq. (2.1)
has a real and negative eigenvalue λ1 < 0. Since the product of the two eigenvalues is 1,
so we can in fact assume λ1 < −1. Now we have F(c) = λ1 + 1λ1 < −2 since λ1 < −1.
By the fact that F(0) = 2 and F(c) < −2, we conclude that there must exist c0 such that
F(c0) = −2.
To prove (a), we consider any odd periodic solution z(t; c0) of (Hc0) having zeros at t0
and t0 + 2π . A simple application of Lyapunov’s inequality gives
c0
t0+2π∫
t0
(sin t)+ dt >
2
π
,
from which it follows c0 > 1π . Recall that Eq. (2.1) is disconjugate on an interval [a, b]
if and only if the quadratic functional J (u) is positive for all admissible functions u(t) ∈
C1(a, b), u(a) = u(b) = 0, where J (u) is defined by
J (u) =
b∫
a
[
u′2(s) − cq(s)u2(s)]ds. (3.7)
Take [a, b] = [0,3π/2], q(t) = sin t in (3.7). It is easy to compute for u(t) = sin 23 t that
J
(
sin
2
3
t
)
= π
3
− 8c
7
< 0,
or c > 7π24 . This means that when c >
7π
24 ≈ 0.9163, Eq. (Hc) has a disconjugacy interval of
length 3π/2 which is less than 2π . Now use Sturm Comparison Theorem and decrease c
to find cˆ < c so that (Hcˆ) has a disconjugacy interval of length equal to 2π . This gives rise
to a real eigenvalue for the Poincaré matrix P(cˆ) so |F(cˆ)|≮ 2. We know from Lemma 3.2
that F(c) < 2 for 0 < c < 1.27, so F(cˆ)−2. By the definition of c0, being the smallest
zero of F(c) + 2 = 0, we conclude c > cˆ. Since cˆ may be arbitrarily close to 7π24 so c0 <
cˆ < 7π24 ≈ 0.9163. This proves (a).
To prove (b), suppose that for 0 < c  c0, (Hc) has a disconjugacy interval of length
less that 2π , then by decreasing c we can find cˆ < c so that (Hcˆ) has a disconjugacy
interval of length equal to 2π . However for all c, 0 < c < c0, we have |F(c)| < 2 and the
Poincaré matrix has only complex eigenvalues. Hence all disconjugacy intervals of (Hc),
0 < c < c0 must be of length greater than 2π . For the case c = c0, we have from c0 <
0.9163 < 2.86 and by Lemma 3.1, all odd periodic solutions of (Hc0) must be zero-free
over any interval between two zeros which has length equal to 2π . Now since (Hc0) cannot
have a disconjugacy interval of length less than 2π , they must, by Lemma 2.2, be greater
than or equal to 2π . This completes the proof of Lemma 3.3. 
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Proof. Let z(t;1.5) be the solution of (H1.5) satisfying initial conditions z(π2 ;1.5) = 0,
z′(π2 ;1.5) = 1. We shall show that the first zero of z(t;1.5) to the right must lie beyond
5π
2 . Let s = t − π2 and v(s) = z(s + π2 ;1.5). Then v(t) satisfies
v′′(s) + 1.5(cosv)v(s) = 0, v(0) = 0, v′(0) = 1. (3.8)
We first show that v(s) > 0 on (0, 3π2 ). Suppose that v(s) > 0, s ∈ (0, η), and v(η) = 0
for some η ∈ (0, 3π2 ], then there must exists ξ , 0 < ξ < η, such that v′(ξ) = 0. Integrating
(H1.5) from 0 to ξ and noting that cos s is negative on (π2 ,
3π
2 ), we find
1 = v′(0) = 1.5
ξ∫
0
(cos s)v(s) ds  1.5
π
2∫
0
cos sv(s) ds. (3.9)
On [0, π2 ], v′′(s) 0 so v(s) s, we obtain from (3.9)
1 1.5
π
2∫
0
(cos s)s ds = 1.5
(
π
2
− 1
)
≈ 0.8562,
which is impossible. Hence η /∈ (0, 3π2 ) and we must have v(s) > 0, 0 < s < η, v(η) = 0
and η > 3π2 . From above, we also conclude that v(π) > 0 and v
′(π) > 0. Because the
coefficient cos s is even so v(s) is odd and by Floquet theory v(2π) = 2v(π)v′(π) > 0
(see Magnus and Winkler [17, (1.11), p. 8]. Now if v(η) = 0, v′(η) < 0, η ∈ ( 3π2 ,2π)
would imply there exists ζ , 3π2 < η < ζ < 2π and v(ζ ) = 0. Apply Lyapunov’s inequality
between the two zeros η and ζ of v(s), we have
1.5
ζ∫
η
cos s ds >
4
ζ − η =
8
π
, (3.10)
but the left-hand side of (3.10) is less than 1.5 which is impossible. Hence η must lie
outside the interval [0,2π] proving that (H1.5) has a disconjugacy interval of length greater
than 2π . 
Lemma 3.5. F(c) < −2 for all c, satisfying c0 < c < 1.5.
Proof. Let c1 be the next smallest zero of F(c)+ 2 = 0, c1 > c0. If c1 does not exist, then
F(c) < −2 for all c > c0. Suppose that c1 exists, if c1 > 1.5 then conclusion of Lemma
3.5 holds, so assume that c1  1.5. By Lemma 2.2 and (3.1), all disconjugacy intervals of
(Hc1) must have lengths either greater than or equal to 2π or all must be less than or equal
to 2π . Since (Hc0) has an odd periodic solution with disconjugacy interval of length equal
to 2π , and c1 > c0 so (Hc1) must have a solution with disconjugacy interval of length less
than 2π , hence all its disconjugacy intervals must have length less than or equal to 2π . On
the other hand, c1  1.5 and (H1.5) has a disconjugacy interval of length greater than 2π ,
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for all c0 < c < 1.5. 
4. Proof of the main theorem
In this section, we shall give the proof of our main result, namely,
Theorem 1. All solutions of the equation
Lc[y] = y′′ + c(sin t)y = cos t, c = 0, (4.1)
are oscillatory on [0,∞).
Proof. By a change of independent variable t → t + π , we need to prove only for c > 0.
It is also known that the result is valid for |c| > 1.3448, so we restrict our attention to
0 < c 1.5. For completeness, we give a simple proof for the case c 1.5. We shall show
that every solution y(t) of (4.1) must have a zero in the intervals [2kπ, (2k + 1)π], i.e.
where the coefficient sin t is nonnegative. We, therefore, need only to prove that y(t) > 0
does not hold in [0,π]. Multiplying (4.1) by (sin t)3/2 and integrating from 0 to π , we note
that
π∫
0
(sin t)
3
2 Lc[y]dt =
π∫
0
y(t)Lc
[
sin
3
2 t
]
dt =
π∫
0
cos t
(
sin
3
2 t
)
dt = 0. (4.2)
If y(t) > 0 on [0,π], we need to show that Lc[sin3/2 t] 0 and ≡ 0 on [0,π] whereby the
left-hand side of (4.2) is positive giving the desired contradiction. Observe that
(
sin
1
2 t
)
Lc
[
sin
3
2 t
]= 3
4
cos2 t − 3
2
sin2 t + c sin3 t. (4.3)
Consider the polynomial Gc(ξ) = 4cξ3 − 9ξ2 + 3 which satisfies G(0) = 3 and G(1) =
4c − 6 0 if c 3/2. Also, G′(ξ) = 12cξ2 − 18ξ = 6ξ(2c − 3) 0 if c 3/2. It follows
from (4.3) that Lc[sin3/2 t] 0 but ≡ 0. This proves the theorem for c 1.5.
We now turn to the case when 0 < c < 1.5. We shall first suppose that Eq. (4.1) has
a particular solution yp(t) which is periodic of period 2π and also oscillatory. We recall
from Lemma 3.3 that 0 < c0 < 7π24 < 1.5 where c0 is the smallest zero of F(c)+2 = 0, and
from Lemma 3.5 that F(c) < −2. For 0 < c c0, we write the general solution of (4.1) as
y(t) = yp(t) + z(t), (4.4)
where z(t) is a solution of the homogeneous equation (Hc). By Lemma 3.3, all discon-
jugacy intervals of (Hc) are greater than or equal to 2π . For any interval [a, b] on which
z(t) > 0, there exists at least one point at which yp(t)  0 since yp(t) is periodic of 2π
and oscillatory. At that point, we know that y(t) is positive unless the zeros of yp(t) and
z(t) coincide. In either case, there must exist a sequence of arbitrarily large values of t
at which y(t) takes on positive values or zero at these points. A similar argument applies
on intervals in which z(t) < 0. There is also the possibility that zeros of yp(t) and z(t)
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Hence we proved that Eq. (4.1) is oscillatory when 0 < c c0.
For c0 < c < 1.5, F(c) < −2 implies that both eigenvalues of the Poincaré matrix P(c)
are real and positive, and the fundamental solutions of (Hc) are given by eμtp1(t) and
e−μtp2(t) where μ > 0 and p1(t), p2(t) are periodic functions of period 4π which are
also oscillatory since (Hc) is oscillatory when c > 0. Write the general solution of (4.1) as
y(t) = yp(t) + Aeμtp1(t) + Be−μtp2(t), (4.5)
where A and B are arbitrary constants. If A = 0, then the function eμtp1(t) is unbounded
and oscillatory which dominates both yp(t) and e−μtp2(t), hence y(t) is oscillatory. Oth-
erwise when A = 0, e−μtp2(t) tends to zero as t tends to infinity, so yp(t) being periodic
and oscillatory dominates e−μtp2(t). Hence y(t) is again oscillatory.
It remains to prove the existence of a periodic solution of (4.1) which is in addition
oscillatory. We proceed to construct a sequence of functions {ak(t) · k = 1,2,3, . . .} by the
iterative scheme:
a′′k (t) = −c(sin t)ak−1(t), k = 2,3, . . . , (4.6)
and a1(t) = − cos t . Write y(t) = yn(t)+ rn(t) =∑nk=1 ak(t)+ rn(t), where the remainder
term rn(t) satisfies the forced equation similar to (4.1):
Lc[rn] = r ′′n (t) + c(sin t)rn(t) = fn(t) = −c(sin t)an(t). (4.7)
To see that y(t) = yn(t) + rn(t) is a solution of (4.1), we note by (4.6) and (4.7) that
Lc[y] = Lc
[
n∑
k=1
ak
]
+ Lc[rn] = c(sin t)(an − a1) + Lc[a1] + Lc[rn]
= c(sin t)an + Lc[rn] + cos t. (4.8)
So if rn(t) satisfies (4.7), then (4.8) shows that y(t) is a solution of (4.1). Clearly each ak(t)
is periodic of period 2π . If rn(t) converges to zero uniformly in t , then the limit function
y(t) =∑∞k=1 ak(t) exists, satisfies (4.1), and is periodic of period 2π .
The series approximation an(t) has the following representation:{
a2m(t) = c2m−122m+1
∑m
k=1(−1)kA(2m,2k) sin 2kt,
a2m+1(t) = c2m22m+2
∑m
k=0(−1)k+1A(2m + 1,2k + 1) cos(2k + 1)t,
(4.9)
where m = 1,2,3, . . . and a1(t) = − cos t and A(p,q) are positive constants, A(p,q) = 0
whenever p + q is odd satisfying the following recurrence relation (b = c/2):{
A(2m,2k) = b
(2k)2 [A(2m − 1,2k + 1) + A(2m − 1,2k − 1)],
A(2m + 1,2k + 1) = b
(2k+1)2 [A(2m,2k + 2) + A(2m,2k)].
(4.10)
A few of these constants are given below:
A(1,1) = 1, A(2,2) = b ,
22
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2
22
, A(3,3) = b
2
22
1
32
,
A(4,2) = b
3
22
[
1
22
(
1 + 1
32
)]
, A(4,4) = b
3
22
1
32 · 42 ,
A(5,1) = b
4
22
(
1
22
(
1 + 1
32
))
,
A(5,3) = b
4
e2
1
22
(
1
32
+ 1
32 · 32 +
1
22 · 32 · 42
)
,
A(5,5) = b
4
22
1
32
1
42
1
52
.
For fixed m, we can show by an induction argument using the recurrence relation (4.10)
that A(2m,2k) and A(2m + 1,2k + 1) are decreasing in k, k = 1,2,3, . . . ,m. Now since
A(2m,2k) and A(2m + 1,2k + 1) and bounded so if 0 < c < 1.5 (0 < b < 34 < 1), it is
easy to see from (4.9) that an(t) converges to zero uniformly in t . In particular, the forcing
term fn(t) in (4.7) also converges to zero uniformly in t as n → ∞.
Let r0n(t) be a particular solution of (4.7) with zero initial conditions r0n(0) = r0n(0) = 0.
Then r0n(t) is given by variation of parameters formulas as
r0n(t) =
t∫
0
[
z1(s)z2(t) − z1(t)z2(s)
]
fn(s) ds, (4.11)
where z1(t) and z2(t) are the fundamental solutions of the homogeneous equation (Hc).
Let ‖f ‖ = sup0t2π |f (t)| be the sup-norm on C[0,2π].
Let B0 = max{‖z1‖,‖z2‖,‖z3‖,‖z4‖}. Then we note from (4.11) above that∥∥r0n∥∥ 4πB20‖fn‖. (4.12)
Also
r0′n (0) =
t∫
0
[
z1(s)z
′
2(t) − z′1(t)z2(s)
]
fn(s) ds, (4.13)
so ∥∥r0′n ∥∥ 4πB20‖fn‖. (4.14)
This shows that r0n and its derivative tend uniformly to zero in t when ‖fn‖ → 0 as n → ∞.
Now every solution of r ′′n + c(sin t)rn = −c(sin t)an = fn can be represented by
rn(t) = r0n(t) + αnz1(t) + βnz2(t).
To ensure y(t) is periodic, we need to equate rn(0) = rn(T ) and r ′n(0) = r ′n(T ) to obtain(
αn
β
)
= (I − P(c))−1( r0n(T )0′
)
,n rn (T )
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not have 1 as its eigenvalue for 0 < c < 1.5 (since F(c) < 2). Let K = ‖I − P(c)‖−1.
Thus, by (4.12) and (4.13),
Max
(|αn|, |βn|)K(∣∣r0n(T )∣∣+ ∣∣r0′n (T )∣∣) 2K‖fn‖.
Using this, we can estimate rn(t) by (4.12) as follows:
‖rn‖
∥∥r0n∥∥+ 4k‖fn‖B0  4(πB20 + KB0)‖fn‖,
which implies uniform convergence of rn(t) to zero when ‖fn‖ → 0 as n → ∞.
It remains to prove that yn(t) is oscillatory. We shall show that a2m+1(0) < 0 and
a2m+1(2π) > 0 which would imply that yp(0) < 0 and yp(π) > 0 and since yp(t) is pe-
riodic so it must be oscillatory. Because partial sum of a2m+1(t) consists of alternating
coefficients A(2m + 1,2k + 1) which are decreasing, we need only to compare the coef-
ficients of the first two terms namely A(2m + 1,1) and A(2m + 1,3) which is decreasing
in k, so
a2m+1(0) <
b2m
22
{−A(2m + 1,1) + A(2m + 1,3)}< 0.
Likewise we conclude that a2m+1(π) > 0.
Finally, from (4.9) and the fact that c/2 = b < 1, we can easily see that yn(t) converges
to y(t) as n → ∞ and y(t) is a solution of (4.1) which is periodic and also oscillatory. This
completes the proof of Theorem 1. 
5. The forced Matthieu’s equation
In this section, we first give results concerning the behavior of the Poincaré index f (a)
of the Matthieu’s equation
u′′ + (a + sin t)u = 0, a  a∗, (Ma)
where a∗ ≈ −0.378489 is the oscillation constant described in the Introduction. Our next
result is that a∗ is the smallest zero of the equation f (a) = 2.
Lemma 5.1. Let a0 be the smallest zero of f (a) = 2. Then a0 = a∗ and f (a∗) = 2.
Proof. For a −1, it is known that f (a) > 2 (see Magnus and Winkler [17, Lemma 2.1,
p. 14]). From Lemma 3.3(a), c0 < 0.9163 and Lemma 3.5 c1 > 1.5, we conclude f (0) =
F(1) < −2, so there exists a smallest zero a0 of f (a) = 2 and a0 < 0. We claim that
a∗ = a0.
Suppose that a0 < a∗. Since a0 is a simple zero of f (a) = 2 and f ′(a0) < 0, see Magnus
and Winkler [17, Lemma 2.6, p. 19], then −2 < f (a) < 2 for a = a0 + δ < a∗ where δ > 0
is sufficiently small. Now |f (a)| < 2 implies by (F1) in Section 2 that all solutions of (Ma)
are oscillatory. This contradicts the definition of a∗ because (Ma∗) is nonoscillatory. Thus,
a∗  a0.
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then this periodic solution is also oscillatory and in particular it has 3 zeros, t0 < t1 <
t0 + 2π in an interval of length 2π . By a similar argument as in Lemma 3.1 using Lya-
punov’s inequality, we can deduce
t0+2π∫
t0
(a0 + sin t)+ dt > 8
π
≈ 2.54647. (5.1)
Since a0 < 0, the left-hand side of (5.1) is less than 2 so (5.1) is impossible. This implies
that (Ma0) is nonoscillatory. Hence a0  a∗. This proves a∗ = a0. 
Lemma 5.2. For a∗ < a < 0, f (a) < 2.
Proof. Suppose that there exists aˆ, a∗ < aˆ < 0 and f (aˆ) = 2. Again equation (Maˆ) will
have a periodic solution with 3 zeros on an interval of length 2π . Following the same
reasoning in the previous Lemma 5.1, we conclude that such aˆ does not exist and this
proves Lemma 5.2. 
Lemma 5.3. Let a1 be the smallest zero of f (a) + 2 = 0. Then
(a) a∗ < a1 < 0.
(b) All disconjugacy intervals of (Ma), a∗ < a  a1 are of length greater than or equal
to 2π .
(c) f (a) < −2, for all a, a1 < a < 0.3.
Proof. Since f (a∗) = 2 and f (0) < −2, this establishes the existence of a1. Now sup-
pose that (Ma1) has a disconjugacy interval of length strictly less than 2π . Using Sturm’s
Comparison Theorem, we can decrease a1 to a smaller value a˜ so that (Ma˜) has a discon-
jugacy interval of length 2π . By Lemma 2.1, this would give rise to a real eigenvalue of the
Poincaré matrix Q(a˜) of the equation (Ma˜). From Lemma 5.2 and the definition of a1, we
note that −2 < f (a) < 2 for all a, a∗ < a < a1, but this can happen only if the eigenvalues
of P(a) are complex. Hence (Ma1) must have disconjugacy intervals of length greater than
or equal to 2π . This proves (b).
To prove (c), we note that f (0) < −2 and f ′(a1) < 0, see Magnus and Winkler [17,
p. 19, Lemma 2.6] so f (a) < −2 for a sufficiently close to a1 from the right. Let a2 be
the next smallest zero of f (a) + 2 = 0. We wish to show that a2 > 0.27. Suppose that
there exists a˜ > a1 and f (a˜)+ 2 = 0. We first show that all odd periodic solutions of (Ma˜)
must be zero-free in a open interval between any two zeros which has length 2π , provided
that a1 < a˜ < 0.59358. Suppose that (Ma˜) has an odd periodic solution u(t; a˜) satisfying
u(t0; a˜) = u(t1, a˜) = u(t0 + 2π; a˜) = 0, t0 < t1 < t0 + 2π . Now by an argument similar to
Lemma 3.1, we can deduce
t0+2π∫
(a˜ + sin t)+ dt > 18
π
≈ 5.729582. (5.2)t0
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implies a˜ > 0.59358.
Equation (Ma1) has an odd periodic solution with disconjugacy interval of length equal
to 2π so if a1 < a˜ < 0.59358, then by Lemma 2.2 that all disconjugacy intervals of (Ma˜)
are of length less than or equal to 2π . We wish to show that (M0.3) has a disconjugacy in-
terval greater than 2π . Thus a2 must satisfy a2 > 0.3 and by its very definition we conclude
f (a) < −2, a1 < a < 0.3 < a2.
We follow the same argument in Lemma 3.4 and instead of (3.9), we have
1 = v′(0) =
ξ∫
0
(a + cos s)v(s) ds, (5.3)
where v′(ξ) = 0 and v(s) > 0 on (0, ξ ]. Since cos s is negative on (π2 , 3π2 ) and v(s)  s
for s ∈ [0, ξ ], we deduce from (5.3) that for a > 0
1
ξ∫
0
(a + cos s)v(s) ds 
π
2∫
0
(a + cos s)s ds = aπ
2
8
+
(
π
2
− 1
)
, (5.4)
from which it follows a  0.3479. This implies that for a = 0.3, ξ > 3π2 . Similar to esti-
mate (3.10), we have
8
π
2π∫
3π
2
(a + cos s)+ ds = aπ2 + 1, (5.5)
which gives a > 0.98452. Since a = 0.3 is not satisfied in (5.5), Eq. (M0.3) has a dis-
conjugacy interval of length greater than 2π . Since Eq. (Ma2) has the property that all its
disconjugacy intervals are of length less than or equal to 2π , so a2 > 0.3. This proves that
f (a) < −2 for a1 < a < 0.3. 
We are now ready to prove that Eq. (1.6) is oscillatory if a > a∗ which we restate as a
theorem.
Theorem 2. Let a > a∗. Then all solutions of the forced Matthieu’s equation
Ma[y] = y′′ + (a + sin t)y = cos t (5.6)
are oscillatory.
Proof. As in the proof of Theorem 1, we show first that Eq. (1.6) is oscillatory when a 
0.27. Again we need to show that for a  0.27, we can choose α > 1 so that Ma[sinα t] 0
and ≡ 0 on [0,2π]. Note that
Ma
[
sinα t
]= sinα−2 t{α(α − 1) − α2 sin2 t + a sin2 t + sin3 t}. (5.7)
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ξ ∈ [0,1] which arises from (5.6) with ξ = sin t . To obtain Ma[sinα t] 0, we require
a Max0ξ1Qα(ξ) = α2 − ξ − ξ−2α(α − 1),
for a suitably chosen α > 1. Note that Qα(ξ) attains its maximum at ξ0 where ξ30 =
2α(α − 1). Hence,
Qα(ξ0) = α2 − 32
(
2α(α − 1)) 13 . (5.8)
Let α = 1.2 in (5.8), we find Q1.2(ξ0) ≈ 0.26523, so a > Max0ξ1Q1.2(ξ) and the inter-
val oscillation criteria shows that (1.6) is oscillatory if a  0.27.
Returning to the case when a < 0.27, we note that the Poincaré index f (a) of (Ma)
satisfies:
(1) −2 < f (a) < 2, a∗ < a < a1,
(2) f (a) < −2, a1 < a < 0.27.
For cases (1) and (2), the argument used in Theorem 1 follows almost verbatim except that
the range of a is different from that of c but the estimates on the Poincaré indices f (a)
and F(c) are the same. We therefore only need to establish the existence of a particular
solution of (5.6) which is periodic and also oscillatory.
We begin as in Section 4 by constructing an approximation sequence {hn(t): n =
1,2, . . .}, where hn(t) satisfies similar to (4.6) the following:
h′′n(t) + ahn(t) = −(sin t)hn−1(t) (5.9)
and h1 = (1 − a)−1 cos t . Note that h′′1 + ah1 = cos t which is the original equation
Ma[h] = cos t with the deletion of the term (sin t)h1(t). Write y(t) = yn(t) + rn(t) where
yn(t) =∑nj=1 hj (t), then rn(t) satisfies similar to (4.7)
r ′′n (t) + (a + sin t)rn(t) = −(sin t)hn(t). (5.10)
From (5.8), we find h2(t) = − sin 2t2(1−a)(4−a) .
The approximate solution yn(t) =∑nj=1 hj (t) has similar characteristics as that in the
case of Eq. (1.2), namely, hj (t) are partial sums of odd cosines, cos(2k+1)t , when j is odd
and of even sines, sin 2kt , when j is even except that coefficients of sin 2kt and cos(2k+1)t
are divided by [(2k)2 − a] and [(2k + 1)2 − a] instead of (2k)2 and (2k + 1)2. Since
a∗ < a < 0.27, the coefficients decrease rapidly so that hn(t) converges uniformly to zero
in t as t → ∞. Using this fact in Eq. (5.10), we can also show that the remainder terms
rn(t) converges uniformly to zero in t as t → ∞. This would imply that yn(t) converges
to a solution of (5.1).
The proof of the fact that y(t) is oscillatory is also similar and details of that are omitted.
This completes the proof of Theorem 2. 
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We close our discussion with a few remarks and also propose some open problems for
further research.
(i) The fact that Eq. (1.2) is oscillatory resembles certain resonance phenomenon when
the potential c(sin t) and the forcing cos t are exactly out of phase by a multiple of π . In
fact, let b be any real number, b = nπ where n is any integer, then we can see that the
equation
L[y] = y′′ + c(sin t)y = cos(t + b) = f (t) (6.1)
has nonoscillatory solution. To see this, denote a solution y(t) of (6.1) by M[f ] = y. Since
L[·] is a linear operator so is M[·]. Observe that
M
[
cos(t + b)]= M[cos t cosb − sin t sinb] = cosbM[cos t] − sinbM[sin t]. (6.2)
When c is small, M[cos t] behaves like − cos t , the first term of the approximation series.
On the other hand, M[sin t] = c−1 which is large when c is small, in which case the second
term of (6.2) dominates the first term which is uniformly bounded so the solution does not
change sign and is therefore nonoscillatory.
(ii) Our method of proof depends heavily on the fact that the coefficient sin t and the
forcing term cos t have the same period 2π and out of phase by a multiple of π . It will
be of interest to prove results when these two functions are periodic but not of the same
period. For example, it is not known whether all solutions of y′′ + c(sin t)y = sin(√2t) or
y′′ + c(sin t)y = cos(√2t) are oscillatory for all c = 0.
(iii) Interval oscillation criteria referred to above are applicable to the more general
equation
y′′ + c(sin t)y = tλ cos t, (6.3)
where λ > 0, and it is known that Eq. (6.3) is oscillatory when |c| is sufficiently
large (see [19,20]). For λ > 0, the forcing term is wildly oscillatory in the sense that
lim supt→∞|tλ cos t | = ∞. We speculate that Eq. (6.3) is also oscillatory for all c = 0 in
this case. Of course, nothing is known when λ < 0.
(iv) The unforced Emden–Fowler equation with periodic potential are always oscillatory
(see Butler [3]), i.e.
y′′ + q(t)|y|γ−1y = 0, γ > 0, (6.4)
and q(t) is periodic of mean value zero and q(t) ≡ 0. It will be of interest to develop results
concerning Eq. (6.4) above subject to periodic forcing. In particular, it is also not known
whether the equation
y′′ + sin t |y|γ−1y = cos t, γ > 0,
is oscillatory or not when γ = 1.
(v) One can pose similar problems for the forced Matthieu’s equation
y′′ + (a + sin t)y = tλ cos t, λ > 0. (6.5)
It is also likely that Eq. (6.5) is oscillatory when a > a∗.
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