Abstract-In a biometric system a person is identified automatically by processing the unique features that are posed by the individual. Iris Recognition is regarded as the most reliable and accurate biometric identification system available. In Iris Recognition a person is identified by the iris which is the part of eye using pattern matching or image processing using concepts of neural networks. The aim is to identify a person in real time, with high efficiency and accuracy by analysing the random patters visible within the iris if an eye from some distance, by implementing modified Canny edge detector algorithm. The major applications of this technology so far have been: substituting for passports (automated international border crossing); aviation security and controlling access to restricted areas at airports; database access and computer login.
I. INTRODUCTION
Iris recognition is the process of recognizing a person by analyzing the random pattern of the iris (Figure 1 ). The automated method of iris recognition is relatively young, existing in patent only since 1994.The iris is a muscle within the eye that regulates the size of the pupil, controlling the amount of light that enters the eye. It is the coloured portion of the eye with colouring based on the amount of melatonin pigment within the muscle ( 
II .THE IRIS AS A BIOMETRICS
The iris is an overt body that is available for remote assessment with the aid of a machine vision system to do automated iris recognition. A. Iris recognition technology combines computer vision, pattern recognition, statistical inference, and optics. B. The spatial patterns that are apparent in the human iris are highly distinctive to an individual.
• Clinical observation • Developmental biology
Although the coloration and structure of the iris is genetically linked, the details of the pattern are not. The iris develops during prenatal growth through a process of tight forming and folding of the tissue membrane. Prior to birth, degeneration occurs, resulting in the pupil opening and the random, unique patterns of the iris. Although genetically identical, an individual's irides are unique and structurally distinct, which allows for it to be used for recognition purposes.
III. METHODOLOGY
The system is to be composed of a number of sub-systems, which correspond to each stage of iris recognition. These stages are:
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[2]
IV. IMAGE ACQUISITION
The iris image should be rich in iris texture as the feature extraction stage depends upon the image quality. Thus, the image is acquired by 3CCD camera placed at a distance of approximately 9 cm from the user eye. The approximate distance between the user and the source of light is about 12 cm. The image acquisition setup is given in Figure 1 The first stage of iris recognition is to isolate the actual iris region in a digital eye image. The iris region, shown in the above figure, can be approximated by two circles, one for the iris/sclera boundary and another, interior to the first, for the iris/pupil boundary. [5] [6] The success of segmentation depends on the imaging quality of eye images. The center of pupil can be used to detect the outer radius of iris patterns. The iris inner and outer boundaries are located by finding the edge image using the Canny edge detector [6] .
VI. MODIFIED CANNY EDGE DETECTOR
The algorithm runs in 5 separate steps:
1. Smoothing: Filtering and blurring of the image to remove noise, such that pixels creating indifferent spots can be reduced. The edges should be marked where the gradients of the image has large magnitudes.
3. Non-maximum suppression: The image portion to be processed is non linear and circular or convex hence, boundary region matching the closets shape is taken out for only local maxima and then should be marked as edges. 
VII. HOUGH TRANSFORM
The Hough transform is a standard computer vision algorithm that can be used to determine the parameters of simple geometric objects, such as lines and circles, present in an image. The circular Hough transform can be employed to deduce the radius and centre coordinates of the pupil and iris regions.[1] [7] Firstly, an edge map is generated by calculating the first derivatives of intensity values in an eye image and then thresholding the result. From the edge map, votes are cast in Hough space for the parameters of circles passing through each edge point. These parameters are the centre coordinates Once the iris region is segmented, the next stage is to normalize this part, to enable generation of the iris code and their comparisons. Since variations in the eye, like optical size of the iris, position of pupil in the iris, and the iris orientation change person to person, it is required to normalize the iris image, so that the representation is common to all, with similar dimensions. [8] Normalization process involves unwrapping the iris and converting it into its polar equivalent. It is done using Daugman's Rubber sheet model. The centre of the pupil is considered as the reference point and a Remapping formula is used to convert the points on the Cartesian scale to the polar scale. this, the most discriminating feature in the iris pattern is extracted. The phase information in the pattern only is used because the phase angles are assigned regardless of the image contrast. [10] Amplitude information is not used since it depends on extraneous factors. Extraction of the phase information, according to Daugman, is done using 2D Gabor wavelets. It determines which quadrant the resulting phasor lies using the wavelet: (4) where, has the real and imaginary part, each having the value 1 or 0, depending on which quadrant it lies in.
An easier way of using the Gabor filter is by breaking up the 2D normalized pattern into a number of 1D wavelets, and then these signals are convolved with 1D Gabor wavelets. [8] Gabor filters are used to extract localized frequency information. But, due to a few of its limitations, log-Gabor filters are more widely used for coding natural images. It was suggested by Field, that the log filters (which use Gaussian transfer functions viewed on a logarithmic scale) can code natural images better than Gabor filters (viewed on a linear scale). Statistics of natural images indicate the presence of high-frequency components.
[1] [8] Since the ordinary Gabor filters under-represent high frequency components, the log filters become a better choice. LogGabor filters are constructed using (5) X. PATTERN MATCHING Purpose: to establish a precise correspondence between characteristic structures across the two images. Both of the systems under discussion compensate for image shift, scaling, and rotation. For both systems, iris localization is charged with isolating an iris in a larger acquired image and thereby accomplishes alignment for image shift.
In pattern matching of pixels with the databases will be done using the following algorithm:
An emerging technique in this particular application area is the use of Artificial Neural Network implementations with networks employing specific guides (learning rules) to update the links (weights) between their nodes. Such networks can be fed the data from the graphic analysis of the input picture and trained to output characters in one or another form. Specifically some network models use a set of desired outputs to compare with the output and compute an error to make use of in adjusting their weights. Such learning rules are termed as Supervised Learning.
XI. BACK PROPAGATION
Back propagation, or propagation of error, is a common method of teaching artificial neural networks how to perform a given task. It requires a teacher that knows, or can calculate, the desired output for any given input. It is most useful for feed-forward networks (networks that have no feedback, or simply, that have no connections that loop). [13] The term is an abbreviation for "backwards propagation of errors". Back propagation requires that the activation function used by the artificial neurons (or "nodes") is differentiable. It has two phases: To teach the neural network we need training data set. The training data set consists of input signals (x 1 and x 2 ) assigned with corresponding target (desired output) z.
The first method is to start teaching process with large value of the parameter. While weights coefficients are being established the parameter is being decreased gradually. The second, more complicated, method starts teaching with small parameter value. [13] Back propagation Algorithm Actual algorithm for a 3-layer network (only one hidden layer):
Initialize the weights in the network (often randomly) • Biometric solutions address these fundamental problems, because an individual's biometric data is unique and cannot be transferred and therefore can be used for identifying a person or verifying the identity of a person.
• For an enterprise, biometrics provides value in two ways. First, a biometric device automates entry into secure locations, relieving or at least reducing the need for full-time monitoring by personnel. Second, when rolled into an authentication scheme, biometrics adds a strong layer of verification for user names and passwords.
• Biometrics adds a unique identifier to network authentication, one that is extremely difficult to duplicate. Smart cards and tokens also provide a unique identifier, but biometrics has an advantage over these devices.
• It is being implemented and substituted for passports (automated international border crossing), aviation security and controlling access to restricted areas at airports, database access and computer login, premises access control. [3] Page | 39 http://ijacsa.thesai.org/ XIII WORK CITED:
We have developed this recognition system as our major project in our final year. In the project we used canny edge and Hough transform algorithms to find the iris region. After that we applied the Daugman's algorithm to convert the circular region into rectangular block.
Backpropogation algorithm was developed on our own in which we developed a network taking input images as the normalised images obtained from normalization process.
One of the images from the database was used as the main image for iris comparison. In testing phase we tested whether the main image was there in our database or not using the trained algorithm. If the image was found then the recognition system was a success otherwise backpropogation would start training the network again. 
