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Abstract
Relation Extraction refers to the task of
populating a database with tuples of the
form r(e1, e2), where r is a relation
and e1, e2 are entities. Distant supervi-
sion is one such technique which tries to
automatically generate training examples
based on an existing KB such as Free-
base. This paper is a survey of some of the
techniques in distant supervision which
primarily rely on Probabilistic Graphical
Models (PGMs).
1 Introduction
In the recent years, there has been an explosion of
information on the web. As the size of data avail-
able continues to expand rapidly, this provides an
interesting challenge as well as an opportunity to
researchers in NLP. While managing such large
amounts of data, and distilling the relevant infor-
mation in a form that is manageable is a challenge,
the large amount of data available provides an op-
portunity to do this.
One possible way to manage such
large amounts of data is to populate
a database with tuples of the form
relation<entity1, entity2>, ex-
tracted from text. Examples of such tuples
could be capital-of(Delhi, India),
PrimeMinister(Narendra Modi, India).
This simple representation is particularly useful,
as it allows answering queries on the text directly
about a given relation, and entities. To extract tu-
ples of this form is the key objective of Relational
Extraction. Relational Extraction is a particularly
well studied problem in the NLP domain, with
many varied existing approaches to this problem.
Most of the approaches can be classified as fol-
lows:
1. Bootstrapping Methods: These methods start
with a small set of “seed” tuples, and itera-
tively generate patterns from the seed tuples,
recognize more tuples to be utilized as seed
tuples, thus bootstrapping into the complete
relation table. This was introduced for the
first time in DIPRE (Brin, 1998), and later
extended in Snowball (Agichtein and Gra-
vano, 2000). Bootstrapping methods typi-
cally suffer from semantic drift, and often
have poor precision as the number of itera-
tions increases.
2. Supervised Methods: These methods treat
the task of relational extraction as a super-
vised learning problem, and rely on the avail-
ability of extensive training data for extract-
ing relations. Due to the reliance on train-
ing data, these methods usually extract tu-
ples only from some given relations. Some
interesting approaches in this domain have
used tree kernels built on dependency parse
trees (Culotta and Sorensen, 2004), training
semi-CRFs (Sarawagi et al., 2004), and us-
ing shortest path tree kernels (Bunescu and
Mooney, 2005).
3. Open Domain IE Methods: This is a self-
supervised learning model, which utilises no
training data, but relies on redundancy of in-
formation present in the corpus. This out-
puts a collection of all possible tuples of the
form (e1, r, e2) where e1, e2 are two entities
related through a phrase r. The current state-
of-the-art system in OpenIE is Open IE 4.0,
which is a further improvement on Reverb
(Fader et al., 2011) and Ollie (Schmitz et al.,
2012).
4. Distant Supervision: This technique auto-
matically generates training examples and
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tries to learn features based on target rela-
tional tables in a Knowledge Base (KB). Typ-
ically, large KBs such as Freebase are used
for this. This technique usually does not re-
quire any human intervention. This tech-
nique was originally introduced in the context
of biological KBs (Craven et al., 1999), but
has been successfully extended to any texts
(Mintz et al., 2009).
5. Deep Learning Based Methods: These tech-
niques are relatively new and utilize the
word embeddings generated by word2vec
(Mikolov et al., 2013). One of the most
successful atttempts in this domain, (Zeng
et al., 2014) uses Convolution Neural Net-
works (CNNs) for relational extraction.
While a major focus currently in NLP is on deep
learning techniques, as KBs become better with
time, it makes sense to focus on techniques that
can leverage the power of KBs. With this in mind,
it makes sense to focus on Distant Supervision,
a technique which requires minimal human inter-
vention and is primarily based on utilising large
scale KBs such as Freebase.
2 Problem Definition
We define the task of distant supervision formally
in the notation given by (Min et al., 2013):
Given a knowledge base (KB),D, a set of relations
R, the KB D contains tuples of the form r(e1, e2),
where r ∈ R, and e1 and e2 are entities known to
be related by the relation r. Further, we are given
a corpus, C, which contains natural language text.
The task in Distant Supervision is to align the cor-
pus C with the KB D, i.e. to automatically gener-
ate training examples for relational extraction by
labelling relational mentions in C with relations in
D. Formally, this requires labelling set of entity
mentions (e1, e2) present in C with some r ∈ R or
OTHER. Most works treat the OTHER class
as negative training examples.
3 Datasets and Knowledge Bases
3.1 Datasets
Some of the earliest work in Distant Supervision
was motivated by research in the biomedical do-
main. Therefore, the first model by (Craven et al.,
1999) primarily relied on database from medi-
cal sources. Subsequently, evaluations have been
performed on Wikipedia, NY Times corpus and
more recently on the 2010 and 2011 KBP shared
tasks (Ji et al., 2010; Owczarzak and Dang, 2011).
Some features of the datasets are:
1. Yeast Protein Database(YPD) (Hodges et al.,
1999), PubMed, MEDLINE: The work by
(Craven et al., 1999) primarily uses the YPD
database, which includes facts about vari-
ous proteins as well as links to PubMed ar-
ticles that establish the fact. Further, they use
MEDLINE, a database of bibliographic in-
formation and abstracts for over nine million
articles in biomedical domain for evaluation
of their model.
2. Freebase-Wikipedia: This dataset is a dump
of all Wikipedia articles which have been
sentence tokenized by Metaweb Technolo-
gies, the developers of Freebase. This is the
main dataset used by (Mintz et al., 2009) for
Distant Supervision.
3. NY Times: This dataset was developed by
(Riedel et al., 2010) by aligning Freebase re-
lations with the NY Times dataset. They use
StanfordNER to find relevant entity mentions
in the text.
4. KBP: This dataset was primarily used for
evaluation by (Surdeanu et al., 2012). The
training relations here are a were generated
from the 2010 and 2011 KBP shared tasks
(Ji et al., 2010; Owczarzak and Dang, 2011),
which is a subset of Wikipedia Infoboxes
from 2008.
3.2 Knowledge Bases
Most Distant Supervision approaches typically use
Freebase (Bollacker et al., 2008) as the KB for the
task. Freebase is a publicly available database of
semantic data. It contains relations from various
sources, primarily from Wikipedia text boxes. It
has around 9 million entities and around 7300 re-
lations. Some of the largest relations are shown in
Table 1.
4 Distant Supervision using PGMs
In this section, we describe the various models
proposed for Distant Supervision using Probabilis-
tic Graphical Models (PGMs). We begin our dis-
cussion with the simplest model, based on a Naive
Bayes classifier, and move to models using more
complicated PGMs.
Table 1: 10 largest Freebase relations (Mintz et al., 2009)
Relation name Size Example
/people/person/nationality 281107 John Dugard, South Africa
/location/location/contains 253223 Belgium, Nijlen
/people/person/profession 208888 Dusa McDuff, Mathematician
/people/person/place of birth 105799 Edwin Hubble, Marshfield
/dining/restaurant/cuisine 86213 MacAyos Mexican Kitchen, Mexican
/business/business chain/location 66529 Apple Inc., Apple Inc., South Park, NC
/biology/organism classification rank 42806 Scorpaeniformes, Order
/film/film/genre 40658 Where the Sidewalk Ends, Film noir
/film/film/language 31103 Enter the Phoenix, Cantonese
4.1 Distant Supervision in Biomedical
Domain (Craven et al., 1999)
This paper was the first attempt at using an exist-
ing database to generate training examples from
a text corpus. While the model itself was very
simple, it was in many ways ahead of its time.
Since there were no large scale general knowledge
databases available around that time, while this
model was used successfully in domain specific
contexts such as genetics (Jenssen et al., 2001), it
wasn’t until when large scale KBs such as Free-
base became available that this technique started
becoming relevant.
The paper considers the task of extracting rela-
tions of the type subcellular-localization(Protein,
Subcellular-Structure), which represent the vari-
ous subcellular structures in which proteins may
be present. The authors first construct a labelled
set of instances which contain the target relation.
This is done by selecting six proteins and query-
ing them in MEDLINE, which is a corpus of ab-
stracts of biomedical journals. The abstracts are
then hand-annotated with instances of the target
relation, subcellular-localization. This resulted in
a total of 33 instances of the target relation. This is
used to train a Naive Bayes classifier, and later for
evaluating the Distant Supervision trained model.
The Distant Supervision model, the authors
consider the Yeast Protein Database (Hodges et al.,
1999), which includes a subcellular-localization
field for many proteins, as well as a hyperlink to
the reference article in PubMed. Each of these en-
tries, along with the reference is used as a weakkly
learned instance for relation extraction. After
cleaning up the dataset, the authors generate a set
of 336 relational instances described in 633 sen-
tences. The sentences that do not mention the rela-
tional instance are treated as negative training ex-
Figure 1: Naive Bayes Model (Pham and Ruz,
2009)
amples.
The Figure 1 shows the simple Naive Bayes
model. Given a document d of n words,
(w1, w2, · · · , wn), the probability that the docu-
ment belongs to the class cj ∈ C is given by:
P (cj |d) = P (cj)Π
n
i=1P (wi|cj)
P (d)
(1)
In this case, there are only two classes, posi-
tive and negative, denoting whether the relation is
present or not. In order to test whether r(x, y) is
a valid relation, all sentences containing both the
entities x and y are considered. Further, two ap-
proaches are considered. In the first approach, for
each sentence, if the predicted class is positive, the
extracted relation is returned, else no relation is re-
turned. In the second approach, for each relation a
confidence is calculated as follows:
confidence = 1−ΠNk=1[1−P (c = positive|sk)]
(2)
where sk is the kth sentence that contains both the
entities x and y. If the cconfidence is above a
threshold, the relation is predicted as positive, and
otherwise negative. The authors further evaluate
the trained model on the MEDLINE dataset, and
observe an increase in performance as compared
to the Naive Bayes model trained on the MED-
LINE dataset, with cross-validation.
They further add parse tree based features as
well to their model, and learn the features through
an algorithm similar to FOIL. This leads to a fur-
ther increase in the accuracy of the model.
While this model itself is very simple, one of the
key contributions of this paper was the novel idea
of generating training data through distant super-
vision and then using the generated data to learn
features.
4.2 Distant Supervision using Freebase
(Mintz et al., 2009)
This paper describes the key idea of Distant Super-
vision in a domain independent setting, and uses
Freebase as the KB for distant supervision.
The key assumption is that if two entities par-
ticipate in a relation, a sentence that contains
mentions of both the entities, should express the
relation.
The intuition behind this approach is to gener-
ate a training set of entity pairs that participate in
a given set of relations. Entities are tagged with
NER tools in the training step and if a sentence
contains two entities known to be an instance of
some Freebase relation, features are extracted and
added to the feature vector for that relation. How-
ever, since sentences could possibly express in-
correct relations, a multiclass logistic regression
is trained to learn weights on the noisy extracted
features.
At the time of testing, given a sentence, enti-
ties are identified using NER tools, and every pair
of entities that appear together is considered a po-
tential relation. For each entity pairs, features are
extracted and the regression classifier predicts a
relation name for every entity pair based on the
extracted features.
The lexical features extracted are:
• Sequence of words between entities
• POS tags of these words
• A flag indicating the order of appearance
• A window of k words to the left of entity 1
• A window of k words to the right of entity 2
The syntactic features are extracted by building a
dependency parse tree. The features are:
• Dependency path between entities
• A window node for each entity: A window
node is a node connected to one of the enti-
ties, but is not in the dependency path.
All the features in the classifier are used in con-
junction. For two features to match, all the subfea-
tures should match. This is done in order to have
high precision features at the cost of low recall.
It is shown that this algorithm is able to extract
high precision patterns for a large number of re-
lations, while the held out evaluation shows that
combination of lexical and syntactic features per-
forms the best.
4.3 Multi Instance Learning (MIL) (Riedel
et al., 2010)
This paper argues that the key assumption in
current Distant Supervision tecniques, that each
sentence which mentions the two related entities
is an expression of the given relation is too strong
and leads to noisy patterns that hurts the precision.
This paper relaxes this assumption to:
If two entities participate in a relation, at least
one sentence that mentions these two entities
might express that relation.
While this assumption is clearly better, it comes
with additional complexity in both testing and
training. The paper further suggests a undirected
graphical model, which addresses both the tasks of
predicting relation between entities and predicting
which sentences express this relation.
The Figure 2 (Riedel et al., 2010) shows an in-
stance for the Factor Graph model. Consider the
example shown in the figure. The KB contains
the relation founded(Roger McNamee, Elevation
Partners). Consider the sentence “Elevation Part-
ners , the 1.9 billion private equity group that was
founded by Roger McNamee ...”. This sentence
contains mentions of both the entities, as well as
expresses the correct relation. Now consider the
sentence “Roger McNamee , a managing direc-
tor at Elevation Partners , ...”. While this sentence
does contain mentions of both the entities, it does
not express the correct relation.
The model uses two types of hidden variables.
Given a pair of entities, S and D, that appear to-
gether in at least sentence, a variable Y denotes
the relation between them if it exists and NA oth-
erwise. In Figure 2, Y is set to founded. Further,
for the ith sentence that mentions both the enti-
ties, the authors define a boolean relation mention
Figure 2: Factor Graph Model (Riedel et al., 2010)
variable Zi, which is true iff the ith sentence is in-
deed mentioning the relation Y . The entity men-
tions in the ith sentence are refered to as Si and
Di respectively. Additional information about the
ith sentence is stored in the observed variable xi.
This is collected across all sentences that mention
the entities to get the vector x. Further, Z is used
to denote the state of all mention candidates. The
conditional distribution is given by:
P (Y = y, Z = z|x) = Φ
r(y)Φjoin(y, z, x)
∏
i Φ
m(zi, xi)
Zx
(3)
where Φr denotes the bias of the model towards a
relation type y, and is defined as Φr = exp(θry).
The function Φm is defined as a function over xi
as:
Φm(zi, xi) = exp(
∑
j
θmj φ
m
j (zi, xi)) (4)
The feature functions φmj (zi, xi) are those defined
above as lexical and syntactic features, while the
factor Φjoin(y, z, x) is defined as:
Φjoin(y, z, x) = exp(
∑
j
θjoinj,y φ
join
j (z, x)) (5)
where φjoinj (z, x) is defined as:
φjoinj (z, x) = 1iff∃i : zi = 1&φmj (zi, xi) = 1
(6)
The feature φjoinj denotes whether the feature φ
m
j
is active for any of the relation mentions which are
correct w.r.t Y .
Inference in this setting is primarily performed
by Gibbs sampling. Learning on the other hand
is done by SampleRank, which is a ranked based
learning framework. Since each step of inference
is usually the bottleneck in learning, SampleRank
has been shown to be efficient in training for
models in which inference is intractable.
Finally, in this setting, an error reduction of
31% is observed in the NY Times dataset.
4.4 MultiR (Hoffmann et al., 2011)
One of the issues in the model by (Riedel et al.,
2010) is that it does not allow relations to overlap,
i.e. for any pair of entities e1 and e2, there cannot
exist two facts r(e1, e2) and q(e1, e2). This paper
firther relaxes this assumption by constructing a
graphical model as shown in Figure 3.
The other obvious change is in the conditional
extraction model, which is now given by:
(7)
P (Y = y, Z = z|x) =
1
Zx
∏
r
Φjoin(yr, z)
∏
i
Φextract(zi, xi)
where the functions are the same as those defined
above.
Figure 3: (a) Plate model of the network (b) an example network for entities Steve Jobs, Apple (Hoffmann
et al., 2011)
Figure 4: MIML plate model (Surdeanu et al.,
2012)
Learning in this setting is done based on ap-
proximations which lead to Perceptron-style ad-
ditive parameter updates (Collins, 2002). The
first approximation is to do online learning instead
of the full optimization. The second approxima-
tion is to replace expectations with maximizations
(Viterbi approximation).
It was experimentally shown that this model has
a better precision and recall as compared to the
model proposed by (Riedel et al., 2010).
4.5 Multi-Instance Multi-Label (MIML)
(Surdeanu et al., 2012)
This paper also tries to relax the assumption that
each relations between entities can overlap. The
plate model is shown in Figure 4. The model struc-
ture is very similar to that proposed by (Hoffmann
et al., 2011), however training is done by Expecta-
tion Maximization (EM). In the E step, latent men-
tion labels are assigned using the current model
Figure 5: MIML-semi plate model (Min et al.,
2013)
and in the M step, the model is retrained to max-
imize the log likelihood of the data using the cur-
rent assignments.
It was observed that while this model performs
better than the one proposed by (Riedel et al.,
2010), it does not perform as good as (Hoffmann
et al., 2011), especially around extremities. The
authors however claim that this model is more sta-
ble as it yields a smoother curve.
4.6 MIML-semi (Min et al., 2013)
This paper builds on the work by (Surdeanu et al.,
2012) and shows that due to the incomplete nature
of KBs, a significant number of negative examples
generated are actually false negatives. They cor-
rect this problem by modelling the bag-level noise
caused by incomplete KBs, in addition to mod-
elling instance level noise using the MIML model.
The plate diagram is shown in Figure 5. The input
to the model is a list of n bags with labels Posi-
tive (P) or unlabelled (U) for each relation r. The
model adds another set of latent variables, l, which
models the true bag level labels, to combine the la-
Table 2: Summary of Distant Supervision Tech-
niques
Model
Key Assumptions/
Contributions
4.2
Distant
Supervision
If r(e1, e2) ∈ KB,
then ∀ s such that
e1, e2 ∈ sentences,
s expresses the relation r
4.3
Multi Instance
Learning
If r(e1, e2) ∈ KB,
∃ s such that
e1, e2 ∈ sentences, and
s expresses the relation r
4.4 MultiR
Allows overlapping
relations for entities
4.5 MIML
Allows overlapping
relations for entities
4.6 MIML-semi
Addresses false negatives
generated due to
incomplete KB
bels y and the MIML layers. Training is done by
an EM algorithm similar to that proposed by (Sur-
deanu et al., 2012).
This model achieves a better performance than
both MIML as well as MultiR on the KBP dataset.
Another interesting approach in modelling
missing data is presented in (Ritter et al., 2013),
which could not be studied due to lack of time.
An interesting aspect of Distant Supervision was
also presented in (Bunescu and Mooney, 2007),
which primarily addresses the task of Multi In-
stance Learning as a supervised learning problem,
solved by SVMs. A summary of the distant su-
pervision techniques along with their key contri-
butions is presented in Table 2.
5 Conclusions
Relation Extraction is a particularly well studied
problem in the NLP domain. In this paper, we fo-
cussed on one of the technique of Distant Supervi-
sion, which utilises a large Knowledge Base, such
as Freebase to generate training examples for rela-
tional extraction. We reviewed some of the models
in Distant Supervision, and presented a summary
of some of the key contributions of each model.
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