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1. Introduction
Let G be a ﬁnite group and K be a ﬁeld. Let G act on the rational function ﬁeld K (xg : g ∈ G) by
h · xg = xhg ∀g,h ∈ G , and K (G) = K (xg : g ∈ G)G be the ﬁxed ﬁeld. Noether’s problem asks whether
K (G) is K -rational Noether’s problem is related to the inverse Galois problem. See for example Swan’s
survey paper [Sw2].
The rationality problem of ﬁxed ﬁelds for some monomial group actions in the rational function
ﬁelds (see the following Deﬁnition 1.1) is ubiquitous in solving Noether’ problem [Sa2,Sa3].
Deﬁnition 1.1. Let G be a ﬁnite subgroup of GL(n,Z) and K be any ﬁeld. We deﬁne a monomial
group action of G on the rational function ﬁeld K (x1, . . . , xn) as follows: For any σ ∈ G , if σ = (aij) ∈
GL(n,Z), deﬁne
xσj = cσ , j
n∏
i=1
x
aij
i ( j = 1, . . . ,n), cσ , j ∈ K×.
If cσ , j = 1 for all σ ∈ G , for all 1 j  n, the action is called a purely monomial action.
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monomial Noether problem in this paper.
In general, if G1 and G2 are two conjugate ﬁnite subgroups of GL(n,Z), then K (x1, . . . , xn)G1 is
K -isomorphic to K (x1, . . . , xn)G2 by changing the variables. By [BBNWZ], up to conjugation, there are
exactly 13 ﬁnite subgroups in GL(2,Z), and there are exactly 73 ﬁnite subgroups in GL(3,Z). See [GAP]
also.
The 2-dimensional monomial Noether problem is solved by Hajja [Ha1,Ha2]. The 3-dimensional
purely monomial Noether problem is solved by Hajja, Kang, Hoshi and Rikuna [HK1,HK2,HR].
When K is algebraically closed and char K = 0, the 3-dimensional monomial Noether’s problem
was solved by Prokhorov; also when char K = 2, K is algebraically closed and the group is a 2-group
in GL(3,Z) (see [Pr,KP]).
When char K = 2, the 3-dimensional monomial Noether problem is solved by Hoshi, Kitayama and
Yamasaki except 8 groups and a minor unsolved case [HKY]. The main result of this paper is to give
a necessary and suﬃcient condition for K (x1, x2, x3)G to be rational when G is one of the 8 groups.
Let G be a ﬁnite subgroup of GL(n,Z). We denote the conjugacy class of G in GL(n,Z) by [G].
There are 73 conjugacy classes [G] of ﬁnite subgroups G in GL(3,Z) which are classiﬁed into 7 crystal
systems as in Table 1 of [BBNWZ]. We denote by [Gi, j,k], 1  i  7, the ﬁnite group of the k-th
Z-class of the j-th Q-class of the i-th crystal system of dimension 3, and we take a representative
Gi, j,k ⊂ GL(3,Z) of each Z-class as in Table 1 of [BBNWZ]. The generators of the groups Gi, j,k are also
available in GAP [GAP] via the command GeneratorsOfGroup(MatGroupZClass(3,i,j,k)).
Among 73 conjugacy classes of ﬁnite subgroups of GL(3,Z), 8 ones have negative solutions, which
means that the answer is negative for some choice of the coeﬃcients cσ ,i , while it is aﬃrmative for
other choice of cσ ,i . In this paper, we shall discuss on the negative 8 cases. Other cases are discussed
in another paper [HKY].
We put
N := {[G1,2,1], [G2,3,1], [G3,1,1], [G3,3,1], [G4,2,1], [G4,2,2], [G4,3,1], [G4,4,1]},
which are the negative 8 cases studied in this paper. Two groups in N have been solved by Kang [Ka]
and Saltman [Sa4] respectively.
Theorem 1.2. (See Kang [Ka, Theorem 1.8].) Let K be any ﬁeld and G4,2,2 = 〈σ 〉 act on K (x1, x2, x3) by
σ : x1 → x2 → x3 → c
x1x2x3
→ x1, c ∈ K×.
Then K (x1, x2, x3)G4,2,2 is K -rational if and only if at least one of the following conditions is satisﬁed:
(i) char K = 2; (ii) c ∈ K 2; (iii) −4c ∈ K 4; (iv) −1 ∈ K 2 . If K (x1, x2, x3)G4,2,2 is not K -rational then it is
not retract K -rational.
Theorem 1.3. (See Saltman [Sa4, Theorem 0.1].) Let K be a ﬁeld of char K = 2 and G1,2,1 = 〈−I3〉 act on
K (x1, x2, x3) by
−I3 : xi → ai
xi
, ai ∈ K×, 1 i  3.
If [K (√a1,√a2,√a3) : K ] = 8 then the ﬁxed ﬁeld K (x1, x2, x3)G1,2,1 is not retract K -rational, and hence not
K -rational.
Theorem 1.4 (Main theorem). IfG ∈N and char K = 2 then K (x1, x2, x3)G is not K -rational for some ﬁeld K
and choice of coeﬃcients c j(σ ). If K (x1, x2, x3)G is not K -rational then it is not retract K -rational.
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K (x1, x2, x3)G is not K -rational, then it is not stably K -rational. In this paper we change “stably K -
rational” by the weaker “retract K -rational” because of Theorem 2.10 which was communicated to
the author by M. Kang.
The precise necessary and suﬃcient conditions for the rationality of K (x1, x2, x3)G over a ﬁeld K
of char K = 2 will be given later in this paper. For some cases, another representative G ′i, j,k ∈ [Gi, j,k]
and its generators are taken instead of Gi, j,k and its generators in the proof of the theorem, because
it is more convenient for the calculations in the proof. Once the necessary and suﬃcient condition
for the K -rationality of K (x1, x2, x3)G is given for one G ∈ [Gi, j,k], the condition for the K -rationality
of K (x1, x2, x3)G
′
for another G ′ ∈ [Gi, j,k] can be obtained by changing the base of K (x1, x2, x3) and
the generators of G ′ .
Let G1,G2 be two ﬁnite subgroups of GL(n,Z). An integer matrix p ∈ GL(n,Z) such that
p−1G1p = G2 is available via the GAP command [GAP]
RepresentativeAction(GL(n,Integers),G1,G2)
if G2 ∈ [G1]. The function fails if G2 /∈ [G1].
In order to prove the negativity of the Noether problem, Galois cohomology is sometimes useful.
The main idea of this paper uses a technique due to Swan and Voskresenskih [Sw1, Lemma 7], [Vo],
[EM, Theorem 1.5], [Le, Theorem 1.7]. In Section 2 we shall give two criteria, and call them the non-
vanishing cohomology test and the parity test i.e. Theorem 2.11 and Theorem 2.13. The idea of the
former test was given by Lenstra [Le] and used by many authors. The idea of the latter test was given
by Saltman [Sa4] to prove Theorem 1.3.
In order to illustrate the use of Theorem 2.11 and Theorem 2.13, we include the proof of Theo-
rems 1.2 and 1.3 in full, though they are not new results.
2. Two criteria of irrationality
First we recall some basic facts of the theory of ﬂabby (ﬂasque) G-lattices [Sw2,Sw3,Lo].
Deﬁnition 2.1. Let G be a ﬁnite group. A G-lattice M is ﬁnitely generated Z[G]-module such that M
is a free abelian group when it is regarded as an abelian group. A G-lattice M is called a permutation
lattice if M has a Z-basis permuted by G. M is called an invertible (or permutation projective) lattice,
if it is a direct summand of some permutation lattice. A G-lattice M is called a ﬂabby (or ﬂasque)
lattice if Hˆ−1(H,M) = 0 for any subgroup H of G, where Hˆ is a Tate cohomology. Similarly, M is
called coﬂabby (or coﬂasque) if H1(H,M) = 0 for any subgroup H of G.
Deﬁnition 2.2. Let LG be the set of all G-lattices. We deﬁne a similarity relation on LG . If M1,M2 ∈
LG , then M1 ∼ M2 if and only if M1 ⊕ Q 1  M2 ⊕ Q 2 for some permutation lattice Q 1 and Q 2.
The set of all similarity classes is denoted by LG/∼. [M] denotes the similarity class in LG/∼, which
contains M . Note that the operation of the direct sum in LG induces a commutative monoid structure
on LG/∼.
Lemma 2.3. (See [Sw2, Lemma 8.4], [Le, Proposition 1.2].) Let E be an invertible G-lattice.
(1) Then E is ﬂabby and coﬂabby.
(2) If C is a coﬂabby G-lattice, any short exact sequence 0→ C → N → E → 0 splits.
Theorem 2.4 (Endo and Miyata). (See [Sw3, Theorem 4.4], [Lo, 2.10.1].) Let G be a ﬁnite group. Then all the
ﬂabby G-lattices are invertible if and only if all Sylow subgroups ofG are cyclic.
Theorem 2.5 (Colliot-Thélène and Sansuc). (See [Sw2, Lemma 8.5], [Lo, Lemma 2.6.1].) For any G-lattice M,
there is a short exact sequence of G-lattices 0→ M → P → F → 0 where P is a permutation lattice and F is
a ﬂabby lattice.
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resolution of the G-lattice M . [F ] ∈ LG/∼ is called the ﬂabby class of M , denoted by [M]ﬂ = [F ].
Note that [M]ﬂ is well-deﬁned: If [M] = [M ′], [M]ﬂ = [F ] and [M ′]ﬂ = [F ′] then F ⊕ Q  F ′ ⊕ Q ′ for
some permutation lattices Q and Q ′ , and therefore [F ] = [F ′] [Sw2, Lemma 8.7].
When we say that [M]ﬂ is invertible, we mean that [M]ﬂ = [E] for some invertible lattice E .
Deﬁnition 2.7. (See [Sa1].) A ﬁeld extension K/k is retract rational if there are k-algebra domains R
and T together with a k-algebra homomorphism ψ : R → T such that the following conditions are
satisﬁed:
(i) R is a localized polynomial ring over k (i.e., R is isomorphic to k[X][1/ f ], f ∈ k[X] for some
polynomial ring k[X] over k),
(ii) K is the quotient ﬁeld of T ,
(iii) ψ : R → T splits (i.e., there exists a k-algebra homomorphism ϕ : T → R with ψ ◦ ϕ = 1T ).
It is clear that “K/k is rational” ⇒ “K/k is stably rational” ⇒ “K/k is retract rational”.
Note that, the usual deﬁnition of retract rationality [Sa1] requires that k be an inﬁnite ﬁeld. In
this paper, the assumption that k is inﬁnite is not used in the proof of Theorem 2.10. Thus we don’t
include it in Deﬁnition 2.7.
We also use Swan’s lemma.
Lemma 2.8. (See [Sw1, Lemma 8].) Let K be a ﬁeld and G a ﬁnite group of automorphisms of K . Let k be a
subﬁeld of K which is stable under G. We assume that K has a subring R, R ′ ⊂ K satisfying the following
condition.
R, R ′ are stable under G, k ⊂ R ∩ R ′ , R, R ′ are ﬁnitely generated k-algebras, both the quotient ﬁelds of R
and R ′ are K .
Then there are elements a ∈ RG , a′ ∈ R ′G with R[a−1] = R ′[a′−1].
Let K be a ﬁnite Galois extension of k with the Galois group G. G acts on K (x1, x2, . . . , xn), as-
suming that it acts on each xi trivially. Similarly G acts on K (x1, x2, . . . , xn), assuming that it acts on
K trivially. Then we have
k(x1, . . . , xn)
G = K (x1, . . . , xn)G×G =
(
K (x1, . . . , xn)
G)G.
Suppose that K (x1, . . . , xn)G is K -rational and K (x1, . . . , xn)G = K (y1, . . . , yn). Then k(x1, . . . , xn)G is
k-rational, if and only if K (y1, . . . , yn)G is so.
In considering the k-rationality problem of K (y1, . . . , yn)G , suppose the following assumptions are
valid.
There exist distinct irreducible polynomials z1, . . . , zm ∈ K [y1, . . . , yn] (m n) such that
(1) z1 = y1, . . . , zn = yn,
(2) ∀τ ∈G
τ : z j → c j(τ )
m∏
l=1
z
a jl
l
where c j(τ ) ∈ K× , (a jl)1 j,lm ∈ GL(m,Z).
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∀τ ∈G τ : u j →
m∑
l=1
a jlul
if τ : z j → c j(τ )∏ml=1 za jll .
Theorem 2.9. If K (y1, . . . , yn)G is stably k-rational, then [M]ﬂ = 0.
Proof. Suppose K (y1, . . . , yn)G is stably k-rational. Write K (y1, . . . , yn)G(Y1, . . . , Ys) = k(X1, . . . , Xn,
Xn+1, . . . , Xn+s) where X1, . . . , Xn+s are algebraically independent over k and Y1, . . . , Ys are alge-
braically independent over K (y1, . . . , yn)G .
The proof is almost the same as Lenstra’s proof of [Le, Theorem 1.7].
K (X1, . . . , Xn+s) = K (y1, . . . , yn, Y1, . . . , Ys) = K (z1, . . . , zm, Y1, . . . , Ys). Thus K [z1, . . . , zm, Y1, . . . ,
Ys,1/ϕ] and K [X1, . . . , Xn+s] have the same quotient ﬁeld where ϕ =∏ml=1 zl . Lemma 2.8 (Swan)
shows that ∃ non-zero f ∈ K [z1, . . . , zm, Y1, . . . , Ys,1/ϕ]G , g ∈ K [X1, . . . , Xn+s]G such that
K
[
z±11 , . . . , z
±1
m , Y1, . . . , Ys
][1/ f ] = K [X1, . . . , Xn+s][1/g]. (1)
We denote the ring in (1) by A and the unit group of A by U (A).
Since U (A) = U (K [X1, . . . , Xn+s][1/g]) we get an exact sequence
1→ U(K [X1, . . . , Xn+s])→ U (A) → P → 0
where P is a permutation G-lattice. As U (K [X1, . . . , Xn+s]) = K× , we get U (A)/K×  P .
Since U (A) = U (K [z±11 , . . . , z±1m , Y1, . . . , Ys][1/ f ]) we get an exact sequence
1→ U(K [z±11 , . . . , z±1m , Y1, . . . , Ys])→ U (A) → Q → 0
where Q is a permutation G-lattice. As U (K [z±11 , . . . , z±1m , Y1, . . . , Ys]) = K×M , we get an exact se-
quence 1 → K×M → U (A) → Q → 0. Finally we get a ﬂabby resolution of M
0 → M → U (A)/K× → Q → 0,
thus [M]ﬂ = [Q ] = 0. 
The following theorem was communicated to the author by M. Kang, who permitted him to in-
clude it and its proof in this paper.
Theorem 2.10 (Kang). If K (y1, . . . , yn)G is retract k-rational, then [M]ﬂ is invertible.
Proof. This proof is due to M. Kang.
Suppose K (y1, . . . , yn)G is retract k-rational. There exist k-algebra domains k[X1, . . . , Xn+s][1/h],
B together with a k-algebra homomorphism ψ : k[X1, . . . , Xn+s][1/h] → B such that the following
conditions are satisﬁed:
(i) X1, . . . , Xn+s are algebraically independent over k and h ∈ k[X1, . . . , Xn+s],
(ii) K (y1, . . . , yn)G is the quotient ﬁeld of B ,
(iii) there exists k-algebra homomorphism ϕ : B → k[X1, . . . , Xn+s][1/h] such that ψ ◦ ϕ = 1B .
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of B , both K [z±11 , . . . , z±1m ] and K · B have the same quotient ﬁeld K (y1, . . . , yn). Lemma 2.8 shows
that ∃ non-zero f ∈ K [z±11 , . . . , z±1m ]G , g ∈ (K · B)G such that
K
[
z±11 , . . . , z
±1
m , Y1, . . . , Ys
][1/ f ] = (K · B)[1/g]. (2)
We denote the ring in (2) by A.
Since U (A) = U (K [z±11 , . . . , z±1m ,1/ f ]) we get an exact sequence
0→ U(K [z±11 , . . . , z±1m ])→ U (A) → P → 0
where P is a permutation G-lattice. From U (K [z±11 , . . . , z±1m ]) = K× · M we get
0→ M → U (A)/K× → P → 0. (3)
On the other hand, we have
U (A) = U((K · B)[1/g]). (4)
k-algebra homomorphisms ψ and ϕ can be extended to K -algebra homomorphisms ψ : K [X1, . . . ,
Xn+s][1/h] → K · B and ϕ : K · B → K [X1, . . . , Xn+s][1/h] such that ψ ◦ ϕ = 1K ·B . Write the factor-
ization of h in K [X1, . . . , Xn+s] as h = hλ11 · · ·hλll where h1, . . . ,hl are distinct irreducible polynomi-
als. We write ϕ(g) as ϕ(g) = h0ht = h˜hα11 ···hαll , where h0 ∈ K [X1, . . . , Xn+s] and gcd(h˜,h
α1
1 · · ·hαll ) = 1.
As K [X1, . . . , Xn+s][1/h] = K [X1, . . . , Xn+s][1/h1, . . . ,1/hl] and 1ϕ(g) =
h
α1
1 ···h
αl
l
h˜
, K -algebra homomor-
phisms ψ and ϕ induce K -algebra homomorphisms ψ : K [X1, . . . , Xn+s][1/hh˜] → (K · B)[1/g] and
ϕ : (K · B)[1/g] → K [X1, . . . , Xn+s][1/hh˜] such that ψ ◦ ϕ = 1(K ·B)[1/g] .
Note that ψ(h˜) = 0. For, ψ(h˜) = ψ( h˜
h
α1
1 ···h
αl
l
· hα11 · · ·hαll ) = ψ(ϕ(g) · hα11 · · ·hαll ) = g · ψ(h1)α1 ×
ψ(h2)α2 · · ·ψ(hl)αl = 0 in B (becaue each of h1, . . . ,hl is a unit in K [X1, . . . , Xn+s][1/h], thus
ψ(hi) = 0). It follows that the K -algebra homomorphism ψ : K [X1, . . . , Xn+s][1/hh˜] → (K · B)[1/g]
is well-deﬁned.
We denote K [X1, . . . , Xn+s][1/hh˜] by C . From (4) we see that K -algebra homomorphisms ψ and ϕ
induce G-lattice homomorphisms ψ : U (C)/K× → U (A)/K× and ϕ : U (A)/K× → U (C)/K× such that
ψ ◦ ϕ = 1U (A)/K× . We can write
U (C)/K× = U (A)/K× ⊕ E0 (5)
for some G-lattice E0.
From the exact sequence
0 → U(K [X1, . . . , Xn+s])= K× → U(K [X1, . . . , Xn+s][1/hh˜])→ Q → 0,
we see that Q  U (C)/K× is a permutation G-lattice. From (5) we get
Q = U (A)/K× ⊕ E0. (6)
From (3), (6) we get an exact sequence
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(6) and Lemma 2.3 show that E0 is invertible and ﬂabby. This shows that the above exact sequence
is a ﬂabby resolution of M and [M]ﬂ = [P ⊕ E0] = [E0] is invertible. 
As a corollary we prove the following two tests of Saltman [Sa4].
Theorem 2.11 (The non-vanishing cohomology test). If M is coﬂabby and is not ﬂabby (i.e. Hˆ−1(H,M) = 0
for some H<G), then K (y1, . . . , yn)G is not k-rational. In fact, K (y1, . . . , yn)G is not retract k-rational.
Proof. We take a ﬂabby resolution of M
0→ M → P → E → 0. (7)
If E is invertible then (7) splits by Lemma 2.3. Hence P  M ⊕ E . Thus M is invertible and ﬂabby. This
is a contradiction to our assumption that M is not ﬂabby.
We conclude that [M]ﬂ is not invertible. From Theorem 2.9 we see that K (y1, . . . , yn)G is not
stably k-rational, and from Theorem 2.10 we see that K (y1, . . . , yn)G is not retract k-rational. 
Deﬁnition 2.12. Suppose M is a G-lattice. M satisﬁes the parity test if for any Z-basis u1, . . . ,um
of M (i.e. M =⊕1 jm Zu j) and ﬂabby resolution of M
0→ M ι→ Q → E → 0,
there exists a G-morphism π : Q → M such that
π ◦ ι(u j) ≡ u j (mod p) (8)
for all 1 j m and for all prime p.
Theorem 2.13 (The mod p test (parity test when p = 2)). Let M =⊕1 jm Zu j and M be coﬂabby. Suppose
the parity test fails i.e. there exists a ﬂabby resolution of M
0→ M ι→ Q → E → 0,
for all G-morphism π : Q → M there exists j and p such that
π ◦ ι(u j) ≡ u j (mod p)
where j is some integer with 1 j m and p is a prime. Then [M]ﬂ is not invertible.
Proof. Suppose [M]ﬂ is invertible. Then the ﬂabby resolution
0→ M ι→ Q → E → 0
splits by Lemma 2.3. Hence Q  M ⊕ E . We write the projection Q  M ⊕ E → M as π , then π ◦ ι =
1M . It is easy to see that the parity test should hold because of the splitting π ◦ ι = 1M .
We conclude that [M]ﬂ is not invertible. 
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the reason why we call this test “the parity test” in this paper.
When all Sylow subgroups of G are cyclic, Theorem 2.4 shows that [M]ﬂ is always invertible.
Hence both the non-vanishing cohomology test and the mod p test are not effective in this case.
Suppose G C2 × C2. The next theorem (Colliot-Thélène and Sansuc) shows that the mod p test
is not effective when the non-vanishing cohomology test is not effective.
Theorem 2.14. (See Colliot-Thélène and Sansuc [CS, Proposition 4].) Suppose G C2 × C2 and M is a ﬂabby
and coﬂabby G-lattice. Then M is invertible.
Thus the mod p test is useless if the order of G is less then 8. Saltman’s proof of Theorem 1.3
(Saltman [Sa4, Theorem 0.1]) is the ﬁrst example that the mod p test is useful for G C2 × C2 × C2.
In this paper we use the mod p test for G C2 × C2 × C2 in another case.
3. Preliminaries
First we recall the deﬁnitions of Galois cohomology and Tate cohomology. See for example [Br].
Deﬁnition 3.1. Let G be a group and M be an additive G-module. For n  0, let Cn(G,M) be the
additive group of all maps from Gn to M . Its elements are called the n-cochains. The coboundary
homomorphisms
dn : Cn(G,M) → Cn+1(G,M)
are deﬁned as
(
dnϕ
)
(g1, . . . , gn+1) = g1 · ϕ(g2, . . . , gn+1)
+
n∑
i=1
(−1)iϕ(g1, . . . , gi−1, gi gi+1, gi+2, . . . , gn+1)
+ (−1)n+1ϕ(g1, . . . , gn).
Lemma 3.2. dn+1 ◦ dn = 0 holds, and (C(G,M),d) becomes a cochain complex.
Deﬁnition 3.3 (Group cohomology). Deﬁne the group of n-cocycles as
Zn(G,M) = Ker(dn),
the group of n-coboundaries as
{
B0(G,M) = 0,
Bn(G,M) = Im(dn−1), n 1,
and the n-th cohomology as
Hn(G,M) = Zn(G,M)/Bn(G,M).
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trace map TG : M → M as
TG(m) =
∑
g∈G
g ·m,
the group of n-cocycles as
⎧⎪⎨
⎪⎩
Zˆ−1(G,M) = Ker(TG),
Zˆ0(G,M) = MG = H0(G,M),
Zˆn(G,M) = Zn(G,M), n 1,
the group of n-coboundaries as
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
Bˆ−1(G,M) =
∑
g∈G
{g ·m −m |m ∈ M},
Bˆ0(G,M) = Im(TG),
Bˆn(G,M) = Bn(G,M), n 1,
and the n-th cohomology as
Hˆn(G,M) = Zˆn(G,M)/Bˆn(G,M).
Suppose that G is a ﬁnite group and M is a G-lattice. Both Zˆn(G,M) and Bˆn(G,M) are free Z-
modules of ﬁnite rank. Lemma 2.3 shows that Hˆn(G,Z[G]) = 0 for n = ±1. It is easy to see that
Hˆ0(G,Z[G]) = 0.
We use a well-known theorem in group theory.
Theorem 3.5. Let G be a ﬁnite group and ρ1, . . . , ρm be all the distinct irreducible linear representations
over C up to isomorphism. Then the next G-module isomorphism holds.
C[G] 
m⊕
i=1
(dimC ρi)ρi .
From this theorem we see that for all G-lattice M , M ⊗Z C is a direct summand of C[G]l for some
l 1. So Hˆn(G,M)⊗ZC= Hˆn(G,M⊗ZC) = 0 implies that Hˆn(G,M) are ﬁnite groups for n = −1,0,1.
We use Bˆ−1(G,M) ⊗Z Q ∩ M = Zˆ−1(G,M), Bˆ0(G,M) ⊗Z Q ∩ M = Zˆ0(G,M), B1(G,M) ⊗Z Q ∩
C1(G,M) = Z1(G,M) to compute Hˆ−1(G,M), Hˆ0(G,M), H1(G,M). The following GAP codes compute
Hˆn(G,M), n = −1,0,1.
Algorithm.1 Determine Hˆ−1(G,M), Hˆ0(G,M), H1(G,M).
Zminus1:= function(g)
local m,gg,i,s;
m:=[];
gg:=GeneratorsOfGroup(g);
1 See the author’s website http://www.math.h.kyoto-u.ac.jp/~yamasaki/Algorithm/cohomology.g.
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return [];
else
for i in gg do;
m:=Concatenation(m,i-Identity(g));
od;
s:=SmithNormalFormIntegerMatTransforms(m);
m:=InverseIntMat(s.coltrans);
return List([1..s.rank],x->m[x]);
fi;
end;
Bminus1:= function(g)
local m,gg,i;
m:=[];
gg:=GeneratorsOfGroup(g);
for i in gg do;
m:=Concatenation(m,i-Identity(g));
od;
return LatticeBasis(m);
end;
Hminus1:= function(g)
local m,gg,i,s,r;
m:=[];
gg:=GeneratorsOfGroup(g);
if gg=[] then
return [];
else
for i in gg do;
m:=Concatenation(m,i-Identity(g));
od;
s:=SmithNormalFormIntegerMat(m);
r:=Rank(s);
return List([1..r],x->s[x][x]);
fi;
end;
Z0:= function(g)
local m,s;
m:=Sum(g);
s:=SmithNormalFormIntegerMatTransforms(m);
m:=InverseIntMat(s.coltrans);
return List([1..s.rank],x->m[x]);
end;
B0:= function(g)
return LatticeBasis(Sum(g));
end;
H0:= function(g)
local m,s,r;
m:=Sum(g);
s:=SmithNormalFormIntegerMat(m);
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return List([1..r],x->s[x][x]);
end;
Z1:= function(g)
local m,gg,i,s;
m:=[];
gg:=GeneratorsOfGroup(g);
if gg=[] then
return [];
else
for i in gg do;
m:=Concatenation(m,TransposedMat(i)-Identity(g));
od;
m:=TransposedMat(m);
s:=SmithNormalFormIntegerMatTransforms(m);
m:=InverseIntMat(s.coltrans);
return List([1..s.rank],x->m[x]);
fi;
end;
B1:= function(g)
local m,gg,i;
m:=[];
gg:=GeneratorsOfGroup(g);
for i in gg do;
m:=Concatenation(m,TransposedMat(i)-Identity(g));
od;
m:=TransposedMat(m);
return LatticeBasis(m);
end;
H1:= function(g)
local m,gg,i,s,r;
m:=[];
gg:=GeneratorsOfGroup(g);
if gg=[] then
return [];
else
for i in gg do;
m:=Concatenation(m,TransposedMat(i)-Identity(g));
od;
m:=TransposedMat(m);
s:=SmithNormalFormIntegerMat(m);
r:=Rank(s);
return List([1..r],x->s[x][x]);
fi;
end;
Example 3.6. First we represent the action of G on M as matrices:
tau1:=[[ 1, 0, 0, 0, 0, 0],
[ 1,-1, 0, 0, 0, 0],
[ 1, 0, 0, 0,-1, 1],
A. Yamasaki / Journal of Algebra 370 (2012) 46–78 57[ 0, 0, 0, 1, 0, 0],
[ 1, 0, 0, 1,-1, 0],
[ 0, 0, 1, 1,-1, 0]];
tau2:=[[ 1, 0, 0, 0, 0, 0],
[ 0, 1, 0, 0, 0, 0],
[ 1, 0,-1, 0, 0, 0],
[ 0, 0, 0, 1, 0, 0],
[ 1, 0,-1, 0, 0, 1],
[ 0, 0,-1, 0, 1, 0]];
G:=Group(tau1,tau2);
Next we compute all the subgroups of G.
LoadPackage("sonata");
H:=Subgroups(G);
The function returns a list of 5 subgroups.
[ <group of 6x6 matrices of size 1 in characteristic 0>,
<group of 6x6 matrices in characteristic 0>,
<group of 6x6 matrices in characteristic 0>,
<group of 6x6 matrices in characteristic 0>,
<matrix group of size 4 with 2 generators> ]
Then we compute H1(H,M).
List(H,H1);
The function returns a list of H1(H,M) for all H<G.
[ [ ], [ 1, 1 ], [ 1, 1, 1 ], [ 1, 1, 1 ], [ 1, 1, 1, 2 ] ]
We see that H1(H,M) = 0 for any proper subgroup H of G, but H1(G,M)  Z/2Z. We compute
Z1(G,M).
Z1(G);
The function returns the following matrix.
[[ 1, 2,-2, 0,-2, 2, 2, 0, 2, 0,-6, 6 ],
[ 0, 0, 1, 1,-1,-1, 0, 0,-1, 0, 1,-1 ],
[ 0,-2, 2, 1, 0,-2, -1, 0,-1, 0, 3,-3 ],
[ 0,-2, 2, 1, 0,-2, -1, 0,-2, 0, 4,-4 ]]
Let G = 〈g1, . . . , gn1 〉 and M =
⊕n2
i2=1Zui2 (Z-basis). If ϕ(g1), . . . ,ϕ(gn1 ) is given for ϕ ∈ Z1(G,M), we
can determine ϕ(g) for all g ∈ G using the 1-cocycle condition ϕ(στ) = σ · ϕ(τ ) + ϕ(τ ) recursively.
When H1(G) returns (e1 · · · er) and Z1(G) returns⎛
⎝ z111 z112 · · · z1n1n2· · ·
zr11 zr12 · · · zrn1n2
⎞
⎠ ,
the Z-basis of Z1(G,M) is {zi0 }1i0r and the Z-basis of B1(G,M) is {ei0 zi0 }1i0r , where zi0(gi1 ) =∑n2
i =1 zi0 i1 i2ui2 .2
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4u5 −4u6). But a := −z4 + z3 ∈ −z4 + B1(G,M) is another non-trivial 1-cocycle which is more simple
(a(τ1) = 0, a(τ2) = u3 − u5 + u6).
We use the same notation as in [HKY] to denote the generators of Gi, j,k:
−I3 =
⎛
⎝−1 0 00 −1 0
0 0 −1
⎞
⎠ , τ1 =
⎛
⎝−1 0 00 −1 0
0 0 1
⎞
⎠ , τ3 =
⎛
⎝ 0 1 −11 0 −1
0 0 −1
⎞
⎠ ,
λ1 =
⎛
⎝−1 0 00 1 0
0 0 −1
⎞
⎠ , σ4A =
⎛
⎝ 0 −1 01 0 0
0 0 1
⎞
⎠ , σ4B =
⎛
⎝ 0 1 00 1 −1
−1 1 0
⎞
⎠ . (9)
We also use a matrix σ ′4B which is a conjugate of σ4B :
σ ′4B =
⎛
⎝ 0 0 1−1 0 1
0 −1 1
⎞
⎠ . (10)
4. The problem R(a,b, c)
In this section, some preliminary discussions are given.
Lemma 4.1. (See Kang [Ka, Theorem 2.4].) Let K be a ﬁeld with char K = 2. The following two-dimensional
Noether problems are aﬃrmative. Namely, both of K (x, y)〈σ 〉 and K (x, y)〈τ 〉 are K -rational.
(1) σ : x → −x, y → ax2+by , a,b ∈ K , (a,b) = (0,0),
(2) τ : x → ax , y →
b(x+ ax )+c
y , a,b, c ∈ K , a = 0, (b, c) = (0,0).
Proof. (1) We have K (x, y)〈σ 〉 = K (z1, z2, z3) where z1 = x2, z2 = y + ax2+by , z3 = (y − ax
2+b
y )/x. Since
z1z23 = z22 − 4(az1 + b), we have z1 ∈ K (z2, z3) so that K (x, y)〈σ 〉 = K (z2, z3).
(2) We have K (x, y)〈τ 〉 = K (z1, z2, z3) where z1 = x + ax , z2 = y +
b(x+ ax )+c
y , z3 = {y −
b(x+ ax )+c
y }/
(x− ax ). Since (z21 − 4a)z23 = z22 − 4(bz1 + c), we get z22 = d2z21 + ez1 + f for some d, e, f ∈ K (z3). z22 =
(dz1+ e2d )2+ g where g = f − e
2
4d2
= −4az23+4c− 4bz23 ∈ K (z3)
× . So K (z3)(z1, z2) = K (z3)(z2+dz1+ e2d )
is K (z3)-rational. 
Problem R(a,b, c) in the title of this section is the Noether problem for the following σ :
σ : x1 → −x1, x2 → a
x2
, x3 → −bx
2
1 + c
x3
, a,b, c ∈ K×.
Problem R(a,b, c) is equivalent with the K -rationality problem of the quadratic extension of
K (z1, z2, z3) given by z20 = (z21 − a)(z22 − b)(z23 − c).
The reason is as follows (see [HHR, Proposition 4.4]). Since K (x1, x2, x3)〈σ 〉 = K (u1,u2,u3,u4)
where u1 = (x2 − ax2 )/x1, u2 = x2 + ax2 , u3 = x3 +
−bx21+c
x3
, u4 = (x3 − −bx
2
1+c
x3
)/(x2 − ax2 ), and since
(u22 − 4a)u24 = u23 − 4(−bx21 + c), x21 = u
2
2−4a
u2
, we have u21 = (u22 − 4a)(u21u24 − 4b)/(u23 − 4c). So if we
1
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(u23−4c)u1
8 , the problem is reduced to the second form stated
above. Note that R(a,b, c) depends only on the K×2-cosets of a,b, c.
We say that R(a,b, c) is equivalent to R(u, v,w), if R(a,b, c) is aﬃrmative if and only if so is
R(u, v,w). We will denote it by R(a,b, c) ∼ R(u, v,w).
Lemma 4.2.
(1) R(a,b, c) ∼ R(σ (a),σ (b),σ (c)) where σ is any permutation of the ordered triple (a,b, c).
(2) R(a,b, c) ∼ R(a,ab,ac).
Proof. (1) Because R(a,b, c) is equivalent with the K -rationality problem of the quadratic extension
of K (z1, z2, z3) given by z20 = (z21 −a)(z22 −b)(z23 − c) and z1, z2, z3 are symmetric in this problem, the
problem R(a,b, c) does not change by any permutation of a,b, c.
(2) Suppose σ acts on K (x1, x2, x3) by
σ : x1 → −x1, x2 → a
x2
, x3 → −bx
2
1 + c
x3
.
Deﬁne X1 = x1, X2 = x2, X3 = x2x3, σ acts on X1, X2, X3 as
σ : X1 → −X1, X2 → a
X2
, X3 → −abX
2
1 + ac
X3
.
Hence the result. 
Lemma 4.3. Let L = K (√a,√b,√c). R(a,b, c) is aﬃrmative if and only if [L : K ] 2 or [L : K ] = 4, abc /∈
K×2 . In other words, it is aﬃrmative if and only if at least one of a,b, c,ab,ac,bc belongs to K×2 .
Proof.
Case 1. [L : K ] 2 or [L : K ] = 4, abc /∈ K×2.
In this case, at least one of a,b, c,ab,ac,bc belongs to K×2.
(1) Suppose a ∈ K×2, then R(a,b, c) is aﬃrmative because putting z′0 = z0z1+√a , we have z
′2
0 =
z1−√a
z1+√a (z
2
2 − b)(z23 − c), so that z1 ∈ K (z′0, z2, z3), hence K (z0, z1, z2, z3) = K (z′0, z1, z2, z3) =
K (z′0, z2, z3).
(2) If b ∈ K×2, since R(a,b, c) ∼ R(b,a, c) by Lemma 4.2, and R(b,a, c) is aﬃrmative by (1), thus
R(a,b, c) is aﬃrmative. Similarly for c ∈ K×2.
(3) If ac ∈ K×2, note that R(a,b, c) ∼ R(a,ab,ac) ∼ R(ac,ab,a). R(ac,ab,a) is aﬃrmative by (1),
so R(a,b, c) is also aﬃrmative. Similarly if bc ∈ K×2, R(a,b, c) ∼ R(b,a, c) ∼ R(b,ab,bc) ∼
R(bc,ab,b). Since R(bc,ab,b) is aﬃrmative by (1), so is R(a,b, c). The same for ab ∈ K×2.
Case 2. [L : K ] = 8.
This case is easily reduced to Case 3 ([L : K ] = 4, abc ∈ K×2) as follows: Suppose [L : K ] = 8, then
we have [L : K ′] = 4 for K ′ = K (√abc) and abc ∈ K ′×2, so the negativity of R(a,b, c) over K ′ implies
the negativity over K .
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We can assume c = ab. Put α = √a and β = √b, then L = K (α,β) and L(x1, x2, x3)〈σ 〉 is L-rational.
Putting x′2 = x2−αx2+α and x′3 =
x3−βx1−αβ
x3+βx1+αβ , we have σ : x1 → −x1, x′2 → −x′2, x′3 → −x′3 so that
L(x1, x2, x3)〈σ 〉 = L(y1, y2, y3) where y1 = x21, y2 = x1x′2, y3 = x1x′3.
G = Gal(L/K ) is isomorphic to C2 × C2, and generated by τ1 : α → −α, β → β and τ2 : α → α,
β → −β . G acts on y1, y2, y3 etc. as follows:
y1 y2 y3 y1 + αy3 y3 + α
τ1 y1 y1/y2 (y3 + α)y1/(y1 + αy3) y1(y1 − a)/(y1 + αy3) y3(y1 − a)/(y1 + αy3)
τ2 y1 y2 y1/y3 y1(y3 + α)/y3 (y1 + αy3)/y3
Let M be the Z-module of rank 6 generated by y1, y2, y3, y1 − a, y1 + αy3 and y3 + α Then the
action of G on M is represented as matrices as follows:
m(τ1) =
⎛
⎜⎜⎜⎜⎜⎜⎝
1 0 0 0 0 0
1 −1 0 0 0 0
1 0 0 0 −1 1
0 0 0 1 0 0
1 0 0 1 −1 0
0 0 1 1 −1 0
⎞
⎟⎟⎟⎟⎟⎟⎠
, m(τ2) =
⎛
⎜⎜⎜⎜⎜⎜⎝
1 0 0 0 0 0
0 1 0 0 0 0
1 0 −1 0 0 0
0 0 0 1 0 0
1 0 −1 0 0 1
0 0 −1 0 1 0
⎞
⎟⎟⎟⎟⎟⎟⎠
.
Hereafter we write the G-module M multiplicatively. That is, if u1, . . . ,um are the Z-basis of M , then
we write
M =
{
m∏
j=1
uλii
∣∣∣ λ1, . . . , λm ∈ Z
}
instead of M =⊕mj=1Zu j .
We compute to get H1(H,M) = 0 for any proper subgroup H of G, but H1(G,M)  Z/2Z by the
algorithm in Section 3. The non-trivial element of H1(G,M) is given by a(τ1) = 1, a(τ2) = a(τ1τ2) =
y3(y3+α)
y1+αy3 . See Example 3.6.
We construct a Z-module M ′ of rank 7, by adding y3(y3 + α) + y1 + αy3 = y23 + 2αy3 + y1
(denominator + numerator of a(τ2) = a(τ1τ2) = y3(y3+α)y1+αy3 ) as the seventh generator. Then the action
of G on M ′ is given by
m′(τ1) =
⎛
⎜⎜⎜⎝
0
m(τ1)
...
0
1 0 0 1 −2 0 1
⎞
⎟⎟⎟⎠ , m′(τ2) =
⎛
⎜⎜⎜⎝
0
m(τ2)
...
0
1 0 −2 0 0 0 1
⎞
⎟⎟⎟⎠ ,
and we have H1(G,M ′) = 0.
As for Hˆ−1, a calculation shows that Hˆ−1(G,M)  Z/2Z. The non-trivial element is y2/y3, which
does not vanish in Hˆ−1(G,M ′), thus Hˆ−1(G,M ′)  Z/2Z. Therefore K (x1, x2, x3)〈σ 〉 is not K -rational
by Theorem 2.11, so R(a,b,ab) is negative. 
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From now on, we assume that K is a ﬁeld with char K = 2 until the end of this paper.
The result here (Theorem 5.1) is already known (Kang [Ka, Theorem 1.8]), but we shall give the
proof in full as a standard example of Theorem 2.11. (The numbering of the group follows the GAP
list [BBNWZ,GAP].) The group and its generators are G4,2,2 = 〈−σ4B , τ3〉 = 〈−σ4B〉  C4, but we take
another representative G ′4,2,2 = 〈−σ ′4B〉 ∈ [G4,2,2]. See (9), (10) for notations. The action of G ′4,2,2 is
generated by the following σ :
C4  〈σ 〉, σ : x1 → ax2, x2 → bx3, x3 → c
x1x2x3
.
Multiplying each xi by a constant factor, we can set a = b = 1, so the problem depends essentially
only on c. Then the problem is as follows:
“For what values of c the ﬁeld K (x1, x2, x3)〈σ 〉 is K -rational?” Here σ is given by
σ : x1 → x2 → x3 → c
x1x2x3
→ x1.
Theorem 5.1. (See Kang [Ka, Theorem 1.8].) Let K be a ﬁeld with char K = 2. The monomial Noether problem
for the group G ′4,2,2 is aﬃrmative if and only if −1 ∈ K×2 or c ∈ K×2 or c ∈ −4K×4 .
Proof. σ 2 maps as x1 ↔ x3, x2 → cx1x2x3 so that it keeps x′1 = x1x3 invariant and acts monomially
on x2, x3 with K (x′1)-coeﬃcient. Thus we get K (x1, x2, x3)〈σ
2〉 = K (y1, y2, y3) where y1 = x′1 = x1x3,
y2 = ξ0ξ2 , y3 =
ξ2
ξ3
with ξ2 = x2 − cx1x2x3 , ξ3 = x3 − x1, ξ0 = x2x3 − cx2x3 .
Now σ maps as y1 → cy1 , y3 → − 1y3 , y2 →
−y1 y3+ cy1 y3
y2
so that y′3 := y1 y3 → − cy′3 , y2 →−(y′3 − cy′3 )/y2.
Case 1. c ∈ K×2.
y′1 := y1−
√
c
y1+√c (y
′
3 + cy′3 ) is σ -invariant, so K (x1, x2, x3)
〈σ 〉 = K (y1, y2, y3)〈σ 〉 = K (y′1)(y2, y′3)〈σ 〉 is
K -rational by Lemma 4.1(2).
Case 2. −1 ∈ K×2.
The same as in Case 1 holds because y′′1 := y3−
√−1
y3+
√−1 (y
′
3 + cy′3 ) is σ -invariant.
Case 3. −c = d2 ∈ K×2.
y′′3 := y
′
3−d
y′3+d → −y
′′
3 and y2 → dy2 (
y′′3+1
y′′3−1 +
y′′3−1
y′′3+1 ) =
2d(y′′23 +1)
y2(y′′23 −1)
so that y′2 := (1+ y′′3)y2 → −2d(y
′′2
3 +1)
y′2
.
Together with y1 → −d2y1 , the Noether problem is reduced to R(−1,2d,−2d), so that it is aﬃrmative
if and only if one of −1, ±2d belongs to K×2 by Lemma 4.3, but ±2d ∈ K×2 is equivalent with
c ∈ −4K×4.
Case 4. None of −1,±c belongs to K×2.
Put K ′ = K (d) with −c = d2, then none of −1, ±2d belongs to K ′×2 so that the Noether problem
is negative over K ′ , hence negative over K .
This completes the proof of Theorem 5.1. 
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A standard example of the application of Theorem 2.13 is provided by the group G1,2,1 =
〈−I3〉  C2. The action of G1,2,1 is generated by the following σ :
σ : x1 → a1
x1
, x2 → a2
x2
, x3 → a3
x3
(
a1,a2,a3 ∈ K×
)
.
The following result was obtained by Saltman [Sa4], but for the sake of comparison we include the
proof in full.
Saltman seems to think that the key of the proof is the concept of retract rationality. We admit
the importance of retract rationality, but think that the key of the proof is the parity test given in
Section 2. Though we follow Saltman’s proof essentially, the stress is put on the application of the
parity test whose calculation is given in detail.
Theorem 6.1. (See Saltman [Sa4, Theorem 0.1].) Let K be a ﬁeld with char K = 2. The monomial Noether
problem for the group G1,2,1 is aﬃrmative if and only if [K (√a1,√a2,√a3) : K ] 4.
Proof. Evidently the problem depends only on K×2-cosets of a1, a2, a3. Let
√
ai = αi and L =
K (α1,α2,α3).
Case 1. [L : K ] 4.
If a1 ∈ K×2, then x′1 = x1−α1x1+α1 (x2 −
a2
x2
) is σ -invariant, and the problem is reduced to two-
dimensional monomial Noether problem over K (x′1), so that it is aﬃrmative [Ha2,HK1]. The same
holds when a2 or a3 ∈ K×2. If we replace x1 by x1x2, we see that the problem is aﬃrmative if
a1a2 ∈ K×2. The same holds when a1a3, a2a3 or a1a2a3 ∈ K×2. Thus, the problem is aﬃrmative if
[L : K ] 4.
Case 2. [L : K ] = 8.
Now we shall prove the negativity for the case [L : K ] = 8. The proof is due to Saltman [Sa4].
Gal(L/K ) =G is isomorphic to C2×C2×C2, whose generators are τi (1 i  3) such that τi :αi →
−αi , α j → α j ( j = i). Add one more variable x0 and assume that σ acts as x0 → 1x0 . We shall prove
that K (x0, x1, x2, x3)〈σ 〉 is not K -rational.
L(x0, x1, x2, x3)〈σ 〉 is L-rational, and the transcendental basis is given by y0 = x′20 , y1 = x′0x′1, y2 =
x′0x′2, y3 = x′0x′3 where x′0 = x0−1x0+1 , x′i =
xi−αi
xi+αi (1 i  3).
Clearly y0 is G-invariant, and τi maps x′i to
1
x′i
, and x′j to x
′
j ( j = i), so that it maps yi to y0yi , and
y j to y j ( j = i).
Let M be the Z-module generated by y0, y1, y2 and y3 written multiplicatively. The action of G
is represented by matrices as follows:
m(τ1) =
⎛
⎜⎜⎝
1 0 0 0
1 −1 0 0
0 0 1 0
0 0 0 1
⎞
⎟⎟⎠ , m(τ2) =
⎛
⎜⎜⎝
1 0 0 0
0 1 0 0
1 0 −1 0
0 0 0 1
⎞
⎟⎟⎠ , m(τ3) =
⎛
⎜⎜⎝
1 0 0 0
0 1 0 0
0 0 1 0
1 0 0 −1
⎞
⎟⎟⎠ .
From this, we can calculate the cohomology groups as follows:
G has 15 non-trivial subgroups including G itself. Use the algorithm in Section 3 (with the help
of GAP) to verify the following cohomology groups.
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H1
(〈τi〉,M)= 0, i = 1,2,3,
H1
(〈τiτ j〉,M) Z/2Z (i = j),
H1
(〈τ1τ2τ3〉,M) (Z/2Z)2.
The non-trivial element of H1(〈τ1τ2〉,M) is given by the 1-cocycle a : 〈τ1τ2〉 → M deﬁned by
a(τ1τ2) = y−10 y1 y2.
The non-trivial elements of H1(〈τ1τ2τ3〉,M) are the following ai (1  i  3): a1(τ1τ2τ3) =
y−10 y1 y2, a2(τ1τ2τ3) = y−10 y1 y3, a3(τ1τ2τ3) = y−10 y2 y3.
For subgroups of order 4, we have
H1
(〈τi, τ j〉,M)= 0 (i = j),
H1
(〈τi, τ jτk〉,M) Z/2Z (i, j,k are mutually different),
H1
(〈τ1τ2, τ1τ3〉,M) Z/2Z.
The non-trivial element of H1(〈τ1, τ2τ3〉,M) is given by a : 〈τ1, τ2τ3〉 → M deﬁned by a(τ1) = 1,
a(τ2τ3) = a(τ1τ2τ3) = y−10 y2 y3.
The non-trivial element of H1(〈τ1τ2, τ1τ3〉,M) is given by a(τ1τ2) = y−10 y1 y2, a(τ1τ3) = y−10 y1 y3,
a(τ2τ3) = y−10 y2 y3.
Finally, we have H1(G,M) = 0.
As for Hˆ−1, we have Hˆ−1(G,M)  (Z/2Z)2, where non-trivial elements are y−10 y1 y2, y−10 y1 y3
and y−10 y2 y3.
In order to make H1 zero, we extend the Z-module M to a larger M ′ . Let y4 = y1 + y2, y5 =
y1 y2 + y0, y6 = y1 + y3, y7 = y1 y3 + y0, y8 = y2 + y3, y9 = y2 y3 + y0 and let M ′ be the Z-module
of rank 10 generated by y0, . . . , y9.
The action of G on M ′ is represented by matrices as follows:
m′(τ1) =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
m(τ1) 0
0 −1 0 0 0 1 0 0 0 0
1 −1 0 0 1 0 0 0 0 0
0 −1 0 0 0 0 0 1 0 0
1 −1 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
, m′(τ2) =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
m(τ2) 0
0 0 −1 0 0 1 0 0 0 0
1 0 −1 0 1 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 1 0 0
0 0 −1 0 0 0 0 0 0 1
1 0 −1 0 0 0 0 0 1 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
m′(τ3) =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
m(τ3) 0
0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0
0 0 0 −1 0 0 0 1 0 0
1 0 0 −1 0 0 1 0 0 0
0 0 0 −1 0 0 0 0 0 1
1 0 0 −1 0 0 0 0 1 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
The extended module M ′ makes H1 zero for almost all H<G. Precisely, using the same method to
compute H1
(
H,M ′
)
as before, we have H1
(
H,M ′
)= 0 for H =H0, where H0 = 〈τ1τ2, τ1τ3〉. As before,
H1
(
H0,M ′
)= Z/2Z. The non-trivial element is given by a : 〈τ1τ2, τ1τ3〉 → M ′ deﬁned by a(τ1τ2) = 1,
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y3) + y1 y2 y3 and deﬁne M ′′ to be Z-module of rank 12 generated by y0, . . . , y11. Then the action
of G on M ′′ is represented by
m′′(τ1) =
⎛
⎝ m
′(τ1) 0
0 −1 0 0 0 0 0 0 0 0 0 1
1 −1 0 0 0 0 0 0 0 0 1 0
⎞
⎠ , m′′(τ2) =
⎛
⎝ m
′(τ2) 0
0 0 −1 0 0 0 0 0 0 0 0 1
1 0 −1 0 0 0 0 0 0 0 1 0
⎞
⎠ ,
m′′(τ3) =
⎛
⎝ m
′(τ3) 0
0 0 0 −1 0 0 0 0 0 0 0 1
1 0 0 −1 0 0 0 0 0 0 1 0
⎞
⎠ .
This time we have H1(H,M ′′) = 0 for all H < G. However the obstruction for Hˆ−1(G,M) is of
the same kind of that for H1(H,M), so Hˆ−1 also becomes zero by the extension of M . We have
Hˆ−1(G,M ′) = Hˆ−1(G,M ′′) = 0. So the non-vanishing cohomology test cannot be applied.
We will use Theorem 2.13 to show that L(y0, y1, y2, y3)G is not retract K -rational.
Let ι : M ′′ → Q be an injective G-morphism where Q is a permutation G-lattice. Suppose
π : Q → M ′′ is a G-morphism. First, we shall examine the image ι(y0). Since y0 is G-invariant,
ι(y0) is also G-invariant and the exponent is constant on every transitive part of permutations by G.
Consider any transitive part X , then ι(y0) takes the form m
∑
q∈X q on X . (We write Q additively.)
Suppose that the stabilizer of X is trivial, hence X consists of 8 irreducible factors. Let β =mq0 for a
ﬁxed q0 ∈ X , then ι(y0) =∑τ∈G βτ on X .
Suppose that the stabilizer of X is not trivial. Let τ be a non-trivial element of the stabilizer, then
at least one of αi moves by τ . For simplicity, assume that α1 moves by τ . Since τ maps y1 to y0 y
−1
1 ,
and since q ∈ X does not move by τ , we have n = m − n where m and n are the exponents of the
factor q of ι(y0) and ι(y1) respectively. This implies m = 2n, so m is even. The same discussion holds
for α2 and α3 instead of α1, so whenever the stabilizer of X is not trivial, the exponent m should be
even. If ι(y0) =m∑q∈X q on X , then put γ = m2 (∑q∈X q) and we have ι(y0) = 2γ on X . Combining
these two results, we get ι(y0) =∑τ∈G βτ + 2γ for some β,γ ∈ Q .
The image by π is written as
π ◦ ι(y0) =
∑
τ∈G
π(β)τ + 2π(γ ).
Evidently 2π(γ ) ∈ 2M ′′ . On the other hand, the action of G on M ′′ is represented by matrices m′′(τ ),
so that
∑
τ∈G π(β)τ belongs to the image of
∑
τ∈Gm′′(τ ).
So, if every matrix element of
∑
τ∈Gm′′(τ ) is even, then
∑
τ∈G π(β)τ belongs to 2M ′′ , so that
π ◦ ι(y0) ∈ 2M ′′ . Thus π ◦ ι(y0) ≡ y0 (mod 2M ′′). Now apply Theorem 2.13.
The calculation of
∑
τ∈Gm′′(τ ) is easily done as follows:
∑
τ∈G
m′′(τ ) =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
8 0 0 0 0 0 0 0 0 0 0 0
4 0 0 0 0 0 0 0 0 0 0 0
4 0 0 0 0 0 0 0 0 0 0 0
4 0 0 0 0 0 0 0 0 0 0 0
2 −4 −4 0 4 4 0 0 0 0 0 0
6 −4 −4 0 4 4 0 0 0 0 0 0
2 −4 0 −4 0 0 4 4 0 0 0 0
6 −4 0 −4 0 0 4 4 0 0 0 0
2 0 −4 −4 0 0 0 0 4 4 0 0
6 0 −4 −4 0 0 0 0 4 4 0 0
4 −4 −4 −4 0 0 0 0 0 0 4 4
8 −4 −4 −4 0 0 0 0 0 0 4 4
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
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∑
τ∈Gm′′(τ ) is even. Therefore the negativity of the problem for[L : K ] = 8 has been proved, which completes the proof of Theorem 6.1. 
7. The group G4,2,1
The group and its generators are G4,2,1 = 〈−σ4A, τ1〉 = 〈−σ4A〉  C4 (see (9) for notations). The
action of G4,2,1 is generated by the following σ :
σ : x1 → a
x2
, x2 → bx1, x3 → c
x3
.
By a suitable change of variables, we can set b = 1. First we shall determine the ﬁxed ﬁeld of σ 2.
σ 2 : x1 → a
x1
, x2 → a
x2
, x3 → x3.
It is known that K (x1, x2, x3)〈σ
2〉 = K (y1, y2, y3) where y1 = (x1 + x2)/(x1x2 + a), y2 = (x1 −
x2)/(x1x2 − a), y3 = x3. The group G = 〈σ 〉 is of order 2 on K (y1, y2, y3) and acts as follows:
σ : y1 → 1
ay1
, y2 → − 1
ay2
, y3 → c
y3
.
This action is the same as that in G1,2,1, so that we get
Theorem 7.1. For the group G4,2,1 (with b = 1), the Noether problem is aﬃrmative if and only if
[K (√a,√−1,√c) : K ] 4.
8. The group G2,3,1
The group and its generators are G2,3,1 = 〈−I3, λ1〉  C2 × C2, but we take another representative
G ′2,3,1 = 〈−τ1, τ1〉 ∈ [G2,3,1] (see (9) for notations). The action of G ′2,3,1 is generated by the following
σ1 and σ2: ⎧⎪⎪⎨
⎪⎪⎩
σ1 : x1 → ε1x1, x2 → ε2x2, x3 → c
x3
(
ε1, ε2 = ±1, c ∈ K×
)
,
σ2 : x1 → a
x1
, x2 → b
x2
, x3 → ε3x3
(
ε3 = ±1, a,b ∈ K×
)
.
Theorem 8.1.
(1) When ε3 = 1 or ε1 = ε2 = 1, the Noether problem is aﬃrmative.
(2) When ε1 = ε2 = ε3 = −1, the Noether problem is reduced to R(a,b, c) in Section 4. When ε2 = 1, ε1 =
ε3 = −1, it is reduced to R(a,ab, c), and when ε1 = 1, ε2 = ε3 = −1, it is reduced to R(ab,b, c).
Proof.
Case 1. ε3 = 1 or ε1 = ε2 = 1.
When ε3 = 1, we have K (x1, x2, x3)〈σ2〉 = K (y1, y2, y3) where
y1 =
(
x1 − a
x
)/(
x1x2 − ab
x x
)
, y2 =
(
x2 − b
x
)/(
x1x2 − ab
x x
)
, y3 = x3,1 1 2 2 1 2
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σ1 : y1 → ε2 y1, y2 → ε1 y2, y3 → c
y3
,
so that K (y1, y2, y3)〈σ1〉 = K (x1, x2, x3)〈σ1,σ2〉 is K -rational.
When ε1 = ε2 = 1, we have K (x1, x2, x3)〈σ1〉 = K (y1, y2, y3) where y1 = x1, y2 = x2, y3 = x3 + cy3 ,
and σ2 acts on yi as y1 → ay1 , y2 → by2 , y3 → ε3 y3, so that K (y1, y2, y3)〈σ2〉 = K (x1, x2, x3)〈σ1,σ2〉 is
K -rational.
Case 2. ε3 = −1, (ε1, ε2) = (1,1).
If either of ε1 or ε2 is −1, replacing x1 or x2 by x1x2, we can set ε1 = ε2 = −1. Suppose that
ε1 = ε2 = ε3 = −1. Then we have K (x1, x2, x3)〈σ1〉 = K (y1, y2, y3) where y1 = x1x2, y2 = (x3 − cx3 )x2,
y3 = x3 + cx3 , and σ2 acts as y1 → aby1 , y2 → −
b(y23−4c)
y2
, y3 → −y3. Therefore the Noether problem is
reduced to R(ab,b,bc) which is equivalent with R(a,b, c).
This completes the proof of Theorem 8.1. 
9. The group G3,1,1
The group and its generators are G3,1,1 = 〈λ1, τ1〉  C2 × C2, but we take another generators
λ1τ1, λ1 (see (9) for notations). The action of G3,1,1 is generated by the following σ1 and σ2:⎧⎪⎪⎨
⎪⎪⎩
σ1 : x1 → ε1x1, x2 → b
x2
, x3 → c
x3
(
ε1 = ±1, b, c ∈ K×
)
,
σ2 : x1 → a
x1
, x2 → ε2x2, x3 → ε3c
x3
(
ε2, ε3 = ±1, a ∈ K×
)
.
Note that σ1σ2 : x1 → ε1ax1 , x2 → ε2bx2 , x3 → ε3x3. The Noether problem depends only on the K×2-
cosets of a,b, c.
Theorem 9.1.
(1) When ε1 = ε2 = ε3 = 1, the Noether problem is reduced to R(a,b, c).
(2) When ε1 = ε2 = −1, ε3 = 1, the Noether problem is reduced to R(a,b, c). When ε1 = ε3 = −1, ε2 = 1,
it is reduced to R(−a,b, c), and when ε2 = ε3 = −1, ε1 = 1, it is reduced to R(a,−b,−c).
(3) When ε1 = ε2 = 1, ε3 = −1 or ε1 = ε3 = 1, ε2 = −1 or ε2 = ε3 = 1, ε1 = −1, the Noether problem is
always aﬃrmative.
(4) When ε1 = ε2 = ε3 = −1, the results are as follows:
i) When a = ±1 or b = ±1 or c = ±1, the Noether problem is reduced to R(b,−1, c) or R(a,−1,−c)
or R(a,−1,b) respectively.
ii) When ab = 1 or ac = −1 or bc = 1, the Noether problem is reduced to R(a, c,−ac) or R(−a,b,ab)
or R(−b,a,ab) respectively.
iii) When none of ±a, ±b, ±c, ab, −ac, bc belongs to K×2 , the Noether problem is negative.
Proof.
Case 1. ε1 = ε2 = ε3 = 1.
We have K (x1, x2, x3)〈σ1,σ2〉 = K (z1, z2, z3, z4) where z1 = x1 + az1 , z2 = x2 + bx2 , z3 = x3 + cx3 and
z4 = (x1 − ax )(x2 − bx )(x3 − cx ).1 2 3
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with the above deﬁning relation, so that the Noether problem is reduced to R(a,b, c).
Case 2. Only one of ε1, ε2, ε3 is 1 and other two εi ’s are −1.
We shall consider the case ε1 = ε2 = −1, ε3 = 1, from which other two cases are derived by the
symmetry of the problem.
Suppose that ε1 = ε2 = −1, ε3 = 1, then we have K (x1, x2, x3)〈σ1,σ2〉 = K (z1, z2, z3, z4) where z1 =
x3 + cx3 , z2 = (x1 − ax1 )(x3 − cx3 ), z3 = (x1 − ax1 )(x1 + ax1 )−1(x2 + bx2 ) and z4 = (x2 − bx2 )(x2 + bx2 )−1(x1 +
a
x1
).
Since we have z22 = (z21 − 4c)(z24 − 4a)z23(z23 − 4b)−1, the Noether problem is reduced to R(a,b, c)
by the same reason as in Case 1.
Case 3. Only one of ε1, ε2, ε3 is −1 and other two εi ’s are 1.
We shall consider the case ε1 = ε2 = 1, ε3 = −1, from which other two cases are derived by the
symmetry of the problem. We have K (x1, x2, x3)〈σ1,σ2〉 = K (z1, z2, z3, z4) where z1 = x1 + ax1 , z2 =
x2 + bx2 , z3 = (x1 − ax1 )−1(x3 + cx3 ) and z4 = (x2 − bx2 )−1(x3 − cx3 ).
Since we have z21 = z
2
4z
2
2
z23
+ 4
z23
(c − bz24) + 4a, regarding this identity as a relation of z1 and z2
over K (z3, z4), we see that the quadratic extension deﬁned by this relation is K -rational.
Case 4. ε1 = ε2 = ε3 = −1.
i) a = ±1 or b = ±1 or c = ±1.
First assume c = 1 (in general c ∈ K×2).
Putting x′3 = x3−1x3+1 , we have σ1 : x′3 → −x′3, σ2 : x′3 → − 1x′3 , so that⎧⎪⎪⎨
⎪⎪⎩
σ1 : x1 → −x1, x′3 → −x′3, x2 →
b
x2
,
σ2 : x1 → a
x1
, x′3 → −
1
x′3
, x2 → −x2,
which is the same as the action of the group G2,3,1. So by Theorem 8.1, the Noether problem is
reduced to R(a,−1,b).
Starting from c = −1, we get the same result. If a = ±1 or b = ±1, then the desired result in i) is
obtained by the symmetry of the problem.
ii) ab = 1 or ac = −1 or bc = 1.
Assume that b = c (which is equivalent to bc = 1 mod K×2). Then σ1 and σ2 act on x′3 = x2x3 as
σ1 : x′3 → b
2
x′3
, σ2 : x′3 → bx
2
2
x′3
, so that we have K (x1, x2, x3)〈σ1〉 = K (y1, y2, y3) where y1 = x1(x2 − bx2 ),
y2 = x2 + bx2 and y3 = x′′3(x2 − bx2 ) with x′′3 =
x′3−b
x′3+b .
The action of σ2 on yi is as follows:
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
y1 → − a
x1
(
x2 − b
x2
)
= − a
y1
(
y22 − 4b
)
,
y2 → −y2,
y′3 := y3 − y2 = −
2b(x2 + x
′
3
x2
)
x′3 + b
→
2(x2 + bx2x′3 )
x22
x′ + 1
= −4b
y′3
.3
68 A. Yamasaki / Journal of Algebra 370 (2012) 46–78Therefore K (x1, x2, x3)〈σ1,σ2〉 = K (y1, y2, y3)〈σ2〉 implies that the Noether problem is reduced to
R(−b,a,ab).
If ab = 1 or ac = −1, the desired result in ii) is obtained by the symmetry of the problem.
iii) None of ±a,±b,±c,ab,−ac,bc belongs to K×2 .
Let L = K (√a,√b,√c,√−1). If [L : K ] = 16, then putting K ′ = K (√c), we have c ∈ K ′×2 and
[L : K ′] = 8, so the problem is negative over K ′ , hence negative over K .
If [L : K ] = 8, then one of −ab, ac, −bc, ±abc, −1 belongs to K×2. If −ab or −abc ∈ K×2, then
[L : K ′] = 4 and −ab ∈ K ′×2, so the problem is negative over K ′ , hence negative over K . Simi-
lar discussions for ±a, ±b, −c instead of c assure the negativity of the problem when ac,−bc or
abc ∈ K×2.
Putting K ′′ = K (√bc), we have bc ∈ K ′′×2 and [L : K ′′] = 4, so that if −1 ∈ K×2, then the problem
is negative over K ′′ , hence over K .
If [L : K ] = 4, then three of −ab, ac, −bc, ±abc, −1 belong to K×2. The following two cases are
possible.
(A) −1 and ±abc belong to K×2.
(B) −ab,ac,−bc belong to K×2.
We shall prove the negativity of the problem for (A) and (B) by the non-vanishing cohomology test.
Put α = √a, β = √b, γ = √c and x′2 = x2−βx2+β , x′3 =
x3−γ
x3+γ . Then the action of σ1 is σ1 : x1 → −x1,
x′2 → −x′2, x′3 → −x′3, therefore L(x1, x2, x3)〈σ1〉 = L(y1, y2, y3) where y1 = x21, y2 = x1x′2, y3 = x1x′3.
The action of σ2 is y1 → a2y1 , y2 → ay2 , y3 → − ay3 , so that we have L(x1, x2, x3)〈σ1,σ2〉 = L(z1, z2, z3)
where z1 = y′21 , z2 = y′1 y′2, z3 = y′1 y′3 with y′1 = y1−ay1+a , y′2 =
y2−α
y2+α , y
′
3 = y3−iαy3+iα .
First, we consider the case (B).
G = Gal(L/K ) is isomorphic to C2 × C2, and generated by τ1 : α → −α, i → i and τ2 : α → α,
i → −i. Evidently z1 is G-invariant. τ1 maps y2 to y1y2 and y3 to
y1
y3
, so that it maps z2 to
z1(z2 − 1)(z2 − z1)−1 and z3 to (z3 − z1)(z3 − 1)−1. τ2 maps y2 to y1y2 and y3 to y3, so that z2
to (z2 − z1)(z2 − 1)−1 and z3 to z1z3 .
Let M be the Z-module of rank 8 generated by z1, z1 − 1, z2, z2 − 1, z2 − z1, z3, z3 − 1, z3 − z1.
Then the action of G is represented by the following matrices:
m(τ1) =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
1 0 0 1 −1 0 0 0
0 1 1 0 −1 0 0 0
1 1 0 0 −1 0 0 0
0 0 0 0 0 0 −1 1
0 1 0 0 0 0 −1 0
0 1 0 0 0 1 −1 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, m(τ2) =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 0 −1 1 0 0 0
0 1 0 −1 0 0 0 0
0 1 1 −1 0 0 0 0
1 0 0 0 0 −1 0 0
0 0 0 0 0 −1 0 1
1 0 0 0 0 −1 1 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
m(τ1τ2) =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
1 0 −1 0 0 0 0 0
0 0 −1 0 1 0 0 0
1 0 −1 1 0 0 0 0
1 0 0 0 0 0 1 −1
0 1 0 0 0 1 0 −1
1 1 0 0 0 0 0 −1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
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τ1 : β → −β , α → α and τ2 : β → β , α → −α. Then we have
m(τ1) =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 0 −1 1 0 0 0
0 1 0 −1 0 0 0 0
0 1 1 −1 0 0 0 0
1 0 0 0 0 0 1 −1
0 1 0 0 0 1 0 −1
1 1 0 0 0 0 0 −1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, m(τ2) =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
1 0 −1 0 0 0 0 0
0 0 −1 0 1 0 0 0
1 0 −1 1 0 0 0 0
0 0 0 0 0 0 −1 1
0 1 0 0 0 0 −1 0
0 1 0 0 0 1 −1 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
m(τ1τ2) =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
1 0 0 1 −1 0 0 0
0 1 1 0 −1 0 0 0
1 1 0 0 −1 0 0 0
1 0 0 0 0 −1 0 0
0 0 0 0 0 −1 0 1
1 0 0 0 0 −1 1 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Interchanging z2 and z3, the matrices become same with those for (B). Namely, the action of G is
essentially same for (A) and (B), so the Noether problem is same for both cases.
We shall return to the case (B). We calculate H1 and Hˆ−1 as follows: H1(〈τ1〉,M) = H1(〈τ2〉,M) =
H1(〈τ1τ2〉,M) = 0, H1(G,M)  (Z/2Z)2, which is generated by two normalized 1-cocycles a1 and a2
deﬁned by: a1(τ1) = a1(τ2) = z2(z1−1)(z2−1)(z2−z1) , a1(τ1τ2) = 1 and a2(τ1) = a2(τ2) =
z3(z3−1)
z3−z1 , a2(τ1τ2) = 1.
Hˆ−1(G,M)  (Z/2Z)2, which is generated by z3z2 and
z3−1
z2−1 .
In order to make H1 zero, we shall construct a Z-module M ′ of rank 10 by adding the following
two generators.
z2(z1 − 1) + (z2 − 1)(z2 − z1) = (z2 − 1)2 + z1 − 1,
z3(z3 − 1) + z3 − z1 = z23 − z1.
Then the action of G on M ′ is represented as
m′(τ1) =
⎛
⎝ m(τ1) 01 1 0 0 −2 0 0 0 1 0
0 1 0 0 0 0 −2 0 0 1
⎞
⎠ , m′(τ2) =
⎛
⎝ m(τ2) 00 1 0 −2 0 0 0 0 1 0
1 0 0 0 0 −2 0 0 0 1
⎞
⎠ ,
m′(τ1τ2) =
⎛
⎝ m(τ1τ2) 01 0 −2 0 0 0 0 0 1 0
1 1 0 0 0 0 0 −2 0 1
⎞
⎠ .
For this M ′ , we get H1(G,M ′) = 0, but Hˆ−1 does not vanish at all, so Hˆ−1(G,M ′) = Hˆ−1(G,M) 
(Z/2Z)2. Therefore, by the non-vanishing cohomology test, we see that the Noether problem is nega-
tive.
The proof of Theorem 9.1 is now complete. 
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The group and its generators are G4,3,1 = 〈−I3, σ4A, τ1〉 = 〈−I3, σ4A〉  C2 × C4 but we take an-
other generators −σ4A,−σ 24A (see (9) for notations). The action of G4,3,1 is generated by the following
σ1, σ2:
⎧⎪⎨
⎪⎩
σ1 : x1 → a
x2
, x2 → bx1, x3 → c
x3
(
a,b, c ∈ K×),
σ2 : x1 → ε1x1, x2 → ε1x2, x3 → ε2c
x3
(ε1, ε2 = ±1).
(If we consider σ2 alone, the general form is x1 → ε1x1, x2 → ε2x2, x3 → dx3 , but the condition that
σ1 and σ2 should commute implies ε1 = ε2 and ( dc )2 = 1.)
By a suitable change of variables, we can set b = 1. Then σ 21 acts as x1 → ax1 , x2 → ax2 , x3 → x3,
so that we have K (x1, x2, x3)〈σ
2
1 〉 = K (y1, y2, y3) where y1 = x1+x2x1x2+a , y2 = x1−x2x1x2−a , y3 = x3. The actions
of σ2 and σ1σ2 on yi are as follows:
⎧⎪⎨
⎪⎩
σ2 : y1 → ε1 y1, y2 → ε1 y2, y3 → ε2c
y3
,
σ1σ2 : y1 → ε1
ay1
, y2 → − ε1
ay2
, y3 → ε2 y3.
This action is the same as that in G2,3,1. So we get the following result.
Theorem 10.1. If ε1 or ε2 = 1, the Noether problem of the group G4,3,1 (with b = 1) is aﬃrmative. If ε1 =
ε2 = −1, then it is reduced to R(a,−a,−c), hence it is aﬃrmative if and only if at least one of −1, ±a, ±ac,
−c belongs to K×2 .
11. The group G4,4,1
The group and its generators are G4,4,1 = 〈λ1, σ4A, τ1〉 = 〈λ1, σ4A〉  D4 but we take another gen-
erators σ−14A , σ 24Aλ1 (see (9) for notations). The action of G4,4,1 is generated by the following σ1, σ2:⎧⎪⎪⎨
⎪⎪⎩
σ1 : x1 → a
x2
, x2 → bx1, x3 → αx3
(
α4 = 1, a,b ∈ K×),
σ2 : x1 → εx1, x2 → εab
x2
, x3 → c
x3
(
ε = ±1, c ∈ K×).
(If we consider σ2 alone, the general form of σ2 should be x2 → dx2 , but the condition σ1σ2 = σ2σ−11
implies ad = εb , hence d = εab.) By a suitable change of variables, we can set b = 1.
Theorem 11.1. If−1 ∈ K×2 or α = 1, then the Noether problem of the group G4,4,1 (with b = 1) is aﬃrmative.
If −1 /∈ K×2 and α = −1, then it is reduced to R(−1,−εa,−c), so that it is aﬃrmative if and only if at least
one of ±a, ±c, εac belongs to K×2 .
Proof.
Case 1. α = ±1.
We have K (x1, x2, x3)〈σ
2
1 〉 = K (y1, y2, y3) where y1 = x1+x2x1x2+a , y2 =
x1−x2
x1x2−a , y3 = x3. The actions
of σ1 and σ1σ2 on yi are as follows:
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⎪⎪⎩
σ1 : y1 → 1
ay1
, y2 → − 1
ay2
, y3 → αy3,
σ1σ2 : y1 → εy1, y2 → −εy2, y3 → αc
y3
.
This action is the same as that of G2,3,1. So by Theorem 8.1, the Noether problem is aﬃrmative if
α = 1, and is reduced to R(−1,−εa,−c) if α = −1.
Case 2. α2 = −1.
In this case we have −1 ∈ K×2. We shall prove the aﬃrmativity of the problem for this case. Then
K (x1, x2, x3)〈σ
2
1 〉 = K (y1, y2, y′3) where y′3 = (x1 − ax1 )x3. The actions of σ1 and σ1σ2 on y1, y2 are the
same as in Case 1. The action of σ1 and σ1σ2 on y′3 is⎧⎪⎪⎪⎨
⎪⎪⎪⎩
σ1 : y′3 → −
(
x2 − a
x2
)
αx3 = −α y1 − y2
y1 + y2 y
′
3,
σ1σ2 : y′3 → ε
(
x2 − a
x2
)
αc
x3
= 4εαc
y′3
(1− ay21)(1− ay22)
y21 − y22
.
Then σ1σ2 maps η3 = (y1 − y2)y′3 to 4αcη3 (1− ay21)(1− ay22).
i) ε = 1.
K (x1, x2, x3)〈σ
2
1 ,σ1σ2〉 = K (z1, z2, z3) where z1 = y1, z2 = (η3 − ησ1σ23 )/y2, z3 = η3 + ησ1σ23 .
The action of σ1 is z1 → 1az1 , η3 → −αa ( 1y1 + 1y2 )
y1−y2
y1+y2 y
′
3 = −αay1 y2 η3, so that z3 → −αa
z2
z1
, z2 → αz3z1 .
The action of σ1 on z1, z2, z3 is monomial, and is not conjugate to G1,2,1, which is the only
negative group isomorphic to C2. So K (z1, z2, z3)〈σ1〉 is K -rational.
ii) ε = −1.
K (x1, x2, x3)〈σ
2
1 ,σ1σ2〉 = K (z′1, z′2, z3) where z′1 = y2, z′2 = (η3 − ησ1σ23 )/y1, z3 = η3 + ησ1σ23 .
Similar calculation to the case i) shows that the action of σ1 is z1 → − 1az1 , z3 → −αa
z′2
z′1
, z′2 →
−αz3
z′1
. So K (z′1, z′2, z3)〈σ1〉 is K -rational.
Thus, Theorem 11.1 has been proved. 
12. The group G3,3,1
The group and its generators are G3,3,1 = 〈−I3, λ1, τ1〉  C2 × C2 × C2 but we take another gen-
erators −τ1λ1, −λ1, −τ1 (see (9) for notations). The action of G3,3,1 is generated by the following
σ1, σ2, σ3:
G:
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
σ1 : x1 → a
x1
, x2 → ε12x2, x3 → ε13x3,
σ2 : x1 → ε21x1, x2 → b
x2
, x3 → ε23x3,
σ3 : x1 → ε31x1, x2 → ε32x2, x3 → c
x3
(
a,b, c ∈ K×, εi j = ±1
)
.
Theorem 12.1. The Noether problem of the group G3,3,1 is aﬃrmative except for the following four cases.
i) ε12 = ε21 = 1 or ε13 = ε31 = 1 or ε23 = ε32 = 1, all other εi j are −1.
ii) all εi j = −1.
For the exceptional four cases, it is aﬃrmative if and only if [K (√a,√b,√c) : K ] 4.
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y1 = x1 + a
x1
, yi =
{
xi if ε1i = 1,
(x1 − ax1 )xi if ε1i = −1,
i = 2,3. (11)
The action of σ2 on this basis is as follows:
y1 → ε21 y1,
y2 →
⎧⎨
⎩
b
y2
if ε12 = 1,
ε21
b(y21−4a)
y2
if ε12 = −1,
y3 →
{
ε23 y3 if ε13 = 1,
ε21ε23 y3 if ε13 = −1. (12)
The action of σ3 can be written similarly.
Case 1. All εi j are 1.
K (x1, x2, x3)G is K -rational. The transcendental basis is given by z1 = x1 + ax1 , z2 = x2 + bx2 , z3 =
x3 + cx3 .
Case 2. ε12 = ε13 = 1 or ε21 = ε23 = 1 or ε31 = ε32 = 1.
When ε12 = ε13 = 1, K (x1, x2, x3)G is K -rational, because K (x1, x2, x3)〈σ1〉 = K (y1, y2, y3) where
y1 = x1 + ax1 , y2 = x2, y3 = x3, on which σ2 and σ3 act as
⎧⎪⎪⎨
⎪⎪⎩
σ2 : y1 → ε21 y1, y2 → b
y2
, y3 → ε23 y3,
σ3 : y1 → ε31 y1, y2 → ε32 y2, y3 → c
y3
.
This action is reduced to a two-dimensional monomial one, so that the Noether problem is aﬃrmative.
The same holds when ε21 = ε23 = 1 or ε31 = ε32 = 1. Among 26 = 64 cases for the choice of εi j ,
27 cases remain to be considered.
Case 3. ε21 = ε31 = 1 or ε12 = ε32 = 1 or ε13 = ε23 = 1.
When ε21 = ε31 = 1, K (x1, x2, x3)G is K -rational as shown below.
K (x1, x2, x3)〈σ1〉 = K (y1, y2, y3) where yi ’s are given in (11). If ε12 = −1, then σ2 maps y2 to
ε21
b(y21−4a)
y2
and σ3 maps y2 to ε31ε32 y2.
Suppose that ε21 = ε31 = 1, then y1 is G-invariant and the actions of σ2 and σ3 on y2, y3 are
two-dimensional monomial over K (y1), so that the Noether problem is aﬃrmative. The same holds
when ε12 = ε32 = 1 or ε13 = ε23 = 1. Thus 9 cases are settled, and 18 cases remain.
Case 4. ε12 = ε23 = ε31 = 1, ε13 = ε21 = ε32 = −1 or ε13 = ε21 = ε32 = 1, ε12 = ε23 = ε31 = −1.
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⎧⎪⎪⎨
⎪⎪⎩
σ2 : y1 → −y1, y2 → b
y2
, y3 → −y3,
σ3 : y1 → y1, y2 → −y2, y3 → c(y
2
1 − 4a)
y3
.
So K (x1, x2, x3)〈σ1,σ2〉 = K (y1, y2, y3)〈σ2〉 = K (z1, z2, z3), where z1 = (y2 − by2 )y1, z2 = y2 + by2 ,
z3 = (y2 − by2 )y3, on which σ3 acts as z1 → −z1, z2 → −z2, z3 → −(y2 − by2 )
c(y21−4a)
y3
= − cz3 {z21 −
4a(z22 − 4b)}.
However, the Noether problem of σ : x → −x, y → −y, z → ax2+by2+cz is always aﬃrmative,
because ξ = xy is σ -invariant and z → (aξ
2+b)y2+c
z , whose numerator is a linear polynomial of y
2
over K (ξ).
Thus in this case, K (x1, x2, x3)G is K -rational. The same holds also for ε13 = ε21 = ε32 = 1, ε12 =
ε23 = ε31 = −1.
Now, 16 cases remain.
Case 5. (ε12 = ε23 = 1, all other εi j = −1), (ε13 = ε32 = 1, all other εi j = −1), (ε21 = ε13 = 1, all other
εi j = −1), (ε23 = ε31 = 1, all other εi j = −1), (ε31 = ε12 = 1, all other εi j = −1) or (ε32 = ε21 = 1, all
other εi j = −1).
Suppose that ε12 = ε23 = 1, all other εi j = −1. Then the action of σ3 on zi given in Case 4 is
σ3 : z1 → z1, z2 → −z2, z3 → c
z3
(
z21 − 4az22 + 16ab
)
,
whose numerator is a linear polynomial of z22 over K (z1), so that the Noether problem is aﬃrmative.
The same holds also for 6 cases which are obtained by the permutation of suﬃces from the con-
dition ε12 = ε23 = 1, other εi j = −1. Now, 10 cases remain.
Case 6. (ε12 = ε21 = 1, all other εi j = −1), (ε13 = ε31 = 1, all other εi j = −1) or (ε23 = ε32 = 1, all
other εi j = −1).
Suppose that ε12 = ε21 = 1, all other εi j = −1. Then the actions of σ2 and σ3 on yi given in (11)
are
⎧⎪⎪⎨
⎪⎪⎩
σ2 : y1 → y1, y2 → b
y2
, y3 → −y3,
σ3 : y1 → −y1, y2 → −y2, y3 → −c(y
2
1 − 4a)
y3
.
So K (x1, x2, x3)〈σ1,σ2〉 = K (y1, y2, y3)〈σ2〉 = K (ζ1, ζ2, ζ3), where ζ1 = y1, ζ2 = y2 + by2 , ζ3 = (y2 −
b
y2
)y3, on which σ3 acts as
ζ1 → −ζ1, ζ2 → −ζ2, ζ3 →
(
y2 − b
y2
)
c(y21 − 4a)
y3
= c(ζ
2
2 − 4b)(ζ 21 − 4a)
ζ3
.
So if we put x = ζ12 , y = ζ22 , z = ζ34 , the Noether problem for G is reduced to the Noether problem for
the following ρ:
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2 − a)(y2 − b)
z
. (13)
This problem depends only on the K×2-cosets of a,b, c. We will designate the K -rationality problem
for the actions in (13) as R1(a,b, c). We will study R1(a,b, c) in the next section.
Similar situation occurs for ε13 = ε31 = 1 or ε23 = ε32 = 1. Now 7 cases remain.
Case 7. Exactly one of εi j is 1 and the others are −1.
Suppose that ε32 = 1, all other εi j = −1. Then the actions of σ2 and σ3 on yi given in (12) are
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
σ2 : y1 → −y1, y2 → −b(y
2
1 − 4a)
y2
, y3 → y3,
σ3 : y1 → −y1, y2 → −y2, y3 → −c(y
2
1 − 4a)
y3
.
So K (x1, x2, x3)〈σ1,σ2〉 = K (y1, y2, y3)〈σ2〉 = K (u1,u2,u3) where u1 = 1y1 {y2 +
b(y21−4a)
y2
}, u2 = y2 −
b(y21−4a)
y2
, u3 = y3, on which σ3 acts as
u1 → u1, u2 → −u2, u3 → −c(y
2
1 − 4a)
u3
= − c
u3
u22 − 4au21
u21 − 4b
,
whose numerator is a linear polynomial of u22 over K (u1), so that the Noether problem is aﬃrmative.
Similarly, we may apply the same method when exactly one of {εi j | 1 i, j  3, i = j} is 1 and
the others are −1. It remains to solve the last case, i.e. εi j = −1 ∀i, j (i = j).
Case 8. All εi j are −1.
The action of σ3 on ui given in Case 7 is
σ3 : u1 → −u1, u2 → u2, u3 → − c
u3
u22 − 4au21
u21 − 4b
.
We put x= u22u1 , y =
u1
2 , z =
(u21−4b)u3
4u1
then σ3 acts on z as
σ3 : z → u
2
1 − 4b
−4u1
(−c)
u3
u22 − 4au21
u21 − 4b
= c(x
2 − a)(y2 − b)
z
.
Thus in this case, the Noether problem for G is the same as R1(a,b, c) associated to the action
of ρ in (13) in Case 6. 
13. Problem R1(a,b, c)
By R1(a,b, c) we will mean the following rationality problem:
R1(a,b, c): The Noether problem for
ρ : x → −x, y → −y, z → c(x
2 − a)(y2 − b)
.
z
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is R1(u, v,w). We will denote it by R1(a,b, c) ∼ R1(u, v,w).
Lemma 13.1.
(1) R1(a,b, c) ∼ R1(σ (a),σ (b),σ (c)) where σ is any permutation of the ordered triple (a,b, c).
(2) R1(a,b, c) ∼ R1(a,b,ac).
Proof. (1) By the deﬁnition of Case 8 of the group G3,3,1, we ﬁnd εi, j = −1 for all i, j. Thus x, y, z
are symmetric in this problem. Hence the problem R1(a,b, c) does not change by any permutation
of a,b, c.
(2) Suppose ρ acts on K (x, y, z) by
ρ : x → −x, y → −y, z → c(x
2 − a)(y2 − b)
z
.
Deﬁne X = ax , Y = y, Z = azx , ρ acts on X, Y , Z as
ρ : X → −X, Y → −Y , Z → ac(X
2 − a)(Y 2 − b)
Z
.
Hence the result. 
Theorem 13.2. R1(a,b, c) is aﬃrmative if and only if [K (√a,
√
b,
√
c) : K ] 4.
Proof.
Step 1. We will show that, if [K (√a,√b,√c) : K ] 4, then R1(a,b, c) is aﬃrmative.
(1) Suppose a ∈ K×2, then R1(a,b, c) is aﬃrmative, because putting z′ = zx+√a , we have ρ : z′ →
− cz′ (y2 − b). By Lemma 4.1(1), K (x, y, z)〈ρ〉 is K -rational.
(2) If b ∈ K×2, since R1(a,b, c) ∼ R1(b,a, c) by Lemma 13.1, and R1(b,a, c) is aﬃrmative by (1), thus
R1(a,b, c) is aﬃrmative. Similarly for c ∈ K×2.
(3) If ac ∈ K×2, note that R1(a,b, c) ∼ R1(a,b,ac) ∼ R1(ac,b,a). R1(ac,b,a) is aﬃrmative by (1), so
R1(a,b, c) is also aﬃrmative.
Similarly if ab ∈ K×2, R1(a,b, c) ∼ R1(a, c,b) ∼ R1(a, c,ab) ∼ R1(ab,a, c). Since R1(ab,a, c) is af-
ﬁrmative by (1), so is R1(a,b, c). The same for bc ∈ K×2.
(4) If abc ∈ K×2, R1(a,b, c) ∼ R1(a,b,ac) ∼ R1(b,a,ac) ∼ R1(b,a,abc) ∼ R1(abc,a,b). Since
R1(abc,a,b) is aﬃrmative by (1), so is R1(a,b, c).
Step 2. From now on, we assume [K (√a,√b,√c) : K ] = 8. We will show that K (x, y, z)〈ρ〉 is not
retract K -rational.
Deﬁne L = K (α,β,γ ) with α = √a, β = √b, γ = √c. For the action of ρ deﬁning R1, put ζ =
z−γ (x+α)(y+β)
z+γ (x+α)(y+β) , then ρ maps ζ to −ζ . Thus L(x, y, z)〈ρ〉 = L(u, v,w) where u = x2, v = xy, w = xζ .
G= Gal(L/K ) is isomorphic to C2 × C2 × C2, with generators τ1 : α → −α, β,γ invariant, τ2 : β →
−β , α,γ invariant and τ3 : γ → −γ , α,β invariant.
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⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
τ3 : ζ → 1
ζ
, so that w → u
w
,
τ1 : ζ → xζ + α
αζ + x , so that w →
u(w + α)
αw + u ,
τ2 : ζ → yζ + β
βζ + y , so that w →
vw + βu
βw + v .
Note that K (x, y, z)〈ρ〉 = L(x, y, z)〈ρ,G〉 = L(u, v,w)G .
Step 3. In this step, we will show that Theorem 2.11, i.e. the non-vanishing cohomology test is not
applicable to L(u, v,w)G .
The smallest G-module containing u, v , w is the following M of rank 11 (written multiplicatively).
The generators are u, v , u−a, v2 −bu, w , αw +u, βw + v , w +α, vw +βu, βu(w +α)+ v(αw +u)
and vw + βu + α(βw + v). The action of G is represented by matrices as follows:
m(τ1) =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
I4 0
1 0 0 0 0 −1 0 1 0 0 0
1 0 1 0 0 −1 0 0 0 0 0
0 0 0 0 0 −1 0 0 0 1 0
0 0 1 0 1 −1 0 0 0 0 0
1 0 0 0 0 −1 0 0 0 0 1
1 0 1 0 0 −1 1 0 0 0 0
0 0 1 0 0 −1 0 0 1 0 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, m(τ2) =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
I4 0
0 0 0 0 0 0 −1 0 1 0 0
0 0 0 0 0 0 −1 0 0 1 0
0 0 0 1 0 0 −1 0 0 0 0
0 0 0 0 0 0 −1 0 0 0 1
0 0 0 1 1 0 −1 0 0 0 0
0 0 0 1 0 1 −1 0 0 0 0
0 0 0 1 0 0 −1 1 0 0 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
m(τ3) =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
I4 0
1 0 0 0 −1 0 0 0 0 0 0
1 0 0 0 −1 0 0 1 0 0 0
0 0 0 0 −1 0 0 0 1 0 0
0 0 0 0 −1 1 0 0 0 0 0
1 0 0 0 −1 0 1 0 0 0 0
1 0 0 0 −1 0 0 0 0 0 1
0 0 0 0 −1 0 0 0 0 1 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
From this, we can compute the cohomology group H1 and Hˆ−1 by the algorithm in Section 2.
We have H1(H,M) = 0 for all subgroup H of G with |H| 4. However, if we extend M to a module
M ′ of rank 12 by adding w2−u as the twelfth generator, then we get H1(H,M ′) = 0 for any subgroup
H of G. However, we also get Hˆ−1(H,M ′) = 0 for any subgroup H of G, so that the non-vanishing
cohomology test does not work.
The action of G on M ′ is represented as matrices as follows:
m′(τ1) =
⎛
⎜⎜⎜⎝
0
m(τ1)
...
0
1 0 1 0 0 −2 0 0 0 0 0 1
⎞
⎟⎟⎟⎠ , m′(τ2) =
⎛
⎜⎜⎜⎝
0
m(τ2)
...
0
0 0 0 1 0 0 −2 0 0 0 0 1
⎞
⎟⎟⎟⎠ ,
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⎛
⎜⎜⎜⎝
0
m(τ3)
...
0
1 0 0 0 −2 0 0 0 0 0 0 1
⎞
⎟⎟⎟⎠ .
Step 4. We will use the parity test i.e. Theorem 2.13 to show that L(u, v,w)G is not retract K -rational.
If K (x, y, z)〈ρ〉 is retract K -rational, then M ′ is a direct summand of a permutation module Q
by Theorem 2.13. Let ι be the injection M ′ → Q and π be the projection Q → M ′ , then we have
π ◦ ι = 1M′ .
From now on till the end of the proof, we will write the Z[G]-modules M ′ and Q additively.
Since Q is a permutation module, we may write Q =⊕X X where X is of the form Z[G/H] for
some subgroup H depending on X . Each element t ∈ X = Z[G/H] can be written as t =∑τ∈G/Hmτ ·
βτ for some β ∈ X and mτ ∈ Z. If mτ is a constant, i.e. t =∑τ∈G/Hm · βτ , we will say t has a
constant exponent m on X . Each X is called a transitive part of Q .
Write ι(u) =∑X qX ∈ Q . Since u is G-invariant, ι(u) has a constant exponent on every transitive
part of Q , i.e. each qX is in the form of m
∑
τ∈G/H βτ . Since π ◦ ι(u) =
∑
X π(qX ), a contradiction
occurs if the coeﬃcient of u of each π(qX ) is even.
Step 5. For each transitive part X , we will show that the coeﬃcient of u in π(qX ) is even.
Suppose that τ3 ∈H. Since τ3 maps w to uw , we have n =m − n where n is the exponent of ι(w)
on X , so m must be even. Thus we get π(qX ) ∈ 2M ′ .
Suppose that τ3 /∈ H. Enlarge H to H′ (if necessary) so that |H′| = 4 and τ3 /∈ H′ . Write ϕ =∑
τ∈H′/Hm · βτ . We get qX = ϕτ + ϕ for τ /∈H′ .
If H′ = 〈τ2, τ1τ3〉, then one of τ2, τ1τ3, τ1τ2τ3 does not belong to H′ , so that π(qX ) = (m′(τ ) +
1)π(ϕ) ∈ Im(m′(τ ) + 1), but the ﬁrst column of m′(τ ) + 1 is t(2 0 · · · 0) (where t is a transposed
matrix) when τ is one of τ2, τ1τ3, τ1τ2τ3, so that π(qX ) has an even coeﬃcient with respect to u.
If H′ = 〈τ2, τ1τ3〉, then π(qX ) = (m′(τ3) + 1)π(ϕ) ∈ (m′(τ3) + 1)(M ′H′ ) since ϕ is H′-invariant.
Denoting the group operation of M ′ additively, let e1, . . . , e12 be the basis of M ′ deﬁned before.
Then M ′H′ is a Z-module of rank 6 and generated by f1 = e5 + e6 + e9 + e10 − 2e12 and f2 = e7 +
e8 + e11 − 2e12 besides e1, e2, e3, e4.
Regarding e1, . . . , e4 and f1, f2 as the basis of M ′H
′
, τ3+1 is represented as a (6,12) matrix. Then
the ﬁrst column becomes t(2 0 0 0 2 −2), so that π(qX ) has an even coeﬃcient with respect to u.
Step 6. Note that π ◦ ι(u) =∑Z π(qX ). By Step 5, we ﬁnd that the coeﬃcient of u in π ◦ ι(u) is even.
If π ◦ ι(u) = u, then u = 2lu + v for some integer l and some element v ∈ M ′ , which is a sum of
multiples of the other 11 generators of M ′ . This is a contradiction. Hence M ′ is not a direct summand
of any permutation module. It follows that L(u, v,w)G is not retract K -rational. 
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