In survivable network design, each pair (i, j) of vertices is assigned a level of importance r ij . The vertex connectivity problem is to design a minimum cost network such that between each pair of vertices with importance level r, there are r vertex disjoint paths. There is no approximation algorithm known for this general problem. In this paper, we give a 2-approximation for the problem when r ∈ {0, 1, 2} V ×V , improving on a previous known 3-approximation. This matches the best known approximation for the easier problem that requires that the paths be only edge-disjoint.
Abstract. In survivable network design, each pair (i, j) of vertices is assigned a level of importance r ij . The vertex connectivity problem is to design a minimum cost network such that between each pair of vertices with importance level r, there are r vertex disjoint paths. There is no approximation algorithm known for this general problem. In this paper, we give a 2-approximation for the problem when r ∈ {0, 1, 2} V ×V , improving on a previous known 3-approximation. This matches the best known approximation for the easier problem that requires that the paths be only edge-disjoint.
Our algorithm extends an iterative rounding algorithm that gives a 2-approximation for the edge-connectivity problem, for arbitrary connectivity requirements r. (K. Jain, A factor 2 approximation for the generalized Steiner network problem.) This algorithm relies on well-known uncrossing lemma for tight edge cutsets. Our extension uses a new type of uncrossing lemma for tight cutsets that may include vertices as well as edges.
For r ∈ {1, k} V ×V , k ≥ 3, we show that a) uncrossing tight cutsets is not possible, and b) any analysis for iterative rounding that depends directly on the largest fractional value in the linear programming solution cannot provide approximation guarantees better than the maximum connectivity requirement.
Introduction
Let G = (V, E) be an undirected graph on vertex set V and edge set E. Given X ⊂ V , define δ(X) as the set of edges with exactly one endpoint in X and E(X) as the set of edges with both endpoints in X. Define G − X as that graph obtained from G by removing all vertices in X and all edges in δ(X) ∪ E(X).
connected, but the converse does not typically hold. Given vertex connectivity requirements r ij between any pair of vertices (i, j), G satisfies the connectivity requirements if for every subset X ⊆ V − {i, j} with |X| < r ij , i and j are in the same connected component of G − X. If the requirements are for edge connectivity instead, then G satisfies the connectivity requirements if for every subset F ⊆ E with |F | < r ij , i and j are in the same connected component of G − F .
Let c be a cost vector on the edges of G. The problem of finding the minimum cost subgraph of G so that G satisfies edge connectivity requirements r ∈ Z V ×V is called the minimum cost edge connectivity problem (MCEC) . The equivalent problem for vertex connectivity is the minimum cost vertex connectivity problem (MCVC). Both of these problems are Max-SNP hard since the Steiner tree problem is a special case of each.
In [10] , Jain describes the first constant factor approximation for MCEC. He obtains this approximation by iteratively solving linear programs with the property that at least one variable in each program has solution value of at least 1/2. His main contribution is to prove this property holds for the iterative problems generated by his algorithm. The previous best approximation algorithm, by Goemans et al., gives a O(log k) approximation [5] . This is a primal-dual based approximation algorithm that does not rely on solving linear programs.
No nontrivial approximation algorithm is known for MCVC. For the problem where r is restricted to {0, 1, 2} V ×V , Ravi and Williamson [16] describe a primal-dual 3-approximation algorithm. We call this problem {0, 1, 2}-MCVC. This problem arises in the design of survivable communications networks [8, 15] .
In this paper we describe a 2-approximation algorithm for {0, 1, 2}-MCVC that iteratively rounds appropriately defined linear programs. This approximation guarantee now matches the best approximation guarantee for the corresponding edge-connectivity problem [10].
Our approximation algorithm extends the algorithm of Jain [10] . Jain considers basic solutions to a linear programming relaxation of an integer programming formulation of the problem. A basic solution is any solution corresponding to a vertex of the polytope defined by the inequalities describing the linear program. Any basic solution is uniquely defined by a set of |E| inequalities that are satisfied at equality. Any inequality that is satisfied at equality is called tight. Jain shows that for any basic feasible solution to the LP, there exists a set of inequalities that define the solution that correspond to laminar subsets of vertices. Two sets S and T are called laminar if at least one of S ∩T , S\T , T \S, and V \(S ∪T ) is empty. Otherwise S and T cross. A set of sets is laminar if every pair in the set is laminar. Using laminarity, Jain develops a charging scheme to bound from below the value of the highest solution coordinate.
For {0, 1, 2} MCVC, we define an appropriate linear program whose set of integer solutions correspond to solutions to {0, 1, 2} MCVC. We prove the existence of a laminar set of inequalities defining any basic feasible solution to this LP. The proof relies on a new uncrossing lemma. We can then use a very similar charging scheme to obtain the same lower bound on the value of the highest coordinate in the solution vector.
