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Abstract
It is generally believed that the minimum number of distinct distances determined by a set of n points in the Euclidean space is
attained by sets having a very regular grid-like structure: for instance n equidistant points on the line, or a
√
n ×√n section of the
integer grid in the plane. What happens if we perturb the regularity of the grid, say by not allowing two points together with their
midpoint to be in the set? Do we get more distances in a set of n points? In particular, is this number linear for such a set of n points
in the plane? We call a set of points midpoint-free if no point is the midpoint of two others. More generally, let λ ∈ (0, 1) be a fixed
rational number. We say that a set of points P is λ-free if for any triple of distinct points a, b, c ∈ P , we have λa + (1− λ)b 6= c.
We first make a investigation of midpoint-free (more generally λ-free) sets on the line with respect to the number of distinct
distances determined by a set of n points and provide such estimates. Other related distance problems are also discussed, including
possible implications of obtaining good estimates on the minimum number of distinct distances in a λ-free point set in the plane
for the general problem of distinct distances in the plane.
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1. Introduction
Let λ ∈ (0, 1) ∩ Q be fixed and P be a set of n points in the plane. An (unordered) triple of distinct points
a, b, c ∈ P forms a λ-triple if λa + (1 − λ)b = c. We say that a planar set of points is λ-free if it does not contain a
λ-triple. From the definition, a, b, c is a λ-triple, if and only if it is a (1 − λ)-triple. For example when λ = 1/2, we
get the so-called midpoint-free point sets. Pach has recently shown that out of any set of n points in the plane one can
extract a relatively large subset which is midpoint-free. More precisely if m(n) denotes the largest number m such that
every set of n points in the plane has a midpoint-free subset of size m, then m(n) ≥ n1−c/
√
log n , where c is a positive
constant [8].
A set of points in the plane is in general position if no three points are collinear. A finite set of points is in convex
position if the points are the vertices of a convex polygon.
The following famous problem was raised by Erdo˝s [3] in 1946. What is the minimum number of distinct distances
determined by n points in the plane? Denoting this number by g(n), he conjectured that g(n) = Ω(n/√log n), and
showed that this bound is attained by the
√
n × √n integer grid. The best known lower bound, ≈ Ω(n0.8641), is the
last in a sequence of recent results of Solymosi & To´th [11], Tardos [13], Katz & Tardos [7]. See also the related work
of Pach and Tardos [9].
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Clearly a set of n points on the line determines at least n − 1 distinct distances (as the leftmost point determines
these many); this bound is tight, since n equidistant points determine only n − 1 distances. The above construction
cannot be used if one considers instead, say midpoint-free sets, or more generally, λ-free sets on the line. Indeed, a set
of n equidistant points for n sufficiently large, is not λ-free for any λ ∈ (0, 1) ∩Q.
As mentioned above, it is conjectured that any set of n points in the plane determines at least cn/
√
log n distinct
distances, for some c > 0, as attained by a portion of the integer grid. Similarly with the situation on the line, this
construction cannot be used if one considers instead, say midpoint-free sets, or more generally, λ-free sets in the plane:
a sufficiently large portion of the integer grid is not λ-free for any λ ∈ (0, 1) ∩ Q. Our main result is the following
estimate on the minimum number of distinct distances in a λ-free point set on the line.
Theorem 1. Let gλ(n) denote the minimum number of distinct distances determined by a λ-free set of n points on the
line. Then gλ(n) satisfies
lim
n→∞
gλ(n)
n
= ∞ and gλ(n) ≤ n2cλ
√
log n,
for a suitable constant cλ. Furthermore, in particular g1/2(n) ≥ c1n(log n)c2 , for some absolute constants c1, c2 > 0.
Remark. It would be interesting to know whether cλ can be replaced by an absolute constant in the upper bound.
Another question is whether the result can be extended to irrational λ.
2. Proof of Theorem 1
We write g(A) for the number of distinct distances determined by a set of points A, and note that for points on
the line, g(A) = Θ(|A − A|), where A − A = {a′ − a′′ | a′, a′′ ∈ A}. Write [m] = {1, 2, . . . ,m}, and denote by
c, c′, c′′, etc. suitable positive constants. Whenever they depend on λ, this will be indicated in the text as appropriate.
Write λ = p/q, where gcd(p, q) = 1. We first show the upper bound, and we restrict ourselves for the moment to the
special case λ = 1/2. Define
v(n) = max{|S| : S ⊂ [n], S does not contain an arithmetic progression of 3 terms}.
A classical result of Behrend [1] shows the existence of relatively dense sets of integers without any arithmetic
progression (AP) of length three (see also [4]):
v(n) ≥ n
2c
√
log n
,
for some c > 0. Let A = [m], where m ≥ n will be specified later. If S is such a set of n points (with no arithmetic
progression of 3 terms) selected from [m], then
n = m
2c
√
log m
= m
2c
′√log n .
Since S determines at most m − 1 distinct distances (as a subset of [m]), this number of distances is at most
m − 1 ≤ n2c′
√
log n,
as claimed.
To extend this argument for any given λ, we adapt Behrend’s construction. Define
vλ(n) = max{|S| : S ⊂ [n], S does not contain a triple a, b, c, s.t. λa + (1− λ)b = c}.
Note that v1/2(n) is the same as v(n) defined above. Partially following [4], for d ≥ 2, we may write any a, 1 ≤ a ≤ n,
to the base d:
a = a0 + a1d + · · · + akdk, 0 ≤ ai ≤ d − 1.
Set
N(a) =
k∑
i=0
a2i , where a = (a0, a1, . . . , ak).
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For s ≥ 1 set
A = An,d,s = {a : 1 ≤ a ≤ n, 0 ≤ ai < d/q for all i, N(a) = s}.
For a given λ, and all n, d, s, the set A is λ-free, suppose that
a =
k∑
i=1
ai d
i , b =
k∑
i=1
bi d
i , c =
k∑
i=1
ci d
i ,
where a, b, c ∈ A and λa + (1 − λ)b = c. This can be rewritten as pa + (q − p)b = qc. Since all ai , bi , ci ≤ d/q
there is no “carry” in pa + (q − p)b or in qc, so pai + (q − p)bi = qci for 0 ≤ i ≤ k. Then
N(a) = N(b) = N(λa+ (1− λ)b).
Since
λa2i + (1− λ)b2i ≥ (λai + (1− λ)bi )2,
the above equality is possible only if ai = bi = ci for 0 ≤ i ≤ k, that is, a = b = c.
We have k ∼ log n/ log d, and there are at most kd2/q2 values for s. The union of all An,d,s over all s contains
all the sums
∑k
i=1 ai d i ≤ n, 0 ≤ ai < d/q. There are approximately n/qk elements. We continue by selecting a set
An,d,s of largest size, so for some s,
vλ(n) ≥ |An,d,s | ≥ n
kd2qk−2
.
Selecting d ∼ q
√
log n yields
vλ(n) ≥ n
qc
√
log n
= n
2c
′
λ
√
log n
.
We conclude the proof in the same way as we did for λ = 1/2.
We now show the lower bound. Let A = {a1 < · · · < an} be a λ-free set of n points on the line. We reduce this case
to that when A consists of n integers. Using simultaneous approximation [5] (see [8] for the example which inspired
this proof), for any positive integer m, there exist n rational points A′ = {a′1 < · · · < a′n} = {r1/m, . . . , rn/m}, where
ri ,m ∈ N, and∣∣∣ai − rim ∣∣∣ ≤ 1m1+1/n
holds for all 1 ≤ i ≤ n. One can also ensure that the order of the points in A′ is r1/m < · · · < rn/m, i.e., a′i = ri/m,
for all i . There exists m large enough satisfying the following two conditions: (i) A′ is λ-free, and (ii) g(A′) ≤ g(A).
Indeed, assume that A′ is not λ-free, so there is a triple of distinct points with
λ
ri
m
+ (1− λ)rk
m
− r j
m
= 0.
Then ∣∣λai + (1− λ)ak − a j ∣∣ = ∣∣∣λai + (1− λ)ak − a j − λ rim − (1− λ)rkm + r jm ∣∣∣
≤ λ
∣∣∣ai − rim ∣∣∣+ (1− λ) ∣∣∣ak − rkm ∣∣∣+ ∣∣∣a j − r jm ∣∣∣ ≤ 2m1+1/n .
Since this holds for arbitrary large m, we would have
λai + (1− λ)ak − a j = 0,
which is a contradiction. Therefore (i) holds for m large enough.
Now assume that a pair of equal distances in A yields a pair of distinct distances for the corresponding points in A′:
that is, for i < j ≤ k < l, |a j − ai | = |al − ak | (since any pair of equal distances yields a pair whose corresponding
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intervals are non-overlapping in their interiors), and without loss of generality, say,
rl − rk
m
>
r j − ri
m
> 0. (1)
We have
rl − rk
m
=
∣∣∣ rl
m
− al + al − rkm + ak − ak
∣∣∣ ≤ |al − ak | + 2
m1+1/n
, (2)
and
r j − ri
m
=
∣∣∣r j
m
− a j + a j − rim + ai − ai
∣∣∣ ≥ |a j − ai | − 2
m1+1/n
. (3)
The above two inequalities imply
0 < (rl − rk)− (r j − ri ) ≤ m|al − ak | + 2
m1/n
− m|a j − ai | + 2
m1/n
= 4
m1/n
. (4)
As m tends to infinity, this leads to (rl − rk) = (r j − ri ), a contradiction. Thus (ii) also holds for m large enough.
Although we do not need it, a similar argument shows that there exists m such that also g(A′) ≥ g(A) holds, and
hence g(A′) = g(A). Through multiplication of all the numbers in A′ by m, we obtain a set of n integers A′′, such
that g(A′)/|A′| = g(A′′)/|A′′|.
It remains to show that if A is a λ-free set of positive integers, then g(A)/|A| → ∞ as |A| → ∞. To this end, we
adapt the proof of the following result of Ruzsa [10] on set arithmetic (which provides a different version of Freiman’s
theorem). The proof of this theorem makes use of well-known upper bounds on the maximum size of a subset of [n]
without any arithmetic progression of length three [6,12].
Theorem 2 (Ruzsa [10]). Let A be a set of integers, |A| = n, and assume that A does not contain any 3-term
arithmetic progression. For a positive constant c, and n > n0, we have
|A − A| ≥ 1
2
n(log n)c.
We first acquaint the reader with some of the necessary notation, as in [10]. Let G1, G2 be commutative groups,
A1 ⊂ G1, A2 ⊂ G2. A mapping Φ : A1 → A2 is an Fr -isomorphism, (isomorphism of order r in the sense of
Freiman) if Φ is (1− 1), and for every x1, . . . , xr , y1, . . . , yr ∈ A1 (not necessarily distinct) the equation
x1 + · · · + xr = y1 + · · · + yr
holds if and only if the equation
Φ(x1)+ · · · + Φ(xr ) = Φ(y1)+ · · · + Φ(yr )
holds. The iterated set addition is denoted by
Ak = A + · · · + A, k summands.
Theorem 3 (Ruzsa [10]). Let A be a set of integers, |A| = n, r ≥ 2 an integer, and N = |Ar − Ar |. Then there is a
set A∗ ⊂ A, |A∗| ≥ n/r2 which is Fr -isomorphic to a set T ∗ of integers
T ∗ ⊂ [1, 2N ].
Lemma 1 (Ruzsa [10]). Let A, B be subsets of an arbitrary abelian group. Then for arbitrary positive integers k, l,
the following inequality holds:
|A + B| ≥ |B|1− 1k+l |Ak − Al| 1k+l .
The proof of the next lemma is analogous to the proof of Lemma 4.1 in [10].
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Lemma 2. If one of two Fr -isomorphic sets of integers contains a λ-triple, then so does the other.
Proof. Suppose a, b, c form a λ-triple. Since λ = p/q,
pa + (q − p)b = qc,
and this equation is preserved by an Fq -isomorphism. 
Let vλ(n) be the maximum |T |, T ⊂ [n], such that T does not contain a λ-triple (of distinct integers). For A a
λ-free set of integers, write |A| = n, and |Aq − Aq| = γ n. Apply the case r = q of Theorem 3 to get a set A∗ ⊂ A,
|A∗| ≥ n/q2 which is Fq -isomorphic to a set T ∗ of integers T ∗ ⊂ [1, 2γ n]. By Lemma 2, T ∗ is λ-free. Rewrite the
argument in [10] for our case: since in an interval of length n, the largest size of a subset of integers which is λ-free is
vλ(n), and the interval [1, 2γ n] can be covered by b1+ 2γ c such intervals,
n
q2
≤ |T ∗| ≤ b1+ 2γ cvλ(n) ≤ 3γ vλ(n),
we have
γ ≥ 1
3q2
n
vλ(n)
= cλ n
vλ(n)
.
Thus
|Aq − Aq| = γ n ≥ cλ n
2
vλ(n)
.
Setting k = l = q and B = −A in Lemma 1, we obtain
|A − A| ≥ n1− 12q (cλ)
1
2q
n
2
2q
(vλ(n))
1
2q
= c′λ
(
n
vλ(n)
) 1
2q
.
Thus |A − A|/n → ∞ if n/vλ(n) → ∞. That this indeed holds, follows e.g., from Theorem 14 (page 104) in [4],
whose proof uses the classical result of Szemere´di regarding the existence of arbitrary long arithmetic progressions in
dense sets. Theorem 14 in [4], is stated below.
Theorem 4 (Graham, Rothschield, Spencer [4], Szemere´di [12]). Let D be an integral r by s matrix, and let vD(n)
be the maximum |T |, T ⊂ [n], such that T does not contain a distinct solution to Dx = 0 (that is, a solution with
x1, . . . , xs all different). If D1 = 0 and Dx = 0 admits a distinct solution, then vD(n)/n→ 0 as n→∞.
In our case, for λ-free sets, D = (p, q − p,−q), thus D1 = 0. A distinct solution to Dx = 0 is e.g., x1 = 1, x2 =
q + 1, x3 = q − p + 1, hence Theorem 4 implies that n/vλ(n)→∞. This concludes the proof of the lower bound
for general λ.
Now consider the case λ = 1/2. The lower bound immediately follows from Theorem 2 and the above argument.
This concludes the proof of Theorem 1.
3. Concluding remarks
3.1. Unit distances and λ-triples on the line
Estimating the maximum number of unit distances determined by a λ-free set of points on the line is much simpler,
and can be done exactly: Let uλ(n) denote the maximum number of unit distances determined by a λ-free set of n
points on the line (λ = p/q, where gcd(p, q) = 1). Then uλ(n) = b(q − 1)n/qc (we omit the proof). So in particular
for midpoint-free sets we have u1/2(n) = bn/2c.
Denote by tλ(n) the maximum number of λ-triples determined by n points on the line. Clearly tλ(n) / n2/2 (which
can be obtained by counting the number of triples a, b, c in which the “middle” point c can participate). It is also easy
to see that t1/2(n) / n2/4, and this bound is tight.
By a result of Elekes and Erdo˝s, any non-degenerate triangle T can have about n2/18 similar copies in a set of n
points in the plane [2]. By carrying out their construction for a λ-triple of collinear points (i.e., a degenerate triangle T ),
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one gets a set of n points on the line with about n2/18λ-triples (it can be verified that in the line case, some points in
the construction of [2] may overlap, however the number of λ-triples lost is only linear). The construction works for
any λ ∈ (0, 1) (in particular for irrational λ), thus tλ(n) ' n2/18.
3.2. The problem of distinct distances in the plane
Now consider our question in the plane: that of estimating the minimum number of distinct distances in a λ-free
set of n points, for a given fixed λ ∈ (0, 1) ∩ Q. For simplicity we use the same notation (as in one dimension).
Clearly, gλ(n) ≥ g(n), thus the lower bound for arbitrary point sets in the plane trivially extend to λ-free points sets.
From the opposite direction, the points of a regular n-gon determine bn/2c distinct distances, and a set of points in
convex position is λ-free for any λ (more generally, a point set in general position is λ-free for any λ). Therefore
gλ(n) = Ω(n0.8641) and gλ(n) = O(n). It would be interesting (and useful) to know whether the λ-free restriction
allows one to get a better lower bound, see below.
Note that for any λ, one can lift a λ-free point set on the line to the plane: in particular, starting from the lower
bound construction on the line (from Theorem 1) the x and y coordinates of the points come from a λ-free point set
on the line of about
√
n points chosen from {1, 2, . . . ,m} for a suitable m; that is, select a subset of n points from
an m × m section of the grid and notice that this set of n selected grid points is λ-free. Does this set of n points
determine o(n) distances in the plane as the standard grid-construction does? A similar question can be asked about
unit distances : is u1/2(n) = ω(n)?
If possible, it would be in fact useful to obtain a good estimate on gλ(n), in particular on g1/2(n) (and similarly
for uλ(n), in particular u1/2(n)): Note that via the result of Pach [8] mentioned in the introduction, a lower bound
g1/2(n) = Ω(nδ), for some constant δ > 0, would immediately give g(n) = Ω(nδ−ε) for any ε > 0. Similar
arguments to those in [8] can be used to show that for a given fixed λ ∈ (0, 1) ∩ Q, any set of n points in the
plane contains a λ-free subset of size n1−ε for any ε > 0, and therefore a similar route could be used to obtain
g(n) = Ω(nδ−ε) from gλ(n) = Ω(nδ) for some other λ 6= 1/2.
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