Modeling relationship of weather index and yield losses is a basis for developing weather-based index crop insurance. The data mining approach may overcome some limitations of traditional regression approaches to identify a weather index for predicting crop yield. The purpose of study is to evaluate performance Decision Tree, Random Forest and Boosting in identifying most important weather index for rice crop yield prediction. The study using district level of rice yield data of 8 locations within the annually period of 1991 -2014 in Java region. The corresponding weather data consist of 48 weather variables including timescale Standardized Precipitation Index (SPI), Growing Degree Days (GDD), and Vapor Pressure Deficit (VPD) for growing season, respectively. Results show that Boosted Regression Tree is the best model compared to Regression Tree and Random Forest for rice yield prediction. The most important weather index is Growing Degree Days on growing season I (GDD I) and Growing Degree Days on growing season III (GDD III).The threshold values of GDD I > 2100 0 C and GDD III > 2150 0 C would trigger rice yield losses.
Introduction
In recent years, rice farmers in Indonesia frequently facing crop failure due to extreme climate. The crop failure almost happen annually and sharply increase in extreme climate events. The crop failure due to drought more severe because it happens in wider area and with longer time, while flood events is more local and with shorter time. The crop failure risk would decrease rice production and farmer income and threaten national food security [1] .
Crop insurance is an alternative solution as a risk management tool. It is one of finance scheme related to risk transfer in farming system. Crop insurance is an instrument to sustain crop production and protect farmer against yield losses. By crop insurance, production process could be maintained following the best management practices of crop farming [2] .
One type of crop insurance is index-based insurance. The insurance will be paid if an events (drought, flood) happen in a region based on weather index recorded. The index is used as a tool for identifying regional yield losses rather than individual losses of farmer. A weather index crop insurance has been developed, because highly correlation between climate event with yield losses [3] , [4] , [5] .
[6] using quadratic regression model developed a Weather Index Insurance (WII) for rice production based on a rainfall index. [7] using Panel Geographically Weighted Regression model constructed a WII district specific indices for rice production based on monthly Palmer Drought Severity Index (PDSI) and determine the threshold value for the insurance plan. [8] using linear regression proposed weather index insurance based on Standardized Precipitation Index (SPI) for cereal crops in West Africa. On the other hand, [9] reported stepwise regression model of crop yield with climate change variables including Growing Degree Days (GDD) and Vapor Pressure Deficit (VPD). However, many problems arise when using a linear regression model. The assumptions are relationships between response and predictor is linear, error terms is independent and have constant variance, no outliers and the predictors not correlated. The lack of overcoming these problems could reduce significantly the reliability of model [10] .
Machine-learning algorithm is a non-parametric approach may overcome some limitations of traditional regression approaches for predicting crop yield. [11] found that Random Forest model outperform the Multiple Linear Regression in predicting crop yield to environmental variables, including climate and soil characteristics. Moreover, [12] observed Boosted Regression Tree (BRT) and Random Forest (RF) yielded similar predicted Soil Organic Carbon spatial patterns.
The purpose of this paper is to evaluate performance of Decision Tree, Random Forest and Boosting in identifying most important Weather Index for rice crops yield prediction.
Data
This study using district level of rice yield data obtained from the Centre of Statistical Bureau (BPS) and the Centre of Agricultural Data and Information System (Pusdatin). The related-weather data including daily minimum and maximum temperature and rainfall data obtained from National Weather Service of Indonesia (BMKG) and Agro-climate and Hydrology Research Institute (Balitklimat). The data consist of 8 locations, i.e. Majalengka, Tegal, Cilacap, Semarang, Banyuwangi, Sidoarjo, Gresik, and Sumenep district in Java region within the period of 1991 -2014.
Standardized Precipitation Index (SPI)
The drought indices SPI is based on the probability occurrence of precipitation cumulated over any time scale. The long-term precipitation data for any location is fitted to a probability distribution, usually a gamma distribution which is then transformed into a standardized normal distribution [13] , [14] . The drought categories of SPI values are summarized in Table  1 .
We generated Standardized Precipitation Index (SPI) for time period 1, 3, 4, 6, 12 months and for growing season I (January-April), II (May-August), and III (September-December) by summing the observed precipitation data. For instance,calculation of 4-month timescale for April (named SPI-4-4) based on summation precipitation for January, February, March, and April. Computation of SPI using software of US National Drought Mitigation Center (US-NDMC) available at https://drought.unl.edu/droughtmonitoring/SPI/SPIProgram.aspx [15] , [16] . 
2.2Growing Degree Days (ºC)
Growing degree days (GDD) measures accumulated exposure to heat over the growing season and provides a usefull approach for estimating the growth and development of plants during the growing season [9] , [17] .The Growing Degree Days (GDD) for each growing season measured as follows:
where = daily maximum temperature, = daily minimum temperature, = Base temperature = 10ºC.
2.3Vapor Pressure Deficit (ºC)
Vapor pressure deficit (VPD) calculate the difference between how much water the air can hold when it is saturated and how much water it currently holds. VPD is exponentially related to temperature. When VPD is very high, water requirements are also high which is critical for photosynthesis [9] . The Vapor Pressure Deficit (VPD) for growing season measured as follows: where ℎ = daily maximum temperature, = daily minimum temperature.
2.4Rice Yield (qha -1 )
Rice yield changes in time depend on several factors, such as weather factors, new management practices and technologies [15] . To capture the effect of weather factors, a linear time trend was removed from yield data and the proportional yield deviation (YD) calculated as follows:
3Methodology
We analyze relationship of rice yield and weather variables using regression tree, random forest and boosting models. The predictor variables consisting of 48 weather variables including SPI for time period 1, 3, 4, 6, 12 months, GDD and VPD for growing season I, II, and III, respectively. We use tree, RandomForest and gbm R package [18] .
The algorithm for building a regression tree is as follows [10], 1. A large regression tree was fitted to the training data set. 2. A 10-fold cross-validation was used to select the best number terminal nodes. 3. Applying pruning to the large regression tree.
The random forest algorithm of regression tree is as follows, 1. Bootstrapped samples with size=500 was used for building several decision trees. 2. Choosing random subset 16 predictors for split candidates from all 48 predictors. 3. Predictor variables are evaluated by total decreasing by splitting variable of node impurity, averaged across all trees [10] .
Boosting for regression tree working as follows, 1. Fitting a tree with 4splits to the training data for = 1, 2, . . . ,5000 and residual = 2. Adding a shrinkage parameter =0.001 to the new tree to get and residual update,
We selected randomly 75% of dataset for training ('training dataset') and the other 25% as the 'testing dataset'. The best model performances selected based on Root Mean Square Error (RMSE),
where, the observations of testing dataset and the predictions. Smaller RMSE indicate a better model.
4Results and Discussion

Decision Tree
A large regression tree show that the important variables in the tree are SPI-6-10, GDD-I, GDD-III, SPI-1-4, SPI-6-11, SPI-1-8, SPI-3-4, VPD-I and SPI-1-11 (Figure 1) . The 10-fold cross-validation present that the CV error takes its minimum value for a four-node tree (Figure 2) . The pruning tree with four terminal nodes is displayed in Figure 3 .
Based on the best subtrees, SPI-6-10 is the most important factor determining rice yield, followed by GDD-I and GDD-III (Figure 3) . For region with SPI-6-10 < -1.58, the predicted mean rice yield is 131.40 qha -1 . The region with SPI-6-10 ≥ -1.58 is further subdivided by GDD-I and then by GDD-III. The tree stratification of weather variables is as follows: 
4.2Random Forest
The variable importance plot of random forest indicate that GDD-I is the most important weather variables correlated with the rice yield followed by SPI-6-10 and SPI-1-8 (Figure 4) . The RMSE of random forest is 27.43. Figure 5 show the relative importance of variables of boosted regression tree. The GDD-I is the most important factor determining rice yield followed by GDD-III and SPI-1-4. The RMSE of boosted regession tree is 24.64. The partial dependence plot of GDD-I and GDD-III show that thresholdvalues of GDD-I > 2100 0 C and GDD-III > 2150 0 Cwould trigger rice yield losses (Figure 6) . 
4.3Boosted Regression Tree
4.4Comparing Decision Tree, Random Forest and Boosted Regression Tree
We find that based on RMSE, Boosted Regression Tree (BRT) is the best model compared to Random Forest (RF) and Decision Tree (DT) in identifying weather index for rice yield prediction. The complete results show that Boosted Regression Tree (BRT) < Random Forest (RF) < Decision Tree (DT) (Tabel 2). 5Conclusion Based on the above findings, it was concluded that Boosted Regression Tree is the best model compared to Regression Tree and Random Forest in identifying weather index for rice yield prediction. The most important weather index is Growing Degree Days on growing season I (GDD-I) and Growing Degree Days on growing season III (GDD-III). The threshold values of GDD-I > 2100 0 C and GDD-III > 2150 0 C would trigger rice yield losses.
