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Let T,, V,. be self-adjoint operators in Hilbert spaces H,,,, the T,,, having com- 
pact resolvents and lower bounds rm E U2, and the V,,,, satisfying “uniform ellip- 
ticity,” 1 < m, n < k. When r, z 0 for each m these conditions are called “uniform 
left definiteness” and guarantee that all eigenvalues 1 for the simultaneous equa- 
tions W,,,(X)x, =0, X, PO, W,,,(k) = T,,,-xi=, I, V,,,,, belong to lQk and are 
“semi-simple” in an appropriate sense. When some T,,, < 0, these conclusions may 
fail and we use an embedding technique to discuss, for example, algebraic multi- 
plicities of eigenvalues, transitions between real and non-real eigenvalues, and 
bounds for the numbers of eigenvalues of various types. 0 1989 Academic Press, Inc. 
1. INTRODUCTION 
We are interested in the multiparameter eigenvalue problem 
Wm(lL)x,,z=O, O#X,EH,, W,(S)=T,- 5 &V,,,,, l<m<k, 
n=l 
(1.1) 
where V,,, T,,, are self-adjoint operators in the Hilbert space H,, V,, 
being bounded, and T,,, having compact resolvent and lower bound 
5,) -co, l<m,n<k. Here 3L=(A1 ,..., A,) EC“ is the spectral parameter. 
For x,EH,, 1 dm<k, we write 
4&d = W( Lnxm, x,)1 
and C&(X) for the corresponding (i, j)th cofactor. Uniform ellipticity, (UE), 
which will be assumed throughout, means that the 6,,,(x) have positive 
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lower bounds when the X, range through the set of vectors U, of unit 
norm in H,. For alternative forms of this condition see [l, 12, 131. 
We shall need certain operators which will be defined rather heuristically 
here, and more carefully in Section 2. Let H be the Hilbert tensor product 
space @k= i H, and let d, be the tensor determinantal operator d, = 
0 det[ V,,] with d,, being the corresponding (i, j)th cofactor. We assume 
throughout that d, is l-l. For a decomposable tensor x@ = x, @ . . @ xk, 
(A,.@‘, x@‘) is just 6,(x@) of the previous paragraph and similarly for 6,,,. 
It can be shown, Cl], that under UE, each 6,, is “uniformly positive” 
( 90), i.e., has a positive definite bounded inverse. When the Ith column of 
the array [I’,,] is replaced by co1 (T,, . . . . Tk), we obtain the operator A, 
with corresponding quadratic form 6,. 
If the lower bounds ~~ of the T,,, are all positive, we have the so called 
“uniformly left definite” case (ULD) which has been studied by many 
authors, starting with Hilbert and his associates. We shall briefly sketch 
two aspects of the theory in modern terms. The separated system (1.1) 
easily leads to the system 
(A,-& A,,)x@ =O, l<n<k, (1.2) 
in H. Under ULD, A,, has a positive compact inverse and (1.2) may be 
written 
B n x6 =A-‘x8 n 1 l<n<k, 
where B, = A;’ A,, is compact and symmetric in H but with an inner 
product induced by A,,. As a result, the “eigentensors” x@‘, with x, as in 
(1.1 ), are complete in H in an appropriate sense and the eigenvalues i,, ’ 
are real and semisimple for the B,, cf. [2]. 
One may also approach ( 1.1) directly saying that k has index 
i = (i, , . . . . ik) if the i,th smallest eigenvalue (counted according to multi- 
plicity) of W,(L) is zero. Actually, it is convenient to attach the sign of 
6,(x@), which is always non-zero under ULD for the eigentensor x@‘, to 
the index and it turns out at most one eigenvalue kia of a given signed 
index (i, (r), (r = +, can exist. Conversely, if a&, is positive on a Cartesian 
product E, 0 . . . 0 Ek, where E, is an &,-dimensional subspace of H,, 
then such a Ai,u exists, [3]. Geometrically, the m th equation in (1.1) leads 
to “eigensurfaces” indexed by i, in Rk and 1 i*O is at the intersection of such 
surfaces, rr depending on the orientation of the corresponding normals. 
Under UE alone, i.e., when z, ~0 for some values of m, the above 
results fail in general and we shall embed ( 1.1) in a family where T, is 
replaced by Tk + ,uZ, ZI E R, so that the eigensurfaces indexed by ik are now 
p-dependent. For large positive p, it turns out that (1.1) is ULD, after a 
change of the l-origin, and as p decreases to zero we shall monitor the way 
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the (initially real and semisimple) eigenvalues A(U) behave. Moreover, (1.2) 
is replaced by 
(A, + P 4% -A, A,)x@ = 0, (1.3) 
and this may be handled by the methods of [8] which, in effect, is a 
parametric study of the case k = 1. In particular the (A,, p) eigencurves of 
(1.3) dictate the behaviour (including semisimplicity or otherwise) of the 
eigenvalues L(p). By combining the indexing, cf. [3], with eigencurves for 
(1.3) we shall connect “algebraic multiplicity” of an eigenvalue, (essentially 
an H-concept), with the order of contact of the indexed eigensurfaces 
(a xk= i H,-concept) in Section 3. In Sections 4 and 5 we show how to 
bound the numbers of non-real eigenvalues as well as those of signed index 
(i, 0) in terms of x L =, H,,, quantities. Finiteness of the number of non-real 
eigenvalues has already been established in [ 10, 131 and that of the eigen- 
values of index i in [3, 12, 151. 
2. PRELIMINARIES 
In the Hilbert tensor product H = @ i =, H,, let Vk,, Tf, be the self- 
adjoint operators induced by V,,, T,,,, respectively. We set 
A, = det [ VL,], 
with do,,,,, denoting the corresponding (m, n)th cofactor. Further, A,, is 
defined as the closure of x.i=, A OmnTk. It is known [lo] that A,, is self- 
adjoint. The quadratic forms associated with A,, do,,, A, are denoted by 
&M Ln,~ 6,, respectively. 
A self-adjoint operator A is said to be uniformly positive, and we write 
A B 0, if A ~ ’ is bounded and positive definite. 
LEMMA 2.1. There is a non-singular matrix [aij] of constants so that the 
array [ vm,], where 
satisfies WE and, in addition, p,,,,,, $0 and vm,eO, for mfn, 1 <m,n<k. 
Proof: This is proved in [9] as Proposition 5, for the m #n case and 
is stated for the case m = n as a Remark (p. 28). To justify the remark we 
use the notation of [9] and note 
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k-l 
qicii = - c UinCjn + O(E) 
n=l 
k-l 
where cli > 0. This condition restricts the size of E but is compatible with the 
other conditions on E in [9]. 
We can assume this transformation to have been used so that [V,,] has 
the stated properties and accordingly H, can be endowed with the inner 
product ( V,, . , ). Further, V& can be applied throughout ( 1.1). This 
leads us to the following standard situation which will be assumed hence- 
forth: 
V,, = I, = the identity on H,; V,,, $0, m # n; 1 < m, n d k. (2.1) 
Our analysis is based on the embedding which uses 
T,,,(p)=T,,,, ldm<k; ThL)=Tk+pIk,p>o. (2.2) 
Any subsequent constructions which depend on p will be denoted 
parenthetically, e.g., h(p), and indeed the problem (1.1) is to be understood 
now as p-dependent via (2.2). In view of (2.1), it follows that the embed- 
ding amounts to replacing A& by R, + p in the kth equation of (l.l), the 
first (k - 1) equations remaining unchanged. Geometrically, the eigen- 
surfaces for the kth equation are translated along the ).,-axis. 
COROLLARY 2.2. There exist p0 2 0 and a fixed translation of the l-axes 
after which each T,,,(p) $0 and thus each eigenvalue L(p) belongs to Rk, ,for 
all pLpO. 
Proof. By (2.1), we select a so that T, + aVmk 9 0, 1 <m < k. Now 
translation of the k-origin to (0, . . . . 0, CC) changes T,(p) to T,,, + aI/,,,& for 
1 f m < k, and T&(p) to Tk + (a + p)I, which is uniformly positive for large 
positive p. Thus ULD holds for such p and so the proof is complete. 
With this result in mind, we assume its conclusions in what follows. 
Multiply the m th equation in (1.1) throughout by damn and sum on m to 
obtain 
where 
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Thus (1.3) holds and note also that this may be written 
(6, + pz- 1,&J x@‘(p) =0, (2.3~ 
where Jr= A& A,, I = 0, n, are self-adjoint in the Hilbert space H,,,; i.e., 
H is equipped with the inner product (A,,, ., .). We also see that (2.3), 
forces 1, E cr,(Z’,, (p)), where f,, (cc) = A;’ A,(p). 
The results of [7, 81 are directly applicable to equations of the form (2.3) 
and, indeed, this is the motivation for these preliminary transformations. 
3. EIGENVALUE MULTIPLICITIES 
For each p, compact commuting operators B,(p) = A,(p)-’ A0 exist 
after a possible translation of the h-axes [lo]. Since A, is 1-1, it follows 
that 0 4 o,(B,(p)) and whenever each 1, # 0 we write 
G@, P) = f) N&,(P) - 4?Z) (3.1) 
a=1 
for the geometric eigenspace at 1. Recall also Z,,(p) = B,(p)-‘. 
LEMMA 3.1. G(S,p)=r);,, N(Z’,(p)-&I)= @$=, N(W,,,(A,ZI)). 
Proof The first equality is obvious and the second follows from [lo, 
Theorem 3.21. 
In general, as 1, ranges over rW\ {0}, the N(B, (cl) - A; ‘I) span a sub- 
space whose codimension in H is at most 3v,(p), where v,(p) is the 
number of negative eigenvalues of A,(p) [lo, Lemma 4.11. Note that v,(p) 
decreases as ,U increases. We put d= 3 Et=, v,(O) (cf. [lo, Eq. (4.3)]), and 
then the G(1, p) span a subspace of codimension at most d. We therefore 
define 
to be the algebraic eigenspace at 1. 
LEMMA 3.2. A(h, p) = nt= L N((f,(p) - &,Z)J) and the A& ,u) are 
complete in H for each p. 
ProojY It is a simple calculation to show that N((Z’,(~)-l,Z)d) = 
N((B, (p) - A; ’ Z)d) from which the first claim follows. The second is 
proved in [ 10, Lemma 4.21. 
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DEFINITION 3.3. The geometric and algebraic multiplicities of 1 E Ck for 
( 1.1) are given respectively by 
g& PL) = dim GO-, PL), 
a(& p) = dim A(1, P), 
We say that 1 is semisimple (resp. defective), if g(i, 11) = a(A, p) 
(rev. g(L P) < a& CL)). 
Our aim is to describe the way these multiplicites vary with p. 
THEOREM 3.4. There is a finite set of points pi>, 0, 1 < j d J, with the 
following properties: 
(i) If p # pj or if p > p0 of Corollary 2.2, then each eigenvalue 1(p) qf 
( 1.1 ) is semisimple. 
(ii) If p* # pI and A* ECU, then there exists E > 0 so that all eigen- 
values A(p) satisfying Ilk(p) - 1*II <E are semisimple and the number of 
distinct such 1(p) is constant for Ip--c(*l <E. 
(iii) Given p*>O and a*~@~, there exists E > 0 so that 
c ,,). *.,, (c a(k, p) is independent of p for (p - ,a*1 <E. 
(iv) Each eigenvalue k(pj) admits continuous branches k(p) for ,LI near 
p, of semisimple eigenvalues with total algebraic multiplicity a@(/.+), pi). 
Proof: For our points pj we shall take all p E [0, pO] for which any of 
the operators r,,(p) admits a defective (i.e., not semisimple) eigenvalue 
together with all p > 0 for which any of the problems (2.3), has a critical 
point (E., 11) E lR2 in the sense of [S, Definition 2.61. By [S, Theorem 2.3; 8, 
Theorem 2.71, this is a finite set. For p < pLo claim (i) is immediate and for 
p > p0 we use the completeness of the eigentensors under ULD [ 1, 
Theorem 6.21. 
Continuity in p of the Riesz projector n,(Az, cc) for r,,(p) onto 
C (N( (I-,, (p) - A,Z)d) I IA,, - I*,* ( < E } for small E is shown via an equation 
of the form (2.3), in [8] and so the product ni=, JJ,(A*, p) which 
projects onto C { A(k, p) I 113, - 1* I/ < E} is also continuous in p and hence 
its range has constant dimension. This is sufficient to establish (ii) and 
hence the rest of the theorem. 
We remark that (iv) offers, at least in principle, one method for comput- 
ing a(I., p). We shall be particularly interested in 3L E [Wk and then several 
alternative methods exist. One which depends directly on Eqs. ( 1.1) in H,, 
is as follows. It is possible to solve the first k - 1 equations in ( 1.1) yielding 
3L(Ak) and x,(Ak) parameterized holomorphically by A, [S, Section 33. 
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Thus the kth equation in ( 1.1) becomes 
( wk@(nk)) + pLf) xk = O. (3.2) 
Now wk(a(nk)) is a self-adjoint holomorphic family and thus admits eigen- 
value branches -p which are holomorphic in &. Near A(p*) = 5* we may 
write 
/‘* -p = f cj(& - A,$)‘, c,fO, (3.3) 
j=l 
where I and the cj depend on the branch considered. It follows that & splits 
into 1 branches of the form 
&-A;= f dj(p--*)‘/I, 
j=l 
and, in fact, a@*, p*) is the sum of the numbers 1, (3.3), over all branches 
through (A*, p*ksee [S, Section 31. 
Remark 3.5. Geometrically, hypersurfaces corresponding to the first 
k - 1 equations in (1.1) intersect in a curve given parametically via A(&). 
This curve has order of contact I with a hypersurface corresponding to the 
kth equation in (1.1). 
The computation of the cj and I in (3.3) depends on certain derivatives 
which may be calculated via quadratic forms induced by the operators in 
(1 -1). Details are given in [ 5, Section 4.11, but we note here that the 
solutions A(A,) to the first k - 1 equations satisfy 
L’(nk) = (htk(x~‘)/60kk(x@‘)) ‘O, 
where x@ =x,Q ... @xk,x, as in (1.1). Note that L&,(x@‘) is simply a 
(k - 1) x (k - 1) real determinant since x@ is decomposable. 
LEMMA 3.6. (2.3)k admits an analytic eigencurve satisfying (3.3). 
Proof. This follows from [S, Section 33. 
Conversely, all analytic eigencurves of (2.3), can be realised as in (3.3) 
provided other eigenvalues 1 with A,,, #AZ, 1 d m c k, are taken into 
account. Moreover, analogous statements hold for (2.3),, n #k, and it can 
be shown that the eigencurves for (2.3), all have local expansions as in 
(3.3) with leading terms of the same order 1 and sign c,. It is difficult 
however to relate global properties (e.g., indices) of the analytic eigen- 
curves for (2.3), to (1.1) and in the next section we shall augment our 
analysis by indexing the solutions of (3.2) instead. 
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THEOREM 3.7. (i) If A(~)E iI@ is defective then 6,(x@) =0 for some x, 
satisfying (1.1). 
(ii) Zf A(p) E IR“ and p # pj of Theorem 3.4, then 6,(x@) # 0 for UN x, 
satisfying ( 1.1). 
(iii) ZfA(,u)$Rk then &,(p)$Rf or each n = 1, . . . . k and X(p) is also an 
eigenvufue for ( 1.1). 
Proof (i) If (r,(p) - &,(p))x@ = 0, and 
(m(P) - Al(P)) Y =x@‘, 
then 
6,(x@) = (4-c (r,(P) - kl(P)) Y) 
= ((An(P) - 1, do) x0, Y) 
= 0. 
(ii) If p #pji, then (A,( ~1 p is not a critical point for (2.3), in the 1, ) . 
sense of [S, Definition 2.61. Hence 6,(x) # 0 for all XE N(rn(p) - &,I). 
(iii) Fix ,n and consider the equations 
(W,ob Pb,, x,) = 0, l<m<k, 
which follow from (1.1). This system has real coefficients and eliminating 
all 1, except Lj and I, we get 
dokk(X@) lj= 8Cl/cj(x@) Ak + r, 
where r E R. Thus lj E R if, and only if, & E R; i.e., either L(p) E Rk or else 
each L,,(p) # I& The final part follows from [S, Corollary 3.4 and proof]. 
As a consequence we can state the following. 
DEFINITION 3.8. If p # pj, then N’s”(p) is the number of distinct (real) 
eigenvalues L(p) of index i such that G = sgn 6,(x) for some x, satisfying 
(1.1). For any p, N”(p) is the number of (nonreal) eigenvalues L(p) such 
that 0 = sgn Im L,(p). 
By Theorem 3.7(iii), N”(p) is independent of n and, in fact, 
N+(PL)=N-(P). 
4. BOUNDS IN THE INDEFINITE CASE 
We shall assume throughout this section that each space H, is infinite 
dimensional and that (1.1) is indefinite in the sense that for any integer 
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k-tuple i 2 0 and either sign o = f , there exist i,-dimensional subspaces 
EL c H,,, such that &,(x8) > 0 for all x, E Eg n U,. As a result we have 
the following. 
LEMMA 4.1. For p > p0 of Corollary 2.2 and for each signed index (i, a) 
there exists a unique semisimple eigenvalue L(u) E [Wk. 
Proof: Existence and uniqueness follow from [3, Corollary 3.43 and 
semisimplicity from Theorem 3.4. 
Our object now is to decrease ,u continuously from p0 to zero. Accord- 
ingly, many of the following results will be valid for any p > 0, but for 
notational simplcitiy will be given only for p = 0 (with p suppressed). We 
shall use a caret to denote omission of the kth coordinate of an element of 
Rk or Ck. 
Since A Okk 9 0, the first k - 1 equations of (1.1) admit a unique solution 
fi of a given index i, continuously dependent on & [6, Theorem 21. 
Appending & ) we have a continuous parametric curve A(&)= 
(fi(n,), A,)EIW~ of index i. The kth equation of (1.1) then gives the 
promised indexed version of (3.2), viz., 
( wk(l(Ak)) + pzjxk = O* (4.1) 
We now introduce the (temporary) assumption: 
0 is not a member of the sequence cli of Theorem 3.4. (4.2) 
THEOREM 4.2. For each i 2 0, (4.1) admits a solution pi(&) continuous 
and piecewise analytic in I,, such that 1(1,) is an eigenvalue of index i for 
(1.1) with u =$(A,). Further, pi(&) + w as l&l -+ co and so the graph of 
ui crosses the &-axis an even number of times. At these crossings the graph 
has non-zero slope given by 6,(x@), x, as in (l.l), so that N’,” of Defini- 
tion 3.8 satisfy N’*+ = N’,-. 
Proof: Let the eigenvalues of w&), k E Rk, be listed according to 
multiplicity as 
We shall use results proved in [3] via a different parametrization. In our 
notation [3, Lemma 2.11 shows that -&‘&k(&)) is continuous in 1,’ 
for 1, # 0. Continuity of -pt(k(n,)) in 1, at & = 0 is clear and so the first 
statement is proved for 
/ii(&) := -&i(&)). 
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Now Lemma 3.6 and the argument of [7, Corollary 2.31 yield piecewise 
analyticity of pi and the expression 
for the slope of pi by virtue of (4.2). 
To complete the proof, we shall show that pi(&) is positive for large 
I& 1. By [3, pp. 338-3411, --A;‘P~@(&)) decreases strictly in 1, > 0 from 
a positive value for small A;‘. Thus pi(&) is positive for large positive & 
and analogous reasoning holds for Ak < 0. Note also that I#(A,)l + 00 as 
I&l -+ cc by [8, Theorem 3.71. This completes the proof. 
This theorem does not imply the existence of an eigenvalue for (1.1) of 
any given index i, for the number of zeros of ,U~ could be zero. Indeed we 
have the following. 
THEOREM 4.3. For each i 2 0 there is a minimal index M(i) such that for 
any ik < M(i) there is no eigenualue for (1.1) of index i = (a, ik), while for 
i, 2 M(i) there is at least one such eigenvalue. Moreover, M(i) is non- 
increasing in each of i,, 1 6 m < k, and has finite support. 
Proof: By [3, Corollary 4.33 minimal indices i;(i) exist satisfying the 
first sentence but for signed indices. By (4.2) then we may set M(i) = 
min ( i: (i), i; (i)}. The second sentence follows if we replace k by each of 
1, 2, . ..) k - 1 in turn. 
Note that this shows that the “volume under the M-graph,” viz., 
@= 1 M(i) 
i>O 
is finite. We are now in a position to establish the basic formula for our 
bounds. Recalling Definition 3.8 and Theorem 4.2, we write 
N = N”(O) and N’ = N’.“(O). 
THEOREM 4.4. N + Ci, ik a M(i) (N i - 1) = I@. 
Proof. We first claim that the eigenvalues of ( 1.1) are continuous in p 
in the sense of algebraic multiplicity. Theorem 3.4 covers the local situation 
so it suffices to prove boundedness of continuous (possibly non-real) 
eigenvalue curves 5(p) on bounded /J intervals. Indeed if pn + p 
and llk(~~)ll -+ cc then at least one A,(p,,) is unbounded. We can apply 
[S, Theorem 3.73 to (2.3),, since A,, (and hence d,) is l-l to obtain a 
contradiction. 
The remainder of the proof uses Theorem 4.2 and follows that of [S, 
Theorem 4.43, so we shall be brief. When p > pO, N’ = 1 by Lemma 4.1, 
109. IWI-IY 
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and when ,u =O, 21@ eigenvalues of index i with ik < M(i) have either 
become non-real or else have index j with j, > M(j). The terms 2N and 
2C(N’- 1) account for the differences between P=,u,, and p=O for the 
non-real and real eigenvalues, respectively. 
Various bounds can now be deduced, extending [8] to k > 1. 
COROLLARY 4.5. N < &? and if L(i) 2 M(i) for each i, then 
c N’G c L(i). 
ilik<L(i) iESupp A4 
Proof: By Theorems 4.2 and 4.3, N’a 1 for ik 2 M(i), so the first claim 
follows from Theorem 4.4. For the second we have 
c N’<&f-N+ 1 c 1 
ilikQL(i) ieSuppM i&=&f(i) 
< c L(i). 
iESUppM 
We note next that the sum in Theorem 4.4 is finite and so N’= 1 for all 
“large” i. Specifically, let Q(i) denote the minimal integer such that N’= 1 
whenever i, > Q(i). Then 0 has similar properties to A4. In particular, we 
Put 
and obtain from Theorem 4.4 
COROLLARY 4.6. N + Ci, ik G R(F) N’ = 0. 
Finally, we discuss the case in which the assumption (4.2) is dropped. It 
is, in general, then necessary to define N’,” somewhat arbitrarily because 
some ambiguity exists even when restrictions on, say, the total algebraic 
multiplicity at a point (see Definition 3.3) are imposed. We refer the reader 
to [S, Section 41 for the case k = 1, the extension to k > 1 following similar 
lines. With the appropriate definitions then, Theorem 4.4 et seq. continue to 
hold independently of (4.2). We omit details. 
5. BOUNDS IN THE GENERAL CASE 
For the first part of this section we shall assume that each H,,, is infinite 
dimensional. 
LEMMA 5.1. For some fixed sign oO, N’*“(p) = 1 for all i 2 0 and for all 
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p > pO, p # pj, and there is a non-negative (perhaps infinite) integer K(i) 
such that N’g-“O (p) = 1 when 0 < ik < K(i) and N’, -“O(p) = 0 when ik B K(i). 
Moreover, K(i) is non-increasing in each of i,, . . . . i,- ,. 
Proof. For each r~ and i we define 1+ K”(P) to be the supremum of all 
integers i, such that subspaces E, c H, exist, 1 <m < k, satisfying 
dim E, = i, and a&,(~@‘) > 0 for all U, E H, n U,. By [ 11, Theorem 5.41, 
@O(p) = 1 if i, < K”(i) and N’“(p) = 0 if ik Z K”(i). Since the eigentensors 
x@“, x, as in (l.l), form a basis for H, and each kiu has finite multiplicity, 
there are infinitely many Lib. Thus at least one of K’(i) is infinite. 
With K(i) = min, K”(i) we have the first sentence of the lemma except 
that co may depend on i. As for Theorem 4.3 we replace k by each n in turn 
to establish both independence from i as well as the second sentence. 
For notational simplicity we shall assume crO to be positive in what 
follows. 
LEMMA 5.2. When ik <K(i), pi(&) -+ CC as \,?,I -+ 00. When i,> K(i), 
fz~$(A.~) + cc as 01, + co, c7 = f . 
Proof This is proved as for Theorem 4.2. 
The analysis of Section 4 can now be repeated for the index range 
i, < K(i). Note that M(i) < K(i) because N’+(p) > 1 for all p B 0 when 
i, B K(i), by Lemma 5.2. 
THEOREM 5.3. When i, < K(i), N’,+ = N’, -, and when i, 2 K(i), N’, + = 
N i, - + 1. Further, 
N+ c (p--l)+ 2 N’*-=&$, 
ilM(i)Gik<K(i) i(ikLK(i) 
and each summation is finite. Also if K := xi K(i) < 00, then 
N+ c N’.- =R 
i(ikPM(i) 
Proof. The first sentence follows from Lemma 5.2. For the remainder 
we follow the reasoning of Theorem 4.4 to obtain 
2N+ 1 (N’.+ +N’.- -2)+ 1 (,i.+ +N’.- -1)=2&j 
i) M(i) < ik -c K(i) ilik>K(i) 
whence the results. 
Analogues of Corollaries 4.5, 4.6 and of other bounds in [S] can now be 
written. The possibilities are complicated by the fact that K(i) can be 
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infinite and we content ourselves with the following analogue of 
Corollary 4.6, for the case of finite K. Let Q(i) denote the minimal integer 
exceeding K(i) such that N’y- = 0 whenever i, > Q(i). 
COROLLARY 5.4. N+CilikCRciJNi*- =1% 
We conclude with some remarks on the situation when one or more of 
dim H m = 1 + d, are finite. Then analogous results hold for i, replaced by 
d, - i,. For example, suppose dk < co. Then M(i), K(i), 52(f) possess com- 
plementary indices: M”(i), for example, is the maximal index ik for which 
eigenvalues of index i exist; K”(i) is the maximal index ik for which eigen- 
values of signed index (i, aO) exist when ,U > p,,, and so on. 
When each d, < co, one can relate Kc to K as in [8 3. Specifically, [4] 
shows that precisely one homogeneous eigenvalue exists for each signed 
index when p > /.A~. Translated to our inhomogeneous setting (1.1 ), this 
leads to precisely two eigenvalues of combined indices i, d-i. Thus since 
no eigenvalues of index i exist if i, > K”(i), two of index d - i must exist for 
dk - ik 2 Kc@ and SO K(a - 3) = dk - K”(i); i.e., K(a -a) + KC(i) = dk; cf. [8, 
Theorem 2.21. Thus Lemma 5.1 holds with the proviso that N’” = 0 
whenever i, B K’(i) = dk - K(a -1) and we can amend Theorem 5.2 as 
follows, again assuming a0 = +. 
THEOREM 5.5. Suppose each d,,, < co. Then N’ + = N’ - for i, < K(i) 
and i, > dk - K(a - ;) while N’*+ = N’- + 1 for K(i)<i,<d,-K(a--f). 
Moreover, 
N+zN’,- =R 
I 
as in Corollary 5.4. 
For further results along these lines we refer the reader to [S]. 
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