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ABSTRACT
It is encouraged to see that many progresses have been made to
bridge videos and natural language. However, mainstream video
captioning methods depend heavily on autoregressive decoding to
generate captions sequentially, raising issues like slow inference
speed and the lack of relevant details or diversity in generated
descriptions. In this paper, we propose a non-autoregressive decod-
ing based model with a coarse-to-fine captioning procedure, i.e.,
Non-Autoregressive Coarse-to-Fine model, to alleviate these de-
fects. In implementations, we employ a bi-directional self-attention
based network as our language model for achieving paralleliza-
tion to speed up inference, based on which we decompose the
captioning procedure into two stages, where the model has dif-
ferent focuses. Specifically, given that visual words (e.g., nouns
and verbs) directly determine the semantic correctness of captions,
we design a mechanism of generating visual words to require the
model to capture relevant details from videos, which will mani-
fest as a coarse-grained sentence “template”. Thereafter, we devise
dedicated decoding algorithms that not only fill in the “template”
with suitable words but also modify inappropriate expressions via
iterative refinement to obtain a fine-grained description. Extensive
experiments on two mainstream video captioning benchmarks, i.e.,
MSVD and MSR-VTT, demonstrate that our approach achieves
state-of-the-art performance, generates diverse descriptions, and
obtains high inference efficiency. Our codes will be made publicly
available.
KEYWORDS
video captioning, non-autoregressive decoding, self-attention, iter-
ative refinement
1 INTRODUCTION
Video captioning aims to automatically describe video contents
with plausible sentences, which could be helpful for video retrieval
[56], assisting visually-impaired people [48] and so on. In recent
years, neural captioning methods have risen to prominence and
they generally adopt the encoder-decoder framework [47], where
videos are encoded to sequences of vectors with deep Convolutional
Neural Networks (CNNs), and captions are often decoded from these
vectors via Recurrent Neural Networks (RNNs) [9, 23].
Although many progresses have been made in video caption-
ing, e.g., integrating multi-modalities [7, 53], utilizing high-level
semantic cues [25, 49] and exploiting spatio-temporal dynamics
[1, 54], current methods mostly use autoregressive (AR) decoding,
i.e., conditioning each word on the previously generated outputs, to
generate captions sequentially. Despite its effectiveness shown on
various benchmarks [45, 52], AR decoding has two main drawbacks.
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Visual Words (related to this video)
Noun: panda, bear, stick, ground, mouth, 
Verb : playing, lying, chewing, eating,  
(a) Visual Word Generation (b) Caption Generation
[] panda [] [] playing [] [] ground
a panda bear is playing on the ground
a panda bear is lying on the ground
 Decoding Algorithms
Sentence Making Iterative Refinement
Figure 1: Illustration of the proposed coarse-to-fine caption-
ing procedure, where visual words (i.e., nouns and verbs in
this paper) are generated in parallel first to form a coarse-
grained “template” (a), based on which a fine-grained de-
scription is yielded via dedicated decoding algorithms (b).
First, its sequential manner suffers from slow inference speed. This
limitation is especially amplified by the fact that fine-grained de-
scriptions or translations are generally long [15, 20]. Second, AR
decoding usually favors the frequent n-grams in training data [11]
and makes the decoding procedure prone to error accumulation
[5], resulting in generic descriptions that sound natural but lack
diversity or relevant details [10, 11, 14, 40].
Recently, non-autoregressive (NA) decoding, which generates
words in parallel without explicitly depending on the previous el-
ements, achieves significant inference speedup but at the cost of
inferior accuracy due to the poor approximation to the target dis-
tribution [17]. While a growing body of research in neural machine
translation has devoted to compensate the performance degrada-
tion [20, 31, 41, 51], a prevalent phenomenon of the attempts is that
parallel translation process takes completely unknown sequences
as the inputs, whose contextual information, however, is deficient.
In this paper, we propose a Non-Autoregressive Coarse-to-Fine
(NACF) model to tackle the slow inference speed and unsatisfied
caption quality concerns. For achieving parallelization to speed
up inference, we employ a bi-directional self-attention based net-
work [45] as our language model and train it with masked language
modeling objective [13] so that any subset of target words can be
predicted simultaneously based on the rest ones. For improving
caption quality, the motivation stems from the fact that visual words
(e.g., nouns and verbs), which are visually-grounded and highly
associated with semantic correctness [42, 43], deserve more atten-
tion than non-visual words (e.g. determiners and prepositions) to
adequately understand a specific scene [26]. However, mainstream
models treat these two kinds of words equally during word-by-word
caption generation [38, 49], making the model difficult to capture
comprehensive and accurate visual information. Thus, we propose
an alternative paradigm to decompose the captioning procedure
into two stages, where visual words are explicitly emphasized.
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As shown in Fig. 1 (a), we propose a mechanism of generating
visual words, i.e., visual word generation, which directly utilizes
nouns and verbs existing in the corpora, to require the model to
generate a coarse-grained sentence “template” that contains rich
contextual information related to the visual contents at the first
stage. Thereafter, we devise dedicated decoding algorithms to pro-
duce fine-grained descriptions under the guidance of known visual
words at the second stage. As shown in Fig. 1 (b), decoding algo-
rithms first complete the “template” by filling in suitable words,
and then if necessary, iteratively mask out and reconsider some
inappropriate words that the language model is least confident
about to ensure sentence fluency or capture more relevant details,
e.g., a more precise verb (“lying”) is generated after deliberation.
The main contributions of this work are summarized as follows:
• We propose a Non-Autoregressive Coarse-to-Fine (NACF)
model to deal with slow inference speed and unsatisfied
caption quality problems for video captioning.
• We design a mechanism of generating visual words and
devise dedicated decoding algorithms to achieve coarse-to-
fine rather than word-by-word captioning procedure for
capturing more visually-grounded details from videos.
• Extensive experiments onMSVD andMSR-VTT demonstrate
the effectiveness of our approach, which achieves state-of-
the-art performance, generates diverse descriptions, and ob-
tains high inference efficiency.
2 RELATEDWORK
2.1 Video Captioning
Early video captioning approaches [19, 30] tackle the description
generation task in two stages. They first identify SVO (subject, verb
and object) tuples, and then fit them to the predefined templates
through a language model. Intuitively, the handcrafted templates
are insufficient to describe diverse visual contents given the linguis-
tic diversity and complexity [2].
With the rapid development in deep learning, the neural caption-
ing methods that follow the encoder-decoder framework [47] have
risen to prominence. Unlike images, videos have complex spatio-
temporal dynamics. To exploit the temporal structure of videos,
temporal attention is widely adopted [43, 55]. In particular, Yao et al.
[55] propose to utilize the hidden states of the decoder to adaptively
determine which subset of frames to focus on. Recently, the spatial
structure of videos is also considered and the spatio-temporal dy-
namics are captured by attention [54] or Short Fourier Transform
[1]. Since videos are naturally multimedia data, multimodal fusion
is also a hot topic. Despite the effectiveness of static fusion (e.g.,
element-wise addition and concatenation) [1, 27, 54], some works
propose to differentiate the contribution of different modalities at
each decoding time step. One typical method is multimodal atten-
tion [24, 53], where temporal attention is first employed to obtain
the context of each modality, and then multimodal contexts are
weighted by their similarity with hidden states of the decoder.
Besides exploiting spatio-temporal dynamics and multimodal fu-
sion, the methods leveraging attributes have also been proved to be
effective in improving the captioning performance [25, 33, 36, 56].
Attributes are defined as the properties observed in visual contents
with rich semantic cues, and they are usually extracted from the
corpora without requiring extra training data. Current methods
formulate attribute prediction as a multi-label classification task,
and train it independently [33, 36] or jointly with the captioning
model [25, 56]. Although end-to-end training could closely cou-
ple attribute prediction with caption generation [25], the effect of
auxiliary loss item on the performance is rarely discussed.
All the aforementioned neural methods adopt autoregressive
decoding to generate captions sequentially, we instead explore non-
autoregressive decoding in this work. Unlike the classical methods
[19, 30], the generated coarse-grained “templates” of our approach
are adaptive to diverse video contents and they can be modified in
the subsequent process. Besides, we reformulate attribute prediction
as a generation task to generate visual words, which contrasts with
prior methods [25, 56], and discuss its effect on caption quality
when training in a end-to-end manner. While Song et al. [43] use
an adjusted temporal attention mechanism to implicitly distinguish
the importance of visual and non-visual words, we achieve that
explicitly with the proposed coarse-to-fine captioning procedure.
2.2 Non-Autoregressive Decoding
Non-autoregressive (NA) decoding has aroused widespread atten-
tion in the community of neural machine translation (NMT) [16–
18, 20, 31, 35, 41, 51] due to its high inference efficiency. By remov-
ing the sequential dependency, NA decoding can generate all words
in one shot to speed up decoding [17] but at the cost of inferior ac-
curacy that manifests as token repetitions in the generated outputs
[20, 31, 51]. To compensate for the performance degradation, Guo et
al. [20] integrate strong conditional signals into the decoder inputs
to benefit the learning of internal dependencies within a sentence.
Besides one-shot generation, some works propose to iteratively
refine the sentences, so that the model can condition on parts or
the whole of the previous outputs [16, 18, 31, 35]. Specifically, Lee
et al. [31] propose to learn a conditional denoising autoencoder.
Mansimov et al. [35] propose to directly utilize BERT [13] for it-
erative generation. But the downside of these methods is that the
translation errors in the early stages, which often occur by em-
ploying the completely unknown sequences as the decoder inputs,
could greatly influence the prediction of surrounding tokens. Our
work is inspired by these advances in NMT, but we instead generate
captions based on the generated coarse-grained “templates”, where
the visual words could provide rich contextual information with
the model to alleviate description ambiguity.
3 APPROACH
In this section, we first introduce the architecture of our Non-
Autoregressive Coarse-to-Fine (NACF) model in Sect. 3.1, followed
by the proposed visual word generation in Sect. 3.2. Then, we de-
scribe coarse-to-fine captioning during inference in Sect. 3.3, where
three dedicated decoding algorithms are presented.
3.1 Architecture
As shown in Fig. 2, our NACF comprises three modules: a CNN-
based encoder, a length predictor and a bi-directional self-attention
based decoder. Next, we introduce these modules separately.
Encoder.Given a sequence of video frames/clips of lengthK , we
feed it into pre-trained 2D/3D CNNs to obtain visual features V =
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Figure 2: An overview of our proposed NACF architecture,
which comprises a CNN-based encoder, a length predictor
module and a bi-directional self-attention based decoder.
{v1,v2, . . . ,vK } ∈ RK×dv , which are further encoded to compact
representations R ∈ RK×dm via a input embedding layer (IEL), i.e.,
R = fI EL(V). Here fI EL adopts the shortcut connection in highway
networks [44], so it can be formalized as (omitting biases for clarity):
fI EL(x) = д ◦ x + (1 − д) ◦ xˆ
x =We1x
xˆ = tanh (We2x)
д = σ (We3x)
(1)
where ◦ is the Hadamard (element-wise) product, σ is sigmoid
activation function,We1 ∈ Rdm×dv , and {We2,We3} ∈ Rdm×dm .
When considering multi-modalities, e.g., image modality and mo-
tion modality, we simply apply concatenation to obtain representa-
tions R ∈ R2K×dm . An alternative may exist to yield more discrimi-
native R, which is not in the scope of this work.
Length Predictor. Unlike AR decoding that can automatically
decide the sequence length N by predicting the end-of-sentence
token, NA decoding must know N ahead. So a length predictor (LP)
is introduced to predict length distribution L according to R:
L = fLP (R) = Softmax(Wl2(ReLU(Wl1MP(R)))) (2)
whereMP denotesmean pooling,Wl1 ∈ Rdm×dm ,Wl2 ∈ RNmax×dm ,
andNmax denotes the predefinedmaximum sequence length. Given
the ground-truth length distribution L∗, where the j-th element
(j ∈ [1,Nmax ]) denotes the percentage of sentences of length j in
the training corpus for a specific video, we minimize the Kullback-
Leibler (KL) divergence between L and L∗. To make L fit L∗, the loss
function is formulated as:
Llen = DKL(L∗ | |L) = −
Nmax∑
j=1
l∗j log
lj
l∗j
(3)
During training, we directly use the sequence length of ground-
truth sentences. As for inference, we will detail the utilization of
the predicted length distribution L in Sect. 4.1.
Decoder. To obtain a non-autoregressive decoder, we adopt one-
layer decoder of Transformer [45] with two modifications. One
is that we remove the causal mask in the self-attention layer. By
doing so, our decoder becomes bi-directional, thus the prediction of
each token can use both left and right contexts. Another is that we
×Part-of-Speech 
girl singingis on stagea
NOUN VERBVERB ADP NOUNDET ×
GT (Y  )*
Decoder
Prediction [mask] [mask] [mask][mask] singing stage
girl [mask] [mask][mask] singing stageTarget (Y    )
vis
[visual] [visual][visual] [visual] [visual][visual]Input 
(Yobs =  ) 
vis
(b) Visual Word Generation
R
(a) Masked Language Modeling
Decoder
Target (Ymask)
Input 
(Yobs = {girl, is}) 
girl [mask]is [mask] [mask][mask]
ona singing stage
Prediction ona singing voice
R
Figure 3: Illustration of training examples for (a) masked
languagemodeling (Eq. 5) and (b) visualword generation (Eq.
7). When generating visual words, we only focus on nouns
and verbs, but ignore verbs like “is” and “are”, which do not
reveal the relevant visual contents.
integrate the copied source information into the input embeddings
of the decoder. As shown in Fig. 2(c), the n-th (n ∈ [1,N ]) input
embedding en is the sum of the token embedding etokn , the position
embedding eposn and the copied source information esrc from the
encoder (esrc = MP(R)). As we will verify later, this trick slightly
improves performance by enhancing decoder inputs [20, 31]. To
train the decoder, we follow the masked language modeling ob-
jective (also known as cloze test) in BERT [13]. Specifically, some
tokens in a ground-truth sentence Y ∗ of length N are randomly
masked out to obtain a partially-observed sequence Yobs and a
masked (unobserved) sequence Ymask = Y ∗ \ Yobs . Then the de-
coder takes Yobs and representations R as inputs to predict the
probability distribution over words, which can be expressed as:
pθ (y |Yobs ,R) = fdec (Yobs ,R) (4)
where fdec denotes the transformation within the decoder and its
detailed formulation is left to the supplementary materials. We only
minimize the negative log likelihood of Ymask following [13]:
Lmlm = −
∑
y∈Ymask
logpθ (y |Yobs ,R) (5)
A training example is given in Fig. 3 (a). Unlike BERT [13] that
utilizes a small masking ratio (e.g., 15%), we use a uniformly dis-
tributed masking ratio ranging from βl to βh so that the model can
be trained with examples of different difficulties. We will elaborate
on how to generate captions with the proposed decoder during
inference in Sect. 3.3.
3.2 Visual Word Generation
Motivated by human attention [26, 39] that would likely attend to
salient information of video contents at a glance, we propose to si-
multaneously generate visual words (i.e., nouns and verbs 1), which
usually correspond to salient objects and actions in videos, at the
beginning of the captioning procedure. To achieve that, we directly
use the proposed decoder without introducing extra parameters.
1We will test different combinations of part of speech in the supplementary materials.
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Specifically, given a ground-truth sentence Y ∗, we first construct
the target sequence Yvis as follows:
yvisn =
{
y∗n if POS(y∗n ) ∈ {noun, verb}
[mask] otherwise (6)
where POS(·) denotes the part-of-speech of a word. Then the de-
coder is forced to predict Yvis without available word information,
i.e., Yvisobs = , and hence the loss function is defined as:
Lvis = −
∑
y∈Yv is
logpθ (y |R) (7)
As illustrated in Fig. 3 (b), the input of the decoder to predict Yvis
is a completed unknown sequence with the same special token [vi-
sual] in practice. Because the generation process solely depends on
R, the generated visual words may not be comprehensive (e.g., the
noun “bear” is not generated in Fig. 1) but they could be instructive
for the follow-up process, as we will verify in Sect. 4.4. Finally, the
overall loss function of our approach is formulated as:
LNACF = Llen + Lmlm + λLvis (8)
where λ is set to 0.8 empirically. Note that our proposal of visual
word generation is also trainable in an end-to-end manner with AR
captioning models, and it could generate informative gradients to
reduce the search space for the main task of interest.
3.3 Coarse-to-Fine Captioning
To yield plausible descriptions during inference, our captioning
procedure is decomposed into two stages. At the first stage, we
generate a coarse-grained “template” Y (0) and collect its confidence
C(0) given the predicted sequence length N and representations R:
y
(0)
n , c
(0)
n = (arg)maxw pθ (y = w |R) (9)
where y(0)n is either the [mask] token or a visual word (see Fig. 3
(b)). The generated Y (0) will serve as a starting point for the sub-
sequent process, where four variables are introduced: the number
of iterations T , the observed sequence at t-th (t ∈ [1,T ]) iteration
Y
(t )
obs , the prediction result Y
(t ) and its confidence C(t ). So we use
the visual words in Y (0) to initialize Y (1)obs , which can be defined as:
Y
(1)
obs = {y
(0)
n |y(0)n , [mask]} (10)
Then at the second stage, three dedicated decoding algorithms, i.e.,
Mask-Predict (MP) [16], Easy-First (EF) and Left-to-Right (L2R) are
introduced to generate fine-grained descriptions. Details of these
algorithms will be elaborated next.
Mask-Predict (MP). This algorithm iterates over two steps at
t-th iteration: Mask wheremt tokens with lowest confidence are
masked out and Predict where thosemasked tokens are reconsidered
based on the rest N −mt tokens. The order of these two steps are
switched in this paper because Y (1)obs is already obtained. We only
update the prediction results Y (t ) and confidence C(t ) for those
unobserved tokens given Y (t )obs and R:
y
(t )
n , c
(t )
n =
{
(arg)maxw pθ (y = w |Y (t )obs ,R) if n ∈ It
y
(t−1)
n , c
(t−1)
n otherwise
(11)
a girl is playing in a field
a girl is jumping in a field
a girl is jumping in a field
a girl playing playing a a ball
a girl is playing on a ball
a girl is jumping on a trampoline
MP
Yobs =  
1 Yobs = {girl, field}
1
1     2     3    4
CT-MP
a girl _ _ _ _
a girl is playing _ _ _
a girl is playing with a _
a girl is playing with a ball
a girl is _ _ field
a girl is playing in _ field
a girl is playing in a field
a girl is playing in a yard
L2R CT-L2R
a girl _ _ _ a field
a girl is _ in a field
a girl is jumping in a field
a girl is jumping in a field
a girl _ _ _ _
a girl is _ _ a _
a girl is jumping on a _
a girl is jumping on a trampoline
EF CT-EF
Figure 4: Illustration of how to generate captions using dif-
ferent decoding algorithms (best viewed in color). The newly
generated words (in color) are predicted based on the ob-
served words (in black). We set T = 3 for Mask-Predict (MP),
q = 2 for Left-to-Right (L2R) and Easy-First (EF). The prefix
“CT-” mean using the coarse-grained “templates” (Eq. 10).
where It denotes the index (position) set of unobserved tokens:
It = {n |y(t−1)n < Y (t )obs } (12)
Since low confidence c(t )n means the token y
(t )
n is incompatible with
others, reconsidering such token could benefit caption quality. So
for the next iteration, Y (t+1)obs is computed as:
Y
(t+1)
obs = {y
(t )
j |j ∈ topkn (C
(t ),k = N −mt+1)} (13)
where we use a linear decay ratio r to decidemt and make sure
there is at least one token to be masked out and reconsidered:
r =
T − t + 1
T
, mt = max(⌊N · r⌋, 1) (14)
Easy-First (EF). This algorithm generates q tokens with highest
confidence among the unobserved tokens at each iteration. GivenN
and u (the cardinality of Y (1)obs ), EF algorithm needsT = ⌈(N −u)/q⌉
iterations and can be briefly formulated as:
Y
(t+1)
obs = Y
(t )
obs ∪ {y
(t )
It , j
|j ∈ topk
n
(C(t )It ,k = q)} (15)
where Y (t )It and C
(t )
It
denote the prediction and confidence of un-
observed tokens at t-th iteration respectively. Y (t ) and C(t ) are
calculated by Eq. 11 while It is computed by Eq. 12. Since the vi-
sual words in Y (1)obs are not modified during generation, we can
reconsider them based on Y = Y (T ) \ Y (1)obs and R:
y
(T )
n , c
(T )
n = (arg)maxw pθ (y = w |Y ,R) s.t. y
(0)
n , [mask] (16)
Left-to-Right (L2R). In contrast to EF, this algorithm is mo-
notonous, i.e., it generates q tokens among the unobserved to-
kens from left to right at each iteration. L2R algorithm also needs
T = ⌈(N − u)/q⌉ iterations and can be briefly defined as:
Y
(t+1)
obs = Y
(t )
obs ∪ {y
(t )
It ,1, . . . ,y
(t )
It ,q
} (17)
where Y (t )It denote the prediction of unobserved tokens at t-th itera-
tion. Y (t ) (also C(t )) is computed by Eq. 11 while It is calculated by
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Table 1: Comparisonwith the state-of-the-artmethods onMSVDandMSR-VTT,whereAR-B andNA-B are our baselinemodels.
Model MSVD MSR-VTT
BLEU@4 METEOR ROUGE-L CIDEr-D BLEU@4 METEOR ROUGE-L CIDEr-D
RecNet [50] 52.3 34.1 69.8 80.3 39.1 26.6 59.3 42.7
SibNet [34] 54.2 34.8 71.7 88.2 40.9 27.5 60.2 47.5
STAT [54] 52.0 33.3 - 73.8 39.3 27.1 - 43.8
GRU-EVE [1] 47.9 35.0 71.5 78.1 38.3 28.4 60.7 48.1
POS-CG [49] 52.5 34.1 71.3 88.7 42.0 28.2 61.6 48.7
MARN [38] 48.6 35.1 71.9 92.2 40.4 28.1 60.7 47.1
MAD-SAP [25] 53.3 35.4 72.0 90.8 41.3 28.3 61.4 48.5
AR-B 48.7 35.3 71.4 91.8 40.5 28.7 60.6 49.1
NA-B 53.7 35.5 73.2 92.8 40.4 28.0 61.6 47.6
Our NACF 55.6 36.2 73.9 96.3 42.0 28.7 62.2 51.4
Eq. 12. Similar to EF, one more iteration can be added to reconsider
the visual words (Eq. 16). Although we make both L2R and EF to
generate q words at each iteration, a fixed number of iterations T
can be set for both of them to produce captions in constant time.
Besides, both L2R and EF algorithms can cooperate with the MP
algorithm to iteratively refine sentences if necessary.
Example. Each of the decoding algorithms mentioned above
can start with either a completed unknown sequence by setting
Y
(1)
obs =  and I1 = {1, 2, . . . ,N } (Eq. 12), or the generated coarse-
grained “template” (Eq. 10). To differentiate these two versions, we
name the algorithms utilizing coarse-grained “templates” with the
prefix “CT-”. As shown in Fig. 4, the original version of algorithms,
i.e., MP, EF and L2R, hallucinate some concepts (e.g., “trampoline”
and “ball”) that does not exist in visual contents due to the limited
contextual information of completed unknown sequences. But un-
der the guidance of some generated visual words (i.e., “girl” and
“field”), the algorithms can producemore precise descriptions, which
will be verified quantitatively in Sect. 4.4.
4 EXPERIMENTS
4.1 Evaluation Details
Datasets.We evaluate our proposed NACF on two popular video
captioning benchmarks, Microsoft Video Description (MSVD) [19]
and MSR-Video To Text (MSR-VTT) [52]. MSVD contains 1,970
video clips, each of which is labeled with about 40 English sentences.
We follow the split settings in prior works [38, 50] and split the
dataset into training, validation and testing set with 1,200, 100 and
670 videos, respectively. MSR-VTT consists of 10,000 web video
clips, each of which has 20 annotated captions and a category tag.
Following the official split [52], we use 6,513, 497 and 2,990 videos
for training, validation and testing, respectively. The vocabulary
size of MSVD is 9,467, whereas that of MSR-VTT is 10,546.
Baselines.We compare our NACF with two baselines:
• Autoregressive baseline (AR-B) has nearly the same archi-
tecture as our NACF. It excludes the length predictor and
includes casual mask in the self-attention layer.
• Non-Autoregressive baseline (NA-B) is same with our NACF
but it excludes visual word generation (λ = 0, Eq. 8).
Length Beam and Teacher Rescoring. Following the common
practice of noisy parallel decoding [17, 51], we select top B length
candidates with the highest probability from the predicted distribu-
tion L during inference, and decode the same example with different
lengths in parallel. AR-B is then used to re-score the collected B
candidates. Finally, the caption with the highest confidence (comb-
ing C(T ) and the scoring information of the teacher) is selected as
our hypothesis. Details are left to supplementary materials.
Metrics and Settings.We report four common metrics including
BLEU [37], METEOR [3], ROUGE-L [32] and CIDEr-D [46]. All
metrics are computed by Microsoft COCO Evaluation Server [8].
Unless otherwise specified, our approach uses CT-MP algorithm
with the number of iterations T of 5 and beam size B of 6.
4.2 Implementation Details
Feature Extraction. We follow [38] and opt for the same type
of features, i.e., 2048-D image features from ResNet-101 [22] pre-
trained on the ImageNet dataset [12], 2048-D motion features from
ResNeXt-101 with 3D convolutions [21] pre-trained on the Kinetics
dataset [28], and the coarse category tags included in MSR-VTT.
Training Details. The maximum sequence length Nmax is set to
20 and the range of masking ratio [βl , βh ] is set to [0, 1] for MSVD,
whereas Nmax = 30 and [βl , βh ] = [0.35, 9] for MSR-VTT. We
empirically set K = 8 for each modality. As for the decoder, we
use a set of small hyperparameters, i.e., 1 decoder layer, 512 model
dimensions, 2,048 hidden dimensions, 8 attention heads per layer.
Both word and position embeddings are implemented by trainable
512-D embedding layers. For regularization, we use 0.5 dropout and
5×10−4 L2 weight decay.We train batches of 64 video-sentence pairs
using ADAM [29] with an initial learning rate of 5 × 10−4, which
decreases at a rate of 0.9 per epoch before reaching the minimum
value 5 × 10−5. We stop training our model until 50 epochs are
reached. We use NLTK toolkit [6] for part-of-speech tagging.
4.3 Performance Comparisons
In this subsection, we compare our NACF with the state-of-the-art
methods including RecNet [50] which reconstructs the visual fea-
tures from hidden states of the decoder, SibNet [34] which utilizes
a two-branch architecture to collaboratively encode contents and
Preprint, 2020, NACF Yang and Liu, et al.
Table 2: Effect of different components of our NACF, i.e.,
the visual word generation loss (Lvis , Eq. 7), the generated
coarse-grained templates (CT, Sect. 3.3), the copied source in-
formation (esrc , Sect. 3.1) and category tags (catg, Sect. 4.2),
on the performance on MSR-VTT in terms of BLEU@4 (B4),
METEOR (M), ROUGE-L (RL) and CIDEr-D (CD ).
exp Lvis CT esrc catg. B4 M RL CD
1 ✓ ✓ 40.4 28.0 61.6 47.6
2 ✓ ✓ ✓ 40.8 28.2 61.6 49.4
3 ✓ ✓ ✓ ✓ 42.0 28.7 62.2 51.4
4 ✓ ✓ ✓ 42.0 28.5 62.0 50.6
5 ✓ ✓ ✓ 41.5 28.5 61.7 49.8
Table 3: Effect of Lvis on the performance of AR-B.
Model MSVD MSR-VTT
B4 M CD B4 M CD
AR-B 48.7 35.3 91.8 40.5 28.7 49.1
AR-B w/ Lvis 51.1 35.7 92.7 41.4 29.0 50.8
semantic information, STAT [54] which utilizes spatio-temporal at-
tention mechanism, GRU-EVE [1] which captures spatio-temporal
dynamics by applying Short Fourier Transform, POS-CG [49] which
uses the global syntactic part-of-speech information during decod-
ing, MARN [38] which leverages memory network to capture the
multiple visual context information of a word across videos, and
MAD-SAP [25] which predicts a concise set of attributes at each
decoding step. All these methods are based on AR decoding.
As shown in Table 1, our proposed NACF achieves the best per-
formance across all metrics on both MSVD and MSR-VTT datasets,
which is mainly beneficial from the proposed coarse-to-fine caption-
ing procedure. Since we opt for the same type of features as MARN
and similar features as MAD-SAP (it uses image features extracted
from ResNet-152 whereas we use ResNet-101), fair comparisons
between these two methods with our NACF can be guaranteed. No-
tably, our NACF achieves significant improvement on CIDEr-D, e.g.,
a relative improvement of 4.4% on MSVD compared with MARN
while 6.0% on MSR-VTT compared with MAD-SAP, indicating that
our approach can capture more content related keywords.
We also present the performance of baselines in Table 1, and
obtain two observations. (1) Compared with AR-B, NA-B obtains
superior performance on MSVD while performs poorly on MSR-
VTT, showing that the removal of sequential dependency makes
NA decoding face more severe “multi-modality” problem2 [17] on a
larger dataset. (2) Our NACF surpasses NA-B by a large margin on
both datasets. As we will show in the next subsection, this superior
performance is attributed to the proposal of visual word generation,
which not only generates informative gradients to train a better
captioning model but also alleviates the “multi-modality” problem
by providing a warm start with the model during inference.
2For example, a NA model considers two possible captions C1 and C2 , it could predict
one token fromC1 while another token fromC2 due to the conditional independence.
Table 4: Performance of our NACF using different decoding
algorithms on MSR-VTT. Here T = 5 and q = 1.
Algorithm B1 B2 B3 B4 M RL CD
MP 81.0 67.5 53.5 40.8 28.2 61.6 49.4
EF 81.5 67.9 54.1 41.4 28.7 61.7 50.6
L2R 81.0 67.3 53.4 40.8 28.4 61.1 48.7
CT-MP 82.2 68.7 54.7 42.0 28.7 62.2 51.4
CT-EF 82.1 68.4 54.4 41.7 28.8 62.1 51.8
CT-L2R 81.5 68.0 54.3 41.6 28.7 61.7 50.3
Figure 5: An example of picking the best caption among six
caption candidates (B = 6) is shown in (a), where the num-
bers in green denote the ranking affected by teacher rescor-
ing (TR, Sect. 4.1) and the words in red are repeated contents.
In (b), relative improvements (%) of different decoding algo-
rithms when using TR on MSR-VTT are given.
4.4 Ablation Studies and Analyses
Visual word generation. Our proposed visual word generation
task plays a critical role in both training and inference phases.
During training, this task generates auxiliary gradients, thus the
effect of Lvis on performance is worth exploring. As shown in
Table 2, exp2 performs better than exp1, especially on the CIDEr-D
metric, indicating that Lvis is beneficial for learning a better cap-
tioning model that is more likely to capture key visual concepts.
To be comprehensive, we also quantify the effect of Lvis on the
autoregressive baseline (AR-B) in Table 3, where promising per-
formance gains can also be observed. These results confirm the
necessity of multitask learning for data-hungry applications (e.g.,
video captioning).
During inference, visual word generation can produce coarse-
grained “templates” (CT). A visible improvement of taking CT as
starting points can be observed in Table 2 (exp3 vs. exp2) and in
Table 4. This superior performance demonstrates that decoding
with some known visual words can generate more semantically
correct captions than the from-scratch generation that starts with
completely unknown sequences. From another perspective, it is
important to mitigate the entanglement of visual and non-visual
words. In summary, our proposed visual word generation is versatile
and it benefits a lot for non-autoregressive video captioning.
Auxiliary information.We ablate the performance to measure
the effect of the copied source information esrc and the category
tags of MSR-VTT. As shown in Table 2, exp4 is worse than exp3,
showing that enhancing the inputs of NA decoders is important
[20]. Comparing exp5 with exp3, we can conclude that the category
information is complementary to visual features. Since such prior
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Figure 6: The possibility of generating new words at n-th po-
sition of the sentence at t-th iteration. Generated sentences
of length 7 (N = 7) on MSR-VTT test set are studied here.
information is not always available, an auxiliary task of classifying
videos can be integrated into the model in the future.
Teacher rescoring.We here present an example in Fig. 5 (a) to
show how teacher rescoring (TR) influences the process of picking
the best caption from B caption candidates. As we can observe,
although two of six candidates (B = 6) are free from the repeated
translation errors, without TR, the model fails to select either of
them as the best caption due to the insensitivity to sentence fluency,
which is resulted by the removal of sequential dependency. Con-
sidering the scoring information of an autoregressive counterpart,
which measures how coherent a token is with its previous tokens,
can mitigate this problem. So it is not surprising to see that in Fig.
5 (b), TR matters on performance , which is consistent with the
observations in NMT [17, 35, 51]. Specifically, the relative improve-
ments brought by TR for CT based algorithms are less than that
of original ones, indicating that the utilization of coarse-grained
templates improves the sentence fluency to some extent. In short,
both results demonstrate that retrieving sequential information to
NA decoding is crucial, which is left to our future study.
Decoding algorithms. We here give an insight into different
decoding algorithms by investigating their preferences during de-
coding. As shown in Fig. 6 (a), EF is sure about the leftmost word
(n = 1) at the first iteration (t = 1) but the rest words are gener-
ated adaptively. Based on the superior performance of (CT-)EF over
(CT-)L2R in Table 4, we conclude that adaptive rather than mono-
tonic generation is requisite for our NACF to generate plausible
descriptions. We also visualize the refinement order of CT-MP in
Fig. 6 (b) and have the following observations. (1) Given sentences
of length 7, visual words are often generated at second and right-
most positions. (2) Guided by the visual words, the leftmost, third
and penultimate words are less likely to be reconsidered in later
iterations (t ≥ 2), which are usually determiners, verb “be” and
prepositions (i.e., non-visual words). (3) The model, in turn, refines
those visual words repeatedly in later iterations, which is expected
because nouns and verbs form the major part (roughly 70%) of the
vocabulary. Given that visual words are highly associated with the
caption quality, how to utilize more semantic information to guide
the refinement process deserves further consideration.
Diversity. As our NACF generates captions in a coarse-to-fine
rather than sequential manner, it may alleviate the preference for
Figure 7: The statistics of unique 4-grams (four-word
phrases) in generated captions on different categories of
MSR-VTT. The total utilization of unique 4-grams of our
NACF is 1.8 times more than that of AR-B.
Table 5: Diversity of generated captions at various aspects
(%). HereC@kdenotes the coverage of top-k captions among
B caption candidates (B = 5). AR-B‡ is short for AR-B w/
Lvis .
Model Novel Unique Vocab Usage C@1 C@5
AR-B 17.19 25.79 3.36 3.36 5.78
AR-B‡ 21.17 31.57 3.80 3.80 6.62
NA-B 20.37 28.33 3.14 4.19 6.73
NACF 35.99 43.58 3.94 5.12 8.56
frequent n-grams in training data to generate vivid captions. As
shown in Fig. 7, our NACF indeed includes more unique 4-grams
than that of AR-B and AR-B‡ (abbreviation of AR-B w/ Lvis ) dur-
ing captioning. To quantify the diversity of the generated captions,
we follow [10] to compute three metrics, namely Novel (the per-
centage of captions that have not been seen in the training data),
Unique (the percentage of captions that are unique among the gen-
erated captions) and Vocab Usage (the percentage of words in the
vocabulary that are adopted to generate the final captions). Since
both NA-B and our NACF use iterative refinement, i.e., some words
may be involved in the intermediate procedure but not kept in the
final outputs, we additionally measure Coverage (the percentage
of words in the vocabulary that are involved in the whole decod-
ing process). As shown in Table 5, NACF obtains the best results
across all metrics, demonstrating that our NACF generates diverse
descriptions and covers a wide range of words during decoding.
Inference efficiency. Because the forward pass required by our
NACF can be fewer than the sentence length N with proper config-
urations (i.e., T and q), a wall-time speed-up should be observed in
practice. We measure the latency3 of decoding procedure follow-
ing [17, 20, 51] and conduct experiments in PyTorch on a single
NVIDIA Titan X. Fig. 8 shows the speed-performance trade-off on
MSVD and MSR-VTT, where we take the latency of AR-B (B = 5)
as a benchmark. Notably, with CT-MP algorithm, our NACF can
generate captions over 3.2 times (B = 4, T = 1) faster than AR-B
(B = 5) on MSVD while 2.2 times (B = 5, T = 3) on MSR-VTT
without performance degradation. To be comprehensive, we also
measure the time cost of the encoding stage. Specifically, the latency
of extracting image and motion features is 17.0 milliseconds (ms)
and 33.2 ms respectively, while the decoding latency on MSVD and
3Latency is computed as the time to decode a single sentence (or encode a video to
extract K features) without minibatching, averaged over the whole test set.
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Figure 8: Relative decoding speed-up versus CIDEr-D on (a) MSVD and (b) MSR-VTT. The circles in red denote NACF (CT-MP)
while in purple denote NACF (CT-EF). The squares in green denote NA-B (MP). The triangles in blue denote AR-B. In particular,
the latency of AR-B (B = 5) is taken as a benchmark, which costs 37.4 ms and 43.8 ms on MSVD and MSR-VTT, respectively.
Figure 9: Qualitative results onMSVD andMSR-VTT. GT is short for ground truth. For our NACF, we also present its generated
coarse-grained templates (the incomplete sentences). In (a), the words in blue denote the update during iterative refinement.
For the rest examples, errors are marked in red while keywords are highlighted in green. Failure examples (g) and (h) of our
NACF are also given, which are resulted by the inadequate generation of visual words and the lack of sequential information.
Table 6: Human evaluation for comparing our NACF (CT-
MP) with different baselines on MSR-VTT 1K test set.
M1 vs. M2 M1 wins Tie M2 wins
NACF vs. NA-B 44.6 29.6 25.8
NACF vs. AR-B 42.4 22.1 35.5
MSR-VTT is 37.4 ms and 43.8 ms respectively. These comparable
results indicate the significance of speeding up the inference phase.
4.5 Human Evaluation and Qualitative Results
As a complement to the standard evaluation metrics, human evalu-
ation is performed to compare our NACF with two baselines, i.e.,
NA-B and AR-B. Specifically, we randomly select 1,000 samples
from the MSR-VTT test set and recruit 30 workers who have suffi-
cient English skills to make a comparison between the generated
captions of our NACF and baselines independently. The results in
Table 6 verify the advantages of our NACF, which wins in more
samples than NA-B and AR-B. The qualitative results in Fig. 9 also
confirm the superior caption quality of our NACF.
5 CONCLUSION
In this paper, we propose a novel Non-Autoregressive Coarse-
to-Fine (NACF) model for video captioning, which is based on
a masked language model for parallelization to speed up inference
and equipped with visual word generation and dedicated decoding
algorithms to generate accurate and diverse captions in a coarse-to-
fine manner. Extensive experiments with both objective and human
evaluation on two video captioning benchmarks, i.e., MSVD and
MSR-VTT, demonstrate that our proposed NACF achieves state-
of-the-art performances with two unique advantages, i.e., utilizing
more unique 4-grams (e.g., 1.8 times) to generate vivid descriptions
and decoding faster (e.g., 3.2 times speed-up without performance
degradation) than autoregressive captioning models.
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6 DETAILED FORMULATION
6.1 Decoder
Our decoder basically follows Transformer [45], which consists
of a multi-head self-attention, a multi-head inter-attention and a
feed-forward network. Assuming that attention layer has H heads,
each of which can be defined as follows (omitting biases for clarity):
f hatt (Q,K,V) = Softmax
(
QWQ (KWk )T√
dk
)
VWV (18)
where Q ∈ RsQ×dm denotes query, K ∈ RsK×dm denotes key, V ∈
RsV ×dm denotes value, and s∗ (∗ ∈ Q,K ,V ) is the sequence length.
{WQ ,WK ,WV } ∈ Rdm×dk are learnable weights and dk = dm/H .
So multi-head attention (MHA) can be formulated as follows:
fMHA(Q,K,V) = LN([f 1att ; f 2att ; . . . ; f Hatt ]WMHA + Q) (19)
where [; ] represents concatenation, LN denotes layer normalization
andWMHA ∈ Rdm×dm is linear transformation. Following theMHA
is a fully connected feed-forward network (FFN ), which is defined
as follows:
fF FN (X) = LN(ReLU(XWF1 )WF2 + X) (20)
where WF1 ∈ Rdm×dh and WF2 ∈ Rdh×dm denote the matrices
for linear transformation. Given a input sequence Y of length N
and video representation R, the transformation of our decoder is
achieved by the following formula:
fdec (Y ,R) = fP J (fF FN (fMHA(fMHA(E,E,E),R,R))) (21)
where E is the input embeddings of Y (en = etokn + e
pos
n + e
src ) and
fP J maps the outputs into a distribution over the vocabulary:
fP J (X) = Softmax(XWP J ) (22)
whereWP J ∈ Rdm×V andV is the vocabulary size.
6.2 Length Beam and Teacher Rescoring
Following the common practice of noisy parallel decoding [17, 51],
we select top B length candidates with the highest probability from
the predicted distribution L during inference, which is somewhat
analogous to beam search in AR decoding. Then we decode the
same example with different lengths {N1,N2, . . . ,NB } in parallel.
Here we make Nb ∈ [4,Nmax ] to ensure that a complete sentence
can be generated. Finally, we select the sequence with the highest
average log-probability as our hypothesis based on C(T ):
1
Nb
Nb∑
n=1
log c(T )n (23)
Besides solely using C(T ) to decide the best candidate, we also use
the teacher rescoring technique [17, 35, 51] to evaluate the collected
B captions. In this work, we simply use AR-B to give a mark Z to
the generated Y (T ):
zn = pθ (y = y(T )n |y(T )<n ,R) (24)
where zn reveals the coherence between y(T )n and previous gen-
erated words y(T )<n . Note that this rescoring operation is parallel
because the whole sentence Y (T ) is already known. Then we jointly
consider C(t ) and Z to decide the best caption candidate, so Eq. 23
is modified as follows:
1
2Nb
Nb∑
n=1
(log c(T )n + log zn ) (25)
7 EXTRA EXPERIMENTS
7.1 Why NA-B Behaves Poorly on MSR-VTT?
We suspect that NA-B confronts a more serious “multi-modality”
problem [17] on MSR-VTT than MSVD. To test our hypothesis, we
measure per-position vocabulary usage in training data, which may
reveal the model’s perplexity on each position, as a proxy metric for
the “multi-modality” problem. The results shown in Fig. 10 match
our hypothesis. For example, more than one-quarter words from
the vocabulary can be placed at the first position (the start of the
sentence) on MSR-VTT, more than twice the proportion on MSVD,
making the NA-B more confused when predicting tokens individ-
ually. On the one hand, this suggests that linguistic diversity of a
large-scale dataset present great challenges for NA decoding. On the
other hand, the superior performance of our NACF demonstrates
that decoding sentences under the guidance of some content related
visual words can mitigate description ambiguity, i.e., alleviate the
“multi-modality” problem.
7.2 Different Combinations of Part of Speech
The division of part-of-speech (POS) tags is given in Table 7, where
six subsets and their frequency on MSR-VTT are presented. Instead
of only generating nouns and verbs (i.e., our proposal of visual word
generation), we here analyze the effect of different combinations of
POS subsets in Table 8 and have the following observations
• Compared with “{Verb}”, “{Noun}” performs better. On the
one hand, nouns are more common than verbs in the corpus
and vocabulary (see Table 7). On the other hand, nouns are
Non-Autoregressive Coarse-to-Fine Video Captioning Preprint, 2020, NACF
Table 7: The Part-of-Speech (POS) tags are obtained by the NLTK toolkit [6] and divided into six subsets, whose frequency (%)
in corpus- and vocabulary-level on the whole MSR-VTT dataset is also presented.
Subsets Part-of-Speech tags Corpus-Level Frequency Vocab-Level Frequency
Noun NN, NNS 35.84 51.74
Verb VB, VBD, VBG, VBN, VBP, VBZ 14.62 23.23
Adjective JJ, JJR, JJS, AFX 12.67 19.23
Adverb RB, RBR, RBS, WRB 6.08 1.06
Determiner WDT, WP$, PRP$, DT, PDT 19.00 0.29
Others IN, RP, CC, CD, . . . , “be” (is, are, was, . . . ) 11.79 4.45
Table 8: Performance of our NACF (CT-MP) when using different combinations of POS subsets to construct Yvis on MSR-VTT.
Combination Stage 1: Training Stage 2: Training + Coarse-Grained Template
BLEU@4 METEOR ROUGE-L CIDEr-D BLEU@4 METEOR ROUGE-L CIDEr-D
 (NA-B) 40.4 28.0 61.6 47.6 - - - -
{Noun} 40.7 28.0 61.4 48.8 41.5 28.4 62.0 50.4
{Verb} 40.6 27.9 61.5 48.2 40.7 27.9 61.5 48.3
{Noun, Verb} 40.8 28.2 61.6 49.4 42.0 28.7 62.2 51.4
{Noun, Adjective} 40.6 28.2 61.8 49.6 41.3 28.5 61.9 50.7
{Noun, Verb, Adjective} 40.8 28.3 61.9 49.9 42.0 28.8 62.2 51.3
{Noun, Verb, Adverb} 40.3 27.9 61.5 48.6 41.3 28.3 61.9 50.2
{Noun, Verb, Adjective, Adverb} 40.0 28.0 61.4 48.4 40.9 28.4 61.8 50.4
Figure 10: The statistics of training data about per-position
vocabulary usage, which may reveal the model’s perplexity
on each position.
highly associated with salient subjects or objects in video
contents, which could be more distinguishable than verbs
like “playing”, “talking”. So both enhancing the model’s
awareness towards nouns (stage 1) and taking generated
nouns as the coarse-grained templates (stage 2) can yield
better performance.
• The reason why “{Verb}” brings limited improvement can
refer to Fig. 11 (b). As we can see, our model performs badly
on identifying verbs, which is probably due to the lack of
position modeling [4, 17] that has been proved to be effective
for non-autoregressive decoding.
Figure 11: When using NACF (CT-MP), the relative improve-
ment on differentmetrics (a) at t-th iteration and the relative
change rate of part of speech (b) at t-th iteration (T = 5) on
MSR-VTT.
• Among all combinations, both “{Noun, Verb, Adjective}” and
“{Noun, Verb}” are promising. Although “{Noun, Verb, Adjec-
tive}” performs better than “{Noun, Verb}” at stage 1, they
achieve similar performance at stage 2. This indicates that
nouns and verbs in the generated coarse-grained templates
already provide rich contextual information. Thus, we follow
[42] and treat nouns and verbs as visual words in our paper.
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GT: there is someone traveling in to the beautiful place
AR-B man, car, train, talking, road, moving, walking
NA-B background, traveling, car, driving, person, road, 
being, mountains, city, recording, filmed
NACF traveling, beautiful, train, trees, showing, driving, 
person, road, bridge, mountains, recording, view
GT: a man on a talk show interviewing a celebrity
AR-B talking, woman, man, suit
NA-B movie, man, talking, interview, room, interviewed,
something, show
NACF movie, man, talking, interview, show, being, hosting
interviewed, discussing, interviewing, something, tv
GT: a man talking about easy commands on his computer
AR-B man, someone, person, computer, game, video, playing
NA-B explaining, tutorial, man, talking, giving, computer, 
game, something, playing
NACF file, explaining, man, talking, showing, use, person, 
program, computer, game, screen, working, teaching, 
playing
GT: various images of a woman posing for the camera
AR-B posing, woman, road, street, walking, floor
NA-B background, pictures, woman, posing, modeling, song, 
dress, photographed, model, holding, street, 
interviewing, fashion
NACF background, clothes, posing, woman, shown, women, 
outfits, street, walking, screen, slideshow, dresses
Figure 12: Examples for understanding theCoverage@5 (C@5)metric in the paper.Wehere only present all the nouns and verbs
involved in B candidates (B = 5) during the whole decoding procedure. Since NA-B (MP) and our NACF (CT-MP) can reconsider
inappropriate words during decoding, they can cover wider range of visual concepts than AR-B, which may contribute to
generating diverse descriptions.
Ranking
   1   5    a car is driving a car                          
   2   6    a car driving a car           
   3   1    a car is driving down the road
   4   4    a car is driving a car on the road
   5   2    a car is driving fast on the road     
   6   3    a car is driving down a road on the road
Ranking
   1   2    a man is driving a motorcycle in a vehicle                          
   2   5    a person is driving fast in the road           
   3   1    a person is driving a motorcycle                        
   4   3    a person is driving down a road
   5   4    a man is driving a jeep vehicle in a forest     
   6   6    a man is driving a motorcycle a vehicle in a forest    
Ranking
   1   2    a man is showing how to use on a phone                          
   2   4    a man is showing a tutorial on a phone           
   3   1    a person is using a phone                        
   4   5    a person is showing something on a phone
   5   3    a person is showing a cell phone     
   6   6    a person showing a phone    
Ranking
   1   4    a person is showing something on a tablet                          
   2   3    a person is working on a tablet           
   3   2    a person is using a tablet                        
   4   1    a person is showing a tutorial on a computer
   5   5    a person is showing a computer tutorial on a computer     
   6   6    a person showing a tablet    
Figure 13: Examples of NACF (CT-MP) for picking the best caption among B candidates (B = 6), where the numbers in black
denote the original ranking while in green denote the ranking affected by teacher rescoring. We mark the errors in captions
in red. As we can observe, teacher rescoring is beneficial for picking a suitable description that sounds natural in most cases
(the first three examples).
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A GT: a lego set is being filmed by a human being
AR-B: a person is playing a video game
NA-B (init. ): _ _ _ _ _ _ _
NA-B (t = 1): a lego is a a a car
NA-B (t = 2): a lego is is with a car
NA-B (t = 3): a man is driving with a car
NA-B (t = 4): a man is talking with a car
NA-B (t = 5): a man is talking about a car
NACF( CT ): _ _ _ _ _ _ _ _ _ _
NACF(t = 1): a lego of a a a a a a car
NACF(t = 2): a lego car is a is in a a car
NACF(t = 3): a lego truck is being around in a a car
NACF(t = 4): a lego car is being driven in a a car
NACF(t = 5): a lego car is being driven in a lego car
NACF( CT ): _ _ _ _ _ _ vehicles
NACF(t = 1): a _ _ _ _ _ vehicles
NACF(t = 2): a _ is _ _ _ vehicles
NACF(t = 3): a _ is _ _ lego vehicles
NACF(t = 4): a _ is _ a lego vehicles
NACF(t = 5): a person is _ a lego vehicles
NACF(t = 6): a person is playing a lego vehicles
NACF(t = 7): a person is playing a lego car
NACF( CT ): _ _ _ _ _ cars
NACF(t = 6): a lego car is being played
A GT: girl in pink dress fashion model walking in ramp
AR-B: there is a woman is walking on the floor
NA-B (init. ): _ _ _ _ _ _ _ _ _
NA-B (t = 1): a woman is a a a a a stage
NA-B (t = 2): a woman is a a talking in a stage
NA-B (t = 3): a woman is talking a stage in a stage
NA-B (t = 4): a woman is talking a song on a stage
NA-B (t = 5): a woman is singing a song on a stage
NACF( CT ): _ _ _ _ _ _ _ show
NACF(t = 1): a woman is a a a fashion show
NACF(t = 2): a woman is walking in a fashion show
NACF(t = 3): a woman is talking in a fashion show
NACF(t = 4): a woman is walking in a fashion show
NACF(t = 5): a woman is walking in a fashion show
NACF( CT ): _ _ _ _ _ _ _ show
NACF(t = 1): a _ _ _ _ _ _ show
NACF(t = 2): a _ _ _ _ a _ show
NACF(t = 3): a _ _ _ _ a fashion show
NACF(t = 4): a _ _ _ in a fashion show
NACF(t = 5): a _ is _ in a fashion show
NACF(t = 6): a woman is _ in a fashion show
NACF(t = 7): a woman is walking in a fashion show
NACF(t = 8): a woman is walking in a fashion show
NACF( CT ): _ _ _ _ _ _ _ show
NACF(t = 8): a woman is talking about a fashion show
A GT: a woman wearing a black shirt show us her clothes
AR-B: a woman is showing how to fold a piece of jeans
NA-B (init. ): _ _ _ _ _
NA-B (t = 1): a woman is a dress
NA-B (t = 2): a woman is a clothes
NA-B (t = 3): a woman is a clothes
NA-B (t = 4): a woman is talking something
NA-B (t = 5): a woman is explaining something
NACF( CT ): _ woman _ _ _ _ clothes
NACF(t = 1): a woman is a a a clothes
NACF(t = 2): a woman is talking a a clothes
NACF(t = 3): a woman is talking a her clothes
NACF(t = 4): a woman is talking about her clothes
NACF(t = 5): a woman is talking about her clothes
NACF( CT ): _ woman _ _ _ _ clothes
NACF(t = 1): a woman _ _ _ _ clothes
NACF(t = 2): a woman is _ _ _ clothes
NACF(t = 3): a woman is talking _ _ clothes
NACF(t = 4): a woman is talking about _ clothes
NACF(t = 5): a woman is talking about her clothes
NACF(t = 6): a woman is talking about her clothes
NACF( CT ): _ woman _ _ _ clothes
NACF(t = 5): a woman is talking about clothes
A GT: fireworks explode in the sky and the crowds cheer
AR-B: a person is playing a video game
NA-B (init. ): _ _ _ _ _ _ _ _
NA-B (t = 1): a is is a a a a screen
NA-B (t = 2): a man is a walking in a city
NA-B (t = 3): a person is being around in a city
NA-B (t = 4): a person is walking around in the sky
NA-B (t = 5): a person is walking around in the sky
NACF( CT ): _ _ _ _ _ _ _ _ _
NACF(t = 1): a is of a a a a the sky
NACF(t = 2): a video of fireworks fireworks fireworks in the sky
NACF(t = 3): a video of fireworks is fireworks in the sky
NACF(t = 4): a video of fireworks are shown in the sky
NACF(t = 5): a video of fireworks are shown in the sky
NACF( CT ): _ _ _ _ _ _ sky
NACF(t = 1): a _ _ _ _ _ sky
NACF(t = 2): a _ _ _ _ the sky
NACF(t = 3): a _ _ _ in the sky
NACF(t = 4): a _ is _ in the sky
NACF(t = 5): a person is _ in the sky
NACF(t = 6): a person is walking in the sky
NACF(t = 7): a person is walking in the sky
NACF( CT ): _ _ _ _ _ _ sky
NACF(t = 7): a man is talking about the sky
CT-MP
CT-EF
CT-L2R
CT-MP
CT-EF
CT-L2R
CT-MP
CT-EF
CT-L2R
CT-MP
CT-EF
CT-L2R
Figure 14: Qualitative results onMSR-VTT, where ground-truth sentences (GT), captions generated by two baselines (AR-B and
NA-B) and our NACF are presented. The generated process of NA-B (MP), NACF (CT-MP) and NACF (CT-EF) is highlighted, i.e.,
the words in bold and italic denote the update at each iteration. We mark the errors in read and keywords in green.
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A GT: brunette woman in white clothes is talking in the 
bathroom
AR-B: there is a woman is talking to a man
NA-B (init. ): _ _ _ _ _ _ _
NA-B (t = 1): a woman is a a a dress
NA-B (t = 2): a woman is a a a hair
NA-B (t = 3): a woman is talking a a hair
NA-B (t = 4): a woman is talking about a woman
NA-B (t = 5): a woman is talking about a woman
NACF( CT ): _ _ _ _ _ _ _ _ _ _ _
NACF(t = 1): a woman is a a a and a in a camera
NACF(t = 2): a woman in a black and a talking in a room
NACF(t = 3): a woman in a black is is talking in a room
NACF(t = 4): a woman in a black dress is talking in a room
NACF(t = 5): a woman in a white dress is talking in a room
NACF( CT ): _ woman _ _ _ _ _
NACF(t = 1): a woman _ _ _ _ _
NACF(t = 2): a woman is _ _ _ _
NACF(t = 3): a woman is talking _ _ _
NACF(t = 4): a woman is talking about _ _
NACF(t = 5): a woman is talking about her _
NACF(t = 6): a woman is talking about her hair
NACF(t = 7): a woman is talking about her hair
NACF( CT ): _ woman _ _ _ _ _
NACF(t = 7): a woman is talking about her hair
A GT: judges expresses how much they liked a contestant 
      on the voice
AR-B: a man is talking to a woman
NA-B (init. ): _ _ _ _ _ _
NA-B (t = 1): a man is on a show
NA-B (t = 2): a man is on a stage
NA-B (t = 3): a man is talking a stage
NA-B (t = 4): a man is talking about stage
NA-B (t = 5): a man is talking on stage
NACF( CT ): _ _ _ _ _ _ _ _ _ voice
NACF(t = 1): a man is a a a a a the voice
NACF(t = 2): a man is talking to a talking on the voice
NACF(t = 3): a man is talking to a judges on the voice
NACF(t = 4): a man is talking to a contestant on the voice
NACF(t = 5): a man is talking to a contestant on the voice
NACF( CT ): _ _ _ _ _ _ voice
NACF(t = 1): a _ _ _ _ _ voice
NACF(t = 2): a _ _ _ _ the voice
NACF(t = 3): a _ _ _ on the voice
NACF(t = 4): a _ is _ on the voice
NACF(t = 5): a _ is talking on the voice
NACF(t = 6): a man is talking on the voice
NACF(t = 7): a man is talking on the voice
NACF( CT ): _ _ _ _ _ _ _ _ voice
NACF(t = 9): a man is talking to a panel of judges
A GT: a person is walking through a cave
AR-B: a man is talking about a movie
NA-B (init. ): _ _ _ _ _ _ _
NA-B (t = 1): a man is a a a forest
NA-B (t = 2): a man is walking in a tree
NA-B (t = 3): a man is walking a a forest
NA-B (t = 4): a man is walking in a forest
NA-B (t = 5): a man is walking in a forest
NACF( CT ): _ _ _ _ _ _ _ cave
NACF(t = 1): a man is walking a in a cave
NACF(t = 2): a man is a walking in a cave
NACF(t = 3): a man is walking something in a cave
NACF(t = 4): a man is walking around in a cave
NACF(t = 5): a man is walking around in a cave
NACF( CT ): _ _ _ _ _ _ _ cave
NACF(t = 1): a _ _ _ _ _ _ cave
NACF(t = 2): a man _ _ _ _ _ cave
NACF(t = 3): a man is _ _ _ _ cave
NACF(t = 4): a man is _ _ _ a cave
NACF(t = 5): a man is walking _ _ a cave
NACF(t = 6): a man is walking _ in a cave
NACF(t = 7): a man is walking around in a cave
NACF(t = 7): a man is walking around in a cave
NACF( CT ): _ _ _ _ _ _ forest
NACF(t = 9): a man is walking in the woods
 
A GT: a man in a blue shirt asks an audience to say
AR-B: a man is giving a lecture
NA-B (init. ): _ _ _ _ _ 
NA-B (t = 1): a man is a presentation
NA-B (t = 2): a man is a presentation
NA-B (t = 3): a man is a presentation
NA-B (t = 4): a man is talking something
NA-B (t = 5): a man is explaining something
NACF( CT ): _ man _ _ _ _ _ _ _ _
NACF(t = 1): a man in a a a a a a stage
NACF(t = 2): a man in a blue shirt talking talking a talking
NACF(t = 3): a man in a blue shirt is talking a talking
NACF(t = 4): a man in a blue shirt is giving a room
NACF(t = 5): a man in a blue shirt is giving a presentation
NACF( CT ): _ man _ _ _ lecture
NACF(t = 1): a man  _ _ _ lecture
NACF(t = 2): a man  _ _ a lecture
NACF(t = 3): a man is _ a lecture
NACF(t = 4): a man is giving a lecture
NACF(t = 5): a man is giving a lecture
NACF( CT ): _ man _ _ _ _ _ _ _ _
NACF(t = 10): a man in a blue shirt is talking about something
CT-MP
CT-EF
CT-L2R
CT-MP
CT-EF
CT-L2R
CT-MP
CT-EF
CT-L2R
CT-MP
CT-EF
CT-L2R
Figure 15: Qualitative results onMSR-VTT, where ground-truth sentences (GT), captions generated by two baselines (AR-B and
NA-B) and our NACF are presented. The generated process of NA-B (MP), NACF (CT-MP) and NACF (CT-EF) is highlighted, i.e.,
the words in bold and italic denote the update at each iteration. We mark the errors in read and keywords in green.
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A GT: a man is performing a science experiment
AR-B: a woman is talking about a product
NA-B (init. ): _ _ _ _ _ _ _
NA-B (t = 1): a man is a a a experiment
NA-B (t = 2): a man is a a a experiment
NA-B (t = 3): a man is talking a a experiment
NA-B (t = 4): a man is talking about a experiment
NA-B (t = 5): a man is talking about a science
NACF( CT ): _ man _ _ _ _ _ lab
NACF(t = 1): a man is about about in a lab
NACF(t = 2): a man is talking about a a lab
NACF(t = 3): a man is talking about a science science
NACF(t = 4): a man is talking about a science experiment
NACF(t = 5): a man is talking about a science experiment
NACF( CT ): _ man _ _ _ _ experiment
NACF(t = 1): a man _ _ _ _ experiment
NACF(t = 2): a man is _ _ _ experiment
NACF(t = 3): a man is _ about _ experiment
NACF(t = 4): a man is talking about _ experiment
NACF(t = 5): a man is talking about a experiment
NACF(t = 6): a man is talking about a science
NACF( CT ): _ _ _ _ _  experiment
NACF(t = 6): a man is talking about science
A GT: a celebrity talking on a tv show
AR-B: two men are talking to each other
NA-B (init. ): _ _ _ _ _
NA-B (t = 1): a man is a show
NA-B (t = 2): a man is a interviewed
NA-B (t = 3): a man is talking interviewed
NA-B (t = 4): a man is being interviewed
NA-B (t = 5): a man is being interviewed
NACF( CT ): _ men _ _ _ _ _ show
NACF(t = 1): two men are on on a talk show
NACF(t = 2): two men are talking on a talk show
NACF(t = 3): two men are talking on a talk show
NACF(t = 4): two men are talking on a talk show
NACF(t = 5): two men are talking on a talk show
NACF( CT ): _ men _ _ _ _ _ show
NACF(t = 1): two men _ _ _ _ _ show
NACF(t = 2): two men _ _ _ a _ show
NACF(t = 3): two men _ talking _ a _ show
NACF(t = 4): two men are talking _ a _ show
NACF(t = 5): two men are talking _ a talk show
NACF(t = 6): two men are talking on a talk show
NACF(t = 7): two men are talking on a talk show
NACF( CT ): _ men _ _ _ _ _ show
NACF(t = 7): two men are talking on a tv show
CT-MP
CT-EF
CT-L2R
CT-MP
CT-EF
CT-L2R
A GT: army helicopters bombing the terror regions
AR-B: there is a man is flying in the sky
NA-B (init. ): _ _ _ _ _ _ _
NA-B (t = 1): a is is a a sky
NA-B (t = 2): a man is on a plane
NA-B (t = 3): a man is flying a plane
NA-B (t = 4): a man is throwing a plane
NA-B (t = 5): a man is throwing a plane
NACF( CT ): _ _ _ _ _ sky
NACF(t = 1): a is is on a sky
NACF(t = 2): a man is on a helicopter
NACF(t = 3): a man is flying a helicopter
NACF(t = 4): a man is flying a helicopter
NACF(t = 5): a man is flying a helicopter
NACF( CT ): _ _ _ _ _ _ _ _ sky
NACF(t = 1): a _ _ _ _ _ _ _ sky
NACF(t = 2): a _ is _ _ _ _ _ sky
NACF(t = 3): a man is _ _ _ _ _ sky
NACF(t = 4): a man is _ _ _ _ a sky
NACF(t = 5): a man is _ a _ _ a sky
NACF(t = 6): a man is flying a _ _ a sky
NACF(t = 7): a man is flying a _ in a sky
NACF(t = 8): a man is flying a helicopter in a sky
NACF(t = 9): a man is flying a helicopter in a helicopter
NACF( CT ): _ _ _ _ _ _ sky
NACF(t = 6): a man is flying on the sky
CT-MP
CT-EF
CT-L2R
A GT: a man is working on a roof
AR-B: a man is showing how to use a bicycle
NA-B (init. ): _ _ _ _ _ _
NA-B (t = 1): a man is a a floor
NA-B (t = 2): a man is a a floor
NA-B (t = 3): a man is doing a bike
NA-B (t = 4): a man is holding a bicycle
NA-B (t = 5): a man is holding a bicycle
NACF( CT ): _ man _ _ _ _ roof
NACF(t = 1): a man is a on a roof
NACF(t = 2): a man is doing a a roof
NACF(t = 3): a man is working on a roof
NACF(t = 4): a man is working on a roof
NACF(t = 5): a man is working on a roof
NACF( CT ): _ man _ _ _ _ roof
NACF(t = 1): a man _ _ _ _ roof
NACF(t = 2): a man is _ _ _ roof
NACF(t = 3): a man is _ _ a roof
NACF(t = 4): a man is _ on a roof
NACF(t = 5): a man is working on a roof
NACF(t = 6): a man is working on a roof
NACF( CT ): _ man _ _ _ _ _ _ _
NACF(t = 7): a man is doing a bicycle on a roof
CT-MP
CT-EF
CT-L2R
Figure 16: Qualitative results onMSR-VTT, where ground-truth sentences (GT), captions generated by two baselines (AR-B and
NA-B) and our NACF are presented. The generated process of NA-B (MP), NACF (CT-MP) and NACF (CT-EF) is highlighted, i.e.,
the words in bold and italic denote the update at each iteration. We mark the errors in read and keywords in green.
