Atom interferometers require atom mirrors and beam-splitters that can maintain high fidelity even when experimental parameters vary from the ideal. We address the use of chirped laser pulses to provide such elements via rapid adiabatic passage, and present a prescription for practical pulses that offer controlled adiabaticity throughout. Full-and half-adiabatic pulses, providing mirrors and beam-splitters respectively, are derived, and the latter examined for robustness and suitability for experimental implementations.
I. INTRODUCTION
The central elements of an optical interferometer are the mirrors and beam-splitters that deflect, divide and recombine the incident light. In an atom interferometer [1, 2] , the corresponding elements are those that respectively switch prepared atoms between a pair of quantum states, and convert between either of the two eigenstates and equal superpositions of defined relative phase. The simplest implementations couple the two states using an optical field which, when resonant, results in Rabi oscillations. With judicious control of the optical intensity and duration, so that the interaction lasts just a half or quarter Rabi cycle, simple laser pulses achieve the required operations. The Rabi frequency depends, however, upon the laser intensity and apparent frequency, which vary with the position and Doppler shift of the atoms in the laser beam. While simple interferometers are possible, experimental variations in the prepared state can be significant.
Rapid Adiabatic Passage (AP) [3] [4] [5] [6] -which is quick in comparison with any incoherent processes (such as spontaneous emission) but slow in comparison with the Rabi oscillation -depends on off-resonant coupling of the two states and achieves a steady-state superposition that depends upon the detuning between the laser and the atomic resonance. By varying the detuning slowly, population can be transferred with arbitrary fidelity from one state to the other. In the common Feynman, Vernon and Hellwarth pseudo-polarization representation [7] of a two-level superposition as a 'state vector', the superposition precesses about an adjustable 'field vector' defined by the phase, intensity and detuning of the optical field. Provided that the field vector is varied sufficiently slowly, the angle between it and the precessing state vector remains fixed. Control of the azimuthal angle of the state vector around the field vector is lost * Electronic address: jbateman@soton.ac.uk during such an operation, but if the vectors are initially aligned, the azimuthal angle is inconsequential. A less than perfectly adiabatic operation, however, introduces an uncontrolled change in the angle between the vectors and hence increases the parameter-space to which the state is mapped; this renders the process irreversible and non-adiabatic.
Given initial alignment of the state and field vectors and a sufficiently slow variation of the latter, the superposition can be made to follow an essentially arbitrary path: the state vector remains at all times parallel to the field vector, and the evolution is deterministic and adiabatic. For the mirrors of an atom interferometer, this path usually leads from one eigenstate to the other -it causes the complete inversion of the atomic population and, since the initial and final field vectors correspond to large detuning and zero intensity, the process is extremely insensitive to experimental variations. For the beam-splitters, however, the path instead ends or begins with an equal superposition: the final field must be exactly resonant, and the process is somewhat less robust.
In practice, the slow variation of the field vector desired for adiabaticity must be weighed against the need to complete the operation (and indeed the interferometry itself) before spontaneous emission and other processes of decoherence can occur. There may also be constraints from the finite duration of the atoms within the apparatus, or the accrual of, for example, velocity-dependent phases. Simple implementations of rapid adiabatic passage, such as linear chirps at constant intensity, satisfy the adiabaticity criterion to varying extents at different stages of the operation, and the overall fidelity can be far from optimum for the particular experimental constraints. Furthermore, the common method of creating superpositions -simply by truncating a pulse that would otherwise have caused complete population inversion (e.g. reference 8) -is far from adiabatic during the final extinction and can be highly sensitive to experimental variations. In this paper, we therefore consider the design and optimisation of mirror and beam-splitter pulses that maintain uniform adiabaticity, and hence reduce the sensitivity of such processes to variations in experimental parameters.
Our attempt to control adiabaticity throughout a pulse is not the first [9, 10] -a well known pulse for which the adiabaticity is constant is the tangent frequency sweep [11] , for which one uses a constant intensity (or some other appropriate measure of coupling strength) while the frequency difference from resonance follows an inverse-tangent sweep in time. We shall see that, as is demonstrated by this example, the necessary condition that the detuning from resonance relative to the coupling strength be large at the beginning and end of the operation means any 'pulse' employing constant intensity throughout inescapably requires a large, perhaps impractically so, frequency range. Furthermore, we are unaware of any attempt to derive a pulse of constant adiabaticity for the more challenging case of fractional, rather than full, adiabatic passage.
In this paper, we extend the idea of constant adiabaticity for constant intensity to any form of controlled adiabaticity for, crucially, a smoothly modulated intensity. As well as reducing considerably the required frequency range, the inclusion of the extinction in the pulse design now allows us to consider pulses for half, as well as full, adiabatic passage.
II. CONTROLLED ADIABATICITY PULSE
Our analysis addresses the coupling of two nondegenerate quantum states, labelled |0 and |1 , by a near-resonant optical field that is described at any time by its amplitude and frequency, which we write in the form of a coupling strength (or Rabi frequency) Ω(t) and detuning from resonance ∆(t). For the example of an electric dipole transition in an atom, the coupling strength, in terms of the time dependent amplitude of the electric field E(t), the atomic transition frequency ω 0 , and the dipole matrix element e 1|x |0 , is [12] Ω(t) = e 1|x |0 E(t)
where ω(t) is the time-dependent frequency of the excitation.
In the Feynman pseudo-polarisation representation [7] the quadrature sum of these parametersΩ = √ Ω 2 + ∆ 2 is the rate of precession of the state vector around the field vector, and the angle θ between field vector and the vertical (eigenstate) is given by tan θ = Ω/∆ [30] . These parameters are the same as occur in the dressed states treatment, corresponding respectively to the energy splitting of the dressed states and the mapping of bare states on to dressed states [12, 13] .
The condition for adiabaticity is that the rate of precessionΩ be much greater than the rate of rotation of the field vectorθ ≡ dθ/dt [12, 14] . A common measure is the adiabatic parameter Q(t) [15] which, together for later convenience with its reciprocal ǫ(t), is defined by
When Q → ∞ (ǫ → 0) the process is adiabatic. It follows that the time-dependent field parameters Ω and ∆ are linked by this adiabatic parameter. Our strategy is to take an experimentally straightforward amplitude Ω, constrain the adiabatic parameter ǫ to a given function, and hence derive the required frequency chirp ∆. The converse (where ∆ is set and Ω calculated) is similarly possible, and follows the same procedure.
A. General Properties of the Pulse
We begin by noting that the relationships between θ and Ω & ∆ may also be written as
from which, using the definition of ǫ, we construct a differential equation:θ = ǫΩ
with no specific constraint yet applied to the adiabatic parameter ǫ. We integrate from the time t h at which detuning is zero and the field vector is horizontal (∆(t h ) = 0) to find an expression for cos θ which, for brevity, we label as Γ(t):
Then, using equation 2, we find ∆ in terms of Ω:
In addition to t h , for which θ(t h ) = π/2, we introduce t v for which θ(t v ) = 0, the latter corresponding to a field vector aligned with the vertical (eigenstate). With this definition, the integral in equation 4 becomes
This integral is a general result for adiabatic following. It implies the constraint that, for a given Ω(t), a decrease in ǫ(t) (due, for example, to a change in some parameter affecting the detuning function ∆(t)) necessitates an increase in ǫ(t) elsewhere. Examples of this behaviour occur later when we consider modifications to derived pulse forms, and their imperfect experimental implementations.
B. Cosine-squared envelope
As an example of smooth modulation, we consider an experimentally realizable, cosine-squared pulse envelope and constant adiabaticity:
Additionally, if we choose the initial field vector to be vertical (that is, aligned with the eigenstate), t v = −τ and the expression in equation 6 becomes:
These general relationships can now be used to construct specific pulses, such as those necessary to invert a state or to create a superposition simply by choosing the time t h at which resonance should occur.
Full Adiabatic Passage (Mirror)
For our 'full AP' pulse, we begin, in the Feynman representation, with the field vector aligned with one pole (eigenstate) and sweep it to the other. Resonance occurs mid-way, at t = 0, and hence the relevant condition is t h = 0. With this condition, equation 7 becomes ǫ 0 Ω 0 τ = 2, and
from which ∆(t) follows using equation 5, and is illustrated in figure 1 . A sharp initial rise in detuning peaks at t max ≈ ∓0.575τ at a detuning of ∆(t max ) ≈ ±0.727Ω 0 . The frequency modulation is symmetrical, and the maximum phase excursion -the maximum of the integral of detuning -is Φ max = 1/ǫ 0 ; overall, the phase excursion is zero. This last observation, as well as the shape of the detuning function, is reminiscent of Self Phase Modulation; this is discussed further in Section II C 1.
Half Adiabatic Passage (Beam-splitters)
Using an identical procedure, we can derive a pulse which performs a 'half AP' operation. For this, the detuning must end on zero, and hence the condition is t h = τ . The relationship in equation 7 is then simply ǫ 0 Ω 0 τ = 1 and, using this, As before, the frequency detuning is adapted throughout to maintain constant adiabaticity and the form of ∆(t) during the extinction ensures the superposition is approached adiabatically. The constant detuning (dotted) preceding the peak of the ideal function is a pragmatic modification, and is discussed in the text.
The corresponding detuning function, again obtained from equation 5, is illustrated in figure 2 . Again, there is a sharp initial rise in detuning, which peaks at
In contrast to the Rabi π/2 pulse, which we consider further in section II D, the beam-splitter and recombiner pulses based on AP are not identical. The recombiner can be regarded as the continuation of the beam-splitter that would complete the adiabatic inversion, or simply its time-reversal; in both cases, the recombiner pulse sweeps from on-resonance to far off-resonance.
C. Comparison with traditional chirp schemes
Having determined the constant-adiabaticity frequency modulation for the mirror and beam-splitted op- erations, we find it instructive to compare them with established techniques.
Full Adiabatic Passage
The simplest method for performing adiabatic inversion might consist of a constant coupling amplitude Ω(t) = Ω 0 and a frequency sweep from well above to well below resonance. Unfortunately, for the initial and final field vectors to be aligned with the eigenstates, ∆(t) must sweep over a range much larger than the coupling strength: ∆ max ≫ Ω 0 . Inescapably, this approach requires an unreasonably large maximum detuning, even before any considerations of adiabaticity.
The situation is improved significantly by moving to a smooth modulation, such as the cosine-squared envelope previously described. For the simplest form of frequency chirp (a linear temporal chirp) the adiabatic parameter does vary during the pulse, but for the case of ∆ 0 ≈ 2Ω 0 (which gives the same chirp rate at the middle of the pulse as our constant adiabaticity case), ǫ(t) does not significantly exceed that of the derived constant adiabaticity pulse. For small/large chirp rates, there are significant peaks in adiabaticity at the ends/middle of the pulse, as shown in figure 3 . (Such increases in ǫ(t) are unavoidable, as embodied by equation 6.) For these cases, the state will not adiabatically follow the field and the pulse will not be experimentally useful. However, adiabatic inversion has been studied extensively, and there are many other smoothly modulated pulse types which are robust [16] .
We thus conclude that, while the precise pulse shape and chirp form are of limited consequence, a smoothly modulated pulse is important for full AP operations and makes far more efficient use of the available experimental resources. The form of figure 1 suggests that appropriate pulses might be achieved by, for example, self-phasemodulation of an ultrashort laser pulse; several such implementations have been considered in detail by Goswami and Warren [17] .
Half Adiabatic Passage
The remarkable robustness of adiabatic inversion is not, unfortunately, shared by half adiabatic passage, for which the form of approach to resonance, and simultaneous extinction, is crucial. The simple truncation of a pulse designed for full AP will be far from adiabatic and sensitive to frequency errors which result in a non-zero final detuning. Conversely, pulses with no distinct end, such as a Gaussian intensity envelope, may approach resonance adiabatically but remain there long enough for small perturbations to accrue. The optimum pulse will have a definite end, but will approach resonance in a controlled manner.
D. Practical Beam-Splitter pulses
We now focus on the practicalities of the half AP pulse, derived in section II B 2 and shown in figure 2. No real pulse will match the required pulse form; the dominant imperfections are likely to be variations in the Rabi frequency, due to intensity variations across a laser beam profile, and frequency shifts due, for example, to the various Doppler shifts for atoms within a thermal cloud. We consider these effects by introducing a coupling strength scaling factor α, and a frequency offset f , in the natural units of the problem, Ω 0 . For our practical pulse, we therefore model the coupling strength and detuning functions by:
The ideal pulse is given by α = 1 and f = 0. A non-ideal pulse will result in a non-equal superposition and/or an error in the relative phase of the two components. We shall measure the fidelity of the superposition and phase errors using the definitions
sin(χ) ≡ Im 1|ψ 0|ψ (13) where |ψ is the state of the system after the pulse. Before proceeding, we make one pragmatic modification. Because the derived pulse of figure 2 begins with zero detuning, the initial direction of the field vector is extremely sensitive to errors in ∆ and Ω. As the condition for field vector alignment with the eigenstate is ∆(−τ ) ≫ Ω(−τ ), we amend the form of ∆ e (t) so that the detuning begins at, and initially maintains, what would have been its peak value:
This modification guarantees the initial field vector alignment (provided f is greater than ≈ −1) at the expense of a small (< 10%) variation in the adiabatic parameter ǫ(t), which is unlikely to be of experimental significance. More important is the behaviour as ∆ and Ω approach zero at the end of the pulse, which is unaffected by this modification. Other modifications are possible, and this example is intended to illustrate the ability to meet both the constrains on ǫ and practical experimental requirements.
Realistic Rabi π/2 pulses
As a benchmark, we first consider the effect of experimental variations on the effect of a controlled area Rabi pulse characterized by a constant, resonant frequency and steady intensity which, in the notation of this paper, is described by
The error in superposition composition is calculated analytically, and is shown, as a function of the coupling and detuning variations α and f , in figure 4(a) . The plot shows numerous regions where an equal superposition is created (white). Along the axis f = 0 we see Rabi oscillations, with an equal superposition every odd integer multiple of a π/2 pulse. The behaviour away from the f = 0 axis may be understood by noting that, in the Feynman representation, the state vector is rotated about a vector that is inclined to the equator. The phase error of the superposition, shown for convenience by its sine in figure 4(b) , manifests an essentially similar structure. In both cases, the key characteristic is relative tolerance of variations in frequency, but sensitivity to variations in coupling strength.
Realistic half AP pulse
We now consider the effect of experimental imperfections on our modified constant-adiabaticity pulses, whose ideal form is illustrated in figure 2 , modified according to equation 14, and has imperfections described by equations 10 and 11. Our results, shown in figure 5 , are determined by numerical integration of the Schrödinger equation (specifically, the dressed states evolution), using the second order trapezoidal method [18] , for a range of α
For imperfect pulses, (α, f ) = (1, 0), we cannot assume the adiabatic condition to be met throughout; the adiabatic parameter will not remain constant and, for f = 0, the pulse will be strongly non-adiabatic towards the end where Ω e → 0 and the offset in detuning becomes significant. The field vector in this case adiabatically approaches the equator while the rate of precession reduces, but the vector then swings violently (non-adiabatically) back to point towards the pole before the pulse is fully extinguished. We shall see later, in section II D 4, that this is similar to the second crossing in SCRAP. Although this increase in ǫ will in many cases be rapid and too short-lived for the atom to respond significantly, it is clear that the practical optimum will combine the best adiabaticity during the pulse with the greatest tolerance to experimental uncertainties at the beginning and end.
The error in superposition composition for the half AP pulse is shown in figure 5(a) . As expected, there is a narrow region, close to the f = 0 axis, around which an equal superposition is created. Above a minimum coupling strength, the evolution is adiabatic and a further increase in coupling strength merely increases this adiabaticity.
If we assume that most imperfections accrue during the final extinction of the pulse we are able to offer an approximate description for this branch. We take the perturbation to begin at a time t f when the detuning ∆ m (t f ) ∼ Ω e (t f ) -that is, the field vector lies at 45
• to its ideal direction -and the detuning function is dominated by the frequency error, ∆ m (t f ) ≈ f Ω 0 ∼ αΩ 0 cos 2 [(πt f )/(2τ )]. We estimate the subsequent precession of the state vector by approximating the field vector to a constant for the remainder of the pulse, and, by imposing that this precession φ must be small, deduce the following:
The region of high fidelity in figure 5 (a) is hence described by
There is a further region, also achieving an equal superposition, centred around a negative detuning offset of f = −1.09, corresponding to the case in which the initial detuning ∆ m (−τ ) is zero. For this pulse, the field vector begins on the equator, at right angles to the state vector, before moving adiabatically towards the pole. The angle ) phase relative to the ideal sin(χ) of the imperfect Rabi π/2 pulse, calculated analytically, with imperfections parametrised by a scaling of the coupling strength α and an offset of the resonance frequency f Ω0. Around the ideal pulse, circled at α = 1 and f = 0, the fidelity follows the familiar Rabi oscillations for increasing coupling strength, and is relatively insensitive to frequency offsets; phase shows a similar structure. White is high and black is low. The equivalent plot for an imperfect 'half AP' pulse, based on the constant adiabaticity pulse, with a modification to avoid initial sensitivity to an offset in detuning, calculated by numerical integration with ǫ0 ∼ 10 −3 . In contrast to the Rabi controlled area pulse, a large fraction of the parameter space for this pulse leaves the state unaffected; only the smaller, interesting region is shown. (a) Fidelity q shows as, expected, a narrow branch around f = 0 for which, above a minimum α, an equal superposition is created with (b) relative phase sin χ unaffected by changing α but strongly dependent on f . The unexpected lower branch, centred on f = −1.09, for which fidelity is high and phase is rapidly varying, is discussed in the text. White is high and black is low.
between state and field vectors remains constant during this evolution, but the azimuthal angle of the state vector relative to the field vector precesses rapidly. When the field vector comes to rest, the state is in an equal superposition, but the phase is undetermined. Superficially, this appears similar to the 'recombiner' pulse, but the detuning in this branch is not such that constant adiabaticity is maintained, and no consideration has been given to the phase of the initial (azimuthal) angle of the field vector along the equator. Figure 5 (a) also shows a vertical (constant α) band joining the upper and lower branches: this is dependent on the adiabatic parameter ǫ 0 , and is not experimentally useful.
The phase error for the half AP pulse is shown in figure 5(b) . This shows quite different behaviour for the onand off-resonance branches, with a region of slowly varying phase surrounding the on-resonance branch while, in stark contrast, the off-resonance branch falls in a region of rapidly varying phase. The upper branch is therefore useful; the lower branch is not.
Comparison of sensitivity to imperfections
The Rabi half AP pulses differ markedly in their tolerance to experimental variations, with the Rabi pulse being relatively tolerant of variations in frequency but sensitive to coupling strength, while the AP pulse offers tolerance to coupling strength at the expense of an increased frequency dependence. Specifically, while the Rabi pulse dependence on intensity variations about the ideal shows the familiar oscillation, the AP pulse is essentially unaffected by changes in coupling strength once the adiabatic regime is reached (for the example illustrated in figure 5 , this is when α > 0.2). This insensitivity to coupling strength is the familiar advantage of the adiabatic approach. The change in phase with coupling strength, provided there is no frequency error, is in both cases zero. The dependence of superposition phase on the frequency error, however, is (locally) zero for the Rabi pulse but strong for the AP pulse.
To illustrate the relative sensitivities of the two approaches to experimental variations, we consider a typical example of coherent atomic manipulation. Extending the example in section II of an atomic dipole, we consider the transition 5S 1/2 → 5P 3/2 in a laser-cooled sample of 85 Rb, at a temperature of (typically) < 100µK [19] , for which the Doppler width is approximately 150kHz. If the coupling is provided by a 100mW laser, focused to a spot w 0 = 1mm, the (maximum) Rabi frequency is Ω 1 ≈ 2π × 350MHz. The two hyperfine states of the 5S 1/2 state can be coupled using two such beams (slightly detuned from the single photon resonance, and with a frequency difference equal to the hyperfine splitting) to drive a resonantly enhanced Raman transition [20, 21] . The coupling strength for this two-photon process is [22] 
where we have taken a typical single photon detuning of δ = 2π × 1GHz and the subscript refers to the number of photons involved in the process. For this example, the insensitivity to coupling strength vastly increases the usable area of the beam. If we can accept an error of 1% in the superposition q > 0.99, the Rabi approach works over only a small region near the centre of the Gaussian beam profile, extending to approximately 10% of the beam waist, and encompassing 2% of the power. This also assumes there is no jitter in the duration of the pulse. In contrast, the adiabatic approach, for which we can allow α to be as low as 0.2 (for the typical adiabatic parameter ǫ ∼ 10 −3 used in these calculations, with a smaller adiabatic parameter permitting a further excursion towards α = 0), extends the useful region to nearly 90% of the beam waist, encompassing 80% of the power.
The dependence of superposition phase on the frequency offset f , for α = 1, is locally flat for Rabi pulses, while the AP pulse rests on a steep slope with ∂χ/∂f ≈ 18. In our example, the range of f will be determined by Doppler shifts for the thermal sample, with a typical value of
(The worst case of counter-propagating Raman beams is chosen, for which the total Doppler shift is the sum of that seen by each beam. The co-propagating arrangement is, to first order, Doppler insensitive.) Hence, at α = 1, the phase uncertainty is δχ ≈ 5
• , compared to the Rabi case of δχ ≈ 0.3
• . While the cumulative error arising from this uncertainty may quickly become unacceptable for complex interferometers, the increased frequency sensitivity will for many applications be less significant than the benefits accompanying the insensitivity to coupling strength.
In summary, the analysis above shows the Rabi approach to be favourable if detuning is uncertain, and the AP approach to be best if coupling strength is uncertain. The key observation is that in many experimental situations (such as cold atom and ion experiments), the frequency can be controlled far better than the coupling strength, and it is here that this technique will find application.
Relation to other adiabatic techniques
The description adopted in this paper, in terms of the parameters of detuning and coupling strength, can be applied to many implementations of adiabatic passage which involve time-delayed pulse pairs to achieve similar effects. A particularly close analogue is found in StarkChirped Rapid Adiabatic Passage (SCRAP) [23, 24] , where two pulses impinge on a two-level system such that one (on-resonance) couples the states while the other (far off-resonance) provides a time-dependent detuning via the AC Stark shift. For full population transfer, the Stark (or detuning) pulse is delayed slightly relative to the coupling pulse, resulting in adiabatic following from the initial to the final eigenstate, and then a non-adiabatic return of the field to the starting position, without being followed by the state. SCRAP has also been adapted to create superpositions [25] .
Additionally, there appears to be an interesting similarity between the pulse derived here and recent work by Vitanov et al [26] , where Stimulated Rapid Adiabatic Passage (STIRAP) is recast in terms of a two-level system; see also [27] . The authors show a detuning and a coupling pulse displaced in time (Figure 2 in [26] ) which, while an accurate model of the system under consideration, shows a strongly non-uniform adiabatic parameter at early and late times. This recasting of STIRAP also suggests that it may be possible to describe fractional-STIRAP [28, 29] in similar terms to the example pulse in this paper.
Finally, we observe that simply constraining the adiabatic parameter is perhaps naïve. The adiabatic parameter varies significantly in the time displaced Gaussians of Vitanov's work, but it does so only when the coupling strength is weak, and hence does not adversely affect the operation. A more complete approach to finding an optimum adiabatic pulse might proceed by establishing some measure of deviation from ideal adiabatic behaviour, and then finding the function which minimises it, while also accounting for tolerance of experimental uncertainties, and experimentally limited parameters such as the maximum practical detuning and the finite time allowed for the pulse.
III. CONCLUSIONS
We have addressed the use of adiabatic passage for mirrors and beam-splitters in atom interferometry and the possibility of tailoring the combination of frequency and amplitude modulation to control the adiabaticity during the pulse. We have presented a straightforward analytical approach which leads to expressions of direct use for the frequency modulation of an experimentally realizable pulse and which can readily be applied to experimental implementations. In comparison with the linear temporal chirp and inverse tangent sweep, our smooth modulation and tailored chirp achieves better fidelity within experimental constraints. By observing the adiabaticity throughout the pulse, our approach also offers insight into related processes such as SCRAP and STIRAP.
We have examined the sensitivity of these pulses to experimental variations in frequency and intensity of the excitation. In particular, for the experimentally challenging case of the beam-splitter, we have compared our tailored approach with the simple half Rabi cycle. Although the half Rabi pulse has a greater tolerance of variations in frequency, the chirp proves far more robust against variations in intensity, which are likely to be more problematic experimentally and result from variation across a beam profile as well laser intensity fluctuations. The effect of an imperfect adiabatic beam-splitter is understood simply using the Feynman representation and considering the deviation of the field vector during the final extinction of the pulse.
The inclusion of the extinction in the design procedure proves crucial: to our knowledge, this is the first application of controlled adiabaticity to the design of a halfadiabatic-passage pulse, and the first example of a pulse which can robustly create superpositions in a two-level system with a single exciting field.
Our technique is designed to mimic, in the language of quantum computing, a qubit rotation, and so it is important to assess to the differences between adiabatic evolution and a rotation of the state vector in the Feynman representation [7] . We approach this by considering the rotation of the basis necessary to move from bare states to dressed states, followed by the adiabatic evolution of these dressed states, and finally the rotation from dressed states back to bare states [12] . The result is that, for adiabatic following, only the phase of the overlap of the state with the (time-dependent) dressed eigenstates changes in time. This corresponds to the familiar result that the angle between state and field vectors remains constant (e.g. reference 22), but is derived here independently of this geometrical representation. This result is used to assess the suitability of adiabatic beam-splitter and mirror pulses for interferometry.
Adiabatic Evolution of Dressed States
Consider a two-level system with coupling strength described by the Rabi frequency Ω, which varies (slowly) in time. This coupling is detuned from resonance by ∆, which is also permitted to vary in time. The bare states of a system, |0 and |1 , can be rotated to form the dressed states, |− and |+ by
cos (θ/2) |0 |1 (A.1) where tan θ = Ω/∆ and ρ is the relative phase of system and perturbation. We use the FM frame [10] , for which ρ is constant throughout the pulse, and we choose ρ = 0. The coefficients (A 0,1 and A −,+ ) transform in the same way, and their evolution is described by
where (as before)Ω = √ Ω 2 + ∆ 2 and an over-dot indicates the time-derivative. In the adiabatic approximation (θ → 0) [12] this integrates to
We use R t to represent the rotation matrix of equation A.1, with the subscript t reflecting the timedependence inherited from θ. B and D represent the (time-dependent) column vectors of bare and dressed states respectively, with the equivalent kets, |B and |D , where appropriate. Finally, T b,a represents the adiabatic evolution of the dressed states in equation A.3 between times a and b. In this representation,
The final bare state amplitudes are hence obtained by
Time-evolution of overlap with a test state
To illustrate the effect of this transformation, we use a test state, |S , and find the overlap σ t = S|B t = S † B t . If S = (1, 0) T , B 0 = (1, 0) T and θ t = θ 0 = θ then, using equation A.6,
For on-resonance excitation, cos (θ) = 0 and, using Ω = Ω in equation A.4, we recover Rabi flopping: | S|B t | 2 = cos 2 (Ωt/2). The oscillation depth reduces for cos (θ) = 0 and the procedure is similar for the overlap of B t with any state which is fixed in the bare-states representation.
A more useful result is found for the special case of projection along a dressed eigenstate. If U represents the dressed eigenstate in the dressed-state basis (i.e. U = (1, 0) T or (0, 1) T ) the projection is simply
The equivalent S vector is S t = R −1 t U . In this basis, the product U † T t,0 is trivial: e iφ/2 , 0 or 0, e −iφ/2 . That is, the only effect of time evolution on the projection, σ t , is a phase evolution and |σ t | 2 is independent of time. So, adiabatic manipulation keeps the overlap of the state with the dressed eigenstates constant, and manipulation of the bare-state amplitudes can be achieved by altering the dressed eigenstates. When the initial state of an atom does not fully overlap with an initial dressed eigenstate, adiabatic manipulation introduces, via an uncontrolled phase, uncertainty in the (measurable) overlap with bare eigenstates. This behaviour corresponds to the state vector remaining at a constant angle from the field vector, around which it rapidly rotates; see figure 6 .
In order to clarify this behaviour, the next section compares an adiabatic beam-splitter with a traditional π/2 pulse.
Comparison of AP and Rabi Pulses
Consider first the classic Rabi π/2 pulse which, as neither frequency or intensity is changing, can be treated as adiabatic (except for the initial switch on and final extinction). Excitation is on-resonance (θ = 0) and a well defined rotation is induced (φ = π/2). The effect of two such pulses, with a time-delay between them, acting on a system initially in a bare eigenstate is shown in table I. The effect is to map the accrued phase, γ, to the probability of inversion; this is, of course, an example of interferometry.
Next, consider the effect of two half AP pulses used in the same way. The first half AP pulse sweeps from far off resonance to on resonance (θ = 0 → π/2), and induces a large and uncertain number of precessions around the field vector; this is recorded in the phase φ 1 . The second pulse now sweeps from on resonance to far off resonance (θ = π/2 → π), with a different large number of revolutions, φ 2 . This progress is also shown in table I.
For AP pulses, the precession around the field vector (φ −,+ ) is unknown and, therefore, while the probability of inversion is identical to that obtained using the cleaner Rabi pulses, any subsequent operation will be sensitive to this uncertain phase. Hence, we conclude that this manipulation technique may be limited to 'interferometers' containing two 'beam-splitters' only: a splitter, and a recombiner -the inverse of a beam-splitter in which the field vector sweeps adiabatically from horizontal to vertical.
In addition to beam-splitters, mirrors are usually required to build an interferometer. As before, these may be implemented with controlled area Rabi pulses (π-pulses), or full AP pulses. The Rabi version is a true rotation, but is experimentally fragile; the AP version, while robust, does not (in general) preserve the phase information recorded in γ. For example, the state following a half AP pulse and a full AP pulse is e iφ1/2 e −(γ+φM )/2 |0 − e +(γ+φM )/2 |1
where φ M is the unknown phase of the full AP pulse.
All of these operations, including those of consecutive pulses, can be understood purely geometrically in the Feynman representation -one need only remember that, for any adiabatic operation, the angle between the state and the field vectors remains constant while the large and uncertain number of precessions loses all information about the azimuthal angle of the former around the latter. |0 − e −iγ/2 |1 ) Second Pulse i sin γ/2 |0 − i cos γ/2 |1 e iφ − /2 i sin γ/2 |0 − e iφ + /2 i cos γ/2 |1 where φ− = φ1 − φ2 and φ+ = φ1 + φ2 TABLE I: Comparison of Rabi and AP based 'π/2' pulses used to implement a simple interferometer. The state shown is that of the system after the stated operation. The state is initialised, the 'beam-splitter' pulse is applied, the system is permitted to evolve freely and acrue some phase, and finally the 'recombiner' pulse is applied to map this acrued phase to a (measurable) probability for each eigenstate. 
