After a brief introduction to Probability Bracket Notation (PBN) for discrete random variables in time-independent probability spaces, we apply both PBN and Dirac notation to investigate probabilistic modeling for information retrieval (IR). We derive the expressions of relevance of document to query (RDQ) for various probabilistic models, induced by Term Vector Space (TVS) and by Concept Fock Space (CFS). The inference network model (INM) formula is symmetric and can be used to evaluate relevance of document to document (RDD); the CFS-induced models contain ingredients of all three classical IR models. The relevance formulas are tested and compared on different scenarios against a famous textbook example.
The expectation value of Ĥ in a given normalized system state |  can be written as:
Compare (1.4a) with (1.4b), we "derive" the unit operator in Hilbert space:
Now let us go to probability space. All possible outcomes of the random variable H form a sample space Ω, and by definition of conditional probability, we can write:
1
We call it the induced probability space from Hilbert space (1.1). Moreover:
Compare (1.6) with (1.5), we "derive" the unitary operator in probability space:
Let us also propose that:
Then the expectation value of variable H in a given probability space can be written as:
( 1.7) (1. We see that Dirac notation can be naturally extended to probability space, which we call the Probability Bracket Notation (PBN) [3] . It is a new set of symbols for probability modeling.
In next section, we will introduce it for time-independent discrete random variables. Then we will apply both PBN and Dirac notation to discuss various probabilistic IR models, induced by Term Vector Space (TVS) and Concept Fock Space (CFS). The symmetric INM model is used to derive RDQ and RDD formulas, which also contain the ingredients of all three classical IR models. We will test and compare our models by using a famous textbook example on a mixture of scenarios.
PBN for Discrete Random Variables and Bayesian Inference
Discrete random variable: We define a probability space (Ω, X, P) of a discrete random variable (observable) X as follows: the set of all elementary events ω, associated with a discrete random variable X, is the sample space Ω, and 
Proposition 1 (Probability event-bra and evidence-ket):
Let A   and B   , 1. The symbol ( | P A represents a probability event bra, or P-bra; 2. The symbol |B) represents a probability evidence ket, or P-ket.
Proposition 2 (Probability Event-Evidence Bracket):
The conditional probability of event A given evidence B in the sample space Ω is also called P-bracket, and it can be split into a P-bra and a P-ket, similar to a Dirac bracket: By definition, the P-bracket has the following properties for discrete sample space Ω:
We can see that P-bracket is not the inner product of two vectors. For any event E   , the absolute probability P(E) now can be written as:
Here |Ω) is called the system P-ket. The P-bracket defined in (2.2a) now becomes:
Properties in Eq. (2.3-4) can be easily verified by using this definition.
The Bayes formula (see [2] , §2.1) now can be expressed as:
The set of all elementary events in Ω forms a complete mutually disjoint basis: 
The complete mutually-disjoint events in (2.8) form a probability sample basis (or pbasis) and a unit (or identity) operator:
The system P-ket, denoted by |Ω), now can be right-expanded as:
While for the system P-bra, denoted by ( | P  , has its left-expansion as:
The two expansions are quite different, and † ( | [| )]    . But their P-bracket is consistent with the requirement of normalization:
Proposition 4 (Expectation Value):
The expected value of the observable X in Ω now can be expressed as:
If F(X) is a continuous function of observable X, then it is easy to show that:
be random variables associated with a probability space. Suppose that the sample space (i.e., the set of possible outcomes) of N i is the set i  . Then the joint random variable (or random vector) is denoted as N  = (N 1 ,
The sample space of N  is the Cartesian product of the i  's:
The sample space of joint variable N  now can be written as:
The factor P-ket| ) i  has the following properties:
As an example, in Fock space, we have the following basis from the occupation numbers
The expectation value of an occupation number now is given by:
If elements in set 1 2 { , ,... ) k X X X belong to different factor spaces, then they are mutually independent. Assuming H     , we have [2] , = P(H 2 ) = 0.5. Also we know that: One can start with Bayes' formula:
To evaluate ( ) ( | ) P E P E   , we can use following unit operator:
One can also directly evaluate 1 ( | ) P H E as follows:
It is identical to what we get from Eq. (2.23).
Probabilistic Models Induced by Term Vector Space
In reference [4] , we used Dirac notation to describe the three classical IR models: vector space model, Boolean model and probabilistic model in their classical ways [5, 6] . Then we introduced Fock space as a unified way to represent the above models. But, as readers may have noticed, the probabilistic model was not well integrated in this framework. The main reason was that we could not directly apply Dirac notation to probability spaces.
This actually was one major motivation of our proposal of PBN [3] . Now we will show how PBN would help us to simplify and unify expressions of probabilistic IR models.
Term Vector Space (TVS): First, let us consider the t-dimensional vector space spanned by indexed terms, a set
The terms are assumed to be mutually disjoint, so the Hilbert space has the following basis [4] :
In this space, query q and document  d (μ=1, 2…N) can be naturally expanded as:
Here, , 
Mapping Eq. (3.1) to the induced sample space V  , the set of all elements of K, we have the following P-basis, as a special case of Eq. (2.10),
Because each document or query represents a normalized state vector in the Hilbert space, from Eq. (1.3), we have the following induced probability distribution functions:
Term weights are functions of term frequencies [5, 6] . We will introduce some other weight formulas (WF) later in this section, but the most natural way is to assume documents and query as normalized vectors in a t-dimensional Euclidian space:
Now we are ready to derive formulas for TVS-induced probabilistic models. 
They should produce the same symmetric result. Indeed, from (3.7a):
( | )
TVS. So we need Bayes formula (2.7), or Bayesian Inference to get it:
INM RDQ:
So far, Eq. 
Furthermore, we may presuppose that the probability to find a term i k is proportional to i N , the number of documents containing it. To avoid possible singularity, we assume: 
As concepts, d  and q can be expressed as subsets of BT-Space V  by using TB-ONR:
Then, by definition, we can obtain following expressions:
Now we have the RDQ expression for TVS-INM based on term frequencies:
In Belief Network Model (BNM, §2.8.3 of [5] and [8] ), the ranking of document d  with respect to query q is given by ( | )
We can easily derive its expression from (3.11):
Because only a q-dependent factor is removed, Eq. (3.12) will produce the same results as Eq. (3.11) when calculating RDQ. Therefore, we will not use it in our test.
According to Ponte and Croft (P&C, [9] ), conditional probability ( | ) P q d  is adopted as the rank of document d  with respect to query q. From (3.11), its expression reads:
Furthermore, because Eq. (3.11) is symmetric, it can be used to calculate RDD:
INM:
Reduction to vector space model 
More on weight formulas (FS): In classical vector models, in addition to Eq. (3.6), term weights may be calculated in other ways [5, 6] . They may use following definitions:
Normalized frequency: ; max max
Ref [6] (pp.14-18) provides us with two more ways to calculate weights. The simple one (after normalization) is:
A better one is from pp. 17-18 of [6] , by replacing log( ) 1 tf  with log( 1) tf  : 
On the other hand, the best known term-weighing schemes use the following modified formulas (see §2.5.3 of [5] ):
We will use all four weight formulas, Eq. (3.6) and Eq. (3.19-21), to test the relevance expressions of our models. The weights for the GF-example (see App A) are listed in App B. Our test results (see §5) show that weights from Eq. (3.19) seem to produce the best ranking, while results using weights from (3.21) seem not to be consistent with others.
Models Induced by Concept Fock Space and Unified IR Modeling
Based on our discussion in [4] , if we have t indexed terms
elementary disjoint concepts, the same number of outcomes as we toss coin ttimes. These elementary disjoint concepts form the sample space Ω of the probabilistic concept space (PCS) [7] . The t 2 -dimensional basis for PCS has following properties:
But, if we use this basis, then the flowing conditional probability almost always vanishes:
That means, it vanishes unless the query and the document contain the same terms. 
Concept
Here i n is the Boolean Term Occupancy Number (BTON) as defined in Eq. (3.9c). A vector in Boolean Fock space represent a concept, therefore, it is also called Concept Fock Space (CFS) [4] . The t-dimensional basis for CFS-induced sample space F  has following properties:
In CFS, the documents and the query in the GF-example (see App A) are represented as:
In some models (Hiemstra [8] ), it is assumed that the terms existing in documents but not in the query have no effect on RDQ; therefore, mapping Eq. 
Using map (4.5a), we have the following conditional probabilities:
In other models [7, 9] , the terms not in the query are also taken into account, and the map in (4.5a) is modified to:
Using map (4.5b), we have the following conditional probabilities:
Here we have used negation of a term:
Now we derive formulas for some probabilistic models induced by CFS.
Inference Network Model (INM, §2.8.2 of [5]):
The ranking of a document d  with respect to a query q is given by:
Now let us apply Eq. (4.6b) into Eq. (4.8), we get:
This looks like the Eq. (2.7) of [5] . But, in our formula, t-dimensional basis from (4.2) is used, while in [5] , the t 2 -dimensional basis from Eq. (4.1) is used first, and then it is changed to basis similar to (4.5b) for tf-idf ranking strategies (pp. 54-55, [5] ).
As in §3, we are interested in a symmetric formula. From Bayes' formula (2.7), we have:
Applying it to Eq. (4.8), we obtain:
If we use expansion (4.6b) to Eq. (4.11), we have:
Eq. (4.12) is an extension of Eq. (3.8). The extra factors can be calculated as follows:
The symmetric ranking formula for CFS-INM now reads:
If we use expansion (4.6a) (Hiemstra [8] For Belief Network Model (BNM, [5] and [8] ), the RDQ formula becomes:
BNM:
As mentioned in Eq. (3.12), Eq. (4.15) will produce the same result as Eq. (4.14).
Following P&C [9] , the RDQ formula now reads P&C:
Eq. (4.14) is symmetric and can be used to calculate RDD:
According to Fuhr [10] , in probabilistic concept space (PCS) model, a query reads:
For example, the query in our GF-example, Eq. (4.4d), now maps to:
Then the ranking formula for PCS-INM-Fuhr reads:
Unfortunately, Eq. In Term Vector Space:
Hence, we don't see the inconsistency raised by Fuhr in Ref [10] .
Moreover, our CFS-induced models actually contain all the ingredients of the three classical IR models: the weights from vector space model (VSM), the conditional probabilities from Probabilistic models and CFS (or Boolean Fock Space [4] ) from Boolean models. Therefore, armed with Dirac notation, PBN and CFS, we now have a platform to represent unified IR modeling.
Numerical Test Results Using Grossman-Frieder Example
The GF-Example ( [6] , or In addition, the results from SVD metric model, Eq. (3.3.4) of Ref. [4] , are also listed. Using the metric tensor defined in Eq. (3.4.2) of [4] , the relevance is given by:
Note there is no adjustable constant in Eq. (5.1).
There are two test cases, the first uses Eq. (3.9) and the second uses (3.10). Each case will use four different weight formulas, given by Eq. (3.6), (3.19), (3.20) and (3.21), listed in Table B .1-4 in Appendix B, respectively.
5.1-Test case I: Using APDQK-I or Eq. (3.9)
APDQK-I, or Eq. (3.9), evaluates absolute probabilities as follows: Table 5 .1B: The Closeness (Relevance Ranking) of Documents (weights in Table B .1) We see that all formulas produce consistent and comparable results; Except Eq. (3.22), they all give the same order of relevancies, although the relative ratio changes: RDQ:
Note that the ranking order in Eq. (5.3) is consistent with most results obtained for the same example using various IR models in Ref [6] (see Table C .1 & C.2).
If we believe that the better the model if the bigger the difference in relevancies, then we see that the efficiency of models is in following order:
Case I-2: Test results with WF-2 defined in Eq. (3.19). Table 5 .2B: The Closeness (Relevance Ranking) of Documents (weights in Table B .2) Formula used 
It shows that weight formula (3.21) may not be a good choice for RDQ. Table 5 .5B: The Closeness (Relevance Ranking) of Documents (weights in Table B .2) Formula used Our RDD ranking results are consistent with Diffusion map [12] [13] . For t > 0, the distance between the three documents are in the same order (see Eq. (3.4.12) of [14] ):
Our RDQ raking results are also consistent with almost all the results given by Ref. [6] . The best outcomes in Ref [6] are from VMS model (bold row in Table C. 2), but the results from our CFS-induced models using weight formula Eq. (3.19) seem to be better (see Table 5 .2A or 5.4A). The worst outcomes in Ref [6] are from INM model, which are inconsistent with other results, as shown in Eq. (C.2) or the red row in Table C .2.
Summary
In this paper, we exposed the close relations between Dirac notation and our PBN in time-independent systems with discrete observable:
Applying to Term Vector Space (TVS), we obtained probability distribution functions for documents and query, based on their term weights as used in classical VSM.
Next, we discussed various probabilistic models induced by TVS and by Concept Fock Space (CFS) and derived their expressions of RDQ and/or RDD. Then we tested our expressions by applying them to the famous GF-example with various scenarios based on two APDQ and four weight formulas (WF). Our test results are consistent with each other and with other models.
The CFS-induced models contain the ingredients of all three classic IR models. Hence, by combining Dirac notation, PBN and CFS, we now may have a platform to develop unified IR models.
Of cause, our ranking formulas derived for induced probabilistic models need to be tested against bigger or real data sets. We also need more examination on our proposals about PBN [3] , which can be extended to continuous variables (like positions) and to time dependent variables (like Markov chains).
Appendix A: The Grossman-Frieder example
In reference [6] , a simple example is used throughout that book. The example, referred to GF-Example in this article, has a collection of three Documents and one Query as follows:
q : "gold silver truck" The basic data are presented in table A.1. 
