Abstract. We describe an approximation method for planar curves that significantly improves the standard rate obtained by local Taylor approximations. The method exploits the freedom in the choice of the parametrization and achieves the order 4m/3 where m is the degree of the approximating polynomial parametrization. Moreover, we show for a particular set of curves that the optimal rate 2m is possible.
Introduction, examples, and main results
In computer aided geometric design, curves and surfaces are commonly represented by polynomial parametrizations (cf., e.g., [1, 4, 7, 15] ). In this paper we describe an approximation procedure for planar curves that significantly improves the standard approximation rate via Taylor's theorem. This method is based on the observation that the parametrization of a curve is not unique and can be suitably modified to improve the approximation order.
Let
-as) be a regular smooth planar curve (i.e., (f'(t), g'(t)) ^ (0, 0)). We want to approximate f bya polynomial curvê 'A^ \Y(t)) '
where X(t) and Y(t) are polynomials of degree m. If we choose for X(t) and Y(t) the Taylor polynomial of degree m, then £P approximates ^ with order m+l, i.e.,
{f(t)-X(t)}, {g(t)-Y(t)}=c?(tm+x).
Surprisingly, a significantly better order is possible. The first result of this type was obtained in [2] by generalization of Hermite interpolation. In addition to position and tangent, the curvature is interpolated at each end point of the cubic segments, which yields an approximation order of 6 (rather than 4). There are more results for special cases in [3, 5, 6, [8] [9] [10] [11] [12] [13] [14] .
The improvement over the standard order m + 1 is possible because the parametrization of a curve is not unique. In fact, without loss of generality we may assume that (f(0), g(0)) = (0,0), (f'(0), g'(0)) = (1,0) so that for small t we can parametrize %? in the form for some suitable <p(X(t)).
Remark. The "geometric" distance between the two curves ^ and £P is measured in the Hausdorff metric, i.e., d(^, 9s) = max{max{dist(c, 3°), c£&), max{dist(^, p), p £&>}}.
Since both curves have a common horizontal tangent at the origin, restricted to a sufficiently small neighborhood U,
The left inequality is trivial, so we must show only the lower bound inequality. Let fi be the minimal angle so that for any point p £ (3s n U) the cone at p contains 3s n U. Let Co and po be points on ^ and 3s respectively with the same first coordinate X(t), for which \~c~oPo\ = d*. We illustrate the conjecture in a special case by constructing a cubic parametrization which approximates with order 6. To achieve the optimal approximation rate, we have, according to (1) (c) 03, 04, 05 7^ 0. We have a solution for A2 and A3. So, the condition 02 7^ 0 is sufficient but not necessary to get a solution. This shows that in general some generic conditions on the Taylor coefficients of 0 are necessary.
While we cannot prove the above conjecture in general, we can solve the first 4w/3 equations by an appropriate choice of the derivatives of A. This yields the following result, which still provides a considerable improvement over the rate of the Taylor approximation.
Then for almost all (<pi, fa, ... , 4>m+n\) e Rm+"' there is a solution for the first m + nx equations in (1).
Moreover, we confirm the conjecture for a special case by finding a set of Taylor coefficients (fa, ... , fam-X) of nonzero measure for which the optimal approximation of order 2m is attained. To this end, we view equations m+l, m + 2, , ... , 2m -1 in (1) 
Proofs
For the proofs of Theorems 1 and 2, the following formula for the derivatives of 0(A(f)) will be needed. For / = 1, ... , 2m -1 we have px + p2 < I < m + nx; yet if this term should be nonzero then px, p2> m-nx + l and thus px+p2 > 2m-2nx +2. Hence 2m-2nx+2 <m + nx and so m+2 < 3nx, which contradicts the definition of nx. Hence, substituting (3) in (2) we get the following linear system of equations which shows that the Jacobi matrix is trivially invertible. Hence, the hypotheses of the implicit function theorem are satisfied at the point (<£*, A*), which completes the proof of Theorem 2.
