Abstract. We will show that many results related to invertibility in Fréchet algebras can be proved by a general version of a classical method of R. Arens. In particular, we show (even improvements of) recent results of S. Dineen by arguments free of any technicalities.
Introduction
One of the basic and extremely useful theorems about (complex, unital) Banach algebras B is the fact that dense right ideals I are trivial: Using the geometric series ∞ n=0 x n = (e − x) −1 in the Banach algebra B (which is then called Neumann series) one obtains a neighborhood of the unit element e consisting of invertible elements, and since I is dense it contains some invertible element and hence (being a right ideal) every element of B.
A possible application of this fact is that, to solve an equation f (b) = e in a Banach algebra with a map whose range is a right ideal, it is enough to produce approximate solutions.
Unfortunately, many algebras appearing in analysis, like algebras of continuous, smooth, or analytic functions on open sets, fail to be Banach algebras and thus the basic principles of the most elegant Gelfand theory for Banach algebras are not immediately available. For example, the ideal of compactly supported continuous functions on the real line is dense in the algebra of all continuous functions.
In the 1950's, E. Michael [Mic52] and R. Arens [Are52] introduced the class of locally m-convex algebras (where the topology is given by a directed family of sub-multiplicative semi-norms) to save at least some parts of the Gelfand theory. Moreover, Arens [Are58] proved a substitute for the triviality of dense right ideals for Fréchet algebras, namely that dense and finitely generated right ideals are trivial.
Since then, Arens' method, which is nowadays called the Mittag-Leffler method, has been applied and refined to obtain several generalizations, and only quite recently, S. Dineen [Din06] combined (a quite technical version of) Arens' approach with tensor product methods to prove a theorem which contains all generalizations obtained so far.
The main aim of this note is to simplify considerably Dineen's approach by reconsidering Arens' method from a slightly more general viewpoint which one could call "homological" (although we do not use any result from homological algebra except the notion of a functor from category theory). Section 2 describes this viewpoint as a general way to extend classical duality theory from the scalar case to an algebra valued situation. In the third section we apply the Mittag-Leffler principle to this general setting and finally, we give consequences for tensor products in the spirit of Dineen's recent result with a much simpler and non-technical proof. In particular, we obtain a corollary which shows that a classical theorem of Allan [All67a] about vector valued holomorphic functions (the case of finitely many functions, A = H(Ω) with a Stein manifold Ω, and a Banach algebra B in the following result) can be proved without any complex analysis:
Let A be a commutative Fréchet algebra, B a Fréchet algebra and f n ∈ A⊗B such that for each continuous character ω on A there
Let us finish this introduction by emphasizing that, although we obtain several improvements of known results (in particular, we do not need neither approximation properties nor non-standard properties of tensor products as in Dineen's theorem, and things turn out to be true in more general cases than originally proved), our goal is primarily to simplify and improve the methods and not so much to improve the theorems (which, unfortunately, very often is achieved by the prize of more complicated and more technical arguments).
Dual pairs of functors
We consider the category T A of unital locally convex topological algebras over C, i.e., algebras endowed with locally convex topologies such that multiplication is jointly continuous. The (unital) morphisms of this category are the continuous, linear, and multiplicative maps (which map the unit element onto the unit element).
Let L be a covariant functor from T A to the category L C S of locally convex vector spaces, i.e., a rule assigning to each A ∈ T A a locally convex space L (A) and to each morphism f :
L is called a left module functor if L (A) is always a left A-module, i.e., there is a separately continuous bilinear left multiplication
Replacing left by right multiplication we also have the notion of a right module functor R, and we will always write R(
The following examples are intended to convince the reader that we just gave a general description of many classical constructions:
(1) L (A) = A p for a natural number p together with
With f → f (u) = f • u and (α.u)(ω) = αu(ω) we obtain a left module functor. (3) The same construction can be done for C ∞ -functions on a smooth manifold or holomorphic functions on an analytic manifold.
(4) For q ∈ [1, ∞] and the system cs(A) of all continuous semi-norms on A we set
p(a n ) q < ∞ for all p ∈ cs(A) .
Endowed with the obvious semi-norms this is a locally convex space and with α.a = (αa n ) n∈N and f → f (a) = (f (a n )) n∈N we obtain a left module functor. (5) More generally, for a measure space (Ω, F , µ) one can consider For a fixed locally convex space X and a tensor topology γ we consider the completed tensor product
with the left module operation defined as the canonical extension (first by bilinearity to the algebraic tensor product and then by continuity to the completion) of the assignment
For a morphism f : A → B the induced continuous linear map f
For another locally convex space Y a similar construction gives a right module functor R(A) = Y⊗ γ A.
In most of the examples there is a classical duality for the scalar case which we want to extend to the functorial setting. We call L , R a dual pair of functors if
• L is a left module functor, • R is a right module functor, and • for each A ∈ T A there is a bilinear and separately continuous mapping 
, R(A) = r (A) with 1/q + 1/r = 1 and a, b = ∞ n=1 a n b n where the series converges even absolutely inÃ: the continuity of the product in A implies that for each p ∈ cs(A) there is q ∈ cs(A) with p(αβ) ≤ q(α)q(β) and therefore Hölder's inequality gives (p(a n b n )) n∈N ∈ q r ⊆ 1 .
(4) For a compact space K, L (A) = C(K, A) and R(A) = {µ finite Borel vector measure in A} the integral f, µ = f dµ yields a dual pair of functors (to avoid sophisticated arguments in integration theory one can define a vector measure as being of the form µ(M ) = M g dν with a finite scalar measure ν and a bounded Bochner measurable function g, the integral is then f dµ = f g dν). (5) Let γ be any tensor norm in the sense of Grothendieck (or a cross norm in the sense of Schatten), L (A) = A⊗ γ X and R(A) = Y⊗ π A where X, Y is a dual pair of locally convex spaces with the duality ·, · . Since the π-topology is the strongest tensor topology one can check that the canonical bilinear extension of the map α ⊗ x, y ⊗ β = x, y αβ is separately continuous and thus has a unique extension to the completions. We thus get the dual pair ·⊗ γ X, Y⊗ π · a particular case of which was considered in Dineen's article [Din06] .
Given a dual pair L , R we say that a ∈ L (A) is R-invertible if there is b ∈ R(A) such that a, b = e, the unit element of A. In view of the trivial first example above this notion generalizes right invertibility in A. The example
a k b k was considered by Arens [Are58] who spoke of right regularity in that case.
is always a right ideal in A (if A is complete) since a, · : R(A) → A is linear and a, b β = a, b.β . If now A is a Banach algebra or, more generally, a Q-algebra (which means that the group of invertible elements is open in A) it is enough to show that a, R(A) is dense in A in order to obtain that a is R-invertible. This means that one only has to produce approximate solutions of the equation a, b = e (if A is Banach it is in fact enough to find b ∈ R(A) with a, b − e < 1, then a, b has an inverse β and we obtain a, b.β = e).
Since the problem of R-invertibility is thus much easier in Banach algebras we call a ∈ L (A) locally R-invertible if for every unital morphism f : A → B in a Banach algebra B the element f → f (a) ∈ L (B) is R-invertible. As mentioned above, local R-invertibility is an easy necessary condition for R-invertibility, and in the following section we will show that under very mild conditions it is also sufficient if A is a Fréchet algebra.
Projective limits
A classical simple result of Michael [Mic52] states that every complete (unital) locally m-convex algebra is a projective limit of Banach algebras, i.e., there are a directed set I, (unital) Banach algebras A i and (unital) morphisms
where this projective limits A ∞ = Proj (A i , i j ) is endowed with the relative topology of the product. Moreover, the projective limit is strongly reduced, which means that the maps
The construction of this Michael-Arens representation is easy: One just has to take I as the system of all continuous and sub-multiplicative semi-norms on A and A p as the Hausdorff completion of the semi-normed algebra (A, p). The completeness of A then yields that the canonical map from A to A ∞ is onto.
Although simple, the representation is very useful to prove invertibility: If a ∈ A is such that a i = , 1958) . Let (X n , n m ) be a projective spectrum of complete metric spaces X n = ∅ and continuous maps such that all n n+1 have dense range. Then the projective limit is not empty.
Let us sketch a variant of the standard proof. We endow Y = n∈N (X n , d n ) with the product topology induced by the metric
In view of the definition of the projective limit we have to produce a fixed point of the "shift" S :
There is a very simple way to get approximate fixed points: Given x n ∈ N and x n ∈ X n the formula for d ∞ shows that a n = (
is a 2 −n -fixed point since the first n − 1 components of a n and S(a n ) coincide. Choosing x n+1 ∈ X n+1 such that n n+1 (x n+1 ) is a very good approximation of x n the continuity of n m yields that the similarly defined sequence a n+1 is a 2 −napproximation of a n and at the same time a 2 −(n+1) -fixed point. Now the triangle inequality implies that the recursively defined sequence (a n ) n∈N is Cauchy in Y and since the product of complete spaces is complete the sequence converges to a fixed point of S.
Originally, Arens' proposition states that n ∞ have dense range. This however is rather the same result: if one wants to prove density of n ∞ , one fixes any closed ball B in X n and considers the new projective spectrumX m = (
In order to apply the Mittag-Leffler method in the situation of section 2 we call a right module functor R an Arens functor if
• R(A) is a Fréchet space for each Banach algebra A,
has dense range for every morphism f : A → B with dense range, and
• R commutes with projective limits of Banach algebras, i.e.,
is onto for each strongly reduced projective spectrum (A n , n m ) of Banach algebras.
The following right module functors are easily seen to be in fact Arens functors: The functor R(A) = ∞ (A) fails to satisfy the second condition. We will now prove the main result about local and global invertibility.
Theorem 2. Let L , R be a dual pair of functors where R is an Arens functor. If A is a unital Fréchet algebra and a ∈ L (A) is locally R-invertible then a is R-invertible.
Since a is locally R-invertible and n ∞ • f is a unital morphism, X n is not empty, and the continuity of a n , · : R(A n ) → A n shows that X n is closed in the Fréchet space R(A n ) and therefore a complete metric space. The restriction r n n+1 of ← n n+1 to X n+1 is continuous and maps X n+1 to X n , and in order to apply the Mittag-Leffler lemma we will show that it has dense range. Note that ← n n+1 has dense range since R is Arens and the Michael-Arens representation is strongly reduced. However, in general the restriction of a dense range map need not have dense range (and in many applications of the Mittag-Leffler principal, e.g. to partial differential operators, the proof of the density requires hard work). In our situation, density of the restrictions will follow from the very simple observation that X n are complemented in R(A n ) with projections commuting with ← n n+1 : Given n ∈ N we take any c n+1 ∈ X n+1 and define c n = ← n n+1 (c n+1 ) as well as for m ∈ {n, n + 1}
Clearly, P m are continuous projections from R(A m ) onto X m and P n • ← n n+1 = r n n+1 • P n+1 . This implies that r n n+1 has dense range:
The Mittag-Leffler lemma implies that the projective limit X ∞ = Proj (X n , r n n+1 ) is not empty and since R commutes with projective limits we find c ∈ R(A ∞ ) with e = a n ,
for every n ∈ N which means f (a), c = e and it remains to choose b ∈ R(A) with f (b) = c in order to obtain a, b = e.
Let us note that, in principle, Arens' proof for the case L (A) = R(A) = A p follows the same lines. However, instead of applying the Mittag-Leffler lemma Proposition 1 (which he proved in the same article [Are58]!) he repeated the approximation arguments in the concrete situation. Moreover, he did not explicitly use projections to prove the required density but he gave a more direct argument for the concrete situation. Also Dineen [Din06] used similar arguments to prove a particular case of theorem 2. However, instead of using Arens' method he applied Arens' result (the case R(A) = A p ) which makes his proofs very complicated and requires unnecessary technical assumptions. To be more specific, for a separable Banach space with the bounded approximation property and a tensor norm with some additional properties, Dineen proved a theorem which can be interpreted as the case L (A) = A⊗ γ X and R(A) = X ⊗ π A of our general result. The more general viewpoint does not only yield to a much simpler proof but also shows what is really needed to get an Arens functor, namely that X is a Fréchet space (but nothing for the tensor norm ⊗ γ which is only involved in the definition of L (A)).
Arens' case L (A) = R(A) = A p of the theorem means that dense and finitely generated right ideals in Fréchet algebras are trivial. In fact, if a = (a 1 , . . . , a p ) generates a dense right ideal I, then a is locally R-invertible since dense right ideals in Banach algebras are trivial. Thus there is
a k b k = e so that that I contains the unit element.
The same argument for the dual pair ∞ , 1 (together with the simple fact that for any sequence (a n ) n∈N in a metrizable locally convex space there is a sequence of strictly positive scalars t n such that (t n a n ) n∈N is bounded) gives the following corollary which was proved by Dineen using tensor products:
Corollary 3. Let a = (a n ) n∈N be a sequence in a unital Fréchet algebra A which generates a dense right ideal. Then there is a sequence b = (b n ) n∈N in A such that ∞ n=1 p(a n )p(b n ) < ∞ for each p ∈ cs(A) and ∞ n=1 a n b n = e.
Right ideals in tensor products
In this section we consider the case R(A) = X⊗ γ A where X is not only a locally convex space but a locally m-convex algebra and ⊗ γ is a tensor topology such that the tensor product is again locally m-convex. In particular, this is the case for the projective topology ⊗ π .
In the commutative case we may consider X as an algebra of continuous functions on the Gelfand space Ω of all continuous characters. Then the tensor product X⊗ γ A often can be interpreted as the corresponding space of A-valued functions (at least if A is complete). Some classical examples (which can be seen e.g. in [Jar81] ) are:
is a nuclear locally convex space, all tensor topologies coincide), (4) H(Ω)⊗ γ A = H(Ω, A) is the space of holomorphic functions for a complex (σ-compact and finite dimensional) manifold Ω, (5) A (Ω)⊗ γ A = A (Ω, A) is the space of weakly real analytic functions on a real analytic manifold.
Although A need not be commutative there is a trick to apply Gelfand theory to the non-commutative algebra X⊗ γ A. Theorem 5 below for the case of Banach algebras is essentially due to A. Lebow [Leb68] and can also be found in articles of G.R. Allan [All67b, All67a, All05] . We first state a general proposition due to Harris and Kadison [HK96] . For the reader's convenience we also give a proof.
Proposition 4. Let J be a maximal right ideal in a unital Banach algebra B and b ∈ B with bJ ⊆ J. Then there is λ ∈ C with λe − b ∈ J.
Proof. If B is commutative the proposition is a version of the Gelfand-Mazur theorem, and Allan [All67b] mimicked that proof to obtain the case where b belongs to the center of B.
Here, let us consider the quotient space Z = B/J (which fails to be an algebra if J is not two-sided), and the "left-multiplication" T : Z → Z defined by a+J → ba+J. This is well-defined since bJ ⊆ J, and T is clearly a continuous linear operator on the Banach space Z and hence, there is λ ∈ C such that λid Z − T is not invertible.
If λe − b / ∈ J the operator λid Z − T is surjective since (λ − b)B + J is a right ideal containing J properly. Hence λid Z − T is not injective and there is thus a / ∈ J such that (λ − b)a ∈ J. Since (λ − b)J ⊆ J the right ideal {a ∈ B : (λ − b)a ∈ J} contains J properly and thus contains the unit element which contradicts λe − b / ∈ J.
In the following theorem we assume that ⊗ γ is a tensor topology such that X ⊗ γ A is a locally m-convex topological algebra if so are X and A. If ω : X → C is a continuous character and f ∈ X⊗ γ A we will write f (ω) = (ω ⊗ id A )(f ). This is motivated by the typical examples above where X⊗ γ A is identified with an algebra of vector valued functions on the set of all characters and thus, upon identifying C⊗ γ A = A the morphism ω ⊗ id A : X⊗ γ A → C⊗ γ A can be identified with the evaluation in ω.
Theorem 5. Let X be a commutative locally m-convex algebra and A a complete locally m-convex algebra (both unital). A right ideal I ⊆ X⊗ γ A is dense if and only if I(ω) = {f (ω) : ω ∈ I} is dense in A for each character ω on X.
Proof. Since ω ⊗ id A : X⊗ γ A → A, f → f (ω) (which is defined as the extension of x ⊗ a → ω(x)a) is surjective the condition is clearly necessary. To prove the non-obvious implication we assume that I is not dense and since the closure I is then a closed proper ideal we have e / ∈ I. Let p be a sub-multiplicative continuous semi-norm on X⊗ γ A which separates e from I and consider the Banach algebra B obtained as the Hausdorff completion of (X⊗ γ A, p) as well as the canonical morphism q : X⊗ γ A → B (i.e., the composition of the quotient map modulo the two-sided ideal ker(p) and the embedding into the completion).
Since q has dense range, q(I) is a (proper) right ideal:
We choose a maximal (and thus closed) right ideal J in the Banach algebra B containing q(I). Let j : X → X⊗ γ A, x → x ⊗ e be the canonical embedding and K = (q • j) −1 (J). Since X is commutative, for every x ∈ X the element b = q(j(x)) belongs to the center of B and the preceding proposition yields λ ∈ C such that λ − b ∈ J, and therefore λ − x ∈ K. We have shown that K is a (closed and) co-one-dimensional ideal in X and therefore the kernel of a character ω on X.
To finish the proof we will show that I(ω) is contained in a closed (proper) right ideal of A. Let thus L = q −1 (J) ⊇ I and M = L(ω) = {f (ω) : f ∈ L}. Since ω ⊗ id A is surjective, M is a (possibly trivial) right ideal in A and to conclude we will show e / ∈ M . We define j A : A → X⊗ γ A, a → e ⊗ a, m : X → X, x → ω(x)e, and π = id X − m.
We obtain j A • (ω ⊗ id A ) = m ⊗ id A , and for all x ∈ X and a ∈ A we have
By continuity this implies j A (M ) ⊆ L, and since e / ∈ L and j A is a unital morphism we have shown that e / ∈ M .
Let us remark that the only point in the proof where we had to touch concrete elements of the tensor product was the proof of j A (M ) ⊆ L (as in the proof of theorem 2 there is a projection involved). All other arguments only used functorial properties of R(A) = X⊗ γ A.
The functor R(A) = ∞ (A) and A = ∞ show that the corresponding description of the (right) ideals in R(A) is indeed false. This is due to the fact that characters on ∞ ( ∞ ) = ∞ (N × N) correspond to the Stone-Čech compactification β(N × N) which is different from β(N) × β(N).
To obtain more concrete results for classical function algebras X ⊆ C Ω we need conditions ensuring that all characters of X are ponit evaluations. This is the case for X = C(Ω) and reasonable topological spaces Ω (for instance, if Ω is locally compact and σ-compact), X = C ∞ (Ω) if Ω is an open subset of R d , or X = H(Ω) if Ω is a Stein manifold [Hör73, page 175] . This last case combined with corllary 3 reveals that the following classical theorem of Allan [All67a] (for finitely many Banach algebra valued functions) which was extended by Dineen [Din06] (for a sequence of Banach algebra valued functions) has almost nothing to do with vector valued complex analysis:
Corollary 6. Let Ω be a Stein manifold, A a unital Fréchet algebra and f n ∈ H(Ω, A) a sequence of holomorphic functions such that for every ω ∈ Ω there are b n ∈ A with ∞ n=1 f n (ω)b n = e. Then there are g n ∈ H(Ω, A) such that ∞ n=1 f n g n = e where the series converges absolutely on compact subsets of Ω.
The corresponding result is true e.g. for continuous functions on a locally and σ-compact space Ω or smooth functions on an open set Ω ⊆ R d . The case of real analytic Fréchet algebra valued function instead of holomorphic ones is studied in [Wen07] . Since A (Ω) is not metrizable the Mittag-Leffler method turns out to be much more difficult than in the holomorphic case, and even for the Fréchet algebra A = H(C) the real analytic variant of Allan's theorem is false [Wen07, section 5]. The example presented there also shows that Allan's theorem on holomorphic algebra valued functions is false if the algebra A is not Fréchet. Indeed, there are f 1 , f 2 ∈ H(C, A) for A = A (R) such that for all ω ∈ C there are b 1 , b 2 ∈ A with f 1 (ω)b 1 + f 2 (ω)b 2 = e but b 1 , b 2 cannot be chosen to depend holomorphically on ω ∈ C.
