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Abstract
Cyber physical systems emerge when physical systems are integrated with communication
networks. In particular, communication networks facilitate dissemination of data among compo-
nents of physical systems to meet key requirements, such as efficiency and reliability, in achieving
an objective. In this dissertation, we consider one of the most important cyber physical systems:
the smart grid.
The North American Electric Reliability Corporation (NERC) envisions a smart grid that ag-
gressively explores advance communication network solutions to facilitate real-time monitoring
and dynamic control of the bulk electric power system. At the distribution level, the smart grid
integrates renewable generation and energy storage mechanisms to improve reliability of the grid.
Furthermore, dynamic pricing and demand management provide customers an avenue to interact
with the power system to determine electricity usage that satisfies their lifestyle. At the transmis-
sion level, efficient communication and a highly automated architecture provide visibility in the
power system; hence, faults are mitigated faster than they can propagate. However, higher levels
of reliability and efficiency rely on the supporting physical communication infrastructure and the
network technologies employed.
Conventionally, the topology of the communication network tends to be identical to that of the
power network. In this dissertation, however, we employ a Demand Response (DR) application to
illustrate that a topology that may be ideal for the power network may not necessarily be ideal for
the communication network. To develop this illustration, we realize that communication network
issues, such as congestion, are addressed by protocols, middle-ware, and software mechanisms.
Additionally, a network whose physical topology is designed to avoid congestion realizes an even
higher level of performance. For this reason, characterizing the communication infrastructure of
smart grids provides mechanisms to improve performance while minimizing cost. Most recently,
algebraic connectivity has been used in the ongoing research effort characterizing the robustness
of networks to failures and attacks. Therefore, we first derive analytical methods for increasing
algebraic connectivity and validate these methods numerically. Secondly, we investigate impact
on the topology and traffic characteristics as algebraic connectivity is increased. Finally, we con-
struct a DR application to demonstrate how concepts from graph theory can dramatically improve
the performance of a communication network. With a hybrid simulation of both power and com-
munication network, we illustrate that a topology which may be ideal for the power network may
not necessarily be ideal for the communication network.
To date, utility companies are embracing network technologies such as Multiprotocol Label
Switching (MPLS) because of the available support for legacy devices, traffic engineering, and
virtual private networks (VPNs) which are essential to the functioning of the smart grid. Further-
more, this particular network technology meets the requirement of non-routability as stipulated
by NERC, but these benefits are costly for the infrastructure that supports the full MPLS speci-
fication. More importantly, with MPLS routing and other switching technologies, innovation is
restricted to the features provided by the equipment. In particular, no practical method exists
for utility consultants or researchers to test new ideas, such as alternatives to IP or MPLS, on a
realistic scale in order to obtain the experience and confidence necessary for real-world deploy-
ments. As a result, novel ideas remain untested. On the contrary, OpenFlow, which has gained
support from network providers such as Microsoft and Google and equipment vendors such as
NEC and Cisco, provides the programmability and flexibility necessary to enable innovation in
next-generation communication architectures for the smart grid. This level of flexibility allows
OpenFlow to provide all features of MPLS and allows OpenFlow devices to co-exist with existing
MPLS devices. Therefore, in this dissertation we explore a low-cost OpenFlow Software Defined
Networking solution and compare its performance to that of MPLS.
In summary, we develop methods for designing robust networks and evaluate software defined
networking for communication and control in cyber physical systems where the smart grid is the
system under consideration.
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Chapter 1
Introduction
1.1 Communication Infrastructure and Network Technologies
for Cyber Physical Systems
Why study next-generation communication architecture for cyber physical systems, particularly,
the Electric Power Grid? Primarily the answer is because we have experienced moderate-scale
power system failures within the US and abroad, and thus large-scale failures are inevitable as the
load on the aging infrastructure increases. One classic and riveting example of such failure stems
from a series of cascading failures in 2003 that resulted in a blackout in the Northeastern states [1].
Figure 1.1 was extracted from the post-event analysis conducted by the North American Electric
Reliability Corporation (NERC) in which over 50 million people and over 400 generators were
affected [2]. In particular, between the period of 15:50 and 16:10, the angular separation leaped
from 25 to 115 degrees, 90 degrees from the normal operating condition. Coincidentally, a similar
phenomenon occurred the very same year in Italy, leaving 56 million residents without power for
9 hours [3].
1
Figure 1.1: Phase angle analysis conducted by NERC following the 2003 blackout in the North-
eastern states
One common factor during blackouts is the lack of situational awareness [4, 5, 6, 7]. In the
case of the USA/Canada 2003 blackout, the initial stages began well over an hour before the
cascading failures ensued. Nevertheless, with low visibility of the entire power system, both
human and computer reactions were too slow to mitigate a blackout. Several projects, including
GridStat, are dedicated to increasing grid awareness by augmenting current technologies, such as
synchophasers, with GridStat middle-ware [8, 9]. However, all of these technologies depend on
the communication infrastructure meetinh current demands of continuous availability, reliability,
and efficiency. Consequently, the smart grid communication infrastructure must be adapted and
perhaps re-engineered to meet these disparate demands.
1.2 Motivation: The Bottom-Up Approach for Resilient Com-
munication Infrastructure
Though problems such as congestion in communication networks are addressed by protocols,
middle-ware, and software mechanisms, one should not underestimate the significance of the
physical infrastructure. Furthermore, a network whose physical topology is designed to address
problems, such as congestion, realizes an even higher level of performance. For this reason, we
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revisit the physical topology to determine methods that yield robust topologies before evaluating
the various technologies for smart grid communication. Subsequently, we compare performance
of the current MPLS networking technology to the proposed OpenFlow Software Defined Net-
working solution.
1.2.1 The Physical Communication Infrastructure
To date, the topology of the communication infrastructure tends to be identical to that of the power
grid infrastructure, but a topology that seems ideal for the power network, may not necessarily be
ideal for the communication network. Therefore, one objective of this dissertation is to determine
methods that yields communication network topologies with high performance characteristics. To
this end, we consider key principles of graph theory to obtain robust communication networks.
Robustness in complex networks is an ongoing research effort that seeks to improve the con-
nectivity of networks against attacks and failures. Among other measures, algebraic connectivity,
a metric from the domain of spectral analysis in graph theory, has been used to characterize pro-
cesses such as damped oscillation of liquids in connected pipes. Similar characterizations include
the number of edges necessary to disconnect a network; namely, the larger the algebraic connec-
tivity, the larger the number of edges required to disconnect a network and hence, the more robust
a network. In this dissertation, we answer the question, “Which edge can we rewire to have the
largest increase in algebraic connectivity?” Furthermore, we extend the rewiring of a single edge
to rewiring multiple edges in order to realize the maximal increase in algebraic connectivity. The
answer to the previous question can provide insights for decision makers within domains such
as communication and transportation networks, who seek an efficient solution to optimizing con-
nectivity and thus increasing the robustness of their networks. Most importantly, our analytical
and numerical results not only provide insights as to the number of edges to rewire, but also the
location in the network where these edges would effectuate the maximal increase in algebraic
connectivity and therefore enable a maximal increase in robustness.
Our analytical and numerical results are based on theoretical principles and models. For this
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reason, the question still remains, “What is the impact on the characteristics of real-world networks
when algebraic connectivity is maximized?” In response to this question, we conduct an analysis
on the impact of algebraic connectivity maximization on characteristics of the network topology.
Subsequently, we use a hybrid simulator that integrates the power system and communication
network and conduct an analysis on the impact of algebraic connectivity maximization on the
reduction of traffic congestion.
1.2.2 Network Technologies for the Communication Infrastructure
Currently, utilities are gravitating towards technologies such as MPLS because of proven reliabil-
ity over the years and mechanism provision for efficient overlay technologies. In particular, MPLS
satisfies NERC’s Critical Infrastructure Protection standard (CIP-002) which stipulates that traf-
fic to critical assets (assets that, if targeted, can affect the bulk power system) should be sent over
Layer 2, as defined by the Open System Interconnection (OSI) model [5, 10, 11, 12]. Additionally,
MPLS provides traffic engineering and virtual private network (VPNs) services. These services
rely on multiple protocols, such as Open Shortest Path First (OSPF) and Resource Reservation
protocol (RSVP). In addition, all routers must enable new protocols to support any new network
services. Extensive tests can run from three to 10 years and must be conducted to deploy these
new services in order to minimize service interruptions [13]. In any case, with technologies such
as MPLS, innovation is restricted to the features enclosed “...in the box.”
Conversely, OpenFlow’s flexibility and programmability realizes a control plane that provides
similar functionalities to MPLS. With increasing support from network providers such as Mi-
crosoft, Google, Amazon and equipment vendors such as NEC, Juniper, Cisco, and Brocade,
OpenFlow’s modularity implies that changes to network services require a simple change in the
OpenFlow controller deployed on the network operating system [13, 14, 15]. Furthermore, with
OpenFlow, new services are not tied to extensions of existing protocols, unlike MPLS in which
new services such as RSVP-TE (RSVP-Traffic Engineering) are tied to RSVP. In addition to these
advantages, OpenFlow’s ability to isolate network traffic ensures that failure of an experimental
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protocol, service, or application does not affect other experiments or hinder production traffic. In
the same way, different classes of traffic in the smart grid can be isolated for Quality of Service
(QoS) guarantees. For these reasons, OpenFlow may provide a more capable backbone commu-
nication technology that is overall less expensive than MPLS.
For our research, we first deploy a simulative prototype of the smart grid to demonstrate that
OpenFlow performs as well as MPLS and may, therefore, be considered an alternative to MPLS
for smart grid applications. Though previous research demonstrates that OpenFlow can provide
similar services as MPLS using Open VSwitch software switches, the current OpenFlow hard-
ware does not readily support MPLS [13]. Therefore, we deploy a real-world prototype of the
transmission component of the smart grid to demonstrate the flexibility and programmability of
OpenFlow in providing services similar to MPLS. It is worth noting that this work is a proof of
concept; therefore, software verification and validation are outside the scope of this dissertation.
1.3 Contributions
In keeping with our bottom-up approach for designing a resilient smart grid communication in-
frastructure, we contribute the following:
• Two corollaries to develop framework for constructing the upper and lower bounds for al-
gebraic connectivity when an edge is removed
• A method to select the edge that, when removed, decreases algebraic connectivity the least
• An algorithm that removes edges to numerically validate our analytical results for the upper
and lower bounds. Additionally, we present a second algorithm to rewire edges and a third
algorithm to add edges to maximally increase algebraic connectivity. All algorithms have a
running time O(|V |2)
• The comparison of three network models to determine which one realizes the highest in-
crease in algebraic connectivity when a small percentage of the edges are rewired while
keeping the number of nodes and edges constant
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• A comparison of the performance of MPLS and OpenFlow networks in the context of a
hypothetical smart grid application.
• A study to illustrate that maximizing algebraic connectivity results in a more homogeneous
network topology
• A study to show that maximizing algebraic connectivity reduces the level of traffic conges-
tion in a network
• An OpenFlow controller that implements an automatic fail-over mechanism in addition
to a Quality of Service (QoS) queuing mechanism. This controller also highlights Soft-
ware Defined Networking-Tunnel Engineering (SDN-TE) features such as auto-route, auto-
bandwidth, load balancing, priorities, flow preemption, and fast reroute.
• A Demand Response (DR) smart grid application that transmits traffic created by cyber
physical systems
1.3.1 Organization
The following outlines the structure of this dissertation. Chapters 2 and 3 address physical commu-
nication infrastructure. In particular, Chapter 2 delves into the analytical and numerical principles
used to determine methods for increasing the algebraic connectivity of the physical network. In
Chapter 3, we utilize the methods obtained in Chapter 2 to study the impact of increasing algebraic
connectivity on both the topology and the traffic characteristics of real-world smart grid models.
Chapters 4 and 5 address networking technologies used for the communication infrastructure of
the smart grid. More specifically, Chapter 4 is based on a hybrid simulator that compares the
performance of MPLS to OpenFlow for transmission operation of the smart grid. In Chapter 5,
we deploy a real-world prototype of a smart grid to demonstrate the capability of OpenFlow to
provide similar services as MPLS using power components from K-State and networking com-
ponents of the Global Environment for Network Innovations (GENI) testbed. Finally, Chapter 6
concludes this dissertation by discussing the applicability and benefits of this work in evaluating
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software defined networks for communication and control of cyber physical systems. We also
provide guidance as to possible directions for this work.
1.3.2 List Of Symbols
Table 1.1 lists the most common variables used throughout this dissertation.
Variables Definitions
V set of vertices
v vertex v
deg(v) degree of vertex v
deg(v) average vertex degree of vertex v
E set of edges
e edge e
λ eigenvalue
u, w, z vectors
N total number of vertices
G graph
A adjacency matrix
L laplacian matrix
D diameter
R radius
CPL characteristic path length
Ccoe clustering coefficient
H heterogeneity
Table 1.1: Definitions of the most common variables used throughout this dissertation. “Vertices”
and “edges” are used within the graph theory domain, and “nodes” and “links” are used when
referring to a physical network within the communication networking domain. In any case, a
“vertex” is synonymous with a “node” and an “edge” is synonymous with a “link.”
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Chapter 2
Improving the Robustness of the Physical
Communication Infrastructure
To improve the robustness of the physical communication infrastructure, we explore algebraic
connectivity: a spectral measure to determine the robustness of a graph. As a topological measure,
we recognize the limitations of algebraic connectivity when used as the determining factor to
increase the robustness of a real-world network [16, 17, 18, 19]. For such networking domains,
other measures particular to the behavior of the considered network can be used in addition to
algebraic connectivity in order to provide a comprehensive solution to increase the robustness of
a network.
In this chapter, we endeavor to answer the question of where an edge should be rewired to in-
crease algebraic connectivity the most. Our approach is based on studies conducted to determine
where an edge should be added to increase algebraic connectivity the most [20, 21]. Given a net-
work G(V,E) such that |V | is the number of vertices and |E| is the number of edges, the number
of possibilities to rewire an edge is given by
(
|V |
2
)
− |E|. For complex networks, comparing each
edge to find the optimal one that maximizes algebraic connectivity is infeasible. Furthermore, as
a complimentary problem, it has been proven that maximum algebraic connectivity augmentation
is NP-Hard [22]. For this reason, we propose a strategy that rewires edges to maximally increase
the algebraic connectivity of a network.
In our approach, we consider the rewiring of an edge as a two-step process in which we either
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insert an edge and then remove an edge, or we remove an edge and then insert an edge. Hence,
our original question of “Where should an edged be rewired to increase algebraic connectivity the
most?” is subdivided into two parts:
1. “Where should an edge be removed to decrease algebraic connectivity the least?”
2. “Where should an edge be added to increase algebraic connectivity the most?”
The latter question has been addressed [20, 21]. Therefore, this chapter focuses on the first
question and contributes the following:
• Two corollaries to develop framework for constructing the upper and lower bounds for al-
gebraic connectivity when an edge is removed
• A method to select the edge that, when removed, decreases algebraic connectivity the least
• An algorithm that removes edges to numerically validate our analytical results for the upper
and lower bounds. Additionally, we present a second algorithm to rewire edges and a third
algorithm to add edges in order to maximally increase algebraic connectivity. All algorithms
have a running time O(|V |2).
• The comparison of three network models to determine which one realizes the highest in-
crease in algebraic connectivity when a small percentage of the edges are rewired while
maintaining a constant number of nodes and edges.
The structure of this chapter is outlined as follows: Section 2.1 builds on the Introduction
by providing the necessary background and state-of-the-art for algebraic connectivity. Section
2.2 reviews theorems and definitions, and introduces two corollaries to two of the theorems pre-
sented. Section 2.3 presents the lower and upper bounds for algebraic connectivity when an edge
is removed, and in Section 2.4, we review the three network models used in our analysis: Watts-
Strogatz model, Gilbert’s stochastic model, and Baraba´si-Albert Scale Free Model. Section 2.5
describes an algorithm for edge removal, and also we provide the numerical analysis for edge
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removal for the three classes of networks. In Section 2.6, we compare graphs from three different
models to determine which model realizes the greatest increase in algebraic connectivity through
rewiring. Section 2.7 presents a second algorithm and the corresponding implementation to rewire
edges to maximally increase algebraic connectivity. In Section 2.8, we present a third algorithm
to add edges to increase algebraic connectivity. A comparison is then drawn based on results of
adding edges to that of rewiring edges to maximally increase algebraic connectivity. Section 2.9
presents a discussion on the applicability of this work in the real world, and, finally, Section 2.10
discusses the benefits and shortcomings of the rewiring approach.
2.1 Background and Related Work
The classical approach for determining robustness of networks entails the use of basic graph the-
ory concepts. For instance, the connectivity of a graph is an important, and probably the earliest,
measure of robustness of a network [23]. Vertex (edge) connectivity, defined as the size of the
smallest vertex (edge) cut, in a certain sense determines the robustness of a graph to deletion
of vertices (edges). However, the vertex or edge connectivity only partly reflects the ability of
graphs to retain certain degrees of connectedness after deletion. Other improved measures were
introduced and studied, including super connectivity [24], conditional connectivity [25], restricted
connectivity [26], fault diameter [27], toughness [28], scattering number [29], tenacity [30], ex-
pansion parameter [31], and isoperimetric number [32]. In contrast to vertex (edge) connectivity,
these new measures consider both the cost to damage a network and how extensively the network
is damaged.
Subsequent measures consider the size of the largest connected component as vertices are at-
tacked [33]. Furthermore, percolation models were used to assess the damage incurred by random
graphs [34]. More recent efforts present a topological analysis of robustness in networks such as
the power grid [35]. Other metrics in networking literature include the average node degree [36],
betweenness [37], heterogeneity [38], and characteristic path length [39].
The measures reviewed thus far, consider the network structure to assess robustness. However,
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recent efforts have incorporated the behavior of the network to assess robustness, maximizing
flows in the network while imposing constraints on routers and links [16, 18, 19].
From spectral analysis, experimentalists have generally utilized the second smallest laplacian
eigenvalue to guarantee connectivity of a graph; if this value is 0, a graph is disconnected [40].
Furthermore, several relationships, such as network diameter, have been established between al-
gebraic connectivity and graph theoretical measures and are relevant to domains like the Internet
in order to understand the implications of protocols, such as spanning tree [41, 42]. In the area of
robustness, the second smallest eigenvalue has also been considered as a measure of the difficulty
of breaking the network into components [43]. This eigenvalue, called the algebraic connectiv-
ity of a graph, has been extracted from the admittance spectrum and used to characterize both
the flows through communicating pipes and also the permeability of graphs [20]. Furthermore,
the concept of algebraic connectivity was used to determine where to add an edge in order to
maximally increase algebraic connectivity. The results from this work were implemented numer-
ically [21]. Finally, the bounds for algebraic connectivity were derived by applying Rayleigh’s
theorem which, as Section 2.2 explains, is also used to derive the lower bound when an edge is
removed[44].
2.2 Principles of Algebraic Connectivity
Throughout this chapter, G = (V,E) is an undirected, connected graph with vertex set V =
1, ..., N and edge set E, such that N = |V | is the number of vertices. u, w, z are vectors, λ is an
eigenvalue, and deg(v) is the vertex degree of vertex v ∈ V .
Definition 1. Given a graph G, the Laplacian L(G) of G is an NxN matrix L defined by
Lij =


deg(i) if i = j
−1 if i 6= j and (i, j) ∈ E
0 if i 6= j and (i, j) /∈ E
L(G) is a symmetric positive semidefinite matrix with all real and non-negative eigenvalues.
The set of eigenvalues denoted by λ1(G) ≤ λ2(G) ≤ ... ≤ λN(G), is the Laplacian spectrum of
11
graph G.
Definition 2. The algebraic connectivity of a graph G is the second-smallest eigenvalue of L(G):
λ2(G)
Theorem 1. Let G be a graph with N vertices. Let G + e be the augmented graph obtained by
adding edge e between two vertices in G. Then the eigenvalues of G and G+ e are intertwined as
follows [45]:
0 = λ1(G) ≤ λ1(G+ e) ≤ λ2(G) ≤ λ2(G+ e) ≤ ... ≤ λN(G) ≤ λN(G+ e).
If λ2(G) is a multiple eigenvalue such that λ2(G) = λ2(G+ e), the result of adding an edge
does not improve the algebraic connectivity. Given that the trace(L) =
∑N
i=1 λi(G) = 2|E|, it
follows that
N∑
i=1
(λi(G+ e)− λi(G)) = 2 (2.1)
which implies that 0 ≤ λ2(G+ e) − λ2(G) ≤ 2. Additionally, we deduce that given a graph
with N vertices, the magnitude of λi for i ∈ N tends to increase as |E| increases.
Corollary 1. Let G be a graph with N vertices. Let G − e be the augmented graph obtained by
removing an edge e between two vertices inG such that the removal of an edge does not disconnect
the graph. Then the eigenvalues of G and G− e are intertwined as follows:
0 = λ1(G− e) ≤ λ1(G) ≤ λ2(G− e) ≤ λ2(G) ≤ ... ≤ λN(G− e) ≤ λN(G).
We can also deduce that:
N∑
i=1
(λi(G)− λi(G− e)) = 2 (2.2)
This implies that 0 ≤ λ2(G) − λ2(G− e) ≤ 2 and that given a graph with N vertices, the
magnitude of λi for i ∈ N tends to increase as |E| increases.
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Theorem 2 provides the condition under which algebraic connectivity increases by 2.
Theorem 2. Let G be a connected graph with N vertices and let i and j be two non-adjacent
vertices in G. The largest possible increase in algebraic connectivity occurs if and only if G =
KN \ {i, j}: the complete graph with one edge removed [46].
Corollary 2. Let G be a connected graph with N vertices and let i and j be two non-adjacent
vertices in G. The largest possible decrease in algebraic connectivity occurs if and only if G =
KN : the complete graph.
Theorem 3. Let G be a simple connected graph with N > 2. If G has a pendant vertex (i.e. a
vertex with degree 1), λ2 ≤ 1. Moreover, λ2 < 1 if the pendant vertex is not adjacent to the highest
degree vertex [47].
Complex networks typically contain pendant vertices and for this reason λ2(G) < 1. This
implies that λ2(G− e) < 1.
2.3 The Result of Removing an Edge
The removal of edge vivj from G for i, j ∈ V can be achieved using a positive semidefinite matrix
B. An example of B such that i = 1 and j = 2 is shown below:


1 −1 0 · · · 0
−1 1 0 · · · 0
0 0 0 · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 0 · · · 0


Thus, for the spectrum λ1(G− e), . . . , λN(G− e) of L−B, we have
0 = λ1(G− e) = λ1(G) ≤ λ2(G− e) ≤ λ2(G) ≤ ... ≤ λN(G− e) ≤ λN(G).
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2.3.1 Upper bound for λ2(G− e)
Given that vivj are the vertices from which an edge is removed, let z be a vector with +1 for the
ith component, −1 for the jth component and 0 otherwise. Additionally, let u(2)i represent the
ith element of the eigenvector that corresponds to λ2: the second smallest eigenvalue. It follows
that our matrix B = zzT . Also, let α :=
∣∣(z, u(2)) | = ∣∣∣u(2)i (G)− u(2)j (G)∣∣∣, such that (i, j) ∈ E:
the set of edges of G. For a vector w ⊥ u(1)(G− e), and assuming u(2)(G) = w the Rayleigh
quotient has the following property:
R(u(2)) = u(2)T (L− B)u(2)
= λ2 − u
(2)T zzTu(2)
= λ2 − α
2 (2.3)
Therefore,
λ2(G− e) ≤ λ2(G)− α
2
From the upper bound for λ2(G− e), we deduce that the lower α is (that is, the smaller the
difference between elements on the eigenvector corresponding to the second smallest eigenvalue),
the higher the upper bound.
2.3.2 Lower bound for λ2(G− e)
To obtain the lower bound, we use the technique of intermediate value problems [48]. Our new
laplacian L′ = L − zzT . To make zzT positive definite, we replace it by C := −zzT − ǫI .
If we let k = 2, p(r) := C−1u(r), such that r = 1, ..., k, we get the matrix (γr,s)r,s=1,2 :=(〈
p(r), Cp(s)
〉)−1
r,s=1,2
(
γ11 γ12
γ21 γ22
)
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In particular, each element of the matrix can be obtained by first expanding γr,s as follows:
(γr,s) =
(
p(r), Cp(s)
)−1
=
[
p(r),
(
−zzT − ǫI
)
p(s)
]−1
=
(
p(r),−zzTp(s) − ǫp(s)
)−1
=
[(
p(r)
)T (
−zzTp(s) − ǫp(s)
)]−1
=
[(
−p(r)
)T
zzTp(s) − ǫ
(
p(r)
)T
p(s)
]−1
(2.4)
Secondly, given the nonsingular NxN matrix A and vector z, we use the following formula
by Sherman-Morrison [49]:
(
zzT + A
)−1
= A−1 −
A−1zzTA−1
1 + zTA−1z
(2.5)
to obtain the inverse of C as follows:
C−1 =
1
ǫ
I −
zzT
ǫ2 + ǫ |z|2
(2.6)
Therefore, if r = s = 1, (γ11)−1 can be computed as follows:
(γ11)
−1 = −
[
C−1u(1)
]T
zzT
[
C−1u(1)
]
− ǫ
[
C−1u(1)
]T [
C−1u(1)
] (2.7)
We can reduce equation 2.7 by considering each block as follows:
[
C−1u(1)
]T
=
[
u(1)
ǫ
−
zzTu(1)
ǫ2 + ǫ |z|2
]
=
(u1)
T
ǫ
−
(
u(1)
)T
zzT
ǫ2 + ǫ |z|2
(2.8)
15
[
C−1u(1)
]T
zzT =
(
u(1)
)T
zzT
ǫ
−
(u1)
T
zzT zzT
ǫ2 + ǫ |z|2
=
(
u(1)
)T
zzT
ǫ
−
|z|2 (u1)
T
zzT
ǫ2 + ǫ |z|2
=
(
u(1)
)T
zzT
[
1
ǫ
−
|z|2
ǫ2 + ǫ |z|2
]
(2.9)
[
C−1u(1)
]T
zzT
[
C−1u(1)
]
=
(
u(1)
)T
zzT
[
1
ǫ
−
|z|2
ǫ2 + ǫ |z|2
] [
u(1)
ǫ
−
zzTu(1)
ǫ2 + ǫ |z|2
]
(2.10)
If we factor the constant term
[
1
ǫ
− |z|
2
ǫ2+ǫ|z|2
]
, we obtain the following:
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[
1
ǫ
−
|z|2
ǫ2 + ǫ |z|2
] (
u(1)
)T
zzT
[
u(1)
ǫ
−
zzTu(1)
ǫ2 + ǫ |z|2
]
=
[
1
ǫ
−
|z|2
ǫ2 + ǫ |z|2
]
[(
u(1)
)T
zzTu1
ǫ
−
(
u(1)
)T
zzT zzTu(1)
ǫ2 + ǫ |z|2
]
(2.11)
=
[
1
ǫ
−
|z|2
ǫ2 + ǫ |z|2
][(
u(1)
)T
zzTu1
ǫ
−
|z|2
(
u(1)
)T
zzTu(1)
ǫ2 + ǫ |z|2
]
=
[
1
ǫ
−
|z|2
ǫ2 + ǫ |z|2
][(
ǫ2 + ǫ |z|2
)
(u1)
T
zzTu(1) − ǫ |z|2 (u1)
T
zzTu1
ǫ
(
ǫ2 + ǫ |z|2
)
]
=
[
1
ǫ
−
|z|2
ǫ2 + ǫ |z|2
][
(u1)
T
zzTu1
[
ǫ2 + ǫ |z|2 − ǫ |z|2
]
ǫ2
(
ǫ+ |z|2
)
]
=
[
1
ǫ
−
|z|2
ǫ2 + ǫ |z|2
][
ǫ2
(
u(1)
)T
zzTu(1)
ǫ2
(
ǫ+ |z|2
)
]
=
[
1
ǫ
−
|z|2
ǫ2 + ǫ |z|2
][(
u(1)
)T
zzTu(1)(
ǫ+ |z|2
)
]
=
[
ǫ2 + ǫ |z|2 − ǫ |z|2
ǫ
(
ǫ2 + ǫ |z|2
)
] [(
u(1)
)T
zzTu(1)(
ǫ+ |z|2
)
]
=
[
1
ǫ+ |z|2
] [(
u(1)
)
zzTu(1)
ǫ+ |z|2
]
=
(
u(1)
)T
zzTu1(
ǫ+ |z|2
)2 (2.12)
Therefore,
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(γ11)
−1 = −
[
C−1u(1)
]T
zzT
[
C−1u(1)
]
−
ǫ
[
C−1u(1)
]T [
C−1u(1)
] (2.13)
= −
[
(u(1))T zzTu(1)
(ǫ+ |z|2)2
]
− ǫ
∣∣∣∣u(1)ǫ − zz
Tu(1)
ǫ2 + ǫ |z|2
∣∣∣∣
2
= −
[
(u(1))T zzTu(1)
(ǫ+ |z|2)2
]
−
∣∣ǫu(1) + |v|2 u(1) − zzTu(1)∣∣2
ǫ
(
ǫ+ |z|2
)2
=
−ǫ
(
u(1)
)T
zzTu(1) −
∣∣ǫu(1) + |v|2 u(1) − zzTu(1)∣∣2
ǫ
(
ǫ+ |z|2
)2 (2.14)
Since
(
u(1)
)T
z = vTu(1),
(γ11)
−1 =
−ǫ(zTu(1))2 −
∣∣ǫu(1) + |v|2 u(1) − zzTu(1)∣∣2
ǫ(ǫ+ |z|2)2
(2.15)
Also, since
∣∣ǫu(1) + |v|2 u(1) − zzTu(1)∣∣2 can be expressed as the difference of vectors such
that (a− b)2 = a2 − b2 + 2ab = a2 + b2 − 2ab, we have
(γ11)
−1 =
−ǫ(zTu(1))2 −
∣∣u(1) (ǫ+ |z|2)− z (zTu(1))∣∣2
ǫ(ǫ+ |z|2)2
(2.16)
Since
(
ǫ+ |z|2
)
and
(
zTu(1)
)
are scalars and we observe that our vectors u1andz can only
be multiplied if either is transposed (i.e. zTu(1) or (u(1))T z), our expression can be reduced as
follows:
(γ11)
−1 =
−ǫ
(
zTu(1)
)2
−
[∣∣u(1) (ǫ+ |z|2)∣∣2 + ∣∣z (zTu(1))∣∣2 − 2 (ǫ+ |z|2) (zTu(1))2]
ǫ(ǫ+ |z|2)2
=
−ǫ
(
zTu(1)
)2
−
[∣∣ǫ+ |z|2∣∣2 + ∣∣zTu(1)∣∣2 |z|2 − 2 (ǫ+ |z|2) (zTu(1))2]
ǫ(ǫ+ |z|2)2
(2.17)
Since u(1) is constant, zTu(1) = 0. Therefore,
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−∣∣ǫ+ |z|2∣∣2
ǫ(ǫ+ |z|2)2
= −
1
ǫ
(2.18)
From this we obtain γ11 = −ǫ. Using our previous formulations for γ11, if r = s = 2, we
compute γ22 as follows:
(γ22)
−1 =
−ǫ(zTu(2))2 −
∣∣ǫ+ |z|2∣∣2
ǫ(ǫ+ |z|2)2
−
∣∣zTu(2)∣∣2 |z|2 − 2(ǫ+ |z|2)(zTu(2))2
ǫ(ǫ+ |z|2)2
=
(zTu(2))2
[
ǫ+ |z|2
]
−
∣∣ǫ+ |z|2∣∣2
ǫ(ǫ+ |z|2)2
(2.19)
Let α =
∣∣zTu(2)∣∣ = ∣∣∣u(2)i − u(2)j ∣∣∣: the difference between the ith and jth elements of u(2), the
vector corresponding to the second smallest eigenvalue. Since |z|2 = 2, it follows that:
(γ22)
−1 =
α2
[
ǫ+ |z|2
]
−
∣∣ǫ+ |z|2∣∣2
ǫ(ǫ+ |z|2)2
=
α2
ǫ2 + ǫ |z|2
−
1
ǫ
=
α2
ǫ2 + 2ǫ
−
1
ǫ
=
[
1
α2
ǫ2+2ǫ
− 1
ǫ
] [ǫ
ǫ
]
γ22 =
ǫ
α2
ǫ+2
− 1
(2.20)
For r 6= s, γrs = 0. Therefore, the matrix γrs is constructed as follows:(
−ǫ 0
0 ǫ
α2
ǫ+2
−1
)
The intermediate eigenvalue problem corresponding to the second Rayleigh quotient becomes:
Lu+
〈
u, u(1)
〉
γ11u
(1) +
〈
u, u(2)
〉
γ22u
(2) = τu (2.21)
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We then use a matrix S to extract the spectrum of L′ as follows:


τ1 0 0 · · · 0
0 τ2 0 · · · 0
0 0 τ3 · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 0 · · · τN


= S−1L
′
S
Since S−1L′S = S−1
(
L− zzT − ǫI
)
S, then
S−1(L− zzT )S − ǫI =


λ1(G− e) 0 0 · · · 0
0 λ2(G− e) 0 · · · 0
0 0 λ3(G− e) · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 0 · · · λN(G− e)


− ǫI
The spectrum of L′ becomes:
τ1 = −ǫ, τ2 = λ2 +
ǫ
α2
ǫ+2
− 1
, τ3 = λ3, · · · , τN = λN (2.22)
Since our objective value is the second smallest in the sequence, the lower bound for λ2(G− e)
is as follows:
λ2(G− e) ≥ min {τ2 + ǫ, τ3 + ǫ} (2.23)
Substituting the values for τ2 and τ3, we get:
λ2(G− e) ≥ min
{
λ2 +
ǫ
α2
ǫ+2
− 1
+ ǫ, λ3 + ǫ
}
(2.24)
The best lower bound is therefore achieved by the choice of ǫ that makes both terms equal.
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λ2 +
ǫ
α2
ǫ+2
− 1
+ ǫ = λ3 + ǫ
λ2 +
ǫα2
α2−ǫ−2
= λ3 + ǫ
λ3 − λ2 =
ǫα2
α2 − ǫ− 2
− ǫ
λ3 − λ2 =
ǫ2 + 2ǫ
α2 − ǫ− 2
(2.25)
For ξ = λ3(G)− λ2(G),
ξ
(
α2 − ǫ− 2
)
= ǫ2 + 2ǫ
α2ξ − ǫξ − 2ξ = ǫ2 + 2ǫ
α2ξ − 2ξ = ǫ (ǫ+ 2 + ξ)
ǫ = −
[
ξ + 2
2
+
(
(ξ + 2)2
4
+ ξ(α2 − 2)
) 1
2
]
(2.26)
Hence, a decrease in α decreases ǫ and increases the lower bound. Finally, combining the upper
and lower bounds, we obtain the following bounds for algebraic connectivity after removing an
edge:
min
{
λ2(G) +
ǫα2
α2+(−2−ǫ)
, λ3(G) + ǫ
}
≤ λ2(G− e) ≤ λ2(G)− α
2
As shown, a smaller α leads to a higher upper bound and also tends to increase the lower
bound. This means that a smaller α leads to the minimal decrease in algebraic connectivity. In
other words, we should remove an edge with the smallest
∣∣∣u(2)i (G)− u(2)j (G)∣∣∣, that is an edge that
connects two strongly connected vertices in G. Combining the removal and addition of edges,
we obtain the following approach to rewiring edges such that algebraic connectivity increases the
most:
1. Remove an edge such that |u(2)i (G)− u
(2)
j (G)| is the lowest
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2. Insert an edge such that |u(2)i (G)− u
(2)
j (G)| is the highest
Or
1. Insert an edge such that |u(2)i (G)− u
(2)
j (G)| is the highest
2. Remove an edge such that |u(2)i (G)− u
(2)
j (G)| is the lowest
2.4 Network Models
This section reviews the three network models studied in this chapter:
1. Watts-Strogatz model
2. Gilbert Stochastic model
3. Baraba´si-Albert Scale Free model
2.4.1 Watts-Strogatz Model (WS)
The Watts-Strogatz model is constructed by interpolating between a regular ring lattice and a
random network. Construction begins with a ring of N vertices, and each vertex is connected
to its k nearest neighbors. Then, in a clockwise manner, vertex i is selected. The edge that
connects to i’s nearest neighbor is randomly rewired with a probability of p (or left untouched
with a probability of 1 − p), considering the constraint that no self-loops or duplicate loops can
exist. This procedure is repeated cyclically for each successive vertex until vertex i is once again
selected. At this point, the edge that connects to i’s second nearest neighbor undergoes similar
rewiring procedures. This cycle of vertex selection and rewiring recurs until the edge that connects
all vertices i to their furthest neighbor is considered [50].
In the Watts-Strogatz model, the parameter p determines the level of randomness in the graph
while maintaining the initial number of vertices and edges [34]. For intermediate values of p,
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Watts-Strogatz model produces a Small-world network which captures the high-clustering prop-
erties of regular graphs and the small characteristic path length of random graph models. Figure
2.1 shows three snapshots of graphs obtained for different values of p.
Figure 2.1: Construction of Watts-Strogatz model. For the regular graph p = 0. The random
graph is obtained at p = 1 and for intermediate values of p, a Small-world network is realized
[50].
For the Watts-Strogatz networks used in this chapter, we generated three networks with the
respective sizes of N = 100, 400, 800 and a rewiring probability of 0.6 [51].
2.4.2 Gilbert Stochastic Model (Gi)
A random graph is obtained by random addition of edges between N vertices. Erdo˝s-Re´nyi (ER)
stochastic model is one of the most studied of these models. In the construction of an ER graph
G(V,E), |E| edges are connected at random to N = |V | vertices [34]. For this model, each of
the N(N−1)
2
edges have an equal probability of being selected. However, this chapter considers
the Gilbert stochastic model G(V, p), a modified version of the ER model, in which edges are
connected to vertices with a probability of p. As opposed to the ER model, the number of edges in
a graph produced by the Gi model is not known in advance. Below are key properties of random
graphs:
• The average node degree k¯, such that k = deg(v), determines the connectivity of the graph.
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Therefore, if k¯ < 1, a disconnected component exists. At k¯ = 1, a phase transition occurs,
and a giant component exists when k¯ > 1 [34].
• The node degree k exhibits a binomial distribution and thus, given N vertices and a proba-
bility of p,
P (k) =
(
N−1
k
)
pk (1− p)N−1−k . (2.27)
However, the model in this chapter was based on the poisson distribution, an approximation
of the binomial distribution when the limit of N is large and pN = k¯ [34].
P (k) = e−k¯
k¯k
k!
(2.28)
• As k becomes large, the degree distribution decays exponentially
For this chapter we generated three networks of size N = 100, 400, and 800 with p = 0.6, 0.05,
and 0.02 respectively, [51]. Figure 2.2 shows the node degree distribution for N = 400.
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Figure 2.2: Node degree distribution for N = 400 and p = 0.05
24
2.4.3 Baraba´si-Albert Scale Free Model (BA)
Baraba´si-Albert Scale Free Models (also referred to as preferential attachment (PA) models) high-
light a class of topologies associated with a heavy-tailed node degree distribution [52]. This distri-
bution is also known as a power-law distribution. In particular, given a graph G with N vertices,
the degree distribution is power-law if P (k) ∼ k−σ, where σ > 1 [36]. Furthermore, the power
law distribution cuts-off at the maximum degree, kcut−off = n
1
σ−1
. The node degree distribution
is defined as,
P (k) =
n(k)
N
k = 0, 1, .., kmax (2.29)
These networks pervade numerous real world domains. For example, within the sphere of
social networks, an individual with few friends is more likely to form a new friendship with a
more popular person. Likewise, new Internet websites will more likely establish ties with the
most popular websites.
From their origin, BA models have been considered vulnerable to targeted attacks while robust
to random failures [52]. This model constitutes popular vertices called “hubs,” which have a large
number of neighbors compared to other vertices with few neighbors. The rules for construction
are governed by two key principles of growth and preferential attachment. The initial number of
vertices at construction must be greater than two and each vertex must have at least one neighbor.
At each time step, a new vertex is added to the graph. The probability of attracting this new
vertex is determined by the node degree of preexisting vertices. Thus, the higher the node degree
of preexisting vertices, the higher their probability of attracting new vertices. The attachment
probability is given by:
P (ki) =
ki∑N
j=0 kj
(2.30)
where P (ki) is the probability that a new vertex will connect to an existing vertex i with degree
ki [51].
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For this chapter we generated three networks of size N = 100, 400, and 800 [51]. Figure 2.3
shows the node degree distribution for N = 400.
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Figure 2.3: Node degree distribution for N = 400
2.5 Numerical Analysis for Edge Removal
In this section we generate three graphs which are representative of the three models presented in
Section 2.4. We then use Algorithm 1 to realize the decrease in λ2(G) for all instances when an
edge is removed.
Figure 2.4 shows the decrease in algebraic connectivity for all realizations of an edge removal.
These numerical results complement the analytical conclusions that removing an edge with the
smallest absolute difference in the elements of the eigenvector (that is
∣∣∣u(2)i − u(2)j ∣∣∣ for vertices i,
j ∈ V ) corresponding to the second smallest eigenvalue (λ2), tends to have the smallest decrease
in algebraic connectivity. Furthermore, for these examples the coefficient of determination (R2)
shows that 99.4%, 99.5%, and 93.7% of the variation of λ2(G) − λ2(G− e) for the Gi, WS, and
BA networks, respectively, are accounted for by the polynomial relationship with |ui − uj|.
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Algorithm 1 Algorithm for edge removal
A :=Adjacency matrix of graph G; N := |A|
L :=The laplacian matrix of G
L′ :=The laplacian matrix of (G− e)
R :=Matrix to store Lower bound, λ2(G− e), and Upper bound, such that e is edge (i, j)
for i = 1 to N do
for j = 1 to N do
if (i 6= j and A(i, j) = 1 and λ2(G− e) > 0)
Remove e
Compute L′
Store λ2(G− e) in R
Insert e
Compute L
Compute ǫ
Store Lower and Upper bounds for λ2(G− e) in R
end if
end for
end for
Output R
2.6 Comparative Analysis of the Increase in Algebraic Con-
nectivity via Edge Rewiring
In this section, we compare the increase in algebraic connectivity through rewiring, for the three
graph models presented in Section 2.4. In particular, for each network model, we first generate
10,000 networks, each with 100 nodes and 300 edges. For each network from the same model,
we compute the initial value of algebraic connectivity (λi2). We then rewire 7% of the edges and
compute the final value of algebraic connectivity after rewiring (λf2 ) and the difference between
the final and initial values (λf2 − λi2). This procedure is conducted for all 10,000 networks of a
particular model and we averaged the results. Finally, we repeat this procedure for each network
model. Figure 2.5 illustrates that for the Gi graphs, the average of λi2 is much lower than that of
the BA and WS graphs, and the average of λf2 is also higher for Gi than for the other two graphs.
With respect to the level of connectivity, this implies that networks from the BA and WS models
tend to be more robust than that of the Gi model. Furthermore, if we compare the results of Figure
2.5 and Figure 2.6, we can deduce that graphs from the Gi model tend to have the highest gain in
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(a) Watts-Strogatz model
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(b) Gilbert stochastic model
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(c) Baraba´si-Albert Scale Free model
Figure 2.4: Figures 2.4(a), 2.4(b), and 2.4(c) show the decrease in algebraic connectivity, as
edges with the smallest α are removed for the Watts-Strogatz, Gilbert stochastic, and Baraba´si-
Albert Scale Free networks, respectively. The coefficient of determination R2 for the respective
networks are 0.9954, 0.9935, and 0.9365, given a polynomial trend line with order 3.
algebraic connectivity for the proposed rewiring procedure.
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Figure 2.5: Distributions for the average values of λi2 and λf2 for Watts-Strogatz (WS), the
Baraba´si−Albert Scale Free (BA), and the Gilbert stochastic (Gi) networks. N = 100 and
|E| = 300. A transparency feature was utilized to visualize the overlap between distributions.
Figure 2.6: Distributions for the average values of λf2−λi2 for Watts-Strogatz (WS), the Baraba´si-
Albert Scale Free (BA), and the Gilbert stochastic (Gi) networks. N = 100 and |E| = 300. A
transparency feature was utilized to visualize the overlap between distributions.
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2.7 Edge Rewiring to Maximally Increase Algebraic Connec-
tivity
With the knowledge of which edge to remove to decrease algebraic connectivity the least and also
which edge to insert to increase algebraic connectivity the most, we combine these two strategies
to obtain Algorithm 2. In particular, Algorithm 2 rewires an edge by:
1. Removing an edge with the smallest α
2. Inserting an edge with the largest α
Similarly from Algorithm 2, if we reverse the removal/insertion order in the “while” statement
such that first, A(emax) = 1 and second A(emin) = 0, we would rewire an edge by:
1. Inserting an edge with the largest α
2. Removing an edge with the smallest α
In the following simulations, Table 2.1 highlights the number of nodes and edges in the original
nine graphs that were generated.
Networks N = 100 N = 400 N = 800
Watts-Strogatz 1000 2000 4000
Random 2940 3925 6392
Baraba´si-Albert 1 451 1923 3913
Table 2.1: Elements of the table correspond to the number of edges for the specified network with
size N
From Theorem 1, since trace(L) =
∑N
i=1 λi(G) = 2|E|, given a graph G with N vertices and
|E| edges, the magnitude of the eigenvalues increase with the |E|. This explains the huge variance
in the magnitude of the eigenvalues in Figure 2.7 and 2.8 for the different classes of networks. As
a result, in Figure 2.7 we expect the Gi network’s eigenvalues to be the highest (since it has the
most edges), followed by that of the WS network, and the BA network. Similarly, in Figure 2.8
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Algorithm 2 Algorithm for edge rewiring to maximally increase λ2(G)
A :=Adjacency matrix of graph G
L :=Laplacian matrix of G
ψ :=% of edges to rewire
emax := Edge (i, j) ∈ E corresponding to αmax
emin := Edge (i, j) ∈ E corresponding to αmin
flag := Variable to ensure validity of while statement
for i = 1 to ψ do
flag = 0
Compute L
Extract u(2), the eigenvector corresponding to λ2(G)
Compute αmax and αmin
while flag = 0 do
if (emin ∈ G and emax /∈ G and λ2(G\emin) > 0 )
A(emin) = 0
A(emax) = 1
flag = 1
else
Find alternates for emin, emax, and λ2(G\emin)
end if
end while
end for
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we expect the Gi network to have the highest eigenvalues and the eigenvalues for the WS and BA
to be comparable.
Figure 2.7 illustrates the propensity for algebraic connectivity to increase as 30% of the edges
are rewired. The “*” denotes variation in the rewiring procedure where first, an edge with the
smallest α was removed and second, an edge with the largest α was inserted (as opposed to the
default rewiring procedure where first, an edge with the highest α is inserted and second, an
edge with the smallest α is removed). As shown, both variations result in identical increases
in algebraic connectivity. Finally, as shown in Figure 2.7 and more apparently in Figure 2.8, a
rewiring threshold exists such that the algebraic connectivity is constant when this threshold is
exceeded. Figure 2.8 in particular shows that, for the ER graph, there is no increase in algebraic
connectivity beyond 8% rewiring. For the WS and BA networks, this phenomenon occurs at 20%
rewiring.
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Figure 2.7: Increase in algebraic connectivity for Watts-Strogatz (WS), the Baraba´si-Albert Scale
Free (BA), and the Gilbert stochastic (Gi) networks as edges are rewired by first inserting an edge
then removing another. The “*” variation captures the results when rewiring is conducted by first
removing an edge and then rewiring another. In this figure N = 100 and the values of λ2 for 0%
rewiring are 9.117, 2.757, and 42.834 for the WS, BA, and Gi networks, respectively.
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Figure 2.8: Increase in algebraic connectivity for Watts-Strogatz (WS), the Baraba´si-Albert Scale
Free (BA), and the Gilbert stochastic (Gi) networks such that N = 400.
2.8 Rewiring vs Adding edges to Maximally Increase Algebraic
Connectivity
In this section, we compare the results of rewiring to that of adding edges to maximally increase
algebraic connectivity. For the addition of edges, we introduce Algorithm 3.
Figure 2.9 compares the increase in algebraic connectivity for rewiring and adding edges.
It is immediately apparent that a large difference is present between rewiring and adding edges
when the percentage of edges augmented (rewired/added) exceeds 5%. However, in a real-world
scenario, the percentage of edges augmented can reasonably revolve around 1%, depending on the
size and financial constraints of an organization.
2.9 Discussion
These results are important not only in the domain of graph theory but also in numerous complex
networking domains such as the smart grid communication network, and even the transportation
network. In the communication network domain, network engineers are constantly faced with the
challenge of upgrading or, under certain circumstances, partially redesigning the network topology
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Algorithm 3 Algorithm for edge addition to maximally increase λ2(G)
A :=Adjacency matrix of graph G
L :=Laplacian matrix of G
ψ :=% of edges to rewire
emax := Edge (i, j) ∈ E corresponding to αmax
flag := Variable to ensure validity of while statement
for i = 1 to ψ do
flag = 0
Compute L
Extract u(2), the eigenvector corresponding to λ2(G)
Compute αmax
while flag = 0 do
if (emax /∈ G)
A(emax) = 1
flag = 1
else
Find alternates for emax
end if
end while
end for
to increase connectivity. To accomplish such upgrades in most real-world cases, the number of
edges to rewire or add is relatively small compared to the total number of edges in the network.
ForN = 100, a 1% augmentation to the WS network is equivalent to augmenting 10 edges. For
the Gi network, this equates to 29 edges, and for the BA network, this results in 5 edges. For the
networks in Figures 2.9(a), 2.9(b), and 2.9(c), the increase in algebraic connectivity is comparable
for both rewiring and adding edges if we are to consider a 1% augmentation. Similarly, Figure 2.10
compares the increase in algebraic connectivity for rewiring and adding 30 edges forN = 800. For
such a small resolution in the number of edges augmented, results for adding edges are comparable
to that of rewiring for all classes of networks. From a real-world perspective, this implies that for
both rewiring and addition of edges, the number of edges required to disconnect a network is
the same. Therefore, a solution that considers rewiring of edges is as robust as a solution that
considers addition of edges. Thus, an organization can opt for either solution, depending on its
economical and financial constraints.
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Figure 2.9: Figures 2.9(a), 2.9(b), and 2.9(c) compare edge addition to edge rewiring to maxi-
mally increase algebraic connectivity in the WS, Gi, and BA networks, respectively.
0 5 10 15 20 25 30
0
0.5
1
1.5
Number of Edges Rewired/Added 
 
λ(G
)
 
 
Gi Rewire
Gi Add
BA Rewire
BA Add
WS Rewire
WS Add
Figure 2.10: Comparing edge addition to edge rewiring to optimize algebraic connectivity in the
WS, Gi, and BA networks for N = 800
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2.10 Summary
To date, robustness in complex networks is an ongoing research effort. Among other topological
measures, we use algebraic connectivity from spectral graph theory as our measure of robustness:
the larger the algebraic connectivity, the more robust the network. In this chapter, we answer the
question of, “Where should an edge be rewired to increase algebraic connectivity the most?” by
dividing this question into two parts: “Where should an edge be removed to decrease algebraic
connectivity the least?” and “Where should an edge be inserted to increase algebraic connectiv-
ity the most?” From our analytical results, we conclude that to decrease algebraic connectivity
the least, we should remove an edge that connects two strongly connected vertices. Conversely,
to increase algebraic connectivity the most, we should insert an edge between two weakly con-
nected vertices. From our numerical results, we implement a rewiring strategy on three classes
of networks that provides the maximal increase in algebraic connectivity and hence, the maximal
increase in robustness of a graph.
From our simulations, we initially compare graphs from three classes of networks to determine
the class that realizes the highest increase in algebraic connectivity. For an unbiased comparison,
we set a constant number of nodes and edges for all networks and rewire a small percent of the
edges. Our results reveal that graphs from Gilbert’s model (Gi) tend to have the lowest initial value
for algebraic connectivity in addition to the highest gain in algebraic connectivity after rewiring.
Subsequently, we compare the addition of edges to that of rewiring edges to maximally increase
algebraic connectivity. We show that for edge augmentations (rewirings/additions) that exceed
5% of the network’s edges, the algebraic connectivity obtained when adding edges exceeds that
obtained when rewiring edges. However, in real-world scenarios, such augmentations tend to be
relatively small due to the non-negligible economical impact. In this case, the increase in algebraic
connectivity is similar for both rewiring and addition of edges. From a real-world perspective, this
implies that the number of edges required to disconnect the network is the same for both cases of
rewiring or adding edges. Therefore, a solution that rewires edges is as robust as a solution where
edges are added. Finally, our results illustrate that beyond a certain rewiring threshold ranging
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from 8% to 20% for the graphs presented, algebraic connectivity is constant.
In this chapter, we used principles of graph theory to determine methods that yield robust
communication network topologies. However, what is the impact on the characteristics of real-
world networks when algebraic connectivity is maximized? Our next chapter, Chapter 3, addresses
this question in detail.
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Chapter 3
The Impact of Improving the Robustness of
the Physical Communication Infrastructure
for Transmission Operations in Smart
Grids
In Chapter 2, we used principles of graph theory to determine methods that yield communication
network topologies with high performance characteristics. However, what is the impact on the
characteristics of real-world networks when algebraic connectivity is maximized? In response to
this question, we conduct an analysis on the impact of algebraic connectivity maximization on
the characteristics of the network topology. Subsequently, we conduct a simulative analysis on
the impact of algebraic connectivity maximization on the reduction of traffic congestion. In this
context, this chapter makes three primary contributions:
1. We illustrate that maximizing algebraic connectivity results in a more homogeneous net-
work topology
2. We show that maximizing algebraic connectivity reduces the level of traffic congestion in a
network
This chapter builds on the analytical and numerical results obtained from Chapter 2. The fol-
lowing outlines its organization. Sections 3.1 and 3.2 present a high-level description of the hybrid
simulator that integrates the continuous-time behavior of a power model with the discrete-event
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behavior of a communication network. In particular, Section 3.1 introduces the AC power system
dynamic model and Section 3.2 reviews the basics of MPLS. In Section 3.3, we study the impact
on the topology and traffic characteristics of networks when algebraic connectivity is increased.
Finally, Sections 3.4 and 3.5 discuss the applicability and benefits of algebraic connectivity for
real-world networks.
3.1 Power System Dynamics Model
Figure 3.1 gives a high level view of the grid today. The grid realizes the three fundamental roles
of generation, transmission, and distribution. The generation region produces power to meet de-
mands imposed by loads on the distribution side. Additionally, substations are dispersed through-
out the transmission and distribution regions, facilitating control and monitoring functions such as
servicing generators, distributing to customers, and boosting voltage.
Figure 3.1: Panoramic view of today’s power grid [10]
Our model of the electric grid was constructed using THYME, an open-source C++ library
which contains modules for simulating power grid dynamics and a framework for integration with
discrete event models of communication networks [53]. The power system model implemented by
39
THYME was introduced in an earlier paper [54]; it is a simplified model for the study of electro-
mechanical transients (see, e.g., [55, 56]). This model includes generators, their control systems
for speed and voltage, and algebraic models of transmission circuits and loads.
The transmission circuits are modeled by assuming a voltage phasor at each bus. The voltage
amplitude at the kth bus is Vk and the voltage phase angle is φk. At each bus, the load is modeled
with a constant admittance. The generator, if present, is represented by a Norton equivalent circuit.
The current injected into the network by a generator changes with time in accordance with its
electro-mechanical dynamics. The impedance of the generator circuit is its complex synchronous
reactance Xk.
The electro-mechanical dynamics of the generator at bus k are modeled with a set of differen-
tial equations that describe acceleration of the rotor due to power imbalance, speed control, and
voltage control. These equations are
ω˙k =
Pm,k − Pe,k
Mk
−Dkωk (3.1)
θ˙k = ωk (3.2)
c˙k = T1,k(Ps,k − ωk/Rg,k − ck) (3.3)
P˙m,k = T2,k(ck − Pm,k) (3.4)
E˙k = Te,k(Vs,k − Vk) (3.5)
The state variables in this model are the per unit deviation ωk away from the network’s syn-
chronous speed (i.e., ωk is deviation from the power system’s synchronous speed; it is not the
actual speed of the rotor), excitation voltage phasor Ek∠θk, mechanical power output Pm,k, de-
mand for power Pe,k, and state ck of the speed control system. The model’s parameters are the
voltage set point Vs,k, power set point Ps,k, droop setting Rg,k, inertia Mk of the rotor, resistance
Dk to off-nominal speeds, and controller time constants Te,k, T1,k, and T2,k. The first two equa-
tions are the swing equations, the second two equations model the speed controller, and the last
equation models the excitation controller.
The output from the generator is the current it injects into the transmission system; its Norton
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equivalent current Ik is
Ik =
Ek∠θk
Xk
(3.6)
The generator has two inputs. First is the voltage phasor Vk∠φk at its terminals, and second is the
real demand for power
Pe,k = Re
{(
Vk∠φk
)(
Ek∠θk − Vk∠φk
Xk
)∗}
(3.7)
where Re is the real part of that complex quantity and ∗ denotes the complex conjugate.
Frequency regulation in this model is augmented by a hypothetical control system compris-
ing sensors at the generators, a control center, actuators at the loads, and a communication net-
work that links these three elements. Each generator is equipped with a frequency sensor that
detects the generator’s deviation fc,k = 60ωk from the nominal frequency of 60 Hz. The sen-
sor detects changes at intervals of fthres = 0.0125 Hz, and so reports a new value at fc,k =
. . . ,−fthres, 0, fthres, . . . . At these instants, a packet carrying fc,k (hereafter called protection
packets) is transmitted to the control center through the communication network.
The control center maintains an instantaneous average favg of the fc,k from the generators. The
control center uses this information to change the admittance at each load by a fraction Kfavg of
its initial value. For this model, the choice of K = 2 yielded an acceptable control for the IEEE
118 bus model (see [57]). The effected load adjustment is
fα = Kfavg =
K
Ng
N∑
k=1
fck (3.8)
where Ng is the number of generators in the system.
A new value for favg is computed each time the control center receives a protection packet. If
the current value of fα differs from the previously computed value, the control center transmits a
protection packet to each load, enforcing an adjustment of their demands by fα percent. In our
model, fα is arbitrarily restricted to 10% (e.g., to model the percentage of loads participating in
the control scheme).
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3.2 Communication Network Model For the Transmission Net-
work
Figure 3.2 depicts the topology of the communication network model where Open Shortest Path
First (OSPF) is the routing protocol within the inter-substation network and Label Switch Paths
exist in the Multi-Protocol Label Switching (MPLS) core (MPLS is currently being adopted by
utility companies). Table 3.1 provides the bandwidth measures and parameters for the correspond-
ing media which can include Fiber and SONET (Ethernet over SONET, Digital Signal 1 ’DS1’,
DS3, Optical Carriers such as OC48). We consider it a rare occurrence to add or rewire links
in the the MPLS core. Hence, the maximization of algebraic connectivity considers links in the
inter-substation network and the links between the inter-substation network and the MPLS core.
The topology of the inter-substation network is similar to that of the underlying power network,
except for the removal of buses co-located at the same substation. This reduces the number of
communication nodes from 118 to 113 (with a total of 181 links).
Figure 3.2: Model of the transmission communication network that is based on the IEEE 118 bus
test case of the Power System’s Test Case Archive [58]
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Network Parameters Bandwidth
A 1 Gbps
B 1 Gbps
C 500 Mbps
D 100 Mbps
Bitrate 400 Kbps
Packet Size 64 bytes
Table 3.1: Network parameters for the Case Study
For the simulation study, we consider two categories of traffic: protection (or control) and
background. Section 3.1 provides a detailed description of our protection traffic scheme. To
determine the bitrate for the background traffic, Table 3.2 shows four possible sub-categories
of traffic and their corresponding bitrate. Since the aggregated bitrate is 400Kbps, a bitrate of
400Kbps was selected for each transmitting source.
Type of Traffic Bitrate (Kbps)
Grid monitoring and control 7
Phasor measurement unit (PMU) 128
Intelligent fault management 10
Substation security video surveillance 255
Table 3.2: Background traffic parameters for the transmission network [59, 60, 61].
The background traffic profile is hypothetical and based on the ON/OFF model used to charac-
terize Ethernet traffic [62, 63]. Since NS-3 does not model queuing delays for the MPLS module,
the RTT presented is a combination of the queuing and transmission delays in the inter-substation
network and the transmission delay within the backbone network. The transmission delay is eval-
uated as σps
σbw
where σbw is the bandwidth input variable and σps is the packet size.
3.3 Simulation Study
Detailed power results such as frequency profiles have been omitted, as we are primarily con-
cerned with the impact of maximizing algebraic connectivity on the communication network (and
not the power network). We first examine the impact to topological characteristics of a network
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and, subsequently, the impact to characteristics of the traffic, as algebraic connectivity is increased.
For the latter study, we explore Demand Response (DR) as an application where utility companies
provide a cheaper billing rate to consenting customers. In return, these consumers allow utility
companies remote access to control home appliances such as air conditioning units. In particu-
lar, during peak loading periods, these devices are powered off to reduce the load on generating
resources, which in turn reduces the possibility of blackouts.
Considering results from Section 2.2 of Chapter 2, we investigate two scenarios for maxi-
mally increasing algebraic connectivity: 1) adding/rewiring links to/of the inter-substation net-
work and 2) adding/rewiring links to/of the inter-substation network and the links between the
inter-substation network and the MPLS core [21]. For both scenarios, the resulting number of
links between the inter-substation network and the MPLS core is identical to that of the original
network where links have not been added/rewired. For this reason, any increase in network per-
formance is a result of the location where links are added/rewired and not a result of the number
of added links.
3.3.1 Impact to Topological Characteristics of a Network as Algebraic Con-
nectivity is Maximally Increased
We begin with the inter-substation network that has a topology identical to that of the underlying
power grid and add/rewire links such that algebraic connectivity is maximally increased. Below
is a list of all topologies under consideration:
• LowBW : The original 113 node topology
• X%Addi: The LowBW topology where X% of the total number of links are added to
increase algebraic connectivity. i represents scenario 1 or 2.
• X%Rewirei: The LowBW topology where X% of the total number of links are rewired to
increase algebraic connectivity.
• 0.3662Rewirei: The LowBW topology rewired such that algebraic connectivity is 0.3662
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(i.e. the highest value obtained for rewiring the LowBW network for scenario 1. The corre-
sponding networking in scenario 2 was rewired to achieve the same value).
To analyze these topologies, we present the following five topological metrics:
1. Diameter (D): Diameter is the longest shortest path between any source-destination node in
a graph G.
2. Radius (R): Radius is the shortest of the set of all longest shortest paths from (or to) all
nodes.
3. Characteristic path length (CPL): The expected shortest distance between two nodes.
4. Clustering co-efficient (Ccoe): The clustering coefficient assesses how likely it is for a node
and its neighbors to form a mesh.
5. Heterogeneity (H): For this metric, networks with an increasingly hub-like structure have a
higher value [38].
Table 3.3 presents each topology and the resulting values for each of the corresponding metrics
for scenario 1. From the original LowBW topology, as the percentage of links added/rewired
increase, the values for all topological metrics tend to decrease. This was also the case for scenario
2.
Network D R CPL Ccoe H
LowBW 10 7 5.134 0.173 0.514
1%Add1 9 6 4.833 0.167 0.498
5%Add1 8 6 4.485 0.140 0.465
10%Add1 8 5 4.200 0.110 0.420
10%Rewire1 8 6 4.493 0.062 0.399
0.3662Rewire1 8 6 4.358 0.034 0.365
Table 3.3: Impact on topological characteristics of a network as algebraic connectivity is maxi-
mally increased
Analytical results from Section 2.2 in Chapter 2, along with the results of Table 3.3, indicate
that increasing algebraic connectivity tends to remove hubs and results in a topology that exhibits
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a more homogeneous node degree (where node degree is the number of links connected to a node).
In the following section, we insert these topologies in a hybrid simulator and study impact to the
characteristics of traffic.
3.3.2 Impact to Characteristics of Traffic as Algebraic Connectivity is Max-
imally Increased
At simulation time 1, we fail generator 6 on bus 49 and observe the network response as both
protection and background traffic are transmitted through a given topology. Each node is con-
figured with multiple interfaces that facilitate interconnection with other nodes. Table 3.4 shows
the total number of bytes lost, averaged over the simulation time for all interfaces of every node
for the LowBW , 1%Add1, 1%Add2, 5%Add1, 1%Add2, and 10%Add1 networks, respectively.
For omitted networks, no bytes were lost. The networks are ranked from highest to lowest byte
lost and, as observed, there is a decrease in the number of bytes lost as algebraic connectivity is
increased. Most notable is that the LowBW network, whose topology is identical to that of the
underlying power infrastructure, exhibits the highest loss of bytes, implying that a topology which
may be ideal for the power network may not be ideal for the communication network. However,
though corresponding results for scenario 2 are omitted, the number of bytes lost for scenario 2 is
much less than scenario 1, demonstrating that adding/rewiring links considering a larger fraction
of the network results in a higher performing network as compared to adding/rewiring links only
to the inter-substation network.
Network Total Average Bytes Lost
LowBW 136300.4
1%Add1 82798.1
1%Add2 10461.4
5%Add1 28971.4
5%Add2 7973.13
10%Add1 4284.5
Table 3.4: Average number of bytes lost at each interfaced, totaled over all interfaces for scenar-
ios 1 and 2
The following figures bolster results shown in Table 3.4. In particular, Figures 3.3, 3.4, 3.5,
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and 3.6 illustrate the average number of bytes lost at each interface of every node for the LowBW ,
1%Add1, 5%Add1, and 10%Add1 inter-substation networks, respectively. For the 10%Rewire1
and 0.3662Rewire1 networks, no bytes were lost. These figures demonstrate that as algebraic
connectivity is increased, there is a decrease in the number and height of peaks corresponding to
the number of bytes lost. Most notably is that the LowBW network in Figure 3.3, whose topology
is identical to that of the underlying power infrastructure, exhibits the highest lost of bytes.
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Figure 3.3: Number of bytes lost at each interface for all nodes in the LowBW network
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Figure 3.4: Number of bytes lost at each interface for all nodes in the 1%Add1 network
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Figure 3.5: Number of bytes lost at each interface for all nodes in the 5%Add1 network
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Figure 3.6: Number of bytes lost at each interface for all nodes in the 10%Add1 network
For the second scenario, Figures 3.7 and 3.8 show the number of bytes lost at each interface.
We omit the plots for 10%Add2, 10%Rewire2, and 0.3662Rewire2 as the number of bytes lost
was negligible. From these figures, we recognize a similar trend as in scenario 1: increasing
algebraic connectivity decreases the number and height of peaks corresponding to the number of
bytes lost. However, the number and height of “byte lost” peaks for scenario 2 is much less than
that of scenario 1. Intuitively, this demonstrates that adding/rewiring links considering the multi-
layer network results in a higher performing network as compared to adding/rewiring links only
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considering the inter-substation network.
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Figure 3.7: Number of bytes lost at each interface for all nodes in the 1%Add2 network
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Figure 3.8: Number of bytes lost at each interface for all nodes in the 5%Add2 network
Figure 3.9 captures the number of source-destination flows through every interface for the
respective inter-substation network (a modified version of the betweenness metric in graph theory).
A high number of flows through any interface indicates an ill-designed network that tends to be
congested. The LowBW network can be considered a benchmark for the worst designed network
as there exists four interfaces with peak flow values that exceed all other networks. However, as
1% of the links are added (i.e. 1%Add1), the number of peaks has dropped from four to two, with
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a decrease of about 150 flows. Furthermore, as we increase the number of links by 5% and 10%,
these peaks no longer exist. One interesting observation is that rewiring 10% of the links results
in less flows per interface when compared to adding 10% of the links. One possible explanation
is that when rewiring, we tend to remove links between strongly-connected nodes and add links
between weakly connected nodes. This removal tends to reroute the flow of traffic on links that are
possibly congested. As opposed to rewiring, there is a low probability that adding links between
poorly connected nodes will reroute the flow on links that are already congested. Though the
resulting number of flows per interface is lower when we consider scenario 2, we observe similar
reductions in the number of flows per interface as links are added/rewired.
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Figure 3.9: Number of source-destination flows traversing the interfaces of each node in the
respective inter-substation network (i.e. the betweeness of an interface)
NS-3 provides statistics such as mean delay and the number of packets transmitted for each
source-destination flow. For all flows which arrive at the CC, we sum the number of bytes received
(σrx) and used Equation 3.9 to obtain the throughput as follows:
Tp =
8σrx
2 ∗ 106
(3.9)
where the factor of 8 converts the number of bytes to bits, 2 in the denominator is the interval
at which throughput measurements are recorded, and 106 in the denominator converts bits to
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Megabits. This results in a throughput measurement in Mbps. Furthermore, we use Equation 3.10
to calculate the RTT as follows:
RTT =
∑ζ
i=0 βi
ζ/2
(3.10)
where β is the mean 2-way delay extracted from each flow, and ζ is the total number of flows
between every source-CC node pair. In the denominator, ζ is divided by 2 because each flow
is unidirectional. Table 3.5 shows each network and the corresponding values for the network
metrics. In particular, the throughput (Thpt), RTT, and PLR values registered at the CC, are
averaged over the simulation time. Max Util is the maximum utilization for the simulation time
of 20s and the HighBW network is identical to the LowBW network except that all bandwidth
capacities are 1Gbps. This network serves as the optimal benchmark for all other networks.
Ranked from highest to lowest throughput, the results from Table 3.5 show that adding/rewiring
links to increase algebraic connectivity tends to improve network characteristics for scenario 1. In
particular, an increase in throughput and a decrease in RTT and PLR occurs. Similar trends were
observed for the results of scenario 2, in addition to the fact that the performance measures for
scenario 2 exceeded that of scenario 1.
Network Thpt (Mbps) RTT (ms) PLR Max Util
HighBW 63.25 0.096 0 0.782
0.3662Rewire1 52.48 1.110 0.184 1.002
10%Add1 51.62 1.052 0.184 1.002
10%Rewire1 47.37 1.195 0.271 1.002
5%Add1 47.07 1.416 0.275 1.002
1%Add1 33.92 1.779 0.465 1.002
LowBW 29.78 2.117 0.526 1.002
Table 3.5: Impact on network characteristics as algebraic connectivity is increased in scenario 1
In Figure 3.10, we compare the throughput and PLR for the two scenarios. From Figure
3.10, all PLR vs Throughput values fall between the measurements for the LowBW and HighBW
benchmark networks. Most importantly, networks from scenario 2 tend to out perform their coun-
terparts in scenario 1. For example, 1%Add2 realized a lower PLR and higher throughput than
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its counterpart 1%Add1. Once again, this indicates that considering a larger fraction of the net-
work when adding/rewiring links tends to result in a higher performing network, as opposed to
adding/rewiring where we consider a smaller fraction of the network (i.e. inter-substation net-
work). These general trends are also reflected when we consider the RTT vs the throughput in
Figure 3.11.
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Figure 3.10: Comparison of throughput and PLR for networks in scenario 1 and networks in
scenario 2
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Figure 3.11: Comparison of throughput and RTT for networks in scenario 1 and networks in
scenario 2
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3.4 Discussion
Algebraic connectivity is a spectral measure that defines the well-connectedness of networks.
Therefore, the greater the fraction of links that must be removed to fragment a network, the greater
the value of algebraic connectivity. The question is asked, “How does algebraic connectivity
translate into real-world networks?” As we increase the number of links added/rewired, a network
becomes more homogeneous. Over time, this homogeneity provides multiple shortest paths and,
as a result, reduces congestion in the network.
As utilities are in the initial phase of deploying communication infrastructure, algebraic con-
nectivity can be used as a tool to design cost-effective networks. The results of this chapter first
demonstrate that a topology which may be ideal for the power network, may not be ideal for the
communication infrastructure. Second, we illustrate that rewiring links can produce the same per-
formance as adding links to a network. Links can be rewired or added to achieve a particular PLR
and throughput. However, there is a threshold such that further rewiring does not improve the
network’s performance.
3.5 Summary
In this chapter, we use spectral analysis to obtain strategies to add and rewire links such that alge-
braic connectivity is maximally increased. We used these strategies to transform a communication
network, identical to the power grid network, into multiple instantiations such that the resulting
networks seek to improve on the characteristics of the original. Each topology was grouped into
one of two scenarios. For the topologies in each scenario, we first analyzed the topological impact
as algebraic connectivity is increased. We then inserted each topology in a hybrid simulator to
study impact to the network characteristics of traffic as algebraic connectivity is increased.
The topological results demonstrate that adding/rewiring links creates a more homogeneous
network. Network traffic results illustrate that a network which may be ideal for the power network
may not be ideal for the communication network. A comparison of the PLR, RTT, throughput, and
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betweeness measurements for both classes reveal that adding/rewiring links to a larger fraction
of the network results in a higher performing network. In some cases, rewiring links provide
similar performances to adding links. For utility companies at the design phase of deploying a
communication infrastructure, this implies that it may be more cost-effective to rewire a network,
than to continue adding links.
In this chapter, we demonstrated the correlation between the performance of the communica-
tion network and the robustness of the physical communication infrastructure. In our next chapter,
Chapter 4, we evaluate and compare the performance of network technologies which will be de-
ployed on the physical communication infrastructure.
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Chapter 4
Simulative Comparison of Multiprotocol
Label Switching and OpenFlow Network
Technologies for Transmission Operations
Currently, utility companies are gravitating towards MPLS as their backbone communication tech-
nology for two main reasons: it supports Virtual Private Networks (VPNs) and Traffic Engineer-
ing. To provide these services, multiple protocols, such as Open Shortest Path First (OSPF) and
Resource Reservation Protocol (RSVP), are implemented by the network. However, with MPLS,
the addition of new network services requires the implementation of new protocols on network
routers. Consequently, routers and other network equipment may require extensive reconfigura-
tion and exhaustive testing that may cause intermittent service interruptions.
On the contrary, OpenFlow, which has gained support from network providers such as Mi-
crosoft, Google, Amazon and equipment vendors such as NEC, Juniper, and Cisco, is a highly
modular networking technology that provides the functionality of MPLS and the ability to isolate
network traffic generated by different services and applications [13, 14, 15]. In particular, changes
to network services require a simple change in the OpenFlow controller deployed on the network
operating system. Furthermore, with OpenFlow new services are not tied to extensions of exist-
ing protocols. This is unlike MPLS, for which new services must be implemented in each router
and often times tied to an existing service; for example, RSVP-Traffic Engineering (TE) is tied to
RSVP.
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In addition to these advantages, OpenFlow’s ability to isolate network traffic ensures that fail-
ure of an experimental protocol, service, or application does not affect other experiments or hinder
production traffic. In the same way, different classes of traffic in the smart grid can be isolated for
Quality of Service (QoS) guarantees. For these reasons, OpenFlow may provide a more capable
backbone communication technology that is overall less expensive than MPLS.
This chapter explores, via simulation, the potential for using OpenFlow network technology
to support production and research traffic for a smart grid on the same communication network,
and to reduce the cost of adding new services to an operational network. The Toolkit for Hy-
brid Systems Modeling & Evaluation (THYME) and Network Simulator 3 (ns-3) simulation tools
(see [64, 53]) were used to compare the performance of MPLS and OpenFlow networks in the
context of a hypothetical smart grid application. The goal of this application is to regulate fre-
quency by monitoring generator speeds, transmitting these speeds to a control center where they
are processed, and then issuing actuation commands to increase or decrease the power consumed
by loads. In these experiments, it is shown that OpenFlow performs as well as MPLS with respect
to regulating frequency and quantity of load required for regulation.
This chapter is organized as follows: Section 4.1 reviews the basics of MPLS and OpenFlow
and introduces the two models for our communication backbone network, one for MPLS and
another for OpenFlow using Intelligent Switch Controllers (ISCs). These models were integrated
with the power model described in Section 3.1 of Chapter 3 to realize the prototype of our hybrid
smart grid model. Section 4.2 presents simulations of each model. Finally, Section 4.3 discusses
the benefits and shortcomings of OpenFlow and highlights future work.
4.1 Simulative Communication Network Model
NS-3 was selected as our simulator for the communication network. NS-3 is an open-source,
discrete-event simulator primarily developed for academic and research initiatives. NS-3 is ex-
tended by creating new modules with the C++ language, which facilitates seamless integration
with THYME. Furthermore, the NS-3 development community provides a rich set of real-world,
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network component models that include the MPLS routers and OpenFlow switches employed in
this work.
4.1.1 MPLS
As an overlay technology, MPLS provides IP services over legacy TDM devices and integrates
multiple transport technologies such as fiber, SONET, and Digital Microwave. Furthermore,
MPLS realizes the NERC Critical Infrastructure Protection (CIP) standards, in part, due to its
non-routable nature [12, 11]. Specifically, MPLS routers on a Label Switch Path (LSP), excluding
the end-point Label Edge Routers (LERs), forward packets based on the MPLS label, and not
the IP address to port mappings found in the Routing Information Base (RIB) which is common
to routers. MPLS provides fast, efficient forwarding of IP packets by adding a new label to the
header of a frame.
4.1.2 OpenFlow
The fundamental components of the OpenFlow Architecture include a flow table, secure channel,
and OpenFlow protocol such that the control and data paths are separate [65, 66, 67, 68, 69].
Below is a high level description of the OpenFlow mechanisms:
1. The OpenFlow (OF) controller uses the OF protocol to install flow space rules in the flow
table of the OF switch preemptively or at run time.
2. As flows from substation communication systems arrive at the OF switch, they are checked
against a list of flow space rules in the flow tables.
3. If a packet from a stream does not match any rule in the flow table, the first packet of this
stream is encapsulated and transmitted to the OF controller for further evaluation.
4. After evaluation, the OF controller installs a new rule for this type of packet and all subse-
quent packets encounter similar actions without visiting the OF controller.
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OpenFlow Model
The above functionality may be implemented with Learning OF switches or Intelligent OF switches.
A Learning Switch Controller (LSC) creates a dynamic table mapping source IP address to switch
port for each ingress packet of a flow. Subsequent packets are forwarded by the OF controller to
their destination if the destination IP address in these packets are found in the table. An obvious
disadvantage of the Learning Switch is that every packet on egress at the switch is forwarded to
the OF controller, and for this reason the OF controller becomes a bottleneck to the network.
The Intelligent Switch Controller (ISC) includes the basic features of the LSC. Additionally,
it employs a flow installation mechanism that inserts rules and corresponding actions in the flow
table of the switch [70, 71, 72, 73, 74, 75]. Unlike the Learning Switch, the Intelligent Switch has
mechanisms in the OF controller to mimic the functionality of the Label Switch Paths (LSPs) in
MPLS.
Two important OpenFlow parameters that could potentially degrade network performance are
the “idle timeout” (the time such that if no packets are received, a flow is removed from the flow
table ) and the “hard timeout” (the time such that all flows are removed from the flow table whether
packets are in route or not). These parameters do not exist in MPLS. Since the communication
nodes at the generators are transmitting protection data at millisecond intervals, the “hard timeout”
parameter was disabled to avoid unnecessary removal of flows from the flow table.
Link and Traffic Model
The link and traffic model presented here is similar to that presented in Section 3.2 of Chapter 3
with added consideration for the OpenFlow component of the hybrid model. For the substation
network, communication nodes are located at every substation such that interconnectivity of these
nodes are identical to that of the underlying power network. Furthermore, two categories of traffic
were considered: protection and background. Section 3.1 of Chapter 3 provides a detailed de-
scription of our protection traffic scheme. Background packets are generated by each node using
a hypothetical ON/OFF model originally developed for Ethernet traffic [62, 63]. Data rates for the
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background data are taken from experiments reported in [59, 60, 61]. Table 3.2 summarized these
experimental data rates.
The ON/OFF model for generating background traffic works as follows. The first transmission
of background traffic by a node occurs at a time selected from a uniform distribution with mean
of 1.75s. The node transmits 64 byte packets at a rate of 400 Kbps (i.e., approx. 780 packets per
second) for 2s. Transmission of data then stops for 1.5s, which forces the expiration of flows in
the OpenFlow switch if its idle timeout is 1s or less. When the 1.5s pause is over, transmission
starts again and this pattern is repeated.
Unlike the node module in NS-3, the MPLS and OpenFlow modules in NS-3 do not model
queuing delays. For this reason, the delay presented subsequently is a combination of delay within
the substation network and delay within the backbone network. The backbone network only con-
siders the transmission delay: αps
αbw
where αps is the packet size and αbw is the bandwidth. However,
the substation network considers both the transmission delay and the queuing delay at each node.
4.2 Simulation Studies
Two simulation studies were considered for the power system model and control scheme described
in Section 3.1 of Chapter 3, using the following technologies in the backbone communication
network:
1. MPLS routers
2. OpenFlow Intelligent Switches
For each simulation study, the IEEE 118 bus case shown in Figure 4.1 was first considered and
then subsequently, the 300 bus case [58]. To evaluate the 300 bus communication network, the 300
bus case was substituted for the 118 bus case, maintaining four links between the inter-substation
network and the two MPLS/OpenFlow core nodes. All subsequent plots have subscripts of 118
and 300 in the legend to distinguish between results for the 118 and 300 bus case, respectively.
The subsequent sections refer to a network with ISCs as OpenFlow.
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The initial disturbance in each simulation occurs at t = 1, when generator 6 on bus 49 of the
IEEE 118 bus is disconnected from the power system. For the 300 bus system, generator 4 on bus
79 is disconnected. The controllers for speed and voltage at the generators are disabled, and so
control of the loads is the only means for damping the frequency excursions that begin after the
disconnections.
Using this scenario, two sets of parameters were considered for the network by including or
omitting background traffic and by varying the bandwidth of the links labeled C and D in Figure
4.1. Table 4.1 shows the two parameterizations that are used. For each parameterization, the ef-
fectiveness of MPLS and OpenFlow were compared for implementing load control. Specifically,
comparisons were made for final voltages in the power network, the average frequency variation
for the generators, the amount of load that is adjusted, and throughput and latency in the commu-
nication network. In all figures where an ”idle timeout” of 1 or 2 seconds was not specified, the
result for either time out values were identical.
Figure 4.1: Communication network for IEEE 118 bus case of the Power System’s Test Case
Archive.
4.2.1 Simulation study #1
This section considers a high performance network where the bandwidth on all links is set to
1Gbps and no background traffic exists. This simulation provides a benchmark for all subsequent
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Network Parameters BW:SS1 BW:SS2
A 1 Gbps 1 Gbps
B 1 Gbps 1 Gbps
C 1 Gbps 500 Mbps
D 1 Gbps 100 Mbps
Background traffic no yes
Table 4.1: Network parameters for simulation study 1 (SS1), and 2
experiments; the network is optimal, with a bandwidth of 1Gbps at all tiers, and protection data is
the only traffic on the network.
Figure 4.2 compares the initial and final bus voltages for this scenario for the 118 bus system.
For this figure, as well as all other figures in Section 4.2.1, the ”idle timeout” for the OpenFlow
simulations did not affect the results as protection packets were continually streamed through
the communication network. As noted, the voltage profile using MPLS is comparable to that of
OpenFlow (OF). For these two cases, only generator 6 fails. From this figure, “Final Voltage:
No Load Control*” coincides with the final voltage profile for both MPLS and OpenFlow cases.
However, without load control, generators 5, 6, and 7 go offline within the first second of the initial
failure. Simulation Study #2 reflected similar results. For the 300 bus system, generator 4 failed
with load control but generators 4 and 40 failed with no load control. Though these plots have
been omitted, voltage profiles for both MPLS and OpenFlow were comparable for both simulation
studies.
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Figure 4.2: Comparison of initial and final voltage profiles for a high bandwidth
OpenFlow/MPLS communication network where only protection traffic exists.
When generator 6 of the 118 bus case fails, the frequency begins to decrease and demand
gradually exceeds supply. Figure 4.3 shows that without load control, a failure of generators 5,
6, and 7 brings the frequency deviation dangerously near the threshold of ±1% of the nominal
frequency set for generators to go offline [76].
For the cases where load control is used, though generator 6 is offline, the remaining 18 gener-
ators are able to supply sufficient power to loads to stabilize the frequency. This result is expected
as generator 6 contributes only 4.7% of the total power.
From Figure 4.3, the origin of the graph corresponds to our nominal frequency of 60Hz. As il-
lustrated by the MPLS and OpenFlow results, reducing the demand imposed by the loads prevents
a drop of frequency. In particular, as the frequency begins to drop, the load adjustment scheme
is executed and a slight increase is noted at approximately 2.5s. Eventually, near 5s, the system
becomes stable and only one generator (generator 6) goes offline.
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Figure 4.3: Comparison of resulting frequency profiles for the MPLS and OpenFlow networks
For the 300 bus system, the frequency deviation is smaller since generator 4 constitutes 0.5%
of the total power provided by 64 generators. As shown in Figure 4.4, there is a dip in the fre-
quency at 2s, but the system quickly stabilizes.
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Figure 4.4: Comparison of resulting frequency profiles for the MPLS and OpenFlow networks
Figure 4.5 shows the value of fα imposed by the control center on loads. As described in
Section 3.1 of Chapter 3, Equation 3.8, fα is restricted to 0.1. However, in the graphs depicting
fα, the values have been normalized such that 0.1 is equivalent to 100% load adjustment. As shown
in Figure 4.5, there is an initial “ramping-up” throughout the first 5s for the 118 bus case. From 6s
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onwards, though, the graph becomes stable for both MPLS and OpenFlow network configurations.
For the 300 bus case, load shedding occurs throughout the first 2s. Subsequently, there is a gradual
increase in power consumed by loads as the system stabilizes.
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Figure 4.5: Comparison of resulting rate of load adjustment for MPLS and OpenFlow networks
NS-3 has the concept of a (unidirectional) flow which contains statistics for every transmission
between source-destination node pairs. For each flow, these statistics include the associated mean
delay, number of packets transmitted, and number of packets lost. For all flows which arrive at the
control center, Equation 3.9 gives the throughput value.
Figure 4.6 portrays the throughput measurement for this simulation study. Both the x and y
axis are plotted in log scale to demonstrate that the throughput does not go to zero. One interesting
observation is that the initial throughput at the onset of the simulation is highest and decreases as
the system stabilizes. This is caused by the rapid adjustment of the loads in the first part of the
simulation; comparing Fig. 4.5 and Fig. 4.6 shows that the throughput and rate of adjustment are
closely related. For this simulation study, the Packet Loss Ratio (PLR) was 0.
Equation 4.1 calculates the Round Trip Time (RTT) as follows:∑ζ
i=0 βi
ζ/2
(4.1)
where β is the mean 2-way delay extracted from each flow, and ζ is the total number of flows
between every source-control center node pair. In the denominator, ζ is divided by 2 because each
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flow is unidirectional. For Simulation study #1, the RTT value only considers protection traffic
(i.e. background traffic is excluded). In particular, RTT was 0.294ms for the MPLS backbone
network and 0.232ms for the OpenFlow backbone network when the 118 bus case was considered.
For the 300 bus case, the RTT for MPLS and OpenFlow backbones were 0.312ms and 0.358ms,
respectively.
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Figure 4.6: Comparison of throughput (traffic generated and received) for a high bandwidth
MPLS/OpenFlow communication network where only protection traffic exists
4.2.2 Simulation study #2
Simulation study #2 repeats the MPLS and OpenFlow simulations from simulation study #1 but
adds background traffic and reduces the bandwidth of links C and D. For the 118 bus case, Figures
4.7 and 4.8 show small and almost insignificant changes in frequency and load adjustment profiles
for the range of ”idle timeout” values considered; OpenFlow simulations with the ”idle timeout”
set to 1s and 2s yield identical results.
Figure 4.7 shows the average frequency in simulations with OpenFlow and MPLS. Most im-
portantly, though the graph depicts rapid “zig-zag” behaviors, the load shedding facilitated by
both MPLS and OpenFlow, depicted in Figure 4.8, was sufficient enough to contain the frequency
deviation well within the 1% threshold set for generators to transition offline.
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Figure 4.7: Comparison of resulting frequency profiles for MPLS and OpenFlow communication
networks
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Figure 4.8: Comparison of resulting rate of load adjustment when using an MPLS/OpenFlow
network
Figure 4.9 shows the frequency profile for the 300 bus case. As opposed to the smaller 118
bus case, deviations were observed between 2s to 6s, with the MPLS and OpenFlow-2s networks
stabilizing after 6s. However, there is a noticeable increase in the deviation for the OpenFlow-1s
network which can be attributed to congestion and constant removal and re-installation of flows
every second. The OpenFlow-1s network approaches a stabilized state after 12s.
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Figure 4.9: Comparison of resulting frequency profiles for MPLS and OpenFlow communication
networks considering the 300 bus system
In Figure 4.10, rapid changes in load adjustment measurements transmitted from the control
center to the loads are apparent. Unlike simulation study #1, the OpenFlow-1s network rapidly
sheds load 3s after the OpenFlow-2s network. Most importantly, at 6s when the OpenFlow-1s
network rapidly load sheds, both the MPLS and OpenFlow-2s networks have stabilized. Once
again, these delays can be attributed to congestion and the 1s timeout parameter to remove idle
flows from the OpenFlow switches.
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Figure 4.10: Comparison of resulting rate of load adjustment when using an MPLS/OpenFlow
network
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Figures 4.11 and 4.12 show the throughput for both the OpenFlow and the MPLS backbone
networks. As the number of sources of background traffic increase, the throughput increases to a
peak value. Then, as initial background sources reach the end of the 2s “ON” interval, the peak
decreases. This summation of uniform distributions results in a series of normal distributions with
peaks occurring at every 3.5s interval. In Figure 4.11, the throughput measurement for the MPLS
Low BW network was identical to that for the OpenFlow network where the flows did not expire
(i.e. OF Low BW-2s). Most importantly, given a randomized packet generation start-time from a
uniform distribution with a mean of 1.75 and a time out value of 1s, the likelihood that all flows
will expire simultaneously decreases. As a result, the throughput for the OF Low BW-1s network
(where flows expire) occasionally decreased by a fraction of 1Mbps from the scenario where flows
did not expire. For the larger 300 bus case in Figure 4.12, with a decrease in bandwidth, increase
in congestion, and the given timeout parameters, the maximum throughput deviation between the
MPLS Low BW, OpenFlow-1s, and OpenFlow-2s was approximately 5Mbps.
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Figure 4.11: Comparing throughput for a low bandwidth MPLS/OpenFlow communication net-
work where background and protection traffic exists. MPLS and OpenFlow High BW are the
benchmark throughput values for the high BW network in simulation study #1 with the addition of
the background traffic profile for simulation study #2. MPLS Low BW represents a Low BW MPLS
network and OF Low BW-Xs represents the simulation of an OpenFlow network with a timeout
value of X seconds.
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Figure 4.12: Comparing throughput for the 300 bus case.
The substation communication network used NS-3’s Open Shortest Path First (OSPF) routing
where all nodes are configured with a routing table that contains an entry for every destination.
Furthermore, these nodes were configured with the Drop-Tail-Queue model characterized by the
variable MaxPackets, where MaxPackets was set to 1000 for the 118 bus case and 10, 000 for
the 300 bus case. The Drop-Tail-Queue realizes a First In, First Out (FIFO) queuing scheme that
drops tail-end packets when the queue is full.
Considering the MPLS High BW network for the 118 bus case, the PLR and RTT were 0 and
0.18ms, respectively. For the MPLS Low BW and OF Low BW-2s networks, the average PLR and
RTT were approximately 0.41 and 3.44ms, respectively. Finally, for the OF Low BW-1s network,
the average PLR and RTT were 0.44 and 3.91,respectively. With the exception of the MPLS
High BW network, the PLR values are substantially high as packets are dropped at the queues.
For the 300 bus case, the PLR and RTT values were much higher but similarly comparable for
the networks considered. For example, the PLR and RTT for the MPLS High BW network was
0.59 and 21.6ms, respectively. For the OpenFlow High BW network, the PLR and RTT was 0.61
and 22.7ms, respectively. In real-world networks, network engineers will not design networks to
exhibit such high PLR values.
Finally, though the results are comparable, MPLS provides the best performance characteris-
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tics. However, with MPLS the LSPs are pre-configured, allowing traffic arriving at the egress of
all routers to be forwarded immediately. On the contrary, paths are constructed during transmis-
sion of packets for OpenFlow: a sub-optimal configuration for operating an OpenFlow switch.
However, OpenFlow allows installation of flows/paths prior to transmission of packets, thereby
operating more closely as an MPLS router and bridging the small performance gap between the
two technologies.
4.3 Summary
This work is the first phase towards demonstrating that a relatively inexpensive OpenFlow switch
can perform as well as an MPLS switch when used for control in the smart grid. In particular,
a hybrid model that integrates the continuous time behavior of the power grid with the discrete
event behavior of the network was developed. Our results indicate that setting the OpenFlow
timeout parameter to expire before the completion of a transmission, can decrease the throughput
and increase the PLR and RTT of a network. However, the resulting throughput, PLR, and RTT is
comparable to that of an OpenFlow network where flows do not expire or MPLS low bandwidth
network with similar traffic demands. An OpenFlow network that is configured such that the
timeout parameter exceeds the completion of a transmission performs comparably to its MPLS
counterpart under similar network constraints. Furthermore, preemtive installation of flows in
OpenFlow can realize an even higher level of performance. Finally, since OpenFlow supports all
features of MPLS, it can seamlessly co-exist with MPLS devices.
In this chapter, we demonstrated via simulation that an OpenFlow network performs as well
as MPLS. However, the current OpenFlow hardware does not readily support MPLS. In any case,
can we use commercially-available OpenFlow hardware to provide similar mechanisms as MPLS?
Chapter 5 addresses this issue.
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Chapter 5
Software Defined Networking (SDN) in
GENI: Experimental Evaluation of
OpenFlow Technology for Smart Grids
It has been demonstrated that OpenFlow can provide similar services as MPLS using Open VSwitch
software switches [13]. However, to date, the current OpenFlow hardware does not readily support
MPLS. In any case, can we use commercially-available hardware in GENI to provide MPLS-like
functionalities? To answer this question, we contribute the following:
1. An OpenFlow controller that implements an automatic fail-over mechanism and traffic engi-
neering services such as auto-route, load balancing, flow preemption, auto-bandwidth, and
fast re-route.
2. A Demand Response (DR) smart grid application that transmits traffic created by cyber
physical systems
The structure of this chapter is outlined as follows: Section 5.1 builds on the introduction
by providing necessary background and state-of-the-art for networking solutions within utility
companies. We review various research projects that consider simulations, emulations, and real-
time communication network implementations and experiments for the smart grid. Section 5.2
presents a high level overview of the smart grid model. In particular, details are provided for the
Electro-Mechanical prototype and overall smart grid prototype. We also present a brief review of
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the OpenFlow architecture. Section 5.3 describes the three experiments conducted and provides
the resulting throughput, frequency response, and load shed performance results. Section 5.4
presents a discussion on the applicability of this work in the real world and setbacks encountered.
Finally, Section 5.5 discusses the benefits and shortcomings of current hardware and highlights
the future direction of this work.
5.1 Background and Related Work
Utility companies have been reluctant in adapting to the changing demands in communication
networks to support increasing smart grid tools and applications for several reasons. On one hand,
they are tasked with providing reliable and secure communications to clients thus, being almost
surely driven towards communication solutions that have been well vetted over the years. For util-
ities unable to maintain their own private networks, service providers are subcontracted to support
communication network services. On the other hand, research in designs of alternate networking
architecture will unlikely be deployed without a demonstration of an actual prototype under re-
alistic conditions. Deployment of a prototype in the production setting of a utility company will
almost surely be discarded, not only due to the tradition of utilizing tried and tested solutions, but
also due to the steep fines of millions of dollars per day charged by NERC should a utility be in
violation of any standards.
A driving force towards deploying innovative ideas can be attributed to the three phases of:
1. developing thorough models
2. exhaustively testing these models on simulators
3. exhaustively testing these models in real-time
To date, phase one has gained considerable attention as several models exist that consider the
continuous dynamics of the Power Grid through ordinary differential equations [77, 78]. However
in phase two, few models that integrate both Power and network models are prevalent in literature
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[79]. One of the first attempts at this class of hybrid simulators can be attributed to EPOCHS. The
EPOCHS framework federates close-source discrete-event and continuous time packages through
a mediating control agent [80]. In particular, both power and communication system simulations
run simultaneously but independently, until they arrive at a predetermined synchronization point.
At this point, the simulations pause while a mediating agent accesses the internal data of both
simulators and executes a data exchange routine between simulators. Subsequently, the simulators
resume executing until the next synchronization point. As a first-cut effort, EPOCHS’ contribution
was the foundation of other such simulators. However, it has been proven that this approach
introduces timing errors due to the difficulty in selecting synchronization points. This framework
can produce behaviors which are independent of the actual model [81].
An improvement to the EPOCHS framework demonstrates the removal of synchronization
point dependence by using the global scheduler of the communication network simulator [81].
Specifically, the power system dynamic simulation is divided into several discrete events dis-
tributed over the simulation time-line. Events from both simulators are entered into the global
scheduler of Network Simulator 2 (NS2), which allows instant response to events.
A second approach is that of the open source ADEVS modules, that models continuing dy-
namics of power systems through the DEVS framework. In DEVS, continuous time dynamics
are represented by discrete-events using state-detection mechanisms such as zero crossings [82].
Discrete events from both simulators are implemented by the global scheduler of NS2, as was
done in the previous approach. Finally, the ADEVS approach not only closely approximates the
costly GE Positive Sequence Load Flow (PSLF) package used in the previous approaches, but by
virtue of its open source origins, the ADEVS modules are free for research purposes and provide
seamless integration between continuous time and discrete event simulators.
A third approach is an improvement to the ADEVS approach. In this approach, the Toolkit for
Hybrid Systems Evaluation and Modeling (THYME) was integrated with the Network Simulator
3 (NS-3) simulation tools (see [64, 53]) to compare the performance of MPLS and OpenFlow
networks in the context of a hypothetical smart grid application [83].
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Another class of simulations have been conducted using the mininet simulation framework to
demonstrate that OpenFlow can provide similar services to MPLS using an OpenFlow control-
plane and the same push, pop, and swap behavior used in the MPLS data-plane [84, 85]. Further-
more, researchers demonstrated a low-cost MPLS Label Switch Router (LSR) using NFPGAs that
realizes an implementation of Label Distribution Protocol (LDP) using the Quagga routing suite
[14].
In phase three, several experiments exist, including a research project which seeks to develop
technologies to integrate fixed (hydro, flywheel, and compressed air) and mobile (batteries in cars)
storage to the power grid [86]. However, these projects rely on existing network architectures
where innovation is restricted to features enclosed in the “box” [87, 88, 89, 90, 91].
For this reason, the Global Environment for Network Innovation (GENI) at the U.S. National
Science Foundation provides researchers network resources, scale, realism, and control necessary
to deploy prototypes and evaluate new networking architectures. To date, the OpenFlow specifi-
cation 1.1.0 supports MPLS; however, the current commercial hardware does not. In this project,
we integrate the current network hardware in GENI and the power resources of Kansas State Uni-
versity as a smart grid prototype where automatic fail-over and traffic engineering services are
provided.
5.2 Power and Smart Grid Model
Figure 5.1 illustrates a high level view of a smart grid where a network provides the communi-
cation and control to the generation, transmission, and generation components of the grid. This
model provides visibility to the Control Center (CC) and allows customers to interact with the
system.
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Figure 5.1: Model of the smart grid
5.2.1 The Electro-Mechanical Model
The power system test-bed in Figure 5.2 displays a 4-bus system consisting of three synchronous
generators (G1, G2, and G3), three transmission lines, and three loads. During normal operation,
G3 at bus 1 produced 95W. A 3-phase autotransformer was placed at bus 1 to reduce the voltage
from 208V to 138V to accommodate the equipment’s voltage requirements. A 3-phase diode
bridge rectifier and capacitors were placed on the low side of the transformer to form a 160V DC
bus. The DC bus had 2 loads: an 11W fixed load and an Agilent 6063B variable electronic load
operating in constant resistance mode. Nominally, the electronic load’s resistance was set at 200Ω
(120W). A 90W load and a generator (G2) operating at 120W were connected to bus 2. G3 at bus
3 normally produced 65W and there was no load at bus 3. The buses were connected in a loop with
inductive transmission lines. Each transmission line had a reactance of j1.2241Ω. In order to test
the load shedding action, the circuit breaker on generator 3 (CB G3) was opened, disconnecting
G3 from the system. The loss of G3 was enough to depress the system frequency by at least 3Hz.
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Figure 5.2: Prototype of the power grid
5.2.2 The Smart Grid Prototype
Figure 5.3 provides details of the smart grid prototype. Resources are divided into two groups: re-
sources of K-State and resources of GENI. At K-State, an analog to digital converter converts the
analog voltage to its digital equivalent. This digital signal is transmitted to a micro-controller that
counts the width of each pulse to provide an estimation of its period. The period is then serially
transmitted to ksuHost1. A generator agent (GA) at ksuHost1 transmits 1 period measurement, for
every 15 samples received from the micro-controller (i.e. protection traffic), through the network
to the Control Center agent (CCA) in GENI. Assuming the frequency has deviated from the nomi-
nal value of 60Hz, the CCA transmits load shed measurement to the load agent (LA) at ksuHost3.
The LA communicates to the Agilent 6063B variable load through a GPIB connection to adjust
the load accordingly such that a frequency of 60Hz is maintained. Additionally, a loop topology
exists in the GENI core for redundancy and dual-homing purposes, and an OpenFlow controller
residing at the control center, provides the control plane control for all OpenFlow switches in
GENI. ksuHost2 generates streams of background traffic to the host at the Control Center.
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Figure 5.3: Integration of the power grid and communication network to realize a prototype of the
smart grid. I2 and NLR correspond to OpenFlow switches in the research backbones of Internet2
and National LambdaRail. HOUS, ATL, SUNN, SEAT, DEV, and CHIC correspond to OpenFlow
switches in Houston TX, Atlanta GA, Sunnyvale CA, Seattle WA, Denver CO, and Chicago IL,
respectively.
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5.2.3 OpenFlow Architecture
Figure 5.4 illustrates the fundamental components of the OpenFlow Architecture: flow table, se-
cure channel, and OpenFlow protocol [65, 92, 66, 93]. As shown, the control and data planes are
decoupled, a fundamental feature of Software Defined Networks.
Figure 5.4: OpenFlow architecture
A high level description of the OpenFlow mechanisms is detailed below [65]. Note that a
“flow” in OpenFlow is an abstract construct for a stream of packets with identical header fields.
For example, there could be a TCP or UDP flow of packets.
1. The OpenFlow (OF) controller uses the OF protocol to install flow space rules in the flow
table of the OF switch preemptively or at run time.
2. As flows arrive at the OF switch, they are checked against a list of flow space rules in the
flow tables.
3. If a packet from a stream does not match any rule in the flow table, the first packet of this
stream is encapsulated and transmitted to the OF controller as a “packet-in” message for
further evaluation.
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4. After evaluation, the OF controller installs a new rule for this type of packet. All subsequent
packets encounter similar actions without visiting the OF controller.
5.3 Experiments
5.3.1 Software Defined Networking-Traffic Engineering (SDN-TE)
Traffic engineering can be defined as steering traffic in under utilized links. The MPLS solution
involves the three phases: 1) creating tunnels, 2) routing traffic through these tunnels, and 3) using
tunnel features for management. Phase one includes topology discovery using Interior Gateway
Protocols (IGPs) such as Open Shortest Path First (OSPF), path calculation using protocols such
as Constrained Shortest Path First (CSPF), and label distribution using protocols like Resource
Reservation Protocol (RSVP). Phase two includes mechanisms for static routing, Policy Based
Routing (PBR), and auto-route. Finally, phase three includes features such as auto-bandwidth and
fast reroute for tunnel management. Our SDN-TE solution also has the three similar phases of
1) creating flows, 2) forward traffic through flows, and 3) using flow features for management.
For phase one, we utilize the Link Layer Discovery Protocol (LLDP) as the foundation of the
discovery OF application (to discover the topology). This application is integrated into our Core
OF application that maintains a module which reads the flow description from an external file.
Flows are described in a tuple that contains the following seven elements:
1. Source datapath/switch identification (dpid: in decimal)
2. Destination dpid (in decimal)
3. Flow priority: an integer ranging from 0-7 where 0 represents the most important flow
4. Reserved bandwidth: an integer representing the allocated bandwidth in Mbps
5. “Yes” or “no”: whether sub-pools will be implemented
6. Traffic type: such as User Datagram Protocol (UDP) or Transmission Control Protocol
(TCP)
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7. “Yes” or “no” (whether auto-bandwidth is enabled)
CSPF is also used for path calculation and, finally, OpenFlow is the protocol used to install
flows. For phase two, our auto-routing module forwards traffic through flows, and phase three
utilizes traffic engineering features similar to that of MPLS. To obtain the actual throughput mea-
surements from the dpids, we integrated the default OpenFlow “Monitoring” application with our
Core OF application and utilized the switch statistics application programming interface (API).
Prior to deploying the Demand Response (DR) application, we demonstrate the traffic en-
gineering features of our OF controller on GENI. In Figure 5.5, the top graph captures traffic
through the backup path and the bottom captures traffic through the primary path of Figure 5.3.
The auto-route module initially installs four flows of UDP traffic with the respective port num-
bers 6000-6003. Load balancing is disabled and all flows are routed through the shortest path.
Auto-bandwidth is enabled for flow 6003. The global reservable bandwidth for each link is set to
450Mbps and reserved bandwidth for flows 6000-6002 is 110Mbps, resulting in a total reserved
bandwidth of 330Mbps. Using a shell script, the 6003 flow is incremented at pre-defined intervals.
As shown in the bottom graph, the auto-bandwidth mechanism reflects the actual throughput of
flow 6003. When the total capacity exceeds the global reservable link bandwidth (450Mbps), the
preemption mechanism is activated and flow 6003 is rerouted through the long path.
80
0 20 40 60 80 100
0
200
400
600
800
1000
Th
ro
ug
hp
ut
(M
bp
s)
Time(s)
Short Path
 
 
6000
6001
6002
6003
0 20 40 60 80 100
0
200
400
600
800
1000
Th
ro
ug
hp
ut
(M
bp
s)
Long Path
 
 
6003
Figure 5.5: OpenFlow traffic engineering services on GENI
5.3.2 Demand Response
The following experiments considers a DR smart grid application which utilizes load shedding
to regulate the power grid’s frequency. More specifically, customers provide consent to utility
companies seeking to regulate the on/off period of electric appliances to reduce the load during
peak periods of demand. In exchange, customers receive fringe benefits such as a lower rate for
electricity. What has this achieved? During peak periods, usually between the hours of 5pm to
7pm, residents return home from work and school, and air conditioning units, washers, dryers, and
stoves are turned on. It is during this critical period of increasing load that utility companies have
to choose to do nothing and risk cascading failures, “fire-up” backup generators, which could cost
thousands of dollars and will be turned off at the end of the two-hour period, or seek alternative
means to reduce the peak demand. Therefore, demand response is a compromise that reduces the
demand and results in financial rewards for both the utility and the customer. However, demand
response is as efficient and reliable as the supporting network infrastructure.
For all experiments, the objective is to maintain the nominal frequency of 60Hz. We consider
three synchronous generators providing electricity to fixed and variable loads where the variable
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loads represent appliances such as air conditioning units that can be toggled off and on. The
Generator Agent (GA) at ksuHost1 transmits the period measurement corresponding to the analog
frequency of the generators to the Control Center Agent (CCA). The CCA then executes Algo-
rithm 4 as part of the load shedding control logic and transmits load shed measurements to the
Load Agent (LA):
Algorithm 4 Control Logic for Load Shedding
fnom :=Nominal frequency of 60Hz
fact :=Actual frequency from load agent
fdev :=The deviation of the actual frequency from the nominal frequency
fthres :=The frequency threshold was set to 0.1
Kp :=The gain for the control system which was 5
Ri :=Initial resistance of 200 Ω
Rsf :=Resistance scaling factor
Rnew :=New resistance
for (;;) do
Convert period (in seconds) from GA to frequency (in Hz)
fdev = fnom − fact
if (fdev > fthres or fdev < −fthres)
Rsf = fdevKp
Rnew = Rsf +Ri
Transmit Rnew to the LA at ksuHost3
Ri = Rnew
end if
end for
To trigger a deviation from the nominal frequency, we fail G3. As the frequency deviates from
the nominal value of 60Hz, the CCA utilizes the logic in Algorithm 4 to transmit load adjustment
measurements to the LA. The LA in turn adjusts the variable load accordingly to achieve the
nominal frequency. We conduct this experiment under the following conditions:
1. With the CCA at KSU in order to obtain the benchmark frequency response and load shed-
ding profile
2. During a failure on the primary path where fail-over mechanisms are implemented to reroute
traffic onto the backup path
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3. Injecting streams of traffic to congest the network
4. Streams of traffic are load balanced through the network
For all experiments, we compare the frequency response and load shed profile to that of the
benchmark case where the CCA was deployed at KSU. Initially, we conducted the DR experiment
without load control and observed that all generators quickly went outside their operating limits
within 5s. The following subsections present details of the three experiments and the results
obtained.
5.3.3 Experiment 1: Automatic Fail-over
To demonstrate the automatic fail-over mechanism, it was necessary to create a logical link failure
on the primary path. To accomplish this task, we modified the discovery module of the Network
Operating System (NOX) package that utilizes the Link Layer Discovery Protocol to establish
the network topology. Algorithm 5 realizes a link failure for a given source-destination pair of
adjacent OpenFlow switches:
For this experiment, we only considered protection traffic in the network (i.e. traffic between
agents). At approximately 27s into the experiment, we failed G3 and, as shown in Figure 5.6, the
frequency began to deviate from the nominal value. Approximately 29s, we also failed a link on
the primary path. Figure 5.7 captures the throughput in the backbone network for the duration
of the experiment. In particular, the automatic fail-over mechanism was able to reroute all traffic
in less than 20s, considering a bi-directional distance of thousands of miles. Given a Round Trip
Time (RTT) of 200ms (as opposed to .09ms for the benchmark case), Figure 5.8 shows an increase
of 20 Ω of load shedding.
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Algorithm 5 Link Failure Algorithm
Ai,j :=The adjacency structure that contains all source-destination (i, j) dpids (i.e. OpenFlow
datapaths/Switches) and the time of discovery
tf :=The time to fail a link
tc :=The current time
tl :=The time set to delete a link from Aij
src :=The source dpid that connects the link to be removed
dst :=The destination dpid that connects the link to be removed
for (;;) do
Update the topology using LLDP
if i ∈ Aij == src and j ∈ Aij == dst and tc > tf
Do not update the time for link Asrc,dst
else
Update adjacent dpids in the Aij
end if
if tAi,j > tl
Link (i, j) has timed out
Delete i, j from Ai,j
end if
end for
Figure 5.6: Comparison of the frequency response for a failure at G3 as an automatic fail-over
mechanism reroutes traffic through the backup path to the benchmark experiment where CCA
resided at KSU
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Figure 5.7: Throughput through the backbone network as automatic fail-over ensues
Figure 5.8: Comparison of the the load shed profile as an automatic fail-over mechanism reroutes
traffic from the primary to the backup path
5.3.4 Experiment 2: Congestion
In this experiment, we investigated the impact of congestion on frequency response and load shed-
ding profile. In particular, we used the queuing mechanism of the OpenFlow switch in KSU to
transmit 5 TCP streams of 190Mbps and 1 TCP stream of 50Mbps with the objective of incre-
mentally “filling the pipe” with 1Gbps (which is the capacity of the GENI backbone network) of
“background” traffic. Figure 5.9 demonstrates the “max rate” queuing feature of the Pronto 3290
OpenFlow switch at KSU. Two 900Mbps streams originate from two source hosts, destined to
85
a single destination host. Within the first 6s to 14s, the congestion control mechanisms of TCP
result in a throughput of approximately 50Mbps, as compared to the 900Mbps throughput realized
by the User Datagram Protocol (UDP). At 15s, queues of 500Mbps are installed and, as shown,
both TCP and UDP streams attain a throughput of 500Mbps. At 38s, the queues are removed and
original behavior resumes.
Figure 5.9: Max rate feature for queues on the Pronto 3290 OpenFlow switch
In this experiment, the streams originating from ksuHost2 are destined for the host at the Con-
trol Center. Figure 5.10 shows a cross section of the rate at which packets are transmitted by the
GA and received by the CCA. The “generator” stream represents protection traffic transmitted by
the GA and “x streams” represent the number of streams x, that existed through the backbone
network on the primary path. As shown, though the number of streams increase, arrival rate at the
CCA remains fairly constant (1 packet every second) with a slight delay between the transmis-
sion and arrival of packets. This is expected as the RTT was 98ms on the primary path. Initially,
protection packets were transmitted every 200ms; however, the generators quickly surpassed their
operating limits since the rate at which the frequency measures are updated at the CCA far ex-
ceeded the rate at which load shed commands were executed by the variable load. This was not
expected, as the RTT was 98ms. However, considerable delays exist on the path from the LA
through the GPIB connection to the variable load. Perhaps a more efficient variable load would
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resolve this issue.
Figure 5.10: Rate at which packets are received at the Control Center from the GA
From Figure 5.11, it appears that throughput times overlap for the various streams. However,
Experiment 2 consists of four individual trials and the different throughput values have been ag-
gregated into one plot where the start time of 0s signifies the initial injection of a given number
of streams into the network. Specifically, for each trial, we transmitted x stream/s through the
network, failed G3 and recorded the frequency response and load shed profile for this trial.
Figure 5.11: Throughput in the primary path as streams are incrementally traversing the network
From Figure 5.12, the settling time (i.e. the difference between the times when the frequency
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deviates and when the frequency returns to the nominal value) for all streams is approximately
10s. More importantly, though the frequency returns to the nominal value at 8s for the benchmark
experiment, the settling time was 20s. This can be attributed to the high gain used to compensate
for delays between transmission of a protection packet from the GA to the CCA, and the execution
of a load shed command from the CCA to the LA. This high gain substantially increases the step
size of the resistance measures transmitted to the load. As shown from the benchmark plot, a
high gain and small delay results in an “overshoot” of the ideal resistance value necessary for
the frequency to return to the nominal value. A smaller gain would result in a graceful return of
the frequency to the nominal value for the benchmark frequency. However, this low gain would
increase the settling time for experiments with high latencies between GA, CCA, and LA.
Figure 5.12: Comparison of the frequency responses for each trial where x stream/s traversed the
network in addition to protection traffic from LA
Figure 5.13 shows a range of 80 ohms for all streams. This can be attributed to the absence
of queuing mechanisms on the return path from the CCA to the LA, in addition to inaccuracies in
the initial configuration of the power system.
88
Figure 5.13: Rate at which packets are received at the Control Center from the LA
5.3.5 Experiment 3: Load Balancing
For this experiment, we first load balanced three streams on the primary path and three streams
on the backup path, and then executed the failure of G3. We then compared the result to a second
experiment where we injected all six streams in the primary path and created a separate queue of
10Mbps for the protection traffic. Figure 5.14 displays the throughput in both paths as streams are
load balanced. As expected, the streams through the backup path realized an individual throughput
of approximately 80Mbps (as opposed to about 200Mbps in the primary path) due to the 200ms
latency. This is a direct result of the flow control and congestion mechanisms inherent within the
TCP (Transmission Control Protocol) Iperf streams where long latencies exist.
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Figure 5.14: Throughput on both paths as streams are load balanced in the backbone core network
From Figures 5.15 and 5.16, the results from both QoS and load balancing were similar to that
of the benchmark case. In particular, the QoS experiment shows a graceful return to the nominal
frequency. From the load balancing result, the frequency response and load shed profile is similar
to that of the benchmark case where the resistance necessary to allow the frequency to return to
the nominal value is exceeded. This may be attributed to the sequence in which protection and
background packets are transmitted through both paths, in addition to the sequence in which they
arrive at the Control Center.
Figure 5.15: Comparison of frequency response for the QoS, load balancing and benchmark
experiments
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Figure 5.16: Comparison of the load shed profile for the QoS, load balancing and benchmark
experiment
5.3.6 Fast Reroute (SDN-TE Protection)
We create a separate section for this experiment as the testbed used was located in the Smart-Grid
lab at K-State. Here we compare the Fast Reroute (FRR) mechanism of MPLS to OpenFlow
using hybrid routers that support both protocols. Figures 5.17 and 5.18 illustrate the network
configuration for MPLS and OpenFlow, respectively. In particular, the source host (Src) transmits
traffic to the destination host (Dst). The primary traffic routes are maintained by Sw1, Sw2, and
Sw4 and the backup routes by Sw1, Sw3, and Sw4. We insert a Gigabit Ethernet (GbE) switch
for the purpose of ensuring fairness in our comparison such that the routers are not aware of any
physical disconnections (which is usually the case in real-world scenarios where network media
is cut). Therefore, to execute a link failure, we disconnect the link from the GbE switch adjacent
to Sw1.
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Figure 5.17: MPLS network configuration
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Figure 5.18: OpenFlow network configuration
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During our initial tests with the MPLS FRR mechanism, we observed that when we recon-
nected the link after a link failure, the primary LSP encountered issues while being reconstructed.
For this reason, we used the hot-standby mode of MPLS as opposed to the FRR mode. It is worth
mentioning that for our experiments, the operation of both modes are identical. In particular, in
FRR mode, RSVP is used to establish multiple paths for LSPs and the resources for the primary
as well as the secondary path are allocated. Furthermore, FRR has preemption capabilities which
allow an alternate path to be utilized if one exists that is more attractive than those previously allo-
cated. With hot-standby, resources for both primary and secondary LSPs are allocated. However,
the allocation is manual. Unlike the flexibility of FRR, even though more attractive paths exist,
you are restricted to the defined paths.
For our first experiment, we generate Internet Control Message Protocol (ICMP) pings from
Src to Dst. For both protocols, we first begin by transmitting pings at 1ms intervals, then fail the
link between Sw1 and Sw2. We then repeat this experiment ten times and record the maximum
number of packets dropped. This reflects a worse-case scenario. We then increment the ping
interval to 5ms and repeat the same procedure up to a 50ms ping interval. Figure 5.19 shows that
our OpenFlow implementation drops less packets than its MPLS counterpart.
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Figure 5.19: Comparison of OpenFlow and MPLS FRR mechanisms as ICMP ping packets are
transmitted
For our final experiment, we use the Iperf tool to generate TCP traffic from Src to Dst. While
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traffic is being generated, we execute a link failure and capture the drop in throughput. As shown
in Figure 5.20, the drop in throughput for the OpenFlow implementation is less that that of the
MPLS equivalent.
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Figure 5.20: Comparison of OpenFlow and MPLS FRR mechanisms as Iperf TCP packets are
transmitted
5.4 Discussion
This project is a first-cut exploration into the current capabilities of hardware that supports the
OpenFlow technology for smart grid operations. In particular, we investigated whether OpenFlow
could provide an automatic fail-over mechanism and traffic engineering services such as auto-
route, auto-bandwidth, and fast reroute, using a controller developed within a two-week period.
Other traffic tunneling mechanisms were implemented in the simulative environment of mininet.
However, during the actual deployment process we learned that the HP, NEC, and Pronto switches
within GENI do not support a unified set of actions at all layers in the hardware path, thus hinder-
ing any attempt to rewrite a packet for tunneling purposes. Furthermore, an attempt to utilize the
exploratory pool of the 6-bit Differentiated Service Code Point (DSCP) field for tagging packets
proved unsuccessful, as these values were translated into a level of service in the network and
generally resulted in increased RTTs of up to 1s.
For all GENI experiments, we used OpenFlow to create queues for all traffic streams on egress
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at KSU. Since the initial aggregated throughput on both primary and backup paths was approxi-
mately 10Kbps, we determined that the sequencing of packets at the queues would be unchanged
as they traversed the backbone network. For this reason and in addition to the flow control and
congestion control mechanisms of TCP, all frequency response profiles were identical when all
streams traversed the primary path. However, no queues were created for traffic from the CCA to
the LA. This contributed to variations in load shed profiles for different experiments. Assuming a
high volume of traffic on the backbone GENI network, it would be necessary to implement queues
on other switches on the path to provide similar results.
From a power grid perspective, Control Centers and substations are generally in proximity
to each other (as opposed to spanning multiple states within the US, as was done in this project).
Furthermore, specialized mechanisms are incorporated into substations to provide a more accurate
reading of the generator frequencies. For this reason, a frequency deviation greater than 0.5 would
cause generators to go offline [76]. The mechanisms used in this project consisted of off-the-shelf
and in-lab components. Therefore, this work was a “proof-of-concept” that current hardware can
be used to implement the afore mentioned features.
5.5 Summary
Previous research shows that current software switches can be used to provide MPLS features us-
ing an OpenFlow control plane. To date, the available hardware does not readily support MPLS.
However, can we use OpenFlow with the commercially-available hardware in GENI to provide
MPLS-like features? Given a short period of two weeks and the limitations of the current hard-
ware, we implemented and deployed an OpenFlow controller that provided automatic fail-over
mechanisms and traffic engineering services. These services were used to support real traffic from
cyber physical systems in a smart grid Demand Response experiment that utilizes load shedding
to regulate frequency. Finally, we constructed a test in the K-State Smart-Grid lab to compare
the fast reroute mechanism of MPLS to that of our OpenFlow application. For the given network
scale, the results demonstrate that OpenFlow can have a higher performance level than MPLS.
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This work demonstrates the flexibility and speedy implementation and deployment of a real-
world solution under real-world network conditions. Within a short period of time, we were able
to run complex experiments that span resources in multiple spatial locations from Kansas to Texas
to locations on the West Coast such as California and Washington, and Boston on the East Coast.
It goes without saying that deploying an experiment of such magnitude on GENI is rather complex
and requires a learning curve of the various tools and mechanisms available. Furthermore, there
exists a lag in the current capabilities of the hardware when compared to the capabilities defined
in the OpenFlow specification.
Chapter 6 concludes the dissertation by discussing the applicability and benefits of this work
in evaluating software defined networks for communication and control of cyber physical systems.
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Chapter 6
Conclusions and Future Research
6.0.1 Review
This dissertation evaluates software defined networking for communication and control of cyber
physical systems where the system under consideration is the smart grid. Before evaluating SDN
for the smart grid, we first highlight the importance of designing a robust physical infrastructure
as this sets the foundation for obtaining an even higher level of performance when combined with
software mechanisms.
To date, robustness in complex networks is an ongoing research effort. Among other topo-
logical measures, we use algebraic connectivity from spectral graph theory as our measure of
robustness; the larger the algebraic connectivity, the more robust the network. Since we know
where to add a link to maximally increase algebraic connectivity, we extend this idea to answer
the question of “Where should an edge be rewired to increase algebraic connectivity the most?”
From a panoramic perspective, if we can show that rewiring links yields the same robustness as
adding links, one would opt for a rewiring solution since the cost to constantly add links can be-
come prohibitive. From our analytical results, we conclude that the greatest increase in algebraic
connectivity tends to occur when we disconnect a link between two strongly connected vertices
and attach a link between two weakly connected vertices. To validate these results, we apply the
rewiring strategy on three classes of networks.
From our simulations, we initially compare graphs from the three classes of networks to de-
termine the class that has the highest increase in algebraic connectivity. Our results reveal that
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graphs from Gilbert’s model (Gi) tend to have the lowest initial value for algebraic connectivity
in addition to the highest increase in algebraic connectivity after rewiring. For all classes, we then
compared the increase in algebraic connectivity achieved by rewiring as opposed to adding links.
When we rewired or added links in excess of 5% of the total set of links, the value of algebraic
connectivity for adding links increased monotonically and was greater than the value for rewiring.
However, the number of links rewired or added in the real-world networks is relatively small due to
a high cost factor. In such cases, the increase in algebraic connectivity is similar for both rewiring
and adding links. Therefore, one can conclude that a solution that rewires edges is as robust as a
solution where edges are added. Finally, unlike the monotonic increase in algebraic connectivity
observed when links are added, there exists a rewiring threshold which, once surpassed, algebraic
connectivity remains constant.
At this point, we have developed methods that maximally increase the algebraic connectivity of
a network and hence, increase its robustness. However, what is the impact of increasing algebraic
connectivity in real-world networks? What is the impact when we increase the robustness of a
network? In response to these questions, we created a communication network identical to a
power grid network. We then rewired and added links to this original network to create alternate
variations that improve on the algebraic connectivity of the original. Finally, we created two
scenarios where we first evaluated the topological impact on increasing algebraic connectivity for
each network. For the second scenario, we inserted each network in a hybrid simulator to evaluate
the impact to traffic characteristics as algebraic connectivity is increased.
From our topological results, we deduce that adding/rewiring links creates a more homoge-
neous network with regards to the node degree distribution. Our hybrid simulations revealed an
increase in network performance. In particular, increasing algebraic connectivity generally re-
duced PLR, RTT, and increased the throughput of a network. This implies that a network that
may be ideal for the power grid, may not necessarily be ideal for the communication network.
Furthermore, there were instances where rewiring a network resulted in the same performance
values as adding links. For utility companies at the design phase of deploying a communication
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infrastructure, rewiring a network to increase algebraic connectivity may be more cost-effective
than adding links.
At this point, we delved into evaluating SDN for communication and control of smart grids.
To this end, we were concerned with comparing the “state-of-the-art” networking technology,
MPLS, to OpenFlow. As we mention in the future work, it will be interesting to build on the
previous work of increasing algebraic connectivity to evaluate the performance increase in both
power system and communication network.
This work is the initial step towards demonstrating that an inexpensive SDN OpenFlow tech-
nology can perform as well as MPLS for transmission operations in the smart grid. Specifically,
we integrate an AC power systems simulator with a communication network simulator to realize
the functionalities of the smart grid. We first compared the performance of the two networking
technologies by considering measures such as PLR, RTT, and throughput. Secondly, we compared
the performance on the power system as each technology was employed by evaluating voltage and
frequency profiles. The results indicate that configuring the OpenFlow network similar to that of
an MPLS network provides similar performance levels to MPLS. This configuration includes the
preemtive installation of flows such that the timeout parameter of OpenFlow exceeds the comple-
tion of transmissions.
We have demonstrated via simulation that OpenFlow can perform as well as MPLS for smart
grid transmission operations. Furthermore, researchers have used software switches to show that
OpenFlow can provide similar features to MPLS. To date, the available hardware does not readily
support MPLS. For this reason, this work demonstrates how the flexibility and programmability
of OpenFlow can be used in commercially-available hardware in GENI to provide MPLS-like
features. In particular, we created a prototype of the smart grid using power system components at
K-State and communication networking components of GENI, similar to the functionality of the
hybrid simulator previously introduced. We implemented and deployed an OpenFlow controller
that provided traffic engineering services identical to that of MPLS but using the OpenFlow control
plane. This work demonstrates the flexibility and speedy implementation and deployment of a
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real-world solution under real-world network conditions. Within a short period of time, we were
able to run complex experiments that span resources in multiple spatial locations. Furthermore,
we were able to compare the fast reroute capabilities of MPLS to that of OpenFlow.
6.0.2 Future Work
From the topological component of this dissertation, it will be interesting to consider the impact
to a network’s characteristics when algebraic connectivity is maximally increased. Such networks
can include complex networks such as communication, power grid, and transportation networks. It
would also be interesting to consider rewiring edges to maximally increase other spectral measures
such the spectral radius of a network. Finally, the “greedy” algorithm employed in this chapter
will not necessarily result in the optimal increase in algebraic connectivity. As a result, it would
be interesting to explore various strategies to optimize algebraic connectivity when multiple links
are rewired.
To evaluate the impact of increasing algebraic connectivity in real-world networks, all links
were given a uniform weight of 1. The future work includes developing a mathematical variant of
algebraic connectivity that considers both topology and traffic.
To compare the performance of MPLS and OpenFlow, we created a hybrid simulator that
integrated the continuous-time behavior of the power system with the discrete-event behavior of
the communication network. Both protection and background traffic were transmitted between
the control center and substations as the performance of both the communication network and
power system were evaluated. Future work should quantify the protection traffic arriving at the
Control Center and investigate protection schemes in both MPLS and OpenFlow. Furthermore,
experiments should be developed using realistic smart grid traffic profiles for the communication
network and deploying OpenFlow in real-scale, real-time, and on a real-world testbed, such as
GENI, that conforms to and exceeds the current QoS and security standards established by entities
such as NERC.
For our smart grid prototype, we utilized power system components at K-State and commu-
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nication network components of GENI to evaluate SDN for communication and control of trans-
mission operations. The current hardware limited the granularity of defining flows such that flows
were defined using headers of Layer 2 to Layer 4. As this obviously does not scale, it would be
interesting to run similar experiments such that flows are as flexible as that provided in the Open-
Flow specification. In addition, as the GENI testbed expands, it would be interesting to evaluate
the increase in performance of both the communication network and the power system as alge-
braic connectivity is maximized. From the power system’s domain, it will be of interest to consider
an algorithm that dynamically selects an optimal gain measure given a latency measure between
the generator agent (GA), control center agent (CCA), and load agent (LA). Finally, since fast
reroute is crucial to any cyber physical system, it would be interesting to directly compare MPLS
to OpenFlow on GENI.
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