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Resumen—El reconocimiento de especies de corales basado
en ima´genes submarinas de texturas plantea una gran dificultad
para los algoritmos de aprendizaje automa´tico, debido a la natu-
raleza de los datos y las caracterı´sticas que tienen. Entre otras,
encontramos que los conjuntos de datos no incluyen informacio´n
sobre la estructura global del coral, que muchas especies de
coral tienen caracterı´sticas muy similares y que definir los lı´mites
espaciales entre clases es difı´cil ya que muchos corales tienden
a vivir juntos. Por ello, la clasificacio´n de especies de corales
siempre ha requerido de la ayuda de un experto. El objetivo
de este trabajo es desarrollar un modelo de clasificacio´n precisa
para ima´genes de textura de corales. Nos hemos centrado en dos
conjuntos de datos de ima´genes de texturas y hemos analizado
1) varias arquitecturas de redes neuronales convolucionales, 2)
transfer learning y 3) te´cnicas de data augmentation. Hemos
alcanzado los porcentajes de clasificacio´n ma´s altos usando
diferentes variaciones de ResNet en ambos conjuntos de datos.
Index Terms—Redes Neuronales Convolucionales, Clasifica-
cio´n, Ima´genes de Corales, Inception, ResNet, DenseNet
I. INTRODUCCIO´N
Los arrecifes de coral son ecosistemas marinos tı´picos de
los mares ca´lidos y poco profundos de los tro´picos. Se crean
por la acumulacio´n de esqueletos de carbonato de calcio que
las especies de coral duro dejan cuando mueren. Otros corales
viven despue´s en ellos y expanden el arrecife. Son uno de los
ecosistemas ma´s valiosos del mundo al ser extremadamente
biodiversos. Soportan hasta dos millones de especies y una
cuarta parte de toda la vida marina en el mundo [1]. Son
tambie´n muy importantes desde el punto de vista humano [2]:
ayudan a limpiar el agua eliminando el nitro´geno y el carbono,
son una fuente de investigacio´n me´dica y econo´mica a partir
de la pesca y el turismo, una barrera natural contra huracanes
y tormentas y su estudio ayuda a comprender feno´menos
clima´ticos del pasado debido a la cantidad de an˜os que tienen.
Este trabajo ha sido realizado con el apoyo del Ministerio de Ciencia y
Tecnologı´a de Espan˜a bajo el proyecto TIN2017-89517-P y de la Junta de
Andalucı´a bajo el proyecto P11-TIC-7765. Siham Tabik cuenta con una beca
del programa Ramo´n y Cajal (RYC-2015-18136) y Anabel Go´mez-Rı´os con
una beca FPU 998758-2016.
El estudio de la distribucio´n de los arrecifes de coral a
lo largo del tiempo provee informacio´n sobre el impacto del
calentamiento global y los niveles de contaminacio´n del agua.
Segu´n [1], ya se ha perdido el 19% del a´rea de arrecifes de
coral desde la de´cada de 1950 y, segu´n la Unio´n Internacional
para la Conservacio´n de la Naturaleza (IUCN por sus siglas en
ingle´s) y su Lista Roja de Especies Amenazadas [3], en 2017
habı´a 237 especies amenazadas so´lo en el evaluado 40% del
total estimado de especies. Esto se debe en gran medida a
problemas causados por humanos: la contaminacio´n del agua,
el cambio clima´tico, ya que los corales no toleran los cambios
de temperatura, y el dio´xido de carbono emitido a la atmo´sfera,
donde un cuarto es absorbido por el oce´ano.
Con los avances en la adquisicio´n de ima´genes y el creciente
intere´s de la comunidad cientı´fica, se esta´n recolectando una
gran cantidad de datos sobre corales. Sin embargo, es compli-
cado llevar un registro de todas las especies porque hay miles
de ellas y la taxonomı´a es mutable debido a nuevos descubri-
mientos o por cambios en las especies conocidas a medida que
se adquiere ma´s conocimiento sobre ellas. Adema´s, algunas
especies de coral pueden parecer ide´nticas entre ellas para un
observador humano. Por esto, se ha necesitado siempre de
un experto bio´logo para obtener una buena clasificacio´n. Si
conseguimos automatizar esta clasificacio´n usando la cantidad
de ima´genes de corales que se esta´n recogiendo, podemos
ayudar a los cientı´ficos a estudiar ma´s de cerca esa cantidad
de datos. De hecho, la automatizacio´n de la clasificacio´n de
ima´genes de corales se ha abordado en algunos trabajos. La
mayorı´a de ellos [4], [5], [6], [7] usan modelos de aprendizaje
automa´tico combinados con te´cnicas de mejora de imagen y
varios extractores de caracterı´sticas. Entre estos trabajos, so´lo
[6] utiliza varios conjuntos de datos.
En los u´ltimos an˜os, las redes neuronales convolucionales
(CNNs por sus siglas en ingle´s) han mostrado una preci-
sio´n excepcional para la clasificacio´n de ima´genes [8], [9],
especialmente en el campo de la visio´n por computador.
Actualmente, sus aplicaciones se extienden a muchos campos
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en los que se requiere un ana´lisis de ima´genes. El uso de
CNNs en clasificacio´n de corales supone un reto por varias
causas: las diferencias entre ima´genes de la misma clase, las
variaciones de luz debidas al agua o el hecho de que algunas
especies de coral tienden a aparecer juntas. Por otra parte, las
CNNs necesitan grandes conjuntos de datos para lograr un
buen rendimiento. En la pra´ctica, se usan dos te´cnicas para
sobrevenir esta limitacio´n: transfer learning, que consiste en
usar el conocimiento obtenido de otro problema, usualmente
ma´s grande, y data augmentation, que consiste en aumentar
artificialmente el conjunto de datos de entrenamiento. Hay
algunos trabajos que utilizan CNNs para clasificacio´n de
corales [10], [11], [12], pero evalu´an CNNs ma´s simples, como
VGGnet o LeNet y so´lo usan un conjunto de datos.
En este trabajo se propone utilizar CNNs ma´s nuevas y con
mayor capacidad para superar las limitaciones de las CNNs
que se han usado anteriormente. Queremos desarrollar un siste-
ma ma´s preciso que se enfrente a los problemas especı´ficos de
la clasificacio´n de ima´genes de corales usando varios conjuntos
de datos. En particular, hemos considerado tres de las las CNN
ma´s prometedoras, Inception v3 [13], ResNet [14] y DenseNet
[15]. Inception es una nueva versio´n de GoogleNet [16], que
gano´ el premio ImageNet Large Scale Visual Recognition
Competition (ISLVRC) [9] en 2014. ResNet gano´ la misma
competicio´n en 2015 y DenseNet mejoro´ los resultados de
ResNet en 2016. Para la clasificacio´n, hemos considerado
dos conjuntos de ima´genes submarinas de corales, RSMAS
y EILAT [17], que tienen la particularidad de que muestran
texturas de corales, no los corales completos. Adema´s, son
conjuntos de datos pequen˜os que contienen muchas clases.
Por otra parte, hemos comparado nuestros resultados con el
modelo actual ma´s preciso para estos dos conjuntos de datos,
el propuesto por Shihavuddin y otros en [6], el cual esta´
compuesto por distintos algoritmos cla´sicos de aprendizaje
automa´tico y requiere una gran supervisio´n.
Las contribuciones de este trabajo son las siguientes:
Analizar las tres CNNs que hemos evaluado en este
trabajo: Inception v3, ResNet y DenseNet.
Evaluar estas tres CNNs y analizar su rendimiento usando
transfer learning desde ImageNet.
Analizar distintas te´cnicas de data augmentation en este
tipo concreto de ima´genes.
Comparar nuestros resultados con el actual estado del
arte en EILAT y RSMAS.
El resto del trabajo esta´ organizado de la siguiente forma:
en la Seccio´n II estudiamos y analizamos Inception, ResNet
y DenseNet. En la Seccio´n III se comentan los avances
que se han hecho en la clasificacio´n de corales basada en
ima´genes. En la Seccio´n IV se exponen las caracterı´sticas de
los conjuntos de datos que se han usado en este trabajo. En
la Seccio´n V se exponen y analizan los resultados que se han
obtenido con los distintos modelos de CNN y tipos de data
augmentation. Finalmente, en la Seccio´n VI se muestran las
conclusiones obtenidas y los trabajos futuros.
II. CONVOLUTIONAL NEURAL NETWORKS
Las CNNs han logrado precisiones excepcionales en varias
aplicaciones actuales [18]. De hecho, desde 2012 la prestigiosa
competicio´n ILSVRC [9] so´lo la han ganado CNNs. Las
capas de una CNN capturan caracterı´sticas cada vez ma´s
complejas a medida que aumenta la profundidad de la red.
En los u´ltimos an˜os, estas arquitecturas han ido evolucionado,
primero incrementando la profundidad de las redes, despue´s
el ancho y finalmente usando caracterı´sticas obtenidas en las
primeras capas inferiores en capas ma´s profundas. Esta seccio´n
proporciona una visio´n general de las CNNs utilizadas en este
trabajo. Hemos considerado tres CNNs influyentes, Inception
v3 (Subseccio´n II-A), ResNet (Subseccio´n II-B) y DenseNet
(Subseccio´n II-B). Estas tres CNNs se basan en la repeticio´n
de un mo´dulo o bloque base compuesto por una serie de capas
convolucionales, de poolings o de capas de normalizacio´n.
La diferencia entre ellas es la composicio´n de los mo´dulos
y co´mo esta´n distribuidos dentro de la red. Para finalizar,
describimos las te´cnicas de optimizacio´n que hemos usado
para paliar el problema de los conjuntos de datos pequen˜os,
transfer learning y data augmentation (Subseccio´n II-D).
II-A. Inception v3
El mo´dulo base de Inception [13] consta de cuatro ramas
en paralelo: una convolucio´n de kernel 1 × 1 seguida de dos
convoluciones 3 × 3, una convolucio´n 1 × 1 seguida de una
convolucio´n 3×3, un pooling seguido de una convolucio´n 1×1
y por u´ltimo una convolucio´n 1× 1. La salida del mo´dulo es
la concatenacio´n de las cuatro ramas. Inception consta en total
de 10 mo´dulos, aunque dichos mo´dulos se van modificando
ligeramente segu´n la red se va haciendo ma´s profunda. En
concreto, se cambian cinco de los mo´dulos con el fin de reducir
el coste computacional sustituyendo las convoluciones n × n
por dos convoluciones, una 1 × 7 seguida de una 7 × 1. Los
dos u´ltimos mo´dulos sustituyen las dos u´ltimas convoluciones
3×3 de la primera rama por dos convoluciones cada una, una
1 × 3 seguida de otra 3 × 1, esta vez en paralelo. En total,
Inception v3 tiene 42 capas con para´metros.
II-B. ResNet
ResNet [14] no tiene una profundidad fija y depende del
nu´mero de mo´dulos consecutivos que se usen. Sin embargo,
aumentar la profundidad de la red para obtener una mayor
precisio´n hace que la red sea ma´s difı´cil de optimizar ya que
es ma´s fa´cil que se produzca el problema de la desaparicio´n
de gradientes. ResNet aborda este problema ajustando una
aplicacio´n residual en lugar de la original, y an˜adiendo varias
conexiones entre capas. Estas nuevas conexiones saltan varias
capas y realizan una identidad o una convolucio´n 1 × 1.
El bloque base de esta red se llama residual block y esta´
compuesto, cuando la red tiene 50 o ma´s capas, por tres
convoluciones secuenciales, una 1×1, una 3×3 y una 1×1, y
una conexio´n que une la entrada de la primera convolucio´n a la
salida de la tercera convolucio´n. En nuestro caso hemos usado
dos modelos con esta arquitectura, ResNet-50, compuesta por
50 capas y ResNet-152, compuesta por 152 capas.
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II-C. DenseNet
DenseNet [15] tampoco tiene una profundidad fija y depen-
de del nu´mero de mo´dulos que se usen. En este caso el mo´dulo
o bloque se llama dense block y como el de ResNet, introduce
conexiones entre capas no consecutivas. En este caso, se
conecta la salida de todas las capas dentro del dense block
a la entrada de todas las capas siguientes dentro del bloque.
Las conexiones entre bloques, llamadas capas de transicio´n,
funcionan como un factor de compresio´n en el sentido de que
generan menos mapas de caracterı´sticas de los que reciben.
El bloque esta´ compuesto de una repeticio´n de las siguientes
operaciones: Batch Normalization (BN), ReLU, convolucio´n
1×1, BN, ReLU y convolucio´n 3×3. Las capas de transicio´n
son una convolucio´n 1×1 seguida de un average pooling con
kernel 2× 2. En este trabajo, hemos analizado DenseNet-121
y DenseNet-161, que incluyen 121 y 161 capas.
II-D. Te´cnicas de Optimizacio´n de CNNs
Todas las redes anteriores son demasiado profundas como
para entrenarlas desde cero con nuestros conjuntos de datos,
ambos muy pequen˜os. Por ello, hemos usado las te´cnicas de
transfer learning y data augmentation.
La te´cnica de transfer learning consiste en usar el conoci-
miento aprendido de otro problema, generalmente ma´s grande,
comenzando el entrenamiento de los pesos, en lugar de con
valores aleatorios, con los pesos entrenados con otro problema.
En concreto, nosotros hemos usado las redes preentrenadas con
ImageNet [19], y como los conjuntos de datos siguen siendo
demasiado pequen˜os, en lugar de ajustar todos los pesos de
las redes hemos an˜adido dos capas completamente conectadas
al final de las redes anteriores. La primera de estas dos capas
tiene 512 neuronas y una activacio´n ReLU y la u´ltima tiene
tantas neuronas como clases tiene el conjunto de datos que
queremos clasificar y una activacio´n softmax. De esta forma
so´lo entrenamos estas nuevas dos capas.
La te´cnica de data augmentation [20] consiste en aumentar
artificialmente el conjunto de entrenamiento aplicando varias
transformaciones a las ima´genes originales, como cambiar el
brillo, escalarlas, acercarlas, girarlas, reflejarlas verticalmente,
etc. Las nuevas ima´genes deben ser lo suficientemente reales
como para que un observador externo no sepa distinguir una
imagen generada por data augmentation de una original. En
nuestro caso hemos aplicado las siguientes transformaciones:
Desplazamiento: consiste en desplazar las ima´genes hori-
zontal y verticalmente un nu´mero determinado de pı´xeles
calculado como una fraccio´n del ancho o alto de la
imagen. Dicha fraccio´n se elige aleatoriamente en cada
caso en el intervalo [0, x] para un x dado.
Zoom: consiste en acercar o alejar las ima´genes. Dado
un valor x, cada imagen sera´ redimensionada a un valor
aleatorio en el intervalo [1− x, 1 + x].
Rotacio´n: consiste en rotar aleatoriamente las ima´genes
un a´ngulo determinado. Dado un valor x, cada imagen
se rotara´ un a´ngulo aleatorio en el intervalo [0, x].
Reflejar: consiste en reflejar las ima´genes horizontalmen-
te de forma aleatoria.
III. AVANCES EN LA CLASIFICACIO´N DE IMA´GENES DE
CORALES
En esta seccio´n comentamos los avances previos que ha
habido en la clasificacio´n automa´tica de ima´genes de corales,
mostrando los retos que conlleva dicha clasificacio´n (Subsec-
cio´n III-A) y los trabajos que la han analizado previamente
(Subseccio´n III-B).
III-A. Retos en la Clasificacio´n de Ima´genes de Corales
La clasificacio´n de especies de corales basada en ima´genes
de texturas de corales es compleja por las siguientes razones:
Oclusio´n parcial de objetos y animales.
Variaciones en la luz debido al movimiento de mareas
y a las propiedades o´pticas del agua. Es comu´n que la
u´nica fuente de luz sea la de la ca´mara, lo que implica
iluminacio´n no uniforme en las ima´genes obtenidas.
Anotacio´n subjetiva de los conjuntos de datos por dife-
rentes expertos.
Variacio´n en puntos de vista, distancias y calidad de
imagen.
Variabilidad en la morfologı´a de corales que pertenecen
a la misma especie.
Separacio´n entre clases compleja, ya que distintas espe-
cies de corales tienden a aparecer juntas.
III-B. Trabajos Relacionados
Los trabajos previos en la clasificacio´n de ima´genes de co-
rales se pueden dividir en dos grupos: me´todos que combinan
algoritmos cla´sicos del aprendizaje automa´tico con algoritmos
de extraccio´n de caracterı´sticas y me´todos que usan CNNs.
La mayorı´a de los enfoques existentes para clasificar las
ima´genes de corales combinan un extractor de caracterı´sticas
con un clasificador y muestran su rendimiento utilizando un
u´nico conjunto de datos [4], [5], [7]. En el primer trabajo
sobre este tema [5], los autores analizaron ma´s ha´bitat marino
adema´s de corales. Utilizaron un descriptor SIFT y un modelo
de bolsa de caracterı´sticas, consistente en elegir del conjunto
de entrenamiento las ima´genes que son ma´s similares a cada
imagen de test. En [4] se introduce el conjunto de datos
Moorea Labeled Corals (MLC), que contiene ima´genes de
gran taman˜o de diferentes especies de coral, y se usa SVM
junto con filtros y un descriptor de textura para clasificarlo.
Obtuvieron una precisio´n del 83,1% sobre este conjunto de
datos utilizando las ima´genes de 2008 y 2009 para entrena-
miento y las ima´genes de 2010 para test. En [7] se utilizo´
un espacio de color normalizado y la transformacio´n discreta
del coseno como descriptor de textura. So´lo utilizaron un
conjunto de datos, proporcionado por el National Oceanic
and Atmospheric Administration (NOAA) del Departamento
de Comercio de EE.UU.
Estos me´todos no se han probado au´n con nuevos conjuntos
de datos. So´lo Shihavuddin y otros [6] desarrollaron un algo-
ritmo de clasificacio´n unificado para varios conjuntos de datos
de caracterı´sticas diferentes, entre los que podemos encontrar a
RSMAS y EILAT. Los autores combinaron mu´ltiples te´cnicas
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de mejora de ima´genes, extractores de caracterı´sticas y clasifi-
cadores en un modelo compuesto de seis pasos. Cada paso se
compone de varios algoritmos que pueden ser obligatorios u
opcionales. La clasificacio´n se realiza usando SVM, KNN,
una red neuronal o la distancia media ponderada por la
densidad de probabilidad. Configurando los hiperpara´metros
de los algoritmos y las diferentes combinaciones entre ellos,
el modelo puede adaptarse a los diferentes conjuntos de datos.
Este me´todo es el estado del arte para RSMAS y EILAT.
Sin embargo, implica mucha supervisio´n, ya que es necesario
evaluar todas las combinaciones posibles de algoritmos y los
hiperpara´metros de cada uno de ellos.
Por otro lado, hay varios trabajos que usan CNNs. El pri-
mero de ellos fue [10]. El autor mejoro´ primero las ima´genes
de entrada mediante correccio´n del color y un filtrado de
suavidad de la imagen para despue´s entrenar un modelo basado
en LeNet-5 en el que la capa de entrada consistı´a en tres
canales para una imagen en color y canales adicionales para
descriptores de textura y forma.
El siguiente trabajo que uso´ CNNs fue [11], donde los auto-
res utilizaron VGGnet ya entrenada en ImageNet y el conjunto
de datos BENTHOZ-2015 [21] para seguir entrenando la red.
BENTHOZ-2015 contiene ma´s de 400,000 ima´genes y datos
de sensores asociados recogidos por un vehı´culo auto´nomo
sobre Australia. Los autores extrajeron varios trozos de cada
imagen centrados en diferentes pı´xeles usando diferentes esca-
las. Propusieron un mecanismo para etiquetar automa´ticamente
las ima´genes de corales de forma que se obtuviera la cobertura
de los corales en la regio´n donde se recolectaron las ima´genes
(clasificando las nuevas ima´genes como coral o no).
Por u´ltimo, en [12] los autores utilizaron el conjunto de
datos MLC y usaron CNNs junto con caracterı´sticas ex-
traı´das de las ima´genes, introduciendo un nuevo mecanismo
para extraerlas. Se basaron en que las CNNs no pueden
ser entrenadas desde cero usando los conjuntos de datos de
corales disponibles debido a su pequen˜o taman˜o. La extraccio´n
de caracterı´sticas con CNNs se realizo´ con la red VGGnet
preentrenada en ImageNet. Para clasificar ambos tipos de
caracterı´sticas, utilizaron un Perceptro´n de dos capas. En sus
experimentos, obtuvieron mejores precisiones con esta te´cnica
que so´lo con VGGnet, aunque la diferencia era pequen˜a.
Estos trabajos usan CNNs cla´sicas, como VGGnet o LeNet,
y no usan EILAT ni RSMAS. Adema´s, los resultados obteni-
dos son bajos [10], la clasificacio´n es demasiado simple [11]
o combinan las redes con otras caracterı´sticas [12].
IV. CONJUNTOS DE DATOS
En este trabajo, hemos utilizado los conjuntos de datos RGB
ma´s recientes y pequen˜os que contienen el mayor nu´mero de
especies de coral, RSMAS y EILAT [17]. Estos dos conjuntos
de datos se componen de ima´genes que muestran trozos de
corales. Estos trozos capturan la textura de diferentes partes
del coral y no incluyen informacio´n sobre la estructura global
del mismo. Sus principales caracterı´sticas son las siguientes:
EILAT contiene 1123 ima´genes de taman˜o 64×64, toma-
das de arrecifes de coral cerca de Eilat en el Mar Rojo.
(a) Sand (b) Urchin (c) BranchesI (d) Brain Coral
(e) Favid Coral (f) BranchesII (g) Dead Coral (h) BranchesIII
Figura 1. Un ejemplo de cada clase de EILAT.
(a) ACER (b) APAL (c) CNAT (d) DANT (e) DSTR
(f) GORG (g) MALC (h) MCAV (i) MMEA (j) MONT
(k) PALY (l) SPO (m) SSID (n) TUNI
Figura 2. Un ejemplo de cada clase de RSMAS.
Estas ima´genes son trozos de ima´genes ma´s grandes, que
fueron tomadas en iguales condiciones y con la misma
ca´mara fotogra´fica. Las ima´genes han sido clasificadas en
ocho clases, pero las etiquetas utilizadas no corresponden
a los nombres de las especies de coral. En la Fig. 1
podemos ver ejemplos de este conjunto de datos.
RSMAS contiene 766 ima´genes de taman˜o 256 × 256.
Las ima´genes fueron recogidas por buzos de la Escuela
Rosenstiel de Ciencias Marinas y Atmosfe´ricas de la
Universidad de Miami. Fueron tomadas bajo diferentes
condiciones, con diferentes ca´maras y en lugares dife-
rentes. Las ima´genes se han clasificado en 14 clases,
cuyas etiquetas corresponden a los nombres en latı´n de
la especie de coral que se muestra en cada clase. En la
Fig. 2 podemos ver ejemplos de este conjunto de datos.
V. CLASIFICACIO´N DE IMA´GENES DE CORALES USANDO
CNNS
Esta seccio´n esta´ organizada en tres partes. Primero, mostra-
mos el marco experimental que hemos usado en todos los ex-
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perimentos llevados a cabo en este trabajo (Subseccio´n V-A).
Despue´s, mostramos y analizamos los resultados de la clasi-
ficacio´n de EILAT y RSMAS usando so´lo transfer learning
(Subseccio´n V-B). Por u´ltimo, mostramos y analizamos los
resultados de las distintas te´cnicas de data augmentation en
la clasificacio´n usando el mejor modelo en cada caso hallado
en la Subseccio´n V-B (Subseccio´n V-C).
V-A. Marco Experimental
Para evaluar todas las CNNs, hemos usado Keras [22] y
Tensorflow [23] como back-end. Para Inception hemos usado
la implementacio´n disponible en la versio´n 2.0.4 de Keras y
para ResNet y DenseNet, hemos adaptado el co´digo disponible
en GitHub por [24]. Todas han sido evaluadas en una gra´fica
NVIDIA Titan Xp.
Para la evaluacio´n, hemos usado la medida accuracy, es
decir, el porcentaje de acierto en la clasificacio´n, y un esquema
de validacio´n cruzada con cinco particiones, por lo que todos
los resultados que se dan en esta seccio´n son la media de los
porcentajes obtenidos sobre las cinco particiones.
Adema´s, hemos evaluado el impacto de distintos hiper-
para´metros en el rendimiento de las redes, como el nu´mero de
capas, el nu´mero de e´pocas que las entrenamos y el taman˜o del
batch que usamos para entrenarlas. En concreto, hemos usado
50 y 152 capas con ResNet, y 121 y 161 con DenseNet, con lo
que tenemos cinco modelos de CNNs. Para cada uno de estos
modelos, hemos probado todas las combinaciones posibles
de los valores para los hiperpara´metros nu´mero de e´pocas =
{100, 300, 500, 700, 1000, 1300} y batch = {32, 64, 128}.
V-B. Clasificacio´n Usando Transfer Learning
En esta subseccio´n analizamos el comportamiento de las
redes con transfer learning desde ImageNet. Hemos evaluado
todas las combinaciones de los hiperpara´metros comentados
en la subseccio´n anterior y en la Tabla I se muestran aquellos
con los que se han obtenido los mejores resultados para cada
modelo junto con el accuracy correspondiente para dicha
combinacio´n. Se muestra adema´s el resultado para el me´todo
de Shihavuddin, el estado del arte para estos dos conjuntos de
datos. Como vemos, ResNet-152 supera al me´todo de Shiha-
vuddin y al resto de las CNN. Inception proporciona un mejor
accuracy que el me´todo de Shihavuddin en RSMAS, pero
es peor en EILAT. DenseNet muestra los peores resultados
en ambos conjuntos de datos. En general, estos resultados
muestran que las CNNs son capaces de convertirse en el estado
del arte en tareas de clasificacio´n de corales. En RSMAS, el
mejor modelo es ResNet-152, con una mejora de ma´s del 5%
con respecto al me´todo de Shihavuddin. En EILAT, ResNet-
50 y ResNet-152 alcanzan exactamente el mismo accuracy y
superan al me´todo de Shihavuddin en ma´s de un 2%.
Los resultados obtenidos permiten concluir que so´lo entre-
nando las u´ltimas capas de una CNN que ya esta´ preentrenada
en ImageNet podemos superar a un me´todo que requiere
mucho tiempo y una alta supervisio´n humana como es el
me´todo de Shihavuddin, que se compone de seis pasos y cada
paso se compone de varios algoritmos, de forma que para
obtener el mejor rendimiento es necesario evaluar todas las
combinaciones de algoritmos posibles a trave´s de todos los
pasos y optimizar los hiperpara´metros de cada algoritmo.
V-C. Clasificacio´n Usando Data Augmentation
En esta subseccio´n analizamos el impacto de las te´cnicas
de data augmentation enumeradas en la Subseccio´n II-D.
Tanto para EILAT como para RSMAS hemos evaluado dichas
te´cnicas sobre los modelos que obtenı´an mejor rendimiento en
cada caso. Para EILAT hemos usado ResNet-50 por ser ma´s
simple que ResNet-152 y obtener ambos el mismo accuracy.
Para RSMAS hemos usado ResNet-152.
La notacio´n rot. = 2 significa que estamos aplicando
una rotacio´n a cada imagen de un a´ngulo elegido aleatoria-
mente para cada una en el intervalo [0, 2]. Esta notacio´n es
equivalente para el resto de te´cnicas.
La Tabla II muestra los resultados de usar data augmen-
tation con ResNet-50 en EILAT y la Tabla III muestra los
resultados de ResNet-152 en RSMAS. Hemos evaluado dife-
rentes para´metros para cada te´cnica y varias combinaciones
entre ellas, aunque en las tablas so´lo se muestran las que
obtuvieron un mejor resultado en cada caso. En ambos casos,
la diferencia en accuracy entre no usar data augmentation y
la mejor de las te´cnicas es muy pequen˜a, menos del 1%.
La poca mejora obtenida puede explicarse por la naturaleza
de las ima´genes utilizadas. Dado que las ima´genes originales
son pequen˜as y esta´n tomadas muy de cerca, las modificacio-
nes que aplicamos tienen que ser muy pequen˜as y por tanto
no tienen mucho efecto en el aprendizaje de los modelos: el
desplazamiento implica perder parte de unas ima´genes que ya
son pequen˜as y el acercamiento o zoom implica perder calidad
y partes de las ima´genes. Adema´s, las ima´genes esta´n tomadas
tan de cerca que la rotacio´n y el giro no introducen variaciones
significativas. Por otra parte, el rendimiento de los modelos sin
usar data augmentation es bastante bueno, por lo que es ma´s
difı´cil mejorarlo.
VI. CONCLUSIONES
La clasificacio´n de ima´genes submarinas de corales es difı´cil
debido a la gran cantidad de especies de coral que existen,
las grandes diferencias entre ima´genes de una misma especie,
las variaciones de luz debido al agua, o el solapamiento
existente entre diferentes clases. Pocos trabajos han abordado
este problema, y el u´nico que clasifica EILAT y RSMAS es
un me´todo complejo que utiliza varios algoritmos y necesita
de mucho tiempo e intervencio´n.
Nosotros hemos abordado estos problemas utilizando al-
gunas de las CNNs ma´s potentes, Inception v3, ResNet y
DenseNet. Hemos realizado un estudio de los fundamentos de
estas CNNs, sus hiperpara´metros y la posibilidad de utilizar
transfer learning y data augmentation. De esta forma, hemos
sido capaces de mejorar el estado del arte en EILAT y
RSMAS, demostrando que las CNNs son una excelente te´cnica
para la clasificacio´n automa´tica de ima´genes submarinas de
corales. En particular, ResNet ha sido la mejor CNN tanto en
EILAT como en RSMAS.
XVIII Conferencia de la Asociacio´n Espan˜ola para la Inteligencia Artificial
1176
Tabla I
MEJOR ACCURACY, Y EL CONJUNTO DE HIPERPARA´METROS QUE LO PROVEE EN CADA CASO, OBTENIDO POR INCEPTION V3, RESNET-50, RESNET-152,
DENSENET-121, DENSENET-161 Y EL MODELO DE SHIHAVUDDIN. EL MEJOR RESULTADO ESTA´ RESALTADO EN NEGRITA.
Me´todo de
Shihavuddin
Inception v3 ResNet-50 ResNet-152 DenseNet-121 DenseNet-161
EILAT
Accuracy 95.79 96.23 97.85 97.85 91.03 93.81
Batch — 32 64 64 32 32
E´pocas — 700 500 300 300 700
RSMAS
Accuracy 92.74 96.71 97.67 97.95 89.73 91.10
Batch — 32 64 32 32 64
E´pocas — 1300 1300 300 700 1000
Tabla II
MEJORES ACCURACIES OBTENIDAS POR RESNET-50 EN EILAT CON SUS
MEJORES PARA´METROS USANDO DISTINTAS TE´CNICAS DE DATA
AUGMENTATION. EL MEJOR RESULTADO ESTA´ RESALTADO EN NEGRITA.
despl. = 0.2 acer. = 0.2 rot. = 2 refl.
despl. = 0.2,
acer. = 0.2
Acc. 98.03 97.85 97.40 97.53 97.85
Tabla III
MEJORES ACCURACIES OBTENIDAS POR RESNET-152 EN RSMAS CON
SUS MEJORES PARA´METROS USANDO DISTINTAS TE´CNICAS DE DATA
AUGMENTATION. EL MEJOR RESULTADO ESTA´ RESALTADO EN NEGRITA.
despl. = 0.2 acer. = 0.4 rot. = 2 refl.
despl. = 0.2,
acer. = 0.4
Acc. 98.36 98.63 97.40 97.578 98.08
Mientras que el uso de transfer learning sı´ ha dado resulta-
dos muy buenos, el uso de te´cnicas de data augmentation en
este tipo de ima´genes no introduce una mejora significativa en
los modelos.
Este trabajo abre nuevos retos como la clasificacio´n de
especies de corales basa´ndonos no so´lo en ima´genes de
texturas, sino tambie´n en ima´genes que contengan la estructura
completa de los corales.
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