1 Notions from logic 1 Denote the set of positive integers {1, 2, 3, ...} by Z + , and the set {0, ..., n − 1} by n. By the natural numbers we mean the set Z + {0}. If A is a set, then card A is the cardinality of the set. Denote the set of k-tuples < a 1 , ..., a k > of members of A by A k .
Notions from automata theory
When A is a finite set of symbols, then A * is the set of strings or words, that is, the finite concatenations a 1 ⋄ a 2 ... ⋄ a n of members of A. The length of a = a 1 ⋄ a 2 ... ⋄ a n is n (written len(a) = n). If k ∈ Z + , then len(k) is the length of the binary representation of k; this corresponds to a convention that we will same time represent positive integers in binary notation. If a set S ⊆ A * for some finite set A, then S is a language.
An m-tape nondeterministic Turing machine M is an 8-tuple < K, Γ, B, Σ, δ, q 0 , q A , q R >, where K is a finite set (the states of M ); Γ is a finite set (the tape symbols of M ); B is a member of S (the blank); Σ is a subset of (Γ -{B}) (the input symbols of M ); q 0 , q A , and q R are members of K (the initial state. accepting final state, and rejecting final state of M , respectively); and δ is a mapping from (K − {q A , q R }) × Γ m to the set of nonempty subsets of K × (Γ − {B}) m × {L, R} m (the table of transitions, moves, or steps of M ).
If the range of δ consists of singletons sets, that is, sets with exactly one member, then M is an m-tape deterministic Turing machine.
An instantaneous description of M is a (2m + 1)tuple I = < q; α 1 , ..., α m ;
We say that M is in state q, that α j is the nonblank portion of the j-th tape, and that the j-th tape head is scanning α j ij , the j-th symbol of the word α j (or that M is scanning α j ij on the j-th tape); we also say that the j-th tape head is scanning the i j -th tape square.
Let
.., i ′ m > be another instantaneous description of M . We say that I → M I ′ if q = q A , q = q R , and if there is s =< p; a 1 , ..., a m ; T 1 , ..., T m > in δ q; α 1 i1 , ..., (α m ) im such that p = q ′ , and, for each j, with 1 ≤ j ≤ m:
3. len α j ′ = len α j unless i j = len α j + 1; in that case, len α j ′ = len α j + 1.
4. If T j = L, then i j = 1.
If
We say that M prints a j on the j-th tape. Note that M cannot print a blank (that is, a j = B); so, we say that α j is that portion of the j-th tape which has been visited, or scanned. If T j = R (L), then we say that the j−th tape head moves to the right (left). Assumption 4 corresponds to the intuitive notion of each tape being one-way infinite to the right; thus, if M "orders a tape head to go off the left end of its tape," then M halts. It is important to observe that it is possible to have I → M I 1 , and I → M I 2 with I 1 = I 2 ; hence the name "nondeterministic."
We say I → * M J if there is a finite sequence I 1 , ..., I n such that I 1 = I, I n = J,and I i → M I i+1 for 1 ≤ i < n. Denote the empty word in Σ * by Λ. If w ∈ Σ * , then let w =< q 0 ; w, Λ, ..., Λ; 1, ..., 1 > (w is the input). Call an instantaneous description < q; α 1 , ..., α; i 1 , ..., i m > accepting (rejecting) if q = q A (q = q R ). We say that M accepts w in Σ * if w → * M I for some accepting I. Denote by A M , the set of all words accepted by M . We say that M recognizes A M .
If w → * M I for some accepting (rejecting) I, then we say that M , with w as input, eventually enters the accepting (rejecting) final state, and halts.
Intuitively speaking, there are three ways that a word w in Σ * may be not accepted by M : M , with w as input, can eventually enter the rejecting final state q R ; or M can order a tape head to go off the left end of its tape; or M can never halt.
Assume that M is a multi-tape nondeterministic Turing machine, w ∈ A M , and t is a positive integer. We say that M accepts w within t steps if, for some n ≤ t, there are instantaneous description I 1 , ... , I n+1 such that I 1 = w, I k+1 is accepting, and I k → M I k+1
(1)
Let s be a positive integer. Then M accepts w within space s if for some positive integer n, (1) holds and, for each
Let T : N → N and S : N → N be functions. We say that M operates in time T (tape S), or M recognizes A M in time T (tape S) if, fix each natural number l and each word w in A m , of length l, the machine M accepts w within T (l) steps (space S(1)). We say that A is recognizable (non)deterministically in time T , or tape S, if there is a multi-tape (non)deterministic Turing machine M that operates in time T , or tape S, such that A = A M .
We will now define some well-known, important classes. Let P (N P ) be the class of sets A for which there is a positive integer k such that A is recognizable (non)deterministically in time l → l k . These are the (non)deterministic polynomial-time recognizable sets.
Let P 1 (N P 1 ) be the class of sets A for which there is a positive integer k such that A is recognizable (non)deterministically in time l → 2 kl . These are the (non)deterministic exponential-time recognizable sets. If the positive integer n has length l in binary notation, then 2 l−1 ≤ n < 2l. Therefore, a set A of positive integers is in P 1 (N P 1 ) iff there is a multi-tape (non)deterministic Turing machine M , and a positive integer k such that A = A M , and M accepts each n in A within n k steps. So in some sense, P 1 and N P 1 are also classes of polynomial time recognizable sets.
We say that a set A is recognizable in real time if A is recognizable in time I → l + 1. We use l + 1 instead of l, so that the machine can tell when it reaches the end of the input word.
We have defined Turing machines which recognize sets rather than compute functions. It is clear how to modify our definitions to get the usual notion of 
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The following two statements are equivalent:
2. There exists a constant k such that, for every countable function T with T (l) ≥ l + 1 for each l and for every language A which is recognized by a non-deterministic one-tape Turing machine in time T , the language A is recognized by a deterministic one-tape Turing machine in time T k [1] .
Multi logic
Let describe complex discrete logic units z n , where n ∈ Z + as
Let describe complex function f n (a, b) , ∀a, b ∈ {0, 1, 2, ..., n − 1} as
Let describe complex function g n k (z n a ) , ∀a, ∀k ∈ {0, 1, 2, ..., n − 1} as g n k (z n a ) = z n a+k (4)
Binary logic lemmas
LEMMA 1. If n = 2, function g n k (z n a ) is one argument binary logic generation function for binary set z 2 0 , z 2 1 , where z 2 0 names true and z 2 1 names false. Proof. The are 2 2 different one argument logic functions: Direct calculations show, that ̺ 0 0 is self projection, ̺ 0 1 is antilogy, ̺ 1 0 is tautology, ̺ 1 1 is complementation. LEMMA 2. If n = 2, functions f n (a, b) , g n k (z n a ) are two arguments binary logic generation functions for binary set z 2 0 , z 2 1 , where z 2 0 names true and z 2 1 names false. Proof. The are 2 2 2 different one argument logic functions: f (a, b) ) g i3 (f (a, b) )
Direct calculations show, that µ 0,0 0,0 is nand, µ 0,0 0,1 is antilogy, µ 0,0 1,0 is left complementation, µ 0,0 1,1 is if ... then, µ 0,1 0,0 is right projection, µ 0,1 0,1 is if, µ 0,1 1,0 is neither ... nor, µ 0,1 1,1 is if and only if (iff), µ 1,0 0,0 is xor, µ 1,0 0,1 is or, µ 1,0 1,0 is not ... but, µ 1,0 1,1 is right projection, µ 1,1 0,0 is but not, µ 1,1 0,1 is left projection, µ 1,1 1,0 is tautology, µ 1,1 1,1 is and [2] .
Multi-nary logic lemmas
LEMMA 3. If n > 2, function g n k (z n a ) is one argument multi-nary logic generation function for multi-nary set z n 0 , z n 1 , z n 2 , .., z n n−1
Proof. The are n n one argument logic functions:
,
All ̺ function could be generated starting from index set {i 0 , i 1 , i 2 , ..., i n−1 } = {0, 0, 0, ..., 0}. For every two nearest ̺ functions with index sets {i l , i l , i l , ..., i k , ..., i l } and {i l , i l , i l , ..., i k + 1, ..., i l } functions g n i l (z n a ) = g n i l (z n a ) and g n i k (z n a ) = g n i k +1 (z n a ). So all n n ̺ functions with unique index set {i 0 , i 1 , i 2 , ..., i n−1 } are different.
LEMMA 4. If n > 2, functions f n (a, b) , g n k (z n a ) are two arguments multinary logic generation functions for multi-nary set z n 0 , z n 1 , z n 2 , ..., z n n−1 .
Redefinition
When A is a finite set of symbols, then A * is the set of strings or words, that is, the finite concatenations a 1 ⋄ a 2 ... ⋄ a n of members of A. The length of a = a 1 ⋄ a 2 ... ⋄ a n is n (written len(a) = n). If k ∈ Z + , then len(k) is the length of the multi-nary representation of k; this corresponds to a convention that we will same time represent positive integers in multi-nary notation. If a set S ⊆ A * for some finite set A, then S is a language. We say I → * M J for non-deterministic Turing machine if there is a finite sequence I 1 , ..., I n such that I 1 = I, I n = J,and I i → M I i+1 for 1 ≤ i < n. Denote the empty word in Σ * by Λ. If w ∈ Σ * , then let w =< q 0 ; w, Λ, ..., Λ; 1, ..., 2 l k − 1 > (w is the input and 2 l k − 1 is maximum alphabet value in word). Call an instantaneous description < q; α 1 , ..., α; i 1 , ..., i m > accepting (rejecting) if q = q A (q = q R ). We say that M accepts w in Σ * if w → * M I for some accepting I. Denote by A M , the set of all words accepted by M . We say that M recognizes A M .
THEOREM
There exist multi-nary logic functions such that, for every countable function T with T (l) ≥ l + 1 for each l and for every language A which is recognized by a non-deterministic one-tape Turing machine in time T , the language A is recognized by a deterministic one-tape Turing machine in time T 3 .
Proof. Every word w of length l in language A could be expressed in nondeterministic one-tape Turing machine and in one-tape deterministic Turing machine so that
where N 2 length of word w in A 2 . If b = 2 l 2 , so N 2 = log 2 (b) l = l 3 and (9) could be expressed as
Let memorize all values 2 i , ∀i, 0 ≤ i ≤ l 3 − 1, b i , ∀i, 0 ≤ i ≤ l − 1 as a constants. Let use multi-nary logic generation functions g n1 k z n1
A b i where b = 2 l 2 and n 1 described as (11) for changing each symbol A b i in each word of nondeterministic Turing machine and binary logic generation functions g n2 k z n2 A2 i where n 2 described as (12) for changing each symbol A 2 i in each word of deterministic Turing machine. Now from (10) and Figure 4 .4 follows, that if 
