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STRONG EXISTENCE AND HIGHER ORDER FRÉCHET
DIFFERENTIABILITY OF STOCHASTIC FLOWS OF FRACTIONAL
BROWNIAN MOTION DRIVEN SDES WITH SINGULAR DRIFT
DAVID BAÑOS, TORSTEIN NILSSEN, AND FRANK PROSKE
ABSTRACT. In this paper we present a new method for the construction of strong so-
lutions of SDE’s with merely integrable drift coefficients driven by a multidimensional
fractional Brownian motion with Hurst parameter H < 12 . Furthermore, we prove the
rather surprising result of the higher order Fréchet differentiability of stochastic flows of
such SDE’s in the case of a small Hurst parameter. In establishing these results we use
techniques fromMalliavin calculus combined with new ideas based on a "local time vari-
ational calculus". We expect that our general approach can be also applied to the study
of certain types of stochastic partial differential equations as e.g. stochastic conservation
laws driven by rough paths.
1. INTRODUCTION
Consider a fractional Brownian motion BHt , t ≥ 0 with Hurst parameter H ∈ (0, 1)
on a probability space (Ω,A, P ) , that is a centered Gaussian process with a covariance
structure RH(t, s) given by
RH(t, s) = E[B
H
t B
H
s ] =
1
2
(
s2H + t2H − |t− s|2H
)
for all t, s ≥ 0. The fractional Brownian motion, which is a Brownian motion in the case
H = 1
2
, enjoys the property of self-similarity, that is
{BHαt}t≥0 law= {αHBHt }t≥0
for all α > 0. In fact the fractional Brownian motion, which has a version with H − ε-
Hölder continuous paths for every ε ∈ (0, H), is the only stationary Gaussian process
satisfying the latter property. On the other hand this process is neither a Markov process
nor a (weak) semimartingale and it is a very irregular process in the sense of rough paths
for small Hurst parameters. See e.g. [42] and the references therein for more information
about fractional Brownian motion.
In this article we aim at analysing solutions Xx of the stochastic differential equation
(SDE)
Xxt = x+
∫ t
0
b(s,Xxs )ds+B
H
t , 0 ≤ t ≤ T, x ∈ Rd, (1.1)
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where BH is a d-dimensional fractional Brownian motion, whose components are one-
dimensional independent fractional Brownian motions as defined above, with Hurst pa-
rameter H ∈ (0, 1
2
) with respect to a P -augmented filtration F = {Ft}0≤t≤T generated
by BH and where b : [0, T ]× Rd −→ Rd is a Borel-measurable function.
If we impose a global Lipschitz and a linear growth condition uniformly in time on
the drift coefficient b in (1.1), we can use the Picard iteration scheme to obtain a unique
global strong solution to the SDE (1.1), that is a F−adapted solutionXxt to (1.1), which
is a measurable L2(Ω)-functional of the driving noise.
However, a variety of important applications of such SDE’s to stochastic control the-
ory (in the case of H = 1
2
) (see [28]) or to the statistical mechanics of infinite particle
systems (see [29]) show that the use of SDE’s with regular coefficients in the sense of
Lipschitzianity as models for random phenomena is not suitable and that one is forced to
study such equations with coefficients which are irregular, that is discontinuous or merely
measurable.
One objective of our paper is the construction of unique strong solutions to the SDE
(1.1) driven by rough paths in the case of multidimensional fractional noise BH for Hurst
parameters H < 1
2
and drift coefficients
b ∈ L1(Rd;L∞([0, T ],Rd)) ∩ L∞(Rd;L∞([0, T ],Rd)). (1.2)
In proving this new result, we employ tools from Malliavin Calculus and local time tech-
niques.
The analysis of strong solutions to (1.1) has been a very active field of research in vari-
ous branches of mathematics over the last decades. A foundational result in this direction
of research was first obtained by Zvonkin in the beginning of the 1970ties [50], who
showed the existence of a unique strong solution of one-dimensional Brownian motion
driven SDE’s (1.1), when the drift coefficient b is merely bounded and measurable. A few
years later on, the latter result was generalised by Veretennikov [47] to the multidimen-
sional case.
More recently, Krylov and Röckner [29] gave the construction of unique strong solu-
tions to (1.1) under integrability conditions on the (time-inhomogeneous) drift coefficient
b. See also the articles [24] or [23]. In this context, we shall also mention the general-
ization of Zvonkin’s result to the case of stochastic evolution equations in Hilbert spaces
with bounded and measurable drift coefficients [14], where the authors use solutions to
infinite-dimensional Kolmogorov equations to recast the singular drift term of the evolu-
tion equation in terms of a more regular expression ("Itô-Tanaka-Zvonkin trick").
In all of the above mentioned works the common technique of the authors for the con-
struction of strong solutions rests on the so-called Yamada-Watanabe principle (see [49]),
which entails strong uniqueness of solutions to SDE’s, if pathwise uniqueness of (weak)
solutions holds.
In fact, in order to ensure strong uniqueness of solutions, the above authors construct
weak solutions to SDE’s, which are not necessarily Brownian functionals, by means e.g.
of [23],[24], Skorokhod embedding combined with Krylov’s estimates and verify path-
wise uniqueness by using solutions of parabolic partial differential equations (see e.g.
[50], [47] or [29]).
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We remark that the techniques of these authors for proving pathwise uniqueness are not
applicable to SDE’s driven by fractional Brownian motion, since the fractional Brownian
is neither a Markov process nor a semimartingale for Hurst parameters H 6= 1
2
.
Further, we emphasise that our method, which is not only limited to Markov or semi-
martingale solutions of SDE’s, gives a direct construction of strong solutions and pro-
vides a construction principle, which can be considered the converse to that of Yamada-
Watanabe: We prove the existence of strong solutions and uniqueness in law to guarantee
strong uniqueness.
The SDE (1.1) for fractional Brownian initial noise has been already studied by various
authors in the literature:
The case d = 1 for Hurst parameters H ∈ (0, 1) was treated in [41], where the authors
prove strong uniqueness for linear growth drift in the case H < 1
2
by invoking a method
based on the comparison theorem. See also [40].
Let us also mention the recent work of Catellier, Gubinelli [10, 2016], which in fact
came to our attention, after the first draf (2015). In their striking paper, which extends
the results of Davie [16] to the case of a fractional Brownian noise, the authors study the
problem, which fractional Brownian paths actually regularize solutions to the SDE (1.1)
for H ∈ (0, 1). The (unique) solutions constructed in [10] are path by path with respect
to time-dependent vector fields b in the Besov-Hölder space Bα+1∞,∞, α ∈ R, where in the
distributional case the drift term of the SDE is given by a non-linear Young type of in-
tegral based on an averaging operator. In proving existence and uniqueness results the
authors use the Leray-Schauder-Tychonoff fixed point theorem and a comparison prin-
ciple in connection with an average translation operator. Further, Lipschitz-regularity of
solutions with respect to initial values under certain conditions is shown. In this context,
we also refer to the PhD thesis of Catellier [9] , where the author e.g. constructed (weak
controlled) solutions to rough transport equations for vector fields b statisfying a linear
growth condition and divb ∈ L∞([0, T ] × Rd) by using rough path theory. Further, it is
worth mentioning the paper of Chouk, Gubinelli [11]. Here the authors analyze modu-
lated non-linear Schrödinger equations and improve well-posedness of such equations by
means of the irregularity of the modulation. Their methods rest on rough path theory and
an extension of Strichartz estimates to the case of Brownian modulation. See also [12] in
connection with the Korteweg-de Vries equation.
Finally, we refer to other recent works by Hu, Khoa, Mytnik [26], which pertains to
the study of the Brox diffusion, and Butkovski, Mytnik [8], where the authors obtain
results on the regularization by (space time white) noise of solutions to a non-Lipschitz
stochastic heat equation and the associated flow. Moreover, path by path unique solutions
in the sense of Davie [16] are shown.
The techniques used in our paper are based on Malliavin calculus and are very different
from those in the above mentioned papers- in spite of some (first impression) similari-
ties regarding our estimates in Prop. 3.3 and 3.4 to the article of Davie [16], which is
limited to the case of Brownian motion and whose approach doesn’t carry over to our
situation. Further, the existence and uniqueness results for strong solutions to (1.1) for all
(multidimensional) vector fields b as in (1.2) established in this paper are not covered by
the work [10]. Moreover, our method- and this is a characteristic feature of our article-
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allows for the proof of higher order differentiability of stochastic flows associated with
such solutions, provided the Hurst parameter is small enough.
Another crucial objective of our article is the study of the regularity of stochastic flows
of the SDE (1.1), that is the regularity of
(x 7−→ Xxt )
in the initial condition x ∈ Rd, when the vector field b is discontinuous.
The motivation for this study comes from the deterministic case:
d
dt
Xxt = u(t, X
x
t ), t ≥ 0, Xx0 = x, (1.3)
where u : [0,∞)×Rd −→ Rd is a vector field. Here, the solutionX : [0,∞)×Rd −→ Rd
to (1.3) may e.g. stand for the flow of fluid particles with respect to the velocity field of
an incompressible inviscid fluid whose dynamics is described by an incompressible Euler
equation
ut + (Du)u+ ▽P = 0, ∇ · u = 0, (1.4)
where P : [0,∞)× Rd −→ R is the pressure field.
Solutions of (1.4) may be singular. Therefore a better understanding of the regularity of
solutions of equation (1.4) requires the study of flows of ODE’s (1.3) driven by irregular
vector fields.
If u is Lipschitz continuous it is well-known that the unique flow X : [0,∞) ×
Rd −→ Rd in (1.3) is Lipschitzian. The latter classical result was generalized by Di
Perna and Lions in their celebrated paper [19] to the case u ∈ L1([0, T ];W 1,ploc ) and
∇ · u ∈ L1([0, T ];L∞), for which the authors construct a unique generalized flow X
to (1.3). Later on the latter result was extended by Ambrosio [2] to the case of vector
fields of bounded variation.
However, it turns out that the superposition of the ODE (1.3) by a Brownian noise B,
that is
dXt = u(t, Xt)dt+ dBt, s, t ≥ 0, Xs = x ∈ Rd (1.5)
has a strong regularising effect on its flow Rd ∋ x 7−→ ϕs,t(x) ∈ Rd.
Using techniques similar to those in this paper, but without arguments based on local
time, it was shown in Mohammed, Nilssen, Proske [38] for merely bounded measurable
drift coefficients u that ϕs,t is a stochastic flow of Sobolev diffeomorphisms with
ϕs,t(·), ϕ−1s,t (·) ∈ L2(Ω,W 1,p(Rd;w))
for all s, t and p ∈ (1,∞), where W 1,p(Rd;w) is a weighted Sobolev space with weight
function w : Rd −→ [0,∞).
As an application of this result the authors constructed Sobolev differentiable unique
(weak) solutions of the (Stratonovich) stochastic transport equation with multiplicative
noise of the form{
dtv(t, x) + (u(t, x) ·Dv(t, x))dt+
∑d
i=1 ei ·Dv(t, x) ◦ dBit = 0
u(0, x) = u0(x),
where u is bounded and measurable, u0 ∈ C1b and where {ei}di=1 is a basis of Rd.
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By adopting ideas in Mohammed et al. [38], we mention that the latter result on the
existence of stochastic flows of Sobolev diffeomorphisms was extended in [45] to the case
of globally integrable u ∈ Lr,q for r/d+ 2/q < 1 (r for the spatial variable and q for the
temporal variable) and applied to the study of the regularity of solutions to Navier-Stokes-
equations. Compare also to [20], where the authors employ techniques based on solutions
of backward Kolmogorov equations.
If the Brownian motion in (1.5) is replaced by a rougher noise given by BH for H <
1
2
, we find in this paper for u ∈ L1(Rd;L∞([0, T ],Rd)) ∩ L∞(Rd;L∞([0, T ],Rd)) the
rather surprising result which generalises the classical result of Kunita [30] for smooth
coefficients, that the stochastic flow X : [0,∞) × Rd −→ Rd is higher order Fréchet
differentiable in the spatial variable, that is
(x 7−→ Xxt (ω)) ∈ Ck(Rd)
a.s. for all t and for k ≥ 1, providedH = H(k) is small enough.
In view of the above discussion in the case of Brownian noise driven stochastic flows,
the latter result raises the fundamental question whether rough noise in the sense ofBH· or
a related noise with very irregular path behaviour may considerably regularise solutions of
PDE’s as e.g. transport equations, conservation laws or even Navier-Stokes equations by
perturbation. We are confident that there is an affirmative answer for a class of interesting
PDE’s.
Finally, we comment on that the method for the construction of higher order Fréchet
differentiable stochastic flows of (1.1), which is- as mentioned above- different from com-
mon techniques based on Markov processes and semimartingales, is inspired by the works
[37], [36], [38], [25] in the case of (1.1) with initial Lévy noise and [21], [39] in the case
of stochastic partial differential equations.
More precisely, in order to construct strong solutions to (1.1) we apply a compactness
criterion for square integrable Brownian functionals from [15] to solutionsXnt of
dXnt = bn(t, X
n
t )dt+ dB
H
t ,
where bn, n ≥ 0 are smooth coefficients converging to b in L1(Rd;L∞([0, T ],Rd)) ∩
L∞(Rd;L∞([0, T ],Rd)) and show that Xnt converges to a solution Xt of (1.1) in L
2(Ω)
for all t.
If, for a moment, we assume that b is time-homogeneous, then in proving the existence
and the higher order Fréchet differentiability of the corresponding stochastic flow we
make use of a "local time variational calculus" argument of the form∫
∆m
θ,t
κ(s)Dαf(BHs )ds =
∫
(Rd)m
Dαf(z)Lκ(t, z)dz = (−1)|α|
∫
(Rd)m
f(z)DαLκ(t, z)dz,
(1.6)
for BHs = (B
H
s1 , . . . , B
H
sm) and smooth functions f : (R
d)m −→ R, where Lκ(t, z) is a
spatially differentiable local time on the simplex ∆mθ,t = {(s1, ..., sm) ∈ [0, T ]m : θ <
s1 < ... < sm < t}, scaled by a function κ(s1, . . . , sm) (Dα is the partial derivative
of order |α|). Actually, we generalise the above argument to time dependent smooth
functions f : [0, T ]m × (Rd)m → R and hence the intuition of the above "local time"
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argument is somehow not tangible any longer. In other words, we show that there exists
a well-defined object Λfα(θ, t, z) in L
2(Ω) the size of which can be estimated by means of
a norm of f and not by its derivative such that the following integration by parts formula
holds true ∫
∆m
θ,t
Dαf(s, BHs )ds =
∫
(Rd)m
Λfα(θ, t, z)dz, P − a.s. (1.7)
where the above formula coincides with (1.6) for time-homogeneous functions.
We expect that our approach can be also applied to the study of solutions of the follow-
ing stochastic equations:
dXt = (AXt + b(Xt))dt+QdWt,
for (mild) solutionsXt,whereA is a densely defined linear operator (of parabolic type) on
a separable Hilbert space H , b : H −→ H is an irregular function, Q a Hilbert-Schmidt
operator andW a (non-Hölder continuous) "cylindrical" Gaussian noise.
On the other hand, using our method we may also examine equations of the type
dXt = dAt + dB
H
t ,
where At is a process of bounded variation which arises from limits of the form
lim
n→∞
∫ t
0
bn(Xs)ds
for coefficients bn, n ≥ 0. See [7] in the Brownian case and the works [6], [3].
Our paper is organised as follows: In Section 2 we introduce the mathematical frame-
work of the article and define in Section 3 the random field Λfα of (1.7), which we show to
be high-order differentiable in the spatial variable for small Hurst parameters. In Section
4 we establish the existence of a unique strong solution to the SDE (1.1) under integrabil-
ity conditions on the drift coefficient b. Section 5 is devoted to the study of the regularity
properties of stochastic flows of (1.1).
2. FRAMEWORK
In this section we recollect some specifics on fractional calculus, fractional Brownian
noise and occupation measures which will be extensively used throughout the article.
The reader might consult [35], [34] or [18] for a general theory on Malliavin calculus
for Brownian motion and [42, Chapter 5] for fractional Brownian motion. Whereas for
occupationmeasures one may review [22] or [27]. We present the results in one dimension
for simplicity inasmuch as we will treat the multidimensional case componentwise.
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2.1. Fractional calculus. We establish here some basic definitions and properties on
fractional calculus. A general theory on this subject may be found in [46] and [32].
Let a, b ∈ R with a < b. Let f ∈ Lp([a, b]) with p ≥ 1 and α > 0. Define the left- and
right-sided Riemann-Liouville fractional integrals by
Iαa+f(x) =
1
Γ(α)
∫ x
a
(x− y)α−1f(y)dy
and
Iαb−f(x) =
1
Γ(α)
∫ b
x
(y − x)α−1f(y)dy
for almost all x ∈ [a, b] where Γ is the Gamma function.
Moreover, for a given integer p ≥ 1, let Iαa+(Lp) (resp. Iαb−(Lp)) denote the image
of Lp([a, b]) by the operator Iαa+ (resp. I
α
b−). If f ∈ Iαa+(Lp) (resp. f ∈ Iαb−(Lp)) and
0 < α < 1 then define the left- and right-sided Riemann-Liouville fractional derivatives
by
Dαa+f(x) =
1
Γ(1− α)
d
dx
∫ x
a
f(y)
(x− y)αdy
and
Dαb−f(x) =
1
Γ(1− α)
d
dx
∫ b
x
f(y)
(y − x)αdy.
The left- and right-sided derivatives of f defined above have the following representa-
tions
Dαa+f(x) =
1
Γ(1− α)
(
f(x)
(x− a)α + α
∫ x
a
f(x)− f(y)
(x− y)α+1 dy
)
and
Dαb−f(x) =
1
Γ(1− α)
(
f(x)
(b− x)α + α
∫ b
x
f(x)− f(y)
(y − x)α+1 dy
)
.
Finally, observe that by construction, the following formulas hold
Iαa+(D
α
a+f) = f
for all f ∈ Iαa+(Lp) and
Dαa+(I
α
a+f) = f
for all f ∈ Lp([a, b]) and similarly for Iαb− and Dαb− .
2.2. Shuffles. Let m and n be integers. We define S(m,n) as the set of shuffle permu-
tations, i.e. the set of permutations σ : {1, . . . , m + n} → {1, . . . , m + n} such that
σ(1) < · · · < σ(m) and σ(m+ 1) < · · · < σ(m+ n).
We define them-dimensional simplex for 0 ≤ θ < t ≤ T ,
∆mθ,t := {(sm, . . . , s1) ∈ [0, T ]m : θ < sm < · · · < s1 < t}.
The product of two simplices can be written as the following union
∆mθ,t ×∆nθ,t =
⋃
σ∈S(m,n){(wm+n, . . . , w1) ∈ [0, T ]m+n : θ < wσ(m+n) < · · · < wσ(1) < t} ∪ N ,
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where the set N has null Lebesgue measure. In this way, if fi : [0, T ] → R, i =
1, . . . , m+ n are integrable functions we have
∫
∆m
θ,t
m∏
j=1
fj(sj)dsm . . . ds1
∫
∆n
θ,t
m+n∏
j=m+1
fj(sj)dsm+n . . . dsm+1
=
∑
σ∈S(m,n)
∫
∆m+n
θ,t
m+n∏
j=1
fσ(j)(wj)dwm+n · · · dw1. (2.1)
We can generalize the above technical lemma, the use of which shall be clear in Section
5. The reader may skip this lemma and proof until Section 5.
Lemma 2.1. Let n, p and k be non-negative integers, k ≤ n. Assume we have integrable
functions fj : [0, T ] → R, j = 1, . . . , n and gi : [0, T ] → R, i = 1, . . . , p. We may then
write∫
∆n
θ,t
f1(s1) . . . fk(sk)
∫
∆p
θ,sk
g1(r1) . . . gp(rp)drp . . . dr1fk+1(sk+1) . . . fn(sn)dsn . . . ds1
=
∑
σ∈An,p
∫
∆n+p
θ,t
hσ1 (w1) . . . h
σ
n+p(wn+p)dwn+p . . . dw1,
where hσl ∈ {fj, gi : 1 ≤ j ≤ n, 1 ≤ i ≤ p}. AboveAn,p denotes a subset of permutations
of {1, . . . , n + p} such that #An,p ≤ Cn+p for an appropriate constant C ≥ 1, and we
have defined s0 = θ.
Proof. The result is proved by induction on n. For n = 1 and k = 0 the result is trivial.
For k = 1 we have∫ t
θ
f1(s1)
∫
∆p
θ,s1
g1(r1) . . . gp(rp)drp . . . dr1ds1
=
∫
∆p+1
θ,t
f1(w1)g1(w2) . . . gp(wp+1)dwp+1 . . . dw1,
where we have put w1 = s1, w2 = r1, . . . , wp+1 = rp.
Assume the result holds for n and let us show that this implies that the result is true for
n + 1. Either k = 0, 1 or 2 ≤ k ≤ n + 1. For k = 0 the result is trivial. For k = 1 we
have∫
∆n+1
θ,t
f1(s1)
∫
∆p
θ,s1
g1(r1) . . . gp(rp)drp . . . dr1f2(s2) . . . fn+1(sn+1)dsn+1 . . . ds1
=
∫ t
θ
f1(s1)
(∫
∆n
θ,s1
∫
∆p
θ,s1
g1(r1) . . . gp(rp)drp . . . dr1f2(s2) . . . fn+1(sn+1)dsn+1 . . . ds2
)
ds1.
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The result follows from (2.1) coupled with #S(n, p) = (n+p)!
n!p!
≤ Cn+p ≤ C(n+1)+p. For
k ≥ 2 we have from the induction hypothesis∫
∆n+1
θ,t
f1(s1) . . . fk(sk)
∫
∆p
θ,sk
g1(r1) . . . gp(rp)drp . . . dr1fk+1(sk+1) . . . fn+1(sn+1)dsn+1 . . . ds1
=
∫ t
θ
f1(s1)
∫
∆n
θ,s1
f2(s2) . . . fk(sk)
∫
∆p
θ,sk
g1(r1) . . . gp(rp)drp . . . dr1
× fk+1(sk+1) . . . fn+1(sn+1)dsn+1 . . . ds2ds1
=
∑
σ∈An,p
∫ t
θ
f1(s1)
∫
∆n+p
θ,s1
hσ1 (w1) . . . h
σ
n+p(wn+p)dwn+p . . . dw1ds1
=
∑
σ˜∈An+1,p
∫
∆n+1+p
θ,t
hσ˜1 (w1) . . . h˜
σ˜
wn+1+p
dw1 . . . dwn+1+p,
where An+1,p is the set of permutations σ˜ of {1, . . . , n + 1 + p} such that σ˜(1) = 1 and
σ˜(j + 1) = σ(j), j = 1, . . . , n+ p for some σ ∈ An,p .

Remark 2.2. Notice that the set An,p in the above lemma also depends on k but we shall
not need this fact.
2.3. Fractional Brownian motion. Let BH = {BHt , t ∈ [0, T ]} be a d-dimensional
fractional Brownian motion with Hurst parameter H ∈ (0, 1/2) defined on a probability
space (Ω,A, P ). In other words, BH is a centered Gaussian process with covariance
structure
(RH(t, s))i,j := E[B
H,(i)
t B
H,(j)
s ] =
1
2
(
t2H + s2H − |t− s|2H) , i, j = 1, . . . , d.
Observe that E[|BHt − BHs |2] = d|t− s|2H and hence BH has stationary increments and
Hölder continuous trajectories of index H − ε for all ε ∈ (0, H). Observe moreover that
the increments of BH , H ∈ (0, 1/2) are not independent. This fact makes computations
more difficult. Another difficulty one encounters is that BH is not a semimartingale, see
e.g. [42, Proposition 5.1.1].
Now we give a brief survey on how to construct fractional Brownian motion via an
isometry. Since the construction can be done componentwise we present here for simplic-
ity the one-dimensional case. Further details can be found in [42].
Denote by E the set of step functions on [0, T ] and denote by H the Hilbert space
defined as the closure of E with respect to the inner product
〈1[0,t], 1[0,s]〉H = RH(t, s).
The mapping 1[0,t] 7→ Bt can be extended to an isometry between H and the Gaussian
subspace of L2(Ω) associated withBH . Denote such isometry by ϕ 7→ BH(ϕ). We recall
the following result (see [42, Proposition 5.1.3] ) which gives an integral representation
of RH(t, s) when H < 1/2:
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Proposition 2.3. Let H < 1/2. The kernel
KH(t, s) = cH
[(
t
s
)H− 1
2
(t− s)H− 12 +
(
1
2
−H
)
s
1
2
−H
∫ t
s
uH−
3
2 (u− s)H− 12du
]
,
where cH =
√
2H
(1−2H)β(1−2H,H+1/2)
being β the Beta function, satisfies
RH(t, s) =
∫ t∧s
0
KH(t, u)KH(s, u)du. (2.2)
The kernel KH can also be represented by means of fractional derivatives as follows
KH(t, s) = cHΓ
(
H +
1
2
)
s
1
2
−H
(
D
1
2
−H
t− u
H− 1
2
)
(s).
Consider the linear operatorK∗H : E → L2([0, T ]) defined by
(K∗Hϕ)(s) = KH(T, s)ϕ(s) +
∫ T
s
(ϕ(t)− ϕ(s))∂KH
∂t
(t, s)dt
for every ϕ ∈ E . Observe that (K∗H1[0,t])(s) = KH(t, s)1[0,t](s), then from this fact and
(2.2) we see that K∗H is an isometry between E and L2([0, T ]) which can be extended to
the Hilbert spaceH.
For a given ϕ ∈ H one can show the following two representations for K∗H in terms of
fractional derivatives
(K∗Hϕ)(s) = cHΓ
(
H +
1
2
)
s
1
2
−H
(
D
1
2
−H
T− u
H− 1
2ϕ(u)
)
(s)
and
(K∗Hϕ)(s) = cHΓ
(
H +
1
2
)(
D
1
2
−H
T− ϕ(s)
)
(s)
+ cH
(
1
2
−H
)∫ T
s
ϕ(t)(t− s)H− 32
(
1−
(
t
s
)H− 1
2
)
dt.
One can show that H = I
1
2
−H
T− (L
2) (see [17] and [1, Proposition 6]).
Given the fact thatK∗H is an isometry fromH into L2([0, T ]) the d-dimensional process
W = {Wt, t ∈ [0, T ]} defined by
Wt := B
H((K∗H)
−1(1[0,t])) (2.3)
is a Wiener process and the process BH has the following representation
BHt =
∫ t
0
KH(t, s)dWs, (2.4)
see [1].
Henceforward, we will denote byW a standard Wiener process on a given probability
space (Ω,A, P ) equipped with the natural filtration F = {Ft}t∈[0,T ] generated by W
augmented by all P -null sets and B := BH the fractional Brownian motion with Hurst
parameter H ∈ (0, 1/2) given by the representation (2.4).
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Next, we give a version of Girsanov’s theorem for fractional Brownian motion which is
due to [17, Theorem 4.9]. Here we present the version given in [40, Theorem 3.1] but first
we need to define an isomorphism KH from L2([0, T ]) onto I
H+ 1
2
0+ (L
2) associated with
the kernel KH(t, s) in terms of the fractional integrals as follows, see [17, Theorem 2.1]
(KHϕ)(s) = I
2H
0+ s
1
2
−HI
1
2
−H
0+ s
H− 1
2ϕ, ϕ ∈ L2([0, T ]).
From this and the properties of the Riemann-Liouville fractional integrals and deriva-
tives the inverse ofKH is given by
(K−1H ϕ)(s) = s
1
2
−HD
1
2
−H
0+ s
H− 1
2D2H0+ ϕ(s), ϕ ∈ IH+
1
2
0+ (L
2).
It follows that if ϕ is absolutely continuous, see [40], one can show that
(K−1H ϕ)(s) = s
H− 1
2 I
1
2
−H
0+ s
1
2
−Hϕ′(s). (2.5)
Theorem 2.4 (Girsanov’s theorem for fBm). Let u = {ut, t ∈ [0, T ]} be an F -adapted
process with integrable trajectories and set B˜Ht = B
H
t +
∫ t
0
usds, t ∈ [0, T ]. Assume
that
(i)
∫ ·
0
usds ∈ IH+
1
2
0+ (L
2([0, T ]), P -a.s.
(ii) E[ξT ] = 1 where
ξT := exp
{
−
∫ T
0
K−1H
(∫ ·
0
urdr
)
(s)dWs − 1
2
∫ T
0
K−1H
(∫ ·
0
urdr
)2
(s)ds
}
.
Then the shifted process B˜H is an F -fractional Brownian motion with Hurst parameter
H under the new probability P˜ defined by dP˜
dP
= ξT .
Remark 2.5. For the multidimensional case, define
(KHϕ)(s) := ((KHϕ
(1))(s), . . . , (KHϕ
(d))(s))∗, ϕ ∈ L2([0, T ];Rd),
where ∗ denotes transposition. Similarly forK−1H and K∗H .
Finally, we want to use a crucial property of the fractional Brownian in this paper,
which is referred to in the literature as strong (two-sided) local non-determinism (see
e.g.[43] or [48]). This property will essentially help us to overcome the limitations of not
having independent increments of the underlying noise: There exists a constant K > 0,
depending only on H and T , such that for any t ∈ [0, T ] , 0 < r < t and for i = 1, . . . , d,
Var
[
BH,it |
{
BH,is : |t− s| ≥ r
}] ≥ Kr2H . (2.6)
3. AN INTEGRATION BY PARTS FORMULA
Letm be an integer and consider a f : [0, T ]m × (Rd)m → R of the form
f(s, z) =
m∏
j=1
fj(sj, zj), s = (s1, . . . , sm) ∈ [0, T ]m, z = (z1, . . . , zm) ∈ (Rd)m,
(3.1)
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where fj : [0, T ] × Rd → R, j = 1, . . . , m are smooth functions with compact support.
Moreover, consider an integrable κ : [0, T ]m → R of the form
κ(s) =
m∏
j=1
κj(sj), s ∈ [0, T ]m, (3.2)
where κj : [0, T ]→ R, j = 1, . . . , m are integrable functions.
Denote by αj a multi-index and Dαj its corresponding differential operator. For α =
(α1, . . . , αm) considered as an element of N
d×m
0 so that |α| :=
∑m
j=1
∑d
l=1 α
(l)
j , we write
Dαf(s, z) =
m∏
j=1
Dαjfj(sj , zj).
The aim of this section is to derive an integration by parts formula of the form∫
∆m
θ,t
Dαf(s, Bs)ds =
∫
(Rd)m
Λfα(θ, t, z)dz, (3.3)
where B := BH , for a suitable random field Λfα. In fact, we have
Λfα(θ, t, z) = (2pi)
−dm
∫
(Rd)m
∫
∆m
θ,t
m∏
j=1
fj(sj , zj)(−iuj)αj exp{−i〈uj , Bsj − zj〉}dsdu.
(3.4)
We start by defining Λfα(θ, t, z) as above and show that it is a well-defined element of
L2(Ω).
Introduce the following notation: given (s, z) = (s1, . . . , sm, z1 . . . , zm) ∈ [0, T ]m ×
(Rd)m and a shuffle σ ∈ S(m,m) we write
fσ(s, z) :=
2m∏
j=1
f[σ(j)](sj , z[σ(j)])
and
κσ(s) :=
2m∏
j=1
κ[σ(j)](sj),
where [j] is equal to j if 1 ≤ j ≤ m and j −m ifm+ 1 ≤ j ≤ 2m.
For a multiindex α we define
Ψfα(θ, t, z)
: =
d∏
l=1
√
(2 |α(l)|)!
∑
σ∈S(m,m)
∫
∆2m0,t
|fσ(s, z)|
2m∏
j=1
1
|sj − sj−1|H(d+2
∑d
l=1 α
(l)
[σ(j)]
)
ds1...ds2m
respectively,
Ψκα(θ, t)
: =
d∏
l=1
√
(2 |α(l)|)!
∑
σ∈S(m,m)
∫
∆2m0,t
|κσ(s)|
2m∏
j=1
1
|sj − sj−1|H(d+2
∑d
l=1 α
(l)
[σ(j)]
)
ds1...ds2m.
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Theorem 3.1. Suppose that Ψfα(θ, t, z),Ψ
κ
α(θ, t) < ∞. Then, defining Λfα(θ, t, z) as
in (3.4) gives a random variable in L2(Ω) and there exists a universal constant C =
C(T,H, d) > 0 such that
E[
∣∣Λfα(θ, t, z)∣∣2] ≤ Cm+|α|Ψfα(θ, t, z). (3.5)
Moreover, we have
∣∣∣∣E[∫
(Rd)m
Λfα(θ, t, z)dz]
∣∣∣∣ ≤ Cm/2+|α|/2 m∏
j=1
‖fj‖L1(Rd;L∞([0,T ])) (Ψκα(θ, t))1/2. (3.6)
Proof. For notational convenience we consider θ = 0 and set Λfα(t, z) = Λ
f
α(0, t, z).
For an integrable function g : (Rd)m −→ C we can write
∣∣∣∣∫
(Rd)m
g(u1, ..., um)du1...dum
∣∣∣∣2
=
∫
(Rd)m
g(u1, ..., um)du1...dum
∫
(Rd)m
g(um+1, ..., u2m)dum+1...du2m
=
∫
(Rd)m
g(u1, ..., um)du1...dum(−1)dm
∫
(Rd)m
g(−um+1, ...,−u2m)dum+1...du2m,
where we used the change of variables (um+1, ..., u2m) 7−→ (−um+1, ...,−u2m) in the
third equality.
This gives
∣∣Λfα(t, z)∣∣2
= (2pi)−2dm(−1)dm
∫
(Rd)2m
∫
∆m0,t
m∏
j=1
fj(sj, zj)(−iuj)αje−i〈uj ,Bsj−zj〉ds1...dsm
×
∫
∆m0,t
2m∏
j=m+1
f[j](sj , z[j])(−iuj)α[j]e−i〈uj ,Bsj−z[j]〉dsm+1...ds2mdu1...du2m
= (2pi)−2dm(−1)dm
∑
σ∈S(m,m)
∫
(Rd)2m
(
m∏
j=1
e−i〈zj ,uj+uj+m〉
)
×
∫
∆2m0,t
fσ(s, z)
2m∏
j=1
u
α[σ(j)]
σ(j) exp
{
−
2m∑
j=1
〈
uσ(j), Bsj
〉}
ds1...ds2mdu1...du2m,
where we used (2.1) in the last step.
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Taking the expectation on both sides yields
E[
∣∣Λfα(t, z)∣∣2] (3.7)
= (2pi)−2dm(−1)dm
∑
σ∈S(m,m)
∫
(Rd)2m
(
m∏
j=1
e−i〈zj ,uj+uj+m〉
)
×
∫
∆2m0,t
fσ(s, z)
2m∏
j=1
u
α[σ(j)]
σ(j) exp
{
−1
2
V ar[
2m∑
j=1
〈
uσ(j), Bsj
〉
]
}
ds1...ds2mdu1...du2m
= (2pi)−2dm(−1)dm
∑
σ∈S(m,m)
∫
(Rd)2m
(
m∏
j=1
e−i〈zj ,uj+uj+m〉
)
×
∫
∆2m0,t
fσ(s, z)
2m∏
j=1
u
α[σ(j)]
σ(j) exp
{
−1
2
d∑
l=1
V ar[
2m∑
j=1
u
(l)
σ(j)B
(l)
sj
]
}
ds1...ds2mdu
(1)
1 ...du
(1)
2m
...du
(d)
1 ...du
(d)
2m
= (2pi)−2dm(−1)dm
∑
σ∈S(m,m)
∫
(Rd)2m
(
m∏
j=1
e−i〈zj ,uj+uj+m〉
)
×
∫
∆2m0,t
fσ(s, z)
2m∏
j=1
u
α[σ(j)]
σ(j)
d∏
l=1
exp
{
−1
2
((u
(l)
σ(j))1≤j≤2m)
∗Q((u
(l)
σ(j))1≤j≤2m)
}
ds1...ds2m
du
(1)
σ(1)...du
(1)
σ(2m)...du
(d)
σ(1)...du
(d)
σ(2m),
where ∗ denotes transposition and
Q = Q(s) := (E[B(1)si B
(1)
sj
])1≤i,j≤2m.
Further, we see that∫
∆2m0,t
|fσ(s, z)|
∫
(Rd)2m
2m∏
j=1
d∏
l=1
∣∣∣u(l)σ(j)∣∣∣α(l)[σ(j)] d∏
l=1
exp
{
−1
2
((u
(l)
σ(j))1≤j≤2m)
∗Q((u
(l)
σ(j))1≤j≤2m)
}
du
(1)
σ(1)...du
(1)
σ(2m)...du
(d)
σ(1)...du
(d)
σ(2m)ds1...ds2m
=
∫
∆2m0,t
|fσ(s, z)|
∫
(Rd)2m
2m∏
j=1
d∏
l=1
∣∣∣u(l)j ∣∣∣α(l)[σ(j)]
×
d∏
l=1
exp
{
−1
2
〈
Qu(l), u(l)
〉}
du
(1)
1 ...du
(1)
2m...du
(d)
1 ...du
(d)
2mds1...ds2m
=
∫
∆2m0,t
|fσ(s, z)|
d∏
l=1
∫
R2m
(
2m∏
j=1
∣∣∣u(l)j ∣∣∣α(l)[σ(j)]) exp{−12 〈Qu(l), u(l)〉
}
du
(l)
1 ...du
(l)
2mds1...ds2m,(3.8)
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where
u(l) := (u
(l)
j )1≤j≤2m.
We have that∫
R2m
(
2m∏
j=1
∣∣∣u(l)j ∣∣∣α(l)[σ(j)]) exp{−12 〈Qu(l), u(l)〉
}
du
(l)
1 ...du
(l)
2m
=
1
(detQ)1/2
∫
R2m
(
2m∏
j=1
∣∣〈Q−1/2u(l), ej〉∣∣α(l)[σ(j)]) exp{−1
2
〈
u(l), u(l)
〉}
du
(l)
1 ...du
(l)
2m,
where ei, i = 1, ..., 2m is the standard ONB of R2m.
We also get that∫
R2m
(
2m∏
j=1
∣∣〈Q−1/2u(l), ej〉∣∣α(l)[σ(j)]) exp{−1
2
〈
u(l), u(l)
〉}
du
(l)
1 ...du
(l)
2m
= (2pi)mE[
2m∏
j=1
∣∣〈Q−1/2Z, ej〉∣∣α(l)[σ(j)]],
where
Z ∼ N (O, I2m×2m).
We know from Lemma A.9, which is a type of Brascamp-Lieb inequality that
E[
2m∏
j=1
∣∣〈Q−1/2Z, ej〉∣∣α(l)[σ(j)]]
≤
√
perm(
∑
) =
√√√√√√ ∑
pi∈S
2|α(l)|
2|α(l)|∏
i=1
aipi(i),
where perm(
∑
) is the permanent of the covariance matrix
∑
= (aij) of the Gaussian
random vector
(
〈
Q−1/2Z, e1
〉
, ...,
〈
Q−1/2Z, e1
〉︸ ︷︷ ︸
α
(l)
[σ(1)]
times
,
〈
Q−1/2Z, e2
〉
, ...,
〈
Q−1/2Z, e2
〉︸ ︷︷ ︸
α
(l)
[σ(2)]
times
, ...,
〈
Q−1/2Z, e2m
〉
, ...,
〈
Q−1/2Z, e2m
〉︸ ︷︷ ︸
α
(l)
[σ(2m)]
times
),
∣∣α(l)∣∣ :=∑mj=1 α(l)j and where Sn stands for the permutation group of size n.
In addition, using an upper bound for the permanent of positive semidefinite matrices
(see [5]) or direct computations we get that
perm(
∑
) =
∑
pi∈S
2|α(l)|
2|α(l)|∏
i=1
aipi(i) ≤ (2
∣∣α(l)∣∣)! 2|α(l)|∏
i=1
aii. (3.9)
Let now i ∈ [∑j−1r=1 α(l)[σ(r)] + 1, α(l)[σ(j)]] for some arbitrary fixed j ∈ {1, ..., 2m}. Then
aii = E[
〈
Q−1/2Z, ej
〉 〈
Q−1/2Z, ej
〉
].
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Further using substitution, we also have that
E[
〈
Q−1/2Z, ej
〉 〈
Q−1/2Z, ej
〉
]
= (detQ)1/2
1
(2pi)m
∫
R2m
〈u, ej〉2 exp(−1
2
〈Qu, u〉)du1...du2m
= (detQ)1/2
1
(2pi)m
∫
R2m
u2j exp(−
1
2
〈Qu, u〉)du1...du2m
We now want to use Lemma A.10. Then we get that∫
R2m
u2j exp(−
1
2
〈Qu, u〉)du1...dum
=
(2pi)(2m−1)/2
(detQ)1/2
∫
R
v2 exp(−1
2
v2)dv
1
σ2j
=
(2pi)m
(detQ)1/2
1
σ2j
,
where σ2j := V ar[B
H
sj
∣∣∣BHs1 , ..., BHs2m without BHsj] .
We now want to use strong local non-determinism of the form (see (2.6)): For all
t ∈ [0, T ], 0 < r < t :
V ar[BHt
∣∣BHs , |t− s| ≥ r] ≥ Kr2H .
The latter implies that
(detQ(s))1/2 ≥ K(2m−1)/2 |s1|H |s2 − s1|H ... |s2m − s2m−1|H
as well as
σ2j ≥ Kmin{|sj − sj−1|2H , |sj+1 − sj|2H}.
Thus
2m∏
j=1
σ
−2α
(l)
[σ(j)]
j ≤ K−2m
2m∏
j=1
1
min{|sj − sj−1|2Hα
(l)
[σ(j)] , |sj+1 − sj |2Hα
(l)
[σ(j)]}
≤ Cm+|α(l)|
2m∏
j=1
1
|sj − sj−1|4Hα
(l)
[σ(j)]
for a constant C only depending on H and T .
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Hence, it follows from (3.9) that
perm(
∑
) ≤ (2 ∣∣α(l)∣∣)! 2|α(l)|∏
i=1
aii
≤ (2 ∣∣α(l)∣∣)! 2m∏
j=1
((detQ)1/2
1
(2pi)m
(2pi)m
(detQ)1/2
1
σ2j
)α
(l)
[σ(j)]
≤ (2 ∣∣α(l)∣∣)!Cm+|α(l)| 2m∏
j=1
1
|sj − sj−1|4Hα
(l)
[σ(j)]
.
So
E[
2m∏
j=1
∣∣〈Q−1/2Z, ej〉∣∣α(l)[σ(j)]] ≤√perm(∑)
≤
√
(2 |α(l)|)!Cm+|α(l)|
2m∏
j=1
1
|sj − sj−1|2Hα
(l)
[σ(j)]
.
Therefore we obtain from (3.7) and (3.8) that
E[
∣∣Λfα(θ, t, z)∣∣2]
≤ Cm
∑
σ∈S(m,m)
∫
∆2m0,t
|fσ(s, z)|
d∏
l=1
∫
R2m
(
2m∏
j=1
∣∣∣u(l)j ∣∣∣α(l)[σ(j)]) exp{−12 〈Qu(l), u(l)〉
}
du
(l)
1 ...du
(l)
2mds1...ds2m
≤ Mm
∑
σ∈S(m,m)
∫
∆2m0,t
|fσ(s, z)| 1
(detQ(s))d/2
d∏
l=1
√
(2 |α(l)|)!Cm+|α(l)|
2m∏
j=1
1
|sj − sj−1|2Hα
(l)
[σ(j)]
ds1...ds2m
= MmCmd+|α|
d∏
l=1
√
(2 |α(l)|)!
∑
σ∈S(m,m)
∫
∆2m0,t
|fσ(s, z)|
2m∏
j=1
1
|sj − sj−1|H(d+2
∑d
l=1 α
(l)
[σ(j)]
)
ds1...ds2m
for a constantM depending on d.
Finally, we show estimate (3.6). Using the inequality (3.5), we find that∣∣∣∣E [∫
(Rd)m
Λκfα (θ, t, z)dz
]∣∣∣∣
≤
∫
(Rd)m
(E[
∣∣Λκfα (θ, t, z)∣∣2)1/2dz ≤ Cm/2+|α|/2 ∫
(Rd)m
(Ψκfα (θ, t, z))
1/2dz.
Taking the supremum over [0, T ] for each function fj , i.e.∣∣f[σ(j)](sj, z[σ(j)])∣∣ ≤ sup
sj∈[0,T ]
∣∣f[σ(j)](sj, z[σ(j)])∣∣ , j = 1, ..., 2
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one obtains that
∣∣∣∣E [∫
(Rd)m
Λκfα (θ, t, z)dz
]∣∣∣∣
≤ Cm+|α| max
σ∈S(m,m)
∫
(Rd)m
(
2m∏
l=1
∥∥f[σ(l)](·, z[σ(l)])∥∥L∞([0,T ])
)1/2
dz
×(
d∏
l=1
√
(2 |α(l)|)!
∑
σ∈S(m,m)
∫
∆2m0,t
|κσ(s)|
2m∏
j=1
1
|sj − sj−1|H(d+2
∑d
l=1 α
(l)
[σ(j)]
)
ds1...ds2m)
1/2
= Cm+|α| max
σ∈S(m,m)
∫
(Rd)m
(
2m∏
l=1
∥∥f[σ(l)](·, z[σ(l)])∥∥L∞([0,T ])
)1/2
dz · (Ψκα(θ, t))1/2
= Cm+|α|
∫
(Rd)m
m∏
j=1
‖fj(·, zj)‖L∞([0,T ]) dz · (Ψκα(θ, t))1/2
= Cm+|α|
m∏
j=1
‖fj(·, zj)‖L1(Rd;L∞([0,T ])) · (Ψκα(θ, t))1/2.

We remark that a priori one can not interchange the order of integration in (3.4). In-
deed, for m = 1, f ≡ 1 one gets an integral of the Donsker-Delta function which is not a
random variable in the usual sense. To overcome this define for R > 0,
Λfα,R(θ, t, z) := (2pi)
−dm
∫
B(0,R)
∫
∆m
θ,t
m∏
j=1
fj(sj, zj)(−iuj)αje−i〈uj ,Bsj−zj〉dsdu,
where B(0, R) := {v ∈ (Rd)m : |v| < R}. Clearly we have
|Λfα,R(θ, t, z)| ≤ CR
∫
∆m
θ,t
m∏
j=1
|fj(sj, zj)|ds
for an appropriate constant CR. Let us assume that the above right-hand side is integrable
over (Rd)m.
Similar computations as above show that Λfα,R(θ, t, z) → Λfα(θ, t, z) in L2(Ω) as R →
∞ for all θ, t and z.
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Lebesgue’s dominated convergence theorem and the fact that the Fourier transform is
an automorphism on the Schwarz space yield∫
(Rd)m
Λfα(θ, t, z)dz = lim
R→∞
∫
(Rd)m
Λfα,R(θ, t, z)dz
= lim
R→∞
(2pi)−dm
∫
(Rd)m
∫
B(0,R)
∫
∆m
θ,t
m∏
j=1
fj(sj, zj)(−iuj)αje−i〈uj ,Bsj−zj〉Rddsdudz
= lim
R→∞
∫
∆m
θ,t
∫
B(0,R)
(2pi)−dm
∫
(Rd)m
m∏
j=1
fj(sj, zj)e
iujzj (−iuj)αje−i〈uj ,Bsj 〉Rd dzduds
= lim
R→∞
∫
∆m
θ,t
∫
B(0,R)
m∏
j=1
f̂j(s,−uj)(−iuj)αje−i〈uj ,Bsj 〉Rdduds
=
∫
∆m
θ,t
Dαf(s, Bs)ds
which is exactly (3.3).
Next, we give a crucial estimate which shows why fractional Brownian motion actually
regularises (1.1). It is based on integration by parts and the aforementioned properties of
the local-time L. The estimate we obtain can be presented in a more explicit way when
κj(s) = (KH(s, θ)−KH(s, θ′))εj , θ < s < t
or,
κj(s) = (KH(s, θ))
εj , θ < s < t
for every j = 1, . . . , m with (ε1, . . . , εm) ∈ {0, 1}m and we will see why these choices
are important in the next section.
Proposition 3.2. Let BH , H ∈ (0, 1/2) be a standard d−dimensional fractional Brow-
nian motion and functions f and κ as in (5.8), respectively as in (3.2). Let θ, θ′, t ∈
[0, T ], θ′ < θ < t and
κj(s) = (KH(s, θ)−KH(s, θ′))εj , θ < s < t
for every j = 1, ..., m with (ε1, ..., εm) ∈ {0, 1}m for θ, θ′ ∈ [0, T ] with θ′ < θ. Let
α ∈ (Nd0)m be a multi-index. If
H <
1
2
− γ
(d− 1 + 2∑dl=1 α(l)j )
for all j, where γ ∈ (0, H) is sufficiently small, then there exists a universal constant C
(depending on H , T and d, but independent of m, {fi}i=1,...,m and α) such that for any
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θ, t ∈ [0, T ] with θ < t we have∣∣∣∣∣E
∫
∆m
θ,t
(
m∏
j=1
Dαjfj(sj, B
H
sj
)κj(sj)
)
ds
∣∣∣∣∣
≤ Cm+|α|
m∏
j=1
‖fj(·, zj)‖L1(Rd;L∞([0,T ]))
(
θ − θ′
θθ′
)γ∑mj=1 εj
θ(H−
1
2
−γ)
∑m
j=1 εj
×(
∏d
l=1(2
∣∣α(l)∣∣)!)1/4(t− θ)−H(md+2|α|)−(H− 12−γ)∑mj=1 εj+m
Γ(−H(2md + 4 |α|) + 2(H − 1
2
− γ)∑mj=1 εj + 2m)1/2 .
Proof. By definition of Λκfα (3.4) it immediately follows that the integral in our proposi-
tion can be expressed as∫
∆m
θ,t
(
m∏
j=1
Dαjfj(sj, B
H
sj
)κj(sj)
)
ds =
∫
Rdm
Λκfα (θ, t, z)dz.
Taking expectation and using Theorem 3.1 we obtain∣∣∣∣∣E
∫
∆m
θ,t
(
m∏
j=1
Dαjfj(sj, B
H
sj
)κj(sj)
)
ds
∣∣∣∣∣ ≤ Cm+|α|
m∏
j=1
‖fj(·, zj)‖L1(Rd;L∞([0,T ]))·(Ψκα(θ, t))1/2,
where in this situation
Ψκk (θ, t)
: =
d∏
l=1
√
(2 |α(l)|)!
∑
σ∈S(m,m)
∫
∆2m0,t
2m∏
j=1
(KH(sj, θ)−KH(sj, θ′))ε[σ(j)]
1
|sj − sj−1|H(d+2
∑d
l=1 α
(l)
[σ(j)]
)
ds1...ds2m.
We want to apply Lemma A.5. For this, we need that −H(d + 2∑dl=1 α(l)[σ(j)]) + (H −
1
2
− γ)ε[σ(j)] > −1 for all j = 1, ..., 2m. The worst case is, when ε[σ(j)] = 1 for all j. So
H <
1
2
−γ
(d−1+2
∑d
l=1 α
(l)
[σ(j)]
)
for all j. Hence, we have
Ψκα(θ, t) ≤
∑
σ∈S(m,m)
(
θ − θ′
θθ′
)γ∑2mj=1 ε[σ(j)]
θ(H−
1
2
−γ)
∑2m
j=1 ε[σ(j)]
×
d∏
l=1
√
(2 |α(l)|)!Πγ(2m)(t− θ)−H(2md+4|α|)+(H− 12−γ)
∑2m
j=1 ε[σ(j)]+2m,
where Πγ(m) is defined as in Lemma A.5. The latter can be bounded above as follows
Πγ(2m) ≤
∏2m
j=1 Γ(1−H(d+ 2
∑d
l=1 α
(l)
[σ(j)]))
Γ(−H(2md+ 4 |α|) + (H − 1
2
− γ)∑2mj=1 ε[σ(j)] + 2m) .
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Observe that
∑2m
j=1 ε[σ(j)] = 2
∑m
j=1 εj. Therefore, we have that
(Ψκk (θ, t))
1/2
≤ Cm
(
θ − θ′
θθ′
)γ∑mj=1 εj
θ(H−
1
2
−γ)
∑m
j=1 εj
×(
∏d
l=1(2
∣∣α(l)∣∣)!)1/4(t− θ)−H(md+2|α|)−(H− 12−γ)∑mj=1 εj+m
Γ(−H(2md+ 4 |α|) + 2(H − 1
2
− γ)∑mj=1 εj + 2m)1/2 ,
where we used
∏2m
j=1 Γ(1−H(d+2
∑d
l=1 α
(1)
[σ(j)]) ≤ Cm for a large enough constantC > 0
and
√
a1 + ...+ am ≤ √a1 + ...√am for arbitrary non-negative numbers a1, ..., am.

Proposition 3.3. Let BH , H ∈ (0, 1/2) be a standard d−dimensional fractional Brown-
ian motion and functions f and κ as in (5.8), respectively as in (3.2). Let θ, t ∈ [0, T ]
with θ < t and
κj(s) = (KH(s, θ))
εj , θ < s < t
for every j = 1, ..., m with (ε1, ..., εm) ∈ {0, 1}m. Let α ∈ (Nd0)m be a multi-index. If
H <
1
2
− γ
(d− 1 + 2∑dl=1 α(l)j )
for all j, where γ ∈ (0, H) is sufficiently small, then there exists a universal constant C
(depending on H , T and d, but independent of m, {fi}i=1,...,m and α) such that for any
θ, t ∈ [0, T ] with θ < t we have∣∣∣∣∣E
∫
∆m
θ,t
(
m∏
j=1
Dαjfj(sj , B
H
sj
)κj(sj)
)
ds
∣∣∣∣∣
≤ Cm+|α|
m∏
j=1
‖fj(·, zj)‖L1(Rd;L∞([0,T ])) θ(H−
1
2
)
∑m
j=1 εj
×(
∏d
l=1(2
∣∣α(l)∣∣)!)1/4(t− θ)−H(md+2|α|)−(H− 12−γ)∑mj=1 εj+m
Γ(−H(2md+ 4 |α|) + 2(H − 1
2
− γ)∑mj=1 εj + 2m)1/2 .
Proof. The proof is similar to the previous proposition. 
Remark 3.4. We mention that
d∏
l=1
(2
∣∣α(l)∣∣)! ≤ (2 |α|)!C |α|
for a constant C depending on d. Later on in the paper, when we deal with the existence
of strong solutions, we will consider the case
α
(l)
j ∈ {0, 1} for all j, l
with
|α| = m.
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4. EXISTENCE AND UNIQUENESS OF GLOBAL STRONG SOLUTIONS
As outlined in the introduction the object of study is a time-inhomogeneous SDE with
additive d-dimensional fractional Brownian noiseBH with Hurst parameterH ∈ (0, 1/2),
i.e.
dXt = b(t, Xt)dt+ dB
H
t , X0 = x ∈ Rd, t ∈ [0, T ], (4.1)
where b : [0, T ]×Rd → Rd is a Borel-measurable function. We will study equation (1.1)
when the drift coefficient b belongs to L1(Rd;L∞([0, T ],Rd))∩L∞(Rd;L∞([0, T ],Rd)).
We will introduce the following short notation for the following functional spaces
L1∞ := L
1(Rd;L∞([0, T ],Rd))
L∞∞ := L
∞(Rd;L∞([0, T ],Rd))
L1,∞∞,∞ := L
1
∞ ∩ L∞∞.
Hence the subscript refers to the supremum’s norm on [0, T ] whereas the superscript indi-
cates the norm used for the space variable.
Hereunder, we establish the main result of this section.
Theorem 4.1. Let b ∈ L1,∞∞,∞. Then if H < 12(2+d) , d ≥ 1 there exists a unique (global)
strong solutionX = {Xt, t ∈ [0, T ]} of equation (1.1). Moreover, for every t ∈ [0, T ],Xt
is Malliavin differentiable in the direction of the Brownian motionW in (2.3).
The proof of Theorem 4.1 is based on the following steps:
(1) First, we construct a weak solution X to (1.1) by means of Girsanov’s theorem,
that is we introduce a probability space (Ω,A, P ) that carries a fractional Brown-
ian motionBH and a processX such that (1.1) is fulfilled. However, a prioriX is
not adapted to the filtration F = {Ft}t∈[0,T ] generated by BH .
(2) Next, we approximate the drift coefficient b a.e. by a sequence of functions (which
always exists by standard approximation results) bn ⊂ C∞c ([0, T ] × Rd), n ≥ 0
(actually it suffices to look at approximating coefficients which are only smooth
with respect to the space variable) such that
bn(t, x) −→ b(t, x) (4.2)
as n → ∞ for a.e. (t, x) ∈ [0, T ] × Rd with supn≥0 ‖bn‖L1∞ < ∞ and such that|bn(t, x)| ≤ M < ∞, n ≥ 0 a.e. for some constant M . By standard results on
SDEs, we know that for each smooth coefficient bn, n ≥ 0, there exists unique
strong solutionXn· to the SDE
dXnt = bn(t, X
n
t )du+ dB
H
t , 0 ≤ t ≤ T, Xn0 = x ∈ Rd . (4.3)
We then show that for each t ∈ [0, T ] the sequence Xnt converges weakly to
the conditional expectation E[Xt|Ft] in the space L2(Ω;Ft) of square integrable,
Ft-measurable random variables.
(3) It is well known, see e.g. [42], that for each t ∈ [0, T ] the strong solutionXnt , n ≥
0, is Malliavin differentiable, and that the Malliavin derivativeDsXnt , 0 ≤ s ≤ t,
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with respect toW in (2.3) satisfies
DsX
n
t = KH(t, s)Id +
∫ t
s
b′n(u,X
n
u )DsX
n
udu, (4.4)
where b′n denotes the Jacobian of bn and Id the identity matrix in R
d×d. In the
next step we then employ a compactness criterion based on Malliavin calculus to
show that for every t ∈ [0, T ] the set of random variables {Xnt }n≥0 is relatively
compact in L2(Ω), which then admits the conclusion that Xnt converges strongly
in L2(Ω;Ft) to E[Xt|Ft]. Further we see that E[Xt|Ft] is Malliavin differentiable
as a consequence of the compactness criterion.
(4) In the last step we show that E[Xt|Ft] = Xt, which implies that Xt is Ft-
measurable and thus a strong solution on our specific probability space.
We turn to the first step of our scheme which is to construct weak solutions of (1.1) by
using Girsanov’s theorem in this context. Let (Ω,A, P˜ ) be some given probability space
which carries a d-dimensional fractional Brownian motion B˜H with Hurst parameterH ∈
(0, 1/2) and set Xt := x + B˜Ht , t ∈ [0, T ], x ∈ Rd. Set θt :=
(
K−1H
(∫ ·
0
b(r,Xr)dr
))
(t)
and consider the Doléans-Dade exponential
ξt := E (θ·)t := exp
{∫ t
0
θTs dWs −
1
2
∫ t
0
θTs θsds
}
, t ∈ [0, T ].
The following two lemmata show that the conditions of Theorem 2.4 hold.
Lemma 4.2. Let B˜Ht be a d-dimensional fractional Brownian motion with respect to
(Ω,A, P˜ ). Then ∫ ·
0
|b(s, B˜Hs )|ds ∈ IH+
1
2
0+ (L
2), P − a.s.
Proof. Using the property that D
H+ 1
2
0+ I
H+ 1
2
0+ (f) = f for f ∈ L2([0, T ]) we need to show
that
D
H+ 1
2
0+
∫ ·
0
|b(s, B˜Hs )|ds ∈ L2([0, T ]), P − a.s.
Indeed,∣∣∣∣DH+ 120+ (∫ ·
0
|b(s, B˜Hs )|ds
)
(t)
∣∣∣∣ = 1Γ (1
2
−H)
(
1
tH+
1
2
∫ t
0
|b(u, B˜Hu )|du
+
(
H +
1
2
)∫ t
0
(t− s)−H− 32
∫ t
s
|b(u, B˜Hu )|duds
)
≤ t
1
2
−H
Γ
(
1
2
−H) 112 −H ‖b‖L∞∞ .
Hence, for some finite constant CH > 0 we have∣∣∣∣DH+ 120+ (∫ ·
0
|b(s, B˜Hs )|ds
)
(t)
∣∣∣∣2 ≤ CH‖b‖2L∞∞t1−2H .
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As a result,∫ T
0
∣∣∣∣DH+ 120+ (∫ ·
0
|b(s, B˜Hs )|ds
)
(t)
∣∣∣∣2 dt ≤ CH‖b‖2L∞∞ ∫ T
0
t1−2Hdt <∞, P − a.s.
since H ∈ (0, 1/2). 
Lemma 4.3. Let B˜Ht be a d-dimensional fractional Brownian motion with respect to
(Ω,A, P˜ ). Then for every µ ∈ R we have
E˜
[
exp
{
µ
∫ T
0
∣∣∣∣K−1H (∫ ·
0
b(r, B˜Hr )dr
)
(s)
∣∣∣∣2 ds
}]
≤ CH,d,µ,T (‖b‖L∞
∞
)
for some continuous increasing function CH,d,µ,T depending only on H , d, T and µ.
In particular,
E˜
[
E
(∫ T
0
K−1H
(∫ ·
0
b(r, B˜Hr )dr
)∗
(s)dWs
)p]
≤ CH,d,µ,T (‖b‖L∞
∞
),
where E˜ denotes expectation under P˜ and ∗ denotes transposition.
Proof. Denote by θs := K
−1
H
(∫ ·
0
|b(r, B˜Hr )|dr
)
(s). Then using relation (2.5) we have
|θs| =|sH− 12 I
1
2
−H
0+ s
1
2
−H |b(s, B˜Hs )||
=
1
Γ
(
1
2
−H)sH− 12
∫ s
0
(s− r)− 12−Hr 12−H |b(r, B˜Hr )|dr
≤‖b‖L∞
∞
1
Γ
(
1
2
−H)sH− 12
∫ s
0
(s− r)− 12−Hr 12−Hdr
= ‖b‖L∞
∞
Γ
(
3
2
−H)
Γ (1− 2H)s
1
2
−H
≤‖b‖L∞
∞
Γ
(
3
2
−H)
Γ (1− 2H)T
1
2
−H .
Squaring both sides we have the following estimate
|θs|2 ≤ CH‖b‖2L∞
∞
T 1−2H P − a.s., (4.5)
where CH :=
Γ( 32−H)
2
Γ(1−2H)2
.
Then we get the following estimate
E˜
[
exp
{
µ
∫ T
0
|θs|2 ds
}]
≤ exp{|µ|CHT 2(1−H)‖b‖2L∞
∞
}
.

By Girsanov’s theorem, see Theorem 2.4, the process
BHt := Xt − x−
∫ t
0
b(s,Xs)ds, t ∈ [0, T ] (4.6)
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is a fractional Brownian motion on (Ω,A, P ) with Hurst parameter H ∈ (0, 1/2), where
dP
dP˜
= ξT . Hence, because of (4.6), the couple (X,BH) is a weak solution of (1.1) on
(Ω,A, P ).
Henceforth, we confine ourselves to the filtered probability space (Ω,A, P ), F =
{Ft}t∈[0,T ] which carries the weak solution (X,BH) of (1.1).
Remark 4.4. As outlined in the scheme above, the main challenge to establish existence
of a strong solution is now to show that X is F -adapted. Indeed, in that case Xt =
Ft(B
H
· ) for some family of measurable functionals Ft, t ∈ [0, T ] on C([0, T ];Rd), and
for any other stochastic basis (Ωˆ, Aˆ, Pˆ , Bˆ) one gets that Xt := Ft(Bˆ·), t ∈ [0, T ], is a Bˆ-
adapted solution to SDE (1.1). But this means exactly the existence of a strong solution
to SDE (1.1).
Remark 4.5. It is worth to remark that one actually has existence of weak solutions for
any H ∈ (0, 1/2) and that weak solutions for bounded b are weakly unique since the
estimates from Lemma 4.3 also hold with X in place of B˜H . For this reason, the main
challenge is to show that when H is small enough such solutions are in fact strong. Then
weak uniqueness implies strong uniqueness. See [44].
We now turn to the second step of our procedure.
Lemma 4.6. Let {bn}n≥0 ⊂ C∞c ([0, T ] × Rd) be an approximating sequence of b in the
sense of (4.2). Denote by Xn = {Xnt , t ∈ [0, T ]} the corresponding solutions of (1.1) if
we replace b by bn, n ≥ 0. Then for every t ∈ [0, T ] and bounded continuous function
ϕ : Rd → R we have that
ϕ(Xnt )
n→∞−−−→ E [ϕ(Xt)|Ft] ,
weakly in L2(Ω;Ft).
Proof. For a moment let us just, without loss of generality, assume that x = 0. First we
show that
E
(∫ t
0
K−1H
(∫ ·
0
bn(r, B
H
r )dr
)∗
(s)dWs
)
→ E
(∫ t
0
K−1H
(∫ ·
0
b(r, BHr )dr
)∗
(s)dWs
)
(4.7)
in Lp(Ω) for all p ≥ 1. To see this, note that
K−1H
(∫ ·
0
bn(r, B
H
r )dr
)
(s)→ K−1H
(∫ ·
0
b(r, BHr )dr
)
(s)
in probability for all s. Indeed, similar computations as in Lemma 4.3 give
E
[∣∣∣K−1H (∫ ·
0
bn(r, B
H
r )dr
)
(s)−K−1H
(∫ ·
0
b(r, BHr )dr
)
(s)
∣∣∣]
≤ s
H−1/2
Γ(1
2
−H)
∫ s
0
(s− r)−1/2−Hr1/2−H E[|bn(r, BHr )− b(r, BHr )|]dr
=
sH−1/2
Γ(1
2
−H)
∫ s
0
(s− r)−1/2−Hr1/2−H
∫
Rd
|bn(r, y)− b(r, y)|(2pir2H)−d/2 exp
{
− y
2
2r2H
}
dydr→ 0
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as n→∞ since bn(t, x)→ b(t, x) for a.e. (t, x).
Moreover,
{
K−1H (
∫ ·
0
bn(r, B
H
r )dr)
}
n≥0
is bounded in L2([0, t]×Ω;Rd). This is directly
seen from (4.5) in Lemma 4.3.
Consequently∫ t
0
K−1H
(∫ ·
0
bn(r, B
H
r )dr
)∗
(s)dWs →
∫ t
0
K−1H
(∫ ·
0
b(r, BHr )dr
)∗
(s)dWs
and ∫ t
0
∣∣∣∣K−1H (∫ ·
0
bn(r, B
H
r )dr
)
(s)
∣∣∣∣2 ds→ ∫ t
0
∣∣∣∣K−1H (∫ ·
0
b(r, BHr )dr
)
(s)
∣∣∣∣2 ds
in L2(Ω) since the latter is bounded Lp(Ω) for any p ≥ 1, see Lemma 4.3.
Using the estimate |ex − ey| ≤ ex+y|x − y|, Hölder’s inequality and the bounds in
Lemma 4.3 it is clear that (4.7) holds.
Similarly, one also shows that
exp
{〈
α,
∫ t
s
bn(r, B
H
r )dr
〉}
→ exp
{〈
α,
∫ t
s
b(r, BHr )dr
〉}
in Lp(Ω) for all p ≥ 1, 0 ≤ s ≤ t ≤ T , α ∈ Rd.
To conclude the proof we note that the set
Σt :=
{
exp{
k∑
j=1
〈αj , BHtj − BHtj−1〉} : {αj}kj=1 ⊂ Rd, 0 = t0 < · · · < tk = t, k ≥ 1
}
is a total subspace of L2(Ω,Ft, P ) and we may thus restrict ourselves to show the conver-
gence
lim
n→∞
E [(ϕ(Xnt )− E[ϕ(Xt)|Ft]) ξ] = 0
for all ξ ∈ Σt. To this end, we notice that ϕ is of linear growth and hence ϕ(BHt ) has all
moments. Consequently we have the following convergence
E
[
ϕ(Xnt ) exp
{
k∑
j=1
〈αj , BHtj − BHtj−1〉
}]
= E
[
ϕ(Xnt ) exp
{
k∑
j=1
〈αj, Xntj −Xntj−1 −
∫ tj
tj−1
bn(s,X
n
s )ds〉
}]
= E[ϕ(BHt ) exp{
k∑
j=1
〈αj, BHtj−BHtj−1−
∫ tj
tj−1
bn(s, B
H
s )ds〉}E
(∫ t
0
K−1H
(∫ ·
0
bn(r, B
H
r )dr
)∗
(s)dWs
)
]
→ E[ϕ(BHt ) exp{
k∑
j=1
〈αj, BHtj−BHtj−1−
∫ tj
tj−1
b(s, BHs )ds〉}E
(∫ t
0
K−1H
(∫ ·
0
b(r, BHr )dr
)∗
(s)dWs
)
]
= E[ϕ(Xt) exp{
k∑
j=1
〈αj, BHtj −BHtj−1〉}]
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= E[ E[ϕ(Xt)|Ft] exp{
k∑
j=1
〈αj, BHtj − BHtj−1〉}].

We continue to proving the third step of our scheme. This is the most challenging part.
The following result is based on a compactness criterion for subsets of L2(Ω) which is
summarised in the Appendix.
Lemma 4.7. Let {bn}n≥0 ⊂ C∞c ([0, T ] × Rd) an approximating sequence of b in the
sense of (4.2). Fix t ∈ [0, T ] and denote byXnt the corresponding solutions of (1.1) if we
replace b by bn, n ≥ 0. Then there exists a β ∈ (0, 1/2) such that
sup
n≥0
∫ t
0
∫ t
0
E[‖DθXnt −Dθ′Xnt ‖2]
|θ′ − θ|1+2β dθ
′dθ ≤ sup
n≥0
CH,d,T (‖bn‖L∞
∞
, ‖bn‖L1
∞
) <∞
and
sup
n≥0
‖D·Xnt ‖L2(Ω×[0,T ],Rd×d) ≤ sup
n≥0
CH,d,T (‖bn‖L∞
∞
, ‖bn‖L1
∞
) <∞ (4.8)
for some continuous functionCH,d,T : [0,∞)2 → [0,∞). Here, ‖·‖ denotes the maximum
norm in Rd×d.
Proof. Fix t ∈ [0, T ] and take θ, θ′ > 0 such that 0 < θ′ < θ < t. Using the chain rule for
the Malliavin derivative, see [42, Proposition 1.2.3], we have
DθX
n
t = KH(t, θ)Id +
∫ t
θ
b′n(s,X
n
s )DθX
n
s ds,
where the above equality is meant in the Lp-sense with respect to time. Here, b′n(s, z) =(
∂
∂zj
b
(i)
n (s, z)
)
i,j=1,...,d
denotes the Jacobian matrix of bn and Id the identity matrix in
R
d×d. Thus we have
Dθ′X
n
t −DθXnt = KH(t, θ′)Id −KH(t, θ)Id
+
∫ t
θ′
b′n(s,X
n
s )Dθ′X
n
s ds−
∫ t
θ
b′n(s,X
n
s )DθX
n
s ds
=KH(t, θ
′)Id −KH(t, θ)Id
+
∫ θ
θ′
b′n(s,X
n
s )Dθ′X
n
s ds+
∫ t
θ
b′n(s,X
n
s )(Dθ′X
n
s −DθXns )ds
=KH(t, θ
′)Id −KH(t, θ)Id +Dθ′Xnθ −KH(θ, θ′)Id
+
∫ t
θ
b′n(s,X
n
s )(Dθ′X
n
s −DθXns )ds.
Using Picard iteration applied to the above equation we may write
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Dθ′X
n
t −DθXnt = KH(t, θ′)Id −KH(t, θ)Id
+
∞∑
m=1
∫
∆m
θ,t
m∏
j=1
b′n(sj, X
n
sj
) (KH(sm, θ
′)Id −KH(sm, θ)Id) dsm · · · ds1
+
(
Id +
∞∑
m=1
∫
∆m
θ,t
m∏
j=1
b′n(sj , X
n
sj
)dsm · · ·ds1
)
(Dθ′X
n
θ −KH(θ, θ′)Id) .
On the other hand, observe that one may again write
Dθ′X
n
θ −KH(θ, θ′)Id =
∞∑
m=1
∫
∆m
θ′,θ
m∏
j=1
b′n(sj, X
n
sj
)(KH(sm, θ
′)Id) dsm · · ·ds1.
Altogether, we can write
Dθ′X
n
t −DθXnt = I1(θ′, θ) + In2 (θ′, θ) + In3 (θ′, θ),
where
I1(θ
′, θ) :=KH(t, θ
′)Id −KH(t, θ)Id
In2 (θ
′, θ) :=
∞∑
m=1
∫
∆m
θ,t
m∏
j=1
b′n(sj , X
n
sj
) (KH(sm, θ
′)Id −KH(sm, θ)Id) dsm · · ·ds1
In3 (θ
′, θ) :=
(
Id +
∞∑
m=1
∫
∆m
θ,t
m∏
j=1
b′n(sj, X
n
sj
)dsm · · · ds1
)
×
(
∞∑
m=1
∫
∆m
θ′,θ
m∏
j=1
b′n(sj, X
n
sj
)(KH(sm, θ
′)Id)dsm · · · ds1.
)
.
It follows from Lemma A.4 that∫ t
0
∫ t
0
‖I1(θ′, θ)‖2L2(Ω)
|θ′ − θ|1+2β dθdθ
′ =
∫ t
0
∫ t
0
|KH(t, θ′)−KH(t, θ)|2
|θ′ − θ|1+2β dθdθ
′ <∞ (4.9)
for a suitably small β ∈ (0, 1/2).
Let us continue with the term In2 (θ
′, θ). Then Girsanov’s theorem, Cauchy-Schwarz
inequality and Lemma 4.3 imply
E[‖In2 (θ′, θ)‖2]
≤ C˜(‖bn‖L∞
∞
)E
∥∥∥∥∥
∞∑
m=1
∫
∆m
θ,t
m∏
j=1
b′n(sj , x+B
H
sj
) (KH(sm, θ
′)Id −KH(sm, θ)Id) dsm · · · ds1
∥∥∥∥∥
4
1/2 ,
where C˜ : [0,∞) → [0,∞) is the function from Lemma 4.3. Taking the supremum over
n we have
sup
n≥0
C˜(‖bn‖L∞
∞
) =: C1 <∞.
Then,
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E[‖In2 (θ′, θ)‖2] ≤C1
(
∞∑
m=1
d∑
i,j=1
d∑
l1,...,lm−1=1
∥∥∥∥∥
∫
∆m
θ,t
∂
∂xl1
b(i)n (s1, x+B
H
s1)
∂
∂xl2
b(l1)n (s2, x+B
H
s2) · · ·
· · · ∂
∂xj
b(lm−1)n (sm, x+B
H
sm) (KH(sm, θ
′)−KH(sm, θ)) dsm · · · ds1
∥∥∥∥∥
L4(Ω,R)
)2
.
Now look at the expression
Jn2 (θ
′, θ) :=
∫
∆m
θ,t
∂
∂xl1
b(i)n (s1, x+B
H
s1
) · · · ∂
∂xj
b(lm−1)n (sm, x+ B
H
sm) (KH(sm, θ
′)−KH(sm, θ)) ds.
(4.10)
Then, shuffling Jn2 (θ
′, θ) as shown in (2.1), one can write (Jn2 (θ
′, θ))2 as a sum of at most
22m summands of length 2m of the form∫
∆2m
θ,t
gn1 (s1, B
H
s1
) · · · gn2m(s2m, BHs2m)ds2m · · · ds1, (4.11)
where for each l = 1, . . . , 2m,
gnl (·, BH· ) ∈
{
∂
∂xj
b(i)n (·, x+BH· ),
∂
∂xj
b(i)n (·, x+BH· ) (KH(·, θ′)−KH(·, θ)) , i, j = 1, . . . , d
}
.
Repeating this argument once again, we find that Jn2 (θ
′, θ)4 can be expressed as a sum
of, at most, 28m summands of length 4m of the form∫
∆4m
θ,t
gn1 (s1, B
H
s1
) · · · gn4m(s4m, BHs4m)ds4m · · · ds1, (4.12)
where for each l = 1, . . . , 4m,
gnl (·, BH· ) ∈
{
∂
∂xj
b(i)n (·, x+BH· ),
∂
∂xj
b(i)n (·, x+BH· ) (KH(·, θ′)−KH(·, θ)) , i, j = 1, . . . , d
}
.
It is important to note that the function (KH(·, θ′)−KH(·, θ)) appears only once in
term (4.10) and hence only four times in term (4.12). So there are indices j1, . . . , j4 ∈
{1, . . . , 4m} such that we can write (4.12) as∫
∆4m
θ,t
(
4m∏
j=1
bnj (sj, B
H
sj
)
)
4∏
i=1
(KH(sji, θ
′)−KH(sji, θ)) ds4m · · · ds1,
where
bnl (·, BH· ) ∈
{
∂
∂xj
b(i)n (·, x+BH· ), i, j = 1, . . . , d
}
, l = 1, . . . , 4m.
The latter enables us to use the estimate from Proposition 3.2 with
∑4m
j=1 εj = 4,∑d
l=1 α
(l)
[σ(j)] = 1 for all j, |α| = 4m and Remark 3.4. Therefore we get that
E(Jn2 (θ
′, θ))4 ≤
(
θ − θ′
θθ′
)4γ
θ4(H−
1
2
−γ)C4m‖bn‖4mL1
∞
Aγm(H, d, |t− θ|)
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wheneverH < 1
2(d+2)
and γ ∈ (0, H), where
Aγm(H, d, |t− θ|) :=
((8m)!)1/4(t− θ)−H(4m(d+2))−4(H− 12−γ)+4m
Γ(−H(d+ 2)8m+ 8(H − 1
2
− γ) + 8m)1/2 .
Altogether, we see that
E
[‖In2 (θ′, θ)‖2] ≤ (θ − θ′θθ′
)2γ
θ2(H−
1
2
−γ)
(
∞∑
m=1
dm+1Cm‖bn‖mL1
∞
Aγm(H, d, |T |)1/4
)2
.
Since H < 1
2(d+2)
, we see that the latter sum is convergent. Hence, we can find a
continuous function CH,d,T : [0,∞)2 → [0,∞) such that
sup
n≥0
E
[‖In2 (θ′, θ)‖2] ≤ sup
n≥0
CH,d,T (‖bn‖L∞
∞
, ‖bn‖L1
∞
)
(
θ − θ′
θθ′
)2γ
θ2(H−
1
2
−γ)
for γ ∈ (0, H) provided that H < 1
2(2+d)
. It is easy to see that we can choose γ ∈ (0, H)
such that there is a suitably small β ∈ (0, 1/2), 0 < β < γ < H < 1/2 so that it follows
from Lemma A.4 that∫ t
0
∫ t
0
∣∣∣∣θ − θ′θθ′
∣∣∣∣2γ |θ|2(H− 12−γ)|θ − θ′|−1−2βdθ′dθ <∞, (4.13)
for every t ∈ (0, T ].
We now turn to the term In3 (θ
′, θ). Observe that term In3 (θ
′, θ) is the product of two
terms, where the first one will simply be bounded uniformly in θ, t ∈ [0, T ] under expec-
tation. This can be shown by followingmeticulously the same steps as we did for In2 (θ
′, θ)
and observing that in virtue of Proposition 3.3 with εj = 0 for all j the singularity in θ
vanishes.
Again Girsanov’s theorem, Cauchy-Schwarz inequality several times and Lemma 4.3
lead to
E[‖In3 (θ′, θ)‖2] ≤Ĉ(‖bn‖L∞∞)
∥∥∥∥∥Id +
∞∑
m=1
∫
∆m
θ,t
m∏
j=1
b′n(sj, x+B
H
sj
)dsm · · · ds1
∥∥∥∥∥
2
L8(Ω,Rd×d)
×
∥∥∥∥∥
∞∑
m=1
∫
∆m
θ′,θ
m∏
j=1
b′n(sj , x+B
H
sj
)KH(sm, θ
′)dsm · · · ds1
∥∥∥∥∥
2
L4(Ω,Rd×d)
,
where Ĉ : [0,∞) → [0,∞) denotes the corresponding function obtained from Lemma
4.3 which satisfies
sup
n≥0
Ĉ(‖bn‖L∞
∞
) =: C2 <∞.
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Again, we have
E[‖In3 (θ′, θ)‖2] ≤C2
(
1 +
∞∑
m=1
d∑
i,j=1
d∑
l1,...,lm−1=1
∥∥∥∥∥
∫
∆m
θ,t
∂
∂xl1
b(i)n (s1, x+B
H
s1
) · · ·
· · · ∂
∂xj
b(lm−1)n (sm, x+B
H
sm)dsm · · · ds1
∥∥∥∥∥
L8(Ω,R)
)2
×
(
∞∑
m=1
d∑
i,j=1
d∑
l1,...,lm−1=1
∥∥∥∥∥
∫
∆m
θ′,θ
∂
∂xl1
b(i)n (s1, x+B
H
s1
) · · ·
· · · ∂
∂xj
b(lm−1)n (sm, x+B
H
sm)KH(sm, θ
′)dsm · · · ds1
∥∥∥∥∥
L4(Ω,R)
)2
.
Using exactly the same reasoning as for In2 (θ
′, θ) we see that the first factor can be
bounded by some finite constant C3(‖bn‖L1,∞∞ ) depending on H , d, T and ‖bn‖L1,∞∞ , i.e.
E[‖In3 (θ′, θ)‖2] ≤C3(‖bn‖L1,∞∞ )
(
∞∑
m=1
d∑
i,j=1
d∑
l1,...,lm−1=1
∥∥∥∥∥
∫
∆m
θ′,θ
∂
∂xl1
b(i)n (s1, x+B
H
s1) · · ·
· · · ∂
∂xj
b(lm−1)n (sm, x+B
H
sm)KH(sm, θ
′)dsm · · · ds1
∥∥∥∥∥
L4(Ω,R)
)2
.
As before, look at
Jn3 (θ
′, θ) :=
∫
∆m
θ′,θ
∂
∂xl1
b(i)n (s1, x+B
H
s1) · · ·
∂
∂xj
b(lm−1)n (sm, x+B
H
sm)KH(sm, θ
′)dsm · · · ds1.
(4.14)
We can express (Jn3 (θ
′, θ))4 as a sum of, at most, 28m summands of length 4m of the
form ∫
∆4m
θ′,θ
gn1 (s1, B
H
s1
) · · · gn4m(s4m, BHs4m)ds4m · · · ds1, (4.15)
where for each l = 1, . . . , 4m,
gnl (·, BH· ) ∈
{
∂
∂xj
b(i)n (·, x+BH· ),
∂
∂xj
b(i)n (·, x+BH· )KH(·, θ′), i, j = 1, . . . , d
}
,
where the factor KH(·, θ′) is repeated four times in the integrand of (4.15). Now we can
simply apply Proposition 3.3 with
∑4m
j=1 εj = 4,
∑d
l=1 α
(l)
[σ(j)] = 1 for all j, |α| = 4m and
Remark 3.4 and obtain that
E[(Jn3 (θ
′, θ))4] ≤ θ4(H− 12)C4m‖bn‖4mL1
∞
A0m(H, d, |θ − θ′|),
wheneverH < 1
2(2+d)
where A0m(H, d, |θ − θ′|) is defined as in (4) by inserting γ = 0.
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As a result,
E[‖In3 (θ′, θ)‖2] ≤ θ2(H−
1
2)
(
∞∑
m=1
dm+1Cm‖bn‖mL1
∞
A0m(H, d, |θ − θ′|)1/4
)2
.
Note that the above series converges, because H < 1
2(2+d)
.
Since the exponent of |θ − θ′| appearing in A0m(bn, H, d, |θ − θ′|) is strictly positive
by assumption, we can find a small enough ε > 0 and a continuous function CH,d,T :
[0,∞)2 → [0,∞) such that
sup
n≥0
E[‖In3 (θ′, θ)‖2] ≤ sup
n≥0
CH,d,T (‖bn‖L∞
∞
, ‖bn‖L1
∞
)|θ|2(H− 12)|θ − θ′|ε
providedH < 1
2(2+d)
. Then again, it is easy to see that we can choose β ∈ (0, 1/2) small
enough so that it follows from Lemma A.4 that∫ t
0
∫ t
0
|θ|2(H− 12)|θ − θ′|ε−1−2βdθ′dθ <∞, (4.16)
for every t ∈ [0, T ].
Altogether, taking a suitable β so that (4.9), (4.13) and (4.16) are finite, we have
sup
n≥0
∫ t
0
∫ t
0
E[‖Dθ′Xnt −DθXnt ‖2]
|θ′ − θ|1+2β dθ
′dθ ≤ sup
n≥0
CH,d,T (‖bn‖L∞
∞
, ‖bn‖L1
∞
) <∞
for some continuous function CH,d,T : [0,∞)2 → [0,∞).
Similar computations show that
sup
n≥0
‖D·Xnt ‖L2(Ω×[0,T ],Rd×d) ≤ sup
n≥0
CH,d,T (‖bn‖L∞
∞
, ‖bn‖L1
∞
) <∞.

Corollary 4.8. Let {bn}n≥0 ⊂ C∞c ([0, T ] × Rd) the approximating sequence of b in the
sense of (4.3). Denote by Xnt the corresponding solutions of (4.2) if we replace b by bn,
n ≥ 0. Then for every t ∈ [0, T ] and bounded continuous function ϕ : Rd → R we have
ϕ(Xnt )
n→∞−−−→ ϕ(E [Xt|Ft])
strongly in L2(Ω;Ft). In addition, E [Xt|Ft] is Malliavin differentiable for every t ∈
[0, T ].
Proof. This is an immediate consequence of the relative compactness from Corollary A.3
in connection with Lemma 4.7 and because of Lemma 4.6 we can identify the limit as
being E[Xt|Ft], then the convergence holds for any bounded continuous function as well.
The Malliavin differentiability of E[Xt|Ft] is shown by taking ϕ = Id and estimate (4.8)
together with [42, Proposition 1.2.3]. 
Finally, we can prove the main result of this section.
Proof of Theorem 4.1. It remains to prove that Xt is Ft-measurable for every t ∈ [0, T ]
and by Remark 4.4 it then follows that there exists a strong solution in the usual sense
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that is Malliavin differentiable. Indeed, let ϕ be a globally Lipschitz continuous function,
then by Corollary 4.8 we have, for a subsequence nk, k ≥ 0, that
ϕ(Xnkt )→ ϕ(E[Xt|Ft]), P − a.s.
as k →∞.
On the other hand, by Lemma 4.6 we also have
ϕ(Xnt )→ E [ϕ(Xt)|Ft]
weakly in L2(Ω;Ft). By the uniqueness of the limit we immediately have
ϕ (E[Xt|Ft]) = E [ϕ(Xt)|Ft] , P − a.s.
which implies that Xt is Ft-measurable for every t ∈ [0, T ].
Finally, to show uniqueness it is enough to show that two given strong solutions are
weakly unique, indeed, one can follow the same argument as in [44, Chapter IX, Ex-
ercise (1.20)] which asserts that strong existence and uniqueness in law imply pathwise
uniqueness. The argument does not rely on the process being a semimartingale. Since
our solutions are, by construction, strong and uniqueness in law follows from Novikov’s
condition from Lemma 4.3 replacing BH by X then pathwise uniqueness follows. 
5. STOCHASTIC FLOWS AND REGULARITY PROPERTIES
Henceforward, we will denote by Xs,xt the solution to the following SDE driven by a
fractional Brownian motion withH < 1/2
dXs,xt = b(t, X
s,x
t )dt+ dB
H
t , s, t ∈ [0, T ], s ≤ t, Xs,xs = x ∈ Rd. (5.1)
We will then assume the hypotheses from Theorem 4.1 on b and H , that is b ∈ L1,∞∞,∞
and H < 1
2(d+2)
. The next result tells us that if H = H(k) is small enough we may
gain regularity on x 7→ Xs,xt . In particular, it shows that the strong solution constructed
in the former section, in addition to being Malliavin differentiable, is also once weakly
differentiable with respect to x since k = 1. See the authors in [4], who treated the case
k = 2.
Theorem 5.1. Let b ∈ C∞c ([0, T ] × Rd). Fix integers p ≥ 2 and k ≥ 1. Then, if
H < 1
(d−1+2k)
we have
sup
s,t∈[0,T ]
sup
x∈Rd
E
[∥∥∥∥ ∂k∂xkXs,xt
∥∥∥∥p] ≤ Ck,d,H,p,T (‖b‖L∞∞ , ‖b‖L1∞),
where Ck,d,H,p,T : [0,∞)2 → [0,∞) is a continuous function, depending on k, d,H, p and
T .
Proof. For notational convenience, let us assume that s = 0 and denote the corresponding
solution by Xxt , 0 ≤ t ≤ T with respect to the vector field b ∈ C∞c ((0, T )× Rd). Since
the stochastic flow associated with the smooth vector field b is smooth, too (compare to
e.g. [30]), we find that
∂
∂x
Xxt = Id×d +
∫ t
s
Db(u,Xxu) ·
∂
∂x
Xxudu, (5.2)
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where Db(u, ·) : Rd −→ L(Rd,Rd) is the derivative of b with respect to the space vari-
able.
By employing Picard iteration, we obtain that
∂
∂x
Xxt = Id×d +
∑
m≥1
∫
∆m0,t
Db(u,Xxu1)...Db(u,X
x
um)dum...du1, (5.3)
where
∆ms,t = {(um, ...u1) ∈ [0, T ]m : θ < um < ... < u1 < t}.
Using dominated convergence, we can differentiate both sides with respect to x and see
that
∂2
∂x2
Xxt =
∑
m≥1
∫
∆m0,t
∂
∂x
[Db(u,Xxu1)...Db(u,X
x
um)]dum...du1.
On the other hand the Leibniz and chain rule give
∂
∂x
[Db(u1, X
x
u1)...Db(um, X
x
um)]
=
m∑
r=1
Db(u1, X
x
u1
)...D2b(ur, X
x
ur)
∂
∂x
Xxur ...Db(um, X
x
um),
where D2b(u, ·) = D(Db(u, ·)) : Rd −→ L(Rd, L(Rd,Rd)).
So (5.3) implies that
∂2
∂x2
Xxt =
∑
m1≥1
∫
∆
m1
0,t
m1∑
r=1
Db(u1, X
x
u1)...D
2b(ur, X
x
ur)
×
(
Id×d +
∑
m2≥1
∫
∆
m2
0,ur
Db(v1, X
x
v1
)...Db(vm2 , X
x
vm2
)dvm2 ...dv1
)
×Db(ur+1, Xxur+1)...Db(um1 , Xxum1 )dum1...du1
=
∑
m1≥1
m1∑
r=1
∫
∆
m1
0,t
Db(u1, X
x
u1
)...D2b(ur, X
x
ur)...Db(um1 , X
x
um1
)dum1...du1
+
∑
m1≥1
m1∑
r=1
∑
m2≥1
∫
∆
m1
0,t
∫
∆
m2
0,ur
Db(u1, X
x
u1
)...D2b(ur, X
x
ur)
×Db(v1, Xxv1)...Db(vm2Xxvm2 )Db(ur+1, X
x
ur+1
)...Db(um1 , X
x
um1
)
dvm2 ...dv1dum1 ...du1
= : I1 + I2. (5.4)
Next we apply Lemma A.11 (in connection with Lemma 2.1) to the term I2 in (5.4) and
obtain that
I2 =
∑
m1≥1
m1∑
r=1
∑
m2≥1
∫
∆
m1+m2
0,t
HXm1+m2(u)dum1+m2 ...du1 (5.5)
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for u = (u1, ..., um1+m2), where the integrand HXm1+m2(u) ∈ Rd ⊗ Rd ⊗ Rd has entries
given by sums of at most C(d)m1+m2 terms, which are products of length m1 + m2 of
functions belonging to the set{
∂γ
(1)+...+γ(d)
∂γ(1)x1...∂γ
(d)xd
b(r)(u,Xxu), r = 1, ..., d, γ
(1) + ... + γ(d) ≤ 2, γ(l) ∈ N0, l = 1, ..., d
}
.
Here it is crucial to note that second order derivatives of functions in those products of
functions on ∆m1+m20,t in (5.5) only appear once. So the total order of derivatives |α| of
those products of functions in connection with Lemma A.11 in the Appendix is
|α| = m1 +m2 + 1. (5.6)
We now choose p, c, r ∈ [1,∞) such that cp = 2q for some integer q and 1
r
+ 1
c
= 1. Then
we can use Hölder’s inequality and Girsanov’s theorem (see Theorem 2.4) in combination
with Lemma 4.3 and find that
E[‖I2‖p]
≤ C(‖b‖L∞
∞
)
∑
m1≥1
m1∑
r=1
∑
m2≥1
∑
i∈I
∥∥∥∥∥
∫
∆
m1+m2
0,t
HBHi (u)dum1+m2 ...du1
∥∥∥∥∥
L2
q
(Ω;R)
p ,(5.7)
where C : [0,∞) −→ [0,∞) is a continuous function depending on p. Here #I ≤
Km1+m2 for a constantK = K(d) and the integrandsHBHi (u) take the form
HBHi (u) =
m1+m2∏
l=1
hl(ul), hl ∈ Λ, l = 1, ..., m1 +m2
where
Λ :=
{
∂γ
(1)+...+γ(d)
∂γ
(1)
x1...∂γ
(d)
xd
b(r)(u, x+BHu ), r = 1, ..., d,
γ(1) + ...+ γ(d) ≤ 2, γ(l) ∈ N0, l = 1, ..., d
}
.
As before here functions with second order derivatives only appear once in those products.
Let
J =
(∫
∆
m1+m2
0,t
HBHi (u)dum1+m2 ...du1
)2q
.
By employing Lemma 2.1 once more in the Appendix, successively, we find that J can
be represented as a sum of, at most of lengthK(q)m1+m2 with summands of the form∫
∆
2q(m1+m2)
0,t
2q(m1+m2)∏
l=1
fl(ul)du2q(m1+m2)...du1, (5.8)
where fl ∈ Λ for all l.
Here the number of factors fl in the above product, which have a second order deriv-
ative, is exactly 2q. So the total order of the derivatives involved in (5.8) in connection
with Lemma A.11 (where one in that lemma formally replaces Xxu by x + B
H
u in the
corresponding terms) is
|α| = 2q(m1 +m2 + 1). (5.9)
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We now want to apply Theorem 3.3 form = 2q(m1 +m2) and εj = 0 and see that∣∣∣∣∣∣E
∫
∆
2q(m1+m2)
0,t
2q(m1+m2)∏
l=1
fl(ul)du2q(m1+m2)...du1
∣∣∣∣∣∣
≤ Cm1+m2(‖b‖L1
∞
)2
q(m1+m2)
× ((2(2
q(m1 +m2 + 1))!)
1/4
Γ(−H(2d2q(m1 +m2) + 42q(m1 +m2 + 1)) + 22q(m1 +m2))1/2
for a constant C depending on H, T, d and q.
Hence the latter in combination with (5.7) yields that
E[‖I2‖p]
≤ C(‖b‖L∞
∞
)
(∑
m1≥1
∑
m2≥1
Km1+m2(‖b‖L1
∞
)2
q(m1+m2)
× ((2(2
q(m1 +m2 + 1))!)
1/4
Γ(−H(2d2q(m1 +m2) + 42q(m1 +m2 + 1)) + 22q(m1 +m2))1/2 )
1/2q
)p
for a constantK depending on H, T, d, p and q.
Since 1
2(d+3)
≤ 1
2(d+2
m1+m2+1
m1+m2
)
form1, m2 ≥ 1, it follows that the above sum converges,
wheneverH < 1
2(d+3)
.
On the other hand one obtains by using the same reasoning as before a similar estimate
for E[‖I1‖p]. Altogether the proof follows for k = 2.
Let us now explain the generalization of the previous line of reasoning to the case
k ≥ 2: In this case, we get that
∂k
∂xk
Xxt = I1 + ...+ I2k−1 , (5.10)
where each Ii, i = 1, ..., 2k−1 is a sum of iterated integrals over simplices of the form
∆
mj
0,u, 0 < u < t, j = 1, ..., k with integrands, which have at most one product factorD
kb,
whereas the other factors are of the form Djb, j ≤ k − 1.
In what followswe need the following notation: For givenmulti-indicesm. = (m1, ..., mk)
and r := (r1, ..., rk−1) we define
m−j :=
j∑
i=1
mi
and ∑
m≥1
rl≤m
−
l
l=1,...,k−1
:=
∑
m1≥1
m1∑
r1=1
∑
m2≥1
m−2∑
r2=1
...
m−
k−1∑
rk−1=1
∑
mk≥1
.
In the sequel, we restrict ourselves without loss of generality to the estimation of the
summand I2k−1 in (5.10). In the same way as in the case k = 2, we get by invoking
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Lemma A.11 (in connection with Lemma 2.1) that
I2k−1 =
∑
m≥1
rl≤m
−
l
l=1,...,k−1
∫
∆
m1+...+mk
0,t
HXm1+...+mk(u)dum1+m2 ...du1 (5.11)
for u = (um1+...+mk , ..., u1), where the integrand HXm1+...+mk(u) ∈ ⊗k+1j=1Rd has entries
given by sums of at most C(d)m1+...+mk terms, which are products of length m1 + ...mk
of functions, which are elements in{
∂γ
(1)+...+γ(d)
∂γ
(1)
x1...∂γ
(d)
xd
b(r)(u,Xxu), r = 1, ..., d,
γ(1) + ... + γ(d) ≤ k, γ(l) ∈ N0, l = 1, ..., d
}
.
Just as in the case k = 2 we can employ Lemma A.11 in the Appendix and obtain that the
total order of derivatives |α| of those products of functions is
|α| = m1 + ... +mk + k − 1. (5.12)
Then we follow the line of reasoning as before and choose p, c, r ∈ [1,∞) such that
cp = 2q for some integer q and 1
r
+ 1
c
= 1 and get by making use of Hölder’s inequality
and Girsanov’s theorem (see Theorem 2.4) in connection with Lemma 4.3 that
E[‖I2k−1‖p]
≤ C(‖b‖L∞
∞
)

∑
m≥1
rl≤m
−
l
l=1,...,k−1
∑
i∈I
∥∥∥∥∥
∫
∆
m1+m2
0,t
HBHi (u)dum1+...+mk ...du1
∥∥∥∥∥
L2
q
(Ω;R)

p
,(5.13)
where C : [0,∞) −→ [0,∞) is a continuous function depending on p. Here #I ≤
Km1+...+mk for a constantK = K(d) and the integrandsHBHi (u) are of the form
HBHi (u) =
m1+...+mk∏
l=1
hl(ul), hl ∈ Λ, l = 1, ..., m1 + ... +mk,
where
Λ :=
{
∂γ
(1)+...+γ(d)
∂γ
(1)
x1...∂γ
(d)
xd
b(r)(u, x+BHu ), r = 1, ..., d,
γ(1) + ... + γ(d) ≤ k, γ(l) ∈ N0, l = 1, ..., d
}
.
Define
J =
(∫
∆
m1+...+mk
0,t
HBHi (u)dum1+...+mk ...du1
)2q
.
Once more, repeated application of Lemma 2.1 in the Appendix shows that J can be
written as a sum of, at most of lengthK(q)m1+....mk with summands of the form∫
∆
2q(m1+...+mk)
0,t
2q(m1+...+mk)∏
l=1
fl(ul)du2q(m1+....+mk)...du1, (5.14)
where fl ∈ Λ for all l.
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By using Lemma A.11 again (where one in that Lemma formally replaces Xxu by x +
BHu in the corresponding expressions) we find that the total order of the derivatives in the
products of functions in (5.14) is given by
|α| = 2q(m1 + ...+mk + k − 1). (5.15)
Then Proposition 3.3 form = 2q(m1 + ... +mk) and εj = 0 implies that∣∣∣∣∣∣E
∫
∆
2q(m1+...+mk)
0,t
2q(m1+...+mk)∏
l=1
fl(ul)du2q(m1+...+mk)...du1
∣∣∣∣∣∣
≤ Cm1+...+mk(‖b‖L1(Rd))2
q(m1+...+mk)
× ((2(2
q(m1 + ... +mk + k − 1))!)1/4
Γ(−H(2d2q(m1 + ...+mk) + 42q(m1 + ...+mk + k − 1)) + 22q(m1 + ...+mk))1/2
for a constant C depending on H, T, d and q.
So it follows from (5.13) that
E[‖I2k−1‖p]
≤ C(‖b‖L∞
∞
)
(∑
m1≥1
...
∑
mk≥1
Km1+...+mk(‖b‖L1
∞
)2
q(m1+...+mk)
× ((2(2
q(m1 + ... +mk + k − 1))!)1/4
Γ(−H(2d2q(m1 + ...+mk) + 42q(m1 + ...+mk + k − 1)) + 22q(m1 + ...+mk))1/2 )
1/2q
)p
≤ C(‖b‖L∞
∞
)
∑
m≥1
∑
l1,...,lk≥0:
l1+...+lk=m
Km(‖b‖L1
∞
)2
qm
× ((2(2
q(m+ k − 1))!)1/4
Γ(−H(2d2qm+ 42q(m+ k − 1)) + 22qm)1/2 )
1/2q
)p
for a constantK depending on H, T, d, p and q.
Since we required that H < 1
2(d−1+2k)
the above sum converges. So the proof follows.

The following is the main result of this section and shows that the fractional Brow-
nian motion BH creates a regularising effect on the solution as a function of the initial
condition.
Theorem 5.2. Assume b ∈ L1,∞∞,∞. Let U ⊂ Rd and open and bounded subset and X =
{Xt, t ∈ [0, T ]} the solution of (1.1). Then for a small enough Hurst parameter H , that
is H < 1
2(d−1+2k)
it follows that
X ·t ∈
⋂
p>1
L2(Ω,W k,p(U)).
Proof. First of all, approximate the irregular drift vector field b by a sequence of functions
bn : [0, T ] × Rd → Rd, n ≥ 0 in C∞c ([0, T ] × Rd,Rd) in the sense of (4.2). Denote by
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Xn,x = {Xn,xt , t ∈ [0, T ]}, the corresponding solution to (1.1) starting from x ∈ Rd when
b is replaced by bn.
Observe that for any test function ϕ ∈ C∞0 (U,Rd) and fixed t ∈ [0, T ] the set of random
variables
〈Xn,·t , ϕ〉 :=
∫
U
〈Xn,xt , ϕ(x)〉Rddx, n ≥ 0
is relatively compact in L2(Ω). To show this, we use the compactness criterion from
Appendix, in Corollary A.3 in terms of the Malliavin derivative. Since the Malliavin
derivative is a closed linear operator we have
E
[∫ T
0
|Djθ〈Xn,·t , ϕ〉|2dθ
]
≤ d‖ϕ‖2L2(Rd,Rd)λ{supp (ϕ)} sup
x∈U
E
[∫ T
0
‖DθXn,xt ‖2dθ
]
,
where Dj denotes the Malliavin derivative in the direction ofW (j), λ the Lebesgue mea-
sure on Rd, supp (ϕ) the support of ϕ and ‖ · ‖ a matrix norm. Then taking the sum over
all j = 1, . . . , d and using Lemma 4.7 we obtain
sup
n≥0
‖D·〈Xn,·t , ϕ〉‖2L2(Ω×[0,T ]) ≤ C‖ϕ‖2L2(Rd,Rd)λ{supp (ϕ)}.
In a similar manner we have
sup
n≥0
∫ T
0
∫ T
0
E[‖Dθ′〈Xn,·t , ϕ〉 −Dθ〈Xn,·t , ϕ〉‖2]
|θ′ − θ|1+2β dθdθ
′ <∞
for some β ∈ (0, 1/2). Hence 〈Xn,·t , ϕ〉, n ≥ 0 is relatively compact in L2(Ω). Let us
denote by Yt(ϕ) its limit after taking (if necessary) a subsequence.
Following exactly the same reasoning as in Lemma 4.6 one can show that
〈Xn,·t , ϕ〉 n→∞−−−→ 〈X ·t, ϕ〉
weakly in L2(Ω). Then by uniqueness of the limit we can establish that
Yt(ϕ) = 〈X ·t, ϕ〉
in L2(Ω).
Note that there exists a subsequence n(j) such that 〈Xn(j),·t , ϕ〉 converges for every ϕ,
that is, n(j) is independent of ϕ.
We have that Xn,·t is bounded in the Sobolev norm L
2(Ω,W k,p(U)) for each n ≥ 0.
Indeed, by Proposition 5.1 we have
sup
n≥0
‖Xn,·t ‖2L2(Ω,W k,p(U)) =sup
n≥0
k∑
i=0
E
[
‖ ∂
i
∂xi
Xn,·t ‖2Lp(U)
]
≤
k∑
i=0
(∫
U
sup
n≥0
E
[
‖ ∂
i
∂xi
Xn,xt ‖p
]
dx
) 2
p
< ∞
for a small enoughH < 1/2.
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Since L2(Ω,W k,p(U)), p ∈ (1,∞) is reflexive we get that the set {Xn,xt }n≥0 is weakly
compact in L2(Ω,W k,p(U)). Thus, there exists a subsequence n(j), j ≥ 0 such that
X
n(j),·
t
w−−−→
j→∞
Y ∈ L2(Ω,W k,p(U)).
On the other hand, we have proven that Xn,xt → Xxt strongly in L2(Ω), so by unique-
ness of the limit we can conclude that
X ·t = Y ∈ L2(Ω,W k,p(U)), P − a.s.
Moreover, we have for all A ∈ F , ϕ ∈ C∞c (U ;Rd), α = (α(1), ..., α(d)) ∈ (N0)d with
|α| = α(1) + ... + α(d) ≤ k that
E
[
1A
〈
X
nj ,·
t , D
αϕ
〉]
= (−1)|α|E [1A 〈DαXnj ,·t , ϕ〉]
−→
j−→∞
(−1)|α|E [1A 〈DαY, ϕ〉]
and thus
〈X ·t, Dαϕ〉 = (−1)|α| 〈DαY, ϕ〉 , P − a.s.

APPENDIX A. TECHNICAL RESULTS
The following result which is due to [15, Theorem 1] provides a compactness criterion
for subsets of L2(Ω) using Malliavin calculus.
Theorem A.1. Let {(Ω,A, P ) ;H} be a Gaussian probability space, that is (Ω,A, P ) is
a probability space and H a separable closed subspace of Gaussian random variables
of L2(Ω), which generate the σ-field A. Denote by D the derivative operator acting on
elementary smooth random variables in the sense that
D(f(h1, . . . , hn)) =
n∑
i=1
∂if(h1, . . . , hn)hi, hi ∈ H, f ∈ C∞b (Rn).
Further let D1,2 be the closure of the family of elementary smooth random variables with
respect to the norm
‖F‖1,2 := ‖F‖L2(Ω) + ‖DF‖L2(Ω;H) .
Assume that C is a self-adjoint compact operator on H with dense image. Then for any
c > 0 the set
G =
{
G ∈ D1,2 : ‖G‖L2(Ω) +
∥∥C−1DG∥∥
L2(Ω;H)
≤ c
}
is relatively compact in L2(Ω).
In order to formulate compactness criteria useful for our purposes, we need the follow-
ing technical result which also can be found in [15].
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Lemma A.2. Let vs, s ≥ 0 be the Haar basis of L2([0, T ]). For any 0 < α < 1/2 define
the operator Aα on L
2([0, T ]) by
Aαvs = 2
kαvs, if s = 2
k + j
for k ≥ 0, 0 ≤ j ≤ 2k and
Aα1 = 1.
Then for all β with α < β < (1/2), there exists a constant c1 such that
‖Aαf‖ ≤ c1
‖f‖L2([0,T ]) +
(∫ T
0
∫ T
0
|f(t)− f(t′)|2
|t− t′|1+2β dt dt
′
)1/2 .
A direct consequence of Theorem A.1 and Lemma A.2 is now the following compact-
ness criteria. See [15] for a proof.
Corollary A.3. Let a sequence of FT -measurable random variables Xn ∈ D1,2, n =
1, 2..., be such that there exists a constant C > 0 with
sup
n
E[|Xn|2] ≤ C,
sup
n
E
[
‖DtXn‖2L2([0,T ])
]
≤ C
and there exists a β ∈ (0, 1/2) such that
sup
n
∫ T
0
∫ T
0
E [‖DtXn −Dt′Xn‖2]
|t− t′|1+2β dtdt
′ <∞
where ‖ · ‖ denotes any matrix norm.
Then the sequence Xn, n = 1, 2..., is relatively compact in L
2(Ω).
For the use of the above result we will need to exploit the following technical results.
Lemma A.4. Let H ∈ (0, 1/2) and t ∈ [0, T ] be fixed. Then, there exists a β ∈ (0, 1/2)
such that ∫ t
0
∫ t
0
|KH(t, θ′)−KH(t, θ)|2
|θ′ − θ|1+2β dθdθ
′ <∞. (A.1)
Proof. Let θ, θ′ ∈ [0, t], θ′ < θ be fixed. Write
KH(t, θ)−KH(t, θ′) = cH
[
ft(θ)− ft(θ′) +
(
1
2
−H
)
(gt(θ)− gt(θ′))
]
,
where ft(θ) :=
(
t
θ
)H− 1
2 (t− θ)H− 12 and gt(θ) :=
∫ t
θ
fu(θ)
u
du, θ ∈ [0, t].
We will proceed to estimatingKH(t, θ)−KH(t, θ′). First, observe the following fact,
y−α − x−α
(x− y)γ ≤ Cy
−α−γ
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for every 0 < y < x <∞ and α := (1
2
−H) ∈ (0, 1/2) and γ < 1
2
− α. This implies
ft(θ)− ft(θ′) =
(
t
θ
(t− θ)
)H− 1
2
−
(
t
θ′
(t− θ′)
)H− 1
2
≤ C
(
t
θ
(t− θ)
)H− 1
2
−γ
t2γ
(θ − θ′)γ
(θθ′)γ
≤ C (θ − θ
′)γ
(θθ′)γ
(t− θ)H− 12−γ
≤ C (θ − θ
′)γ
(θθ′)γ
θH−
1
2
−γ(t− θ)H− 12−γ .
Further,
gt(θ)− gt(θ′) =
∫ t
θ
fu(θ)− fu(θ′)
u
du−
∫ θ
θ′
fu(θ
′)
u
du
≤
∫ t
θ
fu(θ)− fu(θ′)
u
du
≤ C (θ − θ
′)γ
(θθ′)γ
∫ t
θ
(u− θ)H− 12−γ
u
du
≤ C (θ − θ
′)γ
(θθ′)γ
θH−
1
2
−γ
∫ ∞
1
(u− 1)H− 12−γ
u
du
≤ C (θ − θ
′)γ
(θθ′)γ
θH−
1
2
−γ
≤ C (θ − θ
′)γ
(θθ′)γ
θH−
1
2
−γ(t− θ)H− 12−γ.
As a result, we have for every γ ∈ (0, H), 0 < θ′ < θ < t < T ,
(KH(t, θ)−KH(t, θ′))2 ≤ CH,T (θ − θ
′)2γ
(θθ′)2γ
θ2H−1−2γ(t− θ)2H−1−2γ ,
for some constant CH,T > 0 depending only onH and T .
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Thus∫ t
0
∫ θ
0
(KH(t, θ)−KH(t, θ′))2
|θ − θ′|1+2β dθ
′dθ
≤ C
∫ t
0
∫ θ
0
|θ − θ′|−1−2β+2γ
(θθ′)2γ
θ2H−1−2γ(t− θ)2H−1−2γdθ′dθ
= C
∫ t
0
θ2H−1−4γ(t− θ)2H−1−2γ
∫ θ
0
|θ − θ′|−1−2β+2γ(θ′)−2γdθ′dθ
= C
∫ t
0
θ2H−1−4γ(t− θ)2H−1−2γ Γ(−2β + 2γ)Γ(−2γ + 1)
Γ(−2β + 1) θ
−2βdθ
≤ C
∫ t
0
θ2H−1−4γ−2β(t− θ)2H−1−2γdθ
= C
Γ(2H − 2γ)Γ(2H − 4γ − 2β)
Γ(4H − 6γ − 2β) t
4H−6γ−2β−1 <∞,
for appropriately chosen small γ and β.
On the other hand, we have that∫ t
0
∫ t
θ
(KH(t, θ)−KH(t, θ′))2
|θ − θ′|1+2β dθ
′dθ
≤ C
∫ t
0
θ2H−1−4γ(t− θ)2H−1−2γ
∫ t
θ
|θ − θ′|−1−2β+2γ
(θ′)2γ
dθ′dθ
≤ C
∫ t
0
θ2H−1−6γ(t− θ)2H−1−2γ
∫ t
θ
|θ − θ′|−1−2β+2γdθ′dθ
= C
∫ t
0
θ2H−1−6γ(t− θ)2H−1−2βdθ
≤ Ct4H−6γ−2β−1.
Hence ∫ t
0
∫ t
0
(KH(t, θ)−KH(t, θ′))2
|θ − θ′|1+2β dθ
′dθ <∞.

Lemma A.5. Let H ∈ (0, 1/2), θ, t ∈ [0, T ], θ < t and (ε1, . . . , εm) ∈ {0, 1}m be fixed.
Assume wj +
(
H − 1
2
− γ) εj > −1 for all j = 1, . . . , m. Then exists a finite constant
C = C(H, T ) > 0 such that∫
∆m
θ,t
m∏
j=1
(KH(sj, θ)−KH(sj, θ′))εj |sj − sj−1|wjds
≤Cm
(
θ − θ′
θθ′
)γ∑mj=1 εj
θ(H−
1
2
−γ)
∑m
j=1 εj Πγ(m) (t− θ)
∑m
j=1 wj+(H− 12−γ)
∑m
j=1 εj+m
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for γ ∈ (0, H), where
Πγ(m) :=
m−1∏
j=1
Γ
(∑j
l=1wl +
(
H − 1
2
− γ)∑jl=1 εl + j)Γ (wj+1 + 1)
Γ
(∑j+1
l=1 wl +
(
H − 1
2
− γ)∑jl=1 εl + j + 1) . (A.2)
Observe that if εj = 0 for all j = 1, . . . , m we obtain the classical formula.
Remark A.6. Observe that
Πγ(m) ≤
∏m
j=1 Γ(wj + 1)
Γ
(∑m
j=1wj +
(
H − 1
2
− γ)∑m−1j=1 εj +m)
≤
∏m
j=1 Γ(wj + 1)
Γ
(∑m
j=1wj +
(
H − 1
2
− γ)∑mj=1 εj +m) ,
since the function Γ is increasing on (1,∞).
Proof. First, we recall the following well-known formula: for given exponents a, b > −1
and some fixed sj+1 > sj we have∫ sj+1
θ
(sj+1 − sj)a(sj − θ)bdsj = Γ (a+ 1)Γ (b+ 1)
Γ (a+ b+ 2)
(sj+1 − θ)a+b+1.
We recall from Lemma A.1 that for every γ ∈ (0, H), 0 < θ′ < θ < sj < T ,
KH(sj , θ)−KH(sj, θ′) ≤ CH,T (θ − θ
′)γ
(θθ′)γ
θH−
1
2
−γ(sj − θ)H− 12−γ,
for some constant CH,T > 0 depending only onH and T . In view of the above arguments
we have∫ s2
θ
|KH(s1, θ)−KH(s1, θ′)|ε1|s2 − s1|w2|s1 − θ|w1ds1
≤ Cε1H,T
(θ − θ′)γε1
(θθ′)γε1
θ(H−
1
2
−γ)ε1
∫ s2
θ
|s2 − s1|w2|s1 − θ|w1+(H− 12−γ)ε1ds1
= Cε1H,T
(θ − θ′)γε1
(θθ′)γε1
θ(H−
1
2
−γ)ε1Γ (wˆ1) Γ (wˆ2)
Γ (wˆ1 + wˆ2)
(s2 − θ)w1+w2+(H− 12−γ)ε1+1,
where
wˆ1 := w1 +
(
H − 1
2
− γ
)
ε1 + 1, wˆ2 := w2 + 1.
Integrating iteratively we obtain the desired formula. 
Finally, we give a similar estimate which is used in Lemma 4.7.
Lemma A.7. Let H ∈ (0, 1/2), θ, t ∈ [0, T ], θ < t and (ε1, . . . , εm) ∈ {0, 1}m be fixed.
Assume wj +
(
H − 1
2
)
εj > −1 for all j = 1, . . . , m. Then exists a finite constant C > 0
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such that ∫
∆m
θ,t
m∏
j=1
(KH(sj, θ))
εj |sj − sj−1|wjds
≤ Cmθ(H− 12)
∑m
j=1 εj Π0(m) (t− θ)
∑m
j=1 wj+(H− 12)
∑m
j=1 εj+m
for γ ∈ (0, H), where Π0 is given as in (A.2). Observe that if εj = 0 for all j = 1, . . . , m
we obtain the classical formula.
Remark A.8. Observe that
Π0(m) ≤
∏m
j=1 Γ(wj + 1)
Γ
(∑m
j=1wj +
(
H − 1
2
)∑m
j=1 εj +m
) ,
due to the fact that Γ is increasing on (1,∞).
Proof. By similar arguments as in the proof of Lemma A.1 it is easy to derive the follow-
ing estimate
|KH(sj, θ)| ≤ CH,T |sj − θ|H− 12 θH− 12
for every 0 < θ < sj < T and some constant CH,T > 0. This implies∫ s2
θ
(KH(s1, θ))
ε1|s2 − s1|w2|s1 − θ|w1ds1
≤ Cε1H,T θ(H−
1
2)ε1
∫ s2
θ
|s2 − s1|w2|s1 − θ|w1+(H−
1
2)ε1ds1
= Cε1H,T θ
(H− 12)ε1
Γ
(
w1 + w2 +
(
H − 1
2
)
ε1 + 1
)
Γ (w2 + 1)
Γ
(
w1 + w2 +
(
H − 1
2
)
ε1 + 2
) (s2 − θ)w1+w2+(H− 12)ε1+1
Integrating iteratively one obtains the desired estimate. 
The next auxiliary result can be found in [31].
Lemma A.9. Assume that X1, ..., Xn are real centered jointly Gaussian random vari-
ables, and Σ = (E[XjXk])1≤j,k≤n is the covariance matrix, then
E[|X1| ... |Xn|] ≤
√
perm(Σ),
where perm(A) is the permanent of a matrix A = (aij)1≤i,j≤n defined by
perm(A) =
∑
pi∈Sn
n∏
j=1
aj,pi(j)
for the symmetric group Sn.
The next result corresponds to Lemma 3.19 in [13]:
Lemma A.10. Let Z1, ..., Zn be mean zero Gaussian variables which are linearly inde-
pendent. Then for any measurable function g : R −→ R+ we have that∫
Rn
g(v1) exp(−1
2
V ar[
n∑
j=1
vjZj])dv1...dvn =
(2pi)(n−1)/2
(detCov(Z1, ..., Zn))1/2
∫
R
g(
v
σ1
) exp(−1
2
v2)dv,
where σ21 := V ar[Z1 |Z2, ..., Zn].
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Lemma A.11. Let n, p and k be non-negative integers, k ≤ n. Assume we have functions
fj : [0, T ]→ R, j = 1, . . . , n and gi : [0, T ]→ R, i = 1, . . . , p such that
fj ∈
{
∂α
(1)
j +...+α
(d)
j
∂α
(1)
j x1...∂
α
(d)
j xd
b(r)(u,Xxu), r = 1, ..., d
}
, j = 1, ..., n
and
gi ∈
{
∂β
(1)
i +...+β
(d)
i
∂β
(1)
i x1...∂β
(d)
i xd
b(r)(u,Xxu), r = 1, ..., d
}
, i = 1, ..., p
for α := (α
(l)
j ) ∈ Nd×n0 and β := (β(l)i ) ∈ Nd×p0 , where Xx· is the strong solution to
Xxt = x+
∫ t
0
b(u,Xxu)du+B
H
t , 0 ≤ t ≤ T
for b = (b(1), ..., b(d)) with b(r) ∈ S(Rd) for all r = 1, ..., d. So (as we shall say in the se-
quel) the product g1(r1) · · · ··gp(rp) has a total order of derivatives |β| =
∑d
l=1
∑p
i=1 β
(l)
i .
We know from Lemma 2.1 that∫
∆n
θ,t
f1(s1) . . . fk(sk)
∫
∆p
θ,sk
g1(r1) . . . gp(rp)drp . . . dr1fk+1(sk+1) . . . fn(sn)dsn . . . ds1
=
∑
σ∈An,p
∫
∆n+p
θ,t
hσ1 (w1) . . . h
σ
n+p(wn+p)dwn+p . . . dw1, (A.3)
where hσl ∈ {fj , gi : 1 ≤ j ≤ n, 1 ≤ i ≤ p}, An,p is a subset of permutations of
{1, . . . , n + p} such that #An,p ≤ Cn+p for an appropriate constant C ≥ 1, and s0 = θ.
Then the products
hσ1 (w1) · · · · · hσn+p(wn+p)
have a total order of derivatives given by |α|+ |β| .
Proof. The result is proved by induction on n. For n = 1 and k = 0 the result is trivial.
For k = 1 we have∫ t
θ
f1(s1)
∫
∆p
θ,s1
g1(r1) . . . gp(rp) drp . . . dr1ds1
=
∫
∆p+1
θ,t
f1(w1)g1(w2) . . . gp(wp+1)dwp+1 . . . dw1,
where we have put w1 = s1, w2 = r1, . . . , wp+1 = rp. Hence the total order of derivatives
involved in the product of the last integral is given by
∑d
l=1 α
(l)
1 +
∑d
l=1
∑p
i=1 β
(l)
i =
|α|+ |β| .
Assume the result holds for n and let us show that this implies that the result is true for
n + 1. Either k = 0, 1 or 2 ≤ k ≤ n + 1. For k = 0 the result is trivial. For k = 1 we
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have∫
∆n+1
θ,t
f1(s1)
∫
∆p
θ,s1
g1(r1) . . . gp(rp)drp . . . dr1f2(s2) . . . fn+1(sn+1)dsn+1 . . . ds1
=
∫ t
θ
f1(s1)
(∫
∆n
θ,s1
∫
∆p
θ,s1
g1(r1) . . . gp(rp)drp . . . dr1f2(s2) . . . fn+1(sn+1)dsn+1 . . . ds2
)
ds1.
From (2.1) we observe by using the shuffle permutations that the latter inner double inte-
gral on diagonals can be written as a sum of integrals on diagonals of length p + n with
products having a total order of derivatives given by
∑
l=1
∑n+1
j=2 α
(l)
j +
∑d
l=1
∑p
i=1 β
(l)
i .
Hence we obtain a sum of products, whose total order of derivatives is
∑d
l=1
∑n+1
j=2 α
(l)
j +∑d
l=1
∑p
i=1 β
(l)
i +
∑d
l=1 α
(l)
1 = |α|+ |β| .
For k ≥ 2 we have (in connection with Lemma 2.1) from the induction hypothesis that∫
∆n+1
θ,t
f1(s1) . . . fk(sk)
∫
∆p
θ,sk
g1(r1) . . . gp(rp)drp . . . dr1fk+1(sk+1) . . . fn+1(sn+1)dsn+1 . . . ds1
=
∫ t
θ
f1(s1)
∫
∆n
θ,s1
f2(s2) . . . fk(sk)
∫
∆p
θ,sk
g1(r1) . . . gp(rp)drp . . . dr1
× fk+1(sk+1) . . . fn+1(sn+1)dsn+1 . . . ds2ds1
=
∑
σ∈An,p
∫ t
θ
f1(s1)
∫
∆n+p
θ,s1
hσ1 (w1) . . . h
σ
n+p(wn+p)dwn+p . . . dw1ds1,
where each of the products hσ1 (w1) · · · · · hσn+p(wn+p) have a total order of derivatives
given by
∑
l=1
∑n+1
j=2 α
(l)
j +
∑d
l=1
∑p
i=1 β
(l)
i . Thus we get a sum with respect to a set of
permutations An+1,p with products having a total order of derivatives which is
d∑
l=1
n+1∑
j=2
α
(l)
j +
d∑
l=1
p∑
i=1
β
(l)
i +
d∑
l=1
α
(l)
1 = |α|+ |β| .

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