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On the Fredholm and Unique Solvability of Nonlocal Elliptic
Problems in Multidimensional Domains
Pavel Gurevich, Alexander Skubachevskii
Abstract
We consider elliptic equations of order 2m in a bounded domain Q ⊂ Rn with nonlocal boundary-
value conditions connecting the values of a solution and its derivatives on (n−1)-dimensional smooth
manifolds Γi with the values on manifolds ωi(Γi), where
⋃
i Γi = ∂Q is a boundary of Q and ωi are
C∞ diffeomorphisms. By proving a priori estimates for solutions and constructing a right regularizer,
we show the Fredholm solvability in weighted space. For nonlocal elliptic problems with a parameter,
we prove the unique solvability.
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Introduction
We consider elliptic equations of order 2m in a bounded domain Q ⊂ Rn with nonlocal boundary-
value conditions connecting the values of a solution and its derivatives on (n−1)-dimensional smooth
manifolds Γi with the values on manifolds ωi(Γi), where
⋃
i Γi = ∂Q is a boundary of Q and ωi are
C∞ diffeomorphisms. The presence of nonlocal terms leads to appearing power-law singularities of
solutions and their derivatives at the points of the set K1 = ⋃i(Γi \ Γi) (which is called the set of
conjugation points). Therefore, nonlocal elliptic problems are naturally studied in weighted spaces
H l+2ma (Q), a ∈ R, l ≥ 0 is an integer (see definition (1.5)), originally introduced in the theory of
elliptic problems in nonsmooth domains [15]. Because of the transformations ωi occurring in nonlocal
terms, the points of the set K1 turn out to be connected with the points of the set{⋃
i
ωi(K1)
}
∪
{⋃
i,j
ωj(ωi(K1) ∩ Γj)
}
.
The latter points belong to Q or ∂Q. Therefore, we must consider certain consistency conditions at
the points of the set
K = K1 ∪
{⋃
i
ωi(K1)
}
∪
{⋃
i,j
ωj(ωi(K1) ∩ Γj)
}
.
The following two approaches are possible. First, one can consider all the points of the set K as sin-
gular points in the definition of weighted spaces, which allows one to study nonlocal elliptic problems
for any value of the parameter a ∈ R (see [24] for the case n = 2). Second, one can assume that only
the points of the set K1 or the set K ∩ ∂Q are singular points in the definition of weighted spaces,
which allows one to study nonlocal elliptic problems only for a > l + 2m− 1 (see [26,27]).
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It is proved in [20, 22] that “local” elliptic problems in bounded domains have the Fredholm
property (see Definition 2.1) if some model elliptic operators (depending on a parameter ω) in plane
angles have a trivial kernel and cokernel for all ω ∈ Sn−3, where
Sn−3 = {ω ∈ Rn−2 : |ω| = 1}.
Similarly, elliptic operators in R2 \ {0} with the parameter ω ∈ Sn−3 arise if the points of the set
K ∩ Q are considered as singular points in the definition of weighted spaces. However, we prove in
this paper that these operators are not isomorphisms, see Sec. 3. Therefore, unlike the case of plane
domains, if n ≥ 3 and K ∩Q 6= ∅, only the points of the set K1 or the set K ∩ ∂Q can be considered
as singular points. This leads to the restriction a > l + 2m− 1 (see Sec. 4.1 for details).
The paper is organized as follows.
The setting of nonlocal elliptic problems is presented in Sec. 1. In the same section, we define model
problems in dihedral angles and introduce function spaces. In Sec. 2, we consider the solvability of
nonlocal problems in dihedral angles. In particular, we give an example of a nonlocal elliptic problem
in a dihedral angle which is uniquely solvable on weighted spaces for 0 ≤ a ≤ 2. In Sec. 3, we show
that an elliptic operator of order 2m acting from H l+2ma (R
n) to H la(R
n) is not an isomorphism for
any a ∈ R and integer l ≥ 0. Here we suppose that the points of the set
P = {x = (y, z) ∈ Rn : y = 0, z ∈ Rn−2}
are singular in the definition of weighted spaces H l+2ma (R
n) and H la(R
n). In Sec. 4, we prove a
priori estimates for solutions of nonlocal problems in bounded domains. In Sec. 5, we construct
a right regularizer for those problems. Thus, we prove a theorem on the Fredholm solvability of
nonlocal elliptic problems in bounded domains. Section 6 is devoted to generalizations of nonlocal
elliptic problems to the case of nonlocal terms supported on the manifolds ωis(Γi) near the set K1
and abstract nonlocal terms supported outside the set K1. In Secs. 7 and 8, we prove the unique
solvability of nonlocal elliptic problems with a parameter.
Note that it was A. V. Bitzadze and A. A. Samarskii [3] who first considered an elliptic equation
with nonlocal conditions imposed on the shifts of different parts of the boundary of rectangular. In
the general situation, they formulated this problem as an unsolved problem. Solvability and regularity
of solutions for higher-order elliptic equations with general nonlocal conditions supported near the
boundary were studied in [24–27]. Second-order elliptic equations with nonlocal conditions near the
boundary were also considered in [11, 12, 14]. One can find various applications of nonlocal elliptic
problems as well as comprehensive bibliography of the question in [8,24,27,28].
This research was partially supported by the Russian Foundation for Basic Research (project
No. 04-01-00256) and the Russian President Grant (project No. MK-980.2005.1). The first author
was also supported by the Alexander von Humboldt Foundation.
1 Setting of Nonlocal Elliptic Problems
1.1
Let Q ⊂ Rn (n ≥ 3) be a bounded domain with boundary ∂Q =
N0⋃
i=1
Γi, where Γi are open connected,
in the topology of ∂Q, (n− 1)-dimensional C∞ manifolds. Assume that, in a neighborhood of each
point g ∈ Γi \ Γi, the domain Q is diffeomorphic to an n-dimensional dihedral angle
Θ = {x = (y, z) ∈ Rn : d1 < ϕ < d2, z ∈ Rn−2},
where r, ϕ are the polar coordinates of the point y ∈ R2, dj = dj(g), j = 1, 2.
Introduce the differential operators
A(x,D) =
∑
|α|≤2m
aα(x)D
α, Biµs(x,D) =
∑
|α|≤miµ
biµsα(x)D
α,
where aα, biµsα ∈ C∞(Rn) are complex-valued functions (i = 1, . . . , N0; µ = 1, . . . ,m; s = 0, . . . , Si),
miµ ≤ 2m − 1, α = (α1, . . . , αn), |α| = α1 + · · · + αn, Dα = Dα11 . . . Dαnn , Dj = −i∂/∂xj . If it is
necessary to indicate the variables with respect to which a function u is differentiated, we write Dαy u,
Dαz u, etc.
Let ωis (i = 1, . . . , N0; s = 1, . . . , Si) denote a C
∞ diffeomorphism mapping some neighborhood
Ωi of the manifold Γi onto the set ωis(Ωi) in such a way that ωis(Γi) ⊂ Q. Assume that the set
K =
{⋃
i
(Γi \ Γi)
}
∪
{⋃
i,s
ωis(Γi \ Γi)
}
∪
{⋃
j,p
⋃
i,s
ωjp
(
ωis(Γi \ Γi) ∩ Γj
)}
(1.1)
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can be represented as follows:
K = K1 ∪ K2 ∪ K3, (1.2)
where K1 = ⋃ν K1ν = ∂Q \ ⋃i Γi, K2 = ⋃ν K2ν ⊂ ⋃i Γi, K3 = ⋃ν K3ν ⊂ Q (ν = 1, . . . , Nj ; j =
1, 2, 3), Kjν are mutually disjoint (n− 2)-dimensional connected C∞ manifolds without a boundary.
In particular, the sets K2 and K3 may be empty.
We study the following nonlocal problem:
Au ≡ A(x,D)u(x) = f0(x), x ∈ Q, (1.3)
Biµu ≡
Si∑
s=0
(Biµs(x,D)u)(ωis(x))|Γi = fiµ(x), x ∈ Γi; i = 1, . . . , N0; µ = 1, . . . ,m, (1.4)
where (Biµs(x,D)u)(ωis(x))|Γi = Biµs(xˆ,D)u(xˆ)|xˆ=ωis(x), x∈Γi , ωi0(x) ≡ x.
We assume throughout that the operators A(x,D) and Biµ0(x,D) satisfy the following conditions.
Condition 1.1. The operator A(x,D) is properly elliptic for each x ∈ Q.
Condition 1.2. The system {Biµ0(x,D)}mµ=1 satisfies the Lopatinskii condition with respect to A(x,D)
and is normal for all i = 1, . . . , N0 and x ∈ Γi (see [19, Chap. 2, Sec. 1.4]).
Denote by ω+1is the transformation ωis : Ωi → ωis(Ωi) and by ω−1is : ωis(Ωi) → Ωi the inverse
transformation.
Definition 1.1. The set of all points that can be obtained from a point g ∈ K1 by consecutively
applying to it the transformations ω+1is or ω
−1
is mapping the points of the set K1 to K1 is called an
orbit of the point g and denoted by O(g).
In other words, the orbit O(g) consists of the point g ∈ K1 and the points that can be obtained
from g in the following way: given a point h ∈ O(g), the point ωis(h) belongs to O(g) iff h ∈ Γi ∩K1
and ωis(h) ∈ K1, while the point ω−1is (h) belongs to O(g) iff h ∈ ωis(Γi) ∩ K1.
Assume that the following condition holds.
Condition 1.3 (finiteness of the orbits). 1. For each point g ∈ K1, the orbit O(g) consists of
finitely many points gj, j = 1, . . . , N = N(g).
2. There are neighborhoods Vˆ (gj) ⊂ V (gj) ⊂ Rn\(K2∪K3), V (gj)∩V (gp) = ∅ (j 6= p), of the points
gj ∈ O(g) such that, if gj ∈ Γi and ωis(gj) = gp, then Vˆ (gj) ⊂ Ωi and ωis(Vˆ (gj)) ⊂ V (gp).
The following condition means that the support of nonlocal terms intersects the boundary at the
points of the set K1 in a nontangential way.
Condition 1.4 (nontangential approach). For each point g ∈ K1 and j = 1, . . . , N(g), there exists a
smooth nondegenerate change of variables x→ x′ = x′(g, j) such that the neighborhood V (gj) reduces,
under this change of variables, to some neighborhood of the origin V (0) and, moreover:
1. The sets Q ∩ V (gj) and Γi ∩ V (gj) reduce to the intersection of a dihedral angle Θj with V (0)
and to the intersection of a side Γjρ (ρ = 1 or ρ = 2) of Θj with V (0), respectively;
2. Each transformation ωis(x), for x ∈ Vˆ (gj), gj ∈ Γi, reduces to the composition of rotation and
homothety on the plane {y′} in the new variables x′ = (y′, z′), where y′ ∈ R2 and z′ ∈ Rn−2.
Remark 1.1. If N(g) = 1, then the orbit of g ∈ K1 consists of the unique point g. This is the case iff
the following two conditions are fulfilled:
1. ωis(g) = g for all i and s such that g ∈ Γi ∩ K1 and ωis(g) ∈ K1;
2. there do not exist indices i and s and a point h ∈ Γi ∩ K1 such that h 6= g and ωis(h) = g.
1.2
For any domain Ω, denote by W k(Ω) = W k2 (Ω) (k ≥ 0 is an integer) the Sobolev space. Denote by
W k−1/2(Γ) (k ≥ 1 is an integer) the space of traces on a smooth (n−1)-dimensional manifold Γ ⊂ Ω,
with the norm
‖ψ‖Wk−1/2(Γ) = inf ‖v‖Wk(Ω) (v ∈ W k(Ω) : v|Γ = ψ).
If X is a domain in Rn, n = 1, 2, . . . , we denote by C∞0 (X) the set of functions infinitely differ-
entiable on X and compactly supported on X. If M is a union of finitely many (n− l)-dimensional
manifolds (l = 1, . . . , n) lying in X, we denote by C∞0 (X \M) the set of functions infinitely differen-
tiable on X and compactly supported on X \M .
Now we introduce different weighted spaces for different domains Ω. Consider the following cases:
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1. Ω = Q; denote either K = K1 or K = K1 ∪ K2 (cf. Condition 4.1 in Sec. 4), and let ρ(x)
be a function such that ρ ∈ C∞(Rn \ K), ρ(x) > 0 for x ∈ Rn \ K and it is equivalent, in a
neighborhood of the set K, to the distance from a point x ∈ Ω to the set K;
2. Ω ⊂ Rn is a bounded domain with boundary ∂Ω ∈ C∞; denote by K some (n− 2)-dimensional
manifold of class C∞ lying in Ω, and let ρ be the same function as in case 1;
3. Ω is an n-dimensional dihedral angle Θ; denote K = P , where
P = {x = (y, z) ∈ Rn : y = 0, z ∈ Rn−2},
and let ρ(x) = |y|;
4. Ω = Rn; denote K = P , and let ρ(x) = |y|.
Introduce the weighted space Hka (Ω) = H
k
a (Ω,K) as the completion of the set C
∞
0 (Ω\K) with respect
to the norm
‖u‖Hka (Ω) =
( ∑
|α|≤k
∫
Ω
ρ2(a−k+|α|)|Dαu|2 dx
)1/2
, (1.5)
where k ≥ 0 is an integer and a ∈ R.
Denote by H
k−1/2
a (Γ) (k ≥ 1 is an integer) the space of traces on a smooth (n − 1)-dimensional
manifold Γ ⊂ Ω, with the norm
‖ψ‖
H
k−1/2
a (Γ)
= inf ‖v‖Hka (Ω) (v ∈ H
k
a (Ω) : v|Γ = ψ). (1.6)
One can similarly introduce the weighted spaces Hka (Ω) and H
k−1/2
a (Γ) for n = 2. In particular,
we set K = {0} for Ω = θ = {y ∈ R2 : d1 < ϕ < d2, 0 < r} or Ω = R2.
In what follows, we assume that u ∈ H l+2ma (Q) and f = {f0, fiµ} ∈ Hla(Q,Γ) in problem (1.3),
(1.4), where
Hla(Q,Γ) = H la(Q)×
∏
i,µ
H
l+2m−miµ−1/2
a (Γi)
and l ≥ 0 is an integer.
1.3
Fix an arbitrary point g ∈ K1. By Condition 1.3, the orbit O(g) consists of finitely many points gj ,
j = 1, . . . , N = N(g). We now reduce problem (1.3), (1.4) to a system of N elliptic equations in
dihedral angles with nonlocal boundary-value conditions. To do this, we suppose that
suppu ⊂
(⋃
j
Vˆ (gj)
)
∩Q.
Denote by uj(x) the function u(x) for x ∈ Q ∩ V (gj). If gj ∈ Γi and x ∈ Vˆ (gj), then ωis(x) ∈ V (gp)
for some p, 1 ≤ p ≤ N , by Condition 1.3. Denote the function u(ωis(x)) by up(ωis(x)). It is clear
that u(ωi0(x)) = u(x) = uj(x). In the above notation, problem (1.3), (1.4) takes the form
A(x,D)uj(x) = f0(x), x ∈ Q ∩ Vˆ (gj), (1.7)∑
s∈Sgij
(Biµs(x,D)up)(ωis(x))|Γi = fiµ(x), x ∈ Vˆ (gj) ∩ Γi;
i ∈ {1 ≤ i ≤ N0 : Vˆ (gj) ∩ Γi 6= ∅}; j = 1, . . . , N ; µ = 1, . . . ,m,
(1.8)
where Sgij = {0 ≤ s ≤ Si : ωis(gj) = gp ∈ O(g) for some p = 1, . . . , N}.
Using the change of variables x → x′(g, j) from Sec. 1.1, we introduce the functions vj(x′) =
uj(x(x
′)). By Condition 1.4, problem (1.7), (1.8) takes the following form:
Aj(x
′, Dy′ , Dz′)vj(x
′) = fj(x
′), x′ ∈ Θj ; j = 1, . . . , N, (1.9)
N∑
k=1
Sjρk∑
s=0
(Bjρµks(x
′, Dy′ , Dz′)vk)(Gjρksy′, z′)|Γjρ = fjρµ(x′), x′ ∈ Γjρ;
j = 1, . . . , N ; ρ = 1, 2; µ = 1, . . . ,m.
(1.10)
Here the operators Aj and Bjρµks have variable coefficients of class C
∞;
Θj = {x′ = (y′, z′) : 0 < dj1 < ϕ < dj2, z′ ∈ Rn−2},
Γjρ = {x′ = (y′, z′) : ϕ = djρ, z′ ∈ Rn−2};
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Gjρks is the operator of rotation by an angle ϕjρks and homothety with a coefficient χjρks in the
y′-plane so that dk1 < djρ + ϕjρks < dk2 and 0 < χjρks for (k, s) 6= (j, 0), while ϕjρj0 = 0 and
χjρj0 = 1 (i.e., Gjρj0y′ ≡ y′); v = (v1, . . . vN ).
Remark 1.2. If g ∈ Γi, N = N(g) = 1 (cf. Remark 1.1), and ωis(g) 6= g for all s = 1, . . . , Si, then
model problem (1.9), (1.10) contains no nonlocal terms due to the fact that the manifolds Kjν are
mutually disjoint.
Introduce the following spaces of vector-valued functions:
Hka(Θ) =
N∏
j=1
Hka (Θj), Hla(Θ,Γ) = Hla(Θ)×
N∏
j=1
∏
ρ=1,2
m∏
µ=1
H
l+2m−mjρµ−1/2
a (Γjρ),
where mjρµ is the order of the operator Bjρµks(x
′, Dy′ , Dz′).
Consider the linear bounded operator Lg : Hl+2ma (Θ)→Hla(Θ,Γ) given by
Lgv =
{
Aj(Dy′ , Dz′)vj(y
′, z′),
N∑
k=1
Sjρk∑
s=0
(Bjρµks(Dy′ , Dz′)vk)(Gjρksy′, z′)|Γjρ
}
, (1.11)
whereAj(Dy′ , Dz′) andBjρµks(Dy′ , Dz′) are principal homogeneous parts of the operators Aj(0, Dy′ , Dz′)
and Bjρµks(0, Dy′ , Dz′), respectively. The subscript g means that the operator Lg depends on the
choice of the point g ∈ K1 (and therefore, it depends on the orbit O(g)). Clearly, each of the opera-
tors Aj(Dy′ , Dz′) is properly elliptic, while the system {Bjρµj0(Dy′ , Dz′)}mµ=1 satisfies the Lopatinskii
condition with respect to Aj(Dy′ , Dz′) and is normal for all j = 1, . . . , N and ρ = 1, 2.
Example 1.1. Let Q ⊂ R3 be a bounded domain with boundary ∂Q ∈ C∞ which is a surface of
revolution about the axis x3. Set P = {(0, 0, 3)} ∪ {(0, 0,−3)} ∪ {x : x3 = 0,
√
x21 + x
2
2 = 3} and
P 1/4 = {x : dist(x, P ) < 1/4}. Assume that, outside the set P 1/4, the boundary ∂Q coincides with
the boundary of the domain{
x : x3 < 3−
√
x21 + x
2
2
}
∩
{
x : x3 > −3 +
√
x21 + x
2
2
}
.
Denote
Γ1 = {x ∈ ∂Q : x3 < −2}, Γ2 = {x ∈ ∂Q : x3 > 2}, Γ3 = ∂Q \ (Γ1 ∪ Γ2).
We consider the following nonlocal boundary-value problem:
−∆u = f0(x), x ∈ Q, (1.12)
[u(x) + αju(x+ hj) + βju(Gpix+ hj)]|Γj = 0, j = 1, 2,
u(x)|Γ3 = 0,
(1.13)
where αj , βj ∈ R, hj = (−1)j+1(0, 0, 4), j = 1, 2, and Gpi is the operator of rotation by the angle pi
about the axis x3. Clearly, we have (see Fig. 1.1)
K = K1 = K11 ∪ K12, K1ν = {x ∈ ∂Q : x3 = (−1)ν2}, ν = 1, 2.
The orbit of each point g ∈ K11 consists of the four points: g1 = g, g2 = Gpig1, g3 = g1 + h1,
and g4 = Gpig1 + h1. Let Vˆ (gj) = V (gj) = {x : |x − gj | < ε}, where ε is sufficiently small, and let
suppu ⊂
(⋃
j V (gj)
)
∩ Q. For x ∈ V (gj), we introduce the new variables x′ = (y′1, y′2, z′) by the
formulas
y′1 = r − 1, y′2 = x3 − gj3, z′ = ϕ− ϕj ,
where r,ϕ, x3 and 1, ϕj , gj3 are the cylindrical coordinates of the points x and gj , respectively. Clearly,
the transformation x 7→ x′(g, j) is nondegenerate for x 6= 0 and each open set V (gj) is taken onto one
and the same neighborhood of the origin V (0) under this transformation. We define the vector-valued
function v(x′) such that vj(x′) = uj(x(x′)) for x′ ∈ V (0), where uj(x) = u(x) for x ∈ V (gj) ∩ Q.
Denote x′ = (y′1, y
′
2, z
′) by x = (y1, y2, z) again. Then the boundary-value problem (1.12), (1.13)
takes the form (see Fig. 1.2)
− ∂
2vj
∂y21
− ∂
2vj
∂y22
− 1
(1 + y1)2
∂2vj
∂z2
− 1
1 + y1
∂vj
∂y1
= fj(x), x ∈ Θj , j = 1, . . . , 4, (1.14)
vj |Γj1 = 0, j = 1, . . . , 4,
(v1 + α1v3 + β1v4)|Γ12 = (v2 + β1v3 + α1v4)|Γ22 = 0,
(v3 + α2v1 + β2v2)|Γ32 = (v4 + β2v1 + α2v2)|Γ42 = 0.
(1.15)
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Figure 1.1: Problem (1.12), (1.13)
Here
Θ1 = Θ2 = {x ∈ R3 : y2 > y1}, Θ3 = Θ4 = {x ∈ R3 : y2 < −y1},
Γ11 = Γ21 = {x ∈ R3 : y2 = y1, y1 > 0}, Γ31 = Γ41 = {x ∈ R3 : y2 = −y1, y1 > 0},
Γ12 = Γ22 = {x ∈ R3 : y2 = y1, y1 < 0}, Γ32 = Γ42 = {x ∈ R3 : y2 = −y1, y1 < 0}.
Figure 1.2: Problem (1.14), (1.15)
Clearly, Conditions 1.1–1.4 hold in this example.
Passing to the principal homogeneous parts in Eqs. (1.14) and freezing the coefficients at the
origin, we obtain
−∆vj = fj(x), x ∈ Θj , j = 1, . . . , 4.
Nonlocal boundary conditions (1.15) do not change.
1.4
Now fix an arbitrary point g ∈ K2. Clearly, g ∈ K2ν ∩ Γi for some 1 ≤ ν ≤ N2 and 1 ≤ i ≤ N0. By
virtue of the smoothness of Γi and K2ν , there exists a C∞ diffeomorphism x→ x′ = x′(g) defined on
a small neighborhood V (g) of the point g, such that the images of Q ∩ V (g) and K2ν ∩ V (g) are the
intersection of the half-space Rn+ = {x : |ϕ| < pi/2, z ∈ Rn−2} with some neighborhood V (0) and
the intersection of the set P with V (0), respectively.
LetA(Dy′ , Dz′) andBiµ0(Dy′ , Dz′) be the principal homogeneous parts of the operators A(g,Dy , Dz)
and Biµ0(g,Dy , Dz), respectively, written in the new coordinates x
′ = x′(g).
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We introduce the linear bounded operator
Lg : H l+2ma (Rn+)→Hla(Rn+,Γ)
= H la(R
n
+)×H l+2m−miµ−1/2a (Rn−1− )×H l+2m−miµ−1/2a (Rn−1+ )
given by
Lgu =
(
A(Dy′ , Dz′)u(y
′, z′),
Biµ0(Dy′ , Dz′)u(y
′, z′)|ϕ=−pi/2, Biµ0(Dy′ , Dz′)u(y′, z′)|ϕ=pi/2
)
,
(1.16)
where Rn−1± = {x′ = (y′, z′) ∈ Rn : ϕ = ±pi/2, z′ ∈ Rn−2}.
2 Nonlocal Elliptic Problems in Dihedral Angles
2.1
When studying nonlocal problems in bounded domains, we will represent the nonlocal operators as
the sum of three operators. The first operator will correspond to nonlocal terms supported near the
set K1, the second operator to nonlocal terms supported outside the set K1, and the third one to lower-
order terms (compact perturbations). In this section, we consider a model operator corresponding to
the problem with nonlocal terms supported near the set K1.
By using the Fourier transform with respect to z, one can reduce the study of the operator Lg
in dihedral angles to the study of a model operator Lg(ω) in plane angles, where ω is a parameter
belonging to the unit sphere
Sn−3 = {ω ∈ R2 : |ω| = 1},
see [5,25]. In this section, we formulate some results (mostly proved in [5,25]) which we need below
and illustrate them by an example. Note that the Fourier transform approach was earlier proposed
for the study of local elliptic problems in dihedral angles [20].
To introduce the operator Lg(ω), we preliminarily consider weighted spaces with nonhomogeneous
weight. Denote by Eka(Ω) the completion of the set C
∞
0 (Ω \ {0}) with respect to the norm
‖u‖Eka (Ω) =
( ∑
|α|≤k
∫
Ω
r2a(r2(|α|−k) + 1)|Dαy u(y)|2 dy
)1/2
,
where either Ω = θ = {y ∈ R2 : d1 < ϕ < d2} or Ω = R2; r, ϕ are the polar coordinates of the point
y; k ≥ 0 is an integer. Let γ ⊂ Ω be a half-line given by γ = {y ∈ R2 : ϕ = ϕ0}, where d1 ≤ ϕ0 ≤ d2
for Ω = θ. Denote by E
k−1/2
a (γ) (k ≥ 1 is an integer) the space of traces on γ with the norm
‖ψ‖
E
k−1/2
a (γ)
= inf ‖v‖Eka(Ω) (v ∈ E
k
a(Ω) : v|γ = ψ).
Introduce the following spaces of vector-valued functions:
Eka (θ) =
N∏
j=1
Eka(θj), E la(θ, γ) = E la(θ)×
N∏
j=1
∏
ρ=1,2
m∏
µ=1
E
l+2m−mjρµ−1/2
a (γjρ),
where θj = {y ∈ R2 : dj1 < ϕ < dj2} and γjρ = {y ∈ R2 : ϕ = djρ}.
For a fixed point g ∈ K1, we consider the linear bounded operator
Lg(ω) : E l+2ma (θ)→ E la(θ, γ)
given by
Lg(ω)V =
{
Aj(Dy , ω)Vj(y),
∑
k,s
(Bjρµks(Dy , ω)Vk)(Gjρksy)|γjρ
}
, (2.1)
where ω ∈ Sn−3 and V = (V1, . . . , VN ), cf. (1.11).
2.2
We write the operators Aj(Dy , 0) and Bjρµks(Dy, 0) in the polar coordinates:
Aj(Dy, 0) = r
−2mAˆj(ϕ,Dϕ, rDr), Bjρµks(Dy , 0) = r
−mjρµ Bˆjρµks(ϕ,Dϕ, rDr),
where Dϕ = −i∂/∂ϕ, Dr = −i∂/∂r.
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Introduce the following spaces of vector-valued functions:
Wk(d1, d2) =
N∏
j=1
W k(dj1, dj2), W l[d1, d2] =W l(d1, d2)× CmN × CmN .
Consider the analytic operator-valued function Lˆg(λ) :W l+2m(d1, d2)→W l[d1, d2] given by
Lˆg(λ)w =
{
Aˆj(ϕ,Dϕ, λ)wj ,∑
k,s
e(iλ−mjρµ) lnχjρks (Bˆjρµks(ϕ,Dϕ, λ)wk)(ϕ+ ϕjρks)|ϕ=djρ
}
,
(2.2)
where w = (w1, . . . , wN).
By Lemmas 2.1 and 2.2 in [25], there exists a finite-meromorphic operator-valued function Rˆg(λ) :
W l[d1, d2] → W l+2m(d1, d2) such that Lˆ−1g (λ) = Rˆg(λ) for any λ which is not a pole of Rˆg(λ).
Moreover, if λ0 = µ0 + iν0 is a pole of Rˆg(λ), then λ0 is an eigenvalue of Lˆg(λ), and there exists a
number δ > 0 such that the set {λ ∈ C : 0 < |Imλ− ν0| < δ} contains no eigenvalues of Lˆg(λ).
2.3
Definition 2.1. Let H1 and H2 denote Hilbert spaces. A linear bounded operator L : H1 → H2 is
said to have the Fredholm property if dimN (L) < ∞, codimR(L) < ∞, and R(L) is closed, where
N (L) and R(L) are the kernel and the image of the operator L, respectively.
The following theorem shows that spectral properties of the operator-valued function Lˆg(λ) affect
whether or not the operator Lg(ω) has the Fredholm property.
Theorem 2.1. Let Conditions 1.1–1.4 hold. If the line Imλ = a+1− l−2m contains no eigenvalues
of the operator-valued function Lˆg(λ), then the operator Lg(ω) : E l+2ma (θ)→ E la(θ, γ) has the Fredholm
property for all ω ∈ Sn−3.
If the operator Lg(ω) has the Fredholm property for a certain ω ∈ Sn−3, then the line Imλ =
a+ 1− l − 2m contains no eigenvalues of Lˆg(λ).
Theorem 2.1 was proved in [5]. This result is a generalization of Theorem 3.2 in [25], where one
additionally assumes that the line Imλ = a+1− l− 2m contains no eigenvalues of the corresponding
localized operator with a parameter λ.
The following theorem results from Theorems 3.3, 9.2, and 9.3 in [5].
Theorem 2.2. Let Conditions 1.1–1.4 hold. Then the operator Lg : Hl+2ma (Θ) → Hla(Θ,Γ) is an
isomorphism iff the operator Lg(ω) : E l+2ma (θ)→ E la(θ, γ) is an isomorphism for each ω ∈ Sn−3.
Denote
L′gv =
{
A0j (x,Dy , Dz)vj(y, z),
∑
k,s
(B0jρµks(x,Dy , Dz)vk)(Gjρksy, z)|Γjρ
}
, (2.3)
whereA0j (x,Dy , Dz) andB
0
jρµks(x,Dy , Dz) are principal homogeneous parts of the operators Aj(x,Dy , Dz)
and Bjρµks(x,Dy , Dz), respectively. Note that A
0
j(0, Dy , Dz) = Aj(Dy, Dz) and B
0
jρµks(0, Dy , Dz) =
Bjρµks(Dy, Dz).
Let
Bε = {x ∈ Rn : |x| < ε}, ε > 0,
be a ball of radius ε centered at the origin.
For each δ > 0, we define a function η = ηδ ∈ C∞0 (Rn) such that η(x) = 1 for x ∈ Bδ , supp η ⊂ B2δ ,
and
|Dβη(x)| ≤ k1δ−|β|, x ∈ Rn, (2.4)
where k1 = k1(β) > 0 does not depend on δ.
The number δ will be specified in Secs. 4 and 5, where we prove a priori estimates and construct
a right regularizer for the nonlocal problem in a bounded domain.
Introduce the linear bounded operator L′′g : Hl+2ma (Θ)→Hla(Θ,Γ) by the formula
L′′gv = Lgv + η(L′g − Lg)v.
Corollary 2.1. Let Conditions 1.1–1.4 hold. Assume that the line Imλ = a+1− l−2m contains no
eigenvalues of Lˆg(λ) and dimN (Lg(ω)) = codimR(Lg(ω)) = 0 for any ω ∈ Sn−3. Then the operator
L′′g : Hl+2ma (Θ) → Hla(Θ,Γ) is an isomorphism for all sufficiently small δ > 0 and ‖(L′′g )−1‖ ≤ c0,
where c0 > 0 does not depend on δ.
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Proof. Let us show that
‖η(L′g − Lg)‖ → 0 as δ → 0. (2.5)
To do so, we first prove that∥∥η1(B0jρµks(x,Dy , Dz)u−Bjρµks(Dy , Dz)u)∥∥
H
l+2m−mjρµ
a (Θk)
≤ k2δ‖u‖Hl+2ma (Θk) (2.6)
for all u ∈ H l+2ma (Θk), where η1(x) = η(G−1jρksy, z), while k2 > 0 does not depend on u and δ.
Let
bη1D
βu, |β| = mjρµ,
be an arbitrary term of the expression
η1
(
B0jρµks(x,Dy, Dz)u−Bjρµks(Dy, Dz)u
)
,
where b ∈ C∞(Rn) and b(0) = 0. It follows from (2.4) and from the relation b(0) = 0 that∣∣r|α|Dα(bη1)∣∣ ≤ k3δ, x ∈ Rn, |α| ≤ l + 2m−mjρµ, (2.7)
where k3 = k3(α) > 0 does not depend on δ. Using (2.7) and the definition of the weighted spaces,
we directly derive (2.6).
Analogous relations for the pairs of the operators A0j(x,Dy , Dz) and Aj(Dy , Dz) can be proved
in the same way. Thus, we have proved (2.5).
It follows from the conditions of this corollary and from Theorem 2.1 that the operator Lg(ω) is
an isomorphism for any ω ∈ Sn−3. Therefore, by Theorem 2.2, the operator Lg is an isomorphism.
Combining this fact with relation (2.5), we complete the proof.
2.4
In this subsection, we give an example of an operator which corresponds to a nonlocal elliptic problem
in a dihedral angle and is an isomorphism.
Example 2.1. Let
Θ = {x = (y, z) ∈ R3 : 0 < ϕ < d, 0 < r, z ∈ R}
be a three-dimensional dihedral angle, where r,ϕ are the polar coordinates of the point y. Let
Γ1 = {x = (y, z) ∈ R3 : ϕ = 0, 0 < r, z ∈ R},
Γ2 = {x = (y, z) ∈ R3 : ϕ = d, 0 < r, z ∈ R}
be the sides of the angle Θ. Consider the nonlocal elliptic problem
−∆v(x) = f0(x), x ∈ Θ, (2.8)
v(ϕ, r, z)|Γ1 − α1v(ϕ+ d/2, r, z)|Γ1 = f1(x), x ∈ Γ1,
v(ϕ, r, z)|Γ2 − α2v(ϕ− d/2, r, z)|Γ2 = f2(x), x ∈ Γ2,
(2.9)
where α1, α2 ∈ R. Thus, the values of the unknown function v on the sides Γ1 and Γ2 are connected
with the values of v on the half-plane {x = (y, z) ∈ R3 : ϕ = d/2, 0 < r, z ∈ R} lying strictly inside
the angle Θ. The nonlocal transformations are rotations in y-plane only, while transformations with
respect to the variables r and z are absent.
Introduce the linear bounded operator
L : H2a(Θ)→H0a(Θ,Γ) = H0a(Θ)×H3/2a (Γ1)×H3/2a (Γ2)
by the formula
Lv = (−∆v, v(ϕ, r, z)|Γ1 − α1v(ϕ+ d/2, r, z)|Γ1 , v(ϕ, r, z)|Γ2 − α2v(ϕ− d/2, r, z)|Γ2),
cf. (1.11). Along with the operator L, we consider the linear bounded operator
L(ω) : E2a(θ)→ E0a(θ, γ) = E0a(θ)× E3/2a (γ1)×E3/2a (γ2)
given by
L(ω)V = (−∆yV + V, V (ϕ, r)|γ1 − α1V (ϕ+ d/2, r)|γ1 , V (ϕ, r)|γ2 − α2V (ϕ− d/2, r)|γ2),
where
θ = {y ∈ R2 : 0 < ϕ < d, 0 < r},
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γ1 = {y ∈ R2 : ϕ = 0, 0 < r}, γ2 = {y ∈ R2 : ϕ = d, 0 < r},
ω = ±1, cf. (2.1). (Actually, one must write −∆yV + ω2V instead of −∆yV + V in the definition of
the operator L(ω), but ω2 = 1 for ω = ±1. Thus, the operator L(ω) does not depend on ω in this
example.)
The operator-valued function Lˆ(λ) : W 2(0, d) → W0[0, d] = L2(0, d) × C2 corresponding to the
operator L(ω) has the form
Lˆ(λ)u = (− uϕϕ + λ2u, u|ϕ=0 − α1u|ϕ=d/2, u|ϕ=d − α2u|ϕ=d/2),
cf. (2.2).
We prove that the operator L(ω) is an isomorphism for 0 ≤ a ≤ 2, 0 < |α1 + α2| < 2, and
0 < d < 2 arctan
√
4(α1 + α2)−2 − 1. In this case, Theorem 2.2 implies that the operator L is also
an isomorphism.
The proof comprises three parts.
1. We prove that the equation
Aαw = f0 (2.10)
has a unique solution for any f0 ∈ L2(θ), where Aα : D(Aα) ⊂ L2(θ) → L2(θ) is the linear
bounded operator given by
Aαw = −∆w + w, w ∈ D(Aα) = {w ∈W 1α(θ) : −∆w + w ∈ L2(θ)},
W 1α(θ) = {w ∈ W 1(θ) : w(ϕ, r)|γ1 − α1w(ϕ+ d/2, r)|γ1 = 0,
w(ϕ, r)|γ2 − α2w(ϕ− d/2, r)|γ2 = 0}.
To prove the unique solvability of Eq. (2.10), we reduce it to an elliptic functional differential
equation.
2. We show that each solution of Eq. (2.10) belongs to H21 (θ ∩ BR) for all R > 0.
3. We prove that the equation
L(ω)V = f (2.11)
has a unique solution for any f = (f0, f1, f2) ∈ E0a(θ, γ).
1. Let us prove that Eq. (2.10) has a unique solution w ∈ D(Aα) for any f0 ∈ L2(θ). To do this,
we reduce Eq. (2.10) to a functional differential equation.
1a. Consider the functional operator R : L2(R2)→ L2(R2) given by
Ru = u(ϕ, r) + α1u(ϕ+ d/2, r) + α2u(ϕ− d/2, r).
Let Iθ : L2(θ) → L2(R2) denote the operator which extends a function defined on θ to R2 by zero
and Pθ : L2(R
2)→ L2(θ) the operator which restricts a function defined on R2 to θ. Set
Rθ = PθRIθ.
We claim that the operator Rθ has the bounded inverse
R−1θ = PθR′Iθ,
where
R′u = (u(ϕ, r)− α1u(ϕ+ d/2, r)− α2u(ϕ− d/2, r))/(1− α1α2),
provided that α1α2 6= 1 (which is true because |α1 + α2| < 2). Indeed,
Rθu = u(ϕ, r) + α1u(ϕ+ d/2, r) for y ∈ θ1 = {y ∈ R2 : 0 < ϕ < d/2, 0 < r},
Rθu = u(ϕ, r) + α2u(ϕ− d/2, r) for y ∈ θ2 = {y ∈ R2 : d/2 < ϕ < d, 0 < r}.
(2.12)
Therefore,
R−1θ Rθu =
(
u(ϕ, r) + α1u(ϕ+ d/2, r)− α1u(ϕ+ d/2, r)− α1α2u(ϕ, r)
)
/(1− α1α2)
= u(ϕ, r) for y ∈ θ1,
R−1θ Rθu =
(
u(ϕ, r) + α2u(ϕ− d/2, r)− α2u(ϕ− d/2, r)− α1α2u(ϕ, r)
)
/(1− α1α2)
= u(ϕ, r) for y ∈ θ2,
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which implies R−1θ Rθu(y) = u(y) for y ∈ θ. Similarly, we obtain RθR−1θ u(y) = u(y) for y ∈ θ.
Moreover, by using the same arguments as in Theorem 8.1 in [28, Chap. 2, Sec. 8], one can verify
that the operators
Rθ : W˚ 1(θ)→W 1α(θ), Rθ : W˚ 1(θ ∩ BR)→W 1α(θ ∩BR)
are isomorphisms for all R > 0, where
W˚ 1(θ) = {u ∈ W 1(θ) : u|γ1 = 0, u|γ2 = 0},
W˚ 1(θ ∩ BR) = {u ∈ W 1(θ ∩ BR) : u|γ1 = 0, u|γ2 = 0},
W 1α(θ ∩ BR) = {w ∈ W 1(θ ∩ BR) :
w(ϕ, r)|γ1 − α1w(ϕ+ d/2, r)|γ1 = 0, w(ϕ, r)|γ2 − α2w(ϕ− d/2, r)|γ2 = 0}.
1b. It follows from what has been proved in part 1a that Eq. (2.10) is equivalent to the equation
ARu = f0, (2.13)
where AR : D(AR) ⊂ L2(θ)→ L2(θ) is the unbounded operator given by
ARu = (−∆+ I)Rθu, u ∈ D(AR) = {u ∈ W˚ 1(θ) : (−∆+ I)Rθu ∈ L2(θ)},
and I stands for the identity operator in L2(θ).
Similarly to Theorem 10.1 in [28, Chap. 2, Sec. 10], one can show that Eq. (2.13) has a unique
solution for any f0 ∈ L2(θ). However, for the reader’s convenience, we prefer to give the proof here.
Consider the sesquilinear form bR[u, v] with the domain D(bR) = W˚ 1(θ) given by
bR[u, v] =
∫
θ
( ∑
i=1,2
(Rθu)yivyi +Rθuv
)
dy. (2.14)
It is clear that
Rθuyi = (Rθu)yi for u ∈ W˚ 1(θ). (2.15)
It follows from the Schwarz inequality and from (2.15) that
|bR[u, v]| ≤ k1‖u‖W˚1(θ)‖v‖W˚1(θ), (2.16)
where k1 > 0 does not depend on u and v.
Introduce the isomorphism U : L2(θ)→ L2(θ1)× L2(θ1) by the formula
(Uu)i(y) = u(ϕ+ (i− 1)d/2, r), y ∈ θ1, i = 1, 2.
Let R1 =
(
1 α1
α2 1
)
. One can directly verify that
Rθu = U−1R1Uu = U∗R1Uu. (2.17)
The symmetric part of the matrix R1 has the form
(R1 +R
∗
1)/2 =
(
1 (α1 + α2)/2
(α1 + α2)/2 1
)
.
Since |α1+α2| < 2, it follows that the matrix (R1+R∗1)/2 is positively definite. Therefore, using (2.15)
and (2.17), we obtain
Re bR[u, u] =
∫
θ1
{∑
i
( (R1 +R∗1)
2
(Uuyi),Uuyi
)
C2
+
( (R1 +R∗1)
2
Uu,Uu
)
C2
}
dy
≥ k2
∫
θ1
{∑
i
(Uuyi ,Uuyi)C2 + (Uu,Uu)C2
}
dy = k2‖u‖2W˚1(θ), (2.18)
where k2 > 0 does not depend on u.
Inequalities (2.16) and (2.18) imply that bR is a closed sectorial form on L2(θ), with the domain
D(bR) = W˚ 1(θ) and vertex k2 > 0 (see [13, Chap. 6]). It follows from the first representation
theorem (see [13, Chap. 6, Sec. 2]) that the m-sectorial operator AR associated with the form bR has
a bounded inverse A−1R : L2(θ)→ W˚ 1(θ).
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Thus, we have proved that Eq. (2.10) has a unique solution w = RθA−1R f0 ∈ D(Aα) for any
f0 ∈ L2(θ).
2. We now prove that, if w ∈ D(Aα) is a solution of Eq. (2.10), then w ∈ H21 (θ ∩BR(0)) for any
R > 0.
2a. Denote θsj = θ∩{2s−j < |y| < 2s+j}, γsjρ = γρ∩{2s−j < |y| < 2s+j}, where s = 0,±1,±2, . . . ;
ρ, j = 1, 2, 3; γ3 = {y ∈ R2 : ϕ = d/2, 0 < r}.
We prove that w ∈ W 2(θs3) for any s. By theorem on interior smoothness (see, e.g., Theorem 3.2
in [19, Chap. 2, Sec. 3]), we have w|γs33 ∈ W
3/2(γs33 ). Since
w(ϕ, r)|γ1 = α1w(ϕ+ d/2, r)|γ1 , w(ϕ, r)|γ2 = α2w(ϕ− d/2, r)|γ2 ,
it follows that
w|γs31 ∈W
3/2(γs31 ), w|γs32 ∈ W
3/2(γs32 ).
Therefore, using a theorem on smoothness of solutions of local boundary-value problems in bounded
domains (see e.g., Theorem 8.2 in [19, Chap. 2, Sec. 8]), we obtain w ∈ W 2(θs2). Since θs3 =
θs−1,2 ∪ θs+1,2, it follows that w ∈W 2(θs3) for any s.
2b. Let us prove that
‖w‖W2(θ01) ≤ k3(‖ −∆w‖L2(θ03) + ‖w‖W1(θ03)), (2.19)
where k3, k4, . . . > 0 do not depend on w.
To do this, we denote θ023 = {y ∈ θ02 : d/4 < ϕ < 3d/4} and consider a function ξ0 ∈ C∞0 (θ03)
such that ξ0(y) = 1 for y ∈ θ023 .
Using the a priori estimate for solutions of local elliptic problems (see, e.g., Theorem 8.2 in [19,
Chap. 2, Sec. 8] and Theorem 9.1 in [19, Chap. 2, Sec. 9]) and Leibniz’ formula, we have
‖w|γ023 ‖W3/2(γ023 ) ≤ ‖w‖W2(θ023 ) ≤ ‖ξ0w‖W2(θ03)
≤ k4‖ −∆(ξ0w)‖L2(θ03) ≤ k5(‖ −∆w‖L2(θ03) + ‖w‖W1(θ03)). (2.20)
Introduce a function ξ1(r) ∈ C∞0 (0,+∞) such that ξ1(r) = 1 for 2−1 ≤ r ≤ 2 and supp ξ1 ⊂ (2−2, 22).
Applying Theorem 8.2 in [19, Chap. 2, Sec. 8] and Theorem 9.1 in [19, Chap. 2, Sec. 9] again and
using (2.20), we obtain
‖w‖W2(θ01) ≤ ‖ξ1w‖W2(θ02) ≤ k6
(
‖ −∆(ξ1w)‖L2(θ02) +
∑
ρ=1,2
‖(ξ1w)|γ02ρ ‖W3/2(γ02ρ )
)
≤ k7(‖ −∆w‖L2(θ03) + ‖w‖W1(θ03)).
Thus, inequality (2.19) is proved.
2c. Now we prove that w ∈ H21 (θ ∩ BR) for any R > 0. It follows from part 2a of the proof that
w ∈ H21 (θsj) (we set ρ(y) = |y| in the definition of the spaceH21 (θsj)). Set y′ = 2−sy. Clearly, y′ ∈ θ0j
for y ∈ θsj . Therefore, using the fact that 2s−1 < r < 2s+1 for y ∈ θs1, letting ws(y′) = w(2sy′) and
applying inequality (2.19), we obtain
‖w‖H21 (θs1) ≤ k8
∑
|α|≤2
22s(1−2+|α|)
∫
θs1
|Dαyw(y)|2dy = k8
∑
|α|≤2
∫
θ01
|Dαy′ws(y′)|2dy′
≤ k9
(
‖ −∆y′ws(y′)‖2L2(θ03) +
∑
|α|≤1
‖Dαy′ws(y′)‖2L2(θ03)
)
= k9
(
22s‖ −∆yw(y)‖2L2(θs3) +
∑
|α|≤1
22s(0−1+|α|)‖Dαyw(y)‖2L2(θs3)
)
, (2.21)
where k7, k8, . . . > 0 do not depend on w and s. It follows from (2.21) that
‖w‖H21 (θs1) ≤ k10(‖ −∆w + w‖
2
L2(θs3)
+ ‖w‖H10 (θs3)) (2.22)
for s ≤ [log2R].
Now we claim that
w ∈ H10 (θ ∩B8R). (2.23)
Indeed,
w ∈ W 1α(θ ∩ B8R) (2.24)
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by assumption. Therefore, R−1θ w ∈ W˚ 1(θ ∩ B8R) because the operator Rθ : W˚ 1(θ ∩ B8R) →
W 1α(θ ∩B8R) is an isomorphism. By Lemma 4.8 in [15], W˚ 1(θ ∩B8R) ⊂ H10 (θ ∩B8R), which implies
that R−1θ w ∈ H10 (θ ∩B8R). Therefore, using (2.12), we have
w ∈ H10 (θ1 ∩B8R), w ∈ H10 (θ2 ∩B8R).
Combining these relations with (2.24) yields (2.23).
Summing inequalities (2.22) with respect to s ≤ [log2R] and taking into account relation (2.23),
we obtain
‖w‖H21 (θ∩BR) ≤ k11(‖ −∆w + w‖
2
L2(θ∩B8R) + ‖w‖H10 (θ∩B8R)).
Thus, we have proved that w ∈ H21 (θ ∩BR).
3. We finally prove that Eq. (2.11) has a unique solution V ∈ E2a(θ) for any f ∈ E0a(θ, γ), where
0 ≤ a ≤ 2.
3a. Let w ∈ D(Aα) be a solution of Eq. (2.10) with right-hand side f0 ∈ C∞0 (θ \{0}). It is easy to
check that the strip −1 ≤ Imλ ≤ 1 contains no eigenvalues of the operator-valued function Lˆ(λ) for
0 < d < 2 arctan
√
4(α1 + α2)−2 − 1 (see [9, Sec. 9.1]). On the other hand, w ∈ H21 (θ ∩ B1) by the
above, and the inequalities −1 ≤ a+1− 2 ≤ 1 hold. Therefore, by Lemma 3.2 in [24] concerning the
asymptotic behavior of solutions of nonlocal elliptic problems in plane angles, we have w ∈ H2a(θ∩B1).
3b. Now let us prove that the equation
L(ω)w = (F0, 0, 0) (2.25)
has a solution w ∈ E2a(θ) for any F0 ∈ E0a(θ).
Repeating the arguments from the proof of inequality (2.4) in [22, Chap. 6, Sec. 2], one can see
that a solution w ∈ D(Aα) of Eq. (2.10) with right-hand side f0 ∈ C∞0 (θ\{0}) belongs to E2a(θ\B1/2).
Combining this fact with part 3a of our proof yields w ∈ E2a(θ). Since the line Imλ = a + 1 − 2
contains no eigenvalues of the operator-valued function Lˆ(λ), it follows from Theorem 2.1 that the
set of functions F0 ∈ E0a(θ) for which Eq. (2.25) has a solution is closed in E0a(θ). On the other
hand, the set C∞0 (θ \ {0}) is dense in E0a(θ). Therefore, Eq. (2.25) has a solution w ∈ E2a(θ) for any
F0 ∈ E0a(θ).
3c. Let us show that R(L(ω)) = E0a(θ, γ). Take functions Uρ ∈ E2a(θ) such that Uρ|γρ = fρ,
ρ = 1, 2. Consider cut-off functions ηρ(ϕ) ∈ C∞[0, d] such that η1(ϕ) = 1 for 0 ≤ ϕ ≤ d/4, η1(ϕ) = 0
for d/3 ≤ ϕ ≤ d and η2(ϕ) = 1 for 3d/4 ≤ ϕ ≤ d, η2(ϕ) = 0 for 0 ≤ ϕ ≤ 2d/3. Then Eq. (2.11) is
equivalent to Eq. (2.25), where F0 = ∆U − U + f0, U = η1U1 + η2U2 ∈ E2a(θ), and w = V − U . It is
proved in part 3b that Eq. (2.25) has a solution w ∈ E2a(θ) for any F0 ∈ E0a(θ). Therefore, Eq. (2.11)
has a solution V = w + U ∈ E2a(θ) for any f ∈ E0a(θ, γ).
3d. It remains to prove that N (L(ω)) = {0}. Let w ∈ E2a(θ) be a solution of Eq. (2.25) with
F0 = 0. Using the same arguments as in part 3a of this proof, we have w ∈ H21 (θ∩B1) ⊂ W 1(θ∩B1).
On the other hand, E2a(θ \ B1/2) ⊂ W 1(θ \ B1/2) because a ≥ 0. Therefore, w ∈ W 1(θ), and w = 0
by part 1 of this proof.
Note that Example 2.1 was earlier studied by another method in [5, Sec. 10]. The approach
proposed in [5] is based on the Green formulas for nonlocal elliptic problems (see [5]) and on the
interrelation between nonlocal elliptic problems and boundary-value problems for functional differ-
ential equations (see [28]). Other examples of nonlocal elliptic problems generalizing problem (2.8),
(2.9) and being uniquely solvable in dihedral angles are constructed in [23].
2.5
Given a point g ∈ K2, we consider the linear bounded operator
Lg(ω) : El+2ma (R2+)→ E la(R2+, γ)
given by
Lg(ω)V =
(
A(Dy, ω)V (y), Biµ0(Dy , ω)V (y)|R− , Biµ0(Dy, ω)V (y)|R+
)
, (2.26)
where
E la(R2+, γ) = Ela(R2+)× El+2m−miµ−1/2a (R−)× El+2m−miµ−1/2a (R+),
R
2
+ = {y ∈ R2 : |ϕ| < pi/2}, R± = {y ∈ R2 : ϕ = ±pi/2}, ω ∈ Sn−3, cf. (1.16).
We write the operators A(Dy, 0) and Biµ0(Dy , 0) in the polar coordinates:
A(Dy, 0) = r
−2mAˆ(ϕ,Dϕ, rDr), Biµ0(Dy , 0) = r
−miµ Bˆiµ0(ϕ,Dϕ, rDr).
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Consider the analytic operator-valued function
Lˆg(λ) :W l+2m(−pi/2, pi/2)→W l[−pi/2, pi/2]
given by
Lˆg(λ)w =
(
Aˆ(ϕ,Dϕ, λ)w, Bˆiµ0(ϕ,Dϕ, λ)w|ϕ=−pi/2, Bˆiµ0(ϕ,Dϕ, λ)w|ϕ=pi/2
)
, (2.27)
where W l[−pi/2, pi/2] =W l(−pi/2, pi/2)× C× C, cf. (2.2).
It follows from [2, 4] that there exists a finite-meromorphic operator-valued function Rˆg(λ) :
W l[−pi/2, pi/2] → W l+2m(−pi/2, pi/2) such that Lˆ−1g (λ) = Rˆg(λ) for any λ which is not a pole of
Rˆg(λ). Moreover, if λ0 = µ0 + iν0 is a pole of Rˆg(λ), then λ0 is an eigenvalue of Lˆg(λ), and there
exists a δ > 0 such that the set {λ ∈ C : 0 < |Imλ− ν0| < δ} contains no eigenvalues of Lˆg(λ).
The following theorem establishes a connection between the operators Lg and Lg(ω) (see Theo-
rem 2.1 in [22, Chap. 6, Sec. 2]).
Theorem 2.3. Let Conditions 1.1 and 1.2 hold. Assume that the line Imλ = a+1− l−2m contains
no eigenvalues of Lˆg(λ) and dimN (Lg(ω)) = codimR(Lg(ω)) = 0 for any ω ∈ Sn−3. Then the
operator Lg : Hl+2ma (Rn+)→Hla(Rn+,Γ) is an isomorphism.
3 Local Elliptic Problems in Rn \ P
3.1
In Secs. 3.1 and 3.2, we recall some known results on the solvability of elliptic problems in R2 \ {0}.
These results are adopted from [6, 24]; they will be applied to the investigation of local elliptic
problems in Rn \ P , n ≥ 3, see Secs. 3.3–3.5.
Let A be a properly elliptic homogeneous operator with constant complex coefficients, given by
A = A(Dy) =
∑
|α|=2m
aαD
α
y .
The operator A : H l+2ma (R
2) → H la(R2) is bounded for any fixed integer l ≥ 0. We consider the
equation
Av = f0(y), y ∈ R2 \ {0}, (3.1)
where f0 ∈ H la(R2).
Write the operator A(Dy) in the polar coordinates,
A(Dy) = r
−2mAˆ(ϕ,Dϕ, rDr) = r
−2m ∑
α1+α2≤2m
aα1α2(ϕ)D
α1
ϕ (rDr)
α2 ,
where aα1α2 ∈ C∞2pi[0, 2pi], C∞2pi[0, 2pi] is the set of functions defined on the interval [0, 2pi] such that
their 2pi-periodic extensions are infinitely differentiable on R.
Setting τ = ln r, we infer from (3.1)
Aˆ(ϕ,Dϕ, Dτ )v = F0(ϕ, τ ), 0 < ϕ < 2pi, −∞ < τ <∞, (3.2)
Djϕv|ϕ=0 = Djϕv|ϕ=2pi , −∞ < τ <∞, j = 0, . . . , l + 2m− 1, (3.3)
where Dτ = −i∂/∂τ , F0(ϕ, τ ) = e2mτf0(ϕ, τ ), DjϕF0|ϕ=0 = DjϕF0|ϕ=2pi, j = 1, . . . , l − 1.
By using the Fourier transform with respect to τ , we obtain from relations (3.2) and (3.3)
Aˆ(ϕ,Dϕ, λ)vˆ(ϕ, λ) = Fˆ0(ϕ, λ), 0 < ϕ < 2pi, (3.4)
Djϕvˆ|ϕ=0 = Djϕvˆ|ϕ=2pi , j = 0, . . . , l + 2m− 1. (3.5)
Denote by W k2pi(0, 2pi) the closure of the set C
∞
2pi [0, 2pi] in the space W
k(0, 2pi). Consider the
operator-valued function Aˆ(λ) :W l+2m2pi (0, 2pi)→W l2pi(0, 2pi) given by
Aˆ(λ)w = Aˆ(ϕ,Dϕ, λ)w(ϕ).
It follows from [24, Sec. 1] that there exists a finite-meromorphic operator-valued function Rˆ(λ) :
W l2pi(0, 2pi) → W l+2m2pi (0, 2pi) such that Aˆ−1(λ) = Rˆ(λ) for any λ which is not a pole of Rˆ(λ).
Moreover, if λ0 = µ0 + iν0 is a pole of Rˆ(λ), then λ0 is an eigenvalue of Aˆ(λ), and there exists a
δ > 0 such that the set {λ ∈ C : 0 < |Imλ− ν0| < δ} contains no eigenvalues of Aˆ(λ).
The following result is proved in [24, Sec. 1].
Lemma 3.1. Assume that the line Imλ = a + 1 − l − 2m contains no eigenvalues of the operator-
valued function Aˆ(λ). Then Eq. (3.1) has a unique solution v ∈ H l+2ma (R2) for any f0 ∈ H la(R2)
and
‖v‖
Hl+2ma (R2)
≤ c‖f0‖Hla(R2), (3.6)
where c > 0 does not depend on f0.
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3.2
Now we consider the asymptotic behavior of solutions of elliptic problems in R2 \ {0}. Let l1, l2 ≥ 0
be integers, and let a1, a2 ∈ R be such that
h2 = a2 + 1− l2 − 2m < a1 + 1− l1 − 2m = h1.
By the above properties of the operator-valued function Aˆ(λ), the strip h2 < Imλ < h1 contains
finitely many eigenvalues λj , j = 1, . . . , J , of Aˆ(λ). Let qj be the geometrical multiplicity of the
eigenvalue λj . Denote by
{ψ0,qj (ϕ), . . . , ψpjq−1,qj (ϕ)}, q = 1, . . . , qj , (3.7)
a canonical system of Jordan chains corresponding to the eigenvalue λj , where pj1 ≥ pj2 ≥ · · · ≥ pjqj
are the ranks of the eigenvectors ψ0,1j (ϕ), . . . , ψ
0,qj
j (ϕ), respectively, see [4, Sec. 1]. It is known that
the Jordan chain (3.7) satisfies the equations
p∑
s=0
1
s!
∂sλAˆ(λj)ψ
p−s,q
j (ϕ) = 0, p = 0, . . . , pjq − 1, (3.8)
where ∂sλ = ∂
s/∂λs.
Lemma 3.2. Let u ∈ H l1+2ma1 (R2) be a solution of Eq. (3.1), and let f0 ∈ H l1a1(R2) ∩ H l2a2(R2).
Suppose that the line Imλ = h2 contains no eigenvalues of the operator-valued function Aˆ(λ). Then
v(y) =
J∑
j=1
qj∑
q=1
pjq−1∑
k=0
αkqj v
kq
j (y) + w(y), y ∈ R2 \ {0}; (3.9)
here
vkqj (y) = r
iλj
k∑
n=0
1
n!
(i ln r)nψk−n,qj (ϕ), (3.10)
αkqj = α
kq
j (f0) are linear bounded functionals on H
l1
a1(R
2) ∩H l2a2(R2), the function w ∈ H l2+2ma2 (R2)
satisfies the equation Aw = f0 and the inequality
‖w‖
H
l2+2m
a2
(R2)
≤ c‖f0‖
H
l2
a2
(R2)
, (3.11)
where c > 0 does not depend on f0.
This lemma was obtained in [24, Sec. 3] in a slightly different form. Its proof is similar to that
of Theorem 1.4 in [22, Chap. 3, Sec. 1]; see also [6, Sec. 5], where the coefficients αkqj are explicitly
calculated.
Remark 3.1. It is easy to see that ψs,qj ∈ C∞2pi [0, 2pi], j = 1, . . . , J ; q = 1, . . . , qj ; s = 0, . . . , pjq − 1.
Remark 3.2. Lemma 3.2 is also valid for h2 ≥ h1.
Using the same arguments as in [22, Chap. 3, Sec. 1], one can obtain the following corollaries from
Lemma 3.2 (see also [6, Sec. 5]).
Corollary 3.1. Let the conditions of Lemma 3.2 hold, and let the strip h2 < Imλ < h1 contain no
eigenvalues of Aˆ(λ). Then v ∈ H l2+2ma2 (R2).
Corollary 3.2. Let the line Imλ = a + 1− l − 2m contain an eigenvalue of Aˆ(λ). Then the kernel
of the operator A : H l+2ma (R
2)→ H la(R2) is trivial, while the image of A is not closed in H la(R2).
Example 3.1. We consider the equation
−∆v(y) = f0(y), y ∈ R2 \ {0}. (3.12)
Introduce the operator A : H2a(R
2)→ H0a(R2) by the formula Av = −∆v.
Passing to the variables τ, ϕ and using the Fourier transform with respect to τ , we have
− vˆϕϕ(ϕ, λ) + λ2vˆ(ϕ, λ) = Fˆ0(ϕ, λ), 0 < ϕ < 2pi, (3.13)
vˆ|ϕ=0 = vˆ|ϕ=2pi , vˆϕ|ϕ=0 = vˆϕ|ϕ=2pi , (3.14)
where F0(ϕ, τ ) = e
2τf0(ϕ, τ ), cf. (3.4), (3.5).
Let us study the eigenvalue problem for the corresponding operator-valued function Aˆ(λ) :
W 22pi(0, 2pi)→ L2(0, 2pi) given by
Aˆ(λ)vˆ = −vˆϕϕ + λ2vˆ.
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The general solution of the equation
− vˆϕϕ + λ2vˆ = 0 (3.15)
for λ 6= 0 has the form
vˆ(ϕ) = c1e
λϕ + c2e
−λϕ. (3.16)
Substituting this solution into (3.14), we have
c1(1− eλ2pi) + c2(1− e−λ2pi) = 0,
c1λ(1− eλ2pi)− c2λ(1− e−λ2pi) = 0.
Therefore, the set of nonzero eigenvalues of Aˆ(λ) coincides with the set of nonzero roots of the
equation
eλ2pi = 1.
The nonzero roots of this equation have the form
λk = ik, k = ±1,±2, . . . . (3.17)
It is evident that λ0 = 0 is also an eigenvalue of Aˆ(λ).
1. Let us first consider the eigenvalue λ0 = 0. The corresponding eigenvector has the form
ψ0,10 (ϕ) = 1 (up to factor). The geometric multiplicity of λ0 = 0 is equal to 1.
Due to (3.8), an associated vector ψ1,10 (ϕ) must satisfy the equation
Aˆ(0)ψ1,10 + ∂λAˆ(0)ψ
0,1
0 = 0,
which is equivalent to the following problem:
(ψ1,10 )ϕϕ = 0, 0 < ϕ < 2pi,
ψ1,10 |ϕ=0 = ψ1,10 |ϕ=2pi , (ψ1,10 )ϕ|ϕ=0 = (ψ1,10 )ϕ|ϕ=2pi .
Hence, ψ1,10 = 0 (note that an associated vector of an operator-valued function, unlike an eigenvector,
can be equal to zero).
Due to (3.8), the second associated vector ψ2,10 (ϕ) must satisfy the equation
Aˆ(0)ψ2,10 + ∂λAˆ(0)ψ
1,1
0 +
1
2
∂2λAˆ(0)ψ
0,1
0 = 0,
which is equivalent to the following problem:
(ψ2,10 )ϕϕ = 1, 0 < ϕ < 2pi, (3.18)
ψ2,10 |ϕ=0 = ψ2,10 |ϕ=2pi , (ψ2,10 )ϕ|ϕ=0 = (ψ2,10 )ϕ|ϕ=2pi . (3.19)
Substituting the general solution ψ2,10 (ϕ) = c0 + c1ϕ+ ϕ
2/2 of Eq. (3.18) into (3.19), we obtain
2pic1 + 4pi
2/2 = 0, 2pi = 0.
This system is incompatible, and hence there does not exist a second associated vector for λ0 = 0.
2. Consider the eigenvalue λk = ik, k = ±1,±2, . . . . There are two linearly independent eigen-
vectors corresponding to λk,
ψ0,1k = sin kϕ, ψ
0,2
k = cos kϕ
(up to factor). Hence, the geometric multiplicity of λk equals 2.
Due to (3.8), an associated vector ψ1,jk (ϕ) (j = 1, 2) must satisfy the equation
Aˆ(ik)ψ1,jk + ∂λAˆ(ik)ψ
0,j
k = 0,
which is equivalent to the following problem:
(ψ1,jk )ϕϕ + k
2ψ1,jk = i2kψ
0,j
k , 0 < ϕ < 2pi, (3.20)
ψ1,jk |ϕ=0 = ψ1,jk |ϕ=2pi , (ψ1,jk )ϕ|ϕ=0 = (ψ1,jk )ϕ|ϕ=2pi . (3.21)
Substituting the general solution
ψ1,1k (ϕ) = a
1
k cos kϕ+ b
1
k sin kϕ− iϕ cos kϕ for j = 1,
ψ1,2k (ϕ) = a
2
k cos kϕ+ b
2
k sin kϕ+ iϕ sin kϕ for j = 2
of Eq. (3.20) into (3.21), we have
0 = −i2pi, 0 = 0 for j = 1,
0 = 0, 0 = i2pik for j = 2.
These systems are incompatible for k = ±1,±2, . . . , and hence there do not exist associated vectors
for λk = ik, k = ±1,±2, . . . .
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Example 3.2. Let v ∈ H21 (R2) be a solution of Eq. (3.12) with right-hand side f0 ∈ H01 (R2) ∩
H0−ε(R
2), where 0 < ε < 1. We study the asymptotic behavior of the solution v. Using the results of
Example 3.1 and Lemma 3.2 for a1 = 1, l1 = 0, h1 = 0 and a2 = −ε, l2 = 0, h2 = −1− ε, we obtain
v(y) = (α0,11 sinϕ+ α
0,2
1 cosϕ)r + w(y) = α
0,1
1 y2 + α
0,2
1 y1 + w(y), y ∈ R2 \ {0}, (3.22)
where w ∈ H2−ε(R2), while α0,j1 = α0,j1 (f0) are linear bounded functionals on H01 (R2) ∩ H0−ε(R2).
Note that these functionals can be found in an explicit form (see [6, Sec. 5]).
3.3
We now proceed with the study of elliptic problems in Rn \ P for n ≥ 3, where
P = {x = (y, z) ∈ Rn : y = 0, z ∈ Rn−2}.
Let
A = A(Dy, Dz) =
∑
|α|+|β|=2m
aαβD
α
yD
β
z ,
be a homogeneous properly elliptic operator with constant complex coefficients. We consider the
equation
Av = f0(x), x ∈ Rn \ P , (3.23)
where f0 ∈ H la(Rn). It is easy to see that the operator A : H l+2ma (Rn)→ H la(Rn) is bounded for any
a ∈ R and any integer l ≥ 0.
The main result of this section is as follows.
Theorem 3.1. Let a ∈ R, and let l ≥ 0 be an integer. Then the operator A : H l+2ma (Rn)→ H la(Rn)
is not an isomorphism.
To prove Theorem 3.1, we first apply the Fourier transform Fz→η with respect to z ∈ Rn−2. Then
Eq. (3.23) takes the form
A(Dy , η)v˜(y, η) = f˜0(y, η), y ∈ R2 \ {0}, η ∈ Rn−2, (3.24)
where
v˜(y, η) = Fz→ηv = (2pi)
−(n−2)/2
∫
Rn−2
v(y, z)e−i(η,z)dz.
Denote Y = |η|y, ω = η/|η|, V (Y, η) = |η|2mv˜(y, η), F0(Y, η) = f˜0(y, η). Then Eq. (3.24) takes the
following form:
A(DY , ω)V (Y, η) = F0(Y, η), y ∈ R2 \ {0}, ω ∈ Sn−3. (3.25)
Consider the linear bounded operator A(ω) : El+2ma (R
2)→ Ela(R2) given by
A(ω)V = A(DY , ω)V (Y ), ω ∈ Sn−3. (3.26)
Denote by A(0) : H l+2ma (R
2)→ H la(R2) the linear bounded operator given by
A(0)v = A(Dy, 0)v(y).
Clearly, the operator A(0) is properly elliptic. Write the operator A(0) in the polar coordinates,
A(0) = r−2mAˆ(ϕ,Dϕ, rDr).
Consider the operator-valued function Aˆ(λ) :W l+2m2pi (0, 2pi)→W l2pi(0, 2pi) given by
Aˆ(λ)w = Aˆ(ϕ,Dϕ, λ)w(ϕ).
Spectral properties of the operator-valued function Aˆ(λ) are described in Sec. 3.1.
The proof of the following lemma is similar to that of Theorem 2.3 in [22, Chap. 6, Sec. 2] (see
also Theorem 4.2 in [25]).
Lemma 3.3. The operator A(ω) : El+2ma (R
2)→ Ela(R2) has the Fredholm property for each ω ∈ Sn−3
iff the line Imλ = a+ 1− l − 2m contains no eigenvalues of the operator-valued function Aˆ(λ).
However, we prove below (see Lemma 3.10) that the operator A(ω) : El+2ma (R
2)→ Ela(R2) is not
an isomorphism for a ∈ R, l ≥ 0, and ω ∈ Sn−3.
The following result is valid (see [25]).
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Lemma 3.4. The operator A : H l+2ma (R
n) → H la(Rn) is an isomorphism iff the operator A(ω) :
El+2ma (R
2)→ Ela(R2) is an isomorphism.
Combining Lemma 3.4 with the fact that A(ω) is not an isomorphism allows us to prove Theo-
rem 3.1. Thus, it remains to show that the operator A(ω) is not an isomorphism for a ∈ R, l ≥ 0,
and ω ∈ Sn−3. To do so, we preliminarily establish a priori estimates for solutions of Eq. (3.25) and
study the adjoint operators.
The proof of a priori estimates in the spaces Ela(R
2) is based on the well-known a priori estimate
in Sobolev spaces (see, e.g., Theorem 15.3 in [1] and the comment following it).
Lemma 3.5. Let Q1, Q2 ⊂ Rn be bounded domains such that Q1 ⊂ Q2. Assume that an operator
A =
∑
|α|≤2m
aα(x)D
α
x
with infinitely differentiable coefficients aα(x) is properly elliptic on Q2. Then the following estimate
holds for all u ∈W l+2m(Q2):
‖u‖W l+2m(Q1) ≤ c(‖Au‖W l(Q2) + ‖u‖L2(Q2)), (3.27)
where c > 0 depends on Q1, Q2, and M ,
M = max
|β|≤l0
max
|α|≤2m
max
x∈Q2
|Dβaα(x)|, l0 = max(l, 1),
and does not depend on u.
Remark 3.3. Theorem 3.1 in [19, Chap. 2, Sec. 3] ensures the validity of estimate (3.27) with the
term ‖u‖W l+2m−1(Q2) instead of ‖u‖L2(Q2) on the right-hand side. To obtain estimate (3.27), one
must additionally apply the technique close to that in [21, Chap. 5].
Denote by W kloc(R
2 \ {0}) the space of distributions v on R2 \ {0} such that ψv ∈ W k(R2) for all
ψ ∈ C∞0 (R2 \ {0}).
Lemma 3.6. Let v ∈ W l+2mloc (R2\{0})∩E0a−l−2m({|y| < 1}) and A(ω)v ∈ Ela(R2) for some ω ∈ Sn−3.
Then v ∈ El+2ma (R2) and
‖v‖
El+2ma (R
2)
≤ c(‖A(ω)v‖Ela(R2) + ‖v‖E0a−l−2m({|y|<R})), (3.28)
where R, c > 0 do not depend on v and ω.
Proof. 1. Denote Qs1 = {y ∈ R2 : 2s < |y| < 2s+1} and Qs2 = {y ∈ R2 : 2s−1 < |y| < 2s+2},
s = 0,±1,±2, . . . . Evidently, Qs1 ⊂ Qs2. It follows from the belonging v ∈ W l+2mloc (R2 \ {0}) that
v ∈ H l+2ma (Qs2) ∩ El+2ma (Qs2) for any s (we set ρ(y) = |y| in the definition of the spaces H l+2ma (Qs2)
and El+2ma (Q
s
2)). First, we prove that
‖v‖2
El+2ma (Q
s
1)
≤ k1(‖A(ω)v‖2Ela(Qs2) + ‖v‖
2
E0
a−l−2m
(Qs2)
), s ≤ 0, (3.29)
where k1, k2, . . . > 0 do not depend on v, ω, and s.
Set y′ = 2−sy. Clearly, y′ ∈ Q0j for y ∈ Qsj , j = 1, 2; s = 0,±1,±2, . . . . Therefore, setting
vs(y′) = v(2sy′) and applying Lemma 3.5, we obtain, for s ≤ 0,
‖v‖2
Hl+2ma (Q
s
1)
≤ k2
∑
|α|≤l+2m
22s(a−l−2m+|α|)‖Dαy v(y)‖2L2(Qs1)
= k2
∑
|α|≤l+2m
22s(a−l−2m+1)‖Dαy′vs(y′)‖2L2(Q01)
≤ k322s(a−l−2m+1)
( ∑
|α|≤l
‖Dαy′A(Dy′ , 2sω)vs(y′)‖2L2(Q02) + ‖v
s(y′)‖2L2(Q02)
)
= k3
( ∑
|α|≤l
22s(a−l+|α|)‖DαyA(Dy, ω)v(y)‖2L2(Qs2) + 2
2s(a−l−2m)‖v(y)‖2L2(Qs2)
)
≤ k4(‖A(Dy , ω)v‖2Hla(Qs2) + ‖v‖
2
H0
a−l−2m
(Qs2)
).
The latter estimate is equivalent to (3.29).
2. To complete the proof, it remains to show that the estimate in (3.29) is also valid for s > 0.
To do so, we apply Lemma 3.5 for A = A(Dy′ , Dz), u(y′, z) = exp(i2s(ω, z))vs(y′), and
Qj = Q
0
j × {z ∈ Rn−2 : |zk| < j, k = 1, . . . , n− 2}, j = 1, 2.
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Then we obtain
l+2m∑
ν=0
22sν‖vs(y′)‖2W l+2m−ν (Q01)
≤ k5
( l∑
ν=0
22sν‖A(Dy′ , 2sω)vs(y′)‖2W l−ν (Q02) + ‖v
s(y′)‖2L2(Q02)
)
. (3.30)
Since s > 0, it follows that inequality (3.30) is equivalent to the following:
22s(l+2m−1)‖v(y)‖2W l+2m(Qs1) ≤ k6(2
2s(l+2m−1)‖A(Dy , ω)v(y)‖2W l(Qs2) + 2
−2s‖v(y)‖2L2(Qs2)
)
.
Multiplying both sides of this inequality by 22s(a−l−2m+1) yields
‖v‖2
El+2ma (Q
s
1)
≤ k1(‖A(ω)v‖2Ela(Qs2) + 2
2s(a−l−2m)‖v‖2L2(Qs2)), s > 0. (3.31)
Summing (3.29) and (3.31) with respect to s = 0,−1,−2, . . . and s = 1, 2, . . . , respectively, and
choosing a sufficiently large R > 0, we obtain (3.28).
Using Lemmas 3.2 and 3.6, we can prove the following result on regularity of solutions of the
equation
A(ω)v = f0, ω ∈ Sn−3. (3.32)
Lemma 3.7. Let the closed strip bounded by the lines Imλ = a1+1−l1−2m and Imλ = a2+1−l2−2m
contain no eigenvalues of the operator-valued function Aˆ(λ). Suppose that v ∈ El1+2ma1 (R2) is a
solution of Eq. (3.32) for some ω ∈ Sn−3, with right-hand side f0 ∈ El1a1(R2) ∩ El2a2(R2). Then
v ∈ El2+2ma2 (R2).
Proof. 1. Consider a function η ∈ C∞(R) such that η(r) = 0 for r ≤ 1 and η(r) = 1 for r ≥ 2. Denote
by [A(ω), η] the commutator of A(ω) and η. It is clear that supp [A(ω), η]v ⊂ {y ∈ R2 : 1 ≤ |y| ≤ 2}.
Therefore,
A(ω)(ηv) = ηf0 + [A(ω), η]v ∈ El1a1(R2) ∩El2a2(R2) (3.33)
because v ∈ W l+2mloc (R2 \ {0}), where l = max(l1, l2), due to Theorem 3.2 in [19, Chap. 2, Sec. 3].
On the other hand, ηv vanishes near the origin, and hence ηv ∈ E0a2−l2−2m({|y| < R}) for any
R > 0. Using this fact, relation (3.33), and Lemma 3.6, we conclude that ηv ∈ El2+2ma2 (R2).
2. Since suppA(ω)((1− η)v) ⊂ {y ∈ R2 : |y| ≤ 2}, we obtain (similarly to (3.33)) that
A(ω)((1− η)v) ∈ H l1a1(R2) ∩H l2a2(R2). (3.34)
Therefore, by using Lemma 3.2 and Remark 3.2, we conclude that1 (1−η)v ∈ H l2+2ma2 (R2), and hence
(1− η)v ∈ El2+2ma2 (R2).
Thus, v ∈ El2+2ma2 (R2).
3.4
In this subsection, we consider adjoint operators. Introduce the operator
A′(ω) = A′(Dy, ω) =
∑
|α|+|β|=2m
aαβ ω
βDαy .
The operator A′(Dy , ω) is formally adjoint to A(Dy, ω) with respect to the Green formula, i.e.,∫
R2
A(Dy, ω)uv dy =
∫
R2
uA′(Dy , ω)v dy, ω ∈ Rn−2, (3.35)
for all u, v ∈ C∞0 (R2 \ {0}).
Consider the unbounded operators
A(ω) : D(A(ω)) ⊂ E0b−2m(R2)→ E0b (R2),
A(ω)v = A(Dy, ω)v, v ∈ D(A(ω)) = E2mb (R2)
and
A′(ω) : D(A′(ω)) ⊂ E0−b(R2)→ E02m−b(R2),
A′(ω)v = A′(Dy , ω)v, v ∈ D(A′(ω)) = E2m2m−b(R2).
1Since the operator A(ω) contains lower-order terms, one must consecutively apply Lemma 3.2 finitely many times,
cf. [15, 16].
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Lemma 3.8. The operator A′(ω) is adjoint to A(ω) with respect to the inner product in L2(R2) for
any ω ∈ Sn−3.
Proof. Denote by A∗(ω) the adjoint operator for A(ω). Since C∞0 (R2 \ {0}) is dense in the spaces
E2mb (R
2) and E2m2m−b(R
2), it follows that identity (3.35) is valid for all u ∈ E2mb (R2) and v ∈
E2m2m−b(R
2). Therefore, A′(ω) ⊂ A∗(ω).
It remains to prove the inverse inclusion. Let v ∈ D(A∗(ω)) ⊂ E0−b(R2). Since A∗(ω)v ∈
E02m−b(R
2) ⊂ L2,loc(R2 \{0}), it follows from Theorem 3.2 in [19, Chap. 2, Sec. 3] that v ∈W 2mloc (R2 \
{0}). Therefore, by Lemma 3.6, v ∈ E2m2m−b(R2), and hence A∗(ω) ⊂ A′(ω).
Consider the identity (3.35) for ω = 0, substitute u = u1 and v = r
2m−2v1 into it, and set τ = ln r.
Then we have
∞∫
−∞
dτ
2pi∫
0
(
Aˆ(ϕ,Dϕ, Dτ )u1v1 − u1Aˆ′(ϕ,Dϕ, Dτ − 2i(m − 1))v1
)
dϕ = 0 (3.36)
for all u1, v1 ∈ {u ∈ C∞0 ([0, 2pi]× R) : Djϕu|ϕ=0 = Djϕu|ϕ=2pi , j = 0, 1, . . . }, where Aˆ′(ϕ,Dϕ, Dτ ) is
defined similarly to Aˆ(ϕ,Dϕ, Dτ ).
Consider functions ψ, ψˆ ∈ C∞0 (R) such that
ψ(τ ) = 0 for |τ | > 1,
∞∫
−∞
ψ(τ )dτ = 1,
ψˆ(τ ) = 1 for |τ | < 1, ψˆ(τ ) = 0 for |τ | > 2.
Substituting u1 = e
iλτψ(τ )u2(ϕ) and v1 = e
iλτ ψˆ(τ )v2(ϕ) into (3.36), we obtain
2pi∫
0
(
Aˆ(ϕ,Dϕ, λ)u2v2 − u2Aˆ′(ϕ,Dϕ, λ− 2i(m− 1))v2
)
dϕ = 0 (3.37)
for all u2, v2 ∈ C∞2pi[0, 2pi] and λ ∈ C.
Along with Aˆ(λ), we consider the operator-valued function Aˆ′(λ) :W 2m2pi (0, 2pi)→ L2(0, 2pi) given
by
Aˆ′(λ)w = Aˆ′(ϕ,Dϕ, λ)w.
We also introduce the unbounded operators
Aˆ(λ), Aˆ′(λ) : D(Aˆ(λ)) = D(Aˆ′(λ)) ⊂ L2(0, 2pi)→ L2(0, 2pi)
given by
Aˆ(λ)w = Aˆ(ϕ,Dϕ, λ)w, w ∈ D(Aˆ(λ)) =W 2m2pi (0, 2pi),
Aˆ′(λ)w = Aˆ′(ϕ,Dϕ, λ)w, w ∈ D(Aˆ′(λ)).
Similarly to Lemma 3.8, we conclude from (3.37) that the operator Aˆ′(λ− 2i(m − 1)) is adjoint
to Aˆ(λ) with respect to the inner product in L2(0, 2pi) for any λ ∈ C. This fact and the fact that
Aˆ(λ) is a Fredholm operator with ind Aˆ(λ) = 0 imply:
Lemma 3.9. A number λ is an eigenvalue of Aˆ(λ) iff λ− 2i(m− 1) is an eigenvalue of Aˆ′(λ).
3.5
In this subsection, using the results of Secs. 3.1–3.4, we prove the following result.
Lemma 3.10. Let a ∈ R, l ≥ 0 be an integer, and ω ∈ Sn−3. Then the operator A(ω) : El+2ma (R2)→
Ela(R
2) is not an isomorphism.
We preliminarily prove two lemmas on the property of the operator A(ω) to be an isomorphism.
These lemmas, together with properties of the adjoint operator, will enable us to prove Lemma 3.10
and hence Theorem 3.1.
Lemma 3.11. Assume that the strip a2+1− l−2m < Imλ < a1+1− l−2m contains no eigenvalues
of the operator-valued function Aˆ(λ). If the operator A(ω), ω ∈ Sn−3, is an isomorphism for some
a = a0 ∈ (a2, a1), then it is an isomorphism for all a ∈ (a2, a1).
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Proof. 1. It suffices to prove that N (A(ω)) = {0} and R(A(ω)) = Elb(R2) for each a = b ∈ (a2, a1).
It follows from Lemma 3.7 that, if v ∈ N (A(ω)) for a = b, a2 < b < a1, then v ∈ N (A(ω)) for a = a0.
Hence v = 0, i.e., N (A(ω)) = {0} for a = b.
2. Consider Eq. (3.32) for f0 ∈ C∞0 (R2 \ {0}) and a = a0. By assumption, this equation has a
unique solution v ∈ El+2ma0 (R2). By virtue of Lemma 3.7, v ∈ El+2mb (R2). Lemma 3.3 implies that
R(A(ω)) (for a = b) is closed in Elb(R2). Combining this with the fact that C∞0 (R2 \ {0}) is dense in
Elb(R
2) yields R(A(ω)) = Elb(R2).
Lemma 3.12. Assume that each of the lines Imλ = a2 + 1 − l − 2m and Imλ = a1 + 1 − l − 2m
contains an eigenvalue of the operator-valued function Aˆ(λ), and let the strip a2 + 1 − l − 2m <
Imλ < a1 + 1− l − 2m contain no eigenvalues of the operator-valued function Aˆ(λ). If the operator
A(ω), ω ∈ Sn−3, is an isomorphism for some a = a0 ∈ (a2, a1), then it is not an isomorphism for
a /∈ (a2, a1).
Proof. 1. Let us prove that dimN (A(ω)) > 0 for a > a1. Set
u = riλ0ψ0(ϕ),
where λ0 is an eigenvalue of the operator-valued function Aˆ(λ) such that Imλ0 = a1 + 1 − l − 2m
and ψ0(ϕ) is the corresponding eigenvector. In this case,
A(0)u = 0. (3.38)
Therefore,
A(ω)((1− η)u) = [A(0), (1− η)]u+ (A(ω)−A(0))((1− η)u) ≡ F,
where η is the same function as in the proof of Lemma 3.7.
Note that
(1− η)u /∈ El+2mb (R2) for any b ≤ a1, (3.39)
(1− η)u ∈ El+2ma (R2) for any a > a1. (3.40)
Clearly,
F ∈ Elb(R2) for any b ∈ (a1 − 1,+∞). (3.41)
By Lemma 3.11, Eq. (3.32) with the right-hand side f0 = F has a unique solution v ∈ El+2mb (R2),
where b ∈ (a2, a1) ∩ (a1 − 1,+∞). In particular, this implies that w = (1 − η)u − v is not the zero
function due to (3.39).
Further, using the relation v ∈ El+2mb (R2) ⊂ E0b (R2) and taking (3.41) into account, we deduce
from Lemma 3.6 that v ∈ El+2mb+l+2m(R2). Repeating these arguments finitely many times, we obtain
that v ∈ El+2ma (R2) for any a > a1. Combining this relation with (3.40), we see that w ∈ El+2ma (R2)
for a > a1, and hence w ∈ N (A(ω)) for a > a1.
2. Now let a < a2. If the line Imλ = a + 1 − l − 2m contains an eigenvalue of Aˆ(λ), then
the conclusion of this lemma follows from Lemma 3.3. Therefore, we assume that the line Imλ =
a + 1 − l − 2m contains no eigenvalues of Aˆ(λ). In this case, the set R(A(ω)) is closed both for
A(ω) : E2ma−l(R
2)→ E0a−l(R2) and for A(ω) : El+2ma (R2)→ Ela(R2).
2a. First, we prove that d = dimR(A(ω))⊥ > 0 for
A(ω) : E2ma−l(R
2)→ E0a−l(R2).
By virtue of Lemma 3.9, the lines Imλ = l+2m−a2+1−2m and Imλ = l+2m−a1+1−2m contain
eigenvalues of Aˆ′(λ), while the strip l + 2m − a1 + 1− 2m < Imλ < l + 2m − a2 + 1− 2m contains
no eigenvalues of Aˆ′(λ). By assumption, the operator A(ω) : El+2ma0 (R
2)→ Ela0(R2), ω ∈ Sn−3, is an
isomorphism. Therefore, by Lemmas 3.6 and 3.3, the operator A(ω) : E2ma0−l(R
2)→ E0a0−l(R2) is also
an isomorphism. Now it follows from Lemma 3.8 that the operator
A′(ω) : E2ml+2m−a0(R
2)→ E0l+2m−a0(R2)
is an isomorphism. Applying part 1 of this proof to the operator A′(ω), we conclude that dimN (A′(ω)) >
0 for A′(ω) : E2mb (R
2)→ E0b (R2), where b > l + 2m − a2. Therefore, by virtue of Lemma 3.8, d > 0
for A(ω) : E2ma−l(R
2)→ E0a−l(R2), where 2m− (a− l) > l + 2m − a2, i.e., a < a2.
2b. It remains to prove that dimR(A(ω))⊥ = d for
A(ω) : El+2ma (R
2)→ Ela(R2).
Due to part 1b of the proof, Eq. (3.32) with right-hand side f0 ∈ E0a−l(R2) has a solution v ∈ E2ma−l(R2)
iff
(f0, fj)E0
a−l
(R2) = 0, j = 1, . . . , d, (3.42)
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where f1, . . . , fd ∈ E0a−l(R2) are linearly independent functions. It follows from Lemma 3.6 that
conditions (3.42) are necessary and sufficient for Eq. (3.32) with right-hand side f0 ∈ Ela(R2) to have
a solution v ∈ El+2ma (R2). It follows from the Schwarz inequality and from the boundedness of the
embedding Ela(R
2) ⊂ E0a−l(R2) that
|(f0, fj)E0
a−l
(R2)| ≤ ‖f0‖E0
a−l
(R2)‖fj‖E0
a−l
(R2) ≤ c‖f0‖Ela(R2)‖fj‖E0a−l(R2),
where c > 0 does not depend on f0. Hence, by Riesz’ theorem, there are functions Fj ∈ Ela(R2),
j = 1, . . . , d, such that
(f0, fj)E0
a−l
(R2) = (f0, Fj)Ela(R2) for all f0 ∈ E
l
a(R
2),
and the functions Fj are linearly independent. Thus, dimR(A(ω))⊥ in Ela(R2) is equal to d.
Proof of Lemma 3.10. 1. First, we show that the operator
A(ω) : El+2ml+m (R
2)→ Ell+m(R2)
is not an isomorphism for any l ≥ 0. To do so, we prove that λ0 = i(1 − m) is an eigenvalue of
Aˆ(λ). Consider a homogeneous polynomial q(y) of order m− 1 and write it in the polar coordinates,
q(y) = rm−1q˜(ϕ), where q˜ ∈ C∞2pi[0, 2pi]. We have
0 = A(Dy, 0)q(y) = r
−2mAˆ(ϕ,Dϕ, rDr)(r
m−1q˜(ϕ)) = r−m−1Aˆ(ϕ,Dϕ, i(1−m))q˜(ϕ).
Hence, λ0 = i(1 − m) is an eigenvalue and q˜(ϕ) is the corresponding eigenvector. Since the line
Imλ = 1 − m = m + 1 − 2m contains the eigenvalue λ0, it follows from Lemma 3.3 that the
operator A(ω) : El+2ml+m (R
2) → Ell+m(R2) does not have the Fredholm property. Therefore, it is not
an isomorphism.
2. Now we prove that the operator A(ω) : E2ma (R
2) → E0a(R2) is not an isomorphism for any a,
a 6= m. Assume, to the contrary, that A(ω) is an isomorphism for some a 6= m. Then, by Lemma 3.8,
the operator A′(ω) : E2m2m−a(R
2)→ E02m−a(R2) is an isomorphism. (3.43)
Note that
A(Dy, ω)u(y) ≡ [A′(Dy′ , ω)w(y′)]|y′=−y,
where w(y′) = u(−y′). It follows from this relation and from (3.43) that the operator A(ω) :
E2m2m−a(R
2) → E02m−a(R2) is also an isomorphism. This contradicts Lemma 3.12 because the strip
bounded by the lines Imλ = a + 1 − 2m and Imλ = (2m − a) + 1 − 2m contains the eigenvalue
λ0 = i(1−m) of the operator-valued function Aˆ(λ).
3. Finally, we prove that the operator A(ω) : El+2ma (R
2) → Ela(R2) is not an isomorphism for
all ω ∈ Sn−3, l > 0, and a 6= l + m. Assume, to the contrary, that it is an isomorphism for some
ω ∈ Sn−3, l > 0, and a 6= l +m. Then, by Lemma 3.3, the line Imλ = a + 1 − l − 2m contains no
eigenvalues of the operator-valued function Aˆ(λ). Therefore, according to part 2 of this proof, either
dimN (A(ω)) > 0 or dimR(A(ω))⊥ > 0 for the operator A(ω) : E2ma−l(R2)→ E0a−l(R2).
Let dimN (A(ω)) > 0 for the above operator A(ω). Hence, there exists a function v ∈ E2ma−l(R2)
such that v 6= 0 and A(ω)v = 0. By Lemma 3.6, v ∈ El+2ma (R2), and hence dimN (A(ω)) > 0 for
A(ω) : El+2ma (R
2)→ Ela(R2). This contradicts our assumption.
Let dimR(A(ω))⊥ > 0 for A(ω) : E2ma−l(R2) → E0a−l(R2). Since A(ω) : El+2ma (R2) → Ela(R2) is
an isomorphism, it follows that the equation
A(ω)v = f0
has a solution v ∈ El+2ma (R2) ⊂ E2ma−l(R2) for each f0 ∈ Ela(R2). On the other hand, Ela(R2) is
dense in E0a−l(R
2), while R(A(ω)) is closed in E0a−l(R2) for A(ω) : E2ma−l(R2)→ E0a−l(R2). Therefore,
R(A(ω)) = E0a−l(R2), which contradicts the assumption that dimR(A(ω))⊥ > 0.
Theorem 3.1 follows from Lemmas 3.4 and 3.10.
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4 A Priori Estimates of Solutions in Bounded Domains
4.1
In this section, we obtain a priori estimates for solutions of nonlocal elliptic problems in weighted
spaces. Combining these estimates with the existence of a right regularizer, which we construct in
the next section, we prove the Fredholm property for the corresponding nonlocal operator. Let us
discuss the choice of weighted spaces. For each set Kj , j = 1, 2, 3, we may assume that either the
set K in the definition of the spaces Hka (Q) = H
k
a (Q,K) and H
k−1/2
a (Γ) = H
k−1/2
a (Γ,K) contains
the set Kj or it does not. This is equivalent to whether or not right-hand sides and solutions of
nonlocal problems in bounded domains have singularities near the set Kj . If Kj ⊂ K, then the model
operators corresponding to the points of the set Kj and playing a fundamental role in obtaining a
priori estimates and constructing a right regularizer must be considered in weighted spaces; otherwise,
in Sobolev spaces.
Consider the set K1 = ∂Q \ ⋃i Γi of conjugation points. It is shown in [24, 29] (see also [10])
that generalized solutions of nonlocal problems can have power-law singularities near the set K1.
Therefore, we always assume that K1 ⊂ K, while the corresponding model operators act on weighted
spaces in dihedral angles.
Consider the set K3 ⊂ Q. It follows from Theorem 3.1 that the model operator on weighted spaces
in Rn is not an isomorphism (moreover, one can show that it does not have even the Fredholm property
on weighted spaces, cf. Remark 2.2 in [22, Chap. 6, Sec. 2]). Therefore, we assume that right-hand
sides and solutions of nonlocal problems in bounded domains have no singularities inside the domain
Q, while the corresponding model operator acts on Sobolev spaces. If K3 = ∅, this assumption leads
to no difficulties. However, if K3 6= ∅, the following difficulty arises. Take a point g ∈ Γi ∩ K such
that ωis(g) ∈ K3, and let a function u belong to the weighted space H l+2ma near the point g and to
the Sobolev space W l+2m near the point ωis(g). Since ωis is a smooth nondegenerate transformation,
it follows that the function (Biµs(x,D)u)(ωis(x))|Γi occurring in nonlocal conditions (1.4) belongs
to W l+2m−miµ−1/2 near the point g; however, in general, it does not belong to H
l+2m−miµ−1/2
a near
the point g. Therefore, the corresponding nonlocal operator appears to be unbounded on weighted
spaces. To eliminate this obstacle, we additionally assume that a > l + 2m − 1 in the case K3 6= ∅,
which ensures the inclusion W l+2m−miµ−1/2 ⊂ H l+2m−miµ−1/2a in a neighborhood of g ∈ Γi ∩ K (cf.
Lemma 4.5 below).
Consider the set K2 ⊂ ⋃i Γi. We may either include or not include the set K2 in the set K. In
the first case, we consider model local operators on weighted spaces. In the second case, we consider
model local operators on Sobolev spaces. The advantage of the “weighted case” is that we solve a
nonlocal problem in the whole scale of spaces (depending on the weight parameter a ∈ R). However,
the disadvantage is that we must impose some assumptions on the location of eigenvalues of an
auxiliary problem with the parameter λ and require that an auxiliary operator with the parameter
ω ∈ Sn−3 be an isomorphism (the latter is often hard to verify), see Theorem 2.3. The advantage
of the case of Sobolev spaces is that the model operators are isomorphisms without any additional
assumptions. The disadvantage is that, if K2 6= ∅, we must suppose a > l + 2m − 1 even if K3 = ∅
(the reason is similar to that in the above case K3 6= ∅).
The following consistency condition integrates all the above cases.
Condition 4.1 (consistency condition). 1. If K3 = ∅, then either
(a) a ∈ R and K = K1 ∪ K2, or
(b) a > l + 2m− 1 and K = K1.
2. If K3 6= ∅, then a > l + 2m− 1 and either
(a) K = K1 ∪ K2, or
(b) K = K1.
To conclude this subsection, we prove two auxiliary results. Denote
Mδ = {x ∈ Rn : dist(x,M) < δ}
for any set M⊂ Rn and δ > 0.
Lemma 4.1. Let ζ ∈ C∞(Rn) be a function such that ζ(x) = 0 for x ∈ K1. Then
‖ζv‖Hla(Q) ≤ cδ‖v‖Hla(Q) (4.1)
for all v ∈ H la(Q) such that supp v ⊂ Q ∩ Kδ1, where c > 0 does not depend on δ and v.
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Proof. Since ζ(x) = 0 for x ∈ K1, it follows from the Taylor formula that
|ζ(x)| ≤ k1δ, x ∈ Kδ1. (4.2)
Therefore, using (4.2), we obtain
‖ζv‖2Hla(Q) =
∑
|β|≤l
∫
Q∩Kδ1
ρ2(a−l+|β|)|ζDβv|2dx
+
l∑
|α|=1
∑
|β|≤l−|α|
∫
Q∩Kδ1
ρ2|α|ρ2(a−l+|β|)|DαζDβv|2dx
≤
∑
|β|≤l
k21δ
2
∫
Q∩Kδ1
ρ2(a−l+|β|)|Dβv|2dx+
l∑
|α|=1
∑
|β|≤l−|α|
k2δ
2|α|
∫
Q∩Kδ1
ρ2(a−l+|β|)|Dβv|2dx,
which implies (4.1).
Lemma 4.2. Let ζδ ∈ C∞(Rn) be a family of functions such that supp ζδ ⊂ Kδ1 and
|Dβζδ(x)| ≤ c1δ−|β|, x ∈ Q, |β| ≤ l, (4.3)
where c1 > 0 does not depend on δ. Then
‖ζδu‖Hla(Q) ≤ c2‖u‖Hla(Q) (4.4)
for all u ∈ H la(Q), where c2 > 0 does not depend on δ and u.
Proof. Using (4.3), we obtain
‖ζδu‖2Hla(Q) =
∑
|α|+|β|≤l
∫
Q∩Kδ1
ρ2|α|ρ2(a−l+|β|)|DαζδDβu|2dx
≤ k
∑
|β|≤l
∫
Q∩Kδ1
ρ2(a−l+|β|)|Dβu|2dx,
which implies (4.4).
Remark 4.1. Lemmas 4.1 and 4.2 are true for the spaces H la(Q) replaced by H
l−1/2
a (Γ), where Γ is a
smooth (n− 1)-dimensional manifold such that Γ ⊂ Q and l− 1/2 ≥ 1/2. To prove this, it suffices to
use the corresponding bounded operator of extension acting from H
l−1/2
a (Γ) to H
l
a(Q).
4.2
We introduce the linear operator
L = {A,Biµ}
corresponding to problem (1.3), (1.4). It follows from Lemma 4.6 (see below) that the operator
L : H l+2ma (Q)→Hla(Q,Γ) is bounded.
The main result of this section is as follows.
Theorem 4.1. Let Conditions 1.1–1.4 and 4.1 hold. Assume that the line Imλ = a + 1 − l − 2m
contains no eigenvalues of Lˆg(λ) for any g ∈ K and dimN (Lg(ω)) = codimR(Lg(ω)) = 0 for any
g ∈ K and ω ∈ Sn−3. Then the following estimate holds for all u ∈ H l+2ma (Q):
‖u‖
Hl+2ma (Q)
≤ c(‖Lu‖Hla(Q,Γ) + ‖u‖Hl+2m−1a (Q)), (4.5)
where c > 0 does not depend on u.
Let A0 and B0iµs denote the principal homogeneous parts of the operators A(x,D) and Biµs(x,D),
respectively. Set
B0iµu = B
0
iµ0u|Γi .
For each ε > 0, we introduce a function ξ = ξε ∈ C∞0 (Rn) such that ξ(x) = 1 for x ∈ Kε/21 ,
supp ξ(x) ⊂ Kε1, and
|Dβξ(x)| ≤ k1ε−|β|, x ∈ Q, (4.6)
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where k1 = k1(β) > 0 does not depend on ε. Since ωis are C
∞ diffeomorphisms, it follows that
supp ξ(ωis(x)) ⊂ Kε′′1 , (4.7)
where ε′′ = ε′′(i, s, ε)→ 0 as ε→ 0 (i = 1, . . . N1; s = 0, . . . , Si).
We assume that ε > 0 is so small that
0 < ε′′ < dist(K1,K2 ∪ K3)/4. (4.8)
Later on, we will make additional assumptions concerning ε (see the proofs of Lemmas 4.3 and 5.2).
Consider the operators
B1iµu =
Si∑
s=1
(B0iµs(x,D)(ξu))(ωis(x))|Γi ,
B2iµu =
Si∑
s=1
(B0iµs(x,D)((1− ξ)u))(ωis(x))|Γi ,
B3iµ = Biµ −B1iµ −B2iµ, A1 = A− A0.
The operators B1iµ correspond to nonlocal terms supported near the set K1 and the operators B2iµ
to nonlocal terms supported outside the set K1, while B3iµ and A1 correspond to lower-order terms
(compact perturbations).
Denote Bk = {Bkiµ}i,µ, k = 0, . . . , 3, B = B0 + · · ·+B3, and C = B0 +B1.
Along with the operator L = (A,B) we consider the bounded operators
L
0 = (A0, B0) : H l+2ma (Q)→Hla(Q,Γ), L1 = (A0, C) : H l+2ma (Q)→ Hla(Q,Γ).
We first obtain an a priori estimate (similar to (4.5)) for the operator L1 with sufficiently small
ε. Then we prove a fundamental property of the operators B2iµ related to the fact that the operators
B2iµ correspond to nonlocal terms supported outside the set K1. Combining these results will allow
us to prove Theorem 4.1.
Lemma 4.3. Let the conditions of Theorem 4.1 be fulfilled. Then there is an ε > 0 such that the
following estimate holds for all u ∈ H l+2ma (Q):
‖u‖
Hl+2ma (Q)
≤ c(‖L1u‖Hla(Q,Γ) + ‖u‖Hl+2m−1a (Q)), (4.9)
where c > 0 does not depend on u.
Proof. 1. For any point g ∈ K1, denote by O(g) the orbit of g, see Sec. 1.1. By Condition 1.3, each
orbit O(g) consists of finitely many points gj , j = 1, . . . , N(g). Set
χm = χm(g) = min
j,ρ,k,s
χjρks (j, k = 1, . . . , N(g); ρ = 1, 2; s = 0, 1, . . . , Sjρk).
Clearly, χm ≤ 1. Let x′ → x(g, j) be the change of variables inverse to the change of variables x →
x′(g, j) from Sec. 1.1. The transformation x′ → x(g, j) takes each ball Bχmδ onto some neighborhood
Bˆδ(gj) of the point gj in such a way that the diameter of Bˆδ(gj) tends to zero as δ → 0. (Note that
Bˆδ(gj) need not be a ball.) For each orbit O(g), we take a sufficiently small number δ = δ(g) > 0
such that Bˆδ(gj) ⊂ Vˆ (gj), j = 1, . . . , N(g), and the operator L′′g has a bounded inverse for δ = δ(g)
(see Corollary 2.1).
It is clear that the union ⋃
g∈K1
N(g)⋃
j=1
Bˆδ(g)(gj)
covers the set K1. We choose finitely many points gt ∈ K1, t = 1, . . . T , such that
K1 ⊂
⋃
t,j
Bˆδ(gt)(g
t
j).
Let functions ϕtj ∈ C∞0 (Rn) form a partition of unity for the set K1 subordinated to the covering
{Bˆδ(gt)(gtj)}. Now we will pass from the partition of unity {ϕtj} to another partition of unity {ξtj}
such that each function ξtj , being written in the local coordinates x
′ = (y′, z′), does not depend on
y′ in a neighborhood of the edge P . To do so, we denote the function ϕtj(x) written in the variables
x′ = (y′, z′) by ϕtj(y
′, z′). Clearly, there is a number a′ < χmδ(gt) such that
ϕtj(0, z
′) = 0
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for a′ < |z′| < χmδ(gt). We can assume without loss of generality that the function ϕtj(0, z′) is
extended by zero for |z′| ≥ χmδ(gt), and it remains to be infinitely differentiable.
Denote by ψt ∈ C∞0 (R2) a function such that ψt(y′) = 1 for |y′| < ε′1 and ψtj(y′) = 0 for |y′| > 2ε′1,
where ε′1 > 0 is so small that {
(2ε′1)
2 + (a′)2
}1/2
< χmδ(g
t), (4.10)
and ε′1 does not depend on ε.
Set
ξtj(y
′, z′) = ψt(y′)ϕtj(0, z
′).
By virtue of (4.10), we have
supp ξtj(y
′, z′) ⊂ Bχmδ(gt). (4.11)
It is also clear that
ξtj(y
′, z′) = ϕtj(0, z
′), |y′| < ε′1. (4.12)
Denote by ξtj(x) the functions ξ
t
j(y
′, z′) written in the variables x = x(gt, j). Since supp ξtj(x) ⊂
Bˆδ(gt)(g
t
j), we can extend each function ξ
t
j(x) by zero outside the neighborhood Bˆδ(gt)(g
t
j) to obtain
the function infinitely differentiable on Rn.
Obviously, we have ∑
j,t
ξtj(x) =
∑
j,t
ϕtj(x) = 1, x ∈ K1. (4.13)
2. Take an arbitrary function u ∈ H l+2ma (Q). If gtj ∈ Γi and x ∈ Vˆ (gtj), then it follows from
Condition 1.3 that ωis(x) ∈ V (gtp) for some 1 ≤ p ≤ N(gt). Denote utp(x) = u(x) for x ∈ Q ∩ V (gtp).
Then utp(ωis(x)) = u(ωis(x)) for x ∈ Q ∩ Vˆ (gtj). Let x → x′(gt, j) be the change of variables
from Sec. 1.1, corresponding to the orbit O(gt). Denote the functions ξtj and utj written in the
new variables x′ by the same symbols (which leads to no confusion) and let ut = (ut1, . . . , u
t
N(gt)).
Applying Corollary 2.1, we obtain
‖ξtqu‖Hl+2ma (Q) ≤ k1‖ξ
t
qu
t
q‖Hl+2ma (Θq) ≤ k1‖ξ
t
qu
t‖Hl+2ma (Θ) ≤ k2‖L
′′
gt(ξ
t
qu
t)‖Hla(Θ,Γ),
where q = 1, . . . , N(gt), while k1, k2, . . . > 0 do not depend on u.
It follows from (4.11) that
ξtq(Gjρksy′, z′) = 0, |x′| > δ(gt).
Therefore, L′′gt(ξtqut) = L′gt(ξtqut), and, by using Leibniz’ formula, we have
‖ξtqu‖Hl+2ma (Q) ≤ k2‖L
′
gt(ξ
t
qu
t)‖Hla(Θ,Γ) ≤ k3
(
‖L1u‖Hla(Q,Γ) + ‖u‖Hl+2m−1a (Q)
+
∑
h=1,2
∑
j,ρ,µ
∑
(k,s) 6=(j,0)
‖Ψhjρµks‖
H
l+2m−mjρµ−1/2
a (Γjρ)
)
, (4.14)
where
Ψ1jρµks =
(
B0jρµks(x
′, Dy′ , Dz′)((1− ξ)ξtqutk)
)(Gjρksy′, z′)|Γjρ ,
Ψ2jρµks =
(
ξtq(Gjρksy′, z′)− ξtq(y′, z′)
)
(B0jρµks(x
′, Dy′ , Dz′)(ξu
t
k))(Gjρksy′, z′)|Γjρ .
Denote by ξtqk(x) the function ξ
t
q(y
′, z′) written in the variables x = x(gt, k). Clearly, supp ξtqk ⊂
Bˆδ(gt)(g
t
k). Passing to the variables xˆ = ωis(x), we estimate the norm of Ψ
1
jρµks in the following way:
‖Ψ1jρµks‖
H
l+2m−mjρµ−1/2
a (Γjρ)
≤ k4‖B0iµs(xˆ,D)((1− ξ)ξtqku)(xˆ)|ωis(Γi)‖Hl+2m−miµ−1/2a (ωis(Γi)).
Denote
Qb = {x ∈ Q : dist(x, ∂Q) > b},
where b > 0. Since Bˆδ(gt)(g
t
k) ⊂ Vˆ (gtk), it follows from Condition 1.3 that the set
Ω0 =
(
ωis(Γi) ∩ Bˆδ(gt)(gtk)
) \ Kε/21
intersects neither K1 nor K2. Therefore, there exists a number b = b(ε) > 0 such that Ω0 ⊂ Qb. Since
supp
(
(1− ξ)ξtqk
)∣∣
ωis(Γi)
⊂ Ω0 ⊂ Qb,
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using the last inequality, the equivalence of the norms in the spaces H l+2ma (Qb) and W
l+2m(Qb), and
Lemma 3.5, we obtain
‖Ψ1jρµks‖
H
l+2m−mjρµ−1/2
a (Γjρ)
≤ k5‖u‖Hl+2ma (Qb) ≤ k6‖u‖W l+2m(Qb)
≤ k7(‖A0u‖W l(Qb/2) + ‖u‖L2(Qb/2)) ≤ k8(‖A
0u‖Hla(Q) + ‖u‖Hl+2m−1a (Q)). (4.15)
Now let us estimate the norm of Ψ2jρµks. By virtue of (4.12),
ξtq(Gjρksy′, z′)− ξtq(y′, z′) = 0, |y′| < ε′1/max(1, χjρks).
Therefore, similarly to (4.15), we obtain
‖Ψ2jρµks‖
H
l+2m−mjρµ−1/2
a (Γjρ)
≤ k9(‖A0u‖Hla(Q) + ‖u‖Hl+2m−1a (Q)). (4.16)
It follows from (4.14), (4.15), and (4.16) that
‖ξtqu‖Hl+2ma (Q) ≤ k10(‖L
1u‖Hla(Q,Γ) + ‖u‖Hl+2m−1a (Q)). (4.17)
Setting
ξ0(x) =
∑
t,q
ξtq(x) (4.18)
and using inequality (4.17), we have
‖ξ0u‖Hl+2ma (Q) ≤ k11(‖L
1u‖Hla(Q,Γ) + ‖u‖Hl+2m−1a (Q)) (4.19)
(note that k11 depends on ε).
3. Using a partition of unity, Theorem 2.3, Leibniz’ formula, and a priori estimates of solutions
for elliptic problems in the interior of Q and near a smooth part of the boundary, we obtain
‖(1− ξ0)u‖Hl+2ma (Q) ≤ c1(‖(1− ξ0)L
0u‖Hla(Q,Γ) + ‖u‖Hl+2m−1a (Q))
≤ c2
(
‖(1− ξ0)L1u‖Hla(Q,Γ) +
∑
i,µ
‖(1− ξ0)B1iµu‖
H
l+2m−miµ−1/2
a (Γi)
+ ‖u‖
Hl+2m−1a (Q)
)
, (4.20)
where c1, c2, . . . > 0 do not depend on u and ε (we recall that the function ξ0 does not depend on ε).
It follows from (4.13) and (4.18) that 1−ξ0(x) = 0 for x ∈ K1. On the other hand, supp ξ(ωis(x)) ⊂
Kε′′1 due to (4.7). Therefore, applying Lemma 4.1 and Remark 4.1 and taking into account that ωis
are C∞ diffeomorphisms, we have
‖(1− ξ0)B1iµu‖
H
l+2m−miµ−1/2
a (Γi)
≤ c3ε′′‖B1iµu‖
H
l+2m−miµ−1/2
a (Γi)
≤ c4ε′′‖ξu‖Hl+2ma (Q).
Further, using the relation supp ξ ⊂ Kε1, inequalities (4.6), and Lemma 4.2, we obtain from the last
estimate that
‖(1− ξ0)B1iµu‖
H
l+2m−miµ−1/2
a (Γi)
≤ c5ε′′‖u‖Hl+2ma (Q).
Combining this estimate with (4.20) yields
‖(1− ξ0)u‖Hl+2ma (Q) ≤ c6(‖L
1u‖Hla(Q,Γ) + ε
′′‖u‖
Hl+2ma (Q)
+ ‖u‖
Hl+2m−1a (Q)
). (4.21)
Choosing ε in the definition of the function ξ so small that c6ε
′′ = 1/2 and using inequalities (4.19)
and (4.21), we complete the proof.
4.3
In this subsection, we prove Theorem 4.1. First, we formulate some results on properties of weighted
spaces, which are needed below.
Lemma 4.4. Let Q1 ⊂ Rn be a bounded domain such that Q ⊂ Q1. Assume that the set K1 in the
definition of the space Hka (Q1) = H
k
a (Q1,K1) coincides with the set K in the definition of the space
Hka (Q) = H
k
a (Q,K). Then, for any function v ∈ Hka (Q), there exists a function v1 ∈ Hka (Q1) such
that v1(x) = v(x) for x ∈ Q and
‖v1‖Hka (Q1) ≤ c‖v‖Hka (Q),
where c > 0 does not depend on v.
Lemma 4.4 is proved in [27, Sec. 3].
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Lemma 4.5. Let a > l + 2m− 1. Assume that δ > 0 satisfies the following conditions:
1. Kδ1 ∩ (K2 ∪ K3) = ∅ if K2 ∪ K3 6= ∅,
2. Kδ2 ∩ (K \ K2) = ∅ if K2 6= ∅,
3. Kδ3 ⊂ Q and Kδ3 ∩ (K \ K3) = ∅ if K3 6= ∅,
4. δ > 0 is arbitrary if K2 ∪ K3 = ∅.
Then
‖u‖
H
l+2m
a (Kδj∩Q)
≤ c1‖u‖W l+2m(Kδj∩Q) (4.22)
for all u ∈W l+2m(Kδj ∩Q) if Kj 6= ∅ (j = 1, 2) and
‖u‖
Hl+2ma (Kδ3)
≤ c2‖u‖W l+2m(Kδ3) (4.23)
for all u ∈W l+2m(Kδ3) if K3 6= ∅, where c1, c2 > 0 do not depend on u.
Lemma 4.5 is proved in [27] (see also Lemma 5.2 in [17]).
The following result is also obtained in [27, Sec. 3]. It means that the operators B2iµ correspond
to nonlocal terms supported outside the set K1. For the reader’s convenience, we give the proof of
this result.
Lemma 4.6. Let Condition 4.1 hold. Then there exists a number κ = κ(ε) > 0 such that
‖B2iµu‖
H
l+2m−miµ−1/2
a (Γi)
≤ c1‖u‖Hl+2ma (Q\K2κ1 ) (4.24)
for all u ∈ H l+2ma (Q \ K2κ1 ); furthermore, there exists a number σ = σ(κ) such that
‖B2iµu‖
H
l+2m−miµ−1/2
a (Γi\Kκ1 )
≤ c2‖u‖Hl+2ma (Qσ) (4.25)
for all u ∈ H l+2ma (Qσ); here i = 1, . . . , N0; µ = 1, . . . ,m; c1, c2 > 0 do not depend on u.
Proof. 1. It suffices to show that inequalities (4.24) and (4.25) are valid for the function
ϕiµs = (B
0
iµs(x,D)((1− ξ)u))(ωis(x))|Γi
substituted for B2iµu.
2. Let ωis(Γi) ∩K2 6= ∅. We assume without loss of generality that ωis(Ωi) ∩K2 = ωis(Γi) ∩K2,
see Fig. 4.1. Let U be an extension of the function (1 − ξ)u to Q ∪ ωis(Ωi), defined by Lemma 4.4
Figure 4.1: The domain Q
and satisfying the inequality
‖U‖
Hl+2ma (Q∪ωis(Ωi)) ≤ k1‖(1− ξ)u‖Hl+2ma (Q), (4.26)
where k1, k2, . . . > 0 do not depend on u.
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Set
Φiµs(x) = (B
0
iµs(x,D)U)(ωis(x)), x ∈ Ωi.
Clearly,
ϕiµs = Φiµs|Γi .
Introducing the new variable xˆ = ωis(x), applying Lemma 4.5 if Kj 6= ∅ and Kj 6⊂ K, j = 2, 3, and
using inequality (4.26), we obtain
‖ϕiµs‖
H
l+2m−miµ−1/2
a (Γi)
≤ ‖Φiµs‖
H
l+2m−miµ
a (Ωi)
≤ k2‖B0iµs(xˆ,D)U(xˆ)‖
H
l+2m−miµ
a (ωis(Ωi)))
≤ k3‖(1− ξ)u‖Hl+2ma (Q). (4.27)
Thus, setting 2κ = ε/2, we see that (4.27) implies (4.24).
Since the transformation ωis is continuous and ωis(Γi) ⊂ Q, it follows that ωis(Γi \ Kκ1 ) ⊂ Q2σ
for sufficiently small σ > 0. Introduce a function η ∈ C∞0 (Rn) such that η(x) = 1 for x ∈ Q2σ and
η(x) = 0 for x /∈ Qσ.
Suppose that the function ηu is extended by zero outside Q. Set
Ψiµs(x) = (B
0
iµs(x,D)(η(1− ξ)u))(ωis(x)), x ∈ Ωi.
It is clear that
ϕiµs|Γi\Kκ1 = Ψ|Γi\Kκ1 .
Hence, applying Lemma 4.5 if Kj 6= ∅ and Kj 6⊂ K, j = 2, 3, we obtain
‖ϕiµs‖
H
l+2m−miµ−1/2
a (Γi\Kκ1 )
≤ ‖Ψiµs‖
H
l+2m−miµ
a (Ωi)
≤ k4‖B0iµs(xˆ,D)(η(1− ξ)u)(xˆ)‖
H
l+2m−miµ
a (ωis(Ωi)))
≤ k5‖u‖Hl+2ma (Qσ).
3. If ωis(Γi) ∩ K2 = ∅, then ωis(Γi) \ Kε/21 ⊂ Q. Therefore, similarly to the above, we obtain
‖ϕiµs‖
H
l+2m−miµ−1/2
a (Γi)
≤ k5‖u‖Hl+2ma (Qσ).
This proves inequalities (4.24) and (4.25).
Proof of Theorem 4.1. 1. Take an arbitrary function u ∈ H l+2ma (Q). It follows from Lemma 4.3 that
‖u‖
Hl+2ma (Q)
≤ k1
(
‖Lu‖Hla(Q,Γ) + ‖A
1u‖Hla(Q) +
∑
i,µ
∑
k=2,3
‖Bkiµu‖
H
l+2m−miµ−1/2
a (Γi)
)
, (4.28)
where k1, k2, . . . > 0 do not depend on u.
It follows from the boundedness of the domain Q and from Lemma 4.5 that
‖A1u‖Hla(Q) +
∑
i,µ
‖B3iµu‖
H
l+2m−miµ−1/2
a (Γi)
≤ k2‖u‖Hl+2m−1a (Q). (4.29)
2. Consider a function η ∈ C∞(Rn) such that
η(x) = 1 for x ∈ Rn \ K2κ1 , η(x) = 0 for x ∈ Kκ1 ,
where κ > 0 is the constant occurring in Lemma 4.6.
It follows from inequality (4.24), from Lemma 4.3, and from Leibniz’ formula that
‖B2iµu‖
H
l+2m−miµ−1/2
a (Γi)
≤ k3‖ηu‖Hl+2ma (Q)
≤ k4
(
‖ηL1u‖Hla(Q,Γ) + ‖u‖Hl+2m−1a (Q) +
∑
i,µ
∑
s6=0
‖Ψiµs‖
H
l+2m−miµ−1/2
a (ωis(Γi))
)
, (4.30)
where
Ψiµs =
(
η(x)− η(ω−1is (x))
)
(B0iµs(x,D)(ξu))(x)|ωis(Γi).
It is clear that, if ωis(Γi) ∩ Kε1 = ∅, then Ψiµs = 0. Let ωis(Γi) ∩ Kε1 6= ∅. We claim that
suppΨiµs ⊂ Qb (4.31)
for some b > 0. Indeed,
ωis(Γi) ⊂ Q and supp ξ ⊂ Kε1. (4.32)
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Therefore, by virtue of (4.8), it suffices to show that Ψiµs(x) = 0 for x in some neighborhood of K1.
Since
η(x) = 0, x ∈ ωis(Γi) ∩ Kκ1 , (4.33)
it remains to prove that
η(ω−1is (x)) = 0, x ∈ ωis(Γi) ∩ Kd1 , (4.34)
for a sufficiently small d > 0. Note that, if ωis(Γi)∩K1 = ∅, then (4.31) follows from (4.8) and (4.32).
If ωis(Γi) ∩ K1 6= ∅ for some i and s, then K1ν ⊂ ωis(Γi) for some ν and ω−1is (K1ν) ⊂ K1. Hence,
there exists a sufficiently small d > 0 such that Kd1ν ⊂ ωis(Ωi) and ω−1is (Kd1ν) ⊂ Kκ1 (because the
transformations ω−1is are smooth). Clearly, (4.34) holds in this case. Thus, we obtain (4.31).
It follows from (4.31) and Lemma 3.5 that
‖Ψiµs‖
H
l+2m−miµ−1/2
a (ωis(Γi))
≤ k5(‖Au‖Hla(Q) + ‖u‖Hl+2m−1a (Q)).
Using this inequality, we infer from (4.30) that
‖B2iµu‖
H
l+2m−miµ−1/2
a (Γi)
≤ k6
(
‖Lu‖Hla(Q,Γ) + ‖u‖Hl+2m−1a (Q) +
∑
i,µ
‖ηB2iµu‖
H
l+2m−miµ−1/2
a (Γi)
)
. (4.35)
By virtue of (4.25), Lemma 3.5, and Leibniz’ formula, we have
‖ηB2iµu‖
H
l+2m−miµ−1/2
a (Γi)
≤ k7‖u‖Hl+2ma (Qσ) ≤ k8(‖Au‖Hla(Q) + ‖u‖Hl+2m−1a (Q)). (4.36)
Combining estimates (4.28), (4.29), (4.35), and (4.36), we obtain the desired estimate (4.5).
5 The Fredholm Property of Nonlocal Elliptic Problems
5.1
In this section, we prove the main result of the paper concerning the Fredholm property of nonlocal
elliptic problems in weighted spaces. This result can be formulated as follows.
Theorem 5.1. Let Conditions 1.1–1.4 and 4.1 hold. Assume that the line Imλ = a + 1 − l − 2m
contains no eigenvalues of Lˆg(λ) for any g ∈ K and dimN (Lg(ω)) = codimR(Lg(ω)) = 0 for any
g ∈ K and ω ∈ Sn−3. Then the operator L : H l+2ma (Q)→Hla(Q,Γ) has the Fredholm property.
Due to Theorem 16.4 in [18] (about compact perturbations of Fredholm operators), it suffices to
prove Theorem 5.1 and the other assertions of this section for A1 = 0 and B3 = 0. Therefore, we
assume that A1 = 0 and B3 = 0 throughout this section.
Corollary 5.1. Let the conditions of Theorem 5.1 be fulfilled. Then indL = indL1.
Proof. We introduce the operator
Ltu = {A0u, Cu+ (1− t)B2u}.
We have L0 = L (because A
1 = 0 and B3 = 0) and L1 = L
1.
By Theorem 5.1, the operators Lt have the Fredholm property for all t. Furthermore, for any t0
and t, the following estimate holds:
‖Ltu− Lt0u‖Hla(Q,Γ) ≤ kt0 |t− t0| · ‖u‖Hl+2ma (Q),
where kt0 > 0 does not depend on t. Therefore, by Theorem 16.2 in [18], we have indLt = indLt0 for
any t in a sufficiently small neighborhood of the point t0. Since t0 is arbitrary, these neighborhoods
cover the segment [0, 1]. Choosing a finite subcovering, we obtain the relations indL = indL0 =
indL1 = indL
1.
The proof of Theorem 5.1 is based on the existence of a right regularizer for the operator L.
Theorem 5.2. Let the conditions of Theorem 5.1 be fulfilled. Then there exists a linear bounded
operator R : Hla(Q,Γ)→ H l+2ma (Q) such that
LR = I+T
where I and T are the identity operator and a compact operator on Hla(Q,Γ), respectively.
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Proof of Theorem 5.1. Assume that Theorem 5.2 is true. By Lemma 3.5 in [15], the embedding
of H l+2ma (Q) into H
l+2m−1
a (Q) is compact. Therefore, by Theorem 7.1 in [18] and Theorem 4.1,
dimN (L) <∞ and the range R(L) is closed in Hla(Q,Γ). On the other hand, Theorem 15.2 in [18]
and Theorem 5.2 imply that codimR(L) <∞.
Thus, it remains to prove Theorem 5.2.
5.2
First, we prove the following auxiliary result.
Lemma 5.1. Let H be a Hilbert space and I the identity operator on H. Let Mε and Sε, ε > 0, be
families of bounded operators on H such that
‖Mε‖ ≤ c1ε, ‖Sε‖ ≤ c2, (5.1)
where c1, c2 > 0 do not depend on ε, and the operators S
2
ε are compact. Then the operators
Lε = I +Mε + Sε
have the Fredholm property for sufficiently small ε > 0.
Proof. To prove the lemma, we will construct a right and a left regularizers for Lε. We have
Lε(I − (Mε + Sε)) = I −M2ε −MεSε − SεMε − S2ε .
It follows from (5.1) that
‖M2ε +MεSε + SεMε‖ ≤ c3ε,
where c3 > 0 does not depend on ε. Therefore, the operators I − M2ε − MεSε − SεMε have the
Fredholm property by Theorem 16.2 in [18], provided that ε > 0 is sufficiently small. Further, using
the fact that the operators S2ε are compact and applying Theorem 16.4 in [18], we see that the
operators Lε(I − (Mε + Sε)) also have the Fredholm property. Now it follows from Theorem 15.2
in [18] that there exist bounded operators R1ε and compact operators T1ε such that
Lε(I − (Mε + Sε))R1ε = I + T1ε. (5.2)
Similarly, one can prove that there exist bounded operators R2ε and compact operators T2ε such
that
R2ε(I − (Mε + Sε))Lε = I + T2ε. (5.3)
The conclusion of the lemma follows from relations (5.2) and (5.3) and from Theorems 15.2
and 14.3 in [18].
To prove Theorem 5.2, we preliminarily consider the operator L1, i.e., assume that nonlocal terms
are supported near the set K1.
Lemma 5.2. Let the conditions of Theorem 5.1 be fulfilled and the number ε be sufficiently small.
Then there exist a linear bounded operator R1 : Hla(Q,Γ) → H l+2ma (Q) and a compact operator
T1 : Hla(Q,Γ)→Hla(Q,Γ) such that
L
1
R1 = I+T1.
Proof. 1. To construct a right regularizer, we consider a partition of unity {ξtj} different from that
in the proof of Lemma 4.3.
For each orbit O(g), g ∈ K1, we denote by Bˆδ(gj) the same neighborhoods as in the proof of
Lemma 4.3, and let {ϕtj} be the same partition of unity for K1. We denote the function ϕtj(x) written
in the variables x′ = (y′, z′) by ϕtj(y
′, z′). Clearly, there is a number a′ < χmδ(gt) such that
ϕtj(0, z
′) = 0
for a′ < |z′| < χmδ(gt). As before, we assume that ϕtj(0, z′) is extended by zero for |z′| ≥ χmδ(gt),
and it remains to be infinitely differentiable.
Let ϕˆt ∈ C∞0 (Rn−2) be a function such that
ϕˆt(z′) = 1, |z′| < a′,
ϕˆt(z′) = 0, |z′| > aˆ′,
where a′ < aˆ′ < χmδ(gt).
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Denote by ψt, ψˆt ∈ C∞0 (R2) functions such that ψt(y′) = 1 for |y′| ≤ ε′1 and ψt(y′) = 0 for
|y′| ≥ 3ε′1/2, ψˆt(y′) = 1 for |y′| ≤ 3ε′1/2, and ψˆt(y′) = 0 for |y′| ≥ 2ε′1, where ε′1 > 0 is so small that{
(2ε′1)
2 + (aˆ′)2
}1/2
< χmδ(g
t), (5.4)
and ε′1 does not depend on ε.
Set
ξtj(y
′, z′) = ψt(y′)ϕtj(0, z
′), ξˆt(y′, z′) = ψˆt(y′)ϕˆt(z′).
By virtue of (5.4), we have
supp ξtj(y
′, z′) ⊂ Bχmδ(gt), supp ξˆt(y′, z′) ⊂ Bχmδ(gt). (5.5)
It is also clear that
ξtj(y
′, z′) = ϕtj(0, z
′), ξˆt(y′, z′) = ϕˆt(z′), |y′| < ε′1, (5.6)
ξˆt(y′, z′)ξtj(y
′, z′) = ξtj(y
′, z′), (y′, z′) ∈ Rn. (5.7)
Denote by ξtj(x) and ξˆ
t
j(x) the functions ξ
t
j(y
′, z′) and ξˆt(y′, z′), respectively, written in the vari-
ables x = x(gt, j). Since supp ξtj(x) ⊂ Bˆδ(gt)(gtj) and supp ξˆtj(x) ⊂ Bˆδ(gt)(gtj), we can extend these
functions by zero outside the neighborhood Bˆδ(gt)(g
t
j) to obtain the functions infinitely differentiable
on Rn.
Obviously, we have ∑
j,t
ξtj(x) =
∑
j,t
ϕtj(x) = 1, x ∈ K1. (5.8)
2. We set
M tH =

u ∈ H l+2ma (Q) : suppu ⊂
N(gt)⋃
j=1
V (gtj)

 ,
MtH = {v ∈ Hl+2ma (Θ) : supp v ⊂ V (0)}.
For all u ∈ M tH , denote utj(x) = u(x), x ∈ V (gtj). We define the isomorphism U t : M tH → MtH by
the formulas
(U tu)j(x
′) = utj(x(x
′)), x′ ∈ Θj ∩ V (0); (U tu)j(x′) = 0, x′ ∈ Θj \ V (0);
j = 1, . . . , N(gt).
We set
GtH =

f ∈ Hla(Q,Γ) : supp f ⊂
N(gt)⋃
j=1
V (gtj)

 ,
GtH = {Φ ∈ Hla(Θ,Γ) : suppΦ ⊂ V (0)}.
If f = {f0, fiµ} ∈ GtH , then we denote by f tj (x) and f tjρµ(x) the functions f0(x) and fiµ(x) for x ∈
V (gtj) and x ∈ Γi ∩ V (gtj), respectively, where ρ and j are such that the transformation x 7→ x′(gt, j)
maps Γi ∩ V (gtj) onto Γjρ ∩ V (0). Further, we define the isomorphism F t : GtH → GtH by the formula
(F tf)(x′) = {(F tf)j(x′), (F tf)jρµ(x′)}.
Here
(F tf)j(x
′) = f tj (x(x
′)), x′ ∈ Θj ∩ V (0); (F tf)j(x′) = 0, x′ ∈ Θj \ V (0);
(F tf)jρµ(x
′) = f tjρµ(x(x
′)), x′ ∈ Γjρ ∩ V (0); (F tf)jρµ(x′) = 0, x′ ∈ Γjρ \ V (0);
j = 1, . . . , N(gt); ρ = 1, 2; µ = 1, . . . ,m.
3. We set
RK1f =
∑
t
(U t)−1
(
ξˆt(L′′gt)−1F t
(∑
q
ξtqf
))
. (5.9)
Since the functions ξˆt and ξtq do not depend on ε, it follows from Corollary 2.1 that
‖RK1f‖Hl+2ma (Q) ≤ c1‖f‖Hla(Q,Γ), (5.10)
where c1, c2, . . . > 0 depend neither on ε nor on a function occurring in the right-hand side.
Clearly, we have
L
1RK1f = LRK1f + T1f, (5.11)
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where T1 : Hla(Q,Γ)→Hla(Q,Γ) is a linear bounded operator given by
T1f =
{
0,−
Si∑
s=1
(
B0iµs(x,D)((1− ξ)RK1f)
)
(ωis(x))|Γi
}
(recall that A1 = 0 and B3 = 0). Moreover, using Lemmas 4.6 and 4.2 and estimate (5.10), we have
‖T1f‖Hla(Q,Γ) ≤ c2(‖RK1f‖Hl+2ma (Q) + ‖ξRK1f‖Hl+2ma (Q)) ≤ c3‖f‖Hla(Q,Γ). (5.12)
Further, by virtue of (5.5), we have
supp ξˆt(y′, z′) ⊂ Bδ(gt).
Therefore,
ξˆtL′gtv = ξˆtL′′gtv, v ∈ Hl+2ma (Θ). (5.13)
It follows from Leibniz’ formula that
L′gt(ξˆtv) = ξˆtL′gtv + L˜gtv + {0, T tjρµv}, (5.14)
where L˜gt : Hl+2m−1a (Θ)→Hla(Θ,Γ) is a bounded operator such that supp L˜gtv ⊂ Bδ(gt), while
T tjρµv =
∑
(k,s) 6=(j,0)
(
ξˆt(Gjρksy′, z′)− ξˆt(y′, z′)
)(
B0jρµks(x
′, D)vk
)
(Gjρksy′, z′)|Γjρ
and suppT tjρµv ⊂ Bδ(gt). Clearly,
T tjρµ : Hl+2ma (Θ)→ H l+2m−mjρµ−1/2a (Γjρ)
is a bounded operator. Moreover, since the function ξˆt does not depend on ε, it follows that
‖L˜gtv‖Hla(Θ,Γ) ≤ c4‖v‖Hl+2m−1a (Θ), (5.15)
‖T tjρµv‖
H
l+2m−mjρµ−1/2
a (Γjρ)
≤ c5‖v‖Hl+2ma (Θ). (5.16)
Using definition (5.9) of the operator RK1 , the isomorphisms U
t and F t, and relations (5.14),
(5.13), and (5.7), we obtain
LRK1f =
∑
t
(F t)−1L′gt ξˆt(L′′gt)−1F t
(∑
q
ξtqf
)
=
∑
t
(F t)−1ξˆtF t
(∑
q
ξtqf
)
+ T2f + T3f
=
∑
t
(F t)−1F t
(∑
q
ξˆtqξ
t
qf
)
+ T2f + T3f
=
∑
t,q
ξtqf + T2f + T3f,
(5.17)
where
T2f =
∑
t
(F t)−1L˜gt(L′′gt)−1F t
(∑
q
ξtqf
)
,
T3f =
∑
t
(F t)−1
{
0, T tjρµ(L′′gt)−1F t
(∑
q
ξtqf
)}
.
Since the operator L˜gt : Hl+2m−1a (Θ)→Hla(Θ,Γ) is bounded, supp L˜gtv ⊂ Bδ(gt), andHl+2ma (Θ∩
Bδ(gt)) is compactly embedded into Hl+2m−1a (Θ ∩Bδ(gt)), it follows that the operator
T2 : Hla(Q,Γ)→Hla(Q,Γ)
is compact. Furthermore, by (5.15), (5.16), and Corollary 2.1, we have
‖Tif‖Hla(Q,Γ) ≤ c6‖f‖Hla(Q,Γ), i = 2, 3 (5.18)
(we have also used the fact that the operator L′′gt and the functions ξtq do not depend on ε).
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Now let us prove that the square of the operator T3 is compact. Indeed,
‖(T3)2f‖Hla(Q,Γ) ≤ c7
∑
t,j,ρ,µ
∥∥∥T tjρµ(L′′gt)−1F t(∑
q
ξtqT3f
)∥∥∥
H
l+2m−mjρµ−1/2
a (Γjρ)
. (5.19)
It follows from (5.5) and (5.6) that
supp
(
ξˆt(Gjρksy′, z′)− ξˆt(y′, z′)
) ⊂ Bδ(gt)
and
ξˆt(Gjρksy′, z′)− ξˆt(y′, z′) = 0
for |y′| ≤ ε′1/χM , where χM = max
j,ρ,k,s
χjρks. Therefore, the condition dk1 < djρ + ϕjρks < dk2 for
(k, s) 6= (j, 0) implies that
‖T tjρµv‖
H
l+2m−mjρµ−1/2
a (Γjρ)
≤ c8
N(gt)∑
k=1
‖vk‖Hl+2ma (Ωtk), (5.20)
where
Ωtk = {x′ = (y′, z′) : dk1 + d0 < ϕ < dk2 − d0, |y′| > ε′1/χM , |x′| < δ(gt)}
and
d0 = min
j,ρ,k,s
(
djρ + ϕjρks − dk1, dk2 − (djρ + ϕjρks)
)
/2 ((k, s) 6= (j, 0)). (5.21)
Using inequality (5.20), Lemma 3.5, and the equivalence of the norms in subspaces of the spaces
H la(Θk) and W
l(Θk) consisting of compactly supported functions vanishing near the edge P , we
obtain∥∥∥T tjρµ(L′′gt)−1F t(∑
q
ξtqT3f
)∥∥∥
H
l+2m−mjρµ−1/2
a (Γjρ)
≤ c9
∑
k
(∥∥∥A′′k[(L′′gt)−1F t(∑
q
ξtqT3f
)]
k
∥∥∥
Hla(Θk)
+
∥∥∥[(L′′gt)−1F t(∑
q
ξtqT3f
)]
k
∥∥∥
H0a(Θk∩B2δ(gt))
)
,
where
A′′k = Ak(Dx′) + η(A
0
k(x
′, Dx′)− Ak(Dx′)).
However, the first N(gt) components of the vector F t
(∑
q
ξtqT3f
)
are equal to zero. Therefore,
A′′k
[
(L′′gt)−1F t
(∑
q
ξtqT3f
)]
k
= 0, k = 1, . . . , N(gt), (5.22)
and hence∥∥∥T tjρµ(L′′gt)−1F t(∑
q
ξtqT3f
)∥∥∥
H
l+2m−mjρµ−1/2
a (Γjρ)
≤ c9
∑
k
∥∥∥[(L′′gt)−1F t(∑
q
ξtqT3f
)]
k
∥∥∥
H0a(Θk∩B2δ(gt))
. (5.23)
Inequalities (5.19) and (5.23) and the compactness of the embedding H l+2ma (Θk) ⊂ H0a(Θk ∩
B2δ(gt)) imply that the operator T3 has a compact square.
Similarly, one can show that the operator T1 has a compact square. To this end, one must use
the relation [
ωis(Γi) ∩
(⋃
t,j
Bˆδ(gtj )(g
t
j)
)]
\ Kε/21 ⊂ Qb, i = 1, . . . , N0, s = 1, . . . Si,
which holds for some b > 0.
Thus, it follows from (5.11) and (5.17) that
L
1RK1f = ξ0f + TK1f, (5.24)
where
ξ0(x) =
∑
t,q
ξtq(x) (5.25)
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and TK1 : Hla(Q,Γ) → Hla(Q,Γ) is a bounded operator with compact square. Moreover, inequali-
ties (5.12) and (5.18) imply that
‖TK1f‖Hla(Q,Γ) ≤ c10‖f‖Hla(Q,Γ). (5.26)
4. Take a number ε in the definition of the function ξ so small that
K4ε1 ⊂
⋃
t,j
Bˆδ(gt)(g
t
j)
and
ξ0(x) ≥ 1/2, x ∈ K4ε1
(the existence of such an ε follows from (5.8) and (5.25)). Later on, we will impose some additional
conditions on ε.
For each ε, we consider a function ζ0 ∈ C∞0 (Rn) depending on ε, such that
supp ζ0 ⊂ K4ε1 ; ζ0(x) = 1, x ∈ K2ε1 ; |Dαζ0(x)| ≤ c11ε−|α|. (5.27)
For each point g ∈ Q \ K2ε1 , we consider its (ε/2)-neighborhood Bε/2(g). All these neighborhoods
cover Q \ K2ε1 . Choose a finite subcovering {Bε/2(hτ )}τ1τ=1, where τ1 = τ1(ε). Let functions ζ˜τ ∈
C∞0 (R
n) form a partition of unity for Q \ K2ε1 , subordinated to the covering {Bε/2(hτ )}τ1τ=1. Then
the functions
ζ = ξ0 + ζ0(1− ξ0), ζτ = (1− ζ)ζ˜τ , τ = 1, . . . , τ1, (5.28)
form a partition of unity for Q, subordinated to the covering by the sets
⋃
t,j
Bˆδ(gt)(g
t
j) and Bε/2(h
τ ),
τ = 1, . . . , τ1.
Due to Theorem 2.3 and to the general theory of elliptic boundary-value problems in the interior
of a domain and near a smooth part of the boundary (see, e.g., [31]), there exist bounded operators
Rτ0 : {f ∈ Hla(Q,Γ) : supp f ⊂ Bε/2(hτ )} → {u ∈ H l+2ma (Q) : suppu ⊂ Bε(hτ )}
and compact operators
Tτ0 : {f ∈ Hla(Q,Γ) : supp f ⊂ Bε/2(hτ )} → {f ∈ Hla(Q,Γ) : supp f ⊂ Bε(hτ )}
such that
L
0Rτ0f = f + Tτ0f. (5.29)
For any f ∈ Hla(Q,Γ), we set
Rf = RK1f +RK1(ηf) +
∑
τ
Rτ0(ζ
τf), (5.30)
where η(x) = ζ0(x)(1− ξ0(x))/ξ0(x) for x ∈ K4ε1 and η(x) = 0 for x /∈ K4ε1 . Note that supp ζ0 ⊂ K4ε1
and ξ0(x) ≥ 1/2 for x ∈ K4ε1 ; hence, the function η is supported on K4ε1 and infinitely differentiable
on Rn. We have
L
1Rf = L1RK1f + L
1RK1(ηf) +
∑
τ
L
0Rτ0(ζ
τf) +
∑
τ
{0, B1iµRτ0(ζτf)}. (5.31)
Since ζ(x) = 1 for x ∈ K2ε1 , it follows that supp ζτf ⊂ Q\K2ε1 . Thus, we see that suppRτ0(ζτf) ⊂
Q \ Kε1, while supp ξ ⊂ Kε1. Therefore,
B1iµRτ0(ζ
τf) = 0.
Combining this relation with equalities (5.24), (5.29), and (5.31), we obtain
L
1Rf = ξ0f + TK1f + ζ0(1− ξ0)f + TK1(ηf) +
∑
τ
ζτf + Tf = f + TK1f +Mf + Tf, (5.32)
where
Mf = TK1(ηf),
while T : Hla(Q,Γ)→Hla(Q,Γ) is a compact operator (whose norm may increase as ε→ 0). By (5.26),
we have
‖Mf‖Hla(Q,Γ) ≤ c10‖ηf‖Hla(Q,Γ).
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However, (1− ξ0(x))/ξ0(x) = 0 for x ∈ K1 and the function ζ0 is supported in K4ε1 and satisfies the
inequality in (5.27). Therefore, it follows from the last estimate, from Lemmas 4.1 and 4.2 and from
Remark 4.1 that
‖Mf‖Hla(Q,Γ) ≤ c11ε‖f‖Hla(Q,Γ). (5.33)
It follows from (5.26), (5.33), and from Lemma 5.1 that the operator I+TK1+M has the Fredholm
property, provided that ε > 0 is sufficiently small. Applying Theorem 16.4 in [18], we see that the
operator
L
1R = I+ TK1 +M + T
also has the Fredholm property. Therefore, by Theorem 15.2 in [18], there exist a bounded operator
R′ : Hla(Q,Γ)→ Hla(Q,Γ) and a compact operator T1 : Hla(Q,Γ)→Hla(Q,Γ) such that
L
1RR′ = I+T1.
Setting R1 = RR
′, we complete the proof.
Set Hla(∂Q) =
∏
i,µ
H
l+2m−miµ−1/2
a (Γi).
To construct a right regularizer for the operator L, we also need to prove the existence of a “right
regularizer” R′1 for the operator L
1, which is defined on the functions f ′ ∈ Hla(∂Q) and possesses the
following properties: R′1f
′ is supported near the boundary ∂Q for all f ′ and R′1f
′ is supported near
the set K1 for f ′ supported near K1.
Lemma 5.3. Let the conditions of Theorem 5.1 be fulfilled. Then there exist a linear bounded operator
R′1 : Hla(∂Q)→ H l+2ma (Q) and a compact operator T′1 : Hla(∂Q)→Hla(Q,Γ) such that
L
1
R
′
1f
′ = {0, f ′}+T′1f ′, (5.34)
suppR′1f
′ ⊂ Q \Qσ (5.35)
for any f ′ ∈ Hla(∂Q), and
suppR′1f
′ ⊂ K2κ1 (5.36)
for f ′ ∈ Hla(∂Q), supp f ′ ⊂ Kκ1 , where κ, σ > 0 are the constants from Lemma 4.6.
Proof. 1. Fix an arbitrary number εˆ > 0 independent of ε. Similarly to the proof of Lemma 5.2, we
can construct functions ζˆ, ζˆτ ∈ C∞0 (Rn), τ = 1, . . . , τˆ1, τˆ1 = τˆ1(εˆ), which form a partition of unity
for Q, subordinated to the covering by the sets K2εˆ1 and Bεˆ/2(hτ ), τ = 1, . . . , τˆ1, where hτ ∈ Q \K2εˆ1 .
In particular, the function ζˆ can be chosen in such a way that
ζˆ(x) = 1, x ∈ Kεˆ1. (5.37)
2. Due to Theorem 2.3 and to the general theory of elliptic boundary-value problems near a
smooth part of the boundary (see, e.g., [31]), there exist bounded operators
R′τ0 : {f ′ ∈ Hla(∂Q) : supp f ′ ⊂ Bεˆ/2(hτ )} → {u ∈ H l+2ma (Q) : suppu ⊂ Bεˆ(hτ )}
and compact operators
T ′τ0 : {f ′ ∈ Hla(∂Q) : supp f ′ ⊂ Bεˆ/2(hτ )} → {f ∈ Hla(Q,Γ) : supp f ⊂ Bεˆ(hτ )}
such that
L
0R′τ0f
′ = {0, f ′}+ T ′τ0f ′. (5.38)
For any f ′ ∈ Hla(∂Q), we set
R
′
1f
′ = ζˆu+
∑
τ
uτ , (5.39)
where
u = R1{0, f ′}, uτ = R′τ0(ζˆτ{0, f ′}).
Clearly, property (5.35) holds for 2εˆ < σ, while property (5.36) holds for 2εˆ < 2κ and κ+εˆ/2 < 2κ.
Let us prove relation (5.34).
Using (5.39) and Leibniz’ formula, we have
L
1
R
′
1f
′ = ζˆL1u+
{
0,
Si∑
s=1
Tiµsf
′
}
+ Tu+
∑
τ
L
0uτ + {0, B1iµuτ}, (5.40)
where
Tiµsf
′ =
(
ζˆ(ωis(x))− ζˆ(x)
)(
B0iµs(x,Dx)(ξu)
)(
ωis(x)
)∣∣
Γi
, (5.41)
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while T : H l+2m−1a (Q) → Hla(Q,Γ) is a bounded operator. By virtue of the compactness of the
embedding H l+2ma (Q) ⊂ H l+2m−1a (Q), the operator T : H l+2ma (Q)→Hla(Q,Γ) is compact.
Now it follows from Lemma 5.2, from (5.38), and from (5.40) that
L
1
R
′
1f
′ = {0, f ′}+ T ′f ′ +
{
0,
Si∑
s=1
Tiµsf
′
}
+ {0, B1iµuτ}, (5.42)
where T ′ : Hla(∂Q)→Hla(Q,Γ) is a compact operator.
3. Let us prove that the operator Tiµs : Hla(∂Q)→ H l+2m−miµ−1/2a (Γi) is compact. Since ωis are
C∞ diffeomorphisms, it follows from Lemma 4.5 that
‖Tiµsf ′‖
H
l+2m−miµ−1/2
a (Γi)
≤ k1
∥∥(ζˆ(x)− ζˆ(ω−1is (x)))(B0iµs(x,Dx)(ξu))∣∣ωis(Γi)∥∥Hl+2m−miµ−1/2a (ωis(Γi)), (5.43)
where k1, k2, . . . > 0 do not depend on f
′.
DenoteMis = ωis(Γi)\ωis(Γi). For every x ∈Mis, we have either x ∈ K1, or x ∈ K2, or x ∈ K3.
If x ∈ Mis ∩ K1, then both x and ω−1is (x) belong to K1. Therefore,
ζˆ(x)− ζˆ(ω−1is (x)) = 0, x ∈ (Mis ∩ K1)d,
where (Mis ∩ K1)d is the d-neighborhood of the set Mis ∩ K1 and d > 0 is sufficiently small.
If Mis ∩ (K2 ∪ K3) 6= ∅, then
ξ(x) = 0, x ∈ (Mis ∩ (K2 ∪ K3))d,
where (Mis ∩ (K2 ∪K3))d is the d-neighborhood of the set Mis ∩ (K2 ∪K3) and d > 0 is sufficiently
small.
In all these cases, we see that
supp
(
ζˆ(x)− ζˆ(ω−1is (x))
)(
B0iµs(x,Dx)(ξu)
)∣∣
ωis(Γi)
⊂ Qb,
where b > 0 is sufficiently small.
Using estimate (5.43), Lemma 3.5, and equivalence of the norms in H la(Qb) andW
l(Qb), we obtain
‖Tiµsf ′‖
H
l+2m−miµ−1/2
a (Γi)
≤ k2‖u‖W l+2m(Qb) ≤ k3(‖A
0u‖Hla(Q) + ‖u‖H0a(Q)). (5.44)
By Lemma 5.2, A0u = A0R1{0, f ′} = T11f ′, where T11 : Hla(∂Q)→ H la(Q) is a compact operator.
Hence, inequality (5.44) takes the form
‖Tiµsf ′‖
H
l+2m−miµ−1/2
a (Γi)
≤ k3(‖T11f ′‖Hla(Q) + ‖R
1{0, f ′}‖H0a(Q)),
which implies that Tiµs is a compact operator (because T11 is compact and H
l+2m
a (Q) is compactly
embedded into H0a(Q)).
4. The expression B1iµu
τ consists of the terms
(
B0iµs(x,Dx)(ξR
′
τ0(ζˆ
τ{0, f ′})))(ωis(x))∣∣Γi , s = 1, . . . , Si. (5.45)
Since suppR′τ0(ζˆ
τ{0, f ′}) ⊂ Bεˆ(hτ ), where hτ ∈ Q \ K2εˆ1 , it follows that
suppR′τ0(ζˆ
τ{0, f ′}) ⊂ Q \ Kεˆ1.
On the other hand, supp ξ ⊂ Kε1. Hence,
suppB0iµs(x,Dx)(ξR
′
τ0(ζˆ
τ{0, f ′}))|ωis(Γi) ⊂ Qb,
where b > 0 is sufficiently small. Therefore, applying Lemma 3.5 and equality (5.38), we can show
similarly to the above that each of the operators in (5.45) is compact. Thus, we see that (5.42) is
equivalent to (5.34).
Now we can prove Theorem 5.2.
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Proof of Theorem 5.2. 1. We set
Φ = B2R1f, f = {f0, f ′} ∈ Hla(Q,Γ). (5.46)
Introduce the bounded operator R : Hla(Q,Γ)→ H l+2ma (Q) by the formula
Rf = R1f −R′1Φ +R′1B2R′1Φ,
where R1 and R
′
1 are the operators occurring in Lemmas 5.2 and 5.3, respectively. Let us show that
R is the desired operator.
For simplicity, we denote diverse compact operators by the same letter T .
It follows from Lemmas 5.2 and 5.3 that
ARf = A0Rf = A0R1f − A0R′1(Φ−B2R′1Φ) = f0 + Tf (5.47)
(recall that A1 = 0) and
CRf = CR1f −CR′1Φ + CR′1B2R′1Φ
= (f ′ + Tf)− (Φ + TΦ) + (B2R′1Φ+ TB2R′1Φ) = f ′ − Φ +B2R′1Φ+ Tf. (5.48)
Applying the operator B2 to the function Rf and using (5.46), we obtain
B2Rf = Φ−B2R′1Φ +B2R′1B2R′1Φ. (5.49)
Summing relations (5.48) and (5.49) and recalling that B3 = 0, we obtain
BRf = f ′ + Tf +B2R′1B
2
R
′
1Φ. (5.50)
2. Let us show that
B2R′1B
2
R
′
1Φ = 0. (5.51)
It follows from relation (5.35) in Lemma 5.3 that
suppR′1Φ ⊂ Q \Qσ.
Therefore, estimate (4.25) implies that
suppB2R′1Φ ⊂ Kκ1 .
Furthermore, it follows from relation (5.36) in Lemma 5.3 that
suppR′1B
2
R
′
1Φ ⊂ K2κ1 .
Combining this fact with inequality (4.24) yields (5.51).
Relations (5.47), (5.50), and (5.51) prove the theorem.
Remark 5.1. Using the results in [7], one can show that Theorem 5.1 remains true for the case in
which the transformations ωis are nonlinear near the set K1, while their linear parts at the points of
the set K1 satisfy Condition 1.4. Moreover, the index of the problem with nonlinear transformations
ωis is equal to the index of the corresponding problem with transformations linearized near the set K1.
6 Some Generalizations
6.1
In this section, we generalize the results of Secs. 4 and 5 to the case where diffeomorphisms ωis are
defined only on some neighborhood of the set K1, the operators B2iµ are abstract nonlocal operators
supported outside the set K1, and A1 and B3iµ are compact perturbations on the corresponding
weighted spaces.
Consider the differential operators
A0 ≡ A0(x,D) =
∑
|α|=2m
aα(x)D
α, B0iµs ≡ B0iµs(x,D) =
∑
|α|=miµ
biµsα(x)D
α,
where aα, biµsα ∈ C∞(Rn) are complex-valued functions (i = 1, . . . , N0; µ = 1, . . . ,m; s = 0, . . . , Si),
miµ ≤ 2m− 1.
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Let a domain Q ⊂ Rn satisfy the assumptions of Sec. 1. As in Sec. 1, we denote
K1 =
N1⋃
ν=1
K1ν = ∂Q \
⋃
i
Γi,
where K1ν are mutually disjoint (n− 2)-dimensional connected C∞ manifolds without a boundary.
Let ωis (i = 1, . . . , N0; s = 1, . . . , Si) denote a C
∞ diffeomorphism mapping (Γi \ Γi)ε0 onto the
set ωis((Γi \ Γi)ε0), where ε0 > 0 is some number, in such a way that
1. ωis(Γi ∩ Kε01 ) ⊂ Q,
2. if η (1 ≤ η ≤ N1) and i (1 ≤ i ≤ N0) are such that K1η ⊂ Γi \Γi, then, for every s (1 ≤ s ≤ Si),
there is ν (1 ≤ ν ≤ N1) such that ωis(K1η) = K1ν .
Along with the set K1, we introduce the set
K2 =
N2⋃
ν=1
K2ν ⊂
⋃
i
Γi,
where K2ν are mutually disjoint connected C
∞ manifolds without a boundary. In particular, the set
K2 can be empty. We use either the set
K = K1
or the set
K = K1 ∪K2
in the definition of the space H la(Q) = H
l
a(Q,K).
We study the following nonlocal elliptic problem:
Au ≡ A0u+ A1u = f0(x), x ∈ Q, (6.1)
Biµu ≡
3∑
j=0
Bjiµu = fiµ(x), x ∈ Γi; i = 1, . . . , N0; µ = 1, . . . ,m. (6.2)
Here
B0iµ = B
0
iµ0u|Γi , B1iµu =
Si∑
s=1
(
B0iµs(x,D)(ξu)
)(
ωis(x)
)∣∣
Γi
,
a function ξ ∈ C∞0 (Rn) is such that ξ(x) = 1 for x ∈ Kε/21 and supp ξ ⊂ Kε1 , while ε > 0 is so small
that if ωis(K1η) = K1ν , then Kε1ν ⊂ ωis(Kε01η).
Assume that the operators A0 and B0iµ0 satisfy Conditions 1.1 and 1.2, and the transformations
ωis satisfy Conditions 1.3 and 1.4. We also suppose that the following conditions for the operators
A1, B2iµ, and B
3
iµ hold.
Condition 6.1 (compactness of perturbations). The linear operators
A1 : H l+2m−1a (Q)→ H la(Q), B3iµ : H l+2m−1a (Q)→ H l+2m−miµ−1/2a (Γi)
are bounded (i = 1, . . . , N0; µ = 1, . . . ,m).
Condition 6.2 (separability from the conjugation points). The linear operators B2iµ : H
l+2m
a (Q)→
H
l+2m−miµ−1/2
a (Γi) are bounded, and there exist numbers σ > 0 and κ1 > κ2 > 0 such that
‖B2iµu‖
H
l+2m−miµ−1/2
a (Γi)
≤ c1‖u‖
Hl+2ma (Q\Kκ11 )
(6.3)
for all u ∈ H l+2ma (Q \ Kκ11 ) and
‖B2iµu‖
H
l+2m−miµ−1/2
a (Γi\Kκ21 )
≤ c2‖u‖Hl+2ma (Qσ) (6.4)
for all u ∈ H l+2ma (Qσ); here i = 1, . . . , N0; µ = 1, . . . ,m; c1, c2 > 0 do not depend on u.
Remark 6.1. It follows from Lemma 4.6 that problem (1.3), (1.4) can be represented in the form (6.1),
(6.2) with the operators A1, B2iµ, and B
3
iµ satisfying Conditions 6.1 and 6.2.
Remark 6.2. The proofs of Theorems 4.1 and 5.2 use only Conditions 6.1 and 6.2, rather than any
explicit form of the operators A1, B2iµ, and B
3
iµ. To prove that those operators satisfied Conditions 6.1
and 6.2, we used Condition 4.1, which provided the choice of the set K and the number a in Secs. 1–5.
However, Condition 4.1 is needless in this section because the fulfilment of Conditions 6.1 and 6.2 is
postulated rather than proved.
39
6.2
We introduce the linear bounded operator
L = {A,Biµ} : H l+2ma (Q)→Hla(Q,Γ)
corresponding to problem (6.1), (6.2).
For every fixed point g ∈ K1, we consider the linear bounded operator Lg(ω) : E l+2ma (θ) →
E la(θ, γ) given by (2.1), where ω ∈ Sn−3. We also consider the analytic operator-valued function
Lˆg(λ) :W l+2m(d1, d2)→W l[d1, d2] given by (2.2).
For every fixed point g ∈ K2, we consider the linear bounded operator Lg(ω) : El+2ma (R2+) →
E la(R2+, γ) given by (2.26), where ω ∈ Sn−3. We also consider the analytic operator-valued function
Lˆg(λ) :W l+2m(−pi/2, pi/2)→W l[−pi/2, pi/2] given by (2.27).
Similarly to the proofs of Theorems 4.1 and 5.2, using Conditions 6.1 and 6.2 and assuming that
the number ε > 0 in the definition of the function ξ is sufficiently small, we obtain the following two
results.
Theorem 6.1. Let Conditions 1.1–1.4, 6.1, and 6.2 hold. Assume that the line Imλ = a+1− l−2m
contains no eigenvalues of Lˆg(λ) for any g ∈ K and dimN (Lg(ω)) = codimR(Lg(ω)) = 0 for any
g ∈ K and ω ∈ Sn−3. Then the following estimate holds for all u ∈ H l+2ma (Q):
‖u‖
Hl+2ma (Q)
≤ c(‖Lu‖Hla(Q,Γ) + ‖u‖Hl+2m−1a (Q)),
where c > 0 does not depend on u.
Theorem 6.2. Let the conditions of Theorem 6.1 be fulfilled. Then there exists a linear bounded
operator R : Hla(Q,Γ)→ H l+2ma (Q) such that
LR = I+T
where T : Hla(Q,Γ)→Hla(Q,Γ) is a compact operator.
Along with the operator L, we consider the bounded operator
L
1 = {A0, B0iµ +B1iµ} : H l+2ma (Q)→ Hla(Q,Γ).
It follows from Theorem 5.1 that the operator L1 has the Fredholm property.
Similarly to the proofs of Theorem 5.1 and Corollary 5.1, using Theorems 6.1 and 6.2, we obtain
the following result.
Theorem 6.3. Let the conditions of Theorem 6.1 be fulfilled. Then the operator L : H l+2ma (Q) →
Hla(Q,Γ) has the Fredholm property and indL = indL1.
Theorem 6.3 shows that the addition of the operators A1, B2iµ, and B
3
iµ satisfying Conditions 6.1
and 6.2 neither violates the Fredholm property nor changes the index.
6.3
Now we consider an example of an elliptic problem with distributed nonlocal terms satisfying Con-
dition 6.2.
Example 6.1. Let Q ⊂ R3 be a bounded domain with boundary ∂Q which is a surface of revolution
about the axis x3. Denote P = {0, 0, 1} ∪ {0, 0,−1}. Assume that, outside P 1/4, the surface ∂Q
coincides with the boundary of the domain
{x : x3 < 1−
√
x21 + x
2
2} ∩ {x : x3 > −1 +
√
x21 + x
2
2}.
Denote
Γ1 = {x ∈ ∂Q : x3 < 0}, Γ2 = {x ∈ ∂Q : x3 > 0}.
In this case, we have
K1 = {x : x21 + x22 = 1, x3 = 0}.
Assume that the boundary ∂Q is infinitely smooth outside the set K1.
We introduce the operators
B1l u = −αl(ξu)(ωl(x))|Γl , l = 1, 2. (6.5)
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The transformations ωl(x) in (6.5) are defined for x ∈ Kε01 by the formula
ωl(x) =
(
cosϕ
[
1− 1√
2
((1− r) + (−1)lx3)
]
,
sinϕ
[
1− 1√
2
((1− r) + (−1)lx3)
]
,
1√
2
[(−1)l+1(1− r) + x3]
)
,
(6.6)
where r, ϕ, x3 are the cylindrical coordinates of the point x, the number ε0 > 0 is sufficiently small,
the function ξ ∈ C∞0 (R3) is such that ξ(x) = 1 for x ∈ Kε/21 and supp ξ ⊂ Kε1, 0 < ε ≤ ε0, and
α1, α2 ∈ R. Clearly, we have ωl(K1) = K1.
Since Γl ∈ C∞, one can find a sufficiently small κ > 0 possessing the following property: for
any x ∈ Γ5κl ∩ Q, there exists a unique pair (y, t), y ∈ Γl, t > 0, such that x = y + nyt, where ny
denotes the unit normal to Γl at the point y, directed inside the domain Q. One can show that the
transformation x 7→ (y, t) is a C∞ diffeomorphism mapping Γ5κl ∩Q onto Γl × (0, 5κ), provided that
κ > 0 is sufficiently small.
Introduce a function η ∈ C∞0 (R) such that η(t) = 1 for t ∈ (3κ, 4κ) and supp η ⊂ (2κ, 5κ).
Consider the operators
B2l u = F
−1(blF (ηu))|t=0, l = 1, 2, (6.7)
where
F (ηu)(y, λ) =
1√
2pi
∫
R
e−iλtη(t)u(y, t) dt
is the Fourier transform with respect to t, F−1 is the inverse Fourier transform, bl(λ) is a function
continuous on R and such that
sup
λ∈R
|bl(λ)| <∞. (6.8)
We consider the following nonlocal boundary-value problem:
−∆u = f0(x), x ∈ Q, (6.9)
u|Γl +B1l u+B2l u = fl(x), x ∈ Γl, l = 1, 2. (6.10)
We set K = K1 in the definition of the space H la(Q) = H la(Q,K).
The Jacobian
Dωl
Dx
can be calculated on K1 as follows:
Dωl
Dx
∣∣∣∣
K1
=
Dωl
D(r, ϕ, x3)
∣∣∣∣
K1
D(r, ϕ, x3)
Dx
∣∣∣∣
K1
.
Since
D(r, ϕ, x3)
Dx
∣∣∣∣
K1
= 1, we have
Dωl
Dx
∣∣∣
K1
= det


∂ωl1
∂r
∂ωl1
∂ϕ
∂ωl1
∂x3
∂ωl2
∂r
∂ωl2
∂ϕ
∂ωl2
∂x3
∂ωl3
∂r
∂ωl3
∂ϕ
∂ωl3
∂x3


∣∣∣∣∣∣∣∣∣∣∣
K1
= det


1√
2
cosϕ − sinϕ 1√
2
(−1)l+1 cosϕ
1√
2
sinϕ cosϕ 1√
2
(−1)l+1 sinϕ
1√
2
(−1)l 0 1√
2

 = 1.
Therefore, we can choose ε0 > 0 so small that ωl : Kε01 → ωl(Kε01 ) is a C∞ diffeomorphism. Further-
more, ωl(Kε01 ) = Kε01 and ωl(Γl ∩ Kε01 ) = {x : 1− ε0 < r < 1, x3 = 0} ⊂ Q.
Since ωl(g) = g for g ∈ K1 and l = 1, 2, the orbit of each point g ∈ K1 consists of one point g1 = g.
For x 6= 0, we introduce the new variables x′ = (y′, z′) given by
y′1 = 1− r, y′2 = x3, z′ = ϕ− ϕ1,
where y′ = (y′1, y
′
2), while r, ϕ, x3 and 1, ϕ1, 0 are the cylindrical coordinates of the points x and g1,
respectively.
Set V (0) = {x′ : |y′| < ε1, |z′| < ε1}, where ε1 < min{ε0, 2κ}. Let Vˆ (g1) = V (g1) be the
pre-image of the set V (0) under the change of variables x 7→ x′. Assume that suppu ⊂ V (g1) ∩ Q.
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Introduce the function v(x′) = u(x(x′)). Denote x′ = (y′, z′) by x = (y1, y2, z). Then the boundary-
value problem (6.9), (6.10) takes the form
− ∂
2v
∂y21
− ∂
2v
∂y22
− 1
(1− y1)2
∂2v
∂z2
− 1
1− y1
∂v
∂y1
= f ′0(x), x ∈ Θ, (6.11)
v(y, z)|Γ1l − αlv(Gly, z)|Γ1l = f ′l (x), x ∈ Γ1l, l = 1, 2, (6.12)
where Gl is the operator of rotation by the angle (−1)l+1pi/4,
Θ = {x : r > 0, |ϕ| < pi/4, z ∈ R}, Γ1l = {x : r > 0, ϕ = (−1)lpi/4, z ∈ R},
and r, ϕ are the polar coordinates of the point y.
Clearly, Conditions 1.1–1.4 are fulfilled in this example.
Passing to the principal homogeneous part in Eq. (6.11) with the coefficients freezed at the origin,
we obtain
−∆v = f ′0(x), x ∈ Θ. (6.13)
Nonlocal boundary conditions (6.12) do not change.
In the case of problem (6.13), (6.12), the operator Lg = L : H2a(Θ) → H0a(Θ,Γ) given by (1.11)
takes the form
Lv = (−∆v, v(ϕ, r, z)|Γ11 − α1v(ϕ+ pi/4, r, z)|Γ11 , v(ϕ, r, z)|Γ12 − α2v(ϕ− pi/4, r, z)|Γ12). (6.14)
Hence, the operators
Lg(ω) = L(ω) : E2a(θ)→ E0a(θ, γ)
and
Lˆg(λ) = Lˆ(λ) :W 2(−pi/4, pi/4)→W0[−pi/4, pi/4]
given by (2.1) and (2.2) have the form
L(ω)V = (−∆yV + V,
V (ϕ, r)|γ11 − α1V (ϕ+ pi/4, r)|γ11 , V (ϕ, r)|γ12 − α2V (ϕ− pi/4, r)|γ12 )
(6.15)
and
Lˆ(λ)w = (−wϕϕ + λ2w, w(−pi/4)− α1w(0), w(pi/4) − α2w(0)), (6.16)
respectively, where
θ = {y ∈ R2 : r > 0, |ϕ| < pi/4}, γ1l = {y ∈ R2 : r > 0, ϕ = (−1)lpi/4},
and ω = ±1 (cf. Example 2.1 for d = pi/2).
It follows from Example 2.1 that the strip −1 ≤ Imλ ≤ 1 contains no eigenvalues of the operator-
valued function Lˆ(λ) and the operator L(ω), ω = ±1, is an isomorphism for 0 ≤ a ≤ 2 and α1, α2 ∈ R
such that 0 < |α1 + α2| < 2 and pi/4 < arctan
√
4(α1 + α2)−2 − 1. Therefore, by Theorem 2.2, the
operator L is an isomorphism for the above a and αl.
Suppose that a > 1 and prove that the operators B2l satisfy Condition 6.2 with κ1 = 2κ, κ2 = κ,
and σ = κ. Using Lemma 4.5, we have
‖B2l u‖H3/2a (Γl) ≤ k1‖F
−1(blF (ηu))‖W2(Γl×(−∞,∞))
=
k1√
2pi
∑
|α|+β≤2
∥∥∥DαyDβt
∫
R
eiλtbl(λ)F (ηu)(y,λ) dλ
∥∥∥
L2(Γl×(−∞,∞))
=
k1√
2pi
∑
|α|+β≤2
∥∥∥ ∫
R
eiλtλβbl(λ)D
α
yF (ηu)(y, λ) dλ
∥∥∥
L2(Γl×(−∞,∞))
,
where Dt = −i∂/∂t. Applying the Plancherel theorem and using property (6.8), we obtain
‖B2l u‖H3/2a (Γl) ≤
k1√
2pi
∑
|α|+β≤2
‖λβbl(λ)DαyF (ηu)(y, λ)‖L2(Γl×(−∞,∞))
≤ k2
∑
|α|+β≤2
‖λβDαy F (ηu)(y, λ)‖L2(Γl×(−∞,∞)).
Applying the Plancherel theorem once more and taking into account that supp η ⊂ (2κ, 5κ), we have
‖B2l u‖H3/2a (Γl) ≤ k3‖u‖W2(Ω1lκ),
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Figure 6.1: Problem (6.9), (6.10)
where
Ω1lκ = {x = y + nyt : y ∈ Γl, t ∈ (2κ, 5κ)}
(see Fig. 6.1). Since Ω1lκ ⊂ Q \ K2κ1 and the norms in W 2(Q \ K2κ1 ) and H2a(Q \ K2κ1 ) are equivalent,
the last inequality yields
‖B2l u‖H3/2a (Γl) ≤ k4‖u‖H2a(Q\K2κ1 ). (6.17)
Denote
Ω2lκ = {x = y + nyt : y ∈ Γl \ Kκ1 , t ∈ (2κ, 5κ)}.
Since Ω2lκ ⊂ Qκ , similarly to (6.17), we obtain
‖B2l u‖H3/2a (Γl\Kκ1 ) ≤ k5‖u‖H2a(Qκ). (6.18)
It follows from (6.17) and (6.18) that the operators B2l satisfy Condition 6.2 for a > 1.
We consider the linear bounded operators
L,L1 : H2a(Q)→ H0a(Q)×H3/2a (Γ1)×H3/2a (Γ2)
given by
Lu = {−∆u, u|Γl +B1l u+B2l u}, L1u = {−∆u, u|Γl +B1l u}.
It follows from Theorem 5.1 that the operator L1 has the Fredholm property for 0 ≤ a ≤ 2 and
α1, α2 ∈ R such that 0 < |α1 + α2| < 2 and pi/4 < arctan
√
4(α1 + α2)−2 − 1. By Theorem 6.3,
the operator L has the Fredholm property and indL = indL1 for 1 < a ≤ 2, α1, α2 ∈ R such that
0 < |α1 + α2| < 2 and pi/4 < arctan
√
4(α1 + α2)−2 − 1, and a continuous function b(λ) satisfying
relation (6.8).
7 Setting of Nonlocal Elliptic Problems with a Parame-
ter. Model Operators
7.1
In Secs. 7 and 8, we prove the unique solvability of nonlocal elliptic problems with a parameter
p = (p1, . . . , pd) ∈ Rd, where d ≥ 1. Similarly to the above, we first establish the unique solvability
of model nonlocal problems with a parameter in dihedral angles. Combining these results with those
in [2] and [20] and making use of a partition of unity, we will consider nonlocal problems in bounded
domains.
Let the domain Q, the transformations ωis, and the sets K1, K2, and K be the same as in Sec. 6.
To consider nonlocal problems with a parameter, we introduce norms for the weighted spaces,
depending on this parameter. First, we introduce the norms on the dihedral angle
Θ = {x = (y, z) ∈ Rn : d1 < ϕ < d2, z ∈ Rn−2} (7.1)
and on the half-plane
Γ = {x = (y, z) ∈ Rn : ϕ = d′, z ∈ Rn−2}, d1 ≤ d′ ≤ d2. (7.2)
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Consider the space V ka (Θ) = H
k
a (Θ) ∩H0a(Θ) with the norm
|||u|||V ka (Θ) = (‖u‖
2
Hka (Θ)
+ |p|2k‖u‖2H0a(Θ))
1/2 (u ∈ V ka (Θ)), (7.3)
where k ≥ 0 is an integer.
For an integer ν ≥ 0, we denote
‖ψ‖2Hνa (Γ) =
∑
|α|≤ν
∫
Γ
r2(a−ν+|α|)|Dαψ|2 dΓ.
Consider the space V
k−1/2
a (Γ) = H
k−1/2
a (Γ) ∩H0a(Γ) with the norm
|||ψ|||
V
k−1/2
a (Γ)
= (‖ψ‖2
H
k−1/2
a (Γ)
+ |p|2(k−1/2)‖ψ‖2H0a(Γ))
1/2 (ψ ∈ V k−1/2a (Γ), k ≥ 1). (7.4)
Now we introduce the norms for the domain Q and for the manifolds Γi. Set
2
|||u|||Hka (Q) = (‖u‖
2
Hka (Q)
+ |p|2k‖u‖2H0a(Q))
1/2 (u ∈ Hka (Q)),
|||ψ|||
H
k−1/2
a (Γi)
= (‖ψ‖2
H
k−1/2
a (Γi)
+ |p|2(k−1/2)‖ψ‖2H0a(Γi))
1/2 (ψ ∈ Hk−1/2a (Γi), k ≥ 1),
where
‖ψ‖2H0a(Γi) =
∫
Γi
ρ2a|ψ|2 dΓi
and ρ(x) is the function occurring in the definition of the spaces Hka (Q).
We also set
|||f |||Hla(Q,Γ) =
(
|||f0|||2Hla(Q) +
∑
i,µ
|||fiµ|||2
H
l+2m−miµ−1/2
a (Γi)
)1/2
for f = {f0, fiµ} ∈ Hla(Q,Γ).
Lemma 7.1. 1. For all u ∈ V ka (Θ), k ≥ 2 is an integer, p ∈ Rd, and integer s, 0 < s < k, we
have
|p|k−s‖u‖Hsa(Θ) ≤ c1|||u|||V ka (Θ), (7.5)
where Θ is defined in (7.1) and c1 = c1(k, s) > 0 does not depend on u and p.
2. For all u ∈ Hka (Q), k ≥ 2 is an integer, p ∈ Rd, and integer s, 0 < s < k, we have
|p|k−s‖u‖Hsa(Q) ≤ c2|||u|||Hka (Q), (7.6)
where c2 = c2(k, s) > 0 does not depend on u and p.
Proof. First, we prove the interpolation inequality (7.5).
Let {ξl}+∞l=−∞ be a partition of unity subordinated to the covering of the angle θ = {y ∈ R2 : d1 <
ϕ < d2} by the sets θl = {y ∈ θ : 2l−1 < r < 2l+1} such that
|Dαξl(y)| ≤ kα2−|α|l, y ∈ θl, l = 0,±1,±2, . . . , (7.7)
where kα > 0 does not depend on l.
Denote Θl = θl × Rn−2, l = 0,±1,±2, . . . .
Using (7.7) and the fact that supp ξl ∩Θj = ∅ for j 6= l − 1, l, l + 1, one can easily verify that
‖u‖Hsa(Θ) ≈
(
+∞∑
l=−∞
‖ξlu‖2Hsa(Θl)
)1/2
(7.8)
for s = 0, 1, 2, . . . , where the symbol ≈ means the equivalence of the norms.
Using the theorem about extension of functions from a domain with Lipshitz boundary to Rn and
applying the interpolation inequality for the Sobolev space W k(Rn) (see [2, Sec. 1]), we obtain
q2(k−s)‖v‖2Ws(Θ0) ≤ k1(‖v‖2Wk(Θ0) + q
2k‖v‖2L2(Θ0)) (7.9)
for all v ∈ W k(Θ0) and q > 0, where k1 > 0 does not depend on v and q.
2We do not introduce the spaces V ka (Q) = H
k
a (Q) ∩ H
0
a(Q) and V
k−1/2
a (Γi) = H
k−1/2
a (Γi) ∩ H
0
a(Γi) because they
coincide with Hka (Q) and H
k−1/2
a (Γi), respectively, in the case of bounded domain Q.
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We introduce the new variables x′ = 2−lx. Using the equivalence of the norms (7.8) and interpo-
lation inequality (7.9) with q = |p|2l and passing back to the variables x = 2lx′, we have
|p|2(k−s)‖u‖2Hsa(Θ) ≤ k2|p|
2(k−s)
+∞∑
l=−∞
2(2(a−s)+n)l
∑
|α|≤s
∫
Θ0
|Dαx′(ξlu)(x′)|2dx′
≤ k3
+∞∑
l=−∞
2(2(a−k)+n)l

 ∑
|α|≤k
∫
Θ0
|Dαx′(ξlu)(x′)|2dx′ + |p|2k22lk
∫
Θ0
|(ξlu)(x′)|2dx′


≤ k4
+∞∑
l=−∞
(‖ξlu‖2Hka (Θl) + |p|
2k‖ξlu‖2H0a(Θl)),
where k2, k3, k4 > 0 do not depend on u and p. Combining this inequality with (7.8) yields (7.5).
2. Note that the relation u ∈ Hka (Θ) implies that u ∈ V ka (Θ), provided that u is compactly
supported. Therefore, using a partition of unity, interpolation inequality (7.5), and the interpolation
inequality of the kind (7.9) for Sobolev spaces, we obtain (7.6) for all u ∈ Hka (Q) and p ∈ Rd.
Lemma 7.2. 1. For all u ∈ V 1a (Θ) and p ∈ Rd, we have
|p|1/2‖u|Γ‖H0a(Γ) ≤ c1|||u|||V 1a (Θ), (7.10)
where Θ and Γ are defined in (7.1) and (7.2) respectively, while c1 > 0 does not depend on u
and p.
2. For all u ∈ H1a(Q) and p ∈ Rd, we have
|p|1/2‖u|Γi‖H0a(Γi) ≤ c2|||u|||H1a(Q), (7.11)
where c2 > 0 does not depend on u and p.
Proof. Similarly to the proof of Lemma 7.1, it suffices to prove inequality (7.10).
Denote Γl = {x = (y, z) ∈ Γ : 2l−1 < r < 2l+1}, l = 0,±1,±2, . . . . Let ξl be the same functions
as in the proof of Lemma 7.1.
Similarly to (7.8), we have
‖u|Γ‖2H0a(Γ) ≈
+∞∑
l=−∞
‖(ξlu)|Γl‖2H0a(Γl), (7.12)
where the symbol ≈ means the equivalence of the norms.
Using the theorem about extension of functions from a domain with Lipshitz boundary to Rn and
applying the interpolation inequality for the Sobolev space W 1(Rn) (see [2, Sec. 1]), we obtain
q‖v|Γ0‖2L2(Θ0) ≤ k1(‖v‖2W1(Θ0) + q2‖v‖2L2(Θ0)), (7.13)
for all v ∈ W k(Θ0) and q > 0, where k1 > 0 does not depend on v and q.
We introduce the new variables x′ = 2−lx. Using the equivalence of the norms (7.12) and the
interpolation inequality (7.13) with q = |p|2l and passing back to the variables x = 2lx′, we have
|p| · ‖u|Γ‖2H0a(Γ) ≤ k2|p|
+∞∑
l=−∞
2(2a+n−1)l
∫
Γ0
|(ξlu)(x′)|Γ0 |2dΓ0
≤ k3
+∞∑
l=−∞
2(2a+n−2)l


∑
|α|≤1
∫
Θ0
|Dαx′(ξlu)(x′)|2dx′ + |p|222l
∫
Θ0
|(ξlu)(x′)|2dx′


≤ k4
+∞∑
l=−∞
(‖ξlu‖2H1a(Θl) + |p|
2‖ξlu‖2H0a(Θl)),
where k2, k3, k4 > 0 do not depend on u and p. Combining this inequality with (7.8) yields (7.10).
In particular, it follows from Lemmas 7.1 and 7.2 that
|||u|Γ|||
V
k−1/2
a (Γ)
≤ c|||u|||V ka (Θ), (7.14)
|||u|Γi |||Hk−1/2a (Γi) ≤ C|||u|||Hka (Q), (7.15)
where c, C > 0 do not depend on u and p.
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Lemma 7.3. For all ψ ∈ V k−1/2a (Γ), k ≥ 2 is an integer, p ∈ Rd, and integer s, 0 < s < k, we have
|p|k−s−1/2‖ψ‖Hsa(Γ) ≤ c|||ψ|||V k−1/2a (Γ), (7.16)
where Γ is defined by (7.2) and c > 0 does not depend on ψ and p.
Proof. The proof is based on the following interpolation inequality for Sobolev spaces in Rn−1 (see [2,
Sec. 1]):
q2(k−s−1/2)‖v‖2Ws(Rn−1) ≤ k1(‖v‖2Wk−1/2(Rn−1) + q2(k−1/2)‖v‖2L2(Rn−1)) (7.17)
for all v ∈ W k−1/2(Rn−1), q > 0, and integer s, 0 < s < k, where k1 > 0 does not depend on v and
q. We will use the following equivalent norm in the space W k−1/2(Rn−1):

 ∑
|α|=k−1
∫
Rn−1
∫
Rn−1
|Dαv(x1)−Dαv(x2)|2 dx1dx2|x1 − x2|n +
∑
|α|≤k−1
∫
Rn−1
|Dαv(x)|2dx


1/2
(7.18)
(see, e.g., [30]).
Denote Γl = {x = (y, z) ∈ Γ : 2l−1 < r < 2l+1}, l = 0,±1,±2, . . . . Let ξl be the same functions
as in the proof of Lemmas 7.1 and 7.2.
Using relations (7.7) and the fact that supp ξl ∩Θj = ∅ for j 6= l− 1, l, l+1, one can easily verify
that
‖ψ‖Hsa(Γ) ≈
(
+∞∑
l=−∞
‖ξlψ‖2Hsa(Γl)
)1/2
(7.19)
for s = 0, 1/2, 1, 3/2, . . . , where the symbol ≈ means the equivalence of the norms (in particular, see
Lemma 1.1 in [20] for noninteger s).
Further, introducing the new variables x′ = 2−lx and using equivalence (7.19), the interpolation
inequality (7.17) with q = |p|2l, and the equivalent norm (7.18) in the Sobolev space (which is possible
because the functions ξl are compactly supported), we obtain
|p|2(k−s−1/2)‖ψ‖2Hsa(Γ)
≤ k2
+∞∑
l=−∞
22l(a−k+1/2)2l(n−1) · |p|2(k−s−1/2)22l(k−s−1/2)
∑
|α|≤s
∫
Γ0
|Dαx′(ξlψ)(x′)|2dx′
≤ k3
+∞∑
l=−∞
22l(a−k+1/2)2l(n−1)
×

 ∑
|α|=k−1
∫
Γ
∫
Γ
|Dαx′(ξlψ)(x′1)−Dαx′(ξlψ)(x′2)|2 dx
′
1dx
′
2
|x′1 − x′2|n
+
∑
|α|≤k−1
∫
Γ0
|Dαx′(ξlψ)(x′)|2dx′ + |p|2(k−1/2)22l(k−1/2)
∫
Γ0
|(ξlψ)(x′)|2dx′


≤ k4
+∞∑
l=−∞
22l(a−k+1/2)2l(n−1)
×

 ∑
|α|=k−1
∫
Γ
∫
Γ
∣∣|y′1|aDαx′(ξlψ)(x′1)− |y′2|aDαx′(ξlψ)(x′2)∣∣2 dx′1dx′2|x′1 − x′2|n
+
∑
|α|≤k−1
∫
Γ0
|y′|2(a+|α|−k+1/2)|Dαx′(ξlψ)(x′)|2dx′
+ |p|2(k−1/2)22l(k−1/2)
∫
Γ0
|y′|2a|(ξlψ)(x′)|2dx′

 ,
where k2, k3, . . . > 0 do not depend on ψ and p, x
′
i = (y
′
i, z
′
i) ∈ Γ, y′i ∈ R2, and z′i ∈ Rn−2, i = 1, 2.
In the last inequality, we have also used the fact that supp ξl ∩Qj = ∅ for j 6= l− 1, l, l+ 1. Passing
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back to the variables x = 2lx′, we have
|p|2(k−s−1/2)‖ψ‖2Hsa(Γ)
≤ k5
+∞∑
l=−∞

 ∑
|α|=k−1
∫
Γ
∫
Γ
∣∣|y1|aDα(ξlψ)(x1)− |y2|aDα(ξlψ)(x2)∣∣2 dx1dx2|x1 − x2|n
+
∑
|α|≤k−1
∫
Γl
|y|2(a+|α|−k+1/2)|Dα(ξlψ)(x)|2dx+ |p|2(k−1/2)
∫
Γl
|y|2a|(ξlψ)(x)|2dx

 ,
where xi = (yi, zi) ∈ Γ, yi ∈ R2, and zi ∈ Rn−2, i = 1, 2. It follows from this inequality and from
Lemma 1.3 in [20] (about the equivalent norms in the weighted trace spaces) that
|p|2(k−s−1/2)‖ψ‖2Hsa(Γ) ≤ k6
+∞∑
l=−∞
(‖ξlψ‖2
H
k−1/2
a (Γl)
+ |p|2(k−1/2)‖ξlψ‖2H0a(Γl)). (7.20)
Combining (7.20) with the equivalence of the norms (7.19), we obtain (7.16).
7.2
Consider the differential operators
A0(p) ≡ A0(x,D, p) =
∑
|α|+|β|=2m
aαβ(x)p
βDα,
B0iµs(p) ≡ B0iµs(x,D, p) =
∑
|α|+|β|=miµ
biµsαβ(x)p
βDα,
where aαβ, biµsαβ ∈ C∞(Rn) are complex-valued functions (i = 1, . . . , N0; µ = 1, . . . , m; s =
0, . . . , Si), β = (β1, . . . , βd), |β| = |β1|+ · · ·+ |βd|, pβ = pβ11 . . . pβdd , and miµ ≤ 2m− 1.
We study the following nonlocal elliptic problem:
A(p)u ≡ A0(p)u+ A1(p)u = f0(x), x ∈ Q, (7.21)
Biµ(p)u ≡
3∑
j=0
Bjiµ(p)u = fiµ(x), x ∈ Γi; i = 1, . . . , N0; µ = 1, . . . ,m. (7.22)
Here
B0iµ(p)u = B
0
iµ0(p)u|Γi , B1iµ(p)u =
Si∑
s=1
(
B0iµs(x,D, p)(ξu)
)(
ωis(x)
)∣∣
Γi
,
the function ξ and the transformations ωis are the same as in Sec. 6. In particular, we assume that
Conditions 1.3 and 1.4 hold.
Introduce the variable t = (t1, . . . , td) ∈ Rd and formally replace the expressions pβ in the op-
erators A0(x,Dx, p) and B
0
iµ0(x,Dx, p) by the differential operators D
β
t . Assume that the following
conditions hold (cf. [2, 20]).
Condition 7.1. The operator A0(x,Dx, Dt) is properly elliptic for (x, t) ∈ Q× Rd.
Condition 7.2. The system {B0iµ0(x,Dx, Dt)}mµ=1 covers the operator A0(x,Dx, Dt) and is normal
for all i = 1, . . . , N0 and (x, t) ∈ Γi × Rd.
We also assume that the following conditions for the operators A1(p), B2iµ(p), and B
3
iµ(p) hold.
Condition 7.3 (smallness of perturbations). We have
|||A1(p)u|||Hla(Q) ≤ c1|||u|||Hl+2m−1a (Q),
|||B3iµ(p)u|||
H
l+2m−miµ−1/2
a (Γi)
≤ c2|||u|||Hl+2m−1a (Q),
where i = 1, . . . , N0, µ = 1, . . . ,m, and c1, c2 > 0 do not depend on u and p.
Condition 7.4 (separability from the conjugation points). There exist numbers σ > 0 and κ1 >
κ2 > 0 such that
|||B2iµ(p)u|||
H
l+2m−miµ−1/2
a (Γi)
≤ c1|||u|||
Hl+2ma (Q\Kκ11 )
(7.23)
for all u ∈ H l+2ma (Q \ Kκ11 ) and
|||B2iµ(p)u|||
H
l+2m−miµ−1/2
a (Γi\Kκ21 )
≤ c2|||u|||Hl+2ma (Qσ) (7.24)
for all u ∈ H l+2ma (Qσ); here i = 1, . . . , N0; µ = 1, . . . ,m; c1, c2 > 0 do not depend on u and p.
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Remark 7.1. 1. It follows from Condition 7.3 and from Lemma 7.1 that
|||A1(p)u|||Hla(Q) ≤ c1|p|
−1|||u|||
Hl+2ma (Q)
,
|||B3iµ(p)u|||
H
l+2m−miµ−1/2
a (Γi)
≤ c2|p|−1|||u|||Hl+2ma (Q).
Therefore, the norms of the operators A1(p) and B3iµ(p) are small, provided that |p| is large.
2. Condition 7.4 is an analog of Condition 6.2.
Remark 7.2. Let the transformations ωis and the set K be the same as in Secs. 1–5. Consider the
problem ∑
|α|+|β|≤2m
aαβ(x)p
βDαu(x) = f0(x), x ∈ Q,
∑
|α|+|β|≤miµ
Si∑
s=0
biµsαβ(ωis(x))p
β(Dαu)(ωis(x))|Γi = fiµ(x),
x ∈ Γi; i = 1, . . . , N0; µ = 1, . . . ,m.
This problem can be represented in the form (7.21), (7.22). Indeed, set
A0(p) =
∑
|α|+|β|=2m
aαβ(x)p
βDα, A1(p) =
∑
|α|+|β|≤2m−1
aαβ(x)p
βDα,
B0iµ(p)u =
∑
|α|+|β|=miµ
biµ0αβ(x)p
βDαu|Γi ,
B1iµ(p)u =
∑
|α|+|β|=miµ
Si∑
s=1
biµsαβ(ωis(x))p
β(Dα(ξu))(ωis(x))|Γi ,
B2iµ(p)u =
∑
|α|+|β|=miµ
Si∑
s=1
biµsαβ(ωis(x))p
β(Dα((1− ξ)u))(ωis(x))|Γi ,
B3iµ(p)u =
∑
|α|+|β|≤miµ−1
Si∑
s=0
biµsαβ(ωis(x))p
β(Dαu)(ωis(x))|Γi .
Clearly, the operator A1(p) satisfies Condition 7.3.
Let s = 0, . . . Si and |α|+|β| ≤ miµ−1. Denote by u1 an extension of the function u to Q∪ωis(Ωi),
defined by Lemma 4.4 and satisfying the inequalities
‖u1‖Hνa (Q∪ωis(Ωi)) ≤ k1‖u‖Hνa (Q), ν = 0, . . . , l + 2m − 1. (7.25)
Clearly,
biµsαβ(ωis(x))p
β(Dαu)(ωis(x))|Γi = biµsαβ(ωis(x))pβ(Dαu1)(ωis(x))|Γi .
Therefore, using (7.15) and (7.25), we have
|||biµsαβ(ωis(x))pβ(Dαu)(ωis(x))|Γi |||
H
l+2m−miµ−1/2
a (Γi)
≤ k2|||u1|||Hl+2m−1a (ωis(Ωi)) ≤ k3|||u|||Hl+2m−1a (Q)
for α and β such that |α| + |β| ≤ miµ − 1. This inequality proves that the operators B3iµ(p) satisfy
Condition 7.3.
To show that the operators B2iµ(p) satisfy Condition 7.4, one must repeat the proof of Lemma 4.6
with the norms ‖ · ‖ replaced by the norms ||| · |||, taking into account inequality (7.15).
We consider the linear bounded operators L0(p),L1(p),L(p) : H l+2ma (Q)→Hla(Q,Γ) given by
L
0(p) = {A(p), B0iµ(p)}, L1(p) = {A(p), B0iµ(p) +B1iµ(p)}, L(p) = {A(p),Biµ(p)}.
The invertibility of the operator L0(p) was proved in [20]. Our aim is to study the operator L1(p)
and then L(p). First, we will consider model problems with a parameter corresponding to the points
of the sets K1 and K2.
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7.3
Fix a point g ∈ K1. Using the reasoning similar to that in Sec. 1, we arrive at the following model
problem (cf. (1.9), (1.10)):
Aj(x,Dy , Dz, p)vj(x) = fj(x), x ∈ Θj ; j = 1, . . . , N, (7.26)
N∑
k=1
Sjρk∑
s=0
(Bjρµks(x,Dy , Dz, p)vk)(Gjρksy, z)|Γjρ = fjρµ(x), x ∈ Γjρ;
j = 1, . . . , N ; ρ = 1, 2; µ = 1, . . . ,m,
(7.27)
where Aj(x,Dy , Dz, p) and Bjρµks(x,Dy , Dz , p) are differential operators of order 2m and mjρµ,
respectively, with the parameter p, having variable coefficients of class C∞, while Θj , Γjρ, and Gjρks
are the same as in (1.9), (1.10).
Introduce the spaces of vector-valued functions
Vka (Θ) =
N∏
j=1
V ka (Θj), Vla(Θ,Γ) = Vla(Θ)×
N∏
j=1
∏
ρ=1,2
m∏
µ=1
V
l+2m−mjρµ−1/2
a (Γjρ),
where mjρµ is the order of the operator Bjρµks(x,Dy , Dz, p). Consider the linear bounded operator
Lg(p) : Vl+2ma (Θ)→ Vla(Θ,Γ) given by
Lg(p)v =
{
Aj(Dy, Dz , p)vj(y, z),
∑
k,s
(Bjρµks(Dy, Dz , p)vk)(Gjρksy, z)|Γjρ
}
, (7.28)
whereAj(Dy, Dz, p) andBjρµks(Dy, Dz, p) are principal homogeneous parts
3 of the operators Aj(0, Dy , Dz, p)
and Bjρµks(0, Dy , Dz, p), respectively. Clearly, if we replace p
β by Dβt , then each of the obtained oper-
ators Aj(Dy , Dz, Dt) will be properly elliptic for (x, t) ∈ Θj×Rd, while the system {Bjρµj0(Dy , Dz, Dt)}mµ=1
will cover the operator Aj(Dy , Dz, Dt) and be normal for all (x, t) ∈ Γjρ × Rd, j = 1, . . . , N , and
ρ = 1, 2.
We also set
L′g(p)v =
{
A0j(x,Dy, Dz , p)vj(y, z),
∑
k,s
(B0jρµks(x,Dy , Dz, p)vk)(Gjρksy, z)|Γjρ
}
,
where A0j(x,Dy, Dz, p) and B
0
jρµks(x,Dy , Dz, p) are principal homogeneous parts of the operators
Aj(x,Dy , Dz , p) and Bjρµks(x,Dy , Dz, p), respectively.
Further, we set
Lg(η, p)V =
{
Aj(Dy , η, p)Vj(y),
∑
k,s
(Bjρµks(Dy , η, p)Vk)(Gjρksy)|Γjρ
}
, η ∈ Rn−2.
Replacing (η, p) by ω = (η, p)/|(η, p)|, we obtain the bounded operator
Lg(ω) : E l+2ma (θ)→ E la(θ, γ)
given by
Lg(ω)V =
{
Aj(Dy , ω)Vj(y),
∑
k,s
(Bjρµks(Dy , ω)Vk)(Gjρksy)|Γjρ
}
, ω ∈ Sn+d−3. (7.29)
Finally, we consider the analytic operator-valued function
Lˆg(λ) :W l+2m(d1, d2)→W l[d1, d2]
given by (2.2).
In this subsection, we prove that the absence of eigenvalues of Lˆg(λ) on the line Imλ = a+1−l−2m
and the triviality of the kernel and cokernel of Lg(ω) guarantees the existence of the inverse operators
L−1g (p) for p ∈ Rd \ {0}, uniformly bounded in the corresponding norms ||| · |||. We introduce these
norms by setting
|||u|||Vka (Θ) =
(∑
j
|||u|||2V ka (Θj)
)1/2
,
|||f |||Vla(Θ,Γ) =
(∑
j
|||fj |||2V la(Θj) +
∑
j,ρ,µ
|||fjρµ|||2
V
l+2m−mjρµ−1/2
a (Γj)
)1/2
, f = {fj , fjρµ}.
3In this section, the notion “principal homogeneous part” takes into account the parameter p, e.g., the operator
Aj(Dy, Dz , p) consists of the terms ajαβ(x)p
βDα, where |α|+ |β| = 2m.
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Theorem 7.1. Let Conditions 7.1, 7.2, 1.3, and 1.4 hold. Assume that the line Imλ = a+1− l−2m
contains no eigenvalues of Lˆg(λ) and dimN (Lg(ω)) = codimR(Lg(ω)) = 0 for any ω ∈ Sn+d−3.
Then the operator Lg(p) is an isomorphism for p ∈ Rd \ {0} and
|||u|||Vl+2ma (Θ) ≤ c|||Lg(p)u|||Vla(Θ,Γ), p ∈ R
d \ {0}, (7.30)
where c > 0 does not depend on u and p.
To prove Theorem 7.1, we preliminary consider the bounded operator
Lg(p) : E l+2ma (Θ)→ E la(Θ,Γ)
given by (7.28) for p ∈ Sd−1, where
Eka (Θ) =
N∏
j=1
Eka(Θj), E la(Θ,Γ) = E la(Θ)×
N∏
j=1
∏
ρ=1,2
m∏
µ=1
E
l+2m−mjρµ−1/2
a (Γjρ),
while Eka(Θj) is the completion of the set C
∞
0 (Θj \ {0}) with respect to the norm
‖v‖Eka(Θj) =
( ∑
|α|≤k
∫
Θj
|y|2a(|y|2(|α|−k) + 1)|Dαx v(x)|2 dx
)1/2
and E
k−1/2
a (Γjρ) (k ≥ 1 is an integer) is the space of traces on Γjρ with the norm
‖ψ‖
E
k−1/2
a (Γjρ)
= inf ‖v‖Eka (Θj) (v ∈ E
k
a(Θj) : v|Γjρ = ψ).
Lemma 7.4. Let Conditions 7.2, 1.3, and 1.4 hold, and let fjρµ ∈ El+2m−mjρµ−1/2a (Γjρ). Then there
exists a function u ∈ E l+2ma (Θ) such that∑
k,s
(Bjρµks(Dy , Dz, p)uk)(Gjρksy, z)|Γjρ = fjρµ, p ∈ Sd−1,
‖u‖El+2ma (Θ) ≤ c
∑
j,ρ,µ
‖fjρµ‖
E
l+2m−mjρµ−1/2
a (Γjρ)
, p ∈ Sd−1,
where c > 0 does not depend on u and p.
Proof. By Lemma 9.2′ in [20], there exists a function v = (v1, . . . , vN ) ∈ E l+2ma (Θ) such that
Bjρµj0(Dy , Dz, p)vj |Γjρ = fjρµ and
‖v‖El+2ma (Θ) ≤ k1
∑
j,ρ,µ
‖fjρµ‖
E
l+2m−mjρµ−1/2
a (Γjρ)
, p ∈ Sd−1.
Let d0 be the number defined in (5.21). Consider functions ξk ∈ C∞(R) depending on the polar angle
ϕ of the point y ∈ R2, such that ξk(ϕ) = 1 for dk1 ≤ ϕ ≤ dk1 + d0/2 and dk2 − d0/2 ≤ ϕ ≤ dk2 and
ξk(ϕ) = 0 for dk1 + d0 ≤ ϕ ≤ dk2 − d0.
Since the operator of multiplication by ξj is bounded in E
l+2m
a (Θj), we see that the function
u = (ξ1v1, . . . , ξNvN ) is the desired one.
Lemma 7.5. Let the conditions of Theorem 7.1 be fulfilled. Then the operator Lg(p) : E l+2ma (Θ)→
E la(Θ,Γ) is an isomorphism for p ∈ Sd−1 and
‖u‖El+2ma (Θ) ≤ c‖Lg(p)u‖Ela(Θ,Γ), p ∈ S
d−1,
where c > 0 does not depend on u and p.
Proof. 1. Due to Lemma 7.4, it suffices to prove the unique solvability of the problem
Aj(Dy , Dz, p)uj(y, z) = fj(y, z), (y, z) ∈ Θj , (7.31)∑
k,s
(Bjρµks(Dy , Dz, p)uk)(Gjρksy, z)|Γjρ = 0 (7.32)
and to show that
‖u‖El+2ma (Θ) ≤ k1‖{fj}‖Ela(Θ), p ∈ S
d−1,
where k1 > 0 does not depend on u and p.
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2. Making the Fourier transform with respect to z, we see that problem (7.31), (7.32) is equivalent
to the following one:
Aj(Dy , η, p)u˜j(y, η) = f˜j(y, η), y ∈ θj , η ∈ Rn−2, (7.33)∑
k,s
(Bjρµks(Dy , η, p)u˜k)(Gjρksy, η)|γjρ = 0, η ∈ Rn−2, (7.34)
where u˜j(y, η) is the Fourier transform of uj(y, z) with respect to z.
Set u˜j(y, η) = |(η, p)|−2mUj(|(η, p)|y, η) and f˜j(y, η) = Fj(|(η, p)|y, η). Then problem (7.33),
(7.34) takes the form
Aj(DY , ω)Uj(Y, η) = Fj(Y, η), y ∈ θj , η ∈ Rn−2, (7.35)∑
k,s
(Bjρµks(DY , ω)Uk)(GjρksY, η)|γjρ = 0, η ∈ Rn−2, (7.36)
where ω = (η, p)/|(η, p)| ∈ Sn+d−3 and Y = |(η, p)|y.
It follows from the conditions of the lemma and from Theorem 2.1 that problem (7.35), (7.36) has
a unique solution U ∈ E l+2ma (θ) for any right-hand side {Fj} ∈ E la(θ) and
‖U‖El+2ma (θ) ≤ k2‖{Fj}‖Ela(θ), ω ∈ S
n+d−3,
where k2 > 0 does not depend on u and ω.
Thus, the lemma will be proved if we show that
‖{fj}‖2Ela(Θ) ≈
∫
Rn−2
|(η, p)|−2(a−l+1)‖{Fj(·, η)}‖2Ela(θ)dη, (7.37)
‖u‖2El+2ma (Θ) ≈
∫
Rn−2
|(η, p)|−2(a−l+1)‖U(·, η)‖2El+2ma (θ)dη; (7.38)
here the symbol ≈ between two expressions means that the first expression can be estimated from the
below and from the above by the second expression with positive constants independent of p ∈ Sd−1.
3. Let us prove relation (7.37). Using the Parseval equality, we have
‖fj‖2Ela(Θj) =
∑
|α|+|β|≤l
∫
θj
∫
Rn−2
|y|2a(|y|2(|α|+|β|−l) + 1)|DαyDβz fj(y, z)|2dydz
=
∑
|α|+|β|≤l
∫
θj
∫
Rn−2
|y|2a(|y|2(|α|+|β|−l) + 1)|ηβ |2|Dαy f˜j(y, η)|2dydη.
Using Fubini’s theorem and making the change of variables Y = |(η, p)|y for each fixed η, we obtain
‖fj‖2Ela(Θj) =
∑
|α|+|β|≤l
∫
Rn−2
∫
θj
|(η, p)|−2(a+1−|α|)|Y |2a
× (|(η, p)|−2(|α|+|β|−l)|Y |2(|α|+|β|−l) + 1)|ηβ |2|DαY F (Y, η)|2dY dη
=
∑
|α|≤l
l−|α|∑
ν=0
∫
Rn−2
∫
θj
Φαν(η, p, Y )|DαY F (Y, η)|2dY dη, (7.39)
where
Φαν(η, p, Y ) =
∑
|β|=ν
|(η, p)|−2(a−l+1)|Y |2a |η
β |2
|(η, p)|2|β|
(|Y |2(|α|+|β|−l) + |(η, p)|2(|α|+|β|−l)).
Note that p ∈ Sd−1 and |α|+ |β| − l ≤ 0, which implies that
|(η, p)|2(|α|+|β|−l) ≤ 1.
Therefore,
|Y |2(|α|+|β|−l) + |(η, p)|2(|α|+|β|−l) ≤ |Y |2(|α|+|β|−l) + 1. (7.40)
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Furthermore, since p ∈ Sd−1, we have∑
|β|=ν
|ηβ |2
|(η, p)|2|β| ≤ k3 (η ∈ R
n−2, p ∈ Sd−1, ν = 0, . . . , l), (7.41)
where k3 > 0 does not depend on η and p.
Relations (7.39)–(7.41) imply that
‖fj‖2Ela(Θj)
≤ k3
∑
|α|≤l
l−|α|∑
ν=0
∫
Rn−2
∫
θj
|(η, p)|−2(a−l+1)|Y |2a(|Y |2(|α|+ν−l) + 1)|DαY Fj(Y, η)|2dY dη. (7.42)
Clearly,
|Y |2(|α|−l) + 1 ≤
l−|α|∑
ν=0
|Y |2(|α|+ν−l) ≤ k4(|Y |2(|α|−l) + 1), Y ∈ R2, (7.43)
where k4 > 0 does not depend on Y .
Inequalities (7.42) and (7.43) imply that
‖fj‖2Ela(Θj) ≤ k3k4
∫
Rn−2
|(η, p)|−2(a−l+1)‖Fj(·, η)‖2Ela(θj )dη. (7.44)
Now we estimate the norm ‖fj‖2Ela(Θj) from below. To do this, we write it as follows:
‖fj‖2Ela(Θj) =
∑
|α|≤l
l−|α|∑
ν=0

 ∫
|η|<1
∫
θj
Φαν(η, p, Y )|DαY F (Y, η)|2dY dη
+
∫
|η|>1
∫
θj
Φαν(η, p, Y )|DαY F (Y, η)|2dY dη

 . (7.45)
For |η| < 1, we have
l−|α|∑
ν=0
∑
|β|=ν
|ηβ |2
|(η, p)|2|β|
(|Y |2(|α|+|β|−l) + |(η, p)|2(|α|+|β|−l))
≥ |Y |2(|α|−l) + |(η, p)|2(|α|−l) ≥ k5(|Y |2(|α|−l) + 1),
where k5 > 0 does not depend on Y , η, and p. Therefore,
∑
|α|≤l
l−|α|∑
ν=0
∫
|η|<1
∫
θj
Φαν (η, p, Y )|DαY F (Y, η)|2dY dη
≥ k5
∑
|α|≤l
∫
|η|<1
∫
θj
|(η, p)|−2(a−l+1)|Y |2a(|Y |2(|α|−l) + 1)|DαY F (Y, η)|2dY dη. (7.46)
For |η| > 1, we have
∑
|β|=ν
|ηβ |2
|(η, p)|2|β| ≥ k6 (p ∈ S
d−1, ν = 0, . . . , l), (7.47)
where k6 > 0 does not depend on η and p. It follows from (7.43) and (7.47) that
∑
|α|≤l
l−|α|∑
ν=0
∫
|η|>1
∫
θj
Φαν(η, p, Y )|DαY F (Y, η)|2dY dη
≥ k6
∑
|α|≤l
l−|α|∑
ν=0
∫
|η|>1
∫
θj
|(η, p)|−2(a−l+1)|Y |2(a+|α|+ν−l)|DαY F (Y, η)|2dY dη
≥ k6
∑
|α|≤l
∫
|η|>1
∫
θj
|(η, p)|−2(a−l+1)|Y |2a(|Y |2(|α|−l) + 1)|DαY F (Y, η)|2dY dη. (7.48)
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Inequalities (7.45), (7.46), and (7.48) imply that
‖fj‖2Ela(Θj) ≥ k7
∫
Rn−2
|(η, p)|−2(a−l+1)‖Fj(·, η)‖2Ela(θj )dη, (7.49)
where k7 > 0 does not depend on p.
Relation (7.37) follows from (7.44) and (7.49). Similarly, one can prove (7.38).
Now we can prove Theorem 7.1.
Proof of Theorem 7.1. It is easy to see that u(x) is a solution of the problem
Aj(Dy , Dz, p)uj(y, z) = fj(y, z), (y, z) ∈ Θj ,
Bjρµ(p)u ≡
∑
k,s
(Bjρµks(Dy , Dz, p)uk)(Gjρksy, z)|Γjρ = fjρµ(y, z), (y, z) ∈ Γjρ,
iff the function v(x) = u(|p|−1x) is a solution of the problem
Aj(Dy, Dz, p|p|−1)vj(y, z) = |p|−2mfj(|p|−1y, |p|−1z), (y, z) ∈ Θj ,
Bjρµ(p|p|−1)v ≡
∑
k,s
(Bjρµks(Dy, Dz, p|p|−1)vk)(Gjρksy, z)|Γjρ
= |p|−mjρµfjρµ(|p|−1y, |p|−1z), (y, z) ∈ Γjρ,
where p ∈ Rd \ {0}.
Further, we shall use the following inequalities:
‖vj‖2El+2ma (Θj) ≥ |p|
2a+n−2(l+2m)|||uj |||2V l+2ma (Θj), p ∈ R
d \ {0}, (7.50)
‖Aj(Dy , Dz, p|p|−1)vj‖2Ela(Θj)
≤ k1|p|2a+n−2(l+2m)|||Aj(Dy , Dz, p)uj |||2V la(Θj), p ∈ R
d \ {0}, (7.51)
‖Bjρµ(p|p|−1)v‖2
E
l+2m−mjρµ−1/2
a (Γjρ)
≤ k2|p|2a+n−2(l+2m)|||Bjρµ(p)u|||2
V
l+2m−mjρµ−1/2
a (Γjρ)
, p ∈ Rd \ {0}, (7.52)
where k1, k2 > 0 do not depend on u and p. To obtain inequality (7.50), we introduce the new
variables x′ = |p|−1x and y′ = |p|−1y, where x = (y, z), x′ = (y′, z′), y, y′ ∈ R2, and z, z′ ∈ Rn−2.
Then we have
‖vj‖2El+2ma (Θj) =
∑
|α|≤l+2m
∫
Θj
|y|2a(|y|2(|α|−l−2m) + 1)|Dαxuj(|p|−1x)|2dx
= |p|2a+n−2(l+2m)
∑
|α|≤l+2m
∫
Θj
|y′|2a(|y′|2(|α|−l−2m) + |p|2(l+2m−|α|))|Dαx′uj(x′)|2dx′
≥ |p|2a+n−2(l+2m)|||uj |||2V l+2ma (Θj).
Using Lemma 7.1, similarly to (7.50), we derive (7.51).
To obtain inequality (7.52), one can use the equivalent norms in E
k−1/2
a (Γjρ) and H
k−1/2
a (Γjρ)
given by
‖u‖′
E
k−1/2
a (Γjρ)
=

 ∑
|α|=k−1
∫
Γjρ
∫
Γjρ
∣∣|y1|aDαu(x1)− |y2|aDαu(x2)∣∣2 dx1dx2|x1 − x2|n
+
∑
|α|≤k−1
∫
Γjρ
|y|2a(|y|2(|α|−k+1/2) + 1)|Dαu(x)|2dx


1/2
,
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‖u‖′
H
k−1/2
a (Γjρ)
=

 ∑
|α|=k−1
∫
Γjρ
∫
Γjρ
∣∣|y1|aDαu(x1)− |y2|aDαu(x2)∣∣2 dx1dx2|x1 − x2|n
+
∑
|α|≤k−1
∫
Γjρ
|y|2(a+|α|−k+1/2)|Dαu(x)|2dx


1/2
(see Lemmas 9.1 and 1.3 in [20]) and Lemma 7.3.
Now the assertion of the theorem follows from Lemma 7.5 and inequalities (7.50), (7.51), and (7.52).
Further, we prove an analog of Corollary 2.1. Introduce the linear bounded operator L′′g (p) :
Vl+2ma (Θ)→ Vla(Θ,Γ) by the formula
L′′g (p)v = Lg(p)v + η(L′g(p)− Lg(p))v,
where η is the same function as in Sec. 2.3.
Corollary 7.1. Let the conditions of Theorem 7.1 hold. Then the operator L′′g (p) : Vl+2ma (Θ) →
Vla(Θ,Γ) is an isomorphism for all sufficiently small δ > 0 and p ∈ Rd \ {0} and
|||u|||Vl+2ma (Θ) ≤ c|||L
′′
g (p)u|||Vla(Θ,Γ), p ∈ R
d \ {0},
where c > 0 does not depend on u and p.
Proof. By Theorem 7.1, there is a bounded operator L−1g (p) and estimate (7.30) holds. We have
L′′g (p)L−1g (p) = I +M(p),
where I denotes the identity operator on Vla(Θ,Γ) and
M(p) = η(L′g(p)− Lg(p))L−1g (p).
It follows from (7.14) that
|||u|Gjρks(Γi)|||V l+2m−mjρµ−1/2a (Gjρks(Γi)) ≤ k1|||u|||V l+2m−mjρµa (Θk),
where k1, k2, . . . > 0 do not depend on u and p. Therefore, similarly to the proof of Corollary 2.1, we
obtain
|||M(p)f |||Vla(Θ,Γ) ≤ k2δ|||L
−1
g (p)f |||Vl+2ma (Θ).
Combining this inequality with (7.30) yields
|||M(p)f |||Vla(Θ,Γ) ≤ k3δ|||f |||Vla(Θ,Γ).
If δ > 0 is so small that k3δ ≤ 1/2, then there exists the inverse operator (I +M(p))−1 bounded in
the norms ||| · |||Vla(Θ,Γ) uniformly with respect to p ∈ R
d \ {0}.
Clearly, the operator L−1g (p)(I +M(p))−1 is the right inverse for L′′g (p) and
|||L−1g (p)(I +M(p))−1f |||Vl+2ma (Θ) ≤ k4|||f |||Vla(Θ,Γ), p ∈ R
d \ {0}.
Similarly, one can prove the existence of a left inverse operator for L′′g (p).
7.4
Now we fix an arbitrary point g ∈ K2. Similarly to Sec. 1.4, we arrive at the following model operator:
Lg(p) : V l+2ma (Rn+)→ Vla(Rn+,Γ)
= V la(R
n
+)× V l+2m−miµ−1/2a (Rn−1− )× V l+2m−miµ−1/2a (Rn−1+ )
given by
Lg(p)u =
(
A(Dy, Dz, p)u, Biµ0(Dy, Dz, p)u|ϕ=−pi/2, Biµ0(Dy , Dz, p)u|ϕ=pi/2
)
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(cf. (1.16)). We assume that the space V l+2ma (R
n
+) is equipped with the norm (7.3) and Vla(Rn+,Γ)
with the norm
|||f |||Vla(Rn+,Γ) =
(|||f0|||2V la(Rn+) + |||f−|||2V l+2m−miµ−1/2a (Rn−1− ) + |||f+|||2V l+2m−miµ−1/2a (Rn−1+ )
)1/2
,
where f = (f0, f−, f+) and the norm |||f±|||
V
l+2m−miµ−1/2
a (R
n−1
±
)
is defined by (7.4).
Analogously to Sec. 2.5, we consider the linear bounded operator
Lg(ω) : El+2ma (R2+)→ E la(R2+, γ)
given by
Lg(ω)V =
(
A(Dy, ω)V, Biµ0(Dy, ω)V |R− , Biµ0(Dy , ω)V |R+
)
,
where ω = (η, p)/|(η, p)| ∈ Sn+d−3 (cf. (2.26) and (7.29)).
Finally, we consider the analytic operator-valued function
Lˆg(λ) :W l+2m(−pi/2, pi/2)→W l[−pi/2, pi/2]
given by (2.27).
The following theorem is an analog of Theorem 2.3 (cf. Theorem 9.1 and Corollary 9.1 in [20]).
Theorem 7.2. Let Conditions 7.1 and 7.2 hold. Assume that the line Imλ = a+1− l−2m contains
no eigenvalues of Lˆg(λ) and dimN (Lg(ω)) = codimR(Lg(ω)) = 0 for any ω ∈ Sn+d−3. Then the
operator Lg(p) : Vl+2ma (Rn+)→ Vla(Rn+,Γ) is an isomorphism for p ∈ Rd \ {0} and
|||u|||Vl+2ma (Rn+) ≤ c|||Lg(p)u|||Vla(Rn+,Γ), p ∈ R
d \ {0},
where c > 0 does not depend on u and p.
The proof is similar to the proof of Theorem 7.1.
8 Solvability of Nonlocal Elliptic Problems with a Pa-
rameter
8.1
In this section, we prove the unique solvability of nonlocal elliptic problems with a parameter in
bounded domains.
Lemma 8.1. Let H be a Hilbert space and I the identity operator on H. Let Mε(p) and Sε(p) (ε > 0,
p ∈ Rd, and |p| is sufficiently large) be families of bounded operators on H, such that
‖Mε(p)‖ ≤ c1ε, ‖Sε(p)‖ ≤ c2, ‖S2ε (p)‖ ≤ c3|p|−1, (8.1)
where c1, c2, c3 > 0 do not depend on ε and p. Then the operators
Lε(p) = I +Mε(p) + Sε(p)
have bounded inverse operators L−1ε (p) and the estimate
‖L−1ε (p)‖ ≤ c4
holds for sufficiently small ε > 0 and sufficiently large |p|, where c4 > 0 does not depend on ε and p.
Proof. To prove the lemma, we will construct a right and a left inverse operators for Lε(p). We have
Lε(p)
(
I − (Mε(p) + Sε(p))
)
= I −M2ε (p)−Mε(p)Sε(p)− Sε(p)Mε(p)− S2ε (p).
It follows from (8.1) that
‖S2ε (p)‖ ≤ 1/6
for sufficiently large |p| and
‖Mε(p)‖ ≤ min
(
1
/√
6, 1/(12c2)
)
for sufficiently small ε. Therefore,
‖M2ε (p) +Mε(p)Sε(p) + Sε(p)Mε(p) + S2ε (p)‖ ≤ 1/2.
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Thus, the operators
(
I −M2ε (p) −Mε(p)Sε(p)− Sε(p)Mε(p)− S2ε (p)
)−1
exist and are uniformly
bounded with respect to ε and p. Combining this fact with the uniform boundedness of the operators
I − (Mε(p) + Sε(p)), we see that the operators
L−1ε (p) =
(
I − (Mε(p) + Sε(p))
)(
I −M2ε (p)−Mε(p)Sε(p)− Sε(p)Mε(p)− S2ε (p)
)−1
are the right inverse for the operators Lε(p) and
‖L−1ε (p)‖ ≤ c4.
Similarly, one can prove that there exist uniformly bounded left inverse operators for the operators
Lε(p).
Lemma 8.2. Let Conditions 7.1, 7.2, 1.3, and 1.4 hold. Assume that the line Imλ = a+1− l− 2m
contains no eigenvalues of Lˆg(λ) for any g ∈ K and dimN (Lg(ω)) = codimR(Lg(ω)) = 0 for any
g ∈ K and ω ∈ Sn+d−3. Then there is a number p0 > 0 such that the operator L1(p), |p| ≥ p0, has a
bounded inverse and
c1|||L1(p)u|||Hla(Q,Γ) ≤ |||u|||Hl+2ma (Q) ≤ c2|||L
1(p)u|||Hla(Q,Γ), |p| ≥ p0, (8.2)
where c1, c2 > 0 do not depend on u and p.
Proof. 1. The first inequality in (8.2) follows from the definition of the norms ||| · |||, from Lemma 7.1,
and from estimate (7.15). To prove the second inequality in (8.2), we repeat the proof of Lemma 4.3,
replacing there the norms ‖ ·‖ by the norms ||| · |||, Corollary 2.1 and Theorem 2.3 by Corollary 7.1 and
Theorem 7.2, respectively, and the results on elliptic problems in the interior of the domain and near
a smooth part of the boundary by the corresponding results on elliptic problems with a parameter [2]
and taking into account estimate (7.15). Then we obtain the following a priori estimate:
|||u|||
Hl+2ma (Q)
≤ k1(|||L1(p)u|||Hla(Q,Γ) + |||u|||Hl+2m−1a (Q)), p ∈ R
d \ {0},
where k1 > 0 does not depend on u and p. Combining this estimate with the relation
|||u|||
Hl+2m−1a (Q)
≤ |p|−1|||u|||
Hl+2ma (Q)
and taking |p| ≥ p′, where p′ > 0 is sufficiently large, we obtain the second inequality in (8.2).
2. It remains to prove the existence of a right inverse operator for L1(p).
Using the notation from the proof of Lemma 5.2, we introduce the operator
RK1(p)f =
∑
t
(U t)−1
(
ξˆt(L′′gt(p))−1F t
(∑
q
ξtqf
))
(cf. (5.9)). Similarly to (5.24), we prove that
L
1(p)RK1(p)f = ξ0f + TK1(p)f, (8.3)
where TK1(p) : Hla(Q,Γ)→Hla(Q,Γ) is a bounded operator such that
|||TK1(p)f |||Hla(Q,Γ) ≤ c1|||f |||Hla(Q,Γ), (8.4)
|||T 2K1(p)f |||Hla(Q,Γ) ≤ c2|p|
−1|||f |||Hla(Q,Γ), (8.5)
and c1, c2, . . . > 0 do not depend on f , p, and on the number ε in the definition of the function ξ,
|p| ≥ p′.
Estimate (8.4) follows from Corollary 7.1 and inequalities (7.6) and (7.15). Let us prove (8.5). By
analogy with the operators T tjρµ, A′′k , and Ti, i = 1, 2, 3, from the proof of Lemma 5.2, we consider
the corresponding operators T tjρµ(p), A′′k(p) and Ti(p), i = 1, 2, 3, depending on the parameter p.
First, we estimate the norm of T 23 (p)f . Introduce functions ψ
t
k ∈ C∞0 (Θk) such that ψtk(x′) = 1 for
x′ ∈ Ωtk. Using inequality (5.20) with the norms ‖ · ‖ replaced by the norms ||| · |||, the equivalence of
the norms ||| · ||| in the subspaces of H la(Θk) and W l(Θk) consisting of compactly supported functions
vanishing near the edge P , Theorem 4.1 in [2], equality (5.22), Leibniz’ formula, inequality (7.6), and
Corollary 7.1, we have∣∣∣∣∣∣∣∣∣T tjρµ(p)(L′′gt(p))−1F t(∑
q
ξtqT3(p)f
)∣∣∣∣∣∣∣∣∣
V
l+2m−mjρµ−1/2
a (Γjρ)
≤ k1
∑
k
∣∣∣∣∣∣∣∣∣A′′k(p)(ψtk[(L′′gt(p))−1F t(∑
q
ξtqT3(p)f
)]
k
)∣∣∣∣∣∣∣∣∣
V la(Θk)
≤ k2
∣∣∣∣∣∣∣∣∣(L′′gt(p))−1F t(∑
q
ξtqT3(p)f
)∣∣∣∣∣∣∣∣∣
Vl+2m−1a (Θ)
≤ k3|p|−1|||f |||Hla(Q,Γ),
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where p ∈ Rd \ {0} and k1, . . . , k4 > 0 do not depend on f , p, and ε.
The latter inequality implies that
|||T 23 (p)f |||Hla(Q,Γ) ≤ k4|p|
−1|||f |||Hla(Q,Γ), p ∈ R
d \ {0}.
Similarly, we estimate the norm of T 21 (p)f . The analogous estimate for T2(p)f is evident. Thus, we
obtain inequality (8.5) for TK1(p) = T1(p) + T2(p) + T3(p).
Let ζ be a function defined in (5.28). Set ζ1 = 1 − ζ. Since ζ(x) = 1 for x ∈ K2ε1 , it follows
that supp ζ1 ⊂ Q \ K2ε1 . Introduce a function ζˆ1 ∈ C∞(Rn) such that ζˆ1(x) = 1 for x ∈ Q \ K2ε1 and
supp ζˆ1 ⊂ Q \ Kε1.
Due to Theorem 10.4 in [20], there exists a bounded operator R0(p) such that
L0(p)R0(p)f = f
for f ∈ Hla(Q,Γ), supp f ⊂ Q \ K2ε1 , provided that |p| ≥ p′′, where p′′ ≥ p′ is sufficiently large. Thus,
we can set
R(p)f = RK1(p)f +RK1(p)(ηf) + ζˆ1R
0(p)(ζ1f),
where η(x) = ζ0(x)(1− ξ0(x))/ξ0(x) for x ∈ K4ε1 and η(x) = 0 for x /∈ K4ε1 (cf. (5.30)). Since
supp ζˆ1 ⊂ Q \ Kε1, we have
B1iµ(p)
(
ζˆ1R
0(p)(ζ1f)
)
= 0
and hence
L
1(p)R(p)f = L1(p)RK1(p)f + L
1(p)RK1(p)(ηf) + L
0(p)
(
ζˆ1R
0(p)(ζ1f)
)
. (8.6)
Combining this relation with (8.3) and using Leibniz’ formula and Lemmas 7.1 and 7.2, we obtain
L
1(p)R(p)f = ξ0f + TK1(p)f + ζ0(1− ξ0)f + TK1(p)(ηf) + ζ1f + T (p)f
= f + TK1(p)f +M(p)f + T (p)f
or, equivalently,
L
1(p)R(p) = I+ TK1(p) +M(p) + T (p), (8.7)
where
M(p)f = TK1(p)(ηf),
while T (p) : Hla(Q,Γ)→Hla(Q,Γ) is a bounded operator such that
|||T (p)f |||Hla(Q,Γ) ≤ k1|p|
−1|||f |||Hla(Q,Γ), (8.8)
where k1 = k1(ε) > 0 does not depend on f and p.
By inequality (8.4), we have
|||M(p)f |||Hla(Q,Γ) ≤ c3|||ηf |||Hla(Q,Γ).
However, (1− ξ0(x))/ξ0(x) = 0 for x ∈ K1, while the function ζ0 is supported in K4ε1 and satisfies the
inequality in (5.27). Therefore, it follows from the last estimate, from Lemmas 4.1 and 4.2 and from
Remark 4.1 that
|||M(p)f |||Hla(Q,Γ) ≤ c4ε|||f |||Hla(Q,Γ). (8.9)
By virtue of inequalities (8.4), (8.5), and (8.9) and Lemma 8.1, the operator(
I+ TK1(p) +M(p)
)−1
(8.10)
exists and is bounded in the norms ||| · |||Hla(Q,Γ), uniformly with respect to p, |p| ≥ p
′′′, where p′′′ ≥ p′′
is sufficiently large, provided that ε > 0 is a sufficiently small fixed number. Therefore, relation (8.7)
is equivalent to the following one:
L
1(p)R(p)
(
I+ TK1(p) +M(p)
)−1
= I+ T ′(p),
where
T ′(p) = T (p)
(
I+ TK1(p) +M(p)
)−1
.
By virtue of the uniform boundedness of the operator (8.10) and estimate (8.8), there is a sufficiently
large number p0 ≥ p′′′ such that |||T ′(p)||| ≤ 1/2 for |p| ≥ p0 (recall that ε is fixed) and hence
L
1(p)R(p)
(
I+ TK1(p) +M(p)
)−1(
I+ T ′(p)
)−1
= I.
Thus, we have proved the existence of the right inverse operator for L1(p), |p| ≥ p0. Combining
this with the second estimate in (8.2), we complete the proof.
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8.2
In this subsection, we generalize the result of the previous subsection to the operator L(p).
Theorem 8.1. Let Conditions 7.1–7.4, 1.3, and 1.4 hold. Assume that the line Imλ = a+1− l−2m
contains no eigenvalues of Lˆg(λ) for any g ∈ K and dimN (Lg(ω)) = codimR(Lg(ω)) = 0 for any
g ∈ K and ω ∈ Sn+d−3. Then the following assertions are true:
1. there is a number p1 > 0 such that the operator L(p), |p| ≥ p1, has a bounded inverse and
c1|||L(p)u|||Hla(Q,Γ) ≤ |||u|||Hl+2ma (Q) ≤ c2|||L(p)u|||Hla(Q,Γ), |p| ≥ p1, (8.11)
where c1, c2 > 0 do not depend on u and p;
2. the operator L(p) has the Fredholm property and indL(p) = 0 for p ∈ Rd.
To prove Theorem 8.1, we preliminarily consider the operators
Lt(p) = L
1(p) + t
(
L(p)− L1(p)), 0 ≤ t ≤ 1.
Clearly, L0(p) = L
1(p), L1(p) = L(p).
Lemma 8.3. Let the conditions of Theorem 8.1 hold. Then there is a number p1 > 0 such that the
following estimates hold for u ∈ H l+2ma (Q):
c1|||Lt(p)u|||Hla(Q,Γ) ≤ |||u|||Hl+2ma (Q) ≤ c2|||Lt(p)u|||Hla(Q,Γ), |p| ≥ p1, 0 ≤ t ≤ 1, (8.12)
where c1, c2 > 0 do not depend on u, p, and t.
Proof. The definition of the norms ||| · |||, Lemma 7.1, inequality (7.15), and Conditions 7.3 and 7.4
imply the first estimate in (8.12).
Let us prove the second estimate in (8.12). Applying Lemma 8.2 and using Condition 7.3 and the
fact that 0 ≤ t ≤ 1, we have
|||u|||
Hl+2ma (Q)
≤ k1|||L0(p)u|||Hla(Q,Γ)
≤ k2
(|||Lt(p)u|||Hla(Q,Γ) +∑
i,µ
|||B2iµ(p)|||
H
l+2m−miµ−1/2
a (Γi)
+ |||u|||
Hl+2m−1a (Q)
)
, (8.13)
where |p| ≥ p0 and k1, k2, . . . > 0 do not depend on u, p, and t.
Further, we can repeat the proof of inequalities (4.35) and (4.36), using Lemma 7.1 and esti-
mate (7.15) and replacing the operators B2iµ by B
2
iµ(p), the norms ‖ · ‖ by the norms ||| · |||, Lemma 4.6
by Condition 7.4, and the results on elliptic problems in the interior of the domain and near a smooth
part of boundary by the corresponding results for elliptic problems with a parameter [2]. Thus, we
obtain
|||B2iµ(p)u|||
H
l+2m−miµ−1/2
a (Γi)
≤ k3(|||Ltu|||Hla(Q,Γ) + |||u|||Hl+2m−1a (Q)). (8.14)
Combining estimates (8.13) and (8.14) with Lemma 7.1 and taking |p| ≥ p1, where p1 ≥ p0 is
sufficiently large, we complete the proof.
Now we will prove Theorem 8.1, using Lemmas 8.2 and 8.3, and the method of continuation along
the parameter t.
Proof of Theorem 8.1. 1. Applying Lemmas 8.2 and 8.3, we see that the operator
Lt(p) = L0(p)
(
I+ tL−10 (p)(L1(p)− L0(p))
)
has a bounded inverse for 0 ≤ t ≤ t1 = c1/(4c2) with the norm |||L−1t (p)||| ≤ c2. Therefore, the
operator
Lt(p) = Lt1(p)
(
I+ (t− t1)L−1t1 (p)(L1(p)− L0(p))
)
has a bounded inverse for t1 ≤ t ≤ 2t1 with the norm |||L−1t (p)||| ≤ c2. Repeating this procedure
finitely many times, we see that the operator L1(p) = L(p) has a bounded inverse. Estimate (8.11)
follows from (8.12) for t = 1.
2. Fix pˆ ⊂ Rd such that |pˆ| ≥ p0. In this case, there exists a bounded operator (L1(pˆ))−1 :
Hla(Q,Γ)→ H l+2ma (Q) due to Lemma 8.2. Thus, we have
L
1(p) = L1(pˆ)
(
I+T(p)
)
,
where
T(p) = (L1(pˆ))−1(L1(p)− L1(pˆ)).
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Clearly, the operator L1(p) − L1(pˆ) : H l+2m−1a (Q) → Hla(Q,Γ) is bounded. It follows from
the compactness of the embedding H l+2ma (Q) ⊂ H l+2m−1a (Q) that the operator L1(p) − L1(pˆ) :
H l+2ma (Q) → Hla(Q,Γ) is compact. Therefore, the operator T(p) : H l+2ma (Q) → H l+2ma (Q) is
also compact. By Theorem 13.2 in [18], the operator I + T(p) has the Fredholm property and
ind
(
I + T(p)
)
= 0. Now, applying Theorem 12.2 in [18], we see that the operator L1(p) has the
Fredholm property and
indL1(p) = indL1(pˆ) + ind
(
I+T(p)
)
= 0.
Finally, we note that the fulfillment of Conditions 7.3 and 7.4 implies the fulfillment of Con-
ditions 6.1 and 6.2, respectively. Therefore, by Theorem 6.3, the operator L(p) has the Fredholm
property and
indL(p) = indL1(p) = 0.
8.3
In this subsection, we consider an example of an elliptic problem with a parameter, having distributed
nonlocal terms and satisfying Conditions 7.1–7.4, 1.3, and 1.4.
Example 8.1. 1. In the notation of Example 6.1, we consider the following nonlocal problem:
−∆u+ eihp2u = f0(x), x ∈ Q, (8.15)
u|Γl +B1l u+B2l u = fl(x), x ∈ Γl, l = 1, 2, (8.16)
where −pi/2 < h < pi/2 and p ≥ 0.
For each point g ∈ K1, the operator Lg(p) = L(p) : H2a(Θ)→ H0a(Θ,Γ) given by (7.28) takes the
form (cf. (6.14))
L(p)v = (−∆v + eihp2,
v(ϕ, r, z)|Γ11 − α1v(ϕ+ pi/4, r, z)|Γ11 , v(ϕ, r, z)|Γ12 − α2v(ϕ− pi/4, r, z)|Γ12).
Hence, the operators
Lg(ω) = L(ω) : E2a(θ)→ E0a(θ, γ),
Lˆg(λ) = Lˆ(λ) :W 2(−pi/4, pi/4)→W0[−pi/4, pi/4]
given by (7.29) and (2.2) have the form
L(ω)V = (−∆yV + (ω21 + eihω22)V,
V (ϕ, r)|γ11 − α1V (ϕ+ pi/4, r)|γ11 , V (ϕ, r)|γ12 − α2V (ϕ− pi/4, r)|γ12)
and
Lˆ(λ)w = (−wϕϕ + λ2w, w(−pi/4)− α1w(0), w(pi/4) − α2w(0)),
respectively, where ω = (ω1, ω2) ∈ S1.
Let the numbers a, α1, α2 satisfy the following relations:
0 ≤ a ≤ 2, 0 < |α1 + α2| < 2, pi/4 < arctan
√
4(α1 + α2)−2 − 1. (8.17)
2. We claim that there is a number h1 = h1(α1, α2) > 0 such that the operator L(ω), ω ∈ S1,
is an isomorphism for |h| ≤ h1. To prove this fact, one must repeat the reasoning of Example 2.1,
where the sesquilinear form (2.14) is replaced by the form
bR[u, v] =
∫
θ
( ∑
i=1,2
(Rθu)yivyi + (ω21 + eihω22)Rθuv
)
dy
with the same domain D(bR) = W˚ 1(θ). Let us show that this sesquilinear form remains to be a
closed sectorial form.
It follows from the Schwarz inequality and from (2.15) that
|bR[u, v]| ≤ k1‖u‖W˚1(θ)‖v‖W˚1(θ), (8.18)
where k1 > 0 does not depend on u and v.
Introduce the isomorphism U : L2(θ)→ L2(θ1)× L2(θ1) by the formula
(Uu)i(y) = u(ϕ+ (i− 1)d/2, r), y ∈ θ1, i = 1, 2,
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and let R1 =
(
1 α1
α2 1
)
. Then, using (2.15) and (2.17), we obtain
Re bR[u, u] =
∫
θ1
{∑
i
( (R1 +R∗1)
2
(Uuyi),Uuyi
)
C2
+ ω21
( (R1 +R∗1)
2
Uu,Uu
)
C2
+ ω22
(eihR1 + (eihR1)∗)
2
Uu,Uu
)
C2
}
dy. (8.19)
Since |α1 + α2| < 2, it follows that the matrix
R1 +R
∗
1 =
(
2 α1 + α2
α1 + α2 2
)
(8.20)
is positively definite. Using the Silvester criterion, we will show that the matrix
eihR1 + (e
ihR1)
∗ =
(
eih + e−ih eihα1 + e−ihα2
eihα2 + e
−ihα1 eih + e−ih
)
(8.21)
is also positively definite. Since −pi/2 < h < pi/2, it follows that eih + e−ih > 0. Thus, we have to
prove that det(eihR1+(e
ihR1)
∗) > 0. Let eih = µ+ iν, where µ > 0. Using the equality ν2 = 1−µ2,
we obtain
det(eihR1 + (e
ihR1)
∗) = 4µ2 − [(α1 + α2)2 + (4µ2 − 4)α1α2].
Since |α1 + α2| < 2, it follows that, for h = 0 (i.e., µ = 1),
det(eihR1 + (e
ihR1)
∗) = 4− (α1 + α2)2 > 0.
Therefore, there is a number h1 = h1(α1, α2) > 0 such that
det(eihR1 + (e
ihR1)
∗) > 0, |h| ≤ h1.
It follows from (8.19), from the positive definiteness of the matrices (8.20) and (8.21), and from
the relation ω21 + ω
2
2 = 1 that
Re bR[u, u] ≥ k2
∫
θ1
{∑
i
(Uuyi ,Uuyi)C2 + (Uu,Uu)C2
}
dy = k2‖u‖2W˚1(θ), (8.22)
where k2 > 0 does not depend on u.
Inequalities (8.18) and (8.22) imply that bR is a closed sectorial form on L2(θ), with the domain
D(bR) = W˚ 1(θ) and vertex k2 > 0 (see [13, Chap. 6]).
Thus, repeating the reasoning of Example 2.1, we see that L(ω), ω ∈ S1, is an isomorphism for
the above a, α1, α2, and h. Moreover, since h and ω belong to the compact sets, it follows that the
inequality
‖V ‖E2a(θ) ≤ k3‖L(ω)V ‖E0a(θ,γ), ω ∈ S
1, (8.23)
holds with a constant k3 > 0 which does not depend
4 on V , ω, and h.
Now Theorem 8.1 implies that the operator L(p) is also an isomorphism for p ≥ p0, where p0 > 0.
Moreover, it follows from (8.23) that the inequality
‖u‖H2a(Θ) ≤ k4‖L(p)u‖H0a(Θ,Γ), p > p0, (8.24)
holds with a constant k4 > 0 which does not depend on u and h.
3. Similarly to (6.17) and (6.18), using Lemma 7.1, estimate (7.15), and the interpolation inequal-
ities in Sobolev spaces (see [2, Chap. 1, Sec. 1]), we obtain
|||B2l u|||H3/2a (Γl) ≤ k5|||u|||H2a(Q\K2κ1 ),
|||B2l u|||H3/2a (Γl\Kκ1 ) ≤ k6|||u|||H2a(Qκ),
where a > 1 and k5, k6 > 0 do not depend on u. Thus, the operators B
2
l satisfy Condition 7.4 for
a > 1.
4Otherwise, denoting Lh(ω) = L(ω), we see that there are sequences h
(k), ω(k), and V (k), k = 1, 2, . . . , such that
h(k) → h, ω(k) → ω, ‖Lh(k) (ω
(k))V (k)‖E0a(θ,γ) → 0, and ‖V
(k)‖E2a(θ)
= 1. This leads to contradiction because we have
1 = ‖V (k)‖E2a(θ)
≤ c‖Lh(ω)V
(k)‖E0a(θ,γ) ≤ c(‖Lh(k) (ω
(k))V (k)‖E0a(θ,γ) + ‖(Lh(k) (ω
(k))V (k) − Lh(ω)V
(k))‖E0a(θ,γ))→ 0.
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We consider the linear bounded operators
L(p),L1(p) : H2a(Q)→ H0a(Q)×H3/2a (Γ1)×H3/2a (Γ2)
given by
L(p)u = {−∆u+ eihp2u, u|Γl +B1l u+B2l u}, L1(p)u = {−∆u+ eihp2u, u|Γl +B1l u}.
The two results below follow from Lemma 8.2 and Theorem 8.1.
Corollary 8.1. Let the numbers a, α1, α2 satisfy relations (8.17). Then there exist a number h1 =
h1(α1, α2) > 0 and a number p0 > 0, independent of h, such that the operator L
1(p), p ≥ p0, |h| ≤ h1,
has a bounded inverse and
c1|||L1(p)u|||H0a(Q,Γ) ≤ |||u|||H2a(Q) ≤ c2|||L
1(p)u|||H0a(Q,Γ),
where c1, c2 > 0 do not depend on u, h, and p.
Corollary 8.2. Let 1 < a ≤ 2, while the numbers α1, α2, and h1 be the same as in Corollary 8.1.
Then there is a number p1 > 0, independent of h, such that the operator L(p), p ≥ p1, |h| ≤ h1, has
a bounded inverse and
c1|||L(p)u|||H0a(Q,Γ) ≤ |||u|||H2a(Q) ≤ c2|||L(p)u|||H0a(Q,Γ),
where c1, c2 > 0 do not depend on u, h, and p.
Remark 8.1. Let α1 = α2 and |α1| < 1. In this case, Corollaries 8.1 and 8.2 are true for any h1
satisfying the relation 0 < h1 < pi/2. Indeed, the matrix (8.21) remains positively definite because
eih + e−ih = 2µ > 0, det(eihR1 + (e
ihR1)
∗) = 4µ2(1− α21) > 0,
where µ = Re eih > 0. Therefore, the form bR remains to be a closed sectorial form on L2(θ) with
the domain D(bR) = W˚ 1(θ) and vertex k2 > 0. Further consideration does not change.
4. Consider the unbounded operators A,A1 : H0a(Q)→ H0a(Q) given by
Au = −∆u, u ∈ D(A) = {u ∈ H2a(Q) : u|Γl +B1l u+B2l u = 0},
A
1u = −∆u, u ∈ D(A) = {u ∈ H2a(Q) : u|Γl +B1l u = 0}.
Corollary 8.1 implies the following result (see Fig. 8.1).
Figure 8.1: Spectra of the operators A1 and A
Corollary 8.3. Let the conditions of Corollary 8.1 hold. Then the following assertions are true:
1. the spectrum σ(A1) is discrete5;
2. there exist numbers h1 = h1(α1, α2) > 0 and λ1 > 0 such that σ(A
1) ⊂ C \ Ωh1,λ1 , where
Ωh1,λ1 = {λ ∈ C : | arg(λ− pi)| ≤ h1, |λ| ≥ λ1};
3. the estimate
‖(A1 − λI)−1‖H0a(Q)→H0a(Q) ≤ c1/|λ|, λ ∈ Ωh1,λ1 ,
holds with a constant c1 = c1(h1) > 0.
5This means that the spectrum consists of a finite or a countable set of isolated eigenvalues of finite multiplicity.
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Proof. Set −λ = eihp2 and λ1 = p20, where p0 is the constant occurring in Corollary 8.1. In this
case, assertions 2 and 3 follow from Corollary 8.1. By the same corollary, the operator (A− λI)−1 :
H0a(Q) → H2a(Q) is bounded for λ ∈ Ωh1,λ1 . Combining this fact with the compactness of the
embedding H2a(Q) ⊂ H0a(Q), we see that the resolvent (A− λI)−1 : H0a(Q)→ H0a(Q) is compact for
λ ∈ Ωh1,λ1 . Therefore, by Theorem 6.29 in [13, Chap. 3, Sec. 6], assertion 1 is true.
Using Corollary 8.2 instead of Corollary 8.1, we obtain the following result (see Fig. 8.1).
Corollary 8.4. Let the conditions of Corollary 8.2 hold. Then the following assertions are true:
1. the spectrum σ(A) is discrete;
2. there exists a number λ2 > 0 such that σ(A) ⊂ C \ Ωh1,λ2 ;
3. the estimate
‖(A− λI)−1‖H0a(Q)→H0a(Q) ≤ c2/|λ|, λ ∈ Ωh1,λ2 ,
holds with a constant c2 = c2(h1) > 0, where h1 > 0 is the constant from Corollary 8.3.
Remark 8.2. Let α1 = α2 and |α1| < 1. In this case, Corollaries 8.3 and 8.4 are true for any h1
satisfying the relation 0 < h1 < pi/2 (cf. Remark 8.1).
The following questions are unanswered. Do there exist a number h1, pi/2 ≤ h1 < pi, and numbers
λ1, λ2 > 0 such that
σ(A1) ⊂ C \ Ωh1,λ1 , σ(A) ⊂ C \ Ωh1,λ2? (8.25)
Can one find, for any h1, 0 < h1 < pi, numbers λ1, λ2 > 0 such that relations (8.25) hold (cf.
Problem 13.1 in [28, Sec. 13])?
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