Abstract-We investigate how quickly phase transitions can occur in one-dimensional geometric random graph models of MANETs. In the case of graph connectivity and the absence of isolated nodes, we show that the transition width behaves like n −1 (when the number n of nodes is large), a significant improvement over asymptotic bounds given recently by Goel et al. for arbitrary monotone graph properties. We also outline how the approach used here could be applied in higher dimensions and for other graph properties.
I. INTRODUCTION
Over the past few years, geometric random graphs have provided a useful abstraction for studying large wireless networks [8] , [11] , [14] . Much attention has focused on the basic model G d (n; τ ) where n nodes are distributed uniformly and independently in the unit cube [0, 1] d ∈ R d , and an edge exists between two nodes if their Euclidean distance is less than a given threshold τ > 0. Usually, d = 1, 2, 3 and the n nodes correspond to users equipped with a transmitter/receiver of transmission range τ .
Of particular interest to wireless networking are the properties that the graph G d (n; τ ) be (path) connected or that it contains no isolated nodes. These properties are studied in the regime of practical relevance when n is large -After all, designing and running wireless networks are more pressing tasks when the number of users is large in relation to available resources. Fortunately, many properties of G d (n; τ ) (including connectivity and the absence of isolated nodes) reveal a typical behavior when n becomes large.
This manifests itself as follows: Consider a monotone increasing graph property A defined in the usual manner [1] , [13] ; 1 graph connectivity and the absence of isolated nodes are such monotone properties. For each n = 2, 3, . . ., let P A (n; τ ) denote the probability that A occurs in G d (n; τ ). The mapping τ → P A (n; τ ) is then monotone increasing with 0 ≤ P A (n; τ ) ≤ 1. As earlier simulation results already indicate for various properties of interest [5] , [6] , [7] , [14] , Prepared through collaborative participation in the Communications and Networks Consortium sponsored by the U. S. Army Research Laboratory under the Collaborative Technology Alliance Program, Cooperative Agreement DAAD19-01-2-0011. The U. S. Government is authorized to reproduce and distribute reprints for Government purposes notwithstanding any copyright notation thereon. 1 The case of monotone decreasing graph properties can be discussed mutatis mutandis.
there often exists a phase transition from P A (n; τ ) 0 to P A (n; τ ) 1 as τ varies across some critical range. For example, the phase transition for one-dimensional networks is shown for graph connectivity in Fig.1 . A natural question consists in estimating how quickly such a transition is taking place. To address this issue, for each n = 2, 3, . . ., we define
and whenever a lies in the interval (0,
The transition width δ A,n (a) measures how quickly P A (n; τ ) climbs from level a to level 1−a, thereby giving an indication of the sharpness of the phase transition. Given the rather complex dependence of δ A,n (a) on n and a, it is desirable to find asymptotic bounds (if nothing else) on its behavior for large n.
Recently, Goel et al. [10] have derived such asymptotic bounds for any monotone graph property in G d (n; τ ). For any such property A, their results imply that δ A,n (a) = o(1), a fact captured by the terminology that the monotone property A has a sharp threshold. However, these general results do leave open the question as to whether their asymptotic bounds can be further sharpened for specific monotone graph properties.
Here, we tackle this issue for graph connectivity and for the absence of isolated nodes. For ease of telling the story, we restrict the discussion to one-dimensional geometric random graph models of MANETs, i.e., d = 1; such models have been investigated in the references [5] , [6] , [7] , [9] which contain some of the results we need. Our main results take the form of exact asymptotic expansions (in n) for the thresholds [Theorem 3.1 and Theorem 5.1]. This leads to transition widths of order n −1 with known preconstants, so that these graph properties are very sharp indeed! Such information can be leveraged in network design when network connectivity and node isolation are important concerns.
Some may construe the one-dimensional case (d = 1) as being perhaps too limited or not too relevant to practice. However, we stress that the main contribution of the paper lies in identifying an approach of wide applicability to establish sharp asymptotics: The key ingredient is the availability of a Poisson convergence paradigm complementing the "zero-one" law usually associated with many graph properties.
The paper is organized as follows: The model and preliminaries are given in Section II. The analytical results for graph connectivity and the absence of isolated nodes are presented in Sections III and V, respectively. In Section III, we also explain how the appropriate "zero-one" laws and companion Poisson convergence lead to the correct asymptotics for the threshold width in the case of graph connectivity. This is followed by a formal proof in Section IV. Some limited numerical validation of the asymptotics is provided in Section VI. In Section VII, we briefly contrast our results against the results of Goel et al. for d = 1; we also provide a rough roadmap to establish similar results in higher dimensions (d ≥ 2) and for other graph properties.
A word on the notation in use: The indicator function of an event E is simply 1 [E] , and we use the notation P → n (resp. =⇒ n ) to indicate convergence in probability (resp. convergence in distribution) with n going to infinity.
II. MODEL AND PRELIMINARIES
The one-dimensional model has been considered by a number of authors [5] , [6] , [7] , [9] . To define it, let {X i , i = 1, 2, . . .} denote a sequence of i.i.d. rvs distributed uniformly in the interval [0, 1].
For each n = 2, 3, . . ., we think of X 1 , . . . , X n as the locations of n nodes (or users, interchangeably), labelled 1, . . . , n, in the interval [0, 1]. Given a fixed distance τ > 0, two nodes are said to be directly connected if their distance is at most τ , i.e., nodes i and j are connected if |X i − X j | ≤ τ , in which case an undirected edge is said to exist between these two users. This notion of connectivity gives rise to the undirected geometric random graph G 1 (n; τ ), thereafter denoted G(n; τ ).
Let X n,1 , . . . , X n,n denote the locations of these n users arranged in increasing order, i.e., X n,1 ≤ . . . ≤ X n,n with the convention X n,0 = 0 and X n,n+1 = 1. The rvs X n,1 , . . . , X n,n are the order statistics associated with the n 
Fix τ > 0 and n = 2, 3, . . .. The geometric random graph G(n; τ ) is said to be (path) connected if every pair of nodes can be linked by at least one path over the edges of the graph, and we write
Another important property of G(n; τ ) related to connectivity is the absence of isolated nodes. For each i = 1, . . . , n, node i is said to be isolated in the random graph G(n; τ ) whenever
. . , n, and as before we write
With A = con, iso, for each n = 2, 3, . . ., the mapping τ → P A (n; τ ) can be shown to be continuous and strictly monotone increasing. Given fixed a in (0, 1), this property guarantees the existence and uniqueness of solutions to the equation
This unique solution coincides with the quantity τ A,n (a) defined at (1), and again we set
.
III. RESULTS FOR GRAPH CONNECTIVITY
The main result concerning the behavior of τ con,n (a) for large n is given first.
Theorem 3.1: For every a in the interval (0, 1), it holds that
Theorem 3.1 is established in Section IV. The desired result on the width of the transition interval flows as an easy corollary.
Corollary 3.2: For every a in the interval (0,   1 2 ), we have
with constant C(a) given by
We now present a plausibility argument which allows us to guess the validity of Theorem 3.1, and which eventually paves the way to its proof: In the discussion, we shall find it useful to say that a threshold function τ :
There is no loss of generality in writing such an admissible threshold function in the form
where α : N → R satisfies α n = o(n). Our point of departure is the "zero-one" law available for the property of graph connectivity under the asymptotic regime created by having n become large and the threshold parameter scaled appropriately with n. Theorem 3.3: For any admissible threshold function τ : N → [0, 1] written in the form (6) , it holds that
Theorem 3.3 follows from Theorem 1 in [2, p. 352], but can also be derived by direct arguments based on the method of first and second moments [12] .
The convergence (7) identifies the critical scaling
as the threshold function which defines a boundary in the space of scalings. Intuition suggests that mild fluctuations about this boundary, say of order n −1 , are likely to hold the key to the form of τ n (a) for large n. To explore this idea further, for each
so that σ n (x) = log n + x n
for n large enough. The next result is given as part of Theorem 12 in [9, p. 157]; it complements the "zero-one" law (7), and in fact implies it. Theorem 3.4: For each x in R, it holds that
To see in what sense the convergence (10) underpins Theorem 3.1, consider the following heuristic arguments: For each x in R, the convergence (10) yields the approximation
for large enough n. The mapping p : R → R + : x → p(x) is strictly monotone and continuous with lim x→−∞ p(x) = 0 and lim x→∞ p(x) = 1. Therefore, for each a in the interval (0, 1), there exists a unique scalar, denoted x a , such that p(x a ) = a. In fact,
x a = − log (− log a) .
Given a in the interval (0, 1), we find that P con (n; σ n (x a )) a for large n, whence P con (n; σ n (x a )) P con (n; τ n (a)) by the definition of τ n (a). This suggests (but not quite yet proves) that σ n (x a ) and τ n (a) behave in tandem asymptotically, thereby laying the grounds for the validity of (3). These ideas form the basis for the proof of Theorem 3.1 found in Section IV.
To gain some perspective on (10), we introduce the notion of breakpoint user. For each i = 1, . . . , n, user i is said to be a breakpoint user in the random graph G(n;
The number C n (τ ) of breakpoint nodes in G(n; τ ) is given by
where the {0, 1}-valued rvs χ n,1 (τ ), . . . , χ n,n+1 (τ ) are defined as the indicator functions
The graph G(n; τ ) being connected if and only if L n,k ≤ τ for all k = 2, . . . , n, we conclude that
and Theorem 3.4 is now a mere byproduct of the following stronger result on Poisson convergence [9, Thm. 12, p. 157].
where Π(µ) denotes a Poisson rv with parameter µ.
IV. A PROOF OF THEOREM 3.1
Throughout this proof, we write P (n; τ ) and τ n (a) instead of P con (n; τ ) and τ con,n (a) in order to lighten the notation. Fix x in R. We restate (10) by noting that for each ε > 0, there exists a finite integer n (ε, x) such that p(x) − ε < P (n; σ n (x)) < p(x) + ε, n ≥ n (ε, x). (13) Now fix a in the interval (0, 1), and pick ε sufficiently small such that 0 < 2ε < a and a + 2ε < 1. Repeatedly applying (13) with x = x a+ε and x = x a−ε , we get
whenever n ≥ n (ε, x a+ε ), and
whenever n ≥ n (ε, x a−ε ). In the remainder of this proof, all inequalities are understood to hold for n ≥ n (a; ε) where we have set n (a; ε) = max (n (x a ), n (ε, x a+ε ), n (ε, x a−ε )) with n (x) denoting the finite integer beyond which the representation (9) holds. Since p(x a±ε ) = a ± ε, the two chains of inequalities at (14) and (15) can be rewritten as a < P (n; σ n (x a+ε )) < a + 2ε and a − 2ε < P (n; σ n (x a−ε )) < a.
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Thus, P (n; τ n (a)) < P (n; σ n (x a+ε )) < P (n; τ n (a + 2ε)) and P (n; τ n (a − 2ε)) < P (n; σ n (x a−ε )) < P (n; τ n (a)), and the strict monotonicity of τ → P (n; τ ) yields τ n (a) < σ n (x a+ε ) < τ n (a + 2ε) and τ n (a − 2ε) < σ n (x a−ε ) < τ n (a).
Combining these last two inequalities, we conclude that
Upon writing
we obtain from (16) that
As a result, x a−ε − x a ≤ lim inf n→∞ (nξ n (a)) and lim sup n→∞ (nξ n (a)) ≤ x a+ε −x a . Given that ε can be taken to be arbitrary small, it follows that lim inf 
where 
This time the critical scaling is given by τ iso,n = log n 2n = 1 2 τ con,n , n = 2, 3, . . . and the complement to the "zero-one" law (20) becomes
with σ n (x) given by (8) and p(x) given in Theorem 3.4. The main result concerning the behavior of τ iso,n (a) for large n parallels Theorem 3.1.
Theorem 5.1:
For every a in the interval (0, 1), it holds that
For every a in the interval (0, For each n = 3, 4 , . . ., we have
where the number I n (τ ) of isolated nodes in G(n; τ ) is given by
Again (21) flows from a Poisson convergence result, namely
. Although we do not provide a detailed proof of this fact due to space limitations, we offer some pointers as to its validity: First, because χ n,2 ( 
for all τ > 0. The Poisson convergence paradigm is now in place once we recognize that the rv J n ( 1 2 σ n (x)) is the sum of (n − 2) identically distributed indicator functions which become vanishingly small and increasingly decorrelated with n large. Easy calculations also show that the mean and variance of the rv J n 1 2 σ n (x) converge to the mean and variance of Π(e −x ), respectively. Techniques to establish Poisson convergence can be found in the monographs [1] , [3] .
VI. NUMERICAL VALIDATION Below we present some limited numerical results validating the asymptotic results obtained here. We consider n users which are uniformly and independently distributed in the interval [0, 1], with n ranging from n = 1000 to n = 9000 in increments of 1000.
A. Evaluation
The closed form expression
has been rediscovered by several authors, e.g., Godehardt and Jaworski [9, Cor. 1, p. 146], and Desai and Manjunath [5] (as Eqn (8) with z = 1 and r = τ ). Given a in (0, 1), the threshold τ con,n (a) is calculated by solving the equation
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. In these calculations, some care needs to be exercised owing to possible buffer overflow associated with the evaluation of combinatorial coefficients. To avoid computing directly the coefficients n−1 k , k = 0, 1, . . . , k(τ ), we focus instead on evaluating the quantities
The asymptotics (3) and (4) suggest that we approximate τ con,n (a) and δ con,n (a) by the quantities τ con,n (a) := log n n − 1 n log (− log a) and δ con,n (a) := C(a) n .
Their accuracy is measured by the error variables ξ con,n (a) := |τ con,n (a)−τ con,n (a)| and ε con,n (a) := |δ con,n (a)−δ con,n (a)|.
The distribution of I n (τ ) is computed in [9, Thm. 4, p. 148 ]. With r = 0 in these expressions we find
with
is as before and j(τ ) = max(0, 2k − τ −1 , 2k − n + 1). We evaluate τ iso,n (a) through (27). This time overflow issues are circumvented by considering the quantities
which again can be computed iteratively but in decreasing order. The quantities τ iso,n (a) and δ iso,n (a) are approximated by τ * iso,n (a) := τ * con,n (a)/2 and δ * iso,n (a) := δ * con,n (a)/2, respectively. The accuracy of these approximations is quantified by the error variables ξ iso,n (a) = |τ iso,n (a) − τ * iso,n (a)| and ε iso,n (a) = |δ iso,n (a) − δ * iso,n (a)|.
B. Results
Below we display results for a = 0.1. The quantities τ con,n (a), τ * con,n (a), τ iso,n (a), and τ * iso,n (a) are plotted in Fig.2(a) . The results for δ con,n (a), δ * con,n (a), δ iso,n (a), and δ * iso,n (a), are displayed in Fig.2(b) . The symbols represent the numerical results (as per computations explained in VI-A) and the lines represent the approximations. It is plain that the approximations are highly accurate. In addition, for a given n, τ iso,n (a) and δ iso,n (a) are about half of τ con,n (a) and δ con,n (a), respectively, as expected from the asymptotic results.
By virtue of Theorem 3.1, Corollary 3.2, and Theorem 5.1, the approximation errors, namely ξ con,n (a), ε con,n (a), ξ iso,n (a) and ε iso,n (a) should be of order o(n −1 ). This is indeed reflected by Table I where nξ con,n (a), nε con,n (a), nξ iso,n (a) and nε iso,n (a) all go to zero as n grows large. [10] For d = 1, the model considered by Goel et al. [10] coincides with the one-dimensional situation discussed here. They show [10, Thm. 1.1] that for every monotone graph property A, the corresponding transition width for property A satisfies
The results obtained here for graph connectivity and the absence of isolated nodes markedly improve on (28) in that exact asymptotics were provided and the rate of decay (namely, n −1 ) is much faster than the rough asymptotic bound given by (28). Goel et al. also show [10, Thm. 1.2] that there exists some monotone graph property, say B, such that δ B,n (a) = Ω − log a n .
Graph connectivity and the absence of isolated nodes cannot be such a property!
B. A roadmap via Poisson convergence
The discussion in the second half of Section III provides a roadmap to deriving corresponding results in higher dimensional graphs (d ≥ 2) and for other graph properties: For a given graph property A, we first need to identify the critical threshold associated with the "zero-one" law it satisfies. The effect of "small" perturbations (of the propertyspecific appropriate order) from the critical threshold can then be explored with the help of the Poisson convergence paradigm.
Poisson convergence is a common occurrence in the context of random graphs. It has its roots in the fact that many graph properties can be captured through counting sums of many indicator functions which become vanishingly small and increasingly decorrelated with n large under the appropriate (perturbed) scaling. This property has been well studied in the case of Bernoulli graphs for a number of important graph properties [13, Chap. 3] , e.g., node isolation or the existence of at least one copy of a given graph G.
Until recently Poisson convergence has received little attention in the context of geometric random graphs. Its (likely) validity for the properties of connectivity and node isolation in the one-dimensional case is already apparent from the discussion given in this paper. The picture is far less complete in higher dimensions even for the property of graph connectivity. For d ≥ 2 critical thresholds have been identified for graph connectivity by a number of authors for the unit cube model [2] , [17] and for the unit disk model [11] , [15] .
For d = 2, with points distributed uniformly over a disk of unit area (rather than over a square), the critical threshold is known [11] , [15] to be given by π τ con,n 2 = log n n , n = 2, 3, . . .
Kunniyur and Venkatesh [15] has also shown that the number of isolated users indeed converges to a Poisson rv Π(e −x ) when this critical scaling (30) is perturbed to 
This result also follows from developments by Penrose [16] . Easy calculations readily give the exact asymptotics
a striking improvement over the bound δ A,n (a) = O (log n) 3 4 √ n obtained by Goel et 
