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Abstract
The last few years, financial quantitative analysts have used more sophisticates
mathematical concepts, such as martingales or stochastic integration, in order to
describe the behavior of markets or to derive computing methods.
The objective of this project is to give an introduction to the probabilistic techin-
ques required to study the behavior of the bonds and other contracts that have
bonds as underlying stock.
Resumen
En los u´ltimos tiempos, los analistas cuantitativos financieros han usado cada
vez ma´s conceptos matema´ticos como martingalas o integracio´n estoca´stica para
para describir el comportamiento de los mercados.
El objetivo de nuestro trabajo es estudiar las te´cnicas probabil´ısticas que se usan
para modelar el precio de los bonos y cualquier contrato que tenga bonos como
activo subyacente.
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Introduccio´n
El proyecto
La aparicio´n de teor´ıa de probabilidad en modelos financieros no es reciente. De
hecho, a principios del siglo pasado, Bachelier (1900), cua´ndo estaba haciendo la
tesis ”Theory of Speculation”descubrio´ el que llamamos ahora movimiento brow-
niano.
Des de 1973, las publicaciones de Black and Scholes y Merton sobre la valoracio´n
y cobertura de opciones, abrieron una nueva dimensio´n para el uso de la teor´ıa de
probabilidad en las finanzas. Su modelo trataba de definir un precio expl´ıcito para
un contrato call europeo con un activo subyacente que no paga dividendos.
Des de entonces, los resultados de Black-Scholes y Merton se han desarrollado y son
ara ma´s claros, ma´s generales y matema´ticamente ma´s rigurosos.
Uno de las extensiones que se ha hecho y que es el tema principal del trabajo es la
consideracio´n de que el intere´s es estoca´stico y con esto la idea es poder modelar
los famosos bonos.
Estructura de la Memoria
En la memoria, primero se introduce los aspectos que queremos modelar del
mercado financiero, como pueden ser los tipos de intere´s de contratos financieros,
el funcionamiento de los contratos que mas se usan en el mercado, etc. Se definen
des de la perspectiva que en nuestro mundo se conoce todo lo que va a pasar, es
decir, se usan funciones deterministas.
Dado que en el mundo real no se sabe lo que va a pasar y claramente el futuro
es incierto, en la segunda parte del trabajo se estudia la teor´ıa de probabilidad y
procesos estoca´sticos que nos sirve para describir el comportamiento de los bonos
sin cupones, que son los contratos ma´s ba´sicos del mercado y que nos permiten
modelar todos los otros.
Por u´ltimo aplicamos todo lo explicado anteriormente y se presentan diferentes
me´todos de modelar la dina´mica de los bonos mediante procesos estoca´sticos.
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1. Cuestiones ba´sicas
1.1. Tipo de intere´s y tipo de intere´s medio
En los contratos financieros existe un determinado tipo de intere´s.
Imaginamos que el contrato que estudiamos es un pre´stamo, por lo que en la fecha
t nos dejan F (t, t) = 1 euro. Al cabo de un tiempo, en T tendremos que devolver
el euro que nos han dejado ma´s unos intereses por el servicio que nos han ofrecido.
Entonces si la tasa de intere´s (por unidad de tiempo) del contrato es R(t, T ) paga-
remos en T la cantidad F (t, T ) = (1+R(t, T )(T − t)) y los intereses de la operacio´n
son F (t, T )− 1 = R(t, T )(T − t).
Notamos que los intereses se han pagado una u´nica vez, en la fecha de vencimiento
del contrato. Se llama intere´s simple.
Existe tambie´n el intere´s compuesto, que es cua´ndo el pago de los intereses se repar-
te entre n instantes durante el tiempo de vida del contrato (entre t i T), pagando
en cada instante R(t,T )(T−t)
n
.
Podemos definir entonces F (t, s), t ≤ s ≤ T como la cantidad inicial prestada
ma´s los intereses capitalizados que se han pagado hasta la fecha s. Suponiendo
por ejemplo que la fecha s equivale al momento en que se han pagado m periodos
⇒ F (t, s) = (1 + R(t,T )(T−t)
n
)m, y en la fecha de vencimiento del contrato, se pagara´
la cantidad F (t, T ) = (1 + R(t,T )(T−t)
n
)n
En este caso la tasa de intere´s es la misma sea cua´l sea el fraccionamiento de los
intereses. Entonces en este tipo de contrato, si varia el fraccionamiento del pago de
los intereses tambie´n lo hara´ la cantidad a pagar en T (F (t, T )).
En caso de que el valor de F (t, T ) sea el mismo sea cual sea el fraccionamiento de
los intereses del contrato, lo que variara´ dependiendo del nu´mero de veces que se
pagan intereses sera´ la tasa de intere´s. Entonces si los intereses se pagan n veces, la
tasa de intere´s es Rn(t, T ) y la cantidad a pagar en T F (t, T ) = (1 +
Rn(t,T )(T−t)
n
)n,
do´nde este u´ltimo valor sera´ constante para todo n.
Si los intereses se pagan de forma cont´ınua, entonces la expresio´n que indica la
cantidad que hay que pagar en T es:
F (t, T ) = l´ım
n−→∞
(1 +
Rn(t, T )(T − t)
n
)n = eR(t,T )(T−t),
do´nde l´ımn−→∞Rn(t, T ) = R(t, T ).
A R(t, T ) lo llamamos tipo medio de intere´s pagado de forma cont´ınua. El resultado
anterior nos sirve para empezar a familiarizarnos con las expresiones del tipos de
intere´s en modelos cont´ınuos.
Los contratos tambie´n pueden ser tipo depo´sito bancario, es decir, que tengamos que
desembolsar al inicio 1 euro i recibir en un futuro la cantidad F (t, T ) = eR(t,T )(T−t).
Una premisa que hay que tener en cuenta antes de nada es que en el modelo que
estudiaremos, as´ı como pasa en el mundo real, no habra´ oportunidades de arbitraje.
Recordamos que una estrategia es de arbitraje si hay oportunidad de ganar dinero
sin desembolsar dinero inicialmente y teniendo en cuenta que la probabilidad de
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perder dinero durante la inversio´n es nula.
Sabiendo esto, procedemos a estudiar el tipo medio de intere´s nombrado anterior-
mente.
Asumimos que son conocidos los tipos de intere´s medio (R(t, T ))0≤t≤T . Entonces se
cumplira´ la siguiente expresio´n
F (t, s) = F (t, u)F (u, s), ∀t ≤ u ≤ s.
Podemos demostrarlo por reduccio´n al absurdo.
Si para ciertos t ≤ u ≤ s pasa F (t, s) > F (t, u)F (u, s) se contradice la hipo´tesis
de que nuestro modelo no tiene oportunidad de arbitraje. Pues una clara estrategia
para ganar dinero sin riesgo ser´ıa:
1. En la fecha t, adquirir un contrato financiero tipo pre´stamo con vencimiento en
u y recibir un 1 euro por esto. Invertir el euro recibido en el desembolso inicial de
un contrato tipo depo´sito con vencimiento en s. La inversio´n total es 0.
2. En la fecha u se acaba el vencimiento del pre´stamo. Esto conlleva pagar la canti-
dad F (t, u). Para conseguir este dinero, pediremos F (t, u) pre´stamos con vencimien-
to en s, recibiendo por lo tanto la cantidad que necesitamos para saldar el pre´stamo
inicial. En u la inversio´n continuara´ siendo 0.
3. En la fecha u se acaba el vencimiento de los F (t, u) pre´stamos adquiridos en u.
Esto conlleva pagar la cantidad F (t, u)F (u, s). Recibimos del depo´sito inicial F (t, s)
euros. Las ganacias de la inversio´n total son
F (t, s)− F (t, u)F (u, s) > 0.
Proposicio´n 1.1.1 Usando el resultado anterior y suponiendo que F (t, s) es dife-
renciable respecto s, se puede demostrar que existe una funcio´n r(t) tal que:
F (t, T ) = e
∫ T
t r(s)ds.
Demostracio´n:
Sea s ≥ t,
F (t, s+ h)− F (t, s) = F (t, s)F (s, s+ h)− F (t, s) = F (t, s)(F (s, s+ h)− 1)⇒
F (t, s+ h)− F (t, s)
F (t, s)h
=
F (s, s+ h)− F (s, s)
h
.
Haciendo el l´ımtie h→ 0 tenemos
∂2F (t, s)/∂s
F (t, s)
=
∂2F (s, s)
∂s
= r(s),
y de aqui deducimos
F (t, T ) = e
∫ T
t r(s)ds.
Notamos que
R(t, T ) =
1
T − t
∫ T
t
r(s)ds.
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La funcio´n r(t) puede ser interpretada como el tipo de intere´s a corto plazo para la
fecha t.
Por lo tanto la tipo medio de intere´s pagado cont´ınuamente R(t, T ) de un con-
trato financiero que tiene una vida entre t y T (F (t, s), t ≤ s ≤ T ) es intuitivamente
la media de los tipos de intere´s a corto plazo para los instantes de tiempo entre t i
T . De aqu´ı proviene el nombre ”tipo medio”.
1.2. Bonos sin cupo´n
Un bono sin cupo´n con fecha de vencimiento T es un contrato que garantiza un
euro en la fecha T . Para adquirir un contrato de este tipo en t < T tendremos que
desembolsar la cantidad que vale en ese instante y que denotamos como P (t, T ).
Usando los resultados anteriores, en t tenemos un desembolso de P (t, T ) y en T
recibiremos P (t, T )F (t, T ) = 1⇒ P (t, T ) = 1
F (t,T )
= e−
∫ T
t r(s)ds.
Este es un enfoque determinista del modelo, do´nde se supone que todo la informa-
cio´n de lo que va a pasar es conocida a priori.
Pero es evidente que no pasa esto en el mundo real, pues en los mercados finan-
cieros pasa todo lo contrario. Es un mercado lleno de incertidumbres. Entonces, en
el modelo que explicaremos en el siguiente cap´ıtulo usaremos procesos estoca´sticos
y fijado un T , pasara´ que en cada instante t < T los precios de los bonos sera´n
variables aleatorias. Entonces en el modelo habra´ infinitos contratos, uno para cada
T .
La curva de los bonos sin cupo´n es la funcio´n :
T → R(t, T ) = e
∫ T
t r(s)ds
Entonces si hacemos al contrario que antes y fijamos t, ahora P (t, T ) = e−R(t,T )(T−t)
es una funcio´n determinista de T, que tendra´ como conjunto imagen los precios en
t de los bonos con fecha de vencimiento t < T . Ni ahora ni adelante sera´ un proceso
estoca´stico.
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1.3. Los diferentes tipos de intere´s del mercado
Suponemos que estamos en una fecha t, y fijamos dos fechas futuras ma´s S y T ,
t < S < T .
Nos proponemos a construir des de t un contrato que invirtiendo en S un euro,
obtengamos un tipo de intere´s en el periodo entre S y T tal que nos permita recibir
una cantidad de dinero en T . Lo podemos hacer de la siguiente manera:
1. En la fecha t vendemos en corto un bono con vencimiento en S. Por lo
tanto, recibamos una cantidad de P (t, S) euros por la venta. Invertimos este di-
nero en adquirir P (t,S)
P (t,T )
bonos con vencimiento en T . La cantidad a pagar es de
P (t,S)
P (t,T )
∗ P (t, T ) = P (t, S), que es exactamente la misma cantidad que hemos obte-
nido por la venta anterior. De momento el coste de la operacio´n es zero.
2. La estrategia de vender en corto implica comprar el activo en su fecha de venci-
miento por el precio de esa fecha. Por lo tanto, tenemos que pagar en la fecha S un
euro.
3. Como somos propietarios de P (t,S)
P (t,T )
bonos con vencimiento en T , recibimos en T
un euro para cada uno de los bonos. Por lo tanto recibimos en esa fecha P (t,S)
P (t,T )
euros.
La cantidad que recibimos P (t,S)
P (t,T )
puede ser capitalizada mediante un intere´s simple
o compuesto.
1.3.1 Intere´s simple
En caso de ser simple el intere´s, este se llama LIBOR (London Interbank Offered
Rate). Es L = L(t;S, T ) tal que cumple
1 + (T − S)L = P (t, S)
P (t, T )
.
Es el intere´s obtenido del contrato definido inicialmente, entonces se dice que es
el tipo de intere´s garantizado para el periodo [S, T ] en la fecha t. Solucionando
la ecuacio´n anterior lo podemos expresar en funcio´n del precio de los bonos de la
siguiente forma:
L(t;S, T ) = −P (t, T )− P (T, S)
(T − S)P (t, T ) .
En caso de que en el contrato inicial, la fecha de firma del contrato t sea la misma
que la fecha S en la que se invierte el euro, entonces el tipo de intere´s simple del
contrato L(t, T ) se llama ”spot 2se expresa de la siguiente forma:
L(t, T ) = − P (t, T )− 1
(T − S)P (t, T ) .
Es el tipo de intere´s que se usa en el mercado de bonos en la vida real.
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1.3.1 Intere´s continuo
En caso de ser compuesto cont´ınuo, entonces el tipo de intere´s garantizado para
el periodo [S, T ] en la fecha t es R = R(t;S, T ) tal que cumple
e(T−t)R =
P (t, S)
P (t, T )
.
Solucionando la ecuacio´n anterior lo podemos expresar en funcio´n del precio de los
bonos de la siguiente forma:
R(t;S, T ) = − logP (t, T )− logP (T, S)
(T − t)P (t, T ) .
En caso de que en el contrato inicial, la fecha de firma del contrato t sea la misma
que la fecha en la que se invierte el euro S, entonces el tipo de intere´s cont´ınuo del
contrato R(t, T ) se llama spot y se expresa de la siguiente forma:
R(t, T ) = − logP (t, T )
(T − t) .
El intere´s cont´ınuo aparece solo en estudios teo´ricos, pero no se usa en los mercados
financieros.
Por ejemplo, un tipo de intere´s que existe es el intere´s instanta´neo en T de un
contrato que se firma en t.
En la realidad no encontramos este tipo de contratos con un periodo infinitesimal.
El periodo de este es [T, T + dT ] y se supone que es firmado en t.
Para encontrar la expresio´n del intere´s haremos:
limT−→SR(t;S, T ) = −∂ logP (t, T )
∂T
= f(t, T ).
Por u´ltimo existe el tipo de intere´s instanta´neo en t. Se supone que el contrato es
firmado en t y su periodo es [t, t+ dt]. Su expresio´n es
r(t) = f(t, t) = limT−→tf(t, T ).
Vemos que hay una relacio´n directa entre los tipos de intere´s definidos anteriormente
y el precio de los bonos. Entonces, si conseguimos saber como se comportan en el
mercado los tipos de intere´s sabremos modelar los bonos. Veremos en la siguiente
parte del trabajo la importancia de los intereses.
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1.4. Bonos con cupones, swaps, caps y floors
Presentamos ahora ciertos contratos financieros ma´s complejos que el bono sin
cupo´n. A diferencia de este contrato tan ba´sico, el propietario de uno de estos con-
tratos recibira´ ciertas cantidades de dinero en diferentes instantes.
La idea de este apartado es entender el funcionamiento de estos contratos: cua´ndo
se generan los flujos de dinero, la cantidad y el signo se los flujos, etc. La idea es
poder encontrar estrategias de cartera que usen so´lo bonos sin cupo´n y que tengan
el mismo funcionamiento que los contratos que queremos estudiar. Entonces, para
expresar el precio del contrato para un cierto instante, podemos usar el precio de la
estrategia de bonos sin cupones. As´ı, cua´ndo en un futuro aprendamos a modelar
el comportamiento de los bonos sin cupo´n, podremos aplicarlo y conocer tambie´n
la dina´mica que seguira´n todos esto contratos bonos ma´s complejos.
Bonos con cupones fijos
El propietario de este bono recibira´ en unas fechas fijadas una cantidad de di-
nero predeterminado en el momento de emisio´n del bono. Entonces, la definicio´n
formal ser´ıa:
-Sea T0, T1, ..., Tn, las fechas fijadas, do´nde T0 es la fecha de emisio´n del bono y
T1, ..., Tn las fechas de cobro del dinero.
-El propietario recibira´ una cantidad predeterminada ci en cada instante Ti.
-A parte se considera que existe un pago extra K al final del contrato, es decir, en
Tn.
Obviamente este bono puede ser replicado como una cartera con ci bonos sin cupo-
nes con fechas de vencimiento Ti, i = 1, ..., n− 1 y K bonos sin cupones con fechas
de vencimiento en Tn.
Por lo tanto podemos expresar el precio del bono en alguna fecha t < T1 como:
p(t) = KP (t, Tn) + Σ
n
i=1ciP (t, Ti).
Normalmente, los cupones son expresados en te´rminos de ciertos intereses ri y no
de cantidades, por lo tanto en este caso
ci = ri(Ti − Ti−1)K.
Para un cupo´n esta´ndard en que los intervalos de tiempo son iguales tenemos:
Ti = T0 + iδ,
y ri = r, de manera que
p(t) = K(p(t, Tn) + rδΣ
n
i=1P (t, Ti)).
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Bonos con cupones flotantes
A menudo pasa que los cupones de los bonos no son fijados a priori, sino que
se van actualizando en cada periodo del cupo´n. Un ejemplo es usar como intere´s del
cupo´n pagado en Ti ⇒ ri = L(Ti−1, Ti), do´nde L es el intere´s spot LIBOR.
Entonces los cupones del bono sera´n:
ci = KL(Ti−1, Ti)(Ti − Ti−1) = K( 1
P (Ti−1, Ti)
− 1).
Para facilitar los ca´luclos podemos considerar que K = 1. Podemos replicar cada
una de estas cantidades con la siguiente estrategia:
1. En t < T0, vender en corto un bono sin cupo´n con vencimiento en Ti por P (t, Ti)
y comprar otro bono sin cupo´n con vencimiento en Ti−1 por la cantidad P (t, Ti−1).
Esto quiere decir que el coste en t es de P (t, Ti−1)− P (t, Ti).
2. En Ti−1 vence el bono comprado y obtenemos una cantidad de 1. Con este dinero
podemos comprar 1
P (t,Ti)
bonos con vencimiento en Ti.
3. En Ti−1 obtenemos la cantidad 1P (t,Ti) de los bonos comprados en Ti−1. Recordamos
que hab´ıamos vendido en corto al inicio un bono, entonces tenemos que pagar
tambi´’en una cantidad de 1. El dinero que recibimos entonces en esta fecha es de
1
P (t,Ti)
− 1.
Entonces, si realizamos la estrategia anterior para cada uno de los cupones del bono,
podemos expresar el precio del bono para t < T0 como:
p(t) = P (t, Tn) + Σ
n
i=1(P (t, Ti−1)− P (t, Ti)) = P (t, T0)
Esto quiere decir que de una unidad de dinero en T0, evoluciona a un bono con
cupones con tipos flotantes por el intere´s simple LIBOR.
Swaps
Un swap, o permuta financiera, es un contrato por el cual dos partes se comprome-
ten a intercambiar una serie de cantidades de dinero en fechas futuras. Normalmente
los intercambios de dinero futuros esta´n referenciados a tipos de intere´s, llama´ndose
Interest Rate Swap , aunque de forma ma´s gene´rica se puede considerar un swap
cualquier intercambio futuro de bienes o servicios (entre ellos de dinero) referencia-
do a cualquier variable observable.
Presentamos un swap que se llama de tipo de intere´s fijo vs tipo variable. Los swaps
fijo/variable se pueden definir como el compromiso por el que una parte paga/recibe
un tipo fijo (swap rate) sobre un nominal prefijado y recibe/paga un tipo variable
sobre el mismo nominal. El nominal es la cantidad sobre la que se aplicara´ el tipo de
intere´s. Un ejemplo en detalle de co´mo se definir´ıa un contrato de swap fijo variable
ser´ıa:
-Sea T0, T1, ..., Tn, las fechas fijadas, do´nde T0 es la fecha en que se acuerda el con-
trato y T1, ..., Tn las fechas en que se intercambia el dinero.
-Suponemos que la diferencia de tiempo entre las fechas es el mismo, y por lo tanto
Ti − Ti−1 = δ.
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-A partir de ahora, imaginamos que somos la parte del contrato que paga el tipo
fijo y recibe el variable.
-Suponemos como tipo variable el intere´s spot LIBOR L(Ti−1, Ti). Entonces, en ca-
da fecha Ti, i ≥ 1 recibimos KδL(Ti−1, Ti) y pagamos KδR, por lo tanto los flujos
de caja en esa fecha es
KδL(Ti−1, Ti)−KδR = Kδ[L(Ti−1, Ti)−R].
Siguiendo la misma metodolog´ıa que en los casos anteriores, existe una estrategia
que solo opera con bonos sin cupo´n tal que genera en Ti la misma cantidad que el
del contrato swap. El precio de esta estrategia en t ≤ T0 es
K(P (t, Ti−1)− P (t, Ti))−KδRP (t, Ti) = KP (t, Ti−1)−K(1 +Rδ)P (t, Ti).
Si hacemos lo mismo con todos los flujos de caja del contrato, obtenemos el precio
del contrato para t ≤ T0
p(t) = Σni=1((P (t, Ti−1)−P (t, Ti))−KδRP (t, Ti) = KP (t, Ti−1)−K(1+Rδ)P (t, Ti))
= KP (t, T0)−KP (t, Tn)−KRδΣni=1P (t, Ti
= KP (t, T0)−KΣni=1diP (t, Ti),
con di = Rδ, i = 1, ..., n− 1 y dn = 1 +Rδ R normalmente se escoge de forma que
el valor del contrato sea cero. Si t < T0, entonces
R =
P (t, T0)− P (t, Tn)
δΣni=1P (t, Ti)
.
Caps y Floors
Cuando alguna persona o entidad solicita un pre´stamo a tipo de intere´s variable
corre un riesgo por la subida posible del tipo de intere´s, este riesgo se denomina
riesgo de tipo de intere´s.
Si la empresa desea evitar las posibles subidas del tipo, puede adquirir un denomi-
nado cap (techo o l´ımite superior), con lo que acuerda con una entidad que si el
tipo de intere´s asciende por encima de un l´ımite ma´xim, recibira´ una determinada
cantidad. A cambio el prestatario debe pagar una prima a la entidad con la que
contrata el cap.
Tambie´n podemos definir el floor (suelo), que funciona de forma inversa al cap.
Cuando alguien realiza una inversio´n o depo´sito que recibe una remuneracio´n varia-
ble dependiente de un ı´ndice de tipo como puede ser el euribor, corre tambie´n un
riesgo, en este caso de que el tipo de intere´s descienda y vea disminuida su rentabi-
lidad. El inversor puede adquirir un floor, por el cual contrata con una entidad, que
si el tipo de intere´s desciende por debajo de un l´ımite mı´nimo recibira´ una determi-
nada cantidad a cambio debera´ pagar una prima o precio por este aseguramiento.
Vemos ma´s formalmente el funcionamiento de estos contratos:
-Sea T0, T1, ..., Tn, las fechas fijadas, do´nde T0 es la fecha en que se acuerda el con-
trato y T1, ..., Tn las fechas en que hay el flujo de dinero.
-Suponemos que la diferencia de tiempo entre las fechas es el mismo, y por lo tanto
Ti − Ti−1 = δ.
-Suponemos como tipo de intere´s variable el intere´s spot LIBOR L(Ti−1, Ti).
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Respecto los caps, sabemos que en cada instante Ti recibimos la cantidadKδ(L(Ti−1, Ti)−
R)+. Podemos definir el caplet i como un contrato con un solo pago en Ti, que es
el definido anteriormente. Entonces los caps son una suma de caplets.
Respecto los floors la situacio´n es ana´loga. Sabemos que en cada instante Ti recibi-
mos la cantidad Kδ(R−L(Ti−1, Ti))+. Podemos definir el floorlet i como un contrato
con un solo pago en Ti, que es el definido anteriormente. Entonces los floors son una
suma de floorlets.
Proposicio´n 1.4.1 El valor de un cap con principal K y cap rate R es el de una
cartera con K(1 + Rδ) opciones del tipo put con vencimiento en Ti−1, i = 1, ..., n
que tienen como activos subyacentes bonos con vencimiento en Ti y con strike
1
1+Rδ
.
Demostracio´n.
Kδ(R− L(Ti−1, Ti))+ = K( 1P (Ti−1,Ti) − 1− δR)+
= K(1+Rδ)
P (Ti−1,Ti)
( 1
(1+Rδ)
− P (Ti−1, Ti))+.
Es decir, si compramos 1
1+Rδ
opciones put como las del enunciado en un t < T0,
obtendremos en Ti−1 la cantidad K(1 + Rδ)( 1(1+Rδ) − P (Ti−1, Ti))+. Este dinero lo
puedo invertir en bonos, pues puedo comprar K(1+Rδ)
P (Ti−1,Ti)
( 1
(1+Rδ)
−P (Ti−1, Ti))+ bonos
con vencimiento en Ti y obtener finalmente en esta fecha esta cantidad concreta.
Ana´logamente, el valor de un floor con principal K y cap rate R es el de una
cartera con K(1 + Rδ) opciones del tipo call con vencimiento en Ti−1, i = 1, ..., n
que tienen como activos subyacentes bonos con vencimiento en Ti y con strike
1
1+Rδ
.
Vemos que los flujos de caja de un Swap (KδL(Ti−1, Ti) − KδR) son los mismos
que los de una estrategia basada en comprar un Cap y vender un Floor ⇒ pues en
Ti, pueden pasar dos cosas:
1. KδL(Ti−1, Ti) − KδR > 0 ⇒ Kδ(L(Ti−1, Ti) − R)+ − Kδ(R − L(Ti−1, Ti))+ =
Kδ(L(Ti−1, Ti)−R).
2. KδL(Ti−1, Ti) − KδR < 0 ⇒ Kδ(L(Ti−1, Ti) − R)+ − Kδ(R − L(Ti−1, Ti))+ =
−Kδ(R− L(Ti−1, Ti)) = Kδ(L(Ti−1, Ti)−R).
Por lo tanto, Cap(t)-Floor(t)=Swap(t).
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2. Teor´ıa de procesos estoca´sticos
2.1. Cuestiones ba´sicas
Toda la teor´ıa que veremos en el trabajo esta´ destinada a modelar el precio de
los bonos. Es una continuacio´n del modelo inventado por Black-Scholes.
Antes de nada definimos un espacio de probabilidad filtrado (Ω,=,P, (=t)0≤t≤T ′)).
A modo de ejemplo, podemos definir un proceso estoca´stico (Xt)0≤t≤T ′ que modeliza
el precio de un activo cualquiera. Podemos atribuir un significado del mundo real a
cada elemento anterior:
-La medida de probabilidad sobre = del mundo real sera´ P.
-El intervalo [0, T ′] es el per´ıodo de tiempo en el que se modela el precio de los
activos.
-Ω es un conjunto (por ejemplo <), que quiere representar todos los escenarios po-
sibles que ocurren en el mundo real durante [0, T ′], y que afectara´n por lo tanto al
precio del activo. Para cada escenario ω ∈ Ω, la evolucio´n del precio de los bonos
sera´ t→ Xt(ω).
-Una σ-a´lgebra sobre un conjunto Ω, es una famı´lia de de subconjuntos de Ω. La
filtracio´n de las σ-a´lgebras (=t)0≤t≤T ′(do´nde =T ′ = =), quiere representar la infor-
macio´n que disponemos en cada momento t ∈ [0, T ′]. Como sabemos que =s ⊂ =t
si s < t, esto quiere decir que al paso del tiempo, las σ−a´lgebra de la filtracio´n son
mas ”finas”, es decir, la informacio´n es acumulativa.
Diremos que el proceso (Xt) sera´ adaptado a la filtracio´n anterior si Xt es =t-
medible.
Asumimos que la la filtracio´n (=t)0≤t≤T ′ es la filtracio´n natural de un movimiento
browniano esta´ndard (Wt)0≤t≤T ′ : =t = σ(Wt, 0 ≤ t ≤ T ′).
Definiremos el activo sin riesgo como: S0t = e
∫ t
0 r(s)ds, do´nde (r(t))0≤t≤T ′ es un
proceso adaptado a la filtracio´n que satisface
∫ T ′
0
|r(s)|ds <∞ c.s. y que representa
el intere´s. Uno puede pensar que es un poco raro que se llame activo sin riesgo si
es una proceso estoca´stico do´nde hay por medio el azar. Ya veremos en un futuro
porque es de menos riesgo que otros.
Imaginamos que en un instante de tiempo t ∈ [0, T ′], tenemos una cantidad de
dinero ”q”que puede proceder de la venta de otro activo por ejemplo. Entonces, si
decidimos invertir en activos sin riesgo y esperar hasta un instante s > t, nuestra
inversio´n tendra´ con total seguridad y sin riesgos un rendimiento de qe
∫ s
t r(s)ds en s.
Tambie´n nos encontraremos con la expresio´n a = qe−
∫ s
t r(s)ds. Diremos que es el
valor de q descontado por el intere´s. Obviamente .a”se refiere al valor que se tiene
que invertir en activos sin riesgo en la fecha t para que en s se obtenga la cantidad
ae
∫ s
t r(s)ds = q.
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2.2. Hipo´tesis principal: no oportunidad de arbitraje
En nuestro modelo habra´ tambie´n activos con riesgo. Estos sera´n los bonos sin
cupo´n con fecha de vencimiento T ∈ [0, T ′]. Definimos P (t, T ),0 ≤ t ≤ T como el
precio en t del bono con vencimiento en T. Entonces tal y como hemos definido
anteriormente estos bonos, sabemos que P (T, T ) = 1. Definiremos entonces un pro-
ceso estoca´stico adaptado (P (t, T ))0≤t≤T .
Nuestro modelo se quiere parecer lo ma´ximo posible al modelo de mercado econo´mi-
co que existe en la realidad. Por lo tanto, sabiendo que teo´ricamente es un mercado
en equilibrio, nuestro modelo tambie´n lo sera´.
Una de las condiciones para la existencia de este equilibrio es que no puedan existir
estrategias financieras con arbitraje.
Definicio´n 2.2.1 Una estrategia de arbitraje es cua´ndo hay la posibilidad de
ganar dinero sin riesgo ninguno de perder nada de lo invertido inicialmente.
Definicio´n 2.2.2 Un mercado es viable si y solo si no hay oportunidades de
arbitraje.
Teorema 2.2.1 Un mercado es viable si y solo si existe una probabilidad P∗
equivalente a la probabilidad real P (P∗ ∼ P∗) tal que los precios de los activos con
riesgo descontados por el activo sin riesgo son procesos martingalas bajo P∗.
Por lo tanto tenemos la siguiente hipo´tesis:
(H) Existe una probabilidad P∗ (P ∼ P∗) tal que para todo T ∈ [0, T ′], el proceso
(P ′(t, T ))0≤t≤T definido como P ′(t, T ) = e−
∫ t
0 r(s)dsP (t, T ) es P∗-martingala.
Sabiendo que P (T, T ) = 1 y aplicando la propiedad martingala anterior:
P ′(t, T ) = E∗(P ′(T, T )|=t)⇒ P ′(t, T ) = E∗(e−
∫ T
0 r(s)ds|=t)
⇒ e−
∫ t
0 r(s)dsP (t, T ) = e−
∫ t
0 r(s)dsE∗(e−
∫ T
t r(s)ds|=t)⇒ P (t, T ) = E∗(e−
∫ T
t r(s)ds|=t)
Usamos el siguiente ejemplo para entender de forma intuitiva la expresio´n P (t, T ) =
E∗(P (T, T )e−
∫ T
t r(s)ds|=t) y a la vez introducirnos en el mundo financiero.
Si un gestor de activos financieros es propietario en la fecha t de un bono con ven-
cimiento en T, tiene dos opciones:
-La primera se basa en vender el bono inmediatamente en t. El rendimiento que se
obtendr´ıa de dicha inversio´n es P (t, T ) (el precio que vale el bono en el mercado).
-La segunda opcio´n consiste en queda´rse el cupo´n hasta T y venderlo en esa fe-
cha. Como queremos comparar las dos opciones como si estuvieramos en la fecha
t, descontamos el precio del bono en T por el intere´s entre t i T y aplicamos la
esperanza condicionada a =t. Entonces el rendimiento que se espera obtener en t es
de E∗(P (T, T )e−
∫ T
t r(s)ds|=t).
Entonces, la hipo´tesis anterior nos dice que en un mercado sin arbitraje, existe una
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probabilidad P∗ por la cual el rendimiento de las dos opciones explicadas anterior-
mente es el mismo. Por esto llamamos a P∗ probabilidad neutral al riesgo.
Esta es una medida teo´rica que nos sirve solo para calcular el proceso estoca´stico que
modela el precio de los bonos, pues si conocemos la variable aleatoria =T -medible
h = P (T, T )e−
∫ T
t r(s)ds y aplicamos la hipo´tesis P (t, T ) = E∗(e−
∫ T
t r(s)ds|=t) pode-
mos conocer con detalle (P (t, T )).
Luego se pueden hacer simulaciones de este proceso con la probabilidad real P que
es lo que realmente nos interesa, ya que recordamos que es la probabilidad real del
mercado. Bajo esta medida no se cumple la igualdad de los rendimientos de las dos
opciones anteriores, porque P (t, T ) 6= E(P (T, T )e−
∫ T
t r(s)ds|=t).
2.3. Procesos de los bonos
Durante el modelo se usara´n continuamente ecuaciones diferenciales estoca´sticas.
Se expresan de la forma
dX(t) = µ(t,X(t))dt+ σ(t,X(t))dWt
X(0) = Z,
y una solucio´n de la ecuacio´n anterior se llama difusio´n.
Teorema 2.1. Sea (Ω,=,P, (=t)0≤t≤T ′)) el mismo espacio definido anteriormente.
Tambie´n tenemos funciones µ : <+x< → <, σ : <+x< → <; Z es una variable
aleatoria =0-medible y finalmente un =t-movimiento browniano (Wt)t≥0.
Una solucio´n de la ecuacio´n anterior es un proceso continuo =t-adaptado (X(t))t≥0
que satisface:
1. Para t ≥ 0, las integrales ∫ t
0
µ(s, r(s))ds y
∫ t
0
σ(s, r(s))ds existan:∫ t
0
|µ(s,X(s)|)ds < +∞ y ∫ t
0
|σ(s,X(s))|2ds c.s.
2. ∀t ≥ 0 X(t) = Z + ∫ t
0
µ(s,X(s))ds+
∫ t
0
σ(s,X(s))ds c.s.
El siguiente teorema proporciona condiciones suficientes sobre µ y σ para la
existencia y unicidad de una solucio´n de la ecuacio´n estoca´stica anterior.
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Teorema 2.2. Si µ y σ son funciones continuas, y existe una constante K < +∞
tal que
1. |µ(t, x)− µ(t, y)|+ |σ(t, x)− σ(t, y)| ≤ K|x− y|
2. |µ(t, x)|+ |σ(t, x)| ≤ K(1 + |x|)
3. E(Z2) < +∞
entonces, para cualquier T ≥ 0, la ecuacio´n admite una u´nica solucio´n en el inter-
valo [0, T ].
La funcio´n µ(t,X(t)) de una integral estoca´stica es ⇒
µ(t,X(t)) = lim4t→0
E(X(t+4t)−X(t)|=t)
4t .
Por eso la llamamos la deriva, porque quiere representar una esperanza de la ”deri-
vada”del proceso X(t) en t y esta dependera´ de la posicio´n de la variable aleatoria
X(t).
En la otra parte de la ecuacio´n vemos que aparece el movimiento browniano. Por-
sus propiedades, esta parte la entendemos como una perturbacio´n del proceso.
σ(t,X(t)), que esta´ en la ecuacio´n junto con la diferencial del m. browniano se
define ⇒
σ2(t,X(t)) = lim4t→0
E((X(t+4t)−X(t))2|=t)
4t .
La llamamos difusio´n, porque quiere representar la varianza de la diferencial del
proceso X(t) en t y igual que antes, tambie´n dependera´ de la posicio´n de X(t).
Como mayor sea σ(t,X(t)), entonces mayor sera´ la incidencia de la perturbacio´n
en el proceso.
Con todo lo explicado anteriormente, procedemos a modelar los bonos. Se ha
dicho anteriormente que las dos medidas de probabilidad P y P∗ definidas en (Ω,=)
son equivalentes. Por lo tanto, podemos aplicar el teorema Radon-Nikodym dado el
espacio medible y las dos medidas anteriores, sabemos que existe una funcio´n LT ′ =
dP∗
dP en Ω tal que para todo subconjunto de A ∈ =, P∗(A) =
∫
A
LT ′dP.
A e´sta funcio´n LT ′ que es =T ′-medible la llamaremos densidad de la probabilidad
P∗ respecto de P. Podemos definir tambie´n la densidad anterior condicionada por la
σ-algebra =t de la filtracio´n (=t)0≤t≤T ′ , ⇒ y obtenemos Lt = E(LT ′ |=t). Entonces
podemos definir un proceso (Lt)0≤t≤T ′ adaptado a la filtracio´n =t.
Proposicio´n 2.3.1 existe un proceso estoca´stico (q(t))0≤t≤T ′ adaptado a la fil-
tracio´n definida anteriormente tal que ∀t ∈ [0, T ′],
Lt = exp(
∫ t
0
q(s)dWs − 1
2
∫ t
0
q(s)2ds)c.s. (2.1)
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Demostracio´n:
El proceso (Lt)0≤t≤T ′ definido anteriormente es por construccio´n un proceso mar-
tingala relativo a (=t), que recordamos que es que es la filtracio´n natural del movi-
miento browniano (Wt). As´ı pues, por el teorema de representacio´n de martingalas
borwnianas, sabemos que existe un proceso (Ht)0≤t≤T ′ adaptado a la filtracio´n (=t)
tal que
∫ T ′
0
H2t dt <∞ c.s. y que satisface ∀t ∈ [0, T ′]
Lt = L0 +
∫ t
0
H(s)dWs c.s.
Como el proceso es martingala, entonces el valor E(Lt) es igual ∀t ∈ [0, T ′] ⇒
L0 = E(L0) = E(LT ′) =
∫
Ω
LT ′dP = P∗(Ω) = 1. Para llegar a obtener la ecuacio´n
del enunciado, aplicaremos la fo´rmula de Ito con la funcio´n logaritmo, es decir, que-
remos la expresio´n del proceso log(Lt). Para esto necesitamos primero comprobar
que P(∀t ∈ [0, T ′], Lt > 0) = 1. Procedemos a comprobarlo:
Recordamos que por hipo´tesis P y P∗ son probabilidades equivalentes y ∀ω ∈
Ω,P(ω) > 0, entonces sabiendo esto y que
LT ′ =
dP∗
dP
deducimos que ∀t ∈ [0, T ′],P(Lt > 0) = 1 c.s.
Antes de nada vemos que τ = (´ınf{t ∈ [0, T ′]|Lt = 0})
∧
T es un stopping time de
la filtracio´n (=t) .
Hemos visto anteriormente que L0 = 1. Podemos definir la siguiente igualdad
{ω ∈ Ω|τ(ω) ≤ t} = {ω ∈ Ω| ı´nf
0≤s≤t
Ls(ω) = 0}.
Ahora queremos ver que fijado un ω ∈ Ω⇒ ı´nf0≤s≤t Ls(ω)= ı´nf0≤s≤t,s∈Q Ls(ω).
Claramente ı´nf0≤s≤t Ls(ω) ≥ ı´nf0≤s≤t,s∈Q Ls(ω) pues puede ser que el ı´nfimo del
camino cont´ınuo sea en puntos irracionales.
Para ver ı´nf0≤s≤t Ls(ω) ≤ ı´nf0≤s≤t,s∈Q Ls(ω) utilizaremos la continuidad del camino
s→ Ls(ω). Sea s ∈ [0, t] y (qi)i∈N una sucesio´n de nu´meros racionales que convergen
a s, entonces Lqi(ω) converge hacia Ls(ω).
Entonces si Lqi(ω) ≥ ı´nf0≤s≤t,s∈Q Ls(ω)⇒ Ls(ω) ≥ ı´nf0≤s≤t,s∈Q Ls(ω)
⇒ ı´nf0≤s≤t Ls(ω) ≥ ı´nf0≤s≤t,s∈Q Ls(ω).
Se cumple entonces {ω ∈ Ω|τ(ω) ≤ t} = {ω ∈ Ω| ı´nf0≤s≤t Ls(ω) = 0} = {ω ∈
Ω| ı´nf0≤s≤t,s∈Q Ls(ω) = 0} ∈ =t.
E´sta u´ltima igualdad es conocida por la teor´ıa de martingalas en el caso discreto.
La constante T’ tambie´n puede ser tratada como un stopping time y claramente
τ ≤ T ′. Podemos aplicar el optional stopping theorem
⇒ E(LT ′ |=τ ) = Lτ c.s.
Aplicando esperanzas a la u´ltima igualdad tenemos
E(LT ′) = E(Lτ ) = E(Lτ1τ<T ′ + LT ′1τ=T ′) = E(Lτ1τ<T ′) + E(LT ′1τ=T ′)
= E(LT ′1τ=T ′),
do´nde usamos que ω ∈ Ω tales que τ(ω) < T ⇒ Lτ(ω) = 0.
Hemos visto entonces E(LT ′) = E(LT ′1τ=T ′)y sabemos por definicio´n que
P(LT ′ > 0) = 1⇒ P(τ(ω) = T ′) = 1⇒ P(∀t ∈ [0, T ′], Lt > 0) = 1.
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Podemos entonces aplicar la funcio´n logaritmo al proceso Lt obteniendo la siguiente
expresio´n:
log(Lt) =
∫ t
0
1
Ls
HsdWs − 12
∫ t
0
( 1
Ls
)2H2sds c.s.
Finalmente, el proceso (q(t))0≤t≤T definido en el enunciado existe y es q(t) = HtLt .
Corolario 2.3.1 El precio en t de los bonos cupo´n cero con vencimiento en T ≥ t
puede ser expresado como:
P (t, T ) = E(exp(−
∫ T
t
r(s)ds+
∫ T
t
q(s)dWs − 1
2
∫ T
t
(q(s))2ds)|=t)
Demostracio´n:
Para demostrar este enunciado usaremos la regla de Bayes para las esperanzas
condicionadas.
Sea X una variable aleatoria no negativa =T ′-medible y (Lt) el proceso definido
anteriormente:
E∗(X|=t) = E(XLT ′ |=t)
Lt
.
La anterior expresio´n es una igualdad de variables aleatorias =t-medibles, entonces
basta comprobar que
A ∈ =t,
∫
A
E∗(X|=t)LtdP =
∫
A
E(XLT ′ |=t)dP.
∫
A
E∗(X|=t)LtdP =
∫
A
E∗(X|=t)E(LT ′|=t)dP =
∫
A
E(LT ′E
∗(X|=t)|=t)dP
=
∫
A
LT ′E
∗(X|=t)dP =
∫
A
E∗(X|=t)dP ∗ =
∫
A
XdP ∗.∫
A
E(XLT ′|=t)dP =
∫
A
XLT ′dP =
∫
A
X
dP ∗
dP
dP =
∫
A
XdP ∗
Do´nde se ha usado la definicio´n de esperanza condicionada y que L es la derivada
Radon-Nykodin.
Ahora si aplicamos a la fo´rmula E∗(X|=t) = E(XLT ′ |=t)Lt la expresio´n de Ls en-
contrada anteriormente y X = exp(− ∫ T
t
r(s)ds), obtenemos claramente:
P (t, T ) = E(exp(−
∫ T
t
r(s)ds+
∫ T
t
q(s)dWs − 1
2
∫ T
t
(q(s))2ds)|=t).
Proposicio´n 2.3.2: Para cada tiempo de vencimiento T ∈ [0, T ′ ] ,existe un pro-
ceso adaptado (σTt )0≤t≤T tal que:
dP (t, T )
P (t, T )
= (r(t)− σTt q(t))dt+ σTt dWt, 0 ≤ t ≤ T.
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Demostracio´n:
Utilizando que el proceso (P ′(t, T ))0≤t≤T es martingala respecto P∗ y la regla de
Bayes para las esperanzas condicionadas, vemos que (P ′(t, T )Lt)0≤t≤T es martingala
respecto P⇒
E∗(P ′(T, T )|=t)Lt = E(P ′(T, T )LT |=t)⇒ P ′(t, T )Lt = E(P ′(T, T )LT |=t).
Usando el mismo racionamiento que en la preposicio´n anterior⇒ existe un proceso
adaptado (θTt )0≤t≤T tal que
∫
(θTt )
2dt <∞ casi seguro y
P ′(t, T )Lt = P ′(0, T ) exp(
∫ t
0
(θTs )dWs −
1
2
∫ t
0
(θTs )
2ds)c.s.
Ahora, simplemente sustituyendo Lt = exp(
∫ t
0
q(s)dWs− 12
∫ t
0
q(s)2ds) a la expresio´n
anterior y pasando al otro lado de la igualdad el factor de descuento, obtenemos:
P (t, T ) = P (0, T ) exp(
∫ t
0
r(s)ds+
∫ t
0
(θTs − q(s))dWs −
1
2
∫ t
0
(θTs )
2 − (q(s))2ds)c.s.
El proceso anterior es de la forma P (t, T ) = f(Z(t)) = P (0, T ) exp(Z(t)), do´nde la
dina´mica de Z(t) es:
dZs = r(s)ds+ (θ
T
s − q(s))dWs −
1
2
(θTs )
2 − (q(s))2ds,
y
d < Z,Z >s= (θ
T
s − q(s))2ds.
Consecuentemente, aplicando la fo´rmula de Ito al proceso P (t, T ):
dP (t, T ) = f ′(Z(t))dZ(t) +
1
2
f ′′(Z(t))d < Z,Z >t
= P (0, T ) expZ(t)dZ(t) +
1
2
P (0, T ) expZ(t)d < Z,Z >t
Sustituyendo a la ecuacio´n las fo´rmulas del proceso Z(t) descrito anteriormente se
obtiene:
dP (t, T ) = P (t, T )r(t)dt+ P (t, T )(θTt − q(t))dWt −
1
2
P (t, T )((θTt )
2 − (q(t))2)dt
+
1
2
P (t, T )(θTt )− (q(t))2dt)
= P (t, T )(r(t) + q(t)2 − q(t)θTt )dt+ (θTt − q(t))dWt
do´nde σtu = θ
t
u − q(t).
Ahora podemos comparar las dos ecuaciones diferenciales estoca´sticas del activo
con riesgo y el activo sin riesgo⇒
dP (t, T )
P (t, T )
= (r(t)− σTt q(t))dt+ σTt dWt
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dS0t
S0t
= r(t)dt.
Podemos apreciar una diferencia en e´stas dos fo´rmulas muy clara, en la del activo con
riesgo aparece un movimiento browniano esta´ndard (Ws), que es lo que entendemos
como la perturbacio´n que corresponde al riesgo del activo y que no aparece en la
fo´rmula del activo sin riesgo (S0t ).
Recordando lo explicado al principio sobre la deriva µ(t, P (t, T )), el te´rmino r(t)−
σTt q(t) intuitivamente lo podemos entender como la esperanza de tasa de retorno
de los bonos y obviamente −σTt q(t) es la diferencia entre la esperanza de la tasa de
retorno entre el activo de riesgo y el sin riesgo, y por lo tanto podemos entender
−q(t) co´mo el risk premium”.
Todo esto que hemos aclarado anteriormente es sobre la probabilidad real P. Ahora
bie´n, hemos visto antes la existencia de una probabilidad P∗ neutral y su importancia
en nuestro modelo. Entonces, estar´ıa bie´n poder obtener la ecuacio´n diferencial
estoca´stica del bono sobre P∗, que variara´ respeto la dina´mica anterior porque´ con
el cambio de medida Wt no es un movimiento browniano.
Podemos aplicar el teorema de Girsanov. Entonces el proceso (W ′t) definido W
′
t =
Wt−
∫ t
0
q(s)ds es una movimiento browniano en la probabildad P∗y⇒sustituyendo
dW ′t = dWt − q(s)ds a la ecuacio´n estoca´stica anterior, obtenemos
dP (t, T )
P (t, T )
= (r(t))dt+ σTt dW
′
t .
Se ve claramente que la esperanza de la tasa de retorno respecto P∗ del activo con
riesgo es la misma que la tasa de retorno del activo sin riesgo, que es lo que hemos
visto que pasaba bajo la probabilidad neutral. Resolviendo la ecuacio´n anterior
obtenemos la siguiente expresio´n:
P (t, T ) = P (0, T )exp(
∫ t
0
r(s)ds+
∫ t
0
(θTs )dW
′
s −
1
2
∫ t
0
(θTs )
2)ds).
2.4. Opciones en bonos
En este apartado vamos a mezclar la teor´ıa sobre las opciones (call y put) y
los bonos. Seguiremos trabajando en el mismo espacio de probabilidad que antes
y sabiendo de la existencia de la probabilidad neutral. Ahora vamos a considerar
un contrato de tipo Europeo con una fecha de vencimiento en θ do´nde el activo
subyacente del contrato sera´ un bono sin cupo´n con una fecha de vencimiento T
ma´s tarde que el de la opcio´n, es decir 0 ≤ θ < T ≤ T ′.
Si la opcio´n es del tipo call con un ”strike”K, es decir, que en θ el propietario de la
opcio´n tendra´ el derecho de comprar el bono a un precio K, es conocido que el valor
del contrato en su vencimiento θ vendra´ dado por la variable aleatoria =θ-medible
(P (θ, T )−K)+.
Tal y co´mo se estudia en la teor´ıa de las opciones, la cubriremos con una cartera
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de activos do´nde aparece, a parte del activo sin riesgo (S0), el activo inclu´ıdo en
el contrato de la opcio´n, que en este caso es el bono cupo´n zero (P (θ, T ))0≤t≤θ.
Entonces definiremos una estrategia para la cartera en el periodo de vida de la
opcio´n [0, θ], que es un proceso adaptado (H0t , Ht)0≤t≤θ con valores en <2, do´nde
H0t representa la cantidad de activos sin riesgo en la fecha t y Ht representa la
cantidad de activos con riesgo (bonos con vencimiento en T ) en la fecha t.
Entonces el valor de la cartera en t sera´
Vt = H
0
t S
0
t +HtP (t, T ) = H
0
t exp(
∫ t
0
r(s)ds) +HtP (t, T ).
Queremos que la cartera sea autofinanciada.
Para facilitar el significado de auto financiamiento, podemos tratar de ver el pro-
blema en tiempo discreto. En este caso el proceso (H0t , Ht)0,1,2,...,θ es predecible, que
quiere decir que el valor que tendra´n las cantidades de cada activo en un tiempo t
se escogen en t − 1. Es decir, imaginamos que somos el gestor de la cartera y nos
encontramos en t y nuestra cartera tiene un valor de Vt = H
0
t S
0
t +HtP (t, T ). Ahora
es el momento de comprar o vender activos, y las variaciones que se hagan sobre la
cantidad de los activos permanecera´n constantes entre el periodo [t, t + 1]. Imagi-
namos se compran 100 bonos con riesgo ma´s de los que ya hay en t, y en total se
tiene ahora una cantidad de Ht+1 = Ht+100 (no variara´ hasta t+1). Pero el dinero
usado para comprar estos bonos (100 ∗P (t, T )) tiene que salir de la misma cartera,
es decir, gastar-se de su bolsillo 100 ∗ P (t, T ) vendiendo una cantidad concreta del
otro activo, que concreto es 100∗P (t,T )
S0t
. Entonces, una vez hechas las transacciones
anteriores:
H0t+1S
0
t +Ht+1P (t, T ) = (H
0
t −
100 ∗ P (t, T )
S0t
)S0t + (Ht + 100)P (t, T )
= H0t S
0
t +HtP (t, T ).
Por lo tanto la condicio´n de que una cartera sea autofinanciada es
H0t+1S
0
t +Ht+1P (t, T ) = H
0
t S
0
t +HtP (t, T ).
Y por lo tanto, si ahora volvemos al caso cont´ınuo ⇒
Vt+4t − Vt = H0t+4t(S0t+4t − S0t ) +Ht+4t(P (t+4t, T )− P (t, T )).
Si hacemos el l´ımite a la igualdad anterior, obtenemos la condicio´n para que la
estrategia (H0t , Ht)0≤t≤θ se auto financiada:
dVt = H
0
t dS
0
t +HtdP (t, T ).
Si queremos en un futuro integrar esta ecuacio´n para obtener una expresio´n para
el proceso de la cartera Vt, ya vimos en el teorema de Itoˆ que se necesita que se
cumplan unas condiciones. Entonces el proceso (H0t , Ht)0≤t≤θ tendra´ que cumplir:∫ θ
0
|H0t r(t)|dt <∞ y
∫ θ
0
(Htσ
T
t )
2dt <∞ c.s.
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De esta forma las siguientes integrales esta´n bien definidas:∫ θ
0
H0t dS
0
t =
∫ θ
0
H0t r(t)S
0
t dt
y ∫ θ
0
HtdP (t, T ) =
∫ θ
0
HtP (t, T )r(t)dt+
∫ θ
0
P (t, T )σTt HtdW
′
t
Notamos que tambie´n se necesita que los procesos (S0t )0≤t≤T (P (t, T ))0≤t≤T sean
continuos y acotados c.s., que lo so´n por definicio´n.
Definicio´n 2.4.1 La estrategia (H0t , Ht)0≤t≤θ es admisible si es auto financia-
da y si el valor descontado de su correspondiente cartera V ′t = H
0
t + HtP
′(t, T ) es
para todo t, no-negativa (V ′t > 0 c.s.) y sup0≤t≤θV
′
t es cuadrado integrable sobre la
probabilidad P∗.
La siguiente proposicio´n muestra que bajo algunas condiciones, es posible cubrir
todas los contratos de tipo Europeo con una cartera admisible.
Proposicio´n 2.4.1 Asumimos sup0≤t≤θ|r(t)| < ∞ c.s. y σTt diferente que 0
c.s. para todo t ∈ [0, θ]. Sea θ < T y sea h una =θ-medible variable aleatoria tal
que he−
∫ θ
0 r(s)ds cumple E∗((he−
∫ θ
0 r(s)ds)2) < +∞, entonces existe una estrategia
admisible el valor del cual en θ es igual a h. El valor en t ≤ θ de tal estrategia es:
Vt = E
∗(he−
∫ θ
t r(s)ds|=t).
Demostracio´n:
Suponemos que (H0t , Ht)0≤t≤θ es una estrategia admisible. Entonces queremos cono-
cer la expresio´n de dV ′t do´nde V
′
t = Vte
− ∫ t0 r(s)ds es el valor descontado de la cartera
de la estrategia anterior. Aplicando la fo´rmula de Itoˆ al proceso anterior obtenemos:
dV ′t = −Vte−
∫ t
0 r(s)dsr(t)dt+ e−
∫ t
0 r(s)dsdVt
= −(H0t S0t +HtP (t, T ))e−
∫ t
0 r(s)dsr(t)dt+ e−
∫ t
0 r(s)ds(H0t dS
0
t +HtdP (t, T ))
= −(H0t S0t +HtP (t, T ))e−
∫ t
0 r(s)dsr(t)dt+ e−
∫ t
0 r(s)ds(H0t S
0
t r(t)dt+HtdP (t, T ))
= −HtP (t, T )e−
∫ t
0 r(s)dsr(t)dt+ e−
∫ t
0 r(s)dsHtdP (t, T )
= −HtP (t, T )e−
∫ t
0 r(s)dsr(t)dt+ e−
∫ t
0 r(s)dsHt(P (t, T )(r(t))dt+ P (t, T )σ
T
t dW
′
t)
= e−
∫ t
0 r(s)dsHt(P (t, T )σ
T
t dW
′
t)
= HtP
′(t, T )σTt dW
′
t .
sup0≤t≤θV ′t es cuadrado integrable sobre la probabilidad P∗ ⇒,(V ′t )0≤t≤θ es cua-
drado integrable sobre la probabilidad P∗ ⇒ E(∫ θ
0
(HtP
′(t, T )σTt )
2dt) <∞⇒entonces
la integral de dV ′t esta´ bien definida y el proceso (V
′
t )0≤t≤θes martingala bajo la pro-
babilidad P∗. Entonces tenemos
V ′t = E
∗(V ′θ |=t), (0 ≤ t ≤ θ)
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Si imponemos la condicio´n Vθ = h, tenemos
Vt = e
∫ t
0 r(s)dsE∗(e−
∫ θ
0 r(s)dsh|=t). (2.2)
Para completar la demostracio´n faltara´ probar que existe una estrategia admisible
con el mismo valor anterior durante todo el tiempo.
No podemos aplicar el teorema de representacio´n de martingalas brownianas, porque
e´ste requiere que nuestro proceso V ′t = E
∗(V ′θ |=t), (0 ≤ t ≤ θ) (que e´s martingala
adaptado a =t) sea adaptado a la filtracio´n natural de la (W ′t). E´ste u´ltimo proceso
esta´ definido co´mo W ′t = Wt−
∫ t
0
q(s)ds, es =t medible y por el teorema de Girsanov
es un movimiento browniano respecto de la medida P∗. Ahora bie´n, podria ser que
la filtracio´n natural =′t = σ(W ′s|0 ≤ s ≤ t) fuese menos fina que la anterior ( para
todo t =′t ⊂ =t).
Entonces, V ′t = E
∗(V ′θ |=t), (0 ≤ t ≤ θ) no estar´ıa adaptado a la filtracio´n (=′t).
Por lo tanto tenemos que usar otro me´todo. Podemos definir el proceso (LtV
′
t )0≤t≤θ.
Siguiendo los mismos pasos que hemos usado a la proposicio´n anterior, sabemos que
si (V ′t )0≤t≤θ es un proceso =t-martingala con la probabilidad P ∗, entonces (LtV ′t )
es un proceso =t-martingala con la probabilidad P. Como la filtracio´n (=t) es la
natural del movimiento browniano Wt, por el teorema de represtacio´n de martinga-
las, existe un proceso adaptado (Jt)0≤t≤θ a (=t) tal que
∫ θ
0
J2s ds <∞ c.s. que cumple:
LtV
′
t = E(LtV
′
t ) +
∫ t
0
JsdWs
Entonces si aplicamos la fo´rmula de Itoˆ al proceso anterior:
d(LtV
′
t ) = dLtV
′
t + LtdV
′
t + d〈L, V ′〉t = JtdWt =⇒
dV ′t = − 1LtdLtV ′t − 1Ltd〈L, V ′〉t + JtLtdWt =
= −q(t)dWtV ′t − 1Ltd〈L, V ′〉t + JtLtdWt = (−q(t)V ′t + JtLt )dWt − 1Ltd〈L, V ′〉t
= (−q(t)V ′t + JtLt )dWt − (−q(t)V ′t + JtLt )q(t)dt
= (−q(t)V ′t + JtLt )dW ′t = HtdW ′t
Deducimos que existe un proceso (Jt)0≤t≤θ tal que
∫ θ
0
J2t dt <∞ c.s.,
e−
∫ θ
0 r(s)dsh = E∗(e−
∫ θ
0 r(s)dsh) +
∫ θ
0
JsdW
′
s
Una vez probado esto, podemos hacerHt =
Jt
P ′(t,T )σTt
yH0t = E
∗(e−
∫ θ
0 r(s)dsh|=t)− JtσTt ,
para 0 ≤ t ≤ θ.
Entonces sabemos que existe una estrategia (H0t , Ht)0≤t≤θ auto-financiada que cum-
ple la ecuacio´n 2.2 y Vθ = h Ahora solo falta comprobar las condiciones para que
sea una estrategia admisible.
sup0≤t≤θ|r(t)| < +∞⇒
∫ θ
0
|H0t r(t)|dt < +∞c.s.
La otra condicio´n obviamente se cumple por construccio´n∫ θ
0
(Htσ
T
t )
2dt =
∫ θ
0
(
Jt
P ′(t, T )
)2dt < +∞c.s,
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pues recordamos que
∫ θ
0
J2t dt+ < ∞ y que P ′(t, T ) es un proceso continuo en
probabilidad y acotado c.s.
Tambie´n cumple que su valor descontado es no negativo, pues sabemos
V ′t = E
∗(−e
∫ t
0 r(s)dsh|=t), (0 ≤ t ≤ θ),
do´nde P∗(h ≥ 0) = 1.
Entonces la estrategia es admisible tal y como quer´ıamos demostrar.
Entonces, por la preposicio´n anterior, el precio justo de la opcio´n h en el instante
t ∈ [0, θ] sera´
E∗(−e
∫ θ
t r(s)dsh|=t)
3. Modelos estoca´sticos del tipo de intere´s
Sea (Ω,=,P, (=t)0≤t≤T ′)) el mismo espacio que antes. Para definir la dina´mica
del intere´s presentamos la siguiente ecuacio´n diferencial estoca´stica:
dr(t) = µ(t, r(t))dt+ σ(t, r(t))dWt
r(0) = r0,
do´nde µ y σ son funciones definidas µ : <+x< → <, σ : <+x< → < y Wt es
=t-movimiento browniano.
Suponemos que se cumplen las condiciones que se necesitan sobre µ y σ para la
existencia y unicidad de la solucio´n de la ecuacio´n estoca´stica anterior.
Proposicio´n 3.1: Sea P∗ una probabilidad equivalente a P tal que
dP∗
dP
= exp(−
∫ T ′
0
λ(s, r(s))dWs − 1
2
∫ T ′
0
λ(s, r(s))2ds)
c.s. Sea F una funcio´n C1,2 en (<+,<,<+). Si asumimos que F (t, r(t);T ) = P (t, T ) =
E∗(exp(− ∫ T
t
r(s)ds)|=t), entonces la funcio´n cumple la EDP:
Ft + Frµ+
1
2
Frrσ
2 − rF = λσFr
F (T, r(T );T ) = 1.
Tambie´n se sabe que bajo probabilidad P∗, el proceso r(t) es descrito como:
dr(t) = (µ− λσ)dt+ σdW ′t ,
do´nde (W ′t) es un =t-movimiento browniano bajo P∗.
Demostracio´n:
Sea P∗ equivalente a P tal que
dP∗
dP
= exp(−
∫ T ′
0
λ(s, r(s))dWs − 1
2
∫ T ′
0
λ(s, r(s))2ds).
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Es suficiente la condicio´n Novikov: E(e0,5
∫ T
0 λ(s,r(s))
2ds) < ∞ para que el proceso
Lt = E(
dP ∗
dP
|=t) sea martingala. Suponemos que lo es y por lo tanto el proceso (Wt
es =t-Brownian motion bajo P. Entonces con la probabilidad P ∗(.) = E(1(.)LT ′), el
proceso definido como W ′t = Wt +
∫ t
0
λsds es =t-movimiento browniano bajo P∗.
Si ahora aplicamos la fo´rmula de Itoˆ al procesoG(t, r(t)) = F (t, r(t);T )exp(− ∫ t
0
r(s)ds),
tenemos:
d(F (t, r(t);T ) exp(− ∫ t
0
r(s)ds))
= − exp(− ∫ t
0
r(s)ds)rFdt+ exp(− ∫ t
0
r(s)ds)Ftdt+ exp(−
∫ t
0
r(s)ds)Frdr
+1
2
exp(− ∫ t
0
r(s)ds)Frrdr
2
= − exp(− ∫ t
0
r(s)ds)rFdt+exp(− ∫ t
0
r(s)ds)Ftdt+exp(−
∫ t
0
r(s)ds)Fr((µ−λσ)dt+
σdW ′t) +
1
2
exp(− ∫ t
0
r(s)ds)Frrσ
2dt
= exp(− ∫ t
0
r(s)ds)(−rF + Ft + Fr(µ− λσ) + 12Frrσ2)dt+ exp(−
∫ t
0
r(s)ds)FrσdW
′
t
Sabemos que F (t, r(t);T ) = E∗(exp− ∫ T
t
r(s)ds|=t)⇒ F (t, r(t);T ) exp(−
∫ t
0
r(s)ds) =
E∗(exp(− ∫ T
0
r(s)ds)|=t)
Por lo tanto el proceso (F (t, r(t);T ) exp(− ∫ t
0
r(s)ds)) es =t-martingala respeto
P∗. La dina´mica del proceso es entonces:
d(F (t, r(t);T ) exp(−
∫ t
0
r(s)ds)) = exp(−
∫ t
0
r(s)ds)FrσdW
′
t ⇒
se satisface la ecuacio´n
−rF + Ft + Fr(µ− λσ) + 1
2
Frrσ
2 = 0
F (T, r(T );T ) = E∗(exp(−
∫ T
T
r(s)ds)|=t) = 1.
A esta ecuacio´n la llamamos ecuacio´n de estructura.
3.1. Calibracio´n de los para´metros
Veremos que la P∗-dina´mica de los short rates dependera´n de para´metros, que
nombramos como α. Es decir, el proceso que modeliza los precios de los bonos sera´
de la forma P (t, T ) = F (t, r(t);T, α). Como usamos la propiedad martingala de
los bonos descontados, trabajaremos con la probabilidad P∗ a la hora de definir
integrales estoca´sticas, as´ı pues bajo P∗ definiremos
dr(t) = µ(t, r(t);α)dt+ σ(t, r(t);α)dW ′t
Por la preposicio´n anterior, trataremos de resolver la ecuacio´n en derivadas parciales
siguiente:
−rF + Ft + Frµ+ 1
2
Frrσ
2 = 0
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F (T, r(T );T, α) = 1
La solucio´n anterior dependera´ de los para´metros α. Los para´metros que hacen que
el proceso anterior P (t, T ) = F (t, r(t);T, α) se ajuste a los valores observados reales
de los bonos P ′(t, T ) sera´n los escogidos.
3.2. Estructura af´ın de los bonos cupo´n zero
Ahora supondremos que el proceso estoca´stico adaptado (P (t, T ))0≤t≤T es de la
forma:
P (t, T ) = F (t, r(t);T ) do´nde F es una funcio´n con las mismas caracters´ticas que
antes y que cumple
F (t, r(t);T ) = eA(t,T )−B(t,T )r(t),
do´nde A(t, T ) y B(t, T ) son funciones deterministas, es decir, que no tienen com-
ponentes de azar.
Si µ(t, r(t)) y σ2(t, r(t)) son respectivamente el coeficiente deriva y difusio´n de
la ecuacio´n diferencial estoca´stica que modela el intere´s r(t) bajo P∗. Entonces pre-
sentamos la siguiente proposicio´n:
Proposicio´n 3.2.1 La dina´mica del intere´s proporciona una modelacio´n de los
precios de los bonos con una estructura af´ın si y solo si
µ(t, r(t)) = α(t)r(t) + β(t)
σ2(t, r(t)) = γ(t)r(t) + δ(t),
para ciertas funciones cont´ınuas α, β, γ, δ, y existen funciones A(t, T ),B(t, T ) que
cumplen el sistema de ecuaciones diferenciales ordinarias, ∀t ≤ T :
Bt(t, T ) = −α(t)B(t, T ) + 1
2
γ(t)B2(t, T )− 1
At(t, T ) = β(t)B(t, T )− 1
2
δ(t)B2(t, T )
A(T, T ) = 0, B(T, T ) = 0
Demostracio´n.
Insertamos F (t, r(t);T ) = exp(A(t, T )−B(t, T )r(t)) en la ecuacio´n de estructura y
deducimos que el modelo estoca´stico tiene una estructura af´ın si y solo si
−µ(t, r(t))B(t, T ) + 1
2
(σ)2(t, r(t))B2(t, T ) = −At(t, T ) + (1 +Bt(t, T ))r(t) (3.1)
se cumple para todo t ≤ T . Y adema´s para la condicio´n de frontera se necesita que
A(T, T )−B(T, T )r(T ) = 0.
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Pero como sabemos que r(T ) es una variable aleatoria =T -medible:
∀ω ∈ Ω, A(T, T )−B(T, T )r(T )(ω) = 0⇒ A(T, T ) = 0, B(T, T ) = 0.
Suponemos ahora que se cumple la segunda parte del enunciado. Sustituimos las
ecuaciones del enunciado a la ecuacio´n de estructura anterior y se ve fa´cilmente que
e´sta se cumple. Con lo que una de las implicaciones es clara.
Para ver la otra implicacio´n ⇒, fijamos un t ≥ 0 y suponemos primero que las
funciones B(t, T ) y B2(t, T ) son linealmente independientes (respecto T ). Entonces
podemos encontrar T1 > T2 > t tales que la matriz
M =
(
B2(t, T1) −B(t, T1)
B2(t, T2) −B(t, T2)
)
.
sea invertible.
Podemos explicar este paso por reduccio´n al absurdo, suponiendo que B(t,) y B2(t,)
son linealmente independientes y que no se pueden encontrar T1 > T2 > t tales que
la matriz anterior sea invertible. Si fijamos T1 > t y para cualquier T2 tal que
T1 > T2 > t ⇒ B2(t, T1)B(t, T2) − B(t, T1)B2(t, T2) = 0 ⇒ B(t,) y B2(t,) ser´ıan
dependientes respecto T en [t, T1]. Llegamos a una contradiccio´n.
Entonces de la ecuacio´n 3.1 sabemos que:
M
(
1
2
(σ)2(t, r(t))
µ(t, r(t))
)
=
(
At(t, T1)− (1 +Bt(t, T1))r(t)
At(t, T2)− (1 +Bt(t, T2))r(t)
)
.
y al ser M invertible:(
1
2
(σ)2(t, r(t))
µ(t, r(t))
)
= M−1
(
At(t, T1)− (1 +Bt(t, T1))r(t)
At(t, T2)− (1 +Bt(t, T2))r(t)
)
.
Esto demuestra que µ(t, r(t)) y σ2(t, r(t)) son funciones afines de r(t), tal y como
quer´ıamos demostrar.
Si ahora sustituimos las expresiones afines de µ(t, r(t)) y σ2(t, r(t)) en la parte
izquierda de la ecuacio´n 3.1, obtenemos la expresio´n
(−α(t)B(t, T ) + 1
2
γ(t)B2(t, T ))r(t)− β(t)B + 1
2
δ(t)B2
Los te´rminos que contienen esta´n multiplicados en los dos lados de la igualdad
tienen que ser iguales, entonces se obtienen las ecuaciones
Bt(t, T ) = −α(t)B(t, T ) + 1
2
γ(t)B2(t, T )− 1
At(t, T ) = β(t)B(t, T )− 1
2
δ(t)B2(t, T ),
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tal y como quer´ıamos demostrar.
Falta comprobar el caso en que B(t,) y B2(t,) sean funciones linealmente depen-
dientes, es decir, B(t,) = c(t)B2(t,) do´nde c(t) es una constante. Entonces, sabiendo
que la funcio´n B(t, T ) es cont´ınua, sabemos que B(t,) ≡ B(t, t) = 0. Por lo tanto
se necesita que Bt(t, T ) = −1 para que se cumpla la ecuacio´n 3.1. Notamos que el
conjunto de los t tales que B(t,) y B2(t,) sean funciones linealmente independientes
es abierto y denso en los reales positivos. Mediante la continuidad de 1
2
σ2(t, r(t)) y
µ(t, r(t)) deducimos que µ(t, r(t)) = α(t)r(t) + β(t) y σ2(t, r(t)) = γ(t)r(t) + δ(t),
para ciertas funciones cont´ınuas α, β, γ, δ.
3.3. El modelo Vasicek
Apliquemos las te´cnicas anteriores partiendo de que la P-dina´mica estoca´stica
del intere´s del activo sin riesgo es: dr(t) = (b− ar(t))dt+ σdWt, a, b, σ > 0 y do´nde
obviamente (Wt) es =t-movimiento browniano respecto de P.
Queremos ver de forma intuitiva como es la dina´mica del intere´s. Recordamos que la
funcio´n µ(t, r(t)) de una integral estoca´stica es⇒ µ(t, r(t)) = lim4t→0E(r(t+4t)−r(t)|=t)4t .
Por eso la llamamos la deriva, porque quiere representar una esperanza de la ”de-
rivada”del proceso r(t) en t y esta dependera´ de la posicio´n de la variable aleatoria
r(t).
En este caso vemos que µ(t, r(t)) = b − ar(t). Es decir si el proceso r(t) en t esta
por debajo de b
a
⇒ µ(t, r(t)) > 0 y por lo tanto se espera que el proceso suba, en
cambio si esta por encima de b
a
⇒ µ(t, r(t)) < 0 y por lo tanto se espera que el
proceso baje.
σ(t, r(t)) es constante, entonces lo sera´ tambie´n la perturbacio´n que provoca el mo-
vimiento browniano al proceso.
Intuitivamente llegamos a la conclusio´n que la P-dina´mica de (r(t)) sera´ la de oscilar
aleatoriamente alrededor de b
a
. Este tipo de procesos se llaman Ornstein-Uhlenbeck.
Nos interesa cambiar el punto de vista de la dina´mica anterior y usar la medida
P∗. Suponemos ahora que q(t) = −λ es constante y por el teorema de Girsanov
W ′t = Wt + λt es una Brownian motion bajo la probabilidad P∗.
Entonces la P ∗-dina´mica estoca´stica del intere´s del activo sin riesgo es
dr(t) = (b′ − ar(t))dt+ σdW ′t ,
do´nde b′ = b− λσ.
Demostracio´n:
dr(t) = (b− ar(t))dt+ σdWt
= (b− ar(t))dt+ σ(dW ′t − λdt) = (b− λσ − ar(t))dt+ σdW ′t
= (b′ − ar(t))dt+ σdW ′t .
Entonces la dina´mica del intere´s respecto P∗ es tambie´n un proceso Ornstein-
Uhlenbeck, y por lo tanto, el porceso oscilara´ aleatoriamente alrededor de b
′
a
. Nos
interesa conocer la fo´rmula del proceso que es solucio´n de la ecuacio´n estoca´stica
anterior:
dr(t) = (b′ − ar(t))dt+ σdW ′t ⇒ dr(t) + ar(t)dt = b′dt+ σdW ′t .
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Aplicando la fo´rmula de Itoˆ para la funcio´n :
d(eatr(t)) = eatdr(t) + aeatr(t)dt⇒ e−atd(eatr(t)) = dr(t) + ar(t)dt = b′dt+ σdW ′t
⇒ d(eatr(t)) = eatb′dt+ eatσdW ′t ⇒ eatr(t) = r(0) +
∫ t
0
easb′ds+
∫ t
0
easσdW ′s
⇒ r(t) = b
′
a
+ e−at(r(0)− b
′
a
) + σe−at
∫ t
0
easdW ′s
E∗(
∫ t
0
e2asds) <∞, entonces σ ∫ t
0
easσdWs es una martingala con valor 0 en tiempo
0, entonces su esperanza es 0 ⇒
Se espera que el proceso se acerque exponencialmente a b
a
des de arriba o des de
abajo (dependiendo si r(0) > a
b
o r(0) < a
b
) , pero el factor perturbacio´n hace que
el proceso pueda cruzar la l´ınia b
a
y al final pase lo que hemos dicho, que oscile
alrededor de b
a
.
Queremos ver ahora que para cada instante de tiempo, r(t) es una variable aleatoria
normal. La podemos poner de la forma r(t) = m+
∫ t
0
f(s)σdW ′s do´nde f(t) es una
funcio´n detarminista. Intuitivamente esto quiere decir que r(t) es una suma infinita
de diferenciales de Brownian motions y por tanto, una suma infinita de variables
normales de media 0. Mediante el siguiente lema vemos que tiene una distribucio´n
normal. De hecho veremos tambie´n que el proceso (r(t))t≥0 es Gaussiano.
Lema 3.3.1 Si f(s) es determı´nistico, Y (t) =
∫ t
0
f(s)σdW ′s tiene una distribu-
cio´n normal con varianza
∫ t
0
f(s)2ds. Adema´s, el proceso (r(t))t≥0 es Gaussiano.
Demostracio´n.
Es suficiente probar que la funcio´n caracter´ıstica de la variable Y (t) es la misma
que la de una normal con esperanza nula y varianza
∫ t
0
f(s)2ds. Es decir, que para
cualquier λ:
E(exp(iλY (t))) = exp(−λ
2
∫ t
0
f(s)2ds
2
).
Aplicamos la fo´rmula de Itoˆ para conocer el proceso F (Y (t)) = E(exp(iλY (t))).
En teor´ıa hasta ahora solo hab´ıamos usado esta fo´rmula para funciones reales, pero
trabajando con las partes real e imaginaria obtenemos fa´cilmente esta extensio´n.
Entonces, como F ′(x) = iλ exp(iλx), F ′′(x) = λ2 exp(iλx)⇒
exp(iλY (t)) = 1 + iλ
∫ t
0
exp(iλY (u))f(u)dWu − λ
2
2
∫ t
0
exp(iλY (u))f 2(u)du.
Como | exp(iλY (t))| ≤ 1, exp(iλY (t)) es claramente integrable. Podemos aplicar
esperanzas y mediante Fubini obtenemos:
E(exp(iλY (u))) = 1− λ
2
2
∫ t
0
E(exp(iλY (u)))f 2(u)du.
Ahora podemos escribir Ψ(t) = E(exp(iλY (t))), por lo tanto Ψ satisface
Ψ(t) = 1− λ
2
2
∫ t
0
Ψ(u)f 2(u)du,
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Ψ′(t) = −λ
2
2
Ψ(t)f 2(t)dt,
con Ψ(0) = 1. Y la solucio´n de esta ecuacio´n es justamente la expresio´n que esta´ba-
mos buscando.
Ahora es fa´cil ver que, para cualquier 0 = t0 < t1 < ... < tn ≤ T, los incrementos
Y (tk − tk−1), k = 1, ..., n son variables independientes y gaussianas, por lo tanto el
vector de incrementos (Y (t1) − Y (t0), ..., Y (tn) − Y (tn−1)) es gaussiano y entonces
lo es el proceso (Y (t))t≥0.
Entonces como:
E∗(r(t)) = E∗(
b′
a
+ e−at(r(0)− b
′
a
) + e−atσ
∫ t
0
easσdW ′s) =
b′
a
+ e−at(r(0)− b
′
a
)
V ar∗(r(t)) = σ2
(1− e−2at)
2a
,⇒
la variable
r(t) ∼ N(b
′
a
+ e−at(r(0)− b
′
a
), σ2
(1− e−2at)
2a
)
Y cuando t tiende a infinito, entonces la distribucio´n de r(t) tiende a una normal
N( b
′
a
, σ
2
2a
). Suponiendo ahora que el proceso que modela el valor de los bonos tienes
estructura af´ın, podemos encontrar su expresio´n mediante las ecuaciones explicadas
anteriormente que cumplen los modelos de este tipo.
En este caso, α(t) = −a, β(t) = b′, γ(t) = 0 y δ(t) = σ2, y por lo tanto
1 +Bt − aB = 0
At − b′B + 1
2
σ2B2 = 0
Con la condicio´n: A(T, T ) = 0, B(T, T ) = 0
Resolviendo la primera ecuacio´n diferencial obtenemos
B(t, T ) =
1
a
(1− e−a(T−t))
Integrando la segunda de t a T: A(t, T ) = σ
2
2
∫ T
t
B2ds− b ∫ T
t
Bds. Si subtituimos B
obtenemos
A(t, T ) =
B(t, T )− (T − t)
a2
(ab′ − σ
2
2
)− σ
2
4a
B2(t, T )
Por lo tanto ya se conoce expl´ıcitamente la P-dina´mica de nuestro proceso (P (t, T )).
Si ahora queremos conocer el intere´s continuo forward entre t i T R(t, T ) del bono
cupo´n zero con vencimiento en T:
P (t, T ) = e−(T−t)R(t,T ) = eA(t,T )−B(t,T )r(t) ⇒ R(t, T ) = −A(t, T )−B(t, T )r(t)
T − t
y se deduce que para cada t, R(t, T ) es una variable aleato´ria =t-medible.
En el modelo hay un aspecto que falla, porque limT→∞B(t, T ) = 0⇒ limT→∞R(t, T ) =
b′
a
− σ2
2a2
. Es una constante en este caso, ya que no depende de r(t).
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3.4. Calibracio´n de los para´metros del modelo Vasicek
Acabamos de ver que en el proceso de modelacio´n de (P (t, T )) intervienen los
para´metros a, b′, σ. Explicaremos un me´todo para calibrarlos suponiendo que cono-
cemos valores histo´ricos del intere´s y los valores reales de los bonos en el tiempo
inicial P ′(0, T ), T ≥ 0.
Como tenemos los valores reales del intere´s, lo que haremos primero es encontrar los
para´metros a, b, σ que se encuentran la ecuacio´n diferencial estoca´stica del intere´s
bajo la probabilidad real P.
Hab´ıamos definido la P -dina´mica estoca´stica del intere´s como
dr(t) = (b− ar(t))dt+ σdWt.
r(0) = x
Suponemos que tenemos los valores reales histo´ricos del intere´s r(t) en ti, do´nde
t0 = 0 < t1 < t2 < ... < tn = T . Entonces usaremos un proceso estoca´stico discreto
(r′n(ti))i∈0,...,n que encontraremos aproximando la solucio´n de la ecuacio´n anterior a
los instantes ti.
Consideramos que ∀i ∈ 0, ..., n− 1 ⇒ ti+1 − ti = δ. Entonces definimos el proceso
como
r′n(ti+1) = r
′
n(ti) + (b− ar′n(ti))δ + σ(Wti+1 −Wti)⇒
r′n(ti+1) = bδ + r
′
n(ti)(1− aδ) + σ(Wti+1 −Wti),
do´nde σ(Wti+1 −Wti) ∼ N(0, δσ2).
Teorema 3.4.1 Sea sn(t) = r
′
n[ti], T > 0, el proceso (sn(t))t≥0 aproxima a
(r(t))t≥0 de la forma:
E(sup
t≤T
|r′n(ti)− r(t)|2) ≤ CT δ,
do´nde CT es una constante que depende de T .
Entonces para un δ cercano a 0, el proceso discreto (r′n(ti))i∈0,...,n es proceso que
se aproxima bastante al proceso del intere´s, y por lo tanto podemos usarlo para
calibrar los para´metros.
Entonces notamos que la relacio´n entre las observaciones consecutivas r(ti), r(ti+1)
es lineal, es decir existen β1, β2 tales que:
r(ti+1) = β1 + β2r(ti) + i,
do´nde ∀i ∈ 0, ..., n− 1 i ∼ N(0, δσ2) y si i 6= j, i y j son independientes por las
propiedades del movimiento browniano.
Tenemos que β1 = bδ, β2 = 1− aδ y i = σ(Wti+1 −Wti)
Encontramos ahora los para´metros β1 y β2 que minimizan
f(β1, β2) =
n−1∑
i=0
(r(ti+1)− β1 − β2r(ti))2 ⇒ ∂f
∂β1
= 0,
∂f
∂β2
= 0⇒
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β1 =
nSxy − SxSy
nSxx − S2x
β2 =
Sy − β1Sx
n
.
Do´nde Sx =
∑n−1
i=0 r(ti), Sxx =
∑n−1
i=0 r(ti)
2, Sy =
∑n−1
i=0 r(ti+1),
Syy =
∑n−1
i=0 r(ti+1)
2, Sxy =
∑n−1
i=0 r(ti)r(ti+1).
Finalmente obtenemos
b =
β1
δ
y
a =
1− β2a
δ
.
Procedemos a encontrar σ.
Sabemos que ∀i ∈ 0, ..., n− 1⇒ r(ti+1) = β1 + r(ti)β2 +σ(Wti+1−Wti)⇒ r(ti+1)−
β1 − r(ti)β2 = σ(Wti+1 −Wti)⇒
Xi = r(ti+1)− β1 − r(ti)β2 ∼ N(0, δσ2)
Encontramos el estimador de la varianza muestral insesgado
V ar(X) =
∑n−1
i=0 (Xi − X¯)2
n− 1
y lo usamos para encontrar σ2 = V ar(X)
δ
.
Ahora nos falta encontrar λ, para conocer el u´ltimo para´metro que nos falta:
b′ = b − λ. Para conocer el proceso estoca´stico del precio de los bonos, hacemos
referencia a la dina´mica del intere´s bajo la probabilidad P∗. Entonces la fo´rmula
af´ın
P (t, T ) = eA(t,T )−B(t,T )r(t)
depende del para´metro b′.
Para estimarlo podemos utilizar el me´todo comentado anteriormente que consiste
en igualar el precio observado de los bonos en el tiempo inicial P ′(0, T ), T ≥ 0 a los
valores te´oricos del mismo.
Suponemos que tenemos los valores P ′(0, ti), do´nde t0 = 0 < t1 < t2 < ... < tn =
T ⇒.
∀i ∈ 0, ..., n, P ′(0, ti) ≈ eA(0,ti)−B(0,ti)r(0) ⇒
logP ′(0, ti) ≈ A(0, ti)−B(0, ti)r(0) = Θi1 + Θi2b′,
do´nde Θi1 = − (B(0,ti)−ti)σ
2
2a2
−B(0, ti)r(0) y Θi2 = B(0,ti)−tia .
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Aplicamos otra vez la te´cnica de los mı´nimos cuadrados:
Queremos encontrar b′ tal que minimice la expresio´n:
f(b′) =
n−1∑
i=0
(logP ′(0, ti)−Θ1 −Θ2b′)2 ⇒ ∂f
∂b′
= 0⇒
b′ =
∑n−1
i=0 (logP
′(0, ti)−Θi1)Θi2∑n−1
i=0 (Θ
i
2)
2
3.5. El modelo Ho-Lee
Seguimos la misma estrategia que en el modelo anterior. La P∗-dina´mica es-
toca´stica del intere´s del activo sin riesgo es: dr(t) = Θ(t)dt + σdWt, do´nde obvia-
mente (Wt) es =t-movimiento browniano respecto de P∗.
En este caso no podemos deducir intuitivamente como sera la dina´mica del intere´s,
porque µ(t, r(t)) = Θ(t), y por lo tanto dependera´ de e´sta u´ltima funcio´n.
En este caso, α(t) = 0, β(t) = Θ, γ(t) = 0 y δ(t) = σ2, y por lo tanto
1 +Bt = 0
At −ΘB + 1
2
σ2B2 = 0
Con la condicio´n: A(T, T ) = 0, B(T, T ) = 0
De la primera ecuacio´n se deduce fa´cilemnte integrando de t a T
B(t, T ) = T − t.
De la segunda ecuacio´n tenemos por el mismo razonamiento:
A(t, T ) =
∫ T
t
Θ(s)(s− T )ds+ σ
2
2
(T − t)3
3
En este caso la expresio´n de F (t, r(t), T ) depende de un para´metro de infinita di-
mensio´n Θ(s).
En este caso, para estimar los para´metros usaremos el me´todo explicado inicial-
mente que consiste igualar el precio observado de los bonos en el tiempo inicial
P ′(0, T ), T ≥ 0 a los valores te´oricos del mismo. Veremos que es mucho ma´s fa´cil
que la calibracio´n en el modelo Vasicek y no se requieren me´todos nume´ricos.
P (0, T ) ≈ P ′(0, T ), T ≥ 0⇒ −∂
2logP (0, T )
∂T 2
≈ −∂
2logP ′(0, T )
∂T 2
=
f ′(0, T )
∂T
.
Por lo tanto, sabiendo que
logP (0, T ) = A(0, T )−B(0, T )r(0)⇒ ∂ logP (0, T )
∂T
=
∫ T
0
Θ(s)ds+
σ2T 2
2
+ 1⇒
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∂2 logP (0, T )
∂T 2
= Θ(T ) + σ2T ⇒ Θ(T ) = f
′(0, T )
∂T
+ σ2T
Esto se cumple para 0 ≤ T , entonces podemos estimar la funcio´n Θ tal y como
quer´ıamos.
3.6. Modelo Cox-Ingersoll-Ross
Apliquemos las te´cnicas anteriores partiendo de que la P∗-dina´mica estoca´stica
del intere´s del activo sin riesgo es: dr(t) = a(b− r(t))dt + σ√r(t)dWt, a, b, σ > 0y
do´nde obviamente (Wt) es =t-movimiento browniano respecto de P∗.
Vemos que el modelo es muy parecido al de Vasicek, y la µ(t, r(t)) de los modelos
es la misma, entonces se espera que este modelo haga lo mismo que el Vasicek,
acercarse asimptoticamente a una constante. La diferencia radica en que el proce-
so adaptado que esta´ junto la Brownian motion no es constante, y en cambio es:
σ
√
r(t).
Si el proceso este´ cerca del 0, µ(t, r(t)) = a(b − r(t)) > 0 y σ√r(t) ≈ 0. Por lo
tanto, en esta situacio´n la actuacio´n del factor perturbacio´n al proceso sera´ muy
leve, con lo que el valor del proceso sera´ muy parecido a lo que se espera que pase,
es decir, intuitivamente vemos que el proceso tendira´ a subir y no cruzara´ nunca el
eje de las abscisas.
No pasa como en el otro modelo. En el modelo Vasicek la perturbacio´n es cons-
tante sea cual sea el valor del proceso, as´ı que aunque se espera que el proceso
suba µ(t, r(t)) > 0, la perturbacio´n provocada por la Brownian motion σdWt puede
cambiar la situacio´n y hacer que el proceso cruce el eje abscisas.
Veamos ahora ma´s formalmente que segu´n condiciones de los para´metros del mo-
delo, el proceso (r(t)) sera´ estrictamente positivo.
Proposicio´n 3.6.1 Sean W1, W2 dos movimientos brownianos independientes
y sea X1, X2 dos procesos Ornstein-Uhlenbeck soluciones de
dXi(t) = −a
2
Xi(t)dt+
σ
2
dWi(t), i = 1, 2
entonces el proceso
r′(t) = X21 +X
2
2 ,
satisface
dr′(t) = (
σ2
2
− ar′(t))dt+ σ
√
r′(t)dWt,
do´nde (Wt) es un movimiento browniano respecto P.
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Demostracio´n:
Aplicando la fo´rmula de Itoˆ en el caso bidimensional para la funcio´n f(t,X1, X2) =
X21 +X
2
2 ⇒
df = fX1dX1 + fX2dX2 +
1
2
(fX1X1d〈X1, X1〉+ fX2X2d〈X2, X2〉+ fX1X2d〈X1, X2〉)
= 2X1dX1 + 2X2d〈X2, X2〉+ d〈X1, X1〉+ d〈X2, X2〉
= −ar′dt+ σX1dW1 + σX2dW2 + σ22 dt
= (−ar′ + σ2
2
)dt+ σ
√
r′( X1√
r′
dW1 +
X2√
r′
dW2)
Vemos ahora que dW (t) = X1(t)√
r′(t)
dW1(t) +
X2(t)√
r′(t)
dW2(t) es un movimiento brow-
niano.
Sabemos que la variacio´n cuadra´tica de un movimiento browniano es: [W1,W1]t =∫ t
0
dW 21 = t. Tambie´n ocurre que [W1,W2]t → 0 c.s.
Sabiendo todo esto, podemos calcular ahora:
[W,W ]t =
∫ t
0
dW 2 =
∫ t
0
(
X1(t)√
r′(t)
dW1(t)+
X2(t)√
r′(t)
dW2(t))
2 =
∫ t
0
X21 (t)
r′(t)
dt+
X22 (t)
r′(t)
dt
=
∫ t
0
dt = t
De momento (Wt) cumple una conidicio´n para ser un movimiento browniano. Para
comprobar las otras, utilizaremos una funcio´n f(x) = eiλx
Podemos aplicar la fo´rmula de Itoˆ a la funcio´n f(Wt) = e
iλWt para saber su
dina´mica:
df = iλfdWt − λ
2
2fdt⇒
eiλWt = eiλWu + iλ
∫ t
u
eiλWsdWs − λ
2
2
∫ t
u
eiλWsds⇒
eiλ(Wt−Wu) = 1 + e−iλWuiλ
∫ t
u
eiλWsdWs − e−iλWu λ
2
2
∫ t
u
eiλWsds
Entonces si aplicamos esperanzas condicionadas a los dos lados de la igualdad
anterior:
E∗[eiλ(Wt−Wu)|=u] = E∗[1 + e−iλWuiλ
∫ t
u
eiλWsdWs − e−iλWu λ
2
2
∫ t
u
eiλWsds|=u]
= 1 + e−iλWuiλE∗[
∫ t
u
eiλWsdWs|=u]− e−iλWu λ
2
2
E∗[
∫ t
u
eiλWsds|=u]
= 1− e−iλWu λ
2
2
∫ t
u
E∗[eiλWs|=u]ds.
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En la u´ltima igualdad usamos que∫ t
u
eiλWsdWs =
∫ t
u
eiλWs
X1(s)√
r′(s)
dW1(s) +
∫ t
u
eiλWs
X2(s)√
r′(s)
dW2(s).
Entonces vemos que es el l´ımite de un sumatorio de diferenciales de movimientos
brownianos, que son independientes a =u y tienen esperanza nula, por lo tanto su
esperanza condicionada es zero.
Si ahora entendemos E∗[eiλ(Wt−Wu)|=u] como una funcio´n g(t):
gt(t) = −λ
2
2
g(t)
g(u) = 1
Resolviendo la ecuacio´n anterior llegamos a
E∗[eiλ(Wt−Wu)|=u] = e− 12λ2(t−u)
.
Si aplicamos esperanzas a la igualdad anterior, se obtiene
E∗[eiλ(Wt−Wu)] = e−
1
2
λ2(t−u).
La ley de una variable aleatoria es determinada por su funcio´n caracter´ıstica. Sa-
bemos que la ley de una variable aleatoria puede ser determinada por su funcio´n
caracter´ıstica. Entonces que la funcio´n caracter´ıstica tenga el mismo valor que ella
misma condicionada por =u, quiere decir que la ley de la variable es la misma que
la ley condicionada, y por lo tanto la condicio´n a la que hemos llegado es suficiente
para probar que los incrementos (Wt−Wu) son independientes de =u y homoge´neos.
Por lo tanto llegamos a la conclusio´n que (Wt)t≥0 es un movimiento browniano bajo
P.
Este resultado lo podemos utilizar para ver intuitivamente que el proceso que es
solucio´n del modelo CIR
dr(t) = a(b− r(t))dt+ σ
√
r(t)dWt,
a, b, σ > 0 es estrictamente positivo si ab > σ
2
2
. Vea´moslo:
dr(t) = (ab− ar(t))dt+ σ
√
r(t)dWt = (ab− σ22) + (σ
2
2
− ar(t))dt+ σ
√
r(t)dWt.
Por el teorema anterior, el proceso que es solucio´n de la ecuacio´n
dr′(t) = (
σ2
2
− ar′(t))dt+ σ
√
r′(t)dWt
es r′(t) = X21 +X
2
2 ≥ 0.
Suponemos que los dos procesos salen del mismo punto r(0) = r′(0) = X0.
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Entonces, los procesos r′(t) y r(t) estara´n respectivamente al cabo de un diferencial
de tiempo en la posicio´n:
r′(M t) = X ′1 ' X0+ M t(
σ2
2
− aX0) + σ
√
X0(WMt −W0)
r(M t) = X1 ' X0+ M t(ab− σ22)+ M t(σ
2
2
− aX0) + σ
√
X0(WMt −W0),
do´nde (WMt −W0) ∼ N(0,M t). Claramente X1 > X ′1 ⇒ r(M t) > r′(M t).
Podemos hacer un segundo paso para ver que vuelve a pasar lo mismo. La diferencia
es que ahora los procesos parten de posiciones distintas. Para poder comparar mejor,
imaginamos que la posicio´n del proceso r′(t) es la misma que la del proceso r(t), es
decir, des de X1. Por lo tanto que lo trasladamos (X1 −X ′1) hacia arriba.
Entonces, las posiciones de r′(t) y r(t) al cabo del mismo diferencial de tiempo que
antes serian:
r′(2 M t) = X ′2 ' X1+ M t(
σ2
2
− aX1) + σ
√
X1(W2Mt −WMt)
r(2 M t) = X2 ' X1+ M t(ab− σ22)+ M t(σ
2
2
− aX1) + σ
√
X1(W2Mt −WMt),
do´nde (W2Mt −WMt) ∼ N(0,M t). Otra vez tendr´ıamos que X2 > X ′2 ⇒ r(2 M t) >
r′(2 M t).
Hab´ıamos trasladado el proceso r′(t), entonces la posicio´n r′(2 M t) no es la que
realmente ocurre. Si calculamos su verdadero valor considerando que sale des de
X ′1:
r′(2 M t) = X ′′2 ' X ′1+ M t(σ
2
2
− aX ′1) + σ
√
X ′1(W2Mt −WMt)
= X1 − (X1 −X ′1) + a M t(X1 −X ′1) + σ
√
X ′1(W2Mt −WMt) < X ′2 < X2
r′(2 M t) < r(2 M t)
Queda claro que para todo t 0 ≤ r′(t) < r(t).
3.7. Precio de los bonos para el modelo CIR
Una vez analizada la P∗ dina´mica del proceso dr(t) = a(b−r(t))dt+σ√r(t)dWt,
a, b, σ > 0, procedemos a buscar una expresio´n para el precio de los bonos supo-
niendo como siempre que tiene una estructura af´ın.
α(t) = −a, β(t) = ab, γ(t) = σ2, δ(t) = 0⇒
1 +Bt − aB − 1
2
σ2B2 = 0
At − abB = 0
Con la condicio´n:
A(T, T ) = 0, B(T, T ) = 0
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Resolviendo las ecuaciones diferenciales e integrando obtenemos:
B(t, T ) =
2(ec(T−t) − 1)
d(t)
,
do´nde c =
√
a2 + 2σ2, d(t) = (c+ a)(ec(T−t)−1) + 2c. Integrando obtenemos:
A(t, T ) =
2ab
σ2
(
(a+ c)(T − t)
2
+ log
2c
d(t)
)
3.8. Modelo Hull-White
La P∗-dina´mica estoca´stica del intere´s del activo sin riesgo del modelo es: dr(t) =
(Θ(t)− ar(t))dt+ σdWt, do´nde obviamente (Wt) es =t-movimiento browniano res-
pecto de P∗. Vemos que es una generalizacio´n del modelo Vasicek. La diferencia es
que al existir el te´rmino Θ(t) y no una constante, el proceso no oscilara´ alrededor
de una constante sino de una funcio´n.
Deducimos entonces, que las fo´rmulas de A(t, T ) y B(t, T ) son:
B(t, T ) =
1
a
(1− e−a(T−t))
A(t, T ) =
σ2
2
∫ T
t
B2ds−
∫ T
t
Θ(s)Bds
Con la existencia de un para´metro de infinita dimensio´n, vemos que el modelo
tiene puntos en comu´n a la vez con el Ho-Lee. Por lo tanto podemos realizar un
me´todo parecido al que usamos en ese modelo para aproximar el para´metro.
Es decir, aproximaremos los valores teo´ricos de los precios iniciales de los bonos a
los precios observados P ′(0, T ), T ≥ 0 ⇒ P (0, T ) ' P ′(0, T ), T ≥ 0 ⇒ f(0, T ) '
f ′(0, T ), T ≥ 0. Do´nde recordamos que f(0, T ) = −∂T logP (0, T ) son las instanta´nas
forward rates con vencimiento T y constru´ıdas en 0.
Procedemos a calcular la expresio´n de las forward rates te´oricas:
f(0, T ) = −∂T logP (0, T ) = ∂T (B(0, T )r(0)− A(0, T ))
= r(0)∂TB(0, T )− σ
2
2
∂T
∫ T
t
B2ds+ ∂T
∫ T
t
Θ(s)Bds
= r(0)∂TB(0, T )− σ2
∫ T
t
B(s, T )∂TB(s, T )ds+
∫ T
t
Θ(s)∂TB(s, T )ds
= e−aT r(0)− σ2
∫ T
s
1
a
(1− e−a(T−s))e−a(T−s)ds+
∫ T
t
Θ(s)e−a(T−s)ds
= e−aT r(0)− σ
2
2a2
(1− e−aT )2 +
∫ T
t
Θ(s)e−a(T−s)ds
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Para facilitar la notacio´n: g(T ) = e−aT r(0)− σ2
2a2
(1− e−aT )2.
Vemos que en la ecuacio´n anterior no aparece Θ(t) fuera de la integral y no lo
podemos despejar. Probamos de derivar otra vez:
∂Tf(0, T ) = ∂Tg(T ) + ∂T (e
−aT
∫ T
t
Θ(s)easds)
= ∂Tg(T ) + Θ(T )− a(f(0, T )− g(T )),
Por lo tanto,
Θ(T ) = ∂Tf(0, T )− ∂Tg(T ) + a(f(0, T )− g(T ))⇒
Θ(T ) = ∂Tf
′(0, T )− ∂Tg(T ) + a(f ′(0, T )− g(T ))
Hemos visto anteriormente un me´todo de modelar los precios de los bonos, suponien-
do que estos tienen una estructura af´ın y suponiendo que se conoce la P∗-dina´mica
del intere´s r(t). Pero la dina´mica depende de unos para´metros que se tienen que
ajustar usando los precios iniciales observados de los bonos P ′(0, T ) ≈ P (0, T ). Es
aqui do´nde podemos encontrar dificultades. Si que es verdad que en los modelos
Hull-White y Ho-Lee al ser los para´metros de dimensio´n infinita (Θ(t)) vimos un
me´todo para conocerlos, pero cua´ndo los para´metros so´n de dimensio´n finita (como
en el modelo Vasicek o CIR) podemos tener dificultades para ajustarlos. Es por esto
que existen otros me´todos para modelar los precios de los bonos.
4. Modelos de tipo forward
Este modelo utiliza las forward rates f(t, T ), que como vimos es el intere´s ins-
tanta´neo en T de un contrato signado en t. Sabiendo que P (t, T ) = e−
∫ T
t f(t,s)ds,
la idea del modelo Heath-Jarrow-Morton es modelizar f(t, T ) con un proceso es-
toca´stico, y usarlo para conocer finalmente la dina´mica que seguira´n P (t, T ), los
precios de los bonos.
Suponemos que la P∗-dina´mica de f(t, T ) es:
df(t, T ) = α(t, T )dt+ σ(t, T )dW ′t .
Seguimos con la misma to´nica anterior, y usamos la probabilidad P∗ porque estamos
en un modelo econo´mico sin arbitraje.
Cua´ndo definimos al principio del todo los intereses de los contratos, vimos que
para conocer el forward rate f(t, T ), nos basa´bamos en un contrato entre S i T
(S < T ) que se firmaba en t, y hac´ıamos lo siguiente: eR(T−S) = P (t,S)
P (t,T )
y f(t, T ) =
limT−→SR(t;S, T ). Era una simple iniciacio´n al tema y eran funciones deterministas,⇒
P (t,S)
P (t,T )
= P (t
′,S)
P (t′,T ) ⇒ f(t, T ) = f(t′, T ) y entonces el valor de f(t, T ) era el mismo para
todo t, es decir, que el intere´s en T anticipado no depend´ıa de cua´ndo se hab´ıa
firmado el contrato.
Por esta razo´n puede parecer raro que modelizamos f(t, T ) en funcio´n de t. Pero
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des de que vimos (P (t, T ))como un proceso estoca´stico adaptado, es evidente que
P (t,S)
P (t,T )
sera´ diferente a P (t
′,S)
P (t′,T ) ⇒ f(t, T ) y f(t′, T )tambie´n lo sera´n. Y ahora ya tiene
ma´s sentido que se modelice f(t, T ) respecto de t de la forma tal y como hemos
indicado anteriormente.
Como condiciones iniciales se tiene que: f(0, T ) = f ′(0, T ), do´nde f ′(t, T ) represen-
tan los intereses observados que provienen de los precios de los bonos observados.
Ahora el objetivo es usar lo definido para llegar a conocer la P∗-dina´mica de
P (t, T ) = e−
∫ T
t f(t,s)ds. Por lo tanto primero veremos como se comporta el pro-
ceso (Xt)t≥0 do´nde Xt = −
∫ T
t
f(t, s)ds.
Podemos verlo primero de forma intuitiva, pues cuando 4t −→ 0:
Xt+4t −Xt = (−
∫ T
t+4t
f(t+4t, s)ds)− (−
∫ T
t
f(t, s)ds)
= −
∫ T
t+4t
(f(t+4t, s)− f(t, s))ds+
∫ t+4t
t
f(t, s)ds4t⇒
dXt = f(t, t)dt−
∫ T
t
df(t, s)ds = f(t, t)dt−
∫ T
t
α(t, s)dtds−
∫ T
t
σ(t, s)dW ′tds
= (f(t, t)−
∫ T
t
α(t, s)ds)dt− (
∫ T
t
σ(t, s)ds)dW ′t ,
do´nde el u´ltimo paso hemos aplicado el teorema de Fubini para procesos estoca´sti-
cos.
Ahora sabiendo que P (t, T ) = eXt , aplicamos la fo´rmula de Itoˆ para conocer la
dina´mica de P (t, T ).
dP (t, T ) = P (t, T )dXt+
1
2
P (t, T )dX2t = P (t, T )dXt+
1
2
P (t, T )(
∫ T
t
σ(t, s)ds)2dt⇒
dP (t, T )
P (t, T )
= (f(t, t)−
∫ T
t
α(t, s)ds+ (
∫ T
t
σ(t, s)ds)2)dt− (
∫ T
t
σ(t, s)ds))dW ′t .
Recordamos que al principio definimos la ecuacio´n dP (t,T )
P (t,T )
= (r(t))dt + σTt dW
′
t con
la hipo´tesis de que en nuestro modelo no existen oportunidades de arbitraje.
Como ahora queremos seguir trabajando en el mismo contexto, igualamos las dos
ecuaciones y notamos que:
−
∫ T
t
α(t, s)ds+ (
∫ T
t
σ(t, s)ds)2 = 0,
al ser f(t, t) = r(t) por definicio´n.
Ahora si vemos h(T ) =
∫ T
t
α(t, s)ds y g(T ) =
∫ T
t
σ(t, s)ds⇒
h(T ) = g(T )
2
2
⇒ ∂Th(T ) = ∂T g(T )22 = g(T )∂Tg(T )⇒
α(t, T ) = (
∫ T
t
σ(t, s)ds)σ(t, T ).
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Entonces la solucio´n de:
df(t, T ) = (
∫ T
t
σ(t, s)ds)σ(t, T )dt+ σ(t, T )dW ′t
f(0, T ) = f ′(0, T )
es un proceso estoca´stico que modeliza el forward interest de un bono. Notamos que
las ecuaciones anteriores solo dependen de σ(t, s), que es la volatilidad segura. Se
necesita que sea una funcio´n acotada. El me´todo Heath-Jarrow-Morton entonces,
se basa en:
1. Especificar la funcio´n σ(t, s).
2. Tenemos la ecuacio´n df(t, T ) =
∫ T
t
σ(t, s)ds)σ(t, T )dt + σ(t, T )dW ′t . Podemos
obtener el proceso estoca´stico que sigue esta ecuacio´n con las condiciones iniciales
f(0, T ) = f ′(0, T ).
3. Calcular el proceso que siguen el precios de los bonos de la fo´rmula P (t, T ) =
e−
∫ T
t f(t,s)ds.
4. Entonces, se puede usar este precio por ejemplo para calcular derivados como
calls i puts que tienen como activo en su contrato un bono.
Ejemplo:
Suponemos que σ(t, T ) = σ es constante. Entonces
df(t, T ) = σ2(T − t)dt+ σdWt.
Integrando obtenemos,
f(t, T ) = f ′(0, T ) + σ2t(T − t
2
) + σWt.
En particular,
r(t) = f(t, t) = f ′(0, t) +
σ2t2
2
+ σWt
y por lo tanto la P∗-dina´mica del intere´s sera´
dr(t) = (∂Tf
′(0, T )|T=t + σ2t)dt+ σdWt.
Notamos que es el modelo Ho-Lee ajustado al valor inicial observdo de las forward
rates.
Como ma´s lejano sea el tiempo de vencimiento de la forward rate, menor es su
fluctuacio´n. Podemos verlo con un ejemplo:∫ T
t
σ(t, s)ds =
∫ T
t
e−b(s−t)ds = −σ
b
(e−b(T−t) − 1),
, y
df(t, T ) = −σ
2
b
e−b(T−t)(e−b(T−t) − 1)dt+ σe−b(T−t)dWt.
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Entonces integrando de 0 a t:
f(t, T ) = f(0, T ) +
σ2e−2bT
2b2
(1− e2bt)− σ
2e−bT
b2
(1− ebt) + σe−bT
∫ t
0
ebsdWs.
Al ser e−bT es el factor que multiplica el factor perturbacio´n del proceso estoca´stico
anterior, vemos que se cumple el enunciado.
Aplicando
r(t) = f(t, T )⇒ r(t) = f(0, t)+ σ
2
2b2
(−1+e−2bt)− σ
2
b2
(−1+e−bt)+σe−bt
∫ t
0
ebsdWs.
5. Cambio de nume´raire y medida forward
Definicio´n 5.1 : Para una fecha de vencimiento fijada T ∈ [0, T ′], la medida
de probabilidad T -forward es la medida de probabilidad PT que cumple
dPT
dP∗
=
exp(− ∫ T
0
r(s)ds)
P (0, T )
Notamos que P T es una medida de probabilidad definida en =T :
A ∈ =T ,PT (A) = E∗(dPTdP∗ 1A)
y obviamente: PT (Ω) = E∗(dPT
dP∗ ) = E
∗( exp(−
∫ T
0 r(s)ds)
P (0,T )
) =
E∗(exp(− ∫ T0 r(s)ds))
P (0,T )
= P (0,T )
P (0,T )
=
1
Por definicio´n, sabemos que dP
T
dP∗ =
exp(− ∫ T0 r(s)ds)
P (0,T )
es una variable aleatoria =T -
medible tal que dP
T
dP∗ > 0 c.s. , entonces claramente P
T es equivalente a P∗ y como
consecuencia tambie´n equivalente a P .
La implicacio´n que hemos usado en la afirmacio´n anterior sabemos que es cierta.
Lo podemos comprobar por rec´ıproco: si PT no fuera equivalente a P∗, entonces
existiria A ∈ Ω tales que PT (A) = 0 y P∗(A) 6= 0 =⇒ dPT
dP∗ (A) = 0.
Podemos definir ahora el proceso martingala (LTt ) = (E
∗(dP
T
dP∗ |=t)) , t ∈ [0, T ], do´nde
usando teor´ıa anterior sabemos que: E∗(dP
T
dP∗ |=t) = P
′(t,T )
P (0,T )
, t ∈ [0, T ] (ya hemos visto
anteriormente que es integrable, pues la esperanza de dP
T
dP∗ es 1 respecto a P
∗).
Veremos ahora que utilidad tiene esta medida. Sea θ una fecha de vencimiento
(0 ≤ θ ≤ T ′).
Suponemos que (Xt)0≤t≤θ es el proceso de una cartera con una estrategia admisible
y que contiene como activos un bono con vencimiento en θ y el activo sin riesgo.
Vimos anteriormente que bajo la hipo´tesis de que el mercado esta´ libre de arbitraje,
el proceso (Xt
S0t
), que es el valor descontado de la cartera, es P∗-martingala.
Intuitivamente, uno puede pensar que debe existir otra probabilidad Pθ por la que
los valores capitalizados en θ de la cartera sean tambie´n martingalas. En la siguiente
proposicio´n lo vemos de una forma rigurosa.
Antes de nada, para expresar los valores capitalizados en θ de la cartera, dividimos
la cartera Xt por P (t, θ) = E(e
− ∫ θt r(s)ds|=t) ⇒ FX(t, θ) = XtP (t,θ) = XtE(e− ∫ θt r(s)ds|=t) ,
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que llamaremos como el precio θ-forward de la cartera.
Preposicio´n 5.1 Sea θ un fecha de vencimiento de alguna opcio´n tal que θ ∈
[0, T ′]:
1. Si h es una variable aleatoria =θ-medible no negativa, tenemos para t ∈ [0, θ]:
E∗(he−
∫ θ
t r(s)ds|=t) = P (t, θ)Eθ(h|=t)
2. Si (Xt)0≤t≤θ es un proceso estoca´stico adaptado, entonces el proceso (XtS0t )0≤t≤θ es
P ∗-martingala ⇐⇒ ( Xt
P (t,θ)
)0≤t≤θ es P θ-martingala.
Demostracio´n:
El primer punto se demuestra fa´cilmente aplicando la regla de Bayes para esperan-
zas condicionadas:
E∗(hLθθ|=t) = LθtEθ(h|=t), Lθt = P
′(t,θ)
P (0,θ)
, 0 ≤ t ≤ θ
El segundo punto se demuestra usando el primer apartado:
(Xt
S0t
)0≤t≤θ es P∗-martingala ⇔ Xt = E∗(Xθe−
∫ θ
t r(s)ds|=t) = P (t, θ)Eθ(Xθ|=t) ⇔
Xt
P (t,θ)
= Eθ(Xθ|=t) = Eθ( XθP (θ,θ) |=t)⇔ ( XtP (t,θ))0≤t≤θ es Pθ-martingala.
A partir del resultado anterior, en caso de conocer la variable aleatoria que expre-
sa un θ-payoff h que puede ser replicado por una cartera con estrategia admisible
(Xt)0≤t≤θ, XT = h⇒ podemos conocer el valor de la cartera a trave´s de la expresio´n
Xt = P (t, T )E
θ(h|=t).
Es decir, hemos encontrado otra medida a parte de P∗ con la que podemos encontrar
el valor de ciertos productos financieros.
Suponemos ahora que queremos conocer el valor de un contrato europeo del ti-
po call con fecha de vencimiento θ y strike K do´nde el activo del contrato es un
bono cupo´n zero con fecha de vencimiento T, es decir, h = (P (θ, T ) − K)+. Ya
hemos calculado anteriormente el valor de la opcio´n mediante la probabilidad P∗,
pero ahora, lo queremos hacer usando la nueva medida Pθ.
Sea (P (t, T ))0≤t≤θ el proceso hasta θ del bono con vencimiento en T . Podemos
definir la probabilidad PθT en =θ como
dPθT
dP∗
=
exp(− ∫ θ
0
r(s)ds)P (θ, T )
P (0, T )
.
Sabemos por la proposicio´n anterior que bajo esta probabilidad, sea h una v.a.
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no-negativa tenemos para 0 ≤ t ≤ θ
E∗(hP (θ, T )e−
∫ θ
t r(s)ds|=t) = P (t, T )EθT (h|=t)
Proposicio´n 5.2 El precio de un contrato europeo del tipo call con fecha de
vencimiento θ, strike K y que tiene por activo subyacente un bono cupo´n zero con
fecha de vencimiento T vendra´ dado por el proceso siguiente:
Cθt = P (t, T )PθT(P (θ, T ≥ K|=t)−KPθT(P (θ, T ≥ K|=t)
Demostracio´n:
Cθt = E
∗((P (θ, T )−K)+e−
∫ θ
t r(s)ds|=t)
= E∗((P (θ, T )−K)e−
∫ θ
t r(s)ds1P (θ,T )≥K |=t)
= E∗(P (θ, T )e−
∫ θ
t r(s)ds1P (θ,T )≥K |=t)−KE∗(e−
∫ θ
t r(s)ds1P (θ,T )≥K |=t)
= P (t, T )EθT (1P (θ,T )≥K |=t)−KP (t, θ)Eθ(1P (θ,T )≥K |=t)
= P (t, T )PθT(P (θ, T ) ≥ K|=t)−KP (t, θ)Pθ(P (θ, T ) ≥ K|=t)
do´nde 0 ≤ t ≤ θ.
Cθt = P (t, T )PθT(P (θ, T ) ≥ K|=t)−KP (t, θ)Pθ(P (θ, T ) ≥ K|=t) =
= P (t, T )PθT(
P (θ,T )
P (θ,θ)
≥ K|=t)−KP (t, θ)Pθ(P (θ,T )P (θ,θ) ≥ K|=t)
Procedemos a resolver la ecuacio´n anterior. Sea P θ(t, T ) = P (t,T )
P (t,θ)
el precio ”θ-
forward”del bono sin cupo´n con vencimiento en T, notamos que P θ(θ, T ) = P (θ, T ).
El objetivo ahora es intentar buscar la integral estoca´stica que defina el proceso
(P θ(t, T )) respecto las probabilidades Pθ y PθT . Una vez tengamos esto, podemos
conocer la ley de la variable aleatoria P θ(θ, T ) bajo las dos probabilidades. En la
siguiente proposicio´n encontraremos la integral estoca´stica bajo Pθ.
Proposicio´n 5.3 Dadas dos fechas de vencimiento θ y T , el θ-forward price del
bono cupo´n zero con vencimiento en T definido como P θ(t, T ) = P (t,T )
P (t,θ)
satisface
dP θ(t, T )
P θ(t, T )
= (σTt − σθt )dW θt , 0 ≤ t ≤ θ,
(suponiendo θ < T )
do´nde W θt = W
′
t −
∫ t
0
σθsds, y el proceso (W
θ
t )0≤t≤θ es un =t-movimiento browniano
respecto a Pθ.
Demostracio´n:
Hemos explicado anteriormente que para cada fecha de vencimiento T, existe un
proceso adaptado (σTt )0≤t≤T tal que la dina´mica del bono con vencimiento en T se
define:
P (t, T ) = P (0, T ) exp(
∫ t
0
r(s)ds+
∫ t
0
(σTs )dW
′
s −
1
2
∫ t
0
(σTs )
2)ds),
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do´nde (W ′t) es un =t-movimiento browniano respecto P∗. Por lo tanto si aplicamos
la fo´rmula a P θ(t, T ) = P (t,T )
P (t,θ)
:
P θ(t, T ) =
P (0, T )
P (0, θ)
exp(
∫ t
0
(σTs − σθs)dW ′s −
1
2
∫ t
0
((σTs )
2 − (σθs)2)ds).
Ya hemos visto que el proceso adaptado (Lθt ) = (E
∗(dP
θ
dP∗ |=t)) = (P
′(t,θ)
P (0,θ)
) , t ∈ [0, θ]
es =t martingala respecto P∗. Sustituyendo por las fo´rmulas de los bonos en la
ecuacio´n anterior:
Lθt = exp(
∫ t
0
σθs(s)dW
′
s −
1
2
∫ t
0
(σθs)
2ds)c.s.
Ahora mediante el teorema de Girsanov W θt = W
′
t −
∫ t
0
σθsds es un =t-movimiento
browniano respecto Pθ ⇒ dW θt = dW ′t − σθsds. Sustituyendo a P θ(t, T ) obtenemos:
P θ(t, T ) = P θ(0, T )exp(
∫ t
0
(σTs − σθs)dW θs −
1
2
∫ t
0
((σTs − σθs)2)ds)
Mediante la fo´rmula de Itoˆ, obtenemos
dP θ(t, T )
P θ(t, T )
= (σTt − σθt )dW θt , 0 ≤ t ≤ θ.
Entonces, si suponemos que el proceso ha avanzado hasta t, podemos integrar
la fo´rmula anterior entre t y θ para obtener la expresio´n de la variable aleatoria
P θ(θ, T ) respecto Pθ ⇒
P θ(θ, T ) = P θ(t, T ) exp(Z(t, θ)),
do´nde Z(t, θ) =
∫ θ
t
(σTs − σθs)dW θs − 12
∫ θ
t
((σTs − σθs)2)ds.
Suponiendo que las volatilidades (σθs) y (σ
T
s ) son determin´ısticas, sabemos que bajo
Pθ, la variable Z(t, θ) es independiente de =t, gaussiana con media −12
∫ θ
t
((σTs −σθs)2
y varianza
∫ θ
t
((σTs − σθs)2. Para facilitar la notacio´n, Σ2(t, θ) =
∫ θ
t
((σTs − σθs)2.
Ahora podemos aplicar logaritmos a P θ(θ, T )⇒
logP θ(θ, T ) = logP θ(t, T ) + Z(t, θ).
Por lo que hemos explicado antes la ley variable aleatoria logP θ(θ, T ) condicionada
por =t es gaussiana bajo Pθ ⇒
(
logP θ(θ, T )− logP θ(t, T ) + 1
2
Σ2(t, θ)
Σ(t, θ)
|=t) ∼ N(0, 1)
Para encontrar la ley de P θ(t, T ) bajo la probabilidad PθT , seguimos el mismo
razonamiento que la demostracio´n anterior.
La diferencia radica en la expresio´n de (Lθt ) = (E
∗(dP
θ
T
dP∗ |=t)) = (P
′(t,T )
P (0,T )
). Como
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antes, para t ∈ [0, θ] el proceso anterior =t martingala bajo P∗. Sustituyendo por
las fo´rmulas de los bonos en la ecuacio´n anterior:
Lθt = exp(
∫ t
0
σTs (s)dW
′
s −
1
2
∫ t
0
(σTs )
2dsc.s.
Ahora mediante el teorema de Girsanov W Tt = W
′
t −
∫ t
0
σTs ds es un =t-movimiento
browniano bajo PθT ⇒ dW Tt = dW ′t − σTs ds. Ahora sustituyendo a la expresio´n
P θ(t, T ) obtenemos:
P θ(t, T ) = P θ(0, T )exp(
∫ t
0
(σTs − σθs)dW Ts +
1
2
∫ t
0
((σTs − σθs)2)ds).
Suponiendo que conocemos la posicio´n del proceso en t, obtenemos la expresio´n de
la variable aleatoria P θ(θ, T ) bajo la probabilidad PθT ⇒
P θ(θ, T ) = P θ(t, T )exp(
∫ θ
t
(σTs − σθs)dW Ts +
1
2
∫ θ
t
((σTs − σθs)2)ds)⇒
bajo PθT tenemos
(
logP θ(θ, T )− logP θ(t, T )− 1
2
Σ2(t, θ)
Σ(t, θ)
|=t) ∼ N(0, 1)
Finalmente tenemos para 0 ≤ t ≤ θ,
Cθt = P (t, T )PθT(P θ(θ, T ) ≥ K|=t)−KP (t, θ)Pθ(P θ(θ, T ) ≥ K|=t)
= P (t, T )PθT(logP θ(θ, T ) ≥ logK|=t)−KP (t, θ)Pθ(logP θ(θ, T ) ≥ logK|=t)
= P (t, T )PθT((
logP θ(θ,T )−logP θ(t,T )− 1
2
Σ2(t,θ)
Σ(t,θ)
≥ logK−logP θ(t,T )− 12Σ2(t,θ)
Σ(t,θ)
|=t)
−KP (t, θ)Pθ( logP θ(θ,T )−logP θ(t,T )+ 12Σ2(t,θ)
Σ(t,θ)
≥ logK−logP θ(t,T )+ 12Σ2(t,θ)
Σ(t,θ)
|=t)
= P (t, T )Φ(d+)−KP (t, θ)Φ(d−)
con
d± =
− logK + logP θ(t, T )± 1
2
Σ2(t, θ)
Σ(t, θ)
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Conclusiones
Los modelos estoca´sticos que hemos presentado son utilizados en la vida real por
parte de los analistas cuantitativos para modelar el precio de una gran nu´mero de
contratos que se compran y venden en los mercados financieros.
En el trabajo hemos estudiado con detalle el mercado de bonos sin cupo´n, que es
uno de los contrato ma´s ba´sicos que existen, y se han presentado diversos me´todos
que usan procesos estoca´sticos para describir su comportamiento.
Entonces, para poder valorar y describir la dina´mica de contratos mas complejos,
lo ideal es poder encontrar estrategias de cartera que usen so´lo bonos sin cupo´n y
que tengan el mismo flujo de dinero que los primeros.
Hemos visto que es muy importante entender el funcionamiento del mercado que
nos disponemos a modelar. Las leyes que rigen el mercado, luego sera´n las hipo´tesis
del modelo teo´rico. Toda la teor´ıa se desarrolla en base estas hipo´tesis, por lo tanto,
hay que hacerlo de una forma rigurosa.
Toda la teor´ıa probabil´ıstica que nacio´ con los estudios de Black-Scholes, deriva de
la hipo´tesis inicial de que en el mercado no hay oportunidades de arbitraje. A partir
de este concepto, nace la famosa probabilidad neutral que va apareciendo en cada
uno de los resultados del modelo.
Entonces, a partir de la base del modelo Black-Scholes, hemos introducido el mer-
cado de los bonos y sus principales caracter´ısticas.
Lo primero que hemos hecho es, mediante la probabilidad neutral, encontrar un
proceso estoca´stico cont´ınuo que modela el precio que tienen los bonos en el mer-
cado.
Como ya hemos dicho, hay una gran cantidad de instrumentos financieros con los
que se opera diariamente en los mercados cuyos valores dependen del precio de los
bonos.
El que hemos estudiado es el contrato europeo call que tiene un bono como activo
subyacente. Mediante una cartera se puede cubrir la opcio´n. El proceso que modela
la cartera es martingala con lo que podemos encontrar su expresio´n.
A parte de los contratos call o put, tambie´n son muy usados los contratos Swaps o
los Caps and Floors.
Estos tipos de instrumentos, son usados por los bancos, empresas y cualquier agente
que opere en los mercados para cubrirse en caso de cambio de los tipos de intere´s.
En la segunda parte del trabajo, hemos visto un enfoque ma´s pra´ctico de la mo-
delacio´n de los bonos, y se han presentado diferentes me´todos para lograrlo.
Un me´todo es la de suponer que el precio de los bonos sigue una estructura af´ın. Es
una manera de facilitar los ca´lculos a la hora de la modelacio´n. Pues bajo la hipo´te-
sis de que los procesos de los bonos descontados son martingalas se obtienen unas
ecuaciones que permiten encontrar fa´cilmente la expresio´n del proceso estoca´stico
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de los bonos.
Hay diferentes versiones de este me´todo dependiendo de la dina´mica que sigue el
intere´s. Esta dina´mica depende de unos para´metros que se pueden estimar con va-
lores histo´ricos de mercado de los bonos o los intereses. El Vasicek y el CIR tienen
dina´micas parecidas y la calibracio´n de los para´metros requiere me´todos estad
’isticos o nume´ricos. En cambio la calibracio´n en el modelo Ho-Lee o el Hull-White
es mucho ma´s fa´cil por tener estos funciones como para´metros.
Luego se ha presentado otro me´todo, que se basa en modelar el intere´s forward de
los bonos. Hemos visto que la ecuacio´n que describe la dina´mica de este intere´s solo
depende de un de un para´metro.
Finalmente, hemos encontrado otra medida diferente de la neutral con la que pode-
mos modelar el valor de ciertos productos financieros. Entre ellos los de una opcio´n
europea del tipo call.
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