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Sectoring in Multi-cell Massive MIMO Systems
Shahram Shahsavari, Parisa Hassanzadeh, Alexei Ashikhmin, and Elza Erkip
Abstract—In this paper, the downlink of a typical massive
MIMO system is studied when each base station is composed
of three antenna arrays with directional antenna elements
serving 120◦ of the two-dimensional space. A lower bound
for the achievable rate is provided. Furthermore, a power
optimization problem is formulated and as a result, centralized
and decentralized power allocation schemes are proposed. The
simulation results reveal that using directional antennas at base
stations along with sectoring can lead to a notable increase in
the achievable rates by increasing the received signal power
and decreasing ‘pilot contamination’ interference in multi-
cell massive MIMO systems. Moreover, it is shown that using
optimized power allocation can increase 0.95-likely rate in the
system significantly.
I. INTRODUCTION
With the advent of new technologies such as smart phones,
tablets, and new applications such as video conferencing and
live streaming, there has been a dramatic increase in the
demand for high data rates in cellular systems. On the other
hand, it is challenging to achieve high enough data rates in
the crowded sub-6 GHz spectrum. Multi-user Multi Input
Multi Output systems with large number of antennas (known
as massive MIMO), have shown a great potential to achieve
very large spectral and energy efficiencies, which makes them
a strong candidate for 5G mobile networks [1].
In massive MIMO systems, base stations are usually
equipped with a large number of antennas serving much
smaller number of users each of which has an omnidi-
rectional antenna. It is shown in [2] that with a simple
Time Division Duplex (TDD) protocol, it is beneficial to
increase the number of base station antennas in a single
cell massive MIMO network. More specifically, it is shown
that received signal power is proportional to number of
antennas while interference plus noise power is not. However,
as shown in [3], another type of inter-cellular interference,
called ‘pilot contamination’, appears in multi-cell massive
MIMO networks. Typically training sequences should be
short, since channels between base station and users change
fast. This forces one to use nonorthogonal training sequences
in neighboring cells, which causes pilot contamination whose
power is proportional to the number of antennas at the
base stations. Consequently, Signal to Interference plus Noise
Ratio (SINR) converges to a a bounded value as the number
of antennas tends to infinity.
Most literature on massive MIMO considers omnidirec-
tional base station antennas. It is well-known that using
directional antennas along with sectorized antenna arrays at
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each base station is one of the methods to increase SINR in
conventional cellular networks [4]. Reference [5] indicates
the potential of using directional antennas in massive MIMO
systems; however, it does not provide any performance
analysis. In this paper, we consider the sectorized setting,
analyze the performance of a massive MIMO system with
directional antennas at each base station, and provide a lower
bound on the achievable downlink rate of the users as a
function of large-scale fading coefficients. We formulate a
tractable downlink power optimization problem and suggest
a centralized scheme to find the optimal power allocation.
To reduce the communication and computation overheads,
we also provide a sub-optimal decentralized scheme. A
numerical comparison between a massive MIMO system with
omnidirectional antennas at each base station and one with
directional antennas shows that using directional antennas can
improve the performance significantly. To the best of our
knowledge, this is the first detailed study of massive MIMO
systems with directional antennas.
II. SYSTEM MODEL
We consider a two-dimensional sectorized hexagonal cel-
lular network with TDD operation, composed of L cells, each
with K mobile users. Cell sectoring is done such that three
base stations are located at the non-adjacent corners of each
cell, as shown in Fig. 1, and each base station is equipped
with three directional (120◦) antenna arrays such that each
array serves one of the three neighboring cells. As depicted in
Fig. 1, the users in each cell are served by the three antenna
arrays that belong to the base stations located on the corners
of the cell. We assume that each directional array has M
directional antenna elements, hence there are MB = 3M
elements at each base station. We also assume that users
have single omnidirectional antennas.
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Fig. 1: Sectorized cellular system model
In the following we denote cell j by Cj , and user k in
cell j by Ukj , where j ∈ [L]1 and k ∈ [K]. Each antenna
1We denote by [N ] the set of integers from 1 to N .
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array is uniquely identified by a cell-array index pair (j, i),
and is denoted by Aji, where i ∈ [3] indicates the array
located in corner i of cell j ∈ [L] (see Fig. 1). User Ukj
communicates with all three arrays Aj1, Aj2, and Aj3 for
uplink and downlink transmissions.
A. Directional Antenna Model
We adopt the simplified directional antenna model intro-
duced in [6]. Fig. 2 depicts the directivity (power gain)
pattern of each array element, where GQ and Gq are the main
lobe and back lobe power gains, respectively, and θ, chosen
as 2pi/3, is the beamwidth of the main lobe. Let φ ∈ [0, pi]
denote the angular position of a user placed at an angle φ
relative to the boresight direction of an antenna element, as
in Fig. 2 (left), then the signal transmitted to and received
from the user is multiplied by a gain equal to
√
G(φ).
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Fig. 2: Simplified directional antenna power gain pattern
Let G[kl]ji denote the power gain between Ukl and Aji.
Note that all users in cell Cj , j ∈ [L] are in the main lobe
coverage of arrays {Aji : i ∈ [3]}, and therefore, observe the
power gain GQ for any k ∈ [K] and any i ∈ [3]. We assume
a lossless antenna model which implies that GQ + 2Gq = 3,
and GQ ≤ 3 due to the conservation of power radiated in all
directions [6].
B. Channel Model
Due to TDD operation and channel reciprocity, downlink
and uplink transmissions propagate similarly. We assume
narrow-band flat fading channel model in which, the complex
channel (propagation) coefficient between the m-th antenna
element of Aji and Ukl is given by
g
[kl]
mji =
√
β
[kl]
ji h
[kl]
mji, (1)
where β[kl]ji ∈ R+ is the large-scale fading coefficient,
which depends on the shadowing and distance between the
corresponding user and antenna element, and h[kl]mji ∈ C is
the small-scale fading coefficient. The received signal also
includes additive white Gaussian noise. Since the distance
between a user and an array is much larger than the distance
between the elements of an array, we assume that the large-
scale fading coefficients are independent of the antenna
element index m. The small-scale fading coefficients, h[kl]mji,
are assumed to be complex Gaussian zero-mean and unit-
variance, and for any (k, l,m, j, i) 6= (n, v, r, u, q) coeffi-
cients h[kl]mji and h
[nv]
ruq are independent.
We will use g[kl]ji ∈ CM×1 to denote channel vector
between Aji and Ukl. We further assume that small-scale
and large-scale fading coefficients are constant over small-
scale and large-scale coherence blocks represented by T
and Tβ symbols, respectively. While the small-scale fading
coefficients significantly change as soon as a user moves by
a quarter of the wavelength, large-scale fading coefficients
are approximately constant in the radius of 10 wavelengths
(see [7] and references there). Thus, Tβ ≈ 40 T . We also
assume that small-scale channel coefficients are independent
across different small-scale coherence blocks, and similarly
large-scale channel coefficients.
C. Time-Division Duplexing Protocol
Uplink and downlink transmissions, require access to the
channel vectors at the antenna arrays. Channel vectors are es-
timated by antenna arrays using uplink training transmissions
in each small-scale coherence block T . Similar to [3] and
[8], we assume that the same set of K orthonormal training
sequences (pilots) is reused in each cell, such that sequence
r[k] ∈ Cτ is assigned to Ukl in Cl, and r[k]†r[n] = δkn for
any k, n ∈ [K] and any l ∈ [L]. Note that since the number
of orthogonal τ -tuples can not exceed τ , we have K ≤ τ
[8]. Due to the independence of channel coefficients across
different small-scale coherence blocks, training is repeated in
each block T , hence τ ≤ T .
The system operates based on the TDD protocol proposed
in [3], [8]. The first two steps of the protocol are carried out
once for each large-scale coherence block, and the last five
are repeated over small-scale coherence blocks.
Time-Division Duplexing Protocol
Step 1: In the beginning of each large-scale coherence block,
each base station estimates the large-scale fading coefficients
between itself and all the users in the network.
Step 2: Each array transmits a measure of the large-scale
fading coefficients estimated in Step 1, to the users in its
cell, which are later used for decoding the downlink signals in
Step 7. More specifically, Aji, i ∈ [3] transmits the decoding
coefficient defined as

[kj]
ji ,
√
Mρrτρ
[kj]
ji G
[kj]
ji β
[kj]
ji(
σ2r + ρrτ
∑L
l=1G
[kl]
ji β
[kl]
ji
)1/2 , (2)
to Ukj , k ∈ [K], where σ2r is the reverse link (uplink)
noise power, ρr is the reverse link transmit power from each
user in Cj to arrays {Aji : i ∈ [3]}, and ρ[kj]ji denotes the
forward link (downlink) transmit power assigned by Aji to
Ukj . Forward link power allocation strategies are discussed
in Sec. III-B.
Step 3: All users synchronously transmit their uplink signals.
Step 4: All users synchronously transmit their training se-
quences (pilots).
Step 5: Each array estimates the channel vector between
itself and the users located within its cell using the training
sequences, and processes the received uplink signals.
Step 6: Arrays use conjugate beamforming (based on the
estimated channel vectors and power allocation) in order
to prepare the downlink signals {s[kj] : k ∈ [K]} for
transmission, where s[kj] denotes the signal intended for Ukj .
All arrays synchronously transmit the prepared signals.
Step 7: User Ukj , k, j ∈ [K]×[L] decodes its received signal,
denoted by y[kj], using the decoding coefficients received in
Step 2 as
sˆ[kj] =
y[kj]∑3
i=1 
[kj]
ji
. (3)
For the TDD protocol given above, we assume that each
array Aji can accurately estimate and track all the large-scale
fading coefficients, discussed in [8], and it has the means
to forward the decoding coefficients, [kj]ji to the users in
Cj . As in [8], we will not consider the resources needed for
implementing these assumptions.
Remark 1. According to (2), [kj]ji only depends on the
large-scale fading coefficients the number of which, does
not increase with the number of antennas as discussed in
Sec. II-B. Therefore, the amount of information exchange
between each antenna array and its corresponding users does
not depend on M , which makes the massive MIMO system
scalable.
In the following we only analyze the downlink transmis-
sions; the analysis of the uplink scenario follows similarly.
III. DOWNLINK SYSTEM ANALYSIS
In this section, we analyze the downlink system perfor-
mance by providing SINR expression. Theorem 1 provides a
lower bound on user downlink transmission rates. We assume
that linear MMSE estimation is used to estimate the channel
vectors in Step 5 of the TDD protocol. Furthermore, as
stated in step 2 of the TDD protocol, power assignments
are represented explicitly. In our analysis, we assume that
E[s[kj]] = 0 and Var[s[kj]] = 1 for any (k, j) ∈ [K]× [L].
A. Downlink System Performance
Theorem 1. For the sectorized multi-cell massive MIMO
system with directional antennas described in Sec. II, the
downlink transmission rate to user k ∈ [K] in cell j ∈ [L],
R[kj], is lower bounded by
R[kj] ≥ log2(1 + SINR[kj]), (4)
where,
SINR[kj] =
P [kj]
I
[kj]
1 + I
[kj]
2 + σ
2
f
, (5)
with,
P [kj] =
∣∣∣ 3∑
i=1
√
ρ
[kj]
ji G
[kj]
ji λ
[kj]
ji
∣∣∣2, (6)
I
[kj]
1 =
L∑
l=1
l 6=j
∣∣∣ 3∑
i=1
√
ρ
[kl]
li G
[kj]
li λ
[kj]
li
∣∣∣2, (7)
I
[kj]
2 =
L∑
l=1
3∑
i=1
ρliG
[kj]
li β
[kj]
li , (8)
λ
[kl]
ji =
(
MρrτG
[kl]
ji β
[kl]2
ji
σ2r + ρrτ
L∑
v=1
G
[kv]
ji β
[kv]
ji
)1/2
, (9)
and ρli ,
∑K
k=1 ρ
[kl]
li is the forward link transmission power
at array i ∈ [3] in cell j ∈ [L] and σ2f denotes forward link
noise power.
The sketch of the proof is provided in Appendix A.
In Theorem 1, P [kj] is the desirable signal power received
by Ukj , and I
[kj]
1 , I
[kj]
2 correspond to two types of interfer-
ence experienced by the user. More specifically, I [kj]1 is the
interference created by pilot reuse in multiple cells, referred
to as pilot contamination, and similar to P [kj], it grows
linearly with the number of base station antenna elements
(λ[kj]li ∝
√
M ). The second interference I [kj]2 , referred to as
undirected interference, is created by nonorthogonality of
channel vectors of different users, channel estimation error,
and lack of user’s knowledge of effective channel [8]. This
type of interference does not grow with M , and hence
has negligible contribution when M is very large. Although
increasing M leads to higher SINR for all users, we remark
that SINR converges to a bounded limit when M goes to
infinity.
In the next section, we consider optimal and suboptimal
strategies for forward link power allocation. In Sec IV we
evaluate the system performance and show that using opti-
mized power allocation can lead to a significant performance
improvement.
B. Forward Link Power Allocation
In Step 2 and 6 of the TDD protocol given in Sec. II-C,
arrays divide their forward link transmit power among the
users they serve for downlink transmissions. In the following,
we assume that ρli =
∑K
k=1 ρ
[kl]
li ≤ ρf/3 for any (l, i) ∈
[L]× [3], where ρf is the base station maximum forward link
power, and discuss three different strategies with different
communication and computation complexities, and compare
their performance in Sec. IV.
1) Uniform Power Allocation (UPA): In this suboptimal
strategy, which requires no cooperation across the network,
each array transmits at full power and divides its forward link
transmit power uniformly across the users in its cell such
that each gets a portion equal to ρ[kj]ji =
ρf
3K , ∀(j, i, k) ∈
[L]× [3]× [K].
2) Optimal Centralized Power Allocation (CPA): The
powers allocated to each user can be globally optimized in
order to maximize the worst downlink SINR (equivalently
rate) among all users in the network. A central entity
formulates and solves a constrained max-min optimization
problem based on the SINR expression given in Theorem 1
as follows, ensuring to satisfy each array’s maximum forward
link transmit power.
max
{ρnlli }
min
k,j
P [kj]
I
[kj]
1 + I
[kj]
2 + σ
2
f
(10)
subject to:
K∑
n=1
ρ
[nl]
li ≤
ρf
3
, ∀(l, i) ∈ [L]× [3]
ρ
[nl]
li ≥ 0, ∀(l, i, n) ∈ [L]× [3]× [K]
with P [kj], I [kj]1 , and I
[kj]
2 given in (6)-(8). By introducing
slack variables Xkj and Ykj , (10) is equivalent to:
max
{ψnlli ,Xnl,Ynl}
min
k,j
∣∣∣∑3i=1 ψ[kj]ji √G[kj]ji λ[kj]ji ∣∣∣2
X2kj + Y
2
kj + σ
2
f
(11)
subject to:
L∑
l=1
l 6=j
∣∣∣ 3∑
i=1
ψ
[kl]
li
√
G
[kj]
li λ
[kj]
li
∣∣∣2 ≤ X2kj , ∀(j, k) ∈ [L]× [K],
L∑
l=1
K∑
n=1
3∑
i=1
(ψ
[nl]
li )
2G
[kj]
li β
[kj]
li ≤ Y 2kj , ∀(j, k) ∈ [L]× [K],
K∑
k=1
(ψ
[kl]
li )
2 ≤ ρf
3
, ∀(l, i) ∈ [L]× [3],
ψ
[kl]
li ≥ 0, ∀(l, i, k) ∈ [L]× [3]× [K],
where, ψ[kj]ji =
√
ρ
[kj]
ji . The equivalence between (10) and
(11) follows from the fact that first two constraints in (11)
hold with equality at the optimum.
Proposition 1. Power optimization problem (11) is quasi-
concave.
The proof of proposition 1 is provided in Appendix B.
Due to quasi-concavity of problem (11), the solution can be
obtained using the bisection method and a series of feasibility
checking convex problems provided in Algorithm 1.
This power allocation strategy requires a central entity
with access to the large-scale fading coefficients of the entire
network, and has a much higher complexity compared to the
UPA scenario. In this scheme, in each large-scale coherence
block Tβ , the base stations send their estimated large-scale
fading coefficients to a central entity. The central entity solves
the optimization problem using Algorithm 1, and sends the
results back to the base stations.
3) Decentralized Power Allocation (DPA): Computational
and communication complexities of CPA can be significantly
reduced using an optimization based on local information.
Each antenna array, say Aji, considers itself and the antenna
Algorithm 1 Centralized Power Allocation
1: Choose a tolerance threshold δ > 0, and initialize γmin
and γmax to define a range of relevant values of the
objective function in (11).
2: while γmax − γmin > δ do
3: Set γ := γmin+γmax2 and solve the following convex
feasibility checking problem for Vkj , [Xkj , Ykj , 1]:
||Vkj || ≤ 1√γ
∑3
i=1 ψ
[kj]
ji
√
G
[kj]
ji λ
[kj]
ji , ∀(j, k) ∈ [L]× [K],
L∑
l=1
l 6=j
∣∣∣ 3∑
i=1
ψ
[kl]
li
√
G
[kj]
li λ
[kj]
li
∣∣∣2 ≤ X2kj , ∀(j, k) ∈ [L]× [K],
L∑
l=1
K∑
n=1
3∑
i=1
(ψ
[nl]
li )
2G
[kj]
li β
[kj]
li ≤ Y 2kj , ∀(j, k) ∈ [L]× [K],
K∑
k=1
(ψ
[kl]
li )
2 ≤ ρf3 , ∀(l, i) ∈ [L]× [3],
ψ
[kl]
li ≥ 0, ∀(l, i, k) ∈ [L]× [3]× [K],
4: if above problem is feasible then
5: γmin := γ
6: else
7: γmax := γ
8: end if
9: end while
arrays in a ring of cells around Cj such that if this would
be the entire network. Aji collects all large-scale fading
channel coefficients between all antennas arrays and all
users in this network and solves the optimization problem
(10), formulated for this network. Next, Aji uses the found
downlink powers ρ[kl]li , ∀k ∈ [K], and discard the powers
found for other antenna arrays in the ring.
IV. SIMULATIONS AND DISCUSSIONS
In this section, we evaluate how effective sectoring is in
mitigating the interference in massive MIMO systems. In our
simulations we consider the following sectorized settings:
Directional Arrays with UPA (Dir-UPA), Directional Arrays
with CPA (Dir-CPA), Directional Arrays with DPA (Dir-
DPA), and compare them with their omnidirectional counter-
parts: Omnidirectional Base Stations with UPA (Omni-UPA),
Omnidirectional Base Stations with CPA (Omni-CPA), and
Omnidirectional Base Stations with DPA (Omni-DPA). The
system model in settings Dir-UPA, Dir-CPA and Dir-DPA is
the one introduced in Sec II, while the other three settings
are modeled based on [8], where one base station with MB
omnidirectional antenna elements, is placed at the center of
the cell, and has a forward link power budget of ρf . For
each setting, the forward link powers are allocated according
to their respective strategies defined in Sec. III-B.
We consider a network composed of L = 19 cells (two
rings of cells around a central cell), each with a radius of
R = 1 km, and K = 9 users distributed uniformly across
each cell except for a disk with radius r = 60 m around the
base stations. In order to avoid the cell edge effect, cells are
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Fig. 3: CDF of (a) normalized received signal power, (b) normalized pilot contamination power, and (c) normalized undirected
interference power, for MB = 102.
wrapped into a torus as in [8], [9]. The large-scale fading
coefficients are modeled based on the ‘COST-231’ model at
central frequency fc = 1900 MHz as 10 log10
(
β
[kj]
li
)
= −
140−35.2 log10(d[kj]li ) + Ψ, where d[kj]li denotes the distance
(in km) between Ukj and Ali, and Ψ denotes the shadow
fading coefficient. We assume that Ψ ∼ N (0, 8), thermal
noise power is −101 dBm, and the noise figure at each base
station and each user is 9 dB, hence σ2f = σ
2
r = −92 dBm.
The antenna main-lobe and back-lobe power gains are GQ =
2.98 and Gq = 0.01, respectively, the reverse link transmit
power is ρr = 23 dBm, and the maximum forward link
transmit power of each base station is set at ρf = 30 dBm.
Figs. 3(a)-3(c) display the CDF of the normalized received
signal power where normalization with respect to forward
link noise power, i.e. P [kj]/σ2f , and normalized version of
two types of interference powers affecting the users in a
network, i.e. I [kj]1 /σ
2
f and I
[kj]
2 /σ
2
f . We only provide the
simulations for MB = 102, since, as seen in Theorem 1
in Sec. III-A, received signal power and pilot contamination
power are linearly proportional to M , while undirected
interference power is independent of M . When comparing the
Dir-UPA and Omni-UPA settings, we observe that sectoring
affects each of these components as follows:
1) Received signal power P [kj]: With sectoring, received
signal power is higher for most of the users. In Dir-UPA,
each user communicates with three arrays, each of which
has M = MB/3 elements and a forward link transmit power
of ρf/3. Even though the per-element forward link transmit
power is equal to that in Omni-UPA, i.e. ρf/MB , users
benefit from the directionality of the antenna arrays. In this
case, the signals transmitted from each array are emitted with
the main-lobe directionality gain (GQ ≈ 3), compared to the
unity directionality gain of an omnidirectional base station.
Another reason for the increase in the received signal
power is reduction of the pilot contamination effect (see the
next subsection). The pilot contamination has two malicious
effects. First, a base station creates directed interference to
users located in other cells. Second, since the base station
deviates part of its transmit power to other users, it effectively
reduces the transmit power for users located in its cell. With
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Fig. 4: Pilot contamination in sectorized networks.
sectoring the pilot contamination effect is getting smaller
(see the next subsection), and therefore the signal power for
legitimate users increases.
The net gain translates into an increase in the received
signal power of 60% of the users.
2) Pilot contamination I [kj]1 : Sectoring reduces the effect
of pilot contamination. This is due to the fact that with
the directionality in Dir-UPA, arrays are able to derive
better channel estimates from the received pilots, and further
mitigate the pilot contamination. In Omni-UPA, each array
receives the pilots transmitted from all cells and in all
directions. However, directional arrays receive these signals
with different directionality gains from the users in different
cells, i.e., one-third of the signals (those in the main lobe
coverage of the arrays) are amplified with GQ ≈ 3, while the
remaining two-thirds (in the back lobe coverage of the arrays)
are attenuated with Gq ≈ 0 as illustrated in Fig. 4. In this
case, the effective channel estimation SINR is approximately
3 times larger compared to the omnidirectional setting, which
in turn, as depicted in Fig. 4, reduces the interference.
3) Undirected interference I [kj]2 : Sectoring does not affect
undirected interference power. In both Dir-UPA and Omni-
UPA settings, the multi-user activity in the overall network
contributes to the undirected interference power, which arises
due to the nonorthogonality of the channel vectors and other
parameters mentioned in Sec. III-A. More specifically, in
the sectorized scenario, all of the MBL antennas create
interference, among which, each user receives the signals
emitted from one-third amplified by a factor of GQ ≈ 3,
and signals from the remaining antennas are attenuated by
Gq ≈ 0. Therefore, in sectorized scenario there are MBL/3
effective antenna elements in the network contributing to
I
[kj]
2 by transmitting their downlink signals with power
ρf/MB amplified by GQ ≈ 3, creating the same amount of
interference compared to the omnidirectional setting, where
there are MBL antenna elements contributing to I
[kj]
2 by
transmitting their downlink signals with power ρf/MB .
We observe that for both directional and omnidirectional
antenna settings, with CPA and DPA, the received signal
power is higher for low-SINR users, and interference power
is less for all users compared with their UPA counterparts.
We remark that the difference in the performance of DPA
and CPA is small for both settings.
We provide CDFs of the downlink achievable rates for sec-
toring, given in Theorem 1, and compare them for different
settings in Figs. 5(a)-(c), for MB = 102, MB = 104, and
MB = 10
6, respectively. For comparison we use the 0.95-
likely rate per user criterion, defined as the rate achieved by
95% of the users, as in [3], [8], [10].
For small values of MB , the total interference imposed on
Ukj is dominated by undirected interference, which is similar
for settings with and without sectoring. Therefore, directional
arrays increase user SINR due to the increase in their received
signal powers. For example with MB = 102, comparing the
performance of Dir-UPA with Omni-UPA, given in Fig. 5(a),
we observe that sectoring is able to increase the 0.95-likely
rate by a factor of 5.20. We remark that as argued in Fig. 5(a)
in Dir-UPA, the achievable rate of around 60% of the users
with lower SINR has been improved with a sacrifice from
the rate of user with higher SINR. For intermediate MB , the
two types of interference are comparable, and therefore, in
addition to the increase in received signal power, directional
arrays are able to alleviate the effect of the total interference.
As illustrated in Fig. 5(b), for MB = 104 the 0.95-likely
rate has an improvement with a factor of 5.47 with the Dir-
UPA compared to Omni-UPA, and the rate of 66% of the
users is increased. In the regime of very large MB , pilot
contamination is dominant, and therefore, as MB → ∞,
SINR converges to a finite value. For MB = 106, given
in Fig. 5(c), the 0.95-likely rate in Dir-UPA is 7.65× higher
compared to Omni-UPA, with an improvement in achievable
rate for 72% of the users.
A comparison among Dir-UPA, Dir-CPA, and Dir-DPA
for different MB in Fig. 5 reveals that optimized power
allocation schemes can improve 0.95-likely rate by a factor
between 1.48 and 2.04.
We also would like to note that empirical CDF of achiev-
able rate with decentralized power allocation (Dir-DPA) is
only marginally different from the CDF of the optimal
centralized power allocation (Dir-CPA), while using Dir-
DPA allows us to reduce the required computation and
communication overheads significantly.
V. CONCLUSIONS
In this paper, we have studied the benefits of using
directional antennas at the base station in a massive MIMO
system. We have derived a lower bound on user downlink
achievable rates, and have discussed centralized and decen-
tralized power allocation strategies by formulating power op-
timization problems which differ in terms of performance and
complexity. We have compared the performance of different
massive MIMO settings with and without sectoring, and for
different power allocation methods in terms of received signal
power, pilot contamination, undirected interference and their
achievable rate. The numerical results have revealed that
while sectoring does not affect the undirected interference,
it can alleviate the effect of pilot contamination and increase
received signal power. Finally, we have discussed how sector-
ing and the use of directional antennas leads to higher 0.95-
likely rate as a measure of reliability in the system. We have
observed that by increasing the number of antennas at each
base station, the improvement due to sectoring increases, due
to the reduction of pilot contamination which is proportional
to the number of antennas. Based on our simulation results,
power optimization is an effective way to increase the 0.95-
likely rate further.
APPENDIX A
PROOF OF THEOREM 1
Due to space limit, we only provide a sketch of the proof
here. As described in the TDD protocol given in Sec. II-C,
once the arrays have estimated the large-scale fading coef-
ficients (step 1) and transmitted the decoding coefficients to
their users (step 2), all users synchronously transmit their
uplink signals and training sequences, respectively, in steps 3
and 4. Then, in step 5, each array estimates its channel vector
using an MMSE estimate. More specifically, Aji estimates
the channel vector g[kl]ji as:
gˆ
[kl]
ji = θ
[kl]
ji
√
ρrτ
L∑
v=1
√
G
[kv]
ji g
[kv]
ji + wˆ
[kl]
ji , (12)
where,
θ
[kl]
ji =
√
ρrτG
[kl]
ji β
[kl]
ji
σ2r + ρrτ
L∑
v=1
G
[kv]
ji β
[kv]
ji
, (13)
and, wˆ[kl]ji ∼ CN (0, θ[kl]
2
ji IM ), where IM is M ×M identity
matrix. We assume that g[kl]ji = gˆ
[kl]
ji + g˜
[kl]
ji where g˜
[kl]
ji
denotes the MMSE estimation error. It can be shown that
gˆ
[kl]
ji ∼ CN
(
0,
1
M
λ
[kl]2
ji IM
)
, (14)
g˜
[kl]
ji ∼ CN
(
0,
(
β
[kl]
ji −
λ
[kl]2
ji
M
)
IM
)
, (15)
where, λ[kl]ji is given in (9). In step 6, array (j, i) ∈ [L]× [3]
uses conjugate beamforming based on its channel estimates
to transmit the downlink signals {s[kj] : k ∈ [K]} to its users,
as
xji =
K∑
k=1
√
ρ
[kj]
ji
λ
[kj]
ji
gˆ
[kj]†
ji s
[kj], (16)
 10
-3
10
-2
10
-1
10
0
0.05
0.2
0.4
0.6
0.8
1
Achievable Rate(bps/Hz)
E
m
p
ir
ic
a
l 
C
D
F
 
 
(a) (b) (c) 
Omni-UPA Omni-CPA Omni-DPA Dir-UPA Dir-CPA Dir-DPA 
10
0
10
1
0.05
0.2
0.4
0.6
0.8
1
Achievable Rate(bps/Hz)
E
m
p
ir
ic
a
l 
C
D
F
 
 
10
0
10
1
0.05
0.2
0.4
0.6
0.8
1
Achievable Rate(bps/Hz)
E
m
p
ir
ic
a
l 
C
D
F
 
 
Fig. 5: CDF of achievable downlink rates (a) MB = 102, (b) MB = 104 and (c) MB = 106.
where ρ[kj]ji denotes the power allocated to Ukj by Aji. User
Ukj receives the following downlink signal:
y[kj] =
L∑
l=1
3∑
i=1
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li xlig
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li + w
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=
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√
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,
where, w[kj] ∼ CN (0, 1) denotes the noise. T0 corresponds
to the part of the received signal that Ukj can decode,
while T1, . . . , T4 contribute to the interference and noise.
More specifically, using (9) and (14), it can be shown that
T0 = s
[kj]
∑
i 
[kj]
ji , and given {[kj]ji : i ∈ [3]}, user Ukj can
decode T0 using (3) to find sˆ[kj] in step 7 of TDD protocol.
Furthermore, it can be shown that any two of the terms
T0, . . . , T4 are uncorrelated. According to Theorem 1 of [11],
the worst case of uncorrelated additive noise is independent
Gaussian noise with the same variance. Hence, the worst-
case downlink SINR of the of Ukj , denoted by SINR[kj],
is
SINR[kj] =
Var[T0]
Var[T1] + Var[T2] + Var[T3] + Var[T4]
.
(17)
Therefore, Ukj’s downlink rate, R[kj], is lower bounded by
R[kj] = I(y[kj]; s[kj] | [kj]j1 , [kj]j2 , [kj]j3 ) ≥ log2(1 + SINR[kj]).
It is straightforward to calculate variance of the terms
T0, . . . , T4 based on (9), (14), (15), and the channel statistics.
Substituting these terms in (17) will conclude the proof.
APPENDIX B
PROOF OF PROPOSITION 1
The constraints of problem (11) are convex. To prove the
quasi-concavity, it suffices to show that the objective function
in (11) is quasi-concave. Define Ω , {ψnlli , Xnl, Ynl} for
(l, i, n) ∈ [L] × [3] × [K], the set of optimization variables.
The objective function of (11) is
f(Ω) = min
k,j
∣∣∣∑3i=1 ψ[kj]ji √G[kj]ji λ[kj]ji ∣∣∣2
X2kj + Y
2
kj + σ
2
f
.
For every γ ≥ 0, the upper-level set of f(Ω) is
U(f, γ) = {Ω : f(Ω) ≥ γ}
= {Ω :
∣∣∣∑3i=1 ψ[kj]ji √G[kj]ji λ[kj]ji ∣∣∣2
X2kj + Y
2
kj + σ
2
f
≥ γ,∀(k, j)}
= {Ω : ||Vkj || ≤ 1√
γ
3∑
i=1
ψ
[kj]
ji
√
G
[kj]
ji λ
[kj]
ji ,∀(k, j)},
where Vkj , [Xkj , Ykj , 1]. Because U(f, γ) can be repre-
sented as a second order cone, it is a convex set. Therefore,
f(Ω) is quasi-concave.
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