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SOLITARY WAVE SOLUTIONS AND GLOBAL WELL-POSEDNESS FOR A
COUPLED SYSTEM OF GKDV EQUATIONS
ANDRESSA GOMES AND ADEMIR PASTOR
Abstract. In this work we consider the initial-value problem associated with a coupled system of
generalized Korteweg-de Vries equations. We present a relationship between the best constant for a
Gagliardo-Nirenberg type inequality and a criterion for the existence of global solutions in the energy
space. We prove that such a constant is directly related to the existence problem of solitary-wave
solutions with minimal mass, the so called ground state solutions. To guarantee the existence of
ground states we use a variational method.
1. Introduction
Nonlinear dispersive systems appear in many physical applications. They can be used, for instance,
to model the propagation of waves in water surface or to describe the interaction of nonlinear internal
waves. In the present paper we are interested in systems having the Hamiltonian form{
∂tu+ ∂
3
xu+ µ∂x(Hu(u, v)) = 0,
∂tv + ∂
3
xv + µ∂x(Hv(u, v)) = 0,
(1.1)
where u = u(x, t) and v = v(x, t) are real-valued functions, H is a smooth function, Hu and Hv denote
the derivative of H with respect to u and v, respectively, and µ is real constant which we normalize
to be ±1.
Systems of the form (1.1) are said to be of KdV type and model important phenomena in the
propagation on nonlinear waves. To cite a few examples, in the case µ = 1 and
H(u, v) = Au3 +Bv3 + Cu2v +Duv2 (1.2)
with A, B, C and D real constants, the system was derived by Gear and Grimshaw [16] to describe
the strong interaction of two-dimensional long internal gravity waves propagating on neighboring
pycnoclines in a stratified fluid. Also, in the case
H(u, v) = u2v,
system (1.1) is a particular case of the Majda-Biello system [25] (see also [4] and [3]), which models
the nonlinear interaction of long-wavelength equatorial Rossby waves and barotropic Rossby waves.
The issue of local and global well-posedness for the initial-value problem (IVP) associated to (1.1)
have became a major topic in the theory of dispersive equations in recent years. Let us briefly recall
some results of our interest available in the current literature. The well-posedness problem associated
to IVP (1.1) with function H given by (1.2) was studied by many authors. For instance, Bona, Ponce,
Saut and Tom [6] proved that, under some restrictions on the coefficients, the associated IVP is globally
well-posed in Hs(R)×Hs(R), s ≥ 1. Also, Linares and Panthee in [22] obtained the sharp local result
for Sobolev spaces with index s > −34 . Besides, in [22] was also proved the global well-posedness for
s > − 310 under some restrictions on the coefficients A, B, C e D. The well-posedness for the Majda-
Biello system was studied, for instance, by Oh [28] where the author proved local well-posedness in
Hs(R)×Hs(R), s > −34 and in H−
1
2 (T)×H− 12 (T). In [27], via the I-method, Oh established the global
well-posedness Hs(R)×Hs(R), s > 34 and Hs(T)×Hs(T), s > −12 . Also, Guo et al. [18] considered
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the periodic problem and used a successive time-averaging method to prove the global well-posedness
in the homogeneous Sobolev space H˙s(T), s ≥ 0.
Panthee and Scialom in [29] studied (1.1) with H(u, v) = 13u
3v3. In this case, the system contains
a pair of “critical” generalized KdV equations. The authors showed local well-posedness in Hs(R)×
Hs(R), s ≥ 0 utilizing the sharp smoothing estimates to the linear problem combined with the
contraction mapping principle. Global well-posedness for data with small Sobolev norm was also
established. In particular, they showed if ‖(u0, v0)‖L2×L2 < ‖(S, S)‖L2×L2 , where S is an associated
ground-sate solution, then the IVP is globally well-posed in Hs(R)×Hs(R) for s > 34 .
Corcho and Panthee in [10] considered a coupled system of modified KdV equations. More precisely,
they studied (1.1) with
H(u, v) =
a1u
4
4
+
b1
4
v4 +
a2
2
(uv)2 +
a3
3
u3v +
a4
3
uv3.
The authors used the second generations of the modified energy and almost conserved quantities
introduced by Colliander, Keel, Staffilani, Takaoka, and Tao [9, 8] to obtain global well-posedness in
Hs(R)×Hs(R) for s > 14 .
Alarcon, Angulo and Montenegro [1] studied (1.1) with H(u, v) = uk+1vk+1, where k ≥ 1 is a natural
number and obtained global well-posedness in Hs(R)×Hs(R), s ≥ 1, under suitable conditions on k.
Moreover, the authors also established sufficient conditions for the orbital stability and instability of
the associated travelling waves.
Our main objective in this paper is to study the IVP associated with (1.1) when H has the form
H(u, v) =
a
2k + 2
(
u2k+2 + v2k+2
)
+
b
k + 1
(uv)k+1 +
c
k
uk+2vk +
d
k
ukvk+2, (1.3)
with k ≥ 1 a natural number and a, b, c e d nonnegative real constants. More precisely, we are
interested in the IVP 
∂tu+ ∂
3
xu+ µ∂x(f(u, v)) = 0,
∂tv + ∂
3
xv + µ∂x(g(u, v)) = 0, t > 0, x ∈ R,
(u(x, 0), v(x, 0)) = (u0(x), v0(x)),
(1.4)
with {
f(u, v) = a u2k+1 + b ukvk+1 + k+2k c u
k+1vk + d uk−1vk+2,
g(u, v) = a v2k+1 + b vkuk+1 + k+2k d v
k+1uk + c vk−1uk+2,
(1.5)
From (1.3) and (1.5) it is easily seen that
H(u, v) =
1
2k + 2
f(u, v)u+ g(u, v)v =
1
2k + 2
Hu(u, v) +Hv(u, v). (1.6)
Following the standard nomenclature in the literature, for µ = 1 the system (1.4) is said to be focusing
whereas for µ = −1 it is called defocusing. Note that our function H given by (1.3) generalizes the
models in [1, 5, 6, 10, 22, 29]. So our work may be seen as a natural extension of these works.
Let us now describe our results. First of all, the local well-posedness for IVP (1.4) can be established
similarly to [1]. More specifically, combining smoothing effects with a contraction principle argument
we obtain the following result.
Theorem 1.1. Let k ≥ 1 and s ≥ 1. Then for any (u0, v0) ∈ Hs(R) × Hs(R) there exists T =
T (‖(u0, v0)‖Hs) > 0 and a unique strong solution (u, v) of the IVP (1.4) in the class
(u, v) ∈ C([0, T ];Hs(R)×Hs(R)),
‖(u, v)‖L2xL∞T ×L2xL∞T <∞,‖(ux, vx)‖L4TL∞x ×L4TL∞x <∞,‖∂xDsx(u, v)‖L∞x L2T×L∞x L2T <∞.
(1.7)
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Moreover, for any T0 ∈ (0, T ) there exists a neighborhood V0 of (u0, v0) ∈ Hs(R)×Hs(R) such that the
map (u0, v0) 7→ (u(t), v(t)) from V0 into the class defined in (1.7) (with T0 instead of T ) is Lipschitz.
By noting that f and g are homogeneous polynomials of degree 2k + 1, the proof of Theorem 1.1
is similar to that of Theorem 3.1 in [1]. So we will omit the details. Once we know the existence of
local solutions, a natural question is about their extension to global ones. This question is partially
answered for solutions in the energy space H1(R)×H1(R) in view of the conservation laws. Indeed,
it is not difficult to see that system (1.1) conserves the mass and the energy given, respectively, by
M(u, v) =
1
2
∫
R
[u2 + v2]dx (1.8)
and
E(u, v) =
1
2
∫
R
[(∂xu)
2 + (∂xv)
2 − 2µH(u, v)]dx. (1.9)
In addition, since the existence time in Theorem 1.1 depends on the norm of the initial data itself, in
order to extend the solution globally-in-time it suffices to establish an a priori bound on ‖∂x(u, v)(t)‖,
where ‖(·, ·)‖ denotes the L2(R)× L2(R)-norm. Observe that (1.9) provides
‖∂x(u, v)(t)‖2 = 2E(u0, v0) + 2µ
∫
H(u, v)(t)dx. (1.10)
As an immediate consequence, in the case µ
∫
H(u, v)dx < 0, we have the following result.
Proposition 1.2. Let (u0, v0) ∈ H1(R) × H1(R). If µ
∫
H(u, v)dx < 0 then there exists a unique
solution (u, v) of IVP (1.4) satisfying
(u, v) ∈ C(R : H1(R)×H1(R)) ∩ L∞(R : H1(R)×H1(R)).
Remark 1.3. Assume µ = −1. When k is an even number and b is null or when k is odd and c = d = 0
we have
∫
H(u, v)dx > 0. In particular, in these cases we see that assumption in Proposition 1.2 is
fulfilled.
On the other hand, from Sobolev’s embedding and Cauchy-Schwartz’s inequality, the following
estimate hold
2
∫
H(|u|, |v|)dx ≤ C‖(u, v)‖k+2‖∂x(u, v)‖k, (1.11)
where C is a positive constant. So, in view of (1.10),
‖∂x(u, v)‖2 ≤ 2E(u0, v0) + C‖(u, v)‖k+2‖∂x(u, v)‖k.
Hence, by using a standard argument (see, for instance, [23, Chapter 6]) we can establish the existence
of global solutions for (1.4) under certain conditions. More precisely,
Proposition 1.4. Let (u0, v0) ∈ H1(R)×H1(R). Then the solution (u, v) given by Theorem 1.1 can
be extended to any interval [0, T ], T > 0, under one of the following assumptions:
(i) k = 1 and no restrictions on the initial data.
(ii) k = 2 and ‖(u0, v0)‖ small enough.
(iii) k > 2 and ‖(u0, v0)‖H1×H1 small enough.
Proposition 1.4 is in agreement with the result in [1]. Note that in the case k ≥ 2 we always need
a smallness assumption on the initial data. As is well-known this is a feature of L2 supercritical
dispersive equations. In this paper, our main contribution is to give a more precise description of how
small the initial data must be.
Our main result reads as follows (for the precise definition of ground states see Definition 3.3)
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Theorem 1.5 (Global well-posedness in H1(R)×H1(R)). Let (u0, v0) ∈ H1(R)×H1(R) and k ≥ 2.
Suppose that
M(u0, v0)
k+2E(u0, v0)
k−2 < M(Φ,Ψ)k+2E(Φ,Ψ)k−2, (1.12)
where (Φ,Ψ) is a ground-state solution of the elliptic system{
φ′′ − φ+ f(φ, ψ) = 0,
ψ′′ − ψ + g(φ, ψ) = 0. (1.13)
If
‖∂x(u0, v0)‖k−2‖(u0, v0)‖k+2 < ‖∂x(Φ,Ψ)‖k−2‖(Φ,Ψ)‖k+2, (1.14)
then as long as the local solution given in Theorem 1.1 exists, it satisfies
‖∂x(u(t), v(t))‖k−2‖(u0, v0)‖k+2 < ‖(∂x(Φ,Ψ)‖k−2‖(Φ,Ψ)‖k+2. (1.15)
In particular, the solution exists globally-in-time in H1(R)×H1(R).
Remark 1.6. System (1.13) appears when we look for solitary waves for the system in (1.4) with
µ = 1. Indeed, a solitary-wave solution of (1.4) is a solution having the form u(x, t) = φ(x − t),
v(x, t) = ψ(x− t). By substituting this form in (1.4) we promptly see that (φ, ψ) must satisfies (1.13).
In particular, it must be understood that the energy E(Φ,Ψ) appearing in (1.12) is evaluated for µ = 1.
Remark 1.7. Note that in the case k = 2 assumptions (1.12) and (1.14) reduce to the same one and
are equivalent to ‖(u0, v0)‖ < ‖(Φ,Ψ)‖.
To prove Theorem 1.5, we first relate the best constant one can place in inequality (1.11) with
the problem of existence of ground state solutions associated to (1.13). The main idea is to see the
ground states as minima of a Weinstein-type functional. To obtain the existence of ground states we
follows the strategies, for instance in Maia, Montefusco and Pellaci [24], Fanelli and Montefusco [12],
Pastor [30], Hayashi, Ozawa and Tanaka [19], Noguera and Pastor [26], where the authors established
the existence of ground states for coupled nonlinear Schro¨dinger equations and presented sufficient
conditions for the global existence related with those equations. We also refer to the work of Esfahani
and Pastor in [11], where the authors studied a generalized Shrira equation.
By setting v = 0 in (1.4) we see that the system reduces to the generalized KdV equation
∂tu+ ∂
3
xu+ µa∂x(u
2k+1) = 0. (1.16)
Equation (1.16) together with the Schro¨dinger equation are the most studied dispersive equations.
Many results concerning local and global well-posedness, asymptotic behavior, and several other prop-
erties of the solutions can be found in the current literature, which we refrain from list them at this
stage. However, a similar result for (1.16) as the one in Theorem 1.5 was established in [13]. So,
Theorem 1.5 may also be seen as an extension to that result for system (1.4).
The paper is organized as follows. In Section 2 we introduce some notations and recall some
standard results which we use along the paper. In Section 3 we prove the existence of ground state
solutions associated with system (1.13). As a consequence we also obtain a sharp Gagliardo-Nirenberg
inequality. Finally, Section 4 is devoted to prove Theorem 1.5.
2. Notation and preliminaries
In this section we list some notation that will be used in this work. We also recall some basic results
that will be used along the paper. Given a measurable set Ω ⊂ Rn, |Ω| denotes its Lebesgue measure.
Given a function f and a number λ > 0, the sets {x ∈ Rn : f(x) 6= 0} and {x ∈ Rn : |f(x)| > λ} will
be denoted, respectively, by {f 6= 0} and {|f | > λ}.
The standard Lebesgue spaces will be denoted by Lp(Rn), 1 ≤ p ≤ +∞. For s ∈ R, by Hs(Rn) we
denote the L2-based Sobolev space of order s with norm
‖f‖Hs = ‖ 〈ξ〉s f̂‖L2 ,
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where 〈ξ〉 = 1 + |ξ| and f̂ denotes the Fourier transform of f = f(x). To simplify notation, we use ‖ · ‖
to denote the norm in L2(R)× L2(R), that is, ‖(u, v)‖2 = ‖u‖2L2 + ‖v‖2L2 . The notation
∫
fdx always
means
∫
R f(x)dx. In general C denotes a constant that may vary from one inequality to another.
Now, we give some results necessary for future statements. These results are not new and can be
found in the current literature. As we will see below our arguments to prove the existence of ground
states will be based on the Mountain Pass Theorem without the Palais-Smale condition which reads
as follows.
Theorem 2.1 (Mantain Pass Theorem). Let Y be a Hilbert space and ϕ ∈ C2(Y,R). If there exist
u˜ ∈ Y and r > 0 such that ‖u˜‖Y > r and
σ := inf
‖u‖Y =r
ϕ(u) > ϕ(0) ≥ ϕ(u˜)
then there exists a sequence (un) ⊂ Y satisfying
ϕ(un)→ ω, (2.1)
ϕ′(un)→ 0 strongly in Y ′, (2.2)
where ω = inf
γ∈Γ
max
t∈[0,1]
ϕ(γ(t)) and
Γ = {γ ∈ C([0, 1], Y ) : γ(0) = 0 and ϕ(γ(1)) < 0}.
Proof. See Theorem 1.15 in [31]. 
A sequence (un) satisfying (2.1) and (2.2) will be called a (PS)ω-sequence for the functional ϕ.
Next we recall two important inequalities we will use below.
Proposition 2.2 (Faber-Krahn’s inequality). Assume that u ∈ H1(Rn) satisfies 0 < |{u 6= 0}| <∞.
Then, there is C > 0 such that
‖u‖2L2(Rn) ≤ C|{u 6= 0}|
2
n ‖∇u‖2L2(Rn).
Proof. From Ho¨lder and Gagliardo-Nirenberg’s inequalities, for any q > 2,
‖u‖2L2 ≤ |{u 6= 0}|
q−2
q ‖u‖2Lq
≤ C|{u 6= 0}| q−2q ‖u‖2(1−θ)
L2
‖∇u‖2θL2 , θ = n
(
1
2
− 1
q
)
.
Since q−2q =
2θ
n the result then follows. 
Proposition 2.3 (Chebyshev’s inequality). If 0 < p <∞, then for any λ > 0,
‖f‖pLp ≥ λp|{|f(x)| > λ}|.
Proof. See Theorem 6.17 in [14]. 
The proof of Theorem 1.5 will be based on a continuity argument. To simplify the exposition we
recall the following.
Lemma 2.4. Let I ⊂ R an open interval containing 0. Let m > 1, B > 0 and A be real constants.
Define γ = (Bm)−
1
m−1 and f(r) = A − r + Brm, for r ≥ 0. Let G(t) be a continuous nonnegative
function on I. Assume that A <
(
1− 1m
)
γ and f ◦G ≥ 0.
(i) If G(0) < γ, then G(t) < γ, for any t ∈ I.
(ii) If G(0) > γ, then G(t) > γ, for any t ∈ I.
Proof. See Lemma 3.1 in [30]. 
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3. Gagliardo-Nirenberg type inequality and ground states
As we pointed out above, the proof of Proposition 1.4 is an immediate consequence of the Gagliardo-
Nirenberg type inequality (1.11) and a standard argument. In addition, it is clear that the smallness
assumption in Proposition 1.4 is related to the constant appearing in (1.11). Hence, the main goal of
this section is to study the best constant one can place in (1.11). From now on we assume µ = 1.
Let us start by introducing the set
P = {(u, v) ∈ H1(R)×H1(R) \ {(0, 0)} :
∫
H(u, v)dx > 0} (3.1)
and the functional
J(u, v) =
‖(u, v)‖k+2‖∂x(u, v)‖k
2
∫
H(u, v)dx
. (3.2)
Remark 3.1. We always have P 6= ∅. Indeed, for any u ∈ H1(R) \ {0} we obtain∫
H(u, u) =
(
a+ b
k + 1
+
c+ d
k
)∫
u2k+2dx > 0,
which means that (u, u) ∈ P.
From (1.11) we immediately see that, on P, functional J is bounded from below by a positive
constant. As a consequence, the best constant we can place in (1.11) is Kopt given by
K−1opt = inf{J(u, v) : (u, v) ∈ P}. (3.3)
So, our task is to understand the infimum of J on the set P. As we will see below such a infimum is
attained in a special solution of (1.13).
Definition 3.2. The pair (φ, ψ) ∈ H1(R)×H1(R) is said to be a (weak) solution of (1.13) if
∫
φwdx+
∫
φ′w′dx−
∫
f(φ, ψ)wdx = 0,∫
ψzdx+
∫
ψ′z′dx−
∫
g(φ, ψ)zdx = 0,
(3.4)
for any (w, z) ∈ H1(R)×H1(R).
It is not difficult to see that (φ, ψ) is a solution of (1.13) if and only if it is a critical point of the
action functional
I(u, v) := M(u, v) + E(u, v) =
1
2
‖(u, v)‖2 + 1
2
‖∂x(u, v)‖2 −
∫
H(u, v)dx. (3.5)
In addition, by the standard elliptic regularity theory any weak solution is indeed smooth and can be
regarded as a solution in the strong sense (ee, for instance, [7, Chapter 8]). Among all critical points of
(3.5), the minima play a distinguished role in several aspects of (1.13); they are called ground states.
Definition 3.3. A pair of real-valued functions (φ, ψ) ∈ H1(R) × H1(R) is called a ground-state
solution of (1.13) if
I(φ, ψ) = inf{I(u, v) : (u, v) ∈ H1(R)×H1(R) \ (0, 0) and I ′(u, v) = 0}.
Next we give some properties of the solutions of (1.13).
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Proposition 3.4 (Pohozaev type identities). Let (φ, ψ) be a solution of (1.13). The following iden-
tities hold.
‖(φ, ψ)‖2 + ‖∂x(φ, ψ)‖2 = (2k + 2)
∫
H(φ, ψ)dx; (3.6)
‖(φ, ψ)‖2 − ‖∂x(φ, ψ)‖2 = 2
∫
H(φ, ψ)dx; (3.7)
‖∂x(φ, ψ)‖2 = k
k + 2
‖(φ, ψ)‖2; (3.8)∫
H(φ, ψ)dx =
1
k + 2
‖(φ, ψ)‖2; (3.9)∫
H(φ, ψ)dx =
1
k
‖∂x(φ, ψ)‖2. (3.10)
In particular, any nontrivial solution of (1.13) belongs to P.
Proof. By taking (w, z) = (φ, ψ) in (3.4), we obtain
‖(φ, ψ)‖2 + ‖∂x(φ, ψ)‖2 =
∫
R
[f(φ, ψ)φ+ g(φ, ψ)ψ] dx. (3.11)
From (1.6) we conclude the prove of (3.6). On the other hand, we show (3.7) by multiplying the
equations in (1.13) by xφ′ and xψ′, respectively, integrating on the spatial variable and applying
integration by parts. The identity (3.8) results from multiplying (3.7) by −(k+1) and adding to (3.6).
Finally, identities (3.9) and (3.10) are obtained by adding and subtracting, respectively, the equations
(3.6) and (3.7). 
The Pohozaev identities allow us to prove the equivalence between minimizing the functionals J
and I.
Proposition 3.5. If (φ, ψ) is a solution of (1.13) then
J(φ, ψ) =
k + 2
2
(
k
k + 2
) k
2
‖(φ, ψ)‖2k. (3.12)
and
I(φ, ψ) =
k
k + 2
‖(φ, ψ)‖2. (3.13)
In particular, a nontrivial solution (φ, ψ) ∈ P of (1.13) is a minimizer of J if and only if it is a
ground state.
Proof. From Proposition 3.4, we obtain
J(φ, ψ) =
‖(φ, ψ)‖k+2
(
k
k+2‖(φ, ψ)‖2
) k
2
2
k+2‖(φ, ψ)‖2
=
k + 2
2
(
k
k + 2
) k
2
‖(φ, ψ)‖2k
and
I(u, v) =
1
2
‖(u, v)‖2 + 1
2
(
k
k + 2
)
‖(u, v)‖2 − 1
k + 2
‖(u, v)‖2 = k
k + 2
‖(u, v)‖2,
which is the desired. 
Remark 3.6. Proposition 3.5 ensures that the ground-state solutions of (1.13) are solutions which
minimize the L2(R)× L2(R) norm.
The next sections will be dedicated to prove the existence of ground state solutions for (1.13). Once
we do that, we also obtain the minimum of J , which is our main goal.
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3.1. Variational theory. In this section, we use the Mountain Pass Theorem (Theorem 2.1) to
obtain a sequence which provides a minimum for the functional I.
Proposition 3.7. The action functional I defined in (3.5) admits a (PS)ω-sequence with ω > 0 given
by
ω := inf
γ∈Γ
max
`∈[0,1]
I(γ(`)), (3.14)
where
Γ := {γ ∈ C([0, 1], H1(R)×H1(R)) and γ(0) = (0, 0), I(γ(1)) < 0}.
Proof. It suffices to show that I satisfies the mountain pass geometry in Theorem 2.1. First of all note
that inequality (1.11) guarantees the existence of C0 > 0 such that
I(u, v) =
1
2
‖(u, v)‖2H1×H1 −
∫
H(u, v)dx ≥ 1
2
‖(u, v)‖2H1×H1 − C0‖(u, v)‖2k+2H1×H1 . (3.15)
So, for r sufficiently small there exists δ0 > 0 such that I(u, v) ≥ δ0 for all (u, v) ∈ H1(R)×H1(R) sat-
isfying ‖(u, v)‖H1×H1 = r. Furthermore, by continuity, taking any γ ∈ Γ, we have max`∈[0,1] I(γ(`)) ≥
I(u, v) for all (u, v) ∈ H1(R)×H1(R) such that ‖(u, v)‖H1×H1 = r. Thus, ω ≥ δ0 > 0.
Now, fix (u, v) ∈ P and set (u˜, v˜) := (Lu,Lv), where L > 0 will be chosen conveniently. Thus,
I(u˜, v˜) =
L2
2
‖(u, v)‖2H1×H1 − L2k+2
∫
H(u, v)dx,
By choosing L sufficiently large, we obtain ‖(u˜, v˜)‖H1×H1 = L‖(u, v)‖H1×H1 > r and I(u˜, v˜) < 0.
Consequently,
I(u˜, v˜) < 0 = I(0, 0) < δ0 ≤ inf {I(u, v) : ‖(u, v)‖H1×H1 = r} =: σ.
The result then follows from the Mountain Pass Theorem. 
Next result gives some additional properties of any (PS)η-sequence of the functional I.
Proposition 3.8. Let (un, vn) be any (PS)η-sequence of the functional I. Then, (un, vn) is bounded
in H1(R)×H1(R). Moreover,
‖(un, vn)‖2H1×H1 −→
2k + 2
k
η; (3.16)∫
H(un, vn)dx −→ η
k
. (3.17)
In particular, η ≥ 0 and η = 0 if and only if un −→ 0, vn −→ 0 in H1(R).
Proof. To begin with, note that a simple calculation gives
I ′(u, v)(w, z) =
∫
(uw + vz)dx+
∫
(∂xu∂xw + ∂xv∂xz)dx−
∫
(f(u, v)w + g(u, v)z)dx (3.18)
So, by taking (w, z) = (un, vn) and using (1.6) we obtain∣∣∣∣‖(un, vn)‖2H1×H1 − (2k + 2) ∫ H(un, vn)dx∣∣∣∣ = |I ′(un, vn)(un, vn)| ≤ Kn‖(un, vn)‖H1×H1 , (3.19)
where Kn := ‖I ′(un, vn)‖H−1×H−1 . Now, note that
2k + 2
k
(I(un, vn)− η)− 1
k
I ′(un, vn)(un, vn) +
2k + 2
k
η = ‖(un, vn)‖2H1×H1 .
Therefore,
‖(un, vn)‖2H1×H1 ≤
2k + 2
k
|I(un, vn)− η|+ Kn
k
‖(un, vn)‖H1×H1 +
2k + 2
k
|η|
≤ 2k + 2
k
| (I(un, vn)− η) |+ K
2
n
2k2
+
1
2
‖(un, vn)‖2H1×H1 +
2k + 2
k
|η|
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where in the last inequality we used the Young inequality. Since I(un, vn)→ η and Kn → 0 we deduce
that (un, vn) is bounded.
On the other hand, from (3.19) we infer
‖(un, vn)‖2H1×H1 − (2k + 2)
∫
H(un, vn)dx −→ 0.
Hence, in order to conclude the proof it suffices to prove (3.16). But since∣∣∣∣‖(un, vn)‖2H1×H1(R) − 2k + 2k η
∣∣∣∣ ≤ 2k + 2k | (I(un, vn)− η) |+ 1k |I ′(un, vn)(un, vn)|
≤ 2k + 2
k
| (I(un, vn)− η) |+ Kn
k
‖(un, vn)‖H1×H1 .
we obtain the desired. 
3.2. Compactness. Our goal is to show that, up to a subsequence and a spatial translation, the
(PS)ω-sequence obtained in Proposition 3.7 converges in H
1(R)×H1(R) to a function (Φ,Ψ) 6= (0, 0).
To do this, let us first prove that (un, vn) does not vanish in a suitable Lebesgue space.
Proposition 3.9. Let (un, vn) be the (PS)ω-sequence obtained in Proposition 3.7. Then,
lim inf
n→∞ ‖(un, vn)‖
2k+2
L2k+2×L2k+2 6= 0.
Proof. By definition and (3.18) we deduce
ω = I(un, vn)− 1
2
I ′(un, vn)(un, vn) + o(1)
= k
∫
H(un, vn)dx+ o(1).
(3.20)
On the other hand, form Ho¨lder’s inequality, there exists a positive constant C such that
0 <
∣∣∣∣k ∫ H(un, vn)dx∣∣∣∣ ≤ C‖(un, vn)‖2k+2L2k+2×L2k+2 .
Hence, if lim infn→∞ ‖(unj , vnj )‖2k+2L2k+2×L2k+2 = 0, we would have lim infn→∞
∫
H(unj , vnj )dx = 0.
Taking the lim inf in (3.20) we would obtain ω = 0, which is a contradiction. 
The rest of this section is devoted to prove a version of Lieb’s translation lemma (see [20]). Here we
will follow the ideas presented in [15]. We start by observing that, up to a subsequence, Proposition
3.9 ensures the existence of a constant C2k+2 > 0 such that
‖(un, vn)‖L2k+2×L2k+2 ≥ C2k+2. (3.21)
Since (un, vn) is a bounded sequence in H
1(R)×H1(R), there exists a positive constant satisfying
‖(un, vn)‖L2×L2 ≤ C2. (3.22)
In addition, by Sobolev’s embedding H1(R) ↪→ Lr(R), for every r ∈ [2,∞], there exists r ∈ (2k+2,∞)
such that
‖(un, vn)‖Lr×Lr ≤ Cr. (3.23)
Inequalities (3.21)-(3.23) lead to a version of the pqr Theorem.
Theorem 3.10 (pqr Theorem). For any 0 < p < q < r <∞ and any constants Cp, Cq, Cr > 0, there
are positive numbers  and δ such that for any (f, g) satisfying
‖(f, g)‖Lp×Lp ≤ Cp ; ‖(f, g)‖Lq×Lq ≥ Cq and ‖(f, g)‖Lr×Lr ≤ Cr,
we have
(|{|f(x)| > }|+ |{|g(x)| > }|) ≥ δ.
In other words, if the Lp and Lr norms of a sequence (fn, gn) are controlled from above and the L
q
norm is controlled from bellow then this sequence cannot converge to zero in measure.
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Proof. The proof follows as in Lemma 3.2 of [15]. 
Now, before proving a version of Lieb’s translation lemma, we need the following estimate for the
L2(R) norm.
Lemma 3.11. Let r > 0. If (u, v) ∈ H1(R)×H1(R), then there are constants C1, C2 > 0 such that
‖(u, v)‖2 ≤ C1
(
sup
y1∈R
|Br(y1) ∩ {u 6= 0}|2 + sup
y2∈R
|Br(y2) ∩ {v 6= 0}|2
)
× [‖∂x(u, v)‖2 + C2r−2‖(u, v)‖2] ,
where Br(y) denotes the interval (y − r, y + r).
Proof. Fix a real-valued function φ ∈ C∞c (R) with supp φ ⊆ B1(0) and ‖φ‖L2 = 1. Define for each
r > 0 and y ∈ R the function
φr,y(x) = r
− 1
2φ
(
x− y
r
)
.
A direct calculation gives ∫
|φr,y(x)|2dx = 1 (3.24)
and ∫
|∂xφr,y(x)|2dx = r−2‖∂xφ‖2L2 . (3.25)
In addition, since φr,y ∈ C∞c (R) and u, v ∈ H1(R) we may compute∫
R2
|∂x(φr,y(x)u(x))|2dydx+
∫
R2
|∂x(φr,y(x)v(x))|2dydx
=
∫
R2
|u(x)|2|∂xφr,y(x)|2dydx+
∫
R2
|∂xu(x)|2|φr,y(x)|2|dydx
+
∫
R2
|v(x)|2|∂xφr,y(x)|2dydx+
∫
R2
|∂xv(x)|2|φr,y(x)|2|dydx
+
∫
R2
2u(x)∂xφr,y(x)φr,y(x)∂xu(x)dydx+
∫
R2
2v(x)∂xφr,y(x)φr,y(x)∂xv(x)dydx.
From Fubini’s theorem and identities (3.24) and (3.25), we obtain∫
R2
|∂x(φr,y(x)u(x))|2dydx+
∫
R2
|∂x(φr,y(x)v(x))|2dydx = r−2‖∂xφ‖2L2‖(u, v)‖2 + ‖∂x(u, v)‖2
+
∫
R2
2u(x)∂xφr,y(x)φr,y(x)∂xu(x)dydx+
∫
R2
2v(x)∂xφr,y(x)φr,y(x)∂xv(x)dydx. (3.26)
Next, by using Ho¨lder and Young’s inequalities we estimate the two integrals on the right-hand side
of (3.26) as follows∫
R2
2u(x)∂xφr,y(x)φr,y(x)∂xu(x)dydx+
∫
R2
2v(x)∂xφr,y(x)φr,y(x)∂xv(x)dydx
≤ 2r−1‖∂xφ‖L2‖u‖L2‖∂xu‖L2 + 2r−1‖∂xφ‖L2‖v‖L2‖∂xv‖L2
≤ r−2‖∂xφ‖2L2‖(u, v)‖2 + ‖∂x(u, v)‖2.
Replacing in (3.26), we deduce∫
R2
|∂x(φr,y(x)u(x))|2dydx+
∫
R2
|∂x(φr,y(x)v(x))|2dydx ≤ 2r−2‖∂xφ‖2L2‖(u, v)‖2 + ‖∂x(u, v)‖2.
(3.27)
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On the other hand, since supp (φr,yu), supp (φr,yv) ⊆ Br(y), from the Faber-Krahn inequality (see
Proposition 2.2) it follows that∫ (|∂x(φr,y(x)u(x))|2 + |∂x(φr,y(x)v(x))|2) dx ≥ C (|Br(y) ∩ {u 6= 0}|−2 ∫ |φr,y(x)u(x)|2dx
+ |Br(y) ∩ {v 6= 0}|−2
∫
|φr,y(x)v(x)|2dx
)
Combining this last relation with (3.27) we deduce
‖∂x(u, v)‖2 ≥ C
(∫ [
|Br(y) ∩ {u 6= 0}|−2
∫
|φr,y(x)u(x)|2dx
]
dy
+
∫ [
|Br(y) ∩ {v 6= 0}|−2
∫
|φr,y(x)v(x)|2dx
]
dy
)
− 2r−2‖∂xφ‖2L2‖(u, v)‖2
≥ C
(
inf
y1
|Br(y1) ∩ {u 6= 0}|−2‖u‖2L2 + infy2 |Br(y2) ∩ {v 6= 0}|
−2‖v‖2L2
)
− 2r−2‖∂xφ‖2L2‖(u, v)‖2
≥ C min
{
inf
y1
|Br(y1) ∩ {u 6= 0}|−2; inf
y2
|Br(y2) ∩ {v 6= 0}|−2
}
‖(u, v)‖2
− 2r−2‖∂xφ‖2L2‖(u, v)‖2.
This last inequality gives us the desired. 
Finally we have all necessary tools to establish the desired compactness criterion for bounded
sequences in H1(R)×H1(R).
Lemma 3.12 (Lieb’s translation Lemma). Let (un, vn) ⊂ H1(R)×H1(R) be a bounded sequence. If
there are positive numbers  and δ such that(|{|un(x)| > }|+ |{|vn(x)| > }|) ≥ δ, n ∈ N, (3.28)
then there is a sequence (y1n, y
2
n) ⊂ R× R such that, up to a subsequence,
(u˜n, v˜n) := (un(·+ y1n), vn(·+ y2n)) ⇀ (Φ,Ψ) in H1(R)×H1(R),
where (Φ,Ψ) 6= (0, 0).
Proof. Define (wn, zn) =
((|un| − 2)+ , (|vn| − 2)+), where f+ denotes the positive part of f . Note
that
‖∂x(wn, zn)‖2 ≤ ‖∂x(un, vn)‖2 ≤ K,
for some positive constant K. Moreover, combining Proposition 2.3 with (3.28) we obtain
‖(wn, zn)‖2 ≥
( 
2
)2
(|{|un| > }|+ |{|vn| > }|) ≥
( 
2
)2
δ > 0. (3.29)
An application of Lemma 3.11 with (u, v) = (wn, zn) and r = 1 yields
‖(wn, zn)‖2 ≤ C1
[‖∂x(wn, zn)‖2 + C2‖(wn, zn)‖2]
×
(
sup
y1∈R
|B1(y1) ∩ {wn 6= 0}|2 + sup
y2∈R
|B1(y2) ∩ {zn 6= 0}|2
)
≤ C1
(
K + C2‖(wn, zn)‖2
)
×
(
sup
y1∈R
|B1(y1) ∩ {wn > 0}|2 + sup
y2∈R
|B1(y2) ∩ {zn > 0}|2
)
,
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where in the second inequality we used the fact that (wn, zn) is nonnegative. Now, multiplying the
last inequality by ‖(wn, zn)‖−2 and using (3.29), we have
1 ≤ C3
(
sup
y1∈R
|B1(y1) ∩ {wn > 0}|+ sup
y2∈R
|B1(y2) ∩ {zn > 0}|
)2
,
for some positive constant C3 (depending on K,  and δ). Thus, for each n ∈ N, we may take y1n,
y2n ∈ R such that
1
2
≤ C3
(|B1(y1n) ∩ {wn > 0}|+ |B1(y2n) ∩ {zn > 0}|) .
Next, by using Chebyshev’s inequality again we obtain
‖(un, vn)‖L1(B1(y1n))×L1(B1(y2n)) ≥

2
(
|B1(y1n) ∩ {|un| >

2
}|+ |B1(y2n) ∩ {|vn| >

2
}|
)
=

2
(|B1(y1n) ∩ {wn > 0}|+ |B1(y2n) ∩ {zn > 0}|)
≥ 
2
(
1
2C3
)
= C4 > 0.
Thus, defining (u˜n(x), v˜n(x)) := (un(x+ y
1
n), vn(x+ y
2
n)) this last inequality implies that
‖(u˜n, v˜n)‖L1(B1(0))×L1(B1(0)) = ‖(un, vn)‖L1(B1(y1n))×L1(B1(y2n)) ≥ C4. (3.30)
Finally, since (u˜n, v˜n) is a bounded sequence in H
1(R)×H1(R), there exists (Φ,Ψ) ∈ H1(R)×H1(R)
such that, up to a subsequence, (u˜n, v˜n) ⇀ (Φ,Ψ). Since weak convergence in turn implies strong
convergence in Lploc(R)×Lploc(R) for all p ∈ [1,∞) (see Theorem 8.6 in [21]), we deduce that (u˜n, v˜n)→
(Φ,Ψ) in L1(B1(0))× L1(B1(0)). From (3.30), we then conclude that (Φ,Ψ) 6= (0, 0). 
Remark 3.13. From Theorem 3.10, the hypothesis (3.28) is satisfied by any bounded sequence in
H1(R)×H1(R) and unbounded in Lq(R)× Lq(R) for some q ∈ (2,∞).
3.3. Existence of ground states. The sequence (un, vn) obtained in Proposition 3.7 satisfies (3.21)-
(3.23). Then, Proposition 3.8 and the pqr theorem guarantees that such a sequence is in the assump-
tions of the Lieb translation lemma. Consequently, we obtain a subsequence such that, up to a
translation, it converges weakly in H1(R)×H1(R) to some point (Φ,Ψ) 6= (0, 0). The idea now is to
show that (Φ,Ψ) is indeed as ground state. To do so, we introduce the Nehari manifold
N = {(u, v) ∈ H1(R)×H1(R) \ {(0, 0)} : I ′(u, v)(u, v) = 0}.
Remark 3.14. From (3.18) and (1.6),
I ′(u, v)(u, v) = ‖(u, v)‖2H1×H1 − (2k + 2)
∫
H(u, v)dx,
which immediately gives that N ⊂ P. In addition, if (u, v) ∈ N then
‖(u, v)‖2H1×H1 = (2k + 2)
∫
H(u, v)dx. (3.31)
Lemma 3.15. The following statements hold.
(i) (0, 0) is a strict local minimum of I;
(ii) I(`u, `v) < 0 for every (u, v) ∈ N and for ` sufficiently large.
Proof. Part (i) follows immediately from (3.15). Now, observe that for any ` > 0,
I(`u, `v) =
`2
2
‖(u, v)‖2H1×H1 − `2k+2
∫
H(u, v)dx.
Since (u, v) ∈ N ⊂ P, we have − ∫ H(u, v) < 0, so that (ii) follows. 
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Proposition 3.16. For every (u, v) ∈ P there exists a unique number ` > 0 such that (`u, `v) ∈ N
and max
t≥0
I(tu, tv) = I(`u, `v).
Proof. Let h : [0,∞)→ R be defined as h(`) = I(`u, `v). From (3.18), we have
I ′(`u, `v)(`u, `v) = `
(
`‖(u, v)‖2H1×H1 − (2k + 2)`2k+1
∫
H(u, v)dx
)
dx = `h′(`).
It is simple matter to check that
` =
 ‖(u, v)‖2H1×H1
(2k + 2)
∫
H(u, v)dx

1
2k
(3.32)
is the unique positive critical point of h. In addition since ` is clearly a maximum point we obtain the
desired. 
Now we introduce the “Nehari level” as
ωN = infN
I(u, v).
Next result shows the mountain pass level and Nehari level are the same.
Lemma 3.17. Let ω be defined in (3.14). Under the above notation, there holds ωN = ω.
Proof. Let us first prove that ω ≥ ωN . Let γ ∈ Γ. Since t 7→ I(γ(t)) is a continuous function on [0, 1]
and γ(0) = (0, 0) is a strict local minimum of I it follows that I(γ(t)) > 0 for small t. By continuity,
γ crosses N , that is, there exists `0 ∈ (0, 1) such that γ(`0) ∈ N . Hence,
ωN ≤ I(γ(`0) ≤ max
`∈[0,1]
I(γ(`)).
Since this inequality holds for any γ ∈ Γ we have the desired.
Next we show that ω ≤ ωN . Take any (u, v) ∈ N . From Lemma 3.15 there exists ` sufficiently large
such that I(`u, `v) < 0. Since (u, v) ∈ N ⊂ P and H is homogeneous of degree 2k + 2 it follows that
(`u, `v) ∈ P. Thus, from the proof of Proposition 3.16 the number
` =
 ‖(u, v)‖2H1×H1
(2k + 2)`2k
∫
H(u, v)dx

1
2k
(3.33)
is such that (``u, ``v) ∈ N and max
t≥0
I(t`u, t`v) = I(``u, ``v). By defining γ(t) = (t`u, t`v) we see that
γ ∈ Γ and
ω ≤ max
t∈[0,1]
I(γ(t)) ≤ max
t≥0
I(t`u, t`v) = I(``u, ``v).
But from (3.33) and (3.31) we deduce that `` = 1, implying that ω ≤ I(u, v). The proof is thus
completed. 
In view of Lemma 3.17 we are able to establish that the infimum of I is indeed achieved.
Theorem 3.18 (Existence of ground state). There exists at least one ground state solution for the
elliptic system (1.13).
Proof. Let (un, vn) be the (PS)ω-sequence provided by Proposition 3.7. As we already said, in view
of (3.21)-(3.23) and the pqr theorem we can apply Lieb’s translation lemma to obtain (Φ,Ψ) 6= (0, 0)
such that, up to a subsequence and translation, (see Theorem 8.6 and Corollary 8.7 in [21]),
(un, vn) ⇀ (Φ,Ψ) in H
1(R)×H1(R),
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(un, vn) −→ (Φ,Ψ) q.t.p. in R,
and
(un, vn) −→ (Φ,Ψ) in Lqloc(R)× Lqloc(R), q ∈ [1,∞). (3.34)
Let us now show that (Φ,Ψ) is a ground state. Since ω = ωN , we need to establish the following.
1) I ′(Φ,Ψ) = 0
2) ω = I(Φ,Ψ).
We split the proof in two steps.
Step 1. I ′(Φ,Ψ) = 0.
By density, it is sufficient to prove that[
I ′(un, vn)− I ′(Φ,Ψ)
]
(w, z) −→ 0 , for any (w, z) ∈ C∞c (R)× C∞c (R).
To this end, note that by the weak convergence the first two integrals in (3.18) applied to (u, v) =
(un, vn) satisfy∫
(unw + vnz)dx+
∫
[∂xun∂xw + ∂xvn∂xz]dx −→
∫
(Φw + Ψz)dx+
∫
[∂xΦ∂xw + ∂xΨ∂xz]dx
Thus in order to conclude this step it suffices to prove that∫ (
f(un, vn)w + g(un, vn)z
)
dx −→
∫ (
f(Φ,Ψ)w + g(Φ,Ψ)z
)
dx,
This last convergence follows once we establish (for instance) that∣∣∣∣∫ (uαnvβn − ΦαΨβ)wdx∣∣∣∣ −→ 0.
where α and β are positive real numbers such that α + β = 2k + 1. Since k ≥ 2, we can assume
without loss of generality β ≥ 1 and β > α. Note we can rewrite
uαnv
β
n − ΦαΨβ = uαn(vαn −Ψα)vβ−αn + vβ−αn (uαn − Φα)Ψα + ΦαΨα(vβ−αn −Ψβ−α).
Taking Ω = suppw ∪ supp z, from (3.34), we obtain∣∣∣ ∫ (uαnvβn − ΦαΨβ)wdx∣∣∣ ≤ ∫
Ω
|uαnvβn − ΦαΨβ||w|dx
≤
∫
Ω
[
|uαn||vαn −Ψα||vβ−αn |+ |vβ−αn ||uαn − Φα||Ψα|+ |Φα||Ψα||vβ−αn −Ψβ−α|
]
|w|dx
≤ C
[
‖(un, vn)− (Φ,Ψ)‖Lα(Ω)×Lα(Ω) + ‖(un, vn)− (Φ,Ψ)‖Lβ−α(Ω)×Lβ−α(Ω)
]
−→ 0,
which is the desired.
Step 2. ω = I(Φ,Ψ).
From Step 1, (Φ,Ψ) is a critical point of I. In particular, (Φ,Ψ) ∈ N and
ω = ωN = infN
I(u, v) ≤ I(Φ,Ψ).
It remains to prove that I(Φ,Ψ) ≤ ω. For this, we will show that (ûn, v̂n) := (un − Φ, vn −Ψ) is a
(PS)ω−I(Φ,Ψ)-sequence. Proposition 3.8 then implies that ω − I(Φ,Ψ) ≥ 0. We need to prove that
I(ûn, v̂n) −→ ω − I(Φ,Ψ),
I ′(ûn, v̂n) −→ 0 in H−1(R)×H−1(R),
or, equivalently,
I(ûn + Φ, v̂n + Ψ)− I(ûn, v̂n) −→ I(Φ,Ψ), (3.35)
I ′(ûn + Φ, v̂n + Ψ)− I ′(ûn, v̂n) −→ I ′(Φ,Ψ) = 0 em H−1(R)×H−1(R). (3.36)
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Note that
I(ûn + Φ, v̂n + Ψ)− I(ûn, v̂n)− I(Φ,Ψ) =
∫
[ûnΦ + v̂nΨ]dx+
∫
[∂xûn∂xΦ + ∂xv̂n∂xΦ]dx
+
∫
H(ûn, v̂n)dx+
∫
H(Φ,Ψ)dx−
∫
H(ûn + Φ, v̂n + Ψ)dx.
(3.37)
Since (ûn, v̂n) ⇀ (0, 0) in H
1(R) × H1(R), the first two integrals on the right-hand side of (3.37)
converge to zero. In addition, after cancellation of the terms with opposite sign the remaining terms
on the right-hand side of (3.37) are of the form∫
ûαn v̂
β
nΦ
α˜Ψβ˜dx, (3.38)
where α, α˜, β and β˜ are nonnegative numbers with α+ α˜+ β + β˜ = 2k + 2.
We claim that all integrals in (3.38) converge to zero. To give a flavor of the proofs we consider only
the case where α+ α˜ = 2k+ 2 and α · α˜ 6= 0 (the other terms converge to zero similarly). Assume first
α = 1. Since k ≥ 2 then α˜ = 2k+1 ≥ 5. From Cauchy-Schwarz’s inequality and Sobolev’s embedding,
we obtain
0 ≤
∣∣∣∣∫ ûnΦ2k+1dx∣∣∣∣ ≤ ‖Φ‖2k−1L∞ ∫ |ûnΦ||Φ|dx ≤ C‖ûnΦ‖L2‖Φ‖L2 .
To conclude the claim in this case it suffices to show that
‖ûnΦ‖2L2 −→ 0. (3.39)
In fact, for any L > 0,
0 ≤ ‖ûnΦ‖2L2x ≤ ‖Φ‖
2
L∞
∫ L
−L
|ûn|2dx+
(
sup
|x|≥L
|Φ(x)|
)2 ∫
|x|≥L
|ûn|2dx =: An +Bn.
From (3.34) we have that (ûn) converges to zero in L
2
loc. So, An converges to zero. Moreover, Bn also
converges to zero because limL→∞ sup|x|≥L |Φ(x)| = 0, for any function Φ ∈ H1(R).
Assume now α ≥ 2. Since α˜ ≥ 1, Sobolev’s embedding and Ho¨lder’s inequality imply
0 ≤
∣∣∣∣∫ ûαnΦα˜dx∣∣∣∣ ≤ ‖ûn‖α−2L∞ ‖Φ‖α˜−1L∞ ∫ |ûnΦ||ûn|dx ≤ C1‖ûnΦ‖2L2
which reduces matter to (3.39). This establishes our claim and (3.35) is proved.
To obtain (3.36) observe that for any (w, z) ∈ C∞0 (R)× C∞0 (R) identity (3.18) gives
[I ′(ûn, v̂n)− I ′(ûn − Φ, v̂n −Ψ) + I ′(Φ,Ψ)](w, z)
= −
∫
[f(ûn, v̂n)w + g(ûn, v̂n)z]dx+
∫
[f(ûn + Ψ, v̂n + Ψ)w + g(ûn + Φ, v̂n + Ψ)z]dx
−
∫
[f(Φ,Ψ)w + g(Φ,Ψ)z]dx.
After using the definitions of f and g the integral on the right-hand side of the last identity are of the
form ∫
ûαnΦ
α˜v̂βnΨ
β˜θdx
with θ = w, z and α, α˜, β and β˜ as in (3.38). Using similar arguments as above, (3.36) follows.
This ends the proof that (ûn, v̂n) is a (PS)ω−I(Φ,Ψ)-sequence of I and completes the proof of the
theorem. 
As an immediate consequence of the existence of ground states we have the following.
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Corollary 3.19. For any (u, v) ∈ P we have
2
∫
H(u, v)dx ≤ Kopt‖(u, v)‖k+2‖∂x(u, v)‖k,
with the sharp constant Kopt > 0 given by
Kopt =
2
k + 2
(
k + 2
k
) k
2 1
‖(Φ,Ψ)‖2k , (3.40)
where (Φ,Ψ) is any ground state solution of (1.13).
Proof. This follows from (3.3) and Proposition 3.5. 
Note if we take ψ = 0, system (1.13) reduces to the single equation
φ′′ − φ+ aφ2k+1 = 0. (3.41)
It is well known (see, for instance, [2, Theorem 5] or [7, Chapter 8]) if a > 0 then equation (3.41)
has a unique positive, symmetric, and exponentially decaying solution, say, Φ0 (the ground state). A
natural question here is if (Φ0, 0) (or (0,Φ0)) is a ground state for (1.13). Next result shows that this
is not the case.
Theorem 3.20. System (1.13) has a ground state solution (Φ,Ψ) with Φ, Ψ > 0.
Proof. It is clear that
I(|u|, |v|) = 1
2
‖(|u|, |v|)‖H1×H1 −
∫
H(|u|, |v|)dx
≤ 1
2
‖(u, v)‖H1×H1 −
∫
H(u, v)dx = I(u, v).
In particular we may assume that the ground state given in Theorem 3.18 satisfies Φ ≥ 0, Ψ ≥ 0.
Thus, since the coefficients of f and g are nonnegative,{
Φ′′ − Φ = −f(Φ,Ψ) ≤ 0,
Ψ′′ −Ψ = −g(Φ,Ψ) ≤ 0.
By the maximum principle (see [17, Theorem 3.5]) it follows that Φ is strictly positive or vanishes
everywhere. A similar statement holds for Ψ.
To show that neither Φ nor Ψ vanish everywhere it suffices to show the existence of θ > 0 satisfying
(θΦ0, θΦ0) ∈ N and
ω = inf
N
I(φ, ψ) ≤ I(θΦ0, θΦ0) < I(Φ0, 0) = I(0,Φ0).
Let r > 0 to be chosen properly. Since (rΦ0, rΦ0) ∈ P, Proposition 3.16 implies there is a unique
` > 0 such that (r`Φ0, r`Φ0) ∈ N . By taking θ = r`, Lemma 3.17 gives
ω = inf
N
I(u, v) ≤ I(θΦ0, θΦ0).
In addition, since H(Φ0, 0) =
a
2k+2Φ
2k+2
0 , from Proposition 3.4 we deduce
‖Φ0‖2L2 =
k + 2
2k + 2
a‖Φ0‖2k+2L2k+2 and ‖Φ′0‖2L2 =
k
k + 2
‖Φ0‖2L2 .
Hence,
I(Φ0, 0) = I(0,Φ0) =
1
2
‖Φ0‖2L2 +
1
2
‖Φ′0‖2L2 −
a
2k + 2
∫
Φ2k+20 =
k
k + 2
‖Φ0‖2L2 (3.42)
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and
I(θΦ0, θΦ0) = θ
2‖Φ0‖2L2 + θ2‖Φ′0‖2L2 − θ2k+2a‖Φ0‖2k+2L2k+2
= θ2
(
2k + 2
k + 2
)(
1− θ2k a
a
)
‖Φ0‖2L2 ,
where a =
(
a+b
k+1 +
c+d
k
)
. Replacing (3.42) in the above identity, it follows that
I(θΦ0, θΦ0) = r
2`
2
(
2k + 2
k
)(
1− r2k`2k a
a
)
I(Φ0, 0). (3.43)
The right-hand side (3.43) can be rewritten as
Ar2(1− r2kB)I(Φ0, 0),
where A and B are positive constants. Since
Ar2(1− r2kB) −→ 0 as r → 0,
by choosing r > 0 small enough such that
Ar2(1− r2kB) < 1
we conclude that
I(θΦ0, θΦ0) < I(Φ0, 0)
and the proof of the theorem is completed. 
4. Global well-posedness
This section is devoted to prove Theorem 1.5. The main tool here is the sharp Gagliardo-Nirenberg
inequality obtained in Corollary 3.19.
Let (u(t), v(t)) be the solution of (1.4) with initial data (u0, v0). As in (1.10) we use the conservation
laws (1.8) and (1.9) and Corollary 3.19 to write
‖∂x(u(t), v(t))‖2 = 2E(u0, v0) + 2µ
∫
H(u(t), v(t))dx
≤ 2E(u0, v0) + 2
∫
H(|u(t)|, |v(t)|)dx
≤ 2E(u0, v0) +Kopt‖(u0, v0)‖k+2‖∂x(u(t), v(t))‖k.
(4.1)
Now we split the proof into the cases k > 2 and k = 2.
Case k > 2.
First, we note that under condition (1.14) we have E(u0, v0) > 0. In fact, since (4.1) holds as long as
the solution exists, by taking t = 0 and using (1.14), we obtain
‖∂x(u0, v0)‖2 ≤ 2E(u0, v0) +Kopt‖(u0, v0)‖k+2‖∂x(u0, v0)‖k
< 2E(u0, v0) +Kopt‖(Φ,Ψ)‖k+2‖∂x(Φ,Ψ)‖k−2‖∂x(u, v)‖2.
(4.2)
On the other hand, combining (3.8) with (3.40) it follows that
Kopt‖(Φ,Ψ)‖k+2‖∂x(Φ,Ψ)‖k−2 = 2
k
.
Since k > 2, (4.2) then yields
E(u0, v0) >
k − 2
2k
‖∂x(u, v)‖2 > 0.
The idea now is to apply Lemma 2.4. For this, we set
A = 2E(u0, v0) > 0, B = Kopt‖(u0, v0)‖k+2, and G(t) = ‖∂x(u(t), v(t))‖2.
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Thus we can write (4.1) as
A−G(t) +BG k2 (t) ≥ 0, for t ∈ [0, T ],
with T given by Theorem 1.1. Thus, by defining f(r) = A− r + Brm, m = k2 , we promptly see that
f(G(t)) ≥ 0, t ∈ [0, T ]. Moreover, using (3.40), in the notation of Lemma 2.4,
γ =
(
k
2
B
)− 2
k−2
=
[(
k + 2
k
) k
2
−1 ‖(u0, v0)‖k+2
‖(Φ,Ψ)‖2k
]− 2
k−2
=
k
k + 2
‖(Φ,Ψ)‖ 4kk−2
‖(u0, v0)‖
2(k+2)
k−2
.
Hence,
G(0) < γ ⇔ ‖∂x(u0, v0)‖2‖(u0, v0)‖
2(k+2)
k−2 <
k
k + 2
‖(Φ,Ψ)‖ 4kk−2
⇔ ‖∂x(u0, v0)‖k−2‖(u0, v0)‖k−2 <
(
k
k + 2
) k−2
2
‖(Φ,Ψ)‖2k
⇔ ‖∂x(u0, v0)‖k−2‖(u0, v0)‖k−2 < ‖∂x(Φ,Ψ)‖k−2‖(Φ,Ψ)‖k+2,
where in the last inequality we used (3.8). Thus, we see that G(0) < γ is equivalent to (1.14). Also,
from (3.8) and (3.9) it is easily checked that
E(Φ,Ψ) =
k − 2
2(k + 2)
‖(Φ,Ψ)‖2.
Therefore,
A <
(
1− 1
m
)
γ ⇔ E(u0, v0)‖(u0, v0)‖
2(k+2)
k−2 <
k − 2
2(k + 2)
‖(Φ,Ψ)‖ 4kk−2
⇔ E(u0, v0)‖(u0, v0)‖
2(k+2)
k−2 < E(Φ,Ψ)‖(Φ,Ψ)‖ 2(k+2)k−2
⇔ E(u0, v0)k−2M(u0, v0)k+2 < E(Φ,Ψ)k−2M(Φ,Ψ)k+2,
which means that A <
(
1− 1m
)
γ is equivalent to (1.12). As an application of Lemma 2.4 we deduce
that G(t) < γ which in turn is equivalent to (1.15). This completes the proof in the case k > 2.
Case k = 2. In this case, from (4.1),
‖∂x(u(t), v(t))‖2 ≤ 2E(u0, v0) +Kopt‖(u0, v0)‖4‖∂x(u(t), v(t))‖2.
Thus, it suffices to require
Kopt‖(u0, v0)‖4 < 1.
But from (3.40) with k = 2,
Kopt‖(u0, v0)‖4 < 1⇔ 2
4
(
4
2
) 2
2 1
‖(Φ,Ψ)‖4 ‖(u0, v0)‖
4 < 1⇔ ‖(u0, v0)‖ < ‖(Φ,Ψ)‖,
which is the desired.
In both cases, we obtain a uniform bound for ‖∂x(u(t), v(t))‖ and the proof of the theorem is
completed.
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