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Abstract
We study solutions of the functional eigenstate equation of a free quan-
tum field Hamiltonian. Admissible solutions are to have a finite norm and
finite eigenvalues w. r. t. the norm and eigenvalue of the ground state of
the free theory. We show that in the simple cases of a scalar field and of a
vector field in the Coulomb gauge the admissible eigenstates exist and pos-
sess negative energy. The functionals can be treated as infinite-dimensional
counterparts of the eigenfunctions of the theory of singular perturbations of
differential operators, and can be deployed for construction of the renormal-
ized states of models with asymptotic freedom.
Keywords: Hamiltonian of the free quantum field, self-adjoint extensions
of symmetric operators, Birman-Krein-Vishik theory.
Introduction
The Hamiltonian of the free quantum field is an infinite-dimensional ana-
logue of the Hamiltonian of the harmonic oscillator. Its action is the sum of
two terms: kinetic – the sum of variational derivatives, and potential – the
quadratic form of the Laplacian
H = −
∫
R3
d3x
δ
δBk
x
δ
δBk
x
+
∫
R3
d3x
(∂Bk
x
∂xl
)2
. (1)
In order to define an operator of the quantum theory one also has to fix
the boundary conditions, or to provide the set of its eigenstates. For the
Hamiltonian of the free field such a set is generated by the the ground state
(vacuum), which is the Gaussian functional of the quadratic form of the
square root of the Laplacian
Ω∆(B) = exp{−1
2
Q∆(B)}, (2)
1
where
Q∆(B) = (B,∆
1/2B), ∆ = − ∂
2
∂x2l
.
Besides the free quantum theory, expression (1) emerges as a result of renor-
malization (running to zero of the coupling parameter) of certain interact-
ing and (or) self-interacting Hamiltonians. Under specific conditions those
systems exhibit the phenomenon of asymptotic freedom. One of the conse-
quences of the latter is the asymptotic approach of the eigenstates to those
of the free theory, with the increase of energy. We propose that if we are
able to construct the set of eigenstates of operation (1) distinct from the set
generated by (2), then we encounter a model of some asymptotically free
theory.
The finite-dimensional counterparts of the suggested construction are the
systems in the theory of singular perturbations of differential operators [1],
[2]. On one side this theory describes a set of eigenstates of the free-particle
Hamiltonian with non-trivial boundary conditions. On the other side, this
set can be obtained as a result of running to zero of the coupling parameter
of an interacting Hamiltonian, for example
Hδ = − ∂
2
∂x2l
− εδ(x − x0), ε→ 0
or
Hx−2 = −
∂2
∂x2l
− ε|x− x0|2 , ε→ 0.
One may note that in the latter example operator Hx−2 can be defined for
a finite ε of any sign (for the 3-dimensional space), while in the former case
operator Hδ requires regularization. Nevertheless, both of them lead to the
same set of self-adjoint extensions of some symmetric operator having the
action of the Laplacian. In this work we are trying to guess the result of a
similar effect taking place in the case of the free field Hamiltonian. Namely,
we look for solutions of the eigenstate equation of the free Hamiltonian,
HΩM = EΩM (3)
in terms of Gaussian functionals with a suitable kernel QM(x,y)
ΩM(B) = exp{−1
2
QM(B)} = exp{−1
2
∫
R3
BxQM(x,y)By d3x d3y}. (4)
It is natural to require that this equation holds at least for functionals defined
on the set of one-time differentiable functions on space R3. And to require
that the following conditions be satisfied:
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1. Finiteness of the norm of the state ΩM expressed, using the methods
of the functional integration, in terms of the norm of the ground state
Ω∆ of the free field.
2. Finiteness and realvaluedness of the difference of eigenvalues of ΩM
and of the ground state. In order to ensure the unitarity of the model
one is also to require realvaluedness of energies of all possible excita-
tions of (4).
In what follows, we refer to functionals (states) satisfying the above condi-
tions as admissible functionals.
The construction of solutions of equation (3) in the terms of the square
roots of the extensions of the quadratic forms has been discussed in [3]. In
the present work we, however, propose that the quadratic form QM does
not just depend on a single point, but rather that it depends on several se-
lected points x1, . . .xN of the 3-dimensional space. It can also depend on a
matrixM, which relates the coefficients of divergences of functions Bx from
the domain of QM. Points x1, . . .xN can be naturally related to creation
operators of the field ψ that was interacting with B before the renormaliza-
tion. It is also natural to treat matrix M as a function of coordinates and
quantum numbers of ψ and to assume that its particular form is defined in
the process of renormalization.
The presented technique can be interpreted in terms of the second quan-
tization of a 3-dimensional field with a multi-point singular perturbation and
boundary conditions which relate the coefficients of divergences at different
points with each other. From that point of view, the above conditions of
admissibility select models which correspond to Hamiltonian (1) with eigen-
states that can be described as excitations of normalizable ground state.
The main calculations in this work are done for the case of a transverse
(solenoidal) vector field (a vector field in the Coulomb gauge)
Bk
x
:
∂
∂xk
Bk
x
= 0,
while for a somewhat simpler case of a scalar field the answers are given
without explanation. We show that at least for N = 2 there exist non-
trivial admissible solutions of equation (3) with negative energy w. r. t. the
energy of the ground state of the free field. This means that from energy
considerations, these states appear to be more favoured than the ground
state of the free theory. Despite the fact that energy is a dimensionful
quantity, the solutions in question initially possess a scale, namely the typical
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distance between points x1, . . .xN . As a consequence, the set of admissible
solutions is described in terms of the real part of a certain projective space,
i. e. as a dimensionless quantity, while the scale of energies of these solutions
is generated by means of the plain factor of inverse power of the distance.
We show that at a fixed distance this set, parametrized by M, possesses
connected components with continuously varying energy. As long as matrix
M can itself depend on the distance between the points, this opens up a
way to exploit this model for a description of systems with dimensional
transmutation.
Terms and notations
We are using the following terms and notations. Repeating indices are
summed upon. The scalar product in the round brackets denotes either an
integration over the 3-dimensional space and summation over the indices,
or just a plain summation
(A,B) =
∑
k
∫
R3
A¯k
x
Bk
x
d3x, (ξ1, ξ2) =
∑
m
ξ¯m1 ξ
m
2
By Laplace operator ∆ we imply a self-adjoint operator with the action
∆ = − ∂
2
∂x2l
,
which is defined on the closure of the set of smooth (scalar or transverse)
functions on R3. We refer to pure action (1) as the free Hamiltonian, while
the Hamiltonian of the free field is operator (1) defined on a set generated
by the ground state (2). We direct the branch cut of the square root along
the positive semi-axis
√
λ = −
√
λ¯, 0 < argλ < 2pi,
and choose the positive branch
√
ρ =
√
ρ+ i0 > 0, ρ > 0.
The ±i0 notation stands for taking the limit ε → ±0 in an analogous ex-
pression containing ±iε instead,√
ρ± i0 = lim
ε→±0
√
ρ± iε.
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Structure of the work
This exposition consists of the following parts. Sections 1–3 represent some
well-known results from the quantum field theory and the theory of linear
operators in Hilbert spaces. In Section 1 we derive an equation for the kernel
of the quadratic form of the Gaussian functional and give its formal solu-
tions in terms of extensions of closable semi-bounded quadratic forms. In
Section 2 we provide expressions for the resolvents of self-adjoint extensions
of symmetric operator, parametrized by matrices of boundary conditions.
In Section 3 the admissibility conditions are rewritten in terms of the inte-
grals of the resolvents and their derivatives by use of the functional calculus.
In Section 4 the convergence of these integrals is reformulated by means of
restrictions on matrices of boundary conditions. In the last section we calcu-
late the eigenvalues of the admissible eigenstates corresponding to matrices
of a special type.
1 Solutions of the eigenstate equations
1.1 Equations for the kernel of the Gaussian functional
Let us denote q(B) to be the quadratic form of the Laplace operator
q(B) =
∫
R3
d3x
(∂Bk
x
∂xl
)2
and write down the action of Hamiltonian H on the Gaussian functional (4)
H exp{−1
2
Q(B)} =
= −
∫
R3
d3x
δ
δBk
x
δ
δBk
x
exp{−1
2
Q(B)}+ q(B) exp{−1
2
Q(B)} =
=
(
−
∫
R3
d3x
δQ(B)
δBk
x
δQ(B)
δBk
x
+
∫
R3
d3x
δ2Q(B)
δBk
x
δBk
x
+ q(B)
)
exp{−1
2
Q(B)}.
(5)
Expressing quadratic form Q(B) in terms of the kernel Qkl(x,y)
Q(B) =
∫
R3
d3x d3y Bk
x
Qkl(x,y)Bl
y
,
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equation (5) is rewritten as follows
H exp{−1
2
Q(B)} =
(
−1
2
∫
R3
Bl
y
(
Qkl(x,y)Qkl
′
(x,z)+
+Qlk(y,x)Qkl
′
(x,z)
)
Bl
′
z
d3x d3y d3z +TrQ+ q(B)
)
exp{−1
2
Q(B)},
where we have denoted
TrQ =
∫
R3
d3xQkk(x,x).
In order for functional exp{−12Q(B)} to be an eigenstate of operator H with
eigenvalue TrQ, the following equation has to hold
1
2
∫
R3
Bl
y
(
Qkl(x,y)Qkl
′
(x,z) +Qlk(y,x)Qkl
′
(x,z)
)
Bl
′
z
d3x d3y d3z =
=
∫
R3
d3x
(∂Bk
x
∂xl
)2
. (6)
We are going to seek functional exp{−12Q(B)} as an expression with a sym-
metric kernel Qkl(x,y) = Qlk(y,x), so that equation (6) can be simplified
as ∫
R3
Bl
y
Qlk(y,x)Qkl
′
(x,z)Bl
′
z
d3x d3y d3z =
∫
R3
d3x
(∂Bk
x
∂xl
)2
. (7)
Here and in what follows we assume that both function Bk
x
and kernel
Qkl(x,y) are transverse in variables (x, k), (y, l) and may not be wrapped
with the projector operators.
1.2 The ground state of the free field
Equation (7) evidently holds for Q as the kernel of the positive square root
of the Laplace operator
Q∆(x,y) = ∆
1/2(x,y). (8)
The ground state
Ω∆ = exp{−1
2
Q∆(B)} (9)
and its excitations are the eigenstates of the Hamiltonian of the free quantum
field. The eigenvalue of (5) is proportional to the integral
TrQ∆ ∼
∫
R3
d3x
∫ ∞
0
λdλ,
6
which is a divergent quantity, to be subtracted from the energy of the excita-
tions. Indeed, a quantum state formed by Ω∆ with a polynomial coefficient
a(B) of power M can be decomposed as a sum (integral)
a(B)Ω∆ =
M∑
m=0
∫
dp1 . . . dpm a
m
σ1...σm(p1, . . . pm)Bσ1p1 . . .BσmpmΩ∆, (10)
where Bσ
p
are the creation operators of a boson with momentum p and po-
larization σ. Construction of these creation operators involves diagonalizing
kernel (8) via Fourier transform, so that Bσ
p
commutes with H in the follow-
ing way
HBσ
p
= Bσ
p
(H + |p|).
This yields the relation
HBσ1
p1
. . .Bσm
pm
Ω∆ =
( m∑
k=1
|pk|+TrQ∆
)
Ω∆
and
H a(B)Ω∆ =
M∑
m=0
∫
dp1 . . . dpm a
m
σ1...σm(p1, . . . pm)
( m∑
k=1
|pk|+TrQ∆
)
Ω∆,
which means that the action of Hamiltonian HB on state (10) results in
multiplying by TrQ∆ and adding a number of finite terms (which depend
on coefficients amσ1...σm).
The methods of functional integration [4] allow us to endow the func-
tionals of type (10) with a scalar product. Let us define the latter as a
functional integral over the set of fields Bx, from the domain of Q∆(B)
〈Ω1|Ω2〉 = C
∫
Ω¯1(B)Ω2(B)
∏
x,k
δBk
x
and fix the norm as
〈Ω∆|Ω∆〉 = C
∫
exp{−Q∆(B)}
∏
x,k
δBk
x
= 1.
Then, assuming that functional integration is invariant w. r. t. a shift of its
variable
〈Ω∆| exp{2
∫
Ak
x
Bk
x
d3x}|Ω∆〉 = exp{
∫
R3
Ak
x
Q−1∆kl(x,y)A
l
y
d3x d3y},
7
the scalar product of states of type (10) can be calculated in the following
way
〈a1(B)Ω∆|a2(B)Ω∆〉 = 〈Ω∆|a¯1(B)a2(B)|Ω∆〉 =
= a¯1(
1
2
δ
δA
)a2(
1
2
δ
δA
) exp{
∫
R3
Ak
x
Q−1∆kl(x,y)A
l
y
d3x d3y}
∣∣∣
A=0
.
Here Q−1∆kl(x,y) is the kernel of the operator inverse to ∆
1/2.
1.3 Other solutions of the equation for the kernel of quadratic
form
One can discover that equation (7) admits other solutions than the kernel
of the square root of the Laplacian. We have intentionally written that
equation not as an equality of operators, but rather as the equality of the
values of quadratic forms. This allows us to take advantage of the existence
of various quadratic forms with equal values on a common set (intersection)
of their domains. Let us denote by D[∆] the set of continuous one-time
differentiable functions on R3. The closure D¯[∆] of this set, in the norm
induced by the positive quadratic form q(B), preserves the transversality
condition. We may assume that functionals of the quantum theory are
initially defined on the set D[∆] and then continuously extended to D¯[∆].
The quadratic form q(B) of the Laplace operator on the transverse subspace
admits closable semi-bounded extensions. That is, there exist quadratic
forms
qM(B) : DM → C,
such that
qM(B) = q(B), B ∈ D[∆] ⊂ DM,
and the domains DM are strictly greater than D[∆]. In what follows we will
parametrize the extensions of interest by a set of points x1, . . .xN from R
3
and by a symmetric matrix M of size 3N × 3N .
Theorem VIII.15 from [5] states that for any semi-bounded closable
quadratic form qM(B) there exists a self-adjoint operator TM such that
qM(B) = (B,TMB), B ∈ D(TM) ⊂ DM.
This relation holds on the domain of operator D(TM), and then, using the
semi-boundedness of qM(B), is extended to its qM-norm closure DM, which
is referred to in the literature as D[TM]. The spectral decomposition of
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operator TM allows us to construct its functional calculus and, in particu-
lar, the square root T
1/2
M . That is, to construct an operator satisfying the
equation
(T
1/2
M B,T
1/2
M B) = qM(B),
which, when restricted to the set D[∆], gives a solution of (6). Thus, the
quadratic form QM(B) of operator T
1/2
M
QM(B) = (B,T
1/2
M B), B ∈ D(TM) (11)
can be exploited in construction of eigenstates
ΩM = exp{−1
2
QM(B)} = exp{−1
2
∫
R3
BxT
1/2
M (x,y)By d
3x d3y} (12)
of operator H
HΩM = TrT
1/2
M ΩM.
Here one may note that, despite the fact that the values of the form qM
on the set D[∆] ⊂ D[TM] coincide with those of the Laplace operator ∆,
the action of the quadratic form QM(B) of the operator T
1/2
M on D[∆] sig-
nificantly differs from the action of the form Q∆(B) therein. This means
that the Gaussian functional ΩM represents a new solution of the eigenstate
equation (3), distinct from the free-field one.
2 Resolvents of self-adjoint extensions of symmet-
ric operator
2.1 Krein’s resolvent formula
Let us focus more attention on the closable extensions of the quadratic
form of Laplace operator q(B). In doing this, we will be using the Birman-
Krein-Vishik (BKV) theory [6], [7] describing the structure of self-adjoint
extensions of closable semi-bounded symmetric operators. We assume that
the asymptotically free interaction of field B with other sources, after renor-
malization, reduces just to certain non-trivial boundary conditions. More
precisely, we propose, that the creation operators of the second field, located
at points x1, . . .xN , lead to a possibility of an infinite growth of field B at
these points. And that the main coefficients of growth are related by matrix
M in some way which depends on the wave function of the second field.
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Let us consider an operator ∆{xn} coinciding, by action, with the Laplace
operator, but defined on the set W{xn} of smooth transverse functions van-
ishing at points x1, . . .xN with their first derivatives. This operator is sym-
metric and possesses non-trivial deficiency indices (3N, 3N). Self-adjoint
extensions of operators of this kind are conveniently described in terms of
boundary values, by the theory of vectors of boundary values (the details
can be found in [8]).
The construction of resolvents in BKV theory extensively uses the notion
of the analytic deficiency vector1. Let function Dαλ (x), α = (n,m) represent
an element of the deficiency subspace of operator ∆{xn} at point λ¯ ∈ C not
resting on the positive semi-axis. That is, Dαλ (x) satisfies the equation(
Dαλ , (∆− λ¯)h
)
= 0, h ∈W{xn}.
Let it also be analytic in argument λ and satisfy the relation
Dλ = Dµ + (λ− µ)RλDµ, (13)
where Rλ is the resolvent of a certain distinguished self-adjoint extension of
∆{xn}. Since we are only aware of a few of those, we take one to be the
resolvent of the Laplace operator with the kernel
Rkk
′
λ (x,y) =
ei
√
λ|x−y|
4pi|x− y|δkk′ .
It is not hard to see that the transverse subspace is invariant w. r. t. the
action of the above expression, and thus we are going to handle it as though
it was wrapped with transverse projectors.
In [9] it was shown that the analytic deficiency vectors for the transverse
symmetric operator ∆{xn} have the following form
Dmnλ (x) = ∂ × ((x− xn)× ∂)
√
2w(
√
λ|x− xn|)
3
√
λ|x− xn|
Y1m(
x− xn
|x− xn|), (14)
where
w(t) =
3
2
d
dt
eit − 1
t
=
3
2t2
(iteit − eit + 1), (15)
1Here the term vector is used in the mathematical sense, to denote an element of the
finite-dimensional deficiency subspace. From the physical point of view, this object is a
tensor, because, besides index m, which enters α, as a transverse function it possesses an
implicit vector index.
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and Y1m are the 3-dimensional spherical functions. The analytic deficiency
vectors for the symmetric operator corresponding to the scalar Laplacian
look as follows
Dnλ =
ei
√
λ|x−xn|
√
4pi|x− xn|
. (16)
In the theory of singular perturbations [2] vectors Dαλ are introduced by
means of the action of the resolvent of the unperturbed operator ∆ on the
singular potential, which in our case is the δ-function at one of points xn.
For the scalar case (16), this interpretation is obvious (up to a coefficient),
while for the vector case it is hidden by the projector on the transverse
subspace.
The work of Krein [7] shows that resolvent R˜λ of an arbitrary self-adjoint
extension of a symmetric operator can be expressed via its deficiency vectors
Dαλ and the resolvent Rµ
R˜λ = Rλ + Sαβ(λ)D
α
λ (D
β
λ¯
, · ), (17)
provided that matrix function Sαβ(λ) satisfies the equation
S−1αβ (µ)− S−1αβ (λ) = (λ− µ)(Dαµ¯ ,Dβλ). (18)
Thus, taking different solutions of equation (18), we obtain resolvents (17)
of different self-adjoint extensions of symmetric operator ∆{xn}.
2.2 Solutions of the equation for the Krein’s formula
In order to derive the solutions of equation (18) it is convenient to employ the
theory of vectors of boundary values. Let us consider the operator ∆∗{xn},
adjoint to ∆{xn}. Its domain W
∗
{xn} is comprised of such elements d for
which the expression
(d,∆{xn}h) = (d,∆h), h ∈W{xn}
defines a bounded linear functional in h. As long as operator ∆{xn} is defined
on the domain of functions vanishing at points xn with their first derivatives,
the domain of ∆∗{xn} is wider than that of ∆{xn} by a set of functions with
unlimited growth at points xn. Let us introduce the operators of boundary
values Ξ and Γ defined on W∗{xn} as linear maps
Ξ : W∗{xn} → C3N , Γ : W∗{xn} → C3N ,
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annihilating the set W{xn} and satisfying the “Green’s relation”
(∆∗{xn}d, g) − (d,∆∗{xn}g) = (Γd,Ξg) − (Ξd,Γg), d, g ∈W∗{xn}.
Here the RHS involves the scalar products in the finite-dimensional space
C
3N . Roughly speaking, operators Ξ and Γ can be treated as vector-valued
linear functionals mapping transverse functions into the vectors of their
minus first (for Ξ) and zeroth (for Γ) coefficients of power series at points
xn.
Clearly operators Ξ and Γ are defined up to an unitary transformation
in C3N . Moreover in our case coefficients [ΞDαλ ]β do not depend on λ and
can be chosen as
[ΞDαλ ]β = δαβ .
That is, the coefficients at the main singularities at points xn for 3 different
components of Dmnλ are equal to 1. We also assume that the action of Γ on
Dαλ is real and symmetric
[ΓDαλ ]β = [ΓD
α
λ¯ ]β, [ΓD
α
λ ]β = [ΓD
β
λ ]α
and shall further denote [ΓDαλ ]β as Γ
αβ
λ . Now one can show that the matrix
function Sαβ(λ), defined via the relation for its inverse
S−1αβ (λ) =Mαβ − Γαβλ , (19)
satisfies equation (18). Indeed
S−1αβ (λ)− S−1αβ (µ) = Γαβµ − Γαβλ = (ΞDαλ¯ ,ΓDβµ)− (ΓDαλ¯ ,ΞDβµ) =
= (Dαλ¯ ,∆
∗
{xn}D
β
µ)− (∆∗{xn}Dαλ¯ ,Dβµ) = (µ − λ)(Dαλ¯ ,Dβµ). (20)
In order for function RMλ , constructed using (17) and involving solution (19),
to be a resolvent of a self-adjoint operator it has to satisfy the condition
RM∗λ = R
M¯
λ , [R
M∗
λ ]
αβ(x,y) = [RM¯λ ]
βα(y,x).
The latter, together with the property
D¯αλ = D
α
λ¯ ,
yields
Sαβ(λ) = Sβα(λ¯),
12
and then one can conclude that matrix M from (19) has to be Hermitian
MT = M¯, M¯αβ =Mβα.
It is evident that different Hermitian matrices M correspond to different
resolvents (17), that is, to different self-adjoint extensions of operator ∆{xn}.
In order to list the resolvents of all possible self-adjoint extensions one is also
to take into account matrices that are infinite on various linear subspaces of
C
3N . Or, more precisely, the Krein’s formula should be supplemented with
projectors Pmα onto all possible linear subspaces of dimension M , 0 ≤M ≤
3N
RMλ = Rλ + Smm′(λ)P
m
α D
α
λ (P¯
m′
β D
β
λ¯
, · ), m,m′ = 1, . . .M, (21)
where
S−1mm′(λ) =Mmm′ − P¯mα Γαβλ Pm
′
β , P¯
m
α P
m′
α = δmm′ . (22)
In particular, the Laplace operator corresponds to matrix M infinite on
entire space C3N , or to projector P onto the empty set, that generates
function Sαβ(λ) identically equal to zero.
It is also worth to note that the zeroes of the determinant in the RHS
of (19) and (22) generate the poles of resolvent (17) and are responsible for
the discrete spectrum of self-adjoint extensions.
2.3 Boundary values and matrix M
It turns out that matrix M is convenient to describe the domain of the
corresponding self-adjoint extension in the terms of boundary conditions.
The statement is that the boundary values of vectors from the domain of
self-adjoint extension TM corresponding to resolvent RMλ defined by (19)
are related by matrix M
D(TM) = {d ∈W∗{xn} : MΞd = Γd}. (23)
Indeed, the BKV theory states that the domain of TM decomposes into a
direct sum of W{xn} and the linear span of vectors R
M
λ D
β
µ , µ < 0
D(TM) = W{xn} ∔ {RMλ Dβµ}, µ < 0.
Operators Ξ and Γ annihilate subspace W{xn}, and therefore it is only nec-
essary to check that operator MΞ − Γ vanishes on vectors of type RMλ Dβµ .
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Consider the action of MΞ− Γ on an element RMλ Dβµ
Mαα′ [ΞRMλ Dβµ ]α′ − [ΓRMλ Dβµ ]α =Mαα′ [ΞRλDβµ ]α′+ (24)
+Mαα′ [ΞDγλ]α′Sγγ′(λ)(Dγ
′
λ¯
,Dβµ)− [ΓRλDβµ ]α − Γαγλ Sγγ′(λ)(Dγ
′
λ¯
,Dβµ) =
=Mαα′ [ΞRλDβµ ]α′ +
(Mαγ − Γαγλ )Sγγ′(λ)(Dγ′λ¯ ,Dβµ)− [ΓRλDβµ ]α. (25)
As long as Rλ is the resolvent of the Laplace operator, its range contains no
divergent functions and it is nulled by operator Ξ. Hence the first term in
(25) has a zero coefficient
[ΞRλD
β
µ ]α′ = 0.
From definition (19) it follows that(Mαγ − Γαγλ )Sγγ′(λ) = δαγ′ ,
and in this way the second term in (25) equals to (Dα
λ¯
,Dβµ). The third term
by means of relation (13) can be rewritten as
[ΓRλD
β
µ ]α = (λ− µ)−1[Γ(Dβλ −Dβµ)]α =
= (λ− µ)−1((ΞDαλ¯ ,ΓDβµ)− (ΓDαλ¯ ,ΞDβµ)) = (Dαλ¯ ,Dβµ),
and it follows that the two last terms in (25) cancel each other.
3 Admissibility conditions in terms of matrix M
The knowledge of the resolvent of operator TM allows to construct the op-
erator’s functional calculus. A function f(TM) of the self-adjoint operator
TM with a continuous spectrum on the positive semi-axis and a finite num-
ber of negative discrete eigenvalues ρm can be represented as the following
expansion
f(TM) =
1
2pii
∫ ∞
0
(RMρ+i0 −RMρ−i0)f(ρ) dρ−
∑
m
f(ρm)Res[R
M
λ ]|λ=ρm . (26)
Here we suppose that the singularities of f – its poles and cuts – do not
overlap the singularities of the resolvent.
First, let us use expression (26) in order to calculate the norm of func-
tional (12). The functional integration of the Gaussian states gives the
following relation
〈ΩM|ΩM〉
〈Ω∆|Ω∆〉 =
Det∆1/4
Det(ReT
1/2
M )1/2
= exp{1
2
Tr(ln∆1/2 − lnReT 1/2M )}. (27)
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Substitution of integral (26) into (27) shows that the negative eigenvalues
of the discrete spectrum ρm enter via the contributions of type
exp{−1
2
lnRe
√
ρm} = exp{−1
2
ln 0},
that is as infinite factors in the norm. Thus one can conclude that self-adjoint
extensions TM with a discrete spectrum are not admissible w. r. t. condition
1 on p. 3. For this reason we shall restrict ourselves to the operators with
no discrete spectrum in what follows.
Now let us employ expression (26) for construction of functional ΩM.
By examining the integrals around a contour wrapping the positive semi-
axis and taking f(ρ) to be the square root with the cut along the negative
semi-axis, one can show that the operator with the kernel
T
1/2
M (x,y) =
1
2pii
∫ ∞
0
(
RMρ+i0(x,y)−RMρ−i0(x,y)
)√
ρ dρ, (28)
satisfies the relation
T
1/2
M T
1/2
M =
1
2pii
∫ ∞
0
(RMρ+i0 −RMρ−i0)ρ dρ = TM.
Equation (7) requires symmetricity of kernel (28). Substitution of the resol-
vent from Krein’s formula (17) into (26) brings the latter to the following
form
T
1/2
M (x,y) =
1
2pii
∫ ∞
0
(
Rρ+i0(x,y) + Sαβ(ρ+ i0)D
α
ρ+i0(x)D
β
ρ+i0(y)−
−Rρ−i0(x,y)− Sαβ(ρ− i0)Dαρ−i0(x)Dβρ−i0(y)
)√
ρ dρ.
Here we omit certain indices in T
1/2
M (x,y), Rλ(x,y) and D
α
λ (x). In order for
kernel T
1/2
M (x,y) to be symmetric, it is necessary that matrix Mαβ , which
appears in Sαβ(λ), not just be Hermitian but also symmetric.
Now, taking into account the expression for kernel T
1/2
∆ (x,y), one can
write down the difference of traces of the square roots of TM and of the
Laplace operator
E(M) = TrT 1/2M − Tr∆1/2 =
1
2pii
∫ ∞
0
(
Sαβ(ρ+ i0)(D
α
ρ−i0,D
β
ρ+i0)−
− Sαβ(ρ− i0)(Dαρ+i0,Dβρ−i0)
)√
ρ dρ. (29)
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Transformation (20) allows one to rewrite the scalar products (Dαρ−i0,D
β
ρ+i0)
as derivatives of the elements of the matrix of boundary values Γαβµ ; indeed,
(Dαµ¯ ,D
β
λ) =
Γαβµ − Γαβλ
µ− λ . (30)
This yields
(Dαµ¯ ,D
β
µ) =
d
dµ
Γαβµ ,
and then, taking into account solution (19), we arrive at the following ex-
pression for trace (29)
E(M) = 1
2pii
∫ ∞
0
(dΓαβµ
dµ
(M− Γµ)−1αβ
∣∣∣
µ=ρ+i0
−
− dΓ
αβ
µ
dµ
(M− Γµ)−1αβ
∣∣∣
µ=ρ−i0
)√
ρ dρ. (31)
When applied to norm (27) the functional calculus of operator TM yields
the following equation
〈ΩM|ΩM〉
〈Ω∆|Ω∆〉 = exp
{ 1
8pii
∫ ∞
0
(dΓαβµ
dµ
(M− Γµ)−1αβ
∣∣
µ=ρ+i0
−
− dΓ
αβ
µ
dµ
(M− Γµ)−1αβ
∣∣
µ=ρ−i0
)
ln ρ dρ
}
. (32)
Thus, the admissibility condition for functional ΩM represented by expres-
sion (12) results in the absence of discrete spectrum for TM and in the
convergence of integrals (31) and (32).
4 Convergence of the integrals
The main role in the calculation of integrals (31) and (32) is played by
matrix Γαβµ . Initially this object is defined as the matrix of the second
coefficients of singularity expansions of the analytic deficiency vectors at
points x1, . . .xN . Another definition can be extracted from relation (30) —
the latter can be treated as an equation for matrix Γαβµ with its solutions
fixed up to a constant w. r. t. the spectral parameter. This is the way in
which the Q-functions of the theory of singular perturbations are introduced
[2]. In subsequent calculations we shall not worry about the genesis of Γαβµ
provided that its off-diagonal elements vanish at the infinity of µ.
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In this work we restrict to the case of N = 2 of the interaction of field
B with two external particles. In this setup matrix Γαβµ can be diagonalized
by a single transformation for all µ, and most of the calculations can be
performed without the numerical analysis. For the case of a scalar field
interacting with two point-like sources the matrix in question looks as follows
Γnn
′
µ =
(
i
√
µ e
i
√
µr
r
ei
√
µr
r i
√
µ
)
, (33)
where r = |x2−x1| is the distance between points x1 and x2. The transverse
vector field was studied in [9]. Borrowing the notation α = (n,m), β =
(n′,m′), and, agreeing that index n labels rows and n′ labels columns, Γαβµ
can be written in the form of the following block matrix
Γnm,n
′m′
µ =
(
i
√
µImm′
1
rw(
√
µr)(3Jmm′ − Imm′)
1
rw(
√
µr)(3Jmm′ − Imm′) i√µImm′
)
. (34)
Here
Imm′ = δmm′ , Jmm′ =
(x2 − x1)m(x2 − x1)m′
|x2 − x1|2 ,
and function w comes from the coefficient in (14). As long as elements
of (33) and (34) are scalar products, the equations above can be easily
generalized to an arbitrary value of N . It is sufficient to set the number of
rows and columns to N , and to replace x2−x1 with xn−xn′ and distances
r = |x2 − x1| with rnn′ = |xn − xn′ | in the off-diagonal block elements.
4.1 Finiteness of the difference of the eigenvalues
Let us find the conditions on matrix M for integral (31) to be finite. The
divergence of this integral is mainly connected to the behavior of the inte-
grand function at infinity. In general case we should take into account the
action of projectors as in (22). Namely, let matrices Γmnµ and Γ
′mn
µ be of the
form
Γmnµ = i
√
µδmn+Gmn, Γ
′mn
µ =
i
2
√
µ
(δmn+G
′
mn), m, n = 1, . . .M, (35)
where Gmn and G
′
mn have the following expansion at infinity
Gmn =
Cklmne
i
√
µrkl
√
µ
+Omn( 1
µ
), G′mn =
irklC
kl
mne
i
√
µrkl
√
µ
+O′mn(
1
µ
). (36)
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Assuming summation in the indices of rmn in the RHSs of these expressions,
one can see that the setup (35), (36) covers both the bare matrix (34) and
the action of an arbitrary projector onto it. Let us write down the following
estimates
Det(M− Γ) = (−i√µ)M +Tr(M− Γ)(−i√µ)M−1 +O(−i√µ)M−2, (37)
(M−Γ)−1mn = Det−1(M−Γ)
[(
(−i√µ)M−1+Tr(M−G)(−i√µ)M−2)δmn−
− (M−G)mn(−i√µ)M−2 +Omn(−i√µ)M−3
]
. (38)
Upon multiplying (35) by (38) and summing up over the indices we find
Tr
(
(M− Γ)−1 dΓ
dµ
)
=
i
2
√
µ
Det−1(M− Γ)[(M +G′mm)(−i√µ)M−1+
+
(
(M − 1)Tr(M−G) + Tr(M−G)TrG′ +Tr(M−G)G′)(−i√µ)M−2+
+O(−i√µ)M−3]. (39)
The coefficient of (−i√µ)M−2 in this expression,
ω(µ) = (M − 1)Tr(M−G) + Tr(M−G)TrG′ +Tr(M−G)G′
has the following behavior at infinity
ω(µ) = (M − 1)Tr(M−G) + Cmne
i
√
µrmn
√
µ
+O( 1
µ
), (40)
where Cmne
i
√
µrmn is, again, linear combination of exponents with different
periods. Substituting (39) and (37) into (31) we come to
E(M) =
=
1
2pi
∫ ∞
0
[(M +G′+mm)(−i√ρ)M−1 + ω+(−i√ρ)M−2 +O(−i√ρ)N−3
(−i√ρ)M +Tr(M−G+)(−i√ρ)M−1 +O(−i√ρ)M−2 +
+
(M +G
′−
mm)(i
√
ρ)M−1 + ω−(i
√
ρ)M−2 +O(i√ρ)N−3
(i
√
ρ)M +Tr(M−G−)(i√ρ)M−1 +O(i√ρ)M−2
]
dρ. (41)
Here
G±mn = Gmn(±
√
ρ), G
′±
mn = G
′
mn(±
√
ρ), ω± = ω(±√ρ),
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and the positive sign in front of the second term follows from the relation
√
ρ√
ρ− i0 =
√
ρ+ i0√
ρ− i0 = −1.
Now one can bring the two terms to a common denominator and obtain the
following integral
E(M) = 1
2pi
∫ ∞
0
[ iTr(G′+ −G′−)ρM−1/2
ρM + iTr(G− −G+)ρM−1/2 +O(ρM−1)+
+
(
2M TrM− ω+ − ω− −M Tr(G+ +G−)− TrG′+TrG−)ρM−1
ρM + iTr(G− −G+)ρM−1/2 +O(ρM−1) +
+
(
TrMTr(G′+ +G′−)− TrG′−TrG+)ρM−1 +O(ρM−3/2)
ρM + iTr(G− −G+)ρM−1/2 +O(ρM−1)
]
dρ. (42)
Substituting estimates (36), (40) for Gmn, G
′
mn and ω into this expression,
one can see that the integral of the first term in the square brackets converges
as the sum of integrals of the type∫ ∞
0
sin(
√
ρrmn)
dρ
ρ
. (43)
Meanwhile, the integral of the second term contains a logarithmic divergence
proportional to TrM
1
2pi
∫ ∞
0
(2M TrM− ω+ − ω−)ρM−1
ρM + iTr(G− −G+)ρM−1/2 +O(ρM−1) dρ =
=
1
2pi
∫ ∞
0
2TrMρM−1 − C˜mn sin(√ρrmn)ρM−3/2 +O(ρM−2)
ρM + iTr(G− −G+)ρM−1/2 +O(ρM−1) dρ. (44)
From this it follows that the necessary and sufficient condition for the con-
vergence of (41) is the vanishing of the trace of M
TrM = 0. (45)
A similar calculation for the scalar field and matrix (33) shows that, besides
condition (45), the finiteness of the corresponding eigenvalue difference also
requires the convergence of the integral
i
2pi
∫ ∞
0
Tr(G
′− −G′+)√
ρ
dρ,
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which in this case does not boil down to that of integral (43).
The above calculation can also be used to verify the convergence of the
difference of logarithm traces (32). The calculation is carried out identically,
with the denominator in (42) acquiring an additional multiplier
√
ρ and
the numerator multiplied by ln ρ. These changes relax condition (45), that
is, fraction (32) stays finite for an arbitrary matrix M not producing any
discrete spectrum for the corresponding operator TM.
4.2 Non-negativity of the quadratic forms
As was shown above matrixM, defining an admissible self-adjoint extension
of the operator ∆{xn}, should have a zero trace and should not produce
discrete eigenvalues. Let us see how these requirements combine each with
other. At first consider the limiting case r → ∞ (rnn′ → ∞ for N > 2).
Matrices Γµ, Γ
′
µ then are proportional to the identity matrix
Γµ = i
√
µI, Γ′µ =
i
2
√
µ
I. (46)
Since the value of i
√
µ spans only the left half-plane of C, the poles of
function
S(µ) = (M− Γµ)−1 = (M− i√µI)−1
are generated by the negative eigenvalues of matrix M. It is obvious that
the requirements of a zero trace of M and the absence of poles in S(µ) can
coexist only when matrix M equals to zero, and result in a zero value for
E(M). We would like to note that in this case the self-adjoint extension
corresponding to M = 0 is not the Laplace operator.
Let us turn to the case of a finite distance r (rnn′ for N > 2). It is clear
that the absence of the discrete spectrum of TM requires its quadratic form
to be non-negative
0 ≤ qM(B), B ∈ D[TM].
Now consider the following partial ordering on the set of self-adjoint exten-
sions: we say that TM1 ≤ TM2 , when D[TM2 ] ⊂ D[TM1 ] and
qM1(B) ≤ qM2(B), B ∈ D[TM2 ]. (47)
The BKV theory states that the set of non-negative self-adjoint extensions of
a closable symmetric operator with finite deficiency indices contains minimal
TMK and maximal TMF extensions (conventionally named after M. Krein
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and K. Friedrichs, correspondingly). That is, for any non-negative extension
TM the following relations
TMK ≤ TM, TM ≤ TMF
take place. Besides this, ordering (47) is monotonous w. r. t. M in the sense
of the ordering of finite-dimensional matrices. That is, if TM1 ≤ TM2 , then
D(M2) ⊂ D(M1) and
(ξ,M1ξ) ≤ (ξ,M2ξ), ξ ∈ D(M2),
where we take into account that matrices M1 and M2 might be defined on
different domains (subspaces of C3N ). Taking into account the vanishing of
traces of M1, M2 and of their difference, this means that the convergence
of integral (31) for two matricesM1 andM2 yields their coincidence on the
intersection of their domains,
M1ξ =M2ξ, ξ ∈ D(M2) ∩ D(M1).
In our case, the maximal extension is the Laplace operator ∆ which corre-
sponds to matrix MF defined on the null set, and it produces the ground
state Ω∆ of the free theory. The minimal extension corresponds to matrix
MK = Γµ
∣∣
µ=0
=
(
0 − 34r (3Jmm′ − Imm′)
− 34r (3Jmm′ − Imm′) 0
)
, N = 2,
which is admissible w. r. t. the convergence of integrals (31), (32). In the
scalar case, matrix MK looks simpler
MK =
(
0 1r
1
r 0
)
, N = 2
and has a zero trace as well. Thus, we may conclude that all self-adjoint ex-
tensions corresponding to admissible eigenstates ΩM of the free Hamiltonian
are generated by the matrix of Krein’s extension restricted by orthogonal
projectors Pmα onto subspaces which preserve the condition of the zero trace
Pmα MαβK Pmβ = 0.
We also would like to note that for the cases r →∞ or N = 1 described by
matrix (46), the Krein’s extension corresponds to a zero matrix MK = 0.
And its restriction to any subset, when matrix Γµ is proportional to identity,
produces a vanishing energy difference (31). That is, for the case N = 1 all
admissible ground states ΩM are not favoured to those of the free theory
from the point of view of minimization of energy.
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5 Calculation of the eigenvalue difference
5.1 Krein’s extension
Let us calculate integral E(MK) for the matrix corresponding to the minimal
extension. Consider an orthonormal basis (r, p, q) in the 3-dimensional
space
r =
x2 − x1
|x2 − x1| , p · r = 0, q · r = 0, p · q = 0.
These vectors are eigenvectors of the block elements of (34), indeed
(3J − I)r = 2r, (3J − I)p = −p, (3J − I)q = −q.
It is not difficult to see that a change of basis
emn → e˜{r,p,q}± =
1√
2
(em1 ± em2){rm, pm, qm} (48)
diagonalizes Γnm,n
′m′
µ for any µ, with the following eigenvalues
γr±(µ) = i
√
µ± 2
r
w(
√
µr), γ
{p,q}
± (µ) = i
√
µ∓ 1
r
w(
√
µr).
Function w(t) is defined in (15). As a consequence, change (48) also diago-
nalizes matrix MK = Γµ|µ=0 with eigenvalues
γrK±(µ) = ∓
3
2r
, γ
{p,q}
K± (µ) = ±
3
4r
,
and matrix Γ′µ with eigenvalues
γ′r±(µ) =
i
2
√
µ
(
1∓ 2w′(√µr)), γ′{p,q}± (µ) = i2√µ(1± w′(√µr)).
In this way integral (31) for matrix MK decomposes into 6 terms, of which
only 4 differ from each other. In terms of a dimensionless variable t =
√
ρr
the integral reads as follows
E(MK) = 1
r
∑
χ=1,1,−2,
−1,−1,2
1
2pi
∫ ∞
0
Re
χw′(t)− 1
3
4χ+ it+ χw(t)
t dt.
A numerical calculation of the above sum gives an approximate value −0.63,
which shows that ground state ΩMK is more favoured from the perspective
of energy minimization, than ground state Ω∆ of the free theory. A similar
calculation for the case of interaction of a scalar field with two point-like
sources (external particles) gives a dependence of the following type
E(MK) = −0.331
r
.
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5.2 The connected component
Let us show that the set of admissible matrices for N = 2 possesses a
connected component. We will seek it in the following rotation invariant
way. Consider 3 vectors
Dr,θµ = rm(cos θD
m1
µ + sin θD
m2
µ ),
Dp,θµ = pm(cos θD
m1
µ + sin θD
m2
µ ),
Dq,θµ = qm(cos θD
m1
µ + sin θD
m2
µ ),
where θ is a dimensionless parameter. It is not difficult to see that Ds,θµ ,
s = r, p, q, constructed as linear transforms of Dmnµ , are themselves analytic
deficiency vectors. This allows us to construct a set of θ-dependent resolvents
of self-adjoint extensions of operator ∆{xn}. Scalar products of vectors D
s,θ
µ
are readily calculated
(µ − λ)(Dr,θµ¯ ,Dr,θλ ) = i
√
µ− i
√
λ+ 2 sin 2θ
(1
r
w(
√
µr)− 1
r
w(
√
λr)
)
,
(µ− λ)(Dp,θµ¯ ,Dp,θλ ) = i
√
µ− i
√
λ− sin 2θ(1
r
w(
√
µr)− 1
r
w(
√
λr)
)
,
(µ − λ)(Dq,θµ¯ ,Dq,θλ ) = i
√
µ− i
√
λ− sin 2θ(1
r
w(
√
µr)− 1
r
w(
√
λr)
)
,
(Dr,θµ¯ ,D
p,θ
λ ) = (D
r,θ
µ¯ ,D
q,θ
λ ) = (D
p,θ
µ¯ ,D
q,θ
λ ) = 0
and lead to the following diagonal solution of (30)
Γθµ = i
√
µI + sin 2θ
w(
√
µr)
r

2 0 00 −1 0
0 0 −1

 . (49)
This matrix satisfies conditions (35), (36) of the convergence of integral (31),
and its construction guarantees that the determinant of matrix
M(θ)− Γθµ = Γθ0 − Γθµ = −i
√
µI − sin 2θ( 3
4r
+
w(
√
µr)
r
)2 0 00 −1 0
0 0 −1


does not turn zero. This shows that the resolvent
Rθµ = Rµ +D
s,θ
µ (M(θ)− Γθµ)−1ss′(Ds
′,θ
µ¯ , · ), s = r, p, q
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Figure 1: Dependence of rE(M(θ)) on θ
corresponds to a self-adjoint extension with a finite value of integral E(M(θ)).
Substituting (49) into (31) we obtain the following expression
E(M(θ)) = 1
2pir
∫ ∞
0
Re
( 2 sin 2θ w′(t)− 1
3
2 sin 2θ + it+ 2 sin 2θ w(t)
+
+ 2
sin 2θ w′(t) + 1
3
4 sin 2θ − it+ sin 2θ w(t)
)
t dt.
The dependence of the dimensionless quantity rE(M(θ)) on θ, 0 ≤ θ ≤ pi
is shown in Fig. 1. Values θ = 0, pi and θ = pi2 correspond to the Krein
extension for N = 1, where the singular boundary condition resides either
at point x1 (θ = 0, pi), or at point x2 (θ =
pi
2 ). As has been expected, energy
difference (31) for these solutions is equal to zero E(M({0, pi2 , pi})) = 0.
Local minima θ = pi4 and θ =
3pi
4 corresponds to boundary conditions for
which the vector values of field B at points x1 and x2 coincide (θ =
pi
4 ),
or coincide up to a sign (θ = 3pi4 ). Other values, θ 6= 0, pi2 , pi correspond to
boundary conditions for which the values of the field at points x1 and x2
are related by a coefficient of ctg θ
lim
x→x1
Bx = ctg θ lim
x→x2
Bx,
that is, we arrive at a theory with action at a distance.
We can see that the set of admissible matrices for the Hamiltonian of
a transverse field possesses a connected component parametrized by a di-
mensionless quantity θ. The energy difference E(M(θ)) continuously varies
from zero to a negative value, with change of θ. This allows one to employ
this model in the description of systems with dimensional transmutation.
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Indeed, the 2-particle eigenstates of the interacting fields, after renormaliza-
tion, in the combined Shro¨dinger (for the field B) and Fock (for the field ψ)
representation can be constructed as the following sum
Ω(ψ,B) =
∑
σ1,σ2
∫
R3
ψ(x1, σ1;x2, σ2)Ψ
σ1
x1
Ψσ2
x2
ΩM(θ(ψ))(B) d3x1 d3x2. (50)
Here ψ is a 2-particle wave function, and Ψσ
x
is the creation operator of the
second field with quantum numbers σ at point x. Parameter θ can directly
depend on the arguments of wave function ψ, e. g. on distance |x1 − x2|.
Any nontrivial dependence
θ(|x1 − x2|) 6= const
implies the presence of a dimensional parameter and thus leads to dimen-
sional transmutation in the theory. The specific form of that dependence
is determined by the initial interaction and by the process of renormaliza-
tion. The latter process includes the “cloud” of virtual particles and other
non-perturbative effects. Its output is a Hamiltonian with many-particle
states like (50), and the dependence of the generalized parameter θ on the
coordinates and quantum numbers of particles of field ψ.
Conclusion
We have considered the simplest solutions of the eigenstate equation of free
quantum Hamiltonians of scalar and vector Coulomb-gauged fields. These
solutions do not represent states of the free field, and, similarly to the objects
of the finite-dimensional theory of singular perturbations, can be viewed as
eigenstates of perturbed Hamiltonians of the free field. Another insight
from the above theory is that the solutions in question are eigenstates of
a certain asymptotically free system which has undergone the process of
renormalization.
The author is grateful to S. Naboko for inspiring consultations on the
Birman-Krein-Vishik theory and to P. Bolokhov for valuable comments.
References
[1] F. A. Berezin, L. D. Faddeev, “A Remark on Schrodinger’s equation
with a singular potential,” Sov. Math. Dokl. 2 (1961) 372 [Dokl. Akad.
Nauk Ser. Fiz. 137 (1961) 1011].
25
[2] S. Albeverio, P. Kurasov, Singular Perturbation of Differential Opera-
tors. Solvable Schro¨dinger type Operators, Cambridge University Press,
2000.
[3] T. A. Bolokhov, “Quantum Hamiltonian eigenstates for a free transverse
field”, arXiv:1512.04121 [math-ph].
[4] J. Zinn-Justin, Path Integrals in Quantum Mechanics, Oxford University
Press, 2005.
[5] M. Reed, B. Simon, Methods of Modern Mathematical Physics. 1. Func-
tional Analysis, Academic Press New York London, 1972.
[6] A. Alonso, B. Simon, “The Birman-Krein-Vishik theory of self-adjoint
extensions of semibounded operators”, Journal of Operator Theory
(1980) 251–270.
[7] M. G. Krein, “The theory of self-adjoint extensions of semi-bounded Her-
mitian transformations and its applications.”, Rec. Math. (Mat. Sbornik)
N.S., 20 (62), 1947, 431–495.
[8] M. Gorbachuk, V. Gorbachuk, “M.G. Krein and Extension Theory of
Symmetric Operators. Theory of Entire Operators”, Differential Opera-
tors and Related Topics, Operator Theory: Advances and Applications,
117, ed. V. Adamyan et al., Birkhauser Verlag AG, 2000, 45–58.
[9] T. A. Bolokhov, “The Scalar Products of the Regular Analytic Vectors
of the Laplace Operator in the Solenoidal Subspace”, J Math Sci, 242
N5, (2019) 642–660.
26
