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Abstract
Accurate calibration of probabilistic predictive models learned is critical for many practical predic-
tion and decision-making tasks. There are two main categories of methods for building calibrated
classifiers. One approach is to develop methods for learning probabilistic models that are well-
calibrated, ab initio. The other approach is to use some post-processing methods for transforming
the output of a classifier to be well calibrated, as for example histogram binning, Platt scaling, and
isotonic regression. One advantage of the post-processing approach is that it can be applied to any
existing probabilistic classification model that was constructed using any machine-learning method.
In this paper, we first introduce two measures for evaluating how well a classifier is calibrated.
We prove three theorems showing that using a simple histogram binning post-processing method,
it is possible to make a classifier be well calibrated while retaining its discrimination capability.
Also, by casting the histogram binning method as a density-based non-parametric binary classifier,
we can extend it using two simple non-parametric density estimation methods. We demonstrate
the performance of the proposed calibration methods on synthetic and real datasets. Experimental
results show that the proposed methods either outperform or are comparable to existing calibration
methods.
1 Introduction
The development of accurate probabilistic prediction models from data is critical for many practical
prediction and decision-making tasks. Unfortunately, the majority of existing machine learning and
data mining models and algorithms are not optimized for this task and predictions they produce may
be miscalibrated.
Generally, a set of predictions of a binary outcome is well calibrated if the outcomes predicted to
occur with probability p do occur about p fraction of the time, for each probability p that is predicted.
This concept can be readily generalized to outcomes with more than two values. Figure 1 shows a
hypothetical example of a reliability curve (4; 14), which displays the calibration performance of a
prediction method. The curve shows, for example, that when the method predicts Z = 1 to have
probability 0.5, the outcome Z = 1 occurs in about 0.57 fraction of the instances (cases). The curve
indicates that the method is fairly well calibrated, but it tends to assign probabilities that are too
low. In general, perfect calibration corresponds to a straight line from (0, 0) to (1, 1). The closer a
calibration curve is to this line, the better calibrated is the associated prediction method.
If uncertainty is represented using probabilities, then optimal decision making under uncertainty
requires having models that are well calibrated. Producing well calibrated probabilistic predictions
is critical in many areas of science (e.g., determining which experiments to perform), medicine (e.g.,
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Figure 1: The solid line shows a calibration (re-
liability) curve for predicting Z = 1. The dotted
line is the ideal calibration curve.
Figure 2: Scatter plot of non-linear separable
simulated data
deciding which therapy to give a patient), business (e.g., making investment decisions), and many
other areas. At the same time, calibration has not been studied nearly as extensively as discrimination
(e.g., ROC curve analysis) in machine learning and other fields that research probabilistic modeling.
One approach to achieve a high level of calibration is to develop methods for learning probabilis-
tic models that are well-calibrated, ab initio. However, data mining and machine learning research
has traditionally focused on the development of methods and models for improving discrimination,
rather than on methods for improving calibration. As a result, existing methods have the poten-
tial to produce models that are not well calibrated. The miscalibration problem can be aggravated
when models are learned from small-sample data or when the models make additional simplifying
assumptions (such as linearity or independence).
Another approach is to apply post-processing methods (e.g., histogram binning, Platt scaling, or
isotonic regression) to the output of classifiers to improve their calibration. The post-processing step
can be seen as a function that maps output of a prediction model to probabilities that are intended to
be well calibrated. Figure 1 shows an example of such a mapping. This approach frees the designer
of the machine learning model from the need to add additional calibration measures and terms into
the objective function used to learn a model. The advantage of this approach is that it can be used
with any existing classification method, since calibration is performed solely as the post-processing
step.
The objective of the current paper is to show that the post-processing approach for calibrating bi-
nary classifiers is theoretically justified. In particular, we show in the large sample limit that post-
processing will produce a perfectly calibrated classifier that has discrimination perform (in terms of
area under the ROC curve) that is at least as good as the original classifier. In the current paper we
also introduce two simple but effective methods that can address the miscalibration problem.
Existing post-processing calibration methods can be divided into parametric and non-parametric
methods. An example of a parametric method is Platt’s method that applies a sigmoidal trans-
formation that maps the output of a predictive model (15) to a calibrated probability output. The
parameters of the sigmoidal transformation function are learned using a maximum likelihood esti-
mation framework. The key limitation of the approach is the (sigmoidal) form of the transformation
function, which only rarely fits the true distribution of predictions.
The above problem can be alleviated using non-parametric methods. The most common non-
parametric methods are based either on binning (19) or isotonic regression (3). In the histogram
binning approach, the raw predictions of a binary classifier are sorted first, and then they are par-
titioned into b subsets of equal size, called bins. Given a prediction y, the method finds the bin
containing that prediction and returns as yˆ the fraction of positive outcomes (Z = 1) in the bin.
Zadronzy and Elkan (20) developed a calibration method that is based on isotonic regression. This
method only requires that the mapping function be isotonic (monotonically increasing) (14). The
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pair adjacent violators (PAV) algorithm is one instance of an isotonic regression algorithm (3). The
isotonic calibration method based on the (PAV) algorithm can be viewed as a binning algorithm
where the position of boundaries and the size of bins are seleted according to how well the classifier
ranks the examples in the training data (20). Recently a variation of the isotonic-regression-based
calibration method was described for predicting accurate probabilities with a ranking loss(13).
In this paper, section 2 introduces two measures, maximum calibration error(MCE) and expected
calibration error(ECE), for evaluating how well a classifier is calibrated. In section 3 we prove
three theorems to show that by using a simple histogram-binning calibration method, it is possible
to improve the calibration capability of a classifier measured in terms of MCE and ECE without
sacrificing its discrimination capability measured in terms of area under (ROC) curve (AUC). Sec-
tion 4 introduces two simple extensions of the histogram binning method by casting the method as a
simple density based non-parametric binary classification problem. The results of experiments that
evaluate various calibration methods are presented in section 5. Finally, section 6 states conclusions
and describes several areas for the future work.
2 Notations and Assumptions
This section present the notation and assumptions we use for formalizing the problem of calibrating
a binary classifier. We also define two measures for assessing the calibration of such classifiers.
Assume a binary classifier is defined as a mapping φ : Rd → [0, 1]. As a result, for every input
instance x ∈ Rd the output of the classifier is y = φ(x) where y ∈ [0, 1]. For calibrating the
classifier φ(.) we assume there is a training set {(xi, yi, zi)}Ni=1 where xi ∈ Rd is the i’th instance
and yi = φ(xi) ∈ [0, 1], and zi ∈ {0, 1} is the true class of i’th instance. Also we define yˆi as
the probability estimate for instance xi achieved by using the histogram binning calibration method,
which is intended to yield a more calibrated estimate than does yi. In addition we have the following
notation and assumptions that are used in the remainder of the paper:
• N is total number of instances
• m is total number of positive instances
• n is total number of negative instances
• pin is the space of uncalibrated probabilities {yi} which is defined by the classifier output
• pout is the space of transformed probability estimates {yˆi} using histogram binning
• B is the total number of bins defined on pin in the histogram binning model
• Bi is the i’th bin defined on pin
• Ni is total number of instances xk for which the predicted value yk is located inside Bi
• mi is number of positive instances xk for which the predicted value yk is located inside Bi
• ni is number of negative instances xk for which the predicted value yk is located inside Bi
• ηˆi = NiN is an empirical estimate of P{y ∈ Bi}• ηi is the value of P{y ∈ Bi} as N goes to infinity
• θˆi = miNi is an empirical estimate of P{z = 1|y ∈ Bi}
• θi is the value of θˆi as N goes to infinity
2.1 Calibration Measures
In order to evaluate the calibration capability of a classifier, we use two simple statistics that measure
calibration relative to the ideal reliability diagram (4; 14)(Figure 1 shows an example of a reliability
diagram). These measures are called Expected Calibration Error (ECE), and Maximum Calibration
Error (MCE). In computing these measures, the predictions are sorted and partitioned into ten bins.
The predicted value of each test instance falls into one of the bins. The ECE calculates Expected
Calibration Error over the bins, and MCE calculates the Maximum Calibration Error among the
bins, using empirical estimates as follows:
ECE =
10∑
i=1
P (i) · |oi − ei| , MCE = max (|oi − ei|) ,
where oi is the true fraction of positive instances in bin i, ei is the mean of the post-calibrated
probabilities for the instances in bin i, and P (i) is the empirical probability (fraction) of all instances
that fall into bin i. The lower the values of ECE and MCE, the better is the calibration of a model.
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3 Calibration Theorems
In this section we study the properties of the histogram-binning calibration method. We prove
three theorems that show that this method can improve the calibration power of a classifier without
sacrificing its discrimination capability.
The first theorem shows that the MCE of the histogram binning method is concentrated around
zero:
Theorem 3.1. Using histogram binning calibration, with probability at least 1−δ we haveMCE ≤√
2B log 2Bδ
N .
Proof. For proving this theorem, we first use a concentration result for θˆi. Using Hoeffding’s in-
equality we have the following:
P{|θˆi − θ| ≥ } ≤ 2e
−2N2
B (1)
Let’s assume B˜i is a bin defined on the space of transformed probabilities pout for calculating the
MCE of histogram binning method. Assume after using histogram binning over pin (space of
uncalibrated probabilities which is generated by the classifier φ), θˆi1, .., θˆiki will be mapped into
B˜i. We define oi as the true fraction of positive instances in bin B˜i, and ei as the mean of the post-
calibrated probabilities for the instances in bin B˜i. Using the notation defined in section 2, we can
write oi and ei as follows:
oi =
ηi1θi1 + . . .+ ηikiθiki
ηi1 + . . .+ ηiki
, ei =
ηi1θˆi1 + . . .+ ηiki θˆiki
ηi1 + . . .+ ηiki
by defining αit = ηitηi1+...+ηiki
and using the triangular inequality we have that:
|oi − ei| ≤
∑
t∈{1,...,ki}
αit|θˆit − θit| ≤ maxt∈{1,...,ki}|θˆit − θit| (2)
Using the above result and the concentration inequality 7 for θˆi we can conclude:
P{|oi − ei| > } ≤ P{maxt∈{1,...,ki}|θˆit − θit| > } ≤ 2kie
−N2
2B , (3)
Where the last part is obtained by using a union bound and ki is the number of bins on the space pin
for which their calibrated probability estimate will be mapped into the bin B˜i.
Using a union bound again over different bins like B˜i defined on the space pout, we achieve the
following probability bound for MCE over the space of calibrated estimates pout :
P{ Bmax
i=1
|oi − ei| ≥ } ≤ 2(K1 + . . .+KB)e
−N2
2B =⇒ P{MCE ≥ } ≤ 2Be−N
2
2B
By setting δ = 2Be
−N2
2B we can show that with probability 1 − δ the following inequality holds
MCE ≤
√
2B log 2Bδ
N .
Corollary 3.2. Using histogram binning calibration method, MCE converges to zero with the rate
of O(
√
B logB
N ).
Next, we prove a theorem for bounding the ECE of the histogram-binning calibration method as
follows:
Theorem 3.3. Using histogram binning calibration method, ECE converges to zero with the rate of
O(
√
B
N ).
Proof. The proof of this theorem uses the concentration inequality 3.Due to space limitations, the
details of the proof is stated in the supplementary part of the paper.
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The above two theorems show that we can bound the calibration error of a binary classifier, which
is measured in terms of MCE and ECE, by using a histogram-binning post-processing method.
We next show that in addition to gaining calibration power, by using histogram binning we are
guaranteed not to sacrifice discrimination capability of the base classifier φ(.) measured in terms
of AUC. Recall the definitions of yi and yˆi, where yi = φ(xi) is the probability prediction of the
base classifier φ(.) for the input instance xi, and yˆi is the transformed estimate for instance xi that
is achieved by using the histogram-binning calibration method.
We can define the AUC Loss of the histogram-binning calibration method as:
Definition (AUC Loss) AUC Loss is the difference between the AUC of the base classifier esti-
mate and the AUC of transformed estimate using the histogram-binning calibration method. Using
the notation in Section 2, it is defined as AUC Loss = AUC(y)−AUC(yˆ)
Using the above definition, our third theorem bounds theAUC Loss of histogram binning classifier
as follows:
Theorem 3.4. Using the histogram-binning calibration method, the worst caseAUC Loss is upper
bounded by O( 1B ).
Proof. Due to space limitations, the proof of this theorem is stated in the appendix section in the
supplementary part of the paper.
Using the above theorems, we can conclude that by using the histogram-binning calibration method
we can improve calibration performance of a classifier measured in terms of MCE and ECE
without losing discrimination performance of the base classifier measured in terms of AUC.
We will show in Section 4 that the histogram binning calibration method is simply a non-parametric
plug-in classifier. By casting histogram binning as a non-parametric histogram binary classifier,
there are other results that show the histogram classifier is a mini-max rate classifier for Lipschitz
Bayes decision boundaries (5). Although the results are valid for histogram classifiers with fixed bin
size, our experiments show that both fixed bin size and fixed frequency histogram classifiers behave
quite similarly. We conjecture that a histogram classifier with equal frequency binning is also a mini-
max (or near mini-max) rate classifier(16; 9); this is an interesting open problem that we intend to
study in the future. These results make histogram binning a reasonable choice for binary classifier
calibration under the condition B → ∞ and NB logB → ∞ as N → ∞. This could be achieved by
setting B ' N 13 , which is the optimum number of bins in order to have optimal convergence rate
results for the non-parametric histogram classifier (5).
4 Calibration Methods
In this section, we show that the histogram-binning calibration method (19) is a simple nonparamet-
ric plug-in classifier. In the calibration problem, given an uncalibrated probability estimate y, one
way of finding the calibrated estimate yˆ = P(Z = 1|y) is to apply Bayes’ rule as follows:
P(Z = 1|y) = P (z = 1) · P (y|z = 1)
p(z = 1) · P (y|z = 1) + P (z = 0) · P (y|z = 0) , (4)
where P (z = 0) and P (z = 1) are the priors of class 0 and 1 that are estimated from the train-
ing dataset. Also, P (y|z = 1) and P (y|z = 0) are predictive likelihood terms. If we use the
histogram density estimation method for estimating the predictive likelihood terms in the Bayes
rule equation 4 we obtain the following: Pˆ (y|z = t) = ∑Bj=1 θˆtjhj I(y ∈ Bj), where t = {0, 1},
θˆ0j =
1
n
∑N
i=1 I(yi ∈ Bj , zi = 0), and θˆ1j = 1m
∑N
i=1 I(yi ∈ Bj , zi = 1) are the empirical es-
timates of the probability of a prediction when class z = t falls into bin Bj . Now, let us assume
y ∈ Bj ; using the assumptions in Section 2, by substituting the value of empirical estimates of
θˆ0j =
nj
n , θˆ
1
j =
mj
m , Pˆ (z = 0) =
n
N , Pˆ (z = 1) =
m
N from the training data and performing some
basic algebra we obtain the following calibrated estimate: yˆ = mjmj+nj , where mi and nj are the
number of positive and negative examples in bin Bj .
The above computations show that the histogram-binning calibration method is actually a simple
plug-in classifier where we use the histogram-density method for estimating the predictive likeli-
hood in terms of Bayes rule as given by 4. By casting histogram binning as a plug-in method for
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Table 1: Experimental Results on Simulated dataset
(a) SVM Linear
SVM Hist Platt IsoReg KDE DPM
RMSE 0.50 0.39 0.50 0.46 0.38 0.39
AUC 0.50 0.84 0.50 0.65 0.85 0.85
ACC 0.48 0.78 0.52 0.64 0.78 0.78
MCE 0.52 0.19 0.54 0.58 0.09 0.16
ECE 0.28 0.07 0.28 0.35 0.03 0.07
(b) SVM Quadratic Kernel
SVM Hist Platt IsoReg KDE DPM
RMSE 0.21 0.09 0.19 0.08 0.09 0.08
AUC 1.00 1.00 1.00 1.00 1.00 1.00
ACC 0.99 0.99 0.99 0.99 0.99 0.99
MCE 0.35 0.04 0.32 0.03 0.07 0.03
ECE 0.14 0.01 0.15 0.00 0.01 0.00
classification, it is possible to use more advanced frequentist methods for density estimation rather
than using simple histogram-based density estimation. For example, if we use kernel density es-
timation (KDE) for estimating the predictive likelihood terms, the resulting calibrated probability
P (Z = 1|X = x) is as follows:
Pˆ (Z = 1|X = x) =
nh0
∑
Xi∈X+ K
(
|x−Xi|
h1
)
nh0
∑
Xi∈X+ K
(
|x−Xi|
h1
)
+mh1
∑
Xi∈X− K
(
|x−Xi|
h0
) , (5)
whereXi are training instances, andm and n are respectively the number of positive and negative ex-
amples in training data. Also h0 and h1 are the bandwidth of the predictive likelihood for class 0 and
class 1. The bandwidth parameters can be optimized using cross validation techniques. However,
in this paper we used Silverman’s rule of thumb (17) for setting the bandwidth to h = 1.06σˆN−
1
5 ,
where σˆ is the empirical unbiased estimate of variance. It is possible to use the same bandwidth for
both class 0 and class 1, which leads to the Nadaraya-Watson kernel estimator that we use in our ex-
periments. However, we noticed that there are some cases for which KDE with different bandwidths
performs better.
There are different types of smoothing kernel functions, as the Gaussian, Boxcar, Epanechnikov,
and Tricube functions. Due to the similarity of the results we obtained when using different type of
kernels, we only report here the results of the simplest one, which is the Boxcar kernel.
It has been shown in (18) that kernel density estimators are mini-max rate estimators, and under the
L2 loss function the risk of the estimator converges to zero with the rate of OP (n
−2β
(2β+d) ), where β
is a measure of smoothness of the target density, and d is the dimensionality of the input data. From
this convergence rate, we can infer that the application of kernel density estimation is likely to be
practical when d is low. Fortunately, for the binary classifier calibration problem, the input space
of the model is the space of uncalibrated predictions, which is a one-dimensional input space. This
justifies the application of KDE to the classifier calibration problem.
The KDE approach presented above represents a non-parametric frequentist approach for estimating
the likelihood terms of equation 4. Instead of using the frequentist approach, we can use Bayesian
methods for modeling the density functions. The Dirichlet Process Mixture (DPM) method is a well-
known Bayesian approach for density estimation (2; 8; 6; 11). For building a Bayesian calibration
model, we model the predictive likelihood terms P (Xi = x|Zi = 1) and P (Xi = x|Zi = 0) in
Equation 4 using the DPM method. Due to a lack of space, we do not present the details of the
DPM model here, but instead refer the reader to (2; 8; 6; 11).
There are different ways of performing inference in a DPGM model. One can choose to use either
Gibbs sampling (non-collapsed or collapsed) or variational inference, for example. In implement-
ing our calibration model, we use the variational inference method described in (10). We chose it
because it has fast convergence. We will refer to it as DPM .
5 Empirical Results
This section describes the set of experiments that we performed to evaluate the performance of
calibration methods described above. To evaluate the calibration performance of each method, we
ran experiments on both simulated and on real data. For the evaluation of the calibration methods,
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Table 2: Experimental results on size of calibration dataset
(a) SVM Linear
102 103 104 105 106 Base SVM
AUC 0.82 0.84 0.85 0.85 0.85 0.49
MCE 0.40 0.15 0.07 0.05 0.03 0.52
ECE 0.14 0.05 0.03 0.02 0.01 0.28
(b) SVM Quadratic Kernel
102 103 104 105 106 Base SVM
AUC 0.99 1.00 1.00 1.00 1.00 1.00
MCE 0.14 0.09 0.03 0.01 0.01 0.36
ECE 0.03 0.01 0.00 0.00 0.00 0.15
we used 5 different measures. The first two measures are Accuracy (Acc) and the Area Under the
ROC Curve (AUC), which measure discrimination. The three other measures are the Root Mean
Square Error (RMSE), Expected Calibration Error (ECE), and Maximum Calibration Error (MCE),
which measure calibration.
Simulated data. For the simulated data experiments, we used a binary classification dataset in
which the outcomes were not linearly separable. The scatter plot of the simulated dataset is shown
in Figure 2. The data were divided into 1000 instances for training and calibrating the prediction
model, and 1000 instances for testing the models.
To conduct the experiments on simulated datasets, we used two extreme classifiers: support vector
machines (SVM) with linear and quadratic kernels. The choice of SVM with linear kernel allows
us to see how the calibration methods perform when the classification model makes over simplify-
ing (linear) assumptions. Also, to achieve good discrimination on the data in figure 2, SVM with
quadratic kernel is intuitively an ideal choice. So, the experiment using quadratic kernel SVM al-
lows us to see how well different calibration methods perform when we use an ideal learner for the
classification problem, in terms of discrimination.
As seen in Table 1, KDE and DPM based calibration methods performed better than Platt and iso-
tonic regression in the simulation datasets, especially when the linear SVM method is used as the
base learner. The poor performance of Platt is not surprising given its simplicity, which consists of a
parametric model with only two parameters. However, isotonic regression is a nonparametric model
that only makes a monotonicity assumption over the output of base classifier. When we use a linear
kernel SVM, this assumption is violated because of the non-linearity of data. As a result, isotonic
regression performs relatively poorly, in terms of improving the discrimination and calibration ca-
pability of a base classifier. The violation of this assumption can happen in real data as well. In
order to mitigate this pitfall, Menon et. all (13) proposed using a combination of optimizing AUC
as a ranking loss measure, plus isotonic regression for building a ranking model. However, this is
counter to our goal of developing post-processing methods that can be used with any existing clas-
sification models. As shown in Table 1b, even if we use an ideal SVM classifier for these linearly
non-separable datasets, our proposed methods perform better or as well as does isotonic regression
based calibration.
As can be seen in Table 1b, although the SVM base learner performs very well in the sense of
discrimination based on AUC and Acc measures, it performs poorly in terms of calibration, as
measured by RMSE, MCE, and ECE. Moreover, all of the calibration methods retain the same
discrimination performance that was obtained prior of post-processing, while improving calibration.
Also, Table 2 shows the results of experiments on using the histogram-binning calibration method
for different sizes of calibration sets on the simulated data with linear and quadratic kernels. In these
experiments we set the size of training data to be 1000 and we fixed 10000 instances for testing the
methods. For capturing the effect of calibration size, we change the size of calibration data from
102 up to 106, running the experiment 10 times for each calibration set and averaging the results.
As seen in Table 2, by having more calibration data, we have a steady decrease in the values of the
MCE and ECE errors.
Real data. In terms of real data, we used a KDD-98 data set, which is available at UCI KDD
repository. The dataset contains information about people who donated to a particular charity. Here
the decision making task is to decide whether a solicitation letter should be mailed to a person or
not. The letter costs (which costs $0.68). The training set includes 95, 412 instances in which it is
known whether a person made a donation, and if so, how much the person donated. Among all these
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Table 3: Experimental Results on KDD 98 dataset
(a) Logistic Regression
LR Hist Plat IsoReg KDE DPM
RMSE 0.500 0.218 0.218 0.218 0.218 0.219
AUC 0.613 0.610 0.613 0.612 0.611 0.613
ACC 0.56 0.95 0.95 0.95 0.95 0.95
MCE 0.454 0.020 0.013 0.030 0.004 0.017
ECE 0.449 0.007 0.004 0.013 0.002 0.003
Profit 10560 13183 13444 13690 12998 13696
(b) Naı¨ve Bayes
NB Hist Plat IsoReg KDE DPM
RMSE 0.514 0.218 0.218 0.218 0.218 0.218
AUC 0.603 0.600 0.603 0.602 0.602 0.603
ACC 0.622 0.949 0.949 0.949 0.949 0.949
MCE 0.850 0.008 0.008 0.046 0.005 0.010
ECE 0.390 0.004 0.004 0.023 0.002 0.003
Profit 7885 11631 10259 10816 12037 12631
(c) SVM Linear
SVM Hist Plat IsoReg KDE DPM
RMSE 0.696 0.218 0.218 0.219 0.218 0.218
AUC 0.615 0.614 0.615 0.500 0.614 0.615
ACC 0.95 0.95 0.95 0.95 0.95 0.95
MCE 0.694 0.011 0.013 0.454 0.003 0.019
ECE 0.660 0.004 0.004 0.091 0.002 0.004
Profit 10560 13480 13080 11771 13118 13544
training cases, 4, 843 were responders. The validation set includes 96, 367 instances from the same
donation campaign of which 4, 873 where responders.
Following the procedure in (19; 20), we build two models: a response model r(x) for predicting the
probability of responding to a solicitation, and the amount model a(x) for predicting the amount of
donation of person x. The optimal mailing policy is to send a letter to those people for whom the
expected donation return r(x)a(x) is greater than the cost of mailing the letter. Since in this paper
we are not concerned with feature selection, our choice of attributes are based on (12) for building
the response and amount prediction models. Following the approach in (21), we build the amount
model on the positive cases in the training data, removing the cases with more than $50 as outliers.
Following their construction we also provide the output of the response model r(x) as an augmented
feature to the amount model a(x).
In our experiments, in order to build the response model, we used three different classifiers: SVM ,
LogisticRegression and naiveBayes. For building the amount model, we also used a support
vector regression model. For implementing these models we used the liblinear package (7). The
results of the experiment are shown in Table 3. In addition to previous measures of comparison, we
also show the amount of profit obtained when using different methods. As seen in these tables, the
application of calibration methods results in at least $3000 more in expected net gain from sending
solicitations.
5.1 The Calibration Dataset
In all of our experiments, we used the same training data for model calibration as we used for model
construction. In doing so, we did not notice any over-fitting. However, if we want to be completely
sure not to over-fit on the training data, we can do one of the following:
• Data Partitioning: This approach uses different data sets for model training and model
calibration. The amount of data that is needed to calibrate models is generally much less
than the amount needed to train them, because the calibration feature space has a single
dimension. We observed that approximately 1000 instances are sufficient for obtaining
well calibrated models, as is seen in table [2].
• Leave-one-out: If the amount of available training data is small, and it not possible to do
data partitioning, we can use a leave-one-out (or k-fold variation) scheme for building the
calibration dataset. In this approach we learn a model based onN−1 instances, test it on the
one remaining instance, and save the resulting one calibration instance (xi, yˆ−i, zi), where
yˆ−i is the predicted value for xi using the model trained on the remaining data points. We
repeat the process for all examples and we have the calibration dataset {(xi, yˆ−i, zi)}Ni=1
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6 Conclusion
In this paper, we described two measures for evaluating the calibration capability of a binary classi-
fier called maximum calibration error (MCE) and expected calibration error (ECE). We also proved
three theorems that justify post processing as an approach for calibrating binary classifiers. Specif-
ically, we showed that by using a simple histogram-binning calibration method we can improve the
calibration of a binary classifier, in terms ofMCE andECE, without sacrificing the discrimination
performance of the classifier, as measured in terms of AUC. The other contribution of this paper
is to introduce two extensions of the histogram-binning method that are based on kernel density
estimation and on the Dirichlet process mixture model. Our experiments on simulated and real data
sets showed that the proposed methods performed well and are promising, when compared to two
popular, existing calibration methods.
In future work, we plan to investigate the conjecture that histogram-binning that uses equal fre-
quency bins is a mini-max (or near mini-max) rate classifier, as equal width binning is known to be.
Our extensive experimental studies comparing histogram binning with equal frequency and equal
width bins provides support that this conjecture is true. We also would like to show similar theo-
retical proofs for kernel density estimation. Another direction for future research is to extend the
methods described in this paper to multi-class calibration problems.
7 Appendix A
In this appendix, we give the sketch of the proofs for the ECE and AUC bound theorems mentioned
in Section 3 (Calibration Theorems). It would be helpful to review the Section 2 (Notations and
Assumptions) of the paper before reading the proofs.
7.1 ECE Bound Proof
Here we show that using histogram binning calibration method, ECE converges to zero with the rate
of O(
√
B
N ). Lest’s define Ei as the expected calibration loss on bin B˜i for the histogram binning
method. Following the assumptions mentioned in Section 3 about MCE bound theorem, we have
Ei = E(|ei − oi|). Also, using the definition of ECE and the notations in Section 2, we can rewrite
ECE as the convex combination ofEis. As a result, in order to bound ECE it suffices to show that all
of its Ei components are bounded. Recall the concentration results proved in MCE bound theorem
in the paper we have:
P{|oi − ei| > } ≤ 2kie
−N2
2B , (6)
also let’s recall the following two identities:
Lemma 7.1. if X is a positive random variable then E[X] =
∫∞
0
P(X > t)dt
Lemma 7.2.
∫∞
0
e−x
2
dx =
√
pi
2
Now, using the concentration result in Equation 6 and applying the two above identities we can
bound Ei to write Ei ≤ C
√
B
N , where C is a constant. Finally, since ECE is the convex combi-
nation of Ei’s we can conclude that using histogram binning method, ECE converges to zero with
the rate of O(
√
B
N ).
7.2 AUC Bound Proof
Here we show that the worst case AUC loss using histogram binning calibration method would be
at the rate of O( 1B ). For proving the theorem, let’s first recall the concentration results for ηˆi and θˆi.
Using Hoeffding’s inequality we have the following:
P{|θˆi − θ| ≥ } ≤ 2e
−2N2
B (7)
P{|ηˆi − η| ≥ } ≤ 2e−2N2 (8)
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The above concentration inequalities show that with probability 1 − δ we have the following in-
equalities:
|θˆi − θi| ≤
√
B
2N
log(
2
δ
) (9)
|ηˆi − ηi| ≤
√
1
2N
log(
2
δ
) (10)
The above results show that for the large amount of data with high probability, ηˆi is concentrated
around ηi and θˆi is concentrated around around θi.
Based on (1) the empirical AUC of a classifier φ(.) is defined as follow:
ˆAUC =
1
mn
∑
i:zi=1
∑
j:zj=0
I(yi > yj) +
1
2
I(yi = yj) (11)
Where m and n as mentioned in section [2] (assumptions and notations) in main script are respec-
tively the total number of positive and negative examples. Computing the expectation of the equation
11 gives the actual AUC as following:
AUC = Pr{yi > yj |zi = 1, zj = 0}+ 1
2
Pr{yi = yj |zi = 1, zj = 0} (12)
It would be nice to mention that using the MacDiarmid concentration inequality it is also possible
to show that the empirical ˆAUC is highly concentrated around true AUC (1).
Recall pin is the space of output of base classifier (φ). Also, pout is the space of output of trans-
formed probability estimate using histogram binning. Assume B1, . . . , BB are the non-overlapping
bins defined on the pin in the histogram binning approach. Also, assume yi and yj are the base clas-
sifier outputs for two different instance where zi = 1 and zj = 0. In addition, assume yˆi and yˆj are
respectively, the transformed probability estimates for yi and yj using histogram binning method.
Now using the above assumptions we can write the AUC loss of using histogram binning method as
following:
AUC Loss = AUC(y)−AUC(yˆ) (13)
= P{yi > yj |zi = 1, zj = 0}+ 1
2
P{yi = yj |zi = 1, zj = 0}
− (P{yˆi > yˆj |zi = 1, zj = 0}+ 1
2
P{yˆi = yˆj |zi = 1, zj = 0}) (14)
By partitioning the space of uncalibrated estimates pin one can write the AUC Loss as following:
AUC Loss =
∑
K,L
(P{yi > yj , yi ∈ BK , yj ∈ BL|zi = 1, zj = 0} − P{yˆi > yˆj , yi ∈ BK , yj ∈ BL|zi = 1, zj = 0})
+
∑
K
(P{yi > yj , yi ∈ BK , yj ∈ BK |zi = 1, zj = 0}+ 1
2
P{yi = yj , yi ∈ BK , yj ∈ BK |zi = 1, zj = 0}
− 1
2
P{yˆi = yˆj , yi ∈ BK , yj ∈ BK |zi = 1, zj = 0})
(15)
Where we make the following reasonable assumption that simplifies our calculations:
• Assumption 1 : θˆi 6= θˆj if i 6= j
Now we will show that the first summation part in equation 15 will be less than or equal to zero.
Also, the second summation part will go to zero with the convergence rate of O( 1B ).
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First Summation Part
Recall that in the histogram binning method the calibration estimate yˆ = θˆK if y ∈ BK . Also,
notice that if yi ∈ BK , yj ∈ BL and K > L then we have yi > yj for sure. So, using the above
facts we can rewrite the first summation part in equation 15 as following:
Loss1 =
∑
K>L
P{yi ∈ BK , yj ∈ BL|zi = 1, zj = 0} −
∑
K,L
P{θˆK > θˆL, yi ∈ BK , yj ∈ BL|zi = 1, zj = 0}
(16)
We can rewrite the above equation as following:
Loss1 =
∑
K>L
(P{yi ∈ BK , yj ∈ BL|zi = 1, zj = 0}
− P{θˆK > θˆL, yi ∈ BK , yj ∈ BL|zi = 1, zj = 0}
− P{θˆL > θˆK , yi ∈ BL, yj ∈ BK |zi = 1, zj = 0})
(17)
Next by using the Bayes’ rule and omitting the common denominators among the terms we have the
following:
Loss1 ∝
∑
K>L
(
P{zi = 1, zj = 0|yi ∈ BK , yj ∈ BL}
− P{θˆK > θˆL, zi = 1, zj = 0|yi ∈ BK , yj ∈ BL}
− P{θˆL > θˆK , zi = 1, zj = 0|yi ∈ BL, yj ∈ BK}
)
× P{yi ∈ BL, yj ∈ BK}
(18)
We next show that the term inside the parentheses in equation 18 is less or equal to zero by using
the i.i.d. assumption and the notations we mentioned in Section 2, as following:
Inside Term(IT ) = (θK(1− θL)
− I{θˆK > θˆL}θK(1− θL)
− I{θˆL > θˆK}θL(1− θK))
(19)
Now if we have the case θˆK > θˆL then IT term would be exactly zero. if we have the case that
θˆL > θˆK then the inside term would be equal to:
IT = θK(1− θL)− θL(1− θK)
' θˆK(1− θˆL)− θˆL(1− θˆK)
≤ 0 (20)
where the last inequality is true with high probability which comes from the concentration results
for θˆi and θi in equation 7.
Second Summation Part
Using the fact that in the second summation part yˆi = θˆK and yˆj = θˆK , we can rewrite the second
summation part as:
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Loss2 =
∑
K
((P{yi > yj , yi ∈ BK , yj ∈ BK |zi = 1, zj = 0}+ 1
2
P{yi = yj , yi ∈ BK , yj ∈ BK |zi = 1, zj = 0})
− (1
2
P{yi ∈ BK , yj ∈ BK |zi = 1, zj = 0}))
≤
∑
K
(P{yi ∈ BK , yj ∈ BK |zi = 1, zj = 0} − 1
2
P{yi ∈ BK , yj ∈ BK |zi = 1, zj = 0})
=
1
2
∑
K
P{yi ∈ BK , yj ∈ BK |zi = 1, zj = 0})
(21)
Using the Bayes rule and iid assumption of data we can rewrite the equation 21 as following:
Loss2 ≤ 1
2
∑
K P{zi = 1, zj = 0|yi ∈ BK , yj ∈ BK} × P{yi ∈ BK , yj ∈ BK}
P{zi = 1, zj = 0}
=
1
2
∑
K P{zi = 1, zj = 0|yi ∈ BK , yj ∈ BK} × P{yi ∈ BK}P{yj ∈ BK}∑
K,L P{zi = 1, zj = 0|yi ∈ BK , yj ∈ BL} × P{yi ∈ BK}P{yj ∈ BL}
=
1
2
∑
K P{zi = 1, zj = 0|yi ∈ BK , yj ∈ BK} × η2K∑
K,L P{zi = 1, zj = 0|yi ∈ BK , yj ∈ BL} × ηKηL
=
1
2
∑
K P{zi = 1, zj = 0|yi ∈ BK , yj ∈ BK}∑
K,L P{zi = 1, zj = 0|yi ∈ BK , yj ∈ BL}
(22)
Where the last equality comes from the fact that ηK and ηL are concentrated around their empirical
estimates ηˆK and ηˆL which are equal to 1B by construction (we build our histogram model based on
equal frequency bins).
Using the i.i.d. assumptions about the calibration samples, we can rewrite the equation 22 as fol-
lowing:
Loss2 ≤
∑
K P{zi = 1|yi ∈ BK}P{zj = 0|yj ∈ BK}
2
∑
K P{zi = 1|yi ∈ BK} ×
∑
L P{zj = 0|yj ∈ BL}
=
∑B
k=1 θk(1− θk)
2
∑B
k=1 θk ×
∑B
l=1(1− θl)
≤ 1
2B
(23)
Where the last inequality comes from the fact that the order of {(1 − θ1), . . . , (1 − θB)}’s is com-
pletely reverse in comparison to the order of {θ1, . . . , θB} and applying Chebychev’s Sum inequal-
ity.
Theorem 7.1. (Chebyshev’s sum inequality) if a1 ≤ a2 ≤ . . . ≤ an and b1 ≥ b2 ≥ . . . ≥ bn then
1
n
∑n
k=1 akbk ≤ ( 1n
∑n
k=1 ak)(
1
n
∑n
k=1 bk)
Now the facts we proved above about Loss1 and Loss2 in equations 23 and 20 shows that the worst
case AUC Loss is upper bounded by O( 1B ) Using histogram binning calibration method.
Remark It should be noticed, the above proof shows that the worst case AUC loss at the presence
of large number of training data point is bounded by O( 1B ). However, it is possible that we even
gain AUC power by using histogram binning calibration method as we did in the case we applied
calibration over the linear SVM model in our simulated dataset.
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