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Dada a complexidade da consulta ou a pouca informação disponível para a configuração             
de um sistema de busca de imagens com realimentação de relevância, o conjunto inicial              
de resultados, anterior à primeira interação do usuário, pode não apresentar informações            
relevantes suficientes. Isso pode acarretar em um feedback com pouca informação e            
consequente dificultar a etapa de aprendizado. Por ser uma abordagem interativa, a            
influência do primeiro resultado propaga-se para as demais iterações, dado que o            
resultado inicial ruim limita a troca de informação entre o usuário e o sistema (Calumby               
et al​, 2017) e consequentemente os modelos de aprendizado da intenção do usuário.             
Visando atenuar este problema, é imprescindível que o resultado da primeira interação            
seja o melhor possível. 
Um abordagem proposta para este cenário, conhecida como agregação de          
rankings (Lin​, ​2010), é a combinação de resultados obtidos a partir de diferentes             
critérios de ranking, por exemplo, diferentes características visuais das imagens ou           
métricas de ranking baseadas no texto associado à elas. Esta fusão pode ser realizada de               
diferentes formas, incluindo algoritmos de agregação de rankings e algoritmos de           
reranqueamento (Mei et al, ​2014). Utilizar métodos de fusão de rankings, de modo             
geral, permitem resultados superiores à utilização dos critérios de modo isolado ou com             
técnicas simples de combinação de escores de relevância. Considerando a importância           
de um bom conjunto inicial de resultados nos sistemas de recuperação interativa, este             
trabalho avalia experimentalmente a redução do ​cold-start por meio da exploração de            
métodos de agregação de rankings. 
 
METODOLOGIA 
As técnicas de agregação de rankings podem ser divididas em duas categorias            
principais: baseadas em escores ou baseadas em ordem. No primeiro grupo, a função de              
agregação leva como entrada as informações de pontuação dos objetos de cada lista. Na              
segunda, apenas a ordem relativa entre os documentos é considerada(Muñoz ​et al​,            
2015). Dentre as técnicas baseadas em escores, pode-se destacar a família Comb*            
(Shaw & Fox, 1994) (e.g., CombMIN, CombMAX, CombSUM, CombMED,         
CombMNZ e CombANZ). Em relação aos métodos baseados em posição, pode-se citar            
o Median Rank Aggregation (MRA) (Fagin ​et al, 2003), Reciprocal Rank Fusion (RRF)             
(Cormack​ et al,​ 2009) e Borda Count (Young, 1974).  
Para melhorar o ranking inicial de um sistema de recuperação interativa de            
imagens, (Calumby ​et al​, 2014) apresenta um método de agregação baseado em escores.             
Neste método, a similaridade entre dois objetos é definida como o valor médio de todas               
as medidas de similaridade disponíveis considerando múltiplas características visuais e          
textuais. Para consultas com mais de um objeto, os itens de coleção são classificados              
com base no valor mínimo de distância para cada objeto  da consulta. 
Nesse trabalho foi utilizada a coleção ImageCLEF Photographic Retrieval Task          
que é formada por 20.000 imagens heterogêneas, em que cada imagem está associada a              
metadados textuais, como título, data e descrição dos conteúdos semânticos e visuais da             
imagem. Esta base de dados conta com 39 consultas compostas por um fragmento de              
texto e três imagens de exemplo para cada. Os experimentos basearam-se em sete             
descritores visuais globais (Penatti et al, ​2012) baseados em cor (GCH, BIC, ACC e              
JAC) e textura (CCOM, LAS, e QCCH). Para a modalidade textual, utilizou-se seis             
medidas de similaridade entre o texto da consulta e a descrição das imagens, sendo elas:               
Cosseno, BM25 (Baeza-Yates & Ribeiro-Neto, 2008), Dice, Jaccard (Lewis et al​,           
2006), tf-idf-sum (dos Santos et al, ​2009) e Bag-of-words (intersecção de termos            
normalizada). Foram aplicadas as técnicas de remoção de stop-words e stemização.           
Apenas os metadados em inglês foram considerados. 
Nos experimentos foram utilizadas métodos de agregação baseados em escores e           
em ordem. Dentre as métricas baseadas em escores, aplicou-se os métodos da família             
Comb*, sendo eles: CombMAX, CombMIN, CombSUM, CombANZ, CombMNZ, e         
CombMED. Dentre as medidas baseadas em ordem, considerou-se: MRA, RRF e           
Borda. Para cada um dos descritores, foi gerado um ranking das 20.000 imagens da              
base. Estes rankings foram usados como entrada para os métodos de agregação. Foram             
definidas 3 configurações de experimentos. A primeira considerou apenas os descritores           
visuais, enquanto na segunda considerou-se apenas os descritores textuais. O terceiro           
experimento utilizou uma configuração multimodal, utilizando visuais e textuais. 
 
RESULTADOS E DISCUSSÃO 
Considerando que cada um dos rankings gerado pelos descritores contém todas as            
imagens de base de dados, o método CombSUM e suas derivações (CombMED,            
CombANZ e CombMNZ) apresentaram o mesmo resultado, visto que as derivações           
diferenciam-se especificamente pelo modo como levam em consideração a quantidade          
de rankings onde a imagem está presente. Assim, apresentamos aqui apenas os            
resultados do método CombSUM. Os rankings obtidos com os métodos de agregação            
foram comparados com aqueles obtidos com o método proposto por (Calumby et al​,             
2014) (aqui denominado MinAvg). Para avaliação, utilizou-se curvas de Precisão          
(P@N). A Figura 1 apresenta os resultados obtidos com os descritores visuais. A Figura              
2 apresenta o comparativo considerando os descritores textuais.  
 
                       Figura 1​. Comparativos dos resultados utilizando                     ​Figura 2. ​ Comparativos dos resultados utilizando  
                       apenas descritores visuais.                                                           apenas  descritores textuais. 
 
Os resultados demonstra que os métodos avaliados, quando utilizaram rankings          
baseados em apenas uma modalidade(visual ou textual), não conseguiram obter          
resultados superiores ao baseline. Entretanto, ao analisar os resultados na Figura 1,            
percebe-se há uma sobreposição em termos de P@N entre o MinAvg e os métodos              
CombSUM, MRA, RRF. Na Figura ​2, pode-se perceber que também há uma            
equivalência entre o MinAvg e o CombSUM.A Figura ​3 apresenta os resultados obtidos             
com cada um dos métodos de agregação com a configuração multimodal . Percebe-se             
que os métodos MRA e RRF apresentaram ganhos expressivos em termos de P@N em              
relação ao MinAvg nas primeiras posições do ranking. Além dos ganhos numéricos em             
termos de P@N nas primeiras posições, verificou-se com 95% de confiança por meio             
do teste de Wilcoxon que esses ganhos são estatisticamente significativos. Para as            
demais posições do rankings os métodos foram estatisticamente equivalentes.  
 
Figura 3​. Comparativos dos resultados para a configuração multimodal. 
 
CONSIDERAÇÕES FINAIS 
Neste trabalho, apresentamos uma avaliação experimental de técnicas de agregação de           
rankings em cenários de buscas textuais, visuais e multimodais. Considerando a           
abordagem multimodal, resultados promissores foram alcançados em relação ao         
baseline. Os ganhos no topo do ranking são benéficos ao usuário, pois uma maior              
presença de imagens relevantes nas primeiras posições permite ao usuário fornecer um            
bom feedback sem a necessidade de inspecionar para todos os itens. Vale destacar que              
nas configurações utilizadas nos experimentos, cada um dos descritores gerou um           
ranking utilizando todas as 20.000 imagens contidas na base de dados. Portanto, uma             
nova etapa de experimentação pode ser realizada para avaliar a qualidade dos métodos             
de agregação quando apenas os top-k itens são utilizados como entrada para os métodos              
de agregação.  
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