Abstract-We consider the problem of designing systems for the transmission of video signals of the quality found in current television broadcasts, over high-speed segments of the public IP network. Our most important contribution is the definition of a network/coder interface for IP networks which gathers channel state information, and then sets parameters of the video coder to maximize the quality of the signal delivered to the receiver, while remaining fair to other data or video connections. This interface plays a role analogous to that of a Leaky Bucket controller, in that it specifies traffic shaping parameters which result in simultaneous good Quality-of-Service (QoS) for the source and good network performance. Since the network is not assumed to provide any form of QoS guarantee, fundamental to our construction is a hidden Markov model for the channel, based on which the interface solves a problem of optimal stochastic control, to decide how to configure the encoder. Other contributions are a) modifications to the standard Internet transport protocol, to make it suitable for the transport of delay-constrained traffic and to gather channel state information, and b) the design of an error-resilient video coder. Experimental studies reveal that the proposed system is able to stream video signals of the quality of current TV-broadcasts, among hosts in wide-area networks connected to the experimental vBNS backbone.
I. INTRODUCTION
T HE MAIN goal pursued in this paper is the design and implementation of a system to transmit in real time highquality video signals over the public network. By high-quality we mean signals encoded at bit rates resulting in the reproduction quality attained by current TV-broadcasts, i.e., transmission of CCIR601 color signals at bit rates in the range 4-9 Mbits/s.
Systems for streaming video at such high bit rates are of interest, for example, to video-on-demand applications (such as web servers). Most existing streaming systems however typically operate at bit rates in the range of 40-50 Kbits/s, mainly because a significant portion of Internet users are connected via dialup lines whose capacity is limited to at most 56 Kbits/s (under the most optimistic assumptions). However, it is our belief that the limitations on channel capacity imposed by "the last mile" are only temporary. New technologies (e.g., DSL modems), promise the delivery of substantially higher data rates. Thus, from a research perspective, it makes sense to consider design issues for future systems free from the very low bit rate constraint. Furthermore, video coding at very low bit rates is a problem that has already received significant attention, for which a number of good solutions do already exist (e.g., H.263).
Note that this paper would be pointless if, provided with enough bandwidth, these existing low bit rate systems could be scaled up to stream high-quality signals. However, this is not the case. Streaming high-quality video poses technical challenges at all levels in a system design, and a new family of communication protocols and signal processing algorithms is required. Specifically, when freed from the low bit rate constraint, some new interesting problems are:
Communications and Control: What are realistic models for the network channel, that can be used by applications to effectively perform joint source/channel coding tasks? Given one such model, what are efficient algorithms to identify its parameters and complexity? How can channel states be estimated? What control strategies should be applied at the interface between the source and the channel, to ensure efficient usage of the network resources and a high quality signal reproduction?
Signal Processing: What are good ways of trading off compression efficiency and robustness to errors? This is particularly relevant in our context, since at middle/high bit rates some compression efficiency can often be sacrificed without a noticeable degradation of the decoded signal.
Information Theory: For each of the concrete problems discussed above there is a more fundamental version of the same problem. What are relevant properties of the channel under consideration? What is an appropriate definition of capacity for this channel? What performance bounds apply to coders that signal information across this channel?
It has been argued recently that "fifty years from now … telecommunications will likely be dominated by packet data/voice transmitted over wide-area networks like the Internet … the challenge will be to understand the network as a whole and to guarantee end-to-end quality of service" [2] . We believe the questions we pose (and start to answer) in this paper are very meaningful, well aligned with this vision.
A. Video Transmission over IP Networks
The problem of sending video over IP has essentially two main components: video data compression, and design of communication protocols, as illustrated In this case, all the intelligence goes into the design of good data compression algorithms, but it is assumed that the network is a black-box-a fixed, standard pipe, with no differentiation of packets at the socket level or below.
the resulting bit stream with channel codes, and using one of the standard Internet transport protocols to transmit the resulting data stream. If the source bit rate is low enough and the channel is not too congested then it is possible to use TCP, in which case no errors occur and therefore there is no need for channel codes. Otherwise, UDP is used with a constant packet injection rate, and low-redundancy channel codes are used to protect against infrequent lost packets. Fig. 2 illustrates these concepts.
The main drawback of this approach is that, essentially, it does not deal well with the time-varying nature of the channel. To avoid having to deal with these time-variations, the channel is severely underutilized, by using a low bit rate coder [27] . This is because at higher injection rates, fluctuations in the packet loss rate make it very difficult to guarantee a low probability of decoding error. At higher bit rates, a careful matching of Reed-Solomon (RS) codes to the importance of different portions of an MPEG-2 stream has been proposed [1] . However, in this case it is unclear how to adjust the parameters of the RS codes for different channel conditions, leading to possibly overly conservative estimates of the required amount of redundancy. Furthermore, with UDP applications are responsible for performing their own congestion avoidance and control, which is a very bad idea, since potentially misbehaving sources may cause severe degradation of the overall network performance [7] , [23] , [37] .
2) A Networking-Only View of the Problem: Another widely used approach consists of designing new transport protocols, but using either standard video coding algorithms which generate a fixed syntax for the compressed bit stream [4] , or by using layered coding techniques [29] , [38] .
This approach has certain advantages over the one discussed above, the first and most obvious one being that flow control is part of the protocol, and therefore the resulting video flows are indeed good network citizens [29] . Besides, since the bit stream syntax is known, there are some games that can be played in the presence of congestion: for example, it is possible to put all the blocks along a given motion trajectory into a single packet, so that if this packet is lost the entire motion path is lost and therefore error propagation is limited [3] . Also, it is possible to retransmit packets selectively depending on, for example, whether a lost packet contains intra-coded blocks or not [9] . Fig. 3 illustrates these concepts.
The main drawback of this approach is that they are all limited in performance by the nature of the coders used. Video coders based on multiresolution techniques are inherently mis- Fig. 3 . Approach centered around the design of network protocols. In this case, all the intelligence goes into the design of good communication protocols, but it is assumed that the coder is a black-box-fixed, typically one of the standards (MPEG-x, H.26x).
matched to a network which provides no form of packet differentiation. Plus, since the modified protocols cannot ensure error-free transmission, when errors do indeed occur, the quality of the decoded signals suffers severely because of lack of robustness in the coders used.
B. The Need for Joint Source/Channel Coding
Consider Fig. 1 again. One can easily recognize in that picture Shannon's structure for a communications system [33] : there is a module in charge of removing redundancy in the source (the video coder), there is a module in charge of protecting the data against possible channel impairments (the transmission protocol), there is a channel (the network), and there are modules that invert the previous steps. Under this light, it is clear that the approaches previously described are essentially based on the Source/Channel Separation Theorem [6, Ch. 8] : this is the first indicator of "trouble," since packet networks are perhaps the best example of a channel for which the hypotheses of the separation theorem do not apply. Even disregarding practical issues of complexity of the encoders/decoders, it is well known that the separation principle does not hold under delay constraints, under channel uncertainty, and for multiple access channels, all of which are present in a packet network. In our approach instead, we propose to design a data compression algorithm jointly with the transmission protocol that will be used to move the resulting compressed stream, as illustrated in Fig. 4 .
To accomplish our goal, there are essentially two issues that we need to consider 1) we need to understand properties of the channel, to be able to design efficient methods for encoding and transmitting information across it and 2) we need to design an interface between the network and the coder, which can estimate and track channel state fluctuations, as well as present this information in a useful manner to the encoder.
C. Network/Coder Interface
The design of interfaces between networks and applications is a problem that has received significant attention. However, most of the work so far has focused on transmission and traffic regulation over asynchronous transfer mode (ATM) networks [8] , [26] , of which perhaps the simplest example is the Leaky Bucket controller [24] . Video over ATM was of interest because of two reasons: 1) ATM was thought of as one of the candidate transport technologies for future broadband integrated services data networks (B-ISDN) all the way to the end user and 2) ATM networksareabletoprovideQuality-of-Service(QoS)guarantees . Network/coder interface. In our approach, we design jointly the three most important components of our communications system: the source coder, the transport protocol, and the interface between these two. We claim that a clean interface among these components far outweighs the importance of fully optimizing each of the individual components independently of the others.
for applications. Work has been done on the problem of streaming video over ATM networks [22] , [28] , and more specifically and related to what we need, on the design of controllers which, sitting at the network/coder interface, set parameters of the encoder so as to maximize the quality of the video signal delivered to the receiver, subject to the constraint of complying with the traffic flow contract enforced by the network [13] . Current IP networks are inherently different from ATM networks however, in that they take a best-effort approach to packet transmission and routing, and hence in that no QoS guarantees whatsoever are provided. 1 As a result, there is no contract to be negotiated between the source and the network, and hence there are no policing mechanisms applied by the network at its interface with the source. The source is expected to inject packets in a "responsible" manner (e.g., using the flow control algorithm of TCP [14] ), because this will result in good performance not only for itself but also for other sources. But there is no mechanism to prevent a source from injecting as many packets as it wants. This poses a complication in the design of controllers such as that of [13] , but in the context of IP networks: if the network does not provide any explicit guidelines as to what the source should do (e.g., in the form of a contract, as in the case of ATM), then what is a good control strategy? How should the controller configure the encoder to ensure smooth and high-quality video playback, when there is uncertainty on key parameters of the communications channel, such as available bandwidth, propagation delay, and packet loss rate?
The answer to these questions can be found in the theory of control of stochastic dynamical systems, which deals precisely with problems of making decisions under uncertainty [16] . However, to be able to apply stochastic control principles, we need to impose a statistical model on the channel, based on 1 Note that there is an IETF effort which attempts to provide QoS guarantees in the context of IP networks (e.g., a number of RFCs on differentiated services approaches). However, the vast majority of high-speed public IP networks still provide only best effort service. This is true even for experimental networks, like vBNS. But even if such services eventually become massively available, pricing considerations and/or multiple users falling within a same class of service make the best-effort case a most important one to consider.
which we can derive probability measures on the uncertain parameters.
D. Main Contributions and Organization of the Paper
A fundamental point we try to make in this paper is that there is an inherent mismatch between properties of state-of-the-art video codersandpropertiesofexistingtransportprotocols,andthatthese designtasks need to be addressed jointly,as illustrated in Fig. 5 .
For this reason, we feel the main contribution presented in this work is the middleware module we put between the network and the coder: we design a controller which adjusts key parameters of the error-resilient coder as a function of channel states. Furthermore, in the process we present a solution to the problem of modeling the channel and of gathering channel state information: we use a hidden Markov model (HMM) to give a statistical description of the behavior of the channel, based on which we can design our controller applying standard stochastic control principles. Other contributions are the design of a TCP-friendly transport protocol (a simple modification of TCP/IP to make it suitable for the transport of delay-constrained data, and to make its internal state visible to upper system layers), and the design of an error-resilient video coder, along the lines of those designed in [32] .
The rest of this paper is organized as follows. In Section II, we present modifications to the TCP protocol, as well as the design of an error-resilient video coder. In Section III, we present the design of the network/coder interface. In Section IV, we present performance results, and in Section V, we present conclusions and discuss issues for future work.
II. TRANSPORT AND CODING

A. Joint Design of Coders and Transport Protocols
In this section, our goal is to define one transport protocol and one algorithm for compressing video signals with a clear and well defined interface.
• The transport protocol is defined such that 1) a hard upper bound can be given on the propagation delay of any one packet in the network and 2) a statistical description of the channel can be given, made available to applications so that these can be configured accordingly.
• The way in which 1) is ensured above is by eliminating retransmissions. Although the flow control algorithm ensures that packet losses are kept low, a nonnegligible number of packets will still be lost. As a result, the coder must be able to reconstructhigh-qualityvideosignalsevenwhenasmallbut arbitrary subset of its data is missing. The idea that properties of the transported signal must affect the design of transport protocols was first defined in Clark and Tennenhouse's Application Level Framing (ALF) protocol architecture [5] , whereas the idea that coders for this application need to be designed based on JSCC principles was first proposed by Garrett and Vetterli [11] . McCanne in his thesis developed the idea that ALF and JSCC are in fact parallel concepts [20] . Our ideas first appeared in [31] , of which this paper is an extended version. Later (and independently), Lee et al. combined (in [17] ) the error-resilience techniques of [21] with the transport protocol of [41] . That work differs from ours however in that, although the protocol and the coder used are based on similar principles (a TCP-like protocol and an error-resilient coder), they never consider the problem of designing a good interface between these two, which is the main topic of our work. Prior to our work the joint design of coders and transport protocols had also been considered by Garrett [10] , Ortega [22] and McCanne [20] . In all cases however, the solutions obtained are based on layered (or multiresolution) coders: as a result, systems designed using these coders are completely different from systems designed using coders like ours, in which all data packets are equally important in terms of decoded signal quality.
B. RT-TCP: Real-Time TCP 1) Mechanics of RT-TCP:
There are three basic modifications that we introduce to the standard TCP.
Elimination of Retransmissions: When the timer for a transmitted packet expires, instead of retransmitting this assumed lost packet (as specified by standard TCP), a new packet is sent.
Redefined Acknowledgment: In TCP, an acknowledged data segment implies all previous segments are available at the receiver [36] . Since without retransmissions some packets will necessarily be lost (because of a continuous probing of available channel capacity), the meaning of ack messages needs to be redefined: an acknowledgment explicitly states the packets received.
Extra Headers: Timestamps,sequencenumbers,andotherinformationneededfor"booking"purposesareaddedtotheheaders.
The main rationale behind these modifications is that they represent the least set of changes needed to have TCP be efficient at carrying traffic with real-time delay constraints. The current Internet works under the assumption that all end-systems react to congestion by adjusting accordingly their packet injection rates. Doing so has a number of benefits, such as keeping network utilization high, or preventing congestion collapse. Another benefit is that of sharing in a fair manner the instantaneous available bandwidth among multiple competing flows, implemented using possibly different protocols. But since most current Internet traffic is based on TCP, it is crucial that any new protocol remains fair to TCP. Our modifications are perhaps the simplest way of accomplishing exactly that. Note however that prior to this work such an approach had not led to feasible system designs: without retransmissions-or else some other mechanism that can ensure error-free transmission-classical layered video coders take a severe performance hit in the presence of even a small amount of randomly placed packet losses (e.g., MPEG).
Note also that being able to use TCPs flow control as is (may be with nonessential changes) has a definite advantage: as far as the network is concerned, the traffic generated by such a source is no different from the traffic generated by bulk TCP transfers. We are motivated to take this "evolutionary" approach to the transport of delay-constrained data (as opposed to "revolutionary" approaches, in which entirely new protocols are built from scratch), by the simple practical observation that TCPs flow control has delivered outstanding network performance over many years, not just in simulations but in actual transmissions performed by a very large number of Internet users. Because of this, we feel it is a good idea to keep flow control as it is now and build applications on top, instead of replacing it with entirely new controllers.
2) A Hidden Markov Model for RT-TCP Channels:
Inorder for upper layers in the communication architecture to use informationaboutchannel states, thefirst requirement isthatofamodel that can be used to "describe" the channel to these higher layers. The development of such models for RT-TCP connections is not a simple task: feedback in the flow control algorithm introduces memory and time-dependencies in the service rate of the channel, renderinginappropriatetheuseofsimpleparameterizationsbased on classical models (e.g., exponential service rate).
Inspired by work on models for flat fading channels [40] , we propose here a Hidden Markov Model (HMM) to capture the statistical properties of RT-TCP channels.
• An RT-TCP connection is regarded as a source that generates 1 and symbols at random times: 1's represent acknowledged packets, and 's unacknowledged packets.
• Time is quantized into intervals of length such that, over any one interval , at most one symbol can be generated. 2 • A discrete-time process is defined by , if no symbols were generated during , else , depending on the symbol that was generated. This process is modeled using an HMM. Once we decide to restrict our attention to the class of HMMs, we still need to deal with the problems of selection of a model order and of parameters for the chosen model.
• RT-TCPs flow control [14] has a distinctive characteristic: it produces short transmission bursts, followed by short periods of silence. During transmission bursts, RT-TCP fires packets into the network continuously until the number of packets "in flight" reaches the size of the congestion window. During periods of silence, RT-TCP waits until the number of packets in flight is reduced below the size of the current congestion window, while at the same time this window size changes (by means of packet acks and/or timeouts). Because of this bursty nature, we propose to use a two-state HMM to model our channel: such models have been proven extremely useful to describe channels that undergo burst noise [12] .
• The standard approach to parameter estimation for HMMs consists of using the Baum-Welch algorithm [39] . Issues specific to the application of this algorithm to RT-TCP data are discussed in Section IV. Preliminary results on our work in progress on these estimation problems will be presented in Section IV. However, an extensive coverage of these topics is intentionally left out of this paper: our goal here is to solve a control problem at the interface between the source at the network, assuming a known channel. Channel estimation and identification is a whole subject in itself, and will be dealt with elsewhere.
C. Error-Resilient Video Coding
Next, we consider the problem of efficiently compressing a video signal into any number of packets. We develop a simple coder with the salient property that the quality of the decoded signal depends only on the number of packets available at the receiver, but not on exactly which packets were received. This section builds heavily on work presented in [32] , hence, many details are omitted.
1) Temporal Dependencies:
The key feature that distinguishes video coding from still image coding is the presence of temporal dependencies among video frames which, if exploited correctly, lead to compression efficiency higher than that attainable by an efficient still image coder applied on each video frame separately. In order to take advantage of these temporal dependencies, the most common techniques are 1) motion compensation, and 2) subband filtering along the time axis as well as in the two spatial directions (known as three-dimensional (3-D) subbands). From a pure compression efficiency viewpoint however, there is a general consensus in the research community that 3-D subband coders do not perform as well as coders based on motion compensation. 3 We claim that in the presence of a dirty channel, that consensus on the superiority of motion compensation techniques over 3-D subband techniques ought to be revised. Motion compensation creates long-range dependencies among portions of the encoded bit streams: as a result, even a small amount of noise in the channel may lead to a significant performance degradation, due to error propagation. On the other hand, no such long-range dependencies exist among 3-D subband coefficients, and hence this representation might potentially perform better in noisy environments. Furthermore, 3-D subbands provide a natural framework in which to perform unequal error protection (UEP): different subbands can be protected with different amounts of redundancy. Such UEP schemes become cumbersome when using motion compensation in the video coder. Because of these reasons, we do not feel we are incurring in any ob- 3 We want to emphasize that this observation relates only to pure compression efficiency. Three-dimensional subband coders are able to provide other functionalities that are much more difficult to provide using a coder based on motion compensation (e.g., scalability in bit rate, image size, and frame rate). In the design of a complete system, these are most important issues to take into account.
vious suboptimalities when we choose to design a robust coder based on 3-D subbands. 4 2) Error-Resilient Subband Coding: Our error resilient video coder works as follows. It takes as input a color sequence in YUV format, of size 352 rows 240 columns 30 frames/s, and blocks it into groups of pictures (GOPs) of 16 frames. Each color band is processed separately. A four-level Haar decomposition is then applied along the temporal and both spatial directions. 5 Each spatio-temporal subband is then encoded using techniques presented in [32] , in the context of robust coding of image subbands.
III. DESIGN OF THE NETWORK/CODER INTERFACE
In this section, we present the most important contribution of this paper: the design of a middleware module that, sitting at the interface between the encoder and the network, sets the parameters of the encoder as a function of channel states. In order to choose these parameters, we need to formulate and solve first a problem of optimal control, and then a problem of optimal allocation of resources.
• The first one is the rate-control problem. Given a sequence of GOPs to transmit, we have to decide how many fixed-length packets to allocate to each GOP. However, there are conflicting goals that need to be met. On one hand, we would like each GOP to get as large a number of packets as possible, because this leads to high-quality signals decoded at the receiver. On the other hand, we would like each GOP to get as small a number of packets as possible, because then the transmission of each GOP will not take a long time, thus preventing future GOPs from arriving in time. These two conflicting goals need to be balanced somehow.
• Once we decide how many packets to allocate to a GOP, and based on a current estimate of the statistics of packet losses, we need to choose parameters of the encoder to be applied on each subband, leading to the best possible quality of the signal reconstructed at the receiver under the given constraints [32] . Control-theoretic concepts have been used before in the context of communication networks. Keshav presents a control-theoretic treatment of the problem of flow control [15] . Li and Nahrstedt apply concepts from classical control theory in the design of a middleware platform for QoS adaptations in a distributed environment [18] . Specifically on video communication problems, Ronda-Prieto considers in his thesis problems of modeling and control of video coders [25] . However, in that thesis it is assumed that the channel is clean (no packet losses) and deterministic (exact knowledge of how long any transmis- 4 We should point out that although this paragraph reflects our own ideas, the potential benefits of using 3-D subbands to send video over error-prone channels appear to have been first recognized in prior work by Srinivasan and Chellappa [35] . 5 However simple the Haar filters may appear to be, in our experiments we found them to be the ones providing by far the best visual quality. Other filters we tried (e.g., the Daubechies 10-18 wavelet), led to PSNR improvements of about 0.3-0.4 dB over the Haar filters. But by virtue of their length, they induce ringing artifacts. And while these may not be objectionable with still images, in video signals they are very visible (in the form of a background flicker effect), and extremely annoying. sion will take). Under those assumptions, all that needs to be controlled is the occupancy levels at the transmitter's output buffer, and the only uncertainty is about the future buffer requirements of a signal that is not assumed known in advance. Our problem is completely different however, since we have a channel that does drop packets, and whose transmission times are also random.
A. Dynamical System Model
Let denote an HMM for the channel, with typical state and sequence , and observation sequence (intuitively, the 's are the sequence of 0's, 1's, and 1's to which we made reference in our informal description of Section II-B). Let denote the number of discrete-time units required to display a GOP. 6 Consider also two functions, and , defined by counts the number of clock ticks it takes to transmit packets over the channel , and counts the number of packets that are lost when sending packets over the channel . 7 As a function of this HMM, we construct a fully-observed dynamical system described by the following equations:
with initial conditions , and the initial distribution of the HMM. These equations should be interpreted as follows.
is a sequence of control actions, which represent the number of packets allocated to the th GOP. is the total number of clock ticks from the beginning of transmission until the transmission of the th GOP starts, and is the number of clock ticks after which the display of the th GOP starts.
is a probability measure on the hidden state, conditioned on the observations available until time . 8 And is a probability measure on the number of packets that will be lost during the transmission of the th GOP. 9 B. Rate Control 1) Problem Formulation: Formally, the problem of rate control is formulated as one of optimal stochastic control of the dynamical system defined by (1)- (3), and for that purpose, we 6 T = (1=30)G =T , where G is the number of frames in a GOP, and T is the time-quantization step. 7 
1
is an indicator function: 1 when the condition P is true, 0 otherwise. 8 is an information state [16, Ch. 6.5] : it captures everything that is known about the unobserved state. 9 Note that in setting up our system model we made the assumption that ack messages are not lost, and therefore that missing acks indicate lost packets. This assumption is consistent with those of [14] .
need to specify criteria for the selection of a control sequence . Our goal is to maintain the receiver clock slightly ahead of the transmitter clock , by a fixed amount (on average). For the system in state , and for a control action , we define the cost is the difference between clocks before the application of control; after control, we expect that difference to become . And we penalize deviations of this difference from a fixed value , using a quadratic cost.
Finally, a Markov policy is obtained as a solution of Why is this a meaningful formulation of our "real-life" problem? To understand this, we study next properties of optimal policies.
2) Properties of an Optimal Controller:
First of all, note that if increases steadily faster than , then unbounded large buffers are required at the receiver to hold data until its scheduled decoding time. In that case, one could also attain better quality of the signal reconstructed at the receiver by increasing the number of packets allocated to each GOP. Conversely, if increases slowly relative to , eventually the receiver will starve. Hence, we see that the mean value of the (closed loop) clock differences should remain constant.
Let us fix a constant value by which should remain ahead of on average, and consider the "meaning" of the cost for large. Since the HMM is stationary and is Markovian, the differences are stationary too (for large ), and hence is independent of (for large ). By the Strong Law of Large Numbers we have that There are two properties of an optimal that are of interest to us. First, it is clear that an optimal controller will make -else the cost is increased by -, thus making the parameter be what we intuitively want it to be: the average amount by which stays ahead of . Second, if in steady state we have , then clearly cannot be a constant, and hence the first condition cannot be satisfied. So we see that for an optimal , the last two terms in the limit drop out. Furthermore, since for large the cost becomes , asymptotically the optimal policy yields a minimum variance controller. This is desirable because it allows us to pick small values of : large values are undesirable because they result in large buffers at the receiver; however, if is "too close" to zero (say, less than a standard deviation), then the probability of the receiver starving is high.
3) Design of a Controller: Our problem is one of optimal control of a stochastic dynamical system. If our observed system were indeed a Markov chain, a natural controller to consider would be the dynamic programming (DP) controller, which is constrained by the DP equations (for ), terminal cost , and where denotes the state transition function defined by equations (1)-(3) . The value of an optimal control is then defined as the attaining the minimum in the cost-to-go [16] .
We have two problems here though. First, the system defined by equations (1)- (3) is not a Markov chain, since the definition of involves sums of observations of an HMM, i.e., of dependent variables. 10 But assume that we were willing to consider the DP controller as a reasonable low-complexity approximation to the optimal controller. Still, even though it may be conceptually straightforward to implement the DP controller (just write a computer program to solve the DP equations), in practice this task may prove to be rather involved. Instead, in this work we design a controller by enforcing the optimality condition that : we define a stationary controller by setting , where is chosen such that is as close as possible to . 11 Our controller is defined as follows.
1) Define a control action 2) For a random variable uniformly distributed over , , define
Note that by definition of , . By time-sharing between and we make sure that, on average,
, which is what we want.
3) The control action applied is
, where is a real number chosen as a function of the state, as illustrated in Fig. 6 .
C. Redundancy Allocation
Space constraints prevent us from presenting a detailed description of how this problem is formulated and solved: here we only mention that this problem is dealt with as one of constrained allocation of resources in the sense of [34] . For full de- 10 In [31] we incorrectly stated that this system has the Markov property. 11 Note that if we are willing to consider approximations to the optimal controller, this is an intuitively natural choice: we want to inject a number of packets that we believe will take about T clock ticks to be transmitted. Fig. 6 . Definition of the weights in our proposed controller. The intuition is that when the applied control action u is smaller than u , on average d will increase, whereas when u > u d will decrease. Hence, our goal is to give "soft pushes" to d to bring it close to d ; and if d gets "too close" to zero (the starvation region), then we want to "push harder." tails on this topic, as well as on implementation details of the proposed controller, the reader is referred to [30, Ch. 4] .
IV. EXPERIMENTAL RESULTS
In this section, we present experimental results testing different aspects of our proposed system.
A. Experimental Setup
The experimental setup is as follows. We installed a transmitter at (Urbana, IL), and we installed receivers at 1) in the Beckman Institute at UIUC, to obtain data for a high speed local area network; 2) in Philadelphia, PA, and in Irvine, CA, to obtain data for connections within the continental United States across different time zones (1 and 2 h difference); and in Lausanne, Switzerland, to obtain data for an intercontinental connection. Our transmitter picks a receiver at random, transmits data for 5 min, and for each transmitted packet it records both its time of departure as well as, if received, the time of arrival of its acknowledgment. Furthermore, for each trace we record transmission parameters of the connection: size of socket buffers, times of transmission start and end, IP addresses of the transmitter and receiver hosts.
B. Dependence of Control on Channel Parameters
In a first experiment, we study properties of our controller for different transmission scenarios: in Fig. 7 we plot the evolution of the clock differences and control actions , for transmission traces measured at different times of the day.
Note a few things.
• During the night (lower network loads), the controller injects more bandwidth than during the day, and the fluctuations of the differences around the sought value are smaller.
• While transmitting GOPs 80-100 during the day, got "too close" to the starvation region: the controller responded by drastically reducing the injected bandwidth, pushing up.
• Except when reacting to disturbances, in steady-state the controller fluctuates smoothly around the available bandwidth: for this specific connection, Mbits/s during the day, Mbits/s during the night.
• A buffer of size 2 GOPs is enough in this case to absorb all clock variations. 
C. Quality of Service
In another experiment, we consider the quality of the signals delivered to the receiver: in Fig. 8 we plot the peak signal-to-noise ratio (PSNR) obtained in a sample transmission, and in Fig. 9 we show an original frame and a sample reconstruction.
Note that there is a gap of about 2 dB between the performance of the single description coder and the performance of the error-resilient coder: this is the price we pay for eliminating retransmissions. We want to point out however three important facts.
• This 2 dB is a worst-case example. We have tried different video sequences at different bit rates, and 2 dB was the largest drop in PSNR we found.
• If PSNR measurements are questionable but still acceptable for still images, for video sequences they are virtually uncorrelated with perceived image quality: we report PSNR numbers because we have no other means of presenting objective quality measurements. Especially at these high bit rates, the reconstruction computed by the single description coder over an ARQ channel and the reconstruction computed by the error-resilient coder with a 3% packet loss rate are visually indistinguishable. Fig. 9 . Quality of the video signal reconstructed at the receiver. Top: original frame #5; bottom: reconstruction with ten packets lost out of 300 transmitted (packet size: 4 Kbytes, injected bandwidth: 9.38 Mbits/s, loss rate: 3%).
• The video coder used as a reference in Fig. 8 (together with MPEG-2) was chosen because it is the "closest" non error-resilient coder to the one we used. This is important to ensure that the PSNR drop shown is not due to differences in the coders, but instead due to elimination of retransmissions. And its performance is seen to be comparable to the standard MPEG-2.
D. Accuracy of the Channel Model 1) Model Order:
In a final experiment, we use one of the traces to estimate parameters for two different models: a twostate chain, and a five -state birth-and-death chain. We also compute a new two-state chain, obtained by collapsing states of the five -state chain. The resulting parameters are shown in Fig. 10 . The usefulness of our proposed two-state HMM is verified by the fact that the distribution of observations induced by both chains is virtually identical. 12 The parameters obtained when fitting a two-state chain are almost identical to those obtained by first fitting a five-state chain and then reducing this one to two states: if more than two states were indeed necessary, this state-reduction process applied to the five-state chain would result in a loss of information, which apparently is not occurring in this case. This is intuitively very pleasing. We argued earlier that our main motivation for considering a two-state HMM was the observation that RT-TCP produces bursts of "silence," followed by bursts of "activity": the two-states discovered in the data by the Baum-Welch algorithm correspond exactly to the silence and activity states, as follows from the probabilities of observations in each state.
2) Initial Conditions for the Baum-Welch Algorithm: A most important issue to deal with when estimating parameters of an HMM using the Baum-Welch algorithm is the choice of initial condition. This algorithm is an iterative procedure which, given a realization of the HMM to be identified, produces a sequence of estimates for the parameters of this HMM such that the probability of the observed sequence is nondecreasing. However, this method is not guaranteed to converge to the global maximum likelihood estimate, and therefore the choice of a good initial condition is critical to the quality of the parameters obtained. Our approach to handling this matter can be described in simple terms by saying that we "manufacture" an initial model in which the average injection and loss rates coincide with that of the measured trace.
Note that an expression for the average bandwidth of a connection, as well as for the average packet loss rate is given by where and are the two states in the chain (for active and silent), and both quantities are expressed in units of packets per time-quantum. To choose appropriate initial conditions, we take the following steps. 1) We choose an arbitrary model: uniform initial probabilities, symmetric transition probabilities with , observation probabilities , , . 2) We apply the Baum-Welch algorithm to the measured trace, using this arbitrary initial condition. 3) We estimate and from the measured trace. 4) We modify the observation probabilities obtained in (2) , so that and as computed from the model is equal to the estimate computed in (3). 5) We run the Baum-Welch algorithm again, with the initial condition of (4). Note that we could continue iterating steps 4) and 5), until a fixed point of the parameter estimates is reached. At this time we have not tried to prove convergence of this procedure to one such fixed point, although we have found empirically that in many cases it does, and furthermore, that it does after a couple of iterations only.
The intuition behind our initialization procedure is that an HMM whose injection and loss rates agree with those of the measured traces should not be "too far away" from the real one, and hence we hope that the local maximum of the likelihood function found by the Baum-Welch algorithm will indeed correspond to the actual channel parameters.
3) Limitations: Our proposed physical interpretation of the states of a chain (in terms of active/silent periods) not only agrees well with intuition, but it also allows us to discover an inherent limitation of the proposed two-state model. Since the model is stationary, if it were entirely accurate, and should remain constant over time. However, as one would intuitively expect, this is not the case: available bandwidths and packet loss rates depend on machine and network loads (which change over time), as illustrated in Fig. 11 .
Such nonstationarities are not captured by our two-state stationary model, which is seen to provide a good approximation in a local sense only: the parameters of the model may need to be re-estimated over time. All these modeling and estimation issues are being currently investigated.
V. CONCLUSIONS
The most important conclusion drawn from these results is that certain high-speed segments of the public Internet do provide an infrastructure that supports the transport of video signals of quality significantly higher than current systems do, even without any form of network QoS guarantees. We proposed a system whose most salient feature is a network/coder interface which plays a role analogous to that of a Leaky Bucket: it specifies traffic-shape constraints which ensure that, if the source complies with the traffic specification, then the network will most likely be able to deliver all the injected data in time to ensure a high-quality smooth video playback, while at the same time remaining fair to other video or data connections. This interface, in combination with minor modifications to existing transport protocols, and a video coder that can reconstruct high-quality video signals in the presence of moderate packet losses, result in a complete system capable of delivering video signals at the quality of current TV-broadcasts.
Note that our proposed mechanism to support QoS does not require modifications to current network infrastructure: our controller derives all its information just from looking at received packet acknowledgment. 13 This is in contrast with proposals to support QoS based on reservations (such as the RSVP protocol [42] ), or based on obtaining fair bandwidth allocations (such as per-flow queueing mechanisms [7] , or per-flow dropping mechanisms [19] ), which specifically require maintaining per-flow state information at different points in the network. Note also that if the network did provide QoS support then our controller could still benefit, by means of having access to extra information on which to condition when computing the recursive updates of (3).
The importance of having been able to attain such high-quality reconstructions using a system that explicitly avoids retransmitting lost data cannot be overemphasized. Channel coding by retransmission of erased data is known to achieve the theoretical capacity of the binary erasure channel [6] , and video coding for clean channels is a problem that has already received a fair amount of attention from the research community. Therefore, if we pretend that the separation theorem holds for packet networks, and disregarding delay constraints, the only theoretical suboptimality involved in separation-based approaches is due to video coders not attaining the rate/distortion bound of the source; in practical terms, there is little hope for improvement within this framework. But our proposed system can deliver signals of quality comparable to that of these "optimal" systems, while at the same time satisfying tight real-time delay constraints.
