We study the effect of nutritional diet characteristics on the lactating Holstein-Friesian dairy cows in Brittany, France from 36 individuals. An analysis of the relation between fat/protein content and milk yield was conducted. The fat and protein production increase at a slower rate as milk yield increases. The importance of chemical composition and previous observation on milk production forecasting is investigated using both linear models and machine learning approaches (SVM, random forest, neural network). This study evaluates the prediction accuracy of linear model and machine learning based models in both non-autoregressive and autoregressive cases at the individual level. The autoregressive models have proven to have a better performance than the non-autoregressive approaches. Moreover, the computational cost of each approach is presented in the paper. The support vector machine is shown to be the best compromise between accuracy and computational cost. of individual cow. The practicability and ability for commercial application 32 are also discussed.
Introduction
1 Milk production forecasting of daily cow is an essential factor which is 2 useful for the daily farmers in management as well as health monitoring.
In literature, many parametric models have been developed to model the 4 lactation curve at herd and individual level [1, 2, 3, 4, 5, 6] . Or the studies 5 on extended lactation in dairy production [7, 8] . Recently, there are a number 6 of modeling techniques on milk production forecasting that showed to obtain 1 which are respectively the units used in dairy production to estimate available energy and protein supply to dairy cows, estimated based on 1 UFL = 1.7 Mcal, see [18] .
2 Protéines Digestibles dans l'Intestin limitantes par l'apport d'Énergie: true protein absorbable in the small intestine when rumen fermentable energy (organic matter) is limiting microbial protein synthesis in the rumen [19] .
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Milk fat and protein composition analysis 69
In this section, we analyze the correlation between fat and protein content 70 and milk yield with the collected data. The yield of cheese and butter mainly 71 depend on milk fat and protein yield. A factor that impacts milk fat and 72 protein concentration is milk yield [20] . It is well-known that, in dairy rumi-73 nants, correlations among fat and protein content (g over 1 kilogram of milk 74 yield) and milk yield are negative [21] . In our experiment, the reported cor- to 20 (kg/day). This phenomenon can be explained as at the beginning of 80 the lactation, the milk production increases more rapidly than the ability of 81 consumption of the cow. Moreover, when the dairy cows produce more milk, 82 they consume more, specially water [22] , but the nutrition absorption cannot 83 change so intensively.
84
Some studies discovered that as milk yield increases, fat and protein synthesis generally increases at a slower rate [23, 20] . This phenomenon can be described by the allometric model:
where y is fat or protein yield (g/day), x the milk yield (kg/day), and a and 85 b are equation coefficients. Parameter b represents a scaling factor describing 86 the effect of milk yield variation on its two main constituents. With b = 1, 87 milk yield shows a linear relationship with fat or protein yield whose content 88 in milk is equal to a; if b > 1, fat or protein yield tends to increase more 89 proportionally than milk yield; and finally, if b < 1, fat or protein yield 90 increases at a slow rate than the milk yield.
91
In Figures 1b and 1d , application of this model to data showed that fat 92 and protein synthesis varied proportional to output of milk with an exponent 93 0.964 and 0.910 for milk fat and milk protein, respectively. Thus, the higher 94 the milk yield, the more cheese produced, even each additional unit of milk 95 results a lower increase in fat and protein. Moreover, from this dataset, since 96 the relationship between milk fat and milk yield has a higher variability than 97 that between milk protein and milk yield (see Figure 1 ), modification of milk 98 composition by nutritional means should be easier to achieve for fat than for 99 protein. where y it = average of weekly milk yield of cow i at week t; MPD = the fixed effect of Milking Per Day; PAR = fixed effect of parity; ST, CF, NE, PDIE are the fixed effects of the consumption of Starch (kg), Crude Fiber (kg), Net Energy (UFL), PDIE (kg), respectively; e it = random residual error; they are assumed to be independent to each other. The term f (t) is the fixed function of week t based on the Ali and Schaeffer model [2] , which is used to fit the average shape of the lactation curve. The Ali and Schaeffer model has been shown to be one of the most effective milk yield predictor [24, 16] . The model is written as:
where γ = 7t/305, ω = ln(305/7t), and a 0 , a 1 , a 2 , a 3 , a 4 are regression coefficients. The coefficient a 0 is associated with the high of the general yield, a 1 and a 2 are associated with the increasing slope of the curve, a 3 and a 4 6 represent the decreasing slope of the curve. In matrix notation, the model can be given as
where y is a N × 1 vector of observed milk yield, b is a p × 1 vector of the 105 regression coefficients, X is an N ×p incidence matrix, and e is a N ×1 vector 106 of residual effects. Many regression methods have been developed to estimate 107 the coefficients and improve the accuracy in prediction. In many problems, 108 when the number of variables is too large, a selection model is needed to 109 remove the less informative variables and reduce the computational cost. In 110 some other cases, when the variables are highly correlated, another condition 111 is required to prevent some variables from being poorly determined. In this 112 study, we consider three common regression methods.
113

Ridge regression 114
Ridge regression is ideal if the features (the columns of X) are highly related [25, 26] . In particular, it performs well with many features each having small effect and prevents coefficients with many correlated variables from being poorly determined and exhibiting high variance. Ridge regression shrinks the coefficients of correlated features equally by penalizing. The ridge regression estimator solves the regression problem using L 2 norm penalized least squares:
λ > 0 is the tuning parameter which is associated with the degree of linear 117 shrinkage. We have the ordinary least squares when λ = 0. The larger value 118 of λ leads to the greater amount of shrinkage. However, the ridgeb's cannot 119 be zeros no matter how large the value of λ is set. The value of λ is dependent 120 on the data, it can be determined using cross-validation.
121
LASSO regression
122 LASSO (least absolute shrinkage and selection operator) regression method is widely used in variable selection and in the domain with massive dataset [27, 26] . The LASSO performs less sufficient when the features are highly correlated. The method tends to choose a subset of the features, it shrinks some coefficients and sets coefficients of other features to zero. The optimization problem for the LASSO regression estimation with L 1 norm penalty is 7 written as follow: The elastic net regression method is an extension of LASSO that is robust to extreme correlations among the features [28, 29] . The elastic net simultaneously does automatic variable selection and continuous shrinkage, the groups of correlated variables can also be selected. The elastic net uses both L 1 (LASSO) and L 2 (ridge) penalty, the optimization problem is formulated With our dataset, we compare the performance of each linear regression 134 method on fitting the milk production with the model (3.1). In this experi-135 ment, we fit the linear model using a publicly available R package glmnet [29] .
136
The values of tuning parameter are optimized by 10-fold cross-validation, and 137 α = 0.5 in case of elastic net regression method. The coefficients of the in- Table 4 shows the statistical results of fitting the lactation production with 145 linear regression methods. The elastic net gives slightly better result, in 146 general, the performance of these methods are quite similar. In the next 147 part, we will analyze the performance of the linear model in forecasting the 148 milk production. The comparison with other machine learning methods is 149 executed as well. 
Machine learning algorithms 151
In this study, we investigate three ML algorithms: support vector machine 152 regression (SVR), artificial neural network (ANN), and random forest (RF) 153 in the application of forecasting milk production. These algorithms were 154 applied in the previous studies in the domain of agriculture [31, 32, 33, 34] .
Support vector regression 156
The Support Vector machine is a supervised learning algorithm applied frequently in classification and regression analysis. The Support Vector machine for function estimation is usually called Support Vector regression (SVR) [35] . Suppose we have a training data {(x 1 , y 1 ), . . . , (x n , y n )} ∈ X ×R, where X denotes the space of the input features (e.g. X = R d ). In ε-SV regression, the objective is to find a function f (x) that has at most ε deviation from the actual observed data point y i for all that training data, and is as flat as possible at the same time. In case of a non-linear SVR, the input data are mapped to higher dimensional Hilbert space H where the regression line can be linearly constructed. For the sake of presentation, a linear regression line is found by solving the following optimization problem:
where w is the slope of the hyperplane, ., . denotes the dot product in X.
The slack variables ξ i , ξ * i are introduced for the "soft margin" loss function. The constant C > 0 determines the trade-off between the flatness of function f and the amount of data points whose deviations are larger than ε are tolerated. Figure 3 graphically interpret a linear SVR. In the non-linear problem, a kernel function k is responsible for computing the dot product in the high dimensional space. In this study, we used the Gaussian or radical basis function (RBF) kernel:
The parameters are tuned with the 10-fold cross-validation using the R 157 package 'e1071' [36] . In this dataset, the optimal parameters, in term of 158 smallest mean squared error, are C = 100, γ = 0.01. The resilient backpropagation with weight backtracking is applied to train 196 the data. The logistic function in (1) is carried out as the activation function:
(1)
. . .
Input layer
Hidden layer Ouput layer Figure 4 : Artificial neural network with one hidden layer. 198 In order to evaluate the prediction performance of the multiple linear week is added into the prediction variables:
Prediction performance and discussion
where y t is the milk production record, and {u 1 , u 2 , ..., u p } are the other 236 prediction variables. Table 9 and Figure 6 present Table 12 presents the average training time for the autoregressive model, the random forest and neural network still consume more computing power than the MLR and SVR. The SVR is yet the best compromise between accuracy and computational cost. In practice, with a portable application, the dairy farmers can improve and update the database in realtime, and train the model with the local dataset. Therefore, it may be suitable to commercial applications.
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