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STRATA OF k-DIFFERENTIALS
MATT BAINBRIDGE, DAWEI CHEN, QUENTIN GENDRON, SAMUEL GRUSHEVSKY,
AND MARTIN MO¨LLER
Abstract. A k-differential on a Riemann surface is a section of the k-th power
of the canonical line bundle. Loci of k-differentials with prescribed number and
multiplicities of zeros and poles form a natural stratification of the moduli space of
k-differentials. In this paper we give a complete description for the compactification
of the strata of k-differentials in terms of pointed stable k-differentials, for all k.
The upshot is a global k-residue condition that can also be reformulated in terms of
admissible covers of stable curves. Moreover, we study properties of k-differentials
regarding their deformations, residues, and flat geometric structure.
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1. Introduction
Let X be a smooth complex curve of genus g, and let KX be the canonical line
bundle on X. For a positive integer k, a non-zero k-differential ξ on X is a non-trivial
section of KkX , namely, ξ can be written locally as f(z)(dz)
k, where f(z) is a (possibly
meromorphic) function of a local coordinate z, and the expression is invariant under
change of coordinates. Abelian and quadratic differentials, corresponding to the cases
k = 1 and k = 2 respectively, exhibit fascinating geometry that arises from associated
flat structure and SL2(R)-action — we refer to the surveys [Zor06; Wri15; Che17] for
these topics and recent advances.
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Let µ = (m1, . . . ,mn) be a tuple of integers such that their sum is k(2g − 2) — we
call µ a partition of k(2g − 2) (allowing non-positive entries). If a k-differential ξ has
exactly n zeros and poles of respective orders m1, . . . ,mn, we say that ξ is of type µ.
Denote by ΩkMg the k-th Hodge bundle over Mg whose fiber over a smooth genus g
curve X is the space H0(X,KkX) of holomorphic k differentials on X. The spaces of
holomorphic k-differentials of all possible zero types form a stratification of ΩkMg (and
for the meromorphic case one needs to twist by the polar part to define the k-th Hodge
bundle, see Section 3.2 for more details). In this sense, denote by ΩkMg(µ) the stra-
tum parameterizing k-differentials of type µ. More precisely, ΩkMg(µ) parametrizes
(X, ξ, z1, . . . , zn) where X is a smooth curve of genus g, z1, . . . , zn are distinct marked
points, and ξ is a k-differential with zeros and poles at zi such that ordzi ξ = mi. In
this paper we study the geometry of ΩkMg(µ), and in particular, its compactification.
Note that for X smooth, ξ determines its zeros and poles, but we mark these points as
it will help us study degenerations of ξ.
There are similarities, but also fundamental differences, between the cases k = 1,
k = 2, and k ≥ 3. Since the k-th roots of unity are real only for k ≤ 2, precisely in
these cases the SL2(R)-action on the strata is well-defined by varying the corresponding
flat structure. Technically, however, the case k = 1 is further different from k ≥ 2.
First, the dimension formula is different in the case of holomorphic abelian differentials
compared to all the other cases (see Theorem 1.1 below). Moreover, the global residue
condition, which is the upshot in the characterization of the strata compactification,
differs significantly for k = 1 and for any k ≥ 2 (compare Definitions 1.2 and 1.4).
Recall that period coordinates provide local coordinates for the strata of abelian and
quadratic differentials [HM79]. In particular, the existence of period coordinates implies
the smoothness of the strata in these cases, and gives the dimension of the strata. We
will show that period coordinates can also be used for the strata of k-differentials for
all k. Our first result is as follows.
Theorem 1.1. Every connected component of the stratum ΩkMg(µ) is a smooth orb-
ifold. If the component parameterizes k-th powers of holomorphic abelian differentials,
it has dimension 2g − 1 + n. Otherwise it has dimension 2g − 2 + n.
This theorem in particular implies that every connected component of ΩkMg(µ) is
irreducible. For k = 1, the strata of abelian differentials can have up to three connected
components, caused by hyperelliptic and spin structures, see [KZ03]. We remark that
for k > 1, the strata of k-differentials can have more connected components due to
another reason — for a common divisor d of m1, . . . ,mn and k, the locus of d-th
powers of (k/d)-differentials of type µ/d provides connected components for ΩkMg(µ)
(see Section 2 for more details).
For the question of compactifying ΩkMg(µ), we follow the same setup as in the case
of k = 1 treated in [BCGGM16]. First consider the case when µ = (m1, . . . ,mn) is of
holomorphic type, i.e., when all mi ≥ 0. Consider the pullback Ω
kMg,n of Ω
kMg from
Mg to the moduli space Mg,n of n-pointed genus g curves. Then Ω
kMg,n extends
to a vector bundle ΩkMg,n over the Deligne-Mumford compactification Mg,n, which
parameterizes pointed stable k-differentials. More precisely, let f : C → Mg,n be the
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universal curve and ωf the relative dualizing sheaf. Then we have Ω
kMg,n = f∗(ω
k
f ),
which is a direct generalization of the total space of the Hodge bundle in the case
k = 1. Taking the closure of the projectivized stratum PΩkMg(µ) in the projective
bundle PΩkMg,n, parameterizing k-differentials up to scaling by a non-zero complex
number, we thus obtain a natural compactification PΩkM
inc
g,n(µ), called the incidence
variety compactification of the projectivized stratum PΩkMg(µ). If some mi < 0, we
twist ωkf by the polar part of µ and then carry out the same construction (see Section 3
for more details).
As in the case k = 1 treated in [BCGGM16], the idea of the incidence variety
compactification is to record the limit location of zeros and poles on those components
where the limit differential vanishes identically and to keep track of the relative scale
of those components where the limit differential is non-zero.
Our characterization of the boundary points of PΩkM
inc
g,n(µ) is in terms of twisted
k-differentials compatible with a full order (also called a level graph) on the set of irre-
ducible components of a pointed stable curve. Simply speaking, a twisted k-differential
η = {ηv} of type µ on a nodal curve X is a collection of k-differentials on the irreducible
components Xv of X satisfying the conditions: (0) vanishing on the smooth locus of X
as prescribed by µ, (1) matching zero and pole orders at each node, and (2) matching
residues at poles of order k (see Definition 3.2 for more details). This definition of
twisted k-differentials is a direct generalization of the case k = 1 in [BCGGM16].
To state the extra compatibility conditions that characterize twisted k-differentials
that lie in the boundary of PΩkM
inc
g,n(µ), we first recall how it works for abelian differ-
entials, i.e., for the case k = 1.
Let Γ be the dual graph of a nodal curve X. A full order on the irreducible com-
ponents of X is a relation < on the set V of vertices of Γ that is reflexive, transitive
and such that for any two vertices v1 and v2 at least one of the statements v1 < v2 or
v2 < v1 holds. Remark that any map ℓ : V → R assigning real numbers to vertices
of Γ defines a full order on Γ by setting v1 < v2 if and only if ℓ(v1) ≥ ℓ(v2). We call
a dual graph Γ equipped with a full order on its vertices a level graph, and denote it
by Γ. An edge is called horizontal if it joins two vertices at the same level, and called
vertical otherwise. If e is an edge between Xv1 ≻ Xv2 , then the corresponding points
that are glued to form the node e are denoted by q+e on Xv1 and q
−
e on Xv2 . Finally,
we denote by X>L the subcurve of X consisting of all irreducible components Xv such
that ℓ(v) > L. See Section 3.3 for more details of these notions. We now recall the
definition of twisted abelian differentials (k = 1) compatible with a level graph.
Definition 1.2 ([BCGGM16]). Let (X, z1, . . . , zn) be a stable n-pointed curve with
dual graph Γ, and let Γ be a full order on Γ. A twisted abelian differential η of type µ
on X is called compatible with Γ if it satisfies the following conditions:
(3) (Partial order) If a node identifies q1 ∈ Xv1 with q2 ∈ Xv2 , then v1 < v2 if
and only if ordq1 ηv1 ≥ −1. Moreover, v1 ≍ v2 if and only if ordq1 ηv1 = −1.
(4-ab) (Global residue condition for abelian differentials) For every level L and
every connected component Y of X>L that does not contain a marked point
with a prescribed pole (i.e., there is no zi ∈ Y with mi < 0) the following
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condition holds. Let {q1, . . . , qb} denote the set of all nodes where Y intersects
X=L. Then
b∑
j=1
Resq−
j
ηv−(qj) = 0,
where we recall that q−j ∈ X=L and v
−(qj) is a vertex of Γ=L.
The main result of [BCGGM16] characterizes the boundary of the incidence variety
compactification of strata of abelian differentials in terms of twisted abelian differentials
compatible with level graphs.
For general k, the first idea is to lift a twisted k-differential via a certain covering
construction, and reduce the problem to the case of abelian differentials on the covering
curve. While this is easy to state, the resulting condition (4̂) (see Definition 1.3)
formulated this way depends on the choice of the cover, and is thus less direct to check
in an explicit example. We thus proceed to give an alternative characterization of
the closure via a condition (4) (see Definition 1.4) imposed directly on the twisted k-
differential, without passing to a cover. The resulting statement is more elaborate, but
is verifiable directly on the curve without investigating the set of all suitable covers.
For the approach via the covering construction, we proceed as follows. For a k-
differential ξ on a smooth connected curve X, there exists a canonical cover π : X̂ → X,
cyclic of degree k, such that π∗ξ = ωk for an abelian differential ω on X̂ and such that
τ∗ω = ζω, where τ is a deck transformation of order k and ζ is a primitive k-th root
of unity. If X is nodal and η is a twisted k-differential on X, then one can first carry
out the canonical covering construction over each irreducible component of X, and
then glue them to form an admissible cover π : X̂ → X of a nodal curve (in the sense
of admissible covers, see [HM98, Paragraph 3.G]). If there exists a twisted abelian
differential ω̂ on X̂ such that π∗η = ω̂k and τ∗ω̂ = ζω̂, we say that (π : X̂ → X, ω̂)
is a normalized cover. See Sections 2.1 and 4 for more details on canonical covers of
smooth curves and normalized covers of nodal curves, respectively.
Given an admissible cover π : X̂ → X with dual graphs Γ̂ and Γ, a full order Γ can
be lifted via π to define a full order Γ̂, which we call the lifted level graph. Now we can
formulate the conditions needed to describe the closure of the stratum of k-differentials.
Definition 1.3. Let (X, z1, . . . , zn) ∈ Mg,n be a pointed stable curve and let Γ be a
level graph on X. A twisted k-differential η of type µ on X is called compatible with Γ
if it satisfies the following conditions:
(3) (Partial order) If a node of X identifies q1 ∈ Xv1 with q2 ∈ Xv2 , then v1 < v2
if and only if ordq1 ηv1 ≥ −k. Moreover, v1 ≍ v2 if and only if ordq1 ηv1 = −k.
(4̂) (Ĝlobal residue condition) There exists a normalized cover (X̂, ω̂) of (X, η)
such that the twisted abelian differential ω̂ satisfies the global residue condition
(4-ab) in Definition 1.2 with respect to the lifted level graph Γ̂.
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The above definition of compatibility is in terms of the existence of a normalized
cover satisfying certain conditions. By a graph-theoretic argument studying the com-
binatorics of all possible normalized covers, we will show that it is equivalent to a
condition phrased purely in terms of the twisted k-differential η.
In order to state this alternative condition of compatibility, we need the notion of
the k-residue Reskz ξ for a k-differential ξ with a pole at z of order being an integer
multiple of k. This k-residue is defined to be the k-th power of the coefficient of the
degree (−1) term of a meromorphic abelian differential ω at z such that locally ξ = ωk
(see Proposition 3.1). Note that unless the order of the pole of ξ at z is equal to k,
the k-residue does not have to be equal to the coefficient of z−k(dz)k in the Laurent
expansion of ξ at q. Since such a meromorphic abelian differential is only defined up to
multiplication by a k-th root of unity, there will be some symmetrization taking place,
and hence we introduce the following symmetric polynomial Pn,k in n variables
(1.1) Pn,k(R1, . . . , Rn) :=
∏
{(r1,...,rn)|rki =Ri}
n∑
i=1
ri,
where the product is taken over all n-tuples of complex numbers {r1, . . . , rn} such that
rki = Ri for all i. As Pn,k is symmetric with respect to the k-th roots of Ri, it is indeed
a polynomial in Ri.
We are now ready to state the global k-residue condition. In order to understand
it better, we first point out that the global residue condition (4-ab) imposed by the
preimage of a connected component Y of X>L at level L is automatically satisfied if
the normalized cover above Y has fewer than k components (see Proposition 5.1). This
can happen in two cases. The first case is when the restriction of η to any irreducible
component Xv of Y is not the k-th power of an abelian differential, which leads to
condition ii) below. The other case is when the restriction of η on every irreducible
component of Y is the k-th power of an abelian differential but it is possible to make
some “criss-cross” when identifying the nodes of the cover, which leads to conditions
iii) and iv) below (see Example 4.3 for an illustration of “criss-cross”).
Definition 1.4. Let (X, z1, . . . , zn) ∈ Mg,n be a pointed stable curve, Γ a level graph
on X and η a twisted k-differential of type µ on X satisfying condition (3) of Defini-
tion 1.3. We then define the following
(4) (Global k-residue condition) For every level L and every connected compo-
nent Y of Γ>L, one of the following cases holds:
i) Y contains a marked pole.
ii) Y contains a vertex v such that ηv is not a k-th power of a (possibly
meromorphic) abelian differential.
iii) (“Horizontal criss-cross in Y .”) For every vertex v of Y the k-differential ηv
is the k-th power of an abelian differential ωv. Moreover, for every choice
of a collection of k-th roots of unity {ζv : v ∈ Y } there exists a horizontal
edge e in Y where the differentials {ζvωv}v∈Y do not satisfy the matching
residue condition.
iv) (“Vertical criss-cross in Y .”) For every vertex v of Y the k-differential ηv
is the k-th power of an abelian differential ωv. Moreover, there exists a
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level K > L and a collection of k-th roots of unity {ζe : e ∈ E} indexed
by the set E of non-horizontal edges e of Y whose lower end lies in Y=K ,
such that the following two conditions hold. First, there exists a directed
simple loop γ in the dual graph of Y≥K such that
(1.2)
∏
e∈γ∩E
ζ±1e 6= 1,
where the sign of the exponent is ±1 according to whether γ passes through
e in upward or downward direction. Second, for every connected compo-
nent T of Y>K the equation
(1.3)
∑
e∈ET
ζeResq−e ωv−(e) = 0
holds, where ET is the subset of edges in E such that their top vertices lie
in T .
v) (“Y imposes a residue condition.”) The k-residues at the edges e1, . . . , eN
joining Y to Γ=L satisfy the equation
(1.4) PN,k
(
Resk
q−e1
ηv−(e1), . . . ,Res
k
q−eN
ηv−(eN )
)
= 0,
where PN,k is defined by (1.1).
This seemingly complicated condition (4) is imposed directly on (X, η), unlike the
condition (4̂) that is in terms of existence of a suitable normalized cover. We point out
that one needs to check iv) or v) only if i), ii) and iii) do not hold, in which case the
zero and pole orders of η at the nodes of Y are all divisible by k, and thus the notion
of k-residue and consequently the residue condition are not trivial.
We will prove in Section 5 that for a twisted k-differential satisfying conditions (0)-
(3), conditions (4̂) and (4) are equivalent, i.e., that a twisted k-differential is compatible
with Γ if and only if it satisfies conditions (0)-(3) and (4).
Finally we can state our main theorem that describes the incidence variety compact-
ification of the strata of k-differentials.
Theorem 1.5. A pointed stable k-differential (X, ξ, z1, . . . , zn) is contained in the in-
cidence variety compactification PΩkM
inc
g,n(µ) of a stratum PΩ
kMg(µ) if and only if
the following conditions hold:
(i) There exists a full order Γ on X such that its maxima are the irreducible com-
ponents Xv of X on which ξ is not identically zero.
(ii) There exists a twisted k-differential η of type µ on X, compatible with Γ.
(iii) On every irreducible component Xv where ξ is not identically zero, ηv = ξ|Xv .
In our future work [BCGGM17] the space of twisted differentials by itself will play
a central role. The following dimension statement is the basic reason that spaces of
twisted differentials (or rather finite covers of them) can be used as orbifold charts for
a smooth compactification of strata of abelian differentials and k-differentials, which
will be constructed in [BCGGM17]. Let Γ be a level graph and let h be the number
of horizontal edges of Γ. Let Ωk,abMg(µ) be the union of the components of Ω
kMg(µ)
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consisting of k-th powers of holomorphic abelian differentials, and Ωk,non-abMg(µ) is
the union of the other components.
Theorem 1.6. The space of twisted abelian differentials of type µ compatible with Γ is
either empty or has pure dimension equal to dimΩMg(µ)− h.
For any k ≥ 2, the space of twisted k-differentials of type µ compatible with Γ that
are smoothable into Ωk,non-abMg(µ) is either empty or has pure dimension equal to
dimΩk,non-abMg(µ)− h.
The same result holds by replacing “non-ab” with “ab” in the above theorem, whose
proof reduces to the abelian case. See Section 6 for more detailed definitions and
statements.
This paper is organized as follows. In Section 2 we study tangent spaces of the strata
of k-differentials and prove Theorem 1.1. We also establish period coordinates in general
and describe k-differentials from the viewpoint of flat geometry. In Section 3 we study
the notion of k-residues and introduce in detail the ambient space of pointed stable
k-differentials that we use for the incidence variety compactification. In Sections 4 we
prove Theorem 1.5 under the case when condition (4̂) of Definition 1.3 is satisfied. In
Section 5 we show the equivalence of condition (4̂) and condition (4) of Definition 1.4
by a graph-theoretic argument. In Section 6 we prove Theorem 1.6 by a homological
argument. Finally in Section 7, we provide some examples that are consequences of
the incidence variety compactification, and we also outline a flat geometric approach
for proving our main result.
Acknowledgements. We thank the Casa Matema´tica Oaxaca (CMO), the Mathe-
matisches Forschungsinstitut Oberwolfach (MFO), the Institute for Computational and
Experimental Research in Mathematics (ICERM), and the Max-Planck Institut fu¨r
Mathematik, Bonn (MPIM), where various subsets of the authors met and substantial
progress on this work was made. We are grateful to the organizers of the conferences for
the invitations to participate. We also thank the anonymous referee for many valuable
comments and suggestions, in particular leading to the previously missing point (iii) of
Definition 1.4.
2. Deformations of k-differentials
The goal of this section is to study the local structure of the strata of k-differentials.
We identify the tangent spaces of the strata with a hypercohomology group and com-
pute its dimension in Theorem 2.1. As in the well-studied cases of abelian and quadratic
differentials (i.e., k = 1 and k = 2), in Theorem 2.2 we exhibit period coordinates for
the strata of k-differentials. In the course of the proof, we introduce the key notion of
canonical covers, which will be used throughout the paper. We also explain the flat
geometric meaning of k-differentials in terms of (1/k)-translation structure, which we
will use to present examples.
Let us first introduce the major results of this section. Denote by div (ξ) =
∑n
i=1mizi
the underlying divisor of a k-differential ξ on a smooth curve X. If E =
∑
j mjpj is
any divisor on X with non-zero integer coefficients mj, we let Ered =
∑
j pj be the
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corresponding reduced divisor and we decompose it as Ered = Z − P with
Z =
∑
mj>−k
pj and P =
∑
mj≤−k
pj
into its “zero” and “pole” divisor. We stress that the poles of order mi > −k of a k-
differential ξ contribute to the zero part of div (ξ)red (in the sense when passing to the
canonical k-cover). In the result below we show that the tangent space of the stratum
at ξ can be identified with the hypercohomology of the following two-term complex of
sheaves in degrees zero and one
(2.1) C•(Lξ) = Lξ : TX(−div (ξ)red)→ K
k
X(−div (ξ)),
where Lξ is the k-Lie derivative associated to ξ, whose definition we will recall in
Section 2.2.
Theorem 2.1. Let (X, ξ, z1, . . . , zn) ∈ Ω
kMg(m1, . . . ,mn) be a (possibly meromorphic)
k-differential on a smooth curve X. Then the tangent space of the stratum at ξ can be
identified as
T(X,ξ,z1,...,zn)Ω
kMg(m1, . . . ,mn) = H
1(X, C•(Lξ)) .
Moreover, the connected component of ΩkMg(m1, . . . ,mn) containing the point (X, ξ, z1, . . . , zn)
is a smooth orbifold of dimension 2g − 1 + n if ξ is the k-th power of a holomorphic
abelian differential and of dimension 2g − 2 + n otherwise.
As mentioned in the introduction, for a divisor d of k, the loci of d-th powers of
(k/d)-differentials can provide connected components for the strata of k-differentials.
A k-differential is called primitive, if it is not the d-th power of a (k/d)-differential for
any divisor d > 1 of k. For local computations it suffices to focus on the case of primitive
k-differentials, because otherwise we may pass to the case of (k/d)-differentials instead.
Given a k-differential ξ on X, there exists a canonical cover π : X̂ → X, which
is cyclic of degree k, such that the pullback of ξ is the k-th power of an abelian
differential ω on X̂ . Moreover, there exists a deck transformation τ of π of order k such
that τ∗ω = ζω, where ζ is a chosen primitive k-th root of unity (fixed from now on for
the rest of the paper). A canonical cover together with such a deck transformation is
called normalized, and denoted by the pair (π, τ).
We remark that X̂ is connected if and only if ξ is primitive. In that case, the deck
transformation group of π is cyclic of order k, generated by τ . If ξ is not primitive,
then X̂ is disconnected, and τ only generates a cyclic subgroup of order k in the deck
transformation group. The construction of canonical cover and its properties will be
explained in Section 2.1.
Let Ê be the π-pullback of div (ξ) and we denote the π-preimage of the poles P and
zeros Z by P̂ and Ẑ respectively. Let ı̂ : X̂ \ P̂ → X̂ and ̂ : X̂ \ Êred → X̂ \ P̂ be the
inclusion maps. We can describe period coordinates for ΩkMg(m1, ...,mn) using the
cohomology on X̂ as follows.
Theorem 2.2. Let ξ be a primitive k-differential in ΩkMg(m1, . . . ,mn). The tangent
space T(X,ξ,z1,...,zn)Ω
kMg(m1, . . . ,mn) is isomorphic to the τ -eigenspace of H
1(X̂, ı̂∗(̂!C))
for the eigenvalue ζ.
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As a consequence of the above theorem, we exhibit period coordinates geometrically
for the strata.
Corollary 2.3. Let Vζ be the eigenspace of H1(X̂ \ P̂ , Ẑ;C) associated to the eigen-
value ζ. Locally at the primitive k-differential ξ, the stratum ΩkMg(m1, . . . ,mn) has
coordinates given by the periods
∫
γi
ω where {γi} is a basis of Vζ and π
∗ξ = ωk for an
abelian differential ω on X̂.
We remark that Theorem 2.1 is a generalization of [Mo¨l08, Theorem 2.3] and [Mon17,
Proposition 3.1] from the case of abelian differentials to k-differentials. Recently Mon-
dello [Mon16] and Schmitt [Sch16] have also independently obtained this result. The-
orem 2.2 generalizes the known case of quadratic differentials, originally studied by
Hubbard-Masur [HM79] and Veech [Vee86].
2.1. The canonical cover. We begin by constructing a cyclic cover of X such that
the pullback of ξ is the k-th power of an abelian differential. A reference for this
material is [EV92, Section 3]. We remark that here a cover means a possibly ramified
and disconnected cover.
Recall that ζ is a fixed primitive k-th root of unity. We group the zeros and poles
of ξ according to their remainders mod k, so that
div (ξ) =
k−1∑
j=0
∑
i∈Ij
mi,jzi,j where Ij = {i ∈ {1, . . . , n} : mi ≡ j mod k}
and we write the coefficients as mi,j = kℓi,j + j. Next we define a line bundle
(2.2) L = KX
(
−
∑
j
∑
i∈Ij
li,jzi,j
)
and D =
k−1∑
j=0
∑
i∈Ij
jzi,j ,
the remainder of div (ξ) mod k. Then ξ can be considered as a section s of the line
bundle Lk, with zero divisor D. The triple (L, s,D) is the defining datum of a degree k
cyclic cover π : X̂ → X, given by providing the OX -module ⊕
k−1
i=0L
−i with an algebra
structure by mapping a section α of L−k to sα ∈ OX and normalizing the resulting
cover, as explained e.g., in [EV92, Paragraph 3.5]. We say that this cover is the
canonical cover of X induced by ξ. This algebraic viewpoint makes it obvious that the
construction of the canonical cover works for a family of smooth curves f : X → B over
some base B, provided with a family of k-differentials, i.e., a section of f∗(ω
k
f ), where
ωf is the relative dualizing sheaf of the family.
There is an alternative geometric viewpoint of this construction (see e.g., [Lan04] for
the case k = 2). One first constructs an unramified cover X̂0 of X0 = X \ div (ξ)red as
follows. Cover X0 by open sets Uα and take k patches Uα,i ∼= Uα for i = 0, . . . , k − 1.
We provide Uαi with a flat structure given by the abelian differential ωα,i = ζ
i ξ|
1/k
Uα
, for
some choice of a k-th root of ξ over Uα. Note that different choices simply permute the
labeling of the Uα,i, so that the construction in the end will not depend on these choices.
Whenever Uα and Uβ intersect in X
0, we glue the patches Uα,i and Uβ,j for the indices
i and j such that ϕ∗αβωα,i = ωβ,j to form X̂
0, where ϕαβ is the transition function from
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Uβ to Uα. Finally, the unramified cover X̂
0 extends uniquely to a (possibly ramified)
cover π : X̂ → X and the local differentials ωα,i glue to a global differential ω on X̂
such that ωk = π∗ξ.
For both constructions it is clear that ω is an eigenform of a deck transformation
τ such that τ∗ω = ζω, and hence (π, τ) is a normalized cover. Moreover, if X̂ has r
connected components, then the restrictions of ω to two connected components differ
by a non-trivial power of ζ.
To compute the divisor of ω, we let ri,j = gcd(mi,j, k) = gcd(j, k) and di,j = k/ri,j .
Then in the geometric construction the fiber of π over zi,j consists of ri,j distinct points
z
(1)
i,j , . . . , z
(ri,j )
i,j , each with multiplicity di,j, i.e., the ramification divisor of π is
R =
∑
i,j,ℓ
(di,j − 1)z
(ℓ)
i,j .
Now we can summarize the properties of canonical cover.
Proposition 2.4. The algebraic and geometric constructions of a canonical cover give
isomorphic degree k cyclic covers π : X̂ → X. Moreover, there exists an abelian
differential ω on X̂ such that ωk = π∗ξ, where such ω is unique up to multiplication by
a k-th root of unity on each connected component of X̂.
The canonical cover is connected if and only if ξ is a primitive k-differential. In this
case the genus ĝ of X̂ is
ĝ = 1 + k(g − 1) +
1
2
(
kn−
∑
i,j
ri,j
)
and the underlying divisor of ω is
(2.3) div (ω) =
∑
i,j,ℓ
(
di,j − 1 +
di,jmi,j
k
)
z
(ℓ)
i,j =
∑
i,j,ℓ
(
k − ri,j +mi,j
ri,j
)
z
(ℓ)
i,j .
Proof. The algebraic construction gives a section ŝ of π∗L such that ŝk = π∗s, and the
associated divisor of ŝ is
∑
i,j,ℓ
j
ri,j
z
(ℓ)
i,j , as one can see from the following interpretation
(cf. [EV92, Remark 3.14 b)]). If V(L−k) is the geometric line bundle associated with
Lk, then global sections of Lk are geometric sections of V(L−k). There is a natural
symmetric power map ρ : V(L−1) → V(L−k) of geometric bundles over X, and X̂ =
ρ−1(s(X)) by construction. Consequently, X̂ comes with a natural map to V(L−1) and
hence also with a map to its pullback to X̂. Since K
X̂
= π∗KX ⊗ OX̂(R), we can
interpret ŝ as a section ω of K
X̂
with ωk = π∗ξ.
Taking the ρ-preimage of a section of V(L−k) is equivalent to gluing locally k-th
roots of the section in the unique consistent way, as in the geometric construction.
This implies that the two constructions agree away from the branch points, and hence
also agree across the branch points, as guaranteed by the uniqueness of a smooth
extension.
The connectedness claim is shown in [EV92, Lemma 3.15]. The expressions of the
genus and the divisor of π∗ξ follow from the Riemann-Hurwitz formula, since we have
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already determined the branching orders of π. In fact, from the geometric construction
of the canonical cover it is obvious that div (ω) = 1kdiv (π
∗ξ), and from the algebraic
construction div (ω) is equivalently given by R+
∑
i,j,ℓ(di,jℓi,j +
j
ri,j
)z
(ℓ)
i,j .
Finally note that if ω˜ is another abelian differential on X̂ with ω˜k = π∗ξ, then ω˜/ω
is a function on X̂, whose k-th power is one. Hence this function is equal to a k-th
root of unity on every connected component of X̂ . 
2.2. The Lie derivative. The Lie derivative Lv associated to a vector field v applied
to a symmetric tensor T is defined as Lv =
∂
∂tϕ
∗
tT |t=0, where ϕt is the one-parameter
group of diffeomorphisms generated by v. Axiomatically one can describe the collection
of maps Lv : K
k
X → K
k
X for all k ∈ Z by requiring that
(i) Lv is the directional derivative for k = 0.
(ii) It satisfies the Leibniz rule
Lv(S ⊗ T ) = Lv(S)⊗ T + S ⊗ Lv(T )
for tensor products and the analogous Leibniz rule for contractions.
(iii) Lv commutes with exterior derivative on functions.
We need the Lie derivative with v as argument instead, that is, we define
(2.4) Lξ : TX(−div (ξ)red)→ K
k
X(−div (ξ)), Lξ(v) := Lv(ξ)
to be the k-Lie derivative associated to ξ ∈ H0(X,KkX ). Using the axioms given above,
we find by induction on k that in the local coordinate z where ξ = a(z)(dz)k , the
map Lξ is given by
(2.5) Lξ
(
b(z) ∂∂z
)
= (a′b+ kab′)(dz)k,
which is the main property we need in the sequel.
Proof of Theorem 2.1. We abbreviate E = div (ξ). The first order deformations of a
smooth pointed curve (X, z1, . . . , zn) are given by one-cocycles {Dαβ} with values in
TX(−Ered) for a cover of X by open sets {Uα}. Let ϕαβ denote the transition function
on the intersection Uα ∩ Uβ. We determine over which of these deformations we can
extend the k-differential ξ. A deformation of ξ is locally of the form
ξ˜α = ξα + ǫξ
′
α = fα(uα)(duα)
k + ǫgα(uα)(duα)
k,
where ǫ2 = 0, and we require that ordp(ξ
′
α) ≥ ordp(ξα) at every point p ∈ Xα for
deformations that preserve the type (m1, . . . ,mn) of the k-differential. Moreover, we
have
ϕ∗αβ(ξ˜α) = [fα(uα + ǫDαβ(uα)) + ǫgα(uα)] (d(uα + ǫDαβ(uα)))
k
= ξα + ǫ
[
(f ′αDαβ + kfαD
′
αβ)(duα)
k + ξ′α
]
= ξα + ǫ
[
Lξα(Dαβ) + ξ
′
α
]
.
Hence the pairs {(Dαβ , ξ
′
α)} ∈ C
1({Uα}, TX(−Ered)) ⊕ C
0({Uα},K
k
X (−E)) glue to a
first order deformation of (X, ξ, z1, . . . , zn) if and only if ϕ
∗
αβ(ξ˜α) − ξ˜β = 0, that is
Lξα(Dαβ)+ξ
′
α−ξ
′
β = 0 for all α, β. Moreover, the trivial deformations are given by the
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trivial deformations of the curve and the deformations such that Lξα(Dαβ)+ ξ
′
α = 0 at
the level of the differential. Hence the deformation of (X, ξ) are parameterised by the
first hypercohomology group of the complex C•(Lξ).
The filtration of the complex in the middle of the following diagram
(2.6) 0 // 0 //

TX(−Ered) //
Lξ

TX(−Ered) //

0
0 // KkX(−E)
// KkX(−E)
// 0 // 0
gives a short exact sequence of two-term complexes. The associated long exact sequence
of cohomology is
0 H0(X,TX (−Ered)) H
0(X,KkX (−E)) H
1(X, C•(Lξ))
H1(X,TX (−Ered)) H
1(X,KkX (−E)) H
2(X, C•(Lξ)) 0
β0 γ0
α1 β1 γ1
The Riemann-Roch formula implies that h1(X, C•(Lξ)) = 2g − 2 + n + h
2(X, C•(Lξ)).
We want to compute H2(X, C•(Lξ)), which coincides with the cokernel of the map
β1 : H
1(X,TX(−Ered))→ H
1(X,KkX (−E)).
By Serre duality, H2(X, C•(Lξ)) is dual to the kernel of the map
β∨1 = H
0(L∨ξ ) : H
0(X,K1−kX (E))→ H
0(X,K2X(Ered)),
where L∨ξ : K
1−k
X (E) → K
2
X(Ered) is the dual map of Lξ. We compute this dual map
L∨ξ in local coordinates. Let τ and v be respectively a local section of K
1−k
X (E) and
TX(−Ered). We fix a local coordinate z on an open subset U such that
ξ = a(z)(dz)k , τ = c(z)(∂z)
k−1, v = b(z)∂z .
By Equation (2.5) we have〈
c(∂z)
k−1,Lξ(v)
〉
=
∫
U
c(a′b+ kab′)dz = −
∫
U
b((k − 1)a′c+ kac′)dz,
since d(kabc) = k(a′bc + ab′c + abc′). The dual of the k-Lie derivative is thus locally
given by L∨ξ (τ) = −((k − 1)a
′c + kac′)(dz)2. Denote by Λ the kernel of the map L∨ξ ,
which is given by those τ ∈ H0(X,K1−kX (E)) that satisfy the differential equation
(k − 1)a′c + kac′ = 0 locally everywhere. The solutions of this equation are simply
given by c = ra(1−k)/k, where r is a constant in C. Therefore, the kernel Λ is at most
one-dimensional. If a1/k is not globally defined, i.e., if ξ is not the k-th power of an
abelian differential, then Λ is clearly zero. If ξ = ωk for an abelian differential ω on X,
then E = kdiv (ω) and div
(
a(1−k)/k
)
= (1 − k)div (ω). If ω is strictly meromorphic,
then r has to be zero, for otherwise div (c) +E = div (ω) is not effective, contradicting
that c is a section of OX(E), hence in this case Λ is also zero. If ω is holomorphic,
the same argument implies that r can be any constant, hence Λ is one-dimensional.
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Summarizing the above discussion, we have shown that h2(X, C•(Lξ)) = 1 if ξ is the
k-th power of a holomorphic abelian differential and is zero otherwise. This implies
that the dimension of the tangent space of ΩkMg(m1, . . . ,mn) at (X, ξ) is 2g − 1 + n
if ξ is the k-th power of a holomorphic abelian differential and is 2g − 2 + n otherwise.
Smoothness of the strata of abelian differentials is known, hence we assume that ξ
is not the k-th power of an abelian differential. We want that the deformation induced
by the cocycle {(Dαβ , ξ
′
α)} of C
•(Lξ) extends to a higher order deformation. It is a
classical fact that the deformation of the complex structure induced by {Dαβ} extends
to higher order if and only if its coboundary in H2(X,TX) vanishes (see e.g., [Kod05]).
Similarly, we obtain that the deformation given by the cocycle {(Dαβ , ξ
′
α)} extends
if and only if its coboundary in H2(X, C•(Lξ)) vanishes. We have shown that the
second hypercohomology group of C•(Lξ) is trivial when ξ is not the k-th power of an
abelian differential. This implies that the deformations of (X, ξ) are unobstructed, and
consequently the stratum is smooth at (X, ξ). 
Proof of Theorem 2.2 and Corollary 2.3. We start with the case when there are no
poles of order mi ≤ −k, i.e. P = ∅. For a singularity p with ordp ξ = m > −k, one
can choose a suitable local coordinate z such that ξ = a(z)(dz)k = zm(dz)k locally at p
which corresponds to z = 0 (see Proposition 3.1). By definition of Ered, a local section
b(z) ∂∂z of TX(−Ered) at p has the form b(z) =
∑∞
i=1 biz
i. Then the Lie derivative C•(Lξ)
maps b to a′b+ kab′ = zm
∑∞
i=1(m+ ki)biz
i−1, which can be any element in zmC[[z]].
It follows that C•(Lξ) is surjective in this case and so the first hypercohomology of Lξ
is isomorphic to the first cohomology of Λk = Ker(Lξ). This kernel is a C-local system
of rank one, generated outside of the zeros of ξ by a−1/k in the local coordinates
used for (2.5). Since these a−1/k correspond to the local patches used for the geometric
construction of the canonical cover, it follows that Λk is trivialized on X̂. More precisely,
π∗Λk = ̂!C where ̂ : X̂ \ Êred → X̂ is the inclusion defined above. On the other hand,
H1(X̂, ̂!C) = H1(X,π∗ ̂!C) by the degeneration of the Leray spectral sequence, on
which τ acts equivariantly. Moreover, π∗̂!C splits as a direct sum of its k eigenspaces
for the action of τ , each of which is a local system of rank one. Since there is a
canonical injective map Λk → π∗π
∗Λk = π∗̂!C and since Λk is locally generated by the
element a−1/k in the eigenspace where τ acts by the k-th root of unity ζ, we obtain
that H1(X̂, ̂!C)τ=ζ = H1(X,Λk), as claimed.
In the general case when there are poles of orders mi ≤ −k, i.e. P 6= ∅, recall that we
defined the inclusions ı : X \P → X and  : X \Ered → X \P . The comparison between
singular and sheaf cohomology and the trivial case of the Leray spectral sequence for
maps of relative dimension zero gives the isomorphisms between the eigenspaces
H1(X̂ \ P̂ , Ẑ;C)∨τ=ζ = H
1(X̂ \ P̂ , ̂!C)τ=ζ = H1(X̂, ı̂∗(̂!C))τ=ζ ,
and the equivalence of the theorem and the corollary. Since the complex
0→ Λk → ı
∗(TX(−Ered))→ ı
∗(KkX(−E))→ 0
on X \ P is still exact, we deduce that
H1(X̂ \ P̂ , ̂!C)τ=ζ = H1(X \ P,Λk) = H1(X, ı∗Λk) = H1(X, C˜•(Lξ)),
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where C˜•(Lξ) is the complex(
ı∗ı
∗(TX(−Ered))→ ı∗ı
∗(KkX(−E))
)
∼= ı∗(OX\P )⊗
(
TX(−Ered)→ K
k
X(−E)
)
.
Since ı∗(OX\P ) is the sheaf of functions with arbitrary poles at points in P , there is an
obvious inclusion of complexes C•(Lξ) → C˜•(Lξ). To conclude, we have to show that
this inclusion induces an isomorphism on the first cohomology groups. The cokernel
complex consists of the sum over all points zj with mj ≤ −k of the Lie derivative maps
on polar parts
(2.7) C((z))/zC[z]→ C((z))/zmjC[z].
We claim that this map is surjective. In fact, for a singularity p with ordp ξ = m ≤ −k
one can choose a suitable local coordinate z such that a(z) = zm if k ∤ m, such that
a(z) = r
zk
if m = −k, or such that a(z) = (zm/k + sz )
k if m < −k and k | m (see
Proposition 3.1). We give the details in the last case, the first two being easier. Write
m = ℓk with ℓ ≤ −2. For any j ≤ 0 and b = zj we compute
a′b+ kab′ = (zℓ + sz )
k−1zj−1k((ℓ+ j)zℓ + (j − 1) sz )
= k(ℓ+ j)zm+j−1 + higher order terms,
which implies the surjectivity of (2.7). Consequently, the first (and of course also the
second cohomology) of (2.7) vanishes and the long exact sequence of hypercohomology
groups implies the claim. 
2.3. (1/k)-translation structure. Recall that abelian and quadratic differentials cor-
respond to translation and half-translation surfaces, hence they can be realized as plane
polygons with certain edge identification under translation and rotation by π, respec-
tively. Edges of the polygons as complex vectors correspond to period coordinates,
hence in these cases it is geometrically clear that they control deformations of differen-
tials in the respective strata.
In Corollary 2.3 we have established period coordinates for the strata of k-differentials
for all k. We want to describe k-differentials by certain generalized translation struc-
ture, so that period coordinates can be visible under the corresponding flat geometric
presentation.
First, we define a building block that will help us describe the neighborhood of a
singularity (under the induced flat metric) of a k-differential. Take (1/k)-th of a disk
in C under the standard Euclidean metric, i.e., a sector bounded by an arc of angle
2π/k. We say that it is a (1/k)-disk. Take n copies of such (1/k)-disks, each with
two boundary rays Ai and Bi, such that Bi is identified with Ai+1 by translation for
i = 1, . . . , n − 1. The total angle at the center p of the disks is 2πn/k. Hence for
identifying Bn with A1, we need rotation by degree 2πr/k, where r is the remainder
of n mod k. In other words, the last identification is induced by z 7→ ζrz + c, where
ζ = e2πi/k and c is a constant — in particular, it is a translation if and only if k | n.
After gluing these disks as above, we say that p is a cone point of angle 2πn/k.
Now we define a (1/k)-translation surface as a closed topological surface X with a
finite set of points E satisfying the following conditions:
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• There is an atlas of charts X\E → C whose transition functions are of type
z 7→ ζrz + c, where r ∈ Z and c is a constant.
• For each p ∈ E, there is a homeomorphism of a neighborhood of p to a neigh-
borhood of a cone point of angle 2πn/k, which is an isometry away from p.
Proposition 2.5. There is a one-to-one correspondence between (1/k)-translation sur-
faces and k-differentials whose pole orders are at most k−1. In particular, a singularity
of a k-differential with order m corresponds to a cone point of angle 2π(k +m)/k.
Proof. At a singularity p of a k-differential ξ, we choose a suitable local coordinate
z such that ξ = zm(dz)k (see Proposition 3.1 for the general statement and proof,
noting that here we are dealing with poles of order at most k− 1). Rewrite it formally
as (zm/kdz)k. Then a flat geometric neighborhood of p can be identified with gluing
(k +m) copies of a (1/k)-disk as above, hence the claim follows. 
As in the cases of abelian and quadratic differentials, one can equivalently describe
k-differentials in terms of cutting and pasting polygons (see [Wri15, Definitions 1.1,
1.5, and 1.7]). In this sense, a (1/k)-translation surface is a collection of polygons in C
with edge identifications as follows:
• All the edges are grouped in pairs such that the edges in the same pair are
identified by translation and rotation by degree 2πn/k for some n ∈ Z.
• For the edges in the same pair, the polygon interior nearby one edge does not
map to the polygon interior nearby the other edge.
Two such collections of polygons define the same (1/k)-translation surface if and
only if one can be refined and re-glued to form the other by translations and rotations
of degree 2πn/k for some n ∈ Z.
For meromorphic abelian differentials, the flat geometric neighborhood of a pole can
be described by half-infinite cylinders or by gluing (broken) half-planes along their
boundary via translation, as introduced by Boissy [Boi15]. Such construction can be
similarly carried out for k-differentials with arbitrary pole orders. The building blocks
for a pole of order ≥ k are either half-infinite cylinders or (broken) (1/2k)-planes, where
the edge identification is given by translation and rotation of degree 2πn/k for n ∈ Z.
Finally we provide an example to illustrate the flat geometric meaning of period
coordinates in Corollary 2.3.
Example 2.6. Take a primitive ξ ∈ ΩkMg((2g − 2)k). Let z be the unique zero of ξ.
Since k | (2g − 2)k, the canonical cover π : X̂ → X is unramified. Let τ be the deck
transformation of X̂ corresponding to ζ, and let ẑ1, . . . , ẑk be the preimages of z such
that τ(ẑi) = ẑi+1. By the Riemann-Hurwitz formula,
2ĝ − 2 = k(2g − 2),
hence we have
dimH1(X̂,C)/π∗H1(X,C) = 2ĝ − 2g = (k − 1)(2g − 2).
There is a basis γ̂1, . . . , γ̂2g−2 of absolute homology classes that belong to Vζ . For the
relative part, take a path αi that joins ẑi to ẑi+1 for i = 1, . . . , k such that τ(αi) = αi+1
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in H1(X̂, ẑ1, . . . , ẑk;C). Let
γ2g−1 =
k∑
i=1
ζ−iαi.
Then
(2.8) τ∗γ2g−1 =
k∑
i=1
ζ−iαi−1 = ζγ2g−1,
hence γ2g−1 ∈ Vζ and lies in the relative part. Therefore, γ̂1, . . . , γ̂2g−2, γ2g−1 together
form a basis of Vζ .
The case of g = 2 and k = 3 is pictured in Figure 1. The bottom surface represents
a primitive cubic differential ξ in Ω3M2(6), where the edges with the same labels are
identified by translation (for a and b) and rotation of degree 2π/3 (for c and d). In
particular, the three vertices of the inner triangle are identified as the same point which
forms the unique zero of ξ. In the top three surfaces edges with the same labels are
identified by translation, hence after gluing we obtain an abelian differential ω, and the
resulting surface admits a canonical triple cover of the bottom which maps a0, a1, a2
to a, etc. Note that in this case ω lies in the stratum ΩM4(2, 2, 2). The absolute part
of the equivariant homology consists of weighted sums of the preimages of a and of b
with weight pattern as in Equation (2.8). The relative part is given by Equation (2.8),
where the αi are the preimages of c.
a2
a2
b2
b2
d2
c2 c1 d1
a0
a0
b0b0
c0
d0
c2
d2
·ζ−1 ·ζ
π
pi
3
a
a
bb
c
d
d
c
a1
a1
b1
b1
d1
c1
d0
c0
Figure 1. Canonical cover of a primitive cubic differential in Ω3M2(6)
In Section 7 we will use the (1/k)-translation surface viewpoint to present a number
of examples highlighting various aspects of the incidence variety compactification that
will be discussed soon.
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3. Stable k-differentials and k-residues
In this section we define in detail the ambient space that we will use for the inci-
dence variety compactification. For this purpose we need a local standard form for
k-differentials, and the notion of k-residues. We will also recall the definition of level
graphs and twisted differentials as introduced in [BCGGM16].
3.1. Standard coordinates for k-differentials, and k-residues. Contrary to the
case of abelian differentials, not every pole of a k-differential ξ has a local invariant
like the residue, independent of the choice of a local coordinate, but only poles of order
divisible by k have such an invariant. We make it precise in the following proposition.
Proposition 3.1. Given a k-differential ξ on a sufficiently small disk V around 0,
denote by m the order ord0 ξ. Then there exists a conformal map φ : (∆R, 0) → (V, 0)
defined on a disk of sufficiently small radius R, and a number r ∈ C such that
(3.1) φ∗(ξ) =

zm (dz)k if m > −k or k ∤ m,
r
zk
(dz)k if m = −k,(
zm/k + sz
)k
(dz)k if m < −k and k | m
where in the last case s ∈ C and sk = r. The germ of φ is unique up to multiplication
by a (m + k)-th root of unity when m > −k or k ∤ m, and up to multiplication by a
non-zero constant if m = −k.
We call the coordinate z provided in the proposition the standard coordinate for ξ,
call the number r the k-residue of ξ, and denote it by r = Resk0 ξ. For convenience we
also set Resk0 ξ = 0 if m > −k or k ∤ m. We remark that while for m = −k the residue
Resk0 ξ is simply the order −k term of the Laurent series of ξ at 0, for m 6= −k, the
k-residue does not admit such an easy description.
This proposition for quadratic differentials (i.e. k = 2) was stated and proved
in [Str84, Paragraph 6]. The same argument works for general k as well. For the
reader’s convenience, we include a proof as follows.
Proof. Suppose in a local coordinate w around 0 the k-differential ξ is given by
ξ = wm (a0 + a1w + · · · ) (dw)
k ,
with a0 6= 0. Setting w = ϕ(u) = u
k we obtain that
ϕ∗(ξ) = umk
(
a0 + a1u
k + · · ·
)
(kuk−1du)k.
Note that the k-th root of the power series a0 + a1u
k + · · · is again a power series
b0 + b1u
k + · · · in uk with the property that
ϕ∗(ξ) =
(
um+k−1
(
b0 + b1u
k + · · ·
)
kdu
)k
.
Let ψ be a coordinate change that puts the abelian differential inside the parenthesis on
the right hand side into the standard form. In the first case m > −k or m+k−1 6≡ −1
(mod k), this abelian differential has no residue, and hence
ψ∗ϕ∗(ξ) = (vm+k−1dv)k =
1
kk
vmk(d(vk))k .
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Since this differential depends on vk only, setting z = vk provides the desired expression
of the standard coordinate. Moreover, for v to satisfy that um+k−1(b0+b1u
k+· · · )kdu =
vm+k−1dv, it suffices to have um+k(c0 + c1u
k + · · · ) = vm+k by integrating both sides,
where c0 6= 0. Writing v = uy, the condition reduces to c0 + c1u
k + · · · = ym+k, hence
y can be expressed in terms of uk, which implies that z = vk = ukyk is a well-defined
coordinate change from the original coordinate w = uk.
If m = −k, the existence of standard coordinates for abelian differentials implies the
existence of ψ such that
ψ∗ϕ∗(ξ) = kk(sv−1dv)k = r(v−kd(vk))k .
Again this is the pullback under v 7→ z = vk of a k-differential which is of the form
r
zk
(dz)k. The last case ofm < −k and k | m is similar, except a more delicate point that
now the abelian differential written in standard coordinate may have a residue. 
From the flat geometric viewpoint of Section 2.3, the k-residue corresponds to a
half-infinite cylinder for a pole of order −k and to a half-infinite slit for poles of higher
order (see the right of Figure 4). We stress that the width of the slit or of the cylinder
represents some k-th root of the k-residue.
3.2. Stable k-differentials. Let f : C → Mg,n be the universal curve over the
Deligne-Mumford moduli space of n-pointed stable genus g curves, and let ωf be the
relative dualizing sheaf. Consider the space ΩkMg,n := f∗(ω
k
f ) as a vector bundle
over Mg,n. This is to say, its fibers are spaces H
0(X,ωkX ) parameterizing stable k-
differentials ξ over pointed stable curves (X, z1, . . . , zn), where ωX is the dualizing sheaf
of X. We call (X, ξ, z1, . . . , zn) ∈ Ω
kMg,n pointed stable (holomorphic) k-differentials.
In particular, it means that X is at worst nodal, z1, . . . , zn are distinct smooth points of
X, and ξ is a collection of k-differentials ξv on irreducible components Xv of X, which
may have poles of order up to k at the nodes of X. Furthermore, ξ is required to satisfy
the matching residue condition, namely, at any node q ∈ X identifying q1 ∈ Xv1 with
q2 ∈ Xv2 the equality Res
k
q1 ξv1 = (−1)
k Reskq2 ξv2 holds (as discussed in Section 3.1, for
k-differentials with poles of order at most k the k-residue is equal to the coefficient of
z−k(dz)k in the Laurent expansion, and this equality for k-residues follows from the
matching residue condition for ωX at q).
Similarly to the case of meromorphic abelian differentials, for meromorphic k-differentials
we have to twist the ambient space by the polar part of the differentials. We thus write
µ = (m1, . . . ,mr,mr+1, . . . ,mr+s,mr+s+1, . . . ,mn) with m1, . . . ,mr > 0, mr+1 = · · · =
mr+s = 0, and mr+s+1, . . . ,mn < 0. Denote by µ˜ = (mr+s+1, . . . ,mn) the polar part
of µ. Now we define ΩkMg,n(µ˜) := f∗(ω
k
f (−
∑n
i=r+s+1miZi)), where the Zi are the
sections of the universal curve corresponding to the marked points. We call points
(X, ξ, z1, . . . , zn) ∈ Ω
kMg,n(µ˜) pointed stable k-differentials, which includes the holo-
morphic case by setting µ˜ = ∅.
Recall that the stratum ΩkMg(µ) parameterizes (X, ξ, z1, . . . , zn) where X is a
smooth genus g curve, z1, . . . , zn are distinct marked points, and ξ is a k-differential
with zeros and poles at zi such that ordzi ξ = mi. It is clear that Ω
kMg(µ) is contained
in ΩkMg,n(µ˜). Note that there is a C∗-action on ΩkMg,n(µ˜) by multiplication, which
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preserves the stratification of ΩkMg,n(µ˜). We denote the corresponding quotients by
adding a letter P. Now we define the incidence variety compactification PΩkM
inc
g,n(µ)
of the stratum ΩkMg(µ) to be the closure of the stratum in PΩkMg,n(µ˜). We remark
that our notation implicitly means that the n marked points are ordered. For the
unordered version of the compactification, one can simply take the quotient by the
respective symmetric group action.
As explained in [BCGGM16], the incidence variety compactification keeps both
the scales of the limit differentials and the limit positions of zeros and poles, as k-
differentials degenerate in a given stratum. Moreover, it determines the strata com-
pactification in both the Deligne-Mumford space and in the Hodge bundle by forgetting
the differentials and the markings respectively. As can be seen by looking at k-th pow-
ers of abelian differentials, for which this is discussed in [BCGGM16], the incidence
variety compactification records in general strictly more information than taking the
strata compactification in either of the latter two spaces.
3.3. Level graphs and twisted differentials. In order to describe the incidence
variety compactification of the strata of k-differentials, we need to introduce twisted
k-differentials. The terminology we use here is closely related to that of [BCGGM16],
with the extra complications coming from the particularities of k-residues.
Definition 3.2. Let µ = (m1, . . . ,mn) be a tuple of integers with
∑n
i=1mi = k(2g−2).
A twisted k-differential η of type µ on a stable n-pointed curve (X, z1, . . . , zn) is a
collection of (possibly meromorphic) k-differentials ηv on the irreducible componentsXv
of X such that no ηv is identically zero and the following conditions hold:
(0) (Vanishing as prescribed) Each k-differential ηv is holomorphic and non-
zero outside the nodes and marked points of Xv . Moreover, if a marked point
zi lies on Xv, then ordzi ηv = mi.
(1) (Matching orders) For any node of X that identifies q1 ∈ Xv1 with q2 ∈ Xv2 ,
ordq1 ηv1 + ordq2 ηv2 = −2k.
(2) (Matching residues at poles of order k) If at a node of X that identifies
q1 ∈ Xv1 with q2 ∈ Xv2 the condition ordq1 ηv1 = ordq2 ηv2 = −k holds, then
Reskq1 ηv1 = (−1)
k Reskq2 ηv2 .
We next recall the notion of level graphs (see also [BCGGM16, Section 1.5]). Let Γ
be the dual graph of a nodal curve X. A full order on the irreducible components of X
is a relation < on the set V of vertices of Γ that is reflexive, transitive, and such that
for any v1, v2 ∈ V at least one of the statements v1 < v2 or v2 < v1 holds. We remark
that equality (denoted by ≍) is permitted in our definition of a full order. Any map
ℓ : V → R assigning real numbers to vertices of Γ defines a full order on Γ by setting
v1 < v2 if and only if ℓ(v1) ≥ ℓ(v2). We call a dual graph Γ equipped with a full order
on its vertices a level graph, and denote it by Γ. Given a level function ℓ and a real
number L, we denote by Γ>L (resp. Γ≥L, Γ=L, etc) the subgraph of Γ consisting of all
vertices such that ℓ(v) > L (resp. ℓ(v) ≥ L, ℓ(v) = L, etc) and all the edges connecting
them.
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In a level graph, an edge is called horizontal if it joins two vertices at the same level,
and called vertical otherwise. We also use the same names for the corresponding nodes
of the curve. For a node q joining two components Xv1 and Xv2 with v1 < v2, we
denote by q+ and q− the preimages of q in Xv1 and Xv2 , respectively. We also denote
by v+(q) = v1 and v
−(q) = v2 in this case. We will draw level graphs in such a way
that the level function is given by projection to the vertical axis, so that the top level
corresponds to the top of the pictured graph.
Along with the compatibility conditions (3) and (4-ab) in Definition 1.2 for twisted
abelian differentials, we recall the main result of [BCGGM16].
Theorem 3.3 ([BCGGM16]). A pointed stable abelian differential (X,ω, z1, . . . , zn) is
contained in the incidence variety compactification of a stratum PΩMg(µ) if and only
if the following conditions hold:
(i) There exists a level graph Γ such that its maxima are the irreducible components
Xv of X on which ω is not identically zero.
(ii) There exists a twisted abelian differential η of type µ on X, compatible with Γ.
(iii) On every irreducible component Xv where ω is not identically zero, ηv = ω|Xv .
4. Normalized covers and the global residue condition
In this section we prove Theorem 1.5, where the compatibility condition uses the
ĝlobal residue condition (4̂), by reducing the problem to the case of abelian differen-
tials (Theorem 3.3). This requires extending the notion of canonical covers, defined
in Section 2 for smooth curves, to the case of nodal curves. More precisely, given a
nodal curve X with a twisted k-differential η, we want to construct a (possibly discon-
nected) admissible cover π : X̂ → X such that π∗η = ω̂k, where ω̂ is a twisted abelian
differential on X̂. Here the admissibility means that every node of X̂ maps to a node
of X, every preimage of a node of X is a node of X̂ , and the ramification orders of
π at the two branches of any node of X̂ are equal (see [HM98, Paragraph 3.G]). In
addition, we want X̂ to carry a deck transformation τ , cyclic of order k as in the case
of smooth canonical covers. Note that if q is a node of X identifying q1 ∈ Xv1 with
q2 ∈ Xv2 and if η is a twisted k-differential on X, then qi has gcd(k, ordqi ηi) distinct
preimages in the canonical cover of Xvi . Thus by the matching orders condition for
twisted k-differentials (condition (1) in Definition 3.2), q1 and q2 have the same number
of preimages in the canonical covers X̂v1 and X̂v2 . Hence to construct X̂ , we can pair
preimages of q1 with preimages of q2 and identify the two points in each pair to form a
node. In general there are many choices, but since X̂ is required to have a cyclic deck
transformation τ , we only need to identify one pair of the preimages of q1 and q2, and
the remaining identifications are then determined from the induced actions of τ on X̂v1
and X̂v2 .
To give the precise definition of the covers we want, fix a type µ = (m1, . . . ,mn) of
k-differentials. We let m̂i :=
k+mi
gcd(k,mi)
− 1 and let
µ̂ :=
(
m̂1, . . . , m̂1︸ ︷︷ ︸
gcd(k,m1)
, m̂2, . . . , m̂2︸ ︷︷ ︸
gcd(k,m2)
, . . . , m̂n, . . . , m̂n︸ ︷︷ ︸
gcd(k,mn)
)
.
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Given a cover π : X̂ → X of a pointed stable curve X, we mark on X̂ all preimages of
all the marked points in X. The order of the marked preimages in X̂ will not matter,
except that we list the preimages of the first marked point first, etc.
Given a stable curve X together with a twisted k-differential η, consider a triple
(π : X̂ → X, τ, ω̂)
consisting of an admissible cover π of degree k, its deck transformation τ of order k, and
a twisted abelian differential ω̂ on X̂ such that τ∗ω̂ = ζω̂ and ω̂k = π∗η on X̂, where
ζ is the chosen primitive k-th root of unity. We will still call such triple a normalized
cover (of a nodal curve), and note that its restriction to any irreducible component Xv
of X is the normalized canonical cover as defined in Section 2.
We will often abbreviate notation and say that (X̂, ω̂) or X̂ is a normalized cover
of X. Note that if such a normalized cover exists, then µ̂ is the only type ω̂ can possibly
have, since the preimage of a marked point z with ordz η = m consists of gcd(k,m)
distinct points at which ω̂ has equal order. We now show that normalized covers always
exist.
Lemma 4.1. For any twisted k-differential η on a pointed stable curve X, there exists
a normalized cover (X̂, τ, ω̂) such that ω̂ is a twisted abelian differential of type µ̂.
Proof. We first take normalized covers X̂v → Xv of all irreducible components of X,
with meromorphic abelian differentials ω̂v on X̂v. To construct X̂, it remains to identify
the preimages of two branches of each node of X in such a way that ω̂ satisfies the
conditions for a twisted abelian differential on X̂ . By the construction of normalized
covers for smooth curves, ω̂ has prescribed vanishing, that is, it satisfies condition (0) in
Definition 3.2 for twisted abelian differentials (i.e., for k = 1). To verify the matching
orders condition (1), note that if ordq± η = −k±m at a node q, then for any preimage
q̂i of q
ordq̂±i
ω̂ =
k + (−k ±m)
gcd(k,m)
− 1 =
±m
gcd(k,m)
− 1,
hence ordq̂+i
ω̂ + ordq̂−i
ω̂ = −2, and consequently condition (1) holds, independent of
how the lifted branches of the nodes are identified.
If q is a vertical node of X, then there is no matching residue condition imposed
at its preimages, and the only restriction is that the curve would have an order k
automorphism τ . Hence one can choose any one preimage of q+ and identify it with
any one preimage of q− to form a node, and then the identifications of the rest of the
preimages of q± are determined by the group action.
Finally, if q1 ∈ X1 and q2 ∈ X2 are identified to form a horizontal node q ∈ X,
i.e., if ordq1 η1 = ordq2 η2 = −k, then the matching residue condition (2) for twisted k-
differentials requires Reskq1 η1 = (−1)
k Reskq2 η2. Note that in this case these k-residues
are non-zero, as they are given by the coefficients of z−k(dz)k in the local expression
of η. The canonical covers of Xi are then unramified over qi, and the residues of ω̂
at the preimages of qi are the k-th roots of Res
k
qi ηi, which differ from each other by
multiplication by k-th roots of unity. Hence for each preimage of q1, there exists a
unique preimage of q2 where ω̂ has opposite residue. Identifying these two preimages
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with opposite residues ensures that ω̂ satisfies the matching residue condition (2) for
twisted abelian differentials (and is the unique choice for such an identification). 
Recall that every full order on a dual graph is induced by some level function. Let
Γ be a full order on the dual graph Γ of X, which is given by the level function
ℓ : V (Γ) → R. For any admissible cover π : X̂ → X, we define the lifted full order (or
lifted level graph) Γ̂ on the dual graph Γ̂ of X̂ to be the full order given by the level
function ℓ ◦ π on V (Γ̂). It is easy to see that the lifted full order only depends on Γ
and not on the choice of the level function.
Lemma 4.2. Let η be a twisted k-differential on a pointed stable curve X satisfying
the partial order condition (3) for a level graph Γ. Then for every normalized cover
(π : X̂ → X, τ, ω̂), the twisted abelian differential ω̂ also satisfies the partial order
condition (3) for the lifted level graph Γ̂.
Moreover for any level L, the restriction of the normalized cover over X=L is uniquely
determined by η, and the entire cover is further determined by choosing, for each vertical
node q of Γ, one π-preimage of q+ and one π-preimage of q− that are identified.
Proof. For any node q of X, we have ordq± η ≥ −k if and only if ordq̂±i
ω̂ ≥ −1 for
any preimage qi of q. It follows that ω̂ satisfies the partial order condition (3) for
Γ̂. The uniqueness of identifying preimages of a horizontal node on level L and the
way of identifying preimages of a vertical node were shown in the proof of Lemma 4.1
already. 
Before proving Theorem 1.5, we remark that condition (4̂) depends on the choice of
a normalized cover, as shown by the following example.
Example 4.3 (The ĝlobal residue condition depends on the normalized cover). Let
X be a stable curve consisting of three irreducible components X1, X2, and X3 such
that X1 meets X2 at two nodes and X2 meets X3 at one node (see Figure 2). Let
η be a twisted quadratic differential (i.e., k = 2) such that η1 and η2 are squares of
abelian differentials and η3 is a primitive quadratic differential. Moreover, suppose η2
is the square of a meromorphic abelian differential that has poles at the nodes of X1
without residue. Let us consider the two normalized covers X̂(1) and X̂(2) with lifted
level graphs shown in Figure 2.
X1
X2
X3
X̂
(1)
1
X̂
(1)
2
X̂
(2)
1
X̂
(2)
2
X̂3
X̂
(1)
1
X̂
(1)
2
X̂
(2)
1
X̂
(2)
2
X̂3
Figure 2. The level graphs Γ, Γ̂1, and Γ̂2
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The ĝlobal residue condition (4̂) for Γ̂1 says that the residue of ω̂3 at each of the two
nodes of X̂3 is zero. Since the sum of these two residues is always zero by the residue
theorem for ω̂3 on X̂3, and the square of either residue of ω̂3 is equal to the 2-residue
of η3 at the node of X3, it implies that condition (4̂) for Γ̂1 is equivalent to imposing
Res2 η3 = 0. On the other hand, the ĝlobal residue condition (4̂) for Γ̂2 requires only
that the sum of the two residues of ω̂3 at the two nodes of X̂3 is equal to zero, which
holds automatically by the residue theorem; the residues of ω̂3 for this normalized cover
may be non-zero, differing from each other by a sign.
The rest of this section is devoted to the proof of Theorem 1.5. We first prove
that the conditions are necessary. Then we develop an equivariant version of plumbing
techniques used in [BCGGM16] to show that the conditions are also sufficient.
Proof of Theorem 1.5, conditions are necessary. We need to show that if a pointed sta-
ble k-differential lies in the incidence variety compactification of a stratum, then it is
associated to some twisted k-differential satisfying conditions (0)-(3) and (4̂). Ex-
cept for condition (4̂), the argument is similar to the case of abelian differentials
(see [BCGGM16] for more details). We start with a family of curves f : X → ∆
over a disk that degenerates to the central fiber X, with a family ξt of k-differentials
of type µ for t ∈ ∆∗, and let Zi be the sections of marked zeros and poles. Then for
each irreducible component Xv of X there exists a scaling parameter ℓv ∈ Z (in the
sense of [BCGGM16, Lemma 4.1]) such that
∑
miZi is a section of the twisted relative
k-dualizing sheaf ωkf (
∑
ℓvXv). For later use we make a degree k base change such
that k | ℓv for all ℓv. Now the same proof as in the case k = 1 leads to the necessary
conditions (0), (1), and (2). Hence we have constructed a twisted k-differential (X, η),
where ηv := limt→0 t
ℓvξt|Xv . Moreover, the set of values {ℓv} defines a level graph Γ,
which ensures that the partial order condition (3) holds, again with the same proof as
for k = 1.
We now prove the necessity of condition (4̂). For t ∈ ∆∗, let (πt : X̂t → Xt, ω̂t)
be the family of normalized covers associated with the family of k-differentials ξt. It
is well-known that the Hurwitz space of connected admissible covers is proper (see
[HM82, Paragraph 4]). Since a branched cover of degree d is connected if and only if
the associated monodromy group in the symmetric group Sd acts transitively on the d
sheets of the cover, and the transitivity condition was not really used in the argument
of properness, hence the Hurwitz space of possibly disconnected admissible covers is
also proper.1 It follows that the family πt extends over t = 0 to some admissible
cover π : X̂ → X, and the order k deck transformation τt of πt extends to a deck
transformation τ of order k for the cover π in the central fiber. Then the scaling
parameters for the family X̂t of abelian differentials are equal to ℓπ(X̂v)/k. It implies
1Following a referee’s suggestion, here is a more precise argument for the properness of the Hurwitz
space of possibly disconnected admissible covers. Using the same notation, after a suitable base change
for the family pit we may assume that the new family has no monodromy around t = 0 in the sense that
the total space has exactly as many connected components as any of the special fibers. Then we can
treat each component separately and apply the usual properness of the connected case. In particular,
these components all extend uniquely to t = 0 after a possible further base change.
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that the twisted abelian differential ω̂ obtained as the scaling limit of ω̂t is compatible
with the lifted level graph Γ̂. By the proof of necessity for abelian differentials given
in [BCGGM16, Section 4.1], we conclude that ω̂ satisfies the ĝlobal residue condition
imposed by Γ̂. To show that (X̂, ω̂, τ) is a normalized cover of (X, η), the only remaining
properties we need to justify are that τ∗ω̂ = ζω̂ and that ω̂k = π∗η. It suffices to check
them on each irreducible component Xv of X. The first property follows from taking
the limit of the equations
τ∗t (t
ℓv/kω̂t) = t
ℓv/kτ∗t (ω̂t) = t
ℓv/kζω̂t = ζ(t
ℓv/kω̂t)
as t goes to zero. The second property follows similarly from the fact that
(
tℓv/kω̂t
)k
=
tℓvπ∗t (ξt). 
The proof of sufficiency proceeds by passing to normalized covers and applying the
sufficiency for abelian differentials as in [BCGGM16]. The crucial ingredients of the
proof for abelian differentials are the existence of a modification differential and the
procedure of merging nearby zeros, which we now need to perform on an admissible
cover in a way that is equivariant under the action of the automorphism τ .
Lemma 4.4 (Existence of equivariant modification differentials). Suppose that Ŷ is a
Riemann surface admitting an automorphism τ of order ℓ > 1. For any τ -invariant
collection Q of points in Ŷ and any function r : Q → C with τ∗r = ζr, where ζ is a
primitive ℓ-th root of unity, there exists an abelian differential φ on Ŷ satisfying the
following properties:
(i) The poles of φ are simple and contained in Q.
(ii) The residue of φ at q ∈ Q is r(q).
(iii) The equivariance τ∗φ = ζφ holds.
Proof. Decomposing Q into τ -orbits and using
∑ℓ
i=1 ζ
i = 0 since ℓ > 1, we find that∑
q∈Q r(q) = 0. Consequently, there is no restriction imposed by the residue theorem,
and hence by Mittag-Leffler theorem, there exists a meromorphic abelian differential
φ0 on Ŷ satisfying (i) and (ii). To obtain the equivariance required in (iii), we simply
average while twisting by ζ, i.e., we let
φ :=
1
ℓ
ℓ−1∑
i=0
ζ−i(τ i)∗φ0.
Then φ satisfies (i) and (iii) by construction. Moreover, since τ∗r = ζr we have
Resq(ζ
−1τ∗φ0) = ζ
−1Resτ(q) φ0 = ζ
−1ζ Resq φ0,
which implies that Resq φ = Resq φ0 = r(q). Hence φ also satisfies (ii). 
Proof of Theorem 1.5, conditions are sufficient. Our goal is to show that given a twisted
k-differential η and a normalized cover (X̂, ω̂) satisfying conditions (0)–(3) and (4̂),
there exists a family f : X → ∆ of pointed stable curves, such that for t 6= 0, the curve
Xt is smooth and carries a k-differential ξt of type µ, which converges to the pointed
stable k-differential ξ on X associated to η. The proof will moreover show that η is the
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scaling limit of ξ, in the sense of [BCGGM16, Lemma 4.1] and of the proof of necessity
above.
By condition (4̂) and the main result of [BCGGM16], the stable differential asso-
ciated to the normalized cover (X̂, ω̂) lies in the boundary of the incidence variety
compactification for the stratum of abelian differentials of type µ̂ (and if X̂ is dis-
connected we then apply [BCGGM16] to each connected component of X̂ separately).
Hence there exists a family f̂ : X̂ → ∆ of pointed stable curves, such that for t 6= 0,
the curve X̂t is smooth and carries an abelian differential ω̂t, while the scaling limit of
ω̂t is equal to ω̂. We need to show that the construction of the family f̂ can be carried
out in such a way that the deck transformation τ on the central fiber X̂ extends to
an automorphism τ˜ of X̂ that restricted to each fiber is a deck transformation. Then
the desired family X over ∆ can be obtained by taking the quotient of X̂ under the
extended automorphism τ˜ , and ω̂k on X̂ will be the pullback of a twisted k-differential
from X that satisfies conditions (0)-(3) and (4̂).
We recall the outline of the proof given in [BCGGM16] for abelian differentials and
highlight the steps that need modification in the equivariant setting. The base of the
induction, and in general the final cleanup step, is to smooth all horizontal nodes by
classical plumbing. For this we need to make sure that [BCGGM16, Proposition 4.4]
applies equivariantly. Let q be a horizontal node of X, and let q̂ be a preimage of
q on the normalized cover. The upshot is that the τ -orbit of q̂ consists of k distinct
points, so that we can plumb one of them and then move it around using τ . More
precisely, having fixed a standard coordinate u for abelian differentials provided in loc.
cit., the plumbing (with fixture Ωt = r(t)du/u) of the node q̂ depends only on the
residue r(t). Hence we choose this standard coordinate u at q̂ and plumb there. Then
at a node τ i(q̂) ∈ X̂, which is also a preimage of the node q, we use u ◦ τ i as the
standard coordinate and apply τ i to the previous plumbing construction, where τ acts
on Ω by multiplication by ζ. The resulting plumbing of X̂ is then τ -equivariant by
construction.
The induction step consists of joining a smoothing f : Ŷ → ∆ of the (possibly
disconnected) subcurve X̂>L of components of level greater than L to the subcurve X̂=L.
The differentials are scaled by the factors of tℓ for a level function ℓ : V (Γ̂)→ Z≤0, which
is inductively constructed so that the differences between the levels are sufficiently
divisible. To apply higher order plumbing [BCGGM16, Theorem 4.5], it requires the
existence of a modification differential φ (denoted by ξ in loc. cit.) with the following
properties. For every connected component Ŷ of X̂>L, let {q̂i,j} denote the set of nodes
of Ŷ where Ŷ intersects X̂=L, indexed in such a way that q̂i,j is a preimage of the node qi
of Y , and such that τ(q̂i,j) = q̂i,j+1, where the index j is set to be modulo an appropriate
divisor of k. Then the requirement on φ in loc. cit. is that Resq̂+i,j
(φ) = −Resq̂−i,j
(ω̂).
Note that if k | ordqi η, then the τ -orbit of q̂i,j has cardinality k. If k ∤ ordqi η, then
Proposition 3.1 implies that Resq̂−i,j
(ω̂) = 0. Therefore, if the π-preimage of a connected
component of X>L is a disjoint union of k curves, we can directly apply [BCGGM16,
Lemma 4.6] to obtain the desired modification differential φ. On the other hand, if
this preimage has s < k connected components, we can use Lemma 4.4 with Q given
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by the set of nodes where Resq̂−i,j
(ω̂) 6= 0, with the function r(q̂+i,j) = −Resq̂−i,j
(ω̂), with
ℓ = k/s and with τ s as the automorphism on each connected component, in order to
obtain the modification differential φ.
The higher order plumbing for the node q̂i,j is performed on some neighborhoods D
±
of q̂±i,j, where we plumb ψ
+
t = t
c(ω̂+t + t
bφt) to ψ
−
t = t
b+cω̂−t using the plumbing fixture
differential Ωt given in [BCGGM16, Theorem 4.5]. Here b and c are constants depending
on ordq+i,j
ω̂ and on the level function. On the neighborhoods τ−1D± of q̂±i,j−1, consider
the differentials τ∗ψ+t = ζψ
+
t and τ
∗ψ−t = ζt
b+cω̂−t , where the equalities are implied by
τ -equivariance of φ. These can be glued using the plumbing fixture differential ζ Ωt.
More precisely, we simplify the notation by writing q for a node of X and let m =
ordq+ η. If k | m, the gluing of plumbing fixtures over q can clearly be done as described
above. Suppose k ∤ m and let (u, v) be local (standard) coordinates around the node
q such that η = um(du)k and η = v−m−2k(dv)k. Recall that there are r = gcd(m,k)
preimages of the node q and that the order m̂ of ω̂ at the preimages is equal to m+kr −1.
Consider the families of degenerating cylinders
{
(t, uj , vj) | ujvj = td
}
for some d, with
indices j = 0, . . . , r−1, along with the forms Ωt = t
cζjum̂j duj and Ωt = t
b+cζjv−m̂−2j dvj .
Define the action τ ′(t, uj , vj) = (t, uj+1, vj+1) for j = 0, . . . , r−2, and τ
′(t, ur−1, vr−1) =
(t, ζ−ra u0, ζ
r
av0) for some k-th root of unity ζa to be determined. The induced action
(τ ′)∗ on Ωt is clearly multiplication by ζ for j 6= 0. For j = 0, the action on Ωt is
given by (τ ′)∗
(
tcum̂0 du0
)
= ζm+ka
(
tcum̂r−1dur−1
)
. In order to make it equal to ζΩt for
j = r − 1, we choose ζa such that ζ
m+k
a = ζ
r, which has a solution among k-th roots
of unity since gcd(m,k) = r. Similarly one can check it for the v coordinates. Hence
the action τ ′ extends τ on the families of degenerating cylinders. Consequently the
family f̂zeros of pointed stable differentials obtained by plumbing admits the desired
automorphism τ˜ that extends τ .
The family of differentials f̂zeros does not yet have the right type µ̂, because a multiple
zero ẑ of ω̂t may break into a collection of zeroes, of the same total multiplicity, when a
small modification differential φ is added. In the case of abelian differentials, for each
zero ẑ of ω̂ in the smooth locus of X̂ this issue is settled by merging zeros [BCGGM16,
Lemma 4.7], which is a local operation in a neighborhood D of the center of masses
x̂(t) of the zeros that ẑ splits to. It consists of replacing the family of differentials
ψt = t
c(ω̂+t +t
bφt) by another family of differentials ψ
′
t with a unique zero of multiplicity
equal to the sum of multiplicities of the dispersed zeros. As in the step of higher order
plumbing, we can perform this merging locally near one preimage ẑ of a dispersed zero,
and then use the property τ∗ψt = ζψt to replace on τ
−1(D) the differential ζψt by ζψ
′
t.
This can be done as in the previous paragraph in such a way that τ∗ψ′t = ζψ
′
t. At the
end we obtain a family f̂ of pointed stable differentials of the correct type and still
with an automorphism τ˜ extending τ as desired. 
5. The global k-residue condition
Throughout this section, we fix a nodal curve X with a level graph Γ given by a level
function ℓ. Whenever we take normalized covers of X or of its subcurves, we implicitly
consider them endowed with a lifted full order provided by Lemma 4.2.
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Previously we have characterized the incidence variety compactification of the strata
of k-differentials in terms of the existence of a normalized cover satisfying the ĝlobal
residue condition (4̂). As Example 4.3 demonstrates, the choice of a normalized cover
is fundamental in the ĝlobal residue condition (4̂). In this section we investigate the
combinatorics of possible choices of a normalized cover. By going through the various
possibilities, eventually we will establish the equivalence of the ĝlobal residue condi-
tion (4̂) and the global k-residue condition (4) in Definition 1.4.
In order to establish the equivalence between conditions (4̂) and (4), the main tool
we use is the following result.
Proposition 5.1. Let (X, η) be a twisted k-differential. If the restriction η|Y to a
connected component Y of X>L has a normalized cover (Ŷ , τ, ω̂) with strictly fewer than
k connected components, then the global residue condition (4-ab) for abelian differentials
in Definition 1.2 imposed by Ŷ on ω̂ is automatically satisfied.
Proof. Let Ŷ1 be one of the r < k connected components of Ŷ . Denote by qi the
nodes connecting Y to X=L, and let q̂i,j be the nodes connecting Ŷ1 to X̂=L. Since the
cover Ŷ → Y is cyclic, the deck group must act transitively on the set of connected
components of Ŷ . It thus follows that r divides k, and then that τk/r acts on Ŷ1,
and since τ∗(ω̂) = ζω̂, the sum of the residues of ω̂ at the nodes q̂−i,j is proportional
to
∑k/r
j=1 ζ
jr, which is zero because the total sum of (k/r)-th roots of unity is zero for
r < k. 
In order to apply the above proposition, we need to know when the preimage of
a connected component of X>L can have fewer than k connected components. The
easiest case is described as follows.
Lemma 5.2. Suppose the twisted k-differential ηv on an irreducible component Xv is
not the k-th power of an abelian differential. For any lower level L < ℓ(v), let Y be the
connected component of X>L containing Xv. Then any normalized cover of (Y, η|Y )
has strictly fewer than k connected components.
Proof. Let (Ŷ , τ, ω̂) be a normalized cover of (Y, η|Y ). Then the restriction X̂v → Xv
of Ŷ → Y is a canonical normalized cover of (Xv, ηv). Since Xv is not the k-th power
of an abelian differential, X̂v has strictly fewer than k connected components. Since, as
above, the deck group of Ŷ → Y acts transitively on the set of connected components
of Ŷ , it follows that every connected component of Ŷ contains at least one connected
component of X̂v , and hence Ŷ also has strictly fewer than k connected components. 
As a result, we show that if either case i) or case ii) in the global k-residue condition
above holds, then there is no extra residue condition imposed.
Corollary 5.3. Suppose a connected component Y of X>L contains an irreducible
component Xv such that either ηv is not the k-th power of an abelian differential, or
Xv contains a marked pole, i.e., there exists zi ∈ Xv with mi < 0. Then for any
normalized cover of (X, η) the global residue condition (4-ab) for abelian differentials
imposed by Ŷ on ω̂ is automatically satisfied.
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Proof. If ηv is not the k-th power of an abelian differential, then by the above lemma any
normalized cover of (Y, η|Y ) has fewer than k connected components. Hence condition
(4-ab) imposed by Ŷ is automatically satisfied by Proposition 5.1.
If Xv contains a marked pole zi of order mi, we distinguish two cases. If k | mi, it
means that any abelian differential ω̂v such that ω̂
k
v = π
∗ηv has a pole of order mi/k at
each of the k marked preimages of zi. Then each connected component of Ŷ contains
a marked pole of the differential ω̂v, in which case there is no global residue condition
(4-ab) imposed by that connected component. On the other hand if k ∤ mi, then ηv is
not the k-th power of an abelian differential, and we are back to the beginning situation
of the proof. 
We now suppose that for every irreducible component Xv of Y , the twisted k-
differential ηv is the k-th power of an abelian differential, which is holomorphic away
from the nodes. It remains to determine under what conditions such a connected
component Y of X>L imposes a non-trivial ĝlobal residue condition on a normalized
cover. In this situation, for any normalized cover (Ŷ , τ, ω̂) of (Y, η), the preimage
of any Xv consists of k isomorphic copies of Xv. We label these components by
X̂v(0), . . . , X̂v(k − 1) in such a way that τ sends X̂v(i) to X̂v(i + 1) and X̂v(k − 1)
to X̂v(0). Then the normalized cover has the property that ω̂v(i + 1) = ζω̂v(i), where
ζ is the chosen primitive k-th root of unity and ω̂v(i) = ω̂|X̂v(i).
We first consider the case of horizontal nodes. Let X ′ be a connected component
of X=K for K > L. Note that there is a unique normalized cover (X̂
′, ω̂) of (X ′, η|X′)
which satisfies the matching residues condition (condition (2) of Definition 3.2) at the
poles of order k, as the way to attach the preimages of the nodes is determined by this
condition at the poles of order k. Hence the fact that the normalized cover of (X ′, η|X′)
has fewer than k components can be characterized in the following way.
Lemma 5.4. Let X ′ be a connected component of X=K such that for every irreducible
component Xv of X
′, the twisted k-differential ηv is the k-th power of an abelian dif-
ferential. Then the twisted k-differential η|X′ is the k-th power of a twisted abelian
differential if and only if the normalized cover X̂ ′ has k connected components.
In order to make this condition more clear, we discuss an example as follows.
Example 5.5 (Horizontal criss-cross). Let k = 2 and consider a twisted 2-differential
obtained in the following way. We start from an abelian differential (X,ω) where ω
has four simple poles p1, p2, q1 and q2. Suppose that the residues of ω at p1 and q1 is
1 and at p2 and q2 is −1. We obtain a twisted 2-differential (X¯, η) by squaring ω and
gluing p1 with q1 and p2 with q2. Clearly it satisfies condition (2) from Definition 3.2
at every node, as the 2-residues are all (±1)2 = 1. The canonical cover of (X,ω2) has
two components X±. In order to glue the nodes of these components to a normalized
cover, we have no choice in the gluing but to pair the preimages p+i of pi in X+
with q−i . Hence the only possible normalized cover, represented in Figure 3, has only
one connected component. On the other hand, if the twisted 2-differential we started
with had been obtained by identifying p1 with p2 and q1 with q2, then the normalized
cover would have two connected components.
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X
p1 q1
p2 q2
π
X− X+
p−1
q−1
p−2
q−2
p+1
q+1
p+2 q+2
Figure 3. The dual graphs of (X¯, η) and its normalized cover
For vertical nodes, the construction of a normalized cover depends on identifying
the preimages of the nodes, as described in the preceding section. If we choose the
normalized cover Ŷ → Y such that it consists of k disjoint copies Ŷ (0), . . . , Ŷ (k − 1)
isomorphic to Y , then the ĝlobal residue conditions imposed by these copies on the
cover differ by multiplication by powers of ζ. The residue condition imposed by Ŷ (0)
is
(5.1)
∑
qj∈Y ∩X=L
rq−j
= 0,
for some numbers rq−j
such that (rq−j
)k = Resk
q−j
ηv−(qj). Here the particular choice of
a k-th root rq−j
of the k-residue depends on which preimages of q−j on the normalized
cover X̂=L are connected to the preimages of the nodes q
+
j lying on Ŷ (0). Since we can
first choose these preimages arbitrarily, and then identify preimages of q+j in the other
copies Ŷ (i) with the preimages of q−j on X̂=L in a τ -equivariant way, we have proven
one implication of the following lemma for the construction of a normalized cover.
Lemma 5.6. Let Y be a connected component of X>L. If there is a normalized cover
(Ŷ , ω̂) of (Y, η) satisfying the global residue condition (4-ab) which is the disjoint union
of k copies of Y , then there exists a normalized cover of (Y ∪X=L, η) which coincides
with (Ŷ , ω̂) over Y and satisfies the condition (4-ab) if and only if Equation (5.1) holds
for some k-th roots rq−j
of k-residues of η at the nodes qj ∈ Y ∩X=L.
Proof. In the above discussion we have verified the “only if” part. Conversely, suppose
that Equation (5.1) holds for some rq−j
. Then the residues of the k-th roots ω̂v of ηv on
the canonical cover X̂=L at the nodes q̂
−
j,i lying over q
−
j are ζ
irq−j
for i = 0, . . . , k − 1,
if the nodes are numbered appropriately. In this numbering we construct the normal-
ized cover of Y ∪ X=L by connecting the nodes q̂
−
j,i to the component Ŷ (i) for all j.
Equation (5.1) is then equivalent to the global residue condition imposed by Ŷ (0), and
more generally Ŷ (i) imposes the τ i-image of this equation. We thus conclude that our
gluing defines a normalized cover of η over Y ∪X=L satisfying the condition (4-ab). 
We can now conclude the case when a normalized cover contains a disjoint union of
k copies of Y .
Corollary 5.7. Let Y be a connected component of X>L. If the normalized cover
(Ŷ , ω̂) of (Y, η) is the disjoint union of k copies of Y and satisfies the condition (4-ab),
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then there exists a normalized cover over Y ∪X=L extending (Ŷ , ω̂)) which satisfies the
ĝlobal residue condition imposed by Y if and only if Equation (1.4) for the k-residues
is satisfied.
Proof. By definition of the polynomial Pn,k, Equation (1.4) is simply the product of
Equations (5.1) for all possible choices of k-th roots of the relevant k-residues. Hence
one of those sums is zero if and only if their product is zero. 
It remains to deal with the case when for every K > L on every connected compo-
nent Y ′ of Y=K the twisted k-differential η|Y ′ is the k-th power of a twisted abelian
differential ωv, no Xv contains a marked pole, but there exists a normalized cover Ŷ
of Y satisfying the global residue condition for abelian differentials (4-ab) that is not
a disjoint union of k copies of Y . Such a phenomenon occurs when we identify the
irreducible components of Ŷ at the nodes in such a way that there is some crossing of
the dual edges which cannot be straightened back (see Γ̂2 in Example 4.3). For this
reason, we call such a construction a criss-cross.
Suppose that Y has such a normalized cover Ŷ and denote then by K the lowest
level such that Ŷ restricted over Y>K consists of k disjoint copies of Y>K , while Ŷ
restricted over some connected component W of Y≥K has fewer than k connected
components. By assumption, for each connected component Tℓ of W>K , the restriction
of Ŷ over Tℓ consists of k disjoint copies T̂ℓ(i) of Tℓ. Similarly we denote by Us the
connected components of W=K . Since we suppose that the restriction η|Us is the kth
power of a twisted abelian differential, there are k disjoint preimages of Us in the
normalized cover (see Lemma 5.4). We denote by Ûs(i) these k preimages. We denote
ω̂s(i) := ζ
iωs the restriction of π
∗(η) to Ûs(i). Moreover, denote by Γred the level graph
with two levels, whose vertices are the connected components Tℓ of W>K and Us of
W=K , and whose edges are the nodes between these components. Note that this graph
has no horizontal edges. The graph Γ̂red is defined analogously by adding “hats” in the
preceding definition.
Since by hypothesis Ŵ has fewer than k connected components, there exists a closed
loop γ in Γred such that it has a lift γ̂ to Γ̂red which is not a closed loop (and then by τ -
equivariance it follows that no lift of γ is a closed path). Given an edge e of γ connecting
Tℓ to Us, its lift ê starting at Tℓ(0) goes to some Us(o(e)) and we denote ζe := ζ
o(e).
In the sum (5.1) for Y = Tℓ, the residue at the node qj corresponding to the edge ej
is then given by ζej Resq−j
ωu. More generally, it follows from the τ -equivariance that
for a lift ê of e connecting the component Ûs(a) to T̂ℓ(b) we have ζ
a−b = ζe. Applying
this observation recursively along γ, we see that the product
∏
e∈γ ζ
±1
e with alternating
negative and positive exponents is a power of ζ whose exponent iγ gives the difference
between the starting and the ending component of Ûℓ1 of any lift γ̂ of γ. By the
hypothesis that γ̂ is not closed, this exponent iγ is not zero modulo k, and hence the
product of the roots with alternating exponents ±1 in the above is not equal to 1.
Now for the converse, suppose that there exists a connected component W of X≥K
such that Equation (5.1) is satisfied by taking Y = Tℓ where Tℓ are the connected
components of W>K . Suppose moreover that there exists a loop γ ∈ Γred such that the
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alternating product
∏
e∈γ ζ
±1
e is not equal to 1. Then as explained in Lemma 5.6, we
can construct a normalized cover of (W,η|W ) satisfying condition (4-ab) by identifying
the preimages of the nodes between the components Tℓ and W=K in the way given
by Equation (5.1). As explained in the previous paragraph, the assumption that the
alternating product of the roots along γ is not 1 implies that the lifts of γ in Γ̂red
are not closed paths. Hence there is a normalized cover with fewer than k connected
components above W , and Proposition 5.1 can be applied.
To conclude this discussion, we would like to state the condition for the loop γ in
the dual graph of W directly (instead of in Γred). This can be done as follows. To
every path in the dual graph of W we associate a path in Γred by contracting the edges
between vertices of the connected components Tℓ ofW>K . Conversely, to a path in Γred
we associate a (not necessarily unique) path in the dual graph ofW such that it has the
same edges joining the connected components Tℓ of W>K to the connected components
Us of W=K , and then connects arbitrarily within each Tℓ. Clearly the condition on γ
can be reformulated by saying that there exists a loop γ in the dual graph of W such
that the alternating product of the roots associated to the edges of γ touching W=K is
not equal to one.
Summarizing the above discussion we have proved the following proposition.
Proposition 5.8. Let (Y, η) be a twisted k-differential satisfying condition (3) such that
for every K > L on every connected component Y ′ of Y=K the twisted k-differential η|Y ′
is the k-th power of a twisted abelian differential ωv without marked poles. Then there
exists a normalized cover of (Y, η) satisfying condition (4-ab) which is not a disjoint
union of k copies of Y if and only if there exists a level K, a connected component W
of Y≥K , a simple closed path γ in the dual graph of W such that for every connected
component Tℓ of W>K and every edge e in the set Eℓ of nodes connecting Tℓ to Y=K ,
there exists a k-th root of unity ζe satisfying∑
e∈Eℓ
ζeResq−e ωv−(e) = 0 such that
∏
e∈γ∩E
ζ±1e 6= 1
where E =
⋃
ℓEℓ and the last product has alternating ±1 exponents along γ.
We are now ready to prove that the ĝlobal residue condition (4̂) is equivalent to the
global k-residue condition (4).
Proof of the equivalence of (4̂) and (4). We assemble the statements proven above to
show that, for a twisted k-differential, satisfying conditions (0)–(4) is equivalent to the
existence of a normalized cover satisfying condition (4-ab).
Suppose first that the global k-residue condition (4) holds. We will construct the
normalized cover satisfying condition (4̂) inductively on the number of levels. The
claim is empty, hence true, for twisted k-differential with one level. Suppose that the
claim is true for every twisted k-differential with at most |L| levels satisfying condition
(3) (we prefer using negative levels, so that maximum is at level 0, so L is negative).
Let (X, η) be a twisted k-differential with |L| + 1 levels satisfying conditions (3) and
(4), where the levels are 0,−1, . . . , L for simplicity. Let Y1, . . . , Yr be the connected
components of X>L. By assumption, for every Yi there exists a normalized cover Ŷi.
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If condition iii) holds for Yi, then Ŷi has fewer than k connected components according
to Lemma 5.4. Moreover, if condition iv) holds for Yi, we may assume that Ŷi has
fewer than k connected components, since Equations (1.3) and (1.2) are exactly the
hypothesis of Proposition 5.8.
Suppose that one of the first four conditions i), ii), iii) or iv) in (4) holds for Yi. Then
by Corollary 5.3 (for conditions i) and ii)) and Proposition 5.1 (for conditions iii) and
iv)), any normalized cover of (X, η) will satisfy the global residue condition for abelian
differentials imposed by Ŷi. Now if none of these conditions holds for Ŷi, then condition
v) must be satisfied. We use at Yi a normalized cover given in Corollary 5.7, which
satisfies the global residue condition for abelian differentials at every preimage of every
component Yi. Hence we have constructed a normalized cover of X satisfying condition
(4-ab), proving that condition (4̂) holds for (X, η). Indeed we get a little more. If every
component Yi has k disjoint preimages and if the level K in Proposition 5.8 coincides
with L, then there exists a normalized cover of X satisfying (4-ab) with fewer than k
connected components.
Conversely, suppose that the ĝlobal residue condition (4̂) holds. We will show in-
ductively on the number of levels that condition (4) holds. If there is only one level,
the claim is again empty, hence true. Suppose that the claim is true for every twisted
k-differential with at most |L| levels satisfying condition (3). Let (X, η) be a twisted
k-differential with |L|+1 levels satisfying conditions (3) and (4̂). We denote by (X̂, ω̂)
a normalized cover of (X, η) given by condition (4̂). Now by induction, condition (4)
holds for every level K > L and for every connected component of X>K . Let Y1, · · · , Yr
be the connected components of X>L. For each Yi, we will analyze the global residue
condition for abelian differentials (4-ab) induced by Ŷi on ω̂.
First the global residue condition can be void if the preimages Ŷi of Yi contain a
marked pole. Then the component Yi also contains a marked pole, and hence condition
i) in (4) is satisfied. Next, the global residue condition for abelian differentials can
be automatically satisfied if there are fewer than k connected preimages of Yi in X̂ .
This can happen either because the restriction of η on Yi is not the k-th power of
an abelian differential or because there is some criss-cross gluing of nodes in X̂ over
Yi. In the former, condition ii) is satisfied. In the latter, either the criss-cross occurs
with horizontal nodes and the hypothesis of Lemma 5.4 is satisfied, leading to iii). Or
the criss-cross occurs with vertical nodes and the hypothesis of Proposition 5.8 must
be satisfied for some level K > L, leading to condition iv). If none of these cases
happens, then the global residue condition for abelian differentials induced by Ŷi is
given by the vanishing of a factor of the polynomial defined in Equation (1.1), which
gives Equation (1.4) of condition (4). Hence condition (4) holds at level L. 
6. Dimension of spaces of twisted k-differentials
In this section we prove Theorem 1.6. Let Γ be a level graph and h be the num-
ber of horizontal edges of Γ. Recall that Ωk,abMg(µ) is the union of the compo-
nents of ΩkMg(µ) consisting of k-th powers of holomorphic abelian differentials, and
Ωk,non-abMg(µ) is the union of all the other components. We denote by W
k,ab(Γ)
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(resp. Wk,non-ab(Γ)) the space of twisted k-differentials of type µ compatible with Γ
which can be smoothed into Ωk,abMg(µ) (resp. Ω
k,non-abMg(µ)), i.e., the correspond-
ing twisted k-differential is a scaling limit of a one-parameter family in Ωk,abMg(µ)
(resp. Ωk,non-abMg(µ)). We emphasize that the underlying dual graph of every point
inWk,ab(Γ) (resp. Wk,non-ab(Γ)) is exactly Γ and we allow global scaling of the differen-
tials on the components Xv corresponding to the vertices v of Γ. For k = 1, we simply
use Wab(Γ) to denote the space of twisted abelian differentials of type µ compatible
with Γ, which in the above notation is either M1,ab(Γ) if µ is a holomorphic signature,
or M1,non-ab(Γ) otherwise. We will verify the dimension count in Theorem 1.6 in the
following two steps, first for k = 1 and then for k ≥ 2.
Theorem 6.1. The space Wab(Γ) of twisted abelian differentials is either empty or has
dimension equal to dimΩMg(µ)− h.
Theorem 6.2. For k ≥ 2, the space Wk,non-ab(Γ) is either empty or has dimension
equal to dimΩk,non-abMg(µ)− h.
The same result holds by replacing “non-ab” with “ab” in Theorem 6.2, whose proof
simply reduces to the abelian case as in Theorem 6.1, because any deformation of a
d-th power of a (k/d)-differential remains to be a d-th power as explained in and after
Theorem 2.1.
We do some preparations before proving these theorems. First, we can reduce the
situation to h = 0, i.e., Γ has no horizontal edges, since such a node is locally smoothable
by classical plumbing, which affects the dimension count precisely by one. Hence from
now on we assume that the level graph Γ has the property that h = 0.
Consider the case of abelian differentials. Take a pointed topological surface Σ with
Λ ⊂ Σ as a disjoint union of simple closed curves such that the degenerate surface with
dual graph Γ is obtained by pinching curves in Λ to the corresponding nodes. Denote
by Λ◦ an open thickening of Λ with upper boundary Λ+ and lower boundary Λ−. Let
P ⊂ Σ \ Λ◦ be the set of marked points corresponding to the interior poles of the
differentials, and Z ⊂ Σ \ Λ◦ corresponding to the interior marked zeros.
Compatibility of twisted abelian differentials with Γ is governed by the global residue
condition (4-ab), which is imposed to the residue assignments at the nodes of the de-
generate surface. Moreover, such residue assignments should also satisfy the residue
theorem on each irreducible component of the surface. Therefore, we define the follow-
ing subspaces of residue assignments
Rgrc ⊆ Rres ⊆ Ch
0(Λ),
where Rres is the subspace satisfying the residue theorem at the irreducible components
of Σ \ Λ that have no marked poles in the interior but have poles at some resulting
nodes (i.e., those lower level components without poles in the interior and moreover
not local maxima of Γ), and where Rgrc is the subspace cut out further by the global
residue condition for twisted differentials compatible with Γ. Let cL be the number of
irreducible lower level components without poles in the interior and not local maxima
of Γ. Note that each component counted in cL admits an independent condition for the
constraint of the residue theorem, since every (polar) node belongs to a unique such
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component. It follows that
(6.1) h0(Λ)− dimRres = cL.
Note also by our setting that the residue map
W
ab(Γ)→ Rres
factors through Rgrc.
Next we give an alternative form of the global residue condition (4-ab). Without
loss of generality, assume that the N levels of Γ are labeled by zero for the top level
and by −i for the i-th level for 1 ≤ i ≤ N − 1. Treating Λ as the set of edges of Γ,
define a subset Λj ⊆ Λ by
Λj =
〈
λ ∈ Λ : ℓ(v−(λ)) ≤ −j
〉
.
Namely, Λj is the subset of simple closed curves in Λ whose corresponding edges in Γ
have lower ends on level ≤ −j. Let Vj ⊂ H1(Σ\P,Z) be the image subgroup generated
by the classes of the simple closed curves in Λj under the map H1(Λ)→ H1(Σ \ P,Z)
induced by the inclusion Λ →֒ Σ. We thus obtain a filtration of linear subspaces
0 = VN ⊆ VN−1 ⊆ · · · ⊆ V1.
Since any residue assignment to the nodes of the pinched surface corresponds to a
function ρ : Λ→ C, we can characterize the subspace Rgrc as follows.
Proposition 6.3. A residue assignment ρ : Λ→ C satisfies the global residue condition
if and only if there exist linear maps
ρj : Vj/Vj+1 → C for j = 1, . . . , N − 1,
such that ρj(λ) = ρ(λ) for all simple closed curves λ in Λ, where j is determined by
ℓ(v−(λ)) = −j.
In particular, dimRgrc = dimV1 = dim Im(H1(Λ)→ H1(Σ \ P,Z)).
Proof. Given the collection of ρj, for every j and every connected component Y of
Γ>−j without marked poles in the interior, the sum of the residues on all (down-going)
edges of Y is zero, as one can see by summing the corresponding boundary cycles in
H1(Σ \ P,Z) and the edges to levels below −j contribute zero since ρj maps Vj+1
to zero. This zero summation is precisely the global residue condition (4-ab). The
converse is just a reformulation of the global residue condition. The second statement
about dimRgrc follows from the first, since ρ is uniquely specified by any collection of
ρj ∈ (Vj/Vj+1)
∗ and
∑N−1
j=1 dim(Vj/Vj+1) = dimV1. 
Proof of Theorem 6.1. The stratum ΩMg(µ) is locally modeled on the periods of the
relative homology group H1(Σ \ P,Z). The space of twisted abelian differentials com-
patible with Γ except for the global residue condition is locally modeled on the periods
of the homology group H1(Σ \ {P ∪ Λ
◦},Λ+ ∪ Z) by applying Corollary 2.3 to all
components of Σ \ Λ◦ separately. Since the residue map from this space of twisted
differentials to Rres is dominant and equidimensional over its image (being the compo-
sition of a local biholomorphism and a linear projection under period coordinates), it
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suffices to show that
(6.2) h1(Σ \ {P ∪ Λ
◦},Λ+ ∪ Z)− h1(Σ \ P,Z) = dimR
res − dimRgrc.
Take the long exact sequence of homology of the triple Z ⊂ Λ ∪ Z ⊂ Σ \ P
H2(Λ ∪ Z,Z) = 0 H2(Σ \ P,Z) H2(Σ \ P,Λ ∪ Z)
H1(Λ ∪ Z,Z) H1(Σ \ P,Z) H1(Σ \ P,Λ ∪ Z)
H0(Λ ∪ Z,Z) H0(Σ \ P,Z) = 0.
Let c := h2(Σ\P,Λ∪Z) = h
0(Σ\{Λ∪Z}, P ) by duality (see [Spa66, Theorem 6.2.17]),
which is the number of connected components of Σ \ Λ without poles in the interior.
Let δP := h2(Σ \ P,Z) = h
0(Σ \ Z,P ), which is 1 if P = ∅ and is 0 otherwise. In
addition, note that hi(Λ∪Z,Z) = hi(Λ) for i = 0, 1 and the same for their cohomology,
all of which are equal to the number of simple closed curves in Λ, i.e., the number of
edges of Γ. Also note that by applying the excision theorem to Λ◦ we have
(6.3) hi(Σ \ {P ∪ Λ
◦},Λ+ ∪ Λ− ∪ Z) = hi(Σ \ P,Λ ∪ Z).
Using these observations we can deduce from the long exact sequence that
(6.4) h1(Σ \ {P ∪ Λ
◦},Λ+ ∪ Λ− ∪ Z)− h1(Σ \ P,Z) = c− δP .
In addition, the exact sequence and Proposition 6.3 imply that
(6.5) dimRgrc = h1(Λ ∪ Z,Z) − (c− δP ) = h
0(Λ) − (c− δP ).
Note that (6.3) implies that c = h2(Σ\{P ∪Λ
◦},Λ+∪Λ−∪Z). Combining this with
the long exact sequence of homology of the triple Λ+∪Z ⊂ Λ+∪Λ−∪Z ⊂ Σ\{P ∪Λ◦},
we obtain that
(6.6) h1(Σ \ {P ∪ Λ
◦},Λ+ ∪ Λ− ∪ Z)− h1(Σ \ {P ∪ Λ
◦},Λ+ ∪ Z) = c− cM,
where cM := h2(Σ \ {P ∪ Λ
◦},Λ+ ∪ Z) = h0(Σ \ {Z ∪ Λ◦},Λ− ∪ P ) is the number of
connected components of Σ \ Λ containing no poles, neither in the interior nor at the
nodes by pinching the (lower boundary) components of Λ. Said differently, cM is the
number of pole-free local maxima of Γ.
Using the obvious relation c = cM + cL, combining (6.4) with (6.6) and comparing
this to the difference of (6.5) and (6.1), we thus obtain the desired (6.2). 
As a consequence of the above calculation we also obtain that
dimRres − dimRgrc = cM − δP .
Namely, the number of independent global residue conditions is precisely the number
of pole-free local maxima of Γ, up to one global redundancy if the set of marked poles
P is empty.
Now we prove the case for k ≥ 2, which is essentially an equivariant version of the
preceding proof.
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Proof of Theorem 6.2. We first give the setting which allows us to model the stratum.
Fix a twisted k-differential (X, η) and a connected normalized cover (X̂, ω̂, π) satisfying
the global residue condition for abelian differentials (4-ab). The assumption that X̂ is
connected is not a restriction, since otherwise we consider (k/d)-differentials where d
is the number of connected components of X̂ , and any deformation of a d-th power of
a (k/d)-differential remains to be a d-th power. Take two topological surfaces Σ̂ and Σ
with two disjoint unions of simple closed curves Λ̂ ⊂ Σ̂ and Λ ⊂ Σ, such that X̂ and
X are obtained by pinching curves in Λ̂ and Λ respectively and such that π lifts to a
cover from Σ̂ to Σ. Denote by P the set of poles of η with pole order ≥ k in the interior
of Σ \ Λ. Denote by Z the set of zeros along with the remaining poles in the interior
of Σ \ Λ. We denote similarly by P̂ and Ẑ the sets of preimages under π of P and Z
in the interior of Σ̂ \ Λ̂, which correspond to the interior poles and zeros of the lifted
twisted differential ω̂ respectively.
The deck transformation τ on X̂ induces a deck transformation on Σ̂, which we still
denote by τ . We denote by Ei the eigenspaces of various homology groups where τ acts
by the eigenvalue ζ (the chosen primitive k-th root of unity) and denote the dimension
of Ei by ei. Similarly we use E
i and ei for the ζ-eigenspaces of cohomology groups
and their dimensions. Let Σk be the set of connected components of Σ \ Λ where the
twisted k-differential η is the k-th power of an abelian differential and let Λk ⊂ Λ be
the subset of curves where the vanishing orders of η at the corresponding nodes are a
multiple of k. Note that Σk and Λk are invariant under small deformations of η, as any
deformation of a d-th power of a (k/d)-differential remains to be a d-th power.
The stratum ΩkMg(µ) is locally modeled on the periods of E1(Σ̂\ P̂ , Ẑ) as discussed
in Section 2. The support of the eigenspace Ei(Λ̂) for i = 0, 1 is on the preimage
Λ̂k = π
−1(Λk) as the preimage of every simple closed curve in Λ \ Λk has fewer than
k components. Since by Proposition 5.1 the ĝlobal residue condition only imposes
conditions to nodes that correspond to Λ̂k, we define spaces of residue assignments at
such nodes
Rgrck ⊆ R
res
k ⊆ C
e0(Λ̂k) ⊆ Ch
0(Λ̂k).
The subspace Ce
0(Λ̂k) consists of residue assignments that are equivariant under the
deck transformation τ . The subspace Rresk is further cut out by imposing the residue
theorem to the lifts of the components in Σk that are not local maxima of Γ and have no
poles of order ≥ k in the interior, whose number we denote by ck,L. The subspace R
grc
k
satisfies moreover the global residue condition (4-ab). As in (6.1) we obtain that
e0(Λ̂k)− dimR
res
k = ck,L.
The space of (lifts to the normalized covers of) twisted k-differentials compatible
with Γ except for the ĝlobal residue condition is modeled on E1(Σ̂ \ {P̂ ∪ Λ̂
◦}, Λ̂+ ∪ Ẑ).
Since the residue map from this space is dominant to Rresk and equidimensional over its
image, it suffices to show that
e1(Σ̂ \ {P̂ ∪ Λ̂
◦}, Λ̂+ ∪ Z)− e1(Σ̂ \ P̂ , Ẑ) = dimR
res
k − dimR
grc
k
as in (6.2).
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Since by assumption Σ̂ is connected, h2(Σ̂ \ P̂ , Ẑ) = h
0(Σ̂ \ Ẑ, P̂ ) is 0 or 1. Note
that if it is 1, the nontrivial contribution comes from the class of Σ̂ itself, which is
fixed under τ . Hence the ζ-eigenspace of H2(Σ̂ \ P̂ , Ẑ) is trivial, which implies that
e2(Σ̂ \ P̂ , Ẑ) = 0.
Now the rest of the calculation is the same as in the abelian case, after decorating
all symbols with hats and using respective eigenspaces. We thus conclude that
e1(Σ̂ \ {P̂ ∪ Λ̂
◦}, Λ̂+ ∪ Λ̂− ∪ Ẑ)− e1(Σ̂ \ P̂ , Ẑ) = ck
as in (6.4), where ck := e2(Σ̂ \ P̂ , Λ̂ ∪ Ẑ) = e
0(Σ̂ \ {Λ̂ ∪ Ẑ}, P̂ ) is the number of
components in Σk without poles of order ≥ k in the interior, and the analogue of δP is
e2(Σ̂ \ P̂ , Ẑ) = 0 as shown above. Then we have
dimRgrck = e
0(Λ̂k)− ck
as in (6.5), and moreover
e1(Σ̂ \ {P̂ ∪ Λ̂
◦}, Λ̂+ ∪ Λ̂− ∪ Ẑ)− e1(Σ̂ \ {P̂ ∪ Λ̂
◦}, Λ̂+ ∪ Ẑ) = ck − ck,M
as in (6.6), where ck,M := e2(Σ̂ \ {P̂ ∪ Λ̂
◦}, Λ̂+ ∪ Ẑ) = e0(Σ̂ \ {Ẑ ∪ Λ̂◦}, Λ̂− ∪ P̂ ) is the
number of components in Σk that are local maxima of Γ with no poles of order ≥ k,
neither in the interior nor at the boundary. Since ck = ck,M + ck,L, we thus obtain the
desired result as before. 
As a consequence of the above calculation we also obtain the following interpretation
of the ĝlobal residue condition, once we fix the set of components Σk on which the k-
differentials are k-th powers of abelian differentials:
dimRresk − dimR
grc
k = ck,M.
Namely, the number of independent ĝlobal residue condition is precisely the number
ck,M of local maxima of Γ in Σk with no poles of order ≥ k.
7. Examples of flat geometric constructions with k-differentials
In this section we apply the incidence variety compactification to generalize cer-
tain flat geometric surgeries from abelian and quadratic differentials to k-differentials.
Moreover, we sketch a flat geometric approach for proving Theorem 1.5.
Example 7.1 (Breaking up a singularity). In this example, we use Theorem 1.5 to
extend the notion of breaking up a zero of abelian and quadratic differentials (see [KZ03;
Lan08]) to the case of k-differentials. Here we describe the construction for singularities
with m > −k. One can similarly extend this construction to the case of breaking up a
pole of order ≤ −rk into r poles of order ≤ −k or even more general settings.
Let (X0, ξ) ∈ Ω
kMg(m,m1, . . . ,mn) be a k-differential with a singularity z of order
m > −k that we want to break into r singularities of orders m˜i, where
∑r
i=1 m˜i = m.
Let (X, η) be the twisted k-differential of type (m˜1, . . . , m˜r,m1, . . . ,mn), where X is
the union of X0 with a P1 attached at z, the restriction η|X0 = ξ, and η|P1 is a k-
differential with singularities of order m˜i in the smooth locus of P1 and with a pole
of order m+ 2k at the node z. If (X, η) satisfies the global k-residue condition (4) in
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Definition 1.4, then the family of plumbed k-differentials in the proof of Theorem 1.5
breaks z into r singularities of orders m˜1, . . . , m˜r, on smooth curves.
In this case condition (4) does not hold if and only if ξ is the k-th power of a holomor-
phic abelian differential and every differential in the stratum ΩkM0(m˜1, . . . , m˜r,−2k−
m) has non-zero k-residue at the pole of order 2k + m. On the other hand if there
exists a differential in the stratum ΩkM0(m˜1, . . . , m˜r,−2k−m) with zero k-residue at
the pole of order 2k + m, then the operation of breaking up such singularity can be
performed locally. Otherwise we need to add a modification differential φ to ξ as in
the proof of Theorem 1.5, and hence the smoothing construction may fail to be local.
For instance, this explains the failure of breaking up locally a zero of even degree into
two zeros of odd degrees in the case of quadratic differentials as remarked in [MZ08].
A consequence of the above discussion is that if k ∤ m, then one can always break
up locally a singularity of order m into r singularities of orders that add up to m.
Example 7.2 (Bubbling a handle). Another useful construction developed for abelian
and quadratic differentials is bubbling a handle (see [KZ03; Lan08]). Given a quadratic
differential (X, q), this surgery increases the genus of X by one and the order of a zero
of q by four, while preserving the orders of the other singularities. Here we generalize
this operation to the case of k-differentials.
Let (X0, ξ) ∈ Ω
kMg(m,m1, . . . ,mn) be a k-differential with a singularity z of order
m > −k at which we want to bubble a handle. Let (X, η) be the twisted k-differential
of genus g + 1 and of type (m + 2k,m1, . . . ,mn), where X is the union of X0 with
a torus X1 attached at z, the restriction η|X0 = ξ, and η|X1 is a k-differential that
has a zero of order m + 2k at some point of X1 and a pole of order −m − 2k at the
node. If (X, η) satisfies condition (4) in Definition 1.4, then the family of plumbed
k-differentials obtained from (X, η) gives the operation of bubbling a handle at z.
Note that there always exists a k-differential in the stratum ΩkM1(m+2k,−2k−m)
which has zero k-residue at the pole. If k ∤ m, the claim follows from definition. If
k | m, we can simply take the k-th power of an abelian differential of type (m/k +
2,−m/k − 2). Moreover, for every stratum different from Ω2M1(4,−4), there exists
a primitive differential in ΩkM1(m + 2k,−2k − m) with vanishing k-residue at the
pole (see [GT17]). As a result, (X, η) satisfies condition (4), and hence it is always
possible to bubble a handle at such a singularity z of a k-differential. This bubbling
can furthermore be performed in such a way that the result is a primitive k-differential,
even starting from the k-th power of an abelian differential — the only exception being
trying to bubble a handle at a regular point of the square of an holomorphic differential.
Example 7.3 (Flat geometric smoothing). As in the case of abelian differentials, suf-
ficiency of the conditions in Theorem 1.5 can also be explained by a flat geometric
construction in the sense of (1/k)-translation structure, without passing to the canon-
ical cover. We illustrate the idea via the following example. The reader may refer
to [BCGGM16, Paragraph 5] for more details on related objects that will be used
below.
Let (X, η) be a twisted k-differential compatible with a given level graph with two
levels, such that the top level contains a single component (X0, η0), and the lower level
consists of several components (Xa, ηa). Suppose η0 is the (k/d)-th power of a primitive
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d-differential. Let qi be all the vertical nodes of X, with q
−
i ∈ Xa(i) in the lower level.
On X0 we want to insert a line segment representing Res
k
q−i
η such that its middle point
is at q+i . By this, we mean that the segment is one of the k-th roots of Res
k
q−
i
η. If
d 6= k, then we can choose any such roots. If d = k, we want to choose the roots such
that the corresponding sum factor in Equation (1.3) vanishes. Such a choice exists by
the global k-residue condition. We divide each of these segments into d segments of
equal length r˜i,j, and label the middle point of r˜i,j by qi,j for 1 ≤ j ≤ d.
We next introduce the definition of a residue slit, as a collection of broken lines in
the surface around which we will modify neighborhoods of size given by the k-th roots
of the k-residues. Given the tuple T = (ζjk/dr˜i,j){i,j} = (r1, . . . , rN ) with cardinality
N , we fix a permutation π ∈ SN such that the slopes of rπ(1), . . . , rπ(N) are monotone.
Let P = P (T, π) be the polygon whose edges are given by the vectors rπ(1), . . . , rπ(N)
consecutively. It follows that P is convex. Let B(P ) be the barycenter of P . Let p be
a point in X0, disjoint from the singularities of η. Shrinking ηi if necessary, we place P
inside X0 with B(P ) = p. A k-residue slit for (T, π) is then defined to be a collection
of broken lines {bi,j} with the following properties:
• Each broken line bi,j starts from qi,j and connects to the middle point of the
edge ζjk/dr˜i,j of the polygon P . We denote by b
(ℓ)
i,j the ℓ-th line segment of bi,j
and by θ(b
(ℓ)
i,j ) the slope of b
(ℓ)
i,j .
• The broken lines bi,j do not intersect each other and they are disjoint from the
singularities of η.
• The slopes θ(b
(ℓ)
i,j ) are different from that of ±ζ
jk/dr˜i,j for all j ∈
{
0, . . . , kd − 1
}
.
• The holonomy h(bi,j) associated to bi,j is ζ
jk/d with respect to the (1/k)-
translation structure of X0.
For t ∈ (0, ε) sufficiently small, we define the surface X0,t = X0,t(T, π) obtained
by modifying neighborhoods of size tT around the residue slit as follows. Remove
P (T, π) from X0. In the case that 〈h(b
(ℓ)
i,j )
−1θ(b
(ℓ)
i,j ), r˜i,j〉 > 0, we remove neighborhood
parallelograms swept out by planar segments with holonomy vector t·h(b
(ℓ)
i,j )r˜i,j centered
along b
(ℓ)
i,j in general, and glue the parallel sides of these removed parallelograms in pairs.
On the other hand for each of the segments where 〈h(b
(ℓ)
i,j )
−1θ(b
(ℓ)
i,j ), r˜i,j〉 < 0, we add a
parallelogram swept out by segments of holonomy t · h(b
(ℓ)
i,j )r˜i,j to the existing surface
and glue the pieces as indicated in [BCGGM16, Figure 16].
Let us carry out the above construction in a simple but already interesting example.
Consider the stratum Ω3M2(3, 3, 1,−1), where the twisted cubic differential (X, η) is
given by (X0, η0) ∈ Ω
3M2(3, 3, 1, 0,−1) and (X1, η1) ∈ Ω
3M0(1,−1,−6) such that a
marked ordinary point q of X0 is attached to the pole of order 6 of X1. In particular,
this example illustrates the operation of breaking up a regular point into a simple zero
and a simple pole for cubic differentials. We present η0 and η1 by using (1/3)-translation
structure along with the residue slit in Figure 4.
In Figure 4, the point q coincide with q0 and the segment representing the k-residue is
the horizontal one. The polygon P (T, π) is the equilateral triangle in dashed lines. The
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3 4
q0q1 q−1
5 5
6 6
Figure 4. Flat geometric representation of a twisted cubic differential
and the residue slit
5′ 5′
6 6
5′′ 5′′
1
1
2
2
Figure 5. A plumbed surface in Ω3M2(3, 3, 1,−1)
residue slit is pictured in dotted lines. The cubic differential obtained after gluing in
the lower level surface tη1 at q and opening up the residue slit is presented in Figure 5,
where the unlabeled edge identifications are clear and the identifications denoted by 1
and 2 are given by composing translation with a rotation of angle 2π/3. As t→ 0, i.e.,
if we shrink the removed residue slit neighborhood, the surface goes to (X0, η0). Up to
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scaling, if alternatively we expand everything arbitrarily large compared to the residue
slit neighborhood, we then obtain (X1, η1). A rigorous proof that justifies convergence
in the sense of the incidence variety compactification can be found in [BCGGM16,
Paragraph 5.3].
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