We give an explicit algorithm and source code for constructing risk models based on machine learning techniques. The resultant covariance matrices are not factor models. Based on empirical backtests, we compare the performance of these machine learning risk models to other constructions, including statistical risk models, risk models based on fundamental industry classifications, and also those utilizing multilevel clustering based industry classifications. arXiv:1903.06334v1 [q-fin.PM]
Introduction and Summary
In most practical quant trading applications 4 one faces an old problem when computing a sample correlation matrix of returns: the number N of returns (e.g., the number of stocks in the trading universe) is much larger than the number T of observations in the time series of returns. The sample covariance matrix C ij (i, j = 1, . . . , N ) in this case is badly singular: its rank is at best T − 1. So, it cannot be inverted, which is required in, e.g., mean-variance optimization (Markowitz, 1952) . In fact, the singularity of C ij is only a small part of the trouble: its off-diagonal elements (more precisely, sample correlations) are notoriously unstable out-of-sample.
The aforesaid "ills" of the sample covariance matrix are usually cured via multifactor risk models, 5 where stock returns are (linearly) decomposed into contributions stemming from some number K of common underlying factors plus idiosyncratic "noise" pertaining to each stock individually. This is a way of dimensionally reducing the problem in that one only needs to compute a factor covariance matrix Φ AB (A, B = 1, . . . , K), which is substantially smaller than C ij assuming K N . 6 In statistical risk models 7 the factors are based on the first K principal components of the sample covariance matrix C ij (or the sample correlation matrix). 8 In this case the number of factors is limited (K ≤ T − 1), and, furthermore, the principal components beyond the first one are inherently unstable out-of-sample. In contrast, factors based on a granular fundamental industry classification 9 are much more ubiquitous (in hundreds), and also stable, as stocks seldom jump industries. Heterotic risk models (Kakushadze, 2015c ) based on such industry classifications sizably outperform statistical risk models. 10 Another alternative is to replace the fundamental industry classification in the heterotic risk model construction by a 4 Similar issues are also present in other practical applications unrelated to trading or finance. 5 For a general discussion, see, e.g., (Grinold and Kahn, 2000) . For explicit implementations (including source code), see, e.g., (Kakushadze and Yu, 2016a) , (Kakushadze and Yu, 2017a) . 6 This does not solve all problems, however. Thus, unless K < T , the sample factor covariance matrix is still singular (albeit the model covariance matrix Γ ij that replaces C ij need not be). Furthermore, the out-of-sample instability is still present in sample factor correlations. This can be circumvented via the heterotic risk model construction (Kakushadze, 2015c) ; see below.
7 See (Kakushadze and Yu, 2017a) , which gives complete source code, and references therein. 8 The (often misconstrued) "shrinkage" method (Ledoit and Wolf, 2004) is nothing but a special type of statistical risk models; see (Kakushadze, 2016) , (Kakushadze and Yu, 2017a) for details. 9 E.g., BICS (Bloomberg Industry Classification System), GICS (Global Industry Classification Standard), ICB (Industry Classification Benchmark), SIC (Standard Industrial Classification), etc.
10 In the heterotic risk model construction the sample factor covariance matrix at the most granular level in the industry classification typically would be singular. However, this is rectified by modeling the factor covariance matrix by another factor model with factors based on the next-less-granular level in the industry classification, and this process of dimensional reduction is repeated until the resultant factor covariance matrix is small enough to be nonsingular and sufficiently stable out-of-sample (Kakushadze, 2015c) , (Kakushadze and Yu, 2016a) . Here one can also include non-industry style factors. However, their number is limited (especially for short horizons) and, contrary to an apparent common misconception, style factors generally are poor proxies for modeling correlations and add little to no value (Kakushadze and Yu, 2016a) . statistical industry classification based on clustering (using machine learning techniques) the return time series data (Kakushadze and Yu, 2016b) , 11 without any reference to a fundamental industry classification. Risk models based on statistical industry classifications outperform statistical risk models but underperform risk models based on fundamental industry classifications (Kakushadze and Yu, 2016b) .
In this paper we discuss a different approach to building a risk model using machine learning techniques. The idea is simple. A sample covariance matrix C ij is singular (assuming T N ), but it is semi-positive definite. Imagine that we could compute a large number M of "samplings" of C ij , call them C (m) ij , m = 1, . . . , M , where each "sampling" is semi-positive definite. Consider their mean 12
By construction Γ ij is semi-positive definite. In fact, assuming C (m) ij are all (sizably) different from each other, Γ ij generically will be positive definite and invertible (for large enough M ). So, the idea is sound, at least superfluously, but the question is, what should these "samplings" C (m) ij be? Note that each element of the sample covariance matrix C ij (i = j) only depends on the time series of the corresponding two stock returns R i (t) and R j (t), and not on the universe of stocks, so any crosssectional "samplings" cannot be based on sample covariance matrices. In principle, serial "samplings" could be considered if a long history were available. However, here we assume that our lookback is limited, be it due to a short history that is available, or, more prosaically, due to the fact that data from a while back is not pertinent to forecasting risk for short horizons as market conditions change.
A simple way around this is to consider cross-sectional "samplings" C (m) ij that are not sample covariance matrices but are already dimensionally reduced, even though they do not have to be invertible. Thus, given a clustering of N stocks into K clusters, we can build a multifactor risk model, e.g., via an incomplete heterotic construction (see below). Different clusterings then produce different "samplings" C (m) ij , which we average via Eq. (1) to obtain a positive definite Γ ij , which is not a factor model. However, as usual, the devil is in the detail, which we discuss in Section 2. E.g., the matrix (1) can have nearly degenerate or small eigenvalues, which requires further tweaking Γ ij to avert, e.g., undesirable effects on optimization.
In Section 3 we discuss backtests to compare the machine learning risk models of this paper to statistical risk models, and heterotic risk models based on fundamental industry classification and statistical industry classification. We briefly conclude in Section 4. Appendix A provides R source code 13 for machine learning risk models, and some important legalese relating to this code is relegated to Appendix B.
11 Such statistical industry classifications can be multilevel and granular. 12 In fact, instead of the arithmetic mean, here we can more generally consider a weighted average with some positive weights w m (see below). Also, in this paper C (m) ij are nonsingular. 13 The code in Appendix A is not written to be "fancy" or optimized for speed or otherwise.
Heterotic Construction and Sampling
So, we have time series of returns (say, daily close-to-close returns) R is for our N stocks (i = 1, . . . , N , s = 1, . . . , T , and s = 1 corresponds to the most recent time in the time series). Let us assume that we have a clustering of our N stocks into K clusters, where K is sizably smaller than N , and each stock belongs to one and only one cluster. Let the clusters be labeled by A = 1, . . . , K. So, we have a map
Following (Kakushadze, 2015c) , we can model the sample correlation matrix Ψ ij = C ij /σ i σ j (here σ 2 i = C ii are the sample variances) via a factor model: The matrix Ω iA is the factor loadings matrix, ξ 2 i is the specific variance, and the factor covariance matrix Φ AB has the property that Φ AA = λ(A). By construction, Ψ ii = 1, and the matrix Ψ ij is positive-definite. However, Φ AB is singular unless
be the principal components of Ψ ij with the corresponding eigenvalues λ (a) ordered decreasingly (a = 1, . . . , N ). More precisely, at most T −1 eigenvalues λ (a) , a = 1, . . . , T −1 are nonzero, and the others vanish. So, we have
So, the rank of Φ AB is (at most) T − 1, and the above incomplete heterotic construction provides a particular regularization of the statistical risk model construction based on principal components. In the complete heterotic construction Φ AB itself is modeled via another factor model, and this nested "Russian-doll" embedding is continued until at the final step the factor covariance matrix (which gets smaller and smaller at each step) is nonsingular (and sufficiently stable out-of-sample).
Sampling via Clustering
However, there is another way, which is what we refer to as "machine learning risk models" here. Suppose we have M different clusterings. Let Ψ (m) ij be the model correlation matrix (3) for the m-th clustering (m = 1, . . . , M ). Then we can construct a model correlation matrix as a weighted sum
The simplest choice for the weights is to have equal weighting: w m = 1/M . More generally, so long as the weights w m are positive, the model correlation matrix Ψ ij is positive-definite. (Also, by construction Ψ ii = 1.) However, combining a large number M of "samplings" Ψ (m) ij accomplishes something else: each "sampling" provides a particular regularization of the sample correlation matrix, and combining such samplings covers many more directions in the risk space than each individual "sampling". This is because U (a) A in Eq. (7) are different for different clusterings.
K-means
We can use k-means (Forgy, 1965) , (Lloyd, 1957) , (Lloyd, 1982) , (Hartigan, 1975) , (Hartigan and Wong, 1979) , (MacQueen, 1967) , (Steinhaus, 1957) for our clusterings. Since k-means is nondeterministic, it automatically produces a different "sampling" with each run. The idea behind k-means is to partition N observations into K clusters such that each observation belongs to the cluster with the nearest mean. Each of the N observations is actually a d-vector, so we have an N × d matrix X is , i = 1, . . . , N , s = 1, . . . , d. Let C a be the K clusters, C a = {i|i ∈ C a }, a = 1, . . . , K. Then k-means attempts to minimize
are the cluster centers (i.e., cross-sectional means), 14 and n a = |C a | is the number of elements in the cluster C a . In Eq. (11) the measure of "closeness" is chosen to be the Euclidean distance between points in R d , albeit other measures are possible. 15
What to Cluster?
Here we are not going to reinvent the wheel. We will simply use the prescription of (Kakushadze and Yu, 2016b) . Basically, we can cluster the returns, i.e., take X is = R is (then d = T ). However, stock volatility is highly variable, and its crosssectional distribution is not even quasi-normal but highly skewed, with a long tail at the higher end -it is roughly log-normal. Clustering returns does not take this skewness into account and inadvertently we might be clustering together returns that are not at all highly correlated solely due to the skewed volatility factor. A simple "machine learning" solution is to cluster the normalized returns
However, as was discussed in detail in (Kakushadze and Yu, 2016b) , this choice would also be suboptimal and this is where quant trading experience and intuition trumps generic machine learning "lore". It is more optimal to cluster R is = R is /σ 2 i (see (Kakushadze and Yu, 2016b ) for a detailed explanation). A potential practical hiccup with this is that if some stocks have very low volatilities, we could have large R is for such stocks. To avoid any potential issues with computations, we can "smooth" this out via "Winsorization" of sorts (MAD = mean absolute deviation): 16
and for all u i < 1 we set u i = 1. This is the definition of R is that is used in the source code internally. Furthermore, Median(·) and MAD(·) above are cross-sectional.
A Tweak
The number of clusters K is a hyperparameter. In principle, it can be fixed by adapting the methods discussed in (Kakushadze and Yu, 2016b) . However, in the context of this paper, we will simply keep it as a hyperparameter and test what we get for its various values. As K increases, in some cases it is possible to get relatively small eigenvalues in the model correlation matrix Ψ ij , or nearly degenerate eigenvalues. This can cause convergence issues in optimization with bounds (see below). To circumvent this, we can slightly deform Ψ ij for such values of K.
Here is a simple method that deals with both of the aforesaid issues at once. To understand this method, it is helpful to look at the eigenvalue graphs given in Figures  1, 2, 3, 4 , which are based on a typical data set of daily returns for N = 2000 stocks and T = 21 trading days. These graphs plot the eigenvalues for a single "sampling" Ψ (m) ij , as well as Ψ ij based on averaging M = 100 "samplings" (with equal weights), for K = 150 and K = 40 (K is the number of clusters). Unsurprisingly, there are some small eigenvalues. However, their fraction is small. Furthermore, these small eigenvalues get even smaller for larger values of K, but increase when averaging over multiple "samplings", which also smoothes out the eigenvalue graph structure.
What we wish to do is to deform the matrix Ψ ij by tweaking the small eigenvalues at the tail. We need to define what we mean by the "tail", i.e., which eigenvalues to include in it. There are many ways of doing this, some are simpler, some are more convoluted. We use a method based on eRank or effective rank (Roy and Vetterli, 2007) , which can be more generally defined for any subset S of the eigenvalues of a matrix, which (for our purposes here) is assumed to be symmetric and semi-positivedefinite. Let eRank(S) = exp(H)
where λ (a) are the L positive eigenvalues in the subset S, and H has the meaning of the (Shannon a.k.a. spectral) entropy (Campbell, 1960) , (Yang et al, 2005 ). If we take S to be the full set of N eigenvalues of Ψ ij , then the meaning of eRank(S) is that it is a measure of the effective dimensionality of the matrix Ψ ij . However, this is not what we need to do for our purposes here. This is because the large eigenvalues of Ψ ij contribute heavily into eRank(S). So, we define S to include all eigenvalues λ (a) (a = 1, . . . , N ) of Ψ ij that do not exceed 1: S = { λ (a) | λ (a) ≤ 1}. Then we define (here floor(·) = · can be replaced by round(·)) n * = |S| − floor(eRank(S))
So, the tail is now defined as the set S * of the n * smallest eigenvalues λ (a) of Ψ ij . We can now deform Ψ ij by (i) replacing the n * tail eigenvalues in S * by λ * = max(S * ), and (ii) then correcting for the fact that the so-deformed matrix no longer has a unit diagonal. The resulting matrix Ψ ij is given by:
Here V (a) i are the principal components of Ψ ij . This method is similar to that of (Rebonato and Jäckel, 1999) . The key difference is that in (Rebonato and Jäckel, 1999 ) the "adjustments" z i are applied to all principal components, while here they are only applied to the tail principal components (for which the eigenvalues are deformed). This results in a smaller distortion of the original matrix. The resultant deformed matrix Ψ ij has improved tail behavior (see Figure 5 ). Another bonus is that, while superfluously we only modify the tail, the eigenvectors of the deformed matrix Ψ ij are no longer V (a) i for all values of a, and the eigenvalues outside of the tail are also deformed. In particular, in some cases there can be some (typically, a few) nearly degenerate 17 eigenvalues λ (a) in the densely populated region of λ (a) (where they are of order 1), i.e., outside of the tail and the higher-end upwardsloping "neck". The deformation splits such nearly degenerate eigenvalues, which is a welcome bonus. Indeed, the issue with nearly degenerate eigenvalues is that they can adversely affect convergence of the bounded optimization (see below) as the corresponding directions in the risk space have almost identical risk profiles.
Backtests
Here we discuss some backtests. We wish to see how our machine learning risk models compare with other constructions (see below). For this comparison, we run our backtests exactly as in (Kakushadze, 2015c) , except that the model covariance matrix is build as above (as opposed to the full heterotic risk model construction of (Kakushadze, 2015c) ). To facilitate the comparisons, the historical data we use in our backtests here is the same as in (Kakushadze, 2015c) 18 and is described in detail in Subsections 6.2 and 6.3 thereof. The trading universe selection is described in Subsection 6.2 of (Kakushadze, 2015c) . We assume that i) the portfolio is established at the open with fills at the open prices; and ii) it is liquidated at the close on the same day (so this is a purely intraday strategy) with fills at the close prices (see (Kakushadze, 2015a) for pertinent details). We include strict trading bounds
Here H i are the portfolio stock holdings (i = 1, . . . , N ), and A i are the corresponding historical average daily dollar volumes computed as in Subsection 6.2 of (Kakushadze, 2015c) . We further impose strict dollar-neutrality on the portfolio, so that
The total investment level in our backtests here is I = $20M (i.e., $10M long and $10M short), same as in (Kakushadze, 2015c) . For the Sharpe ratio optimization with bounds we use the R function bopt.calc.opt() in Appendix C of (Kakushadze, 17 They are not degenerate even within the machine precision. However, they are spaced much more closely than other eigenvalues (on average, that is). 18 The same data is also used in (Kakushadze and Yu, 2016b) , (Kakushadze and Yu, 2017a ). 2015c). Table 1 gives summaries of the eigenvalues for various values of K. Considering that the algorithm is nondeterministic, the results are stable against reruns. Table 2 summarizes the backtest results. Here we can wonder whether the following would produce an improvement. Suppose we start from the sample correlation matrix Ψ ij and run the algorithm, which produces the model correlation matrix Ψ ij . Suppose now we rerun the algorithm (with the same number of "samplings" M ) but use Ψ ij instead of Ψ ij in Eq. (6) to build "sampling" correlation matrices Ψ (m) ij . In fact, we can do this iteratively, over and over again, which we refer to as multiple iterations in Table 3 . The results in Table 3 indicate that we do get some improvement on the second iteration, but not beyond. Let us note that for K ≥ 100 with iterations (see Table 3 ) the method of Subsection 2.4 was insufficient to deal with the issues with small and nearly degenerate eigenvalues, so we used the full method of (Rebonato and Jäckel, 1999) instead (see Subsection 2.4 and Table 3 for details), which distorts the model correlation matrix more (and this affects performance).
Concluding Remarks
So, the machine learning risk models we discuss in this paper outperform statistical risk models (Kakushadze and Yu, 2017a) . They have the performance essentially similar to the heterotic risk models based on statistical industry classifications using multilevel clustering (Kakushadze and Yu, 2016b) . However, here we have singlelevel clustering, and there is no aggregation of clusterings as in (Kakushadze and Yu, 2016b) . Also, the resultant model correlation matrix Ψ ij is not a factor model, whereas the models of (Kakushadze and Yu, 2016b) are factor models. Note that both the machine learning risk models of this paper and the models of (Kakushadze and Yu, 2016b) still underperform the heterotic risk models based on fundamental industry classifications; see (Kakushadze, 2015c) , (Kakushadze and Yu, 2016a) .
In this regard, let us tie up a few "loose ends", so to speak. Suppose we take just a single "sampling" Ψ (m) ij . This is an incomplete, single-level heterotic risk model. However, Ψ (m) ij by construction is positive-definite, so we can invert it and use it in optimization. So, does averaging over a large number M of "samplings" (as in the machine learning risk models of this paper), or implementing a multilevel "Russian-doll" embedding (Kakushadze, 2015b) as in (Kakushadze and Yu, 2016b) , add value? It does. Thus, two runs based on a single "sampling" with K = 40 and M = 100 produced the following results: (i) ROC = 42.434%, SR = 15.479, CPS = 2.044; and (ii) ROC = 42.735%, SR = 15.51, CPS = 2.054 (see Table 2 for notations). Also, what if, instead of using a single k-means to compute Ψ (m) ij , we aggregate a large number P of k-means clusterings as in (Kakushadze and Yu, 2016b) ? This does not appear to add value. Here are the results from a typical run with K = 30, M = 100 and P = 100: ROC = 42.534%, SR = 15.764, CPS = 2.09. Apparently, and perhaps unsurprisingly, aggregating multiple clusterings and averaging over multiple "samplings" has similar effects. This, in fact, is reassuring.
A R Code
In this appendix we give R (R Project for Statistical Computing, https://www. r-project.org/) source code for constructing machine learning risk models discussed in the main text. The code is straightforward and self-explanatory. The sole function is qrm.calc.ml.cor.mat() with the following inputs: r1 is the N ×T matrix of returns (N is the number of stocks, T is the number of points in the time series); k is the number of clusters K; nn is the number of iterations (see Section 3); calc.num is the number of "samplings" M ; iter.num is the maximum number of iterations (which we always set to 100, and which was never saturated in any of our hundreds of thousands of kmeans() calls) used by the built-in R function kmeans() internally called via the function qrm.stat.ind.class() given in Appendix A of (Kakushadze and Yu, 2016b) ; num.try is the number of clusterings qrm.stat.ind.class() aggregates internally, with num.try = 1 (which is the value we use) corresponding to a single k-means clustering; reg.tail is the Boolean for regularizing (when set to TRUE) the tail of the eigenvalues as in Subsection 2.4. The output of qrm.calc.ml.cor.mat() is the inverse Γ −1 ij of the model correlation matrix Γ ij = σ i σ j Ψ ij (or Γ ij = σ i σ j Ψ ij , when reg.tail = TRUE -see Subsection 2.4), where σ 2 i are the sample variances. The weights with which the M "samplings" are combined are internally set to be uniform. However, this can be modified if so desired. The weights can be based on the Euclidean or some other distance, the sum over the specific variances ξ 2 i , the average correlations, etc. In our simulations nontrivial weights did not add value. 
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