Abstract. By using tools from additive combinatorics, invariant theory and bounds on the size of the minimal generating sets of PSL 2 ðF q Þ, we prove the following growth property. There exists e > 0 such that the following holds for any finite field F q . Let G be the group SL 2 ðF q Þ, or PSL 2 ðF q Þ, and let A be a generating set of G. Then
Introduction
1.1 Background. Let us define the directed diameter of a finite group G with respect to a set of generators S to be the minimal number l for which any element in G can be written as a product of at most l elements in S. We denote this number by diam þ ðG; SÞ. Define the (undirected) diameter of G with respect to S to be diamðG; SÞ :¼ diam þ ðG; S U S À1 Þ. The diameter of groups has many applications. Aside from group theory (see [3] , [28] , [29] ) and combinatorics (see [17] , [22] , [23] , [24] ) the diameter of groups shows up in computer science e.g., in the context of computer networks (see [32] , [36] ), generalizations of Rubik's puzzles (see [20] , [30] ) and algorithms and complexity (see [21] , [27] ). For a detailed review see [2] .
Since we are interested in the 'worst case generators', we define Theorem 1.1. There exists e A R þ such that the following holds for any finite field F q . Let G be either the group SL 2 ðF q Þ or PSL 2 ðF q Þ and let A be a generating set of G. Then
From this we get immediately the following corollary. 1.3 Organization of the paper. In Section 2 we introduce notation and definitions required for this work as well as mathematical background, and we prove some additional results that may be of interest. In Section 3 we prove the main results.
Preliminaries
2.1 Notation. We write log x for log 2 x, the logarithm to base 2. We will always use p for a prime number and q for a prime power. For a subset A J B and x A B write Anx for Anfxg and similarly A U x :¼ A U fxg. For a field F, denote by F some fixed algebraic closure of F. We write ðG; ÁÞ for a multiplicative group which is not necessarily commutative and ðG; þÞ for a commutative additive group. for the set of words of length at most n in A G will be important in this paper. In general we have only the containments A n J A ðnÞ J A ½n .
Since We will use the generation notation hAi depending on the category we are using. The categories that will be involved in the paper will be groups and rings. Definition 2.4. For positive real-valued functions, we write f f g if f ¼ OðgÞ. Similarly we write f g g if g f f , and f A g if f f g f f . We will use the dual notation f ¼ WðgÞ for g ¼ Oð f Þ.
Denote the group of invertible elements of a commutative ring R by R Â . If A is a subset of R, we will need di¤erent notation to distinguish the product set A Á A ¼ fab : a; b A Ag and the sum set A þ A ¼ fa þ b : a; b A Ag. Therefore we will need in some situations the following definitions.
Definition 2.5. Let A be a subset of an additive (semi-)group G and let n A N. Write
:¼ fðy; xÞ : ðx; yÞ A Gg: Let A J X and a A X . Write G a :¼ fy A Y : ða; yÞ A Gg and GðAÞ :¼ 6 a A A G a and degðGÞ :¼ maxfjG x j : x A X g: We define the multiplicity of G to be
Clearly if degðGÞ c d then jGðAÞj c djAj for any A J X . We will say that G is d-regular if jG x j ¼ d for all x A X . We will use the previous definition with the following simple observations. A function f A Y X from X to Y is a directed graph which is 1-regular. Therefore if multð f Þ c n then j f ðAÞj d jAj=n for any A J X . For example, any non-zero one-variable polynomial f ðxÞ A F½x of degree d defines a substitution map f s : F ! F such that multð f s Þ c degð f Þ: Lemma 2.7. Let G be a group and let A J G be a finite subset. Then whenever 3 c n A N and 1 c K A R we have
When dealing with fields one can use the following sum-product theorem which is a slight improvement of [11] , [12] (cf. [38, §2.8] ).
Theorem 2.8 ([38, Theorem 2.52]).
There exists an absolute constant C > 0 such that the following holds whenever 1 c K A R and for any field F. Let A J F be a finite subset and suppose that jA þ Aj þ jA Á Aj c KjAj:
Then either jAj < CK C , or for some subfield E c F and x A F Â we have jEj c CK C jAj and jAnxEj c CK C :
We introduce some notation and use it to restate the previous theorem.
Definition 2.9 (almost fields). Let F be a field and let A J F be a finite subset and let e A R þ . We will say that A is e-almost field, or e-field for short, if for some subfield E c F and x A F Â we have jEj c jAj 1þe and jAnxEj c jAj e :
If the above holds then we will say that A is e-almost xE. Define A to be pure e-field if jEj c jAj
If (4) field holds but (5) does not hold then we will say that A is impure e-field. In other words, A is impure e-field if (4) field holds and also jAnEj > 0.
Definition 2.10 (almost stable). Let F be a field, A J F be a finite set and let e A R þ . We will say that A is e-close, or e-stable, if
Otherwise, we will say that A has e-expansion or e-growth.
Let us restate Theorem 2.8 using this terminology.
Theorem 2.11. There exists C > 0 such that the following holds for any e A R þ with e < C À1 . Let F be a field and let A be a finite subset of size jAj > C 1=e .
(a) If A is an e-field then A is Ce-stable.
(b) If A is e-stable then A is a Ce-field.
Expansion functions in fields.
Definition 2.12. Let F be a field, g ¼ a b c d
A SL 2 ðFÞ and t A F. Let x; y A F Â and X ; Y J F Â . Write
and D X :¼ fD x : x A X g:
We extend these definitions to trðX Þ and tr g ðX ; Y Þ for subsets. Define tr t ðx; yÞ :¼ t Á trðxyÞ þ ð1 À tÞ Á trðx=yÞ:
So tr g ðx; yÞ ¼ tr s ðx; yÞ where s ¼ ProdðgÞ.
The following striking reduction of Helfgott allows one to gain large expansion from the non-commutativity in the group by twisting properly some commutative sets (cf. [26, §3] and [10, §4] 
Theorem 2.13 (Helfgott) . There exists C > 0 such that the following holds for any field F and 1 c K A R. Let X J F Â be a finite subset and let a 1 ; a 2 A F Â . Let V J SL 2 ðFÞ be a finite subset of diagonal matrices, g A SL 2 ðFÞ with ProdðgÞ B f0; 1g (i.e., g has no zero entries) and let e A R þ .
If
Now we make some simple observations that we will use later.
Lemma 2.14. There exists c > 0 such that the following holds. Let F be a field and let g A SL 2 ðFÞ. Let V J SL 2 ðFÞ be a finite subset of diagonal matrices. Suppose that
If ProdðgÞ 0 1 then
T 0 :¼ fad Á trðtÞ À bc Á trðsÞ : t; s A X ½22 g:
Similarly we see that f j xEÂxE is injective for any coset of E.
By the assumption trðX
so we are done with (10) . Now if ProdðgÞ ¼ ad 0 1 then we get
Using the theorem of Frobenius on the characters of SL 2 ðF q Þ, Babai, Nikolov and Pyber [4] obtained, after extending Gowers [25, Theorems 1.1, 1.2], the following result (cf. [31] and [5] ).
Theorem 2.15. There exist C A R þ such that the following holds. Let F q be a finite field and let A be a subset of G ¼ SL 2 ðF q Þ. Then
2.4 Symbolic generation of traces. The invariant theory of tuples of matrices under various actions was developed over fields of zero characteristic. We are interested in the case of positive characteristic (cf. [14] , [18] , [33] 
is a formal matrix with four variables X i for 1 c i c m. We define an action of g A GL 2 ðFÞ on f ðX 1 ; . . . ; X m Þ A F½X by
We define the algebra of invariants of this polynomial ring under the action of GL 2 ðFÞ by R 2; m ðFÞ :
We will use the following results of Procesi [34] Remark. There are various possible types of generation, depending on the category involved: groups, rings, algebras, vector spaces, modules and fields. In the invariant context, ring and group generation are involved. In the lemma, the meaning is ring generation in the outer bracket and group generation in the inner bracket. n be the prime decomposition of r and let A i :¼ Ang i and H i :¼ hA i i. For 1 c j c n, let S j be the set of subfield subgroups H i for which j is minimal subject to H i c G j G PSL 2 ðp r=p j Þ. If jAj > 6 then after reordering of the elements g i and the primes p j one of the following holds.
(1) For any i d 3, H i is a subfield subgroup and there exists a unique j for which
(2) For any i d 2, H i is a subfield subgroup, jS 1 j c 2 and jS j j c 1 for any j d 2.
(3) For any i d 1, H i is a subfield subgroup, jS 1 j c 3 and jS j j c 1 for any j d 2.
As an immediate corollary we get the following claim. 
Proof. From the Cayley-Hamilton theorem h 2 À TrðhÞh þ I ¼ 0, and we get by multiplying by gh À1 the matrix identity
Therefore by taking traces we are done. r 
If we denote the two columns of w by w ¼ ðw 1 ; w 2 Þ then FixðuÞ ¼ fw 1 g: We have
Simple fact 2.27. Let G ¼ SL 2 ðFÞ. Denote by G s the semi-simple elements in G; thus s A G s if and only if there exist w A SL 2 ðFÞ and y A FnfG1g such that
Simple
Let s A G s and u A G u . Then
NðCðsÞÞ ¼ fg A G : gðFixðsÞÞ ¼ FixðsÞg;
The following lemma of Helfgott will yield many semi-simple elements (cf. [ 
Write C ¼ C G ðgÞ and N ¼ N G ðCÞ. By the assumption and by Simple fact 2.28, A U N: Set B :¼ AnN 0 q and let h A B. If TrðhÞ ¼ 0 then we have
1 We write Spec F ðgÞ to emphasize that we take all eigenvalues in F.
Therefore if TrðhÞ :¼ TrðghÞ ¼ 0 then h A N, a contradiction (since we took h B N). Thus either TrðhÞ 0 0 or TrðghÞ 0 0. So
On the other hand if h A AnN then hðA V NÞ J A ½2 nN, and so
Therefore by applying (16) with B 0 ¼ A ½2 nN we get
Combining (16) and (17) Then multðF Þ c 2. In particular, for any subset B J G,
Proof. There exists w A SL 2 ðFÞ such that Therefore, from our assumption on b and a, we have rankðAÞ ¼ 3. So the set of solutions A À1 ðcÞ is either empty or a one-dimensional a‰ne linear subspace (i.e., a dilation of a one-dimensional linear subspace) of 
The following 'escaping lemma' of Helfgott will be useful. 
Þ where u i are the columns of u. Therefore for any g A G u V W there exist i; j A f1; 2g such that gu i ¼ u j ; that is, gu i ¼ lu j for some l A F Â . Write
In order to prove jG u V W j < jGj we will bound j6 i; j G ij j from above.
Choose for any i A f1; 2g some u and gu i determine g; therefore if g; g 0 A G ij and gu
We conclude that for any i, j we have
and in particular G u U W . Therefore we can apply Lemma 2.39 to get the desired conclusion. r 2.9 Reduction from matrices to traces. Let us collect the properties that we will exploit (cf. [26, Propositions 4.8, 4.10]).
Theorem 2.41 (Helfgott).
There exist k A N þ and C A R þ such that the following holds for any finite field F. Let A be a generating set of SL 2 ðFÞ. Then
The following result reduces the growth of A ½k to the growth of TrðA Theorem 2.42 (Helfgott). There exist k A N þ and C A R þ such that for any e A R þ that following holds. Let F be a finite field and A a generating set of SL 2 ðFÞ. Write
and there exists an element g A A 1 V G s with
Moreover, if
and jTrðA 2 Þj < jTrðA 1 Þj 1þe ð24Þ then there exists an element g A A 1 V G s such that (23) holds and also
3 Main results Proposition 3.1. There exists C A R þ such that the following holds. Let F be a finite field and G ¼ SL 2 ðFÞ and let e A R þ with e < C À1 . Let V J SL 2 ðFÞ be a set of diagonal matrices of size jV j > C. Suppose that TrðV Þ is impure e-field ð25Þ
Proof. Set N :¼ jTrðV Þj. By the assumption (25) there is some subfield E < F and some x A F Â such that jTrðV ÞnxEj < N e and jEj < N 1þe :
By the assumption (25), TrðV Þ is impure subfield so jTrðV ÞnEj > 0.
Case 1. Suppose that
x A E and 0 < jTrðV ÞnEj < N e :
Choose g A V with TrðgÞ B E. Since gðV j
By the assumption (26) we have jTrðV ½2 Þj c N 1þe , so
Indeed, the bound (28) excludes the possibility that TrðV ½2 Þ is e-almost E 0 where E 0 is either the subfield E or any other coset xE of E. Now for any other field
since jTrðV ½2 Þj c N 1þe by (26) . Therefore the intersection of the field E with any coset
So the intersection is too small to contain TrðV j E Þ, since
Therefore (29) follows.
Case 2. Suppose that
TrðV Þ J xE with jEj c N 1þe and x B E:
This case is treated similarly to Case 1. By multiplying by some g A V j xE we get by Lemma 2.23 that at least 1 2 jV j xðE Â Þ j elements in V ½2 have trace not in xE. Therefore, as was proved in (29) in Case 1, we find that TrðV ½2 Þ cannot be e-field. In both cases we get that TrðV ½2 Þ cannot be e-field so we are done. r Proposition 3.2. There exist C A R þ and k A N þ with k > C such that the following holds. Let F be a finite field, G ¼ SL 2 ðFÞ and let e A R þ with e < C À1 . Let E be a proper subfield and A J SL 2 ðFÞ with hAi ¼ G.
Then there exist an element g A A 1 V G s and V J C A 2 ðgÞ such that TrðV Þ J FnE and jTrðV Þj > C À1 jTrðA 2 Þj 1ÀCe .
Proof. To simplify the notation, we write A i :¼ A ½k i and during the proof we will increase the value of k. By Lemma 2.33 there exists
Now let g A A 1 V G s satisfy FixðgÞ ¼ fx 1 ; x 2 g J PðFÞ. 
Let b be as in (36) and set3
Note that TrðbÞ B E, so b is semi-simple and the elements of C G ðbÞ are simultaneously diagonalizable; therefore jC 0 j d jCj À 2 and jTrðV Þj d for some e 00 A R þ . Therefore for any e < minfe 0 =2; e 00 g we get
In order to prove (1) it is now enough to prove that jA ½k j > c 0 jAj 1þe 0 for some absolute constants 3 c k A N þ and c 0 ; e 0 A R þ . We will write A i :¼ A ½k i and we will prove that there exist C A R þ and i A N þ such that the following holds. There exist k A N and e A R þ with k > C and e < C À1 such that if jAj c CjGj 1Àd 0 then
By Theorem 2.42 there exists k 1 A N þ (and an implicit constant C 1 > 0) such that for any e A R þ and k > maxfk 0 ; k 1 g we have either jA 2 j d jAj 1þe (so we are done) or
Explicitly,
Applying We summarize what have proved so far: there exists C A R þ such that whenever 0 < e < C À1 and k > C we have
Therefore in order to complete the proof we can assume from now that 
Hence using (40), (42) and (38) we get
1=3ÀC 3 e and jU 1 Á U 1 j þ jU 1 þ U 1 j ln K 1 jU 1 j. Hence, by Theorem 2.8, for some absolute constant C A R þ , either jU 1 j < CK C 1 or for some subfield E 1 c F and x 1 A F Â we have
and jEj c CK Therefore for any d 0 A R þ we can find C 5 A R þ large enough (such that C 5 > max i fk i g and C
À1
5 < min i fe i g) and we can find e < C Therefore in order to complete the proof of (1) we are left to treat the case that for some proper subfield E < F 
Now by Corollary 2.40 there exists k 5 A N þ such that the following holds for any k > k 5 . For any w A GL 2 ðFÞ there exists g A A 1 such that g w has no zero entries. In particular we can apply this for the basis v A GL 2 ðFÞ for which the set V v is simultaneously diagonalizable.
Therefore by (47) we can apply Theorem 2.13, and using (43) we get that for some absolute C 6 ¼ k 6 A N þ and for k > maxfk i g we have jTrðA 3 Þj g jTrðV 
Therefore if (46) holds then by (48) the conclusion of the theorem holds.
We are left to treat the second subcase of (45):
TrðV 2 Þ is a pure OðeÞ-field ð50Þ
for some proper subfield E. Note that if TrðV ½4 Þ U E then the conclusion of the theorem holds by a similar argument to (46), which treated the case of impure OðeÞ-field. Therefore using (43) we can assume in addition to (50) that 
Now by Proposition 3.2 there exists C 7 A R þ such that the following holds with k 7 ¼ C 7 and e 7 ¼ C À1 7 . Assume k > maxfk i g and e < minfe i g. Since jA 3 j lnjAj 1þe by (40), Proposition 3.2 yields an element h A A 1 V G s and U J C A 2 ðhÞ with jTrðUÞj g jTrðA 2 Þj 1ÀOðeÞ and TrðUÞ J FnE. Therefore there exists u A SL 2 ðF q 2 Þ such that U u is diagonal and
Repeating all steps before (52), but now with TrðUÞ instead of TrðV Þ, we get that the only case that we need to treat, to complete the theorem, is that TrðUÞ is OðeÞ-field, for some proper field E 0 < F, and 
On the one hand, if V and U have no common fixed point then by Lemma 2.14 we get jTrð½U; V set Þj g jTrðV Þj g N 1ÀOðeÞ . Therefore by (56) and (55) we get a contradiction for e small enough.
On the other hand, if V and U do have a common fixed point, then denote their eigenvalues by X and Y respectively. Therefore trðX ½4 Þ J E, trðY ½4 Þ J E 0 and X J K, Y J K 0 where K and K 0 are the two quadratic extensions of E and E 0 respectively. Write K 00 :¼ K V K 0 . So we get jK 00 j ¼ jE 00 j 2 f N OðeÞ . Hence Therefore by (49) we are done with (50), and the proof is complete. r
