Deep reinforcement learning requires a heavy price in terms of sample efficiency and overparameterization in the neural networks used for function approximation. In this work, we use tensor factorization in order to learn more compact representation for reinforcement learning policies. We show empirically that in the low-data regime, it is possible to learn online policies with 2 to 10 times less total coefficients, with little to no loss of performance. We also leverage progress in second order optimization, and use the theory of wavelet scattering to further reduce the number of learned coefficients, by foregoing learning the topmost convolutional layer filters altogether. We evaluate our results on the Atari suite against recent baseline algorithms that represent the state-of-the-art in data efficiency, and get comparable results with an order of magnitude gain in weight parsimony.
Introduction & Related Work
The successes of deep reinforcement learning (thereafter 'RL') come at a heavy computational price. It is well known that achieving human-level performance in domains such as Atari [1, 2, 3] requires hundreds of millions of frames of environment interaction. As such, the problem of sample efficiency in reinforcement learning is of critical importance. Several tracks of concurrent research are being investigated, and have reduced by orders of magnitude the number of environment interactions required for good performance beyond the previous benchmark of biologically-inspired episodic control methods [4, 5] to a couple hours of human gameplay time [6, 7] .
However, while the data-efficiency of RL methods has seen recent drastic performance, their function approximators still use millions of learned weights, potentially still leaving them heavily overparameterized. Independently motivated by biological facts like the behavioural readiness of newborn animals, several authors [8, 9, 10] have recently looked at doing away with learning so many weights for RL tasks. Smaller networks not only train faster, but may yet offer another avenue for gains in the form of better generalization [11] . Very recent work from [8] studies the effect of inductive bias of neural architectures in reinforcement learning ; they forego training altogether, but transfer networks that only obtain 'better than chance performance on MNIST'. In similar fashion, [10] investigate the effect of random projections in the restricted setting of imitation learning. Finally, [9] manage human-level performance on the Atari suite using a separate dictionary learning procedure for their features, bypassing the usual end-to-end learning paradigm. The perspective of neural architecture search applied to RL appears difficult, if not computationally inextricable.
Concurrently, the study of biologically-inspired models of learning has exhibited two mathematical characterizations that might be critical in explaining how biological learning takes place so efficiently. First, the low-rank properties of learned perceptual manifolds [12, 13] are giving rise to a rich theory borrowing from statistical physics. Second, another well known line of work has identified Gabor filters (and more generally wavelet filter-like structures) in the actual visual cortex of animals [14] , and linked those to sparsity-promoting methods and dictionary learning [15, 16, 17] . But these breakthroughs have not, so far, been reflected as inductive priors in the shape of modifications in deep RL neural networks architectures, which remain fairly fixed on the Atari domain. Therefore the following questions remain: how parsimonious do function approximators in reinforcement learning need to be, in order to maintain good performance? And can we be at once sample-efficient and weight-efficient ? In this work, we turn to the mathematical theories of tensor factorization [18] , second-order optimization [19, 20] and wavelet scattering [21] to answer this question positively and empirically, in a model-free setting. To the best of our knowledge, this is the first time those fields have been combined together in this context, and that tensor factorization is applied to deep RL.
Background

Deep Reinforcement Learning
We consider the standard Markov Decision Process framework as in [1] ). This setting is characterised by a tuple S, A, T, R, γ , where S is a set of states, A a set of actions, R a reward function that is the immediate, intrinsic desirability of a certain state, T a transition dynamics and γ ∈ [0, 1] a discount factor. The purpose of the RL problem is to to find a policy π, which represents a mapping from states to a probability distribution over actions, that is optimal, i.e., that maximizes the expected cumulative discounted return ∞ k=0 γ k R t+k+1 at each state s t ∈ S. In Q-learning, the policy is given implicitly by acting greedily or -greedily with respect to learned action-value functions q π (s, a), that are learned following the Bellman equation. In deep Q-learning, q θ becomes parameterized by the weights θ of a neural network and one minimizes the expected Bellman loss :
In practice, this is implemented stochastically via uniform sampling of transitions in an experience replay buffer, as is done in the seminal paper [2] . Several algorithmic refinements to that approach exist. First, Double Q-learning [22] proposes to decouple learning between two networks in order to alleviate the Q-value overestimation problem. Second, dueling Q-networks [23] explicitly decompose the learning of an action-value function q θ (s, a) as the sum of an action-independent state-value, much like what is traditionally done in policy gradient methods [1] , implemented via a two-headed neural network architecture. Finally, prioritized RL [24] proposes to replace the uniform sampling of transitions in the experience replay buffer with importance sampling, by prioritizing those transitions that present the most Bellman error (those transitions that are deemed the most 'surprising' by the agent). [25] uses extra weights to learn the variance of the exploration noise in a granular fashion, while [26] proposes to learn a full distribution of action-values for each action and state. Combined, those methods form the basis of the Rainbow algorithm in [3] .
Tensor factorization
Here we introduce notations and concepts from the tensor factorization literature. An intuition is that the two main decompositions below, CP and Tucker decompositions, can be understood as multilinear algebra analogues of SVD or eigendecomposition.
CP decomposition.
A tensor X ∈ R I1×I2×···×I N , can be decomposed into a sum of R rank-1 tensors, known as the Canonical-Polyadic decomposition, where R is as the rank of the decomposition. The objective is to find the vectors u
, as well as a vector of weights λ ∈ R R such that:
rank-1 components
Tucker decomposition. A tensor X ∈ R I1×I2×···×I N , can be decomposed into a low rank approximation consisting of a core G ∈ R R1×R2×···×R N and a set of projection factors U (0) , · · · , U (N −1) , with U (k) ∈ R R k ,Î k , k ∈ (0, · · · , N − 1) that, when projected along the corresponding dimension of the core, reconstruct the full tensor X . The tensor in its decomposed form can then be written:
Tensor regression layer. For two tensors X ∈ R K1×···×Kx×I1×···×I N and Y ∈ R I1×···×I N ×L1×···×Ly , we denote by X , Y N ∈ R K1×···×Kx×L1×···×Ly the contraction of X by Y along their N last modes; their generalized inner product is
This enables us to define a tensor regression layer [27] that is differentiable and learnable end-to-end by gradient descent. Let us denote by X ∈ R I1×I2×···×I N the input activation tensor for a sample and y ∈ R I N the label vector. A tensor regression layer estimates the regression weight tensor W ∈ R I1×I2×···×I N under a low-rank decomposition. In the case of a Tucker decomposition (as per our experiments) with ranks (R 1 , · · · , R N ), we have :
[ 28, 27, 29] learn parsimonious deep learning fully-connected layers thanks to low-rank constraints.
Wavelet scattering
The wavelet scattering transform was originally introduced by [21] and [30] as a non-linear extension to the classical wavelet filter bank decomposition [31] . Its principle is as follows. Denoting by x y[n] the 2-dimensional, circular convolution of two signals x[n] and y[n], let us assume that we have pre-defined two wavelet filter banks available ¶ ψ
, with λ 1 and λ 2 two frequency indices. These wavelet filters correspond to high frequencies, so we also give ourselves the data of a lowpass filter φ J [n]. Finally, and by opposition to traditional linear wavelet transforms, we also assume a given nonlinearity ρ(t). Then the scattering transform is given by coefficients of order 0,1, and 2, respectively :
This can effectively be understood and implemented as a two-layer convolutional neural network whose weights are not learned but rather frozen and given by the coefficients of wavelets ψ and φ (with Gabor filters as a special case [31] ). The difference with traditional filter banks comes from the iterated modulus/nonlinear activation function applied at each stage, much like in traditional deep learning convolutional neural networks. In practice, the potential of scattering transforms to accelerate deep learning by providing ready-made convolutional layers weights has been investigated in [32, 33, 34 ].
Second order optimization with K-FAC
While stochastic gradient descent is usually performed purely from gradient observations derived from auto-differentiation, faster, second order optimization methods first multiply the weights' θ gradient vector ∇ θ by a preconditioning matrix, yielding the weight update θ ← θ − ηG −1 ∇ θ . In the case of second order methods, the matrix G −1 is chosen to act as a tractable iterative approximation to the inverse Hessian or Empirical Fisher Information Matrix [19] of the neural network model in question. Kronecker-factored approximate curvature or K-FAC [20] enforces a Kronecker decomposition of the type G = A ⊗ B, with A and B being smaller, architecture-dependent matrices. Unlike the above methods, K-FAC has been applied as a plug-in in the RL literature and been shown to promote convergence [35] .
Methods & Experimental Results
We do take as a baseline method the data-efficient Rainbow of [6] . However, we change the architecture of the neural network function approximators used, in accordance with the principles described above, combining them to reflect inductive biases promoting fewer learnable parameters:
• We replace the fully-connected, linear layers used in the Rainbow [3] and data-efficient Rainbow [6] by tensor regression layers [27] in order to learn low-rank policies (ranks in appendix). • We use either the K-FAC [20] second order stochastic optimizer, or ADAM [36] .
• We combine the two methods with various rank and therefore weight compression ratios and evaluate those on the same subset of Atari games as [6, 7] . • When possible, we replace the first convolutional layer in the approximating neural network with a scattering layer for further gains in terms of learnable weights.
For all our Atari experiments, we used OpenAI Gym [37] , and a combination of PyTorch [38] , TensorLy [39] and Kymatio [40] for auto-differentiation. We evaluated our agents in the low-data regime of 100,000 steps, on half the games, with 3 different random seeds for reproducibility [41] . Our specific hyperparameters are described in appendix. We report our results in tables 1 and 2. [7] and data-efficient Rainbow [6] , versus our agents, on 26 Atari games. 'Denoised' is the NoisyNet ablation of Rainbow; 'TRL' shows the performance of the data-efficient Rainbow with tensor regression layers substituted for linear ones. Table 1 shows proof of concept of the online learning of low-rank policies, with a loss of final performance varying in proportion to the compression in the low-rank linear layers, very much like in the deep learning literature [28, 27] . The number of coefficients in the original data-efficient Rainbow is of the order of magnitude of 1M and varies depending on the environment and its action-space size. The corresponding tensor regression layer ranks are in appendix, and chosen to target 400k, 200k and 100k coefficients respectively. While individual game results tend to decrease monotonously with increasing compression, we observe that they are noisy as per the nature of exploration in RL, and average scores reported correspond with the intuition that performance seems to decrease fast after a certain overparameterization threshold is crossed. To take this noisy character into account, we take care to be conservative and report the average of the final three episodes of the learned policy after 80000, 90000 and 100000 steps, respectively. Also, so as to not muddy the discussion and provide fair baselines, we do report on the NoisyNet [25] ablation of Rainbow ('Denoised' columns), as the NoisyLinear layer doubles up the number of coefficients required and actually performs worse in our experiments. Interestingly, the approximation error in tensor factorization seems to play a role akin to promoting exploration noise.
Game
We then proceed to assess the impact of second-order optimization to our architecture by substituting ADAM optimization for K-FAC, and introducing scattering, in table 2 (only a handful results being available with scattering, due to computational limitations). In spite of our conservative reporting, the efficiency boost from using a second order scheme more than makes up for low-rank approximation error with five times less coefficients than [6] , suggesting that learning with a full order of magnitude less coefficients is well within reach of our techniques. 
Conclusion
We have demonstrated that in the low-data regime, it is possible to leverage biologically plausible characterizations of experience data (namely low-rank properties and wavelet scattering separability) to exhibit architectures that learn policies with many times less weights than current baselines, in an online fashion. We do hope that this will lead to even further progress towards sample efficiency and speedy exploration methods. Further work will first focus on thorough evaluation and research of scattering architectures in order to achieve further gains, and second investigate additional, orthogonal biologically-friendly research directions such as promoting sparsity.
Appendix Hyperparameters and Reproducibility
Our codebase is available on request. Hyperparameters are as follows. First, our specific architecture-modified hyperparameters: 
