The superposition calculus SP is an inference system for first-order logic with equality that has been used to devise decision procedures for several theories of data structures. These decision procedures are obtained by proving that any fair strategy based on SP terminates on any input that includes the axioms of the theory and the ground literals to be tested. In this paper, we consider the class of theories defining recursive data structures, that might appear out of reach for this approach, because they are defined by an infinite set of axioms. We overcome this obstacle by designing a problem reduction that allows us to prove a general termination result for all these theories.
Introduction
Most state-of-the-art verification tools rely on built-in satisfiability procedures for specific theories. These satisfiability procedures can be quite complicated to design and combine, and significant effort is devoted to proving them correct and complete, and implementing them. A new approach to defining satisfiability procedures was introduced in [3] , where the authors showed that a sound and complete first-order theorem-proving strategy can be used to solve satisfiability problems for several theories of data structures. The idea behind this approach is that since such a strategy is a semi-decision procedure for first-order validity, if one can also prove that it terminates on a presentation of the theory of interest T and any set of ground literals, then it is a decision procedure for T -satisfiability. In [3] , the idea above was applied to the superposition calculus SP and several theories, including those of arrays and possibly cyclic lists.
Since most verification problems involve more than one theory, a significant advantage of an approach based on generic reasoning is that it makes it conceptually simple to combine theories, by considering the union of their presentations. Along with several experimental results that show the practicality of the rewrite-based approach, the authors of [1] defined the notion of variable-inactivity. This notion guarantees that SP terminates on a combination of theories, provided it terminates on each individual theory. The authors showed that SP can be used as a satisfiability procedure for any combination of the theories of [3] and those they considered.
Several of the theories for which SP has been shown to yield satisfiability procedures involve lists. The superposition calculus yields satisfiability procedures for the theories of listsà la Shostak andà la Nelson and Oppen (see [3] ), and for the theory of lists with nil (see [2] ). A theory which this rewrite-based approach has not been applied to is the theory of acyclic lists, where formulae such as car(x) x are unsatisfiable. This theory, along with that of integer offsets considered in [6, 1] , are both elements of the general class of theories of recursive data structures, that we denote RDS. Each member of this class is denoted RDS k , where k represents the number of selectors in the theory. Thus, the theory of integer offsets is RDS 1 , and the theory of acyclic lists is RDS 2 . In this paper, we investigate how a rewrite-based inference system can be used to solve any RDS k -satisfiability problem, for any k. The contributions of the paper are the following:
• Every theory in the class RDS is presented by an infinite set of axioms, which cannot be given as an input to a theorem prover. Here, we present a reduction that conquers this infinite presentation problem.
• We prove that for any fair search plan, the inference system terminates on any reduced RDS k -satisfiability problem.
• We show that for every k, the theory RDS k can be combined with all those considered in [3, 1] .
Related work. Theories of recursive data structures were studied by Oppen: in [8] , he described a linear satisfiability procedure for the case where uninterpreted function symbols are excluded. In [9] , Zhang et al. investigated quantifier-elimination problems for an extension of the theory considered by Oppen: their setting includes atoms (constants) and several different constructors. However, their setting also excludes uninterpreted function symbols. They provided a satisfiability procedure for this theory, which starts by "guessing" a so-called type completion, to determine which constructor was used on each term, or whether the term is an atom, before calling Oppen's algorithm. In this paper, we consider the recursive data structures as defined in [8] , since our aim was to investigate how to apply the rewrite-based methodology to theories defined by infinite sets of axioms. Similar to any other theory for which the superposition calculus can be used as a satisfiability procedure, all these theories can be combined with the theory of equality with uninterpreted functions. Thus, it can be used to prove the RDS k -unsatisfiability of a set such as
where f is an uninterpreted function symbol.
Due to space restrictions, the proofs were not included in this paper. They can all be found in [5] .
Preliminaries
In the following, given a signature Σ, we consider the standard definitions of Σ-terms, Σ-literals and Σ-theories. The symbol denotes unordered equality, and is either or . Unless stated otherwise, the letters x and y will denote variables, d and e elements of an interpretation domain, and all other lower-case letters will be constants or function symbols in Σ. Given a term t, Var(t) denotes the set of variables appearing in t. If t is a constant or a variable, then the depth of t is depth(t) = 0, and otherwise, depth(f (t 1 , . . . , t n )) = 1 + max{depth(t i ) | i = 1, . . . , n}. The depth of a literal is defined by depth(l r) = depth(l) + depth(r). A positive literal is flat if its depth is 0 or 1, and a negative literal is flat if its depth is 0. We will make use of the following standard result: given a signature Σ and a Σ-theory T , let S be a finite set of Σ-literals. Then there exists a signature Σ obtained by Σ by adding a finite number of constants, and a finite set S of flat Σ -literals such that S is T -satisfiable if and only if S is.
A simplification ordering is an ordering that is stable, monotonic and contains the subterm ordering: if s t, then c[s]σ c[t]σ for any context c and substitution σ, and if t is a subterm of s then s t. A complete simplification ordering, or CSO, is a simplification ordering that is total on ground terms. We write t ≺ s if and only if s t. More details on orderings can be found, e.g., in [4] .
The superposition calculus, or SP, is a rewrite-based inference system which is refutationally complete for first-order logic with equality (see, e.g., [7] ). It consists of expansion and contraction rules, and is based on a CSO on terms which is extended to literals and clauses in a standard way. Given a CSO , we write SP for SP with . An SP -derivation is a sequence
each S i being a set of clauses obtained by applying an expansion or a contraction rule to clauses in S i−1 . Such a derivation yields a set of persistent clauses:
which can of course be infinite. Given a finite set of ground literals S, in order to prove that the set of persistent clauses obtained by a fair SPderivation from T ∪ S is finite, we may impose additional restrictions on the CSO . Any CSO verifying these restrictions will be termed as T -good. We also say that an SP -strategy is T -good if the CSO is T -good. A clause C is variable-inactive for if no maximal literal in C is an equation t x, where x / ∈ Var(t). A set of clauses is variable-inactive for if all its clauses are variable-inactive for . A theory presentation T is variable-inactive for if the limit S ∞ of any fair SP -derivation from S 0 = T ∪ S is variable-inactive. When no confusion is possible, we will say that a clause (resp. a set of clauses or a theory presentation) is variableinactive, without any mention of .
The theory of recursive data structures
The theory RDS k of recursive data structures, as defined in [8] , is based on the following signature:
where cons has arity k, and the sel i 's all have arity 1. The function symbols sel 1 , . . . , sel k stand for the selectors, and cons stands for the constructor. This theory is axiomatized by the following (infinite) set of axioms, denoted Ax(RDS k ):
x, where x and the x i 's are (implicitly) universally quantified variables and t[x] is any compound Σ sel -term in which the variable x occurs. The axioms t [x] x are acyclicity axioms that prevent the theory from entailing equations such
For the sake of clarity, we also define
Example 1 Consider the case where k = 2. If we write car(x) instead of sel 1 (x) and cdr(x) instead of sel 2 (x), then our axioms become:
car(cons(x, y)) x, cdr(cons(x, y)) y,
and for example, we have:
We consider the problem of checking the satisfiability of a set S of ground (equational) literals built out of the symbols in Σ RDS k and a set of finitely many constant symbols. This is done by checking the satisfiability of the following set of clauses:
According to the methodology of [3, 1] , this problem is solved in three phases:
Flattening: flatten all ground literals in the original problem, thus obtaining an equisatisfiable set of flat literals, RDS k -reduction: transform the flattened problem into an equisatisfiable RDS k -reduced problem consisting of a finite set of clauses,
Termination: prove that any fair SP -strategy terminates on the RDS kreduced problems.
The flattening step is straightforward, and we now focus on the RDS kreduction step.
RDS k -reduction
The aim of a reduction is to transform a formula into another one which is equisatisfiable and easier to work on. Here, given a formula S, we want to transform it into a formula which is equisatisfiable in a theory that does not axiomatize the relationship between the constructor and the selectors. This can be accomplished by suppressing from S either every occurrence of cons, or every occurrence of the sel i 's.
Example 2 Consider the case where k = 2, and let
Then we have two alternatives: if we suppress the occurrence of cons, we obtain the set
and if we suppress the occurrence of sel 1 , we obtain the set
Neither alternative is better than the other: both approaches give rise to the same techniques and yield decision procedures of the same complexity. We choose the first one because the notion of reduction is then more intuitive, and it is easier to work with function symbols of arity 1.
Definition 3 A set of ground flat literals is RDS k -reduced if and only if it contains no occurrence of cons.
3
Given a set S of ground flat literals, the symbol cons may appear only in literals of the form cons(c 1 , . . . , c k ) c for constants c, c 1 , . . . , c k . Negative ground flat literals are of the form c c and therefore do not contain any occurrence of cons. The RDS k -reduction of S is obtained by replacing every literal cons(c 1 , . . . , c k ) c appearing in S by the literals sel 1 (c)
, and it is obviously unique.
It is not intuitive in which theory the RDS k -reduced form of S is equisatisfiable to S, and we need the following definition.
Definition 4 Let (ext) denote the following "extensionality lemma":
Proposition 5
The extensionality lemma is logically entailed by the axiom
We can then show that RDS k -reduction reduces satisfiability w.r.t. Ax(RDS k ) to satisfiability w.r.t. Ac ∪ {(ext)}.
Lemma 6 Let S be a set of ground flat literals, then Ax(RDS k ) ∪ S is satisfiable if and only if Ac ∪ {(ext)} ∪ Red RDS k (S) is.
From Ac to Ac[n]
The set Ac being infinite, SP cannot be used as a satisfiability procedure on any set of the form Ac ∪ {(ext)} ∪ S. Thus, the next move is to bound the number of axioms in Ac needed to solve the satisfiability problem. This bound will obviously depend on S, and the intuition is that the bound is given by the number of occurrences of selectors in S. The following lemma permits to prove that having n occurrences of selectors implies that it is sufficient to consider Ac[n] instead of Ac.
Lemma 7 Let S be an RDS k -reduced set of ground flat literals and let l be the number of occurrences of selectors in S. For n ≥ l, suppose that Ac[n] ∪ {(ext)} ∪ S is satisfiable. Then Ac[n + 1] ∪ {(ext)} ∪ S is also satisfiable. 
SP as a satisfiability procedure
We now show that only a finite number of clauses are generated by the superposition calculus on any set Ac[n] ∪ {(ext)} ∪ S, where S is RDS kreduced. This will be the case provided we use an RDS k -good CSO:
Definition 9 A CSO is RDS k -good if t c for every ground compound term t and every constant c.
Lemma 10 Let S 0 = Ac[n]∪{(ext)}∪S, where S is a finite RDS k -reduced set of ground flat literals. Consider the limit S ∞ of the derivation S 0 SP S 1 SP . . . generated by a fair RDS k -good SP -strategy: every clause in S ∞ belongs to one of the categories enumerated below.
i) the empty clause,
x, where t is a Σ sel -term of depth at most n,
iii) ground unit clauses of the form
, where t is a compound Σ sel -term of depth at most n − 1, iv) clauses of the form
vi) the following ground clauses:
, where t is a compound Σ sel -term of depth at most n − 1 and m ≥ 0,
Example 11 Consider the case where k = 3, and suppose we want to test the unsatisfiability of the following set:
Corollary 12 Any fair RDS k -good SP -strategy terminates when applied to Ac[n] ∪ {(ext)} ∪ S, where S is a finite RDS k -reduced set of ground flat literals.
We can also evaluate the complexity of this procedure by determining the number of clauses in each of the categories defined in Lemma 10.
Theorem 13 Any fair RDS k -good SP -strategy is an exponential satisfiability procedure for RDS k .
One might have expected this procedure to be exponential, since Ac[n] contains an exponential number of axioms. However, it turns out that its complexity is a consequence of the presence of (ext). We finally show that RDS k can be combined with any of the theories considered in [3] and [1] by proving that it is variable-inactive for SP .
Theorem 14 Let
where S is an RDS k -reduced set of ground flat literals, and n is the number of occurrences of selectors in S. Then S ∞ is variable-inactive.
Proof. The clauses in S ∞ belong to one of the classes enumerated in Lemma 10, and the only clauses of S ∞ that may contain a literal t x where x / ∈ Var(t) must be in class (iv). Since is a CSO, the literals t x cannot be maximal in those clauses.
Conclusion
In this paper, we have considered a class of theories representing recursive data structures, each of whom is defined by an infinite set of axioms. We have shown that the superposition calculus can be used as the base of a satisfiability procedure for any theory in this class, and this result was obtained by defining a reduction that permits to restrict the number of acyclicity axioms to take into account.
A main issue we plan to investigate is complexity, since the basic procedure is exponential. In [8] , a linear algorithm is obtained for such structures, but it excludes uninterpreted function symbols. The setting of [6] includes uninterpreted function symbols, but the authors gave a polynomial algorithm only for the case where k = 1 (the theory of integer offsets). We intend to investigate how to obtain a more efficient procedure, for example by designing specialized search plans for the theories we consider. We also plan to examine how the rewrite-based approach applies to recursive data structures with an atom predicate.
