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Cap´ıtulo 1
Introduccio´n
En esta memoria exponemos el trabajo de investigacio´n realizado acerca de as-
pectos cualitativos y nume´ricos de la ecuacio´n hipergeome´trica. En nuestro caso el
nombre de ecuacio´n hipergeome´trica hace referencia a la ecuacio´n hipergeome´trica
de Gauss y sus l´ımites confluentes. Las soluciones de estas ecuaciones se denominan
funciones hipergeome´tricas de Gauss y funciones hipergeome´tricas confluentes, res-
pectivamente.
La aparicio´n formal de estas funciones se remonta al trabajo pionero de C. F.
Gauss [30], a principios del siglo XIX, aunque algunos aspectos particulares ya eran
conocidos anteriormente. Por ejemplo L. Euler en su Institutiones calculi integralis
(1768) ya utilizaba la ecuacio´n hipergeome´trica y el me´todo de solucio´n de ecua-
ciones diferenciales ordinarias por medio de series de potencias, y los que hoy se
conocen como polinomios de Legendre hab´ıan aparecido ya en conexio´n con proble-
mas de meca´nica newtoniana. Ve´ase el resumen histo´rico por ejemplo en [3]. Desde
entonces las funciones hipergeome´tricas han sido objeto de amplio estudio tanto
desde el punto de vista puramente matema´tico como por el intere´s que revisten en
las aplicaciones.
Los aspectos cualitativos y nume´ricos que analizaremos en este trabajo son los
siguientes:
Estudio anal´ıtico de los ceros reales de las funciones que son soluciones de las
ecuacio´n hipergeome´trica, en concreto propiedades de tipo Sturm, es decir,
cotas de distancias entre ceros consecutivos y monoton´ıa de dichas distancias.
Propiedades de condicionamiento nume´rico de las relaciones de recurrencia a
tres te´rminos que satisfacen las funciones de Gauss y Kummer, as´ı como de
las fracciones continuas asociadas a dichas recurrencias.
Estos dos temas de estudio convergen en el cap´ıtulo final en un me´todo de punto
fijo que se puede utilizar para calcular ceros reales de funciones hipergeome´tricas.
Por un lado, las transformaciones de las ecuaciones diferenciales que utilizamos para
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obtener propiedades de tipo Sturm tienen un ana´logo para sistemas de ecuaciones
difero-diferenciales (DDEs), que relacionan pares de funciones hipergeome´tricas. A
partir de estos sistemas se pueden construir me´todos de punto fijo sobre cocientes
de funciones hipergeome´tricas, que sirven para calcular nume´ricamente los ceros
reales de dichas funciones. Por otro lado, dichos me´todos de punto fijo aplican las
recurrencias a tres te´rminos y fracciones continuas asociadas como me´todo de evalua-
cio´n de los cocientes de funciones hipergeome´tricas. En este sentido, las propiedades
nume´ricas de estas recurrencias y fracciones continuas son esenciales para el buen
funcionamiento del algoritmo.
En esta introduccio´n haremos primeramente un breve repaso de las propiedades
de la ecuacio´n diferencial hipergeome´trica de Gauss y de sus l´ımites confluentes,
as´ı como de las soluciones de estas ecuaciones. Este material puede ser consultado
y ampliado en numerosas referencias, como por ejemplo [1, 5, 25, 58, 59, 82]. Poste-
riormente el cap´ıtulo esta´ concebido como una exposicio´n breve de los temas y una
motivacio´n de los problemas concretos que son objeto de estudio en esta memoria.
1.1. Ecuaciones de tipo hipergeome´trico
En esta seccio´n vamos a recordar algunos aspectos ba´sicos de la teor´ıa de ecua-
ciones diferenciales ordinarias de segundo orden, con el fin de presentar la ecuacio´n
diferencial hipergeome´trica de Gauss, y posteriormente sus l´ımites confluentes. El
enfoque elegido en este trabajo esta´ tomado principalmente de [45], ve´anse tambie´n
[46] o [67], y el planteamiento a partir de la ecuacio´n diferencial nos parece cohe-
rente con respecto a los cap´ıtulos posteriores, en especial el de las propiedades de
tipo Sturm de los ceros.
Si consideramos una ecuacio´n diferencial ordinaria de segundo orden:
y′′(x) +B(x)y′(x) +A(x)y(x) = 0, (1.1)
decimos que un punto x = x0 es un punto regular si tanto A(x) como B(x) son
anal´ıticas en dicho punto x = x0. Si esta condicio´n no se cumple, pero xB(x) y
x2A(x) s´ı son anal´ıticas en x = x0, entonces se dice que x = x0 es un punto singu-
lar regular de la ecuacio´n. En otro caso x = x0 es un punto singular irregular. No
se excluye la posibilidad de que x0 =∞, en cuyo caso se aplica el cambio de variable
ζ = 1/x y el estudio se lleva a cabo sobre la ecuacio´n transformada en el punto ζ = 0.
Cuando los u´nicos puntos singulares de una ecuacio´n diferencial son puntos sin-
gulares regulares entonces se dice que la ecuacio´n es de tipo Fuchs. Si la ecuacio´n
presenta uno o dos puntos singulares regulares, entonces es resoluble mediante fun-
ciones elementales, como se puede ver en [45]. Cuando el nu´mero de puntos singulares
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es igual a tres se obtiene la ecuacio´n de Riemann-Papperitz, cuyos coeficientes son:
y′′(x)+
(1− α1 − α2
x− x1 +
1− β1 − β2
x− x2 +
1− γ1 − γ2
x− x3
)
y′(x)
−
( α1α2
(x− x1)(x2 − x3) +
β1β2
(x− x2)(x3 − x1) +
γ1γ2
(x− x3)(x1 − x2)
)
×(x1 − x2)(x2 − x3)(x3 − x1)
(x− x1)(x− x2)(x− x3) y(x) = 0
(1.2)
1.1.1. Ecuacio´n hipergeome´trica de Gauss
En la ecuacio´n de Riemann-Papperitz los puntos singulares son x = x1, x = x2
y x = x3, y los exponentes correspondientes son respectivamente (α1, α2), (β1, β2) y
(γ1, γ2). Mediante una transformacio´n de tipo Moebius es posible situar las singu-
laridades en x = 0, x =∞ y x = 1, y renombrando los para´metros el resultado es la
ecuacio´n hipergeome´trica de Gauss:
x(1− x)y′′(x) + [c− (a+ b+ 1)x]y′(x)− aby(x) = 0 (1.3)
Tanto la variable como los para´metros de esta ecuacio´n pueden ser complejos
(con ciertas restricciones que veremos ma´s adelante), pero en este trabajo supon-
dremos, salvo que se indique otra cosa, que tanto x como a, b y c son reales.
El me´todo de Frobenius proporciona las siguientes soluciones en forma de serie
de potencias en torno al origen:
y1(x) =
∞∑
n=0
(a)n(b)n
(c)n
xn
n!
= 1 +
ab
c
x+
a(a+ 1)b(b+ 1)
c(c+ 1)
x2
2
+ . . . (1.4)
y2(x) = x
1−c
∞∑
n=0
(a+ 1− c)n(b+ 1− c)n
(2− c)n
xn
n!
, (1.5)
donde hemos utilizado la notacio´n habitual para el s´ımbolo de Pochhammer:
(a)n =
Γ(a+ n)
Γ(a)
= a(a+ 1)(a+ 2) . . . (a+ n− 1) (1.6)
La funcio´n y1(x) se conoce como funcio´n hipergeome´trica de Gauss. Si
c /∈ Z entonces escribimos las dos soluciones independientes en torno a x = 0 con la
notacio´n habitual:
y1(x) = 2F1
(
a, b
c
;x
)
(1.7)
y2(x) = 2F1
(
a+ 1− c, b+ 1− c
2− c
;x
)
(1.8)
14 1.1. Ecuaciones de tipo hipergeome´trico
De manera ana´loga es posible obtener pares de soluciones independientes en serie
de potencias en torno a los puntos x = 1 y x =∞. Si c−a−b /∈ Z podemos construir
el siguiente par:
y3(x) = 2F1
(
a, b
a+ b+ 1− c
; 1− x
)
, (1.9)
y4(x) = (1− x)c−a−b 2F1
(
c− b, c− a
c− a− b+ 1
; 1− x
)
. (1.10)
Si a− b /∈ Z entonces tenemos:
y5(x) = (−x)−a 2F1
(
a, a+ 1− c
a+ 1− b
;
1
x
)
, (1.11)
y6(x) = (−x)−b 2F1
(
b, b+ c− 1
b+ 1− a
;
1
x
)
. (1.12)
Es sencillo comprobar que los desarrollos anteriores son va´lidos en S0 = |x| < 1,
S1 = |1 − x| < 1 y S∞ = |x| > 1, respectivamente. Mediante las transformaciones
racionales lineales que dejan invariantes los puntos x = 0, x =∞ y x = 1 podemos
generar soluciones alternativas de la ecuacio´n diferencial. Remitimos al lector a las
referencias [25, 45, 58, 82], entre otras, para consultar el conjunto completo de las
24 soluciones de Kummer para la ecuacio´n hipergeome´trica de Gauss. A modo de
ejemplo citamos aqu´ı las identidades de Euler:
2F1
(
a, b
c
;x
)
= (1− x)c−a−b 2F1
(
c− a, c− b
c
;x
)
, (1.13)
2F1
(
a, b
c
;x
)
= (1− x)−a 2F1
(
a, c− b
c
;
x
x− 1
)
. (1.14)
Otra identidad que sera´ de utilidad ma´s adelante es la siguiente:
2F1
(
a, b
c
;x
)
= (1− x)−b 2F1
(
c− a, b
c
;
x
x− 1
)
. (1.15)
Las identidades entre soluciones de la ecuacio´n de Gauss permiten adema´s am-
pliar los dominios de definicio´n que ten´ıamos a partir de las expresiones en serie de
potencias, mediante el principio de prolongacio´n anal´ıtica.
En general es posible extender los dominios de las soluciones a todo el plano
complejo menos un corte, que en el caso de la funcio´n de Gauss (1.7) se suele tomar
en la semirrecta [1,∞). Es claro que all´ı donde este´n bien definidas las funciones
del conjunto original y1(x), y2(x), . . . , y6(x) debe haber combinaciones lineales que
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relacionen cualesquiera tres de ellas, con normalizaciones adecuadas. A continuacio´n
damos ejemplos de dichas fo´rmulas, que se pueden encontrar en [1, 15.3.6-7], y
remitimos al lector a las referencias citadas en la bibliograf´ıa para otros resultados
similares.
y1(x) =
Γ(c)Γ(c − a− b)
Γ(c− a)Γ(c− b)y3(x) +
Γ(c)Γ(a+ b− c)
Γ(a)Γ(b)
y4(x), arg(1− x) < π (1.16)
y1(x) =
Γ(c)Γ(b− a)
Γ(b)Γ(c− a)y5(x) +
Γ(c)Γ(a− b)
Γ(a)Γ(c− b)y6(x), arg(−x) < π (1.17)
Asimismo, enumeramos aqu´ı otras propiedades de las funciones de Gauss que
utilizaremos posteriormente. Estas y otras propiedades se pueden encontrar en refe-
rencias como por ejemplo [1, 25, 54, 82]:
1. Teniendo en cuenta la definicio´n del s´ımbolo de Pochhammer (1.6) y tambie´n
(1.7), es claro que la funcio´n hipergeome´trica no esta´ definida si el para´metro
c es un entero negativo o si es 0. En ocasiones en lugar de la funcio´n de Gauss
que hemos definido se utiliza la siguiente:
2F1(a, b; c;x) :=
1
Γ(c)
2F1
(
a, b
c
;x
)
. (1.18)
Esta funcio´n tiene la importante propiedad de que esta´ bien definida para
cualesquiera valores de a, b y c.
2. Si a y/o b son enteros negativos entonces la serie de potencias queda truncada
y la funcio´n de Gauss se convierte en un polinomio. Por ejemplo, si a = −m:
2F1
( −m, b
c
;x
)
= 1− mb
c
x+
(−m)2(b)2
(c)2
x2
2
+ . . .+
(−m)m(b)m
(c)m
xm
m!
(1.19)
Es interesante sen˜alar que si en este caso c = −n, con la condicio´n de que
n > m, entonces la funcio´n esta´ bien definida, a pesar de lo expuesto en el
apartado anterior.
3. La funcio´n hipergeome´trica de Gauss es sime´trica en los para´metros a y b:
2F1
(
a, b
c
;x
)
= 2F1
(
b, a
c
;x
)
. (1.20)
4. Las sucesivas derivadas de una funcio´n hipergome´trica de Gauss son tambie´n
funciones de la misma familia, con los para´metros desplazados:
dn
dxn
2F1
(
a, b
c
;x
)
=
(a)n(b)n
(c)n
2F1
(
a+ n, b+ n
c+ n
;x
)
. (1.21)
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5. Las funciones hipergeome´tricas de Gauss incluyen varios casos importantes de
funciones, tanto elementales como especiales. Por ejemplo:
Polinomios de Jacobi:
P (α,β)n (x) =
(
n+ α
n
)
2F1
( −n, n+ α+ β + 1
α+ 1
;
1− x
2
)
. (1.22)
Esta familia incluye los polinomios de Legendre, Chebyshev y Gegen-
bauer.
Funcio´n Beta incompleta:
Bx(p, q) =
xp
p
2F1
(
p, 1− q
1 + p
;x
)
. (1.23)
Funciones de Legendre:
Pν(x) = 2F1
( −ν, ν + 1
1
;
1− x
2
)
, x > −1 (1.24)
Qν(x) = Cν(x) 2F1
(
ν/2 + 1, ν/2 + 1/2
ν + 3/2
;
1
x2
)
, x > 1, (1.25)
donde
Cν(x) =
√
π Γ(ν + 1)
Γ(ν + 3/2)(2x)ν+1
.
Cuando ν = −1/2 + iτ , donde τ ∈ R, se obtienen las funciones co´nicas
[82].
Integrales el´ıpticas:
K(x) :=
∫ pi/2
0
(1− x2 sin2(θ))−1/2dθ = π
2
2F1
(
1/2, 1/2
1
;x2
)
, (1.26)
E(x) :=
∫ pi/2
0
(1− x2 sin2(θ))1/2dθ = π
2
2F1
( −1/2, 1/2
1
;x2
)
. (1.27)
1.1.2. Ecuacio´n hipergeome´trica confluente
El punto de partida para construir esta ecuacio´n es la ecuacio´n diferencial de
Gauss (1.3):
x(1− x)y′′(x) + [c− (a+ b+ 1)x]y′(x)− aby(x) = 0.
Consideramos el cambio de variable x→ x/b, de modo que la ecuacio´n resultante
pasa a tener tres puntos singulares regulares: x = 0, x = ∞ y x = b. Si hacemos
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b → ∞ en el punto del infinito confluyen las dos singularidades (lo que da nombre
a la ecuacio´n), dando lugar a un punto singular irregular. Operando formalmente
en la ecuacio´n diferencial llegamos a la ecuacio´n hipergeome´trica confluente o
ecuacio´n de Kummer:
xy′′(x) + (c− x)y′(x)− ay(x) = 0. (1.28)
El punto x = 0 sigue siendo un punto singular regular, de modo que podemos
calcular un par de soluciones en forma de serie de Frobenius. La ecuacio´n indicial
es:
m2 + (c− 1)m = 0, (1.29)
de modo que los exponentes correspondientes al origen son m1 = 0, m2 = 1 − c. Si
c /∈ Z dos soluciones independientes son:
y1(x) =
∞∑
n=0
(a)n
(c)n
xn
n!
, (1.30)
y2(x) = x
1−c
∞∑
n=0
(a+ 1− c)n
(2− c)n
xn
n!
. (1.31)
Estas dos funciones son hipergeome´tricas de clase 1F1, y la primera de ellas se
denomina funcio´n hipergeome´trica confluente de primera especie o funcio´n
de Kummer. A diferencia de lo que ocurr´ıa en el caso de las funciones hipergeo-
me´tricas de Gauss, estos desarrollos en serie de potencias son va´lidos para todo
x ∈ R. La notacio´n habitual para estas funciones es la siguiente:
M(a; c;x) := 1F1(a; c;x) =
∞∑
n=0
(a)n
(c)n
xn
n!
. (1.32)
Como consecuencia de la linealidad de la ecuacio´n, si c /∈ Z cualquier solucio´n
puede escribirse como combinacio´n lineal de las dos dadas:
y(x) = C1M(a; c;x) + C2x
1−cM(a+ 1− c; 2 − c;x). (1.33)
Una eleccio´n cuidadosa de las constantes C1 y C2 da lugar a la funcio´n hiper-
geome´trica confluente de segunda especie:
U(a; c;x) :=
Γ(1− c)
Γ(a+ 1− c)M(a; c;x) +
Γ(c− 1)
Γ(a)
x1−cM(a+ 1− c; 2− c;x). (1.34)
Las funciones M(a; c;x) y U(a; c;x) son independientes siempre y cuando a 6=
0,−1,−2, . . . Adema´s es importante sen˜alar que la funcio´n U(a; c;x) esta´ bien defini-
da cuando c ∈ Z, lo cual se puede ver tomando el correspondiente l´ımite cuando
c→ m, m ∈ Z.
Al igual que hicimos en el caso de las funciones de Gauss, incluimos aqu´ı algunas
propiedades de las funciones hipergeome´tricas confluentes:
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1. La funcio´nM(a; c;x) tambie´n se puede obtener a partir de la serie de potencias
de la funcio´n hipergeome´trica de Gauss haciendo el l´ımite b → ∞ te´rmino a
te´rmino, teniendo en cuenta que:
l´ım
b→∞
(b)n
bn
= 1, n = 1, 2, . . . (1.35)
2. La funcio´n M(a; c;x) es una funcio´n anal´ıtica en la variable x en todo el plano
complejo. Respecto a los para´metros, no esta´ definida si el para´metro c es un
entero negativo o si es 0. En ocasiones en lugar de la funcio´n de Kummer que
hemos definido se utiliza la siguiente:
M(a; c;x) :=
1
Γ(c)
M(a; c;x). (1.36)
Esta funcio´n tiene la importante propiedad de que esta´ bien definida para cua-
lesquiera valores de a, c y x.
3. La funcio´n U(a; c;x) esta´ definida para cualesquiera valores de a y c. En la
variable x suele presentar una singularidad logar´ıtmica en el origen, que obliga
a tomar un corte de rama en el semieje real negativo.
4. Si a es un entero negativo entonces la serie de potencias de la funcio´nM(a; c;x)
queda truncada y la funcio´n se convierte en un polinomio. Por ejemplo, si
a = −m:
M(−m; c;x) = 1− m
c
x+
(−m)2
(c)2
x2
2
+ . . . +
(−m)m
(c)m
xm
m!
. (1.37)
Es interesante sen˜alar que si en este caso c = −n, con la condicio´n de que
n > m, entonces la funcio´n esta´ bien definida, a pesar de lo expuesto en el
apartado anterior.
5. Las sucesivas derivadas de las funciones hipergeome´tricas confluentes son tam-
bie´n funciones de la misma familia, con los para´metros desplazados:
dn
dxn
M(a; c;x) =
(a)n
(c)n
M(a+ n; c+ n;x), (1.38)
dn
dxn
U(a; c;x) = (−1)n(a)nU(a+ n; c+ n;x). (1.39)
6. Si hacemos el cambio x → x/b y el l´ımite confluente b → ∞ en la primera
identidad de Euler (1.13) se obtiene la identidad de Kummer:
M(a; c;x) = exM(c− a; c;−x). (1.40)
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7. La funcio´n de segunda especie satisface una identidad similar:
U(a; c;x) = x1−cU(a+ 1− c; 2− c;x). (1.41)
8. Las funciones hipergeome´tricas confluentes incluyen varios casos importantes
de funciones, tanto elementales como especiales:
Polinomios de Laguerre [1, 22.5.54] y [83]:
L(α)n (x) =
(
n+ α
n
)
M(−n;α+ 1;x) = (−1)
n
n!
U(−n;α+ 1;x). (1.42)
Polinomios de Hermite [1, 22.5.40,41,55]:
Hn(x) = 2
nU
(
1− n
2
;
3
2
;x2
)
, (1.43)
H2n(x) = (−1)n22n n! L(−1/2)n (x2), (1.44)
H2n+1(x) = (−1)n22n+1 n!x L(1/2)n (x2). (1.45)
Funciones de Whittaker:
Mκ,µ(x) = e
−
1
2
xx
1
2
+µ M
(
1
2
− κ+ µ; 1 + 2µ;x
)
, (1.46)
Wκ,µ(x) = e
−
1
2
xx
1
2
+µ U
(
1
2
− κ+ µ; 1 + 2µ;x
)
. (1.47)
Este par de funciones se utiliza a veces en la literatura en lugar de las
funciones hipergeome´tricas confluentes.
Funciones de error [1, 7.1.21]:
erf(x) =
2√
π
∫ x
0
e−t
2
dt =
2x√
π
M
(1
2
;
3
2
;−x2
)
, (1.48)
erfc(x) =
2√
π
∫
∞
x
e−t
2
dt =
e−x
2
√
π
U
(1
2
;
1
2
;x2
)
. (1.49)
Funciones gamma incompletas [82]:
γ(a;x) :=
∫ x
0
ta−1e−tdt =
xa
a
e−xM(1; a+ 1;x), a > 0, (1.50)
Γ(a;x) :=
∫
∞
x
ta−1e−tdt = xae−xU(1; a+ 1;x). (1.51)
Parabolic cylinder functions:
U(a;x) = 2−3/4−a/2e−x
2/4x U
(3
4
+
a
2
;
3
2
;
1
2
x2
)
. (1.52)
20 1.2. Ceros reales de funciones hipergeome´tricas
1.1.3. Ecuacio´n hipergeome´trica de Bessel
Mediante un proceso similar al que se utiliza para deducir las funciones hiper-
gome´tricas confluentes 1F1(a; c;x) a partir de las funciones hipergome´tricas de Gauss
2F1(a, b; c;x), podemos obtener otra funcio´n hipergeome´trica confluente de tipo
0F1(−; c;x). Esta funcio´n satisface una ecuacio´n diferencial de la forma:
xy′′(x) + cy′(x)− y(x) = 0. (1.53)
Estas funciones esta´n relacionadas con las funciones de Bessel de primera especie
mediante la fo´rmula:
0F1(−; c+ 1;−x) = Γ(c+ 1)x−c/2Jc(2
√
x). (1.54)
Esta conexio´n nos permitira´ obtener propiedades de las funciones de Bessel con
las mismas herramientas que utilizamos para las funciones hipergeome´tricas.
1.2. Ceros reales de funciones hipergeome´tricas
1.2.1. Teoremas de Sturm
El primer problema que abordamos en este trabajo es el de ciertas propiedades
anal´ıticas de los ceros reales de las funciones que son solucio´n de las ecuaciones
hipergeome´tricas de Gauss y Kummer. La herramienta ba´sica que utilizamos es el
teorema de comparacio´n de Sturm, un resultado cla´sico [79] que permite obtener
propiedades de los ceros de funciones que son solucio´n de ecuaciones diferenciales
ordinarias de segundo orden. En concreto, las propiedades que vamos a obtener
son cotas de distancias entre ceros consecutivos de las funciones hipergeome´tric-
as y monoton´ıa de dichas distancias. Este teorema aparece citado en multitud de
referencias, la formulacio´n que damos a continuacio´n esta´ tomada de [82, pg.97]:
Teorema 1.2.1 (Sturm) Sean y1(x) e y2(x) soluciones de las ecuaciones:
y′′1(x) + A˜1(x)y1(x) = 0, y
′′
2(x) + A˜2(x)y2(x) = 0
en un intervalo (a, b). Supongamos que A˜1(x) y A˜2(x) son reales y continuas en
(a, b), y que A˜2(x) > A˜1(x) en (a, b). Entonces entre dos ceros consecutivos de y1(x)
hay al menos un cero de y2(x).
Una primera observacio´n sencilla acerca de este resultado es que el teorema de
Sturm se enuncia para ecuaciones en forma normal, sin te´rmino en derivada primera.
Esto no supone una restriccio´n significativa respecto a las ecuaciones de Gauss y
Kummer tal y como aparecen en (1.3), (1.28), puesto que es bien sabido que si y(x)
es una solucio´n de la ecuacio´n:
y′′(x) +B(x)y′(x) +A(x)y(x) = 0,
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entonces la funcio´n
y˜(x) = exp
{
1
2
∫ x
B(t)dt
}
y(x) (1.55)
verifica la ecuacio´n en forma normal
y˜′′(x) + A˜(x)y˜(x) = 0, (1.56)
donde
A˜(x) = A(x)−B′(x)/2−B2(x)/4. (1.57)
El cara´cter de las soluciones de la ecuacio´n diferencial (1.56) depende funda-
mentalmente del signo de la funcio´n A˜(x). Cuando esta funcio´n es positiva en un
intervalo I las soluciones pueden ser oscilantes en dicho intervalo, en el sentido de
que pueden tener dos ceros o ma´s en I. Por otro lado, cuando Ω(x) es negativa en
I las soluciones de la ecuacio´n son mono´tonas. Ma´s concretamente:
Observacio´n 1.2.1 Dada una ecuacio´n en forma normal
y′′(x) + A˜(x)y(x) = 0, (1.58)
si la funcio´n A˜(x) es continua y negativa en (a, b) entonces la solucio´n correspon-
diente y(x) no puede tener ma´s de un cero en (a, b).
Demostracio´n 1.2.1 Supongamos que y(x) tiene dos ceros en (a, b), que llamare-
mos x1 y x2, por el teorema de Rolle la derivada y
′(x) debe tener al menos un cero
en I = (x1, x2). Sin pe´rdida de generalidad podemos suponer que y(x) es positiva en
I, entonces y′′(x) = −A˜(x)y(x) > 0 en I, lo cual es una contradiccio´n.
Cuando A˜(x) < 0 decimos que las soluciones no son oscilantes. A efectos de las
propiedades de los ceros estos casos no revisten intere´s, y por ello supondremos en lo
sucesivo que el coeficiente A˜(x) es positivo. Para ello sera´ necesario imponer ciertas
condiciones sobre los para´metros de las funciones hipergeome´tricas, a las que nos
referiremos como condiciones de oscilacio´n.
Alternativamente, el teorema de Sturm indica que y2(x) oscila ma´s ra´pidamente
que y1(x) cuando A˜2(x) > A˜1(x) en un cierto intervalo I, en el sentido de que la
distancia entre ceros consecutivos de y2(x) es ma´s pequen˜a que la correspondiente
distancia entre ceros consecutivos de y1(x). Para ver que esto se sigue del resultado
anterior, una posibilidad es la siguiente: supongamos que A˜2(x) > m
2 > A˜1(x) para
una cierta constante positiva m2. Comparamos las ecuaciones:
y′′m(x) +m
2ym(x) = 0, y
′′
2 (x) + A˜2(x)y(x) = 0.
Es claro que una posible solucio´n de la primera ecuacio´n es ym(x) = sin(mx), y
por tanto la distancia entre ceros consecutivos de ym(x) es constante e igual a π/m.
Sea ahora x0 un cero de y2(x), la funcio´n ym(x) = sin(m(x − x0)) es solucio´n de
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la primera ecuacio´n, tiene un cero en x0 y el siguiente en x0 + π/m. Utilizando el
teorema anterior, resulta que tiene que haber al menos un cero de y2(x) en el inter-
valo (x0, x0 + π/m), puesto que A˜2(x) > m
2, y la distancia entre ceros consecutivos
de y2(x) es por tanto menor que π/m. Con un argumento ana´logo probamos que la
distancia entre ceros consecutivos de y1(x) es mayor que π/m, de manera que efec-
tivamente la distancia entre ceros consecutivos de y2(x) es menor que la distancia
entre ceros consecutivos de y1(x).
Como consecuencia, cuando podamos acotar superior o inferiormente la funcio´n
Ω(x) (por medio de un ma´ximo o mı´nimo local, por ejemplo), tendremos una cota in-
ferior o superior de la distancia entre ceros consecutivos de y(x). Ma´s concretamente,
el resultado principal [11] es el siguiente:
Teorema 1.2.2 (Sturm) Sea una ecuacio´n diferencial ordinaria de segundo orden
escrita en forma normal:
y′′(x) + A˜(x)y(x) = 0, (1.59)
donde A˜(z) es continua en un intervalo I = (a, b). Sea y(x) una solucio´n no trivial
de dicha ecuacio´n diferencial en (a, b), y sean xk, k = 0, 1, 2, . . . los ceros de y(x) en
I en orden creciente. Definimos ∆xk := xk+1 − xk y ∆2xk = xk+2 − 2xk+1 + xk.
Si existe A˜M > 0 tal que A˜(x) < A˜M en (a, b) entonces ∆xk > π/
√
A˜M .
Si existe A˜m > 0 tal que A˜(x) > A˜m en (a, b) entonces ∆xk < π/
√
A˜m.
Si A˜(x) es estrictamente creciente en (a, b) cuando es positiva entonces ∆2xk <
0.
Si A˜(x) es estrictamente decreciente en (a, b) cuando es positiva entonces
∆2xk > 0.
Observacio´n 1.2.2 Es habitual referirse al tercer y cuarto resultado de este teo-
rema como teorema de convexidad de Sturm. Teniendo en cuenta que ∆2xk =
∆xk+1 −∆xk, podemos reescribir los dos u´ltimos apartados de la siguiente forma:
Si A˜(x) es estrictamente creciente en (a, b) entonces: ∆xk+1 < ∆xk, es decir,
la distancia entre ceros consecutivos disminuye cuando x crece.
Si A˜(x) es estrictamente decreciente en (a, b) entonces: ∆xk+1 > ∆xk, es
decir, la distancia entre ceros consecutivos aumenta cuando x crece.
Claramente, el problema principal para obtener propiedades de tipo Sturm de
los ceros de una cierta funcio´n es determinar la existencia de ma´ximos o mı´nimos de
la funcio´n A˜(x) en el intervalo de estudio, es decir, resolver la ecuacio´n A˜′(x) = 0.
Teniendo en cuenta la cantidad de para´metros involucrados en el caso de las ecua-
ciones de Gauss y Kummer, los resultados obtenidos van a depender de los valores
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que tomen estos para´metros, y cambiara´n de una regio´n a otra.
En la siguiente seccio´n veremos ciertas transformaciones de la ecuacio´n diferencial
que se pueden utilizar en combinacio´n con los teoremas de Sturm para analizar las
propiedades de los ceros de las funciones hipergeome´tricas.
1.2.2. Transformaciones de Liouville-Green
Estas transformaciones (tambie´n llamadas transformaciones de Liouville) son
importantes en varios aspectos de la teor´ıa de ecuaciones diferenciales, ve´ase [68], y
consisten en un cambio de variable independiente z = z(x), suficientemente regular,
seguido de una transformacio´n a forma normal en la nueva variable. La funcio´n Y (z),
donde:
Y (z(x)) =
√
z′(x) exp
{
1
2
∫ x
B(t)dt
}
y(x) (1.60)
satisface:
Y¨ (z) + Ω(z)Y (z) = 0, (1.61)
donde los puntos indican derivadas respecto a la variable z y el coeficiente Ω(z) es:
Ω(z) = A˜(x(z)) x˙(z)2 +
...
x (z)
2x˙(z)
− 3x¨(z)
2
4x˙(z)2
= A˜(x(z)) x˙(z)2 +
1
2
{x, z}, (1.62)
donde {z, x} es la derivada schwarziana de z respecto a x, y el coeficiente A˜(x)
viene dado por (1.57). Esta transformacio´n de la ecuacio´n diferencial se denomina
transformacio´n de Liouville-Green.
Cuando se utiliza un cambio de variable z = z(x), el problema que hay que
resolver para obtener las propiedades de tipo Sturm es Ω˙(z) = 0. De esta manera
se obtienen resultados en la variable z, que podremos traducir a la variable original
x si el cambio de variable z = z(x) es invertible anal´ıticamente. En las familias de
cambios de variable que veremos, los casos ma´s interesantes y sencillos de manejar
sera´n aquellos en los que se cumpla esta condicio´n.
Adema´s, si z′(x) > 0 el ana´lisis de las propiedades de monoton´ıa de Ω(z) en la
variable z es equivalente al estudio de dichas propiedades en x, como resultado de
una aplicacio´n inmediata de la regla de la cadena. Haremos uso de esta observacio´n
en lo sucesivo, puesto que en la mayor´ıa de los casos simplifica los ca´lculos. En
te´rminos de la variable x la funcio´n Ω(z(x)) es:
Ω(z(x)) =
1
z′(x)2
(
A˜(x)− z
′′′(x)
2z′(x)
+
3z′′(x)2
4z′(x)2
)
=
1
z′(x)2
(
A˜(x)− 1
2
{z, x}
)
. (1.63)
Con el fin de simplificar la notacio´n, a la hora de estudiar esta funcio´n normal-
mente omitiremos la variable z y escribiremos directamente Ω(x).
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1.2.3. Ejemplos
En la literatura sobre los ceros reales de las funciones hipergeome´tricas aparecen
varias transformaciones esta´ndar de las ecuaciones diferenciales, con ciertos cambios
de variable asociados. Por ejemplo, los polinomios de Jacobi P
(α,β)
n (x), x ∈ (−1, 1),
que son un caso particular de las funciones de Gauss (1.22):
P (α,β)n (x) =
(
n+ α
n
)
2F1
( −n, n+ α+ β + 1
α+ 1
;
1− x
2
)
En este caso el cambio cla´sico es x = cos θ, que conduce a los resultados expuestos
en [80] cuando los para´metros satisfacen |α| < 1/2 y |β| < 1/2: la funcio´n
u(θ) =
(
sin
θ
2
)α+1/2 (
cos
θ
2
)β+1/2
P (α,β)n (cos θ) (1.64)
satisface la ecuacio´n diferencial:
d2u(θ)
dθ2
+Ω(θ)u(θ) = 0, (1.65)
donde
Ω(θ) =
(
n+
α+ β + 1
2
)2
+
1/4 − α2
4 sin2(θ/2)
+
1/4− β2
4 cos2(θ/2)
. (1.66)
En este caso es inmediato ver que cuando |α|, |β| < 1/2 la funcio´n A(θ) satisface:
Ω(θ) >
(
n+
α+ β + 1
2
)2
=: Ωm. (1.67)
A partir de esto se obtiene una cota sencilla para la distancia entre ceros conse-
cutivos de los polinomios de Jacobi en la variable θ, y adema´s dicha cota es global
en el sentido de que es va´lida para todos los ceros de los polinomios de Jacobi, una
vez fijados los valores de α y β, e independientemente del grado del polinomio n
(aunque el valor de la cota dependa de este para´metro).
Por otro lado, si consideramos el cambio trivial z(x) = x entonces:
Ω(x) =
1
4
[
L2 − α2 − β2 + 1
x(1− x) +
1− α2
x2
+
1− β2
(1− x)2
]
, (1.68)
donde L = 2n+ α+ β + 1. La derivada tiene la forma:
Ω′(x) =
1
4x3(1− x)3 P (x), (1.69)
donde P (x) es un polinomio de grado 3 que depende de los para´metros n, α y β.
En este caso el ana´lisis es complicado, y adema´s la informacio´n que se obtiene no
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es global para todos los ceros. Para ma´s detalles remitimos al lector a la referencia
[12], y para resultados relacionados a [2].
Otro ejemplo cla´sico viene dado por los polinomios de Hermite. La funcio´n y(x) =
e−x
2/2 Hn(x) satisface la ecuacio´n [1, 22.6]:
y′′(x) + (2n + 1− x2)y(x) = 0. (1.70)
Con el cambio de variable propuesto en [80, pg.130], x = (2n + 1)−1/2 ξ, la
ecuacio´n pasa a ser:
d2y(ξ)
dξ2
+
(
1− ξ
2
(2n+ 1)2
)
y(ξ) = 0. (1.71)
Claramente Ω(ξ) < 1, lo cual da una cota inferior sencilla para la distancia entre
ceros consecutivos de los polinomios de Hermite. Teniendo en cuenta las relaciones
(1.44) y (1.45), estos resultados se aplican a la diferencia entre cuadrados de ceros
consecutivos de los polinomios de Laguerre L
(α)
n (x). Por otro lado, es claro que si
ξ > 2n + 1, o equivalentemente, si x >
√
2n+ 1, entonces Ω(ξ) < 0, y no puede
haber ma´s que a lo sumo un cero de Hn(x) mayor que ese valor. De hecho, esta es
una primera estimacio´n para el cero ma´s grande de esta familia de polinomios, ve´ase
[80, pg.132].
Por u´ltimo, otro ejemplo conocido viene dado por las funciones de Bessel y(x) =√
xJν(x), que tienen infinitos ceros reales cuando x > 0 y el orden ν es real [88]. La
ecuacio´n diferencial correspondiente es:
y′′(x) +
(
1 +
1/4 − ν2
x2
)
y(x) = 0. (1.72)
A partir de esta ecuacio´n se deducen sin dificultad propiedades conocidas de los
ceros reales de las funciones de Bessel, ve´anse por ejemplo las referencias [22, 88].
1.2.4. Cambios de variable admisibles
Teniendo en cuenta los ejemplos que hemos considerado, especialmente el caso
de los polinomios de Jacobi, cabe preguntarse por que´ algunos cambios de variable
proporcionan propiedades de manera directa y otros no. Siguiendo lo expuesto en
[11, 12], parece claro que es necesario imponer ciertas condiciones sobre los cambios
de variable z = z(x), con el fin de poder obtener propiedades de tipo Sturm acerca de
los ceros de manera sencilla y sistema´tica. En nuestro caso impondremos la condicio´n
de que resolver el problema Ω′(x) = 0, que nos da los extremos y las propiedades
de monoton´ıa de la funcio´n Ω(x), sea equivalente a resolver una ecuacio´n a lo ma´s
cuadra´tica en x. En estas condiciones:
El problema es tratable anal´ıticamente sin excesiva complicacio´n, lo cual es
importante teniendo en cuenta el nu´mero de para´metros involucrados.
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Esta restriccio´n limita a dos el nu´mero de posibles extremos de la funcio´n
Ω(x). La existencia de a lo sumo dos extremos generalmente permite obtener
propiedades que se aplican a todos los ceros reales en el intervalo de estudio
correspondiente. La presencia de dos ma´ximos (o dos mı´nimos) locales donde
Ω(x) es positiva da dos cotas diferentes sobre los ceros, una de las cuales no se
cumple de manera global. En nuestro estudio no nos ocuparemos de este tipo
de resultados.
Ma´s adelante veremos que estas restricciones conducen a familias de cambios
de variable bastante generales para las ecuaciones de Gauss y Kummer, que in-
cluyen como casos particulares los ejemplos que hemos descrito anteriormente. Este
planteamiento tambie´n permitira´ generalizar algunos resultados presentes en la lite-
ratura, ampliando los rangos de para´metros donde son aplicables o dando expresiones
ma´s generales en funcio´n de la transformacio´n de Liouville-Green que consideremos.
1.3. Relaciones de recurrencia a tres te´rminos
Entre las diferentes identidades funcionales que satisfacen las funciones hipergeo-
me´tricas cla´sicas, como por ejemplo (1.13), (1.14), (1.16), (1.17), (1.40), (1.41), las
relaciones de recurrencia a tres te´rminos que satisfacen las funciones hipergeome´tri-
cas de una misma familia con para´metros desplazados son especialmente importantes
tanto desde el punto de vista anal´ıtico como nume´rico. Una parte sustancial de este
trabajo esta´ dedicado al ana´lisis de estas relaciones de recurrencia, especialmente
desde una perspectiva computacional.
Dada una funcio´n hipergeome´trica de Gauss:
2F1
(
a, b
c
;x
)
se definen las funciones contiguas como aquellas en las que uno de los para´metros
difiere en una unidad y los otros dos son iguales, es decir:
2F1
(
a± 1, b
c
;x
)
, 2F1
(
a, b± 1
c
;x
)
, 2F1
(
a, b
c± 1
;x
)
Con ma´s generalidad, se suele entender como funcio´n contigua de una dada
cualquiera cuyos para´metros difieren en un nu´mero entero respecto a los de la fun-
cio´n original. Una propiedad importante de las funciones de Gauss es que tres fun-
ciones contiguas cualesquiera verifican una relacio´n de recurrencia a tres te´rminos
con coeficientes racionales en a, b, c y x. Cuando la diferencia entre los para´metros
es una unidad, las 15 identidades originales de Gauss [25] muestran expl´ıcitamente
esta estructura, y es claro que el proceso puede iterarse cuando la diferencia en los
para´metros es mayor que 1, sin alterar la forma de los coeficientes. Ve´ase por ejemplo
[87]. En la pa´gina
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puede encontrarse un programa Maple para calcular los coeficientes de dicha expre-
sio´n de manera automa´tica una vez indicadas las tres funciones hipergeome´tricas
que queremos relacionar.
De la misma forma que en el caso de las funciones de Gauss, dada una fun-
cio´n hipergeome´trica confluente φ(a; c;x), donde φ(a; c;x) es M(a; c;x) o U(a; c;x),
las funciones contiguas de una dada son aquellas tales que los para´metros difieren
en una unidad. Por ejemplo, φ(a ± 1; c;x) y φ(a; c ± 1;x) respecto a φ(a; c, x). Al
igual que ocurre con las funciones de Gauss, tres funciones hipergeome´tricas con-
fluentes contiguas cualesquiera verifican una relacio´n de recurrencia a tres te´rminos
con coeficientes racionales en a, c y x. Adema´s, con normalizaciones convenientes,
las funciones M(a; c;x) y U(a; c;x) verifican la misma relacio´n de recurrencia.
En este trabajo vamos a considerar relaciones de recurrencia a tres te´rminos con
la siguiente notacio´n:
yn+1(x) + bn(x)yn(x) + an(x)yn−1(x) = 0, (1.73)
donde n es un para´metro entero del que pueden depender uno o varios para´metros
de la funcio´n. El hecho de que la dependencia respecto a n pueda darse en distintos
para´metros da lugar a diferentes recurrencias (1.73). Por ejemplo, podemos trabajar
con las funciones:
yn(x) = 2F1
(
a+ n, b
c
;x
)
, yn(x) = 2F1
(
a+ n, b+ n
c
;x
)
yn(x) = 2F1
(
a+ n, b+ n
c+ n
;x
)
, yn(x) = 2F1
(
a, b
c+ n
;x
)
.
Hablaremos de direcciones de recurrencia para indicar que´ para´metros var´ıan con
n: as´ı nos referiremos a los ejemplos anteriores como recurrencia (+ 0 0), recurrencia
(+ + 0), recurrencia (+ + +) y recurrencia (0 0+) respectivamente. Teniendo en
cuenta las identidades de Gauss descritas al principio de esta memoria (1.13)–(1.15),
es claro que no todas las direcciones son independientes, ve´ase [35] para un ana´lisis
detallado de los casos fundamentales.
Las relaciones de recurrencia a tres te´rminos constituyen una parte fundamental
de la teor´ıa de ciertas familias de funciones especiales, como los polinomios ortogo-
nales cla´sicos [9, 80], donde la relacio´n de recurrencia es una consecuencia inmediata
de las condiciones de ortogonalidad, o las funciones de Bessel [88]. Para las funciones
hipergeome´tricas de Gauss y confluentes en general, estas identidades se pueden en-
contrar en multitud de referencias, por ejemplo [1, 5, 25, 58, 82].
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1.3.1. Aspectos nume´ricos
Desde un punto de vista computacional las relaciones de recurrencia a tres
te´rminos tienen una utilidad inmediata: a partir de dos valores iniciales f0(x) y
f1(x) podemos calcular la funcio´n fn(x) para diferentes valores de los para´metros,
movie´ndonos en una cierta direccio´n de recurrencia. Esta cuestio´n enlaza directa-
mente con el problema general de la evaluacio´n nume´rica de funciones hipergeome´tri-
cas, tema amplio de investigacio´n que aqu´ı so´lo tocamos de manera indirecta. Ve´ase
por ejemplo la referencia [57], donde se citan algoritmos ma´s o menos completos,
dependiendo de las diferentes familias de funciones. Para algunas de ellas el proble-
ma esta´ ampliamente estudiado, como las funciones de Bessel, otras han sido objeto
de estudio reciente [37, 38], y para las familias ma´s generales (hipergeome´tricas
confluentes y Gauss) las referencias parecen ser escasas [65, 26, 83]. En este u´ltimo
art´ıculo las relaciones de recurrencia son la herramienta fundamental que se propone
para la evaluacio´n de la funcio´n hipergeome´trica confluente U(a; c;x). Asimismo se
comentan aspectos y dificultades de tipo nume´rico que enlazan con problemas que
presentaremos ma´s adelante.
A la hora de utilizar las relaciones de recurrencia con fines computacionales hay
dos aspectos ba´sicos que conviene tener en cuenta: en primer lugar, la eficiencia
del ca´lculo de dichos valores iniciales f0(x) y f1(x), ma´s el uso de la relacio´n de
recurrencia, frente a un me´todo directo de evaluacio´n de la funcio´n (series de poten-
cias, representaciones integrales, etc...). Por otro lado, el control del comportamiento
nume´rico de estas relaciones de recurrencia (1.73). Como se puede ver en las refe-
rencias cla´sicas [31, 89], las propiedades nume´ricas esta´n vinculadas a la existencia
de soluciones mı´nimas de la relacio´n de recurrencia.
Definicio´n 1.3.1 Dada una recurrencia (1.73), se dice que una solucio´n fn(x) es
mı´nima (o recesiva) en dicha direccio´n de recurrencia si se cumple que:
l´ım
n→∞
fn(x)
gn(x)
= 0, (1.74)
siendo gn(x) una solucio´n de (1.73) independiente de fn(x).
Diremos que gn(x) es una solucio´n dominante. Esta denominacio´n obedece al
hecho de que gn(x) determina de manera esencial el comportamiento de cualquier
solucio´n de la recurrencia, salvo la mı´nima y mu´ltiplos constantes de e´sta, cuando
n es grande. En efecto, sea yn(x) una solucio´n general de (1.73), independiente de
fn(x), entonces podemos escribir:
yn(x) = Afn(x) +Bgn(x), (1.75)
para ciertas constantes A,B 6= 0, puesto que fn(x) y gn(x) son independientes.
Cuando n es grande:
l´ım
n→∞
yn(x)
gn(x)
= l´ım
n→∞
Afn(x) +Bgn(x)
gn(x)
= B, (1.76)
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de modo que la solucio´n gn(x) determina el comportamiento de cualquier solucio´n
cuando B 6= 0. Como consecuencia de ello, es importante observar que la solucio´n
mı´nima es u´nica salvo constante multiplicativa, puesto que dada yn(x) como antes,
si B 6= 0 entonces se cumple que:
l´ım
n→∞
fn(x)
yn(x)
= l´ım
n→∞
fn(x)
Afn(x) +Bgn(x)
= 0, (1.77)
de modo que yn(x) es tambie´n dominante.
Podemos calcular una solucio´n mı´nima de (1.73) utilizando la recurrencia siempre
que B = 0, lo que anula el te´rmino dominante. Sin embargo, desde el punto de vista
nume´rico es inevitable que se introduzca una componente dominante en la solucio´n
que calculamos, y este te´rmino, aunque pequen˜o en origen, acaba determinando el
comportamiento de yn(x). Por ello, el ca´lculo de una solucio´n mı´nima mediante la
recurrencia es un problema mal condicionado, y consecuentemente la evaluacio´n es
nume´ricamente inestable [31]. En efecto, el correspondiente error relativo de yn(x)
frente a la solucio´n mı´nima es:
|E| =
∣∣∣∣1− yn(x)Afn(x)
∣∣∣∣ = ∣∣∣∣1− Afn(x) +Bgn(x)Afn(x)
∣∣∣∣ = ∣∣∣∣BA
∣∣∣∣ ∣∣∣∣gn(x)fn(x)
∣∣∣∣→∞. (1.78)
Por otro lado, el ca´lculo de una solucio´n dominante por este me´todo funciona
bien nume´ricamente.
Debido a esta situacio´n, para considerar resuelta nume´ricamente una recurrencia
que admite una solucio´n mı´nima no basta con dar dos soluciones independientes, sino
que es necesario adema´s disponer de dicha solucio´n mı´nima. Una solucio´n mı´nima
y una dominante en una cierta direccio´n forman un par nume´ricamente satis-
factorio, y a partir de e´l se puede calcular cualquier otra solucio´n de la recurrencia
de manera nume´ricamente estable. Por el contrario, calcular la solucio´n mı´nima a
partir de un par de soluciones dominantes (aunque sean independientes) conduce a
errores debidos a cancelacio´n.
A modo de ejemplo sencillo vamos a considerar la recurrencia de las funciones
de Bessel modificadas, Kν(x) e e
ipiνIν(x) (tambie´n es posible tomar (−1)[ν]Iν(x)),
ve´ase [1]. Estas funciones satisfacen la siguiente recurrencia [1, 9.6.26]:
yν+1(x)− 2ν
x
yν(x)− yν−1(x) = 0. (1.79)
Esta recurrencia tiene una solucio´n mı´nima cuando ν → ∞, lo cual se puede
comprobar a partir de la siguiente informacio´n asinto´tica [68, pa´gs. 252 y 374]:
Iν(x) ∼ 1
Γ(ν + 1)
(x
2
)ν
, Kν(x) ∼ 1
2
Γ(ν)
(x
2
)−ν
(1.80)
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Es claro que Iν(x) es mı´nima cuando ν →∞. Consideramos la siguiente prueba
nume´rica: tomamos como valor inicial del para´metro ν0 = 1,4, y x = 31,1. Calcu-
lamos los valores iniciales Kν0(x), Kν0+1(x), (−1)[ν0]Iν0(x) e (−1)[ν0+1]Iν0+1(x) en
Maple con 30 d´ıgitos e iteramos la recurrencia (1.79) en Fortran utilizando precisio´n
doble (16 d´ıgitos). En la figura 1.1 mostramos el error relativo (en escala logar´ıtmica)
entre el resultado de la recurrencia en Fortran y el valor calculado con Maple:
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Figura 1.1: Gra´fica del error en el ca´lculo de las funciones de Bessel modificadas utilizando
recurrencias, ν0 = 1,4. A la izquierda la solucio´n mı´nima e
ipiνIν(x), el error crece de manera
incontrolada ra´pidamente. A la derecha la solucio´n dominante Kν(x), el error se mantiene
cercano a la precisio´n doble esta´ndar (ǫ ≈ 10−16).
Como puede verse, el ca´lculo nume´rico de la solucio´n mı´nima es incorrecto al
cabo de muy pocas iteraciones, mientras que en el caso de la solucio´n dominante el
error se mantiene cerca del ǫ ma´quina (≈ 10−16). Este es el comportamiento espe-
rable, segu´n la teor´ıa expuesta.
Este ejemplo indica que para utilizar las relaciones de recurrencia y las frac-
ciones continuas asociadas en el ca´lculo nume´rico de funciones hipergeome´tricas es
necesario determinar si la recurrencia en cuestio´n admite una solucio´n mı´nima en la
direccio´n en la que queremos efectuar el ca´lculo, y si es el caso identificarla. Esto se
puede llevar a cabo utilizando teoremas cla´sicos, como el de Perron. Este teorema,
que enunciaremos adecuadamente ma´s adelante, relaciona las soluciones de una re-
currencia (1.73), para la que se cumple que an ∼ anα y bn ∼ bnβ cuando n → ∞,
con las ra´ıces del polinomio caracter´ıstico φ(λ) = λ2 + bλ+ a.
El trabajo de investigacio´n que planteamos en este tema parte de la observacio´n
de que toda la informacio´n que hemos manejado hasta ahora, tanto de la recurren-
cia (Perron) como de las soluciones, es de tipo asinto´tico, correspondiente a valo-
res grandes de un cierto para´metro. Cabe preguntarse si esta informacio´n es sufi-
ciente para utilizar (1.73) nume´ricamente de manera segura cuando el valor de dicho
para´metro es moderado. En la gra´fica 1.2 se muestra el mismo ejemplo de las fun-
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ciones de Bessel modificadas, pero esta vez tomando como valor inicial ν0 = −31,4.
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Figura 1.2: Gra´fica del error en el ca´lculo de las funciones de Bessel modificadas utilizando
recurrencias, ν0 = −31,4. A la izquierda la solucio´n mı´nima eipiνIν(x), el error deber´ıa crecer
como antes pero se mantiene pequen˜o al principio. A la derecha la solucio´n dominanteKν(x),
el error crece inesperadamente al principio y luego vuelve a valores normales.
En este caso, la solucio´n mı´nima se calcula adecuadamente para un rango con-
siderable de valores de ν (hasta ν = 10, por ejemplo), y despue´s el error crece igual
que ocurr´ıa en el caso ν0 = 1,4. Por otro lado, el error de la solucio´n dominante
crece de manera inesperada al principio y luego vuelve a valores normales. En otras
palabras, hay una inversio´n de papeles entre la solucio´n mı´nima y la dominante en
las primeras iteraciones de la recurrencia, puesto que la primera se calcula bien y
la segunda mal. Por supuesto, el comportamiento final de las soluciones, cuando ν
es suficientemente grande, es el mismo en ambos ejemplos, y es el que determinan
el teorema de Perron y la informacio´n asinto´tica, pero desde el punto de vista de
computacio´n es fundamental conocer la existencia de esta zona transitoria.
Ma´s adelante consideraremos con ma´s detalle el problema de las soluciones de las
recurrencias que, aun siendo dominantes, se comportan inicialmente como mı´nimas.
Es el caso de la funcio´n Kν(x) en el ejemplo anterior. Nos referiremos a estas solu-
ciones como transitoriamente mı´nimas, y veremos que aparecen no solamente en
el caso de las funciones de Bessel modificadas, sino tambie´n en otros ejemplos de
funciones hipergeome´tricas de Gauss y Kummer.
1.3.2. Fracciones continuas asociadas
A partir de la relacio´n de recurrencia (1.73) podemos escribir la siguiente re-
currencia para los cocientes, siempre que yn−1(x), yn(x) 6= 0:
yn(x)
yn−1(x)
=
−an(x)
bn(x) +
yn+1(x)
yn(x)
. (1.81)
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Es claro que si las soluciones yn−1(x), yn(x), . . . no se anulan, entonces podemos
iterar este proceso y obtener una expresio´n en forma de fraccio´n continua:
yn(x)
yn−1(x)
=
−an(x)
bn(x)+
−an+1(x)
bn+1(x)+
. . .
−an+m−1(x)
bn+m−1(x) +
yn+m(x)
yn+m−1(x)
. (1.82)
En cada direccio´n de recurrencia tendremos una fraccio´n continua diferente para
un cociente distinto. Una cuestio´n natural que surge es la convergencia de dicha frac-
cio´n continua cuando m→∞, y en caso de convergencia que´ cociente de soluciones
aproxima. La respuesta viene dada por el teorema de Pincherle [31, 48, 56], que ase-
gura que la fraccio´n continua asociada a una recurrencia converge si y solamente si
dicha recurrencia admite una solucio´n mı´nima, y que en ese caso la fraccio´n continua
converge precisamente al cociente de valores consecutivos de dicha solucio´n mı´nima.
Sin embargo, la presencia de soluciones pseudomı´nimas tambie´n afecta a las frac-
ciones continuas asociadas a las recurrencias. Teniendo en cuenta que lo que ocurre
es que una solucio´n dominante se comporta temporalmente como si fuese mı´nima,
cabr´ıa esperar que la fraccio´n continua aproximase primero un cociente de soluciones
dominantes y despue´s el cociente correcto de soluciones mı´nimas que establece el teo-
rema de Pincherle.
De hecho eso es lo que ocurre, como vemos en el mismo ejemplo de las funciones
de Bessel modificadas. La fraccio´n continua asociada es:
Hν(x) :=
−x
2ν+
x2
2(ν + 1)+
x2
2(ν + 2)+
. . . (1.83)
Tomando ν0 = −31,4 y x = 31,1, la figura 1.3 ilustra lo que ocurre.
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Figura 1.3: A la izquierda, aproximantes sucesivos de la fraccio´n continua (1.83). A la
derecha, diferencia entre aproximantes consecutivos de la misma fraccio´n continua. Valores
de los para´metros: ν0 = −31,4, x = 31,1.
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Como puede verse, la fraccio´n continua aproxima un primer cociente, que corres-
ponde a soluciones dominantes, con una precisio´n que puede ser bastante alta (si
consideramos un valor negativo ma´s grande de ν0 podemos aumentar la precisio´n
que se alcanza en la primera regio´n). Despue´s el cociente que se calcula es el de
soluciones mı´nimas. En estos casos hablaremos de pseudoconvergencia de la frac-
cio´n continua (W. Gautschi se refiere a esta situacio´n con el nombre de convergencia
ano´mala en [32]).
Desde el punto de vista computacional veremos que es fundamental controlar
este tipo de feno´menos, puesto que pueden suponer pe´rdida de precisio´n en el ca´lculo
del cociente de soluciones mı´nimas e incluso que se evalu´e un cociente distinto del
deseado. Este problema aparecera´ de nuevo en conexio´n con el algoritmo de ca´lculo
de ceros de funciones hipergeome´tricas que se presenta al final de este trabajo.
1.4. Me´todos de ca´lculo de ceros reales de funciones
hipergeome´tricas
Finalmente, en este trabajo tratamos el ca´lculo nume´rico de los ceros reales de las
funciones hipergeome´tricas, un problema de intere´s tanto matema´tico como desde el
punto de vista de las aplicaciones. Por ejemplo, los ceros de los polinomios ortogo-
nales de Jacobi, Laguerre y Hermite son los nodos de las correspondientes reglas de
cuadratura gaussiana, que se utilizan frecuentemente en problemas de integracio´n
nume´rica y ecuaciones diferenciales.
Algunos me´todos propuestos en la literatura son, de manera esquema´tica:
Me´todos de tipo Newton o biseccio´n.
Estimaciones asinto´ticas, que se pueden combinar con lo anterior.
Me´todos matriciales, basados en el ca´lculo de autovalores de una matriz.
Me´todos de punto fijo, basados en sistemas de ecuaciones difero-diferenciales
que relacionan funciones hipergeome´tricas contiguas de una misma familia con
sus derivadas.
El principal problema que suelen presentar los algoritmos de ca´lculo de ceros es
la falta de generalidad, puesto que las propiedades y la informacio´n disponible sobre
los ceros pueden cambiar considerablemente de una familia a otra.
En este trabajo haremos especial hincapie´ en los me´todos de punto fijo, expuestos
en [40, 41] y utilizados en [14] en el caso particular de la funcio´n hipergeome´trica
confluente M(a; c;x). Estos me´todos presentan la ventaja de ser aplicables a todas
las funciones hipergeome´tricas tratadas en este trabajo, puesto que parten de identi-
dades comunes a todas ellas. En el u´ltimo cap´ıtulo de esta memoria veremos tanto las
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propiedades nume´ricas de estos me´todos como la implementacio´n concreta en un pa-
quete de rutinas Maple para el ca´lculo de ceros reales de funciones hipergeome´tricas.
El punto de partida es el siguiente: consideramos dos ecuaciones diferenciales del
mismo tipo en forma normal:
y′′(x) + A˜y(x)y(x) = 0, w
′′(x) + A˜w(x)w(x) = 0. (1.84)
Diremos que w(x) es una funcio´n de contraste respecto a y(x). Como se explica
en [40] y [75], y a partir de un resultado que aparece en [60] y [61], dados dos conjun-
tos de soluciones de las ecuaciones anteriores, {y(1)(x), y(2)(x)} y {w(1)(x), w(2)(x)}
respectivamente, existe un u´nico sistema de ecuaciones difero-diferenciales (DDE)
de la forma (1.85):
y′(x) = a(x)y(x) + d(x)w(x)
w′(x) = b(x)w(x) + e(x)y(x)
(1.85)
que satisfacen tanto el par {y(1)(x), w(1)(x} como {y(2)(x), w(2)(x)}.
Es claro que podemos elegir una funcio´n hipergeome´trica y(x) y como funcio´n
de contraste w(x) una funcio´n contigua. Por ejemplo, en el caso de las funciones
hipergeome´tricas confluentes, si y(x) = M(a, c;x) y w(x) = M(a− 1; c;x) entonces
el sistema correspondiente es [34]:
y′(x) =
a− c+ x
x
y(x)− a− c
x
w(x)
w′(x) =
1− a
x
w(x) +
a− 1
x
y(x)
(1.86)
Bajo ciertas condiciones sobre los coeficientes del sistema (1.85) se pueden obte-
ner resultados de entrelazado de ceros para las funciones y(x) y w(x). Ma´s concre-
tamente, citamos aqu´ı [75, Lema 2.4.]:
Lema 1.4.1 Sean y(x) y w(x) dos soluciones no triviales de (1.85) en un intervalo
I, y sea d(x) continua en I. Si y(x) o w(x) tienen al menos dos ceros en I entonces:
Los ceros de y(x) y w(x) son simples.
Las funciones y(x) y w(x) no tienen ceros comunes.
Los ceros de y(x) y w(x) esta´n entrelazados.
Se cumple que d(x)e(x) < 0 en I.
Este lema tiene importantes consecuencias tanto en lo referente a informacio´n
anal´ıtica acerca de los ceros como en la construccio´n del me´todo de punto fijo para
el ca´lculo nume´rico de los mismos.
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Por un lado, la condicio´n de que d(x)e(x) < 0 cuando las soluciones oscilan
proporciona una manera sencilla de determinar condiciones sobre los para´metros de
manera que la funcio´n correspondiente tenga al menos dos ceros en un cierto interva-
lo en la variable x. En este sentido, en [34] se analizan diferentes sistemas de DDEs
para funciones de Gauss, Kummer y Bessel, con el requisito de que los coeficientes
del sistema deben ser funciones continuas en x en el intervalo de estudio correspon-
diente, salvo en los puntos singulares de la ecuacio´n diferencial. El resultado son las
llamadas condiciones de oscilacio´n, que utilizaremos en el siguiente cap´ıtulo para
estudiar propiedades de tipo Sturm de los ceros.
Por otro lado, si consideramos el siguiente cambio de variable
z(x) =
∫ x√
−d(t)e(t)dt, (1.87)
adema´s de ciertas normalizaciones adecuadas, podemos obtener dos funciones y˜(z)
y w˜(z), que satisfacen un sistema ana´logo en una nueva variable z:( ˙˜y(z)
˙˜w(z)
)
=
( −η(z) 1
1 η(z)
)(
y˜(z)
w˜(z)
)
, (1.88)
En este sistema b˜(z) = −a˜(z) = η(z), donde:
η(z) :=
b(z)− a(z)
2
x˙(z) +
1
4
d
dz
log
∣∣∣d(z)
e(z)
∣∣∣ (1.89)
En estas condiciones, el cociente:
H(z) := sign(d)
y˜(z)
w˜(z)
(1.90)
presenta ceros y polos entrelazados, como consecuencia del lema anterior sobre el
entrelazado de ceros, y es claro que los ceros de H(z) son los mismos que los de la
funcio´n y˜(z), lo cuales a su vez son, salvo por el cambio de variable, los de la funcio´n
y(x).
La iteracio´n de punto fijo:
T (z) = z − arctan(H(z)) (1.91)
permite calcular los ceros de la funcio´n H(z) con buenas propiedades nume´ricas,
ve´anse [40, 41, 75] para ma´s detalles.
Una cuestio´n fundamental en este algoritmo es el ca´lculo nume´rico de dichos
cocientes. Como las funciones H(z) son cocientes de funciones hipergeome´tricas,
admiten desarrollos en forma de fraccio´n continua, como hemos visto anterior-
mente. A la hora de abordar el problema de la evaluacio´n nume´rica de estos co-
cientes sera´ necesario estudiar la convergencia de estas fracciones continuas, as´ı co-
mo posibles feno´menos de pseudoconvergencia que puedan alterar el comportamiento
nume´rico de estas fracciones continuas para ciertos rangos de para´metros.
Cap´ıtulo 2
Ceros reales de funciones
hipergeome´tricas. Propiedades
de tipo Sturm
2.1. Preliminares y antecedentes
En este cap´ıtulo exponemos propiedades de tipo Sturm de los ceros reales de las
funciones hipergeome´tricas cla´sicas. Esta informacio´n se obtiene mediante la apli-
cacio´n de dos herramientas anal´ıticas: las transformaciones de Liouville-Green (LG)
de las ecuaciones diferenciales de Gauss y Kummer y los teoremas de comparacio´n
de Sturm, que hemos explicado brevemente en el cap´ıtulo anterior.
Las propiedades de los ceros de las funciones hipergeome´tricas cla´sicas aparecen
analizadas en numerosos trabajos, aqu´ı citamos algunos sin pretensio´n de ser ex-
haustivos. En [50] se encuentra un ana´lisis de existencia y nu´mero de ceros reales en
el caso hipergeome´trico general pFq. En [72] se puede ver un estudio del nu´mero de
ceros (complejos) de la funcio´n hipergeome´trica de Gauss 2F1(a, b; c;x), y en la refe-
rencia [25] se estudia el nu´mero y distribucio´n de ceros (complejos) de las funciones
hipergeome´tricas confluentes M(a; c;x) y U(a; c;x), a partir de ideas expuestas en
[86] y otros. En el campo de los polinomios de tipo hipergeome´trico se pueden en-
contrar resultados interesantes acerca del comportamiento de los ceros dependiendo
de los para´metros de la funcio´n en [18, 19]. En el caso de los polinomios ortogonales
cla´sicos (Jacobi, Laguerre y Hermite) las referencias son abundantes, comenzando
por el cla´sico [80]. La mayor parte de los resultados en el caso hipergeome´trico hacen
referencia a la distribucio´n de los ceros dependiendo de los para´metros de la funcio´n,
o a estimaciones asinto´ticas de los ceros, generalmente por medio de otras funciones
especiales, [28, 29, 64]. Ve´ase tambie´n [22, 53] para resultados de este tipo y tambie´n
para los ceros de las funciones de Bessel.
Las transformaciones LG aparecen en la teor´ıa de ecuaciones diferenciales ordi-
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narias [68, 82], relacionadas con el estudio asinto´tico y con la distribucio´n WKB de
los ceros de las soluciones de dichas ecuaciones [3].
Las referencias acerca de las aplicaciones de los teoremas de Sturm para el estudio
de ceros de funciones hipergeome´tricas tambie´n son numerosas. Se pueden encontrar
distintas formulaciones del teorema ba´sico de Sturm para ecuaciones diferenciales
de segundo orden en las referencias [5, 82, 88], entre otros. Un ana´logo en el caso
de ecuaciones en diferencias aparece estudiado en [20]. En el caso de las familias de
polinomios ortogonales cla´sicos (Jacobi, Laguerre, Hermite) la referencia ineludible
es una vez ma´s [80], y otros resultados importantes aparecen en [51, 55, 2].
En este trabajo analizaremos ciertas transformaciones de Liouville-Green (LG)
de las ecuaciones diferenciales ordinarias de segundo orden de Gauss, Kummer y
Bessel. En el cap´ıtulo anterior se han comentado las restricciones que imponemos
para obtener los cambios de variable que llamamos admisibles. Estos cambios de
variable constituyen familias de transformaciones de Liouville-Green cuyo ana´lisis
permite obtener propiedades de los ceros reales de las funciones hipergeome´tricas de
manera sistema´tica.
Los cambios de variable admisibles dependen de ciertos para´metros libres, dos
en el caso de las funciones de Gauss y uno para las funciones de Kummer y Bessel.
Veremos que existen determinados valores cr´ıticos de estos para´metros, de manera
que las propiedades de tipo Sturm que se obtienen (cotas de distancias entre ceros
consecutivos y monoton´ıa de estas distancias) son diferentes segu´n sea la relacio´n
entre los para´metros de la funcio´n hipergeome´trica y estos valores cr´ıticos.
Con estos resultados se pueden cubrir familias bastante generales de cambios de
variable, y como casos particulares se obtienen los resultados de Szego¨ para poli-
nomios ortogonales cla´sicos (ve´ase [80]) y generalizaciones de resultados ya conoci-
dos, como [44]. El contenido de este cap´ıtulo se corresponde ı´ntegramente con el de
las referencias originales [11] y [12].
2.2. Transformaciones LG de la ecuacio´n de Gauss
2.2.1. Cambios de variable admisibles
Recordamos la ecuacio´n hipergeome´trica de Gauss (1.3):
x(1− x)y′′(x) + [c− (a+ b+ 1)x]y′(x)− aby(x) = 0. (2.1)
En primer lugar, siguiendo lo expuesto en el cap´ıtulo anterior, analizamos las
condiciones de oscilacio´n sobre los para´metros en el intervalo (0, 1). Estas condiciones
se obtienen en [34] como resultado del estudio de diferentes sistemas de ecuaciones
difero-diferenciales (1.85) para pares de funciones de Gauss contiguas. Los sistemas
que se analizan se eligen con la condicio´n de que los coeficientes sean funciones
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continuas en la variable x en el intervalo (0, 1). En dicho intervalo las condiciones
son las siguientes:
a < 0, b > 1, c− a > 1, c− b < 0 (2.2)
En la citada referencia se pueden encontrar condiciones ana´logas para el estudio
de la ecuacio´n en los intervalos (−∞, 0) o (1,∞).
En la notacio´n Jacobi, con los para´metros n = −a, α = c− 1, β = b+ a− c, las
condiciones de oscilacio´n en (0, 1) son las siguientes:
n > 0, n+ α > 0, n+ β > 0, n+ α+ β > 0 (2.3)
En este cap´ıtulo supondremos en todo momento que estas condiciones se cumplen.
Asimismo utilizaremos tambie´n la notacio´n L = 2n+ α+ β + 1.
Vamos a aplicar las restricciones en los cambios de variable z = z(x) que hemos
comentado anteriormente: resolver Ω′(x) = 0 debe ser equivalente a resolver una
ecuacio´n a lo ma´s cuadra´tica. Si aplicamos a la ecuacio´n de Gauss un cambio de
variable z = z(x) tal que:
z′(x) = xp−1(1− x)q−1 (2.4)
es posible establecer una familia de cambios de variable bastante general en estas
condiciones [11, 12]. Con un cambio de variable de este tipo la funcio´n Ω(x) tiene la
siguiente estructura:
Ω(x) =
1
4
x2(1−p)(1− x)2(1−q)×
×
(
L2 − α2 − β2 + 1− 2(p − 1)(q − 1)
x(1− x) +
p2 − α2
x2
+
q2 − β2
(1− x)2
)
. (2.5)
Podemos reescribir esta funcio´n de la siguiente manera:
Ω(x) =
1
4
x−2p(1− x)−2q P (x), (2.6)
donde
P (x) = (−L2 − 1 + 2(p − 1)(q − 1) + p2 + q2)x2
+ (L2 + α2 − β2 + 1− 2(p − 1)(q − 1)− 2p2)x+ p2 − α2. (2.7)
Si derivamos obtenemos:
Ω′(x) =
1
4
x−2p−1(1− x)−2q−1 Q(x), (2.8)
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donde Q(x) = a3x
3 + a2x
2 + a1x + a0. Si queremos que resolver Ω
′(x) = 0 sea
equivalente a resolver una ecuacio´n a lo ma´s cuadra´tica tenemos que pedir o bien
que a3 = 0, o bien Q(0) = 0, o bien Q(1) = 0; estas condiciones son:
a3 =
1
2
(
L2 − (p + q − 1)2
)(
1− p− q
)
= 0, (2.9)
Q(0) = −1
2
p(p2 − α2) = 0, (2.10)
Q(1) =
1
2
q(q2 − β2) = 0. (2.11)
Si alguna de estas condiciones se tiene que cumplir para cualesquiera valores de
los para´metros n, α y β entonces tenemos que pedir que se verifique una de las
siguientes condiciones:
p+ q = 1, p = 0, q = 0 (2.12)
Estos cambios de variable conducen a propiedades de tipo Sturm va´lidas para
cualquier solucio´n de la ecuacio´n hipergeome´trica y para cualquier valor de n.
A partir de (2.9), (2.10) y (2.11) es claro que otros posibles cambios de variable,
que ya no son independientes de los para´metros de la funcio´n, son:
|L| = |p+ q − 1|, |p| = |α|, |q| = |β|. (2.13)
Nos referiremos a estos cambios como impl´ıcitos, en el sentido de que tanto las
propiedades como el cambio de variable dependen de los para´metros de la funcio´n.
Veremos que es posible obtener algunas propiedades de tipo Sturm, pero normal-
mente no de forma global en los para´metros, lo cual en nuestro estudio tiene menos
intere´s.
Observacio´n 2.2.1 De la expresio´n (2.5) se desprende que intercambiar p y q es
equivalente a intercambiar α y β y tambie´n x y 1− x. Esta propiedad es importante
para ahorrar ca´lculos posteriormente: por ejemplo, el caso p = 0 se obtiene sin
ca´lculos adicionales a partir del estudio de q = 0 aplicando estos cambios.
Estos cambios de variable vienen en general expresados a su vez mediante fun-
ciones hipergeome´tricas. Teniendo en cuenta que x ∈ (0, 1), si p > 0 podemos tomar:
z(x) =
∫ x
0
tp−1(1− t)q−1dt =: Bx(p, q), p > 0. (2.14)
Si q > 0 podemos elegir:
z(x) = −B1−x(q, p), q > 0, (2.15)
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donde B(p, q) indica la funcio´n Beta incompleta de para´metros p y q. Estas funciones
Beta se pueden escribir a su vez como funciones hipergeome´tricas de Gauss:
Bx(p, q) =
xp
p
2F1
(
1− q, p
p+ 1
;x
)
, (2.16)
B1−x(q, p) = −(1− x)
q
q
2F1
(
1− p, q
q + 1
; 1 − x
)
. (2.17)
En te´rminos de las funciones hipergeome´tricas de Gauss, estos cambios son va´li-
dos cuando p 6= 0,−1,−2, . . . y cuando q 6= 0,−1,−2, . . ., respectivamente. Cuando
p = 0 o cuando q = 0 los cambios de variable (2.14) y (2.15) no esta´n definidos, pero
las diferencias ∆zk = z(xk+1)− z(xk) s´ı lo esta´n:
∆zk(p, q) =
∫ xk+1
xk
tp−1(1− t)q−1dt, xk, xk+1 ∈ (0, 1). (2.18)
Con esta notacio´n, ∆zk(p, q), indicamos la dependencia del cambio de variable
respecto a p y q. El cambio de variable incluye un te´rmino log(x) cuando p = 0 y
un te´rmino log(1− x) cuando q = 0. Por ejemplo, cuando p = 0 podemos tomar:
z(x) = log(x) + (1− q)x 3F2(1, 1, 2 − q; 2, 2;x). (2.19)
Al deshacer el cambio de variable y aplicar el teorema de Sturm citado anterior-
mente obtendremos relaciones entre los ceros de la solucio´n de la ecuacio´n diferencial
en te´rminos de funciones Beta evaluadas en dichos ceros. Naturalmente esta informa-
cio´n sera´ ma´s pra´ctica en aquellos casos en los que dichas funciones Beta se reduzcan
a funciones elementales, de modo que las relaciones entre los ceros queden expresadas
de manera cerrada. Esto ocurre en los casos estudiados en [11], que corresponden a
los valores p = 0, 1/2, 1.
En las secciones siguientes vamos a llevar a cabo un ana´lisis de los tres cambios de
variable expuestos en (2.12). En primer lugar veremos el cambio de variable general
y despue´s analizaremos casos particulares de importancia en la literatura y en las
aplicaciones, que son estudiados con detalle en [11]. Por u´ltimo estudiaremos de
manera breve algunos resultados que se obtienen con los cambios (2.13).
2.2.2. Ana´lisis del caso p+ q = 1
En este caso la funcio´n Ω(x) es:
Ω(x) =
1
4
x−2p(1− x)2p−2P (x), (2.20)
donde
P (x) = −L2x2 + (L2 + α2 − β2 + 1− 2p)x+ p2 − α2. (2.21)
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La derivada es:
Ω′(x) =
1
4
x−2p−1(1− x)2p−3Q(x), (2.22)
donde
Q(x) = ((1− 2p)(1 − L2) + α2 − β2)x2
+ [(1− 2p)(L2 + α2 − β2 + 1− 2p) + 2(p2 − α2)]x− 2p(p2 − α2). (2.23)
En muchos casos el estudio de los valores de Ω(x) cuando x → 0+ y x → 1−
y el nu´mero de ceros de Ω(x) en el intervalo (0, 1) sera´ suficiente para deducir las
propiedades ba´sicas que necesitamos para aplicar los teoremas de tipo Sturm que
vimos en el cap´ıtulo anterior.
Por ejemplo, supongamos que 0 < p < 1/2, |α| < p y |β| < 1 − p. Como
P (0) = p2 − α2 > 0 y P (1) = (p − 1)2 − β2 > 0, la funcio´n Ω(x) tiende a +∞
tanto en x = 0 como en x = 1. Teniendo en cuenta el signo del coeficiente de
grado dos y del te´rmino independiente en (2.21), es directo ver que la funcio´n Ω(x)
no tiene ceros en (0, 1), de modo que tiene un mı´nimo xm ∈ (0, 1) tal que Ω(xm) > 0.
Para no sobrecargar la presentacio´n, remitimos al lector al ape´ndice para ma´s
detalles de los ca´lculos en los diferentes casos, que se resuelven de manera similar.
U´nicamente mencionamos aqu´ı el siguiente cambio de variable, que sera´ u´til para
analizar el comportamiento de la funcio´n Ω(x):
t =
x
1− x. (2.24)
Este cambio lleva el intervalo (0, 1) en (0,∞) y preserva las propiedades de
monoton´ıa. En la variable t los coeficientes de Q(x(t)) admiten una expresio´n ma´s
sencilla:
Ω(t) =
t−2p
4
[
((p − 1)2 − β2)t2 +Λt+ p2 − α2] , (2.25)
donde
Λ = L2 − α2 − β2 + p2 + (p− 1)2. (2.26)
A partir de las condiciones (2.3) es sencillo probar que Λ > 0, puesto que podemos
escribir
L2 − α2 − β2 = 1
2
[
L2 − (α+ β)2 + L2 − (α− β)2] . (2.27)
Expresando los factores de la derecha como suma por diferencia es claro que son
ambos positivos.
En cuanto a la derivada:
dΩ(t)
dt
= − t
−2p−1
2
Q(t), (2.28)
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donde
Q(t) = (p− 1)((p − 1)2 − β2)t2 + (p − 1/2)Λt + p(p2 − α2). (2.29)
Los valores de p y q que anulan los coeficientes de las partes polino´micas de Ω(t)
y Ω′(t) indican cambios de comportamiento de la funcio´n, y son los que delimitan
regiones con diferentes propiedades de tipo Sturm, como veremos ma´s adelante. El
resultado principal de esta seccio´n es el siguiente:
Teorema 2.2.1 Sea la funcio´n Ω(x) dada por (2.20) y (2.21) y supongamos que se
cumplen las condiciones (2.3). Salvo en el caso en el que 0 < p < 1/2, |α| < |p|
y |β| > |p − 1| simulta´neamente, o bien 1/2 < p < 1, |α| > |p| y |β| < |p − 1|
simulta´neamente, una de las siguientes situaciones se produce, independientemente
del valor de n:
(1) La funcio´n Ω(x) tiene un ma´ximo xM ∈ (0, 1) y KM := Ω(z(xM )) > 0.
(2) La funcio´n Ω(x) tiene un mı´nimo xm ∈ (0, 1) y Km := Ω(z(xm)) > 0.
(3) La funcio´n Ω(x) es estrictamente creciente en (0, 1) cuando es positiva.
(4) La funcio´n Ω(x) es estrictamente decreciente en (0, 1) cuando es positiva.
(5) La funcio´n Ω(x) es constante.
Adicionalmente, en el caso p = 1/2, cuando |α| = 1/2 o |β| = 1/2 la funcio´n Ω(x)
alcanza un ma´ximo o mı´nimo positivo en x = 0 o en x = 1.
Por medio del teorema de Sturm es sencillo relacionar las propiedades de la fun-
cio´n Ω(x) del resultado anterior con la informacio´n acerca de los ceros. En efecto, si
la funcio´n Ω(x) tiene un ma´ximo (mı´nimo) en (0, 1) entonces las correspondientes
diferencias ∆zk(p, 1−p), dadas por (2.18), estara´n acotadas inferiormente (superior-
mente) por una constante que depende del valor de Ω(x) en dicho ma´ximo (mı´nimo),
que hemos llamado KM (Km). Por otro lado, si la funcio´n Ω(x) es creciente (decre-
ciente) en (0, 1) entonces las diferencias ∆zk(p, 1− p) sera´n decrecientes (crecientes)
como funcio´n de k.
Los resultados generales se pueden resumir en los dos siguientes teoremas. En
primer lugar, cuando la funcio´n Ω(x) es mono´tona:
Teorema 2.2.2 Excepto cuando |α| = |β| = p = 1/2, las diferencias ∆zk(p, 1− p),
dadas por la fo´rmula (2.18), satisfacen:
1. Si p ≤ 1/2, |α| ≥ p y |β| ≤ 1 − p, entonces ∆zk(p, 1 − p) es decreciente como
funcio´n de k, es decir, ∆zk+1(p, 1− p) < ∆zk(p, 1− p).
2. Si p ≥ 1/2, |α| ≤ p y |β| ≥ 1 − p entonces ∆zk(p, 1 − p) es creciente como
funcio´n de k.
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Cuando |α| = |β| = p = 1/2 las diferencias ∆zk(p, 1 − p) son constantes.
En el resultado anterior, cuando p o 1 − p son negativos se entiende que no
hay restriccio´n en el para´metro correspondiente. Por otro lado, en el caso de que la
funcio´n Ω(x) tiene un extremo positivo en el intervalo (0, 1):
Teorema 2.2.3 Las diferencias ∆zk(p, 1− p) satisfacen las siguientes cotas:
Si α| < p y |β| < 1− p entonces ∆zk(p, 1− p) < π/
√
Km.
Si |α| > p y |β| > 1− p entonces ∆zk(p, 1− p) > π/
√
KM .
Si p < 1/2 entonces los resultados de (2.2.3) se pueden extender a las fronteras
que no este´n incluidas en (2.2.2). Cuando p = 1/2 las fronteras son l´ımite continuo
de ambas situaciones (monoton´ıa y cotas), puesto que en esos casos la funcio´n Ω(x)
es mono´tona y al mismo tiempo alcanza un ma´ximo o mı´nimo en x = 0 o en x = 1.
En estos casos obtenemos las dos propiedades de tipo Sturm, y las correspondientes
cotas de distancias entre ceros se pueden obtener sustituyendo directamente los va-
lores de α y β en las fo´rmulas de KM y Km.
En los casos en los que la funcio´n tiene un ma´ximo o un mı´nimo, los puntos
xM y xm y los correspondientes valores KM y Km se pueden calcular resolviendo
la ecuacio´n (2.23), pero es ma´s sencillo resolver (2.29) en la variable t y sustituir la
solucio´n en (2.25). Si resolvemos Ω′(t) = 0, las dos ra´ıces son:
t± =
(1/2 − p)Λ
2(p − 1)((p − 1)2 − β2) δ, (2.30)
donde
δ = 1± sgn(1− 2p)
√
1− 4p(p− 1)(p
2 − α2)((p − 1)2 − β2)
(p − 1/2)2Λ2 . (2.31)
De estas dos soluciones, una de ellas corresponde a un extremo en el que la
funcio´n Ω(t) es positiva. Para determinar cua´l de ellas es la correcta en el caso
0 < p < 1 basta considerar la expresio´n anterior y los signos de cada factor segu´n
los casos, puesto que una de las ra´ıces es positiva y otra es negativa. Cuando p < 0
o p > 1 es necesario recurrir a los valores de Ω(t) cuando t→ 0+ y cuando t→ +∞.
El resultado es el siguiente:
Cuando la funcio´n Ω(t) tiene un ma´ximo (|α| > p, |β| > 1−p) entonces la ra´ız
correcta es t+.
Cuando la funcio´n Ω(t) un mı´nimo (|α| < p, |β| < 1−p) y 0 < p < 1, entonces
la ra´ız correcta es t−.
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Si imponemos Ω′(t±) = 0, entonces, a partir de (2.28):
(1− p)[(p − 1)2 − β2]t2± = (p − 1/2)Λt± + p(p2 − α2). (2.32)
Si sustituimos en la fo´rmula de Ω(t) (2.25) obtenemos:
Ω(t±) =
1
4
t−2p± (1− p)−1
[
1
2
Λt± + p
2 − α2
]
. (2.33)
Alternativamente:
Ω(t±) =
1
4
t
−2(p−1)
±
p−1
[
1
2
Λt−1
±
+ (p− 1)2 − β2
]
. (2.34)
Esto muestra que el valor de Ω(t) en los extremos correspondientes es efectiva-
mente positivo en cada caso. La sustitucio´n expl´ıcita de t+ y t− en Ω(t) es bastante
aparatosa, por ello a modo de ejemplo consideramos el siguiente caso simplificado:
Cuando 0 < p < 1/2, |α| < |p| y |β| = |1− p| la funcio´n Ω(x) tiene un mı´nimo
en (0, 1):
t− =
2p(p2 − α2)
(1− 2p)(L2 + p2 − α2) > 0, (2.35)
y sustituyendo en (2.25):
Km = Ω(t−) =
1
4
[ 2p
L2 + p2 − α2
]−2p [p2 − α2
1− 2p
]1−2p
> 0. (2.36)
Cuando p < 1/2, |α| = |p| y |β| > |p− 1| la funcio´n Ω(x) tiene un ma´ximo en
(0, 1):
t+ =
(1− 2p)(L2 − β2 + (p − 1)2)
2(1 − p)(β2 − (p− 1)2) > 0, (2.37)
y sustituyendo en (2.25):
KM = Ω(t+) =
1
4
[ 1− 2p
β2 − (p − 1)2
]1−2p [L2 − β2 + (p− 1)2
2(1 − p)
]2−2p
> 0. (2.38)
En el ape´ndice se dan estimaciones asinto´ticas de las ra´ıces t± y del valor de la
funcio´n Ω(t) en dichos puntos cuando n→∞.
Con el fin de ilustrar estos teoremas presentamos la siguiente secuencia gra´fi-
ca, donde se muestran los diferentes casos segu´n crece p. Hemos representado el
para´metro α en la horizontal y β en la vertical, de modo que dado un valor de p
podemos determinar los valores de α y β que corresponden a cada situacio´n. En
cada regio´n indicamos cua´l de los casos del teorema (2.2.1) se aplica. Las rectas que
dividen las diferentes zonas corresponden a casos en los que el comportamiento en
x = 0 y x = 1 puede cambiar debido a que el te´rmino independiente de P (x) en
(2.21) se anula y es posible extraer un factor comu´n x o 1− x.
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(d) Caso 1/2 < p < 1
               
               
               
               
               
               
               
               
               
               
               
               
               
               
               
               
               
               
               
               




















∆2>0
p
−p α
β
∆>Κ
∆>Κ∆
2>0
(e) Caso p ≥ 1
Figura 2.1: Gra´fica de las regiones que corresponden a diferentes propiedades de tipo Sturm,
en el caso p + q = 1. En este contexto ∆ ≡ ∆zk(p, 1 − p) y ∆2 ≡ ∆2zk(p, 1 − p). Con K
se indica Km o KM , tal y como aparece en el teorema (2.2.3). La leyenda es: Gris oscuro,
caso (1). Gris claro, caso (2). L´ıneas diagonales de izquierda a derecha, caso (3). L´ıneas
diagonales de derecha a izquierda, caso (4). En blanco: casos no cubiertos en el teorema.
2.2.3. Casos no globales
En los casos no cubiertos en el Teorema 2.2.1, 0 < p < 1/2, |α| < |p| y |β| > |p−1|,
o bien 1/2 < p < 1, |α| > |p| y |β| < |p − 1|, se pueden dar dos situaciones diferen-
tes: la funcio´n Ω(x) puede ser mono´tona en (0, 1) o bien puede tener dos extremos
relativos, en los que la funcio´n es positiva. Ambas situaciones con posibles, como se
muestra en la figura 2.2.
Estas situaciones corresponden (respectivamente) a que la parte polino´mica de
Ω′(t) tenga dos ceros reales o ninguno, lo cual depende del signo del discriminante
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Figura 2.2: Gra´fica de dos casos no cubiertos en el teorema 2.2.1, correspondientes a q = 0.
A la izquierda, p = 0,375, α = 0,01, β = 0,7, n = 1, la funcio´n Ω(x) tiene dos extremos
relativos en (0, 1) y la funcio´n es positiva en estos puntos. A la derecha, p = 0,49, α = −0,4,
β = 4,1, n = 1, la funcio´n Ω(x) es mono´tona decreciente.
de dicha parte polino´mica, que llamamos ∆:
∆ = (p − 1/2)2Λ2 − 4p(p − 1)(p2 − α2)((p − 1)2 − β2). (2.39)
Este discriminante cambia de signo en:
Λ0 =
√
4p(p− 1)(p2 − α2)((p − 1)2 − β2)
|p− 1/2| , (2.40)
y es claro que ∆ < 0 cuando Λ < Λ0 y ∆ > 0 cuando Λ > Λ0. Por otro lado, para
probar que la fucio´n Ω(t) es positiva en los extremos relativos en caso de que Λ > Λ0
basta tener en cuenta las fo´rmulas (2.33) y (2.34).
Como consecuencia de todo ello podemos enunciar el siguiente resultado de
monoton´ıa parcial:
Teorema 2.2.4 Sea p ∈ (0, 1) y (p2−α2)((p−1)2−β2) < 0. Sea Λ dado por (2.26)
y Λ0 dado por (2.40). Si Λ ≤ Λ0 entonces:
Si |p| > |α| y p < 1/2, ∆zk(p, 1− p) es creciente como funcio´n de k.
Si |p| < |α| y p > 1/2, ∆zk(p, 1− p) es decreciente como funcio´n de k.
Si B > B0 entonces ∆ > 0 y no hay propiedades globales de tipo Sturm, puesto
que la funcio´n Ω(x) tiene dos extremos locales y Ω(0+) = ±∞, Ω(1−) = ∓∞.
Este resultado se obtiene tambie´n de manera clara a partir de las estimaciones
asinto´ticas contenidas en el ape´ndice: cuando n es suficientemente grande entonces
∆ > 0, puesto que ∆ = O(n2), teniendo en cuenta (2.26) y que L = 2n+α+β+1. De
esta forma, no es posible establecer propiedades de tipo Sturm uniformes respecto a
n en estas zonas.
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2.2.4. Casos particulares
En esta seccio´n vamos a considerar algunos casos particulares de los resultados
anteriores, donde los cambios de variable se pueden calcular expl´ıcitamente. Estos
casos aparecen analizados en [11], e incluyen varios resultados cla´sicos de la teor´ıa
de polinomios ortogonales, as´ı como generalizaciones a familias ma´s amplias de fun-
ciones hipergeome´tricas.
Caso p = q = 1/2. Desigualdades de Szego¨
En este caso podemos tomar z(x) = arc cos(1 − 2x), un cambio de variable que
nos lleva el intervalo (0, 1) en el intervalo (0, π). Las funciones en este caso son:
Ω(x) =
1
4
[
L2 − α
2 − 1/4
x
− β
2 − 1/4
1− x
]
, (2.41)
Ω′(x) =
1
4
[α2 − 1/4
x2
− β
2 − 1/4
(1− x)2
]
. (2.42)
Si aplicamos los teoremas (2.2.1), (2.2.2) y (2.2.3) obtenemos:
Teorema 2.2.5 Supongamos que n, α y β satisfacen las condiciones (2.3). Salvo en
el caso |α| = |β| = 1/2, las diferencias ∆zk(1/2, 1/2), definidas por (2.18), satisfacen
lo siguiente:
Si |α| ≥ 1/2 y |β| ≤ 1/2, entonces ∆zk(1/2, 1/2) es decreciente como funcio´n
de k, es decir, ∆zk+1(1/2, 1/2) < ∆zk(1/2, 1/2).
Si |α| ≤ 1/2 y |β| ≥ 1/2, entonces ∆zk(1/2, 1/2) es creciente como funcio´n de
k, es decir, ∆zk+1(1/2, 1/2) > ∆zk(1/2, 1/2).
Si |α| < 1/2 y |β| < 1/2, entonces ∆zk(1/2, 1/2) < π/
√
Km.
Si |α| > 1/2 y |β| > 1/2, entonces ∆zk(1/2, 1/2) > π/
√
KM .
Si |α| = |β| = 1/2 entonces ∆zk(1/2, 1/2) es constante. Los resultados tercero y
cuarto se pueden extender a los casos de igualdad, teniendo en cuenta que en esos
casos el ma´ximo o mı´nimo de Ω(x) se alcanza en x = 0 (cuando |α| = 1/2) o en
x = 1 (cuando |β| = 1/2).
En este caso podemos adema´s calcular expl´ıcitamente los extremos en los casos
en los que la funcio´n tiene un ma´ximo o un mı´nimo. En efecto, la derivada se anula
en (0, 1) en el punto:
xe =
√
|1/4 − α2|√
|1/4− α2|+
√
|1/4− β2| , (2.43)
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y en este punto alcanza el valor:
Ω(xe) =
1
4
[
L2 ±
(√
|1/4 − α2|+
√
|1/4 − β2|
)2]
, (2.44)
donde el signo positivo corresponde al caso en el que la funcio´n tiene un mı´nimo y el
signo negativo al caso en el que tiene un ma´ximo. En la notacio´n del teorema (2.2.1)
podemos escribir:
Km =
1
4
[
L2 +
(√
|1/4 − α2|+
√
|1/4 − β2|
)2]
, (2.45)
KM =
1
4
[
L2 −
(√
|1/4 − α2|+
√
|1/4 − β2|
)2]
. (2.46)
Cuando |α| = 1/2 o |β| = 1/2, el correspondiente valor de Km o KM para el
mı´nimo o ma´ximo de Ω(x) en x = 0 o en x = 1 se obtiene sustituyendo directamente
los valores de α y β en (2.45) o en (2.46) y simplificando, y la correspondiente cota
para la distancia entre ceros se sigue de este ca´lculo sin dificultad.
Estos resultados aparecen en [11], y mejoran ligeramente los establecidos en la
referencia cla´sica de Szego¨ [80] para el caso de polinomios de Jacobi. En este caso
n es un entero negativo, y los para´metros verifican α, β > −1. Las condiciones que
hemos impuesto aqu´ı (2.3) son ma´s generales, lo cual nos permite cubrir ma´s casos
dentro de la familia de funciones hipergeome´tricas de Gauss.
Caso p = 0
Si p = 0 y q = 1 es directo ver que el cambio de variable es z(x) = log(x).
Ω(x) =
1
4
[
−L2 + L
2 − α2 + β2 − 1
1− x +
1− β2
(1− x)2
]
, (2.47)
Ω′(x) =
1
4(1− x)3
[
(−L2 + α2 − β2 + 1)x+ L2 − α2 − β2 + 1] . (2.48)
Si aplicamos los teoremas (2.2.1), (2.2.2) y (2.2.3) obtenemos:
Teorema 2.2.6 Supongamos que n, α y β satisfacen las condiciones (2.3), consid-
eramos el cambio de variable z(x) = log(x). Entonces:
Si |β| ≤ 1 entonces ∆zk(0, 1) es decreciente en k.
Si |β| > 1 entonces ∆zk(0, 1) > π/
√
KM .
Cuando |β| > 1 podemos calcular expl´ıcitamente este extremo local y el valor de
KM :
xM =
L2 − α2 − (β2 − 1)
L2 − α2 + β2 − 1 . (2.49)
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A partir de las condiciones (2.3) se puede probar que 0 < xe < 1. Adema´s:
KM =
1
16
[(L+ α)2 + 1− β2][(L− α)2 + 1− β2]
β2 − 1 (2.50)
Podemos reescribir el resultado para los ceros de los polinomios de Jacobi.
Recordemos que los para´metros n, α y β se mantienen, con la condicio´n de que
n es un entero positivo, que corresponde al grado del polinomio, y α, β > −1. La
variable de los polinomios de Jacobi es x˜ = 1 − 2x, donde x ∈ (0, 1) es la variable
de la funcio´n hipergeome´trica de Gauss.
Corolario 2.2.1 Supongamos que se satisfacen las condiciones (2.3) y sean x˜k,
k = 0, 1, . . . , N − 1, los ceros del polinomio de Jacobi de grado N en el intervalo
(−1, 1).
Si |β| ≤ 1 entonces:
(1− x˜k)2 > (1− x˜k+1)(1− x˜k−1), k = 0, 1, . . . , N − 2. (2.51)
Si |β| > 1 entonces:
1− x˜k
1− x˜k+1 > exp
(
π√
KM
)
, k = 0, 1, . . . , N − 2. (2.52)
El resultado (2.51) aparece probado en la referencia [44] para el caso particular
de los polinomios de Legendre (α = β = 0), pero vemos que la desigualdad se verifica
para un conjunto ma´s amplio de polinomios de Jacobi, y de hecho para las funciones
hipergeome´tricas de Gauss no polino´micas con la restriccio´n |β| ≤ 1.
Teniendo en cuenta la observacio´n (2.2.1) podemos intercambiar p y 1 − p = q,
α y β, x y 1− x. El cambio de variable es ahora z(x) = − log(1− x) y obtenemos el
siguiente resultado (en te´rminos de los polinomios de Jacobi):
Corolario 2.2.2 Supongamos que se satisfacen las condiciones (2.3) y sean x˜k,
k = 0, 1, . . . , N − 1, los ceros del polinomio de Jacobi de grado N .
Si |α| ≤ 1 entonces:
(1 + x˜k)
2 > (1 + x˜k+1)(1 + x˜k−1), k = 0, 1, . . . , N − 2. (2.53)
Si |α| > 1 entonces:
1 + x˜k+1
1 + x˜k
> exp
(
π√
K˜M
)
, k = 0, 1, . . . , N − 2. (2.54)
La constante K˜M resulta de intercambiar α y β en (2.50).
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2.2.5. Ana´lisis del caso q = 0 (p = 0)
En esta seccio´n vamos a analizar las propiedades de la funcio´n Ω(x) cuando el
cambio de variable es de la forma (2.4) y q = 0. Teniendo en cuenta la observacio´n
2.2.1, es directo obtener el resultado ana´logo cuando p = 0 haciendo las sustituciones
p ↔ q, α ↔ β y x ↔ 1 − x. Por esta razo´n los ca´lculos se han realizado en el caso
q = 0 y en los teoremas se incluyen directamente ambos casos con estas sustituciones.
Cuando q = 0 la funcio´n Ω(x) es:
Ω(x) =
1
4
x−2p
(
Ex2 + Fx+G
)
, (2.55)
donde:
E = (p− 1)2 − L2,
F = L2 + α2 − β2 − p2 − (p − 1)2,
G = p2 − α2.
(2.56)
En cuanto a la derivada:
Ω′(x) =
1
2
x−2p−1
(
(p − 1)Ex2 + (p− 1/2)Fx + pG) . (2.57)
El resultado principal de esta seccio´n es el siguiente, remitimos al lector al
Ape´ndice B para los detalles de las demostraciones:
Teorema 2.2.7 Sea la funcio´n Ω(x) dada por (2.55), y supongamos que se cumplen
las condiciones (2.3).
1. Cuando q = 0, salvo si 0 < p < 1/2 y |α| < p, una de las siguientes situaciones
se produce, independientemente del valor de n:
(1) La funcio´n Ω(z(x)) tiene un ma´ximo xM ∈ (0, 1) y KM := Ω(z(xM )) > 0.
(2) La funcio´n Ω(z(x)) es estrictamente decreciente en (0, 1) cuando es pos-
itiva.
2. Cuando p = 0, salvo si 0 < q < 1/2 y |β| < q, una de las siguientes situaciones
se produce, independientemente del valor de n:
(1) La funcio´n Ω(z(x)) tiene un ma´ximo xM ∈ (0, 1) y KM := Ω(z(xM )) > 0.
(2) La funcio´n Ω(z(x)) es estrictamente creciente en (0, 1) cuando es positiva.
El resultado correspondiente para las diferencias ∆zk(p, 0) y ∆zk(0, q) es el si-
guiente:
Teorema 2.2.8 Las diferencias ∆zk(p, q) satisfacen las siguientes propiedades:
1. ∆zk(p, 0) es creciente como funcio´n de k cuando p ≥ 1/2 y |α| ≤ p.
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2. ∆zk(0, q) es decreciente como funcio´n de k cuando q ≥ 1/2 y |β| ≤ q.
Teorema 2.2.9 Las diferencias ∆zk(p, q) satisfacen las siguientes propiedades:
1. ∆zk(p, 0) > π/
√
KM cuando |α| > p.
2. ∆zk(0, q) > π/
√
KM cuando |β| > q.
En esta segunda parte esta´ incluido tambie´n los casos |α| = p, p < 1/2 y |β| = q,
q < 1/2. Cuando |α| = p = 1/2 o |β| = q = 1/2 entonces la funcio´n Ω(x) es
mono´tona decreciente y alcanza un ma´ximo en x = 0 o en x = 1 respectivamente.
Como hicimos anteriormente presentamos dos gra´ficos para ilustrar el teorema
y las diferentes caracter´ısticas de la funcio´n Ω(x). Una vez ma´s representamos el
para´metro α en la horizontal y el para´metro β en la vertical, y la leyenda es similar
a la de los gra´ficos previos.
− p
∆>Κ
p
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 




















 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



















β
α
∆>Κ
(a) Caso 0 < p < 1/2
          
          
          
          
          
          
          
          
          
          
          
          
          
          
          
          
          
          
          
          




















2
2∆
∆
α
β
−p
p
>Κ
>0
>0
>Κ∆
∆
(b) Caso p ≥ 1/2
Figura 2.3: Gra´fica de las regiones que corresponden a diferentes propiedades de tipo Sturm,
en el caso q = 0. En este contexto ∆ ≡ ∆zk(p, 0), ∆2 ≡ ∆2zk(p, 0). Con K se indica KM , tal
y como aparece en el teorema (2.2.7). La leyenda es: Gris oscuro, caso (1). L´ıneas diagonales
de izquierda a derecha, caso (2). En blanco: casos no cubiertos en el teorema.
Al igual que se hizo en el caso p+q = 1, veamos las expresiones para los extremos
de Ω(x) cuando esta funcio´n tiene un ma´ximo. Si resolvemos Ω′(x) = 0 obtenemos:
x± =
−(p− 1/2)F ±
√
(p − 1/2)2F 2 − 4p(p − 1)EG
2(p− 1)E . (2.58)
En el ape´ndice se prueba que la ra´ız que corresponde al ma´ximo donde Ω(x) es
positiva es x+:
x+ =
−(p− 1/2)F
2(p− 1)E
(
1 + sgn[(1/2 − p)F ]
√
1− 4p(p − 1)EG
(p − 1/2)2F 2
)
. (2.59)
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Figura 2.4: Gra´fica de las regiones que corresponden a diferentes propiedades de tipo Sturm,
en el caso p = 0. En este contexto ∆ ≡ ∆zk(0, q), ∆2 ≡ ∆2zk(0, q). Con K se indica KM , tal
y como aparece en el teorema (2.2.7). La leyenda es: Gris oscuro, caso (1). L´ıneas diagonales
de izquierda a derecha, caso (2). En blanco: casos no cubiertos en el teorema.
El valor de la funcio´n Ω(x) en este punto es:
Ω(x+) =
1
4
x−2p+ (1− p)−1
[
1
2
Fx+G
]
. (2.60)
Cuando |α| > |p| se cumple que el coeficiente F > 0 es positivo (ver ape´ndice), lo
cual muestra que Ω(x+) > 0. Cuando |α| < p y p < 0 se puede mostrar un resultado
similar analizando los valores de Ω(0+) y Ω(1−).
2.2.6. Casos no globales
Al igual que ocurr´ıa en el caso p + q = 1, en los casos no cubiertos en el teo-
rema, 0 < p < 1/2 y |α| < p, se pueden dar dos situaciones diferentes: la funcio´n
Ω(x) puede ser mono´tona en (0, 1) o bien puede tener dos extremos relativos. Ambas
situaciones con posibles, como se muestra en la figura 2.5.
Nuevamente, estas situaciones se dan, respectivamente, cuando el discriminante
de la parte polino´mica de Ω′(x) tiene dos ceros reales o ninguno. Cuando q = 0 este
discriminante ∆ = (p− 1/2)2F 2 − 4p(p− 1)EG cambia de signo en el punto:
F0 =
√
4p(p− 1)EG
|p− 1/2| =
√
4p(p− 1)((p − 1)2 − L2)(p2 − α2)
|p− 1/2| (2.61)
mientras que en el caso p = 0 este cambio de signo se produce en
F0 =
√
4q(q − 1)((q − 1)2 − L2)(q2 − β2)
|q − 1/2| (2.62)
En ambos casos se cumple que ∆ < 0 cuando F < F0 mientras que ∆ > 0 cuando
F > F0, de modo que podemos enunciar el siguiente resultado parcial:
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Figura 2.5: Gra´fica de dos casos no cubiertos en el teorema general cuando p = 0. A la
izquierda, q = 0,33, α = 0,01, β = 0,01, n = 2, la funcio´n Ω(x) tiene dos extremos relativos
en (0, 1). A la derecha, q = 0,49, α = 0,4, β = 0,1, n = 1, la funcio´n Ω(x) es mono´tona
creciente.
Teorema 2.2.10 Las siguientes propiedades de monoton´ıa de ∆zk(p, q) se cumplen:
1. Cuando q = 0, 0 < p < 1/2 y |α| < p, consideramos
F = L2 + α2 − β2 − p2 − (p − 1)2
y F0 dado por (2.61).
Si F ≤ F0 entonces, ∆zk(p, 0) es creciente como funcio´n de k.
Si F > F0 entonces no hay propiedades globales de tipo Sturm, puesto que
la funcio´n Ω(x) tiene dos extremos locales y Ω(0+) = +∞, Ω(1−) ≤ 0.
2. Cuando p = 0, 0 < q < 1/2 y |β| < q, consideramos
F = L2 − α2 + β2 − q2 − (q − 1)2
y F0 dado por (2.61).
Si F ≤ F0 entonces, ∆zk(0, q) es decreciente como funcio´n de k.
Si F > F0 entonces no hay propiedades globales de tipo Sturm, puesto que
la funcio´n Ω(x) tiene dos extremos locales y Ω(0+) ≤ 0, Ω(1−) = +∞.
En el ape´ndice se lleva a cabo un ana´lisis similar al del caso p + q = 1 cuando
el para´metro n es grande, lo cual ilustra, entre otras cosas, estos casos no cubiertos
en el teorema 2.2.7. En efecto, como L = 2n+ α+ β + 1 resulta que ∆ = O(n2), y
para n suficientemente grande se tiene que ∆ > 0, de modo que no hay resultados
globales de tipo Sturm en estas circunstancias.
2. Ceros reales de funciones hipergeome´tricas. Propiedades de tipo Sturm 55
2.2.7. Casos particulares
Vamos a considerar los casos particulares que aparecen analizados en [11].
Caso p = 1/2, q = 0
En este caso el cambio de variable viene dado por:
z(x) = − tanh−1(x) = 1
2
log
1− x
1 + x
Las funciones tienen la siguiente estructura:
Ω(x) =
1
4
[
α2 − β2 − 1/4 + (L2 − 1/4)(1 − x)− α
2 − 1/4
x
]
, (2.63)
Ω′(x) = −1
4
[
L2 − 1/4 − α
2 − 1/4
x2
]
. (2.64)
Aplicando el teorema (2.2.7) obtenemos el siguiente resultado:
Teorema 2.2.11 Supongamos que n, α y β satisfacen las condiciones (2.3), con-
sideramos el cambio de variable z(x) = tanh−1(
√
x). Entonces se cumple:
Si |α| ≤ 1/2 entonces ∆zk(p, 0) es decreciente en k.
Si |α| > 1/2 entonces ∆zk(p, 0) > π/
√
KM .
Nuevamente podemos calcular expl´ıcitamente este ma´ximo:
xM =
√
α2 − 1/4
L2 − 1/4 , (2.65)
as´ı como el valor de la funcio´n en dicho punto:
KM =
1
4
[(√
L2 − 1/4−
√
α2 − 1/4
)2
− β2
]
. (2.66)
Consecuentemente podemos enunciar el siguiente resultado en la variable x:
Teorema 2.2.12 Sea y(x) una solucio´n no trivial de la ecuacio´n diferencial de
Gauss (1.3) en el intervalo (0, 1), y supongamos que se satisfacen las condiciones
(2.3). Sea z(x) = − tanh−1(√x) y sean xk−1 < xk < xk+1 ceros consecutivos de
y(x) en orden creciente.
Si |α| ≤ 1/2 entonces:
(1− xk+1)(1− xk−1)
(1− xk)2
<
(1 +
√
xk+1)(1 +
√
xk−1)
(1 +
√
xk)2
. (2.67)
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Si |α| > 1/2 entonces:
1−√xk+1
1−√xk
> exp
(
π√
KM
)
(2.68)
.
Al igual que ocurr´ıa antes podemos intercambiar α y β, p y q, x y 1 − x. El
cambio de variable en estas condiciones es:
z(x) = − tanh−1(√1− x) = 1
2
log
1−√1− x
1 +
√
1− x.
Caso p = 0, q = 0
Con estos para´metros el cambio de variable es:
z(x) = log
( x
1− x
)
Las funciones tienen la siguiente estructura:
Ω(x) =
1
4
[
(1− L2)x2 + (L2 + α2 − β2 − 1)x− α2] , (2.69)
Ω′(x) =
1
4
[
2(1− L2)x+ L2 + α2 − β2 − 1] . (2.70)
Aplicando el teorema (2.2.7) obtenemos el siguiente resultado:
Teorema 2.2.13 Supongamos que n, α y β satisfacen las condiciones (2.3), con-
sideramos el cambio de variable z(x) = log(x/(1−x)). Entonces se cumple que Ω(x)
tiene un ma´ximo en (0, 1).
Nuevamente podemos calcular expl´ıcitamente este ma´ximo:
xM =
L2 + α2 − β2 − 1
2(L2 − 1) , (2.71)
as´ı como el valor de la funcio´n en dicho punto:
KM =
1
16
[L2 − 1− (α+ β)2][L2 − 1− (α− β)2)]
L2 − 1 . (2.72)
Por lo tanto podemos enunciar el siguiente resultado en la variable x:
Teorema 2.2.14 Sea y(x) una solucio´n no trivial de la ecuacio´n diferencial de
Gauss (1.3) en el intervalo (0, 1), y supongamos que se satisfacen las condiciones
(2.3). Sea z(x) = log(x/(1−x)) y sean xk−1 < xk < xk+1 ceros consecutivos de y(x)
en orden creciente. Entonces se verifica:
xk+1
xk
1− xk
1− xk+1 > exp
(
π√
KM
)
.
En el caso de que el cambio de variable satisfaga q = 0 podemos utilizar la
Observacio´n (2.2.1), y obtendremos los resultados ana´logos al caso p = 0, con los
cambios correspondientes.
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2.2.8. Propiedades impl´ıcitas
En esta seccio´n examinamos brevemente los cambios de variable que llamamos
impl´ıcitos (2.13):
|L| = |p+ q − 1|, |p| = |α|, |q| = |β|. (2.73)
Es claro que en este caso tanto las propiedades de tipo Sturm como el propio
cambio de variable dependen de los para´metros de la funcio´n, lo cual, salvo en ca-
sos particulares como |p| = |α| o |q| = |β|, dificulta la obtencio´n de resultados de
manera expl´ıcita. Adema´s, como se vera´ ma´s adelante, las expresiones obtenidas son
ma´s manejables en te´rminos de p y q que en te´rminos de α y β.
Haciendo uso de las propiedades de simetr´ıa que ya hemos utilizado anterior-
mente basta con considerar los casos |L| = |p+q−1| y |p| = |α|, puesto que |q| = |β|
se sigue de este u´ltimo con las sustituciones habituales.
Casos |p| = |α| y |q| = |β|
En te´rminos de la variable t = x/(1− x) la funcio´n Ω(x(t)) y su derivada tienen
la siguiente estructura:
Ω(t) =
1
4
t−2p+1(1 + t)2p+2q−2
[
(q2 − β2)t+D] , (2.74)
Ω′(t) =
1
4
t−2p(1 + t)2p+2q−3
[
q(q2 − β2)t2 + θt+ (1/2 − p)D] , (2.75)
donde
D = L2 − α2 − β2 − 1 + 2(p + q − pq), (2.76)
θ = (1− p)(q2 − β2) + (q − 1/2)D. (2.77)
Fijos los valores de L, α, β y p = ±α, el coeficiente D cambia de signo en:
q0 =
L2 − α2 − β2 − 1 + 2p
2(p − 1) , (2.78)
lo cual dificulta el ana´lisis. Sin embargo, si nos restringimos al caso |q| ≤ |β| entonces
se cumple que D > 0, lo cual se sigue de las condiciones de oscilacio´n (2.3). En estas
circunstancias el comportamiento en t = 0+ y t = +∞ permite probar los siguientes
resultados:
Teorema 2.2.15 Las diferencias ∆zk(±α, q) satisfacen:
1. Cuando p ≤ 1/2, entonces ∆zk(±α, q) >
√
π/Ω(xM ), donde xM es el punto
ma´ximo en (0, 1).
2. Cuando p ≥ 1/2 y q < 0, o bien cuando 1/2 ≤ p ≤ 1 y 0 < q ≤ 1/2, entonces
∆zk(±α, q) es creciente como funcio´n de k.
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El primer caso de deduce del comportamiento en t = 0+ y en t = +∞ (ve´ase el
ape´ndice), y el segundo de los signos de los coeficientes de Ω′(t).
Cuando se cumple que |p| = |α| y |q| = |β| entonces el ana´lisis es particularmente
sencillo, puesto que en este caso:
Ω(x) =
1
4
x1−2p(1− x)1−2qD, (2.79)
donde D viene dado por (2.76), y la derivada es:
Ω′(x) =
1
4
x−2p(1− x)−2q [(2p + 2q − 1)x+ 1− 2p] . (2.80)
El resultado general recupera algunos casos del ana´lisis realizado en el caso Szego¨,
p = q = 1/2:
Teorema 2.2.16 Cuando |p| = |α| y |q| = |β| definimos:
K(p, q) =
2π√
D
(
p− 1/2
p+ q − 1
)p−1/2( q − 1/2
p+ q − 1
)q−1/2
(2.81)
1. Si p ≥ 1/2, q ≥ 1/2 (excluyendo el caso en el que ambos son iguales a 1/2),
entonces ∆zk(p, q) < K(p, q).
2. Si p ≤ 1/2, q ≤ 1/2 (excluyendo el caso en el que ambos son iguales a 1/2),
entonces ∆zk(p, q) > K(p, q).
3. Si p = 1/2 y q = 1/2, entonces ∆zk(p, q) = K(1/2, 1/2) = 2π/
√
D.
En los dos primeros casos se entiende que los casos ∆zk(1/2, q) y ∆zk(p, 1/2) se
obtienen tomando los l´ımites correspondientes.
Teorema 2.2.17 Cuando |p| = |α| y |q| = |β| definimos:
1. Si p ≥ 1/2, q ≤ 1/2 (excluyendo el caso en el que ambos son iguales a 1/2),
entonces ∆zk(p, q) es decreciente en k.
2. Si p ≤ 1/2, q ≥ 1/2 (excluyendo el caso en el que ambos son iguales a 1/2),
entonces ∆zk(p, q) es creciente en k.
Caso |L| = |1− p− q|
En este caso las funciones son, ya en te´rminos de la variable t:
Ω(t) =
1
4
t−2p(1 + t)2p+2q−1
(
(q2 − β2)t+ p2 − α2) , (2.82)
Ω′(t) =
1
4
t−2p−1(1 + t)2p+2q−2
(
q(q2 − β2)t−Θt− p(p2 − α2)) , (2.83)
donde
Θ = (p− 1/2)(q2 − β2)− (q − 1/2)(p2 − α2).
En este caso el ana´lisis es especialmente complicado por la dependencia respecto
a los para´metros, y por esa razo´n no insistiremos en este tipo de propiedades.
2. Ceros reales de funciones hipergeome´tricas. Propiedades de tipo Sturm 59
2.3. Transformaciones LG de la ecuacio´n de Kummer
2.3.1. Cambios de variable admisibles
Recordamos la ecuacio´n hipergeome´trica confluente, o ecuacio´n de Kummer
(1.28):
xy′′(x) + (c− x)y′(x)− ay(x) = 0 (2.84)
Las condiciones de oscilacio´n se obtienen de nuevo a partir de varios sistemas de
DDEs en la referencia [34], y son las siguientes:
a < 0, c− a > 1. (2.85)
En la notacio´n correspondiente a los polinomios de Laguerre, n = −a, α = c− 1
las condiciones de oscilacio´n son:
n > 0, n+ α > 0. (2.86)
En lo sucesivo vamos a utilizar tambie´n la notacio´n L = 2n+ α+ 1.
Como se expone en [11] una familia de cambios de variable dentro de las condi-
ciones expuestas anteriormente es la siguiente:
z(x) =
xm
m
, m 6= 0, (2.87)
z(x) = log(x), m = 0. (2.88)
En estas condiciones la funcio´n Ω(z(x)) resultante es:
Ω(z(x)) = −1
4
x−2m
(
x2 − 2Lx+ α2 −m2) (2.89)
La derivada es:
Ω′(x) = −1
2
x−2m−1
[
(1−m)x2 + (2m− 1)Lx−m(α2 −m2)] (2.90)
Con toda la informacio´n recogida en el Ape´ndice podemos enunciar el resultado
principal de esta seccio´n. Previamente establecemos la siguiente notacio´n:
xe =
m− 1/2
m− 1 L−
√
∆
m− 1 , (2.91)
si m 6= 1, donde ∆ es:
∆ =
(
m− 1
2
)2
L2 +m(1−m)(α2 −m2) (2.92)
Sim = 1 entonces el valor de xe viene dado por la simplificacio´n correspondiente:
xe =
α2 − 1
L
. (2.93)
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El valor de la funcio´n en este punto es:
Ω(xe) =
1
4
x−2me (1−m)−1
[
Lxe − α2 +m2
]
, (2.94)
cuando m 6= 1, y
Ω(xe) =
1
4
L2 − α2 + 1
α2 − 1 (2.95)
cuando m = 1. El resultado principal de esta seccio´n es el siguiente:
Teorema 2.3.1 Sea la funcio´n Ω(z(x)) dada por (2.89), y supongamos que se veri-
fican las condiciones (2.85). Entonces, salvo si |α| < |m| y m ∈ (0, 1/2) simulta´nea-
mente, una de las dos situaciones siguientes se da independientemente de n:
1. La funcio´n Ω(z(x)) es estrictamente decreciente cuando es positiva.
2. La funcio´n Ω(z(x)) tiene un u´nico extremo absoluto para x > 0 y es un ma´ximo
xe tal que Ω(xe) > 0.
Como consecuencia de este resultado y de los teoremas de Sturm ya enunciados,
podemos dar el siguiente teorema sobre los ceros reales de las funciones de Kummer.
La notacio´n que utilizaremos para las diferencias es la siguiente, similar a la que
empleamos en el caso de las funciones de Gauss. Cuando m 6= 0:
∆zk(m) = z(xk+1)− z(xk) =
xmk+1 − xmk
m
. (2.96)
Cuando m = 0 tomamos el l´ımite correspondiente:
∆zk(0) = l´ım
m→0
∆zk(m) = log
(
xk+1
xk
)
. (2.97)
Teorema 2.3.2 Sean xk < xk+1 < xk+2 ceros positivos consecutivos de y(x), solu-
cio´n de la ecuacio´n de Kummer (1.28), con las condiciones de oscilacio´n (2.85).
Entonces:
1. Si |α| ≤ |m| y m ≥ 1/2 entonces ∆zk(m) es creciente como funcio´n del
para´metro k.
2. Si |α| > m, o bien si |α| = |m| y m ≤ 1/2, o bien si |α| < |m| y m < 0
entonces:
∆zk(m) >
π√
Ω(xe)
= 2πxme
√
1−m
Lxe − α2 +m2 , m 6= 1 (2.98)
Cuando m = 1:
∆zk(1) > l´ım
m→1
π√
Ω(xe)
= 2π
√
α2 − 1
L2 − (α2 − 1) (2.99)
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2.3.2. Casos no globales
Al igual que con las funciones de Gauss, existe una regio´n de para´metros donde
no es posible establecer propiedades globales de tipo Sturm, cuando |α| < |m| y
0 < m < 1/2. Una vez ma´s, el comportamiento de la funcio´n Ω(x) depende del signo
del discriminante (2.92):
∆ =
(
m− 1
2
)2
L2 +m(1−m)(α2 −m2) (2.100)
Cuando ∆ < 0 la derivada no tiene ceros reales, y la funcio´n Ω(x) es mono´tona.
Cuando ∆ > 0 tenemos adema´s de xe el siguiente cero:
x∗e =
m− 1/2
m− 1 L+
√
∆
m− 1 . (2.101)
Claramente x∗e < xe, y adema´s x
∗
e > 0. Por otro lado Ω(xe) > 0 y Ω(x
∗
e) > 0,
teniendo en cuenta (2.94). Al haber dos extremos relativos donde la funcio´n es
positiva, y teniendo en cuenta que l´ımx→0+ Ω(x) = +∞ y l´ımx→+∞Ω(x) = −∞
no es posible establecer propiedades globales de tipo Sturm. Una vez ma´s estas dos
situaciones se pueden explicar en te´rminos de la variable n, como se puede ver en el
ape´ndice, puesto que cuando n es grande ∆ = O(n2).
2.3.3. Casos particulares
A continuacio´n vamos a considerar tres casos particulares, que aparecen analiza-
dos en [11], m = 1, m = 1/2 y m = 0. En cada caso aplicaremos los teoremas (2.3.1)
y (2.3.2) y enunciaremos los resultados correspondientes en te´rminos de la variable
x.
Caso m = 1
En este caso el cambio de variable es trivial: z(x) = x, y consecuentemente:
Ω(z(x)) = −1
4
[
1− 2L
x
+
α2 − 1
x2
]
. (2.102)
En este caso:
Teorema 2.3.3 Sea y(x) solucio´n de la ecuacio´n de Kummer (1.28), con las condi-
ciones de oscilacio´n (2.85), y xk−1 < xk < xk+1 ceros positivos consecutivos de y(x).
Supongamos que se verifican las condiciones (2.85), y sea Ω(z(x)) dada por (2.102)
y xe segu´n (2.93):
1. Si |α| ≤ 1 entonces ∆zk(1) es creciente como funcio´n de k, es decir:
xk <
xk+1 + xk−1
2
. (2.103)
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2. Si |α| > 1 entonces ∆zk(1) > π/
√
Ω(xe), es decir:
∆zk(1) = xk+1 − xk > 2π
√
α2 − 1
L2 − (α2 − 1) . (2.104)
Estos resultados son directamente aplicables a los ceros de los polinomios de
Laguerre L
(α)
n (x). Ana´logamente, en virtud de las relaciones (1.43), (1.44) y (1.45)
los ceros de los polinomios de Hermite verifican:
x2k <
x2k+1 + x
2
k−1
2
. (2.105)
Caso m = 1/2
En este caso el cambio de variable es z(x) = 2
√
x, y consecuentemente:
Ω(z(x)) = −1
4
[
x− 2L+ α
2 − 1/4
x
]
. (2.106)
Podemos calcular expl´ıcitamente el punto xe en este caso:
xe =
√
α2 − 1/4, (2.107)
as´ı como el valor de la funcio´n en dicho punto:
Ω(xe) =
1
2
[
L−
√
α2 − 1/4
]
. (2.108)
La aplicacio´n de (2.3.1) y (2.3.2) nos da lo siguiente:
Teorema 2.3.4 Sea y(x) solucio´n de la ecuacio´n de Kummer (1.28), con las condi-
ciones de oscilacio´n (2.85), y xk−1 < xk < xk+1 ceros positivos consecutivos de y(x).
Supongamos que se verifican las condiciones (2.85), y sea Ω(z(x)) dada por (2.106)
y xe segu´n (2.107):
1. Si |α| ≤ 1/2 entonces ∆zk(1/2) es decreciente como funcio´n de k, de modo
que:
√
xk <
√
xk+1 +
√
xk−1
2
. (2.109)
2. Si |α| > 1/2 entonces ∆zk(1/2) > π/
√
Ω(xe), de manera que:
∆zk(1/2) >
π√
2(L− (α2 − 1/4)) . (2.110)
2. Ceros reales de funciones hipergeome´tricas. Propiedades de tipo Sturm 63
Estos resultados son directamente aplicables a los ceros de los polinomios de
Laguerre L
(α)
n (x). En el caso de los polinomios de Hermite, los ceros verifican:
xk <
xk+1 + xk−1
2
. (2.111)
Es interesante sen˜alar que en el caso |α| = 1/2 la funcio´n Ω(x) es decreciente
para x > 0, pero adema´s el valor en x = 0 es un ma´ximo, de modo que tenemos
informacio´n adicional: la cota correspondiente se obtiene sustituyendo |α| = 1/2 en
la expresio´n (2.110). Por tanto:
Corolario 2.3.1 En las condiciones del teorema (2.3.4), si |α| = 1/2 se cumple
adema´s que:
∆zk(1/2) >
π√
2L
. (2.112)
Estos resultados son directamente aplicables a los ceros de los polinomios de Laguerre
L
(α)
n (x). En el caso de los polinomios de Hermite Hn(x) tenemos:
xk+1 − xk > π
2(n + 1)
. (2.113)
Este resultado aparece recogido en la referencia cla´sica [80], fo´rmula (6.31.21).
Caso m = 0
Ahora el cambio de variable es z(x) = log(x), y consecuentemente:
Ω(z(x)) = −1
4
[
x2 − 2Lx+ α2] , (2.114)
En este caso el valor de xe es obviamente:
xe =
√
α2 − 1/4, (2.115)
y el valor de la funcio´n en dicho punto:
Ω(xe) =
1
4
[
L2 − α2] . (2.116)
La aplicacio´n de (2.3.1) y (2.3.2) nos da lo siguiente:
Teorema 2.3.5 Sea y(x) solucio´n de la ecuacio´n de Kummer (1.28), con las condi-
ciones de oscilacio´n (2.85), y . . . < xk−1 < xk < xk+1 ceros positivos consecutivos
de y(x). Supongamos que se verifican las condiciones (2.85), y sea Ω(z(x)) dada por
(2.114) y xe segu´n (2.115). Independientemente de los valores de n y α se cumple
que ∆zk(0) > π/
√
Ω(xe), de manera que:
∆zk(0) > exp
(
2π√
L2 − α2
)
. (2.117)
Nuevamente estos resultados son directamente aplicables a los ceros de los poli-
nomios de Laguerre L
(α)
n (x). En el caso de los polinomios de Hermite Hn(x) obten-
emos:
∆zk(0) =
xk+1
xk
> exp
(
π√
L2 − α2
)
. (2.118)
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2.4. Transformaciones LG de la ecuacio´n de Bessel
En esta u´ltima seccio´n estudiaremos la ecuacio´n diferencial (1.53):
xy′′(x) + cy′(x) + y(x) = 0, (2.119)
una de cuyas soluciones es la funcio´n hipergeome´trica 0F1(−; c;−x). Elegimos como
variable −x para poder relacionar estas funciones con las funciones de Bessel de
primera especie Jν(x), donde c = ν + 1. En efecto, reescribiendo (1.54):
Jν(x) =
1
Γ(ν + 1)
(x
2
)ν
0F1
(
−; ν + 1;−x
2
4
)
(2.120)
Como es sabido, las funciones de Bessel Jν(x) tienen infinitos ceros reales posi-
tivos, de modo que las soluciones de (1.53) tambie´n presentan esta propiedad.
Si consideramos la misma familia de cambios de variable que en la ecuacio´n de
Kummer: z′(x) = xm si m 6= 0 y z(x) = log(x) si m = 0, las funciones resultantes
son las siguientes:
Ω(z(x)) =
1
4
x−2m
[
4x+m2 − ν2] (2.121)
Ω′(z(x)) =
1
2
x−2m−1
[
(2− 4m)x−m(m2 − ν2)] (2.122)
Para analizar el comportamiento de estas funciones hacemos notar primeramente
que pueden tener a lo ma´s un cero cuando x > 0. El cero de la derivada es:
xe =
m(m2 − ν2)
2(1− 2m) , (2.123)
y en ese punto la funcio´n vale:
Ω(xe) =
1
2x2m−1e
. (2.124)
Lema 2.4.1 Se cumple que xe > 0 si:
1. |ν| < |m| y m ∈ (0, 1/2), o bien si:
2. |ν| > |m| y m ∈ (−∞, 0) ∪ (1/2,∞).
En el primer caso xe es un mı´nimo de Ω(x), mientras que en el segundo se trata de
un ma´ximo.
Lema 2.4.2 Cuando x > 0 la derivada Ω′(x) es:
1. negativa si |ν| < |m| y m > 1/2.
2. positiva si |ν| > |m| y m ∈ (0, 1/2) o bien si |ν| < |m| y m < 0.
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Teniendo en cuenta estos lemas, as´ı como los l´ımites cuando x → 0+ y cuando
x→ +∞, no es dif´ıcil verificar el siguiente resultado:
Teorema 2.4.1 Sea la funcio´n Ω(x) dada por (2.121), entonces se da una de las
siguientes situaciones:
(1) La funcio´n Ω(z(x)) tiene un ma´ximo xM > 0 y se cumple que Ω(z(xM )) > 0.
(2) La funcio´n Ω(z(x)) tiene un mı´nimo xm > 0 y se cumple que Ω(z(xm)) > 0.
(3) La funcio´n Ω(z(x)) es estrictamente creciente cuando x > 0.
(4) La funcio´n Ω(z(x)) es estrictamente decreciente cuando x > 0.
(5) La funcio´n Ω(z(x)) es constante.
Teorema 2.4.2 Sea y(x) una solucio´n no trivial de la ecuacio´n diferencial (1.53),
y z(x) un cambio de variable tal que z′(x) = xm si m 6= 0 y z(x) = log(x) si m = 0.
Sean xk < xk+1 < xk+2 ceros consecutivos de y(x) en orden creciente. Entonces:
1. Si m ≤ 0, o bien si 0 < m ≤ 1/2 y |ν| ≥ |m| (excluyendo el caso |ν| = |m| =
1/2) entonces las diferencias ∆zk(m) son decrecientes como funcio´n de k.
2. Si m ≥ 1/2 y |ν| ≤ |m| (excluyendo el caso |ν| = |m| = 1/2) entonces las
diferencias ∆zk(m) son crecientes como funcio´n de k.
3. Si 0 < m < 1/2 y |ν| < |m| entonces ∆zk(m) < π/
√
Ω(xe).
4. Si m > 1/2 y |ν| > |m| entonces ∆zk(m) > π/
√
Ω(xe).
Cuando |ν| = |m| = 1/2 entonces ∆zk(m) ≡ π.
Podemos extraer de aqu´ı informacio´n sobre los ceros de las funciones de Bessel
Jν(x). Si m = 1/2 entonces recuperamos un resultado conocido (ve´ase por ejemplo
[88]):
Corolario 2.4.1 Los ceros xν,k de la funcio´n de Bessel Jν(x) verifican:
Si ν < 1/2 entonces xν,k+1 − xν,k < π, y adema´s ∆2xν,k > 0.
Si ν = 1/2 entonces xν,k+1 − xν,k = π.
Si ν > 1/2 entonces xν,k+1 − xν,k > π, y adema´s ∆2xν,k < 0.
Ana´logamente, con el cambio z(x) = log(x) obtenemos una propiedad demostra-
da en [74]:
Corolario 2.4.2 Los ceros xν,k de la funcio´n de Bessel Jν(x) verifican:
x2ν,k > xν,k+1xν,k−1. (2.125)
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Esta propiedad es ana´loga al resultado probado en [77], acerca del entrelazado
de ceros y extremos de las funciones de Bessel. Por u´ltimo, con el cambio de variable
z(x) = x:
Corolario 2.4.3 Los ceros xν,k de la funcio´n de Bessel Jν(x) verifican:
Si |ν| ≤ 1 entonces:
x2ν,k <
x2ν,k+1 + x
2
ν,k−1
2
. (2.126)
Si |ν| > 1 entonces:
x2ν,k+1 − x2ν,k > 4π
√
ν2 − 1. (2.127)
2.5. Conclusiones y problemas relacionados
En este cap´ıtulo hemos analizado propiedades de tipo Sturm de los ceros reales
de las funciones hipergeome´tricas de Gauss y Kummer. Estas propiedades se ob-
tienen de manera sistema´tica por medio de transformaciones de Liouville-Green
de las ecuaciones diferenciales de segundo orden correspondientes. Mediante ciertas
restricciones en dichas transformaciones, que permiten que el problema sea anal´ıtica-
mente tratable, es posible obtener familias de cambios de variable que proporcionan
resultados globales sobre los ceros de las funciones hipergeome´tricas, en el sentido
de que las propiedades obtenidas se aplican a todos los ceros reales en un cierto
intervalo de estudio.
Los cambios de variable que aparecen en las secciones 2.2.4, 2.2.7, 2.3.3 de este
cap´ıtulo aparecen tambie´n en el contexto de las transformaciones de sistemas de
ecuaciones difero-diferenciales de la forma (1.85). Recordemos que estos sistemas
relacionan dos funciones hipergeome´tricas de una misma familia con sus derivadas:
y′(x) = a(x)y(x) + d(x)w(x)
w′(x) = b(x)w(x) + e(x)y(x)
(2.128)
Como ya comentamos anteriormente, es posible construir diferentes sistemas de
este tipo a partir de una funcio´n dada y de las funciones contiguas correspondientes.
Las transformaciones de estos sistemas por medio de normalizaciones y cambios de
variable z(x) =
∫ x√−d(t)e(t)dt son ana´logas a las transformaciones de Liouville-
Green que hemos analizado para las ecuaciones diferenciales de segundo orden. Ve´ase
[34] para los diferentes ejemplos con funciones de Gauss, Kummer y Bessel.
Como se expone en [40, 41, 75], si los coeficientes de este sistema son funciones
suficientemente regulares en (a, b) entonces es posible establecer propiedades de en-
trelazado de ceros de las funciones y(x) y w(x). En concreto [75], si el coeficiente
d(x) es continuo en un intervalo I donde y(x) o w(x) tienen al menos dos ceros en-
tonces entonces los ceros de y(x) y w(x) son simples, diferentes y esta´n entrelazados
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en I.
A partir de este resultado de entrelazado es posible obtener resultados de tipo
Sturm, por ejemplo relaciones de distancias entre ceros de dos funciones diferentes
de una misma familia y(x) y w(x). Algunos resultados de este tipo aparecen en [2].
Estas propiedades son aplicables a pares de funciones hipergeome´tricas de una misma
familia que dependen de un cierto para´metro entero n y corresponden a distintos
valores de dicho para´metro, por ejemplo, y(x) = yn(x) y w(x) = yn±1(x). Algunos
posibles temas de investigacio´n en este contexto podr´ıan ser:
Propiedades de los ceros (en concreto monoton´ıa de distancias entre ceros)
en funcio´n de dicho para´metro entero n, por analog´ıa con las propiedades de
monoton´ıa que se han estudiado en funcio´n de x.
Posibles propiedades de entrelazado de ceros en el caso de que las funciones
con y(x) = yn(x), w(x) = yn−k(x), k > 1. Con la informacio´n presentada
en [60, 61] es posible calcular los coeficientes del sistema que nos relaciona
yn(x) e yn−k(x) con sus derivadas a partir del sistema correspondiente a yn(x)
e yn−1(x), el cual se puede obtener sin dificultad a partir de las referencias
[1, 25].
Otro posible campo de estudio viene dado por el ana´logo discreto de los teoremas
de Sturm. En lugar de una ecuacio´n diferencial de segundo orden el problema se
plantear´ıa en te´rminos de una ecuacio´n en diferencias de segundo orden:
∆2y(x) + Ω(x)y(x) = 0, (2.129)
donde, como es habitual, ∆y(x) = y(x + 1) − y(x). El correspondiente teorema de
Sturm aparece en [20, pa´g.321], as´ı como en ana´logo de la transformacio´n a forma
normal de la ecuacio´n en el caso de ecuaciones en diferencias. Este tipo de resultados
podr´ıa explorarse en al menos dos direcciones:
Las relaciones de recurrencia a tres te´rminos de las funciones hipergeome´tri-
cas son ecuaciones en diferencias de segundo orden en los para´metros. Por
tanto cabe preguntarse si ser´ıa posible obtener propiedades de tipo Sturm en
te´rminos de los para´metros, en lugar de en la variable x.
Existen funciones especiales importantes, como los polinomios cla´sicos de vari-
able discreta (Charlier, Meixner, Kravchuk, Hahn), ve´ase [67], que satisfacen
ecuaciones de la forma (2.129). Este podr´ıa ser un enfoque interesante para el
estudio de sus ceros reales.
Cap´ıtulo 3
Condicionamiento de
recurrencias de tipo
hipergeome´trico
3.1. Antecedentes
Las relaciones de recurrencia a tres te´rminos son una herramienta importante
para la evaluacio´n de funciones hipergeome´tricas, dentro de los diferentes me´todos
propuestos en la literatura. Ve´ase el excelente resumen [57] para ma´s detalles acer-
ca del trabajo realizado para las diferentes familias de funciones. Adema´s de los
me´todos directos de evaluacio´n, como por ejemplo las series de potencias [26] o las
representaciones integrales [33], las relaciones de recurrencia a tres te´rminos nos
permiten calcular funciones que dependen de uno o varios para´metros a partir de
ciertos valores iniciales, y se pueden utilizar conjuntamente con los me´todos antes de-
scritos en un algoritmo general. Ve´ase por ejemplo [37, 38] o [83]. Ana´logamente, las
fracciones continuas asociadas constituyen un atractivo me´todo de ca´lculo para co-
cientes de funciones hipergeome´tricas, y han sido y son objeto de estudio [10, 48, 56].
En este cap´ıtulo vamos a estudiar con ma´s detalle aspectos nume´ricos del ca´lcu-
lo de funciones hipergeome´tricas y de cocientes de funciones hipergeome´tricas por
medio de las relaciones de recurrencia a tres te´rminos y fracciones continuas. Esta
informacio´n sera´ u´til posteriormente en el desarrollo de me´todos de punto fijo para
la evaluacio´n de ceros reales de estas funciones.
El comportamiento nume´rico tanto de las recurrencias como de las fracciones
continuas asociadas se sigue de teoremas cla´sicos como los de Perron y Pincherle y
del concepto fundamental de solucio´n mı´nima y dominante de una recurrencia a tres
te´rminos. En este sentido las referencias cla´sicas son [31, 89].
Adema´s de esta teor´ıa general veremos ejemplos donde las propiedades nume´ricas
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son diferentes de las esperadas debido a un cambio transitorio en el comportamiento
de las soluciones. En concreto estudiaremos soluciones que, aun siendo dominantes en
una cierta direccio´n de recurrencia, se comportan transitoriamente como soluciones
mı´nimas. Esto conlleva comportamientos ano´malos tanto en las recurrencias a tres
te´rminos como en las fracciones continuas asociadas en dichas regiones transitorias,
y consecuentes pe´rdidas de precisio´n en los ca´lculos cuando se utiliza aritme´tica fini-
ta. El contenido de este cap´ıtulo se corresponde con la referencia original [13].
En este cap´ıtulo vamos a considerar relaciones de recurrencia a tres te´rminos de
la forma (1.73):
yn+1(x) + bn(x)yn(x) + an(x)yn−1(x) = 0, (3.1)
donde n es un para´metro entero del que pueden depender uno o varios para´metros
de la funcio´n. En el caso de las funciones hipergeome´tricas que estudiamos en este
trabajo estas relaciones se cumplen siempre entre tres funciones de una misma familia
cuyos para´metros difieren en nu´meros enteros, y adema´s los coeficientes an y bn son
funciones racionales en los para´metros y en la variable x [87].
Observacio´n 3.1.1 Con el fin de no sobrecargar la notacio´n, y dado que el estudio
de este cap´ıtulo involucra fundamentalmente el para´metro n, en lo sucesivo no indi-
caremos la dependencia en x de las soluciones y coeficientes de (3.1), da´ndola por
sobreentendida.
3.2. Soluciones mı´nimas y dominantes
Recordamos la Definicio´n 1.3.1: decimos que una solucio´n fn de (3.1) esmı´nima
(o recesiva) en una determinada direccio´n de recurrencia si se verifica que:
l´ım
n→∞
fn
gn
= 0, (3.2)
para cualquier solucio´n gn independiente de fn. Diremos que la solucio´n gn es do-
minante. Asimismo, recordamos que el ca´lculo de una solucio´n mı´nima por medio
de la iteracio´n (3.1) a partir de dos datos iniciales f0 y f1 es un problema inestable
nume´ricamente, puesto que la solucio´n generada yn = Afn + Bgn siempre contiene
un te´rmino dominante que determina el comportamiento de la solucio´n yn cuando
n es grande.
Por todo ello, el problema fundamental a la hora de utilizar las recurrencias con
fines computacionales es determinar la existencia de soluciones mı´nimas, y en caso
de haberlas identificarlas dentro del conjunto de soluciones de (3.1). La existencia
de soluciones mı´nimas se puede determinar en ocasiones utilizando el teorema de
Perron [82]:
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Teorema 3.2.1 (Perron) Sea la recurrencia (3.1) y supongamos que:
an ∼ anα, bn ∼ bnβ, ab 6= 0. (3.3)
Sean λ1 y λ2 los ceros del polinomio caracter´ıstico φ(λ) = λ
2 + bλ+ a.
(1) Si β > α/2 entonces la recurrencia (3.1) tiene dos soluciones independientes
yn,1 e yn,2 tales que:
yn+1,1
yn,1
∼ −bnβ, yn+1,2
yn,2
∼ −a
b
nα−β, n→∞. (3.4)
(2) Si β = α/2 y |λ1| > |λ2| entonces la recurrencia (3.1) tiene dos soluciones
independientes yn,1 e yn,2 tales que:
yn+1,1
yn,1
∼ λ1nβ, yn+1,2
yn,2
∼ λ2nβ, n→∞. (3.5)
(3) Si β = α/2 y |λ1| = |λ2| entonces cualquier solucio´n no trivial yn de (3.1)
satisface:
l´ım sup
n→∞
[ |yn|
(n!)β
]1/n
= |λ1|. (3.6)
(4) Si β < α/2 entonces cualquier solucio´n no trivial yn de (3.1) satisface:
l´ım sup
n→∞
[ |yn|
(n!)α/2
]1/n
=
√
|a|. (3.7)
En los casos (1) y (2) la solucio´n yn,2 es mı´nima, mientras que en los casos (3)
y (4) es teorema no es concluyente acerca de la existencia de soluciones mı´nimas de
la recurrencia.
En los casos (1) y (2) es posible enunciar un corolario para la recurrencia cuando
n→ −∞. Si reescribimos la recurrencia como:
yn−1 +
bn
an
yn +
1
an
yn+1 = 0, (3.8)
podemos determinar si hay o no soluciones mı´nimas considerando el comportamiento
de los coeficientes cuando n → −∞ y aplicando el teorema de Perron. Ma´s concre-
tamente:
Corolario 3.2.1 Sea la recurrencia (3.1) y supongamos que:
an ∼ anα, bn ∼ bnβ, ab 6= 0. (3.9)
Sean λ1 y λ2 las ra´ıces del polinomio caracter´ıstico φ(λ) = λ
2 + bλ+ a.
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(1) Si β > α/2 entonces la recurrencia (3.1) tiene dos soluciones independientes
yn,1 e yn,2 tales que:
yn−1,1
yn,1
∼ −1
b
n−β,
yn−1,2
yn,2
∼ − b
a
nβ−α, n→ −∞. (3.10)
(2) Si β = α/2 y |λ1| > |λ2| entonces la recurrencia (3.1) tiene dos soluciones
independientes yn,1 e yn,2 tales que:
yn−1,1
yn,1
∼ 1
λ2
n−β,
yn−1,2
yn,2
∼ 1
λ1
n−β, n→ −∞. (3.11)
En ambos casos, la solucio´n yn,2 es mı´nima cuando n→ −∞.
Por ejemplo, en las recurrencias de las funciones hipergeome´tricas de Gauss se
cumple siempre que α = β = 0. Una vez calculadas las ra´ıces del polinomio carac-
ter´ıstico λ1 y λ2, si |λ1| > |λ2| entonces existen los soluciones independientes tales
que:
fn+1
fn
∼ λ1, gn+1
gn
∼ λ2, n→∞, (3.12)
y la solucio´n fn es mı´nima. El corolario establece que existen dos soluciones inde-
pendientes tales que:
fn−1
fn
∼ 1
λ2
,
gn−1
gn
∼ 1
λ1
, n→ −∞, (3.13)
y la solucio´n fn es mı´nima.
Adema´s del teorema de Perron, la informacio´n asinto´tica que haya disponible
sobre las soluciones permite identificar aquellas que son mı´nimas en cada caso. En
la siguiente seccio´n veremos el caso de las recurrencias para las funciones hiper-
gome´tricas de Gauss y confluentes.
3.3. Soluciones mı´nimas y dominantes de recurrencias
hipergeome´tricas
En las referencias [31, 82, 89] se pueden encontrar resultados sobre soluciones
mı´nimas para las recurrencias de funciones de Bessel, Legendre, Coulomb e hiper-
geome´tricas confluentes, y en [35, 36] se lleva a cabo un estudio exhaustivo en el
caso de las funciones de Gauss. A continuacio´n resumimos estos resultados.
3.3.1. Recurrencias de las funciones hipergeome´tricas de Gauss
Las funciones de Gauss 2F1(a + kn, b + ln; c + mn;x), k, l,m = 0,±1, n ∈ Z
son objeto de estudio en las referencias [35, 36]. No es necesario considerar todos
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los posibles valores de k, l y m, puesto que la simetr´ıa de la funcio´n de Gauss en
los para´metros a y b y las relaciones funcionales, como por ejemplo (1.13) y (1.14),
permiten reducir el nu´mero de direcciones de recurrencia a cuatro [35], que llamamos
casos ba´sicos. Una vez llevado a cabo este paso, el problema es determinar regiones
del plano complejo donde existen soluciones mı´nimas, y en caso de haberlas identi-
ficarlas en el conjunto de seis soluciones (1.7)–(1.12).
Las funciones de Gauss satisfacen relaciones de recurrencia (3.1) con la particu-
laridad de que los coeficientes tienen l´ımite finito (salvo quiza´ en los puntos singulares
de la ecuacio´n diferencial):
l´ım
n→∞
bn = b, l´ım
n→∞
bn = a. (3.14)
Consecuentemente, el caso 2 del Teorema de Perron (que tambie´n se suele denom-
inar Teorema de Poincare´) se puede aplicar, con α = β = 0. En aquellas regiones
en las que se verifica que |λ1| 6= |λ2|, donde λ1 y λ2 son las ra´ıces del polinomio
caracter´ıstico φ(λ) = λ2 + bλ+ a, el teorema permite concluir la existencia de solu-
ciones mı´nimas. Las curvas definidas por la condicio´n |λ1| = |λ2| (donde el teorema
no es concluyente) separan zonas donde el comportamiento de las soluciones puede
ser diferente. Ma´s au´n, tienen la importante propiedad de que son las u´nicas curvas
donde se puede producir un cambio de comportamiento de las soluciones (en otras
palabras, en una regio´n donde las ra´ıces λ1 y λ2 son diferentes en mo´dulo la solucio´n
mı´nima no cambia).
Como consecuencia de este resultado, en el ana´lisis basta identificar una solucio´n
mı´nima en cada una de las regiones delimitadas por las curvas |λ1| = |λ2| para cons-
truir un par nume´ricamente satisfactorio (solucio´n mı´nima y solucio´n dominante) en
cada caso. La identificacio´n de la solucio´n mı´nima dentro del conjunto de soluciones
(1.7)–(1.12) se simplifica considerablemente si el estudio se lleva a cabo en entornos
de los puntos singulares de la ecuacio´n, x = 0, x = 1 y x =∞, puesto que cerca de
esos puntos el comportamiento de las funciones de Gauss suele ser bastante claro.
A modo de ejemplo vamos a ver el caso de la recurrencia (+ + +), cuyos coefi-
cientes son:
an =
(c+ n)(c+ n− 1)
x(x− 1)(a + n)(b+ n) , bn =
((a+ b+ 2n− 1)x− c− n+ 1)(c + n)
x(x− 1)(a+ n)(b+ n) .
(3.15)
Consecuentemente:
a = l´ım
n→∞
an =
1
x(x− 1) , b = l´ımn→∞ bn =
2x− 1
x(x− 1) . (3.16)
Las ra´ıces del polinomio caracter´ıstico λ2 + bλ+ a = 0 son:
λ1 = −1
x
, λ2 =
1
1− x. (3.17)
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Igualando ambas ra´ıces se obtiene que |λ1| = |λ2| implica x = 1/2 (o bien la
recta ℜ(z) = 1/2 si consideramos que la variable de la funcio´n es compleja). Por
tanto, cuando x 6= 1/2 existe una solucio´n fn dentro del conjunto (1.7)– (1.12) que
es mı´nima respecto a la recurrencia (+ + +). Adema´s dicha solucio´n por el teorema
de Perron satisface
l´ım
n→∞
fn+1
fn
=
1
1− x, (3.18)
cuando x < 1/2 y
l´ım
n→∞
fn+1
fn
= −1
x
(3.19)
cuando x > 1/2. Con el fin de identificar la solucio´n mı´nima del conjunto (1.7)–
(1.12) en cada caso hacemos uso de la identidad (1.13). Si aplicamos esta transfor-
macio´n a la solucio´n y1(x) (1.7) obtenemos:
yn,1(x) = 2F1
(
a+ n, b+ n
c+ n
;x
)
= (1− x)c−a−b−n 2F1
(
c− a, c− b
c+ n
;x
)
(3.20)
Si utilizamos la propiedad de que la solucio´n mı´nima no cambia cuando x < 1/2,
podemos analizar la solucio´n yn,1(x) en x = 0. Es claro entonces que esta funcio´n
verifica la condicio´n (3.18), y por tanto es la solucio´n mı´nima cuando x < 1/2. Por
otro lado, aplicamos la misma transformacio´n a la solucio´n y3(x) normalizada (1.9):
yn,3(x) =
(−1)nΓ(c+ n)
Γ(a+ b+ n+ 1− c) 2F1
(
a+ n, b+ n
a+ b+ n+ 1− c
; 1− x
)
=
(−1)nx1−c−nΓ(c+ n)
Γ(a+ b+ n+ 1− c) 2F1
(
b+ 1− c, a+ 1− c
a+ b+ n+ 1− c
; 1− x
)
,
y esta solucio´n satisface la condicio´n (3.19), analizando esta vez en x = 1, luego
yn,3(x) es mı´nima cuando x > 1/2. Este ana´lisis coincide con las propiedades de la
fraccio´n continua asociada a esta recurrencia, que aparece en [47] y luego recogida
en [56].
En la referencia [36] se lleva a cabo un ana´lisis similar de las cuatro recurrencias
ba´sicas. Resumimos aqu´ı los resultados, y de acuerdo con el planteamiento de esta
referencia, consideramos momenta´neamente la variable de la funcio´n hipergeome´trica
como compleja z:
Recurrencia (+ + 0). Las ra´ıces del polinomio caracter´ıstico son:
λ1 =
1
(1−√z2
, λ2 =
1
(1 +
√
z
2 . (3.21)
La condicio´n |λ1| = |λ2| se cumple cuando z ≤ 0, en otro caso |λ1| > |λ2|, de
manera que en C \ {z ≤ 0} existe una solucio´n mı´nima.
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Recurrencia (+ + −). Las ra´ıces del polinomio caracter´ıstico son:
λ1 =
32(1 +w)
(3 + w)3
, λ2 =
32(1 − w)
(3− w)3 , (3.22)
donde w =
√
1 + 8z. La correspondiente curva |λ1| = |λ2| en el plano complejo
corta al eje real en el punto x0 = (−5 + 3
√
3)/4, de modo que tenemos una
solucio´n mı´nima cuando −1/8 < x < x0 y otra cuando x > x0.
Recurrencia (+ 0−). Las ra´ıces del polinomio caracter´ıstico en este caso son:
λ1 = 1, λ2 = − 4z
(1− z)2 , (3.23)
La correspondiente curva |λ1| = |λ2| en el plano complejo corta al eje real
en los puntos x0 = −1, x1 = 3 − 2
√
2, x2 = 3 + 2
√
2, de modo que tenemos
una solucio´n mı´nima cuando x < x0, otra cuando x0 < x < x1 y una tercera
cuando x > x1.
3.3.2. Recurrencias de las funciones hipergome´tricas confluentes
En el caso de las funciones hipergeome´tricas confluentes φ(a + kn; c + mn;x)
vamos a considerar los casos k,m = 0,±1 solamente. Esto reduce el nu´mero de
recurrencias que tenemos que estudiar a ocho, a saber: (0+), (0−), (++), (−−),
(+ 0), (− 0), (+−) y (−+).
Para determinar las soluciones mı´nimas en cada caso la herramienta principal es
una vez ma´s el teorema de Perron, junto con informacio´n asinto´tica acerca de las
soluciones y la fo´rmula (1.34):
U(a; c;x) :=
Γ(1− c)
Γ(a+ 1− c)M(a; c;x) +
Γ(c− 1)
Γ(a)
x1−cM(a+ 1− c; 2− c;x), (3.24)
que nos relaciona las funciones de primera y segunda especie. Es importante ha-
cer notar que para que las funciones M(a + kn; c +mn;x) y U(a + kn; c +mn;x)
satisfagan la misma recurrencia en una cierta direccio´n siempre es necesario an˜adir
normalizaciones a partir de (3.24).
Del conjunto de ocho recurrencias, el estudio de soluciones es completo en los
cinco primeros casos, (0+), (0−), (++), (−−) y (+ 0). En el caso (− 0) el teorema
de Perron no es concluyente y no es sencillo obtener informacio´n asinto´tica, pero
comprobaciones nume´ricas indican que no hay solucio´n mı´nima, puesto que todas
las soluciones se comportan de manera similar cuando n es grande. En los casos
(+−) y (−+) s´ı que hay solucio´n mı´nima, pero el ana´lisis asinto´tico es complica-
do y la identificacio´n de soluciones se ha hecho tambie´n mediante pruebas nume´ricas.
En la siguiente tabla recopilamos toda la informacio´n:
76 3.3. Soluciones mı´nimas y dominantes de recurrencias hipergeome´tricas
Direccio´n Mı´nima Dominante
(++) fn =
1
Γ(c+ n)
M(a+ n; c+ n;x) gn = (−1)n U(a+ n; c+ n;x)
(−−) fn = Cn M(a+ 1− c, 2− c+ n, x) gn = 1
Γ(n+ 1− c) U(a− n; c− n;x)
(0+) fn =
1
Γ(c+ n)
M(a; c+ n;x) gn =
1
Γ(c+ n− a) U(a; c+ n;x)
(0−) fn = (−1)
n xn
Γ(2− c+ n) M(a+ 1− c+ n; 2− c+ n;x) gn = U(a; c− n;x)
(+−) fn = Dn M(a+ c+ 2n+ 1; 2− c+ n;x) gn =M(a+ n; c− n;x)
(−+) fn =M(a− n; c+ n;x) gn = Γ(c+ n)
Γ(−a− c+ 2n+ 2) U(a− n; c+ n;x)
(+ 0) fn = U(a+ n; c;x) gn =
1
Γ(a+ n+ 1− c) M(a+ n; c;x)
(− 0) − −
Las constantes son:
Cn =
xn Γ(1 + n− a)
Γ(2 + n− c)Γ(1 + n− c) , (3.25)
Dn =
(−1)nxn Γ(a+ c+ 2n+ 1)
Γ(a+ n)Γ(1− c+ n)Γ(2− c+ n) (3.26)
Los coeficientes de las recurrencias puede obtenerse en [1, Cap. 13]. Veamos cada
uno de los casos con un poco ma´s de detalle:
En la recurrencia (++) los coeficientes satisfacen:
an = −(c+ n)(c+ n− 1)
(a+ n)x
∼ −n
x
, bn = −(c+ n)(1− c− n+ x)
(a+ n)x
∼ n
x
. (3.27)
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Por el teorema de Perron, caso (1), (obse´rvese que se trata de un caso esencial-
mente distinto al de las funciones de Gauss) existen dos soluciones independientes
tales que:
fn+1
fn
∼ 1, gn+1
gn
∼ n
x
, (3.28)
La funcio´n fn es mı´nima cuando n→∞. Dos soluciones de la recurrencia son:
yn,1 = M(a+ n; c+ n;x), yn,2 = (−1)nΓ(c+ n) U(a+ n; c+ n;x). (3.29)
En este caso la informacio´n asinto´tica necesaria se puede encontrar en [84], donde
se dan desarrollos de las funciones confluentes de primera y segunda especie, cuando
x→∞, uniformemente va´lidos para a > 0 y con la condicio´n de que c− a = O(1).
Esto permite identificar la solucio´n mı´nima fn =M(a+ n; c+ n;x).
En el caso (−−) se aplica el Corolario 3.2.1 y existen dos soluciones indepen-
dientes tales que:
fn+1
fn
∼ x
n
,
gn+1
gn
∼ 1, (3.30)
y fn es solucio´n mı´nima cuando n→ −∞. A partir de la fo´rmula (3.24) y utilizando
la asinto´tica del caso (++) se puede ver que la solucio´n mı´nima viene dada por:
fn =
Γ(1 + n− a)
Γ(2 + n− c)Γ(1 + n− c) x
n M(a+ 1− c, 2 + n− c, x). (3.31)
En la recurrencia (0+) los coeficientes son [1, 13.4.2]:
an =
(c+ n)(c+ n− 1)
x(c+ n− a) , bn =
(c+ n)(1− c− n− x)
x(c+ n− a) . (3.32)
Dos soluciones son:
yn,1 = M(a; c + n;x), yn,2 =
Γ(c+ n− a)
Γ(c+ n)
U(a; c+ n;x). (3.33)
Es claro que:
an ∼ n
x
, bn ∼ −n
x
, n→∞, (3.34)
de manera que segu´n el teorema de Perron existen dos soluciones independientes
tales que:
fn+1
fn
∼ 1, gn+1
gn
= −n
x
, (3.35)
y fn es mı´nima. A partir de la expresio´n en serie de potencias de la funcio´nM(a; c;x)
se puede ver que fn =M(a; c+ n;x). En el caso de la funcio´n U(a; c+ n;x) el com-
portamiento asinto´tico se puede ver en [25, 83], y se comprueba que efectivamente
se trata de una solucio´n dominante.
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En la recurrencia (0−) aplicamos el Corolario 3.2.1, y resulta que hay dos solu-
ciones independientes tales que:
fn+1
fn
∼ x
n
,
gn+1(x)
gn(x)
∼ 1, (3.36)
y fn es solucio´n mı´nima cuando n → −∞. A partir de la informacio´n que hemos
utilizado para la recurrencia (++) [84] se puede identificar la solucio´n mı´nima.
En el caso (+−) los coeficientes de la recurrencia verifican:
an ∼ −4x
n
, bn ∼ −1. (3.37)
Segu´n el teorema de Perron, existen dos soluciones independientes tales que:
fn+1
fn
∼ −4x
n
,
gn+1
gn
∼ 1, (3.38)
y una vez ma´s fn es mı´nima. En este caso la identificacio´n de esta solucio´n mı´nima
mediante informacio´n asinto´tica no parece sencilla, pero nume´ricamente se observa
que la solucio´n mı´nima es:
fn =
(−1)nxn Γ(a+ c+ 2n+ 1)
Γ(a+ n)Γ(1− c+ n)Γ(2− c+ n) M(a+ c+ 1 + 2n; 2− c+ n;x). (3.39)
En la recurrencia (−+) los coeficientes verifican:
an ∼ n
4x
, bn ∼ − n
4x
. (3.40)
Consecuentemente, aplicando el Corolario 3.2.1, existe una solucio´n mı´nima tal
que:
fn+1
fn
∼ 1, (3.41)
mientras que para las soluciones dominantes se cumple que:
gn+1
gn
∼ n
4x
. (3.42)
Una vez ma´s la identificacio´n de la solucio´n mı´nima mediante informacio´n asinto´tica
no parece fa´cil, pero nume´ricamente se observa que la solucio´n mı´nima es:
fn =
(−1)nxn Γ(a+ c+ 2n+ 1)
Γ(a+ n)Γ(1− c+ n)Γ(2− c+ n) M(a+ c+ 1 + 2n; 2− c+ n;x). (3.43)
La recurrencia (+ 0) es esencialmente diferente de todas las dema´s puesto que
corresponde a un caso distinto del teorema de Perron:
an =
a+ n− c
a+ n
∼ 1, bn = −2a+ 2n + x− c
a+ n
∼ −2. (3.44)
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Dos soluciones de esta recurrencia son:
yn,1 = Γ(1 + a+ n− c) U(a+ n, c, x), yn,2 =M(a+ n; c;x). (3.45)
El teorema de Perron no da informacio´n concluyente en este caso, puesto que
λ1 = λ2 = 1, pero a partir de informacio´n asinto´tica de las soluciones [83], relaciona-
da con las funciones de Bessel modificadas, se puede identificar la solucio´n mı´nima
fn = Γ(1 + a+ n− c) U(a+ n, c, x).
En el caso (− 0) las funciones son oscilantes (recordemos del cap´ıtulo anterior que
la condicio´n a < 0 y suficientemente grande es signo de oscilacio´n), y no hay solu-
ciones mı´nimas. Al igual que en el caso (+ 0), el teorema de Perron no es concluyente,
pero ahora el ana´lisis asinto´tico es complicado, y por ello el comportamiento de las
soluciones se ha comprobado u´nicamente de manera nume´rica.
3.4. Fracciones continuas asociadas
Si fn es una solucio´n mı´nima de la recurrencia y gn es dominante resulta que el
cociente
rn :=
fn
gn
(3.46)
decrece cuando n → ∞, y crece cuando n decrece. Es decir, que la solucio´n que es
mı´nima en sentido de n creciente se comporta como dominante cuando n decrece, de
modo que la recurrencia en sentido decreciente en n deber´ıa funcionar bien nume´ri-
camente para una solucio´n que es mı´nima en sentido creciente de n.
Aplicar la recurrencia en sentido decreciente en n es equivalente a evaluar la
fraccio´n continua asociada a la recurrencia (3.1). Esta se construye como hemos
indicado en el cap´ıtulo 1, siempre que las funciones yn−1, yn−2 ... sean distintas de
0:
yn
yn−1
=
−an
bn +
yn+1
yn
. (3.47)
yn
yn−1
=
−an
bn+
−an+1
bn+1
. . .+
−an+m−1
bn+m−1 +
yn+m
yn+m−1
. (3.48)
La cuestio´n de la convergencia de esta fraccio´n continua cuando m → ∞ se
resuelve por medio del teorema de Pincherle [31, 56]:
Teorema 3.4.1 (Pincherle) Si an 6= 0, la fraccio´n continua obtenida al iterar el
proceso anterior converge si y solamente si la recurrencia (3.1) admite una solucio´n
mı´nima fn, y en ese caso:
fn
fn−1
=
−an
bn+
−an+1
bn+1+
−an+2
bn+2+
. . . , (3.49)
suponiendo que fn−1, fn−2, . . . 6= 0
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En este cap´ıtulo utilizaremos la siguiente notacio´n:
Hn =
−an
bn+
−an+1
bn+1+
−an+2
bn+2+
. . . , (3.50)
y nos referiremos a los aproximantes de la fraccio´n continua como:
Hn,m :=
−an
bn+
−an+1
bn+1+
−an+2
bn+2+
. . .
−an+m−1
bn+m−1
(3.51)
Cuando se realicen ana´lisis de las fracciones continuas, normalmente n sera´ un
valor fijo para un cociente de soluciones determinado, y m sera´ variable.
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3.5.1. Motivacio´n
En la referencia [32] se estudia la fraccio´n continua asociada a la recurrencia
correspondiente a las funciones de Kummer: fn =1F1(a+ n; c + n;x). Esta funcio´n
es solucio´n mı´nima en la direccio´n (++), pero la fraccio´n continua aparentemente
converge a un cociente diferente de fn/fn−1, de forma tanto ma´s acusada cuanto
mayor es la variable x.
Veamos a continuacio´n un sencillo ana´lisis de la fraccio´n continua (3.50) (suponien-
do convergencia de la misma):
Hn =
−an
bn+
−an+1
bn+1+
−an+2
bn+2+
. . . (3.52)
Supongamos que an < 0:
Si bn > 0 entonces tanto los numeradores como los denominadores son posi-
tivos, y siguiendo un resultado elemental de la teor´ıa de fracciones continuas los
aproximantes, con la notacio´n utilizada en (3.51), se entrelazan de la siguiente
manera:
0 < Hn,2 < Hn,4 < Hn,6 < . . . < Hn,5 < Hn,3 < Hn,1 (3.53)
Si bn < 0 la fraccio´n continua es equivalente [56] a:
Hn =
an
−bn+
−an+1
−bn+1+
an+2
−bn+2+ . . . (3.54)
Ahora todos los numeradores (salvo el primero) y todos los denominadores
vuelven a ser positivos. Obse´rvese que es la misma fraccio´n continua que en el
caso bn > 0, pero con el signo cambiado, de manera que los aproximantes se
entrelazan de nuevo, pero esta vez son negativos:
Hn,1 < Hn,3 < Hn,5 < . . . < Hn,6 < Hn,4 < Hn,2 < 0 (3.55)
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Supongamos ahora que los coeficientes bn cambian de signo, es decir, existe n0 ∈
N tal que bn < 0 si n < n0 y bn > 0 si n > n0. Si n0 es impar entonces:
Hn,1 < . . . < Hn,n0−2 < Hn,n0 < Hn,n0+1 < Hn,n0−1 < . . . < Hn,2 < 0 (3.56)
Si bn0 > 0 entonces no es dif´ıcil comprobar que Hn,n0+2 < Hn,n0, de manera que
perdemos convergencia a la solucio´n.
De manera similar podemos razonar si n0 es par, y lo que ocurre entonces es que:
Hn,1 < . . . < Hn,n0−1 < Hn,n0+1 < Hn,n0 < Hn,n0−2 < . . . < Hn,2 < 0 (3.57)
y se prueba que Hn,n0+2 > Hn,n0 si bn0 > 0.
El teorema de Pincherle, el ejemplo proporcionado por W. Gautschi y este ra-
zonamiento parecen sugerir que la fraccio´n continua puede converger temporalmente
a un cociente diferente al de soluciones mı´nimas. En otras palabras, hay soluciones
dominantes gn de la recurrencia que se comportan de forma temporal como solu-
ciones mı´nimas, al menos en el caso en el que an < 0 y bn cambia de signo.
Este tipo de feno´meno, que llamaremos pseudoconvergencia de la fraccio´n
continua, se presenta en diferentes contextos, incluyendo funciones de Bessel modifi-
cadas, las funciones hipergeome´tricas confluentes y las funciones hipergeome´tricas de
Gauss, e influye de manera decisiva en el comportamiento nume´rico de las recurren-
cias y de las fracciones continuas asociadas, como hemos visto en los ejemplos del
cap´ıtulo 1.
En las siguientes secciones llevaremos a cabo un ana´lisis de la presencia de solu-
ciones pseudomı´nimas en recurrencias a tres te´rminos con la condicio´n de que an < 0
a partir de un cierto valor n > na, y bn cambia de signo una sola vez en un punto
n0. Esquema´ticamente:
na n0
Signo de an + − −
Signo de bn −(+) −(+) +(−)
Primeramente veremos que en este caso es posible dar informacio´n acerca del
patro´n de signos de las soluciones de la recurrencia (es decir, si el signo de una
solucio´n alterna con n o se mantiene constante). Este estudio incluye la solucio´n
mı´nima. Posteriormente, el ana´lisis que llevamos a cabo se basa en los signos de los
coeficientes de la recurrencia, an y bn.
El hecho de que bn cambie de positivo a negativo o al reve´s no es importante,
porque si yn es solucio´n de una de las recurrencias entonces (−1)nyn es solucio´n
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de la otra, y lo u´nico que cambia es el patro´n de signos de las soluciones. Esto
esta´ relacionado con las equivalencia de fracciones continuas que hemos visto en el
ejemplo anterior cuando bn < 0: podemos cambiar de signo los coeficientes bn sin
alterar los an, y el resultado es que la fraccio´n continua cambia de signo (y por tanto
cambia de signo el cociente de valores consecutivos de la solucio´n fn/fn−1).
3.5.2. Patrones de signos de las soluciones de la recurrencia
Sea una recurrencia yn+1 + bnyn + anyn−1 = 0 tal que an < 0 para n suficiente-
mente grande, bn cambia de signo y existe una solucio´n mı´nima fn. Es claro entonces
que a = l´ımn→∞ an < 0. En los casos en los que el teorema de Perron es concluyente
acerca de la existencia de soluciones mı´nimas se puede determinar el patro´n de signos
de las soluciones:
En el primer caso del teorema de Perron, si bn > 0 para n suficientemente
grande entonces b = l´ımn→∞ bn > 0, y consecuentemente −a/b > 0 y −b < 0.
De esa forma, la solucio´n mı´nima tiene signo alternante (es decir, fnfn−1 < 0
para n suficientemente grande), y la solucio´n dominante tiene signo constante.
Por el contrario, si bn < 0 entonces b = l´ımn→∞ bn < 0, y consecuentemente
−a/b < 0 y −b > 0. La solucio´n mı´nima tendra´ signo constante y la solucio´n
dominante sera´ alternante.
En el segundo caso del teorema de Perron, las dos ra´ıces del polinomio carac-
ter´ıstico λ2 + bλ+ a = 0 son reales y tienen signos distintos, de modo que la
solucio´n mı´nima y la dominante tienen patrones de signos opuestos.
Por otro lado, no es complicado probar que el patro´n de signos de las soluciones
se mantiene a partir del punto n0 donde el coeficiente bn cambia de signo:
Teorema 3.5.1 Sea la recurrencia yn + bnyn−1 + anyn−1 = 0 tal que an < 0 para
n > na y bn so´lo cambia de signo una vez en n = n0 > na. Entonces, si bn < 0
(bn > 0) cuando n > n0 y la solucio´n mı´nima es alternada (de signo constante)
para n suficientemente grande, entonces es alternada (de signo constante) para todo
n ≥ n0.
Demostracio´n 3.5.1 Consideremos por ejemplo el caso bn > 0 para n grande. En
este caso yn−1 = −(yn+1+ bnyn)/an, que es positivo cuando n > n0 si yn y yn+1 son
positivas. Si el teorema de Perron es aplicable, la solucio´n es positiva (o negativa)
para n grande, lo que prueba el teorema.
En este resultado aparece el punto de cambio de signo de bn en relacio´n con los
patrones de signos de las soluciones. En la siguiente seccio´n veremos que se puede
relacionar tambie´n con las propiedades del cociente de soluciones:
Rn := |rn| =
∣∣∣∣fngn
∣∣∣∣ , (3.58)
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donde fn es solucio´n mı´nima y gn es dominante.
Es claro que cuando las soluciones mı´nima y dominante se comportan de la
manera esperada entonces Rn tiende a 0 cuando n→∞. Vamos a analizar la presen-
cia de comportamientos transitorios diferentes de los anunciados por los resultados
asinto´ticos por medio de este cociente. En este sentido damos la siguiente
Definicio´n 3.5.1 Dada una recurrencia que admite una solucio´n mı´nima fn cuando
n → +∞ y dado un nu´mero natural nt, diremos que una solucio´n dominante gn
es transitoriamente mı´nima si Rn es creciente cuando n ≤ nt (Rn−1 < Rn) y
decreciente cuando n ≥ nt + 1 (Rn > Rn+1)
3.5.3. Signos de los coeficientes de las recurrencias
El teorema principal de esta seccio´n establece que si el patro´n de signos de la
solucio´n mı´nima no cambia entonces el comportamiento transitorio se produce si y
so´lo si bn cambia de signo, y que adema´s el cambio de signo de bn coincide con el
cambio de tendencia de Rn = |fn/gn|.
Teorema 3.5.2 Consideramos la recurrencia yn+1 + bnyn + anyn−1 = 0, donde
an < 0. Sean fn y gn soluciones con diferentes patrones de signos (una de ellas de
signo constante y la otra alternada). Si Rn = |fn/gn| alcanza un ma´ximo absoluto
en el punto n = n0 y es estrictamente mono´tona cuando n ≤ n0 y cuando n ≥ n0,
entonces bn tiene signos opuestos cuando n ≤ n0 − 1 y cuando n ≥ n0 + 1.
Demostracio´n 3.5.2 Supongamos, por ejemplo, que fn es alternada y que Rn al-
canza un ma´ximo en n0. Definimos:
∆n =
∣∣∣∣gn+1gn
∣∣∣∣− ∣∣∣∣fn+1fn
∣∣∣∣ = gn+1gn + fn+1fn . (3.59)
Utilizando la recurrencia se obtiene:
∆n + λn∆n−1 = −2bn, (3.60)
donde
λn ≡ an fn−1
fn
gn−1
gn
> 0.
Por hipo´tesis Rn−1 < Rn cuando n ≤ n0 y Rn > Rn+1 cuando n ≥ n0. Entonces:
0 < Rn −Rn+1 =
∣∣∣∣fngn
∣∣∣∣− ∣∣∣∣fn+1gn+1
∣∣∣∣ = ∣∣∣∣ fngn+1
∣∣∣∣∆n, (3.61)
de modo que ∆n > 0 cuando n ≥ n0. Con un ca´lculo ana´logo:
0 > Rn−1 −Rn =
∣∣∣∣fn−1gn−1
∣∣∣∣− ∣∣∣∣fngn
∣∣∣∣ = ∣∣∣∣fn−1gn
∣∣∣∣∆n−1, (3.62)
de modo que ∆n < 0 si n ≤ n0 − 1. A partir de la ecuacio´n (3.60) se obtiene que
bn > 0 si n ≤ n0 − 1 y bn < 0 si n ≥ n0 + 1.
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En lo sucesivo diremos que bn (o cualquier otra funcio´n de n) cambia de signo
en n = n0 si el signo cuando n ≤ n0 (excluyendo n = n0 cuando bn0 = 0) y cuando
n ≥ n0 + 1 son opuestos.
Teorema 3.5.3 Consideramos la recurrencia yn+1+bnyn+anyn−1 = 0 tal que para
n ≥ na se cumple que an < 0 y que bn cambia de signo en n0 > na+1. Supongamos
que existe una solucio´n fn con un patro´n de signos fijo para n ≥ na, alternado si
bn < 0 para n suficientemente grande o constante si bn > 0 para n suficientemente
grande (fn puede ser mı´nima). Consideramos las soluciones gn (no mı´nimas) tales
que:
gn0+1
gn0
= −γ fn0+1
fn0
, γ > 0,
y sea Rn = |fn/gn|. Entonces, para n ≥ na se cumple lo siguiente:
1. Si γ > 1 entonces Rn < Rn0 si n 6= n0, y Rn−1 < Rn si n ≤ n0.
2. Si γ < 1 entonces Rn < Rn0+1 si n 6= n0 + 1, y Rn > Rn+1 si n ≥ n0 + 1.
3. Si γ = 1 entonces Rn < Rn0 = Rn0+1 si n 6= n0, n0 + 1, Rn−1 < Rn si n ≤ n0
y Rn > Rn+1 si n ≥ n0 + 1.
Demostracio´n 3.5.3 Consideremos el caso bn < 0 para n suficientemente grande
(por tanto fn tiene signo alternado). Es claro que basta estudiar el caso de valores
iniciales:
G0 ≡ (gn0 , gn0+1) = (|fn0|, γ|fn0+1|) (3.63)
en el primer caso y
G0 = (|fn0 |,
1
γ
|fn0+1|) (3.64)
en el segundo.
Analizaremos la primera posibilidad, la segunda y la tercera se obtienen de forma
ana´loga. Consideramos la construccio´n de la solucio´n yn = gn − fn, que, dado G0,
tiene valores iniciales: yn0 ≥ 0, yn0+1 ≥ 0 (no ambos iguales a 0). La recurrencia
progresiva
yn+1 = −bnyn − anyn−1
para n ≥ n0 + 1 da valores positivos de yn, n ≥ n0 + 2, puesto que an < 0, bn < 0
si n ≥ n0 + 1. Similarmente, la solucio´n yn = gn + fn es tambie´n positiva. Por lo
tanto gn − fn > 0 y gn + fn > 0 cuando n ≥ n0 + 2, de modo que |fn| < gn = |gn|
cuando n > n0 (y tambie´n cuando n = n0 + 1 por la definicio´n de gn0).
Si ahora consideramos la recurrencia hacia atra´s:
yn−1 = − 1
an
(bnyn + yn+1),
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es claro que gn−fn > 0 y que gn+fn > 0 cuando n ≤ n0−1. Por lo tanto |fn| < |gn|
si n < n0. De esta forma Rn = |fn/gn| < 1 = Rn0 cuando n 6= n0, lo que completa
la prueba del primer caso.
Adema´s, debido a que Rn < Rn0 cuando n < n0, se tiene en particular que∣∣∣∣ gn0gn0−1
∣∣∣∣ < ∣∣∣∣ fn0fn0−1
∣∣∣∣ .
Por ello podemos repetir el mismo argumento utilizado antes y obtenemos que
Rn < Rn0−1, n < n0 − 1. Por induccio´n se sigue que Rn−1 < Rn, n ≤ n0.
Cuando el teorema de Perron proporciona informacio´n acerca de la existencia de
soluciones mı´nimas, la funcio´n fn del teorema anterior es necesariamente mı´nima,
puesto que el resto de soluciones (todas ellas dominantes) tienen el mismo patro´n
de signos asinto´ticamente.
En esta seccio´n hemos proporcionado condiciones en te´rminos de los coeficientes
an y bn para detectar la presencia de soluciones transitoriamente mı´nimas en el caso
de recurrencias en las que el coeficiente an es negativo para n > na y bn cambia de
signo en un punto n0 > na. En ejemplos posteriores veremos que la condicio´n sobre
an se puede relajar, pidiendo solamente que dicho coeficiente sea negativo en torno
al punto n0.
3.5.4. Estimacio´n del error para la fraccio´n continua
En esta seccio´n vamos a realizar una estimacio´n de la precisio´n alcanzable en el
ca´lculo con la fraccio´n continua asociada a la recurrencia a tres te´rminos, tanto en
la zona de convergencia propiamente dicha como en la zona transitoria.
Como ya hemos visto anteriormente, si yn, yn−1 6= 0 entonces:
yn
yn−1
=
−an
bn +
yn+1
yn
(3.65)
Iterando este esquema, el aproximante m-e´simo Hn,m de la fraccio´n continua
(3.50) es igual al cociente de soluciones yn/yn−1 que se obtiene aplicando la re-
currencia en direccio´n de n decreciente con valores iniciales:
yn+m = 0, yn+m−1 = 1. (3.66)
Fijamos n, y definimos N = n +m. Dado un par de soluciones independientes
de la recurrencia, {fn, gn}, fn, gn 6= 0, podemos escribir
yN = αfN + βgN = 0, yN−1 = αfN−1 + βgN−1 = 1. (3.67)
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Como {fn, gn} es un par independiente, podemos resolver este sistema en te´rmi-
nos de α y β:
α =
gN
fN−1gN − fNgN−1 , β = −
fN
fN−1gN − fNgN−1 (3.68)
Consecuentemente elm-e´simo aproximante de la fraccio´n continuaHn = fn/fn−1
es:
Hn,m =
yn
yn−1
=
αfn + βgn
αfn−1 + βgn−1
=
gNfn − fNgn
gNfn−1 − fNgn−1 =
fn − rNgn
fn−1 − rNgn−1 , (3.69)
donde rN := fN/gN .
De esta forma, si rN → 0 cuando N → +∞ (es decir, si fn es solucio´n mı´nima)
la fraccio´n continua aproxima efectivamente el cociente fn/fn−1. Ana´logamente, si
rN → ∞ cuando N → ∞ (es decir, si gn es solucio´n mı´nima) la fraccio´n continua
aproxima el cociente gn/gn−1.
Intuitivamente podemos deducir que si rN inicialmente crece, alcanza un ma´xi-
mo y despue´s decrece entonces la fraccio´n continua aproxima inicialmente el cociente
gn/gn−1 y despue´s fn/fn−1. Esto coincide con el estudio que hemos realizado previa-
mente y con los resultados de los experimentos nume´ricos.
Podemos calcular el error relativo cometido al aproximar el cociente de soluciones
mı´nimas fn/fn−1 utilizando Hn,m:
ǫfr (n,m) := 1−Hn,m
fn−1
fn
=
rN/rn − rN/rn−1
1− rN/rn−1 (3.70)
Es importante sen˜alar que rN/rn−1 6= 1 puesto que las soluciones fn y gn son
independientes. Si |rN/rn−1| es pequen˜o el error |ǫfr (n,m)| tiende a 0, que es lo
esperable, y evidentemente cuando rN → 0 tenemos convergencia real a fn/fn−1
cuando N →∞.
Si rN → 0 cuando N → +∞ pero inicialmente rN crece (por ejemplo rN >> rn
para un cierto N) entonces la fraccio´n continua aproxima el cociente de soluciones
dominantes gn/gn−1 temporalmente. En este caso diremos que gn es una solucio´n
transitoriamente mı´nima o pseudomı´nima.
El error relativo en esta regio´n de pseudoconvergencia es:
ǫgr(n,m) =
rn
rN
ǫfr (n,m) =
1− rn/rn−1
1− rN/rn−1 . (3.71)
Por lo tanto, si |rN/rk−1| es grande el error en la zona pseudoconvergente |ǫgr(n,m)|
sera´ pequen˜o.
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Combinando estas definiciones con los criterios de signos que hemos visto para
las soluciones y para los coeficientes de la recurrencia podemos enunciar el siguiente
resultado general:
Teorema 3.5.4 Sea la recurrencia yn+1 + bnyn + anyn−1 = 0, tal que an < 0 y
bn cambia de signo en n0. Sea fn solucio´n mı´nima con un patro´n fijo de signos
para n ≥ na (na < n0 − 1), y gn una segunda solucio´n independiente tal que
gn0fn0+1 + gn0+1fn0 = 0. Sea k tal que na < k < n0, |ǫfr (k,m)| el error relativo
del m-e´simo aproximante de la fraccio´n continua respecto al cociente fk/fk−1, y
|ǫgr(k,m)| el error relativo respecto a gk/gk−1.
Sea nk ∈ N el u´nico valor mayor que n0 tal que Rn/Rk − 1 cambia de signo en
n = nk. Entonces:
1. Si m < nk − k, |ǫgr(k,m)| < |ǫfr (k,m)|.
2. Si m > nk − k, |ǫfr (k,m)| < |ǫgr(k,m)|.
El error ma´s pequen˜o en la zona pseudoconvergente se puede acotar de la sigu-
iente forma:
mı´n
m
|ǫgr(k,m)| ≤
Rk +Rk−1
Rn0 −Rk−1
. (3.72)
A partir de todo lo dicho, podemos obtener estimaciones de la precisio´n al-
canzable en la zona de pseudoconvergencia utilizando las fo´rmulas (3.70) y (3.71),
junto con estimaciones asinto´ticas de las soluciones de la recurrencia. Es claro que
el cambio de comportamiento de la fraccio´n continua se producira´ para N tal que
|rN | ≈ |r0|, momento en el cual al fraccio´n continua comienza a converger al cociente
de soluciones mı´nimas, tal y como establece el teorema de Perron.
La precisio´n alcanzable en la zona de pseudoconvergencia puede ser muy alta,
lo cual producira´ pe´rdida de precisio´n (incluso total) en la evaluacio´n del cociente
de soluciones mı´nimas cuando se utilice precisio´n finita. Tı´picamente, la pe´rdida de
precisio´n en el ca´lculo de cocientes de soluciones mı´nimas sera´ mayor cuanta mayor
sea la precisio´n que se obtiene en la zona pseudoconvergente.
3.6. Recurrencias sime´tricas
El ejemplo ma´s sencillo de recurrencia con comportamiento transitorio, tal y
como lo hemos caracterizado, es de la forma:
yn+1 − yn−1 = φ(n)yn, n ∈ N, (3.73)
donde la funcio´n φ(n) verifica la condicio´n de simetr´ıa φ(n) = −φ(−n). Es claro
que todas las soluciones de la recurrencia (3.73) son sime´tricas, en el sentido de que
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cumplen yn = y−n para todo n ∈ N.
De manera un poco ma´s general consideramos
wn+1 − awn−1 = ψ(n − n0)wn, n ∈ N, (3.74)
donde ψ(k) = −ψ(−k). Este caso se puede reducir al primero con el cambio wn+n0 =
an/2yn, φ(n) = ψ(n− n0)/
√
a. Diremos que esta recurrencia es sime´trica respecto a
n0.
Sin pe´rdida de generalidad podemos estudiar el caso en el que f(n) > 0 cuando
n > 0 (si f(n) < 0 consideramos la recurrencia que satisface la solucio´n (−1)nyn).
De acuerdo con el teorema de Perron (3.2.1), la solucio´n mı´nima es alternada para
n grande, mientras que las soluciones dominantes tienen signo constante.
Segu´n el teorema (3.5.1), si una solucio´n fn es alternada cuando n → +∞ (es
decir, (−1)nfn tiene signo constante) entonces es alternada para todo n > 0. Adema´s
|fn| decrece cuando |n| crece, puesto que |fn| cumple:
|fn+1| − |fn−1| = −φ(n)|fn|. (3.75)
Por otro lado, la recurrencia hacia delante muestra que cualquier solucio´n gn con
datos iniciales g0 > 0, g1 > 0 es positiva para todo n, y por lo tanto es dominante.
De hecho |gn| crece cuando |n| aumenta, puesto que |gn| verifica:
|gn+1| − |gn−1| = φ(n)|gn|. (3.76)
Por tanto, si gn es una solucio´n positiva (o negativa) dominante, la funcio´n
|rn| = |fn/gn| alcanza el ma´ximo en n = 0 y es estrictamente mono´tona cuando
n > 0 y cuando n < 0. Cuando n no es entero la simetr´ıa de las soluciones se pierde,
pero el cambio de comportamiento alrededor de n0 puede conservarse.
3.6.1. Funciones de Bessel modificadas
Como vimos anteriormente, estas funciones satisfacen la recurrencia:
yν+1(x)− yν−1(x) = 2ν
x
yν(x). (3.77)
Un par de soluciones independientes es el que esta´ formado por las funciones
Kν(x) y (−1)[ν]Iν(x). Otra notacio´n es eipiνIν(x), pero en este caso preferimos man-
tener la notacio´n real. La relacio´n entre ambas funciones viene dada por [1, ec.
9.6.2.]:
Iν(x) = I−ν(x)− 2
π
sin(νπ)Kν(x). (3.78)
Cuando ν → +∞ la funcio´n Kν(x) es dominante y la funcio´n (−1)[ν]Iν(x) es
mı´nima. Esto se puede deducir a partir de la informacio´n asinto´tica disponible, ve´ase
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(1.80) o la referencia [68]. Sin embargo, cuando ν → −∞ la situacio´n es diferente:
si reescribimos (3.78) como
I−ν(x) = Iν(x) +
2
π
sin(νπ)Kν(x), (3.79)
y utilizamos la propiedad de que K−ν(x) = Kν(x), [1, 9.6.6] entonces se observa que
los cocientes Kν(x)/Kν−1(x) y −Iν(x)/Iν−1(x) son similares cuando ν → −∞. La
solucio´n mı´nima cuando ν → −∞ es (−1)[ν]I−ν(x).
Debido a estas propiedades, veremos que el feno´meno de pseudoconvergencia
esta´ presente cuando ν es negativo. Sin embargo, sera´ poco apreciable si adema´s |ν|
es grande, puesto que en ese caso las funciones Kν(x) y (−1)[ν]Iν(x) se comportan
de forma similar.
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Figura 3.1: Izquierda: Cociente In+0,1(30)/Kn+0,1(30) como funcio´n de n. Centro: Diferencia
entre aproximantes consecutivos de (3.80) para los valores ν = −45,9, x = 30. Derecha: idem
para ν = −59,9, x = 30. Obse´rvese que la precisio´n alcanzable en la zona pseudoconvergente
puede ser muy alta.
La fraccio´n continua asociada a la recurrencia (3.77) es:
Hν(x) =
−x
2ν+
x2
2(ν + 1)+
x2
2(ν + 2)+
... (3.80)
Esta fraccio´n continua converge al cociente −Iν(x)/Iν−1(x), pero inicialmente
aproxima el cociente Kν(x)/Kν−1(x) cuando ν es negativo. Despue´s del N -e´simo
aproximante, donde N = [ν], la fraccio´n continua abandona este l´ımite transitorio
y converge al l´ımite establecido por el teorema de Pincherle. Esto se puede observar
en la siguiente figura, que ilustra dos casos diferentes, ν = −45,9 y ν = −59,9. Como
se puede ver en la figura 3.1, la precisio´n alcanzable en la zona pseudoconvergente
puede ser muy alta, lo cual puede dar lugar a pe´rdida de precisio´n en el cociente final
de soluciones mı´nimas e incluso al ca´lculo de cocientes erro´neos cuando utilizamos
precisio´n finita, como se vera´ ma´s adelante.
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3.7.1. Recurrencia (++)
Vamos a considerar en primer lugar la recurrencia (++), estudiada por W.
Gautschi en [32]:
yn+1 + bnyn + anyn−1 = 0, (3.81)
donde
bn = −(c+ n)(1− c− n+ x)
(a+ n)x
, an = −(c+ n)(c+ n− 1)
(a+ n)x
. (3.82)
Como hemos visto antes, dos soluciones independientes son:
fn =M(a+ n; c+ n;x), gn = (−1)nΓ(c+ n)U(a+ n; c+ n;x). (3.83)
Teniendo en cuenta lo que hemos visto anteriormente, fn es la solucio´n mı´nima,
y por tanto la fraccio´n continua asociada:
Hn =
c+ n− 1
c+ n− 1− x+
(a+ n)x
c+ n− x+
(a+ n+ 1)x
c+ n+ 1− x+ . . . (3.84)
converge al cociente fn(x)/fn−1(x).
El hecho de que esta fraccio´n continua, especialmente para x grande, converja de
manera aparente a un cociente diferente de fn/fn−1 se puede explicar mediante el
criterio de signos que hemos estudiado previamente, puesto que cuando x es grande
el coeficiente an < 0 y bn cambia de signo (suponemos que a y c son positivos).
Podemos relacionar esta recurrencia con la de las funciones de Bessel modificadas:
sea λ = x+1− c, si hacemos un desplazamiento del ı´ndice n de la forma yˆn = yn+λ,
entonces yˆn satisface:
yˆn+1(x) + bˆn(x)yˆn(x) + aˆn(x)yn−1(x) = 0, (3.85)
donde
bˆn(x) =
n
x
f(n, x), aˆn(x) = −n+ x
x
f(n, x), f(n, x) = 1− a− c
a+ n+ 1 + x− c.
(3.86)
Por lo tanto
bˆn(x) =
n
x
(1 +O(x−1)), aˆn(x) = −1 +O(x−1), (3.87)
lo cual, en primera aproximacio´n, es la recurrencia de las funciones de Bessel mod-
ificadas. Para x grande es de esperar que haya comportamiento transitorio de la
funcio´n yˆn antes del punto n = 0 (o equivalentemente, de las funciones fn o gn en
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torno al punto n = n0).
Tambie´n es posible entender este caso mediante resultados de la teor´ıa de frac-
ciones continuas. Ma´s espec´ıficamente, recordamos brevemente el concepto de cor-
respondencia de fracciones continuas (ve´ase [48] o [56] para ma´s detalles).
Consideramos el cuerpo algebraico formado por las series de potencias formales:
L(x) =
∞∑
k=m
ckx
k, ck ∈ R, m ∈ N. (3.88)
El elemento neutro 0 es obviamente la serie tal que ck = 0 ∀k, y no se exige
convergencia de esta serie en ningu´n punto. Se define el grado del primer te´rmino
no negativo, λ(L), como:
λ(L) =
 m si L(x) =
∞∑
k=m
ckx
k, cm 6= 0
∞ si L(x) = 0.
(3.89)
Dada una funcio´n f(x) meromorfa en x = 0 utilizamos la notacio´n L(f(x)) para
designar la correspondiente serie de Laurent en un entorno del origen. Se dice que
una fraccio´n continua Kn corresponde a L(x) en x = 0 si el nu´mero νn, llamado
orden de correspondencia, satisface:
νn := λ(L(x)− L(f(x))→∞, n→∞. (3.90)
De manera ana´loga se puede definir la correspondencia en un punto x = a o en
x =∞.
Esencialmente la condicio´n de correspondencia establece la coincidencia hasta un
cierto orden de los desarrollos (formales) en serie de Laurent en torno al punto x = 0
tanto del cociente de soluciones como de los aproximantes sucesivos de la fraccio´n
continua. La correspondencia no implica la convergencia de la fraccio´n continua al
cociente que nos interesa, pero existe una relacio´n sencilla entre ambas situaciones
[56, Teorema 5.14].
En el caso de la fraccio´n continua (3.84) se trata de una T-fraccio´n, que se
caracteriza por corresponder a dos series formales diferentes, una en x = 0 y otra en
x = ∞. Ma´s concretamente podemos enunciar el siguiente resultado [48, Teorema
7.24]:
Teorema 3.7.1 Supongamos que c + n 6= 1, 0,−1,−2, . . ., la fraccio´n continua
(3.84) corresponde en x = 0 al cociente:
1F1(a+ n; c+ n;x)
1F1(a+ n− 1; c+ n− 1;x)
92 3.7. Funciones hipergeome´tricas confluentes
y converge a dicha funcio´n para x ∈ R. En x = ∞ la fraccio´n continua (3.84)
corresponde al cociente:
−c+ n− 1
x
2F0(a+ n; a+ 1− c;−1/x)
2F0(a+ n− 1; a+ 1− c;−1/x) .
Si adema´s tenemos en cuenta [1, 13.5.2] que cuando x→∞:
U(a+ n; c+ n;x) = x−a−n
(
K−1∑
k=0
(a+ n)k(1 + a− c)k
k!
(−x)−k +O(x−K)
)
(3.91)
es claro por que´ cuando x es grande la fraccio´n continua proporciona estimaciones
para cocientes de la solucio´n dominante gn = (−1)nΓ(c + n)U(a + n, c, x). Sin em-
bargo, como la fraccio´n continua necesariamente converge al cociente de soluciones
mı´nimas fn(x)/fn−1 esto so´lo puede ser cierto como feno´meno transitorio.
3.7.2. Estimacio´n asinto´tica del error
Vamos a utilizar estimaciones asinto´ticas de las funciones M(a; c;x) y U(a; c;x)
para estudiar las propiedades de la fraccio´n continua (3.84). En la referencia [83]
se dan desarrollos asinto´ticos cuando x → ∞, uniformemente va´lidos con respecto
a µ = a/x y con la condicio´n de que c − a = O(1). Los te´rminos dominantes
proporcionan la siguiente estimacio´n para rN = fN/gN :
rN ∼ (−1)Nexx2a+N−c x
N
Γ(a+N)
(
1 +
a+N − 1
x
)a−c (
1 +
a+N
x
)a−c+1
(3.92)
Considerando solamente el factor xN/Γ(a+N) es sencillo ver que rN crece inicial-
mente cuando aumentamos N , especialmente cuando x es grande, aunque natural-
mente rN → 0 cuando N →∞. Este comportamiento indica la presencia de pseudo-
convergencia de la fraccio´n continua (3.84) al cociente de U(a+ n; c+ n;x), aunque
la convergencia final sea al cociente de funciones de primera especieM(a+n; c+n;x).
En la siguiente figura se ilustra el caso n = 1, que corresponde al cociente:
f1
f0
=
M(a+ 1; c+ 1;x)
M(a; c;x)
, (3.93)
La fraccio´n continua (3.84) converge inicialmente al cociente:
g1
g0
= −c U(a+ 1; c+ 1;x)
U(a; c;x)
, (3.94)
La gra´fica muestra asimismo las estimaciones del error relativo obtenidas a partir
de las ecuaciones (3.70), (3.71) y (3.92).
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Figura 3.2: Izquierda: Gra´fica de la funcio´n |rN/r0| cuando a = 12,4, b = 1,3, x = 60. Centro:
aproximantes de la fraccio´n continua (3.84), a = 12,4, b = 1,3, x = 60. Se observa un brusco
cambio de comportamiento cuando |rN/r0| ≃ 1. Derecha: diferencia entre aproximantes
consecutivos de (3.84), junto con las estimaciones dadas por (3.70) y (3.71)
El error relativo respecto al l´ımite temporal, |ǫgr(1,m)|, decrece hasta que se
alcanza el ma´ximo rN , donde N = 1 + m. Para x grande es sencillo obtener la
siguiente estimacio´n para el valor de N tal que |rN | es ma´ximo:
N∗ = x− c+O(1/x). (3.95)
El menor error relativo para la zona pseudoconvergente se alcanzara´ por tanto
en el aproximante de orden [x− c], donde [x− c] representa la parte entera de x− c.
Podemos estimar el error cuando x es grande y N = x− c utilizando (3.71):
|ǫgr(1,m)| =
∣∣∣∣ r1 − r0rN∗ − r0
∣∣∣∣ ≈ ∣∣∣∣ r1rN∗
∣∣∣∣ ≡ ǫp,
La aproximacio´n es va´lida puesto que |rN∗ | >> |r0|, r1/r0 ∼ −x/a y consid-
eramos el caso en el que x es grande. Por medio de (3.92) obtenemos que cuando
x→ +∞:
ǫp ∼
√
π
2
4c−a
1
Γ(a+ 1)
xa+1/2e−x(1 +O(x−1)). (3.96)
Despue´s de [x − c] iteraciones la pseudoconvergencia empeora, |rN/r0| empieza
a decrecer y los aproximantes de la fraccio´n continua comienzan a converger al
cociente de soluciones mı´nimas. Una estimacio´n de cua´ndo se produce este cambio
de comportamiento viene dada por:
|ǫfr (1,m)| =
∣∣∣∣ 1/r1 − 1/r01/rN − 1/r0
∣∣∣∣ ≈ ∣∣∣∣ 1r0/rN − 1
∣∣∣∣ ≡ ǫ.
Cuando |rN | < |r0| comienza la convergencia al cociente f1/f0. Tomando |rN/r0| =
1 en la estimacio´n rN/r0 ≈ xNΓ(a)/Γ(a + n) resulta que, para x grande,
N ∼ ex+ (a− 1/2) log(x) +O(1).
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Figura 3.3: Izquierda: funcio´n rN/r0 correspondiente a los datos a = 4,4, c = 60,3, x = 0,3.
Deerecha: diferencia relativa entre aproximantes consecutivos de (3.97).
Esto coincide con el comportamiento nume´rico observado.
3.7.3. Recurrencia (+ 0)
A partir de los coeficientes de esta recurrencia (3.44) la fraccio´n continua asociada
es:
Hn =
a+ n− c
2a+ 2n+ x− c+
(c− a− n− 1)(a + n)
2a+ 2n + 2 + x− c+
(c− a− n− 2)(a + n+ 1)
2a+ 2n+ 4 + x− c+ (3.97)
El coeficiente an es negativo cuando c > a+n, y bn cambia de signo en el punto
n0 = [(c−x−2a)/2], por lo que es de esperar que haya comportamientos transitorios
en torno a este punto. Al igual que ocurr´ıa en el ejemplo anterior, podemos relacionar
este caso con el de las funciones de Bessel modificadas. Si consideramos las funciones
desplazadas yˆn = yn+n0, satisfacen una nueva recurrencia con coeficientes:
bˆn = − 4n
c− x+ 2n = −
4n
c
(1 +O(c−1)),
aˆn = −c+ x− 2n
c− x+ 2n = −1 +O(c
−1),
(3.98)
que en el caso de que c sea grande es esencialmente la recurrencia de las funciones
de Bessel modificadas.
Es importante sen˜alar que en este ejemplo l´ımn→+∞ an = 1 > 0, lo que significa
que la condicio´n de que el coeficiente an sea negativo no se verifica cuando n es
suficientemente grande. Sin embargo, lo que es verdaderamente importante a efectos
de pseudoconvergencia es que la condicio´n an < 0 se cumpla en un entorno suficien-
temente grande de valores de n en torno a n0, que es el punto de cambio de signo
del coeficiente bn.
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3.8. Funciones hipergeome´tricas de Gauss
En el caso de las funciones hipergeome´tricas de Gauss yn = 2F1(a + kn, b +
ln; c + mn;x), donde k, l,m = 0,±1, n ∈ Z, tambie´n se observan feno´menos de
pseudoconvergencia y soluciones transitoriamente mı´nimas. En la referencia [35] el
nu´mero total de recurrencias se reduce a cuatro casos ba´sicos, cuyos representantes
son: (+ + 0), (0 0+), (+ + −) and (+ 0−). Nos centraremos especialmente en el ca-
so (0 0+) y relacionados, como (+ + +), donde la pseudoconvergencia esta´ presente.
De los cuatro casos mencionados, solamente uno de ellos presenta un valor de
a = l´ımn→∞ an positivo para todo valor real de x, la recurrencia (+ + 0). A pesar de
la observacio´n hecha en el caso confluente (+ 0) vamos a concentrarnos en aquellos
casos en los que an < 0, y por tanto no consideraremos esta recurrencia. Las recur-
rencias que hemos comentado anteriormente, y que se tratan en [36], son la (0 0+),
la (+ + −) y la (+ 0−).
Estas recurrencias tienen la forma:
yn+1 +
(
f(x)− g(x)
n
+O(n−2)
)
yn + (a+O(n−1))yn−1 = 0, (3.99)
donde f(x0) = 0 y a < 0. La funcio´n g(x) depende de todos los para´metros salvo
n. El coeficiente bn cambia de signo en el punto n0 ≃ g(x)/f(x), que sera´ grande si
x esta´ cerca de x0. Por lo tanto, si x esta´ suficientemente cerca de x0 las soluciones
desplazadas yˆn = yn+n0 verifican:
yˆn+1 + n
f(x)
n0
(1 +O(n−10 ))yn + a(1 +O(n−10 ))yn−1 = 0, (3.100)
cuando |n| << |n0|. Una vez ma´s esto es similar a la recurrencia de las funciones de
Bessel modificadas.
3.8.1. Recurrencia (+ + +)
Por simplicidad consideramos la recurrencia (0, 0,+), equivalente a (+ + +)
utilizando las relaciones expuestas en el cap´ıtulo 1. Tomamos la funcio´n:
y1(x) =
1
Γ(c+ n)
2F1
(
a+ n, b+ n
c+ n
;x
)
,
la recurrencia correspondiente tiene como coeficientes:
an =
1
x(x− 1)(a + n)(b+ n) , bn =
((a+ b+ 2n− 1)x− c− n+ 1)
x(x− 1)(a+ n)(b+ n) . (3.101)
Estos coeficientes esta´n relacionados con los de la recurrencia (+ + +) que hemos
visto anteriormente, salvo los factores debidos a la normalizacio´n que hemos tomado
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de las soluciones. Consecuentemente, la fraccio´n continua asociada, que se suele
conocer como fraccio´n continua de No¨rlund [47], [56, pa´g. 304], es:
Hn =
a1
b1+
a2
b2+
a2
b2+
. . . , (3.102)
donde
a1 = −1, am = x(1−x)(a+n+m−2)(b+n+m−2), m = 2, 3, . . . (3.103)
bm = (a+ b+ 2n+ 2m− 1)x− c− n−m+ 1, m = 1, 2, . . . (3.104)
Elegimos la segunda solucio´n en x ∈ (0, 1) del conjunto de (1.7)–(1.12), an˜adiendo
un factor extra 1/Γ(c+ n):
y3,n(x) =
(−1)n
Γ(a+ b+ 1− c+ n) 2F1
(
a+ n, b+ n
a+ b+ n+ 1− c
; 1− x
)
. (3.105)
Anteriormente hemos visto que yn,1(x) es mı´nima cuando x < 1/2 y que yn,3(x)
es mı´nima cuando x > 1/2. En el punto x = 1/2, donde el teorema de Perron no
es concluyente acerca de la existencia de soluciones mı´nimas, es sencillo estudiar
expl´ıcitamente el cara´cter de las soluciones. Dado:
yn(d, x) ≡ 1
Γ(d+ n)
2F1
(
a+ n, b+ n
d+ n
;x
)
=
∞∑
k=0
(a+ n)k(b+ n)k
k!Γ(d+ n+ k)
xk (3.106)
y teniendo en cuenta que:
l´ım
p→+∞
Γ(p)
Γ(p+ ǫ)
= 0 if ǫ > 0, (3.107)
se obtiene que si d1 > d2 entonces:
l´ım
n→+∞
yn(d1, x)
yn(d2, x)
= 0 (3.108)
para x ∈ (0, 1). En nuestro caso |y1(1/2)| = yn(c, 1/2) y |y3(1/2)| = yn(a+ b + 1−
c, 1/2), de manera que si x = 1/2 definimos:
λ = a+ b+ 1− 2c (3.109)
y tenemos:
1. Si λ > 0 entonces y1,n(1/2) es dominante y y3,n(1/2) es mı´nima.
2. Si λ < 0 entonces y3,n(1/2) es dominante y y1,n(1/2) es mı´nima.
3. Si λ = 0 entonces no hay soluciones mı´nimas porque an = 0.
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Figura 3.4: Izquierda: Gra´fica de |rN/r0| correspondiente a a = 20, b = 15,5, c = 0,6,
x = 0,4. Centro: aproximantes de la fraccio´n continua (3.102). Derecha: diferencia relativa
entre aproximantes sucesivos de (3.102)
En cualquier caso el par {y1,n(x), y3,n(x)} es nume´ricamente satisfactorio en el
intervalo (0, 1).
Se cumple adema´s que an < 0 si x ∈ (0, 1), cuando a+ n > 0 y b+ n > 0, y bn
cambia de signo en:
n0 =
c− 1− (a+ b− 1)x
2x− 1 = −
1
2
(
(a+ b− 1) + λ
2x− 1
)
. (3.110)
Cuando λ es positivo el valor n0 es tanto mayor cuanto ma´s cerca esta´ x de
1/2 por la izquierda. Por el contrario, si λ < 0 y x → 1/2+ entonces n0 → +∞.
Esto explica la presencia de una solucio´n transitoriamente mı´nima cuando λ > 0 y
x < 1/2, pero pro´ximo a 1/2: la funcio´n y3,n(x) es transitoriamente mı´nima puesto
que es recesiva en la direccio´n de n creciente respecto a y1,n(x) siempre que n < n0.
Cuanto ma´s cerca esta´ x de 1/2 mayor es el valor de n0, de manera que cuando
x = 1/2 entonces n0 = ∞ y y3,n(1/2) pasa a ser mı´nima para todos los valores
positivos de n. Este feno´meno puede verse en la figura 3.4.
3.8.2. El l´ımite confluente de la recurrencia (+ + +)
Como hemos visto, la pseudoconvergencia en el caso de la recurrencia (+ + +)
de las funciones de Gauss es una consecuencia del cambio de comportamiento de las
soluciones y1,n y y3,n al pasar el punto x = 1/2.
Vamos a considerar el l´ımite confluente explicado anteriormente:
M(a, c, x) ≡ 1F1
(
a
c
;x
)
= l´ım
b→∞
2F1
(
a, b
c
;
x
b
)
(3.111)
Esto nos permite relacionar la solucio´n mı´nima fn(x) de la recurrencia confluente
(++), ve´ase fo´rmula (3.83), con la solucio´n mı´nima y1,n(x) de la recurrencia de
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Gauss (+ + +), salvo por el factor 1/Γ(c + n).
fn(x) = Γ(c+ n) l´ım
b→+∞
y1,n(x/b). (3.112)
Ana´logamente, tomamos la segunda solucio´n y3,n(x), an˜adiendo un factor de
normalizacio´n Γ(1 + b − c) que antes omit´ıamos puesto que no depende de n pero
ahora nos hace falta para tomar el l´ımite confluente:
y3,n(x) =
(−1)nx−(a+n)Γ(1 + b− c)
Γ(a+ b+ 1− c+ n) 2F1
(
a+ n, a+ 1− c
a+ b+ n+ 1− c
; 1− 1
x
)
, (3.113)
Considerando la identidad formal:
l´ım
c→∞
2F1
(
a, b
c
; cx
)
= 2F0(a, b; ;x), (3.114)
que es cierta te´rmino a te´rmino aunque conduce a una serie divergente en todo
punto, tenemos:
Γ(c+ n) l´ım
b→∞
y3,n(x/b) = (−1)nΓ(c+ n)x−a−n 2F0
(
a+ n, a+ 1− c; ;− 1x
)
∼ (−1)nΓ(c+ n)U(a+ n, c+ n, x) = gn(x), x→ +∞,
(3.115)
donde gn es una segunda solucio´n (dominante) de la recurrencia confluente (++).
Este hecho explica el comportamiento de las soluciones de la recurrencia (++) en
te´rminos de la recurrencia de Gauss (+ + +). Cuando tomamos el l´ımite confluente
b → +∞ in (3.112) y en (3.115), el comportamiento transitorio de las funciones de
Gauss cerca del punto x = 1/2 se convierte en comportamiento transitorio cuando
x es grande. La solucio´n mı´nima (transitoria) es el l´ımite confluente de la solucio´n
mı´nima (transitoria) en el caso Gauss. A partir de (3.110) se ve que este cambio de
comportamiento tiene lugar en:
l´ım
b→+∞
n0(x/b) = l´ım
b→+∞
c− 1− (a+ b− 1)x/b
2x/b− 1 = x+ 1− c.
Todo ello concuerda con lo que se observaba en la recurrencia (++).
3.9. Ana´lisis del error en precisio´n finita
Los problemas de convergencia y pseudoconvergencia de las fracciones continuas
esta´n ligados de manera natural al problema de condicionamiento y de estabilidad
nume´rica de las recurrencias a tres te´rminos. Este tema aparece tratado en profun-
didad en [89].
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La recurrencia progresiva (en direccio´n creciente de n) esta´ bien condicionada
para soluciones dominantes. Como hemos sen˜alado anteriormente, cualquier solucio´n
con valores iniciales nume´ricos y0, y1 verifica que:
l´ım
N→+∞
yN/yN−1
gN/gN−1
= 1, (3.116)
donde gN es una solucio´n dominante. En otras palabras, todas las soluciones se
comportan (nume´ricamente) como soluciones dominantes si N es suficientemente
grande, de ah´ı que no se deba utilizar la recurrencia progresiva para calcular solu-
ciones mı´nimas.
Sin embargo, como consecuencia de lo expuesto en este capulo es claro que la
informacio´n asinto´tica acerca del comportamiento de las soluciones no es suficiente
para asegurar que el ca´lculo de una solucio´n mediante la recurrencia a tres te´rmi-
nos en una direccio´n dada se realiza correctamente. Si el comportamiento de las
soluciones se invierte de forma transitoria es posible que se produzca una pe´rdida
de precisio´n en la evaluacio´n de soluciones dominantes (mı´nimas) al aumentar (dis-
minuir) n.
En primer lugar veremos la posible pe´rdida de precisio´n en el ca´lculo de cocientes
de soluciones de o´rdenes consecutivos, es decir, yk/yk−1.
3.9.1. Errores en la evaluacio´n nume´rica de las fracciones continuas
Primeramente consideramos la evaluacio´n backward de fn/fn−1, donde la fun-
cio´n fn es mı´nima. Hemos visto que le recurrencia en sentido de n decreciente, con
valores iniciales fn, n = N,N + 1, N > n0 es equivalente al ca´lculo del m-e´simo
aproximante de la fraccio´n continua (m = N − n). La recurrencia en sentido de-
scendente esta´ bien condicionada cuando n > n0, y por tanto podemos suponer que
la solucio´n nume´rica yn, n = n0, n0 + 1 se calcula correctamente. Cuando se utiliza
precisio´n finita escribimos esta solucio´n como sigue:
yn = ǫ1rn0gn + (1 + ǫ2)fn, n = n0, n0 + 1, (3.117)
donde ǫ1 y ǫ2 son de orden ǫ ma´quina y gn es dominante pero transitoriamente
mı´nima cuando n ≤ n0. Como Rn = |rn| = |fn/gn| decrece cuando n < n0 crece,
al calcular con la recurrencia en sentido descendente cuando n < n0 aumenta la
componente no deseada gn. El error relativo de yn/yn−1 respecto al cociente de
soluciones mı´nimas se puede acotar de la manera siguiente:
|ǫn| ≡
∣∣∣∣1− ynyn−1 fn−1fn
∣∣∣∣ > Fn |1− rn−1/rn||1 + ǫ2|+ Fn = Fn Cn1 + Fn , (3.118)
donde
Fn := |ǫ1| Rn0
Rn−1
(3.119)
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y Cn = |1− rn−1/rn| = 1 +Rn−1/Rn ≈ 1 cuando fn y gn tienen patrones de signos
opuestos.
La precisio´n alcanzable viene determinada esencialmente por el factor Fn, que
es igual al cociente Rn0/Rn−1 multiplicado por el ǫ ma´quina. Cuanto menor sea
el valor de n mayor sera´ la pe´rdida de precisio´n, puesto que Rn decrece cuando n
disminuye. Por otro lado, a partir de (3.71) se puede ver que la mayor precisio´n
alcanzable en la zona pseudoconvergente se puede aproximar mediante el cociente
Rn−1/Rn0 , de modo que la pe´rdida de precisio´n en el ca´lculo de cocientes de solu-
ciones mı´nimas es inversamente proporcional (aproximadamente) a la precisio´n en
la zona pseudoconvergente. De esta manera, cuando la fraccio´n continua pseudo-
converge hasta la precisio´n de la ma´quina es de esperar una pe´rdida total de cifras
significativas en el ca´lculo de los cocientes de soluciones mı´nimas, una vez superada
la zona de pseudoconvergencia.
3.9.2. Errores en el ca´lculo nume´rico de yn
Consideremos la evaluacio´n de una solucio´n pseudomı´nima mediante la recur-
rencia en sentido forward, comenzando en un valor n < n0, con valores iniciales
nume´ricos yn ≃ gn, n = m,m− 1, m < n0. Escribimos esta solucio´n como:
yn = ǫ1fn + (1 + ǫ2)rmgn, (3.120)
donde ǫ1, ǫ2 son del orden del ǫ de la ma´quina. El factor ǫ1fn es una perturbacio´n de
orden e´psilon ma´quina respecto al segundo factor, y contiene una solucio´n mı´nima fn
que domina temporalmente. En efecto, si Rn = |fn/gn| crece inicialmente entonces
se producira´ pe´rdida de precisio´n en la evaluacio´n forward de la funcio´n yn. En
precisio´n finita se perdera´ toda la precisio´n cuando:
Rm
Rn
< |ǫ1| ≃ ǫ, (3.121)
donde ǫ es el ǫ ma´quina. Esto es as´ı puesto que el segundo te´rmino de (3.120), que
es el te´rmino correspondiente a la solucio´n que queremos calcular, pasa a ser despre-
ciable (a efectos de ca´lculo en ma’quina) respecto al primero. En la figura siguiente
se muestra la evaluacio´n de una solucio´n dominante (transitoriamente mı´nima) y de
la solucio´n mı´nima en la recurrencia (++) de las funciones hipergeome´tricas con-
fluentes. El ca´lculo se he realizado en doble precisio´n en Fortran y comparando con
el ca´lculo directo que proporciona Maple.
Como se ve en la figura 3.5, cuando no se pierde toda la precisio´n en el pun-
to n = n0 se recuperan cifras significativas cuando n es suficientemente grande
(izquierda, en l´ınea continua). Ma´s au´n, incluso cuando los resultados para la solu-
cio´n dominante son completamente erro´neos en torno a n0 es posible recuperar algo
de precisio´n, aunque sea parcialmente (izquierda, en l´ınea de puntos). Ana´logamente,
el ca´lculo de la solucio´n mı´nima mediante iteracio´n hacia delante es correcto tem-
poralmente (derecha).
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Figura 3.5: Izquierda: error relativo en el ca´lculo de gn = (−1)nΓ(c+ n)U(a+ n, c+ n, x),
solucio´n transitoriamente mı´nima, cuando a = 0,3, b = 0,8. x = 31 (l´ınea continua) y
cuando x = 51 (l´ınea punteada). El error relativo es ǫr = |1− gFn /gMn |, donde gFn son valores
calculados en Fortran (precisio´n doble, ǫ ≈ 2,2 10−16) y gMn son valores calculados en Maple
con 30 d´ıgitos. Derecha: lo mismo para la solucio´n mı´nima fn =M(a+ n, c+ n, x), cuando
a = 0,3, b = 0,8, x = 31.
Este feno´meno de pe´rdida y recuperacio´n de precisio´n se puede entender escri-
biendo la solucio´n nume´rica yn0, yn0+1 como combinacio´n del par independiente
{fn, gn}:
(
yn0
yn0+1
)
=
1
Cn0 [f, g]
[
Cn0[y, g]
(
fn0
fn0+1
)
+ Cn0 [f, y]
(
gn0
gn0+1
)]
, (3.122)
donde los determinantes de Casorati esta´n definidos como:
Cn0[v,w] ≡
∣∣∣∣ vn0 wn0vn0+1 wn0+1
∣∣∣∣ . (3.123)
Esta expresio´n se puede deducir siguiendo un razonamiento similar al que con-
duc´ıa a la fo´rmula (3.68). Si el cociente |rn| = |fn/gn| crece inicialmente debido a
que fn es transitoriamente mı´nima cuando n < n0, entonces resulta que (yn0 , yn0+1)
es casi linealmente dependiente de (fn0, fn0+1), y se produce una pe´rdida de cifras
significativas en el te´rmino Cn0[f, y], que se mantiene cuando n > n0.Por otro lado,
no hay pe´rdida de precisio´n en Cn0[y, g], puesto que, como se ha comentado anteri-
ormente, fn y gn tienen patrones de signos opuestos (e igualmente yn and gn cuando
n = n0, n0 + 1).
La pe´rdida de precisio´n se puede estimar a partir del cociente de las primeras
componentes de (3.122). La precisio´n relativa en el segundo te´rmino, que es el dom-
inante cuando n >> n0, se reduce en n = n0 por un factor:
L =
∣∣∣∣ ǫ1fn0(1 + ǫ2)rmgn0
∣∣∣∣ ≃ |ǫ1|Rn0Rm (3.124)
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Consecuentemente, la mayor precisio´n alcanzable cuando n >> n0 se puede
estimar por medio de:
ma´x {ǫ, ǫL} ≈ ǫma´x {1, ǫRn0/Rm} , (3.125)
suponiendo que los errores en n = n0 constituyen la u´nica fuente de problemas
nume´ricos. Por lo tanto, mientras se cumpla que:
Rm/Rn0 > ǫ
2 (3.126)
es posible recuperar cifras significativas cuando n > n0.
Esta situacio´n de pe´rdida y recuperacio´n de la precisio´n que se observa en la
figura 3.5 se da en otras circunstancias, por ejemplo cuando se utiliza una recur-
rencia (sin soluciones pseudomı´nimas) para calcular una solucio´n mı´nima haciendo
primero iteracio´n hacia delante (lo que provoca pe´rdida de d´ıgitos significativos) y
luego hacia atra´s.
Es claro que el control de este tipo de comportamientos es crucial para una
utilizacio´n nume´rica correcta de las relaciones de recurrencia y de las fracciones
continuas asociadas. Posteriormente este problema aparecera´ relacionado con cier-
tas fracciones continuas que son necesarias para calcular los cocientes de funciones
hipergeome´tricas, los cuales se usan a su vez para el ca´lculo de ceros de dichas
funciones.
3.10. Conclusiones y problemas relacionados
En este cap´ıtulo se han analizado propiedades nume´ricas de las relaciones de re-
currencia a tres te´rminos que satisfacen las funciones hipergeome´tricas cla´sicas. Des-
de un punto de vista anal´ıtico y computacional es importante detectar la existencia
de soluciones mı´nimas de dichas recurrencias, as´ı como identificarlas en su caso. Por
otra parte, esta informacio´n no es suficiente para garantizar una utilizacio´n satisfac-
toria de estas relaciones, puesto que se pueden presentar soluciones pseudomı´nimas,
es decir, soluciones que son dominantes pero que se comportan temporalmente como
soluciones mı´nimas. Ello afecta de manera decisiva al comportamiento nume´rico de
las relaciones de recurrencia y de las fracciones continuas asociadas.
Una primera cuestio´n que queda abierta es el ana´lisis asinto´tico de algunas de
las recurrencias de las funciones hipergeome´tricas confluentes. En los casos (++) y
(0+), as´ı como en sus ana´logos en la direccio´n de n decreciente y en la recurrencia
(+ 0) la identificacio´n de las soluciones mı´nimas es clara, [83, 84]. Sin embargo, los
casos (− 0), (+−) y (−+) no parecen estar cubiertos en la literatura sobre asinto´tica
de funciones hiperegome´tricas confluentes, y las soluciones mı´nimas de estas recur-
rencias solamente se pueden identificar de forma nume´rica.
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Por otro lado, el material de este cap´ıtulo referente a las soluciones pseudomı´ni-
mas esta´ recogido en [13], y supone una generalizacio´n a otras familias de funciones
hipergeome´tricas de los resultados expuestos en [31], donde solamente se trata la
fraccio´n continua asociada a la recurrencia (++) de las funciones hipergeome´tricas
confluentes. Cabe preguntarse si este feno´meno puede darse cuando los signos de
los coeficientes son diferentes de los que hemos estudiado aqu´ı, o en otro tipo de
recurrencias.
Cap´ıtulo 4
Ca´lculo de ceros reales de
funciones hipergeome´tricas
4.1. Preliminares y antecedentes
El problema de ca´lculo de ceros de funciones hipergome´tricas cla´sicas reviste
gran importancia en diversos problemas tanto en Matema´ticas como en otras disci-
plinas. A modo de ejemplo, los ceros de los polinomios ortogonales cla´sicos (Jacobi,
Laguerre y Hermite) son los nodos de las correspondientes cuadraturas gaussianas,
que se utilizan en problemas de integracio´n nume´rica y ecuaciones diferenciales.
Existen varios me´todos propuestos en la literatura para el ca´lculo de ceros de fun-
ciones hipergeome´tricas, especialmente para las funciones de Bessel y los polinomios
ortogonales cla´sicos. Ve´ase [75] y las referencias all´ı citadas. Algunos me´todos pro-
puestos son:
Me´todos matriciales. En el caso de los polinomios ortogonales cla´sicos, las
conocidas relaciones de recurrencia a tres te´rminos y las propiedades de or-
togonalidad se prestan a una formulacio´n matricial del problema de ca´lculo de
ceros, que resulta en un algoritmo debido a Golub y Welsch [42]. De manera
esquema´tica, el problema de ca´lculo de ceros de los polinomios ortogonales se
traduce en el problema del ca´lculo de los autovalores de una matriz tridiagonal
(que se puede hacer sime´trica con normalizaciones adecuadas), cuyas entradas
vienen dadas en te´rminos de los coeficientes de la recurrencia a tres te´rmi-
nos. Esta formulacio´n tambie´n se puede adaptar al ca´lculo de funciones que
son soluciones mı´nimas de recurrencias a tres te´rminos, como las funciones de
Bessel Jν(x) o Coulomb Fn(γ, x), ve´anse [6, 43, 62].
En [69] se propone utilizar el concepto de grado topolo´gico para determinar el
nu´mero de ceros de una funcio´n f(x) definida en un intervalo [a, b] y derivable
dos veces con continuidad. A partir de esta informacio´n se a´ıslan los ceros de la
funcio´n en subintervalos y se procede a construir algoritmos de tipo biseccio´n
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para aproximar cada uno de los ceros.
En [8] se propone la construccio´n de un desarrollo tipo Chebyshev para aprox-
imar la funcio´n f(x) por un polinomio y aplicar despue´s un algoritmo esta´ndar
de localizacio´n de ceros. Dados N +1 puntos en el intervalo de estudio [a, b] se
construye la aproximacio´n en te´rminos de los polinomios de Chebyshev, que
despue´s se convierte en un polinomio de grado N sobre el intervalo [−1, 1].
Por u´ltimo se puede aplicar un algoritmo esta´ndar para localizar las ra´ıces del
polinomio en cuestio´n.
En la referencia [78] los autores proponen un me´todo nume´rico para calcu-
lar ceros de funciones que son solucio´n de ecuaciones diferenciales lineales de
segundo orden, con ejemplos de funciones de Bessel y Coulomb.
Algunos autores emplean te´cnicas de ana´lisis asinto´tico para estimar los ceros,
ve´ase por ejemplo [81]. Cuando se pueden obtener aproximaciones asinto´ticas
a los ceros, lo cual no siempre es sencillo, este enfoque puede utilizarse en
combinacio´n con los me´todos de localizacio´n de ra´ıces.
En este cap´ıtulo analizaremos los me´todos del punto fijo expuestos en [40, 41,
75, 76]. Estos me´todos presentan buenas propiedades de convergencia global a los
ceros, y adema´s son aplicables a diferentes familias de funciones hipergome´tricas,
ya que parten de las ecuaciones diferenciales y los sistemas de ecuaciones difero-
diferenciales, que hemos comentado con anterioridad y que son comunes a todas
ellas.
Primeramente daremos la construccio´n teo´rica de los me´todos de manera es-
quema´tica, y despue´s describiremos co´mo estos me´todos se utilizan para construir el
paquete de rutinas de ca´lculo zerosSF en el programa simbo´lico-nume´rico Maple.
En esta segunda parte incuiremos aspectos computacionales del me´todo y compro-
baciones que se han realizado en Maple para elaborar los programas. Este conjunto
de rutinas se expone en la referencia [15], y en el ape´ndice puede encontrarse una
breve descripcio´n de su funcionamiento.
4.2. Me´todos de punto fijo
Supongamos que tenemos dos ecuaciones diferenciales de segundo orden en forma
normal en un intervalo I:
y′′(x) + A˜y(x)y(x) = 0, w
′′(x) + A˜w(x)w(x) = 0. (4.1)
Sean {y(1)(x), y(2)(x)} y {w(1)(x), w(2)(x)} dos conjuntos de soluciones indepen-
dientes de dichas ecuaciones. Entonces, como se muestra en [60, 61], tanto el par
{y(1)(x), w(1)(x} como {y(2)(x), w(2)(x)} satisfacen un u´nico sistema de ecuaciones
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difero-diferenciales de la forma (1.85):
y′(x) = a(x)y(x) + d(x)w(x)
w′(x) = b(x)w(x) + e(x)y(x)
(4.2)
En forma matricial:(
y′(x)
w′(x)
)
=
(
a(x) d(x)
e(x) b(x)
)(
y(x)
w(x)
)
. (4.3)
Una propiedad importante de los coeficientes de este sistema es que d(x)e(x) < 0
para todo x ∈ I cuando las soluciones oscilan, como hemos visto en el cap´ıtulo 1.
Sin pe´rdida de generalidad supondremos de ahora en adelante que d(x) > 0 en I.
Anteriormente hemos visto que mediante el cambio de variable (1.87)
z(x) =
∫ x√
−d(t)e(t)dt (4.4)
y normalizaciones adecuadas se puede transformar el sistema anterior en otro en la
nueva variable z: ( ˙˜y(z)
˙˜w(z)
)
=
( −η(z) 1
1 η(z)
)(
y˜(z)
w˜(z)
)
, (4.5)
donde los puntos indican derivacio´n respecto a la variable z y adema´s:
η(z) :=
b(z)− a(z)
2
x˙(z) +
1
4
d
dz
log
∣∣∣d(z)
e(z)
∣∣∣,
y˜(z(x)) =
√
z′
|d| exp
(
−1
2
∫ x
(a+ b)
)
y(x),
w˜(z(x)) =
√
z′
|e| exp
(
−1
2
∫ x
(a+ b)
)
w(x).
(4.6)
Es claro que los ceros de las funciones y˜(z) y w˜(z) son los mismos que los de las
funciones y(z) y w(z) respectivamente, puesto que z′(x) > 0. A partir del sistema
(4.5) construimos el siguiente cociente de soluciones (1.90):
H(z) :=
y˜(z)
w˜(z)
. (4.7)
Esta funcio´n tiene ceros y polos entrelazados, como consecuencia directa de las
propiedades de entrelazado de ceros de y˜(z) y w˜(z) que hemos visto anteriormente.
Adema´s, los ceros de H(z) coinciden con los ceros de y˜(z), y H(z) esta´ relacionada
con η(z) por medio de una ecuacio´n de Riccati:
H˙(z) = K(1 +H2(z)− 2η(z)H(z)). (4.8)
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Con todos estos ingredientes, el esquema iterativo que hemos visto en el primer
cap´ıtulo (1.91):
T (z) = z − arctan (H(z)) (4.9)
converge globalmente a los ceros de H(z) (y por tanto de y˜(z), y de y(x) por medio
del cambio de variable), en intervalos donde la funcio´n η(z) no cambia de signo.
En el caso de que haya cambios de signo de la funcio´n η(z) es posible adaptar el
esquema para mantener las propiedades, ve´ase [76].
Estos me´todos de punto fijo se pueden utilizar para calcular los ceros reales de
varias familias diferentes de funciones especiales cla´sicas, entre otras:
Funciones de Bessel:
Cν(x) = cos(α)Jν(x) + sin(α)Yν(x), (4.10)
donde ν ∈ R, x > 0.
Funciones de Coulomb:
Fn(γ, x), Gn(γ, x), (4.11)
donde n = 0, 1, 2, . . ., γ ∈ R, x > 0.
Funciones co´nicas:
P−1/2+iτ (x), Q−1/2+iτ (x), (4.12)
donde τ ∈ R y Pν(x) y Qν(x) son funciones de Legendre.
Funciones hipergeome´tricas confluentes:
M(a; c;x), U(a; c;x), (4.13)
donde a, c ∈ R, c 6= 0,−1,−2, . . . y x > 0. Como casos particulares se incluyen
los polinomios de Laguerre y Hermite.
Funciones hipergeome´tricas de Gauss:
2F1(a, b; c;x), (4.14)
donde a, b, c ∈ R, c 6= 0,−1,−2, . . . y x ∈ (0, 1). Como casos particulares se in-
cluyen los polinomios de Jacobi (y dentro de estos los de Legendre, Chebyshev
y Gegenbauer).
Estas familias, salvo las funciones irregulares de Coulomb y las funciones co´nicas,
esta´n implementadas en el paquete de rutinas Maple zerosSF.
4.3. Aspectos computacionales
Como hemos visto, los me´todos de punto fijo se construyen sobre cocientes de
funciones hipergeome´tricas. Un aspecto clave del me´todo es el estudio del problema
de la evaluacio´n de estos cocientes.
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4.3.1. Ca´lculo de cocientes y fracciones continuas
En primer lugar es necesario determinar que´ cocientes H(z) deben calcularse,
puesto que en el caso de las funciones hipergome´tricas confluentes y de Gauss existen
varias posibilidades a la hora de elegir funciones contiguas de una dada. Cada una
de estas elecciones da lugar a un sistema de primer orden, a un cambio de variable
z = z(x) y a una iteracio´n de punto fijo diferente. En la referencia [34] se estudian
los cocientes ma´s eficientes desde el punto de vista nume´rico para los diferentes
rangos de para´metros. Este ana´lisis incluye los distintos sistemas de DDEs (4.3) que
se pueden construir, para diferentes pares de funciones contiguas, con las siguientes
condiciones:
Los coeficientes de dicho sistema deben ser funciones continuas en x, salvo en
los puntos singulares de la ecuacio´n diferencial correspondiente.
El cambio de variable (4.4) debe presentar buenas propiedades nume´ricas en
te´rminos de la iteracio´n de punto fijo que se construye posteriormente (en
concreto se busca que la estimacio´n inicial de un cero una vez calculado el
anterior sea lo ma´s exacta posible a fin de ahorrar iteraciones).
Por ejemplo, en el caso de las funciones hipergeome´tricas yn(x) = 0F1(−; c+n;x)
se consideran dos sistemas diferentes: el que relaciona yn(x) e yn−1(x) y el que rela-
ciona yn(x) e yn−2(x). Si la diferencia entre los para´metros es superior a 2 la condi-
cio´n de continuidad de los coeficientes del sistema no se cumple. Como consecuencia,
para las funciones de Bessel Jν(x), que esta´n relacionadas con esta familia de hiper-
geome´tricas (1.54), hay dos cocientes posibles, con diferentes propiedades segu´n los
valores de ν y x.
Una vez determinados los cocientes que se necesitan segu´n los para´metros de la
funcio´n, hay que elegir un me´todo de evaluacio´n. Como ya hemos visto en el cap´ıtulo
anterior, los cocientes de funciones que son soluciones mı´nimas de relaciones de
recurrencias a tres te´rminos se pueden aproximar por medio de fracciones continuas,
obtenidas a partir de dichas recurrencias. Si fn es solucio´n mı´nima de:
yn+1 + bnyn + anyn−1 = 0, (4.15)
(una vez ma´s omitimos la dependencia de x por brevedad) entonces:
Hn :=
fn
fn−1
=
−an
bn+
−an+1
bn+1+
−an+2
bn+2+
. . . (4.16)
De esta manera, es necesario determinar primeramente si las funciones cuyos
ceros queremos calcular son mı´nimas en las direcciones de recurrencia que indican
los cocientes dados por [34]. Si la funcio´n que nos interesa es mı´nima entonces es
posible que haya diferentes fracciones continuas disponibles (ve´anse por ejemplo
las referencias [7, 48, 56]), y habra´ que considerar los aspectos nume´ricos, como
propiedades de convergencia, posibles feno´menos de pseudoconvergencia y me´todos
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de evaluacio´n.
Supongamos que queremos evaluar el cociente (4.16) para un valor fijo del
para´metro n. Existen varios me´todos de evaluacio´n nume´rica de fracciones continuas
propuestos en la literatura, que se agrupan ba´sicamente en dos grupos, evaluacio´n
backward y evaluacio´n forward.
El me´todo backward consiste en elegir un valor suficientemente grande, N > n,
y fijar un valor de HN . Este valor se puede obtener de estimaciones de la cola de la
fraccio´n continua, o mediante estimaciones a priori del error cometido al truncar la
fraccio´n continua. Estas estimaciones esta´n estudiadas para determinados tipos de
fracciones continuas, y se pueden consultar en [48, 56]. A continuacio´n se utiliza la
recurrencia:
Hk =
−ak
bk +Hk+1
, k = N − 1, N − 2, . . . , n (4.17)
Con este sencillo esquema podemos calcular Hn con un mı´nimo coste computa-
cional, dados los coeficientes ak y bk. Ve´ase [49] para un ana´lisis nume´rico de este
procedimiento.
Un problema evidente del me´todo backward es la estimacio´n satisfactoria del
valor de N en el caso general, de tal forma que el Hn calculado aproxime el valor
real con una cierta precisio´n dada. Los me´todos forward eliminan este inconveniente.
Un procedimiento inmediato es el siguiente: el k-e´simo aproximante de la fraccio´n
continua se puede escribir como
Hk =
Ak
Bk
:=
−an
bn
−an+1
bn+1
−an+2
bn+2
. . .
−an+k−1
bn+k−1
, (4.18)
donde los coeficientes Ak y Bk son respectivamente el k-e´simo numerador y el k-
e´simo denominador. Con el fin de no sobrecargar la notacio´n escribiremos Ak ≡ An,k
y Bk ≡ Bn,k (y ana´logamente con las dema´s variables que dependen de n). En estas
condiciones: (
Ak
Bk
)
= bk
(
Ak−1
Bk−1
)
+ ak
(
Ak−2
Bk−2
)
, (4.19)
Con esta relacio´n de recurrencia y los valores iniciales:(
A−1
B−1
)
=
(
1
0
)
,
(
A0
B0
)
=
(
0
1
)
, (4.20)
podemos calcular Ak y Bk de manera sencilla. Sin embargo, este me´todo presen-
ta varios inconvenientes, como la posible inestabilidad nume´rica y los overflow que
pueden aparecer si en cociente Ak/Bk no es muy grande pero los factores Ak y Bk
por separado s´ı lo son.
Teniendo en cuenta que lo que se necesita habitualmente son los cocientes Ak/Bk
y no los factores por separado, es razonable pensar en algoritmos que calculen estos
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cocientes sin pasar por los numeradores y denominadores de forma independiente.
En este sentido, dos algoritmos ampliamente utilizados son el de Steed [39, 70] y el
de Lentz-Thompson modificado [39, 70, 85]. En este trabajo utilizaremos este u´ltimo
algoritmo, que muestra flexibilidad para los distintos tipos de fracciones continuas
y buenos resultados nume´ricos. Citamos aqu´ı brevemente el algoritmo de manera
esquema´tica por completitud.
El algoritmo de Lentz-Thompson modificado utiliza los cocientes Ek = Ak/Ak−1
y Dk = Bk−1/Bk, y calcula los aproximantes de la fraccio´n continua como Hk =
Hk−1EkDk. Los factores Ek y Dk satisfacen relaciones de recurrencia a dos te´rminos:
Ek = bk +
ak
Ek−1
, Dk =
1
akDk−1 + bk
. (4.21)
Las dificultades que pueden surgir cuando Ek o Dk son cero o pro´ximos a cero
se resuelven tomando Ek = ǫ o bien Dk = ǫ, donde ǫ es un para´metro pequen˜o tal
que 1/ǫ no produce overflow.
Datos de entrada: ak, bk, ǫ.
H0 = b0.
Si b0 = 0 entonces H0 = ǫ.
E0 = H0, D0 = 0.
Para k = 1, 2, . . .
• Dk = akDk−1 + bk
• Si Dk = 0 entonces Dk = ǫ.
• Ek = akEk−1 + bk
• Si Ek = 0 entonces Ek = ǫ.
• Dk = 1/Dk.
• ∆k = DkEk.
• Hk = ∆kHk−1.
Cuando se cumple una condicio´n del tipo |1 −∆k| < ǫm, donde ǫm es de orden
e´psilon ma´quina, el algoritmo se detiene.
4.3.2. Tests nume´ricos
El programa Maple dispone de rutinas internas para la evaluacio´n de funciones
hipergeome´tricas, como por ejemplo KummerM(a,c,x), KummerU(a,c,x). A la hora
de programar el algoritmo de ca´lculo de ceros en Maple, una consideracio´n impor-
tante es decidir si la evaluacio´n de los cocientes necesarios en el algoritmo se realiza
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mediante fracciones continuas o bien utilizando las rutinas internas de Maple. Nor-
malmente esta decisio´n depende de los rangos de para´metros en los que nos movamos,
puesto que la eficiencia de Maple puede variar mucho de unas zonas a otras.
En las secciones siguientes analizamos este aspecto computacional para las dife-
rentes familias de funciones, realizando las siguientes pruebas:
Comprobacio´n de la precisio´n en el ca´lculo con las fracciones continuas dis-
ponibles. Este test se realiza comparando con la correspondiente rutina Maple
con barridos aleatorios.
Una vez determinadas las zonas donde son va´lidas las diferentes fracciones
continuas se hace una comparacio´n de tiempo de CPU respecto a la corres-
pondiente rutina Maple en dichas regiones.
Cuando se pueden delimitar zonas donde la fraccio´n continua o Maple son
claramente superiores se intenta llevar a cabo un ajuste por medio de una
funcio´n que dependa de los para´metros, de manera que el algoritmo pueda
elegir de manera sencilla el me´todo de evaluacio´n.
4.4. Funciones de Bessel
El algoritmo implementado en zerosSF puede calcular los ceros reales de las
funciones de Bessel:
Cν(x) = cos(α)Jν(x) + sin(α)Yν(x), (4.22)
donde ν ∈ R y x > 0. Estas funciones tienen infinitos ceros reales positivos, como se
puede ver en [88].
4.4.1. Cocientes y fracciones continuas
Cuando cos(α) = ±1 tenemos solamente la funcio´n de Bessel de primera especie
Jν(x). Como se explica en [34], los cocientes ma´s eficientes desde el punto de vista
nume´rico son los siguientes cocientes:
R1(x) :=
Jν+1(x)
Jν(x)
, R2(x) :=
Jν+2(x)
Jν(x)
(4.23)
El primero debe usarse cuando ν < 100 y cuando ν > 100 y x >
√
2ν, y el
segundo cuando ν > 100 y x <
√
2ν.
La funcio´n Jν(x) es solucio´n mı´nima de la recurrencia en la direccio´n de ν cre-
ciente [31, 82]:
Jν+1(x) + Jν−1(x) =
2ν
x
Jν(x) (4.24)
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y por lo tanto podemos utilizar la fraccio´n continua asociada, que converge al co-
ciente de funciones Jν(x):
H(1)(x) :=
Jν+1(x)
Jν(x)
=
x
2(ν + 1)+
−x2
2(ν + 2)+
−x2
2(ν + 3)+
. . . (4.25)
Para el segundo cociente de (4.23) podemos usar la siguiente fraccio´n continua:
H(2)(x) :=
Jν+2(x)
Jν(x)
=
a1
b1+
a2
b2+
a3
b3+
. . . , (4.26)
donde
a1 = ν + 3, am = −(ν + 2m+ 1)(ν + 2m− 3), m ≥ 2, (4.27)
bm = −2(ν + 2m) + 4(ν + 2m− 1)(ν + 2m)(ν + 2m+ 1)
x2
, m ≥ 1. (4.28)
Esta expresio´n se puede obtener operando con la identidad (4.24), ve´anse tambie´n
[6, 43].
4.4.2. Aspectos nume´ricos
De acuerdo con el esquema que hemos presentado antes, llevamos a cabo un
primer test de precisio´n de las fracciones continuas (4.25) y (4.26) respecto a la
rutina interna de Maple BesselJ(nu,x), en las regiones que hemos delimitado an-
teriormente. El ca´lculo se ha realizado con 40 d´ıgitos, y se ha fijado el umbral de
precisio´n en 5 d´ıgitos menos. Se han llevado a cabo barridos aleatorios de 5.000
puntos en cada una de las regiones, y los puntos en los gra´ficos siguientes indican
valores para los cuales el error relativo entre el resultado de la fraccio´n continua y
el de la subrutina de Maple es menor que dicho umbral de tolerancia.
Estos gra´ficos indican que ambas fracciones continuas (4.25) y (4.26) son satisfac-
torias en las regiones correspondientes. Una vez que se ha comprobado la precisio´n
se estudia cada una de las fracciones continuas por separado en su dominio para
analizar si el ca´lculo del cociente es ma´s eficiente con la fraccio´n continua que me-
diante dos llamadas a la rutina BesselJ(nu,x). Al igual que antes se han utilizado
barridos aleatorios de 5.000 puntos en el plano (ν, x). Los puntos negros indican
valores para los cuales la fraccio´n continua es ma´s ra´pida, mientras que los puntos
grises sen˜alan que Maple tarda menos en calcular.
En el primer gra´fico de la figura 4.2 se ha dibujado la para´bola:
x =
11
480
ν2 − 13
24
ν + 50. (4.29)
Esta funcio´n se utilizara´ como estimacio´n de separacio´n entre las dos zonas cuan-
do ν < 100. En el segundo gra´fico se ha dibujado tanto la recta x =
√
2ν como:
x =
7ν − 100
3
, (4.30)
114 4.4. Funciones de Bessel
0 20 40 60 80 100
 ν
0
200
400
600
800
1000
x
100 200 300 400 500 600 700
 ν
200
400
600
800
1000
1200
x
100 200 300 400 500 600 700
 ν
0
200
400
600
800
1000
x
Figura 4.1: Gra´ficos de precisio´n de las fracciones continuas para las funciones de Bessel
Jν(x). Los puntos negros indican coincidencia de la farccio´n continua y de Maple. Izquierda:
Precisio´n de la fraccio´n continua (4.25), cuando ν < 100. Centro: Precisio´n de la fraccio´n
continua (4.25), cuando ν > 100 y x >
√
2ν. Se incluye la recta x =
√
2ν. Derecha: Precisio´n
de la fraccio´n continua (4.26), cuando ν > 100 y x <
√
2ν. Se incluye la recta x =
√
2ν.
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Figura 4.2: Comparacio´n de tiempos entre Maple y la fraccio´n continua. Los puntos negros
indican zonas donde la fraccio´n continua es ma´s ra´pida, los puntos grises zonas donde es
superior Maple. Izquierda: fraccio´n continua (4.25), cuando ν < 100. Se incluye la para´bola
(4.29). Centro: misma comparacio´n entre Maple y (4.25), cuando ν > 100 y x >
√
2ν. Se
incluye la recta x =
√
2ν y la recta (4.30) Derecha: misma comparacio´n entre Maple y (4.26),
cuando ν > 100 y x <
√
2ν. Se incluye la recta x =
√
2ν
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que una vez ma´s delimitara´ las zonas donde se utiliza la rutina de Maple o la fraccio´n
continua (4.25). En la tercera gra´fica se ha incluido la recta x =
√
2ν y se observa
que (4.26) es ma´s eficiente que Maple en esta regio´n.
Es importante sen˜alar que la representacio´n por medio de fracciones continuas
solamente es va´lida cuando se calculan los ceros de la funcio´n de Bessel Jν(x).
En el caso de una combinacio´n de funciones de primera y segunda especie la u´nica
posibilidad en el contexto de zerosSF es evaluar el cociente por medio de las rutinas
internas de Maple.
4.5. Funciones de Coulomb
Las funciones de Coulomb son soluciones de la ecuacio´n diferencial:
y′′(x) +
[
1− 2γ
x
− n(n+ 1)
x2
]
y(x) = 0, (4.31)
donde x > 0, γ es real y n es un entero no negativo. Un par de soluciones inde-
pendientes esta´ formado por la funcio´n regular de Coulomb Fn(γ, x) y la funcio´n
irregular de Coulomb Gn(γ, x). La funcio´n regular esta´ relacionada con la funcio´n
de Kummer M(a; c;x) con para´metros y variable compleja [1, 14.1.3.]:
Fn(γ, x) = Cn(γ)x
n+1e−ixM(n+ 1− iγ, 2n + 2, 2ix), (4.32)
donde
Cn(γ) =
2ne−piγ/2|Γ(n+ 1 + iγ)|
Γ(2n+ 2)
. (4.33)
El algoritmo es capaz de calcular los ceros reales de la funcio´n regular de Coulomb,
por medio de la siguiente fraccio´n continua: definimos Rk :=
√
(n+ k)2 + γ2, y
Fn+1(γ, x)
Fn(γ, x)
=
a1
b1+
a2
b2+
a3
b3+
. . . , (4.34)
donde
a1 = (n+ 2)R1x, ak = −(n+ k − 1)(n + k + 1)R2kx2, k = 2, 3, 4, . . . (4.35)
bk = (2n + 2k + 1)[(n + k)(n+ k + 1) + γx], k = 1, 2, 3, . . .(4.36)
En el caso de las funciones de Coulomb no hay rutina interna en Maple, de modo
que los cocientes deben calcularse por medio de la fraccio´n continua indicada. Para
la funcio´n irregular de Coulomb Gn(γ, x) no hay fraccio´n continua disponible, ni
funcio´n Maple, por lo que estas funciones no se han incluido en el algoritmo. S´ı que
existen algoritmos en Fortran, como por ejemplo [85].
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4.6. Funcio´n hipergeome´trica confluente M(a; c; x)
La funcio´n hipergeome´trica de primera especie M(a; c;x) tiene ceros reales pos-
itivos si los para´metros verifican las condiciones a < 0, c − a > 1. En este trabajo
nos limitaremos al caso en el que a, c y x son reales, y es importante sen˜alar que
podemos restringir el ana´lisis a x > 0, debido a la transformacio´n de Kummer [1]:
M(a; c;x) = exM(c− a; c;−x). (4.37)
Los ceros reales positivos deM(a; c;x) esta´n acotados, una propiedad que puede
comprobarse escribiendo la ecuacio´n diferencial (1.28) en forma normal:
y′′(x) +
(
− 1
4
+
c− 2a
2x
+
c(2− c)
4x2
)
y(x) = 0. (4.38)
Es directo comprobar que los turning points son:
x± = c− 2a±
√
(c− 2a)2 + c(2− c). (4.39)
Cuando x > x+ y cuando x < x− el te´rmino independiente de la ecuacio´n (4.38)
es negativo, y como consecuencia de los teoremas de Sturm [82] la funcio´nM(a; c;x)
so´lo puede tener a lo sumo un cero en dicha regio´n. De hecho [25] la funcio´nM(a; c;x)
tiene un nu´mero finito de ceros reales cuando los para´metros a y c son reales.
Cuando a = −n es un entero negativo se obtienen los polinomios cla´sicos de
Laguerre L
(α)
n (x), donde c = α+ 1.
4.6.1. Cocientes y fracciones continuas
Para aplicar el me´todo de punto fijo para el ca´lculo de los ceros reales de
M(a; c;x) se necesitan los siguientes cocientes (una vez ma´s omitimos la depen-
dencia de x):
R1,1 :=
M(a+ 1; c + 1;x)
M(a; c;x)
, (4.40)
cuando x < c− a, y
R1,0 :=
M(a+ 1; c;x)
M(a; c;x)
, (4.41)
cuando x > c − a. Estos son los cocientes ma´s eficientes desde el punto de vista
nume´rico, como se explica en [34].
Cuando x < c− a es necesario utilizar la iteracio´n (++), incrementando los dos
para´metros, yM(a; c;x) es mı´nima en dicha direccio´n de recurrencia (ve´ase cap´ıtulo
1 o la referencia [83]). La fraccio´n continua que se obtiene a partir de la recurrencia
es la siguiente:
H1 :=
c
c− x+
(a+ 1)x
c+ 1− x+
(a+ 2)x
c+ 2− x+ . . . , (4.42)
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es decir
a1 = c, am = (a+m− 1)x, m = 2, 3, . . . (4.43)
bm = c+m− 1− x, m = 1, 2, . . . (4.44)
Esta fraccio´n continua converge al cociente R1,1 para x ∈ R. Si a es un entero
negativo entonces la fraccio´n continua es finita y la funcio´n hipergeome´trica conflu-
ente se reduce a un polinomio de tipo Laguerre. Los cambios de signo de numerador
y denominador se producen en m0 = x + 1 − c y m1 = 1 − a. Como x < c − a es
directo ver que m0 < m1, de modo que:
m0 = x+ 1− c m1 = 1− a
Signo de am − − +
Signo de bm − + +
Teniendo en cuenta el criterio de signos expuesto en [13] no es de esperar ningu´n
feno´meno de pseudoconvergencia, lo cual se confirma ma´s adelante con los experi-
mentos nume´ricos.
Cuando x > c − a hay que utilizar el cociente que corresponde a la iteracio´n
(+ 0). En este caso la fraccio´n continua que resulta de la recurrencia (+ 0) no es u´til,
puesto que la funcio´n M(a + n; c;x) es dominante cuando n → ∞. Sin embargo,
podemos utilizar el algoritmo QD [48, 56] para construir la siguiente fraccio´n C a
partir de la serie de potencias de (4.41):
H2 := a0 +
a1x
1+
a2x
1+
a3x
1+
. . . , (4.45)
donde a0 = 1, a1 = 1/c, y:
a2m =
a+ 1− c−m
(c+ 2m− 2)(c + 2m− 1) , m ≥ 1 (4.46)
a2m+1 =
a+m
(c+ 2m− 1)(c + 2m) , m ≥ 1 (4.47)
Esta fraccio´n continua converge al cociente M(a+ 1; c;x)/M(a; c;x) en subcon-
juntos compactos de R excepto en los ceros de la funcio´n M(a; c;x). Sin embargo,
es importante sen˜alar que esta fraccio´n continua presenta pseudoconvergencia cuan-
do x es grande, y por lo tanto no debe utilizarse para el ca´lculo de los ceros ma´s
grandes de M(a; c;x). Para ver esto aplicamos una contraccio´n esta´ndar [56, pg. 83]
a la fraccio´n continua (4.45), y el resultado es una fraccio´n continua con la siguiente
estructura:
H∗2 := c0 +
c1
d1+
c2
d2+
c3
d3+
. . . , (4.48)
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donde
c0 = a0 = 1, c1 = a1x =
x
c
,
d1 = a2x+ 1 = 1 +
(a− c)x
c(c+ 1)
cm = −a2m−1a2m−2x2 = (c+m− 2− a)(a+m− 1)x
2
(c+ 2m− 4)(c+ 2m− 3)2(c+ 2m− 2) , m ≥ 2,
dm = 1 + a2mx+ a2m−1x =
(c+ 2m− 1)(c+ 2m− 3)− (c− 2a− 1)x
(c+ 2m− 1)(c+ 2m− 3)
El coeficiente cm es negativo cuandom−1 < −a, y es positivo cuandom−1 > −a.
El coeficiente dm es negativo cuando m− < m < m+ y es positivo cuando m > m+,
donde:
m± = 1− 1
2
c± 1
2
√
1 + x(c− 2a− 1). (4.49)
Si x < c− 2a+ 1 entonces:
m+ < 1− 1
2
c+
1
2
√
1 + (c− 2a+ 1)(c− 2a− 1) = 1− 1
2
c+
1
2
(c− 2a) = −a+ 1.
Por lo tanto, cuando x < c − 2a + 1 resulta que el coeficiente dm cambia de
signo (de negativo a positivo) antes de que cambie cm, y no es esperable que haya
pseudoconvergencia, de acuerdo con el criterio de signos explicado anteriormente
[12]. Por otra parte, si x > c− 2a+1 entonces m+ > −a+1, con un ca´lculo ana´logo
al anterior, y dm cambia de signo (de negativo a positivo) cuando el numerador cm
ya es positivo. En este caso hay pseudoconvergencia y por tanto pe´rdida de precisio´n
en el ca´lculo, como puede verse en los gra´ficos que presentamos ma´s adelante.
Por este motivo, en el algoritmo general se cambiara´ de (4.45) a (4.50) cuando
x = c−2a. Por otro lado, veremos que cuando c−a < x < c−2a la fraccio´n continua
(4.45) proporciona un me´todo de ca´lculo eficiente.
Cuando x es grande es posible utilizar el hecho de que la funcio´n M(a; c;x)
es mı´nima en la direccio´n de recurrencia (0+), es decir, cuando incrementamos el
para´metro c. Esto da lugar a la siguiente fraccio´n continua:
c
c+ x+
−(c+ 1− a)x
c+ 1 + x+
−(c+ 2− a)x
c+ 2 + x+
. . . , (4.50)
Esta fraccio´n continua converge al cociente M(a; c + 1;x)/M(a; c;x), y no pre-
senta pseudoconvergencia dentro de las condiciones (2.2). Una vez calculado este
cociente se puede obtener el que se necesita en la direccio´n (+ 0) por medio de la
siguiente relacio´n de recurrencia a tres te´rminos [1]:
M(a+ 1; c;x)
M(a; c;x)
=
c
c− xM(a+ 1; c+ 1;x)
M(a+ 1; c;x)
(4.51)
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Esto proporciona la siguiente fraccio´n continua para el cociente R1,0:
H3 :=
1
1+
−x
c+ x+
−(c− a)x
c+ 1 + x+
−(c+ 1− a)x
c+ 2 + x+
−(c+ 2− a)x
c+ 3 + x+
. . . , (4.52)
4.6.2. Aspectos nume´ricos
El algoritmo calcula las fracciones continuas (4.42), (4.45) y (4.52). La primera
se utiliza cuando x < c− a, y las otras dos cuando x > c− a.
Primeramente se realiza un ana´lisis de la precisio´n de las fracciones continuas an-
teriores, comparando con la rutina interna de Maple KummerM(a,c,x). En los plots
siguientes se fijan varios valores del para´metro a y se realizan barridos aleatorios
en el plano (c, x). Los ca´lculos se han llevado a cabo con 40 d´ıgitos, y el umbral de
precisio´n se ha fijado en cinco d´ıgitos menos. Los puntos negros indican puntos en los
que el error relativo entre el resultado dado por la fraccio´n continua correspondiente
y Maple es menor que dicho umbral. Tambie´n se han representado la recta x = c−a
en el caso de la primera fraccio´n, y las dos rectas x = c− a y x = c− 2a en los otros
dos casos.
Los gra´ficos situados a la izquierda en las gra´ficas 4.3, 4.4 y 4.5 indican que la
primera fraccio´n continua (4.42) se puede utilizar cuando x < c−a. Cuando x > c−a
y x no es demasiado grande la segunda fraccio´n continua calcula correctamente,
pero la precisio´n alcanzable disminuye cuando x es grande (gra´ficos centrales). Esta
pe´rdida de precisio´n corresponde a la fraccio´n continua (4.45) y no a Maple, y es
debida a pseudoconvergencia, como hemos visto antes (la tercera fraccio´n continua
(4.50) coincide con Maple en la regio´n completa, como puede verse en los gra´ficos
de la derecha).
Las pruebas nume´ricas indican que es posible utilizar tambie´n la fraccio´n con-
tinua (4.50) cuando x > c− a, a efectos de precisio´n. No obstante, (4.45) parece ser
ma´s eficiente para valores moderados de x en te´rminos de tiempo de CPU, de modo
que se han mantenido las tres fracciones continuas en el programa para estudiar
el tiempo empleado por el algoritmo. Si comparamos la segunda y tercera fraccio´n
continua en la zona c − a < x < c − 2a obtenemos que (4.45) es generalmente ma´s
ra´pida, como se muestra en la figura 4.6.
Una vez comprobada la precisio´n tenemos que comparar tiempos de CPU para la
evaluacio´n mediante fracciones continuas y Maple, de modo que se pueda establecer
cua´l es el me´todo ma´s eficiente en funcio´n de los para´metros. De esta manera, se
puede elegir la mejor manera que evaluar el cociente necesario dentro del algoritmo
de ca´lculo de ceros.
Las comparaciones de tiempos de computacio´n se han llevado a cabo nuevamente
fijando diferentes valores de a, y realizando barridos en c y en x y comparando el
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Figura 4.3: Gra´ficos de precisio´n cuando a = −50,1, con 5.000 puntos aleatorios en las
diferentes regiones. Izquierda: barrido para comprobar la precisio´n de la fraccio´n continua
(4.42) cuando x < c− a. Centro: barrido para comprobar (4.45) cuando x > c− a. Derecha:
barrido para comprobar (4.50) cuando x > c − a. Se incluyen las rectas x = c − a (a la
izquierda) y tanto x = c− a como x = c− 2a (centro y derecha).
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Figura 4.4: Gra´ficos similares a los de la figura 4.3, pero con a = −100,1.
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Figura 4.5: Gra´ficos similares a los de las figuras 4.3 y 4.4, pero con a = −500,1.
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Figura 4.6: Comparacio´n de tiempos de computacio´n de las fracciones continuas (4.45) y
(4.50) en la regio´n c − a < x < c − 2a. Se incluyen estas dos rectas. Izquierda: a = −50,1.
Derecha: a = −100,1. Se han utilizando 1.000 puntos aleatorios, y los puntos indican valores
para los cuales (4.45) es ma´s ra´pida.
resultado de la fraccio´n continua con la subrutina interna de Maple. Con el objeti-
vo de asegurar un nu´mero de ca´lculos significativo en ambos casos se han incluido
bucles de repeticio´n, con valores de los para´metros ligeramente distintos en cada lla-
mada. De esta forma los resultados realmente se calculan en cada caso, en lugar de
guardarse en memoria, lo cual puede falsear la medicio´n de tiempos. En la figura 4.7
los puntos negros indican valores para los cuales la fraccio´n continua es ma´s ra´pida,
mientras que los grises corresponden a puntos donde Maple es ma´s eficiente.
Despue´s de varios tests con valores fijos de a la fraccio´n continua es aparente-
mente superior cuando x y/o a son grandes, mientras que Maple es ma´s ra´pido para
valores grandes de c. Por u´ltimo, se ha llevado a cabo un ajuste por mı´nimos cuadra-
dos con el fin de obtener una condicio´n en te´rminos de los para´metros de la funcio´n
que nos permita elegir el me´todo ma´s eficiente en el algoritmo general.
Adema´s de los valores nume´ricos mostrados en los gra´ficos se han generado
otros similares para los casos a = −75,1, a = −125,1, a = −150,1, a = −200,1,
a = −250,1, a = −300,1, a = −325,1, a = −350,1, a = −400,1, a = −425,1 y
a = −450,1, utilizando barridos aleatorios en el plano (c, x), con el fin de obtener
un ajuste ma´s fino.
Para cada valor del para´metro a, una l´ınea recta en el plano (c, x) separa aprox-
imadamente las zonas donde Maple o la fraccio´n continua es superior. Estas rectas
son de la forma x = mc+ l, donde m, l son constantes positivas y decrecen cuando
|a| aumenta (ve´ase Figura 5). Se ha utilizado un me´todo de mı´nimos cuadrados con
el fin de ajustar los valores de m y l, para valores de |a| entre 50 y 500, y se ha
obtenido la siguiente funcio´n:
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Figura 4.7: Comparacio´n de tiempos de las fracciones continuas (4.42), (4.45), (4.50) y
Maple. Izquierda: a = −50,1. Centro: a = −100,1. Derecha: a = −500,1. Se han utilizado
2.000 puntos aleatorios en cada caso. Los puntos negros indican valores para los cuales la
fraccio´n continua es ma´s ra´pida, mientras que los grises representan valores donde Maple es
ma´s eficiente.
f(a, c, x) = −x+ A1
(−a)A2 c+
A3
(−a)A4 , (4.53)
donde las constantes A1, A2, A3 and A4 son:
A1 = 2408,34053856, A2 = 1,54481656539
A3 = 5182,04072142, A4 = 1,02340314593
Dados a, c y x, la fraccio´n continua debe ser utilizada si f(a, c, x) < 0. Se han
llevado a cabo varias pruebas para comprobar si el ajuste es correcto: se calculan
valores aleatorios de a, c y x en los intervalos (−500,−50), (0, 200) y (0, 1000) respec-
tivamente, y se comprueban de nuevo los tiempos de ca´lculo de la fraccio´n continua
y de Maple en el caso de que f(a, c, x) < 0 para dichos valores de los para´metros.
Si el ajuste es correcto este test deber´ıa ser favorable al ca´lculo mediante fracciones
continuas. En todos los casos considerados la proporcio´n de puntos en las regiones
consideradas donde la fraccio´n continua es realmente ma´s ra´pida que Maple es su-
perior al 90%, siendo casi el 100% en la mayor´ıa de los ejemplos analizados.
4.7. Funcio´n hipergeome´trica confluente U(a; c; x)
De manera similar a lo que ocurre con la funcio´n de primera especie M(a; c;x),
necesitamos los siguientes cocientes:
R1,1 :=
U(a+ 1; c + 1;x)
U(a; c;x)
, (4.54)
cuando x < c− a, y
R1,0 :=
U(a+ 1; c;x)
U(a; c;x)
, (4.55)
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cuando x > c− a.
La funcio´n U(a; c;x) es dominante en la direccio´n (++), y no hay pseudocon-
vergencia cuando x es grande (ve´ase el cap´ıtulo anterior), de modo que no podemos
utilizar la fraccio´n continua asociada a la recurrencia (++) para calcular (4.54). En
ese sentido, la evaluacio´n de la funcio´n U(a; c;x) en la regio´n x < c − a es prob-
lema´tica.
Sin embargo, si consideramos la direccio´n (+ 0), es decir, incrementando sola-
mente el primer para´metro, la funcio´n U(a; c;x) es mı´nima, y la fraccio´n continua
correspondiente es:
H1 :=
U(a+ 1; c;x)
U(a; c;x)
=
1
2a+ 2 + x− c+
(a+ 1)(c − a− 2)
2a+ 4 + x− c+
(a+ 2)(c− a− 3)
2a+ 6 + x− c+ . . .
(4.56)
Es decir,
a1 = 1, am = (a+m− 1)(c − a−m), m = 2, 3, 4, . . . (4.57)
bm = 2a+ 2m+ x− c, m = 1, 2, 3, . . . (4.58)
Es importante sen˜alar que, de acuerdo con la tabla que hemos presentado anteri-
ormente, la funcio´n U es dominante en las direcciones (0+), (0−), (++) y (−−), y
no hay muchas posibilidades de utilizar las direcciones (+−) o (−+), habida cuenta
de las identidades de Kummer y lo visto en el cap´ıtulo anterior.
4.7.1. Me´todos de ca´lculo y tiempo de computacio´n
La fraccio´n continua (4.56) es una fraccio´n M en la variable t = 1/x [56]. Hay tres
valores de m donde los numeradores o los denominadores de esta fraccio´n continua
cambian de signo: m0 = (c− x)/2− a, m1 = c− a y m2 = 1− a. No es complicado
probar quem0 < m2 cuando x > c−a y se cumplen las condiciones de oscilacio´n. Los
otros dos puntos de cambio de signo pueden aparecer en un orden u otro. Cuando
c < 1 el esquema de signos es el siguiente:
m0 =
c− x
2
− a m1 = c− a m2 = 1− a
Signo de am − − + −
Signo de bm + − − −
Cuando c > 1:
m0 =
c− x
2
− a m2 = 1− a m2 = c− a
Signo de am − − + −
Signo de bm + − − −
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Ninguno de estos dos casos corresponde al feno´meno de pseudoconvergencia co-
mentado en el cap´ıtulo anterior. Las pruebas nume´ricas indican que la fraccio´n con-
tinua 4.56 es nume´ricamente segura en la regio´n x > c− a.
El ana´lisis de la precisio´n de la fraccio´n continua (4.56) se lleva a cabo de manera
similar al caso de la funcio´n M(a; c;x). En este caso la rutina interna de Maple que
sirve para comprobar es KummerU(a,c,x). En los plots siguientes se fijan varios
valores del para´metro a y se realizan barridos aleatorios en el plano (c, x). Los
ca´lculos se han llevado a cabo con 40 d´ıgitos, y el umbral de precisio´n se ha fijado
en cinco d´ıgitos menos. Los puntos negros indican puntos en los que el error relativo
entre el resultado dado por la fraccio´n continua correspondiente y Maple es menor
que dicho umbral. Tambie´n se han representado la recta x = c − a. Como puede
verse los resultados son satisfactorios.
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Figura 4.8: Gra´ficos de precisio´n en el ca´lculo del cociente R1,0(x) dado por (4.55), en la
regio´n x > c− a. Izquierda: a = −50,7. Centro: a = −100,7. Derecha: a = −500,7. En cada
caso se incluye la recta x = c− a.
Las comprobaciones de tiempo de CPU son tambie´n favorables a la utilizacio´n
de la fraccio´n continua.
4.8. Funcio´n hipergeome´trica de Gauss 2F1(a, b; c; x)
En el caso de las funciones hipergeome´tricas de Gauss 2F1(a, b; c;x), las condi-
ciones de oscilacio´n en el intervalo (0, 1) son (2.2):
a < 0, b > 1, c > a+ 1, c < b. (4.59)
Para calcular los ceros en (0, 1) se necesita el siguiente cociente [34]:
R1,1,1 :=
2F1(a, b; c;x)
2F1(a+ 1, b + 1; c + 1;x)
. (4.60)
La fraccio´n continua asociada a la recurrencia (+ + +) es la fraccio´n de Nørlund
[47, 56]:
H1 :=
a1
b1+
a2
b2+
a3
b3+
. . . , (4.61)
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Figura 4.9: Comparacio´n de tiempos de la fraccio´n continua (4.56) respecto a Maple. Izquier-
da: a = −50,7. Centro: a = −100,7. Derecha: a = −500,7. Se han utilizado 2.000 puntos
aleatorios en cada caso. Los puntos negros indican valores para los cuales la fraccio´n continua
es ma´s ra´pida.
donde
a1 = 1, am =
(a+m− 1)(b+m− 1)x(1 − x)
(c+m− 2)(c +m− 1) , m = 2, 3, 4, . . . (4.62)
bm = 1− (a+ b+ 2m− 1)x
c+m− 1 , m = 1, 2, 3, . . . (4.63)
Esta fraccio´n continua corresponde al cociente (4.60) cuando x < 1/2, y converge
a dicho cociente cuando 0 < x < 1/2. Sin embargo, es necesario tener cuidado con
los posibles casos de pseudoconvergencia, que se dan cuando n0 > 0, donde n0 viene
dado por (3.110):
n0 =
c− 1− (a+ b+ 1)x
2x− 1 . (4.64)
Alternativamente, se puede utilizar la siguiente expresio´n [27]:
H2 :=
a1
b1+
a2
b2+
a3
b3+
. . . , (4.65)
donde
a1 = c, am = −(b+m− 1)(c+m− 2− a)x, m = 2, 3, 4, . . . (4.66)
b1 = c− ax, bm = (b+m− 1− a)x+ c+m− 1, m = 2, 3, 4, . . . (4.67)
Esta fraccio´n continua converge al cociente R1,1,1(x) en el intervalo x ∈ (0, 1)
[27, pg. 463]. Adema´s, observamos que am < 0 y bm > 0, teniendo en cuenta las
condiciones de oscilacio´n (2.2), de modo que no se produce pseudoconvergencia.
Las pruebas nume´ricas realizadas son las siguientes:
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Comprobacio´n de precisio´n en el ca´lculo utilizando (4.61) y (4.65). En am-
bos casos los resultados son satisfactorios en las regiones donde las fracciones
continuas convergen y evitando las zonas de pseudoconvergencia.
Comparacio´n de tiempos respecto al ca´lculo con la rutina predefinida de Maple
para las funciones de Gauss, hypergeom([a,b],[c],x). Al igual que ocurr´ıa
en el caso de las hipergeome´tricas confluentes, cuando a, b o x son grandes la
fraccio´n continua es ma´s ra´pida que Maple, mientras que e´ste resulta favorecido
cuando el para´metro c crece.
En el algoritmo resulta demasiado costoso comprobar si se puede utilizar la
fraccio´n (4.61) en cada caso, puesto que esto deber´ıa analizarse en cada evaluacio´n
del cociente (ya que n0 depende de x). Por ello se opta por emplear (4.65), que no
presenta problemas nume´ricos. Asimismo, el ajuste preciso de una funcio´n f(a, b, c, x)
que permita elegir un me´todo de evaluacio´n u otro dependiendo de los para´metros
resulta poco pra´ctico en este caso, teniendo en cuenta que el ajuste debe hacerse en
cuatro variables. Por ello en el algoritmo se ha optado por una divisio´n ma´s sencilla
de las zonas donde se aplica ca´lculo con fraccio´n continua o Maple:
Si el para´metro c es suficientemente grande (se ha tomado el valor c = 1000)
se considera que la evaluacio´n con Maple es ma´s ra´pida, y se opta por este
me´todo directamente.
Si c < 1000 entonces se estudian los valores de a y b: si |a|, |b| > 150 entonces
el ca´lculo se lleva a cabo mediante la fraccio´n continua (4.65), en otro caso la
evaluacio´n se hace con Maple.
El comportamiento de la rutina Maple y de la fraccio´n continua es diferente
segu´n los valores de x en el intervalo (0, 1), pero una seleccio´n de me´todo en funcio´n
de esta variable es prohibitiva, puesto que la comprobacio´n correspondiente deber´ıa
llevarse a cabo en cada evaluacio´n del cociente de funciones dentro del algoritmo.
4.9. Conclusiones y problemas relacionados
En este cap´ıtulo se presenta un me´todo de punto fijo que permite calcular los
ceros reales de diversas familias de funciones especiales (Bessel, Coulomb, hiper-
geome´tricas confluentes e hipergeome´tricas de Gauss). Este algoritmo esta´ constru-
ido sobre la teor´ıa expuesta en las referencias [40, 41, 75], y en el contexto de este
trabajo au´na los resultados expuestos sobre los ceros de las funciones hipergeome´tri-
cas con las propiedades nume´ricas de las relaciones de recurrencia a tres te´rminos y
las fracciones continuas asociadas, las cuales se utilizan como me´todo de evaluacio´n
de los cocientes de funciones hipergeome´tricas que aparecen en el algoritmo.
Este cap´ıtulo toca de manera parcial una cuestio´n mucho ma´s general, que es
la evaluacio´n nume´rica de funciones especiales. En efecto, en la gran mayor´ıa de
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los casos ambos problemas esta´n ı´ntimamente ligados, puesto que casi cualquier
algoritmo de ca´lculo de ceros (tipoo biseccio´n, Newton, etc...) requerira´ evaluaciones
de la funcio´n correspondiente, o de sus derivadas. Los me´todos de punto fijo que
hemos presentado en este cap´ıtulo no son una excepcio´n, de ah´ı que la evaluacio´n
de los cocientes de hipergeome´tricas necesarios sea un elemento clave del algoritmo.
Estos ca´lculos se han llevado a cabo de manera natural por medio de las fracciones
continuas asociadas, pero en algunos casos (por ejemplo, la funcio´n hipergeome´trica
confluente de segunda especie U(a; c;x) en el rango x < c− a) quiza´ sea interesante
estudiar otros me´todos de evaluacio´n alternativos.
Ape´ndice A
Ana´lisis de la funcio´n Ω(x)
A.1. Propiedades de la funcio´n Ω(x) en la ecuacio´n de
Gauss
A.1.1. Caso p+ q = 1
En este ape´ndice incluimos los ca´lculos necesarios para el teorema (2.2.1). Recor-
damos que en el caso p+ q = 1 la funcio´n Ω(x) es (2.20):
Ω(z(x)) =
1
4
x−2p(1− x)2p−2P (x), (A.1)
donde (2.21):
P (x) = −L2x2 + (L2 + α2 − β2 + 1− 2p)x+ p2 − α2. (A.2)
y L = 2n+α+β+1. Asimismo tendremos en cuenta en todo momento las condiciones
de oscilacio´n (2.2):
n > 0, n+ α > 0, n+ β > 0, n+ α+ β > 0. (A.3)
Dividiremos el resultado general en varios lemas ma´s simples:
Lema A.1 La funcio´n Ω(z(x)) tiene dos ceros reales independientemente de los
valores de n, α, β y p.
Escribimos el discriminante de P (x) como funcio´n de p:
∆(p) = 4(1 + L2)p2 − 4(L2 + α2 − β2 + 1)p+ (L2 + α2 − β2 + 1)2 − 4L2α2. (A.4)
Esto es una para´bola que alcanza el mı´nimo en:
p∗ =
L2 + α2 − β2 + 1
2(L2 + 1)
, (A.5)
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y en ese punto:
∆(p∗) =
[L2 + 1− (α+ β)2][L2 + 1− (α− β)2]
L2 + 1
. (A.6)
Si escribimos L2 − (α ± β)2 = [L + (α ± β)][L − (α ± β)] es sencillo ver que
∆(p) > 0 y por tanto siempre hay dos ceros reales.
A continuacio´n vamos a estudiar el nu´mero de ceros del polinomio P (x) en el
intervalo (0, 1). Consideramos primeramente el caso trivial en el que |α| = |p| y
|β| = |p− 1|. En este caso Ω(x) se puede simplificar de la siguiente manera:
Ω(z(x)) =
1
4
x−2p+1(1− x)2p−1L2. (A.7)
Es evidente que en estas condiciones la funcio´n no tiene ceros en (0, 1).
Lema A.2 Si se cumplen las condiciones (2.3) entonces:
Si |α| = |p| y |β| > |p − 1| o bien si |β| = |p − 1| y |α| > |p| entonces Ω(x)
tiene un cero en (0, 1).
Si |α| = |p| y |β| < |p − 1| o bien si |β| = |p− 1| y |α| < |p| entonces Ω(x) no
tiene ceros en (0, 1).
En estos casos de igualdad el resultado se deduce directamente de la simplifiacio´n
correspondiente de Ω(x): si |α| = |p| entonces P (x) = x[−L2x+L2 + (p− 1)2 − β2].
Esta expresio´n se anula trivialmente en x = 0 y tambie´n en:
x0 =
L2 + (p − 1)2 − β2
L2
A partir de (2.3) es directo probar que L2 − β2 > 0. De esta forma x0 > 0, y si
|β| > |p− 1| entonces x0 < 1, mientras que si |β| < |p− 1| entonces x0 > 1. El caso
|β| = |p− 1| es ana´logo.
Lema A.3 Si se verifica (2.3) entonces:
Si |α| > |p| y |β| > |p − 1| entonces Ω(x) tiene dos ceros en (0, 1).
Si |α| > |p| y |β| < |p − 1|, o bien si |α| < |p| y |β| > |p − 1| entonces Ω(x)
tiene un cero en (0, 1).
Si |α| < |p| y |β| < |p − 1| entonces Ω(x) no tiene ceros en (0, 1).
Estos resultados se demuestran sin dificultad utilizando (2.3), el lema (A.1) y los
signos de P (0) = p2 − α2, de P (1) = (p− 1)2 − β2 y del te´rmino δ = 4L2(p2 − α2).
El te´rmino polino´mico de la derivada no es sencillo de manejar, pero podemos
utilizar el siguiente criterio parcial:
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Lema A.4 Si
0 < p <
1
2
, |α| > |p|, |β| < |p− 1| (A.8)
simulta´neamente, o si
1
2
< p < 1, |α| < |p|, |β| > |p− 1| (A.9)
simulta´neamente entonces Ω′(x) no tiene ceros en (0,∞).
Consideramos el primer caso, y el segundo se puede demostrar de manera similar.
Los l´ımites son:
l´ım
x→0+
Ω(x) = −∞, l´ım
x→1−
Ω(x) = +∞
Por lo tanto tenemos dos posibilidades, o bien Ω(x) tiene dos extremos relativos
en (0, 1) o bien es estrictamente creciente. Es complicado llevar a cabo el ana´lisis
directamente en el intervalo (0, 1) sin trabajar directamente con el discriminante de
Q(x), y por esa razo´n vamos a considerar el siguiente cambio de variable:
t =
x
1− x. (A.10)
Este cambio lleva el intervalo (0, 1) en (0,∞) y preserva las propiedades de
monoton´ıa. En la variable t los coeficientes de Q(x(t)) admiten una expresio´n ma´s
sencilla:
Ω(x(t)) =
t−2p
4
[
((p−1)2−β2)t2+(L2−α2−β2+p2+(p−1)2)t+p2−α2
]
(A.11)
dΩ(x))
dt
= − t
−2p−1
2
Q(t), (A.12)
donde
Q(t) =
[
(p−1)((p−1)2−β2)t2+(p−1/2)(L2−α2−β2+p2+(p−1)2)t+p(p2−α2)
]
.
(A.13)
A partir de esta expresio´n no es complicado comprobar, utilizando las condi-
ciones (2.3), que los tres coeficientes de la parte polino´mica de la funcio´n Ω′(x(t))
son negativos. Por tanto no puede haber ceros positivos en la variable t y conse-
cuentemente tampoco los hay en (0, 1) en la variable x. El segundo caso se puede
probar de manera ana´loga.
Adema´s de esta informacio´n, consideramos el comportamiento de la funcio´n Ω(x)
cuando x→ 0+ y cuando x→ 1−:
Si p < 0 entonces:
l´ım
x→0+
Ω(x) =
{
0+ si |α| ≤ |p|
0− si |α| > |p| (A.14)
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l´ım
x→1−
Ω(x) =
{
+∞ si |β| ≤ |p − 1|
−∞ si |β| > |p − 1| (A.15)
Si p = 0 entonces:
l´ım
x→0+
Ω(x) =
{
0+ si |α| = |p|
−α2/4 si |α| > |p| (A.16)
l´ım
x→1−
Ω(x) =
{
+∞ si |β| ≤ |p − 1|
−∞ si |β| > |p − 1| (A.17)
Si 0 < p < 1/2 entonces:
l´ım
x→0+
Ω(x) =

+∞ si |α| < |p|
0+ si |α| = |p|
−∞ si |α| > |p|
(A.18)
l´ım
x→1−
Ω(x) =
{
+∞ si |β| ≤ |p− 1|
−∞ si |β| > |p− 1| y |α| ≥ |p| (A.19)
Si p = 1/2 entonces:
l´ım
x→0+
Ω(x) =

+∞ si |α| < |p|
1/4(L2 + 1/4 − β2) si |α| = |p|
−∞ si |α| > |p|
(A.20)
l´ım
x→1−
Ω(x) =

+∞ si |β| < |p− 1|
1/4(L2 + 1/4 − α2) si |β| = |p− 1|
−∞ si |β| > |p− 1|
(A.21)
Con toda esta informacio´n se puede deducir de manera sencilla la forma de la
funcio´n Ω(x) en cada uno de los casos enunciados en el teorema.
En los casos en los que la funcio´n Ω(x) tiene un ma´ximo o un mı´nimo en (0, 1)
es importante calcular dicho extremo y el valor de Ω(x) en dicho punto, que nos
dara´ la cota correspondiente para la distancia entre ceros consecutivos. En primer
lugar sen˜alamos que el ca´lculo es ma´s sencillo en la variable t = x/(1−x), que hemos
introducido anteriormente.
Recordamos el polinomio Q(t), dado por (A.13):
Q(t) = (p− 1)((p − 1)2 − β2)t2 + (p− 1/2)Λt + p(p2 − α2), (A.22)
donde
Λ = L2 − α2 − β2 + p2 + (p− 1)2. (A.23)
Como hemos visto anteriormente, a partir de (A.3) es sencillo probar que Λ > 0.
Las ra´ıces de Q(t) son (2.30):
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t± =
(1/2 − p)Λ
2(p − 1)((p − 1)2 − β2) δ, (A.24)
donde
δ = 1± sgn(1− 2p)
√
1− 4p(p − 1)(p
2 − α2)((p − 1)2 − β2)
(p− 1/2)2Λ2 . (A.25)
Es claro que Λ = O(n2) cuando n→∞, teniendo en cuenta (A.23). El compor-
tamiento asinto´tico de las ra´ıces t+ y t− es el siguiente:
t+ =
4(1/2 − p)
(1− p)(β2 − (p− 1)2)n
2 +O
( 1
n2
)
, n→∞, (A.26)
t− =
p(α2 − p2)
4(p − 1/2)
1
n2
+O
( 1
n6
)
, n→∞. (A.27)
La ra´ız t+ tiende a ±∞ cuando n → ∞, lo cual quiere decir que la correspon-
diente solucio´n x+ tiende a 1
− o a 1+, respectivamente. La ra´ız t− tiende a 0
±
cuando n→∞, de modo que x− tiende igualmente a 0±. Esta informacio´n se puede
utilizar tambie´n para analizar los diferentes comportamientos de la funcio´n Ω(x).
Por lo tanto, si definimos:
∆+ :=
π√
Ω(t+)
, ∆− :=
π√
Ω(t−)
, (A.28)
entonces las diferencias ∆k(p, 1− p) satisfacen:
∆k(p, 1 − p) >
{ ∆+, |α| > p, |β| > 1− p, p < 1/2
∆−, |α| > p, |β| > 1− p, p > 1/2, (A.29)
∆k(p, 1 − p) <
{ ∆−, |α| < p, |β| < 1− p, p < 1/2
∆+, |α| < p, |β| < 1− p, p > 1/2. (A.30)
Cuando n es grande
Ω(t+) =
1
8
[ 1/2 − p
β2 − (p − 1)2
]1−2p [ 4n2
1− p
]2−2p(
1 +O
( 1
n4
))
, n→∞, (A.31)
Ω(t−) =
1
8
[α2 − p2
p − 1/2
]1−2p [4n2
p
]2p(
1 +O
( 1
n4
))
, n→∞, (A.32)
y las cotas ∆+ y ∆− admiten las siguientes estimaciones:
∆+ = 2
√
2π
[ 1/2 − p
β2 − (p− 1)2
]p−1/2 [ 4n2
1− p
]p−1(
1 +O
( 1
n4
))
, n→∞. (A.33)
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∆− = 2
√
2π
[p− 1/2
α2 − p2
]1/2−p [4n2
p
]−p(
1 +O
( 1
n4
))
, n→∞. (A.34)
Estos resultados sirven para ilustrar lo que ocurre en las zonas no cubiertas
en el teorema (2.2.1). Cuando el discriminante de Q(t) es negativo no hay ra´ıces
reales, y la funcio´n Ω(x) es mono´tona. Sin embargo, cuando n es suficientemente
grande el discriminante pasa a ser positivo, puesto que n solamente esta´ presente
en el coeficiente de grado uno. Por ejemplo, en el caso 0 < p < 1/2, |α| < |p| y
|β| > |1 − p| es sencillo comprobar que t+ → +∞ y t− → 0+ cuando n → ∞, de
modo que x+ → 1− y x− → 0+. En otras palabras, para n suficientemente grande
la funcio´n Ω(x) tiene dos extremos locales de (0, 1) donde la funcio´n es positiva, y
por lo tanto no es posible establecer propiedades globales de tipo Sturm.
A.1.2. Caso q = 0
En este ape´ndice incluimos los ca´lculos necesarios para el teorema (2.2.7), con el
cambio de variable q = 0, de manera similar a como se hizo en el caso p+ q = 1. En
este caso recordamos que: (2.55):
Ω(x) =
1
4
x−2p
(
Ex2 + Fx+G
)
, (A.35)
donde los coeficientes son:
E = (p− 1)2 − L2,
F = L2 + α2 − β2 − p2 − (p − 1)2,
G = p2 − α2.
(A.36)
En todo momento tendremos presente las condiciones de oscilacio´n (2.3):
n > 0, n+ α > 0, n+ β > 0, n+ α+ β > 0. (A.37)
Lema A.5 Si se cumplen las condiciones de oscilacio´n anteriores, entonces:
L2 − β2 − (α+ 1)2 > 0, L2 − β2 − (α− 1)2 > 0. (A.38)
Para probar el primer resultado basta comprobar lo siguiente:
L2 − (β + α+ 1)2 = (L+ β + α+ 1)(L− β − α− 1) = 4n(n+ α+ β + 1) > 0.
L2 − (−β + α+ 1)2 = (L− β + α+ 1)(L+ β − α− 1) = 4(n + α+ 1)(n + β) > 0.
Sumando ambas expresiones se demuestra la primera desigualdad del lema,
puesto que L2 − (β +α+ 1)2 +L2 − (−β + α+1)2 = 2(L2 − β2 − (α− 1)2) > 0. La
segunda desigualdad se puede demostrar con un argumento ana´logo, cambiando α
por −α.
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Lema A.6 Si se cumplen las condiciones (2.3) entonces Ω(x) tiene dos ceros reales,
independientemente de los valores de n, α, β y p.
Para demostrar esto escribimos el discriminante de la parte polino´mica de Ω(x)
como funcio´n de p:
∆0 = 4(1+β
2)p2+4(L2−α2−β2−1)p+(L2+α2−β2−1)2−4α2(L2−1), (A.39)
que alcanza su mı´nimo en el punto:
qm = −L
2 − α2 − β2 − 1
2(1 + β2)
. (A.40)
En este punto la funcio´n toma el valor:
∆0(qm) =
β2
1 + β2
[(L+ α)2 − β2 − 1][(L − α)2 − β2 − 1]. (A.41)
Para comprobar que este valor es positivo escribimos:
(L+α)2−β2−1 = (L+α+β)(L+α−β)−1 = (2(n+α+β)+1)(2(n+α)+1)−1 > 0.
Ana´logamente:
(L− α)2 − β2 − 1 = (L− α+ β)(L− α− β)− 1 = (2(n + β) + 1)(2n + 1)− 1 > 0.
Lema A.7 Si |α| > |p| entonces la funcio´n Ω(x) tiene dos ceros en (0, 1).
Aplicando el lema A.6 sabemos que Ω(x) tiene dos ceros reales.
Para probar que Ω(x) tiene dos ceros en (0, 1) consideramos el mismo cambio de
variable que utilizamos para el caso p + q = 1, es decir, x = t/(1 + t). En la nueva
variable:
Ω(x(t)) =
1
4
t2p(1 + t)2p−2
(−β2t2 + (L2 − α2 − β2 + 2p− 1)t+ p2 − α2) . (A.42)
Es claro que el te´rmino cuadra´tico y el te´rmino independiente son ambos nega-
tivos. En cuanto al te´rmino de grado uno, supongamos primero que α > 0, entonces:
L2 − α2 − β2 + 2p − 1 > L2 − α2 − β2 − 2α − 1 = L2 − β2 − (α+ 1)2.
Esta expresio´n es positiva utilizando el Lema (A.5). Ana´logamente, si α < 0
entonces:
L2 − α2 − β2 + 2p − 1 > L2 − α2 − β2 + 2α − 1 = L2 − β2 − (α− 1)2.
Nuevamente esto es positivo por el Lema (A.5). Por lo tanto, las dos ra´ıces de la
parte polino´mica de (A.42) tienen que ser positivas, lo cual se corresponde con dos
ra´ıces en (0, 1) en la variable x.
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Lema A.8 Supongamos que p ≥ 1/2 y |α| < |p|, entonces Ω′(x) no tiene ceros en
(0, 1).
Primeramente consideramos los l´ımites:
l´ım
x→0+
Ω(x) = +∞, l´ım
x→1−
Ω(x) = −β2/4.
Por lo tanto solamente tenemos dos posibilidades: o bien la funcio´n Ω(x) es
creciente o bien tiene dos extremos relativos. Para decidir examinamos la derivada:
Ω′(x) =
1
2
x−2p−1Q(x), (A.43)
donde
Q(x) = E˜x2 + F˜ x+ G˜,
donde
E˜ = (p− 1)((p − 1)2 − L2) = (p− 1)E,
F˜ = (p− 1/2)(L2 + α2 − β2 − p2 − (p− 1)2) = (p− 1/2)F,
G˜ = p(p2 − α2) = pG,
(A.44)
y los coeficientes vienen dados por (2.56). Un ca´lculo tedioso pero sencillo con los
signos de estos coeficientes, teniendo en cuenta las condiciones (2.3) y que |β| < |q|
permite obtener los siguientes resultados:
Si p = 1/2 entonces E˜ > 0, F˜ = 0 y G˜ > 0, de modo que no hay ra´ıces reales.
Si 1/2 < p < 1 entonces E˜ > 0, F˜ > 0 y G˜ > 0, de modo que no puede haber
dos ra´ıces en (0, 1).
Si p = 1 entonces E˜ = 0, F˜ > 0 y G˜ > 0, de modo que solamente puede haber
una ra´ız real negativa.
Si 1 < p < L+ 1 entonces E˜ < 0 y G˜ > 0, de manera que no puede haber dos
ra´ıces en (0, 1).
Si p = L + 1 entonces E˜ = 0, de manera que no puede haber dos ra´ıces en
(0, 1).
Si p > L+ 1 entonces E˜ > 0, F˜ < 0 y G˜ > 0, pero es sencillo comprobar que
G˜ > E˜, de modo que no puede haber dos ra´ıces en (0, 1).
La prueba de los distintos casos del teorema se obtiene a partir de los lemas
previos y de los l´ımites:
l´ım
x→1−
Ω(x) =
−β2
4
(A.45)
independientemente del valor de p.
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Si |p| < |α|:
l´ım
x→0+
Ω(x) =

0− si p < 0
−β2/4 si p = 0
−∞ si p > 0
(A.46)
Si |p| = |α|:
l´ım
x→0+
Ω(x) =

0+ si p < 1/2
1
4(L
2 − β2 − 1/4) si p = 1/2
+∞ si p > 1/2
(A.47)
Si |p| > |α|:
l´ım
x→0+
Ω(x) =
{
0+ si p < 0
+∞ si p > 0 (A.48)
Con estos datos y los dos lemas (A.6) y (A.7) se puede deducir la forma de la
funcio´n Ω(x)en los casos expuestos en el teorema.
A continuacio´n, y siguiendo el esquema que utilizamos en el caso p + q = 1,
vamos a analizar con un poco ma´s de detalle los casos en los que la funcio´n Ω(x)
presenta un extremo en el intervalo (0, 1). En primer lugar veremos el caso |α| > |p|,
que es el ma´s sencillo, y despue´s comentaremos lo que sucede cuando |α| < |p| y
p < 0. Recordamos que:
Ω(x) =
1
4
x−2p
(
Ex2 + Fx+G
)
, (A.49)
Ω′(x) =
1
2
x−2p−1
(
(p − 1)Ex2 + (p− 1/2)Fx + pG
)
, (A.50)
donde los coeficientes son:
E = (p − 1)2 − L2,
F = L2 + α2 − β2 − p2 − (p− 1)2,
G = p2 − α2
Cuando |α| > |p| entonces los signos de los coeficientes son claros, utilizando los
lemas anteriores: E < 0, F > 0, G < 0. Veamos cua´l es la ra´ız de la derivada Ω′(x)
en el intervalo (0, 1) para la cual el valor de Ω(x) es positivo.
Las ra´ıces de la derivada se pueden escribir de la siguiente manera:
x± =
−(p− 1/2)F ±
√
(p − 1/2)2F 2 − 4p(p − 1)EG
2(p − 1)E . (A.51)
Vamos a probar que la ra´ız x+ es la que corresponde a un ma´ximo en el intervalo
(0, 1), donde la funcio´n Ω(x) es positiva. Para ello utilizaremos que Ω(x) siempre
tiene dos ceros en dicho intervalo cuando |α| > |p|, as´ı como los valores en los puntos
x = 0 y x = 1.
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Cuando p < 0 hay dos extremos en (0, 1), x− corresponde a un mı´nimo donde
Ω(x) < 0, y x+ a un ma´ximo en el que Ω(x) > 0.
Cuando p = 0 entonces x− = 0 y:
x+ =
L2 + α2 − β2 + 1
2(L2 − 1) ,
que esta´ en (0, 1).
Si 0 < p < 1/2, entonces x− < 0 y x+ esta´ en (0, 1).
Si p = 1/2, entonces las ra´ıces son:
x± = ±
√
α2 − 1/4
L2 − 1/4 ,
y la ra´ız que nos interesa sigue siendo x+.
Si 1/2 < p < 1, entonces x− < 0 y x+ > 0.
Si p = 1, entonces la u´nica solucio´n es:
x =
2(α2 − 1)
L2 + α2 − β2 − 1 .
Si p > 1, entonces las dos ra´ıces son positivas, y x− > x+. Teniendo en cuenta
los valores en los extremos, el valor que corresponde a un ma´ximo donde la
funcio´n es positiva es nuevamente x+.
Como consecuencia del teorema de Sturm, cuando la funcio´n Ω(x) tiene un ma´xi-
mo x+ en (0, 1) y Ω(x+) > 0, entonces se cumple que ∆zk(p, 0) > ∆+, donde
∆+ = π/
√
Ω(x+). Como se cumple que F > 0, podemos escribir la solucio´n x+ de
la siguiente manera:
x+ =
−(p− 1/2)F
2(p − 1)E
(
1 + sgn(1/2 − p)
√
1− 4p(p − 1)EG
(p − 1/2)2F 2
)
, (A.52)
Podemos obtener ma´s informacio´n de tipo asinto´tico cuando n→∞:
Si p < 1/2 entonces:
x+ =
1/2 − p
1− p
(
1 +O
(
1
n2
))
, n→∞. (A.53)
Por tanto:
Ω(x+) =
1
2(1− p)
[
1/2− p
1− p
]1−2p
n2
(
1 +O
(
1
n2
))
, n→∞, (A.54)
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y consecuentemente:
∆+ = π
√
2(1 − p)
[
1/2− p
1− p
]p−1/2 1
n
(
1 +O
(
1
n2
))
, n→∞, (A.55)
Si p > 1/2 entonces:
x+ =
1
4
p(α2 − p2)
p− 1/2
1
n2
(
1 +O
(
1
n2
))
, n→∞. (A.56)
Por tanto:
Ω(x+) = 2
4p−3p−2p
[
α2 − p2
q − 1/2
]1−2p
n4p
(
1 +O
(
1
n2
))
, n→∞. (A.57)
y consecuentemente:
∆+ = π 2
−2p+1
√
2p
[
p(α2 − p2)
p− 1/2
]p−1/2
n−2p
(
1 +O
(
1
n2
))
, n→∞.
(A.58)
El segundo caso en el que hay extremos en (0, 1) donde la funcio´n Ω(x) es positiva
es |α| < |p| y p < 0. En esta ocasio´n los signos de los coeficientes E y F pueden
cambiar, puesto que si |p| es pequen˜o entonces E < 0 y F > 0, mientras que si |p| es
grande entonces E > 0 y F < 0. El coeficiente E cambia de signo en pE = 1−L < 0,
mientras que F cambia de signo en pF , y pE < pF < 0. Esto se ve con facilidad
puesto que F = −E −G− β2.
pE pF 0
Signo de E + − − −
Signo de F − − + +
La ra´ız correspondiente al ma´ximo donde la funcio´n es positiva es la misma que
en el caso anterior, es decir:
x+ =
−(p− 1/2)F
2(p − 1)E
(
1 + sgn[(1/2 − p)F ]
√
1− 4p(p− 1)EG
(p− 1/2)2F 2
)
. (A.59)
El ana´lisis es sencillo dividiendo los valores de p en los intervalos (−∞, pE),
(pE , pF ) y (pF , 0), junto con los valores l´ımite cuando x = 0 y x = 1.
A.1.3. Casos |p| = |α|, |q| = |β|
En te´rminos de la variable t = x/(1− x) la funcio´n Ω(x(t)) y su derivada tienen
la siguiente estructura, como hemos visto antes:
Ω(t) =
1
4
t−2p+1(1 + t)2p+2q−2
[
(q2 − β2)t+D] , (A.60)
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Ω′(t) =
1
4
t−2p(1 + t)2p+2q−3
[
q(q2 − β2)t2 + θt+ (1/2 − p)D] , (A.61)
donde
D = L2 − α2 − β2 − 1 + 2(p + q − pq), (A.62)
θ = (1− p)(q2 − β2) + (q − 1/2)D. (A.63)
El comportamiento en t = 0+ y en t = +∞ es el siguiente:
l´ım
t→0+
Ω(x(t)) =

0+ si p < 1/2
D/4 si p = 1/2
+∞ si p > 1/2
(A.64)
Si p < 1:
• Si p+ q < 1 entonces:
l´ım
t→+∞
Ω(x(t)) =

0− si q < 0
−β2/4 si q = 0
−∞ si q > 0
(A.65)
• Si p+ q ≥ 1 entonces l´ımt→+∞Ω(x(t)) = −∞.
Si p = 1 entonces:
l´ım
t→+∞
Ω(x(t)) =

0− si q < 0
−β2/4 si q = 0
−∞ si q > 0
(A.66)
Si p > 1 entonces:
• Si p+ q < 1 entonces l´ımt→+∞Ω(x(t)) = 0−.
• Si p+ q = 1 entonces l´ımt→+∞Ω(x(t)) = (q2 − β2)/4 < 0.
• Si p+ q > 1 entonces:
l´ım
t→+∞
Ω(x(t)) =

0− si q < 0
−β2/4 si q = 0
−∞ si q > 0
(A.67)
Esto permite probar los diferentes casos expuestos en (2.2.16).
A.2. Propiedades de la funcio´n Ω(x) en la ecuacio´n de
Kummer
De manera similar a como tratamos el caso de las funciones de Gauss vamos a
estudiar el comportamiento de la funcio´n (2.89):
Ω(z(x)) = −1
4
x−2m
(
x2 − 2Lx+ α2 −m2
)
(A.68)
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La derivada es (2.90):
Ω′(z(x)) = −1
2
x−2m−1
[
(1−m)x2 + (2m− 1)Lx−m(α2 −m2)
]
. (A.69)
Para ello enunciamos algunos resultados previos:
Lema A.2.1 En las condiciones de oscilacio´n (2.85), si |α| = |m| entonces la fun-
cio´n Ω(z(x)) tiene un cero real x0 > 0. Adema´s:
Si m < 1/2 o si m > 1 entonces la derivada Ω′(z(x)) tiene un cero real xe > 0.
Si m ∈ [1/2, 1] entonces la derivada es negativa para x > 0.
Estos resultados se obtiene directamente a partir de la simplificacio´n de Ω(z(x))
y de Ω′(z(x)) cuando |m| = |α|.
Lema A.2.2 En las condiciones de oscilacio´n (2.85), si |α| 6= |m| la funcio´n Ω(z(x))
tiene dos ceros reales para cualesquiera valores de n, α y m. Adema´s, si se cumple
que |α| > |m| entonces dichos ceros son positivos.
Este resultado se sigue directamente del hecho de que:
Ω(z(x)) = −1
4
x−2mP (x), (A.70)
donde P (x) se anula en los puntos:
x± = L±
√
L2 − α2 +m2. (A.71)
Es claro a partir de (2.85) que L2 − α2 > 0, luego el discriminante es positivo.
Es evidente tambie´n que x+ > 0, y si |α| > |m| entonces x− > 0.
Un cuanto a la derivada, operando con la expresio´n (2.90) y teniendo en cuenta
los diferentes casos es sencillo ver que la ra´ız que corresponde a un extremo donde
la funcio´n Ω(x) es positiva es:
xe =
m− 1/2
m− 1 L−
√
∆
m− 1 , (A.72)
si m 6= 1, donde ∆ viene dado por (2.92):
∆ =
(
m− 1
2
)2
L2 +m(1−m)(α2 −m2) (A.73)
Sim = 1 entonces el valor de xe viene dado por la simplificacio´n correspondiente:
xe =
α2 − 1
L
. (A.74)
Si m = 1/2 entonces:
xe =
√
α2 − 1/4. (A.75)
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Lema A.2.3 En las condiciones de oscilacio´n (2.85), si |α| 6= |m| la funcio´n Ω′(z(x))
tiene dos ceros reales salvo quiza´s si m ∈ (0, 1) y |α| < |m|.
Esto se deduce de la inspeccio´n del discriminante de la parte polino´mica de la
derivada, Q(x) = (1−m)x2+(2m−1)Lx−m(α2−m2), que viene dado por (2.92). Por
un lado, si m ∈ (0, 1) y |α| > |m| es claro que ∆ > 0. Por otro lado, si reescribimos:
∆ = m(m− 1)(L2 − α2 +m2) + L2/4 (A.76)
es claro que ∆ > 0 si m ≤ 0 o si m ≥ 1, independientemente del valor de α.
Lema A.9 En las condiciones de oscilacio´n (2.85), si |α| < |m| y m ∈ [1/2, 1] la
derivada Ω′(z(x)) no tiene ceros positivos.
Esta propiedad se sigue de los signos de los coeficientes de Q(x).
Adema´s de estos resultados hay que tener en cuenta los valores l´ımite en x = 0
y en +∞:
Si |α| < |m|:
l´ım
x→0+
Ω(x) =
{
0+ si m < 0
+∞ si m > 0 (A.77)
Si |α| = |m|:
l´ım
x→0+
Ω(x) =

0+ si m < 1/2
L/2 si m = 1/2
+∞ si m > 1/2
(A.78)
Si |α| > |m|:
l´ım
x→0+
Ω(x) =

0− si m ≤ 0
−α2/4 si m = 0
−∞ si m > 0
(A.79)
Y en todos los casos:
l´ım
x→+∞
Ω(x) =

−∞ si m < 1
−1/4 si m = 1
0− si m > 1
(A.80)
Esta informacio´n permite probar los diferentes casos expuestos en el Teorema
(2.3.1). A continuacio´n, siguiendo el esquema que propusimos en el caso Gauss,
vamos a dar alguna informacio´n acerca de los ceros de la derivada Ω′(x) cuando
Ω(x) tiene un ma´ximo en x > 0, es decir:
cuando |α| > |m|, o bien
cuando |α| = |m| y m ≤ 1/2, o bien
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cuando |α| > |m| y m < 0.
En estos casos, la cota para la distancia entre ceros consecutivos viene dada por:
∆e =
π√
Ω(xe)
. (A.81)
Los casos m = 1,m = 1/2, donde la expresio´n de xe se simplifica (2.93), aparecen
expl´ıcitamente en el cap´ıtulo 2 de esta memoria y tambie´n en [11]. En los restantes
casos, podemos escribir:
xe =
m− 1/2
m− 1 L
(
1− sgn(m− 1/2)
√
1 +
m(1−m)(α2 −m2)
(m− 1/2)2L2
)
(A.82)
podemos dar informacio´n cuando n→∞, teniendo en cuenta que L = 2n+ α+ 1:
Si m < 1/2 entonces:
xe = 4
1/2 −m
1−m n
(
1 +O
(
1
n2
))
, n→∞ (A.83)
En este caso:
Ω(xe) =
21−4m
1−m
[
1/2 −m
1−m
]1−2m
n2−2m
(
1 +O
(
1
n2
))
, (A.84)
y por lo tanto
∆e = 2
2m−1/2
√
1−m
[
1/2−m
1−m
]m−1/2
nm−1
(
1 +O
(
1
n2
))
, (A.85)
Si m > 1/2 (y m 6= 1) entonces:
xe =
m(α2 −m2)
4(m− 1/2)n
(
1 +O
(
1
n2
))
, n→∞. (A.86)
En este caso:
Ω(xe) = 2
4m−3m−2m
[
α2 −m2
m− 1/2
]1−2m
n2m
(
1 +O
(
1
n2
))
, (A.87)
y por lo tanto
∆e = 2
3/2−2mmm
[
α2 −m2
m− 1/2
]m−1/2
n−m
(
1 +O
(
1
n2
))
, (A.88)
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En el caso |α| < |m|, m ∈ (0, 1/2), no incluido en el teorema, podemos realizar
un ana´lisis similar al de los casos no globales de la ecuacio´n de Gauss. En efecto, la
funcio´n Ω′(x) puede tener dos ceros positivos o ninguno, dependiendo del signo de
∆. Cuando n es pequen˜o este discriminante es negativo y la derivada tiene signo con-
stante (negativo), mientras que cuando n es suficientemente grande ∆ > 0 la funcio´n
Ω′(x) tiene dos ceros positivos donde la funcio´n es positiva, y no hay propiedades
globales de tipo Sturm. Esto puede verse directamente a partir de los coeficientes de
Ω′(x) o bien teniendo en cuenta que el te´rmino de orden n−2 en (A.83) es negativo
en este caso.
Ape´ndice B
Descripcio´n del paquete Maple
zerosSF
En este ape´ndice se explica de manera resumida el contenido y funcionamiento del
paquete de rutinas Maple zerosSF.mpl. Este conjunto de programas implementa
el me´todo de punto fijo para calcular ceros reales de funciones hipergeome´tricas que
se ha explicado anteriormente. Se incluyen algunos ejemplos y comparaciones con
las rutinas predefinidas de Maple, en te´rminos de precisio´n en el ca´lculo y tiempo
de CPU.
B.1. Funciones del paquete zerosSF
Las familias de funciones incluidas en el programa son:
1. Funciones de Bessel Cν(x) = cos(α)Jν(x) + sin(α)Yν(x).
El procedimiento correspondiente es zerosBessel(nu,c,x1,x2), donde c es el
orden de las funciones de Bessel, c = cos(α) es el coeficiente de la combinacio´n,
−1 ≤ c ≤ 1, y 0 < x1 ≤ x2 es el intervalo donde el programa buscara´ los ceros.
2. Funciones regulares de Coulomb Fn(γ, x).
El procedimiento correspondiente es zerosCoulomb(n,g,x1,x2), donde n y
g son los para´metros de la funcio´n de Coulomb y 0 < x1 ≤ x2 es el intervalo
donde el programa buscara´ los ceros.
3. Funciones hipergeome´tricas confluentes M(a; c;x), U(a; c;x).
Los procedimientos correspondientes son zerosMconflu(a,c,x1,x2) y zero-
sUconflu(a,c,x1,x2), donde a y c son los para´metros (reales) de las funciones
hipergeome´tricas confluentes y 0 < x1 ≤ x2 es el intervalo donde el programa
buscara´ los ceros.
4. Polinomios de Laguerre L
(α)
n (x).
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El procedimiento correspondiente es zerosLaguerre(n,a,x1,x2), donde n es
el grado del polinomio, α > −1 es un para´metro real y 0 < x1 ≤ x2 es el
intervalo donde el programa buscara´ los ceros.
5. Polinomios de Hermite Hn(x).
El procedimiento correspondiente es zerosHermite(n,x1,x2), donde n es el
grado del polinomio y x1 ≤ x2 es el intervalo donde el programa buscara´ los
ceros.
6. Funciones hipergeome´tricas de Gauss 2F1(a, b; c;x).
El procedimiento correspondiente es zerosHyperGauss(a,b,c,x1,x2), donde
a, b y c son los para´metros (reales) de la funcio´n hipergeome´trica de Gauss y
0 < x1 ≤ x2 < 1 es el intervalo donde el programa buscara´ los ceros.
7. Polinomios de Legendre y Jacobi P
(α,β)
n (x).
Los procedimientos correspondientes son zerosLegendre(n,x1,x2) y zeros-
Jacobi(n,a,b,x1,x2), donde n es el grado del polinomio, a, b > −1 son los
para´metros de los polinomios de Jacobi (a = b = 0 en el caso de los polinomios
de Legendre) y −1 < x1 ≤ x2 < 1 es el intervalo donde el programa buscara´ los
ceros.
B.2. Ejemplos
En esta seccio´n vamos a ilustrar el funcionamiento de las diferentes rutinas por
medio de ejemplos y comparacio´n con Maple. Salvo que se indique lo contrario, los
ca´lculos se realizan con 30 d´ıgitos de precisio´n.
B.2.1. Funciones de Bessel
Consideramos la combinacio´n de funciones de Bessel
Cν(x) = cos(α)Jν(x) + sin(α)Yν(x),
con los valores nu = 0,7, c = 0,999, x1 = 0,01, x2 = 100:
> zbess:=zerosBessel(0.7,0.999,0.01,100);
[3.37674058356754834412063202894, 6.53445004720833176900143923395,
9.68187956358258729031726594297, 12.8264759979234393502081676573,
15.9698973011495210593369879715, 19.1127197469134528143278383279,
22.2551959506722090460945434645, 25.3974540249071337205608861807,
28.5395658409505736607418633758, 31.6815748299598095306357501712,
34.8235087805544301104086088504, 37.9653862979942194317839612907,
41.1072203075220373906915115580, 44.2490200678755763419272411538,
47.3907923851022911768626283307, 50.5325423741729484513300180460,
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53.6742739534248442219576815909, 56.8159901751263438633369314327,
59.9576934522084545923064737614, 63.0993857173179205364864874379,
66.2410685366418059132025593479, 69.3827431928283375979824877056,
72.5244107463684802449782259990, 75.6660720816944631025515580122,
78.8077279422575763458410458410, 81.9493789575411323701434502898,
85.0910256640919000309340559463, 88.2326685220601956441868557775,
91.3743079283291265682123337283, 94.5159442270262928964176542234,
97.6575777180071734400071901017]
B.2.2. Polinomios de Laguerre y Hermite
El siguiente ejemplo ilustra las dificultades de Maple en el caso polino´mico:
consideramos la funcio´n L−0,580 (x) en el intervalo x1 = 10
−8, x2 = 300. La rutina
> zLag:=zerosLaguerre(80,-0.5,10^(-8),300);
calcula los 80 ceros en dicho intervalo. Sin embargo, si utilizamos la rutina interna
de Maple correspondiente con 30 d´ıgitos:
> with(orthopoly); Digits:=30; zLag2:=fsolve(L(80,0.5));
encontramos que varios ceros intermedios no se calculan, y es necesario aumentar la
precisio´n de trabajo para obtenerlos. Adema´s, si tomamos el cero mayor calculado
con el me´todo de punto fijo y con Maple y evaluamos la funcio´n para estimar el
error relativo, el me´todo de punto fijo da:
> Digits:=50; x0:=295.992523725071570700393625269; f:=L(80,-0.5,x):
> Err:=abs(subs(x=x0,f)/(subs(x=x0,diff(f,x))*x0);
Este error relativo es aproximadamente 3,49442×10−29 . Sin embargo, con el cero
que calcula Maple este error es aproximadamente 9,473848 × 10−10, lo cual ilustra
la pe´rdida de cifras significativas respecto a la precisio´n original (30 d´ıgitos).
En el caso de los polinomios de Hermite, realizamos la siguiente comparacio´n de
tiempos para la funcio´n H100(x) en el intervalo [−100, 100]:
> st1:=time(): zerosHermite(100,-100,100); st2:=time(): cpu1:=st2-st1:
> st1:=time(): fsolve(H(100,x)); st2:=time(): cpu2:=st2-st1:
> dif:=cpu2/cpu1;
12.9394654088050314465408805031
En este caso el me´todo de punto fijo es considerablemente ma´s ra´pido que el
ca´lculo con Maple.
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B.2.3. Polinomios de Jacobi
Esta familia es problema´tica cuando los para´metros α y β esta´n cercanos a −1,
puesto que en ese caso los ceros tienden a acumularse cerca de los extremos del
intervalo de ortogonalidad [−1, 1], y ello dificulta el ca´lculo nume´rico. Por ejemplo,
tomamos P
(−0,999,−0,999)
40 (x):
> zerosJacobi(40,-0.999,-0.999,-0.99999999999,0.9999999999);
[-0.999998717373575482239480365232, -0.995293583439778201185290928853,
-0.984259364708234875086860158907, -0.967000950662199698651301716331,
-0.943628796626345724044550830610, -0.914290900192195091199085254592,
-0.879172803984716354794654728864, -0.838496550177118472382204086682,
-0.792519305400653192684352146538, -0.741531743509407053372348687687,
-0.685856211038030462290643036806, -0.625844690609473659801254992975,
-0.561876576289404376291818139161, -0.494356275349772416074794984128,
-0.423710651761588889422491706729, -0.350386327648128845277381041671,
-0.274846859791109526209961529981, -0.197569809056119594340487175642,
-0.119043721272917090202993451544, -0.0397650386622219804706414265706,
0.0397650386622219804706414265706, 0.119043721272917090202993451544,
0.197569809056119594340487175642, 0.274846859791109526209961529981,
0.350386327648128845277381041671, 0.423710651761588889422491706729,
0.494356275349772416074794984128, 0.561876576289404376291818139161,
0.625844690609473659801254992975, 0.685856211038030462290643036806,
0.741531743509407053372348687687, 0.792519305400653192684352146538,
0.838496550177118472382204086682, 0.879172803984716354794654728864,
0.914290900192195091199085254592, 0.943628796626345724044550830610,
0.967000950662199698651301716331, 0.984259364708234875086860158907,
0.995293583439778201185290928853, 0.999998717373575482239480365232]
Sin embargo, utilizando
> Digits:=30; fsolve(P(40,-0.999,-0.999,x));
el primer cero calculado por Maple es −1,00032425154769586419150392524, lo cual
es obviamente incorrecto, puesto que siguiendo la teor´ıa general de polinomios or-
togonales [9, 80] los ceros deben estar dentro del intervalo [−1, 1].
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