Abstract-Practical realizations of 3D forward/inverse separable discrete transforms, such as Fourier transform, cosine/sine transform, etc. are frequently the principal limiters that prevent many practical applications from scaling to a large number of processors. Specifically, existing approaches, which are based primarily on 1D or 2D data decompositions, prevent the 3D transforms from effectively scaling to the maximum (possible / available) number of computer nodes. Recently, a novel, highly scalable, approach to realize forward/inverse 3D transforms has been proposed. It is based on a 3D decomposition of data and geared towards a torus network of computer nodes. The proposed algorithms requires compute-and-roll time-steps, where each step consists of an execution of multiple GEMM operations and concurrent movement of cubical data blocks between nearestneighbor nodes (directly using the logical arrangements of the nodes within the torus). The proposed 3D orbital algorithms gracefully avoids the, required, 3D data transposition. The aim of this paper is to present a preliminary experimental performance study of the proposed implementation on two different highperformance computer architectures.
I. INTRODUCTION
T HREE-DIMENSIONAL (3D) discrete transforms (DT) such as Fourier transform, cosine/sine transform, Hartley transform, Walsh-Hadamard transform, etc., are known to play a fundamental role in many application areas, such as spectral analysis, digital filtering, signal and image processing, data compression, medical diagnostics, etc. Continuously increasing demands for high speed computing, in a constantly increasing number of many real-world applications, have stimulated the development of a number of "fast algorithms," such as the Fast Fourier Transform (FFT), characterized by dramatic reduction of arithmetic complexity. However, further reduction of execution (wall-clock) time is possible only by overlapping these arithmetic operations, i.e. using parallel implementation.
There exists three different approaches to parallel implementation of the 3D forward/inverse discrete transforms. Two of them are particularly well suited for the Fourier transform.
The first one is the 1D or "slab" decomposition of the initial 3D data. In this approach, N × N × N data is divided into 2D slabs of size N × N × b, where b = N/P and P is the number of computer nodes. The scalability of the slab-based approach, or the maximum number of nodes that can be used concurrently, is limited by the number of data elements along a single dimension of the 3D transform.
The second approach is the 2D or "pencil" decomposition, of a 3D N × N × N initial data, among a 2D array of P × P computer nodes. Here, the initial cube is divided into a 1D "pencil" of size N × b × b, and is assigned to each node (as above, b = N/P ). This approach increases the maximum number of nodes than can be effectively used in computations, from N to N 2 . Parallel 3D FFT implementation with a 2D data decomposition has been discussed, among others, in [1] , [3] , [4] .
In both of these, so-called, "transposed" approaches, the computational part and the inter-node communication part are separated. Moreover, a computational part inside each node is implemented by using either 2D or 1D fast (recursive) algorithm for a "slab"-based or a "pencil"-based decomposition, respectively, without any inter-node communication. However, upon completion of each computational part, in order to support contiguity of memory accesses, a transposition of the 3D data array is required, to put data of appropriate dimension(s) into each node. Here, at least one or two transpositions would be needed for the 1D or 2D data decompositionbased approaches, respectively. Each of such transpositions of 3D data is typically implemented by a global "all-to-all" internode, message-passing communication.
The last approach is the 3D or "cube" decomposition, which was recently proposed in [5] . The 3D or "cubic" decomposition of an N ×N ×N initial data among P ×P ×P computer nodes, allows a 3D data "cube" of size b×b×b to be assigned to each computer node. It is easy to realize that, here, the theoretical scalability is further improved from N 2 to N 3 . In this approach, blocked GEMM-based algorithms are used to compute the basic one-dimensional N -size transform, not on a single but on the P = N/b cyclically interconnected (for data reuse) nodes of a 3D torus network. In this way, the proposed algorithm integrates local intra-node computation with a nearest-neighbour inter-node communication, at each step of the three-dimensional processing. It is important to observe that the proposed algorithm, with its 3D data decomposition, and the torus-oriented communication scheme, completely eliminates global communication. In addition, computation and local communication can be overlapped. Finally, note that in the considered approach, the 3D transform is represented as three chained sets of cubical tensor-by-matrix or matrixby-tensor multiplications, which are executed in a 3D torus network of computer nodes by the fastest and extremely scalable orbital algorithms.
Te main contribution of this paper is to experimentally evaluate the performance of the latter algorithm. To do this, we have implemented overlapping of computation and communication for the 3D data decomposition and used GEMM kernels available on selected computers. The experimental performance of the 3D Discrete Cosine Transform (DCT) and Discrete Fourier Transform (DFT), with the 3D data decomposition, has been evaluated on a Linux cluster and on the Blue Gene/P supercomputer.
II. 3D SEPARABLE TRANSFORM
Let us start by introducing basic definitions concerning 3D separable transforms. Let X = [x(n 1 , n 2 , n 3 )], 0 ≤ n 1 , n 2 , n 3 < N , be an N ×N ×N cubical grid of input data, or a three-way data tensor. A separable forward 3D transform of X is another cubical grid of an N ×N ×N data or a three-way tensor ...
...
A separable inverse, or backward, 3D transform of a threeway tensor ...
] is expressed as:
where 0 ≤ n 1 , n 2 , n 3 < N and X = [x(n 1 , n 2 , n 3 )] is an output N × N × N cubical tensor.
We will use the notations from [5] to describe the proposed parallel algorithm. First, we divide the input data X = [x(n 1 , n 2 , n 3 )] into P 1 × P 2 × P 3 data rectangular cuboid, where each cuboid X(N 1 , N 2 , N 3 ), 0 ≤ N i < P i , has the size of b 1 ×b 2 ×b 3 , i.e. b i = N/P i . Then, the forward 3D transform can be expressed as a block version of the multi-linear matrix multiplication:
where 0 ≤ K i < P i and C(N s , K s ), s = 1, 2, 3, is the (N s , K s )-th block of the transform matrix C. Due to the separability of the linear transforms, the 3D transform can be split into three data dependent sets of 1D transforms. At the first stage, the 1D transform of X(N 1 , N 2 , : ) is performed for all (N 1 , N 2 ) pairs, as a block tensor-bymatrix multiplication:
At the second stage, the 1D transform ofẊ(:, N 2 , K 3 ) is implemented for all (N 2 , K 3 ) pairs, as the second block tensor-by-matrix multiplication:
At the third stage, the 1D transform ofẌ(K 1 , :, K 3 ) is implemented for all (K 1 , K 3 ) pairs, as the third block tensorby-matrix multiplication:
By slicing the cubical data, i.e. representing the three-way tensors as the set of matrices, it is possible to formulate the 3D transform as a conventional block matrix-by-matrix multiplication with its transpose/nontranspose versions. In this case, the initial data grid X(N 1 , N 2 , N 3 ), is divided into 1D "slices" along one axis. Then, the 3D transform can also be computed in three data-dependent stages as chaining sets of block matrix-by-matrix products.
III. ALGORITHM DESCRIPTION

A. Multi-node Implementation
In the proposed approach it is assumed that each computer node CN(Q,R,S) has six bi-directional links labeled as ±Q, ±R and ±S. These nodes are toroidally interconnected. During processing, some blocks of tensor data are rolled, i.e. cyclically shifted, along (+) or opposite (-) axis (orbit). The first two stages implement the set of space-independent 2D forward transforms, in parallel, along the R-axis (orbit) slabs. 614 PROCEEDINGS OF THE FEDCSIS. WARSAW, 2014 Note that, each stage of both forward and inverse transforms, with 3D data decomposition, has a common structure, i.e. steps of "compute-and-roll".
A three-stage orbital implementation of the 3D forward transform in a 3-dimensional network of toroidally interconnected nodes CN(Q,R,S) proceeds as follows.
• for all CN(Q, R, S) do P 3 times: 1) compute:Ẋ ← X × C +Ẋ 2) data roll:
• for all CN(Q, R, S) do P 1 times:
2) data roll:
• for all CN(Q, R, S) do P 2 times: 1) compute:
For more details, see [5] .
It should be noted that the implementation described here is a modification of the parallel algorithms proposed in [5] . The main differences between our implementation and the original algorithm are:
1) The implemented parallel algorithm works only for the 3D DCT and the 3D DFT; 2) The proposed implementation uses additional arrays to store elements of the coefficient matrix C. In the case of the DCT, we use one array with 4N elements; while for the DFT two arrays with N elements each. In this way, we avoid rolling the coefficient matrix. In other words, we simplify the communication, while paying the price of somewhat increasing (by O(N ) elements) the total memory utilization. Since the tensor-by-matrix, or the matrix-by-tensor, multiplications can be expressed as the set of matrix-by-matrix multiplications, we can use an existing GEMM subroutines, from the BLAS library [2] , to compute the 3D transform.
B. Multi-thread Implementation
There exists two possible ways to compute the tensor-bymatrix multiplication on computers with multi-core processors. The first one is to use the multi-threaded library, such as the Engineering and Scientific Subroutine Library (ESSL, see http://www-03.ibm.com/systems/software/essl/index.html) or the Intel Math Kernel Library (MKL, see http://software. intel.com/en-us/articles/intel-mkl/). Here, each slice of the tensor is computed by multiple threads. The other possible approach is to use OpenMP. In the current implementation, we have linked our code to the multi-threaded library for the parallelization on a single (multi-core) node of the computer system.
IV. EXPERIMENTAL RESULTS
A portable parallel code was designed and implemented in C. The parallelization was based on the MPI standard [6] , [7] . In the code, we used the BLAS subroutines SGEMM, DGEMM, CGEMM, and ZGEMM to perform matrix-bymatrix multiplication. In order to obtain a better mapping of the processors to the physical interconnect topology of computers actually used in experiments, functions MPI Dims create and MPI Cart create were used to create a logical 3D Cartesian grid of processors. Let us also note that we used one MPI process per computer node.
The parallel code has been tested on the following systems: (1) a cluster computer Galera, located in the Polish Informatics Center TASK, and (2) two IBM Blue Gene/P machines, one at the Bulgarian Supercomputing Center, and one at the HPC Center of the West University of Timisoara (UVT).
In our experiments, times have been collected using the MPI provided timer, and we report the best results from multiple runs. In the following tables, we report the elapsed (wall-clock) time T p , in seconds, using p MPI processes, and the parallel speed-up S p = T 1 /T p . Tables I and II show the results collected on the Galera. It is a Linux cluster with 336 nodes, and two Intel Xeon quad core processors per node. Each processor runs at 2.33 GHz. Processors within each node share 8, 16, or 32 GB of memory. Nodes are interconnected with a high-speed InfiniBand network (see also http://www.task.gda.pl/kdm/sprzet/Galera). When running our code on Galera, we used the Intel C compiler, and compiled the code with the options "-O3 -openmp". To use the BLAS subroutines, we linked our code to the optimized multi-threaded Intel MKL library.
The symbol * in the tables denotes that, in the given case, the memory of p nodes was not large enough to compute the 3D transform for data of size N × N × N .
The reported execution time for N = 100 shows that the problem is "small" and can be executed on one node of the cluster (no need for parallelization). Here, there is no significant improvement from using two or more nodes. However, already for the problems of size N = 600 a significant performance gain can be observed (see, also, below). Considering the fact that some of the applications that need 3D transforms involve "real-time processing of data," it is worthy noting that, using the proposed method, similar time is required to find the solution on a single node for the problem of size N = 600 as finding solution using 256 nodes for the problem of size 2000 < N < 2400. Table III contains the speed-up obtained on the Galera. For the largest problem, which can be executed on a single node, the parallel efficiency is above 50% for the number of nodes up to 16 for the DCT and up to 32 for the DFT. We note that the main advantage of the parallel algorithm is that the code allows performing the 3D transform for very large data. Taking into account the largest cases reported in Tables I and II, we can see that increasing the number of nodes from 128 to 256 results in efficiency of 60-69% for the DCT, and 40-60% for the DFT (depending if the transform forward or backward and if it runs in single or double precision). Tables IV and V present times collected on the IBM Blue Gene/P supercomputers. For our experiments we used the BG/P machine located at the Bulgarian Supercomputing Center and a slightly different one located at the HPC Center of the West University of Timisoara (UVT). The supercomputer in Bulgaria has two BG/P racks, while the supercomputer in Romania has one BG/P rack. One BG/P rack consists of 1024 compute nodes with quad core PowerPC 450 processors (running at 850 MHz). Each node of the Bulgarian rack has 2 GB of RAM, while each node of the Romanian rack has 4 GB of RAM. For the point-to-point communications a 3.4 Gb 3D mesh network is used (for more details, see http://www. scc.acad.bg/ and http://hpc.uvt.ro/infrastructure/bluegenep/). In our experiments, to compile the code we have used the IBM XL C compiler and compiled the code with the following options: "-O5 -qstrict -qarch=450d -qtune=450 -qsmp=omp". To use the BLAS subroutines, we linked our code to the multithreaded ESSL library. Here, again the execution time for N = 100 shows that the code can be executed on one node and it is not necessary to use the parallel algorithm. Note that the memory of a single node of the IBM supercomputer is substantially smaller than that on the Galera cluster and is not sufficient for solving large problems. While both BG/P machines have the same processors, the one located in Romania has larger memory (with 4 GB memory per node). This is thus the machine used to run experiments with larger data sets. Due to the lack of space, and relative similarity of results, we do not report results obtained on both machines separately (when running problems of the same size). Note that individual processors on supercomputer are slower than these on the Galera cluster. For the double precision DFT the Blue Gene is approximately three times slower than the Galera.
Let us also observe that almost the same time was spent solving the problem of size N = 600 on a single node as it was spent when solving problem of size N = 1600 on 64 nodes. This indicates that the BG/P is more efficient in supporting parallel computing than the Galera cluster. Table VI shows the speed-up obtained on the Blue Gene. Because of smaller memory per node we calculated the actual speed-up only for N = 100, 200, 300, 400. Furthermore, only for the single precision DCT the speed-up for N = 600 is reported. For N = 400 the parallel efficiency is more than 50% on up to 64 nodes for the DCT and on up to 512 nodes for the DFT.
An interesting observation comes from comparing results reported in Tables VI and VI, as well as those found in Tables II  and V . For instance, in the most complex problem (where such comparison was possible), for the backward double precision DFT, for N = 400 and 256 nodes, speedup obtained on Galera is 43, while on the BG/P it reaches 157. Furthermore, for the same problem (backward double precision DFT) the execution time on Galera on 256 nodes is 18 seconds, which is almost exactly the time needed to compute the same problem on 1024 nodes of the BG/P. Overall, this indicates that, in the case of the BG/P, somewhat slower nodes have been combined with superior network infrastructure, which is exactly the opposite than in the case of the Galera cluster (where more powerful processors are connected through a slower network).
Finally, in Figure 1 , we represent execution time of the code, which performs one forward and one backward DFT. Results are presented for single and double precision, for problems of size N = 400 and N = 600. Here, it becomes even clearer that for both problems, using more than 64 nodes on the Galera cluster results in, so called, Amdahl's effect (where adding more resources does not result in a commensurate time reduction). This is not the case for the BG/P machines. Nevertheless, for up to 256 nodes, for N = 600, the cluster is faster in completing the task.
V. CONCLUDING REMARKS The aim of this paper was to describe our attempt at implementing a slightly simplified version of a novel algorithm for 3D forward/inverse discrete transforms, and to report its performance on two different parallel computers. Obtained results show that the proposed approach allows solution of large 3D problems on a supercomputer as well as on a cluster. Furthermore, the initial estimates indicate quite good scalability of the proposed implementation. It should be noted that the code was tested on the machines in case of which we deal with a discrepancy between the physical layout of the computing nodes and the layout assumed by the method. Nevertheless, we believe that the initial results are encouraging enough to continue work. Here, the first step will be to perform more involved testing of the performance to establish performance profile (especially for the largest problems). We also plan to investigate the performance on the cluster utilizing Intel Phi coprocessors. ACKNOWLEDGMENTS Computer time grants from the TASK computing center in Gdansk, Poland, the Bulgarian Supercomputing Center, and the HPC Center from West University of Timisoara are kindly acknowledged. This research was partially supported by grants DCVP 02/1 and I01/5 from the Bulgarian NSF. Work presented here is a part of the Poland-Bulgaria collaborative grant "Parallel and distributed computing practices." Work of Marcin Paprzycki was completed in part, while he was visiting University of Aizu.
