We derive some new conditions for integrability of dynamically defined C 1 invariant splittings, formulated in terms of the singular values of the iterates of the derivative of the diffeomorphism which defines the splitting.
Introduction and Statement of Results
Let M be a smooth manifold and E ⊂ T M a distribution of tangent hyperplanes. A classical problem concerns the (unique) integrability of such a distribution, i.e. the existence at every point of a (unique) local embedded submanifold everywhere tangent to the given distribution 1 . For one-dimensional distributions this is simply the existence and uniqueness of solutions of ordinary differential equations which is well known to hold for Lipschitz distributions on compact manifolds. In higher dimensions however the question is highly non trivial and locally equivalent to existence of solutions to a linear system of PDEs, which is not guaranteed even if the distribution is smooth [13] . In this paper we give some sufficient conditions for the unique integrability of some distributions under some dynamical assumptions.
Three dimensional setting
We first state a special, though already new and non-trivial, case of our main result in dimension 3. Then E is uniquely integrable.
1 If a distribution is uniquely integrable than it defines a foliation of M , i.e. a partition of M by immersed complete (in the induced topology) k-dimensional submanifolds, called leaves with the additional property that around each x ∈ M , there is a chart φ : U → R d such that the image of each leaf intersects the chart in at most countable many k dimensional disks [13] .
Conditions such as those in (1.1) are sometimes referred to as domination conditions and express the fact that the asymptotic expansion and contraction in the subbundles E and F are, in some possibly very weak sense, "hyperbolic", at least relative to one another. Other domination conditions have been used and we will give a review of the literature below, for the moment we just remark that the conditions we give here, and below for higher dimensional C 1 distributions, are strictly weaker than any of the other conditions used so far.
Higher dimensional setting
We now state a generalisation of the above result to splittings on manifolds of arbitrary dimension. Let M be a compact Riemannian manifold of dim(M ) ≥ 3 and ϕ : M → M a C 2 diffeomorphism. Given an arbitrary tangent bundle splitting T M = E ⊕ F with dim(E) = d ≥ 2 and dim(F ) = ℓ ≥ 1, we will use the following notation. For every k ≥ 1, we let
denote the singular values of Dφ 
The following is therefore a direct generalization of the 3-dimensional result above.
Suppose there exists a dense subset A ⊂ M such that for every x ∈ A we have lim inf
Then E is uniquely integrable. 2 We recall that the singular values of Dφ ±k
x | E at x ∈ M are the square roots of the eigenvalues of the self-adjoint map (Dϕ
is the conjugate of Dϕ ±k x | E with respect to the metric g, i.e. the unique map which satisfies g(Dϕ
Lyapunov regular systems
We now state a result which leads to the same integrability conclusion under some assumptions which are related to, but neither weaker nor stronger than, those given above. We remark that this result is essentially a restatement of [11, Theorem 1.2] in terms of singular values. This formulation demonstrates the similarities and differences between the cases where there is Lyapunov regularity and when there isn't (this comparison is not evident in [11] ).
Suppose that there is a dense subset A ⊂ M of regular points 3 such that for each x ∈ A and each set of indices 1 ≤ i, j ≤ d, 1 ≤ m ≤ ℓ there exists a constant λ > 0 such that
Then E is uniquely integrable.
We emphasize here a key point about the assumptions in Theorem 1.3, namely that for each choice of indices one of the two conditions in (⋆⋆) is required to hold and which one actually holds is allowed to depend on the choice of indices. This means that the sub-bundles E and F do not satisfy an overall domination condition but rather some sort of "non-resonance" conditions, which was the main motivation for the result as formulated in [11] . We discuss this in some more detail as part of a comparison of conditions (⋆) and (⋆⋆). Notice first that the conditions in (⋆) can be thought of as a "second-order" domination condition of F over E or of E respectively with respective forward and backward iterations of the map, in the sense that lim inf
and similarly lim inf
requires that at least one of the equations 1.3 and 1.4 must be satisfied and this means that the 3 A point x ∈ M is said to be regular for the map ϕ when there is a splitting of the tangent space TxM = E 1 (x) ⊕ E 2 (x) ⊕ ... ⊕ Es(x) invariant with respect to Dϕ such that certain conditions are satisfied such as the existence of a specific asymptotic exponential growth rate (Lyapunov exponent) is well defined, see [5] for precise definitions. The multiplicative ergodic Theorem of Oseledets [] says that the set of regular points has full probability with respect to any invariant probability measure. In particular, the assumptions of the Theorem are satisfied if every open set has positive measure for some invariant probability measure, in particular this holds if ϕ is volume preserving or has an invariant probability measure which is equivalent to the volume. It is easy to see that the invariant subbundles E and F can be separately split on the orbit of x using these subbundles, that is E(
product of rate of growth of all pairs of vectors in E is slower than any vector in F , either in forward or backward iteration or both, hence an overall second order domination (one can see, after the exposition in section 3 that in the case of Lyapunov regularity, infact cases given by equation 1.3 and 1.4 are exclusive).
Previous results
Integrability in the same setting as the one given here, of a Dφ-invariant C 1 distribution T M = E ⊕ F , follows from the arguments of [14] , under a domination assumption m(Dφ
2 which are easily seen to be more restrictive than our condition (⋆). Integrability was also proved in [11] under the weaker assumption that there exist constants a, b, c, d > 0 such that a|v| < |Dφ x v| < b|v| for all v ∈ E(x) and c|v| < |Dφ x v| < d|v| for all v ∈ F (x) and [a
It is easy to see that any system satisfying these conditions is included in the class of systems satisfying (⋆), and therefore these conditions are also more restrictive than (⋆). Indeed, we have either
and hence the first condition in (⋆) is satisfied. In exactly the same way if a 2 > d holds then the second condition in (⋆) is satisfied.
There exists a wealth of other results on integrability of dynamically defined distributions, some of which apply also if the distribution is just C 0 , all of which however assume that there exist at least some uniformly contracting or expanding sub-bundle, an assumption which plays a crucial part in the arguments and which is not necessarily satisfied in the class of systems we consider. For completeness we mention some of these results. The most classical and pioneering results are those of Anosov [2, 3] 
where the contraction and expansion rates are uniform in both sub bundles of the splitting:
Further results concern splittings of the form T M = E s ⊕ E c ⊕ E u where E s is uniformly contracting, E u is uniformly expanding, and E c can exhibit both, or a combination, or neutral behaviour, that generally has to be "dominated" by the contraction in E s and expansion in E u [20, 16, 15, 7, 8] . These results all rely on the uniform contraction or expansion properties of E s , E u and the fact that they are uniquely integrable and thus do not apply to more general splittings T M = E ⊕ F which may admit uniformly contracting or expanding or uniquely integrable subbundles, such as those considered here.
We remark that the condition of having some uniformly contracting or expanding subbundles is not merely technical, without this assumption there are counterexamples to integrability even for smooth splittings satisfying the quite strong absolute domination condition inf x∈M m(Dφ| F (x) ) > sup x∈M Dφ| E(x) (see [20] which cites a construction of Borel in Smale's paper [19] ). Our condition (⋆) is not weaker than absolute domination in the sense that it is a pointwise domination condition, but adds the second singular value as a crucial ingredient to ensure integrability.
In the case of volume preserving diffeomorphisms φ : M → M , or just diffeomorphisms preserving a probability measure equivalent to the volume, integrability of a subbundle E for a C 1 invariant splitting E ⊕ F is proved in [11, Theorem 1.2] under the assumption that for all Lyapunov regular points x ∈ M and for all pairs of Lyapunov exponents µ 1 , µ 2 of Dφ| E and λ of Dφ| F , we have µ 1 + µ 2 = λ. Our Theorem 1.3 is, as mentioned above, simply a restatement of [11, Theorem 1.2] , though this is not completely trivial and so we give a proof of this in Section 3.
Strategy of the proof
The core of the paper is the proof of Theorem 1.2 in section 2. We will use a classical result of Frobenius [1, 13] 
is an open condition and thus it is sufficient to check involutivity on an a dense subset of M , in particular the subset A, to imply unique integrability of E. We fix once and for all a point x 0 ∈ A satisfying condition (⋆), and let W, Z be two arbitrary C 1 vector fields in E defined in a neighbourhood of x 0 . Letting Π : T M → F denote the projection onto F along E we will prove that
i.e. the component of [W, Z] x0 in the direction of F x0 is zero, and so [W, Z] x0 ∈ E x0 . This implies involutivity, and thus unique integrability, of E. In the next section we will define fairly explicitly two families of local frames for E (recall that a local frame for E at x is a set of linearly independent vector fields which span E z for all z in some neighbourhood of x) and show that the norm |Π[W, Z] x0 | is bounded above by the Lie brackets of the basis vectors of these local frames. We then show that the Lie brackets of these local frames are themselves bounded above by terms of the form (⋆) thus implying that they go to zero at least for some subsequence and thus proving (1.5). Theorem 1.3 follows from the result [11, Theorem 1.2] and Proposition 3.1 which says that the rates of growth of the singular values are exactly the Lyapunov exponents.
Further questions
Condition (⋆⋆) is more restrictive than (⋆) in the sense that it requires the decay to be exponential, but is less restrictive than (⋆) in the sense that there is no overall second order domination since it is sufficient that for each choice of indices i, j, m one of the two conditions in (⋆⋆) be satisfied, and which one is satisfied may depend on the choice of indices. In this sense the domination behaviour of E and F are interlaced, that is there might exist some invariant 4 There exist also some partial generalisations of the Frobenius Theorem to distributions with less regularity, see for example, [18, 17] subspaces of F (x) that dominate (in a second order sense) some invariant subspaces of E(x) and vice versa. With this perspective the comparison becomes more clear. An overall domination allows one to remove the condition of Lyapunov regularity and weaken exponential convergence to 0 to convergence at any rate. While if one wants to remove over all second order domination then, within the available results and techniques, one needs to impose Lyapunov regularity and exponential convergence to 0. This brings about several plausible questions: Question 1. Can condition (⋆) be replaced by condition (⋆⋆) (in the sense of removing overall domination) with an assumption which is weaker than Lyapunov regularity? Question 2. Can the exponential convergence condition in (⋆⋆) be replaced by a slower or general convergence to 0 under additional assumptions therefore generalizing theorem 1.2 [11] 2 Involutivity
In this Section we prove Theorem 1.2.
Orienting the brackets
The idea which allows us to improve on existing results and work with a condition as weak as (⋆), depends in a crucial way on the choice of the sequence of local frames which we use to bound |Π[W, Z] x0 |. We will rely on a relatively standard general construction which is essentially the core of the proof of Frobenius's Theorem, see [13] , and which is stated and proved in [11] exactly in the form which we need here, we therefore omit the proof.
., e n be any choice of basis for E x0 , and F x0 a subspace complementary to E x0 . Then there exists a C 1 local frame
In what follows we evaluate all objects and quantities at x 0 so the reader should keep this in mind when we omit this index, when there is no risk of confusion. For each k ≥ 1 we let v
be an orthonormal choice of eigenvectors at E x0 which span the eigenspaces of ((Dφ 
. Now for each k ≥ 1, let (i(k), j(k)) denote a (not necessarily unique) pair of indices that maximise the norm of the bracket, i.e. 
|[Y
k i(k) , Y k j(k) ] x0 | ≥ |[Y k ℓ , Y
A priori bounds
The following Lemma gives some upper bounds on
These bounds are a priori in the sense that they do not depend on the specific form of the local frame {Y k i }, but simply on the fact that they are orthonormal. The statement we give here is thus a special case of a somewhat more general setting. Lemma 2.2. For every k ≥ 1 we have
which, by orthogonality of the frames at x 0 , satisfy |α
We have by bilinearity of [·, ·]:
Applying the projection Π to both sides and using the fact that Π(Y
, and taking norms, we have
This clearly implies the statement.
Dynamical bounds
By Lemma 2.2 it is sufficient to find a subsequence k m → ∞ such that
as m → ∞, as this would imply (1.5) and thus our result. This is the key step in the argument. Notice first that by (⋆), there exists a subsequence k m → ∞ such that s
as m → ∞. Our result then follows immediately from the following estimate which, together with Lemma 2.2 and (2.1) implies that |Π[Z, W ] x0 | = 0. This is of course where we use in a crucial way the specific choice of local frames.
Lemma 2.3. There is a constant K > 0 s.t up to passing to a subsequence of k m one has
Proof. We divide the proof into two parts. First we explain how to choose the required subsequence k m → ∞. Then we show that for such a subsequence we have the upper bound given in the statement.
Let k m → 0 be the subsequence such that (2.1) holds and consider the sequence of images φ km (x 0 ) of the point x 0 . By compactness of M this sequence has a converging subsequence and so, up to taking a further subsequence (which we still denote by k m ) if necessary, we can assume that there exists a point y ∈ M such that lim m→∞ φ km (x) = y. Fix m 0 large enough s.t for all m > m 0 , φ km (x 0 ) lies in a coordinate chart around y and let A = {φ km (x 0 )} m>m0 ∪ y. Notice that A is a compact set. Now for each k m , let (i(k m ), j(k m )) denote the "maximizing" pairs of indices defined above, and let
Then the sequence of vectorsŶ km lies in the compact space A × S, where S is the unit ball in R m and therefore there exists a subsequence of k m (which we still denote as k m ) and a vectorŶ ∈ T y M such that and since F is a Dφ invariant and closed subset of T M this implies alsô
Now let E
⊥ be the complementary subbundle of T M orthonormal to E and ϑ ⊂ T * M be the subbundle defined by g(E ⊥ , ·) which is the subbundle of T * M that defines E by the orthogonality relation. For any η, a section of ϑ, one can write η(·) = g(V, ·) where V is a section of E ⊥ . Therefore since the bundle F is uniformly bounded away from E there exists a section η of ϑ around y s.t η(Ŷ km ), η(Ŷ ) > c for all m large enough and for some constant c > 0. In the following we assume that everything is evaluated at x 0 , so we generally omit x 0 unless needed for clarity. Proof. By the naturality of the Lie bracket we have
We recall a formula in differential geometry (see [13, Page 475]), for any two vector fields Z, W and a 1-form η we have
Applying this formula to the right hand side of (2.2) and using the fact that η is a bilinear form, and that η(Y 
Proof. Notice first that by the definition ofŶ km we have
Substituting this bound into the previous inequality we get the result.
Returning to the proof of Lemma 2.3, combining Lemmas 2.4 and 2.5 we get
Using the fact that |dη| is bounded and |η(Ŷ km )| > c > 0 for all m large enough there exists a constant K > 0 such that
This completes the proof.
Lyapunov Regular Case
In this Section we prove Theorem 1.3 by showing that the assumptions of the Theorem are equivalent to the assumptions of [11, Theorem 1.2] , which has the same conclusions. To state this equivalence recall that by definition of regular point, every x ∈ A admits an Oseledets splitting E = E 1 ⊕ E 2 ⊕ ...⊕ E n for some n ≤ m, with associated Lyapunov exponents λ 1 < λ 2 < ... < λ n . Let d 0 = 0, d n = m and, for each i = 1, .., n − 1, let d i = i j=1 dim(E j ). where sup/inf above are taken over all subspaces V, W of the given dimensions.
We refer the reader to [10] for the proof. The second statement we need is Lemma 3.3 is part of the Multiplicative Ergodic Theorem of Oseledets, and is stated in the notes [6] and is also stated and proved, though with a somewhat different notation than that used here, in [4, Theorem 3.3.10] . 
