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Kapitel 1
Einleitung
Fu¨r Modelle zu Lebensversicherungen ist der Verlust zu den Zeitpunkten nach
Abschluss des Vertrages eine wichtige Charakteristik. Jedoch ist fu¨r das Ver-
sicherungsunternehmen die Auspra¨gung des Verlustes zur Bestimmung von
Reserven no¨tig.
In dieser Arbeit wird ein allgemeines Versicherungsmodell betrachtet, in wel-
chem die Kenntnis der Lebensdauerverteilung unscharf ist. Es ergibt sich die
Frage, wie in diesem Fall die Ho¨he des Verlustes abzuscha¨tzen ist.
Zur Beschreibung der Versicherungsmodelle werden Eigenschaften von Funk-
tionen von beschra¨nkter Variation beno¨tigt.
In Kapitel 2 werden grundlegende Eigenschaften dieser Funktionen dargelegt.
In Kapitel 3 wird das Riemann-Stieltjes-Integral eingefu¨hrt und grundlegende
Eigenschaften hergeleitet. Insbesondere werden Eigenschaften der Riemann-
Stieltjes-Integrale analysiert,wenn die entsprechende Maß-erzeugende Funk-
tion links- bzw. rechtsstetig ist.
In Kapitel 4 wird das Versicherungsmodell durch eine allgemeine Beschrei-
bung der Lebensdauerverteilung und der entsprechenden Zahlungsstro¨me ein-
gefu¨hrt.
Schließlich wird in Kapitel 5 der Verlust durch das Deckungskapital charak-
terisiert. Unter der Voraussetzung, dass die Lebensdauerverteilung unscharf
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ist, werden obere und untere Schranken fu¨r das Deckungskapital hergelei-
tet. Die Schranken ha¨ngen von einem signierten Maß ab. Zur Bestimmung
dieser Schranken ist es notwendig die Jordan-Hahn-Zerlegung des Maßes zu
bestimmen. Es wird unter gewissen Voraussetzungen an die Unstetigkeits-
stellen der Maß-erzeugenden Funktion die Jordan-Hahn-Zerlegung bestimmt
und in einem Beispiel fu¨r ein Versicherungsmodell konkret angewendet.
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Kapitel 2
Funktionen von beschra¨nkter
Variation und einseitiger
Stetigkeit
2.1 Funktionen von beschra¨nkter Variation
Zahlungsstro¨me in der Versicherungsmathematik werden mit Hilfe von Funk-
tionen von beschra¨nkter Variation eingefu¨hrt. Deshalb stellen wir in diesem
Abschnitt die Definition von Funktionen beschra¨nkter Variation und ihre
grundlegenden Eigenschaften vor.
Definition 2.1. (Variation, Totalvariation)[6, S. 175 f.]
Es sei f : [a, b] → R. Zu einer Zerlegung Z = (t0, . . . , tp), mit a = t0 < t1 <
. . . < tp = b, von I bilden wir die Variation
var(Z) ≡ var(Z; f) :=
p∑
i=1
|f(ti)− f(ti−1)| (2.1.1)
und das u¨ber alle Zerlegungen Z von I erstreckte Supremum, die Totalvaria-
3
tion
V ba (f) := sup
Z
var(Z; f) (2.1.2)
von f auf I.
Definition 2.2. [6, S. 176]
Gilt fu¨r eine reellwertige Funktion f, dass V ba (f) < ∞, so nennen wir diese
von beschra¨nkter Variation. Die Klasse dieser Funktionen wird mit BV(I)
bezeichnet.
Satz 2.3. (Eigenschaften von Funktionen von beschra¨nkter Variation)[6, S. 176 f.]
(a) Jede Funktion f ∈ BV (I) ist beschra¨nkt, und es ist
|f(a)− f(b)| ≤ V ba (f).
(b) Es seien λ1, λ2 ∈ R beliebig. Dann sind mit f und g sind auch λ1f, f+g
und fg aus BV (I), d.h. BV (I) ist eine Funktionenalgebra. Fu¨r
f, g ∈ BV (I) gelten die Ungleichungen
V ba (λ1f + λ2g) ≤ |λ1|V ba + |λ2|V ba (g)
und
V ba (fg) ≤‖ f ‖∞ V ba (g)+ ‖ g ‖∞ V ba (f),
wobei ‖ · ‖∞ die Supremumsnorm ist, d.h. ‖ f ‖∞= sup{f(t)|t ∈ [a, b]}.
(c) Fu¨r a < c < b ist
V ba (f) = V
c
a (f) + V
b
c (f).
(d) Ist f monoton in I, so ist V ba (f) = |f(b)− f(a)|.
(e) Ist f Lipschitz-stetig mit der Lipschitz-Konstante L, so ist
V ba (f) ≤ L(b− a).
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(f) Fu¨r f ∈ C1(I) ist V ba (f) =
∫ b
a
|f ′(t)| dt.
Beweis.
(a) Wir betrachten die Zerlegung (a, t, b). Es gilt offenbar
|f(t)− f(a)| ≤ |f(t)− f(a)|+ |f(b)− f(t)| ≤ V ba (f). (2.1.3)
Außerdem gilt nach der Dreiecksungleichung und (2.1.3)
|f(t)| ≤ |f(t)− f(a)|+ |f(a)| ≤ V ba (f) + |f(a)|. (2.1.4)
Damit ist f beschra¨nkt und aus (2.1.3) folgt fu¨r t = b die Ungleichung
|f(a)− f(b)| ≤ V ba (f).
(b) Seien f, g ∈ BV (I) und λ, µ ∈ R beliebig. Dann ist
V ba (λf) = sup
Z
p∑
i=1
|λf(ti)− λf(ti−1)| = sup
Z
p∑
i=1
|λ ‖ f(ti)− f(ti−1)|
= |λ| sup
Z
p∑
i=1
|f(ti)− f(ti−1)| = |λ|V ba (f) <∞,
und somit λf ∈ BV (I). Weiter gilt wegen
|f(t) + g(t)− f(s)− g(s)| ≤ |f(t)− f(s)|+ |g(t)− g(s)| (2.1.5)
f + g ∈ BV (I) und wegen
|f(t)g(t)− f(s)g(s)| = |f(t)g(t)− f(t)g(s) + f(t)g(s)− f(s)g(s)|
≤ |f(t)g(t)− f(t)g(s)|+ |f(t)g(s)− f(s)g(s)|
≤ |f(t)||g(t)− g(s)|+ |g(s)||f(t)− f(s)|
≤‖ f ‖∞ |g(t)− g(s)|+ ‖ g ‖∞ |f(t)− f(s)| (2.1.6)
fg ∈ BV (I). Die angegebenen Ungleichungen folgen dann sofort aus (2.1.5)
und (2.1.6).
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(c) Sei a < c < b und sei (tj)j=1,...,n eine Zerlegung von [a, b].
Dann existiert ein j0 mit tj0 ≤ c < tj0+1, sodass
n∑
j=0
|f(tj)− f(tj−1)| =
j0∑
j=1
|f(tj)− f(tj−1)|+
n∑
j=j0+1
|f(tj)− f(tj−1)|
≤
j0∑
j=1
|f(tj)− f(tj−1)|+ |f(c)− f(tj0)|
+ |f(tj0+1)− f(c)|+
n∑
j=j0+1
|f(tj)− f(tj−1)|
≤ V ca (f) + V bc (f).
Also haben wir
V ba (f) ≤ V ca (f) + V bc (f). (2.1.7)
Sei nun ε > 0 beliebig und seien (ta,cj )j=1,2,...,j1 , (t
c,b
j )j=1,2,...,j2 Zerlegungen der
Intervalle [a, c] bzw. [c, b] mit
V ca (f)−
ε
2
≤
j1∑
j=1
|f(ta,cj )− f(ta,cj−1)| (2.1.8)
V bc (f)−
ε
2
≤
j2∑
j=1
|f(tc,bj )− f(tc,bj−1)|. (2.1.9)
Wir bilden die Zerlegung (zj)j=1,...,j1+j2 fu¨r das Intervall [a, b] derart, dass
zj =
t
a,c
j j = 1, 2, . . . j1
tc,bj−j1 j = j1 + 1, j1 + 2, . . . ,j1 + j2.
Addiert man nun (2.1.8) und (2.1.9), so folgt
V ca (f) + V
b
c (f)− ε ≤
j1+j2∑
j=1
|f(zj)− f(zj−1)| ≤ V ba (f),
und mit ε→ 0 ergibt sich
V ca (f) + V
b
c (f) ≤ V ba (f). (2.1.10)
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Die Behauptung folgt aus (2.1.7) und (2.1.10).
(d) Dies folgt unmittelbar aus der Definition, da die auftretenden Differenzen
von f alle dasselbe Vorzeichen haben und somit gilt
n∑
j=1
|f(tj)− f(tj−1)| =
∣∣∣∣∣
n∑
j=1
f(tj)− f(tj−1)
∣∣∣∣∣ = |f(b)− f(a)|.
Bildet man nun das Supremum u¨ber alle Zerlegungen, so erha¨lt man
V ba (f) = |f(b)− f(a)|.
(e) Sei f Lipschitz-stetig auf I = [a, b], d.h. es existiert eine Lipschitz-
Konstante L > 0, sodass
∀s, t ∈ [a, b], s < t : |f(t)− f(s)| ≤ L(t− s)
gilt. Damit ist
V ba (f) = sup
Z
p∑
i=1
|f(ti)− f(ti−1)|
≤ sup
Z
p∑
i=1
L(ti − ti−1) = L(b− a).
(f) Zuerst wollen wir zeigen, dass
V ba (f) ≤
∫ b
a
|f ′(t)| dt
gilt, und danach die Umkehrung.
Es sei f ∈ C1([a, b]) und (tj)j=1,2,...n eine Zerlegung von [a, b]. Offenbar gilt
mit der Dreiecksungleichung
|f(tj)− f(tj−1)| =
∣∣∣∣∣
∫ tj
tj−1
f ′(t)dt
∣∣∣∣∣ ≤
∫ tj
tj−1
|f ′(t)| dt.
Durch Summieren u¨ber j = 1, 2, . . . , n folgt
n∑
j=1
|f(tj)− f(tj−1)| ≤
∫ b
a
|f ′(t)| dt
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und somit
V ba (f) ≤
∫ b
a
|f ′(t)| dt. (2.1.11)
Betrachte nun die Menge A = {t ∈ I : f ′(t) 6= 0}, welche aufgrund der Vor-
aussetzung offen ist. Damit existiert eine Folge
(
(ak, bk)
)
k∈J , J ⊆ N, paar-
weiser disjunkter Intervalle mit der Eigenschaft
A =
⋃
k∈J
(ak, bk).
Wir bilden fu¨r n ∈ N
Jn = {k ∈ J : k ≤ n} = {k(n)1 , k(n)2 , . . . , k(n)mn}
und setzen
An =
⋃
k∈Jn
(a
(n)
k , b
(n)
k ),
wobei wir zur Vereinfachung a
k
(n)
j
=: a
(n)
j bzw. bk(n)j
=: b
(n)
j setzen.
Wir ko¨nnen voraussetzen, dass
a ≤ a(n)1 < b(n)1 < a(n)2 < · · · < b(n)mn ≤ b
erfu¨llt ist, da Jn endlich ist.
Wir betrachten nun die Zerlegung
Zn = (a, a
(n)
1 , b
(n)
1 , a
(n)
2 , . . . , b
(n)
mn , b). Die Variation zu dieser Zerlegung ist ge-
geben durch
var(Zn; f) =
∣∣∣f(a(n)1 )− f(a)∣∣∣+ mn∑
j=1
∣∣∣∣∣
∫ b(n)j
a
(n)
j
f ′(t) dt
∣∣∣∣∣+
+
mn−1∑
j=1
∣∣∣∣∣
∫ a(n)j+1
b
(n)
j
f ′(t) dt
∣∣∣∣∣+ ∣∣f(b)− f(b(n)mn)∣∣ .
Aufgrund der Definition von A folgt, dass f ′(t) = 0 fu¨r t ∈ [b(n)j , a(n)j+1] und f ′
hat in (a
(n)
j , b
(n)
j ) konstantes Vorzeichen.
Damit gilt
var(Zn; f) =
∣∣∣f(a(n)1 )− f(a)∣∣∣+ ∣∣f(b)− f(b(n)mn)∣∣+ ∫
An
|f ′(t)| dt. (2.1.12)
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Offenbar ist die Folge
(
a
(n)
1
)
n=1,2,...
monoton fallend und von unten durch a
beschra¨nkt. Damit existiert
lim
n→∞
a
(n)
1 = a
′. (2.1.13)
Nach Konstruktion gilt [a, a′] ⊂ A, d.h. es gilt∣∣∣f(a(n)1 )− f(a)∣∣∣ =
∣∣∣∣∣
∫ a(n)1
a
f ′(t) dt
∣∣∣∣∣ = 0 (2.1.14)
und damit folgt
lim
n→∞
∣∣∣f(a(n)1 )− f(a)∣∣∣ = |f(a′)− f(a)| = 0. (2.1.15)
Die Folge (b
(n)
mn)n=1,2,... ist monoton wachsend und nach oben durch b be-
schra¨nkt, d.h. es existiert
lim
n→∞
b(n)mn = b
′.
Analog zeigt man
|f(b′)− f(b)| = 0. (2.1.16)
Mit (2.1.12), (2.1.15) und (2.1.16) folgt∫
A
|f ′(t)| dt ≤ V ba (f).
Da aber ∫
A
|f ′(t)| dt = 0
gilt, ergibt sich
b∫
a
|f ′(t)| dt =
∫
A
|f ′(t)| dt+
∫
A
|f ′(t)| dt ≤ V ba (f)
und mit (2.1.11) folgt die Behauptung.
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Satz 2.4. (Darstellungssatz von C. Jordan)[6, S. 177]
Eine Funktion f ist genau dann im Intervall I = [a, b] von beschra¨nkter
Variation, wenn sie in der Form f = g − h darstellbar ist, wobei g und h in
I monoton wachsend, nichtnegativ und beschra¨nkt sind.
Bemerkung 2.5.
Wir nennen die Darstellung f = g − h aus Satz 2.4 Jordan-Zerlegung.
Beweis.
1. Es sei f in I = [a, b] von beschra¨nkter Variation. Fu¨r t ∈ I sei g1(t) :=
V ta (f) die Totalvariation von f im Intervall [a, t]. Die Funktion g1 ist in I
definiert und nach Satz 2.3 (a) und (c) auch beschra¨nkt. Weiterhin ist die
Funktion g1 monoton wachsend, denn fu¨r a ≤ c < d ≤ b gilt nach Satz 2.3(c)
0 ≤ V dc (f) = V da (f)− V ca (f) = g1(d)− g1(c).
Weiter ergibt sich in Verbindung mit Satz 2.3 (a)
f(d)− f(c) ≤ V dc (f) = g1(d)− g1(c).
Fu¨r die Funktion h1 := g1 − f ist also h1(c) ≤ h1(d), d.h. h1 ist auch mo-
noton wachsend. Aufgrund von Satz 2.3(a) und der Definition von h1 ergibt
sich sofort deren Beschra¨nktheit. Damit haben wir zuna¨chst eine Darstellung
f = g1 − h1 gefunden, bei welcher g1, h1 monoton wachsend und beschra¨nkt
sind.
2. Es bleibt noch die Nichtnegativita¨t der gesuchten Funktionen g, h sicher-
zustellen. Betrachte dazu die Funktion f − f(a). Dann existieren nach 1.
monoton wachsende, beschra¨nkte Funktionen g2 und h2 mit
f(t)− f(a) = g2(t)− h2(t). (2.1.17)
Wir setzen g2(t) = V
t
a (f − f(a)) und es folgt
g2(a) = 0.
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Analog gilt h2(t) = g2(t)− (f(t)− f(a)) und somit folgt
h2(a) = 0.
Deshalb sind g2 und h2 nichtnegativ.
Aus (2.1.17) folgt
f(t) =
(
g2(t) + f(a)1[0,∞)(f(a))
)− (h2(t)− f(a)1(−∞,0)(f(a))) .
Die Funktion
g(t) = g2(t) + f(a)1[0,∞)(f(a))
und
h(t) = h2(t)− f(a)1(−∞,0)(f(a))
sind offenbar monoton wachsend, beschra¨nkt und nichtnegativ.
Definition 2.6.
Es sei f : [a,∞)→ R. Wir nennen diese Funktion von beschra¨nkter Variati-
on, falls der Grenzwert
V ∞a (f) := lim
b→∞
V ba (f) <∞
existiert.
Bemerkung 2.7.
Sei f : [a,∞)→ R eine Funktion von beschra¨nkter Variation.
Dann ist f in der Form f = g − h darstellbar, wobei g und h monoton wach-
sende, beschra¨nkte und nichtnegative Funktionen sind.
Beweis.
Der Beweis hierzu funktioniert analog zu Satz 2.4.
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2.2 Funktionen von einseitiger Stetigkeit
Definition 2.8.
Es sei c : R → R eine Funktion fu¨r die die rechtsseitigen und linksseitigen
Grenzwerte existieren. Dann werden c+, c− : R→ R durch
c+(t) := lim
u↓t
c(t) = c(t+)
bzw.
c−(t) := lim
u↑t
c(t) = c(t−)
eingefu¨hrt. Damit bezeichnen (·)+, (·)− Operatoren, die den Funktionen ihre
rechten bzw. linken Grenzwerte zuweisen.
Bemerkung 2.9.
Offenbar sind die Operatoren (·)+, (·)− aufgrund ihrer Definition linear, d.h.
es gilt
(c1(t)− c2(t))+ = (c1)+(t)− (c2)+(t)
bzw.
(c1(t)− c2(t))− = (c1)−(t)− (c2)−(t),
falls c1, c2 linksseitige und rechtsseitige Grenzwerte besitzen.
Lemma 2.10.
(a) Es sei c : R → R eine monotone Funktion, fu¨r die die rechtsseitigen
Grenzwerte existieren.
Dann ist c+ rechtsstetig.
(b) Es sei c : R → R eine monotone Funktion, fu¨r die die linksseitigen
Grenzwerte existieren.
Dann ist c− linksstetig.
12
Beweis.
(a) Es sei ε > 0 beliebig. Dann existiert ein δx > 0, sodass fu¨r 0 < s < δx
gilt
|c(x+ u)− c(x+)| ≤ ε. (2.2.1)
Damit erhalten wir
|c+(t)− c+(t+ s)| ≤|c+(t)− c(t+ u)|+ |c+(t+ s)− c(t+ s+ v)|
+ |c(t+ u)− c(t+ s+ v)|.
Wenden wir (2.2.1) fu¨r x = t und x = t+ s an, so folgt
|c+(t)− c+(t+ s)| ≤ 2ε+ |c(t+ u)− c(t+ s+ v)|.
fu¨r 0 < u < δt und 0 < v < δt+s. Wir wa¨hlen s ↓ 0, u ↓ 0 und v ↓ 0 und
erhalten
lim sup
s↓0
|c+(t)− c+(t+ s)| ≤ 2ε.
Da ε > 0 beliebig gewa¨hlt werden kann, folgt somit die Behauptung.
(b) Dieser Beweis folgt analog zu (a).
Lemma 2.11.
Es sei c : R→ R eine linksstetige Funktion, fu¨r die die rechtsseitigen Grenz-
werte existieren.
Dann gilt
c+(u−) = lim
t↑u
c+(t) = c(u). (2.2.2)
Beweis.
Es sei ε > 0 und t ∈ R beliebig. Dann existiert ein δt > 0 so, dass
|c(t+ s)− c+(t)| = |c(t+ s)− c(t+)| < ε
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fu¨r 0 < s < δt. Damit erhalten wir
|c+(t)− c(u)| ≤ |c+(t)− c(t+ s) + c(t+ s)− c(u)|
≤ |c+(t)− c(t+ s)|+ |c(t+ s)− c(u)|
≤ ε+ |c(t+ s)− c(u)|. (2.2.3)
Es gelte t ↑ u. Dann ko¨nnen wir st so wa¨hlen, dass t + st < u und natu¨rlich
t+ st ↑ u gilt. Aus (2.2.3) folgt, da c linksstetig ist, dass
lim sup
t↑u
|c+(t)− c(u)| ≤ ε.
Da ε > 0 beliebig gewa¨hlt werden kann, folgt die Behauptung (2.2.2).
Satz 2.12.
(a) Es sei F : [a, b]→ R rechtsstetig und von beschra¨nkter Variation.
Dann existieren monoton wachsende, nichtnegative und rechtsstetige
Funktionen F1, F2 : [a, b]→ R mit
F = F1 − F2.
(b) Es sei F : [a, b]→ R linksstetig und von beschra¨nkter Variation.
Dann existieren monoton wachsende, nichtnegative und linksstetige Funk-
tionen F1, F2 : [a, b]→ R mit
F = F1 − F2.
Beweis.
Nach Satz 2.4 gibt es fu¨r F die Jordan-Zerlegung
F = F˜1 − F˜2,
wobei F˜1, F˜2 monoton wachsend und nichtnegativ sind.
Nach Bemerkung 2.9 haben wir
F = (F )+ = (F˜1)+ − (F˜2)+.
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Da F rechtsstetig ist und F+ = F gilt. Wir setzen F1 := (F˜1)+ und F2 :=
(F˜2)+, somit sind F1, F2 monoton wachsend, nichtnegativ und rechtsstetig.
(b) Diese Behauptung folgt analog zu (a).
2.3 Borel-Maße und
Funktionen von beschra¨nkter Variation
Es sei µ ein endliches Borel-Maß auf (a, b]. Dann definieren wir die verallge-
meinerte Verteilungsfunktion gµ zu µ durch
gµ(x) := µ((a, x]).
Dann ist die Abbildung gµ : (a, b] → [0,∞) monoton wachsend rechtsseitig
stetig und es gilt gµ(a) = 0.
Wir ko¨nnen umgekehrt jeder monoton wachsenden und rechtsstetigen Funk-
tion g : (a, b]→ [0,∞) ein endliches Borel-Maß µg zuordnen. Wir setzen
µg((c, d]) = g(d)− g(c), a ≤ c < d ≤ b (2.3.1)
und zeigen, dass µg zu einem Borel-Maß auf [a, b] fortgesetzt werden kann.
Es sei
gc(x) = g(x) + c
mit einer gewissen Konstante c. Dann gilt auf {(c, d) : a ≤ c < d ≤ b}
µg = µgc .
Um die Eindeutigkeit zwischen dem Maß und der entsprechenden Funktion
zu gewa¨hrleisten, setzen wir zusa¨tzlich g(a+) = 0 voraus.
Satz 2.13.
Es sei g : (a, b]→ [0,∞) eine monoton wachsende und rechtsstetige Funktion
mit g(a+) = 0.
Dann existiert genau ein Borel-Maß µg auf (a, b], sodass (2.3.1) erfu¨llt ist.
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Beweis.
(a) Es sei A =
{
n⋃
k=1
(ak, bk]|a ≤ a1 < b1 < a2 < · · · < bn ≤ b, n ∈ N
}
.
Wir zeigen zuna¨chst, dass A eine Algebra ist.
1. Wir zeigen, das aus A ∈ A auch A ∈ A folgt.
Es sei A ∈ A, d.h. es ist
A =
n⋃
k=1
(ak, bk]. (2.3.2)
Da die Intervalle (ak, bk] paarweise disjunkt sind, ist die Darstellung (2.3.1)
eindeutig. Damit gilt offenbar, dass
A = (a, a1] ∪
n−1⋃
k=1
(bk, ak+1] ∪ (bk, b]
und somit folgt A ∈ A.
2. Wir zeigen, dass mit A1, A2 ∈ A auch A1 ∩ A2 ∈ A gilt. Es gelte
A1 =
n1⋃
k=1
(a
(1)
k , b
(1)
k ] (2.3.3)
A2 =
n2⋃
k=1
(a
(2)
k , b
(2)
k ]. (2.3.4)
Wir haben dann
A1 ∩ A2 =
n2⋃
j=1
(
n1⋃
k=1
(a
(1)
k , b
(1)
k ] ∩ (a(2)j , b(2)j ]
)
=:
n2⋃
j=1
Cj.
Natu¨rlich ist die Folge (Cj)j=1,...,n2 paarweise disjunkt. Damit genu¨gt es zu
zeigen, dass Cj ∈ A fu¨r beliebige j = 1, . . . , n2 gilt.
Wir unterscheiden folgende Fa¨lle:
(1) ∃k : a(1)k ≤ a(2)j < b(2)j ≤ b(1)k
(2) ∃k : a(2)j < a(1)k ≤ b(2)j ≤ b(1)k
(3) ∃k : a(1)k ≤ a(2)j ≤ b(1)k < b(2)j .
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Man sieht sofort, dass
Cj =

(a
(2)
j , b
(2)
j ], fu¨r Fall (1)
(a
(1)
k , b
(2)
j ], fu¨r Fall (2)
(a
(2)
j , b
(1)
k ], fu¨r Fall (3).
Damit ist Cj ∈ A gezeigt.
Aus 1. und 2. folgt, dass A eine Algebra ist.
(b) Die Darstellung (2.3.2) ist im Allgemeinen nicht eindeutig. Wir definieren
fu¨r A ∈ A
n(A) = min
(
n : A =
n⋃
k=1
(ak, bk]
)
.
Dann ist offensichtlich die Darstellung
A =
n(A)⋃
k=1
(ak, bk] (2.3.5)
mit a ≤ a1 < b1 < · · · < bn(A) ≤ b eindeutig. Diese Darstellung bezeichnen
wir als kanonisch. Im Weiteren gehen wir fu¨r A ∈ A stets von der kanonischen
Darstellung aus.
Wir definieren fu¨r A ∈ A mit der kanonischen Darstellung (2.3.2)
µ0(A) =
n∑
k=1
(g(bk)− g(ak)) .
Damit ist µ0 : A→ [0,∞) wohldefiniert.
(b.1) Wir zeigen, dass µ0 additiv ist.
Es seien A1, A2 ∈ A mit der kanonischen Darstellung (2.3.3) bzw. (2.3.4).
Außerdem gelte A1 ∩ A2 = ∅, d.h.
(a
(1)
k , b
(1)
k ] ∩ (a(2)j , b(2)j ] = ∅
fu¨r alle k = 1, . . . , n1, j = 1, . . . , n2.
Damit folgt
A1 ∪ A2 =
n1⋃
k=1
(
(a
(1)
k , b
(1)
k ]
)
∪
n2⋃
j=1
(
(a
(2)
k , b
(2)
k ]
)
.
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Offenbar ist dies bis auf Umordnung die kanonische Darstellung von A1∪A2.
Mit der Definition von µ0 haben wir dann
µ0(A1 ∪ A2) =
n1∑
k=1
(
g(b
(1)
k )− g(a(1)k )
)
+
n2∑
j=1
(
g(b
(2)
j )− g(a(2)j )
)
= µ0(A1) + µ0(A2).
Damit ist die Additivita¨t von µ0 gezeigt.
(b.2) Um zu zeigen, dass µ0 eindeutig zu einem Borel-Maß µg auf (a, b] fort-
gesetzt werden kann, benutzen wir den Satz von Carathe´odory (vgl. Satz
7.1). Demnach genu¨gt es zu zeigen, dass fu¨r eine monoton fallende Folge
(An)n=1,2,... mit An ∈ A und An ⊇ An+1, n ∈ N, sowie
∞⋂
n=1
An = ∅ auch
lim
n→∞
µ0(An) = 0
gilt.
Fu¨r An gelte
An =
mn⋃
k=1
(a
(n)
k , b
(n)
k ].
Wir betrachten
Bn =
mn⋃
k=1
(a
(n)
k + r
(n)
k , b
(n)
k ]
mit 0 < r
(n)
k < b
(n)
k − a(n)k .
Damit gilt Bn ⊆ An und
An \Bn =
mn⋃
k=1
(a
(n)
k , a
(n)
k + r
(n)
k ].
Somit folgt
µ0(An \Bn) =
mn∑
k=1
(
g(a
(n)
k + r
(n)
k )− g(a(n)k )
)
.
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Es sei ε > 0 beliebig und wir wa¨hlen, wegen der Rechtsstetigkeit von g, r
(n)
k
so, dass
g(a
(n)
k + r
(n)
k )− g(a(n)k ) ≤
1
mn
ε2−n
fu¨r k = 1, 2, . . . ,mn. Dann folgt
µ0(An \Bn) ≤ ε2−n.
Wir bezeichnen mit [Bn] den Abschluss von Bn. Es gilt [Bn+1] ⊆ [Bn]. Dann
gilt
[a, b] ⊇
∞⋂
n=1
[Bn] = ∅.
Da [a, b] kompakt ist, existiert ein n0 mit
n0⋂
n=1
[Bn] = ∅,
und somit
n0⋂
n=1
Bn = ∅.
Damit folgt
µ0 (An0) = µ0
(
An0 \
n0⋂
n=1
Bn
)
= µ0
(
n0⋃
n=1
(An0 \Bn)
)
≤ µ0
(
n0⋃
n=1
(An \Bn)
)
.
Wegen der Subadditivita¨t von µ0 folgt somit
µ0(An0) ≤
n0∑
n=1
µ0(An \Bn) ≤ ε.
Damit folgt
0 ≤ lim
n→∞
µ0(An) ≤ µ0(An0) ≤ ε
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und somit wegen der Beliebigkeit von ε
lim
n→∞
µ0(An) = 0,
d.h. µ0 ist stetig zur leeren Menge, d.h. es ist auf A σ-additiv und der Satz
von Carathe´odory (vgl. Satz 7.1) bringt die Behauptung.
(c) Nun bleibt noch die Eindeutigkeit des Maßes zu zeigen. Sei hierzu zwei
Maße µ, ν gegeben, welche (2.3.1) erfu¨llen.
Es sei
M = {B ∈ B(a,b] : µ(B) = ν(B)},
wobeiB(a,b] die Menge aller Borel-Mengen auf dem Intervall (a, b] bezeichnet.
Fu¨r B = (c, d] gilt offenbar
µ((c, d])− ν((c, d]) = g(d)− g(c)− (g(d)− g(c)) = 0.
Außerdem folgt aufgrund der Definition von A
A ⊆M ⊆ B(a,b]. (2.3.6)
Wir zeigen, dass M eine monotone Klasse ist, d.h. fu¨r jede monoton wach-
sende bzw. fallende Folge von Borel-Mengen (An)n=1,2,... ∈M gilt
lim
n→∞
An ∈M.
Es sei (An)n=1,2,... ∈M mit An ⊆ An+1. Dann gilt
µ(An) = ν(An),
und aus der Stetigkeit von Maßen folgt
µ
( ∞⋃
n=1
An
)
= lim
n→∞
µ(An) = lim
n→∞
ν(An) = ν
( ∞⋃
n=1
An
)
,
d.h.
⋃∞
n=1An ∈M. Die Schlussweise fu¨r monoton fallende Folgen ist analog.
Damit ist M eine monotone Klasse.
Es sei m(C) die kleinste monotone Klasse, die C entha¨lt. Die Operation m
ist offenbar monoton. Damit folgt aus (2.3.6)
m(A) ⊆ m(M) = M ⊆ m(B(a,b]).
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Nach Satz 7.4 gilt
m(A) = σ(A) = B(a,b].
Damit folgt
M = B(a,b]
und
µ = ν.
Folgerung 2.14.
Falls g : [a, b]→ [0,∞) monoton wachsend und rechtsstetig ist mit g(a) = 0,
so ist auch g|(a,b] monoton wachsend und rechtsstetig mit g(a+) = 0. Nach
Satz 2.13 existiert ein Borel-Maß µ1 mit
µ1 ((c, d]) = g(d)− g(c), a ≤ c < d ≤ b.
Dann definiert die Funktion g ein Borel-Maß µg auf [a, b] mit der Eigenschaft
µg((c, d]) = g(d)− g(c), a ≤ c < d ≤ b.
Wir erweitern µ1 auf die Borel-Mengen von [a, b] zu µg, indem wir
µg(A ∩ {a}) :=
g(a), a ∈ A0, a /∈ A
und
µg(A ∩ (a, b]) := µ1(A ∩ (a, b])
setzen.
Wir beweisen, dass µg ein Borel-Maß auf [a, b] ist.
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Beweis. Um die Behauptung zu zeigen sei (Cn)n=1,... eine Folge von paarweise
disjunkten Borel-Mengen aus [a, b]. Dann gilt
µG(Cn) = µG(Cn ∩ {a}) + µg(Cn ∩ (a, b])
= g(a)1Cn(a) + µ1(Cn ∩ (a, b]).
Damit folgt
∞∑
n=1
µg(Cn) =
∞∑
n=1
µg(Cn ∩ {a}) +
∞∑
n=1
µg(Cn ∩ (a, b])
= g(a)1{ ∞⋃
n=1
Cn
}(a) +
∞∑
n=1
µ1(Cn ∩ (a, b])
= µg
( ∞⋃
n=1
Cn
)
.
Also ist µg ein Borel-Maß auf [a, b].
Analog zu Satz 2.13 gilt das Resultat
Satz 2.15.
Es sei g : [a, b] → R eine rechtsstetige Funktion von beschra¨nkter Variation
mit g(a) = 0.
Dann existiert ein signiertes Borel-Maß µg auf [a, b], sodass
µg((c, d]) = g(d)− g(c), a ≤ c < d ≤ b
gilt.
Beweis. Nach Satz 2.12 gilt
g = g1 − g2,
wobei g1, g2 monoton wachsend, rechtsstetig und von beschra¨nkter Variation
sind. Nach Folgerung 2.14 existieren Borel-Maße µg1 und µg2 derart, dass
µg1((c, d]) = g1(d)− g1(c), a ≤ c < d ≤ b
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und
µg2((c, d]) = g2(d)− g2(c), a ≤ c < d ≤ b.
Dann ist
µg(A) = µg1(A)− µg2(A), A ∈ A
ein signiertes Borel-Maß und es gilt
µg((c, d]) = g(d)− g(c), a ≤ c < d ≤ b.
Bemerkung 2.16.
Analog kann man ein Borel-Maß auch mit einer monoton wachsenden, links-
stetigen Funktion g : [a, b)→ R definieren, fu¨r die g(a) = 0 gilt. Es ist dann
µ˜g([c, d)) = g(d)− g(c), a ≤ c < d ≤ b.
Analog zu Satz 2.15 gilt
Satz 2.17.
Es sei g : [a, b] → R eine linksstetige Funktion von beschra¨nkter Variation
mit g(a) = 0.
Dann existiert ein signiertes Borel-Maß µ˜g auf [a, b], sodass
µ˜g([c, d)) = g(d)− g(c), a ≤ c < d ≤ b
gilt.
Satz 2.18.
Es sei g : [a, b]→ R eine rechtsstetige Funktion von beschra¨nkter Variation.
Dann gilt
µg = µ˜g1 , (2.3.7)
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wobei die linksstetige Funktion g1 : [a, b]→ R durch
g1(x) =
g(x−), falls x ∈ [a, b)g(b), falls x = b
definiert ist.
Beweis.
Bekanntlich gilt
µ˜g1((c, d]) = g1(d+)− g1(c+) = g(d)− g(c) = µ((c, d]), a ≤ c < d ≤ b.
Analog zum Beweis von Satz 2.13 erhalten wir die Behauptung (2.3.7) fu¨r
alle Borel-Mengen.
Haben wir eine Funktion G : R→ R gegeben, die von beschra¨nkter Variation
und entweder rechtsstetig oder linksstetig ist, so setzen wir fu¨r eine bzgl. µG
integrierbare Funktion f∫
f(t)µG(dt) =
∫
f(t) µ˜G(dt) =:
∫
f(t)G(dt).
Satz 2.19.
Es seien F,G : R→ R Funktionen von beschra¨nkter Variation, wobei G links-
stetig und F rechtsstetig sei.
Dann gilt
(a)
∫
(a,b]
G(x)F (dx) =G(a)(F (b)− F (a)) + F (b)(G(b+)−G(a+))
−
∫
(a,b]
F (y)G(dy). (2.3.8)
(b)
∫
[a,b)
G(x)F (dx) =G(a)(F (b−)− F (a−)) + F (b−)(G(b)−G(a))
−
∫
[a,b)
F (y)G(dy). (2.3.9)
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Beweis.
(a) 1. Zuna¨chst betrachten wir den Satz unter der Voraussetzung, dass F
und G zusa¨tzlich monoton wachsend seien.
Es sei
A := {(x,y) : a < x ≤ b, a ≤ y < x}.
Dann haben wir fu¨r die Projektion auf die x- und y-Achse, dass Ax = [a, x)
bzw. Ay = (y, b]. Dann haben wir mit dem Satz von Fubini∫
A
F (dx)G(dy) =
∫
(a,b]
∫
Ax
G(dy)F (dx)
=
∫
(a,b]
∫
[a,x)
G(dy)F (dx)
=
∫
(a,b]
(G(x)−G(a))F (dx)
=
∫
(a,b]
G(x)F (dx)−G(a)(F (b)− F (a)). (2.3.10)
Analog folgt∫
A
F (dx)G(dy) =
∫
(a,b]
∫
Ay
G(dy)F (dx)
=
∫
(a,b]
∫
(y,b]
F (dx)G(dy)
=
∫
(a,b]
(F (b)− F (y))G(dx)
= F (b)(G(b+)−G(a+))−
∫
(a,b]
F (x)G(dx). (2.3.11)
Aus (2.3.10) und (2.3.11) folgt dann die Behauptung.
2. Wir zeigen nun, dass (2.3.8) fu¨r Funktionen F und G gilt, wobei G von
beschra¨nkter Variation und linksstetig und F monoton wachsend und rechts-
stetig ist.
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Nach Satz 2.12 gilt dann
G = G1 −G2,
wobeiG1, G2 monoton wachsend, nichtnegativ und linksstetig sind. Nach dem
ersten Teil des Beweises ko¨nnen wir (2.3.8) fu¨r G1, F und G2, F anwenden
und erhalten nach Subtraktion dieser Darstellungen (2.3.8) fu¨r F und G.
3. Wir zeigen schließlich, dass (2.3.8) fu¨r G und F als Funktionen von be-
schra¨nkter Variation gilt, wobei G linksstetig und F rechtsstetig sind.
Nach Satz 2.12 gilt
F = F1 − F2,
wobei F1, F2 monoton wachsend, nichtnegativ und rechtsstetig sind. Nach
Nach dem zweiten Teil des Beweises ko¨nnen wir (2.3.8) fu¨r G,F1 und G,F2
anwenden. Durch Subtraktion dieser Darstellungen folgt (2.3.8) fu¨r G,F .
(b) Dieser Beweis folgt analog zu (a), indem man
A := {(x,y) : a ≤ x < b, a ≤ y < x}
setzt. Damit erha¨lt man die Projektionen auf die x- und y-Achse Ax = [a, x)
und Ay = (y, b). Dann haben wir mit dem Satz von Fubini∫
A
F (dx)G(dy) =
∫
[a,b)
∫
Ax
G(dy)F (dx)
=
∫
[a,b)
∫
[a,x)
G(dy)F (dx)
=
∫
[a,b)
(G(x)−G(a))F (dx)
=
∫
[a,b)
G(x)F (dx)−G(a)(F (b−)− F (a−)). (2.3.12)
Analog folgt ∫
A
F (dx)G(dy) =
∫
[a,b)
∫
Ay
G(dy)F (dx)
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=∫
[a,b)
∫
(y,b)
F (dx)G(dy)
=
∫
[a,b)
(F (b−)− F (y))G(dx)
= F (b−)(G(b)−G(a))−
∫
[a,b)
F (x)G(dx). (2.3.13)
Aus (2.3.12) und (2.3.13) folgt dann die Behauptung.
Wir beno¨tigen folgendes Hilfsresultat fu¨r Radon-Nikodym-Dichten.
Lemma 2.20.
Es sei G : [0,∞) → [0,∞) eine monoton wachsende stetige Funktion und
h : [0,∞)→ [0,∞) eine monotone und differenzierbare Funktion.
Dann ist die Funktion F , die durch
F (t) := h(G(t))
definiert ist, ebenfalls monoton und stetig und es gilt fu¨r jede Borel-messbare
Funktion ω : [0,∞)→ (−∞,∞) und 0 ≤ a < b <∞∫
[a,b)
ω(t)F (dt) =
∫
[a,b)
ω(t)h′(G(t))G(dt). (2.3.14)
Beweis. 1. Zuna¨chst sei
ω(t) = 1(c,d](t), a ≤ c < d < b,
wobei 1A die Indikatorfunktion der Menge A bezeichnet. Weiter sei
G(c) =: C
und
G(d) =: D
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und wir setzen
inf(x : G(x) ≤> C) =: c′
und
sup(x : G(x) ≤ D) =: d′.
Damit haben wir
G−1{(C,D]} = {x : C < G(x) ≤ D} = (c′, d′].
Wir bestimmen das Bildmaß GG. Es gilt
GG((C,D]) = G(G
−1{(C,D]}) = G((c′, d′]) = G(d′)−G(c′) = D − C.
Daraus folgt, dass GG das Lebesguesche Maß ist.
Wir bemerken, dass
G((c′, c]) = G((d, d′]) = 0
und somit
F ((c′, c]) = F ((d, d′]) = 0.
Mit dem Transformationssatz erhalten wir∫
[a,b)
ω(t)h′(G(t))G(dt) =
∫
(c,d]
h′(G(t))G(dt) =
∫
(c′,d′]
h′(G(t))G(dt)
=
∫
G−1((C,D])
h′(G(t))G(dt) =
∫
(C,D]
h′(u)GG(du)
=
∫
(C,D]
h′(u) du = h(D)− h(C)
= F (d)− F (c) =
∫
(c,d]
F (dt) =
∫
[a,b)
ω(t)F (dt).
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Damit ist (2.3.14) fu¨r Indikatorfunktionen der Form ω(t) = 1(c,d](t) gezeigt.
Wir bilden das Mengensystem
M =
A ∈ B[a,b] :
∫
[a,b)
1A(t)F (dt) =
∫
[a,b)
1A(t)h
′(G(t))G(dt)
 .
Weiter sei
A =
{
n⋃
k=1
(ck, dk] : a ≤ c1 < d1 < c2 < · · · < dn ≤ b, n ∈ N
}
, (2.3.15)
aus dem Beweis von Satz 2.13 wissen wir, dass (2.3.15) eine Algebra ist.
Wenn M eine monotone Klasse ist, so folgt aus dem Satz 7.4, wie im Beweis
von Satz 2.13, dass
B = M.
Zu diesem Zweck zeigen wir, dass M monoton ist. Es sei (An)n=1,2,... ∈ M
eine monoton wachsende Folge, somit gilt
lim
n→∞
1An(t) = 1
⋃∞
n=1 An
(t).
Damit folgt aus dem Satz von der monotonen Konvergenz
lim
n→∞
∫
[a,b)
1An(t)F (dt) =
∫
[a,b)
1⋃∞
n=1 An
(t)F (dt)
und
lim
n→∞
∫
[a,b)
1An(t)h
′(G(t))G(dt) =
∫
[a,b)
1⋃∞
n=1 An
(t)h′(G(t))G(dt),
d.h.
⋃∞
n=1An ∈ M. Es sei (An)n=1,2,... ∈ M eine monoton fallende Folge.
Dann gilt
lim
n→∞
1An(t) = 1
⋂∞
n=1 An
(t).
Daraus folgt analog
⋂∞
n=1An ∈ M. Damit ist gezeigt, dass M eine monoto-
ne Klasse ist. Damit ist (2.3.14) fu¨r Indikatorfunktionen von Borel-Mengen
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erfu¨llt.
Da Integrale additiv bzgl. des Integranden sind, gilt somit (2.3.14) auch fu¨r
einfache Funktionen.
Es sei nun ω eine nichtnegative Borel-messbare Funktion. Dann existiert eine
monoton wachsende Folge (ωn(t))n=1,2,... von einfachen Funktionen mit der
Eigenschaft
lim
n→∞
ωn(t) = ω(t).
Aus dem Satz von der monotonen Konvergenz folgt somit (2.3.14) fu¨r nicht-
negative Funktionen.
Es sei nun ω eine beliebige Borel-messbare Funktion. Dann gilt
ω = ω+ − ω−,
wobei ω+ = max(0, ω) der Positivteil und ω− = max(0,−ω) der Negativteil
von ω ist . Wegen der Additivita¨t des Integrals bzgl. des Integranden folgt
(2.3.14) fu¨r beliebige Borel-messbare Funktionen.
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Kapitel 3
Das Riemann-Stieltjes-Integral
3.1 Gerichtete Mengen und Netze
Definition 3.1. (Gerichtete Menge, Netz) [6, S. 142]
Eine nichtleere Menge A heißt gerichtet, wenn ihr eine Relation ≺ definiert
ist mit den Eigenschaften
α ≺ α fu¨r α ∈ A (3.1.1)
α ≺ β, β ≺ γ =⇒ α ≺ γ (3.1.2)
Zu α, β ∈ A existiert ein γ ∈ A mit α ≺ γ, β ≺ γ (3.1.3)
Anstelle von α ≺ β schreibt man auch β  α. Es sei A eine gerichtete
Menge und (X, d) ein metrischer Raum. Eine Funktion f : A → X heißt ein
Netz (oder eine verallgemeinerte Folge in X).
Definition 3.2. [6, S. 143]
Es sei A eine gerichtete Menge und (fα)α∈A eine Netz im metrischen Raum
(X, d). Dann bedeutet (a ∈ X)
limα fα = a oder fα → a,
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dass es zu jedem ε > 0 ein αε ∈ A gibt, sodass
d(fα, a) < ε fu¨r alle α ∈ A mit α  αε
gilt.
Man nennt a den Limes oder Grenzwert von (fα).
Bemerkung 3.3. [6, S. 143]
Der Grenzwert einer Folge (fα) ist eindeutig.
Um dies zu sehen, nehmen wir an, dass a und b Grenzwerte von (fα) sind.
Fu¨r alle ε > 0 existieren dann α
(1)
ε und α
(2)
ε , sodass fu¨r fu¨r α  α1ε und
β  α2ε
d(α, a) < ε
und
d(β, b) < ε
gilt. Nach (3.1.3) existiert ein γε mit γε  α(1)ε und γε  α(2)ε , und es gilt
d(γε, a) < ε
und
d(γε, b) < ε.
Damit folgt
d(a, b) ≤ d(a, γε) + d(γε, b) < 2ε.
Da ε > 0 beliebig gewa¨hlt werden kann, folgt
d(a, b) = 0,
d.h. a = b und somit gibt es genau einen eindeutigen Grenzwert.
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Beispiel 3.4.
Es sei Ω eine beliebige Menge. Die Potenzmenge P(Ω) ist mit der Enthalten-
seinsrelation ⊆ eine gerichtete Menge. Die Bedingungen (3.1.1) und (3.1.2)
sind trivial und die Bedingung (3.1.3) ist immer fu¨r γ = Ω erfu¨llt.
Satz 3.5. [6, S. 145]
In einem vollsta¨ndigen metrischen Raum (X, d) ist ein Netz genau dann kon-
vergent, wenn es ein Cauchy-Netz ist, d.h. zu jedem ε > 0 existiert ein αε ∈ A
mit
d(fα, fβ) < ε fu¨r α, β  αε.
Beweis.
Offenbar ist jedes konvergente Netz ein Cauchy-Netz. Zum Beweis der Um-
kehrung betrachten wir ein Cauchy-Netz (fα). Zu jedem k = 1, 2, . . . gibt es
ein αk mit
d(fα, fβ) <
1
k
fu¨r α, β  αk. (3.1.4)
Dabei kann man wegen (3.1.3) annehmen, dass α1 ≺ α2 ≺ α3 ≺ . . . ist.
Insbesondere gilt dann fu¨r ein festes p
d(fαm , fβn) <
1
p
fu¨r m,n ≥ p.
Die Folge (fαm) ist also eine Cauchy-Folge, und wegen der Vollsta¨ndigkeit des
Raumes existiert a = lim
m→∞
fαm . In der Ungleichung (3.1.4) setze man β = αm
und lasse m → ∞ streben. Man erha¨lt dann d(fα, a) < 1k fu¨r α  αk. Da k
beliebig ist, folgt hieraus limα fα = a.
Im Folgenden widmen wir uns der Konstruktion des Riemann-Stieltjes-In-
tegrals. Wir definieren fu¨r die Menge Z aller Zerlegungen eines Intervalls [a, b]
die Relation ≺ so, dass fu¨r zwei Zerlegungen Z,Z ′ die Relation Z ≺ Z ′ genau
dann gilt, wenn Z ′ Verfeinerung von Z ist, d.h. fu¨r Z = (t0, t1, . . . , tn), Z ′ =
(t′0, t
′
1, . . . , t
′
n′) ∈ Z mit Z ≺ Z ′, d.h. fu¨r alle j ≤ n′ existiert ein k ≤ n, sodass
(t′j, t
′
j+1] ⊆ (tk, tk+1]
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gilt. Damit ist Z eine gerichtete Menge. Die Bedingung (3.1.1) ist trivial. Da
die Menge aller Teilmengen einer vorgegebenen Menge mit der Enthalten-
seinsrelation eine gerichtete Menge ist (vgl. Beispiel 3.4), ist die Bedingung
(3.1.2) erfu¨llt.
Zu den Zerlegungen Z,Z ′ bilden wir die Menge {t0, t1, . . . , tn, t′0, t′1, . . . , t′n′}
und ordnen die Elemente dieser Menge der Gro¨ße nach, sodass fu¨r die Folge
(zj)j=0,...,m
{t0, t1, . . . , tn, t′0, t′1, . . . , t′n′} = {z0, . . . , zm}
mit a = z0 < z1 < · · · < zm−1 < zm = b, wobei m ≤ n+n′ gilt. Die Zerlegung
(z0, z1, . . . , zm−1, zm) ist offenbar eine Verfeinerung von Z und Z ′ und somit
ist auch Bedingung (3.1.3) erfu¨llt.
3.2 Das Riemann-Stieltjes-Integral
Definition 3.6. [6, S. 191]
Es seien zwei Funktionen f, g : I = [a, b] → R gegeben. Zu einer Zerlegung
Z = (t0, . . . , tp), mit a = t0 < t1 < · · · < tp = b, von I und einem zu Z
passenden Satz τ = (τ1, ...τp) von Zwischenpunkten τi ∈ [ti−1, ti] bilden wir
die Riemann-Stieltjes-Summe
σ(Z, τ) =
p∑
i=1
f(τi)[g(ti)− g(ti−1)]. (3.2.1)
Die Abbildung σ(·, τ) : Z → R ist ein Netz. Existiert der Grenzwert lim
Z
σ(Z, τ)
und ist unabha¨ngig von τ , so heißt er Riemann-Stieltjes-Integral von f bezu¨glich
g und man schreibt ∫ b
a
f(t) dg(t) := lim
Z
σ(Z, τ). (3.2.2)
Bemerkung 3.7. [vgl. 3, S. 120 f.]
Alternativ kann man das Riemann-Stieltjes-Integral folgendermaßen definie-
ren.
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Es seien f, g : [a, b]→ R zwei Funktionen, wobei f beschra¨nkt und g monoton
wachsend sei. Zu einer Zerlegung Z = (t0, . . . , tp) werden nun die Stieltjes-
Obersumme und Stieltjes-Untersumme
σ(Z) =
p∑
i=1
sup{f(t) : t ∈ [ti−1, ti]}[g(ti)− g(ti−1)]
bzw.
σ(Z) =
p∑
i=1
inf{f(t) : t ∈ [ti−1, ti]}[g(ti)− g(ti−1)]
gebildet. Konvergieren Ober- und Untersumme fu¨r hinreichend feine Zerle-
gungen gegen denselben Wert, so heißt f bzgl. g auf [a, b] Riemann-Stieltjes-
integrierbar.
Analog zu den Eigenschaften der Riemann-Integrale erha¨lt man fu¨r die Riemann-
Stieltjes-Integrale folgendes Resultat. Die Beweise kann man in [] nachlesen.
Satz 3.8. (Eigenschaften des Riemann-Stieltjes-Integrals)[6, S. 192]
Die auftretenden Funktionen seien im Intervall I = [a, b] erkla¨rt.
(a) Wenn die Integrale
∫ b
a
fi dg und
∫ b
a
f dgi existieren (i=1, 2), dann exis-
tieren auch die folgenden Integrale, und es gilt∫
[a,b]
(λ1f1 + λ2f2) dg = λ1
∫
[a,b]
f1 dg + λ2
∫
[a,b]
f2 dg∫
[a,b]
f d(λ1g1 + λ2g2) = λ1
∫
[a,b]
f dg1 + λ2
∫
[a,b]
f, dg2.
(b) Fu¨r a < c < b gilt ∫
[a,b]
f dg =
∫
[a,c]
f dg +
∫
[c,b]
f dg,
wobei das linke Integral genau dann existiert, wenn die beiden rechts
stehenden Integrale existieren.
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Satz 3.9. [6, S. 192 f.]
Ist f ∈ C(I) und g ∈ BV (I), so existiert das Integral ∫ b
a
fdg, und es besteht
die Abscha¨tzung ∣∣∣∣∫
[a,b]
f dg
∣∣∣∣ ≤‖ f ‖∞ V ba (g). (3.2.3)
Beweis. Da f auf [a, b] gleichma¨ßig stetig ist, gibt es zu jedem ε > 0 ein
δ > 0 derart, dass aus |s − t| < δ folgt |f(s) − f(t)| < ε. Wir wa¨hlen eine
Zerlegung Zε = (r0, . . . , rq) mit d(Zε) < δ und eine zugeho¨rige Riemann-
Stieltjes-Summe σ(Zε, ρ), etwa mit ρi = ri. Nun sei Z = (t0, . . . , tp) eine
Verfeinerung von Zε, und es sei etwa tm = r1.
Der erste Summand von σ(Zε, ρ) la¨sst sich in der Form
f(r1)[g(r1)− g(r0)] =
m∑
i=1
f(r1)[g(ti)− g(ti−1)]
schreiben. Da die ersten m Zwischenstellen τi von σ(Z, τ) in [a, r1] liegen
und da r1 − a < δ ist, gilt |f(τi) − f(r1)| < ε. Deshalb erha¨lt man fu¨r die
Differenz zwischen dem ersten Glied von σ(Zε, ρ) und den ersten m Gliedern
von σ(Z, τ) die Abscha¨tzung∣∣∣∣∣
m∑
i=1
[f(r1)− f(τi)][g(ti)− g(ti−1)]
∣∣∣∣∣ ≤ εV r1a (g).
Verfa¨hrt man mit den Teilintervallen [r1, r2], . . . , [rq−1, rq] entsprechend, so
ergibt sich mit Satz 2.3(c)
|σ(Z, τ)− σ(Zε, ρ)| ≤ εV ba (g).
Fu¨r beliebige Zerlegungen Z,Z ′  Zε ist dann
|σ(Z, τ)− σ(Z ′, τ ′)| ≤ |σ(Z, τ)− σ(Zε, ρ)|+ |σ(Z ′, τ ′)− σ(Zε, ρ)|
≤ 2εV ba (g).
Also ist (σ(Z, τ)) ein Cauchy-Netz bezu¨glich der Feinheit der Zerlegung Z
und mit Satz 3.5 existiert auch
∫ b
a
f dg.
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Eine einfache Abscha¨tzung fu¨r das Integral
∫ b
a
fdg ergibt die behauptete
Ungleichung
|σ(Z, τ)| ≤‖ f ‖∞
p∑
i=1
|g(ti)− g(ti−1)| ≤‖ f ‖∞ V ba (g).
Satz 3.10.
Es sei g : [a, b]→ R monoton wachsend und rechtsstetig und µg sei das Borel-
Maß zu g. Es sei f beschra¨nkt auf [a, b] und bezu¨glich g auf [a, b] Riemann-
Stieltjes-integrierbar.
Dann existiert eine Borel-messbare Funktion f˜ und eine Borel-Menge A mit
µg(A) = 0 derart, dass
f(t) = f˜(t)
auf A gilt.
Außerdem gilt ∫
[a,b]
f(t) dg(t) =
∫
[a,b]
f˜(t)µg(dt). (3.2.4)
Beweis.
Wir betrachten eine Zerlegung Z = (a = t0, t1, . . . , tp = b).
Weiter sei
f i = sup (f(t) : t ∈ (ti−1, ti])
und
f
i
= inf (f(t) : t ∈ (ti−1, ti]) .
Wir definieren die einfachen Funktionen fZ und fZ gema¨ß
fZ(t) =
p∑
i=1
f i 1(ti−1,ti](t)
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und
f
Z
(t) =
p∑
i=1
f
i
1(ti−1,ti](t).
Dann gilt ∫
[a,b]
fZ µg(dt) =
p∑
i=1
f i[g(ti)− g(ti−1)] (3.2.5)
und ∫
[a,b]
f
Z
µg(dt) =
p∑
i=1
f
i
[g(ti)− g(ti−1)]. (3.2.6)
Es sei eine Folge (Zk)k=1,2,... von Zerlegungen mit Zk ≺ Zk+1 gegeben. Dann
existieren fu¨r alle Intervalle (t
(k)
i−1, t
(k)
i ] Intervalle (t
(k+1)
i−1 , t
(k+1)
i ], sodass
(t
(k+1)
i−1 , t
(k+1)
i ] ⊂ (t(k)i−1, t(k)i ] und somit fZk,i ≥ fZk+1,i bzw. fZk,i ≤ fZk+1,i.
Damit folgt
fZk(t) ≥ fZk+1(t)
und analog
f
Zk
(t) ≤ f
Zk+1
(t).
Damit existieren die Grenzwerte
lim
k→∞
fZk(t) = f(t) ≥ f(t) (3.2.7)
und
lim
k→∞
f
Zk
(t) = f(t) ≤ f(t) (3.2.8)
und f , f sind Borel-messbar.
Offenbar gilt
|fZk | ≤ c := sup(|f(t)| : t ∈ [a, b])
|f
Zk
| ≤ c.
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Nach dem Satz von Lebesgue folgt
lim
k→∞
∫
[a,b]
fZk(t)µg(dt) =
∫
[a,b]
f(t)µg(dt)
lim
k→∞
∫
[a,b]
f
Zk
(t)µg(dt) =
∫
[a,b]
f(t)µg(dt).
Da die rechte Seite von (3.2.5) und (3.2.6) Riemann-Stieltjes-Summen ent-
sprechen, folgt, da f Riemann-Stieltjes-integrierbar ist, dass∫
[a,b]
f(t)µg(dt) =
∫
[a,b]
f(t)µg(dt) =
∫
[a,b]
f(t) dg(t), (3.2.9)
d.h. es folgt
f − f = 0 µg − fast u¨berall.
Es sei
A = {t : f(t)− f(t) = 0}.
Offenbar ist A Borel-messbar und µg(A) = 0. Weiter gilt fu¨r t ∈ A und
(3.2.7) und (3.2.8)
f(t) = f(t) = f(t).
Damit ist die Abbildung f˜ , die durch
f˜(t) = f(t)1A(t)
gegeben ist, Borel-messbar. Damit folgt∫
[a,b]
f˜(t)µg(dt) =
∫
[a,b]∩A
f˜(t)µg(dt)
=
∫
[a,b]∩A
f(t)µg(dt) +
∫
[a,b]∩A
f(t)µg(dt)
=
∫
[a,b]
f(t)µg(dt).
Wegen (3.2.9) folgt (3.2.4).
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Bemerkung 3.11.
Im Allgemeinen kann man nicht nachweisen, dass f Borel-messbar ist, falls
f auf [a, b] Riemann-Stieltjes-integrierbar ist.
Folgerung 3.12.
Falls f stetig ist, so ist f Riemann-Stieltjes-integrierbar bzgl. einer rechtss-
tetigen, monoton wachsenden Funktion g und es gilt∫
[a,b]
f(t)µg(dt) =
∫
[a,b]
f(t) dg(t).
Beweis. Nach Satz 3.9 existiert das Riemann-Stieltjes-Integral von f bzgl. g.
Außerdem folgt aus der Stetigkeit von f , dass
f = f
d.h.
f˜ = f
und damit folgt die Behauptung.
Bemerkung 3.13.
Neben dem Riemann-Stieltjes-Integral von f bzgl. g u¨ber das Intervall [a, b]
fu¨hren wir auch das Riemann-Stieltjes-Integral u¨ber das Intervall (a, b) ein.
Existiert
lim
εi↓0
i=1,2
∫
[a+ε1,b−ε2]
f dg,
so ist ∫
(a,b)
f dg = lim
εi↓0
i=1,2
∫
[a+ε1,b−ε2]
f dg.
Aufgrund dieser Definition u¨bertragen sich die Eigenschaften der Riemann-
Stieltjes-Integrale u¨ber Intervalle der Gestalt [a, b] auf diese u¨ber Intervalle
der Form (a, b).
Analoges gilt fu¨r Integrale u¨ber Intervalle der Form (a, b] bzw. [a, b).
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Satz 3.14.
Es existiere das Riemann-Stieltjes-Integral
∫
[a,b]
f dg, wobei f stetig und g eine
rechtsstetige, monoton wachsende Funktion sei.
Dann existieren auch die Integrale∫
(a,b]
f dg,
∫
[a,b)
f dg,
∫
(a,b)
f dg.
Beweis. Es gilt∫
(a,b]
f(t)µg(dt) = lim
ε↓0
∫
[a,b]
f(t)1[a+ε,b](t)µg(dt)
= lim
ε↓0
∫
[a+ε,b]
f(t) dg(t) = lim
ε↓0
∫
[a+ε,b]
f(t)µg(dt)
=
∫
(a,b]
f(t) dg(t).
Demnach muss aufgrund der Existenz der linken Seite der Gleichung und der
Gleichheit auch die rechte Seite existieren.
Die Existenz der Integrale u¨ber die Intervalle [a, b) und (a, b) folgt analog.
Bemerkung 3.15.
Sei f eine stetige Funktion und g : [a, b]→ R eine rechtsstetige Funktion von
beschra¨nkter Variation. Dann existieren nach Satz 2.4 monoton wachsende
und beschra¨nkte Funktionen g+ und g− mit g = g+ − g−. Mit Satz 2.13 gibt
es dann zwei Borel-Maße µg+ und µg−. Es ist dann offenbar∫
[a,b]
f dg(t) =
∫
[a,b]
f d(g+ − g−)(t) =
∫
[a,b]
f dg+(t)−
∫
[a,b]
f dg−(t)
=
∫
[a,b]
f(t)µg+(dt)−
∫
[a,b]
f(t)µg−(dt)
=
∫
[a,b]
f(t) (µg+ − µg−)(dt).
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Bezeichnen wir nun mit µg+ −µg− =: µg das signierte Maß zu g, dann haben
wir offenbar ∫
[a,b]
f dg(t) =
∫
[a,b]
f(t)µg(dt).
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Kapitel 4
Grundmodell
4.1 Die Lebensdauerverteilung
Wir betrachten eine Lebensversicherungspolice, welche zum Zeitpunkt 0 aus-
gestellt wird. Wir schreiben x fu¨r das Alter des Versicherungsnehmers zu Be-
ginn der Vertragslaufzeit und die Zufallsvariable T : Ω → [0,∞) fu¨r dessen
Gesamtlebenszeit.
Das Restalter eines x-Ja¨hrigen wird durch
Tx =
T − x, falls T > x0, falls T ≤ x
definiert.
Definition 4.1.
Die Funktion
Gx(t) := P (Tx ≤ t|Tx > 0)
heißt Lebensdauerverteilung eines x-Ja¨hrigen bzw. Sterbewahrscheinlichkeit.
Offenbar gilt
Gx(0) = 0. (4.1.1)
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Die entsprechende Schwanzfunktion wird durch
Gx(t) := 1−Gx(t)
eingefu¨hrt.
Lemma 4.2.
Es seien s, t > 0. Dann gilt
Gx(t+ s) = Gx+s(t)Gx(s). (4.1.2)
Beweis. Mit dem Satz u¨ber die totale Wahrscheinlichkeit und der Definition
von T haben wir
Gx(t+ s) = P (Tx > t+ s|Tx > 0)
= P (Tx > t+ s|Tx > s)P (Tx > s|Tx > 0)
= P (Tx+s > t|Tx+s > 0)P (Tx > s|Tx > 0)
= Gx+s(t)Gx(s).
Bemerkung 4.3.
Da die Lebensdauerverteilung Gx eine Verteilungsfunktion ist, ist sie offenbar
rechtsstetig und monoton wachsend.
Bemerkung 4.4.
Die Verteilungsfunktion Gx ist genau dann wohldefiniert, wenn
P (Tx > 0) > 0. Dies ist gleichwertig mit
FT (x) < 1,
wobei FT die Verteilungsfunktion von T beschreibt. Damit ist Gx wohl be-
stimmt, wenn
x < x∞ := sup(x : FT (x) < 1).
Damit haben wir die Familie von Verteilungsverteilungen {Gx : x ∈ [0, x∞)}
definiert.
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Im Weiteren betrachten wir, in Anlehnung zum Artikel [1], die Familie von
Lebensdauerverteilungen {Gx : x ∈ [0, x∞)} losgelo¨st von der Definition 4.1,
wobei x∞ gegeben ist, und setzen voraus, dass die Familie der Verteilungs-
funktionen der x-Ja¨hrigen durch {Gx : x ∈ [0, x∞)} gegeben ist. Damit wird
im Weiteren nicht a priori vorausgesetzt, dass (4.1.2) gilt.
Die maximale Restlebenszeit eines x-Ja¨hrigen sei durch
ωGx = ωx := sup(t : Gx(t) < 1) = inf(t : Gx(t) = 1) (4.1.3)
definiert.
Definition 4.5.
Es sei eine Familie {Gx : x ∈ [0, x∞)} von Verteilungsfunktionen gegeben.
Die kumulierte Sterblichkeitsintensita¨t Λx ist fu¨r x ∈ [0, x∞) definiert durch
ΛGx(t) = Λx(t) := −lnGx(t), 0 ≤ t < ωx.
Damit gilt
Gx(t) = e
−Λx(t), 0 ≤ t < ωx.
Bemerkung 4.6.
Offenbar ist Λx : [0, ωx)→ [0,∞) fu¨r x ∈ [0, x∞).
Lemma 4.7.
Es sei {Λx : x ∈ [0, x∞)} eine Familie von kumulierten Sterblichkeitsinten-
sita¨ten.
Dann gilt
Λx+s(t) = Λx(t+ s)− Λx(s). (4.1.4)
Insbesondere gilt
Λx(t) = Λ0(t+ x)− Λ0(x).
Beweis. Mit Definition 4.5 und der Eigenschaft (4.1.2) erhalten wir
Λx+s(t) = − ln Gx+s(t) = − ln Gx+s(t)
Gx(s)
= Λx(t+ s)− Λx(s).
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Die zweite Behauptung folgt unmittelbar durch einsetzen der entsprechenden
Parameter.
Bemerkung 4.8.
Da dieses Lemma eine Folgerung aus dem Lemma 4.2 ist, kann auch die
Eigenschaft (4.1.4) nicht a priori vorausgesetzt werden.
Definition 4.9.
Ist die kumulierte Sterblichkeitsintensita¨t absolutstetig, so heißt die Funktion
λx : [0,∞)→ [0,∞) lokale Sterblichkeitsintensita¨t, falls
Λx(t) =
∫
[0,t]
λx(u) du, t ≥ 0
gilt.
Satz 4.10.
1. Es sei Λx die kumulierte Sterblichkeitsintensita¨t der Familie
{Gx : x ∈ [0, x∞)}.
Dann ist Λx fu¨r x ∈ [0, x∞) monoton wachsend, rechtsstetig und es gilt
Λx(0) = 0.
Außerdem gilt Λx(ωx−) = ∞ genau dann, wenn ωx Stetigkeitspunkt
von Gx ist.
2. Es sei gegeben eine Familie {Γx : x ∈ [0, z)} von Funktionen
Γx : [0,∞)→ [0,∞)∪{∞}. Weiter sei Γx monoton wachsend, rechtss-
tetig und es gelte
Γx(0) = 0 (4.1.5)
lim
t→∞
Γx(t) := Γx(∞) =∞. (4.1.6)
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Dann ist fu¨r x ∈ [0, z)
Gx(t) = 1− e−Γx(t), 0 ≤ t < rx
eine Verteilungsfunktion und fu¨r ihre kumulierte Sterblichkeitsinten-
sita¨t gilt
Λx = Γx, x ∈ [0, z].
Insbesondere gilt
rx := inf(u : Tx(u) =∞) = ωx.
Beweis. 1. Aufgrund des Monotonieverhaltens und der Rechtsstetigkeit von
Gx gelten nach Definition (4.5) auch fu¨r Λx diese Eigenschaften. Weiterhin
ist
Λx(0) = −lnGx(0) = 0.
Aufgrund der Definition von ωx gilt
Gx(ωx−) ≤ 1
und
Gx(ωx) = 1.
Somit gilt Λx(ωx−) =∞ genau dann, wenn
Gx(ωx−) = 1,
d.h. ωx ist ein Stetigkeitspunkt von Gx.
2. Aufgrund der Voraussetzung ist Gx monoton wachsend und rechtsstetig.
Außerdem gilt
Gx(0) = 0.
Wegen (4.1.6) folgt
Gx(∞) = 1.
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Damit ist Gx eine Verteilungsfunktion. Aufgrund der Definition kumulierter
Sterblichkeitsintensita¨ten gilt
ΛGx = ΓGx = Γx.
Fu¨r
0 ≤ t < inf(u : Γx(u) =∞) =: rx
haben wir Γx(t) <∞, dies ist gleichwertig mit Gx(t) < 1, d.h.
t < ωGx =: ωx.
Aus der Wahl von t ergibt sich somit
rx ≤ ωx. (4.1.7)
Falls
t > rx,
so gilt Γx(t) =∞, dies ist gleichwertig mit Gx(t) = 1, somit folgt
t > ωx
und schließlich
rx ≥ ωx. (4.1.8)
Aus (4.1.7) und (4.1.8) folgt die Behauptung.
Bemerkung 4.11.
Die Familie {Gx : x ∈ [0, x∞)} la¨sst sich nach Satz 4.10 a¨quivalent durch die
Familie der kumulierten Sterblichkeitsintensita¨ten beschreiben.
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4.2 Die Zahlungsstro¨me
Nachdem wir die Familie der Verteilungsfunktionen eines x-Ja¨hrigen ein-
gefu¨hrt haben, beschreiben wir nun die Modalita¨ten des Versicherungsver-
trages.
Die Geldstro¨me des Vertrages seien durch folgende Funktionen beschrieben:
A.1 Der Pauschalbetrag c(t) ist beim Ausscheiden zum Zeitpunkt t zu zah-
len. Wir nehmen an, dass die Funktion c von beschra¨nkter Variation auf
[0;ωx] und linksstetig ist.
A.2 Die Funktionen B(t) und Π(t) geben die angesammelten Rentenleistun-
gen an den Versicherten bzw. angesammelten Pra¨mien des Versicherten an
das Versicherungsunternehmen im Fall des U¨berlebens bis zum Zeitpunkt t
an. Wir nehmen an, dass B und Π Funktionen von beschra¨nkter Variation
auf dem Intervall [0;ωx] und rechtsstetig sind.
Wir werden sehen (vgl. Definition 5.1), dass dann die gezahlte Rente ab dem
Zeitpunkt s ∫
(s,Tx)
v(s, t)B(dt)
und die gezahlte Pra¨mie ab dem Zeitpunkt s∫
(s,Tx)
v(s, t) Π(dt)
ist.
Definition 4.12.
Gegeben sei eine Funktion φ : [0,∞) → [0,∞), die lokal integrierbar ist. Sie
wird als Zinsintensita¨t bezeichnet. Der dazugeho¨rige Diskontfaktor fu¨r das
Intervall (s, t] ist durch
v(s, t) = e−
∫
(s,t] φ(u)du
bestimmt. Die Gro¨ße v(s, t) entspricht dem Wert einer Geldeinheit zum Zeit-
punkt s, welche im Zeitpunkt t mit s < t gezahlt wird.
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Der Versicherungsvertrag ist somit durch die Charakteristik c, B und Π und
der Marktcharakteristik v(·, ·) definiert. Das Risiko wird durch die Familie
{Gx : x ∈ [0, x∞)} von Verteilungsfunktionen bzw. durch die Familie
{Λx : x ∈ [0, x∞)} der kumulierten Sterblichkeitsintensita¨ten gegeben.
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Kapitel 5
Deckungskapital bei
beschra¨nkter kumulierter
Sterblichkeitsintensita¨t
5.1 Totaler Verlust und Deckungskapital
Im Folgenden interessiert uns der Barwert des Verlustes, den das Versiche-
rungsunternehmen im Falle des Ausscheidens des Versicherten zu erleiden
hat.
Fu¨r die Bestimmung des Barwertes des Verlustes benutzen wir die prospek-
tive Methode. Der Barwert ist also der Verlust im Intervall (s, Tx) abgezinst
auf den Zeitpunkt s.
Der Verlust des Versicherungsunternehmens besteht zum einen aus dem Pau-
schalbetrag c , welcher beim Ausscheiden des Versicherungsnehmers zu zah-
len ist, und der an den Versicherten zu zahlenden Rente B. Dieser Verlust
wird durch die Pra¨mien Π, die das Unternehmen vom Versicherten bekommt,
gemildert.
Der Barwert dieses Verlustes im Intervall (s, Tx) ergibt sich im diskreten Fall,
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indem man eine Zerlegung Z = (s < t0, t1, . . . , tn < Tx) des Intervalls (s, Tx)
betrachtet. Sei nun B(tj) − B(tj−1) der Zuwachs der angesammelten Rente
und Π(tj)−Π(tj−1) der Zuwachs der angesammelten Pra¨mien, so erha¨lt man
mit Definition 2.20 als Barwert des Verlustes zum Zeitpunkt s
n∑
j=1
v(s, tj) [B(tj)−B(tj−1)− (Π(tj)− Π(tj−1))] + v(s, Tx)c(Tx) =
n∑
j=1
v(s, tj) [(B(tj)− Π(tj))− (B(tj−1 − Π(tj−1))] + v(s, Tx)c(Tx).
Diese Summe kann man nun als Riemann-Stieltjes-Summe auffassen und
gema¨ß Definition 3.6 definiert man den Barwert des Verlustes zum Zeitpunkt
s wie folgt
Definition 5.1. (Totaler Verlust)
Wir definieren den totalen Verlust des Versicherungsunternehmens zum Zeit-
punkt s durch
Ls =

∫
(s,Tx)
v(s, t) (B − Π)(dt) + v(s, Tx)c(Tx), falls Tx > s
0, falls Tx ≤ s.
(5.1.1)
Dabei bezeichnen wir B − Π als die resultierende Rentenzahlung.
Es sei x stets so gewa¨hlt, dass x < x∞ := sup(x : FT (x) < 1) gelte.
Bemerkung 5.2.
Da v(s, ·) stetig ist, existiert fu¨r alle ω ∈ Ω∫
(s,Tx(ω))
v(s, t) (B − Π)(dt)
sowohl als Riemann-Stieltjes-Integral als auch als Maßintegral. Bezeichne
µB−Π das signierte Maß zu B − Π (vgl. Satz 2.15), dann gilt also nach
Satz 3.14 ∫
(s,Tx(ω))
v(s, t) d(B − Π)(t) =
∫
(s,Tx(ω))
v(s, t)µB−Π(dt).
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Da wir im Weiteren mit Eigenschaften von Maßintegralen arbeiten, betrach-
ten wir den totalen Verlust stets als Maßintegral. Zur Vereinfachung der
Notation schreiben wir im Weiteren∫
(s,Tx(ω))
v(s, t) (B − Π)(dt) :=
∫
(s,Tx(ω))
v(s, t)µB−Π(dt).
Definition 5.3. (Deckungskapital)
Das Deckungskapital zum Zeitpunkt s sei eine Funktion V : [0,∞) → R, ge-
geben durch
V (s) = E[Ls|Tx > s]
= E


∫
(s,Tx)
v(s, t) (B − Π)(dt) + v(s, Tx)c(Tx)
 |Tx > s
 .
Bemerkung 5.4.
Das Deckungskapital existiert wegen der Voraussetzungen A.1 und A.2 un-
seres Modells (vgl. Seite 49).
Satz 5.5.
Fu¨r das Deckungskapital V gilt die Darstellung
V (s) =
∫
(s,ωx]
e−(Λx(t)−Λx(s))v(s, t) (B − Π)(dt)−
∫
(s,ωx]
v(s, t)c(t) dte
−(Λx(t)−Λx(s)).
Im Weiteren benutzen wir die bedingte Verteilungsfunktion
Gx|s(t) := FTx|Tx>s(t) = P (Tx ≤ t|Tx > s).
Lemma 5.6.
Fu¨r die Verteilungsfunktion Gx|s(t) gilt
(a) Gx|s(t) =
1− e−(Λx(t)−Λx(s)), t > s0, t ≤ s
(b) Gx|s(t) = Gx+s(t− s).
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Beweis. (a) Fu¨r t > s haben wir offenbar
Gx|s(t) =
P (s < Tx ≤ t, Tx > 0)
P (Tx > s, Tx > 0)
=
Gx(t)−Gx(s)
1−Gx(s)
=
Gx(s)−Gx(t)
Gx(s)
=
e−Λx(s) − e−Λx(t)
e−Λx(s)
= 1− e−(Λx(t)−Λx(s))
und analog folgt fu¨r t ≤ s
Gx|s(t) = 0.
Also ergibt sich
Gx|s(t) =
1− e−(Λx(t)−Λx(s)), t > s0, t ≤ s. (5.1.2)
(b) Dies ergibt sich sofort aus den Definitionen von Tx und Gx|s bzw Gx.
Die Verteilungsfunktion ist aufgrund der Voraussetzungen auf (s, ωx] konzen-
triert.
Beweis.
Nach Lemma 5.6 haben wir offenbar
V (s) =
∫
(s,ωx]

∫
(s,u)
v(s, t) (B − Π)(dt) + v(s, u)c(u)
 Gx|s(du)
=
∫
(s,ωx]

∫
(s,u)
v(s, t) (B − Π)(dt)
 Gx|s(du) +
∫
(s,ωx]
v(s, u)c(u)Gx|s(du).
=: A1(s) + A2(s).
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Wir betrachten die Integrale A1(s) und A2(s) getrennt voneinander.
Aufgrund der Definition von Gx|s haben wir fu¨r A2(s)
A2(s) =
∫
(s,ωx]
{v(s, t)c(t)} dt(1− e−(Λx(t)−Λx(s)))
= −
∫
(s,ωx]
{v(s, t)c(t)} dt(e−(Λx(t)−Λx(s))). (5.1.3)
Wir betrachten nun den Term A1(s). Mit dem Satz von Fubini-Tonelli erhal-
ten wir
A1(s) =
∫
(s,ωx]

∫
(s,u)
v(s, t) (B − Π)(dt)
 Gx|s(du)
=
∫
(s,ωx]

∫
(t,ωx]
Gx|s(du)
 v(s, t) (B − Π)(dt)
=
∫
(s,ωx]
{
1−Gx|s(t)
}
v(s, t) (B − Π)(dt)
=
∫
(s,ωx]
{
e−(Λx(t)−Λx(s))
}
v(s, t) (B − Π)(dt). (5.1.4)
Mit (5.1.3) und (5.1.4) folgt nun die Behauptung.
Bemerkung 5.7.
Aufgrund von Satz 5.5 ha¨ngt das Deckungskapital nur vom gewa¨hlten Zeit-
punkt s und der kumulierten Sterblichkeitsintensita¨t Λx ab. Deshalb notieren
wir das Deckungskapital als
V˜ (s,Gx|s) := V (s,Λx) = V (s).
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5.2 Existenz und Eindeutigkeit des
Worst Case - Deckungskapitals
In diesem Abschnitt untersuchen wir die Vera¨nderung des Deckungskapitals
bei Variation der Lebensdauerverteilung.
Aufgrund von Satz 5.5 und Bemerkung 5.7 ist das Deckungskapital eine Funk-
tion der Lebensdauerverteilung Gx|s, falls die Charakteristiken c, B, Π und
v gegeben sind. Wir schreiben deshalb
V˜ (s,Gx|s) := V (s,Λx) = V (s).
Wir untersuchen, wie sich das Deckungskapital vera¨ndert, falls die bedingte
Verteilungsfunktion von Tx unter Tx > s nicht exakt ermittelt werden kann.
Zu diesem Zweck betrachten wir die Menge
M˜x|s := {Gx|s : GLx|s(t) ≤ Gx|s(t) ≤ GUx|s(t)},
wobei die Verteilungsfunktionen GLx|s(t), Gx|s(t), G
U
x|s durch Lemma 5.6 de-
finiert und GLx|s, G
U
x|s bekannt sind. Diese Menge kann a¨quivalent durch die
entsprechenden Sterblichkeitsintensita¨ten beschrieben werden.
Es gelte
GLx|s(t) =
1− e−(Λ
L
x(t)−ΛLx(s)), t > s
0, t ≤ s
und
GUx|s(t) =
1− e−(Λ
U
x(t)−ΛUx(s)), t > s
0, t ≤ s.
Die entsprechende Menge der kumulierten Sterblichkeitsintensita¨ten zu M˜x|s
ist dann
Mx|s :=M(Λ
L
x ,Λ
U
x)
x|s = {Λx :ΛLx(t)− ΛLx(s) ≤ Λx(t)− Λx(s)
≤ ΛUx(t)− ΛUx(s), s ≤ t}.
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Bemerkung 5.8.
Die Menge Mx|s und damit auch M˜x|s ist genau dann nicht leer, falls
ΛLx(t)− ΛLx(s) ≤ ΛUx(t)− ΛUx(s), s ≤ t (5.2.1)
fu¨r gegebene ΛLx ,Λ
U
x gilt. Im Weiteren wird (5.2.1) stets vorausgesetzt.
Bemerkung 5.9.
Sind ΛLx und Λ
U
x absolutstetig, d.h. existieren die lokalen Sterblichkeitsinten-
sita¨ten λLx und λ
U
x, so ist die Voraussetzung (5.2.1) genau dann erfu¨llt, falls
λLx(t) ≤ λUx(t)
fast u¨berall (im Sinne des Lebesgueschen Maßes) gilt.
Beispiel 5.10.
Es seien ΛLx und Λ
U
x zwei kumulierte Sterblichkeitsintensita¨ten mit (5.2.1).
Weiter sei s < t0 < ωx und Λx sei durch
Λx(t)− Λx(s) =
ΛLx(t)− ΛLx(s), s ≤ t < t0Hx(t) + ΛLx(t)− ΛLx(s), t0 ≤ t < ωx.
definiert, wobei
0 ≤ Hx(t) ≤ ΛUx(t)− ΛUx(s)− (ΛLx(t)− ΛLx(s)), t0 ≤ t < ωx.
Dann ist Λx ∈M(Λ
L
x ,Λ
U
x)
x|s und offenbar haben wir dann
Gx|s(t) = 1− e−(Λx(t)−Λx(s)) =
1− e−(Λ
L
x(t)−ΛLx(s)), s ≤ t < t0
1− e−Hx(t)e−(ΛLx(t)−ΛLx(s)), t0 ≤ t < ωx,
d.h. es gilt
Gx|s(t) = GLx|s(t), s ≤ t < t0
und
GLx|s(t) ≤ Gx|s(t) < GUx|s(t), t0 ≤ t < ωx.
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fu¨r alle t mit Hx(t) > 0.
In diesem Fall entspricht Gx|s dem Fall, dass sich die U¨berlebenswahrschein-
lichkeit eines Versicherungsnehmers, der x+ s Jahre erreicht, verglichen mit
GLx|s verringert.
Aufgrund der Darstellung des Deckungskapitals in Satz 5.5 ist unklar, wie
sich das Deckungskapital im Vergleich zu V˜ (s,GLx|s) bzw. V˜ (s,G
U
x|s) vera¨ndert.
Wir betrachten das Extremalproblem
sup
(
V˜ (s,Gx|s) : Gx|s ∈ M˜x|s
)
.
und wollen uns dafu¨r nun anschauen, was mit dem Deckungskapital passiert,
wenn Gx|s,1 ∈ M˜x|s durch Gx|s,2 ∈ M˜x|s ersetzt wird. Damit ist die Funktion
H(t) := Gx|s,2(t)−Gx|s,1(t)
von beschra¨nkter Variation, rechtsstetig und erfu¨llt die Eigenschaft
H(s) = H(ωx) = 0.
Damit ergibt sich
Gx|s,2(t) = Gx|s,1(t) +H(t).
Fu¨r die Differenz der Deckungsbeitra¨ge haben wir, unter Verwendung von
Satz 5.5 und dem Satz von Fubini-Tonelli
V˜ (s,Gx|s,1(·) +H(·))− V˜ (s,Gx|s,1)
=
∫
(s,ωx]
H(t)v(s, t) (B − Π)(dt)
−
 ∫
(s,ωx]
v(s, t)c(t) dt[e
−(Λx,1(t)−Λx,1(s)) +H(t)]
−
∫
(s,ωx]
v(s, t)c(t) dte
−(Λx,1(t)−Λx,1(s))

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=∫
(s,ωx]
H(t)v(s, t) (B − Π)(dt)−
∫
(s,ωx]
v(s, t)c(t) dtH(t)
=
∫
(s,ωx]
∫
(s,t]
dH(u)v(s, t) (B − Π)(dt)−
∫
(s,ωx]
v(s, t)c(t) dtH(t)
=
∫
(s,ωx]
∫
[u,ωx]
v(s, t) (B − Π)(dt) dH(u)−
∫
(s,ωx]
v(s, t)c(t) dtH(t)
=
∫
(s,ωx]
 ∫
[u,ωx]
v(s, t) (B − Π)(dt)− v(s, u)c(u)
 dH(u).
Im Weiteren fu¨hren wir die Funktion Ws : (s, ωx]→ R durch
Ws(u) :=
∫
[u,ωx]
v(s, t) (B − Π)(dt)− v(s, u)c(u) (5.2.2)
ein und bezeichnen diese als kumulierte U¨berlebenskosten in s fu¨r das
U¨berleben des Zeitpunktes u. Es ist leicht zu sehen, dass Ws eine Funk-
tion von beschra¨nkter Variation und linksstetig ist. Wegen (5.2.2) gilt
Ws(s+) =
∫
(s,ωx]
v(s, t) (B − Π)(dt)− c(s+)
und
Ws(ωx)
∫
{ωx}
v(s, t) (B − Π)(dt)− v(s, ωx)c(ωx).
Wir erweitern Ws zu einer Funktion auf R, die wir weiterhin mit dem Symbol
Ws bezeichnen und die von beschra¨nkter Variation und linksstetig ist. Dies
realisiert z.B. folgende Definition
Ws(u) =

Ws(s+), 0 ≤ u ≤ s
Ws(u), s < u ≤ ωx
Ws(ωx), u > ωx.
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Dann erhalten wir offenbar
V˜ (s,Gx|s,1(·) +H(·))− V˜ (s,Gx|s,1(·)) =
∫
(s,ωx]
Ws(u) dH(u),
und durch partielle Integration der rechten Seite gema¨ß Satz 2.19 erha¨lt man∫
(s,ωx]
Ws(u)H(du) = Ws(s)(H(ωx)−H(s)) +H(ωx)(Ws(b+)−Ws(a+))
−
∫
(s,ωx]
H(u)Ws(du)
= −
∫
(s,ωx]
H(u) dWs(u).
Wir bemerken, dass −dWs(u) den Effekt auf das Deckungskapital beschreibt,
wenn H(t) wa¨chst. Daher werden wir −dWs(u) als die U¨berlebenskosten in
s fu¨r das U¨berleben zum Zeitpunkt u.
Um eine Vorstellung von −dWs(u) zu erhalten, betrachten wir zuna¨chst
−(Ws(u)−Ws(s)). Dann erhalten wir
Lemma 5.11.
Es gilt
−(Ws(u)−Ws(s)) =
∫
[s,u)
v(s, t) (B − Π)(dt)
−
∫
[s,u)
φ(t)v(s, t)c(t) dt+
∫
[s,u)
v(s, t) c(dt). (5.2.3)
Beweis.
Zuna¨chst gilt
Ws(s) =
∫
[s,ωx]
v(s, t) (B − Π)(dt)− c(s)
=
∫
[s,u)
v(s, t) (B − Π)(dt) +
∫
[u,ωx]
v(s, t) (B − Π)(dt)− c(s).
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Wegen (5.2.2) gilt also
−(Ws(u)−Ws(s)) =
∫
[s,u)
v(s, t) (B − Π)(dt) + (v(s, u)c(u)− c(s)).
Damit (5.2.3) gilt, genu¨gt es∫
[s,u)
φ(t)v(s, t)c(t)dt−
∫
[s,u)
v(s, t)c(dt) = c(s)− v(s, u)c(u) (5.2.4)
zu zeigen. Betrachte dazu ∫
[s,u)
(1− v(s, t))c(dt).
Es ist offenbar∫
[s,u)
(1− v(s, t))c(dt) = (c(u)− c(s))−
∫
[s,u)
v(s, t)c(dt), (5.2.5)
und mit Satz 2.19(b) mit G(t) := c(t) und F (t) := 1− v(s, t) gilt∫
[s,u)
(1− v(s, t))c(dt) = c(s)(1− v(s, u)) + (1− v(s, u))(c(u)− c(s))
−
∫
[s,u)
c(t)(1− v(s, dt))
= (1− v(s, u))c(u)−
∫
[s,u)
c(t)(1− v(s, dt)). (5.2.6)
Fu¨r das Integral auf der rechten Seite von (5.2.6) wenden wir Lemma 2.20
mit G(t) :=
∫
(s,t]
φ(u)du, h(t) := 1− e−t und ω(t) := c(t) an und erhalten
(1− v(s, u))c(u)−
∫
[s,u)
c(t)(1− v(s, dt)) = (1− v(s, u))c(u)
−
∫
[s,u)
c(t)v(s, t)φ(t) dt. (5.2.7)
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Mit (5.2.5) und (5.2.7) folgt dann∫
[s,u)
c(t)v(s, t)φ(t)dt−
∫
[s,u)
v(s, t)c(dt) = (1− v(s, u))c(u)− (c(u)− c(s))
= c(s)− v(s, u)c(u).
Bemerkung 5.12.
Wir fu¨hren die Funktion W : [0,∞)→ R durch
W (u) := (B − Π)(u−)−
∫
[0,u]
φ(t)c(t)dt+ c(u)
ein. Nach Lemma 2.10(b) ist W linksstetig und natu¨rlich auch von beschra¨nk-
ter Variation. Verwenden wir Satz 2.18 und Lemma 5.11, so folgt mit (5.2.3)∫
[s,u)
v(s, t)W (dt) =
∫
[s,u)
v(s, t)(B − Π)(dt)
−
∫
[s,u)
v(s, t)φ(t)c(t)dt+
∫
[s,u)
v(s, t)c(dt)
= −(Ws(u)−Ws(s)).
Damit gilt
Ws([s, u)) =
∫
[s,u)
[−v(s, t)]W (dt).
Da die Intervalle [s, u) mit 0 ≤ s < u die Borel-σ-Algebra B+ von R+ erzeugt
und aufgrund der Eigenschaften der Maß-Integrale ergibt sich damit
Ws(A) =
∫
A
[−v(s, t)]W (dt), A ∈ B+.
Damit gilt fu¨r jede Funktion h : R+ → R, die bzgl. Ws integrierbar ist∫
R+
h(t)Ws(dt) =
∫
R+
h(t)(−v(s, t))W (dt)
und h(·)v(s, ·) ist damit bzgl. W integrierbar.
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Wir wollen nun betrachten fu¨r welche gewa¨hlte kumulierte Sterblichkeits-
intensita¨t unser Deckungskapital maximal wird. Dazu formen wir das De-
ckungskapital so um, dass sich Kriterien fu¨r Optimalita¨t abgelesen werden
ko¨nnen.
Es sei zuna¨chst eine LebensdauerverteilungGx|s ∈ M˜x|s, zu gegebenenGLx|s, GUx|s,
gegeben. Dann haben wir
V˜ (s,Gx|s)
=
∫
(s,ωx]
e−(Λx(t)−Λx(s))v(s, t) (B − Π)(dt) −
∫
(s,ωx]
v(s, t)c(t) dte
−(Λx(t)−Λx(s))
=
∫
(s,ωx]
(e−(Λx(t)−Λx(s)) − 1)v(s, t) (B − Π)(dt) +
∫
(s,ωx]
v(s, t) (B − Π)(dt)
−
∫
(s,ωx]
v(s, t)c(t) dte
−(Λx(t)−Λx(s)). (5.2.8)
Außerdem gilt mit (5.1.2)∫
(s,ωx]
(e−(Λx(t)−Λx(s)) − 1)v(s, t) (B − Π)(dt)−
∫
(s,ωx]
v(s, t)c(t) dte
−(Λx(t)−Λx(s))
= −
∫
(s,ωx]
Gx|s(t)v(s, t) (B − Π)(dt) +
∫
(s,ωx]
v(s, t)c(t)Gx|s(dt)
= −
∫
(s,ωx]
∫
(s,t]
Gx|s(du)v(s, t) (B − Π)(dt) +
∫
(s,ωx]
v(s, t)c(t)Gx|s(dt)
= −
∫
(s,ωx]
∫
[u,ωx]
v(s, t) (B − Π)(dt)Gx|s(du) +
∫
(s,ωx]
v(s, t)c(t)Gx|s(dt)
= −
∫
(s,ωx]
Ws(u)Gx|s(du). (5.2.9)
Und somit erhalten wir aus (5.2.8) und (5.2.9)
V˜ (s,Gx|s) = −
∫
(s,ωx]
Ws(u)Gx|s(du) +
∫
(s,ωx]
v(s, t) (B − Π)(dt). (5.2.10)
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Lemma 5.13.
Fu¨r Gx|s ∈ M˜x|s gilt
V˜ (s,Gx|s) = −
∫
[s,ωx)
Gx|s(t)v(s, t)W (dt)
−Ws(ωx+) +Ws(s+)−Ws(s) +
∫
(s,ωx]
v(s, t) (B − Π)(dt).
Beweis.
Die Behauptung folgt sofort unter Verwendung von Satz 2.19(a) und Bemer-
kung 5.12.
Bemerkung 5.14.
Wegen Lemma 5.13 la¨sst sich das Deckungskapital fu¨r alle Borel-messbaren
und beschra¨nkten Funktionen K : R+ → R+ durch
V˜ (s,K) = −
∫
[s,ωx)
K(t)v(s, t)W (dt) +
∫
(s,ωx]
v(s, t) (B − Π)(dt)
−Ws(ωx+)
= −
∫
[s,ωx)
K(t)v(s, t)W (dt) + J(s) (5.2.11)
definieren, wobei wir
J(s) =
∫
(s,ωx]
v(s, t) (B − Π)(dt)−Ws(ωx+) (5.2.12)
setzen.
Fu¨r das signierte Maß W wenden wir die Jordan-Hahn-Zerlegung an (vgl.
Satz 7.7). Demnach existiert eine Menge D ∈ B+ derart, dass W+ und W−
Borel-Maße sind, wobei
W+(A) := W (AD), A ∈ B+
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und
−W−(A) := W (AD), A ∈ B+
gesetzt wird. Damit gilt
W (A) = W+(A)−W−(A), A ∈ B+. (5.2.13)
Bemerkung 5.15.
Da die Funktion W von beschra¨nkter Variation ist, sind die Maße W+ und
W− endliche Maße. Damit ist jede beschra¨nkte Borel-messbare reelle Funktion
bzgl. W integrierbar.
Lemma 5.16.
Es sei Gˆx|s : R+ → R+ durch
Gˆx|s(t) =
(
1− e−(ΛLx(t)−ΛLx(s))
)
1D(t) +
(
1− e−(ΛUx(t)−ΛUx(s))
)
1D(t)
= GLx|s(t)1D(t) +G
U
x|s(t)1D(t)
definiert.
(a) Die Funktion Gˆx|s ist Borel-messbar und beschra¨nkt, und zwar gilt
0 ≤ Gˆx|s ≤ 1 (5.2.14)
Außerdem gelten die Beziehungen
Gˆx|s(0) = 0 (5.2.15)
und
lim
t→∞
Gˆx|s(t) = 1. (5.2.16)
(b) Es gilt
V˜ (s, Gˆx|s) =
∫
[s,ωx)
GUx|s(t)v(s, t)W−(dt)
−
∫
[s,ωx)
GLx|s(t)v(s, t)W+(dt) + J(s). (5.2.17)
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Beweis.
(a) Da D eine Borel-Menge ist, ist Gˆx|s Borel-messbar. Die Ungleichung
(5.2.14) und Eigenschaft (5.2.15) folgt sofort aus den Eigenschaften der Ver-
teilungsfunktionen GLx|s und G
U
x|s.
Wir zeigen nun (5.2.16). Es sei (tn)n=1,2,... ≥ 0 eine monoton wachsende und
unbeschra¨nkte Folge mit lim
n→∞
Gˆx|s(tn) < 1. Wir fu¨hren die Menge
M = {n ∈ N|tn ∈ D}
ein. Dann gilt
M = {n ∈ N|tn ∈ D}.
Da M ∪M = N, entha¨lt M oder M eine unendliche Teilfolge. Wir betrachten
aus Symmetriegru¨nden den Fall, dass M eine unendliche Teilfolge (tnk)k=1,2,...
entha¨lt. Dann folgt
lim
k→∞
Gˆx|s(tnk) ≥ lim
k→∞
GLx|s(tnk) = 1.
Damit gilt wegen (5.2.14) sofort (5.2.16).
(b) Mit Bemerkung 5.14 und (5.2.11) erhalten wir
V˜ (s, Gˆx|s) = −
∫
[s,ωx)
Gˆx|s(t)v(s, t)W (dt) + J(s)
= −
 ∫
[s,ωx)∩D
Gˆx|s(t)v(s, t)W (dt) +
∫
[s,ωx)∩D
Gˆx|s(t)v(s, t)W (dt)

+ J(s)
= −
 ∫
[s,ωx)∩D
GLx|s(t)v(s, t)W (dt) +
∫
[s,ωx)∩D
GUx|s(t)v(s, t)W (dt)

+ J(s)
= −
∫
[s,ωx)
GLx|s(t)v(s, t)W+(dt) +
∫
[s,ωx)
GUx|s(t)v(s, t)W−(dt)
+ J(s).
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Damit ist (5.2.17) gezeigt.
Analog dazu erhalten wir folgendes Lemma:
Lemma 5.17. Es sei Gˇx|s : R+ → R+ durch
Gˇx|s(t) =
(
1− e−(ΛLx(t)−ΛLx(s))
)
1D(t) +
(
1− e−(ΛUx(t)−ΛUx(s))
)
1D(t)
= GLx|s(t)1D(t) +G
U
x|s(t)1D(t)
definiert.
(a) Die Funktion Gˇx|s ist Borel-messbar und beschra¨nkt, und zwar gilt
0 ≤ Gˇx|s ≤ 1. (5.2.18)
Außerdem gelten die Beziehungen
Gˇx|s(0) = 0 (5.2.19)
und
lim
t→∞
Gˇx|s(t) = 1. (5.2.20)
(b) Es gilt
V˜ (s, Gˇx|s) =
∫
[s,ωx)
GLx|s(t)v(s, t)W−(dt)
−
∫
[s,ωx)
GUx|s(t)v(s, t)W+(dt) + J(s). (5.2.21)
Leider ist unklar, ob Gˆx|s rechtsstetig und monoton wachsend ist, d.h. nach
Satz 4.10 eine Verteilungsfunktion ist. Dieses Problem untersuchen wir spa¨ter.
Mithilfe der Funktionen Gˆx|s und Gˇx|s ko¨nnen wir Schranken fu¨r das De-
ckungskapital fu¨r Verteilungsfunktionen Gx|s ∈ M˜x|s angeben.
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Satz 5.18.
Fu¨r alle Gx|s ∈ M˜x|s gilt
V˜ (s, Gˆx|s) ≥ V˜ (s,Gx|s) ≥ V˜ (s, Gˇx|s). (5.2.22)
Beweis. Es sei Gx|s, G
(1)
x|s ∈ M˜x|s. Dann erhalten wir mit Lemma 5.13
V˜ (s,G
(1)
x|s)− V˜ (s,Gx|s) =
∫
(s,ωx]
(
Gx|s(y)−G(1)x|s(y)
)
v(s, y)W (dy).
Wegen (5.2.13) ko¨nnen wir die rechte Seite wie folgt schreiben∫
(s,ωx]
(
Gx|s(y)−G(1)x|s(y)
)
v(s, y)W (dy)
=
∫
(s,ωx]∩D
(
Gx|s(y)−G(1)x|s(y)
)
v(s, y)W (dy)
+
∫
(s,ωx]∩D
(
G
(1)
x|s(y)−Gx|s(y)
)
v(s, y)W (dy)
=
∫
(s,ωx]
(
Gx|s(y)−G(1)x|s(y)
)
v(s, y)W+(dy)
+
∫
(s,ωx]
(
G
(1)
x|s(y)−Gx|s(y)
)
v(s, y)W−(dy)
≤
∫
(s,ωx]
(
Gx|s(y)−GLx|s(y)
)
v(s, y)W+(dy)
+
∫
(s,ωx]
(
GUx|s(y)−Gx|s(y)
)
v(s, y)W−(dy)
=V˜ (s, Gˆx|s)− V˜ (s,Gx|s).
Nach Lemma 5.16 gilt somit
V˜ (s,G
(1)
x|s)− V (s,Gx|s) ≤ V˜ (s, Gˆx|s)− V˜ (s,Gx|s),
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d.h. es gilt (5.2.22).
Die zweite Ungleichung folgt analog.
Wir werden Gˆx|s als das Worst-Case-Szenario zu einer gegebenen Menge M˜x|s
bezeichnen.
Um Satz 5.18 anwenden zu ko¨nnen, ist es notwendig die Borel-MengeD ∈ B+
zu bestimmen. Dies ist gleichwertig mit dem Problem (vgl. Satz 7.6) die
Borel-Menge D ∈ B+ zu bestimmen, so dass
W (D) = inf
B∈B+
W (B) (5.2.23)
gilt.
Fu¨r eine Teilklasse von Funktionen W : [0, ωx] → R, die linksstetig und von
beschra¨nkter Variation sind, erha¨lt man D explizit.
Bekanntlich besitzt eine Funktion von beschra¨nkter Variation ho¨chstens abza¨hl-
bar viele Unstetigkeitsstellen. Es sei U die Menge der Unstetigkeitsstellen von
W . Dann ist die Funktion
W˜ (x) = W (x)−
∑
u∈U
1(u,∞)(x) (W (u+)−W (u))
stetig und von beschra¨nkter Variation. Die Funktion W˜ heißt im Folgenden
stetiger Teil von W und die Funktion
Wˆ (x) =
∑
u∈U
1(u,∞)(x) (W (u+)−W (u))
heißt diskreter Teil von W .
Satz 5.19. Es sei W : [0, ωx]→ R eine linksstetige Funktion von beschra¨nkter
Variation. Weiter existiere eine streng monoton wachsende Folge (an)n=1,2,...
mit a1 = 0 und limn→∞ an = ωx, derart, dass
(1) der stetige Teil W˜ von W auf [a2j−1, a2j) monoton fallend und auf
[a2j, a2j+1) monoton wachsend ist,
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oder
(2) der stetige Teil W˜ von W auf [a2j−1, a2j) monoton wachsend und auf
[a2j, a2j+1) monoton fallend ist,
fu¨r j = 1, 2, . . . Weiter seien im Fall (1) D und D gegeben durch
D = U−,g ∪
∞⋃
k=1
[a2k−1, a2k) \ U+,u, (5.2.24)
und
D = U+,u ∪
∞⋃
k=1
[a2k, a2k+1) \ U−,g, (5.2.25)
wobei
U+,u = {x ∈ U : W (x+)−W (x) > 0, ∃k : x ∈ [a2k−1, a2k)}
und
U−,g = {x ∈ U : W (x+)−W (x) < 0,∃k : x ∈ [a2k, a2k+1)}.
Fu¨r Fall (2) sind D und D gegeben durch
D = U−,u ∪
∞⋃
k=1
[a2k, a2k+1) \ U+,g
und
D = U+,g ∪
∞⋃
k=1
[a2k−1, a2k) \ U−,u,
wobei
U+,g = {x ∈ U : W (x+)−W (x) > 0,∃k : x ∈ [a2k, a2k+1)}
und
U−,u = {x ∈ U : W (x+)−W (x) < 0, ∃k : x ∈ [a2k−1, a2k)}.
Dann gilt fu¨r Fall (1) bzw. Fall (2)
W (D) = inf
B∈B+
W (B).
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Beweis. Wir werden nur den Fall (1) betrachten. Wir haben zuna¨chst
D ∩D =
(
U−,g ∪
∞⋃
k=1
[a2k−1, a2k) \ U+,u
)
∩
(
U+,u ∪
∞⋃
k=1
[a2k, a2k+1) \ U−,g
)
= ∅.
Außerdem gilt
D ∪D =
(
U−,g ∪
∞⋃
k=1
[a2k−1, a2k) \ U+,u
)
∪
(
U+,u ∪
∞⋃
k=1
[a2k, a2k+1) \ U−,g
)
= [0, ωx].
Es sei B eine Borel-Menge auf [0, ωx]. Es gilt
W (B) = W (B ∩D) +W (B ∩D).
Da die Funktion W auf U+,u positive Spru¨nge hat und auf
∞⋃
k=1
[a2k, a2k+1)\U−,g
monoton wachsend ist, gilt
W (B ∩D) ≥ 0.
Also folgt
W (B) ≥ W (B ∩D).
Da das Maß W auf Teilmengen von D negativ ist, gilt weiter
W (B) ≥ W (B ∩D) ≥ W (D),
d.h. die Behauptung ist gezeigt.
Satz 5.20.
Es sei W : [0, ωx]→ R eine linksstetige Funktion von beschra¨nkter Variation.
Weiter sei der stetige Teil W˜ stetig differenzierbar. Dann ist die Vorausset-
zung (1) oder (2) (siehe Satz 5.19) erfu¨llt.
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Beweis.
Es sei W˜ der stetige Teil von W . Wir bilden die beiden Mengen
A+ ={x ∈ (0, ωx) : W˜ ′(x) > 0},
A− ={x ∈ (0, ωx) : W˜ ′(x) ≤ 0}.
Da W˜ ′ stetig ist, ist die Menge A+ offen. Damit gilt die Darstellung
A+ =
⋃
j∈I
(aj, bj),
wobei
aj < bj < aj+1, j ∈ I
und I ⊆ N. Wir setzen weiter voraus, dass a1 = 0. Dann ist W˜ auf [aj, bj)
streng monoton wachsend und auf [bj, aj+1) monoton fallend. Damit la¨sst
sich eine Folge (cj)j=1,2,... finden, sodass die Voraussetzung (1) erfu¨llt ist. Im
Fall a1 > 0 ergibt sich analog die Voraussetzung (2).
Bemerkung 5.21.
Im Fall, dass W˜ nur endlich viele Monotoniewechsel hat, ergibt sich, dass
ein j0 <∞ existiert, sodass aj0 = ωx gilt. Damit ha¨tte die Folge (aj)j=1,2,...,j0
endlich viele Folgenglieder. In diesem Fall ha¨tten wir fu¨r den Fall (1) folgende
Darstellung fu¨r die Gebiete, in denen W˜ monoton wachsend bzw. monoton
fallend ist:
M+ =
[a2, a3) ∪ [a4, a5) ∪ . . . ∪ [aj0−2, aj0−1), j gerade[a2, a3) ∪ [a4, a5) ∪ . . . ∪ [aj0−1, aj0 ], j ungerade
und
M− =
[a1, a2) ∪ [a3, a4) ∪ . . . ∪ [aj0−1, aj0 ], j gerade[a1, a2) ∪ [a3, a4) ∪ . . . ∪ [aj0−2, aj0−1), j ungerade
wobei W˜ auf M+ monoton wachsend und auf M− monoton fallend ist. Damit
erhalten wir im Fall (1) folgende Darstellung fu¨r D bzw. D, falls j0 gerade
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ist:
D = U−,g ∪
 j0−22⋃
k=1
[a2k−1, a2k) ∪ [aj0−1, aj0 ]
 \ U+,u
und
D = U+,u ∪
j0−2
2⋃
k=1
[a2k, a2k+1) \ U−,g.
Und falls j0 ungerade ist, ergibt sich:
D = U−,g ∪
j0−1
2⋃
k=1
[a2k−1, a2k) \ U+,u
und
D = U+,u ∪
 j0−32⋃
k=1
[a2k, a2k+1) ∪ [aj0−1, aj0 ]
 \ U−,g.
Wir zeigen, dass die Funktionen Gˆx|s und Gˇx|s aus Lemma 5.16 bzw. 5.17 im
Allgemeinen keine Verteilungsfunktionen sein ko¨nnen. Dabei beschra¨nken wir
uns auf Fall (1) aus Satz 5.19.
Lemma 5.22. Die Menge U, der Unstetigkeitsstellen von W , enthalte keine
Ha¨ufungspunkte.
Dann gilt
lim
u↑t
1D(u) = 1D˜(t), limu↓t
1D(u) = 1Dˇ(t),
und
lim
u↑t
1D(u) = 1D˜(t), limu↓t
1D(u) = 1Dˇ(t),
wobei
D˜ =
∞⋃
k=1
(a2k−1, a2k], Dˇ =
∞⋃
k=1
[a2k−1, a2k)
und
D˜ = D˜ =
∞⋃
k=1
(a2k, a2k+1], Dˇ =
∞⋃
k=1
[a2k, a2k+1).
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Beweis. Wegen der Darstellungen (5.2.25) bzw. (5.2.24) betrachten wir vier
Fa¨lle.
Fall 1: Es gelte t ∈ (a2k, a2k+1) fu¨r eine natu¨rliche Zahl k. Dann gilt
lim
u↑t
1D(u) = 0, lim
u↓t
1D(u) = 0.
Fall 2: Es gelte t = a2k fu¨r eine natu¨rliche Zahl k. Dann gilt:
lim
u↑t
1D(u) = 1, lim
u↓t
1D(u) = 0,
da mit der Menge U auch U− keine Ha¨ufungspunkte besitzt.
Fall 3: Es gelte t = a2k+1 fu¨r eine natu¨rliche Zahl k. Dann gilt:
lim
u↑t
1D(u) = 0, lim
u↓t
1D(u) = 1.
Fall 4: Es gelte t ∈ (a2k−1, a2k) fu¨r eine natu¨rliche Zahl k. Dann gilt:
lim
u↑t
1D(u) = 1, lim
u↓t
1D(u) = 1.
Hieraus folgt
lim
u↑t
1D(u) = 1D˜(t), limu↓t
1D(u) = 1Dˇ(t)
wobei
D˜ =
∞⋃
k=1
(a2k−1, a2k], Dˇ =
∞⋃
k=1
[a2k−1, a2k).
Analog erhalten wir dann
lim
u↑t
1D(u) = 1D˜(t), limu↓t
1D(u) = 1Dˇ(t)
wobei
D˜ =
∞⋃
k=1
(a2k, a2k+1], Dˇ =
∞⋃
k=1
[a2k, a2k+1).
Bemerkung 5.23. Im Falle, dass die Folge (aj)j=1,2,...,j0 endlich ist, definie-
ren wir die Funktion κ(s) durch
aκ(s) ≤ s < aκ(s)+1.
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Wegen a1 = 0 gilt κ(0) = 1. Die Funktion κ : [0, ωx] → {1, 2, . . . , j0} ist
monoton wachsend. Außerdem ist κ auf den Intervallen [aj, aj+1) konstant
und es gilt
κ(aj+1) = κ(aj) + 1
und
κ(ωx) = j0.
Satz 5.24.
Die Menge U , der Unstetigkeitsstellen von W , enthalte keine Ha¨ufungspunk-
te. Weiter seien die Verteilungsfunktionen GLx|s und G
U
x|s stetig und es gelte
GLx|s < G
U
x|s.
(a) Die Funktionen Gˆx|s bzw. Gˇx|s sind genau dann rechtsstetig, wenn
U−,g, U+,u ⊆ [0, s] (5.2.26)
gilt.
(b) Die Funktion Gˆx|s sei rechtsstetig. Dann ist Gˆx|s genau dann monoton
wachsend , wenn eine der beiden Bedingungen erfu¨llt ist (vgl. Bemer-
kung 5.21)
(b-1) j0 ist gerade: es gilt κ(s) = j0 − 1
(b-2) j0 ist ungerade und es gilt j0 − 2 ≤ κ(s) ≤ j0 − 1.
(c) Die Funktion Gˇx|s sei rechtsstetig. Dann ist Gˇx|s genau dann monoton
wachsend , wenn eine der beiden Bedingungen erfu¨llt ist
(c-1) j0 ist gerade: es gilt j0 − 2 ≤ κ(s) ≤ j0 − 1
(c-2) j0 ist ungerade und es gilt κ(s) = j0 − 1.
Beweis.
(a) Wir betrachten zuna¨chst Gˆx|s. Es ist mit der Bezeichnung aus Lem-
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ma 5.22
D = U−,g ∪
∞⋃
k=1
[a2k−1, a2k) \ U+,u
= U−,g ∪ Dˇ \ U+,u.
Damit erhalten wir
1D(t) = 1U−,g(t) + 1Dˇ(t)− 1U+,u(t).
Analog erhalten wir fu¨r D
D = U+,u ∪
∞⋃
k=1
[a2k, a2k+1) \ U−,g
= U+,u ∪ Dˇ \ U−,g,
und damit
1D(t) = 1U+,u(t) + 1Dˇ(t)− 1U−,g(t).
Damit erhalten wir fu¨r Gˆx|s
Gˆx|s(t) = GLx|s(t)
(
1U−,g(t) + 1Dˇ(t)− 1U+,u(t)
)
+GUx|s(t)
(
1U+,u(t) + 1Dˇ(t)− 1U−,g(t)
)
.
Nach Lemma 5.22 gilt dann
Gˆx|s(t+) = GLx|s(t)1Dˇ(t) +G
U
x|s(t)1Dˇ(t)
und somit folgt
Gˆx|s(t+)− Gˆx|s(t) =
(
GUx|s(t)−GLx|s(t)
) (
1U−,g(t)− 1U+,u(t)
)
.
Wegen der Voraussetzung GUx|s > G
L
x|s ist die Rechtsstetigkeit von Gˆx|s gleich-
wertig mit
U−,g, U+,u ⊆ [0, s].
Betrachten wir Gˇx|s anstelle von Gˆx|s, so kommen wir analog zu demselben
Ergebnis.
(b.1) Wir betrachten zuna¨chst den Fall, dass j0 gerade ist. Es gilt
Gˆx|s(t) = GLx|s(t)1D(t) +G
U
x|s(t)1D(t).
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Fu¨r alle t ∈ D ∩ (s, ωx] bzw. t′ ∈ D ∩ (s, ωx], die innere Punkte sind, ist Gˆx|s
monoton wachsend, da dies fu¨r GLx|s und G
U
x|s zutrifft. Wegen der Rechtsste-
tigkeit gilt (5.2.26) und deshalb ist wegen (5.2.24) und (5.2.25) nur nachzu-
weisen, dass
Gˆx|s(ak) ≥ Gˆx|s(ak−) (5.2.27)
fu¨r alle
ωx > ak > s (5.2.28)
gilt. Wir haben
Gˆx|s(t−) = GLx|s(t)1D˜(t) +GUx|s(t)1D˜(t).
Deshalb gilt
Gˆx|s(a2k−1−) = GUx|s(a2k−1). (5.2.29)
Außerdem gilt
Gˆx|s(a2k−1) =
GUx|s(a2k−1), a2k−1 ∈ U+,uGLx|s(a2k−1), a2k−1 /∈ U+,u. (5.2.30)
Da Gˆx|s rechtsstetig ist, gilt (5.2.26) und somit ist
Gˆx|s(a2k−1) = GLx|s(a2k−1).
Wegen der Bedingungen (5.2.29) und (5.2.30) ist die Ungleichung (5.2.27)
unmo¨glich. Analog erhalten wir, dass
Gˆx|s(a2k−) = GLx|s(a2k) (5.2.31)
und
Gˆx|s(a2k) =
GUx|s(a2k), a2k /∈ U−,gGLx|s(a2k), a2k ∈ U−,g. (5.2.32)
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Wegen der Rechtsstetigkeit gilt (5.2.26) und somit haben wir
Gˆx|s(a2k) = GUx|s(a2k).
Damit ist die Ungleichung (5.2.27) stets erfu¨llt fu¨r gerade Indize k. Damit
ergibt sich, dass Gˆx|s nur dann monoton wachsend sein kann, wenn es keinen
Index 2k−1 gibt mit a2k−1 ∈ (s, ωx]. Dies ist gleichwertig damit, dass a2k = ωx
und a2k−1 ≤ s fu¨r ein k. Damit ist die Folge (aj)j=1,2,... endlich und es gilt
κ(s) = j0 − 1.
(b.2) Wir betrachten nun den Fall, dass j0 ungerade ist. Es bleibt auch hier
zu zeigen, dass die Ungleichung (5.2.27) gilt. Ist in (5.2.27) der Index k < j0
gerade, so ist (5.2.27) wegen (5.2.31) und (5.2.32) stets erfu¨llt.
Ist hingegen in (5.2.27) der Index k < j0 ungerade, so ist wegen (5.2.29)
und (5.2.30) die Ungleichung (5.2.27) nicht erfu¨llt, sie ista also fu¨r k = j0 −
2, j0 − 4, . . . , 1 nicht erfu¨llt. Damit Gˆx|s eine Verteilungsfunktion ist, muss
also wegen (5.2.28)
aj0−2 ≤ s
gelten. Diese Ungleichung ist gleichwertig mit
κ(s) ≥ j0 − 2.
(c) Der Beweis folgt analog zu (b).
Folgerung 5.25.
Es gilt
(a) Die Funktion Gˆx|s ist fu¨r alle s ∈ [0, ωx) eine Verteilungsfunktion, falls
(a.1) j0 = 2 und W hat in dem Intervall [a1, a2] = [0, ωx] keine positiven
Unstetigkeitsstellen.
(a.2) j0 = 3 und W hat in dem Intervall [a1, a2) = [0, a2) keine po-
sitiven und auf dem Intervall [a2, a3] = [a2, ωx] keine negativen
Unstetigkeitsstellen.
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(b) Die Funktion Gˇx|s ist fu¨r alle s ∈ [0, ωx) eine Verteilungsfunktion, falls
(b.1) j0 = 2 und W hat in dem Intervall [a1, a2] = [0, ωx] keine positiven
Spru¨nge.
(b.2) j0 = 3 und W hat in dem Intervall [a1, a2) = [0, a2) keine po-
sitiven und auf dem Intervall [a2, a3] = [a2, ωx] keine negativen
Unstetigkeitsstellen.
(c) Sowohl die Funktion Gˆx|s als auch Gˇx|s sind Verteilungsfunktionen fu¨r
alle s ∈ [0, ωx), falls j0 = 2 und W hat in dem Intervall [a1, a2] = [0, ωx]
keine positiven Spru¨nge gilt.
Beweis. Dieses Resultat folgt sofort aus Satz 5.24.
Satz 5.26.
(a) Falls j0 gerade ist, so gilt mit s ∈ [0, ωx) und κ(s) = j0 − 1
sup
Gx|s∈M˜x|s
V˜ (s,Gx|s) = V˜ (s,GLx|s).
(b) Falls j0 ungerade ist, so gilt fu¨r s ∈ [0, ωx) und
(b.1) κ(s) = j0 − 1
sup
Gx|s∈M˜x|s
V˜ (s,Gx|s) = V˜ (s,GUx|s).
(b.2) κ(s) = j0 − 2
sup
Gx|s∈M˜x|s
V˜ (s,Gx|s) = V˜ (aj0−1, G
U
x|s) + V˜ (s,G
L
x|s)− V˜ (aj0−1, GLx|s).
Beispiel 5.27.
Wir betrachten eine Rentenversicherung mit zusa¨tzlicher Todesfallleistung.
Eine konstante Pra¨mie P > 0 wird ja¨hrlich vorschu¨ssig vom Versicherten
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vom Alter x := 35 bis zum Eintritt in die Rente mit 65 gezahlt. Von sei-
nem 66. Lebensjahr an zahlt das Versicherungsunternehmen vorschu¨ssig eine
konstante Leibrente von einer Geldeinheit an den Versicherten bis zu dessen
Ausscheiden. Die Funktionen B und Π sind damit gegeben durch
B(t) =
ωx∑
k=31
1[k,∞)(t) (5.2.33)
und
Π(t) = P
30∑
k=0
1[k,∞)(t). (5.2.34)
Scheidet der Versicherte aus bevor er das 65. Lebensjahr erreicht hat, so wird
der Geldbetrag c0 > 0 ausgezahlt. Scheidet er hingegen nach Renteneintritt
aber vor Erreichen des 85. Lebensjahres aus, so wird der Geldbetrag c1 > c0
ausgezahlt. Damit ist die Funktion c gegeben durch
c(t) = c01[0,30](t) + c11(30,50](t)
gegeben.
Weiter gehen wir davon aus, dass die Zinsintensita¨t φ > 0 u¨ber den gesamten
Betrachtungszeitraum konstant ist, und dass fu¨r ωx ∈ N die Bedingung ωx >
50 gilt.
Gema¨ß Bemerkung 5.12 gilt
W (u) = B(u−)− Π(u−)−
∫
[0,u]
φc(t) dt+ c(u). (5.2.35)
Wegen (5.2.33) und (5.2.34) haben wir
B(t) = 1[31,∞)(t) (min{btc, ωx} − 30) (5.2.36)
und
Π(t) = P1[0,∞)(t) (min{btc, 30}+ 1) . (5.2.37)
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Hierbei ist bxc fu¨r x ∈ R durch
bxc ≤ x < bxc+ 1
mit Werten in Z definiert. Analog definieren wir bxc− ∈ Z fu¨r x ∈ R durch
bxc− < x ≤ bxc− + 1.
Offenbar ist die Funktion x 7→ bxc monoton wachsend und rechtsstetig und
die Funktion x 7→ bxc− ist monoton wachsend und linksstetig. Es ist leicht
zu sehen, dass
lim
x↑x0
bxc = bx0c−. (5.2.38)
Außerdem gilt fu¨r a ∈ R
lim
t↑t0
1[a,∞)(t) = 1(a,∞)(t0). (5.2.39)
Aus (5.2.38) und (5.2.39) folgt dann
B(t−) = 1(31,∞)(t) (min{btc−, ωx} − 30) (5.2.40)
und
Π(t−) = P1(0,∞)(t) (min{btc−, 30}+ 1) . (5.2.41)
Weiter haben wir∫
[0,u]
c(t) dt =
∫
[0,u]∩[0,30]
c(t) dt+
∫
[0,u]∩(30,50]
c(t) dt+
∫
[0,u]∩(50,∞)
c(t) dt
=
∫
[0,min{u,30}]
c0 dt+
∫
(min{30,u},min{50,u}]
c1 dt
= c0 min{u, 30}+ c1 [min{50, u} −min{30, u}]
= (c0 − c1) min{u, 30}+ c1 min{50, u}. (5.2.42)
Mit Hilfe von (5.2.35), (5.2.40), (5.2.41) und (5.2.42) ergibt sich
W (u) = 1(31,∞)(u) (min{buc−, ωx} − 30)− P1(0,∞)(u) (min{buc−, 30}+ 1)
− φ ((c0 − c1) min{u, 30}+ c1 min{50, u})
+ c01[0,30](u) + c11(30,50](u).
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Daraus folgt insbesondere
W (u) =

c0, u = 0
c0 − P (buc− + 1)− c0φu, 0 < u ≤ 30
c1 − 31P − 30φ(c0 − c1)− φc1u, 30 < u ≤ 31
buc− − 30− 31P − 30φ(c0 − c1)− c1φu+ c1, 31 < u ≤ 50
buc− − 30− 31P − 30φ(c0 − c1)− 50φc1, 50 < u ≤ ωx.
Wir setzen voraus, dass c1− c0−P > 0 gelte. Wir wenden nun Satz 5.19 an
um D und D zu bestimmen. Aus der Definition von W folgt
U = {30, 31, . . . , ωx − 1}.
Außerdem erfu¨llt W die Voraussetzung (1) aus Satz 5.19 mit a1 = 0 und
a2 = ωx, d.h. wir haben j0 = 2. Weiter gilt
U+,u = U
und
U−,g = ∅.
Wegen (5.2.24) gilt also
D = [0, ωx] \ {30, 31, . . . , ωx − 1} = [0, 30) ∪ (30, 31) ∪ . . . ∪ (ωx − 1, ωx].
Wegen (5.2.25) folgt
D = {30, 31, . . . , ωx − 1}.
In diesem Fall sind Gˆx|s und Gˇx|s Verteilungsfunktionen, falls
ωx − 1 ≤ s < ωx
gilt. Offenbar ist Gˆx|s im Allgemeinen nicht rechtsstetig. Nach Satz 5.24 sind
Gˆx|s und Gˇx|s auch nicht monoton wachsend. Demnach erhalten wir mit D
bzw. D nach Satz 7.7 eine Zerlegung des signierten Maßes W mit
W+(A) = W (AD)
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und
W−(A) = −W (AD),
wobei W+ und W− Borel-Maße sind. Damit erhalten wir
W+(A) =
ωx−1∑
j=31
δj(A) + (c1 − c0 − P )δ30(A) (5.2.43)
und
W−(A) = −W (A ∩ [0, 30))−
ωx−2∑
j=30
W (A ∩ (j, j + 1))−W (A ∩ (ωx − 1, ωx]).
(5.2.44)
Damit gilt auf Grund von (5.2.43)∫
[s,ωx)
GLx|s(t)v(s, t)W+(dt) =
ωx−1∑
j=31
GLx|s(j)v(s, j) + (c1 − c0 − P )GLx|s(30)v(s, 30), s ≤ 30
ωx−1∑
j=max(s,31)
GLx|s(j)v(s, j), s > 30
0, s > ωx − 1
(5.2.45)
Wegen (5.2.44) gilt ∫
[s,ωx)
GUx|s(t)v(s, t)W−(dt) =
−
[ ∫
[s,30)
GUx|s(t)v(s, t)W (dt) +
∫
(ωx−1,ωx)
GUx|s(t)v(s, t)W (dt)
+
ωx−2∑
j=30
∫
(j,j+1)
GUx|s(t)v(s, t)W (dt)
]
, s ≤ 30
−
[
ωx−2∑
j=max(30,s)
∫
(j,j+1)
GUx|s(t)v(s, t)W (dt)
+
∫
(ωx−1,ωx)
GUx|s(t)v(s, t)W (dt)
]
, s > 30
− ∫
[s,ωx)
GUx|s(t)v(s, t)W (dt), s > ωx − 1.
(5.2.46)
Dann heißt (5.2.17) mit (5.2.45), (5.2.46) und (5.2.12) eine obere Schranke.
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Kapitel 6
Zusammenfassung
Zur Beschreibung des Versicherungsmodells werden Eigenschaften von Funk-
tionen beschra¨nkter Variation und Riemann-Stieltjes-Integrale mit Funktio-
nen von beschra¨nkter Variation dargelegt. Insbesondere wird die Jordan-
Zerlegung solcher Funktionen untersucht, falls diese rechts- bzw. linksstetig
sind (vgl. Satz 2.12). Es wird der Zusammenhang von Funktionen beschra¨nk-
ter Variation und den entsprechenden signierten Maßen studiert unter dem
Gesichtspunkt, dass die Funktion rechts- bzw. linksstetig ist. Insbesonde-
re wird eine Variante der partiellen Integration ausgefu¨hrt (vgl. Satz 2.19).
Neben der Theorie des Riemann-Stieltjes-Integrals betrachten wir auch das
Problem unter welchen Bedingungen Riemann-Stieltjes-Integrale und Maß-
Integrale u¨bereinstimmen (vgl. Satz 3.14). In Kapitel 4 wird die Lebensdauer-
verteilung eingefu¨hrt. Es wird gezeigt, dass diese Familie eindeutig durch die
Familie der kumulierten Sterbeintensita¨ten charakterisiert ist (vgl. Satz 4.10).
In Kapitel 5 wird zuna¨chst die grundlegende Darstellung fu¨r den Verlust, das
Deckungskapital und die oberen und unteren Schranken des Verlustes im be-
trachteten Versicherungsmodell hergeleitet. Zur Bestimmung der Auspra¨gung
des Verlustes wird die Funktion bzw. das signierte Maß W eingefu¨hrt (vgl
Bemerkung 5.12). Mit Hilfe dieses Maßes la¨sst sich das Deckungskapital be-
stimmen (vgl. Bemerkung 5.14). Mittels dieses Resultates ergiben sich die
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oberen und unteren Schranken (vgl. Satz 5.18). Zur Bestimmung der obe-
ren und unteren Schranke ist die Jordan-Hahn-Zerlegung vom entsprechen-
den signierten Maß W no¨tig. Dazu ist ein Minimierungsproblem zu lo¨sen
(5.2.23). Die Sa¨tze 5.19 und 5.20 sind dabei eine nu¨tzliche Hilfestellung zur
Bestimmung der Jordan-Hahn-Zerlegung. Die oberen und unteren Schran-
ken des Deckungskapitals werden dabei durch die Funktionen Gˆx|s und Gˇx|s
bestimmt. Im Satz 5.24 wird gezeigt, dass diese Funktionen im Allgemei-
nen keine Verteilungsfunktionen sind. Schließlich wird das Resultat auf ein
spezielles Versicherungsmodell angewendet.
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Kapitel 7
Anhang
Satz 7.1. (Satz von Carathe´odory)[4, S. 70]
Sei E ⊆ 2Ω ein Halbring und sei µ : E → [0,∞] ein σ-endliches Maß.
Dann gilt es genau ein Maß µ˜ : σ(E) → [0,∞] mit µ˜|E = µ. Das Maß µ˜ ist
ein σ-endliches Maß und es gilt µ˜ = µ∗|σ(E).
Definition 7.2. [5, S. 152 f.]
Ein System M von Teilmengen von Ω heißt monotone Klasse, falls aus An ∈
M,n = 1, 2, . . . und An ↑ A oder An ↓ A stets A ∈M folgt.
Bemerkung 7.3. Wir bezeichnen, fu¨r ein Mengensystem E, mit m(E) die
kleinste monotone Klasse, die E entha¨lt.
Satz 7.4. [5, S. 153]
Es sei A eine Algebra. Dann gilt
m(A) = σ(A),
wobei m(A) die kleinste monotone Klasse bezeichnet, die A entha¨lt.
Lemma 7.5. [5, S. 153]
Eine Algebra A bildet genau dann eine σ-Algebra, wenn sie eine montone
Klasse ist.
86
Satz 7.6. [vgl. 2, S. 85]
Es sei µ ein Maß auf einer σ−Algebra A.
Dann existieren Mengen C und D aus A, sodass
µ(C) = sup
A∈A
µ(A)
und
µ(D) = inf
A∈A
µ(A)
gilt.
Theorem 7.7. (Jordan-Hahn-Zerlegung)[vgl. 2, S. 86]
Wenn µ ein Maß auf einer σ−Algebra A ist, dann existiert eine Menge D,
sodass fu¨r alle A ∈ A
−µ−(A) = µ(AD), µ+(A) = µ(AD).
µ+ und µ− sind Maße und µ = µ+ − µ− ist ein signiertes Maß.
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