Abstract The increasing trend of outsourcing services to cloud providers is changing the way computing power is delivered to enterprises and end users. Although cloud services offer several advantages, they also make cloud consumers strongly dependent on providers. Hence, consumers have a vital interest to be immediately informed about any problems in their services. This paper aims at a first step toward a network-based approach to monitor cloud services. We focus on severe problems that affect most services, such as outages or extreme server overload, and propose a method to monitor these problems that relies solely on the traffic exchanged between users and cloud providers. Our proposal is entirely based on NetFlow/IPFIX data and, therefore, explicitly targets high-speed networks. By combining a methodology to reassemble and classify flow records with stochastic estimations, our proposal has the distinct characteristic of being applicable to both sampled and non-sampled data. We validate our proposal and show its applicability using data collected at both the University of Twente and an international backbone during the WikiLeaks Cablegate. Our results show that, in contrast to Anonymous' claims, the users of the targeted services have been only marginally affected by the attacks.
flow accounting is not always possible in high-speed networks, our method is designed to cope with both non-sampled and sampled data.
The proposed method is validated in two steps. First, data collected at the University of Twente are used to show that the health index calculated by our flowbased approach is equivalent to what would be obtained from full packet traces. After that, real-life cases show that the index reveals problems in cloud services. We first use non-sampled flow data collected in our network during 10 consecutive weeks to analyze performance anomalies in popular Web services. Then, packet-sampled flows collected at an international backbone during the WikiLeaks Cablegate [10] are evaluated to verify whether end users have been affected by those attacks.
The remainder of this paper is organized as follows. Section 2 describes the envisaged deployment scenario along with our solution to handle non-sampled and sampled data. Section 3 validates the method against a packet-based alternative. Section 4 shows performance anomalies revealed from non-sampled data. Section 5 applies the method to packet-sampled flows related to the WikiLeaks Cablegate. Related works are described in Sect. 6. Section 7 discusses limitations of our approach and future work. Finally, Sect. 8 concludes this paper, and Appendix 1 and 2 provide background information on flows and on the validation methodology, respectively.
Approach: Flow-Based Service Monitoring
Assuming that a set of enterprise routers is exporting flow records while handling the traffic from a group of end users, we aim to use these data to monitor cloud services. A deployment scenario is depicted in Fig. 1 . In this example, two links between an enterprise network and the Internet are monitored by flow exporters. Such setup is already very common, thanks to the popularity of network devices with flow export capabilities. The example makes clear that a single enterprise does not have access to all traffic related to the services, but it can still observe a significant fraction, generated by its own users.
Our method for monitoring cloud services is summarized in Algorithm 1. The algorithm receives a set of flow records as input and outputs the health index, Fig. 1 Envisaged deployment scenario for our monitoring approach defined as the fraction of connections that are healthy in a given time interval. A TCP connection is defined to be healthy if it exchanges any productive traffic at the transport layer. This implies that only the following connections are unhealthy:
1. Unidirectional connections. For instance, those produced when a peer sends a TCP SYN packet and does not obtain any reply from the remote server; 2. Connections that could never exchange payload. For instance, those produced when a peer rejects or tries to close a connection during the TCP handshake.
The health index is, therefore, correlated to the service availability. When a service is fully available, client connections are expected to be normally established, making the index to approach 1; when the service becomes unavailable, failed attempts will decrease the index. Note that this definition provides an upper bound for determining the actual service status. The health index decreases only if a service is unavailable. A high index, however, does not guarantee that a service is operating, since application layer errors are not taken into account.
Since flow records normally do not map directly to TCP connections (see Appendix 1 for an example), Algorithm 1 needs to remove the effects of different deployments before calculating the health index. This is done either from nonsampled or from packet-sampled records using different methods. In the former case (lines 2-5), the algorithm determines the connection state by reassembling flow records and inspecting TCP flags. In the latter case (lines [7] [8] [9] [10] [11] [12] [13] [14] , since only part of the packets are considered, the algorithm estimates the number of healthy connections directly from the records. Both methods are detailed in the coming Sects. 2.1 and 2.2. Algorithm 1 is executed periodically in an on-line deployment, processing a new batch of records at every time interval. This scheme is further discussed in Sect. 2.3.
(line 2); (2) the fraction of healthy connections is calculated (lines [4] [5] . For merging records, we propose a heuristic based on [11] , which is summarized in Algorithm 2. Flow records with identical keys are merged until the connection is complete. Since flow records may be unidirectional, records from both traffic directions are also aggregated. Note that the state of Algorithm 2 is saved between execution rounds, ensuring that long connections are properly reconstructed.
Algorithm 2 evaluates whether a connection is complete before updating or expiring it (lines 7 and 15). The high aggregation of packets into flow records, however, makes this decision hard. In [11] , a connection is complete if it is not updated for a predefined interval or if records with TCP FIN flag set are observed from both end-points. This heuristic is shown to produce good results in general, but the authors also show that it does not perform well for unhealthy connections. Errors occur when client applications immediately reuse sockets after a failed connection attempt.
To improve these results, we extend the heuristic as follows. Besides using timeouts and FIN flags, all TCP flags and the start time of flow records are used to reproduce the TCP state-machine. In analogy to the TCP state-machine implemented in Bro [12] , our method traces end-points using the following states: Inactive, SYN sent, SYN-ACK sent, Established, Partial, 1 Closed and Reset. By means of this encoding, a connection is complete if any of the following conditions are met:
1. An inactive timeout interval has elapsed; 2. The connection is not established yet and an attempt timeout interval has elapsed; 3. The connection is in a final state and either a close timeout interval has elapsed or a new SYN flow record (sharing the same key) has been observed. Section 2.3 will discuss possible choices for these parameters. Our method relies on the usual transitions of the TCP state-machine, but it may execute several transitions at once (line 11). This is done by inspecting each flag in the flow record independently, and checking whether this single flag would cause a transition in the TCP state-machine. For instance, when receiving a record with SYN, ACK and RST flags set, our method first transfers an end-point from the initial Inactive state to SYN sent, then to SYN-ACK sent and, finally, to the Reset state in a single update.
Finally, the health index is calculated by inspecting the final state of the complete connections. For example, all connections that do not reach the Established state are counted as unhealthy. Note that, in contrast to [11] , determining the originator and responder of a connection is not a critical step, since we are interested only in a list of predefined services. Those are, therefore, known in advance to be responders.
Sampled Flow Data
Algorithm 1 calculates the health index from packet-sampled flows (lines 7-14) as follows. First, it estimates the total number of connections and the number of healthy connections (line 7 and 8). Owing to sampling, those numbers are realizations of random variables. In order to compare the quantities in a meaningful way, confidence intervals have to be determined (line 9) and taken into account: if the intervals overlap, there is not enough evidence of unhealthy connections (line 11); otherwise, the health index is calculated as in the non-sampled case (line 13).
Estimating the Number of Connections
The consequences of packet sampling have been described extensively in [13] . If packets are sampled independently with probability p = 1/N, some properties of the original data stream can be estimated by rescaling the observed quantities by a factor N. In [13] ,f ¼ Nk S , where k S is the number of observed records with SYN flag set, is proven to be an unbiased estimator for the number f of TCP flows, under the assumption of one single SYN packet per TCP flow.
We rely on a similar reasoning to estimate the number of healthy TCP connections. Given our definitions, we assume that: (1) healthy connections have exactly one SYN packet from both originators and responders; (2) unhealthy connections have exactly one SYN packet from originators, but none from responders. Let k orig and k resp be the number of observed flow records with SYN flag set from originators and responders, respectively, in a time interval. Then, n ¼ Nk orig andn h ¼ Nk resp are unbiased estimations of the total number of connections n and of the number of healthy connections n h in that time interval.
Calculating the Confidence Intervals
If a service is healthy, the expected values ofn andn h are equal. However, a system can only be considered unhealthy if the difference betweenn andn h is statistically significant. We evaluate the difference betweenn andn h by estimating the probability distributions of n and n h . A service is unhealthy if confidence intervals for a given level of significance show a low probability of n and n h to be equal-for example when the confidence intervals do not overlap. 2 The basic idea is that we can only observe a flow record with SYN flag set if a SYN packet has been sampled. Sampling SYN packets forms a finite sequence of Bernoulli trials with success probability p = 1/N. If n connections occur within a fixed time interval, the number k orig of sampled records with SYN flag set from originators follows the Binomial distribution f ðkjn; pÞ ¼ n k p k ð1 À pÞ nÀk . If n h B n connections are healthy in the interval, the number k resp of sampled records with SYN flag set from responders follows the Binomial distribution B(k|n h , p). Given a series of observations k orig ¼ ðk orig;1 ; k orig;2 ; . . .; k orig;r Þ and k resp ¼ ðk resp;1 ; k resp;2 ; . . .; k resp;r Þ over r time intervals, a Bayesian method to estimate n and n h is found in [14] . The method assumes that n and n h are constant over r consecutive time intervals. In our context, this is a realistic approximation for highly loaded services in short time intervals. Given the success probability p and the observations k orig ; the posterior distribution of n is determined by:
where f 0 (n) is a prior distribution of n. If no prior knowledge about n is available, the uniform distribution is used. The mode of f ðnjk orig ; pÞ is a biased estimation for n (with maximum likelihood). The confidence interval for n can be calculated numerically [15] , for instance, by computing f ðnjk orig ; pÞ for n ¼ maxðk orig;i Þ. . .M such that, for a given boundary value d, f ðn [ Mjk orig ; pÞ\d. After that, the probabilities of neighbor values of the mode are summed up until the total probability is higher than the specified significance level. The same steps are taken to calculate the posterior distribution of n h from the observations k resp , and, based on that, the confidence interval for n h . Since Eq. (1) requires the calculation of large factorials, approximations may be necessary. Depending on the values of n and p, the Normal or Poisson approximations for the Binomial distribution can be used. A practical usage example of the Normal approximation can be found, for instance, in [16] .
Finally, confidence intervals resulting from Eq. (1) depend on the sampling probability p. In particular, sampling less packets implies more loss of information and wider intervals. This, in turn, makes it harder to conclude that the difference betweenn andn h is significant. Section 3.3.2 illustrates this effect with a numeric example.
Handling SYN Retransmissions
Service failures can cause retransmissions of SYN packets, violating the assumptions made in Sect. 2.2.1 and resulting in biased intervals. Section 3 will show that, not surprisingly, most retransmissions are from connection originators. In the following, we provide an estimation of n taking into account that n ¼ P i ! 1 n i , where n i is the number of connections with exactly i SYN packets from originators.
For a given time interval, let x i , i C 1, be the number of records with i SYN packets. It should be noted that most NetFlow exporters do not report the number of observed SYN packets per record, although some IPFIX exporters might use the tcpSynTotalCount information element to report that. Section 3 will also discuss how x 1 ; x 2 ; . . . can be estimated directly from NetFlow records.
Given a TCP flow with s SYN packets, the number s 0 of SYN packets sampled for this flow follows the Binomial distribution B(s 0 |s, p). In order to simplify the following calculations, we assume n i = 0 for i [ 2, i.e., at most one SYN retransmission per TCP flow. 3 Consequently, the probability of sampling the SYN packet of a flow with one SYN packet is p, the probability of sampling the two SYN packets from a flow with two SYN packets is p
2
, and the probability of sampling one SYN packet from a flow with two SYN packets is 2p(1 -p).
The probability of observing x 2 flow records with two SYN packets out of n 2 original flows with two SYN packets is B(x 2 |n 2 ,p 2 ). The probability of observing x 2,1 flow records with only one SYN packet out of the remaining n 2 -x 2 flows with two SYN packets is B(x 2,1 |n 2 -x 2 , 2p(1 -p)). Finally, the probability of observing x 1,1 flow records with one SYN packet out of n 1 flows with one SYN packet is B(x 1,1 |n 1 , p).
For small p, the above Binomial distributions can be approximated by Poisson distributions. Since x 1 = x 1,1 ? x 2,1 , the conditional probability of observing x 1 flow records with one SYN packet is given by f ðx 1 jn 1 ; n 2 À x 2 ; pÞ ¼ k
The joint probability of observing x 1 ,x 2 is f ðx 1 ; x 2 jn 1 ; n 2 ; pÞ ¼ k
with k 2 = n 2 p 2 and k 1 as in Eq. (2) . Similarly to Eq. (1), the posterior distribution of n 1 and n 2 can be estimated by
where f 0 0 and f 0 00 are prior distributions of n 1 and n 2 , respectively. Given the posterior distribution of n 1 and n 2 , the posterior distribution of n = n 1 ? n 2 can be computed numerically, and its moden gives a maximum likelihood estimation of n. Confidence intervals are calculated again by summing up the probabilities of neighbor values of the mode until the desired significance level is reached.
It should be noted that this approach estimatesn only from a single observation, in contrast to Eq. (1), which considers a window of r observations. Although using more than one interval would yield smoother estimations, it would render the numerical computation harder, owing to the involved small probabilities.
Choice of Parameters and Impact on Latency
The timeout parameters described in Sect. 2.1 control the interval in which connections are kept open, waiting for new (non-sampled) flow records. Packetbased analyzers, such as Bro [12] or Tstat [17] , have long used a similar scheme to monitor TCP traffic. Default parameters in Bro are, for instance, 5 min for the inactive timeout and 5 s for both the attempt and close timeouts. Since unhealthy connections are short by definition and, therefore, terminated by one of the last two timeouts, these parameters have a negligible impact on the latency of our method.
Timeouts of flow exporters also impact the latency of our approach because flow records are held in exporters until expiration. A flow is typically expired few seconds after its last observed packet (e.g., Cisco NetFlow default idle timeout is 15 s). That is, in practice records related to unhealthy connections are sent out fast, adding only few seconds to the overall delay of Algorithm 1.
Finally, the time between the executions of Algorithm 1 could be set to any value. However, since we assume the method will be deployed in existing highspeed networks, this parameter has to adhere to the flow export infrastructure. The delay of collectors in saving and forwarding flow records to analysis applications is the most important variable in this case. Collectors, such NFDUMP [18] or flow-tools [19] , typically rotate flow logs and only pass on data periodically. Default parameters range from several seconds to a few minutes-e.g., NFDUMP uses 5 min. Therefore, the total latency of our method to report a problem will be dominated by this parameter, and is expected to be of a few minutes (maximum) in a typical deployment.
Health Index Validation
This section performs the first step in our validation. The goal is to check whether the health index calculated by our method solely from flow data matches what would be obtained from full packet traces. The coming Sects. 4 and 5 will show that the index reveals problems in cloud services. Section 3.1 describes the dataset and the validation methodology. After that, the health index is validated with non-sampled flow data in Sect. 3.2 and with packetsampled flow data in Sect. 3.3.
Dataset and Methodology
Data collected at aggregation switches in our university are used to reproduce the scenario in Fig. 1 . We captured a dataset in 2011 consisting of 24 h of traffic and around 4 million TCP connections. Because our method is validated using a packetbased alternative as ground truth, we use YAF [20] to generate flow records from packet traces. Next sections will, however, illustrate how our approach performs when receiving NetFlow records as well.
We have extended YAF to allow us to control which rules described IPFIX standards (see Appendix 1) are considered when expiring flow records. This is used to verify the effects of such rules when dealing with non-sampled data. To ensure that our results are applicable to NetFlow exporters, we disable functionalities that are specific to IPFIX, such as bidirectional flow export. Besides that, we have implemented a random sampler in YAF for evaluating how the method performs with packet-sampled flows. For the analyses that focus on a specific service or organization, we rely on MaxMind's GeoIP Organization database [21] and on DNS queries for isolating traffic.
In both the non-sampled and packet-sampled cases, we follow a validation methodology similar to [22] . Based on the same dataset, TCP connection summaries are generated (1) using a packet-based solution, and (2) after converting the traces into flow records. The results of both the packet-based and the flow-based approaches are then compared. As [11, 22] , we use Bro [12] as the ground truth for our comparisons. Bro is a stateful network monitor, which contains a module for analyzing TCP connections. By considering complete TCP headers, Bro is able to reproduce the TCP state-machine and determine final connection states precisely. Bro encodes final states using the names listed in Table 1 . 4 We map Bro states into the two classes of our problem, as follows. Ongoing, closing, aborted and complete connections are healthy. Most connections marked as ongoing or closing occur because we have captured data for a limited time interval. Connections marked as complete are those with normal establishment and termination. Connections marked as aborted are those that have a normal establishment, but are reset by one of the end-points afterward. This is mainly 
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Attempt, followed by RST from originator caused by some client applications that intentionally reset connections after exchanging application layer payload, to avoid the TCP termination delays (see [23] ). Those are likely to be successful service requests and, therefore, are healthy in our context. Finally, the TCP connections classified as unhealthy in Table 1 are only those that could not carry productive traffic at the transport layer. 
Health Index from Non-sampled Data
When dealing with non-sampled data, Algorithm 2 receives flow records as input and outputs connection statistics augmented with a discrete label (the final connection state), therefore acting as a classifier [24] . Assuming the heuristic to reassemble flow records and label the rebuilt connections is correct, the health index will be equivalent to what would be calculated directly from full packet traces. Because the packet-based alternative (i.e., Bro) produces similar output, a natural way of comparing the two approaches is by matching their output, in a typical comparison of classification models. Appendix 2 and [24, 25] provide the background on the methodology for comparing classification models used in this section.
Besides the comparison against a packet-based alternative, two extra analyses are performed. Firstly, because exporters may be configured differently and may implement only part of the IPFIX expiration rules (see Appendix 1), the validation is repeated in different export scenarios. Secondly, since we extend [11] , we re-implement the original heuristic and show that our extension produces better results.
Scenarios
For checking the performance of our approach and verifying the effects of timeouts and expiration rules, three validation scenarios are defined:
• Scenario 1: Only timeouts expire flow records without any protocol checks.
Several flow exporters, such as Vermont [26] and FlowMon [27] , implement only these rules because of performance considerations. The impact of idle and active timeouts of the flow exporter is also measured for each scenario. This is done by fixing one of the two parameters to a large value (30 min) and varying the other parameter in distinct experiments. Note that both Bro and our method rely on timeouts for expiring inactive TCP connections. The numbers suggested in Bro for recording connections as accurately as possible (e.g., 2 h for inactive connections) are used in this validation.
The results of both methods are matched by looking for connections with common keys and the same start times (in s). A confusion matrix is then filled, and the Precision, Recall, and F-measure for both the healthy or unhealthy classes are calculated. Since our heuristic may produce a different number of connections than the ground truth, an artificial state is used to count unmatched connections in the confusion matrix. We refer the reader to Appendix 2 for the definitions of Precision, Recall, and F-measure, as well as a description about their meanings.
Results
The impact of timeout parameters in Scenario 1 is depicted in Fig. 2. Figure 2a Table 1 ) to illustrate that most errors in this class are from ongoing and closing connections, which should not happen frequently in an on-line deployment.
The figures show that our method is invariant to timeouts. Moreover, the precision is very high for both classes, whereas the recall for the class unhealthy is lower. This means that our method reliably classifies both classes, but some unhealthy connections are unmatched. This happens because the exporter may report several connections in a single flow record. As a consequence, similarly to [11] , in a scenario where the exporter expires records solely by means of timeouts, the number of unhealthy connections is slightly under-counted.
These figures also show that timeout parameters of exporters can be set to any value without impacting our results. This is especially important, since several exporters handle overload situations by expiring flow records faster-i.e., by reducing timeouts at run-time. The results of varying timeouts in Scenarios 2 and 3 are not shown, but the same flat lines in Fig. 2 are obtained in these scenarios.
The performance changes, however, when other expiration rules are applied. Figure 3a shows the F-measure for all scenarios when idle and active timeouts are fixed to 30 and 120 s, 5 respectively. The low recall of the class unhealthy decreases the F-measure in Scenario 1, as previously explained. Significant improvements are seen as more information is considered for flow expiration. The improvement in Scenario 2 is caused by the proper checks of TCP flags in the exporter, which prevent connections from being merged into a single record. Scenario 3 slightly improves the results for the same reason. Overall, the F-measure is close to 1 in Scenarios 2 and 3, meaning that both precision and recall are also close to 1 in these cases.
Finally, our heuristic to regroup records is compared to the original algorithm of [11] . Figure 3b depicts the F-measure per class of both methods in Scenario 3-Bro is used as ground truth for both variations. The method in [11] produces similar (a) (b) Fig. 3 Performance of our method when applied to non-sampled data. a Our method in different scenarios, b comparison to [11] in Scenario 3 results in other scenarios. The figure shows that our extension outperforms the original algorithm. Because of its extensive use of flags to regroup records, our heuristic is particularly more accurate when classifying unhealthy connections.
Health Index from Packet-Sampled Data
The validation with packet-sampled flows is performed against the same ground truth as in Sect. 3.2-i.e., Bro output produced from non-sampled packet headers. Because sampling implies loss of information, it is not possible to output individually labeled connections as in the non-sampled case. Instead, confidence intervals of the total number of connections per class are calculated. Similarly, expiration rules do not play an important role in the flow formation when sampling is applied, since only few packets per connection are observed. Hence, Sect. 3.3.1 focuses on validating that our method calculates confidence intervals that include the original numbers counted from Bro output. Besides that, it shows that taking SYN retransmissions into account improves the confidence intervals. After that, Sect. 3.3.2 illustrates the effects of the sampling rate on the approach.
Confidence Intervals
We first evaluate the accuracy of our method in a simple example, to highlight the effects of SYN retransmissions. After that, the method is applied to the complete dataset used in the previous section. Figure 4a shows the intervals calculated by our method and the number of connections reported by Bro using only the traffic going to Facebook in a limited time interval. Confidence intervals for n and n h are calculated as described in Eq. (1), with a significance level of 95 %, r = 1 and p = 0.1. In this example, we do not consider SYN retransmissions. Bro results show that the difference between n and n h is very small most of the time. Around 7:55 a.m., some users are not able to access Facebook, resulting in an increase in the number of unhealthy connections. The confidence intervals always overlap, except on the slot at 7:55 a.m. Hence, the service is correctly identified to be unhealthy at that time. However, it is also clear thatn strongly diverges from n when there are unhealthy connections. This happens because retransmissions of SYN packets bias the estimators toward unhealthy connections. For the period in Fig. 4 , Bro reports 3,087 healthy connections out of 3,314 in total. In the same period,n h ¼ 3; 450 and n ¼ 3; 930 under sampling. Table 2 explains this difference by reporting the percentage of flows with SYN retransmissions in the complete dataset. In particular, 46.9 % of unhealthy connections include at least one SYN retransmission from originators. Therefore, the probability of sampling at least one SYN packet from these connections is higher. Figure 4b illustrates the improvement when SYN retransmissions are taken into account. In comparison to the results in Fig. 4a , it can be seen that the estimation is more accurate when there are unhealthy connections.
When the approach is applied to packet-sampled flows of the complete dataset, confidence intervals calculated without considering SYN retransmissions include the real numbers reported by Bro in around 93 and 61 % of the cases for n h and n, respectively. The retransmissions shown in Table 2 bias the intervals. The result for n is improved to 81 % when retransmissions are taken into account. Some bias therefore remains, because of connections with more than 1 retransmission, as discussed in Sect. 2.2.3. Nevertheless, the decision about the presence of unhealthy connections correctly becomes more conservative in the latter scenario. For instance, the health index is smaller than 1 in 79 time intervals when retransmissions are not taken into account, but only in 10 time intervals when retransmissions are considered.
Finally, the number k S of SYN packets per flow is provided by YAF for the calculations in this section. This information can also be estimated directly from the number of packets and bytes in NetFlow records as follows. Given the standard TCP/IP headers, the size of SYN packets is a multiple of 4 bytes bigger than 40 (IPv4) or 60 (IPv6). In our data, SYN packets from originators rarely have more than 32 bytes of (TCP/IP) options. Therefore, k S is set to the number of packets in the flow whenever the ratio of bytes per packet matches these characteristics and the record has only the SYN flag set-for all other SYN flows, k S = 1. In our dataset, this method would provide an estimation for the total number of sampled SYN packets that is around 0.5 % lower than the real number reported by YAF. Figure 5 illustrates the impact of the sampling rate on our method. Figure 5a depicts confidence intervals for n in a 3-h period. Three experiments are performed. In each of them, the complete dataset is submitted to a different sampling probability p, and confidence intervals are calculated using the methodology in Sect. 2.2.2 with a significance level of 95 % and r = 1. Intervals for n h are not shown for the sake of clarity. As expected given Eq. (1), the intervals are wider for smaller p values. Figure 5b illustrates this effect further, by plotting the confidence intervals when varying p with n and n h fixed to arbitrary constants (note the logarithmic x-scale). Similar shapes would be obtained for other n and n h as well. For each p, 10 random samples of B(k|n, p) and B(k|n h , p) are taken, and confidence intervals for n and n h are then calculated. Figure 5b shows only the average interval limits of these 10 repetitions to improve visualization. In this example, our method would report an unhealthy service when p [ 1/800 (approximately). For smaller p values, however, the intervals overlap, preventing the difference betweenn andn h to be considered significant. Therefore, our method is more conservative under lower p values. The conclusions also hold when SYN retransmissions are taken into account.
Effects of the Sampling Rate
Finally, packets are randomly sampled with probability p in all our experiments. Several other sampling algorithms have been standardized in [29] . In practice, periodic sampling is the most common alternative, being implemented, for instance, in Cisco's Sampled NetFlow. In [13] , it is shown that the distributions resulting from random and periodic sampling are statistically distinguishable, but their difference is very small. The effects of periodic sampling in our results are therefore negligible.
Other sampling algorithms, such as the sample and hold [30] and adaptive sampling [31] , could potentially reduce the effects of p shown in Fig. 5 , improving our method. However, these algorithms are hardly found in existing flow exporters and, therefore, are not analyzed in this paper. This section shows that the health index calculated from non-sampled flow data is informative to monitor performance problems in cloud services. Similar analysis will be performed in Sect. 5 using packet-sampled flow data. In the following, Sect. 4.1 describes our dataset and methodology. After that, the health of popular services is analyzed in Sect. 4.2. Finally, Sect. 4.3 discusses the obtained results.
Dataset and Methodology
A prototype of our method has been implemented as a plug-in for NfSen [18] and is deployed at our university network. All flow data exported by edge routers (nonsampled NetFlow v9) are processed, and statistics of the reassembled records are archived in 1-min bins. This section evaluates the data collected by this prototype in the first 10 weeks of 2013. Four organizations are analyzed: Dropbox, Twitter, Google and Facebook. These organizations have been selected because their services are highly popular in our network. We have documented all IP addresses serving Dropbox, and the MaxMind databases are used to filter flows of Twitter, Google and Facebook. Note that some contents related to these organizations are hosted in third-party networks (e.g., Facebook's static content is hosted by Akamai). Our results do not include this traffic.
The most serious performance anomalies in this dataset have been analyzed manually and are discussed in the follow. Furthermore, the official channels in which Dropbox [32] , Twitter [33] and Google [34] report the status of their services are used to understand how our system reacts to different performance anomalies. Facebook is left out of this last analysis because no historic information about its services could be found. 
Health Analysis
Our results show an index normally close to 1 in all cases, with some fluctuations during the nights, because of the little amount of traffic in the campus in the period. However, several abnormal situations can be noticed. Figure 6a depicts a 1-day example of the index for Dropbox. By manual inspection, we have identified that this low index is caused by abandoned Dropbox clients, which are sometimes blacklisted by the university firewall. Such clients keep trying to contact Dropbox servers, increasing the number of unhealthy connections. Even though the root cause of the problem is in our own network, the prototype correctly points to an unhealthy service. After removing blacklisted clients, few abnormal intervals remain. The index for the selected organizations is lower than 0.8 in 524 min (0.52 % of the 1-min bins) and lower than 0.7 in 285 min (0.28 % of the 1-min bins), for instance. For validating these results, all cases in which the index stays below 0.7 for more than 5 consecutive minutes have been evaluated. These thresholds are chosen in order to limit the time consuming manual analysis to the most severe service degradations. In total, 8 (non-overlapping) intervals with a total duration of 201 min have been manually analyzed, distributed among Dropbox (7) and Twitter (1) .
Dropbox reported problems twice in the period. Abnormal intervals (5 in total) appear in our dataset in both cases. Figure 6b depicts examples seen on Jan 10-11. By inspecting the remaining 2 abnormal intervals, we conclude that only a nonessential part of the service has been affected (which collects run-time statisticssee [35] ), suggesting that the 7 most serious cases identified by our prototype are all correct.
The abnormal interval related to Twitter (Fig. 7a ) does not coincide with official reports. However, a simultaneous increase on the number of unhealthy connections to several destinations can be seen in the data. Hence, the system seems to correctly point to a problem in our network, although the root cause is unclear in this case.
Twitter reported problems 6 times in the period. None of the reports passes the threshold set to this experiment. However, 2 of them are clearly visible in our dataset. Figure 7b shows an example. The interval with an increased number of unhealthy connections coincides with a Twitter's announcement of site problems. Twitter also reported site problems affecting part of its users on Jan 17 and Jan 31. These 2 cases are not visible in our data, and it is not clear whether our users experienced problems. The remaining 2 cases involved a malfunction and a bug of specific site functionalities, which are not expected to be detected by our system. Finally, Google reported 5 problems in the period, including longer response times and errors with attachments on Gmail. None of the issues prevented users from accessing the services. Our system, as expected, does not report such problems.
Discussion
The analyzed companies reported 13 incidents in the 10 weeks interval studied in this section. Among those, 7 cases are out of our target, since users were still able to access the services. Moreover, 2 other incidents might not have affected our network. The remaining 4 cases are all detectable in our data, even though the services were partially accessible. Our method also identified other anomalies that either were not officially reported or affected only our own network. Overall, these cases show the applicability of the health index to monitor severe problems in cloud services.
Note that, while we have analyzed the drops in the health index manually in this section, a more user friendly alert system will require an automatic post-processing of the output of Algorithm 1. The design of such a system is left for future work.
Packet-Sampled Data: The WikiLeaks Case
We now validate the applicability of our method using packet-sampled flow data. The case study in this section is the series of attacks promoted by a group of hacktivists (named Anonymous) after the release of US embassy cables by WikiLeaks in 2010. As a reaction to those leaks, several companies retracted their business support to WikiLeaks. Anonymous reacted to this boycott by coordinating denial-of-service attacks against MasterCard, PayPal, among others. Some of the targets were reported to be inaccessible during the attacks, although this has never been confirmed.
Anonymous used a tool named LOIC against the targets. LOIC has been originally developed for stress testing on servers and, as such, does not implement any sophisticated attack method. The tool uses standard libraries for establishing TCP connections and sending user-defined messages. Hence, LOIC generates regular traffic at the transport layer. For this attack, the tool was extended to obtain configuration parameters from IRC servers-i.e., hacktivists voluntarily joined a botnet.
Section 5.1 describes our dataset and methodology. Section 5.2 evaluates the health of several targets. After that, Sect. 5.3 discusses our results.
Dataset and Methodology
Packet-sampled NetFlow records (with sampling probability p = 0.01) collected at an international backbone are used in this analysis. The following services involved in the attacks are analyzed: PayPal's payment Web services, MasterCard's Web page, Moneybookers' Web page, the Web page of Senator Liberman and PayPal's blog. We give particular attention to the case of PayPal, since the data indicate that active attack containment measures have been taken. Our decision to focus on these websites is motivated exclusively by the amount of traffic to each target in our dataset. Several other organizations and politicians have been targeted by Anonymous. A complete description of the WikiLeaks Cablegate, including all targets and Anonymous's motivations for attacking each specific website, is presented in [10, 36] .
For each target, the method in Sect. 2.2 estimates the number of connections as well as the number of healthy connections. We do not compensate for SYN retransmissions in the analysis, since the routers in this backbone do not account TCP ACKs reliably. For each time bin of 1 min, confidence intervals for a significance level of 95 % and parameter r = 10 [see Eq. (1)] are calculatedtherefore, all results in the following are smoothed by a 10-min window moving average.
Health Analysis
PayPal's payment Web service was targeted by hacktivists on Dec 9, 2010. In order to provide a better insight into our approach to sampled flow data, we show the computed confidence intervals for the estimated number of connections, instead of the health index. Figure 8a shows the obtained intervals for the number of connections to PayPal's service. Whenever the confidence intervals do not overlap, a possible degradation of the service has occurred. We observe that the number of unhealthy connections increased for more than 1 h around 15:00 and for almost 2 h after 22:30, which indicates anomalies. For all other periods, there are no clear indications that the attack caused any damage or health degradation. For the periods in which the confidence intervals do not overlap, there are indications that hacktivists were being blocked by a firewall. Figure 8b illustrates that, by showing the number of raw flow records from/to one potential hacktivist. The figure shows that incoming traffic occurred in well-spaced intervals, which is a typical behavior of gray-listing firewalls. The way in which LOIC is implemented explains the peaks of outgoing records every time the server started responding again. Since the service can be considered unhealthy from the point of view of the hacktivist, the algorithm produces correct results also for this case. Figure 9 shows the analysis for other targets. Figure 9a shows two clearly different phases regarding MasterCard's Web page on Dec 8: until around 17:00, the number of healthy connections was consistently lower than the total number of connections, although the difference cannot be considered significant in all time intervals; after that, there were almost no responses from servers anymore. During the first phase, it is likely that the service was experiencing problems, but it was still able to handle a portion of the traffic. In the second phase, either the server was completely off-line, or hacktivists were being blocked. Note that this backbone normally does not transport significant amount of requests to MasterCard and, therefore, most of the observed traffic may have been generated by hacktivists. As in the case of PayPal, our algorithm correctly indicates an unhealthy service in several intervals, even though this might be a consequence of firewalls blocking hacktivists. The same comments are valid for the Web page of Moneybookers, as depicted in Fig. 9b . For this case, however, the Web page was healthy almost all the time, until it stopped handling hacktivists' requests completely (around 10:30). Finally, Fig. 9c,  d show that both the website of US Senator Lieberman and PayPal's blog were not affected by the attacks during the analyzed time intervals.
Discussion
Our approach indicates that some targets were unhealthy in parts of the analyzed periods. However, the high number of unhealthy connections may be a consequence of firewalls blocking hacktivists. A closer look into the flows suggests that the attacks only marginally affected normal users in the analyzed network. The constant behavior of LOIC makes it easy to identify LOIC traffic even in flow datasets. By manually analyzing the traffic in the attack days, it can be seen that most unhealthy connections are from few sources producing an abnormally high number of requests that match with LOIC behavior. This pattern is, on the other hand, not observed on other days in the same network. Therefore, it is likely that most unhealthy connections were produced by potential hacktivists only.
Finally, some Anonymous' targets (e.g., Visa) are hosted by cloud providers that use dynamic IP address allocation. As a consequence, the traffic from/to those services could not be isolated, since the addresses used by the services during the attacks are unknown. Section 7 discusses this potential limitation further.
Related Work
This work discusses how to measure the health of services deployed in the cloud. Several works rely on active measurements to analyze the performance of services or to benchmark cloud providers [37] [38] [39] . Other works [40, 41] focus on measuring the performance of the infra-structure providing the services. In some cases [35, 42, 43] , a particular cloud service or provider is analyzed in details. Our work differs from those in several aspects. Firstly, the increasing variety of client and server platforms-e.g., mobile devices and Software as a Service (SaaS) offers [44] motivates our decision to monitor at the network only. Secondly, we do not focus on a specific service, but instead, we propose a generic method applicable to a variety of cloud services. Lastly, we take a passive approach to cloud monitoring because the active alternatives lack the ability to capture the impact of problems on actual end users. Besides that, they generate extra load to services and the network. Active approaches are, however, complementary to ours, since they provide another view of the cloud services. For example, in contrast to active methods, our method can only identify problems in a cloud service if end users are interacting with it.
The use of flow data for measuring the health of a remote service is central in our method. A similar approach is proposed in [45, 46] to assist operators in identifying connectivity problems and outages. Incoming/outgoing flow records are matched and alerts are triggered when the number of records without a match increases. Our work differs from those in two aspects: firstly, because we aim at checking the health of cloud services, evaluating whether the traffic is valid or not is prime to our goal. When using non-sampled data, our method uses all available flag information to classify connections precisely. Secondly, [45, 46] assume non-sampled flow data, while our method also provides support to packet-sampled flows.
When dealing with non-sampled data, our work relies on a technique for reassembling flow records. In [11] , the authors present an algorithm for grouping NetFlow records into TCP connections. The authors of [22] use an opposite approach, by tuning timeout parameters for approximating flow records to TCP connections in a better way. In contrast to [11] , we intensively make use of all flag information when reassembling flow records, obtaining more accurate results. Additionally, we do not evaluate a single NetFlow source, but verify the effects of several implementation decisions on the approach. Our work diverges strongly from [22] , since timeout parameters are shown to have a negligible impact on our results. Both works also lack support for packet-sampled data, which is provided by our method.
When dealing with packet-sampled flows, we rely on the theoretical framework presented in [13] . This work shows how to estimate several properties of the original data stream, such as the flow length distribution, using only packet-sampled flow records. We follow a similar reasoning to estimate the distributions of the number of connections per health state. We also go one step further, by proposing an estimation that does not require the assumption of a single SYN packet per connection, which improves the results when there are unhealthy connections.
Finally, some works (e.g., [47] ) aim at discovering dependencies in flow data automatically. Such solutions will be considered in our future works, since they could help to identify problems beyond the transport layer.
Limitations and Future Work

Traffic Isolation
Our method assumes that flow records related to a service are already isolated (see Algorithm 1) . Our case studies show that the method performs well if flow records are filtered properly. However, manually isolating traffic based on IP addresses is neither convenient nor always effective, as exemplified in Sect. 5. New methods to identify flows, such as the inclusion of external information in flow definitions (e.g., see [48] ), are needed and will be included in the approach in future works.
Unhealthy Application Layer Requests
Application layer protocols are not analyzed by our method. This is motivated by our goal of building a generic monitoring system. Our results show that the health index is sufficiently informative under the most extreme conditions, in which service requests cannot even be started. However, it is also common that servers are still able to handle part of users' requests under less severe problems.
In these situations, we expect a mix of healthy traffic, unhealthy traffic at the transport layer, and unhealthy traffic at the application layer. Figure 6b shows an example of that. The number of connections to Dropbox was significantly increased during the periods in which the service performance degraded. A closer look into the flows reveals an increase also in the number of healthy connections, suggesting errors at the application layer. Depending on the proportion of unhealthy traffic per protocol layer, such problems are detectable by our approach, as shown in Fig. 6b .
A complete characterization of how these mixed problems occur in practice will be performed in future works. Longitudinal data containing more cases of performance problems in cloud services are needed for that. Moreover, we plan to extend our method toward the application layer. In particular, some protocols (e.g., HTTP) are also widely used in cloud services, and therefore are a natural extension to the approach. In an opposite direction, some services (e.g., cloud storage) are of high importance to consumers, justifying the development of application-specific analyzers. Such analyzers could perform a next classification stage, evaluating the traffic currently reported as healthy by our method.
Monitoring Other Performance Problems
This paper introduces a metric (health index) that helps to reveal the status of cloud services based on flow data. As illustrated in Sect. 4, other equally important performance aspects, such as the service response time, cannot be monitored by means of the health index. Our future works will also investigate whether other performance problems can be monitored from flow data.
Conclusions
Our contribution is a method for monitoring the health of cloud services that relies solely on NetFlow/IPFIX data. This is achieved by means of a health index, which is proposed and evaluated in this paper. Our method has the distinct characteristic of being able to cope with both non-sampled and sampled data. Hence, it explicitly targets high-speed networks. In the case of non-sampled data, our method reassembles flow records into the original TCP connections, and classifies the connections as healthy or unhealthy. For sampled data, it applies a stochastic technique for estimating the number of connections per health state.
The method was validated against a packet-based ground truth built with Bro, using packet traces collected at the University of Twente. The effects of several flow export parameters were evaluated, and we conclude that the approach is robust against variations in flow exporter setups. In addition, our results show that the method precisely estimates the health index also from packet-sampled flows. The applicability of the approach was confirmed first by analyzing performance incidents in cloud services and, then, by studying data collected during the WikiLeaks Cablegate. Our results show, for instance, that the users of targeted services were only marginally affected by the attacks, contradicting Anonymous' claims.
Determining the health of a remote service solely from network traces is challenging. Our proposal is by no means a comprehensive solution to all monitoring needs of cloud consumers. However, by restricting the scope to serious performance problems, and by relying on flows exported by widely deployed technologies, our method delivers an essential first layer of monitoring, while being applicable to a wide-range of services and scalable to high-speed networks.
Finally, a prototype of our proposal has been implemented as an open source plug-in for NfSen and is available at http://www.simpleweb.org/wiki/Cloud_ Monitoring.
Why Raw Flow Records are Not Sufficient
All NetFlow/IPFIX expiration rules can cause TCP connections to be split into multiple flow records. However, since TCP is bidirectional, one should expect that those rules would produce the same number of records in both traffic directions for a healthy service. Figure 10 illustrates the invalidity of this reasoning using traffic to Google and Facebook in our network. Figure 10a , b depict the number of flow records when packet sampling is not applied. The packet traces of our validations are converted into NetFlow records, with idle and active timeouts set to the typical values of our flow exporters (30 and 120 s, respectively). 6 The difference between the quantities is also shown, with negative values representing more incoming records. In general, more outgoing than incoming records are seen. This difference is mainly caused by the widespread use of TCP RST to terminate connections (see [23] ). This can result in an extra flow record in either traffic direction, depending on timeout parameters.
Interestingly, an opposite pattern is seen when sampling is applied. For illustration, Fig. 10c, d depict the results of applying independent random sampling with probability p = 0.01 to the same packet traces. The figures show that the number of incoming records tends to be higher than the number of outgoing records. This happens because servers normally send more packets to clients, increasing the probability of sampling incoming flows. As defined by [24] , ''a classification model (or classifier) is a mapping from instances to predicted classes''. In the classification problem studied in Sect. 3, the instances are TCP connections, which are mapped to discrete labels (healthy, unhealthy, unmatched). This appendix reviews the background on performance metrics commonly used to compare classifiers.
Confusion Matrix
The confusion matrix is a way of presenting results when evaluating classifiers [24] . It presents the original number of instances per class (i.e., the ground truth in a test set) versus the total number of instances that are predicted to belong to each class. Table 3 shows an example of such a matrix M, in a problem composed of n classes (n = 3 in our case). The diagonal contains correctly classified instances, whereas the remaining cells contain the errors per class.
Note that, in our problem, no instance can be correctly classified as unmatched, since no connections of this class exist in the ground truth set. This artificial state, however, is needed because the output of our approach may have different cardinality than the ground truth set. Instances in the unmatched state penalize our method when it wrongly merges flow records.
Performance Metrics
Several performance metrics to compare classification schemes can be derived from the confusion matrix. The most simplistic one is the accuracy A, which is defined as the overall fraction of correctly classified instances:
The accuracy, however, fails to provide insights about the source of errors of a classifier. This is particularly the case when the different classes in the classification problem are unbalanced-that is, when the probability of observing instances of a specific class is much lower than the probability of observing the remaining classes. It is very common that the rarest class is exactly the most important one to be correctly classified. In our case, instances of the healthy class are much more frequent, accounting for almost 90 % of the samples in our test set. Any classification model could reach high accuracy by predicting that all instances belong to the healthy class, although such models would be of no use. Metrics that capture the performance of a classifier in a finer granularity are therefore needed. Three metrics are of primary interest in our analysis: Precision (P i ), recall (R i ), and F-measure (F i ) [24, 25] . Assuming x to be the classes in a classification problem (i.e., x ¼ ðhealthy; unhealthy; unmatchedÞ), these metrics are defined as a function of the class x i . The precision P i represents the fraction of instances correctly classified as being of class x i . It can be calculated from the confusion matrix, as follows.
The recall R i is the fraction of all original instances of class x i that are correctly classified:
As for the overall accuracy, tuning a classifier to optimize only one of these metrics for a specific class may produce degenerated models. For instance, a classifier that labels all instances as x i has R i = 1, but P i equals to the prior probability of x i . To overcome that, the F-measure (F i ) can be applied to assess the classifier:
The F-measure is a combination of precision and recall that increases faster when both metrics are simultaneously increased. The parameter a weights the importance of each metric in the results. This can be used, for instance, when failing to identify instances of a class has a different cost than making classification mistakes. In all our experiments, we calculate F i using a = 0.5, which means that both precision and recall have equal importance. We refer the readers to [25] for a deeper discussion and to [51] for a practical example of the F-measure use in another domain.
