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1 INTRODUCTION
During recent years, there have been many studies on weak instrumental variables (IV)
models in the literature due to their various applications in economics and finance. An
instrumental variable is said to be weak if it is weakly correlated with the endogenous
explanatory variables. To characterize the degree of weakness, Staiger and Stock (1997)
considered a linear simultaneous equations model and proposed seminally a so-called local-
to-zero asymptotics framework, under which the coefficients of instruments in reduced form
equations shrink toward zero at a rate of the square root of the sample size. Under this local-
to-zero framework with a fixed number of instruments, Staiger and Stock (1997) showed that
the two-stage least squares (TSLS) estimator is inconsistent and converges to a nonstandard
distribution, whereas Stock and Wright (2000) extended local-to-zero asymptotics to a gener-
alized method of moments (GMM) model and found inconsistency and a non-normal limiting
distribution in GMM estimators in the case of weak instruments.
Recently, Hahn and Kuersteiner (2002) and Hahn, Hausman and Kuersteiner (2004)
generalized local-to-zero asymptotics in a linear IV model by allowing varying degrees of
weakness in their instruments. Besides the case of weak instruments, they also examined
both the nearly weak case (in which the correlation between the instruments and endogenous
variables converges to zero more slowly than the square root of the sample size) and the
nearly non-identified case (in which the correlation converges to zero faster than it does in
weak instruments). Furthermore, they showed that for both the nearly non-identified and
weak instrument cases, the TSLS estimator is inconsistent and has a non-normal limiting
distribution. However, the TSLS estimator for the nearly weak case is consistent and its
limiting distribution is still normal.
Following the framework set up by Stock and Wright (2000) and Hahn and Kuersteiner
(2002), Caner (2010) analyzed the asymptotics of GMM estimator and continuously updating
estimator (CUE) with nearly weak and weak instruments, focusing particularly on a mixed
framework combining strong, nearly weak and weak instruments. He demonstrated a big
difference in the asymptotic properties of weak instruments and nearly weak instruments.
When only the nearly weak case is present, he also showed that both the estimation and the
inference of conventional tests are valid. Antoine and Renault (2009) also considered GMM
estimation with nearly weak instruments, but in contrast to Caner (2010), they assumed that
the degree of weakness is directly related to moment conditions rather than to parameters.
They demonstrated that their framework of nearly weak instruments can ensure that the
GMM estimator can be consistent and the standard GMM-score type test can be valid.
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Cai and Li (2008) considered a nonparametric estimator of a functional coefficient IV
model with varying degrees of weakness. In contrast to how parametric estimation with
weak instruments converges to a nonstandard limiting distribution, they showed that a
nonparametric estimator with weak instruments diverges to infinity.
Although there is a vast body of literature on weak instrumental variables models for
cross-sectional or time series data, there has been little attention paid to weak instrumental
variables model for longitudinal (repeated measurements or panel) data. Longitudinal data
models have become more popular among applied researchers due to the increasing availabil-
ity of longitudinal data and their superiority in capturing the complexity of human behavior
as compared to cross-sectional or time-series data models. Hahn, Hausman and Kuersteiner
(2007) proposed a long difference instrumental variables estimation for a dynamic panel data
model with fixed effects. The model becomes weakly identified when the data generating
process is highly persistent. Weak instrument approximation is obtained by letting the au-
toregressive parameter tend to unity when the number of cross-sectional observations tends
to infinity. They showed that the estimator based on taking long differences is much less
biased than other GMM estimators for the dynamic panel data model near the unit circle.
In this paper, we consider the within-group two-stage least squares estimator with varying
degrees of weak instruments in a static longitudinal data model. For N large and T small,
following local-to-zero analysis, we let instruments’ degree of the weakness depend on the
number of cross-sectional observations. As N goes to infinity, we show that the bias of
the within-group TSLS estimator with weak or nearly non-identified instruments is in order
of T−1. As T goes to infinity1, the asymptotic bias is negligible and the consistency and
asymptotic normality of the within-group TSLS estimator can be obtained. We also consider
a mixed case in which some instrumental variables are weak and others are nearly weak. We
show that when N tends to infinity and T is fixed, the within-group TSLS estimator of
weak instruments is biased with a bias proportional to T−1, but the estimator of nearly
weak instruments is consistent. Finally, we discuss some asymptotically pivotal tests in a
longitudinal data model and their corresponding limiting results.
An IV model for longitudinal (panel) data with weak instruments has a great poten-
tial for empirical studies in economics. For example, Andreoni and Payne (2003) examined
whether or not government grants can crowd out private charities by employing panel data
1The assumption that degrees of weakness depend on the number of cross-sectional observations N , rather
than on the sample size NT , is an analytical device. When N goes to infinity but T is fixed, it is natural
to relate the degree of weakness to N only. When both N and T tend to infinity, by allowing the degree of
weakness to depend on both N and T , we can obtain the asymptotic properties of the within-group TSLS
estimator similar to those in Hahn and Kuersteiner (2002).
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from arts and social science organizations for the period from 1982 to 1998.2 The real level
of fund-raising expenditures spent in year t by nonprofit organization i located in state s
was regressed on the real level of government grants in year t received by the nonprofit
organization i and other control variables. Several instruments for government grants were
considered, including federal transfers to all nonprofit organizations, total research funding
to universities in the state from the National Institutes of Health, and congressional repre-
sentation. Within-group TSLS regression was employed to estimate the effect of government
grants on private charities. All values of the partial F-test on instruments from the first stage
regressions range from 2.47 to 5.75. This means that the within-group TSLS regression may
suffer from the weak instruments problem; see Andreoni and Payne (2003) for details. Other
examples of using within-group TSLS estimators in panel data models include the work by
Fishback, Haines and Kantor (2002), Gruber and Hungerman (2007), and Andreoni and
Payne (2007), among others.
The rest of the paper is organized as follows: Section 2 introduces the model and the
within-group TSLS estimation in a longitudinal data model. Section 3 discusses the asymp-
totic properties of the within-group TSLS estimator with the same degree of weakness. We
distinguish between nearly weak, weak, and nearly non-identified instrument approximations
in terms of asymptotic theory. The first and higher order biases are also investigated for var-
ious cases. An extension to a mixed model by allowing instruments to have varying degrees
of weakness is considered in the same section. In Section 4, we consider some asymptotically
pivotal tests in a longitudinal data model with weak instruments. Section 5 is devoted to
discussing some related issues. Section 6 reports the results of Monte Carlo simulation stud-
ies to demonstrate the finite sample performance of the proposed estimators and Section 7
concludes.
2 THE MODEL SETUP
Consider an instrumental variables model for longitudinal data with fixed effects
yit = β
⊤xit + γ
⊤wit + αi + uit, xit = Π
⊤zit +Φ
⊤wit + ψi + vit, (1)
where yit is a scalar dependent variable, xit is a p × 1 vector of endogenous variables, wit
is a k × 1 vector of included exogenous variables, zit is a q × 1 (q ≥ p) vector of instru-
mental variables, Π is a q × p matrix of unknown parameters and Φ is a k × p matrix of
unknown parameters. Denote by xit = (x1it, x2it, · · · , xpit)⊤, wit = (w1it, w2it, · · · , wkit)⊤,
2The year 1984 was excluded in their sample.
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zit = (z1it, z2it, · · · , zqit)⊤, and vit = (v1it, v2it, · · · , vpit)⊤. Then, the model defined in (1) can
be expressed in a matrix form as
Y = Xβ +Wγ +α+U, X = ZΠ+WΦ+Ψ+V, (2)
where Y = (y⊤1 ,y
⊤
2 , · · · ,y⊤N)⊤ and for each 1 ≤ i ≤ N , yi = (yi1, yi2, · · · , yiT )⊤. The
definitions of xi, wi, zi, ui, and vi are similar to that of yi, and the definitions of X, Z, W,
U, and V are of the same fashion as that for Y. Here, α = (e⊤α1, e
⊤α2, · · · , e⊤αN)⊤ =
(α1, α2, · · · , αN)⊤ ⊗ e, where e is a T × 1 vector with all elements being one and ⊗ denotes
the Kronecker product. Finally, the definition of Ψ is similar to that of α.
One of our main interests is to make statistical inferences on β and γ under weak instru-
ment settings. To this effect, following Staiger and Stock (1997) and Hahn and Kuersteiner
(2002), we make the following assumptions on the above model:
Assumption 1: Π = K−1N × C and Φ = K−1N × C1, where C is a q × p matrix of non-
stochastic constants, C1 is also a k×p matrix of non-stochastic constants, and KN is a scalar
and a function of N satisfying KN → ∞ as N → ∞.
Assumption 2: Assume that {(wit, zit)} and {uit} are independent across both individ-
uals and time, {(wit, zit)} and {vit} are independent across both individuals and time,





Assumption 3: Assume that {(uit,vit)} are iid across individuals and time with mean zero
and covariance matrix Σ =
(
σ2u ΣuV
ΣV u ΣV V
)
.
Remark 1: Assumption 1 generalizes local-to-zero analysis by allowing for varying degrees
of weakness. Let KN = N
κ for κ ≥ 0. Then, 0 < κ < 1/2 corresponds to the nearly
weak case as defined in Hahn and Kuersteiner (2002), κ = 1/2 reduces to the weak
instruments case as addressed by Staiger and Stock (1997), and κ > 1/2 becomes the
nearly non-identified case as discussed in Hahn and Kuersteiner (2002).
Remark 2: The independence assumption in Assumption 2 can indeed be relaxed to a
more general setup and the consistency and asymptotic normality of the within-group
TSLS estimator can be still obtainable under some mild conditions. For example,
{(zit,uit)} and {(wit,uit)} can be ergodic stationary random vectors. When {(zit,uit)}
is an ergodic stationary martingale difference sequence (MDS) random vector, the
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variance-covariance matrix of {zituit} is E[zitz⊤itu2it], which can be consistently esti-
mated by using the White’s conditional heteroskedasticity consistent (HAC) formula;
see White (1980) for details. However, when {(zit,uit)} is an ergodic stationary non-
MDS sequence random vector, then the estimation of a long-run variance covariance
matrix is needed. For example, the well known Newey-West estimator (see Newey and
West (1987)) or other type HAC variance covariance matrix estimators can be applied;
see Andrews (1991) for details.
To drive within-group TSLS estimators for both β and γ, we follow the convention to
remove {αi} and {ψi} firstly. That is; (1) is transformed into the following form
yit − ȳi. = β⊤(xit − x̄i.) + γ⊤(wit − w̄i.) + (uit − ūi.),
xit − x̄i. = Π⊤(zit − z̄i.) +Φ⊤(wit − w̄i.) + (vit − v̄i.),
where ȳi. is the average of {yit} over index t; that is ȳi. = T−1
∑T
t=1 yit, and the definitions
of x̄i., w̄i., z̄i., ūi., and v̄i. are same as that for ȳi.. Let ỹit = yit − ȳi.. We define x̃it, w̃it, z̃it,
and ṽit as the same fashion as that for ỹit. Then, the model in (2) becomes
Ỹ = X̃β + W̃γ + Ũ ≡ X̃∗θ + Ũ, X̃ = Z̃Π+ W̃Φ+ Ṽ, (3)
where X̃
∗
= (X̃,W̃) and θ⊤ = (β⊤,γ⊤). Here, the definition of Ỹ is similar to that forY and
so are ỹi, X̃, x̃i, W̃, w̃i, Z̃, z̃i, Ũ, ũi, Ṽ, and ṽi. In fact, z̃i = Qzi, where Q = IT −T−1ee⊤,





































= (Z̃,W̃). Finally, for simplicity of presentation, we provide some additional notations.
If W is a p × q matrix, Vec(W) denotes a pq × 1 vector formed by stacking the columns
of W under each. In the sequel, the symbols “ ⇒ ” and “ →p ” denote the convergence in
distribution and in probability, respectively. Finally, let MA = I−PA.
3 ASYMPTOTIC THEORY
3.1 One Degree of Weakness
In this section, we develop asymptotic theories of within-group TSLS estimators for three
cases: weak, nearly weak, and nearly non-identified instruments, respectively. First, we
consider model (3) without included exogenous variables W̃. The reason of doing so is
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that a simple model can show clearly how various degrees of weakness can have distinct
asymptotic results. Compared to the cross-sectional and the time series models in Hahn and
Kuersteiner (2002), we will show in Theorem 1 and its corollaries (see later) that the TSLS
estimator for this setting is less biased and possibly consistent if the repeated cross-sectional
information is utilized. In other words, when the number of repeated cross sections becomes
large, it is possible that the estimation bias can be reduced and a consistent estimator can
be obtainable.
We now present the following theorem to present the limiting distribution of the within-
group TSLS estimator with weak instruments for N large and T fixed. All technical proofs
are relegated to the Appendix.
Theorem 1: Suppose that Assumptions 1, 2 and 3 hold and κ = 1/2, then for T fixed and
N → ∞, we have,











where D1 = ΣZZC+ (T− 1)−1/2 ZZV with ZZV being a random matrix and Vec(ZZV ) being
a multivariate normal random vector with mean zero and covariance matrix ΣV V ⊗ΣZZ, and
ZZU is a multivariate normal random vector with mean zero and covariance matrix σ
2
uΣZZ.
Theorem 1 clearly implies that the expectation of the right hand side of (5) might not be
zero so that it can be regarded as the asymptotic bias of the within-group TSLS estimator
for N large and T small. To see what the expression of this asymptotic bias is and how it
changes over T , we offer the following corollary.
Corollary 1: Suppose that Assumptions 1 to 3 hold and κ = 1/2, then as N tends to





− β ≈ (T − 1)−1 qσuv
(
C⊤ΣZZC
)−1 ≡ Bias1, (6)
where ≈ denotes an approximation in the same order.
A consequence of Corollary 1 is that the right-hand term Bias1 in (6) serves as an asymp-
totic bias and it is proportional to T−1. Therefore, it tends to zero as T goes to infinity. In
contrast to the analogous results in Staiger and Stock (1997), Hahn and Kuersteiner (2002)
and Hahn, Hausman and Kuersteiner (2004, 2007) for cross-sectional or time series data, the
new finding in Corollary 1 is that using repeated cross-sectional information can reduce the
bias of the within-group TSLS estimator. To appreciate the importance of this new result,
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we recall the so called concentration parameter, a measure of instruments’ strength in the












which tends to infinity as T goes to infinity. Then we can obtain a consistent estimator and
its asymptotic distribution, which is stated below.
Corollary 2: Suppose that Assumptions 1 to 3 hold and κ = 1/2, then as both N and T













An immediate implication of Corollary 2 is that with both N and T large, the within-
group TSLS estimator with weak instruments has the usual first-order asymptotics. There-
fore, when the number of repeated cross sections is large, weak instrument approximation
does not affect the consistency and asymptotic normality of TSLS estimators.
Next, we consider the case of nearly weak instruments. Similar to Hahn and Kuersteiner
(2002), for the nearly weak instrument approximation, the TSLS estimator can have a zero
asymptotic bias and a normal limiting distribution although the convergence rate is slow.
We obtain the following result for the within-group TSLS estimator.
Theorem 2: Suppose that Assumptions 1, 2 and 3 hold and 0 < κ < 1/2, then for T fixed












An immediate consequence of the above theorem is that for T fixed and N tending to
infinity, the within-group TSLS estimator with nearly weak instruments is consistent and
has a normal limiting distribution. In particular, the asymptotic bias of the estimator is
zero. Compared to Theorem 1 in Hahn and Kuersteiner (2002), the difference here is that
the asymptotic variance-covariance matrix has an extra factor (T − 1)−1 tending to zero as
T goes to infinity. Therefore, the estimated variance can be reduced when T is large. The
intuition is that adding more repeated cross-sectional information into a regression model
can significantly improve the precision of the estimation of asymptotic covariance matrix.
We now consider higher order asymptotics to investigate whether the nearly weak instrument
case leads to different higher order approximations of bias. Similar to Hahn and Kuersteiner
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(2002), we can derive the higher order bias of the within-group TSLS estimator, which is
given in the following corollary.
Corollary 3: Suppose that Assumptions 1 to 3 hold and 0 < κ < 1/2, then as N → ∞, for










The above corollary reveals that, in addition to the reduction of asymptotic variance as
illustrated in Theorem 2, adding more repeated cross-sectional information into a regression
model can also reduce the higher order bias of the within-group TSLS estimator.
Finally, we investigate asymptotic properties of within-group TSLS estimators with
nearly non-identified instruments. It is well known that the nearly non-identified approx-
imation leads to inconsistent estimation and nonstandard limiting distributions; see Hahn
and Kuersteiner (2002) and Hahn, Hausman and Kuersteiner (2004, 2007). However, our
new finding is that when both N and T tend to infinity and T goes to infinity fast enough
(say, it satisfies a certain condition given below), the within-group TSLS estimator with
nearly non-identified instruments will have a zero asymptotic bias and a normal limiting
distribution. We now state the asymptotic distribution of β̂ in the following theorem.
Theorem 3: Suppose that Assumptions 1, 2 and 3 hold and κ > 1/2, then for a fixed T and
N → ∞, we have,











where D2 = ΣZZC+N
κ−1/2 (T− 1)−1/2 ZZV with ZZV and ZZU defined in Theorem 1.
One can observe from the above theorem that the bias of within-group TSLS estimators
depends on both N and T . Since identification at the first stage regression deteriorates
relatively fast compared to the case of weak instruments, in order to eliminate asymptotic
bias, T has to grow faster than usual. Therefore, if Nκ−1/2 (T − 1)−1/2 tends to zero as both
N and T tend to infinity, consistency can be achieved and the asymptotic result is given
below.
Corollary 4: Suppose that Assumptions 1, 2 and 3 hold and κ > 1/2, then as both N and
T tend to infinity and Nκ−1/2 (T − 1)−1/2 tends to zero, we have,












Corollary 4, together with Theorem 3, implies that if Nκ−1/2 (T − 1)−1/2 does not go to
zero, the bias of the within-group TSLS estimator can not be eliminated even when both
N and T tend to infinity. Therefore, if T = O(N2κ−1), the TSLS estimator is biased and
it diverges to infinity if N2κ−1/T → ∞. Therefore, the above results and their discussions
seem new in the literature.
3.2 Mixed Weak and Nearly Weak Instruments
When there are several endogenous variables of interest, it is natural to allow varying de-
grees of the weakness in instruments simultaneously.3 Stock and Wright (2000) developed
a framework for GMM estimation by combining both strong instruments and weak instru-
ments together, and demonstrated that the estimation of well-identified parameters is still
consistent and has a normal limiting distribution, whereas Caner (2010) considered the
GMM estimator and CUE in a mixed system combining nearly weak, weak and strong in-
struments, and found that the estimation of parameters instrumented by nearly weak and
strong instruments is consistent. In this section, we investigate the asymptotic properties of
the within-group TSLS estimator in a panel model under a mixed framework with weak and
nearly weak instruments simultaneously.
Consider the transformed model defined in (3). Now we assume that both X1 with
dimension p and X2 with dimension k are endogenous variables. Let Z be instruments
(q ≥ p+ k). Now, the model in (3) becomes
Ỹ = X̃1β + X̃2γ + Ũ, X̃1 = Z̃Π+ Ṽ, X̃2 = Z̃Φ+ Ṽ1,
where Π and Φ satisfy the following assumption.
Assumption 4: Π = N−1/2 ×C and Φ = N−κ ×C1, where C and C1 are a q × p matrix
and a k × p matrix of non-stochastic constants, respectively, and 0 < κ < 1/2.
Assumption 4 implies that β in the above model denotes a vector of weakly identified
parameters and γ stands for a vector of nearly weakly identified parameters. The asymptotic
property of β is characterized in the following theorem.
Theorem 4: Suppose that Assumptions 1-4 hold, then for T fixed and N → ∞, we have,







3We thank a referee for bringing this point to our attention.
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Clearly, the above theorem shows that the within-group TSLS estimator of the weakly
identified parameters β has an asymptotic bias proportional to T−1, as shown in Corollary
1. Therefore, when T is large, consistency and asymptotic normality can be obtained and
are given in the following corollary.



















where D1 is defined in Theorem 1 and Ω is given in Theorem 4.
Next, we turn to considering the asymptotic properties of the nearly weakly identified
parameters γ. Similar to the results in Stock and Wright (2000) and Caner (2010), we
obtain the consistency and asymptotic normality of the within-group estimators for T fixed
and N → ∞, presented in the following theorem.
Theorem 5: Suppose that Assumptions 1-4 hold, then for T fixed and N → ∞, we have,
N1/2−κ (γ̂ − γ) ⇒ N
(


















D1 with D1 given in Theorem 1.
Theorem 5 shows that the estimation of nearly weakly identified parameters γ is not
affected by the simultaneous existence of weakly identified instruments. Deriving consistency
and asymptotic normality seems easy and it requires only N large.
4 ASYMPTOTICALLY PIVOTAL TESTS
It is well documented in the literature that conventional test statistics can not be employed
when the parameters of interest are weakly identified, because these tests are non-pivotal
to some nuisance parameters that can not consistently be estimated in the case of weak
identification. However, Antoine and Renault (2009) and Caner (2010) found that when
the parameters of interest are nearly weakly identified, the GMM score-type tests and other
conventional tests such as Wald and likelihood ratio tests can be applied and these tests
indeed have asymptotic chi-square distributions for large samples. Therefore, the question
arises is how an empirical researcher can distinguish instruments’ degree of weakness in
real applications. To answer this question, one may employ some asymptotically pivotal
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tests, such as the Anderson-Rubin test (Anderson and Rubin, 1949), the Kleibergen test
(Kleibergen, 2002) and the conditional likelihood ratio test (Moreira, 2003). In this section,
we extend these asymptotic pivotal tests to an instrumental longitudinal data model with
fixed effects. The theoretical results for these tests are presented in following theorems.
We consider the model defined in (3) but ignore the included exogenous variables W̃ for
expositional simplicity. The parameters of interest are β and our interest to test H0 : β = β0

























are defined in Section 2. The limiting distribution of AR(β0) is given
below.
Theorem 6: Suppose that Assumptions 1-3 hold, then for a fixed T and N → ∞, we have,
(T − 1)AR(β0) ⇒ χ2 (q) ,
where χ2(q) is a chi-square distribution with degrees of freedom q, the number of instruments.
This result is almost same as in Staiger and Stock (1997) for the cross-sectional case. The
Anderson-Rubin test is robust to the degree of weakness, and its limiting distribution is a chi-
square distribution with degrees of freedom q, the number of instruments. The orthogonality
condition between zit and uit is crucial for the results in Theorem 6. Berkowitz, Caner, and
Fang (2008) showed that even a small correlation between zit and uit can lead to a large size
distortion of the Anderson-Rubin test.
However, the Anderson-Rubin test might not be powerful when the model is largely
over-identified. To circumvent the aforementioned problem, Kleibergen (2002) proposed the



















































q). The asymptotic distribution of K(β0) is given in the following theorem.
Theorem 7: Suppose that Assumptions 1-3 hold, then for a fixed T and N → ∞, we have,
(T − 1)K(β0) ⇒ χ2(p),
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where χ2(p) is a chi-square distribution with degrees of freedom p, the number of endogenous
variables.
The Kleibergen test converges to a chi-square distribution with degrees of freedom p, the
number of endogenous variables and is robust to different degrees of identification.
Finally, Moreira (2003) developed a general method for similar tests based on the condi-
tional distribution of non-pivotal statistics under weak instruments, such as the conditional
likelihood ratio test. Moreira (2003) argued that there exist two asymptotically independent
statistics that are invariant and sufficient for estimation and inference in a linear simultane-
ous equations model. One statistic depends on the nuisance parameter Π and the other does
not. Asymptotic independence makes it possible to construct the conditional null distribu-
tion independent of Π. Furthermore, Moreira (2003) showed that as long as the conditional
null distribution is continuous and does not depend on any unknown nuisance parameters, its
quantiles can be simulated and used to compute the critical values for similar tests. Indeed,
the method proposed in Moreira (2003) can be easily applied to the model defined by (3),
and it can be shown easily that it is also robust to weak instruments.
5 DISCUSSION OF SOME RELATED ISSUES
One of the major issues is how to extend local-to-zero asymptotics to a longitudinal (panel)
data model. When N goes to infinity but T is small, it is natural to assume that the
correlation between endogenous variables and instruments shrinks toward zero at a certain
speed depending only on N . For example, Hahn, Hausman, and Kuersteiner (2007) modeled
weak instruments in a dynamic panel data model by letting the autoregressive parameter
tend to unity as N tends to infinity. Following from Assumption 1, which assumes that
identification deteriorates as N becomes large, the main finding of our paper is that repeated
cross-sectional information can improve the estimation of the within-group TSLS estimator
because the bias is proportional to T−1.
As a result, when T tends to infinity too, consistency and asymptotic normality can be
easily constructed. However, if both N and T tend to infinity, we also need to consider the
asymptotics that allows the quality of identification to depend on both N and T . The local-
to-zero asymptotics in Assumption 1 can be modified to Π = C/(NT )κ, where κ = 1/2,
0 < κ < 1/2 and κ > 1/2 refer to weak instruments, nearly weak instruments and nearly
non-identified instruments, respectively. Under this new assumption, one can show that the
limiting theory of the within-group TSLS estimator is exactly the same as that of cross-
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sectional or time series models, and estimation and testing are valid only for nearly weakly
identified parameters.
Although it is not easy to know whether the quality of identification depends on N
or on both N and T , empirical researchers can easily test the quality of instruments in
the transformed model (3). For example, the widely used partial F test at the first stage
regression can be easily implemented. Let us recall the example mentioned in Section 1.
To estimate the effect of government grants on private charities by using an instrumental
panel data model, Andreoni and Payne (2003) employed the partial F test at the first stage
regressions and found that the test values range from 2.47 to 5.75. This implies that some
instrumental variables might be weak. If some instruments are suspected to be weak, we
would suggest that the asymptotically pivotal tests outlined in Section 4 should be applied.
When the quality of identification is assumed to depend on both N and T , then, as
shown by Antoine and Renault (2009) and Caner (2010), some conventional tests are valid
only for nearly weakly identified parameters. Therefore, it becomes important and necessary
to distinguish nearly weak instruments from a set of available instruments. There are some
methods available in the literature to test nearly weak instruments versus weak instruments.
For example, one may apply the method proposed by Caner (2010), which is that, since the
Wald test converges to a chi-square distribution only in the case of nearly weak identification,
a Kolmogorov-Smirnov type test can be constructed to compare the empirical distribution
of the Wald test to a chi-square distribution. The nearly weak instruments expect a small
discrepancy. The other possibly available method, proposed by Wright (2003), is to compare
the volume of the Wald confidence set to that of the Anderson-Rubin confidence set. Here,
the nearly weak instruments yield a small difference.
Another important paper closely related to our study is the work by Chao and Swanson
(2005). They considered a TSLS estimator using a large number of weak instruments in a
simultaneous equations model for cross-sectional or time series data. The consistency of the
TSLS estimator depends crucially on the growth rate of the concentration parameter, rN ,
and the number of weak instruments, RN . Chao and Swanson (2005) showed that the TSLS
estimator is consistent only if rN/RN → ∞ asN → ∞, which implies that the instruments
must be nearly weak (0 < κ < 1/2). In a longitudinal (or panel) data model, we show that
the concentration parameter defined in Section 3.1 tends to infinity as T goes to infinity.
The consistency of the within-group TSLS estimator can be obtained under a less stringent
condition than that in Chao and Swanson (2005). Corollary 2 and Theorem 2 demonstrate
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that, as both N and T tend to infinity, the consistency and asymptotic normality of the
within-group TSLS estimator can be achieved for both weak instruments and nearly weak
instruments.
6 MONTE CARLO SIMULATION STUDIES
In this section, we conduct Monte Carlo simulation studies to examine the finite sample
performance of within-group TSLS estimators for various cases described below. Consider
the following data generating process:
yit = β xit + γ wit + αi + uit, xit = −2K−1N zit + 2K−1N wit + ψi + vit,
where β = −9, γ = 9, the included exogenous variable wit and the instrumental variable
zit are generated from uniform distributions U(2, 8) and U(2, 10), respectively, αi and ψi
are fixed effects and are generated from a normal distribution N(0, 1) and random errors
uit ∼ N(0, 1) and vit ∼ N(0, 1) are jointly generated from a bivariate normal distribution
with the correlation coefficient ρ = 0.7. Therefore, xit is endogenous because uit and vit
are correlated. We choose three values for KN (KN = N
1/2, KN = N
0.2 and KN = N
0.7)
to reflect the corresponding three different types of weakness: weak, nearly weak and non-
identified.
We first consider a case with all instruments having the same degree of weakness, which
is the case close to the model defined in Section 3.1 except that here we include an exogenous
variable wit. The within-group TSLS estimators of β (β = −9) and γ (γ = 9) are computed
and 1000 replications are performed for each pair of T and N . Clearly, the identification
of β depends on the choice of KN , and γ is always identified since it is the coefficient
of exogenous variable wit. It follows from Stock and Wright (2000) that as expected, the
identification of β will not contaminate the consistency of γ. We compute the absolute biases
of β̂ and γ̂, respectively. For each setting, the 1000 values of absolute bias are plotted in
in Figures 1-4 in the form of boxplots for both β̂ (the left panel) and γ̂ (the right panel).
To demonstrate how the finite sample performances of within-in group TSLS estimators
change with varying degrees of weakness, we consider three cases separately: Case I for weak
instruments (KN = N
1/2), Case II for nearly weak instruments (KN = N
0.2) and Case III
for nearly non-identified instruments (KN = N
0.7). For each case, we first fix T (T = 50)
and allow N to grow (N = 50, 150, 250, 350, and 450). Secondly, we allow both N and T
to grow simultaneously (N = 2T = 40, 80, 120, 160, and 200). Finally, we fix N (N = 250)
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Figure 1: Simulation results for Case I (KN = N
1/2): Top panel: T = 50 and N = 50, 150,
250, 350, and 450. Bottom panel: N = 2T = 40, 80, 120, 160 and 200. Left panel: Boxplots
of absolute bias of the IV estimator for β. Right panel: Boxplots of absolute bias of the IV
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Figure 2: Simulation results for Case I with N = 250 and T = 25, 50, 100, 150, and 200. (a)
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Figure 3: Simulation results for Case II (KN = N
0.2). Caption is the same as in Figure 1.
Figures 1 and 2 summarize the simulation results for Case I (weak instruments). One can
observe that the bias of β̂ (see Figure 1(a)) stays almost the same, while the bias of γ̂ (see
Figure 1(b)) shrinks to zero as only N becomes large. When both N and T become large,
Figures 1(c) and 1(d) show that the biases of both β̂ and γ̂ shrink, but the latter shrinks
to zero faster than the former because the convergence rate of β̂ is slower than that of γ̂.
Figure 2 shows that the biases of both estimators decrease as T gets large while N is fixed.
The above observations are in line with our asymptotic theory.
Figure 3 examines the finite sample performance of the within-group TSLS estimator
for Case II (nearly weak). Figure 3(a) shows that the bias of β̂ shrinks slowly to zero as
N becomes large and T is fixed. This is consistent with the theory in Theorem 2, which
states that nearly weakly identified parameters can be consistently estimated but have a
slow convergence rate. Finally, Figure 4 displays simulation results for Case III (nearly
non-identified). Figures 4(b) and 4(d) show that the bias of γ̂ always shrinks, but Figures
4(a) and 4(c) show that the estimator of nearly non-identified parameters is inconsistent.
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Figure 4: Simulation results for Case III (KN = N
0.7). Caption is the same as in Figure 1.
TSLS estimator is reasonably good. This is in line with the asymptotic theory.
Next, we consider the model in Section 3.2 where there are mixed weak and nearly weak
instruments. The case is regarded as Case VI. The following data generating process is as
follows:
yit = β x1,it + γ x2,it + αi + uit,
where β = −9, γ = 9, x1,it = −2N−0.5Z1,it+ψi+vit, x2,it = 2N−0.2Z2,it+κi+ηit, instruments
Z1,it and Z2,it are generated from a uniform distribution U(2, 10) independently, individual
effects α, ψ and κ are generated from independent standard normal distributions, and random
errors uit, vit and ηit are generated from a multivariate normal distribution with mean zero
and variance equal to one, and uit is correlated with vit and ηit with correlation coefficients 0.7
and 0.5 respectively but vit and ηit are uncorrelated with each other. It is clear that β denotes
the weakly identified parameter and γ denotes the nearly weakly identified parameter.
Figure 5 demonstrates the finite sample performance of within-group TSLS estimators
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Figure 5: Simulation results for Case VI. Top panel: T = 50 and N = 50, 150, 250, 350,
and 450. Middle panel: N = 2T = 40, 80, 120, 160 and 200. Bottom panel: N = 250 and
T = 25, 50, 100, 150, and 200. Left panel: Boxplots of absolute bias of the IV estimator for
β. Right panel: Boxplots of absolute bias of the IV estimator for γ.
5(b) demonstrate that when T is fixed, the bias of weakly identified parameter β does not
shrink to zero, while the bias of the nearly weakly identified parameter γ tends to zero slowly.
Therefore, weak identification of β does not affect the convergence of the weakly identified
parameter γ.
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However, when T is allowed to grow at a rate of N , we can observe different results. In
the middle panel of Figure 5, N = 2T and T becomes large. Figures 5(c) and 5(d) show that
the estimators for both β and γ tend to their corresponding true values but the estimator of γ
converges faster than the estimator of β. Finally, the bottom panel in Figure 5 (Figures 5(e)
and 5(f)) is about the case that N is fixed but T becomes large. We can observe the similar
results as those in Figures 5(c) and 5(d). Therefore, all simulation results are consistent with
the theory in Theorems 4 and 5 in Section 3.2.
7 CONCLUSION
In this paper, we consider the estimation and testing of within-group TSLS estimators with
instruments of various degrees of weakness in a longitudinal data model. We show that
adding repeated cross-sectional information into a regression model can significantly improve
estimation with weak instruments. Moreover, the consistency and limiting distribution of
the proposed estimators are established when both N and T tend to infinity. We also extend
some asymptotically pivotal tests to a longitudinal data model and show that they converge
to a chi-square distribution. Our Monte Carlo experiment indicates that the improvement of
estimation can be achieved when appropriately using information about the repeated cross
sections.
APPENDIX
We use the same notations as introduced in Sections 2 - 4. In addition, let τ = (T − 1)1/2.
It follows from (4) that




































The following lemmas are helpful to prove the theorems in the paper.
Appendix A: Auxiliary Lemmas





W̃ converge to τ 2ΣZZ, τ
2ΣWZ, and τ
2ΣWW in probability, respec-
tively.












it)− E(zit)E(z⊤it)] = τ 2ΣZZ .
Similarly, N−1W̃
⊤
Z̃ →p τ 2ΣWZ and N−1W̃
⊤
W̃ →p τ 2ΣWW . The proof of Lemma 1 is
complete. Q.E.D









Ṽ) ⇒ τ(ZWU ,ZZU ,ZWV ,ZZV ). (A.1)
.


































Clearly, it follows from Assumptions 2 and 3 that E[ξi] = 0. Now, we need to calculate the







where A1 = Var(ξi1), A2 = Cov(ξi1, ξi2) = A
⊤







where B1 = Var(w
⊤




i Qui), B3 = B
⊤
2 , and B4 = Var(z
⊤
i Qui). By















Similarly, B1 = σuuτ
2Σww, and B2 = σuuτ
2Σwz. Therefore, A1 = τ
2σuu ⊗ Σ0, A4 =
τ 2Σvv ⊗ Σ0, and A2 = τ 2ΣUV ⊗ Σ0. Thus, Var(ξi) = τ 2Σ ⊗ Σ0. Since {(w⊤it , z⊤it)⊤} and
{(uit,vit)} are iid across both individuals and time, then so are {ξi}. It follows from the



























Ṽ) ⇒ (ZWU,T ,ZZU,T ,ZWV,T ,ZZV,T ).
Now we use notations ZWU = τ
−1ZWU,T , ZZU = τ
−1ZZU,T , ZWV = τ
−1ZWV,T , and ZZV =
τ−1ZZV,T to conclude that (Z
⊤
u , (Vec(Zv))
⊤)⊤ ∼ N(0,Σ ⊗ Σ0). Therefore, (A.1) holds.
Q.E.D
Appendix B: Proofs of the Theorems































































Then, the result in the theorem follows. Q.E.D
Proof of Corollary 1: By Theorem 1, we have

































































































































, which completes the proof. Q.E.D
Proof of Corollary 2: The result of asymptotic normality directly follows by Theorem 1 and
Lemma 2. Q.E.D



































































Then, the proof is complete. Q.E.D


















































































Taking expectations on both sides of (A.5), we obtain






It follows from Assumption 1 that





which concludes the proof. Q.E.D




































Then, it is easy to obtain that
































The result follows by taking N → ∞. Therefore, the theorem is proved. Q.E.D




Proof of Theorem 4: From the Frisch-Waugh-Lovell’s theorem in Frisch, Waugh and Lovell
(2002), we have





























1 PZ̃MX̃2PZ̃X̃1 = X̃
⊤




































































































It follows by Lemma 1 that
X̃
⊤




























D⊤1 ΩZZU . (A.6)
Therefore, we prove the theorem. Q.E.D
Proof of Corollary 5: The result follows from Lemma 2 and (A.6). Q.E.D
Proof of Theorem 5: Similarly to Theorem 4, we have

























Then, by Lemma 2,
X̃
⊤










where Λ is defined in Theorem 5. Therefore,









and the normality follows from Lemma 2. This completes the proof. Q.E.D

































N − q Ũ
⊤
Ũ− 1





It is easy to show that the first term converges to τ 2σ2u and the last term tends to zero as












































which implies that the theorem holds. Q.E.D
Proof of Theorem 7: We first follow Kleibergen (2002) to construct two asymptotically

















⇒ {τΨZU , τΨZV } ,






















































0 ΣV V −ΣV UΣ⊤V U/σ2u
)]
.
Then, ΨZU and ΨzŪ are asymptotically independent. Next, it is easy to show that



















which is also asymptotically independent of ΨZU . Now consider


















































When the instruments are strong, we set ρ(N) = 1/N , while ρ(N) = 1/
√
N if the instru-




















































































and D̄ is the limit of D. The result follows
from G = τΨZU and ΨZU has a normal distribution with zero mean and variance covariance
matrix σ2uΣZZ . Therefore, the proof of the theorem is complete. Q.E.D
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