As an alternative to planning, an approach to high-level agent c o n trol based on concurrent program execution is considered. A formal de nition in the situation calculus of such a programming language is presented and illustrated with some examples. The language includes facilities for prioritizing the execution of concurrent processes, interrupting the execution when certain conditions become true, and dealing with exogenous actions. The language di ers from other procedural formalisms for concurrency in that the initial state can beincompletely speci ed and the primitive actions can be user-de ned by axioms in the situation calculus.
Introduction
When it comes to providing high-level control for robots or other agents in dynamic and incompletely known worlds, approaches based on plan synthesis may end up being too demanding computationally in all but simple settings. An alternative approach that is showing promise is that of high-level program execution 20] . The idea, roughly, is that instead of searching for a sequence of actions that would take the agent from an initial state to some goal state, the task is to nd a sequence of actions that constitutes a legal execution of some high-level non-deterministic program. As in planning, to nd a sequence that constitutes a legal execution of a high-level program, it is necessary to reason about the preconditions and e ects of the actions within the bodyof the program. However, if the program happens to be almost deterministic, very little searching is required as more and more non-determinism is included, the search task begins to resemble traditional planning. Thus, in formulating a high-level program, the user gets to control the search e ort required.
The hope is that in many domains, what an agent needs to do can be conveniently expressed using a suitably rich high-level programming language. Previous work on the Golog language 20] considered how to reason about actions in programs containing conditionals, iteration, recursion, and non-deterministic operators, where the primitive actions and uents where characterized by axioms of the situation calculus. In this paper, we explore how to execute programs incorporating a rich account of concurrency. The execution task remains the same what changes is that the programming language, which we call ConGolog (for Concurrent Golog) 7], becomes considerably more expressive. One of the nice features of this language is that it allows us to conveniently formulate agent controllers that pursue goal-oriented tasks while concurrently monitoring and reacting to conditions in their environment.
Of course ours is not the rst formal model of concurrency. In fact, well developed approaches are available 16, 23, 4, 35] 1 and our work inherits many of the intuitions behind them. However, it is distinguished from these in at least two fundamental ways. First, it allows incomplete information about the environment surrounding the program. In contrast to typical computer programs, the initial state of a ConGolog program need only be partially speci ed by a collection of axioms. Second, it allows the primitive actions (elementary instructions) to a ect the environment in a complex way and such c hanges to the environment can a ect the execution of the remainder of the program. In contrast to typical computer programs whose elementary instructions are simple prede ned statements (e.g. variable assignments), the primitive actions of a ConGolog program are determined by a separate domain-dependent action theory, which speci es the action preconditions and e ects, and deals with the frame problem.
The rest of the paper is organized as follows: in Section 2 we brie y review the situation calculus and how it can beused to formulate the planning task. In Section 3, we review the Golog programming language and in the following section, we present a v ariant of the original speci cation of the high-level execution task. In Section 5, we explain informally the sort of concurrency we are concerned with, as well as related notions of priorities and interrupts. The section concludes with changes to the Golog speci cation required to handle concurrency. In Section 6, we illustrate the use of ConGolog by going over several example programs. Then in Section 7, we extend the speci cation given in Section 5 to handle procedures and recursion. In Section 8, we present a Prolog interpreter for ConGolog and prove its correctness. In Section 9, we conclude by discussing some of the properties of ConGolog, its implementation, and topics for future research. Although this paper is self-contained, a companion paper 6] examines the mathematical foundations of ConGolog in detail.
The Situation Calculus
As mentioned earlier, our high-level programs contain primitive actions and tests that are domain dependent. An interpreter for such programs must reason about the preconditions and e ects of actions in the program to nd legal executions. So we need a language to specify such domain theories. For this, we use the situation calculus 22], a rst-order language (with some second-order features) for representing dynamic domains. In this formalism, all changes to the world are the result of named actions. A possible world history, which is simply a sequence of actions, is represented by a rst-order term called a situation. The constant S 0 is used to denote the initial situation, namely that situation in which no actions have yet occurred. There is a distinguished binary function symbol do and the term do(a s) denotes the situation resulting from action a beingperformed in situation s. Actions may be parameterized. For example, put(x y) might stand for the action of putting object x on object y, in which case do(put(A B) s ) denotes that situation resulting from putting A on B when the world is in situation s. Notice that in the situation calculus, actions are denoted by function symbols,and situations (world histories) are also rst-order terms. For example, do(putDown(A) do(walk(P ) do(pickUp(A) S 0 ))) is a situation denoting the world history consisting of the sequence of actions pickUp(A) w a l k (P ) putDown(A)]: Relations whose truth values vary from situation to situation, called relational uents, are denoted by predicate symbols taking a situation term as their last argument. For example, H o l d i n g (r x s ) might mean that a robot r is holding an object x in situation s. Functions whose denotations vary from situation to situation are called functional uents. They are denoted by function symbols with an additional situation argument, as in position(r s ), i.e., the position of robot r in situation s.
The actions in a domain are speci ed by p r o viding certain types of axioms. First, one must state the conditions under which it is physically possible to perform an action by providing a action precondition axiom. For this, we use the special predicate P o s s (a s) which represents the fact that primitive action a is physically possible (i.e. executable) in situation s. So for example, Poss(pickup(x) s ) 8 x:H o l d i n g (x s)^N e x t T o (x s): Heavy (x) says that the action pickup(x), i.e. the agent picking up an object x, is possible in situation s if and only if the agent i s n o t already holding something in situation s and is positioned next to x in s and x is not heavy.
Secondly, one must specify how the action a ects the state of the world this is done by providing e ect axioms. For example, Poss(drop(x) s )^F ragile(x s) Broken(x do(drop(x s))) says that dropping an object x causes it to become broken provided that x is fragile. E ect axioms provide the \causal laws" for the domain of application.
These types of axioms are usually insu cient if one wants to reason about change. One must add frame axioms that specify when uents remain unchanged by actions. For example, dropping an object does not a ect the color of things:
The frame problem arises because the number of these frame axioms is very large, in general, of the order of 2 A F, where A is the number of actions and F the number of uents. This complicates the task of axiomatizing a domain and can make theorem proving extremely ine cient.
To deal with the frame problem, we use an approach due to Reiter 28] . The basic idea behindthis is to collect all e ect axioms about a given uent and make a completeness assumption, i.e. assume that they specify all of the ways that the value of the uent m a y change. A syntactic transformation can then be applied to obtain a successor state axiom for the uent, for example:
This says that an object x is broken in the situation resulting from action a being performed in s if and only if a is dropping x and x is fragile, or a involves a bomb exploding next to x, o r x was already broken in situation s prior to the action and a is not the action of repairing x. This approach yields a solution to the frame problem { a parsimonious representation for the e ects of actions. Note that it relies on quanti cation over actions. 2 So following this approach, a domain of application will be speci ed by a theory of the following form:
Axioms describing the initial situation, S 0 . . Since the foundational axioms play no special role in this paper, we omit them. For details, and for some of their metamathematical properties, see Lin and Reiter 18] and Reiter 29] .
For any domain theory of the sort just described, we have a very clean speci cation of the planning task, which dates back to the work of Green 13]: Classical Planning: Given a domain theory D as above, and a goal formula (s) with a single free-variable s the planning task is to nd a sequence of actionsã such that:
where do( a 1 : : : a n ] s ) is an abbreviation for do(a n do(a n;1 : : : do(a 1 s ) : : : )) and where Legal( a 1 : : : a n ] s ) stands for Poss(a 1 s )^: : : Poss(a n do( a 1 : : : a n;1 ] s )):
In other words, the task is to nd a sequence of actions that is executable (each action is executed in a context where its precondition is satis ed) and that achieves the goal (the goal formula holds in the nal state that results from performing the actions in sequence). In its most basic form, the high-level program execution task is a special case of the above planning task:
Program Execution: Given a domain theory D as above, and a program , the execution task is to nd a sequence of actionsã such that:
where Do( s s 0 ) means that program when executed starting in situation s has s 0 as a legal terminating situation. 3 Here, a stands for a situation calculus action with all situation arguments in its parameters replaced by the special constant now. Similarly in the line below stands for a situation calculus formula with all situation arguments replaced by now, for example OnT able(block now). a s] ( s]) will denote the action (formula) obtained by substituting the situation variable s for all occurrences of now in functional uents appearing in a (functional and predicate uents appearing in ). Moreover when no confusion can arise, we often leave out the now argument from uents altogether e.g. write OnT able(block) instead of OnTable(block now). In such cases, the situation suppressed version of the action or formula should be understood as an abbreviation for the version with now.
Note that since Golog programs can be nondeterministic, there may b e s e v eral terminating situations for the same program and starting situation.
In Final and Trans will be characterized by a set of equivalence axioms, each depending on the structure of the rst argument. It will be necessary to quantify over programs and so, unlike in 20], we need to encode Golog programs as rst-order terms, including introducing constants denoting variables, and so on. This is laborious but quite straightforward. See the companion paper 6] for details. 6 We omit all such details here and simply use programs within formulas as if they were already rst-order terms.
Trans and Final
Let us formally de ne Trans and Final, w h i c h intuitively specify:
what are the possible transitions between con gurations (Trans). when a con guration can beconsidered nal (Final). 5 Both types of semantics belong to the family of structural operational semantics introduced in 24]. 6 Observe t h a t Final and Trans cannot occur in tests, hence self-reference is disallowed.
It is convenient t o i n troduce a special program nil, called the empty program, to denote the fact that nothing remains to be performed (legal termination). For example, consider a program consisting solely of a primitive action a. If it can be executed (i.e. if the action is possible in the current situation), then after the execution of the action a nothing remains of the program. In this case, we say that the program remaining after the execution of action a is nil. In the following we denote by C be the set of axioms for Trans and Final plus those needed for the encoding of programs as rst-order terms.
Trans and Do
The possible con gurations that can be reached by a program starting in a situation s are those obtained by repeatedly following the transition relation denoted by Trans starting from ( s ), i.e. those in the re exive transitive closure of the transition relation. Such a relation, denoted by Trans , is de ned as the (second-order) situation calculus formula:
Trans The theorem also holds for Golog programs involving procedures when the treatment in Section 7 is used.
Concurrency
We are now ready to de ne ConGolog, an extended version of Golog that incorporates a rich account of concurrency. We say`rich' because it handles: concurrent processes with possibly di erent priorities, high-level interrupts, arbitrary exogenous actions. As is commonly done in other areas of computer science, we model concurrent processes as interleavings of the primitive actions in the component processes. A concurrent execution of two processes is one where the primitive actions in both processes occur, interleaved in some fashion. So in fact, we never have more than one primitive a c t i o n happening at any given time. This assumption might appear problematic when the domain involves actions with extended duration (e.g. lling a bathtub). In section 6.4, we return to this issue and argue that in fact, there is a straightforward way to handle such cases.
An important concept in understanding concurrent execution is that of a process becoming blocked. If a deterministic process is executing, and reaches a point where it is about to do a primitive action a in a situation s but where Poss(a s) is false (or a wait action ?, where s] is false), then the overall execution need not fail as in Golog. In ConGolog, the current interleaving can continue successfully provided that a process other than executes next. The net e ect is that is suspended or blocked, and execution must continue elsewhere. 8 The ConGolog language is exactly like Golog except with the following additional constructs:
if then 1 Finally, < ! > is an interrupt. It has two parts: a trigger condition and a body, . The idea is that the body will execute some numberof times. If never becomes true, will not execute at all. If the interrupt gets control from higher priority processes when is true, then will execute. Once it has completed its execution, the interrupt is ready to be triggered again. This means that a high priority i n terrupt can take complete control of the execution. For example, <True ! ringBell> at the highest priority w ould ring a bell and do nothing else. With interrupts, we can easily write controllers that can stop whatever task they are doing to handle various concerns as they arise. They are, dare we say, more reactive.
We now show how Trans and Final need to beextended to handle these constructs. Observe that the last clause says that it is legal to execute the in In other words, you single step ( 1 k 2 ) b y single stepping either 1 or 2 and leaving the other process unchanged. The ( 1 ii 2 ) construct is identical, except that you are only allowed to single step 2 if there is no legal step for 1 . This ensures that 1 will execute as long as it is possible for it to do so. Finally, y ou single step itself. This allows an unboundednumber of instances of to be running.
Observe that with ( 1 k 2 ), if both 1 and 2 are always able to execute, the amount of interleaving between them is left completely open. It is legal to execute one of them completely before even starting the other, and it also legal to switch back and forth after each primitive or wait action. It is not hard to de ne, however, new concurrency constructs k min and k max that require the amount of interleaving to be minimized or maximized respectively. We omit the details.
Regarding interrupts, it turns out that these can beexplained using other constructs of ConGolog:
To see how this works, rst assume that the special uent Interrupts running is identically True. When an interrupt < ! > gets control, it repeatedly executes until becomes false, at which point it blocks, releasing control to anyone else able to execute. Note that according to the above de nition of Trans, no transition occurs between the test condition in a while-loop or an if-then-else and the body. In e ect, if becomes false, the process blocks right at the beginning of the loop, until some other action makes true and resumes the loop. To actually terminate the loop, we use a special primitive action stop interrupts, whose only e ect is to make Interrupts runningfalse. Thus, we imagine that to execute a program containing interrupts, we w ould actually execute the program fstart interrupts ( ii stop interrupts)g which has the e ect of stopping all blocked interrupt loops in at the lowest priority, i.e. when there are no more actions in that can be executed. Finally, let us consider exogenous actions. These are primitive actions that may occur without being part of a user-speci ed program. We assume that in the background theory, the user declares, using a predicate Exo, w h i c h actions can occur exogenously. We de ne a special program for exogenous events:
Executing this program involves performing zero, one, or more nondeterministically chosen exogenous events. 10 Then we make the user-speci ed program run concurrently with E X O :
In this way w e allow exogenous actions whose preconditions are satis ed to asynchronously occur (outside the control of ) during the execution of . 11 6 Some Examples 6.1 Two Robots Lifting a Table   Our Here, we use procedures simply for convenience and the reader can take them as abbreviations. A formal treatment for procedures will be provided in section 7.
So formally, t h e claim is: 12
Here is an informal sketch of a proof. Do holds if and only if there is a nite sequence of transitions from the initial con guration (ctrl(Rob 1 )kctrl(Rob 2 ) S 0 ) to a con guration that is Final. A program involving two concurrent processes can only get to a Final con guration by reaching a con guration that is Final for both processes. The processes in our program involve while-loops, which only reach a nal con guration when the loop condition becomes is false. So the Poss(a s) temp(e do(a s)) = t (a = changeTemp(e)^F a n O n (e s)^t = temp(e s) ; 1) _ (a = changeTemp(e): F a n O n (e s)^t = temp(e s) + 1 ) _ (t = temp(e s)^a 6 = changeTemp(e))] Poss(a s) F a n O n (e do(a s)) (a = toggleFan(e): FanOn(e s)) _ (a 6 = toggleFan(e)^F a n O n (e s))] Note that many uents are a ected by both exogenous and programmed actions. For instance, the uent ButtonOn is made true by the exogenous action reqElevator (i.e. someone calls for an elevator) and made false by the programmed action buttonReset (i.e. when an elevator serves a oor).
Now w e are ready to consider a basic elevator controller for an elevator e. It might b e de ned by something like: while 9n:ButtonOn(n) do n:fBestButton(n)? serveFloor(e n)g while floor(e) 6 = 1 do goDown(e)
The uent BestButtonwould bede ned to select among all buttons that are currently on, the one that will beserved next. For example, it might choose the button that has been on the longest. For our purposes, we can take i t t o b e a n y ButtonOn. The procedure serveFloor(e n) w ould consist of the actions the elevator would take to serve the request from oor n. For our purposes, we can use: proc serveFloor(e n) while f l o o r (e) < n do goUp(e) while f l o o r (e) > n do goDown(e) buttonReset(n) end
We have not bothered formalizing the opening and closing of doors, or other nasty complications like passengers. As with Golog, w e try to prove an existential and look at the bindings for the s. They will be of the form do(ã S 0 ) whereã are the actions to perform. In particular, using this controller program , we would get execution traces like where u = goUp(e), d = goDown(e), b n = buttonReset(n), r n = reqElevator(n), and D is the basic action theory speci ed above. In the rst run there were no exogenous actions, while in the second, two elevator requests were made.
This controller does have a big drawback, however: if no buttons are on, the rst loop terminates, the elevator returns to the rst oor and stops, even if buttons are pushed on its way down. It would be better to structure it as two interrupts: <9n:ButtonOn(n) ! n:fBestButton(n)? serveFloor(e n)g> < f l o o r (e) 6 = 1 ! goDown(e)> with the second at lower priority. So if no buttons are on, and you're not on the rst oor, go down a oor, and reconsider if at any point buttons are pushed exogenously, pick one and serve that oor, before checking again. Thus, the elevator only quits when it is on the rst oor with no buttons on.
With this scheme, it is easy to handle emergency or high-priority requests. We w ould add <9n:EButtonOn(n) ! n:fEButtonOn(n)? serveEFloor(e n)g> as an interrupt with a higher priority than the other two (assuming suitable additional actions and uents).
To deal with the fan, we can add two new interrupts:
< T o o H o t (e)^:F a n O n (e) ! toggleFan(e)> < T o o C o l d (e)^F a n O n (e) ! toggleFan(e)>
These should bothbeexecuted at the very highest priority. In that case, while serving a oor, whatever that amounts to, if the temperature ever becomes too hot, the fan will be turned on before continuing, and similarly if it ever becomes too cold. Note that if we did not check for the state of the fan, this interrupt would loop repeatedly, never releasing control to lower priority processes. Finally, imagine that we would like to ring a bell if smoke is detected, and disrupt normal service until the smoke alarm is reset exogenously. To do so, we add the interrupt: < S m o k e ! ringAlarm> with a priority that is less than the emergency button, but higher than normal service. Once this interrupt is triggered, the elevator will stop and ring the bell repeatedly. It will handle the fan and serve emergency requests, however.
Putting all this together, we get the following controller:
(<T ooHot(e)^:F a n O n (e) ! toggleFan(e)> k <TooCold(e)^FanOn(e) ! toggleFan(e)>) ii <9n:EButtonOn(n) ! n:fEButtonOn(n)? serveEFloor(e n)g>ii : : : where z = detectSmoke, a = ringAlarm, h = resetAlarm, t = changeTemp, and f = toggleFan. In the rst run, we see that this controller does handle requests that come in while the elevator is on its way to retire on the bottom oor. The second run illustrates how the controller reacts to smoke beingdetected by ringing the alarm. The third run shows how the controller reacts immediately to temperature changes while it is serving oors. Note that this elevator controller uses 5 di erent levels of priority. It could have been programmed in Golog without interrupts, but the code would have been a lot messier. Now let us suppose that we would like to write a controller that handles two independent elevators. In ConGolog, this can bedone very elegantly using ( 1 k 2 ), where 1 is the above program with e replaced by Elevator 1 and 2 is the same program with e replaced by Elevator 2 . This allows the two processes to work completely independently (in terms of priorities). 13 For n elevators, we would use ( 1 k k n ). 13 Of course, when an elevator is requested on some oor, both elevators may decide to serve it. It is easy to program a better strategy that coordinates the elevators: when an elevator decides to serve a oor, it immediately makes a uent true for that oor, and the other elevator will not serve a oor for which that uent is already true.
A Client-Server System
In some applications, it is useful to have an unbounded numberof instances of a process running concurrently. For example in an FTP server, we may want an instance of a manager process for each active FTP session. This can be programmed using the j j concurrent iteration construct.
Let us give a high-level sketch of how this might bedone. Suppose that there is an exogenous action newClient(cid) that occurs when a new client with the ID cid rst requests service. Also assume that a procedure serve(cid) has been de ned, which implements the behavior required for the server for a given client. To set up the system, we run the program:
cid: acquire(cid) serve(cid)] j j :9cid: (ClientW aiting(cid))?
Here, we assume that when the exogenous action newClient(cid) occurs, it makes the uent ClientWaiting(cid) true. Then, the only way the computation can becompleted is by generating an new process that rst acquires the client by doing acquire(cid), and then serves it. We formalize this as follows:
Poss(acquire(cid) s ) ClientWaiting(cid) Poss(a s) ClientWaiting(cid do(a s)) a = newClient(cid) _ ClientWaiting(cid s)^a 6 = acquire(cid)] Then, only a single process can acquire a given client, since acquire is only possible when ClientWaiting(cid) is true and performing it makes this uent false. The whole program can only reach a nal con guration if it forks exactly the right n umber of server processes: at least one for each client because only one server can acquire a client, and no more than one for each client because servers can be activated only if they can acquire a client.
Actions with Extended Duration
One possible criticism of our approach to concurrency is that it does not work when we consider actions that have extended duration. Consider singing while lling the bathtub with water, for example. If one of the actions involved is \ lling the bathtub," and the other actions are \singing do," \singing re," and \singing mi," say, then there are exactly four possible interleavings, filling do re mi] do filling re mi] do re filling mi] do re mi filling] but none of them capture the idea of singing and lling the tub at the same time. Moreover, the prospect of replacing the lling action by a large numberof component actions (that could be interleaved with the singing ones) is even less appealing.
To deal with this type of case, we recommend the following approach (see 30] for a detailed presentation): instead of thinking of lling the bathtub as an action or group of actions, think of it as a state that an agent could be in, extending possibly over many situations. The idea is that the agent can be in many s u c h states simultaneously, including listening to the radio, walking, and chewing gum. For each such state, we need two primitive actions and a uent for the bathtub, they are startFilling, w h i c h p u t s t h e a g e n t into the state, and endFilling, w h i c h terminates it, as well as the uent F i l l i n g T u b , w h i c h holds in those situations where the agent is lling the tub. Formally, we would express this with a successor state axiom as follows: Poss(a s) F i l l i n g T u b (do(a s)) a = startFilling _ F i l l i n g T u b (s)^a 6 = endFilling]:
Since the startFilling and endFilling actions can betaken to beinstantaneous, the interleaving account is once again plausible. which w ould rule out interleavings where the lling stops too soon. The most natural way of modeling the water level is as a continuous function of time: l = L 0 + R t where L 0 is the initial level, R is the rate of lling (taken to be constant), and t is the elapsed time. One simple way to accommodate this idea within the situation calculus is to assume that every action has a duration dur(a) (which w e could also make dependent on the situation the action is performed in). Actions such as startFilling can have duration 0, but there must be some action, if only a timePasses, with a non-0 duration. We then describe the waterLevel functional uent by: Poss(a s) waterLevel(do(a s)) = waterLevel(s) + waterRate(s) dur(a): Poss(a s) waterRate(do(a s)) = if FillingTub(s) then R else 0:
So as long as a situation is in a lling-the-tub state, the water level rises according to the above equation. In terms of concurrency, the result is that the only allowable interleavings would be those where enough actions of su cient duration occur between the startFilling and stopFilling.
Of course, this model of the continuous process of water entering the bathtub does not allow u s to predict the eventual outcome, for example, the water over owing if a tap is not turned o , etc. A more complex program, typically involving interrupts, would be required, so that suitable \trajectory altering" actions are triggered under the appropriate conditions.
Procedures
In this section we introduce procedures. This will require us to adopt a second-order de nition of Trans and Final. Formal details can be found in 6]. 14 Let proc P 1 (ṽ 1 ) 1 end : : : proc P n (ṽ n ) n end be a collection of procedure de nitions.
We call such a collection an environment and denote it by E n v . In a procedure de nition proc P i (ṽ i ) i end, P i is the name of the i-th procedure in E n v ṽ i are its formal parameters and i is the procedure body, which is a ConGolog program possibly including bothprocedure c alls and new procedure de nitions. We use call-by-value as the parameter passing mechanism, and lexical (or static) scope as the scoping rule.
Formally we introduce three program constructs: P(t) where P is a procedure name andt actual parameters associated to the procedure P as usual we replace the situation argument in the terms constitutingt by now. P(t) denotes a procedure call, which invokes procedure P on the actual parameterst evaluated in the current situation.
fEn v g, where E n vis an environment a n d is a program extended with procedures calls. fEn v g binds procedures calls in to the de nitions given in E n v . The usual notion of free and bound apply, so for e.g. in fproc P 1 () a end P 2 () P 1 ()g, P 1 is bound but P 2 is free.
E n v: P(t)], where E n vis an environment, P a procedure name andt actual parameters associated to the procedure P. E n v: P(t)] denotes a procedure call that has already been contextualized: the environment i n w h i c h the de nition of P is to be looked for is E n v . We de ne the semantics of ConGolog programs with procedures by de ning both Trans and Final by a second-order formula (instead of a set of axioms). 15 Trans is de ned as follows:
Trans Note that no assertions for (uncontextualized) procedure calls are present in the de nitions of Trans and Final. Indeed a procedure call which cannot be bound to a procedure de nition neither can do transitions nor can beconsidered successfully completed. Observe also the two uses of substitution to deal with procedure calls. When a program with an associated environment is executed, for all procedure calls bound by E n v , we simultaneously substitute the corresponding procedure calls, contextualized by the environment of the procedure in order to deal with further procedure calls according to the static scope rules. Then when a (contextualized) procedure is actually executed, the actual parameters are rst evaluated in the current situation, and then are substituted for the formal parameters in the procedure bodies 16 , t h us yielding call-by-value parameter passing. See 6] for some examples and additional discussion.
The need for a second-order de nition of Trans( s 0 s 0 ) a n d Final( s ) w h e n procedures are introduced comes from recursive procedures. The second-order de nition allows us to assign a formal semantics to every such procedure, including viciously circular ones. The de nition of Trans disallows the execution of such ill-formed procedures. At the same time the de nition of Final considers them not to have completed (non-nal). For example, the program fproc P() P() end P()g does not have any transitions, but it is not nal for any situation s.
Implementation
Despite the fact that in de ning the semantics of ConGolog we resorted to rst-and second-order logic, it is possible to come up with a simple implementation of the ConGolog language in Prolog.
In this section, we present a ConGolog interpreter in Prolog which is lifted directly from the de nition of Final, Trans, a n d Do introduced above. 17 This interpreter requires that the program's precondition axioms, successor state axioms, and axioms about the initial situation be expressible as Prolog clauses. In particular, the usual closed world assumption (CWA) is made on the initial situation. Note that this is a limitation of this particular implementation, not the theory. 1 ,p 2 ) , prioritized concurrency. iterconc(p), iterated concurrency. pcall(pArgs), procedure call, with pArgs the procedure name and arguments. A condition c in the above is either a Prolog-term representing an atomic formula/ uent with the situation arguments replaced by now or an expression of the form and(c 1 ,c 2 ), or(c 1 ,c 2 ), neg(c), all(v,c), or some(v,c), with the obvious intended meaning. In all(v,c) and some(v,c), v is an Prolog constant, standing for a logical variable, and c a condition using v.
The Prolog predicate trans=4, final=2, trans =4 and do=3 implement respectively the predicate Trans, Final, Trans and Do.
The Prolog predicate holds=2 is used to evaluate conditions in tests, while-loops and if-then-else's in ConGolog programs. As well, the Prolog predicate sub=4 implements the substitution so that sub(x y t t The following is the Prolog code. /***********************************************************************/ /* Trans-based ConGolog Interpreter */ /***********************************************************************/ /* trans(Prog,Sit,Prog_r,Sit_r) */ trans(act(A),S,nil,do(AS,S)) :-sub(now,S,A,AS), poss(AS,S).
trans(test(C),S,nil,S) :-holds(C,S).
trans(seq(P1,P2),S,P2r,Sr) :-final(P1,S),trans(P2,S,P2r,Sr). trans(seq(P1,P2),S,seq(P1r,P2),Sr) :-trans(P1,S,P1r,Sr).
trans(choice(P1,P2),S,Pr,Sr) :-trans(P1,S,Pr,Sr) trans(P2,S,Pr,Sr).
trans(pick(V,P),S,Pr,Sr) :-sub(V,_,P,PP), trans(PP,S,Pr,Sr).
trans(iter(P),S,seq(PP,iter(P)),Sr) :-trans(P,S,PP,Sr).
trans(if(C,P1,P2),S,Pr,Sr) :-holds(C,S),trans(P1,S,Pr,Sr) holds(neg(C),S),trans(P2,S,Pr,Sr).
trans(while(C,P),S,seq(PP,while(C,P)),Sr) :-holds(C,S),trans(P,S,PP,Sr).
trans(conc(P1,P2),S,conc(P1r,P2),Sr) :-trans(P1,S,P1r,Sr). trans(conc(P1,P2),S,conc(P1,P2r),Sr) :-trans(P2,S,P2r,Sr).
trans(prconc(P1,P2),S,prconc(P1r,P2),Sr) :-trans(P1,S,P1r,Sr). trans(prconc(P1,P2),S,prconc(P1,P2r),Sr) :-not trans(P1,S,_,_),trans(P2,S,P2r,Sr).
trans(iterconc(P),S,conc(PP,iterconc(P)),Sr) :-trans(P,S,PP,Sr).
trans(pcall(P_Args),S,Pr,Sr) :-sub(now,S,P_Args,P_ArgsS), proc(P_ArgsS,P), trans(P,S,Pr,Sr).
/* final(Prog,Sit) */ final(nil,S).
final(seq(P1,P2),S) :-final(P1,S),final(P2,S).
final(choice(P1,P2),S) :-final(P1,S) final(P2,S).
final(pick(V,P),S) :-sub(V,_,P,PP), final(PP,S).
final(iter(P),S). final(if(C,P1,P2),S) :-holds(C,S),final(P1,S) holds(neg(C),S),final(P2,S).
final(while(C,P),S) :-holds(neg(C),S) final(P,S).
final(conc(P1,P2),S) :-final(P1,S),final(P2,S).
final(prconc(P1,P2),S) :-final(P1,S),final(P2,S).
final(iterconc(P),S).
final(pcall(P_Args)) :-sub(now,S,P_Args,P_ArgsS), proc(P_ArgsS,P),final(P,S). In this implementation a ConGolog application is expected to have the following parts: 1. A collection of clauses which together de ne which uents are true in the initial situation s0. The clauses need n o t t o b e a t o m i c , a n d can involve arbitrary amount of computation for determining entailments in the initial database. 2. A collection of clauses which together de ne the predicate P o s s (a s) f o r e v ery action a and situation s. Typically, this requires one clause per action, using a variable to range over all situations. 3. A collection of clauses which together de ne the successor state axioms for each uent. Typically, this requires one clause per uent, with variables for actions and situations. 4. A collection of facts de ning ConGolog procedures. In particular for each procedure p occurring in the program we have a fact of the form:
S). holds(neg(neg(F)),S) :-holds(F,S). holds(neg(and(F1,F2)),S) :-holds(or(neg(F1),neg(F2)),S). holds(neg(or(F1,F2)),S) :-holds(and(neg(F1),neg(F2)),S). holds(neg(all(V,F)),S) :-holds(some(V,neg(F)),S). holds(neg(some(V,F)),S) :-not holds(some(V,F),S). /*
proc(p(X 1 : : : X n ) body) In such facts: (i) formal parameters are represented as Prolog variables so as to use Prolog built-in uni cation mechanism instead of a substitution procedure (ii) in the bodybody the only variables that can occur are those representing the formal parameters X 1 : : : X n . For simplicity, w e do not consider nested procedures in the above implementation. Expressing action theories as Prolog clauses places a number of restrictions on the action theories that are representable. These restrictions force the closed world assumption (Prolog CWA) on the initial situation and the unique name assumption (UNA) on bothactions and objects. For an in-depth study on action theories expressible as Prolog clauses, we refer to 31].
Example
Below, we give an implementation in Prolog of the two robots lifting a table scenario discussed in subsection 6.1. The code is written as close to the speci cation as possible. The inability of Prolog to de ne directly the functional uent vpos(e s) is resolved by introducing a predicate val=2 such that val(vpos(e s) v ) stands for vpos(e s) = v. /***********************************************************************/ /* Two Robots Lifting a Table Example */ /***********************************************************************/ /* Precondition axioms */ poss(grab(Rob,E),S) :-not holding(_,E,S), not holding(Rob,_,S). poss(release(Rob,E),S) :-holding(Rob,E,S). proc(ctrl(Rob,Amount,Tol), seq(pick(e,seq(test(tableEnd(e)),act(grab(Rob,e)))), while(neg(tableUp(now)), seq(test(safeToLift(Rob,Amount,Tol,now)), act(vmove(Rob,Amount)))))).
proc(jointLiftTable, conc(pcall(ctrl(rob1,1,2)), pcall(ctrl(rob2,1,2)))).
Below w e s h o w a few nal situations returned by the interpreter for the above example (note that the interpreter does not lter out identical situations).
?-do(pcall(jointLiftTable),s0,S). S = do(vmove(rob2, 1), do(vmove(rob1, 1), do(vmove(rob2, 1), do(vmove(rob1, 1), do(vmove(rob2, 1), do(grab(rob2, end2), do(vmove(rob1, 1), do(vmove(rob1, 1), do(grab(rob1, end1), s0))))))))) , end1), s0) )))))))) S = do(vmove (rob1, 1), do(vmove(rob2, 1), do(vmove(rob2, 1), do(vmove(rob1, 1) , do(vmove(rob2, 1), do(grab(rob2, end2), do(vmove(rob1, 1), do(vmove(rob1, 1), do(grab(rob1, end1), s0))))))))) Yes
Correctness of the Prolog implementation
In this section we prove the correctness of the interpreter presented above u n d e r suitable assumptions. Let C be the set of axioms for Trans, Final, and Do plus those needed for the encoding of programs as rst-order terms, and D the domain theory. To keep notation simple we denote the condition corresponding to a situation calculus formula with the situation argument replaced by now, simply by . Similarly for Prolog terms corresponding to actions and programs.
Our proof of correctness relies on the following assumptions:
The domain theory D enforces the unique name assumption (UNA) on both actions and objects. 18 The predicate sub=4 correctly implements substitution for both programs and formulas. The Prolog interpreter ounders (and hence does not return) on goals of the form not trans( s ) 19 with non-ground and s. 20 Observe that the hypotheses required for sub=4, holds=2 and poss=2 do hold when these predicates are de ned as above and run by an interpreter that ounders on nonground negative goals (see 31]). To make the arguments more apparent we will rst prove the theorem without considering procedures. Then we show how introducing procedures a ects the proof. Then we follow the line of the proof given above. However we need to deal with the additional complication that due to procedure expansions the program now does not get always simpler anymore. To this end, we observe that every terminating SLDNFderivation contains a nite numberof selected literals of the form trans(P (t) s 1 2 s 2 ) (final(P (t) s 1 )). Hence we can prove the lemma using the following three nested inductions:
Without procedures
Induction on the rank of successful SLDNF-derivations/ nitely failed SLDNF-trees (i.e., the depth of nesting of auxiliary nitely failed SLDNF-trees) 21]. Induction on the number of selected literals of the form trans(P (t) s 1 2 s 2 ) (final(P (t) s 1 )) occurring in a successful SLDNF-derivation, for success. Induction on the maximal number of selected literals of the form trans(P (t) s 1 2 s 2 ) (final(P (t) s 1 )) contained in the SLDNF-derivations forming the nitely failed SLDNF-tree, for failure. Induction on the structure of the program. Now we come back to the assumption we made above for Trans and Final. In fact Final, being closed under the constraints on F in its de nition, does actually satisfy the axioms F from Sections 4 and 5 as well as the one above 6]. However, Trans, which is not closed under the constraints for T in its de nition, does not satisfy the assumption in general 6]. However, we get the desired result by noticing that the equivalences assumed Intuitively, Proposition 1 says that when we constrain a relation P by a rst-order statement, then every tuple that is forced to be \in" or \out" of the relation, will also be similarly \in" or \out" 
Discussion
With all of this procedural richness (nondeterminism, concurrency, recursive procedures, priorities, etc.), it is important not to lose sight of the logical framework. ConGolog is indeed a programming language, but one whose execution, like planning, depends on reasoning about actions. Thus, a crucial part of a ConGolog program is the declarative part: the precondition axioms, the successor state axioms, and the axioms characterizing the initial state. This is central to how the language di ers from super cially similar \procedural languages". A ConGolog program together with the de nition of Do and some foundational axioms about the situation calculus is a formal logical theory about the possible behaviors of an agent in a given environment. And this theory must be used explicitly by a ConGolog interpreter.
In contrast, an interpreter for an ordinary procedural language does not use its semantics explicitly. Standard semantic accounts of programming languages also require the initial state to be completely speci ed our account does not an agent may have to act without knowing everything about its environment. Our account accommodates domain-dependent primitive actions and allows the interactions between the agent and its environment to bemodeled { actions may change the environment in a way that a ects what actions can later occur.
As mentioned, an important motivation for the development of ConGolog is the need for tools to implement intelligent agent programs that are \reactive" in the sense that they reconsider their plans in response to signi cant c hanges in their environment. Thus, our work is related to earlier research on resource-bounded deliberative a r c hitectures such as 2] (IRMA) and 27] (PRS), and agent programming languages that are to some extent based on this kind of architectures, such a s A GENT-0 34], AgentSpeak(L) 26], and 3APL 15] . One di erence is that in ConGolog, domain dynamics are speci ed declaratively and the speci cation is used automatically in program execution there is no need to program the updating of a world model when actions are performed. On the other hand, plan selection or generation is not speci ed using rules it must becoded up in the program this produces more complex programs, but there is perhaps less overhead. Finally, agents programmed in ConGolog can be understood as executing programs, albeit in a smart way they have a simple operational semantics architectures like IRMA and PRS, and languages like A GENT-0, AgentSpeak(L), and 3APL have m uch more complex execution models.
There has been much work on agent programming languages recently and several proposed languages share features with ConGolog. Concurrent MetateM 11] supports concurrency and uses a temporal logic to specify the behavior of agents. The rule-based languages AgentSpeak(L) 26] and 3APL 15] as well as van Eijk et al.'s 10] concurrentconstraint-based language all come with formal semantics speci ed using transition systems. There are also similarities with the work of Bonner and Kifer 3], where a logical formalism is proposed for concurrent database transactions. But it is di cult to make detailed comparisons between these languages which draw on di erent formalisms and focus on di erent issues.
The simple Prolog implementation of the ConGolog interpreter described in section 8 is at the core of a toolkit we h a ve d e v eloped for implementing ConGolog applications. The interpreter in the toolkit is very similar to the one described, but uses a m o r e c o n venient syntax, performs some error detection, and has tracing facilities for debugging.
The toolkit also includes a module for progressing the initial state database. To understand the role of this component, rst note that the basic method used by our implementation of action theories for determining whether a condition holds in a given situation (i.e. evaluate holds( do(a 1 : : : do(a n S 0 ) : : : ) is to perform regression on the condition to obtain a new condition that only mentions the initial situation and then query the initial situation database to determine whether the new condition holds. But regressing the condition all the way back to the initial situation can bequite ine cient when the program has been running for a while and many actions have been performed. If the program is willing to commit to a particular sequence of actions, it is possible progress the initial situation theory to a new initial situation theory representing the state of a airs after the sequence of actions 19]. 21 Subsequent queries can then bee ciently evaluated with respect to this new initial situation database. The progression module performs this updating of the initial situation database.
The toolkit also includes a graphical viewer (see gure 1) for debugging ConGolog programs and delivering process modeling applications. The tool, which is implemented in Tcl/Tk, displays the sequence of actions performed by the ConGolog program and the value of the uents in the resulting situation (or any situation along the path). The program can be stepped through and exogenous events can be generated either manually or at random according to a given distribution. The manner in which state information is displayed can bespeci ed easily and customized as required. Finally, a high-level Golog Domain Speci cation language (GDL) similar to Gelfond and Lifschitz's A 12] has also been developed. The toolkit includes a GDL compiler that takes a domain speci cation in GDL, generates successor state axioms for it, and then produces a Prolog implementation of the resulting domain theory. ConGolog has already beenused in various applications. Lesp erance et al. 17] have implemented a \reactive" high-level control module for a mobile robot in ConGolog. The robot performs a mail-delivery task. The ConGolog control program involves a set of prioritized interrupts that react to events such as the robot arriving to a customer's mailbox or failing to get to a mailbox due to obstacles, as well as new shipment orders with varying degrees of urgency beingreceived. The ConGolog controller was interfaced to navigation software and successfully tested on a R WI B12 mobile robot.
Work has also been done on using ConGolog to model multiagent systems 32]. In this case, the domain theory includes uents that model the beliefs and goals of the system's agents (this is done by adapting a possible-world semantics of such mental states to the is always rst-order representable and can be computed e ciently see 19] for details. situation calculus). A ConGolog program is used to specify the complex behavior of the agents in such a system. A simple multiagent meeting scheduling example is speci ed in 32]. ConGolog-based tools for specifying and verifying complex multiagent systems are being investigated.
Finally, in 8], the transition semantics developed in this paper is adapted so that execution can be interleaved with program interpretation in order to accommodate sensing actions, that is, actions whose e ect is not to change the world so much as to provide information to beusedby the agent a t runtime.
In summary, we have shown how, given a basic action theory describing an initial state and the preconditions and e ects of a collection of primitive actions, it is possible to combine these in complex ways appropriate for providing high-level control. The semantics of these complex actions ends up deriving directly from that of the underlying primitive actions. In this sense, we inherit the solution to the frame problem provided by successor state axioms for primitive actions.
There are, however, many areas for future research. Let us mention one: handling non-termination, that is, developing accounts of program correctness (fairness, liveness etc.) appropriate for controllers expected to operate inde nitely as in 9], but without giving up the agent's control over nondeterministic choices that characterizes the Do-based semantics for terminating programs.
