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RESUME 
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LES PROPRIETES NUMERIQUES DE L'ALGORITHME QUOTIENT-DIFFERENCE*) 
1. Introduction 
Jn important domaine d'application de l'algorithme qd est 
constitué par le calcul des valeurs propres de matrices tri-
diagonales. Une telle matrice peut se ramener en général 
moyennant une transformation de similitude triviale à la forme 
ql -ql 
-el q2+e1 -q2 0 
( 1 ) A == 
0 
Les 2n-l paramètres indépendants contenus dans A sont groupés 
dans une ligne appelée qd 
(2) 
Nous désignons par valeurs propres de Z les valeurs propres 
de la matrice correspondante A. 
Nous passons moyennant l'algorithme qd avec la translation 
v de Z à une nouvelle ligne Z' = [ q1, e1,... , q~ J suivant la loi 
q' - (ql-v) + el • e : = 0 . 1 -
' n ' 
for k • = 2 ste:;e 1 until n do • 
(3) begin 
ek-1 • = qk * (ek-1/qk-1) • 
q' . = ( (qk 
-ek-1)-v)+ek k • 
end • 
' 
*) Manuscrit reçu le 14 août 1968. 
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Il est évident que ces opérations ne peuvent &tre effectuées 
qu' à la condition qu'aucun des nombres q1, q2, ... , q~-l ap-
paraissant comme dénominateurs dans (3) ne s'annule. 
Moyennant (3) nous obtenons une nouvelle ligne qd 
Z' = [ qi, ei,••• , q~ J, pour laquelle la matrice correspon-
dante A' s'écrit: 
--
( 4) A'== 
0 
-q t 1 
--
q' 2 
de façon que A'+vI est semblable à 
(5) 'A= 
\ 





















Ainsi le procédé de calcul (3), que nous écrivons formel-
lement 
V (6) z --~); Z' 1 
correspond essentiellement à une transformation de similitude 
de la matrice A, suivie d'une soustraction de vI. C'est pourquoi 
(7) l.' = À. - V 1 
k k (k = 1,2, ••• , n), 
sil, l.' désignent les valeurs propres de A respectivement A'. 
Une autre règle découlant de l'analogie avec les matrices con-
cerne l'annulation du dernier élément~: 
(8) = 0 } À. 
n 
= 0 , 
en d'autres termes O est une valeur propre de la ligne qd 
[ q1 ,e1 ,••• , ~-l'en-l' 0 J. En effet, il vient d'une façon gé-
nérale 
. T T A (1,1, ••• ,1) = (o,o, ••• ,o,~) . 






avec un choix approprié des translations v
0
, v1 , ••• , tel que, pour 
tout j, ~(j) (c'est-à-dire le dernier élément de la ligne qd Zj) 
devient très faible, dans ce cas O est approximativement une valeur 
propre de zj. Il en résulte, eu égard à (7) 
(10) j-1 i 
0 
est une valeur propre approchée de Z. 
0 
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Exemple numérique: Valeurs propres de la ligne qd Z0 = [ 4,3,3, 
2,2,1,1 J , correspondant au polyn8me de LAGUERRE L4(x). (Les 


























Ainsi, nous avons pratiquement trouvé la valeur propre 
(la valeur exacte étant 0,322548) ; les autres valeurs 
peuvent être déduites de la ligne qd tronquée suivante 
v" 
J 
l = 0,32 
4r propres 
z2 = [ 8.023284, 0.561992, 3.966365, 0.453166, 1.698165 J. 
2. Ligne qd positives 
Le procédé de calcul (3) et spécialement sa continuation ité-
rative (9) sont compromis, étant donné qu'un dénominateur peut 
tendre vers O dans l'opération (ek_1/qk_1 ). Il existe cependant 
un cas spécial, pour lequel on peut éviter aisément qu'aucun des 
dénominateurs critiques q1•, ••• ,q' ne s'annule jamais; q' peut n n 





Ce cas est défini comme suit: 
Si tous les éléments d'une ligne qd Z = [q1 ,e1 , ••• ,~J sont po-
sitifs, alors Z est appelée une ligne qd positive, ce qui 
s'écrit Z > o. 
Theorème 1 : 
Les valeurs propres d'une ligne qd positive sont 
réelles, simples et positives. 
En vue de la démonstration remarquons que la matrice A est 
semblab:i.e à 















' ,./a 8· 
'"Il-1 n-1 
' 
La matrice H est réelle, symétrique et irréductible et possède 





Les valeurs propres de H constituent également -celles de la 
matrice H
1 
= R RT déduite de la décomposition précédente 
~+e1 
,Jq28 1 
Remarquons, en outre que les valeurs propres de la ligne qd 
'Z = [ ~' 8 n-1 'qn-1 '• • • ,e1 ,q1 ] 
sont celle.a de la matrice 
~ ~~en-1 
~~en-1 
(14) 'H = 
que l'on obtient en appliquant k H1 une rotation de 180c, 11 s'en 
suit que les valeurs propres de'Z et Z colncident. 
D'autre part, puisqu'une matriee symétrique est susceptible 
d'être rendue positive par addition d'un multiple approprié de 
la matrice unité et qu'une matrice tridiagonale définie positive 
peut 8tre mise sous forme (12), nous pouvons toujours trouver les 
valeurs propres de telles matrices moyennant des lignes qd 
7 
positives. Pour celles-ci 11 vient 
Théorème 2: 
81 la ligne qd Z est positive, les lignes qd engendrées 
0 
par 
.....!.+ 0 0 zo z1 ~ z2 ~ ••• 
c'est-à-dire moyennant l'algorithme qd sans translations 
sont positives et nous obtenons 
( 15) lim z 
j\-+ 00 j = [ À1 , o, À 2 , • • • • , o, Àn J , 
où À 1 , l 2 , •••, ln désignent les valeurs propres par 
ordre décroissant. 
Il découle de ce théorème ~ue, si n~us dis~osons les éléments de 
toutes les lignes q4 Zj a l~j), e~J), q~jJ, ••• , ~j) J en une 
table qd 
( 16) 
q ( 1) 
1 










a) toutes les grandeurs de cette table sont positives, 
b) les colonnes q convergent vers les va~eurs propres de Z0 • 
Démonstration: 
a) Remarquons que, si v = 0 et qk> o, ek> O, quel aue soit k, 
11 vient eu égard à (3) 
q1 = q1 + e1 > 81 
e' = q2 • (e1/q1 ) < q2 1 > 0 




q' = qn - e' 1 > o, puisque e = o. n n- n 
Il vient donc 
J k = 1 , ••• , n-1 , 
q' > 0 • 
n 
Hemarque : si nous remplaçons les inégalités strictes par des 
inégalités au sens large, les éléments qk' k = 1,2, ••• , n-1 
restent positifs ; aucun dénominateur ne s'annule. 
b) Définissons 
, 
11 vient, eu égard à (3), 
~ij+1) = s~j) + eij) • 
Il en résulte que s~j) cro!t de façon monotone pour k < n, 







existent néce&sairement; ces limites ont pour valeurs sk res-
pectivement o~ En outre, puisque 
il faut que lim q(j)existe 
j-+oo k 




e(j+1) qk+1 (j) 
k = (j+1) ek 
qk 
on ne peut avoir l im q ( j + 1 ) < 1 im q ( j ) • j-+co k j-+oo k+1 
Finalement, si j est assez grand, la différence 
0 
où 1 = lim q(j), 
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~ 
















donc aussi de la différence des valeurs propres; mais, eea 
valeurs propres étant fixes, leur différence est nécessairement 
nulle. 
D'après le théorème~ le procédé de calcul ne peut 
faire défaut, si la ligne qd est positive et toutes les transla-
tions sont nulles; ce procédé peut être utilisé pour calculer 
les valeurs propres en vertu de la propriété des limites (15). 
Comme exemple considérons les zéros de L4, ( voir tableau ( 11 ) ) • 
Les qk convergent respectivement vers 
9.395069 1. 745758 0.322549 • 
Ces valeurs propres sont obtenues sans difficulté. 
Or, pour la pratique générale du calcul, ce procédé 
n'est pas assez puissant, puisqu'en vertu de (3) et eu égard à 
la relation 
( 17) 




Ainsi, si \:+1 est voisin de \, la 

















Noue obtenons après un grand nombre 
convergence de e~j) vers 










z19 = [ 102.181, o., 9.098473, 0.007285, 8. 712540 J . 
Initialement la convergence de e~j) semble rapide, mais devient 
lente ensuite; cependant asymptotiquement elle tend de nouveau 
vers o(o.93j). 
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3. Choix des translations 
Il s'en suit que pour la pratique générale du calcul 1' algo-
rithme qd sans translations, c'est-à-dire avec le choix v = O 
dans la formule (3) ,n' eat pas satisfaisant •. Cet algorithme a 
une importance pratique, uniquement si l'on utilise des trans-
lations appropriées; mais même dans ce cas c'est du choix de 
la translation v que dépend la réussite de la méthode. Nous 





où 11 nous faut choisir les Vj•En premier lieu nous devons 
choisir les trans.lations de sorte que les lignes qd z1 , 
z2, ••• , sont également positives, pour ne pas perdre les pro-
"priétés avantageuses des lignes qd post ti ves. Il vient 
Théorème 3: 
Si la ligne qd 
au moyen de Z 
Si V < À. ( À. 
n n 
Démonstration: 
Z est positive, la ligne Z' engendrée 
v ) Z' est positive si et seulement 
: plus petite valeur propre de z). 
a) si v ~À., on trouve, eu égard à (7), que la plus petite 
n 
valeur propre de Z' est X' :a: À. - v ._ 0 ; il s'en suit que 
n n 
Z' ne peut être positif. Ainsi la condition v < À. est né-
n 
cessaire. 
b) Supposons que v est une variable continue croissant à partir 
de O, ( ce qui s'écrit v = O Î ) ; alors les éléments q' et e' 
définies au moyen de (3) sont également des fonctions continues 
de v, c'est-à-dire 
q t --1 (décroît de façon monotone), 
si qi p, 0 ( décroit de façon monotone) 1 
I3 
En résumé, tous les e' augmentent et tous les q' diminuent de 
façon monotone. Puisque pour v = À au moins un q' ou une' 
n 
doit être négatif ou nul, nous cherchons la plus petite valeur 
de v pour laquelle une de ces quantités peut devenir négative 
ou nulleo Or le produit ~ek = qk+lek est constant et positif, 
c'est pourquoi uniquemenb un q' peut s'annuler le premier. 
Supposons que ce soit qk, k < n, dans ce cas, puisque qk -+ 0, 
il vient ek-+ oo, qk+l-+ - 00 , ce qui constitue une contradiction. 
C'est pourquoi~ devient zéro le premier pour v = v
0
, tandis que 
tous les autres éléments qk et ek sont encore positifs. Par con-
séquent v est une valeur propre de Z, et c'est la plus petite, 
0 
puisque pour v < v
0
, Z' est positif, d'où "le= ~ - v > O pour 
tout k. 
De ce raisonnement découle en outre le 
Théorème 4: 
(20) 
Si et seulement si v =À, la nouvelle ligne qd Z' 
n 
obtenue moyennant Z v ) Z' a les propriétés 
k = 1, ••• ,n-1, 
~ = 0. 
Lorsque dans une ligne qd ~ = O, dans la ligne suivante 11 
y a déflation, c'est-à-dire n est diminué d'une unité. 





n = 2 
I4 
Il s'en suit une au'tre propriété importante: 
Théorème 5·: 
81 la ligne Z eat positive et v < À 
n 
respectivement v = À0 , 
les éléments de Z' possèdent les propriétés 
(21) ) k = 1, ••• ,n-1, 
respectivement 
qk > ek 
ek < qk+l 
~ > o, 
~ = o~. 
Il vient ~inalement : 
Théorème 6: 
Chaque élément q d'une ligne qd positive Z constitue 
une borne supériet.ze de la plus petite valeur propre, 
c'est-à-dire 
(22) Àn < qk , (k = 1, ••• ,n) • 
Démonstration: 
Eu égard à la relation (3) noua obtenons pour v = qk 
Supposons que v ~À, noua devrions obtenir, d'après le théorème 5 
n 
k = 1, ••• ,n-1 , 
mais pour n > 1, ces inégalités contredisent (23). 
Ainsi la question du choix des translations vj pour le pro-
cédé de calcul 
I5 
••• 
est au moins résolue théoriquement. 
a) D'après le théorème 3, vj ne doit pas dépasser la plus petite 
~aleur propre À~j) de zj. 
b) D'afrès le théorème 4, vj doit être choisi légèrement inférieur 
à Ànj), parce que dans ce cas seulement ~j)devient très faible. 
c) Si ~j)est faible, 11 existe d'après le théorème 6 des bornes 
rapprochées pour À ; d'après (22) il vient 
n 
. , 
il résulte de cette inégalité ainsi que de (ï) 
(24) j-1 





Or, dans la pratique- du calcul on ne peut évidemment pas déter-
miner les translations suivant les règles a et b. Il faut plutôt 
s'approcher par tâtonnement de la plus petite valeur propre À 
n 
moyennant une sorte de procédé de bisection: On essaie d'effec-
tuer une première itération avec une certaine valeur v
0 
(par 
exemple ~/2). Si le pas réussit (c'est-à-dire la nouvelle ligne 
z1 est positive) on essaie un autre pas z1 
vl 
Tl 
Si cependant le pas Z0 ) z1 échoue, (la ligne z1 n'est pas 
positive), on pose v0 : = v0 /2 et l'on répète l'essai 
)- z1 • De cette façon on obtient finalement une ligne qd 
- [ q( j) 
- l , 
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dans laquelle ei:f, ~j) sont tellement petits(< c), que lea 
valeurs propres de Zj sont modifiées très peu ( < 2 c) , si 1 1 on 
pose ~j): • ei:{ : = o. Dans ce cas O est une valeur propre 
de Zj ; les au tree valeurs propres résultent de la ligne qd 
défléchie 
(25) •z - [ q(j) e(j) q(j) e(j) a~j)J j - 1 ' 1 ' 2 ' 2 , ••• ,"'71_1 • 
Même si nous connaissons la plus petite valeur propre de façon 
précise, ce serait uniquement d'une utilité théorique. 




, nous obtenons ·théoriquement ~l)= o, 
ce .qui peut se présenter aussi en pratique pour des oas anodins, 
par exemple 



















Cependant pour la ligne qd où n = 5, qk = k, ek = 0.01, ciest-à-
dire z
0 
= [1, 0.01, 2, 0.01, 3, 0.01, 4, 0.01, 5 ],des dif:f'icultéa 
se présentent. Dans ce cas il vient À = 0.9900985285 ••• Si 
6 
l'on calcule avec cinq décimales, on peut approximer À.6 au mieux 
17 
par 0.99009 ou 0.99010. Pour v = 0.99010 l'itération fait défaut, 
puisqu'il vient q(~)= - 12.57 ••• , mais pour v = 0.99009, q(~) 
• . 6 
ne devient pas encore petit. Nous avons besoin de quelques pas 
supplémentaires où v = 0 pour rendre q faible. 
6 





1.02443 0.01539 3 
0.01509 1.94932 0.01 
1.94962 0.07059 4 
0.07058 0.56665 0.01 
S" 


















Remarquons que la valeur soulignée est imprécise, +a valeur exacte 
étant 0.00914. 
a) L'arithmétique d'intervalles entraîne des prévisions beaucoup 
trop pessimistes en ce qui concerne la précision. 
b) Les résultats seraient meilleurs, si l'on posait v = 0.990095 
dans une arithmétique à 6 décimales. 
c) Si l'on trouve,dans ~a ligne z2 ,q3 = 0.56665 (calcul en vir-





4. Influence de l'arithm/(tigue 
Nous désignons par arithmétique une représentation, qui fait 
correspondre, à chaque nombre réel x d'un domaine j x j ~ M, de 
I8 
taçon univoque un nombre réel i d'un ensemble Z, ainsi q~e quatre 
opérations +, ~. •, 7 t en tant qu' approximations dea opérations 
exactes + - • / • L'on· écrit 
.., 
X -+ X S Z pour j x 1 .; )( . 
La borne Il définit le domaine d'"overflow" de l'arithmétique, c'est-
à-dire l'ensemble [ x, 1 x 1 ~ K] de toue les nombres x auxquels 
.., 
on ne peut attribuer aucun x. Il existe cependant un ordinateur, où 
1' on fait correspondre également à ces nombres un x, · appelé oo. 
En outre il existe un domaine d' "underflow" \ x 1 -. ~ , c'est-à-
d1re l'ensemble de tous les x avec i = o. On neut admettre sans plus 
µ << 1 << M. 
Une telle arithmétique doit satisfaire à certaines conditions, 
notamment 
X < y 
X = y 
X > y 
(26) X = - y 
(i) V = X 
" 0 = 0 
V 














J (Monotonie de là correspondance) 
,J (Symétrie par rapport à l'origine) y 
]
Existence d'un élément neutre et d'un 
élément unité 
En outre il faut qu'il existe une relation entre chaque opération 
'W V V /V\=+,~, ••/et l'opération exacte 'JI.. : 
(27) 
vwv V ...,v 
a >o( b = (a )0( b) (pour .>«: = +-..f). 
Il peut arriver pourtant que l'on ait I i)Xb 1;, M; alors l'opé-
ration n'est pas exécutable, ce que 1' on désigne par "overflow" en 
virgule flottante. 
I9 
La condition (27) requiert que le résultat d'une opération 
soit correctement arrondi, ce qui n'est pas toujours réalisé de 
façon rigoureuse. Nous donnons un exemple utilisant une arithmé-











Une autre caractéristique de l'arithmétique employée est la 
précision : on requiert l'existence de deux',nombres a et® (O<a<®), 
1 tels que 
(28) [ ~ + b = a 
a + b ~ â 
pourvu que lbl 
pourvu que jb/ 
IEi; a • lal, 
> ® • là'./. 
Il vient nécessairement ® 1 ~ a, mais dans le cas où le rapport ®/ a est 
excessif (p. ex.®/a = 107), il faut considérer l'arithmétique en 
question comme non équilibrée. La limite inférieure qu'on peut 
atteindre pratiquement pour 8/a vaut 2; (Système dual). 
Le nombre® permet d'évaluer l'erreur maximale d'arrondissement de 
l'arithmétique, car de 
V 'V 
a = a + 1e, 
1 
11 découle d'après (27) : 
~ ( -.J v)'V V V V 
a= a+e: =a+e; 
d'après ( 28) ceci /n' est possible que si 
1 € l -- 8 i a I· 
Il en résulte : 
L'erreur relative maximale de l'arithmétique vaut ®o 
20 
V 
Finalement on exige que 8 Î 4 ·• ( e"'r' ~ o. On exprime ainsi la 
propriété significative du p·1 nt de vue pratique, qui consiste 
à dire que le domaine.de l'e~posant de la représentation en vir-
gule flottante doit comporter au moins le quadruple du nombre 
de décimales (Rèale de JIAEbLY). 
Des règles (26) découlent d'autres propriétés de l'arithmé-
tique: 
Théorème 7: 
Si a> 0 et b >~constituent des nombres du domaine 
Z, 11 découle ~e (26) s 
., ., V ... v 
a+ b > a pourvu que b > 0 1 
a~ i " v > 0 pourvu que a > b, 
(29) a • '6 V ... llit a pourvu que 0 llit b ~ 1, 
"' . ., 
.. .. b/• -. 1 pourvu que a > b > o. 
l!!.lh Au cas où une arithmétique ne satisfait pas aux conditions 
(26), mais où (29) est valable, les conclusions du§ 5 
restent cependant partiellement justes. 
Démonstration du t~éorème 7: Il vient d'après (27) a+~= (a+ br> a 
puisg_ue d'après (26) a+ '6 > a. En outre a~ b = (a - bf > o, puisque 
a - b > 0 = o. De la même façon 11 vient a • b = (a • b)" < a, comme 
b < l entratne a • b < a ; et finalement (b/à'.) = (b/a)" < i = 1, 
c.q.f.d. 
algorithme QR pour bandes symétriques 
bisection 
algorithme qd 
~ toutes les valeurs propres, 
~ 15 valeurs propres , 
~ les 15 valeurs propres les 
plus basses. 
Pour ce dernier algorithme, 11 y a convergence moyennant certaines 
translations. 
21 
5. Propriétés persistantes de l'algorithme ad 
En général les propriétés des méthodes numériques sont modiriées 
considérablement par suite des erreurs d'arrondissement. A titre 
d'exem2le, dans une arithmétique satisra1sant aux conditions du§ 2 
CO 
la série inrinie % ak est déjà convergente~ si l'on a quel que 
i soit k, 
(30) 0 < ak < ~ M/2 • 
Par ailleurs nous entendons par propriétés persistantes d'un 
procédé de calcul des propriétéis qui sont èonservées dans le 
calcul numérique, c'est-à-dire m~yennant une arithmétique dérinie 
au§ 4. La divergence d'une série inrinie ne constitue donc pas 
une propriété persistante; par contre, étant donné la condition 
(30), la convergence en tant que telle est persistante, même si 
la somme de la série ne l'est pas. 
Au contraire toute une série de propriétés de l'algorithme qd 




Si la ligne qd Z =[q~, e~,···,~Jest positive, il vient 
pour la ligne Z' calculée numériquement (c'est-à-dire 
moyennant une arithmétique non exacte dans le sens du 
0 
§ 4) selon Z ~ Z' 
ek;;aio, (k=1,2, ••• ,n-1), 
(C'est l,lne condition contre le dépassement de capacité de l'ordi-
nateur). 
En d'autres termes pour des lignes qd positives l'algorithme 
qd sans translation réussit nécessairement toujours dans le calcul 
numérique. Des non-ronctionnements de la méthode dus à des divisions 
22 · 
par zéro aont exelua, pourvu qu'on décoapoae iamédiatement une 
ligne qd contenant dea él,aenta e qui •'annulent. 
B:f'fectivement il peut arr1v~l' dan• le calcul numérique qlld 
la ligne Z0 étant positive, quelque• él6aenta ek de la ligne 
Z 
1 
a.e déduisant de Z0 par la translation O a' annulent. Ceci peut 
avoir pour conséquence q~e dans la ligne Z
8 
même des éléments 
qk, k < n, •'annulent, ce qui en.traine dea divisions par zéro 
de la :forme 
Exemple : n = 5, Z
0 
= [ 10-200 , 10-200 , 2, 1, 1, 10-200 , 10-200 , 1, 1 J 
On utilise.une arithmétique en virgule :flottante avec 9 = 2-36 , 
10 10 




1 0-200 e2 
a.10-200 2 
Cl3 1 1 (32} 
1 2 1 
83 
1 0.5 10-200 
' 
0.5 0.5 
0.5 0 10-200 84 
0.5 1 1 Cl5 
1 1 
0 
Si, afin d'éviter le risque d'une division par zéro dans le calcul 
de e", on sépare la ligne qd Z' en deux lignes 
8 
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et on continue le calcul séparément avec celles-ci, on obtient, 
à de petites erreurs près, les valeurs propres exactes, (dans 
ce cas 
[ 2 + "2., 2 - ./2., 0 J et [ 2 , O J ) , 
Autrement, pour éviter la séparation, il convient de remplacer 
0 par 10-200• 
La possibilité de séparation mentionnée découle de la propo-
sition: 
L'ensemble des n valeurs propres de la ligne qd 
constitue la réunion des ensembles des valeurs propres 
Le fait qu'un élément q quelconque constitue une limite supérieure 
pour la plue petite valeur propre ne doit pas faire défaut pour 
l'arithmétique considérée. Il vient en effet 
Théorème 9 : 
Bxemple : 
Si~ représente une ligne positive qd, et qj désign~ 
un élément q de cet te ligne, un pia.s qd où v = qj échoue 








0 •. 5 
0 
Dans ce cas l'on a 
-8 
V= 0.5; ® ~ 10 ; 
et 11 vient 
\iin = 0.5 - 0 (10-10). 
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Démonstration: 
Moyennant l'hypothèse ej_1 ~ o, il vient, eu égard à (3) et à (26) : 
q; = (qj ~ e;_1 > ~q;> +ej ~ ej 
= qj+1 • (ejlq;> ~ qj+1 
= ({qj+1 ~ ej) ~ qj) + ëj+1 
et ainsi de suite,juaqu'à ce que l'on ait qk ~ o. Au plus tard, il 
vient a' ~ e = o, c.q.f.d. 
-n n 
Dans la suite nous utiliserons une proposition concernant la 
plus petite valeur propre: 
Si dans une ligne qd positive Z au moins un qk (k=1, ••• ,n) augmente, 
ou au moins un ek(k=1, ••• ,n-1) diminue, la plus petite valeur propre 
À de la ligne qd Z augmente également. 
n 
On peut écrire cette proposition sous forme condensée : 
H) ou un e! • ,z > o, 
C) Àn i • 
La démonstration repose sur le fait que À est la plus grande trans-
n 
lation, qui ne rend aucun q négatif, si ]e pas qd est effectué de 
façon exacte. 
Enfin nous trouvons que la propriété de monotonie des éléments 
gk, ek en rapport avec des variations de v est persistante. 
TbéArème 10 : 
Soit Z une ligne positive qd, à partir de laquelle 
on calcule une autre ligne positivez• suivant la 
loi Z v•~ z•. 81 l'on déduit en outre de z une 
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v•• lignez•• selon Z , z••, où v•• < v*, cette 
ligne vérifie les relations 
k = 1,2, ••• ,n , 
(33) 
0 E. e•• E; e• k k J k = 1 , 2, ••• ,n-1 , 
ce qui vaut également pour le calcul numérique. 
Démonstration: 
Il vient, d'après l'hypothèse z• > O, 
q* k ( "' * ) ~ v* "'+ e = qk - ek-1 k , 
e•• ) :: v:** + ek k-1 
Moyennant l'hypothèse d 1 induction0 ~e;,!1 ~e;_1, il vient d'.après (29) 
et de même 
• qk ~ q;•, dont il résulte d'après (3) 
cependant 11 vient dans chaque case;•~ o. 
Pour k = 1 on peut poser e;_1 = e;,!1 = o, ce qui établit l'induction 
complète, c.q.:f.d. 
Remarque: 
De petites variations de v peuvent n'avoir aucune influence sur 
la ligne qd entjè~e. Les valeurs propres ne sont pas persistantes. 
En effet l'action de converger persiste, mais non pas les valeurs 
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obtenuea. Exemple: {1, 10-5°, 1, 10-5°, 1). 
Il existe donc une propriété de l'algorithme qd, qui eat influencée 
de façon inopportune ~ar lea erreur• d1 arrondisaement; il s'agit de 
la propriété (7). 
En effet, ai une itération qd Z v ) Z' doit diminuer en prin-
cipe toutes les valeurs propres de v, noua ne pouvons guère es-
compter que ce soit le c•• dans le calcul numérique. Il peut même 
arriver que pour Z v ) Z' , où v > 0, la plus petite valeur propre 
À. soit augmentée, lorsqu'on effectue les opérations numériques. 
n 










Pour passer de la. ligne Z à la ligne Z', on effectue un pas qd avec 
la translation v = 0,01 au moyen de l'emploi d'une arithmétique en 
virgule flottante à cinq décimales. 
La plus petite valeur propre de Z vaut À. • o, 884, tandis que pour 
.. 
la plus petite valeur propre de Z' 11 vient À.1 = 0,971. La plus pe-
.. 
tite valeur propre a donc été augmentée de neuf fois v. 
Cette propriété est très ennuyeuse pour la pratique du calcul; 
elle peut avoir pour conséquence que la plus petite valeur propre 
s'écarte toujours de l'origine, et ceci aalgré des translations po-
sitives, ayant toutes pour but de produire une ligne qd semi-positive. 
Cette remarque nous amène à introduire une variante stationnaire de 
l'algorithme qd, à propos de laquelle la plus petite valeur propre 
ne peut augmenter, tant que l'on a v > o. 
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6. Influence des erreurs d'arrondissement 
Nous avons déjà exposé que l'algorithme qd était un procédé de 
borme qualité; l'inrluence des erreurs d'arrondissement sur les 
valeurs propres calculées se maintient dans des limites convenables. 
Remarquons cependant que ce raisormement est valable, b ien que les 
valeurs des éléments q et e sont fortement altérées le cas échéant. 
Exemple: 
Z = [ 141 59, 26535, ••• 
, 78027 J n = 200 
(nombres entiers de cinq chiffres tirés des 995 premières 
.décimales de Il). 
Nous obtenons pour v = O exactement 
Z1 = [ 40694, 58550,57863,,,,, 78023,38287, 3,61713 J , 
tandis que le calcul numérique avec 8 = 2-36 = 1,5.10-11 et & = 2-37 
nous donne : 
z1 = [ 40694, ••• , 78021.11277, 5.88723 J. 
Quoique la première ligne qd soit tellement incorrecte, nous obtenons 
en poursuivant le calcul : 
À. = 5134207.10-7 au lieu de la valeur exacte 1,91199.10-7, aoo 
\ 99 = 0129402528 au lieu de la valeur exacte 0,29402496 . 
Les deux valeurs propres comportent une erreur de 3.10-7, ce qui est 
moindre que la moitié de la valeur qu'on pouvait escompter dans le 
cas le plu~ favorable, c'est-à-dire 
-11 -6 8 • q = 1,5.10 • 78027 < 1,5 10 • 
1200 
Remarquons eL outre que, si ce problème était traité moyennant 
une arithmétique d'intervalles, 11 faudrait représenter la 
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quantité q1~6 par un intervalle comprenant les deux valeurs 
mentionnées ci-dessus. Comme les autres pas qd calculent q15b 
' · d ( 1 ) 1 1 • t 11 uniquement par soustraction a partir e q200 , in erva e ne 
peut plus être réduit, et la valeur limite i serait rem-
200 
placée par un intervalle de longueur> 2. L'arithmétique d'in-
tervalles n'est donc pas applicable dans ce cas. 
Les exemples précédents ont été calculés avec une arithmé-
tique en virgùle fixe. Cette arithmétique n'est pas adéquate en 
général, sauf dans des cas simples. Nous allons le montrer en 
prenant comme exemple la ligne qd 
Z = [ 1, 0.0002, 1 J (n = 2). 
Moyennant une arithmétique en virgule fixe à quatre décimales nous 




























L'arithmétique en virgule flottante donne des résultats beaucoup 
plus précis; mais également dans ce cas les nombreuses itérations 
ont une influence défavorable sur les résultats. C'est pourquoi 11 
faut éviter d'effectuer de nombreuses itérations pour la détermi-
nation d'une valeur propre. 
Voici deux remarques à propos des valeurs propres de deux 
lignes qd consécutives: 
Première remarque: Si l'on a 
(34) 
les valeurs propres de la ligne qd Z' sont celles de la matrice 
q1 ,./q'e' 1 1 
H' = ~q~ e~ q'+e' 2 1 iJq~e~ 
,./q'e' ~ q'+e' 2 2 3 2 













" = H - "-... 1 "-._ 
"'-
""--0 vn 
et il vient 1 "k - "':k. 1 < Max 1 vk I· k 
Ainsi s'explique ou se justif'ie le procédé de "tricherie" 
suivant : soit Z O ) Z', nous posons uniquement pour une valeur 
de k 
q ' • - q - e' - "' + e k. - k k-1 ~ k 
de f'açon à rendre cette quantité égale à ek. Dans ce cas nous 
trouvons vk = e, tous les autres v étant nuls; il s'en suit 
qu'aucune valeur propre n'est changée de plus de e • 
Deuxième remarque : Erreurs d' a.rrondissement. 
Dans le calcul numérique nous trouvons 
.., 
1 ) ek • qk = qk+1 ~ (ei/qic) • qk 
( 1 :t®) 




Comme conséquence nous obtenons, si 
Max (q, e, q', e' ,) = m, 
l H' - (H1 - vI) f = 
qi ,Jq~e~ ql+el-v ,J,q2e1 
(35) 
.Jq_je' q' +e~ ~~~ - "'~ ,Jq2.1e1 q2+e2-v ~ ~. " " ,, '" " 
0 
3 m m 
m 3 m m 
< e 
m 3 m m 
m 
" Or, les valeurs propres de cette dernière matrice sont comprises 
entremet 5m. Il s'en suit 
j ~ - (\: - v) j < 5 m ® , 
Donc aucune valeur propre n'est changée de plus de 5m®, et ceci, 
quels que soient les écarts entre les valeurs calculées des q' et e' 
et les valeurs exactes de ces éléments. 
7. Forme stationnaire de l'algorithme qd 
Soit une ligne qd positive [ Z = q1 , ê1 , ••• , qn Jet calculons 
A • 
à partir de Z deux nouvelles lignes Z et Z, telles que 
A 







' ' i 
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• dans ce cas 11 existe un rapport direct entre z et z • • 
,. ,. 
q: qk + 
,. 
• qk = qk + e - ek-1 = e - ek-1 - V k k 
,. 
• ê~qk e• 
,., 
• ê~q; e - qk+l 
' 
= qk+l . k - k 
.2E;.I' élimination de 
,., ,. il vient qk, ek, 
• = q - - 6 k-l) - V (ek-1 qk k 
(37) (où e 0 = e• = o) . 0 
e• = ek • (qi/qk) ' k 
Nous écrivons le schéma qd comme suit : 
ql-e 
1 





au lieu de 
ql ---- e• 1--q• • 2-e 2 
forme progressive. 
ce problème intervient à propos des fractions continues. Soit la 
fonction génératrice d'une ligne qd 
f(z) q1I e11 q21 -1- -1.:.ll - .::m -1 z 11 • • • 
La fraction continue 
- ... 
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intervient dans la forme progressive de l'algorithme qd (multipli-
cation et ch~gement d'origine). 
Au contraire, la fraction continue 
• • • 













Dans ce cas-ci également la nouvelle ligne est positive, si et seu-
lement si v < À ; mais si v >À, il vient par exemple avec v = 4, 
n n 




12.10100 100 2 
-12.10 -100 2 
-0,5.10 -100 
10 1 V 
2.10100 1 
-2.10100 
Cela veut dire que si l'on fait un essai avec une valeur quel-
conque de v, le nombre d'éléments q* négatifs, indiçue le nombre 
de valeurs propres inférieurs à v. En effet le procédé de calcul 
34 
décrit par (37) est exactement le même que la construction de 
la suite de STURM dans la méthode de bisection, avec la diffé-
rence qu'au lieu de calculer les déterminants 
1 
-1 etc •••• , q - V 
' 
q -v iJqlel 
' 1 1 
iJqlel q -v 2 l j 
nous calculons les quotients de déterminants consécutifs et ceux-
ci constituent les q;. 
Après ces remarques sur la méthode de bisection, nous revenons 
à la variante stationnaire de l'algorithme qd, que nous écrivons 
symboliquement Z v z•. Quelques propriétés de cette variante 
sont les mêmes que pour la forme normale de l'algorithme qd. Ainsi, 
par exemple, 
a) pour Z ..:t__ z•, il vient ~ = "k - v, 
b) z• > o, si et seulement si v < \i• 
Par contre d'autres propriétés sont différentes, par exemple 
c) Z -=0 - z• n'a aucun effet, 
d) Z _v ___ z• z• v• z•• 
e) du point de vue théorique . . 
z ~ z•----> si z• > o, 
q; < qk 
pour tout k . , 
e; > ek 
z• = z, 
Z v+v• •• z , 
35 · 
du point de vue numérique . . 
z~ z• > tant que z• ~ o, 
qk ~ qk 
f (38) pour tout k, 
ek ;;i: ek 
et, en vertu d'un théorème antérieur, 
(39) À.*~ À. 
n n ' 
où À.* < À. , si Z * /: z. 
n n 
Nous pouvons employer le procédé de bisection, si nous n'obtenons 
pas de valeur propre moyennant la forme progressive de l'algorithme 
qd dans un temps convenable; nous arrivons finalement à une ligne 
qd, pour laquelle le pas Z J_ z• échoue. 
I) Effectuons sur une ligne Z un pas normal qd Z ---2.+ Z'. 
Si nous trouvons j qk - ek .1 < e, nous pouvons utiliser le procédé 
de tricherie. Or, il vient 
q , - e k k 
qk 
= -----:-~-----:e;;---
ek-1( ek-2( ( 1) )) ) (1+----- l+----- l+... l+-= 
qk-1 qk-2 ql 
En effet, il découle de (3) pour v = 0 
ou bien 
1 
q •-e k k 
ek-1 ) 
= 1--(1 + ---,~=-=--q -e qk k-1 k-1 
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II) Supposons maintenant que Z est la ligne qd, pour laquelle le 
pas (stationnaire) Z __:J.... Z* échoue. Dans ce cas il existe un k, 
pour lequel q; .; 0 J 11 en résulte, eu égard aux relations 
(40) 
q; == qk + (ek-1 - 8 k-l) - v; 
ek-1 8 k-2 el 
qk < qk - qk = V (1+ * (1+-;-(1+ ... (1+-;) • • •))) • 
qk-1 qk-2 ql 
C'est pourquoi 11 vient en fin de compte 
1 
6 k-l ( 1 ek-2 ( + -::.-- +~ • • • 
q' - e < V 
qk-1 qk-2 




Il existe également des formules analogues donnant pour la plus 






















1.00496 1.99932 0.02038 












Or, nous obtenons 
l + 1.~281 ( l + ~ - e4 -6 0.0120b • • • < 1,25.10 • 
1 + l-2!:i:281 0.02059 ( l + ••• 
d'où -6 e = 2,5.10 • 
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