ABSTRACT It is known that a typical hyper-spectral image consists of a sequence of wavelength bands and each wavelength band illustrates a two-dimensional image. This paper presents a HSI classification method including two approaches. The first approach is a probabilistic algorithm for object classification based on the image illustrated by single hyper-spectral wavelength bands, respectively, which generate a sequence of registered object images. Since hyper-spectral images (HSIs) obtained by air-borne or satelliteborne remote sensors has limited size, which may affect the classification accuracy, especially for small objects due to lack of pixels. The second approach investigates the hyper-spectral characteristics for a specific object in terms of uniformed hyper-spectrum energy function in wavelength domain. The hyper-spectral characteristics are applied to object verification, especially for objects which are difficult to distinguish from each other using classic classification methods, so that the accuracy is improved. The classification accuracy for the proposed object-oriented characterization method is evaluated in terms of producer accuracy (PA) and Kappa coefficient based on hyper-spectral images obtained from air-borne or satellite-borne remote sensors, respectively. The numerical results demonstrate that the proposed method can effectively identify and verify objects in hyper-spectral image, especially for those objects that are difficult to be distinguished from each other by classic methods. Furthermore, the proposed object classification method based on hyper-spectral characteristics is compared to conventional methods, including spectral information divergence (SID) method and multiple spectral angle mapper-Markov random fields (MSAM-MRF) method. It can be seen that the accuracy of object classification achieved by the proposed method can be up to 20% higher than that of classic methods.
I. INTRODUCTION
Hyper-spectral image (HSI) has been widely applied to remote sensing applications, such as target detection, land cover classification and anomaly detection [1] , [2] . It is known that a typical HSI is ranging from 400 nm to 1040 nm in wavelength spectra domain which is usually divided into 256 bands of 2.5 nm per band. On the other hand, each band can illustrate a two-dimensional visual image, so that a HSI is accumulated by a sequence of images, which are correspondingly relevant to individual wavelength bands, respectively [3] . However, effectively utilizing the characteristics The associate editor coordinating the review of this article and approving it for publication was Gustavo Callico.
of hyper-spectrum for object-oriented HSI classification is still an opening research topic in support of remote sensing applications [4] .
The early research works focused on the semi-supervised HSI classification method, typically including machine learning based transductive support vector mechanism (TSVM) [5] and embedding regularization based on training neural networks [6] - [9] . In [7] , the proposed TSVM alleviates the Hughes phenomenon in non-parametric and kernelbased classification to multiple-class cases. In contrast, [9] presented a flexible embedding regularization for training neural networks using stochastic gradient descent with additional balancing constraints. However, the works presented in [5] - [9] are based on classic image processing mechanism, which requires a large quantity of training samples and did not take into account of spatial feature and spectral feature related to objects in HSI.
Many spectral-spatial classification methods of HSI have been studied over last 10 years [10] , [14] focusing on the analysis of spectral-spatial characteristics for HSI classification. A spectral-spatial classification method proposed by Zhong et al. [10] includes three steps. First, an algebraic multiple grid (AMG) method is applied to a partial differential equation (PDE), so that a multiple grid structure can be generated. Second, a maximum vote decision rule is employed to produce a pixel-wise classification map and a segmentation maps, Finally, a classification map is produced by choosing the optimal grid level to extract representative spectra. However, the weakness is the computing complexity. In [11] , a spectral-spatial method focuses on land-cover classification of HSI. Independent component analysis (ICA) is the main core of spectral analysis to explore the prior probability of class-components, while reduced attribute profiles (APs) are employed in the fusion of the contextual information. Further investigation on spectral and spatial classification focusing on pixel spectral and spatial constraints as well as their relationship are studied in [12] , [13] . Fang, et al. [14] presented a novel framework to effectively utilize the spectral-spatial information of super-pixels via multiple kernels (SC-MK). Each super-pixel is considered as a shape-adaptive region, which consists of a number of spatial neighboring pixels. First, the proposed SC-MK method adopts an over segmentation algorithm to cluster the HSI into many super-pixels. Then, three kernels are separately employed for the utilization of the spectral-spatial information related to super-pixels. Finally, three kernels are combined together and incorporated into a support vector machine classifier. In summary, the spectral-spatial based classification methods presented in [10] - [14] do not consider the spectrum characteristics related to objects in HSI, so that the classification is not efficient. The other weakness is the complicated classification procedure involving large computing time. Therefore, they are not suitable for practical applications [15] .
In order to improve HSI classification accuracy, Ghamisi, et al. investigated the hidden Markov random field combined with support vector machine (SVM). Its advantage is the focus on object spatial dependence, especially to preserve object edge in the classification map. In contrast, the conventional methods usually treat HSI as a sequence of spectral measurements, which lead to dramatic decrease in classification accuracy [16] .
On the other hand, conditional random field (CRF) model is applied to HSI classification with the focus on improving of accuracy [10] , [17] . A typical method is the support vector conditional random fields classifier with a Mahalanobis distance boundary constraint, denoted as SVRFMC method. In SVRFMC, CRF model incorporates the contextual information in both of observing and labeling fields. Support vector machine (SVM) estimates the probability of pixel belonging to each possible class. To preserve the spatial details in the classification result, a Mahalanobis distance boundary constraint is considered as the spatial term to undertake appropriate spatial smoothing. Furthermore, the integration of SVM and Mahalanobis distance boundary constraint makes SVRFMC not only to avoid the explicit of observed data, but can also to undertake appropriate smoothing the contextual information. Therefore, SVRFMC exhibits universality and validity, especially when HSI has complex land-cover class distribution and limited training samples. Since SVRFMC is designed for classification of high spatial resolution (HSR) remote sensing imagery, which requires HSI having strong sparse feature, otherwise CRF may cause over-smooth [17] .
In recent years, probabilistic HSI classification based on sparse Bayesian theorem becomes to an active research topic [18] - [22] . In [18] , the research focuses on technique able to exploit the rich spatial and spectral information present in HSI while, at the same time, dealing with mixed pixels and limited training samples using sparse Bayesian model associated with MRF model, so that the spectral information is characterized both locally and globally for probabilistic classification of hyper-spectral data. Likewise, in [19] , a Bayesian based classification method defines a Multi-Level Markov-Gibbs prior model in terms of class densities, since the density favors neighbouring pixels of the same class. The method is evaluated by real AVIRIS images in two directions: 1) to improve the classification performance and 2) to decrease the size of the training sets. In addition, [20] , [21] investigated the optimization of MRF model utilizing spatialspectral information in HSI In contrast, Xu and Li [22] presented a Bayesian method for HSI classification based on the sparse representation (SR) of spectral information and the Markov random field modeling of spatial information. A probabilistic SR approach to estimate the class conditional distribution, which proved to be a powerful feature extraction technique to be combined with the label prior distribution in a Bayesian framework. The resulting maximum a priori problem is estimated by a graph-cut-based α-expansion technique. The capabilities of the proposed method are proven in several benchmark HSIs of both agricultural and urban areas. Furthermore, Ghanbari et al. [23] investigated the details for applying the Gaussian mixture model (GMM) with spatial-contextual information extracted by MRF model in the spatial-spectral classification of hyper-spectral data. Their method utilized a new fuzzy segmentation-based function incorporated into the spatial energy for improving the performance of MRF. To evaluate the proposed algorithm in real analysis scenarios, including Indian Pines [24] , Salinas [25] and Pavia University [26] . Note that the MRF model based methods presented in [18] - [22] have not been widely employed in practical applications due to complicated processing procedure because of the MRF model includes the spatial information in image pixel domain and spectral information in wavelength domain.
On the other hand, convolution neural network (CNN) as a machine learning tool has been applied to HSI VOLUME 7, 2019 classification [27] , [28] . In [27] , a classification framework based on diverse region-based CNN is used for HSI classification, where the spectral and spatial information of HSI pixels represented as victor are fed to a fully connected CNN. Furthermore, a deeper and wider than existing CNN, named as deep convolution neural network (DCNN) method is used for HSI classification [28] . The DCNN focuses on the spatialspectral relationships of neighboring individual pixel vectors, which are processed by a multi-scale convolution filter bank. Both of CNN based methods are tested on the benchmark dataset of the ''Indian Pine'' [24] . However, the lack of training samples in terms of HSI pixels limits the capacity of CNN. This is because of the HSIs obtained by satellite or airborne remote sensor are in small size, in which the number of pixels allocated to object are not enough for training in deep learning process.
From the practical application point of view, current methods being used in HSI classification include spectral information divergence (SID) method [29] and multiple spectral angle mapper-Markov random fields (MSAM-MRF) method [30] . SID method focuses on object spectral similarity, which is calculated by Markov random field (MRF) model, and the effectiveness of classification is evaluated by probability of spectral discrimination (PSD) [29] . In contrast, MSAM-MRF method is based on probabilistic decision mechanism [30] consisting of three steps. First, it measures the degree of class center fitting to the entire training set. If the class center cannot fit well, a binary splitting process based on the K-means cluster is processed. Second, a preliminary classification is made using the SAM algorithm. Third, the conditional probabilities of each pixel belonging to a specific class and its neighbors are calculated using MRF with Gaussian distribution. It is well-known the accuracy of classification is measured by technical term of producer accuracy (PA) and Kappa coefficient [31] , respectively.
It is known that a typical HSI occupies a range of spectral wavelength domain that is divided into a sequence of wavelength bands. Furthermore, each wavelength band can illustrate a two-dimensional image [3] . This paper presents a novel object classification method in HSI, including two approaches. The first approach is a probabilistic algorithm focusing on the object classification based on the image of single wavelength band, so that it is able to generate a sequence of registered object classification images. However, the probabilistic algorithm requires that all the marginal distributions of image pixels are Markovian [21] , [22] . Roth and Black [32] presented a framework for expressive image priors that extends traditional MRF model over pixel neighborhoods. This idea is introduced into the probabilistic algorithm to define a correlated clustering structure using MRF model over pixel neighborhoods in the single wavelength band based image, so that both of conditional probability and prior probability can be estimated, respectively [32] Note that the MRF model used in this proposed approach only focuses on the spatial information in pixel domain. In contrast, the MRF model presented in [22] focuses on the sparse representation (SR) of spectral information in hyperspectral wavelength domain and spatial information in image pixel domain, which is more complicated than that in this paper.
It is noticed that HSIs obtained by air-borne or satelliteborne remote sensors has limited size and this may affect the classification accuracy, especially for small objects due to lack of pixels [24] - [26] . The second approach investigates the hyper-spectral characteristics in terms of uniformed spectral energy function for specific object in wavelength domain. The object-oriented hyper-spectral characteristics are applied to verify the specific objects, which are difficult to be distinguished from each other. A final object classification image is generated.
The object classification accuracy for the proposed method is evaluated in terms of producer accuracy (PA) and Kappa coefficient [26] , respectively. The numerical results show that the classification accuracy achieved by the proposed method is up to 20% higher than that of using conventional methods, including spectral information divergence (SID) method [24] and multiple spectral angle mapper Markov random fields (MSAM-MRF) method [25] .
The rest of this paper is organized as follows. Section II presents a probabilistic algorithm for object classification in HSI based on each single-wavelength band across wavelength domain to generate a sequence of registered object images. Section III analyzes the hyper-spectral characteristics in term of uniformed hyper-spectral energy function and Section IV applies the hyper-spectral characteristics to object verification for improving the accuracy. Furthermore, the numerical results obtained from the experimental tests are also discussed in Section IV. The conclusion is presented in Section V
II. PROBABILISTIC METHOD FOR OBJECT CLASSIFICATION
Considering a typical HSI ranging from 400 nm to 1040 nm in spectral wavelength domain, which is equally divided into N wavelength bands of 2.5 nm per band, denoted as ω n , (n ∈ {1, ..., N }), N = 256. This typical HSI consists of Q types of independent objects to be classified and q is the subset of pixels belonging to object q, (q ∈ {1, ..., Q}) in HSI, which can be presented in a matrix format as
where S q ,ω n is the image for object q , which is illustrated by wavelength band
.., d q ,ω n (I ) and u q ,ω n = u q ,ω n (1) , ..., u q ,ω n (i) , ..., u q ,ω n (I ) represent the measured intensity value and the true value of pixels in S q ,ω n , respectively, where i ∈ {1, ..., I } is the pixel index. In this case, if the i-th pixel in S q ,ω n belongs to object q , e.g. d q ,ω n (i) ∈ q , then term d q ,ω n (i) can be presented as where m q ,ω n (i) is a membership function given by,
Hence, for a given object q , S q ,ω n can be estimated by
which consists of two probabilistic components, including prior probability p u q ,ω n corresponding to object q and conditional probability p d q ,ω u q ,ω due to noise and interference relevant to classification output u q ,ω n . However, the estimation of posterior probability is a difficult problem since the process requires that all the marginal distributions in the field are Markovian [21] , [22] . As shown in Figure 1 , a cluster structure with the pixel d q ,ω n (i) in the center, denoted as η d q,ωn (i) , is defined as (i) . Therefore, a Markov random field is defined for d q ,ω n (i) ∈ q in η d q,ωn (i) as a random field with the probability distribution of intensity value u q ,ω n (j) (i = j) over the micro-patch η d q,ωn (i) [32] , that is
Assume that the term
is Gaussian distribution in the defined micro-patch η d q,ωn (i) [23] . Then equation (5) can be presented as
where µ η d q,ωn (i) is the mean value of pixels belonging to q in η d q,ωn (i) .
Likewise, a Gibbs random field (GRF) is defined for u q ,ω n (j) ∈ q in η d q,ωn (i) as a random field with the probability distribution of intensity value u q ,ω n (j) (i = j) with the Gibbs distribution [23] . Therefore, the probability p u q ,ω n (j) can be expressed as
where V η d q,ωn (i) u q ,ω n (j) is the micro-patch potential associated with η d q,ωn (i) . Substituting (6) and (7) into (4), the posterior probability arg max 
Note that ψ results in stronger spatial constraint, i.e. neighborhoods are belonging to the same objective q .
III. OBJECT-ORIENTED HYPER-SPECTRAL CHARACTERISTICS
The investigation of hyper-spectral characteristics for a specific object in HSI is to fuse the 256 object classification images generated by the approach presented in Section II. The modeling and analysis of object-oriented hyper-spectral characteristics is presented in terms of uniformed energy spectrum VOLUME 7, 2019 (6) 9: Update p u q ,ω n (j) by (7) 10: end for 11: for i = 1 : I ; j = 1 : 8 do 12: Update arg max (8) 13: Estimate u q ,ω n (i) by arg max
14: end for 15: end while 16: Output: u q ,ω n (i), i = 1, ..., I , using a HSI ''Forest'' obtained by UAV-borne hyper-spectral sensor in Shijiazhuang, China as shown in Figure 2 [33] . The HSI was calibrated with a radiometric correction in order to provide spectra high quality reflectance mosaics [34] . The radiometric algorithm includes atmospheric correction and correction for illumination changes [35] . Let f q (ω n ) represent the hyper-spectral function for a given object q .The spectrum energy for hyper-spectral band ω n is given by
The total spectrum energy for object q is given by
Obviously, the uniformed spectrum energy for a given object q with hyper-spectral band ω n is defined as
Arranging the obtained uniform spectrum energyĒ q ω n in a top-down order as Therefore, for a given threshold 0 ≤ A ≤ 1, it can be identified an term E q ω n (M A ) in equation (16), so that
where the collection of 1 ≤ m ≤ M A in equation (15) is a group of hyper-spectral bands for object q with a given threshold A. The ranges of spectrum and wavelength bands with different threshold A for HSI ''Forest'' are illustrated in Table 1 . Correspondingly, the HSIs reconstructed using the spectrum bands related to threshold A are presented in Figure 3 . Note that the reconstructed images in Figure 3 contain at least A percent of total spectrum energy of HSI ''Forest''. Figure 4 shows the uniformed energy spectrum of HSI ''Forest'' with A = 80%, in which the components are labeled in terms of spectral wavelength, hyper-spectral band number and uniformed energy value, respectively. Furthermore, Figure 5 shows HSIs that are reconstructed by the spectrum components as indicated in Figure 4 , respectively. It can be seen that the HSIs in Figure 5 have different colors due to the components with different wavelengths (nm), respectively.
IV. HYPER-SPECTRAL CHARACTERISTICS FOR OBJECT VERIFICATION
This section describes hyper-spectral characteristics for verification of specific objects, which are difficult to be distinguished from each other, so that the classification accuracy can be improved. Three HSIs including ''Indian Pines'', ''Salinas'' and ''Pavia University'' are used as the ground truth for performance evaluation. The HSI ''Indian Pines'' [24] and ''Salinas'' [25] are originally acquired by satellite-borne AVIRIS sensor over Indian Pines test site in North-Western Indiana, respectively. Likewise, the HSI ''Pavia University'' is provided by the German Airborne Reflectance Optical Spectro Imager (ROSIS-03) [26] . Figure 6 shows the radiometric corrected HSI ''Indian Pines'', ''Salinas'' and ''Pavia University'', where these three HSIs all consist of 256 spectral reflectance bands ranging from 400 nm to 1040 nm. The image size for ''Indian Pines'' and ''Salinas'' is 124 × 124 pixels and their ground truth data consist of 16 identified objects, respectively. In contrast, the image size for ''Pavia University'' is 610×340 pixels and its ground truth consists of 9 identified objects.
From Figure 6 , it can be seen that the size of HSI has an impact to the accuracy of object classification due to the number of pixels allocated to a specific object is not enough. Note that it is common for HSIs obtained from air-borne or satellite-borne hyper-spectral remote sensors due to poor resolution. Therefore, it is necessary to investigate of utilizing the object-oriented hyper-spectral characteristics in terms of energy spectrum to verify specific objects, which are difficult to be distinguished from each other. The aim is to enhance the object classification in hyper-spectral domain and to generate one final object classification image with good accuracy Figure 7 (a) shows object-classification result for object ''Corn-mintill'' and ''Soybean-mintill'' in ''Indian Pines''. However, it can be observed that these two objects are difficult to be distinguished from each other by visual inspection due to the pixel number of ''Corn-mintill'' is much less than that of ''Soybean-mintill'' The object-oriented characteristics in hyper-spectral domain can be used to verify object ''Corn-mintill'' and ''Soybean-mintill'' Figure 7 (b) shows the uniformed energy spectrum for these two objects. It can be clearly observed that their uniformed energy spectra have obviously differences in the ranges of 415nm -475nm and 675nm -750nm, respectively. Therefore, Figure 7 (b) demonstrates that object in hyper-spectral domain can be characterized by an unique uniformed energy spectrum, which can be used to verify the objects so that the object classification in HSI is enhance. Figure 8 (a) and (c) show object-classification result for object ''Vineyard_untrained'' and ''Grapes_untrained'' in ''Salinas'' and object ''Bare Soil'' and ''Painted metal sheets'' in ''Pavia University'', respectively. It can be observed that ''Vineyard_untrained'' and ''Grapes_untrained'' in Figure 8 (a) are difficult to be distinguished from each other by visual inspection. On the other hand, ''Bare Soil'' and ''Painted metal sheets'' in Figure 8 (c) have a difficulty due to the available pixel number of these two objects are very small. In this case, the object-oriented characteristics in hyper-spectral domain can be used to verify them. As shown in Figure 8(b) , the uniformed energy spectrum for ''Vineyard_untrained'' and ''Grapes_untrained'' is significantly different. Likewise, as shown in Figure 8 (d) , ''Bare Soil'' and ''Painted metal sheets'' in Figure 8 (c) can be clearly verified by the uniformed energy spectrum. Therefore, the numerical results illustrated in Figure 7 and 8 demonstrate that object in hyper-spectral domain can be characterized by a unique uniformed energy spectrum, which can be used to verify the objects so that the object classification in HSI is enhanced.
A classification accuracy comparison of the proposed method and other two conventional methods, including multiple-center spectral angle mapper associated with Markov random field (MSAM-MRF) [23] and spectral information divergence (SID) [22] , is presented. In [23] , HSI classification is based on multi-center spectral angle mapper (SAM) algorithm, and Markov random field (MRF) are introduced into a probabilistic decision framework to enhance the classification accuracy. The method presented in [22] investigates effectiveness of spectral information divergence (SID) for object classification based on spectral similarity, which is obtained by statistical comparison of known image spectra and unknown image spectral.
The performance of the proposed object-oriented classification is evaluated using object ''Corn-mintill'' and ''Soybean-mintill'' in ''Indian Pines'' as the ground truth [30] . The accuracy is measured by technical term of producer accuracy (PA) and Kappa coefficient [24] , respectively.
where termû q is the total number of pixels that are classified into object q and G q is the pixel number of ground truth in object q.
where term θ 1 is the classification efficiency and θ 2 is the classification error efficiency.
The numerical results presented in Table 2 show that the classification accuracy in terms of PA and Kappa coefficient for ''Corn-mintill'' and ''Soybean-mintill'' using the proposed method are better than that of using MSAM-MRF and SID method, respectively. For example, for object ''Soybeanmintill'', the classification accuracy in term of PA achieved by the proposed method is 0.875, which is almost 20% higher than that of SID and MSAM-MRF respectively. Likewise, for object ''Corn-mintill'', the classification accuracy in term of PA achieved by the proposed method is 0.738, which is 3.2% higher than that of using SID and 8.2% higher than that of using MSAM-MRF respectively. In contrast, Kappa Coefficient for object ''Corn-mintill'' achieved by the proposed method is 0.712 that is 3.8% and 4.5% higher than SID and MSAM-MRF, respectively. Likewise, for object ''Soybeanmintill'', the Kappa value achieved by the proposed method is 0.746, which is 6.1% and 7.5% higher than SID and MSAM-MRF, respectively. The reason is that the proposed method takes the object's energy spectrum into the classification.
V. CONCLUSION
This paper presents a novel object classification method in HSI, including two approaches. The first approach focuses on object classification based on single wavelength band image. The second approach focuses on object-oriented characteristics based on a sequence of registered object classification images, which are generated by the first approach. The hyperspectral characteristics is presented in terms of uniformed spectral energy function across the wavelength domain and is applied to verify specific objects, which are difficult to be distinguished from each other. The final object classification image. The classification accuracy for the proposed object-oriented characterization method is evaluated in terms of producer accuracy (PA) and Kappa coefficient based on HSIs obtained from UAV-borne or satellite-borne remote sensors, respectively. The numerical results demonstrate that the proposed method can effectively identify and verify objects in HSI, especially for those objects that are difficult to be distinguished from each other by classic method. Furthermore, the proposed object-oriented characterization method is compared to conventional methods, including spectral information divergence (SID) method and multiple spectral angle mapperMarkov random fields (MSAM-MRF) method. It can be seen that the accuracy of object classification achieved by the proposed method is 20% higher than that of classic methods.
It is known that CNN based machine learning method for HSI classification is a new trend in this field. However, HSIs obtained by satellite or air-borne remote sensor are usually in small size, which cannot provide enough pixels training in deep learning process. As a good future research direction, the hyper-spectral characteristics can be applied into CNN based methodology to extract object hyper-spectral features through deep learning process. HAO 
