We construct an epsilon coincidence theory which generalizes, in some aspect, the epsilon fixed point theory proposed by Robert Brown in 2006. Given two maps : X → Y from a well-behaved topological space into a metric space, we define µ ( ) to be the minimum number of coincidence points of any maps 1 and 1 such that 1 is 1 -homotopic to , 1 is 2 -homotopic to and 1 + 2 < . We prove that if Y is a closed Riemannian manifold, then it is possible to attain µ ( ) moving only one rather than both of the maps. In particular, if X = Y is a closed Riemannian manifold and id Y is its identity map, then µ ( id Y ) is equal to the -minimum fixed point number of defined by Brown. If X and Y are orientable closed Riemannian manifolds of the same dimension, we define an -Nielsen coincidence number N ( ) as a lower bound for µ ( ). Our constructions and main results lead to an epsilon root theory and we prove a Minimum Theorem in this special approach.
Introduction
Starting from the idea that sufficiently close functions on well-behaved spaces are homotopic and the Nielsen fixed point number is a homotopy invariant, Robert Brown developed in [3] the so-called epsilon Nielsen fixed point theory. Thinking about the possibility of applications and disability of machines to achieve accuracy, Brown suggested that, instead of running for accuracy, a specific tolerance for error may be respected, as it is common in numerical analysis, for example.
The purpose of this article is to develop a type of Nielsen coincidence theory similar to that presented by Brown and to generalize it in some aspects. We start with some definitions and illustrative examples. Let : X → Y be a map, where X is a Hausdorff, compact, connected and locally path connected space and Y is a metric space with metric . Given a real number > 0, a homotopy { } : X → Y is called an -homotopy provided ( ) < for every ∈ I, where ( ) = max { ( ( ) ( )) : ∈ X }. As already observed in [3] , the concept of -homotopic maps does not give an equivalence relation. When there exists an -homotopy between two functions 0 and 1 , we say that 0 and 1 are -homotopic and write 0 ∼ 1 . Then we have Coin( ) = { 1 2 3 4 }, but only the coincidence point 3 is -essential (it cannot be annihilated by an -homotopy starting at the pair ( )). Therefore, µ ( ) = 1, despite µ( ) = 0. Here, µ( ) denotes the minimum number of coincidence points of pairs ( ) when and vary on the set of all maps homotopic to and , respectively. See [6] for details.
Given two maps

Example 1.2.
Consider the 1-sphere S 1 = I/{0 1}. Let and be self-maps of S 1 defined as shown in Figure 2 . Then we have Coin( ) = { 1 2 3 4 5 }, but only the coincidence points 1 4 and 5 are -essential. Therefore, µ ( ) = 3. However, since has degree 1 and has degree zero, and so is homotopic to the identity map and is homotopic to a constant map, we have µ( ) = 1.
In the next section, we introduce the -Nielsen coincidence number N ( ) for a pair of maps ( ) between orientable and closed Riemannian manifolds of the same dimension, and we prove that this number has the property N ( ) ≤ µ ( ), just as in the classical coincidence theory and in the epsilon Nielsen fixed point theory introduced by Brown. We anticipate that many of the results of this section are similar to those of [3, Section 2] .
In Section 3 we get the -minimum number µ ( ) deforming the maps and only on a particular open neighborhood of the set Coin( ). This result is quite technical but very important, because it is used in Section 4 to prove that when the range Y of the maps and is a closed Riemannian manifold, it is possible to attain the number µ ( ) by deforming only one, rather than both of the maps and . This is an important result for epsilon coincidence theory analogous to the main result of Brooks in [1] for classical coincidence theory. The proof of this result is done using methods both of topology and Riemannian geometry. As an application, we show, Theorem 4.6, that, in some aspects, the epsilon coincidence theory is an extension of the epsilon fixed point theory presented by Brown in [3] , thus these two theories are compatible. We point out that the result fails for manifolds with boundary, even for a closed interval. Theorem 4.6 and other general results automatically lead to an epsilon root theory. We describe this in brief at the beginning of Section 4 and then prove a Minimum Theorem in this context, that is, we prove that given a map : X → Y between orientable closed Riemannian manifolds of the same dimension and a fixed point a ∈ Y , there exists a map : X → Y having exactly N ( a) roots at the point a and such that is -homotopic to .
Epsilon Nielsen coincidence number
Henceforward, we consider X a Hausdorff, compact, connected and locally path connected space, and Y a compact, connected Riemannian manifold (possibly with boundary, for while), with metric . By [7, Corollary 10.8] there exists a number > 0 such that two points of Y with distance less than are joined by a unique geodesic of length less than . Furthermore, this geodesic is minimal and depends differentiably on its endpoints. We view such geodesic between two points and as a path ( ) in Y such that (0) = and
is the shortest path from to .
Let
: X → Y be two maps and consider > 0 as above. The following proposition provides an equivalent condition for ( ) ∼ ( ). Again, we emphasize that whenever we assume > 0 small enough that any two point with less distance than may be joined by a unique geodesic. This proposition provides an equivalent definition of the -minimum coincidence number between : X → Y , namely,
Theorem 2.2.
The set ∆ ( ) is open in X .
Proof. Let R + be the subspace of R of non-negative real numbers. Define the (continuous) map
) is an open subset of X . Proof. The "only if" part is trivial. In order to prove the "if" part, suppose that γ : I → X is a path with γ(0) = 0 and γ(1) = 1 such that ( (γ) (γ)) < . Then { } : I → Y defined by ( ) = (γ( )) (γ( )) ( ) is a homotopy between (γ) and (γ). It remains to prove that this homotopy is relative to the end points. For this, let 0 = ( 0 ) = ( 0 ) and 1 = ( 1 ) = ( 2 ). Then, for every ∈ I, we have (0) = (γ(0)) (γ(0)) ( ) = 0 0 ( ) = 0 and (1) = (γ(1)) (γ(1)) ( ) = 1 1 ( ) = 1 . It proves that { } is a homotopy relative to the end points starting at (γ) and ending at (γ).
Because of this proposition, we have the following alternative definition for the -equivalence: 0 1 ∈ Coin( ) are -equivalent if there exists a path γ : I → X from 0 to 1 such that ( (γ) (γ)) < . Proof. Suppose that 1 2 ∈ Coin( ) are -equivalent and let γ : I → X be a path from 1 to 2 such that ( (γ) (γ)) < . Thus, for each ∈ I, we have ( (γ( )) (γ( ))) < and we see that γ(I) ⊂ ∆ ( ). Since γ(I) is connected, it is contained in some component of ∆ ( ). Conversely, suppose that 1 2 ∈ Coin( ) are in the same component of ∆ ( ). Since X is connected and locally path connected, the components of ∆ ( ) are path connected (see [8, Theorem 25 .5]), so there exists a path γ in it from 1 to 2 . Since γ is in ∆ ( ), ( (γ) (γ)) < and it follows that 1 and 2 are -equivalent.
Theorem 2.4.
Corollary 2.5.
The -coincidence class is open and closed in Coin( ).
Proof. Let C be an -coincidence class and let ∈ C ⊂ Coin( ) be a coincidence point. Let U be the component of ∆ ( ) which contains such point. By Theorem 2.2, U is an open neighborhood of in X . By Theorem 2.4, the intersection U ∩ Coin( ) is exactly the class C. Therefore, C is open in Coin( ). Now, let C be an -coincidence class and let ∈ Coin( ) be a coincidence point not belonging to C. Then there exists an -coincidence class C such that ∈ C . By the first part of the proof, C is open in Coin( ) and it is obvious that
Corollary 2.6.
For two maps : X → Y , there is only a finite number of nonempty -coincidence classes each of which is a compact subset of X .
Proof. Certainly, the set Coin( ) is closed in X . Since X is Hausdorff compact, it follows that Coin( ) is compact as a subset of X . Now, by Corollary 2.5, all -coincidence classes between and form an open covering of Coin( ). By compactness, it has a finite sub-covering, that is, and have only a finite number of nonempty -coincidence classes. Again by Corollary 2.5, every -coincidence class is closed in Coin( ), and thus is compact in X .
Henceforward, we assume that X and Y are both orientable and closed Riemannian manifolds of the same dimension. Let C 1 C be -coincidence classes between and . We denote the component of ∆ ( ) that contains C by ∆ ( ).
Since each component ∆ ( ) is open in X and C = Coin( ) ∩ ∆ ( ) is compact, we have defined a coincidence index ind ∆ ( ) . This index is an integer defined as in [6] and [9] . An -coincidence class C is said essential if ind ∆ ( ) = 0. The Nielsen -coincidence number between and , denoted by N ( ), is the number of essential -coincidence classes between and . Proof. If 0 and 1 are -equivalent by means of a path γ : I → X between them such that (γ) ∼ (γ) rel {0 1}, then (γ) is homotopy to (γ) by means of a homotopy relative to the end points. It proves that 1 and 2 are the same Nielsen coincidence class. Therefore, a Nielsen coincidence class C between and is a union of -coincidence classes. If C is essential, the additivity property of the coincidence index [9, Lemma 7.1, p. 190 ] implies that at least one of the -coincidence classes it contains must be an essential -coincidence class. Thus N ( ) ≥ N( ).
Theorem 2.7.
If two coincident points
Before showing that N ( ) is a lower bound for µ ( ), we prove the following two lemmas.
Lemma 2.8.
Proof. Suppose that ( ) ∼ (
) and suppose that ∈ X is a point not belonging to ∆ ( ) such that
Consequently, ( ( ) ( )) > 0 and so / ∈ Coin( ).
Lemma 2.9.
Let : X → Y be an 1 -homotopy starting at and let { } : X → Y be an 2 -homotopy starting at . For each ∈ I, let K = Coin . Then K = ∈I K is a compact subset of X contained in ∆ ( ). Consequently, if C = Coin( ) ∩ ∆ is an essential -coincidence class, then the index ind ∆ ( ) = 0 and so and have a coincident point in ∆ ( ). We conclude that and have at least N ( ) coincident points.
Proof. Write F : X × I → Y and G : X × I → Y to be the homotopies and { } respectively, that is, F ( ) = ( ) and G( ) = ( ). Let
Although Theorem 2.10 tells us that N ( ) is a lower bound for the number of coincidence points of all pairs of maps ( ) that are -homotopic to the pair ( ), the number N ( ) is not itself invariant under -homotopy.
Moving the maps and only on ∆ ( )
It seems clear that given a pair ( ) of maps between manifolds, it is possible to get the -minimum number µ ( ) by deforming the maps and only on ∆ ( ). In fact, it holds true and it is proved in this section. This result is simple and technical, but it is important to applications in some next results. In other words, Proposition 3.1 tells us that it is possible to realize the -minimum number µ ( ) by deforming the maps and only on ∆ ( ).
Compatibility with epsilon fixed point theory
In this section we prove that the epsilon coincidence theory constructed in this article is a kind of generalization of the epsilon fixed point theory introduced by Brown in [3] , in the case in which Y , the range of the considered maps, is assumed to be a closed (compact and without boundary) Riemannian manifold, that is, if this is the case, then the study of epsilon fixed points of a map : Y → Y is a particular case of the study of the epsilon coincidence theory of maps : Y → Y in the case in which is the identity map of Y . On the other hand, we present a simple example to show that the same is not necessarily true if Y has boundary.
Given two maps and , it is natural to ask what happens with the coincidence number between them if we deform only one of the two maps. In the classical coincidence theory, the minimal coincidence number of a pair ( ) of maps from X into a manifold Y (without boundary), which we denote µ( ), may be achieved by deforming only one of the maps, 
Proposition 4.2.
Every Lie group with left-invariant metric is a parallel manifold.
Proof. Let The proposition is proved. Now, we prove that every compact Riemannian manifold without boundary is an -parallel manifold, what is not true for manifolds with boundary, as we will see.
Proposition 4.3.
Every closed Riemannian manifold is an -parallel manifold.
Proof. Let consider the open subset
We start defining the map for points in Y 3 . Consider the map β :
It is not hard to check that β is a continuous map. Also, we have β( Y be the parallel transport of through the geodesic path 1 3 . From classical results of Riemannian Geometry (see [4] for example) there is a unique geodesic 3 , of length β ( 1 2 3 ) (remember that β ( 1 2 3 ) < ), starting at 3 and having at this point velocity vector . Moreover, the map ( 1 2 3 ) → 3 is continuous. We define ( 1 2 3 ) to be the end point of the geodesic path 3 . 
3 )) = β(
, what proves that Y is an -parallel manifold.
With the previous proposition, we present below the theorem that allows us to conclude on the compatibility between the epsilon coincidence theory presented in this article with that presented by Brown in [3] .
Theorem 4.4.
Let
: X → Y be maps into an -parallel manifold and let ( Proof. Since ( 1 ). Now, from the property P2. we have Proof. The equality µ [ ) = µ ( ) = µ ( ] is from the previous corollary. Now, let MR ( ) be the -minimum fixed point number of a map : Y → Y , as defined in [3] , and let id Y : Y → Y be the identity map of Y . We have
what proves the theorem.
The following proposition shows that Theorem 4.6 is not necessarily true if the manifold Y has nonempty boundary. It also shows that the closed interval I is not an -parallel manifold. Proof. The following facts are decisive for the validity of the result stated in the previous proposition:
• Im( ) ∩ ∂I = ∅, where Im( ) = (Coin( )) = (Coin( )).
• There exists ∈ Coin( ) \ ∂Y such that ( ) = ( ) ∈ ∂Y .
In fact, we can prove that, if one of these facts does not occur, then at least two of the numbers µ ( ), µ [ ) and µ ( ] are equal. All this suggests the following result, which is a version of Theorem 4.6 for the case in which the manifold Y is not necessarily closed. 
Epsilon Nielsen root theory
Beyond the compatibility with the fixed point theory, the results of Section 4 provide automatically an epsilon root theory. Indeed, let consider a map : X → Y between orientable and closed Riemannian manifolds of the same dimension and let a ∈ Y be a point. Denote also by a : X → Y the constant map at a. Then −1 (a) = Coin( a) and we may define the -minimum root number of at a to be the -minimum coincidence number of the pair ( a). Since by Section 4 we have
1 ∼ the number µ ( a) is in fact a number worthy to be called the -minimum root number of the map at a. Furthermore, considering again a as a (constant) map, we may easily define an -Nielsen root number of the map at a simply by N ( a).
We will prove next a Minimum Theorem for epsilon root theory, as Brown proved an analogous theorem for epsilon fixed point theory. Our proof is, in some points, similar to the Brown's proof. It is obvious that the Minimum Theorems for roots and for fixed points are independent of each other, that is, none of them implies the other. On the other hand, a potential Minimum Theorem for epsilon coincidence theory would imply both, the Minimum Theorem for roots and the Minimum Theorem for fixed point. However, although we believe that the Minimum Theorem holds for epsilon coincidence theory, we still do not have a proof.
Theorem 5.1 (Minimum Theorem for roots).
Given a map : X → Y between orientable closed Riemannian manifold of the same dimension and a point a ∈ Y , there exists a map : X → Y with ( ) < and having exactly N ( a) roots at the point a, that is,
Proof. Let Choose α > 0 small enough so that δ + 3α < . We will define outside ∆ ( a) to be a simplicial approximation to such that ( ) < α, where α = min {α }. The proof then consists of describing on each component ∆ ( a) of ∆ ( a) so, to simplify notation, we will assume for now that ∆ ( a) is connected and thus we are able to suppress the subscript .
First, we use a Hopf-type construction and consider a map : X → Y such that ( ) < α and −1 (a) is a finite set. See [2] for details on the Hopf construction for fixed points and see [5] for details on the Hopf construction for coincidences. Using simplicial technique as in [3] , we may construct an open set W ⊂ V containing we have
It is clear that for = 0 * we have the same inequality, namely,
Therefore, the map 1 satisfies
Next, we will extend 1 on a specific set containing B * 1 . We start by constructing this set. By straightforward arguments of general topology, we may choose * > 1 small enough so that φ 
