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1. Introduction
Multivariate t distributions are generalizations of the classical univariate Student’s t distribution, which is of central
importance in statistical inference. The possible structures are numerous, and each one possesses special characteristics as
far as potential and current applications are concerned.
Multivariate t distributions for the past fifty years have played a crucial role in the Bayesian analysis of multivariate
data. They serve by now as the most popular prior distribution (because elicitation of prior information in various physical,
engineering, and financial phenomena is closely associated with multivariate t distributions) and generate meaningful
posterior distributions. This diversity and the apparent ease of applications require careful analysis of the properties of the
distribution in order to avoid pitfalls and misrepresentation. For general references about the multivariate t distribution,
we refer the readers to Fang et al. [2, Chapter 3], and Kotz and Nadarajah [5].
The aim of this short note is to provide a new mixture representation for a generalized multivariate t distribution
(Section 2). This generalized distribution turns out to be a re-parameterized multivariate Pearson type VII distribution
[2, Chapter 3]. The applicability of themixture representation is illustrated byderiving expressions for characteristic function
(Section 3) and distribution of quadratic forms (Section 4).
2. Mixture representation
In this section, we provide a new mixture representation for a generalized multivariate t distribution based on the
multivariate normal and inverse matrix variate gamma distributions (Theorem 2.1). We begin with the definition of the
inverse matrix variate gamma distribution (Definition 2.1).
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Definition 2.1. A randommatrix6 of order p is said to have an inverse matrix variate gamma distribution with parameters
α, β and9, denoted by 6 ∼ IMGp(α, β,9), if its probability density function is given by
h(6) = det(9)
α
Γp(α)βαp
exp

− 1
β
tr

96−1

det(6)−α−(p+1)/2,
where6 and9 are positive definite, α > (p− 1)/2, β > 0, and Γp(·) denotes the multivariate gamma function defined by
Γp(α) = πp(p−1)/4
p
j=1
Γ

α − j− 1
2

for Re(α) > (p− 1)/2.
For an excellent account of matrix variate distributions, we refer the readers to Gupta and Nagar [4].
Theorem 2.1. Let X |6 ∼ Np(µ,6) and 6 ∼ IMGp(α, β,9). Then, X has a generalized multivariate t-distribution with
probability density function
det(9)−1/2Γ (α + 1/2)
(2π/β)p/2Γ [α − (p− 1)/2]

1+ β
2
(x− µ)′9−1(x− µ)
−(α+1/2)
for x ∈ Rp.
Proof. Using the conditioning method, we find the probability density function, f (x), of X as
f (x) =

6>0
g(x|6)h(6)d6
= β
−αp det(9)α
Γp(α)(2π)p/2

6>0
det(6)−(α+p/2+1) exp

−tr

1
2
(x− µ)(x− µ)′ + 9

6−1

d6. (2.1)
Now, let B ∼ IMGp(α + 1/2, β,90). Then, using

B>0 h(B)dB = 1, we obtain
B>0
det(B)−(α+p/2+1) exp

− 1
β
tr

90B−1

dB = Γp

α + 1
2

βp(α+1/2) det (90)−(α+1/2) . (2.2)
Evaluating the integral in (2.1) using (2.2), one obtains
f (x) = det(9)
αΓp(α + 1/2)βp/2
(2π)p/2Γp(α)
det

β
2
(x− µ)(x− µ)′ + 9
−(α+1/2)
.
Finally, by making use of the equalities
det

9 + β
2
(x− µ)(x− µ)′

= det(9)

1+ β
2
(x− µ)′9−1(x− µ)

and Γp(α + 1/2)/Γp(α) = Γ (α + 1/2)/Γ [α − (p− 1)/2], we obtain the desired result. 
Definition 2.2. A random vector X = (X1, X2, . . . , Xp)′, with p ≥ 1, has a p-dimensional generalized multivariate
t-distribution with parametersµ,9, α, β , denoted by X ∼ GMTp(µ,9, α, β), whereµ ∈ Rp,9 is a p× p positive definite
matrix, α > (p− 1)/2, and β > 0, if its probability density function is given by
f (x;µ,9, α, β) = det(9)
−1/2Γ (α + 1/2)
(2π/β)p/2Γ [α − (p− 1)/2]

1+ β
2
(x− µ)′9−1(x− µ)
−(α+1/2)
(2.3)
for x ∈ Rp.
If α = (ν + p − 1)/2 and β = 2/ν, then X has a multivariate t distribution with parameters µ,9 and ν degrees of
freedom. One should also note that (2.3) is a re-parameterized multivariate Pearson type VII probability density function.
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3. Characteristic function
Here, we derive an expression for the characteristic function corresponding to (2.3). The derivation requires the following
lemma.
Lemma 3.1. Let 6 ∼ IMGp(α, β,9). Then, for any non-zero p× 1 vector t , we have
E

exp

−1
2
t ′6t

= 2

t′9t/2β
α/2−(p−1)/4
Γ [α − (p− 1)/2] Kα−(p−1)/2

2

t′9t
2β

,
where Kν(·) is the modified Bessel function of the second kind of order ν defined by Kν(z) = (π csc(πν)/2) {I−ν(z) − Iν(z)},
where Iν(·) is the modified Bessel function of the first kind of order ν defined by Iν(z) =∞k=0(z/2)2k+ν/Γ (k+ ν + 1)k!.
Proof. By definition,
E

exp

−1
2
t ′6t

= det(9)
α
Γp(α)βαp

6>0
det(6)−α−(p+1)/2 exp

− 1
β
tr

β
2
tt′6+ 96−1

d6.
Then, the solution is to find the following integral
I =

6>0
det(6)−α−(p+1)/2 exp

− 1
β
tr

β
2
tt′6+ 96−1

d6. (3.1)
Transform 6−1 = U and91/2U91/2 = Z with the Jacobian J6→ Z = det(9)(p+1)/2 det(Z)−(p+1) in (3.1) to obtain
I = det(9)−α

Z>0
det(Z)α−(p+1)/2 exp

− 1
β
tr

β
2
91/2tt′Ψ 1/2Z−1 + Z

dZ .
Since91/2tt′91/2 has rank one, we can find an orthogonal matrix G such that91/2 t t′91/2 = G diag(t′ 9t, 0, . . . , 0)G ′. Now
substituting for 91/2tt′91/2 and transforming Z → G ′ZG (with the Jacobian of the transformation 1) in the above integral,
we obtain
I = det(9)−α

Z>0
det(Z)α−(p+1)/2 exp

− 1
β
tr

β
2
diag(t′9t, 0, . . . , 0)Z−1 + Z

dZ . (3.2)
Let
Z =

z11 Z12
Z21 Z22

,
where z11 is a scalar, Z22 is a (p− 1)× (p− 1)matrix, Z12 is a row vector and Z21 is a column vector, Z21 = Z ′12. Then, it is
easy to see that
tr

diag(t′9t, 0, . . . , 0)Z−1
 = t′9tz−111·2, (3.3)
where z11·2 = z11 − Z12Z−122 Z21,
tr(Z) = z11 + tr (Z22) = z11 − Z12Z−122 Z21 + Z12Z−122 Z21 + tr (Z22)
= z11·2 + Z12Z−122 Z21 + tr (Z22) , (3.4)
and
det(Z) = z11·2 det (Z22) . (3.5)
Now, making the transformation z11·2 = z11 − Z12Z−122 Z21, Z12 = Z12 and Z22 = Z22 with the Jacobian 1 and substituting
from (3.3)–(3.5) in (3.2), we obtain
I = det(9)−α

z11·2>0
zα−(p+1)/211·2 exp

−1
2
t′9tz−111·2 −
1
β
z11·2

dz11·2
×

Z22>0
det (Z22)α−(p+1)/2 exp

− 1
β
tr (Z22)
 
Z21∈Rp−1
exp

− 1
β
Z ′21Z
−1
22 Z21

dZ21 dZ22.
Since (see [3, equation (3.471.9)]),
Kν

2
√
a b

= 1
2
a
b
ν/2  ∞
0
tν−1 exp

−

at + b
t

dt,
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where Re(a) > 0, Re(b) > 0 and Kν is the modified Bessel function of the second kind of order ν, we have
z11·2>0
zα−(p+1)/211·2 exp

−1
2
t′9tz−111·2 −
1
β
z11·2

dz11·2 = 2

βt′9t
2
α/2−(p−1)/4
Kα−(p−1)/2

2

t′9t
2β

.
Also, from the multivariate Gaussian, and multivariate gamma integrals, we obtain
Z21∈Rp−1
exp

− 1
β
Z ′21Z
−1
22 Z21

dZ21 = (βπ)(p−1)/2 det (Z22)1/2 ,
and 
Z22>0
det (Z22)α−p/2 exp

− 1
β
tr (Z22)

dZ22 = β(p−1)αΓp−1(α).
Substituting the final formulas in I gives the desired result. 
Theorem 3.1. Let X ∼ GMTp(µ,9, α, β). Then, its characteristic function is given by
ϕX (t) = E

exp

it′X
 = 2 t′9t/2βα/2−(p−1)/4
Γ [α − (p− 1)/2] exp

it′µ

Kα−(p−1)/2

2

t′9t
2β

,
where i = √−1.
Proof. By definition,
ϕX (t) =

6>0
ϕX |6(t)h(6) d6 =

6>0
exp

it′µ− 1
2
t′6t

h(6) d6 = exp it′µ E exp−1
2
t ′6t

,
where 6 ∼ IMGp(α, β,9). Now, application of Lemma 3.1 gives the result. 
4. Distribution of quadratic forms
Quadratic forms of the form X ′AX are of interest in many areas of multivariate analysis. However, all of the work that
we are aware of take special forms for A, for example, A = 9−1. Here, we derive distributions of X ′AX for any A when
X ∼ GMTp(µ,9, α, β). The results require a technical lemma due to Alouini et al. [1]. We recall that X ∼ G(κ, θ), a gamma
random variable with shape parameter κ > 0 and scale parameter θ > 0, if its probability density function is given by
{θκΓ (κ)}−1xκ−1 exp(−x/θ) for x > 0.
Lemma 4.1. Let X1, . . . , Xp be a set of p correlated not necessarily identically distributed gamma random variables with
parameters α, βi, i.e., Xi ∼ G(α, βi). Let ρij denote the correlation coefficient between Xi and Xj, i.e., ρij = Cov(Xi, Xj)/√Var(Xi)
Var(Xj) for 0 ≤ ρij ≤ 1 and i = 1, . . . , p. Then the probability density function of Y = X1+X2+· · ·+Xp can be expressed as
f (y) =

p
n=1
λ1
λn
α ∞
k=0
δkyαp+k−1 exp (−y/λ1)
λ
αp+k
1 Γ (αp+ k)
for y > 0, where λ1 = minn(λn), and λ1, . . . , λp are the eigenvalues of the matrix A = DC, where D is a p× p diagonal matrix
with the entries β1, . . . , βp and C is a p× p positive definite matrix defined by
C =

1
√
ρ12 · · · √ρ1p√
ρ21 1 · · · √ρ2p
...
...
...
...√
ρp1
√
ρp2 · · · √ρpp
 ,
and the coefficient δk can be obtained recursively by the formula
δ0 = 1, δk+1 = αk+ 1
k+1
i=1

p
j=1

1− λ1
λj
i
δk+1−i
for k = 0, 1, 2, . . . .
Theorem 4.1 derives the distribution of quadratic forms when X is a multivariate normal random vector. Theorem 4.2
derives the same when X ∼ GMTp(µ,9, α, β).
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Theorem 4.1. Let X ∼ Np(0,61). For any p× p symmetric positive definite matrix A, define Y = X ′AX = (A1/2X)′(A1/2X) =
Z ′Z, Z = (Z1, . . . , Zp)′ and 6 = A1/261A1/2. Then, the probability density function of Y is given by
f (y) =

p
n=1
λ1
λn
1/2 ∞
k=0
δkyp/2+k−1 exp (−y/λ1)
λ
p/2+k
1 Γ (p/2+ k)
(4.1)
for y > 0, where λ1 = minn(λn) and λ1, . . . , λp are eigenvalues of the matrix B = DC,D = 2diag6 and C = (√ρij), 1 ≤
i, j ≤ p, where ρij is the correlation coefficient between Zi and Zj. The coefficient δk can be obtained as in Lemma 4.1.
Proof. Note that if X ∼ Np(0,61) then Z = A1/2X ∼ Np(0,6), where 6 = A1/261A1/2 and 6 = (σij), 1 ≤ i, j ≤ p.
Also, Zi ∼ N(0, σpp) and its easy to see Z2i ∼ G(1/2, 2σii). So, Y =
p
i=1 Z
2
i is the sum of correlated gamma variables. By
substituting α = 1/2 and βi = 2σii into Lemma 4.1, the probability density function of Y is obtained. 
Theorem 4.2. Let X ∼ GMTp(0,9, α, β). For any p × p symmetric positive definite matrix A, the probability density function
of Y = X ′AX is given by
f (y) =

61>0

p
n=1
λ1
λn
1/2 ∞
k=0
δkyp/2+k−1 exp (−y/λ1)
λ
p/2+k
1 Γ (p/2+ k)
h (61) d61,
where 61 ∼ IMGp(α, β,9), h(·) denotes its probability density function and λi and δk are as defined in Theorem 4.1.
Proof. Note that Y = X ′AX = (A1/2X)′(A1/2X) = Z ′Z . Note also that Z conditional on 61 ∼ IMGp(α, β,9) is Np(0,6),
where 6 = A1/261A1/2. So, the probability density function of Y conditional on 61 ∼ IMGp(α, β,9) is (4.1). Hence, the
result. 
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