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Tuesday, February 18, 2014 461adifferent types of atoms, resulting in complex and functional motions. On the
computational sides, it is important to characterize such energy landscapes
with use of reaction coordinates, because it gives us a comprehensive view
of protein dynamics and some connections to experiment. To this end, molec-
ular dynamics (MD) simulation has been commonly employed, and from a suf-
ficiently long MD run, we can characterize the energy landscape. A
conventional tool to analyze the energy landscape is the principal component
analysis (PCA), which utilizes the variance-covariance matrix for the fluctua-
tions of a protein, and assuming the principal modes as the reaction coordinates,
the free energy profile can be analyzed. However, the truly dynamic nature of
protein is lost in this type of analysis because the time information is neglected.
In this presentation, we develop a newmethod to analyze the dynamic nature by
combining the wavelet transformation, a well-established tool to analyze time-
frequency information of any types of dynamics, and PCA. We will call this
method wPCA and apply it to a long time (~ one microsecond) MD simulation
of a small protein, chignolin (PDBid:1UAO). Chignolin is so small and flexible
that it is better to use internal coordinates such as dihedral angles to analyze the
conformational dynamics. We here use the dihedral PCA combined with the
wavelet analysis and try to extract some collective and time-dependent nature
of the protein dynamics. We found that the tryptophan residue has a strong
feature around 10 to 50 ns timescales, and such a frequency-dependence of
the dynamics within the native state is different from the one within the mis-
folded state.
2329-Pos Board B21
Calculation and Visualization of Atomistic Mechanical Stresses in Biomol-
ecules
Andrew T. Fenley1, Hari S. Muddana2, Michael K. Gilson1.
1Skaggs School of Pharm. and Pharm. Sciences, UCSD, San Diego, CA,
USA, 2Dart Neurosciences, LLC, San Diego, CA, USA.
Many biomolecules have machine-like functions, and accordingly are analyzed
in terms of mechanical properties like force and motion. However, the concept
of stress, a mechanical property that is of fundamental importance in the study
of macroscopic mechanics, is not commonly applied in the biomolecular
context. We think that microscopical stress analyses of biomolecules and nano-
materials will provide useful mechanistic insights and help guide molecular
design. To enable such applications, we have developed Calculator of Atom-
istic Mechanical Stress (CAMS), an open-source software package for
computing atomic resolution stresses and their decomposition of the various
potential energy terms from molecular dynamics (MD) simulations. We apply
the stress analysis to steered MD simulations of a single titin immunoglobulin-
like domain (I27) and of a linear chain of six similar titin domains (I65-I70)
found in cardiac and skeletal muscle. The post-processing stress analysis elu-
cidates where throughout the protein tensile and compressive stresses load
before structural failure occurs and the beta sheets in the domain start to
unfold.
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A time-resolved structural understanding of protein function, including the in-
termediate conformations proteins adopt during catalysis would have far reach-
ing implications: for example, better informing structure-based drug design
and attempts to rationally design novel enzymes with newly engineered func-
tions. Our aim is to increase the routinely achievable time-resolution at which
we can probe biochemical processes, such as enzyme catalysis. We perform
atomistic simulation starting from X-ray structures of proteins in their crystal-
line environment and calculate diffraction patterns. We then impose changes to
the system, such as the breakage of disulphide bonds and select Bragg reflec-
tions whose intensity profiles are diagnostic of the structural changes. This
approach provides the means by which a set of experimental reflection inten-
sity profiles could be tested against potential mechanistic hypotheses taken
from simulation.
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We developed a new multi-scale enhanced sampling method, Multi-scale Sam-
pling using Temperature Accelerated and Replica-Exchange Molecular Dy-
namics (MuSTAR MD) which is an extension of Temperature Accelerated
Molecular Dynamics (TAMD) and can also be considered as a variation ofReplica-Exchange Molecular Dynamics (REMD). In this method, each replica
contains an all-atom fine-grained model, at least one coarse-grained model, and
a model defined by the Collective Variables (CVs) that interacts with the other
models through coupling energy terms. The coarse-grained model is introduced
to drive efficient sampling of large conformational space and the fine-grained
model can serve to conduct more accurate conformational sampling. The CV
model serves not only to mediate the coarse- and fine-grained models, but
also to enhance sampling efficiency by temperature acceleration. The equations
of motion of MuSTAR MD consist of those of Cartesian space and CV space
and they are connected via coupling energy terms. The set of coupling strengths
between the FG or CGmodel and the CV system are exchanged between neigh-
bouring replicas in some interval obeying the Metropolis method. MuSTAR
MD was applied to two test cases, Ala-dipeptide and Met-enkephalin in vac-
uum. As CVs, main chain dihedral angles were selected. As fine-grained model,
AMBER force field was adopted. As coarse-grained model, a simplified force
field based on AMBER force field was adopted for Ala-dipeptide and Go-like
model for Met-enkephalin, respectively. Free energy landscapes (FELs) were
calculated from the results of MuSTAR MD, and they were compared to those
of REUS, REMD, TAMD, and umbrella sampling. The sampled conforma-
tional space is broader in the order of MuSTAR MD > TAMD > REMD >
REUS. Comparison of the result of MuSTAR MD with that of the umbrella
sampling shows the accuracy of FEL calculation in MuSTAR MD.
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We have recently developed a free-energy function (FEF) based on an all-atom
model for proteins [1]. It comprises two components, the hydration entropy
(HE) and the total dehydration penalty (TDP). The HE is calculated using a
hybrid of the angle-dependent integral equation theory applied to a molecular
model for water and the morphometric approach. The energetic component is
suitably taken into account in a simple manner as the TDP. The FEF has
been tested for discriminating the native fold of a protein from misfolded de-
coys and shown to be better in the performance than any other physics-based
or knowledge-based function [1]. However, the protein conformational entropy
(CE) is not taken into account in the FFE. Here we improve the FEF by incor-
porating a simple term accounting for the CE in it. We verify that the improved
FEF still exhibits high performance in the discrimination of the native fold. As
a new application in which rather extended structures as well as compact struc-
tures can be considered, we analyze the structural stability of CLN025, a small
protein comprising only ten residues, which takes a folded structure and ex-
hibits unexpectedly high thermal stability [2]. It is demonstrated that the
high stability is elucidated by the improved FEF: The native structure of
CLN025 is optimized in terms of the sum of the three components, the HE,
TDP, and CE. A small peptide with another amino-acid sequence does not
fold, and the physical origin of the exceptionally high stability of CLN025 is
discussed.
[1] S. Yasuda, et al., Proteins 79, 2161 (2011).
[2] S. Honda, et al. J. Am. Chem. Soc. 130, 15327-15331 (2008).
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The development and advancement of nanomedicine has opened up many
exciting, new applications of nanoparticles such as sensing, imagining, delivery,
and therapy. However, their
ability to readily enter cells
and organelles that allow
these nanomedical applica-
tions also opens up the possi-
bility of unintended adverse
nanotoxicity. A key concept
emerging in the fields of
nanomedicine and nanotox-
icity is the idea of protein-
nanoparticle interactions
that result in a dynamic layer
of proteins and other bio-
molecules, or ‘‘biocorona’’, that adsorbed onto a nanoparticle surface. To char-
acterize biocorona formation from joint computational and experimental
462a Tuesday, February 18, 2014approaches, we present a graphics-processing unit (GPU)-optimized coarse-
grained Go-type MD simulation approach for protein-nanoparticle interactions,
the first in the field. We performed MD simulations of a spherical, negatively
charged citrate-covered silver nanoparticle (AgNP), represented by 500 charged
beads, interacting with 15 apolipoproteins that are 243 residues in length each.
We probed the secondary structural changes of apolipoprotein upon its binding
to the AgNP, and we make direct quantitative comparisons of our simulations
with experimentally measured CD spectra. Consistent with the CD spectra, we
observed a decrease in a-helices coupledwith an increase in b-sheets in apolipo-
protein upon biocorona formation.
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From extraordinary advances in sequencing technologies, it is now clear that
each personal exome carries thousands of protein sequence variants, many of
which manifest into unique phenotypes involved in disease. Current in silico
tools being employed to predict phenotypes of these variants yield fairly accu-
rate results at highly conserved positions. However, these tools are based
solely on evolutionary data and often fail when evaluating variants that occur
at faster evolving positions. Moreover, their performance accuracy is relatively
low for neutral variants at highly conserved positions. These shortcomings
necessitate the addition of an another metric to provide biophysical insights
of these variants, and also to increase the predicting capabilities of in silico
tools. We employ a novel metric, called the dynamic flexibility index (dfi),
based exclusively on structural dynamics to evaluate the functional impact
of these variants. The dfi metric is a mechanistic approach that goes beyond
evolutionary data, and probes into the dynamics of each site to measure its
contribution to function1. Previous studies have shown that dfi is related to
functional dynamics at the proteome scale1. We use a set of over 10,000
laboratory-induced variants of human proteins that have been diagnosed as
either neutral or non-neutral from a functional perspective. Interestingly,
only ~51% of non-neutral cases are also associated with disease. We evaluate
the dfi metric for each variant site in this data set and compare our ability to
diagnose neutral and non-neutral variants with state-of-the-art computational
tools. Moreover, our results will provide insights to a new outlook on pheno-
typic prediction, which will likely have a broad impact in genomic and person-
alized medicine.
1Gerek, Z. N. et al. (2013) Structural dynamics flexibility informs function and
evolution at a proteome scale. Evolutionary Applications.
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The aqueous and lipid membrane environments that make up the intra- and
extra-cellular compartments of biological organisms are critical for support-
ing the structural and functional integrity of both soluble proteins and mem-
brane proteins. NMR spectroscopy is extremely versatile and adept at
characterizing the structures and functions of both types of proteins in sam-
ples that closely resemble the native environment. However, structure calcu-
lations in explicit solvent or explicit lipids are computationally expensive.
Therefore, even when NMR structural restraints are measured in a native-
like protein environment, protein structures are typically calculated using
simple repulsive potentials without physically meaningful terms for electro-
statics, non-covalent interactions or atom solvation. To facilitate NMR struc-
ture calculations in the proper environment we are developing a
computationally less demanding implicit solvent potential for the XPLOR-
NIH NMR structure refinement package. Here we show that the potential pro-
vides significant improvements both in the quality and precision of the calcu-
lated structures; it improves the accuracy of structures determined with sparse
restraints; it provides numerous physically meaningful hydrogen bonding
connections; and it provides correct embedding of membrane proteins in lipid
bilayer membranes.
This research was supported by grants from the National Institutes of Health
(AI074805; GM100265; GM094727; EB002031).2336-Pos Board B28
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Elastic Network Models (ENMs) provide approximate descriptions of the col-
lective conformational freedom intrinsically accessible to protein structures.
Despite their simplicity, many ENMs have been repeatedly demonstrated to
be in qualitative agreement with experimental observations of protein confor-
mational changes. A wide variety of ENMs has been proposed in the last two
decades, and they have become a favored approach for elucidating the collec-
tive components of protein motion. Since experimental data on the temporal
correlations of atoms in proteins are currently unavailable, most attempts at
quantitative assessment of ENMs rely on comparisons of predicted atomic fluc-
tuations with crystallographic B-factors. Using such benchmarks, diverse
ENMs have been shown to give very similar predictions. In contrast to this,
we have revealed consistent differences between ENMs by comparing their
inter-atomic covariances with those obtained from Molecular Dynamics
sampling.
Some of us recently demonstrated the importance of considering the covariance
structure explicitly when comparing the conformational freedom of protein ho-
mologs (Fuglebakk et.al., Bioinformatics 2012) . In the same work we devel-
oped rigorous means of carrying out such comparisons. I will present results
obtained from applying this approach to do a thorough assessment of a selec-
tion of ENMs. We find consistent differences between the ENMs. However,
the differences do not always follow a priori expectations based on the models
complexity. Rather, even some of the simpler ENMs give good approximations
to the covariances obtained from Molecular Dynamics. Often this comes at the
cost of less reliably predicting the atomic fluctuations that have commonly been
used for parameterization and validation. Lastly, we find that the use of B-fac-
tors for parameterization or validation warrants particular care, as the common
approach for doing this favors ENMs that constrain collective motion.
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CG models for biomolecules and lipids are widely established but often suffer
from a lack of transferability between different systems and to different envi-
ronments. Furthermore, the combination with atomistic force fields in hybrid
AA/CG multiscale models is often challenging. To alleviate these problems,
we have previously developed the PRIMO coarse-grained force field. Here,
the extension of PRIMO to membrane environments, PRIMO-M, is presented.
The membrane environment is modeled implicitly with the heterogeneous
dielectric generalized Born methodology that simply replaces the standard
generalized Born model in PRIMO without further parameterization. The re-
sulting model was initially validated by reproducing amino acid insertion
free energy profiles. Membrane proteins with 148-661 amino acids show stable
root-mean-squared-deviation between 2 and 4 A˚ for most systems. PRIMO-M
was able to predict tilt angles of several transmembrane helical peptides that are
in good agreement with experimental or other simulation data. The association
of two glycophorin A helices was simulated using replica exchange molecular
dynamics simulations yielding the correct dimer structure with a crossing angle
in agreement with previous studies. Finally, the conformational sampling of
influenza fusion peptide also generates structures in agreement with previous
studies. Overall, these findings suggest that PRIMO-M can be used to study
membrane bound peptides and proteins and validates the transferable nature
of the PRIMO coarse-grained force field.
Large-Scale Organization of Domains and
Chains
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The stringent response is a physiological response that occurs when bacterial
cells encounter nutritional stresses such as amino acid starvation or fatty acid
