Abstract-This paper proposes a novel representation space for multimodal information, enabling fast and efficient retrieval of video data. We suggest describing the documents not directly by selected multimodal features (audio, visual, or text) but rather by considering cross-document similarities relative to their multimodal characteristics. This idea leads us to propose a particular form of dissimilarity space that is adapted to the asymmetric classification problem and, in turn, to the query-by-example and relevance feedback paradigm, widely used in information retrieval. Based on the proposed dissimilarity space, we then define various strategies to fuse modalities through a kernel-based learning approach. The problem of automatic kernel setting to adapt the learning process to the queries is also discussed. The properties of our strategies are studied and validated on artificial data. In a second phase, a large annotated video corpus (i.e., TRECVID '05) indexed by visual, audio, and text features is considered to evaluate the overall performance of the dissimilarity space and fusion strategies. The obtained results confirm the validity of the proposed approach for the representation and retrieval of multimodal information in a real-time framework.
D
ETERMINING semantic concepts by allowing users to iteratively and interactively refine their queries is a key issue in multimedia content-based retrieval. The Relevance Feedback (RF) loop allows the building of complex queries made out of documents marked as positive and negative examples. From this training set, a learning process has to create a model of the sought concept from a set of data features to finally provide relevant documents to the user. The success of this search strategy relies mainly on the representation spaces within which the data is embedded, as well as on the learning algorithm operating in those spaces. These two issues are also intrinsically related to the problem of adequately fusing information arising from different sources. Various aspects of these problems have been studied with success for the last few years. These include works on machine learning strategies such as active learning [6] , imbalance classification algorithms [41] , automatic kernel setting [40] , or automatic labeling of training data [37] . Theoretical and experimental investigations have been achieved to determine optimal strategies for multimodal fusion: Kittler et al. and R. Duin studied different rules for classifier combination [18] , [11] ; Wu et al. proposed the superkernel fusion to determine the optimal combination of features for video retrieval [35] . In [16] , Maximum Entropy, Boosting, and SVM algorithms are compared to fuse audio-visual features. A number of further relevant references may be found into the Lecture Notes Series on Multiple Classifier Systems [25] .
All of these studies have in common the fact of considering feature spaces to represent knowledge on the multimedia content. This representation requires dealing with many high-dimensional spaces in parallel expressing the multimodal characteristics of the documents. This mass of data makes retrieval operations computationally expensive when dealing directly with features. For instance, the simple task of computing the distance between a query element and all other elements becomes infeasible in a reasonable time when involving hundreds of thousands of documents and thousands of feature space components. This problem is even more sensitive when similarity measures are complex functions or procedures such as prediction functions for temporal distances [4] or graph exploration for semantic similarities [28] . The diversity of the features involved is also a difficulty when dealing with fusion and learning. Indeed, the multimedia descriptors may be extracted from visual, audio, or transcript streams using various operators providing outputs such as histograms, filter responses, statistical measures, or symbolic labels. This heterogeneity requires building a complex learning setup that needs to take into account all the variety of the features' mathematical and semantic properties [29] , [38] .
An alternative solution is to represent documents according to their similarities (related to one or several features) to the other documents rather than to a feature vector. Considering a collection of documents, the similarity-based representation, stored in (dis)similarity matrices or some distance-based indexing structures [7] , characterizes the content of an element of the collection relative to a part of or the whole collection. Recent studies have been published for document retrieval and collection browsing by using precomputed similarities. In [2] , Boldareva et al. proposed to index elements relative to their closest neighbors, i.e., those who have the best probabilities to belong to the same class. This provides them with a sparse association graph structuring the multimedia collection and allowing fast retrieval of data. In [15] , the idea of nearest neighbor networks is extended by creating edges for every combination of features. The resulting graph, called NN k , permits browsing the data collection from various viewpoints corresponding to the multiple features. As pointed out by authors, the similarity approach provides a convenient way for multimodal data fusion, since adding new features simply consists of adding new distances to the same representation framework. It is also noted that the offline computation of similarities enables fast accesses and scalable content-based multimedia retrieval systems.
Keeping the advantages offered by similarity-based representations, we wish to go further and propose solutions that go beyond the classical nearest neighbor approaches. As a user's judgements are supposed to be taken into account, it is indeed crucial to let this feedback modify interdocument similarities accordingly. Our goal is then to introduce adequate nonlinear learning techniques (such as SVM or boosting) in order to benefit from their good ability to adapt low-level representation spaces to semantic concepts [30] , [31] .
In [27] , Pekalska et al. introduced the idea of dissimilarity spaces where objects are no longer represented by their features but by their relative dissimilarities with respect to a set of selected objects. This set actually defines a new basis where dissimilarities are considered as features. As a consequence, standard machine learning techniques, originally designed for features, are also available in dissimilarity spaces. The technique has already been used for object recognition [26] or image retrieval [22] . In [3] , we proposed to use dissimilarity spaces to fuse multimodal information and to retrieve video documents. This communication constitutes a preliminary study of the work reported here. Precisely, we investigate more deeply various aspects of the design of a dissimilarity-based multimedia retrieval system here. These aspects may be divided into three main contributions:
1. Definition of low-dimensional dissimilarity spaces. We aim at deriving from the general definition of dissimilarity spaces a specific construction adapted to the retrieval problem. In particular, we concentrate on the Small Sample Learning and Asymmetric Learning problems while maintaining the low dimensionality of the representation to allow fast retrieval. 2. Learning in dissimilarity spaces. We consider the user queries being formulated in terms of positive and negative examples that then form a training set. A machine learning algorithm, a kernel-SVM in our case, is used to learn the sought concepts from this training set. A major difficulty arises from the fact that the proposed dissimilarity space is query-dependent, which implies adapting SVM parameters online (particularly the kernel parameters). We propose an empirical scale measure to automatically tune the kernel parameters to the user query content.
3. Multimodal fusion strategies. Dealing with multimedia objects leads to building a set of dissimilarity spaces related to the multimodal signals composing them (e.g., visual, audio, and textual signals). The optimal fusion of these spaces is an open issue. We develop several strategies that combine both dissimilarities and SVM outputs to effectively determine which of the fusion schemes provides an effective multimodal search engine. All these points are developed in detail organized by the following outline: Section 2 exposes the general idea of the dissimilarity spaces and our solution to adapt it to the problem of content-based retrieval of multimodal data. In Section 3, we address more specifically the machine learning issue. After having observed how linear and nonlinear learning behave both in dissimilarity and feature spaces, kernel-based SVM is proposed to solve the retrieval task. Consequently, an automatic kernel parameter setting is derived to enable the SVM to adapt online to the user feedback. In Section 4, various strategies for multimodal fusion are detailed. Section 5 proposes an evaluation of the strategies on both artificial data and real videos, e.g., the TRECVID 2005 corpus, and assesses the usability of the algorithms for video retrieval. Finally, Section 6 opens perspectives on the newly proposed techniques.
DISSIMILARITY REPRESENTATION FOR INTERACTIVE RETRIEVAL
In a query by example retrieval system, users formulate complex queries by iteratively providing positive and negative examples in an RF loop. From this training data, the aim is to perform, at each step of the RF loop, a realtime dissimilarity-based classification that will select the most relevant documents from within the entire collection. In this section, we recall the dissimilarity space initially introduced by Pekalska et al. in [27] and show how it may be adapted to provide us with a low-dimensional approximation of the original feature space where an efficient classification may be performed.
Dissimilarity Space
Let dðx i ; x j Þ be the distance between elements i and j according to their descriptors x 2 F. The space F expresses the original feature space. The dissimilarity space D is defined relative to a set of elements ¼ fx 1 ; . . . ; x N g by the mapping dðx; Þ : F ! IR N :
The representation set is a subset of N objects against which any element of the entire collection will be evaluated. The new "features" of an input element are now the values of dissimilarity with the representation objects . As a consequence, learning or classification tools for feature representations are also available to deal with the dissimilarities. The dimensionality of the dissimilarity space is equal to N (the cardinality of ) and controls the quality of the approximation made on the original feature space. For instance, assuming a euclidean dissimilarity measure, it is possible to recover up to a rotation the original m-dimensional space F from D whenever N ! m [9] . On the contrary, the representation is incomplete when N < m in the sense that only an approximation of F can be recovered. In our problem, however, we are interested in detecting relevant documents and not in computing exactly F from D . A well-chosen space of low dimension would be probably more effective for learning processes as it avoids the curse of dimensionality problem and reduces the computation load. The selection of a "good" representation set may be driven by considerations on the particular learning problem we are dealing with, as shown in Section 2.2.
A Query-Based Representation Set
As mentioned before, the RF strategy consists of gathering a user's judgements indicating, for some documents, whether they are relevant or irrelevant to the user request. This set, denoted T , is called the query and is composed of positive and negative subsets, respectively:
The query T is used to train a machine that will produce a ranking of documents relative to their relevance to the query. This ranking is then presented to the user who, in turn, enriches the training set by adding new positive and negative examples chosen among the hit list. These two steps are iterated until the search converges to a satisfactory result.
At first glance, the training stage at each step of the RF strategy seems to consist in solving a traditional learning problem. However, as mentioned by Zhou et al. [41] , specific difficulties arise from the RF protocol:
Asymmetric learning. The class configuration in feature space is generally asymmetric. This situation is known as the ð1 þ xÞ class setup, where the one class, presumably wellclustered in the feature space, corresponds to the sought documents (positive class), whereas an unknown number x of classes, partially represented by negative examples, is supposed to model all irrelevant documents. Classical learning approaches, by applying a symmetric treatment to all classes, are not really efficient for such a setup. As displayed in Fig. 1a , learning the negative classes, while being feasible using traditional nonlinear learning machines, becomes challenging when only few samples are available. Facing this particular situation then leads to developing dedicated algorithms such as the Biased Discriminant Analysis (BDA) [41] or one-class SVM [8] . These approaches take into account that only the positive class is of interest and involve discriminant criterion enforcing only the positive class compactness while just keeping negative samples away.
Small sample learning. The training set fed back by the user is generally small and incomplete. The given examples are more likely to be only partially representative of the class distributions. This especially concerns the negative classes, which might be severely undersampled. In that context, generalizing the learning over unlabeled areas of the space is quite hazardous and should encourage us to enforce precision rather than recall, i.e., to prevent from false positive rather than miss detections so as to minimize the number of negative documents populating the top of the hit list.
We now show how these two problems may be addressed by using dissimilarity representation. The mapping of data in a dissimilarity space offers us the possibility to turn the asymmetric configuration into a more classical binary setup. By selecting the representation set as the set of positive examples P, we obtain a representation space D P where elements are only considered from the point of view of their distances to the positive class representatives:
We can easily show that a built-in property of D P is to transform the asymmetric classification setup such that it becomes linearly separable. Let us consider the Fisher class separability criterion measuring how well P and N are linearly separable in the original feature space F :
where covariances S b and
w are respectively between-and within-scatter matrices for the positive and negative classes, whereas " x À , " x þ are negative and positive class centroids.
For a given covariance S w , the criterion J F trivially says that the data are linearly separable whenever the two classes do not overlap ðJ F > 1Þ. Alternatively, when the two centroids tend to coincide ðJ F ! 0Þ, we either face an asymmetrical setup (in that case, trS Let us now consider the same criterion in the dissimilarity space D P , where class centroids are denoted as
Considering the triangle inequality, J D is lower bounded by
The separability criterion
measures the compactness of P, whereas
is linearly separable in the corresponding dissimilarity space D P as much as P has a compact distribution and/or the negative samples are spread around positive samples in the original feature space (Fig. 1b) . Another interesting feature of the space D P is its dimensionality. As the positive examples are provided by the user, their number is inherently limited to a few dozen documents. Consequently, it readily induces to work in a low-dimensional space of p ¼ jPj components, more suited for Small Sample Learning.
Finally, from an implementation point of view, it is worth noting that D P was to be rebuilt for every new user query. One may think that this online indexing is prohibitive for real-time retrieval. However, as long as the complete dissimilarity matrix is known, the reindexing consists only in reading all dissimilarity entries associated with elements from P. This operation is linear in the size of the database whenever those dissimilarities are contiguous in memory. The storage space required for the dissimilarity matrix is, however, effectively quadratic. Although we clearly look at reducing this cost, empirical calculations show that it still permits indexing for approximately 500,000 entries using current standard HD. Beyond this size, distance-approximating embedding such as FastMap [12] , MetricMap [34] , or BoostMap [1] may be considered as a potential solution to dramatically reduce the size of the dissimilarity indexes. Metric trees, such as M-trees [39] , might also be of interest whenever the triangle inequality applies to the dissimilarity measures. How to couple these techniques with our dissimilarity spaces and the potential negative or positive effects on the retrieval efficiency has not yet been investigated and thus will not be reported in this article.
CLASSIFICATION IN DISSIMILARITY SPACE
We have shown that linear machine learning is able to solve the ð1 þ xÞ setup when data are projected in the dissimilarity space D P . However, the ð1 þ xÞ setup is an ideal case, whereas a more realistic configuration is rather that positive instances are distributed over several clusters surrounded by negative elements. We may note this configuration as ðc þ xÞ, where c is the unknown number of positive clusters (though strictly speaking, there is only one positive class distributed over the c clusters). The following section displays various class configuration setups (linear, ð1 þ xÞ, and ðc þ xÞ) and show how linear and nonlinear SVM algorithms behave in feature and dissimilarity spaces.
Linear and Nonlinear SVM Learning
For any input vector z, the SVM decision function is the following weighted sum over the support vectors z i [32] :
The kernel k defines the nonlinearity of the classifier (simplified to a dot product for the linear case). For nonlinear kernels, we restrict our study to the generic RBF kernel, kðx; yÞ ¼ e À jxÀyj 2 2 2 . A mere classification task would involve taking the sign of fðzÞ, but because we are dealing with retrieval and are interested in obtaining a ranked list, the decision function is directly used to sort data according to their relevance to the positive class.
As shown by the Fisher criterion J D (3), a linear classifier is sufficient to separate data when we assume a strict ð1 þ xÞ setup. Fig. 2 displays a toy example depicting such a configuration. The decision function estimated with a linear SVM in the dissimilarity space (Fig. 2a) is similar to that obtained with an RBF SVM in feature space. Both approaches are able to separate the positive cluster from the negative examples. Let us now have a look at situations differing from the ð1 þ xÞ configuration. Fig. 3 presents results on a linearly separable problem. The decision functions obtained with a linear SVM in dissimilarity space and an RBF SVM in feature space again show similarities (Figs. 3a and 3b). In both cases, the positive area is localized around the positive examples, restricting relevance to regions close to the positive examples (overfitting behavior). Unsurprisingly, the optimal hyperplane generalizing the learning over the whole space is estimated through a simple linear SVM operated in feature space (Fig. 3c) . However, the decision function actually predicts the most relevant areas at infinity within the positive half space, which is not satisfactory from a retrieval point of view.
The ðc þ xÞ configuration, more representative to real cases, is depicted in Fig. 4 . In this setup, the positive examples are located in c distinct clusters. A linear discrimination in dissimilarity space assumes only one positive cluster, providing a decision function misinterpreting the real distribution of the positive elements (Fig. 4a) . It is worth noting that, contrary to the two previous examples, this last result differs totally with the one obtained through a RBF SVM in feature space (Fig. 4b) . In this case, the two positive classes are effectively distinguished. A similar result might be obtained in dissimilarity space by learning with a RBF SVM (Fig. 4c) . In that case, the one positive class assumption is alleviated by the nonlinearity of the classifier.
In the light of these three examples, it appears that nonlinear SVM is a reasonable choice to learn in dissimilarity space real-world distributions that do not conform to the ð1 þ xÞ setup. In the following, we expose our motivations to use RBF kernel and propose a solution for its automatic setting.
Automatic Scale Setting
A major consequence of the query-induced dissimilarity space is its variability: Query after query, the data representation changes as the set P is augmented by the user. From a machine learning point of view, this requires to set algorithm parameters every time a new dissimilarity space is generated, that is to say, on the fly at each RF loop.
In the following, we define how to automatically adapt the RBF kernel scale parameter to the dissimilarity space modifications. This parameter has a direct geometric interpretation as it fixes the scale of integration of information within the feature space. This property allows us to deter-mine a heuristic strategy for kernel setting from training data, as explained below.
The kernel selection and setting is a critical issue to successfully learn semantic models from queries. It actually decides upon the classical trade-off between overfitting and generalization properties of the classifier and hence is very dependent of the considered representation space. This difficulty has sparked growing interest in recent years and several methods have been proposed to automatically select optimized kernel, such as Kernel Alignment [10] , Hyperkernel [23] , or Empirical Feature Space [36] . These methods rely on the optimization of criteria (called quality functionals in [23] ) in kernel spaces according to the given training set. Therefore, they impose a non-negligible computational overhead for a result strongly dependent on the size and the quality of the training set. In the RF framework, these optimization-based approaches are thus prohibited because of the small number of training examples and the real-time constraint but may inspire some empirical approximation of the quality functional objectives.
Directly derived from the Kernel Alignment is the Kernel Partial Alignment (KPA), specifically designed to cope with the class asymmetry problem [40] . It can be viewed as a measurement of the clusterization of the positive class in the kernel-induced space: [Insert inline graphics here]
The KPA criterion has two objectives: First, it enforces generalization within a positive class by maximizing P i;j2P kðx i ; y j Þ. In that sense, it favors the recall of the retrieval. The second objective consists in clearly separating the positive from the negative elements by minimizing P i2P;j2N kðx i ; y j Þ, which, in turn, should enhance the precision of the search. However, as already said, optimizing (5) directly implies a computational effort not compatible with the RF protocol. In place, an empirical scale setting may be derived that follows the same goals as the KPA criterion.
Assuming the kernel k is an RBF function, the KPA criterion (5) tells us that a "good" scale magnitude is upper bounded by a value proportional to the class margin. The bound ensures that kernels centered on positive samples would not overlap negative elements. Thus, setting the scale to this bound provides us with a kernel width as large as possible to cover positive examples without overlapping the negative class.
A possible approximation of this margin may be
where fd þ i ; i ¼ 1; . . . ; pg denotes the positive examples and fd À i ; i ¼ 1; . . . ; ng the negative examples in D P . This measure considers the median of all distances separating each positive sample from its closest negative. The median operator is preferred to the mean as it introduces robustness against positive or negative outlier elements. A small value of means that the two classes are close to each other or overlap. Therefore, the scale parameter has to be reduced so as to minimize the right-hand term in (5) . On the other hand, a large value of indicates a large separation between the two classes, meaning that the kernel has to be broadened to maximize the within term in (5) .
From the class margin measurement , an empirical scale may be derived:
where the parameter C controls the trade-off between overfitting and generalization, i.e., precision versus recall.
As stated before, we would like to enforce precision. We fix C ¼ 1=2 so as to impose that the majority of negative samples remains out of the bandwidth of kernels centered on positive examples and thus are pushed away in the rank list.
MULTIMODAL DISSIMILARITY SPACE
A multimodal description of multimedia data provides a number of feature spaces (one or more per modality). Each of them leads to a dissimilarity matrix containing pairwise distances between all documents, which are now referred by several dissimilarity measures that could be partially dependent. The success for interpreting a user query relies on the effective use of all information sources, as well as their interdependencies. In the following, we discuss the different strategies to design a multimodal representation of data based on the dissimilarity spaces previously introduced. We note d fk the distance measure applied to the feature space F k and assume that dissimilarity matrices are known for M feature spaces. Then, given a set of positive examples P, M monomodal spaces D 
SUM Strategy
A first way to fuse modalities would be to make the summation of all monomodal distances resulting in building a multimodal dissimilarity space. An SVM classification could then be directly applied in that space. However, the individual dissimilarity spaces need first of all to be properly scaled in order to sum homogeneous data. Following the discussion in Section 3, the multimodal dissimilarity vector d is defined as
where fk is the empirical scale (see (7)) computed in dissimilarity space d f k . Consequently to rescale all monomodal spaces, the scale of the RBF kernel embedding d is set to 1.
It is worth noting that the dissimilarity space dimension is independent from the number of original feature spaces as it is always equal to p ¼ jPj. This is a definite advantage when M is large, but on the other hand, one can object that the linear sum does not make sense for fusing features, especially when it deals with many sources of information. Moreover, the sum operator is sensitive to noisy and uninformative modalities, which will corrupt any further classification operations.
CONC Strategy
To overcome these difficulties, we can consider that the fusion is carried out a posteriori through the classifier, which operates directly on the various multimodal components. The multimodal space is then formed by concatenating all monomodal spaces, each element being represented by a multimodal dissimilarity vector:
Again, an SVM with RBF kernel is used, but considering the heterogeneity of the multimodal components, the scalar scale parameter is replaced with a covariance matrix, e.g., kðx; yÞ ¼ e
À1 ðxÀyÞ , with A, the diagonal matrix
where
so as to allow independent scaling for each p-dimensional dissimilarity space. The scale f k is estimated in D f k P with (7). This solution has the advantage of leaving the fusion decision to the training process. However, it imposes to work in a higher dimensional space where the estimation of the class distributions from a small training set may be less reliable.
HIER Strategy
Finally, we can adopt a more general fusion scheme where the input of the multimodal space is made of outputs of base classifiers. This hierarchical solution is known as the general combining classifier [11] , [35] :
where g k ðÁÞ denotes the decision function of the base classifier for the kth modality. The fusion algorithm is then split into two steps: First, individual classifiers are trained on their respective dissimilarity spaces: An RBF SVM with automatic scale selection computed with (7) is used. The real-valued classifier outputs are then used as input of a super classifier, which takes the final fusion decision. Its role consists in combining the monomodal classifiers so as to extend the learning function according to all the soft decisions taken within each modality. Here, a Gaussian kernel is used again. Setting it dynamically, the scale parameter remains an issue not addressed in this study. However, as the output of each monomodal classifier ranges from around À1 to 1, we consider in a first approximation that the training examples' distribution is not varying drastically from one query to another. In that respect, the scale adaption is less crucial and might be set to a fixed value. We choose ¼ 1 as we empirically observe that such a setting provides an average satisfactory performance, though results may not be optimal individually. For the completeness of evaluation, we also propose a linear variation of the HIER strategy, called HIERLin, where the base classifiers are linear SVM. This restricts the classification problem to be ð1 þ xÞ in each monomodal space but avoids the empirical scale setting. The superclassifier, however, remains an RBF SVM, as the fusion of modalities does clearly not conform to a linear setup.
The general combining classifier presents the advantage to work in low-dimensional spaces, where decisions are first taken independently without being polluted by possible uninformative features and then combined to aggregate multimodal information. However, it imposes M þ 1 classifications, leading to a non-negligible computational overhead which may penalize the workflow during the online interactive retrieval.
EXPERIMENTATION
The following experiments have been carried out to evaluate all aspects of the proposed strategies for RF multimodal information retrieval. For that purpose, we have considered artificial feature and dissimilarity spaces in order to evaluate and assess the algorithms in a controlled setup. For the second stage, the algorithms were confronted to a real and difficult video retrieval benchmark, namely, the TRECVID '05 benchmark (detailed in Section 5.1).
The experimentation section is composed of two parts: First, the monomodal query-based dissimilarity representation is compared to the classical feature representation in terms of learning ability using standard classifiers. The automatic kernel setting is evaluated as well. Then, the multimodal fusion strategies are evaluated, so as to determine for each of them their effectiveness, learning efficiency, and robustness.
Video Database and Features
Evaluations on real data are based on the international benchmark for video information retrieval TRECVID. Year after year, the TRECVID workshops propose a large corpora of videos that are manually annotated so that shot and story segmentations and labeling are available. In the sequel, TRECVID '05 is considered [24] . This corpus is composed of 169 hours of multilingual TV broadcast news (English, Chinese, and Arabic), roughly equally divided into a development set and a test set. The development set comes with annotations at the shot level drawn from a list of semantic concepts (listed in Table 1 in Section 5.3.2). The two sets are used to perform various tests such as shot segmentation, low-level and high-level semantic feature extraction, or searching for particular topics (ad hoc search).
In our setup, video documents are segmented into around 89,500 segments using the common shot reference. These shots are considered as individual and independent documents. This means that no contextual information is taken into account and that a shot description is restricted to its audiovisual content (e.g., visual, audio, and speech 1 information).
The Search Task, as defined in TRECVID '05, consists of retrieving shots that are relevant to some predefined queries (called topics). There are 24 topics concerning people (person-X queries), objects (specific or generic), locations, sports, and combinations of the former. For each topic, keywords, pictures, and several video shots (4-10) from the development set are provided as positive examples, whereas the ground-truth (obtained by pooling) concerns only documents from the test set. Further details about the Search Task may be found in [24] .
During the experimentation, we only considered video shots of the development set as positive examples (keywords and additional pictures were not used). The positive examples are completed with 10 negative examples randomly selected from within the test set. Starting with this initial query, an RF loop is initiated by adding to the query up to 10 new positive and negative examples returned in the 1,000-entries hit list. The process is repeated 10 times. Following the TRECVID evaluation protocol, the performance was measured at every iteration by Average Precision (AP) at 1,000. The AP is the sum of the precision at each relevant hit in the retrieved list, divided by the minimum between the number of relevant documents in the collection and the length of the list (1,000 in our case). The Mean Average Precision (MAP) is the AP averaged over several topics and is used when appropriate. In addition to the algorithm performance, a baseline consisting in randomly retrieving documents is always provided.
The multimodal feature and dissimilarity spaces are derived from the six following textual and audiovisual features:
. color histogram, 4 Â 4 Â 4 bins in HSV space, . motion vector histogram, 66 bins quantization of the MPEG block motion vectors [17] ,
. local features, SIFT descriptors extracted around the Lowe salient points [19] , . face detection [33] , . word occurrence histogram (vector space model), and . dominant audio features [13] . The distance measure used over color and motion histograms is the euclidean distance. An approximation of the minimal matching distance is applied over local features to determine partial similarities [20] . Euclidean distance in the 30-dimensional eigenface space provides the similarity between the detected faces. Cosine distance is used for the vector space model, and finally, the audio similarity measure proposed in [13] is used for audio features.
Monomodal Dissimilarity Space Evaluation
This section concentrates on evaluating the dissimilarity space in itself. We have considered both artificial and real data to test various learning machines in dissimilarity spaces to compare with feature space and to evaluate the automatic scale selection for RBF SVM.
Artificial Data
Two baseline learning techniques (i.e., k-NN and linear SVM) are compared both in the original space and in the derived dissimilarity space. For that purpose, a 10-dimensional feature space is generated with a positive class drawn from a centered Gaussian distribution Nð0; P Þ and a negative class uniformly distributed around the positive class (see Fig. 5 and for a growing number of examples. The curves support the discussion in Section 3: In the original space, the problem cannot be solved using a linear classifier (linear SVM in feature space) and requires a large number of examples to be solved with k-NN. On the other hand, learning in dissimilarity space may be efficiently done using either linear SVM or k-NN and few training samples as the nature of the classification problem has changed to a simpler binary one.
Next, we consider an RBF SVM to learn the query in the dissimilarity space. Our goal now is to evaluate the empirical scale setting strategy proposed in Section 3.2. Several feature and dissimilarity spaces are generated by varying the spread P of the positive class to make the data more and more intricate. Fig. 7 compares retrieval performances and scale values for various automatic scale setting strategies: KPA ð KP A Þ, leave-one-out cross validation ð CV Þ, empirical scale measure emp (7), and fixed scale ð ¼ 100Þ. The queries are composed of 10 positive and 10 negative examples. Unsurprisingly, the performance decreases as the classes overlap, and the time consuming leave-one-out cross validation yields better results in difficult situations (Fig. 7a) . We observe, however, that empirical scale estimation and cross validation provide similar performance and outperform kernel alignment or fixed scale. Moreover, we notice in Fig. 7b that emp and CV have a similar decreasing trend as the two classes become less and less separable. In contrast, KP A takes into account both the effective spread of the positive class (width increases as P grows) and the positive/negative class separation (decreases as class separation becomes tight). This results in a less effective scale estimation of lower magnitude.
Real Data
Finally, we propose to evaluate the approaches on the TRECVID '05 Search Task. Among the six video descriptors listed in Section 5.1, we consider the 64-bin color histogram to evaluate monomodal dissimilarity space. Though color information in itself is obviously inadequate to efficiently retrieve the high-level topics of the benchmark, it is however sufficiently meaningful to retrieve fractions of the relevant documents and to figure out trends and behaviors of the proposed learning methods. Moreover, the use of color histogram allows an easy comparison of the feature and dissimilarity spaces since a simple RBF kernel may be directly used in the feature space.
The real data evaluation is conducted in two stages: First, we assess RBF SVM learning in dissimilarity space using automatic scale selection. Then, we compare this method to a linear SVM in dissimilarity space and an RBF SVM in feature space. Fig. 8 shows MAP performance when the scale of the kernel is set to emp (7) or to some fixed value. This result clearly indicates that adapting the scale to the queries (and to the derived dissimilarity space) permits to keep highprecision results whatever the query. On the other hand, fixing to predefined values does not allow reaching such a level of precision for all RF iterations: In some configurations ( ¼ 10 and ¼ 0:01) and after several iterations, the performance drops to a level equal or even below the random guess baseline, making the retrieval process completely inefficient.
In the next experiment (Fig. 9) , we compare the dissimilarity-based approach with linear and RBF kernel to the feature-based method with RBF kernel. In both spaces, the RBF kernel parameter is set to emp . To calculate emp in the feature space, d þ and d À are replaced with the corresponding feature vectors x þ and x À in (7). The three approaches behave similarly for the first iterations (up to iteration 3), when few examples are available. At the first iteration (no feedback provided), we observe that linear SVM performs slightly better ðMAP ¼ 0:012Þ than RBF SVM ðMAP ¼ 0:010Þ and RBF SVM in feature space ðMAP ¼ 0:008Þ. These results confirm the fact that a simple linear learning in dissimilarity space is able to handle a complex asymmetric setup in feature space and even outperforms feature-based nonlinear SVM when scarce training samples are provided. As the training set grows, nonlinear learning performance increases. We note that RBF SVM in dissimilarity space clearly outperforms both the linear learning and the feature-based approach. It is interesting also to note that linear learning in dissimilarity space tends to provide results comparable to the RBF SVM in feature space as the number of RF loops increases.
To sum up this evaluation section, all results obtained seem to confirm the advantage of using dissimilarity spaces to learn asymmetrical setup rather than feature space. Moreover, we validated the fact that adapting the kernel to the dissimilarity space is crucial when learning with RBF SVM, and we validated the proposed empirical scale setting as an effective and tractable adaptive solution.
Multimodal Fusion Evaluation
The next step of the evaluation consists in studying in detail how the combination of modalities might improve the retrieval efficiency. In particular, we study how fusion algorithms behave when the number of modalities varies, when classes become less and less separable, when corrupted modalities are mixed to informative source channels, and, finally, what their respective performances are when faced with a real video retrieval problem.
Artificial Data
To better understand the implemented fusion processes in various situations, tests are first performed on artificial data. Using the toy example described in Fig. 5 , M monomodal feature spaces are produced with various width values of the positive class extent ð P Þ. Recalling that the magnitude of P determines the separability of the two classes, we can modulate the amount of information carried by the different spaces.
For the following experiments, the training set is always composed of five positive and five negative examples. It is worth noting that the three above definitions, denoted, respectively, as (8) SUM, (9) CONC, and (10) HIER, become clearly equivalent when only one modality is considered.
We first compare the efficiency of the algorithms to fuse more and more channels. Each monomodal space is generated with different class configurations. This is achieved by randomly setting P from a Gaussian distribution Nð120; 10Þ so that spaces are more and less informative relative to the positive class. Fig. 10 gives the AP performance. The HIER and SUM strategies are effectively able to gain from the addition of information sources, whereas the learning within the CONC space suffers from the increase of the dimensionality induced by the concatenation of new modalities.
The second test consists of judging the ability to discriminate positive elements (Fig. 11) when classes overlap. For that purpose, the width P is drawn from sliding probability distribution Nð" P ; 10Þ, with the average width " P going from 90 to 160. The number M of modalities involved is set to 10. The HIER strategy exhibits the best discriminative behavior when the data becomes hard to separate. These results are followed by the SUM approach, which finally gives an acceptable performance compared to the CONC space. The reasons of the CONC's underperformance could be again attributed to the problem of the curse of dimensionality, which is even more sensitive for the SVM classification in case of low signal-to-noise ratio [14] .
The last test concerns the robustness of the fusion algorithms to corrupted modalities. This problem is simulated by replacing more and more modalities by totally uninformative feature spaces (where the data samples are drawn from the same uniform distribution). For the remaining noncorrupted spaces, the classes are set to be separable (small P ). As expected, only the HIER algorithm is robust to corrupted channels, whereas the performances of the others drop quickly as the number of uninformative spaces become the majority of the available sources (Fig. 12) . As pointed out in Section 4.1, this result confirms that the SUM space is particularly sensitive to unreliable information.
Real Data Experiments
We now report experiments conducted on the TRECVID videos. For the completeness of the report, both high-level (semantic) feature extraction 2 and topic search tasks are considered. A performance comparison with approaches proposed by TRECVID '05 participants may be found in [24] .
We consider retrieving the 39 concepts (defined in [21] ) used to annotate video shots of development set (see the list in Table 1 ). The queries are composed of 20 positive and 20 negative examples. For a given concept, the AP is averaged over 10 randomly selected query instances. The MAP is then computed by taking the mean AP over all concepts. The fusion strategies are compared together and against monomodal searches. The results are presented in Table 1 .
Comparing first the monomodal search performance, we observe that the visual features (color, faces, and salient features) are more informative than the others. This confirms that the TRECVID concepts are mainly correlated to visual content. The face feature performs surprisingly well, but it is essentially due to some concepts strongly correlated to the presence of people in the scene ("Face," "Person," and "Studio"). On the contrary, the color information is in general more reliable. Finally, we can note that none of the features goes below the random guess baseline, which, in this case, may indicate a counterproductive effect on the overall system. The MAP estimated over the 39 concepts indicates clearly that the HIER strategy is the best way to fuse modalities. Its performance is globally far better than HIERLin, CONC, and SUM. Moreover, its behavior is quite stable since it outperforms other fusion techniques for 28 concepts and best monomodal search for 31 concepts (out of 39). We observe also that CONC and SUM fusion strategies have globally equivalent performance and outperform monomodal searches. Careful inspection of these results reveal that the fusion processes are in general not reliable since both CONC and SUM underperform the best monomodal searches for 27 and 21 concepts (out of 39), respectively. As for HIERLin (hierarchical fusion with linear monomodal classifiers), the performance largely remains low compared to other strategies, and moreover, it never benefits from multimodality, with a notable exception for the "Face" concept. This result indicates that, in a realistic configuration, the ð1 þ xÞ assumption underlain by the linear learning does not hold in general. When the assumption holds, however (as for the "Face" class characterized with a low visual intraclass variance), the linear implementation performs effectively.
The next evaluation is conducted on the TRECVID '05 Search Task. We follow the protocol detailed in Section 5.2.2. In particular, documents are incrementally retrieved through an RF loop. The MAP is measured at each RF loop and monomodal searches (Fig. 13a) are compared with fusion strategies to measure the benefit raised from the combination of all modalities (Fig. 13b) .
Examining monomodal results first, the figure is radically different from the previous experiment. We note now that text (ASR) is the most reliable information source. We also note that low-level audiovisual information (color, motion, and audio) also permits retrieving a significant fraction of relevant documents. On the other hand, highlevel visual features, e.g., face similarities and visual saliency, provide contrasted results: Though they perform comparably to motion or audio features for the first iterations, their global performance falls under the random guess precision as the number of examples grows. This behavior indicates that the retrieval model converges to a specific class of content (e.g., faces and objects) that excludes a significant part of relevant documents from the hit list. This data remains unseen from the SVM during all RF loops, thus preventing the retrieval model to generalize to all visual aspects of the sought topics.
We now look at fusing modalities. Fig. 13b displays the results obtained with the three strategies. Additionally, we also report a random guess curve as a low baseline and the ASR curve as a high baseline. Fusion has an interest whenever it outperforms the best monomodal results (ASR in our case).
The results obtained are particularly clear. Compared to the ASR curve, only the HIER strategy provides significant improvement. Slight improvement is measured using HIERLin, whereas CONC and SUM remain below the "ASR only" MAP. This experiment seems to indicate that CONC and SUM are not robust to underperforming modalities, contrary to HIER, and to a lesser extent HIERLin. To definitively confirm this fact, the same experiment is conducted by removing the two corrupted modalities and fusing only reliable information (Fig. 13c) . We now note that all strategies really benefit from the fusion, though HIER and HIERLin still outperform the SUM and CONC strategies. It is worth noting also that, surprisingly, HIERLin outperforms HIER after iteration 5, indicating that the problem is linearly solvable as the dimensionality of the dissimilarity spaces increases (the growth is induced by the training set expansion). Finally, the most important observation is made by comparing the HIER performance in Figs. 13b and 13c . Fusing the six modalities (with two corrupted) is more effective than using only the reliable channels. This shows that HIER is able to add only positive contributions from each modality even when this contribution is very moderate.
Finally, we compare the HIER fusion strategy when applied directly in feature spaces and in the corresponding dissimilarity spaces (let us note that this hierarchical approach for fusing feature spaces has been already proposed in [35] and is considered as a baseline technique). For the six feature spaces, RBF-kernels of base classifiers are adapted to their respective distance measures, k d ðx; yÞ ¼ e À dðx;yÞ 2 2 , as suggested in [5] . Similar to dissimilarity space, the scale parameter is estimated for each query by (7) . The results shown in Fig. 14 indicate that the HIER strategy is also performing well in the original feature spaces (it actually largely outperforms the ASR search). However, the MAP curve stays below the one obtained in the dissimilarity space. In fact, this result generalizes to the multimodal case what we observed for monomodal learning (Section 5.2.2, Fig. 6 ): For an asymmetric setup and with a similar learning scheme, it is actually more effective to work in the dissimilarity space than in the feature space.
Real-Time Constraint
We finally provide the computation load of each algorithm (Table 2) for various training sets and for three and 10 modalities. These times have been obtained on a standard PC PIV 2 GHz (matlab implementation). We see that the SUM strategy is effectively the fastest, whereas the computation load of the hierarchical classification increases linearly with the number of modalities used.
DISCUSSION
In this paper, we have presented a novel dissimilaritybased approach providing an original well-founded solution to the problem of multimodal fusion in interactive content-based retrieval setup. Data are projected in querydependent dissimilarity spaces. We have shown that this representation transforms the asymmetric learning problem into a binary one, which in turn enhances the performance. By construction, those spaces are inherently of low dimension, thus simplifying further the complexity of the data representation, as well as the processing of the queries. The processing of the queries consists in incrementally training a kernelized SVM from examples provided by users through RF loops. In addition, we have also proposed and validated a way of automatically setting the kernel scale to adapt the learning to each RF loop.
On the basis of the proposed dissimilarity space, we have designed three fusion strategies allowing us to combine dissimilarities coming from various feature spaces/modalities. Exhaustive evaluations on both artificial and real video data allow us to better understand the behavior and to rank the efficiency of the three approaches for retrieval tasks. Tests on artificial data have demonstrated the superiority of the HIER strategies in terms of class discrimination and robustness to corrupted modalities. Experiments carried out on a large-scale video retrieval benchmark further confirm this superiority. The HIER algorithm appears to be the only fusion scheme able to benefit from multimodality whenever some channels appear to be corrupted or to be uninformative with respect to the sought topics. As a consequence, this strategy is definitively to be considered for implementing multimodal retrieval, even if the computation overhead is not negligible compared to CONC and SUM.
However, further improvements should be added to overcome various shortcomings such as the specific learning algorithm for imbalanced data, strategies for active learning, or fast access to the dissimilarity data. As stated in the introduction, state-of-the art indexing and machine learning techniques are already available to solve these problems. On the basis of the proposed dissimilarity space, these techniques could easily be incorporated at different stages of the algorithm (indexing structure, machine learning algorithms, and RF paradigm) so as to offer a scalable and effective multimedia retrieval system. Sté phane Marchand-Maillet received the PhD degree on theoretical image processing from Imperial College, London, in 1997. He then joined the Institut Eurecom, Sophia-Antipolis, France, where he worked on automatic video indexing techniques based on human face localization and recognition. Since 1999, he has been an assistant professor in the Computer Vision and Multimedia Lab, University of Geneva, where he is working on content-based multimedia retrieval, as head of the Viper Research Group. He is the author of several publications on image analysis and information retrieval, including a book on low-level image analysis. His current research interests include semantic extraction from collaborative interaction.
. For more information on this or any other computing topic, please visit our Digital Library at www.computer.org/publications/dlib.
