I. INTRODUCTION
Software-Defined Radio (SDR) is an evolving technology that has received enormous recognition. In the past few years, analog radio systems are replaced by digital radio systems for various radio applications in civilian, military and commercial spaces. In addition to this, programmable hardware modules are playing a vital role in digital radio systems at different functional levels. SDR totally aims to take benefits of these programmable hardware modules to get open-architecture based radio system software.
SDR technology supports implementation of some of the functional modules in a radio system such as modulation/demodulation, signal generation, coding and link-layer protocols in software. This assists in getting reconfigurable software radio systems where dynamic selection of parameters for each of the above-mentioned functional modules is possible. A Complete hardware based system has many limitations.
Before getting into what software radio does, it is good to review the design of a traditional analog, hardwarebased radio ( Figure.1) . In wireless communications, information is encoded into radio waves. These are collected (or transmitted) from (to) the air by the antenna. The received signal is then passed to a series of components that extract the useful information and convert it into the output of the radio. The basic design is the same whether the radio signal is destined for a cell phone, microwave repeater, or AM/FM car radio. Traditional radios are based on the super heterodyne (superhet) receiver circuit. is a system of error control for data transmission, whereby the sender adds redundant data to its messages, which allows the receiver to detect and correct errors (within some bound) without the need to ask the sender for additional data. The advantage of forward error correction is that retransmission of data can often be avoided, at the cost of higher bandwidth requirements on average, and is therefore applied in situations where retransmissions are relatively costly or impossible.
Such a typical situation where the receiver is not able to make a request for the re-transmission of message is FM reception. FEC devices are often located close to the receiver of an analog signal, in the first stage of digital processing after a signal has been received. That is, FEC circuits are often an integral part of the analog-to-digital conversion process.
Forward Error Correction Implemented:
The Forward error correction algorithm consists of two parts namely Encoding and Decoding. The Encoding is implemented using a Convolution algorithm and the Decoding implemented is the Viterbi algorithm. The convolution encoder and the corresponding Viterbi decoder are implemented in C programming language.
Motivation for Forward Error Correction
The situation in which the receiver is not able to make a request to the sender for re-transmission of message forms the basis for all forward error correction techniques. A typical radio receiver is a classic example in which the receiver has no provision to communicate with the sender. Under such circumstances, if an error occurred in the signal transmitted, there will be no way for the receiver to detect the error unless some error control mechanisms are incorporated into the signal before transmission itself. This process of adding error control to the signal before transmission is called Forward Error Correction. Thus it can be seen that unless the error correction mechanisms are introduced there is no way for the receiver to recover the original information correctly. Hence Forward Error Correction mechanisms are essential if the receiver is to recover the original information. There are numerous forward error correction mechanisms each applicable to particular type of communication. The factors which govern which error correction algorithm is used for a particular communication type are Bandwidth of the spectrum Depth of error correction required
Rate of encoding
Processing capacity of Sender/Receiver
Introduction to Convolution Encoding
Convolution Encoding typically involves encoding of stream of data bits by using previous bits to perform a logical operation, the output of which is the encoded channel symbols. Thus depending upon the type of convolution encoding, a single data bit can have its influence on two or more adjacent bits thereby providing the required redundancy to the data. This influence which a bit has on other bits is what enables the receiver to identify any bit errors that occurred during the data transmission.
A convolution encoder is called so because it performs a convolution of the input stream with encoder's impulse responses. It can be represented mathematically as where x is an input sequence, y j is a sequence from output j and h j is an impulse response for output j. A convolution encoder is a discrete linear time-invariant system. Every output of an encoder can be described by its own transfer function, which is closely related to a generator polynomial.
C.1. Convolution Encoding Algorithm in this paper
The convolution algorithm implemented in this project is a Half rate,(5,7) encoder with a constraint length of K=3, which is suitable for streaming data. .The convolution encoding typically involves the process of encoding data by using the bits of data to perform modulo 2 addition, thereby adding redundancy (Figure. 7) . The Viterbi algorithm implemented in this project is suitable for decoding data that has been encoded with a Half-rate,(7,5) convolution encoder with a constraint length of K=3.
IX. IMPLEMENTATION OF ALGORITHMS
The steps involved in simulating a communication channel using convolutional encoding and Viterbi decoding are as follows 1. Generate the data to be transmitted through the channel. 2. Convolutionally encode the data. 3. Introduce channel errors 4. Perform Viterbi decoding on the received channel symbols
X. RESULTS
The results of the project implemented are analyzed in the sections below.
Software Based Demodulation: Forward Error Correction
The simulation setup consists of a channel encoder which generates random bit streams consisting of 0's and 1's which represents the message bits. This bit stream is then encoded. Then the encoded data is given to a channel error simulator to simulate bit errors.
Then the message with errors is given as input to the Viterbi decoder and its error correction capability is analyzed.
Convolution Encoder
The length of the generated bit stream is taken as input from the user. Once the bit stream is generated, the convolution encoding is performed and the encoded data is written to a file. The encoder simulation is shown in figure. 7 Figure. 7 Simulation result of encoder Since the encoding is typically performed on a stream of data, it must have a known length for the decoder to decode the message properly. Hence the encoder encodes the data in frames. The frame length used in this project is 15 message bits with 3 flushing bits for each frame. Hence the stream of data is broken up into frames of constant length and then encoded. Once the encoding process is completed, the encoded message is then written to a file.
Channel Error Simulation
In order to verify the error correction capability of the decoder, the encoded message must be included with random bit errors to simulate the message transmitted through a noisy channel. A model in which random bit errors occurs is created.
The number of bit errors to be introduced in each frame is taken as an input from the user and correspondingly random bits are inverted i.e. 0's changed to 1's and 1's changed to 0's which provides a reasonable model to simulate channel errors. The channel error simulation module is shown in figure 8 Figure. 8 Channel error simulation In this case, the number of bit errors introduced is zero and hence the encoder output and the received channel symbols are identical. The output of the channel error simulator is written to a file, which will then be taken as the input for the decoder.
Decoding received symbols
The input to the Viterbi decoder is the file containing channel errors, given as output by the channel error simulator. The decoder takes this file as input and then performs decoding and tries to recover the original message. The decoding simulation is shown in figure 9 Figure.9 Decoding simulation result While encoding messages are encoded in frame, so that decoder can start from a known state for each frame. Figure 9 shows decoding of channel symbols containing only one frame.
Performance of Viterbi Decoder
The Viterbi decoder implemented in this project is a Hard-decision decoder capable of decoding the channel symbols encoded by half-rate,(7,5) convolution encoder with a constraint length of 3. Various amounts of bit errors are simulated and the performance of the decoder is then analyzed.
The Test case taken up consists of a 60-bit message encoded into four frames by the encoder. This setup is shown in Figure   Figure 10 . An example depiction The message is encoded into four frames and is passed to the channel error simulator to introduce various amounts of bit errors and the decoder performance is analyzed.
In the first case, three random bit errors are introduced in each frame. The performance of the decoder for this test case is shown if following Screen Shot.
It is found that the decoder recovers the original message when three random bit errors are produced in each frame of the received channel symbols, offering 100% error correction capability for 3 random bit errors. In the next test case, Five bit errors are introduced in each frame as shown in screen shot as follows.
The performance of the decoder for this test case is shown in the following screen shot It is found that the Viterbi decoder is able to recover the original message in most of the cases when 5 random bit errors are introduced in each frame, thus offering almost 100% error correction when there is 33% error in the received channel symbols.
The next test case involves introducing seven bit errors per frame and the performance of the decoder in this case is shown in following snap.
It is found that the performance of the decoder deteriorates as the bit error increases to 7 errors per frame. The decoded messages differ from original message and on an average only 32% of the errors are corrected on a trial run with 10 samples.
When the number of bit errors per frame is further increased to 9 bit errors per frame, the performance of the decoder still goes down and the original message in not recovered by the decoder as indicated in next screen shot.
It is found that in case of nine bit errors per frame, the error recovery rate falls to as low as 8.2% on average run with 10 samples.
Thus overall, the performance of the Hard-decision Viterbi decoder falls with the increase in bit error rates and good level of error correction is available up to 5 bit errors per frame above which the message keeps getting deteriorated. This is indicated in the figure .11 Figure 11 . Analysis graph XI. CONCLUSION Thus the software based multi channel FM reception offers the capability to receive from one up to four FM stations at the same time. One station is streamed live to the speakers while the rest are stored in the disk in raw format. This offers the ability to listen to the recorded data at a later time thereby preventing the user from missing out on some important information.
Working with the FM band of the radio spectrum is the entrance to the Software based radio world which is capable of handling many parts of the radio spectrum. This project provided a good practical exposure to the problems involved in replacing a conventional radio with software based one and demonstrated the power and flexibility offered by using software in place of conventional hardware.
This project just touches the tip of the iceberg in the world of software defined radio, which has tremendous potential to be unleashed. With the aid of technology advancement, the software based radios will be able to explore the full radio spectrum very soon into the future.
With the move towards processing signal systems in digital format comes the problem of error detection and correction. Thankfully, this has been taken care by numerous error detection and correction algorithms, which were proposed long back, but were not implemented due to large computation requirements.
The convolution encoder and the Viterbi decoder implemented in this project offer a reasonable amount of error correction capability to a message signal. These algorithms are the basic error correction algorithms on which many other complex error correction algorithms are built upon.
