In this paper we consider the problem of estimating the matrix of regression coefficients in a multivariate linear regression model in which the design matrix is near singular. Under the assumption of normality, we propose empirical Bayes ridge regression estimators with three types of shrinkage functions, that is, scalar, componentwise and matricial shrinkage. These proposed estimators are proved to be uniformly better than the least squares estimator, that is, minimax in terms of risk under the Strawderman's loss function. Through simulation and empirical studies, they are also shown to be useful in the multicollinearity cases.
where Y = (y (1) , . . . , y (p) ) = (y 1 , . . . , y N ) t : N × p and the N rows of E are i.i.d. N p (0, Σ). The least squares estimate of β (i) is given by
which can be written compactly as
When some of the independent variables z 1 , . . . , z m are highly correlated, the matrix Z t Z is near singular and the least squares estimator β becomes unstable. In such a situation, known as multicollinearity in the literature, the regression coefficient vector β i corresponding to the highly correlated independent variable z i is shrunken or pulled towards zero by using Stein-type estimators or ridge-regression type estimators proposed by Hoerl and Kennard (1970) . However, because of simplicity and ease of computation since the least squares computing packages can also be used for ridge regression estimators (see Sen and Srivastava, 1990, p 257) , the ridge-regression estimator is a popular procedure among practicing statisticians. The most commonly used ridge regression estimator is given by
where K is an m × m matrix chosen on the basis of some criteria; K is also sometimes chosen as a diagonal matrix. Some authors, such as Breiman and Friedman (1997) , however, apply ridge regression estimators to β (i) separately for each of the p regressions for the p response variables, namely, they consider
While both (1.1) and (1.2) shrinks the matrix regression coefficients β, it is not clear if either of them shrinks β i corresponding to the highly correlated variable z i .
In this paper we design the shrinkage in a manner that achieves the above mentioned goal of shrinking the 'culprit' β i towards zero. In addition, we provide minimax estimators under an appropriate loss function of the regression parameters. Attempts in the past to obtain minimax adaptive ridge regression estimators of the matrix K in (1.1) have not been successful, see for example, Brown and Zidek (1980, 82) . On the other hand, minimax estimators of Stein-type (shrinkage) have been proposed in the literature for regression parameters by Bilodeau and Kariya (1989) , Konno (1990 Konno ( , 1991 and Srivastava and Solanky (2003) . However, Srivastava and Solanky (2003) have shown that one of the estimators proposed by Konno (1991) is the best among the many shrinkage estimators available in the literature including the one proposed by Breiman and Friedman (1997) whose minimaxity is not known. Thus in our comparison we shall include Konno's estimator, defined in Section 4.
The organization of the paper is as follows: In Section 2, we reduce the problem to a canonical form and then propose empirical Bayes ridge regression estimators with three types of shrinkage functions, that is, scalar, componentwise and matricial shrinkage. In Section 3, these proposed estimators are proved to be uniformly better than the least squares estimator, that is, minimax in terms of risk under the Strawderman's loss function. In Section 4, we investigate risk-behaviors of the proposed esitmators, principal component regression estimators and Konno's estimator under the loss function L j (ω, δ, (
, j = 0, 1, 2. These procedures are also applied to the chemometrics data analyzed by Skagerberg, MacGregor and Kiparissides (1992) and compared through prediction error estimated via the leave-one-out cross-validation. Through these numerical and empirical studies, the minimax empirical Bayes ridge regression estimators are useful in the multicollinearity cases.
Minimax Empirical Bayes Ridge Regression Estimators
Following the notation of Srivastava and Khatri (1979, pp 54, 55) , under the assumption of normality,
For obtaining minimax estimators of β, we shall consider the loss function
for any estimator β of β and ω = (β, Σ). This loss function was proposed by Strawderman (1978) , and it is most appropriate for multicollinearity case.
Let P be an m×m orthogonal matrix such that P (Z t Z)
we find that
In terms of the above transformations, the above loss function (2.1) becomes
where Θ = H β is an estimator of Θ. Writing
we find that x i 's are independently distributed as
Here d i 's are known numbers but Σ is unknown which can be estimated by n −1 S where
and is distributed independently of x i , i = 1, . . . , m, as W p (n, Σ). Thus, the problem reduces to that of estimating θ i from x i which has covariance d i Σ, the inequality in covariances of x i is through the known numbers d i .
Three types of empirical Bayes ridge regression estimators of Θ are proposed in the following subsections.
Scalar shrinkage empirical Bayes estimator
In the model
is the Bayes estimator of θ i given by 5) and the Bayes estimator of Θ is Θ
. Taking this moment into account, we consider the solution λ * of the equation
Also let λ s0 be the root of the equation
and define the estimatorλ SB of λ bŷ
We thus get the estimator 
Componentwise shrinkage empirical Bayes estimator
Then the posterior distribution of
where θ B i (Λ, Σ) is the Bayes estimator of θ i given by
), the estimate of the parameter Λ may be based on S and X by using their mariginal distributions.
Let H be an orthogonal matrix such that
where H t = (h 1 , . . . , h p ) and c 0 = (m − 2)/(np + 2). Also let λ c0 be the solution of the equation 12) and define the estimatorλ
We thus consider the estimator
14)
which we call the componentwise shrinkage empirical Bayes estimator, denoted by CB, where Ψ = diag (ψ 
Matricial shrinkage empirical Bayes estimator
Suppose that θ i has a priori distribution N p (0, Σ 1/2 ΓΣ 1/2 ) for fully unknown positive definite matrix Γ. Then the posterior distribution of
is the Bayes estimator of θ i given by
, the estimate of the parameter Γ may be based on S and X by using their marginal distributions. However, it seems difficult to provide the estimate as a solution of an equation like (2.6) and (2.11), so that we here treat another type of estimator. Let
and let Q be a (p × p) nonsingular matrix such that
where F is a diagonal matrix,
Let λ m0 and λ m1 be the solutions of the equations
The adaptive ridge regression estimator of θ i is given by
where
It is noted that θ
MB i
is close to the estimator proposed by Efron and Morris (1976) 
Theorem 3. Assume that m ≥ p + 2. Then the estimator Θ

MB is minimax under the loss (2.4).
We can also propose a convex combination ofθ SB i and θ
MB i
as an estimator of θ i . One such estimator is given by
where c is a constant. In the simulation and empirical studies given in Section 4, we put c = 5.
Corollary 2. The combined estimator
Θ MC (c) is minimax if m ≥ p + 2 under Strawderman's loss.
Proofs
In this sention, we prove the three theorems stated in Section 2. It may be argued that since the first two cases are special cases of the matricial estimator, only the proof of Theorem 3 is required. However, different inequalities have been used in the proofs which lead to three different conditions in equations (2.7), (2.12) and (2.20) -(2.21) respectively. Thus, we need to provide proofs for all the three theorems. In the proofs, we need the following two well known results, one due to Stein (1973 Stein ( , 1981 and the other due to Stein (1977) and Haff (1979) , known as the Stein-Haff identity.
Proof of Theorem 1
In the proof below, we may assume without any loss of generality that Σ = I. The risk difference between the two estimators is given by
from the Stein identity (3.1). Using the implicit function theorem, we get from (2.6)
To evaluate the second term in (3.3), we use the Stein-Haff identity (3.2) giving From (2.6 ) and the implicit function theorem, we get
where S −1 = (f 1 , . . . , f p ), see Theorem 1.11.1 of Srivastava and Khatri (1979, p.28) ; the definition used in this paper requires to take half of the value given there. Thus,
From the Cauchy-Schwarz inequality (
Hence, combining (3.3), (3.4) and (3.5), we get
Thus, the risk difference is not positive if
which is guaranteed by the definition of λ s0 . Therefore Theorem 1 is proved.
Proof of Theorem 2
From the implicit function theorem, we get
and from the definition of ψ
The risk difference between the two estimators Θ CB and X is
using the Stein identity (3.1) and the fact that j g aj g ja = 1, where from (3.7) and (3.8)
Hence,
Then, using the same arguments as in Sheena (1995) , and the inequality tr (AB) ≤ (tr A)(tr B) for A and B p.s.d. matrices, we get
From (2.11) and (3.12), we get
and from (3.11),
and c 0 = (m − 2)/(np + 2), the right hand side of (3.15) is less than zero if
which is guaranteed by (2.12). Therefore the proof of Theorem 2 is complete.
Proof of Theorem 3
Consider the trans-
are here abbreviatedλ 0 andλ j , and
To prove the theorem, we calculate the difference in the risks of the estimators Θ MB and X relative to the loss (2.4) is given by 16) where, since 17) and, since a i ≤ 1 and Φ i ≤ Φ * ,
by using the Stein-Haff identity (3.2) and the following result due to Konno (1992) :
To evaluate I 1 , we use some equations on the differential operator. Let Then Lo (1988) and Konno (1992) derived the following equations: For a p × p matricial function T = T (W , V ),
where G = (g ab ), G −1 = (g ab ) and ∇ Stein identity (3.1). Using (3.19), we get 
c /∂f j , we observe that
Similarly, we obtain that
Combining (3.23), (3.24), (3.25) and (3.26) gives that
which is written in the matricial form as
where Φ
(1)
Note that the partial derivative of φ (i) j , given by (2.23), is evaluated by ∂φ
Then from the inequalities (3.28) and (3.29), we observe that
which, from (3.22), implies that
It is here noted that
Then, combining (3.16), (3.17) and (3.30) gives that
which is guaranteed by (2.20). Therefore the proof of Theorem 3 is complete.
Simulation and Empirical Studies
Now we investigate the risk-performances of estimators of Θ numerically. The estimators we want to investigate are the least squares estimator X and the proposed estimators 
MC
. The principal component regression estimators P C 1 and P C 3 are also treated where P C 1 is obtained by deleting the eigenvectors corresponding to the largest eigenvalue of (Z t Z)
and P C 3 corresponds to the one obtained by deleting the three largest eigenvalues.
Srivastava and Solanky (2003) showed numerically that the estimator proposed by Konno (1991) is better than the LS estimator in the multicollinearity case. We thus treat the Konno's estimator, denoted by KS, for numerical comparison of estimators. Let Q be a p × p nonsingular matrix such that
Every estimator δ is evaluated by three types of risk functions
The risk functions of the above estimators and the LS estimator X are obtained from 1,000 replications through simulation experiments, and the relative efficiencies R j (ω, Θ)/R j (ω, X), j = 0, 1, 2, of estimator Θ over X are reported. The simulation experiments are done in the following two cases: . . . , p, and D = diag (125.5, 94.03, 64.65, 39.79, 11.65, 6.238, 3.909, 2.325, 1.209, 0.9182, 0.4770, 0.4371, 0.2619, 0.2081, 0.1284, 0.06062, 0.05171, 0.02218, 0.02085, 0.005219, 0.003795, 0.001601) .
Case 2: p = 3, m = 10, n = 30, θ ij = (m − i + 1 + (p − j + 1)/3) × η, i = 1, . . . , m, j = 1, . . . , p, and D = diag (700, 500, 300, 10, 5, 2, 1, 0.1, 0.01, 0.001).
The values of the parameters in Case 1 correspond to those in Example 1 given below. The relative efficiencies of the above estimators for the two cases are given in Tables 1  and 2 , respectively. Form these tables, the following conclusions can be drawn.
(1) The empirical Bayes ridge regression estimators SB, CC and MC have very nice risk behaviors for L 0 -and L 1 -losses; they are highly recommended in the case of multicollinearity. Although CB has a slightly larger risk than SB, the risk performance of CB diag (125.5, 94.03, 64.65, 39.79, 11.65, 6.238, 3.909, 2.325, 1.209, 0.9182, 0.4770, 0.4371, 0.2619, 0.2081, 0.1284, 0.06062, 0.05171, 0.02218, 0.02085 is not bad. The matricial shrinkage estimator MB is not good in comparison with the other procedures.
(2) Konno (1991) showed the minimaxity of the estimator KS under the L 1 -loss. Both tables reveal that KS is not only the best under the L 1 -loss, but also behaves well relative to the L 0 -and L 2 -losses. This implies that the risk behaviors of KS are nice in the multicollinearity, although it is not ridge-type.
(3) Although the minimaxity of the proposed estimators are guaranteed under the L 2 -loss, their risk performances are much better than the LS estimator under L 0 -and L 1 -loss functions.
(4) Through the tables, we see that the principal component regression estimators P C 1 and P C 3 have smaller risks for smaller values of tr ΘΘ t and gets larger as tr ΘΘ t increases.
We shall provide an empirical study for a set of data. Example 1. (Chemometrics Data) We consider the chemometrics data analyzed by Skagerberg, MacGregor and Kiparissides (1992) , Breiman and Friedman (1977) and Reinsel (1999) , and Srivastava and Solanky (2003) . The data were obtained from simulation of a low density tubular polyethylene reactor, and consisted of N = 56 observations on the p = 6 response variables and m = 22 predictor variables (temperatures); the data can be also be found in Srivastava (2002, pp 13-17) . The responses are output characteristics of the polymers produced: y 1 (the number-average molecular weight), y 2 (the weight-average molecular weight), y 3 (the frequency of long chain branching), y 4 (the frequency of short chain branching), y 5 (the content of vinyl groups), y 6 (the content of vinylidene groups). Before analyzing the data, all the response variables are transformed by the logarithms and then standardized to unit variance. All the predictor variables are also standardized. As indicated by Breiman and Friedman (1997) , the covariance matrix of y is 
which indicates strong correlation between y 1 and y 2 , and also between y 4 , y 5 and y 6 .
The eigenvalues of the matrix (Z t Z) −1 are given by 125.5, 94.03, 64.65, 39.79, 11.65, 6.238, 3.909, 2.325, 1.209, 0.9182, 0.4770, 0.4371, 0.2619, 0.2081, 0.1284, 0.06062, 0.05171, 0.02218, 0.02085, 0.005219, 0.003795, 0.001601) , which means that the problem is highly ill-conditioned. We shall investigate how the proposed ridge-type regression estimators of the coefficients β behave for the ill-conditioned data. The estimators we treat are the least squares LS, the empirical Bayes ridge regression SB, CB, CC, MB and MC, the principal component regression estimator P C 3 which deletes the eigenvectors corresponding to the three largest eigenvalues. ) = (3385, 1107, 403, 189, 94, 73) . Table 3 gives estimates of the components θ 1,2 , . . . , θ 7,2 of θ (2) in the canonical model with Θ = (θ (1) , θ (2) , . . . , θ (6) ) = Hβ and it explains how the proposed procedures work in the presence of the large eigenvalues of (Z t Z) −1 . The tabel reveals that the estimates by SB, CC and MC gets more shrunken for larger d i , but CB, MB and KS are less shrunken.
The primary purpose of regression models may be prediction with the help of many independent variables, and the predictors constructed by the ridge-type estimators proposed in this paper are anticipated to have good performances. The prediction error of the methods considered may be estimated via the leave-one-out cross-validation as described in Srivastava (2002, p322) . That is, 56 predictive errors are obtained by leaving out one observation each time. Table 4 shows the squared prediction errors estimates (PEE) for the above considered estimators, where the last row indicates the estimates of the average prediction errors. It reveals that the use of the proposed empirical Bayes estimators and the principal component estimator P C 3 provides smaller PEE than the least squares estimator (LS). Of these, SB, CC, MC and P C 3 give much smaller PEE. One weak point of SB is that it shrinks LS with the same shrinkage functions based on λ SB . This is why the scalar shrinkage estimator SB has larger PEE for y 4 and y 6 than LS although it has much smaller average (or total) PEE. From the prediction view point, the principal component regression estimator P C 3 seems the most appropriate in this This story slightly changes when we treat the data without standardizing the predictor variables z 1 , . . . , z 20 except for z 21 and z 22 . The prediction-error estimates in this case are given in Table 5 , which reveals that SB, CC, MC and P C 4 provide much smaller average PEE, and that the average PEE of SB is the smallest. The combined estimators CC and MC provide smaller PEE than LS in the sense of minimizing the PEE for all the responses as well as minimizing the average PEE. In this case, CC and MC seem appropriate.
Concluding Remarks
From the simulation results, it appears that the scalar Bayes estimator SB and the Konno estimator KS are performing much better than any other estimator, although the combination componentwise estimator CC and the combination matricial estimator MC are also very close to them. However in the combination estimators a choice of 'c' has to be made. It is very likely that a proper choice of the value of c may make them superior to SB and KS.
The numerical example confirms this fact although in this case the pricipal component estimator is also doing well, but a proper choice of the number of components may be required. For a straight forward application without resorting to heavy computation, it seems that the SB estimator may be the preferred estimator.
We conclude the paper with the note that the results on minimaxity given in Section 2 can be extended to elliptically contoured distributions using the arguments as in Kubokawa and Srivastava (2001) .
