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MULTIPLICITY OF CODIMENSION THREE ALMOST COMPLETE
INTERSECTIONS
SUMI SEO AND HEMA SRINIVASAN
Abstract. We establish the upper bound in the multiplicity conjecture of Herzog
and Srinivasan for the codimension three almost complete intersections. The proof
is essentially by direct computation and uses the structure theorem of codimension
three almost complete intersection of Buchsbaum and Eisenbud. We also give some
partial results in the case when I is the almost complete intersection ideal linked to
a complete intersection in one step.
1. Introduction
Let R be a standard graded polynomial ring k[x1, x2, · · ·xn] where k is a field and
let I ⊂ R be a homgeneous ideal of codimension h.
Consider the graded minimal free R-resolution of R/I:
0 −→ ⊕j∈ZR(−j)
βp,j −→ . . . −→ ⊕j∈ZR(−j)
β1,j −→ R −→ R/I −→ 0
where βi,j = dimTor
R
i (R/I, k)j the graded Betti number ofR/I and p is the projective
dimension of R/I.
Let h denote the codimension of R/I and let e(R/I) be the multiplicity of R/I.
Then h ≤ p and equality holds if and only if R/I is Cohen-Macaulay. Let mi(I) =
min{j ∈ Z | βi,j(R/I) 6= 0} be the minimal and Mi(I) = max{j ∈ Z | βi,j(R/I) 6= 0}
be the maximal shifts at the i-th step.
Conjecture 1.1 (Herzog-Huneke-Srinivasan) If R/I is Cohen-Macaulay, then
∏h
i=1mi
h!
≤ e(R/I) ≤
∏h
i=1Mi
h!
.
Conjecture 1.1 has been studied in many people and has resulted in some achieve-
ment with some conditions.
Conjecture 1.2 (Herzog-Srinivasan) Even if R/I is not Cohen-Macaulay, the
multiplicity e(R/I) satisfies
e(R/I) ≤
∏h
i=1Mi
h!
.
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These conjectured bounds have been established in many cases 1. For instance,
when R/I is Cohen-Macaulay with a pure resolution, that is mi =Mi = di for all 1 ≤
i ≤ p, then the conjecture follows from the formula e(R/I) =
Qp
i=1
di
p!
in [9]. It is known
in codimension two by results of Herzog-Srinivasan, Gold and Ro¨mer. I is known
in Gorenstein codimension two by the results of Herzog- Srinivasan, Migliore-Nagel-
Ro¨mer. The very next codimension three case is that of almost complete intersection.
Recently, Bahman Engheta [6] has also studied these algebras and has obtained other
bounds for the multiplicity in terms of the degrees of the generators.
In this paper, our main theorem proves the upper bound for almost complete
intersections of codimension three. We discuss the lower bound in some cases. We give
some examples and some structure of the resolutions of almost complete intersections
in terms of the linked Gorenstein ideal. The main tool in the proof is the theorem of
Buchsbaum and Eisenbud which states that all codimension three almost complete
intersections arise as (K : J) where J is a codimension three Gorenstein ideal and
K is a regular sequence of length three contained in J. The proof is then by direct
computations.
2. The Multiplicity of Almost Complete Intersection with Codim 3
Let R = k[x1 · · ·xd] and I be a homogeneous almost complete intersection ideal
of codimension three. By a theorem of Buchsbaum and Eisenbud in [3], there exists
a Gorenstein ideal J and a regular sequence K = (f1, f2, f3) contained in J such
that I = (K : J) and J = (K : I). By Peskine and Szpiro in [12], a resolution of
R/I over R can be obtained as the dual of the mapping cone of the resolution of
R/J and the resolution of R/K. By Buchsbaum and Eisenbud structure theorem on
Gorenstein ideals, we know that J is minimally generated by an odd number 2n+1
of elements in R which form the 2n × 2n order pfaffians of a 2n + 1 × 2n + 1 skew
symmetric matrix. In fact, since J is homogeneous this matrix can be taken to be
homogeneous as well [4]. Since I is homogeneous we can extend the entire argument
to take f1, f2, f3 as homogeneous elements in J and the mapping cone of the dual of
the graded resolutions of R/J and R/K induced by the inclusion of K into J will be
a graded resolution of R/I. We summarize these as follows:
Theorem 2.1. [3]
Suppose that I = (f1, f2, f3, f4) is a homogeneous almost complete intersection of
codim 3 with f1, f2, f3 forming a regular sequence of degree degfi = ei.
1. Then J = ((f1, f2, f3) : I) is a codimension 3 Gorenstein ideal minimally generated
by homogeneous elements g1, . . . , g2m+1 of degrees di = deggi for i = 1, 2, . . . , 2m+ 1.
2. Additionally, if c = 1
m
∑2m+1
i=1 di, R/J has the resolution
1 After we submitted this paper we heard the exciting news that the multiplicity conjecture is
solved for Cohen Macaulay R/I in characterisitc zero by Eisenbud and Schreyer.
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0 → R(−c) →
2m+1∑
i=1
R(−(c− di)) →
2m+1∑
i=1
R(−di) → R → R/J → 0. (2.1)
and R/K has the resolution
0 → R(−
3∑
i=1
ei) →
∑
1≤i<j≤3
R(−(ei + ej)) →
3∑
i=1
R(−ei) → R → R/K → 0,(2.2)
then the resolution of R/I is
0 →
2m+1∑
i=1
R(−(
3∑
j=1
ej − di)) →
2m+1∑
i=1
R(−(
3∑
j=1
ej − (c− di)))⊕
∑
1≤i<j≤3
R(−(ei + ej))
→ R(−(
3∑
j=1
ej − c))⊕
3∑
j=1
R(−ej) → R → R/I → 0. (2.3)
The following corollary will be useful in our calculations. We may assume e1 ≤
e2 ≤ e3 and d1 ≤ d2 ≤ · · · ≤ d2m+1.
Corollary 2.2. Suppose that I is an almost complete intersection of codim 3 with
a regular sequence (f1, f2, f3) among a minimal generating set of I. Suppose that
J = ((f1, f2, f3) : I) is the corresponding Gorenstein ideal. Then there exists f4 ∈ I
such that I = (f1, f2, f3, f4) and degf4 = e1 + e2 + e3 − c where mc =
∑2m+1
i=1 di,
degfi = ei and d
′
is are the degrees of the minimal generators of J .
Proof. By the above theorem 2.1, (2.3) is the resolution of R/I. So we can choose
the fourth generator for I to be of degree e1 + e2 + e3 − c. 
Remark 2.3. [12] The multiplicity e(R/I) can be obtained from the shifts in a graded
resolution of R/I. If
0 → ⊕j∈ZR(−j)
βp,j → . . . → ⊕j∈ZR(−j)
β1,j → R → R/I → 0
is a graded of R/I, then
e(R/I) = (−1)h
1
h!
∑
j
p∑
i=0
(−1)iβi,jj
h.
Lemma 2.4. Suppose that K = (f1, f2, f3) is a regular sequence contained in a codi-
mension three Gorenstein ideal J generated by g1, g2, · · · , g2m+1 .
If I = (K : J), then e(R/I) = e(R/K)− e(R/J).
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Proof. Let degfi = ei, 1 ≤ i ≤ 3 and deggj = dj, 1 ≤ j ≤ 2m + 1. We obtain
e(R/K) = e1e2e3 since K is a regular sequence and 6e(R/J) =
∑2m+1
i=1 di(c−di)(c−2di)
by [8] since J is a Gorenstein ideal. The above remark 2.3 enables us to have
6e(R/I) =
2m+1∑
i=1
(
3∑
j=1
ej − di)
3 −
2m+1∑
i=1
(
3∑
j=1
ej − (c− di))
3
− ((e1 + e2)
3 + (e1 + e3)
3 + (e2 + e3)
3) + (
3∑
j=1
ej − c)
3 + (e31 + e
3
2 + e
3
3)
=
2m+1∑
i=1
((
3∑
j=1
ej)
3 − 3(
3∑
j=1
ej)
2di + 3(
3∑
j=1
ej)d
2
i − d
3
i )
−
2m+1∑
i=1
((
3∑
j=1
ej)
3 − 3(
3∑
j=1
ej)
2(c− di) + 3(
3∑
j=1
ej)(c− di)
2 − (c− di)
3)
− ((e1 + e2)
3 + (e1 + e3)
3 + (e2 + e3)
3) + (e31 + e
3
2 + e
3
3)
+ (e1 + e2 + e3)
3 − 3(e1 + e2 + e3)
2c + 3(e1 + e2 + e3)c
2 − c3
= (e1 + e2 + e3)
3 − ((e1 + e2)
3 + (e1 + e3)
3 + (e2 + e3)
3) + (e31 + e
3
2 + e
3
3)
−
2m+1∑
i=1
di(c− di)(c− 2di)
= 6e1e2e3 −
2m+1∑
i=1
di(c− di)(c− 2di) = 6e(R/K)− 6e(R/J).

From the structure of the graded resolution (2.1) of the Gorenstein ideal J , one can
easily see the following numerical criterion on the degrees of the generators. This is
recorded by Diesel, in the generalization of Buchsbaum-Eisenbud structure theorem
to the graded case [4].
Theorem 2.5. [4] Let J be a homogeneous Gorenstein ideal of codimension three
generated by 2m+1 elements of degrees d1 ≤ d2 ≤ · · · ≤ dn with the resolution (2.1).
If c is the shift in the last step of the resolution, then
c > di + dn−i+2, i = 2, . . . , 2m+ 1.
Theorem 2.6. Let L = (f1, f2, f3, . . . , fn) be a complete intersection ideal and M
is an ideal minimally generated by g1, g2, . . . , gm with n ≤ m. If L ⊂ M , then
degfi ≥ deggi for all i = 1, 2, · · · , n.
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Proof. Let degfi = ei and deggj = dj for i = 1, 2, . . . , n and j = 1, 2, . . . , m.
We may assume that e1 ≤ e2 ≤ . . . ≤ en, d1 ≤ d2 ≤ . . . ≤ dm. Since f1 ∈ L ⊂ M ,
f1 = r11g1 + r12g2 + . . . + r1mgm, r1j ∈ R. One of gj’s is not zero. So r1j 6= 0 for
some j. f1 can be rewritten as f1 = r1jgj+the other terms. e1 ≥ degr1j + dj for
some j. dj ≥ d1 implies e1 ≥ d1. Since f2 ∈ L ⊂ M , f2 = r21g1 + . . . + r2mgm. If
r2j 6= 0 for some j ≥ 2, then f2 = r2jgj+the other terms. e2 ≥ degr2j + dj for some
j. we get e2 ≥ d2. We may assume that r2j = 0 for all j ≥ 2. Then f2 = r21g1. So
e2 = degr21 + d1. Since e1 ≥ d1, f1 = r11g1 + r1tgt + . . . for some t 6= 1. If f1 = r11g1,
then (f1, f2) ⊂ (g1), so codimension of (f1, f2) = 1 which implies the codimension of
(f1, . . . , fn) has at most n− 1, i.e, codim(f1, . . . , fn) ≤ n− 1. This contradicts to the
codim I = n. If f1 = r11g1 + r1tgt + . . . with r1t 6= 0 for some t 6= 1, then e1 ≥ dt.
We may call t by 2 because d2 is the least except d1, which implies e2 ≥ e1 ≥ d2.
Inductively, we get ei ≥ di for each i = 1, 2, . . . , n. 
The mutiplicity bounds can be easily established for R/I if the complete intersec-
tion K has mutiplicity sufficiently large or sufficiently low and the resolution (2.3) is
minimal.
Theorem 2.7. If e(R/K) ≤ 3e(R/J) then the upperbound in the conjecture 1.1 holds,
e(R/I) ≤
M1M2M3
6
.
Proof. We get the maximal shifts in (2.3):
M1 = max{e3, e4}
M2 = max{e2 + e3, e4 + dn}
M3 = e1 + e2 + e3 − d1
6e(R/I) = 6e(R/K)− 6e(R/J)
≤ 6e(R/K)− 2e(R/K)
= 4e(R/K) = 4e1e2e3 ≤ e3(e2 + e3)
2
≤ e3(e2 + e3)(e1 + e2 + e3 − d1) ≤M1M2M3

Theorem 2.8. If e(R/K) ≥ 3e(R/J) and e3 < dn then the lowerbound in the con-
jecture 1.1 holds,
e(R/I) ≥
m1m2m3
6
.
Proof. We get the minimal shifts in (2.3):
m1 = min{e1, e4}
m2 = min{e1 + e2, e4 + d1}
m3 = e1 + e2 + e3 − dn
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6e(R/I) = 6e(R/K)− 6e(R/J)
≥ 6e(R/K)− 2e(R/K)
= 4e(R/K) = 4e1e2e3 ≥ e1(e1 + e2)
2
≥ e1(e1 + e2)(e1 + e2 + e3 − dn) ≥ m1m2m3

3. The Upper Bound
We show that the multiplicity of R/I satisfies the upper bound of conjecture 1.1.
When there is no cancellation at each step in the resolution (2.3), that is exactly the
minimal resolution of R/I. Furthermore, we have several cases of the minimal free
resolutions in which there are cancellations of degrees between ei’s and di’s. We can
assume e1 ≥ d1 or e2 ≥ d2 or e3 ≥ d3 by theorem 2.6. The only cancellations that
matter are e1 = d1 or e2 = d2 or e3 = d3. We consider each of these cases separately.
Theorem 3.1. Suppose that I is an almost complete intersection of codim 3 with a
regular sequence (f1, f2, f3) and J = ((f1, f2, f3) : I) is the Gorenstein ideal generated
in degree ≥ d and M1 be the maximal degree of a minimal generating set of I.
Then either
M1 =
3∑
i=1
degfi − c
or M1 = max
1≤i≤3
{degfi}
where c = 1
m
∑2m+1
i=1 di and di’s are degrees of generators for J with d1 ≤ d2 ≤ . . . ≤
d2m+1.
Proof. Let ei = degfi 1 ≤ i ≤ 4 and e1 ≤ e2 ≤ e3. From the resolution (2.3),
M1 = e1 + e2 + e3 − c or M1 = e3. 
Lemma 3.2. Suppose I = (K, f4) is an almost complete intersection of codim 3 and
K = (f1, f2, f3) is a regular sequence with degfi = ei and e1 ≤ e2 ≤ e3. Suppose
the Gorenstein ideal J = (K : I) is generated by g1, . . . , gn with degree gi = di and
d1 ≤ · · · ≤ dn. If e1 = d1, e2 = d2 and e3 = d3, then gi can be replaced by fi for each
i = 1, 2, 3, i.e, J = (f1, f2, f3, g4, . . . , gn).
Proof. Since J = (f1, f2, f3) : I, fi ∈ J for i = 1, 2, 3. f1 has a linear combination of
g′is of J , i.e., f1 = r1g1 + r2g2 + · · ·+ rngn for rj ∈ R. Then degf1 ≥ degr1 + degg1.
Since degf1 = degg1, degr1 = 0. We can take r1 = 1. f1 = g1 + r2g2 + · · · +
rngn enables us to replace g1 by f1 in J . So we get J = (f1, g2, · · · , gn). f2 ∈
J implies f2 = s1f1 +
∑
i>1 sigi, f˜2 := f2 − s1f1 =
∑
i>1 sigi and (f1, f˜2, f3) is a
regular sequence. Replace f2 by f˜2, then K = (f1, f˜2, f3) and f˜2 =
∑
i>1 sigi. Since
degf˜2 = degf2, degs2 = 0 and s2 = 1 can be taken. Now we replace g2 by f˜2, i.e.,
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J = (f1, f˜2, g3, g4, . . . , gn) = (f1, f2, g3, g4, . . . , gn). With the same arguments, we have
J = (f1, f2, f3, g4, . . . , gn). 
Lemma 3.3. If e1, e2, e3 are positive integers with e1 ≤ e2 ≤ e3, then 6e1e2e3 ≤
e31 + e
2
1e3 + e
2
2e3 + 2e2e
2
3 + e
3
3.
Proof. Let e3 = e2 + a with a ≥ 0. Then
e31 + e
2
1e2 + e
2
2e3 + 2e2e
2
3 + e3 − 6e1e2e3
= e31 + e
2
1(e2 + a) + e
2
2(e2 + a) + 2e2(e2 + a)
2 + (e2 + a)
3 − 6e1e2(e2 + a)
= e31 + 4e
2
2 − 5e
2
1e2 + (e
2
1 + 8e
2
2 − 6e1e2)a+ 5e2a + a
3
≥ e31 + 4e
3
2 − 5e
2
1e2 = (e2 − e1)(4e
2
2 + 4e1e2 − e
2
1) ≥ 0
because e21 + 8e
2
2 − 6e1e2 ≥ 0.

Now we prove the main theorem of this paper. We can
Theorem 3.4. The multiplicity e(R/I) of almost complete intersection I of codim 3
satisfies the conjectured upper bound.
Proof. CASE I: Suppose that no cancellations occur at each step in (2.3). Then
e1 > d1, e2 > d2, e3 > d3. We have the same resolution (2.1) of I as minimal.
0 →
2m+1∑
i=1
R(−(
3∑
j=1
ej − di)) →
2m+1∑
i=1
R(−(
3∑
j=1
ej − (c− di)))⊕
∑
1≤i<j≤3
R(−(ei + ej))
→ R(−(
3∑
j=1
ej − c))⊕
3∑
j=1
R(−ej) → R → R/I → 0.
Now we get the maximal shifts from the above resolution.
M1 = max{e3, e4}
M2 = max{e2 + e3, e4 + dn}
M3 = e1 + e2 + e3 − d1
where e4 = e1 + e2 + e3 − c by corollary 2.2.
We show that e(R/I) ≤ M1M2M3
6
. Let m′i, 1 ≤ i ≤ 3 denote the minimal shift in
the i-th step in the resolution (2.1) of R/J , then m′1 = d1, m
′
2 = c− dn, m
′
3 = c and
6e(R/J) ≥ m′1m
′
2m
′
3. Since 6e(R/I) = 6e(R/K) − 6e(R/J) ≤ 6e1e2e3 − m
′
1m
′
2m
′
3,
it suffices to show that 6e1e2e3 − d1c(c − dn) ≤ M1M2M3. We verify 4 subcases
separately.
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Subcase 1: M1 = e3, M2 = e2 + e3
e3 ≥ e4 and e2 + e3 ≥ e4 + dn imply c ≥ e1 + e2 and c − dn ≥ e1. We show that
e3(e2 + e3)(e1 + e2 + e3 − d1) ≥ 6e1e2e3 − d1c(c− dn).
e3(e2 + e3)(e1 + e2 + e3 − d1)− 6e1e2e3 + d1c(c− dn)
≥ e3(e2 + e3)(e1 + e2 + e3 − d1)− 6e1e2e3 + d1(e1 + e2)e1,
because c ≥ e1 + e2, c− dn ≥ e1
= e3(e2 + e3)(e1 + e2 + e3)− d1(e2e3 + e
2
3 − e
2
1 − e1e2)− 6e1e2e3
≥ e1e2e3 + e
2
2e3 + 2e2e
2
3 + e1e
2
3 + e
3
3 − e1(e2e3 + e
2
3 − e
2
1 − e1e2)− 6e1e2e3,
because e1 > d1
= e33 + 2e2e
2
3 + e
2
2e3 + e
2
1e2 + e
3
1 − 6e1e2e3 ≥ 0 by the lemma 3.3.
Subcase 2: M1 = e3, M2 = e4 + dn
e3 ≥ e4 and e4 + dn ≥ e2 + e3 imply c ≥ e1 + e2 and c − dn ≤ e1.We show that
e3(e1 + e2 + e3 − c+ dn)(e1 + e2 + e3 − d1) ≥ 6e1e2e3 − d1c(c− dn).
e3(e1 + e2 + e3 − c + dn)(e1 + e2 + e3 − d1)− 6e1e2e3 + d1c(c− dn)
= e3(e1 + e2 + e3)(e1 + e2 + e3 − d1)− (c− dn){e3(e1 + e2 + e3 − d1)− d1c}
− 6e1e2e3
≥ e3(e1 + e2 + e3)(e1 + e2 + e3 − d1)− e1(e3 − d1)(e1 + e2 + e3)− 6e1e2e3
because c ≥ e1 + e2, c− dn ≤ e1
= e3(e1 + e2 + e3)
2 − e1e3(e1 + e2 + e3)− d1(e3 − e1)(e1 + e2 + e3)− 6e1e2e3
≥ e3(e2 + e3)(e1 + e2 + e3)− e1(e3 − e1)(e1 + e2 + e3)− 6e1e2e3 since e1 > d1
= e33 + 2e2e
2
3 + e
2
2e3 + e
2
1e2 + e
3
1 − 6e1e2e3 ≥ 0 by the lemma 3.3.
Subcase 3: M1 = e4, M2 = e2 + e3
e4 ≥ e3 and e2 + e3 ≥ e4 + dn imply c ≤ e1 + e2 and c− dn ≥ e1.
We show that (e1 + e2 + e3 − c)(e2 + e3)(e1 + e2 + e3 − d1) ≥ 6e1e2e3 − d1c(c− dn).
(e1 + e2 + e3 − c)(e2 + e3)(e1 + e2 + e3 − d1) + d1c(c− dn)− 6e1e2e3
= (e2 + e3)(e1 + e2 + e3)(e1 + e2 + e3 − c− d1) + d1c(e2 + e3 + c− dn)− 6e1e2e3
≥ (e2 + e3)(e1 + e2 + e3)(e3 − d1) + d1c(e1 + e2 + e3)− 6e1e2e3
because e1 + e3 ≥ c, c− dn ≥ e1
= e3(e2 + e3)(e1 + e2 + e3)− d1{(e2 + e3)(e1 + e2 + e3)− c(e1 + e2 + e3)} − 6e1e2e3
≥ e3(e2 + e3)(e1 + e2 + e3)− e1(e3 − e1)(e1 + e2 + e3)− 6e1e2e3
because e1 > d1, c ≤ e1 + e2
= e33 + 2e2e
2
3 + e
2
2e3 + e
2
1e2 + e
3
1 − 6e1e2e3 ≥ 0 by the lemma 3.3.
Subcase 4: M1 = e4, M2 = e4 + dn
e4 ≥ e3 and e4 + dn ≥ e2 + e3 imply c ≤ e1 + e2 and c− dn ≤ e1.
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We show that (e1+e2+e3−c)(e1+e2+e3−c+dn)(e1+e2+e3−d1) ≥ 6e1e2e3−d1c(c−dn).
(e1 + e2 + e3 − c)(e1 + e2 + e3 − c+ dn)(e1 + e2 + e3 − d1) + d1c(c− dn)− 6e1e2e3
= (e1 + e2 + e3 − c)(e1 + e2 + e3 − d1)(e1 + e2 + e3)
− (c− dn){(e1 + e2 + e3 − c)(e1 + e2 + e3 − d1)− d1c} − 6e1e2e3
≥ e3(e2 + e3)(e1 + e2 + e3)− e1(e3 − e1)(e1 + e2 + e3)− 6e1e2e3,
because e1 + e2 ≥ c, c− dn ≤ e1
= e33 + 2e2e
2
3 + e
2
2e3 + e
2
1e2 + e
3
1 − 6e1e2e3 ≥ 0 by the lemma 3.3.
CASE II: Suppose that there is the cancellation of e1 = d1 in the resolution (2.1)
of I. Then, the minimal resolution is the following.
0 →
n∑
i=2
R(−(e1+e2+e3−di)) →
n∑
i=1
R(−(e4−di))⊕R(−(e1+e2))⊕R(−(e1+e3))
→
4∑
i=1
R(−(ei)) → R → R/I → 0
Here, e2 must be strictly greater than d2. Otherwise, there is more cancellation of
e2 = d2 for which we have to consider later.
Then we have the maximal shifts:
M1 = max{e3, e4}
M2 = max{e1 + e3, e4 + dn}
M3 = e1 + e2 + e3 − d2
If M1 = e4, then e1 + e2 + e3 − c > e3. We get e1 + e2 > c, which always results
in M2 = e4 + dn because e4 + dn − (e1 + e3) = e1 + e2 + e3 − c + dn − e1 − e3 = e2
+dn − c > e2 + e1 − c > 0. We just have 3 cases of (M1 = e3, M2 = e1 + e3),
(M1 = e3, M2 = e4 + dn) and (M1 = e4, M2 = e4 + dn). We show the upper bound
of the conjecture (1.1) with when M2 = e1 + e3 or M2 = e4 + dn.
Subcase 1: M2 = e1 + e3
M2 = e1 + e3 ≥ e4 + dn implies c− dn ≥ e2
In [10], Migliore, Nagel and Ro¨mer achieved the stronger bound of multiplicity of a
Gorenstein ideal of codim 3 as following
6e(R/J) ≥ e1c(c− dn) + 2e
2
1(dn − e1)
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Hence 6e(R/I) = 6e1e2e3 − 6e(R/J) ≤ 6e1e2e3 − e1c(c− dn)− 2e
2
1(dn − e1). Since
M1 ≥ e3,
M1M2M3 − 6e(R/I)
≥ e3(e1 + e3)(e1 + e2 + e3 − d2)− 6e1e2e3 + e1c(c− dn) + 2e
2
1(dn − e1)
≥ e3(e1 + e3)
2 + e1(e2 + dn)e2 + 2e
2
1(dn − e1)− 6e1e2e3.
We verify that the right above expression is nonnegative.
If dn ≥ e2, then the above expression is greater than e3(e1 + e3)
2 +2e1e
2
2 +2e
2
1e2−
2e31 − 6e1e2e3.
Let e3 = e2 + a, a ≥ 0 then the above can be rewritten as
e3(e1 + e3)
2 + 2e1e
2
2 + 2e
2
1e2 − 2e
3
1 − 6e1e2e3
= 3e21e2 + e
3
2 − 2e
3
1 − e1e
2
2 + (e
2
1 + 3e
2
2 − 2e1e2)a+ (2e1 + 3e2)a
2 + a3
≥ 3e21e2 + e
3
2 − 2e
3
1 − e1e
2
2 = (e
3
2 − e
3
1)− e1(e
2
1 − 3e1e2 + 2e
2
2)
= (e2 − e1)(e
2
2 + e1e2 + e
2
1 − e1(2e2 − e1)) = (e2 − e1)(e
2
2 − e1e2 + 2e
2
1) ≥ 0
If dn < e2, then
e3(e1 + e3)(e1 + e2 + e3 − d2) + e1c(c− dn) + 2e
2
1(dn − e1)− 6e1e2e3
≥ e3(e1 + e3)(e1 + e2 + e3 − d2) + e1e2(e2 + dn) + 2e
2
1(dn − e1)− 6e1e2e3
≥ e3(e1 + e3)(e1 + e2 + e3 − dn) + e1e2(e2 + dn) + e
2
1(dn − e1)− 6e1e2e3
= e3(e1 + e3)(e1 + e2 + e3) + e1e
2
2 − e
3
1 − 6e1e2e3 − dn(e1e3 + e
2
3 − e1e2 − e
2
1)
≥ e3(e1 + e3)(e1 + e2 + e3) + e1e
2
2 − e
3
1 − 6e1e2e3 − e2(e1e3 + e
2
3 − e1e2 − e
2
1)
= e33 + 2e1e
2
3 + e
2
1e3 + 2e1e
2
2 + e
2
1e2 − e
3
1 − 6e1e2e3
Now let’s take e3 by e2 + a, a ≥ 0, then the right above expression is
(e2 + a)
3 + 2e1(e2 + a)
2 + e21(e2 + a) + 2e1e
2
2 + e
2
1e2 − e
3
1 − 6e1e2(e2 + a)
= e32 − e
3
1 − 2e1e
2
2 + 2e
2
1e2 + a
3 + (3e2 + 2e1)a
2 + (3e22 − 2e1e2 + e
2
1)a
≥ (e2 − e1){(e2 − e1)
2 + e1e2} ≥ 0
Subcase 2: M2 = e4 + dn
e4 + dn ≥ e1 + e3 implies e2 ≥ c− dn.
Since M1 ≥ e3, we show that e3(e1 + e2 + e3 − c+ dn)(e1 + e2 + e3 − d2) ≥ 6e1e2e3 −
e1c(c− dn)− 2e
2
1(dn − e1).
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If dn ≥ e2, then c > d2 + dn ≥ d2 + e2 ≥ e1 + e2 and
e3(e1 + e2 + e3 − c+ dn)(e1 + e2 + e3 − d2) + e1c(c− dn) + 2e
2
1(dn − e1)− 6e1e2e3
≥ e3(e1 + e3)(e1 + e2 + e3 − c+ dn) + e1(e1 + e2)(c− dn) + 2e
2
1(e2 − e1)− 6e1e2e3
≥ e3(e1 + e3)(e1 + e2 + e3)− (c− dn){e3(e1 + e3)− e1(e1 + e2)}+ 2e
2
1(e2 − e1)
− 6e1e2e3
≥ e3(e1 + e3)(e1 + e2 + e3)− e2{e3(e1 + e3)− e1(e1 + e2)}+ 2e
2
1(e2 − e1)− 6e1e2e3
≥ e3(e1 + e3)
2 + e1e2(e1 + e2) + 2e
2
1(e2 − e1)− 6e1e2e3
Let e3 = e2 + a, then a ≥ 0. Replace e3 by e2 + a to the right above then we have
(e2 + a)(e1 + e2 + a)
2 + 3e21e2 + e1e
2
2 − 2e
3
1 − 6e1e2(e2 + a)
= e2(e1 + e2)
2 + 3e21e2 + e1e
2
2 − 2e
3
1 − 6e1e
2
2 + {(e1 + e2)
2 + 2e2(e1 + e2)− 6e1e2}a
+ (2e1 + 3e2)a
2 + a3 ≥ (e2 − e1)
3 ≥ 0
because (e1 + e2)
2 + 2e1(e1 + e2)− 6e1e2 = (e2 − e1)(3e2 − e1) ≥ 0 and a ≥ 0.
If dn < e2, then 2e2 > e2+dn > c > d2+dn. The last inequality results from theorem
2.5.
e3(e1 + e2 + e3 − c+ dn)(e1 + e2 + e3 − d2) + e1c(c− dn) + 2e
2
1(dn − e1)− 6e1e2e3
= e3(e1 + e2 + e3)(e1 + e2 + e3 − d2)
− (c− dn){e3(e1 + e2 + e3 − d2)− e1c}+ 2e
2
1(dn − e1)− 6e1e2e3
≥ e3(e1 + e2 + e3)(e1 + e2 + e3 − d2)
− e2{e3(e1 + e2 + e3 − d2)− e1(d2 + dn)}+ 2e
2
1(dn − e1)− 6e1e2e3,
because e3(e1 + e2 + e3 − d2)− e1(d2 + dn) > e3(e1 + e2 + e3 − d2)− e1c
> e3(e1 + e3)− 2e1e2 > 0.
≥ e3(e1 + e3)(e1 + e2 + e3 − d2) + e1e2(d2 + dn) + 2e
2
1(dn − e1)− 6e1e2e3
= e3(e1 + e3)(e1 + e2 + e3)− d2{e3(e1 + e3)− e1e2}+ e1e2dn + 2e
2
1(dn − e1)− 6e1e2e3
≥ e3(e1 + e3)(e1 + e2 + e3)− dn{e3(e1 + e3)− e1e2}+ e1e2dn + 2e
2
1(dn − e1)− 6e1e2e3
= e3(e1 + e3)(e1 + e2 + e3 − dn) + 2e1e2dn + 2e
2
1(dn − e1)− 6e1e2e3.
We claim that the right above expression is greater than e3(e1 + e3)
2 + e1e2(e1 +
e2) + e
2
1(e2 − e1) − 6e1e2e3 which is already proved to be nonnegative in the end of
case dn ≥ e2.
To verify our claim, it suffices to show e3(e1 + e3)(e2 − dn) + e1e2(2dn − e1 − e2) +
e21(2dn − 2e1 − e2 + e1) ≥ 0. Let e2 = dn + x, then 0 < x ≤ e3 − dn.
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e3(e1 + e3)(e2 − dn) + e1e2(2dn − e1 − e2) + e
2
1(2dn − e1 − e2)
= e3(e1 + e3)x+ e1(dn + x)(2dn − e1 − dn − x) + e
2
1(2dn − e1 − dn − x)
= e1(dn + e1)(dn − e1) + x(e
2
3 + e1e3 − 2e
2
1 − e1x)
≥ e1(dn + e1)(dn − e1) + x{(e
2
3 + e1e3 − 2e
2
1 − e1(e3 − dn)}
= e1(dn + e1)(dn − e1) + x(e
2
3 − 2e
2
1 + e1dn) ≥ 0.
CASE III : Suppose that e1 = d1, e2 = d2, e3 > d3. Denote d1 by e1 and d2 by e2.
0 →
n∑
i=3
R(−(e1 + e2 + e3 − di)) →
n∑
i=1
R(−(e4 + di))⊕ R(−(e1 + e2))
→
4∑
i=1
R(−(ei)) → R → R/I → 0
e3 − e4 = e3 − (e1 + e2 + e3 − c) = c − (e1 + e2) > c − (e2 + dn) > 0 applied to
theorem 2.5. This gives us the following maximal shifts.
M1 = e3
M2 = max{e1 + e2, e4 + dn}
M3 = e1 + e2 + e3 − d3
Subcase 1: M2 = e1 + e2
e1 + e2 ≥ e4 + dn implies e3 ≤ c− dn.
e3(e1 + e2)(e1 + e2 + e3 − d3) + e1c(c− dn)− 6e1e2e3
≥ e3(e1 + e2)
2 + e1(e3 + dn)e3 − 6e1e2e3
≥ e3(e1 + e2)
2 + e1(e2 + e3)e3 − 6e1e2e3, because dn ≥ e2
= e21e3 + e
2
2e3 + e1e
2
3 − 3e1e2e3 = e3(e
2
1 + e
2
2 + e1e3 − 3e1e2)
= e3{(e1 − e2)
2 + e1e3 − e1e2} = e3{(e1 − e2)
2 + e1(e3 − e2)} ≥ 0
Subcase 2: M2 = e4 + dn
M2 = e4+dn > e1+e2 implies e3 > c−dn.We know that c > e2+dn, so e3 ≥ c−dn > e2.
If e3 ≥ dn, then we show that e3(e1 + e2 + e3 − c+ dn)(e1 + e2 + e3 − d3) ≥ 6e1e2e3 −
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e1c(c− dn).
e3(e1 + e2 + e3 − c+ dn)(e1 + e2 + e3 − d3) + e1c(c− dn)− 6e1e2e3
= e3(e1 + e2 + e3)(e1 + e2 + e3 − d3)
− (c− dn){e3(e1 + e2 + e3 − d3)− e1c} − 6e1e2e3
≥ e3(e1 + e2 + e3)(e1 + e2 + e3 − d3)− e3{e3(e1 + e2 + e3 − d3)− e1c} − 6e1e2e3
because e3(e1 + e2 + e3 − d3)− e1c ≥ e3(e1 + e2)− e1(e3 + dn) ≥ e2e3 − e1dn > 0
= e3(e1 + e2)(e1 + e2 + e3 − d3) + e1e3c− 6e1e2e3
> e3(e1 + e2)
2 + e1e3(2e2)− 6e1e2e3 because c > e2 + dn > 2e2
= e3(e2 − e1)
2 ≥ 0
If e3 < dn, then e2 + e3 < e2 + dn < c ≤ e3 + dn < 2dn.
We show that e3(e1+ e2+ e3− c+ dn)(e1+ e2+ e3−d3)+ e1c(c−dn)+2e
2
1(dn− e1) ≥
6e1e2e3.
e3(e1 + e2 + e3 − c + dn)(e1 + e2 + e3 − d3) + e1c(c− dn) + 2e
2
1(dn − e1)− 6e1e2e3
≥ e3(e1 + e2)
2 + e1(e2 + dn)e2 + 2e
2
1(dn − e1)− 6e1e2e3
≥ e3(e1 + e2)
2 + e1e2(e2 + e3) + 2e
2
1(e3 − e1)− 6e1e2e3
= 3e21e3 + e2e
2
3 + e1e
2
2 − 2e
3
1 − 3e1e2e3
Let e3 = e2 + a, a > 0 then the right above expression is
3e21(e2 + a) + e2(e2 + a)
2 + e1e
2
2 − 2e
3
1 − 3e1e2(e2 + a)
= 3e21e2 + e
3
2 − 2e
3
1 − 2e1e
2
2 + (3e
2
1 + 2e
2
2 − 3e1e2)a+ e2a
2
≥ (e2 − e1)(e
2
2 − e1e2 + 2e
2
1) ≥ 0
CASE IV: Suppose the case of e1 = d1, e2 = d2, e3 = d3. By theorem 2.6 we can
take fi = gi, 1 ≤ i ≤ 3. Thus J = ((f1, f2, f3) : f4) and I = ((f1, f2, f3) : J). Since
J is a homogeneous Gorenstein ideal of height three, there exists a skew symmetric
matrix φ of size n = 2m+ 1 such that J is the ideal of 2m× 2m order pfaffians of φ.
The degree matrix of φ is the following.


2r1 r1 + r2 · · · r1 + rn
r1 + r2 2r2 · · · r2 + rn
...
...
...
r1 + rn r2 + rn · · · 2rn


Let r = r1 + r2 + · · ·+ rn, Then homogeneous generators, gi of J are of degrees,
deggi = r − ri. We may assume that r1 ≥ r2 ≥ · · · ≥ rn. The determinant of φ is
a homogeneous polynomial of degree c = 2(r1 + r2 + · · ·+ rn). We have di = r − ri
for all i = 1, 2, · · · , n and e4 = d1 + d2 + d3 − c = r − r1 − r2 − r3. Since e4 and
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c is a positive integer, r1, r2, r3, r4 and r are positive. With this notation, the free
resolution of R/I is as follows:
0 →
n∑
i=4
R(−(2r − r1 − r2 − r3 + ri)) →
n∑
i=1
R(−(2r − r1 − r2 − r3 − ri))
→
3∑
i=1
R(−(r − ri))⊕ R(−
n∑
j=4
rj) → R → R/I → 0
Let T = 2r − r1 − r2 − r3. We have the maximal and minimal shifts.
M1 = r − r3 m1 = T − r
M2 = T − rn m2 = T − r1
M3 = T + r4 m3 = T + rn
Using this resolution to compute the multiplicity of R/I, we get
6e(R/I) =
n∑
i=4
(T − ri)
3 −
n∑
i=1
(T − ri)
3 +
3∑
i=1
(r − ri)
3 + (T − r)3
= 3T (
n∑
i=4
r2i −
n∑
i=1
r2i ) +
n∑
i=4
r3i +
n∑
i=1
r3i +
3∑
i=1
(r − ri)
3 + (T − r)3
= −3T
3∑
i=1
r2i + 2
n∑
i=4
r3i + 3r
2(T − r) + 3r
3∑
i=1
r2i + (T − r)
3
= (T − r)(3r2 − 3
3∑
i=1
r2i ) + 2
n∑
i=4
r3i + (T − r)
3
Let ∆ := 6e(R/I)−M1M2M3. We will show that ∆ ≤ 0.
∆ = (T − r)(3r2 − 3
3∑
i=1
r2i ) + 2
n∑
i=4
r3i + (T − r)
3 − (r − r3)(T − rn)(T + r4)
= (T − r)(3r2 − 3
3∑
i=1
r2i ) + 2
n∑
i=4
r3i + (T − r)
3 − (T − r)(T − rn)(T + r4)
− (r1 + r2)(r − rn) + (T − r)(T + r4), since r − r3 = T − r + r1 + r2
= (T − r)(3r2 − 3
3∑
i=1
r2i ) + 2
n∑
i=4
r3i + (T − r)
3 − (T − r)(T − rn)(T + r4)
− (r1 + r2)(T − r)(T + r4)− (r − rn)(r1 + r2)T − (r − rn)(r1 + r2)r4
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But 2
∑n
i=4 r
3
i − (r1 + r2)r4(T − r) ≤
∑n
i=4(2ri)riri − (r1 + r2)r4(T − r) ≤ 0. We
get,
∆ ≤ (T − r)(3r2 − 3
3∑
i=1
r2i ) + (T − r)
3
− (T − r)(T − rn)(T + r4)− (r1 + r2)(T − r)T − (r − rn)(r1 + r2)T
− (r − rn)(r1 + r2)r4
= (T − r)(3r2 − 3
3∑
i=1
r2i ) + (T − r)
3 − (T − r)(T − rn)(T + r4)
− (r1 + r2)(T − rn)T − (r − rn)(r1 + r2)r4
= (T − r)
{
2r2 − 3
3∑
i=1
r3i − 2r(T − r)− T (r4 − rn) + r4rn
}
− (r1 + r2)(T − rn)T − (r − rn)(r1 + r2)r4
= 2r2(T − r)− 2r(T − r)2 − (T − r)
{
T (r4 − rn) + 3
3∑
i=1
r3i − r4rn
}
− (r1 + r2)(T − rn)T − (r − rn)(r1 + r2)r4
= 2r(T − r)(r1 + r2 + r3)− (T − r)
{
T (r4 − rn) + 3
3∑
i=1
r3i − r4rn
}
− (r1 + r2)(T − rn)T − (r − rn)(r1 + r2)r4.
T −r = r− (r1+ r2+ r3) ≤ r−rn implies 2(T −r) ≤ T −r+ r−rn = T −rn. Now,
T − r = r4 + · · ·+ rn ≥ rn whether rn is positive or negative since T − r is positive.
Now,
2r(T − r)(r1 + r2 + r3)
= 2r(T − r)(r1 + r2) + 2rr3(T − r) ≤ r(r1 + r2)(T − rn) + 2rr3(T − r)
≤ r(r1 + r2)(T − rn) + r(r1 + r2)(T − r) because 2r3 < r1 + r2
≤ r(r1 + r2)(T − rn) + (r1 + r2)(T − rn)(T − r) = (r1 + r2)(t− rn)T
Thus
∆ ≤ −(T − r)
{
T (r4 − rn) + 3
3∑
i=1
r3i − r4rn
}
− (r − rn)(r1 + r2)r4
≤ −(T − r)
{
T (r4 − rn) + 2r
2
1 + 3r
2
2 + 3r
2
3
}
− (r − rn)(r1 + r2)r4 ≤ 0.

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Remark 3.5. When e1 = d1, e2 = d2, e3 = d3, the structure of the ideal I and its res-
olution can be completely determined. There exists a homogeneous skew symmetric
matrix φ = (xij) giving the Gorenstein ideal J , with φ˜ denoting φ with the top three
rows deleted, the resolution of R/I is
0 → Rn−3
φ˜
→ Rn
ψ
→ R4
(f4,f1,f2,f3)t
−→ R → R/I → 0.
where ψ is the n× 4 matrix

f1
f2 −f4I3×3
f3
g4 t14 t24 t34
...
...
...
...
gn t1n t2n t3n


Example 3.6. I = (x7, y8 + z8, x3y6 + x5z4 + yz8, y3z3) is an almost complete inter-
section of codim 3. Let f1 = x
7, f2 = y
8 + z8, f3 = x
3y6 + x5z4 + yz8 and f4 = y
3z3,
then K = (f1, f2, f3) is a regular sequence.
The Gorenstein ideal J = ((f1, f2, f3) : I) is (x
3y3z−y6z+x2z5, x6z+xyz5, x7, x5y2z−
x3z5 + y3z5, y8 + z8, x5y3− x2y6, x3y6+ x5z4− yz8) of 7 generators and c = 1
3
(7 + 7+
7+ 8+ 8+8+9) = 18. e(R/I) = 270 = 504− 234 = e(R/K)− e(R/J) in lemma 2.4
and degf4 = 6 = degf1+ degf2+ degf3− c in corollary 2.2. Since degf1 = degg1 = 7,
this example is for the case II in the previous theorem. The maximal and minimal
shifts for R/I are M1 = e3 = 9,M2 = e1 + e3 = 16,M3 = e1 + e2 + e3 − d2 = 17 and
m1 = e4 = 6, m2 = e4 + d1 = 13, m3 = e1 + e2 + e3 − dn = 15. 1170 = m1m2m3 ≤
6e(R/I) ≤M1M2M3 = 2448.
4. Ideal Linked to Complete Intersection
In this section we use some techniques of Gold-Schenck-Srinivasan [7] to give
bounds for the almost complete intersection ideal linked to a complete intersection in
one step and give some partial results towards the proving the multiplicity conjecture
for these ideals. I is a complete intersection generated by homogeneours elements of
degrees d1 ≤ d2 ≤ · · · ≤ dn. K is a regular sequence of length n formed by homo-
geneous elements of degrees e1 ≤ e2 ≤ · · · ≤ en. By theorem 2.6 without loss of
generality, we can take ei ≥ di since K ⊂ I.
Let J = (K : I). Let F be the minimal resolution of R/K and K be the minimal
resolution of R/I. Let φ : F → K be induced by K ⊂ I, then the dual of the
mapping cone of φ, M(φ∗) is a resolution of R/J . This will be minimal if there are
no cancellations. We consider this situation where M(φ∗) is the minimal resolution
of R/I.
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F is a Koszul complex with degrees of the generators d1 ≤ d2 ≤ · · · ≤ dn and
K is a Koszul complex with degrees of the generators e1 ≤ e2 ≤ · · · ≤ en and let
α =
∑
i ei. Then the maximal and minimal shifts in P =M(φ
∗) are
Mi = max{
∑
t≥n−i+1
et, α−
∑
t≤n−i+1
dt}, 1 ≤ i ≤ n− 1
Mn = α− d1.
mi = min{
∑
t≤i
et, α−
∑
t≥i
dt}, 1 ≤ i ≤ n− 1
mn = α− dn.
The multiplicity of R/J is
e(R/J) =
n∏
i=1
ei −
n∏
i=1
di = e(R/K)− e(R/I).
We show with some conditions that∏n
i=1mi
n!
≤ e(R/J) ≤
∏n
i=1Mi
n!
.
Theorem 4.1. The upper bound of the conjecture 1.1 holds if
∑n
i=2(ei − e1) ≥ d1.
Proof. Since Mi = max{
∑
t≥n−i+1 et, α −
∑
t≤n−i+1 dt}, Mi ≥ ien−i+1, for 1 ≤ i ≤
n− 1.
n∏
i=1
Mi − n!e(R/J)
=
n∏
i=1
Mi − n!
n∏
i=1
ei + n!
n∏
i=1
di
≥ Mn
∏
i<n
ien−i+1 − ne1(n− 1)!
∏
i>1
ei + n!
n∏
i=1
di
≥ (α− d1 − ne1)(n− 1)!
∏
i>1
ei + n!
n∏
i=1
di.
This is non negative if α− d1 ≥ ne1. α− ne1 ≥ d1 if
∑
i(ei − e1) ≥ d1. 
Now we look at the case where the regular sequence linking the two ideals is
generated in a single degree e, so that e = e1 = en. Then e ≥ di for all i by the
theorem 2.6 and
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Mi = max{ie, ne−
n−i+1∑
j=1
dj}, 1 ≤ i ≤ n− 1
Mn = ne− d1
mi = min{ie, ne−
n∑
j=i
dj}, 1 ≤ i ≤ n− 1
mn = ne− dn.
Lemma 4.2. If mk = ke for some k, then mi = ie for all i ≤ k.
Proof. Since mk = ke, ne − (dk + · · · + dn) ≥ ke. ne − (dk−1 + dk + · · · + dn) =
ne − (dk + · · · + dn) − dk−1 ≥ ke − dk−1 ≥ ke − e = (k − 1)e because dk−1 ≤ e, so
mk−1 = (k − 1)e. Repeat this process, mi = ie i = 1, 2, · · · , k. 
Theorem 4.3. If mn−1 = (n− 1)e, then the lower bound holds.
Proof. Since mn−1 = (n− 1)e ≤ ne− dn−1− dn, We get e ≥ dn+ dn−1. By the lemma
4.2, mi = ie for all i ≤ k.
e ≥
d1 + · · ·+ dn
n− 1
≥
n
n− 1
d1
e ≥
d2 + · · ·+ dn
n− 2
≥
n− 1
n− 2
d2
...
e ≥ dn−1 + dn ⇒ e ≥
2
1
dn−1
so, en−1 ≥
n
n− 1
·
n− 1
n− 2
· · ·
2
1
d1d2 · · · dn−1 = n
n−1∏
i=1
di
n!e(R/J) = n!(en −
n∏
i=1
di) = n!e
n − n!
n∏
i=1
di ≥ n!e
n − (n− 1)!en−1dn
= (n− 1)en−1(ne− dn) =
n∏
i=1
mi.

Lemma 4.4. If M1 = e, then Mi = ie for i = 1, ..., n− 1. In particular (k − 1)e ≤∑k
j=1 dj for 2 ≤ k ≤ n.
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Proof. Since M1 = e, m1 = ne − (d1 + · · · + dn), ne − (d1 + ... + dn−1) = ne −
(d1 + ... + dn) + dn ≤ e + dn ≤ 2e. So, M2 = 2e. 2e ≥ ne − (d1 + · · · + dn−1),
ne− (d1 + ...+ dn−2) = ne− (d1 + ...+ dn−1) + dn−1 ≤ 2e+ dn−1 ≤ 3e. So, M3 = 3e.
Repeat this process, Mi = ie for all i = 1, ..., n − 1 which implies automatically
mi = ne −
∑n
j=i dj for i = 1, ..., n. ie ≥ ne −
∑n−i+1
j=1 dj ≥ ne −
∑n
j=i dj . We obtain
(n− i)e ≤
∑n−i+1
j=1 dj for i = 1, ..., n− 1. So (k − 1)e ≤
∑k
j=1 dj for 2 ≤ k ≤ n. 
Theorem 4.5. If M1 = e, then the upper bound holds.
Proof. By lemma 4.4, Mi = ie for all i = 1, ..., n− 1.
e ≥ ne−
∑n
j=1 dj ⇒ e ≤
1
n−1
∑n
j=1 dj ≤
n
n−1
dn,
2e ≥ ne−
∑n−1
j=1 dj ⇒ e ≤
1
n−2
∑n−1
j=1 dj ≤
n−1
n−2
dn−1,
...
(n− 1)e ≥ ne− (d1 + d2)⇒ e ≤ d1 + d2 ≤ 2d2.
We obtain
en−1 ≤
n
n− 1
·
n− 1
n− 2
· · ·
2
1
dndn−1 · · · d2 = n
n∏
i=2
di
Now we show that e(R/J) = en −
∏n
i=1 di ≤
1
n!
∏n
i=1Mi.
n∏
i=1
Mi = e(2e) · · · (n− 1)e(ne− d1) = n!e
n − (n− 1)!en−1d1
≥ n!en − n!
n∏
i=1
di, because e
n−1 ≤ n
n∏
i=2
di

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