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The operating principles of ion RF linear accelerators are described,
based on the concept of 'slow waves' generated in 'loaded cavities'.
Fundamental cavity parameters are presented, and equations
describing the action of electromagnetic fields on the particles are
given. Space charge influences are touched upon only briefly. Various
types of linear accelerators are introduced according to their use at
different particle energies and frequencies.
1. INTRODUCTION
Linear accelerators (linacs) accelerate particles on a linear path. Usually linacs operate
with sinusoidally varying electromagnetic fields and are called RF linear accelerators. RF
fields are created in a bounded volume, known as cavity, and the cavity operates either as a
waveguide (the electromagnetic energy enters the cavity at one end, is dissipated partly along
the cavity walls which are of finite conductivity, and exits at the other end to be dissipated in
a matched load), or as a resonator (the electromagnetic energy is reflected back and forth on
the end walls). Accelerators working on these principles are called travelling- and standing-
wave linacs, respectively. RF linacs operate in the frequency range of a few MHz up to
several GHz. They are suitable for the acceleration of light particles, like electrons (at
10 MeV electrons already have the relativistic velocity b  = 0.999), as well as of heavier
particles, ions (protons at 10 MeV have b  = 0.145). Ions are slow particles and ion linacs
usually operate in the MHz region whilst electron linacs operate in the GHz region. The
structure of the cavity differs when used for slow or rapid particles. However, the basic
principles of operation are always the same. This paper deals with ion linacs which have a
vast field of applications, such as physics research, nuclear waste transmutation, breeding of
nuclear fuel, materials study (neutron spallation sources) and medical applications (cancer
treatment).
Sections 2 and 3 are essential for understanding the principles of operation of linear
accelerators with RF electromagnetic fields. The accelerating structures have been treated as
lossless for better clarity; lossy structures would be treated in a similar way. Section 4
outlines the basic cavity parameters, whilst Sections 5 and 6 deal with some more common
accelerator types. Section 7 shows how the action of electromagnetic fields on particles is
computed, and Section 8 touches the problem of space charge influences and the beam
loading of cavities. Section 9 treats a particular accelerator called the radio-frequency
quadrupole (RFQ), which is in wide use all over the world. Section 10 gives some concluding
remarks.
2. EMPTY CAVITIES: WAVE TYPES AND MODES
In free space, the electromagnetic wave has electric and magnetic field vectors
perpendicular to the direction of propagation. Such a wave type is called the transverse
electromagnetic wave (TEM). In bounded media, where the boundary is a perfect conductor,
such a wave type is not possible because the boundary conditions cannot be satisfied. On the
boundary, the tangential component of the electric field Et, as well as the normal component
of the magnetic field Bn, have to be zero. These conditions are satisfied if the wave has one of
the field components in the direction of propagation (the longitudinal or z-axis of the
coordinate system). If it is the electric field component Ez, the wave type is called transverse
magnetic (TM); if it is the magnetic field component Bz the wave type is called transverse
electric (TE) , [1].
Wave propagation in cavities can be explained in terms of reflections from wall to wall;
in this way one has a field component in the direction of propagation. Not all the angles of
wave incidence and reflection are allowed; only a discrete number of them satisfy the
conditions. For each wave type, one can have certain wave modes, which are indicated by
subscripts. For example, in a rectangular cavity one can have cavity modes
TEmn  or  TMmn   ,
m and n indicating the number of half waves in the x  and y direction, respectively (see Fig. 1).
If there is a third subscript (in resonators), it indicates the number of half waves in the z
direction.
Fig. 1 TE01 wave in a rectangular cavity
In linacs one distinguishes between two wave velocities: the phase velocity  n ph and the
group velocity n g. The former is the velocity of the wave phenomenon, like that of rapid wave
propagation along the shore, resulting from an obliquely incident sea wave. Electromagnetic
waves, moving with the velocity c and falling obliquely on the side walls of a cavity, would
result in a longitudinal (along the cavity) wave phenomenon moving with a phase velocity
bigger than the velocity of light c. Of course, the wave energy does not move in the
longitudinal direction with the phase velocity, but with the much slower group velocity.
However, for the acceleration of particles in accelerators it is the phase velocity which counts.
To see this in more detail, we shall write the wave equation in cylindrical coordinates
(accelerators usually have a circular cross section) for a rotationally symmetric
electromagnetic field like TM01, where the subscripts indicate the number of field variations
















The solution is usually given in the form of a product of functions of one variable:
Ez (z,r,t) = Z(z) R(r) T(t) ,
where the functions Z(z) and T(t)  are of the form:
Z(z) µ  exp (–jkz)   ;   T(t)  µ  exp  (jw t)  .
The factor k  in the exponent  represents the phase advance of the wave per unit length. The
factor w  represents the phase change per unit time or the angular frequency. The exponent
j(w t – kz) is typical for travelling waves. Counting z from the position of the crest of the wave
at time t = 0, one stays on the crest if during motion the condition
w t  –  kz  = 0  ,






= νph > c ,
as we already know. Inserting the assumed solution for E z  into the wave equation, one





















This is the Bessel equation of zero order (due to the assumed field symmetry), and the
solution is given by the Bessel function of first kind and zero order:
R(r)  = AJ0 (Krr)   .
At the boundary (cylinder of radius Rmax = a), Ez (z,a,t)  must be zero, hence:
J0 (Kra) = 0  Þ   Kra = 2.405  (first zero of the Bessel function).






2 + k2 .
This is the very important dispersion relation for empty cavities and for a given wave type








Fig. 2 Dispersion (Brillouin) diagram for empty cavities
The plotted curve is a hyperbola and the slope of the radius vector from the origin to a
point on the curve gives the phase velocity n ph = w /k ; all the points above the asymptote, for






The lowest frequency for which the boundary conditions are satisfied is w c. At this frequency
the phase advance k,  as well as the group velocity, are zero, whilst the phase velocity is
infinite. To accelerate particles we need a longitudinal electric field but as the electromagnetic
wave is a time varying field we must maintain a synchronism between the wave and the
particle, which means that the phase velocity n ph of the wave and the velocity of the particle
n p must be equal. One sees immediately that in order to use electromagnetic waves for
acceleration one must find methods to slow the waves down.
3. LOADED CAVITIES: SPACE HARMONICS, TRAVELLING AND STANDING
WAVE STRUCTURES
One method to slow down the waves is to 'load' the cavity by introducing some periodic
obstacles into it [3], as shown in Fig. 3. The study of the solution of the wave equation in
such a case is based on two essential points:
Fig. 3 Disc-loaded cavity (schematic)
i) Floquet's theorem for periodic structures, which states that in a given mode of oscillation
and at a given frequency, the wave function is multiplied by a constant such as e–jkL , when
moving from one period to the next. A simple function that satisfies Floquet's theorem is
e–jkz.
ii) The complicated boundary conditions cannot be satisfied by a single mode, as was the
case with an empty cavity, but by a whole spectrum of space harmonics , which is in fact a
Fourier series applied to a periodic case. We now have:
Ez (r, z,t) = F(r,z)e j(ωt−kz)
F (r, z + L) = F(r,z)
F(r, z) = an(r)e− j(2pin/L)z .
n
∑
Introducing these expressions in the wave equation for rotationally symmetric waves we
get:








































For each  n we have a travelling wave with its own velocity n ph, which is slowed down
compared to the case of an empty cavity. In principle we can find an n such that n ph = n p ,
which is what we wanted. For n ph < c ,  one has Krn2   < 0 and so Krn = jkr. The solution of the
Bessel equation is now expressed by the Bessel functions of imaginary argument, which are
called modified Bessel functions:
an (r) = An I0 (krr)
where An  is a constant.
It is not easy to find the functional relationship between w  and kn for the dispersion
diagram of a periodic structure. However, this diagram must reflect the periodicity of the
structure and it will be drastically different from that of an empty cavity, even in the region of
n = 0. Figure 4 shows the dispersion diagram of loaded cavities.
Fig. 4 Dispersion diagram of a periodic structure (loaded cavity); unloaded cavity
case shown for comparison
Interesting features can be observed:
  i) for a given wave type and mode, there is a limited passband of possible frequencies from
w c to w p ; at both ends of the passband, the group velocity n g is zero;
 ii) for a given frequency, one has an infinite series of space harmonics , from n = – ¥  to n =
+ ¥ . All space harmonics have the same group velocity, but different phase velocities;
iii) when the electromagnetic energy propagates only in one direction (full curves on
diagram), we have a travelling wave  accelerator (TW); when the energy is reflected back
and forth at both ends of the cavity (full and dotted curves), we have a standing wave
accelerator (SW).
vi) the group and phase velocities do not have to be in the same direction; if they are, one has
a forward  wave and if they are in opposite directions, one has a backward  wave.
4. FUNDAMENTAL CAVITY PARAMETERS
In the design of linear accelerators one is concerned with a certain number of
parameters, of which the fundamental ones are the following [4,5]:
i)   Transit-time factor T
T =
Ez (z,0)e
− j(ωz / ν p ) dz0
L∫
Ez0
L∫ (z,0) dz .
The transit-time factor T indicates how well a field Ez  accelerates particles. The integral in the
denominator is equal to E0 L , where E0 is the average field in a cell, and L  the cell length. The
significance of the transit-time factor will became clearer in Section 7.





The effective shunt impedance indicates how efficient the acceleration for a given dissipated
RF power –dP/dz is, where P is the power flowing in the structure and E0T is the amplitude of
the relevant space harmonic.
iii)   Quality factor Q
Q = ω w
−dP / dz
,
where w is the stored energy per unit length.
The ratio Zseff/Q = (E0 T)2/w w is also an important parameter as it depends only on the
geometry of the structure and not on the quality (conductivity) of the walls; it indicates how
much acceleration one has for a given stored energy.





P is the power flowing in the structure; as w µ  E2, a small n g  is usually preferred for better
acceleration efficiency.
v)  Frequency f
The choice of the frequency of an accelerator depends on many factors. In general, with
higher frequencies one has a better Zseff (Zseff µ w 1/2), but the aperture for the beam gets
smaller.






where here L is the length of the cavity.
The factor tF indicates the time needed for the electromagnetic energy to fill the cavity; the
above formula is valid for TW accelerators. For SW accelerators, where the electromagnetic





vii)  Duty factor h
The duty factor indicates the fraction of time during which the accelerator is in active mode.
Linear accelerators usually operate in a pulsed regime where the pulse is repeated a certain
number of times per second. The duty factor is given by the product of the pulse length and
repetition rate.
5. SOME TYPICAL ION LINACS
Before describing some ion linear accelerators, it seems appropriate to analyse briefly
the TW and SW modes of operation. The TW mode is usually used for particles which
approach the velocity of light; the SW mode is used for slower particles. Both modes can be
understood by observing the dispersion diagram of Fig. 5:
Fig. 5 Dispersion diagram of periodic structures
 i) the working point of the TW mode is usually around point A (phase advance per period of
the structure @ p /2; the phase velocity @  c, the group velocity corresponds to the tangent to
the curve at point A);
ii) the working points of the SW mode must have phase advances of 0 or p , modulo 2 p  (as for
example points B and C); it is only at these points that the direct  (full line) and reflected
wave  (dotted line) have the same phase velocity, so they can both be used to accelerate
particles. A disadvantage is that at these points the group velocity is equal to zero; we shall
come to this problem later.
Figure 6 shows a disc-loaded  ion linac which operates in the SW mode with a phase
advance of p . The electric field Ez has opposite directions in successive cells. The 'noses'
around the beam aperture are present in order to increase the transit-time factor T (or the
amplitude of the space harmonic which is relevant for the acceleration). Figure 7 shows the
Alvarez  or drift-tube linac  (DTL), where the field E z  is in the same direction in all cells.
Hence the DTL operates in the 0 mode (in fact, for the beam, the mode is 2 p ). As the
azimuthal magnetic field is also in the same direction in all cells, the walls separating the cells
could have been left out. The DTL therefore has a higher shunt impedance and is better than
the disc-loaded structure at relativistic velocities of 0.04 < b < 0.4. Another advantage is that
the drift tubes can house focusing elements (like magnetic quadrupoles), very important at
low particle velocities. Figure 8 shows a photo of drift tubes taken out of CERN Linac 2 (for
protons, output energy 50 MeV, frequency 200 MHz).
Fig. 6 Disc-loaded linac (schematic)
Fig. 7 DTL linac (schematic)
Fig. 8 Linac 2: girders with drift tubes
At lower velocities, b  @ 0.01, a very convenient accelerator is the radio-frequency
quadrupole, RFQ . This widespread accelerator will be treated in some detail in Section 9. For
higher ion velocities, b  > 0.4, a convenient structure is the side-coupled linac,  SCL [6],
shown schematically in Fig. 9. Its particularity is that in addition to accelerating cells it also
contains coupling cells, placed sidewise. The field vector Ez is in phase opposition in adjacent
accelerating cells. The coupling cells form another chain of oscillators  and the SCL is
therefore a 'biperiodic structure'. Biperiodic structures have interesting properties: if the
accelerating and coupling cells are properly tuned, their passbands in the dispersion diagram
are brought to a confluence  and form a curve as shown in Fig. 10. The original operating
point of accelerating cells, with the group velocity zero (A), becomes a point with a final
group velocity (B). Hence, energy can flow and the structure is said to be compensated.
(Energy in non-compensated SW structures must also flow to cover RF losses in the structure
walls; to render this possible, the electromagnetic field pattern gets slightly distorted.
Compensated structures avoid this field pattern distorsion.)
Fig. 9 Side-coupled linac, SCL (schematic)
Fig. 10 Confluence of two passbands
The DTL can also be compensated, and a second chain of oscillators can be brought
into the cavity in the form of post couplers  (see Fig. 11). The inductance of the post coupler
and its capacity towards the drift tube are tuned so as to bring the two passbands to
confluence. CERN Linac 2 is compensated in this way.
Fig. 11 DTL cavity compensated with post couplers (schematic)
6. STRUCTURE COMPUTATIONS: DRIFT TUBE LINAC
Linear accelerators are periodic structures with complicated boundary conditions, and to
design them (geometry corresponding to a given frequency and field pattern) one uses
computer programs. To illustrate this procedure we take as an example the computation of the
DTL, which operates with a TM010 field type and mode. The DTL is composed of one or
several tanks  (cavities), each tank containing a certain number of cells, coupled together, and
all resonating at the same frequency. Each cell is composed of a gap and two half drift tubes,
as seen in Fig. 7. The length of the cells increases according to the velocity of the particles,
which have to cross a cell in one RF period. One computes only a certain number of cells, for
various velocities, and then interpolates the results. Owing to symmetry it suffices to solve
the wave equation, with proper boundary conditions, in only a quarter of a cell, as shown in
Fig. 12. (In fact a cell is not symmetric because of the stem which holds the drift tube.
However, one first neglects the stem and introduces it only later as a perturbation.) To
increase the precision of calculations, the mesh size can be diminished in regions where the
field vectors have to be determined more accurately (see Fig. 13). In addition to fields, 2-D
programs like SUPERFISH [7] or URMEL [8] compute also other cavity parameters, such as
Zseff, Q , power loss in the walls PL, average accelerating field E0, stored energy w, transit-
time factor T, etc. Some of these parameters are used in beam dynamics calculations.
Fig. 12 Computation of DTL cells by SUPERFISH
Fig. 13 SUPERFISH calculations with a variable mesh size
7. ACTION  OF  ELECTROMAGNETIC  FIELDS  ON  PARTICLES
In Section 6 we discussed how one computes an accelerator cell from the
electrodynamic point of view. Now we shall analyse how the electromagnetic field acts on
particles. As an example we consider the situation in a gap of a DTL accelerator (see Fig. 14).
The field pattern is TM010 and thus we have the field components Ez, Er, and Bϑ  [9].
Fig. 14 Cell of a DTL accelerator (schematic)
In Section 3 we expressed the Ez field by a Fourier series. In the same way, but to be
more general, we now express this field by a Fourier integral
Ez (r, z) = Ak I0
−∞
∞∫ (krr) cos kz dk ,
where cos kz  has replaced the exponential function because Ez is an even function of z and














Ez (r, z) cos kz dz .
−∞
∞∫
To determine the constant Ak, we shall assume that at the drift tube bore radius a, the Ez
field has a constant value in the gap, and zero within the drift tube:
Ez (a, z) = const = E , −
g
2
≤ z ≤ g
2
.









and for the field
Ez (r, z) =
Eg
2pi
sin kg / 2( )
kg / 2−∞
∞∫ I0(krr)I0(kra) cos kz dk .
The gain in energy of a particle q, when passing through the i-th cell of the DTL, is computed
as follows:
Wi − Wi−1 = q Ez
− Li /2
Li /2∫ (r, z,t)dz = q Ez
− Li /2
Li /2∫ (r, z) cos (ωt +ϕ )dz ,
where Li is the cell length and j  is the RF phase (counted from the crest of the wave) when
the particle crosses the mid gap (t = 0). At a given time t, the particle will be at the position z
given by
z = u pt  ,
where u p  is the velocity of the particle, considered here as constant. Substituting t  = z/u p  in
the integral one gets
Wi − Wi−1 = q Ez
− Li /2
Li /2∫ (r, z) cos ωz
υp









We recognize that the first term under the integral gives the inverse Fourier integral
multiplied by cos j , and the second term is zero, as the even function Ez is multiplied by the
odd function sin w z/u p. As the inverse Fourier integral has already been computed (note that k
= w /u p), we have
Wi − Wi−1 = q Eg




cosϕ   .
The result is interesting: q Eg cos j  would be the energy gain due to an alternating
voltage Eg  traversed at a phase j  from the peak; the factor
sin kg / 2( )
kg / 2
,





is the additional reduction due to the fact that the field Ez on the axis penetrates into the drift
tube aperture and is weaker than E, the field at the drift tube bore radius. Of course
Ez (0, z)dz = Eg .
− L /2
L /2∫
The field off axis is always stronger than the field on axis [factor I0(krr)].
Substituting Eg  with E0L (E 0 is the average longitudinal field on axis in a cell), we
finally get
Wi – Wi–1 = q E0L T(k,r) cos j    ,
with




= T(k) I0(krr) .
T(k,r) is the transit-time factor off axis (on axis it is T (k)). The transit-time factor makes it
possible to compute the energy gain in the whole gap, without the necessity of integrating the
motion of particles point by point.
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One also has to make use of a property of Bessel functions:
ò  x  I0(x)dx  = xI1(x)   .
The formulae for all the TM010 field components are written below:





∞∫ (krr) cos kz cos(ωt +ϕ )dk







∞∫ (krr) sin kz cos(ωt +ϕ )dk







∞∫ (krr) cos kz sin(ωt +ϕ )dk .
The components Er  and   Bϑ  produce a radial force on the moving particle. The change
of the radial momentum pr of the particle in a cell is
























The computation proceeds in an analogous way as with Wi  – Wi–1.
8. BEAM  LOADING  OF  CAVITIES:  SPACE  CHARGE
In Section 7 we have seen how the electromagnetic field in the cavity acts on particles.
Particles also act on the fields, and this interaction between beam and cavity is called beam
loading  of the cavity [10]. For reasons of phase stability [11,12], the beam bunch (particles in
the linac are grouped into bunches) and the RF field are not in phase: the bunch crosses the
gap before the crest of the electric RF field. Therefore beam loading has a resistive as well as
a capacitive component. The RF power supplied by the RF generator must, in addition to
structure losses, cover also the 'beam loading losses'. During the passage of the beam in the
cavity, an RF amplitude and RF phase control is in action, and additional RF power is
correctly supplied to keep the original pattern of the electromagnetic field in the cavity. A
feedback system acts on the tuners to keep the operating frequency stable.
The space charge of the beam which loads the cavity also produces a repulsive action
between particles. As the charge distribution in the beam is not uniform, the space charge
forces are non-linear. The question arises: how can one match a beam with non-uniform
forces to a structure where the forces (as for example of focusing quadrupoles) are
predominantly linear? The answer is that it can be done provided one considers the root-
mean-square  (r.m.s) values of the particle distribution in phase space. Without going into
much detail here, we just mention that Sacherer [13] has demonstrated that the evolution of
r.m.s values depends only on the linearized part of self forces, and that all beams having the
same intensity and the same r.m.s values behave in the same way. Therefore, once we know
the r.m.s values of a real  beam it can be replaced by an equivalent  one having the same r.m.s
values, but a uniform density distribution. Such a beam can be matched.
The r.m.s beam sizes are computed via the second momenta of a normalized
distribution function f(x,x´,y,y´,z,z´)
x˜ = x2( )1/2 = ... (x − x)2 f (x, ′x , y, ′y , z, ′z )dx dy dz d ′x d ′y d ′z∫∫ ,
where x  is the first moment (average value), usually zero. The same is valid for other phase
space coordinates. The r.m.s beam emittance in the phase plane (x,x´) is defined as




− (x ′x )2[ ]1/2 .
9. THE  RFQ  LINEAR  ACCELERATOR
The RFQ accelerator is a very particular ion linac because it accepts an unbunched
(continuous) beam, bunches it, focuses it and accelerates it [14,15]. All these actions are
performed with RF fields: no external focusing is needed and the bunching efficiency
approaches 100%. The RFQ is a Russian invention (Kapchinskij and Teplyakov), but it
became popular worldwide only after the Los Alamos National Laboratory, LANL,
established a design method and built a prototype in 1980 [16]. This ion accelerator is the best
one in the low energy range, from a few keV to a few MeV per atomic mass unit.
The operation of the RFQ can best be understood by considering a long electric
quadrupole with an alternating voltage on it, as shown in Figs. 15 and 16. Particles moving
along the z-axis and staying inside the RFQ for several periods of the alternating voltage,
would be exposed to an alternating gradient focusing (Fig. 15). If the tips of the quadrupole
electrodes are not flat but 'modulated' in an appropriate way, a part of the electric field is
'deviated' into the longitudinal direction and this field can be used to bunch and accelerate
particles (Fig. 16).
Fig. 15 Long electric quadrupole with alternating voltage
Fig. 16 Modulation of RFQ electrodes to create longitudinal fields
It is very instructive to analyse the RFQ from the beam dynamics and electrodynamics
point of view.
 2.1 Beam dynamics
The particles move along the z-axis of the RFQ, and thus the beam dynamics considers
only the small central region around this axis. The electrodes form a well defined boundary
and, due to symmetry, the magnetic field on the axis is zero and nearly zero in the close
neighbourhood. Therefore, in this region one can replace the wave equation by the much
















The general solution of this equation has the form:
U(r,ϑ , z) = V
2








l + n = 2p + 1, p = 0,1,2,...
– V/2 is the electrode potential with respect to the axis
I2n (x) is the modified Bessel function of order 2n
k = 2 p/bl b  is the relativistic factor and l  the wavelength
The general solution contains all the harmonics in an infinite series, but an RFQ is usually
well described with only a few harmonics. The lowest-order solution has only two terms, one
of each infinite series:
U(r,ϑ , z) = V
2
A01 r
2 cos2ϑ + A10I0 (kr) cos kz[ ] .
The first term is the potential of an electric quadrupole (focusing term); the second,
containing cos kz , is linked with the acceleration. Constants A01 and A10 are determined by












The constants A10 and A01 are expressed by geometric parameters, a, the minimum distance of
the electrode from the axis, and m , the modulation factor. Increasing m one gets more
acceleration; decreasing a one gets more focusing. Multiplying the equation for A01 by V one
gets:
χV + A10I0(ka)V = V .
This equation tells us that part of the electrode voltage  V is required for focusing ( c V), and
another part for acceleration [A10 I0 (ka)V]. As the electrode modulation can be produced in a
very precise manner (e.g. by a numerically-controlled milling machine), we can obtain fields


















kA10I0(kr) sin kz .
In addition, all these fields have to be multiplied by a time factor, such as sin ( w t + j ), to take
care of their a.c. character. The computation of the energy gain per cell is done as with the
DTL linac. The RFQ operates with a phase advance per cell of p , hence the cell length is
bl /2, i. e. the particles cross it in half of the RF period.
9.2 Electrodynamics
For the beam dynamics it was sufficient to consider a small region around the axis and
deal with the Laplace equation. For the electrodynamics one has to consider the whole cavity
and solve the wave equation. The RFQ operates with the TE210 field configuration, which is
schematically shown in Fig. 17, for an empty cavity as well as for a loaded cavity (electrodes
of such a shape are called vanes). The modulation of the vanes is neglected as it has little
effect on the design of the cavity. The electric field is transverse, and the magnetic field is
longitudinal and of opposite sign in adjacent quadrants. An electric equivalent scheme for the
four-vane  RFQ is shown in Fig. 18. To compute the cavity with a 2-D program like
SUPERFISH, it suffices to consider, due to symmetry, only one half of a quadrant (see
Fig. 19). In the region where the fields have to be known with a greater precision, the mesh is
finer.
Fig. 17 TE210 field pattern in empty and loaded cavities
Fig. 18 Equivalent scheme for a four-vane RFQ
Fig. 19 SUPERFISH calculations of a half quadrant of a four-vane RFQ
So far we have left out one question: what happens to the magnetic field at both ends of
the RFQ? It cannot be perpendicular  to the end covers of the cavity (perfect conductors), it
must be parallel to them. In fact the magnetic field of a quadrant satisfies this condition by
turning around the vane as shown in Fig. 20. These end regions  of the RFQ are computed
with 3-D programs like MAFIA [17].
Apart from the four-vane RFQ, one very often also uses a four-rod RFQ [18],
developed by the University of Frankfurt and shown in Fig. 21. This RFQ resembles a
transmission line and, indeed, the cavity which encloses it affects very little the resonant
frequency. This can be an advantage when operating at lower frequencies ( £  100 MHz),
where a four-vane RFQ would require too large a cavity. Figure 22 shows a design by
MAFIA of a four-rod type RFQ with symmetric supports, built by the Laboratori Nazionali di
Legnaro, LNL, Italy, for the CERN lead-ion project [19].
Fig. 20 End region of a four-vane RFQ and its equivalent circuit
Fig. 21 A four-rod type RFQ developed by the University of Frankfurt
Fig. 22 The lead-ion RFQ designed with MAFIA
10. CONCLUSION
The basic features of RF ion linear accelerators have been described in this paper. In
order to accelerate particles, a synchronism between the electromagnetic wave and the
velocity of particles was required. The concept of the slowing down of waves  linked with
loaded cavities  was essential for understanding how linacs function. The presentation of
space harmonics  in the dispersion diagram for periodic structures made clear the choice of
the working point for either the TW or the SW structure. The fact that SW structures operate
only with phase advances per period of 0 or p  became clear when considering that both the
direct  and the reflected wave  have to contribute to the acceleration of particles.
A few examples of ion linear accelerators operating in the SW mode have been
presented. All of them, with the exception of the SCL, usually operate in the frequency range
of one hundred to a few hundreds of MHz. Structure computations, as well as the
computation of the action of the electromagnetic field on particles, have been presented with
the aim to show the methods applied. The notion of space charge and beam loading complete
this introduction to RF ion linacs.
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