The atmospheric methane (CH4) growth rate has varied considerably in recent decades. Unexplained renewed growth after 15
provides quantitative insight into possible emissions variations which may explain the observed trends, uncertainty in prior source and sink estimates and a paucity of δ 13 CH4 observations limit the robustness of the posterior estimates.
Introduction
The atmospheric concentration of methane (CH4) has been increasing globally since 2007, following a slowdown in growth from 1999 to 2006 (Dlugokencky et al., 2017) . The onset of the observed increase in CH4 coincides with an isotopic trend to 5 lighter CH4, more depleted in 13 C (Nisbet et al., 2014) . The 13 CH4: 12 CH4 ratio (denoted by the δ 13 CH4 value) is controlled by both the isotopic signatures of the sources and the isotopic fractionation associated with atmospheric CH4 sinks. Broadly speaking, the emission types can be categorised into the relatively light biogenics (~-62‰), heavier fossil fuels (~-44‰) and the even heavier biomass burning emissions (~-22‰) (Schwietzke et al., 2016) , resulting in a total isotopic source signature of between -51‰ and -53‰. Isotopic fractionation in the atmosphere by the reaction with the hydroxyl (OH) radical and 10 chlorine (Cl) atoms enriches 13 CH4, causing a background atmospheric δ 13 CH4 of ~-47‰.
Previous studies have used simple global box-models for source and sink attribution of recent atmospheric CH4 trends, with contradictory findings. Nisbet et al. (2014; 2016) and Schaefer et al. (2016) suggested that either increased wetland or agricultural emissions were the likely cause while Rigby et al. (2017) and Turner et al. (2017) found the most likely explanation 15 to be a decreased global mean OH concentration. The latter two studies emphasised that the problem is not very well constrained by existing data and as a result could not discard the hypothesis that OH is not changing. These approaches are able to isolate the three emission categories noted above, and sometimes sink terms. Specific attribution, for example between wetlands and agricultural emission changes, requires spatial representation of both CH4 and δ Cl in the recent growth of CH4. From this we derive possible source and sink changes between 2003 and 2015 which best fit the observations.
Models and Observations

Chemical Transport Model
Forward model 5
The TOMCAT global CTM (Chipperfield et al., 2006) has previously been widely used to simulate CH4 trends and has been evaluated against observations (e.g. Patra et al., 2011; Wilson et al., 2016; Parker et al., 2018) . Here we base our synthesis inversions on TOMCAT simulations at 2.8° × 2.8° resolution with 60 vertical levels from the surface to 60 km for 2003-2015. The simulations used meteorological forcing data from the 6-hourly European Centre for Medium-Range Weather Forecasts ERA-Interim reanalyses (Dee et al., 2011) Monthly varying methane emissions from McNorton et al. (2016a) were updated using revisions based on Schwietzke et al. 15 (2016) , which increased fossil fuel emissions and decreased biogenic emissions compared to the estimates in Saunois et al. (2016) . OH and stratospheric CH4 loss fields were taken from McNorton et al. (2016b) and a TOMCAT-derived tropospheric Cl loss field (Hossaini et al., 2016) was applied for the first time in our model.
Emissions were grouped into individual tracers for agriculture (excluding rice), biomass burning, energy, rice, waste, wetlands 20 and 'supplementary', made up of the remaining sources (geological, hydrates, oceans and termites). Each source type, excluding 'supplementary', was then sub-divided into five geographic regions; North America (NA), Northern Eurasia (EA), South America (SA), Africa and Middle East (AM), and South Asia and Oceania (AO) (see Figure 7 ). These regions were chosen by grouping existing Transcom regions (DeFries et al., 1994) and considering both socio-economic and biome similarities. The aggregation of regions by combining both socio-economic and biome considerations is somewhat subjective 25 and differing aggregations may influence synthesis inversion results (Kaminski et al., 2001) , which represents a limitation of the inversion method used in this study. For example, there are socio-economic differences within the EA region, which may result in differing trends in anthropogenic emissions that cannot be resolved using the chosen aggregation; however, biome similarities inside the region mean that the aggregation is appropriate for natural fluxes. We split the Asian regions to derive suitable posterior estimates for e.g. boreal and temperate wetlands (EO) and tropical wetlands (AO), although this may affect 30 the posterior energy sector emissions for these regions. Increasing the number of regions would decrease the influence of the aggregation method; however, the computational cost of simulating the tracers required for the synthesis inversion for different sectors and for 12 months effectively limits the number of possible regions that we could use to five.
To assess monthly emission variability, individual tracers were simulated for each month of the year, excluding 'supplementary' emissions, which were simulated annually. Emissions were further split into separate 12 CH4 and 13 CH4 tracers 5 using isotopic source signatures taken from Schwietzke et al., (2016) (Table 1) , resulting in 6 source types over 5 regions for 12 months and 2 isotopologues, with an additional 5 regions for 'supplementary' sources (a total of 730 tracers). Kinetic fractionation (Table 1) was accounted for in the atmospheric loss of 13 CH4. The simulated tracers were then used to calculate CH4 concentration and δ 13 CH4 values. To investigate sensitivity to OH and Cl variations, three additional simulations were performed, a control, an OH-enhanced simulation (1% increase) and a tropospheric Cl-enhanced simulation (1% increase). 10
Any feedback, on the CH4 term within the loss rate, from the small adjustments made (1%) is assumed to be negligible.
Synthesis inversion
Our global synthesis inversions build on techniques used in Bousquet et al., (2006) , Bergamaschi et al., (2007) and Rigby et al., (2012) . Prior estimates of sources and sinks, uncertainty estimates, and observations of both CH4 and δ 13 CH4 were used to quantify posterior estimates of sources and sinks. Posterior estimates were then used in a second forward simulation for the 15 same year, which provided an initialisation field for the subsequent year. The inversion method is limited by the assumption that isotopic source signatures are known.
For the inversion including OH concentrations in the state vector we consider the total simulated CH4 mixing ratio (φ) and the δ 13 CH4 value ( ) at time, t, at each measurement location, l. These are described as a linear combination of contributions from 20 nreg emission regions separated into nmonth months and nsource emission sectors, loss due to OH, fractionation due to OH, the initial mixing ratio at the location, φini, and the initial δ 13 CH4 value at the location, :
( , , ) = ∑ ∑ ∑ basis function, and is initially set equal to the prior value of the emission. Similarly, Varying atmospheric CH4 concentrations in the inversions should in principle result in a non-linear feedback on OH concentration. This feedback is not accounted for in the offline OH field used in our inversion. To resolve this, an online OH 10 field could be used with an iterative minimization of the cost function. However, Bousquet et al. (2011) found that the small variation in CH4 concentration between the prior and posterior had a negligible influence on OH concentration.
The model OH is constrained by CH4 and δ 13 CH4 but not by other species, such as methyl-chloroform (MCF). MCF was excluded because of uncertainty in emissions and a diminishing concentration (<5 ppt), particularly during the later period of 15 the study (Liang et al., 2017) . Due to the large uncertainty relative to the observed MCF concentrations in this period, including the extra species within the inversion would not add any extra constraint on the global OH concentration. 
The value of this 'cost function' is dependent on the value of the state vector x. The vector y contains the observations. x b is the a priori estimate of x, and B is the error covariance matrix containing the uncertainties placed on the prior estimates, and the covariances between these uncertainties. G is the sensitivity matrix, which maps x onto the observations, and contains an The minimum of the cost function, which indicates the optimal source/sink scaling, is found using (Tarantola and Valette, 1982 ):
where is the optimised set of scaling factors which minimise the value of J.
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The posteriori error covariance matrix A is calculated from:
The initial prior uncertainty of each source within each region was set to 50%, based on uncertainties given by Kirschke et al., 10 (2013) . We assume that increased uncertainty in sources with large interannual variability is offset by those sources having top-down (biomass burning) or process based (wetlands) interannually varying emissions in our simulations. We assumed small variability in energy sector emissions so assigned a 1-month offset correlation of 0.5, we have not assigned correlations between regions or months in the other prior emissions due to a lack of information. Global annual OH and Cl are assumed to have an uncertainty of 2%; for OH this is based on estimated interannual variability (Montzka et al., 2011) . The impact of 15 varying these uncertainties was investigated. Observational uncertainties were set at 10 ppb for CH4 and 0.1‰ for δ 13 CH4; the increase from the documented uncertainties is to represent model transport uncertainty that would otherwise only be resolved by emission changes. The magnitude of model transport will vary between different sites; however, as an estimate here we assume all uncertainties to be equal. By separating the inversion into 12 month intervals the emissions from the previous year are not considered in the inversion for the current year. As a result, December emissions are constrained by fewer observations 20 than January emissions. The influence of this on the posterior error is investigated in section 3.6.
To investigate the effect of including δ 13 CH4 observations we performed a separate inversion (INV-CH4) using only CH4 observations. The difference between the inversions indicates the additional information supplied by the inclusion of δ 13 CH4.
Additional sensitivity experiments were also performed, 9 with varying prior uncertainties and an additional one with no prior 25 trend in annual emissions, to investigate the robustness of the identified trends from the main inversion.
CH4 and δ 13 CH4 observations
Monthly mean measurements of CH4 were taken from 21 National Oceanographic and Atmospheric Administration/Earth System Research Laboratory (NOAA/ESRL) air sampling sites (Dlugokencky et al., 2017) (White et al., 2017) for the same period (see Table 2 ). An equal weighting is applied to each monthly mean measurement and potential cross correlations from neighbouring time steps and spatially nearby sites are not considered.
Column-averaged CH4 (XCH4) GOSAT satellite data provided by the University of Leicester were not included in the inversion but retained for independent validation of the inversion results (Parker et al., 2015) . GOSAT was omitted because measurements were only available from 2009, 6 years after the inversion began. The Total Carbon Column Observing Network (TCCON) XCH4 data were used as validation but were considered too intermittent for use in the inversion (Wunch et al., 2011) . Finally, two surface observation sites, The High Altitude Global Climate Observation Center (HAGCOC) in Mexico 5
and Cape Grim in Australia were also used for independent validation.
Results
Synthesis Inversion
Inversion results constrained by CH4 and We performed further validation using measurements from 9 non-assimilated TCCON sites with data available from at least 2009 (see Table 3 ). The results show improved model-data correlation at all 9 sites, with an increase in the all-site mean R value from 0.69 in the prior to 0.87 in the posterior (Figure 4 ). The RMSE is reduced at sites, with an all-site mean decrease from 55.9 ppb in the prior to 18.8 ppb in the posterior, further reductions would be expected if column observations were used 5 in the inversion. Overall the inversions are found to improve model-data agreement when validated against the independent measurements from both GOSAT and TCCON. The resulting southern hemisphere offset in the posterior relative to GOSAT and TCCON suggests the posterior estimates represent a reasonable but not conclusive scenario for source/sink attribution. As only surface sites are assimilated, some inaccuracy in the representation of the total column is not surprising.
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Two surface sites were omitted from the inversion and retained for independent validation, HAGCOC and Cape Grim. Cape 
Prior and Posterior Comparison 20
The synthesis inversions, INV-FULL and INV-CH4, provide posterior regional changes in sources and global changes in OH ( Figure 6 ). Relative to the prior, INV-FULL and INV-CH4 show an average OH decrease of 5% and 4%, respectively (Table   1) . Results from INV-FULL show that globally agricultural (-13%), energy (-8%) and biomass burning (+7%) emissions undergo the largest relative average 2003-2015 posterior change compared to the prior (Table 1) . Relative changes in rice, waste and wetlands are smaller (<3%). The posterior emission errors are between 5%-13% compared with the 50% prior error. 25
Regionally (Figure 7 ), 2003-2015 average posterior energy sector emissions are increased, relative to the prior, by 9-33% in four regions (NA, SA, AM and AO), which is offset by a 37% decrease in EA. Notable posterior agricultural emission decreases occur in EA (-36%) and AO (-14%). Wetland emissions are increased beyond the posterior error range in NA (+24%) and EA (+44%) and decreased within the error range in SA (-7%), AM (-7%) and AO (-6%). In all regions posterior emission estimates for biomass burning, waste and rice are within, or close to, the error range compared with prior estimates (Table 4) . A majority of prior AM energy sector emissions originate from energy for buildings in Nigeria and Eastern Africa, fuel 25 exploitation from the Middle East, the Niger Delta and South Africa, and pipelines in Western Africa, Algeria and The Middle East. The regional aggregation of fluxes in our inversion system prevents sub-regional attribution, as a result we are unable to diagnose more specific posterior spatial patterns, but our results suggest on a regional scale, emissions are underestimated in both magnitude and growth rate in the prior. For the AO energy sector, a majority of prior emissions, and therefore the posterior increases, originate from energy for buildings in India, China and South-East Asia, fuel exploitation in Eastern China, Japan, 30 India, South East Asia and Eastern Australia, refineries in Northern India, Eastern China, Japan and Indonesia, and pipelines in India Eastern China, Eastern Australia and New Zealand. The growth in emissions in EA in EDGAR v4.3.2 for [2003] [2004] [2005] [2006] [2007] [2008] [2009] [2010] [2011] [2012] (1.4 Tg yr -2 ) is not seen in our inversion for the same region and period (-2.2 Tg yr -2 ).
During the 2008-2012 period NA energy sector emissions were found to be 11.4 Tg yr -1 (+66%) higher than the 2003-2015 (excluding 2008-2012) average, resulting in uncertainty in the NA growth rate (Figure 6 ). These findings are also present in INV-CH4, which shows an 11.8 Tg yr -1 increase over the same period. This period of anomalously high emissions is not present in the prior and therefore, is due to the assimilated observations. These high emissions may be associated with oil or natural gas extraction (Helmig et al., 2016) . During periods of high NA energy sector emissions, the EA energy sector 5 emissions are reduced and vice-versa, suggesting a possible dipole caused by the inversion. This suggests increased uncertainty in the derived EA and NA energy sector emissions, possibly due to a paucity of observations over these regions. 
Source and Sink Attribution
Analysis performed on our inversion results using the box model approach described by McNorton et al. (2016b) suggests that ~30% of the sustained CH4 growth post-2007 can be explained by decreased OH, while ~60% and ~10% is attributed to 25 increased energy sector and wetland emissions ( Table 5) 
Sensitivity Tests
To test the robustness of the inversion to changes in prior error estimates we performed nine perturbation experiments (S1-S9). Monthly source errors were perturbed between 10% and 100%, and yearly OH errors from 0% to 10% (Figure 8 and Table   7 ). For small error perturbations, the inversion results do not change much relative to INV-FULL (Figure 8 and Table 8 ).
However, when the emission errors are reduced from 50% to 10% (S4) the posterior energy emissions estimates deviate from 5 the control (INV-FULL) inversion, with a mean bias of 60.5 Tg yr -1 . We consider these large ranges in posterior estimates to be an unrealistic representation of interannual variability in energy sector emissions (Figure 8) , which suggests the model fails to provide reasonable posterior estimates when the prior emission error is set too low. For most cases of increased emission errors the OH change is similar to the control. However, for 100% emission errors ( CH4 are unlikely to be an important contributor to the post-2007 CH4 trends, although it is important to 15 note that whilst variability was applied to prior emissions and the OH field, for some years, no variability is applied to the prior Cl field.
Posterior Error
The robustness of the experimental setup is further investigated using the posterior error covariance matrix calculated using 20 equation 5. By splitting the inversion into 12 month intervals emissions later in the year are constrained by fewer observations, possibly only by observations close to the source. The influence of this was investigated and the posterior error was found to be on average 12% higher for December emissions relative to the January emissions, which was broadly consistent between regions and sectors.
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Relatively small time independent off-diagonal error correlations are found between different regions and sectors (Figure 11 ).
The posterior covariances produced using equation 5 have been normalised using the corresponding posterior standard deviations to provide posterior correlation values. The largest negative correlation is between EA and NA energy sector emissions, which suggest an artificial trade-off of our results with the increasing NA emissions over 2008-2012 being offset by a decrease in EA emissions over the same period. Overall the results are well constrained by the inversion. Typically, the 30 temporal error correlation is also found to be relatively small, with the exception being the energy sector emissions. Both positive and negative off-diagonal error correlations are found in posterior energy estimates at a monthly resolution, possibly relating to the prior temporal correlation applied, as a result we typically report annual values.
Conclusions
We have performed a synthesis inversion using a 3-D CTM to investigate the post-2007 renewed growth in atmospheric CH4 and decline in δ 13 CH4. This work adds to the results from other studies, which were based on a box-model approach for source and sink attribution based on CH4 and δ 13 CH4 observations (e.g. Rigby et al., 2017) . By using a 3-D CTM we have been able to provide detailed monthly regional attribution of 6 different emission sectors and global OH changes, evaluating both the 5 trends over the full 2003-2015 period and shifts that occurred around 2007. We have also been able to validate these results using independent surface sites and recent XCH4 data available from GOSAT and TCCON. The sensitivity of the inversion has been tested for different prior assumptions and uncertainties.
A CH4-only inversion underconstrains the solution with respect to An alternative scenario, where OH is assumed constant post-2007, requires a -11.5±3.8% decrease in biomass burning emissions, and 13.6±2.7% and 3.6±1.8% increases in energy sector and wetland emissions. These results agree with previous studies, which also assumed constant OH (Nisbet et al., 2016; Schaefer et al., 2016; Worden et al., 2017) . Whilst a reduction in OH is found to be, in part, the most likely explanation for the renewed CH4 growth, this alternative scenario with no change 5 in OH provides an alternative explanation for the cause of the post-2007 CH4 growth.
The inversion results suggest Eurasian energy sector emissions are typically overestimated by inventories and previous topdown studies, such as the Global Carbon Budget (Saunois et al., 2016) . The reduced EA emissions are found to be offset by an underestimate in all other regions. We find prior annual estimates of biomass burning, waste and rice to be relatively 10 accurate, whilst agricultural estimates are overestimated. Small changes occur in the seasonal cycle of rice emissions and the seasonal range is underestimated in wetland emissions.
Our inversion is found to be robust when small changes are made to uncertainty errors; however, large uncertainty remains around the accuracy of prior emissions. Assuming no prior trend in emissions reduces the required growth rate in both wetland 15 and energy sector emissions, although they remain the main source contribution to the renewed growth post-2007. The reduction in the emission trend is offset by an increased negative trend in OH concentration. Overall the magnitude of the trends inferred varies between experiments but there is consistent agreement that both OH decrease and, wetland and energy sector emission increase contributed to the post-2007 growth.
20
Our inversion results represent plausible scenarios for variations in CH4 sources and sinks, though several caveats exist. The uncertainties in the sources and sinks are somewhat subjective and we have not considered source signature and kinetic fractionation uncertainty. We have assumed that all uncertainties are independent of each other (excluding energy emissions).
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