In this paper, we focus on the adaptive identification of sparse SIMO channels in a blind context. More specifically, we propose different adaptive implementations of the sparse cross relation (SCR) method then we compare and analyse their performances in terms of convergence rate, estimation accuracy and robustness. The SCR method proceeds as follows : at first a blind approach based on the crossrelation criterion is derived for channel estimation. Secondly, to take into account the channel sparsity, the criterion is penalized by adding an extra p norm term in order to enforce the sparsity of the desired solution. The corresponding algorithm (i.e. SCR) is shown to outperform the original CR method in terms of estimation accuracy and robustness to channel order over-estimation errors. The adaptive versions of the SCR proposed in this paper are shown to preserve the main advantages of the batch technique but suffer from low convergence rate for large dimensional systems.
INTRODUCTION
Blind channel identification (BSI) is a fundamental signal processing technology aimed at retrieving the channel information from its outputs only. This problem has received a lot of attention over the last two decades and many efficient solutions exist for SIMO and MIMO systems [1] . Unfortunately, these methods are inefficient (i.e. non robust or with poor estimation performance) when the channel impulse response is very long (i.e. wireless communication, echo cancelation etc) and sparse [2, 3] . Such channels are encountered in many applications including underwater acoustic communication [4] . Recently some of the 'standard' blind identification methods have been modified and adapted to the sparse case either by constraining the desired solution through an p norm based cost function with 0 < p ≤ 1 which is considered as a good sparsity measure [5, 6] or by using a specular channel parametric model [2, 3] . In this paper, we extend the work in [6] by considering the adaptive implementation of the CR and SCR and comparing the convergence speed and steady state performance of the proposed algorithms. We start by reviewing the CR and SCR methods, then we propose gradient like adaptive algorithms in a tracking scheme. In order to improve the convergence rate, we introduce an adaptive step size methodology which improves significantly the algorithm's performance at the cost of a slight increase of the computational cost.
DATA MODEL
Consider a finite impulse response, single input multiple outputs (SIMO) system given by the following model :
where * denotes linear convolution, s(n) the input sequence, xi(n) the i-th output sequence and
T is an additive spatial white noise, i.e.
H denote the transpose and the conjugate transpose, respectively. In vector form, equation (1) can be expressed as :
where h(z) = L k=0 h(k)z −k is an unknown causal FIR M × 1 transfer function satisfying h(z) = 0, ∀z. Also, the channel is assumed to be of long memory and sparse, i.e. only few channel coefficients h(k) are significant the others are zero or close to zero. Given a finite set of observation vectors x(1), . . . , x(T ) the objective here is to estimate the channel coefficients vector
T up to a scalar constant which is an inherent indeterminacy of the BSI problem as shown in [7] .
CR-LIKE METHODS

Cross-Relations method
Using the commutativity of convolution, it follows that the noise free outputs satisfy :
It was shown in [7] that, based on the
possible crossrelations, the channel parameters can be uniquely identified :
Theorem 1 Under the data model assumptions, the set of crossrelations (in the noise free case) :
By collecting all possible pairs of M channels, one can easily establish a set of linear equations. In matrix form, this set of equations can be expressed as :
where X M is defined by :
and
with l = 3, . . . , M and :
Note also that one can use only M − 1 or M cross relations to identify the channel with a reduced complexity cost as shown in [8] . In the presence of noise, equation (5) can be naturally solved in the least-squares sense leading to :
Sparse Cross-Relations method
To take into account the sparsity of the channel impulse response, it has been proposed in [6] to penalize the CR creterion by an p norm constraint with 0 < p ≤ 1. More specifically, the following sparsity based contrast function has been considered :
where λ > 0 is a weighting parameter which controls the tradeoff between approximation error and sparsity. To avoid the trivial solution h = 0, the desired channel is determined by minimizing the cost function J (h) under the unit norm constraint h 2 = 1 :
Direct minimization is computationally intensive and may be even intractable when the channel impulse response is long and when the number of channels is large. Next, a stochastic gradient-like adaptive technique is proposed to solve this minimization problem efficiently.
ADAPTIVE IMPLEMENTATION
For blind channel identification to be practically useful in realtime applications, it is necessary to derive algorithms that are computationally simple and can be adaptively implemented. In this section, we present an adaptive implementation of the CR and penalized CR algorithms with least mean square (LMS) and normalized least mean square (NLMS) approaches.
Adaptive CR implementation
LMS-like algorithm :
In an adaptive scheme the quadratic form in (7) is replaced by its adaptive estimate according to :
where
0 < γ < 1 being a forgetting factor and X M (n) given computed by using equations (6), (3.1) and
Using the LMS algorithm's update [9] followed by unit norm constraint leads to the following updating equation :
where μ is a small positive step size. Unfortunately, the LMS algorithm suffers from slow and data-dependent convergence behavior.
NLMS-like algorithm :
The normalized LMS (NLMS) [10] , an equally simple, but more robust variant of the LMS algorithm, exhibits a better balance between simplicity and performance. Therefore, we present in the sequel, a NLMS approach to optimize the CR criterion. One easy way to find adaptive algorithms that adjust the new channel vector hn+1 from the old one hn is to minimize the following function [10] :
where d [hn+1, hn] is a distance measure and μ a positive constant. The magnitude of μ represents the importance of correctiveness compared to the importance of conservativeness [3] . To minimize
, we need to set its derivative
to zero. Hence, the solution will be found by solving the equation :
The NLMS algorithm is easily obtained from (14) by using the squared Euclidean distance
so that, from equation (14), we obtain :
but, according to the constraint :
By using the first order approximation of the inverse matrix, equation (17) will be :
Therefor, the optimal step size μopt is determined as a positive solution of the second order equation :
Hence, the NLMS update equation consists in :
followed by unit-norm constraint.
Adaptive SCR implementation
Similarly, the rewriting of the sparse CR criterion in an adaptive scheme, leads to the following criterion :
Therefore, the desired solution for h is determined by minimizing the mean value of this cost function and the LMS solution is given by the following adaptive solution :
Parameter is introduced to avoid numerical instability when p < 1 and hn(i) is close to zero. In this paper we consider only the case where (p, ε) ∈ (1, 0), (0, ε0) to avoid the non-convexity problem of the proposed criterion. Note that the second choice corresponds to the one used by the l1-reweighting algorithm in [11] . For the NLMS approach in the case of sparse CR criterion, we assume the same development as in section 4.1 . By tacking into account the sparsity penalty term, the new cost function can be expressed as :
which minimization leads to : 2 (hn+1 − hn) + 2μ Q M (n)hn+1 + λ hn+1 = 0 (24) Fig. 1 . Comparison of convergence between the CR and SCR adaptive algorithms for the three-channel system at 20 dB SNR.
Fig. 2.
Comparison of convergence between the CR and SCR adaptive algorithms for the three-channel system at 50 dB SNR.
Fig. 3.
Comparison of convergence of the SCR2 adaptive algorithms for the three-channel system at 50 dB SNR with the true channel order and overestimated channel order.
