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Abstract
We generalize the identities of J. Pecˇaric´ and A.M. Fink for the Chebyshev functional. The identities
are shown to be very useful in establishing various bounds for the Chebyshev functional.
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1. Introduction
Suppose that µ is normalized (signed) measure on interval [0,1] and that L1(µ) is space
of integrable functions with respect to the measure µ. For f,g,fg ∈ L1(µ), the Chebyshev
functional is defined by
T (f,g;µ) =
1∫
0
fg dµ −
1∫
0
f dµ
1∫
0
g dµ. (1)
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bound for T under various assumptions (Chebyshev inequalities, Grüss inequality, etc.)
(see [1,4,6]). Usually the main step in obtaining such a type of estimation is to prove an
appropriate identity for T and one of the basic properties of the functional T is abundance
of identities (Korkine’s identity, Sonin’s identity, etc.) (see [1,2,6]).
Our main goal is to give general form of the identity which started with J. Pecˇaric´ in [8],
which in our notation can be formulated in the following form:
T (f,g;µ) =
1∫
0
[
R1(x)
x∫
0
L1(t)g
′(t) dt + L1(x)
1∫
x
R1(t)g
′(t) dt
]
f ′(x) dx, (2)
where f ′ and g′ are integrable on [0,1] and L1(x) =
∫ x
0 dµ, R1(x) =
∫ 1
x
dµ. The second
step was done by A.M. Fink in [3] where he showed that
T (f,g;µ)
=
1∫
0
f ′(x)g′(x)
(
R1(x)L2(x) + L1(x)R2(x)
)
dx
−
1∫
0
(
R2(x)f
′′(x)
x∫
0
g′′(t)L2(t) dt + R2(x)g′′(x)
x∫
0
f ′′(t)L2(t) dt
)
dx, (3)
where f ′′, g′′ are integrable on [0,1] and L2(x) =
∫ x
0 L1(t) dt , R2(x) =
∫ 1
x
R1(t) dt .
The first set of applications are mostly inspired by A.M. Fink’s expository paper [3]. We
also give an unified approach to establishing upper bounds of the Chebyshev functional for
the functions, derivatives of which belong to Lp spaces.
2. The main identity
In the following we assume that µ is (signed) normalized measure on [0,1]. We define
sequences (Ln), (Rn) of functions on [0,1] by
L1(x) =
x∫
0
dµ, Ln(x) =
x∫
0
Ln−1(x) dx, n 2,
R1(x) =
1∫
x
dµ, Rn(x) =
1∫
x
Rn−1(x) dx, n 2. (4)
We also use the following kernels for n,m 1:
kn,m(x, t) =
{
Rn(x)Lm(t), 0 x  t,
Ln(x)Rm(t), x < t  1,
Kn,m(x, t) =
{
Rn(x)Lm(t), 0 x  t,
−Ln(x)Rm(t), x < t  1.
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Lemma 1. Suppose that f and g are differentiable functions on (0,1), such that f ′ and g′
are integrable on [0,1]. The following identities hold:
1∫
0
1∫
0
kn,m(x, t)f (x)g(t) dt dx
=
1∫
0
[RnLm+1 + LnRm+1]fg −
1∫
0
1∫
0
Kn,m+1(x, t)f (x)g′(t) dt dx,
1∫
0
1∫
0
kn,m(x, t)f (x)g(t) dt dx
=
1∫
0
[Rn+1Lm + Ln+1Rm]fg +
1∫
0
1∫
0
Kn+1,m(x, t)f ′(x)g(t) dt dx,
1∫
0
1∫
0
Kn,m(x, t)f (x)g(t) dt dx
=
1∫
0
[RnLm+1 − LnRm+1]fg −
1∫
0
1∫
0
kn,m+1(x, t)f (x)g′(t) dt dx,
1∫
0
1∫
0
Kn,m(x, t)f (x)g(t) dt dx
=
1∫
0
[Rn+1Lm − Ln+1Rm]fg +
1∫
0
1∫
0
kn+1,m(x, t)f ′(x)g(t) dt dx.
Proof. Using integration by parts, we have
1∫
0
Kn,m+1(x, t)g′(t) dt = −
1∫
0
g(t) dKn,m+1(x, t). (5)
Obviously ∂Kn,m+1/∂t = kn,m(x, t) for t = x and Kn,m+1(x, x +0)−Kn,m+1(x, x −0) =
−Ln(x)Rm+1(x) − Rn(x)Lm+1(x), so by decomposition of the second integral in (5) in
the (absolutely) continuous part and the singular (discrete) part, we obtain
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0
Kn,m+1(x, t)g′(t) dt
= [Rn(x)Lm+1(x) + Ln(x)Rm+1(x)]g(x) −
1∫
0
kn,m(x, t)g(t) dt. (6)
The first identity now follows by multiplying (6) by f (x) and by integration.
The proofs of the second, the third and the fourth identity are analogous. 
Our main identity, which is generalization of the Pecˇaric´ identity (2) and the Fink iden-
tity (3), is contained in the following theorem.
Theorem 1. Let m and n be natural numbers. Let ((mi, ni)), i = 1, . . . ,m + n − 1, be a
sequence of pairs of natural numbers such that (mi) and (ni) are nondecreasing sequences,
m1 = n1 = 1, mm+n−1 = m, nm+n−1 = n and mi + ni = mi−1 + ni−1 + 1, i = 2, . . . ,
m + n − 1. If f and g are functions such that g(m) and f (n) are integrable on [0,1], then
T (f,g;µ)
=
m+n−2∑
i=1
(−1)mi+1
1∫
0
[
Rni+1Lmi+1 + (−1)mi+niLni+1Rmi+1
]
g(mi)f (ni )
+ (−1)m+1
1∫
0
1∫
0
k¯n,m(x, t)g
(m)(t)f (n)(x) dt dx, (7)
where k¯n,m = kn,m for m + n even and k¯n,m = Kn,m for m + n odd.
Proof. The proof is by induction. For m + n = 2 the identity (7) is equal to T (f,g;µ) =∫ 1
0
∫ 1
0 k1,1(x, t)f
′(x)g′(t) dt dx and this is the Pecˇaric´ identity (2). For the induction step,
we consider two cases: m + n even, and m + n odd. Suppose that m + n is even. In this
case also, we consider two subcases: (mn+m,nn+m) = (m + 1, n), and (mn+m,nn+m) =
(m,n + 1). Suppose that (mn+m,nn+m) = (m + 1, n). Assume that the identity (7) holds
for the sequence ((mi, ni)) with (mm+n−1, nm+n−1) = (m,n). Then
T (f,g;µ)
=
m+n−2∑
i=1
(−1)mi+1
1∫
0
[
Rni+1Lmi+1 + (−1)mi+niLni+1Rmi+1
]
g(mi)f (ni )
+ (−1)m+1
1∫ 1∫
kn,m(x, t)g
(m)(t)f (n)(x) dt dx0 0
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m+n−2∑
i=1
(−1)mi+1
1∫
0
[
Rni+1Lmi+1 + (−1)mi+niLni+1Rmi+1
]
g(mi)f (ni )
+ (−1)m+1
[ 1∫
0
[RnLm+1 + LnRm+1]g(m)f (n)
−
1∫
0
1∫
0
Kn,m+1(x, t)g(m+1)(t)f (n)(x) dt dx
]
=
m+n−1∑
i=1
(−1)mi+1
1∫
0
[
Rni+1Lmi+1 + (−1)mi+niLni+1Rmi+1
]
g(mi)f (ni )
+ (−1)m+2
1∫
0
1∫
0
Kn,m+1(x, t)g(m+1)(t)f (n)(x) dt dx, (8)
where the second equality follows from the first identity in Lemma 1 and the last equality
follows from the properties of the sequence ((mi, ni)) (m + n even number, mm+n−1 = m,
mm+n = m + 1).
The proofs of the remaining cases follow the analogous arguing. 
The reason for introducing the sequence ((mi, ni)) in Theorem 1 is that the ith member
of the summation in (8) is determined by ith member (derivatives) and (i + 1)th member
(expressions in square brackets) of the sequence ((mi, ni)).
The simplest (“diagonal”) case is given in the following corollary.
Corollary 1. Let n be a natural number. If f and g are functions such that f (n) and g(n)
are integrable on [0,1], then
T (f,g;µ) =
n−1∑
i=1
(−1)i+1
1∫
0
[RiLi+1 + LiRi+1]g(i)f (i)
+ (−1)n+1
1∫
0
1∫
0
kn,n(x, t)g
(n)(t)f (n)(x) dt dx. (9)
Proof. Apply Theorem 1 using the sequence ((mi, ni)) defined by: m2i−1 = n2i−1 = i,
i = 1, . . . , n, m2i = i + 1, n2i = i, i = 1, . . . , n − 1. 
Notice that one can obtain the identity (8) defined by one sequence from the identity
defined by some other sequence using identities (i, j natural numbers)
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0
[
RiLj+1 + (−1)i+jLiLj+1
]
f (i)g(j)
−
1∫
0
[
Ri+1Lj+1 + (−1)i+j+1Li+1Lj+1
]
f (i)g(j+1)
=
1∫
0
[
Ri+1Lj + (−1)i+jLi+1Lj
]
f (i)g(j)
+
1∫
0
[
Ri+1Lj+1 + (−1)i+j+1Li+1Lj+1
]
f (i+1)g(j), (10)
which can be easily established by integration by parts.
3. Applications
For simplicity we give applications in “diagonal” case, i.e., where (9) holds. Set
In = (−1)n−1
[
T (f,g;µ) −
n−1∑
i=1
(−1)i+1
1∫
0
[RiLi+1 + LiRi+1]f (i)g(i)
]
. (11)
Notice that, according to Corollary 1, In =
∫ 1
0
∫ 1
0 kn,n(x, t)f
(n)(x)g(n)(t) dt dx.
The first set of applications can be given following the ideas given in [3, Theorems 12,
14, 17] (see also [8]). For example, the following theorem holds.
Theorem 2. Suppose that f (n−1) and g(n−1) are monotone in the same sense and concave
functions and Ln−1,Rn  0. Then
In Mn
[
f (n−1)(1) − f (n−1)(0)][g(n−1)(1) − g(n−1)(0)], (12)
where Mn = maxx∈[0,1] Rn(x)Ln+1(x)/x.
Proof. Notice that
1∫
0
1∫
0
kn,n(x, t)f
(n)(x)g(n)(t) dx dt
=
1∫
0
Rn(x)
[
f (n)(x)
x∫
0
Ln(t)g
(n)(t) dt + g(n)(x)
x∫
0
Ln(t)f
(n)(t) dt
]
dx. (13)
The rest of the proof is as in [3, Theorem 12]. 
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Mn = max
x∈[0,1]
Rn(x)Ln+1(x)/x = 14n
1
n!(n + 1)! .
Our second application is in estimating |In| using Hölder’s inequality. This can be
done in various ways.The Lebesgue measure dµ = dx is assumed, although analogous
estimations can be given for a general measure, but without explicit calculations. Set
‖f ‖p = (
∫ 1
0 |f (x)|p)1/p .
Theorem 3. The following inequalities hold:
|In| 14n
1
n!(n + 1)!
∥∥g(n)∥∥
p
∥∥f (n)∥∥
q
, p, q  1, 1
p
+ 1
q
= 1, (14)
|In| 1
(n!)2
1
(nq + 1) 1q
[
Γ 2(np1 + 1)
Γ (2np1 + 2)
] 1
p1 ∥∥g(n)∥∥
p
∥∥f (n)∥∥
q1
,
p, q,p1, q1  1,
1
p
+ 1
q
= 1, 1
p1
+ 1
q1
= 1. (15)
Proof. Using (weighted) Hölder inequality, we have
|In| =
∣∣∣∣∣
1∫
0
1∫
0
g(n)(t)f (n)(x)kn,n(x, t) dt dx
∣∣∣∣∣

( 1∫
0
1∫
0
∣∣g(n)(t)∣∣pkn,n(x, t) dt dx
) 1
p
( 1∫
0
1∫
0
∣∣f (n)(x)∣∣qkn,n(x, t) dt dx
) 1
q
=
( 1∫
0
∣∣g(n)(t)∣∣p
( 1∫
0
kn,n(x, t) dx
)
dt
) 1
p
×
( 1∫
0
∣∣f (n)(x)∣∣q
( 1∫
0
kn,n(x, t) dt
)
dx
) 1
q
. (16)
Since
max
t∈[0,1]
1∫
0
kn,n(x, t) dx = max
x∈[0,1]
1∫
0
kn,n(x, t) dt = 14nn!(n + 1)! ,
the inequality (14) follows.
Using the Hölder inequality and the integral Minkowski inequality, we have
|In| =
∣∣∣∣∣
1∫
g(n)(t)
( 1∫
f (n)(x)kn,n(x, t) dx
)
dt
∣∣∣∣∣
0 0
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∥∥g(n)∥∥
p
( 1∫
0
( 1∫
0
∣∣f (n)(x)∣∣kn,n(x, t) dx
)q
dt
) 1
q

∥∥g(n)∥∥
p
1∫
0
( 1∫
0
∣∣f (n)(x)∣∣qkqn,n(x, t) dt
) 1
q
dx
= 1
(nq + 1) 1q (n!)2
∥∥g(n)∥∥
p
1∫
0
∣∣f (n)(x)∣∣(1 − x)nxn dx. (17)
The inequality (15) follows by applying again Hölder’s inequality, now with conjugate
exponents p1, q1. 
We compare estimates (14) and (15) with some known estimates in the case n = 1.
Notice that (14) gives
|I1|
(
1
8
)
‖g′‖p‖f ′‖q . (18)
This general (in the sense that p and q are arbitrary conjugate exponents) estimate is the
best possible one. To prove this, we prove that 1/8 is the best possible constant in (18) in
the case p = ∞, q = 1. To do this take g(x) = x, x ∈ [0,1] and fε(x) =
∫ x
0 f˜ε(t) dt , where
f˜ε(t) = 1/(2ε) for t ∈ (1/2 − ε,1/2 + ε) and f˜ε(t) = 0 otherwise, 0 < ε < 1/2. It is easy
to see that limε→0 I1 = limε→0 T (fε, g;dx) = 1/8, ‖g′‖∞ = ‖f ′ε‖1 = 1, which gives the
optimality of the estimate (18).
Two classes of the estimate (15) are of a special interest:
q1 = p, |I1| C1(p)‖g′‖p‖f ′‖p,
C1(p) = 1
(q + 1) 1q
[
Γ 2(q + 1)
Γ (2q + 2)
] 1
q
, (19)
q1 = q, |I1| C2(p)‖g′‖p‖f ′‖q,
C2(p) = 1
(q + 1) 1q
[
Γ 2(p + 1)
Γ (2p + 2)
] 1
p
. (20)
The following cases can be easily checked: p = 1 (f and g are of bounded variation)
C1(1) = 1/4, which is the best possible estimation (compare [3]); p = ∞ (f and g are
Lipshitzian), C1(∞) = 1/12, which is the best possible estimation ([3,7,8] and references
in [6]); p = 2, C1(2) = C2(2) = 1/
√
90, which is remarkably close to the best possible
constant 1/π2 (compare [5]). Note that C2(1) = 1/6 and C2(∞) = 1/8.
As a final application of the identity (9), we give series expansion of T (f,g;dx). Since
in this case
1∫ 1∫
kn,n(x, t) dx dt = 1
(n + 1)(2n + 1)! ,0 0
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F,G,M,N > 0 and every natural number n, then
T (f,g;dx) =
∞∑
i=1
(−1)i+1
1∫
0
[RiLi+1 + LiRi+1]f (i)g(i). (21)
Using this and series expansions of hyperbolic functions, it is easy to see that
∣∣T (f,g;dx)∣∣ FG( sinh
√
MN√
MN
− 1
)
.
Analogously, if |f (n)|  FMn and |g(n)|  GNn, for some F,G,M,N > 0 and every
natural number n, then
∣∣T (f,g;dx)∣∣ FG(2cosh
√
MN − 1√
MN
− 1
)
.
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