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ABSTRACT
This paper extends the piggyback algorithm to enlarge the
set of liveness properties it can verify. The original algo-
rithm is based on parallel breadth-ﬁrst search and piggy-
backing of accepting states. Its extension is motivated by
an attempt to express in logic the counterexamples it can
detect, relating them to bounded liveness. Piggybacked ac-
cepting states are deleted whenever a counter of transitions
expires. The main improvement is obtained by renewing this
counter when the same accepting states are visited in the
negated property automaton. Piggybacking multiple states
is considered and a memory-eﬃcient variant that stores pig-
gybacked states in Bloom ﬁlters. Bounded suﬃx detection
in parallel is discussed, in which local searches attempt to
connect fragmented cycles.
General Terms
Model Checking, Linear Temporal Logic
Keywords
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1. INTRODUCTION
Over the past 30 years model checking [5] has beneﬁted
from the increase of processor clock speed, as described by
Moore’s law. However limits on existing technology have
signiﬁcantly decelerated this rate in the past ten years. To
compensate, the industry has shifted its focus to pursuing
improvements through a change of computation model from
single to multiple processor architectures. Considering how
the transition of everyday computing to multiple cores re-
ﬂects in supercomputing platforms and Graphics Processing
Units (GPUs) motivates exploiting parallel computing facil-
ities by adapting existing algorithms. How eﬀective par-
allelization can be in reducing an algorithm’s computation
time depends on the algorithm’s complexity class and is con-
sidered in section 8.
There has been a considerable amount of work on paral-
lel model checking algorithms [6], with several approaches
not based on depth-ﬁrst search (DFS). Nested DFS was dis-
tributed over dual core machines in [11] and multiple cores
in [16]. A review of several methods, including negative
cycle detection, computing accepting predecessors, exploit-
ing back-level edges of the BFS tree, an approach based on
strongly connected components (SCC) and use of depen-
dency graph data structures can be found in [6]. These
approaches are distributed over clusters and need to parti-
tion the state space accordingly, whereas in [12] and here a
shared memory implementation is considered. The method
proposed in [24] to translate properties from liveness to
safety and augment transition systems to detect when a cy-
cle closes by matching a recorded state has similarities with
piggybacking states, although the former requires that an
oracle be available.
The paper is organized as follows. The original piggyback
algorithm is reviewed in section 2, its relation to bounded
liveness investigated in section 3 and its incompatibility with
negation shown in section 4. The limitations of the original
algorithm are outlined in section 5 to motivate the mod-
iﬁcations introduced in section 6, which describes the ex-
tended algorithm and discusses bounded-suﬃx LTL proper-
ties, which are supported by the experimental results pre-
sented in section 7. In section 8 results from parallel compu-
tational complexity theory are invoked to motivate the at-
tempts to parallelize model checking. Conclusions are sum-
marized in section 9.
2. PIGGYBACK ALGORITHM
The widely used nested depth-ﬁrst search algorithm for LTL
model checking [13] is not expected to be highly paralleliz-
able [22]. In [12] a parallel breadth-ﬁrst search algorithm
was proposed for the veriﬁcation of safety properties as well
as an extension called the piggyback algorithm for a sub-
set of liveness properties, and both were implemented in
the SPIN model checker [10]. In each iteration the algo-
rithm advances the BFS front by one step, by distributing
the generation of successor states among processors while
avoiding locks, as shown in Fig. 1a. Each core (middle)
processes its own input queue (yellow/up) and distributes
the successors uniformly randomly to its own output queues
(green/bottom). Next each output queue will become part
of another core’s input queue, as the processing direction
is toggled (arrow ﬂipped). This input/output orthogonality
coupled with uniform randomization are crucial in ensuring
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(a) Two sets of queues.
(b) Piggyback memory up to k.
Figure 1: Original piggyback algorithm [12].
uniform eﬀort distribution, minimizing idle time. The safety
version terminates either when an accepting state of the ﬁ-
nite automaton is reached, or when the reachable state space
has been covered without reaching any accepting state. In
contrast, the liveness version has to detect accepting cycles.
Instead of performing a nested search, cycles are detected
by carrying around (piggybacking) the last accepting state
encountered along each search path, which emulates a par-
tial nested search. In [12] the piggybacked accepting state
is dropped after an a priori ﬁxed upper bound on iterations
since it was discovered, as schematically shown in Fig. 1b.
Thus only a subset of liveness properties could be veriﬁed,
because the nested search is restricted to a subset of states
reachable from each accepting state. Here we extend this
subset and improve on its description. The term bounded-
suﬃx model checking refers to this bound on the suﬃx, and
diﬀers from bounded model checking [7] in that the pre-
ﬁx and suﬃx are not bounded a priori. A key observation
is that the search is performed in the synchronous product
T 
 A:' of the transition system (TS) T with the negated
property Büchi Automaton (BA) A:'. So the cycle bound
is enforced in T 
 A:', not in A:', a distinction whose
importance will be shown later.
We use the following deﬁnitions. The term property will refer
interchangeably to either the desired LTL formula 8' or its
associated Büchi Automaton A. A never claim refers to the
negation of the desired formula, i.e., 9:', or the equivalent
BA A:'. A product state is a state of the synchronous
product T 
 A:'. For each accepting state q 2 FA:' we
deﬁne its acceptance group acc(q) as the subset of states
f(si; qj) 2 T 
 A:'j qj = qg. Each accepting group deﬁnes
an equivalence class, so [q2FA:' acc(q) form a partition of
the accepting product states FT 
A:' .
3. RELATION TOMETRIC TL
The ﬁrst question we explore is whether for a given LTL
formula ' there exists another formula  that describes
the set of TS traces accepted by the piggyback algorithm
with input ' and T . Metric Temporal Logic (MTL) was
introduced by Koymans [14] to enable quantitative reason-
ing about time, as opposed to only qualitative, as with LTL.
Time interpretation can be discrete or dense, the latter caus-
ing partial undecidability [9]. MTL includes the bounded
operators k;3k in addition to ; U . Over N-time MTL
is fully decidable. By identifying time with indices in the
state sequence, the operators k;3k can be expressed using
a bounded number of next operators  : : :. The conven-
tional deﬁnition (p.391 [3], [19]) for an !-word over alphabet
 , 2P at i 2 N is (w; i) j= 3k' iﬀ 9j such that i  j  i+k
and (w; j) j= '. The corresponding temporal operators are
q1
q0
{p}
q2{}
{}
{p}
q3 {p}
q4
{}
{p}
{}
{p}
Figure 2: A:' corresponding to :' = 33p with next op-
erators expanded.
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(a) Transition system T with labeling injective with respect
to fpg.
(s0; q0)
(s2; q0) (s3; q0){}
(s4; q1){p}
{}
(s1; q0)
{}
{}
(b) Product T 
A:' for T of Fig. 3a and :' = 3p (Fig. 5b).
Figure 3: Partially-injective labeling L with respect to fpg,
with product automaton shown in Fig. 5b.
3k' , ' _
Wk
i=1i' where i+1 , i and 1 , ,
and ' Uk , (' U ) ^ (3k ), similarly for k. Expressing
timed properties in expanded ”next” form leads to larger au-
tomata, e.g., 33p in Fig. 2. Timed Büchi automata oﬀer
a more compact representation, proving conceptually useful
later.
3.1 Label injectivity
This section proves that it is in general impossible to ex-
press the set of traces accepted by the original piggyback
algorithm using logic. If the labeling function L : S ! 2AP
is not injective, then it may project multiple states of the
product automaton T 
 A:' on the same accepting state
of A:'. In Fig. 4 all states are labeled with fpg, so the
BA for :' = 31p remains at its accepting state, because
it observes uninterruptedly fpg. In contrast the piggyback
algorithm expects to match the same state in T 
A:'. But
the cycle in T 
 A:' has length 3, so for k = 1 the algo-
rithm fails to ﬁnd the accepting cycle. Thus the piggyback
algorithm makes a ﬁner distinction between states in order
to match an accepting state and detect a cycle. So a ver-
s2
s0
s1
; fpg 2
AP
L
Figure 4: A labeling L that is not injective wrt fpg.
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Figure 5: Büchi automata for recurrence property and its
negation.
sion of :' with eventualities bounded does not correspond
to the piggyback algorithm. The diﬀerence arises from plac-
ing the bound on accepting cycles of A:' when converting
' eventualities from LTL to MTL. Instead, the piggyback
algorithm places the bound on accepting cycles of T 
A:',
which do not correspond to those inA:' when L is not injec-
tive. For an injective L the completion of an accepting cycle
in A:' implies the recurrence of label fpg. Since a unique
state of T is labeled with fpg, recurrence of fpg implies that
T closes a cycle. This ensures that both A:' and T close
an accepting cycle simultaneously, as in Fig. 3. However,
this is not the case when lack of (partial) injectivity wrt fpg
leads to p occuring before a cycle is closed.
Although the set of accepted traces may still be expressible
in MTL, the form of the formula depends on the TS under
veriﬁcation and can be quite unrelated to the original for-
mula (e.g., 3p can become 3p^ (p =)  : : :p), where
the number of next operators depends on T ). Only if L is
injective with respect to each set of subformulas annotating
states of the property automaton (resulting from its con-
struction [28]), can the piggyback algorithm have semantics
expressible in logic independently of the transition system,
using the original alphabet. But label injectivity is impos-
sible if
2AP  < jSj, because at least two states will map to
the same label. For AP = fpg this means any system with
more than 2 states. We call partial injectivity (i.e., wrt a
subset of the codomain of L) the case when ' contains only
p and the preimage of fpg under L is a singleton. However
if both p and :p appear in the negated normal form, and
jSj > 2 then L cannot be partially injective wrt to both.
3.2 Degrees of Liveness
At this point it is useful to draw a distinction between dif-
ferent levels of liveness, using as example :' = 3p. Com-
pletely bounded ”liveness” as k13k2p is a safety property
that constrains a bounded preﬁx. Period-bounded liveness
3kp is also a safety property, but over inﬁnite time. If
L is partially injective, then piggyback liveness is both a
liveness and a safety property, because it can be expressed
as 3p ^  (p =) 3k 1p). So accepting traces include
a cycle. The bound constrains from the ﬁrst occurrence of
p and onwards, i.e., the preﬁx length is not constrained. If
L is not partially injective, then piggyback liveness is not
expressible in logic. Unbounded liveness does not restrict
the cycle length, e.g., 3p is a qualitative property.
4. PIGGYBACK AND NEGATION
Deﬁne as Lp(') the traces of T accepted by ' using the
piggyback algorithm, and similarly Lp(:'). The veriﬁca-
tion uses :', so Lp(:') is the set of violating traces found
s2{}
s0{p}
s1{}
(a) T
(s0; q1)
(s1; q0)
{}
(s2; q0)
{p}
{}
(b) T 
 A'
(s0; q0)
(s2; q1)(s2; q0)
{p}(s1; q0)
{}
(s1; q1)
{}
{}{} {}
(c) T 
 A:'
Figure 6: For bound k = 2 the piggyback algorithm does
not ﬁnd a cycle for neither the property nor its negation.
with the piggyback algorithm. Given ' and :', a ques-
tion is whether Lp(') and Lp(:') are complementary sets,
Lp(:') = ! n Lp(') ? In the rest of this section we prove
that this is not the case, so piggyback semantics are not
closed under negation. As a counterexample consider the
property ' , 3p (:' = 3:p), with BA shown in Fig. 5.
The piggyback algorithm behavior depends on both the for-
mula and the transition system model checked. Consider
the transition system T of Fig. 6a. It is a simple cycle with
3 states, labeled with fpg; fg; fg, and as initial state the one
labeled with fpg. The synchronous products of T with each
of the two Büchi automata are shown in Fig. 6c and Fig. 6b.
There is no cycle in Fig. 6c, so the piggyback algorithm re-
turns that T 6j=p :'. Using the piggyback algorithm on
Fig. 6b with a suﬃciently small bound, e.g., k = 2, fails
to detect the accepting cycle. Therefore with k = 2 the
piggyback algorithm would return that T 6j=p '. This is
inconsistent with negation, it is impossible that both ' and
:' be false for T . It follows that negation and piggyback
semantics are not compatible. Selecting k  3 would solve
this problem, but such a kmin always exists if T 
 A:' has
ﬁnitely many states. An upper bound on kmin is jT j jA:'j,
because no cycle can be longer than this. So kmin depends
on both jT j and jA:'j, thus we can’t ﬁx it over the set of all
possible T . An arbitrarily large T can always be constructed
by concatenating copies of the accepting cycle from a smaller
T . For any formula ' and given bound k a transition sys-
tem can be constructed such that the piggyback algorithm
cannot ﬁnd accepting cycles for neither of ' nor :'. As-
suming a non-empty language L(') 6= ; there exists some
T that satisﬁes '. So an accepting cycle exists in T 
 A',
let m be its length. Concatenating k copies of this cycle
we can construct another T 0, whose accepting cycle cannot
be detected by the piggyback algorithm when using bound
k. Since T satisﬁes ', an accepting cycle does not exist in
T 
A:', neither in T 0
A:', because T 0 still satisﬁes '. As
a result, there exists a transition system T 0, for which the
piggyback algorithm cannot ﬁnd accepting cycles for neither
of ';:'. This proves that in general negation of formulas
in the usual way does not correspond to the negation of the
property checked by the piggyback algorithm.
5. ORIGINAL ALGORITHM ISSUES
In section 3.1 we discussed the issue of injectivity that can
prevent the original algorithm from ﬁnding counterexam-
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Figure 7: Without annotating states as visited in free or
accepting mode, the original piggyback algorithm would fail
to ﬁnd trivial accepting cycles by blocking at the ﬁrst visited
state.
ples. Our main contribution is addressing it by introducing
counter resets in section 6.1. This section considers two
other limitations of the original algorithm to motivate fur-
ther modiﬁcations discussed in sections 6.2 and 6.3. By
”tip” we will refer to a state in the current BFS front, to-
gether with piggybacked information associated with the
search when it reaches that state. A tip with no piggy-
backed accepting states will be referred to as free, otherwise
as accepting, also called free and accepting modes.
The original algorithm annotates states in the state space
with a bit indicating whether they have been visited in free
or accepting mode. This allows revisiting some states at
most once, if they are revisited in a mode diﬀerent than
the mode when they were discovered. The reason is demon-
strated in Figs. 7a and 7b. Without distinguishing modes,
the searching tip piggybacks the accepting state (s5; q1), but
then stops at (s7; q0) because (s1; q0) has already been vis-
ited. States visited in free mode are marked with colored
rims, those visited in accepting mode are ﬁlled with a single
color and those revisited (so visited in both modes) are ﬁlled
with two colors. In contrast, in Fig. 7b the algorithm con-
tinues, because (s1; q0) to (s4; q0) have been initially visited
in free mode. This enables detecting the accepting cycle,
closed at the yellow state. If states are not annotated with
an additional bit, then local depth-bounded searching can
avoid the issue of Fig. 7a. Local searching is considered in
section 6.3 as a means of addressing the issue described in
section 5.2, which is of similar nature.
5.1 Cycle shadowing
While in accepting mode, the original algorithm ignores any
new accepting states discovered. This allows a free tip to
potentially visit them later and thus piggyback them. In
Fig. 8a the ﬁrst accepting state piggybacked, (s1; q1), is also
the ﬁrst visited state re-encountered after traversing the cy-
cle. Therefore the accepting cycle is detected. However, if
two accepting states are one after the other, then the ﬁrst
can shadow the second from being discovered. Such cycle
shadowing occurs if k  2 in Fig. 8b. State (s3; q1) is ig-
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Figure 8: Shadowing in (b), shadowing and blocking in (d).
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Figure 9: Searching in T 
A:' for :' , 3p, demonstrat-
ing how one tip can block another that has piggybacked a
persistent accepting state.
nored because (s1; q1) is already piggybacked. By storing
more piggybacked states as proposed in section 6.2 this is-
sue can be avoided, as shown in Fig. 8c. Fig. 8d shows the
combination of shadowing with blocking, analyzed in sec-
tion 5.2. In this case multi-piggybacking is insuﬃcient and
local searching is necessary.
5.2 Blocking
Merge points in T can lead to blocking between diﬀerent
tips, as in Fig. 9, for the following reason. Tip t1 piggybacks
the accepting state (s7; q1) and tip t2 state (s0; q1). Then t1
leaps to (s3; q0), in front of t2, and marks (s3; q0) as visited
in accepting mode. For bound k = 6 state (s0; q1) is on an
accepting cycle (so persistent), but t2 fails to detect that,
because it blocks upon reaching (s3; q0). On the contrary,
tip t1 that blocked t2 carries (s7; q1), which is not persistent.
This issue can be avoided by triggering local depth-bounded
searches whenever a tip reaches a visited state, which is
discussed in section 6.3.
6. EXTENDEDPIGGYBACKALGORITHM
The original piggyback algorithm was designed as a mini-
mal extension of reachability analysis to add a limited cycle
detection capability. As a result there are cases for which
it cannot detect existing accepting cycles shorter than k.
Lack of labeling injectivity is identiﬁed in section 3.1 as
one cause. It also renders the set of traces detected by
the original algorithm inexpressible in logic, except for spe-
cial cases. To avoid this we introduce counter resets in sec-
tion 6.1. In section 5.1 we showed how ignoring accepting
states can also lead to missed cycles. It can be avoided by
using multi-piggybacking in section 6.2. Blocking between
tips is another cause (section 5.2) and can be avoided by
4
multi-piggybacking and local depth-bounded searches (sec-
tion 6.3).
6.1 Counter Resets
6.1.1 Timed-Automata
The simplest though substantial change with no added over-
head is resetting the counter whenever new accepting states
are encountered. Firstly timed-automata are brieﬂy men-
tioned, to explain the rationale leading to counter resets.
Then the piggybacking scheme is augmented with counter
resets. Timed-automata are conventional automata equipped
with counters [2]. Transition guards can depend on counter
values and reset selected counters to zero. We use a discrete-
time interpretation, for which timed-automata are fully, el-
ementarily decidable [9]. In particular, each automaton de-
rived from some MTL formula is always equivalent to some
timed automaton with discrete-time interpretation [2]. At
ﬁrst, timed-automata may appear as a suitable formalism,
capable of capturing the counting by the original piggyback
algorithm in T 
 A:'. However this is not the case, be-
cause the counter resets are still determined by A:'. Each
time the product T 
A:' goes through a diﬀerent accepting
state of the same acceptance group acc(q), the correspond-
ing counter is reset, renewing the horizon over which the
search can continue. Therefore, timed Büchi automata can-
not express the piggyback algorithm, for exactly the same
injectivity-related reasons that untimed Büchi Automata
cannot.
6.1.2 Resets
The ”renewal” behavior of timed automata suggests a modi-
ﬁcation of the piggyback algorithm to recognize an accepting
cycle in T 
A:' whose accepting states belong to the same
acceptance group acc(q). As discussed in section 3.1 A:'
observes T via its AP labels. Consider the simple example
of :' , 3kp. This formula is satisﬁed if fpg occurs in
a cycle of length less than or equal to k. The correspond-
ing timed-automaton A:' has a single accepting state qa,
a counter c that gets reset upon leaving qa, and a guard
c  k on edges incoming to qa. After observing fpg the
state qa is re-visited if A:' observes fpg within k time steps
in the future. So visiting qa renews the ”waiting time” until
observing the next fpg. This demonstrates how the bound
on the search within T 
 A:' is updated each time A:'
closes a cycle, becoming a receding horizon. So a timed
A:' can be utilized and the counter resets be deﬁned from
it. In the following we consider primarily properties which
are expressible using a single accepting state qj and a single
counter cj associated with it, guarding its incoming edges
and being reset by its outgoing edges. Some comments on
the general case are discussed in section 6.4.1. Note that in
any case, if the BA is the untimed version annotated with
counters, then any counterexamples found by the extended
piggyback algorithm are violations of the untimed property.
Assuming that we have a timed A:' with a single counter
cj associated as above to a single accepting state qj , then
the piggyback algorithm can be modiﬁed as outlined in al-
gorithm 1. The counter is initialized to zero and if positive
is decremented for each transition traversed. If an accepting
state zij , (si; qj) 2 T 
A:' is discovered then cj = k (re-
set) and if jPj j < M then Pj := Pj[fzijg. When cj becomes
Algorithm 1 Counter Renewals and Multi-piggybacking
1: procedure PiggybackBFS(T ;A:'; k)
2: t0:sq  T 
A:':init; t0:cj  0; t0:Pj  ;
3: Q ft0g; S  ;
4: while Q 6= ; do
5: t Q:pop(); S  S [ f(t:sq; t:cj == 0)g
6: for (s0; q0) 2 T 
A:':succ(t:sq) do
7: t0:sq  (s0; q0); t0:Pj = ; . Successor state
8: if t:cj > 0 then t0:Pj  t:Pj . if not expired
9: t0:cj  maxft:cj   1; 0g . Decrement counter
10: if q0 == qj 2 FA:' then
11: s0 2 t:Pj =) Liveness Violation
12: t0:cj  k . Renew counter at accept state
13: if jt0:Pj j < M then t0:Pj  t0:Pj [ fs0g
14: if (t0:sq; t0:cj == 0) =2 S then Q:push(t0)
zero, then all piggybacked states are erased, Pj := ;. So the
search tip ”forgets” Pj whenever the counter becomes zero.
In this section we consider only renewing the counter, so
M = 1 as in [12]. Therefore new accepting states might still
not be piggybacked, but unlike the original algorithm, they
cause counter resets, so they are not completely ignored.
This enables detecting counterexamples as that in Fig. 4.
6.2 Multi-Piggybacking
The modiﬁcation of section 6.1 addresses the injectivity in-
compatibility between A:' and T 
A:'. Next we consider
cycle shadowing (section 5.1) that motivates storing all ac-
cepting states during exploration. We describe two variants
of piggybacking multiple states: exact and lossy. For exact
piggybacking Pj from section 6.1.2 is implemented with a set
of size at most M . Increasing M improves the likelihood of
detecting an accepting cycle, with unbounded size M = 1
as the extreme. For properties where most states in T 
A:'
are accepting, unbounded M is impractical, but for proper-
ties where few accepting states exist (e.g., labeled states in a
program graph), allowing a larger M is possible. Moreover
the accepting states can be piggybacked grouped by accep-
tance group. For example if (s1; q0); (s3; q0) and (s15; q1) are
piggybacked, the it suﬃces to store q0 associated with the
set fs1; s3g and q1 associated with fs15g. Instead of a set,
a Bloom ﬁlter can be used for Pj , leading to lossy piggy-
backing. Scalable Bloom ﬁlters [1] can be used to maintain
low the error rate. For each acceptance group a diﬀerent
Bloom ﬁlter can used, so it suﬃces to store in the Bloom
ﬁlter Pj only the projection si of (si; qj) on T . Fig. 8e shows
how multi-piggybacking solves the cycle shadowing problem
arising in Fig. 8d. If Bloom ﬁlters are used, then (si; qj) will
be matched with some probability of a false positive. Unlike
lossy state compression techniques, this is on the safe side:
with small probability an accepting cycle may be detected
when none exists, but an existing (bounded) accepting cycle
cannot be missed. Furthermore, this modiﬁcation enables
detection of every (untimed) counterexample, by never re-
setting the Bloom ﬁlters. In addition, the length of the
candidate accepting cycle is at most k jPj j, because each
state in Pj has been added at most k steps after its pre-
ceding addition (otherwise cj would have become zero and
Pj := ;). Hence performing a (k jPj j)-bounded reachability
search from the matched state can detect hash conﬂicts.
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Figure 10: Local depth-bounded DFS can overcome blocking
as described in section 6.3.
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Figure 11: Instead of blocking as in (a) the search can con-
tinues to close the cycle at the yellow state as in (b). This
requires local depth bounded DFS and communicating in-
formation between searching tips (section 6.3).
6.3 Gluing
The multi-piggybacking introduced in section 6.2 can be
used also for connecting accepting cycles fragmented among
multiple searching tips. The two main diﬀerences are per-
forming local, depth k-bounded DFS whenever an accept-
ing tip is blocked and storing states as visited in the global
state space (as in conventional model checking), instead of
annotating them with their visit mode (accepting or free).
The local searches incur a cost, whereas maintaining a state
space without annotation reduces the re-exploration that
can occur with the original algorithm. We describe the lo-
cal DFS, for a single accepting state qj 2 A:'. If a search
tip tr has nothing piggybacked and reaches an explored state
z 2 T 
A:', then it stops because that transition does not
belong to an accepting cycle (for the bounded-suﬃx prop-
erty). If tr does have piggybacked states, P rj 6= ;, then
local DFS is performed up to depth k relative to z. The
search truncates whenever an accepting state is found or
the current BFS front is reached (analyzed later). Thus
each local DFS detects the front Ak(z) of accepting states
reachable in at most k steps from the state z that blocked tr.
If Ak(z)\P rj 6= ; then an accepting cycle has been closed. If
Ak(z) = ;, then tr is discarded, because no (bounded-suﬃx)
cycle can include the blocking state z. Otherwise each ac-
cepting state z0 2 Ak(z) can be used to forward the piggy-
backed information to those tips of the BFS front that are
still active. To achieve this, between BFS iterations, each
active tip tw needs to check if z0 2 Pwj , for each z0 resulting
from blocking in the last BFS iteration. Note that this is
possible also with lossy piggybacking, i.e., when each Pwj is
implemented using a Bloom ﬁlter. In addition, to account
for cases when tip z0 has been piggybacked by another tip
tu that is blocked in the same BFS iteration, ﬁrstly P rj need
to be forwarded from each blocked tip tr to any other tip tu
that blocked in the same iteration and is reachable through
forwarding from tr. After this is complete, forwarding to
active tips can be computed. When the local DFS truncates
at states that belong to the current BFS front, then it can
annotate that state by storing a pointer to its piggybacked
information. In the next iteration, the single tip that is
currently at that state can ﬁrst check any pointers annotat-
ing the state, retrieve the linked piggybacked information
(which can now be deleted) and then continue the search.
Note that for problems with a large ratio of accepting states
in T 
 A:' this approach can trigger a prohibitively large
number of local searches and forwarding can result in high
overhead between BFS iterations. Compared to previous ap-
proaches, gluing to some extent resembles back-level edges
[6], but with the second stage replaced by bounded searches
which are interleaved with the state space exploration. An
alternative is to store the blocked tuples (Pwj ; Ak(z)) of pig-
gybacked accepting states and k-reachable accepting states,
then at the end construct a smaller directed graph, com-
prised only of accepting states, and check for cycles in that
acceptance graph.
6.4 Bounded-Suffix LTL Properties
For certain properties there exists some lower bound kmin,
such that selecting k  kmin leads to the piggyback algo-
rithm verifying the original formula. More interestingly,
the formulas with this property include several of the most
commonly used ones in veriﬁcation [19]. The universal ver-
sions of some examples are: p;3p;3p; p Uq;:(p Uq) and
3kp. A simple example can demonstrate this: consider the
property 83p, whose negation is 93:p. The equivalent
A:' has a single accepting state with a self-loop. Intuitively,
this means that as soon as it detects fpg in T , the accept-
ing cycle in T 
 A:' is interrupted. There does not exist
an accepting cycle that includes any state labeled with fpg.
This provides us with a tight upper bound on the guard, in
this case k = 1. Choosing k  1 implies that we perform
full LTL model checking for 3p. More generally, if q is an
accepting state of A:' and the largest cycle through q is of
ﬁnite length L, then the extended piggyback algorithm with
bound k  L checks the validity of the given formula. The
key property above is the bound on accepting cycle length.
Note that we refer to the largest cycle, not the largest simple
cycle, which is an NP-hard problem and not relevant to our
case. If a non-simple cycle exists, then an inﬁnite cycle exists
and the above property does not hold. Deciding whether an
inﬁnite accepting cycle exists, or if not, ﬁnding the accept-
ing circumference of A:' can be solved with a BFS in time
linear in jA:'j. In practice the automaton A:' is small,
so ﬁnding the accepting circumference and if ﬁnite using it
as bound for the piggyback algorithm is a computationally
cheap preprocessing stage. So properties that satisfy the
above boundedness condition can be fully checked provided
counter resets, multi-piggybacking and gluing are all used.
Note that the ”good” properties in [15] have bounded suﬃx.
In contrast properties like 83p are not included, because
the negation 93:p may have an arbitrarily large suﬃx
(cycle length). For a ﬁxed T the counterexample suﬃx is
always ﬁnite, but depends on T (which can be arbitrary).
The piggyback algorithm can also be adapted for the class
of persistence never claims, which are expressible by weak
Büchi Automata [26]. If A:' is a weak automaton, then any
accepting cycle includes only accepting states from a subset
of A:' states, so the counter resets can be adapted to mon-
itor the subsets of QA:' , with bound k = 1. Moreover, if
forwarding is used, then each local DFS has depth bound 1.
6
s3
{p}
s2
{}
s1
{p}
s0
{p}
(s0,
q1)
(s1,
q1)
{p}
(s3,
q1) {p}
(s2,
q0)
{p}
{}
(a)
s3
{p}
s2
{}
s1
{}
s0
{p}
(s0,
q1)
(s1,
q0)
{}
(s3,
q1) {p}
(s2,
q0)
{p}
{}
(b)
s3
{p}
s2
{}
s1
{}
s0
{p}
(s0,
q1)
(s2,
q0)
{} (s1,q0)
{}
(s3,
q1) {p}
{p}
{}
(c)
Figure 12: The piggyback algorithm can ﬁnd the accepting
cycle in all cases, though the preﬁx does not satisfy 31p for
(b). Nonetheless it does satisfy 3p (unbounded liveness).
6.4.1 Multiple Counters
Here we have considered adding counters to automata ob-
tained from translating LTL, primarily as an aid motivat-
ing the counter resets introduced to the algorithm. So the
timed automata have the same states and edge annotations
as their corresponding untimed versions. Therefore any ac-
cepting cycle in the timed automaton is an accepting cycle
for the untimed automaton, even if it violates some guards.
Also, we have restricted our attention to simple cases with a
single accepting state and one clock associated to it, guard-
ing its entries and being reset upon leaving it. The general
case of translating LTL to timed automata is beyond the
scope of the present paper. It concerns relating the bounds
on eventualities of :' to the clocks of accepting states in
A:'. If each clock is not associated only with a single ac-
cepting state, then the situation becomes complicated and
the piggyback algorithm as extended here may not verify
the original property.
6.4.2 Accepting Cycle Reachability
For simple cases with a single accepting state and timedA:'
resulting by addition of clocks to the untimed version, the
piggyback algorithm with resets, multi-piggybacking and
gluing does not miss any trace accepted by the timed A:'
and in addition can detect some traces rejected by the timed
A:', but accepted by its untimed version (equiv. the timed
version with longer bound). A simple example is given in
Fig. 12, where the accepting cycle is found in all three cases
by the piggyback algorithm, but only (a) and (c) are satisfy
:' = 31p. The reason is that although the cycle in (b) is
accepting, it is not reachable from the initial state. The pig-
gyback algorithm can be restricted to check only the timed
version, but there is no loss in allowing it to (opportunisti-
cally) detect more counterexamples. Bounding the liveness
in :' yields an underapproximation of the set of counterex-
amples that the piggyback algorithm can detect.
7. EXPERIMENTS
This section includes results using the piggyback algorithm
with counter resets (section 6.1.2) but not multi-piggybacking
or gluing. We use examples from the the BEEM set of
benchmarks [21]: anderson.5 [4] with partial order reduc-
tion (POR), and bakery.5 [17] and lamport.8 [18] without
POR. Note that partial order reduction is conservative with
respect to bounded liveness, because it increases the length
of cycles that can be detected. The distribution of states
with respect to depth is shown in Fig. 18. The hardware
used has Intel(R) Xeon® X5550 processors with a total of 16
processing cores, 12 GB RAM and runs Ubuntu 10.04.4. The
properties veriﬁed are '1 = 3(P2@CS) for anderson.5,
'2 = (:P0@CS =) 3P0@CS) for lamport.8 and bakery.5.
The negation of '1 is a bounded-suﬃx property, with bound
k = 1 (depending on the exact details of decrementing in
the implementation before or after leaving the state where
a state was piggybacked, the bound in code can diﬀer by
1). The negation :P2@CS includes all states of P2 other
than the critical section, so most states of T 
 A:' are
accepting. Therefore renewals occur frequently and main-
tain an accepting state which was piggybacked early in the
search. Although without multi-piggybacking this can lead
to shadowing (section 5.1) the algorithm can still ﬁnd coun-
terexamples. Using a suﬃcient bound, for bakery.5 and
lamport.8 counterexamples are found by every run, whereas
for anderson.5 they are found with a frequency of 70%,
because interleaving between cores can lead to cases that
would need the extensions discussed in section 6.2 and sec-
tion 6.3. For anderson.5 only for k  40 does the orig-
inal algorithm ﬁnd counterexamples, because a counterex-
ample involves a single process cycling through all the 5
Slots used for implementing the mutual exclusion. Note
that all counterexamples are unfair. With weak fairness en-
abled, SPIN depth-ﬁrst search cannot ﬁnd counterexamples
for anderson.5, verifying the claims in [4]. Using diﬀerent
bounds can aﬀect the number of states stored in diﬀerent
modes (accepting or free), but for the particular property
'1 a large number of states are accepting, therefore any free
tip quickly encounters and piggybacks some accepting state,
thus the selected bound k does not have an observable eﬀect
on running time. For anderson.5 Figs. 13 and 14 show com-
parisons of running time wrt number of cores between the
original piggyback algorithm and its extension with counter
renewals. For bound k = 1 the original algorithm does not
ﬁnd any counterexamples. For bound k = 100 each run in
these graphs did ﬁnd one or more counterexamples. Per-
formance remains unaﬀected after introducing counter re-
newals, as demonstrated by the proximity between the dif-
ferent curves. The diﬀerence is that for bound k = 1 the new
version with renewals does ﬁnd counterexamples, whereas
the original piggyback algorithm requires a bound of k = 40
and more to ﬁnd counterexamples. This is caused by the
fact that the original algorithm searches for cycles of ﬁxed
length k = 40 in the product automaton T 
A:'. Therefore
for any bound, the original algorithm requires that the user
either have a priori knowledge about the model and antici-
pate what size of cycle to look for, or that they iteratively
adjust the bound, while searching for a cycle. On the con-
trary, the proposed improvement decouples the bound from
the product, and binds it only to the property A:'. Thus
ﬁrstly it renders the language accepted by the algorithm
expressible in logic, secondly what bound to use relates pri-
marily to the automaton (e.g., whether its language includes
only bounded-suﬃx words) and not to the speciﬁc transition
system that is being veriﬁed. Fig. 15 is the distribution of
liveness checks using counter renewals and bound k = 1 that
terminate upon detecting a counterexample, as represented
by their running time and depth reached. Note that this
version of the algorithm, which includes renewals but not
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Figure 13: Comparison of counter renewals to original pig-
gyback algorithm for the anderson.5 example. These runs
continue until covering the state space.
transferring information between diﬀerent tips, only coun-
terexamples of (preﬁx plus suﬃx) length less than the BFS
tree depth can be found. So the depth reached is also the
length of the counterexample found.
By negating the desired property to '3 = :3(P2@CS) we
obtain a A:' whose accepting cycles do not admit an upper
bound, i.e., a property whose counterexamples do not have
bounded suﬃxes. Therefore it is expected that the bound
now depends on the transition system, because the next ac-
cepting product state can delay to appear in T 
A:' arbi-
trarily long. Running the original algorithm requires bound
at least k = 27 to ﬁnd counterexamples. The counterex-
ample previously consisted of a single process other than P2
cycling through all the Slots. In this case the counterex-
amples consist of P2, possibly together with some other pro-
cess, cycling through all the Slots, thus inﬁnitely often vis-
iting its critical section. Running the revised algorithm ﬁnds
counterexamples as soon as we select the bound k = 5. The
reason is that there does exist a counterexample, namely the
one where P2 alone cycles through all the Slots, in which an
accepting state is encountered every 5 transitions, because
this is the number of states included in a single do iteration
of process P2. This demonstrates how despite its dependence
in this case on T , still a lower bound is made possible by
using counter renewals. Finally it is worth noting that the
set of accepting states FT 
A:' for '3 = :3(P2@CS) is
the complement of the accepting states of '1 in this section.
This leads to less frequent piggybacking, hence reduced de-
pendence on the interference between diﬀerent search tips,
and as a result we observe frequency of ﬁnding counterexam-
ples for anderson.5 (given suﬃcient bound) close to 100%
for this case.
Fig. 16 compares results for lamport.8 with the original
piggyback algorithm that needs k  8 to ﬁnd counterexam-
ples, to its extension with counter renewals that can ﬁnd
counterexamples with k = 1. The results from bakery.5
are shown in Fig. 17, where the running times of runs that
terminate upon ﬁning an accepting cycle have been grouped
by the total depth of the preﬁx and suﬃx (depth at which
the cycle is closed). Note that the depths reported by SPIN
v6.2.7 or earlier account also for never claim moves, thus
they diﬀer from the corresponding BFS tree depths by a
factor of 2.
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Figure 14: Comparison of counter renewals to original algo-
rithm for anderson.5 stopping at the ﬁrst cycle found and
averaging times over multiple runs.
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Figure 15: Counterexample depth wrt running time for live-
ness checks of anderson.5 with bound k = 1 and counter
renewals.
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Figure 16: Comparison of counter renewals to original algo-
rithm for lamport.8, the runs continue until covering the
state space.
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Figure 17: Comparison of counter renewals to original algo-
rithm for bakery.5, stopping at the ﬁrst cycle found.
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8. PARALLEL MODEL CHECKING
This section reviews some results from P-completeness the-
ory to motivate the eﬀort of parallelizing model checking
for a given automaton. Sublinear parallel algorithms diﬀer
drastically from sequential ones, in that they are top-down.
They process the whole state space in a brute force manner,
including unreachable states. Even if a parallel solution pro-
cessing only the reachable states exists, it would still lead
to a very large problem size. Nonetheless the value is in
showing that ﬁnding accepting cycles in T 
 A:' is highly
parallelizable and not inherently sequential. Another limita-
tion is the cubic number of processors required (best known
bound above 2 [27]). The usual assumption that input is
already present in shared memory upon initialization of the
algorithm can be circumvented by ﬁrst distributing a com-
pact symbolic problem deﬁnition, then generate the transi-
tion relation of T 
 A:' and store it in shared memory in
time O(1) using N2 processors.
8.1 High Parallelizability
Using multiple processors for computation can potentially
reduce the required time. Problems decidable in polynomial
time (class P) are considered as highly parallelizable if they
can be solved in poly-logarithmic time logO(1)N on a num-
ber of processors polynomial in N , known as NC (Nick’s
class) and it is widely believed that NC 6= P [25, 8]. For
each k the corresponding subclass O(logkN) is known as
NCk, so NC = Si2NNCi; and NCi  NCi+1, deﬁning the
NC-hierarchy. By the space hierarchy theorem it holds that
NC 6= Pspace (p.70 [8]). The following relations among
complexity classes hold NC1  L = SL  NL  NC2 
NC  P  PSPACE; where SL is the class of problems re-
ducible to undirected graph connectivity (USTCON) [23]
and NL the problems decidable in non-deterministic log-
arithmic time. Directed graph connectivity (STCON) is
NL-complete (Thm.16.2 [20]).
8.2 Persistence Checking in NC
The existential version of model checking concerns deciding
whether a counterexample exists or not, whereas the con-
structive version requires ﬁnding a counterexample, if one
exists. Both the constructive and the existential versions
of LTL model checking are Pspace-complete, Thm.5.46 [5].
Therefore LTL model checking is not in NC. Nonetheless
the cause is the translation of LTL formulas to Büchi Au-
tomata. With respect to the transition system size (i.e., for
a ﬁxed formula) model checking is in P and as will be shown
next, it is also in NC. The automata theoretic form of the
model checking problem consists of detecting an accepting
cycle in the synchronous product T 
 A:'. Lexicographic
Depth-First Search (DFS) has been proved to be P-complete
[22]. So using nested DFS [13] for persistence checking (Thm
4.65 [5]) cannot be expected to scale satisfactorily with the
number of processors. Despite this, it is shown next that
persistence checking is in NC.
8.2.1 Transitive Closure
As noted above, the directed graph reachability problem is
NL-complete, so in NC2 (p.362 and Thm.16.2 [20]). We
summarize here the NC computation of the transitive clo-
sure A of a relation A 2 BNN where B , f0; 1g (here A
is the adjacency of the product T 
 A:'). The reﬂexive
transitive closure A , (I _A) = (I _A)N can be computed
in time O(log2N) by N3 processors (p.212 [20]). Starting
with I _ A, it is squared in each iteration, thus requiring
dlogNe iterations to compute (I _ A)2dlogNe . Each itera-
tion involves a matrix multiplication, which needs N2 row-
column vector multiplications. Each vector multiplication
aTb =
WN
i=1 ai ^ bi is computable in time O(logN) by iter-
atively halving the conjuncts using N processors. Overall
time O(log2N) and N3 processors are used. The transitive
closure A has the same oﬀ-diagonal elements as the reﬂex-
ive transitive closure (I _A), i.e., :I ^A = :I ^ (I _A).
However diag(A) 6= diag((I _ A)). To construct the di-
agonal of A we observe that Aii = 1 if and only if (iﬀ)
state qi has a self-loop or is on a cycle of length larger than
one. A state qi has a self-loop iﬀ Aii = 1. It is on a cycle
larger than one if it can reach some state qj from which it
is reachable, i.e., Aij ^ Aji = 1 for any j 6= i, equivalentlyW
j 6=iA

ij ^ Aji = 1, collectively the diag((:I ^ A)2). But
as noted earlier the oﬀ-diagonal elements of A are those
of (I _ A), so (:I ^ A)2 = (:I ^ (I _ A))2. Thus the
transitive closure A = A _ (:I ^ A) _ (:I ^ A)2, where
A captures the self-loops (its oﬀ-diagonal nonzero elements
are included in A), (:I ^ A) answers all reachability queries
between diﬀerent states and (:I ^ A) captures states that
are on cycles longer than one. The conjunctions, disjunc-
tions and negations of square matrices are each computable
in time O(1) with at most N2 processors. The matrix multi-
plication to obtain (:I ^ A)2 requires time O(logN) on N3
processors. So overall A and A require time O(log2N) on
N3 processors. Also diag( A) = I, so A = I _ A, a result
we use later.
8.2.2 Existence of Reachable Accepting Cycles
Deﬁne aTb , Wni=1 ai ^ bi and (abT)ij , ai ^ bj . Answer-
ing the persistence problem requires ﬁnding whether there
exists an accepting state that is both reachable from an ini-
tial state and on a cycle. These two subproblems can be
answered using the transitive closure A as follows. Let
 2 Bn have i = 1 if qi is an accepting state on a cy-
cle, i = 0 otherwise. Let  2 Bn have i = 1 if qi is an
initial state, i = 0 otherwise. The matrix B , T has
Bij = 1 iﬀ qi is an initial state and qj a persistent accept-
ing state. The conjunction W , B ^ (I _ A) = B ^ A
has Wii = 1 iﬀ qi is an initial and a persistent accepting
state, and Wij = 1; i 6= j iﬀ the initial state qi can reach
the persistent accepting state qj (after one or more tran-
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sitions). So Wij = 1 iﬀ the initial state qi can reach the
persistent accepting state qj after 0 or more transitions. It
remains to compute which accepting states are persistent,
i.e., . A state is on a cycle iﬀ it is reachable from itself
after one or more transitions (but not zero). The diagonal
diag(A) has ones at persistent states. If  2 BN has ones
at accepting states, then  =  ^ diag(A), which solves the
second subproblem. By combining the previous results there
exists a persistent accepting state reachable from some ini-
tial state, iﬀ W contains a nonzero element, equivalently iﬀWn
i=1
Wn
j=1Wij . The disjunction of N2 matrix elements can
be computed in time O(log(N2)) = O(2 logN) = O(logN)
by N2 processors that halve the number of conjuncts in each
iteration, each processor performing a conjunction between
a pair. It is W = (T) ^ A = ( ^ diag(A))T ^ A. The
vector exterior product requires time O(1) on N2 processors.
As discussed in section 8.2.1 computing A and A requires
time O(log2N) on N3 processors. Note how checking ex-
istence of a counterexample has been shown to be in NC,
however explicit construction of the counterexample is un-
likely to be so, because it involves ordering the states. Note
that translation from LTL to automata is a separate stage.
In practice formulas and their associated automata are rel-
atively small, whereas the limiting factor is primarily jT j
(p.293 [5]).
9. CONCLUSIONS AND FUTUREWORK
We presented an improvement of the piggyback algorithm
for parallel model checking that increases the subset of vi-
olating traces it can detect. The main change is resetting
the counters whenever visiting a product state that projects
on the same accepting state of the automaton as the pig-
gybacked accepting product state. Other modiﬁcations we
propose concern piggybacking multiple states, a conservative
version using Bloom ﬁlters and connecting pieces of cycles
by means of local depth-bounded searches that are triggered
when visited states are revisited.
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