The teapot was one of the first free-form models used in computer graphics. Since 
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The School of Computing welcomes back one of its distinguished alumni, Dr. Ed Catmull (PhD '74), as he presents the 23 rd Elliott Organick Lecture on December 8
th . The President of Pixar and Disney Animation Studios, Dr. Catmull is widely known for his major contributions to the world of computer graphics. He has received numerous awards for his work including the Coons Award, the highest achievement in the computer graphics field. He has also been honored with three Scientific and Technical Engineering Awards, including an Oscar ® from The Academy of Motion Picture and Arts and Sciences.
Dr. Catmull will present the Elliott Organick Lecture on the evening of December 8
th . The public is invited to attend.
• Digital media is at the confluence of computer science (graphics, animation, human-computer interfaces, computer games), the fine arts (drawing, animation, story telling, cinematography), and architecture (design, modeling). This new program will build on existing strengths in graphics, animation and art already present here at the university.
The program will target a senior hire in computer science and a senior hire in film studies with the potential of helping build major research programs and creating new technology that can ultimately lead to commercial products and/or new industries for Utah. one of the premier venues for systems research. In 1995, Jay renamed his group as the Flux Operating Systems Project. The Flux Group was born! Jay was promoted to Research Assistant Professor in 1997, and his group continued to flourish. Jay led his staff and students through several successful OS research projects including the Fluke microkernel (lightweight virtual machines), the Flask security architecture (now implemented in SELinux), the OSKit (reusable OS components), Janos (a precursor of Java Isolates), and others. Along the way, Jay was promoted to Research Associate Professor in 2000 and to Research Professor in 2004.
In the late 1990s, Jay's research group developed a networked testbed that they used internally to support their systems work. They quickly assembled a version of this testbed to be used by researchers anywhere, and in 2000 they made their facility available to the world. Thus, Emulab was invented. The Emulab testbed made it possible for people to configure sizeable networks of real machines in just a handful of minutes, thereby changing the standards for experimentation in the systems research community. Today, the Emulab testbed site at Utah has thousands of users around the world and hosts many thousands of individual experiments every year. In addition, the software that runs Emulab also runs dozens of other testbed sites worldwide. More than 250 papers describe research that was validated on Emulab-based testbeds.
Emulab was the basis of Prof. Lepreau's research for the past several years, and Jay never tired of spreading the word about Emulab and what it could do. Through ongoing and new activities, the Flux Research Group will be carrying Jay's vision into the future.
Jay is survived by his wife, Caroline; children Renee Lepreau, Frank Lepreau, Erica Kueneman, and Jordan Kueneman; father Frank Lepreau Jr.; and sisters Lucy Ann Lepreau, Judy Keller, and Mimi Jose.
In addition to being a passionate computer scientist, Jay was also passionate about Utah and its unspoiled natural landscapes. Memorial donations in Jay's memory may be sent to the Southern Utah Wilderness Alliance (suwa.org). He was an enthusiastic and productive researcher, a dedicated mentor of students and staff, and an avid participant in activities such as camping and bicycle racing. His seemingly boundless energy was matched only by his kinetic personality, and thus he became well known by simply being unforgettable. His loss will be felt by all who knew him, both within the computer science community and elsewhere.
Jay's career at the University of Utah spanned more than a quarter century. In 1980, he joined the Department of Computer Science as an undergraduate student and programmer, under the direction of Randy Frank. After earning his degree in 1983, Jay became the manager of the systems programming group. He helped introduce Utah to UNIX, and by 1987, Jay was the acting head of the department's computing facility which included 100 or so HP, Apollo, and Sun workstations as well as a few "legacy" VAX computers.
In the late 1980s, Jay received funding from HewlettPackard to port BSD UNIX to HP workstations, leading to the first release of "HP BSD 4.3" in 1988. Jay became the Assistant Director of the department's Center for Software Science (CSS) in 1990, where he and his staff continued to receive funding to work on systems software such as the GNU compiler tools and the Mach operating system. The work quickly shifted from engineering to research, and in 1994, Jay received his first major ARPA contract to investigate "Fast and Flexible Mach-based Systems." Also in 1994, Jay served as the program chair for the first-ever OSDI symposium, which he conceived and founded-and which has become
-
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The School of Computing debuted the new Entertainment Arts and Engineering Summer Program Summer (EAESP) this past June. The two-week long camp, was created for high school students and designed to introduce the students to the concepts of 3D modeling, texturing, rigging, animation, and rendering, using some of the most advanced software in the industry such as Autodesk Maya and Adobe Photoshop. The camp was was taught by Mark van Langeveld, a PhD graduate student in the School of Computing, and graduate of the Computer Graphics Design program at UCLA.
The class curriculum was based on a final project where the students chose a character and then produced them in MAYA. During the two weeks the students worked on abstract designs for their characters by producing clay sculptures, drawings and verbal descriptions as preliminary steps to creating a 3D version in MAYA. The students learned engineering principles and art concepts by applying both to the production of their character.
The camp also included two fieldtripsone to Electronic Arts in Bountiful and the other to Disney Interactive in Downtown SLC. The fieldtrips re-enforced the value of the camp. In fact, one of the students was asked to interview for an internship position at Disney Interactive.
The students that attended camp were exceptional and enjoyed there time at the camp. In fact two of the senior high school students that attended the camp are now attending the School of Computing at the University of Utah. This past summer, the School of Computing (SoC) ran a summer camp program aimed at 9 th and 10 th graders, the GREAT summer camp. GREAT stands for Graphics and Robotics Exploration with Amazing Technology, and the camp used some exciting tools from computer graphics and robotics to teach fun applications of computer programming.
Entertainment Arts and Engineering Summer Program
David Johnson, who directed the camp, said, "We wanted to show how programming is a way of fostering creativity, and by making animations, games, and working in teams in robot competitions, the kids were motivated to make great progress in a short time. " Erin Parker, a clinical assistant profressor in the SoC also taught in the camp, as did some very capable teaching assistants.
The first part of the camp students used a 3D graphics language environment called Alice, where programming fundamentals were taught in support of the campers developing an animation, an interactive environment, or a computer game.
The second part of the camp students used LEGO Mindstorms robot kits to show how the programming concepts learned in graphics could be applied to new problems. The students competed in teams to solve problems such as making an autonomous drag racer. Faculty members in the SoC were instrumental in bringing together enthusiastic groups from Novell, Omniture, and the state of Utah ASTEC program to sponsor the camp happen and make it affordable.
Example from Graphics portion Autonomous drag race
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Uncovering the Hidden Web Luciano Barbosa & Juliana Freire
There has been an explosive growth in the volume of structured information on the Web. This information often resides in the hidden (or deep) Web, stored in databases and exposed only through queries over Web forms. A recent study by Google estimates that there are several million of such form interfaces [5] . However, the high quality information in online databases can be hard to find: it is out of reach for traditional search engines, whose index include only content in the surface Web. Consider, for example, a biologist that needs to find databases related to molecular biology. If she searches on Google for the keywords "molecular biology database", over 4.6 million documents are returned. Among these, she will find pages that contain databases, but the results also include a very large number of pages from journals, scientific articles, etc.
The Web & Databases (WebDB) group at the University of Utah (http://webdb.cs.utah.edu) has been developing an infrastructure for locating and organizing hidden Web sources. This infrastructure is needed by a number of emerging applications that attempt to expose and integrate hidden-Web information, including, for example Web information integration systems such as GoogleBase (http:// base.google.com) and online database directories such as the Molecular Biology Database Collection (http://www. oxfordjournals.org/nar/database/paper.html). By combining techniques from machine learning, information retrieval and databases, we have designed algorithms that are scalable and that automate, to a great extent, important steps required to retrieve and integrate hidden-Web information. In what follows, we describe some of the components of our hiddenWeb infrastructure, which are illustrated in Figure 1 .
Resource Discovery. Since for any given domain of interest, there are many hidden-Web sources whose data need to be accessed, a key requirement for these applications is the ability to locate these sources. But doing so at a large scale is a challenging problem. Given the dynamic nature of the Web-with new sources constantly being added and old sources removed and modified, it is important to automatically discover the searchable forms that serve as entry points to the hidden-Web databases.
We developed a new Web crawler, the Form-Focused Crawler (FFC) [1] , which is specialized for locating online databases. It uses the contents of pages to focus the crawl on a give topic; and it also prioritizes links that are more likely to lead to pages that contain searchable forms. The link prioritization module uses a classifier based on reinforcement learning to identify links that lead to immediate and delayed benefits. Our experimental results showed that the FFC is effective and obtains harvest rates (i.e., the number of relevant pages over the total number of pages retrieved) that are up to an order of magnitude higher than a crawler that focuses only on page content; and that considering links that have delayed benefit is key to efficiently locating objects, which like searchable forms, are very sparsely distributed over the Web.
The FFC, however, has important limitations. First, it requires substantial manual tuning, including the selection of appropriate features and the creation of the link classifier. In addition, the results obtained are highly-dependent on the quality of the set of forms used as the training for the link classifier. If this set is not representative, the crawler may drift away from its target and obtain low harvest rates. To address these limitations, we developed ACHE [2] . During a crawl, ACHE automatically improves its focus strategy by learning from previous experiences; and it uses a new algorithm that automatically selects discriminating features of links and uses these features to automatically construct a link classifier. An extensive performance evaluation shows that ACHE's adaptive learning strategy significantly improves the harvest rate as the crawl progresses. Since even crawlers that learn from scratch are able to obtain harvest rates that are comparable to, and sometimes higher than manually configured crawlers, this framework can greatly reduce the effort to configure a crawler for a particular domain.
Domain Organization. Having a set of Web forms that serve as entry points to similar online databases is a requirement for many techniques that aim to integrate hidden-Web information. For example, the effectiveness of form matching techniques can be greatly diminished if the set of input forms is noisy and contains forms that are not in the integration domain. However, an automated crawling process invariably retrieves a diverse set of forms. A focus topic may encompass pages that contain searchable forms Our hidden-Web infrastructure, which are illustrated in the figure above. from many different database domains. For example, while crawling to find Airfare search interfaces a crawler is likely to retrieve a large number of forms in different domains, such as Rental Cars and Hotels, since these are often co-located with Airfare search interfaces in travel sites. The set of retrieved forms also includes many non-searchable forms that do not represent database queries such as forms for login, mailing list subscriptions, and quote requests.
We have designed HIerarchical Form Identification (HIFI), a new method for automatically classifying forms with respect to a database domain that is both scalable and accurate [3] Whereas previous approaches to form classification rely on the ability to extract the form attribute labels (a task that is hard to automate), HIFI utilizes only form features that can be automatically extracted. It takes into account both structural characteristics and the textual content of forms for classification purposes. But instead of applying a single classifier, it combines two classifiers in a hierarchical fashion: one is used to determine whether a form is searchable based on structural features; and the other is trained to identify, among searchable forms, forms whose content are indicative of the target database domain. This hierarchical composition not only allows the construction of simpler classifiers, but it also enables the use of learning techniques that are more effective for each feature subset. The high precision and recall obtained (on average 95% and 87%, respectively) in an evaluation using real Web data, consisting of over 27,000 forms in eight distinct database domains, indicate that it is possible to automatically and accurately classify online databases using visible information readily available in form interfaces. Domain Discovery. Domain discovery is an important step towards uncovering hidden information. Given a set of heterogeneous searchable forms, the goal is to group (cluster) together forms that correspond to similar databases. There are several challenges involved in clustering these forms. Notably, a scalable solution must be able to automatically parse, process and group form interfaces that are designed primarily for human consumption. In addition, because there is a very wide variation in the way Web-site designers model aspects of a given domain, it is not possible to assume certain standard form field names and structures.
We have developed Context-Aware Form Clustering (CAFC), a new framework for clustering Web forms [4] . CAFC models Web forms as a set of hyperlinked objects and considers visible information in the form context-both within and in the neighborhood of forms-as the basis for similarity comparison. In contrast to previous approaches that require complex label extraction and manual pre-processing of forms, in CAFC, clustering is performed over features that can be automatically extracted. In addition, because it uses a rich set of metadata, CAFC is able to handle a wide range of forms, including content-rich forms that contain multiple attributes, as well as simple keywordbased search interfaces. Experimental results show that our strategy generates high-quality clusters, measured both in terms of entropy and F-measure. This indicates that CAFC is both an effective and scalable approach for clustering online databases: high-quality clusters are obtained through a completely automated process.
Building Vertical Search Engines for Online Databases. We have used our hidden-Web infrastructure to build DeepPeep (http://www.deeppeep.org), a new search engine that is specialized in Web forms.
