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Abstract
We construct map ξ. It exhibits dense orbits for all x ∈ 0, 1
ω
. We give
elementary proofs for all statements.
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1. Preliminaries
Let A be a finite non-empty set and A∗ the free monoid generated by
A. The set A is also called an alphabet, its elements are called letters
and those of A∗ are called finite words. The identity element of A∗
is called an empty word and denoted by λ. We set A+ = A∗\{λ}.
A word w ∈ A+ can be written uniquely as a sequence of letters
as w = w1w2 . . . wl, with wi ∈ A, 1 ≤ i ≤ l, l > 0. The integer l is
called the length of w and denoted by |w|. The length of λ is 0. We
set w0 = λ and ∀i ∈ N wi+1 = wiw .
The word w′ ∈ A∗ is a factor (or subword) of w ∈ A∗ if there
exists u, v ∈ A∗ such that w = uw′v. The words u and v are called,
respectively, a prefix and a suffix. A pair (u, v) is called an occurrence
of w′ in w. A factor w′ is called proper if w 6= w′. We denote,
respectively, by F(w), Pref(w) and Suff(w) the sets of w factors,
prefixes and suffixes.
An (indexed) infinite word x on the alphabet A is any total map-
ping x : N→ A. We shall set for any i ≥ 0, xi = x(i) and write
x = (xi) = x0x1 . . . xn . . . .
The set of all the infinite words over A is denoted by Aω.
The word w′ ∈ A∗ is a factor of x ∈ Aω if there exists u ∈
A∗, y ∈ Aω such that x = uw′y. The words u and y are called,
respectively, a prefix and a suffix. We denote, respectively, by F(x),
Pref(x) and Suff(x) the sets of x factors, prefixes and suffixes. We
write urx if u ∈ F(x). For any 0 ≤ m ≤ n, x[m,n] denotes a factor
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✛ ✛〈Q,A,B〉
u1u2 . . . unv1v2 . . . vn
1. Figure: An abstract Mealy machine.
xmxm+1 . . . xn. The word x[m,n] is called an occurrence of w
′ in x
if w′ = x[m,n]. The suffix xnxn+1 . . . xn+i . . . is denoted by x[n,∞).
If v ∈ A+, then we denote by vω the infinite word
vω = vv . . . v . . . .
The concatenation of u = u1u2 . . . uk ∈ A
∗ and x ∈ Aω is the
infinite word
ux = u1u2 . . . ukx0x1 . . . xn . . .
For denoting concatenation we sometimes use symbol #.
We use notation 0, n to denote the set {0, 1, ..., n}.
2. Machine B4
2.1. Definition. A 3-sorted algebra V = 〈Q,A,B, ◦, ∗〉 is called
a Mealy machine if Q,A,B are finite, nonempty sets, the mapping
Q×A
◦
−→ Q is a total function and the mapping Q×A
∗
−→ B is a
total surjective function.
If A = B we do not insist on surjectivity of the map ∗. The, set
Q is called state set, sets A,B are called input and output alphabet,
respectively. The mappings ◦ and ∗ may be extended to Q×A∗ by
defining
q ◦ λ = q, q ◦ (ua) = (q ◦ u) ◦ a,
q ∗ λ = λ, q ∗ (ua) = (q ∗ u)#((q ◦ u) ∗ a) ,
for each q ∈ Q, (u, a) ∈ A∗ × A. See 1. fig. for interpretation of
Mealy machine as a word transducer. Henceforth, we shall omit
parentheses if there is no danger of confusion. So, for example, we
will write q◦u∗a instead of (q◦u)∗a. Similarly, we will write q◦q
′
∗a
instead of q ◦ (q
′
∗ a) where q
′
∈ Q.
Let (q, x, y) ∈ Q×Aω×Bω. We write y = q∗x if ∀n ∈ N y[0, n] =
q ∗ x[0, n] and say machine V transforms x to y. We refer to words
x and y as machines input and output, respectively.
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2. Figure: Machine B4.
2.2. Example. Look at 2. fig. for example of machine B4.
We might refer to operations ◦ and ∗ as machine transition and
output functions, respectively.
2.3. Definition. A 3-sorted algebra V0 = 〈Q,A,B, q0, ◦, ∗〉 is
called an initial Mealy machine if 〈Q,A,B, ◦, ∗〉 is a Mealy machine
and q0 ∈ Q.
Suppose that we are given two initial machines
V = 〈Q,A,B; q0, ◦, ∗〉 and V
′ = 〈Q′, A′, B′; q′0, ◦´, ∗´〉. Schematically
it is shown in 3.a. fig.
a
✛ ✛ ✛ ✛
uvv′w′
VV ′
b
✛ ✛ ✛
uvw
VV ′
c
✛ ✛
uw
V ′′
3. Figure: Serial composition.
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We want to connect the output of machine V to the input of
machine V ′ (shown in 3.b. fig.). Clearly, in this situation, we have
v = v′.
Suppose that B ⊆ A′, then for the input of the machine V ′ we
always can use the word v = q0∗u. Therefore the word w is correctly
defined as
w ↽ q
′
0∗´(q0 ∗ u).
The symbol ↽ is used to make a definition.
3. Morphism
We define the morphism η : {p, q, α}+ → {p, q, α}+ as follows:
p 7→ pqp
q 7→ α
α 7→ q
We set
η0(p) ↽ p
ηℓ+1(p) ↽ η
ℓ(η(p))
3.1. Lemma. ηℓ(p) = ηℓ−1(p)δηℓ−1(p), where
δ =
{
q, if ℓ ≡ 1 mod 2,
α if ℓ ≡ 0 mod 2.
✷ The proof is inductive.
η1(p) = η(p) = pqp = η0(p)qη0(p),
η2(p) = η(pqp) = pqpαpqp = η1(p)αη1(p)
ηℓ+1(p) = η(ηℓ(p)) = η(ηℓ−1(p)δ′ηℓ−1(p)) = ηℓ(p)η(δ′)ηℓ(p).
Since δ′ ∈ {q, α}, it follows that η(δ′) ∈ {q, α}.
Let ℓ ≡ 0 mod 2 and ηℓ(p) = ηℓ−1(p)αηℓ−1(p), then
ηl+1(p) = η(ηℓ(p)) = η(ηℓ−1(p)αηℓ−1(p)) = ηℓ(p)η(α)ηℓ(p) = ηℓ(p)qηℓ(p),
ηℓ+2(p) = η(ηℓ(p)qηℓ(p)) = ηℓ+1(p)αηℓ+1(p).
Further we are interested exclusively in the machine B4.
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Convention. We adopt the notational conventions:
∀v ∈ 0, 1
+
v0 ↽ λ ∧ v
ℓ+1
↽ v
ℓ#v
0, 1
∞
↽ 0, 1
∗
∪ 0, 1
ω
Q ↽ {p, q, α, ǫ}
∀x ∈ 0, 1
∞
∀δ ∈ Q xδ¯ ↽ δ ∗ x
∀σ ∈ Q∗ xσδ ↽ (xσ¯)δ¯
η0(p) ↽ p
ηℓ ↽ ηℓ(p)
3.2. Corollary. If ηℓ+1(p) = ηℓ(p)δηℓ(p), then
1ℓ01ωδ¯ηℓ = 1ℓ001ωηℓ,
1ℓ001ωδ¯ηℓ = 1ℓ01ωηℓ.
and
δ ◦ 1l00 = ǫ = δ ◦ 1l01
✷ This follows imediately from the fact that
δ =
{
q, ja ℓ+ 1 ≡ 1 mod 2,
α ja ℓ+ 1 ≡ 0 mod 2.
}
=
{
q, ja ℓ ≡ 0 mod 2,
α ja ℓ ≡ 1 mod 2.
4. Group Γ(B4)
We denote by Γ(B4) the group generated by the set {p¯, q¯, α¯, ǫ¯},
namely, Γ(B4) = 〈p¯, q¯, α¯, ǫ¯〉. For details see [1].
4.1. Lemma. (i) 1ωηℓ = 1ℓ01ω, 1ℓ01ωηℓ = 1ω.
(ii) Let ηℓ(p) = p1p2 · · · pm and η
ℓ
j ↽ p1p2 · · · pj,
ηℓ0 ↽ I : 0, 1
∞
→ 0, 1
∞
: x 7→ x, then
0, 1
ℓ+1
= {1ℓ+1ηℓj | j ∈ 0,m},
0, 1
ℓ+1
= {1ℓ0ηℓj | j ∈ 0,m}.
(iii) Let uj ↽ 1
ℓ+1ηℓj, vj ↽ 1
ℓ0ηℓj, then for all indices j < m
pj+1 ◦ uj = ǫ, pj+1 ◦ vj = ǫ.
✷ The proof is inductive. The induction basis.
From definitions
• η0(p) = p, η0 = p¯,
1ωη0 = 1ωp¯ = p ∗ 1ω = 01ω,
01ωη0 = 01ωp¯ = p ∗ 01ω = 1ω.
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• η00 = I, η
0
1 = p¯
{1η00, 1η
0
1} = {1, 0} = 0, 1,
{0η00, 0η
0
1} = {0, 1} = 0, 1.
• p ◦ 1 = ǫ, p ◦ 0 = ǫ.
• η1(p) = η(p) = pqp, η1 = pqp.
1ωη1 = 1ωpqp = (p ∗ 1ω)qp = 01ωqp = (q ∗ 01ω)p¯
= 001ωp¯ = p ∗ 001ω = 101ω,
101ωη1 = 101ωpqp = (p ∗ 101ω)qp = 001ωqp = (q ∗ 001ω)p¯
= 01ωp¯ = p ∗ 01ω = 1ω.
• η10 = I, η
1
1 = p¯, η
1
2 = pq, η
1
3 = pqp = η
1.
{11η10, 11η
1
1, 11η
1
2 , 11η
1
3} = {11, 01, 00, 10}= 0, 1
2
,
{10η10, 10η
1
1, 10η
1
2 , 10η
1
3} = {10, 00, 01, 11}= 0, 1
2
.
•
p ◦ 11 = ǫ ◦ 1 = ǫ, q ◦ 01 = p ◦ 1 = ǫ, p ◦ 00 = ǫ ◦ 0 = ǫ;
p ◦ 10 = ǫ ◦ 0 = ǫ, q ◦ 00 = p ◦ 0 = ǫ, p ◦ 01 = ǫ ◦ 1 = ǫ.
The induction step.
• ηℓ+1(p) =
L3.1
ηℓ(p)δηℓ(p) = p1p2 · · · pmδp1p2 · · · pm,
where δ ∈ {q, α}. Hence
1ωηℓ+1 = 1ωηℓδ¯ηℓ = 1ℓ01ωδ¯ηℓ =
S3.2
1ℓ001ωηℓ
We have pj+1 ◦ vj = ǫ and 1
ℓ01ωηℓ = 1ω. Hence 1ℓ001ωηℓ =
1ℓ+101ω. Similarly
1ℓ+101ωηℓ+1 = 1ℓ+101ωηℓδ¯ηℓ = 1ℓ001ωδ¯ηℓ
because we have pj+1 ◦ uj = ǫ and 1
ωηℓ = 1ℓ01ω.
1ℓ001ωδ¯ηℓ =
S3.2
1ℓ01ωηℓ = 1ω
•
ηℓ+1j =


ηℓj , if j ≤ m,
ηℓδ¯, if j +m+ 1,
ηℓδ¯ηℓi , if j = m+ 1 + i ∧ i > 0.
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Hence
1ℓ+2ηℓ+1j =


1ℓ+2ηℓj , if j ≤ m,
1ℓ+2ηℓδ¯, if j +m+ 1,
1ℓ+2ηℓδ¯ηℓi , if j = m+ 1 + i ∧ i > 0.
=


1ℓ+1ηℓj1, if j ≤ m,
1ℓ00, if j +m+ 1,
1ℓ0ηℓi0, if j = m+ 1 + i ∧ i > 0.
We took in consideration that for all indices j < m
pj+1 ◦ uj = ǫ, pj+1 ◦ vj = ǫ;
furthermore 1ωηℓm = 1
ωηℓ = 101ω and 1ℓ01ωηℓm = 1
ℓ01ωηℓ =
1ω. Thus
1ℓ+2ηℓ+1j =


1ℓ+1ηℓj1, if j ≤ m,
1ℓ00, if j = m+ 1,
1ℓ0ηℓi0, if j = m+ 1 + i ∧ i > 0.
=


uj1, if j ≤ m,
1ℓ00, if j = m+ 1,
vi0, if j = m+ 1 + i ∧ i > 0.
=
{
uj1, if j ≤ m,
vi0, if j = m+ 1 + i ∧ i ≥ 0.
Since 0, 1
l+2
= 0, 1
l+1
1 ∪ 0, 1
l+1
0 then we have proved that
0, 1
ℓ+2
= {1ℓ+2ηℓ+1j | j ∈ 0, 2m+ 1}
Similarly
1ℓ+10ηℓ+1j =


1ℓ+1ηℓj0, if j ≤ m,
1ℓ+2, if j +m+ 1,
1ℓ+1ηℓi1, if j = m+ 1 + i ∧ i > 0.
=


vj0, if j ≤ m,
1ℓ+2, if j +m+ 1,
ui1, if j = m+ 1 + i ∧ i > 0.
=
{
vj0, if j ≤ m,
ui1, if j = m+ 1 + i ∧ i ≥ 0.
Therefore
0, 1
ℓ+2
= {1ℓ+10ηℓ+1j | j ∈ 0, 2m+ 1}
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• Let u˙j ↽ 1
ℓ+2ηℓ+1j , v˙j = 1
l+10ηℓ+1j . We must prove that for
all j < 2m+ 1
qj+1 ◦ u˙j = ǫ, qj+1 ◦ v˙j = ǫ,
where ηℓ+1(p) = q1q2 · · · q2m+1.
We know
q1q2 · · · qm = p1p2 · · · pm,
qm+1 = δ,
qm+2qm+3 · · · q2m+1 = p1p2 · · · pm.
u˙j =
{
uj1, if j ≤ m,
vi0, if j = m+ i.
v˙j =
{
vj0, if j ≤ m,
ui1, if j = m+ i.
In particular
u˙m = 1
ℓ+2ηℓ+1m = 1
ℓ+2p1p2 · · · pm = 1
ℓ+2ηℓ = 1ℓ01
v˙m = 1
ℓ+10ηℓ+1m = 1
ℓ+10p1p2 · · · pm = 1
ℓ+10ηℓ = 1ℓ00
Thus
u˙j+1 = pj+1 ∗ u˙j, if j ∈ 0,m− 1,
u˙m+1 = δ ∗ u˙m,
u˙j+1+m = pj ∗ u˙j+m, if j ∈ 1,m.
Subsequently
qj+1 ◦ u˙j =
=


pj+1 ◦ uj1 = pj+1 ◦ uj ◦ 1 = ǫ ◦ 1 = ǫ, if j ∈ 0,m− 1,
δ ◦ u˙m = δ ◦ 1
l01 =
S3.2
ǫ, if j = m,
pi+1 ◦ vi0 = pi+1 ◦ vi ◦ 0 = ǫ ◦ 0 = ǫ, if i ∈ 0,m− 1 ∧ j = m+ 1 + i.
Similarly
qj+1 ◦ v˙j =
=


pj+1 ◦ vj0 = pj+1 ◦ vj ◦ 0 = ǫ ◦ 0 = ǫ, if j ∈ 0,m− 1,
δ ◦ v˙m = δ ◦ 1
l00 =
S3.2
ǫ, if j = m,
pi+1 ◦ ui1 = pi+1 ◦ ui ◦ 1 = ǫ ◦ 1 = ǫ, if i ∈ 0,m− 1 ∧ j = m+ 1 + i.
This completes the induction.
4.2. Corollary. Group Γ(B4) is infinite.
✷ Since 1ωηℓ = 1ℓ01ω then all elements ηℓ of Γ(B4) are distinct.
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5. Γ(B4) is not periodic.
5.1. Definition. A group is called periodic if every element of
the group has finite order.
5.2. Lemma. 〈α¯, q¯〉 ∼= Z2 × Z2
✷ (i) α2 = I = q2. Let x = 1ℓ0x1x2x3 · · · then
xα¯α¯ =
{
1ℓ0x1x2x3 · · · , if ℓ ≡ 0 mod 2
1ℓ0x˜1x2x3 · · · , if ℓ ≡ 1 mod 2
}
α¯ = 1ℓ0x1x2x3 · · · = x
xq¯q¯ =
{
1ℓ0x1x2x3 · · · , if ℓ ≡ 1 mod 2
1ℓ0x˜1x2x3 · · · , if ℓ ≡ 0 mod 2
}
q¯ = 1ℓ0x1x2x3 · · · = x
Here
x˜1 ↽
{
0, if x1 = 1;
1, if x1 = 0.
xα¯q¯ =
{
1ℓ0x1x2x3 · · · , if ℓ ≡ 0 mod 2
1ℓ0x˜1x2x3 · · · , if ℓ ≡ 1 mod 2
}
q¯ = 1ℓ0x˜1x2x3 · · ·
xq¯α¯ =
{
1ℓ0x1x2x3 · · · , if ℓ ≡ 1 mod 2
1ℓ0x˜1x2x3 · · · , if ℓ ≡ 0 mod 2
}
α¯ = 1ℓ0x˜1x2x3 · · ·
Thus αq = qα. Hence 〈α¯, q¯〉 = {I, α¯, q¯, αq} because words from
{α, q}3 do not generate new elements. For example αqα = α¯qα =
α¯αq = ααq = Iq¯ = q¯.
There are only 2 groups (up to isomorphism) of order 4. The
group 〈α¯, q¯〉 is not the cyclic group. Therefore 〈α¯, q¯〉 ∼= Z2 × Z2.
We can assume that every element g of Γ(B4) is represented as
word
w = sa1pa2p · · · panσ
where ai ∈ {q, α, β} and s, σ ∈ {λ, p}. Here g = w¯ and β¯ ↽ αq.
We took in consideration that the order of elements p¯, q¯, α¯, β¯ is 2;
furthermore the elements q¯, α¯, β¯ commute with each other and
αq = β¯, qβ = qαq = αqq = α¯, βα = αqα = ααq = q¯.
5.3. Definition. Let G be a group and let a, b ∈ G. Then a is
conjugate to b if there is a h ∈ G such that b = hah−1.
Let
S(a) ↽ {b | ∃h ∈ G b = hah
−1}
denotes the conjugacy class of the element a.
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5.4. Lemma. Let G be a group and let a, b ∈ G. If a has the
finite order o(a) = n and b ∈ S(a) then o(a) ≤ n.
✷ bn = (gag−1)n = gag−1gag−1 · · · gag−1 = gang−1 = geg−1 =
e. Here e is the neutral element of the group G.
5.5. Lemma.
o(p¯) = o(q¯) = o(α¯) = o(αq) = 2,
o(qp) ≤ o(pq) = 8,
o(αp) ≤ o(pα) = 4
✷ (i) Let x = x0x1 · · ·xn · · · ∈ 0, 1
ω
and y = x1x2 · · ·xn · · · then
001ℓ0xpq = 101ℓ0xq¯ = 101ℓ0x,
101ℓ0xpq = 001ℓ0xq¯ = 01ℓ+10x
Case 1: ℓ ≡ 0 mod 2
01ℓ+10xpq = 1ℓ+20xq¯ = 1ℓ+20x˜0y,
1ℓ+20x˜0ypq = 01
ℓ+10x˜0yq¯ = 001
ℓ0x˜0y,
001ℓ0x˜0ypq = 101
ℓ0x˜0yq¯ = 101
ℓ0x˜0y,
101ℓ0x˜0ypq = 001
ℓ0x˜0yq¯ = 01
ℓ+10x˜0y,
01ℓ+10x˜0pq = 1
ℓ+20x˜0yq¯ = 1
ℓ+20x0y = 1
ℓ+20x,
1ℓ+20xpq = 01ℓ+10xq¯ = 001ℓ0x
Hence if
z ∈ {001ℓ0x, 101ℓ0x, 011ℓ0x, 111ℓ0x}
then z(pq)8 = z.
Case 2: ℓ ≡ 1 mod 2
001ℓ0xpq = 101ℓ0xq¯ = 101ℓ0x,
101ℓ0xpq = 001ℓ0xq¯ = 01ℓ+10x,
01ℓ+10xpq = 1ℓ+20xq¯ = 1ℓ+20x,
1ℓ+20xpq = 01ℓ+10xq¯ = 001ℓ0x
Hence if
z ∈ {001ℓ0x, 101ℓ0x, 011ℓ0x, 111ℓ0x}
then z(pq)4 = z.
What happens with word 001ω?
001ωpq = 101ωq¯ = 101ω,
101ωpq = 001ωq¯ = 01ω,
01ωpq = 1ω q¯ = 1ω,
1ωpq = 01ωq¯ = 001ω
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Hence if
z ∈ {001ω, 101ω, 01ω, 1ω}
then z(pq)4 = z.
This completes the proof for (pq)8 = I.
Now
(qp)8 = (p¯)2(qp)8 = p¯((pq)8)p¯.
Thus (see Lemma 5.4) o(qp) ≤ 8.
(ii) It seems that (pα)8 = I but we need the proof.
Case 1:
001xpα = 101xα¯ = 100x,
100xpα = 000xα¯ = 000x,
000xpα = 100xα¯ = 101x,
101xpα = 001xα¯ = 001x
Hence if
z ∈ {00x, 10x}
then z(pα)4 = z.
Case 2:
1ℓ+20xpα = 01ℓ+10xα¯ = 01ℓ+10x
Case 2a: ℓ ≡ 1 mod 2
01ℓ+10xpα = 1ℓ+20xα¯ = 1ℓ+20x˜0y
1ℓ+20x˜0y = 01
ℓ+10x˜0yα¯ = 01
ℓ+10x˜0y,
01ℓ+10x˜0ypα = 1
ℓ+20x˜0y = 1
ℓ+20x0y = 1
ℓ+20x
Hence if
z ∈ {011ℓ0x, 111ℓ0x}
then z(pα)4 = z.
Case 2b: ℓ ≡ 0 mod 2
01ℓ+10xpα = 1ℓ+20xα¯ = 1ℓ+20x
Hence if
z ∈ {011ℓ0x, 111ℓ0x}
then z(pα)2 = z.
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What happens with word 01ω?
01ωpα = 1ωα¯ = 1ω,
1ωpα = 01ωα¯ = 01ω
Hence if
z ∈ {01ω, 1ω}
then z(pα)2 = z.
This completes the proof for (pα)4 = I.
Now
(αp)4 = (p¯)2(αp)4 = p¯((pα)4)p¯.
Thus (see Lemma 5.4) o(αq) ≤ 4.
5.6. Lemma. Let ξ ↽ pαq. If
(i) 1ωξk = ukxk,
(ii) |uk| = n,
(iii) ℓ < 2n,
then
(i) 0r uℓ,
(ii) 0, 1
n
= {uk | k ∈ 1, 2n},
(iii) xℓ = 1
ω, ja ℓ < 2n−1,
(iv) xℓ = 01
ω, ja 2n−1 ≤ ℓ < 2n,
(v) 1ωξ2
n
= 1n021ω,
✷ The proof is inductive. The induction basis.
1ωξ = 00111ω
1ωξ2 = 10011ω
1ωξ3 = 01011ω
1ωξ4 = 11001ω
1ωξ5 = 00001ω
1ωξ6 = 10101ω
1ωξ7 = 01101ω
1ωξ8 = 111001ω
The induction step for n ≥ 3.
Let 1ωξk = vkyk where |vk| = n + 1. We know 1
ωξk = ukxk.
Therefore vk = ukak where ak ∈ 0, 1.
(i) If ℓ < 2n then 0r uℓ. Therefore 0r uℓaℓ = vℓ.
If ℓ = 2n then 1ωξ2
n
= 1n021ω, vℓ = 1
n0. Hence 0r uℓ.
If 2n < ℓ < 2n+1 then ℓ = 2n + t where 0 < t < 2n. Look
vℓyℓ = 1
ωξℓ = (1ωξ2
n
)ξt = 1n021ωξt = (1nξt)aℓyℓ = utaℓyℓ
Since 0r ut and utaℓ = vℓ then 0r vℓ.
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(ii) Let κ = 2n−1 then 1ωξκ = 1ωξ2
n−1
= 1n−1001ω. Hence
uκ = 1
n−10. It is possible only then if uκ−1 = 01
n−20 because
uκ−1ξ = uκ. Now look! How does machine B4 work? We can
deduce: if uℓ 6= uκ−1 then uℓaξ = uℓ+1a for all a ∈ 0, 1.
• If the first letter of uℓ is 1 then the map p¯ transforms 1 to 0
but the map αq now transforms only the secon letter. Thus
uℓaξ = uℓ+1a.
• If the first letter of uℓ is 0 then the map p¯ transforms 0 to 1.
So we have a new word v.
✄ If 1v = 1n then 1naαq = 1na. Thus uℓaξ = uℓ+1a.
✄ Let v = v1v2 · · · vn and 0 r v then 1v 6= 1
n−10 because
uℓ 6= uκ−1. It means the first occurrance vi of 0 in v is not
vn. We can deduce: the map αq transforms only the letter
vi+1. Thus uℓaξ = uℓ+1a.
We have 0, 1
n
= {uk | k ∈ 1, 2n} therefore in the sequence
u1, u2, . . . , u2n
there is only one word equals 01n−20 = uκ−1. Hence
∀ℓ < κ− 1 uℓ 6= uκ−1.
Thus ∀ℓ ≤ κ − 1 vℓ = uℓ1 because v1 = 001
n−1 = u11 and vℓ =
vℓ−1ξ = uℓ−11ξ = uℓ1.
We take in consideration that
vκ = uκ−11ξ = 01
n−201ξ = 1n−100 = uκ0.
Besides there is no any element uℓ equals uκ−1 in the sequence
uκ, uκ+1, . . . , u2n . Consequently
∀ℓ ≥ κ (ℓ ≤ 2n ⇒ vℓ = uℓ0).
We know vℓ = utaℓ for ℓ = 2
n + t where 0 < t < 2n. Thus if
t < κ− 1 then vℓ+1 = vℓξ = ut0ξ = ut+10. If t = κ− 1 then
v2n+κ = v2n+κ−1ξ = uκ−10ξ = 01
n−200ξ = 1n−101 = uκ1.
Hence for all ℓ = 2n + t we have vℓ = ut1 where κ ≤ t ≤ 2
n.
We have got a list
v1 = u11, v2 = u21, . . . , vκ−1 = uκ−11,
vκ = uκ0, vκ+1 = uκ+10, . . . , v2n = u2n0,
v2n+1 = u10, v2n+2 = u20, . . . , v2n+κ−1 = uκ−10,
v2n+κ = uκ1, v2n+κ+1 = uκ+11, . . . , v2n+1 = v2n+2n = u2n1.
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Thus 0, 1
n+1
= {vk | k ∈ 1, 2n+1}.
(iii) We take in consideration that xk = akyk.
If ℓ < 2n−1 then xℓ = 1
ω therefore yℓ = 1
ω.
If 2n−1 ≤ ℓ < 2n then xℓ = 01
ω therefore yℓ = 1
ω.
(iv) Let m ↽ 2n then 1ωξm = 1ωξ2
n
= 1n021ω thence vm =
1n0 and ym = 01
ω. It is possible only if vm−1 = 01
n−10 because
vm−1ξ = vm.
Now look! How does machine B4 work? We can deduce: if
vℓ 6= vm−1 then vℓaξ = vℓ+1a for all a ∈ 0, 1.
We are interested in fact: when vℓxξ = vℓ+1x for all x ∈ 0, 1
ω
?
• If the first letter of vℓ is 1 then the map p¯ transforms 1 to 0
but the map αq now transforms only the secon letter. Thus
vℓxξ = vℓ+1x.
• If the first letter of vℓ is 0 then the map p¯ transforms 0 to 1.
So we have a new word v.
✄ If 1v = 1n+1 then 1n+1aαq = 1n+1a, but if 0 r x then
1n+1xαq = 1n+1x′ where x′ 6= x nevertheless.
✄ Let v = v1v2 · · · vn+1 and 0 r v then 1v 6= 1
n0 because
vℓ 6= vm−1. It means the first occurrance vi of 0 in v is
not vn+1. We can deduce: the map αq transforms only the
letter vi+1. Thus vℓxξ = vℓ+1x.
We have 0, 1
n+1
= {vk | k ∈ 1, 2n+1} therefore in the sequence
v1, v2, . . . , v2n+1
there is only one word equals 01n−10 = vm−1. This means there is
no any element vℓ equals vm−1 in the sequence
vm, vm+1, . . . , v2n+1 .
Thus if ℓ ≥ 2n and vℓ 6= 01
n then vℓyℓ = vℓ+1yℓ.
We have u2n−1 = 01
n−1 because u2n = 1
n. Hence v2n+1−1 =
u2n−11 = 01
n. Thus if 2n ≤ ℓ < 2n+1 then yℓ = 01
ω.
(v) We konow 1ωξ2
n+1
−1 = v2n+1−1y2n+1−1 = 01
n01ω therefore
1ωξ2
n+1
= 01n01ωξ = 1n+1021ω.
This completes the induction.
5.7. Corollary. Group Γ(B4) is not periodic.
✷ Since 1ωξ2
n
= 1n021ω then all elements ξℓ of Γ(B4) are distinct.
Thus o(ξ) = ℵ0.
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6. Dense orbit
6.1. Definition. Let u, v ∈ A∞ ↽ A∗ ∪ Aω. The mapping d :
A∞ ×A∞ → R is called a metric or prefix metric in the set A∞ if
d(u, v) =
{
2−m, u 6= v,
0, u = v,
where
m = max{ |w| |w ∈ Pref(u) ∩ Pref(v)}.
6.2. Definition. Let X,Y ⊆ W and X ⊆ Y . Then X is dense
in Y if for each point y ∈ Y and each ε > 0, there exists x ∈ X such
that d(x, y) < ε.
The set O(x) ↽ {y | ∃k y = xξk} is called the orbit of x ∈ 0, 1
ω
.
6.3. Proposition. The orbit of every element x ∈ 0, 1
ω
is dense
in 0, 1
ω
.
✷ At first we are interested in particular case, namely, x = 1ω.
Let ε > 0 then we can choosem so large that 2−m < ε. Let x ∈ 0, 1
ω
,
u ∈ Pref(x) and |u| = m, in other words, u ∈ 0, 1
m
. Now we take
into consideration Lemma 5.6:
∃k (1ωξk = ukxk ∧ uk = u).
Hence d(x, ukxk) ≤ 2
−m < ε.
Let y ∈ 0, 1
ω
, v ∈ Pref(y) and |v| = m. Let x ∈ 0, 1
ω
, u ∈ Pref(x)
and |u| = |v|. Now we can deduce from Lemma 5.6: ∃k uξk = v.
Thus v ∈ Pref(xξk). Hence d(xξk, y) ≤ 2−m < ε. So O(x) is dense
in 0, 1
ω
.
7. Topological transitivity
7.1. Definition. The function f : X → X is called topologically
transitive on X if
∀x, y ∈ X ∀ε > 0 ∃z ∈ X ∃n ∈ N
d(x, z) < ε ∧ d(y, fn(z)) < ε.
7.2. Corollary. The map ξ : 0, 1
ω
→ 0, 1
ω
is topologically tran-
sitive on 0, 1
ω
.
✷ Let x, y ∈ 0, 1
ω
. We can choose x as a word z. Since orbit O(x)
is dense in 0, 1
ω
then for every ε > 0 exists n such that d(xξn, y) < ε.
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8. Sensitivity
8.1. Definition. The function f : X → X exhibits sensitive
dependence on initial conditions if
∃δ > 0 ∀x ∈ X ∀ε > 0 ∃y ∈ X ∃n ∈ N
d(x, y) < ε ∧ d(fn(x), fn(y)) > δ.
8.2. Definition. A total mapping f : A∗ → B∗ is called a se-
quential function if
(i) ∀u ∈ A∗ |u| = |f(u)|;
(ii) u ∈ Pref(v)⇒ f(u) ∈ Pref(f(v)).
8.3. Corollary. For all sequential functions, we have that if
u ∈ Pref(v) ∩ Pref(w),
then
f(u) ∈ Pref(f(v)) ∩ Pref(f(w)).
It states that if words u and v have matching prefixes of length
k, then words f(u) and f(v) have matching prefixes of length k.
✷ Suppose that u ∈ Pref(v) ∩ Pref(w), then accordingly with
the definition of sequential function f(u) ∈ Pref(f(v)) and f(u) ∈
Pref(f(w)).
8.4. Proposition. If f : Aω → Aω is a sequential function then
f does not exhibit sensitive dependence on initial conditions.
✷ Let d(x, y) < ε then exists m such that d(x, y) = 2−m ≤ ε.
This means that x = ux′ un y = uy′ for some x′, y′ ∈ Aω where
|u| = m. Since f(x) = f(ux′) = f(u)x′′ and f(y) = f(uy′) = f(u)y′′
for some x′′, y′′ ∈ Aω then
∀n d(x, y) ≥ d(fn(x), fn(y)).
Thus ∀n d(fn(x), fn(y)) < δ for all ε < δ.
8.5. Corollary. The map ξ : 0, 1
ω
→ 0, 1
ω
does not exhibit sen-
sitive dependence on initial conditions.
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