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SEMI-CLASSICAL TIME-FREQUENCY ANALYSIS AND
APPLICATIONS
ELENA CORDERO, MAURICE DE GOSSON, AND FABIO NICOLA
Abstract. This work represents a first systematic attempt to create a com-
mon ground for semi-classical and time-frequency analysis. These two different
areas combined together provide interesting outcomes in terms of Schro¨dinger
type equations. Indeed, continuity results of both Schro¨dinger propagators and
their asymptotic solutions are obtained on ~-dependent Banach spaces, the semi-
classical version of the well-known modulation spaces. Moreover, their operator
norm is controlled by a constant independent of the Planck’s constant ~. The
main tool in our investigation is the joint application of standard approxima-
tion techniques from semi-classical analysis and a generalized version of Gabor
frames, dependent of the parameter ~. Continuity properties of more general
Fourier integral operators (FIOs) and their sparsity are also investigated.
1. Introduction
This paper represents a first systematic attempt to set up a joint framework for
semi-classical and time-frequency analysis. There are many excellent contributions
on wave packet decompositions in semi-classical analysis (cf., e.g., [3, 4, 22, 23, 31]
and references therein). The main motivation for this topic is quantum mechanics:
the basic theme is to understand the relationships between dynamical systems and
the behavior of solutions to Schro¨dinger equations with a small positive parameter
~ ∈ (0, 1], the Planck’s constant, in other words, how classical mechanics is a limit
of quantum mechanics. The main tool for this understanding is the use of coherent
states. According to Gilmore-Perelomov [16], a coherent state system is an orbit for
an irreducible group action in an Hilbert space. In particular, the most well-known
coherent states are obtained by the Weyl-Heisenberg group action in L2(Rn) and
the standard Gaussian
(1) ψ0(x) = 2
n/4e−π|x|
2
.
2010 Mathematics Subject Classification. 42B35, 42C15, 47G30, 81Q20.
Key words and phrases. Time-frequency analysis, semi-classical analysis, Gabor frames, mod-
ulation spaces, Schro¨dinger equation, quadratic potentials.
1
2 ELENA CORDERO, MAURICE DE GOSSON, AND FABIO NICOLA
Recall that the ~-Weyl quantization of a function H on the phase space R2n is
formally defined by
Ĥf(x) = Opw~ [H ]f(x) = (2π~)
−n
∫
R2n
ei~
−1(x−y)ξH
(x+ y
2
, ξ
)
f(y) dydξ(2)
= (2π)−n
∫
R2n
ei(x−y)ξH
(x+ y
2
, ~ξ
)
f(y) dydξ(3)
with f in the Schwartz space S(Rn). The function H is called the ~-Weyl symbol of
Ĥ . The Weyl-Heisenberg group action can be expressed by the Weyl quatization as
follows. For z0 = (x0, p0) ∈ R
2n, f ∈ S(Rn), the Weyl-Heisenberg operator T̂ ~(z0)
is given by
(4) T̂ ~(z0)f(x) = Op
w
~ [e
i~−1(p0x−x0p)]f(x) = ei~
−1(p0x−x0p0/2)f(x− x0).
If f = ψ0 in (1), T̂
~(z0)ψ0, z0 ∈ R
2n, are the canonical coherent states.
It is then not surprising that semi-classical analysis and time-frequency analysis
are closely related because coherent states are the building blocks for the so-called ~-
Gabor frames, an extension of Gabor frames, the bricks of time-frequency analysis.
Gabor frames or Weyl-Heisenberg frames (the latter terminology was introduced
in [13]), are applied in several different areas: for characterization of smoothness
properties, in particular for the definition of modulation spaces (cf. Section 2), for
characterization of pseudodifferential operators and more generally Fourier integral
operators (FIOs) (see Section 3) and of course in signal processing (cf. [18, 19] and
references therein). They are widely employed in numerical analysis and used
by engineers, but quite unknown among theoretical physicists. Although Gabor
frames have been widely employed in the study of Schro¨dinger equations by two of
us in the works [7, 8, 9, 11, 12], starting from the pioneering paper [10], there have
not been displayed any direct connection with theoretical physics since the work of
one of us [15]. In that paper the definition of semi-classical Gabor frames, named
~-Gabor frames, first appears.
Definition 1.1. Given a lattice Λ in R2n and a non-zero function g ∈ L2(Rn), the
system
G~(g,Λ) = {T̂ ~(z)g : z ∈ Λ}
is called a semi-classical Gabor frame or ~-Gabor frame if it is a frame for L2(Rn),
that is there exist constants 0 < A ≤ B such that
(5) A‖f‖22 ≤
∑
z∈Λ
|〈f, T̂ ~(z)g〉|2 ≤ B‖f‖22, ∀f ∈ L
2(Rn).
In particular, when ~ = (2π)−1, we define
T̂ (z) = T̂ (2π)
−1
(z)
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and we recapture the standard definition of a Gabor frame simply by replacing the
latter operator in (5) (see Section 2 for details).
In this work we present the main features of semi-classical Gabor frames, con-
tinuing their investigation started in [1, 15] (see also [25] for an application to
functional integration).
The most well-known and used Banach spaces in time-frequency analysis are the
so-called modulation spaces and Wiener amalgam spaces [17]. Here we focus on
the former spaces, whose norm can be interpreted as a measure of the joint time-
frequency distribution of a signal f in S ′(Rn), the space of tempered distributions.
We refer to Section 2 for their exact definition and we recall that they are a scale
of spaces comprehending the Sobolev spaces Hs(Rn), the Shubin-Sobolev spaces
Qs [2, 29], hence, in particular, the Hilbert space L
2(Rn). For λ > 0, we define the
metaplectic operator D̂λ by
(6) D̂λf(x) = λ
n/2f(λx), f ∈ L2(Rn).
If Mp,qm (R
n) denotes the standard modulation space defined in Subsection 2.2, and
(7) h = 2π~
we propose
Mp,q,~m (R
n) = D̂h−1/2M
p,q
m (R
n)
as the semi-classical version of the space Mp,qm (R
n). The main motivation is that
these spaces turn out to be the right Banach spaces for continuity results of both
exact and asymptotic solutions to semi-classical Schro¨dinger equations. Indeed we
obtain norm estimates for such operators, uniformly with respect to the constant ~.
Namely, our focus is the Cauchy problem in the semi-classical regime (~→ 0+)
(8)
{
i~∂tu = Ĥ(t)u
u(s) = u0,
where t ∈ [0, T ], u0 ∈ L
2(Rn), s ∈ [0, T ] is the initial time, and the quantum Hamil-
tonian Ĥ(t) is supposed to be the ~-Weyl quantization of the classical observable
H(t, z), with z = (x, ξ) ∈ R2n. Such a symbol is supposed to satisfy the following
hypothesis:
Assumption (H). The observable H(t, z) is continuous with respect to (t, z) ∈
[0, T ]× R2n and smooth in z, satisfying
(9) |∂αzH(t, z)| ≤ Cα, ∀|α| ≥ 2, z ∈ R
2n, t ∈ [0, T ].
We decompose the initial datum u0 in (8) by means of a ~-Gabor frame whose
atoms are Gaussian coherent states, construct asymptotic solutions for each of
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them, so-called Gaussian beams, and finally by superposition obtain the asymptotic
solution (parametrix) to (8).
Note that in our construction of the parametrix to (8) we partially exploit the
well-known tool of semi-classical approximation by Taylor series [3], already used
in [1]: the approximate solution is searched as a finite sum of powers of ~, and the
order of approximation can be arbitrarily large. Let us underline that here time-
frequency analysis comes in to play by using ~-Gabor frames as coherent states. By
combining tools from both semi-classical and time-frequency analysis (the latter
developed in Subsection 2.1), we attain the desired continuity results (uniform with
respect to ~) for the approximate solution on the semi-classical modulation spaces
Mp,q,~m . Moreover, we present precise estimates of the error term in such spaces,
again uniform with respect to ~, see Theorem 4.1 below, that can be regarded as
the main result of this work.
All these issues let us claim that semi-classical Gabor frames and modulation
spaces are, beyond L2, the right Banach spaces to be used in quantum mechanics.
This assertion is confirmed by the study of a broader class of Schro¨dinger-type
propagators, the ~-dependent Fourier integral operators Â~ : S(Rn) → S ′(Rn) in
the class FIO~(χ, s), defined in terms of the decay properties of the entries of their
so-called ~-Gabor matrix
(10) |〈Â~T ~(z)gh, T ~(w)gh〉| ≤
Cs
〈h−1/2(w − χ(z))〉s
, z, w ∈ R2n
where 〈·〉 = (1 + | · |2)1/2, χ is a tame symplectomorphism (introduced in [10], see
also [6]) and Cs > 0 is independent of ~; see Definition 3.1 below.
In the following Section 3 we investigate the main properties of such operators.
In particular, we furnish again continuity properties on semi-classical modulation
spaces and the so-called sparsity properties of such operators. Roughly speaking,
there are finitely many entries in (10) that are not negligible, so that such operators
can be efficiently represented numerically.
This paper can be regarded as a first step of a project aiming at allowing semi-
classical and time-frequency analysis to talk to each other. We believe that joining
the main features of these disciplines will provide an advancement in the under-
standing of both areas.
The work is organized as follows: Section 2 contains the preliminary notions from
time-frequency analysis and the study of semi-classical Gabor frames and modu-
lation spaces. In Section 3 we study the main properties of semi-classical Fourier
integral operators and provide an application to Schro¨dinger propagators. Sec-
tion 4 contains the parametrix construction for Schro¨dinger equations and exhibits
the main result of this paper: Theorem 4.1.
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2. Preliminaries and time-frequency analysis tools
The metaplectic group is denoted by Mp(n). Consider Ŝ ∈Mp(n) with covering
projection π~ : Ŝ 7→ S ∈ Sp(n,R) the symplectic group of real 2n × 2n matrices.
The appearance of the subscript ~ is due to the fact that to the ~-dependent
operator V̂Pf(x) = e
−iPx·x/(2~)f(x) (chirp) corresponds the projection π~(V̂P ) =
VP , with VP =
(
In 0n
−P 0n
)
, P = P T , and to the Fourier transform Ĵf(x) =
(2πi~)−n/2
∫
Rn
e−ixx
′/~f(x′) dx′ corresponds π~(Ĵ) = J , defined by
(11) J =
(
0n In
−In 0n
)
.
For details see [15, Appendix A] and the books [3, 14]. In particular, for λ > 0 we
shall use the metaplectic operator D̂λ ∈Mp(n) defined in (6) and whose projection
is π~(D̂λ) = Dλ, the symplectic matrix
(12) Dλ =
(
λ−1In 0n
0n λIn
)
.
In the sequel we shall often use the fundamental symplectic covariance formula
(13) T̂ ~(z)Ŝ = ŜT̂ ~(S−1z) S ∈ Sp(n,R).
2.1. Semi-classical Gabor frames. Consider a lattice Λ in R2n. For g ∈ L2(Rn),
the Gabor system
G(g,Λ) = {T̂ (z)g, z ∈ Λ},
(recall that T̂ (z) = T̂ (2π)
−1
(z)) is a Gabor frame for L2(Rn) if there exist constants
A,B > 0 such that for every f ∈ L2(Rn)
(14) A‖f‖22 ≤
∑
z∈Λ
|〈f, T̂ (z)g〉|2 ≤ B‖f‖22.
Observe that, up to a phase factor, T̂ (z) is the so-called time-frequency (or phase-
space) shift
T̂ (z)f(t) = e−πiξxe2πiξtf(t− x) = e−πiξxMξTxf(t), z = (x, ξ),
where translation and modulation operators are defined by
Txf(t) = f(t− x) and Mξf(t) = e
2πiξtf(t).
If (14) holds, then there exists a γ ∈ L2(Rn) (so-called dual window), such that
G(γ,Λ) is a frame for L2(Rn) and every f ∈ L2(Rn) can be expanded as
(15) f =
∑
z∈Λ
〈f, T̂ (z)g〉T̂ (z)γ =
∑
z∈Λ
〈f, T̂ (z)γ〉T̂ (z)g,
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with unconditional convergence in L2(Rn). For Λ = αZn × βZn, with α, β > 0, it
was proved by Lyubarski [24], by Seip and Wallsten [27, 28] in dimension n = 1,
and then easily extended using tensor product arguments the frame property for
the Gaussian function ψ0 in (1). The result reads as follows. For Λ = αZ
n × βZn,
we use the notation G(g, α, β) instead of G(g,Λ) whenever it is more suitable.
Theorem 2.1. The system G(ψ0, α, β), where ψ0 is the Gaussian function defined
in (1), is a frame for L2(Rn) if and only if αβ < 1.
Observe that, for any g ∈ L2(Rn), r > 0,
D̂r−1/2(TαmMβng) = Tαr1/2mMβr−1/2nD̂r−1/2g,
hence the Gabor system G(ψ0, α, β) is mapped by D̂r−1/2 to the Gabor system
G(D̂r−1/2ψ0, αr
1/2, βr−1/2).
Since D̂r−1/2 is a bijective isometry of L
2(Rn), G(ψ0, α, β) is a frame if and only
if G(D̂r−1/2ψ0, αr
1/2, βr−1/2) is, and the frame bounds coincide (in particular they
are independent of r). For r = 2π, notice that D̂(2π)−1/2ψ0 = φ0, where
(16) φ0(x) = π
−n/4e−|x|
2/2,
so that G(φ0, α(2π)
1/2, β(2π)−1/2) is a Gabor frame if and only if αβ < 1 and with
the same frame bounds as G(ψ0, α, β).
We define its rescaled version by
(17) φ~0(x) = D̂~−1/2φ0(x) = (π~)
−n/4e−|x|
2/(2~).
Arguing as above we infer that G(φ~0, α(2π~)
1/2, β(2π~)−1/2) is a Gabor frame if
and only if αβ < 1 and the frame bounds coincide with those of G(ψ0, α, β). In
particular, the frame bounds do not depend on the Plank constant ~. Indeed,
defining h as in (7), observe that
(18) φ~0 = D̂h−1/2ψ0
hence the Gabor system G(φ~0, αh
1/2, βh−1/2) is the image of G(ψ0, α, β) under the
dilation D̂h−1/2.
Let us also recall that the Gabor frame G(ψ0, α, β) admits a dual window γ0
(that is not the canonical one) such that γ0 ∈ S(R
n), cf. [21].
From now onward we use the notation
(19) gh = D̂h−1/2g,
for any function g ∈ L2(Rn), so that the rescaled version of the dual window γ0
reads
(20) γh0 = D̂h−1/2γ0.
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The main properties of semi-classical Gabor frames, recalled in Definition 1.1 were
investigated in [1, Proposition 2.3] (see also [15]). We recall Proposition 2.3 in [1],
which shows how to switch from a ~-Gabor frame to a standard Gabor frame and
vice-versa:
Proposition 2.2. The system G(γ,Λ) is a dual Gabor frame of G(g,Λ) if and
only if G~(γh, h1/2 Λ) is a dual ~-Gabor frame of the ~-Gabor frame G~(gh, h1/2 Λ).
Moreover, the frame bounds of G(g,Λ) and G~(gh, h1/2 Λ) coincide, and the same
holds for their dual frames.
Using Proposition 2.2 for the Gaussian ψ0 and its dual window γ0 ∈ S(R
n), we
can state:
Corollary 2.3. For Λ = αZn × βZn, αβ < 1, the system G~(γh0 , h
1/2 Λ) is a
dual frame of the ~-Gabor frame G~(φ~0, h
1/2 Λ). Moreover, the frame bounds of
G~(γh0 , h
1/2 Λ) are the same as those of G(γ0,Λ). In particular, they are independent
of ~.
2.2. Semi-classical Modulation Spaces. The Banach spaces under our consid-
eration will be a semi-classical version of modulation spaces.
Modulation spaces were introduced by Feichtinger in [17] and have been widely
employed over the last 20 years in the framework of time-frequency analysis. For
their definition, we need to recall the notion of weight functions on the time-
frequency plane, which intervene in the description of the decay properties of a
function/distribution. We denote by v a continuous, positive, even, submulti-
plicative weight function (in short, a submultiplicative weight), i.e., v(0) = 1,
v(z) = v(−z), and v(z1 + z2) ≤ v(z1)v(z2), for all z, z1, z2 ∈ R
2n. A positive, even
weight function m on R2n is called v-moderate if m(z1 + z2) ≤ Cv(z1)m(z2) for all
z1, z2 ∈ R
2n. We denote by Mv the class of all v-moderate weights. In this paper
we will mainly work with the polynomial weights
(21) vs(z) = 〈z〉
s = (1 + |z|2)
s
2 , z ∈ R2n, s ∈ R.
Let f ∈ S ′(Rn). For z = (x, ξ) ∈ R2n, we define the short-time Fourier transform
(STFT) of f as
(22) Vgf(z) = 〈f,MξTxg〉 =
∫
Rn
f(t) g(t− x) e−2πitξ dt.
Observe that
(23) |Vgf(z)| = |〈f, T̂ (z)g〉|, ∀z ∈ R
2n.
Given a non-zero window g ∈ S(Rn), a v-moderate weight function m on R2n,
1 ≤ p, q ≤ ∞, the modulation space Mp,qm (R
n) consists of all tempered distributions
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f ∈ S ′(Rn) such that the STFT Vgf is in L
p,q
m (R
2n) (weighted mixed-norm spaces),
with norm
‖f‖Mp,qm = ‖Vgf‖Lp,qm =
(∫
Rn
(∫
Rn
|Vgf(x, ξ)|
pm(x, ξ)p dx
)q/p
dξ
)1/q
.
(Obvious modifications occur when p =∞ or q =∞). If p = q, we write Mpm(R
n)
instead of Mp,pm (R
n), and if m(z) ≡ 1 on R2n, then we write Mp,q(Rn) and Mp(Rn)
for Mp,qm (R
n) and Mp,pm (R
n). Then Mp,qm (R
n) is a Banach space whose definition
is independent of the choice of the window g, in the sense that different non-zero
window functions yield equivalent norms.
In the following we shall work with the a rescaled version of the Schwartz semi-
norms and modulation space norms, to make the corresponding spaces suitable
for the analysis in the semi-classical regime, where we are looking for estimates
independent of ~.
Namely, let us define, for 0 < ~ ≤ 1,
(24) S~(Rn) = D̂h−1/2S(R
n) = {f ∈ C∞(Rn) : ‖D̂h1/2f‖k <∞},
where {‖·‖k}k k ∈ N, is the family of seminorms defining the Schwartz class S(R
n):
‖f‖k =
∑
|α|≤k
‖(1 + | · |k)∂αf‖∞.
Clearly S~(Rn) = S(Rn) as sets.
Definition 2.4. For m ∈Mv, 1 ≤ p, q ≤ ∞, 0 < ~ ≤ 1, we define
Mp,q,~m (R
n) = D̂h−1/2M
p,q
m (R
n) = {f ∈ S ′(Rn) : ‖f‖Mp,q,~m := ‖D̂h1/2f‖M
p,q
m
<∞}.
Using (Mp,qm )
∗(Rn) = Mp
′,q′
1/m (R
n), for 1 ≤ p, q <∞, we infer
(25) (Mp,q,~m )
∗(Rn) = M
p′,q′,1/~
1/m (R
n),
for 1 ≤ p, q <∞.
Fix g ∈ S(Rn) \ {0}. For f ∈ Mp,q,~m (R
n), let us compute explicitly the STFT
of D̂h1/2f . Writing z = (x, ξ), using T̂ (x, ξ) = T̂
~(x, 2π~ξ) and the covariance
property D̂h−1/2 T̂
~(z) = T̂ ~(Dh−1/2z)D̂h−1/2 , we obtain
|Vg(D̂h1/2f)(x, ξ)| = |〈D̂h1/2f, T̂ (z)g〉| = |〈D̂h1/2f, T̂
~(x, 2π~ξ)g〉|
= |〈f, D̂h−1/2T̂
~(x, 2π~ξ)g〉| = |〈f, T̂ ~(h1/2x, h1/2ξ)D̂h−1/2g〉|
= |〈f, T̂ ~(h1/2x, h1/2ξ)gh〉|
(in the last row we used the notation (19)). The previous computations motivate
the definition of a semi-classical version of the STFT as follows.
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Definition 2.5. Fix g ∈ S(Rn)\{0}. We define the ~-short-time Fourier transform
(~-STFT) V ~g f of a function/distribution f ∈M
p,q,~
m (R
n) by
(26) V ~g f(z) = 〈f, T̂
~(h1/2z)gh〉, ∀z ∈ R2n.
Fixed g ∈ S(Rn) \ {0}, taking f ∈Mp,q,~m (R
n), we reckon
‖f‖Mp,q,~m = ‖D̂h1/2f‖M
p,q
m
=
(∫
Rn
(∫
Rn
|Vg(D̂h1/2f)(x, ξ)|
pm(x, ξ)p
) q
p
dξ
) 1
q
=
(∫
Rn
(∫
Rn
|〈f, T̂ ~(h1/2x, h1/2ξ)gh〉|pm(x, ξ)p
) q
p
dξ
) 1
q
=
(∫
Rn
(∫
Rn
|V ~g f |
pm(x, ξ)p
) q
p
dξ
) 1
q
.
Hence, an equivalent definition of the semi-classical modulation spaces is as follows:
Fix g ∈ S(Rn) \ {0}, then
Mp,q,~m (R
n) = {f ∈ S ′(Rn) : ‖V ~g f‖Lp,qm <∞}.
As Gabor frames characterize modulation spaces, we shall show that ~-Gabor
frames characterize semi-classical modulation spaces.
Given a lattice Λ ⊂ R2n, a Gabor frame G(g,Λ) with dual window γ ∈ L2(Rn),
let us recall the coefficient (or analysis) operator Cg : L
2(Rn)→ ℓ2(Λ), given by
Cgf = (〈f, T̂ (z)g〉)z∈Λ
and the reconstruction (or synthesis) operator Dγ : ℓ
2(Λ)→ L2(Rn):
Rγc =
∑
z∈Λ
czT̂ (z)γ, c ∈ ℓ
2(Λ).
The related Gabor frame operator is defined by
Sγ,gf =
∑
z∈Λ
〈f, T̂ (z)g〉T̂ (z)γ.
The fact that γ is a dual window of g can be equivalently written as Sγ,g = I
on L2(Rn), that is the Gabor frame operator is the identity operator on L2(Rn).
The semi-classical analysis C~g , synthesis R
~
γ and frame operators S
~
γ,g (also called
~-analysis, ~-synthesis and ~-frame operators) are obtained simply by substituting
T̂ (z) with the Weyl-Heisenberg shift T̂ ~(z):
C~gf = (〈f, T̂
~(z)g〉)z∈Λ,
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R~γc =
∑
z∈Λ
czT̂ ~(z)γ, c ∈ ℓ
2(Λ).
S~γ,gf =
∑
z∈Λ
〈f, T̂ ~(z)g〉T̂ ~(z)γ.
Provided the window g, γ are smooth enough, we have the following characteri-
zation for modulation spaces (see, e.g. [20, Corollary 12.2.6]).
Proposition 2.6. Assume g, γ ∈M1v (R
n) and that Sγ,g = I on L
2(Rn). Then
f =
∑
k,n∈Zn
〈f, TαkMβng〉TαkMβnγ
=
∑
k,n∈Zn
〈f, TαkMβnγ〉TαkMβng
with unconditional convergence in Mp,qm (R
n) if 1 ≤ p, q <∞ and weak∗ convergence
in M∞1/v(R
n) otherwise. Furthermore, there are constants 0 < A ≤ B such that
A‖f‖Mp,qm (Rn) ≤ ‖〈f, TαkMβng〉‖ℓp,qm (Λ) ≤ B‖f‖Mp,qm (Rn), ∀f ∈M
p,q
m (R
n).
(Similar estimates hold by replacing g with γ).
For a given weight function m ∈Mv, let us introduce the notation
(27) m~(z) := m(h
−1/2z).
Then we obtain the following characterization for semi-classical modulation spaces.
Proposition 2.7. Under the assumptions of Proposition 2.6, we have:
(i) The ~-analysis operator C~g is bounded from M
p,q,~
m (R
n) to ℓp,qm~(h
1/2Λ).
(ii) The ~-synthesis operator R~γ is bounded from ℓ
p,q
m~
(h1/2Λ) to Mp,q,~m (R
n).
(iii) The ~-frame operator satisfies S~γ,g = I on M
p,q,~
m (R
n). Namely,
f =
∑
z∈h1/2 Λ
〈f, T̂ ~(z)gh〉T̂ ~(z)γh(28)
=
∑
z∈h1/2 Λ
〈f, T̂ ~(z)γh〉T̂ ~(z)gh(29)
with unconditional convergence in Mp,q,~m (R
n) if 1 ≤ p, q < ∞ and weak∗ conver-
gence in M
∞,1/~
1/v (R
n) otherwise.
Furthermore, there are constants 0 < A ≤ B, independent of ~, such that
(30)
A‖f‖Mp,q,~m (Rn) ≤ ‖〈f, T̂
~(z)gh〉‖ℓp,qm~ (h1/2Λ)
≤ B‖f‖Mp,q,~m (Rn), ∀f ∈M
p,q,~
m (R
n).
(Similar estimates hold by replacing gh with γh).
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Proof. Observe that the metaplectic operators D̂h1/2 is an isometric isomorphism
from Mp,q,~m (R
n) to Mp,qm (R
n) with inverse D̂h−1/2 . We treat the case p, q <∞, the
other case is similar. By Proposition 2.6, for any f ∈Mp,q,~m (R
n), we can write, for
z = (x, ξ), and using the covariance property D̂h−1/2T̂
~(z) = T̂ ~(Dh−1/2z)D̂h−1/2 ,
D̂h1/2f =
∑
z∈Λ
〈D̂h1/2f, T̂ (z)g〉T̂ (z)γ
=
∑
z∈Λ
〈f, D̂h−1/2 T̂ (z)g〉T̂ (z)γ
=
∑
(x,ξ)∈Λ
〈f, D̂h−1/2 T̂
~(x, 2π~ξ)g〉T̂ ~(x, 2π~ξ)γ
=
∑
(x,ξ)∈Λ
〈f, T̂ ~(h1/2x, h1/2ξ)D̂h−1/2g〉T̂
~(x, hξ)γ
=
∑
(x′,ξ′)∈h1/2 Λ
〈f, T̂ ~(x′, ξ′)gh〉T̂ ~(h−1/2x′, h1/2ξ′)γ
with unconditional convergence in Mp,qm (R
n). Now, applying the isomorphism
D̂h−1/2 to both sides of the previous equalities and exploiting the covariance prop-
erty of T̂ ~(z) again, we obtain (28), that is S~γ,g = I on M
p,q,~
m (R
n).
Since g ∈ M1v , it was proved in [20, Theorem 12.2.3] that the analysis operator
Cg is continuous from M
p,q
m (R
n) into ℓp,qm (Λ). Using similar arguments as before we
infer that the following diagram is commutative:
Mp,q,~m (R
n) Mp,qm (R
n)
ℓp,qm~(h
1/2Λ) ℓp,qm (Λ)
❄
C~g
✲
D̂
h1/2
❄
Cg
✛
D̂
h−1/2
Notice that the lattice related to C~g is rescaled by h
1/2, whereas the domain of
the weight m is always Λ, that is why we are introduced the notation m~. In-
deed, for z ∈ h1/2Λ, setting z = h1/2w, we have w ∈ Λ and the weight m~(z) =
m(h−1/2h1/2w) = m(w) does not depend on h (or ~). We underline that
‖C~gf‖ℓp,qm~(h1/2Λ)
≤ C‖f‖Mp,q,~m (Rn), f ∈M
p,q,~
m (R
n)
for suitable constant C > 0 independent of ~.
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Arguing similarly we prove that also the diagram below is commutative:
ℓp,qm~(h
1/2Λ) ℓp,qm (Λ)
Mp,q,~m (R
n) Mp,qm (R
n)
❄
R~γ
✲
D̂
h1/2
❄
Rγ
✛
D̂
h−1/2
and we have
‖R~γc‖Mp,q,~m (Rn) ≤ C‖c‖ℓ
p,q
m~
(h1/2Λ), c ∈ ℓ
p,q
m~
(h1/2Λ),
for a positive constant C independent of ~. From the continuity of the semi-classical
analysis and synthesis operators we immediately obtain the norm equivalence (30).
This concludes the proof.
3. Semi-classical FIOs
In this section we study the sparsity and continuity on ~-modulation spaces
of a class of Fourier integral operators (FIOs) arising as propagators for certain
variable coefficients Schro¨dinger equations. Precisely, we introduce the ~-version
of the Wiener algebras of FIOs studied in [6] (see also [10]).
Consider a tame symplectomorphism χ : R2n → R2n, that is
(i) χ is smooth, invertible, and preserves the symplectic form in R2n, i.e., dx∧dξ =
dy ∧ dη, if (x, ξ) = χ(y, η);
(ii) χ satisfies
(31) |∂αz χ(z)| ≤ Cα |α| ≥ 1, z ∈ R
2n.
Definition 3.1. Consider a ~-Gabor frame G~(g,Λ) with g ∈ S(Rn), s ≥ 0, and χ
be a tame symplectomorphism. We denote by FIO~(χ, s) the space of ~-dependent
linear continuous operators Â~ : S(Rn)→ S ′(Rn) such that
(32) |〈Â~T ~(z)gh, T ~(w)gh〉| ≤
Cs
vs(h−1/2(w − χ(z)))
, z, w ∈ R2n
for some constant Cs > 0 independent of ~.
Observe that, for ~ = 1/(2π) (hence h = 1), we have FIO1/(2π)(χ, s) = FIO(χ, s),
the class of FIOs studied in [6]. Using the formula
D̂h−1/2T (z)g = T
~(h1/2z)gh
we see that Â~ satisfies (32) if and only if B̂~ := D̂h1/2Â
~D̂h−1/2 satisfies
(33) |〈B̂~T (z)g, T (w)g〉| ≤
Cs
vs(w − χ~(z))
, z, w ∈ R2n
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for the same constant Cs, with
χ~(z) = ~
−1/2χ(~1/2z).
We note that χ~ satisfies, for every ~ ∈ (0, 1], the same estimates (31) as χ, with the
same constants Cα. Following the notation in [6], this means that B̂
~ ∈ FIO(χ~, s).
Using the previous equivalence one can easily rephrase the main properties dis-
played by the class FIO(χ, s) in [6] to its semi-classical generalization FIO~(χ, s).
We list the main features below. First, we present an equivalence between contin-
uous decay conditions and the decay of the discrete ~-Gabor matrix for a linear
operator Â~ : S(Rn)→ S ′(Rn).
Theorem 3.2. Let Â~ be a continuous linear operator S(Rn) → S ′(Rn) and χ a
tame symplectomorphism. Consider a ~-Gabor frame G~(g,Λ) with g ∈ S(Rn) and
s ≥ 0. Then the following properties are equivalent.
(i) There exists Cs > 0 independent of ~ such that (32) holds true.
(ii) There exists Cs > 0 independent of ~ such that
(34) |〈Â~T ~(λ)gh, T ~(µ)gh〉| ≤
Cs
vs(h−1/2(µ− χ(λ)))
, λ, µ ∈ Λ.
We call the infinite matrix {〈Â~T ~(λ)gh, T ~(µ)gh〉}µ,λ∈Λ, the ~-Gabor matrix of
the operator Â~.
Using similar arguments to [6, Lemma 3.3] we obtain:
Lemma 3.3. The definition of FIO~(χ, s) is independent of the ~-Gabor frame
G~(g,Λ).
3.1. Continuity properties and sparsity. The FIOs in FIO~(χ, s) display con-
tinuity results on semi-classical modulation spaces, with norms independent of ~,
as explained in what follows.
Theorem 3.4. Consider s > 2n, m ∈ Mvr , with 0 ≤ r < s − 2n. Let Â
~ ∈
FIO~(χ, s). Then Â
~ extends to a bounded operator from Mp,~m◦χ(R
n) to Mp,~m (R
n),
for 1 ≤ p ≤ ∞, with operator norm uniformly bounded with respect to ~.
Proof. Since the operator B̂~ in (33) satisfies B̂~ ∈ FIO(χ, s), we can apply to
B̂~ the continuity results proved in [10, Theorem 4.1]. Precisely, an inspection
of the proof of [10, Theorem 4.1] shows that such an operator B̂~ is bounded
from Mpm◦χ(R
n) into Mpm(R
n) for every 1 ≤ p ≤ ∞. Moreover its operator norm is
uniformly bounded with respect to ~, because the constant Cs in (33) is independent
of ~, and the estimates (31) for χ~ hold, as already observed, uniformly with respect
to ~. By the very definition of the space Mp,~m (R
n) we easily attain the result.
Due to the bilipschitz property of χ, vr ◦ χ ≍ vr, hence the previous result for
polynomial weights vr rewrites as follows.
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Corollary 3.5. Consider Â~ ∈ FIO~(χ, s) and 0 ≤ r < s− 2n. Then Â
~ extends
to a bounded operator on Mp,~vr (R
n), for 1 ≤ p ≤ ∞, with operator norm uniformly
bounded with respect to ~.
For p = 2, we have M2vr(R
n) = Qr, the Shubin-Sobolev spaces [2, 29]. Hence the
previous issues hold also for the semi-classical version Q~r := M
2,~
vr (R
n) of Shubin-
Sobolev spaces.
Given a tame symplectomorphism χ, let us define
FIO~(χ) = ∩s≥0FIO~(χ, s).
If Â~ ∈ FIO~(χ), then it satisfies (34) for every s ≥ 0. This means the operator
B̂~ in (33) has a Gabor matrix highly concentrated along the graph of the map χ~,
or equivalently, the ~-Gabor matrix of Â~ is concentrated along the graph of the
map χ. This matrix property is called sparsity (cf. [11]) and using Theorem 3.4
we can state
Proposition 3.6. Any ~-dependent operator Â~ ∈ FIO~(χ) is bounded onM
p,~
vr (R
n)
for every 1 ≤ p ≤ ∞, r ∈ R, with operator norm uniformly bounded with respect
to ~.
3.2. Applications to Schro¨dinger propagators. We can now consider an ap-
plication to the sparsity and continuity in modulation spaces of Schro¨dinger prop-
agators.
We are interested in the Cauchy problem (8) with symbol H(t, z), z = (x, ξ) ∈
R2n, satisfying the Assumption (H). Now, denote by χ(t,s), t, s ∈ [0, T ], the
Hamiltonian flow with Hamiltonian function H , i.e. (xt,s, ξt,s) = χ
(t,s)(x, ξ) satisfies
x˙t,s = ∂ξH(t, xt,s, ξt,s), ξ˙t,s = −∂xH(t, xt,s, ξt,s)
with initial value (xs,s, ξs,s) = (x, ξ) (the dot denoting the derivative with respect
to t). It is easily seen that the map χ(t,s) satisfies estimates of the type (31) with
constants Cα independent of s, t ∈ [0, T ].
Let finally U(t, s) be the propagator for the equation in (8), so that U(s, s) = I.
We have the following result.
Proposition 3.7. The propagator U(t, s) belongs to FIO~(χ
(t,s)) uniformly with
respect to t, s ∈ [0, T ]. As a consequence U(t, s) is bounded on Mp,~vs (R
n) for every
1 ≤ p ≤ ∞, s ∈ R, with operator norm uniformly bounded with respect to ~ ∈ (0, 1],
s, t ∈ [0, T ].
Proof. Consider the propagator U˜(t, s) satisfying
(35) i∂tU˜(t, s) = Op
w
1 [~
−1H(t, ~1/2x, ~1/2ξ)]U˜(t, s), U˜(s, s) = I,
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and compare it with U(t, s), which satisfies
(36) i~∂tU(t, s) = Ĥ(t, ·)U(t, s) U(s, s) = I.
The two are related by the formula
(37) U(t, s) = D̂~−1/2U˜(t, s)D̂~1/2.
Indeed we have
i~∂tU(t, s) = i~∂tD̂~−1/2U˜(t, s)D̂~1/2
= D̂~−1/2Op
w
1 [H(t, ~
1/2x, ~1/2ξ)]U˜(t, s)D̂~1/2
= Opw1 [H(t, x, ~ξ)]D̂~−1/2U˜(t, s)D̂~1/2
= Opw1 [H(t, x, ~ξ)]U(t, s)
= Ĥ(t, ·)U(t, s).
Now, it was proved in [30, Corollary 7.4] that U˜(t, s) satisfies an estimate of the
form (33), namely
|〈U˜(t, s)T (z)g, T (w)g〉| ≤
Cn
vn(w − χ
(t,s)
~ (z))
, z, w ∈ R2n
for every n ∈ N, where
χ
(t,s)
~ (z) = ~
−1/2χ(t,s)(~1/2z)
is the flow corresponding to the Hamiltonian
~−1H(t, ~1/2z).
As a consequence, U(t, s) ∈ FIO~(χ
(t,s)) uniformly with respect to s, t ∈ [0, T ] and
the desired continuity result follows from Proposition 3.6.
4. A parametrix construction for Schro¨dinger equations
One can construct approximate solutions to the problem (8) by the the following
construction. Let us first consider the case when the initial datum in a Gaussian
function, possibly translated and modulated. From now on we fix s = 0 in (8) as
initial time.
Consider the solution zt = (xt, ξt) to the Hamiltonian system
(38) x˙t = ∂pH(t, xt, ξt), ξ˙t = −∂xH(t, xt, ξt)
with initial value (at t = 0) z0 = (x0, ξ0). Let χt be the Hamiltonian flow defined
by H(t, z), hence
(39) zt = χt(z0).
16 ELENA CORDERO, MAURICE DE GOSSON, AND FABIO NICOLA
Define
(40) H(l)z0 (t, z) =
∑
|γ|=l
1
γ!
∂γzH(t, zt)z
γ , z ∈ R2n, l ≥ 2.
It is well-known that the solution to the corresponding operator Schro¨dinger equa-
tion with ~ = 1, namely
(41) i∂tŜt(z0) = Op
w
1 [H
(2)
z0
(t)]Ŝt(z0) Ŝ0(z0) = I,
is a metaplectic operator Ŝt(z0) corresponding to the symplectic matrix St(z0) via
the metaplectic representation [14, 3]. In fact St(z0) is the (linear) Hamiltonian
flow of H
(2)
z0 (t) and therefore, as a consequence of (9), the entries of the matrix
St(z0) are bounded functions of t ∈ [0, T ] and z0 ∈ R
2n.
Now, an asymptotic solution to (8), modulo O(~(N+1)/2), N ∈ R, with initial
value being the coherent state φ~z0:
(42)
{
i~∂tu = Ĥ(t)u
u(0) = φ~z0,
is provided by the so-called Gaussian beam (see, e.g., [1, Section 3])
(43) φ~,Nz0 (x) = e
i
~
δ(t,z0)T̂ ~(zt)D̂~−1/2Ŝt(z0)
N∑
j=0
~j/2bj(t, x)φ0(x).
Here b0(t, x) = 1 and for j > 0, bj(t, x) is a polynomial in x, having coefficients
depending on t, z0 which are bounded (for details, see [1, Section 3]). The sym-
metrized action δ is defined by
(44) δ(t, z0) =
∫ t
0
(1
2
σ(zs, z˙s)−H(s, zs)
)
ds,
with σ being the standard symplectic form.
The functions φ~,Nz0 turn out to be approximate solutions in the sense that
(45) R(N)z0 (t, ·) := (i~∂t − Ĥ(t))φ
~,N
z0
(t, ·)
= −e
i
~
δ(t,z0)T̂ ~(zt)D̂~−1/2Ŝt(z0)
( ∑
l+k≥N+3
3≤l≤N+2
0≤k≤N
~(l+k)/2Opw1 [H
(l)
z0
(t, St(z0)z)]bk(t, ·)φ0
+
N∑
k=0
~(N+3+k)/2Opw1 [r
(N+3)
z0
(t, St(z0)z)]bk(t, ·)φ0
)
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is O(~(N+3)/2), where we set
(46) r(N+3)z0 (t, z) :=
1
(N + 3)!
∑
|γ|=N+3
∫ 1
0
∂γzH(t, zt + θ~
1/2z)zγ(1− θ)N+2 dθ.
In [1] it was in fact introduced a parametrix via Gabor frames, valid for arbitrary
L2 initial data. Such a parametrix, having the previous Gaussian beams as building
blocks, is constructed as follows.
For αβ < 1, Λ = αZn × βZn, consider the ~-Gabor frame G~(φ~0, h
1/2Λ). Let γh0
be the dual window in S(Rn) defined in (20). For N ≥ 0, t ∈ [0, T ], the parametrix
to (8) is defined by
(47) [U (N)(t)f ](t, ·) =
∑
z0∈h1/2Λ
〈f, T̂ ~(z0)γ
h
0 〉φ
~,N
z0 (t, ·).
Observe that U (N)(0)f = f .
This is our main result.
Theorem 4.1. Consider s ∈ R and the weight function vs defined in (21). Under
the Assumption (H) and with the above notation, there exists a constant C = C(T )
independent of ~ such that, for every f ∈Mp,~vs (R
n), 1 ≤ p ≤ ∞,
(48) ‖U (N)(t)f‖Mp,~vs (Rn)
≤ C‖f‖Mp,~vs (Rn)
∀t ∈ [0, T ]
and
(49) ‖(i~∂t − Ĥ(t))U
(N)(t)f‖Mp,~vs (Rn)
≤ C~(N+3)/2‖f‖Mp,~vs (Rn)
∀t ∈ [0, T ].
If U(t) denotes the exact propagator, for every f ∈ Mp,~vs (R
n),
(50) ‖(U (N)(t)− U(t))f‖Mp,~vs (Rn)
≤ Ct~(N+1)/2‖f‖Mp,~vs (Rn)
∀t ∈ [0, T ].
The proof relies on the following lemmas.
Lemma 4.2. Consider t ∈ [0, T ], z0 ∈ R
2n, and the metaplectic operator Ŝt(z0),
solution to (41). Define
(51) Ŝt
~
(z0) = D̂~−1/2Ŝt(z0)D̂~1/2 .
Then the metaplectic operator Ŝt
~
is continuous from S~ to S~ with operator semi-
norms bounded with respect to t ∈ [0, T ], z0 ∈ R
2n, and independent of ~.
Proof. It was already shown in the proof of Theorem 3.4 in[1] that metaplectic
operators Ŝt(z0) are bounded S(R
n) → S(Rn), with the entries of the matrix
St(z0) being bounded functions of t ∈ [0, T ] and z0 ∈ R
2n. Hence the Schwartz
seminorms are bounded with respect to t, z0. Using
Ŝt
~
(z0) = D̂~−1/2Ŝt(z0)D̂~1/2 = D̂h−1/2D̂(2π)−1/2 Ŝt(z0)D̂(2π)1/2D̂h1/2 ,
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we immediately obtain the result.
Lemma 4.3. Let B be a fixed bounded subset of S~(Rn) (as a Fre´chet space with
the seminorms in (24)) and g ∈ S(Rn). Then for every N ≥ 0 there exists a
positive constant CN independent of ~ such that
(52) |〈f, T̂ ~(z)gh〉| ≤
CN
vN(h−1/2z)
, ∀z ∈ R2n
for every f ∈ B.
Proof. Observe that the mapping D̂h1/2 : S
~(Rn) → S(Rn) is an isomorphism.
Hence, for f ∈ B ⊂ S~(Rn), D̂h1/2f belongs to a bounded subset of S(R
n). As a
consequence, for all N ≥ 0, there exists CN > 0 (independent of ~) such that
|〈D̂h1/2f, T̂ (z)g〉| = |Vg(D̂h1/2f)(z)| ≤ CNv−N (z), z ∈ R
2n
because Vg : S(R
n)→ S(R2n) is continuous (see e.g., [20, Theorem 11.2.5]).
Now
〈D̂h1/2f, T̂ (z)g〉 = 〈f, T̂
~(h1/2z)gh〉
and the claim follows.
We now are ready to prove Theorem 4.1.
Proof of Theorem 4.1. Let us first prove (48). We consider the case p <∞, and we
leave to the reader the case p =∞, which is completely similar. For f ∈Mp,~vs (R
n)
we have, using (30) with gh = γh0 defined in (20),
‖U (N)(t)f‖p
Mp,~vs
≍
∑
w∈h1/2Λ
|〈U (N)(t)f, T̂ ~(w)γh0 〉|
pvs(h
−1/2w)p
=
∑
w∈h1/2Λ
|〈
∑
z0∈h1/2Λ
〈f, T̂ ~(z0)γ
h
0 〉φ
~,N
z0
(t, ·), T̂ ~(w)γh0 〉|
pvs(h
−1/2w)p
≤
∑
w∈h1/2Λ
( ∑
z0∈h1/2Λ
|〈f, T̂ ~(z0)γ
h
0 〉| |〈φ
~,N
z0
(t, ·), T̂ ~(w)γh0 〉|
)p
vs(h
−1/2w)p.(53)
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Now,
|〈φ~,Nz0 (t, ·), T̂
~(w)γh0 〉| ≤
N∑
j=0
~j/2|〈T̂ ~(zt)D̂~−1/2Ŝt(z0)bj(t, ·)φ0, T̂
~(w)γh0 〉|
=
N∑
j=0
~j/2|〈D̂~−1/2Ŝt(z0)bj(t, ·)φ0, T̂
~(w − zt)γ
h
0 〉|
=
N∑
j=0
~j/2|〈Ŝt
~
(z0)b
h
j (t, (2π)
1/2·)ψh0 , T̂
~(w − zt)γ
h
0 〉|.
Observe that bj(t, (2π)
1/2·)ψ0 ∈ S(R
n) for every j = 0, . . . , N and so bhj (t, (2π)
1/2·)ψh0 ∈
S~(Rn) with seminorms independent of h. Using Lemma 4.2 we have
Ŝt
~
(z0)b
h
j (t, (2π)
1/2·)ψh0 ∈ S
~(Rn)
with seminorms uniformly bounded with respect to h. Hence, by Lemma 4.3 we
obtain
|〈Ŝt
~
(z0)b
h
j (t, (2π)
1/2·)ψh0 , T̂
~(w − zt)γ
h
0 〉| ≤
CN˜
vN˜(h
−1/2(w − zt))
, ∀z0, w ∈ R
2n
for a constant CN˜ > 0 independent of ~.
These estimates yield, for every N˜ ≥ 0,
(54) |〈φ~,Nz0 (t, ·), T̂
~(w)γh0 〉| ≤
CN˜,N
vN˜ (h
−1/2(w − zt))
for a convenient CN˜,N > 0 independent of ~.
Now, by the second inequality in (30) (again with gh = γh0 ) we have∑
z0∈h1/2Λ
|〈f, T̂ ~(z0)γ
h
0 〉|
pvs(h
−1/2z)p ≤ C‖f‖p
Mp,~vs (R
n)
,
for a suitable C > 0. Using the v|s| moderateness of vs, we can write vs(w) ≤
Cv|s|(w − zt)vs(zt) for a convenient C > 0. Easily follows from the assumption (9)
(see e.g. [6]) that the map z0 → zt is globally Lipschitz continuous and allows the
equivalence
(55) vs(zt) ≍ vs(z0) ∀z0 ∈ R
2n, ∀t ∈ R.
Hence (48) will follow by combining (53), (54) and (55), provided that the kernel
(56) K(w, z0) := CN˜,Nv−N˜+|s|(h
−1/2(w − zt)) ≍ CN˜,Nv−N˜+|s|(h
−1/2(χ−1t (w)− z0))
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(the equivalence is due to the bi-Lipschitz property of the Hamiltonian flow z0 →
χt(z0) = zt defined in (39)) satisfies Schur’s estimates
sup
w∈h1/2Λ
∑
z0∈h1/2Λ
|K(w, z0)| < A1, sup
z0∈h1/2Λ
∑
w∈h1/2Λ
|K(w, z0)| < A2,
with constants A1, A2 > 0 independent of ~. This is clearly the case if N˜ > 2n+ |s|
by the very definition (56). For example, making the change of variables z′ =
h−1/2z0 − h
−1/2χ−1t (w), we infer∑
z0∈h1/2Λ
|K(w, z0)| .
∑
z0∈h1/2Λ
v−N˜+|s|(h
−1/2(χ−1t (w)− z0))
=
∑
z′∈Λ−h−1/2χ−1t (w)
v−N˜+|s|(z
′) < A1
for a constant A1 > 0 independent of w, h and t.
The proof of (49) is similar: by the same argument as in (53) we obtain
‖(i~∂t − Ĥ(t))U
(N)(t)f‖p
Mp,~vs (R
n)
≤
∑
w∈h1/2Λ
( ∑
z0∈h1/2Λ
|〈f, T̂ ~(z0)γ
h
0 〉| |〈R
(N)
z0
(t, ·), T̂ ~(w)γh0 〉|
)p
vs(h
−1/2w)p.
where R
(N)
z0 (t, ·) is defined in (45); observe that in (45) we can take out the factor
~(N+3)/2 which appears in (49). The pseudodifferential operators appearing in (45)
are easily treated observing that, by (9), their symbols together with their deriva-
tives of every order are dominated by C〈z〉N+3, with a constant C independent
of t ∈ [0, T ] and z ∈ R2n, so that they are continuous on S(Rn) with operator
seminorms uniformly bounded. The proof therefore goes on as that of (48).
Finally let us prove the formula (50). We use Duhamel’s formula: if U(t, s) is
the exact propagator, with U(s, s) = I, and U(t) = U(t, 0), we have
U (N)(t)f − U(t)f = −
i
~
∫ t
0
U(t, s)
(
i~∂s − Ĥ(s)
)
U (N)(s)f ds.
Now the desired result follows at once from (49) and Minkowski inequality, us-
ing the fact that U(t, s) is bounded Mp,~vs (R
n) → Mp,~vs (R
n) with norm uniformly
bounded with respect to ~, t, s, when 0 < ~ ≤ 1, 0 ≤ s ≤ t ≤ T . This was in fact
proved in Proposition 3.7.
Remark 4.4. (i) Observe that the results of the previous theorem hold true if we
replace vs with a radial weight m ∈ Mvs. Indeed, we need that m(zt) ≍ m(z0), for
every z0 ∈ R
2n.
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(ii) Some technique (interchanging series) of this proof does not apply forMp,q,~m (R
n),
with p 6= q. In fact, the result does not hold for Mp,q,~m (R
n), with p 6= q in gen-
eral. A counterexample is provided by the quadratic Hamiltonian H(x, ξ) = |x|2,
(x, ξ) ∈ R2n. In this case UN(t) = U(t) and the exact solution U(t) is the multi-
plication operator U(t)f(x) = ei|x|
2
f(x). It was proved in [10, Proposition 7.1] that
this operator is not continuous on Mp,q(Rn), with p 6= q.
(iii) For s ∈ R, p = q = 2, recall that M2vs(R
n) = Qs, the Shubin-Sobolev
spaces [2, 29]. Hence the results of the previous theorem hold also for semi-classical
Shubin-Sobolev spaces.
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