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FINITE PRIMITIVE GROUPS AND EDGE-TRANSITIVE HYPERGRAPHS
PABLO SPIGA
Abstract. We determine all finite primitive groups that are automorphism groups of edge-
transitive hypergraphs. This gives an answer to a problem proposed by Babai and Cameron.
Dedicated in the memory of A´kos Seress
1. Introduction
A hypergraph is a pair H = (Ω, E), where Ω is a set and E is a set of subsets of Ω. The elements of
Ω are called vertices and the elements of E are called edges. The hypergraphH is called r-uniform if
|E| = r for every E ∈ E , and uniform if H is r-uniform for some r. (Clearly, 2-uniform hypergraphs
are the usual simple graphs.) Furthermore, H is edge-transitive if the automorphism group Aut(H)
of H acts transitively on the edges of H; observe that every edge-transitive hypergraph is uniform.
Recently Laszlo Babai and Peter Cameron [4, Corollary 1.2] have shown that, for sufficiently
large sets Ω, every finite primitive group G on Ω with G 6= Alt(Ω) is the automorphism group of an
edge-transitive hypergraph, that is, G = Aut(H) for some edge-transitive hypergraph H = (Ω, E).
Considering that not every transitive group is the automorphism group of a graph and that rarely
a primitive group is the automorphism group of a graph, in our opinion this result comes with
considerable surprise. Observe that if Alt(Ω) ≤ Aut(H), then Sym(Ω) = Aut(H) and hence Alt(Ω)
is not the automorphism group of any hypergraph (let alone edge-transitive).
In this paper we refine [4, Corollary 1.2] and we obtain the explicit list of finite primitive groups
which are not automorphism groups of edge-transitive hypergraphs.
Theorem 1.1. Let G be a finite primitive group on Ω with G 6= Alt(Ω). Then either there exists
an edge-transitive hypergraph H = (Ω, E) with G = Aut(H), or G is one of the groups in Table 1.
Deg. 5 C5, AGL1(5)
Deg. 6 PGL2(5)
Deg. 7 C7, C7 ⋊ C3
Deg. 8 AGL1(8), AΓL1(8), PSL2(7)
Deg. 9 (C3 × C3)⋊ C4, AGL1(9), (C3 × C3)⋊Q8, ASL2(3), PSL2(8), PΓL2(8)
Deg. 10 PSL2(9), PGL2(9)
Table 1. Primitive groups that are not automorphism groups of edge-transitive hypergraphs
Yet again, we find rather surprising that the list of exceptions is so short. The groups AGL1(5),
PGL2(5), PSL2(8) and PΓL2(8) are set-transitive and hence are genuine exceptions in Theorem 1.1:
like the alternating group Alt(Ω), a proper set-transitive subgroup of Sym(Ω) cannot be the auto-
morphism group of any family of subsets of Ω. It is easy to check (for example with the computer
algebra system magma [5]) that all the groups in Table 1 are genuine exceptions.
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There is a tight analogue between [4, Corollary 1.2] and Theorem 1.1 and two well-known results
in the literature. In fact, Cameron, Neumann and Saxl [7] have shown that, apart the alternating
and the symmetric group, every finite primitive group on Ω, with |Ω| sufficiently large, has a regular
orbit on the set of subsets of Ω. Later, Seress [19] has computed the explicit list of exceptions. Here
the analogy between [7] and [4] and between [19] and Thereom 1.1 is not purely aesthetic: some
probabilistic arguments in [4, 7] have a very similar flavour, and we use both the main result and
some key ideas in [19] to prove Theorem 1.1.
We observe that (with different terminology) [9, Theorem 4.2] shows that, apart the alternating
groups and ten explicit exceptions, every finite primitive group on Ω is the automorphism group of
a hypergraph H = (Ω, E). The hypergraphs considered in [9] are rather far from being uniform (let
alone being edge-transitive) and hence Theorem 1.1 improves [9, Theorem 4.2].
Our proof of Theorem 1.1 requires a detailed knowledge of the structure of the finite primitive
groups and in particular we use the O’Nan-Scott theorem combined with the Classification of the
Finite Simple Groups.
Acknowledgements. I am in debt with Peter Cameron for suggesting this problem and with the
organisers of the conference: “New trends in algebraic combinatorics”, in Villanova, in June 2014.
This wonderful environment was extremely fruitful and gave me the opportunity to discover and
discuss [4] with Peter.
I am also in debt with Primozˇ Potocˇnik for hosting the heavy computer computations required
in the proof of Theorem 1.1.
1.1. Computer computations. All the computations in this paper are done with the computer
algebra system magma [5]. These computations require a considerable amount of patience but can
be performed with standard built-in magma functions.
Given a primitive group G on Ω, we use a “random” approach to exhibit an edge-transitive
hypergraph H = (Ω, E) with G = Aut(H), that is, we generate a random subset ∆ of Ω of small
cardinality (|∆| ≤ 6) and we check whether G = Aut(Ω, E) with E = ∆G = {∆g | g ∈ G}. Except
for the groups in Table 1 (which are not automorphism groups of edge-transitive hypergraphs),
typically with this method we succeed with no more than three trials. In particular, this suggests
that, for most primitive groups, the proportion of subsets ∆ of Ω with G = Aut(Ω,∆G) is very
large.
Only a handful of cases required a thorough analysis. For instance, PSL3(4) in its action on the
21 points of the projective plane of order four is the automorphism group of an edge-transitive 10-
uniform hypergraph, but is not the automorphism group of any edge-transitive r-uniform hypergraph
for r /∈ {10, 11}.
1.2. Notation. Let Ω be a finite set and let g be a permutation on Ω. We denote by FixΩ(g) the
set {ω ∈ Ω | ωg = ω}, by fixΩ(g) the cardinality |FixΩ(g)| and by orbΩ(g) the number of cycles of g
(in its decomposition in disjoint cycles). Similarly, if C is the cyclic group generated by g, we write
FixΩ(C) = FixΩ(g), fixΩ(C) = fixΩ(g) and orbΩ(C) = orbΩ(g).
Given a group G, we denote by C(G) the set of subgroups of prime order of G.
Let G be a primitive group on Ω with Alt(Ω)  G. One of the main ingredients in the proof
of Theorem 1.1 is the structure of the lattice of overgroups of G: here we will be using the results
obtained by Aschbacher in [1, 2] and by Liebeck, Praeger and Saxl in [16, 18]. Following the notation
in [1, 2], we denote by O(G) the lattice {M ≤ Sym(Ω) | G ≤M} (ordered by set inclusion) and by
M(G) the maximal elements of O(G) \ {Alt(Ω), Sym(Ω)}.
With a slight abuse of terminology and following [4], we say that a subgroup M of Sym(Ω) is
maximal if M /∈ {Alt(Ω), Sym(Ω)} and either M is a maximal subgroup of Sym(Ω), or Alt(Ω)
is the only proper subgroup of Sym(Ω) containing M . In particular, the elements of M(G) are
exactly the maximal subgroups containing G. From [16], we see that every maximal subgroup has
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O’Nan-Scott type HA (“holomorphic abelian”), AS (“almost simple”), PA (“product action”) or
SD (“simple diagonal”). Thus, according to this subdivision, we partition the elements of M(G) in
four pair-wise disjoint sets MHA(G), MAS(G), MPA(G) and MSD(G).
We denote by soc(G) the socle of G. Given a subset ∆ of Ω, we denote by G∆ the set-wise
stabiliser {g ∈ G | ∆g = ∆}. We denote by 2Ω the power-set of Ω, that is, the set of subsets of Ω.
Moreover, we define
F(M) = {∆ ∈ 2Ω | ∆g = ∆ for some g ∈M \ {1}}, and(1)
S(G) =
⋃
M∈M(G)
F(M).
Thus F(M) consists of the subsets of Ω fixed by some non-identity element of M and similarly
S(G) consists of the subsets of Ω fixed by some non-identity element of some maximal subgroup
containing G.
In this paper, we use the subdivision of the finite primitive groups in eight types as suggested by
Laszlo Kova´cs, and then formulated by Praeger, Liebeck and Saxl (see [17], or [18, Section 3] which
has a formulation closer to our application).
2. Basic lemmas
We start with two elementary observations, which are the backbone underlying the idea in the
proof of Theorem 1.1.
Lemma 2.1. Let G be a finite primitive group on Ω with Alt(Ω)  G. If S(G) ( 2Ω, then there
exists an edge-transitive hypergraph H = (Ω, E) with G = Aut(H).
Proof. Let ∆ be an element of 2Ω with ∆ /∈ S(G). Replacing ∆ by Ω \ ∆ if necessary, we may
assume that 1 ≤ |∆| ≤ |Ω|/2. Set E = ∆G = {∆g | g ∈ G}, H = (Ω, E) and A = Aut(H). By
construction H is an edge-transitive hypergraph and G ≤ A. Write n = |Ω| and m = |∆|.
Suppose that Alt(Ω)  A. Then A ∈ O(G)\{Alt(Ω), Sym(Ω)} and hence there existsM ∈ M(G)
with G ≤ A ≤M . Since ∆ /∈ F(M), we get M∆ = 1 and hence A∆ = 1. It follows that
|A| = |A : A∆| = |∆A| = |E| = |∆G| = |G : G∆| = |G|
and thus A = G.
Suppose that Alt(Ω) ≤ A. (We show that this case cannot occur.) Then A = Sym(Ω), E = {Λ ∈
2Ω | |Λ| = m} and G is transitive on the m-subsets of Ω. As ∆ /∈ S(G), for everyM ∈M(G), we get
G∆ = M∆ = 1 and hence |G| =
(
n
m
)
= |M |. It follows that M(G) = {G} (that is, G is a maximal
subgroup of Sym(Ω)) and G acts regularly on the subsets of Ω of cardinalitym. Assume thatm = 1.
Then G acts regularly on Ω and, by primitivity, has prime order. This contradicts the fact that G
is maximal. Thus m ≥ 2. Therefore |G| = (nm) < n!/(n−m)! = n(n− 1) · · · (n−m+ 1) and hence
G is not m-transitive. The main result of [12] (see also [10, Theorem 9.4B] for the notation) gives
that one of the following happens:
(i): m = 2, ASL1(q) ≤ G ≤ AΣL1(q) with q ≡ 3 mod 4;
(ii): m = 3, PSL2(q) ≤ G ≤ PΣL2(q) with q ≡ 3 mod 4;
(iii): m = 3, G ∈ {AGL1(8),AΓL1(8),AΓL1(32)};
(iv): m = 4, G ∈ {PGL2(8),PΓL2(8),PΓL2(32)}.
A quick inspection reveals that the groups in this list are either not maximal or do not act regularly
on the m-subsets of Ω. This final contradiction concludes the proof. 
Lemma 2.2. Let G be a finite primitive group on Ω with Alt(Ω)  G. Suppose that |M(G)| = 1.
Then either there exists an edge-transitive hypergraph H = (Ω, E) with G = Aut(H), or G is one of
the groups in Table 1.
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Proof. Let M be the maximal subgroup with M(G) = {M}. Then S(G) = F(M). If F(M) ( 2Ω,
then the proof follows from Lemma 2.1. Suppose that F(M) = 2Ω, that is, M has no regular orbit
on the set of subsets of Ω. Then M is one of the forty-three groups given in [19, Theorem 2] and in
particular 5 ≤ |Ω| ≤ 17, or 21 ≤ |Ω| ≤ 24, or |Ω| = 32. Now the proof follows with a case-by-case
analysis using the library of small primitive groups in the computer algebra system magma. 
3. Primitive groups of HS and SD type
In this section we prove Theorem 1.1 when G is a primitive group of HS or SD type. This is by
far the easiest case to deal with.
Theorem 3.1. Let G be a finite primitive group on Ω of HS or SD type. Then there exists an
edge-transitive hypergraph H = (Ω, E) with G = Aut(H).
Proof. Let M ∈ M(G). From [18, Proposition 8.1], we have soc(M) = soc(G) and hence M ≤
NSym(Ω)(soc(G)). By the maximality of M , we have M = NSym(Ω)(soc(G)). This shows that
NSym(Ω)(soc(G)) is the unique maximal subgroup of Sym(Ω) containing G and |M(G)| = 1. Now
the proof follows from Lemma 2.2. 
Before dealing with other O’Nan-Scott types, we highlight the main ingredients in the proof of
Theorem 3.1. First, it is necessary to have a detailed knowledge of all maximal overgroups of G.
The work in [1, 2] and in [16, 18] deals with the inclusion problem among primitive groups and is
fundamental for our application. Second, it is necessary to establish the existence of a subset ∆ of
Ω with M∆ = 1, for every M ∈ M(G). Rarely we will be able (as in the proof above) to simply
invoke [19, Theorem 2]. However, a probabilistic approach (which is also one of the fundamental
tools in [4, 7, 19]) will often reduce this second problem to the case that G has small degree.
4. Some more basic lemmas and some estimates
We following four facts can be hardly called lemmas, but they will prove useful.
Lemma 4.1. Let L be a transitive group of degree ℓ. Then L has at most ℓlog2(ℓ) systems of
imprimitivity.
Proof. Let ∆ be the set acted upon by L and let δ ∈ ∆. The systems of imprimitivity of L are
in one-to-one correspondence with the subgroups of L containing Lδ. Every subgroup U of L with
Lδ ≤ U is generated by Lδ and by some right cosets of Lδ, that is, U = 〈Lδ, Lδx1, . . . , Lδxv〉 for
some right cosets Lδx1, . . . , Lδxv of L. As |L : Lδ| = |∆| = ℓ, we may choose v ≤ log2(ℓ). It follows
that there are at most ℓlog2(ℓ) choices for U . 
Lemma 4.2. Let g be a permutation of Ω and let p the smallest prime dividing the order of g.
Then orbΩ(g) ≤ (|Ω| + (p − 1) fixΩ(g))/p and 2orbΩ(g) = |{∆ ∈ 2Ω | ∆g = ∆}|. In particular,
|{∆ ∈ 2Ω | ∆g = ∆}| ≤ 2(|Ω|+(p−1) fixΩ(g))/p.
Proof. The element g has cycles of size 1 on FixΩ(g) and of size at least p on Ω \ FixΩ(g). Thus
orbΩ(g) ≤ |FixΩ(g)|+|Ω\FixΩ(g)|/p = (|Ω|+(p−1) fixΩ(g))/p. The rest of the lemma is obvious. 
Lemma 4.3. Let M be a permutation group on Ω. Then
|F(M)| ≤
∑
C∈C(M)
2orbΩ(C) ≤
∑
C∈C(M)
2
|Ω|
2 +
fixΩ(C)
2 .
Proof. As F(M) = ⋃C∈C(M){∆ ∈ 2Ω | ∆C = ∆}, the proof follows from Lemma 4.2. 
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Let G be a primitive group on Ω and let M ∈MPA(G) with M ∼= Sym(m)wr Sym(ℓ). Then the
set Ω admits an M -invariant Cartesian decomposition Ω = ∆1 × · · · ×∆ℓ with |∆i| = m ≥ 5 and
ℓ ≥ 2. As G ≤M , the Cartesian decomposition Ω = ∆1 × · · · ×∆ℓ is also G-invariant. Conversely,
if Ω = ∆1 × · · · ×∆ℓ is a G-invariant Cartensian decomposition with |∆i| ≥ 5 and ℓ ≥ 2 then the
permutation group (Sym(∆1)×· · ·×Sym(∆ℓ))wr Sym(ℓ) ∼= Sym(|∆1|)wr Sym(ℓ) contains G and is
maximal (see [16, Theorem]), and hence it belongs to MPA(G). Thus we have shown the following.
Lemma 4.4. Let G be a primitive group on Ω. The elements of MPA(G) are in one-to-one cor-
respondence with the G-invariant Cartesian decompositions Ω = ∆1 × · · · × ∆ℓ with |∆i| ≥ 5 and
ℓ ≥ 2.
Given a positive integer m and n = m2, we define
F0(n) = 2
n
2+
√
n
2 +(
√
n−1) log2(
√
n),(2)
F ′(n) = 2n−
11
2
√
n+8(log2(
√
n))2−4 log2(
√
n),(3)
F ′′(n) = 2n+2
√
n log2(0.3967)+
√
n.(4)
Moreover, for every prime number p and for every non-negative integers i and j with 0 < p(i+j) < 11,
we define
(5) F pi,j(n) =
2n−(i+j)(p−1)
√
n+ijp(p−1)√n!2
(p− 1)(√n− pi)!(√n− pj)!pi+ji!j! .
Finally, set
F (n) = F0(n) + F
′(n) + F ′′(n) +
∑
p prime,i,j≥0
0<p(i+j)<11
F pi,j(n).(6)
Observe that each F pi,j(n) can be written as an elementary function in
√
n. For example, when
(p, i, j) = (2, 2, 1), we have F 22,1(n) = 2
n−3√n+4√n2(√n− 1)2(√n− 2)(√n− 3)/16. In particular,
since we have only a handful of triples (p, i, j) with 0 < p(i+ j) < 11, the function F (n) is relatively
easy and can be efficiently implemented in a computer.
Lemma 4.5. Let m and ℓ be positive integers with m ≥ 5 and ℓ ≥ 2, and let n = mℓ. Let M
be the wreath product Sym(m)wr Sym(ℓ) endowed of its natural product action on Ω = ∆ℓ with
∆ = {1, . . . ,m}. If ℓ ≥ 3, or if ℓ = 2 and m ≥ 36, then |F(M)| ≤ F (n). (The function F (n) is
defined in Eq. (6).)
Proof. Let B = Sym(∆)ℓ be the base group of M . We denote the elements of M by (h1, . . . , hℓ)σ,
with σ ∈ Sym(ℓ) and h1, . . . , hℓ ∈ Sym(∆).
Let g = (h1, . . . , hℓ)σ ∈ M , with σ 6= 1. We claim that fixΩ(g) ≤ mℓ−1. Relabelling the
index set {1, . . . , ℓ} if necessary, we may assume that (1, . . . , k) is a non-identity cycle of σ. Let
ω = (δ1, . . . , δℓ) ∈ Ω. Now,
ωg = (δhkk , δ
h1
1 , · · · , δhk−2k−2 , δhk−1k−1 , δ′k+1, . . . , δ′ℓ)
for some δ′k+1, . . . , δ
′
ℓ ∈ ∆. In particular, if ωg = ω, then δ1 = δhkk , δ2 = δh11 , . . . , δk = δhk−1k−1 , that is,
δk = δ
(hk)
−1
1 , δk−1 = δ
(hk−1hk)−1
1 , . . . , δ2 = δ
(h2···hk−1hk)−1
1 .
From this we deduce that the first k coordinates of ω are uniquely determined by the first coordinate
δ1 of ω. Therefore fixΩ(g) ≤ mℓ−1.
Let now g = (h1, . . . , hℓ) ∈ B with g 6= 1. An easy computation shows that fixΩ(g) =∏ℓ
i=1 fix∆(hi) ≤ (m − 2)mℓ−1. Thus, as m ≥ 5, we have (m − 2)mℓ−1 > mℓ−1 and hence
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fixΩ(g) ≤ (m− 2)mℓ−1, for every g ∈M with g 6= 1. Therefore Lemma 4.3 gives
|F(M)| ≤
∑
C∈C(M)
2n−m
ℓ−1
< 2n−m
ℓ−1|M | = 2n−mℓ−1m!ℓℓ!.
Assume that ℓ ≥ 3. Using Stirling’s formula, with a computation, we get m! ≤ (0.5211 · m)m for
m ≥ 5, and hence
m!ℓℓ! ≤ (0.5211 ·m)mℓℓℓ−1 = 2m(log2(n)+ℓ log2(0.5211))+(ℓ−1) log2(ℓ)
≤ 2n1/3(log2(n)+3 log2(0.5211))+2 log2(3),
where the last inequality follows with a computation. Another computation gives
2n−n
2/3+n1/3(log2(n)+3 log2(0.5211))+2 log2(3) < F (n),
and hence this concludes the proof when ℓ ≥ 3.
Assume that ℓ = 2 and m ≥ 36. Fix c with 0 ≤ c ≤ m − 11. We use Lemma 4.3 to bound
|F(M)|. Let g = (h1, h2)σ ∈ M with σ 6= 1 and with |g| prime. Then |g| = 2, σ = (1, 2)
and 1 = g2 = (h1h2, h2h1), hence h2 = h
−1
1 and g = (h1, h
−1
1 )σ. Now, an easy computation
shows that FixΩ(g) = {(δ, δh1) | δ ∈ ∆}, hence fixΩ(g) = m and 2orbΩ(g) = 2n/2+
√
n/2. Since
m! =
√
n! ≤ √n
√
n−1
= 2(
√
n−1) log2(
√
n), we get∑
C∈C(M),CB
2orbΩ(g) ≤ 2n2+
√
n
2 +(
√
n−1) log2(
√
n) (see (2))= F0(n).
We now focus on the subgroups of prime order of B. Given h ∈ Sym(∆) with |h| = p a prime
number, we say that h is of type pi if h is the product of i cycles of length p. For each prime number
p and non-negative integers i, j with 0 < p(i+ j) < 11, define
Cpi,j = {〈(h1, h2)〉 ∈ C(M) | h1 of type pi and h2 of type pj on ∆},
C′ = {〈(h1, h2)〉 ∈ C(M) | 〈(h1, h2)〉 /∈ Cpi,j for every p, i, j, fix∆(h1) ≥ c and fix∆(h2) ≥ c},
C′′ = {〈(h1, h2)〉 ∈ C(M) | fix∆(h1) < c or fix∆(h2) < c}.
Observe that C′ is disjoint from C′′. Moreover, for every 〈(h1, h2)〉 ∈ Cpi,j , we have fixΩ(h1) =
m− pi ≥ m− 10 and fixΩ(h2) = m− pj ≥ m− 10. As c < m− 10, we get that Cpi,j is disjoint from
C′′. Thus the sets Cpi,j , C′, C′′ are pair-wise disjoint. Furthermore, every subgroup of prime order of
B lies in exactly one of Cpi,j , C′, C′′.
Observe that Sym(m) contains m!(m−pi)!pii! elements of type p
i and hence
|Cpi,j | =
1
p− 1 ·
m!2
(m− pi)!(m− pj)!pi+ji!j! .
Given C ∈ Cpi,j , we have fixΩ(C) = (m−pi)(m−pj) and C has orbits of size p on Ω\FixΩ(C). Thus
∑
C∈Cpi,j
2orbΩ(C) =
2(m−pi)(m−pj)+
n−(m−pi)(m−pj)
p m!2
(p− 1)(m− pi)!(m− pj)!pi+ji!j!
=
2n−(i+j)(p−1)m+ij(p
2−p)m!2
(p− 1)(m− pi)!(m− pj)!pi+ji!j!
(see (5))
= F pi,j(n).
Set ε = 0.3967. Using Stirling’s formula we get m! ≤ (εm)m for m ≥ 36. Clearly,
|C′| ≤
((
m
c
)
(m− c)!
)2
=
(
m!
c!
)2
< m2(m−c) = 22(m−c) log2(m)
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and
|C′′| < m!2 < (εm)2m = 22m(log2(m)+log2(ε)).
Let C be a subgroup of B of prime order r with C /∈ ⋃i,j,p Cpi,j , and write C = 〈g〉 with
g = (h1, h2). We claim that if C ∈ C′, then fixΩ(g) ≤ m(m − 11). We argue by contradiction and
we assume that fixΩ(g) > m(m − 11). Assume that h1 has type rx and h2 has type ry . As C is
not in any of the sets Cpi,j , we have r(x + y) ≥ 11. Observe that fixΩ(g) = fix∆(h1) fix∆(h2) =
(m− rx)(m− ry) ≤ m(m− rx) and hence rx < 11. Similarly, ry < 11. In particular, we have only
a handful of triples (r, x, y) with r(x + y) ≥ 11, rx < 11 and ry < 11. By studying each of these
triples in turn and using m ≥ 36, we obtain that the inequality (m − rx)(m − ry) > m(m − 11)
is never satisfied. We do not give the full argument here, but we simply deal with the case that
(r, x, y) = (2, 3, 3) (all the other cases are similar). Now, (m − rx)(m − ry) = (m − 6)2 and the
inequality (m− 6)2 > m(m− 11) hold true only if 36 > m, a contradiction.
From the previous paragraph it follows that 2orbΩ(C) ≤ 2n− 112 m when C ∈ C′. Let C be in
C′′ and write C = 〈g〉 with g = (h1, h2). Now, fixΩ(g) = fix∆(h1) fix∆(h2) ≤ (c − 1)m. Thus
2orbΩ(C) ≤ 2n/2+(c−1)m/2 when C ∈ C′′. Therefore∑
C∈C′∪C′′
2orbΩ(C) ≤ 2n− 112 m+2(m−c) log2(m) + 2n2+ (c−1)m2 +2m(log2(m)+log2(ε)).
Set c = ⌊m−4 log2(m)+3⌋ and observe that c ≤ m−11 form ≥ 36. Now, with a careful computation
we get∑
C∈C′∪C′′
2orbΩ(C) ≤ 2n− 112 m+8(log2(m))2−4 log2(m) + 2n+2m log2(ε)+m (see (3), (4))= F ′(n) + F ′′(n).
Now the proof follows from the definition of F (n). 
Our choice of c in the proof of Lemma 4.5 is not asymptotically best possible, however it is the
formulation that best suits our application.
Let m be a positive integer. Set
G′(m) = 2(
m
2 )− 112 m+33+2(log2(m))2+log2(m),
G′′(m) = 2(
m
2 )− 12m+log2(0.4)m+(log2(m))2+2 log2(m)+ 34 .
For every prime number p and positive integer i with ip < 11, we set
(7) Gpi (m) =

2
(m2 )−i(p−1)m+
i2p(p−1)
2 +
i(p−1)
2 · m!(p−1)(m−pi)!pii! if p > 2,
2(
m
2 )−im+i2+i · m!(m−2i)!2ii! if p = 2.
Finally, we define
(8) G(m) = G′(m) +G′′(m) +
∑
i≥1,p prime
ip<11
Gpi (m).
Lemma 4.6. Let m be a positive integer with m ≥ 32 and let M be the symmetric group Sym(m)
in its natural action on the 2-subsets of {1, . . . ,m}. Then |F(M)| ≤ G(m). (The function G(m) is
defined in Eq. (8).)
Proof. We denote by ∆ the set {1, . . . ,m} and by Ω the set of 2-subsets of ∆. Fix c with c ≤ m−11.
For each prime p and positive integer i with ip < 11, we set
Cpi = {〈g〉 ∈ C(M) | g has type pi on ∆}.
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Moreover, define
C′ = {〈g〉 ∈ C(M) | 〈g〉 /∈ Cpi for every p and i, fix∆(g) ≥ c},
C′′ = {〈g〉 ∈ C(M) | fix∆(g) < c}.
By construction the sets Cpi , C′, C′′ are pair-wise disjoint, and C(M) =
⋃
p,i Cpi ∪ C′ ∪ C′′.
Clearly, |Cpi | = m!/((p− 1)(m− pi)!pii!). Moreover, if C ∈ Cpi , then fix∆(C) = m− pi, and hence
fixΩ(g) =
(
m−pi
2
)
when p > 2 and fixΩ(g) =
(
m−2i
2
)
+ i when p = 2. Hence
orbΩ(C) =
{
1
p
((
m
2
)− (m−pi2 ))+ (m−pi2 ) when p > 2,
1
2
((
m
2
)− (m−2i2 )− i)+ (m−2i2 )+ i when p = 2.
Now, an easy computation gives Gpi (m) =
∑
C∈Cpi 2
orbΩ(C), see (7).
Write ε = 0.4. Observe that |C′| ≤ (mc )(m − c)! = m!/c! < mm−c = 2(m−c) log2(m) and that|C′′| < m! < (ε ·m)m for m ≥ 32.
Let C be in C′ and write C = 〈g〉. As C /∈ Cpi for every p and i, we get fix∆(g) ≤ m−11 and hence
fixΩ(g) ≤
(
m−11
2
)
if |g| > 2. If |g| = 2, then fix∆(g) ≤ m− 12 and hence fixΩ(g) ≤
(
m−12
2
)
+ 6. Now
a computation shows that
(
m−11
2
) ≥ (m−122 ) + 6 for m ≥ 18. In particular, since we are assuming
m ≥ 32, in both cases fixΩ(C) ≤
(
m−11
2
)
. It follows that∑
C∈C′
2orbΩ(C) ≤ 2 12 (m2 )+ 12 (m−112 )+(m−c) log2(m) = 2(m2 )− 112 m+33+(m−c) log2(m).
Finally, let C ∈ C′′. Then fix∆(C) ≤ c− 1 and hence fixΩ(C) ≤
(
c−1
2
)
+ (m− c+ 1)/2. It follows
that ∑
C∈C′′
2orbΩ(C) ≤ 2 12 (m2 )+ 12 ((c−12 )+m−c+12 )+m(log2(m)+log2(ε)).
Now the lemma follows from the definition of G(m) by taking c = ⌊m − 2 log2(m)⌋ and by a
careful computation. 
5. Primitive groups of HC, CD and TW type
In this section we prove Theorem 1.1 when G is a primitive group on Ω of HC, CD or TW type.
This case is already more complicated than the case discussed in Section 3, and presents all the
main difficulties (but not the technicalities) of the remaining cases. We start by describing the
structure and the action of the groups in these families: this will also set the notation in the proof
of Theorem 5.1.
Assume that G is primitive of HC type (respectively, CD type) and let N be the socle of G.
Then G ≤ H wrL for some primitive group H on ∆ of HS type (respectively, SD type) and some
transitive group L of degree ℓ. Moreover, the action of G on Ω is equivalent to the product action of
G on ∆ℓ. Here N equals the socle of H wrL, the socle of H is isomorphic to T a and N is isomorphic
to T aℓ, for some non-abelian simple group T and some positive integer a ≥ 2 (a = 2 when H is of
HS type). Finally, |∆| = |T |a−1 and |Ω| = |T |(a−1)ℓ.
Assume that G is primitive of TW type and let N be the socle of G. Then G = N ⋊ L for some
transitive group L of degree ℓ, and N ∼= T ℓ for some non-abelian simple group T and some ℓ ≥ 6.
The action of G on Ω is equivalent to the natural “affine” action of G on N : the group N acts on
the set N by right multiplication and L acts by conjugation. Thus |Ω| = |T |ℓ.
From [18], we get that M(G) = MPA(G) and the elements of M(G) permutation isomorphic
to Sym(|Ω|1/ℓ′)wr Sym(ℓ′) (for some divisor ℓ′ of ℓ with ℓ′ > 1) are in one-to-one correspondence
with the systems of imprimitivity of L with ℓ′ blocks of size ℓ/ℓ′. (This correspondence is natural:
if L has a system of imprimitivity with ℓ′ blocks then the inclusion of L in Sym(ℓ/ℓ′)wr Sym(ℓ′)
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gives rise to a natural inclusion of G in (H wr Sym(ℓ/ℓ′))wr Sym(ℓ′) ≤ Sym(|∆|ℓ/ℓ′)wr Sym(ℓ′).)
Therefore, by Lemma 4.1, we have
(9) |M(G)| ≤ ℓlog2(ℓ).
Theorem 5.1. Let G be a finite primitive group on Ω of HC, CD or TW type. Then there exists
an edge-transitive hypergraph H = (Ω, E) with G = Aut(H).
Proof. Write n = |Ω| and observe that n ≥ |T |2 ≥ 602. We use the notation that we established
above. Clearly, ℓ ≤ log60(n) and n1/ℓ
′ ≥ √n ≥ |T | ≥ 60 > 36, for every divisor ℓ′ of ℓ with ℓ′ > 1.
Therefore from Eq. (9) and Lemma 4.5, we have
|S(G)| ≤
∑
M∈M(G)
|F(M)| ≤ |M(G)|F (n) ≤ log60(n)log2(log60(n))F (n).
A computation shows that, for n ≥ 602, the right hand side is strictly smaller than 2n and hence
S(G) ( 2Ω. Now the proof follows from Lemma 2.1. 
6. Primitive groups of AS type
In this section we prove Theorem 1.1 when G is a finite primitive group on Ω of AS type. For
this proof we use [2, Theorem A].
Definition 6.1. Following [2] (and also [17, 18]), we say that G is product decomposable if there
exists a finite set ∆, a positive integer ℓ with ℓ ≥ 2, and a subgroup R of H wrSym(ℓ) (endowed of
its natural product action on ∆ℓ) such that G is permutation isomorphic to R. Now, [16, Theorem,
part II] says that, if G is product decomposable, then one of the following happens:
(i): ℓ = 2, soc(G) = Alt(6), |∆| = 6, |Ω| = 36 and G contains an outer-automorphism of
Sym(6),
(ii): ℓ = 2, G = Aut(M12), |∆| = 12 and |Ω| = 144,
(iii): ℓ = 2, soc(G) = Sp4(q), q = 2
k for some positive integer k ≥ 2, |∆| = q2(q2 − 1)/2,
|Ω| = q4(q2 − 1)2/4 and G contains a graph automorphism of Sp4(q).
The group G is product indecomposable if it is not product decomposable.
Theorem 6.2. Let G be a finite primitive group on Ω of AS type. Then either there exists an
edge-transitive hypergraph H = (Ω, E) with G = Aut(H), or G is one of the groups in Table 1.
Proof. Let T be the socle of G and let n be the degree of G. Then T EG ≤ Aut(T ).
If T = PSL2(7) and n = 8, then the proof follows with a computation. In particular, in what
follows we may assume that (T, n) 6= (PSL2(7), 8). We start by dealing with the case that G is
product indecomposable. From [2, Theorem A], we see that one of the following happens:
(1): |M(G)| = 1;
(2): G = T , |M(T )| = 3, Aut(T ) ∼= NSym(Ω)(T ) ∈ M(T ), NSym(Ω)(T ) is transitive on
M(T ) \ {NSym(Ω)(T )}, and T is maximal in V , where K ∈ M(T ) \ {NSym(Ω)(T )} and
V = soc(K). Further (T, V, n) is one of the following:
(a): (HS,Alt(m), 15400), where m = 176 and n =
(
m
2
)
,
(b): (G2(3),PΩ7(3), 3159),
(c): (PSL2(q),Mn, n), where q ∈ {11, 23}, n = q + 1, and Mn is the Mathieu group of
degree n,
(d): (PSL2(17), Sp8(2), 136);
(3): T ∼= PSL3(4) and n = 280;
(4): T ∼= Sz(q), q = 2k, k ≥ 3 is odd, n = q2(q2 + 1)/2, M(T ) = {K1,K2} where Ki =
NSym(Ω)(Vi) ∼= Aut(Vi), V1 ∼= Alt(q2+1) and the action of V1 on Ω is equivalent to the action
of Alt(q2 + 1) on the 2-subsets of {1, . . . , q2 + 1}, V2 = Sp4k(2), and NSym(Ω)(T ) ∼= Aut(T )
is maximal in V1;
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(5): G = PSL2(11) and n = 55.
We deal with each of these possibilities in a case-by-case basis. If Case (1) holds, then the proof fol-
lows from Lemma 2.2. If Case (2c), (2d), (3) or (5) holds, then the proof follows with a computation
with magma.
Suppose that Case (2b) holds. Then M(G) = {K0,K1,K2}, with K0 ∼= Aut(G2(3)) and K1 ∼=
K2 ∼= Aut(PΩ7(3)). From [11, Corollary 1], we get that fixΩ(g) ≤ 4n/7 for every non-identity
element g in Ki, for i ∈ {1, 2, 3}. It follows from Lemma 4.3 that
|S(G)| ≤ |F(K0)|+ |F(K1)|+ |F(K2)| ≤ (|K0|+ |K1|+ |K2|) · 2n2+ 2n7 .
A computation shows that |S(G)| < 2n and hence S(G) ( 2Ω. Thus the proof follows from
Lemma 2.1.
Suppose that Case (2a) holds. Then M(G) = {K0,K1,K2}, with K0 = NSym(Ω)(G) ∼= Aut(HS)
andK1 ∼= K2 ∼= Sym(176). From [11, Corollary 1], we get that fixΩ(g) ≤ 4n/7 for every g ∈ K0\{1}.
Therefore, from Lemmas 4.3 and 4.6, we get |S(G)| ≤ 2n2+ 2n7 · |K0|+2 ·G(176). Now a computation
shows that |S(G)| < 2n, hence S(G) ( 2Ω and we conclude using Lemma 2.1.
Suppose that Case (4) holds. ThenM(G) = {K1,K2}, withK1 ∼= Sym(q2+1),K2 ∼= Sp4k(2) and
the action of K1 on Ω is equivalent to the action of Sym(q
2 +1) on the 2-subsets of {1, . . . , q2 +1}.
From [11, Corollary 1], we get that fixΩ(g) ≤ 4n/7 for every g ∈ K2 \ {1}. Therefore, from
Lemmas 4.3 and 4.6, we get |S(G)| ≤ G(q2 + 1) + 2n2+ 2n7 |K2|. Using q2 + 1 ≥ 65, a computation
shows that |S(G)| < 2n, hence S(G) ( 2Ω and we conclude using Lemma 2.1.
Suppose that G is product decomposable. If T = Alt(6) or T =M12, then the proof follows with
a computation in magma. Therefore we are left with T = Sp4(q), q = 2
k, k ≥ 2, n = (q2(q2 − 1)/2)2
and G is contained in a wreath product Sym(m)wr Sym(2) with m = q2(q2 − 1)/2. Here we refer
to [16, Section 4] for the information on this permutation representation. From [16, Theorem and
Tables III, IV, V], we deduce that MHA(G) = ∅ and MAS(G) = {K} where K = NSym(Ω)(T ) ∼=
Aut(T ). We claim that there exists a unique G-invariant Cartesian decomposition of Ω and hence
|MPA(G)| = 1 by Lemma 4.4. Let Ω = ∆1 ×∆2 be a G-invariant Cartesian decomposition. The
group T = soc(G) is imprimitive and has two systems of imprimitivity with m blocks of size m
(namely, {∆1 × {δ} | δ ∈ ∆2} and {{δ} × ∆2 | δ ∈ ∆1}), which are interchanged by G. For
ω = (δ1, δ2) ∈ Ω, from [16, Section 4], we see that Tω ∼= Cq2+1 ⋊ C4 is the normaliser of a torus
of order q2 + 1. Moreover, T∆1×{δ2} ∼= T{δ1}×∆2 ∼= O−4 (q) ∼= SL2(q2).2 ∼= Sp2(4).2 and T∆1×{δ2},
T{δ1}×∆2 are maximal subgroups of T . From [14, Section 4.8] or the discussion in [16, Section 4], we
see that T has exactly two conjugacy classes of subgroups isomorphic to O−4 (q): one conjugacy class
with representative the stabiliser of a quadratic form for the underlying vector space of T and one
with representative the stabiliser of an extension field. These two classes are fixed by the subgroup
of index 2 of Aut(T ) consisting of the inner-diagonal and field automorphisms, and are fused by
the remaining elements. Furthermore, from the list of maximal subgroups of Sp4(q) in [13] (see
also [6]), we see that if U is any subgroup of T with |T : U | = m, then U is maximal in T and is
conjugate to either T∆1×{δ2} or T{δ1}×∆2 . Therefore {∆1 × {δ} | δ ∈ ∆2} and {{δ} ×∆2 | δ ∈ ∆1}
are the only systems of imprimitivity of T with m blocks of size m and our claim follows. Therefore
M(G) = {K,M}, where M ∼= Sym(m)wr Sym(2). From [11, Corollary 1], we have fixΩ(g) ≤ 4n/7
for every g ∈ K with g 6= 1. Thus
|S(G)| ≤ |F(K)|+ |F(M)| ≤ 2n2+ 2n7 |K|+ F (n).
A computation shows that |S(G)| < 2n, hence S(G) ( 2Ω and we conclude using Lemma 2.1. 
7. Primitive groups of HA type
In this section we prove Theorem 1.1 when G is a primitive group on Ω of HA type. We start
with a number-theoretic remark.
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Lemma 7.1. Let p be a prime number. Then there are at most (p− 1)/2 solutions to the equation
p = (qℓ − 1)/(q − 1) where ℓ is a positive integer with ℓ ≥ 2 and q is a prime power.
Proof. It is clear that if (qℓ − 1)/(q − 1) = p = (q′ℓ − 1)/(q′ − 1), then q = q′. Observe that if
(qℓ−1)/(q−1) is prime, then ℓ is prime and ℓ divides p−1. Now the proof follows immediately. 
Lemma 7.1 is far from best possible and should not be taken too seriously. Nevertheless, the
equation p = (qℓ− 1)(q− 1) can have more than one solution. For instance, (53− 1)/(5− 1) = 31 =
(25 − 1)/(2− 1).
Theorem 7.2. Let G be a finite primitive group on Ω of HA type. Then either there exists an
edge-transitive hypergraph H = (Ω, E) with G = Aut(H), or G is one of the groups in Table 1.
Proof. Let V be the socle of G and let H be the stabiliser of a point of Ω. Then V is an elementary
abelian p group of size pd, for some prime number p and some positive integer d. Moreover, G =
V ⋊ H and the action of G on Ω is equivalent to the “affine” action of G on V , that is, we may
identify G with a subgroup of AGLd(p) and H with an irreducible subgroup of GLd(p). Write
K = NSym(Ω)(V ) and observe that K ∼= AGLd(p).
From [18], we see that every element ofM(G) is either of HA, PA or AS type, and thatMHA(G) =
{K}. If M(G) =MHA(G), then the proof follows from Lemma 2.2. Suppose then that MAS(G) ∪
MPA(G) 6= ∅. Observe that, for every g ∈ K with g 6= 1, we have fixΩ(g) ≤ n/p and hence, by
Lemma 4.2, orbΩ(g) ≤ n/2 + n/2p = (p+ 1)n/(2p). Therefore
(10) |F(K)| ≤ 2 (p+1)n2p |K|.
Suppose that MAS(G) 6= ∅ and let M ∈ MAS(G). From [18, Proposition 5.1], we get that either
(i): |V | ∈ {11, 23, 27}, or
(ii): |V | = p = (qℓ− 1)/(q− 1) for some prime power q and some ℓ ≥ 2, M ∼= PΓLℓ(q) and the
action of M on V in equivalent to the natural 2-transitive action of PΓLℓ(q) on the points
(or hyperplanes) of the d-dimensional projective space over the finite field of size q.
When Case (i) holds, a computation with magma shows that G is the automorphism group of an
edge-transitive hypergraph H = (Ω, E). Then suppose that Case (ii) holds. Since |Ω| = |V | = p is
square-free, Sym(Ω) has no primitive subgroups of PA type, that is, MPA(G) = ∅ and M(G) =
{K}∪MAS(G). LetM1, . . . ,Ms be representatives for the Sym(Ω)-conjugacy classes of the elements
of MAS(G). Thus Mi ∼= PΓLℓi(qi), for some ℓi ≥ 2 and some prime power qi = rfii , and (qi, ℓi) 6=
(qj , ℓj) when i 6= j. Moreover,
MAS(G) =
s⋃
i=1
{Mgi | g ∈ Sym(Ω), G ≤Mgi }.
For each i ∈ {1, . . . , s}, write ti = |{Mgi | g ∈ Sym(Ω), G ≤ Mgi }| and let gi,1, . . . , gi,ti ∈ Sym(G)
such that
{Mgi | g ∈ Sym(Ω), G ≤Mgi } = {Mgi,1i , . . . ,M
gi,ti
i }.
We claim that ti ≤ (p − 1)/(ℓifi). Observe that V g
−1
i,j is a Sylow p-subgroup of Mi, for every j.
Therefore, for every j, there exists aj ∈ Mi with V g
−1
i,j aj = V and hence gi,j ∈ MiNSym(Ω)(V ) =
MiK. Therefore ti is at most the number of Mi-cosets contained in MiK, that is, ti ≤ |MiK :
Mi| = |K : NMi(V )| = p(p− 1)/(pℓifi) and our claim is proved.
Write
mi =
{
4p
3qi
if ℓi > 2,
max
{
4p
3qi
, 2, q
1/e
i + 1 | e divides fi, e > 1
}
if ℓi = 2.
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From [15, Theorem 1], we see that for every g ∈ Mi with g 6= 1 we have fixΩ(g) ≤ mi and hence
orbΩ(g) ≤ (p+mi)/2. It follows that∑
M∈MAS(G)
|F(M)| ≤
s∑
i=1
2(p+mi)/2|Mi|(p− 1)/(ℓifi).
Now, |Mi| < plog2(p), ℓi ≥ 2, mi ≤ √p+1 and s ≤ (p− 1)/2 by Lemma 7.1. Using these inequalities
and Eq. (10), we get
|S(G)| ≤ 2(p+1)/2p(p− 1) + 2(p+√p+1)/2plog2(p)(p− 1)2/4.
For p ≥ 139, a computation (with the help of a computer) shows that the right hand side of this
equation is strictly less than 2p. In particular, when p ≥ 139, the proof follows from Lemma 2.1.
The only primes less than 139 of the form (qℓ − 1)/(q − 1) with q a prime power and ℓ ≥ 2 are:
5, 7, 13, 17, 31, 73, 127.
For these values of p we can explicitly construct with magma an edge-transitive hypergraphH = (Ω, E)
such that G = Aut(H), except when G is one of the groups in Table 1.
Suppose now thatMAS(G) = ∅. ThusM(G) = {K}∪MPA(G) andMPA(G) 6= ∅. In particular,
H is an imprimitive linear group. Given ℓ ∈ {0, . . . , d}, we write[
d
ℓ
]
p
=
(pd − 1)(pd−1 − 1) · · · (pd−ℓ+1 − 1)
(pℓ − 1)(pℓ−1 − 1) · · · (p− 1) .
From Lemma 4.4, the elements of MPA(G) are in one-to-one correpondence with the H-invariant
Cartesian decompositions V = V1 × · · · × Vℓ of V , where ℓ ≥ 2 and |V1| = · · · = |Vℓ| ≥ 5. Let us
denote by cℓ the number of H-invariant Cartesian decompositions V = V1 × · · · × Vℓ. Observe that,
for every i ∈ {1, . . . , ℓ}, the H-invariant Cartesian decomposition V = V1 × · · · × Vℓ is uniquely
determined by Vi: in fact V1, . . . , Vℓ can be reconstructed from the H-orbit of Vi, that is, {V hi | h ∈
H} = {V1, . . . , Vℓ}. This shows that cℓ is at most the number of H-orbits of cardinality ℓ in the
action on the subspaces of V of dimension d/ℓ, that is,
cℓ ≤ 1
ℓ
[
d
d/ℓ
]
p
.
Thus
|MPA(G)| ≤
∑
ℓ|d, ℓ>1
pd/ℓ≥5
1
ℓ
[
d
d/ℓ
]
p
and
|S(G)| ≤ 2 p+12p n · |K|+
∑
ℓ|d ℓ>1
pd/ℓ≥5
1
ℓ
[
d
d/ℓ
]
p
F
(
Sym(pd/ℓ)wr Sym(ℓ)
)
.(11)
As |K| = |AGLd(p)| < n1+log2(n) and V has at most |V |d/2 subspaces of dimension at most d/2,
using Lemma 4.5 we get
|S(G)| < 23n/4 · n1+log2(n) + nlog2(n)/2 · F (n).
A computation gives that the right hand side of this inequality is less than 2n for n ≥ 10533. Thus
for n ≥ 10533, we have S(G) ( 2Ω and we conclude using Lemma 2.1. Similarly, for every p and d
with n = pd < 10533, we compute the exact value of the right hand side of Eq. (11) and check when
it is strictly less than 2n. For these values of p and d the proof follows again from Lemma 2.1. The
remaining values are: d = 2 and 5 ≤ p ≤ 31, d = 3 and p ∈ {5, 7}, d = 4 and p ∈ {3, 5}, d = 6 and
p ∈ {2, 3}, d ∈ {8, 9, 10} and p = 2.
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For each of the remaining values of p and d, and for each divisor ℓ of d with ℓ > 1 and pd/ℓ ≥ 5,
we may compute explicitly with a computer the value of∑
C∈C(Sym(pd/ℓ) wr Sym(ℓ))
2orbΩ(C)
and use it (in view of Lemma 4.3) as an upper bound for F(Sym(pd/ℓ)wr Sym(ℓ)) in Eq. (11). With
this improvement we get |S(G)| < 2n, except when d = 2 and p ∈ {5, 7}, d = 4 and p = 3, d ∈ {6, 8}
and p = 2. Finally each affine primitive group with one of these degrees can be checked directly
with magma. 
8. Primitive groups of PA type
Finally, in this section we prove Theorem 1.1 when G is a primitive group on Ω of PA type. We
start with a preliminary lemma.
Lemma 8.1. Let G be a finite primitive group of degree n on Ω. Then |MPA(G)| ≤ nlog2(n)/2.
Proof. From Lemma 4.4, it suffices to show that Ω admits at most nlog2(n)/2 G-invariant Cartesian
decompositions.
Let N be the socle of G. Let Ω = Ω1 × · · · × Ωℓ be a G-invariant Cartesian decomposition with
ℓ ≥ 2. For each i ∈ {1, . . . , ℓ}, set
Ci = {{(ω1, . . . , ωi−1, ε, ωi+1, . . . , ωℓ) | ε ∈ Ωi} | ωj ∈ Ωj for each j ∈ {1, . . . , ℓ} \ {i}}.
Observe that C1, . . . , Cℓ are systems of imprimitivity for N (with |Ω|(ℓ−1)/ℓ blocks of size |Ω|1/ℓ)
and that G acts transitively on {C1, . . . , Cℓ}. In particular, C1, . . . , Cℓ (and hence the decomposition
Ω1 × · · · × Ωℓ) is uniquely determined by C1 because CG1 = {Cg1 | g ∈ G} = {C1, . . . , Cℓ}.
This shows that |MPA(G)| is at most the number of systems of imprimitivity for N with blocks
of size at most
√
n. Now the proof follows by the proof of Lemma 4.1. 
Again, Lemma 8.1 should not be taken too seriously, but it is perfect for our application in the
proof of Theorem 8.2.
Theorem 8.2. Let G be a finite primitive group on Ω of PA type. Then there exists an edge-
transitive hypergraph H = (Ω, E) with G = Aut(H).
Proof. Let N be the socle of G and let n be the cardinality of Ω. Then N = T1 × · · · × Tℓ, where
T1, . . . , Tℓ are pair-wise isomorphic non-abelian simple groups and ℓ ≥ 2. Moreover, G ≤ H wrL,
Ω = ∆ℓ, H is a primitive group on ∆ of AS type with socle isomorphic to T1, L is transitive of
degree ℓ and the action of G on Ω is the natural product action of G on ∆ℓ.
Suppose that (H, |∆|) 6= (PSL2(7), 8) and that H is product indecomposable. Then from [18,
Section 7], M(G) = MPA(G) and the elements of MPA(G) permutation isomorphic to the wreath
product Sym(|Ω|1/ℓ′)wr Sym(ℓ′) (for some divisor ℓ′ of ℓ with ℓ′ > 1) are in one-to-one correspon-
dence with the systems of imprimitivity of L with ℓ′ blocks of size ℓ/ℓ′. (Exactly as in Section 5 for
groups of HC, CD and TW type, this correspondence is natural: if L has a system of imprimitivity
with ℓ′ blocks then the inclusion of L in Sym(ℓ/ℓ′)wr Sym(ℓ′) gives rise to a natural inclusion of
G in (H wr Sym(ℓ/ℓ′))wr Sym(ℓ′) ≤ Sym(|∆|ℓ/ℓ′)wr Sym(ℓ′).) By Lemmas 4.1 and 4.5, we have
|M(G)| ≤ ℓlog2(ℓ) and
(12) |S(G)| ≤ ℓlog2(ℓ)F (n).
Suppose that ℓ is prime. Then G is contained in a unique maximal subgroup of Sym(Ω) (namely
Sym(∆)wr Sym(ℓ)) and the proof follows from Lemma 2.2. In particular, we may assume that ℓ ≥ 4.
Observe that ℓ ≤ log5(n). Using this upper bound for ℓ and Eq. (12), it follows that |S(G)| < 2n for
n ≥ 1290. Therefore when n ≥ 1290 we conclude by Lemma 2.1. Assume that n ≤ 1289. Observe
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that 5 ≤ |∆| = n1/ℓ ≤ n1/4 < 6 and 12901/5 < 5. Hence |∆| = 5, ℓ = 4 and N ∼= Alt(5)4. Now, the
primitive groups of PA type with socle Alt(5)4 and degree 54 can be checked directly with magma.
Suppose that H = PSL2(7) and |∆| = 8. Now, from [18, Section 7],M(G) =MHA(G)∪MPA(G).
Moreover, since H is product indecomposable, we have |MPA(G)| ≤ ℓlog2(ℓ) as in the previous case.
In particular, when ℓ ≥ 3, Lemma 4.5 gives
(13)
∑
M∈MPA(G)
|F(M)| ≤ ℓlog2(ℓ)F (8ℓ).
Let K ∈ MHA(G). Then K ∼= AGL3ℓ(2) by [18, Proposition 7.1]. As Sym(Ω) contains a
unique conjugacy class of primitive groups isomorphic to AGL3ℓ(2), we have MHA(G) = {Kg | g ∈
Sym(Ω), G ≤ Kg}. Write t = |MHA(G)|. We prove the following inequality:
(14) t ≤ 16ℓ |GL3ℓ(2)||GL3(2)wr Sym(ℓ)| |PGL2(7)wr Sym(ℓ)|.
(Observe that the right hand side of Eq. (14) is simply 32ℓ · |GL3ℓ(2)|.) We argue by contradiction
and we assume that Eq. (14) is false. Let g1, . . . , gt ∈ Sym(Ω) such thatMHA(G) = {Kg1 , . . . ,Kgt}.
In particular, Gg
−1
1 , . . . , Gg
−1
t ≤ K and hence Ng−11 , . . . , Ng−1t ≤ K. Let V be the socle of K, thus V
is an elementary abelian group of order 23ℓ. As Ng
−1
i ∩ V EGg−1i , we have Ng−1i ∩ V = 1 and hence
V Ng
−1
i ∼= V ⋊Ng−1i . As Gg−1i ≤ K, we may identify the Gg−1i -set Ω with V . Thus, since Ng−1i fixes
each direct factor of a Cartesian decomposition of Ω, we may write V = V1×· · ·×Vℓ where V1, . . . , Vℓ
are Ng
−1
i -invariant subspaces of V of dimension 3. Observe that V has |GL3ℓ(2) : GL3(2)wr Sym(ℓ)|
Cartesian decompositions V = V1×· · ·×Vℓ with dimV1 = · · · = dim Vℓ = 3. In particular, as Eq. (14)
is false, from the pigeon-hole principle there exists a Cartesian decomposition V = V1 × · · · × Vℓ
(with dimVi = 3 for each i) and a subset X of {1, . . . , t} such that |X | > 16ℓ|PGL2(7)wr Sym(ℓ)|
and Ng
−1
x fixes each of the subspaces V1, . . . , Vℓ for every x ∈ X . Therefore, for every x, y ∈ X , we
have V Ng
−1
x = V Ng
−1
y .
Now, V Ng
−1
i = (V1T
g−1i
1 ) × · · · × (VℓT g
−1
i
ℓ )
∼= AGL3(2)ℓ. A computation shows that AGL3(2)
contains 16 transitive subgroups isomorphic to PSL2(7). Therefore V N
g−1i contains 16ℓ transitive
subgroups isomorphic to PSL2(7)
ℓ. Thus, from the pigeon-hole principle, there exists a subset Y of
X such that |Y | > |PGL2(7)wr Sym(ℓ)| and Ng−1y = Ng−1z , for every y, z ∈ Y . Fix y0 ∈ Y . Now,
g−1y0 gy ∈ NSym(Ω)(N) for every y ∈ Y . As |NSym(Ω)(N)| = |PGL2(7)wr Sym(ℓ)|, from the pigeon-
hole principle we have g−1y0 gy = g
−1
y0 gz for some y, z ∈ Y with y 6= z. Thus gy = gz, a contradiction.
Now Eq. (14) is proved.
Observe that every element of K ∼= AGL3ℓ(2) fixes at most n/2 points and hence by Lemma 4.3
|F(K)| ≤ 23n/4|K|.
Now, from Eqs. (13) and (14), for ℓ ≥ 3 we get
|S(G)| ≤
∑
M∈M(G)
|F(M)| ≤ |F(K)||MHA(G)| + F (n)|MPA(G)| ≤ 23n/4|K|32ℓ + ℓlog2(ℓ)F (8ℓ).
A computation shows that the right hand side of this equation is less that 2n when ℓ ≥ 4. In
particular, when ℓ ≥ 4, we conclude with Lemma 2.1. Finally, the primitive groups of PA type with
socle PSL2(7)
2 (respectively PSL2(7)
3) and degree 82 (respectively 83) can be (as usual) checked
with magma.
Finally suppose that H is product decomposable. Definition 6.1 gives T1 ∼= Alt(6) and |∆| = 36,
or T1 ∼= M12 and |∆| = 144, or T1 ∼= Sp4(q) with q > 2 even and |∆| = (q2(q2 − 1)/2)2 ≥
(42 ·(42−1)/2)2 = 14400. From [18, Proposition 7.1] we getM(G) =MPA(G) and from Lemma 8.1
we get |MPA(G)| ≤ nlog2(n)/2. Thus |S(G)| ≤ nlog2(n)/2F (n). A computation shows that, for
n ≥ 10533, nlog2(n)/2F (n) < 2n and hence for these values of n the proof follows from Lemma 2.1.
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Assume that n < 10533. As 105331/3 < 36, we must have ℓ = 2. Then |∆| < 105331/2 and hence
|∆| ≤ 102. Thus (T1, |∆|, ℓ, n) = (Alt(6), 36, 2, 362). A computation with magma shows that Ω has 4
N -invariant Cartesian decompositions. As 4 · F (n) < 2n, we conclude again with Lemma 2.1. 
9. Concluding remarks
We finish by bringing together the various threads to prove Theorem 1.1.
Proof of Theorem 1.1. The proof follows immediately from Theorems 3.1, 5.1, 6.2, 7.2 and 8.2. 
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