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Abstrat: In this artile we investigate the ballisti behavior of diusions in ran-
dom environment. We introdue onditions in the spirit of (T ) and (T ′) of the disrete
setting, f. [32℄, [33℄, that imply, when d ≥ 2, a law of large numbers with non-vanishing
limiting veloity (whih we refer to as 'ballisti behavior') and a entral limit theorem
with non-degenerate ovariane matrix. As an appliation of our results, we onsider the
lass of diusions where the diusion matrix is the identity, and give a onrete riterion
on the drift term under whih the diusion in random environment exhibits ballisti
behavior. This riterion provides examples of diusions in random environment with
ballisti behavior, beyond what was previously known.
Résumé: On étudie dans et artile le omportement ballistique de diusions en mi-
lieu aléatoire. On montre que ertaines onditions (T ) et (T ′), d'abord introduites dans
le adre disret, f. [32℄, [33℄, entraînent en dimension supérieure une loi des grands nom-
bres ave une vitesse limite non nulle (e qu'on appelle 'omportement ballistique'), et
un théorème limite entral ave une matrie de ovariane non dégénérée. Pour illustrer
es résultats, on onsidère la lasse de diusions où la matrie de diusion est l'identité,
et on donne un ritère onret sur la dérive qui entraîne le omportement ballistique de
la diusion en milieu aléatoire. Ce ritère fournit de nouveaux examples de diusions en
milieu aléatoire ave omportement ballistique.
1 Introdution
The method of the environment viewed from the partile has played a prominent role in
the investigation of random motions in random environment, see for instane [12℄, [18℄,
[21℄, [23℄, [24℄, [25℄, [26℄. In the ontinuous spae-time setting, it applies suessfully
when one an onstrut, most often expliitly, an invariant measure for the proess of
the environment viewed from the partile, whih is absolutely ontinuous with respet
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to the stati measure of the random medium, see [7℄, [13℄, [14℄, [15℄, [16℄, [17℄, [19℄, [22℄,
[23℄, [24℄, [25℄. However, the existene of suh invariant measures is hard to prove in
the general setting. The ase of Brownian motion with a random drift whih is either
inompressible or the gradient of a stationary funtion, is tratable, see [23℄, [24℄. But
many examples fall outside this framework, and only reent developments go beyond it,
for they require new tehniques, see [13℄, [14℄, [15℄, [17℄.
Progress has reently been made in the disrete setting for random walks in random envi-
ronment in higher dimensions, in partiular with the help of the renewal-type arguments
introdued in Sznitman-Zerner [36℄, see [3℄, [4℄, [5℄, [6℄, [31℄, [32℄, [33℄, [34℄, [35℄, [37℄. It
is natural, but not straightforward, to try to transpose these results to the ontinuous
spae-time setting, and thus propose a new approah to multidimensional diusions in
random environment, when no invariant measure is a priori known. The rst step in
this diretion was taken up in Shen [28℄, where, in the spirit of Sznitman-Zerner [36℄,
ertain regeneration times providing a renewal struture are introdued. Then a su-
ient ondition for a 'ballisti' strong law of large numbers ('ballisti' means that the
limiting veloity does not vanish, whih we refer to as ballisti behavior) and a entral
limit theorem governing orretions to the law of large numbers, with non-degenerate
ovariane matrix, is given in terms of these regeneration times.
In this artile we show that under ondition (T ′), see (1.12) for the denition, when
d ≥ 2, the diusion in random environment satises the aforementioned suient on-
dition of Shen [28℄. We formulate the rather geometri ondition (T ′) and are able to
restate it equivalently in terms of the renewal struture of Shen [28℄, see Theorem 3.1.
With (T ′) we are then able to derive tail estimates on the rst regeneration time whih in
partiular imply the above mentioned suient ondition of Shen [28℄, see Theorem 4.5.
In the disrete i.i.d. setting, ondition (T ′) was introdued in the work of Sznitman, see
[32℄ and [33℄, and some of our arguments are inspired by [32℄ and [33℄. As an appliation
of our methods, we give onrete examples. In partiular, we reover and extend results
of Komorowski and Krupa [15℄.
Before desribing our results in more details, let us reall the setting.
The random environment is desribed by a probability spae (Ω,A,P). We assume that
there exists a group {tx : x ∈ Rd} of transformations on Ω, jointly measurable in x, ω,
whih preserve the probability P:
txP = P . (1.1)
On (Ω,A,P) we onsider bounded measurable funtions b(·) : Ω → Rd and σ(·) : Ω →
R
d×d
, as well as two nite onstants b¯, σ¯ > 0 suh that for all ω ∈ Ω
|b(ω)| ≤ b¯, |σ(ω)| ≤ σ¯, (1.2)
where | · | denotes the Eulidean norm for vetors resp. for square matries. We write
b(x, ω) = b(tx(ω)), σ(x, ω) = σ(tx(ω)).
We further assume that b(·, ω) and σ(·, ω) are Lipshitz ontinuous, i.e. there is a onstant
3K > 0 suh that for all ω ∈ Ω, x, y ∈ Rd,
|b(x, ω) − b(y, ω)|+ |σ(x, ω)− σ(y, ω)| ≤ K|x− y|. (1.3)
σσt(x, ω) is uniformly ellipti, i.e. there is a onstant ν > 0 suh that for all ω ∈ Ω, x, y ∈
R
d
,
1
ν
|y|2 ≤ |σt(x, ω)y|2 ≤ ν|y|2, (1.4)
where σt denotes the transposed matrix of σ. For a Borel subset F ⊂ Rd, we dene the
σ-eld generated by b(x, ω), σ(x, ω), for x ∈ F by
HF def= σ{b(x, ·), σ(x, ·) : x ∈ F}, (1.5)
and assume nite range dependene: there is an R > 0 suh that for all Borel subsets
F,F ′ ⊂ Rd with d(F,F ′) def= inf{|x− x′| : x ∈ F, x′ ∈ F ′} > R,
HF and HF ′ are P-independent. (1.6)
We denote by (C(R+,R
d),F ,W ) the anonial Wiener spae, and with (Bt)t≥0 the
d-dimensional Brownian motion (whih is independent from (Ω,A,P)). The diusion
proess in the random environment ω is desribed by the family of laws (Px,ω)x∈Rd
(we all them the quenhed laws) on (C(R+,R
d),F) of the solution of the stohasti
dierential equation {
dXt = σ(Xt, ω)dBt + b(Xt, ω)dt,
X0 = x, x ∈ Rd, ω ∈ Ω.
(1.7)
The seond order linear dierential operator assoiated to the stohasti dierential
equation (1.7) is given by:
Lω def= 1
2
d∑
i,j=1
aij(x, ω)
∂2
∂xi∂xj
+
d∑
j=1
bj(x, ω)
∂
∂xj
. (1.8)
To restore some stationarity to the problem, it is onvenient to introdue the annealed
laws Px, whih are dened as the semi-diret produts:
Px
def
= P× Px,ω, for x ∈ Rd. (1.9)
Of ourse the Markov property is typially lost under the annealed laws.
Let us now explain the purpose of this work. The main objet is to introdue suient
onditions for ballisti behavior of the diusion in random environment when d ≥ 2.
These onditions are expressed in terms of another ondition (T )γ whih is dened as
follows. Consider, for |l| = 1 a unit vetor of Rd, b, L > 0, the slabs
Ul,b,L
def
= {x ∈ Rd : −bL < x · l < L}.
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We say that ondition (T )γ holds relative to l ∈ Sd−1, in shorthand notation (T )γ | l, if
for all l′ ∈ Sd−1 in a neighborhood of l, and for all b > 0,
lim sup
L→∞
L−γ logP0[XTU
l′,b,L
· l′ < 0] < 0, (1.10)
where TUl,b,L denotes the exit time of X· out of the slab Ul,b,L, see (2.1) for the denition.
The aforementioned suient onditions for ballisti behavior are then ondition (T )
relative to the diretion l, in shorthand notation (T )|l, whih refers to the ase where
(1.10) holds for γ = 1 , (1.11)
or the weaker ondition (T ′) relative to the diretion l, in shorthand notation (T ′)|l,
whih refers to the ase where
(1.10) holds for all γ ∈ (0, 1) . (1.12)
Clearly (T ) implies (T ′) whih itself implies (T )γ for all γ ∈ (0, 1). We expet these
onditions all to be equivalent, f. Sznitman [33℄, [35℄, however this remains an open
question. The onditions (T ) and (T ′) are not eetive onditions whih an be heked
by diret inspetion of the environment restrited to a bounded domain of R
d
. In the
disrete i.i.d. setting, Sznitman [33℄ proved the equivalene between a ertain eetive
riterion and ondition (T ′). With the help of the eetive riterion he also proved that
(T )γ and (T
′) are equivalent for 12 < γ < 1. We believe that a similar eetive riterion
holds in the ontinuous setting, and it is in the spirit of this belief that we formulate all
our results in Setion 3 and 4 in terms of ondition (T ′) resp. (T )γ . Later, in Setion 5,
we verify the stronger ondition (T ) for a large lass of examples.
In Theorem 3.1 we show that the denition of ondition (T )γ |l, see (1.10), whih is of
a rather geometri nature, has an equivalent formulation in terms of transiene of the
diusion in diretion l and a strethed exponential ontrol of the size of the trajetory
up to the rst regeneration time τ1 (see subsetion 2.3 for the preise denition):
P0 − a.s. lim
t→∞Xt · l =∞ , (1.13)
and for some µ > 0, Eˆ0[ exp{µ sup
0≤t≤τ1
|Xt|γ}] <∞ . (1.14)
Following Shen [28℄, the suessive regeneration times τk, k ≥ 1, are dened on an en-
larged probability spae whih is obtained by adding some suitable auxiliary i.i.d. Bernoulli
variables, f. subsetion 2.3. The quenhed measure on the enlarged spae, whih ouples
the trajetories to the Bernoulli variables, is denoted by Pˆx,ω, and Pˆx refers to the an-
nealed measure P× Pˆx,ω, f. subsetion 2.2. Loosely speaking, the rst regeneration time
τ1 is the rst integer time where the diusion proess in random environment reahes
a loal maximum in a given diretion l ∈ Sd−1, some auxiliary Bernoulli variable takes
value one, and from then on the diusion proess never baktraks.
The strategy of the proof of the above mentioned equivalene statement is similar to that
of the analogue statement in the disrete i.i.d. setting, see Sznitman [33℄. Nevertheless,
5hanges appear in several plaes, due among others to the fat that the regeneration
time τ1 is more ompliated than in the disrete setting.
Theorem 3.1 is very useful beause onditions (1.10) and (1.14) have dierent avours.
Condition (1.14) is espeially useful when studying asymptoti properties of the diusion
proess, whereas (1.10) is more adequate to onstrut examples.
Together with the ruial renewal property (see Theorem 2.2) indued by the regen-
eration times τk, k ≥ 1, the formulation (1.14) is instrumental in showing that under
(T ′), and when d ≥ 2,
lim sup
u→∞
(log u)−α log Pˆ0[τ1 > u] < 0, for α < 1 +
d− 1
d+ 1
, (1.15)
see Theorem 4.5. The proof again uses a strategy lose to the proof in the disrete ase,
see Sznitman [32℄. We prove a seed estimate, see Lemma 4.4, whih is then propagated
to the right sale by performing a renormalisation step, see Lemma 4.3. Interestingly
enough, we do not require ondition (T ′) to prove the renormalisation lemma.
Under the assumption of (1.13) and the niteness of the rst and the seond moment of
τ1, the Theorems 3.2 and 3.3 in Shen [28℄ imply that:
P0 − a.s., Xt
t
→ v, v 6= 0, deterministi, with v · l > 0 , (1.16)
and under P0, B
s
· =
Xs·−s·v√
s
onverges in law on C(R+,R
d), as s→∞, to a
Brownian motion B· with non-degenerate deterministi ovariane matrix.
(1.17)
Hene, when ondition (T ′) holds, and d ≥ 2, Theorem 4.5, see also (1.15), yields a bal-
listi law of large numbers and a entral limit theorem governing orretions to the law
of large numbers. Inidentally let us mention that as in the disrete setting, f. Sznit-
man [33℄, [35℄, ondition (T ′) is a natural ontender for the haraterisation of ballisti
diusions in random environment when d ≥ 2. However at present there are no rigorous
results in that diretion.
As an appliation of our methods, we provide a rih lass of examples exhibiting
ballisti behavior. We rst onsider the ase where, for some l ∈ Sd−1 and all ω ∈ Ω, all
x ∈ Rd, b(x, ω) · l remains uniformly positive, and show in Proposition 5.1 that ondition
(T )|l holds. Hene we reover and extend the main result of Komorowski and Krupa [15℄
(whih only asserts (1.16) when σ = Id).
Then we onsider the ase where σ in (1.7) is the identity. We prove in Theorem 5.2
that, when d ≥ 1, there is a onstant ce(b¯,K, d,R) > 0 suh that, for l ∈ Sd−1,
E[(b(0, ω) · l)+] > ce E[(b(0, ω) · l)−] (1.18)
implies ondition (T )|l (and hene ondition (T ′)|l). Clearly, when σ = Id, the result
of Proposition 5.1 is inluded in Theorem 5.2. Note that Theorem 5.2 overs additional
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situations where b(0, ω) · l hanges sign in every unit diretion l. This provides new
examples of ballisti diusions in random environment. More details are inluded in
remark 5.7 at the end of Setion 5.
To prove Theorem 5.2, we verify the geometri formulation (1.11) of ondition (T ). How-
ever it is a diult task to ompute the exit distribution of the diusion out of large
slabs under P0, sine the Markov property is lost under P0. In the spirit of Kalikow [10℄,
we restore a Markovian harater to the exit problem by virtue of Proposition 5.4. With
the help of Proposition 5.4, we show that ondition (T ) is implied by a ertain ondition
(K), see (5.23), whih has a similar avor as Kalikow's ondition in the disrete i.i.d.
setting, see Sznitman and Zerner [36℄. The proof of Theorem 5.2 is then arried out by
heking ondition (K). These steps are similar in spirit to the strategy used in the dis-
rete setting, f. leture 5 of [4℄. However, diulties arise in the ontinuous spae-time
framework.
Let us now desribe the organisation of this artile.
In Setion 2, we reall the oupling onstrution whih leads to the measures Pˆx,ω resp.
Pˆx, f. Proposition 2.1. On this new probability spae one onstruts the regeneration
times τk, k ≥ 1, whih provide the ruial renewal struture, f. Theorem 2.2. These
results have been obtained in Shen [28℄; we reall them for the onveniene of the reader.
In Setion 3, we prove the equivalene of (1.10) and (1.13), (1.14), see Theorem 3.1.
In Setion 4, we show (1.15) under the assumption of ondition (T ′), see Theorem 4.5.
Proposition 4.2 highlights the importane of large deviation ontrols of the exit proba-
bility of large slabs. The renormalisation step is arried out in Lemma 4.3, and a seed
estimate is provided in Lemma 4.4.
In Setion 5, we show that ondition (T ) (in the geometri formulation (1.10)) holds
either under the assumption of the uniform positivity of b(x, ω) · l for some unit vetor l
and all ω ∈ Ω, all x ∈ Rd, or under the assumption of σ = Id and (1.18).
In the Appendix, we provide some results on ontinuous loal martingales and Green
funtions, that we use throughout this artile.
Convention on onstants Unless otherwise stated, onstants only depend on the
quantities ν, b¯, σ¯,K,R, d, γ. In partiular they are independent of the environment ω.
Generi positive onstants are denoted by c. Dependene on additional parameters ap-
pears in the notation. For example, c(p, L) means that the onstant c depends on p
and L and on ν, b¯, σ¯,K,R, d, γ. When onstants or positive numbers are not numerated,
their value may hange from line to line.
Aknowledgement: Let me thank my advisor Prof. A.-S. Sznitman for introduing
me to the subjet and for his advie during the ompletion of this work. I also want to
thank Lian Shen for his help and numerous disussions.
72 The Regeneration Times and the Renewal Struture
In this setion, we reall the denition of the oupled measures Pˆx,ω (resp. Pˆx) and of
the regeneration times τk, k ≥ 1, given in Shen [28℄. We then ite the resulting renewal
struture, see Theorem 2.2. For the proofs or further details, we refer the reader to Shen
[28℄.
2.1 Notation
We introdue some additional notation. For x ∈ Rd, d ≥ 1, we let Br(x) denote the open
Eulidean ball with radius r entered in x. For U ⊆ Rd, we denote with U¯ its losure,
with diam(U)
def
= sup{|x − y| : x, y ∈ U} its diameter, and, for measurable U , with |U |
its Lebesgue measure. A domain stands for a onneted open subset of R
d
. For x ∈ R,
we dene ⌊x⌋ def= sup{k ∈ Z : k ≤ x} and ⌈x⌉ def= inf{k ∈ Z : k ≥ x}. For a disrete set
A, we denote with #A its ardinality. For an open set U in Rd and u ∈ R we dene
the (Ft)t≥0-stopping times ((Ft)t≥0 denotes the anonial right-ontinuous ltration on
(C(R+,R
d),F)):
the exit time from U ,
TU
def
= inf {t ≥ 0 : Xt /∈ U}, (2.1)
and the entrane times into the half-spaes {x · l ≥ u} resp. {x · l ≤ u},
T lu
def
= inf {t ≥ 0 : Xt · l ≥ u},
T˜ lu
def
= inf {t ≥ 0 : Xt · l ≤ u}.
(2.2)
We dene as well the maximal value of the proess (Xs · l)s≥0 till time t,
M(t)
def
= sup {Xs · l : 0 ≤ s ≤ t}, (2.3)
and the rst return time of the proess (Xs · l)s≥0 to the level −R relative to the starting
point, as well as its rounded value,
J
def
= inf{t ≥ 0 : (Xt −X0) · l ≤ −R} , D def= ⌈J⌉ . (2.4)
2.2 The oupled measures
We need further notations. We let l be a xed unit vetor, and
Ux
def
= B6R(x+ 5Rl) , B
x def= BR(x+ 9Rl) . (2.5)
We denote by λj the anonial oordinates on {0, 1}N. Further, let Sm def= σ{λ0, · · · , λm} ,
m ∈ N, denote the anonial ltration on {0, 1}N generated by (λm)m∈N and S def=
σ
{⋃
m Sm
}
be the anonial σ-algebra. We also write for t ≥ 0:
Zt def= Ft ⊗ S⌈t⌉ , Z def= F ⊗ S = σ
{ ⋃
m∈N
Zm
}
. (2.6)
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We also onsider the shift operators
{
θm : m ∈ N
}
, with θm :
(
C(R+,R
d)× {0, 1}N,Z)→(
C(R+,R
d)× {0, 1}N,Z), suh that
θm (X·, λ·) = (Xm+·, λm+·) . (2.7)
Then from Theorem 2.1 in Shen [28℄, one has the following measures, oupling the
diusion in random environment with a sequene of Bernoulli variables:
Proposition 2.1. There exists p > 0, suh that for every ω ∈ Ω and x ∈ Rd, there exists
a probability measure Pˆx,ω on
(
C(R+,R
d)× {0, 1}N,Z) depending measurably on ω and
x, suh that
1. Under Pˆx,ω, (Xt)t≥0 is Px,ω-distributed, and the λm, m ≥ 0, are i.i.d. Bernoulli
variables with suess probability p.
2. For m ≥ 1, λm is independent of Fm ⊗ Sm−1 under Pˆx,ω. Conditioned on Zm,
X· ◦ θm has the same law as X· under Pˆ λmXm,ω, where for y ∈ Rd, λ ∈ {0, 1}, Pˆ λy,ω
denotes the law Pˆy,ω[ · |λ0 = λ].
3. Pˆ 1x,ω almost surely, Xs ∈ Ux for s ∈ [0, 1] (reall (2.5)).
4. Under Pˆ 1x,ω, X1 is uniformly distributed on B
x
(reall (2.5)).
We then introdue the new annealed measures on
(
Ω×C(R+,Rd)×{0, 1}N,A⊗Z
)
:
Pˆx
def
= P× Pˆx,ω and Eˆx def= E× Eˆx,ω . (2.8)
2.3 The Regeneration Times τk and the Renewal Struture
To dene the rst regeneration time τ1, we introdue a sequene of integer-valued (Zt)t≥0-
stopping times Nk, k ≥ 1, suh that, at these times, the Bernoulli variable takes the
value one, and the proess (Xt · l)t≥0 in essene reahes a new maximum. Proposition
2.1 now shows that for every environment ω ∈ Ω, the position of the diusion at time
Nk+1 is uniformly distributed on the ball B
XNk
under Pˆ0,ω. We dene τ1 as the rst
Nk + 1 suh that, after time Nk + 1, the proess (Xt · l)t≥0 never goes below the level
XNk+1·l−R. In essene, the distane between the positionsXτ1−1 andXτ1 is large enough
to obtain, in view of nite range dependene, independene of the parts of the trajetory
(Xt−X0)t≤τ1−1 and (Xτ1+t−Xτ1)t≥0 under Pˆ0, so that the diusion regenerates at time
τ1 under Pˆ0. We dene the regeneration times τk, k ≥ 2, in an iterative fashion, and we
provide the renewal struture in Theorem 2.2.
In fat, the preise denition of τ1 relies on several sequenes of stopping times. First,
for a > 0, introdue the (Ft)t≥0-stopping times Vk(a), k ≥ 0, (reall M(t) in (2.3) and
Tu in (2.2)):
V0(a)
def
= TM(0)+a , Vk+1(a)
def
= TM(⌈Vk(a)⌉)+R . (2.9)
In view of the Markov property, see point 2. of Proposition 2.1, we want the stopping
times Nk(a), k ≥ 1, to be integer-valued. Therefore we introdue in an intermediate step
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the (integer-valued) stopping times N˜k(a) where the proess Xt · l essentially reahes a
maximum:
N˜1(a)
def
= inf
{
⌈Vk(a)⌉ : k ≥ 0, sup
s∈[Vk,⌈Vk⌉]
|l · (Xs −XVk)| < R2
}
,
N˜k+1(a)
def
= N˜1(3R) ◦ θN˜k(a) + N˜k(a) , k ≥ 1 ,
(2.10)
(by onvention we set N˜k+1 = ∞ if N˜k = ∞). In the spirit of the omment at the
beginning of this subsetion, we dene the (Zt)t≥0-stopping time N1 as
N1(a)
def
= inf
{
N˜k(a) : k ≥ 1, λN˜k(a) = 1
}
, N1
def
= N1(3R), (2.11)
as well as the (Zt)t≥0-stopping times{
S1
def
= N1 + 1 ,
R1
def
= S1 +D ◦ θS1 .
(2.12)
The (Zt)t≥0-stopping times Nk+1, Sk+1 and Rk+1 are dened in an iterative fashion for
k ≥ 1:
Nk+1
def
= Rk +N1(ak) ◦ θRk with ak def= M(Rk)−XRk · l +R ≥ R ,
Sk+1
def
= Nk+1 + 1 ,
Rk+1
def
= Sk+1 +D ◦ θSk+1
(2.13)
(the shift θRk is not applied to ak in the above denition).
Notie that for all k ≥ 1, the (Zt)t≥0-stopping times Nk, Sk and Rk are integer-valued,
possibly equal to innity, and we have 1 ≤ N1 ≤ S1 ≤ R1 ≤ N2 ≤ S2 ≤ R2 · · · ≤ ∞.
The rst regeneration time τ1 is dened, as in [36℄, by
τ1
def
= inf{Sk : Sk <∞, Rk =∞} ≤ ∞ . (2.14)
We dene the sequene of random variables τk, k ≥ 1, iteratively on the event {τ1 <∞},
by viewing τk as a funtion of (X·, λ·):
τk+1
(
(X·, λ·)
) def
= τ1
(
(X·, λ·)
)
+ τk
(
(Xτ1+· −Xτ1 , λτ1+·)
)
, k ≥ 1, (2.15)
and set by onvention τk+1 =∞ on {τk =∞}. Observe that for eah k ≥ 1, τk is either
innite or a positive integer. By onvention, we set τ0 = 0. The random variables τk,
k ≥ 0, provide a renewal struture, see also Theorem 2.5 in Shen [28℄, whih will be
ruial in the proof of Theorem 3.1.
Theorem 2.2 (Renewal Struture). Assume that Pˆ0-a.s., τ1 < ∞. Then under the
measure Pˆ0, the random variables Zk
def
=
(
X(τk+·)∧(τk+1−1) −Xτk ; Xτk+1 −Xτk ; τk+1 − τk
)
,
k ≥ 0, are independent. Furthermore, Zk, k ≥ 1, under Pˆ0, have the distribution of
Z0 =
(
X·∧(τ1−1) −X0; Xτ1 −X0; τ1
)
under Pˆ0[ · |D =∞].
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The following Proposition is also established in [28℄ (see Lemma 2.3 and Proposition
2.7 therein):
Proposition 2.3. Pˆ0-a.s. τ1 <∞ if and only if P0-a.s. limt→∞Xt ·l =∞. Furthermore
Pˆ0-a.s. τ1 <∞ implies P0[D =∞] > 0 (reall the denition of D in (2.4)).
3 Equivalent Formulations of Condition (T )γ
In this setion, we provide an equivalent formulation of the ondition (T )γ |l, f. (1.10),
in terms of a strethed exponential estimate on the size of the trajetory Xt, 0 ≤ t ≤ τ1.
Theorem 3.1. Let l ∈ Sd−1, 0 < γ ≤ 1. One has the equivalene
• (T )γ |l (3.1)
• P0 − a.s. lim
t→∞Xt · l =∞ , and for some µ > 0, Eˆ0[exp{µ sup0≤t≤τ1
|Xt|γ}] <∞ . (3.2)
3.1 The Proof of (3.1) ⇒ (3.2)
Let us rst show that
P0 − a.s. lim
t→∞Xt · l =∞ . (3.3)
We hoose an orthonormal basis (fi)1≤i≤d of Rd with f1 = l. By denition of ondition
(T )γ |l, there are unit vetors li,+, li,− in Rf1 + Rfi, 2 ≤ i ≤ d, suh that:
li,± · f1 > 0, li,+ · fi > 0, li,− · fi < 0,
and, for l′ = l, li,+, li,−, 2 ≤ i ≤ d, b > 0,
lim sup
L→∞
L−γ log P0[XTU
l′,b,L
· l′ < 0] < 0 . (3.4)
Consider the open set D def= {x ∈ Rd, |x · l| < 1, x · li,± > −1, 2 ≤ i ≤ d}. D is a bounded
set, hene we an nd numbers ai,± > 0 , 2 ≤ i ≤ d, suh that
D ⊆ {x ∈ Rd : x · li,± < ai,± , 2 ≤ i ≤ d} .
Sine (T )γ holds relative to l and li,±, 2 ≤ i ≤ d, writing
P0[TLD < T lL] ≤ P0[T˜ l−L < T lL] +
d∑
i=2
P0[T˜
li,+
−L < T
li,+
Lai,+
] +
d∑
i=2
P0[T˜
li,−
−L < T
li,−
Lai,−
] ,
we nd by (3.4) that
lim sup
L→∞
L−γ logP0[TLD < T lL] < 0 . (3.5)
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Sine P0[T
l
L =∞] ≤ P0[TLD < T lL], and the left-hand side inreases with L, (3.5) implies
that P0 − a.s. lim supt→∞Xt · l =∞ . As a next step we observe that
lim sup
L→∞
L−γ logP0[T˜ lL
2
◦ θT lL < T
l
4L
3
◦ θT lL ] < 0 . (3.6)
Indeed:
P0[T˜
l
L
2
◦ θT lL < T
l
4L
3
◦ θT lL ] ≤ P0[TLD < T
l
L] + P0[T˜
l
L
2
◦ θT lL < T
l
4L
3
◦ θT lL , TLD = T
l
L] , (3.7)
and by (3.5) we only need to estimate the seond term on the right-hand side of (3.7).
We dene
∂+D def= {x ∈ ∂D : x · l = 1},
and let (B1(xi))i∈I , xi ∈ ∂+LD, I a nite set with ardinality growing polynomially in
L, be a over of ∂+LD by unit balls, see above (2.2) for the notation. It follows from the
strong Markov property and the stationarity of the measure P that
P0[T˜
l
L
2
◦ θT lL < T
l
4L
3
◦ θT lL , TLD = T
l
L] ≤
∑
i∈I
E
[
E0,ω[PX
Tl
L
,ω[T˜
l
L
2
< T l4L
3
],XT lL
∈ B1(xi)]
]
≤
∑
i∈I
E
[
sup x∈B1(xi)Px,ω[T˜
l
L
2
< T l4L
3
]
]
=
∑
i∈I
E
[
sup x∈B1(0)Px,ω[T˜
l
−L
2
< T lL
3
]
]
.
(3.8)
For large enough L, it follows from the strong Markov property that for all ω ∈ Ω,
the funtion x 7→ Px,ω[T˜ l−L
2
< T lL
3
] is Lω-harmoni on B3(0), (3.9)
see for instane [11℄ p.364f. Harnak's inequality (see [8℄ p.250) states that there is a
onstant cH > 1 suh that for all Lω-harmoni funtions u on B3(x), x ∈ Rd,
sup
y∈B1(x)
u(y) ≤ cH inf
y∈B1(x)
u(y) , (3.10)
whih shows that
E
[
sup x∈B1(0)Px,ω[T˜
l
−L
2
< T lL
3
]
]
≤ cH P0[T˜ l−L
2
< T lL
3
]. (3.11)
Inserting (3.11) in (3.8), we see that (3.6) follows from (3.1). From an appliation of
Borel-Cantelli's lemma we obtain that P0-a.s. for large integer L,
T l4L
3
< T˜ lL
2
◦ θT lL + T
l
L.
So on a set of full P0-measure we an onstrut an integer-valued sequene Lk ր ∞,
with Lk+1 = [
4
3Lk] and T
l
Lk+1
< T˜ lLk
2
◦ θT lLk + T
l
Lk
, k ≥ 0. This shows (3.3).
We now show that for some µ > 0
Eˆ0[exp{µ sup
0≤t≤τ1
|Xt|γ}] <∞. (3.12)
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The proof is divided into several propositions. In a rst step, we study the integrability
properties of the random variable (reall (2.4))
M
def
= sup {(Xt −X0) · l : 0 ≤ t ≤ J} , (3.13)
i.e. M is the maximal relative displaement of X. in the diretion l before it goes an
amount of R below its starting point. By virtue of the Proposition 2.3 and (3.3), we
know that P0[D =∞] = P0[J =∞] > 0 (reall (2.4)). Hene we annot expet M to be
nite. Nevertheless we have the following Proposition:
Proposition 3.2. There is µ1 > 0 suh that
E0[exp {µ1 Mγ}, J <∞] ≤ 1− P0[J=∞]2 .
Proof. Let Lk =
(
4
3
)k
. By our previous result (3.6), we see that there is µ > 0 suh that
for large integers k:
P0 [Lk ≤M < Lk+1, J <∞] ≤ P0
[
T˜ lLk/2 ◦ θT lLk < T
l
4Lk/3
◦ θT lLk
]
≤ exp {−µLγk}.
(3.14)
Let k0 be large enough suh that
∑
k≥k0 exp {−µ2L
γ
k} ≤ P0[J=∞]4 . Further, let µ1 > 0
suh that 0 < (43)
γµ1 <
µ
2 . Then (3.14) shows that for k0 large enough,
E0[exp {µ1 Mγ}, J <∞]
≤ exp {µ1Lγk0} P0[J <∞] +
∑
k≥k0
exp {µ1Lγk+1} P0[Lk ≤M < Lk+1, J <∞]
≤ exp {µ1Lγk0} (1− P0[J =∞]) +
∑
k≥k0
exp {−µ2Lγk}
≤ exp {µ1Lγk0} (1− P0[J =∞]) +
P0[J=∞]
4 ≤ 1− P0[J=∞]2 ,
provided µ1 > 0 is hosen small enough in the last inequality.
As a next step, we shall prove the integrability of exp {µ (Xτ1 · l)γ} under the ex-
tended annealed measure Pˆ0. Reall the (Zt)t≥0- stopping times (Vk(a))k≥0, (N˜k(a))k≥0
and N1(a) dened in subsetion 2.3. As we will see in the proof of Proposition 3.4,
exp {µ ((XN1(a) −X0) · l)γ} will play a key role in studying the integrability of
exp {µ (Xτ1 · l)γ} under Pˆ0. Let us therefore start with the following Proposition, whih
only assumes that, P0 − a.s., limt→∞Xt · l =∞, whih we have established in (3.3).
Proposition 3.3. Assume that limt→∞Xt · l =∞ P0−a.s. Then, for eah µ2 > 0 there
is µ3 > 0, suh that for P-a.e. ω ∈ Ω:
sup
x,a≥R
Eˆx,ω[exp {µ3 (((XN1(a) −X0) · l)γ − aγ)}] ≤ 1 + µ2. (3.15)
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Proof. Dene Al
def
= {limt→∞Xt · l =∞}. Observe that
for P-a.e. ω and for every x ∈ Rd, Px,ω[Al] = 1 . (3.16)
Indeed, by the stationarity of the measure P, Py[Al] = 1 for all y ∈ Rd. Hene∫
dy Py[A
c
l ] = 0, and by applying Fubini's Theorem it follows that there is a P-null
set Γ ⊂ Ω, suh that for all ω /∈ Γ and y outside a Lebesgue null set N (ω) ⊂ Rd,
Py,ω[A
c
l ] = 0. Observe that for all x ∈ Rd, and ω ∈ Ω, Px,ω[Al] = Px,ω[Al ◦ θ1]. It
follows from the Markov property that for all x ∈ Rd, and ω /∈ Γ, Px,ω[Al ◦ θ1] =∫
Rd
Py,ω[Al] pω(1, x, y) dy = 1, where pω(s, x, y) is the transition density funtion under
Px,ω (that is, for every open subset U of R
d
, Px,ω[Xs ∈ U ] =
∫
U pω(s, x, y) dy). The
laim (3.16) now follows. When Px,ω[Al] = 1 for all ω ∈ Ω and all x ∈ Rd, Proposition
4.8 in Shen [28℄ shows that (3.15) holds for all ω ∈ Ω, when γ = 1. By the same proof
as given there, Proposition 3.3 follows from (3.16) when γ = 1. When 0 < γ < 1, using
βγ − αγ ≤ β − α for β ≥ 1 ∨ α, and (3.15) with γ = 1, we nd µ3 ∈ (0, 1) suh that
sup
x,a≥R
Eˆx,ω[exp {µ3 (((XN1(a) −X0) · l)γ − aγ)}]
≤ sup
x,a≥R
Eˆx,ω[exp {µ3 (((XN1(a) −X0) · l)γ − aγ)}, (XN1(a) −X0) · l ≥ 1 ∨ a] + e ≤ 4.
By Jensen's inequality, if n ≥ 1 is large enough, we nd
sup
x,a≥R
Eˆx,ω[exp {µ3n (((XN1(a) −X0) · l)γ − aγ)}] ≤ 4
1
n ≤ 1 + µ2 ,
whih shows (3.15).
Proposition 3.4. There exists µ4 > 0 suh that
Eˆ0[exp{µ4(Xτ1 · l)γ}] <∞. (3.17)
Proof. Using that, Pˆ0-a.s., XSk · l ≤ XNk · l + 10R, k ≥ 1, (see the remark following
(2.13)) we observe that
Eˆ0[exp{µ4(Xτ1 · l)γ}] =
∑
k≥1
Eˆ0[exp{µ4(XSk · l)γ}, Sk <∞,D ◦ θSk =∞]
≤ exp(µ4(10R)γ)
∑
k≥1
Eˆ0[exp{µ4(XNk · l)γ}, Nk <∞] def= exp(µ4(10R)γ)
∑
k≥1
hk. (3.18)
Observe that, for k ≥ 1, see (2.13),
l ·XNk+1 = l ·XRk + l · (XN1(ak) −X0) ◦ θRk ,
with ak = M(Rk)− l ·XRk +R ∈ ZRk , (in fat for any m ≥ 1, ak ·1{Rk=m} is Fm⊗Sm−1-
measurable, and λm is independent of Fm ⊗ Sm−1). We reall that the shift θRk is not
applied to ak. Therefore, by the strong Markov property, f. Proposition 2.1, and, by
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applying Proposition 3.3 (notie that ak ≥ R, k ≥ 1, see (2.13)), we see that for all
µ2 > 0, there is µ4 ∈ (0, µ3) suh that:
hk+1 ≤E
[
Eˆ0,ω
[
exp
{
µ4(l ·XRk)γ
}
, Rk <∞, EˆXRk ,ω
[
exp
{
µ4(l · (XN1(ak) −X0))γ
}]]]
≤E
[
Eˆ0,ω
[
exp
{
µ4(l ·XRk)γ
}
, Rk <∞, (1 + µ2) eµ4a
γ
k
]]
.
(3.19)
Observe that withM from (3.13) and Z1 as in Lemma 6.1 of the Appendix, the following
inequalities hold, when Rk is nite:
ak ≤ Z1 ◦ θJ ◦ θSk +M ◦ θSk + 2R ,
l ·XRk = l ·XSk +
(
l · (XD −X0)
)︸ ︷︷ ︸
≤Z1◦θJ
◦ θSk .
Insert them into the last term of (3.19), apply the strong Markov property at time Sk, f.
Proposition 2.1, (we use the same argument as above, that for m ≥ 1, exp{µ4(l ·XSk)γ} ·
1{Sk=m} is Fm ⊗Sm−1-measurable, and λm is independent of Fm ⊗Sm−1), then use the
strong Markov property for the proess (Xt)t≥0 at time J on the event it is nite, and
obtain (observe that M is FJ -measurable)
hk+1
≤eµ4(2R)γ E
[
Eˆ0,ω
[
eµ4(l·XSk)
γ
, Sk <∞, (1 + µ2) EˆXSk ,ω
[
exp
{
µ4(2Z
γ
1 ◦ θJ +Mγ)
}
, J <∞]]]
≤eµ4(2R)γ E
[
Eˆ0,ω
[
eµ4(l·XSk)
γ
, Sk <∞, (1 + µ2)EXSk ,ω
[
eµ4M
γ
EXJ ,ω
[
e2µ4Z
γ
1
]
, J <∞
]]]
.
From Lemma 6.1 of the Appendix, we know that, for µ4 ∈ (0, δ), supx,ω Ex,ω[e2µ4Z
γ
1 ] ≤
1 + µ2. Further we use that, Pˆ0-a.s.,(XSk − XNk) · l ≤ 10R, k ≥ 1, and, that, after
an appliation of the strong Markov property to the stopping time Nk, onditionally
on ZNk , X1 is uniformly distributed on BXNk under Pˆ 1XNk ,ω, see Proposition 2.1. Let
µ5
def
= exp{µ4((2R)γ + (10R)γ)}(1 + µ2)2, then we obtain that the last expression is
smaller than
µ5 E
[
Eˆ0,ω
[
eµ4(l·XNk )
γ
, Nk <∞, EXSk ,ω
[
eµ4M
γ
, J <∞
]]]
=µ5 E
[
Eˆ0,ω
[
eµ4(l·XNk )
γ
, Nk <∞, Eˆ1XNk ,ω
[
EX1,ω
[
eµ4M
γ
, J <∞
]]]]
=µ5
1
|BR|
∫
dy E
[
Eˆ0,ω
[
eµ4(l·XNk )
γ
, Nk <∞, y ∈ BXNk
]
Ey,ω
[
eµ4M
γ
, J <∞
]]
.
Sine Eˆ0,ω[exp {µ4(XNk · l)γ}, Nk < ∞, y ∈ BXNk ] is H{x·l≤y·l−4R}-measurable (see
point (3) in the addendum [29℄ to Shen [28℄) and Ey,ω[exp {µ4 Mγ}, J <∞] isH{x·l≥y·l−R}-
measurable, as a result of nite range dependene, see (1.6), the above random variables
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are P-independent. Hene, using the stationarity of the measure P and Proposition 3.2,
we obtain that
hk+1 ≤µ5Eˆ0
[
eµ4(l·XNk )
γ
, Nk <∞
]
·E0
[
eµ4M
γ
, J <∞
]
≤µ5
(
1− P0[J=∞]2
)
Eˆ0
[
eµ4(l·XNk )
γ
, Nk <∞
]
≤ (1− α)Eˆ0
[
eµ4(l·XNk )
γ
, Nk <∞
]
,
for some α > 0, provided µ2 > 0 and µ4 ∈ (0, µ1 ∧ µ3 ∧ δ) are small enough suh that
µ5(1− P0[J=∞]2 ) = eµ4((2R)
γ+(10R)γ )(1+µ2)
2(1− P0[J=∞]2 ) ≤ 1−α. It follows by indution
that
hk+1 ≤ (1− α)kEˆ0
[
eµ4(l·XN1 )
γ
, N1 <∞
]
so that, by (3.18), and by virtue of Proposition 3.3,
Eˆ0
[
eµ4(Xτ1 ·l)
γ
]
≤ eµ4(10R)γ Eˆ0
[
eµ4(l·XN1 )
γ
, N1 <∞
] ∑
k≥0
(1− α)k <∞ ,
whih is our laim (3.17).
The assertion (3.12) now readily follows. Choose r > 0 suh that D¯ ⊂ Br(0), and let
L˜
def
= L
1
γ
r . Hene L˜D¯ ⊂ BrL˜(0), and by denition of the random variable τ1 in (2.14),
Pˆ0
[
sup
0≤t≤τ1
|Xt|γ ≥ L
]
≤ Pˆ0[TL˜D < τ1] ≤ P0[TL˜D < T lL˜] + Pˆ0[TL˜D = T lL˜, TL˜D < τ1]
≤P0[TL˜D < T lL˜] + Pˆ0[Xτ1 · l ≥ L˜− 3R].
(3.20)
Applying (3.5) to the rst term on the right-hand side of (3.20), and applying Cheby-
hev's inequality and Proposition 3.4 to the seond term on the right-hand side, we
nd
lim sup
L→∞
L−1 log Pˆ0[ sup
0≤t≤τ1
|Xt|γ ≥ L] < 0. (3.21)
Thus, for some µ > 0 small enough,
Eˆ0[exp {µ sup
0≤t≤τ1
|Xt|γ}] = 1 + µ
∫ ∞
0
exp {µL}Pˆ0[ sup
0≤t≤τ1
|Xt|γ ≥ L] dL <∞ ,
and (3.12) follows from (3.21).
3.2 The Proof of (3.2) ⇒ (3.1)
By Proposition 2.3, we know that limt→∞Xt · l =∞ P0-a.s. implies τ1 <∞ Pˆ0-a.s., and
hene Theorem 2.2 holds. To verify ondition (T )γ |l, we rst show that the diusion has
an asymptoti diretion vˆ under Pˆ0, with vˆ · l > 0, see Proposition 3.5. The laim (3.1)
is implied by Lemma 3.7, whih is immediate for d = 1, and whih follows from a ontrol
on the osillations of the diusion orthogonal to vˆ under Pˆ0, see Proposition 3.6, when
d ≥ 2.
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Proposition 3.5. It holds that
P0 − a.s., Xt|Xt| −→t→∞ vˆ
def
=
Eˆ0[Xτ1 |D =∞]
|Eˆ0[Xτ1 |D =∞]|
and vˆ · l > 0. (3.22)
Proof. By denition of τ1, Xτ1 · l > 0 Pˆ0-a.s., so vˆ is well dened and vˆ · l > 0. By
assumption, Eˆ0[Xτ1 |D =∞] <∞. The strong law of large numbers applied to the i.i.d.
random variables Xτk+1 −Xτk , k ≥ 1, (f. Theorem 2.2) yields
1
k
Xτk −→
k→∞
Eˆ0[Xτ1 |D =∞] Pˆ0 − a.s. (3.23)
For t > 0, dene k(t) via
τk(t) ≤ t < τk(t)+1, (3.24)
i.e. k(t) is the number of regenerations up to time t. Clearly Pˆ0-a.s. k(t) −→
t→∞∞. Write,
for k(t) ≥ 1,
Xt
k(t)
=
Xτk(t)
k(t)
+
1
k(t)
(Xt −Xτk(t)). (3.25)
The modulus of the seond term on the right-hand side an be bounded by
sup
s≥0
1
k(t)
∣∣X(τk(t)+s)∧τk(t)+1 −Xτk(t)∣∣. (3.26)
Sine λτk−1 = 1, k ≥ 1, it follows from Proposition 2.1 that, Pˆ0-a.s., Xu ∈ UXτk−1 for all
u ∈ [τk − 1, τk], and we thus nd that Pˆ0-a.s.,
1
k
∣∣X(τk+s)∧τk+1 −Xτk ∣∣ ≤ 1k ∣∣X(τk+s)∧(τk+1−1) −Xτk ∣∣+ 12Rk . (3.27)
For k ≥ 0, let Yk def= sups≥0 |X(τk+s)∧(τk+1−1) −Xτk |. From Theorem 2.2, we know that
the random variables Yk, k ≥ 1, are i.i.d. random variables under Pˆ0 and are distributed
under Pˆ0 as Y0 under Pˆ0[·|D =∞]. Hene, applying Chebyhev's inequality and Theorem
2.2, we nd by virtue of (3.2) that, for ǫ > 0, there is µ > 0 and α < ∞ suh that for
k ≥ 1,
Pˆ0
[ |Yk|
k > ǫ
]
≤ exp {−µ(kǫ)γ}Eˆ0[exp {µ|Yk|γ}]
= exp {−µ(kǫ)γ}Eˆ0[exp {µ sup
s≥0
|Xs∧(τ1−1)|γ}
∣∣D =∞] ≤ α exp {−µ(kǫ)γ}.
Applying Borel-Cantelli's lemma, we see that, Pˆ0-a.s.,
1
k |Yk| −→k→∞ 0, and hene, Pˆ0-a.s.,
1
k(t) |Yk(t)| −→t→∞ 0. The laim (3.22) now follows from (3.23), (3.25)and from (3.27).
Denote by Π( · ) the orthogonal projetion on the orthogonal omplement of vˆ:
Π(w)
def
= w − (w · vˆ)vˆ , (3.28)
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and let Llu
def
= sup{t ≥ 0 : Xt · l ≤ u} be the time of last visit of the half spae {x · l ≤ u}
by X·. The next Proposition gives a ontrol on the osillations of the proess orthogonal
to vˆ, when d ≥ 2.
Proposition 3.6. (d ≥ 2)
Assume (3.2). For ρ ∈ (12 , 1] and α > 0,
lim sup
u→∞
u−(2ρ−1)∧γρ log P0
[
sup
0≤t≤Llu
|Π(Xt)| > αuρ
]
< 0. (3.29)
Proof. Without loss of generality, we an replae |Π(Xt)| by Xt · w, where w ∈ Rd is
suh that w · vˆ = 0. Reall the denition of k(t) in (3.24). Notie that Pˆ0-a.s., for
k ≥ 1, (Xτk − Xτk−1) · l ≥ 21R/2. Indeed, by Theorem 2.2, it sues to prove the
statement for k = 1. Reall that τ0 = 0, and observe that (XVk(3R) −X0) · l ≥ 3R, all
k ≥ 0, and hene we nd (XN˜1(3R) − X0) · l ≥ 5R/2, all k ≥ 1. Consequently, sine
XN˜k(3R) · l ≥ XN˜1(3R) · l, we obtain (XN1(3R) −X0) · l ≥ 5R/2, and sine λN1(3R) = 1, we
nd from Proposition 2.1, as well as from the denition of τ1 and the stopping times Sk,
k ≥ 1, that (Xτ1 −X0) · l ≥ (XS1 −X0) · l ≥ (XN1(3R) −X0) · l + 8R ≥ 21R/2. Sine,
for 0 ≤ t ≤ Llu, Xτk(t) · l < u+R, it follows that k(t) ≤ u+R21R/2 ≤ uR , u large enough. Let
X∗ def= supt≤τ1 |Xt −X0|. For t ≥ 0 it holds Pˆ0-a.s. that
Xt · w = Xτk(t) · w + (Xt −Xτk(t)) · w ≤ Xτk(t) · w +X∗ ◦ θτk(t) .
It follows that
Pˆ0[ sup
0≤t≤Lu
Xt · w > αuρ] ≤
∑
0≤k≤ u
R
Pˆ0[Xτk · w +X∗ ◦ θτk > αuρ]
≤
∑
0≤k≤ u
R
Pˆ0[X
∗ ◦ θτk > α3uρ] +
∑
1≤k≤ u
R
(Pˆ0[Xτ1 · w > α3uρ] + Pˆ0[(Xτk −Xτ1) · w > α3uρ]).
(3.30)
Applying rst Chebyhev's inequality, then Theorem 2.2 to the rst term of the last line
of (3.30)(we use the same deomposition of the path as in (3.27)), and with (3.2) applied
to both the rst and the seond term, we nd that there is λ > 0, suh that for large u,
(3.30) is smaller than
exp{−λ(α3 uρ)γ}+
∑
1≤k≤ u
R
Pˆ0[(Xτk −Xτ1) · w > α3uρ]. (3.31)
If γ ∈ (0, 1), the laim (3.29) follows from Theorem 2.2 and from Theorem A.1. in
the Appendix of Sznitman [33℄. If γ = 1, then, as above, we rst apply Chebyhev's
inequality and then Theorem 2.2 to (3.31) and obtain that it is smaller than
exp{−λα3 uρ}(1+
∑
1≤k≤ u
R
Eˆ0[exp{λXτ1 ·w}|D =∞]k−1) ≤ exp{−λα3 uρ}(1+ uR exp{ uRH(λ)})
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provided, we dene, for |λ| small,
H(λ)
def
= log Eˆ0[exp{λXτ1 · w}|D =∞].
H(·) is a onvex funtion, and, sine Eˆ0[Xτ1 · w |D = ∞] = 0, we see that H(0) =
0, H ′(0) = 0, H(·) ≥ 0 for λ ≥ 0, and H(λ) = O(λ2), as λ→ 0. If ρ = 1, hoose λ > 0
small enough suh that H(λ) < λα3R, and (3.29) holds. In the ase ρ ∈ (12 , 1), we instead
hoose for a suiently small ν > 0, λ = νuρ−1, and onlude in a similar fashion.
Let Rˆ(·) be a rotation of Rd suh that Rˆ(e1) = vˆ. For ǫ > 0, onsider the ylinder in
R
d
:
Cǫ,u
def
= Rˆ
((
−ǫu, u
ǫ
)
×Bd−1ǫu
2
(0)
)
, (3.32)
where, for r > 0, Bd−1r (0) stands for the (d− 1)-dimensional Eulidean ball with radius
r and enter 0. (Cǫ,u is understood as Rˆ(−ǫu, uǫ ) when d = 1).
The next step is
Lemma 3.7. Assume (3.2). For ǫ > 0,
lim sup
u→∞
u−γ logP0[TCǫ,u < T vˆu
ǫ
] < 0. (3.33)
Proof. Let us rst handle the ase d = 1. From Chebyhev's inequality and (3.1), for
large u, we nd α > 0 suh that
P0[T˜
vˆ
−uǫ < T
vˆ
u
ǫ
] ≤ P0[T˜ vˆ−uǫ <∞] ≤ Pˆ0[ sup
0≤t≤τ1
|Xt| ≥ ǫu] ≤ exp{−αuγ} ,
and (3.33) follows. When d ≥ 2, write
P0[TCǫ,u < T
vˆ
u
ǫ
] ≤ P0[T˜ vˆ−uǫ < T vˆu
ǫ
, sup{|Π(Xt)| : t ≤ T˜ vˆ−uǫ} ≤ ǫ2 l · vˆ u]+
P0[T˜
vˆ
−uǫ < T
vˆ
u
ǫ
, ǫ2 l · vˆ u < sup{|Π(Xt)| : t ≤ T˜ vˆ−uǫ} ≤ ǫ2u] + P0[TCǫ,u < T˜ vˆ−uǫ ∧ T vˆuǫ ].
(3.34)
Let us rst estimate the probability of the leftmost event on the right-hand side of (3.34).
Observe that on this event,
XT˜ vˆ
−ǫu
· l = XT˜ vˆ
−ǫu
· vˆ vˆ · l +Π(XT˜ vˆ
−ǫu
) · l ≤ − ǫ
2
u vˆ · l .
Hene, with the help of (3.2), for large u, we nd α > 0 suh that the probability of this
event is smaller than
P0[T˜
l
− ǫ2 l·vˆ u
<∞] ≤ Pˆ0[τ1 > T˜ l− ǫ2 l·vˆ u] ≤ Pˆ0[ sup0≤t≤τ1
|Xt| ≥ ǫ2 l · vˆ u] ≤ exp{−αuγ}.
To bound the rightmost term of (3.34), notie that {TCǫ,u < T˜ vˆ−uǫ ∧ T vˆu
ǫ
} ⊆
{sup0≤t≤Ll
(ǫ/2+1/ǫ)u
|Π(Xt)| ≥ ǫu2 }, and then apply Proposition 3.6 with ρ = 1. The bound
for the middle term of (3.34) equally follows from a diret appliation of Proposition 3.6
with ρ = 1.
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Now (3.1) easily follows. Indeed, hoose ǫ > 0 suh that ǫ < 2b ∧ vˆ·l2 . The last
estimate also holds for unit vetors l′ in a neighborhood of l, and, with the notation
∂+C
ǫ,L = {x ∈ ∂ Cǫ,L : x · vˆ = L/ǫ} for the top part of the boundary of the ylinder
and similarly ∂−Cǫ,L = {x ∈ ∂ Cǫ,L : x · vˆ = −ǫL} for the bottom part of the boundary,
it follows that ∂+C
ǫ,L
is ontained in the omplement of Ul′,b,L, whereas ∂−Cǫ,L lies inside
Ul′,b,L. As a result, we nd that for unit vetors l
′
as above,
lim sup
L→∞
L−γ logP0
[
XTU
l′,b,L
· l′ < 0
]
≤ lim sup
L→∞
L−γ logP0
[
TCǫ,L < T
vˆ
L
ǫ
]
< 0 , (3.35)
whih is our laim (3.1).
Remark 3.8. In the same way as in (3.35), we see that,
if (T )γ |l0 holds for some l0 ∈ Sd−1, then (T )γ |l holds i l · vˆ > 0 . (3.36)
4 Tail estimates on the rst renewal time τ1
The ballisti law of large numbers and the entral limit theorem established in Shen [28℄
(see (1.16) and (1.17)) respetively follow from P0-a.s. limt→∞Xt · l = ∞, Eˆ0[τ1] < ∞
and from P0-a.s. limt→∞Xt · l = ∞, Eˆ0[τ21 ] < ∞. In this setion, we are going to
derive tail estimates on τ1 under the assumption of ondition (T
′). These will ensure the
niteness of every moment of τ1 when d ≥ 2, see (4.35). The arguments in this setion
losely follow setion 3 in Sznitman [32℄.
For a bounded domain U , and f a bounded measurable funtion on U , introdue the
semigroup orresponding to the diusion killed when exiting U , see (2.1) for notations,
RUt,ωf(x)
def
= Ex,ω[f(Xt), TU > t], (4.1)
and a threshold time related to the deay of the semigroup,
tω(U)
def
= inf
{
t ≥ 0 : ‖RUt,ω‖∞,∞ ≤
1
2
}
= inf
{
t ≥ 0 : sup
x∈U
Px,ω[TU > t] ≤ 1
2
}
. (4.2)
Consider further the suessive returns of X· to B1(x) and departures from B2(x),
Rx1
def
= inf{s ≥ 0 : Xs ∈ B1(x)}, Dx1 def= inf{s ≥ Rx1 : Xs /∈ B2(x)}, (4.3)
and indutively, for n ≥ 0,
Rxn+1
def
= Dxn +R
x
1 ◦ θDxn , Dxn+1
def
= Rxn+1 +D
x
1 ◦ θRxn+1 . (4.4)
Lemma 4.1. There is a onstant c suh that for all bounded domains U and ω ∈ Ω, one
an nd x0 in
1√
d
Z
d
within distane 1 of U suh that
inf
z∈∂B2(x0)
Pz,ω[R
x0
1 > TU ] ≤
c diam(U)d
tω(U)
. (4.5)
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Proof. Cover U by unit balls entered in 1√
d
Z
d
, and let (yi)
N
i=1, N ≤ cdiam(U)d, be an
enumeration of the enters of these balls. Choose δ ≤ tω(U)/2, then, by denition of
tω(U), we an nd an x1 in U suh that Px1,ω[TU > tω(U) − δ] > 12 . Hene 14tω(U) ≤
1
2(tω(U) − δ) ≤ Ex1,ω[TU ]. Applying the strong Markov property to the stopping times
Ryij and using the fat that supω∈Ω supi,x∈B¯1(yi)Ex,ω
[
TB2(yi)
]
<∞, see for instane [11℄
p.365, yields
1
4
tω(U) ≤ Ex1,ω[TU ] ≤
N∑
i=1
Ex1,ω
[∫ TU
0
1B1(yi)(Xs)ds
]
≤
N∑
i=1
∞∑
j=1
Ex1,ω
[
Ryij < TU , EXRyi
j
,ω
[∫ D1
0
1B1(yi)(Xs)ds
]]
≤ c
N∑
i=1
∞∑
j=1
Px1,ω
[
Ryij < TU
]
.
(4.6)
For j ≥ 2, suessive appliations of the strong Markov property show that
Px1,ω[R
yi
j < TU ] =Ex1,ω[R
yi
j−1 < TU , PXDyi
j−1
,ω[R
yi
1 < TU ]]
≤ sup
z∈∂B2(yi)
Pz,ω[R
yi
1 < TU ]Px1,ω[R
yi
j−1 < TU ]
≤( sup
z∈∂B2(yi)
Pz,ω[R
yi
1 < TU ])
j−1Px1,ω[R
yi
1 < TU ] .
Using the last estimate, we see that the last expression in (4.6) is smaller than
c
N∑
i=1
Px1,ω[R
yi
1 < TU ]
infz∈∂B2(yi) Pz,ω[R
yi
1 > TU ]
≤ cdiam(U)
d
inf1≤i≤N infz∈∂B2(yi) Pz,ω[R
yi
1 > TU ]
.
The laim (4.5) now follows.
For β ∈ (0, 1] and L > 0, we denote by Uβ,L the set
Uβ,L
def
= {x ∈ Rd : x · l ∈ (−Lβ , L)}.
The next Proposition shows that the ontrol of the tail of the variable τ1 an be ob-
tained from the derivation of large-deviation-type estimates on the exit distribution of
the diusion out of Uβ,L.
Proposition 4.2. Let d ≥ 2, and assume that (T ′) holds with respet to l ∈ Sd−1. If
β ∈ (0, 1) is suh that for any α > 0,
lim sup
L→∞
L−1 logP
[
P0,ω
[
XTUβ,L · l > 0
]
≤ exp{−αLβ}
]
< 0, (4.7)
then
lim sup
u→∞
(log u)−ζ log Pˆ0[τ1 > u] < 0 (4.8)
for any ζ < 1β (when (T ) holds, one an hoose ζ =
1
β ).
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Proof. Let R be a rotation of Rd suh that R(e1) = l. For L > 0 write
CL = R
(
(−L/2, L/2)d
)
and Vx = x+R
(
(−1, 3) × (−1, 1)d−1
)
.
From the Support Theorem, see [2℄ p.25, we know that there is a onstant κ > 0 suh
that for all x ∈ Rd and all ω ∈ Ω
inf
z∈B 1
2
(x)
Pz,ω[X1 ∈ B 1
2
(x+ 2l), TVx > 1] ≥ κ > 0. (4.9)
For u > 1, denote ∆(u)
def
= ⌊ logu6 log(1/κ)⌋ and L(u)
def
= ∆(u)
1
β
. Let β ∈ (0, 1) and ζ < 1β .
Write
Pˆ0[τ1 > u] ≤Pˆ0[τ1 > u, TCL(u) ≤ τ1] + P0[TCL(u) > u]
≤Pˆ0[ sup
0≤t≤τ1
|Xt| ≥ L(u)/2] + P0[TCL(u) > u].
(4.10)
Using Chebyhev's inequality and ondition (T )γ |l, γ lose to 1 suh that γβ ≥ ζ, we nd
that
lim sup
u→∞
(log u)−ζ log Pˆ0[ sup
0≤t≤τ1
|Xt| ≥ L(u)/2] < 0. (4.11)
Hene, by means of (4.10), it sues to show that
lim sup
u→∞
(log u)
− 1
β log P0[TCL(u) > u] < 0. (4.12)
Reall the denition of tω(U) in (4.2), and denote by T the event
T def=
{
ω ∈ Ω : tω(CL(u)) >
u
(log u)
1
β
}
. (4.13)
It follows from Lemma 4.1 and the Markov property that for large u
P0[TCL(u) > u] ≤ E
[
T c, P0,ω[TCL(u) > u]
]
+ P[T ] ≤(
1
2
)⌊(log u) 1β ⌋
+ P
[
∃ x2 ∈ CL(u) ∩ 1√dZ
d; inf
z∈∂B2(x2)
Pz,ω[R
x2
1 > TCL(u) ] ≤
cL(u)d(log u)
1
β
u
]
.
(4.14)
(Notie that, if x2 would not belong to CL(u), then we would nd from the Support
Theorem, see [2℄ p.25, that for every z ∈ ∂B2(x2), Pz,ω[Rx21 > TCL(u) ] ≥ c > 0, whih
ontradits the rightmost event in the last line for large u.) Choose x = x2 + 2∆(u)l.
By the strong Markov property, we see that
inf
z∈∂B2(x2)
Pz,ω[R
x2
1 > TCL(u) ] ≥ inf
z∈∂B2(x2)
Pz,ω[R
x2
1 > R
x
1 ] inf
z∈∂B1(x)
Pz,ω[R
x2
1 > TCL(u) ].
(4.15)
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Let y ∈ ∂B2(x2). One way to hit B1(x) before returning to B1(x2) when starting at y is
the following: we hit B 1
2
(x2 + 2l) before hitting B1(x2) whih happens with probability
at least κ˜, where κ˜ is a positive onstant, see the Support Theorem p.25 in [2℄. Then we
hit B 1
2
(x2+4l) without exiting Vx2+2l whih ours with probability at least κ, see (4.9).
Then ontinue hitting B 1
2
(x2 + 2(k + 1)l) without exiting Vx2+2kl, 1 ≤ k ≤ ∆(u) − 1,
until landing in B1(x). Hene
inf
z∈∂B2(x2)
Pz,ω[R
x2
1 > R
x
1 ] ≥ κ˜κ∆(u)−1 ≥ κ˜u−
1
6 . (4.16)
Together with (4.15), this shows that for large u, on the event T , see (4.14),
inf
z∈∂B1(x)
Pz,ω[R
x2
1 > TCL(u) ] ≤
1
κ˜
u
1
6 inf
z∈∂B2(x2)
Pz,ω[R
x2
1 > TCL(u) ] ≤ u−
1
2 . (4.17)
In partiular, by a similar argument as given below (4.14), we see that, for large u,
B3(x) ⊂ CL(u). By the same argument as in (3.9), it follows that, for large u, P·,ω[Rx21 >
TCL(u) ] is Lω-harmoni on B3(x), and (3.10) shows that
Px,ω[R
x2
1 > TCL(u) ] ≤ cH inf
z∈∂B1(x)
Pz,ω[R
x2
1 > TCL(u) ] . (4.18)
It follows from (4.17) and (4.18) that for large u,
Px,ω[XTx+Uβ,L(u) · l > x · l] ≤ Px,ω[R
x2
1 > TCL(u) ] ≤ cHu−
1
2 ≤ exp (− cL(u)β).
Using translation invariane and (4.14), we nd
P0[TCL(u) > u] ≤
(
1
2
)⌊(log u) 1β ⌋
+ cL(u)d P
[
P0,ω[XTUβ,L(u)
· l > 0] ≤ exp (− cL(u)β)],
and (4.12) follows from (4.7). This proves (4.8).
We shall now derive upper bounds like (4.7) under the assumption of ondition (T ′).
By means of Proposition 4.2, we then obtain tail estimates on the rst renewal time τ1.
We rst need some notation. For β > 0 and L > 0, onsider the lattie
Lβ,L = LZ× ((2d+ 1)Lβ + 2R)Zd−1,
and, for w ∈ Rd, we introdue the bloks
B1,β,L(w) = Rˆ(w + [0, L] × [0, Lβ ]d−1),
B2,β,L(w) = Rˆ(w + (−dLβ , L]× (−dLβ , (d+ 1)Lβ)d−1),
(4.19)
where Rˆ is a rotation of Rd suh that Rˆ(e1) = vˆ, and vˆ is the asymptoti diretion of the
annealed diusion (that exists under (T ′), see Proposition 3.5). We shall also onsider
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the following subset of the boundary of B2,β,L(w), whih is a subset of the 'top part' of
the box,
∂+B2,β,L(w) = ∂B2,β,L(w) ∩ ∂B1,β,L(w), w ∈ Rd,
as well as the random variables
Xβ,L(w) = − log inf
x∈B1,β,L(w)
Px,ω
[
XTB2,β,L(w)
∈ ∂+B2,β,L(w)
]
. (4.20)
To obtain an upper bound like (4.7) under (T ′), it is instrumental to produe a ontrol
on the tail of the random variable Xβ,L(w) for some β ∈ (0, 1) under (T ′). Indeed, we
devise an esape route for the diusion through the right side of Uβ,L by piling up in
the diretion vˆ a nite number of boxes of type B2,β,L. An atypial behavior of the exit
distribution out of the slab Uβ,L under P0,ω as in (4.7) implies an atypial size for at least
one of the Xβ,L(w) in one of the piled up boxes. Hene, to produe an upper bound like
(4.7), it sues to show that, for large L, the probability that Xβ,L(w) is bigger than
onst Lβ deays exponentially with L for some β ∈ (0, 1).
We prove in fat a stronger statement. Namely, we show that the above probability
deays exponentially with Lζ , where ζ < f(β) = d(2β − 1), with β restrited to the
interval (1/2, 1), so that for suitable values of β lose to one, ζ an be hosen larger than
one, sine d ≥ 2. By means of a renormalization-type argument, see Lemma 4.3, we
redue this task to showing a substantially weaker estimate. Indeed, it now sues to
prove for some β0 slightly larger than 1/2 that the probability that Xβ0,L(w) is bigger
than onst Lβ deays exponentially with Lf0(β), where f0(β) = β+β0−1, and β ∈ (β0, 1).
This seed-estimate is then provided in Lemma 4.4 under the assumption of ondition
(T ′).
We begin with the renormalisation step. Surprisingly enough, we do not need to assume
ondition (T ′), in whih ase the rotation Rˆ in (4.19) is an arbitrary rotation of Rd.
Lemma 4.3 (Renormalisation step, d ≥ 2). Assume that β0 ∈ (0, 1) and f0 is a
positive funtion dened on [β0, 1), suh that
f0(β) ≥ f0(β0) + β − β0, β ∈ [β0, 1)
and, for β ∈ [β0, 1), ζ < f0(β),
lim
β′↑β
lim sup
L→∞
L−ζ sup
w∈Rd
log P[Xβ0,L(w) ≥ Lβ
′
] < 0. (4.21)
Denote by f(·) the linear interpolation on [β0, 1] of the value f0(β0) at β0 and the value
d at 1.Then, for β ∈ [β0, 1) and ζ < f(β),
lim
β′↑β
lim sup
L→∞
L−ζ sup
w∈Rd
logP[Xβ,L(w) ≥ Lβ′ ] < 0. (4.22)
Proof. We only give a sketh of the proof, sine it is similar to the proof of Lemma 3.2
in [32℄. For χ ∈ (0, 1) dened via β def= χβ0 + 1− χ, we onsider the set
Col
def
= {z ∈ Lβ0,Lχ , z · e1 = 0, z · ei ∈ [
1
4
Lβ,
3
4
Lβ], 2 ≤ i ≤ d} . (4.23)
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For w ∈ Rd, attah at every w + z, z ∈ Col, a olumn of boxes B1,β0,Lχ(·), made by
piling up ⌊L1−χ⌋ suh boxes on top of eah other. Eah suh olumn will provide a line of
esape of the diusion out of a box B2,β,L(w) through ∂+B2,β,L(w). Every x ∈ B1,β,L(w)
is at most at distane
√
dLβ from a box B1,β0,Lχ(·) in one of the aforementioned olumns.
From a similar argument as in (4.16), and from the strong Markov property, we see that
for large L and c1 =
√
d log 1κ , with κ from (4.9), J = ⌊L1−χ⌋,
{Xβ,L(w) ≥ 3c1Lβ} ⊆ {min
z∈Col
J∑
j=0
Xβ0,Lχ(w + z + jL
χe1)︸ ︷︷ ︸
def
= Y (z)
≥ 2c1Lβ} .
Using the independene of the variables Y (z), z ∈ Col, and Chebyhev's inequality, we
nd that for λ > 0,
P[Xβ,L(w) ≥ 3c1Lβ] ≤ Π
z∈Col
{
exp{−λc1Lβ}E[exp{λ2Y (z)}]
}
. (4.24)
Observe that, for z ∈ Col and large L, the variablesXβ0,Lχ(w+z+jLχe1) are independent
when j is restrited to the set of even or the set of odd integers. It thus follows from
Cauhy-Shwarz's inequality that the right-hand side of (4.24) is smaller than
Π
z∈Col
{
exp{−λc1Lβ}ΠJj=0E[exp{λXβ0,Lχ(w + z + jLχe1)}]1/2
}
.
Sine the random variables Xβ0,Lχ are non-negative, the quantity in the last line beomes
larger when we omit the square roots, and an appliation of Fubini's Theorem yields that
the last line an be bounded by
Π
z∈Col
{
exp{−λc1Lβ}
(
exp{λ2 c1Lχβ0}+
∫ ∞
c1
2 L
χβ0
λeλu sup
w′∈Rd
P[Xβ0,Lχ(w
′) ≥ u]du
)J+1}
.
(4.25)
For λ = Lα, α = χf0(β0)−χβ0− ε and 0 < ε < χf0(β0), one an show that the integral
in the rightmost term of (4.25) tends to 0 as L → ∞. Sine λLχβ0 tends to ∞ with L,
we nd that, for large L,
sup
w∈Rd
P[Xβ,L(w) ≥ 3c1Lβ] ≤ exp{−λ6 c1Lβ#Col} .
Sine #Col∼ cL(d−1)(β−χβ0), as L→∞, we obtain that, for small ε > 0,
lim sup
L→∞
L−(χf0(β0)+d(1−χ)−ε) sup
w∈Rd
logP[Xβ,L(w) ≥ 3c1Lβ] < 0 , (4.26)
whih implies the laim.
The next Lemma shows that, when d ≥ 2, under ondition (T ′), the funtion f0(β) =
β + β0 − 1, β ∈ [β0, 1), fullls the assumption of Lemma 4.3 when β0 ∈ (12 , 1).
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Lemma 4.4 (Seed estimate, d ≥ 2, under (T ′)). Assume that β0 ∈ (12 , 1). Then, for
ρ > 0 and β ∈ [β0, 1),
lim sup
L→∞
L−(β+β0−1) sup
w∈Rd
log P[Xβ0,L(w) ≥ ρLβ] < 0. (4.27)
Proof. Choose η ∈ (0, 1) small and then introdue χ = β0 + 1 − β ∈ (β0, 1], and, for
large L and w ∈ Rd the boxes B˜1(w) ⊂ B˜2(w), dened analogously as before, with
[0, L]× [0, Lβ ]d−1 and (−dLβ, L]× (−dLβ , (d+1)Lβ)d−1) replaed by [0, L0]× [0, Lβ0 ]d−1
and (−dLβ0 , L0 + 3]× (−ηLβ0 , (1 + η)Lβ0)d−1) respetively, with the notation
L0 =
L− ηLβ0
⌊L1−χ⌋ .
Dene also TopB˜2(w) = ∂B˜2(w)∩{x : x · vˆ = w · vˆ+L0+3}. Let (B1(zi))i∈I , zi ∈ B˜1(w),
I a nite set growing polynomially with L, be a nite over of B˜1(w) by unit balls. For
L large, it holds that B3(zi) ⊂ B˜2(w), i ∈ I, and by the same argument as in (3.9), we
see that P·,ω
[
XTB˜2(w)
∈ Top B˜2(w)
]
is Lω-harmoni on B3(zi), so that (3.10) implies
that for all i ∈ I,
Pzi,ω
[
XTB˜2(w)
∈ Top B˜2(w)
]
≤ cH inf
x∈B1(zi)
Px,ω
[
XTB˜2(w)
∈ Top B˜2(w)
]
. (4.28)
We say that w is good when
inf
x∈B˜1(w)
Px,ω
[
XTB˜2(w)
∈ Top B˜2(w)
]
≥ 1
2 cH
,
and bad otherwise. Hene, by (4.28), and using Chebyhev's inequality and translation
invariane, we obtain
P[w is bad] ≤
∑
i∈I
P
[
inf
x∈B1(zi)
Px,ω
[
XTB˜2(w)
∈ Top B˜2(w)
]
<
1
2 cH
]
≤
∑
i∈I
P
[
Pzi,ω
[
XTB˜2(w)
∈ Top B˜2(w)
]
<
1
2
]
≤4|I|
(
P0[ sup
0≤t≤T vˆL0+3
|Π(Xt)| ≥ ηLβ0 ] + P0[T˜ vˆ−dLβ0 <∞]
)
.
(4.29)
Notie that L0 ∼ Lχ, so that, for large L, T vˆL0+3 ≤ T vˆ2Lχ+3 ≤ Lvˆ2Lχ+3. Then, under
ondition (T )γ |l, where γ fullls γβ0 ≥ 2β0−χ, we nd with the help of Proposition 3.6
applied (with ρ = β0/χ ∈ (1/2, 1) and u = 2Lχ + 3) to the rst term on the right-hand
side of (4.29) that
lim sup
L→∞
L−(2β0−χ) logP0[ sup
0≤t≤T vˆL0+3
|Π(Xt)| ≥ ηLβ0 ] < 0, (4.30)
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and, sine (T )γ |vˆ holds, see (3.36), we nd with the help of Chebyhev's inequality that
there is µ > 0 suh that
P0[T˜
vˆ
−dLβ0 <∞] ≤ Pˆ0
[
sup
0≤t≤τ1
|Xt| ≥ dLβ0
]
≤ exp(−µLγβ0) . (4.31)
Aording to our hoie of γ, we obtain with (4.29),(4.30) and (4.31) that
lim sup
L→∞
L−(2β0−χ) sup
w∈Rd
log P[w is bad] < 0. (4.32)
When starting in B1,β0,L(w) ∩ B˜1(w + j0L0e1), 0 ≤ j0 < ⌊L1−χ⌋, for large L, one way
to exit B2,β0,L(w) through ∂+B2,β0,L(w) is to suessively exit the boxes B˜2(w+ jL0e1),
j0 ≤ j < ⌊L1−χ⌋, through Top B˜2(w+ jL0e1), and move to the box B˜1(w+(j+1)L0e1),
whih is at distane at most
√
d ηLβ0 from every point in Top B˜2(w+jL0e1), until landing
in B˜1(w + ⌊L1−χ⌋L0e1) ∩ B1,β0,L(w), and then exit B2,β0,L(w) through ∂+B2,β0,L(w),
whih is at distane at most ηLβ0 from every point in B˜1(w+ ⌊L1−χ⌋L0e1)∩B1,β0,L(w).
When w ∈ Rd and all w+ jL0e1, 0 ≤ j < ⌊L1−χ⌋, are good, then, for large L, it follows
from the strong Markov property and from (4.9) that for all x ∈ B1,β0,L(w),
Px,ω[XTB2,β0,L(w)
∈ ∂+B2,β0,L(w)] ≥
( 1
2cH
κ⌈
1
2
√
d ηLβ0⌉+1
)L1−χ
κ⌈
η
2L
β0⌉+1 > exp{−ρLβ} ,
(4.33)
provided η > 0 is hosen small enough suh that η2 (1 +
√
d) log 1κ <
ρ
2 , where ρ > 0 is as
in (4.27). Therefore, for large L,
sup
w∈Rd
P[Xβ0,L(w) ≥ ρLβ] ≤ L1−χ sup
w∈Rd
P[w is bad] ,
and the laim (4.27) follows from (4.32) together with the identity 2β0−χ = β0+β−1.
We an now state the main result. With the help of the Renormalisation Lemma 4.3,
we propagate the seed estimate ontained in Lemma 4.4 to the right sale, and by piling
up a nite number of boxes of the type B2,β,L in the diretion vˆ, we obtain an upper
bound like (4.7). Proposition 4.2 then enables us to obtain tail estimates on τ1.
Theorem 4.5. (d ≥ 2) Assume that (T ′) holds relative to l. Then, for β ∈ (12 , 1),
lim sup
L→∞
L−ζ log P [P0,ω[XTUβ,L · l > 0] ≤ exp{−L
β}] < 0 for ζ < d(2β − 1), (4.34)
and
lim sup
u→∞
(log u)−α log Pˆ0[τ1 > u] < 0 for α < 1 +
d− 1
d+ 1
. (4.35)
Proof. Let β and ζ be as in (4.34), and hoose β0 ∈ (12 , β) lose to 12 , as well as β′ ∈ (β0, β)
suh that, in the notation of Lemma 4.3, f(β′) > ζ. By piling up N boxes B1,β′,L, B2,β′,L,
0 ≤ j ≤ N , where N is hosen as the smallest integer suh that
Nl · vˆ > 1 ,
we obtain from the strong Markov property that for large L,
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P0,ω[XTUβ,L · l > 0] ≥ exp
{
−∑Nj=0Xβ′,L(jLe1)} so that
P [P0,ω[XTUβ,L · l > 0] ≤ exp{−Lβ}] ≤ (N + 1) supw P
[
Xβ′,L(w) ≥ LβN
]
.
(4.34) now follows from (4.22) applied with f0(·) = β0+ ·−1, in view of Lemma 4.4. For
the proof of (4.35), let α ∈ (1, 2d/(d + 1)), and dene β = α−1. Then, for any µ > 0,
lim sup
L→∞
L−1 log P [P0,ω[XTUβ,L · l > 0] ≤ exp{−µL
β}] < 0 ,
as follows from (4.34) applied to β′ ∈ (12 , β), suh that d(2β′ − 1) > 1. The laim now
follows from Proposition 4.2.
5 Examples of ondition (T)
We start with an easy example.
Proposition 5.1. (d ≥ 1) If for some δ > 0 and all ω ∈ Ω, all x ∈ Rd,
b(x, ω) · l > δ , (5.1)
then ondition (T )|l holds.
Proof. Dene for u ∈ R, s(u) def= exp{− δνu}. It follows from (1.2), (5.1) that s(Xt · l)
is a supermartingale, and an appliation of Chebyhev's inequality and of the stopping
theorem yield that for all ω ∈ Ω
P0,ω[XTUl,b,L · l < 0] ≤
1
s(−bL)E0,ω[s(XTUl,b,L · l)] ≤ exp{−
δb
ν L} . (5.2)
The set of unit vetors that satisy (5.1) is open, and hene ondition (T )|l holds.
Consequently, when d ≥ 2, we reover and extend the main result of Komorowski
and Krupa [15℄, whih provides a law of large numbers when σ = Id. Proposition 5.1
holds for a general diusion matrix σ that satises (1.2)-(1.6), and we have in addition
a entral limit theorem, see (1.16) and (1.17).
We will now turn to a more involved situation. In the remainder of this setion we
now assume that, f. (1.2), (1.7), (1.8),
σ(·) = Id . (5.3)
The next Theorem provides a rih lass of examples of diusions in random environment
whih fulll ondition (T ), and hene, when d ≥ 2, a ballisti law of large numbers, and
a entral limit theorem with non-degenerate ovariane matrix governing orretions to
the law of large numbers, see (1.16) and (1.17).
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Theorem 5.2. (d ≥ 1) Assume (1.1)-(1.6) and (5.3). There is a onstant ce > 0, suh
that for l ∈ Sd−1,
E[(b(0, ω) · l)+] > ce E[(b(0, ω) · l)−] (5.4)
implies (T )|l, f. (1.11).
Theorem 5.2 is the main result of this setion. Its analogue in the disrete i.i.d. set-
ting an be found in [4℄ p.40. In ontrast to Proposition 5.1, it omprises situations where
b(0, ω)·l hanges sign for every unit vetor l, see also remark 5.7 at the end of this setion.
The proof of Theorem 5.2 is inspired by the strategy used in the disrete i.i.d. setting,
see [4℄ p.40. Following Kalikow's idea, for eah bounded domain U , we introdue an
auxiliary diusion with harateristis independent of the environment, see (5.6) and
(5.8). When starting at 0, this diusion and the annealed diusion have the same exit
distribution from U , see Proposition 5.4. This restores some Markovian harater to the
question of ontrolling exit distributions of X· under the annealed measure, and enables
us to show that ondition (T ) is implied by a ertain ondition (K), see (5.23), whih
has a similar avor as Kalikow's ondition in the disrete i.i.d. setting, see [36℄. The
proof of Theorem 5.2 is then arried out by heking ondition (K).
Let us now dene the auxiliary diusion proess mentioned above. Let U be a bounded
domain ontaining 0, and, for x, y ∈ U , s > 0, denote with pω,U (s, x, y) the subtransition
density for the quenhed diusion started in x and killed when exiting U (pω,U(s, x, y)
an for instane be dened by means of Duhamel's formula, see equation (6.9) in the
appendix or [30℄ page 331). We dene the orresponding Green funtion through
gU (x, y, ω)
def
=
∫ ∞
0
pω,U (s, x, y)ds . (5.5)
We now dene the auxiliary drift term
b′U (x)
def
=
{
E[gU (0,x,ω)b(x,ω)]
E[gU (0,x,ω)]
, if x ∈ U r {0} ,
0 , if x = 0 or x ∈ U c . (5.6)
The next lemma will be useful in the sequel.
Lemma 5.3. It holds that |b′U (x)| ≤ b¯ (see (1.2) for the notation), and gU (0, ·, ω) and
b′U (·) are ontinuous in U r {0}.
Proof. From (1.2) we see that |b′U (x)| ≤ b¯. Theorem 9, p.671 in [1℄ and the subsequent
remark state that the subtransition density pω,U(s, 0, ·) is ontinuous in U. From (6.4)
in Proposition 6.2 and from similar omputations as arried out between (6.11) and
(6.13), and applying dominated onvergene, we see that gU (0, ·, ω) is ontinuous in
U r{0}. Consequently, by ontinuity of b(·, ω), see (1.3), and an appliation of (6.8) and
dominated onvergene, we see that b′U is ontinuous in x ∈ U r {0}.
For f ∈ C2(Rd), dene
L′f(x) def= 1
2
∆f(x) + b′U (x)∇f(x) , (5.7)
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and denote with, f. [2℄ p.146,
P ′x,U the unique solution to the martingale problem for L′ started at x ∈ Rd. (5.8)
We write E′x,U for the orresponding expetation, and we denote with p
′
U(s, x, y), x, y ∈
U , s > 0, the orresponding subtransition density (whih an be dened by means of
Girsanov's theorem, see equation (4.1) in [20℄). Theorem 4.1 in [20℄ states that estimate
(6.4) in Proposition 6.2 holds for p′U . With the same arguments as given in the proof of
statement (6.8) in Lemma 6.3, we see that the Green funtion
g′U (x, y)
def
=
∫ ∞
0
p′U (s, x, y)ds (5.9)
is well dened for x, y ∈ U , x 6= y, when d ≥ 2, and for x, y ∈ U , when d = 1. The rst
step is
Proposition 5.4. Let U be a bounded C∞ domain ontaining 0. Then XTU has same
law under P ′0,U and P0 (see (1.9) for the notation).
Proof. We drop the subsript U in P ′0,U and E
′
0,U . By denition of the martingale
problem, it holds for f ∈ C2(Rd) that
E′0[f(Xt∧TU )]− f(0) = E′0
[∫ t∧TU
0
L′f(Xs)ds
]
.
In partiular, for f ∈ C2(U¯ ), it follows from E′0[TU ] < ∞ and from dominated onver-
gene that
E′0[f(XTU )] = f(0) + E
′
0[
∫ TU
0
L′f(Xs)ds]
= f(0) +
∫ ∞
0
E′0[L′f(Xs), s < TU ]ds = f(0) +
∫
U
g′U (0, x)L′f(x)dx . (5.10)
In the same way it follows that for ω ∈ Ω,
E0,ω[f(XTU )] = f(0) +
∫
U
gU (0, x, ω)Lωf(x)dx . (5.11)
Integrating (5.11) with respet to P, the denition of L′ (reall (5.7)) shows that
E0[f(XTU )] = f(0) +
∫
U
E[gU (0, x, ω)]L′f(x)dx . (5.12)
Combining (5.10) and (5.12), we obtain that for f ∈ C2(U¯)
E0[f(XTU )]− E′0[f(XTU )] =
∫
U
(E[gU (0, x, ω)] − g′U (0, x))L′f(x)dx . (5.13)
30 5 EXAMPLES OF CONDITION (T)
Given φ ∈ C∞(U¯ ), we will now nd funtions un ∈ C2(U¯) suh that
lim
n→∞L
′un(x) = 0 for a.e. x ∈ U, and un = φ on the boundary ∂U . (5.14)
Choose funtions b′U,n ∈ C∞(U¯ ), n ≥ 1, whih onverge boundedly a.e. in U to b′U . For
φ ∈ C∞(U¯), onsider the Dirihlet problem
1
2
∆un + b
′
U,n∇un = 0 in U, un = φ on ∂U . (5.15)
Following theorem 6.14 p.107 in [8℄, there is a unique solution un in C
2(U¯). Fix p > d.
The generalized problem
L′u = 0 in U , u− φ ∈W 1,p0 (U) (5.16)
has a unique solution u in the Sobolev spae W 2,p(U), see [8℄ p.241. Continuing our
proof of (5.14), we will now show that
sup
n
sup
x∈U
|∇un(x)| <∞ . (5.17)
Dene wn
def
= un−u, n ≥ 1, and obtain by means of the Sobolev inequality, see [8℄ p.158,
that
sup
x∈U
|∇un(x)| ≤ sup
x∈U
|∇wn(x)|+ sup
x∈U
|∇u(x)| ≤ c(p, U)(‖wn‖W 2,p(U) + ‖u‖W 2,p(U)) .
(5.18)
wn, n ≥ 1, lies in the Sobolev spae W 1,p0 (U) and solves (see (5.15) and (5.16))
1
2
∆wn + b
′
U,n∇wn = (b′U − b′U,n)∇u in U . (5.19)
Lemma 9.17 p.242 in [8℄ and dominated onvergene show that
‖wn‖W 2,p(U) ≤ c(p, U)‖(b′U − b′U,n)∇u‖Lp(U) −→n→∞ 0 . (5.20)
Combining (5.18), (5.20) and (5.16) yields (5.17). (5.15) yields
L′un = (b′U − b′U,n)∇un in U, un = φ on ∂U, (5.21)
whih, together with (5.17), shows (5.14). Choosing f = un in (5.13) and applying
dominated onvergene gives
E0[φ(XTU )] = E
′
0[φ(XTU )] for all φ ∈ C∞(U¯ ) . (5.22)
Sine every funtion in C∞(∂U) is the restrition of a funtion in C∞(U¯), see Lemma
6.37 p.137 in [8℄, the laim of the Proposition follows.
We now introdue ondition (K), and show that it implies ondition (T ).
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Denition 5.5. Let l ∈ Sd−1. We say that ondition (K)|l holds, if there is an ǫ > 0,
suh that for all bounded domains U ontaining 0
inf
x∈Ur{0}, dist(x,∂U)>5R
b′U (x) · l > ǫ , (5.23)
with the onvention inf ∅ = +∞.
Proposition 5.6. (K)|l ⇒ (T )|l (reall (1.11)).
Proof. The set of l ∈ Sd−1 for whih (5.23) holds is open and hene our laim will follow
if for suh an l we show that
lim sup
L→∞
L−1 log P0[XTUl,b,L · l < 0] < 0 . (5.24)
Denote with Πl(w)
def
= w− (w · l)l, w ∈ Rd, the projetion on the orthogonal omplement
of l, and dene
Vl,b,L
def
=
{
x ∈ Rd : −bL < x · l < L, |Πl(x)| < L2
}
. (5.25)
In view of Proposition 5.4, we hoose bounded C∞ domains V˜l,b,L suh that
Vl,b,L ⊂
{
x ∈ Rd : −bL < x · l < L, |Πl(x)| < L2 + 5R
}
⊂ V˜l,b,L ⊂ Ul,b,L . (5.26)
(When d = 1, Πl(w) ≡ 0, and we simply have that Ul,b,L = Vl,b,L = V˜l,b,L.) Reall (5.8).
To prove (5.24), it will sue to prove that
lim sup
L→∞
L−1 log P ′
0,V˜l,b,L
[XTVl,b,L · l < L] < 0 . (5.27)
Indeed, one this is proved, it follows from (5.26) that
lim sup
L→∞
L−1 log P ′
0,V˜l,b,L
[XTV˜l,b,L
· l < L] < 0 . (5.28)
Hene, with Proposition 5.4, statement (5.28) holds with P ′
0,V˜l,b,L
replaed by P0, and,
using (5.26) one more, (5.24) follows.
We now prove (5.27). By (5.26) and (5.23), we see that for x ∈ Vl,b,L,
b′
V˜l,b,L
(x) · l ≥
{
ǫ, if − bL+ 5R < x · l < L− 5R and x 6= 0,
−b¯, else . (5.29)
We thus onsider the proess Xt ·l. We introdue the funtion u(·) on R, whih is dened
on [−bL,L] through
u(r)
def
=

α1e
α2ǫ(bL−5R)(α3 − e4b¯(r−(−bL+5R))), if r ∈ [−bL,−bL+ 5R] ,
e−α2ǫr, if r ∈ (−bL+ 5R,L− 5R) ,
α4e
−α2ǫ(L−5R)(α5 − e4b¯(r−(L−5R))), if r ∈ [L− 5R,L] ,
(5.30)
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and whih is extended boundedly and in a C2 fashion outside [−bL,L], and suh that u
is twie dierentiable in the points −bL and L. The numbers αi, 1 ≤ i ≤ 5, are hosen
positive and independent of L, via
α5 = 1 + e
20b¯R, α4 = e
−20b¯R, α2 = min(1,
4b¯
ǫ
e−20b¯R), α1 =
ǫα2
4b¯
, α3 = 1 +
4b¯
ǫα2
. (5.31)
Then, on [−bL,L], u is positive, ontinuous and dereasing. In addition, one has with
the denition j(r) = u′(r+)− u′(r−),
j(−bL+ 5R) = 0, and j(L− 5R) ≤ 0 . (5.32)
On R
d
we dene the funtion u˜(x) = u(x · l), and for λ real, we dene on R+ × R the
funtion vλ(t, r)
def
= eλtu(r), and on R+×Rd the funtion v˜λ(t, x) def= vλ(t, x · l) = eλtu˜(x).
We will now nd λ0 positive suh that
vλ0(t ∧ TVl,b,L ,Xt∧TVl,b,L · l) is a positive supermartingale under P
′
0,V˜l,b,L
. (5.33)
Corollary 4.8 p.317 in [11℄, ombined with remark 4.3 p.173 therein, shows the existene
of a d-dimensional Brownian motion Wt dened on (C(R+,R
d),F , P ′
0,V˜l,b,L
), suh that
P ′
0,V˜l,b,L
− a.s., Yt def= Xt · l = Wt · l +
∫ t
0
b′
V˜l,b,L
(Xs) · l ds .
Writing u as a linear ombination of onvex funtions, we nd from the generalised It
rule, see [11℄ p.218, that
P ′
0,V˜l,b,L
− a.s., u(Yt) = 1 +
∫ t
0
D−u(Ys)dYs +
∫ ∞
−∞
Λt(a)µ(da), (5.34)
where D−u is the left-hand derivative of u, Λ(a) is the loal time of Y in a, and µ is the
seond derivative measure, i.e. µ([a, b)) = D−u(b)−D−u(a), a < b real. Notie that the
rst derivative of u exists and is ontinuous outside L− 5R, and the seond derivative of
u exists (in partiular) outside the Lebesgue zero set A = {−bL+5R, 0, L− 5R}. Hene
we nd by denition of the seond derivative measure, and with the help of equation
(7.3) p.218 in [11℄ that P ′
0,V˜l,b,L
-a.s.,∫ ∞
−∞
Λt(a)µ(da) =
∫ ∞
−∞
Λt(a)1Ac(a)u
′′(a) da+ Λt(L− 5R) j(L − 5R)
=12
∫ t
0
u′′(Ys)1Ac(Ys) ds + Λt(L− 5R) j(L− 5R) .
(5.35)
Another appliation of equation (7.3) p.218 in [11℄ shows that
P ′
0,V˜l,b,L
− a.s.,
∫ t
0
1A(Ys) ds = 2
∫ ∞
−∞
1A(a)Λt(a) da = 0 . (5.36)
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As a result, we nd that P ′
0,V˜l,b,L
-a.s.,∫ t
0
D−u(Ys)1A(Ys)dYs = 0 . (5.37)
Combining (5.35) and (5.37), and by denition of the operator L′, see (5.7), we an now
rewrite (5.34) as the P ′
0,V˜l,b,L
-a.s. equalities
u(Yt) =1 +
∫ t
0
u′(Ys)1Ac(Ys)dYs + 12
∫ t
0
u′′(Ys)1Ac(Ys)ds + Λt(L− 5R)j(L− 5R)
=1 +
∫ t
0
L′u˜(Xs)1Ac(Xs · l) ds + Λt(L− 5R) j(L − 5R) +Mt ,
where Mt is a ontinuous martingale. In partiular, u˜(Xt)(= u(Yt)) is a ontinuous
semimartingale, and applying It's rule to the produt eλt · u˜(Xt) = v˜λ(t,Xt), and using
(5.36) one again, we obtain that, P ′
0,V˜l,b,L
-a.s.,
v˜λ(t,Xt) = 1 +
∫ t
0
λeλsu˜(Xs) ds +
∫ t
0
eλs du˜(Xs)
= 1 +
∫ t
0
(
∂
∂s + L′
)
v˜λ(s,Xs)1Ac(Xs · l) ds + j(L− 5R)
∫ t
0
eλsdΛL−5Rs +Nt ,
(5.38)
where Nt is a ontinuous martingale. We nd through diret omputation that for
x ∈ Vl,b,L, and a suitable ψ(x) ≥ 0, using the notation I1 = (−bL,−bL + 5R), I2 =
(−bL+ 5R,L− 5R), I3 = (L− 5R,L),
[
( ∂∂s + L′)v˜λ
]
(s, x) ≤ ψ(x)eλs ·

λ(e20b¯Rα3 − 1)− 4b¯(2b¯+ b′V˜l,b,L(x) · l) , if x · l ∈ I1 ,
λ+ α2ǫ(
1
2α2ǫ− b′V˜l,b,L(x) · l) , if x · l ∈ I2 ,
λ(α5 − 1)− 4b¯(2b¯+ b′V˜l,b,L(x) · l) , if x · l ∈ I3 .
Hene, by (5.29) and (5.31), we an nd λ0 > 0 small suh that for x ∈ Vl,b,L, x · l /∈ A,
the right-hand side of the last expression is negative. Sine j(L − 5R) ≤ 0, see (5.32),
we obtain from (5.38) applied to the nite stopping time t ∧ TVl,b,L that (5.33) holds.
We now derive the laim of the proposition from (5.33). When d ≥ 2, the probability to
exit Vl,b,L neither from the right nor from the left an be bounded as follows:
P ′
0,V˜l,b,L
[−bL < XTVl,b,L · l < L ] ≤
P ′
0,V˜l,b,L
[−bL < XTVl,b,L · l < L, TVl,b,L >
2α2ǫ
λ0
L ] + P ′
0,V˜l,b,L
[ sup |Xt| ≥ L2 : t ≤ 2α2ǫλ0 L ] .
(5.39)
By Chebyhev's inequality and Fatou's lemma, we nd that the rst term on the right-
hand side is smaller than
1
vλ0(
2α2ǫ
λ0
L,L)
E′
0,V˜l,b,L
[vλ0(TVl,b,L ,XTVl,b,L · l)]
≤c(ǫ)e−α2ǫL lim inf
t→∞ E
′
0,V˜l,b,L
[vλ0(t ∧ TVl,b,L ,Xt∧TVl,b,L · l)]
≤c(ǫ)e−α2ǫL vλ0(0, 0) = c(ǫ)e−α2ǫL,
(5.40)
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where, in the last inequality, we used (5.33). Applying (6.2) in Lemma 6.1 to the seond
term in the right-hand side of (5.39), we obtain, together with (5.40), that
lim sup
L→∞
L−1 logP ′
0,V˜l,b,L
[−bL < XTVl,b,L · l < L ] < 0. (5.41)
When d ≥ 1, we bound the probability to exit Vl,b,L from the left by a similar argument
as in (5.40), and nd that
P ′
0,V˜l,b,L
[XTVl,b,L · l = −bL] ≤
vλ0(0, 0)
vλ0(0,−bL)
≤ e−c(ǫ)L . (5.42)
(5.42), together with (5.41), when d ≥ 2, show (5.27), whih implies ondition (T )|l.
Let us now turn to the
Proof of Theorem 5.2. It sues to verify ondition (K)|l, whih implies ondition
(T )|l, see Proposition 5.6. Let U be a bounded domain ontaining 0, and assume that
there is
x ∈ U r {0} suh that dist(x, ∂U) > 5R . (5.43)
(otherwise (K)|l automatially holds). With x as above, δ > 0, for f a non-negative
bounded measurable funtion on U , we write
fδ(·) def= f(·)1Bδ(x)(·) , and b±δ (·, ω)
def
= (b(·, ω) · l)±1Bδ(x)(·) .
Lemma 5.3 shows that
b′U (x) · l = lim
δ→0
1
|Bδ|
∫
Bδ(x)
b′U (y) · l dy . (5.44)
If we hoose δ < |x|/2, it follows from (6.6) and from (6.8) in Corollary 6.3 that
0 < inf
y∈Bδ(x)
E[gU (0, y, ω)] ≤ sup
y∈Bδ(x)
E[gU (0, y, ω)] <∞ , (5.45)
and we obtain by the denition of b′U , see (5.6), that
1
|Bδ|
∫
Bδ(x)
b′U (y) · l dy ≥
E
[∫
gU (0, y, ω)b
+
δ (y, ω)dy
]
|Bδ | supy∈Bδ(x) E[gU (0, y, ω)]
− E
[∫
gU (0, y, ω)b
−
δ (y, ω)dy
]
|Bδ| infy∈Bδ(x) E[gU (0, y, ω)]
.
(5.46)
Denote with Rk and Dk, k ≥ 1, the suessive returns of X· to B2R(x) and departures
from B4R(x) dened similarly as in (4.3) and (4.4), with B1(x) and B2(x) replaed by
B2R(x) and B4R(x) respetively. For y in U , dene the assoiated operators:
Rf(y)
def
= Ey,ω [f(XR1), R1 < TU ] , Qf(y)
def
= Ey,ω [f(XD1)] , T f(y)
def
= Ey,ω[
∫ D1
0
f(Xs)ds].
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If δ ≤ 2R, suessive appliations of the strong Markov property show that∫
U
gU (0, y, ω)fδ(y)dy = E0,ω[
∫ TU
0
fδ(Xs)ds] = R(Id−QR)−1Tfδ(0). (5.47)
In view of (5.46), it will be ruial to bound the above quantity from below and from
above. In a rst step, we derive bounds on the operators R and QR. For y ∈ U , we have
inf
z∈∂B2R(x)
f(z)Py,ω[R1 < TU ] ≤ Rf(y) ≤ sup
z∈∂B2R(x)
f(z)Py,ω[R1 < TU ], (5.48)
and hene,
sup
y∈∂B2R(x)
QRf(y) ≤ sup
z∈∂B4R(x)
Pz,ω[R1 < TU ] sup
z∈∂B2R(x)
f(z),
inf
y∈∂B2R(x)
QRf(y) ≥ inf
z∈∂B4R(x)
Pz,ω[R1 < TU ] inf
z∈∂B2R(x)
f(z) .
(5.49)
We rst derive a lower bound for (5.47), see (5.52) below. Repeated appliations of
(5.48) and (5.49) yield
R(Id−QR)−1Tfδ(0)
≥P0,ω[R1 < TU ]
∑
j≥0
(
inf
z∈∂B4R(x)
Pz,ω[R1 < TU ]
)j
inf
z∈∂B2R(x)
Tfδ(z)
≥ P0,ω[R1 < TU ]
supz∈∂B4R(x) Pz,ω[R1 > TU ]
inf
z∈Bδ(x)
fδ(z) inf
z∈∂B2R(x)
T1Bδ(x)(z) .
(5.50)
If δ < 2R, we nd by means of (6.6) in Corollary 6.3 that
inf
z∈∂B2R(x)
T1Bδ(x)(z) ≥
∫
Bδ(x)
inf
z∈∂B2R(x)
gB4R(x)(z, y, ω)dy ≥ c |Bδ | . (5.51)
Combining (5.50) and (5.51), and using (5.47), we see that∫
U
gU (0, y, ω)fδ(y)dy ≥ c |Bδ | P0,ω[R1 < TU ]
supz∈∂B4R(x) Pz,ω[R1 > TU ]
inf
z∈Bδ(x)
fδ(z) . (5.52)
We will now derive an upper bound on (5.47), see (5.54). If δ < R, we nd by another
use of Corollary 6.3 that
sup
z∈∂B2R(x),y∈Bδ(x)
gB4R(x)(z, y, ω) ≤ c . (5.53)
Proeeding in a similar fashion as in (5.50)-(5.52), we obtain the upper bound∫
U
gU (0, y, ω)fδ(y)dy ≤ c |Bδ| P0,ω[R1 < TU ]
infz∈∂B4R(x) Pz,ω[R1 > TU ]
sup
z∈Bδ(x)
fδ(z) . (5.54)
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We will now give a lower bound for the rst term in the last line of (5.46). Applying
(5.47) with fδ = b
+
δ and using (5.52), we see that
E
[∫
gU (0, y, ω)b
+
δ (y, ω)dy
]
≥ c |Bδ |E
[
P0,ω[R1 < TU ]
supz∈∂B4R(x) Pz,ω[R1 > TU ]
inf
z∈Bδ(x)
b+δ (z, ω)
]
.
(5.55)
Observe that P0,ω[R1 < TU ] = 1 if 0 ∈ B2R(x). Hene P0,ω [R1<TU ]infz∈∂B4R(x) Pz,ω[R1>TU ] is HBc2R(x)-
measurable. Sine infz∈Bδ(x) b
+
δ (z, ω) is HBδ(x)-measurable, it follows for δ < R and from
nite range dependene, see (1.6), that these two random variables are P-independent,
and hene (5.55) equals
c |Bδ |E
[
P0,ω[R1 < TU ]
supz∈∂B4R(x) Pz,ω[R1 > TU ]
]
E[ inf
z∈Bδ(x)
b+δ (z, ω)] . (5.56)
The appliation of Harnak's inequality (see [8℄ p.199) to the Lω-harmoni funtion
P·,ω[R1 > TU ] on B5R(x)r B¯2R(x) shows that
sup
z∈∂B4R(x)
Pz,ω[R1 > TU ] ≤ c inf
z∈∂B4R(x)
Pz,ω[R1 > TU ] .
Together with an appliation of (5.54) and (5.47) with fδ = 1Bδ(x), we obtain that (5.56)
is bigger than
cE
[∫
Bδ(x)
gU (0, y, ω)dy
]
E[ inf
z∈Bδ(x)
b+δ (z, ω)]
≥ c |Bδ |E[ inf
y∈Bδ(x)
gU (0, y, ω)]E[ inf
z∈Bδ(x)
b+δ (z, ω)] . (5.57)
Finally, using (5.55)-(5.57), we nd that the rst term in the right-hand side of (5.46) is
bigger than
c1
E[infy∈Bδ(x) gU (0, y, ω)]
E[supy∈Bδ(x) gU (0, y, ω)]
E[ inf
z∈Bδ(x)
b+δ (z, ω)] . (5.58)
By similar omputations as arried out between (5.55) and (5.58), we nd as an upper
bound for the seond term in the right-hand side of (5.46)
c2
E[supy∈Bδ(x) gU (0, y, ω)]
E[infy∈Bδ(x) gU (0, y, ω)]
E[ sup
z∈Bδ(x)
b−δ (z, ω)] . (5.59)
The ontinuity of gU (0, ·, ω) and of b+δ (·, ω) in Bδ(x), see lemma 5.3 and (1.3), together
with dominated onvergene, and the translation invariane of the measure P, show that
lim
δ→0
c1
E[infy∈Bδ(x) gU (0, y, ω)]
E[supy∈Bδ(x) gU (0, y, ω)]
E[ inf
z∈Bδ(x)
b+δ (z, ω)] = c1 E[(b(0, ω) · l)+] , (5.60)
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and a similar identity for the term in (5.59). Inserting (5.58)-(5.60) in (5.46), and using
(5.44), we nally obtain
b′U (x) · l ≥ c1 E[(b(0, ω) · l)+ − c2c1 (b(0, ω) · l)−] . (5.61)
Hene, if (5.4) holds with ce
def
= c2c1 , we see that there is an ǫ > 0 suh that for all x as in
(5.43)
b′U (x) · l > ǫ . (5.62)
We onlude that ondition (K)|l holds, see (5.23). By means of Proposition 5.6, ondi-
tion (T )|l holds, and Theorem 5.2 is proved.
Remark 5.7. With the help of Theorem 5.2, it is easy to obtain onrete examples of
diusions fullling ondition (T ). For instane, when (b(0, ω) · l)− = 0, we nd:
Condition (T ) holds when d ≥ 1 and there is l ∈ Sd−1 and δ > 0,
suh that b(0, ω) · l ≥ 0 for all ω ∈ Ω, and pδ = P[b(0, ω) · l ≥ δ] > 0 .
(5.63)
If there is δ > 0 suh that pδ = 1, this is in the spirit of the non-nestling ase, whih is
in fat already overed by Proposition 5.1, and else, of the marginal nestling ase in the
disrete setting, see Sznitman [31℄.
Of ourse, Theorem 5.2 also omprises more involved examples of ondition (T ) where
b(0, ω) · l takes both positive and negative values for every l ∈ Sd−1. Hene, when d ≥ 2,
Theorem 5.2 provides examples of ballisti diusions in random environment beyond
previous knowledge. They orrespond to the plain nestling ase in [31℄.
6 Appendix
6.1 Bernstein's Inequality
Reall the onvention of the onstants stated at the end of the Introdution. The following
Lemma follows in essene from Bernstein's inequality (see [27℄ page 153-154).
Lemma 6.1. On R
d
we onsider measurable funtions a, b, with values in the spae of symmetri
matries and in R
d
respetively, that satisfy for suitable ν ≥ 1, and a¯ > 0, b¯ > 0,
1
ν |y|2 ≤
∑
i,j
aij(x)yiyj ≤ ν|y|2, |a(x)| ≤ a¯, |b(x)| ≤ b¯, x, y ∈ Rd . (6.1)
We denote with L the operator attahed to a and b, similarly as in (1.8), and we assume that Px
solves the martingale problem for L started at x in Rd. We denote with Ex the orresponding
expetation. Write (Xt)t≥0 for the anonial proess on C([0,∞),Rd), and let Zt = sups≤t |Xs−
X0|. Then, for every α > 0, there are two onstants c(α) > 0 and c˜(α) > 0, suh that for large
L,
sup
x
Px
[
ZαL ≥ L2
] ≤ c˜e−cL3 . (6.2)
Further, for γ ∈ (0, 1] and for all α > 0, there exists a onstant δ(α) > 0 suh that
sup
x
Ex
[
eδZ
γ
1
] ≤ 1 + α . (6.3)
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Proof. We obtain from the martingale problem thatMt = Xt−X0−
∫ t
0
b (Xs) ds is a martingale.
We ompute the braket 〈M i〉t of the i-th omponent M it of Mt, 1 ≤ i ≤ d, and nd 〈M i〉t =∫ t
0
aii(Xs) ds. (6.1) yields 〈M i〉t ≤ νt, and with the help of Bernstein's inequality (see [27℄ page
153-154) and a further appliation of (6.1), it follows immediately that for large L,
Px
[
ZαL ≥ L2
] ≤ Px[ sup
s≤αL
|Ms| ≥ (L2 − αb¯L)
] ≤ 2de− L34ναd ,
whih proves (6.2). Sine Z1 ≤ sups≤1 |Ms|+ b¯, we obtain for 0 < δ < 1 that
Ex
[
eδZ
γ
1
] ≤ eδb¯γ Ex[ exp{δ(sup
s≤1
|Ms|)γ}
]
=eδb¯
γ
(
1 + δ
∫ ∞
0
dv eδv Px
[
(sup
s≤1
|Ms|)γ ≥ v
]
︸ ︷︷ ︸
≤2d exp{−v
2
γ /(2dν)}
)
≤ eδb¯γ(1 + δ c) ,
whih proves (6.3).
6.2 Bounds on the Green funtion
The bounds on the transition density ontained in the next Proposition will be ruial to derive
bounds on the Green funtion.
Proposition 6.2. Let Lω be as in (1.8), and let assumptions (1.2)-(1.4) be in fore. Then
the linear paraboli equation of seond order
∂u
∂t = Lωu has a a unique fundamental solution
pω(t, x, y), and there are positive onstants α, β, a and α˜ suh that for t ≤ 1
|pω(t, x, y)| ≤ α
td/2
exp
{− β|x−y|2t } , (6.4)
and suh that for |x− y|2 < at and t ∈ (0, 1]
pω(t, x, y) ≥ α˜
td/2
. (6.5)
For the proof we refer the reader to [9℄. The statements (4.16) and (4.75) therein orrespond
to (6.4) and (6.5). Reall the onvention on the onstants stated at the end of the Introdution.
We obtain the following Corollary:
Corollary 6.3. Assume (1.2) and (1.3), and let U be a bounded domain. There is a positive
onstant m(r, U) suh that for all ω ∈ Ω, and for all y, z ∈ U with dist(y, ∂U) > r, dist(z, ∂U) >
r,
gU (y, z, ω) ≥ m. (6.6)
For y 6= z, dene
hy(z) =
{
|y − z|2−d , d ≥ 3 ,
log diam(U)|y−z| , d = 2 .
(6.7)
There are positive onstants α, c(U) suh that for y, z ∈ U , and all ω ∈ Ω,
gU (y, z, ω) ≤
{
αhy(z) + c, if d ≥ 2 and y 6= z,
c, if d = 1 .
(6.8)
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Proof. Let x ∈ U with dist(x, ∂U) > r. Choose t0 ∈ (0, 1] suh that
√
at0 ≤ r2 and for all t ≤ t0,
α˜
td/2
≥ 2α
t
d/2
0
exp{−βr24t0 } holds, and suh that in addition the funtion t 7→ αtd/2 exp{−
βr2
4t } is
monotone inreasing on {t : t ≤ t0}. Let ρ = min( r2 ,
√
at0/8) and z0 ∈ Bρ(x). Hene |XTU−z0| >
r
2 , and on the event {TU < t ≤ t0}, the inequality pω(t− TU , XTU , z) ≤ αtd/2 exp
{− βr24t } follows
from (6.4) and from the monotoniity mentioned above. Choose further y0 ∈ Bρ(x), then
|y0 − z0| <
√
at0/2, and hene, for t ∈ (t0/2, t0), |y0 − z0| <
√
at holds. By Duhamel's formula,
see [30℄ page 331, and by (6.5), the subtransition density pω,U (t, y, z) satises for y0, z0 ∈ Bρ(x)
and t ∈ (t0/2, t0)
pω,U (t, y0, z0) = pω(t, y0, z0)− Ey0,ω
[
TU < t, pω(t− TU , XTU , z0)
]
≥ α
t
d/2
0
exp{−βr24t0 } > 0 .
(6.9)
We will now prove (6.6). Sine U is a bounded domain, it follows from a standard haining
argument using (6.9) that there is a nite integer K(U) > 0 suh that for all y, z ∈ U as above
(6.6), for all t ∈ (Kt0/2,Kt0) and for all ω ∈ Ω,
pω,U (t, y, z) ≥ c(r,K) > 0 . (6.10)
Sine
gU (y, z, ω) ≥
∫ Kt0
K
t0
2
pω,U (t, y, z)dt ,
the laim (6.6) follows. To prove the upper bound (6.8), we write
gU (y, z, ω) =
∫ ∞
0
pω,U (t, y, z)dt ≤
∫ 1
0
pω(t, y, z)dt+
∞∑
k=2
∫ k+1
2
k
2
pω,U (t, y, z)dt . (6.11)
With the help of (6.4), we nd positive onstants α, c suh that
∫ 1
0
pω(t, y, z)dt ≤
{
αhy(z) + c , if d ≥ 2, y 6= z,
c , if d = 1 .
(6.12)
We obtain by a repeated use of the Chapman-Kolmogorov equation and by (6.4), that for k ≥ 2,
∫ k+1
2
k
2
pω,U (t, y, z)dt ≤
∫
U
dv pω,U (1/2, y, v) sup
v∈U
∫ k
2
k−1
2
pω,U (t, v, z)dt
induction≤
(
sup
v∈U
Pv,ω [TU >
1
2
]
)k−1
sup
v∈U
∫ 1
1
2
pω,U (t, v, z)dt ≤ c
(
sup
v∈U
Pv,ω [TU >
1
2
]
)k−1
.
Hene, with the help of the Support Theorem of Strook-Varadhan, see [2℄ p.25, or from a
haining argument using (6.5), the sum on the right-hand side of (6.11) will be smaller than
c
infv∈U Pv,ω [TU ≤ 12 ]
≤ c(U) <∞ . (6.13)
Combining (6.11), (6.12) and (6.13) shows (6.8).
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