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Abstract
Inversions of earthquake source slip from the recorded ground motions typically im-
pose a number of restrictions on the source parameterization, which are needed to
stabilize the inverse problem with sparse data. Such restrictions may include smooth-
ing, causality considerations, predetermined shapes of the local source-time function,
and constant rupture speed. The best regional networks have sensor spacing in the
tens of kilometers range, much larger than the wavelengths relevant to key aspects
of earthquake physics. Novel approaches to providing orders-of-magnitude denser
sensing include low-cost sensors (Community Seismic Network) and space-based op-
tical imaging (Geostationary Optical Seismometer). This thesis aims to understand
whether the inversion results could be substantially improved, with fewer constraints,
by the availability of much denser sensor networks than currently available.
Inversions that involve large number of sensors and 3D crustal velocity models
are intractable with the current source inversion codes. Hence we have developed
a new approach that can handle thousands of sensors in heterogeneous media. It
employs iterative conjugate-gradient optimization based on an adjoint method and
involves iterative time-reversed 3D wave propagation simulations using the spectral
element method (SPECFEM3D). We have also developed a variant of this adjoint-
based method for layered media that utilizes pre-computed Green’s functions instead
of the time-reversed wave propagation. The developed methods have been applied
to two problems: impact of crustal structure uncertainties on source inversion and
resolution of rise time as a function of network spacing and rupture velocity. In the
first part, we show that typical uncertainties in crustal velocity models represented by
a von Karman distribution of 5 km correlation length and 5% standard deviation (with
vii
Hurst exponent of zero), severely degrade the quality of source inversion. However,
if the velocity uncertainties have a correlation of 500 m or a standard deviation of
1%, then source inversion has an adequate quality. In the second part we find that
supershear ruptures show almost identical source recovery in terms of width of the
slip pulse for network spacings ranging from few km to tens of km, even for rise
times as short as 1 sec, while subshear ruptures require a network spacing finer than
a penetration length that depends on rupture velocity and rise time, as their peak
ground velocity decays rapidly with distance from the fault.
In summary, we have developed scalable source inversion tools that will enable
exploiting the next generation of very dense earthquake observation systems, im-
provements in regional scale 3D tomography models and accelerated advancements
in computing capabilities. These developments will be critical in resolving the fine
spatio-temporal features of earthquake sources that are pertinent to fracture me-
chanics and earthquake physics. With the 3D iterative time-reversal imaging, one
could aspire for extracting more information from the high-frequency wavefield by
considering joint improvement of source and structure.
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1Chapter 1
Introduction
Earthquakes represent a large portion of the global natural hazard. In an earthquake,
a stressed out portion of the Earth releases the stored strain energy, displacing the
crust in opposite directions across a discontinuity. The resulting shaking is measured
on the surface of the Earth using instruments like accelerometers. The recordings are
in turn used to explain what happened inside the Earth by formulating an inverse
problem.
Earthquake source inversion is the process of inferring the spatio-temporal distri-
bution of slip rate on an assumed fault surface from a combination of seismological,
geodetic, remote sensing, tsunami and field observations. The inferred source pa-
rameters inform fundamental studies in earthquake physics and applied studies in
earthquake engineering. Strong ground motions near active faults, a key input for
earthquake hazard assessment, are greatly affected by the details of the source rupture
process. The design of source rupture models for future earthquakes is guided by the
slip models inferred for past earthquakes. Valuable constraints on earthquake rupture
processes can in principle be derived from ground motion recordings. In particular,
only seismological data provides a window into the time-dependency of the rupture
process.
21.1 Limitations of inversions using sparse datasets
1.1.1 Real earthquakes
Inversions of earthquakes with few recordings are found to be inconsistent across
source inversion modeling groups [Beresnev , 2003] even when the same approach
(e.g., Olson and Apsel , 1982 and Hartzell and Heaton, 1983 for 1979 Imperial Valley
earthquake) is used. These discrepancies arise due to subjective decisions made on
kinematic parameters and stabilizing constraints.. An example of a poorly recorded
earthquake where different groups produced widely different source models is the
1999 Izmit earthquake in Turkey. Beresnev [2003] found little resemblance among
five published source models of this earthquake [Bouchon et al., 2002; Delouis et al.,
2002; Gülen et al., 2002; Li et al., 2002; Sekiguchi and Iwata, 2002] in terms of
asperity locations and slip distribution (Figure 1.1). The 1999 Chi-Chi earthquake in
Taiwan was recorded by a few hundred of stations [Lee et al., 2001]. Ide et al. [2005]
compared four published source models of this event [Ma et al., 2001; Chi et al., 2001;
Yu et al., 2001; Zeng and Chen, 2001] and found that they are very similar in terms
of rupture length, width, duration and propagation velocity. Despite the differences
in the assumed velocity structure and modeling approaches, the dense distribution of
the Chi-Chi earthquake dataset enabled robust constraints on first- and second-order
source parameters.
1.1.2 Synthetic example
A group of source inversion modelers from various countries took the initiative to
validate their codes and understand the limitations of their methods. The effort
was led by Martin P. Mai as the SPICE (Seismic wave Propagation and Imaging
in Complex media: a European network) BlindTest which later evolved into the
Source-Inversion Validation (SIV) project (http://equake-rc.info/sivdb/wiki/). The
modelers were provided with noise-free data but were not given any information about
the input source. The velocity-density structure together with hypocentral depth,
3Figure 1.1: Source models for the 1999 Izmit earthquake in Turkey obtained
by four different groups using their own inversion methods and data processing
(http://equake-rc.info/srcmod/). The inverted sources of different groups are clearly
different.
4Figure 1.2: Source models obtained by 9 different groups (bottom left) for the input
source shown in top left recorded at stations shown by triangles in top right. Even
a simple model such as MOD A that looks nothing like input shows good fit to the
data (bottom right). (After Mai et al. [2007]).
seismic moment, strike, dip and rake were provided to compute Green’s functions.
Nine groups participated in this BlindTest. While some of the inverted source models
had about 90% correlation with the input, four of them were statistically no different
from a random model but still fit the data quite well (Figure 1.2).
1.2 Need for minimal constraints
The discrepancies in the source models seen in Section 1.1 arise from subjective de-
cisions made on kinematic parameters and stabilizing constraints. Additional con-
straints are typically imposed on source inversions, including total seismic moment,
5minimum norm, minimum roughness, positivity or bounds on rupture speed and rise
time. Some of these constraints have a strong physical basis. For instance, con-
straining rupture speed to be slower than the P-wave speed naturally enforces the
causality principle if the hypocenter location is assumed. In contrast, constraints on
rise time are usually motivated by the desire to reduce the number of unknowns in
order to mitigate the non-uniqueness of the inverse problem, rather than by known
physical bounds on rise time. Dynamic rupture simulations show that earthquakes
can produce a wide variety of behaviors depending on initial conditions and fric-
tion parameters [Gabriel et al., 2012]. One example of such complexity is the oc-
currence of rupture reversals, i.e., rupture propagation in the direction opposite to
that of the ongoing rupture, as was suggested for the 2010 El Mayor-Cucapah earth-
quake (http://www.scec.org/meetings/2011am/emc.html) and for the 1984 Morgan
Hill earthquake [Beroza and Spudich, 1988]. Another example is the occurrence of
multiple pulses (repeated slip) during the 2011 Tohoku earthquake inferred by Lee
et al. [2011]. Capturing such complex rupture processes requires a flexible parame-
terization with minimal constraints. We, therefore, derive a method here that does
not assume any particular properties of the sources, aside from the knowledge of the
rupture plane. Additionally, we avoid all sorts of constraints thereby allowing the
data to dictate how rupture evolved.
1.3 Physics-based vs. Kinematic source representa-
tion
Elastodynamic equations together with fault friction laws are used to construct physics-
based models of earthquakes. This approach uses fault constitutive laws derived from
laboratory experiments, but the scaling of friction parameters from laboratory to nat-
ural fault scales is not well understood. Attempts to invert for dynamic source param-
eters [Peyrat et al., 2004] from seismological observations have had limited success.
Kinematic inversions [e.g., Wald and Graves , 2001; Liu and Archuleta, 2004; Beres-
6nev and Atkinson, 2002], on the other hand, are well studied using various kinds of
optimization methods although they are not physics based. Kinematic source models
usually assume that rupture starts from a point on the fault known as hypocenter that
is inferred from arrival times of direct P- and S-waves. Nucleating from hypocenter,
rupture propagates at a fixed or variable speed known as rupture speed. The ruptured
region creates a finite offset across the fault plane termed slip. The duration for which
rupture occurs is usually much larger than the time for which any chosen portion of
the fault slips, also known as “rise time” [Heaton, 1990]. To characterize kinematic
rupture models, the rise time of each patch that constitutes the fault is required along
with the rupture velocity and slip of that patch. The temporal evolution of slip on
each patch is described by a slip-time function that depends on rise time.
1.4 Classical methods for source inversion
Seismograms can be expressed as the sum of the contributions from all fault patches.
Each fault patch contributes its slip-rate function convolved by a Green’s function.
The classification of inversion approaches comes from the kind of assumptions inver-
sion modelers make on the temporal evolution of slip. Allowing for variable rupture
speeds leads to a nonlinear formulation of the inverse problem [Ji et al., 2002; Liu
and Archuleta, 2004] and it is typically done in conjunction with assuming the shape
of the slip-time function, to reduce the number of free parameters.. Although great
care is taken to choose slip-time functions that are similar to those of dynamic rup-
ture modeling, the assumption of the same slip time function on all fault patches is
highly simplified [Shao and Ji , 2012]. Formulated in the wavelet domain [Ji et al.,
2002] or time domain [Hartzell and Heaton, 1983], these methods rely on a class of
global optimization methods like simulated annealing [Sen and Stoffa, 1991] or ge-
netic algorithms [Sambridge and Drijkoningen, 1992]. In addition to the assumption
on slip-time function, the work of Ji et al. [2002] also assumes bounds on the starting-
phase time (ts) and ending-phase time (te) which determine rise time (ts+te). The
other class of methods that treats the timing of rupture as known by an assumption
7on rupture velocity and inverts for potency in a certain number of temporal bins.
Such methods are known as multi-time window [Olson and Apsel , 1982; Hartzell and
Heaton, 1983] methods. Often, these methods use linear least-square optimization
[Menke, 1989] to solve the inverse problem. Constraints like non-negativity lead to
loss of linearity and require specialized methods such as non-negative least-squares
[Lawson and Hanson, 1995] to obtain a solution. To analyze small-scale features such
as nucleation simultaneously with the large-scale rupture process, Uchide and Ide
[2007] proposed a multiscale inversion model renormalizing the slip-rate distribution
on different scales.
1.5 Adjoint methods for imaging
Adjoint methods [Tarantola, 1984] have been in use in seismology for tomography
[Tromp et al., 2005; Tape et al., 2010; Fichtner et al., 2010; Liu and Tromp, 2008;
Askan and Bielak , 2008], point-source moment-tensor inversion [Hjörleifsdóttir et al.,
2007; Kim et al., 2011] and joint inversion of finite source and tomography in 2D [Akce-
lik et al., 2006]. The adjoint fields are related to time-reversal imaging [Kawakatsu
and Montagner , 2008]. Attempts to achieve finite-fault source imaging through time
reversal were unsuccessful in resolving rupture details [Kremers et al., 2011]. Here, we
present a method for source inversion based on adjoint methods, iteratively updating
the source model through time-reversal simulations. We show that the gradient of
the cost function with respect to slip rate is given by the tractions on the locked fault
plane in the adjoint problem. This is different from moment tensor (density) source
inversion [Kremers et al., 2011; Hjörleifsdóttir et al., 2007], for which the adjoint fields
are strains.
1.6 Prerequisites to incorporate 3D media
Earthquake source inversion is typically performed with Green’s functions computed
under the assumption of a horizontally layered crust. Waves propagating through a
83D medium are scattered as they reach the surface and imaging source properties
with such scattered datasets produces blurred models. Lateral heterogeneity is ac-
counted for only approximately, for instance, through station correction factors [Shao
et al., 2012] or through station-specific layered models [Liu et al., 2006; Asano and
Iwata, 2009]. Graves and Wald [2001] showed that incorporating well calibrated 3D
Green’s functions provides a better reconstruction of the source. The development of
3D crustal velocity models is in steady progress. In Southern California, wave prop-
agation simulations based on the SCEC CVM-H model are consistent with observed
waveforms down to a period of approximately 2 seconds [Tape et al., 2009]. However,
for dense seismic networks and fine resolution source parameterizations, the com-
putation and storage of 3D Green’s functions can be prohibitively demanding, and
an alternative approach for source inversion is desirable. The methodology presented
here provides such an approach and allows us to study finite earthquake sources when
a 3D velocity model of the region is adequately known. Our formulation also permits
exploring the effects of uncertainties in the velocity model on source inversion.
1.7 Unconventional earthquake observation systems
Earthquake source imaging suffers from limited resolution due to the spatial sparsity
of data provided by current seismic networks. To distinguish between predictions
of competing earthquake-physics models, we need the source resolution on scales
smaller than 1 km. Yet seismometers in currently deployed networks are located tens
of kilometers from each other, and inversions of their data need to be dramatically
smoothened to yield stable and convergent results. The source inversion problem with
sparse data is severely non-unique and its regularization requires dramatic assump-
tions on rupture kinematics that restrict the range of earthquake physics that can be
unveiled. Densifying seismic networks is one path towards more reliable source imag-
ing. Ideally, a spatial resolution finer than the wavelengths exploited in the source in-
version would capture an unaliased picture of the wavefield. Block-by-block networks
of low-cost MEMS sensors [Clayton et al., 2012] could soon provide ground motion
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Figure 1.3: Fault-parallel (left) and fault-normal (right) ground velocities from su-
pershear (top) and sub-Rayleigh (bottom) scenarios
recordings at every few hundreds of meters in urban areas. Emergent concepts for
space-based earthquake observation systems [Michel et al., 2013] could expand such
dense coverage to remote areas.
The dense set of observations from Geostationary Seismic Imager (GSI) can give
clues about the source characteristics, such as rupture speed, without actually having
to perform an inversion. For instance, one can distinguish supershear rupture from
subshear rupture just by the signature feature Mach cone that is visible in supershear
ruptures (Michel et al., 2013, Figure 1.3). Though the particle velocities shown in
Figure 1.3 are from the simulated ground motion, these features are also evident
(Figure 1.4) in the velocities processed to emulate as they would be seen from the
optical seismometer.
The use of these innovative dense observational systems for the large earthquakes
source imaging is very challenging for several reasons. First, the high sensitivity of
these dense networks to shallow heterogeneities requires the ability to simulate ac-
curately the propagation of seismic waves in a 3D Earth, which is computationally
expensive. Second, the large amount of data increases the difficulty to handle this
problem because of the required memory and processing power. Current inversion
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Figure 1.4: Fault-parallel ground velocity from a supershear scenario: simulated (left),
as seen by an optical telescope of 4-m diameter (middle) and 10-m diameter (right).
The noise in the telescope data is due to a number of sources, including capturing
the image for a finitie time and atmospheric disturbances.
codes cannot handle such vast amounts of data. A scalable source inversion code
that can help us better understanding the space-time evolution of earthquake rup-
ture, while handling the substantial amount of data provided by a next-generation
Earth observatory systems, can bring a paradigm shift in earthquake seismology. The
development of such approach is a goal of this thesis.
1.8 Source imaging in other areas
Although the source imaging technique described here is in the context of seis-
mic source, it may be applicable in various other fields. One example comes from
structural engineering. Brittle fractures in welded beam-column connections of steel
moment-resisting frames (MRFs) are detected by solving an inverse problem (provide
citation), and our method may help in dealing with increasingly larger number of sen-
sors used for structural monitoring. Localizing the sources in human brain activity
through electroencephalography (EEG) involves solving an inverse problem to invert
for the spatio-temporal details of large-scale neuronal circuits, forming an important
tool in cognitive and clinical neurosciences [Brodbeck et al., 2011], and the method
developed in this work may help in this area as well. .
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1.9 Outline of the thesis
In summary, the developments of this thesis build towards addressing the following
question: How to perform efficiently seismic source inversion based on dense seis-
mological datasets and minimal prior assumptions on the source? In Chapter 2, a
Lagrangian based PDE-constrained optimization method is presented and an analyt-
ical expression for the gradient of cost function with respect to the model is derived.
Using a 3D wave propagation code based on spectral element method, an inversion
scheme is developed combining the adjoint problem with the forward problem. Choos-
ing a rise time of 1 sec, the resolvability of pulses is qualitatively tested with a dense
(1 km station spacing) and a coarse (20 km station spacing) network for various von
Karman distributed 3D heterogeneous models and an explanation about qualitative
recovery is presented using the power spectra of von Karman distributions in Chapter
3. In Chapter 4, the “adjoint linear source inversion” with “unrestricted multi-time
window” parametrization is outlined and benchmarked with an example in compar-
ison to an existing widely used nonlinear source inversion method. Equipped with
this hybrid inversion scheme, the rise-time resolvability is tested for various network
spacing ranging from 2 km to 40 km. A range of values are chosen for the rise time
and the rupture velocity to establish quantitatively the rise times resolvable by a
given network spacing. Chapter 5 shows how to combine the separately obtained re-
sults for homogeneous velocity models (Chapter 4) and heterogeneous velocity models
(Chapter 3) to arrive at an understanding of rise time resolvability for complex source
embedded in complex velocity model. Chapter 6 provides future directions in which
this work can be extended.
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Chapter 2
Adjoint methods for finite-fault
kinematic source inversion
2.1 Statement of the source inversion problem
We aim at inferring the spatio-temporal distribution of slip velocity on an assumed
fault surface from ground motion data recorded at or near the Earth’s surface. The
data comprises three-component ground velocity timeseries d˙(xr, t) recorded at a set
of n receiver locations xr between the initiation of rupture at t = 0 and a final
recording time t = T . The model comprises the two-component slip velocity time
series m(x, t) at all points x on the fault surface Σ. The fault geometry is assumed
and the fault normal component of slip is assumed to be zero (shear faulting). We
use the term “synthetics” and the notation s˙(xr, t,m) to denote ground velocities
computed at receiver location xr based on source model m. The synthetic time series
and the model parameters are linearly related by a partial differential equation, the
seismic wave equation, or equivalently by a representation theorem (e.g., 3.2 of Aki
and Richards , 2002). We concisely write this relation as
s˙ = Gm (2.1)
where G is a linear operator from model space to data space. We seek a model that
reproduces the observed wavefield, s˙(m) ≈ d˙ in a sense that will be made precise
now.
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Waveform data is usually low-pass filtered prior to earthquake source inversion in
order to downweight those high-frequency components of the wavefield that cannot be
well predicted based on available crustal velocity models, which are usually relatively
coarse. We denote by h(t) the impulse time response of the filter, by fc its cut-off
frequency and by ∗ the convolution operation between two timeseries. We define a
cost function χ that quantifies the misfit between filtered data and synthetics:
χ (m) =
1
2
T∫
0
Nsta∑
r=1
Wr
∥∥∥h(t) ∗ (s˙(xr, t,m)− d˙(xr, t))∥∥∥2 dt (2.2)
where Wr is a data weight for the receiver located at xr and ‖ · ‖ is the 3D Euclidian
norm. Defining a dot product in the data space, 〈·, ·〉, that incorporates the weights
Wr and the filter h, we concisely write the cost function in terms of the associated
data space norm, ‖ · ‖:
χ(m) =
1
2
‖s˙(m)− d˙‖2 (2.3)
Our goal is to find the source model m that minimizes the cost function χ, subject
to Equation 2.1. The optimal model in this classical least-squares problem is the
solution of the so-called normal equations:
G†Gm = G† d (2.4)
where G† is the adjoint operator of G, defined as the linear operator from data space
to model space that satisfies the relation
〈d′,Gm′〉 = 〈G† d′,m′〉 (2.5)
for any arbitrary data d′ and model m′. The right hand side involves the natural dot
product in model space.
Upon discretization of the space and time dimensions, this leads to the classical
linear formulation of the source inversion problem [e.g., Hartzell and Heaton, 1983],
in which the unknowns are the slip rates at each fault cell and on multiple time
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windows. In standard practice, the slip velocity unknowns are restricted to time
intervals much shorter than the whole rupture duration. At each fault location these
intervals are dictated by assumed bounds on rupture speed and rise time. Some of
these additional constraints have a strong physical basis. For instance, constraining
rupture speed to be slower than the P-wave speed naturally enforces the causality
principle if the hypocenter location is assumed. However, constraints on rise time
are motivated by a desire to reduce the number of unknowns in order to mitigate the
non-uniqueness of the inverse problem, rather than by known physical bounds on rise
time. In contrast to standard practice, we consider the values of slip velocity at every
instant as unknowns. This allows for any fault location to rupture multiple times and
for the inversion to capture complex rupture histories that are physically admissible,
e.g., secondary rupture fronts running in the opposite direction as the main front.
2.2 Overview of the iterative procedure for source
inversion
We solve the normal equations (2.4) by applying a standard iterative algorithm, the
conjugate-gradient (CG) method. The algorithm is detailed below and shown picto-
rially in Figure 2.1.
1. Initialize the iteration counter, k = 0
2. Assume an initial model, m0, and compute the corresponding synthetics, s0 =
Gm0
3. Compute residuals by subtracting synthetics from data, r0 = s0 − d
4. Compute the gradient of the cost function with respect to the model parameters,
γ0 = G† r0
5. Set the search direction, p0 = −γ0
6. Compute new synthetics, sk = Gpk
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7. Update the model such that the cost function is minimized along the search
direction, mk+1 = mk + αpk where α = 〈rk, sk〉/〈sk, sk〉
8. Update the residuals, rk+1 = rk + αsk
9. Compute the new gradient, γk+1 = G† rk+1
10. Update the search direction applying the Polak-Ribiere formula, pk+1 = −γk+1+
βpk where β = 〈γk+1 − γk,γk+1〉/〈γk,γk〉
11. If the norm of the new search direction, pk+1, is less than a prescribed tolerance
stop. Otherwise increment the iteration counter, k ← k + 1, and go to step 6.
The inverse problem of earthquake source retrieval from ground motions recorded
over a limited region of the Earth’s surface generally suffers from non-uniqueness.
The particular solution to which the CG algorithm converges depends on the choice
of the initial guess. Here we setm0 = 0. With this choice, the CG algorithm is known
to converge to the minimum-norm solution. This choice is not motivated by physical
considerations on the rupture process, but rather by the insight it provides on the
intrinsic uncertainties of the source inversion problem: the minimum-norm solution
is orthogonal to the null space of the inverse problem, hence it isolates that part of
the earthquake rupture that is “visible” by a given dataset.
In our implementation, steps 2 and 6 involve a wave propagation simulation with
prescribed kinematic source. In the next Section we show that steps 4 and 9 can be
efficiently accomplished by a wave propagation simulation with time-reversed ground
motion residuals applied as point forces at the receivers. In that back-propagation
simulation the fault plane is locked and the gradient of the cost function is obtained as
the fault tractions. In summary, each iteration requires one forward-propagation sim-
ulation (during model update, step 6) and one back-propagation simulation (during
gradient update, step 9).
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Figure 2.1: Sketch of the adjoint method illustrating the iterative procedure to update
the source model using a forward and a time-reversed (adjoint) wave propagation
simulation for each iteration. If only the first adjoint simulation is carried out, then
the procedure is equivalent to time-reversal source imaging.
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2.3 Lagrangian formulation of the adjoint problem:
Dirichlet boundary control problem
For the problems we are interested in, the most efficient way to compute the gradient
of the cost function with respect to the source model is by solving an adjoint problem.
We use a Lagrangian formulation modified from that presented by Liu and Tromp
[2006]. We formulate the Lagrangian based on filtered residuals. Simulations are
done on a bounded domain Ω, whose boundary comprise a free surface ∂Ω1 and an
absorbing boundary ∂Ω2. We denote by ρ the density and C the fourth-order elastic
stiffness tensor of the crust. These material properties can be spatially non uniform.
The Lagrangian is given by
L (s˙,m,µ, λ) = 1
2
T∫
0
Nsta∑
r=1
Wr
[
h(t) ∗
(
s˙(xr, t,m)− d˙(xr, t)
)]2
dt
−
∫ T
0
∫
Ω
λ · (ρ∂2t s−∇ · (C : ∇s)) d3xdt
+
∫ T
0
∫
Σ
µ · (s˙+ − s˙− −m)d2xdt (2.6)
where λ and µ are Lagrange multipliers and s˙+ and s˙− are the velocity fields on each
side of the fault.
We seek s˙,m,λ and µ such that the Lagrangian L is minimized. A necessary
condition is stationarity of the Lagrangian with respect to its four arguments:
dL (s˙,m,µ, λ) = 0 = ∂L
∂s˙
δs˙+
∂L
∂m
δm+
∂L
∂λ
δλ+
∂L
∂µ
δµ ∀ δs˙, δm, δλ, δµ (2.7)
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This implies
0 =
∂L
∂s˙
δs˙ =
∂L
∂s
δs ∀ δs˙,∀ δs (2.8)
0 =
∂L
∂m
δm ∀ δm (2.9)
0 =
∂L
∂λ
δλ ∀ δλ (2.10)
0 =
∂L
∂µ
δµ ∀ δµ (2.11)
We now examine these four conditions sequentially. The first stationarity condition
is
0 =
∂L
∂s˙
δs˙ =
∫ T
0
∫
Ω
∑
r
Wr
[
h(t) ∗
(
s˙(xr, t,m)− d˙(xr, t)
)]
δ(x− xr) · h(t) ∗ δs˙d3x dt
−
∫ T
0
∫
Ω
λ · [ρ∂2t δs−∇. (C : ∇δs)]d3xdt (2.12)
+
∫ T
0
∫
Σ
µ · (δs˙+ − δs˙−)d2xdt
Integrating by parts the spatial and temporal derivatives we obtain, after some
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algebra,
0 =
∂L
∂s˙
δs˙ =
∫ T
0
∫
Ω
∑
r
Wr
[
h(t) ∗
(
s˙(xr, t,m)− d˙(xr, t)
)]
δ(x− xr) · h(t) ∗ δs˙d3x dt
−
∫ T
0
∫
Ω
[ρ∂2tλ−∇. (C : ∇λ)] · δsd3x dt (2.13)
−
∫
Ω
[ρ(λ · ∂t (δs)− ∂tλ · δs)]T0 d3x
+
∫ T
0
∫
∂Ω1
λ · [nˆ.(C : ∇δs)]− nˆ.(C : ∇λ) · δsd2x dt
+
∫ T
0
∫
∂Ω2
λ · [nˆ.(C : ∇δs)]− nˆ.(C : ∇λ) · δsd2x dt
+
∫ T
0
∫
Σ+
λ · [nˆ.(C : ∇δs)]− nˆ.(C : ∇λ) · δsd2x dt
+
∫ T
0
∫
Σ−
λ · [nˆ.(C : ∇δs)]− nˆ.(C : ∇λ) · δsd2x dt
+
∫ T
0
∫
Σ
µ · (δs˙+ − δs˙−)d2xdt
where [f ]T0 = f(T ) − f(0) for any function f . We can simplify this expression by
considering the perturbed initial conditions, δs(x, 0) = 0 and ∂tδs(x, 0) = 0; the
perturbed free surface boundary condition, nˆ.(C : ∇δs) = 0 on ∂Ω1; the perturbed
absorbing boundary condition, nˆ.(C : ∇δs) = Cabsδs˙ on ∂Ω2, whose contribution
we further integrate by parts; and the perturbed continuity of tractions on the fault
surface [nˆ.(C : ∇δs)]+ = −[nˆ.(C : ∇δs)]−, noting in addition that nˆ+ = −nˆ−. We
20
obtain
0 =
∂L
∂s˙
δs˙ =
∫ T
0
∫
Ω
∑
r
Wr
[
h(t) ∗
(
s˙(xr, t,m)− d˙(xr, t)
)]
δ(x− xr) · h(t) ∗ δs˙d3xdt
−
∫ T
0
∫
Ω
[ρ∂2tλ−∇. (C : ∇λ)] · δs d3xdt (2.14)
−
∫
Ω
[ρ(λ · ∂t (δs)− ∂tλ · δs)]Td3x
−
∫ T
0
∫
∂Ω1
nˆ.(C : ∇λ) · δs d2xdt
+
∫
∂Ω2
[Cabsλ · δs]Td2x−
∫ T
0
∫
∂Ω2
(
Cabsλ˙+ nˆ.(C : ∇λ)
)
· δs d2xdt
+
∫ T
0
∫
Σ
[(λ+ − λ−) · [nˆ.(C : ∇δs)]
−[nˆ.(C : ∇λ) · δs]+ − [nˆ.(C : ∇λ) · δs]−
+ µ · (δs˙+ − δs˙−)] d2xdt
where [f ]T = f(T ). Since this stationarity condition should be valid for all δs (and all
δs˙), and noting that the adjoint of convolution is cross-correlation, which we denote
by ?, we get
ρ∂2tλ−∇. (C : ∇λ) =
∑
r
Wrh ?
[
h ∗
(
s˙(xr,m)− d˙(xr)
)]
(t) δ(x− xr) (2.15)
subjected to the following boundary and terminal conditions:
nˆ.(C : ∇λ) = 0 on ∂Ω1
nˆ.(C : ∇λ) = −Cabsλ˙ on ∂Ω2 (2.16)
λ(x, T ) = 0
∂tλ(x, T ) = 0
λ+ = λ− on Σ
[nˆ.(C : ∇λ)]+ = − [nˆ.(C : ∇λ)]− on Σ
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and to the following requirement:
µ = [nˆ.(C : ∇λ)]+ (2.17)
We define the adjoint wavefield as
s†(x, t) = λ(x, T − t). (2.18)
It satisfies the following adjoint wave equation:
ρ∂2t s
† −∇. (C : ∇s†) = f † (x, t) (2.19)
subject to the following adjoint source:
f † (x, t) =
Nsta∑
r=1
Wrh ?
[
h ∗
(
s˙(xr)− d˙(xr)
)]
(T − t) δ(x− xr), (2.20)
and to the following boundary and initial conditions:
nˆ.(C : ∇s†) = 0 on ∂Ω1,
nˆ.(C : ∇s†) = Cabss˙† on ∂Ω2, (2.21)
s†(x, 0) = 0,
∂ts
†(x, 0) = 0,
s†+ = s†− on Σ,[
nˆ.(C : ∇s†)]
+
= − [nˆ.(C : ∇s†)]− on Σ.
Note that the adjoint field assumes a locked fault (no slip): the last two equations
express the continuity of displacements and tractions of the adjoint field across the
fault surface Σ. We define the adjoint tractions on the “+” side of the fault, Σ+, by
T†(x, t) =
(
C(x) : ∇s†(x, t)) · nˆ(x) (2.22)
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Equation 2.17 then gives, for any x ∈ Σ,
µ = T†(x, t). (2.23)
The second stationarity condition is
0 =
∂L
∂m
δm =
∂χ
∂m
δm−
∫ T
0
∫
Σ
µ · δm d2xdt (2.24)
Considering Equation 2.23, we obtain a useful expression for the gradient of the cost
function:
∂χ
∂m
δm =
∫ T
0
∫
Σ
T† (x, T − t) · δm d2xdt. (2.25)
The third stationarity condition is
0 =
∂L
∂λ
δλ =
∫ T
0
∫
Ω
δλ · [ρ∂2t s−∇. (C : ∇s)]d3xdt (2.26)
Since the above equation should be valid for all δλ,
ρ∂2t s−∇. (C : ∇s) = 0 (2.27)
which is the forward wave equation.
Similarly, the fourth stationarity condition yields the slip boundary condition on
the fault for the forward problem: for any x ∈ Σ,
m(x, t) = s˙+(x, t)− s˙−(x, t) (2.28)
In common practice seismograms are band-pass filtered prior to source inversion.
We note that the model in previous adjoint source inversion implementations [Kremers
et al., 2011; Hjörleifsdóttir et al., 2007; Kim et al., 2011; Akcelik et al., 2006] based on
pre-filtered data actually represents a filtered version of the complete source model.
The approach described here handles the temporal filter in a novel way: the forcing
term for the adjoint wave equation (Equation 2.20) involves a cross-correlation of
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the filter and the filtered residuals. This is the result of the Lagrangian based on
filtered waveform residuals (Equation 2.6). In Equation 2.20 the cross-correlation
operation is introduced in the data space. Alternatively, one can introduce the cross-
correlation in the model space, in which case, the integrand of Equation 2.25 will be a
cross-correlation of the filter and the adjoint tractions. Whether the cross-correlation
is introduced in data space or model space, our formulation allow to retrieve the
unfiltered version of the source.
2.4 Discrete formulation and model parametrization
The simplest possible parametrization of the model is adopted here. The fault surface
is decomposed into a mesh of Nfault non-overlapping fault elements of typical size
∆xm. The time axis is decomposed into Nt regular time intervals of size ∆tm. The
slip rate is represented by a piecewise constant distribution in space and time, i.e.,
slip rate is constant inside each fault element and each time interval. This implies
that the unknowns in our inverse problem are essentially the average slip rates within
spatio-temporal cells of dimensions ∆xm ×∆tm. We refrain from using higher order
basis functions (linear, splines, etc.) because the resulting discrete representation
of a non-negative continuum field can have negative values (see Section 2.5), which
complicates the enforcement of non-negativity constraints on the continuum model.
We set the temporal resolution of the model parameterization, ∆tm, such that an
RMS misfit lower than 1% is achieved between low-pass filtered ground motions com-
puted from a continuum source and from its temporally discrete version. In practice
the continuum source is also discrete, but described with a very small timestep. For
a specific source scenario described in a later Section, we find that this is achieved
with ∆tm = 0.1/fc, where fc is the cut-off frequency of the data filter (Figure 2.2).
We set the spatial resolution of the model parameterization, ∆xm, to be much
smaller than the minimum wavelength at the cut-off frequency, λ = cS/fc [Liu and
Archuleta, 2004]. We carry out the wave propagation simulations using a spectral
element code [Komatitsch et al., 2010]. Adequate accuracy is obtained by setting a
24
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Figure 2.2: Root mean squared (RMS) error between data and synthetics as a function
of the timestep of the temporal basis functions that discretize the slip velocity. The
data is computed based on a very finely discretized source, to represent a continuum
source. A timestep of 0.1 sec explains 99% of the data.
spectral element size comparable to the minimum wavelength λ and a polynomial
order of four, that is NGLL = 5 Gauss-Lobatto-Legendre nodes per spectral element
edge. The slip velocity model is represented at all the spectral nodes, so the average
spatial resolution of the model is ∆xm ≈ λ/(NGLL − 1).
2.5 Higher-order representations do not preserve pos-
itivity
Through an example we show that the representation of a non-negative continuum
model by linear basis functions might introduce negative values. Consider a repre-
sentation m(t) of a continuous slip-rate function v(t) in terms of orthonormal linear
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temporal basis functions bq(t):
v(t) ≈ m(t) =
Nt∑
p=0
mp bp(t) (2.29)
where
bq(t) =

t−tq−1
tq−tq−1 if t ∈ [tq−1, tq]
tq+1−t
tq+1−tq if t ∈ [tq, tq+1]
0 otherwise
(2.30)
The coefficients mp are found by solving
∫ T
0
(m(t)− v(t)) bp(t)dt = 0 ∀p = 0 to Nt (2.31)
This leads to the following algebraic problem:
Bm = v˜ (2.32)
where B is a tridiagonal matrix with components
Bpq =
∫ T
0
bp(t)bq(t)dt (2.33)
and v˜ is a vector with components
v˜p =
∫ T
0
v(t)bp(t)dt. (2.34)
Consider a continuous slip-rate function v(t) discretized by four linear basis func-
tions with unit width. Consider the following non-negative vector of projected slip
rates
v˜ =

2
1
4
3
 (2.35)
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Solving Equation 2.32 with
B =
1
3

1 0.5 0 0
0.5 2 0.5 0
0 0.5 2 0.5
0 0 0.5 1
 (2.36)
we obtain the model coefficients
m =
1
3

20
−4
14
20
 . (2.37)
A negative value in the model coefficients appears even though all the projected values
are non-negative.
2.6 Verification of the adjoint field computation
One can perform a dot-product test [Claerbout and Fomel , 2008] to verify that the
computation of the adjoint field is implemented correctly in a 3D wave propagation
code. The test amounts to verifying that Equation 2.5 holds for arbitrary m′ and
d′. The test involves two inner products, one in data space and one in model space.
The inner product in data space is the one emerging from the definition of the cost
function (Equation 2.2). The inner product in model space is
〈G† d′,m′〉 =
Nt∑
p=0
∫
Σ
m
′
p(x)τ
′
p(x)d
2x = τ
′†Wmm
′
where τ ′q is the discrete version of the adjoint field, G† d′, at the p-th timestep and
Wm is the weighting matrix introduced by spatial integral.
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2.7 Computational cost compared to pre-computed
Green’s functions approach
Here we compare the computational cost of our method to that of a prevailing ap-
proach that requires pre-computing Green’s functions. The cost is here defined as the
computational complexity quantified by the total number of floating point operations.
The actual performance on modern-day computers is determined by many other fac-
tors such as cache or CPU pipeline optimization, I/O density and inter-processor
communication. However, closed-form relations can be conveniently derived with a
metric based on arithmetic operations which, as we have found in practice, allow an
adequate comparison between two methods implemented in the same computer across
a wide range of application scenarios.
Our method requires two simulations per iteration of the CG algorithm: one
forward and one adjoint simulation. Because our focus is on source inversions incor-
porating 3D crustal velocity models, both simulations require a 3D wave propagation
code. We choose the spectral element method (SEM) code SPECFEM3D, but any
other 3D wave propagation code may be used if adjoint simulation capabilities can
be incorporated. In addition to incorporating adjoint capabilities, we parallelized the
fault solver in SPECFEM3D and tested for scaling and convergence (Appendix A).
The total computational cost, Γadj, of an inversion with our adjoint approach is
Γadj = 2Niter CSEM (2.38)
where Niter is the number of CG iterations and CSEM is the computational cost of one
3D SEM wave propagation simulation. The latter is quantified here by the number of
floating point multiplications, which we evaluated by inspection of the SPECFEM3D
code, mainly in the routines corresponding to the elastic force computation and the
Newmark timestepping:
CSEM = N
SEM
t Ne × 9 (2NGLL + 9)N3GLL (2.39)
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where NSEMt is the number of timesteps of the SEM simulation and Ne the number
of spectral elements.
Alternatively, one can implement the CG algorithm by pre-computing and storing
a database of Green’s functions (GF). The total cost of this approach, ΓGF , com-
prises the cost per CG iteration plus the overhead cost of pre-computing the GFs,
ΓohGF . The number of CG iterations is the same for the adjoint and GF approaches,
Niter. The cost per iteration is dominated by the cost, 2Cconv, of convolutions between
the GFs and the slip-rate timeseries in step 6 and cross-correlations between GFs and
residual ground velocity timeseries in step 9. Each of these operations involves essen-
tially two FFTs per data channel (Nsta stations with three components) per model
channel (Nfault fault cells with two components of slip rate). The timeseries contain
Ndatat samples and the FFTs include zero-padding to twice this length. The num-
ber of floating point operations per FFT is O(10) 2Ndatat log2(2Ndatat ). The overhead
involves 2Nfault 3D SEM wave propagation simulations. If reciprocity is exploited,
3Nsta simulations are needed. Hence,
ΓGF = 2Niter Cconv + Γ
oh
GF (2.40)
with
Cconv = 2Nfault × 3Nsta ×O(10) 4Ndatat log2(2Ndatat ) (2.41)
and
ΓohGF = min (2Nfault, 3Nsta)× CSEM (2.42)
The cost ratio of the two methods is
ΓGF
Γadj
=
Cconv
CSEM
+
ΓohGF
Γadj
(2.43)
with
Cconv
CSEM
= O(10)
24
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NfaultNstaN
data
t log2(2N
data
t )
NeNSEMt N
3
GLL(2NGLL + 9)
(2.44)
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and
ΓohGF
Γadj
=
min (Nfault, 3/2Nsta)
Niter
(2.45)
Figure 2.3 shows the cost ratio as a function of the number of stations for a specific
earthquake scenario considered in a later Section. The rupture dimensions are 40 km
along strike and 15 km along dip, typical of a Mw7.0 strike-slip earthquake. Ground
motions up to approximately two fault lengths away from the source are included,
low-passed filtered below 1 Hz. In this example, the pre-computed GF approach is
more expensive than the adjoint approach if more than a few tens of stations are
considered. Then the overhead of the GF approach dominates its cost and it is
advantageous to use our adjoint approach if
Niter < min
(
Nfault,
3
2
Nsta
)
(2.46)
We now develop order-of-magnitude estimates for all the terms in Equations 2.43
to 2.45. The number of fault cells, Nfault, is the potential rupture area (length L
and width W ) divided by the area of each fault cell (size ∆xm ≈ λ/(NGLL − 1), as
explained in Section 2.4): Nfault = LW (NGLL − 1)2/λ2. The number of timesteps
for the GF approach, Ndatat , is the total duration of the seismograms, T , divided
by the source timestep, ∆tm ≈ 0.1/fc (Section 2.4): Ndatat ≈ 10Tfc = 10Tλ/cS.
For Tfc = 102 ∼ 104, a range covering most practical situations, log2(2Ndatat ) =
O(10). The number of spectral elements, Ne, is the domain volume (a semi-sphere
of radius a couple of fault lengths) divided by the volume of a spectral element:
Ne =
2
3
pi(2L/λ)3. The number of SEM timesteps is the total simulation duration, T ,
divided by the SEM timestep (≈ 2λ/(cpN2GLL) for NGLL ≈ 5 and spectral element size
≈ λ): NSEMt ≈ 12 cpN2GLLT/λ. The number of stations with spacing ∆xs on a disk
of radius equal to a couple of fault lengths is Nsta = pi(2L/∆xs)2. In our experience
so far, Niter = O(100). Combining these estimates and considering NGLL = 5 and
cP/cS =
√
3, we get
Cconv
CSEM
= O(1)
(
λ
∆xs
)2
W
λ
(2.47)
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Figure 2.3: Comparison of the computational cost of the adjoint method based on
the spectral element method (SEM) and the method with pre-computed Green’s
functions (“GF approach”) for a typical Mw 7.0 earthquake scenario with 40× 15 km2
rupture area, a 3D velocity model, data low-pass filtered below 1 Hz, fixed domain
size extending up to approximately 2 fault lengths away from the source, and regular
station spacing. The cost is normalized by the computational cost of SEM. The cost
of the adjoint method does not depend on the number of stations, while the cost
of the GF approach increases drastically until it becomes advantageous to exploit
reciprocity to compute the Green’s functions.
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and
ΓohGF
Γadj
= O(10−1)
(
L
λ
)2
min
(
W
L
,
(
λ
∆xs
)2)
. (2.48)
We first compare the cost per iteration of both approaches (Equation 2.47). In
source inversion of large earthquakes (say M > 7) the wavelength corresponding to
the cut-off frequency (typically fc = O(1) Hz) is significantly smaller than the average
spacing of current seismic networks (typically larger than 10 km) and smaller than
the fault dimensions: λ/∆xs = O(10−1) and W/λ = O(10). These numbers imply
Cconv/CSEM = O(10
−1): in source inversion scenarios that are typical nowadays the
GF approach has a much smaller cost per iteration than the adjoint approach based on
SEM. However, if in the future we were to record the wavefield without aliasing on a
dense network with spatial resolution somewhat finer than the minimum wavelength,
λ/∆xs = O(1), the adjoint approach would have a relatively lower cost per iteration,
especially so if we can aim at analyzing higher frequencies.
Even when the cost per iteration is lower in the GF approach, the adjoint ap-
proach can have a relative advantage due to the overhead of pre-computing GFs
(Equation 2.48). Typically, rupture aspect ratios are in the range W/L = 0.1 ∼ 1
and the cut-off wavelength is a small to moderate fraction of the rupture length,
L/λ = 10 ∼ 100. For station spacings ranging from that of existing seismic networks
to ideally unaliased dense networks, λ/∆xs = O(10−1) ∼ O(1). These numbers imply
ΓohGF/Γadj = O(10
−1) ∼ O(103): there is a significant range of situations in which the
adjoint approach is more efficient than the GF approach. A denser network does not
necessarily penalize the GF approach, because reciprocity can be exploited. This is
reflected in the last term of Equation 2.48. For a coarse network with ∆xs  λ, we get
W/L > (λ/∆xs)
2 and ΓohGF/Γadj = O(10−1)(L/∆xs)2. The relative advantage of the
adjoint approach in coarse networks is obvious only for ruptures that are very large
compared to the average station spacing, for instance, Mw > 7 for a network with
20 km spacing. For a very dense network with ∆xs ≤ λ, we get W/L < (λ/∆xs)2
and ΓohGF/Γadj = O(10−1)LW/λ2. For frequencies up to 1 Hz (λ ∼ 3.6 km) and
Mw > 6.2, typically LW/λ2 > 10 and the advantage of the adjoint approach in very
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dense networks is clear, especially for large ruptures. It is further emphasized at
higher frequencies.
2.8 Summary
A method for earthquake source inversion including 3D heterogeneities of the crust is
presented. The method is based on an adjoint linear formulation and is implemented
here with wave propagation simulated with a spectral element method. The adjoint
approach is found to be generally more computationally advantageous than the usual
approach based on pre-computed Green’s functions. The method presented here is
an efficient way to incorporate information about lateral heterogeneity on earthquake
source inversions, and take full advantage of the increasing availability of 3D tomogra-
phy models at regional scales in order to improve the resolution of earthquake rupture
processes.
33
Chapter 3
Impact of crustal structure
uncertainties on source inversion
We show here that our source inversion procedure described in Chapter 2 reconstructs
well the source when the 3D velocity model is known in complete detail. We denote
these inversions as “reference inversions”. The 3D velocity model of Earth crust is
known to follow von Karman statistics [Frankel and Clayton, 1986]. Analyzing the
Bay Area velocity model provided by USGS, Hartzell et al. [2010] found that uncer-
tainties in 3D velocity model represented as von Karman distribution has near zero
Hurst exponent with 5 km correlation length and 5% standard deviation. Generating
such a velocity model, we run forward simulation to compute synthetic data using
which inversion is carried out employing methodology presented in Chapter 2 to see
how it would compare with reference inversions. We also explore the parameters for
von Karman distribution that can give reliable inversions comparable to reference
inversions, when uncertainties in velocity model are not known.
3.1 Reference inversions with known 3D velocity model
We consider as earthquake scenario a Haskell source, a steady slip pulse with square
slip-rate time function of rise time 1 sec propagating at a rupture speed of 2.9 km/s
on a vertical strike-slip fault of dimensions 40 km × 15 km. Stations extend about
two fault lengths away on each side giving a coverage of 200 km × 160 km. A
fourth-order low-pass Butterworth filter with a corner frequency of 1 Hz is applied to
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Correlation Length (Rc) Standard deviation (σ) Hurst Exponent (ν)
Model A 5 km 5 % 0.0
Model B 0.5 km 5 % 0.0
Model C 5 km 1 % 0.0
Table 3.1: Parameters of the three random velocity models (A, B and C) with von
Karman correlation function
the data. The fault is embedded in a 3D velocity model with lateral heterogeneities
superimposed on a homogeneous half-space. The average P-wave velocity is 5.6 km/s,
S-wave velocity 3.2 km/s and density 2.67 g/cm3. The velocity heterogeneities have
Gaussian probability distribution and von Karman spatial correlation function with
correlation length Rc, standard deviation σ and Hurst exponent H given as “model
A” in Table 1 (Figure 3.1). We assume Vs = Vp/
√
3.
We consider two different station densities: one with a station spacing of 1 km
denoted as dense network and the other with a station spacing of 20 km denoted
as coarse network (Figure 3.2). The dense network setup is motivated by emergent
concepts for earthquake observation systems [Michel et al., 2013] and the block-by-
block measurements using cheap MEMS-based sensors [Clayton et al., 2012] that
could provide ground motion recordings at every few hundreds of meters. The coarse
network is representative of the average station spacing of the current Japanese seismic
networks. Performing an inversion for the dense network would be challenging for
currently available source inversion codes. Figure 3.3 shows results of the inversions
based on the coarse network and the dense network. The spatial distribution of slip
rate is sharper in the source model inferred from the dense dataset. This illustrates
the intuitive idea that source recovery improves with increased number of sensors.
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Figure 3.1: Spatial distribution of P-wave velocity (Vp), normalized by its mean (5.6
km/s), on a cross section parallel to the fault plane for the three velocity models A,
B and C (from top to bottom) with random heterogeneity described in Table 3.1.
Histograms for each model are shown at the bottom.
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Figure 3.2: Fault and station geometry for a Mw 7 earthquake scenario in two hy-
pothetical networks with (a) 20 km and (b) 1 km station spacing. The number of
stations for each network is 88 and 32160, respectively. The fault (40 km × 15 km) is
in the XZ-plane. The domain is symmetric with respect to the XZ-plane. Blue stars
indicate station locations. The inset shows a zoomed portion of a 10 km × 10 km
area. The number of stations in the inset is more than the total number of stations
in the 20 km network.
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Figure 3.3: Results from reference inversions. Data is generated in the 3D het-
erogeneous velocity model A and source inversion is performed assuming the same
heterogeneous velocity model. The left column shows snapshots of input slip rate
at three different times. The middle and right columns show inverted slip rate from
the data of the 20 km network and the 1 km network, respectively. Note that the
dense network allows for a better source recovery. It would be challenging for current
source inversion codes and methodologies to do this inversion for the dense network
with 32160 stations.
3.2 Effect of uncertainties in the 3D velocity model
on source recovery
We discuss here the effects of ignoring the heterogeneity of the crustal velocity model
by comparing reference inversions to inversions that adopt the background homoge-
neous velocity model. Given the currently available velocity models and their esti-
mated level of uncertainty, we aim at understanding whether or not one can invert for
slip rate on the fault plane adequately without taking into account the uncertainty
in velocity structure.
Assuming that the heterogeneities in model A are unknown, inversions are carried
out in a homogeneous half-space corresponding to the background velocity model A.
Comparing the second and third columns of Figure 3.3 with the respective columns of
Figure 3.4, it can be seen that the dense network maps most of the slip rate into the
shallowest portions of the fault. This indicates that a denser network may not improve
source inversion if the bulk uncertainties have the statistical properties assumed here
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Figure 3.4: Same as Figure 3.3, with data generated in model A but now with source
inversion based on the background homogeneous velocity model. The inverted slip
pulses are distorted (bending in the dense network and widening of the pulse in the
sparse network) compared to the reference inversions shown in Figure 3.3.
(standard deviation of 5% and von Karman correlation function with Hurst exponent
of near zero and correlation length of 5 km).
We repeat this exercise for two other 3D heterogeneous velocity models: one with
much shorter correlation length (model B) and one with smaller standard deviation
(model C). The average velocities are the same for all models. The main parameters
of the three models are summarized in Table 1. Typical cross sections and histograms
are shown in Figure 3.1. Reference inversions using the true velocity models B and
C (not shown here) yield similar results as the reference inversion in model A (Fig-
ure 3.3). For the earthquake scenarios generated in models B and C the results from
inversions assuming the homogeneous velocity model (Figures 3.5 and 3.6) yield slip
rates qualitatively similar to those obtained in reference inversions (Figure 3.3).
An explanation for the differences in the effect of velocity model uncertainties on
source inversion across the different velocity models considered here could be obtained
by examining their power spectra (Figure 3.7). The normalized power spectral density
of a von Karman distribution is given by:
P (k) ∼
σ2(4piR2c)
3/2
(1 + (kRc)2)
3/2
(3.1)
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Figure 3.5: Same as Figure 3.4, but with data generated in model B (the source
inversion still assumes the homogeneous background velocity model). The pulses
recovered with the dense network are distorted while those of the sparse network are
qualitatively similar to results of an inversion based on the true velocity model (not
shown).
ï10
ï5
0
4 sec
ï10
ï5
0
A
lo
n
g
 d
ip
 (
k
m
)
7 sec
0 10 20 30 40
ï10
ï5
0
10 sec
0 10 20 30 40
Along strike (km)
0 10 20 30 40
 
 
ï1
0
1
m/s
Figure 3.6: Same as Figure 3.4, but with data generated in model C. For both net-
works, the inverted pulses are qualitatively similar to the results of inversions based
on the true velocity model (not shown).
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Figure 3.7: Power spectrum of the three heterogeneous velocity models considered,
normalized by the peak value of model A
where k is the wavenumber. We map wavenumber into frequency [Frankel and Clay-
ton, 1986] using 2pif = k Cs where Cs is the shear-wave speed. Models B and C have
low spectral amplitude in the frequency band of inversion (f < 1 Hz), at least one
order of magnitude lower than that of model A, and hence have less impact on the
quality of the source inversion.
Our formulation of the inverse problem assumed implicitly that noise is Gaussian
and uncorrelated. In a source inversion based on an incorrect velocity model the
major source of noise is the wavefield scattered by the unknown heterogeneities. This
noise can be correlated over length scales comparable to the correlation length of the
heterogeneities. One might hypothesize that the spatial correlation of the scattered
wavefield affects source inversions if its correlation length is larger than the station
spacing and our results support this intuition. In model B, which has an effective
correlation length of 2piRc v 3.14 km, the coarse network (20 km spacing) might not
see this noise correlation, but the dense network (1 km spacing) might (Figure 3.5).
For model A, however, both networks will sense this correlation, because their stations
spacing is shorter than the effective correlation length of the medium, 2piRc v 31.4 km
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(Figure 3.4). Yagi and Fukahata [2008] have discussed how to handle noise correlation
induced by uncertainties in the velocity model.
The heterogeneities have the same correlation length in model C as in model A,
but lower amplitudes. The slip pulses inferred in model C (Figure 3.6) have closer
resemblance to the reference inversion (Figure 3.3) than those inferred in model A
(Figure 3.4). So, the effects of noise correlation may be mitigated by reducing the
amplitude of the uncertainties in the velocity model, even if the noise correlation is
not accounted for in the inversion technique. When the velocity structure is poorly
known and dense datasets are available, one may consider a joint inversion of source
and structure [Akcelik et al., 2006].
3.3 Validity of our study for other rise times
Although we considered only one scenario with rise time of 1 sec, we expect our
findings to be valid for other rise times longer than 1 sec. This is confirmed in
Figure 3.8, which shows the results of source inversions based on rupture scenarios
with rise times of 2, 4 and 8 s. Scenarios are computed in the heterogeneous model
A, while inversions are carried out on the homogenous background velocity model.
Amplification and distortion of the slip pulse in the inversions based on data from
the dense network is also observed in these cases, as was found for a rise time of 1 sec
(Figure 3.3). Qualitatively similar deterioration of the inferred slip pulse is observed
irrespective of rise time for inversions related to one particular 3D heterogeneous
medium (Figure 3.8). The same has to be true for other media as well, suggesting
that our observations are independent of rise time if it is longer than 1 s. Resolving
rise times shorter than 1 s requires a finer temporal discretization of the source and,
more importantly, higher frequency data.
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Figure 3.8: Effect of rise time on source inversions. Data is generated in model A and
inversion assumes the homogeneous background velocity model. The description of
the three columns is the same as that given in Figure 3.3. Each row shows a repre-
sentative snapshot of slip rate for rise times 1 sec, 2 sec, 4 sec and 8 sec, respectively,
top to bottom. The slip pulse is distorted in the dense network irrespective of rise
time.
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3.4 Summary
The adjoint inversion adequately retrieves spatio-temporal details of the rupture pro-
cess when the 3D velocity structure is known. Typical uncertainties in crustal velocity
models, represented by a von Karman distribution of 5 km correlation length and 5%
standard deviation (with Hurst exponent of zero), severely degrade the quality of
source inversions. However, if the velocity uncertainties have a correlation of 500 m
or a standard deviation of 1%, then source inversion has an adequate quality. These
conclusions are independent of rise time, if longer than 1 s.
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Chapter 4
Rise-time resolution: Effect of
network spacing and rupture velocity
Knowledge of rise time of an earthquake is useful in determining whether the event
is crack-like or pulse-like. The latter produces strong shaking on the far side of
rupture thereby causing extensive damage. In this Chapter we attempt to quantify
the resolvability of rise time considering networks ranging from 2 km to few tens of km.
To accomplish this, we propose a hybrid method that combines the best of the features
available in various source inversion approaches. The conjugate-gradient algorithm
that forms the basis of this method is similar to that presented in Chapter 2 with the
only difference, the gradient of the cost function can now be readily computed without
having to run wave propagation simulations, assuming that the Green’s functions are
known.
Using the hybrid inversion method developed, we focus on understanding the
accuracy of rise-time estimates as a function of spacing between recorded stations.
We choose the simplest possible source description, a Haskell pulse, to address the
resolvability of rise time. Saraò et al. [1998] considered a Haskell-type rupture on dip-
slip faults and found that coverage in the forward direction of rupture gives better
results than the same number of stations placed in backward direction. Miyatake
et al. [1986] concluded that a straight-line array perpendicular to the fault is less
advantageous than a straight-line array parallel to the fault for source inversions.
Olson and Anderson [1988] arrived at a similar conclusion using a frequency-domain
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inversion approach. Iida [1990] found that optimal array geometry for a strike-slip
fault requires stations well spaced in azimuth along with near-fault stations. Using
the beam-forming technique, Huang and Huang [2004] showed that inversion results
depend on the array configurations they used. None of these studies aimed at inferring
systematically the rise-time resolution. By prescribing a pulse-like rupture similar to
the Haskell pulse where rise time and rupture velocity are fixed we simulate ground
velocities. Using the simulated ground velocities as data in a generalized source
inversion approach that is a synthesis of the best of the methods and parametrizations
available, we invert for slip rate on the fault plane to address the following questions:
How narrow are the pulses that can be resolved with a particular network? How
does rupture velocity affect the rise-time assessment? What happens if closely spaced
data comes at the expense of much higher noise levels? Though the source inversion
method outlined here is a medley of widely used procedures to invert for slip models,
we validate our inversion method by rerunning the inversion for a published problem
setup and comparing against their [Konca et al., 2013] results as a benchmark.
4.1 Problem formulation
Given the three-component data (ground velocities) for an earthquake at certain
receiver locations, we need to find the two-component slip rate on an assumed fault
plane. The data and slip rate are related to each other through the Green’s functions
(GFs) of the medium:
Gm = d˙, (4.1)
where m is the slip rate on the fault plane, d˙ is the data (ground velocities) and G
is the Green’s function matrix.
In the case of one fault cell (or a point source), data at any arbitrary location
can be computed as a convolution of the slip rate on the fault cell with the Green’s
function relating the fault cell and data locations. In shear ruptures where opening is
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not permitted, the relative displacement rate turns into slip rate which has only two
linearly independent components. So, G is a 3 x 2 matrix, m is a 2 x 1 vector, and
d˙ is a 3 x 1 vector.
In the case of finite faults, one can divide the fault into cells known as sub-faults
and sum over the contribution of each of them to obtain data at any arbitrary location.
This is equivalent to collecting all the slip rates from each sub-fault vertically in the
model vector and collecting the corresponding GFs to the right of the G matrix.
When data is available at multiple locations, each of them can be stacked vertically
in the data vector, collecting corresponding GFs to the bottom ofG matrix [Lee et al.,
2006].
4.2 Model parametrization
We adopt the multi-time window approach without any a priori constraints on hypocen-
ter, rupture speed, rise time, or shape of the slip-time function. This allows in prin-
ciple to resolve complex scenarios such as fault re-rupturing. The slip rate at each
sub-fault is expressed as a linear combination of boxcar temporal basis functions,
leading to a linear inverse problem. Spatial basis functions are boxcars over each
sub-fault. Since we do not limit the number of time windows, our scheme can be
called “unrestricted multiple time window ”. In principle, the model discretization in
time is similar to the classical ’multi-time window’ method introduced by Hartzell
and Heaton [1983], but the implementations of that approach are typically limited to
about 10 windows [Hartzell and Langer , 1993].
4.3 Green’s functions
We generate Green’s functions (GFs) up to frequencies of 5 Hz, higher than the cut-off
frequency of 1 Hz used in our inversions. We use the reflectivity method [Herrmann,
2001; Fuchs and Müller , 1971; Berman, 1997] for calculating the near-field full wave-
form GFs. A database of GFs covering all possible distances and azimuths in the
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densest configuration of stations is computed beforehand and used throughout this
study. The same GFs are used both in kinematic forward simulations to generate
data as well as in the inversions. In other words, we assume that the velocity model
is known in complete detail. The velocity model used here is a homogenous half-space
with Vp = 5.6 km/s, Vs = 3.2 km/s and ρ = 2.67 g/cm3. An approach that does not
need calculating GFs for inversion is described in Chapter 2.
4.4 Inversion method
We formulate our cost function as:
χ (m) =
T∫
0
n∑
r=1
[s˙(xr, t,m)− d˙(xr, t)]2dt, (4.2)
where s˙ is the synthetic data that depends on the “current” model while the actual
data (d˙) depends on the “original” source. Note that both data and synthetics are
given by the same Equation (4.1) except that m is the true source in the case of data
and is the model in the case of synthetics. It is easy to see from the cost function that
equal weighting is given to the data from each station. Incorporating a weighting
matrix to weight stations differently would not conceptually change the rest of the
formulation.
Starting with no prior (zero initial guess) information, we use a conjugate-gradient
(CG) algorithm to minimize the cost function [Hestenes and Stiefel , 1952; Fletcher
and Reeves , 1964]. CG can be described briefly as follows:
1. Assume an initial model,m0 (e.g., zero slip rate in space and time), and compute
the corresponding synthetics, s0 = G ∗m0
2. Compute the residuals r0 by subtracting the data from the synthetics, r0 = s0−d
3. Compute the gradient of the cost function with respect to the model parameters,
γ0 = G† r0 , where G† is transpose of matrix G.
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4. Set the search direction, p0 = −γ0
5. Then, for k=1,2,3,4,...., repeat the following:
(a) Compute new synthetics, sk = Gpk.
(b) Update the model so that the cost function is minimized along the search
direction, mk+1 = mk + αpk, where α = 〈rk, sk〉/〈sk, sk〉.
(c) Update the residuals, rk+1 = rk + αsk .
(d) Compute the new gradient, γk+1 = G† rk+1 .
(e) Update the search direction applying the Polak-Ribiere formula [Polak and
Ribière, 1969], pk+1 = −γk+1 +βpk where β = 〈γk+1−γk,γk+1〉/〈γk,γk〉.
(f) If the norm of the new search direction pk+1 is less than a prescribed
tolerance (e.g., 1e-4) stop. Otherwise, increment the iteration counter,
k ← k + 1, and go to step 5(a).
Since the approach is constructed based on the adjoint operator G† and works for
the linear formulation in terms of slip rate, we call it “adjoint linear slip rate inver-
sion”. In Section 4.2 we classified our inversion as “unrestricted multiple time win-
dow ” method. Combining the method formulation and parameterization, we name
our method as “adjoint linear slip rate inversion” with “unrestricted multiple time
window ” parameterization.
4.5 Benchmarking
To test the performance of our method, we run dynamic rupture simulations in a
geometry similar to the work of Konca et al. [2013], carry out inversions using the
method described here, and compare the results to the simulated source and to the
inversion results of Konca et al. [2013]. In particular, we focus on scenario 1 of Konca
et al. [2013]. This scenario is a crack-like rupture breaking the surface. The rupture
initiates from a nucleation patch (Figure 4.1) and propagates spontaneously governed
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Figure 4.1: Geometry of the problem. The fault is indicated by red rectangle. Stations
are shown in blue dots.
by slip-weakening friction. For more details see Konca et al. [2013]. We choose similar
geometry and station setup (Figure 4.1) as in Konca et al. [2013], except we only use
the velocities from the strong motion stations in our inversion, without the geodetic
measurements of final displacements used in Konca et al. [2013]. In Figure 4.1, the
fault is shown as a red rectangle and the extended plane from the fault is shown
in green. Stations are marked by blue dots. All stations are on the free surface.
There are a total of nine stations of which five stations are placed symmetrically at
10 km offset from the fault, one station at 20 km offset from the fault half way along
the strike, and three stations at 30 km offset from the fault symmetric along strike.
The horizontal spacing of the first set of five stations is 10 km and that of the last
set of three stations is 20 km. The simulations are conducted using the 3D wave
propagation code SPECFEM3D [Komatitsch et al., 2010] in which we implemented
extended kinematic sources represented by slip on a fault plane using the split-nodes
approach.
Figure 4.2(a) shows the snapshots of the input and inverted slip rate in the left
and right columns, respectively. Figure 4.2(b) shows the input and inverted slip rate
from Konca et al. [2013]. Figure 4.3(a) shows the input (top) and inverted (bottom)
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final slip from our inversion and Figure 4.3(b) from Konca et al. [2013]. We find that
the approach described here can invert for the input source in a way comparable to
those of previous studies, if not slightly better in resolving the visual details of slip
rate (Figure 4.2), by considering only data from the strong motion station locations.
Final slip in our inversion might improve if the GPS constraint is added. Both average
slip and average slip rate are within 1% from input values while peak values are off
by 6%.
4.6 Resolution of rise time for pulse-like ruptures
4.6.1 Problem setup
All rupture scenarios considered in sections hereafter have a fixed moment magnitude
of 7.0 and occur on a rectangular vertical fault of dimensions 40 km x 15 km. The
sub-fault size is chosen to be 0.5 km. The average slip on the fault is nearly 2 m.
Stations of a fixed spacing on the surface extend as far as two fault lengths away on
each side, giving a good surface coverage of 200 km x 160 km. No station is placed
along the strike of the fault plane (Figure 4.4).
Our goal is to investigate the rise-time resolution for different station spacings.
For this purpose, we consider a fixed-width slip pulse of a certain shape propagating
at a constant speed along the strike of the fault plane. Two different pulse shapes
are selected, boxcar and Yoffe [Yoffe, 1951] . The terms “boxcar pulse” and “Haskell
pulse” are used interchangeably in the following. Rise times ranging from 0.5 to 4 s
with the increment of 0.5 s are considered. For a fixed rise time, we also vary rupture
velocity to see its influence on the rise-time resolvability. Rupture velocities ranging
from 1 to 5 km/s with the increment of 0.5 km/s are selected. The slip-time function
on a sub-fault is represented by three parameters: rise time Tr, rupture velocity Vr and
slip D. We note that the problem addressed here is linear in slip, and so a parameter
study over slip is not necessary. The different kinds of scenarios considered here are
summarized in Table 4.1
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Figure 4.2: Comparison of the input slip rate and the inverted slip rate at three
different times. (a) Inversion using our method. (b) Inversion shown in Konca et al.
[2013]. In both cases first column shows input snapshots and second column shows
inverted snapshots. Our inversion method seems to resolve equally well the slip rate
visually, if not better, when compared with Konca et al. [2013].
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Figure 4.3: Comparison of the input final slip and the inverted final slip. (a) Inversion
using our method. (b) Inversion shown in Konca et al. [2013]. In both cases top panel
shows input slip and bottom panel shows inverted slip. Our inversion method does
not seem to do well in terms of slip when compared with Konca et al. [2013] as we
do not consider the GPS data.
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Figure 4.4: Geometry of the problem setup for all the scenarios considered in the
rise-time study. The station configuration is shown for 20 km station spacing but
various network spacings are considered in this study. For a given network spacing,
the closest station to the fault is as close as the spacing between stations.
Haskell Yoffe Haskell Noise Haskell
(Vr=2 km/s) (Vr=2 km/s & (Tr=1 sec) (Tr=1 sec)Vr=5 km/s)
2 km Tr=0.5 to 4 s Tr=0.5 to 4 s Vr=1 to 5 km/s 1 cm/s noiseVr = 2 km/s & Vr = 3 km/s
4 km Tr=0.5 to 4 s Tr=0.5 to 4 s Vr=1 to 5 km/s
5 km Tr=0.5 to 4 s Tr=0.5 to 4 s Vr=1 to 5 km/s
8 km Tr=0.5 to 4 s Tr=0.5 to 4 s Vr=1 to 5 km/s
10 km Tr=0.5 to 4 s Tr=0.5 to 4 s Vr=1 to 5 km/s
20 km Tr=0.5 to 4 s Tr=0.5 to 4 s Vr=1 to 5 km/s NoiselessVr = 2 km/s & Vr = 3 km/s
40 km Tr=0.5 to 4 s Tr=0.5 to 4 s Vr=1 to 5 km/s
Table 4.1: Various sets of scenarios examined. Yoffe and Haskell pulses are both
tested for various rise times and network spacings in the subshear case. The same
setup is used to repeat the supershear case for Yoffe pulse. Fixing the rise time,
the rupture velocity dependency is examined using a Haskell pulse. Finally, noise is
added to dense network for end-member cases of rupture velocity and for a fixed rise
time.
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A solution to an inverse problem is crucially dependent on the sensor network
geometry. Here, we use uniformly spaced networks, with spacing between stations of 2
km, 4 km, 5 km, 8 km, 10 km, 20 km, 40 km, where the densest station configuration is
chosen to mimic the spacing of next-generation earthquake recording systems [Michel
et al., 2013] possible from an optical satellite imaging, and the coarsest resembles the
spacing of best available current ground-based sensors. A given network spacing also
indicates that the closest station to the fault is exactly at a perpendicular distance
of its network spacing.
4.6.2 Misfit metrics
We show some plots in data space and model space on how the error metrics vary
as a function of space, time or iteration number. Specifically, we use Tr = 1 sec and
Vr = 2 km/s to illustrate the trends in these plots. These trends are preserved even
for other cases considered in this study except that convergence is faster or slower
depending on the shift in rupture velocity and rise time from the reference value for
which they are presented.
The misfit function is defined by Equation 4.2. For our choice, the misfit function
is the same as variance and its ratio to variance of the data gives the normalized
variance as shown in Figure 4.5. In this case, normalized variance reduction of 99%
is achieved in about 50 iterations. Denser networks tend to have faster reduction in
normalized variance than coarser networks.
The Root Mean Square (RMS) error of the model at any iteration is defined as
Ψ2 (m) =
∫ T
0
∑Nsub−fault
s=1 [m(xs, t)−m0(xs, t)]2dt
where m is the model and m0 is input source. k is the number of sub-faults.
The normalized model RMS error as a function of iteration number is shown in
Figure 4.6. RMS error is normalized with the difference between maximum and
minimum values. Figure 4.6 shows that the normalized RMS error decreases to a
similar extent for all networks in the initial iterations and saturates there. Conjugate-
gradient method retrieves the projection of true model onto the space orthogonal to
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Figure 4.5: Normalized variance as a function of iteration number. Denser networks
produce more rapid reduction in normalized variance than a sparser network.
the null space which happens in about 10 iterations for the case considered here.
Instead of integrating in both space and time, integrating only in time gives the
spatial variation Ψ2 (m,xs) =
∫ T
0
[m(xs, t)−m0(xs, t)]2dt (Figure 4.7) of RMS of slip
rate and just the summation over sub-faults gives the temporal variation Ψ2 (m, t) =∑Nsub−fault
s=1 [m(xs, t) − m0(xs, t)]2 (Figure 4.8) of the RMS of slip rate. Figure 4.7
shows that the spatial variation of slip-rate RMS seems to exhibit a pattern that is
related to the station spacing of the network. The temporal variation of slip rate is
higher (Figure 4.8) for the duration of the source (for Vr=2 km/s and fault length
of 40 km, rupture takes 20 sec to reach the other end of the fault) than the rest of
simulation time.
The RMS error can also be calculated for slip in a similar fashion as it is done for
slip rate.
Φ2 (m) =
∫ T
0
∑Nsub−fault
s=1 [δ(xs, t)− δ0(xs, t)]2dt
where δ is slip at any given iteration and δ0 is the input slip. The slip can be
computed from the model as δ =
√
δ2x + δ
2
z , where δx =
∫ T
0
mxdt, δz =
∫ T
0
mzdt, mx is
the along strike component and mz is the along dip component of slip rate. Note that
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Figure 4.6: Normalized RMS error of slip rate as a function of iteration number. The
RMS error in slip rate decreases more than 90% with denser networks performing
better than coarser networks.
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Figure 4.7: Normalized RMS error of slip rate in space. Coarser networks have a
higher RMS error in the central region of the fault while the dense network has a
uniform reduction of about 90% everywhere on the fault plane.
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Figure 4.8: Normalized RMS error of slip rate as a function of time averaged over
the entire fault plane. The dense network has only about 10% RMS error overall
while the coarse network has approximately 50% RMS error during the time for which
rupture lasts on the fault plane.
the integrals for calculating slip are cumulative integrals in time. The variation of the
normalized RMS error of slip is shown in Figure 4.9. Normalization is done by dividing
the RMS error with the difference between maximum and minimum values of slip. In
our formulation, slip at long periods gets zero weighting and so it takes more iterations
for slip to saturate (Figure 4.9) than the number of iterations taken by slip rate to
saturate (Figure 4.6). Summing the RMS error over the sub-faults gives the temporal
variation Φ2 (m, t) =
∑Nsub−fault
s=1 [δ(xs, t) − δ0(xs, t)]2 (Figure 4.11) and integrating
with respect to time gives the spatial variation Φ2 (m, xs) =
∫ T
0
[δ(xs, t)− δ0(xs, t)]2dt
(Figure 4.10) of the RMS of slip. The spatial pattern of the RMS of slip (Figure 4.10)
is not so evident as it was in case of slip rate. Similar to the temporal pattern of
the RMS of slip rate, temporal variation of the RMS of slip also shows also different
behavior for the duration of source than rest of the simulation time (Figure 4.11).
However, the temporal variation of the RMS of slip is lower for the duration of source.
The increase in temporal variation of the RMS of slip after the source duration could
be because the final slip gets near zero weight at long periods for the cost function
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Figure 4.9: Normalized RMS error of slip as a function of iteration number. The
RMS error in slip increases during the initial iterations eventually decreasing by an
order of magnitude, with denser networks giving less RMS error than their coarser
counterparts.
we used.
4.6.3 Effect of network spacing on resolving rise time
Our goal is to investigate the rise-time resolution for different station spacings. Rise
times ranging from 0.5 to 4 s with the increment of 0.5 s are considered. For a
fixed rise time, we also vary rupture velocity to see its influence on the rise-time
resolvability. Rupture velocities ranging from 1 to 5 km/s with the increment of
0.5 km/s are selected. The slip-time function on a sub-fault is represented by three
parameters: rise time Tr, rupture velocity Vr and slip D. We note that the problem
addressed here is linear in slip, and so a parameter study over slip is not necessary.
Figure 4.12 shows a representative snapshot of slip rate for inversions of slip pulses
with various rise times and network spacings, all with the rupture velocity of 2 km/s.
For the rise times as short as 1 s, only the densest station configuration, with the
spacing of 2 km, shows spatial pattern of slip rate that resembles the input slip rate.
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Figure 4.10: Normalized RMS error of slip in space. The spatial RMS error in slip is
lower compared to the spatial RMS error in slip rate (Figure 4.7).
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Figure 4.11: Normalized RMS error of slip in time averaged over the entire fault
plane. Errors in the final slip decrease with increasing network spacing.
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Figure 4.12: Trade-off between network spacing and pulse width for a square Haskell
pulse propagating at Vr = 2 km/s. Rows show inversions for different network spac-
ings with bottommost row showing the input. Columns correspond to a representative
snapshot from scenarios with rise times 0.5 sec, 1 sec, 1.5 sec, 2 sec, 2.5 sec, 3 sec,
3.5 sec, and 4 sec, respectively. Coarser networks have trouble resolving shorter rise
times.
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As the spacing between stations increases, the slip pulse smears out over a region
wider than the input pulse width. As the station spacing gets as coarse as 40 km,
there is barely any sign of the pulse. Changing the pulse shape from boxcar to Yoffe
had little effect on resolution in comparison to the input (Figure 4.13). We also
consider a rise time of 0.5 sec but its resolution is poor, as expected, since one cannot
resolve rise times that short while using a filter with the cut-off frequency of 1 Hz.
Filters higher than 1 Hz cannot be confidently used in source inversion due to the
poor knowledge about the crustal velocity structure [Ide et al., 2005; Ide, 2007] . For
the longer rise times of 4 sec, the pulse width as well as the peak slip rate are well
constrained in inversions from dense datasets. Coarser networks broaden the pulse
and decrease the peak slip rate. A commonly observed issue of loss of resolution with
depth [Page et al., 2009; Custódio et al., 2009] is also evident in Figure 4.12.
Quantitative estimation of the goodness of the inverted rise-time values can be
obtained from the slip-rate distribution. Since we do not impose non-negativity and
smoothing constraints, slip rate exhibits an oscillatory behavior at the onset and ces-
sation of slip. Hence we use slip accumulation to estimate the rise time. Specifically,
we compute the rise time as the time taken for slip on a sub-fault to go from 20% to
80% of its final value. The rise-time estimates obtained for each sub-fault are con-
verted into one nondimensional number for the entire fault plane by taking the ratio
of the median value of the rise time over the whole fault to that of the input rise time.
Repeating this rise-time calculation for each input rise time and network spacing in
Figure 4.12, a contour plot is constructed for the inverted rise time (Figure 4.14).
Values of 1 indicate good recovery of the rise time, with higher values indicating pro-
gressive smearing of the slip pulse. Selecting an acceptable value for the goodness of
the recovered rise time (e.g., a factor of 2) partitions the parameter space into two
regions, one of which (that of shorter rise times and sparser networks, top left in Fig-
ure 4.14) is unreliable. The dotted line shows 4x = VrTr, where 4x denotes network
spacing and Vr, Tr are rupture velocity and rise time respectively. One would expect
the partitioning of reliable and unreliable to be somewhere close to this dotted line
but this is not the case, as seen in Figure 4.14. Hence, one should be careful while
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Figure 4.13: Trade-off between network spacing and pulse width for a Yoffe pulse
propagating at Vr = 2 km/s. Rows show inversions for different network spacings
with bottommost row showing the input. Columns correspond to a representative
snapshot from scenarios with rise times 0.5 sec, 1 sec, 1.5 sec, 2 sec, 2.5 sec, 3 sec,
3.5 sec and 4 sec, respectively. Coarser networks have trouble resolving shorter rise
times.
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Figure 4.14: Contours of the ratio of the median rise-time estimates over the entire
fault from the model to that of the input median rise time, for Vr = 2 km/s. Contour
labeled 2 partitions the parameter space into two of which the top-left portion is
unreliable.
interpreting inverted rise times shorter than 2.5 s [Chen et al., 1991; Huang et al.,
2001; Hernandez et al., 2001; Bernard et al., 1997] when they are obtained based on
network spacings of tens of km using a filter with the corner frequency of 1 Hz.
4.6.4 Effect of rupture velocity on resolving rise time
The rupture velocity can affect the resolvability of the source parameters, including
the rise time. In particular, supershear ruptures do not have particle velocities de-
caying as fast as subshear ruptures away from the fault [Aagaard and Heaton, 2004;
Bernard and Baumont , 2005] owing to the presence of well-known Mach wave the am-
plifies high frequencies [Bizzarri and Spudich, 2008]. Variable rupture speed decreases
coherence in Mach front and reduces peak ground velocity [Bizzarri et al., 2010], That
is why we repeat the study of Section 4.6.3 for a supershear rupture speed of Vr = 5
km/s (Figure 4.15). The results (Figure 4.14) show that the resolution of the rise
time is much better for the supershear case, as expected, with the rise time being
resolved within a factor of 2 in all cases considered (Figure 4.16).
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Figure 4.15: Trade-off between network spacing and pulse width for a Yoffe pulse
propagating at Vr = 5 km/s. Rows show inversions for different network spacings
with the bottommost row showing the input. Columns correspond to a representative
snapshot from scenarios with rise times 0.5 sec, 1 sec, 1.5 sec, 2 sec, 2.5 sec, 3 sec,
3.5 sec, and 4 sec, respectively. Coarser networks have trouble resolving shorter rise
times.
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Figure 4.16: Contours of the ratio of the median rise-time estimates over the entire
fault to the rise time of the input for Vr = 5 km/s.
A plane wave approximation for a line fault in 2D can provide some rudimentary
explanation for the better resolvability of supershear ruptures than subshear ruptures.
Consider a shear rupture propagating at a rupture speed Vr = ω/k along the strike
(x-axis) of a fault, where ω is the circular frequency and k is the wave number . The
ground velocity is proportional to ei(−ωt+kx+ly) where k2 + l2 = ω2/c2 and c is a wave
speed. The coefficient l in front of the off-fault coordinate y is then given by:
l2 =
ω2
c2
− k2 = ω2
(
1
c2
− 1
V 2r
)
(4.3)
When c is the P-wave speed, l is always negative. However, for c = cs, l2 can
be positive or negative depending on whether the rupture speed is supershear or
subshear. The nature of waves change from propagating to exponentially decaying in
the fault-normal direction as l2 changes sign from positive to negative. So, in the case
of supershear ruptures, plane waves propagate much farther distance perpendicular
to the fault. Additionally, one can define a penetration distance using the imaginary
part of l for subshear ruptures as:
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Figure 4.17: Trade-off between network spacing and rupture velocity for a square
Haskell pulse with Tr = 1sec. Rows show inversions for different network spacings
with bottommost row showing the input. Columns correspond to a representative
snapshot from the scenarios with rupture velocity 1 km/s, 1.5 km/s, 2 km/s, 2.5
km/s, 3 km/s, 3.5 km/s, 4 km/s, 4.5 km/s and 5 km/s, respectively. In the supershear
regime, rise times are well resolved by all the networks while in the subshear regime
a dense network is required to resolve the rise time better.
y∗ =
1
Im(l)
=
1
ω
√
1
V 2r
− 1
c2s
=
Vr
2pi
Tr√
1− (Vr/cs)2
(4.4)
For subshear ruptures, therefore, station spacing has to be at least y∗ to resolve the
rise time Tr of a rupture propagating at Vr. Considering the Vr = 2 km/s case in
Figure 4.19 which has a penetration distance of 2.5 km, resolution is good only for
inversion with data from the 2 km network.
To confirm the anticipated dependence on rupture speed, we conduct inversions of
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slip pulses with the rise time of 1 s propagating at a range of rupture speeds for various
network spacings. A representative snapshot from each inversion is shown in Figure
4.17. Even a station spacing of few tens of kilometers gives a recovery qualitatively
close to that of the input for the supershear regime, both in terms of pulse width and
peak amplitude. For the subshear regime, however, there is a perceivable difference in
the reconstructed source from sparse datasets compared to that from dense datasets.
This can be explained by considering the peak ground velocity (PGV) as a function
of the distance from the fault on a line of stations oriented perpendicular to the fault
at its center (Figure 4.18). PGV decays relatively slowly with distance for cases with
supershear rupture speeds, allowing propagation of the source information all the
way to sparse stations. On the other hand, PGV for the cases with subshear speeds
decays by more than an order of magnitude at about 10 km distance, not preserving
the source information. A contour map of median value of recovered rise time over
the fault as a ratio of prescribed rise time is also presented in rupture velocity network
spacing parameter space (Figure 4.19). Supershear ruptures how good (factor of 1)
resolvability of rise time even for station spacing up to 10 km while subshear ruptures
always have a resolvability factor in excess of unity even for dense networks (Figure
4.19). Furthermore, rupture velocity as low of 1 km/s is very poorly resolved (factor
of 10 off) when station spacing higher than 10 km is used.
While the recovery of the slip-rate profile exhibits much variation across rise times
and rupture velocities, the recovery of total slip is barely affected by these parameters.
Figure 4.20 shows the along-strike average of final slip on the fault plotted as a
function of depth for the smallest and the largest rise time considered (Tr = 1 s and
Tr = 4 s). The depth profiles of recovered slip are very similar for both end-member
rise times in the subshear regime, where slip rate shows substantial variations in
recovery. Variability in the shape of the slip profile with the network spacing is
minimal, with the general trend of under-prediction at deeper portions of the fault
with some minor over-prediction in the middle of the fault.
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Figure 4.18: Peak ground velocity (PGV) as a function of distance from the fault
for Tr = 1 sec Haskell pulse considering different rupture velocities. The supershear
ruptures have near flat dependence of PGV with distance.
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Figure 4.19: Contours of the ratio of the median rise-time estimates over the entire
fault to rise time of input for Tr = 1 sec. For supershear rupture velocities, all the
networks seem to resolve the rise time well except possibly for the 40 km network
spacing. In the case of sub-Rayleigh rupture speeds, a network spacing smaller than
a km is required to get a good estimate of the rise time.
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Figure 4.20: Profiles of the final slip averaged along strike plotted as a function of
depth for different rise times (left) Tr=1 sec and (right) Tr=4 sec. Depth averaged
slip recovery is almost independent of the rise time.
4.6.5 Rise-time resolvability for variable rupture speed
The scenarios considered so far have a constant rupture speed over the entire fault
plane. Let us consider a scenario with a variable rupture speed, in which rupture
propagates with the speed of 2 km/s from 0 to 10 km along strike, 2.5 km/s from
10 to 20 km along strike, 2 km/s from 20 to 30 km, and finally 2.5 km/s from 30
to 40 km (the end of the rupture plane). Throughout the scenario, the rise time is
kept constant at 1 s. We use data from a 4-km spaced network in this inversion.
We choose this particular combination of the rise time and rupture speeds because,
in the inversions with a constant rupture speed, the case of 2.5 km/s rupture speed
has an improved resolution of the pulse width over that of 2 km/s rupture speed for
1 s rise time, when inverted with the 4-km-spaced network. Figure 4.21 shows the
comparison of this inversion with the constant rupture speed inversions at mid-depth
along strike in space-time plots. The space-time plots provide a consolidated view of
rupture process along strike for a given depth. For Haskell pulses, rupture will be
seen within a band of Tr sec having a slope of Vr. The portions during which the
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Figure 4.21: Space-time plot of the slip rate at mid-depth to test variable rupture
velocity. A scenario with 2 km/s rupture velocity in 0<x<=10 km, 20<x<=30 km
and 2.5 km/s in 10<x<=20 km, 30<x<=40 km gives inversion comparable to an
overall rupture speed of 2 km/s in the regions where rupture speed is 2 km/s and
comparable to an overall rupture speed of 2.5 km/s in the regions where rupture speed
is 2.5 km/s.
rupture speed is slower, at 2 km/s, have poorer resolvability, similar to the inversion
of the case with the 2 km/s constant rupture speed, while the portions with the faster
rupture speed of 2.5 km/s have better resolution qualitatively comparable to that of
the inversion of the case with the 2.5 km/s uniform rupture speed.
4.7 Trade-off between noise and network spacing
We consider the previously treated cases with two different rupture velocities one
from each regime of resolvability of rise time. 3 km/s rupture velocity gave a good
estimate (Figure 4.22) of rise time for both sparse (20 km) network as well as dense
(2 km) network while 2 km/s rupture velocity (Figure 4.23) gave a poor estimate
of rise time for sparse network. For each of the cases of rupture velocity, we add
Gaussian uncorrelated noise of 1 cm/s to the data from dense network still keep the
sparse network noiseless. It should be noted here that 1 cm/s noise added here is
spatially uniform, unlike the noise typically added in source inversion studies that is
expressed as some percentage of peak ground velocity. We see that the slip rate from
inversions of dense network data with noise is nearly the same as that of inversion
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Figure 4.22: Slip rate snapshots from inversion with a noise of 1 cm/s added to the
dense network data, and its comparison to its noiseless counterpart and a sparse
network inversion for Vr=3 km/s. The recovery of the dense network with 1 cm/s
noise added to its data is qualitatively similar the dense network recover without
noise.
based on dense network data without any noise, qualitatively. This indicates that the
inversion based on data from the dense network with noise added to it has extracted
all the information from the data except possibly for the intrinsic limitations of inverse
problem.
4.8 Summary
We presented a consolidated method namely “adjoint linear source inversion” with
‘unrestricted multiple time window’ that do not involve any constraints. For subshear
rupture velocities, network spacing has to be less than a penetration length that
depends on rupture velocity and rise time, for qualitatively better (less than a factor
of 2 over-prediction) recovery of rise time. Inverted models of supershear rupture
speeds show almost identical recovery of width of pulse, independent of rise time
and network spacing. Conclusions on rise-time resolvability are not dependent on
the shape of pulse used. We verified this by using a Yoffe slip-rate function that
is considered more realistic than the end-member boxcar pulse. Furthermore, rise-
time resolvability for complicated sources with variable rupture speed can be found
as superposition of its resolvability from constant rupture speed cases. Considering
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Figure 4.23: Slip rate snapshots from inversion with a noise of 1 cm/s added to the
dense network data, and its comparison to its noiseless counterpart and a sparse
network inversion for Vr=2 km/s. The recovery of the dense network with 1 cm/s
noise added to its data is qualitatively similar the dense network recover without
noise.
40 km and 20 km network spacing, we cannot resolve rise time as suggested by
previous studies, for subshear cases (Figure 4.19), which has to be true at least for
multi-time window parameter although further investigation is needed to verify this
for nonlinear parameterization. Rise-time resolvability is related to networks with
distance of closest station from the fault similar to network spacing and is unchanged
by shifting a coarser network such that its closest station to fault is closer than its
network spacing (Figure 4.24). For a Gaussian additive uncorrelated noise level of 1
cm/s uniform over the entire domain, the rise-time resolvability of the dense network
with noise is as good as its noiseless inversion and the qualitative comparisons to its
noiseless sparse network still hold in different regimes of rupture velocity.
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Figure 4.24: Slip rate snapshots from inversion for Vr = 2 km/s and Tr = 1 sec.
Instead of having the network spacing as the closest distance from the fault, 20km-
network is adjusted such that the closest stations are at a distance 4 km from the
fault. Network spacing is the determining factor for the quality of inversion, but not
the distance of the closest station to the fault.
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Chapter 5
Conclusions
Source imaging is presented in two different settings: one where the velocity model is
homogeneous/layered (Chapter 4) and other where the velocity model included lat-
eral heterogeneity (Chapter 3). In each case a new method is presented to minimize
the misfit between data and synthetics based on adjoint principles. Adjoint meth-
ods enabled data fitting using only the gradient information which proved to be very
important to handle the vast amount of data and large number of free parameters. Go-
ing from data space to model space requires a matrix vector multiplication when the
Green’s functions (GFs) are known (homogeneous velocity model, where the matrix
is the transpose of the GF matrix) while it requires solving a terminal value problem
with time-reversed residuals as point forces at the locations where data is available
when the Green’s function matrix computation is too expensive (heterogeneous ve-
locity model). The terminal value problem is solved using a 3D wave propagation
code, SPECFEM3D. Using gradient information together with a conjugate-gradient
algorithm, the cost function is minimized to arrive at a model that can explain the
data well.
In homogenous velocity models, inversions are computationally inexpensive once
a database of GFs is computed. So, a rigorous quantitative study of the capability to
resolve fine properties of the rupture, such as rise time, is presented for homogenous
velocity models. For heterogeneous velocity models, however, it is shown that the
inversion is qualitatively similar to that of the homogenous velocity model, when
the velocity model is known completely. For the heterogeneity that is found to be
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representative of Earth’s crust, not knowing the perturbations in velocity model gave
counter-intuitive results. Two end-member heterogeneities (model B, model C) are
found for which source inversion yields a source model that is as good as what would
have been obtained if the complete 3D velocity model is considered in the inversion.
So, in principle, all the results presented in Chapter 4 for the homogenous velocity
model are still valid for the heterogeneous velocity model, if the velocity model is
known well. When the velocity model is not perfectly known, the results of Chapter
4 are still valid as long as the uncertainty is no more than that of model B or C,
as presented in Chapter 3. The combined results of Chapter 4 and 3 are useful in
comprehending source inversion for velocity models with large uncertainty.
Inversion for complex sources can be well understood from the results of Chapter 4
itself. Slow ruptures will have trouble resolving rise times shorter than 4 sec with the
best available ground motion earthquake recording systems as they have a spacing of
the order of few tens of km. A new generation of earthquake recording systems with
spacing less than a km will be required to obtain reliable estimates of the shorter
rise times. Short rise times can only be trusted for fast ruptures. Care should be
taken in interpreting the source models obtained by inversion modelers so far as
almost all of them had stations that are few tens of km apart, especially when linear
parametrization is used considering only the strong motion data.
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Chapter 6
Recommendations for further
research
6.1 Complex kinematic scenarios
Physics-based models of earthquakes show complex features in their source [Gabriel
et al., 2012] that may be resolved only using dense datasets. Identifying multi-pulse
vs. single-pulse ruptures, especially on smaller scales, would put severe constraints
on rupture models. A small domain having 60 km x 60 km station coverage is used
to show that even if the dense data comes at the expense of noise that is higher
than that of the coarse data, the inversion based on the dense dataset can still prove
advantageous in getting a better idea of the peak slip velocity as well as pulse width
and rupture complexity. Throughout these scenarios dense network refers to a station
spacing of 1 km while coarse denotes stations 20 km apart from each other. A
Gaussian additive uncorrelated noise of 1 cm/s is added to the dense data in all the
scenarios considered in this section but the coarse data is not contaminated with any
noise.
6.1.1 Double pulse
Until now, only one pulse was prescribed on the fault plane and the inversion was
performed from data of various networks. The next question that arises is what
happens when there are multiple pulses. The simplest of the multiple pulse scenarios
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Figure 6.1: Top panel shows the input double pulse scenario (first column) and in-
versions for it based on data from the coarse network (second column) and data from
the dense network (third column) at three different times. Bottom panel shows depth
averaged profiles of the amplitude of slip velocity along strike for each of these cases.
Only inversion from the dense network shows two pulses clearly. Pulse width is 1.5
km and the gap between pulses is also 1.5 km.
is a double pulse. Each pulse has its own three parameters: pulse width, rupture
velocity and amplitude of slip rate. In addition to the parameters of the pulse, there
is another parameter that needs to be prescribed viz. the gap between the pulses.
A rigorous study of double pulse is not our goal here. So, we simply prescribe the
scenario such that both pulses have same rupture velocity, slip-rate amplitude and
pulse width. Also, the gap between the pulses is kept the same as the pulse width.
When inversions are done with a pulse width of 1.5 km, we find that the inversion
from the coarse network shows only one pulse in the recovered model while the dense
network clearly shows both pulses in its recovered model (Figure 6.1). However, when
the pulse width is increased to 3 km, both coarse and dense networks show clearly two
pulses in the inverted source model (Figure 6.2). Nevertheless, the peak slip velocity
is well resolved along with the shape of pulses only in the inversion based on dense
network data.
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Figure 6.2: The three columns show the input, inversion with the coarse network
and inversion with the dense network, respectively. Pulse width and the gap between
them are both 3 km. Inversion from the data of coarse network also shows signs of
two pulses for 3 km gap between pulses which was not the case when the gap was 1.5
km (Figure 6.1).
6.1.2 Back-propagating asperity
This scenario is motivated by an eye witness of the 2010 El Mayor - Cucapah earth-
quake where a portion of the fault was observed to be propagating in a direction
opposite to the propagation direction of the rest of the fault. A kinematic Haskell
pulse is prescribed such that it propagates at a uniform rupture speed from left to
right except that a semi-circular asperity in the center of the fault close to the free
surface remains locked until the rupture reaches the other end of the asperity. As the
rupture moves away from the asperity, the semi-circular region starts to rupture from
right to left with a peak slip velocity that is 1.5 times larger than the main pulse.
An inversion with the dense network does show the difference in amplitudes of pulses
while the inversion with the coarse network cannot distinguish the peak slip velocity
in each pulse (Figure 6.3).
6.1.3 Apparent supershear
Inversions to date can identify if the rupture occurred at a speed that is faster than
shear-wave speed but they cannot determine if the rupture jumped ahead of itself
having an overall supershear speed. So, we prescribe a kinematic Haskell pulse that
propagates at sub-Rayleigh speed but keeps jumping 1.5 km after propagating every
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Figure 6.3: The three columns show rupture process of the input, inversion from
the coarse network data and inversion from the dense network data, respectively, at
five different times. A semi-circular asperity in the top center of the fault ruptures
backward with higher slip velocity. Only the inversion from dense dataset can identify
the amplitude difference in the back-propagating pulse.
7.5 km. The ratio of the length of the fault to the time taken by the rupture to reach
the far end of the fault, gives an overall rupture speed of 4.5 km/s. The inversion
carried out with data from the coarse network shows a pulse propagating uniformly
at supershear speed but the inversion from data of the dense network can identify
vividly the jumping of each sub-Rayleigh pulse (Figure 6.4).
6.2 Dynamic shear rupture
Most of the previous earthquake scenarios are based on kinematic sources where a
rupture history was prescribed. In contrast, dynamic source modeling adopts fault
constitutive laws and assumes initial conditions, then solves for a spontaneous dy-
namic rupture process. A more realistic earthquake scenario based on dynamic rup-
ture modeling is considered here. The inversion of data from the subshear event shows
a more clear delineation of the rupture front (Figure 6.5) for the dense network of
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Figure 6.4: The three rows show the rupture process in space-time plots for the input,
inversion from the coarse network data and inversion from the dense network data,
respectively. The changes in speeds of individual pulses at regular intervals along
strike is more evident in the dense dataset inversion.
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Figure 6.5: A spontaneously propagating dynamic shear rupture shown at three dif-
ferent times (left). Inversion from the coarse dataset is shown in the middle column
and inversion from the dense dataset is shown in the right column.
sensors rather than the coarse network.
6.3 Trade-off between station spacing and noise
The dense network of stations is found to yield data that is robust to noise but a
thorough quantification of the trade-off between network density and noise levels is
required. The kinematic double pulse scenario is used to establish a preliminary
understanding of this trade-off. Three different network spacings (1 km, 10 km and
20 km) are considered with three different noise levels (0 cm/s or noiseless, 3 cm/s
and 10 cm/s). For the Mw 7.0 scenario used here, 10 cm/s noise corresponds to a
maximum signal to noise ratio (SNR) of 10:1. The inversion of dense data even for
SNR 10:1 is equivalent to that of its noiseless inversion (Figure 6.6) indicating that
the noisy dense inversion has extracted all the information from the data, and any
other source properties that are not retrieved are due to the intrinsic limitations of
the inverse problem.
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Figure 6.6: Inversions of a finely tuned double pulse scenario demonstrating that
there is a certain pulse width and a certain gap below which the coarse dataset
cannot predict that there are two pulses in the input while the dense dataset can
show signs of two pulses even when the noise added to it has a signal to noise ratio
of 10:1.
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6.4 ShakeOut scenario
A great earthquake is overdue on the San Andreas fault that has been raising sig-
nificant concern in Southern California. One of the main sources of information to
construct scenarios of future earthquakes and to enhance our understanding of earth-
quake physics are images of the source processes of recent earthquakes inferred from
seismological data. We need massively parallel computations to solve this inverse
problem for densely recorded scenarios of large earthquakes on a California-sized
scale.
To determine an optimal design for the space telescope (Section 1.7) and its ad-
vantages over traditional networks, a rigorous study of inferred parameters of realistic
earthquake sources is required for different noise levels and network densities. Two
main aspects need to be investigated. First, to reduce the noise in the data, the
telescope diameter needs to be larger but that is more expensive and, at some point,
not cost effective. Hence an optimal/acceptable diameter needs to be determined.
Second, to compare telescope designs and traditional networks, the trade-off between
spatial coverage and data error needs to be investigated. As the data get denser and
denser, the associated inverse problems become computationally very challenging,
hence the need for new inversion algorithms like the one developed in Chapter 2.
The real advantage of dense data can only be demonstrated and understood in the
context of wave propagation in 3D heterogeneous medium. Crustal heterogeneities,
especially shallow soft layers, control the mesh size and hence the computational cost
of wave propagation simulations. For a seismic velocity model with shallow velocity
layers having shear-wave speeds of 600 m/s (Figure 6.7), in order to properly resolve
1 Hz waves we need a mesh size of order 250 m, at least 10 times smaller than those
used so far in our numerical experiments. An N-fold reduction in mesh element size
leads to an N4 increase of computational cost, hence we are facing the challenge of
a 10000-fold increase in computational cost. Such large-scale computations are only
practically possible within reasonable time on state-of-the-art computing facilities like
those available at National laboratories.
84
Figure 6.7: Domain for ShakeOut scenario showing shear-wave velocity (Vs). The
shallowest layers have a velocity of 600 m/s.
With the computational power feasible on the in-house supercomputing facility
(FRAM) in the GPS division of Caltech, the source inversion of ShakeOut scenario is
carried out by filtering data up to 5 sec period. Separate inversions were performed—
one using the synthetic data from permanently deployed stations of Southern Cali-
fornia Seismic Network (SCSN) and other using stations that are spaced 5 km apart.
GSI would provide recording at much finer spacing but since the data is filtered at 0.2
Hz, much finer spacing would not add any additional information. These inversions
show that there is no drastic gain with dense station spacing (Figure 6.8). One needs
to push the filter cut off frequency to at least 0.5 Hz (would take several months on
FRAM), if not 1 Hz, to see the real advantage of data from the space seismometer.
6.5 Tohoku-Oki earthquake
The source inversion code that is developed can be used to infer the evolution of slip
for theMw 9.0 11th March, 2011 Tohoku-Oki earthquake with the strong motion data
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Figure 6.8: Source inversion of the ShakeOut scenario using data from the SCSN
network (middle) and the data that would be provided by GSI (right). The input slip
rate is shown at several time steps in left column. Data is low-pass filtered at 0.2 Hz
before inversion. The 3D velocity model (SCEC CVM-H) of Southern California, with
shallow layers having 600 m/s shear wave velocity, was used in the forward modeling
as well as in the inversion.
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from the best available ground network that is in Japan. Rupture models reported
for this giant earthquake to date only considered data from a few stations along the
coast. Most of the slip is concentrated in the up-dip regions for the inverted models,
where the velocity strengthening region is thought to be present. It is possible to
get a better understanding of slip complexity by considering strong motion data
recorded by all the K-NET and KiK-net stations together with the continuous GPS
stations. Moreover, most of the authors only considered layered velocity models while
performing source inversion but details of ground motion can be significantly sensitive
to lateral heterogeneities. Using the inversion that is developed as part of this thesis,
the most realistic 3D velocity model of Japan can be used to address the rupture
process of the Tohoku earthquake.
Subduction earthquakes have a branch fault that splays off from from the megath-
rust fault reaching the seafloor at angles steeper than the megathrust. This kind of
branch faults are known as megasplays and have implications for tsunami generation
as there will be higher seafloor uplift if rupture branches to the megasplay. The virtue
of the methodology developed in Chapter 2 is that it is general enough to incorpo-
rate multiple faults (both megathrust and megasplay) together with topography and
bathymetry. Another advantage of our formulation is that it can handle the curvature
of faults. The traditional way of modeling curved faults can at best model them as
several planar sub-faults that give an overall non-planar shape but it is known that
curvature is not handled properly in these formulations. A hexahedral mesh for the
Tohoku earthquake is shown in Figure 6.9 that can be readily used in the inversion.
The spectral element code used in all the works presented here has the limitation of
using only hexahedral mesh elements which are not convenient enough for modeling
sharp dip angles. Adjoint capabilities need to be incorporated in a finite-element code
that can handle tetrahedral elements to perform a radically different inversion from
those available for this earthquake in the literature.
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Figure 6.9: Meshed domain for the Tohoku earthquake. The central region is meshed
by 5 km elements with buffer zones surrounding it that progressively coarsen outward.
6.6 Community Seismic Network
An emergent strategy to build extremely dense seismic networks involves low-cost
micro-electromechanical system (MEMS) sensors and citizen seismologists. The Com-
munity Seismic Network (CSN) aims at deploying sensors on a block-by-block basis
in southern California. An assessment can be made as to how CSN recordings could
complement the Southern California Seismic Network (SCSN) to improve our under-
standing of earthquake physics, using the formulation presented in Chapter 2. Figure
6.10 shows a hexahedral mesh for the Sierra Madre fault system incorporating the
non-planar nature of the fault. A Mw7.0 earthquake scenario can be simulated on
the Sierra Madre fault system (Figure 6.10), which is within the urban area poten-
tially covered by the CSN. Including the 3D velocity model of southern California
(SCEC CVM-H), source inversions can be conducted based on the ground motions
that would be recorded by the CSN and/or the SCSN. Due to the large number of
stations and the complexity of the wave propagation medium, the source inversion
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is computationally challenging. The Lagrangian formulation (Chapter 2) can be ap-
plied to invert for the source based on adjoint principles. The density of the CSN
might resolve the details of the rupture process (e.g., position of asperities, peak slip
velocity) significantly better than the SCSN.
6.7 Summary
We aim at understanding how well we can resolve the details of earthquake rupture
from dense recordings. Dense data could enable source inversions with minimal or
no assumptions, allowing the data to dictate how the rupture evolved. This can rev-
olutionize our understanding of earthquake sources. Physics-based models of earth-
quakes show complex features that may be resolved only using dense datasets. We
have investigated several such scenarios to determine what can be learned with dense
measurements. The scenarios addressed open questions in earthquake dynamics and
were also inspired by dynamic rupture simulations and laboratory observations. They
included complexities such as multiple rupture fronts, apparent intersonic fronts and
back-propagating fronts. Because current source inversion codes cannot handle the
vast amounts of data that could be provided by the dense networks, we developed a
new source inversion code based on adjoint methods. Equipped with this new tool,
we have been assessing the effects of spatial, temporal and ground motion resolution
on the quality of earthquake source imaging. These parameters trade off with the
cost and feasibility of the GSI mission. The systematic studies have already provided
elements for the GSI telescope design and for the scientific basis to justify a GSI space
mission.
The methods and analysis developed in this thesis have broader applications be-
yond the GSI proof of concept. Our results contribute in general to the design of the
next-generation of earthquake observation systems. For instance, the Community
Seismic Network based on low-cost accelerometers aims at achieving dense spatial
sampling in urban areas. Our source inversion approach can be applied to the recent
Tohoku earthquake, which was recorded by the densest seismic and geodetic network
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(a)
(b)
Figure 6.10: (a) Non-planar fault geometry of the Sierra Madre fault from the SCEC
Community Fault Model (CFM). (b) A domain is constructed to encompass the fault
and is meshed with hexahedral elements.
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and yet the complete dataset has not been exploited.
Inversions for source models have so far used only data from few tens of stations.
However, there are earthquakes which are recorded by thousands of stations (e.g.,
Tohoku-Oki etc.). Low-cost MEMS-based senors as well as apps in smartphones,
are leading to data explosion also known as ’Big Data’, even with regard to ground
shaking. A way of incorporating all this immense data in source inversion is demon-
strated here for the first time in inverse problems with sensors of the order of tens
of thousands and free parameters of the order of millions, using a scalable code that
can run on exoscale computing facilities.
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Appendix A
Software developement
(SPECFEM3D)
A.1 Parallelization and scalability of fault solver in
SPECFEM3D
In dynamic rupture simulations the computational mesh needs to be dense enough
to resolve the breakdown zone at the rupture front, whose size is controlled by the
rupture speed, frictional strength drop and slip-weakening distance [Day et al., 2005].
The simulation of large earthquakes typically requires a node spacing less than a few
hundred meter [Harris et al., 2009]. For a total domain size of a few hundred km, the
total number of spectral elements (e.g., with NGLL=5) needed is of the order of tens
of millions. The elements carrying the fault interface need to be treated differently
than the rest of the bulk, in order to satisfy the contact and friction conditions. One
approach is to assign during domain decomposition all the spectral elements that are
in contact with fault surfaces to a single processor. We initially adopted this strategy
(as did Kaneko et al. [2008]) for the simplicity of its implementation. However, for
large simulations this approach leads to a major load imbalance, with a bottleneck
waiting for the processor that contains the faults.
To achieve load balancing, we parallelized the fault solver as well. During domain
decomposition, we assigned matching pairs of elements on both sides of the fault to
the same processor, the one with lowest rank of the pair. This simplifies the im-
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plementation and avoids solver communications across the fault. The fault normal
vector (n) and the fault boundary matrix (B) were pre-assembled across MPI inter-
faces along the fault, and internal forces are globally assembled before passing them
to the fault solver. Hence, no additional assembly operation (no additional inter-
processor communication) is performed by the fault solver. This strategy is expected
to generate a minimal impact on the overall cost of computations, which should re-
main dominated by the bulk wave propagation solver. The original SPECFEM3D
code has been shown to have good scaling properties for wave propagation problems
[Komatitsch et al., 2010]. We demonstrate here that our implementation of fault
dynamics does not affect its parallel scalability.
We illustrate the strong scaling of the code in the community-based SCEC dy-
namic rupture benchmark TPV5. The problem comprises a fault 30 km long and 15
km deep. We placed absorbing boundaries 15 km away along strike from the fault
tips, 25 km below the bottom edge of the fault and 30 km away in the fault normal
direction. We adopted a spectral element size of 400 m with 5 GLL nodes per el-
ement edge, corresponding to the maximum recommended average grid size of 100
m [Harris et al., 2009]. This resulted in 2,265,000 spectral elements. We ran the
simulation at the Swiss National Supercomputing Center (CSCS) on Monte Rosa, a
Cray XE6 system with 1496 compute nodes consisting of two 16-core AMD Opteron
6272 2.1 GHz CPUs and 32 GB of memory, and with high-performance networking
through a Gemini 3D torus interconnect. The theoretical peak performance of Rosa
is 402 Tflops. We choose numbers of processors in powers of 2 ranging from 64 to
8192. We suppressed intermediate outputs, as our focus was on verifying the scaling
of the combined bulk-fault solver. The blue curve in Figure A.1 shows the total wall
clock time taken by the solver (bulk and fault) to complete one TPV5 simulation.
The code scales well within the range of number of processors we tested.
We also tested the scaling of the original SPECFEM3D code without fault im-
plementation. For this purpose, we considered the same domain size and element
size as that of our TPV5 simulations, but without the split-node fault surface, and
we prescribed an explosion point source at the center of the domain. We repeated
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Figure A.1: Results of strong scalability of SPECFEM3D with and without our fault
implementation on CSCS’ Cray XE6 system (Rosa), up to 8192 processors. The tests
are based on the SCEC TPV5 benchmark.
the scalability test in the same system and for the same set of processors as those
previously used. The results, shown by the red curve in Figure A.1, demonstrate that
the fault solver does not cause any significant load imbalance and does not affect the
overall performance of the code.
While TPV5 was used to analyze strong scaling, we use a different version of the
same benchmark, TPV205, for weak scaling. Essentially, a TPV5 (100 m grid size)
run on 256 processors is compared with the same benchmark problem solved with
200 m grid size on 16 processors and 50 m grid size on 4096 processors. These three
sets of simulations have, in principle, the same load per processor: the total number
of operations for fixed domain size and duration scales inversely as fourth power of
grid size. Figure A.2 shows the weak scalability results for SPECFEM3D with our
fault implementation. Wall clock time is normalized with respect to that of the 50 m
grid size simulation. The weak scalability is overall satisfactory. The minor (< 2%)
deviation in weak scaling could be attributed to the fact that the number of spectral
elements are not exactly 4 times those at lower resolution on the fault plane, as the
dimensions of fault are fixed.
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Figure A.2: Results of weak scalability of SPECFEM3D with our fault implemen-
tation on CSCS’ Cray XE6 system (Rosa). The tests are based on the TPV205
benchmark with 50, 100 and 200 m average grid spacing.
A.2 Convergence analysis of SPECFEM3D for dy-
namic rupture
To assess our implementation of the dynamic rupture boundary conditions into the
SPECFEM3D, we solve 3-D problems of spontaneous rupture propagation for planar
and branched faults embedded in a uniform elastic isotropic half-space, in which
the fault rupture reaches the Earth’s surface. The test problems correspond to the
SCEC dynamic rupture code validation exercise [Harris et al., 2009]. We assess the
efficiency of the numerical model by estimating the convergence rate to a common
solution by increasing the numerical resolution. For that purpose we use a planar
fault corresponding to the TPV205 SCEC benchmark problem.
Assessing the accuracy of the numerical methods for spontaneous dynamic rupture
simulations is challenging, as we lack appropriate analytical solutions for comparison.
Determining the power-law convergence rates with respect to grid spacing is a good
indicator of the efficiency of the numerical method to reach to a common solution
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Figure A.3: Results of weak scalability of SPECFEM3D with our fault im-
plementation on CSCS’ Cray XE6 system (Rosa). The tests are based
on the TPV205 benchmark with 50, 100 and 200 m average grid spacing.
(http://scecdata.usc.edu/cvws/benchmark_descriptions.html).
(e.g., Day et al., 2005 Dalguer and Day , 2006). For this purpose we follow Day et al.
[2005] and calculate three global error metrics (rupture time, final slip, and peak slip
rate) for each numerical solution with grid sizes of 100 and 200 m using the highest-
resolution solution (50 m) as reference solution. The error metrics are calculated by
estimating the RMS differences of the quantities relative to the reference solution.
The formulation and parameters of the numerical example correspond to the SCEC
TPV205 benchmark problem. The problem geometry is shown in Figure A.3.
RMS quantities of final slip and peak slip rate are shown Figure A.4. All three of
these quantities have power-law decay showing convergence of the solution. Unlike
Day et al. [2005], the solid line does not seem to intersect dashed line in RMS of
rupture time contours. This is because of no proper way of computing RMS error in
spectral element grid. Interpolation techniques, if used, have to be done in spectral
element domain. Also, fault edges are handled differently in SEM and so are removed
in interpolation and RMS computation.
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Figure A.4: (a) RMS misfits final slip (blue) and peak slip rate (black) as a function
of grid size (b) RMS misfits rupture time as a function of grid size. Dotted line shows
timestep.
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