This paper describes an evaluation framework that allows a standardized and quantitative comparison of IVUS lumen and media segmentation algorithms. This framework has been introduced at the MICCAI 2011 Computing and Visualization for (Intra)Vascular Imaging (CVII) workshop, comparing the results of eight teams that participated.
a b s t r a c t
This paper describes an evaluation framework that allows a standardized and quantitative comparison of IVUS lumen and media segmentation algorithms. This framework has been introduced at the MICCAI 2011 Computing and Visualization for (Intra)Vascular Imaging (CVII) workshop, comparing the results of eight teams that participated.
We describe the available data-base comprising of multi-center, multi-vendor and multi-frequency IVUS datasets, their acquisition, the creation of the reference standard and the evaluation measures. The approaches address segmentation of the lumen, the media, or both borders; semi-or fully-automatic operation; and 2-D vs. 3-D methodology. Three performance measures for quantitative analysis have been proposed. The results of the evaluation indicate that segmentation of the vessel lumen and media is possible with an accuracy that is comparable to manual annotation when semi-automatic methods are used, as well as encouraging results can be obtained also in case of fully-automatic segmentation. The analysis performed in this paper also highlights the challenges in IVUS segmentation that remains to be solved.
Introduction

Clinical background
Cardiovascular diseases account for 30% of all deaths worldwide [1] . Atherosclerosis, a disease of the vessel wall, is the major cause of cardiovascular diseases such as heart attack or stroke [2] .
Early atherosclerosis results in remodeling, thus retaining the lumen despite plaque accumulation [3] . In later stages, luminal narrowing occurs, either diffuse over a vessel segment [4] or as localized stenosis. Only the latter case is usually directly visible using X-ray angiography. Intravascular Ultrasound (IVUS) allows monitoring and quantifying the state of the vessel wall and lumen. In addition, IVUS is an intra-operative imaging tool for the quantification and characterization of coronary plaque, used for diagnostic purposes and for guiding Percutaneous Coronary Intervention (PCI), enabling the visualization of high resolution images of internal vascular structures. Finally, IVUS is a fundamental tool for stent deployment because it allows assessment of the intervention and the correct placement of the device.
The acquisition of an IVUS sequence consists of inserting an ultrasound emitter, carried by a catheter, into the arterial vessel and pulling the probe from the distal to the proximal position (pullback). The standard IVUS image is a 360-degree tomographic cross-sectional view of the vessel walls, denoted as short-axis view (Fig. 1a) , which allows an accurate assessment of vessel morphology. Given an angular position on the short-axis view (indicated in Fig. 1b by a dotted line), the correspondinglongitudinal view can be generated by considering the gray-level values of the sequence along the diameter at the chosen angle. This longitudinal image depicts the morphology of the vessel section according to the selected orientation. Compared with other angiographic imaging modalities, (e.g. X-ray, MRA and CT), IVUS enables the visualization of both vessel morphology and plaque, and it provides extremely high image resolution (up to 113 m). Such characteristics are essential for the clinical diagnosis since to date it is the only modality enabling the accurate morphological segmentation of both vessel membranes (lumen and media) and the assessment of the plaque type in vivo [5, 6] . Additionally, when IVUS is fused with X-ray projections, three dimensional plaque quantification and reconstruction can be obtained [7, 8] (Fig. 2) .
Since a typical pullback contains more than 3000 IVUS frames, an accurate (semi-)automatic assessment of lumen and media contours is highly desirable to reduce the workload of the physician, and to speed up the diagnosis. In particular, the manual evaluation needs to be performed by expert physicians because the images are affected by speckle noise, and the textural appearance may significantly vary according to the echograph brand and by the type of probe used in the acquisition.
State of the art
Manual lumen and media segmentation is a laborious task that suffers from inter-and intra-observer variabilities due to the high amount of noise and artifacts present on the IVUS images. Consequently, much work has been performed on (semi-)automated IVUS image processing as illustrated by Katouzian in a recent review [9] . After a brief summary of the most recent lumen and media segmentation algorithms, we present a comparison of several segmentation algorithms performed using the proposed evaluation framework. It has to be noted that our state of the art description partially overlaps with the one presented in [9] ; hence, the reader interested in an exhaustive review is referred to [9] .
Lumen segmentation
Automated lumen segmentation of IVUS sequences has been a topic of interest since the early 1990s. Many of the early approaches were based on the use of local properties of the image such as pixel intensity and gradient information (edges) combined with computational methods including graph search [10, 11] , active surfaces [12] , active contours [13] , and neural networks [14] . In later approaches, segmentation was accomplished by the use of gray level variances to model ultrasound speckle [15] , contrast of regions [16] , statistical properties of the image [17, 18] , spatiotemporal information (3D segmentation) [19] , and discrete wavelet decomposition [20] . Recently, a shape-driven method for lumen and media-adventitia segmentation was introduced by Unal et al. [21] . In this work, the lumen and media-adventitia contours were constrained to a smooth, closed geometry. Then, a shape space was built using training data and principal component analysis (PCA). Finally, segmentation was performed on this shape space by minimizing an energy function using nonparametric probability densities with global measurements. Taki et al. [22] proposed a method for the identification of the vessel borders. This method consisted of a preprocessing step followed by the geometric deformation of parametric models using edge information. Downe et al. [23] introduced a method where principal component analysis was used for pre-processing, while active contour models were used In the first image, two typical image artifacts are illustrated: the catheter guide produces a shadow artifact, and a calcium plaque hides the texture of the tissues lying behind it. The second image shows a vessel affected by a calcified plaque, and having a small branching vessel about to join the main artery.
to provide an initial segmentation for a 3D graph search method. Multilevel discrete wavelet frames decomposition was used by Papadogiorgaki et al. [24] to generate texture information that was used along with the intensity information for contour initialization.
Similarly, Katouzian et al. [25] presented a method where texture information was extracted using a discrete wavelet packet transform. Then, pixels were classified as lumen or non-lumen using k-means clustering. Finally, the contour was parameterized using a spline curve. Mendizabal-Ruiz et al. [26] presented a probabilistic segmentation method based on the minimization of a cost function which deformed a contour parameterized represented by a one dimensional periodic function. In this method, the likelihood of each pixel to belong to lumen are computed using samples of the regions of interest on a number of frames of the sequence to be segmented. This method is capable of segmenting the lumen employing either the B-mode reconstruction images or the radio frequency (RF) IVUS data [27] . Ciompi et al. [28] presented a method in which segmentation was tackled as a classification problem and solved using an error correcting output code technique. In that work, contextual information was exploited by means of conditional random fields computed from training data. Wennogle and Hoff [29] proposed improvements over the method presented in [19] which include a preprocessing step to remove motion artifacts, a new directional gradient velocity term, and a post-processing level-set method. Roy Cardinal et al. [30] presented a multiple interface 3D fast-marching method that was based on a combination of gray level probability density functions and the intensity gradient. The segmentation method included an interactive initialization procedure of the external vessel wall border. Moraes et al. [31] proposed a method on which preprocessing and feature extraction over the IVUS images is performed, and then binary morphological object reconstruction is used to find the contours. Zhua et al. [32] presented a method based on the use of a linear-filtered gradient vector flow which drives the deformation of a balloon snake. Sun and Liu [33] presented a two step method which first detects the contours of interest on a number of L-mode cuts of the sequence and then evolve contours on the B-mode images until they reach the target points given by the first step. Finally, Balocco et al. [34] proposed an approach to automatically segment the vessel lumen, which combines model-based temporal information extracted from successive frames of the sequence, with spatial classification using the Growcut algorithm [35] .
Media segmentation
As for the lumen border detection, several techniques have been proposed for the automatic and semi-automatic detection of the media border in IVUS. Most of the approaches rely on the idea that the most useful information for the media assessment are: (1) the local appearance of the vessel in proximity of the media layer and (2) the vessel shape.
Regarding the hypothesis on tissue appearance (1), the most exploited assumption relies on the echogenicity of media and adventitia tissues. The common pattern describing a gray level transition dark-bright in the media-adventitia interface has been used by several authors as initial approximation of the media. For this purpose, gradient-based operators as well as edge detectors have been used [11, 14, 36, 21, 22, 37, 31, 38, 24] . In some approaches some kind of user interaction is required [39, 11, 14] . Sonka et al. [11] proposed a method that uses knowledge on the local appearance of the media-adventitia interface while guiding a graph search. Papadogiorgaki et al. [24] employ an algorithm where the media-adventitia border is initialized based on gray level intensity. Additionally, techniques of median filtering [36, 21] , despeckle [22, 37, 40] or edge detection by means of the Canny operator [22, 38] are used during border initialization.
The second common hypothesis (2) for media definition relies on the smoothness and continuity of the vessel shape. To this aim, given an initial approximation of the media, several approaches use a deformable model to compute the final vessel border [41, 14, 18, 36, 42, 22, 37, 19, 43, 12, 30] . The evolution of the model is commonly guided by an energy function, embedding information on the vessel morphology, gray level distribution [19, 30] , edge information by gradient [36, 38, 21, 30] , image intensity [42] and image contrast [41] .
In some approaches, the information on the vessel shape and tissue properties is obtained by means of a learning process rather than using local per-image observation. Unal et al. [21] propose a strategy where the shape of the media is learned from training examples to create a shape space that is used to find the borders. Gil et al. [18] present an approach based on a learning task applied to tissue characteristics by defining the class calcification and vessel border and discriminated by a Fisher classifier. Mojsilovic et al. [44] propose an algorithm that describe plaque, lumen and adventitia regions by means of two textural features, and then classify them in an unsupervised fashion. An unsupervised classification is also proposed by Moraes and Furuie [40] , where the Otsu thresholding [45] is applied to wavelet-based features to separate the adventitia from the plaque region.
Given the implicit ambiguity of the media appearance, the idea of reproducing the human reasoning while detecting the media has been exploited as well. Bovenkamp et al. [46] aim at encoding the relationships between the parts constituting the vessel morphology by means of a set of agents. Using a similar idea, a two-steps approach was presented by Olszewski et al. [47] . Regions that are most likely to belong to the media are first described at low resolution by means of an operator learned by training examples. Then, dynamic programming defines the final border at a higher resolution. In the algorithm of Mojsilovic et al. [44] , a priori assumptions on vessel morphology are used to guide the media definition while refining classification results by morphological filters. Papagodiorgaki et al. [24] present a method that exploits only the relationship between lumen and media-adventitia border during initialization.
The ad hoc detection of regions hindering the vessel continuity, as calcifications or side-branches (bifurcations) has also been exploited. The detection of such artifacts allows, in some cases, to avoid an inaccurate border detection where the vessel appearance is partially occluded [21] . Plissiti et al. [14] makes use of a neural network based on a priori knowledge about the geometry of the vessel to overcome the effect due to calcifications. Dijkstra et al. [48] , take profit of the presence of a stent manually detected by the user in order to define the lumen border within a framework that detects both lumen area and media in IVUS. Taki et al. [22] , make use of a Bayesian classifier and a thresholding procedure on grey level to detect calcifications. Finally, in some approaches, the extension to 3D computation is proposed, or even the combination of cross-sectional and long-axis view [48] , in order to improve the media detection [12, 19] .
Motivation
As explicitly indicated in the review paper [9] , direct performance comparisons of different approaches is difficult due to the lack of standard databases and validation criteria for most vascular segmentation applications. Moreover, many of the reviewed algorithms are not publicly available; this fact hampers an objective and fair comparison by third parties.
Nowadays, in medical imaging and computer vision communities, there is a growing number of initiatives that set up a publicly available data repository and standardized evaluation framework. This demonstrates an increasing interest in standardized evaluation and the possibility to compare methods to each other. In this section, we provide a few examples and we briefly discuss some published vascular segmentation algorithms. A standardized evaluation framework for carotid bifurcation lumen segmentation and stenosis grading, and for evaluating coronary artery centerline has been recently published [49, 50] . Several workshops involving the setup of an evaluation framework in the field of medical imaging, have been organized at the MICCAI, ISBI and SPIE conferences. Reports on some of these frameworks have appeared recently [49, [51] [52] [53] . More initiatives can be found at the website http://www.grand-challenge.org/.
The evaluation of lumen and media segmentation in IVUS has been introduced at the Computing and Visualization for (Intra)Vascular Imaging (CVII) workshop during the MICCAI 2011 conference held in Toronto [54, 55] , and this paper is an extended version of the challenge result evaluation presented at the workshop. Researchers interested in comparing the performance of new IVUS segmentation algorithms are encouraged to register on the site [56] .
Finally the goals of this paper are (i) to suggest algorithms and databases for benchmarking, (ii) to propose three performance measures for quantitative analysis and (iii) to highlight the current challenges in IVUS segmentation.
Evaluation framework
In this section, a novel standardized evaluation methodology and reference database for evaluating IVUS image segmentation methods is presented.
IVUS datasets
The appearance of IVUS images can be extremely different depending on several factors which can be related to the system used in the acquisition (e.g. model, probe frequency, imaging artifacts, etc.), or to the morphology of the analyzed vessel (e.g. presence of bifurcation, plaques, shadows, proximity of the probe to the vessel, etc.). In order to evaluate the generalization capability of IVUS segmentation algorithms, the clinical recordings include heterogeneous data, covering most of those image categories. Due to the large amount of images composing a full IVUS pullback, a subset of significative frames has been extracted. However, care was taken in providing a sufficient number of consecutive frames in order to fulfill the requirement of most of the state-of-the-art algorithms.
Transducer frequency and model
The IVUS images acquired with different commercial systems are affected mainly by two factors: the acquisition hardware system and the use of customized transducer working at specific central frequencies. In order to evaluate the flexibility of the segmentation algorithm on different IVUS image appearance, two commercial echographs commonly used in clinical practice are considered. Each system was equipped with a different probe working at 20 MHz and 40 MHz central frequency, respectively. The images were divided in two datasets:
• Dataset A: A set of 77 images extracted from in vivo pullbacks of human coronary arteries, from 22 patients. The Imaging System used for the acquisition is an iLab IVUS (Boston Scientific, Fremont), equipped with a 40 MHz catheter Atlantis SR 40 Pro.
• Dataset B: A set of 435 images extracted from in vivo pullbacks of human coronary arteries, from 10 patients. The imaging system used for the acquisition is a Si5 (Volcano Corporation), equipped with a 20 MHz Eagle Eye monorail catheter.
Dataset organization
IVUS segmentation methods may exploit the IVUS pullback context using different strategies. Some approaches are based on the analysis of a single short-axis frame, others may require the full 3D volumetric pullback gated at the same cardiac cycle, some others take advantage of the information of consecutive frames in order to exploit the speckle correlation or the redundancy of the texture. For these reasons, the datasets are designed in such way to allow different approaches. Additionally, dataset A contains both gray level DICOM images and "Radio Frequency" (RF) raw data, allowing the algorithm based on raw Ultrasound signal to exploit the richer information contained in the data.
• Dataset A: Single-frame dataset, in which the frames to be segmented are not consecutive and are chosen at random instants of the cardiac cycle (not gated). For each frame, four adjacent images (two previous and two successive) to the extracted frame in DICOM & RF formats are also provided.
• Dataset B: Multi-frame datasets, in which 3D context from a full pullback is provided. Between 20 and 50 gated frames are extracted from the full pullback at the end-diastolic cardiac phase. For each frame, four adjacent images in DICOM format are also provided.
The dataset B has been designed so to provide a sufficient number of frames for a volumetric analysis of the pullback. Indeed, IVUS pullbacks are characterized by a swinging effect (or artifact) due to the cardiac contraction. Such artefact provokes transversal oscillation of the catheter (axially, forth and back the vessel), which generates multiple sampling of the same spatial position of the vessel [57] [58] [59] . In order to obtain a coherent spatial scan of the vessel (a 3D topographic reconstruction of its morphology) the pullback frames belonging to a specific cardiac phase should be extracted (by ECG gating or image-based gating). Any other frame in the pullback corresponds to a different cardiac phase, hence the artery diameter might have expanded, and the position of the IVUS frame is unknown along the vessel morphology. As a consequence of the swinging, if we consider a specific frame F, the IVUS frame that spatially proceeds F (i.e. lies before F in the vessel) is not its adjacent, but it is the previous gated frame (which for instance may lie around 30 frames before the frame F). Considering this fact, a volumetric assessment of the pullback should be performed considering the gated frames only (the ones which have been manually annotated). Likewise, the frames that provide spatially relevant context for the segmentation of a given frame are the previous and following gated frames and not the adjacent frames. However, it must be noticed that some algorithms might need frames that are adjacent in the pullback acquisition (i.e. are temporally adjacent) in order to exploit the de-correlation of the blood scatterer as feature for the lumen segmentation. For this reason, an empirical number of five temporally adjacentframes around the frame F (two before and two after) have been included. It has been considered when more than two frames forward (and backward) in time are considered, consecutive IVUS frames might not be aligned. This is due to the rotation artifacts typical of an IVUS pullback [57] [58] [59] , and because the vessel might start pulsating, and hence changing its diameter. Due to these two phenomena the correlation between successive frames could not be exploited by the algorithms. The capability of an algorithm to segment a frame extracted from a generic cardiac phase has been evaluated using dataset A. In the previous IVUS segmentation challenge only the IVUS frames strictly needed for the competition were provided. However the availability of a full pullback might be included in future IVUS competitions in order to include methods requiring the whole sequence. 
Training and test sets
Each of the two datasets (A and B) is divided into two groups (training and test sets) with the aim to assure the blindness of the algorithm evaluation with respect to the reference manual annotations. Such subsets are defined as follows:
• A training set: A subset (one fourth) of images from each dataset containing both images and manual annotations. The training set is meant for training and tuning of the algorithms prior to the evaluation. This dataset is distributed upon request for algorithm evaluation.
• A test set: The remaining frames compose the set of images that are used for performance evaluation. The annotations are not available before the algorithm evaluation in order to assure the complete blindness and equity of the algorithm assessment.
A Matlab (MathWorks © , Inc.) script completes the training set in order to provide a transparent mechanism to automatically evaluate the algorithm performance. For segmentation methods that require manual initialization, such an interaction has been allowed as long as a detailed description was submitted together with the algorithm description. No manual editing of the algorithm results is allowed.
Gold standard
Annotations on the image datasets have been provided by four clinical experts, daily working with the specific IVUS echograph brand, and belonging to distinct medical centers. The annotation consists in the delineation of both inner wall (lumen contours) and outer wall (media/adventitia contours) on the IVUS images in the short-axis view. In all the cases, the experts were blinded to the other physicians' annotations, and two of them repeated the manual annotations after about one week from the first labeling.
Image segmentation categories
In an IVUS pullback not all the images have the same segmentation complexity, since echographic reflexions, probe artifacts, plaque appearance may make the segmentation task more challenging. For this reason, it is important to identify whether an algorithm is robust enough to segment all the frames or a good performance is obtained only in a specific image category.
For this purpose, the datasets have been labeled according to their morphological content and separated according to the categories illustrated in Table 1 . An exemplar image of each category has been included in Table 1 .
It is important to note that, with respect to the dataset B, the Volcano catheter slides over the guide-wire, thus it does not appear in the images. Additionally, in the particular vessel segments imaged, no angioplasty was performed during the session. For these reasons, no frames were assigned to three of the seven categories (Table 1) . Table 2 illustrates general statistics about the arteries included in the datasets. The average and standard deviation measures of lumen and media areas and stenosis degree, respectively are reported. The stenosis degree is defined as the ratio between media and lumen in an IVUS frame.
Evaluation measures
Three evaluation measures are chosen for each contour C. The Jaccard measure quantifies how much the segmented area overlaps with the manual delineated area; the PAD computes the segmentation area difference, and it is a general measurement used in clinical environments; the Hausdorff Distance computes locally the distance between the manual to the reference contour. Such measures are defined as follows: The Jaccard measure (JM) is computed over the two vessel areas defined by the automatic and the manual curve:
where R auto and R man are two vessel regions defined by the manually annotated contours C man and of the (semi)automatic segmented outline C auto , respectively. Percentage of Area Difference (PAD) is the difference between the vessel area for the automatic (A auto ) and manual (A man ) border expressed as a measure relative to the manual annotation:
Hausdorff Distance (HD) between the automatic and the manual curve annotation, is computed as follows:
where a and b are points of the curves C auto , and C man , respectively, and d (a, b) is the Euclidean distance.
Methods for segmenting IVUS images
The evaluation framework has been initially made available during the IVUS challenge, held at the MICCAI Workshop on Computing and Visualization for (Intra)Vascular Imaging in Toronto on September 18th, 2011.
In the competition, eight algorithms (labeled from P1 to P8), were evaluated and compared using the framework. Four algorithms were fully automatic, four were semi-automatic (i.e. required a manual initialization provided by an expert). Four methods were used to segment both lumen and media contours, while others were specifically designed for assessing the contours of one of the two. Table 3 summarizes the laboratories involved in the competition, while Table 4 provides an overview of each method's features, including whether the algorithm is applied to lumen and/or media, which dataset has been used, and the time required for the computing a frame.
Method description
The competition was open to any IVUS segmentation algorithm, hence published and unpublished approaches were allowed to compete. In this section, the key features of each method are briefly summarized, and a more detailed description of the approach is provided for unpublished algorithms.
Participant 1 -Lumen and media
This method [21] segments lumen and media layers in arterial walls by a linear projection of the inner (lumen) and outer (media) contour space onto two low dimensional prior shape spaces for each border. The algorithm runs on the rectangular (not-scan converted) IVUS image domain. A lumen contour is initialized by shifting the template (average) shape of the prior lumen shape space according to the intensity average above the average shape.
The lumen contour is evolved by an Euler-Lagrange equation based on the probabilities of intensities inside and outside the lumen P in and P out , computed from a Parzen window that is estimated by histogram of intensities:
where U l i is the eigenshape corresponding to the ith lumen contour weight w l i . A media contour is initialized by finding the maximum of smoothed gradients at regular intervals of the rectangular image, and evolved by a speed which is proportional to the gradient difference of two oriented windows above and below the contour ∇G.
where U a i is the eigenshape corresponding to the ith media contour weight w m i . Calcifications and openings due to side branches are detected before segmentation of each IVUS pullback frame, as features to be used in segmentations of lumen and media borders.
Participant 2 -Lumen
The segmentation method includes a smart blur function based on a median filter to reduce variations of pixels in the lumen areas, a hole filling step that replaces the IVUS catheter and the white dots with the texture of the neighboring data, and a geodesic active contour algorithm [60] for image segmentation. The active contour method does not perform well on the DICOM images because of the typical vertical and horizontal dots used as ruler and IVUS catheter ring-down artifact. These factors forbid active contour algorithms to grow properly and segment the lumen regions accurately. Therefore, a hole filling process is conducted to flatten these areas. The IVUS catheter is filled with the mean value of its outbound neighboring circular area. Then, as the images are in polar coordinates, the eight vertical white dots are replaced with the contents of the right-hand neighboring rectangles and the eight horizontal white dots are filled in with the contents of the neighboring rectangles below. After the hole filling process, images of both data sets are processed with a "smart blur" algorithm to further smoothen the information in order to make local feature more relatively consistent. The "smart blur" method preferentially blurs parts of an image that are sparse in detail (rich in low-frequency information) while leaving untouched the parts of the image that are comparatively rich in detail (rich in high-frequency information). In other words, abrupt transitions in tone are ignored; areas of subtle change are smoothed (and thus made even more subtle). Next, the geodesic active contour algorithm is applied with manual initialization. Coordinates of the output contour are then extracted to a text file for evaluation.
Participant 3 -Lumen and media
The method, which has been tested on the 20 and 40 MHz data sets, represents an improvement of the technique initially developed for 3D ungated pullbacks acquired at 20 MHz [30, 19] . After initialization, images were represented in the polar domain. A mixture model of four gamma statistical distributions was adopted for the gray levels, and estimated with the Expectation-Maximization algorithm on regions based on translations of the initial boundaries. For each tissue representing: (i) the guide wire and the lumen, (ii) the intima, (iii) the media and (iv) the surrounding tissues, respectively, as well as any other artifact present within the image, the weight of each distribution for each tissue was estimated on the Please cite this article in press as: Balocco same regions. The initialization process was adapted to the temporal 2D sequences, and only their first frames were considered for the Probability Density Functions (PDFs) estimation. The FastMarching Method (FMM) speed function combined gradient-based contour information and a textural gradient, based on the estimated gray level PDFs of the vessel structures, which took into account the great variability in appearance of the tissues and the lumen in IVUS images (especially at 40 MHz). The two gradients were normalized so that their average values were equal on the initial FMM far-away region of each image. A Gaussian filter was applied to the segmented boundaries. The external elastic membrane and then the lumen were segmented and the boundaries were then converted into the Cartesian domain.
Participant 4 -Lumen and media
This method [23] segments the coronary arteries by first computing a cost function for each of the two borders, and then using the graph search method outlined in [61] to solve the optimal surface detection problem based upon the cost function. The cost function is computed separately for each border, and the graph search simultaneously minimizes the cost of both in search of an optimal solution.
The inner border cost function uses an active contour estimate driven by proximity to an intensity threshold to detect the inner border. The threshold is computed using the method of [45] . The cost terms are based upon exponential distance from the estimate, along with intensity based regional cost information in close proximity to the estimate. These regional cost terms are based upon the notion that a positive gradient should exist moving outward from the border, and an absence thereof is penalized. The outer border costs are determined using a 7 × 7 3-d edge detection mask. The edge convolution is performed on a log-polar image, and wrapped at the ends, which improves the image edge conformance to a rectangular shape.
This algorithm requires no initialization. However, the center from which the log-polar representation is computed, and from which the active contour estimate is grown, can be adjusted prior to the segmentation if the image is significantly out of the center in the frame. Any catheter artifact must also be masked by dragging a circular cursor to enlarge it to cover the artifact, but this is necessary only in data-sets where such an artifact is present.
Participant 5 -Lumen
A binary classification problem is defined, aiming at distinguishing between lumen and non-lumen regions. A set of textural features are extracted from the polar IVUS image: Gabor filters, shade, relative shade and Cross-correlation [34] . The Multi-scale Stacked Sequential Learning (MSSL) scheme [62] is applied, as a way of capturing and exploiting spatial sequential label relationships, extended over multiple spatial scales. The originally bi-dimensional MSSL approach is extended to three dimensions, (i.e. the radial, angular and longitudinal dimensions of the IVUS sequence). In the first MSSL stage, each pixel of the IVUS image is independently classified, while in the second classification stage, the spatial neighborhood relation among pixels is exploited. In both phases, AdaBoost classifier with decision stumps is used.
The luminal border is then identified by applying an active contour to the obtained binary classification map. The external energy is computed as the first derivative of the classification map, previously blurred by Gaussian filtering, in both vertical and horizontal dimensions. Vertical derivatives of non-lumen to lumen transitions are discarded, since they do not represent lumen borders. The fitting of a snake is performed twice: a rough detection is first achieved by initializing the snake horizontally, while in a successive refinement, the Gaussian standard deviation is halved and the snake is initialized to the position reached in the previous stage.
Participant 6 -Media
The used method was presented in [63] , where a robust border detection is achieved by means of a holistic interpretation of the detection problem where the target object (i.e. the media layer) is considered as part of the whole vessel in the image and all the relationships between tissues are learned. A fairly general framework exploiting multi-class tissue characterization as well as contextual information on the morphology and the appearance of the tissues is has been proposed.
The used method, namely HoliMAb, was presented in [63] as a fully automatic methodology for the detection of the MediaAdventitia border (MAb). The detection of the MAb is achieved by means of a holistic interpretation of the data domain (the IVUS image) where the target object (i.e. the media layer) is considered as part of the whole vessel in the image and all the relationships between tissues are learned. The algorithm is based on two steps.
Table 4
Overview of each method's features, including whether the algorithm is applied to lumen and/or media (second column), which dataset has been used (third column), and the time required for the computing a frame (forth and fifth columns). First, the vessel morphology is interpreted by means of a multiclass classification approach, where the eight main regions in the vessel are automatically labelled (blood, plaque, guide-wire, calcification, shadow, external tissue, media layer, adventitia tissue). For this purpose, authors demonstrate that using a context-aware classifier allows to obtain highly accurate tissue modeling, dealing with artifacts and noise in ultrasound. Secondly, a functional that expresses the relationship between the media-adventitia curve and the whole vessel is learned and used to guide the evolution of the MAb. In order to obtain the solution, the curve is always initialized as circle at half the maximum radial distance, and then its evolution is controlled by adding harmonics component according to the Fourier series of the curve function.
Participant 7 -Lumen
The IVUS images to be segmented are first converted into polar representation on which the lumen contour is parameterized using one-dimensional Fourier series. The lumen contour is deformed by the minimization of a cost function that is formulated using a Bayesian approach [26] in which the posterior probabilities are obtained employing level five Law's texture features and the probability estimates provided by a Support Vector Machine classifier with a radial basis function kernel build for the specific IVUS sequence to segment. The minimization of the cost function is performed by employing an ad-hoc optimization strategy in which the direction of the steepest descent and Broyden-Fletcher-Goldfarb-Shanno optimization methods are linearly combined to improve convergence. The use of a specific support vector machine classifier for each sequence to be segmented makes the method capable of segmenting IVUS B-mode images from different transducer frequencies (i.e. 20 and 40 MHz) without the need of any parameter tuning, and makes it robust with respect to different B-mode reconstruction parameters.
Participant 8 -Lumen and media
The algorithm for lumen and media-adventitia border detection is based on an improvement of the previously published algorithm [64] . The rationale is based on a sequential algorithm, which computes the two borders of interest in an IVUS frame using as initial information the two borders of the previous IVUS frame. The first frame of the IVUS is specially processed, in order to acquire the 2D borders which will be used as input to the sequential detection. The main novelty is on the automatic detection of the borders in the first IVUS frame. Initially, the first IVUS frame is transformed to a polar coordinate image. Then, the artifacts induced by the transducer are removed given its diameter. In order to remove artifacts due to the blood the filters are applied to the polar image. Then a Gaussian low pass filter is applied to the binary image to compute edges. Finally, for each angle the edge of minimum radius and the lumen border is considered. The media-adventitia border is represented by a thick bright zone in polar coordinates. Thus, the border for each angle is defined as the pixel of minimum radius with brightness value above an image adaptive threshold. In order to eliminate discontinuities on the border contours, the primary results by an averaging filter was then refined. Finally, the refined estimations are transformed back to Cartesian coordinates.
Method initialization
IVUS segmentation algorithms could require initialization strategies suitable for IVUS modality, which are different than those used in other imaging modalities. With the aim of allowing all algorithms to compete fairly with the best possible approach, arbitrary manual initializations were allowed. However, more complex initializations may lead to time-consuming procedures and tedious workload for the users. To take this fact into account, Table 5 General performance 
S. Balocco et al. / Computerized Medical Imaging and Graphics xxx (2013) xxx-xxx 9
all semi-automatic methods were required to provide a detailed description of the initialization stage along with the segmentation results. In all cases, no manual edits to the results of the algorithm were allowed. Participants 4, 5, 6 and 8 developed fully-automatic methods whereas the methods requiring manual interaction were initialized as follows:
Participant 1
The algorithm initialization requires the manual definition of a Parzen window, which estimates the histogram of intensities in and outside of the lumen contour for the evolution of the curve. It is noted that initialization is in terms of an intensity distribution sampling rather than a geometric contour input.
Participant 2
The lumen initialization, performed by an expert user, consists in placing a starting box in the middle of the IVUS image. The active contour method propagates from the initial seed.
Participant 3
For the Data Set A: In the first Cartesian image of the temporal 2D sequence, four to eight points were selected on the two borders that were spline-interpolated to yield approximate initial boundaries. The video of the temporal sequence (in the Cartesian domain) of the five DICOM images was also available while doing the manual initialization for additional visualization (but no temporal information was used in the algorithm). For the Data Set B: On two longitudinal-views and for each boundary, three to eight points were selected and interpolated to provide four border points for each image, which after radial spline-interpolation yielded the initial boundaries. The polar images for a given position in the pullback were available.
Participant 7
Initialization requires an expert user to perform annotations of the lumen and non-lumen regions (i.e. plaque, vessel wall and adventitia) in the first Cartesian B-mode frame of the sequence to be segmented. It is required that the samples from lumen cover at least 50% of the total lumen area and that the annotations from non-lumen regions are selected in the areas close to the lumen border.
Results evaluation
The IVUS evaluation framework allowed a detailed and extensive comparison of the methods, illustrating the strength and the weaknesses of each approach. Quantitative results are reported in several numerical tables. In order to ease the analysis, several images provide a visual comparison of the approaches. Finally, a qualitative assessment of the results can be appreciated by analyzing the segmentation results on several exemplar frames extracted from the datasets A and B.
Quantitative evaluation
For each method, the performance has been assessed by computing the evaluation measures described in Section 2.1.6. For each algorithm, the scores were obtained by comparing the contours provided by the participant against the manual observer annotations and listed in Tables 5-12 . Additionally inter-and intraobserver variability was included in order to provide reference performance.
Specifically, Table 5 reports the overall performance (mean and standard deviation) of the method separated according to each dataset and each segmentation class (lumen and media). Then, Table 6 Performance of each participant (columns) over the dataset contour (rows), restricted to the images labeled as having a plaque. Error measures expressed as mean and (std) computed on the two datasets. An empty table cell indicates that the participant did not apply his method in a specific dataset category. 
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Table 9
Performance of each participant (columns) over the dataset contour (rows), restricted to the images labeled as having a shadow artifact. Error measures expressed as mean and (std) seven separated tables report the results of the algorithm considering only a distinct frame category: Plaque (Table 6) , Bifurcations (Table 7) , Stent (Table 10 ), Side vessels (Table 8) , Shadow artifact (Table 9) , Guide-wire artifact (Table 11) , Catheter close to lumen (Table 12) . As detailed in Section 2.1.5, no frame has been assigned to three categories (stent, guide wire artifacts, catheter touching the lumen) for dataset B, hence the corresponding lines are left empty.
The algorithm performance can be visually summarized by boxplots, which illustrate the median, first and third quartile and outliers for each method on the same figure. The box-plot in Figs. 3-5 reports the evaluation measure summarized in Table 5 . Each figure is composed of four sub-plots corresponding to each dataset and to each segmentation class (lumen and media). An empty column indicates that the participant did not apply his method in a specific dataset category.
The analysis provided in Tables 5-12 is complemented by statistical significance tests at 5% using a paired T-test, showing if the scoring difference between two algorithms is significantly different or not. In Table 13 , for each combination of algorithms, the presence of the letter J, H and P refers to statistical significance with respect to the Jaccard, Hausdorff Distance and PAD, respectively. The hyphen indicates that (at least) one of the two algorithms did not participate to the specific challenge, so that the comparison cannot be performed. The symbol means that for none of the measures, the two algorithms present statistically significant different results. The three measures have been reported, because in some cases the significant difference is observed in only one or two of them. It can be concluded that the three performance measures are important and complementary when evaluating the algorithm performance, because in some case, a disagreement between the statistical significance of the three measures might be observed.
Comparing the entries of Table 5 with the entries of Tables 6-12 , it can be observed that the performance of the algorithms varies significantly depending on the type of image to segment. It is difficult to have a global overview only observing numerical results. A visual comparison is presented in Fig. 6 . In this figure, the performance of each method, on the different image categories is reported on a normalized (between 0.7 and 1) circular plot. Hence, in Fig. 6 the Jaccard score is summarized for each category: General performance (S1), Plaque (S2), Bifurcations (S3), Side vessels (S4), Shadow artifact (S5), Stent (S6), Guide-wire artifact (S7), Catheter touching the lumen (S8). It can be observed that for instance, some algorithms (e.g. P1, P3, P6, P7 and P8) have similar performances on all the frames of the datasets, whereas other algorithms are more specific and their performance varies depending on the frame analyzed. It must be noted that the values are normalized, hence no direct comparison should be made among the columns of Table 6 . Observing Fig. 6 , the IVUS images that turned out to be more difficult to segment are the bifurcations. The error might be caused by the ambiguous definition of the vessel in presence of a bifurcation. Some algorithms might choose to avoid the branching artery, some other to consider as vessel the area included in the branching vessel.
Finally, when it is required to analyze the performance of a method under a clinical prospective, it is interesting to know the number of frames, which fulfill a clinically relevant threshold. For instance, clinicians might consider the quality of a method according to the number of frames segmented with an error below a specific PAD threshold.
For this reason, Fig. 7 reports the percentage of frames, for each dataset, which lie below a progressive threshold of the PAD. Obviously, such measurement can be repeated for the other scores described in Section 2.1.6, however the results were similar and 3 . Box-plots summarizing the performance of the algorithms measured using the Jaccard measure. Lumen (first column) and media (second column), dataset A (first row) and dataset B (second row), respectively. An empty column indicates that the participant did not apply his method in a specific dataset category. . Lumen (first column) and media (second column), dataset A (first row) and dataset B (second row), respectively. An empty column indicates that the participant did not apply his method in a specific dataset category.
Table 10
Performance of each participant (columns) over the dataset contour (rows), restricted to the images labeled as having a stent. Note that the dataset B does not contain any image belonging to this image category. Error measures expressed as mean and (std) computed on the two datasets. An empty table cell indicates that the participant did not apply his method in a specific dataset category. Table 11 Performance of each participant (columns) over the dataset contour (rows), restricted to the images labeled as having a guide-wire artifact. Note that the dataset B does not contain any image belonging to this image category. Error measures expressed as mean and (std) computed on the two datasets. An empty table cell indicates that the participant did not apply his method in a specific dataset category. Table 12 Performance of each participant (columns) over the dataset contour (rows), restricted to the images labeled as having a catheter close to lumen. Note that the dataset B does not contain any image belonging to this image category. Error measures expressed as mean and (std) computed on the two datasets. An empty improves with respect to the other methods when simple frames are segmented. The inter-and intra-observer variations were also determined, in order to have a general overview with respect to the manual annotation performances. In the case of the lumen, several -JHP  JHP  JHP  JHP  P2  JHP  --JH  JHP  JHP  JHP  P3  -JHP  -JHP  JHP  H  JHP  P4  ------P5  -JHP  JHP  JHP  JHP  P6  JHP  ----P7  P  JHP  JHP  P8  JHP  JHP  Inter  JHP  Intra   (b)  P1  JP  JHP  J  JP  -JHP  HP  JHP  JHP  P2  JH  JP  JHP  -JHP  J  JH  JHP  P3  JHP  JHP  -JP  JHP  JH  JHP  P4  HP  -JHP  JP  JHP  JHP  P5  -JHP  JHP  JHP  JHP  P6  ----P7  JHP  JHP  JHP  P8 JH JHP Inter JHP Intra H  -JHP  -JHP  JHP  JHP  P2  --------P3  JHP  -JHP  -JHP  JH  JHP  P4  -JHP  -JHP  JHP  JHP  P5  -----P6  -JP  JHP  JHP  P7  ---P8  JHP methods are as good as the inter-observer variability, while in the case of the media the segmentation task is more challenging.
Dataset
(c) P1 - JHP - - JHP - JHP JHP JHP P2 - - - - - - - - P3 - - JHP - JH JH JHP P4 - - - - - - P5 - - - - - P6 - JHP JHP P7 - - - P8 JHP JHP Inter JHP Intra (d) P1 - JHP
Qualitative evaluation
A qualitative evaluation allows to complete the comparison among the algorithms, and to observe in details the performance of each method. For each dataset (Figs. 8 and 9 for dataset A and B, respectively), six exemplar and challenging frames are chosen (columns), and the segmentation contours (in red and blue solid lines for media and lumen border, respectively) are superimposed with the ground truth annotations (in dotted yellow lines).
It is interesting to observe that, in general, for the lumen the most important errors were induced by the presence of the catheter shadow and stent (in dataset A), and by the similar echogenicity of the lumen and soft plaque texture (in both datasets). In the case of media, in most of the cases the calcium and catheter shadow are the major segmentation obstacles.
Discussion
The aim of the paper is to present a standardized evaluation methodology and reference database for evaluating IVUS image segmentation. Hence, in this manuscript, an extensive analysis of the results by means of several tables and figures is performed.
Although the detailed analysis of each method performance is out of the scope of this paper, some general conclusions can be drawn.
Participant 1
The semi-automatic method (in terms of intensity distribution initialization rather than a geometric contour input) has been Please cite this article in press as: Balocco specifically developed for the dataset B, and provided reasonable results both for lumen an media contours (Figs. 3-5 ). The method exhibited slightly lower performance in the case of bifurcations, while the performance on the other frames is balanced (Fig. 6 ). In case of the media, the performance is lower for the most difficult frames while it improves over the easier frames (Fig. 7) . The initialization of the algorithm requires less interactions with respect to those of P2. 
Participant 2
The semi-automatic method is able to provide the lumen contours both on datasets A and B (Figs. 3-5) . The method performance is slightly lower in the presence of a stent, while the performance on the other frames is balanced (Fig. 6) . In case of the dataset A, the performance is lower for the most difficult frames. However, the gap with the other methods is reduced in the case of easy frames (Fig. 7) . The segmentation contours are wrinkled (Figs. 8 and 9) , and a regularization might improve the final segmentation results.
Participant 3
The semi-automatic method provides the best performance for lumen and media contours both on dataset A and B (Figs. 3-5) . The method performance is balanced on all the frames categories (Fig. 6) . In case of the lumen and dataset B, the algorithm performance is better than the inter-observer variability and approaches the intra-observer results (Fig. 7) . Such extremely good results might be a consequence of the semi-automatic initialization, which may play an important role in approximating the solution to the expected boundary, especially in the case of frames containing artifacts.
Participant 4
The fully-automatic method, has been applied only to the frames belonging to the dataset B, and provided acceptable results both for lumen an media contours (Figs. 3-5) . The method provides the lowest performances in case of bifurcations, (Fig. 6) . However, the method was not designed to handle bifurcations (since bifurcation segmentation is treated separately in the semi-automated method described in [65] . In case of the media, the performance is lower with respect to the other methods for the easiest frames (Fig. 7) .
Participant 5
The fully-automatic method, provides acceptable segmentation of the lumen contours in frames belonging to both datasets A and B (Figs. 3-5 ). The method is particularly suited for frames having guide-wire artifacts, while the performance on other frames is balanced. The performance is lower with respect to the other methods for the easiest frames, and becomes comparable to the others for the most difficult frames (Fig. 7) . However, in dataset A, the method performance is comparable with P2 (see the in Table 13a ) which is a semi-automatic method.
Participant 6
The fully-automatic method is devoted to media contours segmentation and has been applied to both datasets A and B (Figs. 3-5) . Considering only the fully-automatic methods, this approach provides the best performance on the dataset B, and comparable results with respect to P8 for the datasets A (see the in the Table 13c ). Considering the overall performance, the method is second only to the P3, which proposed a semi-automatic method. The method scores are balanced on all the frames categories.
Participant 7
The semi-automatic method provides accurate lumen contours in frames belonging to both datasets A and B (Figs. 3-5) . The method performance is balanced on all the frames categories. The performance tends to the inter-observer variability in dataset B. The method reaches the second overall ranking in the lumen segmentation category for dataset B, and the third for the dataset A.
The initialization of the algorithm requires less interactions with respect to the P2.
Participant 8
The fully-automatic method, obtains very good lumen and media contours in frames belonging to both datasets A and B (Figs. 3-5) . The method performance is particularly good on shadow artifact and stent categories, while the score is lower when the method is applied to other images. The performance almost reaches the inter-observer variability in the case of lumen segmentation, while in the case of media the algorithm score is comparable (in dataset A) or lower (in dataset B) than P6.
Conclusion
This paper describes a novel evaluation framework that allows a standardized and objective quantitative comparison of IVUS lumen and media segmentation algorithms. The data collection is aimed at creating a reference standard and the evaluation benchmark for future segmentation techniques. The two datasets are composed of IVUS images acquired using different imaging and at different central frequencies, resulting in a heterogeneous data collection. Each frame is individually labeled according to separate image categories in order to assess robustness of an algorithm to morphological and imaging artifacts. Each dataset has been segmented by expert physicians, providing inter-and intra-variability reference annotations. Three evaluation measures have been established to quantitatively assess the methods performance, under a clinical and technological prospective.
This framework has been introduced at the MICCAI 2011 Computing and Visualization for (Intra)Vascular Imaging workshop, and the results of the eight algorithms, (either semi-or fullyautomatic) have been computed and compared. As illustrated in the manuscript, the framework allows the evaluation of an IVUS segmentation method, and extensive performance comparison between algorithms.
All algorithms presented to the IVUS segmentation challenge have advantages and drawbacks, as detailed in the discussion. For instance, a semi-automatic algorithm might allow reaching better performances but requires manual interaction. A 3D algorithm might be more robust because it exploits both spatial and temporal information, however it might require more memory for the processing. A supervised approach based on classification might require less tuning and can be easily generalized to different dataset, but the creation of a training-set is sometimes time-consuming. The methodologies proposed by the participants were heterogeneous; hence it would be difficult to combine all the advantages in a single approach. In order to be fair with the participant, no subjective judgment is made by the authors, and the final evaluation is left to the reader.
The framework allows an easy extension of new datasets, provided that sufficiently large number of image samples from different pullback sections with different characteristics, along with manual annotations of both lumen and media contours are available. In order to allow comparison of future segmentation algorithm a website has been created [56] . 
