Introduction
One long-standing objective of forest eco system remote sensing has been to provide methods for extracting metrics of interest with equal or better accuracy than groundbased forest inventory methods. The use of remote sensing technologies is expanding due to an increasing need to collect data to model complex environmental dynamics (see Franklin 2001 for a comprehensive over view). Digital image analysis, a classic re mote sensing application, has been used for decades for forest mapping and inventory evaluations, and it has played a substantial role in forest monitoring and assessment (Corona 2010) . LiDAR (light detection and ranging), a relatively recent type of remote sensing, uses laser-pulse time-of-flight data to measure distances and corresponding back-scatter intensities. It has been demon strated that LiDAR can provide accurate estimations of many key forest characteri stics. For example, canopy height, topo graphy and vertical distribution can be di rectly retrieved from LiDAR data; aboveground biomass, average basal area, average stem diameter and canopy volume can be modeled; and leaf area indices and canopy cover can be inferred by combining LiDAR and optical sensor data (Dubayah & Drake 2000) . Results based on the integration of LiDAR and hyperspectral digital image data sources have been shown to be superior to results obtained using a single data source (Pang et al. 2009 ). Developments in sensor technology over the past ten years have led to the option of equipping airborne LiDAR systems with full-waveform (FW -see Box 1) sensors. These sensors are called "fullwaveform" because laser pulses that are re turning to the sensor after being backscattered by objects on the Earth's surface (e.g., canopy, ground and water) are sampled at regular time intervals. Therefore, substan tially more information is recorded and stored using FW LiDAR relative to discretereturn LiDAR. LiDAR laser pulses project a footprint on the Earth's surface (some au thors prefer the term "diffraction cone" to emphasise the 3D aspect, e.g., Mallet & Bretar 2009 ) that can vary in size from a few centimeters to several meters depending on beam divergence and flight height. FW sensors are categorized as having either a large or small laser footprint size, which de termines the size of an area sampled by a single pulse. The resulting waveform is re presentative of the forest structure within an area because it is "shaped" by the properties of all elements that intersect the beam path; for example, in an area with forest cover, these elements would be, from top to bot tom, the canopy surface, the crown volume, the understory layer and the ground surface. FW LiDAR has provided improved height estimations (Duong et al. 2008) , point den sity measurements (Chauve et al. 2008 ) and range determinations (Zwally et al. 2002) over discrete-return LiDAR methods.
The objective of this review is to provide an outline of current methods that have been used successfully for extracting key forest information from FW LiDAR data. This pa per is divided into the following sections: an overview of FW characteristics, a descrip tion of common pre-processing steps, a dis cussion of tree-scale and plot-scale methods and a final tabular summary of highlights (Tab. 1).
Full-waveform characteristics and pre-processing methods
Unlike discrete-return laser systems, fullwaveform LiDAR samples and records the entire back-scattered signal intensity ( Fig. 1) at regular time intervals (typically ~1 ns). Laser pulse data are typically registered in a geographic reference frame using GPS (Global Positioning System) and IMU (iner tial measuring unit) data obtained from posi tioning and orientation sensors, respectively, located within the aircraft. Depending on the sampling frequency, the vertical resolution of a waveform can vary. where c is the average speed of light in at mosphere, t is time in seconds, and d is the distance traveled by light.
Signal pre-processing is used to normalize LiDAR information and to decrease or elim inate any element that can be a source of er ror in further processing steps (i.e., noise, outliers or emitted signal shape). Normaliza tion is performed by dividing the single re turn energy from the total received energy such that the integral of the waveform is equal to one. Return energy is not constant for all return events; therefore, normalization allows for the comparison of absolute pulse shapes. Noise is abated by calculating a threshold value based on the mean and va riance of intensity for a segment of the signal where only noise is present (before any re flecting element); only an intensity above this threshold value can be considered signi ficant (Drake et al. 2002) . The entire signal can be smoothed to decrease the noise con tent using filters, such as the Weiner filter (Jutzi & Stilla 2006) . Finally, to obtain the surface response independent from the trans mitted pulse, a deconvolution can be applied to the incoming waveform shape (Jutzi & Stilla 2006 ). This deconvolution is necessary in cases where the transmitted pulse is irre gular and differs between laser shots.
After pre-processing, a waveform can be parametrized to extract peak data by recor ding the corresponding peak amplitude, width and range index of the peak maximum. Waveform peaks correspond to surface ele ments that were intercepted by the laser pulse. A common method for peak detection is Gaussian decomposition (Jutzi & Stilla 2006) , which is used to fit a generalized Gaussian function according to the Leven berg-Marquardt algorithm (Wagner et al. 2006) . Other functions for detecting the peaks have been tested, and several methods have been found to improve results under certain conditions (Chauve et al. 2007) .
Further details on full-waveform analysis can be found in the existing literature. The work of Pirotti 2010 provides in-depth in formation regarding full-waveform LiDAR pre-processing steps for ground cover classi fication using NASA's "ICESat" satellite laser data. Chauve et al. (2007) tested va rious Gaussian functions and found that it is possible to improve peak detection in certain cases using log-normal Gaussian functions instead of generalized Gaussian functions. Mallet & Bretar (2009) reported on the ef fects of surface materials and ground mor phology (slope) on return amplitude.
The processing steps mentioned above are often implemented within proprietary soft ware that is provided by LiDAR sensor en gineering companies. Pre-processing is not a task that is required by end-users unless there are specific research needs.
Single-tree detection and extraction
The accuracy of applications for extracting tree-scale information from FW LiDAR data, such as the estimation of dendrometric cha racteristics and species classification, has been assessed. The accuracy of results at the single-tree scale is limited by the point den sity; FW increases the point density by a factor of two relative to conventional dis crete-return LiDAR (Reitberger et al. 2009a) , thus returning more information at equal mission time. Improve tree position detection by modelling stem 61% and 41% detection rate respectively for coniferous and deciduous. * Reitberger et al. (2008) Tree features computed from the 3-di mensional coordinates of the reflec tions, the intensity and the pulse width are used to detect coniferous and de ciduous trees by an unsupervised clas sification 85% and 96% accuracy re spectively for leaf-on and leaf-off conditions in distin guishing coniferous from de ciduous.
* Reitberger et al. (2009a)
Use Normalized cut segmentationbased on voxel space -plus unsuper vised classification to detect trees.
Improved classification by 12% compared to common watershed algorithm. * Reitberger et al. (2009b) Use Normalized cut segmentation and unsupervised classification based on waveform metrics to detect single trees also in lower layer.
Best classification 93% of trees, also in lower layer, point density very little im pact. § Wagner et al.
Decision tree classification using number of return peaks, width and amplitude information.
Kappa coefficient of concord ance = 0.8 in stand segmenta tion. § Rossmann et al. (2009) Integrate FW LiDAR with SPOTaerial image analysis for stand seg mentation and characterization using decision tree, object-oriented classific ation.
2.8% error on overall volume estimation. § Chauve et al. (2008) Additional point detection from weak echoes -using advanced peak detec tion and modelling -improves height estimation and increases the amount of information on lower storey. 5 cm improvement of bias and standard deviation in CHM compared to discrete-return LiDAR.
# Drake et al. (2002) Several metrics describing vertical distribution of forest structure are de rived from the waveform of return pulse to infer key parameters. ) were used by Reitberger et al. (2008) for detecting two tree groups (deciduous and coniferous) according to leaf-on and leaf-off conditions using an un supervised classification of metrics extracted from LiDAR data; results for leaf-on and leaf-off conditions were 85% and 96% ac curate, respectively. The unsupervised clas sification process used features computed from three-dimensional coordinates and pulse-intensity-width data. The following groups of metrics, or "saliencies" as they were called in Reitberger et al.'s text, were considered in the classification procedure: outer tree geometry Sg, inner tree geometry Si and intensity-related tree structure SI. Sg consists of two metrics, Sg 1 and Sg 2 ; both metrics select crown points from among all tree points by detecting the crown base by dividing points in a tree segment into 0.5-m vertical layers and finding the layer that con tains more than 1% of the total tree points. Sg 1 contains two parameters {a,b} of a para bolic surface fitted to points found by fitting a convex hull to all points belonging to the crown. Sg 2 is the mean radius (mean distance of all points from the stem position, which in turn is estimated to be at the coordinate of the highest crown point) for each vertical layer (Fig. 2a) . The Si metrics are divided into two sub-groups, Si h and Si d , which are both inspired by the tree characterization metrics developed by Naesset (2004) . Si h is the percentile of the point height distribution in a tree segment (Fig. 2b) , and Si d is the per centage of total tree points in each layer (Fig. 2c) . The SI metric relates to two aspects of the peak intensities detected in the wave form: SI 1 is the mean intensity in each verti cal layer, and SI 2 is the overall mean inten sity of all the tree points.
The estimation of tree positions can also be improved by stem detection using a cluster algorithm followed by stem reconstruction using a RANSAC-based adjustment (Reit berger et al. 2007 ). Depending on the tree density and leaf-on/leaf-off conditions, the best detection rate using this method was 61% for coniferous trees and 41% for de ciduous trees. The same authors (Reitberger et al. 2009b ) recently developed a novel nor malized cut segmentation procedure, which is based on voxel space, to detect single trees underneath the canopy (Fig. 3) . When tested against a standard watershed segmentation method, the normalized cut segmentation procedure resulted in a 12% improvement and the best accuracy was 93%. It is worth noting that lowering the point density to 10 points m -2 had little effect on the accuracy of voxel-based classifications.
To my knowledge, the methods described above are the only tree-scale FW processing methods present in the current literature. Ex tensive experimentation using discrete-return LiDAR data has been performed, and there fore it is likely that future research will also produce experimental results based on FW LiDAR. Due to high point-density require ments, large acquisition costs and dataset sizes are likely to lead to longer processing times and higher overall costs, which may limit the applicability of FW LiDAR treescale approaches.
Small-footprint full-waveform processing for plot-scale forest structure studies
Small-footprint (<1 m) LiDAR systems use a different sampling scale than large-foot print systems; therefore, approaches to data processing differ. When using small-foot print LiDAR with a consistent point density, vegetation geometry can be modeled with greater detail because each laser pulse samples different parts of the tree; in con trast, large footprints, with a size comparable to crown diameters, sample the entire tree. Consequently, more flight time is required to cover equivalent areas when using a small footprint approach (Dubayah & Drake 2000) . Pulses from large-footprint sensors also reach the ground more consistently ) than those from smallfootprint systems because a larger area is covered by laser pulses (Fig. 5) . The ability to penetrate beyond the first reflective sur face of the canopy is an essential characteri stic of small-footprint systems (Lim et al. 2003) . Laser penetration is also of critical importance for calculating the height diffe rence between ground return and canopy re turn , which is an essen tial metric for estimating tree height. Tree height is generally underestimated by 1 m (Mallet & Bretar 2009 ) because of the pro bability of pulses hitting the upper-most part of the tree. The degree of height underesti mation is a function of canopy type (sharp and conical canopies increase error), point density and footprint size. Height estimation bias is therefore a critical factor in the ana lysis of small-footprint surveys. Chauve et al. (2008) emphasized the importance of the additional points detected by FW LiDAR, especially in the lower part of the canopy, in reducing height estimation bias and the standard deviation (5 cm). Wagner et al. (2008) confirmed the impor tance of waveform analysis in improved ve getation mapping and classification. They applied a decision tree approach to pro cessing LiDAR data that used the peak abundance, width and amplitude, but did not use geometric information, to create yes/no conditions for each pulse. A classification kappa accuracy coefficient of 0.8 was ob tained, thus proving the accuracy of the de cision tree method. Rossmann et al. (2009) tested a large-area LiDAR survey with a 4-6 points m -2 and integrated different multi spectral images (aerial and SPOT satellite sensors) to obtain an efficient forest inven tory. The method of Rossmann et al. used decision tree classification criteria based on digital image analysis results for vegetation detected using a LiDAR-derived canopy height model (CHM). Tree stands with a similar stock were automatically identified and merged (when contiguous) on the map through a region-merging process. For each merged area, stand attributes were extracted using the CHM to find the dominant tree height and density, and the yield class was then derived using water balance informa tion for the area.
Large-footprint full-waveform analysis for plot-scale forest structure studies Drake et al. (2002) tested metrics derived from LVIS (Laser Vegetation Imaging Sensor) data obtained over a tropical forest area. LVIS is an airborne, large-footprint FW sensor developed at NASA. In the work of Drake et al., LVIS was used with a sampling footprint size of ~25 m. The ob jective was to predict the field-derived qua dratic mean breast height diameter (DBH), average basal area (ABA) and above-ground biomass accumulation (AGBM) at the plot and footprint levels. At the plot level, the DBH, ABA and AGBM results showed si gnificant correlation values of up to 0.93, 0.72 and 0.93, respectively. At the footprint level, the correlation values were much lower (0.59, 0.53 and 0.27 for the DBH, ABA and AGBM, respectively). Footprint level results were weakened by the effect of a limited laser pulse positional accuracy on ground coordinates. The following metrics and relative forest parameters, derived from the return FW signal, were used:
• The location (range index) within the waveform. This metric is the point where the signal increased above a mean noise level threshold (Fig. 1) and was used to de tect the canopy surface.
• The location within the waveform of the centre of the last Gaussian pulse (Fig. 1) . This metric was used to detect the ground surface.
• The difference between metrics 1 and 2.
This value was used to extract the canopy height.
• Height of the median energy. This metric is the location of of median energy height relative to the ground location and was used to derive the vertical arrangement of canopy elements, canopy openness and tree density.
• Median/height ratio. This metric is defined as the value derived from point 4 divided iForest (2011) 4: 100-106 by the canopy height at point 1 and was used to estimate the median position rela tive to the canopy surface. Ground return ratio. This metric is the sum of all values in the last return peak divided by all other values (only values above noise level are considered) and was used to infer the de gree of canopy closure. Anderson et al. (2008) tested the integra tion of LVIS data with hyperspectral data from the AVIRIS (Airborne Visible/Infrared Imaging Spectrometer) sensor to extract the quadratic mean of the DBH, ABA and AGBM over a mixed conifer-hardwood forest area. Their method included predic tions of species composition and land use patterns derived from AVIRIS reflectance information in addition to above-ground bio mass data estimated using LiDAR. An 8-9% improvement in correlation and a 5-8% de crease in error were found. Harding et al. (2001) and Lefsky et al. (2002) tested the use of SLICER (Scanning Lidar Imager of Canopies by Echo Recov ery) sensor data for canopy height profiling (CHP). SLICER provides ~10m footprints at 5000 m flying altitudes using a near-infrared (NIR -1024 nm) wavelength laser. They ob served that a stand-specific calibration was necessary because CHP and ground models can be biased depending on canopy surface characteristics; for example, conifers with sharp conical canopies and needles with low NIR reflectivity caused a greater bias (under estimation) than canopies from deciduous trees that have an NIR-bright and umbrel la-like canopy. Harding et al. (2001) and Lefsky et al. (2002) used six steps to transform a raw waveform to a CHP: 1. smooth the signal (sum six consecutive bins) to decrease the background noise; 2. find the background noise level by calcu lating the signal mean and variance beyond the last return; 3. differentiate the ground and canopy re turns. The last ground return is the last re turn that is a multiple of the background noise variance, and the peak of the ground return is the first inflection before the last ground return; 4. adjust the amplitude to account for differ ences in reflectance; 5. compute the height distribution of the can opy closure; 6. apply an occlusion transformation to yield a normalized height distribution of the plant area. This method has proven to be reproducible and significantly (P < 0.0001) correlated to ground-measured and LiDAR-estimated CHP for young (R 2 = 0.75), intermediate (R 2 = 0.52), mature (R 2 = 0.33) and old-growth (R 2 =0.43) stands. Lefsky et al. (2002 Lefsky et al. ( , 2005 used SLICER data to investigate forests of different com positions, with the objective of deriving gen eral equations for different biomes. In some cases, very high correlations of LiDAR me trics with LAI and AGBM were obtained. The first experiment found consistent corre lations (up to R 2 = 0.84) using a unified equation (AGBM = 0.378 · MCH 2 ) when es timating AGBMs of temperate deciduous broadleaf, temperate coniferous needleleaf and boreal coniferous needleleaf biomes. The second study tested the ability to estim ate LAI information based on SLICER data for five different temperate coniferous needleleaf biome sites containing one or more of the following species: open-canopy Pinus ponderosa, Picea sitchensis (sitka spruce), Tsuga heterophylla (western hem lock) and Abies (true fir) forests. Several in dices were extracted from LiDAR metrics to derive equations for estimating tree stand structure variables. The highest correlations for all sites were 0.81 for LAI and 0.92 for AGBM. Based on these tests on different sites and conditions, it can be concluded that some equations that relate LiDAR metrics to forest parameters are valid at the regional scale.
SLICER sensor data were also used to as sess vertical canopy material distributions and canopy cover. Vertical canopy distribu tions are essential to estimating other para meters, such as AGBM, state of the forest and age of a plantation . Canopy cover can be directly assessed by the ratio of the signal reflected by the canopy to the signal reflected by the ground (Means et al. 1999 ). Both Lefsky et al. (1999) and Means et al. (1999) found a significant cor relation between SLICER metrics and plotscale average basal area. Parker et al. (2001) used SLICER data to extract the vertical distribution of light atte nuation through a canopy, and they found a significant correlation with field measure ments. Light transmittance data was obtained by Koetz et al. (2006) by inverting a radia tive transfer model (RTM), derived from a modelled FW signal, to obtain horizontal and vertical forest structure (fractional cover, LAI, maximum tree height and vertical crown expansion).
Conclusions
Full-waveform LiDAR processing is a promising technique for various forestry ap plications. There are important factors to consider when processing return signals. One is pulse geolocation, which must have an acceptable accuracy relative to the target spatial scale and is especially important for single-tree metrics. Another parameter that differentiates FW LiDAR surveys from other methods is the footprint size. Large foot prints sample large areas; therefore, elements inside an area are mixed within the resulting return pulse shape. Because of the laser beam size, FW LiDAR has a high degree of probability of finding openings in the can opy, reaching the ground and providing a ground return signal (Lefsky et al. 2002) , which is crucial for calculating an accurate CHM. In contrast, small footprints provide a "cleaner" response, and the ratio of ground to canopy returns depends on leaf density and the LiDAR point density.
It is apparent from the literature that there are numerous methods for processing FW LiDAR data for the estimation of forest para meters. Certain models are applicable at either the plot or regional level, and some methods are influenced by leaf-off/leaf-off conditions. The application context is there fore important and must be assessed before planning a LiDAR survey. It is crucial to de lineate the scope of suitability for each me thodology; when estimating key characteri stics, such as tree height distribution, crown diameter and relative structural tree parame iForest (2011) 4: 100-106 ters, metrics derived from FW signals are not always significantly correlated. For some forest types, the correlation is very high (An derson et al. 2006) ; however, the equations are valid only when applied to specific forest types and environments (Hyde et al. 2005) . Currently, the main drawback of perform ing LiDAR-based estimations is the high cost of data acquisition, especially for highdensity and small-footprint surveys. Robust and dedicated software for signal processing is limited to a few proprietary products, and it is expected that future research will result in the development of dedicated open-source tools. It is reasonable to expect that FW LiD AR data processing will be used in forestry research with the same regularity as digital image analysis.
