In this chapter, we propose a unified framework for a holistic understanding of granular computing. It is developed based on three perspectives, namely, the philosophical, the methodological, and the computational perspectives. The three perspectives lead to structured thinking, structured problem solving, and structured information processing. We argue that the subject of the study of granular computing is a web of interacting granules representing a problem to be solved. From the web of granules, one can derive descriptions with multiple hierarchies (i.e., multiview) and multilevel granularity in each hierarchy.
Introduction
An early developing stage of a theory or a methodology is typically characterized by a diversity of many views, proposals, and models, but the lack of a unified framework. Ideas are scattered, fragmentary, and isolated, instead of forming an integrated whole. With extensive studies and better understanding, it is expected that a much smaller set of well accepted and dominant views will eventually converge. A challenge is how to speed up this process so that the theory can be effectively used by many more people.
As an emerging field of study, granular computing faces the same challenge. In the past few years we have witnessed a fast growing interest in this area [3, 15, 22, 23, 30, 56, 57] . On the one hand, many interpretations, models, paradigms, methodologies, techniques, and tools have been proposed and investigated [4, 29, 31, 32, 33, 35, 39, 41, 42, 46, 47, 48, 49, 50, 60, 61] . On the other hand, there does not exist a commonly accepted definition nor a commonly agreed framework [5, 43, 51, 52, 53, 55] . The lack of a conceptual framework may slow down the further development of granular computing and make it difficult for us to see and to exploit the universal applicability, flexibility, and effectiveness of granular computing. At this early stage, it may be impossible to define precisely without controversy what granular computing is, its scopes, its theories, and its methodologies [52] . Nevertheless, results from the existing studies suggest that we are making good progress towards a conceptual framework for granular computing [51, 52, 53, 55] . The main objective of this chapter is to examine the basic components of such a framework.
From the existing studies, we can observe several limitations and problems. Many studies focus on specific issues, concrete models, and domainspecific methodologies. The existing studies are dominated by computational intelligence theories, including fuzzy sets, rough sets, neural networks, interval computing, and many more. It is also not surprising to find that some studies are simply reformulations of existing results by using the terminologies of granular computing without the necessary new insight. A conceptual framework of granular computing would enable us to avoid such problems. Studies of granular computing must be pursued in depth and results from those studies be integrated in breadth. Granular computing needs to be an interdisciplinary study related to many branches of science, moving away from the current domination of fuzzy sets and rough sets. It is also necessary to investigate distinguishing properties that justify granular computing as a separate field of study in its own right.
The basic principles and ideas of granular computing have, in fact, long appeared in many branches of science and many fields of computer science [51, 52, 53, 55] . Unfortunately, they are scattered over many places in isolation and are not readily accessible, as they are either described and discussed under different names or buried in domain-specific details. Yet, those effective ideas and principles lend themselves immediately for a conceptual framework of granular computing. Two tasks are involved in building this framework. One is to extract high-level commonalities of different disciplines and to synthesize their results into an integrated whole by ignoring low-level details. The other is to make explicit ideas hidden in discipline-specific discussions in order to arrive at a set of discipline-independent principles.
In our view, granular computing is a new field of study that has emerged from many different disciplines and fields, including general systems theory [7, 8, 20] , hierarchy theory [1, 27, 36, 37, 44] , social networks [2, 8, 16] , artificial intelligence [12, 13, 14, 18, 58] , human problem solving [26] , learning [10, 34] , programming [11, 19, 21, 45] , theory of computation [38] , and information processing [17, 24] . Although granular computing draws heavily upon results from other fields, it has unique and distinguishing characteristics. The proposed framework of granular computing is based on three related perspectives [54] . From the philosophical perspective, granular computing offers a new world view that leads to structured thinking. From the methodological perspective, granular computing deals with structured problem solving. From the computational perspective, granular computing concerns structured information processing. The integration of the three perspectives results in a holistic understanding of granular computing that emphasizes structures embedded in a web of granules.
The main aim of the framework is to bring a clear understanding of granular computing. The framework may not be completely accurate and many of its components and views may have to be refined with time. Although it is not certain if every perspective of the framework will be accepted eventually, there is no doubt that the study of a unified framework will play a crucial role in the development of a full theory of granular computing.
Philosophical Perspective: Structured Thinking
The philosophical view of granular computing may have a great impact on the current research in the field. Such a philosophical foundation, however, has hardly been examined. Although it may be too early to pinpoint this philosophical view, we can at least discuss and elaborate on some of its important features [51, 52, 53, 55] . We believe that the philosophy of granular computing is structured thinking, characterized by hierarchical modeling, understanding, processing and learning. Those hierarchical processing tasks are essential to human intelligence [10, 13, 34, 40] . They have significant implications for knowledge-intensive information systems.
To put granular computing in its right perspective, we need first to briefly mention two complementary philosophical views dealing with the complexity of real world problems, namely, the traditional reductionist thinking and the new systems thinking. According to reductionist thinking, a complex system or problem can be divided into simpler and more fundamental parts, and they can be further divided. An understanding of the system can be reduced to the understanding of its parts. In other words, we can deduce fully the properties of the system based solely on the properties of its parts. In contrast, systems thinking shifts from parts to the whole, in terms of connectedness, relationships, and context [7, 8, 20] . A complex system is viewed as an integrated whole consisting of a web of interconnected, interacting, and highly organized parts. The properties of the whole are not present in any of its parts, but emerge from the interactions and relationships of the parts. The reductionist thinking and systems thinking are considered by many as competing views. Since each of them is effective in modeling and solving different types of problems, we consider the two as complementary views. The existing research on granular computing is mainly influenced by the reductionist view. For example, phrases representing reductionist thinking, such as "divide and conquer" and "granulate and conquer", are used to explain the workings of granular computing. This bias may be corrected if granular computing can also draw results from systems thinking.
The reductionist thinking and systems thinking agree on the modeling of a complex system in terms of whole and parts, but differ in how to make inference with the parts. The two views exploit a common structure known as the hierarchical structure characterized by multiple levels. According to reductionist thinking, a system can be continually divided into smaller and smaller parts to form a multilevel hierarchial representation and understanding. In systems thinking, one can form different systems levels so that systems can be nested within other systems. Based on this common hierarchical structure, granular computing attempts to unify reductionist thinking and systems thinking.
Hierarchical structures and organizations exist in the real world, or more precisely, our perception of the real world. They can be found in many natural, social, and man-made systems [16, 27, 37, 44] . Humans have evolved to deal with such hierarchial structures effectively and efficiently [13, 14, 26, 37, 56] . Human perception and understanding of the world depends, to a large extent, on nested and hierarchical structures. We view and represent the world using various grain sizes and abstract only those things that serve the present interests. The ability to conceptualize the world at different levels of granularity and to switch among these levels is fundamental to human intelligence and flexibility [14] . It is also interesting to comment that hierarchical structures have been used by some authors to explain the human brain and intelligence. For example, Hawkins [13] proposes that the human brain can be conceptually understood by a cortical hierarchy model that mirrors the hierarchical structures of the real world.
The notion of hierarchical structures captures the essential features of our perception and understanding of the world at multiple levels of granularity [14, 29, 56] . Granular computing, formulated based on hierarchical structures, promotes a way of structured thinking by combining analytic and synthetic methods. Analytic thinking involves the division of a whole into relatively independent parts. This allows us to move to a lower level in a hierarchical structure where individual properties of parts can be studied. On the other hand, synthetic thinking enables us to combine parts into a complex whole. This enables us to move to a higher level in a hierarchical structure where the emergent properties of the whole can be examined.
Methodological Perspective: Structured Problem Solving
The philosophical foundations of granular computing is a view of the world in terms of granules and multiple levels of granularity. In search of methods of problem solving, this hierarchical structure plays a crucial role. From the methodological perspective, granular computing is structured problem solving guided by the structured thinking. By drawing results from structured programming, artificial intelligence, hierarchy theory, rough set theory [28] , quotient space theory [58, 59] , and others, one may extract a set of fundamental principles for systematic problem solving [51, 52, 53, 54, 55] . The philosophy of granular computing implies two mutually dependent tasks of structured problem solving, namely, constructing a hierarchical view and working with the associated hierarchy. In some cases, the separation of the two tasks is not clear. It may happen that the two tasks are tied together instead of one following the other. Many principles can be applied to both tasks. As examples, we examine three such principles.
A fundamental principle of granular computing is "the principle of multilevel granularity." This principle stresses the importance of breaking a large problem into smaller problems and understanding a problem at many levels of detail. One may construct many hierarchical views and select the most suitable view. A level-wise construction process can be done in either a top-down or a bottom-up manner, based on the properties of loose coupling of parts and near-decomposability [37] . A top-down level-wise construction process is consistent with the breadth-first search strategy of artificial intelligence. Alternatively, one may construct a hierarchical view based on the depth-first search strategy. Once a hierarchical view is created, working with a hierarchy is natural at multiple levels of granularity.
The principle of multilevel granularity can in fact be applied to the problem of constructing a hierarchical view. One may consecutively build different versions of a hierarchy with differing details. For example, a level in one version may be divided into two or more levels in the next version. Those different versions reflect naturally our multiple understandings of the problem.
Another principle of granular computing is "the principle of focused effort." This principle states that, at a given stage of constructing a hierarchy and working with the hierarchy, effort is to be concentrated on a particular granule or a specific level, relatively independent of other granules or levels. In doing so, one abstracts only those things that are relevant to the present interests and ignores irrelevant lower-level details or relationships to other things. The principle does not rule out the needs for some effort to be made on the study of related things. It requires the concentration of the major effort on a part, instead of the whole, at a specific point in time. The applications of this principle result in a concrete sequence of steps towards a complete and structured solution to a problem.
The third principle of granular computing is "the principle of granularity conversion." It calls for an easy switch between levels of abstraction. According to this principle, a hierarchy describing a problem should be constructed in a way to facilitate easy granularity conversion. When working with a hierarchy, one can fluently switch levels of granularity as well as passing information between levels.
The top-down analytic methods may be helpful in switching from a higher level to a lower level. By analysis, a large granule is broken into smaller granules. A solution with respect to larger granules can be derived by combining solutions from the corresponding families of smaller granules. In contrast, the bottom-up synthetic methods may be used for switching from a lower level to a higher level. By synthesis, the connections and interactions of lower-level granules may be studied and integrated. This may reveal emergent properties, the properties that none of the lower-level granules has, at the higher level.
The three principles are not new and have been either explicitly or implicitly used in many fields. For example, they can be easily seen from the principles of structured programming, although they are stated differently [11, 19, 45] . Our main objective is to demonstrate that, from the methodological perspective, granular computing is structured problem solving based on principles proven to be effective across different disciplines. Many other principles can be similarly reinterpreted in the light of granular computing. Collecting and presenting coherently those principles remain a great challenge.
Computational Perspective: Structured Information Processing
From the computational perspective, granular computing is structured information processing. It is about the applications of the granular computing philosophy and principles in the design and implementation of intelligent information systems. Our exploration of the computational perspective is based on two studies: the pyramid approach suggested by Bargiela and Pedrycz [3] for granular computing and the multiple levels approach proposed by Marr [24] for human and computer vision. In the information processing paradigm proposed by Bargiela and Pedrycz [3] , granular computing works with a pyramid consisting of levels of differentsized information granules, i.e., a hierarchical structure. The processing at different levels of information granulation is a necessary feature of any knowledge-intensive system. In the study of human representation and processing of visual information, Marr [24] makes a convincing argument for a multilevel understanding of an information processing system. At different levels of description, one explores different kinds of explanations. A coherent explanation, hopefully, may be obtained from explanations at those linked levels. The philosophical views and basic working principles, though presented with reference to information processing, are indeed much similar to ones of granular computing we discussed earlier.
For the explanation of specific information processing mechanisms and systems, Marr [24] uses the two notions of representation and process. A representation is a formal system that makes explicit certain entities or types of information and a specification of how the system does this. The result of using a representation to describe an entity is called a description of the entity in the representation. A process may be simply interpreted as actions or procedures for carrying out information processing tasks. It may also be interpreted as a mapping from one representation to another representation. In general, a representation may determine the effectiveness of processes under the representation. It may be necessary to choose a set of the most appropriate processes. It is easy to describe the computational perspective on granular computing based on representation and process. As a minimum requirement, a representation of granules must capture essential features of granules and make a particular aspect of their physical meanings explicit. Furthermore, the representation of granules needs to be connected closely to representations of granular structures with respect to granules, levels, and hierarchies. In some cases, it may be possible to derive a representation of granular structures from the representation of granules.
Processes of granular computing may be broadly divided into the two classes of granulation and computation with granules [48, 54] . Granulation involves the construction of the building blocks and structures, namely, granules, levels, and hierarchies. Many issues are involved in granulation, including granulation criteria, granulation algorithms, and characterization of both granules and granular structures. Computation processes systematically explore the granular structures. This involves two-way communications up and down in a hierarchy, as well as switching between levels. For those tasks, we can define mappings connecting granules and levels, modes of granularity conversion, and operators of computing. For the consistency of computation at different levels, we need to study the issues of consistency preservation in terms of invariant properties.
Computation at a certain level may produce an approximate, a partial, or a schematic solution. Such a solution may be made more precise, more complete or more detailed at another level. This suggests that granular computing is a stepwise refinement process that has been successfully applied in structured programming [45] .
Information processing at multiple levels serves the practical needs of an approximate solution within a tolerance range in order to gain in efficiency, low costs, or understandability. This trade-off is essential for solving many real-world problems. The hierarchical way of problem solving makes it easy to find the right level of approximation.
A Unified Framework
Based on the three perspectives, we are ready to develop a unified framework of granular computing and to consider its specific issues. A real-world problem consists of a web of interacting and interrelated granules. For effective problem solving, granular computing must extract easily-understandable structures to approximately represent the problem. This results in an understanding in terms of multiple hierarchies and multiple levels in each hierarchy.
The Granular Computing Triangle
In the earlier papers [51, 52, 53, 54, 55] , we suggest a linear dependency between the three perspectives. The philosophy of granular computing guides its methodologies and the methodologies are used to implement information processing systems. A further investigation convinced us that such an ordering may be inappropriate and perhaps misleading. The three distinctive perspectives mutually depend on each other. This new understanding leads to a trinity view of granular computing.
The three perspectives are distinct because they deal with issues of different categories and nature. Since each perspective can be further divided, one may study the divisions again from the three perspectives. The three perspectives are thus interrelated and form an integrated whole. Instead of putting them in a linear ordering, we can represent them as three points in a triangle called the granular computing triangle. In this way, any perspective is related to the other two.
In the unified trinity framework of granular computing, the three perspectives are tied closely together by their common focus on granular structures. The exploration of structures defined by multilevel granularity makes granular computing a promising field of study. The three perspectives represent the basic angles of such an exploration. This suggests another interpretation of the three perspectives. If they are understood as a basis of a threedimensional space, each point in the space represents a type of study with a specific emphasis on the three perspectives.
The three-dimensional space interpretation enables us to review and compare the existing studies. It is not surprising to observe that the majority of studies have a strong bias to methodological and computational perspectives, and even more so to the computational perspective. The unified trinity framework stresses the fact that each perspective contributes significantly to the understanding of granular computing. None of them can be overlooked.
The unified conceptual framework considers more abstract disciplineindependent principles. It stresses the flexibility and universal applicability of granular computing. As a consequence, granular computing is applicable to solve a wide range of problems. For example, we may apply the principles of granular computing to the study of the subject of "granular computing." The result is a multilevel and multiview understanding. Our elaboration and description of granular computing in this chapter is, in fact, one such example.
The Web of Granules
A basic task of granular computing is to build a hierarchical model for a complex system or problem. The basic ingredients of granular computing are granules, a web of granules, and granular structures.
Granules
A complex problem consists of interconnected and interacting parts. Each part, in turn, consists of other parts. Intuitively, each part or a group of parts may be considered as a granule. We therefore have a web of granules as a representation of the problem under consideration. While granules provide local descriptions, the web of granules gives a complete picture of the problem.
We treat granules as a primitive notion of granular computing. From it, other notions can be derived. Furthermore, granules are an abstract notion. The physical meaning of granules can be made clear only when a particular application is considered. In modeling complex systems, granules may be the components of systems at different levels [7, 8] . In programming, granules may be various modules of a software system [21] . In the theory of small groups, granules are small groups [2] . In any organization, granules may be various divisions and departments at different levels. Abstracting from all those concrete examples, a granule can be considered as a focal point of our interest at a certain stage in problem solving. Granules may correspond to either real world objects or their abstractions.
A granule can be either simple or compound. A simple granule cannot be further decomposed into, or formed by, other granules. A compound granule consists of a group of its interconnected and interacting element granules (they, in turn, may be simple or compound). A granule is related to other granules by its dual roles. A granule can be considered as a whole when it is viewed as a part of another granule. A granule is considered to be a group of interconnected and interacting granules when some other granules are viewed as its parts. Consequently, we need to characterize granules by a minimum set of three types of properties. The internal properties of a granule reflect its organizational structures, the relationships, and interaction of its element granules. The external properties of a granule reveal its interaction with other granules. The emergent properties of the granule may be viewed as one type of external property. In many cases, both the internal and external properties are not static but change with its environment. The contextual properties of a granule show its relative existence in a particular environment. The three types of properties together provide us a full understanding of the notion of a granule.
Granular structures
A complex problem is represented as a web of granules, in which a granule itself may be a web of smaller granules. With such a representation, an important issue is to study various granular structures embedded in this web. Those structures are crucial to an understanding of the problem at different levels.
The types of granular structures are related to the earlier discussed roles of granules and properties of granules. We consider three levels of granular structures [53, 55] . The granule structures represent the internal structures of a compound granule. The structures are determined by its element granules in terms of their composition, organization, and relationships. Each element granule is considered simply as a single point when studying the structure of a compound granule. From the view point of element granules, the internal structures of a compound granule are indeed their collective structures. In general, one can study the collective structures of a family of granules. Each granule in the family captures and represents a particular and local aspect of the problem. Collectively, they represent the entire problem at a level of granularity defined by the granules in the family. One may use many families of granules to examine the problem at multiple levels of granularity. Structurally, the multiple levels form a hierarchy.
Multilevel and Multiview
With the introduction of granular structures, a problem is understood in terms of granules, levels, and hierarchies. Specifically, a level is made up of a family of granules and a hierarchy is made up of multiple such levels. This not only makes a complex problem more easily understandable, but also leads to efficient, although perhaps approximate, solutions.
Our discussion so far is based on the assumption that a complex problem can be expressed as a web of granules. A fundamental question regarding how those granules are formulated in the first place is not discussed. In fact, a complex problem in the real world is a web in which everything is connected to everything else [7] . The formation of granules is related to the notion of approximations and loose coupling of parts [7, 37] . In forming a granule, one may ignore the subtle differences between its elements and between their individual connections to others. That is, a group of elements may be treated approximately as a whole when studying their relations to others. Each granule is a focal point of our investigation. As an example, the study of cluster analysis in fact relies on such granulated views. The knowledge obtained based on granules, although approximate, may be good enough for practical uses.
In building a hierarchical structure, we need to have a vertical separation of levels and a horizontal separation of granules at the same hierarchical level. Like the formation of individual granules, those separations explore the property of loose coupling of parts. The multiple hierarchical structure thus provides a practical model of a nearly-decomposable problem. The relationship between levels can be interpreted in terms of abstraction, control, complexity, detail, resolution, and so on.
Granular computing searches for a multilevel hierarchical view of a problem based on near-decomposability. Some useful information may be lost with such a hierarchy instead of a web. However, we gain in a model that is easier to understand, tractable, and economic.
A hierarchy represents the results of a study of a problem from one particular angle or point-of-view. For the same problem, many interpretations and descriptions may co-exist [6, 9] . It may be necessary to construct and compare multiple hierarchies [16] . A comparative study of those hierarchies may provide a complete understanding of the problem.
The conceptualization of a problem through multiple hierarchies (i.e., multiview) and multilevel in each hierarchy is general and flexible. Such an approach has been widely used in the investigations of many branches of science. Each hierarchy represents one view of the problem. One may either focus on a particular view or compare various views. The latter requires the connections between different views. More importantly, emergent properties of a family of views may be observed, which are absent in any specific view.
Concluding Remarks
Our study of granular computing can be considered to be both old and new. It is old in the sense that the basic ideas and principles of granular computing have appeared time and again in many branches of science and fields of computer science. It is new in the sense that we attempt to extract a set of abstract discipline-independent ideas and principles, and in many cases make them explicit, to arrive at a unified trinity framework of granular computing.
The framework is based on three perspectives. The philosophical perspective focuses on structured thinking, the methodological perspective on structured problem solving, and the computational perspective on structured information processing. The exploration of hierarchical structures at multilevel granularity is the foundation of granular computing.
The field of granular computing is taking shape and will be immensely important. Its success can be predicted from the following observations. Scientists working at different disciplines deal with different subject matters. However, their research processes and methodologies are remarkably similar at a higher level [25] . What distinguishes scientists is their ways of thinking, rather than the subject matter. In general, human problem solving methodologies and skills share high-level similarities, independent of the problems being solved. The unified framework of granular computing is based on the extraction of such high-level ideas and principles. Although specific components may be refined or even be entirely changed, this framework may guide research of granular computing in the right direction.
In this article, we focus on a high-level examination of granular computing as a new field of study in its own right. The basic ideas and principles are discussed in more abstract terms. Instead of giving more detailed examples to illustrate them, we provide an extensive list of references. One can easily find detailed discussions about the specific applications of these ideas and principles from the references. This high-level investigation enables us to understand granular computing as a new theory for its full potential power without distracted by minute details. The next logical steps, and a real challenge, are to study granular computing at lower levels, with many examples to illustrate its basic ideas and principles.
