Abstract. This paper studies the three-dimensional density-dependent incompressible magnetohydrodynamic equations. First, a regularity criterion is proved which allows the initial density to contain vacuum. Then we establish another blow-up criterion in the Besov spaceḂ 0 ∞,2 when the positive initial density is bounded away from zero. Third, we prove a global nonexistence result for initial density with highly decreasing at infinity. Fourth, we obtain a regularity criterion to the density-dependent incompressible magnetohydrodynamic equations in a bounded domain. Finally, we also give some remarks on the regularity criteria for the three-dimensional full compressible magnetohydrodynamic equations in a bounded domain and for the incompressible homogeneous magnetohydrodynamic equation in the whole space R 3 .
Introduction
In this paper we study the regularity criteria for the following density-dependent incompressible magnetohydrodynamic (MHD) equations (see [13, 17] 
):
∂ t ρ + div (ρu) = 0, (1.1)
2) 
( 1.6) and if, in addition, the following compatibility condition
holds for some function g ∈ L 2 (R 3 
(1.8)
Very recently, Zhou and Fan [27] proved the following regularity criterion of strong solutions to the problem (1.1)-(1.5) : Assume that the initial data satisfy 
with the following norm:
The purpose of this paper is to prove some regularity criteria to the densitydependent incompressible MHD equations (1.1)-(1.4) which include an improvement of the result in [27] . Since the physical constants µ and ν don't bring any essential difficulties in our discussions below (Theorems 1.1, 1.2, and 1.4) and they be assumed to be one for simplicity of the presentation.
First, we improve the result in [27] by removing the assumption (1.9). We shall prove 
then the solution can be extended beyond T .
Third, we prove that the solution to the Cauchy problem (1.1)-(1.5) blows up in finite time provided that the initial datum has compact support or is highly decreasing at infinity, which is similar to that of compressible Navier-Stokes and MHD equations [25, 20, 21] . 
and initial data 14) Similarly to Theorem 1.1, we can prove the following result. . 
Here L s w denotes the weak L s space.
We give some words on the strategy of the proofs to our results. The proofs of Theorems 1.1, 1.2, and 1.4 are based on the refined energy method. Since the local existence of the solutions have been obtained in [7, 24] , we only need to obtain the desired a priori estimates. In our proofs, the interpolation inequality, Young's inequality, Sobolev imbedding theorem, trace inequality, and an vector identity will be used. The main difficulties in the proofs are to deal with the convection terms and the terms involving the fluid field and the magnetic field. To prove Theorem 1.3, we shall follow and modify the arguments in [20, 21] . Before leaving this introduction we give some notions, the definition of Besov space, and the Bernstein inequality. Below we use the letter C to denote the positive constant which may change from line to line. We also omit the spatial domain R 3 in the integrals and the norms of function spaces for simplicity of presentation.
is the Fourier transform of ϕ and B r is the ball with radius r centered at the origin. The homogeneous Besov space is defined aṡ
for all s ∈ R and 1 ≤ p ≤ ∞, where S ′ is the space of tempered distributious and P is the space of polynomials.
We will use the following Bernstein inequality in the proof of Theorem 1.2.
with C independent of f and j.
This paper is arranged as follows. Theorems 1.1-1.4 are proved in Sections 2-5, respectively. In final Section 6, we will give some remarks on regularity criteria to the full compressible MHD equations and the incompressible homogeneous MHD equations.
Proof of Theorem 1.1
In this section we give the proof of Theorem 1.1 which is based on the establishment of a priori estimates (1.8) under the condition (1.10).
First, thanks to the maximum principle, we have
Multiplying (1.2) by u, integrating the result over R 3 , and using (1.1) and (1.4),
Multiplying (1.3) by b, integrating the result over R 3 , and using (1.4), we find that
Summing up (2.2) and (2.3) and using the fact that div u = div b = 0, we know that the term right hand side of (2.2) and (2.3) are canceled. Hence we obtain, by integrating over (0,
By Taking the same calculations as that in [27] , we still have
Multiplying (1.2) by u t , integrating the result over R 3 , using (1.4) and (2.1), we
Here we have used the following inequality due to Machihara and Ozawa [19] :
On the other hand, since (u, π) is a solution of the Stokes system:
thanks to the H 2 -theory of the Stokes system, we have
(2.10)
Multiplying (1.3) by b t − ∆b, integrating the result over R 3 , and using (1.4), (2.5), and (2.8), we derive
where we have used the Gagliiardo-Nirenberg inequality
Combining (2.6), (2.7), (2.10), and (2.11) with (2.5), we arrive at the key estimates:
Applying the operator ∂ t to (1.2), we see that
Multiplying the above equation by u t , integrating the result over R 3 , and using (1.1), (1.4), (2.1), (2.12), and (2.13), we obtain that
Applying the operator ∂ t to (1.3), multiplying by b t , integrating the result over R 3 , and using (1.4), (2.12), and (2.13), we get
Combining (2.14) and (2.15), we conclude that
Since b is a solution of the elliptic system
by the elliptic regularity theory, we deduce that
which implies that
Similarly, it follows from (2.9) that 
This completes the proof.
Proof of Theorem 1.2
In this section we give the proof of Theorem 1.2 which is based on the establishment of a priori estimates under condition (1.11). First, thanks to the maximum principle, we have
Next, we have
Now we use Lemma 1.1 to estimate ∥u∥ L ∞ . For any positive integer N , we have
On the other hand, by the H 2 −theory of Stokes system, we have from (1.2) that
Multiplying (1.2) by u t , integrating the result over R 3 , and using (1.1) and (1.4), it follows that
Multiplying (1.4) by |b| 2 b, integrating the result over R 3 , and using (1.1), (3.1), and
Combining (3.1), (3.2), (3.3), and (3.4), and taking N large enough such that
, by virtue of (1.11), which yields
Then it follows from (3.1) and (3.2) that
and thus
Proof of Theorem 1.3
This section is devoted to the proof of Theorem 1.3. We shall follow and modify the arguments in [20, 21] . Let us denote Q(t) := ∫ ρudx, then it follows from (1.2) and (1.4) that
Similarly, it follows from (1.4) and (1.1) that
Similarly, taking the inner products of b to (1.3) and noticing the fact that div b = 0, we obtain that 1 2
Summing up (4.1) and (4.2) yields
On the other hand, it is obvious that
Combining (4.3) with (4.4), we have
Integrating the above inequality over (0, T ), we arrive at
Proof of Theorem 1.4
In this section we shall give the proof of Theorem 1.4. Since most proofs are the same as that of Theorem 1.1, we only give the different estimates on b (see (2.5) ). Now we prove (2.5) when Ω is a bounded domain. We will use the following vector identity: 1) and the following identity proved in [4, 5] :
with 1 < p < ∞ and any smooth vector b : Ω → R 3 .
Since b · ν = 0 on ∂Ω × (0, T ), we see that
We will also use the following trace inequality (see [3, 18] ): 
for any 2 < p < ∞. This completes the proof.
Some remarks
In this section we give some remarks on the regularity criteria to the full compressible MHD equations and the incompressible homogeneous MHD equations. We first consider the following full compressible MHD equations [16, 17] :
3)
Here the unknowns ρ, u, b, and θ denote the density, velocity, magnetic field, and temperature, respectively. The viscosity coefficients λ and µ of the flow satisfy 
One result in [14] reads Theorem 6.1 ([14] ). For q ∈ (3, 6] , assume that the initial data
and the compatibility conditions 
then the solution (ρ, u, θ, b) can be extended beyond T .
We consider the MHD equations (6.1)-(6.4) with the following boundary conditions
Our results reads Proof. Since most of the proofs are the same as those in [14] , the only different place is the proof of the estimate ∥b∥ L ∞ (0,T ;L 6 (Ω)) ≤ C. (6.12) However, by taking the same calculations as that in the proof of Theorem 1.4, we easily get (6.12). We omit the details here for conciseness. and (6.11), see [26] for some related results on the whole space case.
Next, we consider the following incompressible homogeneous MHD equations [10, 22] : It has been proved in [4, 9, 11] that
By similar calculations to I 1 , we have
Then using the same calculations as that in [9, 11] , we arrive at
Inserting the above estimates into (6.26), we get (6.20) . This completes the proof.
