The number of endangered species has been increased due to shifts in the agri-1 cultural production, climate change, and poor urban planning. This lead to 2 investigating new methods to address the problem of plant species identi-3 cation/classication. In this paper, a plant identication approach using 2D 4 digital leaves images was proposed. The approach used two features extrac-5 tion methods based on one-dimensional (1D) and two-dimensional (2D) and the 6 Bagging classier. For the 1D-based methods, Principal Component Analysis 7 (PCA), Direct Linear Discriminant Analysis (DLDA), and PCA+LDA tech-8 niques were applied, while 2DPCA and 2DLDA algorithms were used for the 9 2D-based method. To classify the extracted features in both methods, the Bag-10 ging classier, with the decision tree as a weak learner was used. The ve 11 variants, i.e. PCA, PCA+LDA, DLDA, 2DPCA, and 2DLDA, of the approach 12 were tested using the Flavia public dataset which consists of 1907 colored leaves 13 images. The accuracy of these variants was evaluated and the results showed 14 that the 2DPCA and 2DLDA methods were much better than using the PCA, 15 PCA+LDA, and DLDA. Furthermore, it was found that the 2DLDA method 16 was the best one and the increase of the weak learners of the Bagging classier 17 yielded a better classication accuracy. Also, a comparison with the most re-18 lated work showed that our approach achieved better accuracy under the same 19 dataset and same experimental setup. 20
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Introduction 21
Plants are a vital element of the Earth's ecology system. They maintain a 22 healthy breathable atmosphere. Almost the entire oxygen, needed for humans 23 and other animals breathe, are produced by plants, thus without plants, there 24 is no life on the earth (Gaber et al., 2015; Chaki et al., 2016) . In addition, 25 plants can be used as an alternative energy source, e.g., bio-fuel (Chaki and 26 Parekh, 2012) . There are various species of plants which are subject to the 27 danger of extinction. Saving endangered species of these plants from becoming 28 extinct and protecting their wild places is important for our health and the 29 future of our children. The impact of biodiversity loss may lead to fewer new 30 medicines, greater vulnerability to natural disasters and greater eects from 31 global warming. Therefore, there is a need for protecting plants and classifying 32 them into dierent species. For this purpose, plant identication techniques 33 have become a hot area of research. 34 Traditional plant identication can be achieved by a manual matching of 35 the plant's characteristics including leaves, fruits, owers, and stem, against 36 an atlas. Such identication requires extensive knowledge and it makes use of 37 complex terminology in a way that even a professional botanist needs to spend 38 much time in a eld to achieve plant identication. The plant identication 39 could be automatically achieved through using the plants' features that are ex-40 tracted from their images and then these features can be classied using various 41 classier techniques such as, Neuro-Fuzzy Classier (Chaki et al., 2016) , port Vector Machine (SVM) (Arun Priya et al., 2012a) , etc. Since some plants' 43 owers and fruits are seasonal and their colors are changed according to the 44 season, the leaves are more suitable to identify plants than owers and fruits. 45 Hence, the majority of the existing computer-based plant identication has used 46 2 the leaves of plants (Chaki and Parekh, 2012; Chaki et al., 2015 Chaki et al., , 2016 . The 47 automatic plant identication based on information technology is a very vital 48 task for dierent parties: agriculture, pharmacological, forestry science. Auto-49 matic plant identication process will achieve fast, cheap, and accurate systems, 50 which provide a great help to medicine, industry, and foodstu production, as 51 well as to biologists, chemists, and environmentalists. 52 This paper describes an approach addressing the plant identication prob-53 lem by using features that are extracted from digital images of plant leaves as it 54 is a low-cost and convenient way to get leaf images dataset. The approach used 55 two features extraction techniques (one-dimensional (1D) and two-dimensional 56 (2D) based) with the Bagging classier. For the 1D-based techniques, PCA, 57 PCA+LDA, and Direct-LDA techniques were applied, while 2DPCA and 2DLDA 58 algorithms were used for the 2D-based method. To classify the extracted fea-59 tures in both methods, the Bagging classier, with the decision tree as a weak 60 learner was used. 61 The rest of the paper is organized as follows; Section (2) summarizes the 62 related work of the plant identication based on machine learning. Section (3) 63 highlights the feature extraction methods and the classier used in the design 64 of the proposed approach which is presented in Section (4). The experimental 65 results are reported in Section (5) while the results' discussion and the conclusion 66 are presented in Section (6) and Section (7) (Valliammal and Geethalakshmi, 2011) . They applied Preferential Image Seg-87 mentation (PIS) and other enhancement operations to the images. They then 88 used the image thresholding to obtain some features and then used the prob-89 abilistic curve for classication. They used a dataset of 500 owers images. 90 In another research, Uluturk and Uger converted the plant leaf images into 91 grayscale, the region of interest was segmented and the features were extracted 92 (Uluturk and Ugur, 2012) . Probabilistic Neural Networks (PNN) classier was 93 then used of Flavia dataset and the classication rate was 92.5%. 94 Recently, Chaki et al., proposed a plant recognition approach using both of 95 texture and shape features (Chaki et al., 2015) . The texture features were ex-96 tracted by Gray Level Co-occurrence Matrix (GLCM) and Gabor lter while the 97 shape features were extracted using the curvelet transform coecients and the 98 invariant moments. This approach was tested using two neural-based classiers: 99 a feed-forward back-propagation Multi-Layered Perceptron (MLP) and a Neuro-100 Fuzzy Classier (NFC) to classify 31 plant species of leaves images. In another 101 study, (Chaki et al., 2016) generally classied into two methods: sparse method and dense method. In 116 the sparse method, the interest points are rst detected and then a local patch 117 around these points is constructed, and nally, invariant features are extracted. 118 Scale Invariant Feature Transformation (SIFT) is one of the most common al-119 gorithms in the sparse descriptor method (Lowe, 1999; Tharwat et al., 2015) . In 120 the dense method, the local features are extracted from each pixel over the input 121 image. Local Binary Patterns (LBP) is one of the most common algorithms in 122 dense method (Ojala et al., 2002; Tharwat et al., 2014b) . The color features are 123 widely used in image retrieval due to its robustness against image size variation 124 and orientation (Salvador et al., 2004) . The feature extraction techniques used 125 in the proposed approach are highlighted below. of the PCA method is to calculate the covariance matrix Σ as follows: 
where n i is the number of samples of class i,
within-class matrix of the i th class. Algorithm (2) 
, each of which is represented as a column as follows, I = [I 1 , I 2 , . . . , I M ] and each sample is represented by d features.
2: Compute the mean of each class, µ i , and the total mean of all samples, µ.
3: Compute within-class scatter matrix, S W , as in Equations (5 and 6) and the between-class scatter matrix S B as in Equation (4). 4: Calculate the eigenvalues (λ) and eigenvectors (V ) of S −1 W S B as follows:
5: Sort the eigenvectors in descending order according to their corresponding eigenvalues, then use the rst, k, eigenvectors as a lower dimensional space (W LDA ). 
One-Dimensional
Σ = 1 M − 1 M j=1 (I j − µ) T (I j − µ)(8)
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To evaluate our proposed approach, the Flavia public dataset was used. Figure 9 . 309 The third scenario was conducted to investigate the relationship between the 310 accuracy and the dimension of the feature vectors of the 2DPCA and 2DLDA 311 methods. In other words, the accuracy of the 2DPCA and 2DLDA was tested 312 against dierent numbers of eigenvectors constructing the projection space. In 313 this experiment, series of dierent dimensions were used. Moreover, 90% of the 314 images from each class were used to train the model, while the other images 315 were used to test the model. In addition, there were 51 weak learners in the 316 Bagging classier. Figure 10 shows the results of this experiment. 317 The fourth and last scenario was conducted to compare the accuracy of the 318 2DLDA method when dierent classiers (Bagging, k-NN, and MLP) were used. 319 In all experiments of this scenario, 51 weak learners were used in the Bagging achieved. However, this was accomplished on the cost of taking more CPU time 365 (see Figure 8b) . Secondly, the 2DLDA method achieved identication accuracy 366 better than that of the 2DPCA method, but this was also accomplished with 367 more CPU time. This is because of LDA searches in the space that extracts the 368 most discriminative features, while the PCA searches in the space that extracts 369 the data with the high variance. Thirdly, increasing the ensemble size led to the 370 complexity of the bagging model and hence took more CPU time and may lead to 371 the overtting problem. Figure 9 shows a comparison between the training and 372 testing accuracy. In this gure, the training accuracy of 2DLDA and 2DPCA 373 methods was increased till it reached to an extent at which it remained constant. 374 On the other hand, the testing accuracy was increased when the ensemble size 375 was increased till it reached to an extent after which it reduced again. As shown 376 in the gure, the best ensemble size was approximately 201. As a general remark, from Figure 7 and Figure 8, 
