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Introduction
La cryptographie, e´tymologiquement e´criture cache´e, a longtemps consiste´ en l’e´tude
de la protection en confidentialite´ des communications entre deux acteurs. Il s’agit de
« prote´ger » les informations e´change´es de telle sorte que la connaissance des transmis-
sions ne permette pas a` un tiers d’en extraire le sens.
L’absence de moyens de communication efficaces et peu couˆteux a tout d’abord
limite´ la cryptographie a` des usages essentiellement diplomatiques pendant des sie`cles.
Mais la re´volution des te´le´communications a provoque´ le de´veloppement de cette science.
Non seulement le nombre d’utilisateurs potentiels de la cryptographie a explose´, mais
paralle`lement de nouveaux besoins se sont cre´e´s. La cryptographie moderne ne consiste
plus seulement a` prote´ger des informations de la curiosite´ de tiers, mais aussi a` four-
nir des garanties tre`s diverses, de´pendant du contexte d’utilisation. Les plus classiques
sont :
– l’authentification, la garantie que la personne avec laquelle on e´change des
informations est bien celle avec laquelle on souhaite communiquer ;
– la confidentialite´, la garantie que les informations e´change´es ne sont connues
que de l’e´metteur et du destinataire ;
– l’inte´grite´, la garantie que les messages e´change´s ne sont pas modifie´s.
Le commerce e´lectronique, par exemple, ne´cessite que le site marchand prouve son
identite´ a` l’usager, et que les communications lors du paiement soient confidentielles
et inte`gres. En revanche, des services plus e´volue´s, comme le vote e´lectronique, font
appel a` de nombreuses garanties plus e´labore´es : ainsi, un e´lecteur ne doit voter qu’une
seule fois, il doit donc eˆtre identifie´ d’une certaine manie`re ; cet e´lecteur doit avoir la
certitude que son vote est pris en compte dans le scrutin ; simultane´ment, on doit assurer
a` l’e´lecteur l’anonymat de son vote, c’est-a`-dire qu’on ne doit pas pouvoir associer son
vote et son identite´.
Le proble`me conside´re´ dans cette the`se est celui de la diffusion se´curise´e vers de
multiples utilisateurs, dont l’application principale re´side dans la te´le´vision a` pe´age. Le
contexte est le suivant : un e´metteur souhaite transmettre de manie`re se´curise´e et la
plus efficace possible des informations identiques a` de nombreux utilisateurs diffe´rents.
L’objectif est que l’acce`s aux informations diffuse´es soit limite´ aux seuls utilisateurs
pre´vus par l’e´metteur. On de´cline cet objectif de se´curite´ en deux aspects bien diffe´rents.
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– La protection contre les attaques externes : lorsque l’e´metteur souhaite diffu-
ser des informations, il choisit un ensemble de destinataires. Aucun utilisateur
du syste`me n’appartenant pas a` cet ensemble (et par conse´quent aucun tiers
exte´rieur) ne doit pouvoir obtenir ces informations. On peut meˆme demander
que la protection soit valable contre des coalitions, c’est-a`-dire contre plusieurs
utilisateurs hors de cet ensemble, qui collaborent et disposent des secrets confie´s
a` chacun d’eux. On parle alors de sche´mas de diffusion.
– Le trac¸age des attaques internes : meˆme lorsqu’un sche´ma de diffusion robuste
est utilise´, il est possible pour un destinataire de redistribuer les donne´es dif-
fuse´es. Plus simplement encore, un tel destinataire peut divulguer ses moyens de
de´chiffrement, et ainsi permettre a` d’autres d’obtenir les informations de la meˆme
manie`re que lui. Dans ce cas, il est souhaitable de pouvoir identifier le destina-
taire ayant divulgue´ ses moyens de de´chiffrement. S’il s’agit d’une coalition de
destinataires, il faut pouvoir en identifier un membre. On parle alors de sche´mas
de trac¸age de traˆıtres.
Diffusion par groupes
La proble´matique de la diffusion a e´te´ sugge´re´e en 1993 dans [FN93]. Depuis, de
nombreux travaux ont de´bouche´ sur des sche´mas de diffusion ame´liorant les perfor-
mances ou traitant de cadres d’application diffe´rents.
Une premie`re approche a conduit au sche´ma LKH (logical key hierarchy), propose´
dans [WGL98, WHA99], et ame´liore´ ulte´rieurement, dans [CGI+99, CMN99, PST01]
notamment. L’ide´e de base est de faire en sorte que tous les destinataires pre´vus par-
tagent une cle´ de de´chiffrement commune : il suffit alors de chiffrer les donne´es pour cette
cle´ pour s’adresser exactement aux destinataires pre´vus. Chaque destinataire a connais-
sance de cle´s spe´cifiques, qui permettent le renouvellement de cette cle´ de de´chiffrement
commune lorsque l’ensemble des destinataires e´volue. Cette cate´gorie de sche´mas est
donc particulie`rement adapte´e lorsque l’ensemble des destinataires e´volue peu. De plus,
elle impose des exigences assez fortes sur les destinataires : ils doivent eˆtre en mesure
de me´moriser durablement de nouvelles cle´s, et ils doivent eˆtre constamment a` l’e´coute
d’e´ventuelles mises a` jour de leurs cle´s.
Pour faire face a` ces difficulte´s, mises en e´vidence dans [KRS99, GSW00], des
sche´mas d’un nouveau type sont apparus : dans ces sche´mas, les seules cle´s durablement
ne´cessaires aux destinataires sont des cle´s de de´chiffrement qui leur ont e´te´ distribue´es
initialement. Ainsi, la non-re´ception de certains messages ne remet pas en cause la ca-
pacite´ des destinataires a` obtenir les informations diffuse´es a` long terme. Ces sche´mas,
de´finis notamment dans [NNL01, HS02, GST04], de´terminent des ensembles d’utilisa-
teurs particuliers (le plus souvent a` partir d’une structure en arbre binaire), et affectent
a` chaque ensemble une cle´ de de´chiffrement particulie`re. Pour s’adresser a` un ensemble
de destinataires, l’e´metteur utilise les cle´s associe´es a` des ensembles recouvrant cet en-
semble de destinataires. Ces sche´mas ne ne´cessitent pas de mise a` jour des cle´s, mais la
taille des chiffre´s e´mis de´pend de l’ensemble des destinataires. En pratique, les meilleurs
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sche´mas garantissent des performances efficaces lorsque l’ensemble des destinataires est
soit petit, soit proche de l’ensemble total des utilisateurs du syste`me de diffusion.
L’utilisation de courbes elliptiques avec couplage a permis l’e´mergence de nouveaux
re´sultats. Ainsi, avec [DF02], la taille de la cle´ publique a e´te´ conside´rablement re´duite
dans les sche´mas sans me´morisation de nouvelles cle´s. Un nouveau sche´ma a` cle´ publique
pour des utilisateurs sans me´moire a e´galement e´te´ conc¸u dans [BGW05] a` partir des
couplages, et ce sche´ma est de´crit comme ayant des cle´s prive´es et des messages chiffre´s
de tailles constantes (en fait, dans ce sche´ma, la cle´ publique est longue et ne´cessaire
pour de´chiffrer, et une description de l’ensemble des destinataires est requise dans les
chiffre´s).
Les couplages ouvrent donc de nouvelles perspectives : quelques sche´mas ont e´te´
propose´s [GPSW06, BSW07, OSW07] pour ge´rer les utilisateurs en groupe, et permettre
donc de s’adresser efficacement a` des ensembles de destinataires de taille interme´diaire.
Ces sche´mas sont cependant calculatoirement couˆteux : nous proposons ici (et dans
[LS08b]) un sche´ma de diffusion adapte´ a` ce cadre. Des groupes d’utilisateurs sont
de´finis de manie`re totalement libre lors de la distribution des cle´s de de´chiffrement : pour
un ensemble de destinataires s’exprimant simplement a` partir des groupes d’utilisateurs,
un me´canisme de chiffrement efficace peut eˆtre utilise´, quelle que soit la taille de cet
ensemble de destinataires, et avec des calculs bien plus limite´s que dans les solutions
pre´ce´dentes.
Trac¸age de traˆıtres
Paralle`lement, les bases du trac¸age de traˆıtres ont e´te´ pose´es en 1994 dans [CFN94].
Il ne s’agit pas ici de choisir un ensemble de destinataires particuliers : l’e´metteur
s’adresse a` l’ensemble des utilisateurs du syste`me. Par contre, lorsque des utilisateurs
divulguent leurs cle´s de de´chiffrement, et construisent un de´codeur pirate a` partir de
ces cle´s, il doit eˆtre possible d’identifier l’un de ces utilisateurs par une analyse du
de´codeur pirate.
Diffe´rentes techniques ont e´te´ utilise´es pour construire des sche´mas de trac¸age de
traˆıtres. La premie`re, utilise´e notamment dans [CFN94, NP98, CFNP00], consiste a`
re´partir de manie`re particulie`re des cle´s de de´chiffrement inde´pendantes entre les uti-
lisateurs : pour de´chiffrer un message, un sous-ensemble de ces cle´s est ne´cessaire.
L’identification des cle´s utilise´es par un de´codeur pirate permet de remonter jusqu’a` un
utilisateur ayant participe´ a` sa construction.
Une seconde me´thode, de´die´e a` la cryptographie asyme´trique, consiste a` ge´ne´rer des
cle´s de de´chiffrement corre´le´es, avec une structure commune. A` partir d’un ensemble
de cle´s de de´chiffrement, une coalition peut alors construire des cle´s de de´chiffrement
nouvelles, c’est-a`-dire diffe´rentes des cle´s utilise´es par chacun de ses membres. Par
contre, ces cle´s doivent doivent re´ve´ler les utilisateurs les ayant forge´es. De nombreux
sche´mas ont e´te´ propose´s, notamment dans [KD98, BF99, MSK99, TSNZ03, MI04,
BSW06, BW06], mais certains sont en fait vulne´rables (en particulier ceux pre´sente´s
dans [KD98, MSK99, TSNZ03]).
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Une approche interme´diaire est propose´e dans [KY02] : elle utilise un sche´ma
asyme´trique pour deux utilisateurs, et recombine ce sche´ma a` de nombreuses reprises
avec une bonne re´partition des cle´s de de´chiffrement. Cette dernie`re approche permet
d’atteindre un ratio tre`s performant entre les tailles d’un chiffre´ et du clair associe´,
allant meˆme jusqu’a` un ratio proche de 1 dans [CPP05].
Nous proposons ici (et dans [Sir07]) un nouveau sche´ma de trac¸age de traˆıtres. Sa
conception suit l’approche de´finie dans [KY02], et ses performances sont donc similaires.
Cependant, il est robuste face a` des de´codeurs pirates dote´s de me´moire, et qui sont
libres de ne pas re´pondre a` certaines requeˆtes. Ce mode`le de se´curite´, qui renforce celui
propose´ dans [KY01a, KY01b], n’admettait aucun sche´ma avec de telles performances
auparavant. Ce sche´ma pre´sente e´galement l’avantage de permettre aux destinataires
de de´chiffrer les messages progressivement : dans les sche´mas pre´ce´dents a` performance
identique, on ne peut de´chiffrer les donne´es que par blocs de taille tre`s importante.
Couplages de´finis par des courbes elliptiques
Une litte´rature extreˆmement abondante s’est de´veloppe´e sur l’utilisation des cou-
plages en cryptographie. Dans une premie`re approche, les couplages ont e´te´ perc¸us
comme un moyen d’attaquer des cryptosyste`mes. Le sche´ma tripartite Diffie-Hellman
propose´ en 2000 dans [Jou00] est au contraire un sche´ma d’e´tablissement de cle´ pour
3 intervenants, ou` l’existence d’un couplage apporte une fonctionnalite´ nouvelle et ex-
ploitable. Depuis, de tre`s nombreuses constructions s’appuyant sur des couplages ont
e´te´ propose´es pour re´pondre a` des proble´matiques cryptographiques diverses, la plus
ce´le`bre d’entre elles e´tant le chiffrement base´ sur l’identite´.
La construction de ces couplages suppose une bonne connaissance des points de
torsion de courbes elliptiques de´finies sur un corps finis. C’est pourquoi nous nous
inte´ressons tout d’abord ici (et dans [LS08a]) a` cet aspect.
Par ailleurs, l’utilisation de couplages en cryptographie a ne´cessite´ la de´finition
de nombreuses hypothe`ses calculatoires nouvelles, alors que ces hypothe`ses e´taient
en nombre assez limite´ en cryptographie asyme´trique (typiquement la difficulte´ du
proble`me RSA ou du logarithme discret dans des groupes classiques). Comment e´valuer
la validite´ de ces hypothe`ses ? Le mode`le ge´ne´rique est un argument fort en faveur de ces
hypothe`ses. Nous nous inte´ressons donc aussi ici (et dans [LS08c]) au mode`le ge´ne´rique
des groupes avec couplage, en faisant une pre´sentation la plus rigoureuse possible, et
en prouvant dans ce mode`le les hypothe`ses de se´curite´ sur les groupes avec couplage les
plus fre´quentes. Ce mode`le est notamment utilise´ dans la preuve du sche´ma de diffusion
e´voque´ pre´ce´demment.
Chapitre 1
Courbes elliptiques et ℓ-torsion
en caracte´ristique quelconque
Les courbes elliptiques ont e´te´ introduites a` la fin du XIXe` sie`cle par Abel et Weiers-
trass. Leur nom provient de leur lien avec les inte´grales elliptiques, mesurant la longueur
d’un arc d’ellipse. Les courbes elliptiques sont particulie`rement utilise´es dans la cryp-
tographie publique base´e sur des proble`mes proches du logarithme discret. En effet,
alors qu’il est possible de calculer des logarithmes discrets avec des algorithmes sous-
exponentiels dans les groupes multiplicatifs de corps finis, les seuls algorithmes connus
pour calculer les logarithmes discrets sur des courbes elliptiques sont exponentiels.
L’e´tude des proprie´te´s des courbes elliptiques est donc ne´cessaire.
Le but de ce chapitre est d’e´tudier plus pre´cise´ment le calcul des points de ℓ-torsion
d’une courbe elliptique, et particulie`rement dans le cas d’une caracte´ristique petite :
des algorithmes efficaces existent pour le calcul de ces points en grande caracte´ristique,
alors qu’en petite caracte´ristique, un tel calcul est bien plus couˆteux, et les algorithmes
existants conside`rent des situations spe´cifiques.
Apre`s avoir pre´sente´ le contexte des courbes elliptiques et des points de ℓ-torsion
(partie 1.1), on pre´sente quelques techniques existantes de calcul des points de ℓ-torsion
en grande caracte´ristique (partie 1.2). On construit ensuite un nouvel algorithme de
calcul des points de ℓ-torsion en grande caracte´ristique, base´ sur les meˆmes proprie´te´s,
mais dont la description est simplifie´e (partie 1.3). Enfin, on e´tend ce dernier algorithme
au cas d’une caracte´ristique quelconque, tout en pre´servant une bonne complexite´, et
nous illustrons la me´thode avec quelques exemples (partie 1.4).
Le re´sultat principal de ce chapitre est donc :
« Pour tout corps de taille q et de caracte´ristique p ≥ 5, pour tout ℓ premier impair
diffe´rent de p, pour toute courbe de´finie sur ce corps, de type Elkies, l’algorithme donne´
calcule les polynoˆmes minimaux des abscisses de deux points de ℓ-torsion inde´pendants
en un nombre d’ope´rations e´le´mentaires quasi-line´aire en ℓmax(ℓ, log(q))2. »
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1.1 Courbes elliptiques et ℓ-torsion
1.1.1 Introduction aux courbes elliptiques
La pre´sentation suivante des courbes elliptiques et de divers outils pour ces courbes
s’appuie sur [Sil86, GHM03, CFA+05].
1.1.1.1 Espace projectif et courbes
Soit K un corps. On de´finit la relation d’e´quivalence suivante sur K3 \ {(0, 0, 0)} :
(x1, y1, z1) ∼ (x2, y2, z2) si et seulement si ∃λ ∈ K∗ / x1 = λx2, y1 = λ y2, z1 = λ z2.
De´finition 1.1 L’espace projectif de dimension 2 sur K, note´ P2(K), est l’ensemble
quotient (ensemble des classes) de K3 \ {(0, 0, 0)} par cette relation d’e´quivalence.
De´finition 1.2 Une courbe projective plane de degre´ d sur K est l’ensemble des points
(X : Y : Z) de P2(K) ve´rifiant une e´quation de type F (X,Y, Z) = 0, ou` F est un
polynoˆme homoge`ne de degre´ d a` coefficients dans K.
Un point (X0 : Y0 : Z0) de la courbe projective plane associe´e au polynoˆme ho-
moge`ne F est dit singulier pour cette courbe si et seulement si
∂F
∂X
(X0 : Y0 : Z0) =
∂F
∂Y
(X0 : Y0 : Z0) =
∂F
∂Z
(X0 : Y0 : Z0) = 0.
A` l’inverse, un point non-singulier est dit re´gulier.
De´finition 1.3 Une courbe elliptique est une courbe projective plane de degre´ 3 qui
posse`de au moins un point dans P2(K) et dont tous les points sont re´guliers.
1.1.1.2 E´quations de Weierstrass, discriminant et j-invariant
Toute courbe elliptique est associe´e (par le biais de changements de variables) a` une
e´quation dite de Weierstrass :
F (X,Y, Z) = Y 2Z + a1XY Z + a3 Y Z
2 −X3 − a2X2Z − a4XZ2 − a6 Z3.
On en de´duit qu’une courbe elliptique est constitue´e d’un point a` l’infini (0 : 1 : 0),
note´ P∞, et d’une partie affine compose´e de points (x : y : 1) ve´rifiant :
y2 + a1 xy + a3 y = x
3 + a2 x
2 + a4 x+ a6.
Lorsque la caracte´ristique du corps K est diffe´rente de 2 et de 3, de nouveaux chan-
gements de variables permettent d’obtenir une e´quation dite de Weierstrass re´duite :
F (X,Y, Z) = Y 2Z −X3 − a4XZ2 − a6 Z3.
L’e´quation affine correspondante est alors :
y2 = x3 + a4 x+ a6.
On suppose de´sormais la caracte´ristique du corps K diffe´rente de 2 et de 3.
Courbes elliptiques et ℓ-torsion 11
De´finition 1.4 On conside`re une courbe elliptique d’e´quation affine y2 = x3+a4 x+a6.
Le discriminant de cette courbe elliptique, note´ ∆, est de´fini par :
∆ = −16(4a43 + 27a62).
Proprie´te´ 1.1 Le discriminant d’une courbe elliptique est non-nul.
Preuve Par de´finition, une courbe elliptique est re´gulie`re. On utilise l’e´quation affine
re´duite de cette courbe : f(x, y) = y2 − x3 − a4 x− a6. On suppose nul le discriminant
de cette courbe, les coefficients de l’e´quation ve´rifient : a6
2 = −4a43/27.
On suppose a4 non-nul. Soit x0 = −(3a6)/(2a4). Le point (x0, 0) appartient bien a`
la courbe :
x0
3 + a4 x0 + a6 = −27a6
3
8a43
− 3a6
2
+ a6 = 0.
Le point (x0, 0) est singulier pour cette courbe :
∂f
∂x
(x0, 0) = −3x02 − a4 = 0, ∂f
∂y
(x0, 0) = 0.
Dans le cas ou` a4 est nul, a6 est e´galement nul et le point (0, 0) joue un roˆle similaire :
il appartient a` la courbe et est singulier.
Par contradiction, le discriminant est non-nul. 
De´finition 1.5 On conside`re une courbe elliptique d’e´quation affine y2 = x3+a4 x+a6.
Le j-invariant de cette courbe elliptique, note´ j, est de´fini par :
j = −123 (4a4)
3
∆
.
Le j-invariant permet de caracte´riser certaines courbes :
– le j-invariant est nul si et seulement si a4 est nul,
– le j-invariant est e´gal a` 123 = 1728 si et seulement si a6 est nul.
En dehors de ces cas particuliers, un j-invariant caracte´rise des courbes elliptiques
isomorphes en tant que varie´te´s alge´briques sur la cloˆture alge´brique du corps K. Plus
pre´cise´ment, en caracte´ristique diffe´rente de 2 et de 3, pour n’importe quelle valeur
diffe´rente de 0 et de 1728, il existe deux courbes elliptiques ayant cette valeur pour j-
invariant, a` isomorphisme pre`s sur le corps de base : une courbe elliptique diffe´rente avec
le meˆme j-invariant pourra se ramener a` l’une des deux courbes elliptiques pre´ce´dentes
par un changement line´aire de variables. De plus, toujours lorsque la caracte´ristique
est diffe´rente de 2 et de 3, dans une extension quadratique du corps de base, les deux
courbes mentionne´es pre´ce´demment sont isomorphes. Ainsi, dans une extension qua-
dratique du corps de base, a` isomorphisme pre`s, un j-invariant correspond a` une courbe
elliptique unique.
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1.1.1.3 Loi de groupe
Une loi peut eˆtre de´finie simplement a` partir de la repre´sentation ge´ome´trique
d’une courbe elliptique. Dans un premier temps, l’oppose´ d’un point est de´fini par
son syme´trique par rapport a` l’axe des abscisses. Ainsi, l’oppose´ du point (x, y) est le
point (x,−y).
P
−P
Fig. 1.1 – Oppose´ sur une courbe elliptique.
L’addition de deux points distincts s’appuie sur la droite passant ge´ome´triquement
par ces deux points. Comme la courbe est une cubique non de´ge´ne´re´e, cette droite
coupe la courbe en un troisie`me point, dont l’oppose´ est de´fini comme l’addition des
deux points initiaux.
Q
P
P + Q
Fig. 1.2 – Addition sur une courbe elliptique.
Ainsi l’addition des deux points de coordonne´es (x1, y1) et (x2, y2) est le point dont
les coordonne´es (x3, y3) sont donne´es par :{
x3 = λ
2 − x1 − x2,
y3 = λ (x1 − x3)− y1,
ou` λ =
y2 − y1
x2 − x1 .
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2P
P
Fig. 1.3 – Duplication sur une courbe elliptique.
La duplication d’un point donne´, c’est-a`-dire son addition avec lui-meˆme, s’appuie
sur la tangente a` la courbe en ce point. Cette tangente coupe la courbe en un troisie`me
point, dont l’oppose´ est de´fini comme la duplication du point initial.
Ainsi la duplication d’un point de coordonne´es (x, y) est le point dont les coor-
donne´es (x′, y′) sont donne´es par :{
x′ = λ2 − 2x,
y′ = λ (x− x′)− y, ou` λ =
3x2 + a4
2y
.
Proprie´te´ 1.2 Les ope´rations de´finies ainsi forment une loi de groupe, d’e´le´ment neutre
P∞, le point a` l’infini de la courbe elliptique.
1.1.1.4 Inte´reˆt en cryptographie
Les courbes elliptiques sont utilise´es en cryptographie dans des proble`mes lie´s au cal-
cul de logarithmes discrets : plusieurs hypothe`ses cryptographiques, de´coulant notam-
ment des travaux de Diffie et Hellman pre´sente´s dans [DH76], ne´cessitent des groupes
dans lesquels le calcul de logarithmes discrets doit eˆtre difficile.
Dans les groupes multiplicatifs des corps finis usuels (F ∗pn , avec p premier), le calcul
de logarithmes discrets peut eˆtre re´alise´ par des algorithmes sous-exponentiels (voir par
exemple [Gor93] pour le number field sieve, [Adl94] pour le function field sieve, [AD93a,
AD93b] pour un algorithme sur tous les corps, et plus re´cemment [JL06b, JLSV06] pour
une adaptation de ces cribles dans les cas interme´diaires). La taille des groupes doit
donc eˆtre e´leve´e pour assurer la difficulte´ du calcul.
Pour les courbes elliptiques, en revanche, les seuls algorithmes connus pour le calcul
de logarithmes discrets sont exponentiels, si on e´carte certaines courbes disposant de
proprie´te´s particulie`res. Ces algorithmes, dits ge´ne´riques (voir chapitre 2), fonctionnent
sur n’importe quel groupe. Et par conse´quent, en l’absence d’algorithmes ayant une
meilleure complexite´, les courbes elliptiques fournissent une robustesse optimale au
calcul du logarithme discret.
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Concre`tement, ces algorithmes ge´ne´riques ne´cessitent un nombre d’ope´rations de
l’ordre de
√
p, ou` p est le plus grand facteur premier de la taille du groupe conside´re´.
Ainsi, le calcul de logarithmes discrets ne´cessite de l’ordre de 280 ope´rations sur des
courbes elliptiques bien choisies d’ordre premier p, de 160 bits. En comparaison (voir
par exemple [LV00, LV01, Len04]), a` meˆme ordre de grandeur de temps de calculs, les
corps finis usuels ne´cessitent des tailles supe´rieures a` 1300 bits. L’inte´reˆt des courbes
elliptiques pour des applications cryptographiques apparaˆıt ainsi clairement.
1.1.2 Proble´matique
1.1.2.1 Multiplication scalaire, polynoˆme de division
La formule d’addition pour une courbe elliptique sur Fq, ou` q = p
n, est une fraction
rationnelle des coordonne´es des points implique´s dans l’addition. On en de´duit que
la multiplication par un scalaire ℓ, note´e [ℓ], est e´galement une fraction rationnelle a`
coefficients dans Fq. On conside`re ce morphisme dans la cloˆture alge´brique du corps de
base, et on s’inte´resse a` son noyau, c’est-a`-dire aux solutions de l’e´quation : [ℓ]P = P∞.
Cette e´quation se traduit simplement par l’annulation du de´nominateur des frac-
tions rationnelles correspondant au morphisme [ℓ]. Ce de´nominateur peut s’e´crire sous
la forme d’un polynoˆme en l’abscisse du point, appele´ polynoˆme de ℓ-division.
1.1.2.2 Objectif
On suppose que le scalaire ℓ est un nombre premier impair distinct de p. Dans ce
cadre, l’ensemble des solutions de l’e´quation [ℓ]P = P∞, appele´ ensemble des points de
ℓ-torsion et note´ E[ℓ], est isomorphe a` (Z/ℓZ)2 (voir par exemple [Sil86], page 89). Son
cardinal est donc ℓ2, et on en de´duit que le polynoˆme de ℓ-division est de degre´ (ℓ2−1)/2.
En effet, on e´carte le point P∞ qui n’apparaˆıt pas dans les racines du polynoˆme, et une
abscisse correspond a` exactement deux points de ℓ-torsion.
L’objet de l’e´tude suivante est le calcul explicite des points de ℓ-torsion d’une courbe
elliptique sur Fq donne´e par une e´quation de Weierstrass. Plus exactement, on re-
cherche les polynoˆmes minimaux des abscisses de deux points de ℓ-torsion line´airement
inde´pendants.
Ce proble`me est e´troitement lie´ aux algorithmes de calcul d’isoge´nies. D’une part, la
description des points de ℓ-torsion permet de calculer efficacement les isoge´nies d’ordre
ℓ, via les formules de Ve´lu [Ve´l71]. D’autre part, les algorithmes rapides mentionne´s
ulte´rieurement s’appuient sur des calculs d’isoge´nies.
La re´solution de ce proble`me est e´galement une composante importante du calcul
du nombre de points d’une courbe elliptique. En effet, par le biais du Frobenius, tous
les points de la courbe elliptique sur la cloˆture alge´brique Fq ve´rifient une e´quation
faisant intervenir le nombre de points de la courbe elliptique. En s’appuyant sur un
point quelconque de la courbe, l’e´quation permet une recherche exhaustive du nombre
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de points de la courbe dans un ensemble de 4
√
q e´le´ments. En utilisant un point de ℓ-
torsion, l’e´quation permet le calcul du nombre de points de la courbe modulo ℓ par une
recherche exhaustive dans un ensemble de taille limite´e a` ℓ. En utilisant de nombreux ℓ
diffe´rents et petits, dont le produit est supe´rieur a` 4
√
q, on identifie le nombre de points
de la courbe de manie`re efficace.
1.2 Approches existantes
1.2.1 Notations
Pour comparer les approches pre´sente´es dans la suite, il est ne´cessaire d’e´valuer le
nombre d’ope´rations e´le´mentaires re´alise´es dans chacune de ces approches. Plus que le
nombre exact des ope´rations, on cherche en fait a` majorer ce nombre, et a` maˆıtriser
l’e´volution de ce nombre lorsque les parame`tres augmentent. Ainsi, on utilise les nota-
tions O et O˜ suivantes dans le de´compte des ope´rations e´le´mentaires.
De´finition 1.6 Soient φ1 et φ2 deux fonctions de plusieurs variables re´elles (x1, . . . , xk),
a` valeurs re´elles. On dit que φ1 est un « grand O » de φ2 (en l’infini) s’il existe des
constantes positives M , C1, . . . , Ck telles que :
∀x1 > C1, . . . ,∀xk > Ck, φ1(x1, . . . , xk) 6M φ2(x1, . . . , xk).
Cette proprie´te´ est note´ : φ1(x1, . . . , xk) = O(φ2(x1, . . . , xk)).
Cette notion permet de borner l’e´volution d’une fonction a` l’infini par celle d’une
fonction de re´fe´rence bien connue (exponentielle, puissance, logarithme. . . ). En re-
vanche, elle est trop pre´cise pour certaines ope´rations, dites quasi-line´aires, dont le
comportement a` l’infini se rapproche de celui d’une fonction de type x logn(x) pour un
n donne´.
De´finition 1.7 Soient φ1 et φ2 deux fonctions de plusieurs variables re´elles (x1, . . . , xk),
a` valeurs re´elles. On dit que φ1 est un « grand O » a` des facteurs logarithmiques pre`s
de φ2 (en l’infini) s’il existe une constante n telles que :
φ1(x1, . . . , xk) = O
(
φ2(x1, . . . , xk) log
n (φ2(x1, . . . , xk))
)
.
Cette proprie´te´ est note´ : φ1(x1, . . . , xk) = O˜(φ2(x1, . . . , xk)).
Ces deux notions seront utilise´es pour e´valuer le nombre d’ope´rations requises par
chacun des algorithmes e´tudie´s, a` des fins de comparaison. Ces notions n’e´tant significa-
tives que du comportement a` l’infini des fonctions, les comparaisons qui s’en de´duisent
ne sont valables que pour des valeurs suffisamment e´leve´es des parame`tres.
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1.2.2 Approche na¨ıve
Pour re´soudre ce proble`me de calcul de points de ℓ-torsion, une approche directe
existe, mais elle pre´sente un couˆt calculatoire important.
Les polynoˆmes minimaux recherche´s correspondent naturellement a` des facteurs du
polynoˆme de ℓ-division. Une approche na¨ıve consiste donc a` calculer le polynoˆme de
ℓ-division et a` le factoriser.
La taille du polynoˆme de ℓ-division est de O(ℓ2 log(q)) bits :
– Son calcul peut eˆtre re´alise´ en utilisant une approche « Square and Multiply »
pour calculer formellement la multiplication par ℓ d’un point, ou des formules
spe´cifiquement sur les de´nominateurs qui s’en de´duisent. Dans ce cas, un tel
calcul ne´cessite O˜(ℓ2 log(q)) ope´rations e´le´mentaires.
– Sa factorisation utilise des techniques e´labore´es de calculs de plus grands diviseurs
communs (voir notamment [Sho89]), dont le couˆt global peut eˆtre approximati-
vement e´value´ a` O˜(ℓ1,815×2 log2(q)) ope´rations e´le´mentaires.
Cet algorithme, se´duisant par sa simplicite´, ne´cessite donc environ O˜(ℓ4 log2(q))
ope´rations e´le´mentaires.
1.2.3 Approche Elkies-Atkin
1.2.3.1 Algorithme
Cette technique s’appuie sur la structure tre`s particulie`re des points de ℓ-torsion.
En effet, l’ensemble des points de ℓ-torsion est stable non seulement par addition, mais
e´galement par l’action du Frobenius. Il en re´sulte que le polynoˆme de ℓ-division ne peut
se factoriser que sous plusieurs formes particulie`res.
Ainsi, pour une courbe elliptique donne´e, pour approximativement la moitie´ des
valeurs de ℓ, le polynoˆme de ℓ-division admet deux facteurs diffe´rents de degre´ (ℓ−1)/2.
Ces facteurs se traduisent par l’existence de deux courbes elliptiques de´finies dans le
corps de base, ℓ-isoge`nes a` la courbe initiale.
Pour de telles valeurs de ℓ, on peut alors utiliser l’algorithme suivant :
1. On calcule le polynoˆme modulaire d’ordre ℓ, Φℓ(X,Y ). Il s’agit d’un polynoˆme
syme´trique en deux variables, de degre´ ℓ + 1 et dont les coefficients sont en-
tiers et de longueur O(ℓ) bits. Ce polynoˆme traduit le fait que deux courbes
elliptiques sont ℓ-isoge`nes : leurs j-invariants respectifs annulent le polynoˆme mo-
dulaire d’ordre ℓ.
2. A` partir du j-invariant jE de la courbe elliptique initiale, on calcule les deux
j-invariants j1 et j2 racines dans le corps de base du polynoˆme Φℓ(X, jE). Ces
j-invariants correspondent aux deux courbes elliptiques sur le corps de base, ℓ-
isoge`nes a` la courbe initiale.
3. Pour chacun de ces deux j-invariants, on calcule l’e´quation de Weierstrass norma-
lise´e de la courbe elliptique correspondante, ainsi que la somme des abscisses des
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points du noyau de l’isoge´nie, en utilisant les polynoˆmes Φℓ, ∂Φℓ/∂X, ∂Φℓ/∂Y ,
∂2Φℓ/∂X
2, ∂2Φℓ/∂X∂Y , ∂
2Φℓ/∂Y
2 (voir [Sch95]).
4. Pour chacune de ces courbes, on calcule l’isoge´nie, et on en de´duit le polynoˆme
de degre´ (ℓ − 1)/2 qui s’annule sur le noyau de l’isoge´nie : les deux polynoˆmes
obtenus sont les polynoˆmes minimaux de deux points de ℓ-torsion line´airement
inde´pendants.
1.2.3.2 Couˆt calculatoire en grande caracte´ristique
E´tape 1.
Le polynoˆme modulaire Φℓ(X,Y ) a O(ℓ
2) coefficients, de O(ℓ) bits chacun. Ce polynoˆme
peut eˆtre calcule´ en un nombre d’ope´ration quasi-line´aire en sa taille, d’apre`s [Eng07],
ce qui repre´sente donc O˜(ℓ3) ope´rations e´le´mentaires.
La re´duction modulo p de ce polynoˆme repre´sente e´galement O(ℓ3) ope´rations
e´le´mentaires, et le polynoˆme re´sultant est un objet de O(ℓ2 log(p)) bits.
E´tape 2.
En utilisant l’algorithme de Horner, l’e´valuation du polynoˆme modulaire en jE repre´sente
O˜(l2 log(q)) ope´rations e´le´mentaires. On obtient alors un polynoˆme de degre´ l + 1, a`
coefficients dans Fq.
Le calcul des racines utilise le calcul de plus grand de´nominateur commun entre
un facteur de ce polynoˆme et le polynoˆme Xq − X (voir [LN83]), ce qui repre´sente
O˜(ℓ log2(q)) ope´rations. On obtient un polynoˆme de degre´ 2 en X dont les racines sont
exactement les j-invariants recherche´s.
E´tape 3.
Les calculs de cette troisie`me e´tape utilisent des de´rive´es du polynoˆme modulaire sur
Fq. Les calculs des de´rive´es, et les e´valuations qui suivent, peuvent eˆtre mene´s en
O˜(ℓ2 log(q)) ope´rations.
E´tape 4.
En utilisant l’algorithme de Charlap-Coley-Robbins [Mor95], le calcul de l’isoge´nie se
rame`ne a` la re´solution d’une e´quation diffe´rentielle pour une fraction rationnelle dont
le degre´ du nume´rateur est ℓ, et le degre´ du de´nominateur est ℓ − 1. Pour identifier
cette fraction rationnelle, un de´veloppement en se´rie est utilise´ : il suffit de calculer
re´cursivement les 2ℓ premiers termes de cette se´rie pour pouvoir reconstituer la fraction
rationnelle.
Le calcul re´cursif direct des premiers termes repre´sente O˜(ℓ2 log(q)), mais des tech-
niques de calcul astucieuses base´es sur des approximations successives permettent de
ne re´aliser que O˜(ℓ log(q)) ope´rations (d’apre`s [BMSS07]). Le calcul de l’isoge´nie par
cette re´solution d’e´quation diffe´rentielle n’est en revanche possible qu’en grande ca-
racte´ristique, c’est-a`-dire lorsque ℓ est petit devant p.
Synthe`se.
Quelle que soit la me´thode choisie pour le calcul des isoge´nies, l’ensemble de l’algo-
rithme repre´sente globalement O˜(ℓ max(ℓ, log(q))2) ope´rations e´le´mentaires lorsque la
caracte´ristique du corps est grande.
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1.2.4 Approches en petite caracte´ristique
En petite caracte´ristique, c’est-a`-dire lorsque ℓ est plus grand que p, les e´tapes 1 a`
3 sont identiques. L’e´tape 4 ne peut eˆtre re´alise´e comme pre´ce´demment, mais d’autres
algorithmes existent :
– le premier algorithme est duˆ a` Couveignes [Cou94], et il ne´cessite O˜(ℓ3 log(q))
ope´rations e´le´mentaires a` p fixe´ ;
– un algorithme spe´cifique a` la caracte´ristique 2 a e´te´ propose´ par Lercier [Ler96],
avec e´galement O˜(ℓ3 log(q)) ope´rations e´le´mentaires, mais avec un gain significatif
sur le facteur multiplicatif par rapport a` l’algorithme pre´ce´dent ;
– un troisie`me algorithme avec une meilleure complexite´ a e´te´ propose´ par Cou-
veignes [Cou96] : d’apre`s des re´sultats pre´sente´s dans [Cou00], cet algorithme
ne´cessite O˜(ℓ2 log(q)) ope´rations e´le´mentaires a` p fixe´.
Ces algorithmes ne sont efficaces que pour des valeurs tre`s petites de p. En effet,
l’algorithme de Lercier est spe´cifique a` p = 2, et les algorithmes de Couveignes ont une
complexite´ de´pendant tre`s fortement de p.
Un nouvel algorithme a e´te´ propose´ par Joux et Lercier [JL06a] : il est valable
pour toutes valeurs de p et ℓ, et sa complexite´ est raisonnable lorsque ℓ et p tendent
simultane´ment vers l’infini. Leur approche repose sur l’utilisation des p-adiques, et elle
ne´cessite O˜((1 + ℓ/p) ℓ2 log(q)) ope´rations e´le´mentaires.
1.3 Nouvel algorithme en grande caracte´ristique
Dans l’optique d’un passage en petite caracte´ristique de la me´thode pre´sente´e en
1.2.3, on pre´sente dans un premier temps un algorithme en grande caracte´ristique, dont
la transposition en caracte´ristique quelconque est facilement analysable.
Cet algorithme est une e´volution des me´canismes de´crits dans [BMSS07] : la strate´gie
ge´ne´rale est la meˆme, mais la re´solution de l’e´quation diffe´rentielle exploite quelques
spe´cificite´s. Ainsi, l’algorithme obtenu n’a pas une meilleure complexite´ que l’algorithme
de´crit dans [BMSS07], mais il admet une description claire qui servira de support a` notre
analyse en caracte´ristique quelconque.
1.3.1 Isoge´nies
De´finition 1.8 Une isoge´nie est une application rationnelle non-nulle, d’une courbe
elliptique E de´finie sur un corps K vers une courbe elliptique E′ de´finie sur le meˆme
corps, qui envoie le point a` l’infini de E vers celui de E′.
D’apre`s [Sil86], une isoge´nie est en particulier un morphisme de groupes. Le degre´
ℓ d’une isoge´nie est de´fini par le degre´ de l’extension K[E′]/K[E], ou` l’extension sur les
corps de fonctions est induite par l’isoge´nie. Lorsque ℓ est premier avec la caracte´ristique
du corps, l’isoge´nie est se´parable et son noyau contient exactement ℓ e´le´ments.
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Exemple 1.1 La multiplication d’un point de E par un scalaire ℓ (par rapport a` la
loi de groupe) est une isoge´nie, note´e [ℓ] : E → E. Lorsque ℓ est premier avec la
caracte´ristique du corps K, le degre´ de cette isoge´nie est ℓ2.
Pour toute isoge´nie d’une courbe elliptique E vers E′, il existe une isoge´nie unique
de E′ vers E, appele´e isoge´nie duale, telle que la composition de ces isoge´nies soit [ℓ],
c’est-a`-dire la multiplication sur E par le degre´ de l’isoge´nie. Ainsi, le noyau d’une
isoge´nie de degre´ ℓ est contenu dans l’ensemble des points de ℓ-torsion de E.
1.3.2 Forme particulie`re d’une isoge´nie
On conside`re de´sormais que la caracte´ristique du corps de base K est supe´rieure ou
e´gale a` 5. Une isoge´nie entre deux courbes elliptiques E et E′, de´finies par des e´quations
de Weiertrass, peut s’e´crire sous la forme :
I(x, y) = (Ix(x), c y I
′
x(x)).
Lorsque la constante c est e´gale a` 1, l’isoge´nie est dite normalise´e, et elle est en
particulier se´parable. Dans ce cas, d’apre`s [Ve´l71], l’isoge´nie peut s’e´crire sous la forme
suivante :
I(x, y) =
(
N(x)
D(x)
, y
(
N(x)
D(x)
)′)
,
ou` N et D sont deux polynoˆmes unitaires de degre´s respectifs ℓ et ℓ−1. De plus, lorsque
ℓ est impair, D est le carre´ d’un polynoˆme g de degre´ (ℓ− 1)/2, polynoˆme minimal de
points de ℓ-torsion de la courbe elliptique E.
A` partir de cette forme particulie`re, on peut calculer une e´quation diffe´rentielle
ve´rifie´e par la fraction rationnelle N(x)/D(x) a` partir de la connaissance des courbes
E et E′. Pour cela, il suffit d’e´crire les e´quations de Weierstrass re´duites des courbes E
et E′, et d’utiliser le fait que l’image par l’isoge´nie d’un point de E est un point de E′.
Ainsi, lorsque l’e´quation de Weierstrass re´duite de E est y2 = x3 + a4 x + a6, et
lorsque celle de E′ est y2 = x3+ a′4 x+ a
′
6, on obtient l’e´quation diffe´rentielle suivante :
(x3 + a4 x+ a6)
(
N(x)
D(x)
)′ 2
=
(
N(x)
D(x)
)3
+ a′4
(
N(x)
D(x)
)
+ a′6. (1.1)
1.3.3 De´veloppement en Se´rie
La re´solution de cette e´quation diffe´rentielle en grande caracte´ristique passe classi-
quement par l’utilisation d’un de´veloppement en se´rie. Ainsi, le de´veloppement en se´rie
de N(x)/D(x)− x en la variable 1/x lorsque celle-ci tend vers 0 donne une formule de
calcul par re´currence des coefficients de la se´rie. Les premiers coefficients permettent
donc de calculer une suite suffisamment grande de coefficients, un par un. On peut alors
identifier D, puis N efficacement, en utilisant des techniques de reconstruction de frac-
tions rationnelles comme l’algorithme de Berlekamp-Massey ou une variante optimise´e.
20 Courbes elliptiques et ℓ-torsion en caracte´ristique quelconque
Dans [BMSS07], la strate´gie est similaire, mais le calcul des coefficients est re´alise´
plus efficacement, non pas en calculant les coefficients un a` un, mais en utilisant des
techniques d’approximations Newtoniennes : a` chaque e´tape de calcul, on double le
nombre de coefficients calcule´s.
Plus pre´cise´ment, pour e´viter des complications techniques, un changement de va-
riable est effectue´. Soit S de´finie par :
S(x) =
√
D (1/x2)
N (1/x2)
, ou de manie`re e´quivalente
N(x)
D(x)
=
1
S
(
1√
x
)2 .
L’e´quation (1.1) devient :
(a6 x
6 + a4 x
4 + 1)
(
S′(x)
)2
= 1 + a′4 S(x)
4 + a′6 S(x)
6.
En l’infini, N(x)/D(x) a un de´veloppement limite´ de la forme : x + O(1). Un
de´veloppement de S(x) en 0 s’en de´duit : S(x) = x + O(x3). On obtient ainsi les
conditions initiales sur S en 0 : S(0) = 0 et S′(0) = 1. Le calcul des premiers termes
de la se´rie S permet de reconstruire la fraction rationnelle N(x)/D(x).
1.3.4 Re´solution de l’e´quation diffe´rentielle
De manie`re plus ge´ne´rale par rapport a` l’e´quation qu’on doit re´soudre, on s’inte´resse
aux e´quations diffe´rentielles de la forme S′2 = G ·(H ◦S). En effet, l’e´quation a` re´soudre
dans le paragraphe pre´ce´dent correspond a` a′6 z
6 + a′4 z
4 + 1 pour H(z) et l’inverse de
a6 x
6 + a4 x
4 + 1 pour G(x). On recherche une solution sous la forme d’une fraction
rationnelle, c’est-a`-dire qu’on cherche a` de´terminer une solution modulo xm, ou` m
est pre´alablement donne´. Le principe de la re´solution est similaire a` celui utilise´ dans
[BMSS07] : on suppose que la solution est connue modulo xd, et on proce`de a` une
ite´ration de Newton qui permet d’obtenir la solution modulo x2d. En re´ite´rant, on
calcule globalement la solution a` la pre´cision voulue.
Dans cette section, on pre´sente un algorithme de calcul, ne´cessitant O˜(m log(q))
ope´rations e´le´mentaires. Le the´ore`me et la preuve justifient que l’algorithme calcule
effectivement une solution de l’e´quation diffe´rentielle conside´re´e.
The´ore`me 1.1 Soit (α, β) ∈ K2, soit G une se´rie formelle sur K, soit H un polynoˆme
sur K tels que : H(α) = 1 et β2 = G(0) 6= 0. On conside`re l’e´quation diffe´rentielle :
S′(x)2 = G(x)H(S(x)) , S(0) = α , S′(0) = β.
Soit car(K) la caracte´ristique de K, soit m ∈ {1, . . . , car(K)}. L’algorithme 1 calcule le
de´veloppement en se´rie (modulo xm) de la solution de l’e´quation diffe´rentielle.
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Algorithme 1 Re´solution de l’e´quation « S′2 = G · (H ◦ S) , S(0) = α , S′(0) = β »
Entre´es : m ∈ N, (α, β) ∈ K2, H ∈ K[z], G ∈ K[[x]]
Sorties : S ∈ K[x] solution de l’e´quation diffe´rentielle modulo xm
d←− 2, U ←− 1/β, J ←− 1, V ←− 1
S ←− α+ β x+ [(G′(0) +H ′(α)β3)/(4β)]x2
tant que (d < m− 1) faire
U ←− U · (2− S′ · U) mod xd
V ←− (V + J · (H ◦ S) · (2− V · J)) / 2 mod xd
J ←− J · (2− V · J) mod xd
S ←− S + V · ∫ (G · (H ◦ S)− S′2) (U · J / 2) dx mod xmin(2d+1,m)
d←− 2d
fin tant que
retourner S
Preuve Soit d un entier pair non nul. On suppose connue une se´rie Sd(x) solution de
l’e´quation modulo xd+1, c’est-a`-dire :
S′d
2
= G · (H ◦ Sd) mod xd , Sd(0) = α , S′d(0) = β. (1.2)
Soit S2d = Sd + A2d solution de l’e´quation modulo x
2d+1, avec xd+1 divisant A2d.
On a alors : (S′d +A
′
2d)
2 = G · (H ◦ (Sd +A2d)) mod x2d.
Cette e´quation se traduit par une e´quation diffe´rentielle line´aire en A2d :
2S′d ·A′2d −G · (H ′ ◦ Sd) ·A2d = G · (H ◦ Sd)− S′d2 mod x2d.
Avec la condition initiale A2d(0) = 0, la solution de cette e´quation est :
A2d =
1
J2d
∫ (
G · (H ◦ Sd)− S′d2
) · J2d
2S′d
dx mod x2d+1 , (1.3)
ou` J2d = exp
(
−
∫
G · (H ′ ◦ Sd)
2S′d
dx
)
mod x2d+1 .
D’apre`s l’e´quation (1.2), on sait que
(
G ·(H ◦Sd)−S′d2
)
est divisible par xd. Comme
de plus S′d a un coefficient constant non-nul, un facteur x
d va apparaˆıtre a` l’inte´rieur de
l’inte´grale, dans le calcul de A2d. Comme le contenu de cette inte´grale doit eˆtre e´value´
modulo x2d, il suffit donc de calculer J2d modulo x
d.
L’inverse de J2d apparaˆıt a` l’exte´rieur de cette inte´grale : il sera multiplie´ par un
facteur de xd+1 issu de l’inte´grale, et il suffit donc d’e´valuer cet inverse modulo xd.
L’inverse de S′d apparaˆıt dans l’inte´grale du calcul de A2d et dans l’inte´grale du
calcul de J2d. Dans le calcul de A2d, il est multiplie´ par un facteur de x
d, et on en
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calcule une primitive ensuite : un calcul modulo xd est donc suffisant. Le calcul de J2d
s’effectuant seulement modulo xd d’apre`s le paragraphe pre´ce´dent, le calcul de l’inverse
de S′d modulo x
d est globalement suffisant.
L’e´quation (1.2) donne une expression de l’inverse de S′d modulo x
d :
1
S′d
=
S′d
G · (H ◦ Sd) mod x
d.
En utilisant cette expression dans le calcul de l’inte´grale utilise´e dans J2d modulo
xd, on obtient : ∫
G · (H ′ ◦ Sd)
2S′d
dx =
∫
S′d · (H ′ ◦ Sd)
2 (H ◦ Sd) dx mod x
d
=
log(H ◦ Sd)
2
mod xd.
On en de´duit des formules simplifie´es pour J2d et 1/J2d modulo x
d :
J2d =
1√
H ◦ Sd
mod xd ,
1
J2d
=
√
H ◦ Sd mod xd .
Ces formules permettent un calcul efficace de l’ensemble des e´le´ments utiles pour
l’e´valuation de S2d, a` partir de Sd et des e´le´ments ne´cessaires a` son calcul, e´le´ments
suppose´s connus.
Ces e´le´ments ne´cessaires au calcul de Sd sont :
– l’inverse de S′d/2 modulo x
d/2, note´ Ud,
– la valeur de
√
H ◦ Sd/2 modulo xd/2, note´e Vd,
– l’inverse de Vd modulo x
d/2, note´ Jd.
Le calcul de U2d, inverse de S
′
d modulo x
d, a` partir de Ud et de Sd est re´alise´ par une
ite´ration de Newton classique pour l’inversion. En effet, comme Sd = Sd/2 mod x
d/2+1,
on a U2d = Ud mod x
d/2, et on calcule la seconde moitie´ des coefficients de U2d par la
formule suivante :
U2d = Ud ·
(
2− S′d · Ud
)
mod xd.
Le calcul de V2d consiste a` calculer une solution en v modulo x
d de l’e´quation
suivante : v2 − (H ◦ Sd)(x) = 0. A` partir d’une solution Vd de cette e´quation modulo
xd/2, on peut calculer une solution modulo xd en utilisant la formule suivante :
V2d =
1
2
(
Vd +
H ◦ Sd
Vd
)
mod xd.
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Fig. 1.4 – Succession des calculs de U2d, V2d, J2d et S2d
Il est ne´cessaire de calculer l’inverse de Vd modulo x
d. Or Jd et Vd sont par de´finition
inverses modulo xd/2. L’inverseW2d de Vd modulo x
d est donc calculable par la formule
de Newton de l’inversion de´ja` utilise´e :
W2d = Jd ·
(
2− Vd · Jd
)
mod xd.
En re´injectant cette valeur dans le calcul de V2d, on obtient :
V2d =
1
2
(
Vd + Jd · (H ◦ Sd) · (2− Vd · Jd)
)
mod xd.
Une nouvelle utilisation de la formule d’inversion permet le calcul de J2d en fonction
de Jd et de V2d :
J2d = Jd ·
(
2− Jd · V2d
)
mod xd.
Les formules pre´ce´dentes permettent donc de calculer (U2d, V2d, J2d) a` partir de
(Ud, Vd, Jd, Sd). La valeur de S2d s’obtient a` partir de ces e´le´ments, en utilisant l’e´quation
(1.3) :
S2d = Sd +
V2d
2
∫
U2d · J2d ·
(
G · (H ◦ Sd)− S′2d
)
dx mod x2d+1.
Il reste a` de´terminer des valeurs initiales (pour d = 2) pour permettre des appels
successifs a` toutes ces formules, et donc le calcul global de la solution de´sire´e. Soit γ
de´fini par : S2(x) = α+ β x+ γ x
2 mod x3. La se´rie S2 ve´rifie l’e´quation diffe´rentielle,
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et donc : β2 + 4β γ x = G(x)H(α + βx) mod x2. En de´rivant, puis en posant x = 0,
on obtient la valeur de γ, et donc la valeur de S2 :
S2(x) = α+ β x+
(
G′(0)
4β
+
β2H ′(α)
4
)
x2 mod x3.
Par de´finition, S1(x) = α+ β x mod x
2. On en de´duit :
U2(x) =
1
β
mod x , V2(x) = 1 mod x et J2(x) = 1 mod x.
L’algorithme de´crit re´alise donc bien l’initialisation pour d = 2. A` chaque e´tape de
la boucle, l’algorithme calcule les valeurs de (U2d, V2d, J2d, S2d) a` partir des valeurs de
(Ud, Vd, Jd, Sd) suppose´es donne´es en entre´e, puis double la valeur de d. Enfin, lorsque
la pre´cision d est suffisante, il renvoie la solution de l’e´quation diffe´rentielle. 
1.3.5 Algorithme complet
Pour calculer l’isoge´nie, dans un premier temps, on calcule G(x), se´rie inverse de
(a6 x
6 + a4 x
4 + 1) modulo x4ℓ−1. Pour cela, on utilise la formule re´cursive de calcul
d’un inverse : G1(x) = 1, G2d(x) = Gd(x)
(
2−Gd(x) · (a6 x6 + a4 x4 + 1)
)
mod x2d.
La se´rie G(x) s’obtient en re´duisant modulo x4ℓ−1 la se´rie Gd0(x), ou` d0 est la puissance
de 2 imme´diatement supe´rieure ou e´gale a` 4ℓ− 1.
On de´finit alorsH(z) = a′6 z
6+a′4 z
4+1, puis on applique l’algorithme 1 de re´solution
de l’e´quation diffe´rentielle pour m = 4ℓ, avec les parame`tres additionnels suivants :
α = 0 et β = 1.
La solution S calcule´e pre´ce´demment ne contient que des termes de degre´ impair.
On extrait ces coefficients de degre´ impair sous la forme d’une nouvelle se´rie :
T (x) =
2ℓ−1∑
i=0
ti x
i , ou` ∀i ∈ {0, . . . , 2ℓ− 1}, ti = s2i+1.
On note R(x) l’inverse du carre´ de T (x), modulo x2ℓ. Cette se´rie R(x) est calcule´e
en utilisant une formule re´cursive similaire a` celle utilise´e pour G(x). En outre, elle
ve´rifie l’e´quation suivante :
N(x)
D(x)
= xR
(
1
x
)
, c’est-a`-dire R(x) =
xℓN(1/x)
xℓ−1D(1/x)
.
Ainsi, R(x) est le de´veloppement d’un quotient d’un polynoˆme de degre´ ℓ par un
polynoˆme de degre´ ℓ − 1. Son de´veloppement modulo x2ℓ permet une reconstruction
par l’algorithme de Berlekamp-Massey [Ber68, Mas69, Dor87] ou une variante optimise´e
[BGY80, Pan00]. On de´duit l’isoge´nie par l’identification des polynoˆmes N et D, puis
le polynoˆme minimal d’un point de ℓ-torsion en conside´rant la racine carre´e de D.
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Globalement, le calcul des polynoˆmes minimaux des abscisses de deux points de
ℓ-torsion inde´pendants, s’appuyant sur cette me´thode de calcul des isoge´nies, pre´sente
les proprie´te´s suivantes :
The´ore`me 1.2 On conside`re l’algorithme de calcul des polynoˆmes minimaux des abs-
cisses de deux points de ℓ-torsion inde´pendants, de´crit par les ope´rations pre´sente´es en
paragraphe 1.2.3, par l’algorithme 1 du paragraphe 1.3.4 et par les ope´rations comple´-
mentaires de calcul d’isoge´nie donne´es dans ce paragraphe.
On conside`re le corps Fq, ou` q = p
n avec p premier diffe´rent de 2 et de 3. Cet
algorithme est valide sur Fq pour tout nombre premier ℓ infe´rieur a` p/4. Il ne´cessite
alors O˜(ℓmax(ℓ, log(q))2) ope´rations e´le´mentaires.
1.4 Algorithme en caracte´ristique quelconque
1.4.1 Principe
Pour obtenir une extension de l’algorithme de calcul d’isoge´nies d’Elkies-Atkin en
caracte´ristique quelconque avec de bonnes performances, les techniques de´veloppe´es
dans [JL06a] donnent l’ide´e ge´ne´rale : utiliser les p-adiques pour autoriser des divi-
sions par la caracte´ristique du corps. La possibilite´ de re´aliser ces divisions permet
alors d’utiliser naturellement des algorithmes pre´vus pour ne fonctionner qu’en grande
caracte´ristique. Il y a deux obstacles essentiels a` cette approche :
1. les calculs re´alise´s dans les p-adiques doivent avoir un sens, et eˆtre interpre´tables
dans le corps de base a` la fin,
2. les calculs dans les p-adiques impliquent des pertes de pre´cision lors des divisions
par la caracte´ristique du corps. Il faut donc pre´voir initialement une pre´cision
suffisante, qui se traduit par une augmentation de la taille des objets manipule´s.
Dans un premier temps, on peut espe´rer re´aliser ce passage dans les p-adiques
seulement dans la dernie`re e´tape de l’algorithme, c’est-a`-dire pour le calcul de l’isoge´nie.
En fait, ce n’est pas possible : les algorithmes rapides de calcul d’isoge´nies en grande
caracte´ristique utilisent le fait que l’isoge´nie issue des e´tapes pre´ce´dentes est normalise´e,
et cette proprie´te´ n’est pas pre´serve´e lors du passage dans les p-adiques.
Il faut donc ne´cessairement passer dans les p-adiques de`s le de´but de l’algorithme
pour travailler sur des isoge´nies normalise´es dans les p-adiques. C’est exactement la
de´marche utilise´e dans [JL06a], avec une pre´cision p-adique ne´cessaire line´aire en ℓ.
En s’appuyant sur les techniques calculatoires de [BMSS07], on montre en fait que
la pre´cision p-adique ne´cessaire au calcul de l’isoge´nie peut eˆtre ramene´e a` seulement
O(log2(ℓ)). La complexite´ globale de l’algorithme est alors similaire a` celle des algo-
rithmes en grande caracte´ristique, c’est-a`-dire O˜(ℓ max(ℓ, log(q))2).
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1.4.2 Utilisation des p-adiques
L’anneau Zp des p-adiques est constitue´ de suites (x1, x2, . . . , xk, . . .) telles que :
– pour tout k ∈ N∗, xk est un e´le´ment de Z/pkZ,
– pour tout i ∈ N∗, pour tout j > i, la projection de xj sur Z/piZ est e´gale a` xi.
La structure d’anneau de Zp est simplement de´duite de celle des anneaux Z/p
kZ.
Le corps Qp des p-adiques est le corps des fractions de l’anneau Zp.
Pour obtenir une extension totalement non-ramifie´e de degre´ n du corps Qp, on
construit un releve´ unitaire de degre´ n dans Zp[X] du polynoˆme de´finissant l’exten-
sion Fpn sur Fp. Le polynoˆme re´sultant P est irre´ductible sur Qp et permet de de´finir
l’extension de degre´ n comme Qp[X]/(P ). On note Qpn cette extension.
D’un point de vue calculatoire, on ne peut pas travailler sur Zp, sur Qp ou sur
Qpn , dont les e´le´ments n’admettent pas de description finie. On doit limiter la pre´cision
p-adique. En pratique, pour travailler sur Qp avec une pre´cision p-adique maximale
w ∈ N∗ donne´e, on utilise des repre´sentations de la forme x · pλ +O(pµ) ou` :
– λ et µ sont des entiers relatifs ve´rifiant λ < µ 6 λ+ w,
– x est un e´le´ment inversible de Z/pµ−λZ.
On doit cependant rajouter des repre´sentations de l’e´le´ment nul de Qp, qui s’e´crivent
sous la forme O(pµ) ou` µ est un entier relatif.
Pour travailler sur Zp avec une pre´cision maximale w ∈ N∗ donne´e, on utilise les
repre´sentations pre´ce´dentes de type x · pλ + O(pµ), ou` λ doit eˆtre de plus un entier
naturel, ainsi que les e´le´ments pre´ce´dents de la forme O(pµ) ou` µ est un entier naturel.
En ce qui concerne le corps Qpn , on utilise des polynoˆmes de degre´ infe´rieur a` n dont
les coefficients sont des repre´sentations a` pre´cision w d’e´le´ments de Qp.
Cette notion de pre´cision caracte´rise la taille maximale ne´cessaire pour stocker
une repre´sentation : elle est donc utilise´e en pratique pour des imple´mentations. En
revanche, de`s qu’on re´alise des additions, la pre´cision des repre´sentations peut de´croˆıtre
de manie`re impre´visible. Pour e´viter ce phe´nome`ne, on utilise une notion diffe´rente de
pre´cision, que l’on appelle pre´cision absolue.
L’entier µ dans une repre´sentation x · pλ + O(pµ) ou O(pµ) d’un e´le´ment de Zp
ou de Qp est appele´ pre´cision absolue de la repre´sentation. Dans Qpn , la pre´cision
absolue d’une repre´sentation d’un e´le´ment est de´finie par le minimum des pre´cisions
absolues de ses coefficients. Dans Zp, Qp ou Qpn , la pre´cision absolue d’une somme
de repre´sentations est e´gale au minimum des pre´cisions absolues des repre´sentations
additionne´es.
Pour le cas de la multiplication, on ne conside`re que des repre´sentations entie`res. Une
repre´sentation d’un e´le´ment deQp est dite entie`re si elle co¨ıncide avec une repre´sentation
d’un e´le´ment de Zp. Une repre´sentation d’un e´le´ment de Qpn est dite entie`re si ses
coefficients sont des repre´sentations entie`res. La pre´cision absolue d’un produit de
repre´sentations entie`res de Qp ou de Qpn est supe´rieure ou e´gale au minimum des
pre´cisions absolues des repre´sentations multiplie´es.
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1.4.3 Rele`vement des courbes et des isoge´nies
On conside`re une courbe elliptique E de´finie sur Fpn , et un nombre premier ℓ
diffe´rent de p. On suppose que le polynoˆme de ℓ-division de E admet deux facteurs
diffe´rents de degre´ (ℓ− 1)/2 dans Fpn .
L’objectif est comme pre´ce´demment d’identifier ces deux facteurs de petit degre´ du
polynoˆme de ℓ-division. Pour cela, on commence par relever arbitrairement la courbe
E dans les p-adiques : a˜4 = a4 mod p et a˜6 = a6 mod p. On travaille de´sormais sur la
courbe elliptique E˜ sur Qpn d’e´quation : y
2 = x3 + a˜4 x+ a˜6.
Le calcul du j-invariant j˜E de la courbe E˜, des solutions j˜1 et j˜2 de l’e´quation
Φℓ(X, j˜E) = 0, ainsi que des e´quations de Weierstrass des courbes E˜1 et E˜2 corres-
pondant a` ces j-invariants se de´roule exactement comme dans le cas de la grande
caracte´ristique. Les courbes E˜1 et E˜2 sont ℓ-isoge`nes a` la courbe E˜, et les isoge´nies
peuvent eˆtre calcule´es comme en grande caracte´ristique.
La re´duction E1 de la courbe E˜1 sur Fpn est une courbe elliptique ℓ-isoge`ne a` la
courbe E, et l’isoge´nie reliant ces deux courbes est simplement la re´duction sur Fpn de
l’isoge´nie reliant E˜ a` E˜1. Il en est de meˆme pour la re´duction E2 de la courbe E˜2 sur
Fpn . Il suffit donc de re´duire les de´nominateurs des isoge´nies sur le corps de base pour
identifier les facteurs recherche´s du polynoˆme de ℓ-division de E.
En pratique, a` la fin des calculs, les repre´sentations des coefficients des polynoˆmes
doivent eˆtre entie`res et de pre´cision absolue non-nulle, pour eˆtre re´ductibles sur Fpn .
On doit utiliser une pre´cision p-adique suffisante lors du rele`vement de la courbe E.
1.4.4 Calculs dans les entiers de Qpn et e´tude de la pre´cision absolue
On s’inte´resse de´sormais a` la pre´cision p-adique ne´cessaire lors du rele`vement des
courbes elliptiques : cette pre´cision doit permettre qu’a` la fin de la re´solution de
l’e´quation diffe´rentielle, la se´rie produite puisse se re´duire dans Fpn . Pour cela, le
the´ore`me suivant est particulie`rement utile : si la pre´cision p-adique initiale est suf-
fisante, tous les calculs dans la re´solution de l’e´quation diffe´rentielle portent sur des
repre´sentations entie`res et la perte de pre´cision absolue engendre´e est limite´e.
The´ore`me 1.3 Pour tout entier r non nul, soit vp(r) la plus grande puissance de
p divisant r : vp(r) = max
{
k ∈ N / pk divise r}. Pour tout entier i, on pose :
loop loss(p, ℓ, i) = max
{
vp(r)
/
2i + 1 6 r 6 min(2i+1, 4ℓ− 1)}. On de´finit alors :
loss(p, ℓ) =
∑
16 i< log2(4ℓ−1)
loop loss(p, ℓ, i).
Lorsque la pre´cision p-adique w0 utilise´e dans le rele`vement est strictement supe´rieure a`
loss(p, ℓ), les repre´sentations des coefficients des polynoˆmes U , V , J et S sont entie`res
a` chacune des e´tapes de la re´solution de l’e´quation diffe´rentielle (algorithme 1). De
plus, les repre´sentations des coefficients de la se´rie S calcule´e par l’algorithme ont une
pre´cision absolue supe´rieure ou e´gale a` (w0 − loss(p, ℓ)).
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Preuve On prouve ce the´ore`me par re´currence sur le nombre j de passages dans la
boucle « tant que » de l’algorithme de re´solution de l’e´quation diffe´rentielle.
Pour 0 6 j < log2(4ℓ−1), l’hypothe`se de re´currence au rang j est : apre`s j passages
dans la boucle « tant que » de l’algorithme de re´solution de l’e´quation diffe´rentielle, les
repre´sentations des coefficients des polynoˆmes U , V , J et S sont entie`res et de pre´cision
absolue supe´rieure ou e´gale a` w0 −
∑
16 i6j loop loss(p, ℓ, i).
Initialisation
Dans le calcul d’une isoge´nie, on utilise les parame`tres suivants dans la re´solution de
l’e´quation diffe´rentielle : α = 0, β = 1, H(z) = a˜′6 z
6+ a˜′4 z
4+1 et G(x) se´rie inverse de
a˜6 x
6+ a˜4 x
4+1 modulo x4ℓ−1. Comme les repre´sentations a˜4, a˜6, a˜′4 et a˜
′
6 sont entie`res
de pre´cision absolue w0, les repre´sentations des coefficients de G et H sont entie`res de
pre´cision absolue w0 : c’est clair pour H, tandis que pour G, cela de´coule du calcul
re´cursif d’une se´rie inverse, ou` aucune division par p n’apparaˆıt.
On en de´duit que les repre´sentations des coefficients des polynoˆmes U , V , J et S
initiaux sont entie`res de pre´cision absolue e´gale a` w0 : l’initialisation est ve´rifie´e.
He´re´dite´
Soit j < log2(4ℓ− 1), on suppose l’hypothe`se vraie au rang j − 1.
Lors du j e`me passage dans la boucle de l’algorithme, les polynoˆmes U , V et J sont
mis a` jour par additions, multiplications, de´rivations et compositions des valeurs des
polynoˆmes U , V , J et S avant l’entre´e dans la boucle. Toutes ces ope´rations pre´servent
le caracte`re entier et la pre´cision absolue des repre´sentations des coefficients des po-
lynoˆmes. Les repre´sentations des coefficients des polynoˆmes U , V et J sont donc entie`res
de pre´cision absolue supe´rieure ou e´gale a` w0 −
∑
16 i6j−1 loop loss(p, ℓ, i).
En ce qui concerne S, toutes les ope´rations re´alise´es dans sa mise a` jour pre´servent
le caracte`re entier et la pre´cision absolue des repre´sentations de ses coefficients, a` l’ex-
ception de l’inte´gration. Cette inte´gration engendre des divisions par p, et donc des
repre´sentations de coefficients potentiellement non-entie`res. L’inte´gration calcule les
coefficients de la se´rie de degre´ compris entre 2j + 1 et min(2j+1, 4ℓ− 1). La puissance
de p la plus grande par laquelle on va re´aliser une division est donc loop loss(p, ℓ, j). La
pre´cision absolue des repre´sentations des coefficients de S est donc supe´rieure ou e´gale
a` w0−
∑
16 i6j loop loss(p, ℓ, i), qui est strictement positif. Or les coefficients de la se´rie
S sont des releve´s des coefficients de la se´rie de´duite de l’isoge´nie sur le corps de base.
Comme la pre´cision absolue des repre´sentations des coefficients de S est strictement
positive, ces repre´sentations sont ne´cessairement re´ductibles, donc entie`res.
L’hypothe`se est donc vraie au rang j : l’he´re´dite´ est ve´rifie´e. 
Remarque 1.1 Pour re´duire la perte de pre´cision, on peut utiliser dans l’algorithme
le fait que la se´rie S attendue est impaire. On ne calcule alors que les coefficients de
degre´s impairs dans l’inte´grale, et on re´duit la perte dans une boucle de l’algorithme a` :
loop loss ′(p, ℓ, i) = max
{
vp(2r + 1)
/
2i−1 6 r 6 min(2i − 1, 2ℓ− 1)}.
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La proprie´te´ suivante donne une borne asymptotique claire de la perte de pre´cision
maximale loss(p, ℓ) mentionne´e dans le the´ore`me 1.3.
Proprie´te´ 1.3 Inde´pendamment de p, lorsque ℓ croˆıt, loss(p, ℓ) = O
(
log2(ℓ)
)
. Plus
pre´cise´ment,
loss(p, ℓ) 6
(log2(4ℓ− 1) + 1)2
log2(p)
.
Preuve Pour tout i < log2(4ℓ − 1), la valeur de loop loss(p, ℓ, i) est la puissance de
p la plus e´leve´e divisant un e´le´ment d’un ensemble d’entiers tous plus petits que 2i+1,
et donc strictement plus petits que p⌊logp(2
i+1)⌋+1. On en de´duit que loop loss(p, ℓ, i) 6
⌊logp(2i+1)⌋ 6 logp(2i+1), et donc :
loss(p, ℓ) 6 logp(2)
(∑
16 i< log2(4ℓ−1) (i+ 1)
)
6 logp(2) (log2(4ℓ− 1) + 1) (log2(4ℓ− 1) + 2) / 2
6 logp(2) (log2(4ℓ− 1) + 1)2
6 (log2(4ℓ− 1) + 1)2 / log2(p).
Ainsi lorsque ℓ croˆıt, inde´pendamment de la valeur de p, loss(p, ℓ) = O
(
log2(ℓ)
)
. 
Corollaire 1.1 Une pre´cision p-adique de l’ordre de log2(ℓ)/ log(p) est suffisante pour
calculer le polynoˆme minimal d’un point de ℓ-torsion en caracte´ristique quelconque,
en suivant un cheminement similaire a` celui de´crit en section 1.3.5, et en utilisant
l’algorithme de re´solution d’e´quations diffe´rentielles mentionne´ en section 1.3.4. Ainsi,
le calcul d’un polynoˆme minimal d’un point de ℓ-torsion ne´cessite O˜(ℓ max(ℓ, log(q))2)
ope´rations.
Preuve La premie`re partie du corollaire de´coule directement du the´ore`me 1.3 et de
la proprie´te´ 1.3.
L’e´valuation de la complexite´ du calcul du polynoˆme minimal d’un point de ℓ-torsion
s’obtient aise´ment : les calculs re´alise´s dans les p-adiques sont base´es sur des objets
mathe´matiques de taille multiplie´e par un facteur de l’ordre de log2(ℓ) par rapport au
calcul en grande caracte´ristique. Comme toutes ces calculs sont polynomiaux, l’augmen-
tation de la taille des objets mathe´matiques induit un facteur polynomial en log(ℓ) dans
la complexite´ globale, qui est donc bien pris en compte dans les O˜(l max(l, log(q))2)
ope´rations annonce´es.
En ce qui concerne les calculs re´alise´s apre`s retour dans le corps de base, c’est-a`-
dire juste apre`s le calcul de la solution de l’e´quation diffe´rentielle, ils sont exactement
similaires a` leurs homologues en grande caracte´ristique. 
La figure 1.5 montrent concre`tement l’e´volution de la pre´cision ne´cessaire lorsque
p et ℓ varient. La pre´cision the´orique mentionne´e correspond au calcul issu de la perte
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Pre´cision ne´cessaire pour p = 5 :
Valeur de ℓ 7 11 13 17 19 - 31 37 41 - 61 67 71 - 89 97
Pratique 5 6 6 7 8 11 11 13 13 14
The´orique 5 6 7 8 9 11 12 14 15 16
Pre´cision ne´cessaire pour p = 7 :
Valeur de ℓ 11 13 17 19 - 23 29 - 31 37 - 61 67 - 73 79 - 83 89 - 97
Pratique 4 5 6 6 6 8 10 10 11
The´orique 5 6 6 7 8 10 11 12 13
Pre´cision ne´cessaire pour p = 11 :
Valeur de ℓ 13 17 - 29 31 37 - 59 61 67 - 89 97
Pratique 3 4 5 6 6 7 8
The´orique 4 5 6 7 8 9 10
Fig. 1.5 – Pre´cisions pratiques et the´oriques pour p ∈ {5, 7, 11} et ℓ 6 97
de pre´cision loss(p, ℓ) mentionne´e pre´ce´demment. La pre´cision pratique mentionne´e est
celle qui semble ne´cessaire lors des calculs (ve´rifie´e sur quelques exemples).
La pre´cision ne´cessaire en pratique croˆıt plus lentement que la borne the´orique
calcule´e, mais pour de petites valeurs de ℓ, l’e´cart entre ces deux pre´cisions reste faible.
La figure 1.6 suivante montre l’e´volution de ces pre´cisions en fonctions du logarithme
de ℓ pour les meˆmes valeurs de p : des sauts sont visibles, mais la croissance de la
pre´cision ne´cessaire reste globalement limite´e.
Valeur de ℓ 11 17 37 67 131 257
Valeur de ⌊log2(ℓ)⌋ 3 4 5 6 7 8
p = 5 Pratique 6 7 11 13 16 21
The´orique 6 8 11 14 17 22
p = 7 Pratique 4 6 8 10 13 15
The´orique 5 6 10 11 14 16
p = 11 Pratique × 4 6 7 9 12
The´orique × 5 7 9 11 12
Fig. 1.6 – Pre´cision ne´cessaire pour log2(ℓ) . 8
1.4.5 Exemple de´taille´ sur une petite extension
Dans cette section, on ve´rifie la technique de calcul donne´e pre´ce´demment via un
exemple sur F5. On conside`re la courbe d’e´quation y
2 = x3+x+4 sur F5. On s’inte´resse
au cas ℓ = 11.
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Pour calculer la pre´cision 5-adique ne´cessaire, on e´value les pertes a` chacune des
e´tapes de la re´solution de l’e´quation diffe´rentielle :
loop loss(5, 11, 1) = 0, loop loss(5, 11, 2) = 1, loop loss(5, 11, 3) = 1,
loop loss(5, 11, 4) = 2, loop loss(5, 11, 5) = 1.
On en de´duit : loss(5, 11) = 5. La pre´cision 5-adique ne´cessaire est donc 6.
On rele`ve arbitrairement la courbe sur les 5-adiques, avec pre´cision 6. On obtient
l’e´quation suivante : y2 = x3 + x+ 4 +O(56).
Le calcul du polynoˆme modulaire et de ses de´rive´es partielles permet d’identifier
l’e´quation de Weierstrass re´duite d’une courbe ℓ-isoge`ne : y2 = x3− (7329+O(56))x−
(3934 +O(56)). On obtient donc les parame`tres suivants :
a˜4 = 1 +O(5
6) , a˜6 = 4 +O(5
6) , a˜′4 = −7329 +O(56) , a˜′6 = −3934 +O(56).
On peut alors calculer la se´rie G˜(x) modulo x4ℓ−1 :
G˜(x) =
(
4374 +O(56)
)
x42 +
(
O(56)
)
x41 +
(
4298 +O(56)
)
x40 +
(
O(56)
)
x39
− (2331 +O(56))x38 + (O(56))x37 − (4417 +O(56))x36 + (O(56))x35
+
(
3936 +O(56)
)
x34 +
(
O(56)
)
x33 +
(
3505 +O(56)
)
x32 +
(
O(56)
)
x31
+
(
228 +O(56)
)
x30 +
(
O(56)
)
x29 − (1041 +O(56))x28 + (O(56))x27
− (616 +O(56))x26 + (O(56))x25 + (97 +O(56))x24 + (O(56))x23
+
(
236 +O(56)
)
x22 +
(
O(56)
)
x21 +
(
95 +O(56)
)
x20 +
(
O(56)
)
x19
− (48 +O(56))x18 + (O(56))x17 − (47 +O(56))x16 + (O(56))x15
− (12 +O(56))x14 + (O(56))x13 + (15 +O(56))x12 + (O(56))x11
+
(
8 +O(56)
)
x10 +
(
O(56)
)
x9 +
(
1 +O(56)
)
x8 +
(
O(56)
)
x7
− (4 +O(56))x6 + (O(56))x5 − (1 +O(56))x4 + (O(56))x3
+
(
O(56)
)
x2 +
(
O(56)
)
x +
(
1 +O(56)
)
mod x43 .
On re´sout ensuite l’e´quation diffe´rentielle base´e sur H˜(z) = a˜′6 z
6 + a˜′4 z
4 + 1 et sur
G˜(x), en utilisant l’algorithme. On obtient la solution S˜(x) modulo x4ℓ :
S˜(x) = − (2 +O(5))x43 + (O(53))x42 +(2 +O(5))x41 + (O(53))x40
− (1 +O(5))x39 + (O(53))x38 + (8 +O(52))x37 + (O(53))x36
− (1 +O(5))x35 + (O(53))x34 + (O(52))x33 + (O(54))x32
− (12 +O(52))x31 + (O(54))x30 − (10 +O(52))x29 + (O(54))x28
− (7 +O(52))x27 + (O(54))x26 − (1 +O(52))x25 + (O(54))x24
+
(
192 +O(54)
)
x23 +
(
O(54)
)
x22 +
(
125 +O(54)
)
x21 +
(
O(54)
)
x20
+
(
293 +O(54)
)
x19 +
(
O(55)
)
x18 +
(
4 +O(54)
)
x17 +
(
O(55)
)
x16
− (161 +O(54))x15 + (O(55))x14 − (611 +O(55))x13 + (O(55))x12
+
(
211 +O(55)
)
x11 +
(
O(55)
)
x10 − (1494 +O(55))x9 + (O(56))x8
+
(
1058 +O(55)
)
x7 +
(
O(56)
)
x6 − (733 +O(55))x5 + (O(56))x4
+
(
O(56)
)
x3 +
(
O(56)
)
x2 +
(
1 +O(56)
)
x +
(
O(56)
)
mod x44 .
On re´duit modulo 5 cette se´rie :
S(x) = 3x43 + 2x41 + 4x39 + 3x37 + 4x35 + 3x31 + 3x27 + 4x25 + 2x23
+3x19 + 4x17 + 4x15 + 4x13 + x11 + x9 + 3x7 + 2x5 + x mod x44 .
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On extrait les coefficients impairs, qui donnent T (x) modulo x2ℓ :
T (x) = 3x21 + 2x20 + 4x19 + 3x18 + 4x17 + 3x15 + 3x13 + 4x12 + 2x11
+3x9 + 4x8 + 4x7 + 4x6 + x5 + x4 + 3x3 + 2x2 + 1 mod x22 .
On obtient R(x) comme inverse de T (x)2 modulo x2ℓ :
R(x) = 2x20 + 2x19 + 3x18 + x16 + 2x15 + 3x14 + x13 + 3x12 + 2x11
+2x10 + 2x8 + 3x7 + 4x6 + 4x5 + 4x3 + x2 + 1 mod x22 .
La reconstruction de la fraction rationnelle dont R est le de´veloppement modulo
x2ℓ donne les re´sultats suivants :
R(x) =
3x11 + x9 + x8 + x7 + x6 + 3x5 + 2x4 + 3x3 + 2x2 + 2x + 1
x10 + x9 + x8 + x7 + 3x6 + 3x5 + 3x4 + 2x3 + x2 + 2x + 1
mod x22.
On inverse l’ordre des coefficients du de´nominateur pour obtenir D(x) :
D(x) = x10 + 2x9 + x8 + 2x7 + 3x6 + 3x5 + 3x4 + x3 + x2 + x + 1.
Le polynoˆme minimal d’un point de ℓ-torsion est la racine carre´e de D(x) :√
D(x) = x5 + x4 + x2 + 3x + 1.
1.4.6 Exemple dans le cas ge´ne´ral
Dans cette section, on ve´rifie la technique de calcul donne´e pre´ce´demment via un
exemple sur F75 (l’extension est de´finie par un e´le´ment ξ ve´rifiant ξ
5 + ξ + 4 = 0). On
s’inte´resse au cas ℓ = 47, et on conside`re la courbe d’e´quation :
y2 = x3 + (5 ξ3 + 2 ξ2 + 4 ξ + 6)x+ (6 ξ4 + 4 ξ3 + 5 ξ2 + 3 ξ + 4).
Pour calculer la pre´cision ne´cessaire, on e´value les pertes a` chacune des e´tapes de
la re´solution de l’e´quation diffe´rentielle :
loop loss(7, 47, 1) = 0, loop loss(7, 47, 2) = 1, loop loss(7, 47, 3) = 1,
loop loss(7, 47, 4) = 1, loop loss(7, 47, 5) = 2, loop loss(7, 47, 6) = 2,
loop loss(7, 47, 7) = 2.
On en de´duit : loss(7, 47) = 9. La pre´cision the´orique ne´cessaire est donc 10. On rele`ve
arbitrairement la courbe avec cette pre´cision, et on obtient les coefficients suivants :
a˜4 = 5 ξ
3 + 2 ξ2 + 4 ξ + 6 +O(710),
a˜6 = 6 ξ
4 + 4 ξ3 + 5 ξ2 + 3 ξ + 4 +O(710).
Le calcul du polynoˆme modulaire et de ses de´rive´es partielles permet d’identifier
l’e´quation de Weierstrass re´duite d’une courbe ℓ-isoge`ne : y2 = x3 + a˜′4 x+ a˜
′
6, avec
a˜′4 = −104574295 ξ4 − 111798340 ξ3 − 21387164 ξ2 − 24214869 ξ + 36208471 +O(710),
a˜′6 = 88497100 ξ
4 + 47971900 ξ3 + 32578586 ξ2 + 122102312 ξ − 83236646 +O(710).
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La re´solution de l’e´quation diffe´rentielle modulo x4ℓ donne la solution suivante :
(−64 ξ4 + 2 ξ3 − 156 ξ2 + 29 ξ − 167 +O(73)) x187 + (O(74)) x186
+
(−40 ξ4 − 16 ξ3 − 19 ξ2 + 31 ξ + 119 +O(73)) x185 + (O(74)) x184
+
(
4 ξ4 − 135 ξ3 + 130 ξ2 − 71 ξ − 60 +O(73)) x183 + (O(74)) x182
+
(
54 ξ4 + 106 ξ3 + 142 ξ2 + 34 ξ + 31 +O(73)
)
x181 +
(
O(74)
)
x180
+
(
90 ξ4 + 68 ξ3 − 86 ξ2 + 85 ξ − 154 +O(73)) x179 + (O(74)) x178
+
(−90 ξ4 − 164 ξ3 + 148 ξ2 + 161 ξ + 109 +O(73)) x177 + (O(74)) x176
+ . . .
+
(−14495715 ξ4 − 4997332 ξ3 − 13875420 ξ2 + 15139718 ξ − 6889283 +O(79)) x11
+
(−10316162 ξ4 − 18413483 ξ3 + 10203681 ξ2 + 12042174 ξ − 16856936 +O(79)) x9
+
(
6321221 ξ4 + 3426564 ξ3 − 17849762 ξ2 − 11455210 ξ − 5945475 +O(79)) x7
+
(
130780195 ξ4 + 130057790 ξ3 + 110851383 ξ2 − 87164062 ξ − 137616778 +O(710)) x5
+
(
1 +O(710)
)
x mod x188 .
On remarque en particulier que la perte de pre´cision est plus faible que celle pre´vue
the´oriquement : les termes de plus haut degre´ ont une pre´cision absolue de 3, alors
qu’une pre´cision absolue de 1 suffirait a` re´duire sur le corps de base. Pour cet exemple,
la pre´cision 7-adique re´ellement ne´cessaire au calcul est donc 8.
Le polynoˆme minimal d’un point de ℓ-torsion calcule´ par l’algorithme s’en de´duit :
x23 +(3 ξ4 + 5 ξ3 + 5 ξ2 + 6 ξ + 3)x22
+(5 ξ4 + 2 ξ2 + 3 ξ + 4)x21 +(3 ξ4 + 5 ξ3 + 2 ξ2 + 2 ξ)x20
+(5 ξ4 + 5 ξ3 + 3 ξ2 + 6 ξ + 2)x19 +(6 ξ4 + ξ3 + 6 ξ + 4)x18
+(3 ξ4 + 5 ξ3 + 4 ξ2 + 4 ξ + 6)x17 +(6 ξ3 + 4 ξ + 2)x16
+(5 ξ4 + 6 ξ3 + 4 ξ2 + ξ)x15 +(4 ξ4 + 5 ξ2 + 2)x14
+(3 ξ4 + 5 ξ2 + 5 ξ + 6)x13 +(ξ4 + 3 ξ3 + 2 ξ2 + 6 ξ + 4)x12
+(ξ4 + 3 ξ3 + ξ2 + 2 ξ + 4)x11 +(2 ξ4 + ξ3 + 6 ξ2 + 4 ξ + 5)x10
+(ξ4 + 3 ξ3 + ξ + 6)x9 +(3 ξ4 + ξ3 + 4 ξ + 1)x8
+(6 ξ4 + ξ3 + 4 ξ2 + ξ + 5)x7 +(2 ξ3 + 5 ξ2 + 6 ξ + 6)x6
+(5 ξ4 + 4 ξ2 + 5 ξ + 1)x5 +(2 ξ4 + 5 ξ3 + 2 ξ2 + 4 ξ + 2)x4
+(4 ξ3 + 2 ξ2 + 5 ξ + 3)x3 +(3 ξ4 + 2 ξ3 + 2 ξ2 + 5 ξ + 2)x2
+(5 ξ4 + 5 ξ3 + 2 ξ2 + 2 ξ + 5)x +5 ξ4 + ξ3 + 3 ξ2 + 6 ξ + 6.
L’e´quation de Weierstrass re´duite d’une seconde courbe ℓ-isoge`ne peut eˆtre obtenue
de la meˆme manie`re : y2 = x3 + a˜′′4 x+ a˜
′′
6, avec
a˜′′4 = −20864088 ξ4 − 7284958 ξ3 − 98572779 ξ2 + 47355439 ξ − 119448910 +O(710),
a˜′′6 = −109290021 ξ4 + 30262957 ξ3 + 17886552 ξ2 + 61220134 ξ + 98475059 +O(710).
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L’e´quation diffe´rentielle lie´e a` cette seconde courbe a pour solution modulo x4ℓ :(
38 ξ4 + 167 ξ3 − 156 ξ2 − 119 ξ + 45 +O(73)) x187 + (O(74)) x186
+
(−115 ξ4 − 141 ξ3 + 25 ξ2 − 135 ξ + 167 +O(73)) x185 + (O(74)) x184
+
(−81 ξ4 + 114 ξ3 − 158 ξ2 − 80 ξ − 10 +O(73)) x183 + (O(74)) x182
+
(−49 ξ4 − 126 ξ3 − 149 ξ2 − 30 ξ − 125 +O(73)) x181 + (O(74)) x180
+
(−26 ξ4 − 161 ξ3 + 5 ξ2 − 9 ξ + 150 +O(73)) x179 + (O(74)) x178
+
(
99 ξ4 + 109 ξ3 − 33 ξ2 + 133 ξ − 7 +O(73)) x177 + (O(74)) x176
+ . . .
+
(−16380744 ξ4 − 18740084 ξ3 − 16581200 ξ2 − 2329120 ξ − 16318206 +O(79)) x11
+
(−7045870 ξ4 − 1490874 ξ3 − 1892621 ξ2 + 15345025 ξ − 16524892 +O(79)) x9
+
(
12370373 ξ4 − 18015164 ξ3 − 18899193 ξ2 − 15803937 ξ − 13142871 +O(79)) x7
+
(
54408641 ξ4 − 85471071 ξ3 − 38104803 ξ2 − 136502081 ξ + 101045208 +O(710)) x5
+
(
1 +O(710)
)
x mod x188 .
Comme lors du calcul du premier polynoˆme minimal d’un point de ℓ-torsion, la
pre´cision 7-adique re´ellement ne´cessaire au calcul se limite a` 8, puisque la pre´cision
absolue des termes de plus haut degre´ de la solution calcule´e est trop e´leve´e de 2.
Le second polynoˆme minimal d’un point de ℓ-torsion calcule´ par l’algorithme se
de´duit de la solution de l’e´quation diffe´rentielle calcule´e :
x23 +(2 ξ4 + 6 ξ3 + 6 ξ2 + 5 ξ + 1)x22
+(6 ξ4 + 6 ξ3 + 5 ξ2 + ξ + 6)x21 +(ξ4 + 3 ξ2 + ξ + 3)x20
+(5 ξ4 + 3 ξ3 + 6 ξ2 + 5 ξ + 2)x19 +(ξ4 + 2 ξ3 + 4 ξ + 4)x18
+(5 ξ4 + 5 ξ3 + 2 ξ2 + 3 ξ + 5)x17 +(2 ξ4 + 2 ξ3 + 4 ξ2 + ξ + 5)x16
+(5 ξ4 + ξ3 + 2 ξ2 + ξ + 2)x15 +(4 ξ3 + 3 ξ2 + 2 ξ + 5)x14
+(4 ξ4 + 3 ξ2 + 5 ξ + 1)x13 +(3 ξ4 + 3 ξ3 + ξ2 + 3 ξ + 6)x12
+(5 ξ4 + ξ3 + 3 ξ2 + 2)x11 +(2 ξ4 + 3 ξ3 + ξ2 + 2 ξ + 1)x10
+(5 ξ4 + ξ3 + 3 ξ2 + 4 ξ + 1)x9 +(3 ξ4 + ξ3 + 6 ξ2 + 4 ξ + 1)x8
+(6 ξ4 + 5 ξ3 + 3 ξ2 + 3)x7 +(ξ4 + 4 ξ3 + 4 ξ2 + 3 ξ)x6
+(5 ξ2 + 2 ξ + 6)x5 +(ξ4 + 6 ξ3 + 5 ξ2 + 5 ξ + 5)x4
+(ξ4 + 3 ξ3 + 2 ξ + 5)x3 +(4 ξ4 + 5 ξ3 + 6 ξ2 + 4 ξ + 2)x2
+(4 ξ3 + 6 ξ + 4)x +3 ξ4 + 1.
1.5 Conclusion
Dans ce chapitre, on a pre´sente´ le contexte des courbes elliptiques, ainsi que la
proble´matique du calcul des points de ℓ-torsion sur ces courbes. Par le biais d’un
rele`vement dans les p-adiques avec une pre´cision seulement logarithmique en ℓ, on
a montre´ comment re´soudre en caracte´ristique quelconque l’e´quation diffe´rentielle cor-
respondant au calcul des isoge´nies sous-jacentes a` la ℓ-torsion. La re´solution de cette
e´quation diffe´rentielle repre´sente O˜(ℓ log(q)) ope´rations e´le´mentaires : le calcul des
polynoˆmes minimaux de deux points de ℓ-torsion ne´cessite donc O˜(ℓmax(ℓ, log(q))2)
ope´rations e´le´mentaires, en caracte´ristique quelconque.
Chapitre 2
Mode`le ge´ne´rique des groupes
avec couplage
Depuis quelques anne´es, les groupes avec couplage sont conside´re´s comme des blocs
e´le´mentaires standards afin de constituer des primitives cryptographiques. La se´curite´
de sche´mas base´s sur de tels groupes, tout comme celle de nombreux sche´mas pre´ce´dents
n’utilisant pas les couplages, repose sur des hypothe`ses relie´es au proble`me du loga-
rithme discret. Comme ces hypothe`ses ne sont pas prouve´es difficiles, il est souhaitable
de disposer au moins d’arguments sugge´rant qu’elles sont difficiles. Pour cela, Nechaev
[Nec93] et Shoup [Sho97] ont introduit le mode`le du groupe ge´ne´rique. Dans ce mode`le,
qui se rapproche par certains aspects du mode`le de l’oracle ale´atoire introduit par
Bellare et Rogaway [BR93], on peut prouver la difficulte´ du proble`me du logarithme
discret, et d’hypothe`ses proches.
Au cours du temps, ce mode`le a e´te´ ge´ne´ralise´ dans diffe´rentes directions pour
prendre en compte de nouvelles proprie´te´s, ou s’adapter a` des utilisations diffe´rentes
des meˆmes types de groupes. La pertinence de ce mode`le est toutefois sujette a` des
critiques : en particulier, le fait que la re´ponse a` toute requeˆte fraˆıche soit simule´e dans
les preuves par une suite ale´atoire contrevient a` ce que l’on attend d’une loi de groupe
usuelle.
Le but de ce chapitre consiste a` pre´senter un mode`le ge´ne´rique de groupes prenant
en compte les diverses ame´liorations du mode`le de Nechaev et Shoup, et notamment
l’utilisation de couplages, en s’appuyant sur des de´finitions rigoureuses de familles de
groupes. On peut de`s lors pre´senter un cadre ge´ne´ral permettant de prouver facilement
la difficulte´ d’hypothe`ses « raisonnables » dans ce mode`le, par le biais d’un lemme
fondamental (lemme 2.1) et de deux exemples d’utilisation (proble`me biline´aire Diffie-
Hellman en section 2.4.3 et proble`me q-BDHI en section 2.4.4).
Ce mode`le peut de plus eˆtre e´tendu en utilisant une notion de famille pseudo-
ale´atoire de groupes. Les re´sultats qui en de´coulent diffe`rent relativement peu de ceux
du mode`le ge´ne´rique classique, mais ils s’appliquent a` des familles de groupes un peu
plus re´alistes.
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2.1 Introduction au mode`le ge´ne´rique
Le proble`me du logarithme discret est un cadre ge´ne´ral utilise´ pour construire des
fonctions a` trappe dans des protocoles cryptographiques asyme´triques. Il peut eˆtre
utilise´ a` partir du moment ou` on sait construire des familles de groupes cycliques
ve´rifiant les proprie´te´s suivantes :
– la loi de groupe et l’inversion dans le groupe peuvent eˆtre calcule´s efficacement
(et par conse´quent, le calcul de l’exponentiation est e´galement efficace en utilisant
un algorithme de type « Square and Multiply ») ;
– le calcul d’un logarithme discret est difficile dans la famille de groupes.
On ne connaˆıt cependant aucune famille concre`te de groupes cycliques pour la-
quelle cette dernie`re proprie´te´ est formellement prouve´e. Heureusement, d’un point de
vue pratique, on ne connaˆıt pas d’algorithme meilleur que les algorithmes ge´ne´riques
(comme l’algorithme Rho de Pollard [MvOV01]) pour calculer des logarithmes discrets
dans certaines familles de groupes, comme par exemple la familles des points rationnels
sur des courbes elliptiques de´finies sur un corps fini. Ces algorithmes ge´ne´riques ont une
complexite´ exponentielle en temps, et on peut donc croire en la difficulte´ du proble`me
du logarithme discret sur cette famille de groupe.
Certains cryptosyste`mes largement utilise´s, comme par exemple l’e´change de cle´s
Diffie-Hellman et ses variantes [DH76, MTI86], le chiffrement El Gamal [Gam84, Gam85]
ou DSA et les sche´mas de signatures proches [N06, Gam84, Gam85, Sch91], utilisent
des fonctions a` trappe dont la se´curite´ est base´e sur la difficulte´ du logarithme discret.
2.1.1 Mode`le du groupe ge´ne´rique
Cette situation n’est pas vraiment satisfaisante, et, a` de´faut d’une preuve comple`te
et rigoureuse, on aimerait disposer d’un argument positif de se´curite´ du proble`me du
logarithme discret, au lieu de constater l’absence actuelle d’algorithmes efficaces pour
re´soudre ce proble`me. Le mode`le du groupe ge´ne´rique propose´ par Nechaev et Shoup
est destine´ a` donner cet argument positif de se´curite´. Plus pre´cise´ment, les articles
[Nec93, Sho97] de´finissent la notion d’algorithmes ge´ne´riques, qui sont des automates
a` me´moire capables de faire des ope´rations de groupe, a` l’exclusion de toute autre
ope´ration. Dans ce mode`le de calcul, les auteurs prouvent que les algorithmes les plus
rapides pour re´soudre le proble`me du logarithme discret et le proble`me Diffie-Hellman
sont exponentiels en temps.
Dans une formulation moderne du mode`le du groupe ge´ne´rique, les adversaires sont
des machines de Turing qui manipulent des chaˆınes de bits au lieu d’e´le´ments d’un
groupe, et qui sont incapables de re´aliser des ope´rations de groupe sur ces chaˆınes de
bits. Dans les preuves, les lois de groupes sont fournies a` ces machines par des oracles
dont le fonctionnement est simule´ de la manie`re suivante :
– toutes les requeˆtes a` ces oracles sont enregistre´es dans une liste ;
– quand une nouvelle requeˆte est similaire a` une requeˆte pre´ce´dente, les oracles
renvoient la meˆme re´ponse ;
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– dans le cas contraire, c’est-a`-dire pour une nouvelle requeˆte fraˆıche, les oracles
renvoient une chaˆıne de bits tire´e ale´atoirement.
A` la fin du jeu, le challenger choisit ale´atoirement une valeur du logarithme discret
de chacune des entre´es de la machine de Turing, et ve´rifie que la simulation re´alise´e
avec les oracles est cohe´rente avec ces valeurs (les oracles ne doivent pas avoir re´pondu
diffe´remment a` des requeˆtes correspondant a` un meˆme e´le´ment de groupe). On re-
marque la proximite´ avec le mode`le de l’oracle ale´atoire [BR93] ou`, de manie`re proche,
une requeˆte de´ja` pose´e aboutit a` la meˆme re´ponse alors qu’une requeˆte fraˆıche a une
re´ponse tire´e ale´atoirement. La diffe´rence essentielle est que dans le mode`le de l’oracle
ale´atoire, il n’y a pas de structure de groupe, et ainsi aucune incompatibilite´ possible.
De plus, le mode`le de l’oracle ale´atoire est souvent utilise´ dans des preuves ne´cessitant
la « programmation » de l’oracle, alors que cette technique n’existe pas dans le mode`le
du groupe ge´ne´rique.
Ce mode`le du groupe ge´ne´rique a e´te´ par la suite ge´ne´ralise´ pour prendre en compte
de nouvelles proprie´te´s des groupes utilise´es dans les protocoles comme les couplages
[BB04b, YW05]. Le mode`le du groupe ge´ne´rique est ainsi devenu un outil standard
pour prouver des protocoles cryptographiques. Il peut eˆtre utilise´ directement pour
e´valuer le couˆt d’une attaque sur un protocole [Bro05, LS08b], ou plus ge´ne´ralement
pour prouver la solidite´ d’une nouvelle hypothe`se mathe´matique sur laquelle se base
un nouveau protocole cryptographique [Jou00, BB04a, BB04b].
2.1.2 Limites et critiques
Comme le mode`le du groupe ge´ne´rique est le seul argument positif utilise´ pour
justifier la robustesse d’hypothe`ses dont de´pendent la se´curite´ de nombreux protocoles
cryptographiques, il est le´gitime de vouloir e´valuer la pertinence de ce mode`le.
Dans un premier temps, comme mentionne´ dans [AF07], le mode`le du groupe
ge´ne´rique dans une formulation classique est loin de traiter le cas de machines de
Turing ge´ne´rales ayant acce`s a` des oracles. En effet, a` partir d’une chaˆıne de bits, issue
par exemple d’un oracle, une machine de Turing peut inverser un bit, et utiliser la
chaˆıne re´sultante pour construire une nouvelle requeˆte a` un oracle, ce qui n’est mani-
festement pas pre´vu dans le mode`le. Intuitivement, ce type d’ope´rations n’est pas en
mesure d’aider un adversaire a` ame´liorer significativement sa probabilite´ de casser la
se´curite´ d’une hypothe`se, mais on doit formellement prendre ces ope´rations en compte
dans un mode`le e´tendu.
Outre cette prise en compte ne´cessaire de certaines ge´ne´ralisations, le mode`le du
groupe ge´ne´rique a e´te´ la cible de nombreuses critiques [Den02, SPMLS02, NSS04],
meˆme si certaines de ces critiques ont e´te´ leve´es dans [KM07]. Ainsi, il est curieux que
dans les simulations utilise´es dans les preuves, les oracles pour lois de groupe re´pondent
aux requeˆtes fraˆıches par des chaˆınes de bits tire´es ale´atoirement : ce comportement
est extreˆmement diffe´rent de l’utilisation de groupes concrets, comme explique´ dans
[KM07].
38 Mode`le ge´ne´rique des groupes avec couplage
2.1.3 Contribution
Dans ce chapitre, on pre´sente dans un premier temps une formalisation comple`te
du mode`le du groupe ge´ne´rique, s’appuyant sur des de´finitions mathe´matiques pre´cises
de familles de groupes, avec ou sans couplage. Cette formalisation tient compte des
diverses extensions re´alise´es sur le mode`le ge´ne´rique, en particulier sur la capacite´ d’un
adversaire a` utiliser des chaˆınes de bits qui ne lui sont pas donne´es lors de l’initialisation,
et qui ne sont pas non plus des re´ponses donne´es par les oracles.
De plus, l’approche suivie dans l’analyse d’un proble`me donne´ est plus naturelle
que l’approche classique utilise´e. Habituellement, comme c’est notamment le cas dans
[BB04b, YW05], dans le mode`le du groupe ge´ne´rique, les oracles sont simule´s par un
tirage ale´atoire de chaˆınes de bits lors de requeˆtes fraˆıches, sans tenir compte d’une
structure de groupe. Ce n’est qu’a posteriori qu’une structure de groupe est utilise´e,
pour de´terminer si les re´ponses sont cohe´rentes ou si une collision a eu lieu dans les
requeˆtes, de telle sorte que les oracles ont re´pondu diffe´remment a` des requeˆtes qui se
re´ve`lent eˆtre identiques.
A` l’inverse, dans le mode`le pre´sente´ ici, on tire ale´atoirement une structure de groupe
de`s le de´but du jeu, et les re´ponses renvoye´es par les oracles suivent cette structure.
L’analyse s’appuie sur l’ensemble des structures de groupes qui sont indistinguables
pour l’adversaire de la structure de groupe utilise´e re´ellement. A` partir de cet ensemble,
on peut calculer une probabilite´ de re´ussite de l’adversaire. Cette seconde approche
pre´sente notamment l’avantage de de´finir clairement l’espace de probabilite´s utilise´.
Dans l’approche suivie, les re´ponses aux oracles sont donc calcule´es a` partir d’une loi
de groupe pre´de´termine´e, et non plus choisies ale´atoirement au cours du jeu. Cependant,
la loi de groupe est de´termine´e initialement par un choix ale´atoire parmi toutes les
lois de groupe envisageables, ce qui reste peu re´aliste. Pour ame´liorer cet aspect du
mode`le, on de´finit la notion de famille pseudo-ale´atoire de groupes : dans une telle
famille, les lois sont construites a` partir d’une famille pseudo-ale´atoire de permutations.
Ces familles pseudo-ale´atoires de groupes constituent une ge´ne´ralisation du mode`le du
groupe ge´ne´rique.
En fait, on peut prouver que tout re´sultat obtenu dans le mode`le du groupe ge´ne´rique
peut eˆtre transfe´re´ dans ce mode`le base´ sur des familles pseudo-ale´atoires de groupes.
Autrement dit, on peut conside´rer des familles de groupes ou` les lois de groupes sont
tire´es suivant une distribution arbitraire. La se´curite´ d’une hypothe`se dans ce contexte
se re´duit a` la solidite´ de la famille de fonctions sous-jacente en tant que famille de
fonctions pseudo-ale´atoire, et a` la se´curite´ de cette meˆme hypothe`se dans le mode`le
du groupe ge´ne´rique. Ainsi, non seulement l’approche choisie pour aborder le mode`le
ge´ne´rique est formellement plus pre´cise, mais elle permet une plus grande souplesse
d’utilisation.
2.1.4 Organisation du chapitre
Dans les parties 2.2 et 2.3, on de´finit pre´cise´ment les notions de famille ge´ne´rique
de groupes cycliques, sans couplage puis avec couplage, par rapport a` des familles
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de repre´sentations de groupes cycliques. Dans la partie 2.4, on pre´sente des outils
techniques permettant d’e´valuer la se´curite´ d’une hypothe`se dans le mode`le du groupe
ge´ne´rique. Dans la partie 2.5, le mode`le est e´tendu pour prendre en compte les familles
pseudo-ale´atoires de groupes cycliques.
2.2 Groupes cycliques et leurs repre´sentations
Pour simplifier les notations, toutes les de´finitions s’appuient sur des groupes note´s
additivement. En revanche, lorsqu’on mentionne des groupes concrets (courbes ellip-
tiques, corps finis), on utilisera les notations usuelles.
2.2.1 Unicite´ du groupe cyclique d’ordre n
Pour tout entier n ∈ N∗, il existe un unique groupe cyclique d’ordre n a` isomor-
phisme pre`s : deux groupes cycliques sont isomorphes si et seulement s’ils ont le meˆme
ordre. En particulier, un groupe cyclique G est d’ordre n si et seulement s’il est iso-
morphe au groupe additif Z/nZ.
Il existe naturellement plusieurs isomorphismes reliant G a` Z/nZ. Mais lorsque g
est un ge´ne´rateur du groupe G, on conside`re spe´cifiquement l’isomorphisme de groupes
qui envoie g ∈ G sur 1 ∈ Z/nZ : il s’agit simplement du logarithme discret sur G en
base g, note´ logg.
2.2.2 Structure de groupe he´rite´e d’une bijection
Soit A un ensemble fini de n e´le´ments. Toute bijection f , de Z/nZ vers A, munit
A d’une structure de groupe. Les lois de groupes sur A sont note´es +f et −f et sont
simplement de´rive´es de la structure de groupe additif de Z/nZ : pour sommer deux
e´le´ments sur A, on prend leurs images re´ciproques par f dans Z/nZ, on re´alise l’addi-
tion, puis on revient dans A par la bijection f (le principe est le meˆme pour l’oppose´).
Ainsi, les lois sont de´finies par les re`gles suivantes :
∀(x, y) ∈ A2, x +f y = f(f−1(x) + f−1(y)) and −f x = f(−f−1(x)). (2.1)
On note Af l’ensemble A muni de cette structure de groupe. On remarque que, par
construction, f(0) est l’e´le´ment neutre de Af , tandis que f(1) est l’un de ses ge´ne´rateurs.
2.2.3 Famille ge´ne´rique de groupes cycliques
On conside`re l’ensemble F(A) de toutes les bijections de Z/nZ dans un ensemble A
de n e´le´ments. Pour tout sous-ensemble S ⊂ F(A), on de´finit la famille AS = {Af , f ∈
S}. Cette famille est un ensemble de structures de groupe cyclique sur l’ensemble A.
La famille de groupes cycliques qui correspond au mode`le du groupe ge´ne´rique donne´
dans [Sho97] est appele´e famille ge´ne´rique de groupes cycliques et de´finie par :
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De´finition 2.1 (Famille ge´ne´rique de groupes cycliques) Soit B(n) l’ensemble
des e´critures binaires des entiers entre 0 et n − 1. La famille B(n)F(B(n)) est appele´e
famille ge´ne´rique de groupes cycliques d’ordre n. L’union de toutes ces familles, lorsque
n est un entier non-nul, est appele´e famille ge´ne´rique de groupes cycliques.
La famille ge´ne´rique de groupes cycliques contient ainsi des groupes de toute taille
n. Pour un entier n donne´, elle contient toutes les structures de groupes possibles sur
B(n). Lors d’un jeu sur une hypothe`se donne´e, un adversaire aura acce`s a` des oracles
re´alisant des ope´rations de groupe, sur une structure fixe´e mais inconnue de lui.
Lorsque la structure de groupe est de´finie par une bijection f : Z/nZ → B(n), un
adversaire peut obtenir l’image par f de n’importe quel e´le´ment de Z/nZ a` partir du
ge´ne´rateur f(1) en au plus 2 log2(n) additions, via l’algorithme Square and Multiply.
L’acce`s aux oracles permet donc de calculer des images de la fonction f en temps
polynomial.
A` l’inverse, on veut s’assurer que l’adversaire n’est pas en mesure de calculer lui-
meˆme les ope´rations de groupe, sans faire appel aux oracles. En fait, le seul moyen
pour l’adversaire de re´aliser des ope´rations de groupe est d’utiliser les re`gles (2.1) qui
ne´cessitent le calcul de f−1. Or, cette application f−1 est l’isomorphisme canonique
mentionne´ en section 2.2.1, associe´ au groupe B(n) pour le ge´ne´rateur f(1), c’est-a`-
dire le logarithme discret en base f(1). Il est par conse´quent difficile pour l’adversaire
de calculer lui-meˆme des ope´rations de groupe, sans passer par les oracles.
2.2.4 Famille de repre´sentations de groupes cycliques
On doit de´sormais pre´senter un formalisme correspondant a` une famille re´elle de
groupes, telle que celles qui sont utilise´es concre`tement dans les algorithmes et proto-
coles cryptographiques. Pour cela, on donne la de´finition suivante :
De´finition 2.2 (Famille de repre´sentations de groupes cycliques) Soit L un
langage sur {0, 1}, c’est-a`-dire un sous-ensemble de {0, 1}∗. Une famille de repre´sen-
tations de groupes cycliques sur L est :
– la donne´e d’un ensemble infini Ω de chaˆınes binaires, et d’une fonction c : Ω→ N∗
calculable en temps polynomial, tels que ∀N ∈ N,∃α ∈ Ω / c(α) > N ;
– pour tout parame`tre α ∈ Ω, la donne´e d’un sous ensemble fini Lα de L, de taille
c(α), de deux lois sur Lα calculables en temps polynomial, +α et −α, et deux
e´le´ments de Lα, 0α et gα. On impose que Lα muni des lois +α et −α soit un
groupe cyclique d’e´le´ment neutre 0α et de ge´ne´rateur gα. On requiert e´galement
que max{|x|, x ∈ Lα} = O(log(c(α))).
Dans cette de´finition, a` chaque parame`tre correspond un ensemble, muni de la des-
cription de deux lois de groupe, et de l’e´le´ment neutre et d’un ge´ne´rateur, ce qui semble
raisonnable. La taille du groupe est connue a` partir du parame`tre, via l’application c.
On justifie de´sormais les diffe´rentes contraintes mentionne´es dans cette de´finition.
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On exige dans un premier temps que l’ensemble des parame`tres soit infini, et que
(c(α))α∈Ω soit non-borne´. Ces contraintes sont ne´cessaires pour pouvoir e´tudier le com-
portement asymptotique d’un adversaire sur cette famille de repre´sentations de groupes
cycliques : il est indispensable de pouvoir faire tendre la taille des groupes de la famille
vers l’infini.
Ensuite, on demande une repre´sentation efficace des e´le´ments du groupe dans L.
C’est une exigence lie´e a` la complexite´ du calcul. Les lois sont calculables en temps
polynomial en la taille de leurs entre´es, mais elles doivent eˆtre calculables polyno-
mialement en le parame`tre global de complexite´, c’est-a`-dire log(c(α)). Demander une
repre´sentation efficace des e´le´ments du groupe est une contrainte faible qui re´sout ce
proble`me.
Exemple 2.1 On conside`re par exemple la famille des courbes elliptiques d’ordre pre-
mier de´finies sur des corps finis Fp ou` p est un nombre premier supe´rieur ou e´gal
a` 5. Une courbe elliptique E de cette famille peut eˆtre repre´sente´e par un 7-uplet
(p, a1, a2, a3, a4, a6, g) de´finissant son e´quation de Weierstrass y
2 + a1xy + a3y = x
3 +
a2x
2 + a4x+ a6 sur Fp et l’un de ses ge´ne´rateurs g.
La fonction c calculant #E(Fp) a` partir d’un parame`tre α = (p, a1, a2, a3, a4, a6, g) est
base´e sur l’algorithme polynomial duˆ a` Schoof. Graˆce au the´ore`me de Hasse, on sait
que |#E(Fp)−p−1| 6 2√p. Par ailleurs, tous les entiers compris entre p−1−2√p et
p− 1 + 2√p sont cardinaux d’une courbe elliptique sur Fp : il existe en particulier une
courbe d’ordre p ! On a ainsi la certitude de trouver des courbes de taille arbitrairement
grande dans cette famille : il suffit de prendre de grandes valeurs de p.
Un e´le´ment de E(Fp) peut eˆtre repre´sente´ par un couple (x, y) ∈ (Fp)2 ve´rifiant l’e´quation
de Weierstrass. Les lois de groupe, le ge´ne´rateur g et l’e´le´ment neutre de E(Fp) sont
directement de´rive´s du parame`tre α = (p, a1, a2, a3, a4, a6, g).
On de´duit de ces proprie´te´s que l’ensemble de parame`tres (p, a1, a2, a3, a4, a6, g) et l’en-
semble des groupes cycliques {(x, y) = λ g / λ ∈ N} constituent bien une famille de
repre´sentations de groupes cycliques.
Exemple 2.2 D’apre`s la section 2.2.3, un e´le´ment de la famille ge´ne´rique de groupes
cycliques est de´fini par un ordre n, et deux lois, +f et −f . Pour relier cette famille avec
la de´finition de famille de repre´sentations de groupes cycliques, on utilise la pre´sentation
suivante :
– le parame`tre associe´ a` un e´le´ment de la famille ge´ne´rique de groupes cycliques est
un entier n, avec deux e´le´ments de B(n) correspondant a` 0f et gf ; la fonction
c : (n, 0f , gf ) 7→ n permettant le calcul de la taille du groupe est alors triviale ;
– l’ensemble des e´le´ments du groupe associe´ au parame`tre (n, 0f , gf ) est B(n),
– deux oracles, +f et −f , sont construits (voir section 2.2.2) a` partir d’une fonction
f ale´atoirement choisie dans F(B(n)) et ve´rifiant f(0) = 0f et f(1) = gf .
La diffe´rence avec la de´finition formelle d’une famille de repre´sentations de groupes
cycliques est que les lois de groupe ne peuvent pas eˆtre de´duites du parame`tre. Ces lois
de groupes ne sont fournies que sous la forme d’oracles.
42 Mode`le ge´ne´rique des groupes avec couplage
2.2.5 Quelques proble`mes standards
Une fois ces notions de familles e´tablies, on peut de´finir quelques proble`mes stan-
dards pour des familles de repre´sentations de groupes cycliques :
De´finition 2.3 Soit (Ω, (Lα)α∈Ω) une famille de repre´sentations de groupes cycliques
sur un langage L. Dans cette famille,
– un algorithme re´solvant le proble`me du logarithme discret calcule loggα(x) dans
le groupe Lα a` partir des donne´es α ∈ Ω, x ∈ Lα ;
– un algorithme re´solvant le proble`me Diffie-Hellman calcule loggα(x) . y dans le
groupe Lα a` partir des donne´es α ∈ Ω, (x, y) ∈ (Lα)2 ;
– un algorithme re´solvant le proble`me de´cisionnel Diffie-Hellman de´cide si z est e´gal
a` loggα(x) . y dans le groupe Lα a` partir des donne´es α ∈ Ω, (x, y, z) ∈ (Lα)3.
En suivant l’exemple 2.2, on peut e´tendre ces de´finitions au cas de la famille
ge´ne´rique de groupes cycliques. Un algorithme re´solvant l’un de ces proble`mes a exac-
tement les meˆmes entre´es et sorties : sa seule limitation est qu’il doit utiliser des oracles
au lieu de pouvoir calculer directement les lois de groupe.
2.3 Groupes cycliques avec couplage
2.3.1 Couplages parfaits
Soit G un groupe cyclique d’ordre n. Un tel groupe a une structure canonique de
Z-module : ∀(k, x) ∈ N×G, k.x = x+ x+ . . .+ x et (−k).x = −(k.x). On note Gˆ le
dual de ce groupe, c’est-a`-dire le groupe de (Z/nZ)-formes line´aires sur G.
Un couplage est une application (Z/nZ)-biline´aire d’un couple de groupes cycliques
dans un troisie`me groupe cyclique, tous de meˆme ordre n. Il existe un couplage de
G× Gˆ dans Z/nZ, appele´ couplage canonique de G et de´fini par :
ec :
(
G× Gˆ → Z/nZ
(x, v) 7→ v(x)
)
Soient G, G′ et G′′ trois groupes cyclique de meˆme ordre n. Un couplage e de G×G′
dans G′′ est dit parfait s’il est isomorphe (en tant que couplage) au couplage canonique
de G, c’est-a`-dire s’il existe trois isomorphismes de groupes m : G→ G, m′ : G′ → Gˆ
et m′′ : Z/nZ→ G′′ tels que ∀(x, y) ∈ G×G′, e(x, y) = m′′(ec(m(x),m′(y))).
G×G′
m

m′

e // G′′
G× Gˆ ec // Z/nZ
m′′
OO
On conside`re un ensemble A de n e´le´ment, et un couple (f, h) ∈ F(A)2 : on souhaite
de´crire l’ensemble des couplages parfaits de Af × Af dans Ah. Par de´finition, un tel
couplage se de´duit de trois isomorphismes de groupes m, m′ et m′′ :
Groupes cycliques avec couplage 43
Af ×Af
m

m′

e // Ah
Af × Âf ec // Z/nZ
m′′
OO
Sans perte de ge´ne´ralite´, on peut fixer m = id, m′′ = h et m′ = fˆ−1 ◦ i ◦ f−1, ou` i
est un isomorphisme quelconque de Z/nZ dans Ẑ/nZ, et ou` fˆ est l’isomorphisme dual
de f , c’est-a`-dire fˆ : v ∈ Âf 7→ v ◦ f ∈ Ẑ/nZ.
Pour tout ensemble A et tout couple (f, h) ∈ F(A)2, la description d’un couplage
parfait de Af × Af dans Ah est alors e´quivalente a` la donne´e d’un isomorphisme i de
Z/nZ dans Ẑ/nZ.
Remarque 2.1 Le couplage parfait e, en tant qu’application biline´aire, est de´fini de
manie`re unique par la valeur de e(f(1), f(1)). De meˆme l’isomorphisme i est de´fini de
manie`re unique par la valeur de i(1), et indirectement par la valeur de e(f(1), f(1)).
On en de´duit que pour tout couple (f, h) ∈ F(A)2, il existe un unique couplage parfait
e tel que e(f(1), f(1)) = h(1).
Dans la suite de ce chapitre, on limitera l’e´tude des groupes avec couplage au seul cas
du couplage parfait ve´rifiant e(f(1), f(1)) = h(1). Comme le couplage de´fini par (x, y) ∈
Af
2 7→ h(f−1(x) . f−1(y)) ∈ Ah convient, c’est l’unique couplage parfait mentionne´
dans la remarque pre´ce´dente.
2.3.2 Famille ge´ne´rique des groupes cycliques avec couplage
On suit une de´marche similaire a` celle de la section 2.2.3 : on conside`re un ensemble
A de n e´le´ments, et l’ensemble F(A) de toutes les bijections de Z/nZ dans A. Pour tout
sous-ensemble S ⊂ F(A), soit P(A,S) la famille de groupes cycliques avec couplage
parame´tre´e par l’ensemble {(f, h) ∈ S2}. A` partir d’un couple (f, h) ∈ S2, on construit
les structures de groupes Af et Ah en suivant l’e´quation (2.1). On construit de plus le
couplage parfait ef,h de Af ×Af dans Ah de´fini par :
ef,h :
(
Af ×Af → Ah
(x, y) 7→ h(f−1(x) . f−1(y))
)
De´finition 2.4 (Famille ge´ne´rique de groupes cycliques avec couplage) Soit
B(n) l’ensemble des e´critures binaires des entiers entre 0 et n−1. La famille de groupes
cycliques avec couplage P(B(n),F(B(n))) est appele´e famille ge´ne´rique de groupes cy-
cliques d’ordre n avec couplage. L’union de toutes ces familles, lorsque n est un entier
non-nul, est appele´e famille ge´ne´rique de groupes cycliques avec couplage.
Comme explique´ pre´ce´demment, les morphismes f et h peuvent eˆtre efficacement
calcule´s a` partir des structures de groupes de B(n)f et de B(n)h. A` l’inverse, les appli-
cations re´ciproques f−1 et h−1 ne sont pas directement accessibles.
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2.3.3 Famille de repre´sentations de groupes cycliques avec couplage
De´finition 2.5 Soient L etM deux langages sur {0, 1}. Une famille de repre´sentations
de groupes cycliques avec couplage, sur ces langages L et M , est :
– la donne´e de deux familles de repre´sentations de groupes cycliques, la premie`re
sur L et la seconde sur M : (Γ, (Lγ)γ∈Γ) et (∆, (Mδ)δ∈∆) ;
– la donne´e d’un ensemble de parame`tres Ω ⊂ Γ×∆ ;
– pour tout parame`tre α = (γ, δ) ∈ Ω, la donne´e d’un couplage parfait eα de Lγ×Lγ
dans Mδ calculable en temps polynomial et tel que eα(gγ , gγ) = gδ.
Lorsque Ω1 (respectivement Ω2) repre´sente l’ensemble des parties gauches (respective-
ment droites) des e´le´ments de l’ensemble des parame`tres Ω, cette famille est note´e :(
Ω, (Lγ)γ∈Ω1 , (Mδ)δ∈Ω2 , (eα)α∈Ω
)
.
Exemple 2.3 On poursuit le cas des courbes elliptiques pre´sente´ dans l’exemple 2.1.
On conside`re l’ensemble des courbes elliptiques E de´finies sur un corps fini Fq de ca-
racte´ristique p. Soit l > 2 un entier premier avec p, soit k le plus petit entier tel que l
divise qk − 1. Alors Fqk est une extension de Fq qui contient les racine le`me de l’unite´,
et on peut conside´rer le couplage de Weil eW : E[l]× E[l]→ Fqk (voir [Sil86]).
Le couplage de Weil n’est cependant pas satisfaisant : il s’agit d’une forme biline´aire an-
tisyme´trique sur E[l]. On doit alors conside´rer un sous-groupe isotrope maximal G(E[l])
de E[l] et un isomorphisme avec son dual pour obtenir un couplage biline´aire non-trivial
e˜ : G(E[l])×G(E[l])→ Fqk , tel que si P est un ge´ne´rateur de G(E[l]) alors e˜(P, P ) est
un ge´ne´rateur du groupe des racines le`me de l’unite´ dans Fqk .
Ce couplage parfait peut eˆtre calcule´ en temps polynomial probabiliste graˆce a` l’algo-
rithme de Miller [CFA+05]. Ainsi, on obtient une famille de repre´sentations de groupes
cycliques avec couplage.
Exemple 2.4 On a de´ja` remarque´ dans l’exemple 2.2 que la famille ge´ne´rique de
groupes cycliques peut eˆtre assimile´e a` une famille de repre´sentations de groupes cy-
cliques sur {0, 1}∗. De meˆme, la famille ge´ne´rique de groupes cycliques avec couplage
peut eˆtre vue comme une famille de repre´sentations de groupes cycliques avec couplage
sur les langages {0, 1}∗ et {0, 1}∗.
Pour cela, on utilise deux instances de la famille ge´ne´rique de groupes cycliques comme
une famille de repre´sentations de groupes cycliques. L’ensemble de parame`tres est de´fini
par l’ensemble des couples ((n, 0f , gf ), (n, 0h, gh)) ou` n est dans N
∗ (la seule limitation
est que l’ordre soit le meˆme). Comme pour les lois de groupes, le couplage est donne´
par le biais d’un oracle, calcule´ a` partir des fonctions f et h de´finissant les structures
de groupes, comme explique´ en section 2.3.2 : (x, y) 7→ h(f−1(x) . f−1(y)).
2.3.4 Proble`mes biline´aires Diffie-Hellman
On peut de´sormais pre´senter quelques proble`mes biline´aires classiques dans le for-
malisme e´tabli pour les familles de repre´sentations de groupes cycliques avec couplage :
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De´finition 2.6 Soit (Ω, (Lγ)γ∈Ω1 , (Mδ)δ∈Ω2 , (eα)α∈Ω) une famille de repre´sentations
de groupes cycliques avec couplage sur les langages L et M . Dans cette famille,
– un algorithme re´solvant le proble`me biline´aire Diffie-Hellman calcule l’e´le´ment
loggγ (w) . e(γ,δ)(x, y) dans le groupeMδ a` partir des donne´es (γ, δ) ∈ Ω, (w, x, y) ∈
(Lγ)
3 ;
– un algorithme re´solvant le proble`me biline´aire de´cisionnel Diffie-Hellman de´cide
si z est e´gal a` loggγ (w) . e(γ,δ)(x, y) dans le groupeMδ a` partir des donne´es (γ, δ) ∈
Ω, (w, x, y) ∈ (Lγ)3, z ∈Mδ.
Comme pre´ce´demment, on peut ge´ne´raliser ces de´finitions au cas de la famille
ge´ne´rique de groupes cycliques avec couplage, avec les meˆmes entre´es et sorties, mais
avec seulement un acce`s a` des oracles pour le calcul des diffe´rentes lois et du couplage,
comme explique´ dans l’exemple 2.4.
A` partir de maintenant, on utilise le mode`le de calcul des machines de Turing ayant
acce`s a` des oracles (voir par exemple [Pap94]) pour e´tudier pre´cise´ment les complexite´s
en temps et en espace. L’unite´ de temps utilise´e correspond au couˆt d’un appel a` un
oracle.
On remarque imme´diatement qu’il existe une re´duction polynomiale du proble`me
biline´aire Diffie-Hellman sur le proble`me du logarithme discret dans Lγ , a` partir de
l’algorithme Square and Multiply. Par conse´quent, le proble`me biline´aire Diffie-Hellman
peut eˆtre re´solu avec une complexite´ de l’ordre de
√
p, ou` p est le plus grand facteur
premier de #Lγ , en utilisant l’algorithme Rho de Pollard [Pol78] et la me´thode propose´e
par Pohlig et Hellman dans [PH78]. Le but de la suite de ce chapitre est de montrer
notamment qu’il n’existe pas d’algorithme ayant une meilleure complexite´ pour re´soudre
le proble`me biline´aire Diffie-Hellman dans la famille ge´ne´rique de groupes cycliques avec
couplage.
2.4 Analyse de complexite´
Dans cette section, on pre´sente des de´finitions et un lemme fondamental pour per-
mettre de quantifier la difficulte´ d’un proble`me quelconque dans la famille ge´ne´rique de
groupes cycliques avec couplage. La difficulte´ des proble`mes biline´aire Diffie-Hellman
et q-BDHI est alors e´value´e dans cette famille ge´ne´rique, en illustrations d’une me´thode
ge´ne´rale qui peut eˆtre utilise´e sur une grande varie´te´ de proble`mes.
Pour cela, on conside`re dans un premier temps un proble`me de manie`re ge´ne´rale.
Une instance de ce proble`me est de´finie par la taille des groupes, et par un ensemble
d’e´le´ments de ces groupes : ces e´le´ments sont les donne´es du proble`me, et un algorithme
re´solvant le proble`me sur cette instance doit calculer une solution correspondant a` ces
donne´es.
Plus qu’un algorithme, on e´tudie en fait une suite quelconque d’appels aux oracles.
Lors d’une telle suite, on s’inte´resse a` la probabilite´ d’occurrence d’une collision. Il y a
collision lorsque deux e´le´ments d’un groupe, a priori distincts, se re´ve`lent eˆtre e´gaux.
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Pour e´tudier ces collisions, il est donc ne´cessaire de me´moriser les e´le´ments des groupes
correspondant aux re´ponses des oracles, et leurs modes de calcul (sous la forme de
fractions rationnelles).
Dans une suite d’appels aux oracles, lorsqu’une collision apparaˆıt, elle implique
une structure particulie`re des groupes. La mise en e´vidence d’une telle structure peut
notamment permettre d’identifier le logarithme discret d’une des donne´es du proble`me,
et la solution du proble`me s’en de´duit souvent facilement. Par conse´quent, de`s qu’une
collision apparaˆıt, on conside`re que la suite d’appels aux oracles permet de re´soudre
le proble`me : les e´ventuels appels poste´rieurs a` cette collision ne pre´sentent alors plus
d’inte´reˆt.
En revanche, lorsque la suite d’appels aux oracles n’aboutit a` aucune collision,
aucune structure particulie`re des groupes ne peut eˆtre de´cele´e. La re´ponse au proble`me
est alors difficilement identifiable.
2.4.1 De´finitions et strate´gie d’analyse
Une instance d’un proble`me quelconque dans la famille ge´ne´rique de groupes cy-
cliques avec couplage est de´crite par les entre´es suivantes :
– la taille des groupes, n ∈ N∗ ;
– les e´le´ments neutres et des ge´ne´rateurs des deux groupes, (0f , gf , 0h, gh) ∈ (B(n))4 ;
– les e´le´ments de´finissant l’instance du proble`me, sous la forme d’e´le´ments de B(n) :
un r-uplet (x1, . . . , xr) ∈ (B(n))r et un s-uplet (y1, . . . , ys) ∈ (B(n))s.
Des oracles calculant les lois de groupes, +f et +h, les lois inverses, −f et −h, et le
couplage ef,g sont construits a` partir de deux bijections f et h, choisies ale´atoirement
dans F(B(n)). Ces bijections f and h doivent envoyer 0 et 1 vers les e´le´ments neutres
et ge´ne´rateurs des groupes : f(0) = 0f , f(1) = gf , h(0) = 0h, h(1) = gh.
On conside`re une suite de requeˆtes a` ces oracles. On s’inte´resse a` la probabilite´
d’occurrence d’une collision suite a` ces requeˆtes, probabilite´ calcule´e sur l’ensemble des
couples (f, h) ∈ F(B(n))2. Pour cela, on construit deux suites de listes, R et S, au
fur et a` mesure des requeˆtes. Les listes constituant ces deux suites sont a` valeurs dans
B(n)×(Z/nZ)(X1, . . . , Xn, Y1, . . . , Yn) ou` (Z/nZ)(X1, . . . , Yn) est le corps des fractions
rationnelles en les variables X1, . . . , Xn, Y1, . . . , Yn.
Le premier e´le´ment d’un couple d’une liste d’une suite est un e´le´ment d’un groupe
(B(n)f pour R, B(n)h pour S), le second e´le´ment est une fraction rationnelle de´finissant
comment l’e´le´ment de groupe a e´te´ calcule´. De cette manie`re, il y a collision s’il existe
deux couples, dans une meˆme liste, ayant le meˆme e´le´ment de groupe, mais des fractions
rationnelles distinctes : un meˆme e´le´ment d’un groupe a e´te´ obtenu en utilisant deux
me´thodes de calcul diffe´rentes.
Au niveau des fractions rationnelles, chacune des inconnues X1, . . . , Xn repre´sente
le logarithme discret d’un e´le´ment de B(n)f , dans la base gf . Il en va de meˆme pour
les inconnues Y1, . . . , Yn vis-a`-vis du groupe B(n)h et de la base gh. Des e´le´ments de
ces groupes dont les logarithmes discrets sont corre´le´s utilisent les meˆmes inconnues.
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Nominalement, les seules inconnues utilise´es sont lie´es aux logarithmes discrets des
e´le´ments x1, . . . , xr, y1, . . . , ys donne´s dans l’instance du proble`me. Mais lorsqu’une
requeˆte a` l’un des oracles utilise un e´le´ment de groupe qui n’est jamais apparu au-
paravant, cet e´le´ment est associe´ a` une nouvelle inconnue, son logarithme discret e´tant
comple`tement de´corre´le´ des pre´ce´dents. On utilise des fractions rationnelles, et pas
uniquement des polynoˆmes, car dans certains proble`mes, les logarithmes discrets des
entre´es et de la solution sont corre´le´s via des fractions (c’est le cas du proble`me q-BDHI
avec une solution dont le logarithme discret est un inverse).
Les listes Rk et Sk correspondent a` l’e´tat apre`s les k premie`res requeˆtes aux oracles.
Les entiers rk et sk indiquent le nombre de variables utilise´es dans les listes Rk et Sk
(rk pour les variables de type X, sk pour les variables de type Y ). Enfin, on appelle ρk
et σk les tailles respectives de Rk et de Sk.
Les listes R0 et S0, ainsi que les valeurs r0, s0, ρ0 et σ0 de´pendent fortement des
entre´es du proble`me (voir les sections 2.4.3 et 2.4.4 pour des exemples).
En revanche, l’e´volution de ces e´le´ments de´pend uniquement des requeˆtes aux oracles
et des re´ponses a` ces requeˆtes. Ainsi, lors du (k + 1)e`me appel a` un oracle, on calcule
les valeurs de rk+1, sk+1, ρk+1, σk+1, Rk+1 et de Sk+1 en les initialisant avec les valeurs
de rk, sk, ρk, σk, Rk et Sk puis en les modifiant en fonction des cas.
– Nouvelles variables : lors d’un appel a` un oracle +f , −f ou ef,h, pour chaque
entre´e a ∈ B(n) de cet appel, lorsque a n’apparaˆıt pas comme premier e´le´ment
d’un couple dans Rk+1, la valeur de rk+1 est incre´mente´e de 1, on de´finit xrk+1 = a
et on ajoute le couple (xrk+1 , Xrk+1) dans la liste Rk+1. On proce`de de meˆme lors
de l’utilisation de nouvelles valeurs dans un appel a` un oracle +h ou −h, en
incre´mentant sk+1, en de´finissant ysk+1 et en ajoutant le couple (ysk+1 , Ysk+1)
dans la liste Sk+1.
– Fraction rationnelle associe´e : lors d’un appel a` un oracle +f , −f ou ef,h,
on recherche les fractions rationnelles associe´es aux entre´es dans la liste Rk+1.
Lors d’un appel a` un oracle +h ou −h, on recherche ces fractions dans la liste
Sk+1. La fraction rationnelle associe´e a` la requeˆte a` l’oracle est l’oppose´ de la
fraction rationnelle recherche´e (cas des oracles −f et −h), la somme des deux
fractions rationnelles recherche´es (cas des oracles +f et +h) ou leur produit (cas
de l’oracle ef,h).
– Insertion d’une re´ponse fraˆıche : lors d’un appel a` un oracle +f ou −f , si la
fraction rationnelle associe´e a` la requeˆte n’apparaˆıt pas dans un couple de Rk+1,
alors on ajoute dans cette liste la re´ponse donne´e par l’oracle avec la fraction
rationnelle associe´e a` la requeˆte. De meˆme, lors d’un appel a` un oracle +h, −h ou
ef,h, si la fraction rationnelle associe´e a` la requeˆte n’apparaˆıt pas dans un couple
de Sk+1, alors on ajoute dans Sk+1 la re´ponse donne´e par l’oracle avec la fraction
rationnelle associe´e a` la requeˆte.
Remarque 2.2 Dans cette mise a` jour, au plus trois couples ont e´te´ ajoute´s dans les
listes Rk+1 et Sk+1 par rapport aux listes Rk et Sk (deux ajouts potentiels pour des
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variables nouvelles, en plus de celui pour la re´ponse de l’oracle). On a ainsi l’ine´galite´
suivante : ρk+1 + σk+1 6 ρk + σk + 3.
Les suites de listes R et S e´tant construites, on peut de´sormais de´finir formellement
la notion de collision :
De´finition 2.7 (Collision) On dit qu’il y a collision dans les listes (Rk,Sk) s’il existe
deux couples ((v1, P1) et (v2, P2)), tous deux dans Rk ou tous deux dans Sk, tels que :
v1 = v2 et P1 6= P2.
Comme mentionne´ pre´ce´demment, pour une suite d’appels aux oracles, on souhaite
calculer la probabilite´ d’occurrence d’une collision, cette probabilite´ portant sur le choix
des bijections f et h. On doit donc de´finir les choix possibles pour f et h.
Les listes Rk et Sk contiennent toutes les valeurs utilise´es dans les appels aux oracles,
et toutes les re´ponses faites par les oracles, avec les fractions rationnelles qui leur sont
associe´es. Ainsi, tout couple de bijections pour lequel les appels aux oracles auraient
conduit aux meˆmes re´ponses sont structurellement indistinguables du couple re´ellement
utilise´ dans la construction des oracles. On caracte´rise ces couples avec la notion de
compatibilite´ :
De´finition 2.8 (Compatibilite´) Un couple de bijections (f, h) ∈ F(B(n))2 est dit
compatible avec les listes (Rk,Sk) si :
– ∀(vR, PR) ∈ Rk, PR(f−1(x1), . . . , f−1(xrk), h−1(y1), . . . , h−1(ysk)) est de´fini et est
e´gal a` f−1(vR) ;
– ∀(vS , PS) ∈ Sk, PS(f−1(x1), . . . , f−1(xrk), h−1(y1), . . . , h−1(ysk)) est de´fini et est
e´gal a` h−1(vS).
Apre`s k appels aux oracles, le couple de bijections utilise´ pour construire les oracles
est ne´cessairement compatible avec les listes (Rk,Sk). Ainsi, l’e´tude de probabilite´
re´alise´e par la suite va porter sur l’ensemble des couples de bijections compatibles
avec ces listes.
Il reste a` introduire la notion de cohe´rence, portant sur les images re´ciproques des
e´le´ments xi et yj par les fonctions f et h, fondamentale dans l’e´tude des collisions,
puisque ce sont ces images re´ciproques qui de´terminent l’apparition des collisions dans
le jeu :
De´finition 2.9 (Cohe´rence) Un (r + s)-uplet (α1, . . . , αr, β1, . . . , βs) ∈ (Z/nZ)r+s
est dit cohe´rent avec un ensemble Π de fractions rationnelles dans (Z/nZ)(X1, . . . , Xr,
Y1, . . . , Ys) si :
– ∀P ∈ Π, P (α1, . . . , αr, β1, . . . , βs) est de´fini ;
– ∀(P1, P2) ∈ Π2,
(
P1 6= P2 =⇒ P1(α1, . . . , βs) 6= P2(α1, . . . , βs)
)
.
Pour pre´ciser le contenu de toutes ces notations les unes par rapport aux autres,
et en vue d’introduire la strate´gie de la preuve suivante, on imagine le jeu suivant : la
situation apre`s les k premiers appels aux oracles est mode´lise´e par les listes (Rk,Sk). On
suppose que ces listes sont sans collision (voir de´finition 2.7) : il s’agit du cas ge´ne´ral, et
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seules quelques configurations particulie`res pour les bijections f et h ont e´te´ e´carte´es.
Comment e´valuer la probabilite´ d’obtenir une collision lors de la requeˆte suivante ?
Tout d’abord, les bijections f et h sont au centre du jeu : leur choix de´termine
toutes les structures des groupes, ainsi que les logarithmes discrets des e´le´ments des
groupes manipule´s. Dans le cadre de la famille ge´ne´rique, ces bijections ont e´te´ choisies
ale´atoirement et uniforme´ment dans l’ensemble de toutes les bijections de (Z/nZ) dans
B(n), mais certaines possibilite´s ont e´te´ e´carte´es par les k premiers appels aux oracles.
Les seuls couples de bijections envisageables (de manie`re e´quiprobable) sont les couples
(f, h) compatibles avec les listes (Rk,Sk) (voir de´finition 2.8).
L’existence ou l’absence de collisions apre`s k ou k + 1 appels aux oracles de´pend
en fait uniquement des images re´ciproques des rk ou rk+1 valeurs xi par f et des
images re´ciproques des sk ou sk+1 valeurs yj par h. Dans le cas pre´sent, ces images
re´ciproques n’engendrent pas de collisions pendant les k premiers appels : elles sont donc
simultane´ment cohe´rentes avec l’ensemble des fractions rationnelles de Rk et l’ensemble
des fractions rationnelles de Sk (voir de´finition 2.9). L’existence d’une collision apre`s
l’appel suivant s’interpre`te inversement : ces images re´ciproques doivent ne plus eˆtre
cohe´rentes avec l’ensemble des fractions rationnelles de Rk+1, ou celui des fractions
rationnelles de Sk+1. L’e´valuation de la probabilite´ de collision de l’algorithme revient
donc a` estimer la part d’ensembles d’images re´ciproques incohe´rentes a` l’e´tape k + 1
dans les ensembles d’images re´ciproques cohe´rentes a` l’e´tape k.
2.4.2 Lemme fondamental
La preuve du lemme 2.1 suit exactement ce cheminement, en montrant dans un pre-
mier temps comment passer des bijections a` leurs images re´ciproques, puis en calculant
le ratio d’ensembles d’images re´ciproques qui basculent de la cohe´rence a` l’incohe´rence
a` l’e´tape k + 1.
Lemme 2.1 On suppose que n = pλ ou` p est un nombre premier. Pour un entier k
fixe´, on conside`re un couple de listes (Rk,Sk) sans collision, et un (k + 1)
e`me appel a`
l’un des oracles.
On e´crit toutes les fractions rationnelles de Rk et de Sk sous forme re´duite, et on note d1
le degre´ maximal des nume´rateurs de ces fractions rationnelles, et d2 le degre´ maximal
des de´nominateurs de ces meˆmes fractions rationnelles. Soit d = d1 + d2.
Lorsque ρk + σk <
√
2p/3d, la probabilite´ sur l’ensemble des couples de bijections
compatibles avec (Rk,Sk) que le nouvel appel a` l’un des oracles conduise a` des listes
(Rk+1,Sk+1) pre´sentant une collision est borne´ par :
6d (ρk + σk)
2p− 3d (ρk + σk)2 .
Preuve Soit C l’ensemble des (rk+1 + sk+1)-uplets qui sont simultane´ment cohe´rents
avec l’ensemble des fractions rationnelles de Rk et celui des fractions rationnelles de Sk.
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Pour tout couple de bijections (f, h) compatible avec les listes (Rk,Sk), le (rk+1 +
sk+1)-uplet (f
−1(x1), . . . , f−1(xrk+1), h
−1(y1), . . . , h−1(ysk+1)) est par de´finition dans C,
puisqu’il n’y a pas de collision dans (Rk,Sk).
Re´ciproquement, pour tout (α1, . . . , αrk+1 , β1, . . . , βsk+1) dans C, on construit des
couples de bijections (f, h) compatibles avec les listes (Rk,Sk) et telles que f
−1(xi) = αi
pour tout i ∈ {1, . . . , rk+1} et h−1(yj) = βj pour tout j ∈ {1, . . . , sk+1}. En plus des
rk+1 valeurs fixe´es pour f , la compatibilite´ avec les listes (Rk,Sk) ajoute ρk−rk nouvelles
valeurs fixe´es. De meˆme, ce sont σk − sk nouvelles valeurs qui sont fixe´es pour h. Les
autres valeurs sont totalement libres, ce qui donne (n+rk−rk+1−ρk)!(n+sk−sk+1−σk)!
couples de bijections compatibles avec les listes (Rk,Sk) et ve´rifiant f
−1(xi) = αi pour
i 6 rk+1 et h
−1(yj) = βj pour j 6 sk+1.
Globalement, on obtient exactement (#C)(n+ rk − rk+1− ρk)!(n+ sk − sk+1− σk)!
couples de bijections compatibles avec (Rk,Sk).
Meˆme si les ensembles Rk+1 et Sk+1 ne sont pas comple`tement de´finis (on ne connaˆıt
pas la re´ponse a` la (k + 1)e`me requeˆte), les fractions rationnelles de ces ensembles sont
totalement de´termine´es. On de´finit alors l’ensemble C′ des (rk+1+sk+1)-uplets qui sont
simultane´ment cohe´rents avec l’ensemble des fractions rationnelles de Rk+1 et celui
des fractions rationnelles de Sk+1. En suivant exactement le meˆme raisonnement que
pre´ce´demment, on de´nombre exactement (#C′)(n+rk−rk+1−ρk)!(n+sk−sk+1−σk)!
couples de bijections compatibles avec les listes (Rk,Sk) et conduisant a` un couple de
listes (Rk+1,Sk+1) sans collision.
La probabilite´ que le (k+1)e`me appel a` l’oracle conduise a` des listes (Rk+1,Sk+1) avec
collision, a` partir de listes (Rk,Sk) sans collision, est donc exactement (#C −#C′)/#C.
D’apre`s la remarque 2.2, le (k+1)e`me appel a` l’oracle correspond a` au plus trois nouvelles
fractions rationnelles dans Rk+1 ou Sk+1, par rapport aux listes Rk et Sk. Mais parmi
elles, seule une, note´e P , peut engendrer un collision (celles correspondant aux nouvelles
variables ne peuvent par construction pas collisionner).
Si une telle fraction rationnelle P est ajoute´e dans Rk+1, alors un (rk+1 + sk+1)-
uplet (α1, . . . , αrk+1 , β1, . . . , βsk+1) est incohe´rent avec les fractions rationnelles de Rk+1
si et seulement s’il existe une fraction rationnelle PR dans la liste Rk telle que (P −
PR)(α1, . . . , αrk+1 , β1 . . . , βsk+1) = 0. Il y a par de´finition ρk fractions rationnelles
dans Rk, et pour chacune d’elles, la diffe´rence P − PR e´crite sous forme re´duite a
un nume´rateur qui a au plus (d.nrk+1+sk+1/p) racines, d’apre`s [Sch80] lemme 1.
De meˆme, si la nouvelle fraction rationnelle P est ajoute´e dans Sk+1, il y a exacte-
ment σk fractions rationnelles dans Sk, chacune d’elles pouvant collisionner avec P sur
au plus (d.nrk+1+sk+1/p) valeurs.
On obtient ainsi l’ine´galite´ suivante : #C −#C′ 6 d (ρk + σk)nrk+1+sk+1 / p.
En utilisant a` nouveau [Sch80] lemme 1, mais cette fois-ci sur les (ρk(ρk − 1) +
σk(σk − 1))/2 nume´rateurs des diffe´rences de fractions rationnelles de Rk ou de Sk, on
obtient une borne infe´rieure pour la taille de C :
#C > n!
(n− rk+1 − sk+1)! − (ρk(ρk − 1) + σk(σk − 1)) .
d . nrk+1+sk+1
2p
.
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Par hypothe`se, on a rk+1 + sk+1 6
√
n. Un calcul rapide permet d’en de´duire :
n!
(n− rk+1 − sk+1)! >
nrk+1+sk+1
3
.
On obtient alors l’ine´galite´ suivante : #C > nrk+1+sk+1 . (1/3− d (ρk + σk)2/(2p)).
La borne supe´rieure de (#C − #C′) et la borne infe´rieure de #C nous conduisent
naturellement a` une borne supe´rieure de la probabilite´ de collision dans les listes
(Rk+1,Sk+1), a` partir de listes (Rk,Sk) sans collision :
#C −#C′
#C 6
6d (ρk + σk)
2p− 3d (ρk + σk)2 .

Le lemme 2.1 est fondamental pour l’e´tude de proble`mes dans la famille ge´ne´rique
de groupes cycliques avec couplage. En effet, il suffit d’interpre´ter les proble`mes e´tudie´s
sous la forme de conditions de collisions pour utiliser directement le re´sultat de ce
lemme et obtenir ainsi une probabilite´ de re´ussite d’un algorithme.
2.4.3 Illustration sur le proble`me biline´aire Diffie-Hellman
On illustre l’utilisation du lemme 2.1 sur le proble`me biline´aire Diffie-Hellman. Dans
les deux corollaires suivants, on suppose que l’ordre des groupes conside´re´s est une puis-
sance d’un nombre premier : n = pλ. Ceci permet d’appliquer le lemme imme´diatement.
Le cas ge´ne´ral d’un ordre composite est traite´ dans le the´ore`me 2.1, qui assemble les
re´sultats des corollaires et les ge´ne´ralise.
Soit A un algorithme re´solvant le proble`me biline´aire Diffie-Hellman. Notre mode`le
de calcul suppose que l’algorithme A est une machine de Turing probabiliste, dont la
complexite´ en temps est de´finie par le nombre d’appels aux oracles qu’il re´alise. il rec¸oit
en entre´es la taille n des groupes, les e´le´ments neutres, 0f et 0h, et les ge´ne´rateurs, gf
et gh, des deux groupes, ainsi que trois e´le´ments du groupe B(n)f : x1, x2 et x3.
Au de´but du jeu, les listes R0 et S0 sont donc de´finies par :
– R0 = {(0f , 0), (gf , 1), (x1, X1), (x2, X2), (x3, X3)} ;
– S0 = {(0h, 0), (gh, 1)}.
Corollaire 2.1 Pour n = pλ, soit k 6 (
√
p/3− 5)/3. On conside`re des suites de listes
R et S base´es sur des polynoˆmes de degre´ au plus 2. La probabilite´ qu’il y ait une collision
apre`s k appels aux oracles, c’est-a`-dire dans les listes (Rk,Sk), est majore´e par :
2 (3k + 4)2
p− 3 (3k + 4)2 .
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Preuve D’apre`s la remarque 2.2, au plus trois ajouts ont lieu dans les listes a` chaque
appel a` un oracle. On en de´duit que pour tout i ∈ {1, . . . , k}, ρi + σi 6 3i + 7. Ainsi,
6 (ρi + σi)/(p− 3 (ρi + σi)2) est majore´ par 6 (3i+ 7)/(p− 3 (3i+ 7)2).
La probabilite´ que les listes (Rk,Sk) soient sans collision apre`s k appels aux oracles
est e´gale au produit des probabilite´s d’absence de collision dans les listes (Ri+1,Si+1),
sachant que les listes (Ri,Si) sont sans collision, pour i allant de 0 a` k − 1. Ces proba-
bilite´s « locales » sont exactement celles calcule´es par le lemme 2.1.
La borne sur k se traduit par l’encadrement suivant : 0 < 6 (3k+4) < p−3 (3k+4)2,
qui assure que la borne infe´rieure donne´e par le lemme 2.1 pour l’indice i = k− 1 reste
positive.
On peut alors re´aliser la minoration suivante de la probabilite´ de non-collision dans
les listes (Rk,Sk) :
k−1∏
i=0
(
1− 6 (3i+ 7)
p− 3 (3i+ 7)2
)
>
(
1− 6 (3k + 4)
p− 3 (3k + 4)2
)k
> 1− 2 (3k + 4)
2
p− 3 (3k + 4)2 .
Une borne supe´rieure de la probabilite´ de collision dans les listes (Rk,Sk) s’en de´duit
imme´diatement : 2 (3k + 4)2/(p− 3 (3k + 4)2). 
Le corollaire 2.1 donne une probabilite´ de non-collision dans les listes (Rk,Sk).
Le corollaire suivant e´value la probabilite´ de succe`s d’un algorithme sur le proble`me
biline´aire Diffie-Hellman dans ce cas de non-collision. Cette e´valuation est en fait base´e
une nouvelle fois sur un calcul de collision :
– l’algorithme peut retourner un e´le´ment qui n’est jamais apparu dans les entre´es
et les re´ponses des oracles +h, −h ou ef,h (donc pas dans la liste Sk), mais tous
les e´le´ments ve´rifiant cette proprie´te´ sont indistinguables ;
– l’algorithme peut a` l’inverse retourner une valeur apparaissant dans la liste Sk,
mais cela revient a` parier sur l’existence d’une collision suite a` une requeˆte cor-
respondant au proble`me Diffie-Hellman (de polynoˆme e´gal a` X1X2X3).
Corollaire 2.2 On conside`re un algorithme A sur le proble`me biline´aire Diffie-Hellman
dans la famille ge´ne´rique de groupes cycliques avec couplage. Pour un ordre des groupes
puissance d’un nombre premier, n = pλ, lorsque k < (
√
2p/9 − 7)/3, la probabilite´ de
succe`s de A, apre`s k appels aux oracles et avec des listes (Rk,Sk) sans collision, est
majore´e par :
18 (3k + 7)
2p− 9 (3k + 7)2 .
Preuve On note z la re´ponse donne´e par l’algorithme A au proble`me Diffie-Hellman,
apre`s k appels aux oracles ayant conduit a` des suites (Rk,Sk) sans collision. On rappelle
que par construction (voir remarque 2.2), apre`s k appels aux oracles, on a les bornes :
σk 6 3k + 2 et ρk + σk 6 3k + 7.
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Si z n’apparaˆıt dans aucun couple de Sk, alors z est indistinguable de tout autre
e´le´ment de B(n) avec cette meˆme proprie´te´. Ainsi, dans ce cas, l’algorithme A re´sout
le proble`me avec une probabilite´ au plus e´gale a` 1/(p− σk) 6 1/(p− 3k − 2).
Si z apparaˆıt dans un couple de Sk, lorsque cette re´ponse est valide, l’ajout du
couple (z,X1X2X3) a` la liste Sk conduit a` une collision. Ainsi, une requeˆte « virtuelle »
(car non permise dans le mode`le) correspondant au polynoˆme X1X2X3 conduit a` une
collision, depuis des listes (Rk,Sk) sans collision par hypothe`se. Le lemme 2.1 s’applique
donc imme´diatement, et on obtient la borne supe´rieure suivante :
18 (ρk + σk)
2p− 9 (ρk + σk)2 6
18 (3k + 7)
2p− 9 (3k + 7)2 .
La probabilite´ de re´ussite de A est majore´e par le maximum de ces deux bornes,
qui est toujours e´gale a` la seconde borne. 
On recombine ces deux corollaires sous la forme du the´ore`me 2.1. On en profite
pour ge´ne´raliser le re´sultat au cas d’un ordre quelconque pour les groupes.
The´ore`me 2.1 On conside`re un algorithme A sur le proble`me biline´aire Diffie-Hellman
dans la famille ge´ne´rique de groupes cycliques avec couplage, disposant d’une puissance
calculatoire infinie, et capable d’appeler les oracles de manie`re probabiliste. Sur des
groupes d’ordre divisible par un nombre premier p, lorsque le nombre k d’appels aux
oracles ve´rifie k < (
√
2p/9− 7)/3, la probabilite´ de succe`s de A est majore´e par :
2 (3k + 4)2
p− 3 (3k + 4)2 +
18 (3k + 7)
2p− 9 (3k + 7)2 .
Preuve Soit n l’ordre commun des groupes. On suppose dans un premier temps que
n = pλ, avec p un nombre premier :
– la probabilite´ que les listes (Rk,Sk) pre´sentent une collision est borne´e par le
corollaire 2.1 ;
– lorsque les listes (Rk,Sk) sont sans collision, la probabilite´ de succe`s de l’algo-
rithme A est borne´e par le corollaire 2.2.
La somme des bornes donne´es par ces deux corollaires est donc une borne de la proba-
bilite´ globale de succe`s de l’algorithme A.
La ge´ne´ralisation au cas d’un ordre composite n = pλq, avec p premier et q non-
divisble par p, se fait par re´duction. Ainsi, a` partir d’un algorithme An base´ sur des
groupes d’ordre n, on construit un algorithme Apλ pour des groupes d’ordre pλ ayant
une probabilite´ de succe`s au moins e´gale :
1. Apλ choisit ale´atoirement deux bijection φ1, φ2 de B(pλ)× Z/qZ dans B(n) ;
2. Apλ choisit ale´atoirement trois e´le´ments de Z/qZ : α1, α2, et α3 ;
3. Apλ rec¸oit les entre´es : (0f , gf , 0h, gh) ∈ B(pλ)4 et (x1, x2, x3) ∈ B(pλ)3 ;
4. Apλ calcule les entre´es pour An : 0′f = φ1(0f , 0), 0′h = φ2(0h, 0), g′f = φ1(gf , 1),
g′h = φ2(gh, 1), x
′
1 = φ1(x1, α1), x
′
2 = φ1(x2, α2) et x
′
3 = φ1(x3, α3) ;
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5. An calcule une re´ponse z′ au proble`me biline´aire Diffie-Hellman a` partir des
entre´es calcule´es pre´ce´demment : (0′f , g
′
f , 0
′
h, g
′
h) et (x
′
1, x
′
2, x
′
3) ;
6. a` partir de z, Apλ calcule (z, α) = φ2−1(z′), et donne z comme re´ponse.
Pour l’e´tape 1, on remarque qu’il existe une bijection naturelle φ de Z/pλZ×Z/qZ
dans Z/nZ donne´e par φ(a, b) = a + pλb. Ainsi, le choix des bijections φ1 et φ2 re-
vient a` choisir ale´atoirement deux permutations sur B(n). En fait, au lieu de ge´ne´rer
comple`tement ces deux permutations, on se contente de choisir ale´atoirement de nou-
velles valeurs pour des requeˆtes fraˆıches a` ces permutations.
L’algorithme Apλ doit e´galement construire les oracles utilise´s par An a` partir des
oracles auxquels il a acce`s :
+′f : (φ1(a1, b1), φ1(a2, b2)) ∈ B(n)2 7→ φ1(a1 +f a2, b1 + b2) ∈ B(n) ;
−′f : φ1(a, b) ∈ B(n) 7→ φ1(−fa,−b) ∈ B(n) ;
+′h : (φ2(a1, b1), φ2(a2, b2)) ∈ B(n)2 7→ φ2(a1 +h a2, b1 + b2) ∈ B(n) ;
−′h : φ2(a, b) ∈ B(n) 7→ φ2(−ha,−b) ∈ B(n) ;
e′f,g : (φ1(a1, b1), φ1(a2, b2)) ∈ B(n)2 7→ φ2(ef,g(a1, a2), b1.b2) ∈ B(n).
On ve´rifie facilement que l’ensemble B(n) a une structure de groupe avec les lois +′f
et −′f , dont 0′f est l’e´le´ment neutre et g′f est un ge´ne´rateur. De meˆme, l’ensemble B(n)
a une seconde structure de groupe avec les lois +′h et −′h, dont 0′h est l’e´le´ment neutre
et g′h est un ge´ne´rateur. e
′
f,h est un couplage parfait entre ces structures de groupes
ve´rifiant : e′f,h(g
′
f , g
′
f ) = g
′
h.
Si z′ = φ2(z, α) est la solution au proble`me biline´aire Diffie-Hellman soumis a`
l’algorithme An, alors, par construction, z est la solution au proble`me biline´aire Diffie-
Hellman soumis a` l’algorithme Apλ . La probabilite´ de succe`s de Apλ est donc au moins
e´gale a` celle de An, ce qui cloˆt la preuve par re´duction. 
Une conse´quence imme´diate de ce the´ore`me est que si le nombre d’appels aux oracles
est petit devant un facteur premier p de l’ordre des groupes, la probabilite´ de succe`s
d’un algorithme sur le proble`me biline´aire Diffie-Hellman est au plus de l’ordre de k2/p
dans la famille ge´ne´rique de groupes cycliques avec couplage.
Graˆce a` la re´duction polynomiale du proble`me biline´aire Diffie-Hellman sur le
proble`me du logarithme discret, le the´ore`me 2.1 peut directement se transposer au
proble`me du logarithme discret. Ainsi, l’ajout du couplage n’aide pas significativement
a` la re´solution du proble`me du logarithme discret. De meˆme, dans la famille ge´ne´rique
de groupes cycliques avec couplage, le proble`me Diffie-Hellman est difficile dans le
groupe B(n)f , tout comme dans le groupe B(n)h.
2.4.4 Illustration sur le proble`me q-BDHI
On souhaite montrer l’aspect ge´ne´ral de la technique de preuve pre´sente´e en sec-
tion 2.4.3 sous la forme de deux corollaires du lemme 2.1, regroupe´s ensuite dans un
the´ore`me. On pre´sente donc ici l’e´tude du proble`me de la q-inversion biline´aire Diffie-
Hellman, introduit dans [BB04a].
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De´finition 2.10 (Proble`me q-BDHI) Soit (Ω, (Lγ)γ∈Ω1 , (Mδ)δ∈Ω2 , (eα)α∈Ω) une fa-
mille de repre´sentations de groupes cycliques avec couplage sur deux langages L et M ,
base´e exclusivement sur des groupes d’ordre premier. Dans cette famille, un algorithme
re´solvant la q-inversion biline´aire Diffie-Hellman (proble`me q-BDHI) calcule l’e´le´ment
(1/ν) gδ dans le groupe Mδ a` partir des donne´es (γ, δ) ∈ Ω, (ν gγ , ν2 gγ , . . . , νq gγ) ∈
(Lγ)
q.
On conside`re un algorithme A re´solvant le proble`me q-BDHI dans la famille ge´ne´-
rique de groupes cycliques avec couplage, restreinte aux groupes d’ordre premier. Il
rec¸oit en entre´es un nombre premier p, un quadruplet (0f , gf , 0h, gh) ∈ B(p)4 et un
q-uplet (ν gf , . . . , ν
q gf ) ∈ B(p)q ou` ν ∈ (Z/pZ)∗. Ainsi, les valeurs initiales des suites
de listes R et S sont R0 = {(0f , 0), (gf , 1), (ν gf , X1), (ν2 gf , X12), . . . , (νq gf , X1q)} et
S0 = {(0h, 0), (gh, 1)}. Les listes sont ensuite construites au fur et a` mesure des appels
aux oracles, comme pre´sente´ en section 2.4.1.
Corollaire 2.3 Soit p l’ordre premier des groupes, soit k 6 (
√
p/(3q)− q − 5)/3. On
conside`re des suites de listes R et S base´es sur des polynoˆmes de degre´ au plus 2q. La
probabilite´ qu’il y ait une collision apre`s k appels aux oracles, c’est-a`-dire dans les listes
(Rk,Sk), est majore´e par :
2q (3k + q + 1)2
p− 3q (3k + q + 1)2 .
Preuve La preuve est semblable a` celle du corollaire 2.1. En effet, en utilisant le
lemme 2.1, on obtient la minoration suivante pour la probabilite´ de non-collision :
k−1∏
i=0
(
1− 6q (3i+ q + 4)
p− 3q(3i+ q + 4)2
)
>
(
1− 6q(3k + q + 1)
p− 3q(3k + q + 1)2
)k
> 1− 2q (3k + q + 1)
2
p− 3q (3k + q + 1)2 .

Corollaire 2.4 On conside`re un algorithme A sur le proble`me q-BDHI dans la famille
ge´ne´rique de groupes cycliques avec couplage. Pour un ordre des groupes premier p,
lorsque k < (
√
2p/(6q + 3)− q− 4)/3, la probabilite´ de succe`s de A, apre`s k appels aux
oracles et avec des listes (Rk,Sk) sans collision, est majore´e par :
6 (2q + 1)(3k + q + 4)
2p− 3 (2q + 1)(3k + q + 4)2 .
Preuve La preuve est semblable a` celle du corollaire 2.2. On note z la re´ponse donne´e
par l’algorithme A au proble`me q-BDHI, apre`s k appels aux oracles ayant conduit a`
des suites (Rk,Sk) sans collision.
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Si z n’apparaˆıt dans aucun couple de Sk, alors z est indistinguable de tout autre
e´le´ment de B(p) avec cette meˆme proprie´te´. Ainsi, dans ce cas, l’algorithme A re´sout
le proble`me avec une probabilite´ au plus e´gale a` 1/(p− σk) 6 1/(p− 3k − 2).
Si z apparaˆıt dans un couple de Sk, lorsque cette re´ponse est valide, une requeˆte
« virtuelle » correspondant a` la fraction rationnelle 1/X1 conduit a` une collision, depuis
des listes (Rk,Sk) sans collision. Le lemme 2.1 donne la borne supe´rieure suivante pour
la probabilite´ de cet e´ve´nement :
6 (2q + 1)(ρk + σk)
2p− 3 (2q + 1)(ρk + σk)2 6
6 (2q + 1)(3k + q + 4)
2p− 3 (2q + 1)(3k + q + 4)2 .

Les corollaires 2.3 et 2.4, se combinent pour donner le the´ore`me suivant :
The´ore`me 2.2 On conside`re un algorithme A sur le proble`me q-BDHI dans la famille
ge´ne´rique de groupes cycliques avec couplage, disposant d’une puissance calculatoire
infinie, et capable d’appeler les oracles de manie`re probabiliste. Sur des groupes d’ordre
premier p, lorsque le nombre k d’appels aux oracles ve´rifie k < (
√
2p/(6q + 3)−q−4)/3,
la probabilite´ de succe`s de A est majore´e par :
2q (3k + q + 1)2
p− 3q (3k + q + 1)2 +
6 (2q + 1)(3k + q + 4)
2p− 3 (2q + 1)(3k + q + 4)2 .
Ainsi, lorsque le nombre d’appels aux oracles est petit devant l’ordre des groupes, la
probabilite´ de succe`s d’un algorithme sur le proble`me q-BDHI dans la famille ge´ne´rique
de groupes cycliques avec couplage est au plus de l’ordre de k2/p, avec une de´pendance
line´aire en q.
2.5 Familles pseudo-ale´atoires de groupes
Dans cette partie, on introduit la notion de famille pseudo-ale´atoire de groupes
cycliques. Sche´matiquement, une famille pseudo-ale´atoire de groupes cycliques est si-
milaire a` la famille ge´ne´rique de groupes cycliques, a` la diffe´rence que la loi de groupe
n’est pas choisie ale´atoirement parmi l’ensemble de toutes les lois possibles. La loi de
groupe suit une distribution particulie`re, qui est calculatoirement indistinguable de
la distribution uniforme. On construit de telles familles a` partir de familles pseudo-
ale´atoires de permutations.
2.5.1 Famille pseudo-ale´atoire de permutations
Soit n un entier non-nul et B(n) l’ensemble des e´critures binaires des entiers entre
0 et n − 1. On conside`re un ensemble P de permutations sur B(n). On note f ← P
le tirage ale´atoire uniforme de f dans P. Un distingueur D est une machine de Turing
qui acce`de a` une permutation sur B(n) via un oracle, et qui re´pond par un bit.
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Dans le contexte de l’indistinguabilite´ forte (strong indistinguishability) entre deux
familles de permutations, P1 et P2, un distingueur D a acce`s aux oracles d’une permu-
tation f et de son inverse f−1, ou` f ← P1 ou f ← P2 (voir [LR88] pour plus de de´tails).
Lorsque D dispose au plus d’un temps t et de q appels aux oracles, son avantage est
de´fini par la formule suivante :
Advs-indP1,P2(D, t, q) =
∣∣∣∣ Prf←P1[Dt,qf,f−1 = 1]− Prf←P2[Dt,qf,f−1 = 1]
∣∣∣∣ .
Les familles de permutations P1 et P2 sont dites (ǫ, t, q)-fortement indistinguables
si pour tout distingueur D, l’avantage Advs-indP1,P2(D, t, q) est infe´rieur a` ǫ.
Une famille de permutations P est dite (ǫ, t, q)-fortement pseudo-ale´atoire si elle est
(ǫ, t, q)-fortement indistinguable de l’ensemble Sn de toutes les permutations sur B(n).
2.5.2 Famille pseudo-ale´atoire de groupes cycliques
De´finition 2.11 (Famille pseudo-ale´atoire de groupes cycliques) Soit P une
famille de permutations (ǫ, t, q)-fortement pseudo-ale´atoire sur B(n). La famille pseudo-
ale´atoire de groupes cycliques associe´e a` P est l’ensemble des structures de groupe sur
B(n) de´finies par les permutations f de P : e´le´ment neutre de´fini par 0f , ge´ne´rateur
de´fini par f(1) et lois de groupes +f et −f construites comme indique´ en section 2.2.3.
Comme pour la famille ge´ne´rique de groupes cycliques, les lois de groupe ne sont
donne´es que via des oracles De cette manie`re, il est clair que la famille ge´ne´rique de
groupes cycliques est une famille pseudo-ale´atoire de groupes cycliques. Ainsi, la notion
de famille pseudo-ale´atoire de groupes est une ge´ne´ralisation de la notion de famille
ge´ne´rique.
On peut maintenant de´finir l’avantage d’un algorithme sur un proble`me base´ sur
le logarithme discret dans une famille pseudo-ale´atoire de groupes cycliques. Soit A
un algorithme sur la famille pseudo-ale´atoire de groupes cyclique associe´e a` la famille
de permutations P. Ses avantages sur le proble`me du logarithme discret, le proble`me
Diffie-Hellman et le proble`me de´cisionnel Diffie-Hellman, pour un temps de calcul t et
q appels aux oracles de groupe, sont de´finis par :
AdvDLP (A, t, q) = Pr
f←P, x∈B(n)
[At,q+f ,−f (f(0), f(1), x) = logf(1)(x)],
AdvDHP (A, t, q) = Pr
f←P, (x,y)∈B(n)2
[At,q+f ,−f (f(0), f(1), x, y) = logf(1)(x) . y],
AdvDDHP (A, t, q) =
∣∣∣ Pr
f←P, (x,y)∈B(n)2
[At,q+f ,−f (f(0), f(1), x, y, logf(1)(x) . y) = 1]
− Pr
f←P, (x,y,z)∈B(n)3
[At,q+f ,−f (f(0), f(1), x, y, z) = 1]
∣∣∣.
Les maxima de ces avantages sur l’ensemble des algorithmes s’exe´cutant en temps t
et avec au plus q appels aux oracles de groupes sont respectivement note´s AdvDLP (t, q),
AdvDHP (t, q) et Adv
DDH
P (t, q). Les the´ore`mes 2.3 et 2.4 donnent des bornes supe´rieures
a` ces avantages, lorsque P est une famille de permutations (ǫ, t, q)-fortement pseudo-
ale´atoire sur B(n).
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2.5.3 Proble`mes Diffie-Hellman et logarithme discret
Le the´ore`me suivant traite les cas de proble`mes calculatoires, c’est-a`-dire le proble`me
du logarithme discret et le proble`me Diffie-Hellman.
The´ore`me 2.3 Soit P une famille de permutations (ǫ, t, q)-fortement pseudo-ale´atoire
sur B(n). On a les deux ine´galite´s suivantes :
AdvDLP (t, q/3− 1) 6 AdvDLSn(t, q/3− 1) + ǫ,
AdvDHP (t, (q − 4)/3) 6 AdvDHSn (t, (q − 4)/3) + ǫ.
Preuve On conside`re un algorithme A pour le proble`me du logarithme discret sur
la famille pseudo-ale´atoire de groupes cycliques base´e sur la famille de permutations
P. A` partir de cet algorithme A, on construit un distingueur D sur les familles de
permutations P et Sn. On obtient alors une re´duction.
Le distingueur D rec¸oit l’acce`s a` deux oracles, imple´mentant les permutations f et
f−1, ou` f a e´te´ choisi ale´atoirement dans P ou dans Sn. Le distingueur D construit une
instance du proble`me du logarithme discret en choisissant ale´atoirement un e´le´ment
r ∈ Z/nZ : l’e´le´ment neutre du groupe est f(0), le ge´ne´rateur conside´re´ est f(1) et
l’e´le´ment dont le logarithme doit eˆtre calcule´ est f(r).
Pour simuler l’appel aux oracles des lois de groupe, le distingueur D utilise les
oracles donnant acce`s aux permutations f et f−1 : x +f y = f
(
f−1(x) + f−1(y)
)
,
−fx = f
(−f−1(x)).
A` la fin du jeu, l’algorithmeA donne une re´ponse au proble`me du logarithme discret.
Si cette re´ponse est correcte (c’est-a`-dire e´gale a` r), le distingueur D retourne 1, dans
le cas contraire il retourne 0.
Si la permutation f a e´te´ choisie dans P, la probabilite´ que l’algorithme A re´ponde
correctement est exactement son avantage sur le proble`me du logarithme discret dans
la famille pseudo-ale´atoire de groupes cycliques base´e sur P.
Dans le cas contraire, lorsque la permutation f a e´te´ choisie dans Sn, la probabilite´
que l’algorithme A re´ponde correctement est exactement son avantage sur le proble`me
du logarithme discret dans la famille ge´ne´rique de groupes cycliques d’ordre n.
L’avantage du distingueur D est donc exactement la diffe´rence d’avantage de A
entre ces deux cas. Ainsi, si A tourne en temps t et re´alise au plus (q/3− 1) appels aux
oracles de groupe, cet avantage est par de´finition de P majore´ par ǫ. On en de´duit que
l’avantage de tout algorithme A sur le proble`me du logarithme discret dans la famille
pseudo-ale´atoire de groupes cyclique base´e sur P est majore´ par son avantage sur ce
meˆme proble`me dans la famille ge´ne´rique de groupes cycliques d’ordre n, auquel on
ajoute ǫ.
Cette preuve se transpose imme´diatement dans le cadre du proble`me Diffie-Hellman,
avec seulement un appel initial supple´mentaire a` l’oracle de f , duˆ aux entre´es plus nom-
breuses du proble`me. 
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2.5.4 Proble`me de´cisionnel Diffie-Hellman
Dans l’analogue du the´ore`me 2.3 pour le proble`me de´cisionnel Diffie-Hellman, la
contribution ǫ du caracte`re pseudo-ale´atoire de la famille de permutations est multiplie´e
par 2 dans la borne de l’avantage de l’algorithme :
The´ore`me 2.4 Soit P une famille de permutations (ǫ, t, q)-fortement pseudo-ale´atoire
sur B(n). On a l’ine´galite´ suivante :
AdvDDHP (t, (q − 5)/3) 6 AdvDDHSn (t, (q − 5)/3) + 2ǫ.
Preuve On conside`re un algorithme A pour le proble`me de´cisionnel Diffie-Hellman
sur la famille pseudo-ale´atoire de groupes cycliques base´e sur la famille de permutations
P. A` partir de cet algorithme A, on construit un distingueur D sur les familles de
permutations P et Sn. On obtient alors une re´duction. Soit b le bit a` deviner dans le
proble`me de´cisionnel Diffie-Hellman :
AdvDDHP (A, t, q) =
∣∣∣∣ Prf←P[At,q+f ,−f = 1 / b = 1]− Prf←P[At,q+f ,−f = 1 / b = 0]
∣∣∣∣ .
AdvDDHSn (A, t, q) =
∣∣∣∣ Prf←Sn[At,q+f ,−f = 1 / b = 1]− Prf←Sn[At,q+f ,−f = 1 / b = 0]
∣∣∣∣ .
Le distingueur D rec¸oit l’acce`s a` deux oracles, imple´mentant les permutations f et
f−1, ou` f a e´te´ choisi ale´atoirement dans P ou dans Sn. Le distingueur D construit une
instance du proble`me de´cisionnel Diffie-Hellman en choisissant ale´atoirement un bit b et
trois e´le´ments x, y et z dans Z/nZ. L’e´le´ment neutre du groupe est f(0), le ge´ne´rateur
conside´re´ est f(1). Si b = 1, l’instance contient de plus le triplet (f(x), f(y), f(x.y)). Si
b = 0, l’instance contient en remplacement le triplet (f(x), f(y), f(z)).
Pour simuler l’appel aux oracles des lois de groupe, le distingueur D utilise les
oracles donnant acce`s aux permutations f et f−1 : x +f y = f
(
f−1(x) + f−1(y)
)
,
−fx = f
(−f−1(x)).
A` la fin du jeu, l’algorithme A donne une re´ponse au proble`me de´cisionnel Diffie-
Hellman. Si cette re´ponse est correcte (c’est-a`-dire e´gale a` b), le distingueur D retourne
1, dans le cas contraire il retourne 0.
On a par de´finition :
Advs-indP,Sn(D, t, q) =
∣∣∣∣ Prf←P[Dt,qf,f−1 = 1]− Prf←Sn[Dt,qf,f−1 = 1]
∣∣∣∣ .
Par construction du distingueur D, cela signifie :
Advs-indP,Sn(D, t, q) =
∣∣∣∣ Prf←P[At,(q−5)/3+f ,−f = 1 / b = 1] + Prf←P[At,(q−5)/3+f ,−f = 0 / b = 0]
− Pr
f←Sn
[At,(q−5)/3+f ,−f = 1 / b = 1]− Pr
f←Sn
[At,(q−5)/3+f ,−f = 0 / b = 0]
∣∣∣∣ / 2.
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On en de´duit
Advs-indP,Sn(D, t, q) >
∣∣AdvDDHP (A, t, (q − 5)/3)−AdvDDHSn (A, t, (q − 5)/3)∣∣ / 2.
Et finalement :
AdvDDHP (A, t, (q − 5)/3) 6 AdvDDHSn (A, t, (q − 5)/3) + 2Advs-indP,Sn(D, t, q).

2.5.5 Ge´ne´ralisation et remarques
Les the´ore`mes 2.3 et 2.4, ainsi que leurs preuves, doivent servir d’illustration des
proprie´te´s et des techniques a` utiliser sur une famille pseudo-ale´atoire de groupes cy-
cliques d’ordre n. En utilisant des me´thodes similaires, on peut prouver toute hypothe`se
« raisonnable » sur une famille pseudo-ale´atoire de groupes cycliques.
On peut de plus de´finir des familles pseudo-ale´atoires de groupes cycliques avec
couplage d’ordre n, en utilisant deux familles pseudo-ale´atoires de permutations : les
hypothe`ses biline´aires peuvent alors eˆtre prouve´es dans ce contexte pseudo-ale´atoire.
On remarque que dans les preuves des deux the´ore`mes portant sur les familles
pseudo-ale´atoires de groupes cycliques, la permutation est fixe´e au de´but du jeu dans
la re´duction : c’est essentiel lorsque la permutation est tire´e dans la famille pseudo-
ale´atoire, et non pas dans la famille de toutes les permutations de B(n). Ainsi, dans ce
cadre, on doit impe´rativement jouer avec une loi de groupe re´elle, et non pas re´pondre
ale´atoirement a` toute requeˆte fraˆıche, avant de ve´rifier si la simulation est le´gitime ou
pas. Cela montre la ne´cessite´ de rester le plus proche possible d’un mode`le concret dans
le cadre de la famille ge´ne´rique de groupes cycliques.
Outre cette ne´cessite´ de garder un mode`le suffisamment flexible, la notion de familles
pseudo-ale´atoires de groupes cycliques permet d’identifier l’inte´reˆt de certaines requeˆtes.
En effet, on a de´ja` mentionne´ la ne´cessite´ de tenir compte dans la famille ge´ne´rique de
groupes cycliques de l’utilisation de chaˆınes de bits fraˆıches, c’est-a`-dire d’autoriser un
algorithme a` soumettre aux oracles des e´le´ments jamais apparus auparavant dans ses
requeˆtes et dans les re´ponses associe´es (voir [AF07]). Il est clair que ce type de requeˆtes
n’apporte pas un avantage significatif a` un algorithme dans le mode`le ge´ne´rique. A`
l’inverse, dans un mode`le pseudo-ale´atoire, ce type de requeˆtes correspond a` une attaque
de la famille de permutations en tant que famille pseudo-ale´atoire de permutations, par
opposition a` la recherche d’une vulne´rabilite´ dans le proble`me en lui-meˆme.
Enfin, avec l’utilisation de familles pseudo-ale´atoires de groupes, l’avantage d’un
algorithme de´pend a` nouveau (par opposition au cas du mode`le ge´ne´rique) de sa puis-
sance de calcul. Cette situation est plus re´aliste que celle d’une se´curite´ base´e sur la
the´orie de l’information.
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2.6 Conclusion
Dans ce chapitre, on a re´alise´ une pre´sentation rigoureuse du mode`le ge´ne´rique des
groupes, par le biais des de´finitions de familles ge´ne´riques de groupes cycliques et de
familles de repre´sentations de groupes cycliques. Ce mode`le tient le plus possible compte
des ame´liorations au mode`le ge´ne´rique initial : la possibilite´ d’utiliser des chaˆınes de bits
fraˆıches, l’utilisation des couplages, et la ge´ne´ralisation aux fractions rationnelles. . .
Dans ce mode`le complet, l’e´tude des collisions est fondamentale, et le re´sultat du
lemme 2.1 donne pre´cise´ment une borne a` l’apparition d’une collision. De cette premie`re
borne, on peut de´duire des bornes pre´cises de l’avantage d’un algorithme sur divers
proble`mes lie´s au logarithme discret, dans un mode`le ge´ne´rique : les the´ore`mes 2.1 et
2.2 en sont deux exemples, sur les proble`mes biline´aire Diffie-Hellman et de q-inversion
biline´aire Diffie-Hellman.
Le mode`le de la famille ge´ne´rique de groupes cycliques, avec ou sans couplage, peut
eˆtre ge´ne´ralise´ sous la forme de familles pseudo-ale´atoires de groupes. Par re´duction,
on peut montrer qu’un algorithme sur les proble`mes usuels dans une famille pseudo-
ale´atoire a un avantage maximal relie´ a` celui dans la famille ge´ne´rique et a` l’indistin-
guabilite´ forte de la famille de permutations sous-jacente.
En fait, justement graˆce a` cette proprie´te´, le mode`le pseudo-ale´atoire ne pre´sente pas
une ame´lioration du mode`le susceptible d’identifier des proprie´te´s suˆres dans le mode`le
ge´ne´rique, mais non-suˆres en re´alite´. Cependant, de par son plus grand re´alisme, ce
mode`le constitue une ame´lioration du mode`le ge´ne´rique.
Chapitre 3
Diffusion par groupes
La confidentialite´ dans la diffusion de donne´es vers de nombreux destinataires est un
sujet re´current en cryptographie. Depuis sa formalisation dans [FN93], de nombreuses
solutions ont e´te´ propose´es, pour ame´liorer l’efficacite´ des sche´mas pre´ce´dents, ou pour
couvrir un cadre plus large.
L’objectif de ce chapitre est de pre´senter la diffusion base´e sur des attributs : dans
un tel sche´ma, un e´metteur peut exploiter directement une base de donne´es cate´gorisant
les utilisateurs selon divers crite`res. Il peut ainsi s’adresser uniquement a` des utilisateurs
ve´rifiant ou ne ve´rifiant pas certains crite`res.
Pour cela, apre`s une pre´sentation de la proble´matique ge´ne´rale de la diffusion et de
quelques sche´mas emble´matiques (partie 3.1), on introduira le concept d’attributs et de
groupes d’utilisateurs (partie 3.2). On constatera notamment que les sche´mas classiques
de diffusion ne sont pas adapte´s a` ce concept, et ne permettent pas une exploitation
efficace d’une structure particulie`re de l’ensemble des utilisateurs. De plus, les sche´mas
actuels de chiffrement base´s sur des attributs ne´cessitent des calculs tre`s couˆteux lors
d’un de´chiffrement.
On propose un mode`le pour la de´finition et la se´curite´ d’un sche´ma de diffusion base´
sur des groupes d’utilisateurs (partie 3.3), puis un sche´ma dans ce mode`le (partie 3.4) :
ce sche´ma s’appuie fortement sur la structure particulie`re de l’ensemble des utilisateurs
pour diminuer la taille des messages chiffre´s, tout en permettant un de´chiffrement
efficace. La dernie`re partie sera consacre´e a` la preuve du sche´ma (partie 3.5).
3.1 Introduction a` la diffusion
Dans de nombreux contextes, un e´metteur doit diffuser la meˆme information a` de
nombreux destinataires. C’est typiquement le cas dans des protocoles de communica-
tions re´seau, et dans des applications multime´dia (radiodiffusion, te´le´diffusion. . . ) sur
divers supports.
La diffusion physique de ces donne´es peut eˆtre assure´e par de nombreuses me´thodes,
telles que des protocoles re´seau adapte´s, l’utilisation d’ondes radio, ou la diffusion via
63
64 Diffusion par groupes
un re´seau caˆble´ ou un satellite. . . La protection de l’information transmise n’est ce-
pendant pas garantie par de tels moyens. Tout d’abord, il est ne´cessaire de de´finir les
menaces, et les services de se´curite´ associe´s pour contrer ces menaces. On peut aise´ment
remarquer qu’une signature asyme´trique permet de garantir l’inte´grite´ et l’authentifi-
cation de l’e´metteur pour un couˆt en stockage, transmissions et calculs assez faible. La
confidentialite´ n’admet par contre pas de re´ponse aussi simple.
La confidentialite´ des donne´es transmises ne´cessite que certains e´quipements ou cer-
taines personnes doivent pouvoir obtenir l’information distribue´e par l’e´metteur, alors
que d’autres n’y sont pas autorise´s. Ainsi, l’e´metteur ne souhaite pas diffuser univer-
sellement une information, mais la diffuser a` un ensemble de destinataires pre´cise´ment
identifie´s, et en aucun cas aux autres membres du re´seau. Ce cadre correspond a` la
notion de multicast dans le monde des te´le´communications, par opposition a` la diffu-
sion a` l’ensemble des membres d’un re´seau, appele´ broadcast. En cryptologie, dans le
cadre d’une protection en confidentialite´, la situation est a` mi-chemin entre ces deux
notions : l’e´metteur veut transmettre son message a` un ensemble choisi de destinataires,
mais le chiffre´ qu’il construit doit eˆtre diffusable a` n’importe qui, puisque les canaux
de transmission sont conside´re´s par principe comme non suˆrs. Le principe est donc
fondamentalement celui du multicast, alors que sa mise en application peut utiliser un
me´canisme de broadcast.
3.1.1 Vocabulaire et notations
On appelle de´sormais utilisateurs les e´quipements ou intervenants du syste`me,
quelle que soit leur nature. Le parame`tre n correspond au nombre de ces utilisateurs,
et on utilisera les entiers de 1 a` n pour repre´senter les utilisateurs. Ainsi, U = {1, . . . , n}
est l’ensemble des utilisateurs.
L’information transmise se base sur une suite de messages envoye´s successivement
vers un ensemble choisi d’utilisateurs, par le biais de chiffre´s diffuse´s a` tous. Les utili-
sateurs appartenant a` cet ensemble sont dits privile´gie´s pour ce message (ou pour le
chiffre´ associe´). A` l’inverse, les utilisateurs non-privile´gie´s sont dits re´voque´s.
Par souci de concision, on appelle simplement ensemble privile´gie´ l’ensemble des
utilisateurs privile´gie´s.
3.1.2 Quelques questions
Si la description du proble`me apparaˆıt jusqu’a` pre´sent comme plutoˆt simple, elle
ame`ne imme´diatement diverses questions cruciales :
1. Un adversaire est-il un utilisateur re´voque´, ou une coalition de tous les utilisateurs
re´voque´s pour un message donne´ ?
2. Y a-t-il un seul e´metteur capable de diffuser des messages vers les utilisateurs, ou
n’importe qui doit-il pouvoir le faire ?
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3. Un utilisateur est-il capable de me´moriser et d’utiliser durablement des cle´s cal-
cule´es a` partir de transmissions rec¸ues, ou ne peut-il utiliser que des cle´s qui ont
lui ont e´te´ initialement donne´es ?
4. L’ensemble privile´gie´ est-il fixe ou e´volue-t-il tre`s significativement, d’un message
diffuse´ au message suivant ?
5. Le nombre des utilisateurs privile´gie´s est-il petit par rapport a` n, ou est-il au
contraire proche de n ?
La premie`re question est probablement la plus facile a` traiter : si l’utilisation
conjointe des moyens cryptographiques de deux utilisateurs re´voque´s pour un chiffre´
donne´ suffisait a` obtenir le message associe´, cela constituerait une faiblesse probable-
ment inacceptable en pratique. Les premie`res solutions propose´es, dans [FN93] notam-
ment, utilisent un parame`tre qui correspond a` la taille maximale des coalitions envi-
sage´es. Les travaux les plus re´cents, comme par exemple [BW06], s’efforcent cependant
d’apporter une robustesse face a` des coalitions de toutes tailles.
La deuxie`me question est classique en cryptographie, et revient a` demander si la
fonctionnalite´ demande´e doit eˆtre syme´trique ou asyme´trique. En effet, s’il existe un
seul e´metteur, on peut « faire confiance » a` cet e´metteur, et partager des cle´s secre`tes
syme´triques entre cet e´metteur et chacun des utilisateurs. En revanche, si n’importe
quel utilisateur ou intervenant exte´rieur doit pouvoir diffuser des messages, adapter
la me´thode pre´ce´dente revient a` demander a` chaque utilisateur de stocker des cle´s
inde´pendantes pour chaque e´metteur possible, ce qui devient rapidement inconcevable
lorsque le nombre de ces e´metteurs augmente : il faut donc avoir recours a` de la cryp-
tographie asyme´trique, afin de mettre a` disposition de tous des cle´s publiques pour
diffuser les messages.
Les trois dernie`res questions conduisent a` deux approches radicalement diffe´rentes
du proble`me : la premie`re base´e sur le partage permanent de cle´s entre les utilisa-
teurs privile´gie´s, cle´s qui e´voluent en meˆme temps que l’ensemble privile´gie´ ; l’autre
base´e sur une distribution initiale de cle´s de de´chiffrement fige´es suivant une structure
particulie`re.
3.1.2.1 Utilisateurs a` me´moire
On appelle utilisateurs a` me´moire (stateful receivers) des utilisateurs capables
de me´moriser et d’utiliser pendant de longues pe´riodes de temps des cle´s qui leur sont
transmises via des messages (ne´cessitant ou non une phase de calcul). Avec de tels
utilisateurs, on peut envisager transmettre de manie`re se´curise´e une cle´ de de´chiffrement
commune aux utilisateurs privile´gie´s, et utiliser cette cle´ pour diffuser des messages tre`s
efficacement.
Par contre, il faut renouveler cette cle´ de`s lors qu’un utilisateur jusque la` re´voque´
devient privile´gie´, ou inversement : lorsque l’ensemble privile´gie´ e´volue, il faut ge´ne´rer
et distribuer une nouvelle cle´ a` l’ensemble des nouveaux utilisateurs privile´gie´s.
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Une telle strate´gie est particulie`rement adapte´e lorsque l’ensemble privile´gie´ est
fige´ ou e´volue faiblement : on peut alors accepter un couˆt potentiellement e´leve´ lors
de modifications de cet ensemble, si l’envoi des messages est tre`s efficace. L’un des
inconve´nients majeurs de cette approche est que les utilisateurs doivent potentiellement
eˆtre en permanence en ligne et a` l’e´coute de tous les messages e´mis : en effet, les mises
a` jour des cle´s sont envoye´es ponctuellement, et si un utilisateur « manque » l’une de
ces mises a` jour, il peut perdre sa capacite´ a` de´chiffrer les transmissions e´mises, meˆme
s’il fait toujours partie de l’ensemble privile´gie´.
Les techniques de renouvellement des cle´s (et par conse´quent les sche´mas qui en
de´coulent) sont en ge´ne´ral plus efficaces lorsque les utilisateurs privile´gie´s sont peu
nombreux.
3.1.2.2 Utilisateurs sans me´moire
On appelle utilisateurs sans me´moire (stateless receivers) des utilisateurs qui
ne peuvent pas faire e´voluer leur e´tat interne : ils ne peuvent utiliser a` long-terme
que des cle´s qui leur ont e´te´ initialement fournies. Cette situation a e´te´ de´finie dans
[NNL01], a` la suite des travaux pre´sente´s dans [KRS99, GSW00] qui proposent des
sche´mas ou` les e´tats internes des utilisateurs ne sont modifie´s qu’apre`s des modifica-
tions importantes et durables de l’ensemble privile´gie´. La distribution initiale des cle´s
joue donc un roˆle primordial, et la diffusion doit donc reposer sur une structure parti-
culie`re de ces cle´s ; structure qui ne peut e´voluer en fonction de l’ensemble privile´gie´.
Cette structure peut porter sur la distribution bien choisie de cle´s inde´pendantes, mais
e´galement sur le choix de cle´s corre´le´es (par le biais de fonctions de de´rivation de cle´s, ou
d’e´quations alge´briques) : certains sche´mas font d’ailleurs appel a` ces deux techniques
simultane´ment.
Dans un tel contexte, la diffusion d’un message est plus complexe (et couˆteuse)
qu’un simple chiffrement. A` chaque nouvelle e´mission, il faut repartir de la structure
initialement construite, que l’ensemble des utilisateurs privile´gie´s ait fortement e´volue´
ou pas. On n’a donc pas de relation de proximite´ d’un ensemble privile´gie´ par rapport
a` l’ensemble privile´gie´ qui le suit : on ne peut pas be´ne´ficier d’une quelconque struc-
ture commune entre eux, et a` l’inverse on ne perd pas en efficacite´ a` devoir changer
radicalement d’ensemble privile´gie´.
On peut ne´anmoins envoyer efficacement des messages assez longs pour un ensemble
privile´gie´ fixe, en utilisant un chiffrement hybride1 : on conside`re en effet que meˆme
si un utilisateur sans me´moire ne peut stocker sur une pe´riode de temps non-de´finie
une cle´ non fournie initialement, il a quand meˆme la capacite´ d’enregistrer une cle´
1Le chiffrement hybride consiste pour l’e´metteur a` envoyer une cle´ de de´chiffrement et un long
message chiffre´ pour cette cle´ : un destinataire peut obtenir la cle´ de de´chiffrement et l’utiliser pour
obtenir le long message. Cette technique est spe´cifiquement inte´ressante quand le chiffrement disponible
entre l’e´metteur et le destinataire est couˆteux (temps de transmission, calculs) : seule une cle´ est
transmise par ce biais, et une autre technique de chiffrement, beaucoup plus efficace, est utilise´e pour
chiffrer le contenu proprement dit. On utilise en particulier le chiffrement hybride de manie`re quasi-
syste´matique pour envoyer un contenu long avec de la cryptographie asyme´trique.
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calcule´e a` partir d’une transmission et de l’utiliser successivement sur les parties d’un
long message. En revanche, cette cle´ ne peut eˆtre conserve´e apre`s la transmission de ce
message.
De tels sche´mas sont donc particulie`rement adapte´s lorsque l’ensemble privile´gie´
change fre´quemment et de manie`re importante. L’efficacite´ d’un sche´ma de´pend de la
structure choisie des cle´s initiales. Le cas d’un faible nombre d’utilisateurs re´voque´s
peut par exemple eˆtre assez favorable dans certains sche´mas.
3.1.3 Exemples triviaux
3.1.3.1 Exemple 1 : une cle´ initiale par ensemble possible
Un premier exemple consiste a` associer a` chaque ensemble d’utilisateurs une cle´ (ou
un couple de cle´s) spe´cifique, et confier initialement a` chaque utilisateur l’ensemble des
cle´s de de´chiffrement correspondant aux ensembles auxquels il appartient. L’utilisation
de la cle´ de chiffrement correspondant a` un ensemble donne´ pour chiffrer un message
assure que les membres de cet ensemble sont exactement les utilisateurs privile´gie´s pour
ce message.
Ce sche´ma est optimal pour l’envoi des messages, mais le nombre exponentiel de
cle´s (de l’ordre de 2n, ou` n est le nombre d’utilisateurs) qui doivent eˆtre stocke´es par
les utilisateurs fait qu’il n’est pas envisageable au-dela` de quelques utilisateurs.
3.1.3.2 Exemple 2 : des chiffrements inde´pendants d’une cle´ commune
Un second exemple consiste a` distribuer initialement une cle´ de de´chiffrement spe´ci-
fique a` chaque utilisateur. L’e´metteur envoie une cle´ commune chiffre´e inde´pendamment
pour chacun des utilisateurs privile´gie´s. Tant que l’ensemble privile´gie´ n’e´volue pas,
l’e´metteur utilise cette cle´ commune pour chiffrer les messages qu’il souhaite envoyer.
Lorsque l’ensemble privile´gie´ e´volue, l’e´metteur ge´ne`re une nouvelle cle´ commune et la
distribue de la meˆme manie`re.
Ce sche´ma, base´ sur des utilisateurs avec me´moire, est performant lorsque l’en-
semble privile´gie´ n’e´volue presque pas, et lorsque le nombre des utilisateurs privile´gie´s
reste faible. En effet, le sur-couˆt en transmission de ce sche´ma par rapport au sche´ma
pre´ce´dent correspond aux phases de distribution des cle´s qui n’ont lieu que lorsque
l’ensemble privile´gie´ change, et le trafic ge´ne´re´ lors de l’une de ces distributions est
line´aire en le nombre d’utilisateurs privile´gie´s.
3.1.4 Le sche´ma LKH (logical key hierarchy)
Le sche´ma LKH (logical key hierarchy) a e´te´ propose´ inde´pendamment dans [WGL98]
et dans [WHA99]. Il s’agit d’une ame´lioration significative de l’exemple 2 pre´sente´ dans
le paragraphe pre´ce´dent, toujours dans le cadre des utilisateurs avec me´moire.
Chacun des utilisateurs est initialement muni, comme dans l’exemple 2, d’une cle´
qui lui est propre. Par la suite, lorsqu’il devient privile´gie´, cet utilisateur rec¸oit un
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ensemble de cle´s. La premie`re est utilise´e pour recevoir des messages, alors que les
autres servent a` renouveler cette premie`re cle´ lorsque l’ensemble privile´gie´ e´volue.
De manie`re plus concre`te, l’ensemble privile´gie´ est muni d’une structure d’arbre,
ou` les utilisateurs privile´gie´s sont place´s sur les feuilles. Un nœud interne correspond
a` une cle´, qui n’est connue que des utilisateurs privile´gie´s place´s sur des feuilles dans
le sous-arbre du nœud interne en question. La racine de l’arbre correspond a` une cle´
connue de tous les utilisateurs privile´gie´s.
Fig. 3.1 – Sche´ma LKH : utilisateur privile´gie´ et ses cle´s connues
Lorsque l’e´metteur ajoute un utilisateur privile´gie´, il le place sur une nouvelle feuille
de l’arbre. L’e´metteur renouvelle les cle´s correspondant aux nœuds « parents » de cette
feuille, jusqu’a` la racine : pour chacun de ces nœuds, il ge´ne`re une nouvelle cle´ et l’envoie
chiffre´e par l’ancienne cle´ correspondant a` ce nœud. Le nouvel utilisateur privile´gie´
rec¸oit se´pare´ment toutes ces cle´s, chiffre´es par sa cle´ personnelle.
Fig. 3.2 – Sche´ma LKH : ajout d’un utilisateur privile´gie´
Lorsque l’e´metteur re´voque un utilisateur privile´gie´, il enle`ve la feuille correspon-
dante de l’arbre, et renouvelle les cle´s correspondant aux nœuds « parents » de cette
feuille, jusqu’a` la racine : les cle´s sont renouvele´es du bas vers le haut de l’arbre, cha-
cune des nouvelles cle´s est envoye´e chiffre´e par les cle´s correspondant a` ses descendants
directs dans l’arbre.
Lors de l’ajout ou de la re´vocation d’un utilisateur privile´gie´, il faut donc envoyer
un nombre de cle´s chiffre´es logarithmique en la taille de l’ensemble privile´gie´. Des
ame´liorations ont e´te´ apporte´es a` ce sche´ma dans [CGI+99, CMN99, PST01], notam-
ment par l’utilisation de diverses fonctions de de´rivation de cle´s pour permettre des
envois plus re´duits de cle´s chiffre´es.
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Fig. 3.3 – Sche´ma LKH : re´vocation d’un utilisateur privile´gie´
3.1.5 Les sche´mas de recouvrement par sous-ensembles
Le principe de recouvrement par des sous-ensembles fixes (subset cover) a e´te´ pro-
pose´ dans [NNL01] pour construire des sche´mas pour des utilisateurs sans me´moire. Il
s’agit en particulier de disposer de sche´mas efficaces dans le cas ou` le nombre d’utilisa-
teurs re´voque´s est faible.
3.1.5.1 Principe
L’initialisation du syste`me consiste a` de´finir une famille F d’ensembles particuliers
d’utilisateurs. Des cle´s sont ge´ne´re´es inde´pendamment pour chacun de ces ensembles,
et un utilisateur obtient initialement les cle´s de de´chiffrement correspondant aux en-
sembles auxquels il appartient.
Pour distribuer un message, un e´metteur exprime l’ensemble privile´gie´ choisi comme
la re´union d’ensembles de la famille F initialement de´finie. Il lui suffit alors de chiffrer
son message par chacune des cle´s de chiffrement correspondant a` ces ensembles.
Le choix initial de la famille F doit donc permettre d’exprimer n’importe quel
ensemble d’utilisateurs comme re´union d’ensembles appartenant a` F , et le calcul des
ensembles implique´s dans cette re´union doit eˆtre facile. A` partir de cette contrainte, il
faut trouver un bon compromis :
– du point de vue d’un utilisateur, le nombre d’ensembles de la famille F auxquels il
appartient doit eˆtre petit, car il doit me´moriser une cle´ de de´chiffrement spe´cifique
pour chacun de ces ensembles ;
– du point de vue d’un e´metteur, la famille F doit permettre d’exprimer n’importe
quel ensemble privile´gie´ en la re´union d’un faible nombre d’ensembles appartenant
a` cette famille.
On peut d’ailleurs voir les deux exemples triviaux (partie 3.1.3) comme les deux
situations extreˆmes de ce choix de famille. Dans l’exemple 1, la famille contient tous les
sous-ensembles possibles de U (cas le plus favorable a` l’e´metteur, qui n’utilise qu’une
cle´ quel que soit l’ensemble privile´gie´ choisi). Dans une version « sans me´moire » de
l’exemple 2, au contraire, la famille contient tous les singletons de U (cas le plus favo-
rable aux utilisateurs, qui ne me´morisent qu’une seule cle´).
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3.1.5.2 Le sche´ma CS (complete subtree)
Le sche´ma CS (complete subtree) est le premier sche´ma propose´ dans [NNL01].
Il repose sur l’utilisation d’un arbre binaire d’une manie`re proche du sche´ma LKH
(§3.1.4). La diffe´rence essentielle est que tous les utilisateurs sont dans l’arbre, et pas
seulement les utilisateurs privile´gie´s a` un instant donne´. Ainsi, l’arbre n’e´volue pas :
– tous les utilisateurs du syste`me sont place´s sur les feuilles de l’arbre, et disposent
d’une cle´ de de´chiffrement spe´cifique ;
– un nœud interne correspond a` une cle´ de de´chiffrement qui n’est connue que des
utilisateurs place´s sur les feuilles du sous-arbre de ce nœud interne.
Fig. 3.4 – Sche´ma CS : famille de sous-ensembles
La famille de sous-ensembles qui correspond a` cette structure est donc l’ensemble
des descendants des nœuds de l’arbre, repre´sente´e en figure 3.4 :
FCS = {desc(x) / x nœud de l’arbre}.
Pour de´terminer les ensembles a` utiliser dans une diffusion, un e´metteur de´termine
les sous-arbres les plus grands contenant exclusivement des utilisateurs privile´gie´s. La
re´union des ensembles correspondant aux racines de ces sous-arbres est e´gale a` l’en-
semble privile´gie´.
La figure 3.5 repre´sente les cinq nœuds et ensembles utilise´s pour recouvrir l’en-
semble privile´gie´ compose´ des utilisateurs A, B, E, F, G, H, I, J, K et N.
Dans le sche´ma CS, les utilisateurs doivent stocker un nombre de cle´s de de´chif-
frement logarithmique en n. Le nombre de cle´s de chiffrement utilise´es pour diffuser un
message est borne´ par n−r et par r log(n/r), ou` r est le nombre d’utilisateurs re´voque´s.
Lorsque le nombre d’utilisateurs re´voque´s n’est ni petit ni proche de n, le nombre de cle´s
a` utiliser peut varier fortement en fonction de la re´partition des utilisateurs privile´gie´s
dans l’arbre.
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Fig. 3.5 – Sche´ma CS : recouvrement de l’ensemble privile´gie´
3.1.5.3 Le sche´ma SD (subset difference)
Le sche´ma SD (subset difference) a e´galement e´te´ propose´ dans [NNL01] : il utilise la
meˆme structure en arbre binaire que le sche´ma CS, mais la famille de sous-ensembles est
diffe´rente. On de´finit un ensemble de la famille comme la diffe´rence de deux ensembles
de la famille FCS inclus l’un dans l’autre. On ajoute seulement l’ensemble de tous les
utilisateurs, ce qui donne la de´finition formelle suivante :
FSD = {U} ∪ {(S1 \ S2) / (S1, S2) ∈ FCS2, S2 ⊂ S1},
= {U} ∪ {desc(x1) \ desc(x2) / x2 ∈ desc(x1)}.
Cette famille FSD contient en particulier la famille FCS pre´ce´demment e´tudie´e,
puisque les descendants d’un nœud x peuvent s’e´crire comme les descendants du « pe`re »
de x, excepte´s les descendants du « fre`re » de x (seule la racine est traite´e se´pare´ment).
Cette famille permet donc logiquement de recouvrir les ensembles privile´gie´s par un
nombre plus petit d’ensembles appartenant a` la famille.
Pour de´terminer le recouvrement d’un ensemble privile´gie´ par des ensembles appar-
tenant a` FSD, un e´metteur doit d’abord identifier les sous-arbres contenant exclusive-
ment des utilisateurs re´voque´s. Il utilise les cle´s correspondant aux sous-arbres les plus
grands contenant des utilisateurs privile´gie´s et au plus l’un des sous-arbres re´voque´s
pre´alablement identifie´s.
La figure 3.6 repre´sente les trois couples de nœuds et ensembles utilise´s pour recou-
vrir le meˆme ensemble privile´gie´ que dans la figure 3.5 : l’efficacite´ de la diffusion est
donc meilleure que dans le sche´ma CS.
Plus pre´cise´ment, le nombre de cle´s de chiffrement utilise´es pour diffuser un message
est borne´ par n−r et par 2r−1, ou` r est le nombre d’utilisateurs re´voque´s. Dans le cas
ou` r est petit, on gagne un facteur logarithmique en r par rapport au sche´ma pre´ce´dent.
Cependant, de la meˆme manie`re que pour le sche´ma CS, lorsque ces deux bornes sont
e´leve´es, il existe des situations favorables ou` le nombre de cle´s a` utiliser est tre`s petit,
et des situations tre`s de´favorables, proches des bornes.
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Fig. 3.6 – Sche´ma SD : recouvrement de l’ensemble privile´gie´
La contrepartie est que les utilisateurs doivent a priori stocker un nombre de cle´s
de de´chiffrement bien plus grand, line´aire en n. Mais par l’utilisation de techniques de
de´rivation de cle´s, ce stockage peut eˆtre ramene´ a` un nombre de cle´s proportionnel a`
log(n)2, d’ou` n’importe laquelle des cle´s de de´chiffrement ne´cessaire peut eˆtre calcule´e
en un nombre d’ope´rations logarithmique en n.
Par contre, dans un cadre asyme´trique, les cle´s publiques correspondant a` toutes
les cle´s de de´chiffrement doivent eˆtre connues par un e´metteur, ce qui repre´sente un
stockage proportionnel a` n log(n). Ce proble`me a e´te´ re´solu dans [DF02], graˆce a` la
cryptographie a` base de couplage : le stockage ne´cessaire au chiffrement est re´duit
a` une taille constante, a` la condition de disposer d’un sche´ma de chiffrement base´ sur
l’identite´ hie´rarchique, avec des chiffre´s de taille constante. Un tel sche´ma a e´te´ propose´
quelques anne´es plus tard dans [BBG05].
Le sche´ma SD a e´te´ ame´liore´ par la suite : le sche´ma LSD (layered subset difference)
propose´ dans [HS02] e´limine un grand nombre de cle´s, en remarquant qu’on pouvait
exprimer des ensembles de la famille FSD comme une re´union d’un petit nombre d’autres
e´le´ments de cette famille. Le sche´ma SSD (stratified subset difference) propose´ dans
[GST04] ame´liore encore ces performances, pour atteindre un stockage par utilisateur
proportionnel a` log(n) tout en conservant le meˆme ordre de grandeur pour le nombre
de cle´s utilise´s dans une diffusion.
3.1.6 Une de´pendance forte en r ou n− r
Tous les sche´mas pre´sente´s jusqu’a` pre´sent ont un inconve´nient majeur : dans un
contexte ou` l’ensemble privile´gie´ est fortement variable, et lorsque r et n − r ne sont
pas spe´cialement petits, leur utilisation est inenvisageable :
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– les sche´mas de type LKH sont extreˆmement couˆteux en raison des variations de
l’ensemble privile´gie´, et il faut reconstruire toute la structure des cle´s partage´es
lors de chaque envoi d’un nouveau chiffre´, ce qui ne´cessite des transmissions au
moins line´aires en n− r ;
– les sche´mas de type CS ou SD pre´sentent des chiffre´s de taille ge´ne´ralement
line´aire en r ou n− r.
Il n’est pas vraiment surprenant que cette situation soit couˆteuse : le chiffre´ et les
e´ventuelles transmissions ne´cessaires a` l’e´tablissement d’une cle´ commune contiennent
la description de l’ensemble privile´gie´. Or cette description ne´cessite en toute ge´ne´ralite´
n bits d’information (un bit pour chaque utilisateur), qui peut eˆtre ramene´ a` r log(n) ou
(n−r) log(n) dans des cas favorables, en optant pour une liste des utilisateurs re´voque´s
ou une liste des utilisateurs privile´gie´s.
Par contre, dans des applications concre`tes, l’ensemble privile´gie´ n’est pas quel-
conque et s’appuie sur des groupes particuliers d’utilisateurs ayant des profils proches.
Sa description peut eˆtre largement compacte´e, en utilisant ces groupes d’utilisateurs,
et la borne lie´e a` la the´orie de l’information ne tient plus. L’objectif du reste de ce
chapitre et d’e´tudier ce type de cas et de proposer une solution efficace de diffusion.
3.2 Groupes d’utilisateurs de´finis par des attributs
3.2.1 Proble´matique des groupes d’utilisateurs
L’e´metteur souhaite diffuser son message a` un ensemble d’utilisateurs correspondant
a` des crite`res pre´cis, pre´de´finis, a` l’exclusion d’utilisateurs clairement identifie´s en faible
nombre, identifie´s apre`s la distribution des cle´s de de´chiffrement.
On conside`re l’exemple d’une diffusion payante de programmes te´le´vise´s. Lors de
la diffusion des programmes, l’e´metteur souhaite naturellement en limiter l’acce`s aux
utilisateurs dont l’abonnement est en cours de validite´. Mais il peut exister de tre`s
nombreux crite`res supple´mentaires permettant de choisir ou d’e´carter des utilisateurs :
type d’abonnement, localisation, date de naissance de l’utilisateur principal, limitation
d’acce`s de´cide´e par l’utilisateur. . . La figure 3.7 montre un exemple de structure d’acce`s
utilisable par un e´metteur.
Id Nom Ne´ le Abonnement Fin Re´gion
1 Alice 31/01/81 Cine´ma De´c 2007 Iˆle de France
2 Bob 01/02/81 Actualite´/Sports Aouˆt 2009 Bretagne
3 Charlie 19/05/77 Divertissements Mai 2008 Iˆle de France
4 Dan 20/09/83 Actualite´/Cine´ma Mai 2008 Centre
5 Eve 24/01/79 Divertissements/Sports Jan 2008 Rhoˆne-Alpes
Fig. 3.7 – Crite`res de diffusion
L’e´metteur correspondant a` cette structure peut envisager la diffusion d’un film
(cate´gorie cine´ma), en janvier 2008, avec une offre commerciale permettant en plus
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aux abonne´s hors Iˆle de France ne´s en janvier de voir ce film : seuls Dan et Eve sont
autorise´s a` voir ce film.
On peut supposer que l’e´metteur connaˆıt avant la distribution initiale des cle´s de
de´chiffrement les crite`res qu’il souhaite utiliser pour caracte´riser ses diffusions. Dans le
pire des cas, il peut prendre en compte de nombreux crite`res, ne sachant pas pre´cise´ment
lesquels il utilisera ulte´rieurement. Par contre, certains utilisateurs doivent eˆtre re´voque´s
suite a` un usage frauduleux de leurs cle´s de de´chiffrement. Ils ne peuvent eˆtre connus
avant la mise en place du syste`me, mais ils sont a priori peu nombreux.
3.2.2 Sche´mas pre´existants dans ce contexte
Le sche´ma LKH (§3.1.4) est mal adapte´ a` cette situation particulie`re : des ensembles
privile´gie´s successifs de´finis a` partir de crite`res proches peuvent avoir des diffe´rences
de composition tre`s importantes. Cela repre´sente donc un grand nombre d’ajouts et de
re´vocations d’utilisateurs, qui sont couˆteuses dans ce sche´ma.
Les sche´mas base´s sur les recouvrements d’ensembles (§3.1.5) propose´s dans [NNL01,
HS02, GST04] sont eux plus favorables, meˆme si les bornes mesurant l’efficacite´ d’une
diffusion ne sont pas bonnes dans ce contexte. La structure en arbre est choisie libre-
ment par l’e´metteur, et il peut utiliser cette liberte´ pour cre´er un arbre qui correspond
aux crite`res pertinents : la subdivision en sous-arbres correspond aux diffe´rents attri-
buts des utilisateurs. Ainsi, en reprenant l’arbre a` 16 utilisateurs mentionne´ en figures
3.5 et 3.6, les utilisateurs A a` H ont le meˆme premier attribut, les utilisateurs A a` D
et I a` L ont le meˆme second attribut, etc.
Avec une telle structure d’arbre calque´e sur les crite`res de diffusion, les messages
base´s sur les crite`res utilise´s dans la partie haute de l’arbre sont efficaces (voir figure
3.8). Les crite`res utilise´s dans la partie basse de l’arbre sont au contraire tre`s couˆteux
lors de leur utilisation, et correspondent meˆme aux pires cas envisageables sur de telles
structures (voir figure 3.9).
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Fig. 3.8 – Sche´ma SD : re´vocation du premier crite`re associe´ a` l’arbre
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Fig. 3.9 – Sche´ma SD : re´vocation du dernier crite`re associe´ a` l’arbre
En outre, la structure en arbre e´quilibre´ (binaire de surcroˆıt sur certains sche´mas)
implique une bonne re´partition des utilisateurs sur l’ensemble des crite`res, et des crite`res
de´finissant le meˆme nombre de classes. Ces deux contraintes sont assez fortes, et plutoˆt
irre´alistes.
Un sche´ma a` cle´ publique pour des utilisateurs sans me´moire propose´ plus re´cemment
dans [BGW05] (leur premier sche´ma) est de´crit comme ayant des cle´s prive´es et des mes-
sages chiffre´s de tailles constantes, c’est-a`-dire inde´pendantes du nombre n total d’utili-
sateurs et du nombre r d’utilisateurs re´voque´s. En fait, dans ce sche´ma, la connaissance
de la cle´ publique du syste`me est ne´cessaire aux utilisateurs pour de´chiffrer, en plus
de leur cle´ prive´e. Cette cle´ publique e´tant line´aire en n, le stockage re´sultant pour les
utilisateurs est donc e´galement line´aire en n. De plus, une description de l’ensemble pri-
vile´gie´ est ne´cessaire dans chaque diffusion, ce qui ne permet pas d’assurer des messages
chiffre´s de taille constante.
Une dernie`re possibilite´ serait d’utiliser un sche´ma de chiffrement hie´rarchique base´
sur l’identite´ avec des « jokers » (wildcards), comme pre´sente´ dans [ACD+06, BDNS06],
dans l’adaptation sugge´re´e dans [DF02] des sche´mas de recouvrement par des sous-
ensembles. La se´lection des utilisateurs correspondant a` certains attributs devient alors
envisageable, en utilisant un sche´ma de type CS, mais une application a` un sche´ma
de type SD semble plus de´licate. Enfin, les sche´mas de chiffrement hie´rarchique base´
sur l’identite´ avec des « jokers » actuellement connus ne sont pas a` taille de chiffre´
constante, ce qui signifie une perte tre`s significative d’efficacite´ dans l’adaptation a` la
diffusion, comme mentionne´ dans [BBG05].
Les sche´mas traditionnels ne sont donc manifestement pas adapte´s au contexte des
groupes d’utilisateurs, qui semble pourtant tre`s inte´ressant en pratique.
3.2.3 Objectif
L’objectif est donc de disposer d’un sche´ma de diffusion a` cle´ publique, suˆr contre
des coalitions de toutes tailles et efficace lorsque l’ensemble privile´gie´ associe´ a` un
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message chiffre´ est de´fini en fonction de crite`res ve´rifie´s par les utilisateurs.
Le fait que le sche´ma soit a` cle´ publique permet a` de nombreux e´metteurs de
partager le meˆme re´seau de distribution de contenus. De plus, elle permet une se´paration
claire des roˆles entre un gestionnaire du re´seau (qui s’occupe de la distribution des cle´s
aux utilisateurs, de l’infrastructure de diffusion) et des fournisseurs de contenus (qui
souhaitent n’avoir chacun a` faire confiance qu’au gestionnaire du re´seau, et pas aux
autres fournisseurs de contenus partageant le meˆme re´seau).
Pour chaque crite`re initialement choisi, chaque utilisateur appartient a` une classe
particulie`re d’utilisateurs, de´finie par un attribut commun : cette classe d’utilisateurs
est appele´e groupe d’utilisateurs. Par exemple, pour le crite`re « mois de naissance »
dans la base de´finie par la figure 3.7, il existe 4 groupes d’utilisateurs (Alice et Eve
/ Bob / Charlie / Dan) de´finis par 4 attributs diffe´rentes (janvier / fe´vrier / mai /
septembre).
Lorsque l’ensemble privile´gie´ d’un message est de´fini en fonction de l’appartenance
des utilisateurs aux groupes, on souhaite que le nombre de cle´s de chiffrement utilise´es
par l’e´metteur ne de´pende que du nombre de groupes implique´s, et pas du nombre
d’utilisateurs privile´gie´s ou re´voque´s. Ainsi, la re´vocation d’un groupe d’utilisateurs
de´fini par un unique attribut commun (« fin d’abonnement en 2007 ») doit pouvoir eˆtre
re´alise´e par un chiffre´ de taille constante.
De plus, la gestion des groupes doit eˆtre possible quelle que soit la structure de
ces groupes, a` la diffe´rence des sche´mas CS ou SD qui imposent des contraintes fortes,
comme mentionne´ pre´ce´demment (§3.2.2).
3.2.4 Une solution couˆteuse
En fait, des solutions de chiffrement base´ sur des attributs existent de´ja`. Un sche´ma
restreint a` un unique attribut a e´te´ propose´ dans [SW05], puis ge´ne´ralise´ dans [GPSW06].
Ces sche´mas sont dits a` politique d’acce`s base´e sur les cle´s (key-policy) : pour chaque
utilisateur, une politique d’acce`s est de´finie, et une cle´ de de´chiffrement est ge´ne´re´e
en fonction de cette politique d’acce`s. Lors du chiffrement d’un message, des attributs
sont choisis et utilise´s. Si ces attributs ve´rifient la politique d’acce`s d’un utilisateur,
alors la cle´ de de´chiffrement de cet utilisateur lui permettra de de´chiffrer. A` l’inverse,
toute coalition d’utilisateurs correspondant a` des politiques d’acce`s invalides n’est pas
en mesure de de´chiffrer.
Une variation du sche´ma [GPSW06] a e´te´ propose´e dans [BSW07] : il s’agit d’inver-
ser le roˆle de la cle´ de de´chiffrement et du chiffre´ : les attributs sont de´finis et utilise´s
pour ge´ne´rer les cle´s de de´chiffrement, tandis que la politique d’acce`s est choisie et
utilise´e dans le chiffrement. On parle alors de politique d’acce`s base´e sur les chiffre´s
(ciphertext-policy). Dans ce contexte, un sche´ma peut eˆtre facilement utilise´ pour faire
de la diffusion : non seulement la politique d’acce`s permet de de´crire facilement un en-
semble privile´gie´, mais en plus, avec un choix adapte´ des attributs pour les utilisateurs,
n’importe quel ensemble privile´gie´ peut eˆtre de´crit.
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Ces sche´mas reposent sur des techniques de partage de secret, et plus particulie`rement
celle de Shamir [Sha79] base´e sur des polynoˆmes. Une politique d’acce`s est de´finie par
une formule logique dont les e´ve´nements e´le´mentaires correspondent a` la pre´sence d’un
attribut. Les ope´rations permises sont des fonctions a` seuil : en particulier, les ope´rations
ET et OU sont exploitables. Par contre, avec une telle structure, la re´vocation est dif-
ficile, puisqu’on ne dispose pas de l’e´ve´nement e´le´mentaire correspondant a` l’absence
d’un attribut, ni de la ne´gation dans les ope´rations permises. Ce proble`me est re´solu
dans [OSW07] qui ge´ne´ralise la structure d’acce`s de [GPSW06] pour permettre l’utili-
sation d’ope´rations de ne´gation.
En combinant les re´sultats de [BSW07] et de [OSW07], on obtient ainsi un sche´ma
qui re´pond a` l’objectif de´crit pre´ce´demment (section 3.2.3). Par contre, ce sche´ma
ne´cessite des calculs importants lors du de´chiffrement : le sche´ma repose sur des groupes
avec couplage, et le nombre de couplages a` calculer lors d’un de´chiffrement est line´aire
en le nombre d’attributs utilise´s dans la politique d’acce`s. Or dans la diffusion, le
de´chiffrement doit eˆtre re´alise´ par les utilisateurs, c’est-a`-dire par des de´codeurs dont on
cherche a` minimiser le couˆt. On ne peut donc pas accepter des calculs aussi importants
dans la phase de de´chiffrement.
3.2.5 Contribution
Dans ce chapitre, on pre´sente un nouveau sche´ma de diffusion avec gestion de
groupes d’utilisateurs, dont la conception repose sur des me´canismes comple`tement
diffe´rents des sche´mas [GPSW06, BSW07, OSW07]. Dans ce sche´ma, le de´chiffrement
ne´cessite un nombre fixe (3) de couplages, quel que soit le nombre d’attributs associe´s
a` un utilisateur et quelle que soit la politique d’acce`s utilise´e lors du chiffrement.
Ce sche´ma ne´cessite en revanche l’utilisation de politiques d’acce`s d’une forme par-
ticulie`re : il s’agit exclusivement de disjonctions (ope´rations OU, s’appuyant sur le prin-
cipe de recouvrement par des ensembles de [NNL01]) de conjonctions (ope´rations ET)
d’e´ve´nements e´le´mentaires correspondant a` la pre´sence ou a` l’absence d’un attribut.
De telles politiques d’acce`s sont assez restrictives, mais en pratique, elles correspondent
relativement bien a` ce que l’on attend d’une gestion des attributs dans un protocole de
diffusion.
Le principe de ce sche´ma repose sur la the´orie des polynoˆmes, et en particulier sur le
calcul de plus grands diviseurs communs. En effet, une cle´ de de´chiffrement est associe´e
a` un polynoˆme dont les racines de´pendent des attributs correspondant a` l’utilisateur. Le
chiffrement est associe´ a` un second polynoˆme, dont les racines de´pendent des attributs
re´voque´s et des attributs requis. Le de´chiffrement consiste a` calculer le plus grand
commun diviseur commun de ces polynoˆmes. Pour tout polynoˆme associe´ a` une cle´
valide pour un chiffre´ donne´, ce diviseur est exactement le polynoˆme dont les racines
correspondent aux attributs requis, inde´pendamment de la cle´ de de´chiffrement utilise´e.
Pour tout polynoˆme associe´ a` une cle´ non-valide, ce diviseur est diffe´rent.
En termes de tailles de cle´s et de chiffre´s, la taille d’une cle´ de de´chiffrement est
line´aire en le nombre d’attributs correspondant a` cette cle´. La taille d’un chiffre´ est
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line´aire en le nombre d’attributs utilise´s dans la politique d’acce`s. La situation est
donc particulie`rement favorable dans le cadre de la diffusion. En revanche, la cle´ de
chiffrement est line´aire en le nombre total d’attributs du syste`me, donc tre`s longue.
Ce n’est cependant pas un obstacle majeur, puisqu’un e´metteur doit disposer d’une
base de donne´es avec tous les utilisateurs du syste`me et leurs attributs. De plus, un
e´metteur qui n’a besoin de manipuler qu’un petit nombre d’attributs peut utiliser une
cle´ de chiffrement line´aire en ce petit nombre d’attributs.
En termes de puissance de calcul ne´cessaire, le chiffrement ne´cessite un unique
couplage et un nombre d’ope´rations de groupe (additions et multiplications par des
scalaires) line´aire en le nombre d’attributs utilise´s dans la politique d’acce`s choisie. De
plus, si le couplage est conside´re´ comme une ope´ration trop couˆteuse pour le chiffrement,
on peut l’e´viter en rallongeant la cle´ publique (via l’insertion d’e´le´ments du groupe
d’arrive´e du couplage) et au prix de nouvelles ope´rations de groupe. Le de´chiffrement
ne´cessite essentiellement trois couplages, en plus des ope´rations de groupe classiques
dont le nombre est line´aire en le nombre d’attributs utilise´s dans la politique d’acce`s et
le nombre d’attributs associe´s a` la cle´ de de´chiffrement.
3.3 Mode`les et se´curite´
3.3.1 Groupes d’utilisateurs
Dans les applications vise´es, le nombre d’utilisateurs est tre`s grand, et le nombre
de groupes d’utilisateurs sera e´galement tre`s grand (il est souhaitable de disposer pour
chaque utilisateur d’un groupe contenant uniquement cet utilisateur, voir §3.3.3). Par
contre, un utilisateur n’appartient qu’a` un nombre restreint de groupes. On choisit donc
un formalisme des groupes d’utilisateurs adapte´.
De´finition 3.1 (Groupe d’utilisateurs) Un groupe d’utilisateurs est une partie G
de U = {1, . . . , n}. On conside`re un ensemble de l groupes d’utilisateurs (Gi)16i6l ; on
associe inversement a` tout utilisateur u ∈ U l’ensemble B(u) des groupes auxquels il
appartient : B(u) = {i ∈ {1, . . . , l} / u ∈ Gi} ⊂ {1, . . . , l}.
3.3.2 Diffusion par groupes
Le mode`le suivant de la diffusion avec gestion de groupes s’appuie sur les de´finitions
donne´es dans [BGW05] (diffusion) et dans [BSW07] (attributs ou groupes d’utilisa-
teurs). Il est cependant adapte´ spe´cifiquement aux structures d’acce`s conside´re´es par
le sche´ma e´tudie´, de´fini en partie 3.4.
Il ne prend pas en compte le « dynamisme » possible des sche´mas, c’est-a`-dire la
capacite´ d’un sche´ma de diffusion par groupes a` autoriser de nouveaux utilisateurs
a` rejoindre le syste`me progressivement, sans modifier les cle´s de de´chiffrement de´ja`
donne´es et utilise´es. Cette notion de dynamisme a e´te´ sugge´re´e dans [DPP07], et un
mode`le adapte´ a e´te´ conc¸u. Le sche´ma construit plus loin semble cependant ve´rifier une
telle proprie´te´ de dynamisme.
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De´finition 3.2 (Sche´ma de diffusion avec gestion de groupes) Un sche´ma de
diffusion a` cle´ publique avec gestion de groupes est un ensemble de trois algorithmes,
de´finis a` partir d’un parame`tre de se´curite´ λ :
– Setup(λ, n, (B(u))16u6n) : algorithme randomise´ de ge´ne´ration des cle´s, qui prend
pour entre´es le parame`tre de se´curite´ λ, le nombre d’utilisateurs n et une des-
cription (B(u))16u6n de groupes d’utilisateurs. Il retourne une cle´ publique de
chiffrement EK, et n cle´s de de´chiffrement (dk(u))16u6n ;
– Encrypt(EK,BN ,BR) : algorithme randomise´ de chiffrement, qui prend en entre´e
une cle´ publique de chiffrement EK et deux ensembles de groupes, BN et BR. Il
retourne un enteˆte hdr et une cle´ K de chiffrement de message, appartenant a`
un ensemble fini de cle´s K ;
– Decrypt(dk(u),hdr) : algorithme de´terministe de de´chiffrement, qui prend en
entre´e une cle´ de de´chiffrement dk(u) donne´e a` un utilisateur u et un enteˆte hdr.
Si l’enteˆte est issu d’un appel a` l’algorithme de chiffrement utilisant (BN ,BR)
tels que BN ⊂ B(u) et B(u) ∩ BR = ∅, alors cet algorithme retourne une cle´ de
chiffrement de message K ∈ K.
Dans le me´canisme de chiffrement, un message M est chiffre´ avec une cle´ de chiffre-
ment de message K, et le chiffre´ re´sultant est diffuse´ avec un enteˆte hdr. Les utilisateurs
privile´gie´s pour ce message :
– appartiennent simultane´ment a` tous les groupes « requis », de´finis par BN ;
– n’appartiennent a` aucun des groupes « re´voque´s », de´finis par BR.
Ces utilisateurs privile´gie´s sont capables d’obtenir la cle´ de chiffrement de messages
K, et d’en de´duire le message M a` partir de son chiffre´ : il s’agit d’un me´canisme de
chiffrement hybride.
On remarque que dans les de´finitions pre´ce´dentes, la cle´ de de´chiffrement et l’enteˆte
sont les seuls e´le´ments ne´cessaires a` un utilisateur privile´gie´ pour de´terminer la cle´
de chiffrement de messages K : la connaissance de la cle´ publique de chiffrement du
sche´ma, d’autres e´le´ments publics, ou de l’ensemble privile´gie´ ne sont pas ne´cessaires
pour re´aliser le de´chiffrement. Le couˆt en transmission d’un tel sche´ma de diffusion
correspond donc a` la taille de l’enteˆte.
En fait, dans le sche´ma de´fini ulte´rieurement (partie 3.4), la connaissance de l’en-
semble privile´gie´ est implicitement transmise dans l’enteˆte, qui contient des e´le´ments
repre´sentant les groupes requis et les groupes re´voque´s.
3.3.3 Choix des groupes
Dans cette de´finition, le chiffrement n’est pas base´ sur un ensemble privile´gie´ quel-
conque, mais sur la description d’un ensemble privile´gie´ a` partir des groupes d’utili-
sateurs. Il n’est donc pas garanti qu’on puisse diffuser un message a` n’importe quel
ensemble privile´gie´, alors que c’est traditionnellement ce que l’on attend d’un sche´ma
de diffusion. On s’e´carte donc temporairement de la description du mode`le de se´curite´
pour traiter plus pre´cise´ment le choix des groupes d’utilisateurs.
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Tout d’abord, on envisage un sche´ma de´crit par la de´finition 3.2 de la section
pre´ce´dente comme un sche´ma de recouvrement par sous-ensembles (de´crit en §3.1.5) :
on s’autorise donc a` utiliser plusieurs chiffre´s « e´le´mentaires », c’est-a`-dire de´crits par
la de´finition, pour envoyer le meˆme message ou une meˆme cle´ lorsqu’on utilise un chif-
frement hybride pour plus d’efficacite´ (voir §3.1.2.2). Pour permettre une diffusion a`
n’importe quel ensemble privile´gie´, il suffit donc de pouvoir exprimer un tel ensemble
privile´gie´ comme une re´union d’ensembles correspondant aux destinataires de chiffre´s
e´le´mentaires.
Une condition tre`s simple permet de garantir que n’importe quel ensemble privile´gie´
est possible : il suffit que tout utilisateur soit l’unique membre d’un groupe. Dans cette
hypothe`se, on peut cre´er des messages chiffre´s a` destination d’un unique utilisateur (en
imposant l’appartenance au groupe dont il est l’unique membre) ou a` destination de
tous les utilisateurs sauf un (il suffit de re´voquer le groupe dont il est l’unique membre).
Ainsi, on peut envoyer un message « se´pare´ment » a` tous les membres d’un ensemble
privile´gie´ quelconque, en utilisant un chiffre´ e´le´mentaire par utilisateur privile´gie´. Donc
en plus des groupes de´termine´s par les attributs des utilisateurs, on ajoute un groupe
par utilisateur, qui ne contient que cet utilisateur.
En fait, l’objectif recherche´ n’est pas prioritairement de pouvoir diffuser un mes-
sage a` n’importe quel ensemble privile´gie´, mais il semble raisonnable de permettre a`
un e´metteur de pouvoir le faire avec la meilleure efficacite´ possible. Pour cela, il suffit
de cre´er encore de nouveaux groupes, correspondant a` une structure en arbre binaire
des utilisateurs : pour chaque noeud interne, on de´finit un nouveau groupe, contenant
tous ses descendants dans l’arbre. On obtient alors exactement les chiffre´s e´le´mentaires
correspondant a` la me´thode SD (voir §3.1.5.3) avec une se´lection d’un groupe et une
re´vocation d’un groupe. Si les chiffre´s e´le´mentaires ont une taille fixe dans ces condi-
tions (ce qui est le cas avec le sche´ma pre´sente´ ulte´rieurement), on obtient un couˆt en
transmission e´quivalent a` la me´thode SD lorsque l’ensemble privile´gie´ est quelconque.
3.3.4 Mode`le de se´curite´
On conside`re la se´curite´ se´mantique d’un sche´ma de diffusion a` cle´ publique, avec
gestion de groupes, de´fini comme pre´ce´demment.
De´finition 3.3 (Jeu IND-CPA) Le jeu d’indistinguabilite´ pour des attaques a` clairs
choisis, note´ IND-CPA, pour un sche´ma de diffusion se de´roule entre un challenger,
qui mode´lise la ge´ne´ration des cle´s et la diffusion des messages, et un adversaire, c’est-
a`-dire un algorithme randomise´ :
– le challenger et l’adversaire sont initialise´s avec une description d’un ensemble
de l groupes d’utilisateurs : (B(u))16u6n ;
– l’adversaire A de´termine deux ensembles de groupes, BN et BR, correspondant au
chiffrement sur lequel il veut eˆtre de´fie´ ;
– le challenger ge´ne`re les cle´s par l’appel Setup(λ, n, (B(u))16u6n), et transmets
a` l’adversaire A la cle´ publique de chiffrement, EK, ainsi que les cle´s de de´chif-
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frement dk(u) des utilisateurs u re´voque´s par l’utilisation des ensembles de groupes
choisis pre´ce´demment, c’est-a`-dire tels que : BN ∩B(u) 6= BN ou BR ∩B(u) 6= ∅ ;
– le challenger lance Encrypt(EK,BN ,BR), et obtient un enteˆte hdr et une cle´ de
chiffrement de message K ∈ K. Il choisit ale´atoirement et uniforme´ment un bit b
dans {0, 1}, puis une cle´ de chiffrement de message K1−b dans K. Il fixe Kb = K,
et divulgue le triplet (hdr,K0,K1) a` l’adversaire A ;
– l’adversaire A re´pond par un bit b′.
Dans ce jeu, l’adversaire est suppose´ statique, c’est-a`-dire qu’il doit choisir les
groupes sur lesquels il veut eˆtre de´fie´ avant la distribution des cle´s de de´chiffrement
aux utilisateurs. Cette restriction est classique, et se retrouve dans tous les mode`les
utilise´s en diffusion : on ne connaˆıt pas de sche´ma suˆr face a` un adversaire adaptatif,
c’est-a`-dire un adversaire qui indique les utilisateurs qu’il souhaite corrompre apre`s la
distribution des cle´s de de´chiffrement.
De´finition 3.4 (Avantage IND-CPA d’un adversaire) L’adversaire A gagne le
jeu pre´ce´dent lorsque le bit b′ qui constitue sa sortie est e´gal au bit b choisi ale´atoirement
par le challenger.
L’avantage de l’adversaire A dans ce jeu pour les parame`tres (λ, n, (B(u))16u6n)
de´pend de sa probabilite´ de gain, calcule´e sur l’ensemble des ale´as utilise´s lors de la
ge´ne´ration des cle´s et du chiffrement, et sur l’ale´a utilise´ par l’adversaire A :
Advind(λ, n, (B(u)),A) = |2 Pr[b′ = b]− 1|.
De´finition 3.5 (Se´curite´ IND-CPA d’un sche´ma) Un sche´ma de diffusion a` cle´
publique avec gestion de groupes est IND-CPA suˆr contre des coalitions statiques de
toutes tailles si pour tout adversaire A probabiliste polynomial en temps (en λ) et pour
toute structure d’au plus l groupes d’utilisateurs (B(u))16u6n, l’avantage de cet ad-
versaire, note´ Advind(λ, n, (B(u)),A), est une fonction ne´gligeable en λ, lorsque n et l
croissent au plus polynomialement en λ.
On peut construire de la meˆme manie`re des de´finitions de se´curite´ plus forte, en
permettant a` un adversaire d’acce´der a` des oracles de de´chiffrement correspondant aux
utilisateurs dont il ne connaˆıt pas les cle´s de de´chiffrement. Cependant, on se limite
a` un mode`le de se´curite´ plus faible dans la mesure ou` il existe des transformations
ge´ne´riques (comme celles pre´sente´es dans [FO99a, FO99b, OP01]) qui repre´sentent un
couˆt marginal et qui permettent de transformer un sche´ma suˆr dans un mode`le faible
en un sche´ma suˆr dans un mode`le fort (avec oracles de de´chiffrement), dans le mode`le
de l’oracle ale´atoire.
3.4 Sche´ma
La construction propose´e dans cette partie est base´e sur un proble`me de´fini pour
des groupes cycliques avec un couplage, comme il en existe de tre`s nombreux exemples
depuis l’hypothe`se biline´aire Diffie-Hellman pre´sente´e dans [Jou00].
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Soit p le nombre premier correspondant au cardinal des groupes cycliques avec cou-
plage utilise´s : la longueur de p de´pend de la se´curite´ voulue. Dans ce sche´ma, on de´finit,
pour chaque groupe d’utilisateurs, un e´le´ment public, qu’on appellera abusivement at-
tribut, dans l’ensemble (Z/pZ). Chaque utilisateur u est de´crit par l’ensemble Ω(u)
des attributs qui lui correspondent, e´troitement lie´ a` l’ensemble B(u) de´fini dans les
de´finitions du mode`le (partie 3.3).
La cle´ de de´chiffrement de l’utilisateur u est construite essentiellement a` partir de
Ω(u). La taille de cette cle´ de de´chiffrement de´pend line´airement de |Ω(u)|, c’est-a`-dire
du nombre de groupes auxquels appartient l’utilisateur u. Le chiffrement utilise deux
ensembles d’attributs, ΩN et ΩR (de manie`re similaire a` la de´finition 3.2 donne´e en
partie 3.3). L’enteˆte re´sultant a une taille line´aire en |ΩN | + |ΩR|, nombre de groupes
implique´s dans ce chiffrement.
3.4.1 Ge´ne´ration des cle´s
A` partir du parame`tre de se´curite´ λ, la premie`re e´tape de la ge´ne´ration des cle´s
(Setup) consiste a` construire des groupes avec un couplage, c’est-a`-dire un 6-uplet
(G1,G2, g1, g2, e, p) tel que :
– G1 et G2 sont deux groupes cycliques d’ordre premier p, note´s additivement ;
– g1 est un ge´ne´rateur de G1 ;
– e est un couplage non-de´ge´ne´re´ de G1 ×G1 dans G2 :
– pour tous a, b ∈ (Z/pZ), e(a g1, b g1) = ab.e(g1, g1),
– g2 = e(g1, g1), g2 est un ge´ne´rateur de G2 ;
– la longueur de p est e´gale a` λ ;
– les lois des groupes G1 et G2 ainsi que l’application biline´aire e peuvent eˆtre
calcule´es efficacement, c’est-a`-dire polynomialement en λ.
On remarque que le couplage est pris dans un contexte syme´trique comme par
exemple dans [Jou00, BF01] : les deux groupes de de´part sont identiques.
Chaque groupe d’utilisateurs Gi est associe´ a` un attribut µi dans (Z/pZ). Ces at-
tributs doivent eˆtre choisis deux a` deux diffe´rents. Un attribut supple´mentaire µ0 est
choisi en plus, dans les meˆmes conditions que les attributs pre´ce´dents : il correspond a`
un ensemble d’utilisateurs virtuel, qui ne contient aucun utilisateur.
On choisit de plus quatre e´le´ments (α, β, γ et δ) ale´atoirement dans (Z/pZ)∗ : ils
sont choisis uniforme´ment dans (Z/pZ)∗, a` l’exception de α qui doit eˆtre diffe´rent de
tous les attributs pre´ce´dents.
La cle´ publique de chiffrement est :
EK =
(
g1 , β γ δ g1 , (µi)06i6l ,
(
αi g1
)
06i6l
,
(
αi γ g1
)
06i6l
,
(
αi δ g1
)
06i6l
)
.
Dans une version a` e´metteur unique du sche´ma, c’est-a`-dire ou` la cle´ de chiffrement
est secre`te et seulement divulgue´e a` l’e´metteur, on peut utiliser une cle´ de chiffrement
plus petite : EK =
(
g1 , α , β , γ , δ , (µi)06i6l
)
.
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Pour chaque utilisateur u ∈ U , un e´le´ment supple´mentaire su est choisi ale´atoirement
et uniforme´ment dans (Z/pZ)∗. Soit Ω(u) l’ensemble des attributs associe´s a` l’utilisa-
teur u : Ω(u) = {µi ∈ (Z/pZ) / i ∈ B(u)}. Soit l(u) la taille de cet ensemble Ω(u). On
de´finit Π(u) =
∏
µ∈Ω(u)(α− µ). La cle´ de de´chiffrement de l’utilisateur u est :
dk(u) =
(
Ω(u), (β + su) δ g1 , γ suΠ(u) g1 ,
(
αi γ δ su g1
)
06i<l(u)
)
.
On remarque que la cle´ de de´chiffrement d’un utilisateur de´pend d’un parame`tre
su qui n’apparaˆıt pas dans la cle´ de chiffrement. Il s’agit simplement d’une randomisa-
tion des cle´s de de´chiffrement, mise en place pour rendre les cle´s de de´chiffrement de
diffe´rents utilisateurs non combinables entre elles.
3.4.2 Chiffrement
Conforme´ment a` la de´finition 3.2 de la partie 3.3, le chiffrement (Encrypt) utilise la
cle´ publique de chiffrement EK et deux ensembles de groupes d’utilisateurs, BN et BR.
On de´finit tout d’abord les ensembles des attributs associe´s aux ensembles de groupes2 :
ΩN = {µi / i ∈ BN} et ΩR = {µi / i ∈ BR}, avec lN = |ΩN | et lR = |ΩR|.
Si ΩN ∩ ΩR est non-vide, le chiffrement est abandonne´ : on ne peut demander a` un
utilisateur d’eˆtre simultane´ment membre et non-membre d’un groupe d’utilisateurs.
Sinon, on choisit ale´atoirement et uniforme´ment un e´le´ment r dans (Z/pZ)∗. On
pose les notations suivantes :
ΠN =
∏
µ∈ΩN
(α− µ) , ΠR =
∏
µ∈ΩR
(α− µ) , ΠNR = ΠN ΠR .
L’enteˆte et la cle´ calcule´s par le chiffrement sont de´finis par les formules suivantes,
ou` r est un e´le´ment choisi ale´atoirement et uniforme´ment dans (Z/pZ)∗ :
hdr =
(
ΩN ,ΩR, rΠNR g1 , γ rΠN g1 ,
(
αi δ r g1
)
06i<lR
)
,
K = β γ δ rΠN g2.
Tous ces e´le´ments peuvent eˆtre calcule´s par un e´metteur en utilisant seulement la
cle´ publique de chiffrement EK. En effet, les e´le´ments de l’enteˆte sont calcule´s par une
multiplication par r d’e´le´ments de EK (ou d’une combinaison line´aire de tels e´le´ments).
La cle´ K est calcule´e par la formule : K = e (β γ δ g1 , rΠN g1).
2Une modification apparaˆıt dans le cas ou` BR est vide. Dans ce cas, ΩR est de´fini par : ΩR = {µ0},
et lR = 1. Cette modification pratique est utilise´e car la se´curite´ du sche´ma ne´cessite que ΩR soit
non-vide : on conside`re alors que le groupe « virtuel » ne contenant aucun utilisateur est un groupe
re´voque´.
84 Diffusion par groupes
3.4.3 De´chiffrement
On conside`re le de´chiffrement (Decrypt) d’un enteˆte hdr avec la cle´ de de´chiffrement
dk(u) de l’utilisateur u :{
dk(u) = (Ω(u),dk1,dk2,dk3,0, . . . ,dk3,l(u)−1) ,
hdr = (ΩN ,ΩR,hdr1,hdr2,hdr3,0, . . . ,hdr3,lR−1) .
L’utilisateur u est privile´gie´ pour cet enteˆte si son ensemble d’attributs Ω(u) contient
l’ensemble ΩN des attributs impose´s, et s’il a une intersection vide avec l’ensemble
ΩR des attributs re´voque´s. Pour obtenir la cle´ correspondant a` l’enteˆte, on commence
par utiliser l’algorithme d’Euclide e´tendu sur les polynoˆmes
∏
µ∈(ΩN∪ΩR)(X − µ) et∏
µ∈Ω(u)(X−µ). Cet algorithme calcule deux polynoˆmes V (X) et W (X), a` coefficients
dans (Z/pZ), et de degre´s respectivement infe´rieurs a` l(u) et lR, tels que :
V (X)
∏
µ∈(ΩN∪ΩR)
(X − µ) +W (X)
∏
µ∈Ω(u)
(X − µ) =
∏
µ∈ΩN
(X − µ).
En notant V (X) =
∑
06i<l(u) viX
i et W (X) =
∑
06i<lR
wiX
i, la formule suivante
permet de calculer la cle´ a` partir de ces polynoˆmes :
K(dk(u),hdr) = e(dk1,hdr2) − e
l(u)−1∑
i=0
vi dk3,i , hdr1
 − e(dk2 , lR−1∑
i=0
wi hdr3,i
)
.
3.4.4 Consistance
On ve´rifie de´sormais la consistance du chiffrement, c’est-a`-dire que le de´chiffrement
d’un enteˆte valide par la cle´ d’un utilisateur privile´gie´ conduit a` la cle´ associe´e a` l’enteˆte
lors du chiffrement.
On conside`re donc un enteˆte hdr et une cle´ K issus d’un chiffrement, et une cle´ de
de´chiffrement dk(u) correspondant a` un utilisateur u privile´gie´ pour ce chiffrement. Le
de´chiffrement conduit alors a` :
K(dk(u),hdr) = (β + su) γ δ rΠN g2 − γ δ r su V (α)ΠNR g2 − γ δ r suW (α)Π(u) g2.
Par de´finition de V etW , on a la proprie´te´ suivante : V (α)ΠNR+W (α)Π(u) = ΠN .
La cle´ calcule´e lors du de´chiffrement est donc exactement e´gale a` la cle´ K associe´e a`
l’enteˆte :
K(dk(u),hdr) = (β + su) γ δ rΠN g2 − γ δ r suΠN g2 = β γ δ rΠN g2.
3.5 Preuve de se´curite´
Le sche´ma de´fini en partie 3.4 peut eˆtre prouve´ par des me´thodes diverses. La
strate´gie habituelle consiste a` de´finir une hypothe`se de se´curite´, a` prouver que le sche´ma
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est suˆr sous cette hypothe`se de se´curite´, puis a` prouver cette hypothe`se dans le mode`le
ge´ne´rique de groupes avec couplage (voir chapitre 2).
Si on suit cette strate´gie, on doit donc de´finir une nouvelle hypothe`se de se´curite´,
qui consiste en une version de´cisionnelle du proble`me GDHE (General Diffie-Hellman
Exponent) mentionne´ et prouve´ dans la version e´tendue de [BBG05].
On choisit ici une preuve directement dans le mode`le ge´ne´rique de groupes avec
couplage. Une approche directe ne pre´sente formellement pas moins de garanties de
se´curite´ qu’en passant par une hypothe`se interme´diaire. On commence donc par de´finir
le proble`me de´cisionnel correspondant a` la se´curite´ IND-CPA du sche´ma de diffusion
a` cle´ publique avec gestion de groupes propose´ pre´ce´demment (partie 3.4). On prouve
alors la robustesse de ce proble`me dans le mode`le ge´ne´rique des groupes avec couplage.
3.5.1 Proble`me de´cisionnel IND-CPA du sche´ma
– Soient G1 et G2 deux groupes cycliques d’ordre premier p, soit e un couplage non
de´ge´ne´re´ de G1 ×G1 dans G2. Soit g1 un ge´ne´rateur de G1 et g2 = e(g1, g1).
– Soit (µi)06i6l une famille d’e´le´ments de (Z/pZ) deux a` deux diffe´rents. Pour tout
utilisateur u ∈ U , soit su un e´le´ment de (Z/pZ)∗, soit Ω(u) un sous-ensemble de
{µ1, . . . , µl}, de taille l(u).
– Soit α un e´le´ment de (Z/pZ)∗ diffe´rent des µi. Soient β, γ et δ des e´le´ments de
(Z/pZ)∗. Soit ΩN un sous-ensemble de {µ1, . . . , µl}. Soit ΩR un sous-ensemble
non-vide de {µ0, . . . , µl} d’intersection vide avec ΩN . Soient lN et lR les tailles
respectives des ensembles ΩN et ΩR.
– Soit b un bit, et K1−b un e´le´ment de G2∗.
La cle´ publique de chiffrement est :
EK =
(
g1 , β γ δ g1 , (µi)06i6l ,
(
αi g1
)
06i6l
,
(
αi γ g1
)
06i6l
,
(
αi δ g1
)
06i6l
)
.
Pour tout utilisateur u ∈ U , on de´finit Π(u) =∏µ∈Ω(u)(α−µ). La cle´ de de´chiffrement
dk(u) de l’utilisateur u est :
dk(u) =
(
Ω(u), (β + su) δ g1 , γ suΠ(u) g1 ,
(
αi γ δ su g1
)
06i<l(u)
)
.
On de´finit : ΠN =
∏
µ∈ΩN (α− µ), ΠR =
∏
µ∈ΩR(α− µ) et ΠNR = ΠN ΠR. L’enteˆte
hdr et la cle´ Kb sont :
hdr =
(
ΩN ,ΩR, rΠNR g1 , γ rΠN g1 ,
(
αi δ r g1
)
06i<lR
)
,
Kb = β γ δ rΠN g2.
Le proble`me de´cisionnel consiste a` deviner b en ayant connaissance de la cle´ publique
EK, de l’enteˆte hdr, des cle´s K0 et K1, et de l’ensemble des cle´s de de´chiffrement
des utilisateurs re´voque´s, c’est-a`-dire des utilisateurs appartenant a` l’ensemble R =
{u ∈ U /Ω(u) ∩ ΩN 6= ΩN ou Ω(u) ∩ ΩR 6= ∅}.
86 Diffusion par groupes
3.5.2 Interpre´tation dans le mode`le ge´ne´rique
On s’appuie ici sur la pre´sentation du mode`le ge´ne´rique des groupes avec couplage
re´alise´e dans le chapitre 2. La premie`re partie de la preuve consiste a` montrer qu’il
n’existe pas de « formule universelle » permettant de calculer la cle´ Kb a` partir de la
cle´ de chiffrement, de l’enteˆte, et des cle´s de de´chiffrement des utilisateurs re´voque´s. La
seconde partie prouve qu’un adversaire ne peut pas distinguer la cle´ Kb d’un e´le´ment
ale´atoire dans le mode`le ge´ne´rique des groupes avec couplage, sachant qu’il n’existe pas
de formule de calcul.
3.5.2.1 Absence de formule universelle
On conside`re l’anneau P des polynoˆmes a` coefficients dans (Z/pZ) en les variables
A,B,C,D,R, {Su, u ∈ R}. Chacune de ces variables correspond a` un e´le´ment choisi
ale´atoirement dans le proble`me de´cisionnel, mais qui n’est pas re´ve´le´ explicitement : A
pour α, B pour β, C pour γ, D pour δ, R pour r et Su pour su (pour chaque u ∈ U).
Tous les e´le´ments donne´s a` un attaquant sur ce proble`me peuvent s’interpre´ter comme
des polynoˆmes en ces variables, c’est-a`-dire en des e´le´ments de P. C’est e´galement le
cas de la cle´ Kb correspondant a` l’enteˆte.
L’objet de cette partie de la preuve est de montrer que le polynoˆme correspondant
a` la cle´ Kb ne s’e´crit pas comme une combinaison line´aire de produits de polynoˆmes
associe´s aux e´le´ments connus de l’adversaire. De cette manie`re, on prouve qu’il n’existe
pas de formule ge´ne´rique permettant de calculer la cle´ Kb a` partir des e´le´ments donne´s
a` l’adversaire, en utilisant seulement les lois des groupes et le couplage.
Soit D l’ensemble des polynoˆmes correspondants aux e´le´ments donne´s a` l’adversaire
dans le proble`me de´cisionnel. Cet ensemble contient 1, BC D, RΠNR(A), C RΠN (A)
et les polynoˆmes suivants :
• Ai , AiC et AiD pour tout i ∈ {0, . . . , l},
• (B + Su)D et C SuΠu(A), pour tout u ∈ R,
• AiC DSu, pour tout u ∈ R et i ∈ {0, . . . , l(u)− 1},
• AiDR pour tout i ∈ {0, . . . , lR − 1},
ou`
ΠN (X) =
∏
µ∈ΩN
(X − µ), ΠR(X) =
∏
µ∈ΩR
(X − µ),
Πu(X) =
∏
µ∈Ω(u)
(X − µ), ΠNR(X) = ΠN (X)ΠR(X).
Lemme 3.1 (Absence de formule universelle) SoitM le sous-Z-module de P en-
gendre´ par les produits de deux e´le´ments de D. Lorsque lR 6 4√p/4 et que pour tout
u, l(u) 6 4
√
p/4 , le polynoˆme BC DRΠN (A) appartient a` ce module M avec une
probabilite´ infe´rieure ou e´gale a` 1/
√
p, cette probabilite´ e´tant prise sur l’ensemble de
tous les choix possibles pour les attributs µi des groupes dans (Z/pZ).
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Preuve On conside`re l’ensembleD′ des produits de deux e´le´ments deD. Par de´finition,
cet ensemble D′ engendre le module M.
On suppose de´sormais que le polynoˆme BC DRΠN (A) appartient a` M. Il est
donc une combinaison Z-line´aire d’e´le´ments de D′. En conside´rant les e´le´ments de D′
comme des polynoˆmes univarie´s en la variable C, on remarque que ces polynoˆmes
sont homoge`nes de degre´ 0, 1 ou 2. Le polynoˆme BC DRΠN (A) peut donc s’e´crire
comme une combinaison Z-line´aire des seuls polynoˆmes de D′ line´aires en C. Le meˆme
raisonnement s’applique e´galement aux variables D et R.
On conside`re de´sormais les polynoˆmes de D′ comme multivarie´s en les variables
B, {Su, u ∈ R}. Ils sont e´galement homoge`nes de degre´ 0, 1 ou 2 : de la meˆme manie`re,
le polynoˆme BC DRΠN (A) doit pouvoir s’e´crire comme une combinaison de termes
de degre´ 1 en ces variables.
On s’inte´resse donc spe´cifiquement aux polynoˆmes de D′ qui sont simultane´ment
line´aires en C, en D et en R, tout en e´tant globalement de degre´ 1 en les variables B,
{Su, u ∈ R}. Ces polynoˆmes sont liste´s dans les ensembles suivants :
D′1 = {BC DRΠNR(A)} ,
D′2 = {(B + Su)C DRΠN (A) / u ∈ R} ,
D′3 =
{
AiC DRSuΠu(A) / u ∈ R, i ∈ {0, . . . , lR − 1}
}
,
D′4 =
{
AiC DRSuΠNR(A) / u ∈ R, i ∈ {0, . . . , l(u)− 1}
}
.
Le polynoˆme dans D′1 n’est pas le polynoˆme BC DRΠN (A), puisque l’ensemble
ΩR est non-vide. Comme B n’apparaˆıt que dans les polynoˆmes des ensembles D′1 et D′2,
au moins l’un des polynoˆmes de D′2 doit eˆtre utilise´ dans la combinaison line´aire.
Dans cette combinaison line´aire, on doit donc annuler au moins un des termes de
la forme SuC DRΠN (A), puisque ces termes sont issus des polynoˆmes dans D′2 et
qu’ils sont line´airement inde´pendants. En ne conside´rant que les termes line´aires en la
variable Su (ou` u est fixe´) dans les ensembles D′3 et D′4, il est ne´cessaire de construire
une relation de la forme :
ΠN (A) =
( lR−1∑
i=0
λiA
i
)
Πu(A) +
( l(u)−1∑
i=0
λ′iA
i
)
ΠNR(A). (3.1)
L’utilisateur u est par hypothe`se re´voque´ : soit il appartient a` un groupe re´voque´,
soit il n’appartient pas a` un groupe impose´. Ces deux cas sont traite´s se´pare´ment :
– Si Ω(u) ∩ ΩR 6= ∅ (appartenance a` un groupe re´voque´), on conside`re un attribut
µ dans cette intersection. Le polynoˆme (A − µ) divise les polynoˆmes Πu(A) et
ΠNR(A), et par conse´quent la partie droite de l’e´quation (3.1). Par hypothe`se,
ΩN et ΩR ont une intersection vide : (A− µ) ne peut donc pas diviser ΠN (A) et
la relation (3.1) est donc impossible.
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– Dans le cas contraire, ΩN est ne´cessairement non-contenu dans Ω(u) (non-appar-
tenance a` un groupe impose´), c’est-a`-dire que ΠN (A) ne divise pas Πu(A). Soit
πu(A) le polynoˆme dont les racines sont les attributs « inutiles » : ses racines sont
les attributs non-requis par le chiffre´, c’est-a`-dire dans Ω(u) mais pas dans ΩN .
On a πu(A) = Πu(A) /pgcd(Πu(A),ΠN (A)).
Comme ΠN (A) divise ΠNR(A), l’e´quation (3.1) impose que ΠN (A) divise le pro-
duit (
∑lR−1
i=0 λiA
i)Πu(A). Comme πu(A) divise Πu(A), et comme πu(A) est pre-
mier avec ΠN (A), le polynoˆme ΠN (A) divise (
∑lR−1
i=0 λiA
i)Πu(A)/πu(A). On
de´finit alors le polynoˆme Q(A) par la formule :
Q(A) =
(
∑lR−1
i=0 λiA
i) Πu(A)
πu(A) ΠN (A)
.
Par de´finition de πu(A), Πu(A) divise πu(A) ΠN (A). D’autre part, par hypothe`se,
il n’y a pas e´galite´ (il existe une racine de ΠN (A) qui n’est pas racine de Πu(A)).
On en de´duit que le polynoˆme Q(A) divise strictement
∑lR−1
i=0 λiA
i. Le degre´ de
Q(A) est donc au plus lR − 2, et le polynoˆme Q(A) ve´rifie :
( lR−1∑
i=0
λiA
i
)
Πu(A) = ΠN (A) Q(A) πu(A).
Ainsi, l’e´quation (3.1) est e´quivalente a` la relation suivante :
Q(A)πu(A) +
( l(u)−1∑
i=0
λ′iA
i
)
ΠR(A) = 1, avec deg(Q) < deg(ΠR)− 1.
Les polynoˆmes πu(A) et ΠR(A) sont scinde´s a` racines simples, et leurs racines sont
tire´es ale´atoirement. Le lemme 3.3 prouve alors qu’une telle relation existe avec
une probabilite´ au plus e´gale a` 1/
√
p puisque les degre´s des polynoˆmes ve´rifient
la borne demande´e.
Dans un cas, la relation 3.1 ne peut exister, dans l’autre, elle ne peut exister qu’avec
une probabilite´ au plus e´gale a` 1/
√
p. Avec probabilite´ supe´rieure a` 1−1/√p, il y a donc
contradiction avec l’hypothe`se de de´part selon laquelle le polynoˆme BC DRΠN (A) ap-
partenait a` M, ce qui prouve le lemme. 
Il reste juste a` prouver le re´sultat utilise´ dans le second cas. On proce`de en deux
e´tapes : dans le lemme 3.2, on calcule une probabilite´ s’appuyant sur des polynoˆmes
unitaires premiers entre eux. Ce re´sultat e´tant insuffisant, on travaille spe´cifiquement
sur les polynoˆmes scinde´s a` racines simples dans le lemme 3.3.
On conside`re deux polynoˆmes univarie´s en une variable X de´finis sur (Z/pZ) et
unitaires : P1 de degre´ d1 et P2 de degre´ d2. On suppose que ces deux polynoˆmes sont
premiers entre eux. Par le the´ore`me de Bezout, il existe deux polynoˆmes U1 et U2 tels
que :
U1P1 − U2P2 = 1, avec deg(U1) < d2 et deg(U2) < d1. (3.2)
Preuve de se´curite´ 89
La condition sur les degre´s garantit de plus l’unicite´ du couple (U1, U2) ve´rifiant
l’e´quation (3.2). L’algorithme d’Euclide permet un calcul effectif de ce couple de po-
lynoˆmes. Le lemme 3.2 s’inte´resse a` la probabilite´ que degU1 < d2 − 1.
Lemme 3.2 (Bezout de´ge´ne´re´) Pour tout (d1, d2) ∈ N × N∗, pour tout p premier
supe´rieur a` (d1 + d2)
2, la probabilite´, de´finie sur l’ensemble des couples (P1, P2) de
polynoˆmes unitaires de (Z/pZ)[X] premiers entre eux et de degre´s (d1, d2), que le couple
(U1, U2) de polynoˆmes de´fini de manie`re unique par la relation (3.2) ve´rifie degU1 <
d2 − 1 est majore´e par 1/√p.
Preuve Soient P1 et P2 deux polynoˆmes unitaires de (Z/pZ)[X], de degre´s d1 ∈ N
et d2 ∈ N∗. Ces polynoˆmes sont non-premiers entre eux s’ils ve´rifient la relation de
Sylvester, c’est-a`-dire qu’il existe deux polynoˆmes unitaires (donc non-nuls) V1 et V2
tels que :
V1P1 = V2P2, avec deg(V1) < d2 et deg(V2) < d1. (3.3)
Cette relation est e´quivalente au fait que la famille suivante soit lie´e dans (Z/pZ)[X],
vu comme un (Z/pZ)-espace vectoriel :(
{P1(X)Xk / k ∈ {0, . . . , d2 − 1}}, {P2(X)Xk / k ∈ {0, . . . , d1 − 1}}
)
.
On de´finit les coefficients des polynoˆmes P1 et P2 par les formules suivantes :
P1(X) = X
d1 +
∑d1−1
i=0 νiX
i et P2(X) = X
d2 +
∑d2−1
i=0 ν
′
iX
i. On exprime le fait que la
famille soit lie´e par l’annulation d’un de´terminant de Sylvester de dimension d1 + d2 :
det

ν0 0 · · · · · · 0 ν ′0 0 · · · 0
ν1 ν0
. . .
... ν ′1 ν
′
0
. . .
...
... ν1
. . .
. . .
...
... ν ′1
. . . 0
νd1−1
...
. . .
. . . 0
...
...
. . . ν ′0
1 νd1−1
. . . ν0 ν
′
d2−1
... ν ′1
0 1
. . . ν1 1 ν
′
d2−1
...
...
. . .
. . .
. . .
... 0 1
. . .
...
...
. . .
. . . νd1−1
...
. . .
. . . ν ′d2−1
0 · · · · · · 0 1 0 · · · 0 1

= 0.
En de´veloppant ce de´terminant, on obtient un polynoˆme de degre´ d1+ d2− 1 en les
d1+d2 coefficients de P1 et P2, sur (Z/pZ). Le lemme 1 donne´ dans [Sch80] prouve que
la probabilite´ sur l’ensemble des valeurs des coefficients dans (Z/pZ) que ce polynoˆme
s’annule est majore´e par (d1+d2−1)/p. Il y a donc au moins (p+1−d1−d2) pd1+d2−1
couples de polynoˆmes unitaires de degre´s d1 et d2 premiers entre eux.
On suppose de´sormais que les polynoˆmes unitaires P1 et P2 sont premiers entre eux,
et que le couple de polynoˆmes (U1, U2) de´fini par la relation (3.2) ve´rifie : degU1 < d2−1.
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On en de´duit imme´diatement que degU2 < d1 − 1. L’interpre´tation de la relation (3.2)
avec ces conditions de degre´, dans le (Z/pZ)-espace vectoriel (Z/pZ)[X], implique que
la famille suivante est lie´e (il n’y a cependant pas e´quivalence) :(
1, {P1(X)Xk / k ∈ {0, . . . , d2 − 2}}, {P2(X)Xk / k ∈ {0, . . . , d1 − 2}}
)
.
De la meˆme manie`re que pre´ce´demment, on transforme cette relation en une annula-
tion d’un de´terminant de dimension d1+d2−1 impliquant les coefficients des polynoˆmes
P1 et P2 :
det

1 ν0 0 · · · · · · 0 ν ′0 0 · · · 0
0 ν1 ν0
. . .
... ν ′1 ν
′
0
. . .
...
...
... ν1
. . .
. . .
...
... ν ′1
. . . 0
... νd1−1
...
. . .
. . . 0
...
...
. . . ν ′0
... 1 νd1−1
. . . ν0 ν
′
d2−1
... ν ′1
... 0 1
. . . ν1 1 ν
′
d2−1
...
...
...
. . .
. . .
. . .
... 0 1
. . .
...
...
...
. . .
. . . νd1−1
...
. . .
. . . ν ′d2−1
0 0 · · · · · · 0 1 0 · · · 0 1

= 0.
En de´veloppant ce de´terminant, on obtient un polynoˆme de degre´ d1 + d2 − 3 en
les d1 + d2 coefficients de P1 et P2, sur (Z/pZ). Une nouvelle utilisation du lemme 1
donne´ dans [Sch80] prouve que la probabilite´ sur l’ensemble des valeurs des coefficients
dans (Z/pZ) que ce polynoˆme s’annule est majore´e par (d1 + d2 − 3)/p. Il y a donc au
plus (d1 + d2 − 3) pd1+d2−1 couples de polynoˆmes unitaires de degre´s d1 et d2 premiers
entre eux, et tels que l’e´quation de Bezout fasse intervenir un polynoˆme U1 de degre´
strictement infe´rieur a` d2 − 1.
Il suffit de`s lors de calculer le quotient des tailles des deux ensembles calcule´s pour
obtenir une majoration de la probabilite´ pour un couple de polynoˆmes unitaires pre-
miers entre eux de ve´rifier l’e´quation de Bezout (3.2) avec deg(U1) < d2 − 1. Lorsque
d1 + d2 est infe´rieur a`
√
p, cette probabilite´ est majore´e par :
d1 + d2 − 3
p+ 1− d1 − d2 6
1√
p
. 
On reprend de´sormais cette technique de preuve pour limiter l’e´tude aux seuls
polynoˆmes scinde´s a` racines simples.
Lemme 3.3 (Bezout de´ge´ne´re´ et polynoˆmes scinde´s) Pour tout (d1, d2) ∈ N ×
N∗, pour tout p premier supe´rieur a` 28max(d1, d2)4, la probabilite´, de´finie sur l’ensemble
des couples (P1, P2) de polynoˆmes unitaires de (Z/pZ)[X], scinde´s, a` racines simples,
premiers entre eux et de degre´s (d1, d2), que le couple (U1, U2) de polynoˆmes de´fini de
manie`re unique par la relation (3.2) ve´rifie degU1 < d2 − 1 est majore´e par 1/√p.
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Preuve Pour prouver ce lemme, on utilise la meˆme me´thode que dans le lemme
3.2. On de´nombre d’abord le nombre de couples de polynoˆmes unitaires, scinde´s, a`
racines simples, premiers entre eux et de degre´s respectifs d1 et d2. Ensuite, on donne
un majorant au nombre de ces polynoˆmes ve´rifiant une relation de Bezout de´ge´ne´re´e.
Cette seconde e´tape peut eˆtre re´alise´e comme dans le lemme pre´ce´dent, en remarquant
que les coefficients d’un polynoˆme P scinde´ de degre´ d peuvent s’e´crire eux-meˆmes
comme des polynoˆmes de degre´ au plus d en les racines du polynoˆme P (il s’agit des
polynoˆmes syme´triques).
Le nombre de couples de polynoˆmes unitaires, scinde´s, a` racines simples et de degre´s
respectifs d1 et d2 est simplement : C
d1
p C
d2
p . Le nombre de couples pour lesquels les
polynoˆmes ne sont pas premiers entre eux se calcule e´galement par un de´nombrement :
p Cd1−1p−1 C
d2−1
p−1 . On a donc C
d1
p C
d2
p (1−d1d2/p) couples (P1, P2) de polynoˆmes unitaires
de (Z/pZ)[X], scinde´s, a` racines simples, premiers entre eux et de degre´s (d1, d2).
On conside`re de´sormais le second de´terminant du lemme pre´ce´dent, qui est ne´cessai-
rement nul lorsqu’une relation de Bezout de´ge´ne´re´e apparaˆıt. En remplac¸ant chaque
coefficient d’un polynoˆme par un polynoˆme syme´trique de degre´ au plus max(d1, d2)
en les racines de P1 et de P2, et en de´veloppant, on obtient un polynoˆme de degre´ au
plus max(d1, d2) (d1 + d2 − 3) en les racines des polynoˆmes P1 et P2. Il y a donc au
plus max(d1, d2) (d1 + d2 − 3) pd1+d2−1 vecteurs de racines de P1 et de P2 annulant le
de´terminant. Pour chaque vecteur de racines de P1 et de P2 annulant le de´terminant,
toute permutation des racines de P1 et toute permutation des racines de P2 laissent les
polynoˆmes P1 et P2 invariants. Comme seuls les polynoˆmes scinde´s a` racines simples
sont conside´re´s, on peut diviser le nombre de vecteurs de racines de P1 et de P2 par
d1! d2! pour obtenir un majorant du nombre de polynoˆmes unitaires scinde´s a` racines
simples de degre´s respectifs d1 et d2 ve´rifiant une relation de Bezout de´ge´ne´re´e :
max(d1, d2) (d1 + d2 − 3) pd1+d2−1
d1! d2!
.
La probabilite´, de´finie sur l’ensemble des couples (P1, P2) de polynoˆmes unitaires
de (Z/pZ)[X], scinde´s, a` racines simples, premiers entre eux et de degre´s (d1, d2), que
le couple (U1, U2) de polynoˆmes de´fini de manie`re unique par la relation (3.2) ve´rifie
degU1 < d2 − 1 est majore´e par :
max(d1, d2) (d1 + d2 − 3) pd1+d2−1
d1! d2! C
d1
p C
d2
p
(
1− d1 d2p
) 6 2 max(d1, d2)2
p
(
1− d1p
)d1 (1− d2p )d2 (1− d1 d2p ) .
Lorsque d1 et d2 sont majore´s par
√
p/2, on obtient la borne supe´rieure suivante :
16 max(d1, d2)
2
p
.
Lorsque de plus p > 28max(d1, d2)
4, cette dernie`re borne est infe´rieure ou e´gale a`
1/
√
p, ce qui cloˆt la de´monstration du lemme. 
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3.5.2.2 Indistinguabilite´ dans le mode`le ge´ne´rique
La section pre´ce´dente prouve que dans le mode`le ge´ne´rique, l’adversaire ne peut
obtenir la cle´ en re´sultat direct d’ope´rations de groupes et de couplages qu’avec une
probabilite´ ne´gligeable. Sa seule possibilite´ de gain dans le jeu IND-CPA repose donc sur
sa capacite´ a` ge´ne´rer des collisions dans le mode`le ge´ne´rique : on borne les probabilite´s
correspondant a` ces collisions de la meˆme manie`re que dans les sections 2.4.3 et 2.4.4,
c’est-a`-dire en utilisant le lemme 2.1.
Toutes les notations utilise´es de´sormais proviennent de la section 2.4.1 du chapitre
pre´ce´dent. Elles sont ne´cessaires pour prouver le corollaire suivant du lemme 2.1.
Corollaire 3.1 Soit k < (
√
p/(3l + 6)−n l−2n−4l−8)/3. On suppose que le polynoˆme
associe´ a` la cle´ ne peut eˆtre obtenu par combinaison line´aire de produits de polynoˆmes
associe´s aux donne´es du proble`me IND-CPA de´crit en section 3.5.2. On conside`re des
suites de listes R et S base´es sur ce meˆme proble`me. La probabilite´ qu’il y ait une
collision apre`s k appels aux oracles, c’est-a`-dire dans les listes (Rk,Sk), est majore´e
par :
6 k (l + 2) (n l + 2n+ 4l + 3k + 8)
p− 3 (l + 2) (n l + 2n+ 4l + 3k + 8)2 .
Preuve Dans notre contexte, l’ensemble R0 contient au plus nl+2n+4l+7 e´le´ments.
De plus ses polynoˆmes sont de degre´s majore´s par l + 2. L’ensemble S0 contient 4
e´le´ments : l’e´le´ment neutre, le ge´ne´rateur, la cle´ fictive (son polynoˆme est une nouvelle
inconnue) et la cle´ re´elle (son polynoˆme est de degre´ majore´ par l + 4).
Lors des appels aux oracles, des polynoˆmes de degre´ au plus 2l + 4 sont inse´re´s
dans les listes. On a donc d = 2l + 4. On a ρ0 + σ0 6 nl + 2n + 4l + 11, on en de´duit
classiquement que pour tout i ∈ {0, . . . , k− 1}, ρi + σi 6 nl+ 2n+ 4l+ 11+ 3i. Avec
la condition sur k impose´e, on ve´rifie bien la proprie´te´ que pour tout i ∈ {0, . . . , k−1},
ρi + σi <
√
2p/3d.
Pour tout i ∈ {0, . . . , k − 1}, on applique le lemme 2.1. La probabilite´ de collision
apre`s i + 1 appels aux oracles sachant qu’il n’y a pas eu collision apre`s i appels aux
oracles est majore´e par :
6d (ρi + σi)
2p− 3d (ρi + σi)2 .
La probabilite´ globale de collision apre`s k appels aux oracles est donc majore´e par :
1−
k−1∏
i=0
(
1− 6d
2p− 3d (ρi + σi)2
)
6 1−
(
1− 6d (ρk−1 + σk−1)
2p− 3d (ρk−1 + σk−1)2
)k
6
6 k d (ρk−1 + σk−1)
2p− 3d (ρk−1 + σk−1)2
6
6 k (l + 2) (n l + 2n+ 4l + 3k + 8)
p− 3 (l + 2) (n l + 2n+ 4l + 3k + 8)2 .

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3.5.2.3 Avantage global de l’adversaire
Les deux proprie´te´s pre´ce´dentes (lemme 3.1 et corollaire 3.1) donnent le re´sultat
global suivant :
The´ore`me 3.1 Soit k < (
√
p/(3l + 6) − n l − 2n − 4l − 8)/3. On suppose que lR 6
4
√
p/4 et que pour tout u, l(u) 6 4
√
p/4. Dans le mode`le ge´ne´rique des groupes avec
couplage, l’avantage sur le proble`me IND-CPA du sche´ma de diffusion pre´sente´ en 3.4
d’un adversaire re´alisant au plus k requeˆtes aux oracles est borne´ par :
6 k (l + 2) (n l + 2n+ 4l + 3k + 8)
(1− 1/√p) (p− 3 (l + 2) (n l + 2n+ 4l + 3k + 8)2) .
Preuve On divise simplement la probabilite´ maximale obtenue suite a` l’application
du corollaire 3.1 par le facteur 1−1/√p qui minore la probabilite´ que le polynoˆme associe´
a` la cle´ n’appartienne pas au sous-Z-module engendre´ par les produits d’e´le´ments de
D, en vertu du lemme 3.1.
On obtient ainsi la probabilite´ qu’il n’y ait pas collision dans les listes (Rk,Sk).
Or en l’absence de collisions, dans un proble`me de´cisionnel, l’adversaire ne peut que
tirer ale´atoirement son bit b′ : les donne´es correspondant au cas b = 0 et b = 1 sont
indistinguables au vu des re´sultats des appels aux oracles. On en de´duit la borne de
son avantage. 
On conside`re de´sormais que le parame`tre de se´curite´ augmente : les valeurs n, l et k
sont polynomiales en le parame`tre de se´curite´ λ, alors que p est exponentiel en ce meˆme
parame`tre. Les conditions d’utilisation du the´ore`me, c’est-a`-dire les ine´galite´s requises
sur p, l et n issues du lemme 3.1 et du corollaire 3.1, sont asymptotiquement ve´rifie´es.
La borne donne´e a` l’avantage de l’adversaire est une fonction ne´gligeable du parame`tre
de se´curite´, ce qui conclut la preuve de se´curite´ du sche´ma de diffusion dans le mode`le
ge´ne´rique de groupes avec couplage.
3.5.3 Variante pour des adversaires adaptatifs
La preuve de se´curite´ du sche´ma pre´sente´ pre´ce´demment s’appuie sur un calcul de
probabilite´s base´ sur les valeurs des attributs. Or ces attributs sont fixe´s lors de la
ge´ne´ration des cle´s, et ils sont connus de l’adversaire. Si la preuve est convaincante
dans le mode`le de se´curite´ pre´sente´ en 3.3.4, elle n’est pas totalement satisfaisante
d’un point de vue concret : un adversaire adaptatif, c’est-a`-dire en mesure de choisir les
ensembles d’utilisateurs se´lectionne´s et re´voque´s pour le chiffre´ qui lui sera soumis apre`s
la ge´ne´ration des cle´s, peut dans certaines circonstances avoir a` coup suˆr la capacite´ de
de´chiffrer ce message chiffre´, et donc de gagner le jeu. Le sche´ma est donc vulne´rable
face a` des adversaires adaptatifs, et pas seulement non prouve´ dans ce cadre.
On pre´sente donc une variante du sche´ma initial, pour lequel ce phe´nome`ne n’est
plus pre´sent. Plus pre´cise´ment, cette variante peut eˆtre prouve´e pour un adversaire
adaptatif, dans le mode`le ge´ne´rique des groupes avec couplage.
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3.5.3.1 Variante du sche´ma
La modification du sche´ma porte sur le me´canisme de chiffrement. Ainsi, la ge´ne´-
ration des cle´s et le de´chiffrement restent inchange´s par rapport au sche´ma initial.
Lors d’un chiffrement, un attribut additionnel ω est choisi ale´atoirement dans (Z/pZ)\
{µ1, . . . , µl} : cet attribut est alors traite´ comme un attribut re´voque´ pour le chiffre´.
Dans cette variante, l’utilisation de l’attribut µ0 est inutile. Pour rappel, cet at-
tribut fictif, correspondant a` l’ensemble vide, devait eˆtre utilise´ dans le sche´ma initial
lorsqu’aucun attribut n’e´tait re´voque´ dans un chiffrement. Dans la variante, l’attri-
but choisi ale´atoirement ω est re´voque´, et l’ensemble des attributs re´voque´s n’est donc
jamais vide.
3.5.3.2 Preuve de la variante
La preuve de la variante suit exactement le meˆme cheminement que celle du sche´ma
original. La modification intervient seulement dans le calcul de la probabilite´ d’occur-
rence d’une relation de Bezout de´ge´ne´re´e, qui e´tait traite´ dans le lemme 3.3. Avec
l’utilisation d’un attribut choisi ale´atoirement au moment du chiffrement, on peut uti-
liser directement le lemme suivant :
Lemme 3.4 (Bezout de´ge´ne´re´ et polynoˆmes randomise´s) Pour tout (d1, d2) ∈
N×N∗, pour tout p premier, pour tout couple de polynoˆmes unitaires (P1, P2) a` coeffi-
cients dans (Z/pZ), de degre´s (d1, d2), et premiers entre eux, il existe au plus (d2 − 1)
e´le´ments ω ∈ (Z/pZ) pour lesquels il existe un couple de polynoˆmes (U1, U2) ve´rifiant :
U1(A) (A− ω)P1(A)− U2(A)P2(A) = 1 , avec degU1 < d2 − 1.
Preuve Soit p premier, soit (d1, d2) ∈ N×N∗, soient P1 et P2 deux polynoˆmes unitaires
a` coefficients dans (Z/pZ), premiers entre eux et de degre´s respectifs d1 et d2. On
suppose qu’il existe deux e´le´ments distincts ω et ω˜ de (Z/pZ) et quatre polynoˆmes U1,
U2, U˜1 et U˜2 ve´rifiant :{
U1(A) (A− ω)P1(A)− U2(A)P2(A) = 1, degU1 < d2 − 1 , degU2 < d1 ,
U˜1(A) (A− ω˜)P1(A)− U˜2(A)P2(A) = 1, deg U˜1 < d2 − 1 , deg U˜2 < d1 .
En calculant la diffe´rence des deux e´quations, on obtient V1 P1 = V2 P2 , avec :{
V1(A) =
(
U1(A)− U˜1(A)
)
A+ ω˜ U˜1(A)− ω U1(A), deg V1 < d2 ,
V2(A) = U2(A)− U˜2(A), deg V2 < d1 .
Si V2 6= 0, les polynoˆmes P1 et P2 e´tant premiers entre eux, la relation V1 P1 = V2 P2
implique que P1 divise V2, ce qui est impossible puisque deg V2 < d1. On en de´duit que
V1 = V2 = 0. En particulier, ω˜ est racine de U1, et ω est racine de U˜1. Pour un ω fixe´,
U1 e´tant de degre´ strictement infe´rieur a` (d2 − 1), il existe au plus (d2 − 2) valeurs
possibles pour ω˜, ce qui prouve le re´sultat attendu. 
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La preuve de ce dernier lemme est bien plus simple que les preuves des lemmes simi-
laires pre´ce´demment utilise´s. Elle repose exclusivement sur le comportement ale´atoire
de l’attribut choisi au moment du chiffrement, et plus du tout sur les attributs choisis
et re´ve´le´s lors de la ge´ne´ration des cle´s.
Le the´ore`me donnant la se´curite´ globale de la variante du sche´ma dans le mode`le
ge´ne´rique des groupes avec couplage est le suivant :
The´ore`me 3.2 Soit k < (
√
p/(3l + 6)−n l−2n−4l−8)/3. Dans le mode`le ge´ne´rique
des groupes avec couplage, l’avantage sur le proble`me IND-CPA de la variante du
sche´ma de diffusion pre´sente´ en 3.5.3 d’un adversaire re´alisant au plus k requeˆtes aux
oracles est borne´ par :
6 k (l + 2) (n l + 2n+ 4l + 3k + 8)(
1− 1p−l
) (
p− 3 (l + 2) (n l + 2n+ 4l + 3k + 8)2) .
3.6 Conclusion
Apre`s une pre´sentation des sche´mas classiques de diffusion, on a constate´ l’absence
d’un sche´ma efficace susceptible de traiter le cas d’une politique d’acce`s non pas base´e
sur une gestion individuelle des utilisateurs, mais sur une gestion via des groupes,
de´finis par des attributs. En effet, soit le trafic ge´ne´re´ pour le renouvellement des
cle´s est extreˆmement important (cas du sche´ma LKH), soit les messages chiffre´s ne
peuvent pas avoir une taille raisonnable (cas des sche´mas CS et SD), soit le me´canisme
de de´chiffrement ne´cessite des ope´rations trop couˆteuses en temps (cas des sche´mas
de´rive´s du chiffrement base´ sur les attributs).
Le sche´ma propose´ pour pallier a` ce manque ame´liore significativement les perfor-
mances en de´chiffrement du seul sche´ma existant adapte´ a` une gestion des utilisateurs
via des groupes. Il permet de faire face a` des coalitions de toutes tailles, les cle´s de
de´chiffrement sont relativement petites, les chiffre´s sont plutoˆt courts. On peut meˆme
ajouter de nouveaux utilisateurs une fois le syste`me de´ploye´. Les seuls inconve´nients
de ce sche´ma portent sur la taille de la cle´ publique. On peut en fait diminuer signifi-
cativement la taille de la cle´ publique, dans des usages raisonnables de ce sche´ma (en
bornant le nombre d’attributs a` imposer ou re´voquer dans les messages chiffre´s).
L’e´tude de ce sche´ma repose sur un mode`le construit en fonction des politiques
d’acce`s envisageables, diffe´rentes de celles des pre´ce´dents sche´mas, mais sans change-
ment majeur concernant l’objectif de se´curite´. La preuve pre´sente´e repose sur le mode`le
ge´ne´rique pre´sente´ dans le chapitre pre´ce´dent. Une preuve plus complexe aurait pu eˆtre
construite par re´duction sur une hypothe`se plus conventionnelle, mais sans un re´el gain
en termes de se´curite´.
Chapitre 4
Trac¸age de traˆıtres
Dans le chapitre concernant la diffusion (chapitre 3), l’objectif consiste a` diffuser
de manie`re confidentielle des donne´es identiques vers de multiples destinataires. Ainsi,
un utilisateur qui n’est pas destinataire ne peut pas obtenir ces donne´es, et meˆme une
coalition d’utilisateurs non destinataires n’est pas en mesure de de´chiffrer les donne´es.
Il existe cependant une vulne´rabilite´ intrinse`que : les destinataires valides des messages
peuvent de´chiffrer les donne´es et les transmettre a` d’autres utilisateurs. Ils peuvent
meˆme divulguer leurs cle´s a` ces utilisateurs, qui peuvent de`s lors de´chiffrer les donne´es
transmises comme s’ils en e´taient destinataires.
On ne peut pas se prote´ger contre ces divulgations. Le trac¸age de traˆıtres consiste a`
lutter d’une manie`re indirecte contre ces pratiques, en identifiant la cle´ de de´chiffrement
utilise´e. On peut de`s lors identifier le responsable de la fuite des donne´es vers des
utilisateurs non-destinataires. Si une coalition de destinataires le´gitimes « me´lange »
les cle´s de de´chiffrement dont elle dispose, il doit eˆtre possible d’identifier l’un des
membres de la coalition. Des actions diverses peuvent alors eˆtre entreprises contre ce
destinataire : il s’agit moins de « sanctionner » l’utilisateur identifie´ que de dissuader
des utilisateurs a priori honneˆtes de re´ve´ler leurs cle´s de de´chiffrement.
L’objectif de cette e´tude est de proposer un sche´ma de trac¸age de traˆıtres suˆr, meˆme
lorsque certaines mesures sont utilise´es pour masquer les cle´s de de´chiffrement utilise´es.
On conside`re donc un mode`le de se´curite´ fort, ou` les donne´es envoye´es ne sont pas
ne´cessairement de´chiffre´es, et ou` le trac¸age doit eˆtre inde´tectable. Le sche´ma propose´
dans ce mode`le utilise le marquage des donne´es (watermarking) pour permettre l’iden-
tification d’un traˆıtre. En termes de performance, il a des chiffre´s de taille constante,
c’est-a`-dire inde´pendante du nombre d’utilisateurs ou de la taille maximale de la coa-
lition pre´vue. Par rapport aux autres sche´mas de trac¸age de traˆıtres a` chiffre´s de taille
constante (non-suˆrs dans le mode`le pre´sente´ ici), il pre´sente e´galement l’avantage de per-
mettre aux destinataires de de´chiffrer les messages progressivement : dans les sche´mas
pre´ce´dents, on ne peut de´chiffrer les donne´es qu’en blocs de taille tre`s importante.
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4.1 Introduction au trac¸age de traˆıtres
4.1.1 Proble´matique concre`te
La proble´matique du trac¸age de traˆıtres a e´te´ introduite dans [CFN94] et concerne
des diffuseurs de contenus nume´riques prote´ge´s. Pour se´curiser la diffusion de ces
contenus vers ses destinataires, un diffuseur va faire appel a` un me´canisme de chif-
frement. Ainsi, l’acce`s aux donne´es claires ne peut eˆtre re´alise´ qu’avec un me´canisme
de de´chiffrement valide.
En revanche, un destinataire peut reconstituer les donne´es claires a` partir de son
me´canisme de de´chiffrement valide, et transmettre ces donne´es a` des tiers. Cette tech-
nique est the´oriquement tre`s convaincante, mais elle reste en pratique limite´e. En ef-
fet, meˆme avec des moyens de communication modernes, la diffusion a` grande e´chelle
ne´cessite une bande passante importante, et donc peu discre`te. De plus, la rediffu-
sion des contenus en clair implique de de´chiffrer en permanence le flux en provenance
de l’e´metteur le´gitime. Un strate´gie bien meilleure consiste pour un destinataire mal-
honneˆte a` re´pliquer son me´canisme de de´chiffrement. Il lui suffit en effet de confier des
copies de son me´canisme de de´chiffrement a` des tiers, pour leur permettre d’acce´der
directement aux contenus. Le destinataire malhonneˆte n’a alors ni besoin de bande
passante e´leve´e, ni d’eˆtre en ligne en permanence.
Ce proce´de´ est pre´judiciable au diffuseur de contenus, sans qu’il ne lui soit pos-
sible de s’en prote´ger par le chiffrement : ses destinataires doivent ne´cessairement pou-
voir acce´der aux contenus, et il ne peut empeˆcher certains d’entre eux de divulguer
leurs moyens de de´chiffrement a` des tiers (meˆme si diffe´rents moyens technologiques
peuvent eˆtre utilise´s pour empeˆcher les destinataires d’acce´der trop facilement a` leurs
me´canismes de de´chiffrement).
Par contre, le diffuseur peut essayer d’identifier ses destinataires malhonneˆtes. S’il
y parvient, il pourra mettre en place des sanctions a` leur encontre, le plus simple
e´tant de les exclure de la diffusion des donne´es. Ainsi, a` de´faut de les empeˆcher d’agir
par des moyens cryptographiques, la menace que constitue ces sanctions dissuade les
destinataires de divulguer leurs me´canismes de de´chiffrement.
Dans le cadre d’une transmission a` sens unique, du diffuseur vers l’ensemble des
destinataires, le diffuseur n’a aucun retour d’information. L’identification de traˆıtres,
c’est-a`-dire de destinataires malhonneˆtes, passe ne´cessairement par la capture d’un
de´codeur pirate, contenant un me´canisme de de´chiffrement copie´. La situation est en
fait plus complique´e, puisque diffe´rents traˆıtres peuvent de´cider de former une coali-
tion, de manie`re a` « me´langer » leurs me´canismes de de´chiffrement : le de´codeur pirate
re´sultant de leur association n’est alors formellement la copie d’aucun des de´codeurs
le´gitimes. A` partir d’un tel de´codeur pirate, il doit eˆtre possible de remonter a` au moins
l’un des traˆıtres qui a participe´ a` sa conception : cette ope´ration est appele´e trac¸age.
Un me´canisme de trac¸age de traˆıtres peut eˆtre envisage´ dans des applications de
vente de contenus nume´riques, comme de la musique ou de la vide´o (te´le´vision a` pe´age),
ou l’acce`s se´curise´ a` des ressources sur internet (encyclope´die, base de donne´es. . . ).
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4.1.2 Quelques sche´mas existants
4.1.2.1 Distribution de cle´s de de´chiffrement inde´pendantes
Le trac¸age de traˆıtres est une fonctionnalite´ e´volue´e : si la diffusion des donne´es par
le biais d’un chiffrement est une ope´ration cryptographique plutoˆt classique, le trac¸age
est peu courant. Comment mode´liser ce me´canisme ?
Une premie`re approche consiste a` ge´ne´rer des cle´s de de´chiffrement inde´pendantes,
donc non-recombinables, et a` donner a` chacun des utilisateurs du syste`me un sous-
ensemble de ces cle´s de de´chiffrement. Un mode de chiffrement adapte´ permet d’exi-
ger des de´chiffreurs la connaissance d’un ensemble de cle´s de de´chiffrement, dont la
re´partition ve´rifie certaines proprie´te´s. Cette approche, base´e sur une re´partition bien
choisie de cle´s inde´pendantes, a e´te´ introduite et de´veloppe´e dans [CFN94, NP98,
CFNP00].
Par rapport aux premiers sche´mas pre´sente´s dans [CFN94], la contribution essen-
tielle de [NP98] est de remarquer qu’un de´codeur pirate est inutilisable s’il ne de´chiffre
qu’une proportion minime des contenus diffuse´s. Alors que les premiers sche´mas per-
mettaient un trac¸age de de´codeurs pirates quelconques, [NP98] propose de nouveaux
sche´mas, plus efficaces, trac¸ant uniquement des de´codeurs pirates de´chiffrant des conte-
nus avec une probabilite´ supe´rieure a` un seuil clairement fixe´.
Dans un premier temps, la proce´dure de trac¸age propose´e dans tous ces sche´mas
consistait a` conside´rer que lorsqu’un de´codeur pirate est capture´, on peut directement
obtenir les cle´s de de´chiffrement utilise´es par ce de´codeur pirate. En s’appuyant sur
la distribution des cle´s de de´chiffrement utilise´es par le de´codeur pirate, on peut alors
identifier un traˆıtre probable.
Le principe de l’acce`s direct aux cle´s de de´chiffrement utilise´es par le de´codeur pirate
est cependant controverse´. Le de´codeur pirate peut eˆtre muni de contre-mesures diverses
empeˆchant une lecture facile des cle´s, comme par exemple des techniques d’obfuscation
de code dans le cas d’un de´chiffrement logiciel. Pour contourner ces difficulte´s, une
technique d’identification des cle´s de de´chiffrement a` partir de simples requeˆtes au
de´codeur pirate a e´te´ propose´e dans [CFNP00], pour ces meˆmes sche´mas : il s’agit
d’envoyer des chiffre´s partiellement errone´s au de´codeur pirate, et d’observer s’il est
en mesure d’obtenir les messages associe´s. On est donc passe´ d’un mode`le en boˆıte
ouverte (open-box ) a` un mode`le en boˆıte noire (black-box ).
4.1.2.2 Cle´s disposant de proprie´te´s particulie`res
Une approche totalement inverse s’est de´veloppe´e un peu plus tard, avec pour cible
des protocoles asyme´triques. Dans ces sche´mas, les cle´s de de´chiffrement pre´sentent une
proprie´te´ particulie`re commune, et la recombinaison de cle´s est possible. Par contre, la
recombinaison d’un nombre limite´ de cle´s de de´chiffrement pre´serve non seulement cette
proprie´te´ fondamentale, permettant le de´chiffrement, mais aussi d’autres spe´cificite´s qui
peuvent eˆtre teste´es, et qui permettent d’identifier un traˆıtre.
100 Trac¸age de traˆıtres
Le premier sche´ma de ce type a e´te´ propose´ dans [KD98]. De nombreux autres sont
apparus par la suite, avec notamment [BF99, MSK99, TSNZ03, MI04, BSW06, BW06].
Certains de ces sche´mas ont e´te´ mis en de´faut, et c’est notamment le cas de [KD98,
MSK99, TSNZ03].
On aborde pour l’exemple le sche´ma propose´ dans [BF99]. Essentiellement, une cle´
de de´chiffrement est associe´e a` un vecteur appartenant a` un hyperplan affine spe´cifique
d’un espace vectoriel. L’ensemble des cle´s de de´chiffrement est ainsi stable par combi-
naisons line´aires dont la somme des coefficients est e´gale a` 1. Pour assurer le trac¸age
de coalitions allant jusqu’a` t traˆıtres, la dimension de l’espace vectoriel et les cle´s de
de´chiffrement transmises aux utilisateurs du syste`me sont choisis de manie`re appro-
prie´e : les espaces vectoriels issus des recombinaisons de t cle´s de de´chiffrement ont
des intersections de dimension nulle si les ensembles de cle´s sont disjoints. De plus, une
technique de codes correcteurs d’erreurs permet de reconstituer une cle´ de de´chiffrement
de l’un des traˆıtres a` partir de la cle´ de de´chiffrement du de´codeur pirate.
Le trac¸age en boˆıte noire est plus de´licat. En fait, le protocole dispose d’une me´thode
de confirmation de culpabilite´, en boˆıte noire, c’est-a`-dire qu’a` partir d’un ensemble
suspect compose´ d’au plus t membres, il est possible d’envoyer un message chiffre´ tel
que seule une combinaison line´aire des cle´s de de´chiffrement de ces membres permet
de retrouver le message clair associe´. On peut donc ve´rifier que le de´codeur pirate a
e´te´ conc¸u par une coalition contenue dans l’ensemble cible´. Cette technique peut eˆtre
utilise´e en me´thode de trac¸age, mais avec une forte inefficacite´, puisqu’il faut tester
tous les sous-ensembles de t utilisateurs parmi n.
4.1.2.3 Re´partition de cle´s recombinables
Un principe particulie`rement attractif a e´te´ de´veloppe´ dans [KY02]. L’ide´e consiste
a` conside´rer un sche´ma de trac¸age de traˆıtres limite´ a` deux utilisateurs : le faible
nombre d’utilisateurs permet des constructions simples et efficaces, meˆme dans un
cadre asyme´trique. Pour ge´ne´raliser a` un grand nombre d’utilisateurs, on ge´ne`re de
nombreuses instances de ce sche´ma spe´cifique, en choisissant subtilement la re´partition
des cle´s de de´chiffrement lie´es a` chaque instance.
Concre`tement, pour chaque instance, un utilisateur rec¸oit l’une des deux cle´s de
de´chiffrement associe´e a` cette instance. Le chiffrement utilise successivement toutes les
instances. Le trac¸age consiste a` identifier pour chaque instance la cle´ de de´chiffrement
utilise´e, ce qui peut se faire tre`s facilement, et meˆme dans un mode`le en boˆıte noire :
l’identification d’un traˆıtre a` partir de l’ensemble des cle´s de de´chiffrement de´tecte´es
de´coule de la re´partition des cle´s.
L’inte´reˆt fondamental de ces sche´mas est qu’ils pre´sentent un taux de chiffrement
constant, c’est-a`-dire que le ratio de tailles entre un message clair et son chiffre´ associe´
ne de´pend ni du nombre d’utilisateurs, ni du nombre maximal de traˆıtres conside´re´.
Plus re´cemment, cette construction a e´te´ optimise´e dans [CPP05], en utilisant des
couplages. Outre un ratio entre les tailles des messages chiffre´s et des messages clairs
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presqu’e´gal a` 1, ce dernier sche´ma pre´sente l’inte´reˆt d’eˆtre partiellement trac¸able pu-
bliquement : l’essentiel de la proce´dure de trac¸age peut eˆtre de´le´gue´e a` une entite´
n’utilisant que la cle´ publique du sche´ma.
4.1.3 Des mode`les divers
Meˆme avec une proble´matique fixe´e, le mode`le a` adopter pour de´crire un me´canisme
de trac¸age de traˆıtres n’est pas clair. Il existe de nombreuses manie`re d’appre´hender le
comportement d’un de´codeur pirate, et diffe´rentes visions du trac¸age.
4.1.3.1 Trac¸age en boˆıte ouverte ou en boˆıte noire
Dans un premier temps, on a mis en e´vidence pre´ce´demment la diffe´rence entre
le trac¸age en boˆıte ouverte et le trac¸age en boˆıte noire. En fait, les sche´mas re´cents
utilisent quasi-exclusivement le trac¸age en boˆıte noire : le traceur envoie des requeˆtes
au de´codeur pirate, et identifie un traˆıtre a` partir de ses re´ponses aux requeˆtes.
4.1.3.2 Taux de re´ponse du de´codeur pirate
Il existe d’autres diffe´rences de mode`les assez significatives. Puisque les sche´mas
re´cents s’appuient sur des me´canismes de trac¸age en boˆıte noire, qui ne´cessitent des
re´ponses de la part du de´codeur pirate, il est important de savoir dans quelle mesure
le de´codeur pirate risque de ne pas re´pondre aux requeˆtes qui lui sont envoye´es.
Dans certains sche´mas (comme ceux propose´s dans [CFN94]), il suffit que le de´codeur
pirate re´ponde occasionnellement pour que le trac¸age soit possible.
D’autres (ceux de [NP98] par exemple) font appel a` un taux minimum de re´ponse
du de´codeur pirate : si le de´codeur pirate re´pond aux requeˆtes avec une probabilite´
supe´rieure a` ce taux, le trac¸age est possible, dans le cas contraire, le sche´ma ne permet
pas le trac¸age. Conside´rer ce type de comportement est raisonnable, dans la mesure
ou` un de´codeur pirate qui de´chiffre trop rarement n’est pas exploitable, et ne pre´sente
donc pas une menace. Comme cela permet des sche´mas significativement meilleurs que
dans le cas pre´ce´dent, cette optimisation semble pertinente.
Enfin, certains sche´mas supposent que le de´codeur pirate re´pond en permanence a`
toutes les requeˆtes qui lui sont faites (c’est le cas en premie`re approximation des sche´mas
base´s sur une re´partition de cle´s recombinables, comme [KY02, CPP05]). Comme un
de´codeur pirate peut aise´ment sortir de ce type de comportement, un ajustement de
ces sche´mas est ne´cessaire pour tenir compte d’un cadre plus re´aliste. Ainsi, dans le cas
des sche´mas base´s sur une re´partition de cle´s recombinables, un me´canisme de me´lange
est utilise´ pour forcer le de´codeur pirate a` de´chiffrer de manie`re homoge`ne des messages
apportant au traceur des informations comple´mentaires.
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4.1.3.3 Me´moire du de´codeur pirate
Dans [KY01a, KY01b], un de´codeur pirate peut disposer d’une me´moire, et l’utiliser
pour chercher a` tromper la proce´dure de trac¸age. Une telle hypothe`se semble plutoˆt
raisonnable, mais dans de nombreux sche´mas, la proce´dure de trac¸age ne´cessite que le
de´codeur pirate ne me´morise pas les requeˆtes qui lui sont transmises.
Bien souvent, la justification de cette hypothe`se forte consiste a` supposer que le
de´codeur pirate est capture´ sous une forme logicielle, et qu’on peut par conse´quent
en re´aliser de nombreuses copies. Il suffit alors de n’envoyer qu’une unique requeˆte a`
chacune des copies du logiciel trace´ pour simuler un de´codeur pirate ne disposant pas
de me´moire.
4.1.3.4 Caracte`re abrupt du de´codeur pirate
Toujours dans [KY01a, KY01b], un de´codeur pirate peut eˆtre abrupt, c’est-a`-dire
qu’il peut chercher a` s’arreˆter brutalement lorsqu’une proce´dure de trac¸age est conduite
contre lui. Concre`tement, le de´codeur pirate essaie de savoir si les requeˆtes qu’il rec¸oit
sont issues d’un envoi normal de donne´es, ou si au contraire il s’agit d’une proce´dure
de trac¸age. S’il est convaincu qu’il s’agit du second cas, le de´codeur pirate peut utiliser
des me´canismes de protection consistant a` effacer imme´diatement ses cle´s.
Naturellement, un de´codeur pirate abrupt peut tirer fortement parti d’une me´moire,
de manie`re a` identifier une proce´dure de trac¸age non pas a` partir d’une seule requeˆte,
mais a` partir d’une succession de requeˆtes.
Le caracte`re abrupt d’un de´codeur pirate pre´sente cependant un risque : un e´metteur
peut diffuser largement des messages mal forme´s, simulant ainsi une proce´dure de
trac¸age fictive. Ainsi, les de´codeurs pirates abrupts peuvent re´agir, et effacer leurs
cle´s, alors meˆme qu’ils ne sont pas en danger !
4.1.4 Performances et fonctionnalite´s des sche´mas
La performance des sche´mas est e´value´e en grande partie sur le taux de chiffre-
ment, qui correspond a` la taille d’un chiffre´ divise´ par la taille du message clair corres-
pondant. Cet e´le´ment est fondamental puisqu’il mesure la bande passante ne´cessaire
pour transmettre des donne´es. Comme on l’a de´ja` mentionne´, les sche´mas utilisant
une re´partition de cle´s recombinables, comme [KY02, CPP05], pre´sentent un taux de
chiffrement constant.
La contrepartie de ces sche´mas est que les messages chiffre´s sont tre`s longs, et qu’il
est ne´cessaire de les de´chiffrer comple`tement avant d’obtenir le moindre bit d’informa-
tion sur le message clair associe´. Cela peut eˆtre un proble`me, puisque ce phe´nome`ne
peut induire des de´lais importants dans la transmission d’un contenu : il est impos-
sible de de´chiffrer progressivement ce contenu. En dehors du taux de chiffrement, la
taille des chiffre´s, mais aussi le couˆt calculatoire du de´chiffrement et la taille d’une cle´
de de´chiffrement sont des e´le´ments a` prendre en compte pour e´valuer l’efficacite´ d’un
sche´ma de trac¸age de traˆıtres.
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En dehors des performances quantifiables de cette nature, certaines fonctionna-
lite´s additionnelles peuvent eˆtre pre´cieuses. On peut particulie`rement citer le cas du
trac¸age public, e´voque´ dans [CPP05], mais pas comple`tement re´alise´ : cette fonction-
nalite´ consiste a` autoriser la de´le´gation de trac¸age, c’est-a`-dire qu’un tiers re´alise
le trac¸age, sans disposer d’aucun privile`ge et sans pouvoir lui-meˆme e´chapper a` un
trac¸age. Dans [CPP05], une partie du trac¸age peut eˆtre de´le´gue´e, tandis que le reste
doit impe´rativement eˆtre re´alise´ par l’autorite´ (l’acce`s a` un oracle de trac¸age permet
en fait de construire un de´codeur pirate e´chappant au trac¸age).
On peut e´galement mentionner la possibilite´ donne´e dans certains sche´mas de tracer
des coalitions de taille quelconque, comme c’est le cas dans [BSW06, BW06]. Malheu-
reusement, ces deux sche´mas ont une efficacite´ limite´e en comparaison de sche´mas
destine´s a` tracer des coalitions de taille restreinte.
4.1.5 Contribution
Il existe de nombreuses directions pour tenter d’ame´liorer les sche´mas de trac¸age
de traˆıtres existants : utiliser un mode`le de se´curite´ plus fort, ame´liorer l’efficacite´ du
sche´ma, fournir des fonctionnalite´s additionnelles. . . Le but principal de ce chapitre est
de se concentrer sur les deux premiers points, et de concilier un mode`le de se´curite´ fort
avec de bonnes performances.
Pour cela, on pre´sente en partie 4.2 un mode`le pour les de´codeurs pirates qui se
rapproche du mode`le pre´sente´ dans [KY01a], tout en e´tant le´ge`rement plus fort. Comme
dans [KY01a], on conside`re qu’un de´codeur pirate est abrupt et dispose d’une me´moire.
En revanche, il peut re´pondre aux requeˆtes avec un taux de re´ponse minimum fixe´, alors
que le mode`le pre´ce´dent suppose des re´ponses syste´matiques. Sur ce dernier aspect, le
mode`le utilise´ se rapproche de celui de [NP98].
La construction d’un sche´ma de trac¸age de traˆıtres suˆr dans ce mode`le et avec
une bonne efficacite´ s’appuie sur la strate´gie e´labore´e par [KY02] et pre´sente´e en sous-
section 4.1.2.3. On construit d’abord un sche´ma restreint a` deux utilisateurs, et on le
ge´ne´ralise par l’emploi d’un code adapte´.
La construction du sche´ma e´le´mentaire (partie 4.3) s’appuie notamment sur [KY01a]
et utilise un sche´ma de tatouage (watermarking), comme par exemple le sche´ma donne´
dans [FT99]. La ge´ne´ralisation a` un nombre d’utilisateurs bien plus grand ne´cessite un
code suˆr contre des coalitions avec effacements (partie 4.4). On donne une de´finition
adapte´e a` notre cadre d’e´tude, et a` de´faut de pouvoir utiliser des codes pre´-existants,
on construit une famille spe´cifique de codes suˆre contre des coalitions avec effacement.
Le sche´ma global s’appuie sur ces deux composants, et sa se´curite´ s’en de´duit di-
rectement (partie 4.5). Le sche´ma pre´sente un taux de chiffrement constant, ce qui
est nouveau dans un tel mode`le. Les messages chiffre´s sont toujours tre`s longs, mais
a` la diffe´rence de [KY02, CPP05], ils peuvent eˆtre de´chiffre´s au fur et a` mesure de la
re´ception des morceaux de chiffre´s. Le de´lai induit est ainsi conside´rablement re´duit.
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4.1.6 Pre´liminaires
Dans tout ce chapitre, en particulier dans les de´finitions, les the´ore`mes et les preuves,
on utilise implicitement un parame`tre λ : tous les algorithmes sont conside´re´s polyno-
miaux en temps en λ. Le niveau de se´curite´ de´pend naturellement de ce parame`tre λ,
dans la mesure ou` il repre´sente les limites d’un adversaire dans le mode`le de se´curite´.
4.2 Un mode`le pour les sche´mas et les de´codeurs pirates
4.2.1 Sche´mas de trac¸age de traˆıtres
La de´finition suivante pour un sche´ma de trac¸age de traˆıtres est similaire a` des
de´finitions plus anciennes de sche´mas base´s sur une trac¸abilite´ en boˆıte noire, comme
celui de [BSW06].
De´finition 4.1 (Sche´ma de trac¸age de traˆıtres) Un sche´ma de trac¸age de traˆıtres
consiste en quatre algorithmes :
– l’initialisation est un algorithme probabiliste qui rec¸oit le nombre n d’utilisa-
teurs du syste`me et qui construit une cle´ de chiffrement ek, une cle´ de trac¸age tk,
et n cle´s de de´chiffrement : dk1, . . . , dkn ;
– le chiffrement est un algorithme probabiliste E qui rec¸oit un message m et qui
construit un chiffre´ c, en utilisant la cle´ de chiffrement ek ;
– le de´chiffrement est un algorithme de´terministe D qui rec¸oit un chiffre´ c et
retrouve le message m associe´, en utilisant une cle´ de de´chiffrement dku. Pour
tout message m, et tout utilisateur u, il ve´rifie Ddku(Eek(m)) = m ;
– le trac¸age est un algorithme probabiliste T qui construit des requeˆtes adresse´es
a` un de´codeur pirate, vu comme un oracle de de´chiffrement, en utilisant la cle´ de
trac¸age tk. Il retourne un ensemble d’utilisateurs, calcule´ a` partir des re´ponses
donne´es par le de´codeur pirate a` ses requeˆtes.
Pour utiliser ce sche´ma de trac¸age de traˆıtres, un fournisseur de contenu commence
par lancer l’initialisation qui construit les cle´s pour l’e´metteur, pour le traceur et pour
tous les utilisateurs du sche´ma. Le nombre maximum d’utilisateurs, n, doit eˆtre de´fini
a` l’avance, meˆme si ces utilisateurs ne sont pas connus : lorsqu’un nouvel utilisateur
rejoint le syste`me, il rec¸oit une cle´ de de´chiffrement calcule´e initialement.
Les proce´dures de chiffrement et de de´chiffrement permettent a` l’e´metteur de dif-
fuser des donne´es aux utilisateurs.
La proce´dure de trac¸age interagit avec un de´codeur pirate : elle construit des
requeˆtes qui sont traite´es par le de´codeur. Ces requeˆtes peuvent eˆtre des messages
chiffre´s valides, ou des messages chiffre´s alte´re´s. Dans ce dernier cas, seuls certains uti-
lisateurs sont en mesure d’obtenir le message clair associe´ au message chiffre´. Les autres
utilisateurs obtiennent des re´sultats comple`tement diffe´rents.
Cette de´finition peut eˆtre utilise´e pour de nombreux sche´mas de trac¸age de traˆıtres.
Lorsqu’on s’inte´resse aux sche´mas a` cle´ publique, la cle´ de chiffrement ek est publique.
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De meˆme, lorsqu’on mode´lise un sche´ma dans lequel le trac¸age peut eˆtre de´le´gue´, la cle´
de trac¸age tk est conside´re´e comme publique.
4.2.2 De´codeurs pirates
On s’inte´resse de´sormais aux de´codeurs pirates. Un de´codeur pirate est construit
par une coalition de traˆıtres, et contient un ensemble de cle´s de de´chiffrement. En mode
nominal, le de´codeur pirate rec¸oit des messages chiffre´s valides et de´chiffre ces messages.
Par contre, lorsqu’il a e´te´ capture´, il est interroge´ par une proce´dure de trac¸age et rec¸oit
des requeˆtes visant a` extraire de l’information : dans ce second cas, il doit dans la mesure
du possible chercher a` prote´ger les cle´s de de´chiffrement qu’il utilise.
On conside`re un de´codeur pirate dans le contexte le plus large possible. Dans un
premier temps, on suppose qu’un de´codeur pirate est dote´ d’une me´moire : il peut donc
enregistrer toutes les requeˆtes qui lui ont e´te´ soumises, et les re´ponses qu’il a faites a` ses
requeˆtes. Ceci peut lui eˆtre particulie`rement utile, dans la mesure ou` un de´codeur pirate
ne sait pas dans quel contexte (re´ception de messages valides ou trac¸age) il se trouve :
seule une e´tude des requeˆtes rec¸ues peut lui permettre d’identifier une proce´dure de
trac¸age et de modifier son comportement. Avec l’acce`s a` une me´moire, le de´codeur
pirate peut analyser la succession des requeˆtes qu’il rec¸oit. Dans certains cas, comme
par exemple dans [FT99], les requeˆtes successives d’une proce´dure de trac¸age s’adaptent
aux re´ponses du de´codeur pirate : ce dernier peut donc ve´rifier si les requeˆtes qu’il rec¸oit
s’adaptent a` ses re´ponses ou pas.
Dans le cas ou` le de´codeur pirate de´tecte une proce´dure de trac¸age en cours contre
lui, on lui donne la possibilite´ de prendre des mesures de protection, comme l’effacement
instantane´ de ses cle´s de de´chiffrement. Cette mesure doit cependant eˆtre prise unique-
ment lorsque la proce´dure de trac¸age est de´tecte´e de manie`re fiable par le de´codeur
pirate : dans certains sche´mas (comme par exemple [MI04] face a` des de´codeurs pirates
sans me´moire), l’e´metteur tente de de´clencher de telles re´actions pendant l’e´mission,
pour faire en sorte d’e´liminer les de´codeurs pirates.
Enfin, on permet au de´codeur pirate de refuser de re´pondre a` certaines requeˆtes,
meˆme quand il s’agit de messages chiffre´s comple`tement authentiques, de la meˆme
manie`re que dans [NP98]. Dans ce mode`le, un de´codeur pirate peut refuser de de´chiffrer
des messages chiffre´s valides avec une probabilite´ donne´e, ou simplement refuser de
de´chiffrer des messages chiffre´s ayant une proprie´te´ particulie`re. Dans des applications
multime´dia, la perte d’une partie du contenu peut ne pas eˆtre pre´judiciable, et si cela
peut e´viter le trac¸age, c’est un compromis raisonnable pour un de´codeur pirate.
Globalement, avec ces contraintes, on demande a` un de´codeur pirate de re´pondre
avec un taux minimum de re´ponse lorsqu’il rec¸oit exclusivement des messages chiffre´s
authentiques. De`s lors qu’il identifie une requeˆte de trac¸age, il peut refuser de de´chiffrer
toute requeˆte ulte´rieure, ce qui correspond au comportement d’un de´codeur abrupt.1
1Face a` des de´codeurs pirates abruptes, mais sans me´moire, on obtient de l’information lorsque le
de´codeur pirate s’arreˆte : la requeˆte ayant de´clenche´ l’arreˆt du de´codeur est ne´cessairement distinguable
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De´finition 4.2 (De´codeur pirate fort) Un de´codeur pirate fort P est un algorithme
probabiliste initialise´ avec les cle´s de de´chiffrement distribue´es a` une coalition C d’uti-
lisateurs {dku / u ∈ C}. Il rec¸oit des requeˆtes : pour chaque requeˆte qi il calcule une
re´ponse ai, e´ventuellement vide (note´e ⊥ dans ce cas). Chaque re´ponse ai peut de´pendre
des requeˆtes passe´es (qj)j6i et des re´ponses pre´ce´demment renvoye´es (aj)j<i.
Dans cette de´finition, on suppose que le de´codeur pirate fort dispose de l’ensemble
des cle´s de de´chiffrement des membres de la coalition. En fait, il est probable que la
coalition calcule une « nouvelle » cle´ de de´chiffrement, voire un nouveau me´canisme de
de´chiffrement pour e´viter de confier toutes les cle´s de de´chiffrement de ses membres a`
des de´codeurs pirates. Mais dans le mode`le, on conside`re que ce calcul peut eˆtre fait
par le de´codeur pirate a` partir des cle´s de de´chiffrement qui lui ont e´te´ initialement
confie´es. Le mode`le est donc raisonnable.
4.2.3 Se´curite´ d’un sche´ma de trac¸age de traˆıtres
On peut de´sormais de´finir le jeu consistant a` tracer un de´codeur pirate. Ce jeu sera
le cœur de la de´finition de se´curite´ des sche´mas de trac¸age de traˆıtres.
De´finition 4.3 (Jeu de trac¸age) Le jeu de trac¸age fait intervenir un environnement
Ω et un de´codeur pirate fort P d’un sche´ma de trac¸age de traˆıtres :
– Ω choisit n, et ge´ne`re les cle´s ek, tk, dk1, . . . , dkn ;
– P choisit une coalition C ⊂ {1, . . . , n}, et re´ve`le cette coalition a` Ω ;
– Ω transmets les cle´s {dku / u ∈ C} a` P ;
– Ω re´alise la proce´dure de trac¸age T du sche´ma de trac¸age de traˆıtres sur P.
Le de´codeur pirate P gagne le jeu si l’ensemble d’utilisateurs donne´ par la proce´dure de
trac¸age T est vide ou non-inclus dans C.
E´videmment, un de´codeur pirate ne peut eˆtre trace´ s’il ne re´pond a` aucune requeˆte.
La proce´dure de trac¸age n’est donc cense´e donner des re´sultats corrects que lorsque le
de´codeur pirate re´pond aux requeˆtes valides avec un taux supe´rieur a` un seuil donne´.
En-dessous de ce seuil, le de´codeur pirate est juge´ inexploitable, et le trac¸age est donc
inutile. On de´finit alors la se´curite´ d’un sche´ma de trac¸age de traˆıtres, en tenant compte
de ces restrictions, par la capacite´ de la proce´dure de trac¸age a` identifier un traˆıtre a`
partir d’un de´codeur pirate fort :
De´finition 4.4 (Se´curite´ d’un sche´ma) Un sche´ma de trac¸age de traˆıtres est dit
(p, t, α)-suˆr si un de´codeur pirate fort qui de´chiffre des messages chiffre´s valides avec
une probabilite´ supe´rieure ou e´gale a` α gagne le jeu de trac¸age sur ce sche´ma avec une
probabilite´ au plus p, lorsque la coalition qu’il choisit est de taille au plus e´gale a` t.
d’un message chiffre´ authentique, pour ce de´codeur pirate. Ce n’est plus le cas lorsque les de´codeurs
pirates disposent de me´moire ou peuvent nominalement refuser de re´pondre a` certaines requeˆtes forme´es
de messages chiffre´s authentiques : du point de vue du traceur, il n’est pas possible de de´terminer avec
certitude quel message de trac¸age a provoque´ l’arreˆt d’un de´codeur pirate.
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Remarque 4.1 Dans les de´finitions pre´ce´dentes, on s’inte´resse uniquement a` la ca-
pacite´ de tracer. La se´curite´ d’un sche´ma de trac¸age de traˆıtres en tant que sche´ma de
chiffrement (« est-ce qu’il est possible de distinguer un chiffre´ d’un autre, sans connaˆıtre
aucune cle´ de de´chiffrement ? ») n’est pas directement aborde´e. Dans les sche´mas de
trac¸age de traˆıtres cite´s, la se´curite´ en tant que me´canismes de chiffrement est bien
assure´e.
4.2.4 Se´curite´ de certains sche´mas dans ce mode`le
Les sche´mas de trac¸age de traˆıtres sont traditionnellement place´s dans des mode`les
plus faibles, et ne supportent pas le mode`le de se´curite´ de´crit en section 4.2.3.
Ainsi, les sche´mas base´s sur des proprie´te´s alge´briques, comme [BF99, KD98], ont
e´te´ conside´re´s dans un mode`le interme´diaire dans [KY01b] : ces sche´mas ne peuvent
pas eˆtre suˆrs dans un tel mode`le lorsque le nombre des traˆıtres e´volue plus que loga-
rithmiquement en fonction du nombre d’utilisateurs. Meˆme en utilisant des couplages,
ces contraintes ne semblent pas pouvoir eˆtre contourne´es : dans [BSW06], les auteurs
expliquent eux-meˆmes que leur sche´ma n’est suˆr que dans un mode`le faible.
A` titre d’illustration, la proce´dure de confirmation en boˆıte noire propose´e dans
[BF99] consiste en l’envoi d’un pseudo message chiffre´, qui n’est re´ellement indistin-
guable d’un message chiffre´ authentique que pour l’ensemble cible´ par la confirmation.
Si cet ensemble ne contient pas entie`rement la coalition (et c’est typiquement le cas lors-
qu’on transforme cette proce´dure de confirmation en proce´dure de trac¸age), le de´codeur
pirate peut obtenir des messages clairs diffe´rents en utilisant les cle´s de de´chiffrement
des membres de la coalition. Il ne s’agit donc pas d’un chiffre´ valide, et le de´codeur
pirate peut se bloquer.
Dans les sche´mas base´s sur une re´partition bien choisie de cle´s de de´chiffrement
inde´pendantes, comme [CFN94, NP98], l’extraction des cle´s utilise´es par le de´codeur
pirate dans un mode`le en boˆıte noire ne´cessite de conside´rer seulement des de´codeurs
pirates sans me´moire. Cependant, ces sche´mas peuvent eˆtre modifie´s de manie`re ana-
logue a` [KY01a], et ils deviennent alors (p, t, α)-suˆrs, lorsque le seuil α est suffisamment
e´leve´.
Le cas des sche´mas pre´sente´s dans [FT99] occupe une place assez singulie`re. Avec
l’utilisation du marquage (watermarking), ces sche´mas ont l’avantage de pre´senter des
messages de trac¸ages parfaitement indistinguables de messages chiffre´s valides, ce qui
est ge´ne´ralement l’obstacle majeur pour assurer une se´curite´ dans un mode`le fort.
En revanche, pour eˆtre efficaces, les proce´dures de trac¸age sont adaptatives, c’est-a`-
dire que la succession des requeˆtes envoye´es de´pend des re´ponses du de´codeur pirate.
Un de´codeur pirate avec me´moire peut identifier ce genre de comportement, et par
conse´quent se bloquer. De plus, les messages permettant d’identifier pre´cise´ment un
traˆıtre, lorsque deux utilisateurs sont suspects, ont une structure particulie`re : si un
de´codeur refuse syste´matiquement de re´pondre a` ce genre de requeˆtes, il refuse une
proportion relativement faible de messages, mais empeˆche toute proce´dure de trac¸age
d’arriver a` son terme.
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Le cas des sche´mas a` re´partition de cle´s recombinables, comme [CPP05, KY02],
sera e´tudie´ en de´tails ulte´rieurement (paragraphe 4.4.3.1). Dans une premie`re formu-
lation, ils ont besoin de de´codeurs pirates qui re´pondent syste´matiquement a` toutes
les requeˆtes, et les messages de trac¸age sont distinguables de messages chiffre´s valides.
L’utilisation du marquage de donne´es permet de rendre indistinguables les messages
de trac¸age et les chiffre´s valides. En revanche, cette modification est incompatible avec
l’utilisation de codes suˆrs contre des coalitions, qui prend en compte la possibilite´ pour
un de´codeur pirate de refuser de de´chiffrer certaines requeˆtes. Ces sche´mas ne sont donc
pas suˆrs dans un mode`le fort.
Le seul sche´ma qui pre´sente une se´curite´ prouve´e dans un mode`le proche est propose´
dans [KY01a]. Ce sche´ma ne prend pas en compte la possibilite´ pour un de´codeur pirate
de refuser de re´pondre a` certaines requeˆtes, mais pour des taux de re´ponse minimum
raisonnables, le sche´ma reste suˆr. Il a par contre l’inconve´nient d’eˆtre peu efficace : le
taux de chiffrement est important, et c’est e´galement le cas des sche´mas [CFN94, NP98]
qui peuvent eˆtre adapte´s a` des de´codeurs pirates forts.
Un sche´ma de trac¸age de traˆıtres suˆr face a` des de´codeurs pirates forts, et pre´sentant
cependant un taux de chiffrement inde´pendant du nombre d’utilisateurs et de la taille
maximale des coalitions conside´re´e semble donc une ame´lioration significative.
4.3 Sche´ma e´le´mentaire pour deux utilisateurs
Pour re´pondre a` cet objectif de construction d’un sche´ma de trac¸age de traˆıtres
pre´sentant a` la fois une se´curite´ face a` des de´codeurs pirates forts et un taux de chif-
frement constant, on utilise une strate´gie similaire a` celle pre´sente´e dans [KY02].
Dans un premier temps, on de´finit un sche´ma e´le´mentaire, pour deux utilisateurs,
avec une se´curite´ face a` des de´codeurs pirates forts. C’est le cadre de cette partie. Par
la suite (partie 4.4), on cherchera un moyen de recouper des informations issues de
diverses instances de ce sche´ma restreint a` deux utilisateurs.
4.3.1 Utilisation du marquage
4.3.1.1 Ne´cessite´ du marquage
– Lors d’une proce´dure de trac¸age, pour apporter de l’information, une requeˆte doit
ne´cessairement pouvoir mener a` diffe´rentes re´ponses possibles, en fonction de la
cle´ de de´chiffrement utilise´e.
– A` l’inverse, un message chiffre´ valide conduit syste´matiquement a` une meˆme
re´ponse a` partir de n’importe quelle cle´ de de´chiffrement.
Ces deux proprie´te´s antagonistes laissent penser qu’il est impossible de construire
des messages de trac¸age et des messages chiffre´s valides qui soient indistinguables. En
fait, on peut relaˆcher la seconde proprie´te´ : on cherche a` transmettre des donne´es
similaires a` tous les utilisateurs, mais pas force´ment des donne´es identiques.
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Dans la ligne´e de [FT99, KY01a], la solution consiste a` utiliser du marquage (wa-
termarking) des donne´es : a` partir d’un contenu a` transmettre, un e´metteur va ge´ne´rer
deux variantes du contenu initial, mais avec quelques le´ge`res modifications. Pour de
nombreux types de donne´es, ces petites diffe´rences sont imperceptibles, et les utilisa-
teurs rec¸oivent donc bien le contenu pre´vu. Par contre, l’e´metteur est en mesure de
faire la diffe´rence entre les variantes qu’il a transmises.
L’utilisation du marquage implique qu’on ne travaille que sur des contenus pouvant
eˆtre le´ge`rement modifie´s sans que cela ne pose de proble`mes d’utilisation. C’est le cas
de la plupart des contenus multime´dia (musique, images, vide´os. . . ). Par contre, on ne
peut pas utiliser du marquage pour envoyer des cle´s cryptographiques : on ne peut donc
pas faire du chiffrement hybride directement.
4.3.1.2 De´finition
Pour donner une de´finition cryptographique au marquage, on s’appuie sur le for-
malisme et les ide´es de´veloppe´es dans [CKLS96, EKK99] :
De´finition 4.5 (Sche´ma de marquage) Un sche´ma de marquage (pour deux utili-
sateurs) consiste en trois algorithmes :
– la fonction d’acceptation est un algorithme de´terministe A qui prend en entre´e
un couple de messages (m,m′) et re´pond par un boole´en A(m,m′) ∈ {vrai, faux} ;
– la fonction de ge´ne´ration est un algorithme probabiliste G qui prend en entre´e
un message m et construit deux variantes m1 et m2 de ce message, ve´rifiant
A(m,m1) = A(m,m2) = vrai ;
– la fonction de de´tection est un algorithme de´terministe D qui prend en entre´e
un quadruplet de messages (m,m1,m2,m
′), ou` m1 et m2 sont des variantes du
message m, et re´pond avec un indice u′ ∈ {0, 1, 2}.
La fonction d’acceptation A est une manie`re de de´terminer si deux messages ont un
contenu proche ou non. Si A(m,m′) est vrai, alors on conside`re que les messages m et
m′ sont proches l’un de l’autre, et que par conse´quent m′ pourrait eˆtre utilise´ a` la place
de m. Si une distance existe sur l’espace des messages, alors une bonne de´finition de la
fonction d’acceptation A pourrait eˆtre : A(m,m′) = vrai si et seulement si la distance
entre m et m′ est infe´rieure a` un parame`tre δ.
La fonction de ge´ne´ration renvoie deux variantes d’un message donne´, chacune de
ces variantes e´tant acceptable pour le message d’origine. A` partir d’un message m,
de deux variantes de m ge´ne´re´es ensemble m1 et m2, et d’un dernier message m
′, la
fonction de de´tection identifie la variante (m1 ou m2) a` partir de laquelle m
′ pourrait
avoir e´te´ construit. Elle re´pond 1 pour m1, 2 pour m2, ou 0 en cas d’e´chec.
4.3.1.3 Se´curite´
Un adversaire d’un sche´ma de marquage rec¸oit une variante mu issue d’un message
m, et construit un message m′. Son but est que le message m′ construit soit acceptable
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pour m, et puisse donc le´gitimement servir a` sa place, tout en empeˆchant la fonction
de de´tection d’identifier quelle variante de m a e´te´ utilise´e pour construire m′.
De´finition 4.6 (Adversaire d’un sche´ma de marquage) Un adversaire A d’un
sche´ma de marquage est un algorithme probabiliste, disposant des fonctions A, G et
D d’un sche´ma de marquage. Il rec¸oit une variante mu d’un message m inconnu, et
calcule un message m′.
On peut de´sormais donner le jeu de de´tection, et de´finir la se´curite´ d’un sche´ma de
marquage :
De´finition 4.7 (Se´curite´ d’un sche´ma de marquage) Le jeu de de´tection fait in-
tervenir un environnement Ω et un adversaire A d’un sche´ma de marquage (A,G,D)
sur un message m :
– Ω calcule un couple de variantes (m1,m2) = G(m) ;
– Ω choisit ale´atoirement u ∈ {1, 2} et transmet mu a` A ;
– A re´pond avec un message m′ ;
– Ω calcule u′ = D(m′,m,m1,m2).
L’adversaire A gagne le jeu s’il y a une mauvaise de´tection (u′ = u¯) ou si la
de´tection e´choue (u′ = 0 avec A(m,m′) = true).
Un sche´ma de marquage (A,G,D) est dit (pw, qw)-suˆr si pour tout message m et
pour tout adversaire A :
– la probabilite´ de mauvaise de´tection dans le jeu est majore´e par pw ;
– la probabilite´ d’e´chec de la de´tection dans le jeu est majore´e par qw.
En fait, il y a mauvaise de´tection lorsque l’algorithme de de´tection incrimine la
variante qui n’est pas connue de l’adversaire. Quel que soit le contexte, l’adversaire
gagne le jeu dans ces conditions. La de´tection e´choue lorsque l’algorithme de de´tection
n’arrive pas a` trancher entre les deux variantes, et que le message m′ produit par
l’adversaire est acceptable pour m.
Le cas ou` l’algorithme de de´tection n’arrive pas a` trancher entre les deux variantes,
alors que le message m′ n’est pas acceptable pour m, n’est pas conside´re´ comme une
victoire de l’adversaire. Sinon, il suffit a` l’adversaire de re´pondre ale´atoirement et
inde´pendamment de la variante mu rec¸ue pour obtenir une probabilite´ de gain non
ne´gligeable. Cette strate´gie n’est pas re´ve´latrice d’une faiblesse du sche´ma de trac¸age,
puisque le contenu du message a` transmettre est perdu.
4.3.2 De´finition du sche´ma
4.3.2.1 Sche´ma de chiffrement
En dehors d’un sche´ma de marquage suˆr, la de´finition du sche´ma e´le´mentaire de
trac¸age de traˆıtres ne´cessite un sche´ma de chiffrement suˆr dans le mode`le LoR-CPA :
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De´finition 4.8 (Se´curite´ LoR-CPA) Le jeu LoR (Left or Right) fait intervenir un
environnement Ω et un adversaire A d’un sche´ma de chiffrement constitue´ d’une fonc-
tion d’initialisation I, d’une fonction de chiffrement E, et d’une fonction de de´chif-
frement D :
– Ω choisit ale´atoirement v ∈ {1, 2} et ge´ne`re un couple de cle´s (ek, dk) avec I ;
– Ω transmet ek a` A (uniquement dans le cadre d’un sche´ma a` cle´ publique) ;
– A envoie des paires de messages (m1,m2) a` Ω qui re´pond avec Eek(mv) ;
– A re´pond avec un e´le´ment v′ ∈ {1, 2}.
L’adversaire A gagne le jeu si v′ = v.
Le sche´ma de chiffrement est dit adve-LoR-CPA suˆr si pour tout adversaire A,∣∣ Pr[A gagne le jeu LoR]− Pr[A perd le jeu LoR] ∣∣ 6 adve.
Ce mode`le est plus exigeant qu’un mode`le IND-CPA classique : au lieu d’une requeˆte
unique ou` l’adversaire envoie un couple de messages et ou` l’environnement chiffre l’un
de ces deux messages, l’adversaire dispose d’autant de requeˆtes qu’il le souhaite, l’en-
vironnement chiffrant toujours le message dans la meˆme position. Ce mode`le a e´te´
notamment utilise´ dans [BDJR97] dans le contexte d’un chiffrement syme´trique.
4.3.2.2 Sche´ma de trac¸age de traˆıtres
On peut de´sormais de´finir un sche´ma de trac¸age de traˆıtres pour deux utilisateurs
s’appuyant sur un sche´ma de marquage et un sche´ma de chiffrement :
De´finition 4.9 (Sche´ma e´le´mentaire de trac¸age de traˆıtres) Soit (A,G,D) un
sche´ma de marquage (pw, qw)-suˆr, soit (I,E,D) un sche´ma de chiffrement adve-LoR-
CPA suˆr. Le sche´ma e´le´mentaire de trac¸age de traˆıtres s’appuyant sur ces sche´mas est
de´fini par les algorithmes suivants :
– Initialisation : deux paires de cle´s, (ek1, dk1) et (ek2, dk2), sont ge´ne´re´es en
utilisant l’algorithme I. La cle´ de chiffrement est ek = (ek1, ek2). Les cle´s de
de´chiffrement sont dk1 et dk2. La cle´ de trac¸age est tk = ek.
– Chiffrement : le chiffre´ d’un messagem est Eek(m) = (Eek1(mσ(1)),Eek2(mσ(2))),
ou` (m1,m2) = G(m) et σ est une permutation sur {1, 2} choisie ale´atoirement.
– De´chiffrement : l’utilisateur u obtient un message clair acceptable mσ(u) en
utilisant sa cle´ de de´chiffrement dku sur la partie ade´quate du chiffre´.
– Trac¸age : l’algorithme de trac¸age consiste a` envoyer des messages chiffre´s au-
thentiques jusqu’a` ce que le de´codeur pirate ait re´pondu Np fois avec un message
acceptable pour le contenu envoye´. Pour chacune des re´ponses du de´codeur pi-
rate, l’algorithme calcule u′ = σ(D(m,m1,m2,m′)). L’algorithme re´pond alors
avec l’e´le´ment le plus fre´quemment trouve´ dans {1, 2} (en cas d’e´galite´, le choix
est fait ale´atoirement). La valeur de Np de´pend du parame`tre p ∈ ]2adve, 1[ :
Np = max
(
3
⌈ log(p/2− adve)
log(8max(pw, qw))
⌉
, 1
)
.
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Remarque 4.2 La proce´dure de trac¸age s’applique pour n’importe quel de´codeur pirate
qui re´pond aux requeˆtes valides avec une probabilite´ supe´rieure a` n’importe quel seuil
α > 0. Plus le seuil est bas, plus la proce´dure sera longue, puisqu’il faudra de l’ordre de
(Np/α) requeˆtes pour obtenir Np re´ponses acceptables.
4.3.3 Preuve de se´curite´
The´ore`me 4.1 Soit (I,E,D) un sche´ma de chiffrement adve-LoR-CPA suˆr, soit (A,G,D)
un sche´ma de marquage (pw, qw)-suˆr. Pour tout p > 2adve, pour tout α > 0, le sche´ma
de trac¸age de traˆıtres a` deux utilisateurs pre´sente´ en de´finition 4.9 est (p, 2, α)-suˆr
lorsque qw < 1/8 et pw < 1/8.
Preuve Dans le cas d’un sche´ma a` deux utilisateurs, une coalition contient soit un
unique utilisateur, soit tous les utilisateurs du syste`me. Dans le second cas, la proce´dure
de trac¸age a syste´matiquement raison, puisqu’elle renvoie toujours un ensemble non-
vide, qui est ne´cessairement contenu dans {1, 2}. On conside`re donc exclusivement le
cas d’un unique traˆıtre.
Soit G0 le jeu de trac¸age pour le sche´ma de´crit en de´finition 4.9 :
– L’environnement Ω ge´ne`re deux paires de cle´s (ek1, dk1) et (ek2, dk2) pour le
sche´ma de chiffrement (I,E,D).
– Le de´codeur pirate P choisit u ∈ {1, 2}, envoie u a` Ω et rec¸oit dku de Ω.
– Ω choisit un message m, calcule (m1,m2) = G(m), choisit ale´atoirement une
permutation σ sur {1, 2}, et envoie (Eeku(mσ(u)), Eeku¯(mσ(u¯))) a` P. Le de´codeur
pirate P re´pond avecm′. Si A(m,m′) est vrai, Ω calcule u′ = σ(D(m′,m,m1,m2)).
L’environnement Ω fait autant de requeˆtes que ne´cessaire, jusqu’a` ce qu’il ait
calcule´ au moins Np fois la valeur u
′.
Le de´codeur pirate P gagne le jeu G0 si la valeur la plus fre´quemment trouve´e pour
u′ par Ω est u¯.
On conside`re le jeu G1, identique au jeu G0, a` la diffe´rence que l’environnement
envoie (Eeku(mσ(u)), Eeku¯(mσ(u))) au lieu de (Eeku(mu), Eeku¯(mσ(u¯))). On construit un
adversaire A de la se´curite´ LoR-CPA du sche´ma de chiffrement a` partir du de´codeur
pirate P :
– A rec¸oit ek, choisit ale´atoirement b ∈ {1, 2}, calcule une paire de cle´s (ekb, dkb)
pour le sche´ma de chiffrement et de´finit ekb¯ = ek.
– P choisit u ∈ {1, 2} et transmets u a` A : si u 6= b, alors A s’arreˆte en donnant
pour re´ponse un e´le´ment choisi ale´atoirement dans {1, 2}. Sinon, A envoie dku a`
P et le jeu se poursuit.
– A choisit un message m, calcule (m1,m2) = G(m), choisit ale´atoirement une per-
mutation σ sur {1, 2}, et envoie la requeˆte (mσ(1),mσ(2)) a` son environnement. A
rec¸oit la re´ponse Eek(mσ(v)), ou` v est fixe´.A envoie alors (Eeku(mσ(u)), Eek(mσ(v)))
a` P, qui re´pond e´ventuellement avec un message m′ : si A(m,m′) = vrai, A cal-
cule u′ = σ(D(m,m1,m2,m′)). A re´alise cette e´tape en boucle jusqu’a` obtenir Np
re´sultats pour u′.
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– A s’arreˆte en donnant pour re´ponse v′, la valeur la plus souvent trouve´e pour u′
dans {1, 2}.
Le sche´ma de chiffrement e´tant adve-LoR-CPA suˆr, l’avantage de l’adversaire A
construit pre´ce´demment est borne´ par adve. On en de´duit que la diffe´rence des avantages
du de´codeur pirate P dans les jeux G0 et G1 est borne´e par 2adve :
adve > | Pr[v′ = u¯ / (v = u¯ et u = b)]− Pr[v′ = u¯ / (v = u et u = b)] | / 2 ,
> | Pr[v′ = u¯ dans le jeu G0]− Pr[v′ = u¯ dans le jeu G1] | / 2 ,
> | Pr[P gagne dans le jeu G0]− Pr[P gagne dans le jeu G1] | / 2 .
On conside`re de´sormais le jeu Gw entre un environnement Ωw, et un adversaire Aw
du sche´ma de marquage (A,G,D) :
– L’adversaire Aw choisit u ∈ {1, 2},
– L’environnement Ωw choisit un message m, calcule (m1,m2) = G(m). Ωw choi-
sit ale´atoirement une permutation σ sur {1, 2}, et transmet mσ(u) a` Aw. L’ad-
versaire Aw re´pond e´ventuellement avec m′ : si A(m,m′) = vrai, Ωw calcule
u′ = σ(D(m,m1,m2,m′)). Ωw re´alise cette e´tape en boucle jusqu’a` obtenir Np
re´sultats pour u′.
L’adversaire Aw gagne ce jeu si la valeur la plus fre´quemment trouve´e pour u′
dans {1, 2} est u¯. On remarque que l’adversaire Aw peut simuler des requeˆtes, via sa
connaissance des algorithmes A, G et D. Ainsi, lors de chaque requeˆte, l’adversaire Aw
est dans une situation similaire a` la premie`re requeˆte. Or le jeu sur la premie`re requeˆte
est exactement le jeu de de´tection pour le sche´ma de marquage (A,G,D).
Dans ce jeu Gw, soit Np(0) le nombre de re´ponses donne´es par Aw ayant conduit
a` u′ = 0, soit Np(u¯) le nombre de re´ponses donne´es par Aw ayant conduit a` u′ = u¯.
Concre`tement, Np(0) est le nombre de fois ou` il y a e´chec dans la de´tection, tandis que
Np(u¯) est le nombre de fois ou` il y a mauvaise de´tection. Lorsque l’adversaire Aw gagne
le jeu Gw, Np(u) > Np(u¯), et on a ne´cessairement Np(u¯) > Np/3 ou Np(0) > Np/3.
Comme les requeˆtes se traduisent par des jeux inde´pendants (d’apre`s le paragraphe
pre´ce´dent), on peut borner la probabilite´ de succe`s de Aw :
Pr[Aw gagne le jeu Gw] 6 Pr[Np(0) > Np/3] + Pr[Np(u¯) > Np/3] ,
6
Np∑
i=⌈Np/3⌉
C iNp qw
i +
Np∑
i=⌈Np/3⌉
C iNp pw
i ,
6 2Np qw
Np/3 + 2Np pw
Np/3 ,
6 (8 qw)
Np/3 + (8 pw)
Np/3 .
Comme pw < 1/8, qw < 1/8, et graˆce au choix adapte´ de la valeur de Np, on en
de´duit que : Pr[Aw gagne le jeu Gw] 6 p− 2adve.
Il ne reste plus qu’a` corre´ler les jeux G1 et Gw ce qui est assez aise´ : a` partir d’un
de´codeur pirate dans le jeu G1, on peut construire un adversaire Aw dans le jeu Gw avec
exactement la meˆme probabilite´ de succe`s. En effet, on peut conside´rer un adversaire
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Aw qui ge´ne`re des couples de cle´s, qui se contente de chiffrer a` deux reprises la variante
propose´e par Ωw, et de transmettre les re´sultats du chiffrement au de´codeur pirate P.
Les probabilite´s de succe`s de Aw dans le jeu Gw et de P dans le jeu G1 sont identiques.
On en de´duit : Pr[P gagne dans le jeu G1] 6 p− 2adve.
Le lien entre les probabilite´s de succe`s de P dans les jeux G0 et G1 permet d’obtenir
le re´sultat attendu : Pr[P gagne le jeu G0] 6 2adve + (p− 2adve) = p. 
4.3.4 Proprie´te´s du sche´ma
Le sche´ma e´le´mentaire de trac¸age de traˆıtres pre´sente´ en de´finition 4.9 s’appuie
sur un sche´ma de marquage et un sche´ma de chiffrement. L’exigence sur le sche´ma de
marquage (pw < 1/8 et qw < 1/8) semble raisonnable a` re´aliser.
Il est difficile de parler de performances pour un sche´ma a` seulement deux uti-
lisateurs. Cependant, on peut e´voquer le taux de chiffrement du sche´ma de trac¸age
de traˆıtres : il est e´gal au double de celui du sche´ma de chiffrement. Dans un cadre
syme´trique, avec un algorithme bien choisi, on peut espe´rer avoir un taux de chiffre-
ment proche de 1 pour le sche´ma de chiffrement, et donc un taux de chiffrement proche
de 2 pour le sche´ma de trac¸age de traˆıtres.
En ce qui concerne le couˆt en temps de la proce´dure de trac¸age, elle ne´cessite
un nombre de requeˆtes line´aire en 1/α, logarithmique en p/2 − adve. La probabilite´
d’erreur dans le trac¸age de traˆıtres est en ge´ne´ral loin d’atteindre les niveaux de se´curite´
demande´s dans les sche´mas de chiffrement classiques. On peut donc conside´rer que
p/2− adve ≈ p/2. Le nombre de requeˆtes a` re´aliser est donc plutoˆt limite´, et le trac¸age
est ainsi plutoˆt efficace.
En tant que me´canisme de chiffrement, la se´curite´ du sche´ma e´le´mentaire du trac¸age
de traˆıtres est e´troitement lie´e a` la se´curite´ du sche´ma de chiffrement (I,E,D). Il he´rite
donc d’une se´curite´ de type LoR-CPA.
On a de´ja` remarque´ que l’utilisation d’un sche´ma de marquage empeˆche d’opter pour
une me´thode de chiffrement hybride : des cle´s de chiffrement de donne´es ne peuvent pas
eˆtre marque´es. Par contre, si les donne´es elles-meˆmes peuvent eˆtre marque´es, on peut
marquer ces donne´es de deux manie`res diffe´rentes, et chiffrer chacune de ces variantes
par une cle´ ge´ne´re´e ale´atoirement. Ainsi, le chiffrement d’un message m devient
Eek(m) = (Eek1(sk1),Eek2(sk2),Ssk1(mσ(1)),Ssk2(mσ(2))),
ou` S est un sche´ma de chiffrement syme´trique rapide, et ou` sk1 et sk2 sont des cle´s
secre`tes choisies ale´atoirement pour ce sche´ma syme´trique. Les performances en termes
de taux de chiffrement restent similaires, mais le temps de de´chiffrement est ame´liore´.
On a traite´ le cas du sche´ma e´le´mentaire de trac¸age de traˆıtres suˆr dans un mode`le
fort, et efficace dans un cadre a` deux utilisateurs. Il faut maintenant s’inte´resser aux
moyens de combiner diffe´rentes instances de ce sche´ma pour obtenir un sche´ma a` n
utilisateurs.
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4.4 Codes re´sistants a` des coalitions
On dispose de´sormais d’un sche´ma de trac¸age de traˆıtres pour deux utilisateurs.
Sur un nombre plus important d’utilisateurs, cela signifie que si on distribue une cle´ de
de´chiffrement a` la moitie´ des utilisateurs, et l’autre cle´ de de´chiffrement a` la seconde
moitie´, on est en mesure d’identifier une moitie´ d’utilisateurs contenant au moins un
traˆıtre.
On souhaite de´sormais pouvoir recouper plusieurs informations de ce type afin
de restreindre la taille de l’ensemble contenant un traˆıtre, et ceci jusqu’a` identifier
pre´cise´ment un traˆıtre. L’ide´e est alors d’utiliser plusieurs instances du sche´ma de
trac¸age de traˆıtres a` deux utilisateurs, chacun d’entre eux permettant d’obtenir une
information partielle : l’ensemble de ces informations doit permettre d’identifier un
traˆıtre.
Ce principe simple, pre´sente´ dans [KY02], pose en fait le proble`me complexe du
recoupement des informations partielles obtenues par chacune des instances du sche´ma
de trac¸age de traˆıtres a` deux utilisateurs. Le rapprochement avec la proble´matique des
codes re´sistants a` des coalitions, pre´sente´e dans [BS95], permet cependant de construire
des solutions efficaces.
4.4.1 Traˆıtre unique ou plusieurs traˆıtres ?
En fait, dans le cas d’un unique traˆıtre, le proble`me est assez simple a` re´soudre. A`
l’inverse, de`s que la coalition contient plusieurs traˆıtres, la situation est beaucoup plus
complexe.
4.4.1.1 Traˆıtre unique
Dans le cas de coalitions limite´es a` un unique traˆıtre, chaque information obtenue
indique un ensemble dont le traˆıtre fait partie. Ainsi, l’intersection de ces ensembles
successifs contient le traˆıtre recherche´ (voir figure 4.1). Pour n utilisateurs, il suffit alors
de ⌈log2(n)⌉ informations partielles pour identifier avec certitude le traˆıtre.
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Fig. 4.1 – Re´sultats de deux instances et leur intersection pour un traˆıtre.
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4.4.1.2 Deux traˆıtres ou plus
Dans le cas de coalitions de deux traˆıtres ou plus, chaque information obtenue
indique un ensemble dont l’un des traˆıtres fait partie. L’intersection des ensembles
de´termine´s n’est donc plus envisageable, deux ensembles pouvant contenir des traˆıtres
diffe´rents (voir figure 4.2). Le recoupement des informations est donc plus de´licat, de`s
lors que les coalitions peuvent regrouper plusieurs traˆıtres. On peut meˆme prouver que
face a` une coalition contenant au moins trois traˆıtres, il est impossible d’identifier un
traˆıtre avec certitude par le biais de codes binaires.
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Fig. 4.2 – Re´sultats de deux instances et leur intersection pour deux traˆıtres.
4.4.2 Formalisme et codes suˆrs contre des coalitions
4.4.2.1 Formalisme d’une instance
Lors de l’utilisation d’une instance d’un sche´ma de trac¸age de traˆıtres a` deux uti-
lisateurs, deux cle´s de de´chiffrement distinctes et identifiables sont ge´ne´re´es. Dans une
utilisation pour n utilisateurs, on attribue a` chacun des utilisateurs l’une des deux cle´s
de de´chiffrement : on doit de´finir pre´cise´ment quelle cle´ rec¸oit chacun de ces utilisa-
teurs. On assimile les utilisateurs aux entiers compris entre 1 et n. Pour un utilisateur
u ∈ {1, . . . , n}, soit φu un bit correspondant a` la cle´ de de´chiffrement rec¸u par l’utili-
sateur u (0 pour la premie`re cle´, 1 pour la seconde cle´).
Des messages ou parties de messages sont envoye´s prote´ge´s par le chiffrement
de´fini par le sche´ma de trac¸age de traˆıtres. Un utilisateur honneˆte utilise sa cle´ de
de´chiffrement pour obtenir ces messages en clair. Un de´codeur pirate construit par une
coalition C dispose potentiellement de l’ensemble des cle´s de de´chiffrement attribue´es
aux traˆıtres. Deux cas se pre´sentent :
– tous les traˆıtres ont rec¸u la meˆme cle´ de de´chiffrement, et le de´codeur pirate n’a
pas d’autre choix que d’utiliser cette cle´ pour de´chiffrer les donne´es,
– deux traˆıtres ont rec¸u deux cle´s de de´chiffrement distinctes, et le de´codeur pi-
rate peut utiliser celle de son choix, voire meˆme les deux cle´s simultane´ment ou
alternativement.
Dans le premier cas, le de´codeur pirate se comporte de manie`re analogue a` un
de´codeur pirate dans le sche´ma a` deux utilisateurs, avec une connaissance limite´e a` la
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cle´ de de´chiffrement de l’un des deux utilisateurs uniquement. Le trac¸age pour deux
utilisateurs permet d’identifier la cle´ de de´chiffrement utilise´e.
Dans le second cas, quelle que soit la re´ponse du trac¸age pour le sche´ma a` deux
utilisateurs, elle est valide puisque le de´codeur pirate a eu acce`s aux deux cle´s de
de´chiffrement.
Globalement, dans les deux cas, si la proce´dure de trac¸age re´ussit, elle identifie une
cle´ de de´chiffrement de´tenue par la coalition, c’est-a`-dire associe´e a` un bit φ ve´rifiant :
∃u ∈ C /φu = φ.
4.4.2.2 Formalisme de plusieurs instances
Lors de l’utilisation de l instances d’un sche´ma de trac¸age de traˆıtres a` deux uti-
lisateurs, on ge´ne`re deux cle´s de de´chiffrement distinctes et identifiables pour chaque
instance. Chacun des n utilisateurs rec¸oit pour chacune des l instances l’une des deux
cle´s de de´chiffrement. L’attribution de ces cle´s a` l’utilisateur u ∈ {1, . . . , n} est de´finie
par un mot w(u) de l bits : le ie`me bit w
(u)
i de ce mot correspond comme pre´ce´demment
a` la cle´ de de´chiffrement rec¸ue par l’utilisateur u pour l’instance i (0 pour la premie`re
cle´, 1 pour la seconde cle´).
Un message envoye´ est divise´ en l parties comple´mentaires, chacune d’entre elles
e´tant dans un premier temps suppose´e indispensable pour retrouver la moindre infor-
mation sur le message envoye´. Chaque partie est alors chiffre´e en utilisant une instance
diffe´rente du sche´ma de chiffrement. On suppose que le trac¸age de chaque instance peut
eˆtre effectue´ inde´pendamment des autres instances.
Dans ce contexte, pour chacune des l instances, le comportement d’une coalition C
est similaire au comportement de la meˆme coalition face a` une instance unique. Ainsi,
lorsque le trac¸age global re´ussit, il permet d’obtenir un mot w de l bit ve´rifiant la
proprie´te´ fondamentale suivante : ∀i ∈ {1, . . . , l}, ∃u ∈ C /wi = w(u)i .
4.4.2.3 Codes binaires et coalitions
La proprie´te´ fondamentale pre´sente´e pre´ce´demment est tre`s proche de celle des
codes suˆrs contre des coalitions. La re´partition des cle´s de de´chiffrement des l instances
entre les n utilisateurs peut donc s’appuyer sur de tels codes.
Les codes suˆrs contre des coalitions ont e´te´ introduits dans [BS95]. L’objectif est de
construire diffe´rentes version d’un meˆme document nume´rique, afin de pouvoir identi-
fier la source d’une divulgation de ce document. L’ide´e est d’inse´rer dans le contenu
nume´rique des bits, appele´s marques, n’apportant aucune information nouvelle mais
diffe´rents d’une copie a` une autre.
Le de´tenteur d’une seule copie n’est pas en mesure de distinguer le contenu re´el des
marques qui ont e´te´ inse´re´es, et il ne peut donc supprimer les marques. Une coalition
dispose, elle, de plusieurs copies diffe´rentes du meˆme contenu. Elle peut donc identifier
les marques pour lesquelles diffe´rentes valeurs ont e´te´ utilise´es dans les copies qu’elle
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de´tient : les marques en question peuvent eˆtre de´truites, ou prendre une valeur au choix
de la coalition. En revanche, les marques pour lesquelles toutes les copies de la coalition
sont identiques ne peuvent eˆtre distingue´es du contenu et ne peuvent eˆtre change´es.
Les codes suˆrs contre des coalitions de´finissent une re´partition des marques a` uti-
liser entre les diffe´rentes copies distribue´es afin de pouvoir identifier un membre d’une
coalition, a` partir du contenu sous la forme divulgue´e par cette coalition.
Un (l, n)-code binaire est une suite de n e´le´ments de {0, 1}l : (w(u))16u6n ∈
({0, 1}l)n.
Pour tout u ∈ {1, . . . , n}, le mot de code w(u) correspond aux marques place´es dans
la copie distribue´e a` l’utilisateur u. Une coalition de t utilisateurs est repre´sente´e par
un sous-ensemble C de {1, . . . , n}. Pour tout i ∈ {1, . . . , l}, une telle coalition peut
identifier et alte´rer la marque en position i lorsque deux membres de cette coalition ont
rec¸u des valeurs diffe´rentes de cette marque. La coalition C peut ainsi construire une
copie avec les marques associe´es au mot w ∈ {0, 1, ?}l ve´rifiant la proprie´te´ suivante (le
signe ? signifie que la marque a e´te´ supprime´e ou alte´re´e) :
∀i ∈ {1, . . . , l} ,
{
wi ∈ {0, 1} =⇒ ∃u ∈ C /w(u)i = wi ,
wi =? =⇒ ∃(u, u′) ∈ C2 /w(u)i 6= w(u
′)
i .
On appelle F (C) l’ensemble des mots w ve´rifiant la proprie´te´ pre´ce´dente, c’est-a`-
dire correspondant aux copies re´alisables par la coalition C. On remarque en particulier
que lors de l’utilisation de plusieurs instances d’un sche´ma de trac¸age de traˆıtres a`
deux utilisateurs, le mot w issu du trac¸age des instances respecte des contraintes de
construction similaires, a` partir des mots w(u) correspondant aux cle´s de de´chiffrement
des membres de la coalition.
4.4.2.4 Codes suˆrs contre des coalitions
Ide´alement, on souhaiterait pouvoir construire un code pour lequel la connaissance
de w ∈ F (C) permette de remonter de manie`re certaine a` un membre de la coalition C.
Il existe cependant un re´sultat fort (donne´ dans [BS95]) montrant l’impossibilite´ d’une
telle construction. On conside`re en effet une coalition C de trois utilisateurs, u1, u2 et
u3. Cette coalition peut, pour toute marque de´tectable, prendre la marque majoritaire
parmi ses utilisateurs :
∀i ∈ {1, . . . , l}, wi = Majorite´
(
(w
(u)
i )u∈C
)
.
Les marques w ainsi de´finies pourraient avoir e´te´ construites par deux membres quel-
conques de la coalition, sans l’aide du troisie`me :
w ∈ F ({u1, u2}), w ∈ F ({u1, u3}), w ∈ F ({u2, u3}).
Il n’est donc pas possible d’incriminer un utilisateur avec certitude, puisque la contri-
bution d’un membre de la coalition n’est pas rigoureusement indispensable.
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Cette faiblesse est d’autant plus pe´nalisante que les marques sont restreintes a` des
bits. En effet, en utilisant des symboles plus nombreux pour les marques, il faut une
taille de coalition plus importante pour pouvoir mettre en place cette attaque. Cepen-
dant, de`s que la taille de la coalition est supe´rieure a` celle de l’ensemble des symboles
utilise´s comme marques, la faiblesse est bien pre´sente. Pour pouvoir espe´rer tracer avec
certitude des coalitions de taille t, il faut donc au moins t symboles pour les marques.
Cette contrainte peut paraˆıtre raisonnable, mais dans le contexte du trac¸age de traˆıtres,
cela induit ne´cessairement un sche´ma e´le´mentaire a` t utilisateurs, et non plus deux :
comme l’utilisation du watermarking pre´sente´e pre´ce´demment induit ne´cessairement
une taille des chiffre´s line´aire en le nombre d’utilisateurs du sche´ma e´le´mentaire, cette
option n’est pas envisageable si on veut pre´server une taille des chiffre´s inde´pendante
du nombre t de traˆıtres regroupe´s dans la coalition.
Pour pre´server des marques binaires, l’alternative consiste en un trac¸age probabiliste
des marques. Pour cela, on ne s’inte´resse pas a` un code binaire unique mais a` une famille
de codes : on ge´ne`re un code de la famille en suivant une proce´dure probabiliste. La
robustesse du code vient du fait qu’une coalition ne sait pas pre´cise´ment quel code a
e´te´ ge´ne´re´.
Plus concre`tement, un code binaire (w(u))16u6n est tire´ ale´atoirement dans une
famille F de codes lors du marquage du contenu a` prote´ger. On distribue les n versions
marque´es, chacune d’entre elles e´tant associe´e a` un mot du code w(u). La connaissance
de la famille F est publique, mais le code binaire utilise´ est garde´ secret.
Une coalition C d’au plus t utilisateurs rec¸oit autant de contenus qu’elle a de
membres : elle connaˆıt donc au mieux (w(u))u∈C , c’est-a`-dire au plus t mots du code
utilise´ 2. Tous les autres mots de code lui sont inconnus : la coalition est donc incapable
d’identifier le code utilise´ pour marquer les contenus dans l’ensemble de tous les codes
(x(u))16u6n de la familles F ve´rifiant : ∀u ∈ C, x(u) = w(u). Quels que soient ces choix,
la coalition agit donc de manie`re similaire pour tous ces codes.
La de´finition suivante exige qu’il existe une proce´dure de trac¸age τ telle que quelles
que soient les marques ge´ne´re´es par la coalition, ce trac¸age permette d’identifier des
membres de cette coalition avec une probabilite´ 1−p sur l’ensemble des codes (x(u))16u6n
de F co¨ıncidant avec le code (w(u))16u6n sur C, c’est-a`-dire tels que ∀u ∈ C, x(u) = w(u).
Cela signifie que quel que soit le comportement de la coalition, elle peut au mieux mas-
quer ses membres pour une fraction p de cas totalement indistinguables de son point
de vue.
De´finition 4.10 (Famille de codes binaires suˆre contre des coalitions) Une fa-
mille F de (l, n)-codes binaires est (p, t)-suˆre contre des coalitions si on peut tracer des
coalitions d’au plus t membres avec un probabilite´ d’erreur au plus p.
Plus pre´cise´ment, il existe une proce´dure de trac¸age τ prenant pour entre´es la des-
cription d’un code et un mot dans {0, 1, ?}l associe´ a` des marques, et calculant un
ensemble d’utilisateurs tel que : pour tout code (w(u))16u6n de la famille F , pour toute
2Si certaines marques sont identiques dans toutes les versions distribue´es aux membres de la coali-
tion, elle n’est en fait pas capable d’identifier comple`tement les mots de code associe´s.
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coalition C de taille infe´rieure ou e´gale a` t, pour tout mot w ∈ F (C), la probabilite´
sur l’ensemble des codes (x(u))16u6n de F co¨ıncidant avec (w(u))16u6n sur C que la
proce´dure τ applique´e au code (x(u))16u6n et au mot w retourne un ensemble d’utilisa-
teurs vide ou non-inclus dans C est infe´rieure a` p.
Cette de´finition n’a de sens que pour une famille de codes. Cependant, lorsque la
description du code induit implicitement la famille de codes qui correspond, parler
simplement de code binaire suˆr contre des coalitions est envisageable, et c’est d’ailleurs
le cas dans [BS95] ou` la notion de famille est masque´e.
4.4.3 Effacements : notion et formalisme
4.4.3.1 Des effacements presque incontournables
Comme on l’a vu pre´ce´demment, il y a une forte ade´quation entre le choix d’une
re´partition de cle´s de de´chiffrement de plusieurs instances pour le trac¸age de traˆıtres
et les codes suˆrs contre les coalitions. Cependant, l’utilisation d’une famille de codes
suˆre contre des coalitions dans un sche´ma de trac¸age de traˆıtres, telle que pre´sente´e
en paragraphe 4.4.2.2, se heurte dans notre mode`le a` une contradiction concernant
l’inde´pendance des instances :
– d’une part, les instances doivent eˆtre corre´le´es pour empeˆcher un de´codeur pirate
de se passer des cle´s de de´chiffrement correspondant a` certaines instances ;
– d’autre part, le trac¸age individuel de chacune des instances ne´cessite a priori que
les instances soient inde´pendantes.
Pour expliciter cette contradiction, on suit dans un premier temps l’approche donne´e
dans [KY02]. La construction initiale pre´voit l’utilisation d’instances inde´pendantes
d’un sche´ma de trac¸age de traˆıtres e´le´mentaire (c’est-a`-dire a` deux utilisateurs). Ainsi,
un message est de´coupe´ en parties inde´pendantes, chacune d’entre elles e´tant chiffre´e par
une instance diffe´rente. Dans ce contexte, un de´codeur pirate peut ne de´chiffrer qu’une
partie du message, en ne de´chiffrant pas les parties correspondant a` une ou plusieurs
instances. Un tel de´codeur pirate n’obtient qu’une partie des donne´es, mais empeˆche
le trac¸age des instances pour lesquelles il refuse de de´chiffrer. Ce faisant, il empeˆche le
trac¸age global, certaines position du mot de code ne pouvant eˆtre de´termine´es par le
traceur.
Pour forcer l’utilisation syste´matique d’une cle´ de de´chiffrement pour chacune des
instances du sche´ma e´le´mentaire, il est propose´ dans [KY02] de cre´er une de´pendance
entre les messages chiffre´s par chacune des instances. En pratique, on utilise une trans-
formation « tout ou rien » (All-or-Nothing transform) construite dans [Riv97]. Le prin-
cipe de ce me´canisme est de corre´ler l − 1 blocs de contenu, sous la forme de l blocs
de meˆme taille. Tant qu’un de ces l blocs est inconnu, on ne peut identifier aucun des
l− 1 blocs du contenu initial. Ainsi, en chiffrant chacun de ces l blocs par une instance
d’un sche´ma de trac¸age de traˆıtres, si un de´codeur pirate renonce a` de´chiffrer une ins-
tance particulie`re, il se prive de l’ensemble des informations contenues dans toutes les
instances, ce qui est inacceptable.
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En termes de performances, cette me´thode pre´sente l’avantage de ne de´grader que
tre`s faiblement le rapport entre la taille du contenu et la taille du chiffre´ transmis. Par
contre, elle induit des de´lais : un de´codeur doit attendre d’avoir obtenu un ensemble de
l blocs avant de pouvoir obtenir des donne´es.
Cette me´thode empeˆche donc un de´codeur pirate de refuser de de´chiffrer certaines
instances du sche´ma e´le´mentaire de trac¸age de traˆıtres. Mais comme les instances ne
sont plus inde´pendantes, la possibilite´ de tracer individuellement les instances peut du
coup disparaˆıtre.
C’est typiquement le cas avec les techniques de watermarking visant a` rendre les
messages de trac¸age indistinguables des messages de contenu, et donc a` assurer un
trac¸age effectif des instances dans un mode`le fort. En effet, avec la transformation « tout
ou rien », de le´ge`res modifications sur un bloc de donne´es ont des re´percussions impor-
tantes sur l’ensemble de tous les blocs. Ainsi, l’utilisation de deux versions diffe´rentes
d’un bloc de donne´es n’est possible que si l’on cre´e pour chacune de ces deux versions
un ensemble de blocs cohe´rents, et qu’on s’assure qu’un destinataire d’une version
donne´e du bloc cible´ rec¸oit l’ensemble des blocs cohe´rents de cette version. Comme la
re´partition des cle´s de de´chiffrement est diffe´rente d’une instance a` une autre, on ne peut
pas satisfaire cette contrainte. Cette me´thode pre´sente donc des incompatibilite´s fortes
avec certains sche´mas e´le´mentaires de trac¸age de traˆıtres, et c’est en fait syste´matique
pour les sche´mas e´le´mentaires suˆrs dans le mode`le fort pre´sente´ en section 4.2.3.
On peut renoncer a` un mode`le fort pour le trac¸age de traˆıtres. Dans ce cas, l’in-
terde´pendance des instances peut rester compatible avec le sche´ma de trac¸age de traˆıtres
e´le´mentaire utilise´. Mais le fait que les blocs de contenu soient fortement corre´le´s les uns
aux autres rend le trac¸age beaucoup plus couˆteux en temps. En effet, sans la transfor-
mation « tout ou rien », on peut tracer simultane´ment toutes les instances, et envoyer
un message de trac¸age compose´ de l blocs de trac¸age pour le sche´ma e´le´mentaire. Avec
la transformation « tout ou rien », la seule me´thode envisageable est d’envoyer des
messages de trac¸age compose´s de l − 1 blocs valides, et d’un bloc de trac¸age pour une
seule instance. On multiplie donc par l le temps ne´cessaire au trac¸age complet d’un
de´codeur pirate.
Ainsi, non seulement tout de´codeur doit de´chiffrer l blocs avant de pouvoir obtenir
la moindre informations sur le message associe´, mais le trac¸age complet d’un de´codeur
pirate ne´cessite un envoi de l2 fois plus de donne´es que le trac¸age du sche´ma e´le´mentaire.
Ces deux inconve´nients sont d’autant plus geˆnants que la valeur de l est e´leve´e, ce qui
est en fait le cas. Par exemple, en utilisant les valeurs nume´riques donne´es dans [CFN94]
(probabilite´ d’erreur limite´e a` 2−10 pour des coalitions d’au plus 32 traˆıtres parmi 109
utilisateurs), le code de taille logarithmique propose´ dans [BS95] aboutit a` l ≈ 5.108
instances.
Pour rester dans un mode`le de se´curite´ fort, ou simplement pour e´viter ces in-
conve´nients, il faut opter pour l’approche inverse : au lieu de corre´ler les instances pour
assurer une utilisation syste´matique d’une cle´ de de´chiffrement par instance, on doit
accepter que le de´codeur pirate puisse ne pas re´pondre a` certaines instances du sche´ma
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e´le´mentaire de trac¸age de traˆıtres. Cela se traduit par des effacement sur le mot obtenu,
suite au trac¸age des instances. La famille de codes doit ainsi tole´rer des effacements.
4.4.3.2 De´finition des codes tole´rant des effacements
On a vu pre´ce´demment (partie 4.2) qu’il e´tait raisonnable pour un de´codeur pi-
rate de ne pas de´chiffrer syste´matiquement tous les messages rec¸us, mais qu’il devait
de´chiffrer avec un taux minimum pour pouvoir eˆtre utilisable. En termes de codes, cela
signifie que certaines positions peuvent eˆtre efface´es, mais en proportion limite´e.
Des familles de codes suˆres contre des coalitions et tole´rant des effacements ont de´ja`
fait l’objet d’e´tudes approfondies. Ainsi, dans [GP99], une de´finition et une construc-
tion est propose´e pour supporter de tels effacements dans le cas binaire. Dans [SNW01],
la de´finition pre´ce´dente est e´tendue au cas non-binaire, et une nouvelle construction
est propose´e. Ces constructions ne sont cependant pas adapte´es a` notre contexte, puis-
qu’elles supposent que les effacements sont re´partis uniforme´ment dans l’ensemble des
positions du code, ce qui correspond au contexte d’une de´gradation du message lors de
sa transmission. Pour l’application au trac¸age de traˆıtres, la re´partition des effacements
n’est pas uniforme´ment re´partie. Elle est au contraire au libre choix du de´codeur pirate,
et elle peut notamment de´pendre des cle´s de de´chiffrement distribue´es aux membres
de la coalition : on ne peut donc pas supposer que cette re´partition soit uniforme´ment
re´partie sur l’ensemble des positions.
Les codes pour des marques re´duites (codes for shortened fingerprints) pre´sente´s
dans [SNW01, SNW02] ont quant a` eux des exigences plus fortes : dans leur contexte,
la position des effacements est inconnue, et le mot caracte´ristique des marques a une
longueur plus petite que celle des mots du code. Les codes construits pour ces de´finitions
pourraient eˆtre utilise´s dans le cadre du trac¸age de traˆıtres, mais ils sont base´s sur des
alphabets de taille importante : comme le rapport de taille entre les messages chiffre´s
et les messages clairs est line´aire en la taille de l’alphabet du code dans le sche´ma de
trac¸age de traˆıtres e´le´mentaire, utiliser ces codes n’est pas envisageable.
On doit donc construire des codes binaires tole´rant des effacements. Les de´finitions
suivantes correspondent a` une version binaire de la de´finition donne´e dans [SNW01], et
a` une version sans hypothe`se de re´partition uniforme des effacements de la de´finition
donne´e dans [GP99] :
De´finition 4.11 (Ensemble de mots re´alisables avec effacements) Pour tout
(l, n)-code binaire (w(u))16u6n, on note Fα(C) l’ensemble des mots w ∈ {0, 1,⊥}l as-
socie´s aux marques re´alisables par une coalition C ⊂ {1, . . . , n} avec un taux de re´ponse
minimum α, c’est-a`-dire l’ensemble des mots w ∈ {0, 1,⊥}l ve´rifiant les deux proprie´te´s
suivantes (⊥ indique un effacement) :{
∀i ∈ {1, . . . , l} ,
(
wi ∈ {0, 1} =⇒ ∃u ∈ C /w(u)i = wi
)
,
#
{
i ∈ {1, . . . , l} /wi 6=⊥
}
> α l .
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De´finition 4.12 (Codes binaires suˆrs contre des coalitions avec effacements)
Une famille F de (l, n)-codes binaires est (p, t, α)-suˆre contre des coalitions avec efface-
ments si on peut tracer des coalitions d’au plus t membres avec un probabilite´ d’erreur
au plus p, lorsque le taux de re´ponse est supe´rieur a` α.
Plus pre´cise´ment, il existe une proce´dure de trac¸age τ prenant pour entre´es la des-
cription d’un code et un mot dans {0, 1,⊥}l, et calculant un ensemble d’utilisateurs
tel que : pour tout code (w(u))16u6n de la famille F , pour toute coalition C de taille
infe´rieure ou e´gale a` t, pour tout mot w ∈ Fα(C), la probabilite´ sur l’ensemble des codes
(x(u))16u6n de F co¨ıncidant avec (w(u))16u6n sur C que la proce´dure τ applique´e au
code (x(u))16u6n et au mot w retourne un ensemble d’utilisateurs vide ou non-inclus
dans C est infe´rieure a` p.
La de´finition pre´ce´dente est naturellement plus forte que la de´finition 4.10 : pour
tout α, une famille de (l, n)-codes binaires (p, t, α)-suˆre contre des coalitions avec effa-
cements est ne´cessairement (p, t)-suˆre contre des coalitions.
4.4.4 Code Γ0(n, d) : coalitions quelconques sans effacements
4.4.4.1 De´finition
Cette premie`re famille de codes, appele´e Γ0(n, d), est due a` [BS95]. Il s’agit d’une
famille de codes binaires suˆre contre des coalitions de taille quelconque. Par rapport
a` [BS95], l’originalite´ de cette pre´sentation re´side principalement dans la preuve du
the´ore`me, bien plus de´taille´e, qui permet une adaptation facile ulte´rieurement.
Soient n et d deux entiers non nuls. Soit l = nd− d. Un code de la famille Γ0(n, d)
est associe´ a` une partition de l’ensemble {1, . . . , l} en (n − 1) sous-ensembles de taille
exactement d : (Πj)16j 6n−1. Ce code est alors de´fini par (w(1), . . . , w(n)) ve´rifiant :
∀u ∈ {1, . . . , n},∀j ∈ {1, . . . , n− 1},∀i ∈ Πj , w(u)i =
{
0 si j < u ,
1 si j > u .
Une manie`re simple de visualiser ce code est de conside´rer une permutation π des
positions dans tous les mots de code, telle que : ∀j ∈ {1, . . . , n−1}, ∀i ∈ Πj , (j−1) d <
π(i) 6 j d. Un mot de code dont les positions sont permute´es est constitue´ par des blocs
de 1, suivis par des blocs de 0, comme le montre la figure 4.3, chaque bloc e´tant de
longueur d.
4.4.4.2 Proce´dure de trac¸age
Ainsi, le mot de code w(1) est le seul a` avoir des 1 aux positions i appartenant a` Π1.
De meˆme, le mot de code w(n) est le seul a` avoir des 0 aux positions i appartenant a`
Πn−1. En ce qui concerne les mots de code interme´diaires, pour tout u ∈ {2, . . . , n−1}, le
mot de code w(u) est le seul a` avoir des valeurs diffe´rentes sur les positions i appartenant
a` Πu−1 d’une part, et Πu d’autre part. Le trac¸age tire parti de ces proprie´te´s.
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u Permute´ de w(u)
1 1 · · · 1 1 · · · 1 1 · · · 1 · · · · · · 1 · · · 1 1 · · · 1
2 0 · · · 0 1 · · · 1 1 · · · 1 · · · · · · 1 · · · 1 1 · · · 1
3 0 · · · 0 0 · · · 0 1 · · · 1 · · · · · · 1 · · · 1 1 · · · 1
...
n− 1 0 · · · 0 0 · · · 0 0 · · · 0 · · · · · · 0 · · · 0 1 · · · 1
n 0 · · · 0 0 · · · 0 0 · · · 0 · · · · · · 0 · · · 0 0 · · · 0
←→ ←→ ←→ ←→ ←→
Π1 Π2 Π3 Πn−2 Πn−1
Fig. 4.3 – Code de la famille Γ0(n, d)
Pour le code correspondant a` la partition (Πj)16j 6n−1, pour une probabilite´ d’er-
reur p, la proce´dure de trac¸age τp applique´e au mot w consiste dans un premier temps
a` calculer c(j) = #{i ∈ Πj /wi = 1}, pour tout j ∈ {1, . . . , n− 1}. La re´ponse donne´e
par cette proce´dure contient les e´le´ments suivants :
– 1, si c(1) > 0 ;
– n, si c(n− 1) < d ;
– u ∈ {2, . . . , n− 1}, si |c(u)− c(u− 1)| > 2√(c(u) + c(u− 1)) log(n/p).
Plus concre`tement, l’ide´e derrie`re cette proce´dure de trac¸age est que les premier
et dernier blocs permettent d’identifier sans doute possible le premier et le dernier
mot du code. Si le mot rec¸u ne contient que des 0 sur le premier bloc, et que des
1 sur le dernier bloc, il y a ne´cessairement une e´volution de la proportion de 1 lors
du parcours des blocs, du premier au dernier. Comme deux blocs conse´cutifs ne sont
distinguables qu’en connaissant un mot de code bien pre´cis, le trac¸age de´termine les
blocs conse´cutifs pre´sentant la diffe´rence de proportions de 1 la plus significative (d’une
certaine manie`re), et donne le mot permettant de distinguer ces blocs comme re´ponse.
La figure 4.4 illustre cette interpre´tation.
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Fig. 4.4 – Repre´sentation de c(j) et trac¸age du mot associe´.
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4.4.4.3 Preuve de se´curite´
Le the´ore`me suivant montre que cette proce´dure de trac¸age est pertinente, pour
toute coalition, lorsque l’entier d est suffisamment grand.
The´ore`me 4.2 Pour n et p ve´rifiant n > 8p, la famille de (nd − d, n)-codes binaires
de type Γ0(n, d), avec la proce´dure de trac¸age τp de´crite pre´ce´demment, est (p, n)-suˆre
(sans effacements) contre des coalitions lorsque
d > 2(n− 1)(n− 2) log(n/p) ∼ 2n2 log(n/p).
Preuve La preuve consiste dans un premier temps a` prouver que la re´ponse de
la proce´dure de trac¸age contient un e´le´ment hors de la coalition avec une probabi-
lite´ infe´rieure a` p. Ensuite, on prouve que la re´ponse de la proce´dure de trac¸age est
ne´cessairement un ensemble non-vide.
On conside`re un code binaire de type Γ0(n, d). Soit (Πj)16j6n−1 la partition de
l’ensemble {1, . . . , nd − d} caracte´risant ce code. On conside`re une coalition C =
{u1, u2, . . . , ut} ⊂ {1, . . . , n}, ou` u1 < u2 < . . . < ut. Pour cette coalition, un code de
type Γ0(n, d) est indistinguable du code utilise´ si et seulement si sa partition (Π
′
j)16j6n−1
de {1, . . . , nd− d} ve´rifie toutes les contraintes suivantes :⋃
16j 6u1−1
Πj =
⋃
16j 6u1−1
Π′j ,
⋃
ut 6j 6n−1
Πj =
⋃
ut 6j 6n−1
Π′j ,
∀k ∈ {1, . . . , t− 1},
⋃
uk 6j 6uk+1−1
Πj =
⋃
uk 6j 6uk+1−1
Π′j .
Soit u ∈ {1, . . . , n} n’appartenant pas a` C. Si u = 1, ou plus ge´ne´ralement si u < u1,
l’ensemble identifie´ par la proce´dure de trac¸age ne peut contenir u. En effet, tous les
mots de la coalition C contiennent exclusivement des 1 pour les positions appartenant
aux Πj tels que j < u1 :
– si u = 1, c(1) = 0, et donc u n’est pas dans l’ensemble identifie´ ;
– si u 6= 1, c(u) = c(u− 1) = 0, et donc u n’est pas dans l’ensemble identifie´.
De la meˆme manie`re, si u = n, ou plus ge´ne´ralement si u > ut, la proce´dure de
trac¸age ne peut identifier u comme appartenant a` la coalition : c(u) = c(u− 1) = d, et
donc u n’est pas dans l’ensemble identifie´.
Le seul cas restant est donc : u ∈ {u1 + 1, . . . , ut − 1}. Soit k0 ∈ {1, . . . , t} tel que
uk0 < u < uk0+1. La re´partition des codes indistinguables du code conside´re´ engendre
la probabilite´ suivante :
∀i ∈
⋃
uk06j<uk0+1
Π′j , ∀j0 ∈ {uk0 , . . . , uk0+1 − 1} , Pr[i ∈ Π′j0 ] =
1
uk0+1 − uk0
.
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En particulier, en fixant successivement j0 a` (u− 1) puis a` u, on obtient :
∀i ∈
⋃
uk06j<uk0+1
Π′j , Pr[i ∈ Π′u−1] = Pr[i ∈ Π′u].
Soient c′(u− 1) = #{i ∈ Π′u−1 /wi = 1} et c′(u) = #{i ∈ Π′u /wi = 1}. Le trac¸age
dans le code associe´ a` la partition (Π′j)16j6n−1 de´tecte u si et seulement si :
|c′(u)− c′(u− 1)| > 2
√
(c′(u) + c′(u− 1)) log(n/p).
On doit donc e´tudier ces quantite´s c′(u− 1) et c′(u) et plus pre´cise´ment leur com-
portement relatif. Suite aux probabilite´s donne´es pre´ce´demment, une position peut
indiffe´remment appartenir a` Π′u−1 ou a` Π
′
u. Ainsi,
∀y ∈ {0, . . . , 2d}, ∀z ∈ {0, . . . , y}, Pr[c(u) = z / c(u) + c(u− 1) = y] = Czd . Cy−zd
Cy2d
.
On note f(d, y, z) la probabilite´ pre´ce´dente, et on e´tudie le lien entre les quantite´s
f(d, y, z + 1) et f(d, y, z) lorsque z > y/2 :
∀z > y/2 , f(d, y, z + 1) = (d− z)(y − z)
(z + 1)(d− y + z + 1) f(d, y, z) 6
y − z
z + 1
f(d, y, z).
Pour tout x ∈ [0, y/2], soit I(d, x, y) = Pr[|c′(u)− y/2| > x / c′(u) + c′(u− 1) = y].
Par de´finition de I et par syme´trie de f , I(d, x, y) est deux fois la somme des f(d, y, z)
tels que z > x+ y/2. On obtient ainsi :
I(d, x+ 1, y) = 2
∑
z>x+y/2
f(d, y, z + 1) 6
y/2− x
y/2 + x+ 1
I(d, x, y).
Or pour tout ε ∈ [0, 1], on peut majorer (1− ε)/(1+ ε) par l’exponentielle e−2ε. On
peut donc majorer le facteur de l’ine´galite´ pre´ce´dente par e
−2 2x+1
y+1 . On en de´duit :
∀x ∈ [0, y/2], I(d, x, y) 6 I(d, x− ⌊x⌋, y) e
−2⌊x⌋(2x−⌊x⌋)
y+1 6 e
−2(x2−1)
y+1 .
Ainsi, lorsque y > 2 et x >
√
y log(n/p), on a I(d, x, y) 6 p/n.
De plus, par de´finition,
– pour tout x > 0, I(d, x, 0) = 0 ;
– pour tout x >
√
log(n/p) > 1, I(d, x, 1) = 0.
On obtient donc globalement : ∀y ∈ {0, . . . , 2d},∀x >√y log(n/p), I(d, x, y) 6 p/n.
Ce qui s’interpre`te par :
Pr
[
|c′(u)− c′(u− 1)| > 2
√
(c′(u) + c′(u− 1)) log(n/p)
]
6 p/n.
La probabilite´ que l’ensemble donne´ par la proce´dure de trac¸age contienne u est
donc majore´e par p/n. En prenant en compte tous les mots n’appartenant pas a` la
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coalition, la probabilite´ que l’ensemble donne´ par la proce´dure de trac¸age ne soit pas
inclus dans C est borne´e par p. Il reste donc a` prouver que la proce´dure de trac¸age
re´pond toujours avec un ensemble non-vide.
On suppose que la re´ponse de la proce´dure de trac¸age ne contient pas les e´le´ments
1, 2, . . . , n− 1. Cela signifie :
c(1) = 0 , ∀j ∈ {2, . . . , n− 1}, |c(j)− c(j − 1)| 6 2
√
(c(j) + c(j − 1)) log(n/p).
Pour tout j ∈ {1, . . . , n− 1}, soit g(j) = 1/4 + c(j)/(2 log(n/p)). On obtient :
g(1) = 1/4 , ∀j ∈ {2, . . . , n− 1}, (g(j)− g(j − 1)− 1)2 6 4g(j − 1).
On en de´duit : ∀j ∈ {2, . . . , n− 1}, √g(j) 6√g(j − 1) + 1. D’ou` :
g(n− 1) 6 (n− 3/2)2 , c’est-a`-dire : c(n− 1) 6 2 (n− 1)(n− 2) log(n/p).
Lorsque d > 2(n − 1)(n − 2) log(n/p), c(n − 1) < d, et la proce´dure de trac¸age
re´pond avec le singleton {n}. La proce´dure de trac¸age ne peut donc pas re´pondre avec
un ensemble vide, ce qui conclut la preuve. 
4.4.4.4 Performances
Les performances de la famille de codes Γ0(n, d) sont limite´es : la longueur du code
est polynomiale (cubique) en le nombre de mots du code. Par contre, cette famille
prouve l’existence de familles de codes binaires suˆres contre des coalitions de toute
taille, pour toute probabilite´ d’erreur requise. De plus, la de´pendance de la longueur
du code en la probabilite´ d’erreur p est logarithmique, ce qui est plutoˆt attractif.
4.4.5 Code Γ′0(n, d, α) : coalitions quelconques avec effacements
4.4.5.1 Introduction
On ge´ne´ralise cette famille de codes, sous la forme de la famille de codes note´e
Γ′0(n, d, α). La ge´ne´ralisation porte sur le taux de re´ponse ne´cessaire pour assurer le
trac¸age : la famille Γ′0(n, d, α) permet un trac¸age avec un taux de re´ponse supe´rieur ou
e´gal a` α, alors que la famille Γ0(n, d) ne´cessitait un taux de re´ponse e´gal a` 1.
En fait, cette ge´ne´ralisation consiste en une modification de la proce´dure de trac¸age,
et la se´curite´ ne´cessite un allongement de la valeur de d en fonction de n. Par contre, le
principe de la famille de codes reste le meˆme : utiliser des blocs successifs distinguables
par un unique utilisateur.
Pour construire cette famille et comprendre la me´thode de trac¸age, on revient sur
la famille de codes Γ0(n, d) : en quoi des effacements peuvent-ils perturber le trac¸age
dans la famille Γ0(n, d) ? Si les effacements sont re´partis quasi-uniforme´ment sur tous les
blocs, la me´thode de trac¸age va fonctionner de manie`re similaire, mais avec une pre´cision
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Permute´ de w(1) 1 · · · 1 1 · · · 1 1 · · · 1 · · · · · · 1 · · · 1 1 · · · 1
Permute´ de w(2) 0 · · · 0 1 · · · 1 1 · · · 1 · · · · · · 1 · · · 1 1 · · · 1
Permute´ de w(3) 0 · · · 0 0 · · · 0 1 · · · 1 · · · · · · 1 · · · 1 1 · · · 1
...
Permute´ de w(n) 0 · · · 0 0 · · · 0 0 · · · 0 · · · · · · 0 · · · 0 0 · · · 0
Permute´ de w 0 · · · 0 ⊥ · · · ⊥ 1 · · · 1 · · · · · · 1 · · · 1 1 · · · 1
←→ ←→ ←→ ←→ ←→
Π1 Π2 Π3 Πn−2 Πn−1
Fig. 4.5 – Effacement de Π2 sur un code de la famille Γ0(n, d)
de trac¸age plus faible. Par contre, si les effacements sont concentre´s sur certains blocs,
on perd toute l’information sur ces blocs, et on ne peut plus tracer en utilisant ces
blocs. Les figures 4.5 et 4.6 montrent ce phe´nome`ne : la « discontinuite´ » cre´e´e par les
effacements bloque le trac¸age.
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Fig. 4.6 – Repre´sentation de c(j) avec effacement de Π2 : trac¸age impossible.
En revanche, l’indistinguabilite´ des blocs successifs reste vraie : si certains blocs
sont presque totalement efface´s, alors que des blocs voisins sont a` peine touche´s par les
effacements, il est probable que le mot distinguant ces blocs appartienne a` la coalition,
et permette ainsi le choix d’effacements cible´s. Ceci nous conduit a` une proce´dure de
trac¸age fonctionnant de la manie`re suivante :
– si les effacements sont a` peu pre`s uniforme´ment re´partis sur les blocs, le trac¸age
s’appuie comme pre´ce´demment sur la proportion de 0 et de 1 dans les blocs ;
– si en revanche certains blocs sont fortement efface´s, alors le trac¸age s’appuie sur
la proportion d’effacements dans les blocs.
4.4.5.2 De´finition
Soient n et d deux entiers non nuls, soit α ∈]0, 1]. Soit l = nd − d. Un code de la
famille Γ′0(n, d, α) est un code de la famille Γ0(n, d), c’est-a`-dire qu’il est associe´ a` une
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partition de l’ensemble {1, . . . , l} en (n − 1) sous-ensembles de taille exactement d :
(Πj)16j 6n−1. Ce code est alors de´fini par (w(1), . . . , w(n)) ve´rifiant :
∀u ∈ {1, . . . , n},∀j ∈ {1, . . . , n− 1},∀i ∈ Πj , w(u)i =
{
0 si j < u ,
1 si j > u .
4.4.5.3 Proce´dure de trac¸age
Pour le code de la famille Γ′0(n, d, α) correspondant a` la partition (Πj)16j 6n−1, la
proce´dure de trac¸age utilise la probabilite´ d’erreur p, le taux de re´ponse minimum α,
mais e´galement un troisie`me parame`tre β ∈]0, α], multiple entier de 1/d. La proce´dure
de trac¸age τ ′(p,α,β) applique´e au mot w ∈ {0, 1,⊥}l suit les e´tapes suivantes :
1. Calcul des r(j) : ∀j ∈ {1, . . . , n− 1}, soit r(j) = #{i ∈ Πj /wi =⊥} ;
2. Ve´rification du taux de re´ponse : si
∑
r(j) > (1−α) l, le trac¸age est abandonne´ ;
3. Si ∀j ∈ {1, . . . , n− 1}, r(j) 6 d− β d, le trac¸age s’appuie sur les valeurs :
– Calcul de c(j) : pour tout j ∈ {1, . . . , n− 1}, soit Sj ⊂ Πj tel que #Sj = β d et
∀i ∈ Sj , wi 6=⊥ (on prend les premie`res positions de Πj qui conviennent) ; on
de´finit c(j) par #{i ∈ Sj /wi = 1} ;
– Calcul de l’ensemble : l’ensemble retourne´ par la proce´dure de trac¸age contient
l’e´le´ment 1 si c(1) > 0, l’e´le´ment n si c(n − 1) < β d, et l’ensemble des u ∈
{2, . . . , n− 1} ve´rifiant |c(u)− c(u− 1)| > 2√(c(u) + c(u− 1)) log(n/p) ;
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Fig. 4.7 – Effacement re´gulier : trac¸age base´ sur les valeurs.
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4. Sinon, le trac¸age s’appuie sur les effacements : l’ensemble retourne´ par la proce´dure
de trac¸age contient l’ensemble des u ∈ {2, . . . , n− 1} ve´rifiant |r(u)− r(u− 1)| >
2
√
(r(u) + r(u− 1)) log(n/p).
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Fig. 4.8 – Effacement irre´gulier : trac¸age base´ sur les effacements.
Ainsi, le parame`tre β sert a` choisir le support du trac¸age (valeurs du mot dans les
blocs, ou effacements du mot dans les blocs). Les figures 4.7 et 4.8 illustrent ces deux
types de trac¸age utilise´s.
4.4.5.4 Preuve de se´curite´
Le the´ore`me suivant donne des bornes minimales au parame`tre d : lorsque le pa-
rame`tre d est supe´rieur a` ces bornes, la proce´dure de trac¸age est pertinente, pour toute
coalition, et pour un taux de re´ponse supe´rieur ou e´gal a` α.
The´ore`me 4.3 Pour n et p ve´rifiant n > 8p, pour α ∈]0, 1], pour β ∈]0, α] multiple en-
tier de 1/d, la famille de (nd−d, n)-codes binaires de type Γ′0(n, d, α), avec la proce´dure
de trac¸age τ ′(p,α,β) de´crite pre´ce´demment, est (p, n, α)-suˆre contre des coalitions avec ef-
facements lorsque d >
2 (n−1)(n−2) log(n/p)
β ∼ 2n
2 log(n/p)
β ;
d > 8 (1−β)(n−1)(n−2) log(n/p)
(α−β)2 ∼ 8(1−β)n
2 log(n/p)
(α−β)2 .
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Remarque 4.3 Pour la proce´dure de trac¸age, on peut utiliser n’importe quelle valeur
de β ∈]0, α] qui soit un multiple entier de 1/d. L’inte´reˆt est cependant d’optimiser
simultane´ment les bornes infe´rieures requises sur d dans le the´ore`me 4.3. Comme la
premie`re borne de´croˆıt lorsque β augmente, et que la second de´croˆıt lorsque β diminue,
la valeur optimale pour β est interme´diaire. Plus pre´cise´ment, on prend pour β le
multiple entier de 1/d le plus proche de
α+ 2
5
− 2
√
1 + α− α2
5
.
En pratique, la valeur de α de´pend de choix techniques, et est par conse´quent
impose´e. De cette valeur, on de´duit par la remarque pre´ce´dente la valeur de β, et
une borne infe´rieure pour d. On ajuste ensuite les valeurs de β et de d pour obtenir
simultane´ment la validite´ des ine´galite´s et une valeur entie`re du produit β d.
Preuve La preuve se subdivise en deux parties, suivant le support du trac¸age utilise´.
Dans chacune de ces parties, on proce`de exactement comme dans la preuve du the´ore`me
4.2 : on prouve que la re´ponse de la proce´dure de trac¸age contient un e´le´ment hors de
la coalition avec une probabilite´ infe´rieure a` p, puis on prouve que cette re´ponse est
ne´cessairement non-vide, sous contrainte d’une valeur de d suffisamment importante.
Trac¸age sur les valeurs. De la meˆme manie`re que dans la preuve pre´ce´dente, l’analyse
probabiliste montre que pour un e´le´ment u hors de la coalition, les positions appartenant
a` Su−1 sont indistinguables de celles appartenant a` Su. Les re´sultats sont ainsi similaires
a` ceux de la preuve pre´ce´dente, a` la diffe´rence que le trac¸age s’appuie sur des blocs de
βd positions, au lieu de d :
– la probabilite´ qu’un e´le´ment hors de la coalition soit identifie´ par la proce´dure de
trac¸age est majore´e par p,
– lorsque βd > 2(n− 1)(n− 2) log(n/p), la proce´dure de trac¸age ne re´pond jamais
par un ensemble vide.
Trac¸age sur les effacements. Dans ce cas, on utilise e´galement le meˆme raisonnement
que dans la preuve pre´ce´dente, mais en conside´rant les effacements via les r(j) plutoˆt
que les valeurs 1 via les c(j) : pour un e´le´ment u hors de la coalition, les positions
appartenant a` Π(u − 1) sont indistinguables de celles appartenant a` Π(u), meˆme en
ce qui concerne les effacements. La probabilite´ qu’un e´le´ment hors de la coalition soit
identifie´ par la proce´dure de trac¸age est donc majore´e par p.
La ve´rification du caracte`re non-vide de l’ensemble renvoye´ par la proce´dure de
trac¸age ne´cessite par contre de petits ajustements. Dans un premier temps, on effectue
la meˆme transformation, en de´finissant les h(j) :
∀j ∈ {1, . . . , n− 1}, h(j) = 1/4 + r(j)/(2 log(n/p)).
On raisonne par l’absurde et on suppose que la proce´dure de trac¸age renvoie l’en-
semble vide. On en de´duit comme dans la preuve pre´ce´dente que :
∀j ∈ {2, . . . , n− 1}, |
√
h(j)−
√
h(j − 1)| 6 1.
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On en de´duit que : ∀(j1, j2) ∈ {1, . . . , n − 1}2, |
√
h(j1) −
√
h(j2)| 6 n − 2. Or par
hypothe`se, il existe un j1 pour lequel r(j1) 6 d − αd (le mot w a un taux de re´ponse
supe´rieur ou e´gal a` α), et un j2 pour lequel r(j2) > d−βd (sinon, on ne serait pas dans
ce mode de trac¸age). D’ou` :√
1
4
+
(1− β) d
2 log(n/p)
<
√
1
4
+
(1− α) d
2 log(n/p)
+ n− 2.
On en tire les ine´galite´s successives suivantes :
(α− β) d
2 log(n/p)
< (n− 2)
(√
1
4
+
(1− β) d
2 log(n/p)
+
√
1
4
+
(1− α) d
2 log(n/p)
)
.
(α− β) d
2 log(n/p)
< 2 (n− 2)
√
1
4
+
(1− β) d
2 log(n/p)
.
(
(α− β) d
2 log(n/p)
)2
< (n− 2)2 + 2d (1− β)(n− 2)
2
log(n/p)
.
(
(α− β) d
2 log(n/p)
− 2 (1− β)(n− 2)
2
(α− β)
)2
< (n− 2)2 +
(
2 (1− β)(n− 2)2
(α− β)
)2
.
d <
2 (n− 2) log(n/p)
(α− β)
(
4 (1− β)(n− 2)
(α− β) + 1
)
.
d <
8 (1− β)(n− 1)(n− 2) log(n/p)
(α− β)2 .
Lorsque d est supe´rieur ou e´gal a` 8 (1−β)(n−1)(n−2) log(n/p)/(α−β)2, l’hypothe`se
initiale d’une proce´dure de trac¸age retournant un ensemble vide est ne´cessairement in-
fonde´e, ce qui conclut la preuve dans ce second cas. 
4.4.5.5 Performances
La famille de codes Γ′0(n, d, α) a des performances tre`s proches de celles de la fa-
mille de codes Γ0(n, d) : la longueur des codes est cubique en n, et logarithmique en
p. L’introduction d’effacements induit simplement un facteur multiplicatif, de´pendant
uniquement du taux de re´ponse minimum, α. Lorsque α tend vers 0, la longueur des
codes augmente de manie`re quadratique en 1/α : pour des taux de re´ponse trop faibles,
la famille de codes binaires Γ′0(n, d, α) perd significativement en efficacite´.
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4.4.6 Code Γ(n, d, ρ, t) : coalitions limite´es avec effacements
L’objectif est de´sormais de se limiter a` des coalitions de taille limite´e, et de recher-
cher une famille de codes offrant des performances tirant parti de ce cadre restreint.
Pour cela, on utilise la strate´gie donne´e dans [BS95, FN93] pour construire une famille
de codes dont la longueur est logarithmique en le nombre n de mots, a` partir de la
famille Γ′0(n, d, α).
4.4.6.1 De´finition
Il s’agit en fait de juxtaposer plusieurs codes suˆrs contre des coalitions quelconques,
mais re´duits a` 2t mots. Un mot du code global est donc la concate´nation de mots
pour chacun de ces codes, le choix du mot pour chacun de ces codes e´tant issu d’une
re´partition ale´atoire e´quilibre´e.
Un ((2t − 1)dρ, n)-code de la famille Γ(n, d, ρ, t) est donc ge´ne´re´ de la manie`re
suivante, a` partir d’une famille Γ′0(n, d, α) :
– Pour tout j ∈ {1, . . . , ρ}, on conside`re un code de la famille Γ′0(2t, d, α), repre´sente´
par {w(j,1), . . . , w(j,2t)} ⊂ {0, 1}(2t−1)d. Ces codes sont ge´ne´re´s en utilisant des
partitions diffe´rentes de l’ensemble {1, . . . , (2t− 1)d}.
– Pour tout j ∈ {1, . . . , ρ}, on conside`re une fonction hj construite ale´atoirement,
de l’ensemble {1, . . . , n} dans {1, . . . , 2t} : pour tout u appartenant a` {1, . . . , n},
hj(u) est choisi ale´atoirement et uniforme´ment dans l’ensemble {1, . . . , 2t}.
– Pour tout u dans l’ensemble {1, . . . , n}, le mot de code w(u) est la concate´nation
des mots e´le´mentaires (w(j,hj(u)))16j6ρ.
4.4.6.2 Proce´dure de trac¸age
La proce´dure de trac¸age associe´e a` un code de la famille Γ(n, d, ρ, t) s’appuie sur les
parame`tres α et β (parame`tres de trac¸age des codes de la famille Γ′0(2t, d, α)), γ (taux
de re´ponse minimal) et p (probabilite´ d’erreur accepte´e).
Elle consiste a` de´couper le mot w en ρ morceaux, puis a` tracer chacun de ces
morceaux par le biais de la proce´dure de trac¸age associe´ au j e`me code de la famille
Γ′0(2t, d, α), en utilisant le parame`tre α, le parame`tre β optimal, et la probabilite´ d’er-
reur p/(2ρ). Pour chacun de ces trac¸ages, on conserve une unique re´ponse kj , tire´e
ale´atoirement dans l’ensemble identifie´ (si l’ensemble est vide, on pose kj = 0). Cette
proce´dure re´pond alors par un singleton {u}, tel que hj(u) = kj pour le plus grand
nombre de j parmi les premie`res ⌈(γ−α)ρ/(1−α)⌉ valeurs de j pour lesquelles kj 6= 0
(en cas d’e´galite´, la proce´dure choisit sa re´ponse ale´atoirement et uniforme´ment parmi
les ex-aequo).
4.4.6.3 Preuve de se´curite´
Le the´ore`me suivant donne une borne infe´rieure logarithmique en n a` la longueur
des codes de la famille Γ(n, d, ρ, t) suffisante pour assurer la se´curite´ de cette famille
face a` des coalitions de taille infe´rieure ou e´gale a` t.
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The´ore`me 4.4 Si la famille de codes Γ0(2t, d) est (p/(2ρ), 2t, α)-suˆre contre des coali-
tions avec effacements, alors pour tout γ > α, la famille Γ(n, d, ρ, t) de ((2t− 1)dρ, n)-
codes est (p, t, γ)-suˆre contre des coalitions avec effacements a` la condition que :
ρ >
4 (1− α) t log(4n/p)
(γ − α) log(3/2) .
Remarque 4.4 Pour une utilisation pratique, on a besoin de proce´der en sens inverse´
par rapport au re´sultat donne´ dans le the´ore`me 4.4 : γ est un parame`tre du syste`me,
tout comme n et d, et on doit choisir la valeur de α < γ de manie`re optimale pour la
longueur des codes de la famille.
En ne´gligeant l’influence des facteurs logarithmiques, ceci revient a` chercher la va-
leur de α minimisant le quotient (1 − α)/(β (γ − α)), ou` β est de´fini par rapport a`
α selon la remarque 4.3. Lorsque γ tend vers 0, la valeur optimale de α est donc de
l’ordre de 2γ/3.
Preuve On conside`re un code de la famille Γ(n, d, ρ, t), et un mot w issu d’une coa-
lition C de taille infe´rieure ou e´gale a` t sur ce code, avec un taux de re´ponse supe´rieur
ou e´gal a` γ. Soient (w(j))16j6ρ les morceaux du mots w ∈ {0, 1,⊥}l obtenues apre`s
de´coupage. Pour tout j ∈ {1, . . . , ρ}, on note a(j) le taux de re´ponse sur le mot w(j) :
a(j) =
#{i ∈ {1, . . . , (2t− 1)d} /w(j)i 6=⊥}
(2t− 1)d .
La somme des a(j) est par de´finition supe´rieure ou e´gale a` γ ρ, et donc :
#{j ∈ {1, . . . , ρ} / a(j) > α}+ α (ρ−#{j ∈ {1, . . . , ρ} / a(j) > α}) > γ ρ.
On en de´duit imme´diatement : #{j ∈ {1, . . . , ρ} / a(j) > α} >
⌈
(γ − α) ρ
1− α
⌉
= ρ′.
Il y a donc au moins ρ′ morceaux w(j) de w qui pre´sentent un taux de re´ponse
supe´rieur ou e´gal a` α, et qui peuvent par conse´quent eˆtre trace´s en s’appuyant sur
la famille Γ0(2t, d) de codes. La probabilite´ qu’il y ait une erreur durant l’une de ces
proce´dures de trac¸age est majore´e par ρ (p/(2ρ)) 6 p/2.
On suppose de´sormais que le trac¸age des morceaux w(j) s’est de´roule´ sans erreur :
il existe par conse´quent un membre de la coalition v ∈ C ve´rifiant xj = hj(v) pour au
moins ⌈ρ′/t⌉ morceaux w(j) parmi les premiers ρ′ morceaux tels que xj 6= 0.
On conside`re de´sormais un e´le´ment u hors de la coalition C. Pour tout j ∈ {1, . . . , ρ}
tel que xj 6= 0, l’e´galite´ hj(u) = xj a lieu avec probabilite´ 1/(2t), puisque hj(u) est
choisi ale´atoirement dans {1, . . . , 2t}. On note d(u) le nombre de morceaux ve´rifiant
hj(u) = xj parmi les ρ
′ premiers morceaux tels que xj 6= 0. Cette variable ale´atoire
ve´rifie l’e´quation suivante :
∀m ∈ {0, . . . , ρ′ − 1}, Pr[d(u) = m+ 1] = ρ
′ −m
(2t− 1)(m+ 1) Pr[d(u) = m].
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On suppose que la borne du the´ore`me est respecte´e : ρ′ > 4 t log(4n/p)/ log(3/2).
En particulier, on a l’ine´galite´ ρ′ > 4 t. Lorsque m > ⌊3ρ′/(4t)⌋, on obtient la borne :
Pr[d(u) = m+ 1] 6
(4t− 3)ρ′ + 4t
3(2t− 1)ρ′ Pr[d(u) = m] 6
2
3
Pr[d(u) = m].
Ainsi, Pr
[
d(u) = ⌈ρ′/t⌉] 6 (2/3)ρ′/(4t) Pr [d(u) = ⌊3ρ′/(4t)⌋] 6 p/(4n).
De plus, lorsque m > ρ′/t,
Pr[d(u) = m+ 1] 6
t− 1
2t− 1 Pr[d(u) = m] 6
1
2
Pr[d(u) = m].
On en de´duit : Pr
[
d(u) > ⌈ρ′/t⌉] 6 2 Pr [d(u) = ⌈ρ′/t⌉] 6 p/(2n).
Lorsque les morceaux w(j) sont trace´s sans erreur, la probabilite´ que la proce´dure
de trac¸age globale retourne un utilisateur hors de la coalition est donc borne´e par p/2.
Globalement, la proce´dure de trac¸age e´choue donc avec une probabilite´ infe´rieure ou
e´gale a` p. 
4.4.6.4 Performances
La famille de codes Γ(n, d, ρ, t) est similaire a` la famille de codes pre´sente´e dans
[BS95], a` la diffe´rence pre`s qu’elle tole`re des effacements. Globalement, la longueur des
codes de cette famille est :
16 (1− α) t (t− 1)(2t− 1)2
(γ − α)β log(3/2) log
(
4n
p
)
log
(
16 (1− α) t2 log(4n/p)
(γ − α) p log(3/2)
)
.
La longueur des codes est logarithmique en n et en p, ce qui est le re´sultat recherche´ :
une de´pendance polynomiale en n est dissuasive.
En contrepartie, la longueur des codes a une de´pendance de l’ordre de t4 en le
nombre de traˆıtres conside´re´s, ce qui repre´sente des longueurs conside´rables pour peu
que l’on cherche a` se prote´ger contre des coalitions non-restreintes a` quelques utilisa-
teurs.
4.5 Sche´ma complet
On dispose de´sormais des briques fondamentales permettant de reconstruire le
sche´ma complet de trac¸age de traˆıtres : un sche´ma e´le´mentaire de trac¸age de traˆıtres,
suˆr contre des de´codeurs pirates forts, et un code suˆr contre des coalitions avec efface-
ments. Il suffit donc de combiner ces ingre´dients a` la manie`re de [KY02] pour obtenir
le sche´ma recherche´.
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4.5.1 De´finition
De´finition 4.13 (Sche´ma complet de trac¸age de traˆıtres) Soit {w(1), . . . , w(n)}
un (l, n)-code issu d’une famille de codes binaires suˆre contre des coalitions avec ef-
facements. Soit (I, E,D, T ) un sche´ma e´le´mentaire de trac¸age de traˆıtres pour deux
utilisateurs. Le sche´ma complet de trac¸age de traˆıtres construit a` partir du code et du
sche´ma e´le´mentaire est de´fini par ces algorithmes.
– Initialisation. Elle consiste en l appels a` I : pour tout i ∈ {1, . . . , l}, le ie`me
appel a` I donne la cle´ de chiffrement ek(i), les cle´s de de´chiffrement dk
(i)
1 et dk
(i)
2 et
la cle´ de trac¸age tk(i). La cle´ globale de chiffrement est : ek = (ek(1), . . . , ek(l)). La
cle´ globale de trac¸age est : tk = (tk(1), . . . , tk(l)). La cle´ de de´chiffrement associe´e
a` l’utilisateur u est : dku = (dk(u, 1), . . . , dk(u, l)), ou` pour tout i, dk(u, i) est la
cle´ dk
(i)
1 si w
(u)
i = 0, dk
(i)
2 si w
(u)
i = 1.
– Chiffrement. Le chiffrement d’un message (m1, . . . ,ml) est la concate´nation des
chiffre´s des mi par chacune des instances du sche´ma e´le´mentaire :
(E
ek
(1)(m1), . . . , Eek(l)(ml)).
– De´chiffrement. Le de´chiffrement d’un chiffre´ (c1, . . . , cl) est la concate´nation
des de´chiffre´s des ci par chacune des instances du sche´ma e´le´mentaire :
(Ddk(u,1)(c1), . . . , Ddk(u,l)(cl)).
– Trac¸age. Le trac¸age consiste dans un premier temps a` tracer toutes les instances
du sche´ma e´le´mentaire, en utilisant pour chaque instance la proce´dure T avec la
cle´ tk(i). Si la cle´ de de´chiffrement tk
(i)
1 est de´tecte´e, on pose w
′
i = 0 ; si au
contraire c’est la cle´ tk
(i)
2 qui est de´tecte´e, on pose w
′
i = 1. Si le trac¸age n’est pas
possible, on inse`re un effacement. Le mot w′ est ensuite trace´ dans le cadre de la
proce´dure de trac¸age de la famille de codes suˆrs contre des coalitions. Le re´sultat
de cet ultime trac¸age donne l’utilisateur a` incriminer.
4.5.2 Preuve de se´curite´
La se´curite´ de cette construction est donne´e dans le the´ore`me suivant :
The´ore`me 4.5 Si le sche´ma e´le´mentaire de trac¸age de traˆıtres est (pb, 2, αb)-suˆr, si
le (n, l)-code utilise´ est issu d’une famille de codes binaires (pc, t, αc)-suˆre contre des
coalitions avec effacements, alors la construction pre´sente´e en de´finition 4.5 est un
sche´ma de trac¸age de traˆıtres (p, t, α)-suˆr pour n utilisateurs, ou` :
α = 1− (1− αb)(1− αc) et p = pc + l pb.
Preuve Soit P un de´codeur pirate fort qui de´chiffre des messages chiffre´s valides avec
une probabilite´ supe´rieure ou e´gale a` α. Pour toute instance i ∈ {1, . . . , l} du sche´ma
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e´le´mentaire de trac¸age de traˆıtres, on de´finit α(i) le taux de re´ponse de P sur l’instance
d’indice i. On a ne´cessairement :
∑l
i=1 α(i) > α l, d’ou` :
#{i ∈ {1, . . . , l} /α(i) > αb}+ αb (l −#{i ∈ {1, . . . , l} /α(i) > αb}) > α l.
On en de´duit : #{i ∈ {1, . . . , l} /α(i) > αb} > α− αb
1− αb l = αc l.
Lors du jeu de trac¸age, le de´codeur pirate rec¸oit les cle´s de de´chiffrement en fonction
des mots w(u) qui correspondent aux membres de la coalition. La proce´dure de trac¸age
permet de reconstruire un mot w′ ∈ {0, 1,⊥}l a` partir des re´ponses fournies par P.
Le mot w′ pre´sente un taux minimum de re´ponse e´gal a` αc, ce qui est conforme aux
conditions d’utilisation de la proce´dure de trac¸age de la famille de codes suˆre contre
des coalitions avec effacement : cette proce´dure permet d’identifier un utilisateur. On
note Fαc(C) l’ensemble des mots qu’un adversaire du code avec un taux de re´ponse
minimum αc peut construire a` partir de la coalition C.
Premier cas : w′ /∈ Fαc(C). Dans ce cas, on utilise le de´codeur pirate P pour
construire un de´codeur pirate Pb du sche´ma e´le´mentaire de trac¸age de traˆıtres : Pb
ge´ne`re l−1 instances du sche´ma e´le´mentaire du trac¸age de traˆıtres, et ajoute l’instance
sur laquelle il est de´fie´ a` ces l − 1 instances. Le de´codeur pirate P joue donc sur
l − 1 instances arbitraires, que Pb controˆle comple`tement, et sur une dernie`re instance
qui constitue le de´fi de Pb. Le mot w′ n’appartient pas a` l’ensemble Fαc(C). Il y a
donc au moins une position pour laquelle le trac¸age de l’instance a e´choue´. Avec au
moins une chance sur l, il s’agit de l’instance sur laquelle Pb a e´te´ de´fie´. Comme le
sche´ma e´le´mentaire de trac¸age de traˆıtres est suppose´ (pb, 2, αb)-suˆr, la probabilite´ que
w′ n’appartienne pas a` Fαc(C) est donc borne´e par l pb.
Second cas : w′ ∈ Fαc(C). Dans ce cas, on utilise le de´codeur pirate P pour
construire un adversaire Ac de la famille de codes (pc, t, αc)-suˆre contre les coalitions
avec effacements. L’adversaire Ac rec¸oit des mots du code, et se contente de transposer
cette information sous la forme de cle´s de de´chiffrement qui sont donne´es a` P. Lorsque
la proce´dure de trac¸age e´choue sur P, Ac identifie le mot w′ utilise´ implicitement par
P, et re´pond avec ce mot w′ : par hypothe`se, w′ est dans l’ensemble des mots que Ac
peut utiliser, et si P gagne le jeu de trac¸age, alors ne´cessairement Ac gagne le jeu de
marquage. Dans ce second cas, on en de´duit que la probabilite´ que P gagne le jeu de
trac¸age alors que le mot obtenu au cours du trac¸age appartient a` Fαc(C) est infe´rieur
ou e´gal a` pc.
Globalement, on obtient donc : Pr[P gagne le jeu de trac¸age] 6 pc + l pb. On en
de´duit que le sche´ma global de trac¸age de traˆıtres est effectivement (p, t, α)-suˆr. 
4.5.3 Performances
Tout l’inte´reˆt de cette construction re´side dans le fait qu’elle a le meˆme taux de
chiffrement que le sche´ma e´le´mentaire de trac¸age de traˆıtres. En l’occurrence, le sche´ma
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e´le´mentaire propose´ en partie 4.3 a un taux de chiffrement constant, qui peut eˆtre pris
e´gal a` 2 (notamment en utilisant le chiffrement hybride).
En revanche, toutes les cle´s (chiffrement, de´chiffrement, trac¸age) ont une longueur
multiplie´e par l par rapport au sche´ma e´le´mentaire. C’est le cas pour la quantite´ de
donne´es a` transmettre durant la proce´dure trac¸age.
La taille des messages chiffre´s et des messages clairs est e´galement multiplie´e par
l, mais la`, il est possible de chiffrer ou de de´chiffrer les donne´es progressivement, en
traitant les instances du sche´ma e´le´mentaire inde´pendamment les unes des autres : c’est
un atout conside´rable, dans la mesure ou` le facteur multiplicatif est important, et ou`
cette fonctionnalite´ e´tait auparavant inexistante.
En termes de confidentialite´ du contenu, le sche´ma complet de trac¸age de traˆıtres
re´alise le meˆme niveau de se´curite´ que le sche´ma e´le´mentaire, dans le cadre d’attaques
a` messages choisis (LoR-CPA par exemple).
4.6 Conclusion
Dans cette partie, on a aborde´ le proble`me du trac¸age de traˆıtres par la recherche
d’un mode`le de se´curite´ prenant en compte divers moyens relativement simples pour un
de´codeur pirate d’e´viter le trac¸age. Ainsi, un de´codeur pirate dispose d’une me´moire, et
peut ne pas re´pondre a` certaines requeˆtes ou se bloquer lorsqu’un trac¸age est de´tecte´.
Ces quelques techniques, relativement faciles a` mettre en place dans la conception d’un
de´codeur pirate, sont relativement difficiles a` contourner pour permettre un trac¸age
efficace des concepteurs.
Une fois le mode`le e´labore´, on a constate´ que les sche´mas permettant un trac¸age dans
ces circonstances n’avaient pas une efficacite´ suffisante pour permettre une utilisation
pratique. On a alors construit un nouveau sche´ma, suˆr dans ce mode`le, respectant un
ratio constant entre les tailles d’un chiffre´ et d’un clair associe´.
Le mode`le de se´curite´ impose l’utilisation du marquage de donne´es, qui force au
moins une duplication d’un message clair e´mis. Au niveau du ratio pre´ce´demment
e´voque´, on ne peut donc espe´rer obtenir mieux qu’un facteur 2, et l’utilisation d’un
couplage semble donc inutile.
La taille des cle´s de de´chiffrement peut e´galement eˆtre conside´re´e comme un crite`re
pertinent de l’efficacite´ du sche´ma. Le sche´ma pre´sente´ ici ne´cessite des cle´s de de´chif-
frement tre`s longues, comme dans les sche´mas pre´ce´dents de trac¸age de traˆıtres avec
un ratio constant entre les tailles d’un chiffre´ et d’un clair associe´. Cette taille des cle´s
de de´chiffrement peut eˆtre ame´liore´e, sans doute significativement, par la recherche de
meilleurs codes suˆrs contre des coalitions avec effacement : le code pre´sente´ montre
seulement l’existence de tels codes, avec une longueur ne de´pendant que logarithmi-
quement du nombre d’utilisateurs, mais il est sans doute possible de construire des
codes plus performants. Une fois un code plus efficace construit, le the´ore`me 4.5 donne
directement un sche´ma de trac¸age de traˆıtres ame´liore´.
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Cette taille relativement importante des cle´s de de´chiffrement implique une taille
e´galement importante des messages clairs et chiffre´s a` transmettre. Cependant, l’uti-
lisation de codes particuliers, plus robustes que ceux utilise´s jusqu’a` pre´sent, permet
d’accepter un de´chiffrement progressif, c’est-a`-dire que le message clair associe´ a` un mes-
sage chiffre´ peut eˆtre de´termine´ au fur et a` mesure de la re´ception du message chiffre´,
sans ne´cessiter la connaissance pre´alable de l’ensemble du message chiffre´. Cette fonc-
tionnalite´, nouvelle dans le cadre de sche´mas de trac¸age de traˆıtres a` ratio constant, est
ne´anmoins tre`s importante en pratique, lorsque la taille des chiffre´s ne´cessite un temps
de transmission comple`te important.
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Re´sume´
L’objet de cette the`se est la diffusion nume´rique se´curise´e re´alise´e a` l’aide de courbes ellip-
tiques.
Le premier chapitre est consacre´ au calcul de points de ℓ-torsion sur une courbe elliptique
de´finie sur un corps fini de caracte´ristique p. Plus pre´cise´ment, nous combinons un algorithme
rapide de calcul d’isoge´nies duˆ a` Bostan, Morain, Salvy et Schost avec l’approche p-adique
suivie par Joux et Lercier. Nous obtenons ainsi le premier algorithme valide sans limitation sur
ℓ et p dont la complexite´ est similaire a` celle de l’algorithme propose´ par Bostan et al.
Dans le deuxie`me chapitre, nous de´veloppons un mode`le ge´ne´rique de groupes avec cou-
plage qui ge´ne´ralise les mode`les pre´sente´s auparavant dans la litte´rature. Nous fournissons un
cadre ge´ne´ral permettant de prouver dans ce mode`le les hypothe`ses cryptographiques relie´es au
proble`me du logarithme discret sur des groupes avec couplage.
Dans le troisie`me chapitre, nous proposons et e´tudions un nouveau sche´ma de diffusion
pour des re´cepteurs sans e´tat. A` la diffe´rence des sche´mas s’appuyant sur des techniques de
recouvrement par des sous-ensembles de´finis par des arbres binaires, notre sche´ma conside`re
que l’ensemble des re´cepteurs destinataires d’un message est de´crit par des attributs. La taille
du chiffre´ est line´aire en le nombre d’attributs utilise´s dans cette description, mais ne de´pend
pas du nombre de destinataires. Par rapport a` d’autres sche´mas base´s sur des attributs, le
de´chiffrement ne´cessite des capacite´s de calculs bien plus faibles.
Le dernier chapitre est consacre´ a` un sche´ma de chiffrement avec trac¸age de traˆıtres, c’est-a`-
dire conc¸u pour lutter contre le piratage dans la distribution se´curise´e de contenus vers de nom-
breux destinataires. Nous proposons un nouveau sche´ma, utilisant des techniques de marquage
de contenu, pre´sentant un taux de chiffrement constant et une se´curite´ contre des de´codeurs
pirates puissants. Une particularite´ de ce sche´ma est la possibilite´ pour un destinataire de
de´chiffrer a` la vole´e le contenu transmis.
Abstract
This thesis deals with secure digital broadcast designed with elliptic curves.
The first chapter is devoted to the computation of ℓ-torsion points on elliptic curves defined
over a finite field of characteristic p. More precisely, we combine a fast algorithm for computing
isogenies due to Bostan, Morain, Salvy and Schost with the p-adic approach used by Joux and
Lercier. We obtain the first algorithm valid without any limitation on ℓ and p, the complexity
of which is similar to the one of Bostan et al.’s algorithm.
In the second chapter, we develop a generic group model with pairing which generalizes
the models seen so far in the literature. We provide then a general framework: cryptographic
assumptions related to the discrete logarithm problem can be proved easily in this model.
In the third chapter, we describe and study a new broadcast encryption scheme for stateless
receivers. The main difference between our scheme and the usual ones derived from the subset-
cover paradigm over binary trees is that the group of selected receivers is described by attributes.
The size of a ciphertext is linear in the number of attributes used in this description, but does
not depend on the number of selected receivers. In comparison with previous attribute-based
schemes, the decryption algorithm requires less computational resources.
The last chapter is devoted to a traitor tracing scheme designed to fight piracy when dis-
tributing data securely to multiple authorized receivers. We propose a new scheme, using wa-
termarking techniques, with a constant transmission rate and security against powerful pirate
decoders. In this scheme, a receiver can moreover decrypt the ciphertexts on the fly.
