Abstract. Lyubashevsky & Micciancio (2006) built collision resistant hash functions based on ideal lattices (in the univariate case) that in turn paved the way for the construction of other cryptographic primitives. Recently, in , univariate ideal lattices have been extended to a multivariate case and its connections to Gröbner bases have been studied. In this paper, we show the existence of collision resistant generalized hash functions based on multivariate ideal lattices. We show that using Gröbner basis techniques an analogous theory can be developed for the multivariate case, opening up an area of possibilities for cryptographic primitives based on ideal lattices. For the construction of hash functions, we define an expansion factor that checks coefficient growth and determine the expansion factor for specific multivariate ideal lattices. We define a worst case problem, shortest polynomial problem w.r.t. an ideal in Z[x1, . . . , xn], and prove the hardness of the problem by using certain well known problems in algebraic function fields.
Introduction
Lattice based cryptography is an area that has recently seen a lot of interest, primarily because of its applications in post-quantum cryptography. This is because the functions, on an average, generate hard instances of standard lattice problems (Ajtai, 1996) . Most of the lattice based cryptographic functions are also simple to implement making them practical as well. Micciancio (2011) gives a good overview of the topic and a detailed introduction to the different techniques in the area can be found in (Micciancio & Goldwasser, 2002) .
The fundamental challenge in building cryptographic primitives based on lattice problems was describing lattices as n × n integer matrices. This was because the size of the key and the computation time of the cryptographic functions will be atleast quadratic in n. Micciancio (2002) used a class of lattices called 'cyclic lattices' to build certain efficient one-way functions where the time taken was almost linear in n (Micciancio, 2002) . But they were not of practical significance (Lyubashevsky & Micciancio, 2006) . In (Lyubashevsky & Micciancio, 2006) , a new class of lattices called 'ideal lattices' were introduced and efficient collision resistant hash functions were designed based on them. This in turn led to other cryptographic primitives being built from ideal lattices (e .g. Lyubashevsky & Micciancio, 2008; Lyubashevsky, 2008) .
In , ideal lattices have been extended to the multivariate polynomial ring, Z[x 1 , . . . , x n ] and their connections to Gröbner bases over rings have been studied. In this work a necessary and sufficient condition for residue class polynomial rings over Z to have ideal lattices is given. By computing a specific type of Gröbner bases called 'short reduced Gröbner bases' one can detect and compute ideal lattices in the multivariate case. The main aim of this paper is to explore the possibility of building cryptographic primitives based on these multivariate ideal lattices.
Contributions. We build collision resistant hash functions from multivariate ideal lattices and develop a theory that is analogous to the univariate case (Lyubashevsky & Micciancio, 2006) . The differences in the theory arise in the construction. When the number of variables is one these generalized hash functions reduce to the univariate case. We define an expansion factor for multivariate ideal lattices to accommodate the growth of coefficients w.r.t. each variable. To prove our hardness results, we make use of algebraic function fields. We map each element of the ideal lattice to an element in the algebraic function field. For each element in the variety of the ideal we have a different value for the mapping. We take the maximum value and define a problem that is based on the isomorphism of function fields, a known hard problem.
Outline of the paper. The rest of the paper is organized as follows: In Section 2, we recall some preliminaries relating to lattices including univariate ideal lattices and how hash functions can be built from them. In Section 3, we give a brief description of how ideal lattices have been to extended to the multivariate case in . In Section 4, we define expansion factor for the multivariate case and derive the expansion factor for certain specific ideals. We also define worst case problems for multivariate ideal lattices analogous to the univariate case in Section 5. We show the hardness of the worst case problems for cyclic lattices in Section 6. For certain specific multivariate ideal lattices we prove the hardness of the worst case problems in Section 7. In Section 8, we show that the hash functions built from multivariate ideal lattices are collision resistant.
Background & Preliminaries
Let k be a field, A a Noetherian commutative ring, Z the ring of integers and N the set of positive integers including zero. Let R m be the m-dimensional Euclidean space. A polynomial ring in an indeterminate x is denoted by A [x] . In the multivarite case polynomial ring in indeterminates x 1 , . . . , x n over A is denoted by A[x 1 , . . . , x n ]. A monomial x α 1 1 . . . x αn n in x 1 , . . . , x n is denoted by x α , where α ∈ Z n ≥0 . If an ideal a in A[x 1 , . . . , x n ] is generated by f 1 , . . . , f s ∈ A[x 1 , . . . , x n ] then we write a = f 1 , . . . , f s . We assume that there is a monomial order ≺ on the monomials in the indeterminates x 1 , . . . , x n . With respect to this monomial order, we have the leading monomial (lm ≺ ), leading coefficient (lc ≺ ), leading term (lt ≺ ) and degree of a polynomial (deg ≺ ), where lt ≺ (f ) = lc ≺ (f )lm ≺ (f ) and deg ≺ (f ) = deg ≺ (lm ≺ (f )) in A[x 1 , . . . , x n ]. With this notation, the leading term ideal (or initial ideal) of a set
The set of monomials appearing with non-zero coefficients in f is denoted by Mon(f ). The set of all terms appearing in f is denoted by Ter(f ), i.e. Ter(f ) = {c α x α | α ∈ Λ}. Let a ⊆ A[x 1 , . . . , x n ] be an ideal. Let g + a be an element in the residue class polynomial ring, A[x 1 , . . . , x n ]/a. If it is clear from the context we drop a and represent the element simply as g.
2.
1. Lattices. Now we recall some preliminaries on lattices. For a good exposition one can refer to (Micciancio & Goldwasser, 2002) .
The integers n and m are called the rank and dimension of the lattice, respectively. The sequence of vectors b 1 , . . . , b n is called a lattice basis. An example of n-dimensional lattice is the set Z n of all vectors with integral coordinates. In sequel, whenever we mention lattices we mean integer lattices, lattices where the basis vectors have integer coordinates. Integer lattices are additives subgroups of Z N , N ∈ N.
The following parameters are associated with a lattice and describe the lattice's properties -determinant, the successive minima denoted by λ 1 , . . . , λ n , the special case of the successive minima when i = 1 called the minimum distance and the covering radius of the lattice. The lattice computational problems are based on these parameters. Among the four fundamental parameters of the lattice, only the determinant of the lattice can be computed efficiently. Determining the others efficiently are well known hard problems. The algorithms that compute them approximately and run in polynomial time give rise to approximation factors that are exponential in the dimension of the lattice. The famous LLL-algorithm (Lenstra et al., 1982) runs in polynomial time but gives an approximation factor of 2 (n−1)/2 for the shortest vector problem (SVP). In fact, the cryptographic functions based on lattices are built under the assumption that there exists no efficient algorithm that can achieve polynomial approximation factors γ(n) = n O(1) , at least in the worst case.
We give below one such lattice problem. The approximation versions of the problem return a solution that is within some specified factor γ from the exact solution.
Definition 2.2. (Shortest Vector Problem (SVP)) Given a lattice L, find a non zero lattice vector x such that x ≤ y for any other y ∈ L.
Given vectors c, x ∈ R n and any s 0, ρ s,c (x) = e −π (x−c)/s 2 represents a Gaussian function that has its center at c and is scaled by s. The total measure is x∈R n ρ s,c (x)dx = s n and therefore ρ s,c /s n is a probability density function. In (Micciancio & Regev, 2004) , certain techniques are introduced to approximate the distribution efficiently, effectively allowing us to sample from the distribution, ρ s,c /s n exactly. We make use of certain lemmas from (Micciancio & Regev, 2004) and from (Lyubashevsky & Micciancio, 2006) . In this paper, the results are used in the same way as in (Lyubashevsky & Micciancio, 2006) as these results are for integer lattices in general and not specifically for ideal lattices in one variable.
2.2. Ideal Lattices in Cryptography. When Ajtai introduced the concept of building cryptographic functions that were hard in the average case based on the worst case assumptions of lattice problems, it was considered a breakthrough. But it was interesting only from a theoretical point of view because of the inefficiency of the cryptographic functions built from lattices. Micciancio (2002) introduced efficiently computable one-way functions for a certain class of lattices called cyclic lattices (See Definition 2.4, 2.5). But one-way functions are of limited use since they can only be used to prove the existence of cryptographic primitives like digital signatures and private key encryption. Lyubashevsky & Micciancio (2006) introduced the concept of ideal lattices (in one variable) and described how to create collision resistant hash functions with them, a much more useful cryptographic primitive.
An ideal lattice is an integer lattice L ⊆ Z N that is also an ideal in Z[x]/ f for some monic polynomial f ∈ Z[x]. We now formally define ideal lattices in one variable.
The following Z-module homomorphism between Z[x]/ f and Z N , where f is a monic polynomial of degree N, further elucidates the definition of ideal lattices.
Clearly, φ is an isomorphism that implies all Z-modules (including ideals) in Z[x]/ f are isomorphic to sublattices (subgroups) of Z N . Therefore, all ideals in Z[x]/ f are ideal lattices.
A special class of ideal lattices is cyclic lattices.
One can easily verify the following fact.
2.2.1. Hash Functions. Hash functions are keyed functions that take long strings as inputs and outputs short digests that have the following property : it is computationally hard to find two distinct inputs x = y such that f (x) = f (y) where f is the hash function. In (Lyubashevsky & Micciancio, 2006) , a hash function is designed for ideal lattices in the ring,
is a monic, irreducible polynomial of degree n and p is an integer of order approximately n 2 . The procedure can be outlined as follows. From the ring R, m random elements a 1 , . . . , a m are chosen and the orderered m-tuple, (a 1 , . . . , a m ) is the key component of the hash function, h. Let D be a strategically chosen subset of R. Then the hash function h maps the elements of D m to R in the following way:
To prove that the hash function is collision resistant the paper shows that if there is a polynomial time algorithm that can find with nonnegligible probability a collision then a certain problem called the "shortest polynomial problem " can be solved in polynomial time for every lattice in the the ring, R. The paper proceeds to show that the "shortest polynomial problem" is equivalent to known hard problems and a certain number theory problem which proves the collision resistance of the hash function.
Multivariate Ideal Lattices
Here, we briefly recall the concept of multivariate ideal lattices and its connections to Gröbner bases . We describe this briefly below.
Consider an ideal
We refer to I J x α as the leading coefficient ideal w.r.t. G. Here we assume that the coefficient ring A has effective coset representatives (Adams & Loustaunau, 1994, pp 226) . Let C J x α represent a set of coset representatives of the equivalence classes
where
where c i = a i mod I J x α i and c i ∈ C J x α i . When I J x α i = {0}, for all i ∈ {1, . . . , m} we have C J x α i = A, for all i ∈ {1, . . . , m}. This implies A[x 1 , . . . , x n ]/a ∼ = A m . In this case, in particular, when A = Z, Z[x 1 , . . . , x n ]/a is a free Z-module. One can conclude that corresponding to every ideal in Z[x 1 , . . . , x n ]/a there exists a subgroup in Z n , hence it is an ideal lattice.
Proposition 3.2. Every ideal in a free and finitely generated Z-module, Z[x 1 , . . . , x n ]/a is an ideal lattice.
The same paper, , also shows that if a finitely generated Z-module, Z[x 1 , . . . , x n ]/a is not free then no ideal in Z[x 1 , . . . , x n ]/a is an integer lattice. Thus we have the following result. To test whether a Z-module Z[x 1 , . . . , x n ]/a is free, algorithmically, one needs the notion of 'short reduced Gröbner bases' introduced in . We describe this here for any polynomial ring over a Noetherian ring, A.
Definition 3.4. Let a ⊆ A[x 1 , . . . , x n ] be an ideal. A reduced Gröbner basis G of a is called a short reduced Gröbner basis if for each x α ∈ lm(G), the length of the generating set for its leading coefficient ideal is minimal.
The reduced Gröbner basis in the above definition is as described in (Pauer, 2007) . When A = Z in the above proposition, short reduced Gröbner basis is the reduced Gröbner basis of a where the generator of the leading coefficient ideal is taken as the gcd of all generators.
We now give the characterization.
Proposition 3.5. Let a ⊆ A[x 1 , . . . , x n ] be a non-zero ideal such that A[x 1 , . . . , x n ]/a is finitely generated. Let G be a short reduced Gröbner basis for a w.r.t. some monomial ordering. Then,
if and only if G is monic.
We can summarize the results by the theorem below.
Theorem 3.6. The Z-module, Z[x 1 , . . . , x n ]/a has ideal lattices if and only if the short reduced Gröbner basis of a is monic.
The following example illustrates the results given in this section. We illustrate this by an example.
The short reduced Gröbner basis for the ideal is G = {x 2 , y}. Since G is monic Z[x, y]/a is free and isomorphic to Z 2 . All ideals in it are ideal lattices. For example the ideal generated by 6x+ x 2 , y is isomorphic to the lattice, L([(0, 6)]). Note that here L([(0, 6)]) denotes the subgroup generated by (0, 6) in Z 2 .
Analogous to cyclic lattices in the univariate case the paper also introduces the concept of multivariate cyclic lattices.
The details of how the i th -multivariate cyclic shift of an element v in L looks like is given in the paper. The following equivalent definition of a multivariate cyclic lattice is what we will be referring to in this paper.
Definition 3.9. An ideal in
is a multivariate cyclic lattice.
Expansion Factor in Multivariate Ideal Lattices
We now look at how one can use multivariate ideal lattices to build collision resistant hash functions. We recall that the ideals in a free and finitely generated residue class ring, Z[x 1 , . . . , x n ]/a are ideal lattices, as they are also subgroups of Z N for some N ∈ N. There are two types of norms for a polynomial f ∈ Z[x 1 , . . . , x n ]: (1) the infinity norm, f ∞ that takes the maximum coefficient of all terms in the polynomial, and (2) the norm w.r.t. the ideal a, f a that takes the maximum coefficient of all terms in the polynomial reduced modulo the ideal, a.
Given a free and finitely generated residue class polynomial ring, Z[x 1 , . . . , x n ]/a, there are two properties that the ideal, a should satisfy that are essential for the security proofs of the hash functions.
1. The ideal, a should be a prime ideal. This property ensures that every ideal in Z[x 1 , . . . , x n ]/a defines a full rank lattice (the details of the proof is in , and 2. the norm of any polynomial f w.r.t. the ideal a, f a should not be much larger than f ∞ .
The second property is formally captured in a parameter called the expansion factor that we define for the multivariate case below. The definition is analogous to the univariate case but one has to account for multiple variables.
Let a be an ideal generated by {f 1 , . . . , f s }, where f i ∈ Z[x 1 , . . . , x n ]. We define the maximum degree of a variable x i among the generators of the ideal as maxdeg x i (a) and the maximum degree of a variable x i in a polynomial g as maxdeg x i (g).
where k i ∈ N, i = 1, 2, . . . , n.
We give, below, the bounds for the expansion factor of certain ideals in Z[x 1 , . . . , x n ].
Theorem 4.2. Let a 1 , a 2 , a 3 be ideals in Z[x 1 , . . . , x n ] where
and r i ∈ N. Then,
Proof. 1. Let g ∈ Z[x 1 , . . . , x n ] and the monomial ordering be lex ordering with x 1 having the highest precedence. For any ax α ∈ Ter(g) the reduction always takes place first with x 1 r 1 − 1. When the degree of x 1 in ax α is reduced to strictly less than r 1 , then we reduce with x 2 r 2 − 1 and so on till x n rn − 1. After the first reduction we have g x 1 r 1 −1 ≤ k 1 g ∞ . Since the reductions are independent of the generators we have,
. . , n be polynomials such that
One can verify that the polynomial
is in the same coset of Z[x 1 , . . . , x n ]/a as g. The polynomial also has degrees less than r i − 1 for each variable x i and therefore its infinity norm is the same as its norm w.r.t. the ideal. Note that l (i) , i = 1, 2, . . . , n are monomials. From the proof of (1) we have
. There are n such sums. Therefore we have
3. The proof is along the same lines as (1).
Naturally, the next question we ask is whether we can determine the bounds for the expansion factor for any arbitrary ideal. Since we are only looking at ideals that give rise to ideal lattices we give below a theorem that bounds the expansion factor of ideals for which the residue class polynomial ring is free and finitely generated. This result can be easily modified for any arbitrary ideal.
is finitely generated and free (i.e. the short reduced Gröbner basis of a is monic), then
denotes the maximum norm among the generators of the ideal and k is of the order O(
Proof. First we reduce f with the generators {g 1 , . . . , g s }. Let g j be the generator such that lm(f ) = x α lm(g j ) for some x α . Then,
Since we have a monic short reduced Gröbner basis we have to consider only one generator of the ideal at a time during the reduction process. We have,
Next we can reduce f 1 by any of the generators in the Gröbner basis to get f 2 and continue this process. The reduction process is assured to terminate and the process will terminate after k steps where k is of the order Thieu, 2013) . The exact number of iterations cannot be determined unless we know the exact structure of the ideal and the polynomial. We therefore have
Worst Case Problems for Multivariate Ideal Lattices
We define worst case problems for ideal lattices. For any ideal A ⊆ Z[x 1 , . . . , x n ]/a we use the notation λ i p (A) to indicate the lattice of the ideal, λ i p (L(A)). We define the shortest polynomial problem for multivariate ideal lattices in the same way as the univariate case.
Definition 5.1. The approximate Shortest Polynomial Problem (SP P γ (A)) is defined as follows: Given an ideal A ⊆ Z[x 1 , . . . , x n ]/a where Z[x 1 , . . . , x n ]/a is free and finitely generated, determine a g ∈ A such that g = 0 and g a ≤ γλ 1 ∞ (A).
We need to show that the SP P problem is hard. Consider the lattices associated with Z[x 1 , . . . , x n ]/a where a is as described above. Let us denote it as L(a). Then we can find a direct reduction from L(a) − SV P γ to a − SP P γ . In Sections 6 and 7 we show how well known hard problems can be reduced to a − SP P γ .
We also give below a lemma that relates λ 1 ∞ with λ N ∞ for an ideal A ⊆ Z[x 1 , . . . , x n ]/a, where a is a prime ideal and Z[x 1 , . . . , x n ]/a is free and finitely generated of dimension N. It shows that λ N ∞ cannot be much bigger than λ 1 ∞ if the ideal is prime. 
Proof. Let g be a polynomial in A reduced w.r.t. a such that g ∞ = λ 1 ∞ (A). Let B = {b 1 , . . . , b N } be the basis for Z[x 1 , . . . , x n ]/a. Then we know that {gb 1 , . . . , gb N } is a linearly independent set because a is a prime ideal. Also, maxdeg
We define the incremental version of SP P . This will be useful in proving the hardness of finding collisions in hash functions that we build from ideal lattices.
Definition 5.3. The approximate Incremental Shortest Polynomial Problem (IncSP P γ (A, g)) is defined as follows: Given an ideal A ⊆ Z[x 1 , . . . , x n ]/a and g ∈ A such that g a γλ 1 ∞ (A), determine an h ∈ A such that h a = 0 and h a ≤ g a /2.
The following result directly follows.
Lemma 5.4. There is a polynomial time reduction from a − SP P γ to a − IncSP P γ .
Hardness Results in Multivariate Cyclic Lattices
We first prove that solving SP P γ in an ideal in the ring,
is equivalent to finding the shortest polynomial in the ring
Note that when each r i is a prime number then the ideal
is a prime ideal and gives rise to full rank lattices. It also means each of the generators is irreducible. If we can solve the approximate shortest polynomial problem in ideals of the ring,
we can solve the approximate shortest polynomial problem in multivariate cyclic lattices, where each r i is prime which we conjecture is a hard problem.
Lemma 6.1. Let A be an ideal in Z[x 1 , . . . , x n ]/a such that the residue class polynomial ring is free and finitely generated of dimension N. Given the generators for A, there is a polynomial time algorithm to find the basis for the lattice of A, L(A).
Proof. Let the ideal, A, be given by the generators {g 1 , . . . , g m }. Let the residue classes of B = {b 1 , . . . , b N } be a basis for Z[x 1 , . . . , x n ]/a. Consider the set G = {g 1 b 1 + a, . . . , g 1 b N + a, . . . , g m b 1 + a, . . . , g m b N + a}. All the elements of A can be written as an integer combination of elements in G and therefore A is a Z-module. Using Hermite normal form we can always determine the basis of the Z-module as an additive group and in polynomial time.
Lemma 6.2. Given a multivariate cyclic lattice in
there is a polynomial time reduction from the problem of approximating the shortest vector in it within a factor of 2γ to approximating the shortest vector in an ideal in the ring,
within a factor of γ.
Let A be an ideal in the lattice, Z[x 1 , . . . , x n ]/a of dimension N. Let f be the polynomial such that its residue class,
is in A and it is reduced modulo the ideal, x 1 r 1 − 1, x 2 r 2 − 1, · · · , x n rn − 1 and is of smallest infinity norm.
We have two cases here.
There exists a non zero polynomial in A whose infinity norm is at most 2 f ∞ . Thus the algorithm for approximating the shortest polynomial to within a factor of γ in the quotient ring, Z[x 1 , . . . , x n ]/a ′ will find a non-zero polynomial of infinity norm at most 2γ f ∞ . Every non-zero polynomial in
and
Since f is completely reduced w.r.t. a, h i is a constant for all i = 1, 2, . . . , n. We can find a basis for the one dimensional lattice a ′ ∩ A and the generator would be the shortest polynomial.
The above theorem is based on the assumption that the shortest vector problem is hard for cyclic lattices, where each r i is prime. We show below that it is a reasonable assumption since it is based on the assumption made in (Micciancio, 2002) for the univariate case.
Conjecture 6.3. Approximation problems like SV P γ are computationally hard in multivariate cyclic lattices with prime powers.
Proof. The conjecture is based on the assumption made in (Micciancio, 2002 ) that the SV P γ problem is hard for univariate cyclic lattices of prime powers. Given,
where each r i is prime, it is equivalent to n independent univariate cyclic lattices of prime powers. This is because the multivariate cyclic shifts in the nth order tensor A i for each i ∈ {1, . . . , n} are independent of each other. The details of the construction of multivariate cyclic shifts can be found in . This means that the assumption in (Micciancio, 2002 ) can be applied for each i, i = 1, 2, . . . , n individually. Therefore, if the approximation problems are hard for univariate cyclic lattices with prime powers then they are computationally hard for multivariate cyclic lattices with prime powers.
Hardness Results in Multivariate Ideal Lattices

Function Fields.
Here we attempt to show that the shortest polynomial problem in
is a computationally hard problem based on results from function fields of algebraic varieties. A function field of an affine variety V is the quotient field of the coordinate ring k[x 1 , . . . , x n ]/I(V), often described as the field of rational functions on V.
In the univariate case, Lyubashevsky & Micciancio (2006) shows how the SP P problem can be reduced to the problem of finding small conjugates in ideals of subrings of a number field. This is equivalent to the hard problem of determining if two number fields are isomorphic. We do the same for the multivariate case. Here analogous to number fields we have function fields. We rely on the function field analogy that almost all theorems on number fields have their counterpart on function fields over a finite field. In the context of this analogy, number fields and function fields are usually called global fields. We base the hardness of the SP P problem in the multivariate case on the hardness of the problem of determining small substitutions in ideals in the function field of an affine variety.
Theorem 7.1. Let a ⊆ Z[x 1 , . . . , x n ] be an ideal such that Z[x 1 , . . . , x n ]/ √ a is free and finitely generated, where √ a is the radical of the ideal, a. If (a 1 , · · · , a n ) ∈ V(a)
Proof. Consider the mapping, ψ,
Clearly, ψ is well defined. Because we are considering the radical of an ideal, ψ is surjective. Else, consider f, g ∈ Z[x 1 , . . . , x n ] such that f / ∈ a, f ∈ √ a and g ∈ a. The zero element in Z[a 1 , . . . , a n ] is mapped to g + a(= 0 + a) and no element is mapped to f + a. We will now prove that ψ is injective. Consider two elements in
Then,
This implies,
We have that (a 1 , · · · , a n ) ∈ V(a). This implies,
Thus ψ is an injective mapping and we have that Z[x 1 , . . . , x n ]/ √ a ∼ = Z[a 1 , . . . , a n ].
When Z[x 1 , . . . , x n ]/ √ a is free and finitely generated, V(a) is a finite set. Note that this result is true over algebraically closed fields (Adams & Loustaunau, 1994 , Theorem 2.2.7) and can be extended to polynomial rings over integral domains. For each element (a 1 , · · · , a n ) ∈ V(a) we have a different ψ. We therefore represent the isomorphism as,
Definition 7.2. Let a ⊆ Z[x 1 , . . . , x n ] be an ideal such that Z[x 1 , . . . , x n ]/ √ a is free and finitely generated. If (a 1 , · · · , a n ) ∈ V(a) then for any α ∈ Z[a 1 , . . . , a n ], where
Just like the univariate case, the SP P can be translated from the problem of finding an element with the smallest norm in an ideal, A in Z[x 1 , . . . , x n ]/ √ a to the problem of finding the element α with the smallest maxCoeff (a 1 ,··· ,an) (α) in the ideal ψ −1 (A) in Z[a 1 , . . . , a n ]. But the two problems are the same with just x i s replaced by a i s. We look at another interesting problem, where we will determine the maximum value among elements of an ideal I = ψ −1 (A) in Z[a 1 , . . . , a n ] after substitution from the finite variety set. We then seek to find a relation between this maximum value and the maximum coefficient value for I. We define the problem below.
be an ideal such that Z[x 1 , . . . , x n ]/a is free and finitely generated. Let the finite variety set, V(a) be of size N. Let ψ i represent the isomorphism in (2) for each (a 1 (j) , · · · , a n (j) ) ∈ V(a).
/a is free and finitely generated. Let the finite variety set, V(a) be of size N. Given an ideal I in Z[V], the approximate smallest substitution problem, SSub γ (I) is finding an element α ∈ I such that maxsub(α) ≤ γmaxsub(α ′ ) for all α ′ ∈ I.
Remark 7.5. Formulating the smallest substitution problem is where the multivariate case differs most from the univariate case. In the univariate case, the problem that is mapped to the smallest polynomial problem (SP P ) is the smallest conjugate problem (SCP ). For any α in the ideal I, first a function called maxConj analogous to the maxsub is defined. The function returns the maximum of the zeroes of the minimum polynomial of α over Q. SCP asks to find an element α ∈ I such that it has the least maxConj among all the elements in I. This relates to the problem of isomorphism of number fields for which no polynomial time algorithm is determined. We argue that the smallest substitution problem relates to the problem of isomorphism of function fields, the multivariate extension of number fields and a hard problem.
We now proceed to find a relation between the maximum coefficient of an element α in the ideal A in the quotient ring Z[x 1 , . . . , x n ]/a and the value of maximum substitution of α under the isomorphism described by Equation 2. This will help us to prove that the Shortest Polynomial Problem (SP P ) is polynomially reducible to the Shortest Substitution Problem (SSub) as the problem of finding an element with the smallest norm in an ideal, A in Z[x 1 , . . . , x n ]/ √ a is equivalent to the problem of finding the element α in the ideal ψ −1 (A) in Z[a 1 , . . . , a n ] with the smallest maxCoeff (a 1 ,··· ,an) (α). Lemma 7.6. Let a ⊆ Z[x 1 , . . . , x n ] be an ideal such that Z[x 1 , . . . , x n ]/a is free and finitely generated. Let the finite set of zeroes, V(a) be of size N. We denote the basis of the free quotient ring by B. Let α ∈ Z[V]. We have maxsub(α) ∈ C. We denote the max
Proof. Let ψ i be the N distinct isomorphisms in Equation 2 for each element in V.
It is now easy to see,
The above result allows us to upper bound the maximum substitution w.r.t. a factor (polynomial in N) of the maximum coefficient. To prove that the SP P problem can be polynomially reduced to the SSub problem and vice-versa we need to upper bound the maximum coefficient w.r.t. the maximum substitution value as well. We first give a result that upper bounds the maximum coefficient value to a factor (that is not a polynomial in N) of the maximum substitution value. Then for the specific case of a = x 1 r 1 −1 + x 1 r 1 −2 + · · · + 1, . . . , x n rn−1 + x n rn−2 + · · · + 1 we upper bound it to a factor of N.
Lemma 7.7. Let a ⊆ Z[x 1 , . . . , x n ] be an ideal such that Z[x 1 , . . . , x n ]/a is free and finitely generated. Let the finite set of zeroes, V(a) be of size N and G the reduced Gröbner basis of a. We denote the basis of the free quotient ring by B.
We have maxsub(α) ∈ C. We denote the
by t. Let ψ i be the N distinct isomorphisms in Equation 2 for each element in V.
(This is assured by Theorem 4.3 in . If the following conditions are satisfied,
(1) There exists an integer tuple (m 1 , . . . , m n ),
There exists a constant s such that for all (j 1 , . . . , j n ) where j i = 0 mod m i and for k ∈ {1, . . . , N}, we have,
then for all α ∈ Q, we have
Proof. For each (j 1 , . . . , j n ) such that 0 ≤ j i ≤ r i − 1 we have the following set of
This is because by definition |ψ k (α)| ≤ maxsub(α) and by condition (1.a)
We look at the the system of inequalities for a specific (j 1 , . . . , j n ).
where (a 1 (j) , · · · , a n (j) ) ∈ V(a).
For all α r 1 −j 1 ,...,rn−jn consider the inequality,
This implies, (N + s)|α r 1 −j 1 ,...,rn−jn | − sA ≤ Nt maxsub(α)
We have,
. We have |α r 1 −j 1 ,...,rn−jn | ≤ B which implies,
The above lemma gives the bound that is similar to the univariate case. The proof is a direct extension. We now study the above lemma for the specific case of
We will show that in this specific case maxCoeff is bounded to a factor of N. Before that we give below an algebraic result that states that the zeroes of the ideal,
are fully determined by the zeroes of the ideal in one variable, x i r i −1 +x i r i −2 +· · ·+1 , i = 1, 2, . . . , n.
Proposition 7.8. Let
Proposition 7.9. Let
be an ideal in Z[x 1 , . . . , x n ], V the finite set of zeroes of size N and (a 1 (1) , · · · , a n (1) ) be one of its zeroes.
Proof. We have from Lemma 7.6 that maxsub(α) ≤ Nt maxCoeff (a 1 ,··· ,an) (α).
The zeroes of this ideal are the zeroes of each individual generator (by Lemma 7.8).
Each individual generating polynomial is a cyclotomic polynomial and therefore all the zeroes of generators are of norm 1 and so we apply Lemma 7.6 with t = 1 and get the following desired inequality,
Now to prove that maxCoeff (a 1 ,··· ,an) (α) ≤ N maxsub(α). We have from Lemma 7.7 that
if the conditions in the lemma are true. So we first prove that the conditions are satisfied. We have t = 1 and m i = r i + 1. We need to determine if
(ii) and if we can find a s such that
We have that a i (j) is the zero of x i r i + x i r i −1 + · · · + 1. This implies
Since each generator g i = x i r i + x i r i −1 + · · · + 1 is a cyclotomic polynomial it has a zero say a i
(1) such that all the remaining zeroes, a i (j) is some power of this root, i.e. a i
(1) j = a i (j) . We also know that, a i (j) (r i +1) = 1 for all j. Therefore,
We will now validate if we can find a s such that the second condition in Lemma 7.7 is satisfied. For all (j 1 , . . . , j n ) where j i = 0 mod m i for some i ∈ {1, . . . , n}, we have,
We replace the zeroes with powers of a i (1) for i ∈ {1, . . . , n}. Therefore we have,
Therefore we can take s = 1 and apply in the following inequality from Lemma 7.7,
We therefore have,
We give the theorem below that relates the SP P problem with the SSub problem by a factor that is polynomial in the size of the zero set of the ideal a. be an ideal in Z[x 1 , . . . , x n ] . The residue class polynomial ring, Z[x 1 , . . . , x n ]/a is free and finitely generated. Let the zero set of a be of size, M. Let ψ represent the isomorphism as described in Equation 2. Then,
Proof. First we show that
be an ideal given by its generators F = {f 1 , . . . , f k }, k ∈ N. Then each element in F can be written in terms of the elements {a 1 , . . . , a n } such that (a 1 , · · · , a n ) ∈ V. The oracle for a − SP P γ (A)) finds us an element h ∈ A such that its norm is less than γλ 1 ∞ (A).Let α = ψ −1 (h). We have,
Applying Theorem 7.9 twice we get,
Thus we have a γ · N 2 approximation for a − SSub.
Next we will show a − SP P γN 2 (A) ≤ a − SSub γ (ψ −1 (A)). The oracle for a − SSub γ (ψ −1 (A)) finds an element α ∈ ψ −1 (A) such that maxsub(α) ≤ γ·maxsub(α ′ ), for all α ′ ∈ ψ −1 (A). Again we apply Theorem 7.9 twice.
We have a γ · N 2 approximation for a − SP P .
Collision Resistant Generalized Hash Functions
We can construct hash function families as discussed in Section 2.2.1 based on multivariate ideal lattices. Consider a prime ideal, a ⊆ Z[x 1 , . . . , x n ] such that the residue class polynomial ring, Z[x 1 , . . . , x n ]/a is finitely generated of size N ∈ N. The hash function family, H(R, D, m) is given by R = Z p [x 1 , . . . , x n ]/a where p ∈ N is approximately of the order N 2 , D is a strategically chosen subset of R and m ∈ N. Let the expansion factor, E(a, (3, 3, · · · , 3)) ≤ η, for some η ∈ R. Let D = {g ∈ R : g a ≤ d}. Then H maps elements from D m to R. We have |D m | = (2d + 1)
, then H will have collisions. We show that finding a collision for a hash function randomly chosen from H is as hard as solving the a − SP P γ for a particular ideal in A ⊆ Z[x 1 , . . . , x n ]/a.
The theory of proving that finding collisions is hard in hash functions constructed from multivariate ideal lattices goes exactly in the same lines as the case of univariate cyclic lattices. Therefore we will be stating many results without proofs. The reader can refer to (Lyubashevsky & Micciancio, 2006) for detailed constructions.
The below theorem is a direct extension of the univariate case and describes the main result in this section. and p ≥ 8ηdmN
where h is chosen uniformly at random from H.
Collision H (h) is the problem of finding a collision given a hash function, h. This means finding two distinct elements x, y in D m such that h(x) = h(y). The idea of the above theorem is that if one can solve in polynomial time the problem Collision H (h) for a randomly chosen h then we can solve the a − IncSP P γ problem for any ideal A and γ = 8η 2 dmNlog 2 N. Since we know that there is a polynomial time reduction from a − SP P γ to a − IncSP P γ , we have a polynomial reduction from a − SP P γ to Collision H (h).
We consider an oracle C which when given an h returns a collision with nonnegligible probability and in polynomial time. The idea is the same as the univariate case. We are given an ideal A ⊆ Z[x 1 , . . . , x n ]/a and an element of the ideal g such that g 8η 2 dmNlog 2 Nλ 1 ∞ (A). We have to find a non-zero h ∈ A such that h a ≤ g a /2.
Note that all the results associated with the Gaussian distributions over integer lattices mentioned in Section 2.1 are valid here as multivariate ideal lattices are isomorphic to integer lattices of dimension N, for some N ∈ N.
Consider a s such that given ǫ = (log N) −2log N ,
As shown in (Lyubashevsky & Micciancio, 2006) , the last two inequalities are because of Lemma 5.2 and (Micciancio & Regev, 2004, Lemma 3. 3) respectively. We have that g ∞ = 8ηdms √ Nlog N. Also from (Micciancio & Regev, 2004, Lemma 4 .1) we know that if we sample y ∈ R n from the distribution ρ s /s N , then
i.e. we have y + A is a uniformly random coset. We give below the procedure by which using the access to the oracle we can determine an h such that it is a solution to the IncSP P γ problem. The procedure is a direct extension from the univariate case.
Algorithm 1 Finding the solution of the IncSP P γ problem given access to the Collision
Generate a random coset of A/ g and let v i be a polynomial in that coset.
5:
Generate y i ∈ R N such that y i has distribution ρ s /s n and consider y i as a polynomial in R[x 1 , . . . , x n ].
6:
Let w i ∈ R[x 1 , . . . , x n ] be the unique polynomial such that p(v i + y i ) ≡ gw i in R N / pg . Note that the coefficients of w i lie in [0, p).
7:
Let a i = [w i ]mod p . 8: end for 9: Give (a 1 , . . . , a m ) as input to the oracle C and using its output determine polynomials z 1 , . . . , z m such that z a ≤ 2d and To prove that the above procedure is a proof of the theorem we need to show that the algorithm runs in polynomial time, the inputs to the oracle are uniformly random and h satisfies all the desired properties.
Lemma 8.2. Algorithm 1 runs in polynomial time.
Proof. In Step (4), we need to generate a random coset of A/ g . Since a is a prime ideal the ideals A and g are Z-modules of dimension n. (Micciancio, 2002, Proposition 8.2) ensures that there is a polynomial time algorithm to generate a random element from A/ g . Step (5) and Step (6) will be justified in the following lemma.
Step (7) just rounds off the coefficients and takes modulo p and therefore can be done in polynomial time. In Step (9), we feed (a 1 , · · · , a m ) to the Collision oracle and it returns (α 1 , · · · , α m ), (β 1 , · · · , β m ) such that α i a , β i a ≤ d and Step (6) is justified with w i = α 0 pb 1 + · · · + α N pb N . Since we have assumed p(v i + y i ) is a uniformly random coset of R N / pg the coefficients of w i are uniform over [0, p) and the input to the oracle in Step (9) is correct. The only thing remaining is to check if the assumption that y i is in a uniformly random coset of R N / g is correct. It is not correct but very close to being uniformly random. We have △(ρ s /s n + A, U(R N /A)) ≤ ǫ/2. Since a i is a function of y i , we have △(a i , U(Z p N )) ≤ ǫ/2. Since all the a i s are independent we have △((a 1 , · · · , a m ), U(Z p N ×m )) ≤ mǫ/2.
The following three lemmas ensure that the output of the algorithm, h satisfies the desired properties of the IncSP P γ problem, i.e. h is non zero, h ∈ A and h a ≤ g ∞ 2 .
Lemma 8.4. h ∈ A.
Proof. The proof goes exactly in the same lines as the univariate case. See (Lyubashevsky & Micciancio, 2006, Lemma 5.4 ).
Lemma 8.5. With probability negligibly different from 1, h a ≤ g ∞ 2 .
Proof. See proof of (Lyubashevsky & Micciancio, 2006, Lemma 5.5 ).
Lemma 8.6. P r[h = 0|(a 1 , · · · , a m )(z 1 , · · · , z m )] = Ω(1).
Proof. See proof of (Lyubashevsky & Micciancio, 2006, Lemma 5.6 ).
Concluding Remarks
In this paper, we propose a class of generalized hash functions based on multivariate ideal lattices and show that they are collision resistant. This includes the class of collision resistant hash functions that are based on ideal lattices in the univariate case. The security of these hash functions is based on the hardness of certain worst case problems defined specifically for the multivariate case. We show the hardness of these problems for a = x 1 r 1 −1 + x 1 r 1 −2 + · · · + 1, . . . , x n rn−1 + x n rn−2 + · · · + 1 using results from algebraic function fields. A possible future direction is to determine the hardness of these problems for other choices of a.
Unlike in the univariate case, here we cannot bound the expansion factor tightly because the generators of the ideal, the monomial order, the polynomial being reduced all have a role to play in the number of iterations in the reduction. In the univariate case, Lyubashevsky & Micciancio (2006) gives an intuition on how to select an ideal with a "small" expansion factor. It would be an interesting problem to come up with similar observations in the multivariate case. The complexity assumptions related to SSub problem need to be studied further to see if substitutions on an average result in hard instances. Another interesting direction is it to see if other cryptographic primitives like digital signatures, identification schemes can be built from multivariate ideal lattices.
