Let H = −∆ + V be a two-dimensional Schrödinger operator defined on a domain Ω ⊂ R 2 with Dirichlet boundary conditions. Suppose that H and Ω are invariant with respect to translations in the x 1 -direction, so that V (x 1 , x 2 ) = V (x 1 + 1, x 2 ) and that in addition V (x 1 , x 2 ) = V (−x 1 , x 2 ) and that (x 1 , x 2 ) ∈ Ω implies (x 1 + 1, x 2 ) ∈ Ω and (−x 1 , x 2 ) ∈ Ω. We investigate the associated Floquet operator H (q) , 0 ≤ q < 1. In particular we show that the lowest eigenvalue λ q is simple for q = 1/2 and strictly increasing in q for 0 < q < 1/2 and that the associated complex valued eigenfunction u q has empty zero set.
we assume that the magnetic field curl A vanishes identically and we obtain similar results, where the parameter q is now replaced by the 
Introduction
In recent work [4] we investigated 2-dimensional Schrödinger operators
on bounded domains Ω with Dirichlet boundary conditions for the case that H commutes with the actions of the dihedral group D 2n , i.e. the group of the regular n-gon. In particular we studied the groundstate eigenvalues in the symmetry subspaces associated to the various irreducible representations of D 2n and found natural results on their multiplicities, their ordering and in addition results on the zero sets of the corresponding groundstate eigenfunctions. In this work we study related problems concerning periodic operators on the strip and Aharonov Bohm Hamiltonians.
Here we are mainly motivated by the analysis of the properties of groundstates of the Schrödinger operator with zero magnetic field in an annulus like domain, (Aharonov Bohm). It was shown in [5] , [6] that the flux of the magnetic field in the hole (that is the circulation of the magnetic potential along the path around the hole) plays an important role. Let Θ be the flux divided by 2π around the hole. When Θ is an integer, we know that the problem can be transformed to an ordinary Schrödinger equation with 0-magnetic field. The ground state energy is minimal with respect to Θ, the multiplicity is one, and the ground state does not vanish. When the Θ is a half integer, it was shown in [5] , [6] that the ground state is maximal with respect to Θ, that the multiplicity could be 2 or 1 and that there exists a basis of ground states having as zero set a single line joining the two boundaries of the domain.
It is our aim to analyze the situation for arbitrary Θ. It turns out that for arbitrary Θ the problem can be transformed to a periodic problem on a strip. For Θ rational and with an additional assumption of a reflection symmetry this problem is equivalent to the the dihedral case which has been treated in [4] . So the main point is to treat the irrational case and to show that in this case the ground state energy is simple and that the ground state does not vanish. This paper is not selfcontained. Several results established in [4] will be basic and some arguments which parallel arguments in [4] will not be repeated.
The paper is organized as follows. We present in Section 2 the main results for the two problems. In Section 3, we show why it is enough to consider a unique problem attached to a strip. Section 4 is devoted to the analysis of the symmetries of the problem. In particular we show how to avoid the finite group representation theory which was used in [4] in a less general situation.. In Section 5, we select from [4] the properties established in the rational case, which are expected to remain true in the irrational case. Section 6 treats the question of monotonicity, which is an easy corollary (once the reductions are done) of what was established in the rational case. Section 7 is devoted to the construction of a regular family of eigenvectors, which will permit the transfer of properties obtained in the rational case to the irrational case. The section 8 is devoted to the localization properties of the real part and imaginary part of the ground states and Section 9 shows how to use this information to establish the result on the multiplicity. Finally in the last section we show how to extend the "canonicity properties" of groundstate obtained in [4] to the irrational case.
2 Main results.
Periodic Schrödinger operators on the strip.
Let Ω ⊂ R 2 be a simply connected domain with C ∞ -boundary ∂Ω and V ∈ C ∞ (Ω) be real valued.
We start with a definition.
Definition 2.1 . We call Ω a strip-like, periodic and symmetric open set, for short SPS, if the following three conditions are met:
admitting a C ∞ extension up to the boundary and which satisfies the additional conditions below.
(ii) Ω is invariant under the translations (x 1 , x 2 ) → g(x 1 , x 2 ) = (x 1 +1, x 2 ), and :
(iii) Ω is invariant under the reflection (x 1 , x 2 ) → T (x 1 , x 2 ) = (−x 1 , x 2 ) and :
Let V ∈ C ∞ (Ω) be real valued and bounded such that
and
We consider the Schrödinger operator H = −∆+V on L 2 (Ω) with Dirichlet boundary conditions. Its quadratic form domain is Q(H) = W 1,2 0 (Ω). We refer to [3] for the definition of the Sobolev spaces W p,r (Ω) (based on L r (Ω)) and W p,r 0 (Ω). We can consider its associated Friedrichs extension which is also denoted by H and we would like to analyze its spectrum Sp(H). We assume that Ω is SPS and that V satisfies (2.1),(2.2).
Under these assumptions ¶ the spectral analysis of H can be done by Floquet theory [9] . For any q ∈ R, we associate to q the space
Here, for p ∈ N, u ∈ W p,2 loc (Ω) means that, for any function with compact support and it is standard that:
We will analyze the properties of the groundstate energies λ q of H (q) (multiplicity, dependence on q) and the properties of the corresponding groundstate eigenfunction u q normalized on Ω * . The function u q will satisfy
and will belong to W 2 q (Ω). We note also that λ q can be recovered form the mini-max principle by : 
but it is actually more important to work with
The multiplicity of an eigenvalue λ of H (q) , i.e. the dimension of the corresponding eigenspace will be denoted by m(λ). In addition, we observe that, for a solution u q to (2.4), u q satisfies the Floquet condition with q replaced by − q.
(2.7)
It is easily seen from this that 
For an eigenstate u q we have
Remarks 2.4 .
(i) In the proof we will actually replace −∆ by a more general operator in divergence form. Our results will be also true for this larger class.
(ii) Our results are partly generalizations of Theorem Xiii.89 in [9] to this special two-dimensional case. Of course in the one-dimensional case much more is known.
(iii) For q rational all the results above follow rather easily from [4] . We shall recall in Section 5 some elements of the proof which are useful here.
(iv) It would be very interesting to know which of the results carry over if there is no reflection symmetry.
(v) As in [4] we have assumed that all the data in our problems are smooth. We expect that our results continue to hold under weaker assumption on the regularity of the boundary and the regularity of the coefficients, but have not tried to work in this direction.
(vi) The two theorems remain true in the case when the Dirichlet condition at the boundary is replaced, in the case of a strip by a periodic condition. That is that we can consider the case of an infinite cylinder whose axis is in the x 1 -direction.
Aharonov Bohm Hamiltonians
LetΩ ∈ R 2 be a bounded domain with C ∞ -boundary ∂Ω.
Definition 2.5 . We say thatΩ is an annulus-like symmetric domain if (i) There exists a C ∞ -diffeomorphism fromΩ onto the annulus admitting a C ∞ extension up to the boundary which satisfies the additional condition below.
(ii)Ω is invariant with respect to (x 1 , x 2 ) → T (x 1 , x 2 ) = (−x 1 , x 2 ), and
We consider a magnetic Schrödinger operator
in a annulus-like symmetric domainΩ. We denote the inner, respectively, the exterior boundary components of ∂Ω, by ∂Ω i , respectively ∂Ω e . We assume Dirichlet boundary conditions and that V and the vector potential A are real valued and smooth up to the boundary. In addition we assume that
14)
0 (Ω), and the corresponding quadratic form is given by :
We define the circulation of A along σ by
where σ ⊂Ω is a closed path inΩ and ω A is the 1-form associated to A. We recall that H A,V is unitarily equivalent to H 0,V if and only if C(σ, A) ∈ Z for any closed path σ.
In [6] and in [5] the groundstates of such Hamiltonians were analyzed for the case that there are one or more than one hole and that the circulation around each hole is either a half integer or an integer.
Here we discuss the case of one hole with arbitrary circulation. For a simple closed path σ 0 turning once around the hole we define
and we recall that the quantity is independent of the choice of σ 0 . We consider the groundstate energy:
We denote a corresponding eigenfunction by u Θ and we recall that u Θ satisfies the Dirichlet condition at ∂Ω. Note also that λ(Θ) depends on A via Θ only.
Theorem 2.6 . The function Θ → λ(Θ) has period 1 and and satisfies
The multiplicity of λ(Θ) satisfies:
Furthermore we have the following monotonicity property:
We define the zero set of u Θ as in (2.6) bỹ
Remarks 2.8 .
(i) In the proof we will actually consider more general operators in divergence form. Our results will be true for this larger class.
(ii) The state ment about the periodicity and symmetry of λ(Θ) can be found in [5, 6] .
(iii) As will be clear from the proof the Aharonov Bohm problem can be transformed to the Floquet problem for a strip and is hence essentially equivalent.
(iv) IfΩ has more than one hole the situation is unclear unless each individual circulation is integer or half integer, see [5, 6] .
(v) As in the case of the strip it would be interesting to know which of the results carry over if the reflection symmetry is abandoned.
(vi) Theorem 2.7 could be useful in the analysis of problems arising from models for superconductivity (See [1] ).
3 Preliminaries and Reductions.
About nodal sets of eigenstates
Let us discuss for completeness the different notions of nodal sets. For simplicity we limit the discussion to strip-like domains and leave to the reader the treatment of the annulus like case. Obviously
The inclusion could be a priori strict in the case when a nodal line of u q crosses a nodal line of u q at the boundary.
Proof.
If the first property is trivial, the second one is more delicate ! It is based on the property that for a real solution v of a second order real elliptic equation satisfying the Dirichlet condition at the boundary, we have the following characterization for N (v) :
We refer for example to [4] for a discussion of this point based on former results of Bers [2] or the Hopf boundary point lemma [3] . Now, this characterization of the real solution gives also for the complex u q : 5) and property 3.3 is then easy.
Proof. This is immediate using the characterization ofÑ (u q ), given in (3.6) and (2.3).
A more general class of operators
We need to have a theory which is invariant by the diffeomorphisms respecting the structure of strip-like invariant symmetric open sets. This leads us to consider a more general class of Schrödinger operators (See Formulas (3.11) and ( 3.12) ). Let V ∈ C ∞ (Ω) be real valued and bounded, let ρ be a real C ∞ function such that :
Let a(x) be a real valued symmetric uniformly positive definite two by two matrix with entries a ij ∈ C ∞ (Ω) and bounded. We consider the elliptic operator
on L 2 (Ω) with Dirichlet boundary conditions.
Its quadratic form is given with form domain
(3.8) We can then consider the associated Friedrichs extension of H which is also denoted by H and we would like to analyze the spectrum Sp(H) of H. We consider the case when Ω is periodic symmetric strip-like and assume that H is invariant with respect to translations in the x 1 -directions and with respect to the symmetry T . More precisely, we assume that :
and we also require that
(3.10)
From the strip-like domain to the strip
Coming back to the definition of a strip-like domain, we observe that we can associate to Φ a canonical unitary tranformation Φ * sending
where J(Φ) is the Jacobian of Φ at x = Φ −1 (y). A computation shows that the unitarily equivalent operator
is still of the form described in Section 2.1 but of course for a different matrix (a ij ) and a new ρ having the same symmetry properties. Since the operator Φ * commutes with the translation g it is clear that, if u satisfies (2.3), then Φ * u will also satisfy the same Floquet condition. The new potential turns out to be V • Φ −1 .
From the annulus-like domain to the annulus
The discussion here is parallel to the previous one and was explained in detail in [4] . Using this time the diffeomorphism Φ introduced in Definition 2.5 and the attached unitary transform Φ * , the operator to analyze takes the form :
3.5 From the Aharonov-Bohm problem on the annulus to the Floquet problem on the strip
We now take in the model (3.13) polar coordinates (r, 2πω) with ω = 0 corresponding to x 1 = 0, x 2 > 0. We defineΩ 0 =Ω 0 \{x 1 = 0 , x 2 > 0} which in the new coordinates becomes Ω * 0 = (r 1 , r 2 ) × (0, 1). In these coordinates, the reflexion symmetry becomes ω → −ω (modulo 1
We then obtain an operator defined on (r 1 , r 2 ) × (0, 1) without magnetic potential and a stateû Θ satisfying the Floquet condition :
We note that the coefficients are 1-periodic with respect to the variable ω and we can extend the operator by periodicity and the groundstate using the Floquet condition in order to get a problem on the strip. The variables (x 1 , x 2 ) used on the strip correspond to the variables (ω, r − r 1 ) used on the annulus.
Symmetries on the strip
We assume that H is given by (3.7) and (3.8) and that the symmetry conditions (3.9) and (3.10) are satisfied. In addition we assume that the problem has been already transformed to the strip.
Let us first recall the notion of symmetric or antisymmetric states. For this, let us introduce the antilinear operator :
where T is defined by :
We observe that
and that Lemma 4.1 . H (q) commutes with K. Now, if u q is an eigenvector with corresponding eigenvalue λ q , then Ku q is also an eigenvector with the same eigenvalue. Writing :
we easily obtain that each eigenvector can be written in the form : In the case when λ q is an eigenvalue of multiplicity one, one can without loss of generality (by multiplication by a complex number) assume that u q satisfies Ku q = u q .
In the general case, we can take a basis of eigenvectors with this property. Another interesting property is that
So, if w q is the periodic function on the strip defined by
we get that :
We call these states K-invariant and we recall that this is interpreted, when looking at u q and u q by the property that u q is symmetric with respect to T and u q is antisymmetric :
Roughly speaking (see (3.5 ) for a precise definition), we are interested in the zeros of u q which are (in Ω 0 ) obtained as the intersection of the zeros of u q and u q . But as we shall see it is enough to concentrate on the zeros of antisymmetric states. We note here that, if q = n with , n integers, then u q and u q are n-periodic solutions of the operator H in the strip.
When q ∈ (0, ), we note also the following relations between u q and u q :
where R q is defined by :
and gu is defined by :
Note also the less symmetric formula :
which can be extended to : ), then :
Secondly we obtain, as already observed in Section 3 in [4] using (4.5) and (4.9) ,
). For any K-invariant eigenstate u q , the function u q vanishes on the set S(q) of the special antisymmetric lines. These special antisymmetric lines are defined by :
for those j's in Z such that
We observe that j = 0 gives a special line and that the next one on the right :
This property was observed for q rational in [4] but we note that in the irrational case there is actually only one special line corresponding to j = 0.
When q = n , S(q) is of course x 1 -n-periodic and we note that the condition that j satisfies cos 2π j n = 1 can be written in the form sin π j n = 0. In other words, these j's are integer zeros of the function t → sin πqt. This of course implies that these j's are integer zeros of the function t → sin 2πqt.
Also we recall (cf (3.6) ) that : Property 4.4 . The setÑ (u q ) is a 1-periodic set in the x 1 -direction.
The case of rational q
We first show how the theory developed in [4] can be applied rather directly in the strip context. We assume here that :
As already observed, a function u satisfying (2.3), is in this situation x 1 -n-periodic. The problem could be consequently considered as a problem on an annulus
We identify Z/nZ by [0, n) and then consider the map :
where the point of the annulus A(1, 2) is denoted by (x, y) = ρ exp 2iπθ.
The translation by 1 becomes an element g n of rotation by 2π/n on A(1, 2) satisfying : g n n = Id. The reflection symmetry becomes the natural reflection symmetry on A(1, 2) and, using the unitary transform attached to this diffeomorphism (see (3.11)), it is equivalent to look at a groundstate u q of H (q) and to look at the corresponding ground state u new q := Φ * u q of Φ * HΦ −1 * belonging to the symmetry subspace associated to n , in the decomposition of L 2 (A(1, 2)) attached to the irreducible representation of the group Z n generated by g n parametrized by n , that is satisfying :
Let us recall the main results established in [4] which we shall need. Our main goal will be to show that the properties below still hold in the irrational case.
Property 5.1 . Let q ∈ Q ∩ (0, 1 2 ). Then λ q is an eigenvalue of multiplicity 1.
, it is proved in [4] that the multiplicity could be one or two.
We now collect those results from [4] which we will need for the proof of our theorems and which we will show to remain true for the irrational case in the subsequent sections. We will analyze further properties in the last section. Let us introduce : Property 5.2 . Let q = n with 0 < q < 1 2 . Let u q be a K-invariant groundstate. Then N ( u q ) \ S(q) is contained in the union of those rectangles R j := (j/2, (j + 1)/2) × [0, 1] ( j ∈ Z) such that the basis interval (j/2, (j + 1)/2) contains a zero of the function t → f q (t) := sin(2πqt).
We now mention some important consequences of Property 5.2.
Due to the condition n < 1 2 and the properties of the zeros of f q , we observe rectangles are pairwise disjoint.
Another consequence is the following :
), N ( u q ) does not contain any x 1 -one-periodic set.
Proof.
We set q = n . The proof is by contradiction. Let x 0 = (t 0 , x 0 2 ) be a point in N ( u q ) such that 
. This would imply the existence of n zeros for f q in [0, n). But this function has only exactly (2 )-zeros in [0, n) in contradiction with the assumption that n < 1 2 . Using Property 4.4, we immediately get, as observed in [4] , that
, there is a basis of K-invariant groundstates such that the nodal set is the set {(x 1 , x 2 ) ∈ Ω | x 1 ∈ Z}. This was indeed obtained in [5] .
The monotonicity argument
The starting point is what was obtained in the rational case.
Property 6.1 . The restriction to Q ∩ [0, 1 2 ] of the map q → λ q is strictly increasing.
The monotonicity claimed in Theorem 2.2 is easy. Using the mini-max principle, the map q → λ q is continuous on [0, 1 2 ]. We know by the results of [4] (Theorem 1.3) that the restriction to the rationals of this map is increasing. By continuity we get the monotonicity in [0, 1 2 ].
7 Construction of a regular family of u q 's with respect to q
We now start to show how the other properties established in the rational case are transmitted in a weaker way to the irrational case. This goes through the construction of a regular family of u q . We first assume that we have multiplicity one (result which is not known, at this step of the proof) and then treat the general case.
The case of multiplicity one.
When the multiplicity is one, the choice of u q is unique, up to multiplication by a constant. So the question is a question of regularity. In order to show the regularity with respect to q, the best is to consider the corresponding w q = exp 2πiqx 1 u q which can be considered as an eigenfunction of a periodic problem on (R/Z)×(0, 1) for a q dependent operator (depending analytically on q). For a given q 0 ∈ R, we know that, when λ q 0 is of multiplicity 1, there exists locally an analytic choice of w q extending w q 0 in the neighborhood and such that w q is an eigenfunction attached to λ q of the operator
with periodic condition :
and where δ jk is the Kronecker symbol.
Here we observe, as in Section 5 in [4] , that q → H q is a family of type A in the sense of Kato. We can then define u q = exp −2iπqx 1 w q for getting the extension of u q 0 . Moreover, we can keep because K commutes with H q , the property that Ku q = u q .
The case with non-constant multiplicity
At this stage of the proof, we do not know that the multiplicity is one. So when the multiplicity is larger than 1 at q 0 , we can no more extend analytically any eigenvector but Kato's theory [8] , (see Theorem 3.9, Chapter VII, Subsection 3.5), says only that we can find in the neighborhood of q 0 an analytic basis of eigenvectors corresponding to analytically extended eigenvalues. K commuting with H (q) , we can in addition assume the property that these eigenvectors are K-invariants. Kato's theory says also that the multiplicity of each of these extended eigenvalues has to be be constant in (q 0 − 0 , q 0 ) for 0 > 0 small enough. Considering the lowest one, we get the multiplicity one due to Property 5.1 and considering the corresponding eigenvector in this q-dependent basis, we have effectively determined an essentially unique q-dependent eigenvector u q which is a ground state for q ∈ (q 0 − 0 , q 0 ). Considering its value at q 0 , we have proved :
Lemma 7.1 . There exists some K-invariant ground state u q 0 belonging to an analytic family defined for q in a neighborhood of q 0 such that u q is a K-invariant groundstate for q 0 − < q < q 0 .
Note that our definition for u q 0 as u q 0 = lim q↑q 0 u q was not the unique choice. We could also have defined u q 0 from above by considering an interval (q 0 , q 0 + 0 ). Remark 7.2 . Note also for future use (see for example the proof in [4] ) that the maps
are continuous. This will permit, using (3.5), to control the localization of N (u q ) as q → q 0 (q < q 0 ). The argument is indeed parallel to the argument developed in the subsection 8 (Stability of the canonicity) in [4] if we observe that the role played by α in this paper is now played by q.
8 Localization of the zeros in the irrational case.
In this section, u q will always be the eigenstate constructed in Lemma 7.1. We need to establish the main consequences of what was obtained in the rational case, essentially Property 5.2. We first show a weaker result.
) with q irrational. Then, the zero set of u q is contained in
where the set Z(q) is defined as the union for j ∈ Z of those rectangles R j := (j/2, (j + 1)/2) × [0, 1] such that the basis interval (j/2, (j + 1)/2) containing a zero of the function t → f q (t) := sin(2πqt).
If x 0 does not belong to R(q), there exists an open disk B(x 0 , r 0 ) with center x 0 and radius r 0 such that B(x 0 , r 0 ) ∩ R(q) = ∅. It is clear by continuity that this last property still holds for Z(q ) for q near q. We observe also that, if q is irrational, we have the following property for the special lines. For all C > 0, there exists > 0 such that :
So, by property 5.2, B(x 0 , r 0 ) does not belong to N ( u q ), for |q − q | small enough and q < q rational. Now, if x 0 ∈ N ( u q ), we get the contradiction. The continuity of u q , with respect to q , which was obtained by construction in Lemma 7.1 (see also Remark 7.2), will indeed imply the existence of a zero in B(x 0 , r 0 ) for u q , for q ∈ Q with |q − q | small enough and q < q.
The next lemma extends Property 5.3 to the irrational case.
) with q irrational. Then N ( u q ) does not contain any x 1 -1-periodic set.
Proof of Lemma 8.2. Let p some integer. When p is large, the number n p,q of zeros of f q in [0, p] is of order 2pq. Let us assume for contradiction that there exists x 0 such that P := x 0 + Z(1, 0) is a subset of N ( u q ). By Lemma 8.1, each x 0 + k(1, 0) is contained in a unique rectangle R j . By comparing the cardinal p of P ∩ ([0, p) × (0, 1)) with n p,q , we then get p ≤ n p,q and a contradiction by taking p large enough.
As a corollary, we have the extension of Property 5.4 : Lemma 8.3 . Let q be some irrational in (0, 1 2 ) and let u q be as constructed in Lemma 7.1,
Proof of Lemma 8.3. The proof that Property 5.4 was a consequence of Property 5.3 does not use the property that q is rational or not.
We now show the stronger
) with q irrational. Then, the zero set of u q is localized in ) ∩ {R \ Q}. Then, the τ j (j = 0) do not contain zeros of u q .
Proof of Lemma 8.6. Let us assume the contrary. Let j ∈ Z and x 0 (j) = ( j 2 , x 2 (j)) such that u q (x 0 (j)) = 0. As in [4] and using te antisymmetry, we get first that u q (x 0 (−j)) = 0, which can be reformulated by saying that x 0 (j) ∈ N (g j u q ). We now use the property that :
But sin 2πjq = 0 for q irrational and j = 0. We immediately get u q (x 0 (j)) = 0. So x 0 (j) belongs toÑ (u q ). But becauseÑ (u q ) is periodic, we get in particular a periodic set in N ( u q ) in contradiction with Lemma 8.2.
What we have shown is actually that a K-invariant eigenstate satisfying Property (8.1) satisfies actually the stronger Property (8.3).
Multiplicity.
We finally extend Property 5.1 to the irrational case : Lemma 9.1 . Let q ∈ (0, 1 2 ). Then λ q is an eigenvalue of multiplicity 1.
We have shown in Lemma 7.1, independently of any information on the multiplicity in the irrational case, that, for any irrational q 0 ∈ (0, 1 2 ), there exists a K-invariant ground state u = u q 0 (constructed by using Kato's theory) which has Property 8.3. We essentially proceed as in the proof of Subsection 9.2 in [4] . We now assume by contradiction that the multiplicity is larger than or equal to 2. Let h be some K-invariant eigenvector such that u and h are linearly independent. Then we can find a real linear combination of u and h such that (au + bh) has a zero x 0 in (0, 1) × (0, 1) and (a, b) = (0, 0). We then define f by f = au + bh , and f has not the property (8.3). We consider the family N is an half-integer such that the interval I N contains a number of zeros which is strictly less than 2N − 2 (when q is rational, we can add the condition that N is not a special line). We also suppose that N is chosen such that (N − , N ) contains a zero of t → sin 2πqt. Since the parameter q satisfies q < 1 2 , this is always possible for N large enough. We now fix N with this property. We have to speak about (8.3) for an eigenvector inside the rectangle S N := [−N, +N ] × (0, 1) simply by restricting the localization of the zeros to this rectangle. In this case, we speak of S N -canonicity. We can easily see that the set of s ∈ (0, 1) such that f s is S N -canonical is a non empty open set. The only appearance of zeros can only come at the vertical lines at the boundary of Z(q), including {x 1 = ±N }, but we have seen that by antisymmetry, this will imply the existence of a periodic subset of zeros of f q (t), contradicting our choice of S N . Now if s 0 is the infimum of the set of the s such that f s is not S N -canonical, we get easily that s 0 < , we can create a zero where we want, and a zero will survive for π 2 − s small enough. Now, we observe that f s 0 has the weaker-property that the restriction to S N to its zero-set is contained in {x 1 = 0} ∪ Z(q). But this implies the property of S N -canonicity. The choice of S N gives the contradiction if some zero touches the vertical lines at the boundary of Z(q). This gives the contradiction because f s 0 is not S N -canonical by construction. This implies the lemma. Remark 9.2 . As observed in Subsection 3.5, the proof of the Aharonov-Bohm case is immediately reduced to the case of the strip. Remark 9.3 . Once, we have shown that the multiplicity is one, we observe that Lemma 8.3 concerns any ground state of H (q) .
Full canonicity
Continuing to treat the case of a strip, we now show how to get a stronger property for the structure of the nodal set of u q when q ∈ (0, 1 2 ). The property, which was called "canonicity" in [4] is the following :
Property 10.1 . We say that u q is canonical if, in each of the rectangles introduced in (8.3), the nodal set of u q is a non-intersecting arc joining the two components of the boundary.
Our main result is :
Proposition 10.2 . Under the assumptions of Theorem 2.2, and for any q ∈ [0, 1 2 ), the imaginary part of a K-invariant groundstate u q has the property of canonicity.
Proof.
We note that this proposition was proved in the rational case in [4] under the name C 1 ( ). The proof is inspired by the considerations appearing in Section 3 in [4] .
We first observe that the nodal set is non empty in each of these rectangles. This is clear by continuity (we know now that u q depends analytically on q), observing that this is true for rational q.
By the general theory of [7] (see also Section 6 in [4] ), the nodal set inside any rectangle R j is a union of smoothly immersed circles or immersed arcs connecting points of the boundary.
We now work by contradiction. If the property 10.1 was not true, then u q would have necessarily a nodal domain D contained in the rectangle. Her we recall that a nodal domain is a connected component of Ω 0 \ N ( u q ).
We defined φ q in the strip by :
We observe that gD ∩ D = ∅, and it is then immediate to define, for any q , some w∈ W 1 q (Ω) satisfying in particular (2.3) but with q replaced by q and equal to φ q in D. We can indeed just consider :
But the energy of w, computed on a fundamental domain, is λ q . So we should have :
But on the other side, chosing 1 2 > q > q, we know by the monotonicity that λ q > λ q . We have obtained the contradiction.
Remark 10.3 . In the case of an infinite cylinder (see (vi) in Remarks 2.4), the proposition is still true but canonicity means that the nodal set is contained in the union of finite cylinders (corresponding to the same rectangles as in (8.3) ) and in each of these cylinders the nodal sets is a nonintersecting line which winds once around the cylinder.
