A multitude of factors are responsible for the overall quality of scientific papers, including readability, linguistic quality, fluency, semantic complexity, and of course domain-specific technical factors. These factors vary from one field of study to another. In this paper, we propose a measure and method for assessing the overall quality of the scientific papers in a particular field of study. We evaluate our method in the computer science domain, but it can be applied to other technical and scientific fields.
and domain-specific nuances such as the use of specialized technical terminology. Numerous studies have been conducted to explore text readability parameters and characteristics. The term "readability" is strongly linked with readability formulas which were introduced to measure the relative complexity and difficulty of texts. [13] Previous research has found that academic writing is classified by readability formulas into the "most difficult" levels [10] . In other words, based on readability formulas it can be determined that, academic authors write in a way that is difficult to read. [6] However, readability formulas have limitations. The formulas tend to ignore readers' background knowledge, assumptions, interests, and motivations. [3] Scientific and technical texts based on domain-specific knowledge, and they often consist of long and complex terms, making the texts incomprehensible to those outside the domain. In contrast, readers with prior domain knowledge, such as academic experts, are familiar with the terminology of their field and they will find scientific texts readable and understandable [22] . In addition, most of the classic readability formulas were developed from the 1940s to the 1970s, with an orientation toward manual use and a less technologically advanced society. In the computing era, attempts have been made to develop methods for automated evaluation of the linguistic quality and readability of texts. One of these methods is corpus linguistic, a growing discipline that applies analytical results from large language corpora to a wide variety of problems in linguistics and related domains. [18] A few directions have been developed that combining both readability formulas and the corpus linguistic technique [1] . Other studies focusing on automated linguistic quality evaluation [20] [14] did not evaluate professional and domain-specific qualities of the text, which, in the case of technical documents, is a very important factor that determines the popularity and importance of the document in the particular technical field. Recent studies have attempted to predict the scientific impact of articles on the basis of their metadata [7] . Such as the venue in which the paper is published, the researcher's authority on the publication topic, co-authors, and more. To estimate the novelty and diversity of the research paper's topic, content analysis was done only based on the title and abstract. Other researches focusing on writing quality [15] achieving good results in text quality assessment when based only on content features. Although these researches show good potential in content analysis, they used very basic techniques to perform it.
Contributions. In this work, we focus on the automatic evaluation of the overall quality of scientific papers (linguistic and technical), and have developed a technique and measure for this purpose. Our measure provides an assessment of the overall quality of the text and articles on the basis of their content. We deal with linguistic quality, as well as the overall quality of the article in its domain. To date, no such measure has been introduced in other studies. The primary contribution of our work is a measure that can assess articles, even before they are published and without the use of metadata. We have created a measure that enables the automated filtering of high quality texts and articles in a specific domain, based only on examination of the papers' content. We test our method on academic papers from the computer science domain. Our second contribution is a large dataset of collocations from the computer science domain, extracted from more that 30,000 high impact research papers. This dataset will be available for download by interested researchers for any potential future research.
RELATED WORK
Despite the limitations of readability metrics, they are still used in the scientific community. They are easy to use and implement. Readability criteria is also the most widely accepted parameter used by the academic community to measure text complexity. Therefore, readability metrics may provide a baseline from which to extend our work with more intelligent metrics. The most commonly used metrics in readability analysis are:
• Flesch reading ease score [8] • Flesh-Kincaid readability formula [12] • Gunning fog index [11] • SMOG grading or index [17] • Automated readability index [21] • Coleman-Liau computer reliability formula [5] While most of readability analysis was introduced before the computing era and can be calculated manually, there are also methods for automated evaluation of the linguistic quality and readability of texts like corpus linguistics. Corpus linguistics is defined as the study of language based on examples of "real life" language use [19] . Corpus linguistics is not a branch of linguistics itself, rather it is a methodology and technique for language study which can be used in any branch of linguistics. In the area of corpus linguistics, a corpus is designed with a purpose in mind, which will define the corpus itself. In our work, the corpus serves to analyze academic papers; such a corpus is referred to as a "specialized corpus"(a corpus of texts of a specific type, for instance, scientific articles) [1] , and these kinds of corpora are used to investigate a particular type of language [4] . Such a corpus allow to perform linguistic studies in specific domain such as scientific computer science papers.
The collocation extraction process is an important component of corpus linguistic studies. A collocation is an expression consisting of two or more words that correspond to a conventional way of saying things. Several studies have used the collocation frequency in the text as an indicator of semantic complexity [2] [9] and as text readability measure [1] .
Our work is related to corpus linguistics, collocation extraction methods, and readability metrics. However, in contrast to previous studies, we do not use these methodologies for traditional linguistic tasks; instead, they are used, in order to develop a sophisticated measure for assessing the overall quality of technical papers.
OUR CORPORA
As previously mentioned, in our work we are interested in assessing the overall quality of the text in computer science academic papers on the basis of corpus linguistics. For this purpose, the main corpus was created from selected articles from the most high impact IEEE 1 and ACM 2 conferences. These conferences were selected on the basis of the CORE 3 Conference Ranking which provides assessments of major conferences in the computing disciplines. The main corpus will serve as our "knowledge source" and as the "gold standard" of the quality of writing for computer science academic papers. Considering this fact, our selection criteria for papers was that they had to be published in conferences with A* or A rankings 4 . The corpus consists of 60 conferences and almost 30,000 academic papers (see the complete corpus sources list in Appendix A).
In order to test our method, we created the test corpora. Our test corpora are divided into two types: high impact and low impact conference papers.
( The impact ranking metrics that we used to select the conferences are based on the CORE Conference Rankings Portal and Google Scholar's citation metrics (h5-median and h5-index) 5 . Our test corpora papers and their impact rankings were gathered from publicly available web sources. In summary, in this work we will deal with three corpora:
• Main corpus -a large collection from high impact IEEE and ACM conferences.
• High impact papers (test) corpus -from SIGKDD, SIGIR and ICDM conferences.
• Low impact papers (test) corpus -from WSEAS and EEEI conferences. In Table 1 , we present the impact scores of conferences from the test corpora (note that some of the low impact conferences were not ranked by Google Scholar or CORE, or were ranked by only one of them).
COLLOCATION
A collocation is a sequence of words or terms that co-occur more often than would be expected by chance. There is considerable overlap between the concept of collocation and notions such as terms, technical terms, and terminological phrases. As these might indicate, the latter three are commonly used when collocations are extracted from technical domains. [16] In addition, it is important to understand that collocations can have different degrees of "strength". "Collocation strength" is the measure of association between two terms, which evaluates whether the co-occurrence is coincidental or statistically significant. These association measure scores are used to rank the extracted collocations from the examined text. Association measures are classified as follows:
• Frequency-based measures (e.g., based on absolute and relative co-occurrence frequencies) • Information-theoretic measures (e.g., mutual information, entropy) • Statistical measures (e.g., chi-square, t-test, log-likelihood ratio, Sorensen-Dice coefficient) The following are the most well known association measures used in collocation extraction [1] [16]:
• T-Score
In our work, explore collocations as a means of compensating for the limitations of readability metrics in scientific and technical texts that require domain-specific knowledge. [22] . For our collocation extraction process, we applied the log-likelihood measure for the following reasons:
(1) It is widely used and serves as the de facto common standard in computational linguistics for collocation extraction. (2) The majority of the NLP processing tools supports it. (3) It demonstrates good performance rates, and this is an important factor when dealing with large corpora.
OUR APPROACH TO MEASURING THE QUALITY OF SCIENTIFIC TEXTS
Our method consists of several phases that the papers must pass through; the process is slightly different for the main corpus and the test corpora papers. The knowledge acquisition phase is carried out one time only, for the main corpus, and consists of: (1) Preprocessing, which converts all scientific papers to plain text. (2) Readability metrics extraction. 
Corpora Preprocessing
As previously mentioned, we work with thee corpora: a main corpus, a high impact test corpus, and a low impact test corpus. In the first phase, we performed preprocessing on each corpus. Preprocessing includes the conversion of each scientific paper from a PDF file to a plain text file.
Readability Metric Extraction
In parallel with corpora preprocessing, we also analyzed each of the papers for readability metrics as: the Flesch reading ease score, the Flesh-Kincaid readability formula, the Gunning fog index, the SMOG grading or index, the automated readability index, and the Coleman-Liau computer reliability formula. In addition, we gathered from each scientific paper in our corpora additional parameters, which summarize the number of: characters, syllables, words, complex words, sentences and commas, from each scientific paper in our corpora.
Collocation Extraction
For the collocation extraction phase, our team used the Natural Language Toolkit (NLTK) 6 . In this work, we focused only on bigram collocation extraction. First, the main corpus was processed integrally, in order to remove all stop words and punctuation before collocation extraction took place. After extraction, all collocations, along with association measures, were stored in a database for use in the next phase. In the second step, we extracted collocations from our test corpora, but this time we processed each paper individually and treated its collocations separately. Each collocation was stored in the database, along with the paper's DOI (digital object identifier or another ID string of the paper). As previously mentioned, our association measure to score collocations is the log likelihood ratio. Tables 2 and 3 present examples of the main and test corpora collocations: In total, we extracted more than nine million collocations from the main corpus (the full collocation list and scores are available for download from our website 7 ).
A Measure of the Paper's Quality
Our main corpus is a large collection of papers from high impact conferences. Collocations from our main corpus represent the common language in the computer science domain. The association measure score of each collocation (the log likelihood ratio) is a kind of index that expresses how widespread and accepted a collocation is in the computer science domain. In addition, this collocation association measure score at the same time can represents the rate of spelling errors in scientific paper. In order to use this knowledge with our test corpora to measure a test paper's quality, we applied the log-likelihood scores from the main corpus collocations to any similar collocations that we found in our test paper. For example, as shown in Table 2 , the collocation "source code" obtained a log-likelihood ratio score of 132,755.20 in the main corpus. Consequently, this score will be assigned to similar collocations in test paper that appear in Table 3 . In our example, the "source code" collocation appears in the second row of Table 3 . In this method, we review the test paper collocations and assigned a main corpus log-likelihood ratio score to each of them. In the next step, we calculate the paper's average log-likelihood ratio score:
7 https://goo.gl/1s4Jkx
In order to normalize the score based on the paper's length, we also added the following variation:
Where:
• ADS = Average document score • ADSn = Average document score normalized based on the paper's length • m = Number of different types of collocations in the considered paper that also appear in the main corpus • fi = Log-likelihood score of collocation type i in the main corpus • w = Total number of words in the considered paper In this way, we can examine both of our test corpora, the high impact versus the low impact one. We assume that this measure will appropriately express the "quality" of papers from the main corpus domain that are not necessarily part of the computer science domain. Other scientific domains can be examined by changing the main corpus accordingly.
EXPERIMENTAL RESULTS
First, we present our papers' quality measure experimental results for the high and low impact corpora.
Second, we present experimental results for the readability metrics, which examine our main and test corpora from a complexity perspective.
The Papers' Quality Measure Results
In order to verify and prove our measure, we examined it on our test corpora. Our hypothesis is that high impact corpus papers will obtain a higher score, and consequently, low impact corpus papers will obtain lower scores. All 2,320 papers from high impact conferences (SIGKDD, SIGIR, ICDM) and 2,519 papers from low impact conferences (WSEAS-ECC, WSEAS TCC, WSEAS AIKED and EEEI Israel) were accessed with our measure (see Table 4 ).
A one-way between subjects ANOVA was conducted to compare the results for each of the conferences. There was a significant difference between the results at the p<.05 level for all seven conferences tested [F(6, 4874) = 29.59091502, p = 5.09153E-35] for both the non-normalized measure version and [F(6, 4874) = 6.960458274, p = 2.20342E-07] for the normalized version of the measure. In order to reduce post hoc comparisons, we treated the high and low impact conferences papers as two distinct groups. This enabled us to conduct an independent samples t-test to compare the high and low impact groups. As can be observed, there was a significant difference between the high impact papers' measure scores (Mean=5949, SD=8396) and the low impact papers' measure scores (mean=3991, SD=2684); t(3538) = 10.75, p = 2.00231E-26, for the non-normalized measure. For the normalized measure version, the results, in principle, were analogous to the non-normalized version.
In this case, we also observed a significant difference between the high impact papers' measure scores (mean=898, SD=4066) and the low impact papers' measure scores (mean=458, SD=267); t(2337) = 5.21, p = 2.08575E-07 (see Table 5 ). Our results suggest that the proposed measure can identify, and therefore "reward" (with a significantly higher score), the papers from high impact conferences, compared to papers from low impact conferences, which obtain lower scores.
It is important to note the role of the main corpus in our method. As follows from our preliminary experiments, if the main corpus is not built on the basis of very high impact conferences papers, the results obtained are not significant. Thus, the measure will not be effective in this case.
Readability Metric Results
In previous sections, we explained the importance of readability metrics and introduced the metrics that are analyzed in our work; the readability metric results for the main and test corpora appear in Table 6 .
An independent samples t-test was conducted to compare SMOG readability metrics scores of high and low impact test corpora (other metrics are very similar and are based on the same or similar parameters; for this reason we did not perform t-tests for other metrics). There was a significant difference between the low impact scores (mean=15.71, SD=4.02) and the high impact scores (mean=14.36, SD=1.79); t(3538) = 15.32, p = 2.45E-51. These results suggest that the high impact papers are more readable than the low impact ones. This proves to be a very unusual result, differing from the results of previous researches. [10] [6] Another interesting observation based on our research is that high impact papers are much longer and include more words than low impact articles. We must, however, note that readability metrics results only indicate the complexity of papers, and not their quality, and therein is the limitation of these metrics. It is important to note, that when we examined specific high and low impact conferences the difference wasn't significant in all cases (See table 8 ). Another point to pay the attention is the high values of the variance in low impact papers. Based on these results, we can conclude, that readability metrics can not serve as a good measure of the paper's quality. However, we can assume that readability metrics show that, less experienced authors are not able to express their thoughts in a detailed manner and in simple language. 
Statistical Classification Based On Quality Measure And Readability Metrics
To evaluate the performance of our metric in practice and subsequently compare it with other techniques, we developed a machine learning classifier based on our measure (Section 5.4). First, we added to the test corpora from Table 1 a class feature (target feature), a 'High' or 'Low' value according to the type of conference the paper appeared in. As we mentioned, our test corpora consisted of 4822 papers in total (2303 high impact and 2519 low impact papers). Second, our test corpora was divided to the train and test set. We used the Python SciKit-Learn Library to split the test corpora into random train and test subsets with train size of 80% and test size of 20% of the corpora. Thirdly, we used the Logistic Regression (aka logit, MaxEnt) classifier in Python SciKit-Learn Library to learn and predict the target feature for each paper ('High' or 'Low' class). In order to evaluate our trained classifier, we computed a receiver operating characteristic (ROC) and area under the curve (AUC) from prediction scores. We evaluate four versions of the classifier.
In each version, we changed or enlarged the training vector with more metrics (features). As a basic try, we used only readability metrics (the first seven rows in Table 6 ) as the training vector for each paper (as mentioned before the target vector was the impact -'High' or 'Low'). This classifier achieved an AUC score of 0.67 (AUC=0.67). Our second try was to "enrich" our training vector with basic statistical properties of the paper, such as number of characters in the paper, syllables, words, complex words, sentences and commas (the last six rows in Table 6 ). This classifier achieved an AUC score of 0.77 (AUC=0.77). In our third classifier, we used only the proposed papers' quality measure scores (paragraph 5.4); this classifier achieved an AUC score of 0.80 (AUC=0.80). In our final version of the classifier we unified the readability, the statistical properties and the papers' quality measure score as the training vector. The final version achieved an AUC score of 0.85 (AUC=0.85).
Baseline Comparisons With Bag Of Words Model
In the previous section we examined the performance of a classifier that was based on the paper's quality measure, readability and statistical metrics. To compare the performance of our classifiers to other basic classification techniques, we used the Bag of Words model classifier technique as a baseline. This technique has proved to be very effective and simple for article quality prediction in the science journalism domain, as presented in Louis and Nenkova work . Due to a limitation on the quantity of low impact conference documents, we used only our test corpora for this task, both for training and for testing. In order to simulate the same conditions as for previous classifiers that were trained on a variety of conferences with different topics, our train and test sets did not include papers from identical conferences. For our train set we randomly chose a sample of 3,000 papers from our main high impact corpus (almost 30,000 docs) and 1,718 papers from the low impact corpora (WSEAS AIKED -494, WSEAS TCOMP -786, WSEAS ECC -438). See Table 9 . Our test set contained 801 papers from EEEI Israel and a randomly chosen sample of 801 papers from the ICDM, KDD and SIGIR conferences. See Table 10 . For our bag of words model classifier training process, we used a tf-idf (termfrequency times inverse document-frequency) representation of the document. The goal of using tf-idf is to scale down the impact of tokens that occur very frequently in a given corpus, and that are hence empirically less informative than features that occur in a small fraction of the train set. For the classification task, we worked with a linear Support Vector Machine (SVM) algorithm on the basis of SciKit-Learn Library SGDClassifier implementation.
In the same way as in the previous section, in order to evaluate our trained classifier we used a Compute Receiver operating characteristic (ROC) and Area Under the Curve (AUC) from prediction scores. The bag of words SVM classifier achieved an AUC score of 0.57 (AUC=0.57).
These results may indicate that the topic of the article plays an important role in article classification with the bag of words model. In other words, it is possible that, due to the difference in each of the conference's topics between EEEI and WSEAS, we got these results.
In order to verify whether the previous statement has some basis, we decided to change our train and test sets. Our low impact train set was changed to: EEEI Israel -801 papers, WSEAS AIKED -494 papers and WSEAS ECC -438 papers, with a total of 1733 documents. The high impact train set wasn't changed. The low impact test set was also changed to WSEAS TCOMP -786 papers. The high impact test set wasn't changed. See Table 11 and 12. In this configuration, the low impact test set is much closer in terms of topics to the train set, and vice versa. This time our bag of words SVM classifier achieved an AUC score of 0.74 (AUC=0.74). These results reinforce our statement about the important role of topics in article classification with the bag of words model. In addition, it seems that the classifier based on our measure has an advantage, due to the fact that it does not depend so strongly on the topic of documents, but rather in the domain in a very general manner. The classifier based on our measure over-performed the baseline classifier, and in combination with readability and statistical metrics, achieved the best results. Table 13 presents a summary of the AUC results of all presented classifiers. 
CONCLUSIONS AND FUTURE WORK
Based on our findings and results, the proposed measure can be used to predict the "quality" and impact of a scientific paper. In order to expand this work, it would be very helpful to collaborate with high impact conference organizers, who can provide additional test corpora consisting of the rejected papers and those that were accepted for the conference. In this research, we constructed our main corpus, which served as our "knowledge source" from nearly 30,000 scientific papers from the most highly rated conferences in the computer science domain. Despite such a large number of papers, this number was limited by the NLTK tool and other computer resources. It would be interesting to explore a larger corpus created from an even larger number of papers. Another issue to explore is the domain variance of the main corpus; for instance, instead of the computer science domain, the corpus could be changed to another domain. The main corpus can also be restricted to a very specific field or widened to include more than one field. Another parameter that can affect the research is the collocation type. In our research, we extracted only bigram collocations, but the addition of trigram and fourgram collocations may improve the results and enrich the "knowledge". If the primary goal is to estimate the influence of the paper in a particular technical field, we also need to exclude common "knowledge" or common language collocations that likely affect the results. Creating a list of common collocations (from non-technical corpora) and excluding this group from the extracted collocations may improve the method, and accordingly the results. An additional direction that can be examined in the future is stemming, an area which was not performed in this research.
