Abstract. Motivated by coupling an energy balance climate model and a two-species competition model for the bio-sphere, one is led to the study of functional reaction-diffusion equations with memory and a nonlocal Volterra operator. The existence of a trajectory attractor is established. The work is motivated by similar studies in [12] for a energy balance model with latent heat flux and uses techniques developed in [11] and [12]. It is a continuation of [18] , where an abstract global existence and boundedness result was established.
Introduction
This paper establishes the existence of a trajectory attractor for the nonnegative solutions of a family of reaction-diffusion equation with degenerate diffusion. Both reaction terms depend on a nonlocal Volterra operator, and one of them additionally is set-valued and depends on a memory term. Such problems arise in the context of energy balance climate models.
Energy balance climate models describe the evolution of a, say, ten-year mean of temperature u in Kelvin by employing the balance equation for the heat fluxes involved and modeling the ten-year mean of the horizontal heat flux as a diffusion operator. A bio-feedback is introduced in terms of a Volterra operator V = V (u), which is in a paradigmatic daisy world scenario, e.g., the solution of an initial value problem of twospecies diffusion competition system with u as a parameter (cf. [18] and section 3 for brief outlines). The resulting reaction-diffusion problem is (1.1) trajectory attractor in this setting.
The rest of the paper is organized as follows. Section 2 briefly describes some preliminary material, section 3 states the hypotheses and discusses an existence result following [18] , and section 4 establishes the main result, the existence of a trajectory attractor for (1.1).
Preliminaries
We very briefly outline some of the basic concepts used in this paper and refer to [25] for details.
Let X be a real Banach space. The upper semi-inner product In particular, the upper semi-inner product on C(M) is given by
is called a solution of the backward
Euler scheme associated with the ε -discretization of (2.2), iff
Note, since A is m-accretive, the backward Euler scheme is uniquely solvable. U ∈ C( [a, b] , X) is called a mild solution of (2.2), iff for every ε > 0 there exists an ε -discretization and a solution σ of the associated Euler scheme such that
, then the initial value problem (2.2), U(0) = U 0 , has a unique mild solution which is also the unique integral solution (cf. [22] for a proof).
Let Y, Z be topological spaces.
0} is closed for each closed A ⊆ Z . Let Z be a Banach space, S ⊂ Z , and r > 0. We set The reaction-diffusion problem (1.1) will be considered under the following hypotheses:
(H1) M two-dimensional, compact, oriented Riemannian C ∞ -manifold without boundary; meas(M) > 0 , where meas denotes the measure induced by the Riemannian metric
(i) {V (ϑ )(t) : 0 t t, ϑ ∈ B} bounded for all t > 0 and uniformly bounded subsets
(ii) V has the Volterra property, i.e.,
there exist τ > 0 and C > 0 with
The following comments address the climatological motivations for some of the assumptions.
REMARKS. 1. T in (H2)
is the memory span of the system (thousands of years due to the continental ice-sheets). β is a weight accounting for the land-water distribution and the fading memory for example. 2. The growth condition in (H3) reflect the Stefan-Boltzmann law. The radiation flux of a black body at temperature u in Kelvin is given by σ u 4 , σ the Stefan-Boltzman constant. In the case of the earth, σ is a function of temperature (greenhouse feedback, e.g.). The vegetation is affecting the CO 2 in the atmosphere, hence σ = σ (u,V (u)), when accounting for the bio-feedback. The fact that σ is positive and bounded, and has a positive infimum is reflected in (H3). 2
In order to motivate (H5), consider a daisy world model, i.e. a planet M covered by a vegetation consisting of black daisies (population density v 1 ) and white daises (population density v 2 ). On the one hand, their fitness (growth rate, carrying capacity, ...) varies with the changing climate and on the other hand, they affect the climate (black daisies absorb more solar radiation than white ones, both extract species-specific amounts of CO 2 from the atmosphere). Employing a standard competition-diffusion model one is led to
under the following hypotheses:
• lim sup
) and satisfies V (u)(0) = v 0 . We refer to [18] for an outline of how to derive the assumptions stated in (H5). Alternatively, consider nonlocal dispersal. Then one is led to the integro-differential system
where 
, where L is a compact perturbation of the identity and N is locally Lipschitz. The hypothesis f j (x, 0, 0, 0) > 0 for x ∈ M and j = 1, 2 guarantees that the standard existence and uniqueness theory for equations on closed sets applies (cf. [7] ), and fixing v 0 , again, yields the Volterra operator V . It is not to hard to derive the properties stated under (H5).
The reader is referred to [19] , [21] , [20] and the references therein for the significance of nonlocal dispersal in two-species competition models. Though these papers address questions of asymptotic behavior in case of autonomous reaction terms and do not cover climate issues, they indicate the potential of also utilizing nonlocal dispersal when modeling complex planetary vegetation. Clearly, (H5) allows for many species vegetation with various interactions, e.g. some species competing with each other and in a symbiotic relationship with others.
MILD SOLUTION OF (1.1). We follow the approach of [11] in dealing with the technicality that c is not constant. Set
Define A H to be the subdifferential of
then A H is an m-accretive operator in H . Let I be a non-degenerate interval and z ∈ L 1 (I, H). A mild solution u ofu + A H u = z is a mild solution of the nonhomogeneous degenerate diffusion equation
On the other hand, using the standard norm on L 2 (M), one obtains an m-accretive operatorÂ as subdifferential of J and defines the m-accretive operator
Note that dom(A C ) is dense in C(M) under the maximum norm, since M is a manifold without boundary. Now consider (1.1) with F replaced by a single-valued continuous function f :
In [18] , since A C is not a restriction of A H as assumed in (H1) of [18] . Employing Theorem 2.1, one finds a sequence of Lipschitz-continuous functions ( f j ) which approximate F in the sense of graphs as stated in the theorem. One then follows the reasoning of the proof of [18, Theorem 3.1] in order to establish existence of C(M)-mild solutions (note f in that proof corresponds to f j − g here) and the a priori bound for the sequence. Next, one notes that all solutions are indeed L 2 -mild solution in light of the discussion in [11, Section 2.1]. Therefore quite the same reasoning as in the proof of [18, Theorem 4.1.] yields the existence of L 2 -mild solutions and the a priori bounds for the so obtained solutions as claimed in Theorem 3.1. Finally, it is not too hard to conclude that every L 2 -mild solution u of (1.1) which belongs to C b ([−T, ∞),C(M, R + )) satisfies the stated a priori estimate, since such a solution is the uniform limit on compacta of solutions of regularized problems, hence one can again employ the argument of the proof of [18, Theorem 4.1] as outlined before.
Trajectory attractor
Though global solutions of (1.1) belong to C b ([−T, ∞),C(M)), it is well-known that the maximum norm is not suitable for the concept of a trajectory attractor. Rather one employs the Fréchet space C R + ,C([−T, 0],C(M)) under the metric
C([−T, 0],C(M))). To this end, one identifies functions u ∈ C b ([−T, ∞],C(M)) with functions in C(R + ,C([−T, 0],C(M))) via the natural linear homeomorphism I : C([−T, ∞],C(M))) → C(R + ,C([−T, 0],C(M))) defined by I u(t)(s) = u(t + s) for t ∈ R + , u ∈ C([−T, ∞),C(M)), and s ∈ [−T, 0].
We frequently write U for I u .
The convergence in the sense of d is uniform convergence on compact sets. The choice of the nontraditional term In this context, the shift semigroup replaces the evolution (solution) family which one considers in case of unique solvability. Recall the definition.
byŜ(t)(U)(s) := U(t + s) for t ∈ R + , U ∈ C(R + ,C([−T, 0],C(M))), and s ∈ [−T, 0], is called the shift semigroup on C(R + ,C([−T, 0],C(M))).
Clearly,Ŝ is in fact a semigroup. Since Q is time dependent, one cannot expect thatŜ leaves the set
Therefore one introduces the following definition.
DEFINITION 4.2. The closure Q of {(s, x) → Q(t + s, x) : t ∈ R, x ∈ M} in the compact open topology is called the hull of Q.
Note that Q is compact, that all elements in Q satisfy the hypotheses stated for Q in (H4), and that Q ∞ = Q ∞ for allQ ∈ Q , hence Theorem 3.1 applies to
where
shows thatŜ(t) is the time-t -map, if unique solvability holds. This suggest to introduces the united trajectory space as follows.
DEFINITION 4.3. One calls
the united trajectory space associated with (4.2).
Clearly, X is invariant underŜ , and we denote by S the restriction ofŜ to R + × X . The main result of this paper is 
Proof. Let (U j ) ∈ X N be a d -convergent sequence with limit U ∞ . Set 0] ) uniformly bounded and the a priori bounds mentioned in Theorem 3.1.
Since Q is compact, we can assume by passing to a subsequence of (U j ), if necessary, that (Q j ) converges uniformly on compact subsets of R × M to some Q ∞ ∈ Q . As in the proof of [18, Theorem 4.1], the fact that the sequence (γ j ) is uniformly bounded, the Dunford-Pettis, and Cantor's diagonal argument yield that, by passing once more to a subsequence of (U j ), if necessary, one can assume the existence of 
for t ∈ R + a.e. Since F 0 is upper semi-continuous and compact interval-valued, there exist a lower semi-continuous function f :
all uniformly on compact subsets of R + , one has to show that
a.e. on R + × M . Suppose that this is not true, then there exists an n ∈ N with either S n := {t ∈ [0, n] : meas(Γ t ) > 0} has positive measure, where
or S n := {t ∈ [0, n] : meas(Γ t ) > 0} has positive measure witĥ
Consider the first alternative. Let
On the other hand, the upper semi-continuity of f yields
The proof of the complete continuity property of S is similar to that of [12, Lemma 6.4] . We need the following regularity result (cf. [12, Theorem 5.5] ).
Then there existσ ∈ (0, σ ) and γ > 0 , which depend on σ and t , but not on u such that Proof. It follows from Theorem 3.1 and Q ∞ = Q ∞ forQ ∈ Q that there is an M > 0 such that
Fix t > T and recall that S(t)U = U(· + t) for t t and U
thanks to a theorem of Brezis (cf. Proof. Since Q and F 0 are uniformly bounded by (H4), one has that
Hence (H3) and (H4) guarantee the existence of a K > 0 with
Set B := {U ∈ X : U ∞ 2K} . The goal is to show that for every U ∈ X there exists a t with S(t)U ∈ B for t t + T , which means u(t) 2K for all t t , where ball. Employing the isomorphism I , one obtains that S(t)U ∈ B for every U ∈ X and t sufficiently large, i.e., S is point dissipative. 2 REMARK. Theorem 4.1 also holds for the easier case of linear diffusion p = 2 . Rather than using Theorem 4.4 in Lemma 4.5 for proving complete continuity, one employs the imbedding results for Sobolev spaces. Otherwise, one can follow the arguments given here for p > 2.
