This article explains the importance of applying risk assessment in the implementation of information security systems. It is considered the most common risk assessment procedure and entails application of fuzzy logic theory for this purpose. The paper describes the proposed fuzzy production model (FPM), which defi nes seven input linguistic variables describing risk factors, four output linguistic variables that characterize diff erent areas of information security risks, as well as four base rules.
Introduction
T he introduction of information technologies and computing facilities in the production and management of modern enterprises provides an effective tool to increase labor productivity. However, the enterprise IT-infrastructure often takes an unstructured form, which leads to an uncontrolled growth of information security (IS) vulnerabilities and risks to the enterprise as a whole.
Information security is an "information and supporting infrastructure protection against accidental or intentional effects of a natural or artificial character, which can cause unacceptable harm" [1] .
Paper [2] analyzes the most common methods of IS risk assessment -NIST [3] and CRAMM [4] , describes their disadvantages and proposes to use fuzzy logics for these purposes. The proposed fuzzy production model (FPM) includes seven input linguistic variables (Table 1 ) describing risk factors, four output linguistic variables ( Table 2) , characterizing risks of various areas of information security, as well as four rules bases (Table 3 ) [2, 5] .
When forming the input linguistic variables, the following term sets can be used, which determine the levels of factors [6] : When developing output linguistic variables, the following term sets can be used which determine risk factors [6] :
Risk factors of the information security of organization

Designation
Name of linguistic variable Type of term set and interpretation of levels of factors
Software/hardware protection Т3. L -satisfactory to ensure the initial security level; M -sufficient for basic information security; H -completely complies with the information confidentiality level
Organizational protection Т3. L -deficient planning and lack of monitoring of vulnerabilities; M -planning and monitoring of vulnerabilities are conducted irregularly; H -timely planning and monitoring of vulnerabilities
Legal protection Т3. L -fragmentary and incomplete documentation; M -documentation is available, but short on details; H -documentation is complete and synchronized
Motivation of a threats source (TS)
Т5. VrL -none; L -rare manifestation of interest; M -may well provoke interest; H -most likely will be interested in it; VrH -necessarily will take interest in it
Possibilities of a threats source (TS) Rules base R1 In order to build a fuzzy model, it is necessary to determine all its elements: rules base, number and type of membership functions for each variable model, parameters of membership functions, logical operators, etc.
The structure of the fuzzy production model for assessing risk to an organization's information security is provided in Figure 1 . 
Statement of the problem
The developed model is based on expert knowledge about the modeled information security system (ISS) [2, 5, 7] . The system information was obtained with the involvement of an expert in the domain area, with the information obtained converted in a fuzzy model. This method is efficient if the expert has a perfect knowledge of the ISS. In practical work, the expert's knowledge is often insufficiently complete and accurate, and sometimes even contains contradictions. Therefore, the model should be based on objective system information, which can be presented by data from measuring the system input and output values [8] .
These circumstances predetermine the relevance of development of the fuzzy self-tuning model for ISS risk assessment. The fuzzy model setting should primarily mean a process of determining parameters of the membership functions of input and output linguistic variables which minimize errors of the model outputs relative to the observed prototype system. For model setting, namely, the optimization of its parameters, the following methods are most often used [9] : methods based on using neuro-fuzzy networks; searching methods;
clustering-based methods.
The first group methods are associated with the conversion of a fuzzy model in a neuro-fuzzy network (NFN) and application of network training methods based on measurements of input and output system data for settings of the model network.
The second group methods are direct search methods for optimal parameters of the fuzzy model. The search process can be both ordered and unordered (trial-anderror method). The most commonly used ordered search method is a method based on the use of genetic algorithms.
Clustering-based methods combine model parameters setting and its structuring. They are used for building fuzzy self-organizing models which have control over their essential input parameters, define an optimal number of fuzzy sets for input and output linguistic variables, and establish the form and number of rules.
Currently, the most studied methods are the first group methods. They make it possible to [10] : optimize (set) parameters of the membership functions of linguistic parameters based on measurements of input and output dependences of the actual system; correct fuzzy models which are not developed adequately enough by experts; extend the expert-developed fuzzy models to the area of the studied model, where expert knowledge is limited.
The listed peculiarities explain the applicability of methods based on the use of neuro-fuzzy networks for setting a fuzzy model for assessing risk to an organization's information security.
Conversion of fuzzy model to neuro-fuzzy network
A conversion of fuzzification block elements is provided in Figure 2 , which depicts a conversion of the piecewise linear membership functions to a fragment of the neural network.
To set parameters of the membership functions in the course of network training, it is necessary to calculate derivatives of output values of the fuzzification block using appropriate parameters.
Block fuzzification results in calculated values of a degree of membership of input values by fuzzy set , each of which represents a linguistic range of definition.
The conversion of block elements of the rules base predicts presentation of the rule condition in the form of a neural network fragment. In this case, operations "AND" and "OR" can be performed using T-and Snorms and standards, or through other operators.
The input parameters of the defuzzification block are activation degrees of fuzzy sets at the model output. The center-of-gravity method is used for their conversion to a distinct number. As a result, the neuro-fuzzy network corresponding to the fuzzy model in Table 3 will have the structure given in Figure 3. 
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Application of Neuro-Fuzzy Designer package for building the NFN
The developed NFN is built based on the adaptive neuro-fuzzy inference system (ANFIS) [8, 9] through the Neuro-Fuzzy Designer package of MATLAB software [11] . ANFIS is a neural network with several inputs and one output, which in their turn are fuzzy linguistic variables. In this case, the terms of input and output linguistic variables are described by membership functions that are coherent with the developed fuzzy self-tuning model of the IS risk assessment.
In the fuzzification phase, the triangular membership functions (Figure 4) for term sets of input (x 1 , х 2 , х 3 ) and output (y 1 ) linguistic variables (LV) were specified: The generated fuzzy inference system, which contains 27 rules of fuzzy products, is depicted in Figure 5 .
NFN training was performed based on the training sample, which contained 200 sets representing a vector of values of factor levels having an impact on the risk, (input LV) and values of IS risk level (output LV). The data was obtained by generalizing the domain expert opinions using the Delphi method within the approach proposed in paper [12] . To generate training sets, the data received from the intrusion detection systems, antivirus programs, firewalls and other systems included in the ISS can be also used.
The Neuro-Fuzzy Designer package enables you to train using the method of backpropagation, the main purpose of which is to set up all multilayer structure layers by changing weights of intermediate layers, and the hybrid method, which is a combination of the method of least squares and the method of backpropagation. The results of applying NFN training methods for risk assessment of information security are provided in Table 4 . As the Table shows, the hybrid training method enables us to get better results of network errors value during a fewer number of stages. With this in mind, for configuring the membership function parameters the choice was made in favor of the hybrid method. Figure 6 depicts a result of optimization (setting) of membership function parameters of the linguistic variable . Figure 7 depicts a surface of the trained fuzzy model, which shows how output LV depends on two input LV; meanwhile, the third variable value is fixed.
The graphical view of dependence of output LV ( -"Risk of effective protection reduction") on input LV ( -"Software and hardware protection" and -"Organizational protection") shows an expected increase of the value of risk of effective protection reduction of an organization with the decrease of the hardware-software protection and organizational protection [2] .
Therefore, a smooth and monotone dependence diagram of the reduced "output surface" implies a good "quality" of the output mechanism and adequacy and consistency of the used inference rules.
The risk assessment mechanism based on NFN has broad capabilities. In particular, it can be adapted to the existing risk management models, and can be also modified taking into account the actual conditions of the organization's information security policy [7] .
Conclusion
The fuzzy production model described in the introduction was the first approximation for the subject domain concerned and was to be set up. The developed fuzzy self-tuning model of the information security risk assessment enabled us to adjust parameters of the membership functions for linguistic variables for the information security systems under study and obtain a more adequate fuzzy production model.
The fuzzy self-tuning model we implemented enables us to perform continuous analysis of the information security risk, and the information obtained as a result of fuzzy modeling enables IT managers to identify risk priorities (from "very high" to "very low") and to develop effective action plans to reduce the impact of the most hazardous threats. 
Аннотация
В статье обосновывается важность применения оценки рисков при реализации системы обеспечения информационной безопасности. Рассматриваются наиболее распространенные методики оценки риска и предлагается использовать для этих целей теорию нечеткой логики. Описывается предложенная нечеткая продукционная модель (НПМ), в которой определены семь входных лингвистических переменных, характеризующих факторы риска, четыре выходных лингвистических переменных, характеризующих риски различных областей информационной безопасности, а также четыре базы правил.
БИЗНЕС-ИНФОРМАТИКА № 1(39) -2017
Отмечается, что НПМ является первым приближением для рассматриваемой предметной области и требует оптимизации с целью минимизации ошибки выходов модели. Рассматриваются наиболее распространенные методы оптимизации параметров нечетких моделей и обосновываются преимущества применения методов, основанных на использовании нейро-нечетких сетей (ННС).
Описывается процесс преобразования элементов нечеткой модели, таких как блок фаззификации, блок базы правил и блок дефаззификации во фрагменты нейронной сети. Результатом данного процесса является нейро-нечеткая сеть, соответствующая нечеткой модели.
Построение разработанной ННС осуществляется на основе системы нейро-нечеткого вывода (adaptive neuro-fuzzy inference system, ANFIS) посредством применения специализированного пакета Neuro-Fuzzy Designer программного средства MATLAB. Обучение модели было выполнено гибридным методом, который представляет собой комбинацию методов наименьших квадратов и обратного распространения ошибки. Результатом данного процесса является оптимизация (настройка) параметров функций принадлежности входных лингвистических переменных.
Использованный подход нейро-нечеткого моделирования позволил получить более адекватную нечеткую продукционную модель, которая позволяет проводить лингвистический анализ рисков информационной безопасности организации. Полученные с ее помощью сведения позволяют ИТ-менеджерам определять приоритеты рисков и разрабатывать эффективные планы мероприятий по снижению влияния наиболее опасных угроз.
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