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ABSTRACT 
 
If the coefficients of polynomials are selected by 
some random process, the zeros of the resulting polynomials 
are in some sense random. In this paper the author 
rephrases the above in more precise language, and 
calculates the joint conditional densities of a random 
vector whose values determine almost surely the zeros of a 
“random” reduced cubic.
  1 
INTRODUCTION 
General Problem: We consider the random function 
:   given by           z z z,   3 1 2 , where  , , P  is a 
probability space, and 1 2, :    are real random variables 
on  with continuous joint density :f   . We can view 
  as a function which associates with each point   a 
reduced cubic with real coefficients. A well-known result 
in the theory of equations gives the following information 
about the roots of    z z3 1 2     : 
if 
      2
2
1
3
4 27
0  , then there are exactly one real root and 
two conjugate imaginary roots; if 
      2
2
1
3
4 27
0  , then there 
are three real roots, two or more of which are equal. If 
      2
2
1
3
4 27
0  , then there are three distinct real roots. 
These three conditions define a disjoint partition of  
into three events, D , S , and K  respectively. Since S  is 
a zero-probability event, we will neglect it and be 
concerned with only with the events D  and K , both of 
which we assume have nonzero probability. We will then 
calculate the densities  ,h x y D  and  ,h x y K , corresponding 
to the joint conditional densities of R*  relative to the 
  2 
hypotheses D  and K , respectively, where * :R    is a 
random vector on  whose values for each   determine 
almost surely the zeros of the polynomial    z z3 1 2     . 
Relation to Existing Literature: This thesis is an 
extension of a paper by John W. Hamblen [5] which describes 
the solution of a similar problem in which the random 
function :   is given by           z z z,   2 1 2 . 
Definition of the Random Vector R*  
We define 
* :R    
    R R R* * *: ,   1 2  
to be the function given by 
 
    
   
  
   
2 3
2 1
*
1 2 3
2 1
Re ; , 0,  0
4 27
max ; , 0  0
4 27
z z z if
R
z z if
   
 

   
 

   

 

  

 
 
    
   
    
   
2 3
2 1
*
2 2 3
2 1*
1
Im ; , 0;  0
4 27
max ; , 0,  0
4 27
z z z if
R
z z z R if
   
 

   
  

   

 

   

 
In short, if we choose   and   is such that 
   z z3 1 2 0       has one real and two complex conjugate 
zeros, then we define the first and second coordinates of 
 R*   to be the real part and the absolute value of the 
imaginary parts of the complex conjugate zeros. If for our 
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choice of   the polynomial    z z3 1 2 0       has three 
distinct real zeros, then we define the first and second 
coordinates of  R*   to be the largest and the next largest 
of these zeros. These two requirements define the value of  
 R*   for all   such that 
      2
2
1
3
4 27
0  , so R*  is 
defined almost surely on . 
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CALCULATION OF CONDITIONAL DENSITY  ,h x y D  
The calculation of the conditional density  ,h x y D  can 
be made much simpler by defining random variables A and B  
with respect to the event D .  Then the functional relation 
between the random variables A and B  and the random 
variables R1
*
 and R2
*
 is exploited to calculate the joint 
conditional density of R1
*
 and R2
*
 with respect to D . 
The Joint Density  , ,A Bg x y D . 
If   is such that 
      2
2
1
3
4 27
0  , then the general 
solution of the cubic equation yields 
 
           
R1
2 2
2
1
3
3 2 2
2
1
3
3
1
2 2 4 27 2 4 27
* 
           
        








 
and 
 
           
R2
2 2
2
1
3
3 2 2
2
1
3
3
3
2 2 4 27 2 4 27
* 
           
       








 
Let      A R R   
1
3
2 1
* *
 and      B R R    
1
3
2 1
* *
. We may 
calculate the joint density of A and B  under the 
hypothesis 
      2
2
1
3
4 27
0  , which was denoted by D . In the 
following we assume  0 1P D . We may write A and B  
explicitly as  
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 
     
A 
     
   
2 2
2
1
3
3
2 4 27
 and  
     
B 
     
   
2 2
2
1
3
3
2 4 27
 when 
      2
2
1
3
4 27
0  . 
Proposition: If x y , then 
 
   3 3 3 3 33 32 2 1 2
2
3 32 33
2 1 2
, , 2 ,3  3  
2 , 3 3  
4
P A x B y P x y y y y x x
P y x x
   

  
           
 
         
 
 
D
 
Proof: Suppose x y . Then  
   3 3 3 3
2 3 2 3
3 32 2 1 2 2 1
2 3 2 3
3 32 1 2 2 2 1
, , , ,
, ,
2 4 27 2 4 27
, ,
4 27 2 2 4 27
P A x B y P A x B y
P x y
P x y
     
     
    
 
         
 
 
 
        
 
 
D D
D
D
2 3 2 3
3 3 32 2 1 2 2 2 1
2 3 2 3
3 3 32 2 1 2 2 2 1
0, , ,
2 4 27 2 2 4 27
0, , ,
2 4 27 2 2 4 27
P y x y
P y x y
      
      
 
           
 
 
 
           
 
 
D
D
2 3
3 32 2 1 2
22 3 2 3
3 3 32 2 1 2 2 2 1
0, ,
2 4 27 2
0, , ,
2 4 27 2 2 4 27
P y x
P y x y
   
      
 
       
 
 
  
               
D
D
  6 
22 3
3 3 32 1 2 2
2
2 22 3 2 3
3 3 3 32 1 2 2 2 1 2
2
2 0, , 0,
4 27 2 2
2 0, , , 0,
4 27 2 2 4 27 2
P y x x
P y x y x
   

      

  
            
    
                   
D
D
3
3 6 3 31
2 2 2
3 3
3 6 3 6 3 31 1
2 2 2 2
2 0, , 2 ,
27
2 , , , 2 ,
27 27
P y x x x
P y x x y y x

  
 
   
 
       
 
 
         
 
D
D
 
 
 
3 3 33
2 2 1 2
3 3 3 33 3
2 2 1 2
2 , 2 , 3  ,
2 2 ,3  3  ,
P y x x x
P x y y y x x
   
   
      
        
D
D
 
Now 3 33 2
3 3
2
3y y x x       
      27 273 3 2 3 3 2y y x x   
          y y x x3 2 2 3 3
2
2
3   
             y y x x3 2 2 3
2
2
3 2
2
3 2
2
4 4




 
 





  





y x
3 2
2
3 2
2
2 2
 
 
   y x3
2 3 2
2 2
 
 
    2
3
2
32 2y x  
 2  is farther from 
32x  than from 32y . 
Since yx  , then 33 22 yx   so 3 2
33
2
3  3 3   xxyy  only if 
2
33  yx . Thus we continue the above equalities:  
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 
 
3 3 33
2 2 1 2
3 3 3 3 3 33 3
2 2 2 1 2
2 , 2 , 3  ,
2 2 , ,3  3  ,
P y x x x
P x y x y y y x x
   
    
      
           
D
D
 
Now since yx  , it follows that 3332 yxx   so above 
 
 
3 3 33
2 2 1 2
3 3 3 3 33 3
2 2 1 2
2 , 2 , 3  ,
2 ,3  3  ,
P y x x x
P x y y y y x x
   
   
      
         
D
D
 
Now D  is equivalent to the event 0
274
3
1
2
2 

, which in 
turn is equivalent to 3
2
2
1
4
3

   so above 
2
3 3 32 33
2 2 1 2
2
3 3 3 3 32 3 33
2 2 1 2
2 , 2 , 3 3  ,
4
2 ,max 3 ,3  3  ,
4
P y x x x
P x y y y y x x

   

   
 
         
 
 
  
            
  
  
D
D
 
Now we claim that  3 2
33
2
2  3
4
 3 

 yy . For suppose that 
3
2
33
2
2  3
4
 3 

 yy  for some 2,y . Then  
 233
2
2  27
4
 27 









 yy   







4
27 270
2
2
2
33 yy
2
23
2
0 







y   
which is a clear absurdity. 
Thus 3 2
33
2
33
2
2  3 3,
4
 3max 










 yyyy  so above 
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 3 2313 233233
3
2
3
1
3
2
23
2
3
2
 3 3,2
 3
4
 3,2,2














xxyyyyxP
xxxyP
 
 
 3 2313 233233
3
2
3
1
3
2
233
2
 3 3,2
 3
4
 3,2,2max














xxyyyyxP
xxxyP
 
Now yx  , so 33 22 xy  , hence   333 22,2max yxy  . So above 
 
 3 2313 233233
3
2
3
1
3
2
2
2
3
 3 3,2
 3
4
 3,2














xxyyyyxP
xxyP
 
and the proposition is proved. 
Claim:  
33
2
3 2
4
3  2
3 32 33
2 1 2
2 3
2 , 3 3  ,
4
u
x x
y
P y x x f v u dvdu


  

 
 
       
 
 
   
Proof: We need only to show that 
3 33
2
3
4
3 uxx
u
  for 
  ,2 3yu . Note that we always have the inequality 
0
2
2
3 






u
x , hence 0
4
2
36 
u
uxx ,  
4
2
33 uuxx  , 3
2
3 3
4
u
uxx  , 
3
2
3 3
4
33
u
uxx   as desired. 
Claim: 
    





3
33
3 3
3 3
2  3
 3
3
2
3
1
3
2
33
2
33 , 3 3,2
y
yx
uxx
uyy
dvduuvfxxyyyyxP   
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Proof: As before, we need only show that 
3
2
33 2yyx    and 
that 
3
2
33 2yyx    implies 3 33 3  3 3 uxxuyy  . Since yx  , 
then 
33 yx  , and thus 33 xy  , implying 333 2yyx  . Next, 
if 
333 2yuyx  , then 02 333  yuxy , hence 
    333333333333 222222 xuxyxyxyyxyuyuyu 
. 
Hence 
33 22 xuyu   
   2323 22 xuyu   
2
3
2
3
22













u
x
u
y  
44
2
36
2
36 uuxx
u
uyy   
   uxxuyy  3333  
3 33 3 uxxuyy   
3 33 3 33 uxxuyy  , as desired. 
Thus we have proved the following 
Proposition: If x y , then 
     
3 3 33 3
3 3 33 23
3
2 3  3  
23  
3
4
, , , ,
y x x u x x u
x y yy y u u
P A x B y f v u dvdu f v u dvdu
   
  

      D  
We now use this last proposition to determine  , ,P A x B y  D  
for yx  . Note that     BA   for every  , hence 
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   ; , , ; , ,A x B y A x B x     D D  when yx  . Thus if yx  , then 
   , , , ,P A x B y P A x B x    D D . From the previous proposition, 
we see that    
3 3
3 2
3
3  
2
3
4
, , ,
x x u
x u
P A x B x f v u dvdu
 


    D  which gives the 
next 
Proposition: If yx  , then    
3 3
3 2
3
3  
2
3
4
, , ,
x x u
x u
P A x B y f v u dvdu
 


    D  
Proposition: If yx  , then  , , 0P A x B y
y

  

D  
Proof: The previous proposition shows that if yx  , then 
 , ,P A x B y  D  is independent of y . 
Proposition: If yx  , then 
 
 
 
3
2
3
3 3
2 3
33
3
6 3
, , 3  ,
y
x y
y u
P A x B y f y y u u du
y y u

 
 
    
 
D  
Proof: 
     
3 3 33 3
3 3 33 23
3
2 3  3  
23  
3
4
, , , ,
y x x u x x u
x y yy y u u
P A x B y f v u dvdu f v u dvdu
y y y
   
  

  
   
     
D  
       
 
 
   
 
     
 

























3 33
3
23
3 333
3 333
3 33
3 33
3
33
2 3
4
2
3
3
3 3
 3
3333
2 3
2 3
3
32
3 3
3 3
2,
2
,
2,
2
, 3
 3
yxx
y
yxxx
yxyy
yxx
yyy
y
yx
dvyvf
y
y
dvyxvfyx
y
dvyvf
y
y
duuuyyf
y
uyy
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 
   
   












3 33
2
3 33
2
3
33
3
2
2 3
3
32
2 3
3
32
2
3 3
3
3
2,6
02,6, 3
36
yxx
y
yxx
y
y
yx
dvyvfy
dvyvfyduuuyyf
uy
uy
 
 
 






3
33
3
2
2
3 3
3
3
, 3
36
y
yx
duuuyyf
uy
uy
, as desired. 
Proposition: If yx  , then  
2
, , 0P A x B y
x y

  
 
D  
Proof:      
2
, , , , 0 0P A x B y P A x B y
x y x y x
    
       
     
D D . 
Proposition: If yx  , then 
     
2
3 3 3 3, , 9 3  ,P A x B y x y f xy x y
x y

      
 
D . 
Proof:  
   
 
 
3
2
3
3 3
2
2 3
33
3
, , , ,
6 3
3  ,
y
x y
P A x B y P A x B y
x y x y
y u
f y y u u du
x y u

 
   
     
    
 
  
 

D D
 
   
  
    333 333
333
33333
, 3
36
3
2
yxyxyyf
yxy
yxy
x
yx














  
   33
2
33
2 , 3
33
3 yxxyf
x
xy
x 





 
  
   3333 , 39 yxxyfyx   
 Thus the conditional density of A and B with respect 
to D  is given by 
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   
   3 3 3 3
,
9
3  , if 
,
0 if 
A B
x y f xy x y x y
Pg x y
x y

    
 
 
DD  
Next, we calculate the joint density of 
*
1R  and 
*
2R  under the 
hypothesis D . 
Proposition: The joint density 
   
   3 2 2 2 2 3
4
9 3 ,2 2 if 0
,
0 if 0
y x y f y x xy x y
Ph x y
y

   
 
 
DD  
Proof: Suppose x  and y  are real numbers. Then 
 
 * *
1 2
3
, ,
2 2
2
2 ,
3
A BA B
P R x R y P x y
P A B x A B y
 
      
 
 
 
      
 
D D
D
 
2
2 ,
3
P B x A A y B
 
      
 
D  
2
max 2 ,
3
P x A A y B
  
      
  
D  
Now 
2
2
3
x A A y     
2
2 2
3
x y A    
3
y
x A    
So above 
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2
, , 2
3 3 3
y y
P x A A y B A P x A x A B A
   
               
   
D D  
2
, , 0
3 3
, 2 , 2
3
y
P x A A y B A y
y
P x A x A B A x A A
 
       
 
 
          
 
D
D
 
2
, , 0 , 2
3 3 3
y y
P x A A y B A y P x A x x A B A
   
                  
   
D D  
 
 
2
0 ,
3 3
0 , 2
3
y
y P x A A y B A
y
y P x A x x A B A
 
       
 
 
          
 
D
D
 
       3 2
3 3
, ,
2
0 , 0 ,
y
y y
x r r
A B A B
x x r x r
y g r s dsdr y g r s dsdr
 
    
      D D  
Thus if 0y  , we have 
 
   
   
   
3
3
3
3
3
* *
1 2
, 3
, 3
2
, 3
, 1
0 ,
3
1
0 ,
3
2
0 ,
3
y
y
y
y
y
x
y
A B
x
x
y
A B
x
y
A B
x
P R x R y
y g x s ds
y
y g x s ds
y g r r dr

 

 


  
  

 
    
 
 
     
 



D
D
D
D
 
   
3
2
, 3
2
0 ,
3
y
y
A B
x
y g r r dr


   D  
This implies that if 0y  , 
 
   
* *
1 2
, 3 3
, 2
0 ,
3
y y
A B
P R x R y
y g x x
x y
  
    
 
D
D  
Now  
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 
 
   
, 3 3
3 2 2 2 2 3
3 3
3 3
,
2 3
9 3  ,2 2 if 
0 if 
y y
A B
y y
y y
g x x
y x y f y x xy x x x
P
x x
  

      
 
    

D
D
 
 
   3 2 2 2 2 3
2 3
9 3  ,2 2 if 0
0 if 0
y x y f y x xy x y
P
y

   
 


D  
Hence 
   
   3 2 2 2 2 3
4
9 3 ,2 2 if 0
,
0 if 0
y x y f y x xy x y
Ph x y
y

   
 
 
DD  
and the proposition is proved. 
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CALCULATION OF CONDITIONAL DENSITY  ,h x yK  
Definition: 
Let   2 3, ; 0 has 3 distinct real rootsK a b z az b      
 
2 3
2, ; 0
4 27
b a
a b
 
    
 
. 
Note: We assume in the following that   1 2, 0P K    . 
Proposition: If  0 0,a b K  and 0t   is a root of 
3
0 0 0z a z b  
, then there exists an open  0 0,a b -neighborhood U  and a 
function :R U   such that 
 1)  0 0 0,R a b t ; 
2) R  has continuous first partial derivatives and 
is continuous in the interior of U ; 
3) For each  ,a b U ,  ,R a b  is a root of 3 0z az b   ; 
4) R  is the only function on U  with all of the 
above properties. 
Proof: Let 
3:F   be given by   3, ,F a b t t at b   . Then 
  2, , 3
F
a b t t a
t

 

,  , , 1
F
a b t
b



, and  , ,
F
a b t t
a



. Thus F , 
F
t


,  
F
b


, and 
F
a


 are all continuous near the point  0 0 0, ,a b t . By 
assumption, 
3
0 0 0 0 0t a t b   , so  0 0 0, , 0F a b t  . Also,  0 0,a b K  so 
the polynomial 
3
0 0 0z a z b    has no multiple root. Therefore 
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it shares no zeros with its derivative, which is 
2
03z a . 
But 0t  is a zero of 
3
0 0 0z a z b   , so 
2
0 03 0t a  , hence 
 0 0 0, , 0
F
a b t
t



. So by the Implicit Function Theorem, there 
exists a positive number h  and a function s  on the open 
set   2 0 0, ; ,B a b a a h b b h       such that  0 0 0,s a b t , s  has 
continuous first partial derivatives and is continuous on 
B ,   , , , 0F a b s a b   when  ,a b B , and such that s  is the only 
such function on B . Take U B  and R s , and the 
proposition is proved. 
Remark: K  is open in 
2
 and thus we may find an open 
neighborhood U  in K  and a function :f U   with 
properties 1) - 4) above if  0 0,a b K  and 0t   satisfies 
3
0 0 0z a z b   . 
Proposition: Let 1 2 3, , :R R R K   be given by the conditions 
     1 2 3, , ,R a b R a b R a b   for  ,a b K  and    
3
, , 0i iR a b a R a b b          
for  ,a b K  and 1,2,3i  . Then 1R , 2R , and 3R  are 
continuously differentiable on K . 
Proof: Fix  0 0,a b K . There exists an open neighborhood 
V K  such that  0 0,a b V  and unique functions 1S , 2S , and 
3S  on V  such that for 1,2,3i  , that    0 0 0 0, ,i iS a b R a b  and iS  
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is continuously differentiable on V , and such that  ,iS a b  
is a root of 
3 0z az b    for  ,a b V , and such that  1 ,S a b , 
 2 ,S a b , and  3 ,S a b  are distinct for every  ,a b V . Since 
they are continuous on V  and      1 0 0 2 0 0 3 0 0, , ,S a b S a b S a b  , we 
see that there exists an open  0 0,a b -nbhd W V  such that 
     1 2 3, , ,S a b S a b S a b   for  ,a b W . Thus 1 1R S , 2 2R S , 3 3R S  
on W , so 1R , 2R , and 3R  are continuously differentiable at 
 0 0,a b , hence on K . 
Definition: Let 
2:g K   be given by       1 2, , , ,g u v R u v R u v  
Proposition:     12, ; 0,Rng g x y x x y x     . 
Proof: Choose    ,x y Rng g . Let  ,u v K  be such that 
   , ,g u v x y , i.e.  1 ,R u v x  and  2 ,R u v y . Suppose that 0x  . 
Then  1 , 0R u v  , so      3 2 1, , , 0R u v R u v R u v   , hence 
     3 2 10 , , , 0R u v R u v R u v    , which is absurd. Hence 0x  . 
Next,    2 1, ,y R u v R u v x    so y x . Next, suppose that 12 x y 
. Then          12 1 2 3 22, , , , ,R u v y x x y R u v R u v R u v R u v           , 
which is absurd. Hence 1
2
x y x   . 
 Conversely, suppose that  ,x y  is such that 0x   and 
1
2
x y x   . Note that 
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       3 2 2z x xy y z xy x y z x z y z x y           has zeros x , y , 
x y  . Since 1
2
x y x   , we see that x y x y    . Since the 
roots are distinct, it follows that   2 2 ,x xy y xy x y K     . 
Hence   2 21 ,R x xy y xy x y x      and   2 22 ,R x xy y xy x y y     , 
thus     2 2 , ,g x xy y xy x y x y     , hence    , Rngx y g , and the 
proposition is proved. 
Proposition: 
2:g K   is continuously differentiable on K . 
Proof: Follows immediately from the fact that 1R  and 2R  are 
continuously differentiable on K . 
Proposition: 
2:g K   is 1 – 1 on K . 
Proof: Suppose    0 0 1 1, ,g u v g u v  for some    0 0 1 1, , ,u v u v K . Then 
   1 0 0 1 1 1, ,R u v R u v  and    2 0 0 2 1 1, ,R u v R u v . Next, 
           3 0 0 1 0 0 2 0 0 1 1 1 2 1 1 3 1 1, , , , , ,R u v R u v R u v R u v R u v R u v       . Next, 
           
           
0 1 0 0 2 0 0 1 0 0 3 0 0 2 0 0 3 0 0
1 1 1 2 1 1 1 1 1 3 1 1 2 1 1 3 1 1 1
, , , , , ,
, , , , , ,
u R u v R u v R u v R u v R u v R u v
R u v R u v R u v R u v R u v R u v u
  
   
 
Also,            0 1 0 0 2 0 0 3 0 0 1 1 1 2 1 1 3 1 1 1, , , , , ,v R u v R u v R u v R u v R u v R u v v      
Hence    0 0 1 1, ,u v u v , and therefore g  is 1 – 1 on K . 
Proposition: g  is invertible on  g K , and  1 :g g K K   is 
given by     1 2 2, ,g x y x xy y xy x y      . 
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Proof: Suppose    ,x y g K . Then there exists a unique 
 ,u v K  such that  1 ,R u v x  and  2 ,R u v y . Then 
     3 1 2, , ,R u v R u v R u v x y      . Hence 
           
        
1 2 1 3 2 3
2 2
, , , , , ,u R u v R u v R u v R u v R u v R u v
x y x x y y x y x xy y
  
          
 
and 
           1 2 3, , ,v R u v R u v R u v x y x y xy x y        . 
Remark: 
1g   is continuously differentiable on  g K . 
Proposition: The Jacobian of the transformation  1 :g g K K   
is the map  :J g K   given by      , 2 2J x y x y x y x y     . 
Proof:  
1 1
1 1
2 21 1
2 2
2 2
,
2 2
g g
x y x yx y
J x y
xy y x xyg g
x y
 
 
 
    
 
  
 
 
     
           
2 22 2 2 2
2 2 2 2 2 2
x y x xy x y xy y
x y x x y x y y x y x y x y x y
       
            
 
Proposition:  0 Rng J   
Proof: Fix    ,x y g K . Then 0x   and 12 x y x   . 0x y   
since x y . 2 0x y   because   312 22 2 0x y x x x      . 2 0x y   
because  122 2 0x y x x     . Hence  , 0J x y  , thus  0 Rng J . 
Proposition: If the joint density f  of  1 2,   is continuous 
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on K  and if S  is any closed, bounded subset of  g K  which 
has area, then  
     
      
1 1 2 2 1 2
2 2
, , ,
2 2 ,
S
P R R S
x y x y x y f x xy y xy x y dxdy
    
       
 
Proof: Let f  and S  be as above. Then note that 
           
          
          
     
1 1 2 2 1 2
1 2 1 2
1
1 2 1 2
1
1 2
; , , ,
; , , ,
; , , ,
; ,
R R S
K g S
K g S
g S
        
        
        
    


 
   
   
  
 
So  
       
 
      
1
1 1 2 2 1 2
1 1
1 2
, , , ,
, , , ,
g S
S
P R R S f u v dudv
f g x y g x y J x y dxdy
   

 
 



 
where       1 1 11 2, , , ,g x y g x y g x y   . 
Substitution in the above integral yields 
     2 2 , 2 2
S
f x xy y xy x y x y x y x y dxdy       , 
which is the desired result. 
Remark: If f  is continuous and S  is closed and bounded but 
does not meet  g K , then      1 1 2 2 1 2, , , 0P R R S      . This is 
because  
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           
     
       
     
1 1 2 2 1 2
1 2
1 2
1 2
; , , ,
; ,
; ,
; ,
R R S
g S
g S g K
g
        
    
    
    
 
  
   
   
 
Theorem: If the joint density f  of  1 2,   is continuous on 
K  and if S  is any measurable subset of 2 , then 
     
         
1 1 2 2 1 2
2 2
, , ,
, 2 2 ,
g K
S
P R R S
x y x y x y x y f x xy y xy x y dxdy
   


       
 
Theorem: If the joint density f  of  1 2,   is continuous on 
K , then the joint conditional density  ,h x y K  for 
    1 1 2 2 1 2, , ,R R     is given by 
 
   
 
      
   
2 22 2 , if ,
,
0 if ,
x y x y x y
f x xy y xy x y x y g K
Ph x y
x y g K
   
    
 
 
KK  
except possibly on a set of measure zero. 
  22 
SUMMARY 
We have found that 
 
 
 
     3 2 2 2 2 3
4
, 9 3 ,2 2 0h x y y x y f y x xy x y
P
    D
D
 
 
   
 
   2 2 2 2 12
2 2
, , 0,
x y x y x y
h x y f x xy y x y xy x x y x
P
  
        K
K
 
  23 
SELECTED BIBLIOGRAPHY 
 
1. R.B. Ash, Real Analysis and Probability, Academic 
Press, New York, 1972. 
 
2. A.T. Bharucha-Reid, Probabilistic Methods in Applied 
Mathematics, Vol. 2, Academic Press, New York, 1970. 
 
3. M.J. Christensen and A.T. Bharucha-Reid, Stability of 
the Roots of Random Algebraic Polynomials, Commun. 
Statist.- Simula. Computa., B9(2), 179-192 (1980). 
 
4. H. Cramér, Mathematical Methods of Statistics, 
Princeton University Press, Princeton, 1946. 
 
5. J.W. Hamblen, Distribution of Roots of Quadratic 
Equations with Random Coefficients, Ann. Math. 
Statist., 27 (1956), 1136-1143. 
 
6. E.T. Whittaker and G.N. Watson, A Course of Modern 
Analysis, Cambridge University Press, London and New 
York, 1958. 
 
7. D.V. Widder, Advanced Calculus, Prentice-Hall, Inc., 
Englewood Cliffs, N.J., 1961. 
 
  24 
VITA 
 
 
 Kerry Michael Soileau was born in New Orleans, 
Louisiana on June 8, 1956. He was graduated from Florida 
Technological University with a B.S. in mathematics on 
June 11, 1976. He attended Duke University during the 
1976-77 academic year and was later employed by Amoco 
Production Company as an exploration technologist, and 
by the National Aeronautics and Space Administration as 
an Aerospace Summer Intern. At present he is a candidate 
for the degree of Master of Science in the Department of 
mathematics at Louisiana State University.  
