The tumor suppressor p53 mainly induces cell cycle arrest/DNA repair or apoptosis in the DNA damage response. How to choose between these two outcomes is not fully understood. We proposed a four-module model of the p53 signaling network and associated the network dynamics with cellular outcomes after ionizing radiation. We found that the cellular response is mediated by both the level and posttranslational modifications of p53 and that p53 is activated in a progressive manner. First, p53 is partially activated by primary modifications such as phosphorylation at Ser-15/20 to induce cell cycle arrest, with its level varying in a series of pulses. If the damage cannot be fixed after a critical number of p53 pulses, then p53 is fully activated by further modifications such as phosphorylation at Ser-46 to trigger apoptosis, with its concentration switching to rather high levels. Thus, p53 undergoes a two-phase response in irreparably damaged cells. Such combinations of pulsatile and switch-like behaviors of p53 may represent a flexible and efficient control mode, avoiding the premature apoptosis and promoting the execution of apoptosis. In our model, p53 pulses are recurrently driven by ataxia telangiectasia mutated (ATM) pulses triggered by DNA damage. The p53-Mdm2 and ATM-p53-Wip1 negative feedback loops are responsible for p53 pulses, whereas the switching behavior occurs when the p53-PTEN-Akt-Mdm2 positive feedback loop becomes dominant. Our results suggest that a sequential predominance of distinct feedback loops may elicit multiple-phase dynamical behaviors. This work provides a new mechanism for p53 dynamics and cell fate decision.
The tumor suppressor p53 mainly induces cell cycle arrest/DNA repair or apoptosis in the DNA damage response. How to choose between these two outcomes is not fully understood. We proposed a four-module model of the p53 signaling network and associated the network dynamics with cellular outcomes after ionizing radiation. We found that the cellular response is mediated by both the level and posttranslational modifications of p53 and that p53 is activated in a progressive manner. First, p53 is partially activated by primary modifications such as phosphorylation at Ser-15/20 to induce cell cycle arrest, with its level varying in a series of pulses. If the damage cannot be fixed after a critical number of p53 pulses, then p53 is fully activated by further modifications such as phosphorylation at Ser-46 to trigger apoptosis, with its concentration switching to rather high levels. Thus, p53 undergoes a two-phase response in irreparably damaged cells. Such combinations of pulsatile and switch-like behaviors of p53 may represent a flexible and efficient control mode, avoiding the premature apoptosis and promoting the execution of apoptosis. In our model, p53 pulses are recurrently driven by ataxia telangiectasia mutated (ATM) pulses triggered by DNA damage. The p53-Mdm2 and ATM-p53-Wip1 negative feedback loops are responsible for p53 pulses, whereas the switching behavior occurs when the p53-PTEN-Akt-Mdm2 positive feedback loop becomes dominant. Our results suggest that a sequential predominance of distinct feedback loops may elicit multiple-phase dynamical behaviors. This work provides a new mechanism for p53 dynamics and cell fate decision.
bistability | digital mode | signal transduction | numerical simulations T he tumor suppressor p53 is at the hub of cellular signaling networks that are activated by stress signals including DNA damage (1) . In unstressed cells, p53 is kept at low levels by its negative regulator Mdm2 (2) . Upon DNA damage, p53 is stabilized and activated to function primarily as a transcription factor, regulating expression of downstream target genes. This leads to different cellular outcomes such as cell cycle arrest and apoptosis (3) ; the former facilitates DNA repair and promotes cell survival, whereas the latter provides an efficient way to remove irreparably damaged cells. However, the mechanism for p53-mediated cell fate decision between life and death is not fully understood.
It is known that p53 responds to DNA damage in various modes, depending on cell and stress types (1) . Previously, it was proposed that low levels of p53 induce cell cycle arrest, whereas high levels of p53 induce apoptosis (4) . Such an analog mode is consistent with the fact that p53 binds to proarrest genes with high affinities but associates with proapoptotic genes with low affinities (5) . Recently, it was reported that p53 levels can vary in a series of discrete pulses; in this digital mode, the number of p53 pulses is positively related to the amount of DNA damage (6) . Much work has explored the feedback mechanism of p53 oscillations (7) (8) (9) (10) . The p53-Mdm2 negative feedback loop is recognized as the basis of p53 oscillation (7) , and additional positive feedback loops may make p53 oscillations more robust (8) . On the contrary, it was suggested that the p53-PTEN (phosphatase and tensin homolog)-Akt-Mdm2 positive feedback loop may terminate oscillations by disrupting the p53-Mdm2 loop (9) . Most recently, Batchelor et al. have shown that the ATM (ataxia telangiectasia mutated)-p53-Wip1 (wild-type p53-induced phosphatase 1) negative feedback loop is required for the generation of uniform p53 pulses (10) . Therefore, it is important to further clarify how p53 pulses are initiated. Moreover, it is worth noting that p53 pulses were typically observed in MCF-7 human breast cancer cells (6) , in which the PTEN gene cannot be expressed because of its promoter methylation (11) . By contrast, PTEN can be transactivated by p53 in several cell lines including MCF-10A nontumorigenic mammary epithelial cells (12, 13) . This raises the issue of whether p53 pulses can persist throughout the response in normal cells such as MCF-10A cells, because PTEN is induced late in the cellular response (12) and the p53-PTEN-Akt-Mdm2 loop may terminate p53 oscillations (9) .
The physiological functions of p53 pulses have recently been explored (8, 14) . It was suggested that the cell fate between survival and death may be determined by counting the number of p53 pulses. The strength of DNA damage is repeatedly evaluated; the cell survives after transient p53 pulses, or apoptosis is induced by sustained p53 pulses. This may represent a reliable and flexible mechanism; for example, it can avoid the premature apoptosis resulting from large accidental fluctuations in p53 levels (15) . Nevertheless, it may take several hours to initiate apoptosis by p53 pulses even after a decision is taken favoring the death (14) . By comparison, high constant levels of p53 may trigger apoptosis quickly once a choice is made in irreparably damaged cells. Therefore, it is tempting to explore whether both the analog and digital modes of p53 activation are exploited in one cellular response.
Motivated by the above considerations, we developed a fourmodule model to examine the connection between the dynamics of the p53 network and the DNA damage response. The model can depict the whole process from the generation and repair of DNA damage to the determination of cell fate between life and death. For repairable DNA damage, there is only one phase in p53 dynamics: A few pulses are produced before the damage is fixed. For irreparable DNA damage, there exist two phases: The concentration of p53 first shows a series of pulses and then switches to high constant levels, and apoptosis ensues. Thus, the analog and digital response modes are combined to guarantee a reliable decision and quick induction of apoptosis. We also stressed that the ATM-p53-Wip1 loop is essential for the generation of p53 pulses and that the level of PTEN determines whether p53 acts as a pulse generator or a switch in the second phase. Our results are in good agreement with experimental observations and may provide clues to p53-based cancer treatment.
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Model and Methods
The response of the p53 network to DNA damage can be envisioned as a signal transduction process (16) . We constructed an integrative model of the p53 network composed of four modules: a DNA repair module, an ATM sensor, a p53-centered feedback control module, and a cell fate decision module (Fig. 1) . Three important feedback loops are included, namely the p53-Mdm2, ATM-p53-Wip1, and p53-PTEN-Akt-Mdm2 loops, which have been suggested to regulate p53 activity significantly (7, 9, 10) .
Our model is able to characterize the process from the generation and repair of DNA damage to the choice of cell fate. Upon ionizing radiation (IR), double-strand breaks (DSBs) are produced and DNA repair proteins are quickly recruited to break sites, forming DSB-protein complexes (DSBCs) (17) . For a population of cells exposed to the same radiation dose of D IR , the initial numbers of DSBs are assumed to obey a Poisson distribution with a mean of 35 × D IR (18) . Because repair proteins are much fewer than DSBs in most cases (7), we assume that there are 20 repair proteins per cell. ATM is activated by DNA damage through auto-phosphorylation, transiting from inactive dimer (ATM 2 ) to phosphorylated monomer (ATM Ã ) (19) . Subsequently, p53 is stabilized and activated by phosphorylation (20) , converting from inactive p53 to active p53 Ã . Active p53 induces expression of Mdm2, which in turn targets p53 for degradation, enclosing a negative feedback loop (2) . Only nuclear p53 is considered here, whereas three forms of Mdm2 are included, namely Mdm2 c (unphosphorylated cytoplasmic form), Mdm2 cp (phosphorylated cytoplasmic form), and Mdm2 n (nuclear form).
Based on its different phosphorylation status, active p53 can be further distinguished between p53 arrester and p53 killer, separately inducing cell cycle arrest and apoptosis (21) . For simplicity, here p53 arrester refers to p53 primarily phosphorylated at Ser-15 and Ser-20, whereas p53 killer is p53 further phosphorylated at Ser-46. It is assumed that p53 arrester transactivates p21, Wip1, and p53DINP1 (p53-dependent damage inducible nuclear protein 1), whereas p53 killer transactivates p53DINP1, p53AIP1 (p53-regulated apoptosis-inducing protein 1), and PTEN (12, (21) (22) (23) (24) . The conversion between p53 arrester and p53 killer is controlled by Wip1 and p53DINP1 (22, 23) . As a phosphatase, Wip1 promotes the dephosphorylation of ATM Ã (25) . Thus, there exists a negative feedback between ATM and p53 arrester via Wip1. Phosphorylated Akt (Akt Ã ) promotes the nuclear translocation of Mdm2 by phosphorylating Mdm2 c (26) . The phosphorylation of Akt is phosphatidylinositol 3,4,5-trisphosphate (PIP3)-dependent (27) . On the other hand, PTEN promotes the transition from PIP3 to PIP2 (phosphatidylinositol 4,5-biphosphate) (28) . Thus, there exists a double-negative feedback loop involving p53 killer, PTEN, Akt, and Mdm2.
The downstream targets of p53 directly control cellular outcomes. Among them, p21 induces cell cycle arrest, whereas p53AIP1 promotes apoptosis by inducing the release of mitochondrial cytochrome c (CytoC) into the cytoplasm (21) . Released CytoC then activates caspase 3 (Casp3), and apoptosis ensues. A positive feedback between CytoC release and Casp3 activation is considered here (29) . This feedback loop is crucial for the irreversible apoptosis induction, and similar irreversibility owning to positive feedback loops is exploited in stem cell differentiation (30) . For simplicity, we did not model the formation of apoptosomes and activation of caspase 9 (31); rather, the persistent activation of Casp3 is considered the marker of apoptosis here.
The model implementation details are presented in SI Appendix. The process of DNA repair was simulated by the Monte Carlo method based on the two-lesion kinetic model (7, 32 ) (see SI Appendix, Supplemental Method S1). The dynamics of proteins in the other modules are characterized by ordinary differential equations (see SI Appendix, Supplemental Method S2). Eqs. S1-S19 characterize the dynamics of three p53-centered feedback loops, and Eqs. S20-S23 characterize the dynamics of p21, p53AIP1, CytoC, and Casp3. Specifically, the ATMdependent activation of p53 and Mdm2-mediated degradation of p53 (Eqs. S5-S7), together with the conversion between p53 arrester and p53 killer mediated by Wip1 and p53DINP1 (Eqs. S15 and S16), are key steps in regulating p53 activity. The definition of each variable and parameter values are listed in Tables S1 and S2, respectively. The bifurcation diagrams were plotted by using the free softwares XPPAUT and Oscill8. The units of time and radiation dose are minute and Gy, respectively, and the units of other parameters ensure that the concentrations of proteins are dimensionless.
Results
Overview of the Dynamics of the p53 Network. We first present an overview of the network dynamics by displaying the output of each module at two typical radiation doses in Fig. 2 . The number of DSBCs, n c , indicates the presence of DNA damage. n c quickly rises to its maximum (i.e., the number of repair proteins per cell) upon DNA damage and stays there until the number of DSBs falls below 20.
At D IR ¼ 3 Gy, the concentrations of ATM Ã , p53 Ã , and p21 undergo three pulses followed by basal levels, whereas Casp3 level remains low ( Fig. 2A) . Accordingly, the cell cycle is first arrested by p21, and the cell recovers to normal proliferation after DNA damage is fixed. At D IR ¼ 5 Gy, four pulses are first produced in ATM Ã , p53 Ã , and p21 levels; then the concentrations of ATM Ã , p53 Ã , and Casp3 quickly rise to high levels (at different rates), whereas p21 returns to basal levels (Fig. 2B) . In this case, the cell undergoes apoptosis. Thus, the cellular response to irreparable DNA damage is divided into two phases. In the first phase, the cell cycle arrest allows time to fix DNA damage, and the cell repeatedly checks for the presence of DSBs via oscillations in protein levels. This provides a robust mechanism for committing the cell to apoptosis, avoiding unnecessary death (15) . If the damage is not fixed after four pulses, the apoptotic decision is taken, and the caspase cascade is quickly initiated in the second phase.
Therefore, depending on the amount of DNA damage, the network may exhibit the one-or two-phase dynamics; the first and the second phase are characterized by pulsatile and switch-like behaviors of p53, respectively. As a result, a reliable choice is made between life and death, and apoptosis is quickly induced once necessary. Such a two-phase mode of p53 response may represent an optimal mechanism, having advantages over the purely analog or digital control mode mentioned above.
Recurrent Initiation of p53 Pulses by ATM Pulses. It is worthy to clarify the contributions of different feedback loops to the generation of p53 pulses. Here, we mainly investigated the effects of two negative feedback loops, namely the p53-Mdm2 and the ATMp53-Wip1 loop (because PTEN is induced during the late phase (12), we can ignore the positive feedback loop involving PTEN in this section). It is important to determine whether both the loops are indispensable for p53 pulses.
Fig . 3A shows the bifurcation diagram of ATM Ã level versus n c . ATM Ã level remains low for small n c , and a Hopf bifurcation appears near n c ¼ 7, beyond which ATM Ã level can undergo repeated oscillations with nearly the same amplitude over a wide range of n c . That is, such minor DNA damage as caused by the IR of 0.2 Gy can be sensed by ATM (19) ; thus, ATM acts as a sensitive and reliable detector of IR-induced DNA damage.
The ATM oscillations depend remarkably on Wip1, which is regulated mainly by p53. We plotted the bifurcation diagram of ATM Ã level versus the p53-inducible synthesis rate of Wip1, k swip1 , to characterize the effect of Wip1 on the generation of ATM oscillations (Fig. 3B ). For k swip1 < 0.0585, ATM Ã level settles in a higher steady state (the other two steady states are unstable). When k swip1 ≥ 0.0585, ATM Ã level can undergo oscillations, and the amplitude drops with increasing k swip1 . Thus, a sufficient amount of Wip1 is required for ATM oscillations, whereas excessive Wip1 tends to reduce the amplitude of oscillation. Our results are consistent with the experimental observations that removal of Wip1 leads to high levels of phosphorylated ATM and that overexpression of Wip1 leads to reduction in ATM phosphorylation (10) .
The ATM-p53-Wip1 loop with an intrinsic time delay is important for the generation of p53 pulses. Over one period, ATM Ã level first rises, and p53 then gradually accumulates to a peak level, accompanied by an increase in Wip1 level (Fig. 3C ). Wip1 then inhibits ATM Ã activity, and its level drops quickly. After a delay, p53 Ã level also falls, while Wip1 level decreases at a slower rate. Note that ATM can be reactivated by residual DNA damage, and p53 is subsequently activated again. Thus, p53 pulses are recurrently driven by ATM pulses, which is in agreement with the experimental findings (10). Moreover, owing to stochasticity in the generation and repair of DNA damage, there exists considerable variability in the responses of individual cells to the same IR, as seen in the time courses of ATM Ã and Wip1 levels for three cells at D IR ¼ 5 Gy (Fig. S1 ).
Fig . 3D displays the temporal evolution of p53 Ã level with different k swip1 . For k swip1 ¼ 0, that is, the ATM-p53-Wip1 loop is shut off, the concentration of p53 Ã converges to a constant level during the repair of DNA damage. For k swip1 ¼ 0.2, however, four pulses are still generated although the amplitude becomes lower. Therefore, the ATM-p53-Wip1 loop is necessary for the generation of p53 pulses.
We further examined the role of the p53-Mdm2 loop in the generation of p53 pulses, focusing on the influence of the p53-inducible synthesis rate of Mdm2, k smdm2 . In the bifurcation diagram ( Fig. 3E ), p53
Ã level stays in an upper steady state (the middle and lower steady states are unstable) for k smdm2 ≥ 0.178. Only when k smdm2 < 0.178 can pulses be evoked, and the amplitude drops with increasing k smdm2 over a wide range. Notably, the presence of p53 oscillations at k smdm2 ¼ 0 indicates that disrupting the p53-Mdm2 loop does not terminate p53 oscillation. The temporal evolution of p53 Ã level with different k smdm2 is consistent with Fig. 3E (Fig. S2A ). Whereas the concentration of p53 Ã slowly converges to a constant level in a damped-oscillation manner at k smdm2 ¼ 0.2, four p53 pulses are induced at k smdm2 ¼ 0. This implies that the p53-Mdm2 loop becomes redundant for p53 oscillations when the ATM-p53-Wip1 loop is present. We also assessed the role of the p53-Mdm2 loop in the induction of p53 pulses in the model proposed by Batchelor et al. (10) , where an explicit time delay was introduced (Fig. S2B) . Similarly, there appear several p53 pulses in the absence of p53-induced Mdm2 expression. Therefore, the p53-Mdm2 loop may be dispensable for the generation of p53 pulses in the presence of another negative feedback loop. On the k swip1 -k smdm2 parameter plane, the p53 dynamics are divided into oscillatory and nonoscillatory regimes (Fig. 3F) . To generate p53 oscillations, the ATM-p53-Wip1 loop must be present with k swip1 > 0.0585; the area of oscillation region almost linearly enlarges with increasing k swip1 . By contrast, enhancing the expression of Mdm2 shrinks the oscillation region. Taken together, these results suggest that the ATM-p53-Wip1 loop is essential for the generation of p53 pulses, whereas the p53-Mdm2 loop may have a role in fine tuning the shape of p53 pulses.
Two-Phase Dynamics of the Network. Here, we reveal the dynamics of several proteins in the p53 network. Fig. 4A displays the temporal evolution of p53 Ã , Mdm2 n , Mdm2 c , Akt Ã and PTEN levels at D IR ¼ 3 Gy. Three p53 pulses are triggered during the repair of DNA damage. The intervals between successive pulses are about 6 hr, and the amplitudes are almost invariable, consistent with the experimental observations of digital p53 pulses (6) . Because PTEN is expressed only at basal levels, most of Mdm2 is phosphorylated by active Akt and enters the nucleus. Thus, only a small amount of Mdm2 remains in the cytoplasm. After the cell recovers to normal proliferation, p53
Ã returns to basal levels, whereas Akt Ã level remains constant and Mdm2 n level is significantly larger than zero.
At D IR ¼ 5 Gy, the dynamics of the proteins undergo two phases (Fig. 4B ). In the first phase, four pulses are produced in p53 Ã and Mdm2 n levels, while active Akt stays at constant levels without PTEN induction. During the second phase, Akt is deactivated by PTEN, which accumulates and reaches a constant level. Thus, the concentration of p53 Ã switches to a rather high level because the nuclear entry of Mdm2 is blocked. Notably, p53 and Akt counteract each other. Our results are also consistent with the findings that PTEN becomes remarkable only during the late phase of the cellular response to IR (12) . The two-phase p53 dynamics result from two aspects of regulation: The loss of Wip1 induction relieves its inhibitory effect on ATM, elevating p53 level, and the full activation of p53 by PTEN further drives p53 to rather high levels by sequestering Mdm2 in the cytoplasm. Such a two-phase dynamical behavior of the p53 network awaits experimental identification.
Dynamics and Functions of p53 Arrester and p53 Killer. We further investigated the dynamics of p53 arrester and p53 killer, which are directly associated with the ultimate cell fate. At D IR ¼ 3 Gy, only pulses of p53 arrester and its downstream targets are triggered (Fig. S3A) . At D IR ¼ 5 Gy, p53 arrester shows four pulses in the first phase and then remains at basal levels, whereas the concentration of p53 killer switches from basal levels to high levels in the second phase ( Fig. 5A and Fig. S3B ). Thus, p53 arrester and p53 killer predominate in the first and the second phase, respectively. The p53 arrester transactivates Wip1, p53DINP1, and p21, which induces cell cycle arrest in the first phase. The p53 killer induces PTEN, p53DINP1, and p53AIP1, which are proapoptotic, and thus apoptosis will be initiated in the second phase (Fig. 5B) . The transition between p53 arrester and p53 killer is controlled by Wip1 and p53DINP1; the conversion occurs when the temporal integration of p53DINP1 reaches a certain threshold. Moreover, because the stochasticity in the generation and repair of DNA damage is transmitted to downstream modules, the dynamics of two forms of active p53 and their downstream targets are also variable from cell to cell (Fig. S4) .
In the following, we systematically explored how Wip1 affects the radiosensitivity of cells via modulating the conversion between p53 arrester and p53 killer. Without p53-inducible synthesis of Wip1 (k swip1 ¼ 0), p53 killer is induced quickly after one pulse of p53 arrester, and apoptosis is triggered soon even at D IR ¼ 1 Gy (Fig. 5C ). That is, Wip1-deficient cells become ultrasensitive to irradiation. This is consistent with the role of Wip1 as an oncogenic regulator in stress-induced apoptosis (33) . By contrast, in Wip1-proficient cells it takes a long time for p53 killer to predominate over p53 arrester even at D IR ¼ 10 Gy (Fig. 5D) . Thus, the induction of apoptosis is significantly postponed, and the cell becomes resistant to irradiation when Wip1 is overexpressed. This may partially explain how Wip1 acts as an oncogene and why it is frequently overexpressed in several cancers (33) . The marked influence of Wip1 levels on the radiosensitivity of cells results form its role in preventing the primary activation of p53 via ATM and further activation by attenuating its phosphorylation at Ser-46 (22) .
We also examined how the number of pulses in p53 arrester required for apoptosis induction, n ar , varies with k swip1 . When k swip1 < 0.07, apoptosis is triggered after a single pulse of p53 arrester at D IR ¼ 1 Gy (Fig. 5E ). But n ar rises remarkably when k swip1 ≥ 0.07. That is, high levels of Wip1 slow down the convention from p53 arrester to p53 killer. Thus, the transition between p53 arrester and p53 killer is significantly influenced by the level of Wip1. Moreover, the effects of other parameters involved in the ATM-p53-Wip1 loop on the robustness of the two-phase dynamics of p53 are characterized in Table S3 .
As reported above, the responses of individual cells exhibit remarkable variability even when they are exposed to the same IR. The fraction of apoptotic cells, F A , versus D IR was plotted to exhibit the effect of Wip1 on cell fate decision at the population level (Fig. 5F ). The curves look like a sigmoidal function. In the normal case, apoptosis first appears at D
The Role of PTEN in p53-Mediated Cell Fate Decision. We have demonstrated that Wip1 has a key role in generating p53 pulses during the first phase, whereas PTEN contributes to full activation of p53 in the second phase. The effect of PTEN on p53 activity and cell fate decision is further characterized in detail in this section. Table S3 .
Considering that p53 killer is the dominant form of p53 Ã in the second phase and its level is close to p53 Ã level, here we investigated only the temporal evolution of p53 killer with different k sPTEN . Clearly, p53 killer converges to a lower level after damped oscillations at k sPTEN ¼ 0, and Casp3 cannot be activated (Fig. 6B) . For an intermediate value of k sPTEN , p53 killer shows a series of pulses, and Casp3 is activated to trigger apoptosis. As expected, p53 killer quickly rises to a high level at k sPTEN ¼ 0.2, and Casp3 is activated fast. Note that PTEN affects the network dynamics by modulating the relative predominance of the p53-PTEN-Akt-Mdm2 loop over the p53-Mdm2 loop because it inhibits the nuclear translocation of Mdm2 (26) . Only when the strength of these two loops becomes comparable, they cooperate to trigger p53 pulses (34) . In the other cases, p53 remains at low or rather high levels, depending on which loop predominates.
We also explored the effect of PTEN on apoptosis induction at the cell population level (Fig. 6C) . Apoptosis first appears at k sPTEN ¼ 0.1, and the fraction of apoptotic cells, F A , gets saturated when k sPTEN > 0.2. Moreover, there exists only a slight difference in F A between the cases separately with k sPTEN ¼ 0.105 and 0.2 (Fig. 6C, Inset) . We further investigated the influence of PTEN on the timing of apoptosis induction (Fig. 6D) . Almost all apoptosis is initiated around 1,520 min for k sPTEN ¼ 0.2 (the irradiation is applied at time 0). For k sPTEN ¼ 0.105, besides the main peak around 1,600 min, two other peaks separately appear near 1,900 and 2,150 min, indicating that apoptosis is induced after two or three pulses of p53 killer. In this case, about 60% of the apoptosis happens after one pulse of p53 killer. Thus, there exists more variability in apoptosis induction mediated by pulses of p53 killer, whereas quick induction of apoptosis evoked by high levels of p53 remarkably reduces the response heterogeneity. Taken together, PTEN is important for killing irreparably damaged cells and may act as another target of cancer therapy.
Discussion
The p53-Mediated DNA Damage Response. In this work, we constructed an integrative model of the p53 network to clarify the link between p53 dynamics and the DNA damage response. Our results support the notion that p53 is activated in a progressive manner. First, p53 is primarily modified (such as phosphorylation at Ser-15 and Ser-20) and accumulates in pulses to induce protective cell cycle arrest for repairable DNA damage; it is further modified (such as phosphorylation at Ser-46) and fully activated to induce apoptosis for irreparable DNA damage (35) . The pulsing behavior of p53 in the first phase exerts a reliable and flexible control, avoiding the premature apoptosis. The high plateau levels of p53 in the second phase guarantee the quick induction of apoptosis after the apoptotic decision is taken. These results clearly demonstrate that both the levels and posttranslational modifications of p53 regulate the cellular response to DNA damage. Moreover, the sequential induction of Wip1 and PTEN by p53 in turn modulates p53 activity by changing the predominance of distinct feedback loops during the response.
Oscillation and Bistability in p53 Dynamics. There has been much theoretical work on the mechanism of p53 oscillation (7, 8, 14) . Moreover, p53 dynamics may also exhibit bistability (36) . However, most models ignored the possible association between the oscillatory and bistable behaviors of p53. Puszynski et al. first combined oscillation and bistability in their model (9) . Nevertheless, they only considered the p53-Mdm2 loop, which alone can trigger only continuous p53 oscillations rather than discrete p53 pulses as observed experimentally (6) . Moreover, the mechanism for apoptosis induction is not robust enough because the higher steady-state levels of p53 are comparable to the peaks of p53 oscillations. In our model, however, the p53 pulses are triggered by ATM pulses, well consistent with experimental observations (10), and rather high levels of p53 are maintained to induce apoptosis. Constrained by experimental data, we ignored intrinsic noise from gene expression, which may be important under some conditions. For example, the intrinsic noise resulting from extinction and resurrection of proteins can induce bistability in the deterministically monostable system (37). In our work, fluctuations in the levels of Wip1 and PTEN owing to intrinsic noise may make p53 dynamics more variable among cells. Thus, it is intriguing to further investigate the effect of intrinsic noise on cell fate decision. 14) , in which p53 responds to DNA damage only in a series of pulses. The cell fate decision is governed by the number of p53 pulses, which may represent a robust mechanism. But when triggered by proapoptotic p53 pulses, it may take several hours to initiate apoptosis after the decision; this is inefficient in killing irreparable cells. In the present work including the ATM-p53-Wip1 and p53-PTEN-Akt-Mdm2 loops, the two-phase dynamics of p53 occur in irreparably damaged cells. The pulses of p53 induce cell cycle arrest and ensure a reliable choice, whereas high constant levels of p53 promote the quick execution of apoptosis. That is, the advantage of p53 pulses as a molecular timer for decision-making is retained, whereas the deficiency with p53 pulses in apoptosis induction is overcome in the current work. We also demonstrated how Wip1 and PTEN can remarkably regulate p53 dynamics. Moreover, the underlying connection between p53 dynamics and cellular outcomes is clearly clarified. In sum, the two-phase mode of p53 response may represent an optimal mechanism, taking advantage of the benefits of both the digital and analog modes.
Plausibility of the Two-Phase Dynamics of p53. The two-phase dynamics of the p53 network are compatible with experimental observations. It was reported that Wip1 and PTEN are induced by p53 during the early and late phases of the cellular response, respectively (12, 24) . Thus, the ATM-p53-Wip1 loop may cooperate with the p53-Mdm2 loop to elicit p53 pulses in the early phase, whereas the p53-PTEN-Akt-Mdm2 loop may become dominant later and drive p53 to high levels (Fig. S5) . Our results are consistent with the finding that it is p21 rather than the proapoptotic proteins that undergoes pulses in the DNA damage response (10) . Moreover, it is worthy to note that typical p53 pulses were experimentally observed in the transformed MCF-7 cells, in which PTEN cannot be expressed because of methylation in its promoter (11) . It is expected to validate the two-phase dynamics of p53 in MCF-10A cells, in which the above three feedback loops are all intact, or by transfecting MCF-7 cells with PTEN under the control of p53-responsive promoter. Furthermore, it is promising to explore the multiple-phase dynamics in other systems like the sporulation-competence decision system, in which there exist three stages in the decision-making process (38) .
Implications of p53 Dynamics in Cancer Treatment. The two-phase model of p53 activity may provide clues to cancer treatment. Our results suggest that p53 pulses play a prosurvival role by inducing cell cycle arrest and facilitating DNA repair. We propose that sustained p53 pulses may extensively exist in cancer cells with proficient Wip1. Thus, RNA inference may be exploited to reduce Wip1 expression in those cells so that they can be killed quickly by shortening the protective cell cycle arrest. On the other hand, PTEN contributes to apoptosis induction by fully activating p53. Thus, reactivation of PTEN in some cancer cells may greatly enhance the p53-dependent apoptosis and improve the treatment efficiency. Therefore, our work suggests that regulation of p53 dynamics may be an efficient way to improve the therapy efficacy. The integrative model of the p53 network is composed of four modules, i.e., a DNA repair module, an ATM sensor module, a p53-centered feedback control module, and a cell fate decision module. The details of each module are presented as follows.
DNA repair module. The repair of DNA damage is characterized here. The typical form of DNA damage induced by ionizing radiation (IR) is DNA double-strand break (DSB) [1] . There are two pathways to repair DSBs: nonhomogeneous end-joining (NHEJ) and homologous repair (HR) [1] . HR is active only in S/G2 phases of the cell cycle since this pathway requires a sister chromatid as a template, while NHEJ simply associates two broken ends together [1] . Thus, NHEJ can function throughout the cell cycle and is the predominant repair pathway in mammalian cells, especially in the G1 phase. We refer to the NHEJ pathway in our model. It is noted that p53 has a role in DNA repair. But its effect on NHEJ is rather complicated and even controversial [2] ; both stimulatory and inhibitory effects were reported [3] [4] [5] [6] . For simplicity, here we did not consider the influence of p53 on DNA repair.
The repair of DSBs is typically considered as a biphasic process. Simple DSBs are repaired quickly, while complex DSBs are repaired rather slowly. The two-lesion kinetic (TLK) model has been developed to describe this biphasic repair process [7] . Based on the TLK model, we simulated the dynamics of DSB repair by the Monte Carlo method [8] . The detailed algorithm has been presented in the supplemental materials of our previous papers [9, 10] , and the related parameters are listed in Supplemental Table S2 . As in our previous studies, the initial numbers of DSBs within a cell population exposed to the radiation dose of D IR are assumed to obey a Poisson distribution with an average of 35×D IR . This is consistent with the experimental measurements of 30∼40 DSBs per Gy per cell [11] . The number of repair proteins per cell is assumed to be 20 since they are usually limited compared to DSBs [8] .
ATM sensor. ATM acts as a sensor of DSBs. In unstressed cells, ATM is inactive in dimers.
Upon IR, the ATM dimer is disassociated into active monomer through intermolecular phosphorylation [12] . Thus, there exists a positive feedback loop in which ATM is activated by itself.
Active ATM can activate p53. On the other hand, ATM can be inactivated by p53-inducible Wip1
Supporting Information corrected March 6, 2012 2 through dephosphorylation, enclosing a negative feedback loop [13] . The dynamics of this module are characterized by Eqs. 1-3 in Supplemental Method S2, and the related parameters are listed in Supplemental Table S2 .
The total level of ATM is assumed to be constant since it shows no remarkable variation after IR [12] . Three forms of ATM are considered, i.e., ATM 2 (inactive dimer), ATM (inactive monomer) and ATM * (active monomer). Considering ATM dimers are predominant in unstressed case, we let k dim ≫ k undim in Eq. 1. The activation of ATM by DSBs is characterized by the n c -dependent ATM activation rate, while the inhibition of ATM by Wip1 is represented in the deactivation rate of ATM (Eq. 2). Since the phosphorylation and dephosphorylation processes can be considered as enzyme-catalyzed reactions, they are assumed to follow the Michaelis-Menten kinetics [14] .
p53-centered feedback control module. The p53-centered feedback loops play a key role in the activation and regulation of p53 activity. Active ATM activates p53 by two ways, phosphorylating p53 to disassociate it from Mdm2 and phosphorylating Mdm2 to degrade it [15, 16] . In the model, we consider two forms of nuclear p53, i.e., p53 * (phosphorylated, active form) and p53 (unphosphorylated, inactive form). The function of cytoplasmic p53 is not involved in this model although it can play a transcription-independent role in apoptosis induction [17] , and we have considered the effect of cytoplasmic p53 in another work [18] . Three forms of Mdm2 are considered, namely Mdm2 n (nuclear form), Mdm2 c (unphosphorylated cytoplasmic form), and Mdm2 cp (phosphorylated cytoplasmic form). p53 * induces the production of Mdm2 c , and Mdm2 cp translocates to the nucleus, promoting the degradation of p53 * . This constitutes a negative feedback loop between p53 and Mdm2 [19] .
The dynamics of this module are mainly described by Eqs. 4-14 in Supplemental Method S2.
Considering the tetramer of p53 as a transcription factor [20] , the p53-induced Mdm2 production is characterized by a Hill function, and the Hill coefficient is roughly set to 4. Since the ATMdependent phosphorylation of p53 and ATM can be considered as enzyme-catalytic reactions, both the activation rate of p53 and the degradation rate of Mdm2 are assumed to depend on ATM level in a Michaelis-Menten form [14] . It is assumed that the Mdm2 n -dependent degradation rate of p53 * is much smaller than that of p53 since Mdm2 shows a weaker binding to p53 * than p53 [15] . The Mdm2-dependent p53 degradation is described in a Michaelis-Menten form since Mdm2 is a ligase promoting p53 degradation [21] . Considering the effect of Akt on the nuclear translocation of Mdm2 [22] , it is assumed that Akt * promotes the conversion from Mdm2 c to Mdm2 cp by phosphorylation, and only Mdm2 cp can enter the nucleus to degrade p53. In addition, it is assumed that the activation rate of Akt is PIP3-dependent since PIP3 is required for the activation of Akt by phosphorylation at the plasma membrane [23] .
Cell fate decision module. Here we mainly characterize the role of p53 in regulating expression of downstream target genes and mediating cell fate decision. We classify p53 * into p53 arrester and p53 killer according to its phosphorylation status and function. p53 arrester is the primarily phosphorylated p53 that mainly induces cell cycle arrest, while p53 killer refers to the further phosphorylated p53 (especially at Ser-46) that prefers to induce apoptosis [24] . The two proarrest gens, p21 and Wip1, are controlled by p53 arrester [25] . Moreover, p53 arrester also contributes to slow accumulation of p53DINP1 [26] . The three proapoptotic genes, p53DINP1, PTEN and p53AIP1, are mainly induced by p53 killer [24, 26, 27] . The conversion between p53 arrester and p53 killer is determined by Wip1 and p53DINP1: Wip1 inhibits the phosphorylation of p53 at Ser46 [28] , while p53DINP1 promotes its phosphorylation [26] . p53AIP1 then results in cytochrome c release from the mitochondrial, which further activates caspase 3 to execute apoptosis [29] . A positive feedback loop between cytochrome c release and caspase 3 activation is considered in our model, which ensures the quick activation of caspase 3 [30] . It is noted that the induction of Wip1 by p53 arrester encloses the negative feedback loop between p53 arrester and ATM [31] , while the induction of PTEN by p53 killer makes the positive feedback loop between p53 killer and PTEN closed [32] . Theses feedback loops may significantly influence the dynamics of the networks as well as the cellular outcome after DNA damage.
The dynamics of this module are characterized by Eqs. 15-23 in Supplemental method S2.
The transition between p53 arrester and p53 killer is the key step for the selective expression of the target genes and p53-mediated cell fate decision (see Eqs. [15] [16] [17] [18] . The level of p53 killer is controlled by the levels of Wip1 and p53DINP1, and the level of p53 arrester is obtained by using the constraint condition (Eqs. [15] [16] [24, 28, 33] . Wip1 expression is controlled by p53 arrester alone (Eq. 17). The expression of p53DINP1 is regulated by both forms of p53: p53 arrester induces it with a rather slow rate (k sdip11 ) and p53 killer induces it with a fast rate (k sdinp12 )(Eq. 18), satisfying k sdip11 ≪ k sdinp12 [24, 33] . p21 is only induced by p53 arrester (Eq. 20). The expression of PTEN and p53AIP1 is controlled by p53 killer (Eqs. 19, 21) [24, 27] . It is assumed that the release rate of cytochrome c is p53AIP1-dependent, and this process is also promoted by caspase 3 [26, 30] . For the sake of simplicity, the intermediate effectors between cytochrome c release and caspase 3 activation, like Apaf-1 and caspase 9 [34] , are not explicitly involved in the model. In addition, we did not consider the role of the Bcl-2 family proteins like PUMA, Bax and Bcl-2 in the model [35] , and their role in apoptosis induction has been characterized by other models [36] . dynamics. The corresponding changes in the period of p53 pulses (P %), the amplitude of p53 pulses (A%), the steady-state level of p53 in the second phase (L%), and the required number of p53 pulses preceding apoptosis induction (n ar ) are listed in Supplemental Table S3 .
In the table, the period of p53 pulses is rather sensitive to the synthesis of Wip1 (k swip1 ). The amplitude of p53 pulses is sensitive to the parameters related to the synthesis of p53 (k sp53 ), p53 activation (k acp530 ), and the synthesis of Wip1 (k swip1 ). The marked sensitivity of p53 pulsing to these parameters is consistent with the critical role of the p53-Wip1-ATM loop in generating p53 pulses. On the other hand, the pulse number n ar is sensitive to the parameters involved in the conversion between p53 arrester and p53 killer, i.e., k swip1 , k sdinp12 , k sdinp13 and k p46 . The variations in the above n ar -sensitive parameters even lead to sustained p53 pulses without the second phase. When the two-phase dynamics of p53 exist, the level of p53 in the second phase is sensitive to k sp53 and k acp530 , which directly regulate the production and activation of p53. We have shown that the level of PTEN can significantly influence the dynamics of p53 in the second phase (see Fig. 6 ). Here the level of p53 in the second phase is not very sensitive to k spten since the resultant value of k spten is still far from the bifurcation point of 0.155. In addition, the sensitivity of p53 dynamics to other parameters can be inferred from this table. For example, the variation in k dp53 has an opposite effect on the mentioned quantities in the table compared with that in k sp53 . Association rate of repair proteins in slow kinetics 0.13 [7, 8] k rb1 Dissociation rate of repair proteins in fast kinetics 0.3 [7, 8] k rb2 Dissociation rate of repair proteins in slow kinetics 0.03 [7, 8] k fix1 DSB ligation rate in fast kinetics 0.02 [7, 8] k fix2 DSB ligation rate in slow kinetics 0.002 [7, 8] k cross DSB binary mismatch rate 0.0007 [7, 8] Basal induction rate of p53DINP1 0.001 [33] k sdinp11 p53 arrester-dependent production rate of p53DINP1 0.01 [33] j sdinp11 Michaelis constant of p53 arrester-dependent p53DINP1 production 0.7 [33] k sdinp12 p53 killer and E2F1-dependent production rate of p53DINP1 0.07 [33] j sdinp12 Michaelis constant of p53 killer-dependent p53DINP1 production 0.3 [33] Note: "-" indicates the disappearance of p53 pulses or steady states of p53 in the second phase.
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Each bold number means that the quantity is very sensitive to the variation in the corresponding parameter. Figure S5 
