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La topolog´ıa de las rotaciones en R3, un espacio de aplicaciones lineales, se establece a
partir del espacio topolo´gico de sus matrices asociadas SO(3). Tomando como inspiracio´n los
a´ngulos de Euler, una forma de representar estas rotaciones, y teniendo en mente la imagen
de un giro´scopo, se podr´ıa intuir de manera erro´nea que se trata de la topolog´ıa del toro
T 3 = S1 × S1 × S1. Sin embargo, su topolog´ıa es la del espacio proyectivo real RP 3. En este
trabajo se da la demostracio´n constructiva de un homeomorfismo entre RP 3 y SO(3), utilizando
los cuaterniones, que simplifica la ofrecida por J.M. Almira y P.D. Gonza´lez en [24].
Por otra parte, en este documento tambie´n se encuentra la memoria de mi estancia en
pra´cticas en la empresa Cuatroochenta, donde se ha desarrollado la aplicacio´n mo´vil de una
webzine cultural de Castello´n de la Plana. Con el uso del framework multiplataforma React
Native, un u´nico co´digo ha permitido obtener la aplicacio´n para ambos sistemas operativos,
Android e iOS.
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Cap´ıtulo 1
Introduccio´n
1.1. Contexto y motivacio´n del proyecto
El objetivo fundamental de este trabajo es demostrar que el grupo ortogonal especial SO(3)
y el espacio proyectivo real RP 3 son homeomorfos mediante la construccio´n expl´ıcita de un
homeomorfismo entre ellos. Tambie´n se muestra como, fijada una base ortonormal, el grupo
de las rotaciones es isomorfo a SO(3) y, de esa manera, se puede decir que la topolog´ıa de las
rotaciones en R3 es la de RP 3.
Este resultado esta´ demostrado utilizando te´cnicas sofisticadas en [20]. En el art´ıculo [24]
se ofrece tambie´n una demostracio´n constructiva de dicho homeomorfismo, con la intencio´n de
hacer la demostracio´n accesible para estudiantes. Sin embargo, la construccio´n ofrecida en este
trabajo es au´n ma´s elemental y tan solo requiere conocimientos de a´lgebra lineal, geometr´ıa
eucl´ıdea y topolog´ıa conjuntista.
Con propo´sito de indicar do´nde se encuentra el resultado principal, esta construccio´n se basa
en la posibilidad de codificar las rotaciones en R3 mediante los cuaterniones (ve´ase el Teorema
4.2.3). El homeomorfismo viene dado en el Teorema 4.2.3 por el paso al cociente de la aplicacio´n
F : (S3(1), Tde S3(1))→ (SO(3), TdM3 SO(3)), definida en la Definicio´n 4.2.2.
El contenido de este trabajo esta´ enfocado a poder extender el material docente de Vicente
Jose´ Palmer Andreu, tutor del trabajo, de cuyos apuntes [13] ha sido consultado material sobre
geometr´ıa eucl´ıdea como punto de partida para que esta extensio´n tenga coherencia. Tambie´n
se ha utilizado material sobre cuaterniones consultado en el Trabajo Final de Grado de Roc´ıo
Carratala´ Sa´ez [23], dirigido por el mismo tutor, el cual tambie´n permitio´ extender su material
docente.
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1.2. Estructura del trabajo
En primer lugar, el Cap´ıtulo 2 ofrece los fundamentos topolo´gicos necesarios a partir de
los cuales se obtienen dos resultados importantes. Tambie´n se presentan la esfera, las matrices
cuadradas y el espacio proyectivo real RP 3 como espacios topolo´gicos de intere´s para este
trabajo. El Anexo A contienen la demostracio´n del teorema de Heine-Borel.
El Cap´ıtulo 3 introduce la geometr´ıa eucl´ıdea. Se centra en definir las rotaciones lineales en
R3 y obtener su expresio´n matricial tras relacionar estas aplicaciones con el grupo ortogonal
especial SO(3). El Anexo B contiene la demostracio´n de que, en Rn como espacio vectorial
eucl´ıdeo, su producto escalar induce una me´trica va´lida.
En el Cap´ıtulo 4 se introducen los cuaterniones, su a´lgebra, co´mo permiten representar las
rotaciones en R3 y el resultado final: un homeomorfismo entre RP 3 y SO(3). Tambie´n se ofrece
en el Anexo C un resumen de la relacio´n entre las rotaciones en R2 y los nu´meros complejos.
Por u´ltimo, en Cap´ıtulo 5 se ofrecen las conlusiones personales obtenidas con la experiencia
de realizar este proyecto formativo.
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Cap´ıtulo 2
Preliminares topolo´gicos
Este cap´ıtulo recopila los conceptos y resultados topolo´gicos que van a ser utilizados en los
cap´ıtulos siguientes. No se trata de un estudio en detalle de la topolog´ıa, sino que pretende
abarcar tan solo lo necesario, y adema´s se dan por supuesto conocimientos sobre teor´ıa de
conjuntos.
Para empezar, se muestran las definiciones y algunas propiedades de topolog´ıa, espacio y
subespacio topolo´gico, y aplicaciones entre estos. A continuacio´n se trata la topolog´ıa inducida
por la me´trica, con la cual se presenta a Rn como espacio topolo´gico. Despue´s se introduce la
topolog´ıa de identificacio´n y, por u´ltimo, la topolog´ıa cociente y el concepto de compacidad, que
permiten respectivamente obtener los dos resultados principales de este cap´ıtulo. La mayor´ıa de
este contenido ha sido consultado en [15].
Durante el cap´ıtulo se presenta a Sn(1), la esfera unidad en Rn+1, a las matrices cuadradas
Mn(R) y al espacio proyectivo real RPn como espacios topolo´gicos, siendo e´stos objetos de
intere´s en este trabajo. Parte del contenido ha sido separado en el Anexo A, con tal de no
saturar este cap´ıtulo para la obtencio´n de un u´nico resultado del que habitualmente se omite la
demostracio´n.
2.1. Topolog´ıa
Definicio´n 2.1.1. Sea X un conjunto. Una topolog´ıa sobre X es una familia T ⊆ P(X) de
subconjuntos de X que satisface:
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i. La unio´n de miembros de T es tambie´n un miembro de T .
ii. La interseccio´n finita de miembros de T es tambie´n un miembro de T .
iii. El conjunto vac´ıo ∅ y el total X son miembros de T .
Definicio´n 2.1.2. Un espacio topolo´gico es un par (X, T ) constituido por un conjunto X y una
topolog´ıa T sobre X.
Los elementos del conjunto X son llamados puntos, mientras que los miembros de T se
denominan conjuntos abiertos. El complementario de un abierto en X se dice que es cerrado. La
topolog´ıa permite adema´s trabajar con una nocio´n de cercan´ıa entre los puntos del conjunto.
Definicio´n 2.1.3. Sea (X, T ) un espacio topolo´gico. Un entorno de x ∈ X es cualquier conjunto
U ⊆ X tal que ∃V ⊆ U abierto que contiene a x. El conjunto de todos los entornos de x se
denota como N (x).
Proposicio´n 2.1.1. Sea (X, T ) un espacio topolo´gico. Un subconjunto U ⊆ X es abierto sii es
entorno de todos sus puntos.
Demostracio´n. Si U ∈ T , y sea x ∈ U , entonces U se contiene a s´ı mismo, y es un abierto que
contiene a x.
En cuanto a la otra implicacio´n. Si U ∈ N (x) ∀x ∈ U , entonces ∃Vx ∈ T con x ∈ Vx ⊆
U ∀x ∈ U . Es trivial comprobar que ⋃x∈U Vx = U , y este es abierto por ser una unio´n de
abiertos. 
Definicio´n 2.1.4. Sean T0 y T1 topolog´ıas sobre un conjunto X. Se dice que T1 es ma´s fina que
T0 cuando T0 ⊂ T1.
Ejemplo 2.1.1. En un conjunto X, la topolog´ıa I = {∅, X} se llama topolog´ıa indiscreta. Por
otra parte, la topolog´ıa D = P(X), donde todos los subconjuntos de X son abiertos, se llama
topolog´ıa discreta. Es trivial probar que ambas son topolog´ıas va´lidas, y D es ma´s fina que I.
Definicio´n 2.1.5. Sean (X, T ) un espacio topolo´gico, e Y ⊂ X. Se define la topolog´ıa inducida
T Y sobre Y como T Y = {Y ∩ U : U ∈ T }. Se dice que (Y, T Y ) es un subespacio topolo´gico
de (X, T ).
Nota 2.1.1. T Y es una topolog´ıa sobre Y , puesto que:
i. Sea {Y ∩ Ui}i∈I una familia de conjuntos con Ui ∈ T ∀i ∈ I. Entonces
⋃
i∈I
Ui ∈ T por ser
T una topolog´ıa sobre X. Por tanto, Y ∩
(⋃
i∈I
Ui
)
=
⋃
i∈I
(Y ∩ Ui) ∈ T Y .
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ii. Sea {Y ∩ Vi}ni=1 una familia finita de conjuntos con Vi ∈ T ∀i = 1, ..., n. Entonces
n⋂
i=1
Vi ∈ T
por ser T una topolog´ıa sobre X. Por tanto, Y ∩
(
n⋂
i=1
Vi
)
=
n⋂
i=1
(Y ∩ Vi) ∈ T Y .
iii. Como ∅ ∈ T , entonces Y ∩∅ = ∅ ∈ T Y . Por otra parte, como X ∈ T e Y ⊂ X, entonces
Y ∩X = Y ∈ T Y .
Nota 2.1.2. Sea U ⊂ X cerrado, se tiene que X \ U ∈ T . Entonces, Y ∩ (X \ U) ∈ T Y . Por
otra parte
Y \ (Y ∩ (X \ U)) = (Y \ Y ) ∪ (Y \ (X \ U)) = Y \ (X \ U) = Y ∩ (X \ (X \ U)) = Y ∩ U
con lo cual Y ∩ U es cerrado en (Y, T Y ).
A continuacio´n se definen algunos conceptos con respecto a las aplicaciones entre espacios
topolo´gicos.
Definicio´n 2.1.6. Una aplicacio´n entre espacios topolo´gicos es abierta (resp. cerrada), cuando
la imagen de un abierto (resp. cerrado) es un abierto (resp. cerrado).
Definicio´n 2.1.7. Sean (X, TX) e (Y, TY ) espacios topolo´gicos. Se dice que una aplicacio´n
f : X → Y es continua sii f−1(V ) ∈ TX ∀ V ∈ TY .
Proposicio´n 2.1.2. La composicio´n de aplicaciones continuas es continua.
Demostracio´n. Sean (X1, T1), (X2, T2) y (X3, T3) espacios topolo´gicos, y sean f : (X1, T1) →
(X2, T2) y g : (X2, T2)→ (X3, T3) aplicaciones continuas. Consideramos su composicio´n, g ◦ f :
(X1, T1)→ (X3, T3).
Sea U ∈ T3. Como g es continua, entonces g−1(U) ∈ T2. Adema´s, como f tambie´n es
continua, entonces f−1
(
g−1(U)
)
= (f−1 ◦ g−1)(U) = (g ◦ f)−1(U) ∈ T1, con lo cual g ◦ f es
continua. 
Proposicio´n 2.1.3. Sea f : (X, TX)→ (Y, TY ) una aplicacio´n entre espacios topolo´gicos, y sea
Z ⊆ X. Si f es continua, entonces la aplicacio´n
f Z : (Z, TX Z)→ (Y, TY )
x→ f(x)
tambie´n es continua.
Demostracio´n. Sea U ∈ TY . Como f es continua, se tiene que f−1(U) ∈ TX . Por u´ltimo,
f −1Z (U) = f−1(U) ∩ Z ∈ Tx Z por definicio´n de subespacio topolo´gico. 
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Definicio´n 2.1.8. Una biyeccio´n continua entre dos espacios topolo´gicos f : (X, TX)→ (Y, TY ),
tal que f−1 tambie´n es continua, es un homeomorfismo. Dos espacios topolo´gicos son homeo-
morfos cuando existe un homeomorfismo entre ellos, y se escribe (X, TX) ∼= (Y, TY ).
Nota 2.1.3. Es trivial comprobar que la composicio´n de homeomorfismos es homeomorfismo,
teniendo en cuenta que la composicio´n de aplicaciones continuas (resp. biyectivas) es continua
(resp. biyectiva).
Al llevar abiertos en abiertos en ambos sentidos, un homeomorfismo f : (X, TX) → (Y, TY )
establece tambie´n una biyeccio´n entre las topolog´ıas TX y TY . Los homeomorfismos preservan
propiedades topolo´gicas y, por tanto, espacios topolo´gicos homeomorfos son iguales desde el
punto de vista topolo´gico [15].
Proposicio´n 2.1.4. Sea h : (X1, TX1) → (X2, TX2) un homeomorfismo, y sea f : (Y, TY ) →
(X1, TX1) una aplicacio´n entre espacios topolo´gicos. Entonces f es continua sii h◦f es continua.
Demostracio´n. Por una parte, se tiene que h es continua al ser homeomorfismo. Si f es continua,
entonces h ◦ f es continua por ser composicio´n de continuas.
En cuanto a la otra implicacio´n. Si h ◦ f es continua, sea U ∈ TX1 , se tiene que h(U) ∈ TX2
por ser h homeomorfismo. Como h ◦ f es continua, entonces (h ◦ f)−1(h(U)) ∈ TY , donde
(h ◦ f)−1(h(U)) = f−1(h−1(h(U))) = f−1(U) por ser h biyectiva, con lo cual f−1(U) ∈ TY . 
A continuacio´n se ofrece una condicio´n para que una biyeccio´n continua sea homeomorfismo.
Proposicio´n 2.1.5. Una biyeccio´n entre espacios topolo´gicos es homeomorfismo sii es continua
y abierta.
Demostracio´n. Sea f : (X, TX)→ (Y, TY ) la biyeccio´n en cuestio´n. Como f es homeomorfismo,
f−1 : (Y, TY ) → (X, TX) es continua. Dado U ∈ TX , entonces
(
f−1
)−1
(U) ∈ TY y, como(
f−1
)−1
(U) = f(U) por ser f biyectiva, se tiene que f es abierta.
En cuanto a la implicacio´n en el otro sentido. Si f es continua y abierta, falta comprobar que
entonces f−1 es continua. Dado U ∈ TX , al ser f abierta y biyectiva
(
f−1
)−1
(U) = f(U) ∈ TY
y, por tanto, f−1 es continua. 
2.2. Topolog´ıa inducida por la me´trica
En esta seccio´n se muestra una manera de dotar de topolog´ıa a espacios me´tricos. Para
empezar se definen este tipo de espacios, y se dan algunos ejemplos de intere´s para este trabajo.
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Definicio´n 2.2.1. Una me´trica o funcio´n distancia sobre un conjunto X es una aplicacio´n
d : X ×X → R que satisface las siguientes propiedades:
i. Es definida positiva, i.e. d(x, y) ≥ 0∀x, y ∈ X.
ii. Es no degenerada, i.e. d(x, y) = 0 sii x = y.
iii. Es sime´trica, i.e. d(x, y) = d(y, x)∀x, y ∈ X.
iv. Cumple la desigualdad triangular, i.e. d(x, z) ≤ d(x, y) + d(y, z)∀x, y, z ∈ X.
Definicio´n 2.2.2. Un espacio me´trico es un par (X, d) formado por un conjunto X y una
me´trica d definida sobre X.
Ejemplo 2.2.1.
i. La funcio´n de : Rn × Rn → R definida como
de(x, y) =
√
Σni=1(yi − xi)2
con x = (xi)
n
i=1 e y = (yi)
n
i=1 define una me´trica sobre Rn. Se trata de la me´trica eucl´ıdea
o usual de Rn, definida en 3.1.2, la cual se presenta con ma´s detalle en el Cap´ıtulo 3.
ii. Sea Mn(R) el conjunto de las matrices n× n sobre R, cuyos elementos tienen la forma a11 · · · a1n... . . . ...
an1 · · · ann

con aij ∈ R ∀i, j ∈ {1, ..., n}. Estos se pueden ver como puntos de Rn2, por ejemplo, conca-
tenando sus filas para formar un vector de n2 componentes:
(a11, a12, ..., a1n, a21, a22, ..., a2n, ..., an1, an2, ..., ann)
De esta manera, se obtiene la identificacio´n Mn(R) ≡ Rn2.
La funcio´n dMn :Mn(R)×Mn(R)→ R definida como
dMn(A,B) =
√
Σni,j=1(bij − aij)2
define una me´trica sobre Mn(R) ya que, teniendo en cuenta la identificacio´n anterior,
dMn(A,B) =
√
Σni,j=1(bij − aij)2 =
√
Σnj=1Σ
n
i=1(bij − aij)2
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coincide con la me´trica eucl´ıdea de Rn
2
, vista en el ejemplo (i). En concreto, la aplicacio´n
hMn : (Mn, TdMn )→ (Rn
2
, Tde) definida como
hMn

 a11 · · · a1n... . . . ...
an1 · · · ann

 = (a11, a12, ..., a1n, a21, a22, ..., a2n, ..., an1, an2, ..., ann)
es un homeomorfismo, ya que dMn(A,B) = de(hMn(A), hMn(B)). Vease [19].
Definicio´n 2.2.3. Sean (X, d) un espacio me´trico e Y ⊆ X. Se dice que Y es acotado cuando
la aplicacio´n d Y esta´ acotada. Dado que las me´tricas ya esta´n acotadas inferiormente por el
0, esto significa que ∃M ∈ R+ tal que d(x, y) ≤M ∀x, y ∈ Y .
Definicio´n 2.2.4. Sea (X, d) un espacio me´trico. Se define la d-bola de centro x0 ∈ X y radio
r ∈ R, con r > 0, como el conjunto Bdr (x0) = {x ∈ X : d(x, x0) < r} ⊆ X.
Para simplificar la notacio´n, se denota Br(x0) a la bola de centro x0 y radio r, cuando se
puede inferir la me´trica con la que se define segu´n el contexto.
Proposicio´n 2.2.1. Sea (X, d) un espacio me´trico y sea Y ⊆ X, entonces:
i. Si Y es acotado, entonces ∃N > 0 tal que Y ⊆ BN (y)∀y ∈ Y .
ii. Si para algu´n y0 ∈ Y , ∃N > 0 tal que Y ⊆ BN (y0), entonces Y es acotado.
Demostracio´n. Veamos (i) en primer lugar. Si Y es acotado, entonces ∃M > 0 tal que d(x, y) ≤
M ∀x, y ∈ Y . Sea y ∈ Y , definimos N := M + ε con ε > 0 cualquiera, y consideramos BN (y).
Sea x ∈ Y , entonces d(x, y) ≤M < N , con lo cual x ∈ BN (y) y, por tanto, Y ⊆ BN (y).
En cuanto a (ii), sean x, y ∈ Y ⊆ BN (y0), se tiene que
d(x, y) ≤ d(x, y0) + d(y0, y) < N +N = 2N
con lo cual Y es acotado. 
A pesar de que habitualmente se presenta la topolog´ıa inducida por la me´trica a partir de
la nocio´n de base de abiertos de un espacio topolo´gico, en este documento se ha procedido de
otra manera para no abarcar ese concepto.
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Definicio´n 2.2.5. Dado un espacio me´trico (X, d), se define Td, la topolog´ıa sobre X inducida
por la me´trica d, como aquella en la que un conjunto G ⊆ X es abierto sii para cualquier x ∈ G,
este contiene una bola centrada en x, es decir:
G ∈ Td sii ∀x ∈ G, ∃ rx > 0 tal que Brx(x) ⊆ G
Nota 2.2.1. Td es una topolog´ıa sobre X, puesto que:
i. Sea {Ui}i∈I una familia de conjuntos con Ui ∈ Td ∀i ∈ I. Sea x ∈
⋃
i∈I
Ui, entonces x ∈ Ui0
para algu´n i0 ∈ I, y se tiene que existe un ri0x > 0 para el cual Bri0x (x) ⊆ Ui0 ⊆
⋃
i∈I
Ui. Por
tanto,
⋃
i∈I
Ui ∈ Td.
ii. Sea {Vi}ni=1 una familia finita de conjuntos con Vi ∈ Td ∀i = 1, ..., n. Sea x ∈
n⋂
i=1
Vi, entonces
x ∈ Vi ∀i = 1, ..., n y, por tanto, existe rix tal que Brix(x) ⊆ Vi ∀i = 1, ..., n. Para tener que
n⋂
i=1
Vi ∈ Td, se necesita un r0x > 0 tal que r0x ≤ rix ∀i = 1, ..., n, para el cual es trivial
comprobar que Br0x(x) ⊆ Brix(x) ⊆ Vi ∀i = 1, ..., n y, por ello, Br0x(x) ⊆
n⋂
i=1
Vi.
Como r0x ∈]0,+∞[, que es un conjunto sin mı´nimo, no se puede utilizar el mı´nimo como
candidato, el cual servir´ıa para todos los casos. Por otra parte, {rix}ni=1 tiene mı´nimo por
ser una familia finita, lo cual no podr´ıa afirmarse en general para familias infinitas al tener
elementos en un conjunto infinito. Sea r0x = min{rix}ni=1, este verifica la propiedad.
iii. ∅ ∈ Td por no contener ningu´n elemento que incumpla la condicio´n necesaria para ser
abierto. Por otra parte, dado x ∈ X, entonces Br(x) ⊆ X para cualquier r > 0 y, por
tanto, X ∈ Td.
Propiedad 2.2.1. Sea (X, Td) un espacio topolo´gico con topolog´ıa inducida por una me´trica d.
Las bolas Br(x) son conjuntos abiertos ∀x ∈ X y ∀r > 0.
Demostracio´n. Sea Br(x0) para un x0 ∈ X y un r > 0. Sea x ∈ Br(x0), se tiene que εx :=
d(x, x0) < r. Si se considera la bola Br−εx(x), veamos que Br−εx(x) ⊆ Br(x0).
Sea y ∈ Br−εx(x), entonces d(y, x) < r − εx. Por la propiedad de desigualdad triangular, se
tiene que d(y, x0) ≤ d(y, x) + d(x, x0) < εx + r − εx = r y, por tanto, y ∈ Br(x0).
Como se puede obtener una bola centrada en cualquier punto de Br(x0) y contenida en este,
se tiene que Br(x0) ∈ Td. 
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La seccio´n finaliza con un ejemplo de intere´s para este trabajo.
Ejemplo 2.2.2. En (Rn, Tde), donde de es la distancia eucl´ıdea definida en 2.2.1 (i), las esferas
son conjuntos cerrados.
Demostracio´n. Sea Sr(x0) = {x ∈ Rn : de(x, x0) = r} una esfera de radio r > 0 y centro
x0 ∈ Rn. Su complementario es Rn \ Sr(x0) = {x ∈ Rn : de(x, x0) < r} ∪ {x ∈ Rn : de(x, x0) >
r} = Br(x0) ∪A, siendo A = {x ∈ Rn : de(x, x0) > r}.
Sea a ∈ A, y sea εa := de(a, x0) > r. Consideramos la bola Bεa−r(a). Sea b ∈ Bεa−r(a), por
la propiedad de desigualdad triangular se tiene que
de(x0, a) ≤ de(x0, b) + de(b, a) < de(x0, b) + εa − r
εa < de(x0, b) + εa − r
r < de(x0, b)
con lo cual Bεa−r(a) ⊆ A y, por tanto, A ∈ Tde .
Como Br(x0) ∈ Tde por la Propiedad 2.2.1, entonces Rn \ Sr(x0) ∈ Tde por ser la unio´n de
dos abiertos. Por tanto, Sr(x0) es un cerrado. 
2.3. Topolog´ıa de identificacio´n
Hay distintas maneras de dotar de topolog´ıa a un conjunto a partir de otro espacio topolo´gico.
Una de ellas es la topolog´ıa de identificacio´n, cuya definicio´n involucra a un tipo de aplicacio´n
entre espacios topolo´gicos que va un paso ma´s de ser continua, pero sin llegar necesariamente a
ser homeomorfismo.
Definicio´n 2.3.1. Sean Y un conjunto cualquiera, (X, TX) un espacio topolo´gico y p : X → Y
una aplicacio´n sobreyectiva. Se define la topolog´ıa de identificacio´n en Y determinada por p
como T (p) = {U ⊆ Y : p−1(U) ∈ TX}.
Nota 2.3.1. T (p) es una topolog´ıa en Y , puesto que:
i. Sea {Ui}i∈I una familia de conjuntos con Ui ∈ T (p) ∀i ∈ I. Entonces p−1(Ui) ∈ TX ∀i ∈ I.
Como TX es una topolog´ıa en X, entonces p−1
(⋃
i∈I
Ui
)
=
⋃
i∈I
p−1(Ui) ∈ TX y, por tanto,⋃
i∈I
Ui ∈ T (p).
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ii. Sea {Vi}ni=1 una familia finita de conjuntos con Vi ∈ T (p) ∀i = 1, ..., n. Entonces p−1(Vi) ∈
TX ∀i = 1, ..., n. Como TX es una topolog´ıa en X, entonces p−1
(
n⋂
i=1
Vi
)
=
n⋂
i=1
p−1(Vi) ∈ TX
y, por tanto,
n⋂
i=1
Vi ∈ T (p).
iii. Como p−1(∅) = ∅, p−1(Y ) = X y ∅, X ∈ TX por ser TX una topolog´ıa en X, se tiene que
∅, Y ∈ T (p).
Nota 2.3.2. Los cerrados tambie´n funcionan bien en esta definicio´n. U ⊆ Y es cerrado en
(Y, T (p)) sii Y \U ∈ T (p) sii p−1(Y \U) ∈ TX . Como p−1(Y \U) = X\p−1(U) y X\p−1(U) ∈ TX
sii p−1(U) es cerrado en (X, TX), queda demostrado que U ⊆ Y es cerrado en (Y, T (p)) sii
p−1(U) es cerrado en (X, TX).
Nota 2.3.3. En esta definicio´n no es necesaria la sobreyectividad de p. Sin embargo, si esta
propiedad no se diera, entonces Y \ p(X) 6= ∅. En este caso, cualquier subconjunto de Y \ p(X)
tendr´ıa a ∅ como antiimagen por p, que es abierto en (X, TX) y, por ello, Y \ p(X) recibir´ıa
como topolog´ıa a D. Sabiendo esto, sera´ de ma´s intere´s estudiar la topolog´ıa de identificacio´n
determinada por p X : X → p(X), que es sobreyectiva.
Propiedad 2.3.1. Sean Y un conjunto, (X, TX) un espacio topolo´gico y p : X → Y sobreyec-
tiva. Entonces T (p) es la topolog´ıa ma´s fina en Y para la que p es continua.
Demostracio´n. p : (X, TX) → (Y, T (p)) es continua, puesto que p−1(U) ∈ TX ∀ U ∈ T (p) por
definicio´n. Sea T otra topolog´ıa en Y para la cual p es continua. Dado U ∈ T , se tiene que
p−1(U) ∈ TX por ser p continua, y entonces U ∈ T (p). Por tanto, T ⊆ T (p). 
Definicio´n 2.3.2. Sean (X, TX) e (Y, TY ) dos espacios topolo´gicos. Una sobreyeccio´n continua
p : (X, TX)→ (Y, TY ) es llamada identificacio´n cuando TY es exactamente T (p).
Nota 2.3.4. No toda sobreyeccio´n continua es identificacio´n, aunque, como se ha visto en la
Propiedad 2.3.1, T (p) contiene a TY por ser p continua.
Ejemplo 2.3.1. Sea X un conjunto, y sean T1 y T2 topolog´ıas sobre X tales que T2 ⊆ T1. Sea
id la aplicacio´n definida como:
id : (X, T1)→ (X, T2)
x→ x
Esta es sobreyectiva y, como T2 ⊆ T1, tambie´n es continua, puesto que sea U ∈ T2, entonces
id−1(U) = U ∈ T1.
Por otra parte, id es identificacio´n sii T2 = T (id) =
{
U ⊆ X : id−1(U) = U ∈ T1
}
= T1 sii
T2 = T1, y no cuando T2 ⊂ T1.
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La siguiente proposicio´n ofrece una condicio´n para que una aplicacio´n entre espacios to-
polo´gicos sea identificacio´n.
Proposicio´n 2.3.1. Si p : (X, TX)→ (Y, TY ) es una sobreyeccio´n continua y abierta (o cerra-
da), entonces p es identificacio´n.
Demostracio´n. Como se ha visto justo antes de esta proposicio´n, TY ⊆ T (p) por ser p continua.
Para la inclusio´n en el sentido inverso, en el caso de que p sea abierta se razona como sigue.
Dado U ∈ T (p), entonces p−1(U) ∈ TX . Esto implica que p(p−1(U)) es abierto en (Y, TY ) por
ser p abierta. Como p es tambie´n sobreyectiva, p(p−1(U)) = U , con lo cual U ∈ TY y, por tanto,
T (p) ⊆ TY .
En cuanto a la misma inclusio´n, pero en el caso de que p sea cerrada. Dado V ∈ T (p),
entonces p−1(Y \ V ) es cerrado en (X, TX) como se ha comprobado tras la Definicio´n 2.3.1.
Esto implica que p(p−1(Y \ V )) es cerrado en (Y, TY ) por ser p cerrada. Como p es tambie´n
sobreyectiva, p(p−1(Y \ V )) = Y \ V , con lo cual V ∈ TY y, por tanto, T (p) ⊆ TY . 
2.4. Topolog´ıa cociente
A partir de la topolog´ıa de identificacio´n, se puede dotar de topolog´ıa al conjunto de cla-
ses de equivalencia de los puntos de un espacio topolo´gico, determinada por una relacio´n de
equivalencia entre estos.
Definicio´n 2.4.1. Sea (X, T ) un espacio topolo´gico. Sea R una relacio´n de equivalencia en X,
y X/R el conjunto cociente (i.e. el conjunto de clases de equivalencia determinado por R). Se
llama espacio cociente de (X, T ) por R a (X/R, TR), donde TR = T (p) y p es la proyeccio´n de
X a X/R
p : X → X/R
x→ [x]
siendo [x] = {y ∈ X : yRx} la clase de equivalencia cuyo representante es x.
Ejemplo 2.4.1. El espacio proyectivo real RPn es el conjunto cuyos puntos son las rectas en
el espacio vectorial Rn+1 que pasan por el origen. Este tambie´n puede definirse como cociente
de Sn(1), la esfera unidad en Rn+1 centrada en el origen, al identificar los pares de puntos
antipodales. Por tanto, sea RA la relacio´n de equivalencia en S
n(1) definida como
xRAy sii x = y o´ x = −y
26
entonces se puede definir RPn como sigue:
RPn := Sn(1)/RA
Con ello, se tiene el espacio topolo´gico (RPn, TRA) como espacio cociente de (Sn(1), Tde Sn(1)).
Definicio´n 2.4.2. Dada una aplicacio´n f : X → Y sobreyectiva, se define la relacio´n de
equivalencia Rf en X como:
xRfy sii f(x) = f(y)
A continuacio´n se muestra uno de los resultados importantes de este cap´ıtulo.
Teorema 2.4.1. Sea f : (X, TX)→ (Y, TY ) una sobreyeccio´n y sea f¯ la aplicacio´n
f¯ : (X/Rf , TRf )→ (Y, TY )
[x]→ f(x)
i. f¯ esta´ bien definida.
ii. f es identificacio´n sii f¯ es homeomorfismo.
Demostracio´n. En primer lugar, veamos que f¯ esta´ bien definida (i.e. es independiente del
representante de la clase de equivalencia). Sea y ∈ [x] ∈ X/Rf , entonces f(x) = f(y) y, por
tanto, f¯([x]) = f(x) = f(y) = f¯([y]).
Para ver que f¯ es homeomorfismo si f es identificacio´n, veamos que f¯ es biyectiva, continua
y abierta, y as´ı se podra´ aplicar la proposicio´n 2.1.5.
Sean [x], [y] ∈ X/R. Si f¯([x]) = f¯([y]), entonces f(x) = f(y) y, por tanto, [x] = [y]. De esta
manera se tiene que f¯ es inyectiva.
Dado y ∈ Y , como f es sobreyectiva, ∃x ∈ X : f(x) = y. Para este x, se tiene que [x] ∈ X/Rf
y f¯([x]) = f(x) = y. Por tanto, f¯ es sobreyectiva.
Como f¯ es inyectiva y sobreyectiva, entonces f¯ es biyectiva. Para continuar la demostracio´n
hay que tener presente el siguiente diagrama conmutativo:
X X/Rf
Y
p
f=f¯◦p f¯
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Dado V ∈ TY . Como f es identificacio´n por hipo´tesis (i.e. TY = T (f)), entonces f−1(V ) ∈
TX . Atendiendo al diagrama anterior, p−1(f¯−1(V )) = (f¯ ◦ p)−1(V ) = f−1(V ) y, por tanto,
f¯−1(V ) ∈ TRf por definicio´n de espacio cociente. Con esto, se tiene que f¯ es continua.
Dado U ∈ TRf , entonces p−1(U) ∈ TX por la definicio´n de espacio cociente. Como f es iden-
tificacio´n y, atendiendo de nuevo al diagrama, f−1(f¯(U)) = (f¯ ◦p)−1(f¯(U)) = p−1◦f¯−1(f¯(U)) =
p−1(U), se tiene que f¯(U) ∈ TY . Por tanto, f¯ es abierta.
Aplicando la proposicio´n 2.1.5, se tiene que f¯ es homeomorfismo.
Por u´ltimo, veamos que f es identificacio´n si f¯ es homeomorfismo. Sea U ∈ TY , entonces
f¯−1(U) ∈ TRf y, como p es identificacio´n y TRf = T (p) por definicio´n de topolog´ıa cociente, se
tiene que p−1(f¯−1(U)) = p−1 ◦ f¯−1(U) = (f¯ ◦ p)−1(U) = f−1(U) ∈ TX . Esto implica que f es
continua y, por la propiedad 2.3.1, que TY ⊆ T (f).
Dado V ∈ T (f), entonces f−1(V ) ∈ TX . Como f−1(V ) = (f¯ ◦ p)−1(V ) = p−1(f¯−1(V )) y p
es identificacio´n, entonces f¯−1(V ) ∈ TRf . Finalmente, se tiene que f¯(f¯−1(V )) = V ∈ TY por ser
f¯ homeomorfismo y, por tanto, T (f) ⊆ TY . 
2.5. Compacidad
Los puntos de un espacio topolo´gico puede considerarse que esta´n separados en ma´s o menos
medida segu´n si cumplen ciertas condiciones. A continuacio´n se define uno de los tipos de
separacio´n que hay. Este tiene un papel importante en relacio´n con la compacidad, una propiedad
topolo´gica.
Definicio´n 2.5.1. Un espacio topolo´gico (X, T ) es de Hausdorff, tambie´n llamado T2, sii dados
x, y ∈ X con x 6= y, ∃U ∈ N (x) y ∃V ∈ N (y) respectivos entornos de x e y tales que U∩V = ∅.
Proposicio´n 2.5.1. Cualquier espacio to´polo´gico (X, Td) con topolog´ıa inducida por una me´tri-
ca d es de Hausdorff.
Demostracio´n. Dados x, y ∈ X con x 6= y. Sea d(x, y) = ε 6= 0 la distancia entre ellos, se
pueden considerar las bolas B ε
2
(x) ∈ N (x) y B ε
2
(y) ∈ N (y). Estas son disjuntas, puesto que
si z ∈ B ε
2
(x)
⋂
B ε
2
(y), entonces se tiene la contradiccio´n de que d(x, y) ≤ d(x, z) + d(z, y) <
ε
2 +
ε
2 = ε. 
Proposicio´n 2.5.2. Un subespacio de un espacio de Hausdorff es tambie´n de Hausdorff.
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Demostracio´n. Sea (X, T ) un espacio topolo´gico de Hausdorff, y sea Y ⊂ X. Dados x, y ∈ Y
con x 6= y, como x e y tambie´n esta´n en X, entonces ∃Ux ∈ N (x) y ∃Uy ∈ N (y) respectivos
entornos de x e y tales que Ux ∩ Uy = ∅. Por ello, existen Vx ⊆ Ux y Vy ⊆ Uy con interseccio´n
vac´ıa tales que x ∈ Vx ∈ T e y ∈ Vy ∈ T .
Por otra parte, x ∈ Y ∩ Vx ∈ T Y e y ∈ Y ∩ Vy ∈ T Y , donde (Y ∩ Vx) ∩ (Y ∩ Vy) =
Y ∩ (Vx∩Vy) = Y ∩∅ = ∅ y, por tanto, se tienen Y ∩Vx e Y ∩Vy respectivos entornos disjuntos
de x e y en T Y . 
Definicio´n 2.5.2. Un espacio topolo´gico (X, T ) se dice que es compacto sii todo recubrimiento
abierto de X, es decir, formado por elementos de T , tiene un subrecubrimiento finito.
Proposicio´n 2.5.3.
i. La imagen continua de un conjunto compacto es compacto.
ii. Un subconjunto compacto de un espacio de Hausdorff es cerrado.
iii. Un subespacio de un espacio de Hausdorff compacto es compacto sii es cerrado.
Demostracio´n. Veamos (i) en primer lugar. Sea (X, TX) un espacio topolo´gico compacto, y
sea f : (X, TX) → (Y, TY ) continua. Sea {Ui}i∈I un recubrimiento abierto de f(X). Enton-
ces {f−1(Ui)}i∈I es un recubrimiento abierto de X y, por tanto, existe f−1(Ui1), ..., f−1(Uin)
con ij ∈ I ∀j = 1, ..., n subrecubrimiento finito de X. Como f(X) = f
(⋃n
j=1 f
−1(Uij )
)
=⋃n
j=1 f
(
f−1(Uij )
) ⊆ ⋃nj=1 Uij , se tiene que Ui1 , ..., Uin con ij ∈ I ∀j = 1, ..., n es un subrecubri-
miento finito de f(X).
En cuanto a (ii). Sea (Z, T ) un espacio topolo´gico de Hausdorff. Sea U ⊆ Z, y (U, T U )
compacto. Veamos que Z \ U ∈ T utilizando la condicio´n de la Proposicio´n 2.1.1, es decir,
comprobando que es entorno de todos sus puntos.
Sea x0 ∈ Z \ U . Como Z es de Hausdorff, entonces ∃Ux ∈ N (x) y ∃Uxx0 ∈ N (x0) disjuntos
∀x ∈ U con x 6= x0. Con ello, se tiene que existen Vx ⊆ Ux y V xx0 ⊆ Uxx0 disjuntos con x ∈ Vx ∈ T
y x0 ∈ V xx0 ∈ T ∀x ∈ U con x 6= x0. Por otra parte, {Vx ∩ U : x ∈ U} es un recubrimiento
abierto de U en (U, T U ) y, al ser este subespacio compacto, existe Vx1 ∩ U, ..., Vxn ∩ U con
xj ∈ U ∀j = 1, ..., n subrecubrimiento finito de U . Con esto, U ⊆
⋃n
j=1 Vxj y
⋂n
j=1 V
xj
x0 son dis-
juntos, es decir,
⋂n
j=1 V
xj
x0 ⊆ Z \ U , y este es abierto por ser una interseccio´n finita de abiertos.
Como adema´s x0 ∈
⋂n
j=1 V
xj
x0 , entonces Z \ U ∈ N (x0).
Por u´ltimo, veamos (iii). Sea (Z, T ) un espacio topolo´gico de Hausdorff compacto, y sea
U ⊆ Z. Por (ii), solo queda demostrar que si U es cerrado, entonces (U, T U ) es compacto.
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Sea {Ui ∩U}i∈I un recubrimiento abierto de U en (U, T U ), con Ui ∈ T ∀i ∈ I. Como U es
cerrado, entonces Z \ U ∈ T . Por tanto, Z = (⋃i∈I Ui) ∪ (Z \ U) y, como (Z, T ) es compacto,
entonces existe Ui1 , ..., Uin con ij ∈ I ∀j = 1, .., n tal que Z =
(⋃n
j=1 Uij
)
∪ (Z \ U). Con esto
se tiene que
U = Z ∩U =
( n⋃
j=1
Uij
)
∪ (Z \ U)
∩U = ( n⋃
j=1
(
Uij ∩ U
))∪ ((Z \ U) ∩ U) = n⋃
j=1
(
Uij ∩ U
)
y, por tanto, {Uij ∩ U}nj=1 es un subrecubrimiento finito de U en (U, T U ). 
Teorema 2.5.1. Sea (X, TX) de Hausdorff compacto, (Y, TY ) de Hausdorff y f : (X, TX) →
(Y, TY ) continua, entonces f es cerrada.
Demostracio´n. Sea A ⊆ X cerrado. Teniendo en cuenta la Proposicio´n 2.5.3, como (X, TX) es
de Hausdorff compacto, entonces A es compacto por (iii), y f(A) tambie´n lo es por (i). Como
(Y, TY ) es de Hausdorff, entonces f(A) es cerrado por (ii). 
El corolario siguiente es otro de los resultados importantes para este proyecto.
Corolario 2.5.1. Sea f : (X, TX) → (Y, TY ) una sobreyeccio´n continua. Si (X, TX) es de
Hausdorff compacto e (Y, TY ) es de Hausdorff, entonces f es identificacio´n.
Demostracio´n. La aplicacio´n f es continua entre un T2 compacto y un T2, entonces es cerrada
por el Teorema 2.5.1. Por u´ltimo, f es una sobreyeccio´n continua y cerrada entre espacios
topolo´gicos y, por tanto, f es identificacio´n por la Proposicio´n 2.3.1. 
Proposicio´n 2.5.4.
i. En (Rn+1, Tde), las esferas son compactas y T2. En particular, lo es la esfera unidad Sn(1).
ii. El espacio topolo´gico (Mn, TdMn ), donde dMn es la me´trica definida en 2.2.1 (ii), es T2.
Tambie´n lo es cualquier subespacio suyo.
Demostracio´n. En primer lugar, veamos (i). Por el Ejemplo 2.2.2, una esfera Sr(x0) de centro
x0 ∈ Rn+1 y radio r > 0 es cerrada. Aplicando la Proposicio´n 2.2.1 (ii) tambie´n es acotada,
ya que Sr(x0) ⊂ Br+ε(x0) para cualquier ε > 0. Por el Teorema A.2.2, entonces Sr(x0) es
compacta.
Por otra parte, (Rn+1, Tde) es de Hausdorff por la Proposicio´n 2.5.1 al tratarse de una to-
polog´ıa inducida por una me´trica y, por la Proposicio´n 2.5.2, (Sn(1), Tde Sn(1)) tambie´n lo es
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como subespacio de un T2.
En cuanto a (ii), (Mn, TdMn ) es un espacio topolo´gico con topolog´ıa inducida por una me´trica
y, de nuevo por las Proposiciones 2.5.1 y 2.5.2, es T2 y tambie´n lo es cualquier subespacio
suyo. 
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Cap´ıtulo 3
Rotaciones en el espacio vectorial
eucl´ıdeo
Este cap´ıtulo ofrece la teor´ıa sobre geometr´ıa eucl´ıdea necesaria para estudiar las rotacio-
nes lineales, partiendo de conocimientos de a´lgebra lineal y teor´ıa de grupos. La mayor´ıa del
contenido que se muestra ha sido consultado en [13] y [22].
En primer lugar, se define el espacio vectorial eucl´ıdeo y se presenta a Rn como espacio
me´trico. Despue´s, las transformaciones ortogonales, un tipo particular de endomorfismo en estos
espacios cuya clasificacio´n da lugar a la definicio´n de las rotaciones. Por u´ltimo, se muestra su
relacio´n con las matrices ortogonales, que permite estudiar las rotaciones desde otro punto de
vista. En particular, finalmente se obtiene la expresio´n matricial de las rotaciones en R3.
3.1. Espacio vectorial eucl´ıdeo
En esta seccio´n se introduce el espacio vectorial eucl´ıdeo, sobre el que se definen ma´s adelante
las rotaciones al clasificar los morfismos entre estos espacios.
Definicio´n 3.1.1. Sea V un R-espacio vectorial. Un producto escalar sobre V es una aplicacio´n
g : V × V → R que satisface:
i. Es bilineal, i.e. g(~u,~v) es lineal en ambas variables.
ii. Es sime´trica, i.e. g(~u,~v) = g(~v, ~u) ∀~u,~v ∈ V .
iii. Es definida positiva, i.e. g(~u, ~u) ≥ 0 ∀~u ∈ V .
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iv. Es no degenerada, i.e. g(~u, ~u) = 0 sii ~u = ~0.
Tambie´n se suele utilizar la notacio´n 〈 , 〉 para denotar un producto escalar (e.g. 〈~u,~v〉).
Ejemplo 3.1.1. La aplicacio´n ge : Rn × Rn → R definida como ge (~x, ~y) =
∑n
i=1 xiyi, con
~x = (x)ni=1 ∈ Rn e ~y = (y)ni=1 ∈ Rn, es el producto escalar eucl´ıdeo o usual.
Es trivial comprobar su simetr´ıa. Por otra parte, sean ~x, ~y, ~z ∈ Rn y λ ∈ R:
ge(λ(~x+ ~y), ~z) =
n∑
i=1
(λ(xi + yi)zi) = λ
(
n∑
i=1
xizi +
n∑
i=1
yizi
)
=
= λ (ge(~x, ~z) + ge(~y, ~z))
Con lo cual es lineal en la primera variable y, dada su simetr´ıa, tambie´n en la segunda.
Las dos u´ltimas propiedades tambie´n se pueden verificar trivialmente si se tiene en cuenta que
ge (~x, ~x) =
∑n
i=1(xi)
2 es una suma de te´rminos positivos, donde tienen que ser todos nulos para
sumar 0.
Definicio´n 3.1.2. Un espacio vectorial eucl´ıdeo es un par (V, g), donde g es un producto escalar
definido sobre V .
Definicio´n 3.1.3. Sea (V, g) un espacio vectorial eucl´ıdeo. Se define la norma de ~u ∈ V inducida
por el producto escalar g como:
‖~u‖g :=
√
g(~u, ~u)
Se dice que ~u es unitario cuando ‖~u‖ = 1.
Como se muestra a continuacio´n, esta norma permite definir una me´trica sobre los elementos
de Rn.
Definicio´n 3.1.4. Sea (Rn, g) un espacio vectorial eucl´ıdeo. Dados ~x, ~y ∈ Rn, se define la
distancia inducida por g como:
dg := ‖~y − ~x‖g =
√
g(~y − ~x, ~y − ~x)
La demostracio´n de que dg es una distancia va´lida, segu´n la Definicio´n 2.2.1, se encuentra
en el Anexo B. Con ello, se tiene que (Rn, g) es un espacio me´trico.
Ejemplo 3.1.2. Sea el espacio vectorial eucl´ıdeo (Rn, ge) con el producto escalar eucl´ıdeo ge
visto en el Ejemplo 3.1.1. Entonces, dados ~x = (xi)
n
i=1 e ~y = (yi)
n
i=1, dos puntos de Rn, se
define su distancia eucl´ıdea, o usual, como:
dge(~x, ~y) := ‖~y − ~x‖ge =
√
ge(~y − ~x, ~y − ~x) =
√
Σni=1(yi − xi)2
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Definicio´n 3.1.5. Dados ~u,~v ∈ V , estos son ortogonales sii g(~u,~v) = 0. Se denota como ~u ⊥ ~v.
Nota 3.1.1. Para abreviar la notacio´n en algunos casos, se define la delta de Kronecker como:
δi,j =
{
1 i = j
0 i 6= j
Definicio´n 3.1.6. Sea β = {~ei}ni=1 un conjunto de vectores del espacio vectorial eucl´ıdeo (V, g).
Se dice que este es ortonormal para el producto escalar g sii los vectores que lo forman satisfacen
g(~ei, ~ej) = δi,j ∀i, j ∈ {1, 2, ..., n}, i.e. son ortogonales entre s´ı y, adema´s, son vectores unitarios.
Si adema´s β es una base de V , la matriz de g como aplicacio´n bilineal en esta base sera´ Gβ = In
y, por tanto, se tiene que det(Gβ) = 1 6= 0.
Proposicio´n 3.1.1. Sea (V, g) un espacio vectorial eucl´ıdeo de dimensio´n n, y sea β = {~ei}ni=1
una base ortonormal de V . Entonces:
~v =
n∑
i=1
g(~v,~ei)~ei ∀~v ∈ V
Demostracio´n. Sea ~v ∈ V . Si ~v = ∑ni=1 vi~ei, siendo vi ∈ R las coordenadas de ~v en la base β
entonces, teniendo en cuenta la bilinealidad de g:
g(~v,~ej) =
n∑
i=1
vig(~ei, ~ej) =
n∑
i=1
viδij = vj ∀j ∈ 1, ..., n
Por tanto, se tiene que ~v =
∑n
i=1 g(~v,~ei)~ei. 
3.2. Isometr´ıas
En esta seccio´n se introducen las aplicaciones lineales que preservan propiedades del espacio
vectorial eucl´ıdeo sobre el que esta´n definidas, visto como espacio me´trico.
Definicio´n 3.2.1. Sea f : (V, g) → (W, g′) una aplicacio´n lineal entre espacios vectoriales
eucl´ıdeos. Se dice que f es una isometr´ıa lineal sii g(~u,~v) = g′(f(~u), f(~v)).
Proposicio´n 3.2.1. Sea f : (V, g) → (W, g′) una aplicacio´n lineal entre espacios vectoriales
eucl´ıdeos. La aplicacio´n f es una isometr´ıa lineal sii ‖~u‖g = ‖f(~u)‖g′ ∀ ~u ∈ V .
Demostracio´n. Veamos primero que si g(~u,~v) = g′(f(~u), f(~v)) ∀ ~u,~v ∈ V , entonces ‖~u‖g =
‖f(~u)‖g′ ∀ ~u ∈ V . En efecto, si ~u = ~v , se tiene g(~u, ~u) = g′(f(~u), f(~u)) . Entonces
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‖~u‖2g = ‖f(~u)‖2g′ , luego ‖~u‖g = ‖f(~u)‖g′ , ya que ‖~u‖g ≥ 0 y ‖f(~u)‖g′ ≥ 0 .
Veamos ahora que si ‖~u‖g = ‖f(~u)‖g′ ∀ ~u ∈ V , entonces g(~u,~v) = g′(f(~u), f(~v)) ∀ ~u,~v ∈ V .
En primer lugar, dados ~u,~v ∈ V , se tiene:
1
4
{‖~u+ ~v‖2g − ‖~u− ~v‖2g} =
1
4
{g(~u+ ~v, ~u+ ~v)− g(~u− ~v, ~u− ~v)} =
=
1
4
{g(~u, ~u) + 2g(~u,~v) + g(~v,~v)− (g(~u, ~u)− 2g(~u,~v) + g(~v,~v))} =
=
1
4
{4g(~u,~v)} = g(~u,~v)
Como esto es cierto ∀ ~u,~v ∈ V y para todo espacio vectorial, teniendo en cuenta que f es
lineal y que = ‖~u‖g = ‖f(~u)‖g′ ∀ ~u ∈ V , entonces se tiene que:
g′(f(~u), f(~v)) =
1
4
{‖f(~u) + f(~v)‖2g′ − ‖f(~u)− f(~v)‖2g′} =
=
1
4
{‖f(~u+ ~v)‖2g′ − ‖f(~u− ~v)‖2g′} =
1
4
{‖~u+ ~v‖2g − ‖~u− ~v‖2g} = g(~u,~v)

Proposicio´n 3.2.2. Si f : (V, g)→ (W, g′) es una isometr´ıa lineal entre dos espacios vectoriales
eucl´ıdeos, ambos de dimensio´n n, entonces f es biyectiva y, adema´s, f−1 : (W, g′) → (V, g) es
una isometr´ıa lineal.
Demostracio´n. Como se tiene que dim(Im(f)) = n − dim(Ker(f)), si demostramos que f es
inyectiva, entonces Ker(f) = {~0} y, por lo tanto, dim(Im(f)) = n. Como Im(f) ⊆ W de
dimensio´n n, entonces Im(f) = W y, por lo tanto, f es sobreyectiva. Si es a la vez inyectiva y
sobreyectiva, f sera´ biyectiva. Comprobemos pues que f es inyectiva.
Si ~v ∈ Ker(f), entonces f(~v) = ~0. Por tanto, como f es isometr´ıa, ‖~v‖g = ‖f(~v)‖g′ =
‖~0‖g′ = 0 , luego ~v = ~0, por lo que puede afirmarse que f es inyectiva y, por lo tanto, como
tambie´n es sobreyectiva, es biyectiva.
Veamos ahora que f−1 es una isometr´ıa lineal. Para ello, estudiemos si dado ~w ∈W , puede
afirmarse que ‖f−1(~w)‖g = ‖~w‖g′ .
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Por una parte, como f es biyectiva, existe ~v tal que f(~v) = ~w. Por tanto, ~v = f−1(~w). Por
otra, como f es una isometr´ıa, ‖~w‖g′ = ‖f(~v)‖g′ = ‖~v‖g = ‖f−1(~w)‖g. 
3.3. Transformaciones ortogonales
En esta seccio´n se introduce un caso particular de las isometr´ıas, que se presta a su carac-
terizacio´n y clasificacio´n.
3.3.1. Definicio´n y generalidades
Definicio´n 3.3.1. Una isometr´ıa lineal f : (V, g) → (V, g) de un espacio vectorial eucl´ıdeo en
s´ı mismo se llama transformacio´n ortogonal.
Propiedad 3.3.1. La composicio´n de transformaciones ortogonales es tambie´n una transfor-
macio´n ortogonal.
Demostracio´n. Sean f1 : (V, g)→ (V, g) y f2 : (V, g)→ (V, g) transformaciones otrogonales. Sea
~v ∈ V , entonces ‖(f1 ◦ f2)(~v)‖2 = ‖f1(f2(~v))‖2 = ‖f2(~v)‖2 = ‖~v‖2, puesto que tanto f1 como f2
son isometr´ıas lineales. Por la Propiedad 3.2.1, se tiene que f1 ◦ f2 : (V, g)→ (V, g) es tambie´n
una isometr´ıa lineal y, en este caso, transformacio´n ortogonal. 
Teorema 3.3.1. Dado un espacio vectorial eucl´ıdeo (V, g), el conjunto definido como
O(V ) = {f : V → V : f es una isometr´ıa lineal}
es grupo con la composicio´n.
Demostracio´n. Mediante la Proposicio´n 3.3.1 se ha demostrado que la composicio´n de isometr´ıas
lineales es una isometr´ıa lineal. Adema´s, en la Proposicio´n 3.2.2 se ha comprobado que, dada
f ∈ O(V ), esta posee elemento inverso.
Por otro lado, se tiene que la composicio´n de aplicaciones lineales es asociativa y, adema´s,
el elemento neutro para O(V ) es IdV . 
3.3.2. Definicio´n de rotacio´n
Nota 3.3.1. El determinante de una transformacio´n ortogonal.
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Sea f : V → V una aplicacio´n lineal, y sean dos bases β y β′ de V . Sean A = [f ]β y
B = [f ]β′ las matrices de f respecto de estas bases, entonces, dados los vectores ~x ∈ V e
~y = f(~x), tenemos las ecuaciones ~yTβ = A~x
T
β e ~y
T
β′ = B~x
T
β′.
Por otra parte, si P es la matriz cambio de base tal que, dado ~v ∈ V , ~vTβ = P~vTβ′ y
~vTβ′ = P
−1~vTβ , se deduce lo siguiente para todo ~x ∈ V :
A~xTβ = PB~x
T
β′ = PBP
−1~xTβ
Entonces:
A = PBP−1
Multiplicando la ecuacio´n anterior por P−1, tenemos:
B = P−1AP
Por lo tanto, dada la aplicacio´n lineal f : V → V , las matrices A y B asociadas a f en
dos bases cualesquiera β y β′ de V son semejantes, es decir, existe una matriz regular P
(i.e. det(P ) 6= 0), la del cambio de base de β′ a β, tal que:
A = PBP−1
En consecuencia:
det(A) = det(PBP−1) = det(P )det(B)det(P−1)
= det(P )det(B)
1
det(P )
= det(B)
Es decir, los determinantes de todas las matrices asociadas, en distintas bases, a una
misma aplicacio´n lineal, valen lo mismo. Al valor de este determinante le llamaremos
determinante de la aplicacio´n lineal y lo denotamos como:
det(f) := det([f ]β)
Siendo β una base cualquiera del espacio vectorial V .
Sean ahora la transformacio´n ortogonal f : V → V y A la matriz asociada a f en una
base cualquiera β de V . Como g(~x, ~y) = g(f(~x), f(~y)) para todo ~x, ~y ∈ V , se tiene que,
escribiendo el producto escalar en funcio´n de la base β:
(A~xTβ )
TGβA~y
T
β = ~xβGβ~y
T
β
~xβA
TGβA~y
T
β = ~xβGβ~y
T
β
ATGβA = Gβ
det(AT )det(Gβ)det(A) = det(Gβ)
Como det(Gβ) 6= 0:
det(AT )det(A) = 1
Es decir, det(A)2 = 1, luego det(A) = ±1.
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Como los determinantes de todas las matrices asociadas, en distintas bases, a una misma
tranformacio´n ortogonal valen lo mismo, dada f : V → V una transformacio´n ortogonal
cualquiera, su determinante vale o 1 o −1.
El resultado anterior da lugar a la siguiente clasificacio´n de las transformaciones ortogonales.
Definicio´n 3.3.2. A las transformaciones ortogonales con determinante 1 se las llama rota-
ciones. Dado un espacio vectorial eucl´ıdeo (V, g), se define el conjunto de las rotaciones como:
S+(V ) = SO(V ) = {f : V → V : f es una transfomacio´n ortogonal y det(f)=1}
El conjunto SO(V ) es subgrupo de O(V ), y se llama Grupo lineal Especial o de las Rota-
ciones. La demostracio´n de esto u´ltimo se muestra como uno de los resultados de la Seccio´n
3.4.
Definicio´n 3.3.3. A las transformaciones ortogonales con determinante −1 se las llama refle-
xiones. Sin embargo, el conjunto de las reflexiones en un espacio vectorial eucl´ıdeo, denotado
como S−(V ), no tiene estructura de grupo con la composicio´n, como se muestra tambie´n en la
Seccio´n 3.4.
3.3.3. Transformaciones ortogonales y bases
A continuacio´n se define el concepto de orientacio´n en un espacio vectorial eucl´ıdeo, el cual
esta´ estrechamente relacionado con la caracterizacio´n de los tipos de aplicaciones que se estudian
en este cap´ıtulo.
Definicio´n 3.3.4. Sea (V, g) un espacio vectorial eucl´ıdeo, y sean β y β′ dos bases de V . Se
dice que β y β′ tienen la misma orientacio´n cuando la matriz P de cambio de base entre β′ y
β, es decir, la que satisface ~xTβ = P~x
T
β′ ∀~x ∈ V , tiene determinante positivo. Por otra parte, se
dice que tienen orientacio´n opuesta cuando su determinante es negativo.
Nota 3.3.2. La matriz P de cambio de base es invertible y, si esta tiene determinante positivo,
(resp, negativo), entonces P−1 tambie´n tiene determinante positivo, (resp, negativo).
El concepto de orientacio´n es relativo pero, como se muestra en la siguiente definicio´n, en
Rn se puede tomar una referencia habitual.
Definicio´n 3.3.5. Orientacio´n en Rn. Sea (Rn, g) espacio vectorial eucl´ıdeo, y sea β0 la base
cano´nica de Rn. Se dice que una base β′ de Rn esta´ positivamente orientada sii tiene la misma
orientacio´n que β0.
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Nota 3.3.3. La matriz de cambio de base entre β = {~ei}ni=1 y la base cano´nica β0 es la matriz
P , que tiene como columnas a los vectores de β
P =
[
~eT1 · · · ~eTn
]
de manera que ~xTβ0 = P~x
T
β ∀~x ∈ Rn, siendo ~xβ0 y ~xβ las coordenadas de ~x en las bases β0 y β
respectivamente.
Calcular el determinante de esta matriz es suficiente para conocer la orientacio´n de β, de
forma relativa a β0.
Teorema 3.3.2. Sean (V, g) y (W, g′) dos espacios vectoriales eucl´ıdeos de respectivas dimen-
siones n y m, con m ≥ n. Si βV = {~ei}ni=1 es una base ortonormal de V y βW = {~w1, ..., ~wn} es
un conjunto ortonormal de vectores de W , entonces existe una u´nica isometr´ıa lineal f : V →W
tal que f(~ei) = ~wi ∀i = 1, ..., n.
Demostracio´n. Dado ~x ∈ V , y sea ~x = ∑ni=1 xi~ei. Definimos f(~x) := ∑ni=1 xi ~wi. Se demuestra
trivialmente que f es lineal y que f(~ei) = ~wi ∀i = 1, ..., n. Veamos que es isometr´ıa:
g′(f(~x), f(~y)) = g′(
n∑
i=1
xi ~wi,
n∑
j=1
yj ~wj)) =
n∑
i,j=1
xiyjg
′(~wi, ~wj) =
n∑
i,j=1
xiyjδi,j =
n∑
i=1
xiyi = g(~x, ~y)
Veamos que f es u´nica. Si existe otra isometr´ıa lineal g : V → W tal que g(~ei) = ~wi ∀i =
1, ..., n, entonces la aplicacio´n f − g : V →W es una aplicacio´n lineal tal que se anula en todos
los vectores de βV , base de V , y por tanto es la aplicacio´n nula, es decir, f − g = 0. 
Teorema 3.3.3. Sea f : (V, g) → (W, g′) una aplicacio´n lineal entre espacios vectoriales
eucl´ıdeos, ambos de dimensio´n n. Entonces f es una isometr´ıa lineal sii para toda base or-
tonormal {~ei}ni=1 de V , la familia de vectores {f(~ei)}ni=1 es una base ortonormal de W .
Demostracio´n. Veamos primero que si f es una isometr´ıa lineal, entonces dada {~ei}ni=1 una base
ortonormal de V , {f(~ei)}ni=1 es tambie´n una base ortonormal de W .
Sea f una isometr´ıa lineal, entonces f : V → W es un isomorfismo de espacios vectoriales
por ser f lineal y biyectiva. Por lo tanto, si {~ei}ni=1 es una base de V , entonces {f(~ei)}ni=1 es
una base de W . Adema´s, g′(f(~ei), f(~ej)) = g(~ei, ~ej) = δij ∀ i, j ∈ 1, ..., n. Luego {f(~ei)}ni=1 es
una base ortonormal.
Veamos ahora la afirmacio´n rec´ıproca.
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Sea {~ei}ni=1 una base ortonormal de V . Entonces, por hipo´tesis sabemos que {f(~ei)}ni=1 es
una base ortonormal de W . Sean tambie´n ~u,~v ∈ V , ~u = ∑ni=1 ui~ei, ~v = ∑nj=1 vj~ej . Entonces:
g′(f(~u), f(~v)) = g′(f(
n∑
i=1
ui~ei), f(
n∑
j=1
vj~ej)) =
n∑
i,j=1
uivjg
′(f(~ei), f(~ej)) =
n∑
i,j=1
uivjδij = g(~u,~v)
Luego f es una isometr´ıa lineal y, por tanto, biyectiva (i.e. isomorfismo de espacios vectoriales).

Teorema 3.3.4. Dadas dos bases ortonormales de V , β = {~ei}ni=1 y β′ = {~e′i}ni=1, existe una
u´nica transformacio´n ortogonal f : V → V tal que f(~ei) = ~e′i. Adema´s, si β y β′ tienen la
misma orientacio´n, entonces f es una rotacio´n, es decir, f ∈ SO(V ). Por otra parte, si tienen
orientacio´n opuesta, entonces f es una reflexio´n, es decir, f ∈ S−(V ).
Demostracio´n. Aplicando el Teorema 3.3.2, se obtiene que existe una u´nica isometr´ıa lineal
f : V → V tal que f(~ei) = ~e′i. La matriz de f en la base β, A = [f ]β, cuyas columnas son los
vectores ~e′i = A~eTi expresados en la base β, es la matriz del cambio de base de β
′ a β, es decir,
la matriz P tal que ~xβ = P~x
T
β′ .
Si β y β′ tienen la misma orientacio´n, entonces sabemos que det(A) = det(P ) > 0 y as´ı,
det(A) = 1, con lo que det(f) = 1. Por otra parte, si β y β′ tienen orientacio´n opuesta, entonces
se tiene que det(A) = det(P ) < 0 y as´ı, det(A) = −1, con lo que det(f) = −1. 
El siguiente Teorema muestra el resultado rec´ıproco.
Teorema 3.3.5. Sea (V, g) un espacio vectorial eucl´ıdeo de dimensio´n n. Si β = {~ei}ni=1 es
una base ortonormal de V y f ∈ SO(V ), entonces β′ = {f(~ei)}ni=1 es una base ortonormal de
V con la misma orientacio´n que β. Por otra parte, si f ∈ S−(V ), entonces β′ tambie´n es una
base ortonormal de V , pero con orientacio´n opuesta a la de β.
Demostracio´n. Como ya hemos visto en la demostracio´n anterior, la matriz del cambio de base
de β′ a β es P = [f ]β. Si f ∈ SO(V ), entonces det(P ) = det(f) = 1 > 0, y si f ∈ S−(V ),
entonces det(P ) = det(f) = −1 < 0.
Adema´s, tanto si f ∈ SO(V ) como si f ∈ S−(V ), se tiene que f es una transformacio´n
ortogonal y, por el Teorema 3.3.3, si β es una base ortonormal de V , entonces β′ = {f(~ei)}ni=1
tambie´n es una base ortonormal de V . 
En el Teorema 3.3.3 se ha demostrado que f es una isometr´ıa lineal sii la imagen por f
de toda base ortonormal es tambie´n una base ortonormal. En los Teoremas 3.3.4 y 3.3.5 se ha
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demostrado que dos bases ortonormales con misma orientacio´n determinan una u´nica transfor-
macio´n ortogonal que conserva la orientacio´n (i.e. una rotacio´n), y que dos bases ortonormales
con orientacio´n opuesta determinan una u´nica transformacio´n ortogonal que invierte la orien-
tacio´n (i.e. una reflexio´n).
3.4. El Grupo Ortogonal
Como se muestra en esta seccio´n, las transformaciones ortogonales esta´n relacionadas con
las matrices, en concreto con un grupo de matrices, y esto permite tratar con las rotaciones
como matrices, en lugar de como aplicaciones.
Definicio´n 3.4.1. Sea A ∈Mn. A es ortogonal sii A ·AT = AT ·A = In. Se define el conjunto
O(n) = {A ∈Mn : A ·AT = AT ·A = In}.
Nota 3.4.1. Si A ∈ O(n), entonces, como ATA = In, det(ATA) = det(A)2 = det(In) = 1, con
lo que det(A) = 1 o´ det (A) = −1. En cualquier caso, si A ∈ O(n), entonces A es invertible, es
decir, existe A−1, y podemos escribir:
O(n) = {A ∈Mn×n : AT = A−1}
Proposicio´n 3.4.1. El conjunto O(n) tiene estructura de grupo con el producto de matrices, y
se denota como el Grupo Ortogonal.
Demostracio´n. Sean A,B ∈ O(n), entonces A ·B ∈ O(n) ya que:
(A ·B)T = BT ·AT = B−1 ·A−1 = (A ·B)−1
El elemento neutro es la identidad In ∈ O(n), y el opuesto de A ∈ O(n) es A−1 = AT , que esta´
en O(n) puesto que (A−1)T = (AT )T = A = (A−1)−1. 
Definicio´n 3.4.2. Se definen los conjuntos O+(n) = SO(n) y O−(n), subconjuntos de O(n),
de la forma:
SO(n) = {A ∈ O(n) : det (A) = 1}
O−(n) = {A ∈ O(n) : det (A) = −1}
Proposicio´n 3.4.2. El conjunto SO(n) es subgrupo del Grupo Ortogonal O(n). Se le denomina
Grupo Ortogonal Especial.
Demostracio´n. Vamos a comprobar que se verifica el criterio de subgrupo, es decir, que dados
A,B ∈ SO(n), entonces A ·B−1 ∈ SO(n):
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Sean A,B ∈ SO(n). Se tiene que det(A · B−1) = det(A)det(B−1) = 1 · 11 = 1 y, por tanto,
A ·B−1 ∈ SO(n). 
Nota 3.4.2. El conjunto O−(n) ⊂ O(n) no es subgrupo de O(n), ya que este no es cerrado con
el producto de matrices:
Sean A,B ∈ O−(n), entonces det(A · B) = det(A)det(B) = −1 · (−1) = 1 y, por tanto,
A ·B /∈ O−(n).
Teorema 3.4.1. Sea (V, g) un espacio vectorial eucl´ıdeo de dimensio´n n, sea β una base orto-
normal de V y sea f : V → V una aplicacio´n lineal. Entonces:
i. La aplicacio´n f es una transformacio´n ortogonal, es decir, f ∈ O(V ), sii A = [f ]β ∈ O(n),
es decir, es ortogonal.
ii. La aplicacio´n f es una rotacio´n, es decir, f ∈ SO(V ) sii A = [f ]β ∈ SO(n).
iii. La aplicacio´n f es una reflexio´n, es decir, f ∈ S−(V ) sii A = [f ]β ∈ O−(n).
Demostracio´n. Demostramos la afirmacio´n (i) en primer lugar.
Como A = [f ]β, entonces f(~x) =
(
A~xTβ
)T
. Sean ~x, ~y ∈ V , si denotamos como Gβ a la matriz
de g en la base β, se tiene
g(f(~x), f(~y)) = g
((
A · ~xTβ
)T
,
(
A · ~yTβ
)T)
= (A · ~xTβ )T ·Gβ ·A · ~yTβ = ~xβ ·AT ·Gβ ·A · ~yTβ
y tambie´n
g(~x, ~y) = ~xβ ·Gβ · ~yTβ
Veamos, en primer lugar, que si f es una isometr´ıa lineal, entonces A = [f ]β es ortogonal.
Como β es ortonormal, GB = In y, por tanto:
g(f(~x), f(~y)) = ~xβ ·AT ·Gβ ·A · ~yTβ = ~xβ ·AT · In ·A · ~yTβ = ~xβ ·AT ·A · ~yTβ
Por ser f isometr´ıa lineal y, nuevamente, Gβ = In,
g(f(~x), f(~y)) = g(~x, ~y) = ~xβ ·Gβ · ~yTβ = ~xβ · ~yTβ
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y entonces, se tiene que
~xβ ·AT ·A · ~yTβ = ~xβ · ~yTβ ∀~x, ~y ∈ V
Esto implica que AT ·A = In y, por tanto, puede afirmarse que A es ortogonal.
Veamos ahora que, si A = [f ]β es una matriz ortogonal, entonces f es una isometr´ıa lineal.
Si A = [f ]β ∈ O(n), es decir, At = A−1 y β es una base ortonormal de V , i.e. Gβ = In,
entonces:
g(f(~x), f(~y)) = g
((
A · ~xTβ
)T
,
(
A · ~yTβ
)T)
= (A · ~xTβ )T ·Gβ ·A · ~yTβ
= ~xβ ·AT ·A · ~yTβ = ~xβ · ~yTβ = ~xβ ·Gβ · ~yTβ = g(~x, ~y)
Veamos ahora las afirmacio´nes (ii) y (iii).
Si f ∈ SO(V ), entonces f ∈ O(V ) y, adema´s, det(f) = 1. Como f ∈ O(V ) y β es ortonormal,
por la afirmacio´n (i) tenemos que A = [f ]β ∈ O(n). Adema´s, por la Nota 3.3.1, det(A) =
det(f) = 1. Por tanto, A ∈ SO(n). Razonando de forma ana´loga, si f ∈ S−(V ), se obtiene que
A ∈ O−(n).
Rec´ıprocamente, si [f ]β ∈ SO(n), entonces [f ]β ∈ O(n) y det([f ]β) = 1. Por la afirmacio´n
(i), como β es ortonormal, tenemos que f ∈ O(V ). Adema´s, det(f) = 1, con lo que f ∈ SO(V ).
De nuevo, razonando de manera ana´loga, si [f ]β ∈ O−(n), se llega a que f ∈ S−(V ). 
Nota 3.4.3. Durante la demostracio´n del Teorema 3.3.4 se ha visto que la matriz de cambio
de base de β′ a β es [f ]β, con f una transformacio´n ortogonal. Por el Teorema 3.4.1 (i),
esto implica que las matrices de cambio de base entre bases ortonormales pertenecen al grupo
ortogonal.
Adema´s, si estas tiene la misma orientacio´n, entonces f es una rotacio´n y, por el Teorema
3.4.1 (ii), su matriz de cambio de base pertenece al grupo ortogonal especial.
Nota 3.4.4. Si β′ es otra base ortonormal de V , entonces B = [f ]β′ es tal que A = PBP−1 y
B = P−1BP , donde P ∈ O(n) por la Nota 3.4.3. Teniendo en cuenta el punto (i) del Teorema
3.4.1, esto implica que B ∈ O(n) sii A ∈ O(n) sii f ∈ O(V ).
Como consecuencia se tiene el siguiente resultado, que identifica a las rotaciones con las
matrices de SO(n).
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Corolario 3.4.1. Sea (V, g) un espacio vectorial eucl´ıdeo de dimensio´n n, y fijada una base
ortonormal de V , los grupos O(V ) y O(n) son isomorfos. Adema´s, SO(V ) es subgrupo de O(n),
y es isomorfo a SO(n).
Demostracio´n. Sea β = {~ei}ni=1 una base ortonormal de V , y sea Φ la aplicacio´n:
Φ : O(V )→ O(n)
f → [f ]β
Por el Teorema 3.4.1 (i), Φ esta´ bien definida. Tambie´n es inyectiva, puesto que sean f, g ∈ O(V )
tales que Φ(f) = Φ(g), se tiene que [f ]β = [g]β, con lo cual f = g.
Veamos que Φ es sobreyectiva. Sea A ∈ O(n), y sea f la aplicacio´n
f : V → V
~w → (A~wTβ )T
se tiene que [f ]β = A y, por el Teorema 3.4.1 (i), f ∈ O(V ).
Como Φ es inyectiva y sobreyectiva, se tiene que Φ es biyectiva.
Por otra parte, Φ tambie´n es homomorfismo de grupos, puesto que la matriz de la compo-
sicio´n de aplicaciones lineales es el producto de las matrices de las aplicaciones:
Φ(f ◦ g) = [f ◦ g]β = [f ]β · [g]β
Por tanto, O(V ) ∼= O(n).
Sea f ∈ SO(V ), entonces [f ]β ∈ SO(n) por el Teorema 3.4.1 (ii), por lo que Φ(SO(V )) ⊆
SO(n). Sea B ∈ SO(V ) y sea R¯ la aplicacio´n
R¯ : V → V
~w → (B~wTβ )T
se tiene que [R¯]β = B y, por el Teorema 3.4.1 (ii), entonces R¯ ∈ SO(V ). Por tanto Φ−1(SO(n)) ⊆
SO(V ), con lo cual Φ(SO(V )) = SO(n).
Como SO(n) es subgrupo de O(n) y Φ es isomorfismo de grupos, se tiene que SO(V ) es
subgrupo de O(V ). Sabiendo que SO(V ) es grupo (subgrupo), entonces la aplcacio´n
Φ SO(V ): SO(V )→ SO(n)
R¯→ Φ(R¯)
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es tambie´n isomorfismo de grupos (subgrupos). 
Nota 3.4.5. Razonando de manera similar con el resultado del Teorema 3.4.1 (iii), tambie´n se
tiene que Φ−1(O−(n)) es S−(V ), el conjunto de las reflexiones en V .
Como se ha visto en la Nota 3.4.2, el conjunto O−(n) no es subgrupo de O(n) y, como Φ es
un isomorfismo de grupos, entonces el conjunto de las reflexiones tampoco es subgrupo de O(V )
ya que, si Φ−1(O−(n)) = S−(V ) es subgrupo de O(V ), entonces se tiene la contradiccio´n de que
Φ(Φ−1(O−(n))) = O−(n) es subgrupo de O(n).
A continuacio´n de define el producto vectorial en un espacio vectorial eucl´ıdeo de dimensio´n
3, cuya correcta definicio´n queda justificada por el resultado de la nota anterior. Tambie´n se
ofrece una manera de construir bases con la orientacio´n deseada utilizando este producto.
Definicio´n 3.4.3. Sea (V, g) un espacio vectorial eucl´ıdeo de dimensio´n 3, y sea β = {~ei}3i=1
una base ortonormal de V . Sean ~u,~v ∈ V , se define el produco vectorial de ~u y ~v como el u´nico
vector ~u× ~v ∈ V que satisface
g(~u× ~v, ~w) =
∣∣∣∣∣∣
w1 w2 w3
u1 u2 u3
v1 v2 v3
∣∣∣∣∣∣ ∀~w ∈ V
siendo (u1, u2, u3), (v1, v2, v3) y (w1, w2, w3) las respectivas coordenadas de ~u,~v y ~w en la base
β.
Veamos que ~u× ~v existe y es u´nico, hallando sus coordenadas tan solo en funcio´n de ~u y ~v.
Teniendo en cuenta la Proposicio´n 3.1.1, se tiene que
~u× ~v =
3∑
i=1
g(~u× ~v,~ei)~ei
donde, como las coordenadas de ~ei respecto de la base β son (δij)
3
j=1 ∀i ∈ {1, 2, 3}, entonces
3∑
i=1
g(~u× ~v,~ei)~ei =
∣∣∣∣∣∣
1 0 0
u1 u2 u3
v1 v2 v3
∣∣∣∣∣∣~e1 +
∣∣∣∣∣∣
0 1 0
u1 u2 u3
v1 v2 v3
∣∣∣∣∣∣~e2 +
∣∣∣∣∣∣
0 0 1
u1 u2 u3
v1 v2 v3
∣∣∣∣∣∣~e3 =
=
∣∣∣∣u2 u3v2 v3
∣∣∣∣~e1 − ∣∣∣∣u1 u3v1 v3
∣∣∣∣~e2 + ∣∣∣∣u1 u2v1 v2
∣∣∣∣~e3
y, por tanto, ~u× ~v viene determinado en base β por:
(~u× ~v)β =
(∣∣∣∣u2 u3v2 v3
∣∣∣∣ ,− ∣∣∣∣u1 u3v1 v3
∣∣∣∣ , ∣∣∣∣u1 u2v1 v2
∣∣∣∣)
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Dado el resultado anterior, se suele utilizar la notacio´n siguiente:
~u× ~v =
∣∣∣∣∣∣
~e1 ~e2 ~e3
u1 u2 u3
v1 v2 v3
∣∣∣∣∣∣
Nota 3.4.6. El producto vectorial no depende de la base ortonormal elegida, salvo orientacio´n.
Sea β′ otra base ortonormal de V , sea P la matriz de cambio de base de β′ a β, y sea ×¯ el
producto vectorial definido con esa base. Entonces
g(~u× ~v, ~w) = det(~wβ, ~uβ, ~vβ) = det((P ~wTβ′)T , (P~uTβ′)T , (P~vTβ′)T ) =
= det(~wβ′P
T , ~uβ′P
T , ~vβ′P
T ) =
= det(~wβ′ , ~uβ′ , ~vβ′)det(P
T ) =
= g(~u×¯~v, ~w)det(P )
y, por tanto
g(~u× ~v, ~w)− g(det(P )(~u×¯~v), ~w) = g(~u× ~v − det(P )(~u×¯~v), ~w) = 0 ∀~w ∈ V
con lo que:
~u× ~v = det(P )(~u×¯~v)
Como se ha visto en la Nota 3.4.3, P ∈ O(3) por ser una matriz de cambio de base entre
dos bases ortonormales, y su determinante vale 1 o −1 segu´n tienen la misma orientacio´n u
opuesta correspondientemente.
Por tanto, el producto vectorial cambia de signo si se define con una base ortonormal con
orientacio´n opuesta, y se mantiene igual para bases con una misma orientacio´n.
Proposicio´n 3.4.3. Sea (R3, g) espacio vectorial eucl´ıdeo, y sean ~u,~v ∈ R3.
i. El producto vectorial es antisime´trico.
ii. El vector ~u× ~v es ortogonal a ~u y a ~v.
iii. Si ~u,~v son linealmente independientes, entonces {~u,~v × ~u,~v} y {~u, ~u × ~v,~v} son bases de
R3 con respectivas orientaciones positiva y negativa.
Demostracio´n. Sea β0 la base cano´nica de R3, y sean ~uβ0 = (u1, u2, u3) y ~vβ0 = (v1, v2, v3) las
respectivas coordenadas de ~u,~v en la base β0. Veamos el punto (i):
(~u×~v)β0 =
(∣∣∣∣u2 u3v2 v3
∣∣∣∣ ,− ∣∣∣∣u1 u3v1 v3
∣∣∣∣ , ∣∣∣∣u1 u2v1 v2
∣∣∣∣) = −(∣∣∣∣v2 v3u2 u3
∣∣∣∣ ,− ∣∣∣∣v1 v3u1 u3
∣∣∣∣ , ∣∣∣∣v1 v2u1 u2
∣∣∣∣) = −(~v×~u)β0
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En cuanto a (ii), a partir de la definicio´n de producto vectorial, se obtiene que
g(~u× ~v, ~u) = det(~uβ0 , ~uβ0 , ~vβ0) = 0
y de manera similar:
g(~u× ~v,~v) = det(~vβ0 , ~uβ0 , ~vβ0) = 0
Por u´ltimo, veamos (iii):
det(~uβ0 , (~v × ~u)β0 , ~vβ0) = det((~v × ~u)β0 , ~vβ0 , ~uβ0) = g(~v × ~u,~v × ~u) = ‖~v × ~u‖ > 0
y
det(~uβ0 , (~u× ~v)β0 , ~vβ0) = det((~u× ~v)β0 , ~vβ0 , ~uβ0) = det(−(~v × ~u)β0 , ~vβ0 , ~uβ0) =
= −det((~v × ~u)β0 , ~vβ0 , ~uβ0) = −g(~v × ~u,~v × ~u) = −‖~v × ~u‖ < 0

Proposicio´n 3.4.4. Sean ~u,~v, ~w ∈ R3. Se cumple la igualdad siguiente:
g(~u× ~v, ~w) = g(~u,~v × ~w)
Demostracio´n. Sean (u1, u2, u3), (v1, v2, v3) y (w1, w2, w3) las respectivas coordenadas de ~u,~v y
~w en la base cano´nica de R3. Por una parte se tiene que
~u× ~v = (u2v3 − u3v2, u3v1 − u1v3, u1v2 − u2v1)β0
y con ello:
g(~u× ~v, ~w) = w1(u2v3 − u3v2) + w2(u3v1 − u1v3) + w3(u1v2 − u2v1)
= w1u2v3 − w1u3v2 + w2u3v1 − w2u1v3 + w3u1v2 − w3u2v1
Por otra parte
~v × ~w = (v2w3 − v3w2, v3w1 − v1w3, v1w2 − v2w1)β0
con lo cual:
g(~u,~v × ~w) = u1(v2w3 − v3w2) + u2(v3w1 − v1w3) + u3(v1w2 − v2w1)
= u1v2w3 − u1v3w2 + u2v3w1 − u2v1w3 + u3v1w2 − u3v2w1
Si se presta atencio´n, ambos resultados tienen los mismos te´rminos y, por tanto, g(~u×~v, ~w) =
g(~u,~v × ~w). 
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3.5. Rotaciones en R2 y R3
Finalmente, en esta seccio´n se estudian las rotaciones en R3 de manera constructiva, partien-
do de las de R2. Esto y la relacio´n entre SO(V ) y SO(n) constituyen los resultados principales
de este cap´ıtulo.
Definicio´n 3.5.1. Sea (V, g) un espacio vectorial eucl´ıdeo. Una Rotacio´n lineal en V es una
transformacio´n ortogonal R¯ : V → V tal que det(R¯) = 1.
3.5.1. Matrices de SO(2) y rotaciones en R2
Antes de ver las rotaciones en R2, veamos algunas notas sobre co´mo son los elementos de
O(2) y, en concreto, de SO(2).
Nota 3.5.1. Sean x, y ∈ R tales que x2 + y2 = 1. Existe un u´nico θ ∈ [0, 2pi) tal que{
x = cos θ
y = sin θ
el cual viene dado por:
θ = At(x, y) =

arctan yx x > 0, y ≥ 0
pi
2 x = 0, y > 0
arctan yx + pi x < 0
3pi
2 x = 0, y < 0
arctan yx + 2pi x > 0, y < 0
Nota 3.5.2. El grupo O(2)
Sea A ∈ O(2). Entonces, A =
(
a c
b d
)
∈ O(2) sii ATA = In sii
(
a b
c d
)(
a c
b d
)
=
(
1 0
0 1
)
De aqu´ı se obtiene el sistema de ecuaciones:
a2 + b2 = 1
ac+ bd = 0
ac+ bd = 0
c2 + d2 = 1
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Por un lado, como a2+b2 = 1, en la Nota 3.5.1 se ha visto que existe un u´nico a´ngulo θ ∈ [0, 2pi)
tal que: {
a = cos θ
b = sin θ
Por otro lado, como ac+db = 0, necesariamente ac = −bd, luego c = − bda = −λb, siendo λ = da ,
y d = λa. Como c2 + d2 = 1, entonces
(−λb)2 + (λa)2 = λ2(b2 + a2) = λ2 = 1
con lo que λ = ±1 y, por tanto, o bien c = −b y d = a, o bien c = b y d = −a. No´tese que
det(A) = ad− bc = λa2 + λb2 = λ(a2 + b2) = λ.
Entonces, cuando λ = 1 (i.e. cuando det(A) = 1), la matriz A es de la forma
A =
(
cos θ − sin θ
sin θ cos θ
)
y cuando λ = −1 (i.e. cuando det(A) = −1), la matriz A es de la forma:
A =
(
cos θ sin θ
sin θ − cos θ
)
Nota 3.5.3. El grupo SO(2) Sea A ∈ SO(2), se tiene que det(A) = 1. De las dos opciones
vistas en la Nota 3.5.2, como solo una cumple esto, entonces
A =
(
cos θ − sin θ
sin θ cos θ
)
para un u´nico θ ∈ [0, 2pi).
Adema´s, como los elementos de este grupo son de la forma(
a −b
b a
)
sean A,B ∈ SO(2), entonces
AB =
(
a −b
b a
)(
c −d
d c
)
=
(
ac− bd −ad− bc
ad+ bc ac− bd
)
=
(
c −d
d c
)(
a −b
b a
)
= BA
por lo que SO(2) es un grupo conmutativo.
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Teorema 3.5.1. Sea (R2, g) espacio vectorial eucl´ıdeo. Sea R¯ : R2 → R2 una rotacio´n lineal.
Entonces, dada cualquier base ortonormal β = {~e1, ~e2}, existe un u´nico a´ngulo θ ∈ [0, 2pi) tal
que la matriz de R¯ respecto de β es:
[R¯]{~e1,~e2} =
(
cos θ − sin θ
sin θ cos θ
)
Una rotacio´n en un espacio vectorial eucl´ıdeo de dimensio´n 2 tambie´n se llama giro lineal.
Demostracio´n. Por el Teorema 3.4.1 (ii), tenemos que la matriz de R¯ respecto de β es [R¯]β ∈
SO(2), y entonces ya vimos en 3.5.3 que existe un u´nico a´ngulo θ ∈ [0, 2pi) tal que la matriz R¯
respecto de esta base β es de la forma:
[R¯]β =
(
cos θ − sin θ
sin θ cos θ
)

Nota 3.5.4. La matriz de R es independiente, salvo orientacio´n, de la base ortonormal elegida.
Si β′ = {~e′1, ~e′2} es otra base ortonormal con la misma orientacio´n que β entonces, por la Nota
3.4.3, la matriz P de cambio de base de β′ a β pertenece a SO(2). Adema´s, por la Nota 3.3.1,
se tiene que
[R¯]β = P [R¯]β′P
−1
y, como [R¯]β′ ∈ SO(2) y en la Nota 3.5.3 se ha visto que SO(2) es un grupo conmutativo,
entonces P [R¯]β′ = [R¯]β′P y se tiene que:
[R¯]β = P [R¯]β′P
−1 = [R¯]β′PP−1 = [R¯]β′
El a´ngulo θ caracteriza completamente al giro lineal R¯. La imagen de un vector por este giro
resulta de rotar el vector un a´ngulo θ en sentido antihorario u horario, segu´n si la base utilizada
tiene orientacio´n positiva o negativa, respectivamente. Se denota como R¯ = R¯θ.
De acuerdo con la Definicio´n 3.3.5, elegimos como orientacio´n positiva a la determinada
por la base cano´nica de R2.
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3.5.2. Rotaciones en R3
Teorema 3.5.2. Sea (R3, g) espacio vectorial euc´ıdeo de dimensio´n 3. Sea R¯ : R3 → R3 una
rotacio´n lineal. Entonces, existe una base ortonormal de R3, {~e1, ~e2, ~e3}, respecto de la cual la
matriz de R¯ es:
[R¯]{~e1,~e2,~e3} =
 cos θ − sin θ 0sin θ cos θ 0
0 0 1

para un u´nico a´ngulo θ ∈ [0, 2pi).
Adema´s, R¯ 〈~e1,~e2〉 es un giro en sentido antihorario de a´ngulo θ en el plano ortogonal a ~e3,
〈~e1, ~e2〉.
Demostracio´n. Sea β una base ortonormal cualquiera y sea A = [R¯]β. Por el Teorema 3.4.1 se
tiene que A ∈ SO(3). Veamos primero que det([R¯]β − I3) = 0:
det(A− I3) = det(A−AAT ) = det(A(I3 −AT )) =
= det(A(I3 −A)T ) = det(A)det((I3 −A)T ) = det((I3 −A)T ) =
= det((I3 −A)) = det((−1)(A− I3)) = (−1)3det(A− I3) = −det(A− I3)
Por ello, det(A− I3) = 0, es decir, la matriz A− I3 es singular.
Como A − I3 es singular, entonces existe ~w 6= ~0, tal que A~wβ = ~wβ, es decir, R¯(~w) = ~w.
Veamos esta afirmacio´n con detalle:
Si A− I3 es singular, entonces det(A− I3) = 0, con lo que rg(A− I3) ≤ 2. Sea la aplicacio´n
lineal R¯ − IdR3 : R3 → R3. Esta aplicacio´n tiene por matriz respecto de β a A − I3, de forma
que, como dim(Im(R¯− IdR3)) = rg(A− I3) ≤ 2, entonces:
3 = dim(Ker(R¯− IdR3)) + dim(Im(R¯− IdR3)) ≤ dim(Ker(R¯− IdR3)) + 2
Por lo cual dim(Ker(R¯ − IdR3)) ≥ 1 y, entonces existe ~w 6= ~0 tal que ~w ∈ Ker(R¯ − IdR3), es
decir, existe ~w 6= ~0, tal que R¯(~w) = ~w.
Sea ~e3 =
~w
‖~w‖ y sea Π = 〈~e3〉⊥. Sea β′ := {~e1, ~e2} una base ortonormal de Π cualquiera
orientada positivamente, y tal que {~e1, ~e2, ~e3} es una base ortonormal de R3 orientada posi-
tivamente. Tenemos que R3 = Π ⊕ 〈~e3〉. Adema´s, como R¯(~e3) = ~e3, entonces g(R¯(~e1), ~e3) =
g(R¯(~e1), R¯(~e3)) = g(~e1, ~e3) = 0 e, igualmente, g(R¯(~e2), ~e3) = 0, con lo que R¯(Π) ⊆ Π. Entonces,
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se puede considerar R¯ Π: Π→ Π, y esta es una transformacio´n ortogonal, R¯ Π∈ O(Π), ya que,
dados ~u ∈ Π y ~v ∈ Π:
gΠ(R¯ Π (~u), R¯ Π (~v)) = g(R¯(~u), R¯(~v)) = g(~u,~v) = gΠ(~u,~v)
Consideramos la matriz de R Π en la base β′:
B = [R¯ Π]β′ =
(
a b
c d
)
Entonces, la matriz de R¯ respecto de la base {~e1, ~e2, ~e3} sera´:
M = [R¯]{~e1, ~e2, ~e3} =
 a b 0c d 0
0 0 1

Como M ∈ SO(3) entonces, al ser det(M) = 1 y desarrollando este determinante por adjuntos,
det(M) = 1 · det(B) = 1, con lo que det(B) = 1. Esto implica que det(R¯ Π) = 1, es decir,
R¯ Π∈ SO(Π).
Por el Teorema 3.5.1, dada la base ortonormal β′ = {~e1, ~e2} de Π orientada positivamente,
existe un u´nico a´ngulo θ ∈ [0, 2pi) tal que la matriz de R¯ Π respecto de esta base es
[R¯ Π]{~e1,~e2} =
(
cos θ − sin θ
sin θ cos θ
)
y, por tanto, se tiene una base ortonormal de R3 orientada positivamente, {~e1, ~e2, ~e3}, res-
pecto de la cual la matriz de R¯ es
[R¯]{~e1,~e2,~e3} =
 cos θ − sin θ 0sin θ cos θ 0
0 0 1

para un u´nico a´ngulo θ ∈ [0, 2pi). 
Nota 3.5.5. Sea {~e′1, ~e′2} otra base ortonormal de Π = 〈~e3〉⊥ = 〈~e1, ~e2〉 orientada positivamen-
te. Por la Nota 3.5.4 se tiene que [R¯ Π]{~e′1,~e′2} = [R¯ Π]{~e1,~e2} y, por tanto
[R¯]{~e′1,~e′2,~e3} =
 cos θ − sin θ 0sin θ cos θ 0
0 0 1
 = [R¯]{~e1,~e2,~e3}
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para un u´nico a´ngulo θ ∈ [0, 2pi).
Se denota a 〈~e3〉 como el eje de rotacio´n. Como consecuencia, una rotacio´n en R3 se carac-
teriza completamente por su a´ngulo θ ∈ [0, 2pi) y su eje de rotacio´n 〈~e3〉, salvo la orientacio´n de
la base, que determina el sentido de giro.
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Cap´ıtulo 4
Cuaterniones y rotaciones
El hecho de que los nu´meros complejos unitarios representen rotaciones en R2, y su producto
resulte en la composicio´n de rotaciones (ve´ase el Anexo C) motivo´ a generalizar estos elementos
con tal de representar de forma similar rotaciones en R3. Esto dio lugar a los cuaterniones, de
los cuales trata este cap´ıtulo.
Adema´s de ofrecer una represenacio´n de las rotaciones en R3 alternativa a las matrices, con
un coste de procesado menor entre otras ventajas, los cuaterniones pueden ser utilizados para
estudiar la topolog´ıa de las rotaciones tambie´n de manera alternativa. La mayor´ıa del contenido
de este cap´ıtulo ha sido consultado en [13] y en [23].
4.1. A´lgebra de los cuaterniones
Esta seccio´n ofrece la definicio´n de los cuaterniones, adema´s de algunas de sus propiedades
y operaciones.
Definicio´n 4.1.1. Se definen los cuaterniones como elementos de la forma
q = a+ bi + cj + dk
siendo a, b, c, d ∈ R e i, j,k los elementos de la base cano´nica de R3. El conjunto de los cuater-
niones se representa con la letra H.
Nota 4.1.1. Como cada cuaternio´n q = a + bi + cj + dk viene definido por los coeficientes
a, b, c, d, que forman el vector (a, b, c, d) ∈ R4, puede identificarse H con R4. De esta manera
se considera H como R-espacio vectorial, con la suma y operacio´n externa definidas de forma
natural a partir de las de R4.
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Nota 4.1.2. Dado q ∈ H, este tambie´n se representa como q = a + ~v, con ~v = (b, c, d) =
bi + cj + dk ∈ R3. Se define la parte real de q como Re(q) = a ∈ R. Por otra parte, se define la
parte imaginaria de q como Im(q) = ~v = bi + cj + dk ∈ R3.
Definicio´n 4.1.2. Dados q1, q2 ∈ H, con q1 = a1 + b1i + c1j + d1k y q2 = a2 + b2i + c2j + d2k.
Se define su producto como:
q1 · q2 = (a1a2 − b1b2 − c1c2 − d1d2) + (a1b2 + b1a2 + c1d2 − d1c2)i+
+ (a1c2 − b1d2 + c1a2 + d1b2)j + (a1d2 + b1c2 − c1b2 + d1a2)k
Nota 4.1.3. Veamos co´mo se comporta el producto de cuaterniones sobre los elementos de la
base cano´nica de R3:
i2 = i · i = (0− 1− 0− 0) + (0 + 0 + 0− 0)i + (0− 0 + 0 + 0)j + (0 + 0− 0 + 0)k = −1
De manera similar se obtiene que j2 = k2 = −1. Por otra parte
i · j = (0− 0− 0− 0) + (0 + 0 + 0− 0)i + (0− 0 + 0 + 0)j + (0 + 1− 0 + 0)k = k
y, por tanto, ijk = (i · j) ·k = k2 = −1. Con esto se tiene la expresio´n i2 = j2 = k2 = ijk = −1,
de la cual se derivan las siguientes reglas:
ij = ij(−k)2 = −ijk · k = k
ik = −j
ji = −k
jk = (−i2)jk = −i(ijk) = i
ki = −(ji)i = −ji2 = j
kj = (ij)j = ij2 = −i
Definicio´n 4.1.3. Se dice que un cuaternio´n q es imaginario cuando Re(q) = 0. Al conjunto
de los cuaterniones imaginarios se le denota como Im(H) = {q ∈ H : Re(q) = 0}.
Nota 4.1.4. Un cuaternion imaginario q se identifica con un vector de R3, ya que en este caso
q = 0 +~v con ~v ∈ R3. Dados q1, q2 ∈ Im(H), con q1 = ~v1 y q2 = ~v2, no hay que confundir ~v1 · ~v2
con 〈~v1, ~v2〉, siendo este el producto escalar usual de ambos vectores en R3. En consecuencia, se
tiene la identificacio´n Im(H) ≡ R3.
Proposicio´n 4.1.1. Sean q1, q2 ∈ H, entonces:
q1 · q2 = Re(q1)Re(q2)− 〈Im(q1), Im(q2)〉+Re(q1)Im(q2) +Re(q2)Im(q1) + Im(q1)× Im(q2)
De donde se deduce que:
Re(q1 · q2) = Re(q1)Re(q2)− 〈Im(q1), Im(q2)〉
Im(q1 · q2) = Re(q1)Im(q2) +Re(q2)Im(q1) + Im(q1)× Im(q2)
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Demostracio´n. Sean q1 = a1+b1i+c1j+d1k = a1+~v1 ∈ H y q2 = a2+b2i+c2j+d2k = a2+~v2 ∈ H,
entonces:
q1 · q2 = (a1 + b1i + c1j + d1k)(a2 + b2i + c2j + d2k) =
= a1a2 + a1b2i + a1c2j + a1d2k + b1a2i + b1b2i
2 + b1c2ij + b1d2ik+
+ c1a2j + c1b2ij + c1c2j
2 + c1d2jk + d1a2k + d1b2ki + d1c2kj + d1d2k
2 =
= a1a2 − b1b2 − d1d2 − c1c2 + (a1b2 + b1a2)i + (a1c2 + c1a2)j+
+ (a1d2 + d1a2)k + b1c2k− b1d2j− c1b2k + c1d2i + d1b2j− d1c2i =
= a1a2 − 〈~v1, ~v2〉+ a1(b2i + c2j + d2k) + a2(b1i + a1j + d1k)+
+ (c1d2 − d1c2)i + (d1b2 − b1d2)j + (b1c2 − c1b2)k =
= a1a2 − 〈~v1, ~v2〉+ a1~v2 + a2~v1 +
∣∣∣∣∣∣
i j k
b1 c1 d1
b2 c2 d2
∣∣∣∣∣∣ =
= a1a2 − 〈~v1, ~v2〉+ a1~v2 + a2~v1 + ~v1 × ~v2
Donde las partes real e imaginaria del producto son las enunciadas en la proposicio´n. 
Nota 4.1.5. Teniendo en cuenta la expresio´n anterior para el producto de cuaterniones:
i. Dados q ∈ H y a ∈ R ⊂ H, entonces a · q = q · a, ya que Im(a) = ~0. Adema´s, si q1, q2 ∈ H,
entonces q1aq2 = aq1q2.
ii. Dados q1, q2 ∈ Im(H), es decir, q1 = ~v1 y q2 = ~v2 , entonces
q1 · q2 = −〈~v1, ~v2〉+ ~v1 × ~v2
y, por tanto, si q = ~v ∈ Im(H), entonces:
q · q = ~v · ~v = −〈~v,~v〉 = −‖~v‖2 ∈ R
A continuacio´n se utilizan los resultados derivados del producto cuaternio´nico definido para
estudiar algunas de sus propiedades.
Corolario 4.1.1. Sean q1 = ~v1 ∈ Im(H) y q2 = ~v2 ∈ Im(H) con ~v1 ortogonal a ~v2, entonces
q1q2 = −q2q1. Dado este contraejemplo, se tiene que en general el producto de cuaterniones no
es conmutativo.
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Demostracio´n. Por una parte:
q1 · q2 = Re(q1)Re(q2)− 〈~v1, ~v2〉+Re(q1)~v2 +Re(q2)~v1 + ~v1 × ~v2 = ~v1 × ~v2
y por otra:
q2 · q1 = Re(q2)Re(q1)− 〈~v2, ~v1〉+Re(q2)~v1 +Re(q1)~v2 + ~v2 × ~v1 = ~v2 × ~v1
Como ~v1 × ~v2 = −~v2 × ~v1, entonces se tiene que q1q2 = −q2q1. 
Nota 4.1.6. Sean ~v1, ~v2, ~v3 ∈ R3, se tiene la identidad
~v1 × (~v2 × ~v3) = 〈~v1, ~v3〉~v2 − 〈~v1, ~v2〉~v3
cuya demostracio´n se puede encontrar en [1].
Corolario 4.1.2. El producto de cuaterniones es asociativo, es decir:
(q1q2)q3 = q1(q2q3) ∀q1, q2, q3 ∈ H
Demostracio´n. Sean q1, q2, q3 ∈ H, con q1 = a1 + ~v1, q2 = a2 + ~v2 y q3 = a3 + ~v3, entonces
(q1q2)q3 = (a1a2 − 〈~v1, ~v2〉+ a1~v2 + a2~v1 + ~v1 × ~v2)q3 =
= (a1a2 − 〈~v1, ~v2〉)a3 − 〈a1~v2 + a2~v1 + ~v1 × ~v2, ~v3〉+ (a1a2 − 〈~v1, ~v2〉)~v3+
+ a3(a1~v2 + a2~v1 + ~v1 × ~v2) + (a1~v2 + a2~v1 + ~v1 × ~v2)× ~v3 =
= a1a2a3 − a3〈~v1, ~v2〉 − a1〈~v2, ~v3〉 − a2〈~v1, ~v3〉 − 〈~v1 × ~v2, ~v3〉+ a1a2~v3 − 〈~v1, ~v2〉~v3+
+ a3a1~v2 + a3a2~v1 + a3(~v1 × ~v2) + a1(~v2 × ~v3) + a2(~v1 × ~v3) + (~v1 × ~v2)× ~v3
y, utilizando la identidad de la Nota 4.1.6, se tiene que (~v1 × ~v2) × ~v3 = −~v3 × (~v1 × ~v2) =
〈−~v3, ~v2〉~v1 − 〈−~v3, ~v1〉~v2 y, por tanto:
(q1q2)q3 = a1a2a3 − a3〈~v1, ~v2〉 − a1〈~v2, ~v3〉 − a2〈~v1, ~v3〉 − 〈~v1 × ~v2, ~v3〉+ a1a2~v3 − 〈~v1, ~v2〉~v3+
+a3a1~v2 + a3a2~v1 + a3(~v1 × ~v2) + a1(~v2 × ~v3) + a2(~v1 × ~v3)− 〈~v3, ~v2〉~v1 + 〈~v3, ~v1〉~v2
Por otra parte:
q1(q2q3) = q1(a2a3 − 〈~v2, ~v3〉+ a2~v3 + a3~v2 + ~v2 × ~v3) =
= a1(a2a3 − 〈~v2, ~v3〉)− 〈~v1, a2~v3 + a3~v2 + ~v2 × ~v3〉+ a1(a2~v3 + a3~v2 + ~v2 × ~v3)+
+ (a2a3 − 〈~v2, ~v3〉)~v1 + ~v1 × (a2~v3 + a3~v2 + ~v2 × ~v3) =
= a1a2a3 − a1〈~v2, ~v3〉 − a2〈~v1, ~v3〉 − a3〈~v1, ~v2〉 − 〈~v1, ~v2 × ~v3〉+ a1a2~v3 + a1a3~v2+
+ a1(~v2 × ~v3) + a2a3~v1 − 〈~v2, ~v3〉~v1 + a2(~v1 × ~v3) + a3(~v1 × ~v2) + ~v1 × (~v2 × ~v3)
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y, utilizando de nuevo la identidad de la Nota 4.1.6, y teniendo adema´s en cuenta que, por la
Propiedad 3.4.4, 〈~v1, ~v2 × ~v3〉 = 〈~v1 × ~v2, ~v3〉:
q1(q2q3) = a1a2a3 − a1〈~v2, ~v3〉 − a2〈~v1, ~v3〉 − a3〈~v1, ~v2〉 − 〈~v1 × ~v2, ~v3〉+ a1a2~v3 + a1a3~v2+
+a1(~v2 × ~v3) + a2a3~v1 − 〈~v2, ~v3〉~v1 + a2(~v1 × ~v3) + a3(~v1 × ~v2) + 〈~v1, ~v3〉~v2 − 〈~v1, ~v2〉~v3
Si se presta atencio´n a ambos resultados, se observa que (q1q2)q3 = q1(q2q3). 
Tambie´n es posible definir la norma y los conceptos de cuaternio´n unitario y conjugado de
manera similar a como se definen en C.
Definicio´n 4.1.4. Dado un cuaternio´n q = a+ bi + cj + dk = a+ ~v ∈ H, se define:
i. El mo´dulo o norma de q como |q|2 = a2 + b2 + c2 + d2 = a2 + ‖~v‖2 ∈ R. Notar que si
q ∈ Im(H), entonces |q|2 = ‖~v‖2. Como q = ~v, denotamos ‖~v‖ = |~v|, o bien |q| = ‖q‖.
ii. Se dice que q es unitario cuando verifica que |q| = 1. Se denota al conjunto de los cuater-
niones unitarios como U = {q ∈ H : |q| = 1} ⊂ H.
iii. El conjugado de q como q¯ = Re(q)− Im(q) = a− bi− ci− di = a− ~v.
Nota 4.1.7. Dada la definicio´n del conjugado de un cuaternio´n q ∈ H. Se tiene que Im(q) =
~0 sii Im(q) = −Im(q) sii q = q¯, y Re(q) = 0 sii q = −q¯. De esta forma, puede definirse el
conjunto de cuaterniones imaginarios como Im(H) = {q ∈ H : q = −q¯}
Por u´ltimo, se muestran algunas propiedades de la norma y el conjugado de un cuaternio´n.
Propiedad 4.1.1. Sean q, q1, q2 ∈ H. Entonces:
i. qq¯ = |q|2.
ii. q1q2 = q2 · q1.
iii. |q1q2| = |q1| · |q2|.
Demostracio´n. En primer lugar, veamos la demostracio´n de (i). Sea q = a + ~v ∈ H, entonces
q¯ = a− ~v, luego qq¯ = a2 − 〈~v,−~v〉+ a(−~v) + a~v + ~v × (−~v) = a2 + 〈~v,~v〉 = |q|2.
En cuanto a (ii), sean q1, q2 ∈ H con q1 = a1 + ~v1 y q2 = a2 + ~v2, entonces:
q1q2 = a1a2 − 〈~v1, ~v2〉 − a1~v2 − a2 ~v1 − ~v1 × ~v2
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Por otra parte:
q2 · q1 = a2a1 − 〈−~v2,−~v1〉+ a2(−~v1) + a1(−~v2) + (−~v2)× (−~v1) =
= a1a2 − 〈~v1, ~v2〉 − a1~v2 − a2~v1 − (~v1 × ~v2)
Por u´ltimo, veamos (iii). Aplicando (i), se puede afirmar que |q1q2|2 = q1q2q1q2. Adema´s,
aplicando (ii) se tiene que q1q2q1q2 = q1q2q2 · q1.
Aplicando (i) de nuevo, finalmente se tiene que |q1q2|2 = q1q2q1q2 = q1q2q2 · q1 = q1|q2|2q1 =
|q1|2|q2|2. 
Nota 4.1.8. Del punto (i) de la Propiedad anterior, se tiene que q−1 = 1|q|2 q¯ con q 6= 0.
Teniendo en cuenta esto, la operacio´n suma heredada de R4 y las propiedades vistas del producto
cuaternio´nico, se tiene que H es un anillo de divisio´n o cuerpo no conmutativo.
4.2. Cuaterniones y rotaciones
En esta seccio´n se muestra la relacio´n que hay entre los cuaterniones, concretamente los
unitarios, y las rotaciones en R3.
Proposicio´n 4.2.1. El conjunto de cuaterniones unitarios U es un grupo con el producto
cuaternio´nico.
Demostracio´n. Por un lado, en el Corolario 4.1.2 se ha demostrado que los cuaterniones verifican
la propiedad asociativa, aunque no la conmutativa, con el producto.
Por otro lado, en la Propiedad 4.1.1 se ha demostrado que, dados q1, q2 ∈ U , entonces
|q1q2| = |q1||q2| = 1, luego U es un conjunto cerrado bajo el producto. Adema´s, dado q ∈ U , se
tiene que q−1 = q¯ ∈ U y, por tanto, todo elemento q ∈ U posee un inverso q−1 = q¯ ∈ U . 
Nota 4.2.1. El conjunto de los cuaterniones unitarios puede denotarse tambie´n como:
U = {(a, b, c, d) ∈ R4 : a2 + b2 + c2 + d2 = 1}
Esto facilita su interpretacio´n, puesto que coincide con la hiperesfera S3(1) formada por los
vectores unitarios de R4. Por tanto, se tiene la identificacio´n U ≡ S3(1).
Proposicio´n 4.2.2. Sea q ∈ U . Dado w ∈ Im(H), entonces qwq¯ es un cuaternio´n imaginario
con la misma norma que w.
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Demostracio´n. Como w ∈ Im(H), entonces w¯ = −w, y w2 = w · w = −ww¯ = −|w|2.
Sea p = qwq¯. Se tiene que p¯ = qw · q¯ = q¯ · qw = qw¯q¯ = q(−w)q¯ = −p, por lo que p = qwq¯
tambie´n es un cuaternio´n imaginario.
Por otro lado, |p|2 = pp¯ = (qwq¯)(−qwq¯) = q(−w2)q¯ = q|w|2q¯ = |w|2qq¯ = |w|2, y de esta
forma |qwq¯| = ‖qwq¯‖ = |w| = ‖w‖. 
La proposicio´n anterior motiva la definicio´n que sigue.
Definicio´n 4.2.1. Dado q = a+ ~v ∈ U , se define la aplicacio´n
R[q] : Im(H)→ Im(H)
como:
R[q](w) = qwq¯ = (a+ ~v)w(a− ~v) = a2w + a(~vw − w~v)− ~vw~v ∈ Im(H)
Proposicio´n 4.2.3.
i. R[q] esta´ bien definida, es decir, R[q](w) ∈ Im(H) ∀w ∈ Im(H) por la Proposicio´n 4.2.2.
ii. R[q] es lineal, ya que R[q](w1 + w2) = q(w1 + w2)q¯ = qw1q¯ + qw2q¯ = R[q](w1) +R[q](w2),
y R[q](λv) = q(λv)q¯ = λ(qvq¯) = λR[q](v).
iii. Notar que, dada la identificacio´n de Im(H) con R3, se puede interpretar R[q] : R3 → R3.
iv. R[q] : R3 → R3 es isometr´ıa lineal, ya que dado w = ~w ∈ Im(H), se ha visto en 4.2.2 que
|w|2 = |qwq¯|2, de donde se tiene que ‖~w‖2 = |w|2 = |qwq¯|2 = |R[q](w)|2 = ‖R[q](~w)‖2 por
ser w y R[q](w) cuaterniones imaginarios y, por tanto, ‖~w‖ = ‖R[q](~w)‖.
A continuacio´n se relacionan los cuaterniones con las rotaciones, viendo en primer lugar que
dado un cuatern´ıon unitario q, se tiene una rotacio´n que viene dada por R[q].
Teorema 4.2.1. Sea q ∈ U . Entonces R[q] representa una rotacio´n en sentido antihorario
de a´ngulo θ = 2arccos(Re(q)) comprendido en [0, 2pi], siendo la rotacio´n identidad cuando
Im(q) = 0 (i.e. θ ∈ {0, 2pi}), y con el eje de rotacio´n apuntando en la direccio´n de Im(q) en el
resto de casos.
Demostracio´n. Sea q = a+ ~v ∈ U , entonces existe un u´nico a´ngulo θ ∈ [0, 2pi] tal que Re(q) =
a = cos( θ2) y |Im(q)| = |v| = sin( θ2) ≥ 0. Durante esta demostracio´n se utilizara´ la notacio´n v
y ~v para representar a Im(q), segu´n sea ma´s apropiado verlo como cuaternio´n o como elemento
de R3. Veamos la afirmacio´n anterior con detalle.
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Como |q| = 1, se tiene que |q|2 = a2 + |v|2 = 1. Entonces, por la Nota 3.5.1 y teniendo en
cuenta que |v| ≥ 0, existe un u´nico α ∈ [0, pi] tal que a = cos(α) y |v| = sin(α). Sea θ = 2α, se
tiene que θ ∈ [0, 2pi] y:
cos(α) = cos
(
θ
2
)
= a
θ
2
= arccos(a)
θ = 2arccos(a) = 2arccos(Re(q))
Si v = 0, entonces es evidente que q = ±1 y, por tanto, θ = 0 o´ θ = 2pi. En este caso,
sea ~w ∈ R3, es trivial comprobar que R[1](~w) = R[−1](~w) = ~w, lo que representa la rotacio´n
identidad.
Cuado v 6= 0, entonces se tiene que:
R[q](v) = a2v + a(vv − vv)− vvv = a2v + vv¯v = a2v + |v|2v = (a2 + |v|2)v = v
Sea w1 ∈ U
⋂
Im(H) ortogonal a v, vistos como vectores de R3. Teniendo en cuenta el
Corolario 4.1.1, se tiene que vw1 = −w1v. Si se definen w3 = 1|v|v y w2 = w3w1 = ~w3 × ~w1
entonces, teniendo en cuenta la Proposicio´n 3.4.3 y que w2 es unitario por ser el producto
de cuaterniones unitarios, {w1, w2, w3} es una base ortonormal de R3 positivamente orientada,
donde tambie´n se tiene que vw2 = −w2v. Adema´s:
R[q](w3) = R[q]
(
1
|v|v
)
=
1
|v|R[q](v) =
1
|v|v = w3
R[q](w1) = w1cos
2
(
θ
2
)
+ (vw1 − w1v)cos
(
θ
2
)
− vw1v =
= w1cos
2
(
θ
2
)
+ (vw1 + vw1)cos
(
θ
2
)
+ vvw1 =
= w1cos
2
(
θ
2
)
+ 2vw1cos
(
θ
2
)
− |v|2w1 =
= w1cos
2
(
θ
2
)
+ 2|v|w3w1cos
(
θ
2
)
− w1sin2
(
θ
2
)
=
= w1cos
2
(
θ
2
)
+ 2|v|w2cos
(
θ
2
)
− w1sin2
(
θ
2
)
= w1cos
2
(
θ
2
)
+ w22sin
(
θ
2
)
cos
(
θ
2
)
− w1sin2
(
θ
2
)
=
= w1cos(θ) + w2sin(θ)
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R[q](w2) = w2cos
2
(
θ
2
)
+ 2vw2cos
(
θ
2
)
− vw2v =
= w2cos
2
(
θ
2
)
+ 2vw3w1cos
(
θ
2
)
+ w2vv =
= w2cos
2
(
θ
2
)
+ 2v
1
|v|vw1cos
(
θ
2
)
− w2|v|2 =
= w2cos
2
(
θ
2
)
− 2 |v|
2
|v| w1cos
(
θ
2
)
− w2sin2
(
θ
2
)
=
= w2cos
2
(
θ
2
)
− 2|v|w1cos
(
θ
2
)
− w2sin2
(
θ
2
)
=
= w2cos
2
(
θ
2
)
− 2w1sin
(
θ
2
)
cos
(
θ
2
)
− w2sin2
(
θ
2
)
=
= −w1sin(θ) + w2cos(θ)
Por tanto, la matriz asociada a la aplicacio´n lineal R[q] respecto a la base ortogonal positi-
vamente orientada {w1, w2, w3} es
[R[q]]{w1,w2,w3} =
 cos θ − sin θ 0sin θ cos θ 0
0 0 1

que pertenece al grupo ortogonal SO(3). Aplicando el Teorema 3.4.1 (ii), se tiene que R[q] ∈
SO(R3) y, como se ha visto en el Teorema 3.5.2, esta matriz corresponde a un giro de a´ngulo θ
alrededor del eje determinado por w3 en sentido antihorario. 
Definicio´n 4.2.2. Sea β0 la base cano´nica de R3. Se define la aplicacio´n
F : U ≡ S3(1)→ SO(3)
como F (q) := [R[q]]β0 ∈ SO(3) ∼= SO(R3).
Nota 4.2.2. La topolog´ıa de SO(3). En 3.4 se ha visto que el isomorfismo SO(3) ∼= SO(R3)
se da al fijar una base ortonormal de R3 como, en este caso, la base cano´nica. Considera-
mos sobre SO(3) la topolog´ıa inducida como subespacio topolo´gico de (M3, TdM3 ), es decir,
(SO(3), TdM3 SO(3)).
Proposicio´n 4.2.4. Sea q = a+ bi + cj +dk = a+~v ∈ U . La matriz de R[q] respecto de la base
cano´nica es:
F (q) = [R[q]]β0 =
 1− 2c2 − 2d2 2bc− 2ad 2bd+ 2ac2bc+ 2ad 1− 2b2 − 2d2 2cd− 2ab
2bd− 2ac 2cd+ 2ab 1− 2b2 − 2c2

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Demostracio´n. Sea β0 = {~e1, ~e2, ~e3} la base cano´nica de R3. Veamos como actu´a R[q] sobre los
elementos de esta base.
Como q = a + ~v, con ~v = (b, c, d), y e1 = 0 + ~e1, con ~e1 = (1, 0, 0) ∈ R3, utilizando la
Proposicio´n 4.1.1 se tiene que
qe1 = −〈~v,~e1〉+ a~e1 +
∣∣∣∣∣∣
i j k
b c d
1 0 0
∣∣∣∣∣∣ = −b+ (a, 0, 0) + (0, d,−c) = −b+ (a, d,−c)
y, por tanto, utilizando de nuevo la Proposicio´n 4.1.1 y siendo q¯ = a− ~v, se tiene que R[q](~e1)
es:
R[q](~e1) = qe1q¯ = −ba− 〈(a, d,−c),−~v〉 − b(−~v) + a(a, d,−c) +
∣∣∣∣∣∣
i j k
a d −c
−b −c −d
∣∣∣∣∣∣
= −ba+ ab+ dc− cd+ (b2, bc, bd) + (a2, ad,−ac) + (−d2 − c2, bc+ ad, bd− ac)
= (a2 + b2 − c2 − d2, 2bc+ 2ad, 2bd− 2ac)
Adema´s, como q ∈ U , se cumple que a2 + b2 + c2 + d2 = 1. Por tanto
a2 + b2 − c2 − d2 = a2 + b2 + c2 + d2 − 2c2 − 2d2 = 1− 2c2 − 2d2
y, finalmente R[q](~e1) = (1− 2c2 − 2d2, 2bc+ 2ad, 2bd− 2ac).
Realizando ca´lculos similares se obtiene que
R[q](~e2) = (2bc− 2ad, 1− 2b2 − 2d2, 2cd+ 2ab)
y
R[q](~e3) = (2bd+ 2ac, 2cd− 2ab, 1− 2b2 − 2c2)

Teorema 4.2.2. Sea la aplicacio´n F definida en 4.2.2. Entonces:
i. F esta´ bien definida, i.e. [R[q]]β0 ∈ SO(3)∀q ∈ U ≡ S3(1).
ii. F es sobreyectiva.
iii. F es homomorfismo de grupos entre (U ≡ S3(1), · ) y (SO(3), · ).
iv. Ker(F ) = {−1, 1}. Por tanto, sean q1, q2 ∈ U , F (q1) = F (q2) sii q1 = ±q2.
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v. F es continua como aplicacio´n entre (S3(1), Tde S3(1)) y (SO(3), TdM3 SO(3)).
Demostracio´n.
i. Sea q ∈ U ≡ S3(1). En el Teorema 4.2.1 se ha visto que R[q] ∈ SO(R3) y, por el Teorema
3.4.1 (ii), entonces F (q) = [R[q]]β0 ∈ SO(3).
ii. Sea A ∈ SO(3). Sea R¯ la aplicacio´n
R¯ : R3 → R3
~w → (A~wTβ0)T
se tiene que [R¯]β0 = A y, por el Teorema 3.4.1 (ii), R¯ ∈ SO(R3).
Como se ha visto en el Teorema 3.5.2, existe una base ortonormal de R3 orientada positi-
vamente, β = {~w1, ~w2, ~w3}, respecto de la cual la matriz de R¯ es
[R¯]β =
 cos θ − sin θ 0sin θ cos θ 0
0 0 1

para un u´nico θ ∈ [0, 2pi).
Sea ahora q := cos( θ2) + sin(
θ
2)~w3. Por el Teorema 4.2.1, R[q] es una rotacio´n en sentido
antihorario de a´ngulo 2arccos(cos( θ2)) = θ y eje de rotacio´n apuntando en la direccio´n de
Im(q), que es la de ~w3. Durante la demostracio´n de ese teorema, se ha construido una base
ortonormal orientada positivamente β′ = {~v1, ~v2, ~v3} respecto de la cual la matriz de R[q]
es
[R[q]]β′ =
 cos θ − sin θ 0sin θ cos θ 0
0 0 1

donde ~v3 =
Im(q)
|Im(q)| = ~w3, ~v1 es un vector unitario cualquiera de 〈~w3〉⊥ y ~v2 = ~w3 × ~v1.
Si elegimos ~v1 := ~w1, entonces ~v2 = ~w3 × ~w1 = ~w2, ya que ~w2 es el u´nico vector unitario
ortogonal a ~w1 y ~w3 para el cual la base β tiene orientacio´n positiva. De esta manera se
tiene que β = β′, con lo cual [R¯]β = [R[q]]β y, por tanto, F (q) = [R[q]]β0 = [R¯]β0 = A.
El resultado anterior tambie´n pod´ıa ser justificado por la Nota 3.5.5 sin necesidad de tener
~v1 = ~w1 y ~v2 = ~w2, ya que 〈~v1, ~v2〉 = 〈~w1, ~w2〉 = 〈~w3〉⊥.
iii. Sean q1, q2 ∈ U ≡ S3(1), y sea β0 = {~e1, ~e2, ~e3} la base cano´nica de R3. Entonces
R[q1 · q2](~ei) = q1q2~eiq1q2 = q1q2~eiq¯2q¯1 = q1(R[q2](~ei))q¯1 =
= R[q1](R[q2](~ei)) = (R[q1] ◦R[q2])(~ei) ∀i ∈ {1, 2, 3}
y, por tanto, F (q1 · q2) = [R[q1 · q2]]β0 = [R[q1]]β0 · [R[q2]]β0 = F (q1) · F (q2).
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iv. Sea q ∈ Ker(F ) = {q ∈ U ≡ S3(1) : F (q) = I3}, entonces F (q) = [R[q]]β0 = I3 y,
por tanto, R[q] = IdR3 . Por el Teorema 4.2.1, al ser R[q] la rotacio´n identidad, entonces
Im(q) = 0, por lo que q = ±1, es decir, Ker(F ) = {−1, 1}.
Como consecuencia, sean q1, q2 ∈ U ≡ S3(1) y teniendo en cuenta el punto (iii), F (q2)F (q−12 ) =
F (q2q
−1
2 ) = F (1) = I3, y por ello F (q
−1
2 ) = F (q2)
−1. Con todo esto se tiene lo siguiente:
F (q1) = F (q2) sii F (q1)F (q2)
−1 = I3
sii F (q1)F (q
−1
2 ) = I3
sii F (q1q
−1
2 ) = I3
sii q1q
−1
2 = ±1
sii q1 = ±q2
v. Consideramos la aplicacio´n
f : (R4, T R4de )→ (R9, T R
9
de )
(a, b, c, d)→ (1− 2c2 − 2d2, 2bc− 2ad, 2bd+ 2ac, 2bc+ 2ad,
1−2b2 − 2d2, 2cd− 2ab, 2bd− 2ac, 2cd+ 2ab, 1− 2b2 − 2c2)
Teniendo en cuenta el homeomorfismo id : (R9,
∏9
i=1 T Rde)→ (R9, T R
9
de
) visto en el Teorema
A.1.1, la composicio´n (pik◦id−1◦f) : (R4, T R4de )→ (R, T Rde) da lugar a una funcio´n polino´mica
en 4 variables ∀k = 1, ..., 9.
Como pik ◦ (id−1 ◦ f) es continua ∀k = 1, ..., 9 por tratarse de funciones polino´micas, en-
tonces, por la Proposicio´n A.1.2, se tiene que id−1 ◦ f es continua. Adema´s, como id es un
homeomorfismo, por la Proposicio´n 2.1.4 esto implica que f es continua.
Por otra parte, con la Proposicio´n 2.1.3 se tiene que la restriccio´n de f a S3(1) ⊂ R4
tambie´n es continua. La inversa del homeomorfismo hM3 : (M3, TdM3 )→ (R9, T R
9
de
) visto en
el Ejemplo 2.2.1 (ii) es una aplicacio´n continua y, por tanto, la composicio´n de aplicaciones
continuas h−1 ◦ f S3(1) tambie´n es coninua. Esta aplicacio´n es
(h−1 ◦ f S3(1)) : (S3(1), T R
4
de S3(1))→ (M3, TdM3 )
(a, b, c, d)→
 1− 2c2 − 2d2 2bc− 2ad 2bd+ 2ac2bc+ 2ad 1− 2b2 − 2d2 2cd− 2ab
2bd− 2ac 2cd+ 2ab 1− 2b2 − 2c2

y, por tanto, dado q = (a, b, c, d) ∈ U ≡ S3(1), en el punto (i) se ha visto que
(h−1 ◦ f S3(1))(q) = [R[q]]β0 ∈ SO(3)
con lo cual la imagen de h−1 ◦ f S3(1) sobre S3(1) es SO(3). Con esto se tiene que F es
continua, ya que F = h−1 ◦ f S3(1).
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Por u´ltimo, el siguiente teorema ofrece el resultado final de este trabajo, donde se aplican
los principales resultados topolo´gicos del Cap´ıtulo 2 para ver que F es una identificacio´n, y
su paso al cociente F¯ es un homeomorfismo. La dificultad a priori de conocer la topolog´ıa de
las rotaciones, si no se hubiese presentado el material previo, es que se trata de un espacio de
aplicaciones.
Teorema 4.2.3. La topolog´ıa de las rotaciones es la del espacio proyectivo real RP 3, es decir,
(SO(3), TdM3 SO(3)) ∼= (RP 3, TRA), siendo este u´ltimo espacio cociente de (S3(1), Tde S3(1)),
con RA la relacio´n de equivalencia en S
3(1) que identifica los pares de puntos antipodales.
Demostracio´n. En la Proposicio´n 2.5.4 se ha visto que (S3(1), Tde S3(1)) es compacto de Haus-
dorff, y que (SO(3), TdM3 SO(3)), como subespacio de (M3, TdM3 ), tambie´n es de Hausdorff.
Con el Teorema 4.2.2, se tiene que F : (U ≡ S3(1), Tde S3(1))→ (SO(3), TdM3 SO(3)) es una
sobreyeccio´n continua entre un T2 compacto y un T2. Por el Corolario 2.5.1, F es identificacio´n.
Como F es sobreyectiva e identificacio´n, en el Teorema 2.4.1 (ii) se ha visto que entonces la
aplicacio´n
F¯ : (S3(1)/RF , TRF )→ (SO(3), TdM3 SO(3))
[q]→ F (q)
es homeomorfismo. Pero, en este caso, sean q1, q2 ∈ U ≡ S3(1), por el Teorema 4.2.2 (iv) se tiene
que F (q1) = F (q2) sii q1 = ±q2, y esta relacio´n de equivalencia coincide con la que identifica
los pares de puntos antipodales en S3(1).
Por tanto, atendiendo al Ejemplo 2.4.1, el espacio proyectivo RP 3 se ha definido como
S3(1)/RA, siendo RA la relacio´n de equivalencia mencionada, con lo cual se tiene que la apli-
cacio´n F¯ : (RP 3, TRA) → (SO(3), TdM3 SO(3)) es un homeomorfismo entre espacios topolo´gi-
cos. 
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Cap´ıtulo 5
Conclusiones personales
Siendo este el primer trabajo de matema´ticas considerablemente extenso que realizo, en un
principio intentaba abarcar todos sus aspectos en profundidad. Sin embargo, llega un punto
en el que hay que dar conocimientos por supuesto y no tratar de ofrecer los fundamentos de
cualquier tema. En este caso, me he explayado mucho para crear un marco de topolog´ıa y
geometr´ıa eucl´ıdea, pero he dado por supuesto conocimientos de a´lgebra lineal, teor´ıa de grupos
y de conjuntos al ver que era inviable no hacerlo si quer´ıa terminar el trabajo y, realmente,
tampoco era necesario. La pro´xima vez no tendre´ tanta preocupacio´n en no dar conocimientos
por supuesto, sabiendo que as´ı podre´ avanzar ma´s en el quid de la cuestio´n.
Por otra parte, en este trabajo tambie´n he disfrutado viendo la cohesio´n de distintas ramas de
las matema´ticas en conjunto para lograr un propo´sito, y he aprendido mucho de las correcciones,
puesto que la informacio´n que viene acompan˜ada del reconocimiento de un error puede ser muy
valiosa si eres una persona con poca experiencia en la materia y que cree que la inteligencia es,
en cierto grado, maleable [18].
El resultado de este trabajo no es ninguna novedad, es una manera que pretende ser ma´s
sencilla de obtener un resultado ya conocido. Es lo´gico que, cuando se ensen˜a matema´ticas,
se presenten las cosas de la manera ma´s sencilla y eficiente que se conoce en ese momento.
Por ejemplo, en la asignatura de a´lgebra aplicada, cuando ve´ıamos que todo ideal polinomial
en n variables estaba finitamente generado, el profesor menciono´ que la primera demostracio´n
era mucho ma´s complicada que la que esta´bamos viendo, una vez dispon´ıamos de los conoci-
mientos que Hilbert no tuvo en su momento. Comentarios similares se han escuchado en varias
asignaturas al ver distintas demostraciones del Teorema Fundamental del A´lgebra.
Esto permite, por una parte, hacer ma´s manejable el conocimiento, dotarlo de elegancia
y hacer ma´s eficiente su ensen˜anza. Su otra cara es, en mi opinio´n, que indirectamente se da
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una apariencia natural a algo perfeccionado con el paso del tiempo y, en un primer contacto,
puede transmitir una idea equivocada de co´mo es la investigacio´n matema´tica. En un principio,
los conocimientos recientes no siempre surgen de manera fluida y elegante y, a medida que se
perfeccionan, puede que se alejen de un estado en el que eran ma´s intuitivos.
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Parte II
Estancia en pra´cticas
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Cap´ıtulo 6
Introduccio´n
La estancia en pra´cticas expuesta en esta segunda parte del documento esta´ vinculada a un
proyecto realizado en el Grado en Ingenier´ıa Informa´tica, itinerario de Ingenier´ıa del Software,
y resume el contenido de dicho trabajo [14]. Por ello, trata sobre el desarrollo de un producto
software utilizando metodolog´ıas y pra´cticas habituales en esta disciplina.
Este proyecto trata sobre el desarrollo de una nueva aplicacio´n mo´vil para Nomepierdoniu-
na, una webzine que ofrece informacio´n pra´ctica sobre la escena de mu´sica y especta´culos en
Castello´n y comarca. Ha sido llevado a cabo en la empresa Cuatroochenta, y en esta seccio´n se
describen tanto dicha empresa como la webzine que ha solicitado el proyecto.
6.1. Cuatroochenta S.L.
Cuatroochenta es una empresa especializada en el desarrollo integral de aplicaciones para
smartphones y tablets y programacio´n avanzada a medida para mejorar procesos de traba-
jo [10]. En esta empresa cooperan profesionales en los campos de la programacio´n, desarrollo,
disen˜o gra´fico, marketing y comunicacio´n, con tal de llevar a cabo productos competentes en su
concepto, disen˜o, implementacio´n y explotacio´n posterior.
La filosof´ıa que sigue la empresa promueve que cada proyecto sea creado con una metodolog´ıa
de colaboracio´n real y una alt´ısima implicacio´n por parte de los miembros del equipo. De forma
simplificada, el desarrollo integral que proponen conlleva:
Creacio´n de concepto o idea de aplicacio´n: estudio de los objetivos del cliente, carac-
ter´ısticas del usuario y asesoramiento sobre la funcionalidad y estructura de la aplicacio´n
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en base a su modelo de negocio u objetivos y a la usabilidad de la aplicacio´n. Ayuda en
la definicio´n de ideas para desarrollar aplicaciones viables y eficaces.
Disen˜o de interfaz y experiencia de usuario app: obtencio´n del ma´ximo rendimiento
que ofrecen las diferentes plataformas para desarrollar interfaces amigables que ofrezcan
una o´ptima experiencia de usuario.
Implementacio´n y desarrollo de las aplicaciones mo´viles y parte servidora:
transformacio´n de la idea en realidad, testeando y asegurando un funcionamiento o´ptimo
antes de su lanzamiento.
Lanzamiento, promocio´n y explotacio´n de la aplicacio´n: lanzamiento de la apli-
cacio´n y promocio´n a trave´s de los medios ma´s adecuados segu´n la estrategia y objetivos
del cliente y las posibilidades de las diferentes plataformas (e.g. App Store, Google Play,
Windows Market Place).
Recientemente, la empresa ha decidido comenzar un proceso de pivotaje del desarrollo nativo
de aplicaciones mo´viles (i.e. un desarrollo espec´ıfico para cada plataforma), hacia el desarrollo
h´ıbrido (i.e. un desarrollo comu´n para varias plataformas) utilizando React Native, un framework
que tiene este propo´sito. Para ello, ha creado un nuevo departamento dedicado a esta tecnolog´ıa
y ha trasladado a algunos miembros de departamentos de desarrollo nativo iOS y Android a
este nuevo. Con esto se pretende poder desarrollar aplicaciones mo´viles para ambos sistemas
operativos de manera u´nica.
La implantacio´n de esta forma de desarrollo esta´ llevando tiempo y esfuerzo, dado que
requiere formacio´n y adema´s se trata de una tecnolog´ıa relativamente reciente que au´n esta´ en
constante evolucio´n. Sin embargo, la empresa ya ha obtenido buenos resultados tras publicar
algunas aplicaciones desarrolladas con React Native que esta´n funcionando en el mercado.
6.2. Nomepierdoniuna
Nomepierdoniuna es una webzine independiente que ofrece informacio´n de lo que ocurre
en Castello´n y La Plana a nivel musical y cultural [11]. Es un sitio de referencia y punto de
encuentro reconocido por pu´blico, artistas, programadores e instituciones.
La plataforma principal en la que Nomepierdoniuna publica su contenido, es una aplicacio´n
web creada con Wordpress. En esta hay diversas secciones, de entre las cuales cabe destacar la
seccio´n de noticias, una agenda de eventos culturales y un mapa con puntos de intere´s (e.g. salas
de conciertos, museos o auditorios). Tambie´n dedica parte de sus publicaciones a la promocio´n
de canciones y v´ıdeos musicales de bandas locales. Actualmente existe una aplicacio´n mo´vil
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nativa para iOS cuyo propo´sito es facilitar el acceso desde dispositivos mo´viles a algunas de
estas secciones, pero esta ha quedado obsoleta con el paso de los an˜os.
En cuanto a su audiencia y difusio´n, segu´n Google Analytics posee cerca de 20.000 usuarios.
Su web tiene un tra´fico de 40.000 visitas al mes. Tambie´n publican contenido en YouTube, en
el que acumulan 400.000 visitas y 280 subscriptores, y en las redes sociales, siendo en Facebook
con 10.000 seguidores do´nde ma´s presencia tienen.
El perfil gene´rico de usuario de Nomepierdoniuna, es el de residente en la provincia de
Castello´n, de entre 25 y 34 an˜os, interesado en los eventos musicales y culturales que se producen
en su entorno.
Nomepierdoniuna tiene una estrecha relacio´n con la empresa Cuatroochenta, puesto que es
dirigida por algunos miembros del departamento de marketing y comunicacio´n de esta.
6.3. Estructura de la memoria
En este cap´ıtulo se ha introducido el proyecto y el contexto en el que se ha dado. A con-
tinuacio´n, en el Cap´ıtulo 7 se detalla el proyecto a partir de la definicio´n de objetivos, y se
muestra co´mo se va a realizar a partir de las tecnolog´ıas y la metodolog´ıas elegidas.
En el Cap´ıtulo 8 se procede a definir y acordar detalladamente el producto mediante la
elicitacio´n de requisitos, y se ofrece de manera resumida el disen˜o general del sistema. Esta
informacio´n queda planificada en el Cap´ıtulo 9 conforme a la metodolog´ıa utilizada, donde
tambie´n se ofrece una estimacio´n de los recursos y costes del proyecto.
Por u´ltimo, en el Cap´ıtulo 10 se indica el grado de consecucio´n de objetivos segu´n el estado
final del proyecto, y se muestran las conclusiones personales obtenidas tras la estancia.
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Cap´ıtulo 7
Descripcio´n del proyecto
Este cap´ıtulo ofrece una descripcio´n del proyecto a trave´s de la enumeracio´n, justificacio´n
y delimitacio´n de objetivos que se pretenden lograr. Tambie´n se introducen y justifican las
tecnolog´ıas y la metodolog´ıa utilizadas para tal propo´sito.
7.1. Objetivos del proyecto
El principal objetivo de este proyecto es proporcionar un acceso ma´s co´modo a la informacio´n
publicada en Nomepierdoniuna desde dispositivos mo´viles. Para lograrlo, se ha desarrollado una
aplicacio´n mo´vil con este propo´sito que reemplaza a la antigua versio´n, junto con algunas mejoras
derivadas de la experiencia obtenida. Los datos utilizados para valorar esta experiencia fueron
obtenidos a trave´s de Google Analytics, constituyendo una fuente de informacio´n de uso directa.
Uno de los datos conocidos tras analizar el sistema anterior es que, au´n accediendo desde
el navegador web, hab´ıa ma´s usuarios accediendo mediante dispositivos mo´viles que desde es-
critorio. Es posible que se deba a que la versio´n mo´vil no estaba disponible para los usuarios
con sistema Android. Este hecho ha motivado que la nueva aplicacio´n se ofrezca para ambos
sistemas operativos, iOS y Android, ampliando el nu´mero de usuarios que podra´n acceder desde
el mo´vil de manera ma´s co´moda, en lugar de acceder a la versio´n web a trave´s de un navegador.
Otro de los datos obtenidos indica que la seccio´n de agenda es, con una gran diferencia, la
ma´s accedida del sistema. Por ello, se ha dado prioridad a las mejoras en esta seccio´n. Estas
mejoras consisten en poder filtrar la lista de eventos de la misma manera que se permite en la
web, y poder compartir de manera sencilla entradas de la agenda en forma de tarjeta a trave´s
de cualquier otra aplicacio´n de mensajer´ıa o red social.
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En resumen, el objetivo principal esta´ dividido en los siguientes subobjetivos:
Desarrollar una nueva aplicacio´n con la misma funcionalidad base que la antigua.
Mejorar el sistema anterior ampliando su funcionalidad. Se ofrecen nuevas secciones que
ya se ofrec´ıan en la web y se mejoran las ya presentes en la aplicacio´n.
De entre las nuevas funcionalidades, dar prioridad a las que mejoran la seccio´n ma´s utili-
zada, es decir, la agenda de eventos.
Conseguir que los usuarios que acceden desde dispositivos mo´viles lo hagan a trave´s de la
aplicacio´n, puesto que ahora se ofrece tambie´n para Android.
7.2. Tecnolog´ıas
En esta seccio´n se describen, sin entrar en detalle, las tecnolog´ıas principales que han sido
utilizadas en este proyecto y las que consituyen el entorno de desarrollo.
7.2.1. React Native y Node
La tecnolog´ıa principal con la que se ha desarrollado este producto es React Native [9].
Se trata de un framework de desarrollo de aplicaciones mo´viles multiplataforma, en el cual
la aplicacio´n exportada a cada plataforma utiliza elementos nativos de esta, permitiendo un
aspecto visual y rendimiento similar al de las aplicaciones nativas.
El lenguaje para desarrollar con este framework es JavaScript, y la interfaz de usuario se
declara de la misma manera que se hace en React [8], una librer´ıa utilizada en el desarrollo
de aplicaciones web cuya principal caracter´ıstica es la encapsulacio´n de los elementos de la
interfaz en bloques separados, llamados componentes. Esto, adema´s de facilitar la modularidad
y reutilizacio´n de co´digo, se debe a que React se basa en un disen˜o declarativo de la interfaz
de usuario. En este contexto se refiere a que cada componente especifica co´mo debe construirse
y co´mo tiene que comportarse ante eventos de su ciclo de vida (e.g. el momento previo a
construirse, el posterior, o el momento previo a desmontarse).
En este entorno tambie´n se suele utilizar JSX (JavaScript Syntax eXtension). Se trata de una
extensio´n sinta´ctica para JavaScript que permite definir co´mo se renderizan los componentes de
manera parecida a como se har´ıa en un lenguaje de marcado [3]. El co´digo siguiente corresponde
a uno de los componentes declarados en la aplicacio´n de este proyecto y muestra algunas de las
caracter´ısticas explicadas:
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1 import React, {Component} from 'react';
2 import {Router, Scene, Tabs} from 'react-native-router-flux';
3 // ... importacio´n de las escenas (i.e. pantallas de la applicacio´n)
4
5 export default class RouterNMPNU extends Component {
6
7 scenes = [
8 FiltersScene, PostDetailScene, PointAgendaScene, SuggestEventScene,
9 AboutScene, WeeklySongScene, TVScene
10 ];
11
12 scenesInTabs = [
13 AgendaScene, MapScene, NewsScene, FavouritesScene, PlayScene
14 ];
15
16 // Declaracio´n de comportamiento del ciclo de vida
17 componentWillMount() {
18 initNavigationHandler(scenesInTabs);
19 }
20
21 render() {
22 const {routerProps, tabViewProps} = this.props;
23
24 // Co´digo JSX para declarar la interfaz de usuario
25 return (
26 <Router {...routerProps}>
27 <Scene>
28 <Tabs {...tabViewProps}>
29 {this.renderTabsScenes()}
30 </Tabs>
31 {this.renderScenes()}
32 </Scene>
33 </Router>
34 );
35 }
36
37 renderScenes = () => this.scenes.map(scene => scene());
38
39 renderTabsScenes = () =>
40 this.scenesInTabs.map((scene, index) => scene({initial: !index}));
41
42 }
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El entorno de desarrollo de este framework esta´ construido sobre Node para realizar, entre
otras cosas, el montaje del proyecto y la gestio´n de dependencias con el gestor de paquetes
npm. Node es un entorno de ejecucio´n para JavaScript cuyo gestor de paquetes, npm, es el
ecosistema de librer´ıas de co´digo abierto ma´s grande del mundo [5]. React Native tambie´n
ofrece un servidor de desarrollo con compilacio´n incremental que permite probar la aplicacio´n
en poco tiempo despue´s de realizar cambios.
7.2.2. Entorno de desarrollo
Para poder utilizar el emulador de iPhone, el proyecto se ha desarrollado desde Mac OS.
Se ha utilizado WebStorm como IDE, un producto de JetBrains enfocado al desarrollo en el
ecosistema JavaScript actual, que esta´ dando cobertura a la mayor´ıa de frameworks populares
en este a´mbito [12].
En ocasiones ha habido que realizar modificaciones en los proyectos generados para Android
e iOS. Para cada uno de ellos se ha usado el correspondiente IDE por excelencia: Android Studio
para Android y Xcode para iOS. Tambie´n se ha utilizado el emulador de Android, y para poder
realizar pruebas de forma f´ısica, la empresa tiene a disposicio´n una gran variedad de dispositivos
de ambos sistemas, tanto mo´viles como tablets.
Para dar soporte a la administracio´n y seguimiento de tareas, se ha a utilizado la herramienta
JIRA [4]. Esta ofrece funcionalidad para proyectos llevados a cabo con Scrum y adema´s es la
herramienta utilizada por Cuatroochenta para el registro de horas de trabajo.
Como control de versiones se ha utilizado Git, teniendo el repositorio del proyecto alojado
en la cuenta de Bitbucket de Cuatroochenta. Las versiones se publican a trave´s de Visual Studio
App Center. Esta plataforma ofrece servicios de integracio´n continua, tras realizar la vinculacio´n
con un repositorio. Es compatible con Bitbucket y ampliamente configurable.
7.3. Metodolog´ıa
La metodolog´ıa que se ha utilizado en este proyecto es una versio´n simplificada de Scrum.
Simplificada porque, como se explica despue´s de detallar la metodolog´ıa, en este caso se han
omitido los aspectos relacionados con la coordinacio´n del equipo.
Esta metodolog´ıa consiste en un marco de desarrollo a´gil en el que las tareas por hacer,
definidas como historias de usuario en la denominada pila del producto, son agrupadas en
paquetes a realizar durante un per´ıodo de tiempo llamado sprint, dando lugar a versiones
80
incrementales del producto. Se puede ver un diagrama explicativo en la Figura 7.1.
Figura 7.1: Diagrama de Scrum [2].
El uso de historias de usuario es una te´cnica habitual en el ana´lisis de requisitos de proyectos
de software, debido a que se pueden establecer y validar de manera natural y comprensible junto
con el cliente.
Los roles principales que intervienen en Scrum son:
Propietario del producto. Ayuda a escribir las historias de usuario, establecer sus priori-
dades y validar el progreso del producto.
Scrum Master. Se encarga de facilitar el trabajo o eliminar obsta´culos que se le presenten
al equipo.
Equipo Scrum. Consiste en el equipo que lleva a cabo el producto.
Al ser una metodolog´ıa a´gil, responde bien ante cambios que se decidan hacer en pleno
desarrollo. La pila del producto esta´ abierta a modificaciones o ampliaciones y se promueve
una comunicacio´n continua con el cliente a trave´s del producto incremental para planificar el
sprint siguiente. En el caso de este proyecto, el producto incremental se ha ofrecido en forma
de versiones beta publicadas en la empresa de forma interna.
Uno de los beneficios de Scrum es la auto-organizacio´n del equipo a trave´s de reuniones
diarias, de inicio y de fin del sprint. Esta parte ha sido omitida en este proyecto, dado que el
equipo ha estado constituido tan solo de un miembro. No obstante se ha elegido esta metodolog´ıa
por la organizacio´n dina´mica de tareas en constante comunicacio´n con el cliente, al no tratarse
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de un proyecto grande ni fuera de lo comu´n, en el que hay aspectos funcionales abiertos a
cambios desde su inicio.
Para poder realizar la planificacio´n de tareas, esta metodolog´ıa se basa en la asignacio´n de
puntos de historia a las historias de usuario. Estos puntos son una medida relativa de su comple-
jidad, independientes del tiempo que puede llevar realizarlas. Por otra parte, son dependientes
del equipo de desarrollo, ya que al ser una medida relativa, no coincidira´ el valor, nume´rico o no,
que asignar´ıa un equipo a una historia de usuario, frente al que asignar´ıa otro. Como sistema
de puntuacio´n, se suele utilizar la serie de Fibonacci para evitar dar a pensar que este implica
una precisio´n matema´tica, cuando tan solo se trata de etiquetas, omitiendo los elementos 1 y 2
dada su cercan´ıa con el 3 [17].
En base al establecimiento de estos puntos, se estima cua´ntos de ellos es capaz de realizar
el equipo en un sprint. Se eligen historias de usuario que en puntos sumen aproximadamente
esta cantidad, y se reestima esta cantidad segu´n los resultados de los sprints. Lo recomendable
es realizar la reestimacio´n cada 3 sprints, pero en este caso, se ha decidido realizarla segu´n
necesidad, si no se han podido terminar todas las historias, o si se han terminado antes de lo
previsto. La justificacio´n de porque´ utilizar esta medida en lugar de horas, es porque se trata de
una estimacio´n de taman˜o en lugar de tiempo [16]. Al no requerir tanta precisio´n, supone menos
esfuerzo realizar una planificacio´n de este tipo. Adema´s, permite flexibilidad ante imprevistos,
a la vez que a la larga permite establecer la velocidad a la que es capaz de trabajar el equipo.
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Cap´ıtulo 8
Ana´lisis y disen˜o del sistema
8.1. Ana´lisis de requisitos
En esta seccio´n se muestra el resultado de la elicitacio´n de requisitos del sistema.
8.1.1. Requisitos funcionales
La funcionalidad ba´sica, constituida por la del sistema antiguo y algunas mejoras ya deci-
didas previamente, consiste en permitir consultar las noticias, eventos y puntos de intere´s que
se publican en Nomepierdoniuna, mostrando estos u´ltimos situados en un mapa, y en poder se-
leccionar eventos como favoritos para poder tener posteriormente un acceso ma´s ra´pido a ellos.
Por u´ltimo, los usuarios han de poder enviar eventos como sugerencia a trave´s de la aplicacio´n
para que sean publicados en la webzine tras ser validados por los editores. Al igual que en la
web, no se ha requerido ningu´n sistema de autenticacio´n o cuentas de usuario.
Adema´s de la funcionalidad anterior, tras entrevistar al cliente para realizar la elicitacio´n
de requisitos, se ha decidido an˜adir las siguientes funcionalidades:
Permitir la bu´squeda de eventos mediante filtros.
Poder compartir eventos mediante aplicaciones externas (e.g. Whatsapp) generando una
tarjeta en formato imagen.
An˜adir las secciones de TV y cancio´n de la semana, ofrecidas en la web y que no se ofrec´ıan
en la antigua aplicacio´n mo´vil.
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Estos cambios durante el desarrollo han sido tolerados gracias a la eleccio´n de la metodolog´ıa.
Las siguientes funcionalidades se han an˜adido como resultado del feedback obtenido del cliente,
al probar versiones del producto incremental:
Permitir tambie´n la bu´squeda de noticias mediante filtros.
Poder realizar bu´squedas por t´ıtulo de noticias.
Poder ver en el mapa la ubicacio´n del usuario, y enlazar con aplicaciones externas (e.g.
Google Maps) para ver co´mo llegar a los puntos de intere´s.
Por u´ltimo, las siguientes han sido an˜adidas durante el disen˜o de la interfaz de usuario:
Permitir tambie´n la bu´squeda por t´ıtulo de eventos y puntos de intere´s, con sugerencias
de bu´squeda.
Poder consultar los eventos que se van a realizar en un punto de intere´s.
Poder compartir tambie´n noticias.
Permitir seleccionar tambie´n noticias favoritas.
El alcance de este sistema no incluye ninguna gestio´n sobre la webzine Nomepierdoniuna, ya
que esta es independiente y con respecto al proyecto constituye solo una fuente de informacio´n,
que sera´ accedida a trave´s de servicios web.
Los requisitos de la aplicacio´n han sido acordado con David Herna´ndez Beltra´n, coordinador
de Nomepierdoniuna y miembro del departamento de comunicacio´n de la empresa, quie´n toma el
rol de cliente en este proyecto. Los servicios web necesarios han sido proporcionados por Sergio
Aguado Gonza´lez, CTO de Cuatroochenta y supervisor del proyecto. Por otra parte, los disen˜os
de la aplicacio´n han sido ofrecidos por el departamento de disen˜o, y su posterior lanzamiento y
explotacio´n tambie´n implicara´n a otros departamentos como los de marketing y comunicacio´n.
8.1.2. Otros requisitos
Adema´s de los requisitos dados por las necesidades funcionales de la aplicacio´n, tambie´n se
han definido otros con diversas motivaciones.
El primero de ellos, es poder utilizar la aplicacio´n de forma oﬄine en la medida de lo posible.
Para ello, el dispositivo ha de mantener los u´ltimos datos que reciba estando online, y funcionar
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con ellos en caso de que no haya conexio´n a internet. Las funcionalidades que en principio
quedan fuera de este requisito son las de sugerir eventos, escuchar canciones y ver v´ıdeos.
Dado que, exceptuando lo anterior, la aplicacio´n no mantiene mucha informacio´n en el
almacenamiento local, se ha visto viable implementar un sistema de almacenamiento intermedio
para ofrecer una experiencia de uso ma´s fluida. Tambie´n se ha solicitado cambiar la forma de
presentar la publicidad, con el objetivo de que esta tenga ma´s impacto.
Por u´ltimo, la empresa ha requerido que la aplicacio´n este´ preparada para recibir notifica-
ciones y que recopile datos para ser enviados a Google Analytics.
8.2. Arquitectura software del sistema
Para ofrecer una visio´n general del sistema, a continuacio´n se explica la arquitectura software
de Nomepierdoniuna. Tambie´n se explica la parte servidora que da soporte a la aplicacio´n que se
ha desarrollado. No obstante, hay que recordar que este proyecto esta´ restringido al desarrollo
de la parte cliente de la aplicacio´n, de la que se dan tambie´n detalles en esta seccio´n. En la
Figura 8.1 se pueden ver estos componentes y su relacio´n. Se puede apreciar tambie´n que no se
trata de una arquitectura con mucha complejidad.
Figura 8.1: Arquitectura software del sistema.
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La web de Nomepierdoniuna es un Wordpress, configurado para permitir a los editores
publicar el contenido de la revista. Este utiliza internamente MySQL como sistema de gestio´n
de bases de datos para permitir su persistencia.
La parte servidora de esta aplicacio´n consiste en un conjunto de servicios web implementados
en PHP. Para acceder a los datos de Nomepierdoniuna, utilizan la librer´ıa MySQLi. Estos son
los que ofrecen a la aplicacio´n mo´vil la mayor parte de los datos que requiere, a excepcio´n de
los posts de noticias, canciones y v´ıdeos, que son accedidos directamente de la web.
A pesar de que se muestran las aplicaciones como distintas para cada sistema, al utilizar
React Native, estas han sido generadas a partir de un mismo co´digo. Al no utilizarse cuentas
de usuario ni ningu´n sistema de autenticacio´n, la gestio´n de favoritos se ha realizado con el uso
del almacenamiento local del cliente (i.e. del dispositivo mo´vil).
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Cap´ıtulo 9
Planificacio´n del proyecto
En este cap´ıtulo se realiza la planificacio´n del resultado del ana´lisis de requisitos segu´n la
metodolog´ıa Scrum, explicada en la Seccio´n 7.3. Tambie´n se planifican las tareas de preparacio´n e
hitos del proyecto teniendo en cuenta su restriccio´n temporal. De esta manera, salvo imprevistos,
se pretende terminar el producto dentro del periodo de la estancia en pra´cticas. Tambie´n se
ofrece un desglose de los costes del proyecto en base a los recursos que han sido necesarios.
9.1. Definicio´n y planificacio´n de historias de usuario
Antes de entrar en aspectos de planificacio´n relacionados con la metodolog´ıa, a continuacio´n
se describe la planificacio´n de la estancia en pra´cticas completa, donde se incluye la realizacio´n
del proyecto junto con otras tareas. Para ello, se ha considerado oportuno crear un diagrama de
Gantt, mostrado en la Figura 9.1, donde se reflejan tambie´n las tareas de inicio del proyecto, a
pesar de que este tipo de diagramas son ma´s habituales en las metodolog´ıas tradicionales.
Se trata de tareas tales como la formacio´n en las tecnolog´ıas utilizadas, reuniones con miem-
bros involucrados y el desarrollo de una versio´n simple de la aplicacio´n con la funcionalidad
ba´sica. Esto u´ltimo ha servido como punto de partida del desarrollo y como un primer contacto
con estas tecnolog´ıas tras la formacio´n.
En este diagrama, tambie´n se pueden ver los sprints planificados con duracio´n de una se-
mana, junto con hitos a realizar al llevar terminados un cierto nu´mero de sprints. La solicitud
de los primeros servicios web ha sido planificada para el principio, despue´s de haber realizado
el ana´lisis de requisitos y definido el proyecto. Un poco ma´s adelante, los disen˜os de interfaz de
usuario y por el final, un paso del producto por el departamento de testing.
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Figura 9.1: Diagrama de Gantt de la estancia en pra´cticas.
Hay que tener en cuenta que se trata de un proyecto realizado en una estancia en pra´cticas,
hecho que implica una restriccio´n temporal a las 300 horas que dura esta. Adema´s, en un proyec-
to real no es habitual que los disen˜os de interfaz se den pra´cticamente al final del desarrollo. En
este caso, al tratarse de un proyecto de pra´cticas, no ha tenido prioridad suficiente como para
tenerlas ya preparadas al inicio. Se ha tenido en cuenta la necesidad de adaptar la aplicacio´n a
los disen˜os cuando estos estuviesen preparados. Por ello, mientras tanto se ha avanzado en el
proyecto con una interfaz de usuario simple y que pueda ser fa´cilmente modificable.
En los Cuadros 9.1 y 9.2 se pueden ver las historias de usuario y otros requisitos que
se han obtenido en la Seccio´n 8.1, y su correspondiente asignacio´n de puntos. Como sistema
de puntuacio´n, se ha utilizado el ejemplo explicado en la Seccio´n de metodolog´ıa 7.3. El 3
corresponde a las historias de usuario ma´s sencillas, el 5 a las de dificultad media y el 8 a las
de mayor dificultad. No se han utilizado valores mayores.
Cuadro 9.1: Requisitos funcionales.
ID Rol Funcionalidad PH
HU01 Como usuario de la
aplicacio´n necesito
consultar los eventos de la agenda. 3
HU02 sugerir eventos para que sean publicados. 5
HU03 ver en un mapa do´nde se va a realizar un evento. 3
HU04 consultar las noticias publicadas. 3
HU05 poder ver el post de una noticia, v´ıdeo o cancio´n. 5
HU06 compartir eventos en forma de imagen. 3
HU07 compartir noticias como enlaces a su post en la
web.
1
HU08 consultar en un mapa los puntos de intere´s pu-
blicados, viendo adema´s mi ubicacio´n.
5
HU09 ver co´mo llegar a un punto de intere´s desde mi
ubicacio´n.
3
HU10 ver los eventos que se van a realizar en un punto
de intere´s.
3
HU11 filtrar los eventos, noticias y puntos de interes
segu´n una serie de criterios.
8
HU12 buscar por nombre entre los eventos, noticias y
puntos del mapa, viendo adema´s sugerencias de
bu´squeda.
8
HU13 consultar las canciones de la semana y v´ıdeos
publicados.
5
HU14 an˜adir eventos y noticias como favoritos. 5
HU15 ver los eventos y noticias que he guardado como
favoritos.
5
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Cuadro 9.2: Otros requisitos.
ID Funcionalidad PH
F01 Nuevo sistema de publicidad. 3
F02 Almacenamiento local intermedio. 3
F03 Cache´ oﬄine. 5
F04 Sistema de notificaciones. 3
F05 Integracio´n de Google Analytics. 3
La asignacio´n de tareas de la pila del producto a los sprints se ha hecho de forma dina´mica,
dando prioridad a las mejoras en la seccio´n de la agenda. La planificacio´n ha estado abierta
a la valoracio´n de ampliaciones y modificaciones funcionales. Dada esta incertidumbre, se han
programado sprints hasta poco antes de finalizar las 300 horas de la estancia, momento en el
que se debe valorar el estado del proyecto.
9.2. Estimacio´n de recursos y costes del proyecto
En la Figura 9.2, se puede ver el desglose de los costes del proyecto, incluyendo personal
hardware y software, junto con el ca´lculo total.
Figura 9.2: Costes del proyecto.
90
En su elaboracio´n se ha tenido tambie´n en cuenta la contratacio´n por horas del disen˜ador
gra´fico encargado de este proyecto, pero no se ha tenido en cuenta el desarrollo de los servicios
web, dado que estos se han proporcionado a peticio´n de manera ajena. Como desarrollador,
he dedicado un porcentaje de las horas a realizar un papel de analista de sistemas, otro al de
disen˜ador de sistemas y otro al de programador, como se ve reflejado en la tabla de la imagen.
La cantidad total asciende a 5.133,59 e.
91
92
Cap´ıtulo 10
Conclusiones
10.1. Grado de consecucio´n de los objetivos propuestos
Por motivos ajenos al proyecto, los disen˜os de la interfaz de usuario no fueron recibidos hasta
la u´ltima semana de la estancia, y con ellos aparecieron nuevos requisitos funcionales decididos
a u´ltima hora.
En ese punto, hab´ıa sido implementada toda la funcionalidad acordada y faltaba adaptar la
nueva interfaz de usuario, pero no hubo tiempo de adaptar toda la aplicacio´n a los disen˜os, ni
de terminar algunas de las funcionalidades que surgieron junto a estos.
El resultado del proyecto al finalizar la estancia consiste en dos versiones de la aplicacio´n.
Una de ellas con toda la funcionalidad requerida, sin tener en cuenta las de u´ltima hora y sin
tener los disen˜os de la interfaz de usuario adaptados. La otra es el resultado de lo que se pudo
hacer durante la u´ltima semana, y tiene implementado el nuevo disen˜o de la interfaz de usuario,
salvo dos secciones por terminar: las de cancio´n de la semana y v´ıdeos de grupos de mu´sica
locales. En las Subfiguras de 10.1 y 10.2 puede compararse el aspecto de la interfaz de usuario
en ambos estados del proyecto respectivamente.
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(a) Agenda (b) Noticias (c) Mapa (d) Filtros de la agenda
Figura 10.1: Disen˜os durante el desarrollo de algunas secciones de la aplicacio´n mo´vil.
(a) Agenda (b) Noticias (c) Mapa (d) Filtros de la agenda
Figura 10.2: Disen˜os finales de algunas secciones de la aplicacio´n mo´vil.
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10.2. Conclusiones personales
10.2.1. Acade´micas
La mayor´ıa de tecnolog´ıas involucradas en el proyecto de la estancia no han sido vistas en el
itinerario cursado del Grado en Ingenier´ıa Informa´tica. Por ejemplo, no se ha visto el lenguaje
de programacio´n utilizado, ni nada relacionado con el desarrollo mo´vil. Sin embargo, es cierto
que la funcio´n de este Grado es proporcionar una base so´lida para despue´s tener la capacidad
de aprender tecnolog´ıas nuevas, dado que se trata de un campo muy amplio y en constante
evolucio´n. Realmente, no ha sido complicado aprender lo necesario siguiendo los cursos de
formacio´n al principio de la estancia.
En cuanto a la metodolog´ıa utilizada, s´ı que se ha recibido formacio´n en el Grado sobre
esta. En los cursos ma´s tempranos se profundiza en metodolog´ıas tradicionales, mientras que
en el u´ltimo curso se imparte una asignatura dedicada a las metodolog´ıas a´giles, de forma
teo´rica y adema´s aplicadas a un proyecto acade´mico pero real. En esta asignatura se ha visto
la metodolog´ıa utilizada para el proyecto: Scrum.
10.2.2. Tecnolo´gicas
React Native me ha dado muy buena impresio´n en unos aspectos, y no tan buena en otros.
Por una parte, se trata de un framework relativamente reciente y se observa co´mo ha aprendido
en muchos aspectos de otros predecesores. Por otra parte, esta relativa novedad hace ma´s dif´ıcil
encontrar en la comunidad de desarrolladores soluciones a problemas que puedan surgir.
Otra de las desventajas que tiene, es la falta de madurez en algunas de las librer´ıas secunda-
rias dedicadas a esta tecnolog´ıa, y sobre todo el ra´pido crecimiento de estas, el cual provoca que
en poco tiempo unas hayan quedado obsoletas, y otras au´n este´n constantemente actualiza´ndose.
El hecho de permitir el desarrollo simulta´neo para Android e iOS es una ventaja, pero hay
que tener en cuenta que pueden, y lo ma´s seguro es que lo hagan, surgir comportamientos
inesperados de un sistema a otro. Por ello, es importante estar constantemente probando la
aplicacio´n en ambos sistemas para encontrar y resolver pronto problemas puntuales.
Tambie´n me ha gustado pasar bastantes horas desarrollando en JavaScript, dado que hoy en
d´ıa se trata de uno de los lenguajes de programacio´n ma´s importantes y au´n no hab´ıa podido
profundizar en e´l. Por otra parte, en futuros proyectos con esta tecnolog´ıa preferir´ıa utilizar
TypeScript, un superconjunto de JavaScript que permite disponer de tipado e interfaces de
programacio´n, restringiendo el descontrol que permite JavaScript con su tipado blando.
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10.2.3. Sobre el proyecto de la estancia
El u´nico problema notable que ha habido en este proyecto, es la tard´ıa entrega de los disen˜os
de la interfaz de usuario. Las funcionalidades nuevas que iban surgiendo durante el desarrollo
au´n pod´ıan introducirse en la planificacio´n sin problemas, pero la gran cantidad de ellas surgidas
en la u´ltima semana fueron imposibles de planificar y realizar como es debido. En proyectos
reales, los disen˜os se obtienen pra´cticamente al inicio, pero en este, es comprensible que no pudo
ser posible, al no tener prioridad suficiente siendo un proyecto de estancia en pra´cticas.
Como ya experimente´ en otros proyectos con asuntos similares, hasta que han estado dis-
ponibles los servicios web, ha sido u´til utilizar mocks que simulan su comportamiento. De esta
manera he podido desarrollar funcionalidades que requer´ıan de estos servicios web, au´n en desa-
rrollo por entonces. Una vez han estado listos no ha sido complicado integrarlos en el sistema.
Tras terminar la estancia en pra´cticas, he continuado trabajando en la empresa y he tenido
tiempo para planificar las tareas restantes y terminar la aplicacio´n. Esta ha llegado a estar
preparada para ser lanzada en la celebracio´n del de´cimo aniversario de Nomepierdoniuna, y se
puede obtener de manera gratuita a trave´s de los enlaces mostrados en la Figura 10.3.
(a) App Store [6] (b) Google Play [7]
Figura 10.3: Aplicacio´n de Nomepierdoniuna en plataformas de distribucio´n.
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Anexo A
Anexo de topolog´ıa
Este anexo se centra en obtener el resultado de que, en (Rn, Tde), un subconjunto es compacto
sii es cerrado y acotado. Esta´ dividido en dos partes, la primera sobre la topolog´ıa producto,
donde se ofrece otra manera de ver topolo´gicamente a (Rn, Tde), y la segunda con el teorema de
Heine-Borel, que ofrece el resultado buscado. La mayor´ıa de este contenido procede de [21].
A.1. Topolog´ıa producto
Esta seccio´n muestra una manera de construir espacios topolo´gicos a partir de otros, aunque
se centra en ofrecer otra forma de ver a (Rn, Tde).
Definicio´n A.1.1. Sea {(Xi, Ti)}ni=1 una coleccio´n finita de espacios topolo´gicos. Se define
el espacio topolo´gico producto como el producto cartesiano
∏n
i=1Xi, con la topolog´ıa
∏n
i=1 Ti
definida como sigue:
U ∈
n∏
i=1
Ti sii para cada x ∈ U, ∃{Ai}ni=1 con Ai ∈ Ti ∀i = 1, ..., n
tal que x ∈
n∏
i=1
Ai ⊆ U
A los conjuntos de la forma
∏n
i=1Ai se les llama recta´ngulos abiertos.
Nota A.1.1.
∏n
i=1 Ti es una topolog´ıa sobre
∏n
i=1Xi, ya que:
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i. Sea {Uj}j∈J una familia de conjuntos con Uj ∈
∏n
i=1 Ti ∀j ∈ J . Sea x ∈
⋃
j∈J Uj, entonces
x ∈ Uk para algu´n k ∈ J . Por tanto, ∃{Ai}ni=1 con Ai ∈ Ti ∀i = 1, ..., n tal que x ∈∏n
i=1Ai ⊆ Uk ⊆
⋃
j∈J Uj. Por tanto,
⋃
j∈J Uj ∈
∏n
i=1 Ti.
ii. Sea {Vj}mj=1 una familia finita de conjuntos con Vj ∈
∏n
i=1 Ti ∀j = 1, ...,m. Sea x ∈
⋂m
j=1 Vj,
entonces x ∈ Vj ∀j = 1, ...,m. Por tanto, para cada j = 1, ...,m, ∃{Aji}ni=1 con Aji ∈
Ti ∀i = 1, ..., n tal que x ∈
∏n
i=1A
j
i ⊆ Vj. Por otra parte, para cada i = 1, ..., n, se tiene
que
⋂m
j=1A
j
i ∈ Ti por ser una interseccio´n finita de abiertos, y x ∈
⋂m
j=1
(∏n
i=1A
j
i
)
=∏n
i=1
(⋂m
j=1A
j
i
)
⊆ ⋂mj=1 Vj. Por tanto, ⋂mj=1 Vj ∈∏ni=1 Ti.
iii. ∅ ∈ ∏ni=1 Ti por no contener ningu´n elemento que incumpla la condicio´n necesaria para
ser abierto. Por otra parte, dado x ∈ ∏ni=1Xi, se tiene que x ∈ X1 × ... ×Xn ⊆ ∏ni=1Xi,
donde Xi ∈ Ti ∀i = 1, ..., n por ser cada Ti topolog´ıa sobre su correspondiente Xi.
Definicio´n A.1.2. Sea {(Xi, Ti)}ni=1 una coleccio´n finita de espacios topolo´gicos. Se define la
proyeccio´n k-e´sima pik como la aplicacio´n
pik :
(
n∏
i=1
Xi,
n∏
i=1
Ti
)
→ (Xk, Tk)
(x1, ..., xn)→ xk
con k ∈ {1, ..., n}.
Nota A.1.2. Vamos a comprobar que
∏n
k=1 pik(
∏n
i=1Xi) =
∏n
i=1Xi. En el caso de que alguno
de los Xi fuese ∅, se tendr´ıa que
∏n
i=1Xi = ∅. Por tanto, pik(
∏n
i=1Xi) = ∅ ∀k ∈ {1, ..., n}, y
pi1(
∏n
i=1Xi)× ...× pin(
∏n
i=1Xi) = ∅.
En el caso contrario, sea k ∈ {1, ..., n}, se tiene que pik(
∏n
i=1Xi) = Xk, puesto que pik(
∏n
i=1Xi) ⊆
Xk y, dado x0 ∈ Xk, entonces pik((x1, x2, ..., x0, ..., xn−1, xn)) = x0 para cualesquiera xi ∈ Xi
con i ∈ {1, ..., n} − {k}, por lo que Xk ⊆ pik(
∏k−1
i=1 ×x0 ×
∏n
i=k+1) ⊆ pik(
∏n
i=1Xi). Por tanto:
pi1(
n∏
i=1
Xi)× ...× pin(
n∏
i=1
Xi) = X1 × ...×Xn =
n∏
i=1
Xi
Proposicio´n A.1.1. La proyeccio´n k-e´sima es una aplicacio´n continua.
Demostracio´n. Sea {(Xi, Ti)}ni=1 una coleccio´n finita de espacios topolo´gicos, y sea A ∈ Tk. Sea
v = (v1, ..., vn) ∈ pi−1k (A) (i.e. pik(v) = vk ∈ A), consideramos el recta´ngulo abierto
N := X1 × ...×Xk−1 ×A×Xk+1 × ...×Xn
para el cual claramente v ∈ N . Adema´s, pi−1k (A) = {x ∈
∏n
i=1Xi : pik(x) ∈ A} = N . Teniendo
en cuenta la definicio´n A.1.1, N es un recta´ngulo abierto contenido en pi−1k (A) y que contiene a
v, con lo cual pi−1k (A) ∈
∏n
i=1 Ti y, por tanto, pik es continua. 
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Proposicio´n A.1.2. Sea {(Xi, Ti)}ni=1 una coleccio´n finita de espacios topolo´gicos, sea (Y,S)
otro espacio topolo´gico, y sea f : (Y,S) → (∏ni=1Xi,∏ni=1 Ti) una aplicacio´n. Entonces pik ◦ f
es continua ∀k = 1, ..., n sii f es continua.
Demostracio´n. La aplicacio´n pik es continua ∀k = 1, ..., n por la Proposicio´n A.1.1. Si f es
continua, entonces pik ◦ f es continua ∀k = 1, ..., n por la Proposicio´n 2.1.2, al ser composicio´n
de continuas.
En cuanto a la implicacio´n rec´ıproca, supongamos que pik ◦ f es continua ∀k = 1, ..., n. Sea
U ∈∏ni=1 Ti, veamos que f−1(U) es abierto por ser entorno de todos sus puntos.
Sea x ∈ f−1(U), entonces f(x) = y ∈ U . Por tanto, ∃{Ai}ni=1 con Ai ∈ Ti ∀i = 1, ..., n tal que
f(x) = y = (y1, ..., yn) ∈
∏n
i=1Ai ⊆ U . Adema´s, dado k = 1, ..., n, se tiene que pik(A1×...×An) =
Ak ∈ Tk, donde yk ∈ Ak y, como pik ◦ f es continua, entonces (pik ◦ f)−1(Ak) ∈ S ∀k = 1, ..., n.
Si consideramos ahora
⋂n
i=1
(
(pii ◦ f)−1(Ai)
)
=
⋂n
i=1
(
(f−1 ◦ pi−1i )(Ai)
)
, este es abierto en S por
ser una interseccio´n finita de abiertos. Por otra parte, se tiene que:
n⋂
i=1
(
f−1(pi−1i (Ai))
)
= f−1
(
n⋂
i=1
(pi−1i (Ai))
)
=
f−1((A1 ×X2 × ...×Xn) ∩ (X1 ×A2 × ...×Xn) ∩ ... ∩ (X1 × ...×Xn−1 ×An)) =
= f−1(A1 ×A2 × ...×An) ⊆ f−1(U)
Con lo cual
⋂n
i=1
(
(pii ◦ f)−1(Ai)
)
es un abierto contenido en f−1(U). Es ma´s:
n⋂
i=1
(
f−1(pi−1i (yi))
)
= f−1
(
n⋂
i=1
(pi−1i (yi))
)
=
= f−1((y1 ×X2 × ...×Xn) ∩ (X1 × y2 × ...×Xn) ∩ ... ∩ (X1 × ...×Xn−1 × yn)) =
= f−1(y)
y con ello
f−1(y) =
n⋂
i=1
(
f−1(pi−1i (yi))
) ⊆ n⋂
i=1
(
f−1(pi−1i (Ai))
)
por tener yi ∈ Ai ∀i = 1, ..., n.
Como x ∈ f−1(y), entonces x ∈ f−1(y) ⊆ ⋂ni=1 ((pii ◦ f)−1(Ai)). Recapitulando, se tiene
que
⋂n
i=1
(
(pii ◦ f)−1(Ai)
)
es un abierto en S que contiene a x, con
⋂n
i=1
(
(pii ◦ f)−1(Ai)
) ⊆
f−1(U). 
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Nota A.1.3. Para poder diferenciar entre la topolog´ıa inducida por la distancia eucl´ıdea en
R, y la inducida en Rn, en adelante se utiliza la correspondiente notacio´n T Rde y T R
n
de
cuando
se este´n tratando las dos topolog´ıas en un mismo contexto. Tambie´n se utliza BR y BR
n
para
referirse a las correspondientes bolas, y la notacio´n dRe y d
Rn
e para referirse a las correspondientes
distancias.
Definicio´n A.1.3. Se define la aplicacio´n identidad entre (Rn,
∏n
i=1 T Rde) y (Rn, T R
n
de
) como:
id : (Rn,
n∏
i=1
T Rde)→ (Rn, T R
n
de )
x→ x
Proposicio´n A.1.3. Sea fk := (pik ◦ id−1) : (Rn, T Rnde ) → (R, T Rde) con k ∈ {1, ..., n}. Dados
x = (x1, ..., xn) ∈ Rn y ε > 0, entonces fk(BRnε (x)) ⊆ BRε (fk(x)).
En particular, la imagen por fk de un acotado es acotada.
Demostracio´n. Sea y = (y1, ..., yn) ∈ BRnε (x), se tiene que dR
n
e (y, x) < ε. Supongamos que
fk(y) /∈ BRε (fk(x)), con lo cual dRe (yk, xk) = |xk − yk| ≥ ε. Adema´s, (xi − yi)2 ≥ 0 ∀i = 1, ..., n,
y entonces
dR
n
e (y, x) =
√
(x1 − y1)2 + ...+ (xk − yk)2 + ...+ (xn − yn)2 ≥
√
0 + ...+ ε2 + ...+ 0 = ε
lo cual es una contradiccio´n y, por tanto, fk(y) ∈ BRε (fk(x)).
Veamos ahora la afirmacio´n en particular. Sea K ⊆ Rn acotado, y sea x0 ∈ K cualquiera.
Por la Proposicio´n 2.2.1 (i) se tiene que ∃M > 0 tal que K ⊆ BRnM (x0). Como se ha visto en
esta proposicio´n, fk(K) ⊆ fk(BRnM (x0)) ⊆ BRM (fk(x0)) y, por la Proposicio´n 2.2.1 (ii), fk(K) es
acotado. 
Teorema A.1.1. La aplicacio´n id : (Rn,
∏n
i=1 T Rde)→ (Rn, T R
n
de
) es un homeomorfismo.
Demostracio´n. La aplicacio´n id es claramente biyectiva, puesto que a cada elemento de Rn le
hace corresponder a s´ı mismo.
En primer lugar, veamos que id es continua, es decir, sea U un abierto de (Rn, T Rnde ), veamos
que id−1(U) = U ∈ ∏ni=1 T Rde . Sea a ∈ U , entonces ∃ ε > 0 tal que BRnε (a) ⊆ U . Vamos a
comprobar que, atendiendo a la definicio´n A.1.1, existe un recta´ngulo abierto que contiene a a
y esta´ contenido en id−1(U) = U . Para ello consideramos
Na := B
R
ε√
n
(a1)× ...×BRε√
n
(an) ⊂ Rn
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donde BRε√
n
(ai) es abierto en (R, T Rde) ∀i = 1, ..., n. Es evidente que a = (a1, ..., an) ∈ Na. Por
otra parte, sea x = (x1, ..., xn) ∈ Na, se tiene que xi ∈ BRε√
n
(ai) ∀i = 1, ..., n. Entonces:
|ai − xi| < ε√
n
∀i = 1, ..., n
(ai − xi)2 < ε
2
n
∀i = 1, ..., n
n∑
i=1
(ai − xi)2 < nε
2
n
= ε2
de(a, id(x)) < ε
Con lo cual Na ⊆ BRnε (a) ⊆ U . Como tenemos que a ∈ Na ⊆ U , entonces id−1(U) = U ∈∏n
i=1 T Rde y, por tanto, id es continua.
Por u´ltimo, veamos que id−1 es continua. Para ello, por la Proposicio´n A.1.2, vamos a
comprobar que fk = (pik ◦ id−1) : (Rn, T Rnde )→ (R, T Rde) es continua ∀k = 1, ..., n.
Sea U abierto en (R, T Rde). Sea x ∈ f−1k (U), como fk(x) ∈ U , entonces ∃ ε > 0 tal que
BRε (fk(x)) ⊆ U . Consideramos la bola BR
n
ε (x) en (Rn, T R
n
de
) y, por la Proposicio´n A.1.3, se tiene
que fk(B
Rn
ε (x)) ⊆ BRε (fk(x)) ⊆ U y, por tanto, BR
n
ε (x) ⊆ f−1k (U). Esto implica que f−1k (U) es
abierto en (Rn, T Rnde ), y entonces f es continua. 
Nota A.1.4. Debido al Teorema anterior, trataremos indistintamente a (Rn,
∏n
i=1 T Rde) y a
(Rn, T Rnde ) como espacios topolo´gicos.
A.2. Teorema de Heine-Borel
Proposicio´n A.2.1. En (R, Tde), los intervalos cerrados [a, b] ⊂ R son compactos.
Demostracio´n. Sea {Ui ∩ [a, b]}i∈I un recubrimiento abierto de [a, b], con Ui ∈ Tde ∀i ∈ I. Sea S
el conjunto:
S = {x ∈ [a, b] : [a, x] ⊂ Ui1 ∪ ... ∪ Uin con ij ∈ I ∀j = 1, ..., n}
Es trivial comprobar que a ∈ S, ya que [a, a] = {a}, y por lo menos alguno de los Ui tiene que
contener a a. Por otra parte, tambie´n es trivial comprobar que si c ∈ S, entonces [a, c] ⊂ S.
Como S esta´ acotado por ser S ⊆ [a, b], entonces tiene supremo d = sup(S), con a ≤ d ≤ b.
Sea k ∈ I tal que d ∈ Uk, entonces existe r > 0 tal que Br(d) ⊆ Uk, es decir, (d− r, d+ r) ⊆ Uk.
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Supongamos que d < b. Sea rε = min{r, de(d, b), de(d, a)}, se tiene que Brε(d) ⊆ Br(d) ⊆ Uk,
y adema´s Brε(d) ⊂ [a, b]. Como d es el supremo de S, entonces d− rε2 ∈ S, y por tanto[
a, d− rε
2
]
⊂ Ui1 ∪ ... ∪ Uin con ij ∈ I ∀j = 1, ..., n
y [
d− rε
2
, d+
rε
2
]
⊂ Brε(d) ⊆ Uk
con lo cual[
a, d+
rε
2
]
=
[
a, d− rε
2
]
∪
[
d− rε
2
, d+
rε
2
]
⊂ Ui1 ∪ ... ∪ Uin ∪ Uk con ij ∈ I ∀j = 1, ..., n
que implicar´ıa que d + rε2 ∈ S, contradiccio´n por ser d el supremo de S. Por tanto, d = b, y
entonces b ∈ S, con lo cual existe {Uij}nj=1 con ij ∈ I ∀j = 1, ..., n subrecubrimiento finito de
[a, b]. 
Teorema A.2.1. Sean (X1, T1), ..., (Xn, Tn) espacios topolo´gicos compactos, entonces su pro-
ducto (
∏n
i=1Xi,
∏n
i=1 Ti) es compacto.
Demostracio´n. Veamos antes el siguiente lema:
Lema. Sean (X1, T1) y (X2, T2) espacios topolo´gicos compactos. Si x0 ∈ X1 y N ∈ T1 × T2 tal
que {x0} ×X2 ⊂ N , entonces ∃U ∈ T1 con x0 ∈ U tal que U ×X2 ⊂ N .
Demostracio´n del lema. Sea y ∈ X2, se tiene que (x0, y) ∈ N . Como N ∈ T1 × T2, entonces
existen Uy ∈ T1 y Vy ∈ T2 tales que (x0, y) ∈ Uy×Vy ⊆ N . Adema´s, se tiene que X2 =
⋃
y∈X2 Vy
y, como X2 es compacto, existe {Vyi}ni=1 con yi ∈ X2 ∀i = 1, ..., n subrecubrimiento finito de
X2.
Si definimos ahora U := Uy1∩...∩Uyn . Sea (u0, v0) ∈ U×X2, como v0 ∈ X2, entonces v0 ∈ Vyj
para algu´n j ∈ {1, ..., n}. Por otra parte, como u0 ∈ Uyk ∀k = 1, ..., n, entonces u0 ∈ Uyj y, por
tanto, (u0, v0) ∈ Uyj × Vyj ⊆ N . Con esto se tiene que U ×X2 ⊆ N , donde U es abierto por ser
una interseccio´n finita de abiertos y, adema´s, x0 ∈ U porque x0 ∈ Uyi ∀i = 1, ..., n. 
A continuacio´n, vamos a demostrar el teorema para n = 2 y el resto se induce, puesto que∏n
i=1Xi = (...((X1 ×X2)×X3)...×Xn) y, atendiendo a la definicio´n de topolog´ıa producto, es
trivial comprobar que
∏n
i=1 Ti = (...((T1 × T2)× T3)...× Tn).
Sea {Ai}i∈I con Ai ∈ T1 ×T2 ∀i ∈ I recubrimiento abierto de X1 ×X2. Sea x ∈ X1, y sea la
aplicacio´n fx definida como:
fx : (X2, T2)→ (X1 ×X2, T1 × T2)
y → (x, y)
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Veamos que esta es continua. Dado U ⊆ X1×X2 abierto, vamos a comprobar que f−1x (U) ∈ T2.
Sea y ∈ f−1x (U), como fx(y) ∈ U , entonces existen B1 ∈ T1 y B2 ∈ T2 tales que fx(y) = (x, y) ∈
B1×B2 ⊆ U . Por otra parte, f−1x (B1×B2) = B2 ∈ T2, donde y ∈ B2 ⊆ f−1x (U). Como f−1x (U)
es entorno de todos sus puntos, entonces f−1x (U) ∈ T2.
Por la Proposicio´n 2.5.3 (i), fx(X2) = {x} ×X2 es compacto por ser la imagen continua de
un compacto. Como {({x} × X2) ∩ Ai}i∈I es un recubrimiento abierto de {x} × X2, entonces
existe {({x}×X2)∩Aixj }nxj=1 con ixj ∈ I ∀j = 1, ..., nx subrecubrimiento finito de {x}×X2, y se
tiene que:
{x} ×X2 =
(
({x} ×X2) ∩Aix1
) ∪ ... ∪ (({x} ×X2) ∩Aixnx)
⊆ Aix1 ∪ ... ∪Aixnx
Definimos Nx := Aix1 ∪ ... ∪ Aixnx , el cual es abierto en T1 × T2 por ser unio´n de abiertos.
Aplicando el lema visto al principio de la demostracio´n, se tiene que ∃Vx ∈ T1 con x ∈ Vx tal
que Vx × X2 ⊆ Nx. Por otra parte,
⋃
x∈X1 Vx = X1 y, como X1 es compacto, entonces existe{Vxj}mj=1 con xj ∈ X1 ∀j = 1, ...,m subrecubrimiento abierto de X1.
Veamos por u´ltimo que
X1 ×X2 =
m⋃
j=1
nxj⋃
k=1
A
i
xj
k
con lo cual tendr´ıamos un subrecubrimiento finito de X1 ×X2.
Sea (x, y) ∈ X1 × X2. Se tiene que x ∈ Vxj para algu´n j ∈ {1, ...,m}. Adema´s, (x, y) ∈
Vxj ×X2 ⊆ Nxj = Aixj1 ∪ ... ∪Aixjnxj , con lo cual (x, y) ∈ Ai
xj
k
para algu´n k ∈ {1, ..., nxj}. 
Teorema A.2.2. Heine-Borel. Sea el espacio topolo´gico (Rn, Tde). Un subconjunto K ⊂ Rn
es compacto sii es cerrado y acotado.
Demostracio´n. En primer lugar, se tiene que (Rn, Tde) es de Hausdorff por la Proposicio´n 2.5.1.
Como (K, Tde K) es compacto entonces, por el punto (ii) de la Proposicio´n 2.5.3, K es cerrado
en (Rn, Tde). Falta ver que K es acotado.
Tomamos δ0 > 0, y se tiene queK =
⋃
x∈K (K ∩Bδ0(x)), lo cual constituye un recubrimiento
abierto de K en (K, Tde K), por ser las bolas abiertos en (Rn, Tde). Como (K, Tde K) es
compacto, entonces existe K∩Bδ0(x1), ...,K∩Bδ0(xn) con xi ∈ K ∀i = 1, ..., n subrecubrimiento
finito de K. Ahora, K ⊆ ⋃ni=1Bδ0(xi) y, al tener una cantidad finita de xi, podemos definir
M = max{d(xi, xj) : 1 ≤ i, j ≤ n}. Sean a, b ∈ K, entonces a ∈ Bδ0(xk) y b ∈ Bδ0(xl) para
algu´n par k, l, con 1 ≤ k, l ≤ n. Aplicando la propiedad de desigualdad triangular, se tiene que
d(a, b) ≤ d(a, xk) + d(xk, b) ≤ d(a, xk) + d(xk, xl) + d(xl, b) < δ0 +M + δ0 = 2δ0 +M
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lo cual demuestra que K es acotado.
En cuanto a la otra implicacio´n, durante la demostracio´n hay que tener presente las Notas
A.1.2 y A.1.4. Sea K ⊂ Rn cerrado y acotado, se tiene que
K = pi1(K)× ...× pin(K)
⊂ [y1 −M1, y1 +M1]× ...× [yn −Mn, yn +Mn]
donde pii(K) ⊂ [yi −Mi, yi +Mi] ∀i = 1, ..., n, ya que, como pii(K) es acotado ∀i = 1, ..., n por
la Proposicio´n A.1.3 y por serlo K, entonces, por la Proposicio´n 2.2.1, existen Mi tales que
pii(K) ⊆ BRMi(yi) ⊂ [yi −Mi, yi +Mi] con yi un elemento cualquiera de pii(K)∀i = 1, ..., n.
Sea Mn = [y1 −M1, y1 + M1] × ... × [yn −Mn, yn + Mn] ⊂ Rn. Como se ha visto en la
Proposicio´n A.2.1, ([yi − Mi, yi + Mi], T Rde [yi−Mi,yi+Mi]) es compacto ∀i = 1, ..., n y, por el
Teorema A.2.1, (Mn, T Rnde Mn) es compacto al ser un producto finito de compactos. Adema´s,
como (Rn, T Rnde ) es de Hausdorff por la Proposicio´n 2.5.1, entonces su subespacio (Mn, T R
n
de
Mn)
tambie´n lo es por la Proposicio´n 2.5.2. Como K es un cerrado contenido en un espacio compacto
de Hausdorff, entonces K es compacto por la Proposicio´n 2.5.3 (iii). 
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Anexo B
Anexo de geometr´ıa eucl´ıdea
En este anexo se ofrece la demostracio´n de que, en un espacio vectorial eucl´ıdeo (Rn, g), la
distancia definida a partir de su producto escalar g es una me´trica va´lida.
Proposicio´n B.0.1. Desigualdad de Cauchy-Schwarz. Sea (V, g) un espacio vectorial
eucl´ıdeo, entonces:
|g(~u,~v)| ≤ ‖~u‖g‖~v‖g ∀~u,~v ∈ V
Demostracio´n. Sean ~u,~v ∈ V . Si al menos uno de los dos vectores es el ~0, por ejemplo ~u = ~0, la
igualdad es inmediata, ya que g(~0, ~v) = g(0 ·~0, ~v) = 0 · g(~0, ~v) = 0 = 0 · ‖~v‖g.
Supongamos que ~u 6= ~0 y ~v 6= ~0. Entonces P (t) = g(~u + t~v, ~u + t~v) = g(~u, ~u) + 2tg(~u,~v) +
t2g(~v,~v) ≥ 0, ∀t ∈ R. Las ra´ıces de este polinomio son:
t1 =
−2g(~u,~v) +√4(g(~u,~v))2 − 4g(~u, ~u)g(~v,~v)
2g(~v,~v)
t2 =
−2g(~u,~v)−√4(g(~u,~v))2 − 4g(~u, ~u)g(~v,~v)
2g(~v,~v)
Como P (t) ≥ 0∀t ∈ R, entonces el discriminante ha de cumplir 4(g(~u,~v))2−4g(~u, ~u)g(~v,~v) ≤
0, ya que de lo contrario P (t) ser´ıa negativo entre t1 y t2. Por tanto, (g(~u,~v))
2 ≤ g(~u, ~u)g(~v,~v),
y entonces:
|g(~u,~v)| ≤ ‖~u‖g‖~v‖g

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Proposicio´n B.0.2. Sea (V, g) un espacio vectorial eucl´ıdeo, entonces:
‖~u+ ~v‖g ≤ ‖~u‖g + ‖~v‖g ∀~u,~v ∈ V
Demostracio´n. Dados ~u,~v ∈ V , como por la Proposicio´n B.0.1 se tiene que:
g(~u,~v) ≤ |g(~u,~v)|g ≤ ‖~u‖g‖~v‖g
entonces:
‖~u+ ~v‖2g = g(~u+ ~v, ~u+ ~v) = g(~u, ~u) + 2g(~u,~v) + g(~v,~v)
≤ g(~u, ~u) + 2|g(~u,~v)|+ g(~v,~v)
≤ g(~u, ~u) + 2‖~u‖g‖~v‖g + g(~v,~v) = (‖~u‖g + ‖~v‖g)2
y, por lo tanto, como ‖~u+ ~v‖g ≥ 0 y ‖~u‖g + ‖~v‖g ≥ 0, se tiene que:
‖~u+ ~v‖g ≤ ‖~u‖g + ‖~v‖g

Proposicio´n B.0.3. Sea (Rn, g) un espacio vectorial eucl´ıdeo, con g su producto escalar, en-
tonces dg es una me´trica va´lida, segu´n la Definicio´n 2.2.1. Por tanto, (Rn, dg) es un espacio
me´trico.
Demostracio´n. Las condiciones (i) y (ii) se cumplen por ser g definida positiva y no degenerada.
Veamos la propiedad de simetr´ıa. Sean ~x, ~y ∈ Rn, teniendo en cuenta la bilinealidad de g:
dg(~x, ~y) = ‖~y − ~x‖g =
√
g(~y − ~x, ~y − ~x) =
√
g(~x− ~y, ~x− ~y) = ‖~x− ~y‖g = dg(~y, ~x)
Por u´ltimo, sean ~x, ~y, ~z ∈ Rn, la propiedad de desigualdad triangular se sigue de la Propo-
sicio´n B.0.2:
dg(~x, ~y) = ‖~y − ~x‖g = ‖(~y − ~z) + (~z − ~x)‖g ≤ ‖~y − ~z‖g + ‖~z − ~x‖g = dg(~x, ~z) + dg(~z, ~y)

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Anexo C
Anexo de nu´meros complejos y
rotaciones
Este anexo muestra de manera breve la relacio´n entre los nu´meros complejos unitarios y
las rotaciones en R2. Su desarrollo esta´ enfocado de manera similar a como se han definido los
cuaterniones en el Cap´ıtulo 4.
Definicio´n C.0.1. Sea (C,+, · ) el cuerpo de los nu´meros complejos, sus elementos son pares
de la forma z = (a, b) ∈ R2, y se define el producto de dos nu´meros complejos z1 y z2 como
sigue:
z1 · z2 = (a, b) · (c, d) := (ac− bd, ad+ bc)
La suma y operacio´n externa de C como R-espacio vectorial son las heredadas de R2 de manera
natural. Se denota Re(z) = a como la parte real de z, e Im(z) = b su parte imaginaria.
Nota C.0.1. Tambie´n se puede denotar un nu´mero complejo z = (a, b) como z = a + bi, con
i = (0, 1). De acuerdo con el producto definido, i2 = −1, y entonces se puede escribir
z1 · z2 = (a+ bi) · (a+ bi) = ac− bd+ (ad+ bc)i
al desarrollar formalmente (a+ bi) · (a+ bi).
Definicio´n C.0.2. Sea z = a+ bi ∈ C, se define su mo´dulo, designado por |z|, como el mo´dulo
de su correspondiente vector en R2, es decir:
|z| = ‖(a, b)‖ =
√
a2 + b2
Se dice que z es unitario cuando |z| = 1.
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Definicio´n C.0.3. Utilizando las coordenadas polares de R2, un nu´mero complejo z = a + bi
puede expresarse en la forma polar z = r(cosθ+ isinθ), tambie´n denotado como z = rθ, a partir
del cambio de variables {
a = rcosθ
b = rsinθ
donde, teniendo en cuenta la Nota 3.5.1, θ ∈ [0, 2pi) es el u´nico a´ngulo tal que (ar )2 + ( br )2 = 1,
el cual viene determinado por θ = At (b/r, a/r) = At (b, a).
Adema´s, desarrollando el mo´dulo de z se obtiene
|z| = |a+ bi| = |r(cosθ + isinθ)| =
√
r2cos2θ + r2sin2θ =
√
r2(cos2θ + sin2θ) = r
por lo que r = |z| = √a2 + b2.
Nota C.0.2. Sean rθ y r
′
θ′ dos nu´meros complejos en forma polar. Se tiene que
rθ · r′θ′ = (rcosθ + irsinθ) · (r′cosθ′ + ir′sinθ′) =
= rr′
(
(cosθcosθ′ − sinθsinθ′) + i(cosθsinθ′ + sinθcosθ′))
= rr′(cos(θ + θ′) + isin(θ + θ′))
= rr′θ+θ′
Nota C.0.3. Los nu´meros complejos unitarios, en notacio´n polar, son de la forma 1θ, con
θ ∈ [0, 2pi). Sean rθ, r′θ′ ∈ C, como r y r′ son escalares (i.e. r, r′ ∈ R), y aplicando la operacio´n
externa mencionada en C.0.1, se tiene que rθ · r′θ′ = rr′θ+θ′ = rr′ · 1θ+θ′.
Sea Fθ la aplicacio´n
Fθ : C→ C
rθ′ → rθ′ · 1θ = rθ+θ′
veamos que esta es similar a un giro de a´ngulo θ en R2.
Como se ha visto en el Teorema 3.5.1 y en la Nota 3.5.4, un giro de a´ngulo θ viene dado
por la aplicacio´n:
Gθ : R2 ≡ C→ R2 ≡ C
(x, y)→
(
cos θ − sin θ
sin θ cos θ
)(
x
y
)
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Sea (x, y) ∈ R2, cuyas coordenadas polares son (rcosθ′, rsinθ′) ≡ rθ′, se tiene que
Gθ((x, y)) = (xcosθ − ysinθ, xsinθ + ycosθ)
= (rcosθ′cosθ − rsinθ′sinθ, rcosθ′sinθ + rsinθ′cosθ)
= r(cos(θ′ + θ), sin(θ′ + θ)) ≡ r(cos(θ + θ′) + isin(θ + θ′)) = rθ+θ′ = Fθ(rθ′)
Nota C.0.4. Los nu´meros complejos unitarios se pueden identificar con SO(2) como sigue:
1θ ≡
(
cosθ −sinθ
sinθ cosθ
)
y, ya vimos en el Teorema 3.5.1 y en la Nota 3.5.4, que esta matriz corresponde a la de un giro
lineal en R2 de a´ngulo θ en sentido antihorario, si consideramos utilizada la base cano´nica de
R2 o cualquier otra base ortonormal orientada positivamente.
Por tanto, el producto de dos nu´meros complejos unitarios 1θ y 1θ′ se corresponde con el
producto de las matrices de dos giros lineales, que resulta en la matriz de la composicio´n de
ambos giros. El primero realiza un giro en sentido antihorario de a´ngulo θ′, y el segundo de
a´ngulo θ en el mismo sentido, por lo que la composicio´n es un giro de a´ngulo θ + θ′:
(Fθ′ ◦ Fθ)(z) = (z · 1θ) · 1θ′ = z · (1θ · 1θ′) = z · 1θ+θ′ = Fθ+θ′(z)
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