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This paper presents a generalisation of a recent
iterative approach to solving a class of 2× 2
matrix Wiener–Hopf equations involving exponential
factors. We extend the method to square matrices of
arbitrary dimension n, as arise in mixed boundary
value problems with n junctions. To demonstrate
the method we consider the classical problem of
scattering a plane wave by a set of collinear
plates. The results are compared to other known
methods. We describe an effective implementation
using a spectral method to compute the required
Cauchy transforms. The approach is ideally suited
to obtaining far-field directivity patterns of utility to
applications. Convergence in iteration is fastest for
large wavenumbers, but remains practical at modest
wavenumbers to achieve a high degree of accuracy.
1. Introduction
The Wiener–Hopf technique [1] provides a powerful tool
to approach varied problems such as the solution of
integral equations and random processes. Applications
may so be found in such diverse fields as aeroacoustics
[2], metamaterials [3], geophysics [4], crack propagation
[5] and financial mathematics [6].
The mathematical problem underlying the Wiener–
Hopf technique may be simply stated: find functions
that are analytic in adjacent (or overlapping) regions
of a complex manifold that satisfy a prescribed jump
condition at their common boundary.
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Often, as in this work, the manifold is the complex plane α∈C, and the regions are the upper
and lower half-planes, respectively D+ ==(α)>−c and D− ==(α)< c where c is an arbitrary
small constant. The jump between two unknown vector functions is described by an equation
K(α)Ψ−(α) + Ψ+(α) =F (α) (1.1)
valid on some strip −c <=(α)< c, where K(α) is a known matrix function and + and −
decorations denote analyticity in the upper and lower half-planes respectively.
The classical Wiener–Hopf technique exploits the analytic structure of the problem by
requiring a special multiplicative factorisation of the kernel K into two parts K =K−K+, each
analytic and zero-free in one of the adjacent regions. Such a factorisation has been long known
to exist, but generic, stable and constructive approaches are unknown [7]. The stability and well-
posedness of the problem rests on certain invariants of the matrix kernel K, the partial indices,
though the only general method to determine these is to solve the hard problem of finding a
factorisation [8,9]. We note that in this paper we do not find the matrix factorisation and hence
do not determine the partial indices (we know of no results of how to find the partial indices
for our class of matrix Wiener-Hopf problems). However, since the class of matrix functions for
which our method applies results from well-posed physical problems we believe it should be
stable under small perturbations. These difficulties surrounding matrix factorisation mean that
in practice it is typical to resort to approximate methods: approximating the matrix, K, by one
more easily factored, either exploiting a small parameter perhaps associated with a particular
physical regime [10,11], or a suitable approximation space as in Padé approximation [12]. One
might also undertake the factorisation process by ‘singularity removal’: introducing functions
defined to additively remove the singularities, solving the Wiener–Hopf equation and if necessary
subsequently determining any unknown parameters of these functions by enforcing this removal,
perhaps approximately [13,14].
When solving mixed boundary value problems using the Wiener–Hopf technique the number
of unknown functions is associated with the number of distinct boundary sections on which
boundary values must be found. Therefore the solution of matrix problems is vital to exploit
the Wiener–Hopf technique to solve physical problems involving multiple changes in boundary
condition. Despite its importance, as discussed above, there are sparse methods available to solve
general matrix Wiener–Hopf problems [8,9,15]. In addition, much of the existing literature is
concerned with the factorisation of 2× 2 matrices, leaving the more general and challenging
case of n× nmatrix functions relatively unexplored [16–18] (especially where n> 4). Exponential
factors in the matrix kernel, often associated with the displacement between boundary junctions,
pose particular difficulty in part due to their non-factorability. Previous works have considered
the restricted cases of 2× 2 matrix Wiener–Hopf problems with exponential factors [19,20] and
n× n Riemann–Hilbert problems with meromorphic coefficients [21]. A numerical Riemann–
Hilbert formulation [22] has been recently adapted to solve classical Wiener–Hopf problems
[23] and certain problems involving exponential factors [24], each relying on the choice of a
suitable basis. The numerous potential applications of n× n Wiener–Hopf problems involving
exponential factors underlines the importance of developing suitable methods [25,26].
This paper helps to fill this gap by extending the use of the iterative Wiener–Hopf method
introduced in [20] for the two dimensional matrix problem to n dimensions. This method has
the particular attraction that each step may permit a physically meaningful interpretation. The
two dimensional method has found applications in aeroacoustic [27] and crack propagation
problems [28]. In the former, aeroacoustic scattering from a finite porous extension to a rigid
trailing edge, each Wiener–Hopf factorisation was undertaken by brute force. In the latter, a crack
propagation problem built on the application of the Wiener–Hopf technique in fracture mechanics
pioneered in numerous works by Slepyan [29,30]. Importantly, by implementing an effective
numerical factorisation procedure based on techniques presented in [22,31–33] this paper shows
that this method provides a practical and fast procedure for solving problems involving larger
n× n matrices.
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· · ·
x0 =−∞ x2N+1 =+∞x1 x2 x3 x4 x2N−1 x2N
incident wave φi(x, y) = e−ik(x cos θi+y sin θi)
θi
scattered wave φ(x, y)
(a) set of collinear finite plates
· · ·
x0 =−∞ x2N =+∞x1 x2 x3 x4 x2N−1
(b) set of collinear finite plates and one semi-infinite plate
· · ·
x0 =−∞ x2N+1 =+∞x1 x2 x3 x2N
(c) set of apertures in an infinite plate (collinear finite plates and two semi-infinite plates)
Figure 1: Scattering of a plane wave by a set of collinear plates. The set of plates may extend a
finite length in (a) none, (b) one or (c) both of the positive and negative x directions.
This new numerical approach is readily applicable to scattering by a set of collinear plates,
such as the case of several finite plates shown in figure 1a. This class of geometries encompasses a
number of practical and canonical problems, and will be the focus of this paper to demonstrate the
iterative method. The Sommerfeld diffraction problem of scattering by a half-plane presents the
prototypical scattering model. It is the classical example to introduce the Wiener–Hopf technique
[1], dealing with both an unbounded domain and the sharp material junction. The diffraction
of a wave by one finite plate (two junctions) has been extensively studied [34–36], but the case
of two plates is much harder. Scattering by more than two plates has been explicitly considered
using Wiener–Hopf but neglecting edge interactions in [37,38], analytically generalising special
functions [39] and numerically in [33,40,41]. Another interesting rigorous approach is to reduce
the n-plate problem to the solution of a simple ordinary differential equation [42], here the
practical difficulty lies in finding some constant parameters of this ODE. A common theme
in many approaches is the successive treatment of diffraction events to yield Schwarzschild
diffraction series; our implementation may be interpreted as recovering a diffraction series
solution in the spectral domain (Fourier space). The fact that the proposed method is devised
in the spectral domain rather than in the physical space is key. This allows to take advantage of
the singularity structures of the kernel in the complex plane and hence perform hundreds rather
than one or two iterations, see Section 3(c). Significantly, the proposed method applies to some
Wiener-Hopf problems arising in crack propagation or Lévi processes, which are not related to
diffraction and where a Schwarzschild diffraction series approach would not be a natural choice.
General numerical boundary based methods, that avoid the need for Wiener–Hopf
factorisation, can provide effective solutions to scattering problems from convex sets of objects,
though typically these require a linear growth in degrees of freedom with increasing wavenumber
[33]. This growth may be reduced to at worst logarithmic type by considering a hybrid numerical-
asymptotic (HNA) approach where the basis used is supplemented by appropriately chosen
oscillatory functions, as proposed in [40]; moreover numerical experiments suggest wavenumber
independence. There are however three key attractions of the proposed approach using the
Wiener–Hopf technique in comparison to numerical approaches based on Green’s functions: first
the approach may be readily applied to semi-infinite geometries, second the asymptotic far-field
directivity may be naturally recovered by a single function evaluation, and thirdly, in contrast to
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unspecialised numerical approaches, it is well-suited to large wavenumbers. We shall illustrate
each of these attractions in this paper through various collinear plate setups.
This paper is structured as follows: we first introduce the class of Wiener–Hopf problems to be
solved in Section 2 by considering mixed boundary value problems associated with scattering by
collinear rigid plates. Section 3 develops the iterative method for n× n matrix problems, and
describes the numerical implementation employed. Results for the distinct canonical cases of
collinear rigid plates are presented in Section 4 and consider convergence in Section 5, indicating
advantages of this new method for certain problems over alternative approaches.
2. Matrix Wiener–Hopf problem for scattering by collinear plates
In this section we consider how a class of matrix Wiener–Hopf problems motivating the iterative
method arise from mixed boundary value problems involving scattering by collinear rigid plates.
(a) Scattering by collinear rigid plates
The concrete example in mind throughout this paper is that of the scattering of an acoustic wave
by collinear rigid (sound-hard) plates located along y= 0. We distinguish three cases: (a) where
all plates have finite extent, (b) exactly one has semi-infinite extent and (c) two have semi-infinite
extent, as illustrated in figure 1.
We suppress an implicit time dependence e−iωt and write the total wave field as the sum of
a scattered field φ and an incident field φi. We focus on the case of a plane wave incident at an
angle θi to the positive x axis
φi(x, y) = e
−ikx cos θi−iky sin θi (2.1)
The scattered field φ is required to solve the Helmholtz equation(
∇2 + k2
)
φ= 0 (2.2)
away from the plates, R2 \ Λ, where Λ is the set of points describing the location of the plates.
Boundary conditions We impose boundary conditions on the scattered field φ at y= 0 to ensure
no penetration of the total field through the rigid (sound-hard) plates, and continuity elsewhere:
∂φ
∂y
=−∂φi
∂y
(x, y)∈Λ (2.3a)
[φ] =
[
∂φ
∂y
]
= 0 (x, y)∈R2 \ Λ (2.3b)
Here [·] denotes the jump in ·. The scattered solution φ is also required to satisfy the Sommerfeld
radiation condition for outgoing waves at infinity,
r−1/2
(
∂φ
∂r
− ikφ
)
→ 0, where r=
√
x2 + y2 (2.4)
and edge conditions in order to achieve the least singular solution
φ(x, 0)→ cm as x→ xm (2.5a)
∂φ(x, 0)
∂y
→ dmx−1/2 as x→ xm (2.5b)
where cm and dm are constants [1]. Finally, the nature of this problem means the scattered field is
required by symmetry to be an odd function of y, which allows us to restrict attention to y > 0.
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General solution To apply the Wiener–Hopf technique we proceed in the standard manner by
first Fourier transforming in the x variable:
Φ(α, y) =
∫∞
−∞
φ(x, y)eiαx dx (2.6)
Imposing decay as |y| →∞, we find that the x-Fourier transform Φ(α, y) of a solution φ(x, y)
satisfying the governing equation (2.2) along (−∞,∞) may be written
Φ(α, y) = sgn(y)Φ(α, 0+)e−γ(α)|y| (2.7)
where γ(α) =
√
α2 − k2, having used the fact that the scattered field φ is anti-symmetric in y. The
branch cuts are taken to be the rays {α=±k ± is : 0< s<∞} parallel to the imaginary axis. We
note from the form of this solution (2.7) that
Φ′(α, 0+) + γ(α)Φ(α, 0+) = 0 (2.8)
where Φ′ ≡ ∂Φ∂y . This equation relates integral transforms of boundary values, as may be
generically found for separable equations by constructing the global relation [41]. To formulate
a Wiener–Hopf problem we view this equation as describing jump problem between analytic
functions, as described in the next section.
To recover the physical scattered field φ(x, y) from Φ(α, y) we invert the x-Fourier transform:
φ(x, y) =
sgn(y)
2pi
∫∞
−∞
Φ(α, 0+)e−iαx−γ(α)|y| dα (2.9)
Working in polar coordinates (r, θ) we define the directivity D(r, θ) = |φ(r, θ)|. In the limit r→∞
the leading order term may be found by the method of steepest descent: the directivity for each
observer angle then corresponds to a single evaluation of the spectral function Φ at the saddle
point α=−k cos θ. If all plates are of finite extent then φ contains no reflected waves, and we may
define the far-field directivity D∞(θ) by
D∞(θ) = lim
r→∞ r
1/2D(r, θ) (2.10)
We now formulate a Wiener–Hopf problem associated with this class of physical problems.
(b) Formulating the Wiener–Hopf problem
The plate endpoints provide n junctions at which the boundary condition on y= 0 to be imposed
changes as we cross from a plate to a gap. These junctions, together with ±∞, yield a partition of
the real line {xm|m= 0, . . . , n+ 1} with x0 =−∞ and xn+1 =+∞. The boundary conditions
provide piecewise relations for boundary values (for instance Dirichlet or Neumann data)
on intervals [xm, xm+1]. We so define the partial range Fourier transform along each interval
[xm, xm+1] of a function v(x) by
Vm =
∫xm+1
xm
v(x)eiαx dx (2.11)
The spectral relation (2.8) and boundary conditions (2.3) now provide an equation relating the
unknown data v on each boundary segment, which is permitted to be a linear combination of
Dirichlet and Neumann data for that segment, and takes the form
η0(α)V0(α) + η1(α)V1(α) + · · ·+ ηn(α)Vn(α) = F (α) (2.12)
where Vm is the Fourier transform of such an unknown data value along [xm, xm+1], ηm(α)
are known functions and F some known sum of transformed boundary conditions. Equation
(2.12) now becomes the focus of our attention, where the Vm must be found in order to solve for
Φ(α, 0+) and so determine the scattered field. For the subsequent analysis ηm(α) are assumed to
have at worst algebraic growth as |α| →∞ and branch cut and pole singularities, and without
loss of generality we suppose η0 = 1.
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For the particular case of collinear N collinear finite rigid plates we take the transforms of the
unknown data to be of Neumann data away from plates and Dirichlet on plates. This gives
V2m−1 =
∫x2m
x2m−1
∂φ
∂y
(x, 0+)eiαx dx, V2m =
∫x2m+1
x2m
φ(x, 0+)eiαx dx (2.13)
whence the Fourier transform of the boundary conditions (2.3) may be written as
V2m−1(α) = F2m−1(α) (2.14a)
V2m(α) = 0 (2.14b)
where each F2m−1 is given by the partial Fourier transform of the known value −∂φi∂y (x, 0+)
along [x2m−1, x2m]. Substituting the expressions (2.14) into (2.8) yields the spectral equation
0 =
N∑
m=1
(
γ(α)V2m−1(α) + F2m−1(α)
)
+
N∑
m=0
V2m(α) (2.15)
The necessary modifications for cases involving a semi-infinite plate extending to ±∞ follow
naturally. Moreover, if the sound-hard boundary condition (2.3a) on each plate is replaced by a
Robin boundary condition of the form ∂φ∂y − µ2 [φ] = f , then equation (2.15) is simply modified by
the substitution γ→ γ + µ such that η2m = 1, η2m−1 = γ + µ and V and F are unchanged from
(2.15).
With the Wiener–Hopf method in mind, we wish to define the regularity of the unknown
functions Vm as plus or minus, respectively denoting analyticity and at worst algebraic growth
in D+ ==(α)>−c and D− ==(α)< c respectively; these domains emerge from the analyticity
of the partial range Fourier transform. The large |α| asymptotics of each partial range transform
may be inferred from the exponential shift due to the interval endpoints and the physical solution
behaviour near the junction (2.5) by the Abelian theorems [1]. For instance, if Vm corresponds to a
partial Fourier transform of φ, then the requirement of integrable energy at the edge implies that
e−iαxmVm =O(α−1/2) |α| →∞ =(α)> 0 (2.16a)
e−iαxm+1Vm =O(α−1/2) |α| →∞ =(α)< 0 (2.16b)
This motivates the definition of the plus and minus functions Ψ (m)+ and Ψ
(m)
− for 1≤m≤ n,
Ψ
(m)
+ = e
−iαxmVm+1, Ψ
(m)
− = e
−iαxmVm (2.17)
Note that this definition means that eiα(xm−xm+1)Ψ (m)+ = Ψ
(m+1)
− , so all unknown finite range
transforms may be associated with an entry inΨ+ andΨ−. Combining equations (2.12) and (2.17)
into a matrix equation yields the simple form
η1e
iα(x1−x1) . . . ηn−1eiα(xn−1−x1) ηneiα(xn−x1)
eiα(x1−x2) 0 0 0
0
. . . 0
...
0 0 eiα(xn−1−xn) 0


Ψ
(1)
+
Ψ
(2)
+
...
Ψ
(n)
+
=

Ψ
(1)
−
Ψ
(2)
−
...
Ψ
(n)
−
+

F
0
...
0
 (2.18)
We now find a partial rearrangement of (2.18) such that unknown functions Ψ± do not appear
premultiplied by terms growing exponentially in D± respectively. This may be achieved by
writing equation (2.12) in terms of Ψ (1)− , . . . , Ψ
(m)
− , Ψ
(m)
+ ,. . . , Ψ
(n)
+ and rescaling by e
−iαxm . We
so find an equation
m−1∑
l=0
ηl(α)e
iα(xl−xm)Ψ (l+1)− (α) +
n∑
l=m
ηl(α)e
iα(xl−xm)Ψ (l)+ (α) = F
(m)(α) (2.19)
for each m, recalling η0(α) = 1. Together these yield a matrix Wiener–Hopf equation
AΨ− +BΨ+ =F (2.20)
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where the matricesA andB are lower and upper triangular matrices of the form
A=

H(1,1)E(1,1) 0 0
...
. . . 0
H(n,1)E(n,1) · · · H(n,n)E(n,n)
 , B=

G(1,1)E(1,1) · · · G(1,n)E(1,n)
0
. . .
...
0 0 G(n,n)E(n,n)
 (2.21)
with G(l,m) = ηm, H(l,m) = ηm−1 and E(l,m) = eiα(xm−xl) (so E(m,m) = 1 for each m). Here
P (l,m) denotes the (l,m) entry of a matrix P. We explicitly present the case of collinear finite
rigid plates in Section 3(b).
Equation (2.20) underlies a matrix Wiener–Hopf problem: find functions Ψ±, respectively
analytic and obeying growth restrictions in D+ ==(α)>−c and D− ==(α)< c, satisfying
equation (2.20) on the strip D+ ∩ D− =−c <=(α)< c.
(c) Wiener–Hopf technique
Before discussing the iterative solution method in the next section, it is helpful to recall the
standard procedure for solving Wiener–Hopf problems [1]. The first step to solving (2.20) is to
find multiplicative Wiener–Hopf factorisation ofB−1A= (K+)−1K−. We follow the convention
of [20] to use upper± indices to denote multiplicative factorisation, and lower indices for additive
splittings. This facilitates a rearrangement of equation (2.20) such that all unknown functions Ψ±
appear within terms analytic in D− or D+
K−Ψ− +K+Ψ+ =K+B−1F (2.22)
Next, additively splitting the known forcing term involving F allows for the equation to give an
equality between an expression analytic in D− and another analytic in D+
K−Ψ− − (K+B−1F )− =−K+Ψ+ + (K+B−1F )+ (2.23)
whence analytic continuation may be used to define an entire function which may be
characterised by the extended Liouville’s theorem. For the scalar case, the required splittings may
be expressed in terms of Cauchy transforms [1]. The additive splittings (·)± may be accomplished
by invoking the Cauchy integral formula:
f(α) = f+(α) + f−(α) =
1
2pii
∫
C+
f(z)
z − α dz +
1
2pii
∫
C−
f(z)
z − α dz (2.24)
where C± denote contours from −∞ to ∞ in D+ ∩ D− and α lies above C+ and below C−
[1]. Multiplicative scalar factorisations of functions with zero index along the separation contour
may be obtained via additive splittings by considering the logarithm [1,43]. We recall that this
approach does not generically apply to the matrix case; for instance, multiplicative factorisations
may be non-commutative and there are complications associated with partial indices [7]. We now
describe in Section 3 how the ‘easy’ solution of scalar Wiener–Hopf problems can be used to
form a building block for an iterative method to attack a class of ‘difficult’ matrix Wiener–Hopf
problems.
3. Iterative method
(a) Method
We propose an iterative method to solve matrix Wiener–Hopf problems (2.20) where the matrices
A andB take the general form of (2.21) and the following constraints apply:
(i) entries inH(α) andG(α) have at worst pole singularities or branch cuts inC and at worst
algebraic growth as |α| →∞, and the diagonal entries H(m,m), G(m,m) have zero index
(ii) each E(l,m) decays exponentially in D− if l <m, in D+ if l >m and E(m,m) = 1
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Starting from equation (2.20) and explicitly writing the scalar equation corresponding to the mth
row we may find a functional equation of Wiener–Hopf type for Ψ (m)±
A(m,m)Ψ
(m)
− +B
(m,m)Ψ
(m)
+ = F˜
(m) (3.1)
where A(m,m) and B(m,m) possess multiplicative Wiener–Hopf factorisations and the forcing
term on the right hand side is given by
F˜ (m) = F (m) −
∑
l<m
A(m,l)Ψ
(l)
− −
∑
l>m
B(m,l)Ψ
(l)
+ (3.2)
Therefore, if Ψ (l)± for l 6=m were known then (3.1) may be solved by the scalar Wiener–Hopf
technique. The constraints on the exponential terms E(l,m) ensure that all terms involving
exponential factors in F˜ (m) decay in one of D+ or D− to aid additive factorisation.
We now construct a fixed-point iteration scheme generating successive approximations Ψ (m)r±
to Ψ (m)± by using previously obtained approximations to Ψ
(l)
± for l 6=m. For instance, to find the
rth approximation to Ψ (m)± we might solve a scalar Wiener–Hopf problem
A(m,m)Ψ
(m)r
− +B
(m,m)Ψ
(m)r
+ = F
(m) −
∑
l<m
A(m,l)Ψ
(l)r−1
− −
∑
l>m
B(m,l)Ψ
(l)r−1
+ (3.3)
The procedure may be initialised by providing an estimate for Ψ (l)± for l 6=m. For now we suppose
that each row of the matrix formulation is solved in turn ( i.e. we solve (3.3) for m= 1 through to
n in ascending order). In general the set of scalar Wiener–Hopf problems may be solved in any
order, though this can affect the rate of convergence as discussed in Section 5(b). In this paper
the initial estimate for Φ(l)± for all l 6=m is taken to be 0, which corresponds to neglecting any
exponential terms in equation (3.3), and hence any coupling of the off-diagonal elements of A
andB in (2.20).
This method is inspired by the earlier work [20] that considers rearrangements of a 2× 2matrix
Wiener–Hopf problem so as to justify initially neglecting terms involving exponential factors.
Here, we initially neglect terms involving exponential factors following a partial rearrangement
to ensure exponential factors decay in the relevant regions of the complex plane; this is associated
with the idea that the coupling with the neglected terms is weak. We note that a numerical
approach to solve Riemann–Hilbert problems involving exponential factors proposed previously
[24] also uses iteration, though does not employ the scalar Wiener–Hopf technique and appeal
to Liouville’s theorem; understanding the relationship between these approaches offers an
interesting avenue for future study.
Importantly, the procedure described has reduced the matrix Wiener–Hopf problem to a
system of successive scalar Wiener–Hopf problems which may be solved via Cauchy transforms.
These transforms are implemented numerically as later described in Section 3(c).
(b) Example: Collinear finite rigid plates
Having illustrated how matrix Wiener–Hopf problems of the form (2.20)-(2.21) can arise from
mixed boundary value problems, we now explicitly consider the example of N collinear finite
plates to further clarify the method. Defining Vm and Ψ± according to equations (2.14) and (2.17)
respectively we find
A=

1
eiα(x1−x2) γ(α)
...
. . .
eiα(x1−xn) γ(α)eiα(x2−xn) · · · γ(α)
 (3.4a)
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B=

γ(α) eiα(x2−x1) · · · eiα(xn−x1)
1 · · · eiα(xn−x2)
. . .
...
1
 (3.4b)
F (m) =−ik sin θie−iαxm
N∑
l=1
ei(α+kx)x2l−1 − ei(α+kx)x2l
α+ kx
, (3.4c)
where kx =−k cos θi and we recall that γ(α) =
√
i(α− k)√−i(α+ k).
The initial guesses of the off-diagonal terms are 0, so the approximations in first iteration may
be found by solving
Ψ
(m)0
− (α) + γ(α)Ψ
(m)0
+ (α) = F
(m)(α)−
∑
l<m
A(m,l)Ψ
(l)0
− (3.5)
in the order m= 1, . . . , n. Then subsequent terms could be given by solving at the rth iteration
Ψ
(m)r
− (α) + γ(α)Ψ
(m)r
+ (α) = F
(m)(α)−
∑
l<m
A(m,l)Ψ
(l)r
− −
∑
l>m
B(m,l)Ψ
(l)r−1
+ (3.6)
form= 1, . . . , n. The scalar Wiener–Hopf problem at each iteration resembles that for the classical
Sommerfeld half-plane problem, albeit with modified forcing; for instance, takingm odd we have
Ψ
(m)
− (α) + γ(α)Ψ
(m)
+ (α) = F˜
(m)(α) (3.7)
This is of a form that may be associated with scattering by a semi-infinite rigid plate on
[0,∞]. Considering equation (3.7), the iterative method for the case of collinear plates may
be interpreted as constructing a Schwarzschild diffraction series in the spectral domain, each
iteration corresponding to a diffraction event [44].
For the problems in this paper, as in the classical half-plane problem, when appealing the
Liouville’s theorem the entire functions are found to be identically zero by considering the
large |α| behaviour of the known and unknown Fourier transforms [1]. In order to apply the
iterative procedure, we take the inital estimates of the unknown functions to be zero as mentioned
previously, and we are left to choose an order in which to solve these scalar equations to provide a
fixed-point iterative method; we will discuss the order chosen in Section 5(b). To apply the method
to the alternative geometries (b) and (c) involving semi-infinite plates the only noteworthy point
is that care must be taken over the location of poles associated with the reflected field when
performing additive factorisations (for case (a) of finite plates all forcing functions are entire).
(c) Numerical implementation
The iterative solution method described in the previous section involves solving a sequence of
scalar Wiener–Hopf problems. We therefore require an effective means to compute the Cauchy
transforms associated with the necessary additive splittings described in equation (2.24). Practical
limitations to two or three iterations, as faced in [27], may be overcome by automating the
procedure. To numerically compute Cauchy transforms efficiently we employ the approach
proposed in [31]. First the function of interest is represented in a basis encoding singular endpoint
behaviour. Known analytic expressions for the Cauchy transforms of these basis functions may
then be used to find the required moments. This can provide a spectrally accurate approximation
to the Cauchy transform throughout the complex plane, notably mitigating errors near the
contours of integration typically associated with computing singular integrals.
For the problems considered in this paper, recall that the relevant scalar Wiener–Hopf
problems have kernel γ(α) with multiplicative factors γ±(α) =
√∓i(α± k). We so require
additive factorisations of expressions of the form f∓/γ±. We take care to compute the
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factorisation via a Cauchy integral in the half-plane where f decays. For example, given a function
f(α) =
1
γ−(α)
(
ei(α+kx)L − 1
α+ kx
)
(3.8)
with L> 0 we find the additive Wiener–Hopf splitting by first computing
f−(α) =
(
1
γ−(α)
(
ei(α+kx)L − 1
α+ kx
))
−
=
1
2pii
∫
C−
f(z)
z − α dz (3.9)
recalling the contoursC± from equation (2.24), and recover f+ using the equality f+(α) = f(α)−
f−(α), thus avoiding the exponential growth of f in the lower half-plane.
To compute the Cauchy transform efficiently we first deform the contour C+ or C− onto the
branch cut in the appropriate half-plane, perhaps picking up contributions from residues. the
branch cuts of γ are intentionally taken to be parallel to the imaginary axis to be paths of steepest
descent of the exponential factors eiαxm . Considering each side of the semi-infinite branch cut
separately, we find induced square root endpoint singularities in f at the branch points. Each
Cauchy transform to be computed so takes the form
1
2pii
∫∞
0
g(x)
x1/2(x− z) dx (3.10)
where g is a smooth non-oscillatory function decaying as x→∞. Next, the Cauchy transform
along (0,∞) may be related to the canonical interval (−1, 1) using the Möbius transform
x=M(s) = λ
(
1 + s
1− s
)
(3.11)
Cauchy transforms under change of variables by Möbius mappings may be related using
Plemelj’s lemma [22,32], or by explicity considering the change of variables. We find that (3.10)
may be computed via∫∞
0
g(x)
x1/2(x− z) dx=
∫1
−1
h(s)
s−M−1(z) w(s)ds−
∫1
−1
h(s)
s− 1 w(s)ds (3.12)
where h(s) = λ−1/2(1− s)g(M(s)) is a smooth non-oscillatory function decaying as s→ 1 and
w(s) = (1− s)−1/2(1 + s)−1/2. We now approximate the mapped function h(s) on (−1, 1) by
expanding in Chebyshev polynomials of the first kind Tj :
h(s) =
nc−1∑
j=0
ajTj(s) (3.13)
where nc is the number of basis functions used; the coefficients aj may be found via fast
transforms available in APPROXFUN.JL [45]. The Cauchy transform (3.10) may then be computed
via a related basis, the ‘vanishing basis’ of Chebyshev polynomials of the first kind, given by
T z0 (s) = 1, T
z
1 (s) = s, T
z
j (s) = Tj(s)− Tj−2(s), for j ≥ 2 (3.14)
whose Cauchy transforms against the weight w(s) take the particularly simple form
1
2pii
∫1
−1
T zj (s)
s− α w(s)ds= i
(
J−1+ (α)
)j−1
j ≥ 2 (3.15)
where J−1+ (z) = z −
√
z − 1√z + 1 is one of the right inverses of the Joukowsky map [22]. Finally,
the Cauchy transform (3.12) may be computed approximately by contracting the moments (3.15)
with a vector of modified coefficients.
The iterative method has been implemented in JULIA using APPROXFUN.JL [45] and
SINGULARINTEGRALEQUATIONS.JL [33,46]. By precomputing the moments of the Cauchy
transforms evaluated at points of interest the associated computational expense may be
decoupled from the iterative procedure. To quantify the numerical performance we define a
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measure of the discrete error for an approximation f− against a converged reference value f ref−
found by considering a larger number of degrees of freedom. We compare the functions at points
αdir = {−k cos θ | θ ∈Θ} where Θ is a set of 100 equally spaced points in [0.001pi, 0.999pi], of later
relevance to evaluating the magnitude of the scattered field in the far-fieldD∞ for observer angles
θ.
Ec =
√√√√ ∑
α∈αdir
∣∣∣∣∣f−(α)− f ref− (α)f ref− (α)
∣∣∣∣∣
2
(3.16)
Figure 2 presents the numerical convergence for the factorisation of the typical forcing function
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Figure 2: Convergence of Cauchy transform for f− (equation (3.9)); in the left panel we take λ=
10, and in the right panel tailor the mapping to each term in (3.17) as described in the text
(3.8) with L= 1 and kx =−k cos 3pi/4 for various wavenumbers k, in the left panel taking λ= 10.
The non-uniformity in accuracy with k may be associated with the approximation of
(1− s)g(M(s)) = (1− s)e
i(k+kx)L−λL( 1+s1−s )
k + kx + iλ
(
1+s
1−s
) − 1− s
k + kx + iλ
(
1+s
1−s
) (3.17)
on (−1, 1). Convergence may be tuned by exploiting the free mapping parameter λ and the non-
dimensionalisation scaling kL. For instance, taking λ= 1 for first term in (3.17), but λ= k for the
second term we observe that it appears possible to minimise wavenumber dependence for large
wavenumbers, as demonstrated in the right panel of figure 2.
More generally, it is useful to note that the spectral approach to compute Cauchy transforms
may be implemented for a variety of asymptotic function behaviours and contours by using
known formulae for Cauchy transforms of various basis functions, including orthogonal
polynomials against their weights, and exploiting the relationships between Cauchy transforms
under rational mappings [22–24,32,47].
4. Results
In this section we explore the method by considering scattering of plane waves by a set of collinear
plates in two dimensions in each of the distinct cases shown in figure 1.
(a) Scattering from a finite plate
To first validate our implementation we consider scattering by a single finite rigid plate which is
associated with a 2× 2 matrix Wiener–Hopf equation. In figure 3 we plot the far-field directivity
D∞ as defined in equation (2.10) for a plane wave incident at an angle θi = pi/4 with L= 1 and
kL= 12, computed using the method of steepest as given in [27] and the ‘exact’ Mathieu function
solution presented therein. We may recover the directivity D∞ from Ψ (0)r+ or Ψ
(1)r
− , where the
index r denotes the rth approximation to the quantity, starting at r= 0. The iterative method
converges by eye to the exact solution after four iterations (0,1,2,3), taking approximately 0.1s
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on a 2018 Macbook Pro with a 2.3GHz i5 processor and 8GB ram. Convergence of the iterative
method will be considered in more detail in Section 5.
0 0.5 1 1.5 2 2.5 3
0
0.5
1
θ
D
∞
D∞ computed via
Ψ
(0)0
+
Ψ
(1)0
−
Ψ
(0)1
+
Ψ
(0)3
+
Mathieu
Figure 3: Comparison of far-field directivity D∞ for scattering a plane wave incident at an angle
θi = pi/4 by a single finite rigid plate for L= 1, kL= 12, between Mathieu function expansion
derived for [27] and our numerical implementation
(b) Scattering from a screen
The formulation of the matrix Wiener–Hopf system presented in Section 2(b) allows for an
arbitrary number of plates, and may be naturally adapted to case (c) of scattering by a set of
apertures in a rigid screen as pictured in figure 1c. We consider scattering from a set of apertures
in a doubly infinite screen and demonstrate the near-field spatial inversion of the field, computed
numerically from the inverse Fourier transform. We reproduce a case from [40] where a screen
is considered with apertures at [0, 2pi], [2.1pi, 2.5pi], [2.8pi, 3.5pi], [4pi, 6pi], [6.1pi, 10pi] and k= 5.
Figure 4 presents our results which show close agreement with that produced in panel (a) of
figure 2 in [40].
−1 0 1 2 3 4 5 6−1
−0.5
0
0.5
1
x
2pi
y 2
pi
Figure 4: Real part of the total field φ+ φi for a plane wave of wavenumber k= 5 incident at
an angle θi = 3pi/4 on five apertures at [0, 2pi], [2.1pi, 2.5pi], [2.8pi, 3.5pi], [4pi, 6pi], [6.1pi, 10pi] in an
otherwise infinite rigid plate. This reproduces panel (a) of figure 2 in [40]; the x and y axes are
scaled by a factor of 2pi to facilitate comparision.
−10 −5 0 5 10−10
−5
0
5
10
Figure 5: Real part of the total field φ+ φi for a plane wave of wavenumber k= 3 incident at angle
θi = 3pi/4 on a semi-infinite plate on the interval [1,∞] and finite plates at [−3,−2] and [−1, 0]
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(c) Scattering from a semi-infinite plate with grated extension
We now consider the problem of scattering from a semi-infinite geometry, case (b), as pictured
in figure 1b. In figure 5 we present the near field for scattering a plane wave of wavenumber
k= 3 incident at angle θi = 3pi/4 by a semi-infinite rigid plate on the interval [1,∞] and two finite
rigid plates at [−3,−2] and [−1, 0]. We remark that the only notable difference when applying the
iterative method to this example is the need to remove the pole when undertaking Wiener–Hopf
factorisations.
Whilst such problems are ideally suited to the Wiener–Hopf technique, boundary element
methods can become difficult as the integral formulations require care when posed on infinite
intervals and an appropriate choice of basis functions must be made. For a finite set of apertures,
as pictured in figure 1c, the problem may be recast as a modified problem posed on a finite
boundary formed by the apertures, as in [40]. By contrast, for geometries involving precisely one
semi-infinite plate such a rearrangement again leads to a problem posed on an infinite interval.
5. Convergence
We now investigate the convergence of the iterative scheme with iteration number. By a single
iteration we mean solving one Wiener–Hopf equation for each junction. We define an error
measure for an approximation Φr to Φ, found by terminating the iterative method after r
iterations, against a reference solution Φref
EΦ =
√√√√ ∑
α∈αdir
∣∣∣∣Φr(α)− Φref(α)Φref(α)
∣∣∣∣2 (5.1)
where the points αdir are as in (3.16), corresponding to evaluating the far-field directivity D∞
at 100 equally spaced angles {0.001pi, . . . , 0.999pi}. The reference solution Φref is taken to be
a converged solution provided by terminating the iterative sequence at a larger number of
iterations. The complexity of the numerical scheme is predominantly associated with the number
of scalar factorisations Cfactor to be undertaken. This is given by the product of the number of
junctions n and the number of iterations Cit, Cfactor = nCit. In all cases we consider an incident
plane wave at angle θi = pi/4.
(a) Finite plate
We first consider the simplest case of scattering by a single finite rigid plate. Figure 6a presents
the relative error EΦ at each iteration for a range of Helmholtz numbers kL. Each iteration
successively improves the solution; further, the solution of each scalar problem most significantly
corrects the directivity in the direction away from the junction that scalar problem may be
associated with (i.e. towards θ= 0 having solved for the extreme right hand junction at x=L
and θ= pi after solving for the left hand junction at x= 0), as discussed in [27]. This may be most
clearly seen in figure 6b where we plot the pointwise relative error in the directivitity for each
angle θ at successive iterations. The procedure converges geometrically with iteration number,
interestingly even when the plate Helmholtz number kL is smaller than unity. This has a physical
interpretation: each iteration accounts for an additional backscattering between junctions. On
physical grounds the backscattered field is expected to be weaker than the incident field that
induced it; if this proportion may be bounded above by a constant less than one then geometric
convergence would be anticipated regardless of Helmholtz number.
(b) Iteration sequence for n× n problems
The iterative procedure centres on the sequential solution of scalar Wiener–Hopf problems
corresponding to the rows of the matrix equation (2.20); the sequence in which these problems
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(a) Convergence for various wavenumbers
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(b) Error in far-field directivity D∞(θ)
Figure 6: Convergence in iteration for scattering by a finite plate. In panel (a) we observe faster
convergence for higher wavenumbers. Panel (b) takes kL= 12 and considers the pointwise
relative error in D∞ after each scalar Wiener–Hopf problem has been solved, including a partial
update at each ‘half-iteration’. The error is greatest in direction θ= 0 or pi away from the junction
most recently solved: after solving for the junction at x=L (solid) and x= 0 (dashed) respectively.
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Figure 7: Comparison of iteration strategies for 5 plates of unit length with unit spacing
considering a plane wave incident at an angle θi = pi/4 for various wavenumbers k. Iterating
forward then back (FB) is consistently preferable to only passing through the system forwards
(FF), and for low wavenumbers the FF strategy may not converge
are solved may be chosen in various ways. To investigate this choice we consider the problem of
scattering by a set of 5 unit length, unit spaced rigid plates for wavenumbers k= 0.1, 1, 10, 100.
Figure 7 presents convergence results for two strategies: forward-backward (FB), in which
the equations are solved in the repeated pattern 1, 2, . . . , n− 1, n, n− 1, . . . , 2, 1, shown in
panel (a), and forward-forward (FF) in which the equations are solved by the repeated pattern
1, 2, . . . , n, 1, 2, . . . , n, shown in panel (b). In all cases the FB strategy, in which adjacent junctions
are solved for sequentially, converges faster that the FF strategy. Further, the FF strategy does
not even appear to converge in the ‘hardest’ case presented of k= 0.1, though applying the
FB strategy does converge. That the FB strategy often appears optimal may be understood as
follows: each Wiener–Hopf problem solves for Fourier transforms of adjacent unknown boundary
values. Each such unknown is most strongly coupled to the values on the boundary sections in
closest proximity. By always solving Wiener–Hopf problems associated with adjacent junctions
successively, we always update the values anticipated to change most due to previous updates.
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(c) Convergence wavenumber dependence
Now that we have established a heuristic to choose the sequence in which to apply the iterative
scheme, we consider the convergence of the scheme for different wavenumbers.
The method is anticipated to be best suited to large wavenumbers, or more precisely scattering
problems for which the minimum Helmholtz number is large. This ensures that the backscattering
effects between each junction are indeed small. Figure 8a considers scattering from a set of 1, 5, 10
and 20 collinear unit spaced unit length rigid plates and presents the number of iterations to find
5 s.f. of accuracy against smallest Helmholtz number, min kL, where L is a lengthscale associated
with the geometry. For mid to high wavenumbers the number of iterations required is very small,
often less than 20, broadly independent of the size of the system. The number of factorisations to
achieve a given accuracy so scales at worst quadratically with the number of junctions n, as each
iteration requires the solution of n scalar Wiener–Hopf equations, each of which has O(n) terms
to be factorised. For min kL< 1 the number of iterations to achieve a given accuracy increases
rapidly with reducing wavenumber, and more iterations are required for larger n. To investigate
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(a) Large Helmholtz number convergence for a
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Figure 8: Number of iterations required to achieve 5 s.f. of accuracy in D∞ against minimum
Helmholtz number kL associated with the scattering problem. Geometries considered in panel
(b) are (i) - finite plate length L, (ii) - two finite plates length L and spacing L, (iii) - two finite
plates length 1 and spacing L and (iv) - two finite plates of length 1 and L respectively, spacing 1
this low wavenumber performance we consider a range of different scattering problems involving
one or two finite plates. Figure 8b shows the number of iterations required to achieve 5 s.f.
of accuracy and appears to demonstrate that the number of iterations required grows at worst
algebraically with the inverse of min kL.
6. Conclusion
This paper has demonstrated the efficacy of iteration to solve a class of n× nmatrix Wiener-Hopf
problems involving exponential factors by leveraging scalar techniques, extending the approach
of [20,27] based upon physically motivated scalar subsystems. This enables the extension of
(semi-)analytic techniques to scattering from problems involving multiple junctions, as we show
through the example of scattering from many collinear plates. Convergence is demonstrated even
at small reduced wavenumbers. Exploiting spectral representations to accurately evaluate the
(singular) Cauchy transforms generates a fast and accurate numerical scheme. Results have been
validated against existing approaches.
The use of iteration is most appealing in cases where there is a clear separation of scales
yielding a hierarchical structure within the system, as occurs for large reduced wavenumbers,
and problems for which alternative solution methods are unsuitable, such as non-linear systems.
The ability to deal with a large number of junctions may make this technique appropriate for
the study of subfractal geometries associated with metamaterials [48], or models of perforated
surfaces [49]. Iteration based on carefully chosen subproblems promises a useful tool to extend
numerous existing Wiener-Hopf treatments of fundamental problems with physical interest.
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