ABSTRACT In this paper, we devise a novel steganography algorithm that has a high capacity while still retaining the ability of adjusting the embedding distortion. A shifting strategy is explored to embed the secret data into a given 3-D model effectively. In order to reduce the embedding distortion, we propose a truncated space of data instead of directly working on the critical geometric information from vertices of the cover model. The truncated space confines the distortion of each component of the stego-model within the space that means the embedding distortion could be controlled within a very low threshold. In theory, we can set the length of data truncation to adjust the embedding distortion below a specified level, at the cost of losing certain embedding capacity. Moreover, the embedding capacity is irrelevant to the shape of models, and the quality of the stego-model is mostly dependent on the length of truncation rather than the quantity of embedded secret data. The proposed 3-D steganography method has the capability to control the level of embedding distortion, and at the same time, has a high embedding capacity. Various experiments have demonstrated the flexibility and high performance of our new approach.
I. INTRODUCTION
Steganography is an important research topic in computer communication and has drawn much attention from researchers for decades. With the rapid development of computing technologies, increasingly more data are being generated and acquired everyday, which in turn call for more powerful analytical tools to process the stored data for various applications. Steganography algorithms tend to require security, high capacity and low distortion when recovering hidden information.
Information hiding aims to conceal a secret message in other harmless media (also known as cover media), and only the legitimate receiver can extract the secret message with the secret key provided [1] , [2] . Generally, information hiding can be roughly classified into two categories: steganography and watermarking. The former one attempts to embed as much information as possible into a cover signal, while the later one concentrates more on the robustness of the embedded information at the expense of embedding capacity.
In contrast to the information hiding, steganalysis aims at detecting whether a given medium has hidden message in it or not, and if possible, tries to recover the hidden message and the cover signal. It can be used to measure the security performance of information hiding techniques, which should be imperceptible to both human vision systems (HVS) and more intelligent analysis. However, the information hiding and steganalysis for 3D models have received relatively less attention compared to image information hiding [3] - [8] , in spite of the proliferation of 3D models which are fairly promising information carriers.
There are several good 3D watermarking methods [9] - [18] , and most of them can be adapted for steganography. However, the embedding capacity is very low, since they are not designed for this purpose in the first place. One goal of the steganography algorithm is covert communication [19] - [32] . Therefore, the embedding capacity is its major concern. Most of the existing approaches and techniques investigate the tradeoff between embedding capacity and distortion. Nevertheless, robustness against similarity transformation attacks, such as translation, rotation, and uniform scaling, is still necessary, because such attacks are regarded as the common operations for 3D models. Therefore, higher capacity with lower distortion and robustness still deserves much more investigation in spite of the aforementioned research progresses.
The high embedding capacity and the low embedding distortion are the driving factors for us to propose a new and efficient steganography algorithm. In this paper, we utilize a truncated space of data with shifting strategy to constitute a high-capacity steganography algorithm while keeping the distortion within an adjustable threshold, which could be a very small value in theory. A shifting strategy is proposed to embed the secret data into the model by simply shifting the value in one interval into another one according to the given mapping. The truncated space is explored to further reduce the distortion below a given threshold by adjusting the length of truncation, which also governs the maximum embedding capacity. It should be noted that given a length of truncation, the embedding distortion of each vertex could be limited within the space, and the worst embedding distortion is only related to the length of truncation rather than the quantity of embedded information. It means that the embedding distortion does not grow with the increase of the quantity of embedded information below the maximum embedding. Fig. 1 illustrates the generic pipeline of our approach. A preprocessing of the 3D model is employed to generate a standard model suit for embedding. Then, a truncated space of data is constructed. In the truncated space, each component (such as x,y,and z) is decomposed into several equal-sized intervals in sequence. Then, the secret data can be embedded into the values of the components by shifting them among the intervals. Since the modification of each value is limited within the truncated space, the distortion of the stego-model could be very small. Moreover, we can set the length of truncation to adjust the distortion within a specified threshold. Since we preprocess models with normalization, including translation, rotation, and uniform-scale, the proposed algorithm can withstand the attacks of similarity transformation. The main contributions of this paper include: FIGURE 1. The pipeline of our steganography scheme.
• We propose a novel steganography algorithm based on a shifting strategy, which embeds the secret data into a cover model by simply shifting the values in one interval into another one. This strategy guarantees that the embedding distortion does not grow with the increase of the quantity of embedded secret data under the maximum embedding capacity. The proposed algorithm makes use of a simple function, and has high embedding capacity.
• We construct a truncated space of data instead of directly exploiting original vertices information of the cover model, and this process results in a property that the distortion in our steganography algorithm is adjustable by setting the length of truncation. To the best of our knowledge, our work is the first 3D steganography method that has the capability to control the level of embedding distortion while still retaining a high embedding capacity.
II. RELATED WORK
Several steganography/watermarking schemes for 3D meshes have been proposed either in the spatial domain [27] , [28] , [33] - [36] or in a transformed domain [1] , [22] , [23] , [26] , [37] . Oftentimes, embedding in the spatial domain leads to a high capacity, but at the cost of distortion and robustness.
In the general framework of steganography/watermarking, transformed domains have shown to offer a better robustness.
Since we are interested in maximizing capacity, we plan to embed the information into the spatial domain. In order to reduce the distortion, we exploit a truncated space instead of directly manipulating on the model vertices.
In the spatial domain, Cayre et al. [34] proposed a substitutive procedure based steganography algorithm, and their algorithm could combat against similarity transformation and the vertex reordering attacks. But the embedding capacity and the inefficient triangle traversal are the main drawbacks. Then, Wang et al. [35] improved the triangle traversal using an advanced jump strategy, and increased the embedding capacity to three bits per vertex via a multi-level embedding procedure. Chao et al. [36] presented a multi-layer embedding to obtain a high embedding capacity, which is three times the number of embedded layers. However, the number of embedded layers is limited due to the rapidly increasing distortion. Yang et al. [27] computed an appropriate quantization level for the mesh vertices and replace the unused Least Significant Bits (LSB) with watermark bits. It achieved high capacity and low distortion, but the error increases significantly when the amount of embedded noise becomes large, and it could not withstand malicious attacks. Tsai [28] proposed an adaptive steganography algorithm by considering the accuracy of the complexity estimation and the embedding capacity. However, higher capacity with lower distortion and the robustness still deserves much more investigation in spite of the aforementioned research progresses.
In the transformed domain, Cheng and Wang [37] proposed a steganography method that combines both spatial domain and representation domain. In the spatial domain, they explored a multi-level embedding procedure to embed at least three bits into each vertex. In the representation domain, they used a representation rearrange procedure to embed six more bits into each vertex. Bogomjakov et al. [22] improved a permutation steganography method to change the ordering of vertices and polygons for data embedding, but the embedding capacity is less than one bit per vertex. Huang et al. [23] presented a more effective scheme with an embedding capacity closer to the optimal value under the same time complexity as that of Bogomjakov et al. algorithm [22] . Lin et al. [26] presented a distortion free steganography algorithm in representation domain using vertex representation orders, triangle representation orders and connectivity information. The algorithm could be combined with other spatial-based steganography methods to provide additional embedding capacity. However, all the existing transformation-based steganography algorithms offer a very limited embedding capacity.
III. SCHEME OF PROPOSED STEGANOGRAPHY
In this work, we propose a high-capacity steganography algorithm by exploiting a truncated space with a shifting strategy. The proposed algorithm consists of two separate procedures: the embedding procedure and the extraction procedure. Both procedures have four main steps: preprocessing, the construction of truncated space, equal-sized intervals division, and data embedding/extraction.
In the embedding procedure, a preprocessing of the 3D model is employed to generate a standard model suit for embedding. Then, a truncated space is constructed, and it will be used to embed the secret data later. The truncation of model data (called truncation-data) is further divided into several equal-sized intervals in an ascending order. The secret data can be embedded into the truncation-data by shifting the truncation-data in one interval to the corresponding positions in other intervals according to a given key mapping, which is called shifting strategy throughout this paper. This strategy limits the worst modification scale of truncation-data, and it guarantees the quality of the stego-model under the embedding capacity. Moreover, we can also set the length of truncation to adjust the distortion within a specified threshold. The extraction procedure is the inverse of the aforementioned procedure in a similar way. More details of the embedding phase will be presented in the later section.
A. PREPROCESSING
Given a 3D model M, and V is its vertex set with three components (x, y, and z). We first preprocess the model M to obtain a standard model for embedding using similarity transformation, including the uniform scaling, rotation and translation.
Firstly, build a cuboid bounding box for the given model, and uniformly scale the model to make the length of the longest edge of the corresponding bounding box to be 1.
Secondly, alignment the bounding box using Principal Components Analysis (PCA) with the assist of the barycenter of the model (place the barycenter in the first octant), and obtain the corresponding model with the same rotation.
Finally, move the barycenter of the bounding box to the coordinate origin, and obtain the corresponding model with the same translation.
The preprocessing settles the impact of model diversity on algorithm stability. For convenience, we still use M to denote the cover model, and stego-model denotes the model after embedding.
B. CONSTRUCTION OF TRUNCATED SPACE
In this section, we construct a truncated space, then embed the secret data into the space. The vertex set V is a set in a real number space. We decompose the real number space R into two subspaces: the truncated space R t and the residual space R r . Specifically, the vertex set V of the cover model in R 3 could be represented as
where F s is a sign function that consists of positive or negative sign, V r (l) is the unsigned residual data in the residual space R 3 r , V t (l) is the unsigned truncation-data in the truncated space R 3 t , and l is the length of truncation from the decimal point. Concretely, the unsigned value (x r , y r , and z r ) in V r (l) retains the first l decimal places and assigns the other decimal places '0', and the unsigned value (x t , y t , and z t ) in V t (l) assigns '0' to the first l decimal places and retains the other decimal places unchanged. For example, we know that the absolute value of each component (such as x, y or z) of vertex v i could be represented in form ''0. * * * . . . * * * '', where * is an integer between 0 and 9, and it contains 15 decimal places ( * ) in our experiment. Given a length of truncation l (0 ≤ l < 15), data in V t (l) could be represented in form ''0.0 . . . 0 * * * '', where the first l decimal places are '0'. Data in V r (l) could be represented in form ''0. * * * 0 . . . 0'', where the first l decimal places are unchanged and the rest decimal places are '0'.
The set V t (l) will be used to embed the secret data, and the stego-model could be obtained as
whereṼ is the vertex set of the stego-model, andṼ t (l) is the embedded vertex set in the truncated space. There are two main advantages of using the truncated space. First, the truncated space limits the embedding distortion of each vertex in the space itself, and the worst distortion only depends on the length l. This property allows us to adjust the length l to control the distortion within a specified threshold. Second, in the truncated space, we focus on the truncated values of each component, and it is not directly related to the original shape of cover models, therefore, it makes the performance of our method very stable. Generally, the longer the length l is, the smaller the distortion becomes. In theory, given a distortion threshold, we could adjust the length of truncation to make the worst distortion within the given threshold. It should be noted that the length l will VOLUME 5, 2017 affect the embedding capacity, which will be discussed in the section of experimental results.
C. EQUAL-SIZED INTERVALS DIVISION
After constructing the truncated space V t (l), three components (x t , y t , and z t ) will be handled separately, and the elements (values)
We consider all the other values in these intervals as the embeddable ones, which will be used to embedded secret data later. Generally, there are n − 4 embeddable values in each component, and k−bit secret data can be embedded in each value, where n is the number of model vertices.
D. EMBEDDING PROCEDURE
In the embedding procedure, we process x t -component, y t -component and z t -component in V t (l), respectively. Firstly, a secret key Key(k) is constructed by the sender, which is used as the seed to generate a mapping between one value in the intervals and the k−bit code, where k is considered as the key information that will be sent to the receiver. Let us call this mapping Keymapping for short. The shiftingstrategy embeds some secret data (k−bit code ) into a embeddable value by shifting the value in current interval to the corresponding position in another interval according to the Key mapping. When doing embedding, k−bit secret data can be hidden in each value, then each cover value in V l t will be replaced by a stego-value according to the Key mapping. In order to reduce the burden of transmission, we set the Key mapping between Decimal and k−bit Binary in a natural order (see Fig. 2 ). Also, the Key mapping could be a random correspondence between Decimal and k−bit Binary, which will be more secure at the cost of lager burden of transmission. However, the key mapping we used in this approach is secure enough, since there are over thousands other cases when try to obtain the embedded information without the key information k and the length of truncation l. Therefore, the extracted data will be meaningless unless the key information and the length of truncation are both correctly provided. Given a secret message SM = ''101010001110 . . . '', and it also can be represented in the k−bit-stream, such as k = 3, SM = ''101 010 001 110 . . . .''. Given a length of truncation l, we could obtain a corresponding truncated space V t (l), which limits the embedding distortion in the space. The detail of embedding procedure is listed in Algorithm 1. For example, for a embeddable value x in interval x t 0 , 31−bit data ''111 . . . 1'' can be embedded in x by shifting it to the corresponding positionx in interval x t 2 k −1 according to the Key mapping in Fig. 2 . In other words, when doing embedding, the cover value x can be embedded with 31− bit secret data just by replacing it with the stego-valuex. In contrast with the previous steganography algorithms, our scheme is very simple, efficient, and has the adjustable embedding distortion. The embedded process uses only the Key mapping to shift the cover values to the positions in the mapping intervals (the cover value will be shifted by the distance between the current interval and the stego-interval in the direction of the stego-interval).
Algorithm 1 Embedding Procedure
Input : A cover model M, the length of truncation l and a secret message SM. Output: A Stego-modelM.
Step1. Moreover, the truncated space limits the embedding distortion in V t (l), in which the distortion is much less than it in the original model space. The modification of the embedded values is limited in space V t (l), therefore, the quality of stegomodels will retain at a high level even in the worst case. The worst case can be obtained by shifting the value in the interval to the corresponding value in the farthest interval, and the overall worst case could be calculated when all the embeddable values are shifted to the farthest intervals. Therefore, given an interval division, the overall worst case is only related to the length of truncation l, and we could adjust the length l to make the distortion (worst case) in a specified range (the longer the length is, the smaller the distortion becomes). However, the worst case never happens in all the experiments. Even though in the worst case, the quality of the stego-model still remains high, as it is within the range where the human eye can hardly see the distortion. Fig. 3 illustrates both the experimental distortion and the worst case one of the stego-models with different embedded information (measured by root-mean-square error). We can also see that the distortion does not grow with the increase of embedded information. Fig. 4 illustrates the flowchart of the secret extraction procedure. In the secret extraction procedure, we first preprocess the stego-modelM and construct the truncated space using the same way in embedding procedure. Since we fix both extreme values for each component, the bounding box is unchanged after embedding. We also have min{x t } = min{x t } and max{x t } = max{x t } (the same is true for y t and z t ). Then, the equal intervals can be obtained using the received key information k that is used in the embedding procedure. For each component, we can recognize which interval a stegovalue belongs to. After that, we find out all the stego-values and their corresponding stego-intervals. The k−bit secret data embedded in the stego-value can be extracted according to the Key mapping. Finally, all the secret message SM can be exactly extracted.
E. SECRET EXTRACTION

IV. EXPERIMENTAL RESULTS AND DISCUSSION
In this section, various 3D models are selected to show the embedding capacity, the quality of stego-models in terms of the visualization and the fidelity measure. We want to declare that the proposed method can also be directly applied to point clouds and other representation of 3D models with point information. The models are represented in double precision (each component of vertices contains 15 decimal places) in our experimental environment. The binary secret bit stream SM is randomly generated using the library function randint() in the Matlab 7.6.0 library. The distortion is measured using peak signal-to-noise ratio (PSNR), which can be calculated using RMSE of the cover model and stego-model. The RMSE is defined as
where |V | is the number of model vertices, v i andṽ i are the vertices of cover model and stego-model respectively. Then the PSNR can be defined as
where D max is set to be the diagonal distance of the bounding box of the cover model. The embedding capacity (EC) for a VOLUME 5, 2017 model can also be measured using embedding rate (ER)
where 0 ≤ k < log 10 15−l 2 + 1 is the quantity of embedded information in each value in x t , y t and z t component, respectively.
A. PARAMETERS AND PERFORMANCES
We first reveal the relationship between the parameters (k and l) and the performances (PSNR and ER) using in our approach. Table 2 shows the performances with selected l and k on Horse model. We could find that the length of truncation l affects the PSNR greatly, but the k has almost no effect on the PSNR. Table 1 lists the correspondence between l and the maximum k ( corresponding to the maximum embedding capacity). Then, we explore the relationship in another point of view. Fig. 5 (a) shows that PSNR grows with the increase of l, at the cost of losing certain embedding capacity (Fig. 5 (b) ). Fig. 5 also shows that the proposed method is not sensitive to the models. Therefore, the distortion (PSNR) of our steganography algorithm can be controlled by adjusting the length l to make the worst PSNR achieve the given threshold. Since the embedding distortion is limited within the truncated space, the best ER with tolerable distortion is our main consideration. In our experiments, we set l = 6 and k = 31 as the default value if there is no special declaration. The PSNR values in all our experiments are over 120 for the default parameters. To the best of our knowledge, it is the first steganography method that has the capability to adjust the embedding distortion while still retaining a considerable embedding capacity.
B. THE EMBEDDING CAPACITY AND DISTORTION ANALYSIS
Our approach has a very high embedding capacity while the incurred distortion is small, and could be adjusted within a given threshold. Even when examining multi-layer steganography schemes, we can notice that the numbers of layers in the relevant approaches [26] , [36] are limited. The distortion increases significantly with the growth of embedded information in Yang et al.'s [27] . Fig. 6 shows the relationship between distortion (PSNR) and the quantity of embedded secret data in each vertex of Horse model. We can see that different from the LSB scheme in [27] and the multi-layer scheme in [36] (which is the same in [26] ), the PSNR in our approach (even in the worst case) oscillates weakly above a fairly high level. Because the modification of vertices is confined within the truncated space, the quality of the stego-model will always remain at a high level even approach the maximum embedding capacity (as listed in Table 3 ), and the distortion can be hardly detected by human eyes. Fig. 7 shows the results of performances comparisons with the multi-layer steganography schemes (i.e., Chao et al.'s scheme [36] and Lin et al.'s scheme [26] ) and the LSB in Yang et al.'s scheme [27] , in terms of embedding rate and the PSNR for different stego-models. Different from the other steganography schemes, the distortion in our scheme is very stable. For a given length of truncation, the embedding rate ER has negligible effect on the distortion. We would like to mention that our scheme will produce less distortion if we set a larger length of truncation at the cost of losing certain capacity, but we still have the greatest embedding capacity at the same distortion case.
Moreover, we could also find that the performances have almost no effects associated with the quality of models due to the utility of the truncated space, take an example, the models with and without noise have almost the same embedding capacity and PSNR. As shown in Fig. 8 
C. COMPARISON AND DISCUSSION
We also compare our approach with five most related steganography approaches [34] , [37] , [36] , [27] , [26] in Table 4 . We can see that our steganography approach provides a larger embedding capacity even than the multi-layer methods. Generally, the embedding capacity is over 90|V | with the default parameters (l = 6, k = 31), it could be larger when we set a shorter length of truncation, and the extreme capacity can approach 150|V | when we set l = 0. Moreover, the distortion (PSNR) in our method does not grow (decrease) with the increase of the quantity of embedded data, and it will be stable above a fairly low (high) threshold that can also be adjusted. The distortion in all the former steganography approaches grow with the increase of embedded quantity, and will be insufferable finally (see Fig. 6 and Fig. 7) . Since we utilize a bounding box that is unchanged during the embedding processing to preprocess the models in both embedding and extraction procedures, our method can withstand similarity transform attacks, such as translation, rotation, and uniform scaling. Our steganography scheme is relying heavily on the segments of interval [min{x t }, max{x t }] (y t and z t components are the same), which means that if the two ends of the component min{x t } and max{x t } can be properly found, we still have a chance to recover the information of the part that is not moved out of their corresponding intervals. Therefore, our approach might also suffer from some attacks in a rather minor way, such as vertex reordering, local smoothing and local noise.
D. LIMITATIONS
Since we use the PCA to align the model in the preprocessing, just like many steganography approaches based on PCA [26] , [36] , failing to extract the embedding information because the PCA can not find the right alignment for models with the multi-axial symmetry. (see Fig. 9 ). In our future work, we improve our preprocess to make our method more robust. Also, we would like to extend approach to construct robust watermarking that can withstand more attacks.
TABLE 4.
The comparison between our method (l = 6, k = 31) and the methods in [26] , [27] , [34] , [36] , and [37] .
FIGURE 9.
Cases the proposed method failed to handle: the models with multi-axial symmetry models, such as (a) sphere and (b) star.
V. CONCLUSION
In this paper, we have proposed a novel steganography algorithm that utilizes a shifting strategy and a truncated space. The proposed method has the ability of adjusting the embedding distortion while retaining a high embedding capacity. Our method offers several salient improvements over the existing schemes: (1) The capacity of our steganography algorithm is higher than existing methods; (2) The embedding distortion could be adjusted within a specified threshold at the cost of certain embedding capacity; (3) The performances of the proposed method is stable (w.r.t. the shape of cover models) and robust (w.r.t. withstand similarity attacks); and (4) The steganography algorithm makes use of a simple function, and can be directly applied to point clouds and other representation of 3D models with point information. Our comprehensive experiments and extensive comparisons with other state-of-the-art methods have demonstrated that our method has high embedding capacity, retains an adjustable embedding distortion, affords low time complexity, and ensures adequate security. 
