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Abstract: Various models were developed in the past to simulate different hydrological processes.
However, discrepancies between simulated and observed values are still significant and pose a
challenge to many researchers. Models contain many parameters that cannot be directly measured.
The values of most of these parameters are determined in the calibration process conditioning the
efficiency of such models. This paper introduces the use of the enhanced Gauss–Levenberg–Marquardt
(GLM) procedure in combination with the singular value decomposition (SVD) and Tikhonov
regularization to improve the process of hydrological model calibration. The procedure is tested on a
freely available hydrological model using a synthetic dataset. Based on several efficiency measures,
the GLM procedure, in combination with SVD and Tikhonov regularization, was found to provide
efficient model history matching and almost perfect parameter calibration. Moreover, by comparing
the results of the proposed procedure with the results of global evolutionary calibration procedures, it
was found that the only calibration using the combined GLM procedure gave a perfect fit in low flows.
Last but not least, the noise in the calculation results with the combined GLM method was practically
the same in either the calibration or validation procedure, suggesting that only computational noise
remained in the results.
Keywords: calibration model efficiency; Parameter Estimation Tool (PEST); HBV-light;
Gauss–Levenberg–Marquardt procedure; SVD; Tikhonov regularization; parallel computing
1. Introduction
Simulation of hydrological processes using computer models has a long and rich history [1,2].
Hydrological models are merely a mathematical approximation of a variety of dynamic processes
in highly heterogeneous conditions in nature. A model’s variables are spatially heterogeneously
distributed, while we have limited datasets available. The same is true for data on how water moves
over and below the surface [3–6]. Different hydrological processes dominate different river catchments
due to natural conditions. Therefore, various models were developed to simulate these hydrological
processes more or less successfully [1,2,7,8]. More than 60 different hydrological models are available
for rainfall–runoff simulations [1]. Due to noise, the discrepancies between simulation results and
measurements are still significant and challenging for many researchers [6,9–16]. One of the reasons
for the discrepancy between measurements and results of simulations can also be attributed to a lack
of knowledge [17].
Discrepancies between observed data and simulated values, i.e., noise, can be produced by many
sources. First, the data we use in the model alone is a source of the so-called primary noise resulting
from measurements and observations [6,10,18–25]. Second, the source of noise is the structure of the
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model itself, i.e., structural noise. The structural noise of modeling is the fact that the model is not a
duplicate of the real state of nature. The structural noise of the modeling can be further divided into
conceptual noise [26], model design noise, and model calibration noise. Conceptual noise is caused by
a set of selected equations of complex hydrological processes that simulate natural phenomena [25,27].
For example, when highly nonlinear phenomena are modeled using linear equations, or due to the
lack of data, certain parts of the hydrological cycle can be easily extracted from the model producing
structural noise [25,26]. The design noise of the model is conditioned by the spatial and temporal
discretization of the model when preparing the input data, i.e., with the same concept, the same river
catchment can be designed differently. A model’s calibration noise is conditioned by the choice of the
calibration method by which the model parameters are calibrated.
In practice, hydrological modeling involves various models, stochastic or deterministic and
conceptual or empirical. Hydrological models contain many parameters that are integral to the model’s
equations and cannot be determined directly by field measurements. At best, only the limits, within
which the parameters take value according to their physical meaning or practical experience, can be
defined. The parameters are determined in the calibration procedure when the calculated results are
compared with the measurements [28–30]. The question of model calibration is as old as modeling
itself, and several different calibration methods have evolved.
The oldest procedure for model calibration is the trial-and-error method, where the modeler
manually changes the parameter values and visually analyzes the results. This approach was also used
in the original design of the HBV (Hydrologiska Byråns Vattenavdelning) hydrological model [31,32].
The process is entirely subjective and conditioned by the knowledge and experience of the modeler
and is mainly time-consuming. However, the modeler gets a direct sense of the sensitivity of the model
and the importance of the individual parameters.
Over time, many computer-based methods for model calibration have evolved which can otherwise
be used for a variety of purposes and in different scientific areas: the Monte Carlo method [33,34],
the general probability of estimation uncertainty [35], the artificial neural network [36], the genetic
algorithm (GAP) [18], the hybrid harmony search algorithm [37], the covariance matrix adaptation
evolution strategy (CMA–ES) global optimization scheme [38–40], and the generalized reduced
gradient [41]. Different theoretical bases give different calibration processes, where we generally
distinguish between Newton-type methods, based on the first and second derivatives of the objective
function, and global evolved methods, based on a stochastic approach [42]. As a disadvantage of
Newton-type procedures, the literature reports about the phenomenon that the process is lost at the
local minimum and is unable to find a possibly better global solution [42].
The calibration of complex nonlinear conceptual models has been the subject of intense studies
for decades [17]. Recently, the popularity of the process of finding the inverse solution of the
equations of a deterministic conceptual model, using a combination of Gauss–Levenberg–Marquardt
(GLM) transformation, singular value decomposition (SVD), and Tikhonov regularization, is
increasing [26,43–45]. The GLM method has been successfully used in the calibration of groundwater
models [46–48], models of biophysical processes in agricultural systems [49], the optimal power
flow (OPF) models to determine the best operating levels for electric power plants [50], petroleum
and geothermal reservoir models [51], the estimation of soil loss model [52], and other complex
environmental models [53]. However, to the authors’ knowledge, the successful application of the
GLM method in combination with SVD and Tikhonov regularization in the calibration of a conceptual
hydrological model has not been reported yet by other researchers. Therefore, this paper aims to
demonstrate that the combination of processes mentioned can provide similar or even better calibration
results compared to other established approaches for hydrological model calibration.
The main objectives of this paper are to (1) present and apply the multicriteria GLM procedure
in combination with singular value decomposition and Tikhonov regularization to calibrate the
hydrological model, (2) use the existing freely available hydrological model with synthetic runoff
data [18,54,55], which is required to determine the appropriate parameter settings of calibration to
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reduce calibration noise and to improve the calibration efficiency, (3) compare the performance of
the GLM procedure in combination with SVD and Tikhonov regularization with global evolutionary
calibration procedures, and (4) accelerate the calibration process using parallel computing. Moreover,
the reader can find a detailed description of the proposed procedure in Supplementary Materials.
2. Materials and Methods
In the section below, we present the Gauss–Levenberg–Marquardt procedure, singular value
decomposition, and Tikhonov regularization, which is used in the inverse solutions of the equations
of a deterministic conceptual model. In addition, the hydrological model and data are described.
A methodology for model calibration and validation is presented. All procedures, as mentioned
earlier, i.e., GLM, SVD, and Tikhonov regularization, are included in the PEST software [53]. Therefore,
for this study, we used the PEST software tool, which is an industry-standard software package
designed to evaluate parameters and analyze the uncertainties of complex environmental and
other computer models [53]. Specifically, we used the PEST_HP calibration tool (HP means very
parallelized), which is equal to PEST [56,57] but PEST_HP uses parallel computation, resulting in faster
calculation performance.
2.1. Gauss–Levenberg–Marquardt Method
The Gauss–Levenberg–Marquardt method (GLM) is a blend of gradient descent and
Gauss–Newton methods. In the literature, it is also referred to as the “Levenberg–Marquardt”
algorithm (LMA or just LM), or the “damped least-squares” method (DLS) [58]. The parameter
estimation is based on Equation (1). When the target function is far from being the smallest, the
GLM operates by the steepest gradient method, but around the minimum, the GLM begins to act as a
Gauss–Newton method. The Marquardt lambda in Equation (1) is a blending factor, which determines
the mix between the gradient descent and the Gauss–Newton methods. λ is the so-called “Marquardt
parameter,” or synthetic “Marquardt lambda,” named after Marquardt [58], who introduced this
methodology. However, the use of this parameter was pioneered by Levenberg [59]. If the error is
increasing, the function is far from its minimum and lambda should be increased approaching the
gradient descent method. On the other hand, if the error is decreasing, the approximation is working
well, so lambda is decreased. The parameter upgrade vector (u) is calculated according to the following
equation [58,60]:




J—a Jacobean matrix, each element is a derivative of one particular observation for each parameter;
W—a square diagonal matrix with squared weights attached to each observation;
λ—Marquardt lambda or damping factor, which is adjusted during each iteration;
r—vector of residuals which is minimized during calibration;
I—an identity matrix; and
T—the matrix transpose operator.
As it is apparent from Equation (1), the GLM algorithm requires the computation of the Jacobian
matrix and matrix inversion at each iteration step as many times as there are adjustable parameters.
Matrix inversion is a significant disadvantage. When the matrix is singular, GLM still performs due
to the Marquardt lambda. A matrix often becomes singular when columns (or rows) are linearly
dependent [61]. An enhanced version of GLM is implemented in PEST_HP to improve computing
performance. Each lambda defines a direction in parameter space; lambdas are selected using an
enhanced version of the algorithm employed by the traditional PEST [62].
The GLM algorithm is a standard method for solving nonlinear least-squares problems. The method
needs to adjust the parameterized functions to the set of measured data by reducing the sum of the
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squares of the differences between the measured and computational values [44,60,63]. The result of this
procedure is not only an optimal set of parameters but also a detailed analysis of the sensitivity of the
parameters [11], which tells us what the impact and importance of each parameter are on the modeling
itself [64]. Thus, several sets of parameter values that meet the criteria of the objective function with
the same degree of adaptation can be obtained [30].
2.2. Singular Value Decomposition
When solving systems of linear equations, in practice, we may encounter very sensitive systems.
The singular value decomposition (SVD) is a tool that helps us understand why a particular linear
equation system is very sensitive. SVD is a very powerful tool in numerical linear algebra. With the
help of SVD, we can get practical solutions to some very sensitive systems [45]. When a large number
of parameters are added to a model, some parameters can be expected to be insensitive and others to be
highly correlated with other parameters. As a result, even though a parameter may be estimable, it does
not mean that it is estimable. What is needed is an intelligent calibration tool; one that detects what
can and cannot be inferred from the calibration dataset. Then we can estimate what can be estimated
and leave out what cannot be estimated. This is done automatically, without users’ intervention.
More about the theory of singular value decomposition (SVD) and the tool is described [56,65].
2.3. Tikhonov Regularization
The process by which a useful solution is obtained for a very sensitive system is called
regularization [45]. Tikhonov regularization was first presented by Tikhonov and Arsenin as a
solution finding procedure for ill-posed problems, which is often the case in models with a large
number of parameters [43,66]. Using more parameters than can be constrained uniquely by observations
results in the formulation of an ill-posed inverse problem. The numerical solution of that problem
must include the use of one or more regularization mechanisms to stabilize the numerical solution
process and identify a unique solution. This topic is covered in-depth in articles [67,68]. Boundary
conditions constrain the inverse process calculations, and the experience of the modeler is required for
their determination.
2.4. CMA–ES
The covariance matrix adaptation evolution strategy (CMA–ES) is a global optimization scheme.
The CMA–ES is a stochastic or randomized method for the parameter calibration of nonlinear,
nonconvex functions. CMA–ES is a powerful and robust global optimization method [38–40]. CMA–ES
does not require derivatives of model outputs to adjustable parameters for the implementation of its
optimization algorithm. Thus, it can be employed where model outputs show “numerical granularity”
due to model numerical solution instability, or where the model is highly nonlinear and/or the objective
function surface shows local minima at various scales [69].
2.5. GAP
Genetic algorithm and Powell (GAP) optimization is another approach for model calibration.
The GAP is a stochastic design method and works evolutionarily by selecting and recombining
high-performing parameter sets with each other. The GAP algorithm consists of two steps [18,54]. First,
optimized parameter sets are generated by an evolutionary mechanism of selection and recombination
of a set of initial, randomly selected parameter sets (again within user-defined parameter boundaries).
During the second step, parameter sets are fine-tuned using Powell’s quadratically convergent method,
as described in [70].
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2.6. Hydrological Model and Data
The hydrological model HBV in the version of HBV-light software [71] was selected for the
study because of the possibility of its direct connection with external calibration programs. The HBV
model is a widely used conceptual precipitation–runoff model that simulates catchment runoff
based on precipitation, temperature, and long-term potential evaporation at a daily time step [72].
The HBV model was developed in the early 1970s to assist hydropower operations by the Hydrology
Department of the Swedish Meteorological and Hydrological Institute [31]. The model is partially
distributed since it allows the river catchment to be divided into smaller subcatchment units.
Each subcatchment can be further subdivided into smaller areas based on land use and altitude.
The model includes computational procedures that describe hydrological processes: snow accumulation
and melting, evapotranspiration assessment and soil moisture calculation, subsoil runoff, and water
flow transformation in a riverbed [73].
A version of the HBV-light model developed at Uppsala University was used and further refined
at various universities around the world. The latest version of HBV-light was coded in the VB6
programming language in VB.NET [54]. In principle, the HBV-light routines correspond to the HBV
model. However, some simplifications were made. Additional information on the HBV model is
described in the articles [31,54,73].
An analysis based on a synthetic model was selected for the study, where the calibration procedure
is performed based on the calculated catchment runoffs and taking into account known parameters.
The process for creating the ideal model is relatively simple. The calibrated model is calculated once
with known parameters. Then, the observed flow measurement (Qobs) is replaced by the simulated
flow (Qsim) results. The model knows the simulated flow at known parameters, which is equal to
the observed flow. The synthetic model eliminates measurement noise, conceptual noise, and model
design noise from the calibration process. Therefore, only the calibration noise can be analyzed in this
way. When calibrating such a model, a perfect match of the measured discharges with the simulated
discharges can be expected [18,47]. However, when calibrated under ideal conditions, it is often not
possible to re-establish (history match or to restore) the unique values of all parameters. In the synthetic
model, deviations from perfect parameter matching are due to the noise generated by a particular
calibration procedure and some nonunique parameters. This problem can be at least partially solved
by appropriately parameterizing the relevant model equations [74].
For the calibration of parameters, the GLM calibration method, together with SVD and Tikhonov
regularization, was used. Also, other calibration procedures, namely CMA–ES and GAP, were applied,
expecting to result in a perfect goodness-of-fit measure as well. We selected these two additional
procedures because they are already included in the software used for this study. CMA–ES is included
in the PEST tool package, whereas GAP is integrated into the HBV-light program for calibration
purposes. The GAP algorithm produces reasonably good results in finding a global solution to the
observed function [18].
The existing hydrological test case included in the HBV-light model was selected for the analysis.
For the test, Exercise 1 “HBV-Land” catchment case [54,55] was used. This hydrological test model
needs 16 parameters to calibrate (Table 1). The model has more than enough parameters to test.
The selected time step is one day in the period for ten years. The measured data on precipitation,
temperature, and discharges are available for the period from 1 January 1981 to 31 December 1991.
More details about HBV-Land catchment and the overall scenario of how to prepare and run a model
are described in the article [54,55] in section A1 Exercise 1.
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Table 1. List of parameters with their units and description.
Parameter Name Unit 1 Description
PERC mm/∆t maximal flow from the upper to the lower box
UZL mm threshold parameter
K0 1/∆t storage (or recession) coefficient 0
K1 1/∆t storage (or recession) coefficient 1
K2 1/∆t storage (or recession) coefficient 2
MAXBAS ∆t routing, length of the triangular weighting function
CET 1/◦C potential evaporation correction factor
TT ◦C threshold temperature
CFMAX mm/∆t degree–∆t factor
SP - seasonal variability in degree–∆t factor
SFCF - snowfall correction factor
CFR - refreezing coefficient
CWH - water-holding capacity
FC mm maximum soil moisture storage
LP - the threshold for reduction of evaporation (SM/FC)
BETA - a parameter that determines the relative contribution to runofffrom rain or snowmelt
1 ∆t in hours or days, depending on the timescale of the model.
Since one of the main aims of this study is to analyze the calibration noise, we chose a synthetic
model of a test example of the freely available HBV-Land included in the HBV-light. Moreover, with
16 parameters, we can analyze in more detail the impact of all the calibration procedures presented in
the paper (i.e., GLM, CMA–ES, and GAP) to the known parameter values. If the analyses had been
made on a model that had been calibrated with real measured output data, it would have been difficult
to distinguish between the different types of noise that impede the result [26,30,42,75]. Moreover,
another objective in this article is to test how to set up calibration parameters in a PEST control file to
get satisfying results. A calibration failure in a primary case would put to question the continuation
with a more complex model.
2.7. Model Calibration and Validation
Firstly, the GLM calibration method was performed. The procedure is schematically presented in
Figure 1. The hydrological model with input data for the period from 1 Januar 1981 to 31 December
1991 and with known model parameters shown in the second column in Table 2 was calculated.
For initial conditions, the model is expected to “warm-up” from 1 Januar 1981 to 30 October 1981.
For the model, a computed value for the period from 1 October 1981 to 31 December 1991 was assumed.
The calibration procedure was performed by using PEST [57] and PEST_HP programs [76] running
parallel on twelve logical processors on a single laptop PC. The procedure is step-by-step described in
the Supplementary Materials. The calibration was repeated using the CMA–ES procedure and with
the same control files settings as GLM (Figure 1).
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Table 2. The values of initial parameters and boundary conditions.
Parameter Name Perfect-Fit Value Initial Value Low Boundary High Boundary
PERC 0.7 0.5 0.1 2
UZL 20 30 5 50
K0 0.2 0.3 0.1 0.9
K1 0.08 0.1 0.01 0.2
K2 0.03 0.05 0.00005 0.1
MAXBAS 2.5 2 1 5
CET 0.1 0.2 0.01 0.3
TT −1 1 −2 1
CFMAX 5 3 0.5 6
SP 1 0.9 0.01 1
SFCF 0.8 0.9 0.01 1
CFR 0.05 0.045 0.04 0.06
CWH 0.1 0.05 0.01 0.2
FC 250 200 50 500
LP 0.7 0.5 0.3 1
BETA 3 2 1 5
PEST is a suite of different programs for preparation, analysis, and control of calibration procedures
and requires some knowledge and experience of this system. PEST programs require three types
of support files (Figure 1): (1) parameter template files—one for each model input file that contains
the parameters of variables that control the calibration; (2) instruction files—one file for each model
output file from which the PEST must read the observed result numbers; and (3) one control file that
provides the PEST with control parameters. The PEST control file includes the names of the relevant
model input and output files, the operational mode like estimation or regularization, values of control
variables, values of initial parameters, boundary ranges for each parameter, observed measurement
values and weights. PEST runs Model, which executes the hydrological model and the necessary pre-
and post-programs. The process is repeated until the criteria specified in the PEST control file are met.
For more detailed procedures, see PEST instructions [62,69].
The same HBV-Land model, as for the GLM calibration method, was used to calibrate the HBV-light
model by the GAP method. With the GAP evolutionary method, the procedure was repeated 100 times
to run the model 5000 times, and 1000 times additionally with Powell local optimization [18,70].
When running the GAP procedure 100 times, 100 different parameter data sets are computed, and then
the appropriate set regarding the selected goodness-of-fit criteria in Table 3 is used. Moreover, the
GAP procedure was repeated to run 100 times, but with only 13 parameters (GAP13). In this way,
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it was tested if the parameter values are closer to the initial ones than by using all 16 parameters
(GAP16), where SP, CFR, and CWH values listed in Table 1, were fixed to the perfect-fit values (Table 2).
A similar fixing of some of the parameters to avoid over-parameterization was done with CFR and
CWH described in the article [18], where K0 and UZL parameters were not used in the calibration
process with GAP.
For the initial values of the parameters, the values listed in the third column in Table 2 are taken
into account. All calibration procedures, i.e., GLM, CMA–ES, and GAP, are run with the same initial
and boundary conditions shown in Table 2.
During the calibration process, composite sensitivities were calculated and normalized for all
observations. Normalized sensitivity shows how the uncertainty in the output of a model can be
apportioned to different input parameters.
Model validation was performed using measurements of precipitation and temperature for the
period from 1 January 2001 to 31 December 2011. Similar to the calibration procedure [54,55], the
first nine months of the calculation are used to warm-up the model. Discharge data are simulated
with known parameters from the calibration for the period from 1 October 2001 to 31 December 2011.
This validation model is the same as in the calibration process, but with different input of precipitation
and temperature data. Evapotranspiration data are the same as in the calibration period.
The efficiency of a model is commonly evaluated by the Nash–Sutcliffe efficiency (NSE) coefficient,
which has been used as a standard for decades in testing calibration and model validation [29].
The quality of the calibrated model is shown in the validation process. The results of the computations
are compared with sample data that were not used in the calibration. A successful calibration model is
expected to achieve a similar NSE coefficient to that in the calibration when validating.
In addition to the Nash–Sutcliffe efficiency, other measures of the model calibration performance
were taken into account in the analysis, namely the coefficient of determination, Kling–Gupta
efficiency [77], efficiency for log (Q), flow-weighted efficiency, mean difference, efficiency for peak
flows, efficiency at low flows, low-flow difference, and volume error (Table 3). Equations of efficiency
for peak flow, model efficiency (Reff), and efficiency for low flow are the same as NSE coefficients,
differing just in different data series periods. For a peak flow, a data point with the highest observed
discharge (Qobs) value that is at least three times the average Qobs within a time window of 15 days
is used. Nevertheless, the most fundamental hydrological characteristic is the low flow, which is
a seasonal phenomenon and an integral part of every stream [78]. Low flows were identified as
challenging to calibrate in several studies [79,80]. For low flows, the arbitrary upper bound is given by
the mean annual runoff, which is a mean value of the available flow time series of the annual flow.
Q70 flows within the range of 70%-time exceedance threshold were used as low flows in this study.
The same threshold was selected in the low-flow study in a heterogeneous catchment in Slovenia [81].
For the HBV-Land catchment model, based on the calibration period data from 1 October 1981 to 31
December 1991, the calculated low-flow threshold Q70 is 0.39 mm.
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Table 3. Coefficients for calibration quality assessments, goodness-of-fit measures according to [82].
Benchmark Description Definition 1 Value for Perfect-Fit Range
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Low-flow difference
∑
(lowQobs − lowQsim) 0 −∞ to∞
1 Qobs is the measured (observed) flow, Qsim is the modeled (simulated) flow, n is the number of time steps, and Robs
and Ssim are the ranks of Qobs and Qsim.
Usually, the coefficient of efficiency (Reff) is used in the HBV model. Reff is the Nash–Sutcliffe
efficiency coefficient (NSE) of a whole calculated period and can range from −∞ to 1. When NSE = 1,
then we get a “perfect-fit value” and it means that Qsim(t) = Qobs(t). When NSE = 0, the simulation is as
good or as poor as the constant-value prediction. On the other hand, NSE < 0 means an inferior fit.
As can be seen from the equations in Table 3, all discharges are time-dependent. The NSE coefficient
is sensitive to extreme values. Model relevance can be objectively accepted or rejected based on the
NSE greater than the threshold selected by the user. The acceptable values depend on the use of the
model and the practice of modeling. Results of calculations presented in this paper showed a good
approximation of the perfect-fit values, i.e., NSE = 1.
Moreover, the parameter’s relative deviation (%) was calculated by comparing the simulated
parameter (Psim) to perfect-fit parameter (PPF) to standardize the various metrics and allow for a
comparison of the parameters (Equation (2)).
Parameter relative deviation (%) = (PPF − Psim)/PPF × 100 (2)
3. Results and Discussion
Calibration results with the GLM calibration procedure are graphically presented in Figure 2.
Results of efficiency measures in the synthetic model with perfect-fit parameter values are given in
the second column of Table 4 with the label “Perfect-fit value.” The third column in Table 4 shows
the results of parameters from the calibration using the GLM algorithm with the use of SVD and
Tikhonov regularization. For the GLM procedure, the run time was less than 1 min. Despite the same
calculation data, slightly different results were obtained, which can be attributed to the computation
noise. This noise was most likely caused by rounding the Qsim results in the calculation.
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Efficiency of low flows 1 1 0.999969 0.983838 0.999292 
Low-flow difference 0 0 0.044 −1.307 −1.063 
1 Results are rounded to the sixth decimal. 
i re 2. s r si l t isc r s it t ss r r r t t ( )
c li ratio roce ure for the calibration period from 1 January 1982 to 31 December 19 1.
Table 4. Calibration results 1 from history matching of the synthetic model over ten years, i.e., 1 October
1981 to 31 December 1991.
Model Efficiency Benchmark 1 Perfect-Fit Value GLM CMA–ES GAP16 GAP13
Coefficient of etermination R2 1 1 0.999999 0.999631 0.99999
Model efficiency Reff (NSE) 1 1 0.999999 0.999628 0.999989
Kling–Gupta efficiency KGE 0.999990 0.999990 0.999902 0.998184 0.999003
Kling–Gupta efficiency “nonparametric” 0.999844 0.999840 0.999774 0.997672 0.999156
Efficiency for log(Q) 1 1 0.999996 0.998712 0.999946
Flow-weighted efficiency 1 1 0.999999 0.999777 0.999994
Mean difference 0.002825 0.002860 0.023888 -0.53402 0.12956
Efficiency for peak flows 1 1 0.999997 0.998706 0.999978
Volume error 0.999990 0.999990 0.999919 0.998193 0.999562
MARE measure 0.999453 0.999450 0.999348 0.990692 0.996568
Lindstrom measure 1 1 0.999991 0.999447 0.999946
Spearman rank 1 1 0.999999 0.999688 0.999987
Efficiency of low flows 1 1 0.999969 0.983838 0.999292
Low-flow difference 0 0 0.044 −1.307 −1.063
1 Results are rounded to the sixth decimal.
The NSE of the computation is quite high, as shown in the third column in Table 4. Deviations
merely appeared after the tenth decimal place in the NSE (NSE perfect-fit value = 0.9999998607; NSE
GLM = 0.9999998605) and after the fifth decimal place in the mean differences benchmark, which can
be almost equated with the perfect-fit value. The performance of calibration with CMA–ES, GAP13,
and GAP16 is shown in columns 4–6 of Table 4. The overall comparison of NSE of all four procedures
applied in this study is shown in Figure 3. Based on NSE, one can notice an excellent performance also
of CMA–ES and GAP13, while GAP16 reached the lowest NSE.
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Table 6. Parameter relative deviation to “perfect fit” in the calibration procedure.
Parameter Name GLM % CMA–ES % GAP16 % GAP13 %
PERC 0 −0.01 0.41 0.92
UZL 0 0.01 0.22 −0.59
K0 0 0.07 −2.02 −0.38
K1 0 0 0.17 0.09
K2 0 −0.01 −0.49 2.16
MAXBAS 0 0.03 −0.5 −0.01
CET 0 0 −2.8 −0.97
TT 0 0 0 0
CFMAX 0 −0.68 −6.93 0.3
SP 0 0.9 12.08 -
SFCF 0 0.03 −1.72 0.3
CFR −0.02 −2.59 10.4 -
CWH 0 −0.07 35.15 -
FC 0 0 2.07 0.25
LP 0 0 3.27 −0.02
BETA 0 −0.01 4.29 −0.19
The advantage of using the GLM with SVD and Tikhonov regularization in the calibration process
is evident by comparing the values of individual relative deviations concerning the “perfect-fit” of the
parameters in Table 6.
In the regularization process (GLM), almost a perfect match between the true and the calibrated
parameters is achieved, deviating by only 0.02% of CFR (refreezing coefficient) shown in the second
column in Table 6. This small deviation (noise) is probably a consequence of the computation.
Differences occur after the third decimal place. They can be explained by the equation for calculating
refreezing meltwater (RM) defined as RM = CFR CFMAX (TT-T (t)) and containing three parameters
and one variable [18,54,72,83]. If a parameter such as CFR has independent relationships with other
parameters, it cannot be adequately calculated due to over-parameterisation. It is therefore advisable
to determine the value of such a parameter based on the expertise of the modeler. As the catchment
has no altitude zones, the occurrence of refreezing meltwater was also relatively rare in the observed
period. The results of the calibration procedure with GLM are graphically presented in Figures 4 and 5.
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On the other hand, parameter values obtained by calib ation using the GAP algorithm differ
significantly from the tru values used for the calculation f the HBV-Land model (Figures 4 and 5,
and Tabl 6). In the case of GAP16, 10 of 16 para eters deviate by more than 1%; SP, CFR, and CWH
parameters deviate ven by 12%, 10%, and 35%, respectiv ly. Moreover, th total parameter deviation
by t e GAP16 procedure is 82%. CMA–ES performed better than GAP but worse than GLM.
The largest deviation (2.6%) in CMA–ES is ag in observed for the CFR p rameter. The second-largest
deviation (0.7%) i found for the CFMAX parameter. The total deviation of parameters in case of
CMA–ES is 6%.
When the number of param ters n a calibration set was reduced from 16 to 13, a more efficient
GAP calibration with the total devi of par meters of 6% resulted. One hundred optimized
parameter sets resulted in a maximum, minimum, and median NSE equal to 0.999989, 0.980133,
and 0.994431, respectively. For comparing GAP16 with other calibration methods, the paramete set
obtained with maximum NSE w s selected.
Many researchers found that low-flow calibration is quite problematic [79,80]. In his study, th
only c libration using the GLM proc dure gave a perfect fit in low flows (Table 4) withou using the
additional criteria to calibrate low-flow data series.
CMA–ES parameter relative deviation to history matching is close to GLM, as shown in the
second column of Table 6. The calibration time can sometimes be significant. The run time depends on
computer power, the operating system, and calibration process termination criteria. We need to look at
this metric relatively and see how much one method is faster or slower than the other. For the selected
case of the hydrological model calibration, the calculation using the parallel computing according to
the GLM procedure takes 50 s (Figure 6), the CMA–ES parallel calculation takes one hour, and one
GAP calculation takes two minutes with 6000 model runs. To achieve the results shown in Table 6, one
hundred repetitions of GAP calculations take about three hours and ten minutes.
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The GLM procedure calculated the hydrological model 533 times with 14 iterations, and the
CMA–ES ran the model 12,937 times with 925 iterations. For one hundred repetitions with the GAP
procedure, 603,150 model runs of the model are required. Better efficiency of the GLM procedure
regarding the number of required model calculations in comparison with the methods of evolutionary
CMA–ES and GAP is hence more than evident. Moreover, the GLM calibration process in all cases
calculated the same NSE value and values of calibrated parameters remained the same, regardless of
the number of repetitions of the calibration process. The same repeating results can be attributed to
the nonstochastic behavior in GLM calibration procedures [84], in contrast to stochastic evolutionary
procedures (CMA–ES and GAP in this study). The minimum error variance in the objective function
was obtained with the GLM procedure in all cases.
The validation results were similar to those of the calibration but slightly worse for all procedures.
However, especially for models calibrated using GAP, the differences are relatively more considerable.
Validation results with the GLM calibration procedure are graphically presented in Figure 7. For the
model based on the GLM calibration, the NSE for the calibration and validation period has the same
value NSE = 1 (Table 7). For the model based on the GAP calibration parameters, NSE decreases from
0.9996 for the calibration period to 0.9983 for the validation period (Table 7).
Brilly et al. [85], as part of the broader study, reported about using the proposed combined
procedure, implemented in the PEST software and on a real catchment, i.e., the Savinja River catchment
in Slovenia. The average NSE value for the model calibration of 21 subcatchments was 0.85, suggesting
that the proposed methodology has great potential also for modeling (multiple) real river catchments.
However, this is the first paper testing the use of the combined GLM procedure on a synthetic
rainfall–runoff model, where all other types of noise, except calibration noise, are excluded from
the model. A comparison of results of all four calibration approaches used in this study shows that
calibration noise was excluded only with the combined GLM method.
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Table 7. Validation results 1 of the HBV-Land model for the period 1 October 2001 to 31 December 2011.
Model Efficiency Benchmark Perfect-Fit Value GLM CMA–ES GAP16 GAP13
Coefficient of determination R2 1 1 0.999995 0.998259 0.999989
Model efficiency NSE 1 1 0.999994 0.998092 0.999987
Kling-Gupta efficiency KGE 0.999987 0.99998 0.99924 0.984518 0.998326
Kling-Gupta efficiency “non-parametric” NPE 0.999811 0.99981 0.999562 0.987471 0.998312
Efficiency for log(Q) LogReff 1 1 0.999992 0.993776 0.999872
Flow-weighted efficiency FlowWeightedNSE 1 1 0.999995 0.998288 0.999996
Mean difference −0.001665 −0.0035 0.029267 −2.79455 −0.31087
Efficiency for peak flows 1 1 0.999982 0.995386 0.999985
Volume error 0.999993 0.99999 0.999879 0.988476 0.998718
MARE measure 0.999205 0.99921 0.998851 0.970793 0.994208
Lindstrom measure 1 1 0.999982 0.99694 0.999859
Spearman rank 1 1 0.999996 0.998679 0.999981
Efficiency for low flows 1 1 0.999977 0.980824 0.999784
Low-flow difference 0.001 −0.007 0.232 − 11.999 −2.27
1 Results are rounded to the sixth decimal.
4. Conclusions
In this paper, the enhanced Gauss–Levenberg–Marquardt (GLM) procedure in combination with
the singular value decomposition (SVD) and Tikhonov regularization is presented and applied to
calibrate the conceptual hydrological model. The procedure was evaluated and compared with
two other global calibration techniques (GAP and CMA–ES). Based on the results of this study, the
following conclusio s ca be drawn regarding th presented comb ned used of GLM, SVD, and
Tikhonov regularization:
• The combined GLM procedure enabled an almost perfect match between true and calculated
parameters. Only one parameter out of 16 showed a deviation of only 0.02%.
• By knowing the true model parameters, various calibration parameter settings can be tested.
With the appropriate parameter settings of calibration, the calibration noise was reduced, and the
calibration efficiency was improved.
• Only with the GLM procedure, the precise values of parameters on the HBV-Land model for both
peak and low flows were obtained. In other words, only the combined GLM process was able to
eliminate the calibration noise in the case of simulations based on the synthetic model runoff.
• The run time of the combined GLM procedure was significantly shorter than those of the compared
procedures. For the same case study, the combined GLM calibration procedure was approximately
60 and 200-times shorter than of CMA–ES and GAP, respectively.
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• The GLM calibration process in all cases calculated the same NSE value, and values of calibrated
parameters remained the same, regardless of the number of repetitions of the calibration process.
The same repeating results can be attributed to the nonstochastic behavior in GLM calibration
procedures [84], in contrast to stochastic evolutionary procedures (CMA–ES and GAP in this
study). The minimum error variance in the objective function was obtained with the GLM
procedure in all cases.
• The noise in the calculation results with the GLM method was practically the same in either
calibrating or validating the procedure. In the modeling, therefore, only computational noise
remained in the results.
• The result of calibration with the GLM procedure, which would be stuck at the local minimum,
was not detected in this study. The GLM procedure has proven to be very useful in solving linear
inverse problems. By introducing Tikhonov regularization into an inverse solution, we successfully
calculated unique parameters. With successive iterations, the GLM method achieved model
calibration, regardless of the nonlinear relationship between model outputs and model parameters.
• The calibration of the synthetic model gave an insight into the noise generated and the deficiencies
in the design of the calibration process. However, the GLM calibration process itself requires
expertise in hydrological modeling as well as in the calibration process. The lack of expertise is
also the reason that the GLM process has not yet been widely implemented in practice to calibrate
distributed hydrological models. For this reason, a Supplementary Materials section was prepared
to bring the procedure closer to potential users.
Results of this study suggest that the proposed procedure (detailed explanation in the
Supplementary Materials—A Quickstart Guide to HBV-Light Hydrological Model Calibration Using
PEST) has a great potential to address many open challenges, such as calibration of multiple
subcatchments at once instead of one to the other and from top to bottom.
Supplementary Materials: The following is available online at http://www.mdpi.com/2076-3417/10/11/3841/s1,
A Quickstart Guide to HBV-Light Hydrological Model Calibration Using PEST.
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Supplementary 
A Quickstart Guide to HBV-light Hydrological Model Calibration using PEST 
In this appendix, the reader can find a practical guide to using PEST to calibrate a hydrological model. 
With this guide, we do not want nor can replace PEST or HBV-light user’s manuals [1–7]. All research 
datasets and software used in this appendix are free and openly available online. All procedures are 
described in detail and can be repeated by the reader/user. Therefore, anyone can get useful 
information on how to connect the HBV-light hydrological model with PEST. 
Moreover, the newest PEST_HP and CMAES_HP are used to speed up the computational task 
significantly. The presented procedures are universal and may provide a helpful template for 
calibrating any other hydrological or environmental model. Basic knowledge of running programs 
from the command line is required. All required additional programs and the computer code are 
described and provided in this appendix. 
PEST TOOLS 
PEST is the abbreviation for Parameter ESTimation. It is a software tool for estimating model 
parameters, and it is John Doherty's lifework. Namely, John Doherty sought a solution for calibrating 
groundwater models where we are dealing with a set of parameters determined based on subjective 
hypotheses and the need of the model operator for the direct intervention into calibration results to 
consider physical laws. The software tool, developed in 1994, has now grown into an interconnected, 
extensive set of programs, which addressed the different needs of the model's analysis, and it is in 
continuous development. Moreover, it is used to perform sensitivity and uncertainty analyses. PEST 
tools contain around 250 programs and are a set of various applications for preparation, analysis, 
control, and transformation... Despite the extensive literature, the use of software tools requires 
additional training and specific knowledge of the system. 
PEST performs all calibration tasks, including sensitivity and uncertainty analysis, by itself. 
Computing time depends on the quantity of data, the complexity of the model, the model termination 
criteria, and the speed of the computer. Calculation usually takes from several minutes to several 
hours. Users’ tasks include (1) choosing adjustable parameters; (2) preparation of initial and 
boundary values for selected parameters; (3) preparation of PEST files; and (4) PEST operation and 
interpretation. The tasks require the user's knowledge of the model, and implicitly involves the task 
of preparing PEST files. 
Appl. Sci. 2020, 10, x FOR PEER REVIEW 2 of 17 
 
 
Figure S1. Calibration process workflow using the PEST procedure. 
The Model PEST interface requires three types of input files, as shown in Figure S1: 
 a control file (.pst) provides the PEST program with the names of all the files with templates and 
instructions, the names of the appropriate input and output files of the model, the values of the 
control variables, the values of the initial parameters, the measurement value, the weights, etc., 
 instruction files (.ins), one for each model output file from which to read numbers, and 
 files with parameter templates (.tpl), one for each model input file with parameters from 
calibrating the model that manages the calibration application. 
PEST CONTROL FILE 
For automatic program management of the calculation of the HBV-light hydrological model in 
the process of calibrating with PEST tools, we need to prepare the necessary control files (Figure A1). 
When preparing the PEST environment, we must first create a PEST control file (.pst extension) 
extension. The PEST control file contains central information about PEST optimisation algorithm, 
initial and boundary values of model parameters, observations, etc. In our case, it is called Calib.pst. 
The control PEST file needs to be carefully prepared. An incorrect or poorly specified value of the 
control parameters can result in poor calibration results. The .pst file is formatted so that the position 
of each parameter is in a predefined line and column. A more detailed description of individual 
parameters is given in [4]. Since HBV-light model can have multiple sub-catchments, we suggest 
numbering the parameter names with the sub-catchment number before the name (like 01PERC, 
01UZL,...,01BET). 
PEST INSTRUCTION FILES 
The model output files are read with the PEST instruction file (.ins extension). The instruction file 
(Figure A1) must be available for all model output files from which at least one number should be 
read. It contains instructions that provide directional forward movement after the model's output file 
and inform the program that it uses to view the output file of the model by counting line numbers or 
searching for fragments of text or a combination of both. The data between programs must be 
transmitted with the highest accuracy. Thus, the numbers in the output files of the model should 
have at least six or more significant digits. 
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The files mentioned above can also be more if we want to control various period in data sets. If we 
are going to consider different parts of discharge series data (e.g., high flow, low flow, base flow, 
peak flow), we can prepare such files using external programs. However, when calibrating, we can 
additionally require to give, for example, special attention to the appearance of flood peaks. In this 
case, we create another file for it. Similarly, if we want to emphasise also low flows, we prepare the 
third output file. 
PEST TEMPLATE FILE 
The third file required to operate the PEST software tool is a template file (.tpl extension) which 
contains information on how to write parameters to the model input file. A model may read many 
input files; however, a template is needed only for those input files which contain parameters 
requiring calibration. Whenever PEST runs a model, it must first write parameter values to the model 
input files. PEST can only write settings to the ASCII input text files. If the model produces a binary 
output file, we must write an intermediate program that translates the data written to the ASCII file 
format. This condition is also guaranteed by the XML file which is in HBV-light. 
SUPPORT PROGRAMS 
The PEST software was originally developed for groundwater modelling. For use in calibrating the 
HBV-light models, we had to create four console computer programs, i.e. Model.cmd, DelP.cmd, 
Regul.cmd, and Clbrt.cmd. Listings and instructions for all four programs can be found below. In 
these programs also, some external programs are needed to work properly. The user needs to install 
SFK, ROBOCOPY, and TIMER programs from http://stahlworks.com, https://www.windows-
commandline.com/download-robocopy/, and www.Gammadyne.com. 
Model.cmd triggers the HBV-light hydrological model every time we call it. The program has a built-
in DeTab procedure that ensures that the result values are always in the same positions as specified 
in the PEST instruction file (Table S1). Some output files in HBV-light like Peaks.txt have delimited 
with the Tab (tabulator) delimiter. Tab delimiter must be replaced with spaces, which is a guarantee 
that the result values are always in the same positions. 
Table S1. Program Model.cmd and DeTAB.cmd. 
@echo off 
:: Name: Model.cmd 
:: Run HBV model in console 
SETLOCAL 
SET R=.\Results 
HBV-light-CLI Run .\ SingleRun %R% 
:: Change TAB to 10 spaces 




:: Run SFK - The Swiss File Knife Multi Function Tool. 
:: Release 1.9.3 Base/XD Revision 4 of Dec 8 2018. 
:: StahlWorks Technologies, http://stahlworks.com/ 




IF [%1]==[] SET /p SPACES= Input number of spaces :  
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IF [%2]==[] SET /p F= Input file name :  
sfk detab=%SPACES% %F% -yes > nul 
During calculation, PEST creates a variety of intermediate files that are not all useful for our purpose 
after the calculation is finished. Therefore, DelP.cmd console program deletes these unnecessary and 
redundant files. DelP.cmd is optional but can be very useful. In this way, we keep only the necessary 
files, while file review is more transparent (Table S2). 




REM del *.rec 
del *.rst 
~ 
:: del *.jcb 
del *.pfm 
del *.fpr 
The Regul.cmd program is designed to run several pre-calibration operations, shown in Table S3. The 
program runs the PEST and HBV-light model once and creates two additional PEST control files 
Calib1.pst and Calib2.pst. 
Table S3. Program Regul.cmd. 
@Echo Off 
i64pest calib /hpstart 
parrep calib.par calib.pst calib1.pst 70 
i64pwtadj1 calib calib1 1 
addreg1 calib1 calib2 & Tikhonov regularisation 
Since the PEST single processor version like i64pest.exe requires a longer computing time, PEST_HP 
is used. We have created a console program Clbrt.cmd to start the PEST_HP processes with the TCP 
protocol executing calibration in parallel. Program Clbrt.cmd is shown in Table S4. Parallel 
computation means using additional agents simultaneously. A single computer can support more 
than one agent depending on the number of logical processors. Thus, even with one computer with 
a multi-core processor, the calibration process can be accelerated by using all the available computing 
power. 
Table S4. Program Clbrt.cmd. 
@Echo Off 
:: HBV-light calibration with HP suite: GLM, SVD, (Tikhonov) or CMAES 
:: Shell script by Andy's Soft (c), UL FGG-KSH, Ljubljana 
:: Clbrt.cmd, January 2012, last version April 2020 
:: E-mail: andrej.vidmar@fgg.uni-lj.si 
:: Cmnd: Clbrt (Model_name) (PEST_control_file_name) (c) 
::       c ... is an trigger to the CMA-ES global optimization method 
:: Exmpl A. Clbrt HBV-land Calib 
::       B. Clbrt HBV-land Calib c 
:: ------------------------------------------------------------------------------- 
::Set variables used in script 
SETLOCAL EnableDelayedExpansion 
SET model=%1 
IF [%1]==[] SET /p model= Enter HBV-light model name :  
SET pcf=%2 
IF [%2]==[] SET /p pcf= Enter PEST control file name :  
SET method=pest_hp_mkl & :: Run GML 
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IF [%3]==[c] SET method=cmaes_hp & :: Run CMA-ES 
SET /A np=%NUMBER_OF_PROCESSORS%-2 & :: number of CPU logical procesor minus two 




:: Mirroring Template\ data for %method% to the %model%\ and the Agents\ 
ROBOCOPY Template %model% /MIR >NUL 
FOR /L %%i IN (1,1,%np%) DO ( 
   ROBOCOPY Template Agent%%i\ /MIR >NUL 
) 
ECHO The PEST is running. Please, wait... 
ECHO Start PEST at %time% >ClbrtTime.txt & TIMER /q 
 
:: Start %method% manager in new command Window in %model%\ directory. /hpstart 
START "%model%" /D"%CD%\%model%" /REALTIME %method% %pcf% /h :%port1% 
 
:: Start loop from 1 to %np% PEST_HP agents in new hiden Cmd_Window in Agents\ 
directories. 
FOR /L %%i IN (1,1,%np%) DO ( 
   START "Agents" /D"%CD%\Agent%%i" /MIN /REALTIME agent_hp %pcf% /h %host1%:%port1% 
) 
:: Start one %method% agent in %model%\ directory. 
START "Agents" /D"%CD%\%model%" /MIN /REALTIME /WAIT agent_hp %pcf% /h 
%host1%:%port1% 
 
ECHO Stop  PEST at %time% >>ClbrtTime.txt & TIMER /s /nologo >>ClbrtTime.txt 
 
:: After end delete all Agents\ directories. 
FOR /L %%i IN (1,1,%np%) DO ( 
   RD /S /Q "Agent%%i" 
) 
FOR /F "delims=" %%i IN (ClbrtTime.txt) DO SET "timer=%%i" 
ECHO The PEST is finished in %timer%. The results are in %model% directory. 
Command: Clbrt (Hydrological_model_name) (PEST_control_file_name) (c) 
The default calibration program is PEST_HP. If we use in command line command the third optional 
variable “c”, then global optimiser CMAES_HP is started. With this simple program, we can calibrate 
the model using GML, with SVD and Tikhonov regularisation, or we select the global CMA-ES 
method. 
CONSTRUCTION OF A HYDROLOGICAL MODEL 
For the calibration process with PEST, we need a working hydrological model. The building of the 
hydrological model starts with the selection of the structure type of the model. The structure type 
depends on the needs of the process simulation, the data availability and the characteristics of the 
catchment. In a distributed model the area of the catchment could be divided into smaller catchment 
areas, depending on the available suitable data and locations of the stations in the hydrological 
network. The ideal solution would be to have hydrological observations for each sub-catchment. 
However, this is not obligatory. Since in alpine climate conditions frequent snowfall is expected, we 
should divide the sub-catchments into elevation zones of the order of 100 metres or less. According 
to the data, we also consider land use. The more data available, the better the model. More vegetation 
zones result in a model with a relatively large number of parameters. Once the model structure is set 
up, and specific data are prepared, the model is built. When the model is created, we can begin with 
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the process of connecting the model with the PEST software tool. A detailed procedure of using the 
PEST tool is shown in the test case (namely HBV-land) with the HBV-light model in the next section. 
PREPARING THE HBV-LIGHT MODEL 
To work with PEST and HBV-light, users must first install the HBV-light software from 
https://www.geo.uzh.ch/en/units/h2k/Services/HBV-Model/HBV-Download.html (model and data) 
and PEST software from http://pesthomepage.org/Downloads.php (PEST v. 17.05, PEST_HP suite 
and i64PEST 64bit versions) and add system variable PATH=C:\Program Files\PEST;C:\Program 
Files (x86)\HBV-light. 
To illustrate the operation of the PEST calibration procedure, one of the existing cases of hydrological 
models for HBV-light is used. For the test case, we selected the HBV-land catchment example. The 
model has 16 parameters to be calibrated. The simplicity due to the HBV-land model is suitable for 
illustrating the necessary calibration procedures with PEST. 
The test case is constructed in such a way that the calculation of runoff with input data and pre-
known parameters is considered instead of runoff measurements (i.e. synthetic model). The task of 
students is to manually calibrate the HBV-light model test case to a synthetic discharge data set for 
which it is possible to obtain a perfect fit, i.e. observed and simulated discharge are the same. The 
values of parameters for this example are known. To evaluate the efficiency of the calibration with 
the PEST tool, we compared the results obtained by PEST with the “true one”. 
In the HBV-land model, there are two data directories named Data\ and Results\. For modelling 
with PEST_HP, the HidModel\ directory is created on the disk, and on it, a Template\ subdirectory 
is created. Then all the Data\ from the HBV-land directory are copied into it. We do not need to create 
directory Results\ manually as it will be created automatically in the Template\ directory after the 
first run of the HBV-light with Model.cmd. However, the user has to enable the saving of results in 
HBV-light in the menu (Settings | Model Settings. Toggle |Save Results|). Once there, enable also 
|Compute efficiency for peak flows|. 
In the directory ..\Template\Data\, there are five original files, as listed and described in Table S5. 
For the model structure, we selected the Standard version using UZL and K0 in the SUZ tank and the 
basic model. The chosen values are given in the Model Settings window. The model warm-up was 
selected between 1/1/1981 and 30/9/1981, while the simulation period was between 1/10/1981 and 
31/12/1991 (3744 days). Use of T_MEAN.txt file is optional. 
Table S5. List of original files of HBV-land model in \Data\ directory. 
Number Name Size Date Description of content 
I 
clarea.xml 596 20.03.2017  
Shares of vegetation by 
elevation zones. 
II 
EVAP.txt 78 20.11.1996 
Values for potential 
evaporation (mm/day). 
III ptq.txt 93'721 24.10.2018 
Time series of precipitation 
(mm/day), discharge (mm/day), 
and temperature (°C). 
IV 
Simulation.xml 1'231 2.02.2011 
General settings and model 
structure. 
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V 
T_MEAN.txt 164 20.11.1996 
Long-term values of 
temperature. 
Once the data are prepared, we can run the graphical version of HBV-light-GUI.exe. Then we browse 
and select the directory ..\HidModel\Template\ and run the application by clicking on the Run 
window or simply run Model.cmd from ..\HidModel\ directory by typing command >model and 
then press [Enter]. 
c:\HidModel\Template>Model 
Finished run! 
We get the result, as shown in Figure S2. Since blue (observed outflow) and red (simulated outflow) 
lines differ significantly in shape and offset, it is evident that the model is not yet calibrated. 
 
Figure S2. HBV-light screen image of the non-calibrated HBV-land model. 
In the directory ..\HidModel\Template\ a new directory is created ..\Template\Results\ and 
within the following files Peaks.txt, Results.txt, and Summary.txt appear. If we open the Peaks.txt 
file by typing it, we see that the values of simulated flow peaks are very different from the observed 
ones. Moreover, the model efficiency measures listed in Table S6 confirm that the model is weak. In 
other words, the working model in HBV-light is prepared, but not yet calibrated. The calibration will 
be done with the PEST tool. Therefore, we need to connect the model with PEST. 
c:\HidModel\Template\Results>type Peaks.txt 
Date_Qobs       Qobs    Date_Qsim       Qsim 
- 
19830105        2.49    19830104        2.89270667071444 
19830405        4.071   19830404        7.18039136531989 
19830918        6.832   19830917        16.7062624493854 
- 
Table S6. Listing of Summary text listing. 
c:\HidModel\Template\Results>type Summary.txt 
The goodness of fit: 
Coefficient of determination 0.202211143110468 
Model efficiency -1.43670697815752 
Kling-Gupta efficiency 0.0154804679575347 
Kling-Gupta efficiency ('non-parametric') 0.297002446278847 
Efficiency for log(Q) -0.401129620752715 
Flow weighted efficiency -0.26136485498487 
Mean difference -168.905327934982 
Efficiency for peak flows -2.61414165395518 
Volume Error 0.428539325956592 
MARE Measure -0.12455682147568 
Lindstrom Measure -1.49385304556186 
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Spearman Rank 0.592118227125845 
CONNECTING HBV-LIGHT MODEL WITH PEST 
For processing with PEST, control file in the Template\ directory needs to be prepared. In the control 
file, the connection with the model is defined. The first line of the Calib.pst file starts with the "pcf", 
which stands for PEST control file. In this file, attributes for the following blocks marked with “*” 
must be assigned, i.e. * control data, * singular value decomposition, * parameter groups, * parameter 
data, * observation groups, * observation data, * model command line, and * model input/output. A 
more detailed description of individual PEST parameters is given in [4] The example of assigned 
parameter values for the HBV-land model is shown in Table S7.  
Table S7. Calib.pst PEST control file for HBV-land model. 
pcf 
* control data 
Restart estimation 
16     3765    16      0       2 
1      2       double  point   1       0       0 
20    -3       0.3     0.005   7       999 
3      3       0.001 
0.1 
70     0.001   3       3      0.005   3 
0      0       0 
* singular value decomposition 
1 
16        5.00E-12 
0 
* parameter groups 
01PERC    relative  0.02      0      switch    2     parabolic 
01UZL     relative  0.02      0      switch    2     parabolic 
01K0      relative  0.02      0      switch    2     parabolic 
01K1      relative  0.02      0      switch    2     parabolic 
01K2      relative  0.02      0      switch    2     parabolic 
01MXBS    relative  0.02      0      switch    2     parabolic 
01CET     relative  0.02      0      switch    2     parabolic 
01TT      relative  0.02      0.01   switch    2     parabolic 
01CFM     relative  0.02      0      switch    2     parabolic 
01SP      relative  0.02      0      switch    2     parabolic 
01SFC     relative  0.02      0      switch    2     parabolic 
01CFR     relative  0.02      0      switch    2     parabolic 
01CWH     relative  0.02      0      switch    2     parabolic 
01FC      relative  0.02      0      switch    2     parabolic 
01LP      relative  0.02      0      switch    2     parabolic 
01BET     relative  0.02      0      switch    2     parabolic 
* parameter data 
01PERC    log       factor    0.5    0.1       2     01PERC    1    0   1 
01UZL     log       factor    30     5         50    01UZL     1    0   1 
01K0      log       factor    0.3    0.1       0.9   01K0      1    0   1 
01K1      log       factor    0.1    0.01      0.2   01K1      1    0   1 
01K2      log       factor    0.05   5.00E-05  0.1   01K2      1    0   1 
01MXBS    log       factor    2      1         5     01MXBS    1    0   1 
01CET     log       factor    0.2    0.01      0.3   01CET     1    0   1 
01TT1     none      relative  1      -2        1     01TT      1    0   1 
01CFM1    log       factor    3      0.5       6     01CFM     1    0   1 
01SP1     log       factor    0.9    0.01      1     01SP      1    0   1 
01SFC1    log       factor    0.9    0.01      1     01SFC     1    0   1 
01CFR1    log       factor    0.045  0.04      0.06  01CFR     1    0   1 
01CWH1    log       factor    0.05   0.01      0.2   01CWH     1    0   1 
01FC1     log       factor    200    50        500   01FC      1    0   1 
01LP1     log       factor    0.5    0.3       1     01LP      1    0   1 
01BET1    log       factor    2      1         5     01BET     1    0   1 
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* observation groups 
01mQ 
peak 
* observation data 
01mQ_1    0.281     1    01mQ 
01mQ_2    0.272     1    01mQ 
~ 
01mQ_3743 0.763     1    01mQ 
01mQ_3744 0.706     1    01mQ 
peak_1    5.708     1    peak 
peak_2    4.76      1    peak 
~ 
peak_20   4.939     1    peak 
peak_21   2.83      1    peak 
* model command line 
Model.cmd 




In (* observation data) in the Calib.pst, we enter all the observed data (Qobs) that are found in the 
Results.txt file. PTQ data files can be found in the \Data\ptq.txt directory and contain four columns 
with date, precipitation, temperature, and observed runoff data. We only take the measured data 
from the beginning of the simulation period "Start of simulation period", which was defined in the 
HBV-light (GUI) in model settings (in our case from 01/10/1981). We repeat this with peak data 
located in the file .\Template\Results\Peaks.txt in the Qobs field. 
For the HBV-land model, we have 3765 numbers of observed values (NOBS), namely 3744 Qobs values 
and 21 peak Qobs values. Peak points are calculated with HBV-light according to their criteria. The 
Peaks.txt file contains the date and the measured peak flow of Qobs. The peak flow is defined as the 
value of Qobs, which is at least three times greater than the average value of Qobs. Also, the peak is the 
highest value of the Qobs value within a 15-day window time frame. This limitation of 15 days also 
applies if we work with hourly-based time series. 
The HBV-land model has only one sub-catchment indicated with “01”. Therefore, for example, 
01PERC is the name of the PERC parameter in the first sub-catchment. In our case, 16 parameters will 
be calibrated by PEST (Table S7, * parameter data section). In this block, * parameter data section, 
parameter type of transformation, initial value, and lower and upper boundary values are defined. 
When preparing the Calib.pst file, check it using PESTCHEK tool, which is very helpful for finding 
syntax errors or typos. The commands for PESTCHEK as well as for TEMPCHEK and INSCHEK are 
the same, i.e. >PESTCHEK pest_control_file_name. It should be noted that each of these tools checks 
one error at a time. Therefore, once we have corrected one mistake, we must rerun the verification 
program for finding new errors as many times as necessary until the notification “No errors 
encountered” appears. After this notification, the Calib.pst PEST control file is prepared. 
c:\HidModel\Template>pestchek calib 
PESTCHEK Version 17.05. Watermark Numerical Computing. 
Errors -----> No errors encountered. 
Warnings -----> No warnings. 
In the next step, files for the PESTcontrol control file module (* model input/output) need to be 
prepared. We will prepare two instruction files for two equally observed groups, i.e. measured 
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outflows from the catchment and calculated high peaks. In HBV-light these are the files Peaks.txt and 
Results.txt located in the ..\HidModel\Template\Results\ directory (i.e. Results folder). In PEST, 
instructions for reading the results of HBV-light are given in Peaks.ins and Results.ins instruction 
files. These two files include information about positions (columns) of the results of the simulated 
values Qsim. The (* observation groups) of the PEST control file contain the names of observation 
groups “01mQ” (i.e. sub-catchment 01, measured Qobs) and “Peak”( (i.e. peaks of Qobs) (Table S8 and 
Table S9). The location of the variable is defined in the second row of the instruction file. For example, 
if the PEST needs to look for the peak_1 value, this value is located in the Peaks.txt. Peak_1 value is 
started with 41 to 57 character in the row. 















After Peaks.ins and Results.ins are prepared, check them with INSCHEK.exe, as described above for 
PESTCHEK.exe. If the INSCHECK program displays any errors, it must be corrected accordingly. 
c:\HidModel\Template>inschek peaks.ins 
INSCHEK Version 17.05. Watermark Numerical Computing. 
Errors in file peaks.ins ----->No errors encountered. 
21 observations identified in file peaks.ins: these are listed in file peaks.obf. 
 
:\HidModel\Template>inschek results.ins 
INSCHEK Version 17.05. Watermark Numerical Computing. 
Errors in file results.ins ----->No errors encountered. 
3744 observations identified in file results.ins: these are listed in file results.obf. 
In the case of HBV-land, we observe two groups, 01mQ and Peak. The Peaks.txt file contains a Tab 
control character, which must be changed to the spaces to keep the fixed location of the recorded 
values. This work can be done with the free SFK program (Swiss File Knife) with the command DeTab 
in the Model.cmd program. 
Before the PEST tool starts the model, it modifies some numbers in the model's input files (parameter 
values) so that these numbers are in line with those that the management program requires in this 
process. The information on the location of these numbers in the model's input files can be found in 
the templates prepared by the user. One such template file is required for each model's input file with 
numbers of parameters that need an adjustment. Each parameter has a name. For the control module 
(* model input / output), the input data file can be prepared in HBV-light. Let us name the file 
Parameter.tpl (Table S10). 
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Table S10. Parameter.tpl file. 
ptf # 
<?xml version="1.0" encoding="utf-8"?> 
<Catchment xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance" 
xmlns:xsd="http://www.w3.org/2001/XMLSchema"> 
  <CatchmentParameters> 
    <KSI>0.001</KSI> 
    <KGmin>0.05</KGmin> 
- 
        <FC>#01FC1#</FC> 
        <LP>#01LP1#</LP> 
        <BETA>#01BET1#</BETA> 
      </SubCatchmentVegetationZoneParameters> 
    </SubCatchmentVegetationZone> 
  </SubCatchment> 
</Catchment> 
The parameter.tpl file has a template in .\Template\Data\Parameter.xml file, which adds ptf # in the 
first line, which means PEST template file. The character # is a separator of the parameters. 
First, enter the parameter values into the model's input files, to the position read by the model. In the 
case of HBV-land, we have 16 calibration parameters written in the PEST control file and labelled 
with #PARNME# in Parameter.tpl. To these places, PEST will enter new parameter values during the 
calibration process. PEST prepares a set of parameter values that the model wants to use for a given 
calculation. The only way that the model can access these values is to read them from the input files 
(Figure A1). Again, after preparing the Parameter.tpl file, check it for errors with TEMPTCHEK.exe. 
If the TEMPCHEK program displays some errors, we must correct them accordingly. 
c:\HidModel\Template>TEMPCHEK parameter.tpl 
TEMPCHEK Version 17.05. Watermark Numerical Computing. 
Errors in file parameter.tpl ----->No errors encountered. 
16 parameters identified in file parameter.tpl: these are listed in file parameter.pmt. 
In the parameter.tmp output we get 16 parameters: 01perc, 01uzl, 01k0, 01k1, 01k2, 01mxbs, 01cet, 
01tt1, 01cfm1, 01sp1, 01sfc1, 01cfr1, 01cwh1, 01fc1, 01lp1 and 01bet1. These parameters must match 
the parameter names specified in the Calib.pst PEST control file in the control parameter (* parameter 
data). 
Now we have all the necessary files (.pst, .tpl, and .ins) in the directory .\Template\ for the PEST and 
HBV-light inter-connection (Peaks.ins, Results.ins, Calib.pst and Parameter.tpl). In the same 
directory, we must run programs: DelP.cmd (Table S2) that deletes unnecessary, redundant files, 
Model.cmd (Table S3) that starts HBV-light-CLI, and Regul.cmd (Table S4) that performs weighting 
and regularisation assignment procedures. We can also prepare some post-processing programs to 
provide some additional information needed in optional criteria (e.g., Low-flow data series which 
are extracted from Results.txt data). 
c:\HidModel\Template>dir /b 
calib.pst, DelP.cmd, DeTab.cmd, LowFlow039.exe, Model.cmd, Parameter.tpl, Peaks.ins, 
Regul.cmd, and Results.ins 
WEIGHTING AND REGULARISATION PROCEDURES 
When the necessary files Calib.pst, Peaks.ins, Results.ins, and Parameter.tpl are checked; the 
calibration procedures of the model can begin. We have templates with defined parameters (template 
file, .tpl), instructions for finding the observed values (instruction file, .ins), and the control file 
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(control file, .pst). These files are shown in the scheme that controls the whole system (Figure S1). 
Now we can start the parameter weighting procedure by running the Regul.cmd from the command 
line in the directory .\Template\, using the command ..\HidModel\Template>Regul. The output is 
shown in Table S11. 
Table S11. The output of the weighting and regularisation procedure with Regul.cmd. 
c:\HidModel\Template>regul 
PEST Version 16.1. Watermark Numerical Computing. 
PEST is running in parameter estimation mode. 
PEST run record: case calib   (See file calib.rec for full details.) 
Model command line:   Model.cmd 
    Running model 1 time....Finished run! 
    Sum of squared weighted residuals (i.e. phi)               =   5849.2 
    Contribution to phi from observation group "01mq"        =   5488.3 
    Contribution to phi from observation group "peak"        =   360.94 
    Optimisation complete: PEST was run using "/hpstart" command-line option. 
    The total model calls:      1 
 
Recording run statistics ..... 
See file calib.rec for full run details. 
See file calib.sen for parameter sensitivities. 
See file calib.seo for observation sensitivities. 
See file calib.res for residuals. 
See file calib.svd for history of SVD process. 
File calib.hp is PEST_HP accelerator file. 
 
PARREP Version 17.05. Watermark Numerical Computing. 
Reading parameter value file calib.par -----> Data for 16 parameters read 
Reading file calib.pst and writing file calib1.pst ----->File calib1.pst written ok. 
 
PWTADJ1 version 16.1. Watermark Numerical Computing. 
- reading PEST control file calib.pst for the first time...- file calib.pst read ok. 
- reading PEST run record file calib.rec...- file calib.rec read ok. 
- re-reading file calib.pst and writing file calib1.pst...- file calib.pst read ok. 
- file calib1.pst written ok. 
 
ADDREG1 version 17.05. Watermark Numerical Computing. 
- file calib1.pst read ok. 
- file calib2.pst written ok. 
Command >i64pest calib /hpstart executes PEST once. With command >parrep calib.par calib.pst 
calib1.pst, 70 parameters from the first run are copied to new calib1.pst, and a maximum number of 
iterations is set to 70. Command >i64pwtadj1 calib calib1 1 determines the new weights of the data in 
the * parameter data section of .pcf. Weighting is a complex problem. Higher weights are assigned to 
data with lower measurement noise. However, the measurement noise is not the only noise that has 
to be taken into account. It is also necessary to consider the structural noise resulting from the 
inadequacy of the model. PWTADJ1 ensures that the contribution to the initial target function of each 
group is approximately the same. With weight adjustment, the 01mQ and the peak series of data are 
equally visible to PEST (Table S12). With command >addreg1 calib1 calib2 the regularisation process 
starts. 
Table S12. The Calib2.pst file. 
* observation data 
01mq_1               0.2810000       1.349836E-02  01mq 
01mq_2               0.2720000       1.349836E-02  01mq 
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- 
01mq_3743            0.7630000       1.349836E-02  01mq 
01mq_3744            0.7060000       1.349836E-02  01mq 
peak_1                5.708000       5.263595E-02  peak 
peak_2                4.760000       5.263595E-02  peak 
- 
peak_20               4.939000       5.263595E-02  peak 
peak_21               2.830000       5.263595E-02  peak 
 
Table S13. The PEST .pcf file calib2.pst; regularised file for calibrating the model HBV-land. 
pcf 
* control data 
restart    regularisation 
16    3765 16     16     18 
1     2    double point 1   0    0 
20   -3    0.3    0.005   7   999 
3     3    0.001 
0.1 
70    0.001 3   3   0.005   3 
0    0    0 
* singular value decomposition 
1 
16   5.00E-12 
0 
* parameter groups 
01PERC   relative   0.02   0   switch   2   parabolic 
- 
* parameter data 
01PERC   log   factor   0.5   0.1   2   01PERC   1   0   1 
- 






* observation data 
01mq_1     0.2810000      1.349836E-02  01mq 
01mq_2     0.2720000      1.349836E-02  01mq 
- 
peak_20    4.939000       5.263595E-02  peak 
peak_21    2.830000       5.263595E-02  peak 
* model command line 
Model.cmd 




* prior information 
01perc        1.0 * log(01perc) = -0.3010300      1.0 regul_01perc 
01uzl         1.0 * log(01uzl) =   1.477121      1.0 regul_01uzl 
- 
* regularisation 
1.0000000E-10   1.0500000E-10  0.1000000     
1.0   1.0e-10    1.0e10 
1.3   1.0e-2     1 
New calib2.pst control file is created, and two new control sets (* prior information) and (* 
regularisation) are introduced. The PESTMODE value is changed from the estimation to the 
regularisation mode. The regularisation was performed using the well-known Tikhonov method. By 
Appl. Sci. 2020, 10, x FOR PEER REVIEW 14 of 17 
 
adding the regularisation into the PEST control file (Table S13), we finished preparing the PEST 
control file and can begin calibrating the model. 
RUNNING CALIBRATION WITH PEST 
To start with the calibration process, the console program Clbrt.cmd is used and must be started from 
HidModel\ directory. 
c:\HidModel>Clbrt HBV-Land Calib2 
The PEST is running. Please, wait... 
After the calibration procedure is finished, all the results appear in the newly created Manager\ 
directory. When we look at the end of the listing c:\HidModel\Manager>type calib2.rec, we find the 
results of “Estimated value” of parameters. 
Optimisation complete: relative parameter change less than 5.0000E-03 
The total model calls:    533 
                             OPTIMISATION RESULTS 
PEST_HP does not record parameter confidence intervals. 
Use the PREDUNC7 utility to obtain a full posterior covariance matrix. 
Use other PEST linear analysis utilities to explore parameter uncertainties and 
identifiability. 
Parameter      Estimated value 
01perc         0.700005 
01uzl         20.000100 
01k0           0.200010 
01k1           8.000000E-02 
01k2           3.000000E-02 
01mxbs         2.499990 
01cet          0.100004 
01tt1         -0.999980 
01cfm1         5.000160 
01sp1          0.999978 
01sfc1         0.799992 
01cfr1         5.000880E-02 
01cwh1         0.100002 
01fc1        250.000000 
01lp1          0.700005 
01bet1         3.000010 
See file calib.sen for parameter sensitivities. 
The calculated parameter values differ very little from the actual/true ones. 
The results of the calculation process for each iteration are recorded in the Calib2.rec file. In the 
Calib2.rec file, we get the correlation coefficient = 1.0000, which means a perfect match between the 
calculated (simulated) and measured (observed) values of the outflows. 
For HBV-land model calibration processing time is no time-consuming. Therefore we did not perform 
calibration calculations on multiple computers. We used a 6-core notebook and 12 logical processors 
that finished the HBV-land model calibration in less than one minute and with 90–100% of CPU 
utilisation (Figure S3). 
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Figure S3. CPU utilisation when HBV-light is calibrating using PEST. 
The HBV-land model has a synthetic discharge without the noise of the input data and the structure 
of the model. Without this noise, it means that there is such a solution for each parameter value that 
results in the Nash–Sutcliffe model efficiency coefficient NSE = 1. In our case, the HBV-land 
hydrological model was calibrated from the initial values of the default parameters to perfect-fit 
parameter values (Figure S4, Table S14). The result of NSE ≈1 (i.e. 0.9999998) means a perfect match 
or perfect fit of the observed and simulated discharges. 
 
Figure S4. The HBV-light screen of the calibrated model HBV-land with PEST. 
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Table S14. Final evaluation of the efficiency of model performance 
HBV-land SubCatchment_01   
Water Balance (mm/year):   
Sum Qsim 295.565 
Sum Qobs 295.568 
Sum Precipitation 732.622 
Sum AET 409.893 
Sum PET 540.566 
Contribution of Q0 0.053 
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Abstract. In May 2014, extreme floods occurred in the lower
Sava River basin, causing major damage, with catastrophic
consequences. Based on the data gathered, the weather situ-
ation in Bosnia and Herzegovina’s (BiH) Bosna River basin
was analysed and the hydrological conditions were provided,
including the results of the probability analysis of the size of
the recorded precipitation and flow rates. According to the
observed data, extremely high precipitation intensities pro-
duced specific discharges of 1.0 m3 s−1 km−2. A hydrolog-
ical model of the Bosna River basin was developed using
HBV light for the purposes of reconstructing and forecasting
such events more effectively. All analyses confirmed that the
May 2014 event was an extreme extraordinary event whose
return period greatly exceeds 100 years. The study is the ba-
sis for further flood safety measures and flood forecast devel-
opment in the Bosna River basin.
1 Introduction
Devastating floods are a rare and unique phenomenon that
prompts an in-depth hydrological analysis. This may involve
the use of various statistical analysis tools, including hy-
drological modelling (Atta ur and Khan, 2013; Faisal et al.,
2003; Grillakis et al., 2010; Silvestro et al., 2012).
This paper will address the May 2014 flooding of the
Bosna River. The Bosna River basin (Fig. 1) comprises
10 420 km2 according to the orographic boundary (ZV and
FHMZ, 2012). The river, whose headwaters are in the Di-
naric Mountains with peaks rising more than 2000 m above
sea level, flows from the south to the north. Next to Sarajevo,
the capital of BiH, which is situated in the Bosna River head-
waters, there are important industrial towns located along its
main channel: Zenica, Zavidovići, Maglaj, Doboj, Modriča,
and Šamac – the latter at the confluence of the Bosna and
Sava rivers.
In May 2014, flooding occurred because of precipitation
that continuously fell for 4 days over the Sava River and its
lower reach tributaries in the territories of Croatia, Bosnia
and Herzegovina (BiH), and Serbia. The floods caused 23 fa-
talities, while more than 100 000 people were displaced from
their homes, and many landslides and debris flows affected
the area. All told, the flood event affected more than 50 % of
BiH territory. The total estimated losses and damages, based
on the recovery needs assessment, were almost EUR 2 billion
(BiH, EU, UN, WB, 2014).
As is usually the case in such extreme hydrological events,
water also damaged the hydrometric stations. It was those
very stations which were to record the extremely high water
levels that were particularly damaged or destroyed. There-
fore, a hydrological model was produced and employed in
the analysis.
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Figure 1. The Bosna River basin with major tributaries, locations
of hydrometric stations, and precipitation stations (ZV and FHMZ,
2012).
2 Description of weather conditions
The May 2014 floods in the Balkans were the consequence of
extraordinary precipitation due to the extensive low-pressure
area, which moved from the South Adriatic Sea across
Bosnia and Herzegovina and Serbia to Hungary. Even before
the flood event, the soil in the flooded area was saturated due
to the heavy rainfall in April, with the highest monthly rain-
fall amount recorded since 1961 at the weather stations Banja
Luka with 214 mm, Tuzla 193 mm, and Zavidovići 170 mm,
respectively (Table 1). At some weather stations, there was
more than double the average historical rainfall for April.
In April, Bosnia and Herzegovina was hit by as many as
seven cyclones, while already on 2 May a new upper-level
low formed over the Gulf of Genoa, which caused excessive
rainfall on 3 and 4 May, particularly in the north (RHMZ RS,
2014).
On Monday 12 May 2014, a cold front passed through
the affected zone, which brought in cooler air, particularly
in the atmosphere’s upper layers. By early Wednesday morn-
ing, a shallow low-pressure area had formed above the terri-
tory and began to intensify (DHMZ, 2014). From the west,
upper-level jet streams brought in moist and unstable air. The
inflow of cold air across the Alps on Wednesday 14 May
caused a huge cyclone to form with its centre over Bosnia
and Herzegovina. The cyclone reached its peak on 15 and
16 May when the centre moved towards the northeast, and it
was only on Saturday 17 May, when it weakened. This re-
sulted in prolonged rainfall in BiH, Croatia, and Serbia. The
cyclone picked up moisture in the Mediterranean Sea and the
Black Sea, while at high altitudes the cool air led to snowfall.
The processes in the deep cyclone were very intensive since
the cyclone’s axis was vertical. Additionally, the cyclone was
stationary, while on 15 May it moved further west. In addi-
tion to the extreme rainfall, the situation deteriorated due to
the seasonally unusually low temperatures and severe winds
(Renko, 2014). The cyclone took 3 days to pass through the
central Balkans. At the same time, the high-pressure area per-
sisted over western Europe and part of central Europe.
The precipitation period started in April 2014 and con-
tinued through May, reaching its maximum between 13 and
16 May 2014, as shown in Table 1.
The highest amount of precipitation from 12 to 17 May
was recorded in Tuzla (252 mm), followed by Gradačac
(195 mm) and Olovo (172 mm). The precipitation recorded
in Sarajevo was lower than in the central and eastern part of
the basin, but still significant, as precipitation fell across the
entire river basin with a relatively moderate intensity. Hourly
precipitation data for 15 May in Zenica ranged between 0.7
and 10.7 mm. Sarajevo had the highest intensity of hourly
precipitation, where 11.4 mm of rain fell per hour on 14 May.
It rained continuously from 12:00 on 13 May until the early
morning of 16 May. Then, over the course of 16 and 17 May,
the rain settled down to a very moderate intensity. In Tuzla,
229.9 mm of rain fell during the 62 h of continuous precipi-
tation. Moreover, between 13 and 16 May, the snow that fell
in the mountains in April, or before, probably also melted
because the 0 ◦C isoline was at 800 m a.s.l. in the mountain
region during night-time.
3 Probability analysis of multi-day precipitation in
May 2014
By comparing the probability analysis values of maximum 2,
3, 4, 5, 10, 30, 40, and 50 day precipitation during the 1960–
2013 and 2000–2010 periods and the maximum multi-day
precipitation in April and May 2014, the May 2014 event
return period was estimated for each of the BiH precipita-
tion stations considered. The analysis included the reports
(FHMZ BiH and RHMZ RS, 2014; RHMZ RS, 2014) and
some precipitation data published on websites (OGIMET,
2014; Tutiempo, 2014; METEOBLUE, 2014). The data on
wind speed recorded at weather stations show very low speed
not exceeding 7.1 m s−1, so the losses in precipitation record-
ing at the stations did not exceed 10 %. Eleven precipitation
stations were analysed, for which historical daily precipi-
tation data and the data on precipitation in April and May
2014 were available (Fig. 1). Geographical coordinates (lo-
cations), altitudes of stations, and periods of data availability
are shown in Table 2.
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Table 1. The daily precipitation and daily precipitation totals for the selected period at individual stations in millimetres (data source: FHMZ
BiH, RHMZ RS).
Sarajevo-Bjelave Olovo Zenica Zavidovići Gradačac Tuzla Modrac
(mm)
1–30 Apr 2014 97 136.5 19.6 170 192.6
1–11 May 2014 32 27.1 16.5 25.8 91.8 55
12 May 2014 14.1 15.3 4.4 0.8 3.3 4.9
13 May 2014 34.6 5.5 30.2 12.3 21.1 20.6 52
14 May 2014 71.3 72.9 53.7 57.1 68.3 92.3 79.5
15 May 2014 18 65.8 38.7 33.1 85.1 103.8 76.6
16 May 2014 4.6 8 11.4 9 13.6 28.6 14.4
17 May 2014 2.4 4.4 3.3 2.4 3.3 2.5
13–16 May 2014 116.5 150.4 127.1 107.8 178 229.2
12–17 May 2014 145 171.9 141.7 114.7 194.7 252.7 222.5
1–17 May 2014 177 156.6 274.6 113.9 382.8 247.8
1 Apr–17 May 2014 274 335.5 293.2 310.5 286.5 500.3
Yearly average 1961–1990 932 782 894
For most stations, the data are available for more than
40 years, while for precipitation stations Olovo, Zavidovići,
and Sokolac the data are available for only 8 or 11 years.
When using the data sets ranging between 40 and 54 years,
the results indicate a return period of approx. 200 years. The
acquired higher return periods of multi-daily precipitation at
these stations, or at the stations with the data sets no longer
than 11 years, must be taken with caution. Precipitation dis-
tribution at precipitation stations in the selected periods in
May 2014 is shown in Table 3.
Return periods for individual precipitation durations are
determined using the Gumbel distribution function; see Ta-
ble 4. Plots of return period isolines for the individual dura-
tions of maximum multi-day precipitation also show the es-
timates of spatial dimension of precipitation event intensity.
The 1, 2, 3, 5, 10, 30, 40 and 50 day precipitation return pe-
riods in the selected precipitation stations are spatially inter-
polated using the inverse distance weighted method (Anzeljc
and Ðurović, 2014). The 1 and 2 day isolines are shown in
Fig. 2a and b. Most 1 day precipitation has a 5- to 10-year
return period, and in some points a 100-year return period; 2
and 5 day precipitation has in some points a 5000- to 10 000-
year return period, and 30 day precipitation has a 1000-year
return period in some points. Given the precipitation that oc-
curred in more than half of the Bosna River basin, the event
probability was between 100 and 200 years, and locally even
more than 5000 years.
We find that in Tuzla, most of the multi-day precipitation
reached a return period in excess of 500 years. In Olovo, 2
and 3 day precipitation had more than a 500-year return pe-
riod, while 1, 4 or 30 day precipitation had a 100-year return
period. All other precipitation events had a return period of
20 years or more. In Doboj, most instances of multi-day pre-
cipitation had a return period between 20 and 50 years, and
3 day precipitation a return period of over 100 years. Sim-
ilarly, in Sarajevo and Zenica multi-day precipitation had a
return period of more than 20 years, while 3 to 7 day precip-
itation had a return period of more than 100 years.
In Tuzla, maximum 3 day precipitation fell on
14 May 2014, and 4 day and 5 day precipitation on 13
and 12 May, respectively; the 2 day precipitation in Olovo
had a 500-year return period on 14 May; and the 4 day
precipitation in Sarajevo had a 100-year return period on
12 May, and in Zenica on 13 May. Given the precipitation
that occurred in more than half of the Bosna River basin,
the event probability was between 100 and 200 years, and
locally even more than 500 years.
4 Hydrological description of the Bosna River Basin
The hydrological study report (“Hidrološke studije površin-
skih voda Bosne i Hercegovine, Sliv rijeke Bosne”, ZV,
FHMZ BiH, 2012) compiles all the data available for the
Bosna River basin. The central part of the Bosna River basin
is hilly, while its lower reach flows on floodplains of the Sava
River; see Fig. 3. Geologically the basin is extremely versa-
tile, with distinct karst areas in its western part with rather
undefined catchment borders. The Bosna River headwaters
are defined by the Vrelo Bosne spring with its karst setting
and with a small surface stream. Downstream, the Fojnica
River and the Lašva River are its left-bank tributaries, while
the Krivaja River joins it from the right at Zavidovići; see
Fig. 1. At Doboj, the Usora River flows into the Bosna from
the left side, and the Spreča River from the right. In the sec-
tion between the Miljacka and Krivaja tributaries, there are
many small streams flowing into the Bosna from the right
with catchment areas of up to 200 km2, and a total catch-
ment area of approx. 1700 km2; see Table 5. The river basin
is mostly covered in forest, i.e. more than 56 %; see Fig. 4.
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Figure 2. (a) The return period isolines of the 1 day maximum.
(b) The return period isolines of the 2 day maximum, May 2014.
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Table 3. Distribution of precipitation at precipitation stations in the selected periods in April and May 2014.
Precipitation station Total precipitation in the period (mm)
1–30 Apr 2014 1–17 May 2014 1 Apr–17 May 2014 1–31 May 2014 1 Apr–31 May 2014
30 days 17 days 47 days 31 days 61 days
Sarajevo-Bjelave 97.0 177.0 274.0 184.4 281.4
Zenica 19.6 158.2 177.8 184.7 204.3
Tuzla 192.6 307.7 500.3 333.4 526.0
Bugojno 152.8 95.0 247.8 95.8 248.6
Ivan Sedlo 105.9 151.1 257.0 151.1 257.0
Gradačac 145.0 286.5 431.5 301.7 446.7
Olovo 136.5 199.0 335.5 210.5 347.0
Zavidovići 170.0 140.5 310.5 140.5 310.5
Doboj – 232.5 232.5 232.5 232.5
Banja Luka 214.0 206.0 420.0 210.0 424.0
Sokolac 155.0 211.4 366.4 219.4 374.4
Modrac 160.8 297.8 458.6 328.8 489.6






10 Multi-day precipitation (No. of days), return period (years) 
1 2 3 4 5 6 7 8 9 10 15 20 30 40 50 60 
54/54 10 20 50 100 100 50 20 20 20 10 10 20 20 10 5 5 
54/54 10 50 200 200 200 100 100 50 50 50 25 20 10 5 5 2 
54/54 200 10000 10000 10000 10000 10000 2000 2000 500 500 500 1000 2000 500 200 200 
53/54 2 2 5 2 2 2 2 2 5 2 5 5 10 10 5 5 
49/54 5 5 5 5 5 5 2 2 2 2 2 2 2 2 2 2 
52/54 20 200 200 200 200 100 100 50 50 50 200 200 500 200 100 50 
8/54 100 10000 500 200 50 50 50 25 25 25 50 50 100 50 50 25 
11/54 5 5 10 10 10 10 10 5 5 5 10 5 20 20 10 5 
41/54 5 25 100 50 50 25 20 20 20 20 50 20 10 5 5 20 
38/54 2 2 5 5 5 5 5 5 5 5 10 20 50 50 50 20 
11/54 5 100 200 200 200 200 100 50 50 50 25 50 200 100 25 25 
Note: the shading of the values above indicates the ranking of the precipitation return period 
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All hydrometric stations in the river basin are also shown
in Fig. 1. The flow measurement data are given in the re-
port (Kastelic et al., 2014), which is a good basis for further
hydrological analysis and insight in the Bosna River hydro-
logical system. Furthermore, the data on the January 2010
flood are of interest. At the time, the hourly flow data were
available; see Fig. 5. The data and Fig. 5 show that the 2010
flood wave was formed due to the coincidence of the flood
wave peaks of the Bosna and the Krivaja at the confluence at
Zavidovići. The Lašva River maximum flow occurred more
than 40 h after the first flood peak in the Bosna River at Zavi-
dovići. The data for the Usora River has no significant reac-
tion on the flood event but there were also no data 24 h after
the peak flow in the Bosna River at Zavidovići hydromet-
ric station. Due to the influence of the Modrac reservoir and
the extensive floodplain area, the Spreča River flow is almost
fully balanced without significant changes. The flood dis-
charges in the main stream of the Bosna River collect runoff
from the head part of the catchment, upstream from the hy-
drometric station Dobrinje, from small tributaries close to the
main stream and from the Krivaja River. Discharges rise si-
multaneously along the river with a concentration time from
6 to 12 h. The tributaries from the karst region, the Lašva
River, the Usora River, and the Spreča River with a large
reservoir and inundated areas, have concentration times from
1 to 2 days.
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Figure 3. Elevation zones of the Bosna River basin.
This analysis also highlights the complexity of the Bosna
River hydrological system. The maximum flows are subject
to the coincidence of flood waves and precipitation dura-
tion, or are under strong influence of the river basin’s karstic
region. This phenomenon can be well observed from the
Lašva River flows, which during the first flood wave (7 Jan-
uary 2010) did not significantly increase, while its relatively
small flood wave coincided with that of the Bosna River. Dur-
ing the second event, the flows significantly increased, culmi-
nating in a flood wave that reached the Bosna River channel
10 h prior to the flood wave peak in the Bosna itself.
5 Flood in May 2014
The April and May precipitation caused several flood waves
in the Bosna River basin. The maximum flows occurred on
15 May. Figure 6 shows the flood wave discharges during
the May 2014 floods at hydrometric stations on the Bosna
River and its major tributaries. The data show how the flood
wave formed along the Bosna River flow, together with an al-
most simultaneous increase in discharges. The left tributaries
Figure 4. Forest zone in green in the area of the Bosna River basin.
of the Bosna, i.e. the Lašva and Usora rivers, whose recharge
area is karst, increased very slowly and reached their maxima
when most of the flood wave had already run off. The Krivaja
River increased simultaneously and significantly contributed
to maximum flows. The Spreča River flows were small due to
the retention of water in the Modrac reservoir and the impact
of the extensive flooded area which slowed down the rising
of flows; in fact, the flows decreased by more than 50 %. The
Modrac reservoir has a capacity of 68 million m3 and collects
water from an area of 1189 km2; flows into the reservoir are
very well monitored (Spreča d.d. Tuzla, 2014); see Fig. 7.
The diagram shows that the reservoir reduced the discharge
from 1602 and 1441 m3 s−1 to a maximum of 1137 m3 s−1
and delayed the maximum flow by 10 h. The specific dis-
charges at the reservoir section were around 1 m3 s−1 km−2.
The flooded area of the Spreča River further decreased the
river discharge at the confluence with the Bosna River to only
496 m3 s−1 and delayed the discharge peak by 11 h. Hence,
maximum flows were formed by the tributaries in the upper
reach, from the areas whose smaller streams directly joined
the Bosna River and its tributary, the Krivaja River. Land-
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Maglaj, Bosna Zavidovići, Bosna Dobrinje, Bosna Zavidovići, Krivaja
Karanovac, Spreča Merdani, Lašva Olovo, Krivaja Kaloševići, Usora
Figure 5. The discharges at hydrometric stations during the January 2010 flooding (data source: FHMZ BiH, 2014).
Figure 6. The discharges at hydrometric stations during the May 2014 flooding (data source: RHMZ RS and FHMZ BiH).
slides and debris flows completely altered the morphology of
the Željezno polje valley in a part of the Bosna River basin
between Zavidovići and Zenica; see Fig. 8.
The hydrometric stations at the Krivaja and Bosna rivers
downstream of Doboj were damaged or destroyed. The hy-
drograph of the Bosna River at hydrometric station Doboj
was reconstructed and estimated from observations during
the flood event.
The Sava at Bosanski Šamac, i.e. the Bosna River’s dis-
charge, started to increase on 14 May and reached its max-
imum when a flow of 6009 m3 s−1 was recorded under the
Sava bridge. At the same time, at the Gunja hydrometric sta-
tion downstream from the confluence with the Bosna River,
a flow of 4621 m3 s−1 was recorded, meaning that the flood-
plain areas upstream from Šamac continued to fill with water.
The recordings were taken by the Croatian hydrometeorolog-
ical service on 17 May – 1 day after the Bosna River reached
its maximum at Doboj (Abdulaj et al., 2014). At the conflu-
ence, catastrophic floods occurred due to the water overtop-
ping the embankments on both sides of the Sava, both in BiH
and Croatia.
We analysed the probabilities of annual maximum flows
and annual maximum flood wave volumes1 of the Bosna
River at the hydrometric station Doboj for the 1961–2014
period (the data from 1990 to 1999 are missing) using the
Log-Pearson III distribution (Fig. 9, USWRC, 1982). The
maximum flow of the Bosna at Doboj in May 2014 was
4121 m3 s−1 and had a return period of 152 years according
1The database is available on request.
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Figure 7. Inflow and outflow diagrams for the Modrac reservoir (data source: Spreča d.d. Tuzla, 2014).
Figure 8. Željezno polje – the consequences of the debris flow.
to the estimated flow probability for the 1961–2014 period.
The maximum flood wave volume of the Bosna at Doboj
in May 2014 was 1464 million m3 and had a return period
of 189 years according to the estimated volume probabil-
ity for the 1961–2014 period. The maximum recorded flow
of the Bosna at Doboj prior to the May 2014 event was
2852 m3 s−1, and the maximum recorded flood wave volume
was 789 million m3.
The data in Table 6 show that at other stations the flows
also greatly exceeded the 100-year return period flows. The
flood duration was important, as the maximum flow recorded
at hydrometric station Doboj in 1965, i.e. 2852 m3 s−1, lasted
for more than 55 h in the 2014 flood.
6 Hydrological model of the Bosna River
We developed a hydrological model of the Bosna River for
analysis of the 2014 flood. We used HBV light (Seibert,
2005) and PEST model calibration software (Doherty, 2012,
2005; Lawrence et al., 2009; Zhulu, 2010). The Bosna River
catchment area was divided into 25 subcatchments with sur-
face areas ranging from 30 to 1000 km2 (Fig. 10). Land use
was set according to the CORINE database (Fig. 4) (EEA,
2014). All subcatchments were divided into zones according
to altitude (three zones). The height zones were below 700,
from 700 to 1400, and above 1400 m (Fig. 3).
The data necessary for model construction were provided
by the national hydrological services, which conducted a
very good hydrological study of the entire basin by compil-
ing all the recorded hydrological data and fundamental hy-
drological analyses to date (FHMZ BiH, RHMZ RS, 2014).
The available data were mainly collected on a daily step ba-
sis.
The precipitation data were collected for six weather sta-
tions: Sarajevo-Bjelave, Zenica, Tuzla, Bugojno, Ivan Sedlo,
and Doboj. For the same stations, we also considered the data
on temperature and evapotranspiration. Data from 31 hydro-
metric stations were available for modelling. The period of
1 January 1964–31 December 1968 was chosen as the cal-
ibration period, and the later period, i.e. 1 January 1984–
31 December 1988, was chosen as the validation period. The
calibration period was selected with the highest discharges
observed in 1965. Due to the huge discrepancy between the
measured and the simulated mass balance, we had to increase
the huge karst spring of the Vrelo Bosne river basin (3) from
4 to 169 km2 (Table 6). The river basins of Željeznica and
Zujevina were correspondingly reduced. Even with such an
extension in the river basin surface, the runoff coefficient of
the Vrelo Bosne watershed is among the highest; see Table 6.
The coefficients of determination and efficiency are ex-
tremely good for the flows along the Bosna River, and some-
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Figure 9. The probability analysis of annual maximum flows and maximum flood wave volumes of the Bosna at Doboj for the 1961–2014
period.
Table 5. Subcatchments with areas used in the hydrological model.
Subcatchment Subcatchment Watercourse Subcatchment
no. name area (km2)
1 Željeznica Željeznica 433.43
2 Zujevina Zujevina 155.19
3 Vrelo Bosne Bosna 169.14
4 Miljacka Miljacka 412.91
5 Bosna1 Bosna 84.13
6 Fojnica Fojnica 729.36
7 Bosna2 Bosna 773.76
8 Lašva Lašva 958.18
9 Bosna3 Bosna 518.46
10 Bioštica i Stupčanica Krivaja 890.73
11 Krivaja Krivaja 603.42
12 Bosna4 Bosna 892.00
13 V_Usora Usora 480.72
14 M_Usora Usora 158.93
15 Usora Usora 206.72
16 Bosna5 Bosna 266.34
17 Turija Turija 233.03
18 Spreča1 Spreča 463.30
19 Modrac Spreča 495.87
20 Spreča2 Spreča 596.49
21 Spreča3 Spreča 160.10
22 Bosna6 Bosna 182.29
23 Bosna7 Bosna 29.38
24 Bosna8 Bosna 690.79
25 Bosna9 Bosna 251.54
Total area 10 836.20
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Table 6. Maximum flow probability at selected hydrometric stations (data source: ZV, FHMZ BiH, 2012).
Return period Q (m3 s−1)
Modriča Doboj Maglaj Zavidovići Raspotočje Dobrinje Reljevo
10 2214 2091 1508 1164 904 600 345
20 2551 2420 1764 1320 1039 717 400
50 2990 2795 2120 1520 1220 880 464
100 3318 3087 2479 1673 1360 1058 510
2014 event 4121 3578 2525 1608 440
Figure 10. Hydrological model of the Bosna River basin divided
into 25 subcatchments.
what poorer for individual tributaries where the precipitation
runoff is retained due to the karst geology or the reservoirs.
These are the Fojnica, Lašva, Upper Krivaja, Usora, Turija,
and Spreča rivers. The model’s results show that the catch-
ment area of the Vrelo Bosne (3) is probably still underes-
timated, while those of the Krivaja River at Olovo and the
Lašva River are overestimated; see Table 7. The May 2014
flooding event was simulated using a daily time step for the
April–May 2014 period. In Fig. 11 just this flood event is
presented. Modelled extremely high flows take 3 days like
the measured one (Fig. 6). Discharges reached their max-
Figure 11. Simulated mean daily discharges on the Bosna River.
ima in Doboj on 16 May and at the confluence with the Sava
River, the next day, on 17 May. High discharges simulated by
the model were a little higher than the estimated one due to
the improper simulation of the release of water in inundated
areas. The runoff coefficients for the maximum flood wave
in May for the Bosna ranged between 0.76 (Bosna River at
Modriča water station) and 0.91 (Bosna River downstream
confluence with the Usora tributary). The runoff coefficient
for the Bosna at the town of Doboj was 0.82 (Kastelic et al.,
2014).
7 Conclusions
The precipitation that caused the May 2014 floods of the
Bosna River in some places and for 2 day duration exceeded
the 5000-year return period. The maximum Bosna River
flows at Doboj only reached a 152-year return period, while
the flood wave volumes had a somewhat longer return period
of 189 years.
The hydrological analyses performed show such a hydro-
logical structure of the basin where the flood wave is formed,
mainly in the central part of the river basin, and the Kri-
vaja River tributary and rise simultaneously. The model sim-
ulated flood events with proper timing of discharges. The
peaks seem a little overestimated. The model clearly presents
that the catchment borders should be rearranged due to the
karst geology of watershed. The recorded maximum flows
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Table 7. The results of the model calibration with PEST software.
Hydrometric station Subcatchment The calibration of the model for the period 1 Jan 1961–31 Dec 1990
Coefficient of Model Spearman Runoff coefficient Runoff coefficient
determination effectiveness coefficient – measured – simulated
Ilidža Željeznica 0.63 0.63 0.9 0.76 0.70
Blažuj Zujevina 0.62 0.62 0.8 0.54 0.55
Plandište Vrelo Bosne 0.75 0.75 0.9 0.82 0.82
Sarajevo Miljacka 0.58 0.58 0.8 0.55 0.52
Reljevo Bosna1 0.73 0.72 0.9 0.79 0.77
Visoko Fojnica 0.71 0.71 0.9 0.57 0.55
Dobrinje Bosna2 0.77 0.77 0.9 0.66 0.68
Merdani Lašva 0.65 0.64 0.9 0.70 0.67
Raspotočje Bosna3 0.80 0.80 0.9 0.73 0.74
Olovo Bioštica 0.52 0.52 0.8 0.42 0.40
Zavidovići_K Krivaja 0.61 0.61 0.8 0.59 0.59
Zavidovići_B Bosna4 0.77 0.76 0.9 0.77 0.77
Teslić V.Usora 0.46 0.46 0.7 0.82 0.82
Kaloševići M.Usora 0.47 0.47 0.7 0.75 0.77
Usora-Bosna Usora 0.46 0.46 0.7 0.75 0.74
Maglaj Bosna5 0.75 0.74 0.9 0.65 0.67
Turija Turija 0.36 0.35 0.6 0.43 0.45
Strašanj Spreca1 0.51 0.50 0.8 0.47 0.45
Modrac Modrac 0.54 0.54 0.7 0.43 0.45
Karanovac Spreca2 0.60 0.60 0.8 0.45 0.45
Stanić Rijeka Spreca3 0.65 0.64 0.8 0.69 0.44
of the Bosna River in the flood event significantly exceeded
the probability of a 100-year return period, while the hydro-
logical model verified such discharges. The flood discharge
on water station Doboj in May 2014 was 44 % higher than
any previous recorded flow, and insufficiently designed lev-
ees collapsed, resulting in fatalities.
The analysis is the basis for further flood safety measures
and flood forecast development in the Bosna River basin. The
model should be developed on an hourly timescale and used
for hydrological forecasting of floods on the Bosna River.
The flow recording data suggest the extreme impact of
the reservoir and the Spreča River flooded area on the re-
duction of the flood wave peak that dropped from 1500 to
500 m3 s−1. In addition, the recorded specific discharge of
1.0 m3 s−1 km−2 is significantly high. Such extreme flood
events are rare and we could learn a lot by analysing them.
Each occurrence of extreme floods is complex and the re-
sult of the coincidence of various factors. To be able to un-
derstand it, a proper data analysis and simulations with well-
calibrated models are necessary.
8 Data availability
Data are available upon request from public official insti-
tutions: Federal Hydrometeorological Institute BiH and Re-
public Hydrometeorological Service of RS.
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Globevnik, L., Koprivšek, M., Sečnik, M., Zabret, K., Šubelj, G.,
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Data Set Derivation for GIS-Based Urban
Hydrological Modeling
M l c h a e l  B .  S m l t h  a n d  A n d r e f  V l d m a r
Abstract
Procedures are descrtbed which combine commerciallv
available prcgrums with newly-developed algorithms to de-
rive databases for urban hydrological modeling. While meL
odolos,ies have been preuiouslv develt
defive hydrologic parameterc for modeling natural wa-
tersheds, Iess rcsearch has been devoted to urban area data
definition. Common digitizingl rasterizing programs are used
to develop raw data sets which are then input to algorithms
to derive input parameters for a comprehensive geographic
information system (cts) based distributed parameter hydro-
logic model. An emphasis is placed on developing and
processing an urban digital elevation model (DEM). In tests
on an urban watershed, the automatically derived databases
were input to a distributed parameter hydrologic model to
predict the watershed rcsponse to three rainfall events. Ex-
cellent agreement was found between meqsured outlet hy-
drographs and those derived using manually developed data
and data derived using the automated procedures. Auto-
mated procedures potentially offer a savings in time spent
on data deilvation and facilitate a more effective application
of hydrologic models in urban arcas.
Introduction
Engineers are routinely involved in urban hydrologic studies.
Quite often, the focus of such studies is to determine the in-
creased storm water runoff caused by human activities such
as urban and suburban development. When the engineer is
concerned only with information at the outlet of th-e wa-
tershed, then simplified hydrologic models can be used to
provide the required data. One group of such models are
termed lumped parameter models, because they use input
data derived by spatially averaging hydrologic parameters
over the area of interest. However, in urban areas, the engi-
neer is quite often interested in phenomena occurring in the
watershed interior. For example, the street network is of in-
terest because frequently it carries a large volume of storm
runoff. This concept is of vital importance when designing
Iocal flood control systems. One approach to defining inte-
rior processes, such as street flow, is to use disfrjbuted pa-
rameter hydrologic models.In contrast to lumped parameter
models, these models attempt to partition the watershed into
unit elements of homogeneous hydrologic parameters. Thus,
a typical application of such a model involves dividing the
catchment into many elements and computing their individ-
ual hydrologic response. Depending on the model, several
parameters must be defined for each cell, resulting in a large
quantity of required input data.
l  th-
gies i ly oped to automatically
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Yet, it is this very characteristic of distributed parameter
hydrologic models that often renders them inefficient for
everyday operational hydrology. As Sircar (1986) points out:
Regardless of the potential of spatially distributed models in
present engineering, the practical use of these approaches has
been limited. Indeed, even the research directed toward the de-
velopment of practical spatially distributed modeling has not
attracted the attention that it currently desewes. The primary
reason for this limited interest has been concern over the enor-
mous time and cost to acquire the necessary input descriptions
of the terrain surface and other variables.
In addition to large data requirements, the application of
these models to urban areas is further complicated by the
complexities of developed areas. Land cover is very hetero-
geneous, and surface flow does not always follow paths of
steepest errain descent. Subtle differences in surface relief
can be responsible for significant changes in drainage pat-
terns. Moreover, storm sewer systems may link sub-wa-
tersheds that may not normally be related by surface
topography. Previously, these complexities could only be
converted to meaningful input data for hydrologic models
using tedious manual methods.
Consequently, the problem facing urban hydrology is not
the sophistication of the hydrologic models, but rather the
often daunting process of deriving the necessary input data
in a timely and effective manner. In order for distributed pa-
rameter hydrologic models to be applied practically in an
operational manner, automated or semi-automated data col-
Iection and processing techniques must be developed.
In response to these considerations, the purpose of the
present study is to develop and evaluate a basic strategy for de-
riving land-use and topographic data for GlS-based urban hy-
drologic modeling. In this strategy, commercial digitizing/
rasterizing and digital terrain modeling (nrv) software are
combined with algorithms developed by the authors to derive
data sets for a distributed parameter hydrologic model. An em-
phasis is placed upon deriving and processing an urban digital
elevation model. As manual digitizing is likely to remain the
prevalent data entry technique in the early 1990s (Carstensen
and Cambell, 1991), the proposed shategy hinges on the use of
a commercial digitizing package for initial data definition.
Background
Existing Hydrologic Models Unked to GlS and CAI)
Huber ef o1. (1991) developed a linkage between a well
known urban hydrologic model and both the ARCINFO cts
and the AutocAD drafting package. Similarly, the city of Long
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Beach, California has recently installed a GlS-based stormwa-
ter drainage planning system using in-house developed hy-
drologic models (Urenda, 1992). Delaplace and Price (1991)
discuss current trends in linking existing urban hydrologic
models to computer-aided drafting (cAD) systems and Gts in
the United Kingdom.
Terrain lnformatlon
Almost all hydrologic models require an estimate of the sur-
face slope. Digital terrain modeling can provide the engineer
with tools to derive terrain parameters. Collins (1981) devel-
oped a series of algorithms to analyze a dense DEM to locate
hydrologically important features such as street intersections,
sireet-stream crossings, and other combinations of linear fea-
tures. Thorpe (1988) developed a strategy for computing con-
tours in urban areas considering the presence of break lines.
Djokic (1991) and also Djokic and Maidment (1991) outlined
an approach for storm sewer system evaluation using a sys- _
tem bised on Triangular Irregular Network (rnv)' Huber ef o/.
(1991) were able to automatically compute certain terrain pa-
rameters using ARC/hIFO and a TIN structure.
[and-Cover Informatlon
For urban hydrological modeling, impervious and pervious
areas must be identified because each has an entirely differ-
ent response to rainfall. Meier and Lakatos (1987) developed
an innovative digitizing procedure for deriving data cover-
ages for urban stormwater modeling. Satellite imagery- can be
used to update street network files when used in combina-
tion withiomputer aided design and drafting (cano) pack-
ages (Baur, 1991). Terstriep and Lee (1989) discuss an
ongoing effort using automated scanner technology and low
altitude infrared photographs to determine house size and
density, and impewious €uea location for urban hydrologic
analysis.
Rationale nd Ghoice ofData Structure
An important consideration in coupling hydrological models
with cls is the choice of data structure. Currently, there are
three basic oru-hydrologic model combinations, Some exam-
ples of each are provided in the following list:
o Triangulated Irregular Network (rw) (Goodrich ef dI., 1991)
. Stream Path/Contour (Moore and Grayson, 1991)
o Grid/Raster (Johnson, 1989)
Moore ef o/. (1991) and Goodrich er o1. (1991) provide fur-
ther discussion on the advantages and applications of each
twe of structure to natural areas. However, it is not readily
il6ar which type would be most appropriate for urban appli-
cations. Djokic (1991) stated:
It could be argued that, with enough resolution, any terrain
modeling approach can be used to represent urban terrain, but
problems arise when irnplementing any of the digital terrain
models (raster/grid, rut, or contours) used for rural watersheds
because the level of detail required for automated urban terrain
analysis is enormous and makes a fully automated approach
very difficult.
Grid oerrls correspond to the storage structure of computers,
leading to simpler handling as a two-dimensional array of el-
evations, Consequently, grid-based terrain modeling algo-
rithms tend to be relatively straightforward (Weibel and
Heller, 1991; Goodrich ef o1,, 1991). Recognizing the relative
simplicity of developing and analyzing a grid DEtvt and grid-
de&data structures, it was decided to use a square cell struc-
ture for the data layers. Concurrent development of a grid-
based hydrologic model also necessitated the choice of a grid
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width
Figure 2. Computational e ement dimen-
sions and hydrologic processes.
data structure. Thus, urban terrain, flow directions, and land
cover will be represented as a matrix of grid cells.
Hydrologic Model (heruiew
In order to evaluate the proposed procedures, a distributed
parameter hydrologic model was linked to the derived data
layers to perform urban runoff analysis. Details of the distrib-
uted parameter hydrologic model can be found in Smith
(1992, 1993). In general, the model operates on an urban wa-
tershed that has been partitioned into unit elements as
shown in Figure 1. The model computes three major types of
flow in an urban area: overland flow, street flow, and storm
sewer flow. Given the significant storm water carrying capac-
ity of streets, an emphasis is placed on delineating the street
network, In the rasterized data set, street cells are tagged
with an attribute value of one, while all other cells are as-
signed a zero value, Outflow from street cells is computed
using triangular gutter flow equations. FIow from the street
centerline to the gutter is not computed. Sheet flow is as-
sumed for overland flow cells. Cells containing inlets to the
storm sewer system are allowed to lose or gain storm water
depending on whether the sewer system is flowing full.
Storm sewer overflows are allowed to travel down hill in re-
sponse to local topography. As seen in Figure 1, any type of





Figure 1. Simplified surface and storm sewer system used










6z.om - 90cm at 1.36-%
node o a
<-51.8m - 90cm at 0.5696
nodo o a
<-36.6m - 90cm at 0.4096
nod9 7 | <,12.2m - 11ocm x 70cm
node 6 ? Arch CMP at 0.56%
nooe s f 
Kso.om - Tocm at 1.48%
| <-36.6m - 70cm at 0.80%
node 4 i< 12,2m - 90cm x @cm
nods 3 ? Arch CMp at 0.52%
noo" . Jo 
se.em - 6o,cm at o.&t%
| €ge.om - 50cm at 0.44%
node t .
Storm Sewer Layout
( l e n g t h ,  d i a m e t e r ,  s l o p e )
Scale in Fe€tWatershed Plan View
a 4 node in the storm s€wer system
direction of surface flow




storm sewer network, which conducts runoff to other parts of
the basin.
The processes of rainfall addition, infiltration, inflow
from neighboring cells, and cell outflow are computed for
each computational element as shown in Figure 2. In a typi-
cal application of the distributed parameter model, a rainfall
event is divided into time steps, and the hydrologic response
of each element within the entire watershed is computed be-
fore advancing to the next time step. At the beginning of
each time step, a unique flow depth.h, exists in each cell,
while h, represents the flow depth at the end of each time
step considering the various inflows and outflow. The pa-
rameter d represents a surface dependent storage depth. Dif-
ferent values of d are assigned to cells with impervious land
cover and cells with infiltrating land cover. Cell outflow may
occur in one of eight possible directions away from the cell.
In the current stage of development, the hydrologic
model does not consider the impact of buildings on the flow
regime. Rather, rain falling cells coded as buildings or roofs
are simply transferred to adjacent cells according to the gen-
eral topography of the immediate area. Outflow from cells
coded as roofs is computed as overland flow.
Thus, the model requires raster representations of imper-
vious and pervious land cover, streets, and topography. Infil-
tration is soil dependent, so a rasterized soils data layer is
required as well when the soil type varies. While this type of
modeling is very data intensive, it allows the analyst to mon-




Testing of the developed strategies was performed by using
data from the Gray Haven urban drainage basin (9.a ha) lo-
PE&RS
cated near Baltimore, Maryland and shown in Figures 3.
Gray Haven was monitored as part of a research effort by the
American Society of Civil Engineers Water Resources Re-
search Program (Tucker, 1969). Detailed rainfall-runoff data
are available and have been used to evaluate other urban hy-
drologic models (Wenzel and Voorhees, 1980; Marsalek ef
a1.,7975). As shown in Figure 3, the watershed has a simple
layout and contains a single storm sewer line in the center of
the basin which outlets to a Parshall flume. Details of the
storm sewer pipes required by the hydrological model are
shown on the right side of Figure 3. Nodes 1 through 10 rep-
resent manholes in the storm sewer network where pipes of
two different sizes or slopes are joined. In addition, the
nodes represent points where surface flow enters the sewer
network through a series of street gutter inlets. Storm sewer
plans, street profiles, and aerial photos were available from
the Baltimore County Department of Public Works. In addi-
tion, two on-site visits were made to note flow directions
and other hydrologic characteristics.
Street Nehrorks
A rasterized street network is required by the hydrologic
model in order to compute the proper cell outflow shown in
Figure 2. In the course of hydrologic model execution, the
model recalls each cell in the watershed by referencing its
coordinates. If the current cell is a street element, outflow is
computed using flow equations for triangular Sutters, Other-
wise, the model computes outflow as simple overland flow.
Due to the small size of the study area, a 1:600-scale
base map was easily prepared which showed the locations of
the street and alley network and housing units. Given the
basically orthogonal nature of the street system, the coordi-
nate system was rotated to allow the majority of the streets to
be aligned with the x and y axis of the digitizing tablet. This
step is not crucial to the analysis but resulted in a more eye
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Figure 4. Vector to raster conversion ofcurved street cen-
ter line. (a) Digitized street centerline overlaid with grid. (b)
Rasterized centerline. (c) Manually thinned centerline'
Dashed lines indicated cell orientation assumed by the hy-
drologic model. Arrows indicate direction of surface flow
along street.
pleasing grid cell representation and also facilitated easier
checking and registration with other data bases. A commer-
cially available digitizing program (ROOTS, 1991) was used
to digitize the centerline of all streets as line segments. AII
digitized street centerlines were tagged with an attribute
value of one, while all non-street areas were assigned a value
of. zero. In a separate data layer, the outlines of all housing
units were digitized as polygons.
An on-screen grid preview option within the digitizing
program facilitated the choice of effective grid cell size.
Using the RooTS software, the street centerlines and the
housing unit layer were displayed together on the same
screen. Given the significant role of streets as storm water
conveyances, a grid size was chosen which would provide a
detailed street network description. A cell size of 35 feet
(10.67 metres) effectively fit the width of the 36-foot wide
streets and allowed for a one-cell width linear street map to
be produced. In addition, this cell size also seemed to pro-
vide for a best fit considering the overall coverage of the
housing units, unpaved areas, and the alignment of the street
system. For example, the average street width in the Gray
Haven development is 36 ft, the average housing unit width
is 31 ft, and the distance between the housing units and the
street is 37 ft.
Using the on-screen grid preview option of noors, the
entire 35 ft grid network was shifted in relation to the street
network to provide the best street delineation while simulta-
neously covering the housing units and impervious areas
with a minimum of rasterizing error. Within the RooTS soft-
ware, the polygon rasterizing algorithm assigns attribute val-
ues using a center point approach. In other words, the land-
cover attribute of the polygon existing at the center of each
grid cell is assigned to the cell in the rasterized data layer.
Panning through the digitized street network overlaid with
both the preview grid and housing units layer facilitated the
best placement of the grid, considering the center point ras-
terizing process of the housing units and pervious areas (pol-
ygons) and the line segment rasterizing function of the street
network. With the user-defined study boundary and the ras-
terizing function of noors, the road network was rasterized
into a matrix of 45 rows and 48 columns. This matrix size
was subsequently chosen as the standard grid data layer for-
maL
Vector to raster conversion of linear features typically
produces maps in which the gridded feature is more than
one element wide. This occurred in the Gray Haven study
when the curved portion of one road centerline was taster-
ized and is similar to the situation in Figure 4, which illus-
trates the process of line segment rasterization and thinning.
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In the RooTS software, the line segment rasterizing algorithm
takes each grid cell in contact with the street centerline in
Figure 4a and labels it a street cell as shown in Figure 4b.
Given the small size of the rasterized data layer, it was a
simple matter to import the matrix in ASCII form into a word
processor and manually thin the line. Manual thinning was
accomplished after visually examining the digitized street
centerline overlaid by the housing units layer and the 35 ft
grid. Automated thinning procedures similar to those devel-
oped by Greenlee (1983) and Peuquet (1981a, 1981b) to pro-
duce a line skeleton (a single connected line) should be
incorporated if more complex street networks exist in the
study area.
Thinning the line segment of Figure 4b to form the line
skeleton of Figure 4c does not have serious hydrologic impli-
cations due to simplifying assumptions within the hydro-
Iogic model. When computing overland or street flow, the
hydrologic model always uses the cell width shown in Fig-
ure 2, even when the outflow is in one of the four diagonal
directions. By using the cell width, the hydrologic model es-
sentially aligns the grid cell with the direction of cell out-
flow and assumes the cell orientation shown by the dashed
cell outlines and flow direction arrows in Figure 4c. Conse-
quently, the hydrologic nature of flow in the street is pre-
served by using a line skeleton. Outflow from cells removed
in the thinning process is then computed using overland
flow equations. Experience with the hydrologic model has
shown that differences in the runoff response resulting from
one or two cells being classified as overland versus street
cells would be insignificant.
Surlace Permeabillty
A pervious/impervious area data layer was derived in a man-
ner similar to the rasterized street network. Using 1:600-scale
land-cover maps and aerial photography, apartment block
outlines and parking areas were delineated on the 1:600-
scale street map previously described and treated as imper-
vious areas. All other surface cover was classified as per-
vious. Subsequent digitization and rasterization produced a
45 row by 48 column matrix of ones and zeros reflecting im-
pervious and pervious areas, respectively.
Storm Sewer System
As input, the hydrologic model developed by Smith (1992,
1993) requires the cell coordinates of the major junctions of
the storm sewer system as well as the various characteristics
of the major conduits presented in Figure 3. Given the sim-
plicity and small size of the Gray Haven system, it was a
simple exercise to manually specify the coordinate pairs and
create the required input file.
DigitalTerrain Model
The most difficult and time consuming segment of the pres-
ent study was the derivation and processing of a grid orv of
the Gray Haven watershed. Two-foot contour information re-
flecting the post construction terrain conditions was avail-
able for only half the watershed. For the remaining portion,
only pre-construction contours were available. The original
street profiles were obtained from the Baltimore County De-
partment of Public Works. Using these data, point elevations
were scaled off every 25 feet on all road centerlines. Alleys
were assumed to have the same slopes as the adjacent
streets, The same elevations derived for the road and alley
centerlines were assigned to points at the road and alley
edges perpendicular to the centerline. Ground elevations for
points other than streets and alleys were estimated from pho-
tographs and the on-site examinations of the watershed. In
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Plate 1. Grid DEM for the Gray Haven study area showing the location of sub-watersheds and
storm sewer nodes.
-//v
ments. Sharp slope breaks do occur on a few portions of the
terrain as one moves fTom a housing unit to the street.
All elevation points were subsequently digitized and an
x, y, z ASCII coordinate file was created consisting of 7474
points. Using these data, a cornmercially available program
(QuickSurf, 1991) was utilized to derive the initial 35-foot
grid ouv shown in Plate 1. As it is useful with sharp break-
ing surfaces such as man-made objects, the zero derivative
option for the standard grid method within QuickSurf was
used. As output from the program, each corner of each quad-
rilateral in Plate 1 is assigned an elevation. Software written
by the authors was used to derive an average elevation for
the center of each cell. and resulted in a somewhat smoother
surface. Overlaying the grid cell center elevations with the
original digitized ground elevations and road centerlines in
the RooTs program revealed that at two alley locations pits
were inadvertently created. Most likely, this was the result of
sparse point elevation data in the vicinity. Manual correction
of the ground elevation at these two locations ensured that
all streets and alleys sloped toward the sewer system as
shown in Figure 3.
Plate 1 also shows that the total area of the watershed is
comprised of four distinct sub-watersheds. Most urban hy-
drologic models require that only major inlets to the storm
sewer system be specified for each sub-watershed. As a re-
sult, the storm sewer network in Figure 3 was simplified by
combining nodes 3 and 4, resulting in a total number of nine
storm sewer nodes as shown in Plate 1. The graph of relative
ground surface elevation along the storm sewer line indicates
that nodes 2 and 3 are located at sub-watershed low points,
Storm runoff not entering the sewer system at uodes 2 and 3
would remain in the vicinity of the nodes. Runoff not enter-
ing nodes 4 through 8 in Plate 1 would tend to flow down
the center street to node 9 as shown by the graph of relative
ground surface elevation. Consequently, nodes 4 through 9
were retained as they would affect the flow in the center
street. Runoff not captured by the storm sewer inlet at node
PE&RS
1 would continue down the street in an easterly direction
and out of the sub-watershed.
Flow Direction Determination
For the hydrologic model, an estimate is required of the sur-
face slope of each cell. As with other grid-based oev
processing algorithms, a steepest-descent analysis of the
eight surrounding neighbor cells was used to determine a
flow direction for each cell. The direction coding procedure
developed by Greenlee (1987) is used to numerically de-
scribe the eight flow directions. However, a modified stee-
pest-descent algorithm was developed which constrains the
direction search in the vicinity of street cells. One of the
problems in urban areas is that surface flow does not always
follow the line of steepest terrain decent as predicted by al-
gorithms for natural watershed analysis. Small elevation dif-
ferences created by street gutters can significantly alter the
direction of surface flow and conduct runoff to other parts of
the watershed.
To handle such situations, the algorithm developed by
the authors performs a constrained steepest-descent search.
As input, the direction algorithm requires both the rasterized
street network and the grid oru shown in Plate 1. During
analysis, if the current cell is a street cell, then the algorithm
will only consider neighboring street cells as candidates for
the next downstream cell. Thus, a constrained direction data
set with 45 rows and 48 columns was derived. Surface
slopes corresponding to the cell flow directions were written
to a file for input into the hydrologic model.
Cell Inllow Countlng
An intermediate data layer required for further DEM process-
ing consists of a neighbor inflow count for each cell. This al-
gorithm is described in Smith and Brilly (1992). Briefly
stated, a three- by three-cell window is applied to the direc-
tion data set. For the current cell in the middle of the win-
dow, a count is made of all cells flowing into the cument
Sub-Basin Draining
to Node
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the watershed start cells were manually determined and in-
put into the watershed growing algoritirm.
While Huber et al. (L992), Urenda (1992), and Djokic
and Maidment (1991) relied on digitized drainage area
boundaries within a crs, the propJsed method a'ilows the
boundaries to be computed automaticallv.
. .Tucker (1969) manually partitionedihe Gray Haven wa-
tershed into 17 sub-basins, eich leadine to a cuib inlet to the
storm sewer.system. In Tucker's very dEtailed watershed seg-
mentatiou, the road crown Was also used as a sub-watershel
boundary. Assuming the idealized surface in Figure 1, this
oegree ot segmentation was not possible, nor is it required
for most urban drainage models iuch as the Storm Water
Management Model (Huber and Dickinson, lgBB). Such ur-
han drainage models reduce the storm sewer system to a se-
ries of lateral conduits and vertical manholes. 
-Combining 
the
component sub-watershcds determined by Tucker (rg6glto
derive areas similar to those in plate r leids to the'compari-
sons in Table 1. It can be seen that the automated sub-basin
growing procedure produces sub-watershed areas that corre_
spond to published data. Tucker's value of O.gg acres for the
first sub-watershed only included half a street width, while
the automatically computed area is greater due to the inclu-
sion of the entire street width. The automated algorithm un-
derpredicted the second drainage area while oveipredicting
the third. This was due to the algorithm wrongly assigninf
the roof areas to the third sub-witershed rathei ihan io th6
second. This type of error points to the need to develop more
refined p_rocedures to deal with buildings and other obitruc-
tions to flow.
0rderlng of Gomputatonal Elements
A crucial.il.put description in distributed parameter hydro-
Iogic modeling is the Cequence in which the outflow oi each
representative element is computed. Before any one cell can
be examined, the outflow_ from all upstream cells eventually
leading-to the current cell must be cbmputed, requiringa "
comprehensive cell-to-cell connectivity i"querr"r. GanIov-
Berasconi and Palacios-Velez (1990) d-evel6ped an approich
to order TIN facets within a hydrologic cascade. Smiih and
Brilly (1992) present a method for giid DEMs. However, their
grid-based algorithm is restrictive in that it can only operate
on depressionless DEMs, or those watersheds whose depres-
sions have been filled to provide each cell with a flow path
to the main watershed outlet. This algorithm would not work
using the lray Haven DEM developedhere containing four
distinct sub-watersheds. Therefore, as with the wateished de-
lineation-algorithm, a significant modification to the grid-
based ordering algorithm was performed in order to c"onsider
sub-watersheds linked by subsurface drainage elements.
A.preliminary step i.c required in whiclithe nodes rep-
resenting the sub-watershed low points (which should be
storm€ewer sy-stem inlets) are manually ordered, starting
with the most_hydrologically distant and ending with th;
node nearest the main watershed outlet. For Gray Haven, this
corresponds to the order of.7, 2,3, and g for the-nodes in
Plate 1. It should be noted that it is not necessary to specify
the remaining ngdes in Plate 1 because the local'topojraphy
permits an overland flow path to either another node or it e
main sub-basin outlet node g.
In the modified ordering algorithm, the first step consists
of sorting the global lists of start and junction cells idevel-
oped in the inflow counting procedure) according to sub-wa-
tershed node. Initial sorting ii performed by tracing overland
flow directions from each itart-cell until a user-deflned sub-
watershed node is encountered. Each start cell is assigned to
the first node located during a tracing. Thus, start 
".lL "r"grouped by sub-watershed node. For-Gray Haven, four group-
^ Automatically Published Drainage
Computed Drainage Area from Tuckei














cell. fn this way, en inflow neighbor data layer is constructed
in which each cell has an integir value denoting the number
of inflowing adjacent elements. This procedure ilso locates
start cells, or elements that have no inflowing neighbors.
These cells are significalt in that they form tie bjginning of
overland flow paths. Cells having an inflow neighbir valie
of two or more €ue labeled as junction cells. Oulput from this
step consists of a global set of coordinate pairs of start cells
and junction cells.
lVatcrched Dellneadon
In a much referenced work, |enson and Domingue (1988) dis-
cuss methodologies for watershed delineation a--nd pour point
identification. One watershed links to another at a pour-
point, or the lowest elevation on the courmon boundarv be-
tween two watersheds. For example, surface flow ponding at
node 2 in Plate 1 would eventuallv reach the elevition eo-rralation qual
to the pour point elevation between nodes 2 and 3 and flow
into the third basin. Currently, natural area DEM processinA
lechniques fill -these depressi,ons when deriving down slop"e
flow paths so that each cell has a link to the witershed out-
Iet,
As- seen in Plate 1, the DEI,I for Gray Haven actually con-
sists of four distinct basins when a syst-em similar to that
shown il Figure 1 is assumed. Pour points linking the basins
are in a line centered above the storm sewer line. 
-However,
in urban hydrologic modeling, it is reasonable that the more
significant linkage between sub-watersheds is through the
storm sewer system, which is much more efficient as a hv-
draulic conveyance than overland flow paths. Filling opeia-
tions would result in sub-watershed r bbing neglectEd,'as its
linkage to the other basins is through a se"ier c6nduit, not a
pour point. On the other hand, without filling procedures, a
wate-rshed growing procedure applied to node- 0 in plate t-
would result in a reduced total watershed, effectively ignor-
ing almost a third of the actual drainage area.
In light of these complexities, a watershed delineation
procedure similar to that o-utlined by fenson and Dominque
(1988) and Smith and Brilly (1992) was developed whicli
considers multiple starting locations. Beginnin! at a defined
node, the algorithm recursively examinei the d-irection and
inflow neighbor data sets and locates all cells that have an
o-verland flow path to the node. Subsequent searches are
then initiated at other user-defined nodes. For example, the
modified algorithm was applied to the Gray Haven area start-
ing at rrode 9 in Plate 1. Subseqgent sub-watershed growing
procedures were initiated at nodes 3, 2, and t, respeitivelyl
to define the entire watershed. These cells were uied be- 
-
cause they represent low points in the sub-watershed and in-
lets into the storm sewer iystem. All cells located by the
multiple search algorithm are flagged as watershed iells, All
other cells are given attributed values of zero to denote them
as non-watershed elements. At this point in development,
In order to establish the proper hydrological computa-
tion sequence, junction cells are then ranked according to
path density, (i.e., the number of traced paths)' as shown in
ihe bottom of Figure 5. Those junction cells having higher
values of the counter are ranked lower in the computational
sequence. Linked to each junction cell is a sequence of cells.
Thus, cell paths are ranked, not individual elements. By def-
inition, start cells have no upstream runoff contribution and
thus require no ranking within a sub-watershed,
The hydrologic model calling order in FiSure 5 shows
that no suiface flow path is analyzed until after the runoff
from all of its uphill constituent flow paths has been com-
puted. First, the runoff from start cells one through eight is
iomputed. The calling order then specifies that the runoff
ings were derived, conesponding to the four major sub-wa-
tersheds and nodes 7,2,3, and g shown in Plate 1. A second
series of tracings is subsequently performed, only now ac-
cording to the start cell groupings derived during the pre-
vious tracing. This second tracing is required to sort junction
cells by sub-watershed.
Actual ranking of each cell in each distinct sub-wa-
tershed is illustrated using Figure 5, which represents a sub-
watershed consisting of eight start cells and five junction
cells. Beginning with the start cells in each ranked sub-wa-
tershed, surface flow paths are traced until the sub-basin
node is reached as shown in steps 1 through B in Figure 5.
Each time a junction cell is reached, a counter is incre-
mented indicating the number of paths that have been traced
through it. This process is very similar to the concept of op-
timal path density as discussed by Berry (1987) and Tomlin
(1990). An optimal path is a route between two points that
maximizes or minimizes a certain function such as travel
time. A map of optimal path density identifies the number of
individual optimal paths from a set of dispersed termini to a
designated outlet. For example, in Step 2 of Figure 5, the
counter for junction cells A, B, D, and E is equal to two, as
two paths have been traced to the outlet. In Step 3, the
counter for junction cells B, D, and E is incremented to a
value of three, corresponding to a third tracing, while the
counter for cell A retains a value of 2.
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from cells in path A-B be computed, followed by tlle cells in
oath C-E. oath B-D, and endins with path D-E. In the coursep ,p , g













Figure 6, Computed versus actual discharge hydrographs
for rainfall event of 10 June 1963.
of model execution, cell coordinates are recalled in computa-
tional order and hydrologic parameters are withdrawn from
the rasterized street, slope, and impervious area data layers.
Results and Discussion
In order to evaluate the utility of the procedures, the hydro-
logic model was applied to the Gray Haven watershed-using
the automatically computed watershed boundaries, cell
slopes, and computational sequences' As the soils were pre-
dominantly a sandy loam, uniform infiltration parameters
were assigned to the entire watershed. Using these data, out-
flow hydrographs {plots of runoff discharge versus time)
were computed at the outlet of the storm sewer system at the
Parshall flume. These hydrographs represent the total wa-
tershed response to a rainfall event considering overland
flow, streeiflow, and storm sewer flow, These computed hy-
drographs were plotted against actual discharges measured at
the site. Rainfall-runoff data for storms occurring on 10 June
1963, 20 June 1963, and 14 August 1963 were taken from
Tucker (1969) and used for comparisons. Figures 6, 7, and B
present the computed and actual discharge hydrographs.
In addition, results from earlier studies (Smith, 1992;
Smith, 1993) were available in which an earlier version of
the hydrologic model was applied using Gray Haven data
sets that weie derived using traditional manual techniques.
In these studies, the flow directions and slopes were as-
signed and computed by hand using mylar -overlays and con-
tour maps. In addition, the discretization of the Gray Haven
watershed in these studies was somewhat different, using a
slightly larger cell size (40 ft versus 35 ft)' The larger cell











Before Ranking After  Ranking
C  E  l l i n  0  O  r d  s  t
Node No.  Paths  Traced l ; "1 :1 ' " ' "0 ' "  Rank pa th
a  2  1  2  0 - e
B  5  2  2  c - E
D  6  3  5  B - D
E  8  4  6  0 - E
C  2  5  8  E - o u t l s t
Figure 5. lllustration of the procedure for ordering compu-
tational elements as applied to a sub-watershed of eight
start cells and five junction cells.
Step 8Step 7
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methods. Combined with the results generated in the present
study, these earlier studies facilitate i general comparison
between two approa^ches to data set deiivation. Figures 6, Z,
and B also preselt the outlet hydrographs comput6d using
manually derived watershed paramEteis.
Gle9n a-nd Stephenson (1980j state that visual compari-
son of simulated and measured hydrographs provides a^
quick and often comprehensive *""rriof 
"rressing 
the accu-
racy o_f h-ydrologic model output. As seen in Figur6s 6, Z, and
B, both the manually and automatically derived data can be
used to accurately reproduce the shape of the actual dis-
charge trydrographs. In all three casei, the slopes of the man-
ual and a-ulomated hydrographs correspond to the slopes of
the actual hydrographs. The flat-top hydrographs in Figure 6
result trom a limitation in the hydrologic model. A signifi-
cant similarity is that both data versions have a matcf,ing
tendency to overpredict and underpredict the actual mea--
surements. For example, both approaches overpredict the
first four peak_s in Figure A andilen underpredict the fifth
peak-. This indicates that any differences between the hydro-
graphs are more likely due to the sliehtlv different versions
of the hydrologic model rather than Io the database deriva-
tion methods.
It can also be seen in Figures 6, 7, and B that the auto-
mated hydr-ograph-s initially tend to lead both the manually
derived and actual discharge hydrographs. Also, the auto--
mated procedure generally producei lower minimum values
between the peaks compared to the manual methodology.
These trends are most likely the result of using a smali6i
coefficient describing surface roughness in thJoverland flow
equations and the slightly different infiltration approach de-
scribed earlier.
.. Excellent correspondence xists among the peak times in
all events. Actual and computed peak time-s are iisted in Ta-
ble 2 and show that there ii no sfunificant difference be-
tween the hydrographs derived using manual and automated
data derivations methods. On occasion, the automated meth-
o.dology leads to slightly earlier peaks, as on peaks 3 and 4 of
the 14 August event. However, these differences are not hv-
drologically significant and are probably the result of the 
-
lower value of the surface 
"ougli.ress 
coefficient.
Marselek et o/. (1975) suggested using the integral square
error (ISE) as a further measure of goodness of fit between ac-
tual and computed discharge hydrographs. The rsn is com-
puted using Equation 1; that is,
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size was chosen on the basis of less accurate maps available
at the time of the earlier studies. An earlier versibn of the
hydrologic model was also used in these studies in which a
slightly different approach to computing infiltration was
used. While the discretization of tle walershed and hvdro-
logic model is slightly different, these earlier studies none-
theles-s represent the application of a distributed parameter
hydrologic model using data derived by traditionil manual
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where Q is the actual or observed hydrograph value at time
i, C, is the computed hydrograph ,rai.te af time j, and N is
the number of values. Smaller values of IsE suggest better
agreement between the actual and computed vllues of a vari-
able. The authors also suggest he ratings in Table 3 to aid in
the evaluation of hydrologic models or irethodologies.
For each of the three rainfall events, two ISE indices
were computed, The first represents the aRreement between
the actual hydrograph_and that computedlsing manually de-
rived data. The second ISE index refresents the agreement
between the actual hydrogr-aph and that computei using the
automated procedures. Table 4 presents the 6e values f5r
each storm and methodology.
Using the rsE as an index of goodness-of-fit, and the rat-
ings in Table 3, it can be seen that both data derivation
































Figure 7, Computed versus actual discharge hydrographs
for rainfall event of 20 June 1963.
RainJall Event Gray Haven


















Figure 8. Computed versus actual discharge hydrographs










Teau 3. Rarntcs or rxe lvreoml Squene Ennon (lSO hnER MnnsEuex Er
lt-., 1975)
maps, Given an accurate flow direction data set, accurate wa-
tershed delineation and cell ordering can be achieved.
The data sets derived using the automated procedures
were combined with a hydrologic model to simulate runoff
rates for three rainfall events. Predicted results were com-
pared to two other sets of results: actual measured runoff
rates and those generated in earlier studies using traditional
manual methods to develop databases. While slight differ-
ences in the hydrological model and in the watershed discre-
tization used in the earlier studies does not permit an
explicit statistical comparison of the manual and automated
methods, the results nonetheless can be used to indicate the
utility of the automated procedures.
Analysis of the runoff hydrographs computed using the
two approaches for data derivation indicates that the auto-
mated methods produce results that have excellent agree-
ment with results generated using manually derived data.
Excellent agreement was also achieved between actual runoff
measurements and hydrographs computed using the auto-
matically derived data sets. Thus, compared to traditional
manual methods, automated procedures potentially offer a
significant reduction in the time spent on database deriva-
tion while providing acceptable results for hydrologic model-
ing.
Further research needs to address the analysis of build-
ings and other obstructions to flow in urban areas. Further-
more, it was noticed that during the DEM processing runoff
can enter or leave the drainage area depending on local to-
pography and storm sewer inlet capture. Perhaps a wider re-
gional approach to urban hydrology might be developed
which simultaneously considers adjacent sewer-drained wa-
tersheds.
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Abstract
Extreme events such as floods can endanger human lives and cause large economic
damage. The Savinja River catchment is one of the most frequently flooded areas in
Slovenia, Europe. In order to evaluate the impact of the proposed flood mitigation mea-
sures on the flood safety in this catchment, the combined hydrological and hydraulic
modelling approach was carried out. The hydrological model Hydrologiska Byråns
Vattenbalansavdelning (HBV-light) was used to perform hydrological modelling. The
hydraulic calculations were carried out using the HEC-RAS 5.0.3 model in order to
simulate the combined one- and two-dimensional unsteady flow. Using the calibrated
and validated hydrological and hydraulic models, the impact of the proposed measures
was assessed in the light of the sustainable flood management. Additionally, with ana-
lyses of the historical data and past flood events, we were able to investigate the charac-
teristics of the extreme floods in this area and also downstream at the confluence with the
Sava River. Moreover, it was found that the backwater effect has an important role on the
water level and flood safety along the river reach, which is often neglected in the aspect of
flood management.
Keywords: flood management, hydrological modelling, hydraulic modelling, Savinja
catchment, historical events
1. Introduction
Water regime and questions related to floods are usually consequences of the development in
the past. Today’s look of the rivers and streams in some parts of the Europe is still a result of
© 2018 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.
the construction works from Roman times (Figure 1). Construction works began to intensify two
centuries agowhen large inundation areaswere taken away from rivers for agricultural purposes.
Due to the reduction of inundation areas, the river flows increased, and narrow river channels
could not carry it anymore. Nowadays, we can see the consequences of the development in the
past, and we are looking for sustainable solutions for the next centuries and next generations.
Fortunately, we have a lot of observations, measurements, experiences and sophisticated tools [1]
to support decision-making processes in order to achieve the sustainable floodmanagement. This
study focuses on the flood safety in the Slovenia that is part of the Danube River basin [2].
The inundated areas endangered due to the extreme floods (floods with 100-year return
period: Q100) in Slovenia cover about 700 km2, which is about 4% of the total area of the
country and urban areas such as Celje and Ljubljana cities [3]. The Savinja River catchment is
one of the areas with the highest flood risk potential in Slovenia, especially highly populated
and urbanised areas, as, for example, cities Celje and Laško were often severely damaged
during the floods in the past [3]. City Celje can be even regarded as the town with the highest
flood risk in Slovenia with the first flood benchmark dating back to 1672 [3]. Large floods
occurred in this area in 1954 (Figure 2), 1989, 1990, 1998 and 2007 [3, 4]. Due to the potential
further climate changes (e.g. climate change or variability) or land-use changes, the flood risk
could increase in the future [5–7]. Therefore, the effective flood protection measures have to be
taken in order to reduce the potential flood damage also considering the hydrological variabil-
ity and at the same time, not to worsen the situation downstream at the confluence with the
Sava River and consequently, at the location of the Krško Nuclear Power Plant and several
hydropower plants that are located in this area (lower Sava River in Slovenia). With this
regard, the characteristics of the past extreme events have to be taken into account when
planning floods’ protection measures or implementing sustainable flood management.
Therefore, the main aim of this study was to investigate the flood safety in the Savinja River
catchment and to analyse the influence of the proposed flood protection measures on flood
Figure 1. Austrian military map of the Celje city (on map Zilli) from the period 1763 to 1787 [8, 9].
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safety in this catchment. The combined hydrological-hydraulic analyses were performed in
order to achieve this aim. Moreover, influence of the backwater effect on the flood safety was
also investigated.
2. Data and methods
Savinja River catchment is part of the Sava River catchment that drains into the Danube River.
The Savinja River catchment covers about 1851 km2 (Figure 3). Due to its topography, the
Savinja River catchment has significant torrential characteristics [11].
In the processes of the model development and hydrological analysis, officially measured data
were used (Slovenian Environment Agency). Discharge data from stations located on the
following rivers in the Savinja catchment was applied: Lučnica, Dreta, Bolska, Rečica, Paka,
Ložnica, Hudinja, Voglajna and Savinja. These are the main tributaries of the Savinja catch-
ment that have relatively significant influence on the flood safety in the Savinja catchment
(Figure 4). Peak discharge information (different data periods ranging from 1907 to 2013) was
used to perform the flood frequency analysis, and hourly data were applied in the process of
hydrological and hydraulic models’ development. Moreover, precipitation, potential evapo-
transpiration and air temperature data from several stations in the area were also included in
the hydrological model.
2.1. Hydrological model
The Hydrologiska Byråns Vattenbalansavdelning (HBV-light) model [12] and PEST model
calibration software [13] were used in the process of model development. This hydrological
Figure 2. Floods in Celje city in 1954 [10].
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model was already used for the flash flood forecasting in the Savinja River catchment [11] and
was also recently used for the hydrological analysis and modelling of the large flood in the
Bosna River catchment that occurred in May 2014 [14]. As an alternative in some other
hydrological applications, some other hydrological model with different characteristics such
as HEC-HMS or SWATmodel [2, 15] could be used.
Figure 5 shows the model scheme of the Savinja catchment as it was defined in the HBV-light
model. The Savinja catchment was initially divided into 21 sub-catchments (each of these sub-
catchments was described with 34 parameters) that were selected based on the discharge data
availability, and these 21 sub-catchments were eventually further divided into 77 sub-
catchments (Figure 6). Thiessen polygons were applied to determine the spatial rainfall distri-
bution (Figure 7). Moreover, in the process of model calibration and validation, daily rainfall
data were also used in order to increase the density of rainfall stations in the Savinja catchment
(hourly rainfall distribution from the nearest station was combined with daily rainfall
amounts). Mean monthly evapotranspiration values for stations Celje, Maribor, Starše and
Šmartno pri Slovenj Gradcu were also used as part of the hydrological modelling.
Calibration of the hydrological model HBV-light was carried out using the PEST software [13]
that was already used for this purpose in case of the Bosna River catchment [15]. Due to the
large number of parameters (34 for each sub-catchment) and consequently, high computational
Figure 3. The Savinja River catchment on a map of Slovenia with indicated cities Celje and Laško and confluence of the
Savinja River and Sava River. Important infrastructure such Krško Nuclear Power Plant is located downstream of the
confluence of the Savinja and Sava Rivers.
Achievements and Challenges of Integrated River Basin Management72
Figure 4. The Savinja River catchment with the most important rivers from the flood safety perspective. Note that Celje
city is located at the confluence of the Savinja, Hudinja and Voglajna Rivers and that about 90% of the total Savinja
catchment drains into this confluence; only 10% of the area contributes to runoff downstream of this location.
Figure 5. Modelling scheme of the Savinja River catchment with discharge gauging stations that were applied in this study.
Historical, Hydrological and Hydraulics Studies for Sustainable Flood Management
http://dx.doi.org/10.5772/intechopen.74432
73
Figure 6. Hydrological model scheme of the Savinja River catchment with 77 sub-catchments.
Figure 7. Thiessen polygons for rainfall stations with hourly rainfall data availability that were used in the process of the
hydrological model development.
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demands, the beoPEST module was used for parallel calibration of the hydrological model.
Hourly discharge data and information about peak discharge values were used in the process
of model calibration, whereas the initial parameter values and limits were defined based on the
experiences obtained from the Bosna River modelling [15].
2.2. Hydraulic model
The Savinja River catchment was also modelled with the hydraulic model HEC-RAS 5.0.3 that
enables one- or two-dimensional unsteady flow simulations [16]. One-dimensional calcula-
tions were performed in the river channel, and two-dimensional calculations were conducted
on the floodplain areas. Detailed model description is available in the HEC-RAS user’s manual
[16]. The most important rivers in the Savinja catchment from the flood safety perspective were
included in the model (Dreta, Ložnica, Voglajna, Hudinja and Savinja Rivers); other rivers
were considered in the model as lateral inflows into the Savinja River. Average slope of these
modelled rivers varies from 0.2 to 0.6%. In total, more than 135 km of river network with more
than 2400 cross sections were incorporated in the model. Geodetically measured river cross
sections were combined with 1 m digital terrain model of the Savinja catchment. The selected
Manning roughness coefficients were between 0.03 and 0.04 for the river channel, between
0.035 and 0.05 for the flood area within the cross section and between 0.06 and 0.1 for the 2D
flood area. The size of cells covering 2D flood areas was between 20  20 m and 30  30 m
(computational mesh). However, it should be noted that each cell is described with hydraulic
Figure 8. The extent of the hydraulic model from the confluence of Dreta and Savinja Rivers to the confluence of Savinja
and Sava Rivers (including Dreta, Ložnica, Voglajna, Hudinja Rivers).
Historical, Hydrological and Hydraulics Studies for Sustainable Flood Management
http://dx.doi.org/10.5772/intechopen.74432
75
properties table based on the underlying digital terrain model used (1 m resolution). The HEC-
RAS pre-processor computes the elevation-volume relationship and other geometric charac-
teristics crucial for hydraulic calculations for each cell face [16]. Figure 8 shows the main rivers
that were included in the hydraulic model from the confluence of the Savinja and Dreta Rivers
to the confluence of the Savinja and Sava Rivers. It should be noted that due to the improved
2D modelling algorithm that is implemented in the HEC-RAS version 5 [16], the entire 135 km
of the river network with multiple flood areas was modelled as one model. Moreover, the total
computational time did not exceed 2.5 h.
3. Results and discussion
This section presents the results of hydrological and hydraulic model calibration and valida-
tion and some results of the investigation of the influence of the proposed flood safety protec-
tion measures in the Savinja River catchment.
3.1. Hydrological model and analysis
The hydrological model was calibrated based on the flood event that occurred in September
2007 and caused large damage in different parts of Slovenia [2]. The average value of the Nash-
Sutcliffe coefficients for the calibration of the model for the 21 sub-catchments (with available
discharge data) was 0.85. Figure 9 shows an example of the calibration results for the location
of the Laško gauging station on the Savinja River with the Nash-Sutcliffe coefficient as 0.93.
Figure 9. Hydrological model calibration results using the data from year 2007 for the station Laško on the Savinja River
(in the lower figure with red and blue is simulated and observed discharge, respectively).
Achievements and Challenges of Integrated River Basin Management76
The validation of the model was performed using the data from floods that occurred in years
1990 and 1998 and also caused large damage in the Savinja River catchment [3, 4]. For the 1990
event, the average value of the Nash-Sutcliffe coefficients for nine stations with available data
was 0.85. Using the calibrated and validated hydrological model, we were able to reconstruct
the hydrological situation in the Savinja catchment also for the locations where discharge data
were not available (either no gauging station or station was damaged during the flood) for
floods that occurred in years 1990, 1998 and 2007. Table 1 shows calibration results for the 2007
flood event for 19 sub-catchments where measured discharge data were available in order to
perform evaluation of the hydrological model. Moreover, Table 2 shows hydrological model
validation results for the 1990 flood event for gauging stations with available measured
discharge data. The number of gauging stations in the 1990 was smaller than in the case of
2007 because gauging network was extended in the recent decades and several gauging
stations were damaged during the 1990 flood event.





1-Savinja1-Luče 566 573 0.91 0.91
2-Lučnica-Luče 818 895 0.93 0.93
3-Savinja2-Nazarje 750 801 0.84 0.85
4-Dreta-Kraše 741 764 0.98 0.98
5-Savinja3-Letuš 727 718 0.98 0.98
6-Paka1-Velenje 475 451 0.80 0.80
7-Velunja-Gaberke 454 455 0.73 0.73
8-Paka2-Šoštanj 419 350 0.78 0.86
9-Paka3-Rečica 400 428 0.85 0.85
10-Bolska-Dolenja_vas 489 521 0.90 0.91
11-Savinja4-Medlog 551 506 0.94 0.95
12-Ložnica-Levec 332 394 0.91 0.91
13-Savinja5-Celje_brv 525 509 0.94 0.95
14-Hudinja1-Polže 347 379 0.89 0.89
15-Hudinja2-
Škofja_vas
298 344 0.94 0.95
17-Voglajna2-Celje 201 288 0.26 0.45
19-Savinja6-Laško 445 459 0.92 0.93
20-Gračnica-Vodiško 296 337 0.68 0.70
21-Savinja7-Veliko Širje 425 448 0.67 0.78
Note that computational period to calculate discharge sum was from 1.3.2007 to 14.12.2007.
Table 1. Hydrological model calibration results for the 2007 flood event for the 19 sub-catchments where measured
discharge data were available.
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In order to define the design hydrographs, the flood frequency analysis was also performed.
The annual maximum method was used for sample definition and log-Pearson type III distri-
bution was applied to define the relationship between design discharge and return period.
3.2. Hydraulic model and analysis
The calibration and validation of the hydraulic model were also performed using the data from
1990, 1998 and 2007 floods. Besides discharge data, information about water level was also
used (rating curves were used to transform water level data to discharge). Comparison
between the measured maximum flood extent on the floodplain areas and computed inunda-
tion extent was also carried out. Figure 10 shows an example of the calibration results for the
gauging station Celje on the Savinja River in the year 1990. Similar results were also obtained
for some other gauging stations in the Savinja catchment for the 1990, 1998 and 2007 events.
Model evaluation was performed on rivers Dreta, Ložnica, Voglajna, Hudinja and Savinja.
Figure 11 shows calibration results for the large natural floodplain area before the Celje city
for the 1990 event. Similar graphical comparison was also carried out for other flooding areas.
3.3. Flood safety
The calibrated and validated hydrological and hydraulic models of the Savinja River catch-
ment were used to investigate the impact of the proposed flood protection measures on the
flood safety. The main suggested flood protection measures are dry retention (flood-control)
reservoirs that are planned to be built at several locations in the Savinja catchment. Eight flood-
control reservoirs are to be constructed in the location of the large natural flood area before the
Celje city (Figure 11). Relatively sophisticated and complex hydro-technical equipment is
selected to operate these reservoirs with the total volume of approximately 8106m3. Figure 12
shows comparison between three different situations, namely natural-actual conditions during
the 1990 event, full operation of the proposed flood-control reservoirs with increased volume





1-Savinja1-Luče 2562 3010 0.85 0.89
4-Dreta-Kraše 4442 4901 0.90 0.92
5-Savinja3-Letuš 4285 3692 0.59 0.89
12-Ložnica-Levec 1453 1845 0.94 0.96
13-Savinja5-Celje_brv 2970 3111 0.97 0.98
15-Hudinja2-Škofja_vas 1278 1382 0.79 0.83
17-Voglajna2-Celje 1011 1478 0.79 0.87
19-Savinja6-Laško 2444 2582 0.97 0.97
21-Savinja7-Veliko Širje 2320 1301 0.84 0.91
Table 2. Hydrological model validation results for the 1990 flood event for the sub-catchments where measured
discharge data were available.
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(retention of 10106 m3) and proposed flood-control reservoirs that failed to operate. We can
conclude that proposed flood-control reservoirs reduce the peak discharge for about 150 m3/s;
however, potential technical problems with hydro-technical equipment would lead to an
increase in peak discharge for approximately 100 m3/s due to the exclusion of large natural
floodplain area (Figure 12). It can be seen that the construction of the reservoirs would lead to
about 15% decrease in the peak discharge compared to the natural conditions during the 1990
event. This means that the flood risk downstream of the Celje city would decrease in case of
operation of reservoirs without any problems and according to the procedure.
Figure 11. Calibration results for the largest natural floodplain area before the Celje city for the 1990 event (light blue is
modelled extent of floodplain inundation by combined 1D/2D model and grey with pink outline is measured extent of
floodplain inundation).
Figure 10. Calibration results for the gauging station Celje on the Savinja River for the 1990 event (blue is modelled water
level and red is measured water level by the Slovenian Environment Agency).
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Moreover, several smaller flood protection measures (e.g. channel widening at critical cross
sections, river banks’ reconstruction, local level construction) are also proposed in the Savinja
catchment (mostly on rivers Ložnica, Hudinja and Voglajna). The analyses of these measures
showed that they mostly positively influence the flood situation at the confluence of Savinja
and Sava Rivers. Flood protection measures mostly fasten the hydrograph propagation but
often do not significantly influence the peak discharge values (the decrease in the peak dis-
charge is, in most cases, smaller than 1 or 2%). The analysis of catastrophic past flood events
demonstrated that the peak discharge on the Savinja River mostly occurs before the peak
discharge on the Sava River (Figure 13). Thus, faster hydrograph propagation has a positive
Figure 12. Impact of the proposed flood-control reservoirs with increased total volume (10106 m3) on the situation at the
Savinja outlet during the 1990 flood (dark blue), exclusion of large natural flood area before the Celje city (situation when
proposed flood-control reservoirs fail to operate, purple) and actual situation during the 1990 flood (light blue).
Figure 13. Analysis of time differences between peak discharge values at the confluence of the Savinja and Sava Rivers.
Positive values indicate that peak discharge of the Savinja River occurs before the peak discharge of the Sava River.
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influence on the situation in the lower Sava River. This kind of local measures mostly have
minor impact on the global situation in the larger catchment such as the Savinja River catch-
ment but can lead to improved situation locally. Similar conclusions were also made for the
case study of the alpine Inn River in Austria [17].
Furthermore, several other aspects of the flood safety such as the impact of high waters at the
river confluences on the downstream flood safety were also investigated but are not discussed
in this chapter.
3.4. Backwater effect
Using the calibrated and validated combined hydrological (HBV-light) and hydraulic (HEC-
RAS 5) models, we investigated the influence of the proposed flood protection measures (e.g.
several flood-control reservoirs are to be built in the large natural flood area before the Celje
city) on the flood safety. Moreover, using the hydraulic model HEC-RAS that is presented in
Section 3.2, we also investigated the backwater effect on different tributaries in the Savinja
catchment. Figure 14 shows an example of the backwater effect on the Ložnica River. It can be
seen that due to the increased peak discharge on the Savinja River, the maximum water on the
Ložnica River also increases. This increase is the largest for the cross section located near the
rivers’ confluence (about 0.6 m for peak discharge increase at 400 m3/s) and generally,
decreases for upstream river station. Moreover, the backwater effect is detected for the cross
section that is located 1.5 km upstream of the confluence of the Savinja and Ložnica Rivers.
Similar analysis was performed for other rivers (e.g. Hudinja and Voglajna; Voglajna and
Savinja). The backwater effect can be up to 0.25 m for a peak discharge of 1000 m3/s. This kind
of analysis can be very useful also for the policy makers because it is essential to understand
Figure 14. The influence of the Savinja River on the Ložnica River (backwater effect) when the Ložnica input hydrograph
is constant during different hydraulic model runs. Different coloured lines represent different cross sections on the
Ložnica River where the number indicates river station from the confluence with the Savinja River upstream [m].
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that some local measure can also have significant impact on the upstream flood conditions and
also on the flood situation at the upstream tributary.
4. Conclusions
In this chapter, combined hydrological and hydraulic modelling was performed in order to
investigate the influence of the proposed flood protection measures on the flood safety in the
Savinja catchment and in the lower Sava River catchment in Slovenia. The main conclusions
are: (1) some of the proposed flood protection measures have positive influence on the flood
situation in the Savinja catchment and also at the confluence with the Sava River (either faster
hydrograph propagation or peak discharge maximum water level reduction); (2) the main
flood protection measures (several flood-control reservoirs) are to be built in the natural large
floodplain area before the Celje city and potential problems with operation (or some other
problems such as increased sediment transport at the reservoirs inflow) of these reservoirs
would lead to the flood safety decrease; and (3) backwater effect in the Savinja River catchment
can have a large impact on the flood safety, for example, the backwater effect at the confluence
of Savinja and Ložnica Rivers can be up to 0.25 m at the 1000 m3/s peak discharge of the
Savinja River. These conclusions indicate that (small) local measures do not really play an
important role in the global flood situation at the catchment and that some local measure can
even worsen the flood situation upstream of the measure location. Therefore, complex models
(hydrological and hydraulic) of the entire catchment are needed in order to really understand
the flood behaviour and to select the most suitable measure that will have positive impacts on
the flood safety. Moreover, the selection of the flood measure should also be in-line with the
sustainable flood risk management, which means that environmental, social and economic
conditions that are mutually connected should be investigated.
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Climate Change Impact on Flood Hazard
in the Sava River Basin
Mitja Brilly, Mojca Šraj, Andrej Vidmar, Miha Primožič,
and Maja Koprivšek
Abstract In the past few years, the topic of climate change impact on the water
regime of the Sava River basin has been presented in several studies. Average
seasonal precipitation and temperature data were calculated and presented, but
results are not useful for climate change impacts on floods. The maximum daily
precipitation data for each season and temperature data from the meteorological
report are taken for the hydrological analysis. Maximum daily precipitations were
provided with twenty-year and hundred-year return periods. The hydrological
analysis was derived using a hydrological model calibrated for the flood event in
1974 before large flood protection scheme was developed along the Sava River.
Flood peak discharges were calculated for autumn season by twenty- and hundred-
year return period daily precipitation for the periods 2011–2040, 2041–2070 and
2071–2100. Changes in peak discharge probability functions were developed for
the water station along the river for each period. The peak discharges will increase
by the end of the twenty-first century for the 100-year return period from 9 % at the
mouth up to 55 % at the head part of the river basin.
Keywords Climate Change • Probability of Floods • Sava River
1 Introduction
In the past few years, the topic of climate change impact on the water regime of the
Sava River basin has been presented in several studies. The studies focus mainly on
the trends of temperature and mean discharge values. Climate trends in the Sava
River basin were analysed in the World Bank study [1]. The study focused on mean
values based on observations and empirical analyses. In the study, peak flood flows
and droughts were not analysed. Notably, mean yearly temperatures show stronger
trends over shorter periods (trends of the last 10 years) and are weaker in the long
term. In the study conducted by Jupp [2], the climate change impact was analysed
by the results calculated using a series of model simulations. Average seasonal
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precipitation data were calculated and presented. In the forecast, the mean seasonal
precipitation mainly decreases, except in winter time. The results are not useful for
flood prediction.
Each country in the basin produces its own country report on climate change,
which is submitted for the United Nations Framework Convention on Climate
Change with scenarios A1B and C. In Slovenia’s Fourth and Fifth National
Communication under the United Nations Framework Convention on Climate
Change [3, 4], it is mentioned that weather extremes will be more frequent. Floods
are not specifically referred in the reports. In the Second, Third, Fourth and Fifth
National Communications of the Republic of Croatia under the United Nations
Framework Convention on Climate Change [5, 6], there is a short note on the
Danube river flood in 2003. Furthermore, the reports predicted more frequent flood
events. Also, the evident concern regarding the increase of erosion in the head water
parts of watersheds is expressed in the report. However, specific measures to be
adopted are not listed. The last report stresses the importance of decreasing precip-
itation and corresponding decrease of run-off. In the Initial National Communica-
tion of Bosnia and Herzegovina under the United Nations Framework Convention
on Climate Change, Banja Luka, October 2009 [7], it is mentioned that the intensity
and frequency of storms, floods and droughts will increase from 50 years to 5 to
10 years. The Ministry for Spatial Planning and Environment published the report
the Initial National Communication on Climate Change of Montenegro to the
United Nations Framework Convention on Climate Change, in 2010 [8]. Generally
they take the statement that “lack of water and severe droughts are expected as main
issue for water management and more frequent floods are also expected”. A few
chapters in the Initial National Communication of the Republic of Serbia under the
United Nations Framework Convention on Climate Change [9] deal with hydrology
and climate change. The trends and changes of mean values of precipitation,
evapotranspiration and discharges are well documented. It is clearly exposed
“that the above projections show that climate change might cause more intense
flood and drought episodes, greater both in scope and duration”.
The International Commission for the Protection of the Danube River (ICPDR)
[10] study country reports for Middle Danube River Basin and stress impacts on the
increase in frequency and magnitude of flood events in head parts of watersheds. In
the same study only Serbia is addressing floods and for other countries in the Sava
River basin no data are available.
The topic of climate change impacts is broad. Various scenarios are being
examined, based mainly on increase of air temperature. The reports that we
reviewed were mainly related to mean yearly or seasonal values and not to
extremes.
The formation of flood run-off is a complex non-linear process that cannot be
easily transformed from precipitation data. For the transformation of extreme
precipitation data, we developed a hydrological model and then incorporated the
precipitation data calculated for different projections for the A1B scenario.
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2 Hydrological Model of the Sava River Watershed
The Sava River watershed, from its source to the discharge into the Danube,
extends over an area of around 95,000 km2. The south-east border of watershed is
in the Dinaric Karst region and could not be precisely determined. To ensure the
rigidity and robustness of the model, the subbasins were generated to be as large as
possible while covering not more than one major tributary stream. As a result, the
watershed was divided into 13 subbasins with areas ranging from 2,000 to
14,000 km2 (Table 1, Fig. 1). The subbasins are linked together, and the outflow
from the upstream ones is routed through the downstream ones.
All the subbasins were divided into elevation (three were chosen) and vegetation
zones. The upper and south-east part of the Sava River watershed is mountainous;
as a result, the subbasins in that area have three elevation zones (Fig. 2). The
subbasins in the plain area (north-west part of the watershed), where altitudes
generally do not exceed 200 m, have two elevation zones (Fig. 2). Each elevation
zone was then further divided into two areas according to land coverage (Fig. 2),
i.e. into the so-called vegetation zones: forest and field (non-forest). The division
into elevation and vegetation zones is especially important for the snow calculating
routine.
It is based on the simple degree–day relation. In this routine, a threshold
temperature (TT), which is usually close to 0 C, is used to define the temperature
above which snowmelt occurs. The threshold temperature usually decides whether
the precipitation falls as rain or as snow. Within the threshold temperature interval
(TTI), the precipitation is assumed to be a mix of rain and snow (decreasing linearly
from 100 % snow at the lower end to 0 % at the upper end). The snowpack is
assumed to retain meltwater as long as the amount does not exceed a certain
fraction of the snow. When the temperature decreases below TT, the water
Table 1 List of subbasins
# Subbasin number Subbasin name Stream Subbasin area (km2)
1 I Sava I Sava 10,073
2 II Sava II Sava 3,481
3 III Kolpa/Kupa Kolpa/Kupa 9,501
4 IV Sava III Sava 6,701
5 V Una Una 9,907
6 VI Sava IV Sava 1,880
7 VII Vrbas Vrbas 5,295
8 VIII Sava V Sava 4,403
9 IX Bosna Bosna 10,261
10 X Sava VI Sava 5,021
11 XI Drina I Drina 13,781
12 XII Drina II Drina 5,979
13 XIII Sava VII Sava 8,424
Watershed total 94,708
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Fig. 1 Modelled Sava River watershed—from its source to its confluence with the Danube—with
orographic subbasin and watershed borders
Fig. 2 Sava River watershed with discharge stations (used for model calibration)
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refreezes. Different melting and refreezing factors are used for forest and non-forest
zones (Fig. 3) [11].
The following input data are required to calibrate/run the model:
– Precipitation (32 measurement stations were chosen) (Fig. 4)
– Temperatures (8 measurement stations were chosen)
– Discharge data (12 measurement stations were chosen)
– Potential evapotranspiration (8 measurement stations were chosen)
The temperature and precipitation data were prepared as a set of data with a
1-day time step. The time step of evapotranspiration data is usually greater than that
of the model. So a transformation to the model time step is required. This is done
automatically by the model. In this case, average monthly values (mm/day) are
transformed to the 1-day time step by linear interpolation.
To describe areas of influence of points (which represent different stations),
Thiessen polygons were used. Precipitation data were obtained from Meteorolog-
ical Yearbooks 1974 and 1978 [12, 13], discharge data from Hydrological Year-
books 1974 and 1978 [14, 15], and temperature and potential evapotranspiration
data from the database collected for the World Bank report [1].
Model calibration and validation were developed with data for flood events from
years 1974 and 1978, for the period of time before a large flood protection system
has been developed on the watershed and modified flood events. The number of
parameters normally used in the model is in the order of 20–33. While in most cases
Forest
Field
Fig. 3 Modelled Sava River watershed—from its source to its confluence with the Danube—with
all the subbasins and the forest coverage [11]
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five of them are set to standard values, it is very important to calibrate approxi-
mately 15 of the parameters.
Three main criteria of fit are used while calibrating: visual inspection of the
computed and observed hydrographs, Nash/Sutcliffe criterion R2 and inspection of
the accumulated error. The R2 efficiency criterion was introduced by Nash and
Sutcliffe [16] and is commonly used in hydrological modelling. R2 has a value of
1.0 if the simulation and the observations agree completely and 0 if the model does
not perform any better than the mean value of the run-off record. In practice, values
between 0.8 and 0.95 can be achieved if the quality of observed data is good.
Negative values can be the result of poor model performance or poor data. In
addition to the R2 criterion, there is another very important performance indicator:
the accumulated error.
The calibration is an interactive process. First, one must carefully observe the
hydrographs where the differences appeared. Then it is necessary to determine if
there is a problem of volume or a problem of shape. After this, one has to look at the
conditions during the period of poor results (temperature, presence of snow,
precipitation, maximum discharge before, droughts) and change the relevant
parameters. Finally, the R2 value is checked. Sometimes the result is better with
the R2 criterion a bit less strong because the peaks are better modelled.
For the calibration purposes, we collected the data (input data: precipitation,
temperature, evapotranspiration, discharge) for the period from June 1 to December
31, 1974 (Table 2). An important characteristic of the 1974 flood event was major
rainfall that moved with time from the east to the west part of the Sava River basin.
In the east, head part of the watershed, maximum rainfall occurred on September
25 and in the west part on September 27, 1974 [12, 14].
Fig. 4 Sava River watershed with precipitation stations and Thiessen polygons
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The selected verification period was from September 1, 1978, to November
30, 1978 [13, 15]. The peak discharges are quit high and data form weather stations
was available for modelling.
The results of calibration and verification of the model are not impressive,
especially for sub-watersheds (Table 3). The sub-watersheds were modelled as
homogenised areas except for the Drina River basin. The main task of the calibra-
tion was flood peaks, not water balance. In Figs. 5 and 6, the comparison of the
Table 2 Model calibration peak discharges in m3/s (1974)
Subbasins WS Area Measured Calibrated %
Sava I Čatež 10,173 2,294 2,308 0.6
Kolpa Šišinec 7,321 1,250 1,419 13.5
Sava II Crnac 23,102 2,147 2,295 6.9
Una Kostajnica 9,171 1,370 1,445 5.4
Sava III Jasenovac 29,565 2,580 2,515 2.5
Vrbas Delibašino selo 5,469 691 762 10.3
Sava IV Slavonski Brod 54,134 3,460 3,422 1.1
Bosna Doboj 9,618 1,095 753 31.3
Sava V Županja 62,22 3,930 4,057 3.2
Drina I Bajina Bašta 14,797 3,359 2,715 19.2
Drina II Kozluk 17,735 3,041 2,640 13.2
Sava V Sremska Mitrovica 87,996 6,275 6,540 4.2
Confluence in Danube 6,653











I Sava I 0.8183 23.7937 0.4213 20.8903 Čatež
III Kolpa/Kupa 0.9029 19.8823 0.7461 25.4299 Šišinec
IV Sava III 0.7689 27.8047 0.4193 4.7807 Crnac
V Una 0.7921 18.8697 3.2602 63.4986 Kostajnica
VI Sava IV 0.6361 180.7203 0.6881 24.1327 Jasenovac
VII Vrbas 0.3133 10.3829 1.5449 46.8637 Delibašino
Selo
VIII Sava V 0.8646 46.2497 0.4608 24.1783 Slavonski
Brod
IX Bosna 0.2735 91.3311 2.9617 102.6221 Doboj
X Sava VI 0.8553 14.7998 2.0815 48.1689 Županja
XI Drina I 0.7999 45.7861 3.3535 4.6146 Bajina Bašta
XII Drina II 0.7830 19.3865 5.2540 22.571 Kozluk
Sava VI
+Drina
0.8561 10.1821 3.1442 48.0747 Sremska
Mitrovica
XIII Sava VII Confluence
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measured and modelled discharges for selected water stations is shown as a result
of the hydrological model calibration procedure for the calibration period June
1–December 31, 1974.
3 Data Transformation for Hydrological Forecasts
of Climate Change Impacts
The precipitation and temperature data from the meteorological report [17] are
taken from figures based on the position of rain gauge stations and used for the
hydrological model. Observed data from the grid database of the European obser-
vation system (E-OBS) are extracted E-OBS [18] and shown in Table 4. These data
have been designed to provide the best estimate of grid box averages to enable a
Fig. 5 Measured and modelled discharges at the selected stations in the upper part of the Sava
River Basin (calibration period)
Fig. 6 Measured and modelled discharges at the selected stations in the lower part of the Sava
River Basin (calibration period)
34 M. Brilly et al.
Table 4 Daily maximum seasonal precipitation derived for weather station from E-OBS data for












13 430 E 46 300 N Rateče 42.6 98.2 99.0 131.9 99.6
14 310 E 46 040 N Ljubljana 95.8 69.0 90.9 88.5 75.4
15 150 E 46 150 N Celje 66.7 62.3 82.4 85.4 58.2
15 420 E 46 010 N Bizeljsko 68 47.0 62.9 64.3 49.2
15 110 E 45 480 N Novo Mesto 55 57.6 75.0 79.7 62.8
16 330 E 46 020 N Križevci 26.5 34.2 47.0 47.1 38.6
15 140 E 45 160 N Ogulin 63.2 58.0 85.6 86.6 70.9
15 330 E 45 300 N Karlovac 42.5 46.3 61.0 62.0 52.1
16 020 E 45 490 N Zagreb-
Maksimir
34.5 34.6 47.2 43.6 36.4
16 380 E 45 450 N Čazma 29.3 28.2 43.6 40.1 36.6
17 100 E 45 250 N Lipik 49.3 27.2 39.9 32.3 35.1
18 000 E 45 100 N Slavonski
Brod
31.6 25.9 30.6 31.1 27.2
17 160 E 45 090 N Bosanska
Gradiška
38.4 27.7 33.5 31.7 31.4
15 530 E 44 490 N Bihać 82.9 45.8 58.3 69.7 58.1
16 240 E 44 230 N Drvar 58.6 39.9 47.9 54.9 42.3
16 420 E 44 460 N Sanski Most 61.5 32.4 37.7 47.9 35.5
17 130 E 44 470 N Banja Luka 56.2 25.2 29.9 34.0 29.0
17 280 E 44 040 N Bugojno 40.4 25.9 32.6 38.0 30.1
17 540 E 44 130 N Zenica 21.4 23.8 29.2 34.7 31.9
18 060 E 44 440 N Doboj 24.2 25.5 30.2 30.7 28.9
18 420 E 44 330 N Tuzla 21.5 25.9 33.5 31.7 29.7
18 500 E 44 530 N Brčko 23.5 28.7 36.4 33.3 29.8
18 260 E 43 520 N Sarajevo-
Bjelave
36 26.2 34.6 37.6 38.2
18 590 E 43 400 N Goražde 29.2 27.3 34.3 42.2 41.2
19 140 E 44 330 N Loznica 26.5 33.5 50.5 34.6 32.9
19 230 E 44 110 N Ljubovija 50.9 31.8 42.5 35.5 36.5
19 410 E 44 460 N Šabac 46.8 34.4 52.2 36.0 31.5
19 550 E 44 170 N Valjevo 49 39.5 49.7 39.3 38.5
20 280 E 44 480 N Beograd 39.4 39.6 51.7 36.0 32.9
20 010 E 43 160 N Sjenica 45.1 32.6 51.9 42.9 34.3
19 080 E 43 090 N Žabljak 83.9 27.1 37.5 37.1 34.3
19 520 E 42 500 N Ivangrad 39.2 31.5 48.6 44.0 33.5
Average 46.2 37.9 49.6 49.5 42.0
Max. 95.8 98.2 99.0 131.9 99.6
Min. 21.4 23.8 29.2 30.7 27.2
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direct comparison with RCMs. The E-OBS data set was defined on the same 0.25
grid resolution, and data collected between 1961 and 2010 were used in this study.
An example of the data set is on the map in Fig. 7.
The precipitation data in the meteorological report are in raster format, and we
collected the data from the cell in which the precipitation station was positioned.
Maximum daily precipitation values from E-OBS data are highest in summer and
slightly lower (0.1 mm) in autumn.
The maximum daily values of the precipitation measured in 1974 are mainly
slightly lower than the values of E-OBS. There is a high discrepancy between the
E-OBS data and the measurements in the area of the Dinaric Mountains, especially
in Montenegro (Fig. 7). The value at the Žabljak station is two times higher than
that in E-OBS data with the 20-year return period and even the 100-year return
period (Table 5). A concern is that for the E-OBS data set, precipitation from
Montenegro was not used. The flood event in 1974 is one of the highest floods
measured before large flood protection construction works started on the Posavina,
and precipitation on all stations of basin has low probability.
Summer daily precipitation is slightly higher than in autumn. However, run-off
in the autumn season is much higher, due to higher evaporation, and for further
calculations and analysis, we chose the autumn values (Table 5).
Forecast data for the periods of 2011–2040, 2041–2070 and 2071–2100 are
represented in Table 5 and show interesting dynamics. Data for some stations
increase with time, while with other stations, first an increase and then a decrease
Fig. 7 E-OBS data. Precipitation distribution for the 100-year return period [17]
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can be observed. Average values for rainfall with a 20-year return period show a
very small increase between the periods 2041–2070 and 2071–2100 and an even
smaller decrease for the 100-year return period.
The probabilities in Table 6 are based on the Gumbel probability distribution and
were calculated using the data on precipitation from the report by Meerbach et al.
(2010). The period of observation varied from 1908 or 1951 to 2009. The differ-
ences of values of precipitation with the 20-year return period calculated using the
Gumbel distribution function and E-OBS varied. At some stations, the values
calculated using the Gumbel distribution function were higher than those calculated
using the E-OBS data, and vice versa. For the 100-year return period, only the
values from Slovenia are lower if calculated using the Gumbel distribution function
than those calculated using the E-OBS data. All other stations have higher values.
Finally, the 100-year return period values for the forecast between 2041 and 2070
are lower than the values with the 1,000-year return period for all rainfall stations.
Temperature data are given in Table 7. Temperature data vary significantly
inside the Sava River watershed. However, the forecast variation is rather small.
For further calculations, we chose an increase of 0.8 C in autumn in the period
2011–2040, 1.8 C for autumn in the period 2041–2070 and 2.9 C in the period
2071–2100, for watershed as whole.
Table 6 Probability of maximum daily precipitation (mm) based on the report (Meerbach et al.






V1 V2 V3 V4





Ljubljana 190.7 106.3 72.2 95.8 88.5 110.0 110.0 148.0
Rateče 214.9 121.2 83.2 42.6 131.9 171.1 147.5 191.3
Zagreb 117.2 65.9 45.2 34.5 43.6 50.3 52.0 67.4
Slavonski
brod
104.1 59.1 40.9 31.6 31.1 38.6 36.3 47.8
Bihać 155.3 89.5 62.8 82.9 69.7 83.4 81.0 101.8
Bugojno 119.9 66.2 44.5 40.4 38.0 50.4 44.8 66.6
Sarajevo 120.0 67.0 45.5 36.0 37.6 42.6 49.6 66.5
Banja
luka
86.0 57.4 45.8 56.2 34.0 44.0 38.9 53.4
Beograd 126.8 66.3 41.9 39.4 36.0 46.1 46.4 66.7
Sjenica 89.9 53.3 38.5 45.1 42.9 51.3 55.9 77.6
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Table 7 Temperature data and climate change forecast in C
Station
EOBS temperature data for 1971–2010 Increase of temperature
Spring Summer Autumn Winter 2011–2040 2041–2070 2071–2100
Rateče 4.8 14.0 6.4 3.2 0.9 1.9 3.0
Ljubljana 8.9 17.9 9.5 0.3 0.9 1.9 2.9
Celje 8.4 17.2 9.1 0.8 0.8 1.8 2.9
Bizeljsko 10.2 18.8 10.4 0.5 0.9 1.8 2.9
Novo
mesto
9.2 17.9 9.8 0.0 0.9 1.8 2.9
Križevci 11.0 19.7 11.1 1.0 0.8 1.8 2.8
Ogulin 8.4 17.4 9.6 0.2 0.8 1.7 2.7
Karlovac 10.8 19.7 11.4 1.7 0.8 1.7 2.7
Zagreb-
Maksimir
11.2 19.9 11.4 1.5 0.8 1.8 2.8
Čazma 11.5 20.3 11.7 1.7 0.8 1.7 2.8
Lipik 10.9 19.8 11.3 1.2 0.9 1.7 2.8
Slavonski
brod
11.3 20.2 11.5 1.2 0.9 1.8 2.8
Bosanska
Gradiška
11.1 20.0 11.6 1.5 0.8 1.7 2.7
Bihać 8.5 17.5 9.5 0.0 0.8 1.6 2.7
Drvar 7.1 16.3 8.7 0.6 0.9 1.8 3.0
Sanski most 10.1 19.2 11.0 1.4 0.7 1.6 2.5
Banja Luka 10.7 19.8 11.5 1.7 0.7 1.6 2.5
Bugojno 7.2 16.3 8.9 0.5 0.8 1.8 3.0
Zenica 8.8 17.6 9.8 0.1 0.8 1.8 2.9
Doboj 11.0 19.8 11.4 1.3 0.8 1.6 2.6
Tuzla 10.1 18.8 10.4 0.4 0.8 1.7 2.8
Brčko 11.4 20.1 11.3 1.2 0.8 1.7 2.8
Sarajevo-
Bjelave
8.1 16.9 9.2 0.5 0.9 1.9 3.2
Goražde 8.2 17.0 9.4 0.6 0.9 1.9 3.2
Ložnica 10.6 19.4 10.8 0.7 0.8 1.7 2.8
Ljubovija 9.1 17.9 9.8 0.3 0.9 1.8 3.0
Šabac 11.5 20.3 11.4 1.1 0.9 1.8 2.9
Valjevo 10.2 19.1 10.6 0.4 0.8 1.8 2.9
Beograd 11.8 20.8 12.1 1.5 0.9 1.9 3.1
Sjenica 5.5 14.2 6.7 3.5 0.9 2.0 3.3
Žabljak 4.8 13.8 6.7 3.0 0.9 2.1 3.4
Ivangrad 5.7 14.7 7.3 2.7 0.9 2.0 3.2
Average 9.3 18.2 10.0 0.1 0.8 1.8 2.9
Stand. dev. 2.1 2.0 1.6 1.5 0.1 0.1 0.2
40 M. Brilly et al.
4 Results of Climate Change Modelling
The hydrological model was used for modelling of the impact of climate change
forecasts on the Sava River discharges at selected stations. For modelling of
the impact of climate change, the same input data as those for the calibrated
model for the flood in 1974 were used. We only changed the rainfall data for the
day with maximum precipitation and increase temperature (Table 4). Instead
of using the measured maximum daily precipitation, we used the predicted
maximum daily precipitation from Table 4. First, we calculated peak discharges
for E-OBS (1971–2010) data with 20- and 100-year return periods. The calibrated
and measured discharges with the E-OBS data modelling are represented in
Table 8.
Peak calibrated discharges and central parts of the watershed, down to Sava III,
are lower than those calculated by E-OBS data for the 20-year return period. Values
of discharge in the lower part of the watershed are between the values calculated for
E-OBS data for 20- and 100-year return periods. The Drina River flood peak
discharges are much higher than those calculated by the E-OBS 100-year return
period data.
We calculated the impact of climate change in the same way as in the model
calibration, by taking into account the change of the maximum daily values of
precipitation with the data from Table 4 and the increase in temperature using the
data from Table 7. The results of modelling for E-OBS data for the 20-year return
period and for forecasts in the periods 2011–2040, 2041–2070 and 2071–2100 are
represented in Table 9 and Fig. 8, and for E-OBS data with the 100-year return
period, the results are shown in Table 10 and Fig. 9.
Forecasted flood peaks with the 20-year return period, in the period 2071–2100,
will increase in average 14 % and up to 36 % in the upper part of the basin and on
some tributaries (Table 9). The calculated base flow drops a little on Fig. 8 due to
higher temperatures. The flood peaks along the main stream will increase in the
next 60 years from 8 % on the inflow in Danube to 33 % on the head water part of
the catchment. Forecasted discharges, due climate change, increase in time. Only
discharges on the Drina River WS and downstream WS Sremska Mitrovica on the
Sava River have lower predicted discharge for the period 2071–2100 than for the
period 2041–2070. Discrepancies in peak discharges on the Drina River basin could
be the result of fewer predictions used for the 2071–2100 periods of precipitation
forecasts. Some results of climate change modelling [17], which were used for the
periods 2011–2040 and 2041–2070, were not available for the period 2071–2100
forecasts.
Forecasted flood peaks with 100-year return periods are in Table 10. Data are
presented with peak discharge values and in percentage of increase relative to
calculation using the E-OBS data. Percentages of increase of flood discharges
with the 100-year return period of floods (Table 10) show higher increase than
values with 20-year return period, as presented in Table 9. The average increase, for
the period up to 2100, is 14 % for the 20-year return period of flood and 31 % for
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Table 8 Result of modelling recent climate flood peaks (in m3/s)
Subbasins WS Calibrated E-OBS_ret20 E-OBS_ret100
Sava I Čatež 2,308 2,308 2,780
Kolpa Šišinec 1,419 1,473 1,522
Sava II Crnac 2,295 2,350 2,510
Una Kostajnica 1,445 1,382 1,407
Sava III Jasenovac 2,515 2,561 2,718
Vrbas Delibašino Selo 762 620 707
Sava IV Slavonski Brod 3,422 3,411 3,573
Bosna Doboj 753 742 767
Sava V Županja 4,057 4,068 4,227
Drina I Bajina Bašta 2,715 2,336 2,474
Drina II Kozluk 2,640 2,276 2,407
Sava VI Sremska Mitrovica 6,540 6,328 6,603
Confluence with Danube 6,653 6,432 6,715

















Sava I Čatež 2,308 2,552 2,859 3,073 1.11 1.24 1.33
Kolpa/
kupa
Šišinec 1,473 1,523 1,568 1,591 1.03 1.06 1.08
Sava II Crnac 2,350 2,428 2,520 2,571 1.03 1.07 1.09
Una Kostajnica 1,382 1,637 1,726 1,718 1.19 1.25 1.24
Sava III Jasenovac 2,561 2,630 2,717 2,742 1.03 1.06 1.07
Vrbas Delibašino
selo
620 676 687 691 1.09 1.11 1.11
Sava IV Slavonski
Brod
3,411 3,623 3,742 3,788 1.06 1.10 1.11
Bosna Doboj 742 912 931 1,010 1.23 1.25 1.36
Sava V Županja 4,068 4,346 4,554 4,826 1.07 1.12 1.19
Drina I Bajina
Bašta
2,336 2,471 2,617 2,456 1.06 1.12 1.05
Drina II Kozluk 2,276 2,427 2,586 2,425 1.07 1.14 1.07
Sava VI Sremska
Mitrovica
6,328 6,659 6,862 6,854 1.05 1.08 1.08
Confluence 6,432 6,757 6,960 6,944 1.05 1.08 1.08
Average 1.08 1.13 1.14
Max. 1.23 1.25 1.36
Min. 1.03 1.06 1.05
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Fig. 8 Discharges calculated with E-OBS data for 20-year return periods for WS Županja, Sava V
Table 10 Results of modelling climate change flood peaks with E-OBS data of the 100-year
















Sava I Čatež 2,780 3,297 3,770 4,134 1.43 1.63 1.79
Kolpa/
kupa
Šišinec 1,522 1,595 1,664 1,722 1.08 1.13 1.17
Sava II Crnac 2,510 2,670 2,817 2,929 1.14 1.20 1.25
Una Kostajnica 1,407 2,060 2,245 2,188 1.49 1.63 1.58
Sava III Jasenovac 2,718 2,863 2,993 3,086 1.12 1.17 1.21
Vrbas Delibašino
selo
707 813 845 825 1.31 1.36 1.33
Sava IV Slavonski
Brod
3,573 3,895 4,062 4,142 1.14 1.19 1.21
Bosna Doboj 767 985 1,025 1,103 1.33 1.38 1.49
Sava V Županja 4,227 4,699 4,957 5,270 1.16 1.22 1.30
Drina I Bajina
Bašta
2,474 2,683 3,087 2,719 1.15 1.32 1.16
Drina II Kozluk 2,407 2,639 3,059 2,686 1.16 1.34 1.18
Sava VI Sremska
Mitrovica
6,603 7,143 7,580 7,409 1.13 1.20 1.17
confluence 6,715 7,253 7,695 7,509 1.13 1.20 1.17
Average 1.21 1.31 1.31
Max. 1.49 1.63 1.79
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100-year return period. The highest increase is observed at WS Rateče on the main
stream with 79 %, followed by the Bosna River tributary (49 %) and the Una River
tributary (58 %). Changes on the Drina River catchment and WS Sremska
Mitrovica have similar anomalies as the discharges with the 20-year return period.
Calculated values in Table 11 are valid for the river mouth and not up to the most
downstream water station, but percentage of increase could be used for watershed
as a whole. The upper part of the watershed at WS Čatež has the greatest increase,
up to 79 %. The Kolpa River tributary has much lower increase up to 17 %. The Una
River tributary has a 63 % increase of discharge up to 2070 and then a smaller
increase, because of smaller precipitation (Table 10). Similar is the dynamics of
flood discharge with 100-year return period forecast for the Vrbas River tributary,
which increases by 36 % and then decreases to 33 %. Flood discharge of the Bosna
River tributary will increase by 49 % up to the end of the century. The Drina River
has similar dynamics like the Una River and Vrbas River, but the drop, in the last
period of forecast, is more significant. The flood discharge will increase up to 34 %
and then drop to 18 %, which is similar to the increase in the first period of forecast.
The forecasted discharges increase along the Sava River, indicating a drop from
WS Čatež (79 %) to 25 % on WS Crnac and to 21 % on WS Jasenovac, which is the
same value as that on WS Slavonski Brod. The percentage of discharges increases
Fig. 9 Discharges calculated with E-OBS data for the 100-year return period for WS Županja,
Sava V
Table 11 Probability of peak
discharges for WS Čatež
(m3/s)
E-OBS_20 E-OBS_100
26 % 3.05 % 1 % 0.1 %
1926–1965 2,308 2,780 3,027 3,400
2011–2040 2,551 3,296 3,694 4,056
2041–2070 2,859 3,770 4,248 4,627
2071–2100 3,072 4,133 4,687 5,060
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downstream down to WS Županja to 30 %. Downstream of the Drina River mouth,
the percentage increases for the period 2041–2070 up to 20 % on the WS Sremska
Mitrovica and then drops to 18 % for the period 2071–2100.
5 Climate Change Impact on Probability of Flood Peaks
The probability analysis was derived from the probability analysis represented in
the report by Prohaska [19]. Probability analysis in the report was derived from the
data collected in the period 1926–1965. There is no impact of flood protection
measures in Central Posavina developed later on. Data about 10, 1 and 0.1 per-
centage of probability were used as basic relations for WS. Discharge values
calculated for E-OBS data with 20-year return period and 100-year return periods
were transformed based on the new probability according to the basic relations. In
this way, we estimated the new probability for E-OBS_20 and EOS_100 according
to the probability function from the report prepared by Prohaska [19].
The probability function for water station Čatež is in Fig. 10 and Table 11. The
E-OBS_20 discharge has a probability of 26 % (instead of 5 %), and E-OBS_100
discharge has a probability of 3.05 % (instead of 1 %). The climate change values
were then arranged in relation to the new estimated probability and in accordance
with the basic relations from the report. New probability relations are estimated to
be parallel to the basic ones published in the Prohaska report (2009). The hundred-
Fig. 10 Probability function (%) of peak discharges on WS Čatež for different periods of climate
change forecast
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year return period discharges (1 % in Table 11) will increase from 22 % in the first
period 2011–2040 to 55 % in the last period 2071–2100, or the hundred-year return
period of flood will increase, up to the year 2100, by 1.660 m3/s, and the water level
will increase by 225 cm.
The probability function for water station Crnac is in Fig. 11 and Table 12. The
E-OBS_20 discharge has a probability of 3.1 % (instead of 5 %), and E-OBS_100
discharge has a probability of 0.44 % (instead of 1 %). The climate change values
were then arranged in relation to the new estimated probability and in accordance
with the basic relations from the report. New probability relations are estimated to
be parallel to the basic ones published in the Prohaska report (2009). The hundred-
year return period discharges (1 % in Table 12) will increase from 5 % in the first
period 2011–2040 to 13 % in the last period 2071–2100. The huge inundation area
of “Central Posavina” decreases not only flood discharges from the upstream part
but also decreases significantly percentage of discharge increase due to the climate
Fig. 11 Probability function (%) of peak discharges on WS Crnac for different periods of climate
change forecast
Table 12 Probability of peak discharges for WS Crnac (m3/s)
E-OBS_20 E-OBS_100
10 % 3.10 % 1 % 0.44 % 0.10 %
1926–1965 2,240 2,350 2,456 2,510 2,613
2011–2040 2,317 2,670 2,570 2,428 2,770
2041–2070 2,409 2,817 2,690 2,520 2,920
2071–2100 2,460 2,929 2,780 2,571 3,030
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change. The hundred-year return period of flood will increase, up to the year 2100,
by 324 m3/s, and the water level will increase by 82 cm.
The probability function for water station Slavonski Brod is in Fig. 12 and
Table 13. The E-OBS_20 discharge has a probability of 1.62 % (instead of 5 %),
and E-OBS_100 discharge has a probability of 0.84 % (instead of 1 %). The climate
change values were then arranged in relation to the new estimated probability and in
accordance with the basic relations from the report. New probability relations are
estimated to be parallel to the basic ones published in the Prohaska report (2009).
The hundred-year return period discharges (1 % in Table 13) will increase from
8 % in the first period of 2011–2040 to 15 % in the last period of 2071–2100. The
increase is similar to the one on the upstream WS Crnac. The hundred-year return
Fig. 12 Probability function (%) of peak discharges on WS Slavonski Brod for different periods
of climate change forecast
Table 13 Probability of peak discharges on WS Slavonski Brod (m3/s)
E-OBS_20 E-OBS_100
10 % 1.62 % 1 % 0.84 % 0.10 %
1926–1965 2,966 3,411 3,535 3,573 4,041
2011–2040 3,175 3,623 3,825 3,895 4,360
2041–2070 3,291 3,743 3,975 4,062 4,530
2071–2100 3,332 3,788 4,050 4,142 4,605
Climate Change Impact on Flood Hazard in the Sava River Basin 47
period of flood will increase, up to the year 2100, by 515 m3/s, and the water level
will increase by 113 cm.
The probability function for water station Županja is in Fig. 13 and Table 14.
The E-OBS_20 discharge has a probability of 3.85 % (instead of 5 %), and
E-OBS_100 discharge has a probability of 0.94 % (instead of 1 %). The climate
change values were then arranged in relation to the new estimated probability and in
accordance with the basic relations from the report [19].
The hundred-year return period discharges (1 % in Table 14) in the WS Županja
will increase from 11 % in the first period (2011–2040) to 25 % in the last period
(2071–2100). The increase is higher than on the upstream WS Slavonski Brod. The
hundred-year return period of flood will increase, up to year 2100, by 1,053 m3/s,
and the water level will increase by 181 cm.
Fig. 13 Probability function (%) of peak discharges on WS Županja for different periods of
climate change forecast
Table 14 Probability of peak discharges on WS Županja (m3/s)
E-OBS_20 E-OBS_100
10 % 5 % 3.85 % 1 % 0.94 % 0.10 %
1926–1965 3,585 4,031 4,068 4,215 4,227 4,759
2011–2040 3,863 4,309 4,346 4,687 4,699 5,231
2041–2070 4,086 4,510 4,554 4,945 4,957 5,500
2071–2100 4,343 4,789 4,826 5,268 5,270 5,802
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The probability function for water station Županja is in Fig. 14 and Table 15.
The E-OBS_20 discharge has a probability of 0.38 % (instead of 5 %), and
E-OBS_100 discharge has a probability of 0.16 % (instead of 1 %). The climate
change values were then arranged in relation to the new estimated probability and in
accordance with the basic relations.
The breaks on the probability curves are caused by the logarithmic scale of
probability on the abscissa. The hundred-year return period discharges (1 % in
Table 15) will increase from 6 % in the first period (2011–2040) to 9 % in the last
period (2071–2100). The increase is rather lower than on the upstreamWS Županja.
The hundred-year return period of flood will increase, up to the year 2100, by
526 m3/s, and the water level will increase by 26 cm.
The discharges estimated as under the climate change impact are high but still
much lower than the probability maximum flood of 7,081 m3/s, calculated on the
Fig. 14 Probability function (%) of peak discharges on WS Sremska Mitrovica for different
periods of climate change forecast
Table 15 Probability of peak discharges on WS Sremska Mitrovica (m3/s)
E-OBS_20 E-OBS_100
10 % 5 % 2 % 1 % 0.38 % 0.16 % 0.10 %
1926–1965 5,140 5,495 5,687 6,000 6,328 6,603 6,760
2011–2040 5,471 5,826 6,018 6,331 6,659 7,143 7,300
2041–2070 5,674 6,029 6,221 6,534 6,862 7,580 7,731
2071–2100 5,666 6,021 6,213 6,526 6,854 7,410 7,556
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upper Sava for the Krško Nuclear Power Plant [20] and the discharge registered in
1896 on the lower part of the Sava River (in the extreme flood on the Drina River).
The process of reforestation decreases mean discharges on experimental river
basin in Slovenia by 35 % [21]. The process of forestation will decrease flood
discharges and mitigate the impact of climate change on floods in the Sava River
basin. The process of reforestation should be researched in more detail for the Sava
River basin as a whole.
On all water stations, the gradual increase of water levels of the 100-year return
period floods over time is expected. The only exception is WS Sremska Mitrovica,
where, at the first two periods up to year 2070, the water level rises and then it starts
slightly to decrease. The largest increase in the level at the end of the century,
i.e. more than 2 m, is expected in the upper part of the basin at WS Čatež.
Downstream the Sava River, the water level rise is strongly reduced to 0.82 m at
WS Crnac. Downstream of WS Crnac, the water level gradually increases up to
1.81 m at WS Županja. Then, downstream of WS Županja, the water level strongly
drops to 0.27 m at WS Sremska Mitrovica. The modelling was derived from a
model calibrated for the 1974 flood event when large construction on the system
“Cenrealna Posavina” was not developed. The impact of the flood protection
system “Central Posavina” and the impact of hydropower plant Mratinje on the
Drina River could not be implemented in the model. The hydrological model
presented seminatural conditions, without structures developed after 1974.
6 Conclusions
The reports on climate change impacts in the Sava River basin deal mainly with the
average values of hydrological variables. All reports presented an expectation that in
the future flood events will increase. There was no quantification of it [1–3, 5, 8, 9].
The E-OBS data set is useful for hydrological climate change forecasts of flood
peak discharges in the Sava River basin. The assembly of data is not accurate
enough on some parts of the basin, and additional improvements of the E-OBS data
are required.
Climate change will increase peak discharges, mainly in the head part of the
Sava River basin watershed. The peak discharges will increase by the end of the
twenty-first century for the 100-year return period from 9 % at water station
Sremska Mitrovica up to 55 % at water station Čatež.
There were some discrepancies in the Drina River basin that produced lower
discharges in the forecast for the period 2071–2100 than those for the period 2041–
2070. This also resulted in the lower discharge downstream of the confluence with
the Sava River. Similar discrepancies, but not so strong, are presented on the
following tributaries: Una River, Vrbas River and Bosna River.
The probability functions were derived for water stations, along the main stream
of the Sava River, with an estimation of high flows up to the flows with the return
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period of 1,000 years. The climate change forecast was derived for the year periods
2011–2040, 2041–2070 and 2071–2100.
The impact of climate change on the water level forecasts with 100-year return
period floods is quite high in the head part of the watershed, i.e. more than 2 m.
Downstream, it first strongly decreases and then gradually increases up to 1.81 m
and then drops tremendously to 0.27 m at water station Sremska Mitrovica.
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geodezijo, Ljubljana, str. 290–298
52 M. Brilly et al.
http://www.springer.com/978-3-662-44033-9
