observers of science and scientists themselves. However, also like much of Merton's work, today the commonsense invocations are much of what remains. From the 1950s until the 1970s, the ethos of science was at the center of an active and often contentious collective research agenda (Stehr 1978) . Toward the end of that period, sociological debates about the scientific ethos became wrapped up in the larger set of disputes in the social study of science that shifted the center of gravity from Merton's institutional approach to the constructivist sociology of scientific knowledge. As epistemological concerns took center stage in these debates, attention to the ethos and other of Merton's core interests in science waned.
The purpose of this paper is to argue for sociologists to return to the topics of the ethos and autonomy of science. As the basis for this return, I develop a critical analytic perspective that seeks to bring together important features of both the Mertonian tradition as well as the constructivist sociology of scientific knowledge to consider important issues that have fallen through the cracks.
The Ethos, autonomy, and advancement of Knowledge
At the heart of the matter is the relationship between the ethos of science and scientific autonomy, particularly how different ways of organizing this relationship impact the production of knowledge. That is, Merton and his associates were concerned with identifying the institutionalized features of science that distinguish and separate it from other spheres of social life and that endow it with the capacities to generate reliable knowledge regularly. Merton and his associates saw the relationship between the ethos and autonomy as positive and mutually reinforcing: the freer a scientific community from extrascientific influence, the stronger its institutionalization of the ethos; and the stronger the collective commitment to elements of the scientific ethos, the less vulnerable they would be to extrascientific influences.
At stake in this connection between the scientific ethos and scientific autonomy is the "advancement of knowledge." As Merton writes, "The institutional goal of science is the extension of certified knowledge. . . . The institutional imperatives (mores) derive from the goal and the methods. The entire structure of technical and moral norms implements the final objective " (1973:270) . As quotes like these demonstrate, Merton saw the ethos, autonomy, and valid knowledge as intimately intertwined: freer scientific communities who have institutionalized ideals of "pure science" are more likely to produce true knowledge. For the most part Merton justified this claim in negative terms-though it might be thought of more accurately as a notion or sensibility than a claim, per se. Deviations from the ethos or incursions on scientific autonomy corrupt the pursuit of knowledge. For example, Merton wrote that the norm of universalism "militates against all efforts to impose particularistic criteria of validity, " (1973:270) ; that is, this aspect of the ethos helps ensure cognitive objectivity in the evaluation of data and claims. He put this idea more generally by stating the "failure to adhere to this injunction [i.e., the "purity" of science] will encumber research by increasing the possibility of bias and error " (1973:261) . 1 The idea that scientific autonomy and the scientific ethos are mutually reinforcing might seem tautological since the notion of a distinctive institutional culture presumes that science is, indeed, relatively distinct (i.e., autonomous) from "society." But Merton and associates also saw the ethos and autonomy as properties of science's institutional structure that vary over time, between societies, and among scientific communities. For example, Merton wrote of the ethos and autonomy of science as historical achievements (see esp.1970; 1973:228-253, 267-278) . He claimed (provisionally) that science would flourish best in democratic societies where the political ethos would be relatively unlikely to come into conflict with the scientific ethos so political powers would be disinclined to challenge science's autonomy (1973:254-278) . In 1938, before he had codified the ethos into its now familiar form, Merton wrote that the "function of this sentiment [of scientific purity] is to preserve the autonomy of science. . . . as the pure science sentiment is eliminated, science becomes subject to the direct control of other institutional agencies and its place in society becomes increasingly uncertain " (1973:260) . This quote is from Merton's passionate essay on sources of hostility toward science. Written against the backdrop of Nazi anti-intellectualism and corruption of science, it highlights Merton's sense of the fragility of science, and that its status as a bastion of truth against power must not be taken for granted.
Much of the Mertonian sociology of science has sought to measure variations in the ethos's manifestations and how these linked to the organization of scientific communities. For example, many studies have claimed that the scientific ethos (especially communalism and disinterestedness) has less of a hold on scientists working in industrial or applied settings than it does on those working in the relative autonomy of the academy. 2 Others have emphasized that the state of a community's cognitive development can mediate the relationship between the ethos and autonomy:
It is when . . . a universe of discourse is only slightly developed (as in the Kuhnian "preparadigm" stage in the development of a new discipline or during a "scientific revolution"), or when group loyalties outside the domain of science take over, that violations of the norms become more frequent, leading some to reject the norms entirely. (Storer 1973:xix) As a field becomes more cognitively institutionalized, that is, its scientific problems and procedures clarified by the community through practice, members become more committed to the scientific ethos and less beholden to extrascientific commitments. Thus while the ethos/autonomy relationship can appear tautological in analytic formulations, Merton and others have studied it empirically and conceived of the elements as varying and contingent.
The connection between the ethos/autonomy and the production of knowledge has been much less pursued as a topic (Stehr 1978:185; Zuckerman 1988:519-520) . Part of this concerns the difficulty of obtaining comparative data on the knowledge production of different scientific apparatuses. Zuckerman, quoting Merton, writes, "'Although the most diverse social structures have provided some measure of support to science,' comparative data are far from simple to interpret since it is not just the survival of the sciences that is in point, but the 'ratio of scientific achievement to scientific potentialities '" (1988:519) . At a less macro level, much of the academic debate about the ethos has concerned the effects of scientists' adherence to the knowledge they produce. A landmark was Ian Mitroff's (1974) contention that a set of "counter-norms," such as particularism, secrecy, and zealous interestedness, were necessary for a community to generate productive intellectual debate.
The dimensions of this relationship involving scientific autonomy have not been explored within the Mertonian tradition. While counter-norms can positively affect knowledge production (at least under certain circumstances), this tradition (almost) always conceives "external influences" as corrupting to both the ethos and knowledge production. Ironically, a major exception to this analytic trend is Merton's own Science, Technology and Society in Seventeenth-Century England (1970) in which he documents the positive roles that political, economic, and military demands played in the growth of the scientific field and the role of Puritanism in its legitimation, attractiveness to powerful elites, and the codification of its normative structure. Though Merton's historical claims have been debated vigorously, researchers have not carried their implications into the analysis of other scientific communities.
Two Empirical vignettes
I would now like to present two brief empirical vignettes that show different relationships between the scientific ethos and autonomy described in the canonical account of Merton and his colleagues. These examples, drawn from my ongoing projects in the sociology of contemporary genetics, show how scientific autonomy and aspects of the ethos can move in different directions rather than being mutually reinforcing. That is, they show the autonomy-ethos relationship organized in an opposite fashion to the way Merton and others claimed or assumed. Behavior genetics, the field generating claims about the genetic causation of intelligence, personality, mental illness, criminality, homosexuality, and political attitudes, among many other traits, has a long history of controversy. This history is as old as the eternal "nature versus nurture" controversy and is rooted in social anxieties about the continuing impact of the legacy of eugenics and concerns that genetic science is a potential force for discrimination, inequality, and social control. Behavior genetics's most notorious controversies-spawned by Arthur Jensen in the early 1970s and Herrnstein and Murray's book The Bell Curve in the mid-1990s-have involved claims that differences in intelligence and social status between blacks and whites are attributable to genetic causes. These scandalous claims are elements of a large set of practices and statements both scientific and social that have led many scientists to perceive behavior genetics as a deviant scientific field. Critics from across the sciences have challenged the field over what they consider its shortcomings, scientific and otherwise, from the time of Jensen until the present. 3 It is no surprise, then, that behavior geneticists have long resented their critics and have come to see them as a nearly intolerable impediment to the field's scientific progress. Here is a quote from an eminent behavior geneticist that I interviewed: [ Critics have] got an unfair advantage. They don't do research. It's one of our main gripes against the antigenetics [people] . They don't do any research. Do research to show how important the environment is, great; do research showing that genetics is no good. But, just to attack and attack. And they can attack faster than you can ever respond. So, you say, "But okay; you're saying this is important. We've studied that. We're going to study it. It isn't." But they're so far beyond it, they don't care. I mean, they don't say, "Oh right; okay." They say, "But here are twenty other things." And you know you could never catch up because they're not doing any research. They're just attacking anything that gets done. It's a very negative thing, and I find that if you respond to that it's never-ending. You'll never win anyway. So, I'd rather just do the research-take a longer view of it. So, it's for that same reason I don't answer-I wouldn't answer on either side of it. But, it does-you know sometimes seem kind of cowardly.
In this quote the message is "enough already," and we can sympathize with the sentiment expressed. Mitigating the impact of criticism-that is, securing the field's autonomy from its scientific naysayers-has been one of the field's most important collective projects.
But these efforts, which are too complicated to detail here, have had dramatic consequences for the integrity of organized-skepticism practices within behavior genetics. In the words of one behavior geneticist I spoke with, the field has become "clubbish" and closed to ward off its critics: "There was kind of this mindset, don't criticize each other . . . you stand by each other, and you don't hang your dirty laundry outside for people to see." Certainly, not every behavior geneticist would agree with this characterization of the field, but neither is it an idiosyncratic view of one member. Bits and pieces can be gleaned from many of my interviews. Here is a particularly clear example from one interviewee's description of his effort to get a critical meta-analysis of animal research on aggression published:
We sent it to [four of the journals] that had been the main ones that had published the original research. . . . [T]he reactions we got . . . were
by and large completely illiterate. They had nothing to do with what we wrote but they were personal attacks basically saying, "How dare you do this? It's done by careful researchers, how dare you try to smear them?" and this sort of stuff. . . . And then what would happen is inevitably the editor would say, "Look, you know, our reviewers found this substandard" and "No, we're not going to give you a chance to rebut them. We just suggest you take it somewhere else." . . . We then sent it to a journal from biological researchers, the Journal of Neurogenetics, where it had no problem getting published.
The picture that emerges from these and other examples is that behavior genetics has developed a collective cultural allergy to certain forms of criticism because of the extreme pressure it has faced during its long history of controversy. For behavior geneticists, the ongoing problem of securing intellectual autonomy from their critics has appeared to be a condition of survival. But the particular ways they have gone about this have set the threshold quite low for what is considered acceptable criticism among members. The result, to put it bluntly, has undermined the field's own commitments to organized skepticism and constrained practices oriented toward those ends. The pursuit of scientific autonomy in behavior genetics has turned the norm of organized skepticism against itself.
pat i e n t a d v o c a c y i n m e d i c a l g e n e t i c s
One of the most dynamic areas of genetic medicine today is the search for genetic mutations that cause rare, often devastating, inherited diseases. To conduct this research, scientists need tissue samples from afflicted individuals and often their family members. The devastating consequences of these diseases and the isolation faced by families of disease sufferers have led many to form advocacy groups. 4 The rarity of these diseases makes it difficult for scientists to gather sufficiently large samples of afflicted individuals, so they often partner with advocates. Patient advocacy groups, or parents of afflicted children acting alone, are often instrumental in helping the scientists identify tissue donors and often donate funding and other resources to help push research along.
A key issue at stake in this setting is what Merton would call the norm of communalism, or the idea that the "substantive findings of science are a product of social collaboration and are assigned to the community. They constitute a common heritage . . . [and] property rights in science are whittled down to a bare minimum " (1973:273) . 5 As many have observed, the ethic of communalism in the life sciences especially is becoming dramatically reorganized as commercial interests have come to be important forces (Thackary 1998; Krimsky 2003; Shorett, Rabinow, and Billings 2003) . Private ownership affects not only the final application of knowledge, but also the direction and evaluation of research as well as scientists' abilities to collaborate, share data, and so forth. In the field of rare genetic disease research, many questions of ownership, control, and commercialization are on parade. Because of the rarity of these diseases, the market for research products might be extremely small, making commercial investment too risky a proposition; but genetic tests for given conditions can have huge market potential if they are used in pre-or post-natal screens for the population at large.
There is significant variation in how the ownership and control of research resources and products are organized among different genetic diseases. And the actions of patient advocates can have a large impact on these arrangements. Here is the first of two contrasting cases: Starting in the early 1980s, families with children suffering from Canavan disease (a degenerative brain disease) and a number of genetic disease advocacy groups worked with the medical geneticist Reuben Matalon to research the causes of the disease. 6 Disease advocates donated tissues and money, and in 1993 Matalon's laboratory cloned a gene variant responsible for Canavan disease, which led to the rapid development of a screening test. Families were hopeful that these developments would promote research on treatments while screening would lower the number of children born with the disease. But unknown to the patient advocates, Miami Children's Hospital (MCH) Research Institute, where Matalon's research had been conducted, filed a patent on the discovery, which was granted in 1997. MCH began commercializing the test and put highly restrictive licensing conditions on the patent which, among other impacts, had the effect of limiting scientists' access to a critical tool, thus hindering further research into the disease. Patient advocates felt betrayed and outraged. They brought suit against MCH in 2000. The court upheld the patent, and it is unclear exactly what concessions MCH made to advocates in the final 2003 settlement.
A second case had a very different outcome. Sharon and Patrick Terry were eager for scientific research when they learned their children had
the rare genetic disease PXE. 7 Hoping to avoid subjecting their children to multiple blood draws when two groups of researchers asked them for tissue donations, the Terrys asked whether researchers might share their samples. When told that such sharing was not common practice in medical genetics, the Terrys anticipated the kinds of problems that the Canavan advocates experienced and organized an advocacy group, PXE International, to protect the disease sufferers' interests. In contrast to the Canavan groups, PXE International took a very active role in the research process. They took control of the patient recruitment and tissue collection process. These resources were offered to potential researchers on the condition that they would agree to share data and findings with other scientists and that they would allow PXE International a controlling stake in any patents that the research generated. PXE International entered into a close collaboration with one research group (members even learned genetic techniques and did shifts in the lab), and one of the founders was ultimately listed as a coauthor on the paper identifying the PXE mutation. PXE International has licensed its gene patent openly with the aim of promoting research and ensuring any treatments developed will remain accessible to the disease sufferers.
In the Canavan case, patient advocates adopted a fairly traditional relationship with scientists, acting as their patrons and clients at the margins without "interfering" in the research process. In the PXE case, patient advocates eschewed the margins, becoming intimately involved with researchers, not only asserting "property" ownership and putting conditions on its use, but also deeply engaging the research and researchers. 8 In both cases scientists faced a climate of commercialization that weakened their commitments to the norm of communalism, but in the PXE case the "extra" influence of patient advocates helped steer researchers back toward communalistic practices. In the Canavan site, scientists enjoyed incomplete, though relatively greater, autonomy, but exhibited a weaker form of the scientific ethos.
debates about the Ethos and autonomy of Science
Until the late 1970s or early 1980s, the ethos of science was a topic of vigorous sociological research and debate, but since then it has faded from attention. This is due in part to the way arguments about the ethos be-came embedded in a larger set of debates about the proper direction of the sociology of science between Merton-influenced institutional sociologists of science and "constructivist" sociologists of scientific knowledge. Harriet Zuckerman has observed that debates about the ethos of science became a microcosm of the broader disputes between these two parties:
It seems to have provided an occasion for sociologists of science adopting a relativist or phenomenological stance [i.e., the "constructivists"] to claim shortcomings not just of the normative theory but of the Mertonian research program, in general. It has also become an occasion for laying out alternative accounts of scientific practice; what norms are and their role in the production of knowledge; and last, how scientists behave in relation to them. (1988:516) Debates about the norms had concerned the question of their specificity to science, the extent of scientists' adherence to them, whether Merton had characterized them accurately, and so on (see Stehr 1978; Zuckerman 1988) .
In the late 1970s many dimensions of Mertonian institutionalism came under attack by the emerging constructivist sociology of scientific knowledge (SSK). Among these were the Mertonians' treatment of science as a special area of social life (where actors are distinctly truthful, rational, or disinterested) and the analytic separation of the contents of scientific knowledge from the institutional organization of science. For SSK analysts, such self-imposed sociological limits would cede too much: accepting science's self-image as an accurate description (something sociologists would do with no other social group) and accepting as a priori precisely what needs to be explained-i.e., how scientists distinguish truth from falsity, how the social and cultural organization of science generate particular ideas about nature, and how science gained the cultural authority to be perceived as a special area of social life. 9 The disagreement between the Mertonians and the SSK was partly underwritten by paradigmatic incommensurability in Kuhn's (1970) sense. Their cognitive interests and assumptions overlapped little. Much of this had to do with SSK's shift in explanation from "why" questions about scientists' professional actions and culture to "how" questions about scientists' knowledge-making practices (Zuckerman 1988:548; Knorr Cetina and Mulkay 1983) . From the SSK's perspective, which views scientists as motivated by power and prestige just like everyone else, Merton's question, "why do scientists fight so fiercely over multiple discoveries?" (1973:286-324, 343-370) , appears somewhat trivial. But for a Mertonian, any answer to the classic SSK question, "how do scientists construct facts?" necessitates unreasonably high expectations of the "social conditioning of knowledge" (Ben-David 1981) . All this is to say that the two parties' mutual disregard concerned their different intellectual aims, assumptions, and traditions more than direct intellectual confrontations of different answers to the same question.
Two exceptions to this trend were Michael Mulkay and Thomas Gieryn who each sought to bridge this gap, though from different directions. Mulkay (1976 Mulkay ( , 1980 , following the forcefully skeptical style of SSK, launched a probing critique of the Mertonian account of the ethos and autonomy of science. For example, reflecting SSK's Kuhnian-influenced turn to the content and cognitive aspects of science, Mulkay (1976) argued that social norms do not regulate scientists' actions beyond their impact on cognitive or technical norms of scientific practice. This was another way to say that explanations of scientists' actions cannot be separated from their disputes over the contents of knowledge. Later Mulkay (1980) invoked Wittgenstein's (1953) critique of the idea that "rules" can explain actions to argue against interpreting the "ethos" as a set of rules that are clearly related to or sufficient for explaining scientists' actions. This argument paralleled the SSK's Wittgenstein-inspired critique of "rationality" as providing sufficient justification to account for scientists' belief in the truth of given scientific facts (Bloor 1983) . And Mulkay's argument that the ethos of science is best conceived as an "ideology" propagated by scientists and a "vocabulary of justification" they use to legitimate themselves to their patrons and other publics, reflects a general skepticism in the SSK about claims for science's special or privileged status as a realm of human endeavor (1976:653-4) .
While Mulkay approached these issues having fully invested in the SSK critique, Thomas Gieryn, a student of Merton, sought to reimagine aspects of the Mertonian sociology of science in the light of SSK's constructivist insights rather than to side with one camp or the other. Gieryn developed and deployed his well-known concept of "boundary-work" (1983, 1999) in ways that take institutional functions of the scientific ethos and autonomy seriously, while understanding their symbolically constructed "ideological" character as well. His starting point is the demarcation of science from nonscience. Rather than seeing the difference as something inherent to sci-ence, as in Merton's view of the ethos providing a unique scientific culture (1973:267-278) or the rationalist view of it embodying particular cognitive procedures (e.g., Popper 1962), Gieryn views demarcation as "part of ideological efforts by scientists to distinguish their work and its products from nonscientific intellectual activities" (1983:781-2, emphasis in original). But in pointing out the constructed character of the lines between science and nonscience, he does not mean they are "ideological" in the sense of imaginary, false, dishonest, or superficial. While few SSK constructivists would put the matter so bluntly, the tendency to take science's nonautonomy as a starting point tends to presume something of this view. Gieryn, in contrast, shows how these "ideological efforts" correspond to the professional "strains and interests" scientists face (1983:782-3). As a result he can interpret scientific autonomy as simultaneously symbolically constructed, necessary for scientists' cognitive authority and thus their institutional and personal success, and variably manifested depending on the pressures of particular situations. In this analytic strategy the scientific ethos represents a symbolic repertoire for boundary-work, and it exerts normative force insofar as scientists invoke its elements in their efforts to distinguish themselves and discipline each other.
What's the upshot for the empirical vignettes presented above? I think there is a historical and an analytic point. The historical point is that as the sociology of science moved away from Merton, there was less interest in his characteristic concerns with the scientific ethos and autonomy. The overwhelming interest in knowledge production and scientists' practices changed assumptions: analysts assumed that cognitively or practically science was not autonomous (from society, culture, etc.) and the question of science's institutional autonomy tended to fade into the background. In addition, if science is composed of multiple "epistemic cultures" (Knorr Cetina 1999), then a unifying ethos hardly makes sense-this too faded from view. The analytic point is that each of the perspectives-Merton's institutionalism, Mulkay's constructivism, and Gieryn's synthesis-has blind spots and none can adequately dissect the kinds of dynamics between scientific autonomy and the ethos in my examples.
Let's consider Merton's functional institutionalism first. This analytic perspective tends to see the institutional structures of science as relatively fixed environments for scientists' actions and the contents of knowledge and cognitive practices as the targets of scientists' actions. Both are essentially "external" to the actions themselves, which are the proper target
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of sociological analysis. One implication has been noted by Nico Stehr, "the relative compatibility of cognitive and social elements within science is emphasized. Threats to such compatibility primarily come from sources external to science such as the state. Cognitive divisions therefore are deemphasized, because the theory of the institutional basis of science and its cognitive development reinforce each other" (1978: 177). It becomes difficult to see cognitive and social conflicts as intimately related, and the tendency is to translate cognitive conflicts into social ones. Merton's famous interest in multiple discoveries and priority disputes is a case in point. His approach seeks to use these occasions as a strategic research site to reveal the institutional imperatives and dynamics of conflict within science (1973:286-324, 343-382) . But these analyses mostly take for granted the cognitive dimensions of multiple discoveries and the institutional structure of science seeing them as fundamentally external to the social conflicts among scientists. 10 Framing disputes this way makes it difficult to analyze the behavior genetics example from above. In that example, there is an intimate relationship between the cognitive and the social disputes. If we don't attend to the cognitive disagreement then it is impossible to see the social outcome as anything but "deviant"-that is, behavior geneticists seem to be "bad scientists" with an incomplete commitment to organized skepticism. But if we attend to the disagreement about scientific contents and practices, then we see their actions as practical imperatives of their community rooted in rationally justified scientific understandings. Here acknowledging the intertwined character of cognitive and social norms leads to a very different analysis than when we leave cognitive issues as background.
The examples I presented above suggest a different relationship between scientific autonomy, the scientific ethos, and knowledge production than Merton and associates might predict. In both examples greater scientific autonomy-i.e., a community of scientists having less interference from "external" parties-was associated with the institutionalization of some variant of the scientific ethos that is problematic from the perspective of Merton's ideal-type description. With the resources Merton provides, it is difficult to understand how greater autonomy could lead to a problematic ethos or how greater interference from nonscientific powers could lead closer to an ideal-typical ethos, as in the case of the PXE International collaboration with scientists. In the functionalist institutional analysis of science, even when autonomy is conceived as a variable, the tendency is to see decreasing autonomy as "interference" and thus inherently dysfunctional.
These analytic tendencies are closely related, I think, to a particularly constrained way of thinking about scientists' actions and conflicts. Merton is of course highly attuned to the competitive, conflict-filled character of scientific life. But his tendency has been to see the competition as concerning the rewards of a static and external institutional structure rather than the constitution of that structure itself-that is, the structure is an exogenous influence on the actions and not directly accountable to those actions. It becomes much easier to see how the influence of nonscientists like PXE International could have a "positive" influence on the ethos of a scientific community when we conceive of science as did Pierre Bourdieu as a twofold struggle among scientists both for rewards and recognition, and for the rules governing the definition and allocation of rewards and recognition (1975) . Then it is possible to see scientific autonomy and norms of practice as ongoing products of actions and relationships with any number of concerned parties (either "inside" or "outside" science-though this distinction is part of what's negotiated), rather than as starting points from which external "interference" can promote deviance. Now, Mulkay's critique of the ethos leaves us in a different position, but it is no better at providing resources to account for the dynamics in my empirical examples. Viewing the ethos as a "vocabulary of justification" can help explain some of the boundary-work that takes place in those settings, but it cannot account for why the actors I discuss would fight so hard to establish different norms as standards of practice. Strong skepticism about the autonomy of science might be a useful antidote to the assumption that science is a distinct and special social arena, but it leaves us equally disarmed in taking seriously the different ways that scientific autonomy might be constituted in the settings I discussed. The SSK focus on local cultures of scientific practice (e.g., Knorr Cetina 1999) also makes it difficult to consider common features of scientific practice and organization across settings. Mulkay's claim that "there is no single, coherent code dominant in science, but rather a diverse variety of formulations which can easily be used by scientists to challenge any particular rule-based assertion" (1980:123) may be a useful corrective to an inclination to see science as essentially unified under one logic (with variations being deviations). But the tendency to see science as a huge jumble of diverse communities each with their own local standards begins to undermine the notion that
different scientific settings could share a common overarching logic and have lessons for each other. 11 Gieryn's notion of symbolic boundary-work clearly helps explain parts of the behavior genetics case, but it helps less with other aspects of it and the rare diseases example. Clearly, behavior geneticists' negative views of their critics should be seen as boundary-work attempting to shore up the field's authority from outside assault. That such boundary work would affect organized skepticism in the field is less easy to explain in Gieryn's terms which, in emphasizing scientists' varying and inconsistent definitions of science, tend to portray boundary-work as voluntaristic and flexible. The behavior genetics example suggests a theoretical revision: boundary-work can leave a cultural residue in a field that affects collective norms but also individual dispositions (e.g., perceptions and judgments of acceptable scientific practice). In the two medical genetics examples, however, boundary-work was hardly an issue though the scientific ethos and autonomy were. One of the limits of the boundary-work perspective is that the focus on symbolic constructions of autonomy directs attention away from its other aspects, many of which are organizational and institutional. 12 Understanding the scientific ethos primarily as a set of resources for boundary-work makes it difficult to engage its elements as things in themselves-for example, varying communalistic arrangements in PXE versus Canavan research.
Revisiting the Ethos and autonomy of Science
What I have been trying to show is that the Mertonian institutionalism and the two versions of the SSK critique are "right," but their analytic habits and characteristic disagreements have left sociologists of science few resources for simultaneously taking seriously the ethos and autonomy of science and the production of knowledge. In this section I'll seek to bring together aspects of the Mertonian and SSK perspectives to illuminate some aspects of the empirical vignettes. This synthesis transforms the analytic perspectives as well as the concepts of ethos and autonomy. What follows will necessarily be schematic and suggestive. Like Gieryn, my synthesis is driven by a focus on actors' struggles for social power as constituting the social organization of science, but I place no special emphasis on boundary-work or other symbolic dimensions of such struggles. None of this is to claim that a focus on social struggle is the way to bring together Merton and SSK or to focus attention on the autonomy/ethos relationship. Rather it quickly and clearly enables me to illustrate a version of this synthesis (which differs from Gieryn's) and the theoretical transformations it might produce. 13 Using this focus generates at least four observations:
1. The scientific ethos and scientific autonomy (in these cases at least) are not abstract institutional imperatives, but are connected to actors seeking to serve what they perceive to be their interests through interaction with others. The ethos and autonomy can be seen as "outcomes," either settlements or crystallizations of particular relationships; or we can understand them as "resources" (either tacit or self-conscious) that are constructed in the course of their deployment in interaction. Thus "communalism" among PXE researchers is the product, in part, of an alliance between an advocacy group that has gained control over a vital resource and a research group that has helped them gain access and legitimacy in the scientific world. Together they have imposed communalistic rules concerning certain objects and practices on a certain community. 2. The meaning and manifestation of aspects of the scientific ethos and scientific autonomy vary between circumstances. The fate of "communalism" in the Canavan and PXE cases was very different. These are just two of many possible examples in the genetic disorder research field, which we might now interpret as a field of varying and competing communalistic arrangements whose contours are determined, in part, by the relationships and relative powers of researcher and advocate groups. Ethos and autonomy vary not only by their circumstances but also as principles unto themselves. The example of behavior genetics showed that organized skepticism comprised two separate things. Where we would "ordinarily" be inclined to view practices of peer review and "criticism" as connected and continuous, in behavior genetics they have manifested in contradictory ways comprising stakes of conflict within the field. Likewise "autonomy" varies across scientific locations and is itself comprised of many elements. Thus we always need to be clear about what we're talking about in deploying these concepts, framing them as: "Organized skepticism about what?" and "Autonomy from this here as opposed to that over there." 14 3. We cannot assign particular roles or tendencies to actors simply in terms of their locations "inside" or "outside" science. Behavior geneticists have developed a hostility toward certain types of organized skepticism that is typical, according to Merton, of extrascientific publics whose "comfortable power assumptions" might be challenged by scientific investigation (1973:264-6) . But behavior geneticists' attitudes in this regard are based on their scientific convictions, not because they have, say, particular religious or economic interests at stake (as might a creationist or a pharmaceutical company with a faulty drug). In the other example, it is only through the "interference" of a group of nonscientists who are motivated primarily to help their children (not primarily by the pursuit of "truth") that the scientific norm of communalism could be secured among scientists within science. In this case, scientific autonomy (already compromised by commercialization) is at cross-purposes with communalism, and further social "interference" by patient advocates is serving the institutional imperative of science. 4. Anything might be at stake in a struggle over science: from rewards or recognition (as Merton conceived them), to social structures, to knowledge itself, and usually all three at once. At stake in the behavior genetics example are issues such as: Which individuals and which contributions are recognized as legitimate? Which tacit rules for engaging each other's work will be observed? And ultimately, what knowledge is collectively accepted as true (what version of reality is put forward)? This suggests that not only is it an empirical error to circumscribe one's analysis to certain aspects of science a priori (i.e., looking at the competitions between scientists but eliminating scientific content from consideration or focusing on the distribution but not the genesis of rewards) because it decides before asking what the "real contest" is. It is also to unwittingly endorse the victors of the "prior" contest, which was to establish the terms of struggle (e.g., what counts as prize worthy research).
I have tried to use these examples to show how to think about scientific autonomy and the ethos of science differently than did Merton or SSK critics. My aim has been to show how scientific autonomy and the scientific ethos are wrapped up in dynamics of social conflict as stakes and outcomes, how they are comprised of disparate elements, vary by circum-stances, and are manipulated by different parties to such a degree that we should question whether there is a normal or most functional manifestation (at least insofar as we're talking about the real world). In short, I've tried to show how we might recast this aspect the Mertonian sociology of science by focusing it on dynamics of power and social conflict, thus utilizing many of the constructivist critiques's strengths, but moving beyond some of their limitations.
Conclusion
Why, in the end, should we care about the scientific ethos and its relationship to scientific autonomy? I mentioned one simple answer earlier: at stake is the "advancement of knowledge" as Merton would put it, or different possibilities for the construction or production of knowledge, to put it in more SSK-appropriate terms. Even those who would adopt radically constructivist perspectives on science and see science's claims to distinctiveness as ideological at heart would still likely prefer to see a relatively autonomous science committed to the ethos rather than one completely dominated by and serving the interests of corporate capitalism or the military.
Observers have noted that today science conforms less and less to the ideal-type images of the ethos and autonomous science (Krimsky 2003; Shorett, Rabinow, and Billings 2003; Ziman 2000) . But the questions to ask are: How much? Where? Under what conditions? And, what are the effects on knowledge? Ultimately, the concern with these issues isn't about abstractions like the soul and values of science and academia but about the conditions under which scientists and other academics will work and the ends of their efforts. In their "Changing Norms of the Life Sciences," Shorett, Rabinow, and Billings write:
Although many observers have noted the ethical implications of the changing modes of scientific production, few have examined their impact on science as a vocation and a way of life. Greater self examination by scientists and biotechnologists could yield important insights into the future practices of science. Proper scientific governance will require that members of the life sciences community take a more active position in public debates surrounding these changes. (2003:123) As they note, the ability of the scientific profession to govern itself is at stake. Scientific governance has recently become a topic of growing sociological interest (Irwin 2008) , and it's a good thing too, since sociologists turned away from the ethos and the questions it raises at just the historical moment when the set of transformations began that would take the life sciences so far from the old Mertonian image.
Mine is certainly not a lone voice in the wilderness. Scott Frickel and Kelly Moore (2006) have called for a "new political sociology of science," key to which is the combination of Mertonian institutionalism and constructivist concern with knowledge production. In addition, much recent work on social movements and science concerns the stakes and implications of "lay people's" challenges to scientific autonomy and impacts on the ethos, though such themes are most often left as an undercurrent. To take just one example, Brown et al. (2006) have shown how a coalition of breast cancer activists and scientists have pushed for paradigmatic change in breast cancer research-a shift from a reductionistic focus on physiology to a more holistic concern with environmental factors in disease etiology. The scientific ethos and autonomy could be fruitfully brought to the center of focus here: Perhaps cognitive reductionism is a developmental tendency of relatively autonomous fields. Perhaps autonomy doesn't free disinterestedness and organized skepticism, but constrains them in certain ways, so that particular kinds of "external" challenges can interrupt these constraints and the paradigmatic tendencies they promote. Perhaps not. But the point is that moving the scientific autonomy and ethos can raise very interesting possibilities for these lines of research, including new opportunities for comparison and generalization. 15 Paying attention to the kinds of dynamics I discussed in my examples may open up different ways of thinking about the problem of commercialization and other "intrusions" on the autonomy of science. Ordinarily, critical observers see the commercialization of science as corrupting (e.g., Krimsky 2003) . This perspective, of course, is dependent on explicit or implicit notions of a pristine state of science and its previous separation from such influences. The usual solution is to propose a shift back toward that pristine state and means by which science might achieve greater separation from corrupting influences. But what if scientific communities are routinely embedded in a complex web of relationships-oppositions and dependencies-like in my examples above? Well, then greater autonomy (at least of the most immediate varieties) wouldn't move these communi-ties to the "pristine" state. For behavior genetics a pursuit of autonomy led to weakened organized skepticism. The medical genetics example is even more interesting here because it suggests that rather than rolling back commercial interests, it might be more effective for additional "external players" to enter the field. Of course the key question is, more effective at what? In this case it is building a science that is closely linked to patients' needs. This, of course, opens up many other urgent questions, but we have shifted the critical task away from defending an image of science that may be gone and may never have existed without losing our purchase on these issues through cynical rejections. It is through the pursuit of analytic strategies like these that Merton's concern with the scientific ethos and autonomy could again become centrally important to the critical sociology of science.
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1. Merton also acknowledged that this injunction was likely to make scientists insensitive to the broader social consequences of adhering to it, which include stirring up the public's hostility and resentment toward science.
2. See the literature reviewed by Stehr (1978:183-4) and Zuckerman (1988:518-9) . See also Ziman 2000, esp. 56-82. 3. Current critiques include Balaban 2001 , Joseph 2003 , Kaplan 2000 , and Moore 2001 4. The Genetic Alliance (www.geneticalliance.org) and the National Organization for Rare Disorders (www.rarediseases.org), umbrella organizations, together list about two-thousand patient advocacy groups as members.
5. Merton originally called this "communism." Barber (1952) , perhaps responding to McCarthyite conservatism of the postwar period, relabeled it "communalism." This move is, of course, highly ironic for a theory about the autonomy of science.
6. On the Canavan case, see Greif and Merz 2007 , McCabe and McCabe 2008 , and Marshall 2000 . PXE (pseudoxanthoma elasticum) is a rare genetic disease causing mineral deposits that affect the skin, eyes, and cardiovascular and gastrointestinal systems. On the PXE case, see Terry and Boyd 2001 , Terry et al. 2007 , and Novas 2005 8. This close collaboration was not always conflict free (Terry and Boyd 2001) . And the advocates report that that on at least one occasion actually directing scientists away from tackling certain problems to keep them focused on the advocates' goals (Terry et al. 2007 ).
9. See Barnes 1977 , Bloor 1991 , and Shapin 1995 . The approach doesn't focus on, for example, how scientific communities come to recognize two discoveries as essentially about the same thing. Harry Collins (1985) takes up this issue from a different direction in his analysis of scientific replication. He shows that scientists can never replicate each other's work beyond a reasonable doubt, so it becomes an important task to show how communities come to discriminate between reasonable and unreasonable doubts.
11. Fuchs (1992) complains that SSK reifies "Science" as a singular entity and thus gives up on the project of comparative explanation. But, the seemingly opposite tendency to analyze science as fragmented epistemic cultures (Knorr Cetina 1999) is little better because it tends to reify the "disunity of science" rather than posing common and varying features of scientific fields as an analytic problem.
12. This is not just an issue for Gieryn. Much of SSK (excluding the large part that is uninterested in autonomy, for example Latour's [1987] Actor Network Theory, which seeks only to trace associations among elements regardless of their "location" viz. boundaries of science) treats autonomy as symbolically or interactionally constructed as a background condition of successful science. For example, Shapin's (1994) account of virtual witnessing and Collins's (1985) notion of the core set concern the establishment of versions of autonomy for experimentation constructed through symbolic and practical action. Their accounts emphasize tacit action and the sedimentation of tradition and thus are not particularly voluntaristic, but neither are they institutional or organizational in the Mertonian sense.
13. My approach follows the analytic tradition of critical theory, which Craig Calhoun has defined as the "critique of received categories, critique of theoretical practice, and critical substantive analysis of social life in terms of the possible, not just the actual " (1993:63) . For the critically minded SSK, Merton's account of science assumed and reinforced the important "received categories"-for example, science versus society, the separation of science as an institution from the content of scientific knowledge, the scientific ethos as an ideal type and the tracking of "deviance" from it. This is all true, but too often SSK work embodied the spirit of critical theory but failed to follow its full implications. For example, Mulkay's (1976 Mulkay's ( , 1980 brilliant unmasking of the ethos's ideological functions and sociologists' assumptions about norms certainly challenged received categories and theoretical practice. But the subsequent SSK ten-dency to see the ethos and autonomy as little more than ideological meant that analysts typically view them as barriers to "possible" emancipatory social projects, rather than as potentially crucial elements.
14. The same thing goes for the reward system: Are priority disputes the same everywhere? Are they motivated by recognition and the norm of originality, or intellectual property rights, and what's the difference? When do scientists seek recognition of their peers and when are they indifferent? Which peers are important? These last two are key questions in interdisciplinary fields like behavior genetics and aren't reflected in Merton's descriptions of the "reward system," which tend to portray it as unitary, unified, and centralized (at least by field but with little attention to variations between fields) as opposed to a set of multiple competing, overlapping, centripetally organized reward systems.
15. Such concerns might also make this field, which tends to be fairly celebratory of lay interventions in science, a bit more concerned (as was Merton) with the potential problems of democratizing science.
