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ABSTRACT
A general description of digital simulation methods is given, followed 
by a more detailed comparison between the two most advanced programs 
available at presents FIFI —  a digital computer code for the solution of 
sets of first order differential equations and the analysis of process 
plant dynamics —  and DSL/90 —  a digital simulation program for continuous 
system modelling.
The methods described were applied to the investigation of the dynamic 
behaviour of a gas reformer and a pilot-scale binary distillation column, 
wherebyg
(a) A digital compensator for controlling the outlet temperature 
of the reformer by regulating its fuel input, was designed.
(b) The validity of a mathematical model for the distillation 
column was studied.
Reasonable agreement was found between the responses of the model and 
those of the plant, and by introducing hydrodynamic delays to the model, 
an even closer prediction of the plant dynamics was achieved.
Also, the model was linearised and the range over which this 
linearisation is valid was investigated.
Finally, two new routines and a modification to the main oontrol 
routine of FIFI had to be written, so that discontinuities could be 
introduced at any chosen time.
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INTRODUCTION
This work was undertaken at the Autonomies Division of the National 
Physioal Laboratory*, during a two year leave from the Computing Center of 
the University of Mexico. It therefore forms part of the current research 
programme for this Division,
Initially the author joined the group working with'the pilot-scale 
binary distillation column, which had been set up at Teddington and since
/ A Q\
a mathematical model had been determined for the column^ it was decided 
that a simulation to relate the equations -bo experimental responses was 
necessary, (
In addition, as a linear and a non-linear version of the model were in 
existence, it was thought that a comparison between their responses would 
yield the ranges for which the linearisation was valid.
At that time the Division did not have an analogue machine which could 
be used to perform such a simulation and as the UK Atomic Energy Authority 
had been using FIFI^^ - a digital simulator - for the last 18 months, it 
was decided to use it also at NPL.
Unfortunately FIFI had not been fully "debugged”, perhaps because the 
type of problems solved at Winfrith by the UKAEA followed a very similar 
pattern and thus not all the possible alternatives which exist in a program 
of its size, had been used. When FIFI started to be used at NPL a few faults 
were noticed and in order to correct them, several trial runs were required 
and FIFI had to be understood then in a more thorough way.
Later on, the NPL joined Elliott Process Automation and the East Midlands 
Gas Board in a joint project to design a, control system for a steam-naphtha 
reforming plant for the production of domestic gas in Northampton, and again 
it was thought that simulation techniques should be used to aid the design 
of suitable controllers,
* From April 1968 the Division was transferred to the Warren Spring 
Laboratory, where it became the Control Engineering Section of the 
Chemical Engineering Group,
It was also decided to use FIFI for this project* but it had to be 
mo ified to cope with sampled data systems, since in its original version it 
did not permit the existence of any discontinuity. The author undertook with 
the help of Mrs. H. Sumner^* ^  to program and test these modifications, 
which basically consisted of:
(a) Writing a new subroutine which will call the starting procedure every 
time a discontinuity is found, and
(b) Modifying the main control routine in order to calculate and introduce 
the control signal at the right time (i.e. at the sampling intervals).
At this stage, another simulator - D S L / 9 0 ^ a l s o  became available
and its various facilities were compared with those of FIFI.
Finally, further work was done on the distillation column, whereby 
using the new facilities programmed for FIFI and others already available, 
hydrodynamic delays were introduced to the equations.
The results of this work are therefore presented in three parts:
Part 1 contains a general description of digital simulators and of the 
numerical techniques used by them. Special attention is given to the problem
of numerical stability. The results of the comparison between FIFI and
DSL/90 are also given. The modifications to FIFI are in Appendix 1.
Part 2 contains a description of the G-as Reformer Project, the digital 
compensator suggested and the final choice based on the results obtained*
Part 3 consists of the mathematical model for the distillation column, 
the treatment of the hydrodynamic delays and the results of the simulation.
PART 1
DIG-ITAL SIMULATION METHODS
LIST OF SYMBOLS FOR PART 1
a.
1
b.i
c
H_
Coefficients for predictor-corrector formulae
e Difference between the true and the calculated solutions
n
E Truncation + round-off error
n
h Integration step size
H.
Maximum value of h for convergence, stability and 
truncation, respectively
k Order of integration method
n ’ Index to advance the independent variable in discrete steps
xn The independent variable
yn The dependent variable.
1,1 DESCRIPTION 
1 *1.1
Simulation models can be conveniently classified into two major types:
(a) Continuous change models.
These are used when the system to he simulated consists of a continuous, 
parallel flow of information, signals or material considered as a whole 
rather than as separate items. The mathematical representation of such 
models is arrived at by using differential or difference equations, which 
describe the rate of change of the variables with respect to time.
These models as pointed out in the introduction, are particularly 
amenable for solution by means of an electronic or mechanical analog 
computer, but unfortunately such machines cannot always be conveniently 
used for a number of reasons, such as the discontinuous nature of some 
variables, the randomness of others, or simply because some of the 
operations are not as easily performed on an analog as they are on a digital 
machine,
Some of the operations performed more easily in a digital machine are 
listed in the table below:
Mathematical 
operation
Digital
somputer
Analog
computer
x1.3
x
y
COS X 
X2 = V *  )
y = f,(x)
Function generator 
Multiplier 
Resolver 
Delay drum 
Function generator
X- ** 1.3 
x/y
c o s f(x )
X(2) = TD(1 ,TAU)
Y = F(1, x) or
Y = AFGEN(F1, X)
Continuous change models can be simulated on digital computers by 
using finite—difference equations which, in the limit, approach the 
differential equations representative of the system.
Over 30 continuous change model simulators have been written, most of 
them during the past five years, although this field was originated by
Selfridge^ ' / some 13 years ago. In 1958, F. Lesh inspirea oy sexrriage-s 
work, produced the first of these simulators - DEPI (Differential Equation 
Pseudo code Interpreter) - for a Burroughs 204- computer.
The next important development in the field was Stein & Rose’s 
Algorithm^  ^ to organise the order in which the statements have to be 
executed, that is, they provided the basis for the ’’sorting routine” 
referred to in 1,1.2 (a).
The best survey can be found in reference (3).
(b) Discrete change models.
These are used when the state of the system to be simulated is changing 
in a discrete way and it can be represented as a group of ’’components”, 
every one of them performing a specific function in a specific time. A flow 
of ’’items” is then established between the various ’’components”, where the 
’’items” will be held until the ’’specific function” is performed on them, 
before they can move to the next component. This is then a serial process.
As each component usually has a finite capacity, the "items” often have 
to wait in queues.
The principal reason for studying these systems is to estimate statis­
tically their capacity and behaviour when taken as a whole.
The analytical techniques available for this type of problem are 
Queueing Theory and Stochastic Processes and examples usually found in this 
field are job shops, communication networks, logistics and traffic systems. 
Some 22 discrete change model simulators have been written and 
reference (if) has one of the best surveys published to date.
1.1.2 Types of input to a digital simulator
There are three types of inputs to these simulators:
(a) Analog-oriented, where the problem statement is virtually 
a one-for-one replacement for the analog wiring list.
This type is particularly suitable when one’s purpose for using 
digital simulation is to provide a check for solutions obtained in an 
analog or hybrid computer.
It requires a ’’sorting” routine, so that the user needs only to
specify the inputs and outputs of every element, the routine taking care 
of sorting the operations in such a way that the output of a device is not 
calculated until all its inputs have been computed*
(b) Block-oriented, where the statement of the problem is an 
interconnection of the inputs and outputs between the 
different transfer functions of the elements of the system.
This type requires a package of routines to convert each transfer 
function to a set of differential equations, in addition to the "sorting” 
routine mentioned in the previous type. It also requires enough flexibility 
to be able to program extra routines for transfer functions not originally 
supplied,
(c) Equation-oriented, where the problem is given as a set of 
first order differential equations, since higher orders can 
always be reduced to such a set by using the following 
technique:
The ordinary differential equation of order m
a,. 3^
* (x> y> - -  > » ... » — )tor ax ax axm 1
under the initial conditions:
- y0,o y (*<>) = yi,0 y' <xo> = y2,0 = **• y(B'1)K >  = ym-i,o
is equivalent to the set of first order differential equations:
dPi
■a* = p2(x)
ap“-2 „ / ^
T S T  =
dP -4
~al~ = p(x»y.v:>v2> ... Pm_.,)
under the initial conditions
y(x0) = y0f0 Pj (x0) * 3= 1* 2, ... m-1
1*1*3 Algorithms for the integration of first order differential
G-enerally speaking, a successful method should consider the following
factors:
(a) Speed of computation
(b) Error controllability
(c) Reliability
The last two put a constraint on the first, and can be better defined 
and implemented by considering the additional factors:
(a) Low truncation error
(b) Large margin of stability
(c) Protection against round off errors
There are numerous algorithms for the solution of first order
differential equations, for both initial value and boundary value problems,
which have been developed to overcome the considerable difficulties met when
trying to solve them analytically, Even if an analytical solution can be
found the labour of calculating values of the solution for many values of
the independent variable may be prohibitive.
These algorithms are generally divided into two - one step and multi-
step - the main difference being that given an equation of the form: 
i
y ss f(x,y), in the former, the value of yn can be ealomlated if the 
value of yn_^  is known and thus the method is self-starting, whereas in the 
latter the knowledge of y^^? is required to calculates y which implies 
that the method is not self-starting, since it calls for k preceding 
values. A multi-step method therefore needs some other procedure to start 
it, and to restart it at any discontinuity.
Most methods use finite-difference formulae, the order of the method 
being the number of terms in the Taylor expansion to which the finite 
expansion is correct.
The usual "predictor-corrector” method proceeds by advancing from 
xn Xn+1 ky of a formula not containing the unknown derivative
t i
y n+  ^ (i*e* explicit equation), y ^  is then determined from the
differential equation, and the value is corrected by the application of 
another formula.
There are three main sources of trouble in predictor-eorrector methods
(a) Truncation errors that arise from the finite approximations for 
the derivatives.
(b) Propagation errors (instability) that arise from solution of 
the approximate difference equations that do not correspond 
to solutions of the differential equations;
(c) Amplification of round-off errors due to certain combinations
of coefficients in the finite difference formulae.
The general formula for a multi-step method can be written: 
k k
y , . a. - h y* . .b. = 0
/  ^n+1-i 1 /  J n+1-i i
i=o i=o (1)
and by suitably choosing the coefficients a^ and b^, one is able to 
build up predictor-corrector pairs, where the predictor is made explicit 
in y by putting aQ = 1 and bQ = 0
Hence k k
yn+1 = h Z l y,n+1-it>i - ) _
i=1 i=1 yn+1-i i (2)
The corrector, on the other hand, is implicit (i.e. b £ 0) ;
k  ^ k 0
^^n+1 ~ *^ ,n+1-i^ i ”* ^^n+1-iai
i=o i=1 (3)
and has to be solved by some iterative technique.
1*1#4 The problem of numerical stability
A numerical integration procedure is stable by definition^ ^ ^  if, when
S  = ~~$yL~ < °» the error decreases as the integration advances step by 
step.
In order to simplify the discussion, only one first order differential 
equation is taken, but it is easily extended to a system of equations, in 
which case one would consider each component of the vector f and the
y
error vector separately, that is, by effectively considering the dominant
*f.
eigen values of the matrix *■— - .
This definition of stability does not include the case f > 0, when 
the solution and usually the error also, increase exponentially. Although 
in general, this will not spoil the true solution and is thus less important,
it is nevertheless useful to define relative stability.
A numerical integration procedure is relatively stable if the rate of 
change of the error with respect to n is less than the rate of change of
the solution with respect to n. When the relative stability is less than
1 in size, then the noise due to an isolated round-off, or other error, 
will not grow more rapidly than the solution.
A procedure which is not stable by the above definitions will always 
have an error tending to increase over a long series of steps, rendering 
the solution useless.
There are two main factors which may produce instability when f < 0
4/
(i.e. when the original differential equation does not have an unwanted 
increasing solution but the equivalent finite-difference equation does):
(a) The finite-difference equation is usually of a higher order 
than the differential equation, and therefore has additional 
solutions, one of which may be increasing.
When one or more of the solutions of the differential equations 
i/a are decreasing rapidly compared with the others, it may happen that 
the finite-difference equation only represents adequately the 'slow- 
decreasing1 solutions and transforms the former into rapidly 
increasing functions.
This situation is often difficult to detect, especially with high- 
order equations.
In general, there will be a maximum value H of the step-length h
s
for which a method is stable, but unfortunately it is unknown during a 
computation.
There is also a maximum value H of h, for which the iterationc
of the corrector will converge; this is of the form:
" ° - h < i r i £ |  •
o dy
being independent of the number of iterations and of the coefficients
(except b ) of the predictor and corrector formulae.
There is a third limit in the size of h for which the truncation
error (usually proportional to some power of h) will be within specified 
bounds.
Both the truncation and the convergence errors can be determined at 
each step in the integration, thus fixing the value of H q and H^.
An ideal method would have
in which case the size of the step length would only be limited by the 
accuracy required by the user, and provided the iteration converged the 
method would never be unstable.
Numerical stability is closely connected with feed-back theory, since
To investigate the stability of any algorithm an equation for the
error must be written. If we call Y the true solution, and y the one
n •'n
calculated from the. algorithm, we define the error as:
( * )
( s ■>
in a differential equation there are feedback paths from the derivatives' '
and
By using the mean value theorem, we get:
(5)
where f is between Y and v .
The general equation for the error, in terms of the predictor-
corrector parameters is: 
k k
i=1 i=o
where En includes the truncation and. round-off error ^tpp
considered.
Substituting (5) and rearranging, we may write:
Assuming -£ < 0 (from the definition of stability), say j-- = K (a
 ^y
negative constant) and E^ = E = cst over the step considered, the equation 
(6) becomes:
k k
biVi + E (7)
i=1
Equation (7) is a linear difference equation with constant coefficients
whose solution can be obtained by letting en = z fin&inS roots of
the resultant equation. If all the roots lie within the unit circle in the
Z plane, the method is stable.
In summary, numerical stability is therefore dependent on the step size,
the number of iterations of the predictor and/or corrector and, for a single
equation, on the roots of the characteristic equation which arises from the
( 7 )expression for the error after a given number of iterations' *
If a method that may be unstable has to be used, some independent check 
on the results is needed.
1.2 FIFI
1.2.1 Description. Type of input 
( 7)FIFI' ' is a simulation program for continuous change models which was 
written in 1965 by Helen M. Sumner of the U&AEA, Winfrith, and although it 
was originally intended for the analysis of atomic reactor dynamics, it has 
become a powerful tool for the analysis of the dynamic behaviour of process 
plant and its control system.
Although FIFI has been implemented for the KDF9 English Electric 
computer, it can easily be modified for any other machine having a FORTRAN II 
compiler, since the program was deliberately kept at that level in spite of 
the FORTRAN IV-like facilities available in the KDF9 compiler.
The only type of input available in FIFI is the "equation-oriented” 
mentioned in 1.1.2, The reason for providing only this sort of input goes
n D-hb K o a. e . + h a. n-i
back to the original purpose for which it was written, where the problem 
is generally stated as a set of differential equations.
To program FIFI is a very easy task, which requires a minimal knowledge 
of FORTRAN, but on the other hand it is flexible enough since it allows the 
user to write his own instructions to have a greater control over the 
calculation. This is achieved through four "empty” routines (SEQU, SPEC, 
STEP and EVY) which are called by the program at different stages during the 
integration. The first two are compulsory, whereas the others may be left 
"empty" (i.e. when called they simply return control to the next instruction 
in the program).
Subroutine SEQU is the steering or sequencing program, it must call the 
subroutines DATA and CALC (the first one reads-in all the data referring 
to the integration and output requirements and the second performs the 
integration) and it may call any number of routines written by the user.
Thus the simplest possible way of writing SEQU is:
1 CALL DATA 
CALL CALC 
CO TO 1
The expressions of the differential equations to be solved must be 
written in subroutine SPEC and they have to be explicit.
Subroutine STEP is called after each successful step is calculated and 
EVY after each print interval and two examples of their applicability are 
given in parts 2 and 3#
In addition the user must supply the compulsory data cards described 
in reference ( 7).
1•2•2 Integration Algorithm. Stability
The integration algorithm is a multi-step predictor-corrector of the 
second order, developed by F.C. Chapman of Winfrith. It uses a fourth 
order Runge-Kutta as starting procedure and replaces the usual iterative 
method for solving correctors by a relaxation technique of one or two 
parameters, which effectively increases the convergence limit of h(H ).
Chapman’s algorithm coefficients, as defined by the general multi-step
Corrector
formula (l) are: k = 2 and
Coefficient Predictor
a 1o
b 0
o
fo, 0
b 0 0
2
which after substitution, give the predictor:
^n+1 “ ^ n  *^ n-1 (8)
and the corrector:
3yn+1 = ^ n +1 + 4yn - V i  (9)
For a single equation H = H = G*5 and, the ideal condition (if)
s c
is achieved. Therefore the corrector is stable and any first order linear
differential equation can be solved with one relaxation per step with any
step length. For two differential equations and using the two parameter
scheme also only one relaxation will be needed to solve the corrector.
For sets of equations more than one relaxation will usually be
necessary, the stability of the method thus becoming a function of the
relaxation parameters as well as the other parameters mentioned in 1.1.3.
Reference ( 7 ) also makes a detailed analysis of the stability of the
method as a function of all these parameters and shows that ’’the region in
which the solution will converge but may be unstable (i.e. H < H ) is
S 0
negligible” and that since FIFI*s formulae have sufficiently large 
stability ranges ”it is extremely unlikely that instability will occur”,
In other words it is unlikely that instability will pass undetected 
In addition FIFI provides facilities to specify a certain percentage 
accuracy, (which is attained by step-length control). Accuracy can be 
further controlled by using a ”seale-factor” S for each variable, whose 
effect is to ignore variations in y  when j yj < s | cfy | < S£ or
when | yj > S and <6 , where 4y is the difference between two
successive iterates: ^ y n = and ^  is a specified accuracy
criterion.
1.2.3
The output from FIFI is a table of the variables specified for output 
(in the appropriate DATA card) against the independent variable* printed at 
intervals also specified by the user. The independent variable x is 
assumed to be time. Together with this* the step size used between each 
print interval* the number of times it has been changed and the number of 
times the derivatives have been calculated is also printed in the same 
table.
After the integration is completed* an analysis is printed* which gives 
run times for the different stages of the integration and for the evaluation 
of the derivatives* corrector and delays; sizes of step-1engths needed to 
satisfy the different criteria; number of times the derivatives were 
evaluated* during both the starting procedure and the rest of the 
integration; the number of times the step had to be doubled or halved. 
Finally* and perhaps the most useful information, is the frequency table of 
the failure of convergence and truncation error tests for each variable.
All this information can be easily interpreted and the values of the 
accuracy parameters and/or the scale factors be manipulated in such a way 
as to reduce or increase the sensitivity to some of the variables and 
achieve a better solution or a reduction of computing time.
A sample print-out of the integration analysis is given on the next
page.
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The amount of core required for the standard version of FIFI is 3022
instruction words, 14430 data words in the common and 1500 other data words,
plus the amount taken by the user*s own routines. However FIFI allows,
( Pi 1through the PRELUDEv ', to change the layout of the variables in the core, 
thus by reducing the storage space for some variables and increasing it for 
others, the requirements of a particular problem can be met. Alternatively 
all the arrays can be reduced to suit a computer with a core smaller than 
the KDF9*Si
It is difficult to give an estimate of FIFIfs speed, since it depends 
on the size of the model used and therefore one can only quote particular 
examples. In parts 2 and 3> the times for the two models solved are given.
In the case of the KDF9 at NPL, FIFI is kept permanently on the disc, 
taking only a few seconds to load and relocate it onto the core. It took
4.4 min. to compile the -42 subroutines which constitute FIFI.
(9 )The economics of analog versus FIFI simulation have been studied'/ ' 
for a set of 47 non-linear differential equations (including several 
transport delays), representing the dynamics of a nuclear power plant.
The analog computer used was a PACE, the digital an IBM 7090 and although 
both were owned by the UKAEA, typical commercial hiring rates were used.
The following formula was arrived at:
Cost for the analog (£) = 71N
Cost for the digital (£) = 41N + 160
where N = number of transients obtained.
However, this cannot be taken as a rule, since it is quite possible 
to have a problem in which the analog solution would be cheaper and easier 
to obtain.
1.3.1 Description. Types of input
D S L / 9 0 ^ ^  is a simulation program for continuous change models, 
written in 19&5 by W.M. Syn and D.G-. Wyman of IBM.
It is written in FORTRAN IV for the IBM 7090/94 and is available
through the IBM user*s SHARE library.
It has been implemented with the three types of input described in 
1.1.2, although there is a restriction in using the third type (i.e. 
equation-oriented) which is discussed in 1.3.3.
It is formed by a set of subroutines, such that conventional analog 
computer components (adders, integrators, multipliers, function generators) 
can be simulated by writing the appropriate key word, and this fact also 
gives it a great flexibility since it allows the user to write new routines 
or even to use it as part of another independent program.
Twenty-seven of these analog-like and transfer function-like operational 
elements or. blocks, are provided by DSL/90 and programming actually consists 
of interconnecting them. In addition all FORTRAN library routines are 
available to the user.
■ It is non-procedural, as opposed to FIFI or FORTRAN, so that the 
calculations are not carried out sequentially (i.e. in the order they are 
written), but use is made of the ’’sorting’' routine mentioned in 1.1.2(a).
It is considered^} ^  that ’’two important features of DSL/90 are the 
statement sequencing and the centralised integration". The first refers 
to the sorting routine above and the second to the fact that all integrator 
outputs are computed simultaneously at the end of the iteration cycle.
DSL/90 also incorporates two elements where the instructions are 
executed sequentially: the "procedural blocks" and the "macros". The first 
one will be "sorted" as a whole relative to the rest of DSL/90 statements 
and the second one is a repeatable block whose parameters vary, its 
instructions being generated in line every time it is used.
DSL/90 consists of two separate programs: phase 1, the translator 
and phase 2, the simulator, which are executed in a single continuous run.
Phase 1 is formed by a main program (TRANSL) and 17 subroutines.
Its principal functions are:
(a) To read the "structure statements" (i.e. the description of 
the model to be simulated, in either of the three inputs 
described in 1.1,2) and the "data statements" (i.e. the
parameters, initial conditions, output and control 
specifications) translating the former to FORTRAN.
(b) To determine the statement sequence (optional).
(c) To write two FORTRAN programs, namely ’’BLOCK DATA” and
’’subroutine UPDATE”. The first enters data into the 
different CCIIMON variables, one of the purposes of which 
being to identify each user variable with the elements 
of a COMMON array. The second contains the translated 
statements in the correct sequence.
The amount of core required by phase 1 is 30K instruction words and 
1K data words approximately.
Phase 2 is composed of a main program (MAIN) and 31 subroutines.
Its functions are:
(a) To compile the two programs produced by phase 1, in addition
to any other source program supplied by the user.
(b) To load all the relevant DSL blocks.
(c) To execute the simulation.
(d) To print a table of the variables against specified intervals 
of the independent variable (optional).
(e) To prepare a tape for the IBM 1627 plotter (optional).
The amount of core required for this phase is 2i+K instruction v/ords 
and 8K data words approximately.
1.3.2 Integration Algorithms. Stability
A choice may be made between 6 integration algorithms, which are listed 
in the following table:
.m Key wo:
1. Rectangular RECT
2. Trapezoidal TRAPZ
3. Simpson SIMP
4. Fourth•order Runge-Kutta RK SFX
5. Fourth order Runge-Kutta RK S
6. Milne’s Fifth order predictor-corrector MILNE
7. User’s own CENTRL
Coefficient
for the system to adjust the step to meet a given error criterion and the 
7th leaves the user to write his own integration method.
The first 5 algorithms mentioned above are extensively treated in a 
number of texts on numerical analysis and are well known for their 
stability properties, although they are considerably slower than the multi- 
step methods.
(1*0The sixth algorithm is a predictor-correctorv ' and can therefore be 
defined in terms of the general multi-step formula (1) as: 
k = 4 and
Predictor Corrector
3 192
a^  0 -24
a2 -3 -168
0 0
\  0 0
bQ 0 63
b1 8 243
b 2 -5 51
b^ 4 1
b, -1 0
4
which after substitution and simplification, give the predictor:
= yn-1 + ! (8y'n - 5y'n-1 + ^'n -2 ' y4-3)
(10)
and the corrector:
y°n+1 = 8 (yn + 7yn-1> + ill (65y'n+1 + ^ ' n  + 51y'n-1 + y’n-2)
(11)
In addition the values obtained from (10) and (11) are further modified, 
giving the final value:
= 0.96ll6y°_, + 0.03884 3^  (12)
—  ------------  w * HX5UCX oxxc ux ucx'j one luux e xxauxe
( 6 12 V
the method is to instability 9 ' and care must be taken when using it
1.3.3 The equation-oriented innut
Before commenting on the restriction for using this type of input, 
the procedure which is followed by the translator every time an integrator 
is found must be described.
G-iven an equation of the form:
which in DSL notation be6omes:
X = INTGRL (IC, f(x,t) )
When such an expression is found, the translator generates two FORTRAN 
statements, namely:
ZZ0002 = f(x,t)
G X = INTGRL (IC, ZZ0002)
which become part of subroutine UPDATE, as explained before. The first 
statement defines a new variable (ZZ0002) as the expression for the 
derivative of x, the second being only regarded as a comment (hence the C).
It must be stressed that the translator does not execute any FORTRAN 
statements, but only generates and transfers them to subroutine UPDATE.
If now a repetitive set. of equations was given:
the restriction mentioned consists of forbidding the use of subscripted
x = f(x, t) where x(o) = IC
the solution is found by: 
t
x 1 = f1 (x, t) 
X 2 ~ f2
which may be written as:
x i = fi (x, t) for 1 * 1 ,  2, 3, ...m
variables for declaring integrators and other DSL blocks and making it 
necessary to write the set of m equations one by one, instead of using 
an iterative loop.
This can be better illustrated with the model described in part 3> 
where 6 of the equations representing a distillation column could be written 
in a single loop as follows:
DO 31 I = 2,7
X (I) = INTG-EL (XZERO(l), (Rl(l+1)* X(l+1)
- KL(I)» X(l) + V(l)* Y(I-1) - V(l+1)*Y(l)
+ r f (i )*z (i ))/h u p (i ) )
31 CONTINUE
and instead have to be written as:
X24INTGRL(XZER02, (RL3*X3-RL2*X2+V2*Y1 -V3*Y2)/HJP2)
X3=INTGRL(XZER03, (RL4*X4-RL3*X3+V3*Y 2 - V T O  )/HJP3)
X4=INTGRL(XZER04, (RL5*X5-RL4*X4f-V4*Y3-V3*Y4fRE,*Z )/HUP4)
X3=0*TGRL(XZER05,(RL6n6~RL5*X5+V5*Y4-v6*Y5)/H(JP5)
X6=INTGRL(XZER06,(R17S5<X7-*RL6*X6+V6*Y5-V7*Y6)/HUP6)
X7=INTGRL(XZER07, (RL8*X8-RL7*X7+V7*Y6-V8*Y7 )/HUP7)
PART 2
THE GAS REFORMER PROJECT
LIST OF SYMBOLS FOR PART 2 
C^ Controller number (1 or 2)
En Error held at sampling instant n [°C]
(t j^ Process gain [ °C/gal/hr]
Or2 Controller gain [G-al/hr/°C ]
NPPI Number of print points per interval (Cj for reading-in)
TSP Temperature set point [°C ] (Cg for reading-in)
U Fuel rate to reformer [gal/min] at any instant
X,j Outlet reformer temperature without the time delay [°C]
Xg Outlet reformer temperature [°C]
©n Control signal at sampling instant n [gal/min]
T Time constant [min]
tg Dead time [min]
t_ Parameter in the P + I controller
j
At any instant (and mainly for checking purposes and ease of print out)
X3
S
E 1 £ En-1
\
s
E 2 2 En
X5
s THETA1 i
®n-2 }
x 6
s THETAg 5
6n-1 I
h
TKETA, S
6n )
X 8 2 ERE = TSP " X 2
X9
3 TSP
9 -1
For controller n ) For controller as
9
as in (2 5) n ) in (26)
2.1 DESCRIPTION
2.1 *1 The Haldor — Tops^e Process  ^^
The Tops/e Process consists of a tubular reformer in which the reactants \
are catalytically converted to a gas with a calorific value of approximately I
2 i
480 BTU/ft . The reactants used are steam and desulphurised naphtha. They j
are reacted using a nickel catalyst.. The gas produced in the reformer is |
■ i
further processed to reduce the carbon monoxide content from about 6% to 
less than Carbon dioxide removal is also needed to regulate the flame \
characteristics. At the end of the process, the gas is dried, an <adorant j
is added and methane is supplied, if necessary, to bring the gas to the
correct calorific value.
A simplified flow diagram of the process is given in figure (1) ,
The main parts of the process are: *
(1) The naphtha is compressed to about 500 psig.
(2) The naphtha is heated with product gas.
(3) Recycle gas, rich in hydrogen, is added (this helps the 
desulphurisation process),
(4-) The mixture is heated with product gas.
(5) The mixture passes through a direct-fired heater, which raises 
its temperature to about 380°C, which is the required inlet 
temperature for the desulphurisation process.
(6) The naphtha, now vaporised, together with recycled hydrogen 
passes over a Nimox hydrogenation catalyst where the sulphur 
present (up to 300 ppm) is converted to HgS. The hydrogen
sulphide is absorbed by Luxmasse (iron oxide) towers and a
final absorption is provided by a combined Nimox/Zinc Oxide tower, 
which reduces the organic sulphur to about 0.1 ppm. This sulphur 
has to be removed because the catalyst is highly susceptible to 
sulphur poisoning.
(7) The steam is mixed with the desulphurised naphtha. This mixture
* The numbers refer to those in the figure.
is further heated, again by heat-exchange with product gas, and is 
finally fed to the reformer at furnace inlet temperature.
(8) The reactant is reformed in externally heated vertical tubes of 
in. diameter made of 25/20 chrome/nickel alloy which serve as 
catalyst. After this, the most important part of the process, 
the product gas undergoes carbon monoxide (9) and carbon dioxide (10) 
removal, final cooling (11) and drying (12).
The calorific value of the gas produced is dependent upon three main 
factors:
(1) The steam to carbon ratio (i.e. stean/naphtha)
(2) The outlet-reformer temperature.
(3) The catalyst used.
If these factors are chosen appropriately, gas with a calorific value 
•2
of 500 BTU/ft and with the correct combustion characteristics for town gas 
can be produced in a single reforming furnace, without enrichment.
Since the third factor is fixed, only the other two need to be looked 
after. This can be achieved by designing a suitable controller to keep 
the steam/carbon ratio as steady as possible; however, small variations in 
the quantity of reactants will vary the temperature at the reformer outlet, 
and a final adjustment becomes necessary. By changing the rate of firing 
of the burners, the outlet temperature can be controlled.
2,1.2 The Computer Control Project
In November 1964- the East Midlands G-as Board started the construction, 
in Northampton, of four parallel streams using the type of process 
described in the previous section. It was later realised that, to attain 
the standards achieved on traditional gas plants, a more thorough study 
of the control and dynamics of the plant had to be undertaken, and the 
possibility of using Direct Digital Control (DDC) was considered.
Three main objections to the use of a computer were raised initially:
(a) A reforming plant does not have a cost function with an 
obvious minimum.
which usually minimise the production cost.
(c) Analog instruments, set at the indicated values, manage to 
provide acceptable control. However experience with other 
similar plants, indicated that unscheduled shut-downs were 
sometimes triggered by the control system at times when a minor 
plant breakdown, which should not cause an interruption, had 
occurred.
It was then hoped that a full analysis would reveal weaknesses in the 
control system proposed and that more sophisticated control, such as DBG, 
would improve stability and hence reliability. Also, that the associated 
data logging would show trends in certain variables which could enable plant 
operators to detect a fault before it actually occurred.
It was considered too, that DDC would make changes in throughput more 
stable, safer and quicker.
The Control Project was therefore set up between the East Midlands G-as 
Board, Elliott Process Automation Ltd., the National Research Development 
Corporation (NPDC) and the Autonomies Division of the National Physical 
Laboratory.
The aims of the project were stated as-follows:
(a) To improve plant reliability.
(b) To improve flexibility of output.
(c) To improve general plant efficiency.
To achieve these aims, the project was subdivided into three parts:
(1) The implementation of the data-logging programs,
(2) The design of suitable DDC algorithms for various loops.
(3) The design of an algorithm to turn the plant up or down.
One hundred and thirty two process variables were chosen to be logged
and 108 oontaot closures in the analog instruments were to be sensed by
the computer and used for alarm indications.
As the plant was originally designed to operate without the computer, 
it had a full range of analog instruments and there was no point in
DDC loop to control the outlet reformer temperature by adjusting the rate 
of firing of the burners.
To accomplish these functions, an -Elliott ARCH 9000 computer with 8K 
store v/as installed. An operator console stands in an adjacent room to 
the plant control room. It is used for communication between the machine 
and operator through two teleprinters, a data display panel and a data 
input command panel.
2.1,3 The Reformer and Associated Controllers
The throughput of the plant has to be regulated according to the 
fluctuations in the demand, which is extremely variable and dependent 
upon changes in weather. Changes in throughput have to be done as quickly 
as possible without violating any constraint and thus maintaining a safe 
plant operation. The most important constraint is the heat flux in the 
reformer and heat exchange equipment and this comes down to keeping the 
flue gas temperature and the exit reformer temperature within limits.
A change in throughput is achieved by altering the steam flow into 
the system and this will trigger a number of controllers whose aim is to 
stabilise the plant at the new operating conditions.
Figure (2) shows the main control loops, associated with the reformer. 
Alteration of the set-point of flow controller (7)* will produce the 
desired variation in steam flow.
On changing the steam flow, the desulphurised naphtha flow will be 
altered through the Master and Slave controllers (1 and 2). Two 
immediate changes in pressure can be detected: the first one, on the 
steam line, due to the original change in steam flow. This will adjust
the flow of naphtha to the auxiliary burner through the pressure
controller (8). The second pressure change, on the desulphurised naphtha 
line, will reset the set-point of the liquid naphtha slave flow 
controller (3).
* The numbers refer to those in figure (2) on page 35.
Any change in liquid naphtha flow will vary the recycle gas flow via 
the ratio controller (4)a
The direct-fired heater is controlled by the temperature recording 
controller ( 5 ) s >  adjusting the oil flow to the burner.
Finally,* the outlet-reformer temperature is controlled by the Direct 
Digital Controller (6), regulating the*rate of firing of the burners.
L __
< . < 1
I__
_!
hjuwhuTisBtion >■
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master controller
slave control!
E - recorder controller
FIG-FED' 2
P - pressure 
T ~ temperature
2.2.1 Identification of Parameters(14)
There are three general methods by which identification of the 
parameters of a system can be effected:
(a) Prom a physical knowledge of the system and by making 
suitable linearising assumptions, a set of linear 
differential equations is written. From this set a transfer 
function is derived.
(b) By applying a known sinusoidal excitation to the system and 
measuring the output amplitude and phase, its frequency 
response is obtained and from it the transfer function may 
be determined.
(c) Characterising the system in the time domain, by obtaining 
its transient response to a step, or an impulse or by using 
the recent techniques of small noise-like signals, such as 
pseudo-random binary sequences (PRBS).
From these methods, the first and third were chosen to determine the 
dynamics of the outlet-reformer temperature with changes in fuel and through­
put, respectively, the intention being to compare the results of the 
simplified model (1st method) with the transient response to a step input.
Since the initial effort was to be concentrated in the fuel-temperature 
loop, identification experiments took place for this loop and it was found 
that it can be adequately represented by a dead time plus a first order lag.
The transfer function is therefore:
= r V f ; s  ■ < » )
1 ^  V| s
where (from the experiments): ^
.4 < G- < 06 [ °C/ gal/hr j
1 < < 5 I Mini
6 < x < 1 2 j Mini
The reason for these variations is not clear, since it would be expected
to have changes over the whole range of throughputs, but not when the plant
is operating at the same conditions.
It was decided to implement feedback control and two algorithms were 
suggested, the purpose of the simulation being to choose the best one and 
its parameters.
Figure (3a) shows the block diagram of the loop described.
2*2*2 The simulation
In order to have equations in a form suitable for FIFI, the transfer
function (13) must be separated thus:
(14)
where
And
*1 = _ _ ! i _  
•u - ? + Tls
2 2S 
r = 6
(15)
(1 6)
This is shown in figure (3b)
The last two equations can be written:
1 &1 X. = - —  X. + —  u
1 T1 1 T1
(17)
And
x2 = x ^ t  - t 2) (13)
which codified for FIFI, become
DX(1) = -1 ./TAU(1)*X(1) + G(1)/TAU(1)*U (19)
And
X(2) = TB(1,TAU(2)) (20)
The two controllers suggested by Elliotts, can be written, using the 
Z transform notation, as:
1 ) 9  2 - T
i (') = e2 r : T  (21)
which is a conventional proportional + integral (P + I) controller.
which is a P + I phase advance controller, where y = 0.6 and n = 0.2.
The controller is followed by a Zero Order Hold, which is a particularly
simple filter for smoothing off the sampled data and which will keep the
control signal (©) constant between sampling intervals.
Equations (21) and (22) have to be written in their Lagrangian form to
be implemented, both in practice and in the simulation:
9 = e . + G-0 (E - t © ) (23)
n. n-1 2 v n 3 n-1' v '
And
®n = -80„-1 + '29„-2 * S2 <En " °-6 En-1 > (24>
Which codified for EIEI becomes:
U = THETA(2) = THETA(i) + &(2)*(e (2) - TAU(3)*E(1)) (25)
And
U = THETA(3) = THETA(2)*.8 + THETA(1)*.2 + G(2)*(E(2) - .6*E(l))
(26)
Equations (19) and (20) are directly programmed in subroutine SPEC,
while equations (25) and (26) are in subroutine STEP, together with the
"logic” statements used to simulate the sampler and zero order hold, or in
other words, to synchronise the introduction of the control signal with the
rest of the computation (see figure 3c).
This is achieved by interrupting the integration at sampling instants,
calculating the new control signal and restarting the integration. Use is
made here of the new facilities programmed for EIEI and described in
Appendix 1 (i.e. subroutine PRBS and additions to CALC). Eigure (4)
shows the sequencing of operations and the routines from which these are
carried out, in a simplified flow chart.
The sampling time is taken in account by the expression:
: ' a. n ^ t, . ^ • .l sampling time
Maximum ste length = Print interval =  pfPPI----- (27)
where NPPI is the number of £rint joints per interval, that is, the 
time response of the system is effectively obtained NPPI times between
■ SUBROUTINE SEQU 
1 0 0  2 ' J = 3 , 9 
X < J > = 0 •
2 CONTI NUE
c a l l  D a " A  
N P P I = C ( 1 ) + 0 . 1 
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RETURN 
' : END
_____  SUBROUTINE STEP.
■ERR = TSP~X.<2) -
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A >' I? = T H E T A ( 2 ) : 
IF (THETA(2)-THE TA( 1 ) ) 6 / 7 / 6
5 THETA(2)=THETA(3)
THCTA(33 = c S*THETA(2) + *2*THETA< p. + G ( 2 ) * ( E ( 2 ) - . 
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RETURN
6 I S I G ( 1 ) = I S I G ( 2 ) + 1
r e t u r n
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T I T L E
REFORMER T E M P / F U E L  LOOP/  P + T  AND P+T ’+PHASE - ADVANCE
1 D I F F E R E N T I A L  EQUATI ON
I NTEGRATE TO 105 MI N
CASE NUMBER 34
SCALE FACTOR 0 . 0 0 0 1
L I S T  X ( I )  TO X( 9. )
MAXIMUM STEP LENGTH ( 1 ) 1 0 5  
T I ME DELAY X ( l )  BY AT MOST 1 MI N
READ C ( l )  TO C ( 3 )  / NPPI  3 /  TSP 5 /  CONTROLLER 2 . - 
READ G A I N S /  PROCESS 0 . 5 /  CONTROLLER 1 . 5  
READ T I ME  CONSTANT 6 /  DEAD TTME.  1 
END
1(
* E ( 1 ) ) / 6  0 .
CONTROLLERS
2.2.3 Summary of runs. Conclusions
The values of the parameters used in the different runs are shown in
Tables 1 and 2. These values were based on the results of a stability
analysis performed by Elliotts when the two algorithms were proposed.
Figures 5, 6 and 7 give the responses produced by the simulation
for three different combinations of time constant and.dead time 
(cases 34 to 39 in Table 2) using what seemed to be the best controller; 
figure 8 gives the equivalent response of the plant, which is in close 
agreement with the simulated response (figure 7 )•
The results confirmed that adequate control could be effected using 
the feed-back algorithm suggested by Elliotts. It was also concluded 
that;
(a) A sampling time of 3 minutes gave better control than that 
using 6 minutes, as can be seen by comparison of the solid
and dotted lines in figures 5 to 7 •
(b) A highly tuned algorithm is of no use because of the 
variation of dead time and time constant.
(c) Open-loop preliminary tests to try to establish the 
reason for the changes of dynamics are necessary.
PART 3
THE DISTILLATION COLUMN PROJECT
LIST OF SYMBOLS FOR PART 3
F
FORTRAN
name
RF Feed rate [moles/min]
Hi HOP(I) Hold-up of liquid [moles]
i I Subscript for the plate number
k VK Fraction of vapour effectively recondensing at
L.
1
RL(I)
each plate 
Liquid flow rates [moles/min ]
a Q r Fraction of feed joining vapour stream
R R Reflux ratio
V.i V(I)
Vapour flow rates [moles/min]
X.
i
X(I) Liquid compositions [mole fraction of ethanol]
•X.1 DX(l) Derivative of x.i
Y(I) Vapour compositions [mole fraction of ethanol]
z Z Feed composition [mole fraction of ethanol]
ai ALF )
) Constants in the linearised equilibrium relationship
Pi BET )
fiL.1 DELTRL
Change in liquid flow rate due to a step
T.
3. TAU(l)
Delay time per plate [min]
3.1 DESCRIPTION 
3.1*1 Distillation
Distillation is a physico-chemical process in which rising vapour and 
descending liquid are brought into intimate contact, and mass and heat 
transfer take place from one phase to the other because of the fundamental 
tendency to approach equilibrium conditions. The composition of material 
that evaporates from a boiling liquid mixture can be assumed to be a non­
linear function of the liquid composition only, unless the temperatures 
and pressures involved vary over wide ranges, or unusual chemical mixtures 
are used.
A continuous distillation unit consists primarily of a still or 
reboiler in which vapour is generated; a rectifying or fractionating 
column, usually consisting of several stages, through which this vapour 
rises counter to a descending stream of liquid; and a condenser, which 
condenses all the vapour leaving the top of the column, sending part of 
this condensate (the reflux) back to the column to descend counter to the 
rising vapours, and delivering the rest of the condensed liquid as product.
Because of the counter-current flows mentioned above and the nonlinear 
equilibrium relationship between liquid and vapour, a complicated interaction 
between stages takes place, whose main consequence is to make the gain of 
each stage different.
(15)In addition each of the stages has four capacities which give
rise to four associated lags or effective time constants. These lags, in 
order of importance are:
(a) The concentration lags due to the liquid hold-up on the plates,
0 0  The lags in liquid flow rate, (see section 3.1.4-)
(c) The lags in vapour flow rate,
(d) The concentration lags associated with the vapour hold-up 
between plates.
The analysis of the dynanic behaviour of a distillation column is 
therefore of considerable complexity, and a number of simplifying 
assumptions are usually made; so that rigorous energy - and material -
balance equations for each stage are avoided'1' a n d  they are written instead 
in terms of physical quantities which can be measured with reasonable ease 
and accuracy, still giving a satisfactory model.
The complexity of distillation dynamics makes the design of controllers 
to give products of constant composition, one of the more difficult problems 
in process control engineering,
3.1.2 The Distillation Column at the National Physical Laboratory
A pilot-scale distillation column has been set up at the Autonomies 
(17)Division of the N.P.L. J which separates a binary mixture of ethanol 
and water. It is of glass construction with six bubble cap plates; the 
column has a diameter of 6 in. and is some 12 ft. high.
The reboiler is of 3 It. capacity and is surrounded by an electrical 
heating mantle dissipating 6 kW maximum. The heater is supplied from a 
transducer which in turn is controlled by a magnetic amplifier. The level 
of the liquid mixture in the reboiler is held constant by a photoelectric 
level detector ?/hich controls the opening of a bottoms valve.
Feed is supplied to the column at the third plate, from three tanks 
containing liquids of specified compositions Vapour from the sixth plate 
rises into a total condenser. The condensate runs back into a pivoted 
glass funnel which has two positions, in one position the condensate is 
returned to the sixth plate as reflux; in the other it runs out of the 
column as top product, which is passed through a continuous composition 
meter.
The column is open to atmospheric pressure.
3.1.3 The Mathematical Model
The assumptions and model adopted in this work are as described in 
reference (18), It was convenient to modify the notation slightly to 
simplify the manipulations involved when using FORTRAN (e.g. this 
language does not allow for non-positive indices); and to avoid 
confusion, the equations are presented here.
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The figure represents a perfectly 
efficient, perfectly mixed, zero- 
entrainment* plate.
The composition variation in the 
liquid on the plate is given by:
H*, = V0(1 - k)yQ - Ta(l - kty + la*2 - - k^x, (28)
where
and
V e = V 1 ' k>
V, = V„(1 - k)a ’o
If we define:
h  = La + kva 
equation (28) becomes:
H*, = Vdy 0 “ V i  + La*2 " V i  (29)
The column can now be represented as in figure (9a), and a single 
plate i, as in figure (9b)»
A general expression for a plate i is therefore similar to equation
(29):
^iXi ^d/i-1 ~ ^i+l^i + ^i+1Xi+1 ^iXi
(30)
If the feed plate is considered now, application of equation (30) 
produces:
H5*5 = V 4  " V6y5 + L6X6 " L5X5 + qFyz - (31)
where W i l l i a m s ^ ' cancels the last term on the assumption that q and 
y2 are always very small compared with F.
* Entrainment means that the rising vapour carries liquid droplets.
And
- x
JcV
kV
H4*4 = V4y3 " V5y4 + L5*5 “ W  + F<1 - q)z (32)
where
I5 = Lg + k(V5 + F q) (33)
= Lj + kV^ + P(1 - q) (34)
Vg = (V5 4 q?) (1 - k) (35)
A set of equations can now be written for the complete column as 
follows:
HA  = V w  + Li+ix±+i ' vi+iyi ‘ Lixi + Fizi(1 - q) (3S)
for i = 1, 2....7
where F^ and only have values for i = feed plate (i.e. i = 4 ) and are
otherwise zero. Also y = 0
•'o
The flows are given by:
= 1.48 x heat (3 7)*
Vi = V l_i(1 - k )  (38)
for all i from 2 to 8, except i = 6* which is calculated from 
equation (3 5 ).
L(4" (39)
* reference (17 ) shows how the constant 1.48 was obtained.
L8 + L9 = V8 (40)
L. = L. , + kV. (41)
1 i+1 i v J
for all i from 2 to 7 > except i = 4  and 5> which are calculated from 
equations (3 3) and (3 4 ).
L1 = *  -  L9 or L1 = L 2 -  v 2
It becomes necessary to calculate k, the fraction of vapour effectively 
recondensing at each plate, from experimental data, as follows: G-iven
Lg? Xg, R and heat, from equations (39) and (40):
v8 = L9(R + 1) (4 2 )
From equation (38) it can be seen that
v8 = v1d - k ) 7 (43)
Hence, from (37)5 (42) and (43)t
7 f ~ h
k = 1 - J  ~  (44)
V V1
The composition of the liquid at the top of the Column must be identical 
with that of the vapour from plate 6, since no separation occurs in the 
condenser (i.e. one of the assumptions^^ is that it is a ’’total” condenser). 
Therefore:
Xg = y? (45)
Equation (3 6) is the non-linear version of the model, since
yi =
is the vapour-liquid equilibrium curve shown in figure(10). The linearised
version is obtained from equation (22) in reference (18) by changing the
indices as explained above, and by assuming a linear relationship for small
perturbations,
y. = a.x. + 0.
1 1  *1
Equation (3 6 ) becomes:
h a  = V i - i V i + W 1 - v  - vi - Li+i - V 1 -
+ + V i -1 - V A + V i (1 - W
For the top product ;
*8 = a7*7 (48)
The importance of hydraulics in distillation columns has been emphasised
(1 5 19 20)
by some authors' 9 9 ', however not enough data for a complete prediction
of the behaviour of liquid flow rates has been published and values for the
effective time delays ranging from 2 sec. to 1 min. per plate have been
(15) 
reported' '.
There have also been reports that the hydrodynamics are not a basic 
(21)
issue in distillation' 1 except when extreme conditions are reached* like 
flooding, loss of feed or zero reflux.
The most used approach to the hydraulic lag, in the cases where it is 
considered, has been to treat it as a liquid-level problem due to changes
in the hold-up with flow rate and assuming that the plates form a series of
non-interacting first order lags.
(15)The time constant (Tt ) is usually predicted in either of two ways'
L
1) As the area of the plate times the rate of change of the average
.depth (h^) of liquid in the plate, that is:
dh
T
TL = A “dL
or T _ aii
L ~ dL
2) Making use of the Francis Weir formula:
E = Kh3/2
and „
T = - T 
L 3 H
where T„ is the hold up time.
In the present work, the hydrodynamic delays were treated as:
(a) A pure time delay in the liquid flow rate, that is:
A Li(t)= AL. + i ( t _ T) ^
(b) By assuming that a delay in liquid flow rate will effectively delay
the composition of the plate concerned, equation (36) can be written:
V i  = V i - i + Li+ixi+i(t -p) - V i yi - V i  + V i (1 - ^
(49)
Section 3.2,1 shows how these were implemented.
J > . £  Tfliii 0  ±  1V1U j j A T  X  U i N
3*2*1 The Programme
The calculation procedure used to solve this problem can be divided in
two:
(a) Finding the steady state for a given set of operating conditions.
This is done by integrating the set of equations over a long period of
time and allowing the step to be considerably increased by specifying a 
large print interval. Note that the initial conditions are irrelevant.
Although there are more efficient methods (e.g. Newton-Raphson) to 
calculate a steady state, the size of the present model allowed this technique 
to be used, since it did not take more than 3 minutes. Obviously for a 
larger model this technique would be prohibitively slow.
(b) Calculating the transient due to a change in operating conditions 
(e.gi a step in heat).
This is done by using the compositions obtained for each plate from
the steady state run as initial conditions and integrating the equations 
using the new vapour and liquid flows which result from the application of 
the step.
The purpose of the different subroutines which form the program, 
including the compulsory ones (i.e. SEQU and SPEC) required by FIFI, is 
as follows:
1. SEQU. Starts up the computer by setting working arrays to zero, 
setting the values of some variables used as "switches", reading the 
parameters required by FIFI (i.e. by calling DATA), calling additional 
routines and initiating the simulation (i.e. by calling CALC). -
2. ; REA3M Reads control cards, which specify whether the run is going
to be (a) for calculating a steady state, given a set of parameters, or
(b) for calculating a transient, where two sets of parameters are 
needed. In this case a further control card is required, which sets 
the "switches" depending on whether the delays are going to be included.
The parameters required by the model are: heat, reflux ratio, 
feed flow and composition, top product flow and composition, and are
usually supplied, from direct measurements performed on tne experiment.
A print-out of the cards described is given in Appendix 3.
3. CCMOLE. Changes from volumetric to molal units.
4. PLOWS. Calculates the vapour and liquid flows as described in 
section 3.1.3.
5* TABLE. Prints a table of the given parameters, with the
corresponding flows and molar hold-ups for each plate.
6. STEP. Introduces the delays as described in section 3.1.4(a), that is:
&L.(t) = A L -+1(t - t )
To achieve this, the integration is performed by using the compositions 
obtained from the steady state run as initial conditions, as explained 
in paragraph (b) above; the difference being that now the computation 
is started by using the liquid flows which were in existence before the 
step was applied. They are changed one by one (for each plate) after 
certain delay ( t) to the new values resulting from the application of 
the step.
7. SPEC. Contains the actual equations of the plant and there are three
versions of it:
i-. • >
(i) The non-linear version, as in equation (3&)
(ii) The linear version, as in equations (47) and (48)
(dii) The non-linear version with delays in the compositions rather 
than in the liquid flows, as described in section 3.1.4(b)
When this version is used, the execution of STEP is inhibited and so 
are the other new facilities described in Appendix 1, since the delays are 
being simulated by using the standard version of EIEI.
A copy of these routines is given in Appendix 3.
3.2.2 The non-linear model. Summary of runs. Conclusions
(22)
The experimental responses used here were obtained by Weeks' 7 and 
Williams^^ and before plotting them, a correction had to be applied, 
since a consistent error occurred due to misbehaviour of the composition 
meter (see Appendix 2).
Unless otherwise stated, the volumetric hold up was kept, constant at 
5680 cc in the still and 88 cc in each plate. Also, the molar hold-up was 
recalculated at every step as a function of the composition.
Numerous runs were made, hut only 8 of them have been chosen as 
representative. Table 3 shows the values of the different parameters. 
Figure 11, Run 1
Two responses were-computed (a) keeping the molar hold-up constant 
(t) calculating it at every step of the integration (----~ .
Both responses show a very close agreement with the experiment (- - - * 
since they do not differ by more than 0 ,6$ in (b) or 1 ,5% in (a).
Note that since the time to go from 0 to 50$ of the response is 
the same as the time to go from 50 to 75$* and from 0 to 90$ is the san
as from 90 to 99$* the responses approximate to those of a first order
linear system^ ^ 5  the time constant 15 sampling intervals (i.e. 24 min)»
Figure 12« Run 2
Although the computed response is faster, they agree reasonably well. 
The model attains a steady state within .5$ of the plant value.
The model has a slower response and predicts the plant behaviour to 
within 1 „5$* however, the correction was not applied in this case.
Figure 14» Run 4
The model is slower. Note that it had not reached the steady state 
after 240 min*
Figure 15* Run 1
One of the problems found when attempting to model a process, is the 
estimation of precise values for some .of the parameters. In the case of
distillation columns, the volumetric hold-up is one of these, where the
range is known but not the actual value.
This figure shows how little difference it makes to assume two
different values.
Jigures 1b and 17. Run 5
Several responses were computed in this run, and it can be seen that:
(1) The ’’undelayed" response -----) shows a good agreement with the
experiment (within 1 fo) even though it does not exhibit the
■ non-minimum-phase effect shown by the plant.
(2) Delays on the liquid flow rate, of 6, 12 and 72 sec per plate, 
were introduced to the model as described in 3.1.4- (&)• The 
main effect being an initial response in the opposite direction, 
following afterwards exactly the same response as in (l). This 
behaviour is perfectly logical from the point of view of the 
method used to introduce the delays, since after 8*4 min
( = 7 2  sec, x 7) the most, the flows are the same as for the 
run without delays.
(3) The same delays were now introduced on the compositions as 
described in 3*1i4(b) and figure (17) shows the different transients 
obtained. As the delay increases, the composition is less at any 
given time, after the application of the step, and there is an 
optimum delay time for which the model most closely predicts the 
behaviour of the plant (----- ).
Figure 18* Run 6
The model did not exactly attain the initial steady state, although it 
is still within 1,5$ of the plant. The transient is acceptable and the final 
steady state is almost the same as the experimental one.
Figure 19» Run 7
This shows a very good agreement.
This shows again that by adjusting the value for the delay, a closer 
prediction of the plant’s response is achieved.
The study showed that the model is extremely sensitive to the values of
the constants a^, (3^  in equation (2f7) and that a great deal of care must
he exercised to calculate them.
The.vapour-liquid equilibrium curve (figure 10) is usually given as a 
(23)
tablev ', where the liquid composition x is tabulated at equal intervals
(a).
To calculate cu, (3^  given the initial steady state composition (x^) 
for plate i, the following procedure is followed:
i
(a) The nearest tabulated compositions (x& and x^) are determined, 
that is:
X < X. X X,a v 1 x 7)
(b) The corresponding vapour compositions (y and y, ) are obtained from
a d
the table, thus defining the points A(xa, ya) ^x^, ^b^*
(c) The slope and intercept of the line AB is calculated-:
S l
Pi = ya -
ax.
a
The values of the parameters a^ and are obviously dependent on
the shape of the equilibrium curve, and for those compositions which lie in 
a strongly non-linear region, the linear approximation fails during the 
transient; on the other hand if all x:^(t) remain in their respective £  
as time increases, the linear and non-linear models are identical,
The table on the next page shows the different runs:
For all cases: Heat = 1,37 kW
k = 0.038891
R = 2,2
F = 2.0847 moles/min
= 0.105
Hy = 5680 cc for the still and 88 cc for all plates.
Linear
212 
214 
216 
. 5
Non-Linear
312 
314 
316 
30 5
301 
* 303
from 1.37 to
1.5
1.7
1.9
3
Steps in reflux 
from 2,2 to
3
5
Figure
21 
22 
23 
26
24
23
The results of these runs can be summarised as follows:
Figures 21 to 23
These show the same tendency, namely the response in the linear case is 
slower than in the non-linear. They agree well in the steady state. The 
disagrement during the transient in the first two is within tolerance 
(<1»5%)f whereas that in figure 23 is inadmissible*
This seems to indicate that the linear model can be used for steps in 
heat up to 0;3 kW,
Figures 24 and 23
These show how the transient is affected by using a^, (3^  that have been 
evaluated graphically (and thus with less accuracy). The linear model is 
faster and the transients are not acceptable.
Figure 26
Shows how a large perturbation in heat affects the linear model. The 
top product composition is unacceptable, since it differs from the non­
linear by as much as 8$; the compositions at plates 5 and 6 became negative, 
a physical impossibility.
CONCLUSIONS. FURTHER WORK
More general conclusions than the ones already drawn at the end of each 
section are given here, together with some suggestions for future work.
1 . It has "been shown that digital simulators can he profitably used for 
certain types of problems, where the use of an analogue computer would have 
proved troublesome.
For the first of the problems described in this work, the following 
difficulties would have been found if the analogue machine had been used:
(a) The need for hybrid facilities to simulate the DDC algorithm.
(b) The use of a delay unit or alternatively the use of a Pade approximation. 
For the distillation column model, six function generators would have
been required, with the time-consuming procedure to set them with reasonable 
accuracy and if compared with the digital approach, the equilibrium curve 
would have been approximated by 10 points instead of 47 •
It has been proved also, that the repeatability of a digital method is 
indeed one of its main advantages. It was possible in this work to store 
both models in the disc after they were fully ’’debugged", thus by feeding 
a few control cards together with the new parameters, a run was made 
whenever it was needed. Obviously this could not have been done in an analogue 
machine, because of its "closed shop" running system, which involves the 
operations of patching and debugging (unless the "board" can be stored) and 
setting potentiometers and function generators every time.
2. It was concluded from the comparison between the two simulators described, 
that if a problem is already stated in block diagram form or as an analogue 
patching diagram, then DSL/90 is the better method. On the other hand if 
the problem is stated as a set of differential equations, especially if they 
can be written as a single iterative formula, then FIFI is better, the 
exception being when the non-linearities sometimes found in control systems 
cannot be conveniently expressed in equation form, N
It was found that although both languages are written to be used by 
someone with only a limited knowledge of digital computers and programming
an integration method and its step length, when a completely successful 
choice requires considerable knowledge of numerical techniques,. FIFI, in 
turn, has become very complicated with the introduction of the new facilities, 
but additional work is being done at NPL to provide an easier method for 
using them. However, FIFI is preferred because it proved to be very flexible 
when the modifications 7/ere written.
3. The results obtained for the distillation column showed reasonable
agreement with the experiments, considering that the model did not include 
(16^equations f or'1 ':
(a) enthalpy balances
(b) plate efficiencies
(c) enthalpy concentrations
(d) subcooling
However, more information is desirable in the region 0 < x < 0 . 2  of 
the equilibrium curve, where the degree of non-linearity is more acute, This 
might improve the responses of the lower plates and bring a corresponding 
improvement in the upper and top product compositions.
The results obtained from introducing the hydrodynamic delays using 
the first method (3.1.4(a)) suggest that equations for the rate of change 
of the liquid flow rates are necessary if this method is to be of some value.
On the other hand, the results from the second method (3.1.4(b)) are 
encouraging, since the model predicted more closely the behaviour of the 
plant. So far, it is thought that the delays are of the order of 10 to 
20 sec. per plate.
Additional work is suggested for this model by:
(a) Obtaining the frequency response of both the model and the plant, 
directly from the transient response, to overcome the disadvantages of 
drawing comparisons between step responses only.
This might be done by using G-uillemin*s impulse method of 
approximation^^, which consists of approximating the transient by a sequence 
of straight lines or curves of higher powers of t, differentiating enough
ximes xo ooxam a sequence of impulses, and finally by using the courier 
transform, the frequency response function is written as a sum of as many 
terms as there are impulses in the sequence.
(b) Studying the effect of the variable mark space reflux ratio mechanism.
(c) Including PRBS perturbations and comparing the results with those of 
the plant.
(d) Incorporating control equations.
The times taken per case (on average) for the different runs, were as 
follows:
(a) Simulation of the transient response (60 min. real time) of the gas
reformer DDC loop, using FIFI : 36 sec.
(b) Simulation of transients for the distillation column (2:48 hrs. real
time):
Using FIFI : 69 sec
Using DSL/90 : 80 sec
(c) Simulation of steady states for the distillation column (equivalent to 
20 hrs real time), using FIFI I 3.min;
It canbe seen that these times are not excessive and that if an economic
study was made, similar to the one described in 1*2.4> the analogue would 
again turn out to be the most expensive, considering that the runs would have 
to be made on different occasions spread over a long interval of time.
Modifications to FIFI
The original version of F I F I ^ ,  as explained before, did not allow for 
discontinuities in the input and since a sampled data control signal is 
usually a staircase function it was necessary to program the means to 
restart the integration whenever such a discontinuity was detected.
i By doing this, the means to specify a PRBS signal as input were also 
provided.
Subroutine CALC was modified in such a way that if the variable NPRBS 
is greater than 0, FIFI expects a discontinuity and proceeds to test for 
this, at regular specified intervals. If the discontinuity is found, 
subroutine PRBS is called, restarting the integration by using the fourth 
order Runge-Kutta routine. After this the predictor-corrector continues 
with the integration in the usual way.
Some compulsory variable naming now becomes necessary:
(a) In subroutine SPEC, u must be used as the input signal, as in the 
following example:
- ax^  + u or DX(1) = -A*X(1) + U
(b) For a PRBS input the sequence of values taken by u is calculated by:
U = AMP*ISIG-( IPRBS) 
where ISIG- is an integer array (of size 100 at present) for storing 
a PRBS consisting of ±1 with amplitude AMP and the user must supply 
suitable statements in SEQU to read in this array and amplitude.
In addition the statements:
IPPI = 1  
IPRBS = 1 
NPRBS = 1  
must also be supplied.
Finally the length (in time) of the signal is determined by: 
bit length = print interval x NPPI 
and therefore NPPI must be read in from SEQU,
For a sampled data control system, the values of u are generated by 
the control algorithm, which is programmed in subroutine STEP where 
the user must also provide statements for comparing the new control 
signal with the previous one; if they are equal, the statement: 
ISIG(1) = ISIG(2) 
must be written and if different:
ISIG(l) = ISI&(2) + 1 
In addition the control signal must be "transmitted” to CALC by the 
statement:
AMP = new control signal.
The statements:
IPPI = 1
IPRBS = 1  
NPRBS = 1  
ISIG(2) = 1
U = 0.
must be supplied in subroutine SEQU
Figure (27) is a flow chart showing the statements added to 
subroutine CALC,
The following is a list of the variables added to the COMMON:
AMP The amplitude of the signal in the case of a
PRBS input or the new control signal, in the 
case of a DDC system,
IPPI Counter of print intervalsc When IPPI = NPPI, 
the value of U is calculatedo
IPRBS Index for the array ISIG
ISIG Array to store a- PRBS
NPRBS If greater than 0, discontinuities are expected 
NPPI Number of print points per interval
U The input signal required for SPEC
The correction the Composition-Meter
Let a step (in any of the parameters) be applied at t » 0 and a final
steady state attained at t = T.
Also let:
a = composition at t = 0 
b as composition at t = T, 
as measured by a density bottle.
The composition-meter, on the other hand, will produce measurements 
which are proportional to the actual composition at sampling instants in 
the region 0 ^  t £ T and a calibration is required*
c = composition at t = 0
and d = composition at t = T,
as given by the composition meter, a curve can be drawn starting at c,
through all the values given to d.
If
| composition
Due to inaccuracies in the calibration of the instrument, it was 
found, that c /=■ a,,' d / b and (a - c) / (b - d),
The correction applied at every sampling instant consists of:
(a) Adding (a - c) to the curve cd to produce curve ap.
£
(b) Adding ^ (b - p) to curve ap to give the final curve ab
Curve ab now closely approximates the actual composition during the 
transient.
Lii pa,rt; the distillation column programme
su b r o u t i n e sequ
DO 1 I=1,KY
1 Y ( I ) = 0 « 0
X X X ( 4 7 ) “ i ® 0
2 PRINT 200 
200 FORMAT ( 1 HI ).
C ALL D A T A 
M ( 2 ) = 0 
CALL R t A D I N 
L P = 7
ISIG( 1 )~Z 
I $ I G ( 2 ) = 1 
IFF 1 = 1
I r ( M ( 4 ) -,1 ) 3 , 3 f 4
3 N P R B S = 0 
GO TO 5
4 NPR8S=2
5 CALL CALC 
GO TO d
END
SUBROUTINE FLOWS
V (8 ) =RL(9 ) # C R+ 1 « )
V ( 1) = 1 * 4 o * H E A T
V K K = ( V ( 0 ) / V ( 1 ) ) * * 0 • 1 4 2 8 6 
VK= 1 .-VKK
E L ( 1 ) - ?r (4 ) -R L (Q ) 
RL(6)=R*RL(9j 
DO 1 1=2,7
V < I) = V ( I- 1 ) *VKK
1 C 0 i\i T I M U1 ; ■
D 0 3 I = 1 , o
. RL(8-I) = RL(9-I )+VK*V(8-I ) 
I F ( I-4)0,2,3 .
2 RL(4)=RL(4)+RF(4) ..
3 COLT I NUT ■
RETURN
■ END
SUBROUTINS STEP
I F ( N P R B S ) 1 , 1 , 2
1 RETURN .
2 IF( IDIV+1-NDIV)1,3,3.
3 IF(LP)8/3i 4 .
4 N P P I = T A U < 9 -  L P ) /  H M A X ( J R ) + 0 « 1 
I F ( I P P I -  N P P I ). 1 ,  5 ,  5
5 I P R & S = 1
RL < LP ) =nL (LP ) +DELTRL(L P )
■ I F ( L P - 3 ) 7 » 7 » 6
6 • RL(LP-3 ) = RL (LP~3 ) + D E L T R F 
■ 7 LP=LP-1
GO TO 1 
8 f-?PRBS = 0 
RETURN 
END
:NON-LIMEAR VERSION
 DC 3 1 = 1/7.         :... ..
IF<X(I))!/2/2 
! PRINT 2 n 0 / T > H / I , (X(J)/J=l/7)
200 FORMAT ( 7 E 1 2 » 4 / I6/7E12®4 ) 
x ( i ) = i . o r-20
2 Y ( I )= F (1/x ( I ))
3 CONTINOT.
X(6 )=Y(7 )
DO 5 1 = 1,7
HUP ( I ) =CCMOLE ( HCC ( I ) , X ( I ) )
5 C 0 i, T I N U E
D X ( 1 )=(RL(2)*X(2)-RL( 1 )* X ( 1 ) - V ( 2 ) * Y ( 1 5 ) /H U P <I )
DO 4 1=2,7
4 D X ( I ) = ( D K  1 + 1 )* X ( I + 1 )-R L ( I ) * X ( I ) + V ( I ) * Y ( 1-1 )-V < 1 + 1 )* Y < I ) + R F ( I ) * Z ( I
1))/HUP(I)
RETURN - 7,
END A
LINEAR VERSION
D X ( 1 ) = ( ( V ( 1 ) * ( 1* ~ALF(1 ) ) -RL(2 ) ) *X( 1 ) +RL(2 ) *X <2)-V ( ] )*BET < I ) )/HUP( 1 
1 )
DO 1 1=2/7
I D X ( I ) = ( V (, I - I ) * A L F ( I -1 ) * X ( 1-1 ) + ( V ( I ) * ( I e - A L F ( I ) ) - V < I - I ) - R L ( I + I ) - R F (
1 I )*( 1 * -Q ) )* X ( I )+ R L ( 1 + 1 ) * X ( I + 1 ) + V ( I - 1 ) * B E T ( I - 1 ) - V ( I ) * 8 E T ( I )+ Z ( I ) * R F
2 ( I ) * ( 1 a - Q ) ) / H U P ( I )
DX (8)= ALF <7)*DX(7 )
RETURN
END . .
WITH DELAYS .
C* ** ** D E F I N E S D I F FE R E N TI AL " E GU A T I 0 N S ~ F 0 R T H E C 0 LU M N * V* * * -..
DO 3 1=1/7
C **TEST SIGN OF COMPOSITION, IF NEGATIVE SET IT TO ZERO**
IF(X( I ) ) J ,2,2 /
1 PRINT 2 0 0,T,H,I,(X(J),J=l,7) : • ‘
200 FORMAT!2EI2e4, I6/7E12*4)
X ( I ) = 1 • 0 E - 2 0 
C **LOOK-UP VAPOR LIQUID EQUILIBRIUM CURVE*#
2 Y ( I ) = F ( 1 , X ( I ) )
3 CONTINUE 
X ( 6 ) = Y ( 7 )
C **CALCULATE ■MOLAR HOLD-UPS**
DO 5 1=1,7
HUP( I )=CCMOLE(HCC( I )/X( I) )
5 CONTINUE 
DO 6 1:2,5
' X ( I + I 0 5 = T D < I / T A U ( I - ! ) )
6 CONTINUE
C *SET THE DIFFERENTIAL EQUATIONS**
DX(1 ) = (R L <2)*X ( I 2)-RL( 1)*X( 1)-V (2)*Y( 1) )/HUP( 1 )
DO 4 1=2/7
4 D X ( I ) = ( RL C I + 1 ) *X C I + 1 1 ) - R L'( I ) *X ( I ) + V ( I ) * Y ( I - 1 ) - V ( I + 1 ) * Y ( I ) + RF ( 1 ) *Z (
II))/H UP ( I )
. RETURN 
END
TITLE
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,0000 ,17 0 0 *2870 o 3 5 6 0 © 4 0 o 5 ©4410 © 4 6 6 5 *'4 8 7 5 © 5 0 4 0 ©51 75 © 5 2 8 5 © 5 3 9 0 £
*5485 * 5 5 7 0 ©5650 ©5725 ©5805 © 5885 *5965 ©6045 ©6 125 © 6 200 © 6 2 8 0 @ 6 3 6 5 £
,6440 * 6 5 2 0 ©6600 * 6 6 9 0 ©6775 © 6 8 7 0 ©6965 *7065 *7 1 7 5 *7290 -.7410 © 7 5 2 5 £
,7650 *7775 ©7905 *8040 *8175 ©8320 * 8 4 3 0 ©8640 • 8 8 2 0 *8993' 1 * 0
FUNCTION 2
21 ENTRIES AT EQUAL INTERVALS OF 0*05 STARTING AT 0*0
,99823 ,98938- *98'187 -*975 1 4 ©96864 ©96 1 68 ©95382 *94494 ,935 1 8£
,9 2472 *91384 ©90255 *89 113*87948 ©86766’ ©85564 ©84344 *83095£ 
,81797 ,60424 ©78934
READ GA, VOLUMETRIC HOLDUPS 56 80«0 8 5©0 88*0. 88*0 88*0.88*0 88*0 
MAXIMUM STEP LENGTH (0*2)6*0<0*4) 12*8(1 *6)144*0(3*2)204*8 
INTEGRATE. TO 1 65
INITIAL VALUES 0,00010166 0*0005109 0*0023325-0.010266 0*020633 £ 
0,11497 0s43738 0*62695
END , • '
2 TRANSIENT RUN* FROM 1*65 7*0 0*0 45®5 0*0632 0*226 0*0.0.612 £
TO 1*655 7*0 0*0 39*0 0*0632 0*221 0*0.0*553 £ 
STEP IN FEED FLOW (3) (70)
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TABLES AND FIGURES
N.B.
When the abcissae axis is scaled in ’’sampling intervals”, 
1 sampling interval = 96 sec
When the ordinates axis is scaled in compositions the units are mole 
fractions (in liquid) of ethanol.
Controller used: ©n = 9 , + G-n(E - t,9 x )
n-1 2X n 3 n-1'
^  = 0 . 5  °C/gal/hr
TSP = 5°C
©2
Time
constant
T 1
Dead
time
T 2
t3
Sampling
interval
Run 
numb er
1.8 9 3 0.72 3 28
1.7 29
1.9 30
7.0 31
7.2 32
7.4 33
0.5 6 1 0.95 0.5 1
1,0 18
2.0 19
4.0 2
0.5 12 5 0.95 0.5 4
1.0 21
2.0 20
4.0 3
0.5
1.0
2.0
4.0
9 3 0.95 0.5 9
22
23
10
TABLE 1
Controller used: 9 = .89 + .29 0 + G-0(E„ - 0.6 E )
n n-1 n-2 2V n n-1
^  = 0.5 °C/gal/hr
TSP = 5°C
&2
Time
constant
T1
Dead
time
t2
Sampling
Interval
Run
number
1.5 6 1 6 35*
2.0 5
4.0 6
1.5 9 3 6 36*
2.0 12
4.0 11
12 5 6 39*
2.0 8
4iO 7
1.0 6 1 3 34*
1.5 24
2.0 14
3.0 25
1.0 9 3 3 37*
1.5 27
2.0 13
3.0 26
1.0 12 5 3 38*
1.5 16
2.0 15
3.0
i
17
TABLE 2
Run Figure Step in Heat R F z x8
1
11
and
13
Reflux 
from 2„2 
to 5
1.44
2.2
to
5
2.0963 0.102
0.455-
to
0.655
2 12
Reflux 
from 5 
to 3
1.4
5
to .
3
2.2194 0.072
0.595
to
0.445
3 13
Feed comp 
from 0.061 
to 0.102
1.44 7 2.0963
0.061
to
0.102
0.455
to
0.676
4 14
Heat. 
from 1*5 
to 1.2
1.5
to
1.2
7 2.2796 0.059
0.565
to
0.671
5
16
and
17
Heat
from 1.65 
to 1.45
1.65
to
1.45
7 3.06 0*056
0.685 
to , 
0.735
6 18
Feed rate 
from 2.245 
to 11925
1.65 7
2.245
to
1.925
0.063
0.612
to
0.553
7 19
Feed rate 
from'1*925 
to 2.245
1.65 7
1.925 
to 
2.245
0.063
0.553 
: to
0.618
8 20
Feed rate 
from 2.245 
to 2.566
1.65 1
2 i 245
to
2.566
0*063
'
0.618
to
0.68
I 5
TABLE 3
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