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o analy´ze impulzn´ıch odezev a rozkladu chyby prˇedpoveˇdi. Vsˇe je doplneˇno ilu-
strativn´ımi prˇ´ıklady s rea´lny´mi daty.
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Abstract: In the presented work vector autoregression (VAR) models of finite order
are examined. The main part is concerned with stationary VAR processes, whose
basic characteristics, various methods of coefficient matrices estimation including
consistency conditions are derived. We discuss the point and interval forecasts
based on VAR models as well. We also describe integrated processes, principle
of cointegration and VEC models which are appropriate modifications of VAR
models for cointegration processes. The work also pays attention to Granger’s
and multi-step causality in the context of VAR models. In the final chapter im-
pulse response analysis and forecast error variance decomposition are presented.
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Pouzˇite´ znacˇen´ı
N mnozˇina prˇirozeny´ch cˇ´ısel
N0 mnozˇina neza´porny´ch cely´ch cˇ´ısel
Z mnozˇina cely´ch cˇ´ısel
R mnozˇina rea´lny´ch cˇ´ısel
s.j.→ konvergence skoro jisteˇ
D→ konvergence v distribuci
P→ konvergence v pravdeˇpodobnosti
l.i.m−→ konvergence podle kvadraticke´ho strˇedu
IK jednotkova´ matice (K ×K)
⊗ Kronecker˚uv soucˇin
det(A) = |A| determinant matice A
vec(A) vec opera´tor; viz definice A.1
tr(A) stopa matice A
h(A) hodnost matice A
diag{a1, . . . , aK} (K ×K) diagona´ln´ı matice s prvky a1, . . . , aK
4
Kapitola 1
U´vod
S v´ıcerozmeˇrny´mi cˇasovy´mi rˇadami se setka´va´me vsˇude tam, kde existuj´ı cˇasoveˇ pravi-
delna´ pozorova´n´ı v´ıce nezˇ jedne´ velicˇiny. Naprˇ´ıklad ve zpra´va´ch o pocˇas´ı se kazˇdy´ den
mu˚zˇeme dozveˇdeˇt nejen u´daje o teploteˇ, ale i tlaku nebo oblacˇnosti. Dalˇsim prˇ´ıkladem
mohou by´t cˇtvrtletneˇ meˇrˇene´ hodnoty hrube´ho doma´c´ıho produktu, nezameˇstnanosti,
inflace a dalˇs´ıch makroekonomicky´ch velicˇin.
U´kolem v´ıcerozmeˇrne´ analy´zy cˇasovy´ch rˇad je z´ıskana´ data popsat pomoc´ı statis-
ticky´ch metod, da´le kvantifikovat, co na za´kladeˇ z´ıskany´ch pozorova´n´ı mu˚zˇeme prˇed-
pokla´dat o vazba´ch mezi promeˇnny´mi, a vytvorˇit vhodny´ model, na za´kladeˇ ktere´ho
bude mozˇne´ co nejprˇesneˇji prˇedpov´ıdat budouc´ı vy´voj. Analy´za cˇasovy´ch rˇad je dnes
velmi u´zce spjata s ekomonetri´ı. Proto model, ktery´ kvalitneˇ prˇedpov´ıda´ budouc´ı vy´-
voj, mu˚zˇe velmi prˇispeˇt k prˇijet´ı optima´ln´ıho ekonomicke´ho rozhodnut´ı.
Pro statistickou analy´zu dat pozˇadujeme, aby data byla z´ıska´na jako realizace
na´hodne´ho vy´beˇru. Prˇedpokla´da´me tedy, zˇe ma´me k dispozici v´ıce navza´jem neza´vis-
ly´ch pozorova´n´ı, ktera´ vznikla za stejny´ch podmı´nek (a maj´ı proto stejne´ rozdeˇlen´ı).
Oproti tomu v analy´ze cˇasovy´ch rˇad ma´me veˇtsˇinou k dispozici pouze jedinou realizaci
cˇasove´ rˇady a nen´ı mozˇne´ z´ıskat jinou, ktera´ by vznikla za stejny´ch podmı´nek. Tato
skutecˇnost je velmi omezuj´ıc´ı. Abychom mohli o cˇasove´ rˇadeˇ prˇesto ucˇninit neˇjake´
za´veˇry, je nutne´, aby se chova´n´ı na´hodny´ch velicˇin nemeˇnilo v cˇase (tzn. prˇedpokla´da´
se silna´ stacionarita rozdeˇlen´ı). V prakticky´ch u´loha´ch veˇtsˇinou ani sdruzˇene´ rozdeˇlen´ı
vsˇech konecˇny´ch kombinac´ı na´hodny´ch velicˇin nen´ı zna´mo, a proto nen´ı mozˇne´ silnou
stacionaritu oveˇrˇit. Cˇasto je nutne´ zmı´rnit prˇedpoklad silne´ stacionarity na prˇedpoklad
slabe´ stacionarity. Nejcˇasteˇji prˇedpokla´da´me slabou stacionaritu, proto se slovo slabeˇ
veˇtsˇinou vynecha´va´. Tyto u´vahy zu´sta´vaj´ı v platnosti i pro v´ıcerozmeˇrny´ prˇ´ıpad.
Od konce trˇica´ty´ch do konce sedmdesa´ty´ch let 20. stolet´ı se pro modelova´n´ı makro-
ekonomicky´ch velicˇin vyuzˇ´ıvaly prˇeva´zˇneˇ soustavy simulta´nn´ıch rovnic. Tyto sou-
stavy obsahovaly i tis´ıce rovnic. Prˇestozˇe tyto soustavy popisovaly velmi dobrˇe pr˚ubeˇh
dat, prˇedpoveˇdi z´ıskane´ na za´kladeˇ teˇchto model˚u nebyly prˇ´ıliˇs kvalitn´ı. Jako d˚uvod
by´va´ zminˇova´na skutecˇnost, zˇe soustavy simulta´nn´ıch rovnic byly zalozˇeny na ne-
podlozˇeny´ch teoreticky´ch za´kladech; viz naprˇ´ıklad [6]. Za zlomovy´ pro vy´voj VAR mo-
del˚u by´va´ oznacˇova´n rok 1980, kdy Christopher Sims ve sve´m cˇla´nku [17] prˇedstavil
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vektorove´ autoregresn´ı (VAR) modely jako alternativu k soustava´m simulta´nn´ıch rov-
nic. Od te´ doby se VARmodely (nebo jejich modifikace, naprˇ. struktura´ln´ı VARmodely
nebo VEC modely) staly jedn´ım z hlavn´ıch na´stroj˚u pro makroekonometricke´ mode-
lova´n´ı. VAR modely jsou K-rovnicove´ linea´rn´ı modely s K promeˇnny´mi, kde soucˇasna´
hodnota kazˇde´ z K promeˇnny´ch je vysveˇtlova´na pomoc´ı minuly´ch hodnot sebe sama
a minuly´ch hodnot vsˇech ostatn´ıch K − 1 promeˇnny´ch zahrnuty´ch v modelu.
Protozˇe se jedna´ o linea´rn´ı modely, je pra´ce s nimi relativneˇ snadna´. To se ty´ka´
odvozova´n´ı teoreticky´ch vlastnost´ı i prakticke´ho pouzˇit´ı. Jejich mensˇ´ı vy´pocˇetn´ı na´-
rocˇnost hra´la d˚ulezˇitou roli zejme´na v dobeˇ, kdy nebyly tak vy´konne´ pocˇ´ıtacˇe, jake´
ma´me k dispozici dnes. Prˇestozˇe se jedna´ o podstatneˇ jednodusˇsˇ´ı modely nezˇ sou-
stavy simulta´nn´ıch rovnic, da´vaji VAR modely velmi cˇasto kvalitneˇjˇs´ı prˇedpoveˇdi. Ta-
to skutecˇnost by´va´ oznacˇova´na za hlavn´ı prˇednost VAR model˚u, ktera´ prˇispeˇla k jejich
rozsˇ´ıˇren´ı.
Da´le je mozˇne´ vyuzˇ´ıt VAR modely k testova´n´ı kauzality mezi promeˇnny´mi. Nej-
cˇasteˇji je kauzalita cha´pa´na jako tzv. Grangerova kauzalita, prˇedstavena´ v cˇla´nku [5].
VAR modely je take´ mozˇne´ vyuzˇ´ıt k odhadova´n´ı dopad˚u ekonomicky´ch nebo poli-
ticky´ch rozhodnut´ı na makroekonomicke´ velicˇiny. T´ımto se zaby´va´ analy´za impulzn´ıch
odezev.
K pra´ci s VAR modely je veˇtsˇinou nutne´ pouzˇ´ıt vhodny´ software. V soucˇasne´ dobeˇ
jsou VAR modely implementova´ny asi ve vsˇech beˇzˇneˇ uzˇ´ıvany´ch statisticky´ch progra-
mech (po prˇ´ıpadne´m prˇida´n´ı odpov´ıdaj´ıc´ıch bal´ıcˇk˚u) jako naprˇ´ıklad EViews, JMulTi,
Matlab, R nebo TSP. Pro rˇesˇen´ı prˇ´ıklad˚u uvedeny´ch v te´to diplomove´ pra´ci jsme zvolili
program EViews 5.1. Tento program je vyvinut zejme´na pro statistickou a ekonomet-
rickou analy´zu a prˇedpov´ıda´ni. Uzˇivatelsky se jedna´ o velmi prˇ´ıveˇtivy´ software, ktery´
ma´ v sobeˇ implementova´no velke´ mnozˇstv´ı funkc´ı a procedur, jezˇ velmi usnadnˇuj´ı a
urychluj´ı pra´ci s daty, a na´sledne´ odhadova´n´ı a verifikaci model˚u. Velmi podrobneˇ je
popis vsˇech implementovany´ch funkc´ı proveden v manua´lu [15].
Diplomova´ pra´ce je cˇleneˇna do osmi kapitol vcˇetneˇ dodatk˚u. Kapitola 2 se zaby´va´
vy´hradneˇ VAR procesy konecˇne´ho rˇa´du. Jsou zde postupneˇ zadefinova´ny staciona´rn´ı
VAR(p) procesy a odvozeny jejich za´kladn´ı vlastnosti. V druhe´ cˇa´sti jsou uvedeny
r˚uzne´ zp˚usoby odhadova´n´ı matic koeficient˚u vcˇetneˇ podmı´nek, za ktery´ch jsou tyto
odhady konzistentn´ı. V za´veˇrecˇne´ cˇa´sti zkouma´me bodove´ a intervalove´ prˇedpoveˇdi.
V kapitole 3 jsou uvedeny testy splneˇn´ı prˇedpoklad˚u, kladeny´ch na model v kapitole
2 vcˇetneˇ uka´zky na rea´lne´m prˇ´ıkladu. V na´sleduj´ıc´ı kapitole je rozebra´na modifikace
VAR model˚u pro integrovane´ procesy. Je zde vysveˇtlen princip kointegrace a s n´ım
spojene´ VEC modely. Oboj´ı je demonstrova´no na prˇ´ıkladu. Kapitoly 5 a 6 neˇkdy
by´vaj´ı oznacˇova´ny jako struktura´ln´ı analy´za. Je zde vylozˇen princip kauzality v sou-
vislosti s VAR modely a da´le pak analy´za impulzn´ıch odezev vcˇetneˇ rozkladu chyby
prˇedpoveˇdi. Obeˇ dveˇ kapitoly jsou doplneˇny prˇ´ıkladem.
Kapitola 2
VAR(p) modely
2.1 VAR modely se zna´my´mi parametry
V te´to cˇa´sti se budeme zaby´vat za´kladn´ımi vlastnostmi staciona´rn´ıch vektorovy´ch au-
toregresn´ıch(VAR) model˚u konecˇne´ho rˇa´du. Nejprve budeme zkoumat specia´ln´ı prˇ´ıpad
VAR(1), ktery´ pote´ zobecn´ıme na VAR(p). Da´le se budeme zaby´vat odvozen´ım strˇedn´ı
hodnoty a r˚uzny´mi zp˚usoby odvozen´ı autokorelacˇn´ı a autokovariancˇn´ı funkce. Na za´veˇr
se zmı´n´ıme o MA reprezentaci VAR(p) procesu. V pr˚ubeˇhu cele´ te´to podkapitoly bu-
deme prˇedpokla´dat, zˇe nejen matice koeficient˚u, ale i rˇa´d modelu jsou prˇedem zna´my.
Tento prˇedpoklad nen´ı prˇ´ıliˇs rea´lny´, ale pomu˚zˇe na´m ke snadneˇjˇs´ımu popisu teore-
ticky´ch vlastnost´ı teˇchto model˚u.
2.1.1 VAR(1) modely
V tomto odstavci budeme zkoumat nejjednodusˇsˇ´ı prˇ´ıpad VAR model˚u a to VAR(1)
model. Du˚vodem je nejen snadneˇjˇs´ı znacˇen´ı, ale i skutecˇnost, zˇe kazˇdy´ VAR(p) model
lze vhodny´m prˇepsa´n´ım snadno upravit na VAR(1) model. Protozˇe v dalˇs´ım textu
budeme pouzˇ´ıvat v´ıce typ˚u b´ıly´ch sˇumu˚, uved’me zde jejich definice.
Definice 2.1. Necht’ {Ut, t ∈ Z} je K-rozmeˇrny´ na´hodny´ proces, pro ktery´ plat´ı. ∀t ∈
Z je Ut na´hodny´ vektor se spojity´m rozdeˇlen´ım a vlastnostmi E(Ut) = 0, Var(Ut) =
E(UtU
′
t ) = ΣU a E(UtU
′
s) = cov(Ut, Us) = 0 pro t 6= s. Kovariancˇn´ı matice ΣU je
regula´rn´ı. Proces {Ut, t ∈ Z} pak nazveme K-rozmeˇrny´m b´ıly´m sˇumem.
Prˇedpokla´dejme nav´ıc Ut neza´visle´ s Us pro t 6= s. Takovy´ b´ıly´ sˇum budeme oznacˇovat
neza´visly´ b´ıly´ sˇum.
B´ıly´ sˇum je centrovanou slabeˇ staciona´rn´ı posloupnost´ı nekorelovany´ch na´hodny´ch
vektor˚u. Uved’me jesˇteˇ definici norma´ln´ıho b´ıle´ho sˇumu.
Definice 2.2. Pokud {Ut, t ∈ Z} je b´ıly´ sˇum takovy´, zˇe Ut ma´ v´ıcerozmeˇrne´ norma´ln´ı
rozdeˇlen´ı pro kazˇde´ t a pro libovolne´ t 6= s jsou Ut a Us neza´visle´ na´hodne´ vektory,
pak {Ut, t ∈ Z} nazveme norma´ln´ı (Gaussovsky´) b´ıly´ sˇum.
Nyn´ı j´ızˇ mu˚zˇeme prˇistoupit k definici VAR(1) procesu
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Definice 2.3. K-rozmeˇrny´ na´hodny´ proces {Yt, t ∈ Z} se nazy´va´ K-rozmeˇrny´ vekto-
rovy´ autoregresn´ı proces rˇa´du 1, znacˇ´ıme VAR(1), jestlizˇe vyhovuje rovnici
Yt = ν + A1Yt−1 + Ut, t ∈ Z, (2.1)
kde A1 6= 0 je (K×K) matice koeficient˚u, ν je K-rozmeˇrny´ vektor konstant a {Ut, t ∈ Z}
je b´ıly´ sˇum.
Pozna´mka 2.1. O procesu {Yt, t ∈ Z} z definice 2.3 neˇkdy rˇ´ıka´me, zˇe se proces rˇ´ıd´ı
VAR(1) modelem. Pokud budeme mluvit o VAR(1) modelu, bude t´ım mysˇlen prˇ´ıslusˇny´
VAR(1) proces. Pro prˇehlednost budeme neˇkdy proces {Yt, t ∈ Z} oznacˇovat zkra´ceneˇ
proces Yt. Pro procesy vysˇsˇ´ıch rˇa´d˚u budeme postupovat obdobneˇ.
V definici 2.3 neklademe zˇa´dne´ omezuj´ıc´ı podmı´nky na matici koeficient˚u A1. Tato
matice obecneˇ mu˚zˇe by´t zcela libovolna´.
Du˚lezˇity´m na´strojem v analy´ze cˇasovy´ch rˇad je strˇedn´ı hodnota a autokovariancˇn´ı
(resp. autokorelacˇn´ı) funkce. Nezˇ prˇistoup´ıme k odvozen´ı teˇchto funkc´ı, upravme si
proces (2.1) zpeˇtnou substituc´ı do vhodneˇjˇs´ıho tvaru
Yt = ν + A1Yt−1 + Ut = ν + A1(ν + A1Yt−2 + Ut−1) + Ut = . . . =
=
n−1∑
i=0
Ai1ν + A
n
1Yt−n +
n−1∑
i=0
Ai1Ut−i. (2.2)
Limitn´ım prˇechodem pro n→∞ prˇejde rovnice (2.2) na rovnici
Yt =
∞∑
i=0
Ai1ν + lim
n→∞
An1Yt−n +
∞∑
i=0
Ai1Ut−i. (2.3)
Pro dalˇs´ı u´vahy jizˇ mus´ıme prˇidat omezen´ı na matici koeficient˚u A1. Jestlizˇe vsˇechna
vlastn´ı cˇ´ısla matice A1 lezˇ´ı uvnitrˇ jednotkove´ho kruhu, pak A
n
1
n→∞−→ 0. Po u´praveˇ
prvn´ıho cˇlenu podle veˇty A.1 dosta´va´me
∞∑
i=0
Ai1ν = (I − A1)−1ν
Druhy´ cˇlen konverguje exponencia´lneˇ k 0, pro n→∞. Podle veˇty A.2 konverguje trˇet´ı
cˇlen podle kvadraticke´ho strˇedu. Rovnici (2.3) mu˚zˇeme prˇepsat na´sledovneˇ:
Yt = (I − A1)−1ν +
∞∑
i=0
Ai1Ut−i = µ+
∞∑
i=0
Ai1Ut−i, t ∈ Z, (2.4)
kde µ := (I − A1)−1ν. Vy´sledny´ proces (2.4) je dobrˇe definova´n. Za´pis (2.4) se v
literaturˇe nazy´va´ posloupnost klouzavy´ch soucˇt˚u (zkra´ceneˇ MA z anglicke´ho Moving
Average). Protozˇe podmı´nku na vlastn´ı cˇ´ısla matice A1 budeme v dalˇs´ım textu cˇasto
pouzˇ´ıvat, zaved’me pro ni zvla´sˇtn´ı na´zev.
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Definice 2.4. VAR(1) proces definovany´ rovnic´ı (2.1) nazveme stabiln´ı, pokud vsˇechna
vlastn´ı cˇ´ısla matice A1 lezˇ´ı uvnitrˇ jednotkove´ho kruhu. Podmı´nku na velikost vlastn´ıch
cˇ´ısel pak nazy´va´me podmı´nka stability.
V neˇktery´ch prˇ´ıpadech mu˚zˇe by´t vy´pocˇet vsˇech vlastn´ıch cˇ´ısel komplikovany´ nebo
zbytecˇny´. V takovy´ch situac´ıch mu˚zˇe by´t uzˇitecˇne´ na´sleduj´ıc´ı lemma.
Lemma 2.1. VAR(1) proces je stabiln´ı pra´veˇ tehdy, kdyzˇ plat´ı
det(IK − A1z) 6= 0 ∀z : |z| ≤ 1, (2.5)
viz veˇta A.3.
Vzhledem k prˇedchoz´ımu lemmatu lze stabiln´ı proces ekvivalenteˇ definovat i pod-
mı´nkou (2.5). Uved’me zde proto jesˇteˇ jinou definici stabiln´ıho procesu.
Definice 2.5. VAR(1) proces definovany´ rovnic´ı (2.1) nazveme stabiln´ı, pokud
det(IK − A1z) 6= 0 ∀z : |z| ≤ 1. (2.6)
Podmı´nku (2.6) nazveme podmı´nkou stability.
V dalˇs´ıch cˇa´stech bude vy´hodneˇjˇs´ı pracovat s definic´ı 2.5. Pokud nebude rˇecˇeno
jinak, budeme ji povazˇovat za definici stability. Program EViews 5.1 da´va´ jako vy´stup
vlastn´ı cˇ´ısla matice A1. Pro stabiln´ı VAR(1) proces nyn´ı snadno odvod´ıme strˇedn´ı
hodnotu a autokovariancˇn´ı funkci.
EYt = Eµ+
∑∞
i=0 A
i
1Ut−i = µ+ E limn→∞
∑n
i=0 A
i
1Ut−i
= µ+ limn→∞
∑n
i=0 E(A
i
1Ut−i) = µ (2.7)
a autokovariancˇn´ı funkce:
ΓY (t, t− h) = cov(Yt, Yt−h) = E(Yt − µ)(Yt−h − µ)′ =
= E( lim
n→∞
n∑
i=0
Ai1Ut−i)( lim
m→∞
m∑
j=0
Aj1Ut−h−j)
′
=
= lim
n→∞
lim
m→∞
n∑
i=0
m∑
j=0
E(Ai1Ut−i)(A
j
1Ut−h−j)
′
=
= lim
n→∞
lim
m→∞
n∑
i=0
m∑
j=0
E(Ai1Ut−iU
′
t−h−j(A
j
1)
′
)
= lim
n→∞
n∑
i=0
Ai+h1 ΣUA
i
1 =
=
∞∑
i=0
Ai+h1 ΣUA
i
1 = A
h
1ΓY (0) =: ΓY (h).
(2.8)
Lemma 2.2. Kazˇdy´ stabiln´ı VAR(1) proces z definice 2.3 je i slabeˇ staciona´rn´ı.
D˚ukaz. Plyne z vy´sledk˚u (2.7) a (2.8).
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Z prakticke´ho hlediska za´pis autokovariancˇn´ı funkce (2.8) nen´ı prˇ´ıliˇs vhodny´, pro-
tozˇe se v neˇm vyskytuje nekonecˇna´ suma. Proto se pro vy´pocˇet autokovariancˇn´ı funkce
vyuzˇ´ıva´ na´sleduj´ıc´ı postup:
VAR(1) proces Yt = ν+A1Yt−1+Ut lze dosazen´ım za ν = (I−A1)µ prˇepsat na rovnici
Yt − µ = A1(Yt−1 − µ) + Ut. (2.9)
Vyna´soben´ım rovnice (2.9) zprava vy´razem (Yt−h−µ)′ a prˇechodem ke strˇedn´ım hod-
nota´m na obou strana´ch rovnice dostaneme
E(Yt − µ)(Yt−h − µ)′ = EA1(Yt−1 − µ)(Yt−h − µ)′ + E(Ut)(Yt−h − µ)′ . (2.10)
Pro h = 0
ΓY (0) = A1ΓY (−1) + ΣU = A1ΓY (1)′ + ΣU (2.11)
a pro h > 0
ΓY (h) = A1ΓY (h− 1). (2.12)
Tato soustava rovnic se nazy´va´ Yulovy −Walkerovy rovnice. Pokud matice A1 a
ΓY (0) = ΣY jsou zna´my, lze autokovariancˇn´ı funkci pocˇ´ıtat rekurzivneˇ pomoc´ı (2.12).
Pokud pro h = 1 dosad´ıme ΓY (1) z (2.12) do (2.11) z´ıska´me rovnici
ΓY (0) = A1ΓY (0)A
′
1 + ΣU . (2.13)
K rˇesˇen´ı rovnice (2.13) lze s vy´hodou vyuzˇ´ıt opera´toru vec. Podrobnosti o tomto
opera´toru lze naj´ıt v appendixu.
vec(ΓY (0)) = vec(A1ΓY (0)A
′
1 + ΣU ) = (A1 ⊗ A1)vec(ΓY (0)) + vec(ΣU) (2.14)
Vlastn´ı cˇ´ısla matice (A1 ⊗ A1) jsou soucˇinem vlastn´ıch cˇ´ısel matice A1 tedy za
prˇedpokladu stability lezˇ´ı vsˇechna uvnitrˇ jednotkove´ho kruhu a podle veˇty A.1 je
matice (IK2 − A1 ⊗A1) regula´rn´ı. Proto mu˚zˇeme (2.14) upravit na tvar
vec(ΓY (0)) = (IK2 − A1 ⊗ A1)−1vec(ΣU ). (2.15)
2.1.2 VAR(p) modely
Z odstavce 2.1.1 jizˇ ma´me dostatecˇne´ mnozˇstv´ı vy´sledk˚u, aby bylo snadne´ zobecnit
VAR(1) model na model vysˇsˇ´ıho rˇa´du a odvodit jeho za´kladn´ı charakteristiky.
Definice 2.6. K-rozmeˇrny´ na´hodny´ proces {Yt, t ∈ Z} se nazy´va´ K-rozmeˇrny´ vekto-
rovy´ autoregresn´ı proces rˇa´du p, znacˇ´ıme VAR(p), jestlizˇe vyhovuje rovnici
Yt = ν + A1Yt−1 + A2Yt−2 + . . .+ ApYt−p + Ut, t ∈ Z, (2.16)
kde A1, . . . , Ap(Ap 6= 0) jsou (K × K) matice koeficient˚u, ν je K-rozmeˇrny´ vektor
konstant a {Ut, t ∈ Z} je b´ıly´ sˇum.
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Pozna´mka 2.2. V literaturˇe se cˇasto mı´sto cˇlenu ν uvazˇuje obecneˇjˇs´ı deterministicky´
cˇlen BXt. Zobecneˇn´ı vy´sledk˚u z´ıskany´ch pro nasˇi definici je pomeˇrneˇ prˇ´ımocˇare´, a proto
je zde nebudeme uva´deˇt. Obecneˇjˇs´ı definici vyuzˇ´ıva´ naprˇ´ıklad i program EViews 5.1;
viz manua´l [15], strana 705.
Dalˇs´ı mozˇnost´ı za´pisu VAR(p) modelu je vyuzˇit´ı opera´toru zpeˇtne´ho posunut´ı L
(LYt = Yt−1). Oznacˇ´ıme-li A(z) = I − A1z − . . . − Apzp, pak rovnici (2.16) mu˚zˇeme
zapsat ve tvaru A(L)Yt = ν + Ut.
Prˇi vhodne´m oznacˇen´ı lze K-rozmeˇrny´ VAR(p) proces zapsat jako Kp-rozmeˇr-
ny´ VAR(1) proces. Tento prˇepis je vy´hodny´ naprˇ´ıklad pro z´ıska´n´ı strˇedn´ı hodnoty a
autokovariancˇn´ı funkce. Oznacˇme
A =

A1 A2 · · · Ap−1 Ap
IK 0 · · · 0 0
0 IK · · · 0 0
...
...
. . .
...
...
0 0 · · · IK 0
 , ν =

ν
0
...
0

U t =

Ut
0
...
0
 , Y t =

Yt
Yt−1
...
Yt−p
 .
Prˇi pouzˇit´ı tohoto oznacˇen´ı lze (2.16) prˇepsat jako Kp-rozmeˇrny´ VAR(1) proces
Y t = ν +AY t−1 +U t, t ∈ Z. (2.17)
Stejneˇ jako u VAR(1) proces˚u i zde tvorˇ´ı vy´znamnou trˇ´ıdu stabiln´ı procesy. Uved’me
proto nyn´ı podmı´nku stability pro VAR(p) procesy.
Definice 2.7. VAR(p) proces definovany´ rovnic´ı (2.16) nazveme stabiln´ı, jestlizˇe
det(IK −A1z −A2z2 + . . .+ Apzp) = det(A(z)) 6= 0 ∀z : |z| ≤ 1. (2.18)
Tuto podmı´nku nazveme podmı´nkou stability.
Mezi VAR(p) a jemu odpov´ıdaj´ıc´ım VAR(1) procesem je vza´jemneˇ jednoznacˇny´
vztah. Tento vztah plat´ı i pro stabilitu procesu.
Lemma 2.3. VAR(p) proces je stabiln´ı pra´veˇ tehdy, kdyzˇ jemu odpov´ıdaj´ıc´ı VAR(1)
proces je stabiln´ı.
D˚ukaz. Du˚kaz lemmatu plyne z veˇt A.3 a A.5.
V definici 2.6 prˇipousˇt´ıme vsˇechny celocˇ´ıselne´ hodnoty cˇasu t. Znamena´ to, zˇe
proces byl odstartova´n v nekonecˇne´ minulosti a sta´le pokracˇuje. Je take´ mozˇne´ prˇed-
pokla´dat, zˇe byl proces odstartova´n v neˇjake´m pevne´m cˇase, naprˇ. v pocˇa´tku (t = 0).
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Pozna´mka 2.3. Pokud byl proces odstartova´n v neˇjake´m pevne´m cˇase, pak obecneˇ
neplat´ı, zˇe kazˇdy´ stabiln´ı proces je i slabeˇ staciona´rn´ı. Pro centrovane´ procesy je mozˇne´
vhodnou volbou pocˇa´tecˇn´ıch podmı´nek stacionarity dosa´hnout. Da´ se doka´zat i silneˇjˇs´ı
tvrzen´ı; viz [8], veˇta 2.2.
Nyn´ı jizˇ pro stabiln´ı VAR(p) procesy odvod´ıme jejich strˇedn´ı hodnotu a autokova-
riancˇn´ı funkci. Podle (2.7) a (2.8) plat´ı pro odpov´ıdaj´ıc´ı VAR(1) reprezentaci
EY t = µ+ lim
n→∞
n∑
i=0
E(AiU t−i) = µ, (2.19)
ΓY (h) =
∞∑
i=0
Ai+hΣUA
i = AhΓY (0), (2.20)
kde µ = (IKp − A)−1ν = (µ, . . . , µ). Oznacˇme J := (IK , 0, . . . , 0) matici velikosti
(K ×Kp). Nyn´ı si stacˇ´ı uveˇdomit, zˇe
Yt = JY t, ∀t ∈ Z. (2.21)
Strˇedn´ı hodnotu a autokovariancˇn´ı funkci VAR(p) procesu pak z´ıska´me aplikac´ı te´to
transformace na (2.19) a (2.20)
EYt = EJY t = JEY t = Jµ = µ, (2.22)
ΓY (h) = cov(JY t,JY t−h) = Jcov(Y t,Y t−h)J
′
= JΓY (h)J
′
. (2.23)
Stejneˇ jako v prˇ´ıpadeˇ VAR(1) model˚u je tento zp˚usob vy´pocˇtu nepouzˇitelny´ z prak-
ticke´ho hlediska, protozˇe se v neˇm vyskytuje nekonecˇna´ suma. Proto se v praxi pouzˇ´ıva´
prˇeveden´ı VAR(p) modelu na VAR(1), na ktery´ se pouzˇij´ı Yulovy-Walkerovy rovnice.
Toto odvozen´ı je provedeno v knize [11] na strana´ch 28 a 29.
Nyn´ı jesˇteˇ pro u´plnost uved’me definici autokorelacˇn´ı funkce. Oznacˇme γij(h) ij−ty´
prvek matice ΓY (h) a D = diag{
√
γ11(0), . . . ,
√
γKK(0)}. Pak autokovariancˇn´ı funkci
definujeme na´sleduj´ıc´ım vztahem
RY (h) = D
−1ΓY (h)D
−1. (2.24)
MA reprezentace VAR(p) procesu
V dalˇs´ı cˇa´sti textu bude uzˇitecˇna´ MA reprezentace VAR(p) procesu(resp. jej´ı koefici-
enty). Zpeˇtnou substituc´ı uprav´ıme (2.17) na tvar
Y t = µ+
∞∑
i=0
AiU t−i, t ∈ Z. (2.25)
Vyna´soben´ım zleva mat´ıc´ı J z´ıska´me pozˇadovanou MA reprezentaci.
Yt = µ+
∞∑
i=0
JAiJ
′
JU t−i = µ+
∞∑
i=0
JAiJ
′
Ut−i, t ∈ Z, (2.26)
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prˇicˇemzˇ MA koeficienty jsou Bi = JA
iJ
′
.
MA reprezentaci VAR(p) procesu mu˚zˇeme odvodit take´ pomoc´ı opera´tor˚u A(L) =
I−A1L−. . .−ApLp aB(L) =
+∞∑
i=0
BiL
i takovy´ch, zˇeA(L)B(L) = IK . Jestlizˇe |A(z)| 6= 0
pro z ≤ 1, pak opera´tor A(L) nazveme invertibiln´ı. Pro invertibiln´ı opera´tor A(L) je
proces B(L)Ut = A(L)
−1Ut dobrˇe definova´n a posloupnost matic {Bi} je absolutneˇ
scˇitatelna´. VAR(p) proces si mu˚zˇeme upravit na´sledovneˇ.
A(L)Yt = ν + Ut (2.27)
nebo po vyna´soben´ı B(L) = A(L)−1 zleva
Yt = B(L)ν +B(L)Ut = µ+
+∞∑
i=0
BiUt−i, (2.28)
kde B0 = IK a B(L)ν = A(L)
−1ν = (IK − A1 − . . .− Ap)−1ν = µ. Matice Bi bychom
z´ıskali z rovnice A(L)B(L) = IK porovna´n´ım matic u L
i na leve´ a prave´ straneˇ rovnice.
Toto porovna´n´ı je provedeno v knize [11] na straneˇ 22.
Du˚lezˇity´m teoreticky´m vy´sledkem u´zce spojeny´m se staciona´rn´ımi VAR modely a
jejich MA reprezentac´ı je Woldova veˇta o rozkladu (Wold´s decomposition theorem).
Tato veˇta je za´kladn´ı motivac´ı pro pouzˇit´ı VAR proces˚u, protozˇe dokazuje, zˇe kazˇdy´
slabeˇ staciona´rn´ı proces lze zapsat jako VAR proces (pokud prˇ´ıpust´ıme, zˇe rˇa´d VAR
procesu mu˚zˇe by´t nekonecˇny´).
Veˇta 2.4 (Woldova veˇta o rozkladu). Kazˇdy´ slabeˇ staciona´rn´ı proces Yt m˚uzˇeme
rozlozˇit na soucˇet dvou nekorelovany´ch proces˚u Zt a Xt,
Yt = Zt +Xt, (2.29)
kde Zt je deterministicky´ proces, ktery´ m˚uzˇeme prˇesneˇ prˇedpoveˇdeˇt na za´kladeˇ jeho
minuly´ch hodnot a Yt je proces s MA reprezentac´ı
Xt =
+∞∑
i=0
BiUt−i, (2.30)
B0 = IK a Ut je b´ıly´ sˇum.
Soucˇet ve vzorci (2.30) je cha´pa´n jako limita podle strˇedu, prˇestozˇe Bi nemus´ı by´t
absolutneˇ scˇitatelna´; viz [11]. Nasˇe verze Woldovy veˇty o rozkladu je prˇevzata z knihy
[11].
V nasˇem prˇ´ıpadeˇ za deterministicky´ cˇlen uvazˇujeme µ a proces Yt tedy ma´ MA
reprezentaci. Pokud nav´ıc prˇedpokla´da´me, zˇe existuje opera´tor A(L), pro ktery´
A(L)B(L) = IK , potom B(z)
−1 = A(z) = IK −
∑+∞
i=0 Aiz
i. Takovy´ proces Yt nazveme
invertibiln´ı. Yt pak mu˚zˇeme prˇepsat na´sledovneˇ
Yt =
+∞∑
i=0
AiYt−i + Ut. (2.31)
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Pozna´mka 2.4. Proces Yt z rovnice (2.31) by´va´ neˇkdy oznacˇova´n jako VAR proces
nekonecˇne´ho rˇa´du.
Uved’me jesˇteˇ jeden d˚usledek Woldovy veˇty o rozkladu. Uvazˇujme K-rozmeˇrny´
slabeˇ staciona´rn´ı proces Yt takovy´, zˇe EYt = µ a ΓY (h) je jeho autokovariancˇn´ı funkce.
Podle veˇty 2.4 ma´ tento proces reprezentaci Yt = µ+
∑+∞
i=0 BiUt−i. Pokud na´s zaj´ıma´
naprˇ´ıklad prvn´ıch M-komponent tohoto procesu, pak vyna´soben´ım Yt zleva matic´ı
F = [IM , 0] velikosti (M ×K) z´ıska´me M-rozmeˇrny´ proces Wt = FYt, ktery´ je slabeˇ
staciona´rn´ı MA proces. (EWt = Fµ a ΓW (h) = FΓY (h)F
′
). Pomoc´ı vhodne´ volby
matice F mu˚zˇeme vybrat libovolny´ podproces procesu Yt. Z prˇedchoz´ıch u´vah vyply´va´,
zˇe kazˇdy´ podproces MA procesu ma´ take´ MA reprezentaci.
2.2 VAR(p) modely s nezna´my´mi maticemi koefi-
cient˚u
Situace, kterou jsme prˇedpokla´dali v cˇa´sti 2.1 nen´ı prˇ´ıliˇs rea´lna´. Jen ve velmi ma´lo
prakticky´ch u´loha´ch jsme v situaci, kdy zna´me model i vsˇechny jeho koeficienty. Proto
se nyn´ı budeme zaby´vat situac´ı, kdy zna´me model a je potrˇeba jeho parametry od-
hadnout. Prˇedpokla´dejme, zˇe se proces Yt rˇ´ıd´ı K−rozmeˇrny´m VAR(p) modelem.
Yt = ν + A1Yt−1 + A2Yt−2 + . . .+ ApYt−p + Ut, t ∈ Z. (2.32)
{Ut, t ∈ Z} je b´ıly´ sˇum. Nacha´z´ıme se tedy v situaci, kdy zna´me model, ale nezna´me
jeho parametry ν, A1, . . . , Ap. Nezna´ma´ je i variancˇn´ı matice b´ıle´ho sˇumu ΣU . Prˇedpo-
kla´dejme, zˇe ma´me k dispozici realizaci Y1, . . . , YT o de´lce T a p pocˇa´tecˇn´ıch hodnot
Y−p+1, . . . , Y0.
2.2.1 Odhad metodou nejmensˇ´ıch cˇtverc˚u
Pro odvozen´ı odhad˚u je vhodne´ uvazˇovat (2.32) jako soustavu K linea´rn´ıch rovnic.
Y1,t = ν1 + A1,(1,•)Yt−1 + . . . + Ap,(1,•)Yt−p + U1,t
Y2,t = ν2 + A1,(2,•)Yt−1 + . . . + Ap,(2,•)Yt−p + U2,t
...
...
...
...
...
...
. . .
...
...
...
...
YK,t = νK + A1,(K,•)Yt−1 + . . . + Ap,(K,•)Yt−p + UK,t
(2.33)
Yk,t (resp.Uk,t) znacˇ´ı k-tou slozˇku na´hodne´ho vektoru Yt (resp.Ut) v cˇase t, Am,(k,•) k-ty´
rˇa´dek matice Am. Oznacˇ´ıme-li
Xt = (1, Y
′
t−1, . . . , Y
′
t−p) , β
k =

νk
A
′
1,(k,•)
...
A
′
p,(k,•)
 , (2.34)
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pak k−tou rovnici (2.33) mu˚zˇeme prˇepsat do tvaru
Yk,t = Xtβ
k + Uk,t. (2.35)
Pokud zvol´ıme maticovy´ za´pis:
Yk,• :=
 Yk,1...
Yk,T

︸ ︷︷ ︸
Yk,•
=
 X1...
XT

︸ ︷︷ ︸
X
∗ βk +
 Uk,1...
Uk,T

︸ ︷︷ ︸
Uk,•
=: Xβk + Uk,•. (2.36)
Oznacˇme
Y =
 Y1,•...
YK,•

︸ ︷︷ ︸
(KT×1)
, β =
 β
1
...
βK

︸ ︷︷ ︸
(K(Kp+1)×1)
, U =
 U1,•...
UK,•

︸ ︷︷ ︸
(KT×1)
. (2.37)
S uzˇit´ım prˇedcha´zej´ıc´ıho znacˇen´ı mu˚zˇeme (2.36) povazˇovat za v´ıcerozmeˇrny´ model
linea´rn´ı regrese. Lze tedy na tento model pohl´ızˇet jako na soustavu K regresn´ıch
rovnic se stejny´mi vysveˇtluj´ıc´ımi promeˇnny´mi. Podrobneˇji se v´ıcerozmeˇrne´mu modelu
linea´rn´ı regrese veˇnuje naprˇ´ıklad kniha [2], kapitola 6.1. Tento model ma´ maticovy´
za´pis
Y = (IK ⊗X)β + U, (2.38)
kde U je na´hodny´ vektor s vlastnostmi
EU = 0 a Σ := Var(U) = E(UU
′
) = ΣU ⊗ IT ,
tzn. strˇedn´ı hodnota rezidu´ı je nulova´ a rezidua v r˚uzny´ch cˇasech jsou navza´jem neko-
relovana´. Protozˇe prˇedpokla´da´me spojite´ rozdeˇlen´ı b´ıle´ho sˇumu, matice X je regula´rn´ı
s pravdeˇpodobnost´ı 1. Regularita matice ΣU je prˇedpokla´da´na prˇ´ımo v definici b´ıle´ho
sˇumu 2.1. Prˇedpokla´dejme nav´ıc T > Kp + 1 tzn. pocˇet pozorova´n´ı v kazˇde´ rov-
nici je veˇtsˇ´ı nezˇ pocˇet parametr˚u, ktere´ chceme odhadnout. Bez tohoto prˇedpokladu
bychom dostali prˇeparametrizovany´ model. Model (2.38) splnˇuje vsˇechny prˇedpoklady
pro v´ıcerozmeˇrny´ model linea´rn´ı regrese.
Protozˇe matice Σ = ΣU ⊗ IT nen´ı obecneˇ jednotkova´, mus´ıme pouzˇ´ıt zobecneˇnou
metodu nejmensˇ´ıch cˇtverc˚u. Podrobnosti o te´to metodeˇ lze nale´zt naprˇ´ıklad v knize [9],
kapitola 11.2. Vy´sledny´ odhad β bude tedy Aitken˚uv odhad. Z teorie o zobecneˇny´ch
modelech linea´rn´ı regrese v´ıme, zˇe se jedna´ o nejlepsˇ´ı nestranny´ linea´rn´ı (BLU z ang-
licke´ho best linear unbiased) odhad
βˆ = [(IK ⊗X)′Σ−1(IK ⊗X)]−1(IK ⊗X)′Σ−1Y. (2.39)
U´pravou (2.39) z´ıska´me odhad parametru β.
βˆ = (IK ⊗ (X ′X)−1X ′)Y. (2.40)
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V neˇktery´ch situac´ıch bude vhodneˇjˇs´ı tvar rovnice (2.40) z´ıskany´ po dosazen´ı za Y
z rovnice (2.38)
βˆ = (IK ⊗ (X ′X)−1X ′)((IK ⊗X)β + U) = β + (IK ⊗ (X ′X)−1X ′)U. (2.41)
Pozna´mka 2.5. Stejny´ vy´sledek bychom z´ıskali, kdybychom mı´sto Aitkenova odhadu
pocˇ´ıtali jednodusˇsˇ´ı OLS (ordinary least squares) odhad (viz (2.42)). Proto budeme v
dalˇs´ım textu oznacˇovat tento odhad jako LS odhad.
Dosad´ıme-li do rovnice (2.40) za Y tvar Y = (Y
′
1,•, Y
′
2,•, . . . , Y
′
K,•)
′
z´ıska´me
βˆ =
 (X
′
X)−1X
′
Y1,•
...
(X
′
X)−1X
′
YK,•
 . (2.42)
Z tvaru (2.42) vyply´va´, zˇe LS odhad vektoru βˆ z´ıska´me slozˇen´ım LS odhad˚u z jednot-
livy´ch K rovnic.
2.2.2 Odhad metodou maxima´ln´ı veˇrohodnosti
Dalˇs´ı mozˇnost´ı jak odhadnout koeficienty VAR(p) modelu je odhad metodou ma-
xima´ln´ı veˇrohodnosti. Aby bylo mozˇne´ pouzˇ´ıt tuto metodu, je nutne´ zna´t prˇesne´
rozdeˇlen´ı na´hodne´ho vektoru {Ut, t ∈ Z} a tedy i {Yt, t ∈ Z}. Nejcˇasteˇjˇs´ım prˇedpo-
kladem je, zˇe Ut je norma´ln´ı b´ıly´ sˇum z definice 2.2. Za platnosti tohoto prˇedpokladu
mu˚zˇeme nyn´ı odvodit maxima´lneˇ veˇrohodny´ odhad, zkra´ceneˇ ML odhad (z anglicke´ho
maximum likelihood).
Zaved’me nyn´ı na´sleduj´ıc´ı znacˇen´ı B = (ν, A1, . . . , Ap) a y = (Y1, . . . , YT )
′
. VAR(p)
model z rovnice (2.32) potom mu˚zˇeme prˇepsat do tvaru
Yt = BX
′
t + Ut, t = 1, . . . , T. (2.43)
Protozˇe Ut je norma´ln´ı b´ıly´ sˇum, mu˚zˇeme logaritmickou veˇrohodnostn´ı funkci napsat
ve tvaru
logL(B,ΣU ) = −T
2
log(2π)− T
2
log |ΣU | − 1
2
T∑
t=1
(Yt − BX ′t)
′
Σ−1u (Yt − BX
′
t). (2.44)
Po u´praveˇ (2.44) z´ıska´me soustavu norma´ln´ıch rovnic; viz [8], strana 18
T∑
t=1
YtXt = B̂
T∑
t=1
X
′
tXt. (2.45)
Ze soustavy norma´ln´ıch rovnic lze (prˇi pouzˇit´ı znacˇen´ı z minule´ cˇa´sti) z´ıskat odhad B̂
B̂ =
T∑
t=1
YtXt
(
T∑
t=1
X
′
tXt
)−1
= yX(X
′
X)−1. (2.46)
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Odhad variancˇn´ı matice ΣU z´ıska´me jako
Σ̂U =
1
T
T∑
t=1
(Yt − B̂X ′t)(Yt − B̂X
′
t)
′
=
1
T
T∑
t=1
ÛtÛ
′
t . (2.47)
Abychom uka´zali ekvivalenci LS a ML odhadu, stacˇ´ı si uveˇdomit vec(B̂′) = β̂ a
vec(y
′
) = Y . Potom
vec(B̂
′
) = vec((yX(X
′
X)−1)
′
) = vec((X
′
X)−1X
′
y
′
) = β̂. (2.48)
Posledn´ı rovnost plyne z veˇty A.6, bod (3).
2.2.3 Asymptoticke´ vlastnosti odhad˚u
Pro male´ vzorky je velmi obt´ızˇne´ a cˇasto i nemozˇne´ odvodit analyticke´ vlastnosti od-
had˚u. Proto zde budeme zkoumat pouze asymptoticke´ vlastnosti kdy T → +∞. Vzhle-
dem k tomu, zˇe ML odhady a LS odhady jsou za prˇedpokladu norma´ln´ıho b´ıle´ho sˇumu
ekvivalentn´ı, uvedeme zde pouze vy´sledky pro ML odhady. Pro odvozen´ı asympto-
ticky´ch vy´sledk˚u pro LS odhady je nutne´ prˇidat dalˇs´ı prˇedpoklady na b´ıly´ sˇum. Velmi
podrobneˇ je toto odvozeno v knize [11]. Pro ML odhady plat´ı na´sleduj´ıc´ı veˇta.
Veˇta 2.5. Necht’ {Ut, t ∈ {1, . . . , T}} je norma´ln´ı b´ıly´ sˇum a {Yt, t ∈ {1, . . . , T}} je
staciona´rn´ı VAR(p) proces, pak plat´ı B̂ ma´ asymptoticky norma´ln´ı rozdeˇlen´ı a
√
T (B̂
′ −B′) D→ N(0,Γ−1 ⊗ ΣU), (2.49)
√
T (β̂ − β) D→ N(0,ΣU ⊗ Γ−1), (2.50)
kde
Γ̂ =
(X
′
X)
T
P→ Γ (2.51)
a
Σ̂U
P→ ΣU . (2.52)
Da´le pro libovolne´ vektory c a d plat´ı
√
Tc
′
(B̂
′ −B′)d√
c′Γ̂−1cd′Σ̂−1U d
D→ N(0, 1). (2.53)
D˚ukaz. viz [8], strana 19, veˇta 2.3 a [11], strana 74, veˇta 3.1.
Jak uvid´ıme v kapitole veˇnovane´ Grangeroveˇ kauzaliteˇ, lze vy´sledk˚u te´to veˇty s vy´-
hodou vyuzˇ´ıt pro testova´n´ı omezen´ı na hodnoty koeficient˚u. K tomuto u´cˇelu lze pouzˇ´ıt
naprˇ´ıklad Wald˚uv test. Dalˇs´ım mozˇny´m vyuzˇit´ım mu˚zˇe by´t urcˇen´ı rˇa´du modelu. Pokud
ma´me naprˇ´ıklad otestovat hypote´zu
H0 : Hβ = h proti H1 : Hβ 6= h. (2.54)
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Pak vyna´soben´ım rovnice (2.50) zleva matic´ı H dosta´va´me (za platnosti H0)
√
TH(β̂ − β) =
√
T (Hβ̂ −Hβ) =
√
T (Hβ̂ − h) D→ N(0, H(ΣU ⊗ Γ−1)H ′). (2.55)
Podle knihy [1], strana 68, veˇta 4.15 plat´ı
T (Hβ̂ − h)′ [H(ΣU ⊗ Γ−1)H ′]−1(Hβ̂ − h) D→ χ2(N), (2.56)
kde N je hodnost matice H . Pokud nahrad´ıme Γ a ΣU jejich odhady, z´ıska´me Waldovu
statistiku
λW = (Hβ̂ − h)′ [H(Σ̂U ⊗ (X ′X)−1)H ′]−1(Hβ̂ − h). (2.57)
Za prˇedpoklad˚u veˇty 2.5 ma´ λW sta´le asymptoticky χ
2 rozdeˇlen´ı o N stupn´ıch volnosti.
2.3 Prˇedpoveˇdi
Jedn´ım ze za´kladn´ıch vyuzˇit´ı v´ıcerozmeˇrne´ analy´zy cˇasovy´ch rˇad je predikce. Pro-
to nyn´ı odvod´ıme bodove´ a intervalove´ prˇedpoveˇdi zalozˇene´ na VAR(p) modelech.
Nasˇ´ım u´kolem je na za´kladeˇ zna´my´ch soucˇasny´ch a minuly´ch hodnot velicˇin v syste´mu
prˇedpoveˇdeˇt budouc´ı hodnoty na´hodne´ho vektoru Yt+h. Mnozˇinu soucˇasny´ch a mi-
nuly´ch hodnot velicˇin v syste´mu v cˇase t oznacˇme Ωt = {Ys|s ≤ t}
U´kolem je naj´ıt hodnotu Yt+h, ktera´ by byla v jiste´m smyslu optima´ln´ı. Prˇ´ıkla-
dem krite´ria optimality mu˚zˇe by´t naprˇ´ıklad strˇedn´ı cˇtvercova´ chyba (zkra´ceneˇ MSE
z anglicke´ho mean squared error). Toto krite´rium budeme pouzˇ´ıvat v tomto textu.
Pod pojmem MSE prˇedpoveˇd’ bude mysˇlena prˇedpoveˇd’, kde za krite´rium optimality
bude zvoleno MSE.
Pozna´mka 2.6. Pokud nebude rˇecˇeno jinak, budeme v tomto odstavci uvazˇovat pouze
stabiln´ı centrovane´ na´hodne´ procesy. Tedy stabiln´ı procesy {Yt, t ∈ Z} takove´, zˇe
E(Yt) = 0, ∀t ∈ Z. Pokud by proces {Yt, t ∈ Z} nebyl centrovany´ a meˇl strˇedn´ı
hodnotu µ, pak transformac´ı Xt = Yt − µ z´ıska´me centrovany´ proces.
Pozna´mka 2.7. V pr˚ubeˇhu cele´ho odstavce budeme prˇedpokla´dat, zˇe zna´me ma-
tice koeficient˚u A1, A2, . . . , Ap. Pokud matice koeficient˚u nejsou zna´my, pak bychom
v n´ızˇe odvozeny´ch vy´sledc´ıch pouzˇili mı´sto p˚uvodn´ıch matic matice odhadnute´. Za
prˇedpokladu veˇty 2.5 jsou odhady matic koeficient˚u konzistentn´ı a asymptoticky nasˇe
vy´sledky z˚ustanou v platnosti i po dosazen´ı odhadnuty´ch hodnot. Forma´ln´ı d˚ukaz je
proveden v knize [11], kapitola 3.5.
2.3.1 Bodove´ prˇedpoveˇdi
V te´to cˇa´sti odvod´ıme bodove´ prˇedpoveˇdi K-rozmeˇrne´ho na´hodne´ho vektoru Yt+h
v cˇase t. Oznacˇme Yt(h) nejlepsˇ´ı prˇedpoveˇd’ Yt+h v cˇase t.
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Veˇta 2.6. Necht’ {Yt, t ∈ Z} je K-rozmeˇrny´ na´hodny´ VAR(p) proces. Pak nejlepsˇ´ı
prˇedpoveˇd´ı Yt+h v cˇase t je podmı´neˇna´ strˇedn´ı hodnota
Yt(h) = E(Yt+h|Ωt). (2.58)
D˚ukaz. Budeme cht´ıt uka´zat, zˇe MSE[Yt(h)] je minima´ln´ı. To znamena´
MSE[Y ∗t (h)]−MSE[Yt(h)] ≥ 0 pro libovolnou jinou prˇedpoveˇd’ Yt+h.
” ≥ 0” v tomto smyslu znamena´, zˇe vy´sledna´ matice je pozitivneˇ semidefinitn´ı.
Postupneˇ dostaneme
MSE[Y ∗t (h)] = E[Yt+h − Y ∗t (h)][Yt+h − Y ∗t (h)]′ =
= E[Yt+h − Yt(h) + Yt(h)− Y ∗t (h)][Yt+h − Yt(h) + Yt(h)− Y ∗t (h)]′ =
= E[Yt+h − Yt(h)][Yt+h − Yt(h)]′ + E[Yt(h)− Y ∗t (h)][Yt+h − Yt(h)]′+
+E[Yt+h − Yt(h)][Yt(h)− Y ∗t (h)]′ + E[Yt(h)− Y ∗t (h)][Yt(h)− Y ∗t (h)]′ =
= MSE[Yt(h)] + E[Yt(h)− Y ∗t (h)][Yt(h)− Y ∗t (h)]
′
. (2.59)
Prˇitom
E[Yt(h)− Y ∗t (h)][Yt+h − Yt(h)]′ = 0,
protozˇe
E[Yt(h)− Y ∗t (h)][Yt+h − Yt(h)]′ = E{E[Yt(h)− Y ∗t (h)][Yt+h − Yt(h)]′ |Ωt} =
= E[Yt(h)− Y ∗t (h)]E{[Yt+h − Yt(h)]′|Ωt} = 0.
Posledn´ı rovnost plat´ı, protozˇe E{[Yt+h − Yt(h)]|Ωt} = E{Yt+h|Ωt} − Yt(h) = 0.
Po odecˇten´ı MSE[Yt(h)] v (2.59) z´ıska´me pozˇadovanou nerovnost
MSE[Y ∗t (h)]−MSE[Yt(h)] = E[Yt(h)− Y ∗t (h)][Yt(h)− Y ∗t (h)]
′ ≥ 0,
protozˇe matice E[Yt(h)− Y ∗t (h)][Yt(h)− Y ∗t (h)]′ je pozitivneˇ semidefinitn´ı.
Z prˇedchoz´ı veˇty vyply´va´, zˇe podmı´neˇna´ strˇedn´ı hodnota Yt(h) je nejlepsˇ´ı MSE
prˇedpoveˇd´ı z cˇasu t o h krok˚u doprˇedu
Yt(h) = E(Yt+h|Ωt) = E(A1Yt+h−1 + . . .+ ApYt+h−p + Ut+h|Ωt) =
= E(A1Yt+h−1|Ωt) + . . .+ E(ApYt+h−p|Ωt) + E(Ut+h|Ωt) =
= A1Yt(h− 1) + . . .+ ApYt(h− p) + E(Ut+h|Ωt),
(2.60)
kde Yt(k) = Yt+k pro k ≤ 0. Pokud prˇedpokla´da´me, zˇe {Ut, t ∈ Z} je b´ıly´ sˇum
z definice 2.1, pak cˇlen E(Ut+h|Ωt) je obecneˇ nenulovy´. Pro nulovost podmı´neˇne´ strˇedn´ı
hodnoty je potrˇeba zes´ılit prˇedpoklady na b´ıly´ sˇum o prˇedpoklad neza´vislosti Ut, Us
pro t 6= s. Pro neza´visly´ b´ıly´ sˇum prˇejde rovnice (2.60) do tvaru
Yt(h) = A1Yt(h− 1) + . . .+ ApYt(h− p). (2.61)
Rovnici (2.61) je mozˇne´ vyuzˇ´ıt k rekurzivn´ımu pocˇ´ıta´n´ı prˇedpoveˇd´ı o h krok˚u doprˇedu
(h = 1, 2, . . .), protozˇe Yt(h) = Yt+h pro h ≤ 0.
Pokud nebude zarucˇena neza´vislost Ut v cˇase, ale pouze jejich nekorelovanost, je
nutne´ pro nalezen´ı optima´ln´ı MSE prˇedpoveˇdi prˇidat dodatecˇne´ prˇedpoklady. Bez
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prˇida´n´ı dalˇs´ıch prˇedpoklad˚u se mu˚zˇeme omezit naprˇ´ıklad na z´ıska´n´ı linea´rn´ıch prˇed-
poveˇd´ı. Pokud budou mı´t velicˇiny Y1, . . . , Yt, Yt+h nav´ıc sdruzˇene´ norma´ln´ı rozdeˇlen´ı,
pak linea´rn´ı prˇedpoveˇd’ bude za´rovenˇ nejlepsˇ´ı; viz [13], strana 95. Dalˇs´ım d˚uvodem pro
omezen´ı se pouze na linea´rn´ı prˇedpoveˇdi je skutecˇnost, zˇe VAR(p) je linea´rn´ı model.
Linea´rn´ı prˇedpoveˇdi
Jako krite´rium optimality opeˇt uvazˇujeme MSE a budeme hledat nejlepsˇ´ı linea´rn´ı
prˇedpoveˇd’ pro centrovany´ VAR(p) proces
Yt = A1Yt−1 + A2Yt−2 + . . .+ ApYt−p + Ut. (2.62)
Pro jednodusˇsˇ´ı za´pis je vhodneˇjˇs´ı odvodit prˇedpoveˇd’ pro odpov´ıdaj´ıc´ı VAR(1) proces
Y t = AY t−1 +U t. (2.63)
Zpeˇtnou substituc´ı lze Y t+h upravit na
Y t+h = AY t+h−1 +U t = . . . = A
hY t +
h−1∑
i=0
AiU t+h−i. (2.64)
Kazˇda´ linea´rn´ı prˇedpoveˇd’ Y t+h v cˇase t ma´ tvar
Y t(h) = C0Y t +C1Y t−1 + . . . =
∞∑
i=0
CiY t−i, (2.65)
kde C0,C1, . . . jsou (Kp ×Kp) matice koeficient˚u. Matice C0,C1, . . . z´ıska´me z po-
zˇadavku na minimalizaci MSE
MSE[Y t(h)] = E[Y t+h − Y t(h)][Y t+h − Y t(h)]′ =
= E[AhY t +
h−1∑
i=0
AiU t+h−i −
∞∑
i=0
CiY t−i][A
hY t +
h−1∑
i=0
AiU t+h−i −
∞∑
i=0
CiY t−i]
′
=
= E[
h−1∑
i=0
AiU t+h−i][
h−1∑
i=0
AiU t+h−i]
′
+
+ E[(Ah −C0)Y t −
∞∑
i=1
C iY t−i][(A
h −C0)Y t −
∞∑
i=1
CiY t−i]
′
.
E[
h−1∑
i=0
AiU t+h−i][(A
h −C0)Y t −
∞∑
i=1
CiY t−i]
′
= 0,
protozˇe U t+h a Y t−k jsou nekorelovane´ pro h > 0 a k ≥ 0 a EU t = 0. Optima´ln´ı
linea´rn´ı MSE prˇedpoveˇdi se dosa´hne volbou Ah = C0 a C i = 0 pro i ≥ 1.MSE[Y t(h)]
je soucˇasneˇ variancˇn´ı matic´ı chyby prˇedpoveˇdi. Optima´ln´ı linea´rn´ı MSE prˇedpoveˇd´ı je
Y t(h) = A
hY t = AY t(h− 1). (2.66)
Tvar prˇedpoveˇdi (2.66) lze s vy´hodou vyuzˇ´ıt pro rekurzivn´ı vy´pocˇet prˇedpoveˇdi o h kro-
k˚u doprˇedu. Zby´va´ na´m jesˇteˇ odvodit tvar prˇedpoveˇdi Yt+h pro VAR(p) proces (2.62)
Y t(h) =

Yt(h)
Yt(h− 1)
...
Yt(h− p)
 .
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Vyna´soben´ım (2.66) zleva matic´ı J = (IK , 0, . . . , 0) rˇa´du (K ×Kp) z´ıska´me
Yt(h) = JY t(h) = JAY t(h− 1) = (A1, . . . , Ap)Y t(h− 1) =
= A1Yt(h− 1) + . . .+ ApYt(h− p). (2.67)
Chyba prˇedpoveˇdi se odvod´ı z (2.63)
Yt+h − Yt(h) = J [Y t+h − Y t(h)] = J [
h−1∑
i=0
AiU t+h−i]
=
h−1∑
i=0
JAiJ
′
JU t+h−i =
h−1∑
i=0
BiUt+h−i,
(2.68)
kde Bi = JA
iJ
′
jsou MA matice koeficient˚u. MSE matice, ktera´ je za´rovenˇ variancˇn´ı
matic´ı chyby prˇedpoveˇdi o h krok˚u doprˇedu, ma´ tvar
ΣY (h) := Var(
h−1∑
i=0
BiUt+h−i) =
h−1∑
i=0
BiΣUB
′
i. (2.69)
V dalˇs´ı cˇa´sti bude uzˇitecˇne´ vyja´drˇen´ı prˇedpoveˇdi jako MA procesu. Stejneˇ jako ve
vzorci (2.28) mu˚zˇeme Yt+h prˇepsat do tvaru
Yt+h =
+∞∑
i=0
BiUt+h−i. (2.70)
Protozˇe pracujeme s centrovany´mi procesy, je µ = 0. Po dosazen´ı (2.70) do (2.68)
z´ıska´me pozˇadovane´ vyja´drˇen´ı
Yt(h) =
+∞∑
i=h
BiUt+h−i. (2.71)
2.3.2 Intervalove´ prˇedpoveˇdi
Abychom mohli odvodit prˇedpoveˇdn´ı intervaly budouc´ıch hodnot VAR(p) modelu,
mus´ıme prˇidat dodatecˇne´ prˇedpoklady na rozdeˇlen´ı na´hodny´ch velicˇin Y a U . V dalˇs´ım
budeme prˇedpokla´dat, zˇe {Ut, t ∈ Z} je norma´ln´ı b´ıly´ sˇum.
Za prˇedpokladu normality b´ıle´ho sˇumu a s pouzˇit´ım (2.68) a (2.69)
Yt+h − Yt(h) ∼ N(0,ΣY (h)). (2.72)
Oznacˇ´ıme-li σ2k(h) k−ty´ diagona´ln´ı prvek matice ΣY (h), pak normova´n´ım k−te´ kom-
ponenty na´hodne´ho vektoru Yt+h z´ıska´me
Yk,t+h − Yk,t(h)
σk(h)
∼ N(0, 1). (2.73)
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Prˇ´ıslusˇny´ (1 − α) ∗ 100%-n´ı interval spolehlivosti pro Yk,t+h sestroj´ıme z na´sleduj´ıc´ı
rovnosti
(1− α) = P
(∣∣∣∣Yk,t+h − Yk,t(h)σk(h)
∣∣∣∣ ≤ u(1−α/2)) , (2.74)
kde u(1−α/2) je (1 − α2 ) ∗ 100%-n´ı kvantil N(0, 1). Po u´praveˇ (2.74) z´ıska´me (1 − α) ∗
100%−n´ı interval spolehlivosti pro Yk,t+h ve tvaru
(Yk,t(h)− σk(h)u(1−α/2), Yk,t(h) + σk(h)u(1−α/2)). (2.75)
Pro konstrukci prˇedpoveˇdn´ıch oblast´ı pro prvn´ıch N ≤ K komponent na´hodne´ho vek-
toru Yt+h lze vyuzˇ´ıt na´sleduj´ıc´ıch dvou postup˚u popsany´ch v knize [11], strana 40.
Definujme matici F := [IN , 0] velikosti (N ×K)
[Yt+h − Yt(h)]′F ′[FΣY (h)F ′]−1F [Yt+h − Yt(h)] ∼ χ2(N). (2.76)
Vy´sledny´ vy´raz z rovnice (2.76) ma´ χ2 rozdeˇlen´ı oN stupn´ıch volnosti. Tohoto vy´sledku
lze vyuzˇ´ıt ke konstrukci oblast´ı spolehlivosti.
Jiny´ postup pro konstrukci oblast´ı spolehlivosti vyuzˇ´ıva´ Bonferroniho metodu. Po-
stup je zalozˇen na na´sleduj´ıc´ı nerovnosti: Necht’ E1, . . . , EN jsou na´hodne´ jevy, pak
P(E1 ∪ . . . ∪ EN) ≤ P(E1) + . . .+ P(EN)⇒
P(E1 ∩ . . . ∩ EN) ≥ P(E1) + . . .+ P(EN),
kde Ei znacˇ´ı doplneˇk jevu Ei. Pokud za Ei zvol´ıme jev Yi,t+h padne do intervalu Hi,
pak
P(FYt+h ∈ H1 × . . .×HN) ≥ 1− P(E1)− . . .− P(EN). (2.77)
Pokud pozˇadujeme, aby pravdeˇpodobnost na´lezˇitosti vsˇech N komponent soucˇasneˇ do
vy´sledne´ oblasti byla alesponˇ (1−α)∗100%, mus´ı by´t pravdeˇpodobnost, zˇe kazˇda´ z N
komponent padne do intervalu Hi alesponˇ (1− αN ) ∗ 100%.
Kapitola 3
Konstrukce a verifikace modelu
V te´to kapitole se budeme zaby´vat postupem prˇi konstrukci VAR(p) modelu a na´sled-
ny´m oveˇrˇen´ım, zda odhadnuty´ model splnˇuje prˇedpoklady. Nakonec bude na prˇ´ıkladeˇ
uka´za´no, jak se model odhaduje v praxi, a jak lze z takove´ho modelu prˇedpov´ıdat.
Obecneˇ prˇi konstrukci ekonometricke´ho modelu postupujeme na´sledovneˇ:
1. Vy´beˇr velicˇin na za´kladeˇ jejich ekonomicke´ho vy´znamu.
2. Volba rˇa´du modelu.
3. Odhad matic koeficient˚u.
4. Verifikace modelu.
3.1 Urcˇen´ı rˇa´du modelu
Urcˇen´ı prˇesne´ho rˇa´du modelu je velmi d˚ulezˇite´. Pokud by byl rˇa´d prˇ´ıliˇs maly´, pak
by model nedostatecˇneˇ vysveˇtloval pr˚ubeˇh nasˇeho procesu. Volba prˇ´ıliˇs velke´ho rˇa´du
by naopak vedla ke zhorsˇen´ı variancˇn´ı matice chyby prˇedpoveˇdi a t´ım ke zhorsˇen´ı
predikcˇn´ıch vlastnost´ı nasˇeho modelu. K odhadnut´ı rˇa´du modelu lze pouzˇ´ıt v´ıce po-
stup˚u. Prvn´ı, ktery´ zde uvedeme, je odhad zalozˇeny´ na postupne´m testova´n´ı hypote´z
o nulovosti matic koeficient˚u. Druhou mozˇnost´ı, jak odhadnout rˇa´d modelu, je pouzˇit´ı
neˇktere´ho z informacˇn´ıch krite´ri´ı. Podrobneˇjˇs´ı popis odhadu rˇa´du modelu je uveden
v knize [11], kapitola 4.
3.1.1 Postup zalozˇeny´ na postupne´m testova´n´ı
Pro pouzˇit´ı tohoto postupu je potrˇeba zna´t horn´ı odhad rˇa´du modelu. Necht’ je to
naprˇ´ıklad R. Postupneˇ se, na prˇedem zvolene´ hladineˇ spolehlivosti, testuj´ı hypote´zy
H0 : Ar = 0 proti H1 : Ar 6= 0, pro r ≤ R, (3.1)
dokud nezamı´tneme nulovou hypote´zu. K testova´n´ı te´to hypote´zy lze pouzˇ´ıt naprˇ´ıklad
Wald˚uv test (2.57) s vhodneˇ volenou matic´ıH . Hodnost maticeH je rovna pocˇtu prvk˚u
23
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matice Ar, tj. K
2. V programu EViews 5.1 je k testova´n´ı pouzˇit LR test zalozˇeny´ na
rozd´ılu veˇrohodnostn´ıch funkc´ı. Pokud prvn´ı zamı´tnut´ı nastane pro r = r∗, pak r∗
zvol´ıme za na´sˇ odhad. Tato metoda ma´ uzˇ z principu nenulovou pravdeˇpodobnost
prˇijet´ı sˇpatne´ho rˇa´du modelu a zpravidla je pro urcˇen´ı rˇa´du modelu me´neˇ efektivn´ı
nezˇ informacˇn´ı krite´ria; viz [6], strana 589.
3.1.2 Informacˇn´ı krite´ria
Dalˇs´ı mozˇnost´ı k urcˇen´ı rˇa´du modelu jsou informacˇn´ı krite´ria. Tato krite´ria lze obecneˇ
zapsat ve tvaru
F (r) = ln(|Σ̂r|) + IC(T )[K(Kr + 1)]
T
, (3.2)
kde T je pocˇet pozorova´n´ı, Σ̂r odhadnuta´ variancˇn´ı matice rezidu´ı prˇ´ıslusˇne´ho VAR(r)
modelu, K(Kr + 1) je pocˇet odhadnuty´ch parametr˚u a IC(T ) funkce specificka´ pro
kazˇde´ krite´rium. V programu EViews 5.1 jsou implementova´na trˇi informacˇn´ı krite´ria.
Akaikeho(AIC), Schwarzovo(SC) a Hannanovo - Quinnovo(HQ). Za odhad rˇa´du zvol´ı-
me takovou hodnotu r, ktera´ minimalizuje funci F (r) z (3.2). V knize [11] je doka´za´na
asymptoticka´ konzistentence krite´ri´ı HQ a SC.
krite´rium specificky´ cˇlen IC(T )
AIC 2
SC ln(T )
HQ 2 ln[ln(T )]
Tabulka 3.1: Prˇehled specificky´ch cˇlen˚u informacˇn´ıch krite´ri´ı
Pozna´mka 3.1. Program EViews 5.1 da´va´ jako standartn´ı vy´stup hodnotu FPE kri-
te´ria. Toto krite´rium je zalozˇene´ na minimalizaci MSE matice prˇedpoveˇdi; viz [15].
Pozna´mka 3.2. Vsˇechny odhady rˇa´du modelu jsou pouze orientacˇn´ı. V prakticky´ch
u´loha´ch mus´ıme vzˇdy oveˇrˇit, zda odhadnuty´ model splnˇuje vsˇechny prˇedpoklady.
3.2 Verifikace modelu
V te´to cˇa´sti uvedeme testy splneˇn´ı prˇedpoklad˚u, ktere´ jsou implementova´ny v pro-
gramu EViews 5.1. Jako prvn´ı je vhodne´ zjistit, zda odhadnuta´ vlastn´ı cˇ´ısla matice
Â z rovnice (2.17) lezˇ´ı uvnitrˇ jednotkove´ho kruhu, tzn. zda se jedna´ o stabiln´ı(a t´ım
i staciona´rn´ı) model. Pokud odhadnuty´ model nen´ı stabiln´ı, pak mu˚zˇeme bud’ praco-
vat s nestabiln´ım modelem nebo pouzˇijeme VEC model, o ktere´m se zmı´n´ıme v dalˇs´ı
kapitole. Bohuzˇel veˇtsˇina makroekonomicky´ch cˇasovy´ch rˇad je nestaciona´rn´ı, a proto
je te´meˇrˇ vzˇdy nutne´ pouzˇ´ıt VEC model. Da´le prˇedpokla´dejme, zˇe ma´me k dispozici
odhadnuty´ K-rozmeˇrny´ VAR(p) model, kde p bylo urcˇeno neˇktery´m z vy´sˇe zmı´neˇny´ch
zp˚usob˚u a matice koeficient˚u byly odhadnuty metodou nejmensˇ´ıch cˇtverc˚u.
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3.2.1 Testy rezidu´ı
Pokud je odhadnuty´ model stabiln´ı, je nutne´ oveˇrˇit, zda odhadnuta´ rezidua splnˇuj´ı
prˇedpoklady b´ıle´ho sˇumu (resp. norma´ln´ıho b´ıle´ho sˇumu). Pro graficke´ urcˇen´ı je mozˇne´
si nechat vykreslit grafy odhadnuty´ch rezidu´ı a korelogram z odhadnuty´ch rezidu´ı.
Statisticke´ testy, ktere´ jsou implementova´ny v programu EViews 5.1 testuj´ı autokore-
lovanost rezidu´ı, heteroskedasticitu a normalitu rozdeˇlen´ı rezidu´ı.
Portmanteau test
Jedna´ se o test na autokorelovanost rezidu´ı. Pro aplikaci tohoto testu je nejprve nutne´
zvolit konstantu h, ktera´ uda´va´ zpozˇdeˇn´ı, do ktere´ho bude autokorelovanost rezidu´ı
testova´na. Nulova´ hypote´za ma´ tvar
H0 : RU (1) = . . . = RU(h) = 0 proti H1 : ∃i, 1 ≤ i ≤ h : RU(i) 6= 0, (3.3)
kde RU (i) jsou matice autokorelacˇn´ıch funkc´ı rezidu´ı. Za platnosti H0 ma´ statistika
Q := T
h∑
i=1
tr(R̂U(i)
′
R̂U (0)
−1R̂U(i)R̂U(0)
−1) (3.4)
asymptoticky χ2 rozdeˇlen´ı o K2(h − p) stupn´ıch volnosti. Du˚kaz tohoto tvrzen´ı lze
nale´zt v knize [11], strana 169.
LM test
Tento test Lagrange multiplier je urcˇen pro zjiˇsteˇn´ı zda se v odhadnute´m modelu
vyskytuje autokorelace rezidu´ı rˇa´du h. Nulova´ hypote´za ma´ tedy opeˇt tvar
H0 : RU (1) = . . . = RU(h) = 0 proti H1 : ∃i, 1 ≤ i ≤ h : RU(i) 6= 0. (3.5)
Pro potrˇeby tohoto testu se nejprve spocˇ´ıta´ pomocny´ regresn´ı model mezi Ût (tj. vypo-
cˇteny´mi rezidui z p˚uvodn´ıho modelu) a p˚uvodn´ımi regresory, ke ktery´m se jesˇteˇ prˇida´
Ût−1, . . . , Ût−h. Za platnosti H0 ma´ testova´ statistika tvar
LM(h) = (T − pK − 1−K − 1
2
) log
|Σ̂U |
|Σ˜U |
, (3.6)
kde Σ̂U je kovariancˇn´ı matice odhadnuta´ z p˚uvodn´ıho modelu a Σ˜U je kovariancˇn´ı
matice odhadnuta´ z pomocne´ regrese; viz [8], strana 22. Za platnosti H0 ma´ testova´
statistika χ2 rozdeˇlen´ı o K2 stupn´ıch volnosti.
Test normality
Prˇestozˇe neˇktere´ vy´sledky pro VAR(p) modely plat´ı i bez tohoto prˇedpokladu, neˇkdy
mu˚zˇe by´t normalita rezidu´ı potrˇebna´. K otestova´n´ı, zda jsou rezidua norma´lneˇ roz-
deˇlena´ slouzˇ´ı v programu EViews 5.1 Jarque˚uv-Bera˚uv test. Jeho nulova´ hypote´za ma´
tvar
H0 : rezidua jsou norma´lneˇ rozdeˇlena´. proti H1 : rezidua nejsou norma´lneˇ rozdeˇlena´.
Podrobnosti o tomto testu jsou naprˇ´ıklad v manua´lu [15] nebo v pra´ci [12].
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Test heteroskedasticity
V programu EViews 5.1 je k testu heteroskedasticity urcˇen White˚uv test. U´kolem
tohoto testu je zjistit, zda je matice ΣU konstantn´ı v cˇase. V tomto testu se zkouma´
vy´znamnost regresn´ıho modelu, kde vysveˇtlovanou promeˇnnou je soucˇin vypocˇteny´ch
rezidu´ı UtU
′
t . Pokud si zvol´ıme v programu EViews 5.1 volbu No Cross Terms, pak za
vysveˇtluj´ıc´ı promeˇnnou se berou pouze p˚uvodn´ı hodnoty regresor˚u a jejich soucˇin. Prˇi
volbeˇ With Cross Terms se za regresory nav´ıc bere soucˇin vsˇech kombinac´ı regresor˚u z
p˚uvodn´ı rovnice. V obou prˇ´ıpadech regrese obsahuje absolutn´ı cˇlen. Nulova´ hypote´za
ma´ tvar
H0 : ∀t ∈ 1, . . . , T ΣU = E(UtU ′t ) proti H1 : neplat´ı H0, (3.7)
tzn. v modelu se nevyskytuje heteroskedasticita. Testova´ statistika tohoto testu ma´
tvar
W = nR2, (3.8)
kde n je pocˇet pozorova´n´ı a R2 je koeficient determinace. Za platnosti H0 ma´ statistika
W asymptoticky χ2 rozdeˇlen´ı o K − 1 stupn´ıch volnosti. K je pocˇet vysveˇtluj´ıc´ıch
promeˇnny´ch (vcˇetneˇ absolutn´ıho cˇlenu). Dalˇs´ı podrobnosti o tomto testu a zp˚usobu
jeho proveden´ı v programu EViews 5.1 jsou uvedeny v manua´lu [15] nebo v knize [6].
3.3 Prˇ´ıklad konstrukce modelu
Nyn´ı jizˇ mu˚zˇeme sestavit model, odhadnout jeho parametry a otestovat splneˇn´ı prˇed-
poklad˚u. Na za´veˇr uka´zˇeme, jak lze pomoc´ı odhadnute´ho modelu prˇedpov´ıdat. Pro
uka´zku jsme zvolili VAR model s promeˇnny´mi rea´lny´ HDP(hruby´ doma´c´ı produkt) a
rea´lna´ spotrˇeba doma´cnost´ı. Obeˇ promeˇnne´ jsou cˇtvrtletneˇ meˇrˇene´ sezo´nneˇ ocˇiˇsteˇne´
cˇasove´ rˇady pro americkou ekonomiku mezi 1. cˇtvrtlet´ım roku 1985 a 4. cˇtvrtlet´ım roku
2000. Tato data jsou k dispozici na stra´nka´ch FEDu St. Louis http://stlouisfed.org.
Prˇed pouzˇit´ım jesˇteˇ na obeˇ rˇady aplikujeme logaritmickou transformaci. Na obra´zku
3.1 mu˚zˇeme videˇt logaritmy p˚uvodn´ıch rˇad. Je videˇt, zˇe obeˇ rˇady maj´ı linea´rn´ı trend.
Abychom se zbavili tohoto trendu, budeme modelovat diference (logaritmu˚) p˚uvodn´ıch
cˇasovy´ch rˇad. Tento postup nen´ı zcela korektn´ı, protozˇe mu˚zˇe ve´st k porusˇen´ı vazeb
mezi promeˇnny´mi. Prˇi prakticke´m pouzˇit´ı by bylo nutne´ pouzˇit´ı VEC modelu.
Na za´kladeˇ vy´sledk˚u z tabulky 3.2 budeme odhadovat VAR(3) model. Oznacˇ´ıme-
li Y1t = log(HDPt) − log(HDPt−1) a Y2t = log(spotrˇebat) − log(spotrˇebat−1), potom
odhadnute´ koeficienty VAR(3) modelu jsou
ν =
[
0, 004
0, 004
]
, A1 =
[ −0, 018 0, 323
0, 280 −0, 132
]
,
A2 =
[
0, 218 0, 129
0, 098 −0, 032
]
, A3 =
[ −0, 138 −0, 006
0, 023 0, 291
]
.
Odhadnuta´ korelacˇn´ı a kovariancˇn´ı matice maj´ı tvar
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Obra´zek 3.1: Logaritmy p˚uvodn´ıch cˇasovy´ch rˇad. Pu˚vodn´ı meˇrˇ´ıtko bylo v miliarda´ch USD. Plnou
cˇarou je zna´zorneˇn HDP, prˇerusˇovanou spotrˇeba.
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Obra´zek 3.2: Diference logaritmu˚ p˚uvodn´ıch cˇasovy´ch rˇad. Na leve´m obra´zku je plnou cˇarou
zna´zorneˇn HDP, na prave´m prˇerusˇovanou cˇarou spotrˇeba.
R̂U(0) =
[
1, 00 0, 50
0, 50 1, 00
]
a Γ̂U(0) = 10
−5
[
2, 18 1, 07
1, 07 2, 07
]
.
Vlastn´ı cˇ´ısla matice A jsou v tabulce 3.3. Jsou tedy vsˇechna uvnitrˇ jednotkove´ho
kruhu, tzn. na´sˇ model je stabiln´ı. Nyn´ı jesˇteˇ mus´ıme zkontrolovat, zda rezidua splnˇuj´ı
prˇedpoklady b´ıle´ho sˇumu. Na obra´zc´ıch 3.3 a 3.4 mu˚zˇeme videˇt graf vypocˇteny´ch
rezidu´ı a jejich korelogram.
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Zpozˇdeˇn´ı LogL LR FPE AIC SC HQ
0 457,06 NA 5,25e-10 -15,691 -15,620 -15,664
1 466,35 17,630 4,37e-10 -15,874 -15,661* -15,791*
2 468,71 4,314 4,63e-10 -15,817 -15,462 -15,679
3 475,10 11,229* 4,27e-10* -15,900* -15,402 -15,706
4 476,28 1,996 4,72e-10 -15,802 -15,163 -15,553
5 476,57 0,474 5,39e-10 -15,675 -14,893 -15,370
6 477,49 1,425 6,03e-10 -15,568 -14,645 -15,209
Tabulka 3.2: Prˇehled vy´sledk˚u krite´ri´ı pro odhad rˇa´du modelu. Vy´sledna´ minima´ln´ı hodnota je
oznacˇena ”*”.
vlastn´ı cˇ´ıslo velikost
0,716578 0,716578
-0,385599 - 0,579376i 0,695962
-0,385599 + 0,579376i 0,695962
-0,668886 0,668886
0,286696 - 0,300198i 0,415107
0,286696 + 0,300198i 0,415107
Tabulka 3.3: Vlastn´ı cˇ´ısla matice A.
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Obra´zek 3.3: Vypocˇtena´ rezidua z odhadnute´ho modelu. Na leve´m obra´zku plnou cˇarou rezidua
HDP, na prave´m prˇerusˇovanou cˇarou rezidua spotrˇeby(po prˇ´ıslusˇne´ transformaci).
Jak mu˚zˇeme videˇt na obra´zku 3.4, nic nenasveˇdcˇuje autokorelovanosti rezidu´ı. Pro
jistotu spocˇteme jesˇte portmanteau test a LM test. Popis teˇchto test˚u lze nale´zt na
stra´nce 25. Na za´kladeˇ vy´sledk˚u z tabulky 3.4 nezamı´tneme v zˇa´dne´m z prˇ´ıpad˚u hy-
pote´zu o neautokorelovanosti rezidu´ı. Tyto vy´sledky jsou ve shodeˇ s obra´zkem 3.4.
Zby´va´ na´m jesˇteˇ prove´st testy na heteroskedasticitu a normalitu. Odpov´ıdaj´ıc´ı p-hod-
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Obra´zek 3.4: Odhadute´ maticove´ korelogramy z vypocˇteny´ch rezidu´ı (po prˇ´ıslusˇne´ transformaci).
noty teˇchto test˚u jsou uvedeny v tabulce 3.5.
Ani jeden z test˚u nezamı´tl hypote´zu o homoskedasticiteˇ. Nelze ani zamı´tnout hy-
pote´zu o normaliteˇ rezidu´ı. Tento model splnil vsˇechny testy, ktere´ nab´ız´ı program
EViews 5.1, a mu˚zˇeme jej tedy pouzˇ´ıt pro prˇedpov´ıda´n´ı.
Jak je videˇt z tabulky 3.6, odhadnute´ prˇedpoveˇdi prˇ´ıliˇs neodpov´ıdaj´ı skutecˇny´m
hodnota´m. Du˚vodem mu˚zˇe by´t zahrnut´ı male´ho pocˇtu promeˇnny´ch do modelu. Da´le
mohlo negativneˇ ovlivnit nasˇi prˇedpoveˇd’ pouzˇit´ı diferenc´ı mı´sto p˚uvodn´ıch hodnot.
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Zpozˇdeˇn´ı Portmanteau test LM test
1 NA* 0,2227
2 NA* 0,9586
3 NA* 0,7623
4 0,6842 0,8895
5 0,8216 0,6867
6 0,9286 0,8555
7 0,9677 0,8324
8 0,8623 0,2336
9 0,9158 0,7525
10 0,9375 0,6535
11 0,9148 0,4252
12 0,7400 0,0962
Tabulka 3.4: p−hodnoty test˚u autokorelovanosti rezidu´ı.
test p− hodnota
White˚uv test se smı´ˇseny´mi cˇleny 0,4244
White˚uv test bez smı´ˇseny´ch cˇlen˚u 0,4489
Jarque˚uv-Bera˚uv test 0,6549
Tabulka 3.5: p−hodnoty test˚u heteroskedasticity a normality rezidu´ı.
HDP spotrˇeba
de´lka prˇedpoveˇdi skutecˇnost odhad skutecˇnost odhad
1 -0,0012 0,0050 0,0041 0,0060
2 0,0031 0,0078 0,0025 0,0076
3 -0,0035 0,0070 0,0044 0,0080
4 0,0039 0,0080 0,0168 0,0072
Tabulka 3.6: Uka´zka prˇedpoveˇd´ı pro 1-4 kroky doprˇedu pro velicˇiny po odpov´ıdaj´ıc´ı transformaci.
Kapitola 4
Nestaciona´rn´ı VAR(p) procesy
Veˇtsˇina cˇasovy´ch rˇad, ktere´ se vyskytuj´ı v makroekonomii obsahuje nestaciona´rn´ı a
trendove´ slozˇky. Stejneˇ jako v cˇa´sti 3.3 se velmi cˇasto ukazuje, zˇe diferencova´n´ı p˚uvodn´ı
rˇady je vhodny´ zp˚usob, jak se s nestacionaritou vyporˇa´dat. V dalˇs´ım budeme uvazˇovat
pouze takove´ rˇady, u ktery´ch nestacionaritu lze odstranit diferencova´n´ım. Bohuzˇel dife-
rencova´n´ı p˚uvodn´ı rˇady mu˚zˇe zmeˇnit vazby mezi promeˇnny´mi a t´ım i negativneˇ ovlivnit
nasˇe vy´sledky. Proto v te´to cˇa´sti uka´zˇeme, jak se pomoc´ı kointegrace a VEC model˚u
vyporˇa´dat s nestacionaritou bez toho, abychom porusˇili p˚uvodn´ı vazby. V dalˇs´ım cˇa´sti
budeme zkoumat procesy s jednotkovy´m korˇenem. To znamena´ takove´ VAR(p) procesy,
kde z = 1 prˇipust´ıme jako korˇen rovnice (2.18). Procesy s jednotkovy´m korˇenem pak
budeme nazy´vat integrovane´ procesy.
4.1 Integrovane´ a kointegrovane´ procesy
V te´to cˇa´sti budeme pouzˇ´ıvat obecneˇjˇs´ı definici VAR(p) procesu nezˇ v prˇedcha´zej´ıc´ıch
kapitola´ch.
Definice 4.1. K-rozmeˇrny´ na´hodny´ proces {Yt, t ∈ {1, . . . , T}} se nazy´va´ K-rozmeˇrny´
VAR(p) proces, jestlizˇe vyhovuje rovnici
Yt = BXt + A1Yt−1 + A2Yt−2 + . . .+ ApYt−p + Ut, t ∈ {1, . . . , T}, (4.1)
kde A1, . . . , Ap (Ap 6= 0) jsou (K ×K) matice koeficient˚u, B je (K × l) matice kon-
stant, Xt l−rozmeˇrny´ vektor deterministicky´ch promeˇnny´ch a {Ut, t ∈ {1, . . . , T}} je
norma´ln´ı b´ıly´ sˇum.
Prˇedpokla´dejme, zˇe ma´me da´le k dispozici pocˇa´tecˇn´ı hodnoty Y1−p, . . . , Y0. Pro
na´sleduj´ıc´ı definici budeme potrˇebovat jesˇteˇ definici linea´rn´ıho procesu. Nyn´ı proces
Ut bude neza´visly´ b´ıly´ sˇum.
Definice 4.2. Linea´rn´ı proces definujme vztahem
Yt =
+∞∑
i=0
CiUt−i, t = 0, 1, 2 . . . , (4.2)
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kde C(z) =
∑+∞
i=0 Ciz
i konverguje pro |z| ≤ 1 + δ, pro neˇjake´ δ > 0.
Linea´rn´ı proces z definice 4.2 je vzˇdy staciona´rn´ı. Nyn´ı jizˇ mu˚zˇeme definovat inte-
grovane´ velicˇiny
Definice 4.3. Na´hodny´ proces Yt, ktery´ splnˇuje
Yt − E(Yt) =
+∞∑
i=0
CiUt−i, (4.3)
se nazy´va´ integrovany´ rˇa´du 0 (znacˇ´ıme I(0)), pokud C =
∑+∞
i=0 Ci 6= 0
Definice 4.4. Na´hodny´ proces Yt se se nazy´va´ integrovany´ rˇadu d (znacˇ´ıme I(d)),
pokud ∆d(Yt − E(Yt)) je I(0) proces a ∆d−1(Yt − E(Yt)) nen´ı.
Pozna´mka 4.1. ∆d = (1−L)d se nazy´va´ diferencˇn´ı opera´tor rˇa´du d. Opera´tor LXt =
Xt−1 je opera´tor zpeˇtne´ho posunut´ı.
Pozna´mka 4.2. V cˇla´nku [4] je na vekotrovy´ I(d) proces kladen pozˇadavek, aby vsˇe-
chny jeho slozˇky byly I(d). V nasˇ´ı definici stacˇ´ı, aby alesponˇ jedna slozˇka meˇla rˇa´d
integrace d a vsˇechny ostatn´ı meˇly rˇa´d integrace nejvy´sˇe d.
I(d) lze definovat i podmı´nkou, zˇe ∆d(Yt) je staciona´rn´ı, ale ∆
d−1(Yt) nikoliv. Nasˇe
definice ma´ vy´hodu zejme´na v prˇ´ıpadech, kdy se jedna´ o proces s deterministicky´m
trendem. Uvazˇujme naprˇ´ıklad proces
Yt = νt
2 +
t∑
i=0
Ui, (4.4)
kde k dosazˇen´ı stacionarity je potrˇeba druhe´ diference. V nasˇ´ı terminologii takovy´
proces oznacˇ´ıme jako I(1) proces s kvadraticky´m trendem. V dalˇs´ı cˇa´sti se budeme
zaby´vat pouze I(0) a I(1) procesy (s prˇ´ıpadny´m deterministicky´m trendem). Procesy
vysˇsˇ´ıch rˇa´d˚u kointegrace se zaby´va´ naprˇ. kniha [8]. Integrovanost se ty´ka´ pouze sto-
chasticke´ cˇa´sti procesu. Dalˇs´ı vy´hodou definice 4.4 je jej´ı invariantnost v˚ucˇi regula´rn´ım
transformac´ım. Pokud A je libovolna´ regula´rn´ı matice velikosti (K ×K) a Yt je I(1),
pak AYt z˚usta´va´ take´ I(1); viz [8], strana 35.
V prakticky´ch u´loha´ch se cˇasto stane, zˇe se integrovane´ velicˇiny na´hodne´ho pro-
cesu rˇ´ıd´ı spolecˇny´m stochasticky´m trendem. V takove´m prˇ´ıpadeˇ lze vhodnou linea´rn´ı
kombinac´ı velicˇin dosa´hnout nizˇsˇ´ıho rˇa´du integrace a mluv´ı se o kointegraci. Obecnou
definici kointegrovane´ho procesu lze nale´zt naprˇ´ıklad v knize [11]. Protozˇe se budeme
zaby´vat pouze I(1) procesy, uvedeme zde pouze jednodusˇsˇ´ı definici.
Definice 4.5. Necht’ Yt je I(1) proces, ke ktere´mu existuje K-rozmeˇrny´ vektor β(β 6=
0) takovy´, zˇe β
′
Yt je I(0) proces. Takovy´ proces pak nazveme kointegrovany´. Vektor
β je kointegracˇn´ı vektor. Pocˇet linea´rneˇ neza´visly´ch kointegracˇn´ıch vektor˚u se nazy´va´
hodnost kointegrace.
Pokud β je kointegracˇn´ı vektor a Yt je I(1), pak β
′
Yt = Zt je staciona´rn´ı proces.
Na proces β
′
Yt mu˚zˇeme pohl´ızˇet jako na dlouhodobe´ ekvilibrium.
Pozna´mka 4.3. Hodnost kointegrace r pro kointegrovany´ proces vzˇdy splnˇuje nerov-
nosti 1 ≤ r ≤ K.
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4.2 Modely VECM
VECM je zkratka pro vector error correction model. Tento druh model˚u je specia´ln´ım
prˇ´ıpadem VAR model˚u, ktery´ vyuzˇ´ıva´ kointegrace k dosazˇen´ı stacionarity. V nasˇem
prˇ´ıpadeˇ prˇedpokla´da´me, zˇe Yt je I(1). VAR(p) proces z definice 4.1 lze odecˇten´ım Yt−1
od obou stran rovnice (4.1) upravit na´sledovneˇ
Yt − Yt−1 = −(I − A1)Yt−1 + A2Yt−2 + . . .+ ApYt−p +BXt + Ut. (4.5)
Vhodny´m prˇerovna´n´ım cˇlen˚u a prˇi oznacˇen´ı
Γi := −(Ai+1 + . . .+ Ap), i = 1, . . . , p− 1,
Γ :=
∑p−1
i=1 Γi − I,
Π := −(I − Ai+1 − . . .−Ap),
prˇejde rovnice (4.5) do tvaru
∆Yt = ΠYt−1 + Γ1∆Yt−1 + . . .+ Γp−1∆Yt−p+1 +BXt + Ut. (4.6)
Tento za´pis VAR(p) modelu se nazy´va´ VEC model (zkra´ceneˇ VECM). Protozˇe proces
Yt je I(1), jsou vsˇechny cˇleny ∆Yt−i I(0). Aby byl tento za´pis modelu korektn´ı, je
nutne´, aby ΠYt−1 byl I(0) proces. Za´pis VAR(p) modelu jako VECM je tedy korektn´ı
pra´veˇ tehdy, kdyzˇ matice Π je matic´ı kointegracˇn´ıch vektor˚u.
Protozˇe I(1) jsou procesy s jednotkovy´m korˇenem, plat´ı pro neˇ
det(I − Ai+1 − . . . − Ap) = det(−Π) = 0, tzn. matice Π je singula´rn´ı. Necht’ ma´
naprˇ´ıklad hodnost r. Podle veˇty A.9 existuje rozklad matice Π = αβ
′
, kde α a β jsou
(K × r) matice a h(α) = h(β) = r. Tento rozklad nen´ı jednoznacˇny´. Pokud oznacˇ´ıme
Q libovolnou (r × r) regula´rn´ı matici, pak α1 = αQ′, β1 = βQ−1 da´va´ jiny´ rozklad
matice Π.
Pro zajiˇsteˇn´ı jednoznacˇnosti rozkladu matice Π je nutne´ vektor β (nebo α) vhodneˇ
normalizovat. Za prˇedpokladu h(β) = r mus´ı matice β obsahovat r linea´rneˇ neza´visly´ch
rˇa´dk˚u. Vhodny´m prˇerovna´n´ım promeˇnny´ch v modelu lze dosa´hnout toho, zˇe prvn´ıch
r rˇa´dk˚u matice β je linea´rneˇ neza´visly´ch. Pokud zvol´ıme matici Q jako horn´ı (r × r)
podmatici matice β, pak matice β1 bude mı´t tvar
β1 =
(
Ir
β(K−r)
)
, (4.7)
kde β(K−r) ma´ velikost ((K − r)× r). Tato normalizace je pouzˇita v knize [11], strana
250. Stejnou normalizaci pro zajiˇsteˇn´ı jednoznacˇnosti matice β pouzˇ´ıva´ i program
EViews 5.1.
Definice 4.6. Necht’ M je matice velikosti (K × r), ktera´ ma´ plnou sloupcovou hod-
nost. MaticiM⊥ (K×(K−r)), ktera´ ma´ plnou hodnost a splnˇuje podmı´nkuM ′M⊥ = 0
nazveme ortogona´ln´ı doplneˇk matice M.
Matice M⊥ nen´ı definova´na jednoznacˇneˇ, ale v dalˇs´ım nebude za´lezˇet na tom, kte-
rou z ortogona´ln´ıch matic zvol´ıme. Nyn´ı jesˇteˇ uvedeme Grangerovu veˇtu o reprezentaci,
ktera´ da´va´ nutnou a postacˇuj´ıc´ı podmı´nku, aby VECM byl kointegrovany´.
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Veˇta 4.1 (Grangerova veˇta o reprezentaci). Jestliˇze z podmı´nky |A(z)| = 0 vyply´va´
z > 1 nebo z=1 a h(Π) = r < K, pak existuj´ı (K×r) matice α a β, h(α) = h(β) = r,
pro ktere´ plat´ı
Π = αβ
′
. (4.8)
V takove´m prˇ´ıpadeˇ nutna´ a postacˇuj´ıc´ı podmı´nka, aby pro ∆Yt−E(∆Yt) a β ′Yt−E(β ′Yt)
existovala pocˇa´tecˇn´ı rozdeˇlen´ı, prˇi ktery´ch oba procesy budou I(0), ma´ tvar∣∣∣α′⊥Γβ⊥∣∣∣ 6= 0. (4.9)
V takove´m prˇ´ıpadeˇ m˚uzˇeme rovnici (4.6) prˇepsat do tvaru
Yt = C
t∑
i=1
(Ui +BXi) + C1(L)(Ut +BXt) + A, (4.10)
kde A za´vis´ı na pocˇa´terˇn´ıch hodnota´ch a β
′
A = 0. C = β⊥(α
′
⊥Γβ⊥)
−1α
′
⊥. Da´le plat´ı
Xt je kointegrovany´ proces s kointegracˇn´ı matic´ı β a fukce C1(z) splnˇuje podmı´nku
A−1(z) = C
1
1− z + C1(z), z 6= 1, (4.11)
kde mocninna´ rˇada C1(z) konverguje pro |z| < 1 + δ, pro neˇjake´ δ > 0.
D˚ukaz. Jedna´ se o veˇtu 4.2 z [8].
Veˇta 4.1 ma´ velky´ vy´znam, protozˇe na´m da´va´ na´vod jak I(1) proces rozlozˇit na
I(1) a I(0) proces. Neˇkdy mu˚zˇe by´t uzˇitecˇne´ prˇepsat VECM jako VAR(p). V takove´m
prˇ´ıpadeˇ si stacˇ´ı uveˇdomit, zˇe
A1 = Π+ IK + Γ1,
Ai = Γi − Γi−1, ı = 2, . . . , p− 1,
Ap = −Γp−1.
(4.12)
4.3 Prˇedpov´ıda´n´ı v integrovany´ch procesech
Prˇedpov´ıda´n´ı deterministicke´ho cˇlenu je snadne´. Proto budeme pouzˇ´ıvat VAR(p) pro-
ces bez deterministicke´ho cˇlenu. V d˚ukazu veˇty 2.6 jsme nikde nepotrˇebovali prˇed-
poklad stability. Proto podmı´neˇna´ strˇedn´ı hodnota je nejlepsˇ´ı MSE prˇedpoveˇd´ı i v
prˇ´ıpadeˇ, kdy Yt je I(1) proces. Pro proces z definice 4.1 (prˇi volbeˇ BXt = 0) ma´
nejlepsˇ´ı prˇedpoveˇd’ z cˇasu t o h krok˚u doprˇedu tvar
Yt(h) = A1Yt(h− 1) + A2Yt(h− 2) + . . .+ ApYt(h− p), (4.13)
kde Yt(k) = Yt+k pro k ≤ 0. Stejneˇ jako ve stabiln´ım prˇ´ıpadeˇ ma´ chyba prˇedpoveˇdi
tvar
Yt+h − Yt(h) =
h−1∑
i=0
BiUt+h−i, (4.14)
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kde Bi jsou odpov´ıdaj´ıc´ı MA koeficienty. Z rovnice (4.14) plyne, zˇe Yt(h) je nestranny´m
odhadem Yt+h. MSE matice prˇedpoveˇdi ma´ tvar
ΣY (h) = Var(
h−1∑
i=0
BiUt+h−i) =
h−1∑
i=0
BiΣUB
′
i. (4.15)
Na rozd´ıl od stabiln´ıho prˇ´ıpadu, kde Bi = JA
iJ
′
konverguje k 0 pro i → +∞, pro
integrovane´ procesy ma´ matice A alesponˇ jedno vlastn´ı cˇ´ıslo rovno jedne´. Proto Bi
nekonverguj´ı k 0 pro i → +∞. To znamena´, zˇe chyba prˇedpoveˇdi je neomezena´ pro
h → +∞, prˇestozˇe v nasˇem modelu nedojde k zˇa´dne´ zmeˇneˇ struktury. Stejneˇ tak
interval spolehlivosti z rovnice (2.75) mu˚zˇe mı´t nekonecˇnou de´lku.
V pakticky´ch u´loha´ch nema´me matice koeficient˚u k dispozici a je potrˇeba je od-
hadnout. K odhad˚um lze pouzˇ´ıt neˇktery´ z konzistentn´ıch odhad˚u pro VEC model a
pote´ pouzˇ´ıt transformaci uvedenou v (4.12). Podrobneˇji se problematikou prˇedpoveˇd´ı
v integrovany´ch a kointegrovany´ch procesech zaby´va´ kniha [11].
4.4 Konstrukce modelu VECM
V prakticky´ch aplikac´ıch je veˇtsˇinou nutne´ prˇ´ıslusˇny´ model prˇed pouzˇit´ım odhadnout.
Techniky pro odhad matic koeficient˚u VECM se prˇ´ıliˇs neliˇs´ı od technik z cˇa´sti 2.2.
Proto je zde nebudeme uva´deˇt. V knize [11], kapitola 7 jsou prˇ´ıslusˇne´ zp˚usoby odhadu
podrobneˇ rozebra´ny vcˇetneˇ d˚ukazu jejich konzistence. Ve stejne´ knize je na straneˇ 326
doka´za´na konzistence Hannanova-Quinnova a Schwarzova informacˇn´ıho krite´ria pro
odhad rˇa´du modelu. My se zde budeme zaby´vat pouze specificky´mi proble´my spo-
jeny´mi s VEC modely, a to volbou hodnosti kointegrace (tj. hodnost matice Π) a
r˚uzny´mi mozˇnostmi voleb deterministicky´ch trend˚u.
4.4.1 Volba deterministicke´ho cˇlenu
Protozˇe veˇtsˇina test˚u pro urcˇen´ı hodnosti kointegrace je za´visla´ na tvaru determi-
nisticke´ho cˇlenu, zmı´n´ıme zde vsˇechny modely deterministicky´ch trend˚u, ktere´ jsou
implementova´ny v progrmu EViews 5.1. Vsˇechny modely trend˚u implementovane´ v
programu EViews 5.1 lze nale´zt v knize [8] v kapitole 5.7. Pro snadneˇjˇs´ı orientaci
budeme pouzˇ´ıvat stejne´ znacˇen´ı jako v knize [8] i manua´lu [15].
Uvazˇujme nyn´ı specia´ln´ı prˇ´ıpad deterministicke´ho trendu BXt = µt = µ0 + µ1t.
Vektory µi je mozˇne´ rozlozˇit do navza´jem ortogona´ln´ıch prostor˚u generovany´ch α a
α⊥.
µi = αρi + α⊥γi, i = 0, 1, (4.16)
kde ρi = (α
′
α)−1α
′
µi a γi = (α
′
⊥α⊥)
−1α
′
⊥µi. V programu EViews 5.1 jsou imple-
mentova´ny na´sleduj´ıc´ı mozˇnosti. Uvazˇujme nyn´ı navza´jem vnorˇene´ modely trendu
µt = µ0 + µ1t tvaru postupneˇ
H2(r) : µt = 0, (4.17)
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H∗1 (r) : µt = αρ0, (4.18)
H1(r) : µt = αρ0 + α⊥γ0, (4.19)
H∗(r) : µt = αρ0 + α⊥γ0 + αρ1t, (4.20)
H(r) : µt = αρ0 + α⊥γ0 + (αρ1 + α⊥γ1)t. (4.21)
Podrobneˇjˇs´ı prˇedstavu o p˚usoben´ı kazˇde´ z mozˇnost´ı na vektor Yt bychom z´ıskali do-
sazen´ım do (4.10). Velmi podrobneˇ je to provedeno v knize [8]. My zde dosad´ıme do
rovnice (4.6) model trendu (4.21). Po dosazen´ı z´ıska´me
∆Yt = αβ
′
Yt−1 +
∑p−1
i=1 Γi∆Yt−i + αρ0 + α⊥γ0 + (αρ1 + α⊥γ1)t+ Ut
= α[β
′
: ρ0 : ρ1]
 Yt−11
t
+∑p−1i=1 Γi∆Yt−i + α⊥(γ0 + γ1t) + Ut. (4.22)
Pro hrubou prˇedstavu o tom, jaky´ cˇlen zvolit, lze pouzˇ´ıt doporucˇen´ı z manua´lu [15]
na straneˇ 725. Prˇ´ıslusˇny´ model se vol´ı pokud
• (4.17): v´ıme, zˇe vsˇechny rˇady maj´ı nulovou strˇedn´ı hodnotu.
• (4.18): v zˇa´dne´ rˇadeˇ se nevyskytuje trend.
• (4.19): vsˇechny linea´rn´ı trendy jsou stochasticke´ a je mozˇne´ je odstranit kointe-
grac´ı.
• (4.20): neˇjaka´ z rˇad je trendoveˇ staciona´rn´ı (tzn. linea´rn´ı deterministicky´ trend
+ staciona´rn´ı proces). Trend nelze odstranit kointegrac´ı.
• (4.21): neˇjaka´ z rˇad obsahuje kvadraticky´ trend.
4.4.2 Urcˇen´ı hodnosti kointegrace
Po zvolen´ı vhodne´ho modelu pro deterministicky´ trend mu˚zˇeme prˇistoupit k urcˇen´ı
hodnosti kointegrace. Pro urcˇen´ı hodnosti jsou v programu EViews 5.1 implemen-
tova´ny dva testy(trace test a test nejveˇtsˇ´ıho vlastn´ıho cˇ´ısla (maximum eigenvalue,
ME)). Oba testy postupneˇ testuj´ı hypote´zy od r = 0 po r = K − 1, dokud poprve´
nezamı´tneme nulovou hypote´zu. Popis obou test˚u je prˇevzat z manua´lu [15], strana
728. Tento zp˚usob testova´n´ı by´va´ oznacˇova´n jako Johansen˚uv test kointegrace. Ta-
bulky kriticky´ch hodnot pro oba testy jsou uvedeny v knize [8]. Program EViews 5.1
pouzˇ´ıva´ jine´ kriticke´ hodnoty, ktere´ se od p˚uvodn´ıch liˇs´ı jen velmi ma´lo; viz [15].
Trace test
Nulova´ hypote´za ma´ tvar
H0 : hodnost kointegrace = r proti H1 : hodnost kointegrace = K. (4.23)
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Alternativn´ı hypote´za odpov´ıda´ situaci, kdy matice Π ma´ plnou hodnost. V takove´m
prˇ´ıpadeˇ jsou vsˇechny rˇady staciona´rn´ı a lze pouzˇ´ıt VAR model pro staciona´rn´ı velicˇiny.
Testova´ statistika pro H0 ma´ tvar
LRtr(r|K) = −T
K∑
i=r+1
log(1− λi) (4.24)
(λi jsme oznacˇili i-te´ nejveˇtsˇ´ı vlastn´ı cˇ´ıslo matice Π).
Test nejveˇtsˇ´ıho vlastn´ıho cˇ´ısla
Nulova´ hypote´za ma´ tvar
H0 : hodnost kointegrace = r proti H1 : hodnost kointegrace = r + 1. (4.25)
Za platnosti nulove´ hypote´zy ma testova´ statistika tvar
LRmax(r|r + 1) = −T log(1− λr+1) = LRtr(r|K)− LRtr(r + 1|K). (4.26)
Pozna´mka 4.4. V programu EViews 5.1 jsou kriticke´ hodnoty dostupne´ pro K ≤ 10.
V praticky´ch u´loha´ch se muzˇe sta´t, zˇe kazˇdy´ test na´m da´ jiny´ vy´sledek. V takove´m
prˇ´ıpadeˇ je nejlepsˇ´ı prove´st rozhodnut´ı na za´kladeˇ ekonomicke´ interpretovatelnosti. Oba
testy maj´ı podobnou s´ılu pro male´ vzorky a nelze tedy zˇa´dny´ z nich jednoznacˇneˇ
preferovat; viz [11], strana 334.
4.4.3 Verifikace modelu
K oveˇrˇen´ı prˇedpoklad˚u, kladeny´ch na rezidua lze vyuzˇ´ıt stejny´ch test˚u jako pro stabiln´ı
VAR(p) model; viz naprˇ. [11] nebo [12]. Pro zjiˇsteˇn´ı, zda jednotlive´ cˇasove´ rˇady obsa-
huj´ı jednotkovy´ korˇen je v programu EViews 5.1 implementova´n zobecneˇny´ Dickeyho-
Fuller˚uv test. Podrobnosti o tomto testu lze nale´zt v knize [6], strana 643. Zde uvedeme
pouze tvar jeho hypote´z.
Zobecneˇny´ Dickeyho-Fuller˚uv test
H0 : AR ma´ jednotkovy´ korˇen proti H1 : AR je staciona´rn´ı,
pro proveden´ı tohoto testu je jesˇteˇ nutne´ zvolit rˇa´d AR modelu. K urcˇen´ı rˇa´du AR
modelu se vyuzˇ´ıvaj´ı stejne´ techniky jako ve v´ıcerozmeˇrne´m prˇ´ıpadeˇ.
Prˇ´ıklad
Jako prˇ´ıklad, na ktere´m budeme demonstrovat pouzˇit´ı kointegrace a VEC model˚u,
uvazˇujme meˇs´ıcˇn´ı pr˚umeˇry za´veˇrecˇny´ch kurz˚u akci´ı spolecˇnosti CˇEZ, a.s. na Burze
cenny´ch pap´ır˚u Praha a na Deutsche Bo¨rse Frankfurt za obdob´ı 3.3.2003 - 28.12.2007.
Trˇet´ı promeˇnnou zahrnutou do modelu je kurz CZK/EUR. Data jsme z´ıskali postupneˇ
z domovsky´ch stra´nek CˇEZ, a.s (www.cez.cz), ze serveru finance.yahoo.com a ze
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stra´nek Evropske´ centra´ln´ı banky (www.ecb.int). Celkem ma´me k dispozici 58 pozo-
rova´n´ı. Nejprve pouzˇijeme pocˇa´tecˇn´ıch 56 pro odhadnut´ı VEC modelu a pote´ posledn´ı
2 k porovna´n´ı prˇedpoveˇd´ı. Meˇs´ıcˇn´ıch pr˚umeˇry za´veˇrecˇny´ch kurz˚u jsme pouzˇili kv˚uli
vysoke´ volatiliteˇ za´veˇrecˇny´ch denn´ıch kurz˚u.
Za prˇedpokladu, zˇe na trz´ıch neexistuje arbitra´zˇ, by meˇla platit rovnice
CEZP,t = kurzt ∗ CEZF,t. (4.27)
Prˇi pouzˇite´m znacˇen´ı CEZP,t (resp.CEZF,t) - meˇs´ıcˇn´ı pr˚umeˇr za´veˇrecˇny´ch kurz˚u akcie
na burze v Praze (resp. ve Frankfurtu ) a kurzt znacˇ´ı pr˚umeˇrny´ kurz koruny v˚ucˇi euru.
Vsˇe v meˇs´ıci t. Pokud rovnici (4.27) zlogaritmujeme, z´ıska´me dlouhodobe´ ekvilibrium.
Tato rovnice nebude platit u´plneˇ, proto prˇida´n´ım b´ıle´ho sˇumu z´ıska´me rovnici (4.28).
Jedn´ım z d˚uvod˚u pro kra´tkodobou nerovnost mohou by´t naprˇ´ıklad burzovn´ı poplatky.
log(CEZP,t)− log(kurzt)− log(CEZF,t) = ǫt. (4.28)
Pro dalˇs´ı oznacˇme
X1,t = log(CEZP,t),
X2,t = log(CEZF,t),
X3,t = log(kurzt),
Yt = (X1,t, X2,t, X3,t)
′
.
Pro pouzˇit´ı VEC modelu je nutne´, aby alesponˇ jeden jednorozmeˇrny´ proces byl I(1). V
tabulce 4.1 jsou uvedeny p-hodnoty zobecneˇne´ho Dickeyho-Fullerova testu (zkra´ceneˇ
zobecneˇne´ho DF test) pro p˚uvodn´ı rˇady a pro prvn´ı diference.
i Xi ∆Xi
1 0,58 0,00
2 0,65 0,00
3 0,99 0,00
Tabulka 4.1: p-hodnoty zobecneˇne´ho Dickeyho-Fullerova testu
Prˇedpoklady na rˇa´d integrace jsou splneˇny. Protozˇe zkouma´me meˇs´ıcˇn´ı pr˚umeˇrne´
hodnoty, zahrneme do modelu pouze velicˇiny zpozˇdeˇne´ o jedno obdob´ı. Odpov´ıdaj´ıc´ı
VECM bude mı´t tvar
∆Yt = αβ
′
Yt−1 + µt + Ut (4.29)
S ohledem na tvar cˇa´sovy´ch rˇad z obra´zku 4.1 jsme zvolili pro deterministicky´ trend
model (4.19). Na za´kladeˇ Johansenova testu kointegrace jsme se rozhodli pro zahrnut´ı
jedne´ kointegracˇn´ı rovnice; viz tabulka 4.2, ve ktere´ jsou uvedeny p−hodnoty trace
testu a testu nejveˇtsˇ´ıho vlastn´ıho cˇ´ısla(zkra´ceneˇ ME test).
Na´sˇ odhadnuty´ model ma´ tvar
∆Yt =
 −0, 9350, 157
−0, 145
 [(1;−0, 992;−0, 914) : −0, 316] [ Yt−1
1
]
+
 −0, 0470, 051
−0, 003
 (4.30)
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Hypoteticka´ hodnost vlastn´ı trace ME
kointegrace cˇ´ıslo test test
0 0,618 0,000 0,000
1 0,202 0, 058∗ 0, 096∗
2 0,047 0,103 0,103
Tabulka 4.2: p−hodnoty trace testu a ME testu. Vy´sledna´ hodnost kointegrace na hladineˇ spoleh-
livosti 5% je oznacˇena ”*”.
Zpozˇdeˇn´ı Portmanteau test LM test
1 0,1793 0,0690
2 0,3208 0,6264
3 0,3154 0,3987
4 0,2631 0,2855
5 0,5885 0,9988
6 0,3656 0,1090
7 0,2975 0,2846
8 0,4092 0,7966
9 0,6210 0,9886
10 0,5207 0,2381
11 0,6269 0,8551
12 0,7819 0,9884
Tabulka 4.3: p−hodnoty test˚u autokorelovanosti rezidu´ı.
test p− hodnota
White˚uv test se smı´ˇseny´mi cˇleny 0,4260
White˚uv test bez smı´ˇseny´ch cˇlen˚u 0,4260
Jarque˚uv-Bera˚uv test 0,3032
Tabulka 4.4: p−hodnoty test˚u heteroskedasticity a normality rezidu´ı.
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Obra´zek 4.1: Grafy cˇasovy´ch rˇad a odhadnuty´ch rezidu´ı postupneˇ pro X1, X2 a X3. Na leve´m
obra´zku jsou plnou cˇarou vyznacˇeny p˚uvodn´ı rˇady a prˇerusˇovanou cˇarou odhadnute´ rˇady. V prave´
cˇa´sti je graf vypocˇteny´ch rezidu´ı.
Jak mu˚zˇeme videˇt z tabulek 4.3 a 4.4, vypocˇtena´ rezidua splnˇuj´ı vsˇechny prˇed-
poklady kladene´ na b´ıly´ sˇum. Odhadnuta´ korelacˇn´ı a kovariancˇn´ı matice rezidu´ı jsou
uvedeny v (4.31).
R̂U(0) =
 1, 00 0, 99 −0, 140, 99 1, 00 −0, 27
−0, 14 −0, 27 1, 00
 a Γ̂U(0) = 10−5
 458 471 8, 89471 493 17, 9
8, 89 17, 9 8, 78
 (4.31)
Zby´va´ na´m jesˇteˇ uka´zat, zˇe jsme linea´rn´ı kombinac´ı vektoru Yt z´ıskali I(0) proces.
p−hodnota zobecneˇne´ho DF testu pro proces β ′Yt je 0,000. Tzn. linea´rn´ı kombinac´ı
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jsme z´ıskali proces s nizˇsˇ´ım rˇa´dem kointegrace. Na obra´zku 4.2 je kointegrovany´ proces
β
′
Yt zna´zorneˇn graficky.
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Obra´zek 4.2: Graf vy´sledne´ho kointegrovane´ho procesu(β
′
Yt).
V prˇedcha´zej´ıc´ı cˇa´sti jsme oveˇrˇili vsˇechny prˇedpoklady kladene´ na VEC model a
tento model mu˚zˇeme pouzˇ´ıt k prˇedpov´ıda´n´ı. Pro prˇedpov´ıda´n´ı je nejprve nutne´ prove´st
na odhadnute´ matice VEC modelu transformaci (4.12), tak abychom z´ıskali VAR(p)
proces s p˚uvodn´ımi hodnotami promeˇnny´ch. Program EViews 5.1 toto deˇla´ automa-
ticky a nen´ı nutne´ tuto transformaci prˇ´ımo prova´deˇt. Proto zde nebudeme uva´deˇt
odhadnuty´ VAR model. Na obra´zku 4.3 mu˚zˇeme videˇt vy´sledky prˇedpoveˇd´ı odhad-
nute´ho VAR modelu. Pro lepsˇ´ı prˇedstavu uvedeme jesˇte tabulky hodnot prˇedpoveˇd´ı
nejen v hodnota´ch po logaritmicke´ transformaci, ale i v p˚uvodn´ıch hodnota´ch.
Datum X1 X2 X3
11.2007 7,209 7,197 3,925 3,893 3,286 3,305
12.2007 7,229 7,245 3,959 3,943 3,270 3,303
Tabulka 4.5: Uka´zka prˇedpoveˇd´ı pro 2 kroky doprˇedu pro velicˇiny X1, X2 a X3. V leve´m sloupci
jsou skutecˇne´ hodnoty, v prave´ prˇedpoveˇdeˇne´.
meˇs´ıc CEZP CEZF kurzt
11.2007 1351,50 1335,80 50,64 49,04 26,73 27,26
12.2007 1378,65 1401,02 52,39 51,58 26,32 27,18
Tabulka 4.6: Uka´zka prˇedpoveˇd´ı pro 2 kroky doprˇedu pro p˚uvodn´ı velicˇ´ıny CEZP , CEZF a kurz.
V leve´m sloupci jsou skutecˇne´ hodnoty, v prave´ prˇedpoveˇdeˇne´.
Jak je videˇt na obra´zku 4.3 i v tabulka´ch 4.5 a 4.6, VEC model da´va´ pomeˇrneˇ
prˇesne´ prˇedpoveˇdi.
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Obra´zek 4.3: Graf skutecˇny´ch a prˇedpoveˇdeˇny´ch hodnot proces˚u na dveˇ budouc´ı obdob´ı. Plnou
cˇa´rou znacˇ´ıme skutecˇne´ hodnoty, prˇerusˇovanou prˇedpoveˇdeˇne´. V leve´ cˇa´sti jsou grafy pro transfor-
movane´ velicˇiny, v prave´ pro p˚uvodn´ı hodnoty.
Kapitola 5
Kauzalita
V prakticky´ch u´loha´ch na´s cˇasto zaj´ıma´, zda je mozˇne´ vylepsˇit prˇedpoveˇd’ budouc´ıch
hodnot procesu Xt, pokud pro prˇedpov´ıda´n´ı pouzˇijeme i informace o soucˇasny´ch a
zpozˇdeˇny´ch hodnota´ch jine´ho na´hodne´ho procesu Zt. V takove´m prˇ´ıpadeˇ by´va´ proces
Zt oznacˇova´n jako kauza´ln´ı pro proces Xt. Podle toho v jake´m smyslu vylepsˇuj´ı hodno-
ty procesu Zt prˇedpoveˇd’ procesu Xt hovorˇ´ıme o r˚uzny´ch typech kauzalit. V dalˇs´ı cˇa´sti
se budeme zaby´vat prˇeva´zˇneˇ Grangerovou kauzalitou a zmı´n´ıme se take´ o v´ıcekrokove´
kauzaliteˇ. Zp˚usob cha´pa´n´ı kauzality jako Grangerovy kauzality je dnes nejrozsˇ´ıˇreneˇjˇs´ı.
Test Grangerovy kauzality je take´ implementova´n v programu EViews 5.1. Za definici
VAR(p) procesu budeme opeˇt povazˇovat definici 2.6.
Oznacˇme St mnozˇinu vsˇech informac´ı ve vesmı´ru do cˇasu t, Xt(h|It) nejlepsˇ´ı prˇed-
poveˇd’ Xt+h v cˇase t prˇi pouzˇit´ı informac´ı z mnozˇiny It a ΣX(h|It) variancˇn´ı matic´ı
chyby prˇedpoveˇdi o h krok˚u doprˇedu zalozˇene´ naXt(h|It). Mnozˇinu It budeme v dalˇs´ım
textu oznacˇovat jako informacˇn´ı mnozˇinu.
Definice 5.1. Necht’ Zt a Xt jsou na´hodne´ procesy. Pokud
ΣX(h|St) < ΣX(h|St \ {Zs|s ≤ t}), (5.1)
pak rˇekneme, zˇe Zt je kauza´ln´ı pro Xt s krokem h a znacˇ´ıme Zt
h⇒ Xt. V opacˇne´m
prˇ´ıpadeˇ rˇ´ıka´me, zˇe Zt nen´ı kauza´ln´ı pro Xt s krokem h a znacˇ´ıme Zt
h
6⇒ Xt.
5.1 Grangerova kauzalita
Proble´m kauzality je dnes nejcˇasteˇji interpretova´n ve formeˇ Grangerovy kauzality.
Jedna´ se o specia´ln´ı prˇ´ıpad definice 5.1, kdy h = 1. Pokud Zt
1⇒ Xt, pak rˇ´ıka´me, zˇe
Zt je ve smyslu Grangera kauza´ln´ı pro Xt.
Pozna´mka 5.1. Grangerova kauzalita je za´visla´ na smeˇru. Tzn. pokud plat´ı Zt
1⇒ Xt,
pak obecneˇ nen´ı pravdaXt
1⇒ Zt. Pokud plat´ı Zt 1⇒ Xt a za´rovenˇXt 1⇒ Zt, pak rˇ´ıka´me,
zˇe se jedna´ o syste´m se zpeˇtnou vazbou (anglicky feedback system).
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Za´kladn´ı mysˇlenkou cele´ teorie je, zˇe budoucnost nemu˚zˇe by´t kauza´ln´ı pro minulost.
Proto je tato teorie velmi obt´ızˇneˇ interpretovatelna´ pro deterministicke´ procesy. V tom-
to textu se budeme zaby´vat kauzalitou pouze v ra´mci nedetreministicky´ch proces˚u.
Nasˇe definice Grangerovy kauzality nen´ı z prakticke´ho hlediska prˇ´ıliˇs vhodna´. Prvn´ı
proble´m mu˚zˇe nastat prˇi hleda´n´ı optima´ln´ı prˇedpoveˇdi. Pokud neprˇedpokla´da´me nor-
malitu nasˇeho procesu, pak v prakticky´ch u´loha´ch nemus´ı by´t nalezen´ı takove´ prˇedpo-
veˇdi v˚ubec mozˇne´ nebo prˇedpoveˇd’ mu˚zˇe mı´t prˇ´ıliˇs komplikovany´ tvar. Tento proble´m
cˇasto vede k tomu, zˇe se stejneˇ jako v podkapitole 2.3 omez´ıme jen na hleda´n´ı linea´rn´ıch
prˇedpoveˇd´ı.
Z prakticke´ho hlediska je problematicˇteˇjˇs´ı mnozˇina St obsahuj´ıc´ı vsˇechny infor-
mace ve vesmı´ru. Veˇtsˇina informac´ı nebude dostupna´. Kdyby dostupna´ byla, pak velke´
mnozˇstv´ı informac´ı bude pro na´sˇ model irelevantn´ı. Tento proble´m mu˚zˇeme do jiste´
mı´ry vyrˇesˇit volbou jine´ informacˇn´ı mnozˇiny, ktera´ bude obsahovat pouze dostupne´
a relevantn´ı informace pro na´sˇ proces. V knize [11] je za takovou mnozˇinu volena
mnozˇina Ωt = {Zs, Xs|s ≤ t} obsahuj´ıc´ı pouze soucˇasne´ a minule´ hodnoty velicˇin
v syste´mu. V takove´m prˇ´ıpadeˇ je kauzalita relativn´ı vzhledem k volbeˇ informacˇn´ı
mnozˇiny. Pokud nebude mnozˇina obsahovat vsˇechny relevantn´ı informace, pak mu˚zˇe
vzniknout proble´m se zda´nlivou kauzalitou; viz [5].
Aby bylo mozˇne´ rozhodnout o existenci (resp. neexistenci) Grangerovy kauzality
na za´kladeˇ statisticky´ch test˚u, omez´ıme se na prˇ´ıpad, kdy uvazˇujeme pouze linea´rn´ı
prˇedpoveˇdi a za informacˇn´ı mnozˇinu vol´ıme Ωt obsahuj´ıc´ı soucˇasne´ a minule´ hodnoty
velicˇin v syste´mu v cˇase t.
UvazˇujmeK-rozmeˇrny´ slabeˇ staciona´rn´ı VAR(p) proces, ktery´ ma´ MA reprezentaci
Yt = µ+B(L)Ut = µ+
+∞∑
i=0
BiUt−i, kde B0 = IK , (5.2)
kde Ut je b´ıly´ sˇum. Prˇedpokla´dejme, zˇe Y
′
t = (X
′
t , Z
′
t)
′
, kde Xt je M-rozmeˇrny´ proces
a Zt je (K − M)-rozmeˇrny´ proces. Proces Yt z (5.2) mu˚zˇeme prˇepsat na´sleduj´ıc´ım
zp˚usobem
Yt =
[
Xt
Zt
]
=
[
µ1
µ2
]
+
[
B11(L) B12(L)
B21(L) B22(L)
] [
U1t
U2t
]
(5.3)
Prˇi tomto znacˇen´ı budeme zkoumat, zda je proces Zt ve smyslu Grangera kauza´ln´ı pro
Xt. Reprezentace (5.3) je vhodna´ pro odvozen´ı chyby prˇedpoveˇdi z cˇasu t o jeden krok
doprˇedu. Pokud se budou chyby prˇedpoveˇd´ı shodovat bez ohledu na to, zda zahrneme
Zt, znamena´ to, zˇe Zt nen´ı ve smyslu Grangera kauza´ln´ı pro Xt. Nejprve odvod´ıme
MA reprezentaci procesu Xt. Oznacˇme J := [IM , 0] matici velikosti (M × K). Pak
vyna´soben´ım rovnice (2.28) z´ıska´me
Xt+1 = JYt+1 = Jµ+
+∞∑
i=0
JBiUt+1−i
= µ1 +
+∞∑
i=0
B11,iU1,t+1−i +
+∞∑
i=0
B12,iU2,t+1−i.
(5.4)
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Jako d˚usledek Woldovy veˇty o rozkladu ma´ kazˇdy´ podproces staciona´rn´ıho MA procesu
take´ MA reprezentaci. Proto mu˚zˇeme Xt+1 zapsat ve tvaru
Xt+1 = µ1 +
+∞∑
i=0
CiVt+1−i. (5.5)
Z rovnice (2.71) z´ıska´me nejlepsˇ´ı linea´rn´ı MSE prˇedpoveˇd’ pro Xt(1|{Xs, Zs|s ≤ t})
vyna´soben´ım zleva matic´ı J
Xt(1|{Xs, Zs|s ≤ t}) = Jµ+
+∞∑
i=1
JBiUt+h−i
= µ1 +
+∞∑
i=1
B11,iU1,t+h−i +
+∞∑
i=1
B12,iU2,t+h−i.
(5.6)
Odecˇten´ım (5.6) od (5.4) z´ıska´me chybu prˇedpoveˇdi
Xt+1 −Xt(1|{Xs, Zs|s ≤ t}) = B11,0U1,t+1 +B12,0U2,t+1 = U1,t+1. (5.7)
Posledn´ı rovnost plat´ı, protozˇe B0 = IK . Pro proces z rovnice (5.5) ma´ nejlepsˇ´ı linea´rn´ı
MSE prˇedpoveˇd’ Xt(1|{Xs|s ≤ t}) tvar
Xt(1|{Xs|s ≤ t}) = µ1 +
+∞∑
i=1
CiVt+1−i. (5.8)
Chyba prˇedpoveˇdi se z´ıska´ odecˇten´ım (5.8) od (5.5)
Xt+1 −Xt(1|{Xs|s ≤ t}) = Vt+1. (5.9)
Aby se obeˇ prˇedpoveˇdi shodovaly, pak pro kazˇde´ t mus´ı platit U1,t+1 = Vt+1. Vzhledem
k jednoznacˇnosti MA reprezentace mus´ı platit B11,i = Ci a B12,i = 0; viz [11]. Matice
B(L) mus´ı mı´t tvar
B(L) =
[
B11(L) 0
B21(L) B22(L)
]
. (5.10)
Podmı´nky na matice koeficient˚u A1, . . . , Ap ze z´ıskaj´ı z rovnosti A(L)B(L) = IK . Podle
veˇty A.10 ma´ matice A(L) = B(L)−1 tvar
A(L) =
[
B11(L)
−1 0
−B22(L)−1B21(L)B11(L)−1 B22(L)−1
]
=
[
A11(L) 0
A21(L) A22(L)
]
. (5.11)
Pro VAR(p) proces mu˚zˇeme vyslovit na´sleduj´ıc´ı veˇtu.
Veˇta 5.1. Necht’ Yt je stabiln´ı VAR(p) proces, pak
Xt(1|{Xs|s ≤ t}) = Xt(1|{Xs, Zs|s ≤ t})⇔ A12,i = 0, i = 1, . . . , p. (5.12)
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D˚ukaz. Jedna´ se o obdobu veˇty 2.2.1 z knihy [11].
Pozna´mka 5.2. Pokud za informacˇn´ı mnozˇinu vol´ıme pouze Ωt = {Xs, Zs|s ≤ t},
pak
Xt(1|{Xs|s ≤ t}) = Xt(1|{Xs, Zs|s ≤ t})⇔
Xt(h|{Xs|s ≤ t}) = Xt(h|{Xs, Zs|s ≤ t}), h = 1, 2, . . . . (5.13)
tzn. Rovnost prˇedpoveˇd´ı o jeden krok doprˇedu je tedy ekvivalnentn´ı rovnosti prˇedpo-
veˇd´ı o h krok˚u doprˇedu; viz [11].
5.1.1 Testova´n´ı Grangerovy kauzality
V prakticky´ch u´loha´ch matice A1, . . . , Ap veˇtsˇinou nejsou prˇedem zna´my a pro odhad-
nute´ matice nemus´ı platit Â12,i 6= 0, prˇestozˇe Zt
1
6⇒ Xt. Pro oveˇrˇen´ı zda je tento rozd´ıl
statisticky vy´znamny´ se vyuzˇ´ıva´ naprˇ´ıklad Wald˚uv test popsany´ v cˇa´st´ı 2.2.3. Nulova´
hypote´za tohoto testu ma´ tvar
H0 : Hβ = h proti H1 : Hβ 6= h. (5.14)
V nasˇem prˇ´ıpadeˇ je h = 0 a matice H je vhodna´ matice, ktera´ z vektoru β (resp. β̂)
”vybere” pouze prvky matic A12,i (resp. Â12,i) pro i = 1, . . . , p. Jestlizˇe
√
T (β̂ − β) D→ N(0, (ΣU ⊗ Γ−1)), (5.15)
pak obdobny´mi u´pravami jako v 2.2.3 z´ıska´me testovou statistiku
λW = (Hβ̂)
′
[H(Σ̂U ⊗ (X ′X)−1)H ′]−1(Hβ̂). (5.16)
Statistika λW ma´ asymptoticky χ
2 rozdeˇlen´ı o N stupn´ıch volnosti, kde N je hodnost
matice H . Pokud Xt je M-rozmeˇrny´ proces a Zt je (K −M)-rozmeˇrny´ proces, pak
matice H ma´ hodnost pM(K −M).
Nasˇe vy´sledky plat´ı pouze asymptoticky. V prakticky´ch u´loha´ch ma´me k dispo-
zici pouze omezeny´ pocˇet pozorova´n´ı T . Proto v knize [11], strana 103 je navrzˇena
transformace
λF = λW/N (5.17)
s asymptoticky´m F rozdeˇlen´ım, ktere´ ma´ teˇzˇsˇ´ı chvosty nezˇ χ2. Asymptoticky plat´ı
λF ∼ F (N,KT −K2p−K) ∼ F (N, T −Kp− 1) (5.18)
V programu EViews 5.1 je k testova´n´ı Grangerovy kauzality pouzˇita Waldova sta-
tistika; viz [15], strana 708.
KAPITOLA 5. KAUZALITA 47
5.2 Vı´cekrokova´ kauzalita
V knize [11] se v´ıcekrokova´ kauzalita nazy´va´ multi-step causality. Bohuzˇel program
EViews 5.1 nema´ implementova´n test na v´ıcekrokovou kauzalitu. Pokud by naprˇ´ıklad
na´sˇ proces byl tvaru Yt = (X
′
t , Z
′
t,W
′
t )
′
, kde Xt je m1-rozmeˇrny´ , Yt m2-rozmeˇrny´ a
Wt je m3-rozmeˇrny´ proces. Pak obecneˇ neplat´ı: Zt
1
6⇒ Xt ⇒ Zt
h
6⇒ Xt pro kazˇde´ h ≥ 2,
protozˇe proces Zt mu˚zˇe proces Xt ovlivnˇovat neprˇ´ımo prˇes proces Wt. Tento proble´m
se podrobneˇji rˇesˇen v cˇla´nku [3]. My zde zmı´n´ıme pouze neˇktere´ za´kladn´ı vy´sledky. Za
informacˇn´ı mnozˇinu vol´ıme
I(t) = IXW (t) = H + {Xs|s ≤ t}+ {Ws|s ≤ t}. (5.19)
H je mnozˇina, ktera´ obsahuje libovolne´ informace v syste´mu, ktere´ nejsou za´visle´ na
cˇase t. Podrobnosti o te´to mnozˇineˇ lze nale´zt v cˇla´nku [3]. Nejlepsˇ´ı linea´rn´ı prˇedpoveˇd’
Yt+h v cˇase t prˇi pouzˇit´ı informac´ı z mnozˇiny H + {Ys|s ≤ t} mu˚zˇeme zapsat ve tvaru
Yt(h|H + {Ys|s ≤ t}) =
h−1∑
k=0
π
(k)
1 ν +
p∑
j=1
π
(h)
j Yt+1−j, ∀h ∈ N. (5.20)
Matice π
(h)
j je matic´ı u cˇlenu Yt+1−j prˇi prˇedpoveˇdi o h krok˚u doprˇedu. Pokud j > p,
pak vzhledem k tvaru prˇedpoveˇdi z (2.61) je π
(h)
j = 0, ∀h ≥ 1. Uvazˇujme nyn´ı rozdeˇlen´ı
matice π
(h)
j na bloky podle dimenze Xt, Zt a Wt.
π
(h)
j =
 π
(h)
XXj
π
(h)
XZj
π
(h)
XWj
π
(h)
Y Xj
π
(h)
Y Zj
π
(h)
YWj
π
(h)
WXj
π
(h)
WZj
π
(h)
WWj
 . (5.21)
Veˇta 5.2. Za platnosti (5.19),(5.20) a (5.21) plat´ı
Zt
h
6⇒ Xt|IXW ⇔ π(h)XZj = 0, j = 1, . . . , p, (5.22)
Zt
h
6⇒ Xt|IXW znacˇ´ı nekauzalitu vzhledem k mnozˇineˇ IXW (t).
D˚ukaz. Jedna´ se o modifikaci veˇty 3.1 z cˇla´nku [3]. Plat´ı π
(h)
XZj
= 0 pro j > p.
Pro urcˇen´ı, zda existuje cˇas h, ve ktere´m Zt
h⇒ Xt, nen´ı potrˇeba testovat nekonecˇneˇ
mnoho podmı´nek. Uzˇitecˇna´ je v tomto smeˇru na´sleduj´ıc´ı veˇta.
Veˇta 5.3. Za platnosti (5.19),(5.20) a (5.21) plat´ı
π
(h)
XZj
= 0, j = 1, . . . , p,h = 1, . . . , m3p+ 1⇒ Zt
(∞)
6⇒ Xt|IXW , (5.23)
kde Zt
(∞)
6⇒ Xt oznacˇuje nekauzalitu s libovolny´m krokem h.
D˚ukaz. Jedna´ se o modifikaci veˇty 4.5 z cˇla´nku [3].
Dalˇs´ı podrobnosti o v´ıcekrokove´ kauzaliteˇ lze nale´zt v knize [11] nebo v cˇla´nku [3].
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5.3 Prˇ´ıklad
V te´to cˇa´sti si uka´zˇeme prˇ´ıklad Grangerovy kauzality mezi dveˇma promeˇnny´mi. Bu-
deme zde uvazˇovat dvourozmeˇrny´ model diskontn´ıch sazeb v Neˇmecku a v Rakousku.
Nasˇimi pozorova´n´ımi jsou za´veˇrecˇne´ cˇtvrtletn´ı sazby mezi prvn´ım cˇtvrtlet´ım roku
1965 a druhy´m cˇtvrtlet´ım roku 1989 (1965Q1-1989Q2). Data jsou z´ıska´na ze serveru
www.econstats.com. Vzhledem k u´zke´ prova´zanosti obou ekonomik a s´ıle neˇmecke´
ekonomiky lze prˇedpokla´dat, zˇe diskontn´ı sazby v Neˇmecku budou vy´znamneˇ ovliv-
nˇovat sazby v Rakousku, ale ne naopak. Pro oveˇrˇen´ı kauzality jsme odhadli VAR(4)
model. Volbu jsme provedli na za´kladeˇ Akaikeho informacˇn´ıho krite´ria.
Pro dalˇs´ı oznacˇme
Y1,t = diskontn´ı sazba v Neˇmecku v cˇase t
Y2,t = diskontn´ı sazba v Rakousku v cˇase t
Na obra´zku 5.1 jsou zobrazeny p˚uvodn´ı a odhadnute´ rˇady a odhadnuta´ rezidua.
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Obra´zek 5.1: Grafy cˇasovy´ch rˇad a odhadnuty´ch rezidu´ı postupneˇ pro Y1,t a Y2,t. Na leve´m obra´zku
jsou plnou cˇarou vyznacˇeny p˚uvodn´ı rˇady a prˇerusˇovanou cˇarou odhadnute´ rˇady. V prave´ cˇa´sti je graf
vypocˇteny´ch rezidu´ı.
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Odhadnuty´ VAR(4) model ma´ tvar
Yt =
[
0, 520
0, 972
]
+
[
1, 151 0, 093
0, 248 0, 863
]
Yt−1 +
[ −0, 026 −0, 116
−0, 090 −0, 083
]
Yt−2+
+
[ −0, 164 −0, 020
−0, 167 0, 108
]
Yt−3 +
[ −0, 151 0, 121
0, 163 −0, 237
]
Yt−4
(5.24)
Pro zjiˇsteˇn´ı zda je na´sˇ model stabiln´ı je nutne´ vypocˇ´ıtat vsˇechna vlastn´ı cˇ´ısla matice
A. Vlastn´ı cˇ´ısla jsou uvedena v tabulce 5.1 a vsˇechna jsou mensˇ´ı nezˇ jedna. Proto je na´sˇ
odhadnuty´ model stabiln´ı. Odhadnuty´ model (5.24) vyhovuje i test˚um na neautokore-
lovanost a homoskedasticitu rezidu´ı. Jarque˚uv-Bera˚uv test zamı´tl normalitu rozdeˇlen´ı
rezidu´ı. Prˇesne´ vy´sledky test˚u zde nebudeme uva´deˇt. Pro asymptotickou konvergenci
LS odhadu nen´ı normalita rezidu´ı nutna´. Stacˇ´ı, aby Yt byl stabiln´ı proces a rezidua
tvorˇila neza´visly´ b´ıly´ sˇum Ut, ktery´ ma´ omezene´ cˇtvrte´ absolutn´ı momenty; viz [11],
strana 72, veˇta 3.1. V dalˇs´ım budeme splneˇn´ı teˇchto prˇedpoklad˚u prˇedpokla´dat. Pokud
bychom k odhadu VAR(4) modelu pouzˇili pouze data z obdob´ı 1965Q1-1975Q1, pak
by na´sˇ model vyhovoval vsˇem test˚um vcˇetneˇ testu normality.
vlastn´ı cˇ´ıslo velikost
0,799705 - 0,344247i 0,870651
0,799705 + 0,344247i 0,870651
0,789205 - 0,248661i 0,827452
0,789205 + 0,248661i 0,827452
-0,387790 - 0,537109i 0,662471
-0,387790 + 0,537109i 0,662471
-0,194415 - 0,181045i 0,265659
-0,194415 + 0,181045i 0,265659
Tabulka 5.1: Vlastn´ı cˇ´ısla matice A.
Proces Y2,t
1
6⇒ Y1,t ⇔ A12,i = 0, i = 1, . . . , 4. K otestova´n´ı pouzˇijeme Wald˚uv test.
Vy´sledky jsou shrnuty v tabulce 5.2.
H0 χ
2(4) p-hodnota
Y2,t
1
6⇒ Y1,t 1,553 0,817
Y1,t
1
6⇒ Y2,t 12,933 0,011
Tabulka 5.2: Vy´sledky testu Grangerovy kauzality.
Na za´kladeˇ vy´sledk˚u z tabulky 5.2 nezamı´tneme hypote´zu, zˇe diskontn´ı sazby
v Rakousku nejsou ve smyslu Grangera kauza´ln´ı pro diskontn´ı sazby v Neˇmecku,
ale zamı´tneme hypote´zu, zˇe diskontn´ı sazby v Neˇmecku nejsou ve smyslu Grangera
kauza´ln´ı pro diskontn´ı sazby v Rakousku (na hladineˇ spolehlivosti 5%). To je ve shodeˇ
s t´ım co jsme prˇedpokla´dali. Neˇmecke´ u´rokove´ sazby jsou ve smyslu Grangera kauza´ln´ı
pro sazby v jiny´ch sta´tech vcˇetneˇ USA; viz cˇla´nek [10].
Kapitola 6
Impulzn´ı odezvy a rozklad chyby
prˇedpoveˇdi
V te´to kapitole se budeme zaby´vat analy´zou impulzn´ıch odezev a rozkladem chyby
prˇedpoveˇdi (anglicke´ na´zvy jsou impulse response analysis a forecast error variance
decomposition). Da´le budeme prˇedpokla´dat, zˇe se K-rozmeˇrny´ proces {Yt, t ∈ Z} rˇ´ıd´ı
VAR(p) modelem.
Yt = ν + A1Yt−1 + A2Yt−2 + . . .+ ApYt−p + Ut, t ∈ Z, (6.1)
kde {Ut, t ∈ Z} je b´ıly´ sˇum.
6.1 Impulzn´ı odezvy
V prˇedchoz´ı cˇa´sti jsme se veˇnovali vza´jemne´mu ovlivnˇova´n´ı promeˇnny´ch z hlediska
vylepsˇen´ı prˇedpoveˇdn´ıch vlastnost´ı. Bohuzˇel kauzalita na´m neposkytne informaci, jak
prˇesneˇ se promeˇnne´ v modelu ovlivnˇuj´ı a jak se tato vazba meˇn´ı v cˇase. Pro lepsˇ´ı
prˇedstavu o vazba´ch mezi promeˇnny´mi nasˇeho modelu a jejich vy´voji v cˇase, mu˚zˇe
by´t uzˇitecˇne´ sledovat, jak by jednotkova´ zmeˇna v jedne´ z promeˇnny´ch, ovlivnila jej´ı
budouc´ı hodnoty a budouc´ı hodnoty ostatn´ıch promeˇnny´ch v modelu. Tento postup se
nazy´va´ analy´za impulzn´ıch odezev. Zmeˇna v promeˇnne´ mu˚zˇe by´t vyvola´na vneˇ nasˇeho
modelu a by´va´ oznacˇova´na jako sˇok. Prˇ´ıkladem takove´ zmeˇny mu˚zˇe by´t naprˇ´ıklad
navy´sˇen´ı u´rokovy´ch sazeb centra´ln´ı bankou. Analy´za impulzn´ıch odezev je vhodny´m
na´strojem pro analy´zu dopad˚u r˚uzny´ch politicky´ch nebo ekonomicky´ch rozhodnut´ı.
Prˇedpokla´dejme, zˇe Us = 0 a Ys = µ pro s < t, kde µ = EYt = (I−A1−. . .−Ap)−1ν.
Rˇ´ıka´me neˇkdy, zˇe se takovy´ proces nacha´z´ı v rovnova´ze. Prˇedpokla´dejme nyn´ı, zˇe v cˇa-
se t nastal jednotkovy´ sˇok v prvn´ı velicˇineˇ tj. Ut = (1, 0, . . . , 0)
′
a potom opeˇt Us = 0
pro s > t. Vliv tohoto sˇoku na budouc´ı hodnoty se nazy´va´ impulzn´ı odezva.
Pozna´mka 6.1. Cˇas t ani strˇedn´ı hodnota µ nejsou v analy´ze impulzn´ıch odezev
d˚ulezˇite´. V te´to analy´ze na´s cˇasteˇji zaj´ıma´ pouze odchylka budouc´ıch hodnot od strˇedn´ı
hodnoty. Proto budeme v dalˇs´ım volit t = 0 a µ = 0.
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Pro lepsˇ´ı prˇedstavu o impulzn´ı odezveˇ jednotlivy´ch velicˇin a t´ım i o reakci na sˇok
je vhodne´ graficke´ zna´zorneˇn´ı. K analyticke´mu vyja´drˇen´ı odezvy za cˇas h prˇedpokla´-
dejme, zˇe VAR(p) proces ma´ MA reprezentaci
Yh =
+∞∑
i=0
BiUh−i, h ∈ Z. (6.2)
Protozˇe Ut = 0 ∀t 6= 0, prˇejde rovnice (6.2) na tvar
Yh = BhU0, h ∈ Z. (6.3)
Z vyja´drˇen´ı Yh v rovnici (6.3) je zrˇejme´, zˇe jednotkovy´ sˇok v j-te´ promeˇnne´ se na Yt
v cˇase h projev´ı pra´veˇ jako j-ty´ sloupec matice Bh. Protozˇe velicˇiny mohou mı´t r˚uzna´
meˇrˇ´ıtka, pouzˇ´ıva´ se cˇasto mı´sto jednotkove´ zmeˇny zmeˇna o velikosti jedne´ smeˇrodatne´
odchylky. Pokud nenastane na impulz v j-te´ promeˇnne´ odezva v zˇa´dne´ ze zby´vaj´ıc´ıch
promeˇnny´ch v syste´mu, pak j-ta´ velicˇina nen´ı kauza´ln´ı ve smyslu Grangera pro ostatn´ı
velicˇiny v syste´mu.
Neˇkdy mu˚zˇe by´t d˚ulezˇite´, zda impulz v j-te´ promeˇnne´ vyvola´ alesponˇ neˇjakou
odezvu v k-te´ promeˇnne´. Oznacˇme Bkj,i k, j-ty´ prvek matice Bi. Jestlizˇe Bkj,i = 0 pro
kazˇde´ i = 0, 1, 2, . . ., pak v takove´m prˇ´ıpadeˇ rˇ´ıka´me, zˇe j-ta´ promeˇnna´ je nekauza´ln´ı
pro i-tou promeˇnnou. Pro zjiˇsteˇn´ı prˇ´ıpadne´ nekauzality nen´ı potrˇeba pocˇ´ıtat nekonecˇneˇ
mnoho matic Bi, ale stacˇ´ı rovnost Bkj,i = 0 oveˇrˇit pouze pro prvn´ıch p(K − 1) cˇlen˚u.
To znamena´, pokud je prvn´ıch p(K − 1) odezev nulovy´ch, pak jsou nulove´ vsˇechny.
Forma´lneˇji tuto skutecˇnost uvedeme v na´sleduj´ıc´ı veˇteˇ.
Veˇta 6.1. Necht’ {Yt, t ∈ Z} je stabiln´ı K-rozmeˇrny´ VAR(p) proces, potom pro k 6= j
je podmı´nka
Bkj,i = 0, pro i = 1, 2, . . . ,
ekvivalentn´ı podmı´nce
Bkj,i = 0, pro i = 1, 2, . . . , p(K − 1).
D˚ukaz. viz kniha [11], veˇta 2.4.
Podmı´nka z veˇty 6.1 je obdobou podmı´nky pro existenci (resp. neexistenci) v´ıce-
krokove´ kauzality. Tato veˇta u´zce souvis´ı s veˇtou 5.3; viz kniha [11], strana 55.
6.1.1 Ortogona´ln´ı impulzn´ı odezvy
V prˇedchoz´ı cˇa´sti jsme uvazˇovali sˇok pouze v jedne´ promeˇnne´. Takovy´ prˇedpoklad
je zcela v porˇa´dku, pokud jsou sˇoky v r˚uzny´ch velicˇina´ch navza´jem neza´visle´. Pokud
existuje korelace mezi jednotlivy´mi promeˇnny´mi, pak lze prˇedpokla´dat, zˇe sˇok v jedne´
promeˇnne´ bude doprova´zen sˇoky v jiny´ch promeˇnny´ch. Pokud by tomu tak bylo, pak
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uvazˇovat sˇok pouze v jedne´ promeˇnne´ mu˚zˇe da´t zkreslene´ vy´sledky. Pro zajiˇsteˇn´ı ale-
sponˇ nekorelovanosti mezi promeˇnny´mi se rezidua vyna´sob´ı vhodnou transformacˇn´ı
matic´ı W , aby platilo
WUi ∼ (0, D), ∀i, (6.4)
kde D je diagona´ln´ı matice. Program EViews 5.1 nab´ız´ı trˇi r˚uzne´ mozˇnosti volby trans-
formacˇn´ı matice; viz manua´l [15], strana 714. My se zde budeme podrobneˇji zaby´vat
pouze volbou zalozˇenou na Choleske´ho rozkladu. Podrobnosti o tomto rozkladu jsou
uvedeny v appendixu na straneˇ 65.
Prˇedpokla´dejme, zˇe VAR(p) proces ma´ MA reprezentaci
Yt =
+∞∑
i=0
BiUt−i, t ∈ Z. (6.5)
Necht’ P je doln´ı troju´heln´ıkova´ matice takova´, zˇe ΣU = PP
′. Matici P z´ıska´me
Choleske´ho rozkladem. Pak prˇi oznacˇen´ı Ci = BiP a Vi = P
−1Vi mu˚zˇeme (6.5) ekvi-
valentneˇ prˇepsat
Yt =
+∞∑
i=0
CiVt−i, t ∈ Z. (6.6)
Vi ∼ (0, IK) je potom b´ıly´ sˇum s nekorelovany´mi slozˇkami. Tento b´ıly´ sˇum pak mu˚zˇeme
pouzˇ´ıt pro vytva´rˇen´ı jednotkovy´ch impulz˚u. V nasˇem VAR(p) procesu bude mı´t tvar
Yt = A1Yt−1 + . . .+ ApYt−p + P
−1Vt, t ∈ Z. (6.7)
Proble´mem te´to volby matice P je, zˇe vy´sledne´ odezvy jsou za´visle´ na porˇad´ı velicˇin,
protozˇe matice P−1 je take´ doln´ı troju´heln´ıkova´. Pokud naprˇ´ıklad chceme zkoumat
impulz v j-te´ slozˇce vektoru Vi, pak po transformaci Ui = P
−1Vi do modelu vstoup´ı
sˇok, ktery´ bude mı´t Uk,i = 0 pro k < j. Kde Uk,i oznacˇujeme k-tou slozˇku vektoru Ui.
Je tedy nutne´ zvolit takove´ porˇad´ı, aby j-ta´ promeˇnna´ nemeˇla okamzˇity´ efekt na i-
tou promeˇnnou pro kazˇde´ i < j. Podrobneˇji je tento proble´m rozebra´n v knize [11]
na straneˇ 59.
6.1.2 Impulzn´ı odezvy v odhadnute´m modelu
V prˇedcha´zej´ıc´ı cˇa´sti jsme prˇedpokla´dali, zˇe jsou matice A1, . . . , Ap prˇedem zna´my.
V prakticky´ch u´loha´ch je nutne´ matice koeficient˚u nejprve odhadnout. Podrobneˇ se
odhady matic koeficient˚u zaby´va´ podkapitola 2.2. Odvozen´ı asymptoticky´ch vlastnost´ı
je podrobneˇ uvedeno v knize [11] v cˇa´sti 3.7, a proto jej zde nebudeme uva´deˇt.
Prˇedpokla´dejme nyn´ı, zˇe odhady matic Bi a Ci z´ıska´me z odhadnuty´ch hodnot
matic A1, . . . , Ap a ΣU . Matice Bi mu˚zˇeme z´ıskat naprˇ´ıklad rekurz´ı
B̂i =
i∑
j=1
B̂i−jÂj, i = 1, 2, . . . . (6.8)
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Pocˇa´tecˇn´ı hodnota se vol´ı B̂0 = IK . Protozˇe nen´ı mozˇne´ odvodit prˇesne´ rozdeˇlen´ı
odhad˚u matic Ai pro male´ vzorky, nen´ı ani mozˇne´ odvodit odhady matic Bi.
Oznacˇme nyn´ı α = vec(A1, . . . , Ap) a σ = vech(ΣU). Opera´tor vech funguje ob-
dobneˇ jako opera´tor vec jen mı´sto cele´ matice vyprodukuje vektor pouze z prvk˚u na a
pod hlavn´ı diagona´lou. Forma´ln´ı definici lze nale´zt v knize [11], strana 662. Ve stejne´
knize je uvedena i na´sleduj´ıc´ı veˇta.
Veˇta 6.2. Necht’ √
T
[
α̂−α
σ̂ − σ
]
D→ N
(
0,
[
Σcα 0
0 Σcσ
))
, (6.9)
potom √
Tvec(B̂i −Bi) D→ N(0, GiΣcαG
′
i), (6.10)
kde
Gi =
∂vec(Bi)
∂α′
.
Da´le plat´ı √
Tvec(Ĉi − Ci) D→ N(0, CiΣcαC
′
i + C¯iΣcαC¯
′
i), (6.11)
kde C0 = 0, Ci = (P
′ ⊗ IK)Gi, i = 1, 2, . . . a C¯i = (IK ⊗ Bi)∂vec(P )∂σ′ .
D˚ukaz. Jedna´ se o cˇa´st veˇty 3.6 z knihy [11].
Asymptoticke´ rozdeˇlen´ı Bi a Ci mu˚zˇeme pouzˇ´ıt ke konstrukci interval˚u spolehlivosti
pro impulzn´ı odezvy.
6.2 Rozklad chyby prˇedpoveˇdi
Rozklad chyby prˇedpoveˇdi by´va´ neˇkdy oznacˇova´n za opacˇny´ proces k impulzn´ım
odezva´m. Jedna´ se o rozklad chyby prˇedpoveˇdi do jednotlivy´ch sˇok˚u p˚usob´ıc´ıch na
na´sˇ model. Pro forma´ln´ı odvozen´ı prˇedpokla´dejme, zˇe ma´me k dispozici MA reprezen-
tace VAR(p) procesu jako v (6.5) a (6.6).
Yt =
+∞∑
i=0
CiVt−i =
+∞∑
i=0
BiUt−i. (6.12)
Chyba prˇedpoveˇdi o h-krok˚u doprˇedu ma´ podle (2.68) tvar
Yt+h − Yt(h) =
h−1∑
i=0
BiUt+h−i =
h−1∑
i=0
CiVt+h−i. (6.13)
Pokud uvazˇujeme pouze k-tou komponentu, pak
Yk,t+h − Yk,t(h) =
h−1∑
i=0
K∑
j=1
Ckj,iVj,t+h−i. (6.14)
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Protozˇe rezidua Vt jsou v r˚uzny´ch cˇasech nekorelovana´ a Var(Vt) = IK , pak variancˇn´ı
matice chyby prˇedpoveˇdi pro k-tou komponentu ma´ tvar
σ2k(h) = E(Yk,t+h − Yk,t(h))2 =
h−1∑
i=0
K∑
j=1
C2kj,i. (6.15)
Potom
Zjk(h) :=
h−1∑
i=0
C2kj,i. (6.16)
Soucˇet (6.16) mu˚zˇeme interpretovat jako prˇ´ınos j-te´ promeˇnne´ k chybeˇ v prˇedpoveˇdi
k-te´ promeˇnne´ prˇi prˇedpoveˇdi o h krok˚u doprˇedu. Tento soucˇet by´va´ velmi cˇasto
normova´n na´sleduj´ıc´ım zp˚usobem
Zjk(h)
σ2k(h)
∗ 100%. (6.17)
V programu EViews 5.1 je mozˇne´ zobrazit vy´sledky bud’ jako tabulku takto znor-
movany´ch hodnot, nebo graficky. To si uka´zˇeme v na´sleduj´ıc´ım prˇ´ıkladu.
Pozna´mka 6.2. Stejneˇ jako v prˇ´ıpadeˇ impulzn´ıch odezev je vy´sledek za´visly´ na zvo-
lene´ normalizacˇn´ı matici P .
6.3 Prˇ´ıklad
Nyn´ı si uka´zˇeme pouzˇit´ı analy´zy impulzn´ıch odezev a rozkladu chyby prˇedpoveˇdi. Na´sˇ
model obsahuje jako promeˇnne´ u´rokovou sazbu FEDu (prˇesneˇji federal funds target
rate), nezameˇstnanost a inflaci. Inflace je vypocˇtena jako anualizovana´ cˇtvrtletn´ı zmeˇna
indexu spotrˇebitelsky´ch cen (CPI). Prˇesneˇji jsme inflaci pocˇ´ıtali podle vzorce
inflacet =
(
1 +
CPIt − CPIt−1
CPIt−1
)4
− 1 (6.18)
Nasˇe data jsou cˇtvrtletn´ı za obdob´ı 1. cˇtvrtlet´ı roku 1984 - 4. cˇtvrtlet´ı roku 2006
(1984Q1-2006Q4). Cˇasove´ rˇady indexu spotrˇebitelsky´ch cen i nezameˇstnanosti byly se-
zo´nneˇ ocˇiˇsteˇny. Na za´kladeˇ Akaikeho informacˇn´ıho krite´ria jsme zvolili model VAR(3).
V dalˇs´ım budeme znacˇit promeˇnne´ jejich pocˇa´tecˇn´ımi p´ısmeny.
Oznacˇme Yt = (st, nt, it)
′
. Na´sˇ odhadnuty´ model ma´ tvar
Yt =
 0, 400, 13
1, 09
+
 1, 17 −1, 29 0, 04−0, 04 1, 30 0, 01
0, 61 −1, 49 0, 23
Yt−1+
+
 −0, 32 1, 24 0, 03−0, 04 −0, 26 0, 02
−1, 06 1, 66 0, 00
Yt−2 +
 0, 08 −0, 01 0, 010, 08 −0, 09 0, 01
0, 53 −0, 22 0, 32
Yt−3
(6.19)
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Nejveˇtsˇ´ı vlastn´ı cˇ´ıslo matice A je 0,95, tzn. je mensˇ´ı nezˇ jedna a na´sˇ odhadnuty´
model je stabiln´ı. Na 1%-n´ı hladineˇ spolehlivosti nezamı´ta´me ani hypote´zu o neauto-
korelovanosti rezidu´ı ani o homoskedasticiteˇ. Jarque˚uv-Bera˚uv test zamı´tne hypote´zu
o normaliteˇ rezidu´ı. Prˇesne´ vy´sledky testovy´ch statistik a p-hodnoty zde nebudeme
uva´deˇt. Odhadnuty´ model vyhovuje nasˇ´ı definici VAR(p) modelu.
Na obra´zku 6.1 mu˚zˇeme videˇt pr˚ubeˇh p˚uvodn´ıch a odhadnuty´ch rˇad a vypocˇteny´ch
rezidu´ı.
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Obra´zek 6.1: Grafy cˇasovy´ch rˇad a odhadnuty´ch rezidu´ı postupneˇ pro it, nt a st. Na leve´m obra´zku
jsou plnou cˇarou vyznacˇeny p˚uvodn´ı rˇady a prˇerusˇovanou cˇarou odhadnute´ rˇady. V prave´ cˇa´sti je graf
vypocˇteny´ch rezidu´ı.
Odhadnuta´ korelacˇn´ı a kovariancˇn´ı matice maj´ı tvar
R̂U(0) =
 1, 00 −0, 43 0, 18−0, 43 1, 00 −0, 02
0, 18 −0, 02 1, 00
 a Γ̂U(0) =
 0, 18 −0, 03 0, 10−0, 03 0, 02 0, 00
0, 10 0, 00 1, 90
 .
Nyn´ı jizˇ mu˚zˇeme prˇ´ıstoupit k analy´ze impulzn´ıch odezev. Na obra´zku 6.2 mu˚zˇeme
videˇt odezvu na jednotkovy´ impulz. Protozˇe korelacˇn´ı koeficient mezi u´rokovou sazbou
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a nezameˇstnanost´ı vysˇel −0, 43, provedeme jesˇteˇ analy´zu impulzn´ı odezvy pro ortogo-
naln´ı impulzy. Porˇad´ı vol´ıme nezameˇstnanost, u´rokova´ sazba, inflace. Prˇedpokla´da´me,
zˇe FED bude na prˇ´ıpadnou zmeˇnu nezameˇstnanosti reagovat zmeˇnou sazeb a ta na´-
sledneˇ vyvola´ zmeˇnu inflace. Je mozˇne´ prˇedpokla´dat take´ jine´ usporˇa´da´n´ı. V cˇla´nku
[18] autorˇi prˇedpokla´daj´ı porˇad´ı inflace, nezameˇstnanost, u´rokova´ sazba. Graf orto-
gona´ln´ıch impulzn´ıch odezev je zobrazen na obra´zku 6.3.
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Obra´zek 6.2: Odezvy na jednotkove´ impulzy. Plnou cˇarou je zna´zorneˇna odezva, prˇerusˇovanou
asymptoticky´ interval spolehlivosti s de´lkou ± 2*smeˇrodatna´ odchylka. Jednotlive´ obra´zky jsou
usporˇa´da´ny impulz − > odezva.
Jak je videˇt na obra´zc´ıch 6.2 a 6.3, odezva na ortogonalizovane´ impulzy se prˇ´ıliˇs
neliˇs´ı od jednotkove´ odezvy. Vsˇechny odezvy potom s rostouc´ım cˇasem konverguj´ı k 0.
To je d˚usledek stability nasˇeho procesu. Na obra´zku 6.2 mu˚zˇeme naprˇ´ıklad videˇt, jak
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Obra´zek 6.3: Odezvy na orotgona´ln´ı impulzy. Plnou cˇarou je zna´zorneˇna odezva, prˇerusˇovanou
asymptoticky´ interval spolehlivosti s de´lkou ± 2*smeˇrodatna´ odchylka. Jednotlive´ obra´zky jsou
usporˇa´da´ny impulz − > odezva.
by zvy´sˇen´ı u´rokovy´ch sazeb o 1 procento ovlivnilo budouc´ı hodnoty nezameˇstnanosti
a inflace. Trh na na tento r˚ust sazeb bude nejprve reagovat kra´tkodoby´m poklesem
nezameˇstnanosti, ale po jednom roce zacˇne nezameˇstnanost opeˇt r˚ust a v horizontu
sedmi let se zvy´sˇ´ı prˇiblizˇneˇ o 0, 1%. Obdobneˇ lze interpretovat i ostatn´ı odezvy.
Nyn´ı se budeme zaby´vat rozkladem chyby prˇedpoveˇdi. Pro rozklad budeme po-
uzˇ´ıvat stejne´ usorˇa´da´n´ı promeˇnny´ch jako pro analy´zu impulzn´ıch odezev. Vy´sledky
pro jednotlive´ promeˇnne´ jsou uvedeny v tabulka´ch tabulek 6.1, 6.2 a 6.3. Vy´sledky
v tabulka´ch lze interpretovat jako procentn´ı pod´ıl, ktery´ ma´ j-ta´ promeˇnna´ na chybeˇ
prˇedpoveˇdi k-te´ promeˇnne´ prˇi prˇedpoveˇdi o h krok˚u doprˇedu. Neˇkdy se rozklad chyby
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prˇedpoveˇdi zna´zornˇuje graficky; viz obra´zek 6.4
Krok Smeˇrodatna´ Promeˇnna´
prˇedpoveˇdi odchylka s n i
1 0,15 0,00 100,00 0,00
5 0,54 1,56 90,48 7,95
10 0,75 1,18 75,83 22,99
25 0,85 7,72 60,26 32,02
Tabulka 6.1: Rozklad chyby prˇedpoveˇdi pro promeˇnnou nezameˇstnanost.
Krok Smeˇrodatna´ Promeˇnna´
prˇedpoveˇdi odchylka s n i
1 0,42 81,26 18,74 0,00
5 1,42 45,24 54,10 0,66
10 1,84 40,66 58,56 0,78
25 1,89 40,66 57,85 1,49
Tabulka 6.2: Rozklad chyby prˇedpoveˇdi pro promeˇnnou u´rokove´ sazby.
Krok Smeˇrodatna´ Promeˇnna´
prˇedpoveˇdi odchylka s n i
1 1,38 3,37 0,05 96,58
5 1,58 7,33 7,46 85,20
10 1,60 7,54 8,12 84,34
25 1,60 7,58 8,21 84,22
Tabulka 6.3: Rozklad chyby prˇedpoveˇdi pro promeˇnnou inflace.
Tabulku 6.2 mu˚zˇeme interpetovat na´sledovneˇ. Prˇi prˇedpoveˇdi u´rokovy´ch sazeb
o jedno obdob´ı doprˇedu je te´meˇrˇ devatena´ct procent chyby prˇedpoveˇdi zp˚usobeno
promeˇnnou nezameˇstnanost, nula procent promeˇnnou inflace a osmdesa´t jedno pro-
cento chyby prˇedpoveˇdi je zp˚usobeno promeˇnnou sazby. Prˇi prˇedpoveˇdi stejne´ pro-
meˇnne´ o dvacet peˇt krok˚u doprˇedu je veˇtsˇina chyby prˇedpoveˇdi (te´meˇrˇ padesa´t osm
procent) zp˚usobena promeˇnnou nezameˇstnanost. Obdobnou interpetaci ma´ i obra´zek
6.4.
KAPITOLA 6. IMPULZNI´ ODEZVY A ROZKLAD CHYBY PRˇEDPOVEˇDI 59
0
10
20
30
40
50
60
70
80
90
5 10 15 20 25 30
S -> S
0
10
20
30
40
50
60
70
80
90
5 10 15 20 25 30
N -> S
0
10
20
30
40
50
60
70
80
90
5 10 15 20 25 30
I -> S
0
20
40
60
80
100
5 10 15 20 25 30
S -> N
0
20
40
60
80
100
5 10 15 20 25 30
N -> N
0
20
40
60
80
100
5 10 15 20 25 30
I -> N
0
20
40
60
80
100
5 10 15 20 25 30
S -> I
0
20
40
60
80
100
5 10 15 20 25 30
N -> I
0
20
40
60
80
100
5 10 15 20 25 30
I -> I
Obra´zek 6.4: Rozklad chyby prˇedpoveˇdi. A − > B znacˇ´ı prˇ´ınos promeˇnne´ A k chybeˇ v prˇedpoveˇdi
v promeˇnne´ B (v procentech).
Kapitola 7
Za´veˇr
VAR modely (nebo z nich odvozene´ modely) jsou v dnesˇn´ı dobeˇ jedn´ım z nejrozsˇ´ıˇreneˇj-
sˇ´ıch na´stroj˚u pro analy´zu v´ıcerozmeˇrny´ch makroekonomicky´ch cˇasovy´ch rˇad, a proto
je jim veˇnova´na rozsa´hla´ literatura. Kapitoly veˇnovane´ VAR model˚um lze nale´zt i v
mnoha kniha´ch veˇnovany´m cˇasovy´m rˇada´m jako [7] nebo [11] i v modern´ıch ucˇebnic´ıch
ekonometrie, jako naprˇ´ıklad [6]. Na te´ma VAR model˚u a s nimi spojeny´ch proble´mu˚
bylo publikova´no take´ velke´ mnozˇstv´ı cˇla´nk˚u.
Hlavn´ım c´ılem te´to pra´ce bylo shrnut´ı dosavadn´ıch vy´sledk˚u dosazˇeny´ch v pro-
blematice VAR model˚u a s pouzˇit´ım vhodne´ho softwaru tyto vy´sledky demonstrovat.
Prˇ´ıklady uvedene´ v te´to diplomove´ pra´ci jsou zpracova´ny v programu EViews 5.1,
ktery´ je dnes jedn´ım s nejrozsˇ´ıˇreneˇjˇs´ıch programu˚ pouzˇ´ıvany´ch v analy´ze cˇasovy´ch
rˇad. Veˇtsˇina vy´sledk˚u, ktere´ jsou v te´to pra´ci uvedeny byla jizˇ drˇ´ıve odvozena a publi-
kova´na, a proto jsme zde mı´sto opeˇtovne´ho odvozova´n´ı a dokazova´n´ı teˇchto vy´sledk˚u
veˇtsˇinou pouze odka´zali na prˇ´ıslusˇnou literaturu. Pro snadneˇjˇs´ı orientaci v prˇ´ıslusˇne´ li-
teraturˇe jsme se veˇtsˇinou snazˇili zachovat p˚uvodn´ı znacˇen´ı, prˇestozˇe toto znacˇen´ı mu˚zˇe
v neˇktery´ch cˇa´stech p˚usobit nekonzistentneˇ.
V te´to pra´ci jsme ze zaby´vali pouze VAR procesy konecˇne´ho rˇa´du. Nejprve jsme
prˇedstavili koncept staciona´rn´ıch a stabiln´ıch VAR(p) proces˚u s odvozen´ım jejich
strˇedn´ı hodnoty, autokovariancˇn´ı a autokorelacˇn´ı funkce a odpov´ıdaj´ıc´ı MA repre-
zentace. Da´le jsou v kapitole 2 uvedeny odhady matic koeficient˚u VAR(p) modelu
vcˇetneˇ podmı´nek jejich konzistence. Ve trˇet´ı cˇa´sti te´to kapitoly jsou odvozeny bodove´
a intervalove´ prˇedpoveˇdi zalozˇene´ na VAR modelech. V kapitole 3 jsou uvedeny r˚uzne´
statisticke´ testy, pomoc´ı ktery´ch lze oveˇrˇit, zda odhadnuty´ VAR model splnˇuje vsˇechny
prˇedpoklady. Zejme´na prˇedpoklady na b´ıly´ sˇum. Vsˇe je demonstrova´no na prˇ´ıkladu
s rea´lny´mi daty.
Kapitola 4 zkouma´ nestaciona´rn´ı VAR modely. Jsou zde prˇedstaveny integrovane´
procesy, princip kointegrace a VEC modely, ktere´ jsou modifikac´ı VAR model˚u pouzˇ´ı-
vanou pro kointegrovane´ procesy. Proble´m kauzality je zkouma´n v kapitole 5, kde se
zaby´va´me prˇedevsˇ´ım Grangerovou kauzalitou a jej´ım testova´n´ım. Je zde take´ zmı´neˇna
v´ıcekrokova´ kauzalita. Kapitola 6 da´va´ na´vod jaky´m zp˚usobem je mozˇne´ pomoc´ı im-
pulzn´ıch odezev a rozkladu chyby prˇedpoveˇdi zjistit, jak by se prˇ´ıpadny´ vneˇjˇs´ı sˇok
projevil na budouc´ıch hodnota´ch nasˇeho procesu. Kapitoly 4, 5 a 6 jsou doplneˇny
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o prˇ´ıklady, na ktery´ch je vylozˇena´ teorie s vy´jimkou v´ıcekrokove´ kauzality demon-
strova´na.
Za nejveˇtsˇ´ı proble´m spojeny´ s VAR modely by´va´ povazˇova´n nar˚ustaj´ıc´ı pocˇet para-
metr˚u, ktere´ je nutne´ odhadnout, pokud pracujeme s modely s velky´m pocˇtem rovnic
nebo dlouhy´m zpozˇdeˇn´ım. Naprˇ´ıklad pro VAR(3) model, ktery´ obsahuje osm rovnic,
pak je vcˇetneˇ absolutn´ıho cˇlenu potrˇeba odhadnout 3*8*8+8=200 paramer˚u. Nav´ıc
interpretace odhadnuty´ch parametr˚u nemus´ı by´t vzˇdy jednoducha´. Tomuto proble´mu
se lze cˇa´stecˇneˇ vyvarovat d˚uslednou volbou promeˇnny´ch zahrnuty´ch do modelu.
Dalˇs´ım proble´mem VAR model˚u je, zˇe veˇtsˇinou pracujeme s odhadnuty´mi modely,
kde odhady jsou z´ıska´ny s konecˇne´ho pocˇtu pozorova´n´ı. Vsˇechny nasˇe testy, ale pracuj´ı
s asymptoticky´mi rozdeˇlen´ımi testovy´ch statistik. Proto je nutne´ by´t prˇi interpretova´n´ı
vy´sledk˚u jednotlivy´ch test˚u ostrazˇity´. Nav´ıc k odhadnut´ı koeficient˚u modelu pouzˇijeme
pouze statisticke´ metody, takzˇe odhady v sobeˇ mohou zahrnovat zkreslen´ı zp˚usobena´
sˇoky. Prˇ´ıkladem sˇoku mohou by´t naprˇ´ıklad politicke´ zmeˇny. Nav´ıc meˇrˇen´ı neˇktery´ch
makroekonomicky´ch velicˇin nemus´ı by´t absolutneˇ prˇesne´. Dalˇs´ım neprˇ´ıliˇs teoreticky
dorˇesˇeny´m proble´mem je pouzˇit´ı sezo´nneˇ ocˇiˇsteˇny´ch cˇasovy´ch rˇad.
VAR modely jsou velmi silny´m na´strojem pro analy´zu v´ıcerozmeˇrny´ch cˇasovy´ch
rˇad. Pokud budeme d˚usledneˇ volit promeˇnne´, ktere´ zahrneme do modelu, a dba´t vy´sˇe
zmı´neˇny´ch kriticky´ch prˇipomı´nek, pak bychom meˇli dostat model, ktery´ bude vhodny´
pro z´ıska´n´ı kvalitn´ıch prˇedpoveˇd´ı.
Appendix
Veˇta A.1. Necht’ A je cˇtvercova´ matice takova´, zˇe An → 0 prˇi n→∞. Potom matice
I −A je regula´rn´ı a plat´ı
(I −A)−1 =
∞∑
i=0
Ai. (A.1)
D˚ukaz. viz [14], strana 135, veˇta B.2.
Veˇta A.2. Necht’ {Ai} je absolutneˇ scˇitatelna´ posloupnost rea´lny´ch cˇtvercovy´ch matic
velikosti (K×K) a {Ut} je posloupnost K-rozmeˇrny´ch na´hodny´ch vektor˚u splnˇuj´ıc´ı
E(U
′
tUt) ≤ c, t ∈ Z,
pro neˇjakou konecˇnou konstantu c. Potom existuje posloupnost K-rozmeˇrny´ch na´hod-
ny´ch vektor˚u {Yt} takova´, zˇe
n∑
i=−n
AiUt−i
l.i.m−→
n→∞
Yt. (A.2)
Posloupnost {Yt} je urcˇena azˇ na mnozˇinu mı´ry nula.
D˚ukaz. viz [11], strana 688, veˇta C.9
Veˇta A.3. Matice A1 ma´ vsˇechna vlastn´ı cˇ´ısla uvnitrˇ jednotkove´ho kruhu pra´veˇ tehdy,
kdyzˇ plat´ı
det(IK − A1z) 6= 0 ∀z : |z| ≤ 1. (A.3)
D˚ukaz. ”⇒” Necht’ matice A1 ma´ vsˇechna vlastn´ı cˇ´ısla uvnitrˇ jednotkove´ho kruhu a
existuje alesponˇ jeden korˇen rovnice (A.3), ktery´ lezˇ´ı uvnitrˇ jednotkove´ho kruhu.
Oznacˇme tento korˇen x. Podle pravidla pro pocˇ´ıta´n´ı s determinanty plat´ı
det(IK −A1x) = xK det(IK 1x −A1) = (−x)k det(A1 − IK 1x) = 0⇒
det(A1−IK 1x) = 0. Za´rovenˇ je 1x vlastn´ım cˇ´ıslem a to je SPOR s prˇedpokladem. Zby´va´
na´m nyn´ı uka´zat obra´cenou implikaci.
”⇐” Pro |x| ≤ 1 det(IK −A1x) 6= 0⇒ |det(IK −A1x)| ≥ ǫ > 0
Obdobny´mi u´pravami jako v minule´ cˇa´sti d˚ukazu uprav´ıme na tvar:
|x|k ∣∣det(A1 − IK 1x)∣∣ ≥ ǫ⇒ ∣∣det(A1 − IK 1x)∣∣ ≥ ǫ|x|k > 0
Tedy pro |x| ≤ 1 nen´ı 1
x
vlastn´ı cˇ´ıslo matice A1.
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Veˇta A.4. Budiˇz
(
A
C
B
D
)
takova´ blokova´ matice, zˇe bloky A a D jsou cˇtvercove´.
Je-li D regula´rn´ı, pak ∣∣∣∣AC BD
∣∣∣∣ = |D|.|A− BD−1C|. (A.4)
D˚ukaz. viz [1], strana 316, veˇta A.4.
Veˇta A.5. Budiˇz A1, . . . , Ap jsou (K ×K) matice a
A =

A1 A2 · · · Ap−1 Ap
IK 0 · · · 0 0
0 IK · · · 0 0
...
...
. . .
...
...
0 0 · · · IK 0
,
potom
det(IK −A1z −A2z2 − . . .−Apzp) = det(IK −Az). (A.5)
D˚ukaz.
det(IK −Az) =
∣∣∣∣∣∣∣∣∣∣∣
IK −A1z A2z · · · Ap−1 Apz
−zIK IK · · · 0 0
0 −zIK · · · 0 0
...
...
. . .
...
...
0 0 · · · −zIK IK
∣∣∣∣∣∣∣∣∣∣∣
(A.6)
Oznacˇ´ıme-li
A = IK − A1z, B = (A2z, · · · , Apz), C =

−zIK
0
...
0
 ,
D =

IK 0 · · · 0
−zIK IK · · · 0
...
...
. . .
...
0 0 −zIK IK
⇒ D−1 =

IK 0 · · · 0
zIK IK · · · 0
z2IK zIK · · · 0
...
...
. . .
...
zp−1IK z
p−2IK · · · IK
 .
Matice D je regula´rn´ı, doln´ı troju´heln´ıkova´ a det(D) = 1. Jsou tedy splneˇny prˇedpo-
klady veˇty A.4. Podle (A.4) tedy
|IK −Az| =
∣∣∣∣∣∣∣∣∣
IK −A1z − (A2z, · · · , Apz)

zIK
z2IK
...
zpIK

∣∣∣∣∣∣∣∣∣
= |IK − A1z − . . .− Apzp| .
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Definice A.1. Necht’ A = (aij)
m,n
i,j=1 je libovolna´ matice velikosti (m × n). Definujme
pro kazˇdou takovou matici A opera´tor vec(A) prˇedpisem
vec(A) =

a11
a21
...
am1
a12
a22
...
am2
...
amn

. (A.7)
Veˇta A.6. Necht’ A,B,C jsou matice odpov´ıdaj´ıc´ıch dimenz´ı
1. vec(A+B) = vec(A) + vec(B),
2. vec(ABC) = (C
′ ⊗A)vec(B),
3. vec(AB) = (I ⊗ A)vec(B) = (B′ ⊗ I)vec(A),
4. vec(ABC) = (I ⊗ AB)vec(C) = (C ′B′ ⊗ I)vec(A),
5. vec(B
′
)
′
vec(A) = tr(AB) = tr(BA) = vec(A
′
)
′
vec(B).
D˚ukaz. viz [11], strany 661-662.
Veˇta A.7. Necht’ {Xt} je posloupnost (K× 1) na´hodny´ch vektor˚u a {At} posloupnost
na´hodny´ch matic velikosti (K ×K). Necht’ X je pevny´ (K × 1) na´hodny´ch vektor a A
pevna´ na´hodna´ matice velikosti (K ×K), pak plat´ı
Jestliˇze XT
D→ X a plimAT = A, pak ATXT D→ AX.
D˚ukaz. viz [11], strany 683-684, veˇta C.2(4).
Veˇta A.8. Necht’ βˆ je odhad (K × 1) vektoru β a √T (βˆ − β) D→ N(0,Σ) a g(β) =
(g1(β), . . . , gm(β)) spojiteˇ diferencovatelna´ funkce, pak
√
T (g(βˆ)− g(β)) =

D→ N(0, ∂g(β)
∂β′
Σ∂g(β)
′
∂β
), pokud ∂g(β)
∂β′
6= 0
P→ 0, pokud ∂g(β)
∂β
′ = 0
(A.8)
D˚ukaz. viz [11], strany 692-693, veta C.15(3).
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Veˇta A.9. Necht’ A je (m×n) matice a h(A)=r ≥ 1. Pak existuj´ı matice B a C o
velikostech (m×r) a (r×n) takove´, zˇe A=BC. Nav´ıc h(A) = h(B) = h(C) = r.
D˚ukaz. viz [1], strana 315, veˇta A.2.
Veˇta A.10. Necht’ A je regula´rn´ı matice rozdeˇlena´ na bloky tvaru
A =
(
E F
G H
)
,
kde E a H jsou cˇtvercove´ matice. Necht’ matice E a D = H −GE−1F jsou regula´rn´ı.
Pak
A−1 =
(
E−1(I + FD−1GE−1) −E−1FD−1
−D−1GE−1 D−1
)
.
D˚ukaz. viz [2], strana 2, veˇta 2.6.
Choleske´ho rozklad
Choleske´ho rozkladem rozumı´me rozklad pozitivneˇ definitn´ı matice A velikosti (n×n)
na soucˇin
A = PP
′
, (A.9)
kde P je doln´ı troju´heln´ıkova´ matice s kladny´mi prvky na hlavn´ı diagona´le. Obdobne´
tvrzen´ı plat´ı i pro horn´ı troju´heln´ıkovou matici P ; viz [11], strana 658. Jestlizˇe matice
A je rea´lna´ symetricka´ a pozitivneˇ definitn´ı, pak Choleske´ho rozklad vzˇdy existuje.
V knize [16] na straneˇ 95 je uveden numericky´ postup vy´pocˇtu matice P .
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