Nichols algebras are fundamental objects in the construction of quantized enveloping algebras and in the classification of pointed Hopf algebras by lifting method of Andruskiewitsch and Schneider. Arithmetic root systems are invariants of Nichols algebras of diagonal type with a certain finiteness property. In the present paper, all rank 4 Nichols algebras of diagonal type with a finite arithmetic root system over fields of arbitrary characteristic are classified. Our proof uses the classification of the finite arithmetic root systems of rank 4.
Introduction
The theory of Nichols algebras is relatively young, but it has interesting applications to other research fields such as Kac-Moody Lie superalgebras [1] and conformal field theory [34, 35, 36] . Besides, it plays an important role in quantum groups [2, 3, 7, 33] .
The theory of Nichols algebras is motivated by the Hopf algebra theory. In any area of mathematics the classification of all objects is very important. In Hopf algebra theory, the classification of all finite dimensional Hopf algebras is a tough question [2] . The structure of Nichols algebras appears naturally in the classification of pointed Hopf algebras in the following way. Given a Hopf algebra H, consider its coradical filtration
such that H 0 is a Hopf subalgebra of H and the associated graded coalgebra
Then grH is a graded Hopf algebra, since the coradical H 0 of H is a Hopf subalgebra. In addition, consider a projection π : grH → H 0 ; let R be the algebra of coinvariants of π. Then, by a result of Radford and Majid, R is a braided Hopf algebra and grH is the bosonization (or biproduct) of R and H 0 : grH ≃ R#H 0 . The principle of the "Lifting method" introduced in [5, 7] is first to study R, then to transfer the information to grH via bosonization, and finally to lift to H. The braided Hopf algebra R is generated by the vector space V of H 0 -coinvariants of H 1 /H 0 , namely Nichols algebra B(V ) generated by V [5] in commemoration of W. Nichols who started to study these objects as bialgebras of type one in [31] . Nichols algebras can be described in many different but alternative ways, see for example [29, 30, 32, 39, 40] .
The crucial step to classify pointed Hopf algebras is to determine all Nichols algebras B(V ) is finite dimensional. N. Andruskiewitsch stated the following question.
Question 0.1. (N. Andruskiewitsch [2] ) Given a braiding matrix (q ij ) 1≤i,j≤θ whose entries are roots of 1, when B(V ) is finite-dimensional, where V is a vector space with basis x 1 , . . . , x θ and braiding c(x i ⊗x j ) = q ij (x j ⊗x i )? If so, compute dim k B(V ), and give a "nice" presentation by generators and relations. this paper, we give the complete classification result of rank 4 case. Besides, the notations and conventions in [25, 38] are followed and several results from these papers will be used.
The paper is organized as follows. Section 1 is devoted to preliminaries. In Section 2, we explicitly characterize finite connected indecomposable Cartan graphs of rank 4. In order to do that, we introduce good A 4 neighborhood and good B 4 neighborhood see Definitions 2.2 and 2.3. In Theorem 2.4, we prove that every finite connected indecomposable Cartan graph of rank 4 contains a point which has at least one of the good neighborhoods. Theorem 2.4 allows us to avoid complicated computations in the final proof of Theorem 3.1. Finally, in Section 3 we formulate the classification Theorem 3.1 and present all the possible generalized Dynkin diagrams of rank 4 braided vector spaces of diagonal type with a finite root system over arbitrary fields in Table (1) . As a corollary of Theorem 3.1, all rank 4 finite-dimensional Nichols algebras of diagonal type in positive characteristic are given, see Corollary 3.2.
Nichols algebras of diagonal type
In this section, we recall Yetter-Drinfel'd modules, braided vector spaces, and their relations. The main object of this paper is also presented. For further details on these topics we refer to [1, 2, 3] We denote by H H YD the category of Yetter-Drinfel'd modules over H, where morphisms preserve both the action and the coaction of H. The category H H YD is braided with braiding c V,W (v ⊗ w) = v (−1) .w ⊗ v (0) (1) for all V, W ∈ H H YD, v ∈ V , and w ∈ W . Actually, the category H H YD ia a braided monoidal category, where the monoidal structure is given by the tensor product over k. Then any Yetter-Drinfel'd module V ∈ H H YD over H admits a braiding c V,V and hence (V, c V,V ) is a braided vector space. Conversely, any braided vector space can be realized as a Yetter-Drinfel'd module over some Hopf algebras if and only if the braiding is rigid [37, Section 2] . Notice that Yetter-Drinfel'd module structures on V with different Hopf algebras can give the same braiding and not all braidings of V are induced by the above Equation (1) .
If H = kG then we write G G YD for the category of Yetter-Drinfel'd modules over kG and say that V ∈ G G YD is a Yetter-Drinfel'd module over G. Notice that if V ∈ G G YD is of diagonal type then (V, c V,V ) is a braided vector space of diagonal type. Any braided vector space of diagonal type is also a Yetter-Drinfel'd module of diagonal type. Indeed, assume that (V, c) is a braided vector space of diagonal type with an indecomposable braiding matrix (q ij ) i,j∈I of a basis {x i |i ∈ I}. Let G 0 be an abelian group generated by elements {g i |i ∈ I}. Define the left coaction and left action by
Then V = ⊕ i∈I kx i and each kx i is one-dimensional Yetter-Drinfel'd modules over G 0 . Hence V is a Yetter-Drinfel'd module of diagonal type over G 0 .
Let (V, c) be a θ-dimensional braided vector space of diagonal type. In this section, we recall a definition of the Nichols algebra B(V ) generated by (V, c). In order to do that, we introduce one more notion in the category H H YD. (2) as the coproduct of B to avoid the confusion.
Note that if V ∈ H H YD and V is an algebra in H H YD then B ⊗ B is an algebra in H H YD with the product given by
for all a, b, c, d ∈ V , where . denotes the left action of H on V .
The tensor algebra T (V ) admits a natural structure of a Yetter-Drinfel'd module and an algebra structure in H H YD. It is then a braided Hopf algebra in H H YD with coproduct
and counit ǫ(v) = 0 for all v ∈ V such that δ and ǫ are the algebra morphisms. The antipode of T (V ) exists, see [7, Section 2.1] . Notice that the product defined by Equation (2) on T (V ) is the unique algebra structure such that
The coproduct can be extended from V to T (V ). For example, for all v, w ∈ V one gets (we write the elements of T (V ) without the tensor product sign for brevity)
Then the ideal
Weyl groupoids
In this section, we recall the notations of semi-Cartan graphs, root systems and Weyl groupoids. We mainly follow the terminology from [12] , [26] . See also [25] and [38] . Definition 1.5. A generalized Cartan matrix is a matrix A = (a ij ) i,j∈I with integer entries such that • a ii = 2 and a jk ≤ 0 for any i, j, k ∈ I with j = k,
• if a ij = 0 for some i, j ∈ I, then a ji = 0.
A generalized Cartan matrix A ∈ Z I×I is decomposable if there exists a nonempty proper subset I 1 ⊂ I such that a ij = 0 for any i ∈ I 1 and j ∈ I \ I 1 . We say that A is indecomposable if A is not decomposable. Definition 1.6. Let X be a non-empty set and A X = (a X ij ) i,j∈I a generalized Cartan matrix for all X ∈ X . For any i ∈ I let r i : X → X , X → r(i, X), where r : I × X → X is a map. The quadruple
is called a semi-Cartan graph if r 2 i = id X for all i ∈ I, and a X ij = a r i (X) ij for all X ∈ X and i, j ∈ I. We say that a semi-Cartan graph C is indecomposable if A X is indecomposable for all X ∈ X .
For the sake of simplicity, the elements of the set {r i (X), i ∈ I} are termed the neighbors of X for all X ∈ X . The cardinality of I is termed the rank of C and the elements of X are the points of C. Definition 1.7. The exchange graph of C is a labeled non-oriented graph with vertices set X and edges set I, where two vertices X, Y are connected by an edge i if and only if X = Y and r i (X) = Y (and r i (Y ) = X). We display one edge with several labels instead of several edges for simplification. A semi-Cartan graph C is said to be connected if its exchange graph is connected.
For the remaining part of this section, we assume that C = C(I, X , r, (A X ) X∈X ) is a connected semi-Cartan graph. Let (α i ) i∈I be the standard basis of Z I . For all X ∈ X let
Let D(X , I) be the category such that ObD(X , I) = X and morphisms
Let W(C) be the smallest subcategory of D(X , I), where the morphisms are generated by (r i (X), s X i , X), with i ∈ I, X ∈ X . From now on, we write s X i instead of (r i (X), s X i , X), if no confusion is possible. Notice that all generators s X i are reflections and hence are invertible. Then W(C) is a groupoid.
For any category D and any object X in D let Hom(D, X) = ∪ Y ∈D Hom(Y, X).
is called the set of real roots of C at X. The elements of ∆ X re + = ∆ X re ∩ N I 0 are called positive roots and those of ∆ X re ∩ −N I 0 negative roots, denoted by ∆ X re − . If the set ∆ X re is finite for all X ∈ X then we say that C is finite. Definition 1.9. We say that R = R(C, (∆ X ) X∈X ) is a root system of type C if for all X ∈ X , the sets ∆ X are the subsets of Z I such that
We say that W(R) := W(C) is the groupoid of R. As in [13, Definition 4.3] we say that R is reducible if there exist non-empty disjoint subsets of I ′ , I ′′ ⊂ I such that I = I ′ ∪ I ′′ and a ij = 0 for all i ∈ I ′ , j ∈ I ′′ and
for all X ∈ X .
In this case, we write R = R| I 1 ⊕ R| I 2 . If R = R| I 1 ⊕ R| I 2 for all non-empty disjoint subsets I 1 , I 2 ⊂ I, then R is termed irreducible. Definition 1.10. Let R = R(C, (∆ X ) X∈X ) be a root system of type C. We say that R is finite if ∆ X is finite for all X ∈ X .
Let R = R(C, (∆ X ) X∈X ) be a root system of type C. We recall some properties of R from [13] and [14] .
Notice that the finiteness of R does not mean that W(R) is also finite, since the set X might be infinite. Lemma 1.12. Let C = C(I, X , r, (A X ) X∈X ) be a connected semi-Cartan graph and R = R(C, (∆ X ) X∈X ) is a root system of type C. Then the following are equivalent.
(1) R is finite.
(2) ∆ X is finite for some X ∈ X .
(3) C is finite.
Recall that C is a connected semi-Cartan graph. Then we get the following. Proposition 1.13. Let R = R(C, (∆ X ) X∈X ) be a root system of type C. Then the following are equivalent.
(1) There exists X ∈ X such that A X is indecomposable
If R is finite then the semi-Cartan graph C is indecomposable if and only if the root system R is irreducible. Definition 1.14. We say C is a Cartan graph if the following hold:
• For all X ∈ X the set ∆ X re = ∆ X re
In this case, W(C) is called the Weyl groupoid of C.
Let R re := R(C, (∆ X re ) X∈X ). Then C is a Cartan graph if and only if R re is a root system of type C. Indeed, we get that s X i (∆ X re ) = ∆ r i (X) re by Equation (3). For all X ∈ X , we obtain that ∆ X re = ∆ X re + ∪ ∆ X re − , since ωs r i (X) i (α i ) = −ω(α i ) for any ω ∈ Hom(W(C), X). The following proposition implies that if R is a finite root system of type C then R = R re , namely, all roots are real and R is uniquely determined by C. Proposition 1.15. Let R = R(C, (∆ X ) X∈X ) be a root system of type C. Let X ∈ X , m ∈ N 0 , and i 1 , . . . , i m ∈ I such that ω = id X s i 1 s i 2 · · · s im ∈ Hom(W(C), X) and ℓ(ω) = m. Then the elements
is the length of ω ∈ Hom(W(C), X). In particular, if R is finite and ω ∈ Hom(W(C)) is the longest element, then
is the unique root system of type C by Proposition 1.15, that is, R is uniquely determined by C.
Cartan graphs for Nichols algebras of diagonal type
In this section we attach a semi-Cartan graph to a tuple of finite-dimensional Yetter-Drinfel'd modules under some finiteness conditions. Let G be an abelian group. Let F G θ be the set of θ-tuples of finite-dimensional irreducible objects in G G YD and X G θ be the set of θtuples of isomorphism classes of finite-dimensional irreducible objects in G G YD. For any
We say that the matrix (q ij ) i,j∈I is the braiding matrix of M. Recall that the matrix is independent of the basis {x i |i ∈ I} up to permutation of I. We say
Recall that the adjoint representation ad of a Nichols algebra B(V ) from [5] is the linear
where µ is the multiplication map of B(V ) and c is defined by Equation (1). In particular, the braided commutator ad c of B(M) takes the form
In order to construct a semi-Cartan graph to M, we recall some finiteness conditions from [7] and [22] .
Lemma 1.18. For any i, j ∈ I with i = j,s the following are equivalent.
Here (n) q := 1 + q + · · · + q n−1 , which is 0 if and only if q n = 1 for q = 1 or p|n for q = 1. Notice that (1) q = 0 for any q ∈ N.
Hence we get the following from Lemma 1.18.
where
. . , i n ∈ I}. Definition 1.20. We say that M admits all reflections if N is i-finite for all N ∈ F G θ (M). Notice that the reflections depend only on the braiding matrix (q ij ) i,j∈I . We recall the notion of generalized Dynkin diagram for a braided vector spaces of diagonal type [19] . Definition 1.21. Let V be a θ-dimensional braided vector space of diagonal type with the braiding matrix (q ij ) i,j∈I . The generalized Dynkin diagram of V is a non-directed graph D with the following properties:
• there is a bijective map φ from I to the vertices of D,
• for all i, j ∈ I with i = j, the number n ij of edges between φ(i) and φ(j) is either 0 or 1. If q ij q ji = 1 then n ij = 0, otherwise n ij = 1 and the edge is labeled by q ij q ji .
We say that the generalized Dynkin diagram of M is the generalized Dynkin diagram of braided vector space ⊕ i∈I M i . Notice that the generalized Dynkin diagram of M is connected if the braiding matrix of M is indecomposable.
In more details, one can obtain the labels of the generalized Dynkin diagram of R i (M) = (R i (M) j ) j∈I by the following lemma. Lemma 1.22. Let i ∈ I. Assume that M is i-finite and let a ij := a M ij for all j ∈ I. Let (q ′ jk ) j,k∈I be the braiding matrix of R i (M) with respect to (y j ) j∈I . Then
Here, G ′ n denotes the set of primitive n-th roots of unity in k, that is
If M admits all reflections, then we are able to construct a semi-Cartan graph C(M) of M by the following theorem.
is a connected semi-Cartan graph. We say that C(M) is the semi-Cartan graph attached to M.
Since M admits all reflections, we obtain that all entries of A X are finite. Hence A X is well-defined. Moreover, if a X ij = 0 then a X ji = 0 by Lemma 1.19. Hence (2)]. Hence t i is a reflection map for all i ∈ I. Then C(M) is a well-defined semi-Cartan graph. From the construction of the reflection R i by Equation (4) we obtain that C(M) is connected. Notice that Nichols algebra B(M) is N θ 0 -graded with deg M i = α i for all i ∈ I. Following the terminology in [22] , we say that the Nichols algebra B(M) is decomposable if there exists a totally ordered index set (L, ≤) and a sequence (
For each decomposition (5), we define the set of positive roots ∆
[M ] + ⊂ Z I and the set of roots If M admits all reflections and ∆ [M ] is finite, then we can define a finite root system (1) ∆ [M ] is finite.
(2) C(M) is a finite Cartan graph.
) is the root system of type C(M) by [22, Theorem 6.11]. Hence the claim is true by Lemma 1.12.
Finite Cartan graphs of rank 4
We give the properties of finite connected indecomposable Cartan graphs of rank 4 in Theorem 2.4, which will be essential for our classification in the next section.
Let I = {1, 2, 3, 4} and C = C(I, X , r, (A X ) X∈X ) be a semi-Cartan graph. Recall that a semi-Cartan graph C is standard, if A X = A Y for all X, Y ∈ Ob(W(C)).
To classify all finite Cartan graphs, the following fact is necessary [22, corollary 5.4] . It shows an important property of finite standard Cartan graphs. Theorem 2.1. Let C be a standard Cartan graph with generalized Cartan matrix A = A N for all N ∈ Ob(W(C)). Let R be a root system of type C. Then the Cartan graph W(R) is finite if and only if A is a Cartan matrix of finite type.
For the general Cartan graphs, the points of C could have many different neighborhoods. In this case, we define the following "good neighborhoods" in order to cover all the finite connected indecomposable Cartan graphs in such way that at least one point of C has one of the good neighborhoods.
To avoid confusion, let
Definition 2.2. We say that X has a good A 4 neighborhood if there exists a permutation of I and an integer sequence (a, b) ∈ N 2 such that
where (a, b) satisfies one of the following.
(1) (a, b) ∈ {(2, 1), (2, 2)}.
(2) (a, b) = (1, 2), a r 1 r 3 (X) 24
= −1.
(3) (a, b) = (1, 1), a = −1.
We get the following property of the finite connected indecomposable Cartan graphs by computer calculations algorithms. (2) Up to equivalence, there exists a point Y ∈ X such that Y has one of the good A 4 , B 4 neighborhoods.
Proof. If ∆ [M ] is finite, then C(M) is a finite Cartan graph and it has a unique finite root system by Theorem 1.25, say R(M). Assume that R = R(C, (∆ X re ) X∈X ) is the unique root system, where ∆ X re is the real roots of X. Moreover, the root system R(M) is irreducible by Proposition 1.13. For any X ∈ X , let ∆ X re + be the positive roots of X. By [15, Theorem 4.1] there exists a point X ∈ X satisfying that the set ∆ X re + is in the list of [15, Appendix B.2.] up to a permutation of I. There are precisely 11 such possible sets of real roots for the rank 4 case. We analyze each set of the real roots in the list. For point Y , we assume that ∆ Y re + in the list. Since the reflection 
Classification theorem for rank 4 case
In this section, all rank 4 Nichols algebras of diagonal type with a finite set of roots are determined. We formulate the main result in Theorem 3.1 and present the corresponding generalized Dynkin diagrams in Table 1 . 
Assume that the (q ij ) i,j∈I is an indecomposable braiding matrix. Let M := (kx i ) i∈I . Then the Nichols algebra B(V ) generated by (V, c) has a finite set of roots ∆ [M ] if and only if the generalized Dynkin diagram D of V appears in Table 1 . In this case, the row of Table 1 containing D consists precisely of the generalized Dynkin diagrams of all the points of C(M). The corresponding row of Table 2 contains the exchange graph of C(M).
We claim that Theorem 3.1 is enough to classify finite-dimensional Nichols algebra of diagonal type by [19, Corollary 6] . Proof. We prove the theorem by the following two steps:
(1) The if part is clear. Indeed, assume that the generalized Dynkin diagram D appears in row r of any of Table 3 in [20] , where s appears in the third column of row r of Table 2 . Moreover, the arithmetic root systems of the above Cartan graphs are finite, see [20, Theorem 17] . Hence W(C(M)) is finite. Then B(V ) has a finite set of roots ∆ [M ] by Theorem 1.25.
(2) Next we prove that if B(V ) has a finite set of roots then the generalized Dynkin diagram of V appears in Table 1 . we assume that B(V ) has a finite set of roots ∆ [M ] . Let X = [M] s 4 , I = {1, 2, 3, 4}, and A X := (a ij ) i,j∈I be the Cartan matrix of X. Let (q i,j ) i,j∈I be the braiding matrix of X and (q r i (X) i,j ) i,j∈I be the braiding matrix of r i (X). To simply the labels, we write q ′ ij := q ij q ji for 1 ≤ i, j ≤ 4. Since B(V ) has a finite set of roots ∆ [M ] , we obtain that C(M) is a finite Cartan graph by Theorem 1.25. we are free to assume that either C(M) is standard or there exists a point X such that A X has a good A 4 or B 4 neighborhood by Theorem 2.4.
Case a. Assume that either X has a good A 4 neighborhood or C(M) is standard of type ). From Lemma 1.22 the condition A X = A 4 implies that (2) q ii (q ii q ′ i,i+1 − 1) = (2) q jj (q jj q ′ j−1,j − 1) = 0, for all i ∈ {1, 2, 3} and j ∈ {2, 3, 4}. Hence we distinguish the following subcases: a 1 , a 2 , . . . , a 18 .
Subcase a 1 . Consider that q ii q ′ i,i+1 − 1 = q jj q ′ j−1,j − 1 = 0 for all i ∈ {1, 2, 3} and j ∈ {2, 3, 4}. Then C(M) is standard and D = D 11 . Subcase a 2 . Consider that q 11 = −1 and q ii q ′ i,i+1 − 1 = q jj q ′ j−1,j − 1 = 0 for all i ∈ {2, 3} and j ∈ {2, 3, 4}. To avoid the repetition we assume that q ′ 12 = −1. Otherwise we get the case in a 1 . Then C(M) is standard and D = D 61 . Subcase a 3 . Consider that q 22 = 0, then q 2 r = 1, q = −1, and hence D = D 13,1 . If a r 2 r 3 (X) 14 = a r 2 r 3 (X) 41 = −1, then q 2 r = 1 and the reflections of X = −1, then q 2 r = 1 and the reflections of X
show that q 3 r = 1, qr = −1, and p = 2. Hence D = D 22,3 .
Subcase a 8 . Consider that q 11 = q 44 = −1 and q ii q ′ i,i+1 − 1 = q ii q ′ i−1,i − 1 = 0 for all i ∈ {2, 3}. To avoid repetition we assume that q ′ 12 , q ′ 34 = −1. Then C(M) is standard and D = D 10,5 .
Subcase a 9 . Consider that q 22 = q 33 = −1 and q 11 q ′ 12 − 1 = q 44 q ′ 34 − 1 = 0. Set q := q 11 , r := q ′ 23 , and s := q 44 . To avoid repetition we assume that the condition {q, r} = {−1} doesn't hold. We obtain that b = 1 by Lemma 1.22. If C(M) is standard, then q = r = s = −1, and D = D 63 . If X has a good A 4 neighborhood, then r = q = s and (a, b) ∈ {(1, 1), (2, 1)} by Definition 2.2. Hence the reflections of X
imply that a = 2 by r / ∈ {−1, s} and s = r 2 by a 
show that b = 2 by the condition r / ∈ {−1, q}. Then we obtain that r 2 q −1 = 1 by a r 3 (X) 42 = −1 and (3) r (r 2 q −1 − 1) = 0 by b = 2. If r 2 q −1 = 1 and r 3 = 1, then D = D 92 . If r 2 q −1 = 1 and r 3 = 1, then p = 3, r ∈ G ′ 3 , qr = 1, and D = D 18,2 . Subcase a 12 . Consider that q 11 = q 22 = q 33 = −1, q ′ 12 = −1, and q 44 q ′ 34 − 1 = 0. Let q := q ′ 12 , r := q ′ 23 , and s := q ′ 34 . Assume that the equations {r, s} = {−1} doesn't hold. Then A r 4 (X) = A 4 and b = 1. If C is standard, then qr = rs = 1 and hence D = D 10,2 . If X has a good A 4 neighborhood, then qr = 1, rs = 1 and the reflections of X are
Then we obtain a = 2 by Lemma 1.22 and s = q 2 by a r 3 (X) 24
Subcase a 13 . Consider that q 11 = q 22 = q 44 = −1, q ′ 12 = −1, q ′ 34 = −1, and q 33 q ′ 23 − 1 = q 33 q ′ 34 − 1 = 0. Then C is standard by A r 3 (X) = A 4 and the assumption. Hence q ′ 12 q ′ 23 = 1 and D = τ 4321 D 10,4 . Subcase a 14 . Consider that q 11 = q 33 = q 44 = −1, q ′ 12 = −1, q ′ 34 = −1, and q 22 q ′ 12 − 1 = q 22 q ′ 23 − 1 = 0. Let q := q ′ 12 and r := q ′ 34 . Then q, r = −1. Then a = 1 by Lemma 1.22. If C is standard, then qr = 1 and D = D 10, 4 . If X has a good A 4 neighborhood, then qr = 1 and the reflections of X are
with q, r = −1. Then qr 2 = 1 by a = −1. Then s = r ∈ G ′ 3 , p = 3, and a = b = 2. Hence D = D 21,6 . Subcase a 16 . Consider that q 11 = q 22 = q 33 = q 44 = −1, q ′ 12 = −1, and q ′ 34 = −1. Let q := q ′ 12 , r := q ′ 23 , and s := q ′ 34 . We assume that q, s = −1 to avoid repetition. If C is standard, then qr = rs = 1, q = −1, and hence D = D 10,6 . If X has a good A 4 neighborhood, then qr = 1, sr = 1, and the reflection of X is = −1. Then s = r ∈ G ′ 3 , p = 3, and hence D = D 20,3 . Case (b). Assume that either X has a good B 4 neighborhood or C(M) is standard of type B 4 . Then by Lemma 1.22 on A X = B 4 we get the equations
, for all i ∈ {1, 2, 3} and j ∈ {2, 3}. Then we distinguish the subcases: a 1 , a 2 , . . . , a 14 by Lemma 1.22.
In this case we assume that q ′ 12 = −1 to avoid the repetition. Then C(M) is standard and D = D 71 . Subcase b 3 . Consider that there exists k ∈ {2, 3} such that q kk = −1 and q ii q ′ i,i+1 − 1 = q jj q ′ j−1,j − 1 = q 2 44 q ′ 34 − 1 = 0 for any i ∈ {1, 2, 3} \ {k} and j ∈ {2, 3} \ {k}. We assume that the condition {q ′ k,k−1 , q ′ k,k+1 } = {−1} doesn't hold in this case to avoid repetition. We get a r k (X) 13 = 0 by assumption. Then q ′ k,k−1 q ′ k,k+1 = 1 by [38, Lemma 1.4] and hence q ′ k,k−1 = −1. Then C is standard. We obtain that if k = 2 then D = D 11,1 and if k = 3 then D = D 74 .
Subcase b 4 Consider that (3) q 44 = 0 and q ii q ′ i,i+1 −1 = q jj q ′ j−1,j −1 = 0 for all i ∈ {1, 2, 3} and j ∈ {2, 3}. We assume that q 2 44 q ′ 34 − 1 = 0 to avoid repetition. Set q := q 22 and ζ := q 33 . The reflection of X is
with (3) ζ = 0 and q / ∈ {ζ, ζ −1 }. we get that ζq −2 = 1 or ζq −1 = −1 by Lemma 1.22 on A r 4 (X) = B 4 . Hence q = −ζ −1 , p = 2 or q = −ζ, p = 2. If q = −ζ −1 and p = 2, 3, then C(M) is standard and D = D 15,1 . If q = −ζ and p = 2, 3, then X has a good B 4 neighborhood and D = D 17,1 . If p = 3, then we get q = −1 for q = −ζ −1 and q = −ζ. Then C(M) is standard and D = D 15 ′ ,1 .
Subcase b 5 . Consider that there exists k ∈ {2, 3} such that q kk = q 11 = −1 and
Subcase b 6 . Consider that q 11 = −1, (3) q 44 = 0, q ′ 12 = −1, q 2 44 q ′ 34 − 1 = 0, and q ii q ′ i,i+1 − 1 = q ii q ′ i−1,i − 1 = 0, for all i ∈ {2, 3}. Let q := q 22 and ζ := q 44 . Then (3) ζ = 0 and q / ∈ {−1, ζ, ζ −1 }. By Lemma 1.22 on A r 4 (X) = B 4 the reflections of X
imply that ζq −2 = 1 or ζq −1 = −1. Then q = −ζ −1 , p = 2 or q = −ζ, p = 2. If q = −ζ −1 and p = 2, 3, then C(M) is standard and D = D 16,1 . If q = −ζ −1 and p = 3, then q = −1 and D = D 15 ′ ,1 . If q = −ζ, then one of the the generalized Dynkin subdiagram of r 1 (X) is which does not appear in [38, Tables 1-3 ].
Hence we get a contradiction. 
imply that ζq −2 = 1 or ζq −1 = −1 by A r 4 (X) = B 4 . Hence q = −ζ −1 , p = 2 or q = −ζ, p = 2. If q = −ζ −1 and p = 2, 3, then C(M) is standard and D = D 19,1 . If q = −ζ −1 and p = 3, then q = −1 and D = D 15 ′ ,1 . If q = −ζ, then one of the the generalized Tables   1-3 ]. Hence we get a contradiction.
Subcase b 9 . Consider that q 33 = −1, (3) q 44 = 0, q 2 44 q ′ 34 −1 = 0, and q ii q ′ i,i+1 −1 = q 22 q ′ 12 − 1 = 0, for all i ∈ {1, 2}. In this case we assume that the condition {q 23 , q ′ 34 } = {−1} doesn't hold. Set q := q 11 , r := q ′ 34 , and ζ := q 44 . We obtain that q = r by A r 3 (X) = B 4 . Then (3) ζ = 0 and q / ∈ {−1, ζ, ζ −1 }. Hence the reflection of X
imply that ζq 2 = 1 or −ζq 2 (ζq) −1 = −ζq 2 q −1 = 1 by Lemma 1.22 on A r 4 (X) = B 4 . Then q = −ζ, p = 2, 3. Hence C is standard and D = D 16, 4 .
Subcase b 10 . Consider that q 11 = q 22 = q 33 = −1, q 2 44 q ′ 34 −1 = 0, and q ′ 12 = −1. Assume that the condition {q ′ 23 , q ′ 34 } = {−1} doesn't hold in this case. Set q := q ′ 12 , r := q ′ 23 , and s := q 44 . Then we get that qr = 1,
Subcase b 11 . Consider that q 11 = q 22 = −1, (3) q 44 = 0, q ′ 12 = −1, q 2 44 q ′ 34 − 1 = 0, and q 33 q ′ 23 − 1 = q 33 q ′ 34 − 1 = 0. Let q := q ′ 12 , r := q ′ 23 , and ζ := q 44 . Then (3) ζ = 0 and q / ∈ {−1, ζ, ζ −1 }. By A r 2 (X) = B 4 and q = −1, we get that qr = 1. Hence by the assumption and [38, lemma 1.4] we obtain the reflections of X
Hence we get −ζq −1 = 1 or ζq −2 = 1 by Lemma 1.22 on A r 4 (X) = B 4 . Then q = −ζ, p = 2, 3 or q = −ζ −1 , p = 2, 3 by q / ∈ {−1, ζ, ζ −1 }. If q = −ζ −1 and p = 2, 3, then C is standard and D = D 16,2 . If q = −ζ and p = 2, 3, then a r 3 r 4 (X) 24 = −2, which is a contradiction.
Subcase b 12 . Consider that q 11 = q 33 = −1, (3) q 44 = 0, q ′ 12 = −1, q 2 44 q ′ 34 − 1 = 0, and q 22 q ′ 12 − 1 = q 22 q ′ 23 − 1 = 0. Let q := q ′ 23 , r := q ′ 34 , and ζ := q 44 . Then q ′ 12 = q = −1. Then qr = 1 by A r 3 (X) = B 4 . Hence by [38, Lemma 1.4 ]the reflection of X is
We obtain that ζq −2 = 1 or −ζq −2 ζ −1 q = −ζq −2 q = 1 by Lemma 1.22A r 4 (X) = B 4 . Then q = −ζ −1 and p = 2, 3 by q / ∈ {−1, ζ, ζ −1 }. Hence C is standard and D = D 19,3 .
Subcase b 13 . Consider that q 22 = q 33 = −1, (3) q 44 = 0, q 2 44 q ′ 34 −1 = 0, and q 11 q ′ 12 −1 = 0. In this case we assume that the condition {q 
implies that q = −ζ and p = 2, 3 Hence D = D 19,2 .
Case (c). Assume that C(M) is standard of type C 4 . By a 32 = −1 and a 34 = −2 we get that q 33 q ′ 23 − 1 = (3) q 33 (q 2 33 q ′ 34 − 1) = 0 by Lemma 1.22. Further, by the assumption we obtain the equations (2) q ii (q ii q ′ i,i+1 − 1) = (2) q jj (q jj q ′ j,j−1 − 1) = 0 for all i ∈ {1, 2} and j ∈ {2, 4}, Here we distinguish two cases: c 1 and c 2 .
Subcase c 1 . Assume that = −1, which is again a contradiction. If q 44 q ′ 34 − 1 = 0, then D = D 31 . If q 44 = −1 and q ′ 34 = −1, then the reflection of X
gives that −q −1 q −1 = 1 by Lemma 1.22 on a r 4 (X) 32
= −1. Then q ′ 34 = q −2 = −1, which is a contradiction.
Subcase c 2 . Assume that
for all i ∈ {1, 2} and j ∈ {2, 4}. To avoid repetition we assume that the condition q 2 33 q ′ 34 − 1 = 0 holds. Set ζ := q 33 . Then q ′ 34 / ∈ {ζ, ζ −1 }. By q 33 q ′ 23 − 1 = 0 we get q ′ 23 = ζ −1 . Since A r 3 (X) = C 4 , we get that q ′ 23 q ′ 34 = 1 and hence q ′ 34 = ζ, which is a contradiction. Case (f). Assume that C(M) is standard of type F 4 . By a 21 = −1 and a 23 = −2 we obtain q 22 q ′ 12 − 1 = (3) q 22 (q 2 22 q ′ 23 − 1) = 0 by Lemma 1.22. Further, by Lemma 1.22 on A X = F 4 we get (2) q ii (q ii q ′ i,i+1 − 1) = (2) q jj (q jj q ′ j,j−1 − 1) = 0 for all i ∈ {1, 3} and j ∈ {2, 3, 4}, Then we distinguish two cases f 1 and f 2 .
for all i ∈ {1, 3} and j ∈ {2, 3, 4}. Let q := q 22 . Then q ′ 23 = q −2 = 1 and q ′ 12 = q −1 = −1 by q 22 q ′ 12 − 1 = 0. Hence q 11 q ′ 12 = 1 by (2) q 11 (q 11 q ′ 12 − 1) = 0. Otherwise, if q 11 = −1 then by [38, Lemmas 1.3 and 1.4] we get a r 1 (X) 23 = −1, which is a contradiction. If q 33 = −1, then q = −1 we obtain that q 2 = −1, which is a contradiction. If q 33 = −1 and q 44 = −1, Then q 44 = q 2 and hence D = D 41 .
for all i ∈ {1, 3} and j ∈ {2, 3, 4}. Assume that the condition q 2 22 q ′ 23 − 1 = 0 holds to avoid the repetition. Let ζ := q 22 . Then q ′ 23 = ζ. Since A r 2 (X) = C 4 , which is a contradiction. row gener. Dynkin diagrams fixed parameters char k
row gener. Dynkin diagrams fixed param. char k 
