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i論文概要
ドメイン名システム (Domain Name System, DNS) は，人間にとり使
い易いドメイン名を機械が扱いやすい IPアドレスなどに変換する等，イ
ンターネットの利便性にとり欠く事のできないシステムである．
DNSには，権威 DNSサーバ，フルリゾルバ，スタブリゾルバの三つ
の構成要素がある．権威DNSサーバはドメイン名に対応する委任情報や
IPアドレスなどの情報を保持し，フルリゾルバからのクエリに応答する．
権威DNSサーバは各ドメインごとに運用し，ルートからTLDへの委任
情報を提供するルート DNSサーバ，TLDからユーザ組織ドメイン名へ
の委任情報を提供する TLD DNSサーバ，ユーザ組織の情報を提供する
各組織の権威DNSサーバなどが存在する．スタブリゾルバはエンドノー
ドの名前解決ライブラリに相当し，ユーザからのクエリをフルリゾルバ
に送る．フルリゾルバはルートDNSサーバの情報を事前に保持しており，
スタブリゾルバからの検索要求をもとに，ルートDNSサーバから順に名
前ツリーをたどり，名前解決を行い，結果をスタブリゾルバに返す．フ
ルリゾルバでは名前解決の効率化のために検索途中の情報や検索結果を
指定された時間キャッシュすることができる．
すべての名前解決は，フルリゾルバによってルートDNSサーバから始
まるため，フルリゾルバとルート DNSサーバの働きは特に重要である．
さらに，現在のインターネットを維持するためには，ルートDNSサーバ
へのクエリ量を適切な範囲に収めることが重要である．
今日では IPv6の普及によるタイプAAAAのクエリの増加や，Webブラ
ウザでの閲覧待ち時間短縮のためのDNSプリフェッチの実装，コンテンツ
デリバリネットワーク (CDN)での広域負荷分散のための小さなTTL値の
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設定などの影響で，DNSへの負荷は増大してきている．また，DNSSEC
の普及や，DNSに公開鍵証明書をのせる技術 (DANE/TLSA)の標準化に
より，今後さらにDNSへの負荷が増大することが見込まれ，その負荷低
減は重要な研究テーマである．
このような背景に基づき，本研究では，(1)中規模のフルリゾルバのク
エリ分析，(2)キャッシュ効率増大や遅延低減のための適切な設定の提案，
(3)ルートDNSサーバのクエリ分析及びフルリゾルバのクエリ分析，(4)
ルートDNSサーバへのクエリ低減方法の提案を行なう．提案手法の有効
性を大学のフルリゾルバのデータをもとにしたシミュレーションにより，
検証した．各提案の概要を以下に示す．
(1)中規模のフルリゾルバのクエリ分析
DNSの動作を分析するため，フルリゾルバのクエリ分析は古くから
行われている．本研究では，まず近年の IPv6やCDNの影響を評価
するため，中規模なフルリゾルバとして筑波大学情報環境機構学術
情報メディアセンターの運用するフルリゾルバの入出力パケットを
分析した．そのフルリゾルバは全学のユーザを対象としており，学
生寮やWi-Fi 接続の通常のPCが参照するため，利用帯域等のデー
タから中規模 ISPのフルリゾルバに近いと考えられる．時期による
が一ヶ月で 8800から 11000のクライアント IPアドレスを観測した．
キャプチャデータの分析の結果，IPv6対応OSの普及により IPv6
アドレス (AAAA) クエリが増加したため，クライアントからのク
エリが 41%増加したこと，CDNなどのDNSを使用した広域負荷分
散サービスの普及により，小さなTTL値，CNAME，外部名ネーム
サーバホスト名の使用が増えていることがわかった．結果として，
エラー応答の割合の増加やキャッシュヒット率の低下，応答遅延の
増大がみられた．
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また，2012年 6月 6日のWorld IPv6 Launchの前後で AAAAク
エリに存在応答が戻る割合が 2.0%から 21.2%に増加した．これは，
World IPv6 Launch以降，よく使用されるドメイン名の IPv6対応
が進んだことを示している．
(2)キャッシュ効率増大や遅延低減のための適切な設定の提案
(1)の結果は，(a)無用な AAAAクエリの低減，(b)適切に大きな
TTL値の設定，(c)CNAMEの削減，(d)内部名ネームサーバホスト
名の適切な設定，が重要な運用課題である事を示している．これら
の結果を背景に，本研究では以下の指摘と提案を行った．
(a)IPv6対応OS(比較的新しいバージョンのMicrosoft Windowsや
Apple Mac OS X，Linuxなど)は IPv6接続性がない場合でも
AAAAクエリをフルリゾルバに送信する．これら IPv6対応OS
が，IPv6接続性の不存在を検知し，不要なAAAAクエリを省
略することで，フルリゾルバの負荷を軽減することができる．
(b)DNSを利用した広域負荷分散で使用される小さな TTL値は，
キャッシュヒット率を下げ，フルリゾルバの負荷を上げ，権威
DNSサーバへのクエリ数を増大させる．名前解決にかかる平
均時間も，TTL値 300以下で 31.7ミリ秒が，TTL値が 300を
超える場合には 25.1ミリ秒と，TTL値が大きい方が短い．適
切に大きなTTL値を使用する事で名前解決に要する時間を短
縮できる．
(c)CNAMEを使用する複雑なドメイン名の名前解決に要する平均
時間は 30.4ミリ秒であったが，CNAMEを使用しないドメイ
ン名の場合は 24.9ミリ秒であった．CNAMEの使用を最小限
にすることで名前解決に要する時間を短縮できる．
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(d)外部名ネームサーバホスト名を使用するドメイン名の名前解決
に要する時間は平均 33.1ミリ秒であったが，すべて内部名ネー
ムサーバホスト名を使用するドメイン名の場合は平均 22.5ミ
リ秒であり，内部名ネームサーバホスト名を適切に使用するこ
とで名前解決の時間を短縮できる．
これらの施策を行なうことで，フルリゾルバの負荷を低減でき，名
前解決に要する時間を短縮できる．
(3)ルートDNSサーバ及び筑波大学のフルリゾルバのクエリ分析
ルートDNSサーバでは年に一度パケットキャプチャを実施し，研
究者にデータを提供している．そのデータを分析し，多くの IPア
ドレスから大量の本来不必要なクエリがルートDNSサーバに送ら
れ，余分な負荷が発生している事を示した．具体的には，3万以上
の IPアドレスが 48時間に 10万以上のクエリをルートDNSサーバ
に送っていた．筑波大学のフルリゾルバも本来不要なクエリを大量
にルートに送っていたことがわかり，動作を確認したところ，一般
的な設定がされた中規模以上のフルリゾルバ共通の振舞いである事
がわかった．現象を詳細に解析した結果，世界で広く使われている
BIND 9はルートDNSサーバに無駄なクエリを送ること，存在しな
いTLDに対するクエリによるルートDNSサーバへのクエリも多い
ことがわかった．
(4)ルートDNSサーバへのクエリ低減方法の提案
ルートDNSサーバへの不要クエリが多い問題に対し，本研究では
(a)フルリゾルバの設定による改善法，(b)フルリゾルバの名前解決
とキャッシュアルゴリズムの改善法，(c)NSECリソースレコードを
使った改善法，の 3つの手法を示し，それぞれの効果を定量的に評
v価した．
(a)フルリゾルバの設定による改善法は，BIND 9とは異なるUn-
boundという実装を用い，キャッシュサイズを増やすことで
ある．
(b)アルゴリズムの改善では，フルリゾルバでのデータの扱いを改
善した理想的なフルリゾルバアルゴリズムを規定し，名前解決
のシミュレーションを行ない，ルートDNSサーバへのクエリ
数が (a)と同様となることを示した．この改善にはRFC 2181
の変更を必要とする．
(c)NSECリソースレコードを使った改善法はDNSSECの不存在応
答検証の仕組みを用い，ルートDNSサーバに到達する存在し
ないTLDのクエリを減らす手法であり，Unboundにパッチを
あてて実装し，評価を行なった．結果として (a)(b)では削減で
きない存在しない名前についてのルートDNSサーバへのクエ
リを 78%減らすことができた．この改善にはRFC 4035の小規
模な変更を必要とする．
(a)(c)の組み合わせで，ルートDNSサーバへのクエリを 1/29に減
らすことができる．ルートDNSサーバへのクエリを減らすことで，
ユーザからのクエリの応答時間の短縮とフルリゾルバの負荷の低減
も同時に達成される．
以上の評価と提案により，ユーザからのクエリへの応答時間の短縮，フ
ルリゾルバの負荷の低減，ルートDNSサーバへのクエリの低減が可能と
なる．
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第1章 序論
1.1 研究の背景
ドメイン名システム (Domain Name System, DNS) [46][47][48] は，人
間にとり使い易いドメイン名を機械が扱いやすい IPアドレスなどに変換
する等，インターネットの利便性にとり欠く事のできないシステムである．
DNSには，権威 DNSサーバ，フルリゾルバ，スタブリゾルバの三つ
の構成要素がある．権威DNSサーバはドメイン名に対応する委任情報や
IPアドレスなどの情報を保持し，フルリゾルバからのクエリに応答する．
権威DNSサーバは各ドメインごとに運用し，ルートからTLDへの委任
情報を提供するルート DNSサーバ，TLDからユーザ組織ドメイン名へ
の委任情報を提供する TLD DNSサーバ，ユーザ組織の情報を提供する
各組織の権威DNSサーバなどが存在する．
すべての名前解決は，フルリゾルバによってルートDNSサーバから始
まるため，フルリゾルバとルート DNSサーバの働きは特に重要である．
さらに，現在のインターネットを維持するためには，ルートDNSサーバ
へのクエリ量を適切な範囲に収めることが重要である．
今日では IPv6の普及によるタイプAAAAのクエリの増加や，Webブラ
ウザでの閲覧待ち時間短縮のためのDNSプリフェッチの実装，コンテンツ
デリバリネットワーク (CDN)での広域負荷分散のための小さなTTL値の
設定などの影響で，DNSへの負荷は増大してきている．また，DNSSEC
の普及や，DNSに公開鍵証明書をのせる技術 (DANE/TLSA)の標準化に
より，今後さらにDNSへの負荷が増大することが見込まれ，その負荷低
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減は重要な研究テーマである．
1.2 研究の目的と意義
本研究は，このような背景を考慮し，現在のインターネットでのDNS
への負荷の状態を把握し，DNSへの負荷の低減方法を検討することを目
的とした．特に IPv6の普及とコンテンツデリバリネットワークなどの大
規模配信事業者の使用するDNS設定がフルリゾルバに及ぼす影響を評価
した．ユーザからの名前解決要求を受けとるフルリゾルバの負荷を低減
する方法を把握することは，ユーザの名前解決遅延時間を低減すること
にもつながる．また，ルートDNSサーバへのクエリ数を削減することで，
将来に渡って現在のDNSを用いたインターネットが持続できる技術につ
いても検討した．
1.3 本論文の構成
本論文の構成を以下に示す．
まず，第 2章では，DNS技術の概要を紹介したあと，インターネット
でのトラフィック解析，DNSトラフィック及びフルリゾルバのアルゴリズ
ムについての過去の研究を概観し，DNSに関する課題を明確化する．
第 3章では，IPv6対応OSの普及やCDNなどの大規模配信事業者によ
るDNSを用いた負荷分散の影響を調べるために筑波大学のフルリゾルバ
のクエリを分析し，キャッシュ効率増大や遅延低減のための適切な設定の
提案を行なう．
第 4章では，ルートDNSサーバ及び及び筑波大学のフルリゾルバのク
エリ分析を行ない，ルートDNSサーバに非常に多くの本来不必要なクエ
リを送る IPアドレスが多数存在し，一般的な設定の中規模以上のフルリ
ゾルバがその原因の一つであることを示す．次にルートDNSサーバへの
2
クエリ数の削減策を提案し評価を行なう．提案手法の有効性を筑波大学の
フルリゾルバのデータをもとにしたシミュレーションにより，検証する．
最後に第 5章では本研究で得られた結果の総括を行なう．
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第2章 DNSの概要と関連研究
2.1 緒言
第 1章で述べたように，インターネットの名前解決を担当するDNSへ
の負荷が増大しつつあり [16][24] [26]，DNSのトラフィック解析の重要性
が増している．(jp TLDへのクエリ数増大については，図 3.5に示す．)
本章では，DNSの概要を紹介したあと，DNS及びインターネットでの
トラフィック解析についての過去の研究を概観し，DNSに関する課題を
明確化する．
2.2 DNSの概要
ドメイン名はルートを起点とし，63文字以下のラベルをドットで連結
したもので，ラベルごとに階層をなすドメイン名空間を構成する．ドメイ
ン名空間は，ルートを根とし，ルートの子ノードにラベルが一つのトップ
レベルドメイン名 (Top Level Domain name, TLD)，TLDの子ノードに
一般組織のドメイン名などが存在する木構造である．DNSでは，ドメイ
ン名の階層ごとに階層以下の管理主体を変更することができ，それを委任
と呼ぶ．委任された単位をゾーンと呼ぶ．主な委任点は，ルート，TLD，
実際の利用者が利用する一般組織のドメイン名などである．委任する側
を親 (ゾーン)と呼び，委任される側を子 (ゾーン)と呼ぶ．
DNSはドメイン名，タイプ，クラスをキーとするデータベースであり，
タイプごとに決められた形式の値を保持する．キーと値の組をリソースレ
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コード (RR)と呼ぶ．キーのうちドメイン名をリソースレコードの所有者
名 (Owner name)と呼ぶ．また，一つのキーに対して異なる値を持つ複数
のRRを設定でき，それらの集合をリソースレコードセット (RRSet)と呼
ぶ．タイプには，IPv4アドレスを示すAや，IPv6アドレスを示すAAAA，
委任情報を示すNS，別名変換のための正式名を保持するCNAME，ゾー
ンの管理情報を保持する SOAなどがある．それぞれのタイプのリソー
スレコードを Aリソースレコード (A RR)や AAAAリソースレコード
(AAAA RR)と呼ぶ．インターネットではクラスとして INが用いられる．
DNSには，権威 DNSサーバ，フルリゾルバ，スタブリゾルバの三つ
の構成要素がある．権威DNSサーバは親ゾーンのDNSサーバから委任
されたゾーンの情報を保持し，その範囲のドメイン名空間の管理権限を
持つ．権威DNSサーバはフルリゾルバからのクエリに応答し，管理権限
を持つ情報と委任情報を提供する役目を持つ．各ゾーンごとに権威DNS
サーバを運用し，ルートDNSサーバ，TLD DNSサーバ，一般組織の権
威DNSサーバなどが存在する．ルートDNSサーバはTLDへの委任情報
を保持する．ドメイン名登録者はTLD運用組織 (レジストリ)にドメイン
名と委任情報を登録する．TLD DNSサーバは登録者のドメイン名への委
任情報を保持する．
委任情報は，委任対象のゾーン名，タイプNSに委任先のネームサーバ
ホスト名を値として持たせたRRSetである．委任先のネームサーバホス
ト名が，委任するゾーン名の子孫のドメイン名であるか，委任を含むゾー
ン名の子孫のドメイン名の場合，そのネームサーバホスト名を内部名で
あるとし，それ以外を外部名であるという．内部名のネームサーバホスト
名への委任の場合，ネームサーバホスト名のA RRあるいはAAAA RR
を委任情報として追加することができ，それをグルーと呼ぶ．権威DNS
サーバは委任情報を応答する時，グルーを添付する．フルリゾルバは名前
解決時に外部名ネームサーバホスト名を含む委任情報を受け取ると，内
6
部名ネームサーバホスト名の場合に比べ，余分なネームサーバホスト名
の IPv4，IPv6アドレスの解決を行なう必要がある．
例えば example.com ゾーンのネームサーバホスト名が内部名である
ns.example.com の場合，委任情報として ns.example.com の A RRと
AAAA RR を委任情報に追加できる．具体的には， ns.example.com の
IPv4 アドレスが 192.2.0.1 の場合，com ゾーン内に以下の情報が記述さ
れる．
example.com. IN NS ns.example.com.
ns.example.com. IN A 192.2.0.1
example.comゾーンのネームサーバホスト名が外部名の ns.example.jpの
場合，com の子孫ではないため，グルーを追加できず，
example.com. IN NS ns.example.jp.
という情報が登録される．この例では，example.comの名前解決を要求さ
れたフルリゾルバは外部名の委任情報を受け取ったところで example.com
の名前解決を中断し， ns.example.jp の名前解決を行なう必要がある．
一般のドメイン名登録者は自ドメイン名のゾーンの情報を管理し，そ
のなかに自組織のホスト名から IPアドレスへの対応や，メールサーバな
どの情報を登録する．また，ゾーン内に，親ゾーンに登録した委任情報
と同じNS RR，ネームサーバホストの情報 (A RR，AAAA RR)とゾー
ンの管理情報 (SOA RR)を権威ある情報として記述する必要がある．
スタブリゾルバはエンドノードの名前解決ライブラリに相当し，ユー
ザからのクエリをフルリゾルバに送る．フルリゾルバはルートDNSサー
バの情報を事前に保持しており，スタブリゾルバからの検索要求をもと
に，ルートDNSサーバから順にドメイン名空間の木構造を探索し，名前
解決を行い，結果をスタブリゾルバに返す．フルリゾルバでは名前解決の
効率化のために検索途中の情報や検索結果を指定された時間キャッシュす
ることができる．権威DNSサーバからの応答に含まれるRRSetはTime
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to live (TTL)値を含み，キャッシュ可能な時間 (秒)を示す．
すべての名前解決は，フルリゾルバによってルートDNSサーバから始
まるため，フルリゾルバとルート DNSサーバの働きは特に重要である．
さらに，現在のインターネットを維持するためには，ルートDNSサーバ
へのクエリ量を適切な範囲に収めることが重要である．
また，DNSの信頼性を増すために DNSに公開鍵暗号を用いた署名検
証機能を追加する DNS Security Extensions (DNSSEC) [4, 6, 5, 39] が
開発され，実装が進んだ．2010年にルートがDNSSECに対応し，前後し
て多くの TLDがDNSSECに対応した．ドメイン名登録者のドメイン名
がDNSSECに対応し，フルリゾルバにDNSSEC検証機能を追加して有
効化するとDNSの応答が正しいことを検知可能になる．一方，DNSSEC
では公開鍵や署名情報の追加によるトラフィックの増大や，フルリゾルバ
での署名検証による負荷増大が懸念されている．
DNSSECでは，タイプとしてDNSKEY，RRSIG，DS，NSEC，NSEC3
が追加された．DNSKEY RRは，ゾーンの公開鍵を保持する．DS RRは，
委任先のDNSSEC署名鍵のハッシュを委任元で保持する．RRSIG RRは
RRSetの署名を保持する．NSEC RRとNSEC3 RRは，名前が存在する
範囲を示すとともに，名前に存在するタイプを列挙することで，名前が
存在しない範囲を示し，不存在証明に使用される．
2.3 DNSに関する研究事例
DNSに関する研究はインターネットの初期からおこなわれている．
Danzigらは 1992年にルートDNSサーバや複数の著明なサイトの権威
DNSサーバへのクエリを収集し，異常なDNSトラフィックの増加とその
原因を示し，対策を提案した [20]．欠陥のある権威DNSサーバとフルリ
ゾルバを修正すれば広域のDNSトラフィックは減少すること，例えば，す
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べてのフルリゾルバが，BIND 4で実装されているネガティブキャッシュ
を実装することを提案した．
その後も継続して研究が行なわれているため，それぞれの研究を権威
DNSサーバ，スタブリゾルバ，フルリゾルバ，DNSへの攻撃の分析，及
びDNSプロトコルの改善に分類して紹介する．
2.3.1 権威DNSサーバに関する研究事例
DNSサーバへのトラフィックとそれによる負荷はDNSサーバの増強計
画を立てるための重要な情報となるため，ルートDNSサーバ運用者は研
究者と連係し，ルートDNSサーバのトラフィックを分析してきた．The
Cooperative Association for Internet Data Analysis (CAIDA)は 2001年
にルートDNSサーバのうちの 1システム，f.root-servers.netへのクエリを
18日間収集し，分析を行なった [12]．その後，ルートDNSサーバオペレー
タとCAIDAは，ルートDNSサーバなどで 2006年 1月から年に 1度 48時
間のデータ収集を行なう活動，\A Day in the Life of the Internet"(DITL)
を開始した [17]．
現在では，データ収集活動と研究者への解析環境の提供をDomain Name
System Operations Analysis and Research Center (DNS-OARC) が提供
している．DITLへの参加は強制ではないため，データ収集に参加する
ルートDNSサーバは一部であり，複数のサーバを用いて分散運用してい
る場合にすべてを収集できているとは限らず，集まったデータがすべてで
ある．また，ルートDNSサーバへのクエリ量は週や日付の影響を受ける
が，DITLデータセットは一年のうちの 48時間のデータであるため，経
年の変化を分析するには注意が必要であるが，ルートDNSサーバへのク
エリ傾向を知る唯一の情報源である．
Liuらは最初の結果を \Two days in the life of the DNS anycast root
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servers" [43]として報告した．CAIDAは定期的に分析を行なっており，
CastroらはルートDNSサーバの情報を解析し，ルートDNSサーバから
見たDNSの負荷増大について報告した [15][16]．その中で，いくつかの
ルートDNSサーバについて，2007年，2008年，2009年のクエリ量を比
較している．c.root-servers.netでは 2年で 50%増加，k.root-servers.netで
は 2年で 33%増加，m.root-servers.netでは 2年で 17%増加している．ま
た，ルートDNSサーバへのクエリの 98%が不要なものであると分析した．
筆者はDNS-OARCのルートデータセットを調査し，2006年から 2014
年のデータを単純に比較し，単純に集計した [24]．2008年と 2014年には
8個のルートDNSサーバのデータを集計でき，2011年と 2013年が 10個，
2012年が 9個のため，それらの年の収集できたクエリ数を比較すると，
2008年に 110億クエリ，2011年，2012年に 260億クエリ，2014年に 321
億クエリであり，ルートDNSサーバへのクエリは 6年間で 3倍に増加し
ている．
また，Larsonらは顕著に多くのクエリをルートDNSサーバや com，net
などのTLD DNSサーバに送るフルリゾルバの振舞いについて報告し，実
装に関する提案を行なった [38]．
Brownleeらは，大学のネットワークからルートDNSサーバ及びTLD
DNSサーバに送られるクエリとその応答を観測することで，大学から各
DNSサーバへの遅延の変化を定量的に評価した [13][14]．
Leeらは 2003年にルートDNSサーバの配置の最適化の提案を行なった
[40]．
Larsonらは 2011年 3月から 2012年 6月までの com, net TLDの権威
DNSサーバのクエリ情報を収集し，分析結果を運用者のミーティングであ
るRIPE 68 DNSワーキンググループで発表した [59]．主な結果は，com,
netの名前解決を試みる IPv4アドレスは全 IPv4アドレスの 2%であるこ
と，多くのフルリゾルバはタイプAとタイプMX両方の名前解決を試み
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ること，AAAAクエリも増加していること，上位 100クライアントがク
エリの 10%を，上位 5000クライアントが 50%を，上位 20万クライアン
トがクエリの 90%を生成していること，RDビットがセットされたクエリ
の多くはタイプMXを問い合わせていることを示した．
Sharmaらは 2014年に移動体の通信に適した名前解決の仕組みの提案
と比較を行なった [51]．彼らは，次世代の名前解決のデザイン，試作，評
価を行ない，その中でDNSとの比較を行ない，DNSを用いた仕組みは提
案手法よりも劣るという結論を示した．彼らの枠組では，DNSを用いて
移動体の情報を扱う時に，TTL値として 0に近い小さな値を用い，DNS
への負荷が大きい仮定となっている．
2.3.2 スタブリゾルバに関する研究事例
Broidoらは 2006年にエンドノードからのホスト名登録の試みである
DNS Update [55]を送るアドレスについて，RFC 1918[50]で指定された
プライベートアドレスの権威DNSサーバへのクエリ情報を解析すること
で評価し，その権威DNSサーバには毎時数百万以上の無駄なDNS Update
パケットが到達していること，原因の99%以上はMicrosoft Windows 2000，
Windows XPの標準設定の問題であることを示した [11]．プライベート
アドレスのDNSサーバはAS112[1]という仕組みで運用されている．
Iinouらは 2010年にDNS-OARCワークショップにてスタブリゾルバか
らフルリゾルバへのクエリ数増大について報告した [26]．主な結論は，顧
客からのクエリは 1年で 50%増加したことと，増加の主な原因は Firefox
のDNSプリフェッチで，DNSクエリを 2倍にしている事である．
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2.3.3 フルリゾルバに関する研究事例
フルリゾルバに関する研究事例も多い．Jungらは 2002年にフルリゾル
バの動作を解析し，DNSパフォーマンスとキャッシュ効率について報告
した [30]．彼らは二つの大学で一週間のDNSのトラフィックを収集・分
析し，クライアントの視点からみた権威 DNSサーバの動作と，DNSパ
フォーマンス及びフルリゾルバのキャッシュ効率について報告した [30]．
そのなかで，フルリゾルバから権威DNSサーバに送られるクエリのうち
23%が無応答，13%がその他のエラーで，ルートDNSサーバに送られるク
エリの 27%がエラーとなるものであることを示した．また，彼らはTTL
値とDNSのキャッシュ効率の関係について報告し，Aリソースレコード
のTTL値を数百 (秒)程度に小さくしてもキャッシュヒット率の低下は限
定的であること，10～20程度のクライアントでDNSのキャッシュを共有
しても効果は少ないことを示し，CDNなどにより広まった 200～300(秒)
という小さな TTL値の使用は，広域ネットワークでのDNS関連のトラ
フィックを大規模には増やしていないことを示した．
Wesselsらは，2004年に複数の大学からのDNSトラフィックを分析し，
フルリゾルバの実装上の問題により，ルートDNSサーバやTLD DNSサー
バに大量の無駄クエリが送られていることを示し，BIND 9はルートに無
駄なクエリを送る傾向があることや，到達できない権威DNSサーバがあ
る場合には BIND 8などの古い実装には問題があり，到達できないアド
レスに大量のクエリを送る傾向があることを示した [58]．
Internet Research Task Force(IRTF)のRouting Research Group(RRG)
では識別子 (Identier)と位置識別情報 (Locator)の分離などのルーティン
グ技術の研究を行なっており，DNS Resource Records for the Identier-
Locator Network Protocol (ILNP) をRFC 6742[9]として実験のために標
準化した．ILNPではノード識別子情報や，位置識別情報をDNSのリソー
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スレコードとして保持し，機器が移動するとDynamic Update[55]プロト
コルを使用し，位置情報を書き換えるという提案である．移動する機器
の情報登録に使う場合にはキャッシュの影響を考慮する必要があり，権威
DNSサーバを変更しても，DNSのフルリゾルバはTTL値によって指定さ
れた時間のあいだ情報をキャッシュするため，TTL値を小さくする必要が
ある．そこで，Bhattiらは，2011年の IEEE Global Internet Symposium
にて，大学の学科の権威DNSサーバの TTL値を小さくした場合のフル
リゾルバ及び権威DNSサーバへの負荷について評価し，TTL値を 0にし
てもクエリは 2倍にしかならないことを示した [10]．しかし，彼らの実験
ではクエリ頻度が平均 2.36クエリ/秒，最大 68クエリ/秒と低く，大規模
に検索される場合を評価していない．
神屋らは 2009年にDNSの持つキャッシュ機能がクライアントへ与える
影響を調査した [32]．特に TTL値を 0にしてもキャッシュの効果を無効
にできない場合があることを示した．
Bernhardらは 2010年に公開フルリゾルバサービスがCDNなどのDNS
を使用した広域負荷分散に悪影響があることを示した [2]．具体的には，
公開フルリゾルバサービスと，ローカル ISPのフルリゾルバの応答の違
いを比較し，大規模配信事業者を使っているドメイン名の場合には公開
フルリゾルバサービスの応答とエンドユーザが使用している ISPのフル
リゾルバの応答が異なり，ISPのフルリゾルバの応答のほうがエンドユー
ザに近いサーバを返した．
Kocらは 2011年のDNS EASYワークショップにてDNSのグローバル
参照モデルを提案した．彼らはエンドユーザのクエリ傾向を分析し，よ
く使用されている DNSサーバソフトウェアの振舞の分析結果に基づき，
DNSモデルを作成した [62]．
Jiangらは 2012年にRFC 2181[22]のランキングについてのフルリゾル
バの実装上の問題点を指摘し，過去に存在したドメイン名が消えない幽
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霊ドメイン名が存在しうることを示した [29]．
Yuらは 2012年によく使用されているフルリゾルバを評価し，複数の
DNSサーバが設定されているゾーンでのサーバ選択ルールや，無応答サー
バの判定などの実装上の間違いの指摘を行ない，無応答サーバに大量の
クエリを送る実装があることを示した [63]．
Gaoらは Farsight Security, Inc. の SIE ( Security Information Ex-
change ) からデータの提供を受け，2012/12/9～2012/12/22の二週間，
US 東西と EU の 600 個所以上の地理的に分散したフルリゾルバから
260億以上の DNSクエリと応答を収集し，AAAAクエリが増加している
こと，存在しないTLDに関するクエリが増加していること，同じ内容を
連続して問い合わせるクエリが多いことを示し，分析結果を元にマルウェ
アの検知方法を提案した [25]．SIEではプライバシの観点からユーザのク
エリを見ず，フルリゾルバと権威サーバ間のクエリをフルリゾルバ側で
収集し，Farsight Securityのサーバにデータを収集している．
Lianらは 2013年の USENIX Security Symposium にて，インターネッ
ト広告を使って 50万以上の地理的に分散したクライアントからの名前解
決を評価し，DNSSECの影響を評価した結果を報告した [41]．主な結論
は，比較的小数のユーザのみがDNSSEC検証に対応していることと，そ
れらの 1=10の，多くはアジア地区のクライアントがDNSSEC検証に失
敗する場合があるということであった．原因としては，DNSSECでの巨
大な応答サイズの問題が考えられる．
Wangは 2013年にクライアントクエリはジップの法則に従うという仮
定を行ない，その積み重ねの結果が TLD DNSサーバに到達するという
仮定を行い，推定した値とCN TLD のクエリ情報を比較し，仮定が正し
いという結論を出した [56]．
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2.3.4 DNSへの攻撃及び攻撃検知に関する研究事例
Atkinsらは2004年にDNSの脆弱性の分析を行ない，RFC 3833 \Threat
Analysis of the Domain Name System (DNS)" [8]としてまとめた．
Kaminsky は 2008 年に効率的なキャッシュポイズニング手法を示し，
DNSプロトコルの問題点を指摘した [31]．提案手法の画期的な点は，攻撃
のトリガーにランダムラベルを前置したクエリを用いることで，権威DNS
サーバは不存在応答を返し，注入を試みるドメイン名そのものはキャッシュ
されずにクエリ名の不存在情報のみがキャッシュされることで，短時間で
の連続攻撃を可能としたことである．
Mullerは 2008年に効果的なキャッシュポイズニング手法とその成功確
率を示した [49]．
石原らは 2014年にHadoopを利用したDNSトラヒックのセキュリティ
解析をおこなう基盤について報告した [28]．彼らは，クエリ名を分析する
ことで，ボットの検知などを試みている．
2.3.5 DNSプロトコルに関する改善
1983年に最初のバージョンが提案された DNSプロトコル [44][45]は
1987年に改定 [46][47]され，IETFにて何度も拡張された．主な拡張は，
1997年に標準化された動的な更新 [55]とDNSプロトコルの明確化 [22]，
1998年に標準化されたネガティブキャッシュ[3]，1999年に標準化された
EDNS0拡張 [53]，2005年に標準化されたDNSSECである．その後も多
くの改善提案が行なわれており，一部が標準化された．
Wijngaardsは 2008年にフルリゾルバ実装を改善し，キャッシュポイズ
ニング攻撃への対策を行なう提案 [60]を行ない，2009年に提案の改定 [61]
を行ない，Unboundに実装した．主にエントロピーの増大方法のまとめ
と，DNS応答中の応答セクション以外の追加情報をクライアントに応答
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しないこと，CNAMEなどの応答に添付される情報を使用しないこと，委
任情報を得た後に委任情報に対応する権威ある情報を取得するという提
案である．
Vixieらは 2010年にフルリゾルバ実装を改善し，委任情報の再検査な
どを行ない，キャッシュポイズニング攻撃への対策を行なう提案 [54] を
行なった．
Contavalliらは 2011年に公開フルリゾルバサービスによる DNSを使
用した広域負荷分散への悪影響 [2]の対策として，フルリゾルバから権威
DNSサーバへのクエリにクライアントの IPアドレスの一部を添付する
提案 [18] を行った．
Kumariらは 2014年にフルリゾルバにルートのコピーを持たせ，ルー
トDNSサーバへのクエリを削減する提案を行った [36]．IETFでの議論
の結果，提案が改良され [35]，IETF DNSOPワーキンググループで標準
化対象とすることととなった．
Trenholmeは権威DNSサーバソフトウェアMaraDNSと，独自の名前
解決アルゴリズムを採用した Deadwoodというフルリゾルバを開発し，
オープンソースソフトウェアとして公開している [52]．
2.4 トラフィック解析とDNSへの影響
インターネットでは初期から各種統計情報を取得し，回線ごとに増強
計画を立てるという活動が行なわれてきている．
Crowcroftらは 1991年にイギリスの研究教育ネットワークからアメリカ
までの国際線のパケットを調査し，プロトコルの使用割合や，トラフィッ
クを多く扱う IPアドレスをはじめ，分析プログラムまで公開し，INET91
で報告した [19]．
Asabaらは 1992年に日本のWIDEプロジェクトが運営するアメリカ
16
までの国際線のデータを収集し，プロトコルごとの回線使用度合などを
INET92で報告した [7]．
長は 2010年に IIJが運用するブロードバンド接続サービスでのトラ
フィックを分析し，これまで安定して伸びてきたインターネットトラフィッ
クが 2010年 1月に 20%近く急減したこと，その原因は著作権法改正によ
る P2P系アプリケーションのトラフィックの減少であること，その結果
としてHTTPのトラフィックが増えていることを報告した [33]．
総務省は 2013年に我が国のインターネットにおけるトラヒックの集計・
試算を行ない，2010年に 1契約あたりのアップロード型トラフィックが
減少し，そのあとも変化が少ないこと，ダウンロード型トラフィックは順
調に増加し，5年で 2倍になっていることを示した [64]．
長は 2014年に IIJが運用するブロードバンド接続サービスでのトラ
フィックを分析し，HTTPSによる通信が着実に増加していることを示し
た [34]．
HTTPやHTTPSのトラフィックが増加しているということは，大手コ
ンテンツ事業者やコンテンツデリバリネットワークによるサービスが増
加しているということであり，それらの事業者のほとんどがDNSを使用
した広域負荷分散を行なっている．これは，基礎的なトラフィック計測が
DNS研究にとっても重要である事を示している．
2.5 DNSトラフィック解析の課題
DNSはインターネットにとり重要な機能であるため，多くの研究が行
われてきた．権威DNSサーバのクエリ解析，スタブリゾルバでのクエリ
解析，フルリゾルバでのクエリ解析，DNSへの攻撃及び攻撃検知，DNS
プロトコルの改善に分類したが，その中には名前解決処理の問題点の指
摘，新しいアプリケーションのための影響の調査などが含まれる．
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先行研究により，ルートDNSサーバへのクエリが徐々に増加している
ことや，DNSクエリには本来不必要なものが多いこと，その原因はプロ
グラムのバグによるものも多いということ，この状況は 1992年から続い
ていることがわかる．このような状況にもかかわらず，インターネット
は普及し，DNSの重要性は大きくなってきた．
ところが，クライアントからのクエリと権威DNSサーバへのクエリに
ついて調査した研究が 2002年の Jungらによる研究 [30]以後存在しない．
その 10年の間の変化を調査することは重要である．IPv6対応ノードは
2001年には少なかったが，10年間のうちに IPv6対応OSが普及して，エ
ンドノードのほとんどが IPv6に対応した．また，2012年 6月 6日には
World IPv6 Launchというイベントが行なわれ，大規模なサイト数百が
IPv6サービスに対応した．さらに，コンテンツデリバリネットワークの
ような大規模な配信サービスが一般化し，DNSを用いた広域負荷分散を
実装した結果，20や 30，60，300といった小さなTTL値の使用が広まっ
た．IPv6の影響について，Gaoらは 2012年にAAAAクエリが増加して
いることを示したが，クライアントからのクエリ数については示してい
ない [25]．DNSへの新しいアプリケーションでは，TTL値を 0に近い値
にすることが求められているものがあり，TTL値の現状を把握すること
も重要である．
そこで，第 3章では，フルリゾルバ視点でみた IPv6クエリの変化と，応
答タイプごとに分類したクライアントクエリごとに名前解決遅延，キャッ
シュヒット率，権威DNSサーバへのクエリ数を評価し，DNSへの負荷を
減らす方法を提案する．さらに，存在しないTLDのクエリがルートDNS
サーバへのクエリを多く生成していることを示す．第 4章ではルートDNS
サーバへのクエリについての詳細な解析とルートDNSサーバへの本来不
必要なクエリを削減する方法を提案する．
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第3章 フルリゾルバのキャッシュ
効率と遅延改善
3.1 緒言
これまでDNSについて多くの研究が行なわれてきたが，新規サービス
の展開により，DNSに関する新しい問題がみられるようになってきた．
過去の研究と比べ，コンテンツデリバリネットワーク (Content Delivery
Network, CDN)や大規模配信事業者による DNSを使用した広域負荷分
散の普及や，IPv6対応OSの普及による影響がでていると考えられる．
DNSを使用した広域負荷分散では，DNSクエリ送信元 IPアドレスご
とに応答するサーバのアドレスを変更したり，短時間で設定変更を行なう
ため，小さなTTL値を用いることが多い．TTL値を小さくするとキャッ
シュ可能な時間が短くなるため，DNSクエリが増え，クライアントへの
遅延が大きくなる可能性がある．
さらに，IPv6普及活動として，2012年 6月 6日にWorld IPv6 Launch
という活動が行なわれ，ISP，機器ベンダ，主要なウェブサービス事業者
などが参加して IPv6でのサービスを有効化した．その結果，IPv6アドレ
スを問い合わせるタイプAAAAのクエリの増加と応答傾向の変化が見込
まれる．
本章では，DNSについての主な懸念事項を 3.2節に，データ収集方法
と研究の契機となったデータの概要について 3.3節に，懸念事項に関して
の分析結果を 3.4節に示し，問題点を認識し，3.5節にて改善点の指摘を
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行なう．
3.2 DNSトラフィックに関する懸念事項
3.2.1 AAAA(IPv6アドレス)クエリの増加
10年前は IPv6対応のエンドノードはほとんど存在しなかった．しかし
ながら，現在のOSは標準で IPv6に対応しており，多くのユーザは IPv6
のことを気にしないが多くのクライアント端末は IPv4アドレスを問い合
わせるタイプAのクエリだけでなく，IPv6アドレスを問い合わせるタイ
プAAAAのクエリを送ることが推定され，AAAAクエリは 10年間での
純増となる．
ところが，2011年 11月時点では IPv6対応のサービスは非常に少なく，
多くのサービスにはAリソースレコードだけ設定され，AAAAリソース
レコードがなく，AAAAクエリの応答に値がないことが推定される．そ
のため，ドメイン名は存在するが値のない応答がDNSに及ぼす影響を評
価する必要がある．
また，2012年 6月 6日に実施されたWorld IPv6 Launchは大規模なウェ
ブサービスが IPv6サービスを有効化するイベントであったため，IPv4ア
ドレスのみ設定されていた多くのサービスに IPv6アドレスが設定され，
AAAAリソースレコードが設定された．その結果，AAAAクエリの多く
で IPv6アドレスを含むAAAAリソースレコードの応答が得られるよう
になったと考えられる．応答が得られると DNSへの影響が変わるため，
World IPv6 Launch後の観測結果と変化を 3.4.6節に示す．
3.2.2 大規模配信事業者でのDNSの使用
今日では，コンテンツデリバリネットワークなどの大規模配信事業者に
よるトラフィックが急速に増加している．大規模配信事業者はユーザから
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のリクエストをユーザに近いサーバか，余裕のあるサーバに誘導しよう
と試みる．そのために，配信事業者は小さなTTL値を用い，短時間にホ
スト名に対応する IPアドレスを変更する．また，配信事業者は顧客から
みたサービスの簡素化のために，顧客には配信事業者のサービスホスト
名への別名を示すCNAMEリソースレコードを登録させ，顧客のサービ
ス名から配信事業者のホスト名への別名展開をするようなサービスを提
供しているところが多い．さらに，配信事業者やDNSホスティング事業
者では，ネームサーバホスト名を事業者のドメイン名のものとするサー
ビス仕様の場合が多く，外部名のネームサーバホスト名を使用すること
が多い．サービス提供者の企業としてのドメイン名とサービス名が別の
場合も，企業のドメイン名でサーバを提供する場合があり，外部名を使
用している例がある．
小さなTTL値の使用，CNAMEの使用，外部名ネームサーバホスト名
の使用はDNSの運用に対する 3つの大きな懸念事項である．
3.2.3 小さなTTL値
DNS応答に含まれるリソースレコードは 32ビットの正整数であるTTL
値を持つ．TTL値は，そのリソースレコードのキャッシュ可能時間を秒で
示す．ゾーンの管理者は各RRSetのTTL値を指定する．ルートやTLD
では，フルリゾルバのキャッシュが有効に働くように大きなTTL値が設
定されている．ルートや，com，netゾーンのほとんどのデータのTTL値
は 2日で，org や jp では 1日である．
しかし，大規模配信事業者はドメイン名と IPアドレスの対応を頻繁に
書き換えて広域負荷分散をおこなう．頻繁な変更のためには，フルリゾ
ルバのキャッシュで保持される時間を短縮し，事業者の制御を短時間で反
映するために TTL値を小さくすることとなる．小さな TTL値の使用は
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フルリゾルバのキャッシュヒット率を下げると予想される．
しかし，事業者は各ゾーンのNSリソースレコードやネームサーバホス
ト情報の TTL値，ネガティブキャッシュの TTL値には比較的大きな値
を使用し，最終的なアドレス情報を保持するDNSサーバまでの名前解決
や，不存在情報のキャッシュヒット率は影響を受けない可能性があり，実
態の把握には精密な計測を必要とする．
3.2.4 CNAMEと外部名ネームサーバホスト名
CNAMEリソースレコードはDNSの別名機能であり，もともとのサー
ビス名から配信事業者のサーバにトラフィックを誘導するために使用さ
れる．
フルリゾルバが別名機能を示すCNAMEリソースレコードに直面する
と，別名先のドメイン名で名前解決をやり直すこととなる．もとのドメ
イン名と別名のドメイン名の TLDが異なっている場合は，ルート DNS
サーバから名前解決をやり直す．CNAMEの非効率的な使用は，ルート
DNSサーバやTLD DNSサーバのクエリを倍増させる．また，フルリゾ
ルバの資源，たとえばキャッシュをより多く使用する．
外部名ネームサーバホスト名の使用により，フルリゾルバや権威DNS
サーバへの負荷はさらに増加する．図 3.1に，外部名ネームサーバホス
ト名を使用している場合の処理を詳細に示す．example.co.jp のネーム
サーバホスト名が外部名の ns1.example.comであるとし，エンドユーザが
www.example.co.jpというドメイン名を入力したとする．まず，フルリゾ
ルバはルートDNSサーバから名前解決を開始する (2)．次に，www.example.co.jp
クエリを jp TLD DNSサーバに送る (4)．jp TLD DNSサーバは exam-
ple.co.jp が外部名の ns1.example.com に委任されていることを知ってい
るが， jp の外である ns1.example.com の情報を知らない．そのため，
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図 3.1: 外部名ネームサーバホスト名の例
フルリゾルバは ns1.example.com のアドレスの名前解決をルート DNS
サーバから開始することになり，ルートDNSサーバ (6)，com TLD DNS
サーバ (8)， example.com DNSサーバ (10) に順に ns1.example.com の
タイプ A，AAAAのクエリを送る．最終的に，フルリゾルバは (11)で
ns1.example.com の IPアドレスを受け取り，www.example.co.jp クエリ
を example.co.jp DNSサーバに送る (12)．
結果として，外部名ネームサーバホスト名の使用はフルリゾルバの名
前解決を複雑にし，フルリゾルバの資源の使用量を増やす．また，他の
DNSサーバへの依存を増し，ルート DNSサーバ及び TLD DNSサーバ
の負荷を増す．
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3.3 筑波大学でのデータ収集
AAAAクエリの増加と大規模配信事業者のクエリの影響は，ルートDNS
サーバや TLD DNSサーバでは隠されることが多く，観測しにくい．こ
の問題を調査するためには，ユーザ数が多いフルリゾルバか人気のある
ウェブサイト，大規模なメールサーバなどを運用している組織の権威DNS
サーバでの観測をする必要がある．そこで，中規模のフルリゾルバとし
て筑波大学のフルリゾルバを選び，計測を実施した．
本節ではデータ収集環境と，取得データ中の異常値の扱い，取得した
データセットの概要を述べる．
3.3.1 データ収集環境
筆者らは筑波大学学情報環境機構学術情報メディアセンターが運用し，
全学に提供するフルリゾルバのうち負荷の大きな 1台の入出力パケット
を収集し，分析することとした．筑波大学は中規模な ISPの規模があり，
大学のフルリゾルバの分析により，DNSの最近の傾向と隠された問題を
分析することができると考えられる．筆者らはエンドユーザのクエリと，
フルリゾルバと権威DNSサーバ間のパケットをすべて収集した．
データ収集環境を図 3.2に示す．フルリゾルバの入出力の全パケットを，
イーサネットスイッチでコピーし，データ収集PCに送り，そこで収集し
た．収集されたデータは，(1)スタブリゾルバとフルリゾルバの間と (2)
フルリゾルバから権威DNSサーバのパケットを含む．
DNSクエリ情報は，エンドユーザのプライバシー情報を含むため，収
集されたデータを 1台のマシンにのみ蓄積し，限られた研究者にだけア
クセス権限を与え，集計された統計情報だけをそのマシンから取り出す
こととし，利用者のプライバシー情報を保護した．
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図 3.2: 筑波大学でのDNSパケット収集環境
3.3.2 異常トラフィック
予備評価の結果，収集されたデータには異常なトラフィックが含まれる
ことがわかった．図 3.3 はクエリ数が多いものから順に並べたクライア
ントからのクエリの積み上げグラフである．
最も多くのクエリを送るクライアントは，枚秒5回 localhost.localdomain
クエリを送り，全体の 8%のクエリを送っていた．二番目のクライアント
は，近い IPアドレス複数の逆引きクエリを毎秒送っていた．三番目と四
番目はさまざまなクエリを送っていたため，正常と考えられる．そのため，
一番と二番を一般性を欠く異常値とし，収集したデータから除外した．
3.3.3 収集したデータの概要
異常トラフィックを除外して，三つの 30日づつのデータセットを作成
した．表 3.1にデータセットの概要と，比較のために Jungらによるデー
タセット [30]を示す．
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図 3.3: クエリ数順に並べたクライアントクエリの積み上げグラフ
表 3.1: DNSデータセットの比較
Origin [30] Authors
場所 MIT KAIST 筑波大学
年 2000 2001 2010 2011 2012
月/日 12/04 05/18 11/1 11/1 7/7
-12/11 -5/24 -11/30 -11/30 -8/6
クライアントクエリ数 4,160,954 4,339,473 234,308,393 366,489,499 317,686,402
クエリ/秒 6.88 8.37 90.40 141.39 122.56
クエリ名数 302,032 219,144 3,375,088 4,015,966 2,971,084
クライアント数 1,216 8,605 6,556 8,815 11,662
クエリ/秒 0.01378 0.01603 0.01051
/クライアント数
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データ収集期間や時代が違うため，直接の比較にはほとんど意味がな
いが，筑波大学の 2011年 11月のデータは，[30]のデータと比べ，クライ
アントからのクエリ数で 20倍，クエリ名数で 10倍以上で，クライアン
ト数は同規模である．
我々のデータセットでは，2010年 11月と 2011年 11月を比べると，ク
ライアント IPアドレス数が 56%増加し，クエリ数が 19%増加し，個々の
クライアントからのクエリが毎秒 0.01378から 0.01603と 16%増加してい
る．この増加は，DNSプリフェッチを実装したブラウザの普及を示して
いると考える．
2011年 11月と 2012年 7月を比較すると，クライアントクエリ数が
14%減少した．この減少は，大学のテスト期間と夏休みによるアクティビ
ティの減少によるものと考える．
3.4 筑波大学のデータ分析
本節では，まず 2011年 11月のデータを分析し，次に 2012年 7月のデー
タセットと比較することでWorld IPv6 Launchの影響を示す．
3.4.1 指標の定義: キャッシュヒット率とクエリごとのTTL
値
キャッシュ機能は，クエリ応答時間を短縮するための最も重要な機能で
あるため，フルリゾルバのキャッシュヒット率を評価した．
スタブリゾルバであるクライアントからの一つのDNSクエリは，フル
リゾルバから権威DNSサーバへの複数のクエリを生成する．キャッシュ
ヒット率を定義する前に，収集したパケット列から，エンドユーザのク
エリから始まるすべての反復検索パケットと，最終的な応答までを含む
クエリ列を抽出した．クエリ列は，CNAMEによる別名と，外部名ネー
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ムサーバホスト名によるネームサーバホスト名クエリのクエリ列を含む．
一つのスタブクエリは，ルートDNSサーバやTLD DNSサーバを含む複
数の権威DNSサーバへのクエリを生成する．
本章ではキャッシュヒット率を以下のように定義する．
権威 DNSサーバへのクエリを生成
しなかったスタブクエリ数
スタブクエリ数
権威DNSサーバへのクエリを生成したスタブクエリは，キャッシュヒッ
トしなかったと分類する．
各々のスタブクエリは，複数の権威 DNSサーバへのクエリを生成し，
複数のTTL値を受信する．本章では，各スタブクエリごとに最小のTTL
値を求め，それを各クエリの最小TTL値とする．
3.4.2 キャッシュ効率
2011年 11月のデータセットを分析した結果を表 3.2に示す．
第一列は，スタブクエリへの応答をクエリタイプ，CNAME使用の有
無，応答の状態，正引き，逆引き，TTL値の違い，クエリ名の種類で分
類したもので，詳細を表 3.3に示す．第二列は，その行に分類されるデー
タの全クライアントクエリ中の割合である．第三列からのデータは，各
行に分類されるデータでの指標の値である．第三列は，キャッシュヒット
率である．第四列は，ルートDNSサーバへのクエリ数をクライアントか
らのクエリ数で除したもので，クライアントからの 1つのクエリがルート
DNSサーバに与えた影響を示す．第五列は，TLD DNSサーバへのクエ
リ数をクライアントからのクエリ数で除したもので，クライアントから
の 1つのクエリがTLD DNSサーバに与えた影響を示す．第六列は，ルー
ト，TLDを含む権威DNSサーバへのクエリ数をクライアントからのクエ
リ数で除したもので，クライアントからの 1つのクエリが権威DNSサー
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表 3.2: キャッシュヒット率と権威 DNSサーバへの影響，遅延 (2011年
11月)
分類 全体の キャッシュ 権威DNSサーバクエリ数 フルリゾルバの
比率 ヒット率 / クライアントクエリ数 名前解決時間
ルート TLDs 全 (平均)
[%] [%] [ms]
全体平均 100.0 75.1 0.00079 0.025 0.31 28.0
A 61.6 72.7 0.00100 0.037 0.36 30.7
AAAA 29.1 74.1 0.00012 0.007 0.27 28.8
CNAMEあり 53.9 73.8 0.00070 0.025 0.34 30.4
CNAMEなし 43.2 76.7 0.00096 0.028 0.26 24.9
存在応答 57.2 72.3 0.00071 0.039 0.37 31.4
Error 42.8 78.9 0.00090 0.007 0.22 23.4
Server Failure 2.9 77.8 0.00007 0.002 0.54 89.5
NoDATA 27.3 75.4 0.00006 0.007 0.24 23.4
名前不存在 11.5 93.5 0.00315 0.008 0.06 5.3
名前不存在
(TLD不存在以外) 11.1 93.5 0.00008 0.008 0.06 5.3
TLD不存在 0.5 92.6 0.07303 0.000 0.07 5.4
正引き 92.4 73.5 0.00044 0.027 0.33 29.8
逆引き 7.3 95.7 0.00035 0.006 0.07 6.1
TTL値  300 44.0 67.3 0.00033 0.021 0.40 31.7
TTL値 > 300 56.0 81.3 0.00115 0.029 0.23 25.1
バに与えた影響を示す．第七列は，クライアントからのクエリから応答
までの，フルリゾルバの名前解決に要する時間の平均である．
全体平均のキャッシュヒット率は 75.1%であった．各々のクライアント
クエリは，平均でルートDNSサーバへのクエリを 0.00079回，TLD DNS
サーバへのクエリを 0.025回生成し，権威DNSサーバへのクエリを 0.31
回生成する．権威DNSサーバへのクエリ 0.31回には，ルートDNSサー
バへのクエリと TLD DNSサーバへのクエリを含む．また，クライアン
トとフルリゾルバの間の通信遅延を除いたクライアントからのクエリに
対するフルリゾルバの名前解決に要する時間は平均 28msである．
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表 3.3: 応答の分類
分類 概要
全体平均 全データの平均
A タイプA(IPv4アドレス)のクエリ
AAAA タイプAAAA(IPv6アドレス)のクエリ
CNAMEあり 応答にCNAMEによる別名を含む
CNAMEなし 応答にCNAMEを含まない
存在応答 スタブリゾルバが送信したクエリに対応する応答に，問
い合わせたリソースレコードが含まれていた場合
Error スタブリゾルバが目的のリソースレコードを得られなかっ
たもの
Server Failure フルリゾルバが応答コード2を返した場合で，設定エラー
か，DNSSEC検証のエラーにより，名前解決ができなかっ
た場合
NoDATA クエリ名は存在するが，タイプが一致するリソースレコー
ドがない場合で，例えば，あるドメイン名が IPv4アドレ
スを持っているが IPv6アドレスアドレスを持たない場合
にタイプAAAAのクエリを送った場合が NoDATA とな
る．
名前不存在 クエリ名が存在しない場合
TLD不存在 TLDが存在しないクエリ名の場合で，\名前不存在"は
\TLD不存在"を含む
逆引き クエリ名のTLDが arpaであるもの
正引き クエリ名のTLDが arpa以外のもの
TTL値  300 応答のTTL値が 300以下であるもの
TTL値 > 300 応答のTTL値が 300を越えるもの
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名前解決中のCNAMEの存在 (\CNAMEあり")はキャッシュヒット率
を若干下げ，権威DNSサーバへのクエリを少し増やす．しかし，違いは
限られている．
小さなTTL値 ( 300)は，キャッシュヒット率を下げるようにみえる．
小さなTTL値がコンテンツデリバリネットワークなどの影響を示すと考
えられるため，3.4.5にて詳細な評価を行なう．
その他の特徴を以下に示す．
 57.2%のクライアントクエリの応答は\存在応答"であり，残り42.8%
の応答がなんらかの \エラー応答"である．\エラー応答"時のキャッ
シュヒット率は 78.9%と \存在応答"の 72.3%よりも若干大きい．こ
れは，\通常応答"の平均名前解決時間 31.4ミリ秒と比較して短い，
\エラー応答"時の平均名前解決時間 23.4ミリ秒に対応する．
 \Server Failure"は 89.5ミリ秒と，非常に大きな平均名前解決時間
であるが，全体の僅か 2.9%のクエリであるので，大きな問題には
なっていない．
 \名前不存在" と \TLD不存在" のキャッシュヒット率は 93.5%と
92.6%と非常に高い．これらの高いキャッシュヒット率の結果，平均
名前解決時間は非常に小さく 5.3ミリ秒や 5.4ミリ秒である．この
結果は問題があることを示していない．しかし，ルートDNSサー
バへのクエリ数に着目すると，\TLD不存在" には問題があること
がわかる．\全体平均" では，1クライアントクエリは平均 0.00079
回のルート DNSサーバへのクエリを生成していたが，\TLD不存
在" の場合，全体平均の 92倍の 0.07303回のルートDNSサーバへ
のクエリを生成する．この事象を明確にするために， \名前不存在"
から \TLD不存在" を除外した \名前不存在 (TLD不存在以外)" と
いう項目によると，TLDが存在する \名前不存在" クエリは 1クラ
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イアントクエリあたり，0.00008回のルートDNSサーバへのクエリ
となり，全体平均の 1=10と非常に小さな値となる．
 ルートDNSサーバへのクエリ数を調べたところ，そのフルリゾル
バは一カ月で 289,492のルート DNSサーバへのクエリを送ってい
た．そのうち，クライアントからのクエリの 0.5%である \TLD不
存在" がルートDNSサーバへのクエリの 45%を生成していた．
なお，フルリゾルバからの応答エラーの一つである \Server Failure"
の場合，CNAMEの存在は判断できないため，図 3.2のCNAMEありの
53.9%，CNAMEなしの 43.2%と \Server Failure"の 2.9%で 100%となる．
A列及びAAAA列で 100%にならない理由は，それ以外のタイプのクエ
リが 9.3%存在するためである．正引き列と逆引き列で 100%にならない
理由は，判断できないクエリ，例えば "." が存在するためである．
3.4.3 タイプAAAAのクエリの増加
2001年当時は，ほとんどの計算機の基本ソフト (Operating Systems,
OS)は IPv6に対応しておらず，IPv6アドレスを問い合わせるタイプAAAA
のクエリはほとんどなかった．2011年現在のOS，例えばMicrosoft Win-
dows Vista, Windows 7, Apple Mac OS X, LinuxやBSDは IPv4アドレス
を問い合わせるAクエリと，IPv6アドレスを問い合わせるAAAAクエリ
の両方をほぼ同時に送る．また，ほとんどのOSは IPv6接続性がなくとも
AAAAクエリを送る．2011年時点で普及しているMicrosoft Windowsは，
IPv6接続性がない場合でも，標準的に自動トンネル接続により IPv6接続
を作るような動作をし，そのためにAAAAクエリを送ると考えられる．
図3.4に，2011年11月に観測されたクライアントからのクエリタイプの
比率を示す．62%がA(IPv4アドレス)クエリであり，29%がAAAA(IPv6
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図 3.4: 2011年 11月のクライアントからのクエリタイプ
アドレス)クエリであった．53%のクエリが，Aクエリと AAAAクエリ
を同時に発行したものであった．
そのため，10年前と比較すると，IPv6対応OSの普及により，AAAA
クエリが純増し，最大で 41% (29%/71%)クエリが増大したということが
できる．
ところで，8%を占めるタイプPTRは，IPアドレスからドメイン名の対
応を得るために使用されるタイプである．その他の 1%はそれ以外のタイ
プのクエリで，例えばメールサーバ情報を得るMXなどのタイプである．
jp TLDオペレータである JPRSは，jp TLDのDNSサーバのうちの一
台であるA.DNS.JPのデータを収集しており，図 3.5に，A.DNS.JPで観
測したクエリ量の変化と，クエリタイプA,AAAAの割合を示す．左側の
縦軸は 2004年 4月からの jpクエリの増加率を示し，グラフには \+"で
示す．jp TLD DNSサーバの増強が 2度行なわれたため，増加率は折れ
曲がっている．右側の縦軸はタイプAのクエリとタイプAAAAのクエリ
の割合を示し，2004年に 7%であったAAAAクエリが 2011年には 14%に
なっていることがわかる．しかし，フルリゾルバで観測された 29%と，jp
33
100
200
300
400
500
600
700
Jan
2004
Jan
2005
Jan
2006
Jan
2007
Jan
2008
Jan
2009
Jan
2010
Jan
2011
Jan
2012
Jan
2013
 0
10
20
30
40
50
60
70
80
JP
クエ
リの
増加
 [
%]
Aク
エリ
とA
AA
Aク
エリ
の比
率[
%]
JP
A
AAAA
図 3.5: A.DNS.JPで観測した jpクエリの変化
`
34
表 3.4: ルートと jp TLD DNSサーバに送信するAクエリとAAAAクエ
リの数
送信先 クエリ 一つのクライアントクエリが生成する
タイプ 権威DNSサーバへのクエリ数
ルート A 0.007559
ルート AAAA 0.000116
ルート すべて 0.004445
jp A 0.043914
jp AAAA 0.009056
jp すべて 0.030236
TLD DNSサーバで観測された 14%は乖離している．
図 3.5でAクエリの割合の変化が激しいが，A及びAAAA以外のクエ
リの割合が増えた時があると考えられ，具体的には jp TLD DNSサーバ
へのDoS攻撃の影響でタイプMXのクエリが急増した時期があったため
と考えられる．そのため，Aクエリの相対的減少は単調ではない．
AAAAクエリの増加をTLD DNSサーバで十分に観測できない理由を
推定するために，フルリゾルバの入出力のクエリタイプを調査した．表
3.4に，タイプA,タイプAAAAと，全タイプの 3通りで，クライアントか
らのクエリがルートDNSサーバとTLD DNSサーバに及ぼす影響を示す．
表 3.4によると，調査対象フルリゾルバはAクエリと比較して，AAAAク
エリのほうが，クライアントクエリによるルートや jp TLD DNSサーバ
へのクエリの生成が少ない．タイプAではルートDNSサーバに 0.005559
回，jp TLD DNSサーバに 0.043914回であるが，AAAAクエリではルー
トDNSサーバに 0.000116回，jp TLD DNSサーバに 0.009056回と非常
に少ない．
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表 3.5: AクエリとAAAAクエリの送り方の違いによるクライアント数
2011年 11月 2012年 7月
場合 クライアント数 % クライアント数 %
全クライアント数 8815 100.0 11662 100.0
Aクエリを送ったもの 8707 98.8 11588 99.4
AAAAクエリを送ったもの 7772 88.2 10247 87.9
AとAAAAクエリを同時に送ったもの 7720 87.6 10202 87.5
同時に送ったもののうち
Aの後にAAAAを送ったもの 6993 79.3 9303 79.8
AAAAの後にAを送ったもの 100 1.1 160 1.4
順序が混ざっていたもの 627 7.1 739 6.3
表 3.5に，クライアントからのAクエリとAAAAクエリの送り方の違
いを示す．
表 3.5の 2011年 11月のデータによると，88.2%のクライアントがAク
エリとAAAAクエリの両方を送るが，79.3%がAクエリを先に送る．A
クエリとAAAAクエリの間の時間が，フルリゾルバでのAクエリの名前
解決時間よりも長ければ，ルートDNSサーバとTLD DNSサーバからの
委任情報はAAAAクエリが到達する前にキャッシュされる．なお，Aク
エリをルートDNSサーバやTLD DNSサーバに送った時に得られる委任
情報は，AAAAクエリを送った時に得られる委任情報と同じである．委
任情報がキャッシュされている場合，フルリゾルバはルートDNSサーバ
や TLD DNSサーバに AAAAクエリを送らず，事前の Aクエリにより
キャッシュされた委任情報を用いて，AAAAクエリを各組織の権威DNS
サーバに直接送る．79.3%のほとんどのクライアントが Aクエリを先に
送るため，キャッシュ機構がルートDNSサーバやTLD DNSサーバで観
測されるAAAAクエリを削減している．つまり，クライアントで観測さ
れた 29%の AAAAクエリの増加を jp TLD DNSサーバでは 14%しか観
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測できない理由は，多くのクライアントがAクエリを先に送るからであ
ると考えられる．
クライアントがAクエリを先に送り，若干の遅延のあとAAAAクエリ
を送る場合のクライアントとフルリゾルバの動作を図 3.6に示す．その場
合，ユーザがブラウザに \http://www.example.jp/"と入力すると，クラ
イアントはフルリゾルバにwww.example.jp Aクエリを最初に送り，次に
www.example.jp AAAAクエリを送る．クライアントからフルリゾルバ
へのAAAAクエリの送信がフルリゾルバによるAクエリの名前解決の進
展である図 3.6の (1-1)から (1-5)よりも後であれば，クライアントから
AAAAクエリが届くより前に jp と example.jp の情報がキャッシュされ
る．その後，フルリゾルバはクライアントから www.example.jp AAAA
クエリを受け取るが，以前のタイプAのクエリでキャッシュされた jp と
example.jpの情報を持っているため，ルートDNSサーバとTLD DNSサー
バには www.example.jp AAAAクエリを送らず，www.example.jp AAAA
クエリを直接 example.jpのサーバに送る．結果として，www.example.jp
AAAA クエリは，フルリゾルバと example.jp 権威DNSサーバでは観測
されるが，ルートDNSサーバと jp TLD DNSサーバでは観測されない．
AAAAクエリを先に送るクライアントや，AクエリとAAAAクエリの
送出時間差が小さい場合には，ルートDNSサーバやTLD DNSサーバで
もAAAAクエリが観測される．
なお，表 3.5の 2012年 7月のデータセットについては 3.4.6節で紹介
する．
A，AAAA，PTR，その他のクエリタイプについて応答タイプを分類
したものを表 3.6に示す．
\名前不存在"は，クエリ名が存在しない場合である．\NoDATA"は，
クエリ名は存在するが，クエリタイプが存在しない場合である．\Server
Failure"は，設定エラーなどによるエラーかDNSSEC検証エラーである．
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図 3.6: AクエリとAAAAクエリ両方を送るクライアント
表 3.6: 2011年 11月の応答タイプ
クエリタイプ 合計 A AAAA PTR その他
クエリ数 366.5 225.7 106.6 31.1 3.0
[100万] 100% 62% 29% 8% 1%
応答の種類 % % % % %
Server Failure 2.9 0.6 1.8 23.3 1.3
名前不存在 11.5 8.1 3.4 59.1 67.7
Refused 0 0 0 0 0.3
存在応答 57.2 89.3 2.0 17.4 17.1
NoDATA 27.5 0.7 92.6 0.1 12.2
Timeout 0.9 1.3 0.2 0.1 1.4
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\Timeout"は，フルリゾルバが応答を返さなかったものである．\Refused"
は，フルリゾルバが RCODE 1を返す場合で，応答しないという設定に
よる．\名前不存在"と \NoDATA"は，ネガティブキャッシュTTL値に
指定された時間，キャッシュすることができる．\Server Failure"，\Time
out"，\Refused"はキャッシュすることができない．
表 3.6によると，Aクエリの 89.3%が \存在応答"であり，AAAAクエ
リの 92.6%は \NoDATA"応答で，Aと AAAAで明確に異なる．これは
IPv6アドレスを使用するサービスが少ないためで，わずか 2.0%のAAAA
クエリが IPv6アドレスを受信していることを示す．
AAAAクエリについて主な発見のまとめは以下の通りである．
1. クライアントの 88.2%は IPv6対応しており，同じクエリ名のAクエ
リとAAAAクエリを連続してフルリゾルバに送る．また，79.3%の
クライアントは，Aクエリを先に送り，そのあとにAAAAクエリを
送る．Aクエリを先に送るという順序とフルリゾルバのキャッシュ
の効果により，ルートDNSサーバやTLD DNSサーバではAAAA
クエリの増加を部分的にしか観測できない．AAAAクエリの増加は
フルリゾルバで明確に観測できる．
2. IPv6に対応したサービスは少なく，ほとんどのAAAAクエリは\No-
DATA"応答となる．多くの \NoDATA"応答では，ネガティブキャッ
シュのTTL値が対応するAリソースレコードのTTL値と同じか大
きい．\NoDATA"応答はキャッシュされ，権威DNSサーバへの影
響は \存在応答"と同じである．
IPv6対応サービスは増加しつつあるため，\NoDATA"応答は徐々に \
存在応答"に変わっていくと考えられる．しかし，キャッシュ機構と現在の
クライアントのクエリ順序により，ルートDNSサーバやTLD DNSサー
バではAAAAクエリの増加を観測しにくく，応答の変化は観測できない．
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図 3.7: 応答の最小TTL値の分布
3.4.4 小さなTTL値の影響
表 3.2で示した通り，TTL値はキャッシュヒット率に影響を与える．追
加の評価として，TTL値の累積分布グラフを図 3.7に示す．
図 3.7によると，非常に小さなTTL値がよく使われており，6.4%が 20
秒，6.8%が 30秒である．TTL値が 31未満の応答を受け取るクライアン
トクエリの量は全体の 14.0%であり，これらはかなりの負荷をDNSに与
える．これらの小さいTTL値は，大規模なコンテンツ提供者や大規模配
信事業者に利用されている．例えば，2012年 7月には，AkamaiはTTL
値として 20を使用し，twitter.comとwww.facebook.comは 30，Yahooは
60，Googleは 300を使用していた．
次に，クエリ頻度とTTL値ごとのキャッシュヒット率を図 3.8に示す．
クエリ頻度は，クエリ名・クエリタイプの組ごとに一カ月のクエリ数
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図 3.8: 平均クエリ頻度とTTL値ごとのキャッシュヒット率
を平均し，5つに分類した．それぞれTTL値 86400，3600，60，20を境
に影響が変化すると考えられ，図 3.7に縦線を追加した．
 1日に 1クエリ以下
 1日に 1クエリを超え，1時間に 1クエリ以下
 1時間に 1クエリを超え，1分に 1クエリ以下
 1分に 1クエリを超え，1分に 3クエリ以下
 1分に 3クエリを超えるもの
小さなTTL値のクエリはキャッシュヒット率が小さくなると期待したが，
図 3.8によると高頻度のクエリがある場合は TTL値が小さくてもキャッ
シュヒット率が大きい．例えば，TTL値 20で，頻度が一分間に 3クエ
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リを超える場合はキャッシュヒット率 76.1%である．大規模配信事業者は
頻繁なアクセスがあるドメイン名を保持しているため，小さなTTL値に
よるキャッシュヒット率の低下が隠蔽される．しかし，高頻度のクエリに
よるキャッシュヒット率の増大はDNSの問題を単純化するわけではない
ことに注意が必要であり，不要な高頻度クエリは存在そのものが問題で
ある．
TTL値を 20から 300(5分)に変更することで，例えば一分に 3回を超え
るクエリ頻度の場合で 28%(76.1%から 97.3%)，キャッシュヒット率を増
加させることができる．適切に大きなTTL値の設定がフルリゾルバと権
威DNSサーバの負荷の軽減につながるため，配信事業者などのインター
ネットサービスプロバイダはサービスに適したTTL値を選ぶことが必要
である．配信事業者が滅多にアクセスがないドメイン名に小さなTTL値
を設定すると，顧客は低いキャッシュヒット率による名前解決時間の増加，
つまり，ドメイン名を入力してから表示されるまでの遅延の増大に直面
する．
なお，表 3.2に示した通り，\TLD不存在"なクエリは多くのクエリを
ルートDNSサーバに送り，ルートDNSサーバへ送られるクエリの 45%を
占めたため，分析に影響を与える．そのため，図 3.8と図 3.9(3.4.5節)で
は \TLD不存在"となるクエリと \名前不存在"となるクエリを除外した．
3.4.5 CNAMEリソースレコードの効果と，外部名ネーム
サーバホスト名の影響
本節では，3.2.2節で述べたCNAMEの使用と外部名ネームサーバホス
ト名の使用による問題について詳細に述べる．
図3.9に，CNAMEによる別名変換の有無によるクエリ頻度ごとのキャッ
シュヒット率と，権威DNSサーバへのクエリ数を示す．CNAMEの使用
はキャッシュヒット率を約 10%下げ，ルートDNSサーバとTLD DNSサー
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図 3.9: CNAME使用による，クエリ頻度ごとのキャッシュヒット率と権
威DNSサーバへのクエリ数
バへのクエリ数を増加させる．また CNAMEの使用は権威 DNSサーバ
へのクエリ数を倍増させる．図 3.9での最も頻繁にアクセスされる頻度で
ある一分に 3回を超える場合でも，CNAMEの使用はルートDNSサーバ
へのクエリを 10倍に増やし，TLD DNSサーバへのクエリを 2.8倍に増
やす．
図 3.8で示した平均クエリ頻度とTTL値ごとのキャッシュヒット率と同
様に，高頻度のクエリはキャッシュヒット率を増大する．例えば，CNAME
を使用している場合でも，1分あたり 1  3クエリのクエリ頻度であれば
75%のキャッシュヒット率である．しかし，同じ頻度でCNAMEを使用し
ないクエリ名の場合はキャッシュヒット率 92%となり，75%よりも非常に
よい値となる．差分である 17%は，CNAME使用によるパフォーマンス
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表 3.7: 外部名ネームサーバホスト名使用によるキャッシュヒット率と権
威DNSサーバへの影響
分類 全体の キャッシュ 権威DNSサーバクエリ数 フルリゾルバの
比率 ヒット率 / クライアントクエリ数 名前解決時間
ルート TLDs 全 (平均)
[%] [%] [ms]
全体平均 100.0 75.1 0.00079 0.025 0.31 28.0
すべてのネーム
サーバホスト名が
内部名
27.5 78.1 0.00035 0.009 0.24 22.5
すべてのネーム
サーバホスト名が
外部名の委任あり
(.arpa以外)
60.1 71.5 0.00042 0.032 0.36 33.1
一部のネームサー
バホスト名が外部
名の委任あり
3.7 69.4 0.00118 0.039 0.40 28.6
逆引き (.arpa) 7.3 95.7 0.00035 0.006 0.07 6.1
分類不能 1.4 81.2 0.02559 0.116 0.29 31.5
の低下である．このようなパフォーマンスの低下は，一日に 1クエリ以
上のアクセス頻度の場合にみられる．
外部名ネームサーバホスト名と内部名ネームサーバホスト名の使用に
よるキャッシュヒット率の違いを表 3.7に示す．IPアドレスからホスト名
への逆引きDNSでは，地域インターネットレジストリ (Regional Internet
Registries, RIRs) の登録規則や登録システムが内部名ネームサーバホス
ト名の登録を想定しておらず，必ず外部名ネームサーバホスト名を使用す
ることから，CDNなどの配信事業者の影響と分離するために，\ip6.arpa"
ドメイン名と \in-addr.arpa"ドメイン名を使用する逆引きDNSを \逆引
き"として独立して分類した．
表 3.7は，今日のインターネットでは外部名ネームサーバホスト名が一
般的に使用されており，全クエリの67.4%(60.1%+7.3%)が，すべてのネー
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図 3.10: 2012年 7月のクライアントからのクエリタイプ
ムサーバホスト名が外部名である委任点のあるクエリ名であることを示
す．すべてのネームサーバホスト名が外部名である委任点を持つクエリ名
の名前解決は，すべての委任点のネームサーバホスト名が内部名であるク
エリ名の名前解決に比べ，ルートDNSサーバへのクエリを 20%(0.00035
から 0.00042)増加させ，TLD DNSサーバへのクエリを 3.7倍 (0.009か
ら 0.032)増加させる．
内部名ネームサーバホスト名と比べた外部名ネームサーバホスト名の
最も重要な性能低下は，名前解決処理時間の 50%増加 (22.5ミリ秒から
33.1ミリ秒)である．名前解決処理時間の増大は，ユーザからみた待ち時
間の増大であるため，影響が大きい．
3.4.6 World IPv6 Launchによる変化
図 3.10に 2012年 7月のクライアントからのクエリタイプの割合を示す．
図 3.10と図 3.4を比較すると，2011年 11月と 2012年 7月で，クライ
アントの動作に変化がないことがわかる．
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表 3.8: 2012年 7月のデータセットでの応答タイプ
クエリタイプ 合計 A AAAA PTR その他
クエリ数 [106] 317.7 200.2 84.3 30.1 3.1
100% 63% 26.5% 9.5% 1%
応答タイプ % % % % %
Server Failure 2.1 0.9 1.2 12.4 1.0
名前不存在 17.3 14.8 5.1 64.7 47.3
Refused 0 0 0 0 0.0
存在応答 60.7 83.4 21.2 22.8 31.6
NoDATA 19.6 0.6 71.9 0.1 4.3
Timeout 0.4 0.3 0.1 0.1 15.6
表 3.5と図 3.5も同様に，World IPv6 Launchの前後の 2011年 11月と
2012年 7月とでクライアントの動作に変化がないことを示す．
表 3.8に，2012年 7月の応答タイプを示す．
表 3.8と表 3.6を比較すると，\名前不存在"が 11.5%から 17.3%に増加
し，\NoDATA"が 27.5%から 19.6%に減少していることがわかる．顕著
な変化はAAAAクエリの応答に見られ，IPv6アドレスを返す \AAAA存
在応答"が 2.0%から 21.2%に増加し，IPv6アドレスを持たない \AAAA
NoDATA"は 92.6%から 71.9%に減少した．World IPv6 Launchという活
動で，数百の有名なWWWサイトがAAAAリソースレコードの設定を行
ない，AAAAクエリの 21.2%に IPv6アドレスが応答したと考えられる．
表 3.9は，2012年 7月のデータセットでのキャッシュヒット率，権威
DNSサーバへのクエリ数，平均名前解決時間を示す．
表 3.9を 2011年 11月のデータである表 3.2と比較すると，差分は僅か
でほとんど同じ傾向を示し，以下の違いがあった．
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表 3.9: キャッシュヒット率と権威DNSサーバへの影響，遅延 (2012年 7
月)
分類 全体の キャッシュ 権威DNSサーバクエリ数 フルリゾルバの
比率 ヒット率 / クライアントクエリ数 名前解決時間
ルート TLDs 全 (平均)
[%] [%] [ms]
全体平均 100.0 75.6 0.00063 0.020 0.29 26.8
A 63.0 74.1 0.00071 0.029 0.34 29.0
AAAA 26.5 71.6 0.00017 0.005 0.28 29.9
CNAMEあり 55.2 71.9 0.00052 0.020 0.36 30.8
CNAMEなし 44.4 80.9 0.00077 0.020 0.21 20.6
通常応答 60.7 73.0 0.00049 0.030 0.35 29.5
Error 39.3 79.7 0.00084 0.005 0.21 22.6
Server Failure 2.1 59.4 0.00009 0.002 0.83 109.0
NoDATA 19.5 69.2 0.00006 0.006 0.29 30.1
名前不存在 17.3 96.2 0.00183 0.004 0.04 3.0
名前不存在
(wo TLD不存在) 16.8 96.3 0.00004 0.004 0.04 2.9
TLD不存在 0.5 93.5 0.06387 0.000 0.06 5.6
正引き 91.7 73.6 0.00033 0.021 0.32 29.0
逆引き 7.9 97.9 0.00019 0.002 0.03 2.3
TTL値  300 46.1 65.8 0.00024 0.017 0.41 32.4
TTL値 > 300 53.9 84.1 0.00097 0.022 0.19 22.0
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図 3.11: World IPv6 Launch前後のAAAAクエリのクエリ名の累積比率
分布
 全体での権威DNSサーバへのクエリ数が 0.31から 0.29と若干減少
した
 AAAAクエリのキャッシュヒット率が 74.1%から 71.6%と若干減少
した
 AAAAクエリによる，権威 DNSサーバへのクエリ数が 0.28から
0.29と若干増加した
World IPv6 Launch前後の 2011年 11月と 2012年 7月のデータセット
を用い，IPv6アドレスを問い合わせるAAAAクエリについて，クエリ名
ごとにクエリ数が多い順に並べた累積比率分布を図 3.11に示す．
\全クエリ"と，IPv6アドレスが存在する \値あり"，\NoDATA"とな
るものをプロットした．\全クエリ"については，2011年 11月のデータ
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と 2012年 7月のデータはほぼ同じ傾向を示し，クエリ名数そのものもほ
ぼ同じ数である．World IPv6 Launch前には IPv6アドレスを持つ \値あ
り"のクエリ名数は 10万以上であったが，クエリの割合は 2.0%であった．
World IPv6 Launch後には，IPv6アドレスを持つ \値あり"の上位 100の
クエリ名が 16.5%のクエリを占め，上位 1000のクエリ名が 20.0%のクエ
リを占めている．
IPv6アドレスを持つ AAAAリソースレコードを返したホスト名で最
もクエリが多かったものは，www.facebook.com , dns.msftncsi.com と
Google のサービスで使用されるドメイン名であった．dns.msftncsi.com
は， Microsoft Windows でネットワークのテストのために使用されるド
メイン名である．
World IPv6 Launch の影響をまとめると，World IPv6 Launch 後に数
百の人気のあるドメイン名が IPv6アドレスを設定し， AAAAリソース
レコードを返すようになったことで，AAAAクエリの 21.2%が IPv6アド
レスを返すようになったことである．しかし，DNSの動作への影響はな
かった．
3.5 非効率的なDNS設定への対策
図 3.4で示した通り，今日のクライアント端末は IPv6接続性がない場
合でも IPv6アドレスクエリ (タイプAAAA)を送る．この動作はすでに
フルリゾルバの負荷を上げ，権威DNSサーバの負荷を上げている．イン
ターネット利用者はこの標準の動作を変更し，AAAAクエリを禁止する
ことができるが，ほとんどの利用者は標準設定を変更しない．そこで，も
し，基本ソフト (OS)提供者が標準設定を変更し，IPv6接続性がない場
合にはAAAAクエリを送らないこととすると，筑波大学の場合はフルリ
ゾルバのクエリを 29%削減することができる．さらに，アクセスライン
49
のトラフィックも減らすことができる．
適切に大きなTTL値の選定は，クライアントからみた名前解決遅延を
短縮する．
3.4.5節で述べた通り，外部名ネームサーバホスト名の使用は，クエリ応
答時間の顕著な増大を招く．また，ルートDNSサーバとTLD DNSサー
バへのクエリ数を増大させる．この不適切な設定は，WWWサーバ管理
者などのDNSに関する不十分な理解が原因であると考えれられる．しか
し，外部名ネームサーバホスト名は，同じ IPアドレスに対して新しい内
部名の名前を作成し，外部名から内部名に変更することで容易に修正で
きる．この手法はよく知られている．図 3.1を例に外部名ネームサーバホ
スト名を内部名に変更する効果を推定すると，点線のネームサーバホス
ト名クエリが削減されるため，権威DNSサーバへのクエリを 50%削減で
きることとなる．また，表 3.7によると，この対策でDNSの応答遅延を
33.1ミリ秒から 22.5ミリ秒に改善できる．
不要なCNAMEの削除は，クライアントからみた名前解決の応答時間を
平均で30.4ミリ秒から24.9ミリ秒に減らすことができる．CNAMEによる
別名は，サービスの設計やわかりやすさという点で重要ではあるが，性能
劣化を考慮する必要がある．CNAMEリソースレコードの所有者名とその
別名のドメイン名が同じゾーン内に含まれる場合，そのCNAMEリソース
レコードはルートDNSサーバ及びTLD DNSサーバへのクエリ数を増加
させない．たとえば，\www.example.jp. IN CNAME www.l.example.jp."
というCNAMEの所有者名と別名が \example.jp"のサブドメイン名の場
合である．この例のように，別名をもとの所有者名と同じか同じドメイ
ン名のサブドメイン名とした場合には，ルートDNSサーバとTLD DNS
サーバからの応答はキャッシュされたものを使用することができ，ルート
DNSサーバとTLD DNSサーバへのクエリを削減することができる．
サーバ管理者は，外部名ネームサーバホスト名の使用，CNAMEの使
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用，小さなTTL値の使用という問題を修正することができ，修正するこ
とでルートDNSサーバとTLD DNSサーバへのクエリを削減するだけで
なく，エンドユーザの名前解決遅延時間を短縮できる．
3.6 結言
本章では，今日の IPv6の普及とコンテンツデリバリネットワークなど
の大規模配信事業の普及による影響を調べるため，筑波大学のフルリゾ
ルバのクエリ分析を行ない，キャッシュ効率増大や遅延低減のための適切
な設定の提案を行なった．主な結論を以下にまとめる．
(1)筑波大学のフルリゾルバのクエリ分析
本章では，筑波大学情報環境機構学術情報メディアセンターの運用
するフルリゾルバの入出力パケットを分析した．そのフルリゾルバ
は全学のユーザを対象としており，学生寮やWi-Fi 接続の通常の
PCが参照するため，利用帯域等のデータから中規模 ISPのフルリ
ゾルバに近いと考えられる．時期によるが一ヶ月で 8800から 11000
のクライアント IPアドレスを観測した．
キャプチャデータの分析の結果，IPv6対応OSの普及により IPv6
アドレス (AAAA) クエリが増加したため，クライアントからのク
エリが 41%増加したこと，CDNなどのDNSを使用した広域負荷分
散サービスの普及により，小さなTTL値，CNAME，外部名ネーム
サーバホスト名の使用が増えていることがわかった．結果として，
エラー応答の割合の増加やキャッシュヒット率の低下，応答遅延の
増大がみられた．
クライアントからのAAAAクエリによる権威DNSサーバへのクエ
リはよくキャッシュされ，存在応答と同じキャッシュ効率であり，ク
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ライアントからのAAAAクエリによるルート，TLD DNSサーバへ
のクエリの増加は観測されなかった．
また，2012年 6月 6日のWorld IPv6 Launchの前後で AAAAク
エリに存在応答が戻る割合が 2.0%から 21.2%に増加した．これは，
World IPv6 Launch以降，よく使用されるドメイン名の IPv6対応
が進んだことを示している．
(2)キャッシュ効率増大や遅延低減のための適切な設定の提案
(1)の結果は，(a)無用な AAAAクエリの低減，(b)適切に大きな
TTL値の設定，(c)CNAMEの削減，(d)内部名ネームサーバホスト
名の適切な設定，が重要な運用課題である事を示している．これら
の結果を背景に，本章では以下の指摘と提案を行った．
(a)IPv6対応OS(比較的新しいバージョンのMicrosoft Windowsや
Apple Mac OS X，Linuxなど)は IPv6接続性がない場合でも
AAAAクエリをフルリゾルバに送信する．これら IPv6対応OS
が，IPv6接続性の不存在を検知し，不要なAAAAクエリを省
略することで，フルリゾルバの負荷を軽減することができる．
(b)DNSを利用した広域負荷分散で使用される小さな TTL値は，
キャッシュヒット率を下げ，フルリゾルバの負荷を上げ，権威
DNSサーバへのクエリ数を増大させる．名前解決にかかる平
均時間も，TTL値 300以下で 31.7ミリ秒が，TTL値が 300を
超える場合には 25.1ミリ秒と，TTL値が大きい方が短い．適
切に大きなTTL値を使用する事で名前解決に要する時間を短
縮できる．
(c)CNAMEを使用する複雑なドメイン名の名前解決に要する平均
時間は 30.4ミリ秒であったが，CNAMEを使用しないドメイ
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ン名の場合は 24.9ミリ秒であった．CNAMEの使用を最小限
にすることで名前解決に要する時間を短縮できる．
(d)外部名ネームサーバホスト名を使用するドメイン名の名前解決
に要する時間は平均 33.1ミリ秒であったが，すべて内部名ネー
ムサーバホスト名を使用するドメイン名の場合は平均 22.5ミ
リ秒であり，内部名ネームサーバホスト名を適切に使用するこ
とで名前解決の時間を短縮できる．
これらの施策を行なうことで，フルリゾルバの負荷を低減でき，名
前解決に要する時間を短縮できる．
DNSSEC [4] は最近追加されたDNSへの重要な変更である．DNSSEC
の普及はまだ進行中であるため，本章ではDNSSEC普及に伴う問題につ
いては分析しなかった．近い将来，DNSSEC普及による影響が重要な問
題になる．
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第4章 ルートDNSサーバへのク
エリ数の削減
4.1 緒言
ルートDNSサーバは，フルリゾルバでの名前解決の根幹であり，全世
界のフルリゾルバからのクエリを受ける．そのため，ルート DNSサー
バには莫大なクエリが集中しており，ルート DNSサーバの設備増強な
どを計画するためにはルート DNSサーバ側でのクエリ解析が重要であ
る．また，ルート DNSサーバには不必要なクエリが多いという先行研
究 [17][43][15][16] [38] があり，その実態を評価するためにはルートDNS
サーバでのクエリ解析だけでなくフルリゾルバ側での原因の追究が必要
であり，原因解明後，フルリゾルバの名前解決アルゴリズムを直すこと
で，ルートDNSサーバへの負荷を減らすことができる．
本章では，第 4.2節で，ルートDNSサーバのクエリ情報をもとに IPア
ドレスごとのルートDNSサーバへのクエリ数を調べ，第 4.3節にて筑波
大学のフルリゾルバからルートDNSサーバへのクエリ数を確認し，第 4.4
節にて一般的なフルリゾルバソフトウェアに筑波大学でのクライアント
クエリを再生してルート DNSサーバへのクエリ数を調査する．その後，
第 4.5節にて，ルートDNSサーバへのクエリ数の削減方法を提案し，シ
ミュレーション及び実装により，評価を行なう．
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表 4.1: DNS-OARCルートデータセット
年 開始 終了 ルートDNS クエリ数 送信元 IP
サーバの アドレス数
(UTC) (UTC) リスト 109 106
2011 Apr 12 Apr 14 a,c,d,e,f,h,j, 26.1 7.59
1200 1200 k,l,m (10/13)
2012 Apr 17 Apr 19 a,c,e,f,h,j, 26.2 8.99
1200 1200 k,l,m (9/13)
2013 May 28 May 30 a,c,d,e,f,h,j, 27.8 8.54
1200 1200 k,l,m (10/13)
4.2 ルートDNSサーバでのクエリ解析
DNS-OARCは，2006年から毎年 48時間，ルートDNSサーバのパケッ
トキャプチャを実施し，収集したデータを研究者に提供している．その
うち 2011年から 2013年の 3年分のデータを評価し，IPアドレスごとの
ルートDNSサーバへのクエリ数を調査した 1 ．毎年取得できているルー
トDNSサーバが変わることと，各サーバでのすべてのデータを取得でき
ているわけではないことから単純に比較することはできないが，2013年
であれば 854万アドレスからの 278億クエリを評価できた．評価したルー
トデータセットの概要を表 4.1に，クエリ数の多いものから順に並べた IP
アドレスごとのクエリ数を図 4.1に示す．図 4.1の横軸は IPアドレスの
順位であり，縦軸はその順位の IPアドレスからのクエリ数である．
図 4.1によると，最多クエリを出すアドレスは 48時間で 8000万以上の
クエリを送っている．また，48時間で 10万クエリ以上送っているアドレ
1DNS-OARC as the data source of Root dataset.
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図 4.1: クエリ数が多いものから順に並べた個々の送信元 IPアドレスか
らルートDNSサーバへの 48時間のクエリ数
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表 4.2: 既知のアドレスからルート DNSサーバへの 48時間のクエリ数
(2012年)
ルートDNSサーバへのクエリ
IP address 総数 不在 \." 存在
TLD TLD
大学の
フルリゾルバ 109,215 12,200 1,298 95,717
スが 3万以上ある．DNSキャッシュの仕組みを考えると，この数は大き
過ぎ，なんらかの異常があると考えられる．
この件に関連して著者の所属する大学のフルリゾルバについて調査し
た結果を表 4.2に示す．このフルリゾルバは，BIND 9.6をフルリゾルバ
機能のみ使用する設定で，大学の内部からのアクセスだけ許して使用する
という，推奨されている標準的な使用法であったが，ルートDNSサーバ
へのクエリ総数は予測していたものより多く，48時間で 10万以上であっ
た．図 4.1によると，ルートDNSサーバへのクエリ総数 109,215 は上位
約 3万位で，ルートDNSサーバへのクエリがキャッシュの仕組みを前提
に予測していた数より多い現象の分析に好適のフルリゾルバである事が
わかった．
4.3 フルリゾルバでのクエリ解析
上記分析の結果を考慮し，筆者らは筑波大学情報環境機構学術情報メ
ディアセンターが運用する筑波大学全学向けフルリゾルバ (2台運用して
いるうちの稼動負荷の大きなもの 1台) でDNSクエリを収集し，その挙
動を分析した．データ収集は実運用しているサーバの設定変更を避けて
58
タッピングにより実施した．タッピング点ではフルリゾルバの入出力パ
ケットを全て取得し，キャプチャデータとして，スタブリゾルバとフル
リゾルバの間と，フルリゾルバから権威DNSサーバの間のパケットを取
得した．計測したフルリゾルバは，学生寮や学生向けWi-Fiネットワー
クを含む大学全体からアクセスされるため，中規模の ISPが運用するフ
ルリゾルバに似た利用傾向であると考えられる．
DNSクエリ情報にはエンドユーザの情報が含まれるため，1台のマシ
ンにデータを蓄積し，データを持ち出さず，その中で評価した．また，そ
のマシンには小人数の研究者のみアクセス可能とし，そのマシンからは
統計情報と，クエリ再生実験向けにクエリ送信元 IPアドレスを除いたク
エリ名とタイミング情報だけを取り出した．
ルートDNSサーバでの 2012年のデータ取得期間と同じ 48時間の筑波
大学でのキャプチャデータの概要を表 4.3に示す．ルートDNSサーバへ
は 118,360のクエリを送っており，表 4.2での 109,215とは異なる．これ
はルートデータセットが一部のルートDNSサーバのデータのみで，デー
タ収集の対象でないルートDNSサーバが存在するためである．
表4.3のルートDNSサーバへのクエリのうち存在応答のものは，105,781
と非常に多く異常である．2012年 4月 19日の委任された TLD数は 313
[21] であったことと，ルートゾーンの委任情報のTTL値は 2日であった
ため，キャッシュが理想的に動作した場合，48時間で最大で 320程度の
クエリ数となると考えられる．また，キャッシュに存在しないTLDの外
部名ネームサーバホスト名のクエリを複数同時に開始する場合や，Aと
AAAAの名前解決を同時に開始する場合，1つのTLD名に関して複数回
クエリが送信され，存在する 313より大きな数のクエリがルートに到達
すると考えられるが，それを加味したとしても 10万を越える数の説明は
つかない．
存在しないTLDを検索するクエリを以下では不在クエリ，応答を不在
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表 4.3: 筑波大学でのキャプチャデータ
データ取得開始 (UTC) 2012/4/17 12:00
データ取得完了 (UTC) 2012/4/19 12:00
取得時間 48時間
総パケット数 72,355,778 418 pps
クライアントからのクエリ数 28,815,955 166 qps
存在しないTLDのクエリ数 1,026,487 3.56%
クエリ元 IPアドレス数 8,429
クエリ名数 551,226
存在しないTLDのクエリ名数 8,459
クエリ名中の存在するTLD 229
クエリタイプ A 55.6%
クエリタイプ AAAA 22.1%
クエリタイプ PTR 21.5%
クエリタイプ その他 0.7%
権威DNSサーバへのクエリ数 7,499,961
権威DNSサーバからの応答数 7,329,795
ルートDNSサーバからの応答数 118,360
ルートDNSサーバからの応答のうち存在応答のもの 105,781 89.4%
ルートDNSサーバからの応答のうち不存在応答のもの 12,579 10.6%
TLD DNSサーバからの応答数 687,365
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応答とする．不在応答についてはクエリ名が完全一致するものについて
キャッシュが有効になることと，存在応答と異なり，キャッシュ可能時間
を 1時間から 3時間とすることが推奨されているため [3]，キャッシュ効率
が低下する．筑波大学のデータの場合，表 4.3の存在しないTLDのクエ
リ数 1,026,487 (クライアントからの全クエリの 3.56%) からルートDNS
サーバの不在応答となるクエリが 12,579 (ルートDNSサーバへのクエリ
数の 10.6%) 生成され，98.8%キャッシュヒットしている．キャッシュヒッ
ト率が高いのは，連続的にクエリされる存在しないTLDのドメイン名が
多いためである．また，存在しないTLDのクエリは 10.6%のルートDNS
サーバへのクエリを生成しており，ルートDNSサーバへの影響が大きい．
4.4 クエリ再生実験による詳細分析
ここまでの測定の対象としたフルリゾルバは，2012年当時にはサポー
トされていたBIND 9.6系列のバージョンで，フルリゾルバのみ動作させ，
特殊な設定を行わない標準的な構成であった．4.3節で示した通り，測定
対象のフルリゾルバが存在するTLDに関するクエリをルートDNSサー
バに 48時間で 10万以上送ることは異常だと考えられる．
この現象を詳細に分析するために，対象期間のキャプチャデータを使
いてクライアントクエリを再生し，再生されたクライアントクエリを受
け取ったフルリゾルバが権威DNSサーバへ送るパケットを分析した．図
4.2にこのクエリ再生実験環境を示す．すべてのクライアントからのクエ
リを 1つのアドレスからフルリゾルバに送り，すべての入出力パケット
をキャプチャし，評価する構成である．2014年 2月時点で最新の BIND
9とUnboundを複数の設定で評価した．
BIND 9[27]は，Internet Systems Consortium, Incが開発しているDNS
サーバソフトウェアで権威DNSサーバ，フルリゾルバ，スタブリゾルバの
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すべての機能を持ち，リリース時点で標準化済の仕様をすべて実装する．
BIND 9は多くの OSで採用されており，多くの組織で使用されている．
Unbound[37]はNLnet Labsが開発しているフルリゾルバで，DNSSEC検
証を含む機能をすべて実装している．Unboundは 2013年からいくつか
のOSで採用され，今後普及が進むと見込まれる．DNSSECまで対応し
たフルリゾルバで無料のものは，2013年の時点ではBIND 9とUnbound
しかないため，この二つのソフトウェアを評価対象に選定した．
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図 4.2: クエリ再生実験環境
評価結果を表 4.4に示す．評価に用いたBIND 9バージョンは 9.9.5であ
り，Unboundは1.4.21である．/DはDNSSEC検証を行なった場合を示し，
/Lはキャッシュ領域を大きくとった設定を示す．具体的には，msg-cache-
size: 1024m，rrset-cache-size: 1024m，infra-cache-numhosts: 500000と
いう 3行を unbound.confに記述した．msg-cache-sizeはDNSメッセージ
全体を保持するキャッシュ(msg cache)の容量を指定するオプションであり，
標準は 4メガバイト (MB)である．rrset-cache-sizeはRRSetを保持する
キャッシュ(rrset cache)の容量を指定するオプションで，標準は 4MBであ
る．infra-cache-numhostsはDNSの名前解決中にアクセスする権威DNS
サーバの IPアドレスごとの状態を保持しておくキャッシュ(infra cache)の
サイズを指定するオプションで，標準は 10000 である．BIND 9の場合，
62
表 4.4: クエリ再生によるフルリゾルバから権威DNSサーバへのクエリ数
サーバ root TLD その他
実測値 118,360 687,365 6,524,070
BIND 9 163,187 842,592 7,377,712
BIND 9/D 663,647 1,061,886 7,235,743
Unbound 100,223 3,916,313 16,048,069
Unbound/L 13,300 870,650 9,102,884
Unbound/L/D 12,662 1,423,789 9,112,902
標準のキャッシュサイズは無制限である．今回のテスト環境では 3072MB
のメモリを用意したため，Unboundでキャッシュ領域を増やした設定と
同様の上限であると考えられる．
表 4.4より，BIND 9，Unboundともに標準的な設定では 48時間でルー
ト DNSサーバに 10万以上クエリを送信していることがわかる．また，
Unboundでは，キャッシュ領域を大きくとると，ルートDNSサーバへの
クエリを 1/7以下に，TLDへのクエリを 1/4以下に，他の権威DNSサー
バへのクエリを 6割以下に減らせていることがわかる．これは，標準の
キャッシュ領域が小さく，キャッシュサイズを大きく越える情報を扱った
ため，性能が劣化したと考えられる．Unboundの実装者に標準のキャッ
シュサイズが小さいことを指摘したところ，標準の設定値は組み込み機
器などのメモリが少ない場合や，一般家庭や SOHOなどの小規模なとこ
ろを対象としていて，大学のような大規模なところではチューニングし
てキャッシュサイズを増やすようにとのことであった．
Unboundでは，名前解決中にmsg cacheと rrset cacheを用途に応じて
使うこと，今回のテストデータではクエリ名数が 551,226であり，それぞ
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れ複数のタイプの値を扱うこと，DNS応答のパケットサイズは 100バイ
ト程度以上であることより，551; 226  2  100 バイト (約 105MB)以上
のキャッシュメモリを使用する．標準の 4MBで不足することは明らかで，
msg-cache-sizeと rrset-cache-sizeを 1024MBにする必要があった．また，
DNSサーバのアドレス数については 14万以上であったため，infra-cache-
numhostsを増やすことも必要であった．
BIND 9でDNSSEC検証を有効にすると，ルートDNSサーバへのクエ
リが 4倍程度に増えることがわかる．TLDが DNSSEC対応している場
合，ルートDNSサーバからの委任応答にDS RR が含まれるが，BIND 9
の場合はそのDS RR を無視して別途DS RR の取得を行なうため，大き
な値になったと考えられる．
Unboundの場合はDNSSEC検証の有無でルートDNSサーバへのクエ
リはほとんど変化せず，表 4.4では逆に減っている．Unboundの場合は，
DNSSEC検証の有効化でルートDNSサーバへDNSKEYクエリを 1日 1
回以上送るが，委任応答に含まれるDS RRを有効に使い，委任応答に続
くタイプDSのクエリを送らないため，DNSSEC検証の有無での差が少
ない．
次にルートDNSサーバへのクエリを詳細に分析した．まずルートDNS
サーバへのクエリについて，キャッシュが最大限動作した場合に，キャッ
シュすることで削減可能なクエリ数を求めた．同じTLDや存在しないド
メイン名のクエリがルート DNSサーバに連続して送られることがある．
これは，クライアントがAとAAAAを同時に問い合わせたり，フルリゾ
ルバが外部名ネームサーバホスト名の名前解決をする場合に名前解決に
要する時間を最小化するために複数のネームサーバホスト名のタイプ A
とタイプAAAAの名前解決を同時に開始するためである．それらのクエ
リは検索の速度向上のためであり，削除不可能であるため，一秒以内に
連続する存在するTLDへのクエリと，存在しないTLDを含むクエリ名
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表 4.5: クエリ再生によるルートDNSサーバへのクエリの詳細
サーバ 総数 不在 不在で 存在 存在で
削減 削減
可能 可能
実測値 118,360 12,579 521 105,781 105,169
10.6% 0.4% 89.4% 88.9%
BIND 9 163,187 12,975 764 150,212 149,374
8.0% 0.5% 92.0% 91.5%
BIND/D 663,647 12,727 743 650,920 649,369
1.9% 0.1% 98.1% 97.8%
Unbound 100,223 25,914 3,563 74,309 73,480
25.9% 3.6% 74.1% 73.3%
Unbound/L 13,300 11,444 634 1,856 375
86.0% 4.8% 14.0% 2.8%
Unbound/L/D 12,662 11,140 524 1,522 645
88.0% 4.1% 12.0% 5.0%
を削減できないとした．以下，存在するTLDについてはTLDが一致す
るクエリ名，存在しないTLDについてはクエリ名が完全一致するクエリ
名を一致判定するクエリ名として分析した．削減可能なルートDNSサー
バへのクエリは，クエリ名ごとに，キャッシュ1秒後からキャッシュ有効
期間までにルートDNSサーバに到達した一致判定するクエリ名のクエリ
である．分析結果を表 4.5に示す．本分析では"."クエリを存在するTLD
クエリに含めた．
筑波大学のフルリゾルバでの実測値で，存在しないTLDのクエリのも
ので削減可能なものは 521だけであり，キャッシュサイズは十分であると
考えられる．また，存在するTLDについてのルートDNSサーバへのク
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エリでキャッシュ可能なものは 105,169であり，存在する TLDについて
のルートDNSサーバへのクエリを 99.4%削減可能である．
評価結果によると，ルートDNSサーバへの不在応答となるクエリ数は，
Unbound標準の場合を除き，どの場合でも 11,000から 13,000の間であっ
た．元データより，クライアントからのクエリのうち存在しないTLDに
ついてのクエリ名数は 8,459であったため，定期的なクエリを考慮する
と，存在しないTLDに関するクエリについてはキャッシュが有効に動作
していた．
なお，BIND 9とUnboundでネガティブキャッシュのTTL値の扱いが
異なり，BIND 9は標準で 3時間を上限としてキャッシュするが，Unbound
は 24時間を上限としてキャッシュする．そのため，存在しないTLDの情
報についてはUnboundの方がキャッシュでの生存期間が長いため，BIND
9に比べてUnboundの方が 1000以上存在しないTLDに関するクエリが
少なくなっていた．
存在するTLDのクエリに関して，BIND 9では削除可能なクエリが非
常に多い．それらを詳細に分析したところ，ネームサーバホスト名のク
エリが多いことがわかった．また，それらが送られるタイミングは委任情
報に外部名ネームサーバホスト名が含まれていた場合だけではなく，名
前解決時に付加的に権威DNSサーバから添付されるゾーンのネームサー
バホスト情報を受けとった場合に，ルートDNSサーバから外部名ネーム
サーバホスト名の名前解決を行なうことが多かった．ルートDNSサーバ
へのクエリ数が多い原因は，BIND 9の実装がそのような状況を十分考慮
していないためと考えられる．
Unboundでキャッシュサイズを増やした場合のルート DNSサーバへ
のクエリ数は理想値に近く，ルートDNSサーバへのクエリのうち存在す
る TLDのクエリで削減可能なものは 375 (存在する TLDクエリ総数の
20.2%) であった．Unboundが削減可能なルートDNSサーバへのクエリ
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を送る場合の動作を調べたところ，BIND 9と同様にネームサーバホスト
名のクエリが多く，それらが送られるタイミングは外部名のネームサーバ
ホスト名の名前解決だけではなく，名前解決時に付加的に権威DNSサー
バから添付されるゾーンのネームサーバホスト情報を与えられたときが
多かった．BIND 9もUnboundも名前解決時に付加的に権威DNSサーバ
から添付されるゾーンのネームサーバホスト情報の扱いが効率的でない．
この点の対応策などを次節で検討する．
また，キャッシュサイズを増やした場合のUnboundでは，全クライア
ントクエリの 3.56%の存在しないTLDに関するクエリがルートDNSサー
バへのクエリの 86.0%を生成しており，存在しないTLDについてのクエ
リの削減が重要である．
4.5 ルートDNSサーバへのクエリ削減の提案と
評価
4.4節で示した無駄なルートDNSサーバへのクエリを削減する方法と
して以下の 3案を提案する．
1. フルリゾルバとしてUnboundを使用し，キャッシュサイズを増やす
2. 名前解決とキャッシュアルゴリズムを改善する
3. NSECリソースレコードにより，存在しないTLDクエリを削除する
第 1案は 4.4節で述べた通りであるので，以下第 2案，第 3案について
述べる．
4.5.1 名前解決とキャッシュアルゴリズムの改善
BIND 9とUnboundの両方で，名前解決時に付加的に権威DNSサーバ
から添付されるゾーンのネームサーバホスト情報を与えられた場合にルー
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トDNSサーバに無駄なクエリを送る傾向が強い．これはRFC 2181 [22]
の問題と考えられる．
RFC 2181 Section 5.4.1 Ranking(ランキング)ではDNSサーバが扱う
データの信頼度を以下に示す順序で定義している．
(1)グルーを除くプライマリゾーンからのデータ
(2)グルーを除くゾーン転送で得たデータ
(3)管理権限のある応答中の応答セクションにある管理権限のあるデー
タ (問い合わせたクエリに対応する応答)
(4)管理権限のある応答中の管理権限セクションのデータ
(5)プライマリゾーンかゾーン転送で得たグルー
(6) (6a)管理権限のない応答中の応答セクションのデータと (6b)管理権
限のある応答中の応答セクションの管理権限のないデータ
(7) (7a)管理権限のある応答中の付加データ，(7b)管理権限のない応答
中の管理権限セクションのデータ (委任情報)，(7c)管理権限のない
応答中の付加情報
(1),(2),(5)のプライマリゾーンやゾーン転送は権威DNSサーバとして
動作させた場合のデータの入手法であり，管理者が設定したものである
ため，優先度が高い．プライマリゾーンはゾーン情報を指定したファイ
ルなどであり，ゾーン転送はゾーン情報を複製する仕組みである．フル
リゾルバとして動作させた場合には，名前解決の前に固定設定のものを
優先するという意味となる．
管理権限のある応答とは，親ゾーンから委任されたDNSサーバからの
応答で，Authoritative Answer(AA)ビットがセットされているものであ
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り，委任情報とグルーを含まない．応答には，応答セクション，管理権
限セクション，付加情報セクションの 3つの部分があり，クエリに対する
応答は応答セクションに入る．管理権限のあるデータとは，応答中のリ
ソースレコードのドメイン名が，クエリを送った権威DNSサーバに委任
されたドメイン名と同じか，委任されたドメイン名の子孫のドメイン名
であるデータである．
上記ランキングには，次の二つの問題がある．
問題 1: フルリゾルバがスタブリゾルバに管理権限のないデータ (5,6,7)
や，直接問い合わせたデータではない添付されたデータ (4)を応答
する．
問題 2: 名前管理の管理権限を委任する委任情報 (7b)を子ゾーンの情報
(3や 4)で上書きすることは，動作を複雑にするだけでなく，親ゾー
ンから子ゾーンに委任する管理権限の考え方に矛盾する．
DNSの仕様上の問題として，委任の子側では委任情報と同じ情報を委
任されたゾーン内に書く必要がある事から派生する問題がある．すなわ
ち委任情報とゾーン内の管理権限のある情報が異なると問題 2の影響を
受ける．具体的には，TLDに登録したドメイン名の委任情報が，ドメイ
ン名登録者が運用する子側のネームサーバホスト情報で上書きされ (委任
情報 (7b)を使った名前解決中にランキング (3)や (4)の応答を受けとる)，
その後の名前解決の動作が複雑になる．
この複雑さによるバグが何度か報告されている．例えば，子ゾーン側
の管理権限のあるNS RRのTTL値を親ゾーンのTTL値と比べて非常に
長くしておくと，TLDからドメイン名が消えた後もそのドメイン名の情
報がキャッシュに存在し続け，名前解決を無効にできない場合があるとい
う問題があった．また，ゾーンのNS RRSetのキャッシュ保持期間が過ぎ
る時に，現在キャッシュされているNS RRSetの示す権威DNSサーバに
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問い合わせを行なう実装があり，幽霊ドメイン名というバグを報告され
た [29]．
以上の問題を解決するため，以下のようなフルリゾルバを提案する．
a.委任情報キャッシュと管理権限のある情報のキャッシュ(応答キャッシュ)
を分離する．
b.静的に指定された情報を最優先とし，そのうちの委任情報とグルーを
委任情報キャッシュに，管理権限のある情報を応答キャッシュに初
期値として蓄積する．
c.管理権限のある応答までは委任情報とグルーを用いて名前解決をおこ
なう．委任情報とグルーを委任情報キャッシュに蓄積する．
d.管理権限のある応答中のクエリに対応する応答以外の情報は廃棄し，
管理権限のある応答を応答キャッシュに蓄積する．CNAMEによる
別名の添付情報も廃棄する．
e.クライアントには管理権限のある応答のみ応答キャッシュを使用して
応答する．
f.外部名ネームサーバホスト名のアドレスはクライアントクエリと同様
に名前解決し，管理権限のある情報として扱い，委任情報から参照
する．
提案手法の a, d, eにより，管理権限のない情報を応答する問題 1を解
決し，a, c, fにより，委任情報の上書きを防ぎ，問題 2を解決する．すな
わち
 aにより，委任情報と管理権限のある情報を分離する．
 bにより，外部の権威DNSサーバの情報に依存しない，固定設定情
報を実現する．
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 cにより，委任情報だけによる名前解決を実施する．
 dにより，管理権限のない情報をスタブリゾルバに応答することを
防ぐ．
 fにより，外部名ネームサーバホスト名の名前解決を，安全な形で
実装する．
提案手法は，すべてのスタブリゾルバからのクエリに対して，委任情
報が指定する権威DNSサーバが保持する管理権限のある情報を応答する
ため，妥当である．また著名な参考書 [42]に書かれているDNSの動作で
は，フルリゾルバはルートDNSサーバから順に名前空間を検索すること
となっており，グルーを含む委任情報のみを使用して名前解決を行なう
という説明が多い．提案手法は一般的な解説通りの動作となる．
提案手法には，委任情報の NS RRの TTL値とゾーン側の NS RRの
TTL値に異なる値を指定し，ゾーン側のTTL値を優先させ，TTL値を
小さくするという制御が不可能となる問題点がある．ゾーン側で小さな
TTL値を設定することは実運用でよく行われている．しかし，そもそも
委任情報とゾーン内に同じキーでTTL値を含む別の値を設定可能な点が
DNSの設計ミスであり，そのような制御を行なうべきではない．NS RR
のTTL値を小さくし，キャッシュ時間を短く制御したい場合として，DNS
サーバの変更が考えられ，自由に設定できない委任情報のTTL値を小さ
くするためにゾーン内の権威あるNS RRのTTL値を小さくし，フルリ
ゾルバでキャッシュする NS RRの TTL値を小さくする事を試みる事が
ある．しかし，この手法は委任情報からゾーン内のNS RRへの置き換え
か必ず行なわれるわけではないため確実ではない．また，この手法の弊
害として，TLDでTTL値を 1日以上としてキャッシュ保持時間を長くし
ている場合でも，登録ドメイン名でTTL値を小さくすると，1日以上の
TTL値を意図しているTLDのDNSサーバへのクエリが増える原因にな
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図 4.3: フルリゾルバシミュレータの構成
る．TTL値を制御しないDNSサーバの変更手順を採用すべきである．
提案手法の問題がないこと，ルートDNSサーバなどへのクエリ数を削
減可能であることを示すために，フルリゾルバでのパケットキャプチャを
もとに，フルリゾルバのシミュレータを試作し，クライアントからのク
エリを与え，権威DNSサーバへのクエリ数を評価した．図 4.3にシミュ
レータの構成を示す．
シミュレーションを行なう過程で，CDNなどで頻繁にアドレスが変化
するアドレスや異常応答のため，過去のパケットキャプチャデータだけ
では応答の完全一致を求めることは困難であることがわかった．CDNの
場合は複数の応答をすべて記録しておき，可能性があるアドレスを列挙
することで，アドレスの一致を確認した．また表 4.3より，99.3%のクエ
リが A,AAAA,PTRを対象としていること，エンドユーザのウェブアク
セスではA,AAAAを用いることから応答の比較はA,AAAA,PTRの 3タ
イプでのみ行なった．
4.3節で使用した 2012年 4月 17日からのキャプチャデータを用いて，
フルリゾルバのシミュレーションを行ない，提案したアルゴリズムで応
答が一致することと，ルートDNSサーバなどの権威DNSサーバへのク
エリ数を評価した．評価結果のうち，応答の状態を表 4.6に，権威DNS
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表 4.6: フルリゾルバシミュレーションでの応答の状態
クエリ数 28,359,467
一致した応答 28,161,142 (99.3%)
比較していないタイプ
(A,AAAA,PTR以外) 197,950 (0.7%)
不一致 375 (0.001%)
表 4.7: フルリゾルバシミュレーションでの権威DNSサーバへのクエリ数
ルートDNSサーバ TLD その他の権威
不在 存在 DNSサーバ DNSサーバ
実測値 118,360 12,579 105,781 687,365 6,524,070
10.6% 89.4%
Unbound/L 13,300 11,444 1,856 870,650 9,102,884
86.0% 14.0%
シミュレーション 13,257 12,234 1,023 350,873 5,542,808
92.3% 7.7%
サーバへのクエリ数を表 4.7に示す．
表 4.6 より，0.001%の不一致と比較していないタイプ 0.7%を除いた
99.3%の応答で，実際のフルリゾルバの応答とシミュレータの応答が一
致した．一致しなかった 0.001%はパケットキャプチャの失敗か，シミュ
レータがBIND 9の動作を完全に模擬できていない場合である．具体的に
は，試作したシミュレータは権威DNSサーバの設定変更中で親ゾーンの
NS設定と子ゾーンのNS設定が違っている場合の扱いが BIND 9と異っ
ており，それが不一致の原因となっている．ルートDNSサーバへのクエ
リ数検討の目的に照せば問題となる違いではなく，そもそも我々の提案
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は親ゾーンの設定を子ゾーンの設定で上書きさせない提案であり，この
違いは当然である．
表 4.6より，ルートDNSサーバへの存在しないTLDのクエリ数は，筑
波大学のフルリゾルバの実測値やUnboundでのクエリ再生実験結果とほ
ぼ一致する結果が得られた．存在するTLDのクエリ数については 1,023
と，Unboundでの測定値の 55%となり，実装の工夫で減らせることがわ
かった．TLD DNSサーバへのクエリ数は実測値の 51%となり，減らせ
た．その他の権威DNSサーバへのクエリ数は実測値の 85%で，クエリに
対する直接の応答以外の情報を廃棄したことによるクエリ数の増大は起
きないことがわかった．
4.5.2 NSECリソースレコードによる存在しないTLDク
エリの削除
4.3節で示した通り，48時間でのクライアントからの 28,815,955クエリ
のうち，1,026,487が存在しないTLDへのクエリであり，Unboundを使っ
た場合や，理想的なフルリゾルバの場合でもルートDNSサーバへ 11,000
以上の存在しないTLDのクエリを送ることがわかった．そのクエリを減
らす方法として，DNSSECで追加されたNSECリソースレコードを用い
る方法を提案する．
DNSSECではドメイン名が存在しないことを示すために，存在する名
前を辞書順に並べた範囲情報に署名し，その範囲内のクエリに対して範
囲を返す．具体的には，2014年 7月 23日現在，com TLDと community
TLDの間にはラベルが存在しないため，ルートDNSサーバに com1を問
い合わせると以下のNSECリソースレコードが返される．
com. IN NSEC community. NS DS RRSIG NSEC
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この情報はDNSSEC検証を行なうフルリゾルバにキャッシュされ，さら
に com1が存在しないことがキャッシュされる．このときに com2や ex-
ample.com1のクエリを受け取った場合，comのNSEC RRが示す範囲に
あるため，即時にエラーを返すことが可能であるが，実際にはNSEC RR
は使用されず，ルート DNSサーバに com2や example.com1を問い合わ
せる．これは RFC 4035 Section 4.5. Response Cachingに，新しく登録
されたラベルが即時に使用できるように，フルリゾルバはNSEC RRを
用いて不存在情報を合成すべきではないと記述されているためである．
NSECを積極的に使う改善により，ルートDNSサーバへのクエリを削
除することを考える．ルートのみに限定することは容易で，NSECに対
応するRRSIGの Signerフィールドがルート (\.")の場合だけその結果を
用いるようにすればよい．
ルートゾーンのネガティブキャッシュTTLの値は 86400であるが，現
在，ルートゾーンへの新規登録は新 gTLDプログラムによるものがほと
んどであり，新 gTLDがルートゾーンに追加されたあと 90日は nic.TLD
以外の登録をしないという規則があるため，事実上，新 gTLDの使用が
86,400秒 (1日)遅くなっても問題はない．
そこでUnbound 1.4.21を改造してNSECを積極的に使い，ルートDNS
サーバへの存在しないTLDクエリを削減する効果を計測した．Unbound
にはDNSSEC Lookaside Validator (DLV, [57])を効率化するコードのな
かに NSECを積極的に使い，DLVクエリを削減する機能があったため，
それを流用し実装した．
NSECによる削減機能を追加したUnboundにクエリ再生を行ない，パ
ケット数を調べた結果を表 4.8に示し，筑波大学のフルリゾルバでの実
測値，Unboundでの再生実験値，Unboundでの値をもとにした理論値，
NSECによるクエリ削減の理論値と比較する．
表 4.8によると，NSECによる削減では理論的には 83.3%の不存在TLD
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表 4.8: NSECによるクエリ削減の評価結果
権威DNSサーバへのクエリ数
ルートDNSサーバ TLD その他
総数 不在 存在
実測値 118,360 12,579 105,781 687,365 6,524,070
Unbound/L/D 12,662 11,140 1,522 1,423,789 9,112,902
NSECにより削減でき
るクエリ数 (理論値) 9,282
Unboundからの削減 83.3%
NSECによる削減
(理論値) 3,380 1,858 1,522
Unbound/L/D比 26.7% 16.7%
NSECによる削減結果 3,997 2,652 1,345 1,418,998 9,124,388
Unbound/L/D比 31.6% 23.8%
Unboundからの削減 68.4% 76.2%
実測値 比 3.4% 21.1% 2.06倍 1.40倍
実測値からの削減 96.6% 78.9%
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クエリを削除可能であったが，Unboundにパッチをあてたものは 76.2%の
削除となった．もともとの実測値と比較すると，不在クエリの 78.9%を
削除でき，Unboundの性能と併せて，ルート DNSサーバへのクエリを
96.6%削減できた．DNSSEC検証の影響で，TLD DNSサーバへのクエリ
は実測値の 2.06倍に，その他の権威DNSサーバへのクエリは 1.40倍に
増加しているが，これはDNSSECの使用による増加で，DNSSEC使用を
前提とすれば，この改良による変化はない．
本章では，ルート DNSサーバへのクエリ数削減を目的としているが，
NSECリソースレコードを使用した不存在クエリ対策は，実在しない名
前のクエリを利用したDoS攻撃に対しても有効である．また，入力間違
いによる存在しない名前検索に対しても，権威DNSサーバへのクエリを
減らすことができ，応答遅延時間を短縮できる可能性がある．
本手法は，NSEC方式でDNSSEC署名されたゾーンでのみ適用可能で
ある．所有者名のハッシュで連鎖を作るNSEC3 [39]方式でDNSSEC署名
されているゾーンについても同じ手法が適用可能であると考えられるが，
実際にはNSEC3 Opt-Out [39]方式でDNSSEC署名されたTLDが多いた
め，効果を得られないと考えられる．NSEC3 Opt-Out方式とはDNSSEC
対応ではない委任情報を除外する方式で，NSEC3リソースレコードは
DNSSEC対応ではない委任が存在しないことを示さない．NSEC3 Opt-
Out方式は jpや com, netなどの多くのTLDで採用されており，NSEC3
Opt-Out方式への対応は今後の課題である．
4.6 結言
本章では，ルートDNSサーバに大量の本来不必要なクエリを出してい
るアドレスが大量にあることを示し，標準的な設定のフルリゾルバから
も 48時間で 10万以上のクエリを送る場合があることを示した．
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現象を詳細に解析した結果，世界で広く使われている BIND 9はルー
トDNSサーバに無駄にクエリを送ること，存在しないTLDのクエリに
よるルートDNSサーバへのクエリも多いこと，その原因の一つが実装の
不備によることを示した．
更に本章ではこのような状態を改善するための方法として，1)フルリ
ゾルバの設定による改善法，2)フルリゾルバの名前解決とキャッシュア
ルゴリズムの改善法，3)NSECリソースレコードを使った改善法，の 3つ
の手法を示し，それぞれの効果を定量的に評価した．最終的には，変更
したUnboundでルートDNSサーバへのクエリを 96.6% 減らせる事を示
した．
BIND 9がルート DNSサーバに大量にクエリを出す不具合は，DNS-
OARCワークショップにて問題点を指摘しており [23]，現在改良が検討
されている．4.5.1節で示したアルゴリズムと 4.5.2節で示したNSECリ
ソースレコードによる不存在TLDクエリの削減を組み合わせるとさらに
ルートDNSサーバへのクエリを削減可能であり，今後国際的なコミュニ
ティーと協力しながら実装を行ないたい．
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第5章 結論
インターネットは重要な社会インフラの一つとなり，インターネット
で使用されるドメイン名システム (DNS)の重要性は増している．今後長
期に渡りDNSを持続させるためには，実際の名前解決を行なうフルリゾ
ルバと，名前解決の起点となるルートDNSサーバへの負荷の把握と低減
が重要である．
この様な背景の中，第 3章では，筑波大学のフルリゾルバのクエリ分
析を行ない，キャッシュ効率増大や遅延低減のための適切な設定の提案を
行なった．
(1)筑波大学のフルリゾルバのクエリ分析
本研究では，まず近年の IPv6やCDNの影響を評価するため，筑波
大学情報環境機構学術情報メディアセンターの運用するフルリゾル
バの入出力パケットを分析した．そのフルリゾルバは全学のユーザ
を対象としており，学生寮やWi-Fi 接続の通常のPCが参照するた
め，利用帯域等のデータから中規模 ISPのフルリゾルバに近いと考
えられる．時期によるが一ヶ月で 8800から 11000のクライアント
IPアドレスを観測した．
キャプチャデータの分析の結果，IPv6対応OSの普及により IPv6
アドレス (AAAA) クエリが増加したため，クライアントからのク
エリが 41%増加したこと，CDNなどのDNSを使用した広域負荷分
散サービスの普及により，小さなTTL値，CNAME，外部名ネーム
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サーバホスト名の使用が増えていることがわかった．結果として，
エラー応答の割合の増加やキャッシュヒット率の低下，応答遅延の
増大がみられた．
また，2012年 6月 6日のWorld IPv6 Launchの前後で AAAAク
エリに存在応答が戻る割合が 2.0%から 21.2%に増加した．これは，
World IPv6 Launch以降，よく使用されるドメイン名の IPv6対応
が進んだことを示している．
(2)キャッシュ効率増大や遅延低減のための適切な設定の提案
(1)の結果は，(a)無用な AAAAクエリの低減，(b)適切に大きな
TTL値の設定，(c)CNAMEの削減，(d)内部名ネームサーバホスト
名の適切な設定，が重要な運用課題である事を示している．これら
の結果を背景に，本研究では以下の指摘と提案を行った．
(a)IPv6対応OS(比較的新しいバージョンのMicrosoft Windowsや
Apple Mac OS X，Linuxなど)は IPv6接続性がない場合でも
AAAAクエリをフルリゾルバに送信する．これら IPv6対応OS
が，IPv6接続性の不存在を検知し，不要なAAAAクエリを省
略することで，フルリゾルバの負荷を軽減することができる．
(b)DNSを利用した広域負荷分散で使用される小さな TTL値は，
キャッシュヒット率を下げ，フルリゾルバの負荷を上げ，権威
DNSサーバへのクエリ数を増大させる．名前解決にかかる平
均時間も，TTL値 300以下で 31.7ミリ秒が，TTL値が 300を
超える場合には 25.1ミリ秒と，TTL値が大きい方が短い．適
切に大きなTTL値を使用する事で名前解決に要する時間を短
縮できる．
(c)CNAMEを使用する複雑なドメイン名の名前解決に要する平均
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時間は 30.4ミリ秒であったが，CNAMEを使用しないドメイ
ン名の場合は 24.9ミリ秒であった．CNAMEの使用を最小限
にすることで名前解決に要する時間を短縮できる．
(d)外部名ネームサーバホスト名を使用するドメイン名の名前解決
に要する時間は平均 33.1ミリ秒であったが，すべて内部名ネー
ムサーバホスト名を使用するドメイン名の場合は平均 22.5ミ
リ秒であり，内部名ネームサーバホスト名を適切に使用するこ
とで名前解決の時間を短縮できる．
これらの施策を行なうことで，フルリゾルバの負荷を低減でき，名
前解決に要する時間を短縮できる．
次に，第 4章において，ルートDNSサーバ及び筑波大学のフルリゾル
バでのクエリ分析を行ない，一般的なフルリゾルバがルートDNSサーバ
に本来不必要なクエリを大量に送信することを示し，ルートDNSサーバ
へのクエリ低減方法の提案を行なった．
(3)ルートDNSサーバ及び筑波大学のフルリゾルバのクエリ分析
ルートDNSサーバでは年に一度パケットキャプチャを実施し，研
究者にデータを提供している．そのデータを分析し，多くの IPア
ドレスから大量の本来不必要なクエリがルートDNSサーバに送ら
れ，余分な負荷が発生している事を示した．具体的には，3万以上
の IPアドレスが 48時間に 10万以上のクエリをルートDNSサーバ
に送っていた．筑波大学のフルリゾルバも本来不要なクエリを大量
にルートに送っていたことがわかり，動作を確認したところ，一般
的な設定がされた中規模以上のフルリゾルバ共通の振舞いである事
がわかった．現象を詳細に解析した結果，世界で広く使われている
BIND 9はルートDNSサーバに無駄なクエリを送ること，存在しな
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いTLDに対するクエリによるルートDNSサーバへのクエリも多い
ことがわかった．
(4)ルートDNSサーバへのクエリ低減方法の提案
ルートDNSサーバへの不要クエリが多い問題に対し，本研究では
(a)フルリゾルバの設定による改善法，(b)フルリゾルバの名前解決
とキャッシュアルゴリズムの改善法，(c)NSECリソースレコードを
使った改善法，の 3つの手法を示し，それぞれの効果を定量的に評
価した．
(a)フルリゾルバの設定による改善法は，BIND 9とは異なるUn-
boundという実装を用い，キャッシュサイズを増やすことで
ある．
(b)アルゴリズムの改善では，フルリゾルバでのデータの扱いを改
善した理想的なフルリゾルバアルゴリズムを規定し，名前解決
のシミュレーションを行ない，ルートDNSサーバへのクエリ
数が (a)と同様となることを示した．この改善にはRFC 2181
の変更を必要とする．
(c)NSECリソースレコードを使った改善法はDNSSECの不存在応
答検証の仕組みを用い，ルートDNSサーバに到達する存在し
ないTLDのクエリを減らす手法であり，Unboundにパッチを
あてて実装し，評価を行なった．結果として (a)(b)では削減で
きない存在しない名前についてのルートDNSサーバへのクエ
リを 78%減らすことができた．この改善にはRFC 4035の小規
模な変更を必要とする．
(a)(c)の組み合わせで，ルートDNSサーバへのクエリを 1/29に減
らすことができる．ルートDNSサーバへのクエリを減らすことで，
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ユーザからのクエリの応答時間の短縮とフルリゾルバの負荷の低減
も同時に達成される．
これらの研究成果により，ユーザからのクエリの応答時間の短縮，フ
ルリゾルバの負荷の低減，ルートDNSサーバへのクエリの低減が可能と
なる．将来的に実装が広まれば，現在のインターネットを長期に渡って
維持することが可能となる．本研究の成果がインターネットの維持と発
展に少しでも役に立てば幸いである．
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