Tensegrity frameworks are defined on a set of points in R d and consist of bars, cables, and struts, which provide upper and/or lower bounds for the distance between their endpoints. The graph of the framework, in which edges are labeled as bars, cables, and struts, is called a tensegrity graph. It is said to be strongly rigid in R d if every generic realization in R d as a tensegrity framework is infinitesimally rigid. In this note we show that it is NP-hard to test whether a given tensegrity graph is strongly rigid in R 1 .
Introduction
A tensegrity graph T = (V ; B, C, S) is a graph on vertex set V = {v 1 , v 2 . . . , v n } whose edge set is partitioned into three sets B, C, and S, called bars, cables, and struts, respectively. The elements of E = B ∪ C ∪ S are the members of T . A tensegrity graph containing no bars is called a cable-strut tensegrity graph 1 . The underlying graph of T is the (unlabeled) graph T = (V ; E). A d-dimensional tensegrity framework is a pair (T, p), where T is a tensegrity graph and p is a map from V to R d . We will also refer to (T, p) as a realization of T . If T has neither cables nor struts then we call it a bar graph and a realization (T, p) is said to be a bar framework.
An infinitesimal motion of a tensegrity framework (T, p) is an assignment q : V → R d of infinitesimal velocities to the vertices, such that
where p(v i ) = p i and q(v i ) = q i for all 1 ≤ i ≤ n. An infinitesimal motion is trivial if it can be obtained as the derivative of a rigid congruence of all of R d restricted to the vertices of (T, p). The tensegrity framework (T, p) is infinitesimally rigid in R d if all of its infinitesimal motions are trivial. It is well-known that the infinitesimal rigidity of tensegrity frameworks is not a generic property: the same tensegrity graph may possess infinitesimally rigid as well as infinitesimally non-rigid generic realizations in any fixed dimension d ≥ 1. Thus we may define two (different) families of tensegrity graphs in dimension d: we say that a tensegrity graph T is rigid in R d if it has an infinitesimally rigid generic realization (T, p) in R d and strongly rigid if all generic realizations (T, p) in R d are infinitesimally rigid. We refer the reader to [1, 2, 6, 7] for more details on the rigidity of tensegrity frameworks.
It is not known whether the rigidity of tensegrity graphs can be tested in polynomial time for d ≥ 2. (The solution for d = 1 can be found in [5] .) The special case of rigid bar graphs has been solved for d = 2, but the 3-dimensional version remains one of the major open problems in combinatorial rigidity.
In this note we show that it is co-NP-complete to test whether a tensegrity graph is strongly rigid in R 1 .
Tensegrities on the line and alternating cycles
Let G = (V ; C, S) be a 2-edge-labeled graph. A cycle in G is alternating if no two incident edges along the cycle have the same label. Note that a pair of parallel edges with different labels form an alternating cycle. We say that G has the alternating cycle property if for all proper bipartitions (U, V − U ) of V there is an alternating cycle in the bipartite subgraph H = (V, E(U, V − U ) of G induced by the bipartition. For such a bipartition of G let D be the directed graph obtained from H by orienting the edges in C from U to V − U and the edges in S from V − U to U . It is easy to verify that a cycle of H is alternating if and only if the corresponding oriented cycle in D is a directed cycle.
Theorem 2.1. Let G = (V ; C, S) be a cable-strut tensegrity graph. Then G is strongly rigid in R 1 if and only if G, with the cable-strut labeling, has the alternating cycle property.
Proof. We first suppose that G has a bipartition (U, V − U ) such that the graph H = (V, E(U, V − U )) contains no alternating cycle. Let D be the digraph obtained from H by orienting the edges in C from U to V − U and the edges in S from V − U to U . Then D has no directed cycles and hence there exists a topological ordering of the vertices of D, that is, an ordering v 1 , v 2 , ..., v n for which i < j whenever v i v j is an arc of D. Thus, for each edge e = v i v j of H, we have: v i ∈ U and v j ∈ V − U if e ∈ C; v i ∈ V − U and v j ∈ U if e ∈ S. Let (G, p) be a realization of G on the line in which p(v i ) < p(v j ) if i < j, for all 1 ≤ i < j ≤ n. We may suppose that p is generic. Define infinitesimal velocities q : V → R by letting q(v) = 1 if v ∈ U and q(v) = 0 otherwise. Then q is a non-trivial infinitesimal motion of (G, p). Hence (G, p) is not infinitesimally rigid and G is not strongly rigid.
We next suppose that G has the alternating cycle property. Let (G, p) be a 1-dimensional (generic) realization of G as a tensegrity framework. Suppose that q is a non-trivial (i.e. non-constant) infinitesimal motion of (G, p). Let U = {v ∈ V : q(v) < 0}. By combining q with a suitable translation of R 1 , we may assume that
The hardness proof
In this section we prove the hardness result. First we show that the following problem is co-NP-complete.
ACP. Given a 2-edge-labeled graph G = (V ; C, S), decide whether G has the alternating cycle property.
We shall reduce the following satisfiability problem to ACP. It is well-known that 3-SAT is NP-complete, see for example [3] .
3-SAT. Given a Boolean formula in conjunctive normal form, in which each clause contains exactly three literals, decide whether there is a truth assignment for the variables which makes the formula true. Proof. It is easy to see that ACP is in co-NP: given a bipartition (U, V − U ) of V , one can verify that H = (V, E(U, V − U )) contains no alternating cycles by showing that the directed graph D (defined in the proof of Theorem 2.1) is acyclic. It will be convenient to call a bipartition (U, V − U ) with no alternating cycles pure.
Consider a formula ϕ, an instance of 3-SAT. Suppose that ϕ contains c clauses and n variables and let c i andc i denote the number of occurrences of variable x i andx i in ϕ, respectively, for 1 ≤ i ≤ n. Construct a 2-edge-labeled graph G = (V ; C, S) as follows. Take 2n + 2 vertex-disjoint paths T, F, P 1 , ..., P n ,P 1 , ...,P n such that the number of vertices on T and F are 2n + 1 + 3c and 2n + 1, respectively, while P i (P i ) has 3 + c i (resp. 3 +c i ) vertices for 1 ≤ i ≤ n. The paths P i ,P i correspond to the variables and the long paths T, F correspond to the true and false assignments, as we shall see later. All vertices of G lie on these paths and we put an edge in C and an edge in S for each edge of the paths. This ensures that none of these paths can cross a pure bipartition of G.
Next we describe the additional edges of G that connect these paths. We connect the first two vertices of each path P i ,P i , 1 ≤ i ≤ n, to the first vertex of path T and F , respectively, and label them so that
These edges ensure that T and F belong to different sides of a pure bipartition of G. We then connect the third vertex of each path P i ,P i , 1 ≤ i ≤ n, to the vertices t 2i , t 2i+1 and f 2i , f 2i+1 of the path T and F , respectively, and label them so that {v i, 3 
These edges ensure that in a pure bipartition of G exactly one of the paths P i andP i will belong to the same side as path T , for all 1 ≤ i ≤ n.
Finally, we add an alternating cycle of length six corresponding to each clause of ϕ. For example, for the clause (x 2 ∨ x 5 ∨x 8 ) we add a cycle as follows: we take the next three unused vertices on T , say a, b, c, and the next unused vertex on each of the paths P 2 , P 5 ,P 8 , call them x, y, z, respectively. We add the the edges ax, by, cz, label them C, and add az, bx, cy, and label them S. This ensures that in a pure bipartition at least one of P 2 , P 5 ,P 8 must belong to the same side as path T .
The construction of G and the arguments above imply that there is a truth assignment for the variables which makes formula ϕ true if and only if G has a pure bipartition, i.e. G does not have the alternating cycle property. Therefore ACP is co-NP-hard.
It follows that it is also hard to test whether a tensegrity graph is strongly rigid on the line, even if it has no bars. (Note that by replacing each bar by a cable and a parallel strut, we may always suppose that B is empty.) The decision problem is as follows.
STRONGLY RIGID TENSEGRITY. Given a cable-strut tensegrity graph G = (V ; C, S), decide whether G is strongly rigid in R 1 .
Theorem 3.2. STRONGLY RIGID TENSEGRITY is co-NP-complete.
Proof. Directly from Theorems 2.1 and 3.1.
Concluding remarks
The proof of Theorem 2.1 shows that if we replace 'generic' by 'general position' in the definition of strong rigidity in R 1 then the family of strongly regular graphs will reamin the same. This is not true when d ≥ 2, even for bar graphs.
Let G = (V ; C, S) be a 2-edge-labeled graph and let B be a set of bars corresponding to the alternating 2-cycles of G. Theorem 2.1 implies that if G is strongly rigid in R 1 then each vertex of G is incident with an edge of B. Let c be the number of components of the graph (V, B). Theorem 2.1 gives a polynomial algorithm for checking if G is strongly rigid when c is fixed since we need only check 2 c bipartite graphs for alternating cycles (which can be done by checking if the associated digraph is acyclic).
We can use Theorem 2.1 to construct graphs which are not strongly rigid in R 1 and for which the connectivity of both (V, C) and (V, S) is arbitrarily large. For example let (V, B) consist of two large complete graphs and join them by 2k independent edges, half in C and half in S.
A natural open question is whether our hardness result concerning strong rigidity extends to higher dimensions d ≥ 2.
Another question is whether the corresponding labeling problem is hard: given a graph G, decide whether the edges set of G can be 2-edge-labeled so that the resulting cable-strut tensegrity graph is strongly rigid in R 1 (and find a good labeling, if it exists). If we replace strongly rigid by rigid, we obtain a labeling problem which is polynomially solvable in R d for d = 1, 2, see [4] .
