Abstract-Crosstalk, which is the incomplete separation between the left and right views in 3D displays, induces ghosting and causes difficulty of the eyes to fuse the stereo image for depth perception. Circularly polarized (CP) liquid crystal display (LCD) is one of the main-stream consumer 3D displays with the prospering of 3D movies and gamings. The polarizing system including the patterned retarder is one of the major causes of crosstalk in CP LCD. The contributions of this paper are the modeling of the polarizing system of CP LCD, and a crosstalk reduction method that efficiently cancels crosstalk and preserves image contrast. For the modeling, the practical orientation of the polarized glasses (PG) is considered. In addition, this paper calculates the rotation of the light-propagation coordinate for the Stokes vector as light propagates from LCD to PG, and this calculation is missing in the previous works when applying Mueller calculus. The proposed crosstalk reduction method is formulated as a linear programming problem, which can be easily solved. In addition, we propose excluding the highly textured areas in the input images to further preserve image contrast in crosstalk reduction.
I. INTRODUCTION

A. How Does CP LCD Work?
C IRCULARLY polarized (CP) LCD CP, as one of the most popular type of stereoscopic displays in the consumer market, is the focus of this work. Stereoscopic displays create the sense of depth by showing the left eye and right eye with different images. Fig. 1 illustrates how CP LCD separates the LE and RE views, that is, the screen allocates the odd-row pixels (LE field) display images for the left eye, and the even-row pixels (RE field) to display images for the right eye. Lights emitted from the LE field are in left-hand (LH) circular polarization, whereas the lights emitted from the RE field are in right-hand (RH) circular polarization. The LE lens of the polarized glasses transmits only LH-circularly polarized light, and the RE lens only transmits RH-circularly polarized light. Therefore, the left eye only sees the LE field of the screen, and the right eye only sees the RE field of the screen.
B. Definition of Crosstalk
If the separation of the LE and the RE views is incomplete: the undesired images "blend" into the desired images, then ghosting appears as double-contoured objects known as crosstalk. Crosstalk causes difficulty for the human visual system (HVS) to find the corresponding features between the left and right images and thus hinders the fusing of the stereo images into 3D. An immersive 3D display formed by the CP LCD grid is shown in the left image of Fig. 2 with its crosstalk shown in the right image of Fig. 2 .
There is no standard terminology for crosstalk in stereoscopic vision. Lipton [2] clarifies the difference between the "incomplete left and right channel isolation" and the "perceived doubling of the image or ghosting" because the former only depends on the display while the latter is also influenced by human vision. Huang et al. [3] use "system crosstalk" and "viewer crosstalk" to differentiate between these two concepts. In [2] , the perception of crosstalk is described as "ghosting". Crosstalk visibility depends on the amount of crosstalk (display-dependent) presented [4] , as well as image contrast and disparity [5] and [6] , color [7] , and motion [8] .
The mathematical definitions for crosstalk are reviewed by Woods in [9] . Eq. (1) [10] shows an example crosstalk equation, where leakage is the light from the unintended channel, and signal is the light from the intended channel.
crosstalk(%) = leakage signal × 100 (1)
C. Causes of Crosstalk
Mechanisms of crosstalk in various types of stereoscopic displays are studied by Woods [11] . Yoshihara et al. [12] and Boher and Leroux [13] measure and characterize crosstalk in CP LCD. In addition, optical designs of the wave retarders in CP LCD are proposed in [14] and [15] to resolve polarization deviation and light dispersion at oblique incidence. These works address various factors causing crosstalk in CP LCD which can be categorized as:
• Manufacturing defects including the optical quality of the patterned retarder and the polarized glasses, and the mismatch between the patterned retarder (PR) and the liquid crystal (LC) cells.
• Limitation in the polarizing system of CP LCD that induces crosstalk at oblique viewing angle. CP LCD's polarizing system includes the linear polarizer (LP), liquid crystal (LC), patterned retarder (PR) in the LCD and quarter-wave retarder (QWR) in glasses.
• The vertical misalignment (VM) of the incident light between the LC cells and the PR when the viewing location shifts vertically away from the screen center. In this paper, the manufacturing defect is not considered. In addition, we assume that in the vertical direction, the viewing location is aligned in the vicinity of the screen center so that crosstalk induced by VM does not exist. Consequently, we investigate the impact of the polarizing system of CP LCD on crosstalk varying the horizontal viewing angle and propose the corresponding crosstalk cancellation method.
D. Related Works
The modeling of the polarizing system of CP LCD can be found in [14] and [15] where phase compensation schemes in the PR to reduce crosstalk are proposed. In [15] and [16] , the polarization of light on a single point in the LCD is analyzed at two scenarios. The first scenario is that light incidents obliquely at the LCD but normally at the glasses. The second scenario is that the LCD and the glasses are parallel so that the incident angles are the same in the LCD and glasses. However, because polarization is sensitive to the incident angle, these incidence scenarios lack accuracy considering the entire CP LCD screen (especially for bigscreen displays) as well as arbitrary viewing locations. For the first scenario, the lights from the entire screen can not all be at normal incidence in the glasses. For the second scenario, when the viewer moves away from the screen center and adjusts the glasses towards the screen, the LCD and the glasses are not parallel. Therefore, it's unclear how much the polarizing system of CP LCD contributes to crosstalk in the realistic viewing scenario. Similar issue exists in [17] . In addition, the rotation of the light-propagation coordinate (LPC) when light propagates from the LCD to the glasses is neglected in previous works. We show that without this rotation, the result of modeling shows erroneous pattern of display luminance and color bleeding. In this paper, we carefully estimate the orientation of the polarized glasses relative to the LCD, derive the analytic solution of the rotation of LPC, and validate the simulation result by human observations.
Regarding crosstalk reduction, most existing works are adapted from Lipscomb and Wooten [18] . The idea in [18] is based on luminance compensation where the amount of crosstalk luminance is subtracted in the input image. If the luminance to be subtracted is greater than the original luminance, then the black level of the image has to be increased. However, increasing the black level degrades the contrast of the image. The studies [19] and [20] follow the compensation scheme in [18] and have the same problem of losing image contrast. Instead of compensating luminance in the target image, Smit et. al [21] propose adjusting the luminance in the image for the other eye at the 3D fused point according to disparity mapping. However, the difference between the LE and RE images induced by this method causes 3D luster which even "highlights" crosstalk. Extensions of the compensation scheme in [18] in color images can be found in [21] and [22] where CIE Lab and YCbCr color spaces are used respectively. They proposed to modify the luminance channel and leave chrominance unchanged to avoid color shifting. However, we demonstrate that there is residual crosstalk in the chrominance channel which leads to considerable increasing of crosstalk visibility. Hong [23] proposed minimizing the contrast loss induced by crosstalk reduction by changing the disparity globally by a constant (equivalent to shifting the image for one eye horizontally) so that the area where the black-level luminance needs to be increased becomes smaller. However, since the relationship between disparity and depth is nonlinear, globally shifting the disparity will distort the depth view after fusing the stereo images. In this paper, we formulate a linear programming problem which minimizes the background increment value for crosstalk reduction. In addition, we propose excluding the highly-textured areas in crosstalk reduction which further improves image contrast without increasing the visibility of crosstalk.
II. DISPLAY MODEL
We improve the display model proposed in [24] in two aspects. Firstly, we change the optical modeling method in [24] from Jones matrix into Mueller calculus. Compared to Jones matrix which characterizes coherent light, Mueller Calculus where Z lens is the surface normal of the lens, X lens and Y lens are the horizontal and vertical axes of the glasses respectively. The axes of light-propagation cooridnate are formed as follows: z axis is the same as the light propagation direction denoted by k, x axis is on the incident plane, and y axis lies on the surface. Axes of the light-propagation coordinate (LPC) in the LCD frame are denoted by x LCD , y LCD and z LCD , and those in the glasses frame are denoted by x lens , y lens and z lens . z LCD and z lens are in the same direction.
is able to characterized incoherent light which is the case for CP LCD. In addition, Zeng and Nguyen [24] does not consider the realistic viewing condition.
A. Relationship of the Input and Output of the Display
We model the relationship of the input and output of CP LCD in terms of luminance as [24] :
where L in (i ) and R in ( j ) are the luminance input in the LE and RE images respectively, L o (i, j ) and R o (i, j ) are the luminance output in the LE and RE views respectively, i and j denote the grayscale levels input in the LE and RE input images respectively. The 2 × 2 matrix in Eq. (2) is defined as the display transmission matrix (TM) whose entries (shown in Fig. 1 
B. Modeling the Polarizing System by Mueller Calculus
There are many optical modeling methods for polarization, including Extended Jones matrix [25] , Barreman 4 × 4 method [26] , and Mueller Calculus (MC) [27] . We use Mueller calculus because it models incoherent light (true to CP LCD) and the calculation is intuitive. In Mueller calculus (MC), the polarizing state of the light is characterized by the 4×1 Stokes [27] , where S 0 is the intensity of light (normalized luminance in our case). The polarizing modules such as LP and WR are represented by the 4 × 4 Mueller matrix denoted as M. As light propagates in CP LCD, the SV is left multiplied by the Ms of the polarizing modules along the light path. , and the MC notation of the LP in the lens is M LP lens . The slow axes of the LE and RE QWPs are also orthogonal. M Rot (θ rot ) is the MC notation of the LPC rotation from the LCD to the glasses. On the righthand side of Fig. 3(a) , S LL denotes the output SV from the LE LCD field after the LE lens, S LR denotes the output SV from the RE LCD field after the LE lens (and similarly are S RL and S RR defined). The rear LP, LC and the front LP form the conventional LCD without 3D function. In the following model, we assume the light emitted from the front LP is perfectly linear (the same as assuming the part of CP LCD that is equivalent to conventional LCD is ideal), which is S in = [1, 1, 0, 0]. Consequently, the Mueller calculus formula of the 4 light paths in Fig. 3 is:
where S L L is resulted from matrix-vector multiplication when M
QW P L
and M P R L are selected on the right-hand side of Eq. (5), and so forth for the other output SVs. Note that on the right-hand side of Eq. (5), before multiplying with M Rot (θ rot ), the first entries, which are luminance, of the SVs are changed into 1, and the other 3 entries (polarization status) are unchanged. This is for the purpose of excluding the effect of the LC and the crossed LPs have on display transmittance. The assembly of the 1 st entries of the output SVs in Eq. (5) becomes the transmittance matrix of CP LCD's polarizing system:
where subscript 0 on the right-hand side of the matrix denotes the first entry S 0 of the SV.
The formulas of Ms in Eq. (5) can be found in [16] - [28] . However, two issues are neglected in previous works when applying MC to CP LCD:
• Calculating the correct orientation of the polarized glasses.
• The rotation of light-propagation coordinate from the LCD to glasses. We first elaborate the necessity of correct glasses orientation. The polarizing modules in the LCD panel and polarized glasses are anisotropic. Equation (7), as shown at the bottom of this page, [27] shows the Mueller matrix of the wave retarder (WR), where γ is the phase delay between the orthogonal electrical fields of the light, and ψ is the orientation of the slow and fast axes of WR. Equations (8) and (9), as shown at the bottom of this page, [29] show that both γ and ψ are functions of the incident light, where θ and φ denote the polar and azimuthal angles of the light in the WR frame respectively. Note that essentially both PR and QWP are WRs. In Eq. (8) and (9), φ WR is the angle from x axis of the LCD or glasses coordinate to the slow axis of the WR; we set the refraction indices n x = 1.565, n y = 1.479, n z = 1.479 for the LCD, and n x = 1.59, n y = 1.58, n z = 1.58 for the glasses [16] . Therefore, Ms in the LCD panel are determined by θ LCD and φ LCD as shown in Fig. 3(b) , which are the polar angle and azimuthal angle of light in the LCD frame respectively. Similarly, Ms in the glasses are determined by θ lens and φ lens as shown in Fig. 3 (c), which are the polar angle and azimuthal angle of light in the glasses frame respectively. θ LCD and φ LCD are determined by the viewing location X v and pixel location X p in the LCD coordinate, as illustrated in Fig. 4(a) . Here, k = X v − X p is the light vector emitted from pixel X p towards the viewing location X v in the
, and
, where k(1)-k(3) denotes the 1 st -3 rd entries of k respectively. To calculate θ lens and φ lens , one needs to transform k from LCD to glasses coordinate. Since only angles are of our concern in this case, this LCD-to-glasses coordinate transformation can be simplified as rotation, where translation is omitted. We define θ x , θ y and θ z as the rotation angles around X lens , Y lens and Z lens respectively. Thus, the coordinate transformation is the product of matrices R x (θ x ), R y (θ y ) and R z (θ z ), which are the rotation matrices in R 3 around x, y, z axes respectively.
Glasses orientation determines the LCD-to-glasses coordinate transformation. However, the assumptions of the glasses orientation in previous works are not precise which affect the accuracy of optical modeling. No glasses orientation is specified in [15] . In [16] and [28] , glasses are assumed to be parallel to the screen at light's oblique incidence. This assumption is erroneous if the viewer rotates the glasses towards the screen to watch comfortably when he/she is at an oblique viewing location.
We impose the comfortable viewing constraint: horizontal viewing glasses (HVG) as illustrated in Fig. 5(a) , which requires the horizontal axis of the glasses (X lens ) to be parallel to plane X LCD -Z LCD (or the floor) when the viewer doesn't deliberately tilt his/her head (or rotation around Z lens ).
If the glasses are initially parallel to the screen, then HVG can be achieved by rotating the glasses around Y lens first and then around X lens as shown in the left two figures of Fig. 5(b) (10), where head tilt R z (θ z ) comes in the end, and θ z is predefined by the viewer (θ z = 0 for head-tilt-free case).
Next, we solve for θ x and θ y given the viewing location X v , viewer's focusing point X f , and the HVG constraint. X f is the point on the screen where light vector k is normal to glasses surface (as shown in Fig. 3(a) ). Note that θ z in Eq. (10) is independent of X v and X f . Eq. (11) shows that X v − X f on the right-hand side is transformed into a normal vector in the glasses coordinate on the left-hand side. Notice the rotation order for HVG in Eq. (11) .
Solve for θ y and θ x from Eq. (11), and the results are shown in Eq. (12) and (13), where X v1 , X v2 , X v3 are the 1 st -3 rd entries of X v respectively, and X f 1 and X f 2 are the first two entries of X f .
Figs. 4(b) -(e) demonstrate the proposed LCD-to-glasses transformation of light vector ks. The 2 arbitrary viewing locations and the corresponding focusing points are shown in Fig. 4(a) . As observed from Fig. 4(b) and (d), the light vectors in the LCD coordinate point towards the viewing location, whereas in Fig. 4(c) and (e) the light vectors in the glasses coordinate point towards the focusing point.
The other issue when applying MC in CP LCD is reflected by Fig. 3(a) and Eq. (5), where the Mueller rotation matrix M Rot (θ rot ) rotates the SV output from the LCD by θ rot before multiplication with the Ms in the polarized glasses. M Rot is the Mueller rotation matrix [27] . This rotation, which is neglected in previous works [15] , [16] , [28] using Mueller calculus, arises from the LPC rotation between the LCD and glasses as shown in Fig. 3(b) and (c). Because Mueller calculus is computed in light-propagation coordinate (LPC), and if the LCD and glasses are oriented differently, the LPC is different by a rotation angle θ rot around z LCD (or z lens ) as shown in Fig. 3(c) . θ rot can be calculated as the angle between axes y LCD and y lens as:
θ rot = arccos y y y LCD · y y y lens |y y y LCD ||y y y lens |
where vector y y y LCD is axis y LCD in glasses coordinate (computed in Eq. (15)), and vector y y y lens is axis y lens in glasses coordinate (computed in Eq. (16)). k in Eq. (15) and (16) is light vector X v − X p .
C. Results of Optical Modeling of CP LCD
Note that with head tilt, CP LCD has sever crosstalk in the form of color bleeding which is addressed in our previous work [1] .
Assuming the viewer observe the screen from 9 different locations as shown in Fig. 6 where the 9 locations are respectively denoted as A-I , and the viewer has no head tilt (θ z = 0), the results of screen transmittance (at wavelength 550nm) are shown in Fig. 7 . Fig. 7(a) and (b) show results when the rotation of LPC is neglected. Fig. 7 (c) and (d) are results when LPC rotation is considered, and the polarized glasses are assumed to be parallel to the screen. Fig. 7 (e) and (f) are results when LPC rotation is also included, and the proposed glasses orientation as expressed in Eq. (14)- (16) . Each subplot from Figs. 7(a)-(f) shows the screen transmittance resulted 9 viewing locations.
We can observe that in Fig. 7 (a) and (b), without the rotation of LPC, the result shows erroneous transmission patterns at oblique viewing angles in; the result assuming parallel glasses in Fig. 7 (c) and (d) are similar to those applying the proposed glasses orientation in Fig. 7 (e) and (f), but we can observe that the screen transmittance in Fig. 7 (c) and (d) changes more significantly with the viewing location compared that in (Fig. 7(e) and (f) . Thus, from the proposed screen simulation as shown in Fig. 7 (e) and (f), the screen transmittance t L L and t L R (also t R R and t R L ) does not vary significantly with the viewing angle. In addition, both the transmittance distribution and the range: 0.975 ≤ t L L ≤ 1, and 0 ≤ t L R ≤ 0.025 shown in Fig. 7 (e) and (f) indicate that screen transmittance smoothly distributed across the screen. Fig. 8 shows crosstalk (as defined in Eq. (3), (4)) across the screen resulted from the proposed glasses orientation (as shown in Fig. 7(e) and (f) ). We can observe that the resulted crosstalk is limited with the maximum value of 4%. Furthermore, crosstalk changes smoothly across the screen varies insignificantly among different viewing angles. Note that the proposed modeling in Eq. (5) applies no phase compensation scheme to increase the viewing angle of the screen so that the screen transmittance of real CP LCD should be more viewinglocation invariant compared with results in Fig. 7(d) . Fig. 9 shows results of natural images from our simulation as well as the real CP LCD [30] . The simulations are resulted from Eq. (2) where the transmittance indices are calculated by the proposed method in Eq. (5). The images of the real CP LCD are photos taken at frontal viewing location. We can observe that our simulations match the real display correctly, and crosstalk is most visible in the enlarged areas in Fig. 9 .
To validate the proposed modeling and glasses orientation, we had 10 subjects whose ages range from 20 to 30 observing the screen from viewing locations D-F as shown in Fig. 7(a) . Each subject observed the CP LCD [30] after the polarized lens of the preferred eye and with the other eye blocked. At each viewing location, the subject can adjust the glasses orientation according to his/her own comfort. As shown in Fig. 10(a) , the stimuli in the blocked-eye LCD channel has white squares and that in the observing-eye LCD channel is black.
Figs. 10(c)-(e) show the simulated results of the observing-eye channel arising from neglecting the LPC rotation, polarized glasses parallel to LCD and the proposed glasses orientation respectively. We can observe that Figs. 10(c)-(e) show the square pattern caused by crosstalk. However, Fig. 10(c) shows erroneous color bleeding because the rotation of LPC (Eq. (11)) is missing. Fig. 10(d) , which is the result of parallel viewing glasses, shows brighter square pattern at side viewing locations compared with Fig. 10(e) which is from the proposed glasses orientation. In addition, we can observe from Fig. 10(c) -(e) that at viewing locations D and E, crosstalk is not symmetrical across the screen. The reason is that at an oblique viewing angle the incident angles of the lights across the screen are not symmetrically distributed towards the glasses, and that the WR is anisotropic. As a result, γ s and ψs in Eq. 7 are not symmetrically distributed on the screen at oblique viewing angles. During the subjective test, 9 out of 10 subjects chose Fig. 10(d) to be the best match of their observation, and 1 chose Fig. 10(c) . Viewing locations A-C and G-I (in Fig. 7(a) ) are omitted in this subjective test because vertical misalignment of the light rather than the polarizing system is the dominating factor of crosstalk at those viewing locations.
III. CROSSTALK REDUCTION
As demonstrated by both the modeling and real CP LCD in Section II-C, the amount of crosstalk induced by the polarizing system is limited , and it depends insignificantly on the viewing location. Consequently, we can reduce polarizingsystem-based crosstalk efficiently by preprocessing the image prior to displaying. In this section, we investigate how to combine both the device and image content to efficiently mitigate crosstalk.
Note that when the viewing location deviates vertically from the screen center significantly as discussed in [1] , severe crosstalk caused by another factor occurs. This factor is the vertical misalignment of light in CP LCD which result in crosstalk not only much more severe than that caused by the polarizing system but also whose distribution changes significantly with the viewing location in the vertical direction. For the crosstalk caused by vertical misalignment of light, it's inefficient to cancel it through image-processing-based method. Thus, regarding the proposed crosstalk reduction method in this paper, we only consider the case when the viewing location does not deviates from the screen center significantly (which is practical that the viewer can always adjusts the viewing location to be aligned vertically to the screen center). In this section, we reduce crosstalk from two perspectives: crosstalk concerning the display, and crosstalk considering the image content. A preliminary version of the proposed crosstalk reduction method from the display perspective can be found in [24] where crosstalk is canceled while maximizing the image contrast. However, Zeng and Nguyen [24] does not explain the reason why we rescale the image in luminance but not in grayscale level ( [22] rescales images in grayscale domain to reduce crosstalk), while this paper validate that the former better preserves color by using CIE color difference metric [7] . In addition, Zeng and Nguyen [24] only provide the objective results showing that preprocessing the image in YCbCr color space gives rise to increased dynamic range in the output image comparing to preprocessing in RGB color space. In this paper, however, we consider the residual crosstalk in chrominance (which is ignored in [22] and [24] ), and show there is significant crosstalk visibility increment after switching from RGB to YCbCR. Regarding crosstalk reduction considering image content, our preliminary work can be found in [1] , where crosstalk visibility can be predicted by combining color difference as well as image texture estimation. In this paper, we extend [1] by neglecting image texture in crosstalk reduction, and show that the output image contrast can be further increased while crosstalk visibility is hardly increased.
A. Crosstalk Reduction Concerning the Display
We denote the transmission matrix in Eq. (2) at pixel p as T p , and T p can be calculated from the modeling in Section II. An intuitive way to cancel out crosstalk is to change luminance of the input image into Source of input image is [31] .
so that the output becomes
02, L in = 1 and R in = 0, the new luminance input in the LE and RE images become L new,in = 1.028 and R new,in = −0.028 respectively which fall outside the valid range (0 to 1). To achieve attainable input luminance, one needs to increase the black-level luminance and decrease the whitelevel luminance in the input images. We define the increment of black-level luminance in the LE and RE images as b L and b R respectively. Similarly, we define the decrement of the white-level luminance in the LE and RE images as w L and w R respectively.
Then we consider the problem of rescaling the luminance of the input image from the range of
In [22] , the input images are rescaled by shifting and rescaling in grayscale:
for the LE image, and
where gamma is set as 2.2. However, rescaling in grayscale level induces significant color shift. We propose to linearly rescale the input image in luminance:
The comparison of the aforementioned rescaling methods are shown in Fig. 11 where we can observe better conservation of image contrast and color vibrancy obtained by the proposed rescaling. Fig. 12 shows the results of color difference between the original image "Dolls" and the corresponding rescaled images. We apply color difference metric E * 94 proposed by Commission on Illumination (CIE) defined in L * c * h * color space to obtain the results in Fig. 12 . The calculation shows E * 94 = 31.12 per pixel after rescaling in grayscale level Fig. 12(a) , and E 94 = 13.07 per pixel in Fig. 12(b) (proposed method) which validates that the proposed rescaling in luminance results in less color shift. Consequently, the range of the luminance output Rescaling the input image in luminance (proposed). The metric of color difference is CIE 94 [7] . The source of the input image is [31] .
the LE channel and 
where the objective function minimizes the loss of dynamic range, the first constraint is to obtain attainable input signal, and the second constraint ensures legitimate values of b L , w L , b R and w R . To compare the proposed minimization method with the traditional method that only increases the blacklevel luminance without minimization, 17 stereo image pairs from [31] are tested and the results can be found in [24] . The results demonstrate that the dynamic range of the output images improves significantly for most tested images.
B. Crosstalk Reduction Concerning Image Content
Apart from the quality of CP LCD, image content is another important factor for crosstalk reduction. Many works [7] , [11] , [32] have shown image contrast is an important factor on crosstalk visibility. A more direct way of estimating the impact of image contrast on crosstalk visibility is proposed by Kang et al. [7] , where color difference between the original image and image with crosstalk is used as the metric for crosstalk visibility. Another significant factor is image texture, which is able to mitigate or facilitate crosstalk visibility through texture masking [33] . In this section, we show that at high frequency, texture masking mitigates crosstalk visibility. 
1) Concerning Color Difference:
We apply color difference E * 94 for the initial estimation of crosstalk visibility as proposed in [7] . between the original image and the crosstalk image.
Eq. (18) calculates the color difference between the orig- estimation of RE crosstalk visibility. Fig. 13(a) , (b) show the simulated "Drumsticks" [31] which are resulted from viewing location B as specified in Fig. 6 . Fig. 13 (c) shows the initial binocular perceptual crosstalk obtained by averaging the initial LE crosstalk vsibility in Fig. 13(a) (calculated from Eq. (18)) and the initial RE crosstalk visibility in Fig. 13(b) (calculate from Eq. (19)). The proof of averaging crosstalk in the LE and RE views to acquire the binocular crosstalk can be found in [4] .
2) Concerning Image Texture: As can be observed in Fig. 13(c) , the initial crosstalk visibility estimation based on color difference shows positive prediction on the fabric with square patterns in Fig. 13(a), (b) where crosstalk is hardly visible. Therefore, we propose to include image texture as a concealing factor in crosstalk perception: crosstalk in the area where the LE and the RE images are both highly-textured is hardly noticeable. Fig. 14 shows another example where crosstalk is salient when one of the channels is textured (Figs. 14(a)-(b) ) whereas it is masked well when both channels have texture information (Fig. 14(c) ). Therefore, areas in the LE and the RE images where textures are co-located can be excluded in crosstalk visibility estimation.
Based on this observation, we investigate how texture affects crosstalk visibility regarding texture density, contrast and orientation. Fig. 15 shows textures composed of checkerboards with different contrast and density. In each row of Fig. 15 , the textures are of the same contrast while the density increases from left to right. In each column of Fig. 15 , the checkerboards are of the same density while the contrast increases from top to bottom. We can observe that with high texture density, Fig. 16 . Examples showing orientation does not influence on how texture impacts crosstalk visibility. The density and contrast of the texture images within the top row and the bottom row image are respectively the same. The crosstalk level for all subfigures is 10% according to Eq. (1) and (4) . Note that the intended image and the crosstalk image have the same orientation because for most stero image pairs, the co-located areas have the same image texture.
as shown in the first two columns of Fig. 15 , crosstalk is masked for all contrast. As density decrease in each row in Fig. 15 , the visibility of crosstalk increases significantly. For each column in Fig. 15 , the visibility of crosstalk also increases with contrast. However, fixing the density while changing contrast has smaller influence on crosstalk visibility than fixing contrast while change the density. As Section III-B1 has already considered the impact of contrast on crosstalk visibility through color difference, in this section, we mainly focus on the factor of texture density.
Regarding how the orientation of texture influences crosstalk visibility, we rotate the checkerboard image by different angles. Note that the orientations of the intended checkerboard and the crosstalk checkerboard are the same because and The results of changing texture orientation in crosstalk image are shown in Fig. 16 where the orientation of textured crosstalk is the same as the intended iAs the orientation of the texture changes within each row in Fig. 16 , there is no significant change of crosstalk visibility. Thus, in this paper, we do not take texture orientation into consideration for crosstalk visibility. Fig. 13 shows the procedure of estimating crosstalk visibility considering both color difference (image contrast) and texture. Fig. 13(a) and (b) show the input LE and RE crosstalk images which are simulated from the proposed display model. The first step is to consider image contrast, and result of the initial crosstalk-visibility based on color difference is shown in Fig. 13(c) . Then, Figs. 13(d) -(h) shows the procedure of detecting the co-located textured area in LE and RE images. Since texture contrast is spontaneously taken care of in the previous step through color difference, we only need to consider the density of texture. In Fig. 13(d) and (e), the edges in the input images are detected by Sobel filter. Then, to eliminate the sparsely-spaced edge, Fig. 13(d) and (e) are dilated and eroded, and this gives rise to the texture area of the LE and RE images as shown in Fig. 13(f) and (g) . The size of the structural element for the dilation is 1.0% of image height, and that for erosion is 1.5% of image height. Fig. 13(h) shows the co-located texture areas of the LE and RE input images as the white regions. After removing the textured areas ( Fig. 13(h) ) from the initial prediction ( Fig. 13(c) ), the final estimation for perceptual crosstalk is shown in Fig. 13(i) .
To evaluate the performance of the proposed crosstalk visibility estimation, subjective test is conducted among 10 participants. All the subjects observe the CP LCD wearing the polarized glasses with both eyes, and they scribble in regions where crosstalk is perceivable. The scribbled pixels are recorded as 255 in grayscale level. The viewing location is B as specified in Fig. 6 . 3 stereo pairs: "Drumsticks", "Dwarves" and "Reindeer" [31] containing prominent textured areas are tested. We show the averaged scribbles among the 10 subjects for each stereo pair. Fig. 13(j) shows the crosstalk scribble for "Drumsticks" compared with the result of the estimated crosstalk visibility as shown in Fig. 13(i) . The results for "Dwarves" and "Reindeer" are shown in Fig. 17 where the simulated output images as well as our estimation of crosstalk visibility are also presented. As observed in Fig. 13 and Fig. 17 , both subjective observations and our prediction suggest no perceptual crosstalk on the fabric with squares in "Drumsticks", the cloth with sunflowers in "Dwarves", and the textured fabric at the background of "Reindeer". Therefore, the accuracy of perceptual crosstalk prediction improves by excluding the textured areas.
To further minimize the loss of image contrast induced by crosstalk reduction, one can eliminate the textured areas in the stereo images when calculating b L , w L , b R and w L in Eq. (17) . The reason is that the pixels with unattainable lumiance are likely to exist in the textured areas for the grayscale levels between the LE and RE images can be very different at the co-located textured areas). We demonstrate in the subjective test in Section III-C that excluding the textured areas in crosstalk reduction effectively increases the image contrast and does not cause the visibility of crosstalk to increase.
C. Experiment on Crosstalk Reduction and the Results
For crosstalk reduction in color images, to reduce color shift, one can optimize b L and b R in the 3 color channels (red, green and blue) separately and select the maximum value to apply to all 3 colors. The alternative is to process the luma channel only, and keep the chroma channel unchanged as proposed in [21] and [22] . Although color is preserved by setting the chroma channel aside, residual crosstalk exists in the chrominance. In this section, we apply the proposed crosstalk reduction algorithm as shown in Eq. (17) in both the RGB and YCbCr color spaces to investigate the impact of the choice of color space. In addition, to validate the proposed method of excluding the textured area for crosstalk reduction, results of the global method considering the entire image are compared with those resulted from excluding the texture areas. Consequently, the proposed crosstalk reduction algorithm in Eq. (17) is implemented in 4 different ways: in RGB color space considering the entire image, in RGB excluding the textured areas, in YCbCr considering the entire image, and in YCbCr excluding the textured areas. The aforementioned methods are respectively denoted as methods 1-4 in Table I and Fig. 19 . Fig. 18 shows the simulated output images of "computer" from [31] . Without any preprocessing, we observe that crosstalk in Fig. 18(a) (LE image) appears as the faint marker in the red background, and as the ghosting of the keyboard in Fig. 18(b) (RE image). Figs. 18(c)-(i) show results of the proposed crosstalk reduction algorithm (Eq. (17)) implemented by method 1-method4 respectively.
We conduct subjective test on 11 stereo pairs (listed in Table I from [31] ) resulted from methods 1-4 in terms of visibility of the residual crosstalk as well as image quality. For the subjective test, 16 subjects, 4 are females and 12 are males with ages ranging from 20 to 50, observe the stereo images with both eyes using the polarized glasses. The subjective test is conducted under home environment according to ITU recommendation. Table I shows the mean opinion score (MOS) of subjective test. Regarding crosstalk visibility, we can observe from Table I that the results of methods 1-4 all suggest significant decreasing in crosstalk compared with the unprocessed stereo image. Additionally, most images suggest that RGB-based crosstalk reduction (methods 1, 2) has less residual crosstalk than YCbCr-based crosstalk reduction (methods 3, 4). Furthermore, 9 out of 11 images (except for "Aloe" and "Laundry") show that method 2, which is crosstalk reduction in RGB excluding the textured areas, leads to the least crosstalk visibility.
However, the MOS in Table I alone can not show if there is significant distinction among the 4 crosstalk-reduction methods. For this reason, we carry out t-test and as well as 2-way ANOVA test for the subjective test.
The t-test results of the subjective test regarding both crosstalk visibility and image contrast are shown in Table II . Since there are 16 subjects, 11 images and 4 crosstalk-reduction methods, the degree of freedom is (16 − 2) × (11 − 1) × (4 − 3) = 150. We set α = 0.05 when computing the p values. As shown in Table II , regarding crosstalk visibility, methods 1 and 2 are significantly different, methods 3 and 4 are insignificantly different, methods 1 and 3 are insignificantly different, and methods 2 and 4 are significantly different. Thus, for the performance of crosstalk reduction, only method 2 is considerably different from the other methods. For image contrast, there exists considerable difference between methods 1 and 2, as well as between methods 3 and 4. However, there is no significant difference between methods 1 and 3, and also between methods 2 and 4. In addition, to further validate significant variation among the performance of methods 1-4 in terms of crosstalk visibility and image contrast, and also to investigate if there is considerable interaction between the crosstalk-reduction methods and the images used for the subjective test, we carry out the 2-way ANOVA test. The replicate of this test is 16 from the observations of 16 subjects. As shown in Table III , concerning crosstalk visibility, p = 0.018 resulted from methods 1-4, p = 0.00 resulted from the images used, and p = 0.52 for interaction between methods 1-4 and the images. These values show that methods 1-4 as well as the images have significant impact on the result of crosstalk visibility, and there is no synergistic between methods 1-4 and the images for crosstalk reduction. Concerning image contrast in Table III , p = 0.00 resulted from methods 1-4, p = 0.98 concerning the images, and p = 0.55 for the interaction between methods 1-4 and the images. The results of ANOVA test indicate that, concerning image contrast, the cross-talk reduction methods have a considerable impact, while the images do not have significant impact. Furthermore, there is no interaction between crosstalk-reduction methods and the images regarding the results of image contrast. Therefore, the 2-way ANOVA test further verifies the significant variation caused by methods 1-4 on the subjective test independent of the images used for the subjective test. Fig. 19 shows the subjective test results of crosstalk visibility and images contrast of 11 images after being processed by crosstalk-reduction methods 1-4. Each data point in Fig. 19 are averaged values among the 16 subjects. Fig. 19(1) shows that for most images (except for "Books"), the results of crosstalk visibility change similarly among methods 1-4. Furthermore, method 2: crosstalk reduction in RGB excluding the textured areas gives rise to most significant reduction in crosstalk visibility. From Fig. 19 (2) , which is the results of images, due to the large variations, there is no significant evidence about which method is superior than the other, namely, the performances of methods 1-4 are similar in terms of images contrast.
Consequently, considering crosstalk visibility as well as image contrast, the subjective test shows that the combination of reducing crosstalk in RGB and excluding the co-located texture (method 2) areas gives rise to the best crossralkreduction results by significantly reducing crosstalk while preserving image contrast.
From the results above, we conclude that:
• The proposed crosstalk reduction algorithm as shown in Eq. (17) reduces crosstalk induced by the polarizing system of CP LCD efficiently.
• Crosstalk reduction implemented in the RGB color space outperforms that in the YCbCr color space in terms of perception of the residual crosstalk.
• Excluding the textured areas for crosstalk reduction not only further boosts the image contrast and color vibrancy but also lowers crosstalk perception.
IV. CONCLUSION
We develop an accurate model for CP LCD which captures the attributes of crosstalk caused by the polarizing system. The optical modeling of the polarizing system employs Mueller calculus (MC) [27] where a more reasonable and precise glasses orientation estimation is proposed. Furthermore, the rotation of light-propagation coordinate from the LCD frame to the glasses frame in MC which is missing in previous works is calculated. The simulation results suggest that limited crosstalk is induced by the polarizing system. In addition, the distribution of crosstalk on the screen changes insignificantly with the viewing location. The simulations of CP LCD from the proposed modeling method match human observations of the real display [30] . Regarding crosstalk reduction, we propose minimizing the contrast lost by solving a linear programming problem. We also demonstrate that rescaling the input image to a smaller dynamic range in luminance demain results in less color shift. In addition, we propose to exclude the textured areas in crosstalk reduction. The subjective result validates that crosstalk reduction in RGB color space where textures areas are not processed, yields the best crosstalk reduction that preserves image's contrast and color vibrancy.
