We consider edge-coloured multigraphs. A trail in such a multigraph is alternating if its successive edges di er in colour. Let G be a 2-edge-coloured complete graph and let M be a 2-edge-coloured 
The red subgraph (blue subgraph, resp.) of G contains the vertices of G and all red (blue, resp.) edges of G. A trail is a walk with distinct edges.
A walk with distinct vertices is a path. A closed trail whose origin and internal vertices are distinct is a cycle. A cycle, path or trail in G is called alternating if its successive edges di er in colour. A cycle subgraph F of G is a union of alternating cycles in G, all vertex disjoint. A cycle subgraph F of G is maximum if F has maximum number of vertices among all cycle subgraphs of G. An alternating path P is called an (x; y)-path if x and y are the end vertices of P. An alternating cycle in G is Hamiltonian if it contains all vertices of G. A multigraph G is Hamiltonian if it has a Hamiltonian alternating cycle.
The colour of an edge e in G will be denoted by G (e). Let X and Y be two sets of the vertices of G. Then XY denotes the set of all edges having one end vertex in X and the other in Y . In case all the edges in XY have the same colour, say i, we write G (XY ) = i. Note that we use the notation G (XY ) only if all the edges in XY have the same colour.
In order to keep notation on multigraphs as simple as possible, we shall sometimes denote an edge with end vertices x and y by xy, even if there are two such edges. In such cases, the complete identi cation will follow from the context. We shall use this convention not only for distinct edges but also for cycles, paths, etc.
The following notion of colour-connectivity was invented by Saad 18] (he used another name for this notion). A pair of vertices x; y of G is called colour-connected if there exist alternating (x; y)-paths P = xx 0 : : : y 0 y and P 0 = xu 0 : : :v 0 y such that (xx 0 ) 6 = (xu 0 ) and (y 0 y) 6 = (v 0 y). (Notice that P and P 0 are paths, not trails.) We de ne a vertex x to be colour-connected to itself. We say that G is colour-connected if every pair of vertices of G is colour-connected. Clearly, every alternating cycle is a colour-connected graph. This indicates that colour-connectivity may be useful for solving alternating cycle problems. We can use colour-connectivity more e ectively if we know that this is an equivalence relation on the vertices of G. This leads us to the following de nition: a multigraph G is convenient if colour-connectivity is an equivalence relation on the vertices of G. If G is convenient, an equivalence class of colour-connectivity is called a colour-connected component of G. The following result, which is the main result of this paper, generalizes a characterization of longest alternating cycles in 2-edge-coloured graphs 18] (see Corollary 3.6). We prove Theorem 3.5 in Section 4. 
We point out that the meaning of C j !C i is that, for any choice of vertices x 2 V (C j ) and y 2 V (C i ), there exist alternating (x; y)-paths P and P 0 such that the colours of the edges incident with x in P and P 0 are distinct, but for every such choice of paths P and P 0 , the colours of the edges in P and P 0 incident with y are equal.
Hence, if C j !C i , then the multigraph induced by the vertices of these two cycles is not colour-connected.
In the special case when G is a 2-edge-coloured complete graph, the following two lemmas can be deduced from the results in 2, 4]. Proof: It is easy to see that if either C 1 !C 2 or C 2 !C 1 , then G is not colour-connected. Hence, G is not Hamiltonian.
Assume that neither C 1 !C 2 nor C 2 !C 1 , but G is not Hamiltonian. 
2.
A cycle subgraph R of G is called irreducible if there is no other cycle subgraph Q in G so that V (R) = V (Q) and Q has fewer cycles than R. ).
Indeed, nd maximum matchings in the red and blue subgraphs of L. Obviously, L has a spanning cycle subgraph i both subgraphs have perfect matchings. The complexity bound follows from that of the algorithm for nding a maximum matching in a general graph described in 10].
2.
Now we are ready to give a proof of Theorem 3.5.
We will make use of the following simple lemma whose easy proof is left to the reader. We only point out that, under the conditions of Lemma 4.4, Otherwise G has a cycle C 00 with V (C 00 ) = V (P) V (C) ? w, where w is the neighbour of z on C for which (wz) = 3 ? i.
The following proof is shorter and simpler than the original proof of Corollary 3.6 in 18] since we show that there is always a 'suitable' alternating path from C p to the rest of cycles in F (see the proof below).
Proof of Theorem 3.5: Let F = C 1 ::: C p be a cycle subgraph of G and let F 0 = C 1 ::: C p?1 . If p = 1, we are done. So, assume that p 2.
We shall show by induction on p that G has a cycle C covering at least the same number of vertices as F. By Theorem 4.3, we may assume, using the (obvious) induction hypothesis, that, for all 1 i < j p,
Note that, in particular, this implies that there is no pair of cycles C 0 ; C 00 2 F so that there is a pair of nonadjacent vertices x 2 C 0 and y 2 C 00 .
Since G is colour-connected there is an alternating (x; y)-path R of minimum length such that x 2 V (C p ), fyg = V (R) \ V (F 0 ) and (xx 0 ) 6 = (xV (F 0 )), where x 0 is the successor of x in R. We prove that (V (R) ? fx; yg) \ V (F) = ;. Assume this is not so, that is R contains at least two vertices from C p . Consider a vertex z in (V (R) \ V (C p )) ? x. Let z 0 be the successor of z in R. Clearly, (zz 0 ) = (zV (F 0 )) since the (z; y)-part of R is shorter than R. On the other hand, by (1) x 0 is not in C p and by the minimality of R, (x 0 V (F 0 )) = (xx 0 ). Then, the alternating path Qv, where Q is the reverse of the (x 0 ; z)-part of R and v is a vertex in C p?1 , is shorter than R; a contradiction. . From any augmenting path P in G xy we can obtain the desired path in G, simply by contracting those edges of M which are on P.
The rest of this section is a proof of Theorem 3.3. Saad 18] proved that 2-edge-coloured complete graphs are convenient. Below we expand this result to extended 2-edge-coloured complete multigraphs. It is worth noting that our proof can be adopted to provide a considerably shorter proof of Saad's result above.
Let P = fH 1 ; :::; H p g be a set of subgraphs of a multigraph G. The intersection graph, (P), of P has the vertex set P and the edge set fH i H j : V (H i ) \ V (H j ) 6 = ;; 1 i < j pg. A pair, x; y, of vertices in a 2-edgecoloured multigraph H is called cyclic connected if H has a collection of alternating cycles P = fC 1 ; :::; C p g such that x and y belong to some cycles in P and (P) is a connected graph.
The following lemma can be easily proved using only the de nition of colour-connectivity. Lemma 5.2 provides a slightly simpler way of checking colour-connectivity. The following lemma shows that cyclic connectivity implies colour-connectivity, even for general multigraphs. Proof: If x and y belong to a common alternating cycle, then they are colour-connected. So, suppose that this is not the case.
Since x and y are cyclic connected, there is a collection P = fC 1 ; :::; C p g of alternating cycles in G so that x 2 V (C 1 ), y 2 V (C p ), and, for every i = 1; 2; :::; p ? 1 and every j = 1; 2; :::; p, ji ? jj > 1, V (C i ) \ V (C i+1 ) 6 = ;, V (C i ) \ V (C j ) = ;. (P corresponds to a shortest (C 1 ; C p )-path in (R), where R is the set of all alternating cycles in G.) We traverse P as follows:
We start at the red (blue, resp.) edge of C 1 incident with x (from x) and go along C 1 to the rst vertex u that belongs to both C 1 and C 2 . After meeting u, we go along C 2 such that the path that we are forming will stay alternating. We repeat the procedure above when we meet the rst vertex that belongs to both C 2 and C 3 and so on. Clearly, we shall eventually reach y. It follows that there is an (x; y)-path that starts from a red (blue, resp.) edge. By symmetry, we can construct an (x; y)-path that ends at a red (blue, resp.) edge. Hence x and y are colour-connected by Lemma 5.2.
We formulate the following trivial but useful observation as a lemma. This observation shows that the notion of cyclic connectivity, in general, has some better properties than colour-connectivity. However, we use colourconnectivity in our treatment of Problem 3.2, since we do not know how to check whether a 2-edge-coloured multigraph is cyclic connected in polynomial time.
Lemma 5.4 Cyclic connectivity is an equivalence relation on the vertices of a 2-edge-coloured multigraph.
In the rest of this section, H denotes an extended 2-edge-coloured complete multigraph.
Lemma 5.5 Let x and y be vertices in H and let i; j 2 f1; 2g. If every alternating (x; y)-path that starts at an edge of colour i and ends at an edge of colour j has at least 5 vertices, then x and y are cyclic connected.
Proof: Let P = x 1 x 2 :::x k be a shortest alternating (x; y)-path (x 1 = x; x k = y ) so that (x 1 x 2 ) = i, (x k?1 x k ) = j, k 5. W.l.o.g, we may assume that i = 1.
Case 1: i = j = 1. If x and y are adjacent, then (xy) = 2 and x; y belong to a common alternating cycle. Hence, we may assume that x and y are from the same partite set. If there is an edge e 1 between x 1 and x 4 in H, then (e 1 ) = 2 since P is shortest. Analogously, if there is an edge e 2 between x 3 and x k in H, then (e 2 ) = 2. Hence, if both e 1 and e 2 are in H, x 1 x 2 x 3 x 4 x 1 and x 3 x 4 :::x k x 3 are alternating cycles, i.e. x and y are cyclic connected. W.l.o.g, we may assume that e 1 is not in H. Since x and y are in the same partite set of H, e 2 2 A(H). Then, x 3 x 4 :::x k x 1 is an alternating cycle. Since x 1 and x 4 belong to the same partite set, we can replace x 4 in the last cycle by x 1 . Therefore, x; y belong to a common alternating cycle.
Case 2: i = 1; j = 2. If there is an edge e 1 between x 1 and x k?1 in H, then (e 1 ) = 2 since P is shortest. By the same reasoning, if there is an edge e 2 between x 2 and x k in H, then (e 2 ) = 1. Hence, if H contains both e 1 and e 2 , then x and y belong to two intersecting alternating cycles. Suppose that only one of e 1 and e 2 , say e 1 , is in H. Then x 2 and x k are in the same partite set of H. Therefore, x 1 x k x 3 x 4 :::x k?1 x 1 is an alternating cycle. If H contains none of the edges e 1 and e 2 , then x 1 and x k?1 (x 2 and x k , resp.) belong to the same partite set of H. This implies the existence of the following three alternating cycles: x 1 x 2 x 1 , x k?1 x k x k?1 and x 2 x k?1 x 2 . Hence, x and y are cyclic connected. Proof: Since x and y are colour-connected, there is a pair of alternating (x; y)-paths P and Q so that P (resp. Q) starts at an edge of colour i (3 ? i, resp.) and ends at an edge of colour j (3 ? j, resp.) We may assume that jV (P)j jV (Q)j and jV (P)j is minimum possible. If jV (P)j 5, we are done by Lemma 5.5. Suppose that jV (P)j 4 and i = j. If x and y are not in the same alternating cycle, then x and y are in the same partite set and jV (Q)j = 4. A simple analysis of the remaining case shows that x and y are cyclic connected. If jV (P)j 4 and i 6 = j, then 3 jV (P)j jV (Q)j.
Clearly, x and y are cyclic connected.
Lemmas 5.3,5.4 and 5.6 imply immediately Theorem 3.3.
