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We study the propagation of phase transformation fronts induced by the longitudinal impact of two shape memory
alloy bars modeled by a general form of a rate-type approach to non-monotone elasticity. We illustrate that such a rate-
type law should be seen like a kinetic law for phase transformation. This investigation continues in a comparative way
the analysis of the dynamic theory of elastic bar considered in Part I in relation with a viscosity criterion. We focus here
on mathematical, thermodynamical and experimental aspects related with the wave structure which accompanies both
the forward and reverse transformation. We analyze the propagation of disturbances in a pure phase near and far from
their sources, that is the instantaneous waves and the delayed waves as well as the traveling wave solutions and the
accompanying dissipation. In the numerical experiments one focuses on the inﬂuence of the impact velocity on the
way the phase boundary propagates and on the results which can indicate indirectly the existence of a phase transfor-
mation like the time of separation, the velocity–time proﬁle at the rear end of the target and the stress history at the
impact face.
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The ﬁrst part of this paper (Fa˘ciu and Molinari, 2005) has been concerned with the dynamic analysis of
impact-induced phase transitions in elastic phase transforming bars, with a special focus on the admissible
wave structure corresponding to a viscosity criterion, equivalent with the well-known chord criterion. Such
elasto-dynamical aspects of the nucleation phenomena are connected, for instance, with the papers by
James (1980), Slemrod (1983), Pego (1987). The exact solution obtained for dynamic interactions of elastic
shock waves and phase transformation fronts for a non-monotone piecewise linear stress–strain relation
has been used in Part I to investigate the longitudinal impact of bars as a controlled mean for inducing
the transformation.
In this paper, we study the same longitudinal impact problem for thin bars of phase transforming mate-
rials, like shape memory alloys, by using an augmented general rate-type theory. The outline of this paper is
as follows.
In Section 2, we introduce our constitutive assumptions. We consider a general form of a Maxwellian
rate-type constitutive equation whose equilibrium is described by an elastic non-monotone stress–strain
relation. This equation, which includes viscosity l, a rate sensitivity parameter k and a dynamic Young
modulus E, can describe the way the body may deviate from equilibrium, therefore the kinetics of transfor-
mation. We show that the proposed rate-type law possesses its own kinetics due to the dissipative viscous
mechanism incorporated without the need of a separate nucleation criterion and we identify the material
parameters which characterize the rate at which the material transforms. Thus, this constitutive equation
should be seen as a kinetic law for phase transitions in phase transforming bars.
Such kind of constitutive relation has been successfully used, for instance by Suliciu (1992), Fa˘ciu and
Suliciu (1994) and Fa˘ciu (1996), to describe instabilities which accompany phase transformation phenom-
ena during quasistatic strain- and stress-controlled experiments. By taking into account the dependence on
temperature of the equilibrium stress–strain relation, this isothermal rate-type model has been extended by
Fa˘ciu and Miha˘ilescu-Suliciu (2002) in order to include thermal eﬀects associated with phase transitions in
shape memory alloy bars and its predictions have been found in very good agreement with the experiments
done by Shaw and Kyriakides (1997).
Let us note that our rate-type approach contains as a special case the well known Kelvin–Voigt viscosity
model which is obtained by simply making the dynamic Young modulus to go to inﬁnite in our constitutive
relation. This regularized model has been used by Pego (1987), Vainchtein and Rosakis (1999) and
Vainchtein (2002) to describe phase transformation in solid bars.
In Section 3 we discuss the compatibility of our constitutive approach with the second law of thermo-
dynamics and we focus on the corresponding internal dissipation. We deduce some energetic identities
and inequalities. The free energy of the Kelvin–Voigt model and all its energetic properties are deduced
by simply making the dynamic Young modulus E!1. We show that both models approximate the equi-
librium curve in an Lk+1 sense when the viscosity l! 0. Moreover, by using the properties of the free en-
ergy function, we show that the moving strain discontinuities of the Maxwellian rate-type system, which
coincide with the characteristic directions of the hyperbolic semilinear system, are not dissipative.
In Section 4, by studying traveling wave solutions for the Maxwellians type system, we deduce a viscos-
ity criterion for the admissibility of weak solutions for the elastic system. This criterion is equivalent with
the chord criterion, that is, the same selection criterion as for Kelvin–Voigts materials (see Pego, 1987). It is
known that a phase transformation process is strongly dissipative. The question is in which way this dis-
sipation appears? The answer is given by investigating the total internal dissipation corresponding to a trav-
eling wave which describes a smooth phase transition in the rate-type theory. We get that this is just the
dissipation induced by an admissible sharp phase transition in the elastic theory. That means, the dissipa-
tion of a traveling wave does not depend on the kinetic parameters: viscosity l, rate sensitivity parameter k
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approximate a sharp interface.
In Section 5 we investigate, following Brun and Molinari (1982), by using the method of multiple scales,
the propagation of disturbances in a pure phase, near and far from their sources. We want to know which
set of waves are the most important and will really be observed and to determine the speeds at which the
disturbances travel and the way they promote dissipation. Our analysis leads to two kind of waves: instan-
taneous waves and delayed waves. We establish that near the source the waves propagate with the speeds
 ﬃﬃﬃﬃﬃﬃﬃﬃE=.p (instantaneous waves) being immediately exponentially damped. On the other hand, in the unstable
phases any inhomogeneity in the strain or stress ﬁelds lead to the nucleation and, consequently to the for-
mation of a stationary phase boundary. Far from the source, the main part of the disturbance moves with
the slower speeds  ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃE0=.p (delayed waves), where E0 is the elastic modulus of the equilibrium (elastic) curve
in a stable phase. The amplitude of the disturbances far from their source decreases like 1=
ﬃﬃﬃﬃ
at
p
, which is
typical for diﬀusion and spreads out like
ﬃﬃﬃﬃ
at
p
where a is a diﬀusion coeﬃcient proportional with l (see also
Whitham, 1959). Since the strain discontinuities for the Maxwellians rate-type system, propagating along
the characteristic lines, are not dissipative, the behavior of the delayed waves which propagate through a
diﬀusion process characterizes in fact the dissipative nature of the rate-type approach in a pure phase. Since
the occurrence of diﬀusion is not envisaged in phase transition phenomena in shape memory bars, the ben-
eﬁt of this investigation is that it suggests how to choose the new material parameters of the rate-type model
(E and l) in order to avoid diﬀusivity phenomena introduced by the rate-type terms. This analysis also illus-
trates the advantages in using the Maxwells type approach to describe the propagation of disturbances in
phase transforming materials with respect to the Kelvin–Voigts approach.
In Section 6 we investigate numerically the longitudinal impact of two phase transforming bars for mate-
rial parameters appropriate for a NiTi shape memory alloy. One aim of this study is to compare the exact
solution obtained using the elastic model with the numerical solution obtained by using the Maxwellians
rate-type model. A very good agreement is found. We focus on those numerical results which can be deter-
mined experimentally: the velocity at the free end of the target bar, the time of separation between the two
bars after impact and the stress history at the impact face. We also insist on the diﬀerences between the
predictions of the two models and we discuss the advantages provided by the rate-type approach. These
numerical results are qualitatively in agreement with the experimental measurements performed by Escobar
and Clifton (1995). A work aiming to correlate the model predictions with future experimental results is
necessary.2. A general rate-type approach to phase transitions
We consider in the following, the system of PDEqs governing the longitudinal motion of a thin bar,
which can support a phase transformation, described by a Maxwells rate-type constitutive equation.
ov
ot
 or
oX
¼ 0; oe
ot
 ov
oX
¼ 0; ð1Þ
or
ot
 E oe
ot
¼ E
l
r reqðeÞ
 k1ðr reqðeÞÞ; ð2Þwhere t > 0 is time, X is the spatial coordinate along the bar, v is the particle velocity, e is the strain, r is the
stress and . = const. > 0 is the mass density in a reference conﬁguration which corresponds to a deﬁned
phase of the material.
E = const. > 0 is the dynamic Young modulus, k = const. > 0 is a rate sensitivity parameter and
l = const. > 0 is a viscosity coeﬃcient. For k = 1, l is a Newtonian viscosity coeﬃcient, lE is a relaxation time
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stitutive equation, can be seen as a rate-type approach of the elastic model in a sense which will be presented
latter. From physical point of view it introduces a mechanism of energy dissipation of kinetic origin mod-
eled by a Maxwell-type viscosity.
In order to describe phase transition phenomena we suppose thatr ¼ reqðeÞ; ð3Þ
called the equilibrium curve, is a non-monotone stress–strain relation which for the present purposes is taken
piecewise linear, i.e. (see Fig. (3.1) in Part I)r ¼ reqðeÞ ¼
E3e r3; for em 6 e;
E2eþ r2; for ea < e < em;
E1e; for  ea 6 e 6 ea;
E2e r2; for  em < e < ea;
E3eþ r3; for e 6 em;
8>>><>>>>:
ð4Þwhere r2 = (E1 + E2)ea > 0, r3 = (E3 + E2)em  (E1 + E2)ea = E3em  rm and 0 < ea < em.
We denote byra ¼ E1ea > 0 and rm ¼ E2ðem  eaÞ þ E1ea;
the values of tensile stresses where the monotony of the equilibrium stress–strain relation changes.
This constitutive relation is viewed as corresponding to a material which can exist in an austenite phase
ðAÞðX 2A() eðX Þ 2 ½ea; eaÞ and in two variants of martensite ðMÞðX 2M () eðX Þ 6 em and
X 2Mþ () eðX Þ P emÞ. E1 = const. > 0 is called the elastic modulus of the austenite phase, while
E3 = const. > 0 is the elastic modulus of the martensite phase since the variants of martensite are crystal-
lographically equivalent. E2 = const. < 0 is called the softening modulus and it corresponds to the unsta-
ble phases of the material I [ Iþ  ðem;eaÞ [ ðea; emÞ.
The ﬁrst constitutive equation of type (2) with the right hand side equal to r has been proposed by
Maxwell in 1867 and this explains why materials described by such relations are often called Maxwellian
materials. Let us note that for k = 1 the constitutive equation (2) reduces to the Maxwells rate-type con-
stitutive equation used by Suliciu (1992), Fa˘ciu and Suliciu (1994), Fa˘ciu (1996) to describe the hysteretic
behavior in strain- or stress-controlled experiments as well as the nucleation and growth/decay of phases.
The case k5 1 has also been considered by Fa˘ciu (1991) when investigating phase transitions in rate-type
ﬂuids with relaxation of van der Waals type. Rate-type constitutive equations with over-stress power law of
type (2) have been considered in dynamic plasticity by Kukudjanov (1967) and Suliciu et al. (1972).
From mathematical point of view, the rate-type system (1) and (2) has the advantage that it is always
hyperbolic semilinear as long as the dynamic Youngs modulus E is strictly positive and ﬁnite. The charac-
teristic directions of this system are given bydX
dt
¼ 
ﬃﬃﬃ
E
.
s
and
dX
dt
¼ 0. ð5ÞThe initial-boundary value problems are now well-posed even in the spinodal regions I. It was shown for
the case k = 1 (Suliciu, 1992; Fa˘ciu, 1996) that the rate-type system incorporates some physical instabilities
due to the shape of the equilibrium curve and it is able to describe general issues pertaining to phase tran-
sition phenomena.
From mechanical point of view, unlike the elastic model, the constitutive equation (2) can describe the
way the body may deviate from equilibrium. Indeed, this model has the capability to describe instanta-
neous, relaxation and pseudo-creep processes.
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diﬀerential equationdrIðeÞ
de
¼ E; rIðe0Þ ¼ r0. ð6ÞWe also note that the equilibrium curve is attractive for any relaxation process (e(t) = e0 = const., r(t)),
t > 0, where_rðtÞ ¼ E
l
jr reqðe0Þjk1ðr reqðe0ÞÞ; rð0Þ ¼ r0. ð7ÞIndeed, one easily veriﬁes that any relaxation process starting at a state (e0,r0) ends on the equilibrium
curve after a ﬁnite time interval for k 2 (0,1) and an inﬁnite time interval for k 2 [1,1).
The equilibrium states (e,req(e)) of the constitutive equation (2) are called stable/unstable if
dreqðeÞ
de P 0
.
dreqðeÞ
de < 0. One mechanical reason to use this terminology is due to the fact that the equilibrium
curve req(e) is attractive/repulsive for any pseudo-creep process (e = e(t), r(t) = r0 = const.) starting at a
state (e0,r0), when
dreqðe0Þ
de > 0
.
dreqðe0Þ
de < 0. Therefore, any solution of the problem_eðtÞ ¼ 1
l
r0  reqðeÞ
 k1ðr0  reqðeÞÞ; eð0Þ ¼ e0. ð8Þends always on the stable parts of the equilibrium curve.
The rate-type constitutive relation (2) includes as a limiting case for E!1 the following generalized
Kelvin–Voigt viscoelastic model_eðtÞ ¼ 1
l
jr reqðeÞjk1ðr reqðeÞÞ; ð9Þor, equivalentlyr ¼ reqðeÞ þ lmj_ejm1 _e; ð10Þ
where m = 1/k.
For m = 1, this equation has been considered by James (1980), latter by Pego (1987) and recently by
Vainchtein and Rosakis (1999) in relation with phase transformations in solids.
Let us note that Kelvin–Voigts viscoelastic constitutive equation can describe only pseudo-creep pro-
cesses which are governed by the same Eq. (8), while any instantaneous process has an inﬁnite slope.
The ﬁeld equation system (1) and (9) is now parabolic and any Cauchy problem is also well-posed in the
sense of Hadamard. Indeed, if we look at the Kelvin–Voigt viscoelastic system (1) and (9) as a limiting case
of the system (1) and (2) for E!1, we observe by using relations (5) that the characteristic directions of
the system in the tX plane tends to inﬁnite, i.e. the hyperbolic system (1) and (2) transforms into the par-
abolic one (1) and (10).
It is well-known that, as an alternative approach to describing phenomenologically the kinetics of
growth of phases, one can directly regularize the elastic model and obtain an admissibility condition for
the propagating fronts. There are several alternative regularization schemes including diﬀerent variants
of visco-elasticity and gradient elasticity (see for instance Ngan and Truskinovsky (2002) and the literature
therein). Sometimes such models, like our rate-type constitutive equation (2) for example, are only consid-
ered as a mathematical regularization of the elastic model (3) and not like a physical model for the kinetics
of phase transformations and therefore viewed with suspicion. One reason is due to the fact that the viscous
properties of phase transforming materials, like shape memory alloys for instance, are not important.
Therefore the viscoelastic denomination of this law seems to be inappropriate in this context. In fact,
the role of the internal dissipation of kinetic origin modeled by a viscous approach is essential only in
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netic law for phase transformations and we illustrate in the following by simple examples the way the trans-
formation proceeds. In Section 5, we also explain analytically how the non-equilibrium evolution of the
particles of the bar towards stable phases appears without the need of a separate nucleation criterion.
Let us consider, for example, an initial state (e0 = e* + g,r0 = req(e*)), g > 0 as a perturbation of an
equilibrium state (e*,r* =  E2e* + r2) in the unstable phase Iþ of the material. If we investigate pseu-
do-creep processes (e = e(t),r(t) = r0), as solution of (8) when req(e) is given by (4), we can explore how
the strain evolves towards stable phases, that is the rate at which the material transforms from one phase
to another. We get the following relations:
• for k = 1Fig. 1
g,r* =
30 GP
for coeðtÞ ¼
e þ g exp E2l t
 
; t 2 ½0; tmÞ;
e þ ðem  eÞ 1þ E2E3
 
 E2E3 ðem  eÞ exp
E3
l ðt  tmÞ
 
; t 2 ½tm;1Þ;
8><>: ð11Þ
where tm ¼ lE2 ln
ðemeÞ
g ,
• for k5 1eðtÞ ¼
e þ g1k þ Ek2ð1kÞl t
h i 1
1k
; t 2 ½0; tmÞ;
e þ ðem  eÞ 1þ E2E3
 
 E2E3 ðem  eÞ
 1k
 Ek3ð1kÞl ðt  tmÞ
  1
1k
; t 2 ½tm; tfÞ;
8>><>>: ð12Þ
where tm ¼ lð1kÞEk
2
½ðem  eÞ1k  g1k. For k > 1, tf =1 while for k 2 (0,1) we have
tf ¼ tm þ lð1kÞ
E1k
2
E3
½ðem  eÞ1k.
It is obvious that the strain history of a particle, that is, its evolution from a low-phase to a high-phase is
controlled by the material parameters l and k, which appear in the rate-type model, and by the slopes E2
and E3 of the elastic curve. In the examples in Fig. 1 we have considered the perturbation of the equilibrium
state (ea,ra), which is the point where the equilibrium curve req(e) given by (4) changes the monotony. We
have illustrated the way the strain blows up, after entering in the unstable phase Iþ ¼ ð0.05; 0.065Þ, fol-
lowed by its localization in the phase Mþ ¼ ð0.065;1Þ for diﬀerent values of l and k. We observe ina b
. Kinetics of phase transformation according to Eqs. (11) and (12). Pseudo-creep processes starting at the state (e* = ea +
ra) for the numerical entries: g = 0.0001, (ea = 0.005,ra = 150 MPa), (em = 0.065,rm = 125 MPa), E = 31.5 GPa, E1 = E3 =
a, E2 = 416.6 MPa. (a) Inﬂuence of the viscosity coeﬃcient l[MPa s] for k = 1. (b) Inﬂuence of the rate sensitivity parameter k
nstant l = 0.03 MPak s.
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that is, the time necessary to reach a stable conﬁguration, decreases. On the other side, we observe in
Fig. 1b, that when k increases, there is a waiting time which increases before the instability starts to develop,
but once it starts the transformation proceeds faster.
These simple examples suggest that kinetic aspects of phase transformation, which are described by our
rate-type approach, should be connected with the time of growth, or time of nucleation of microscopic the-
ories of phase transitions.3. Energy
If one investigates the compatibility of the rate-type constitutive equation (2) with the second law of ther-
modynamics, . _w 6 r_e, where w is the Helmholtz free energy, one derives the following results (see Fa˘ciu
and Miha˘ilescu-Suliciu, 1987). The constitutive equation (2) admits a unique (modulo a constant) free en-
ergy function w depending on stress and strain if and only if the slope of the straight line connecting any
two points on the equilibrium curve is bounded from above by the instantaneous Young modulus E. There-
fore, the elastic moduli of the stable phases in Eq. (4), E1 and E3 have to be lower than E. In what follows
we suppose there are two positive constants E* and E* such thatE 6 reqðe1Þ  reqðe2Þe1  e2 6 E
 < E; for any e1; e2 2 ð1;1Þ; e1 6¼ e2. ð13ÞThe free energy function has to satisfy the equationow
oe
þ E ow
or
¼ r
.
; wð0; 0Þ ¼ 0; ð14Þand the dissipation inequalityDMxwðe; rÞ  El .
ow
or
ðe; rÞjr reqðeÞjk1ðr reqðeÞÞP 0. ð15ÞTherefore, the general form of the free energy function is.wðe; rÞ ¼ r2
2E
þ uðr EeÞ. ð16ÞLet us denote h(e)  req(e)  Ee. According to condition (13) function h = h(e) is invertible. Therefore, for
any pair (e,r) there is a unique ~e such thatr Ee ¼ hð~eÞ ¼ reqð~eÞ  E~e. ð17Þ
One shows ﬁnally that the free energy function of the constitutive equation (2) is explicitly determined by
the equilibrium curve r = req(e) and the Young modulus E through relation.wðe; rÞ ¼ r
2
2E
 r
2
eqð~eÞ
2E
þ
Z ~e
0
reqðsÞds; ð18Þwhere ~e ¼ h1ðr EeÞ, h1 being the inverse function of h. Moreover, one can show that the following two
relations hold.E
ow
or
ðe; rÞ ¼ r reqð~eÞ ¼ Eðe ~eÞ ¼ Eðe h1ðr EeÞÞ; ð19Þ
E
E þ E ðr reqðeÞÞ
2 6 .E ow
or
ðe;rÞðr reqðeÞÞ 6 EE  E ðr reqðeÞÞ
2. ð20Þ
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type modelE
lðE þ EÞ jr reqðeÞj
kþ1 6 DMxwðe; rÞ 6 ElðE  EÞ jr reqðeÞj
kþ1. ð21ÞLet us note that if we denote the free energy at equilibrium by weq(e) = w(e,req(e)) we ﬁnd the classical
thermostatic relation
dweqðeÞ
de ¼ 1. reqðeÞ. Therefore, the equilibrium free energy of the Maxwells type model is
just the free energy of the associated elastic model.
If we investigate now the properties of the free energy function w = w(e,r) when E!1, we recover the
free energy of the generalized Kelvin–Voigts model (10) which is just the free energy of the associated elas-
tic model. Indeed, from relations (16) and (18) we getlim
E!1
.wðe; rÞ ¼ .weqðeÞ ¼
Z e
0
reqðsÞds. ð22ÞFrom (15) and (21) we obtain the internal dissipation associated with the Kelvin–Voigts modelDKVðe; rÞ ¼ lim
E!1
DMxwðe; rÞ ¼ 1l ðr reqðeÞÞ
kþ1 ¼ lmj_ejmþ1. ð23ÞBy using (1), (2) and (14) we can establish the following energy identities for the smooth solutions of the
Maxwells type system (1) + (2)o
ot
.
v2
2
þ wðe;rÞ
 
¼ o
oX
ðrvÞ  E
l
.
ow
or
jr reqðeÞjk1ðr reqðeÞÞ; ð24Þand for the Kelvin–Voigts system (1) + (10)o
ot
.
v2
2
þ weqðeÞ
 
¼ o
oX
ðrvÞ  1
l
jr reqðeÞjkþ1; ð25Þrespectively.
Let us denote the total energy of a rate-type bar of length L of Maxwells type and Kelvin–Voigts type,
respectively byeMxwðtÞ ¼
Z L
0
.
v2
2
þ wðe; rÞ
 
ðX ; tÞdX ; and eKVðtÞ ¼
Z L
0
.
v2
2
þ weqðeÞ
 
ðX ; tÞdX . ð26ÞThen the smooth solutions of the Maxwells type system (1) + (2) satisfy the energy identitydeMxwðtÞ
dt
¼ E
l
Z L
0
.
ow
or
jr reqðeÞjk1ðr reqðeÞÞdX þ ðrvÞðL; tÞ  ðrvÞð0; tÞ; ð27Þwhile the smooth solutions of the Kelvin–Voigts system (1) + (10) satisfy the energy identitydeKVðtÞ
dt
¼  1
l
Z L
0
jr reqðeÞjkþ1 dX þ ðrvÞðL; tÞ  ðrvÞð0; tÞ. ð28ÞIf we consider now an isolated body problem, i.e. a boundary value problem for whichðrvÞðL; tÞ ¼ 0 and ðrvÞð0; tÞ ¼ 0; ð29Þ
then from (27) and (28) we derive the following inequalitiesdeMxwðtÞ
dt
6 0 and deKVðtÞ
dt
6 0. ð30Þ
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time. Moreover, by integrating (27) and (28) with respect to the time t and using also the inequalities (20)
one gets the following estimates for the solution of the Maxwells type system (1) + (2)Z t
0
Z L
0
jr reqðeÞjkþ1 6 lE  E

E
ðeMxwð0Þ  eMxwðtÞÞ 6 lE  E

E
eMxwð0Þ; ð31Þand for the solution of the Kelvin–Voigts system (1) + (10)Z t
0
Z L
0
jr reqðeÞjkþ1 6 lðeKVð0Þ  eKVðtÞÞ 6 leKVð0Þ. ð32ÞTherefore, for both rate-type models we have an approach of the equilibrium curve r = req(e) in L
k+1 sense
when l! 0.
Let us note that Kelvin–Voigts system can not describe sharp propagating strain discontinuities since it
is a parabolic one. On the other side, Maxwells rate-type system (1) and (2) is hyperbolic semilinear and the
characteristics (5) act as transporters of the discontinuities of v, e and r and of its partial derivatives. In
other words, the shock waves and acceleration waves lie between the characteristic directions of the system.
Moreover, the strain discontinuities of the Maxwells rate-type system, propagating with the speed
_S ¼  ﬃﬃﬃﬃﬃﬃﬃﬃE=.p , are not dissipative.
Indeed, let us remember that the dissipation inequality for a strain discontinuity is D ¼ _SðtÞð.½w
½eðrþ þ rÞ=2ÞP 0. According to (6), if the strain jumps in time at a state (e,r) from e to e+ then
the corresponding stress r+ is obtained as r+ = rI(e
+) = E(e+  e) + r. Therefore, across any propagat-
ing strain discontinuity we have [r] = E[e]. By using the expression (16) of the free energy function for Max-
wells type constitutive equation (2) we getD ¼ _S ðr
þÞ2  ðrÞ2
2E
þ uðrþ  EeþÞ  uðr  EeÞ  r
þ þ r
2
ðeþ  eÞ
 !
¼ 0. ð33Þ4. Traveling waves, chord criterion and dissipation
By considering an augmented theory for the non-monotone elastic model, as the Maxwellian rate-type
approach (2) is, one introduces in fact a dissipative viscous mechanism of kinetic origin inside the phase
transition front. That means, one introduces an internal structure in a transition layer of ﬁnite thickness
which replaces a sharp phase boundary. Moreover, in the limit in which this viscous added eﬀect vanishes
the elastic wave structure with sharp interfaces inherits the wave structure of the augmented theory.
Therefore, in the following we use a standard procedure to establish a criterion to identify admissible
phase boundaries within the elastic theory. The procedure asserts that such a phase boundary is preferred
if and only if the strains e and e+ on either side of the discontinuity can be smoothly connected by a trav-
eling wave constructed within the augmented theory.
Thus, we are looking for smooth steady wave solutions for the system (1) and (2) which have the form
ðe; r; vÞðX ; tÞ ¼ ð^e; r^; v^ÞðnÞ, where n ¼ X  _St, _S ¼ const. and satisfy the boundary conditionslim
n!1
ðe^; r^; v^ÞðnÞ ¼ ðe; r ¼ reqðeÞ; vÞ; ð34Þwhere e+, v+, e, v are given values (see also Suliciu, 1990).
From (1) it follows:q _Sv^0ðnÞ þ r^0ðnÞ ¼ 0; _Se^0ðnÞ þ v^0ðnÞ ¼ 0; ð35Þ
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e+ < ev^ðnÞ ¼ vþ  _Sðe^ðnÞ  eþÞ; r^ðnÞ ¼ rþ þ . _S2ð^eðnÞ  eþÞ. ð36Þ
According to (34) and (36)2 the constant steady wave speed _S is determined by the states to be connected,
through relation. _S
2 ¼ reqðe
þÞ  reqðeÞ
eþ  e < E. ð37ÞBy using the constitutive equation (2) we get that e ¼ e^ðnÞ must satisfy
_SðE  . _S2Þe^0ðnÞ ¼ E
l
jr^ðnÞ  reqðe^ðnÞÞjk1ðr^ðnÞ  reqðe^ðnÞÞÞ; lim
n!1
e^ðnÞ ¼ e. ð38ÞWe say that a phase boundary is admissible for the elastic system if there exists smooth traveling wave
solution e^ðnÞ, r^ðnÞ, v^ðnÞ which connects the limit values (e,r = req(e),v) and (e+,r+ = req(e+),v+)
where e+ and e are in distinct phases. This is called the viscosity admissibility criterion. In the following
we show that the generalized Maxwells rate-type approach (2) leads to the same admissibility condition
as that obtained by Pego (1987) using the Kelvin–Voigt constitutive equation (10) (case m = 1), which is
equivalent with the so called chord criterion (see also Slemrod, 1983).
Indeed, one easily veriﬁes that a smooth solution of the problem (38) exists if and only if. _S
2 ¼ r
þ  r
eþ  e P ð6Þ
reqðeÞ  rþ
e eþ if
_S > ð<Þ0; ð39Þfor every value e between e+ and e. That means, for ðeþ  eÞ _S > 0 (or ðeþ  eÞ _S < 0) the chord which
joins (e+,req(e
+)) to (e,req(e
)) lies below (above) the graph of the function req(e) for e between e
 and
e+ (see for instance Fig. 2).
Let us remind that any stationary strain discontinuity satisﬁes the entropy inequality irrespective of
the constitutive assumption. Moreover, since the rate-type constitutive equation (2) has the same equilib-
ria as the elastic equation all discontinuous elastic equilibria can be seen as trivial viscous limits. There-
fore, a stationary strain discontinuity _S ¼ 0 is admissible for the elastic system without any additional
condition.1E
3E
–E2
3E
σ
F
εf ε
Subsonic case E1P E3 > F. Admissible waves connecting states (e
+,req(e
+)) (empty circle) and (e,req(e
)) (ﬁlled circle) for
and _S > 0.
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ing wave is equal with the dissipation induced by an admissible elastic shock wave connecting the states
(e,req(e
)) and (e+,req(e
+)) for the associated elastic non-monotone equation r = req(e). That is,DtotMxw ¼
Z 1
1
E
l
.
ow
or
ðe^ðnÞ; r^ðnÞÞjr^ðnÞ  reqðe^ðnÞÞjk1ðr^ðnÞ  reqð^eðnÞÞÞdn
¼ _S
Z eþ
e
r^ðsÞds reqðe
þÞ þ reqðeÞ
2
ðeþ  eÞ
 !
¼ DElðeþ; eÞ. ð40ÞProof. Indeed, by using relations (15), (19) and (38) we haveDtotMxw ¼  _SðE  .S2Þ
Z 1
1
ow
or
ðe^ðnÞ; r^ðnÞÞ^e0ðnÞdn
¼  _SðE  .S2Þ
Z 1
1
e^ðnÞ  h1ðr^ðnÞ  Ee^ðnÞÞ	 
e^0ðnÞdn. ð41Þ
By using relation (36)2 we can writeDtotMxw ¼  _SðE  .S2Þ
Z eþ
e
e h1½rþ. _S2eþ þ ð. _S2  EÞe
 
de
¼ 
_SðE  .S2Þ
2
ððeþÞ2  ðeÞ2Þ  _S
Z hðeþÞ
hðeÞ
h1ðkÞdk ¼ DElðeþ; eÞ; ð42Þwhere we have used the identityZ hðeþÞ
hðeÞ
h1ðkÞdk ¼ eþhðeþÞ  ehðeÞ 
Z eþ
e
hðsÞds.Let also note that if we multiply relation (38) by reqðe^ðnÞÞ  r^ðnÞ and then integrate it with respect to n
we get after some simple calculations relationZ 1
1
jreqð^eðnÞÞ  r^ðnÞjkþ1 dn ¼ lE  .
_S
2
E
DElðeþ; eÞ; ð43Þwhich proves that a sharp phase boundary which will arise in the limit of vanishing viscosity l! 0 will
satisfy the entropy admissibility condition DEl(e
+, e)P 0.
The traveling wave solutions for the generalized Kelvin–Voigts material (10) are obtained from Eq. (38)
by making E!1. The total dissipation corresponding to this traveling wave can be obtained from (23)
and (43) by making E!1. We getDtotKV ¼
Z 1
1
DKVð^eðnÞ; r^ðnÞÞdn ¼ 1l
Z 1
1
jr^ðnÞ  reqðeðnÞÞjkþ1 dn ¼ DElðeþ; eÞ. ð44ÞTherefore, for the Kelvin–Voigts model the total dissipation of a steady wave solution is also the dissipa-
tion induced by the corresponding admissible shock wave in the frame of the elastic theory.
Let us note that the magnitude of the total internal dissipation corresponding to a smooth steady wave
solution for both rate-type models does not depend on the viscosity parameter l and on the rate sensitivity
parameter k. The viscosity parameter l, the rate sensitivity parameter k and the dynamic Young modulus E
will inﬂuence only the proﬁle of e ¼ e^ðnÞ, n 2 (1,1), i.e., the smooth transition layer which approximates
the sharp interface. This problem will be illustrated in the following (see Fig. 3).
a b
Fig. 3. Traveling wave solution propagating with speed _S ¼ 107.4 m/s connecting states (ea = 0.005,ra = 150 MPa) and
(e = 0.066,r = 155 MPa) for the numerical entries: E = 31.5 GPa, E1 = E3 = 30 GPa, E2 = 416.6 MPa, . ¼ 7100 kg=m3. (a)
Inﬂuence of the viscosity coeﬃcient l[MPa s] for k = 1. (b) Inﬂuence of the rate sensitivity parameter k for constant l ¼ 0.315 MPak s.
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In this case the speed _S of any admissible phase boundary is always lower than the speed of propagation of
the elastic shock waves of either of the homogeneous phases, i.e. . _S
2
< E1 and . _S
2
< E3.
Let us consider for instance the case _S > 0 and e+ < e. The possible steady wave solutions traveling to
the right depend on the positions of e+ and e, and are illustrated in Fig. 2. We analyze in the following only
the case of a wave connecting the equilibrium states (e+ = ea,r
+ = ra), corresponding to the maximal stress
inA-phase and (e,r = E3e
  r3) inMþ-phase. In order to satisfy relation (37) and the chord criterion,
the following conditions have to be fulﬁlled r > ra and e > em þ E2E3 ðem  eaÞ. The wave speed is given by
. _S
2 ¼ E3  ðE3 þ E2Þðem  eaÞ=ðe  eaÞ.
By integrating the diﬀerential equation (38) we get:
• if k = 1 the solution ise^ðnÞ ¼
e þ ðem  eÞ exp EðE3. _S
2Þ
l _SðE. _S2Þ ðn nmÞ
 
; n 2 ð1; nmÞ;
ea þ ðem  eaÞ exp EðE2þ. _S
2Þ
l _SðE. _S2Þ ðn nmÞ
 
; n 2 ðnm;1Þ;
8><>>: ð45Þ
• if k51 the solution ise^ðnÞ ¼
ea; n 2 ½nþ;1Þ;
ea þ ðem  eaÞ1k  1kl EðE2þ.
_S
2Þk
_SðE. _S2Þ ðn nmÞ
  1
1k
; n 2 ½nm; nþÞ;
e  ðe  emÞ1k  1kl EðE3.
_S
2Þk
_SðE. _S2Þ ðnm  nÞ
  1
1k
; n 2 ½n; nm;
e; n 2 ð1; nÞ.
8>>>><>>>>:
ð46ÞFor k > 1, n+ =1 and n = 1, while for k 2 (0,1) we havenþ ¼ nm þ
l
1 k
_SðE  . _S2Þ
EðE2 þ . _S2Þk
ðem  eaÞ1k;
n ¼ nm 
l
1 k
_SðE  . _S2Þ
EðE3  . _S2Þk
ðe  emÞ1k.
ð47Þ
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1 k
_SðE  . _S2Þ
E
ðem  eaÞ1k
ðE2 þ . _S2Þk
þ ðe
  emÞ1k
ðE3  . _S2Þk
" #
> 0 ð48Þmay be called the thickness of the steady wave.
It is obvious now that when the viscosity coeﬃcient l! 0 the proﬁle e ¼ e^ðnÞ of the traveling wave be-
comes steeper and the transition layer becomes narrow (Fig. 3a). The same eﬀect is obtained when the rate
sensitivity k increases (Fig. 3b). The existence of a ﬁnite thickness of a steady wave for k < 1 is only appar-
ently an advantage. In Fig. 3b) for k = 0.5 the thickness of the traveling wave is n+  n = 0.74 m, i.e. very
large. For kP 1 the thickness of the transition layer is a matter of convention. It is important to mention
here that usually the case k 2 (0,1) for the generalized Maxwellian rate-type constitutive equation (2), that
is the case m > 1 for the generalized Kelvin–Voigt constitutive equation (10) is not a physical one for visco-
plastic materials.5. Propagation of disturbances in a pure phase
In this section we investigate the propagation of the waves described by the Maxwellian constitutive
equation (2), for k = 1, when the material is in a pure phase. We show following Whitham (1959) and Brun
and Molinari (1982) that diﬀerent levels of approximation to the governing equations lead to completely
diﬀerent types of wave motion. In fact, we want to know which set of waves are the most important
and will really be observed and to determine the speeds at which the disturbances travel. In order to realize
this investigation, we use perturbation methods to obtain simple representations of the solution and a better
understanding of physical aspects.
The linear rate-type system of PDEqs governing the wave motion in a pure phase of the material is:.
ov
ot
 or
oX
¼ 0; oe
ot
 ov
oX
¼ 0; or
ot
 E oe
ot
¼ E
l
ðr E0eþ sÞ; ð49Þwhere E0 represents the elastic modulus of the phase and is equal with E1 > 0, or E2 < 0, or E3 > 0 and
s = const. is a known constant.
We consider an initial value problemðe; r; vÞðX ; 0Þ ¼ ðeðX Þ; rðX Þ; vðX ÞÞ; for X 2 R; ð50Þ
where e*, r* and v* are given functions whose class will be speciﬁed latter.
The method of multiple scales have since long proved eﬃcient in the solution of dynamical problems (see
for instance Jeﬀrey and Taniuti, 1964; Nayfeh, 1973). The adequate perturbation parameter is built on an
arbitrary time scale appearing in a natural way while reducing the equations to a non-dimensional form.
Let us denote by T > 0 a characteristic time and by X > 0 a characteristic speed. The characteristic time T
is an arbitrary quantity and will be called time scale while the quantity X T is called space scale. By perform-
ing the following change of independent variables~t ¼ t
T
and eX ¼ X
XT
; ð51Þthe system (49) becomeso~v
o~t
 o~r
oeX ¼ 0; o~eo~t  o~voeX ¼ 0; o~ro~t  eE o~eo~t ¼ eEgð~r eE0~eþ ~sÞ; ð52Þ
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X
; ~e ¼ e; ~r ¼ r
.X2
; eE ¼ E
.X2
; eE0 ¼ E0
.X2
; ~s ¼ s
.X2
ð53Þare dimensionless quantities andg ¼ ð.X2Þ T
l
ð54Þis a perturbation parameter which is related to the time scale.
5.1. Instantaneous waves—behavior of the waves near the source
We ﬁrst consider the case of a small time scale T, that is a small non-dimensional parameterg1 ¼ ð.X2Þ
T
l
 1. ð55ÞWe look for an approximate solution of the initial problem (49) and (50) of the form:~u ¼ ~uð~t; eX ; g1Þ ¼ u0ðt0; t1; . . . ;X 0Þ þ g1u1ðt0; t1; . . . ;X 0Þ þ . . . ; ð56Þ
whereX 0 ¼ eX ; t0 ¼ ~t; t1 ¼ g1~t; . . . tn ¼ ðg1Þn~t; n 2 N ð57Þ
are multiple variables and ~u stands for ~e, ~r or ~v.
In the following we use the hypothesis that we have next to a ‘‘fast time scale’’ t0 only the ‘‘slow time
scale’’ t1. Substituting (57) into (52) and taking into account that the partial derivatives with respect to ~t
and eX satisfy relationso~u
oeX ¼ ou0oX 0 þ g1 ou1oX 0 and o~uo~t ¼ ou0ot0 þ g1 ou0ot1 þ ou1ot0
 
; ð58Þwe get after identifying the powers of g1 the following two systems for the ﬁrst and second order
approximationsov0
ot0
 or0
oX 0
¼ 0; oe0
ot0
 ov0
oX 0
¼ 0; or0
ot0
 eE oe0
ot0
¼ 0; ð59Þ
ov1
ot0
 or1
oX 0
¼  ov0
ot1
;
oe1
ot0
 ov1
oX 0
¼  oe0
ot1
;
or1
ot0
 eE oe1
ot0
¼ or0
ot1
þ eE oe0
ot1
 eEðr0  eE0e0 þ ~sÞ; ð60Þ
First order approximation. The general solution of (59) is simplyv0ðt0; t1;X 0Þ ¼ f ðc0; t1Þ þ gð#0; t1Þ;
r0ðt0; t1;X 0Þ ¼ 
ﬃﬃﬃﬃeEp ðf ðc0; t1Þ  gð#0; t1ÞÞ;
e0ðt0; t1;X 0Þ ¼  1ﬃﬃﬃﬃeEp ðf ðc0; t1Þ  gð#0; t1ÞÞ þ bðX 0; t1Þ;
ð61Þwherec0 ¼ X 0 
ﬃﬃﬃﬃeEp t0 and #0 ¼ X 0 þ ﬃﬃﬃﬃeEp t0; ð62Þand functions f = f(c0, t1),g = g(#0, t1) and b = b(X0, t1) are supposed to be smooth functions on the slow
time variable t1.
C. Fa˘ciu, A. Molinari / International Journal of Solids and Structures 43 (2006) 523–550 537Second order approximation. The second order solution satisﬁes the following system written in charac-
teristic form by using the characteristic variables c0 and #0 and t0 asop1
oc0
ðc0; #0; t1Þ ¼
og
ot1
ð#0; t1Þ þ
eE  eE0
2
ðgð#0; t1Þ  f ðc0; t1ÞÞ 
eE0 ﬃﬃﬃﬃeEp
2
b
c0 þ #0
2
; t1
 
þ
ﬃﬃﬃﬃeEp
2
~s;
oq1
o#0
ðc0; #0; t1Þ ¼
of
ot1
ðc0; t1Þ 
eE  eE0
2
ðgð#0; t1Þ  f ðc0; t1ÞÞ þ
eE0 ﬃﬃﬃﬃeEp
2
b
c0 þ #0
2
; t1
 

ﬃﬃﬃﬃeEp
2
~s;
or1
ot0
ðt0; t1;X 0Þ ¼ eE obot1 ðX 0; t1Þ þ eE0bðX 0; t1Þ  ~s
 

ﬃﬃﬃﬃeEp ðeE  eE0Þðgð#0; t1Þ  f ðc0; t1ÞÞ;
ð63Þwherep1 ¼ r1 þ
ﬃﬃﬃﬃeEp v1; q1 ¼ r1  ﬃﬃﬃﬃeEp v1; r1 ¼ r1  eEe1. ð64ÞThe terms on the right-hand side of (63) which do not depend on the corresponding integration variables
must be eliminated since they would lead to unbounded terms in p1, q1 and r1, respectively, that is to secular
terms in the asymptotic development (56). Therefore the following conditions have to be satisﬁedog
ot1
ð#0; t1Þ þ
eE  eE0
2
gð#0; t1Þ þ
ﬃﬃﬃﬃeEp
2
~s ¼ 0;
of
ot1
ðc0; t1Þ þ
eE  eE0
2
f ðc0; t1Þ 
ﬃﬃﬃﬃeEp
2
~s ¼ 0;
ob
ot1
ðX 0; t1Þ þ eE0bðX 0; t1Þ  ~s ¼ 0.
ð65ÞThe general solutions of the above equations aregð#0; t1Þ ¼ Gð#0Þ exp 
eE  eE0
2
t1
 !

ﬃﬃﬃﬃeEpeE  eE0 ~s;
f ðc0; t1Þ ¼ F ðc0Þ exp 
eE  eE0
2
t1
 !
þ
ﬃﬃﬃﬃeEpeE  eE0 ~s;
bðX 0; t1Þ ¼ BðX 0Þ expðeE0t1Þ þ 1eE0 ~s;
ð66Þrespectively, where functions G, F and B have to be determined from the initial conditions (50).
By returning to the physical variables and by using the initial data (50) we can write the solution near the
source of a perturbation asvðt;X Þ ’ v
ðcÞ þ vð#Þ
2
þ r
ðcÞ  rð#Þ
2
ﬃﬃﬃﬃﬃﬃ
.E
p
 
exp E  E0
2l
t
 
;
rðt;X Þ ’ r
ðcÞ þ rð#Þ
2
 v
ðcÞ  vð#Þﬃﬃﬃﬃﬃﬃ
.E
p þ 2E
E  E0 s
 
exp E  E0
2l
t
 
 2E
E  E0 s;
eðt;X Þ ’ 1
E
rðt;X Þ þ eðX Þ  1
E
rðX Þ  1
E0
s
 
exp E0
l
t
 
þ 1
E0
s;
ð67Þwhere c ¼ X 
ﬃﬃ
E
.
q
t, and # ¼ X þ
ﬃﬃ
E
.
q
t.
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X  ﬃﬃﬃﬃﬃﬃﬃﬃﬃE=.tp ¼ XT ðX 0  ﬃﬃﬃﬃeEp t0Þ, X þ ﬃﬃﬃﬃﬃﬃﬃﬃﬃE=.tp ¼ XT ðX 0 þ ﬃﬃﬃﬃeEp t0Þ, and t ¼ l.X2 t1 and since the time scale T has
been supposed small it follows that relations (67) are a good approximation of the solution of the initial
problem (50) for the system (49) in the neighborhood of the fronts propagating with the velocities 
ﬃﬃ
E
.
q
.
Moreover, since the slow variable t1 is small it follows that this representation is valid for a small time inter-
val t 6 tI. These solutions are called instantaneous waves and describe the behavior of the waves near the
source of a perturbation.
Consequently, from (67)1,2 it follows that the instantaneous waves are exponentially damped near the
wave-fronts moving with the speeds 
ﬃﬃ
E
.
q
and become negligible when t  2lEE0. Another important conse-
quence is revealed by relation (67)3 which explains how an inhomogeneity of the initial strain or stress ﬁeld
(such that rðX Þ 6¼ EeðX Þ  EE0 sÞ is exponentially damped and becomes negligible when the material lies in
one of the stable phasesA orM, that is for E0 > 0, or it is exponentially blown up when the material enters
in the unstable phases I, that is for E0 < 0.
One of the beneﬁts of our analysis is that it shows that the rate-type model can be seen as a kinetic law
since it possesses its own kinetics due to the dissipative viscous mechanism incorporated, without the need
of a separate nucleation criterion. Indeed, formula (67)3 clariﬁes how the nucleation appears when particles
of the bars enter in the unstable intervals and how the phases can growth leading to the emergence of sta-
tionary phase boundaries. Let us note that the rate at which the materials transforms is characterized by the
growth factor E2/l in the unstable phase of the material I
+  (ea, em) and by the damping factor  E3/l in the
stable phase of the materialMþ  ½em;1ÞÞ, for example. These stability/instability parameters are the same
as in relations (11) illustrated in Fig. 1a.
Let us also note the agreement between solution (67) and relations describing the variation of a jump of
strain along the strong discontinuities of the Maxwellian hyperbolic semilinear system. Indeed, the jump of
strain [e] along a discontinuity propagating with speeds _S ¼  ﬃﬃﬃﬃﬃﬃﬃﬃE=.p is always exponentially damped accord-
ing to relation ½eðtÞ ¼ ½eð0Þ expð EE0
2l tÞ, while along a stationary discontinuity _S ¼ 0 it is exponentially
damped or ampliﬁed, depending on the sign of E0, according to relation ½eðtÞ ¼ ½eð0Þ expð E0l tÞ, where
E0 is equal with the slope of the equilibrium curve, i.e., E1 > 0, E2 < 0, or E3 > 0 (see Fa˘ciu, 1996).
It is clear that when the material is in the stable phasesA, orM (i.e. when E0 > 0) after a time interval
the main part of a disturbance is away from the instantaneous wave fronts. To locate it, we investigate the
behavior of the solution of the initial-boundary value problem (49), (50) for large t.
5.2. Delayed waves—behavior of the waves far from the source
We consider the case of a large time scale T, that is a small non-dimensional parameterg2 ¼ ð.X2Þ1
l
T
 1. ð68ÞBy using the change of independent variables (51) the system (49) becomeso~v
o~t
 o~r
oeX ¼ 0; o~eo~t  o~voeX ¼ 0; g2 o~ro~t  eE o~eo~t
 
¼ eEð~r eE0~eþ ~sÞ; ð69ÞOur goal is to investigate the long time behavior of the solution of the problem (49) + (50). In order to
take into account the behavior of the solution for earlier times, too, that is the inﬂuence of the initial data,
we use the following multiple variablesX 0 ¼ eX ; t0 ¼ ~tg2 ; t1 ¼ ~t; t2 ¼ ~tg2; . . . tn ¼ ~tðg2Þn1; n 2 N; n > 3. ð70Þ
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where ~u stands for ~e, ~r and ~v.
In the following we only consider the case of three time scales t0, t1 and t2. The ﬁrst one is a fast time
scale and gives account on a boundary layer solution necessary to adjust the initial data, the second one
is an intermediate time variable, while the third one is a slow variable which describes the long time behav-
ior of the solution. After substituting (71) into (69) and taking into account that the partial derivatives of ~u
with respect to ~t and eX satisfy relationso~u
oeX ¼ ou0oX 0 þ g2 ou1oX 0 and o~uo~t ¼ 1g2 ou0ot0 þ ou0ot1 þ ou1ot0
 
þ g2
ou0
ot2
þ ou1
ot1
 
; ð72Þwe get after identifying the powers of g2 the following systems for the approximations of order Oð1=g2Þ,
Oð1Þ and Oðg2Þ, respectivelyov0
ot0
¼ 0; oe0
ot0
¼ 0; or0
ot0
 eE oe0
ot0
¼ eEðr0  eE0e0 þ ~sÞ; ð73Þ
ov1
ot0
¼ or0
oX 0
 ov0
ot1
;
oe1
ot0
¼ ov0
oX 0
 oe0
ot1
;
or1
ot0
 eE oe1
ot0
þ eEðr1  eE0e1Þ ¼  or0ot1 þ eE oe0ot1 ; ð74Þ
ov1
ot1
 or1
oX 0
¼  ov0
ot2
;
oe1
ot1
 ov1
oX 0
¼  oe0
ot2
;
or1
ot1
 eE oe1
ot1
¼ or0
ot2
 eE oe0
ot2
. ð75ÞThe general solution of the system (73) isv0 ¼ v0ðt1; t2;X 0Þ;
e0 ¼ e0ðt1; t2;X 0Þ;
r0 ¼ r0ðt0; t1; t2;X 0Þ ¼ C0ðt1; t2;X 0Þ expðeEt0Þ þ eE0e0ðt1; t2;X 0Þ  ~s; ð76Þwhere C0 = C0(t1, t2,X0) is an arbitrary smooth function. It describes a boundary layer solution.
The system (74) becomesov1
ot0
¼  ov0
ot1
þ eE0 oe0oX 0 þ oC0oX 0 expðeEt0Þ;
oe1
ot0
¼ ov0
oX 0
 oe0
ot1
;
oðr1 expðeEt0ÞÞ
ot0
¼ expðeEt0Þ eE ov0oX 0  eE0 oe0ot1 þ eEeE0e1
 
 oC0
ot1
.
ð77ÞThe terms independent on t0 on the right hand side of the system (77) must be eliminated since they
would lead to unbounded terms in v1, e1 and r1. Thus, the following conditions have to be fulﬁlledov0
ot1
 eE0 oe0oX 0 ¼ 0; ov0oX 0  oe0ot1 ¼ 0; oC0ot1 ¼ 0. ð78Þ
If E0 > 0 then the system (78)1+2 is hyperbolic and its general solution leads tov0 ¼ v0ðt1; t2;X 0Þ ¼ f ðc0; t2Þ þ gð#0; t2Þ;
e0 ¼ e0ðt1; t2;X 0Þ ¼  1ﬃﬃﬃﬃﬃﬃeE0p ðf ðc0; t2Þ  gð#0; t2ÞÞ;
r0 ¼ r0ðt0; t1; t2;X 0Þ ¼ C0ðt2;X 0Þ expðeEt0Þ þ eE0e0ðt1; t2;X 0Þ  ~s;
ð79Þ
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ﬃﬃﬃﬃﬃeE0q t1 and #0 ¼ X 0 þ ﬃﬃﬃﬃﬃﬃeE0q t1; ð80Þand functions f = f(c0, t2) and g = g(#0, t2) are arbitrary smooth functions on the slow time variable t2. Let
us note that relations (79) describe the propagation of a disturbance with the speed
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
E0=.
p
which are lower
than the speed of the instantaneous wave
ﬃﬃﬃﬃﬃﬃﬃﬃ
E=.
p
where from their denomination of delayed waves.
If E0 < 0 then the system (78)1+2 is elliptic and any initial value problem is ill-posed for it. Therefore in
the unstable phases there will be no delayed wave solutions.
By replacing now relations (79) in the system (77) and integrating it, we get the following form of the
second approximationv1 ¼ v1ðt0; t1; t2;X 0Þ ¼  1eE0 oC0oX 0 ðt2;X 0Þ expðeEt0Þ þ w1ðt1; t2;X 0Þ;
e1 ¼ e1ðt1; t2;X 0Þ;
r1 ¼ r1ðt0; t1; t2;X 0; Þ ¼ C1ðt1; t2;X 0Þ expðeEt0Þ þ eE0e1ðt1; t2;X 0Þ þ eE  eE0eE ofoc0 þ ogo#0
 
.
ð81Þwhere w1 = w1(t1, t2,X0) and C1 = C1(t1, t2,X0) are two arbitrary functions on their variables.
By using expressions (79) and (81) in the system (75) of the order Oðg2Þ we get the following system for
the unknowns w1 = w1(t1, t2,X0), C1 = C1(t1, t2,X0) and e1 = e1(t1, t2,X0), which can be written in the char-
acteristic formop1
oc0
¼ 2 og
ot2
ð#0; t2Þ þ
eE  eE0eE o
2g
o#20
ð#0; t2Þ þ
eE  eE0eE o
2f
oc20
þ expðeEt0Þ oC1oX 0  1ﬃﬃﬃﬃﬃﬃeE0p o
2C0
oX 20
 !
; ð82Þ
oq1
o#0
¼ 2 of
ot2
ðc0; t2Þ þ
eE  eE0eE o
2f
oc20
ðc0; t2Þ þ
eE  eE0eE o
2g
o#20
þ expðeEt0Þ oC1oX 0 þ 1ﬃﬃﬃﬃﬃeE0p o
2C0
oX 20
 !
; ð83Þ
or1
ot1
¼  expðeEt0Þ oC0ot2 ðt2;X 0Þ  eE  eE0ﬃﬃﬃﬃﬃﬃeE0p ofot2  ogot2
 
þ
ﬃﬃﬃﬃﬃﬃeE0p ðeE  eE0ÞeE o
2f
oc0
 o
2g
o#0
 
; ð84Þwherep1 ¼ p1ðc0; #0; t2Þ ¼ 2
ﬃﬃﬃﬃﬃﬃeE0q w1 þ ﬃﬃﬃﬃﬃﬃeE0q e1 ; q1 ¼ q1ðc0; #0; t2Þ ¼ 2 ﬃﬃﬃﬃﬃeE0q w1  ﬃﬃﬃﬃﬃeE0q e1 ;
r1 ¼ r1ðt0; t1; t2;X 0Þ ¼ expðeEt0ÞC1ðt1; t2;X 0Þ  ðeE  eE0Þe1ðt1; t2;X 0Þ.
In order to avoid again secular terms in the asymptotic expansion (71) the terms independent on c0 in
(82), independent on #0 in (83) and independent on t1 in (84) must be eliminated since they would lead
to unbounded terms in p1, q1 and r1, respectively, that is in v1, e1 and r1. Thus, the following conditions
have to be veriﬁedog
ot2
ð#0; t2Þ ¼
eE  eE0
2eE o
2g
o#20
ð#0; t2Þ; ofot2 ðc0; t2Þ ¼
eE  eE0
2eE o
2f
oc20
ðc0; t2Þ;
oC0
ot2
ðt2;X 0Þ ¼ 0. ð85ÞThe general solutions of the diﬀusion type Eqs. (85)1,2 are, respectively,gð#0; t2Þ ¼ 1
2
ﬃﬃﬃﬃﬃﬃﬃﬃ
p~at2
p
Z 1
1
gðs; 0Þ exp ðs #0Þ
2
4~at2
 !
ds;
f ðc0; t2Þ ¼
1
2
ﬃﬃﬃﬃﬃﬃﬃﬃ
p~at2
p
Z 1
1
f ðs; 0Þ exp ðs c0Þ
2
4~at2
 !
ds; ð86Þ
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eE  eE0
2eE ð87Þis a diﬀusion coeﬃcient and functions f(s, 0) and g(s, 0) have to be determined from the initial conditions
(50).
By returning to the physical variables we get the following representation of the solutionvðt;X Þ ¼ 1
2
ﬃﬃﬃﬃﬃﬃﬃ
pat
p
Z 1
1
GðsÞ exp ðs X 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
E0=.
p
tÞ2
4at
 !
þ F ðsÞ exp ðs X þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
E0=.
p
tÞ2
4at
 ! !
ds;
eðt;X Þ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
.=E0
p
2
ﬃﬃﬃﬃﬃﬃﬃ
pat
p
Z 1
1
GðsÞ exp ðs X 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
E0=.
p
tÞ2
4at
 !
 F ðsÞ exp ðs X þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
E0=.
p
tÞ2
4at
 ! !
ds;
rðt;X Þ ¼ CðX Þ exp E
l
t
 
þ E0eðt;X Þ  s;
ð88Þ
wherea ¼ E  E0
2E
l
.
; ð89Þand functions F = F(X), G = G(X) and C = C(X) are determined from the initial conditions (50) through
relationsGðX Þ ¼ 1
2
vðX Þ þ
ﬃﬃﬃﬃﬃ
E0
.
s
eðX Þ
 !
; F ðX Þ ¼ 1
2
vðX Þ 
ﬃﬃﬃﬃﬃ
E0
.
s
eðX Þ
 !
;
CðX Þ ¼ rðX Þ  E0eðX Þ þ s.
ð90ÞLet us note that the ﬁrst term in (88)3 describes a boundary layer solution which becomes negligible when
t  lE. Hence the thickness of the boundary layer is OðlEÞ.
On the other hand, the above relations show that the disturbances propagate far from their source at the
speeds  ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃE0=.p , spreads out like ﬃﬃﬃﬃatp , while their amplitude decreases like 1= ﬃﬃﬃﬃatp which is typical for a dif-
fusion process. The overall nature of the propagation of disturbances for the rate-type model (2) is shown
schematically in an xt diagram in Fig. 4. As usual, the rate-type terms in the constitutive relation (49) are
responsible about the diﬀusion of these waves. This analysis shows that the eﬀect of the dissipative nature of
the problem is to transform the instantaneous waves propagating with speeds
ﬃﬃﬃﬃﬃﬃﬃﬃ
E=.
p
into pseudo-waves
(called here delayed waves) propagating with slower speeds
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
E0=.
p
.
Let us analyze some consequences of the relations between the material parameters intervening in the
model. The larger is the departure between the dynamic Young modulus E and the elastic modulus E0
the larger is the diﬀusivity coeﬃcient a and the larger is the damping factor (EE0)/2l of the instantaneous
waves (67). The maximal value of the diﬀusivity coeﬃcient a 6 l/2. is attained for the Kelvin–Voigts model,
that is when E!1. In this case there are no more instantaneous waves.
On the other side, the diﬀusion coeﬃcient a is direct proportional with l, but the damping factor of the
instantaneous waves is inverse proportional with l. That means a low l transforms rapidly an instanta-
neous waves in delayed waves with a low diﬀusivity while for a large l the diﬀusivity process is enhanced
while the attenuation of the instantaneous waves is delayed.
The behavior of propagating fronts in a pure phase induced by the impact of two bars is illustrated
in Fig. 5b. One can see that if l is low the attenuation of the instantaneous waves appears earlier and
O( at )O( at )
ρ
Eρ
E Exponential decay Exponenti
al decayE
xp
on
en
tia
l d
ec
ay
 / 
gr
ow
th
Ma
in w
av
e
Boundary layerBoundary layer
DiffusionDiffusion
M
ain w
ave
t
XO
X=     t
X=      t
ρ
Eo ρ
Eo
X=       t
X=     t
Fig. 4. Representation of the propagating fronts in a single phase for the rate-type material.
542 C. Fa˘ciu, A. Molinari / International Journal of Solids and Structures 43 (2006) 523–550the diﬀusion of the delayed waves appears latter (Fig. 5c) and vice versa (Fig. 5a). Indeed, in Fig. 5a the
compressive loading wave arrives at the free end of the target bar as an instantaneous wave at time
t ¼ lC, while in Fig. 5c it arrives as a delayed wave at time t ¼ lC1. The situation in between, when the instan-
taneous wave transforms in a delayed wave is illustrated by Fig. 5b.
A main beneﬁt of the above analysis is that it explicitly clariﬁes the role of the material parameters in
preventing unwanted diﬀusivity aspects which can be induced by the rate-type approach. Indeed, since
the occurrence of diﬀusion is not envisaged in phase transition phenomena in shape memory bars, accord-
ing to relation (89) a closer value of the dynamic Young modulus E to the elastic moduli of the stable
phases E1 and E3 coupled with a low value of the viscosity coeﬃcient l will avoid the appearance of dif-
fusive solution in the stable phases of the material. It is useful to note here the advantage of using the Max-
wellian rate-type approach instead of the Kelvin–Voigts approach. While for the Kelvin–Voigts model the
diﬀusivity can be completely removed only for a null viscosity l which from kinetic point of view is notFig. 5. Velocity distribution in a ‘‘viscoelastic’’ impact of two bars. Inﬂuence of the diﬀusion coeﬃcient a = (E  E1)l/2.E and of the
damping factor (E  E1)/2l on the propagating fronts for the numerical entries: E = 41.5 GPa, E1 = 30 GPa, . = 7100 kg/m3; (a)
a = 0.8 m2/s (l = 4.1 · 102 MPa s) (b) a = 0.08 m2/s (l = 4.1 · 103 MPa s) (c) a = 0.008 m2/s (l = 4.1 · 104 MPa s) where
C ¼ ﬃﬃﬃﬃﬃﬃﬃﬃE=.p and C1 ¼ ﬃﬃﬃﬃﬃﬃﬃﬃE=.p .
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wells type model the diﬀusivity can be zero without zero viscosity when E = E0. In this case instantaneous
and delayed waves coincide.6. Longitudinal impact of two bars—numerical approach
In the following we investigate the longitudinal impact of two phase transforming bars described by the
Maxwellian rate-type model (2) when k = 1. For the material parameters appearing in the equilibrium
curve (4) we use the following values, appropriate for a NiTi shape memory alloy:E ¼ 95 GPa; E1 ¼ E3 ¼ 90 GPa; E2 ¼ 3.33 GPa; . ¼ 6500 kg=m3;
ea ¼ 0.005; ra ¼ 450 MPa; em ¼ 0.065; rm ¼ 250 MPa.For the Newtonian viscosity coeﬃcient l, we consider values ranging from 9.5 · 103 MPa s to
9.5 · 104 MPa s which correspond to a Maxwellian viscosity coeﬃcient k = E/l ranging from 107/s to
108/s.
We consider at the initial moment a bar called ‘‘target’’ impacted at the left end by another bar called
‘‘ﬂyer’’ which is moving with a known velocity V0. After impact the two bars remain in contact and move
together until a time tS called time of separation. The time tS has to be determined when constructing the
solution, as the ﬁrst time when r(0, t) or r(0+, t) becomes positive, i.e. when the ﬁrst tensile wave arrives at
the contact point X = 0. Left end of the ﬂyer and right end of the target are characterized by free stress end
conditions. After separation we have also to consider at X = 0 free stress end conditions. Such kind of
experiments have been frequently used in dynamic plasticity (see, Bell, 1968 and Cristescu and Suliciu,
1982, Chapter IV).
We denote by L the length of the ﬂyer and by l the length of the target and we suppose L > l in order to
delay the interaction between the waves reﬂected at the left end of the ﬂyer with the phase boundaries in-
duced near the impact face. We simulate longitudinal bar impact experiments for a variety of impact con-
ditions for the case L = 30 mm and l = 10 mm.
In order to determine numerically the evolution in time of the stress, strain and particle velocity in both
bars we use a second order accurate method of characteristics with an energetic estimates on the time inte-
gration step obtained by Miha˘ilescu-Suliciu and Suliciu (1992).
Experiments with longitudinal impact of phase transforming bars are an eﬀective mean to investigate the
propagation of phase boundaries. Indeed, although a phase boundary propagates, in general, at speeds sub-
stantially slower than sound speeds, and therefore never reaches the monitoring surface, its speed can be
determined indirectly from the measured particle velocity of this surface. Thus, velocity–time proﬁles ob-
tained at the free-end of the target bar provide information about the forward and reverse transformation
kinetics.
Therefore, we focus here on those numerical results which can be compared with experimental data.
These are: the time of separation, which can be accurately determined by optical methods, the velocity
at the free-end of the target bar, which can be measured by VISAR interferometer systems and the stress
at the impact face, which can be measured by piezoelectric wafers.
Another goal of this numerical investigation is to analyze the diﬀerence and the resemblance between the
solution of the Maxwellian rate-type model and the solution of the elastic model for the same impact
problems.
We have shown in Part I (Fa˘ciu and Molinari, 2005) that for the elastic model we have the following
results. If the impact velocity V0 is lower than V ph ¼ 2ra=
ﬃﬃﬃﬃﬃﬃﬃ
.E1
p ¼ 37.2 m/s then the contact between the
two bars is elastic. Fig. 6a illustrates that this result is described by the Maxwellian rate-type model. Indeed,
a b
Fig. 6. Inﬂuence of the impact velocity on target free-end particle velocity v(l, t) for l = 9.5 · 104 MPa s (k = E/l = 108/s).
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t = 2.65 ls 2 (l/C1 = 2.61 ls, l/C = 2.68ls), C1 ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
E1=.
p
, C ¼ ﬃﬃﬃﬃﬃﬃﬃﬃE=.p , upon the arrival of a loading wave
at the rear end of the target. When the above critical value of the impact velocity is overcome, for example,
when V0 = 37.7 m/s or V0 = 40 m/s, then a phase transformation is induced. The presence of a propagating
phase boundary near the impact face produces a new increase of the particle velocity at the target free-end.
This increase corresponds to the arrival time of a new loading wave reﬂected by the phase boundary gen-
erated by impact. Because the ﬂyer and the target have the same acoustic impedance, no increase in particle
velocity is expected at this time if no transformation occurs. This peak of the particle velocity disappears
after a few ls. The decay of the particle velocity is in fact the manifestation at the target free-end of the
disappearance of the transformed zone in both bars. Indeed, the time of this step-like decay corresponds
to the arrival time at X = l of a tensile wave initiated by the beginning of the reverse transformation
and is for moderate impact velocity a bit larger than tS + l/C1 (see for instance Fig. 7a and Fig. 8). After
this time moment the velocity peak reproduces at regular time intervals which corresponds to a round trip
of an elastic wave in the ﬂyer. The slow decay of the amplitude of this peak for the rate-type model will be
analyzed later.Fig. 7. Inﬂuence of the impact velocity on the interaction between the phase boundary propagating in the ﬂyer and the unloading
waves reﬂected by the free end; l = 9.5 · 104 MPa s.
Fig. 8. Strain and velocity distribution in the bars after a moderate impact; l = 9.5 · 104 MPa s.
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characteristic value of a phase transformation in the ﬂyer is V ch ¼ V ph þ 2rmr3=ð4rm þ r3Þ=
ﬃﬃﬃﬃﬃﬃﬃ
.E1
p ¼ 57.5
m/s. We also recover this result for the rate-type model with the following diﬀerences (see Fig. 6a). For
the rate-type model, if the impact velocity is only slightly larger then Vph the transformation could be
not complete, that is the particles at the impact face enter in the spinodal region but return quickly in
the austenitic phase. In this case, a change in impedance still appears near the impact face and the elastic
pulse is reﬂected near the contact point after a round trip in the target. In this case we get at the free-end of
the target a slightly and periodically increase of the velocity, but at a level much lower then Vch predicted by
the elastic model (see Fig. 6a).
Another peculiarity of the rate-type model concerns the appearance of some oscillations of the particle
velocity between the ﬁrst arrival of the loading wave and until the arrival of the second loading wave
(Fig. 6). These oscillations are in fact manifestations at the target free-end of some stress waves which ap-
pear just after the impact and propagates inside the transformed zone, being reﬂected and transmitted
across the phase boundaries. These stress waves will be analyzed later in connection with Fig. 9. Let us note
that the existence of such oscillations for the target free-end velocity instead of a plateau, was obtained by
Escobar and Clifton (1995) for the normal and transverse particle velocity in a shear-plate impact
experiment.
By increasing now the impact velocity the transformed region increases and the separation time changes.
As long as a phase boundary is still present near the impact face, each elastic pulse reﬂected by the free-end
of the target interacts as an unloading wave with the transformed zone being reﬂected as a loading wave.
This produces each time a new step-like increase of the particle velocity at the monitoring surface (see
Fig. 6b for velocities higher than 40 m/s). It is obvious that the time intervals between the velocity pulses
can be related to the thickness of the evolving transformed region.
Fig. 9. Stress distribution in the bars after a moderate impact and the corresponding stress-impact history r(0, t).
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phase boundary. Critical values of the impact velocity V0 have been determined in the elastic case such that
this phase boundary after interaction propagates backward, remains stationary or propagates forward.
Thus, if V0 2 (Vph = 37.2 m/s, Vbw = 75.4 m/s), where V bw ¼ V ph þ 4rmðr3 þ 2rmÞ=ðr3 þ 4rmÞ=
ﬃﬃﬃﬃﬃﬃﬃ
.E1
p
, the
phase boundary propagates backward. If V0 2 (Vbw = 75.4 m/s,Vfw = 102.5 m/s), where V fw ¼ V phþ
4raðr3 þ 2raÞ=ðr3 þ 4raÞ=
ﬃﬃﬃﬃﬃﬃﬃ
.E1
p
, the phase boundary remains stationary. If V0 > Vfw = 102.5 m/s then
the phase boundary propagates forward. Figs. 7 and 8 illustrate that for the Maxwellian rate-type model
this result is still veriﬁed.
By using the elastic bar theory we deduced that another indication of the appearance of a phase bound-
ary at the impact face is a sudden change of the time of separation of the two bars. Indeed, if V0 6 37.2m/s,
numerical computations using the rate-type model predicts the separation between the two bars at time
tS ¼ 15.85 ls 2 ð2LC ¼ 15.69 ls, 2LC1 ¼ 16.12 lsÞ, i.e. after a round trip of the elastic wave in the ﬂyer. When
the critical value Vph is slightly overcome a very thin transformed region is induced at the impact face
and according to the elastic bar theory the time of separation drop to tS = 4l/C1, that is the separation ap-
pears after two round trips of the elastic wave in the target. Our rate-type bar theory predicts the following
time of separation: tS = 10.67ls for V0 = 37.4m/s, tS = 10.68 ls for V0 = 37.7 m/s and tS = 10.57 ls for
V0 = 40 m/s, values which lie in the interval (4l/C = 10.46 ls, 4l/C1 = 10.74 ls).
In general, for a moderate impact velocity like V0 = 50 m/s the typical wave propagation picture is the
following (see Fig. 8 and Fig. 9). The unloading wave reﬂected by the free end of the target interacts ﬁrstly
with the phase boundary propagating forward in the ﬂyer and transforms it in a backward propagating
phase boundary. This elastic wave is reﬂected and transmitted across the phase boundary. The reﬂected
wave travels through the target being successively reﬂected by the free-end of the target and the phase
boundary propagating in the target each time reducing the speed of propagation of the phase boundary.
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the transformed region elastic waves travel being reﬂected and transmitted successively by the two phase
boundaries. The way these waves travel can be determined by analyzing the history of the particle velocity
at the target free-end (see Fig. 6) and the history of the impact stress (see Fig. 9b). One of the most impor-
tant events is the interaction between the two phase boundaries propagating in the ﬂyer and in the target
leading to the disappearance of the transformed zone. As it can be seen in Figs. 8 and 9 this interaction
produces two tensile waves propagating right and left. When the right propagating tensile wave reaches
the contact point it causes the separation of the two bars. For the impact velocity V0 = 50 m/s the separa-
tion appears at tS = 11.8 ls. It is interesting to note that after separation in the ﬂyer a reverse transforma-
tion in the twin phaseMþ may appear (see the strain distribution in Fig. 8 after tS). This is produced by the
interaction of two tensile waves. One is generated by the disappearance of the transformed zoneM and
the other is the unloading wave reﬂected by the free end of the ﬂyer.
It is also useful to observe the behavior of the stress at the impact point (see Fig. 9b). According to the
elastic model the stress should jump at t = 0+ at the value rBðgÞ ¼ ra þ r32  12
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
r23 þ g2
p
where
g ¼ ﬃﬃﬃﬃﬃﬃﬃ.E1p V 0  2ra and remain constant until the unloading wave reﬂected by the target free-end reaches
the contact point. If V0 = 50 m/s this value is rB = 454.2 MPa. Since the rate-type model is characterized
by a linear instantaneous response the compressive stress ﬁrst jumps at the value r ¼  ﬃﬃﬃﬃﬃﬃ.Ep V 0 ¼
1242. MPa and after a few nanoseconds it decreases in absolute value at the level of the elastic plateau.
Due to this rapid variation of the stress at the impact-end, elastic stress waves are generated inside the
transformed zone leading to the oscillations on the ﬁrst stress-plateau until the unloading wave transmitted
across the phase boundary reaches the contact point and produces an abrupt increase of the stress at the
level of rm = 250 MPa. This peculiar behavior of the instantaneous rate-type model is also responsible
on the oscillations of the target free-end particle velocity already remarked in Fig. 6. and make a diﬀerence
between the two studied models. Let us note that the amplitude of the oscillations around the elastic plateau
depends on the viscosity coeﬃcients l too, i.e. on the kinetics of the phase transformation (see Fig. 9b). On
the other side, the oscillations of the stress which appear at the level of rm = 250 MPa reﬂects the eﬀect
of the stress waves propagating inside the transformed zone before the reverse transformation starts and are
described by both models. Their presence can be also related with the small oscillations observed on the
graph of the target free-end particle velocity (see Fig. 6). The arrival at the contact point of the second
unloading wave leads to a new increase of the stress above the value rm = 250 MPa (Fig. 9b) and indi-
cates the beginning of the reverse transformation in the target. The impact stress oscillates again several
times before increasing sharply at zero stress which corresponds with the time of separation between the
two bars.
Finally, in order to test the theoretical results established previously and the capability of the numerical
scheme used we illustrate in Fig. 10 the inﬂuence of the viscosity coeﬃcient l on the particle velocity v(l, t)
for large time behavior. We observe how the amplitude of the velocity peaks decays after each round trip
propagation of the elastic wave in the ﬂyer. It is obvious that for large l the decay of the amplitude is more
important which is in agreement with the results obtained in Section 5 concerning the propagation of
delayed waves. There, we have shown that in a pure phase the disturbances spreads out for large t
like
ﬃﬃﬃﬃ
at
p
, while their amplitude decreases like 1=
ﬃﬃﬃﬃ
at
p
where a is a diﬀusion coeﬃcient given by (89). There-
fore, the diﬀusion process becomes more important for a large viscosity coeﬃcient l. Indeed the dash lines
in Fig. 10 show that the amplitude of the velocity peaks decreases like V 0 þ bﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
aðtt0Þ
p , where a = 0.003846 m2/s
for l = 9.5 · 104 MPa s and a = 0.03846 m2/s for l = 9.5 · 103 MPa s while b and t0 are appropriate
constants, i.e., b = 75486 mm2/s and t0 = 441.688 ls, respectively b = 9809.97 mm2/s and t0 =
21.59 ls. This result also shows that for the viscosity coeﬃcient l = 9.5 · 104 MPa s, mainly used in
our numerical applications, the diﬀusive aspects are less important. Another way to eliminate completely
the diﬀusion of the wave motion is to choose in our input data E = E1 = E3 = 90 GPa.
Fig. 10. Inﬂuence of the Newtonian viscosity l on the free-end velocity of the target v(l, t). Dash lines illustrate the amplitude decrease
of the velocity peaks like V 0 þ b=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
aðt  t0Þ
p
, where a is the diﬀusion coeﬃcient (89).
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We investigated the potentiality of the Maxwellian rate-type model, with a non-monotone equilibrium
stress–strain relation, to describe speciﬁc phenomena accompanying phase transformations induced by lon-
gitudinal impact of thin bars. Such simple tests have been considered since they are reproducible in labo-
ratory experiments and provide insight into the kinetics of phase transformation.
We showed that for describing phase transition phenomena there are some advantages from physical
and mathematical point of view in using the Maxwell rate-type model instead of the Kelvin–Voigt model,
or of the elastic model equipped with the viscosity criterion. We illustrated that this so called ‘‘viscoelastic’’
constitutive equation should be seen as a ‘‘kinetic law’’ for transformation between low strain and high
strain phases and we emphasized the role of the material parameters in the nucleation and growth pro-
cesses. The viscosity coeﬃcient, which plays a major role in the kinetics of phase transformation, may de-
pend on strain, that is it may be diﬀerent for diﬀerent phases of the material. In the simplest case, when the
rate sensitivity parameter k = 1, the growth factor in the unstable phase and the damping factor in the sta-
ble phase are characterized by the ratio between the slope of the elastic curve and the viscosity coeﬃcient.
These quantities, which are responsible of the kinetics of phases, should be connected with information
coming from nucleation theory in phase transition like the time of nucleation or time of growth of micro-
scopic theories (Christian, 1975). The Maxwellian rate-type approach leads to a hyperbolic semilinear sys-
tem in both stable and unstable phases and consequently it is appropriate to describe the propagation of
disturbances. We proved that the general form of the proposed rate-type constitutive equation associates,
like the Kelvin–Voigt model, to the corresponding elastic system the chord criterion as admissibility crite-
rion for sharp phase boundaries. We investigated systematically for both rate-type and elastic systems the
dissipation induced by smooth or sharp strain discontinuities. Thus, it was shown that the total internal dis-
sipation induced by a traveling wave which describes a smooth phase boundary in the rate-type theory is
just the dissipation induced by a sharp phase boundary in the elastic theory. It was also seen that the instan-
taneous waves of the Maxwellian rate-type system can describe the nucleation and growth of phases in the
spinodal region. Although the rate-type terms may introduce a diﬀusion eﬀect in the wave motion, accord-
ing to our analysis, this can be avoided by taking the dynamic Young modulus very close or even equal to
the elastic modulus of the stable phase. In this last case there is no diﬀusivity even the viscosity coeﬃcient is
strictly positive. Moreover, the instantaneous and delayed waves coincide.
If one compares the Maxwellian rate-type approach with the Kelvin–Voigt approach the main diﬀerence
arises from the type of the system. Kelvin–Voigt viscous regularization system is of parabolic type and
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this case inherent diﬀusivity aspects of the solution can be eliminated only in a limit of vanishing viscosity.
If one compares the Maxwellian rate-type approach with the elastic non-monotone system equipped with
the chord criterion we get, specially for small values of the viscosity coeﬃcient, a very good agreement be-
tween the predictions of the two models. Thus, numerical simulations were conducted using input data
appropriate for a NiTi shape memory alloy and the similitude and diﬀerences between the predictions of
the two models have been analyzed. The inﬂuence of the impact velocity and kinetic parameters on measur-
able quantities like the time of separation between the bars, velocity proﬁle at the free end of the target and
stress history at the impact point were analyzed since these information are useful to interpret laboratory
measurements. It is also useful to note that while the Maxwellian rate-type model can be successfully used
in quasistatic experiments (Fa˘ciu and Suliciu, 1994; Fa˘ciu, 1996) the elastic model in this form is insuﬃcient.Acknowledgements
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