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PRESENTACIÓN DEL CURSO 
Una de las principales actividades del maestrante en la Maestría en Ciencias 
de la Computación , en la área terminal de “Sistemas de Información”, es la 
búsqueda de patones que puedan conformarse a partir de datos. La minería 
de datos es esencial, sin embargo existe la posibilidad de tener errores por lo 
que es necesario conocer algunos estimadores del error. Con esta unidad el 
estudiante adquirirá el conocimiento necesario para estimar el grado de error 
que hay en una investigación. 
 
Al finalizar el curso el alumno será capaz de aplicar técnicas de estimación de 
errores en la búsqueda de patrones con técnicas de minería de datos 
CONTENIDO DEL CURSO 
Unidad 1: Métodos para el tratamiento y análisis de datos 
Unidad 2: Procesos de análisis supervisado 
Unidad 3:Proceso de análisis no supervisado 
Unidad 4: Métodos estimadores de error 
Unidad 5:Método para análisis del índice de aciertos 
METAS A ALCANZAR  
Que el alumno conozca los elementos teóricos y prácticos de los estimadores 






OBJETIVO DEL MATERIAL DIDÁCTICO 
Conocer las técnicas para estimar los errores en la minería de datos 
UNIDAD DE COMPETENCIA IV  
Métodos estimadores de error 
 
De la Fuente F. S.(s/f)  
ESTIMADORES 
Un estimador es un estadístico (una función de la muestra) utilizado para estimar 
un parámetro desconocido de la población. De la Fuente F. S.(s/f)  
 
 
El valor de un estimador proporciona una estimación puntual del valor del 
parámetro en estudio. En general, se realiza la estimación mediante un intervalo, es 
decir, se obtiene un intervalo  [parámetro muestral      error muestral ] dentro del 
cual se espera se encuentre el valor poblacional dentro de un cierto nivel de 
confianza. El nivel de confianza es la probabilidad de que a priori el valor 
poblacional se encuentre contenido en el intervalo. 
+ 
- 
Se denomina sesgo de un estimador a la diferencia entre la esperanza (valor esperado) 
del estimador y el verdadero valor del parámetro a estimar. Es deseable que un 
estimador sea insesgado o centrado, esto es, que el sesgo sea nulo para que la 
esperanza del estimador sea igual al valor del parámetro que se desea estimar.  
 
Por ejemplo, si se desea estimar la media de una población, la media aritmética de la 
muestra es un estimador insesgado de la misma, ya que la esperanza (valor esperado) 
es igual a la media poblacional.  
Sesgo 
De la Fuente F. S.(s/f)  
Rodríguez D. J. J. (S/f).  
Aspectos de la Evaluación 
• Fiabilidad de las diferencias estimadas en el rendimiento.  
 
• Elección de la medidas del rendimiento.  
 Número de clasificaciones correctas.  
 Precisión de las estimaciones de probabilidad.  
 Error en predicción numérica.  
 
• Costes asignados a distintos tipos de error.  
 En muchas aplicaciones prácticas. 
Rodríguez D. J. J. (S/f).  
Entrenamiento y Test 
• En clasificaciones la medida natural del rendimiento es la tasa 
de error.  
 Acierto: la clase se predice correctamente.  
 Error: la clase se predice incorrectamente.  
 Tasa de error: proporción del número de errores 
cometidos sobre  
 todo el conjunto de ejemplos.  
 
• Error de resubstitución : tasa de error obtenida sobre el 
conjunto de entrenamiento.  
 Inevitablemente optimista. 
Evaluación 
 
• Cómo de bueno es prediciendo el modelo que hemos aprendido.  
 
• El error en el conjunto de entrenamiento no es un buen indicador del error 
sobre datos nuevos.  
 Almacenar los datos sería el clasificador óptimo.  
 
• Rendimiento futuro sobre nuevos datos.  
 
• Conjunto independiente de los datos de entrenamiento: datos de test.  
 
• Normalmente solo se dispone de un conjunto de datos etiquetado.  
 
• Si tenemos muchos datos etiquetados, dividir en entrenamiento y test.  
 
• A menudo los datos etiquetados son limitados.  
 Técnicas más sofisticadas. 
CONSISTENCIA Si no es posible emplear 
estimadores de mínima varianza, el 
requisito mínimo deseable para un 
estimador es que a medida que el tamaño 
de la muestra crece, el valor del estimador 
tienda a ser el valor del parámetro 
poblacional, propiedad que se denomina 
consistencia.  
EFICIENCIA Un estimador es más 
eficiente o más preciso que otro 
estimador, si la varianza del primero 
es menor que la del segundo.  
SUFICIENCIA Un estimador θ es suficiente 
cuando no da lugar a una pérdida de 
información. Es decir, cuando la 
información basada en θ es tan buena 
como la que hiciera uso de toda la 
muestra 
De la Fuente F. S.(s/f)  
Concentración  (asociado a la precisión 
del estimador).  Criterios: ECM e 
insesgamiento) 
Evaluación de un clasificador 
Random subsampling” (muestreo aleatorio) 
 
 Repite el método holdout muchas veces y calcular estadísticos sobre dicho proceso 
 
La exactitud del modelo es dada por el promedio 
 
Se sugiere repetir como mínimo 30 veces 
 
No hay control sobre los ejemplos que ya han sido usados para entrenamiento 
León G. E. (s/f).  
ERROR CUADRÁTICO MEDIO DE LOS ESTIMADORES (ECM)  
 
La utilización de la estimación puntual como si fuera el verdadero valor del 
parámetro conduce a que se pueda cometer un error más o menos grande.  
 







Cuando el estimador es centrado, el sesgo    
 
Un error cuadrático medio pequeño indicará que en media el estimador           







De la Fuente F. S.(s/f)  
Consistencia 
• Un estimador es consistente si al aumentar el tamaño de 

















• Si T1 y T2 son dos estimadores insesgados de T1 es más 









• Dentro de los estimadores insesgados de      , el que tiene la 




















• Una estadística es suficiente si utiliza toda la 
































Error de clasificación 
● 
 Error de entrenamiento: 
   e(modelo, datos) 
   Número de ejemplos de entrenamiento 
   clasificados incorrectamente 
   Conocido como error de re-substitución o error  aparente 
● 
 Error de generalización: 
   e’(modelo, datos) 
   Error esperado del modelo en ejemplos no  usados en el  
entrenamiento. 
 Un buen modelo debe tener errores de entrenamiento y  
generalización bajos 
León G. E. (s/f).  
Se dice que cuando un algoritmo de aprendizaje se ajusta a los  
datos de entrenamiento pierde su capacidad de generalización,  
y con ello deja de ser útil.    
A esto se le conoce como Sobre ajuste  o (Overfitting) 
Errores de clasificación 
 Sobre-ajuste: Bajo error de entrenamiento pero error de generalización alto 
 Sub-ajuste (underfitting): Errores de  entrenamiento y generalización altos 
  
Métodos de Estimación 
Holdout 
    
El conjunto de datos original es dividido en la muestra de entrenamiento (para 
entrenar al clasificador) y en la muestra de prueba (que valida al clasificador). 
 
El método de Hold Out se puede usar para comparar la eficiencia entre 
algoritmos de clasificación 
estimador de error 
conjunto de muestra 
etiqueta de entrenamiento 
etiqueta de prueba 
Métodos de Estimación 
Holdout 
    
Hurtado L.C. (S/F) 
Técnicas para evitar sesgo en Holdout  
• Holdout estratificado: – Clases ocurren con la misma frecuencia en partición 
entrenamiento/prueba. – Salvaguarda básica para sesgo.  
 
• Holdout repetitivo: – Repetir la prueba varias veces pero cambiando la 
partición entrenamiento/prueba. – Error estimado: promedio de errores de cada 
iteración 
• Si la cantidad de datos es limitada.  
 
• Holdout: reserva una cantidad para test, el resto para 
entrenamiento.  
   E.g., un tercio para test.  
• Problema: las muestras podrían no ser representativas.  
  E.g., una clase podría no estar presente.  
• Estratificación:  asegura que cada clase está 
representada con aproximadamente las mismas 
proporciones en los dos subconjuntos. 
Métodos de Estimación 
Holdout 
    
Rodríguez D. J. J. (S/f).  
 Más fiable si repetimos el proceso varias veces con diferentes muestras.  
 En cada iteración se selecciona aleatoriamente una proporción  
 para entrenamiento (posiblemente con estratificación).  
  
  Las tasas de error de las diferentes iteraciones se promedian para 
 obtener la tasa de error global.  
 
• No es óptimo, los diferentes conjuntos de test se solapan.  
 Cómo prevenir el solapamiento. 
Holdout repetid 
Métodos de Estimación 
Rodríguez D. J. J. (S/f).  
Métodos de Estimación 
Es un método derivado de Hold Out, el cual divide la muestra de entrenamiento 
original en cierto número de particiones fijas disjuntas. Estos subconjuntos se van 










|Rv| = subconjuntos 
 
 V =1,2,3,4,…….,v. 
Métodos de Estimación 
Coss Validation 
• Evita el solapamiento de los conjuntos de test.   
 Primer paso: repartir los datos en k subconjuntos del mismo 
 tamaño.   
 
 Segundo paso: usar cada subconjunto como test, el resto para 
 entrenamiento.  
 
• k-fold cross-validation. 
 
• A menudo los subconjuntos se estratifican antes de realizar la 
validación cruzada. • Se promedian las tasas de error.  
Rodríguez D. J. J. (S/f).  
Métodos de Estimación 
Coss Validation 
• Estándar: 10 fold stratified cross validation.  
 Apoyado por experimentación exhaustiva.  
 
• La estratificación reduce la varianza del estimador.  
 
• Ni la estratificación ni la división tienen que ser exactas.  
 
• Validación cruzada repetida.  
 Para paliar la influencia de la partición aleatoria.  
 E.g.: 10×10, 5×2... 
Hurtado L.C. (S/F) 
Coss Validation 
León G. E. (s/f).  
Métodos de Estimación 
Validación cruzada (“cross validation”)  
 
• Forma de Hold-out repetitivo  
 
• Validación cruzada de “n-fold” 
 
 – Datos se dividen en un número n fijo de subconjuntos  
 
– Dado un subconjunto s, se usa s como prueba y los datos restantes 
como entrenamiento.  
 
– Esto se repite para cada subconjunto 
Hurtado L.C. (S/F) 
Métodos de Estimación 
Validación cruzada (“cross validation”)  
 
• Error estimado: promedio de los errores en cada iteración  
 
• Se puede usar estratificación  
 
• Desventaja: costo computacional. Se debe inducir el modelo n veces. – 
No es factible para conjuntos de datos grandes. 
 
Uso típico: 10 veces validación cruzada de 10-fold  
 
• “leave-one-out”: caso particular, donde n es número de datos – útil 
cuando se tienen pocos datos. 
León G. E. (s/f).  
Métodos de Estimación 
León G. E. (s/f).  
Métodos de Estimación 
León G. E. (s/f).  
Estimación del error 
La variable    tiene media 
Desviación estándar de  
Métodos de Estimación 
León G. E. (s/f).  
Métodos de Estimación 
Método de Leave On Put (Deja uno fuera) 
Se lleva acabo cuando cada patrón del conjunto de datos es alternado para validar 
el clasificador y el resto es usado para entrenamiento   
E(Xi,Y) = estimador de error 
m 0 número de particiones 
Xi = etiqueta de entrenamiento 
Y = etiqueta de prueba 
EL=  𝐸(𝑋𝑖, 𝑌) 
Métodos de Estimación 
 Validación cruzada con tantos grupos como 
ejemplos.  
• Ventajas:  
 Cantidad máxima de datos para 
entrenamiento.  
 Determinista.  
• Inconveniente: muy costoso 
computacionalmente.  
 Excepciones, e.g., vecino más cercano. 
Método de Leave On Put (Deja uno fuera) 
Rodríguez D. J. J. (S/f).  
Métodos de Estimación 
• No es posible estratificar.  
  El conjunto de test solo tiene un ejemplo.  
 
• Ejemplo artificial: conjunto completamente aleatorio con 
el mismo número de ejemplos de las dos clases.  
 
 Mejor clasificador: predecir la mayoría.  
 Sobre un conjunto nuevo de datos, acierto del 50%.  
 De acuerdo a LOO, 100% de error. 
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