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Abstract
We show existence and uniqueness of a continuous with polynomial growth viscosity solution of a system of
second order integral-partial differential equations (IPDEs for short) without assuming the usual monotonicity
condition of the generator with respect to the jump component as in Barles et al.’s article [2]. The Le´vy
measure is arbitrary and not necessarily finite. In our study the main tool we used is the notion of backward
stochastic differential equations with jumps.
AMS Classification subjects: 35D40 ; 35K10 ; 60H30.
Keywords: Integral-partial differential equation ; Backward stochastic differential equation with jumps ; Vis-
cosity solution ; Non-local operator.
1 Introduction
The main objective of this paper is to deal with the following system of integral-partial differential equations:
∀i ∈ {1, . . . ,m},

−∂tui(t, x) − b(t, x)⊤Dxui(t, x)− 12Tr
(
σσ⊤(t, x)D2xxu
i(t, x)
) −Kui(t, x)
−h(i)(t, x, (uj(t, x))j=1,m, (σ⊤Dxui)(t, x), Biui(t, x)) = 0, (t, x) ∈ [0, T ]× Rk;
ui(T, x) = gi(x)
(1.1)
where the operators Bi and K are defined as follows:
Biu
i(t, x) =
∫
E
γi(t, x, e)
(
ui(t, x+ β(t, x, e))− ui(t, x)) λ(de) and
Kui(t, x) =
∫
E
(
ui(t, x+ β(t, x, e)) − ui(t, x)− β(t, x, e)⊤Dxui(t, x)
)
λ(de)
(1.2)
where λ is a Le´vy measure on E := Rℓ − {0} which integrates the function (1 ∧ |e|2)e∈E .
The second order system of equations (1.1) is of non-local type since the operators Biu
i and Kui at (t, x)
involve the values of ui in the whole space R
k and not only locally, i.e. in a neighbourhood of (t, x).
This system of IPDEs, introduced by Barles et al. in [2], is deeply related to the following multidimensional
backward stochastic differential equation (BSDE for short) with jumps whose solution, for fixed (t, x) ∈ [0, T ]×Rk,
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is a triple of adapted stochastic processes (Y t,xs , Z
t,x
s , U
t,x
s )s≤T with values in R
m ×Rm×d × L2(λ) which mainly
satisfy: ∀i ∈ {1, . . . ,m},

−dY i;t,xs = h(i)(s,Xt,xs , (Y j;t,xs )j=1,m, Zi;t,xs ,
∫
E
γi(s,X
t,x
s , e)U
i;t,x
s (e)λ(de))ds
−Zi;t,xs dBs −
∫
E
U i;t,xs (e)µ˜(ds, de), ∀ s ≤ T ;
Y
i;t,x
T = g
i(Xt,xT ),
(1.3)
where:
(i) B := (Bs)s≤T is a d-dimensional Brownian motion, µ an independent Poisson random measure with
compensator dsλ(de) and µ˜(ds, de) := µ(ds, de)− dsλ(de) its compensated random measure ;
(ii) for any (t, x) ∈ [0, T ] × Rk, (Xt,xs )s≤T is the solution of the following standard stochastic differential
equation of diffusion-jump type, i.e.,
Xt,xs = x+
∫ s
t
b(r,Xt,xr )dr +
∫ s
t
σ(r,Xt,xr )dBr +
∫ s
t
∫
E
β(r,Xt,xr− , e)µ˜(dr, de), for s ∈ [t, T ] and Xt,xs = x if s ≤ t.
(1.4)
Actually it has been shown in [2] that, under standard assumptions on the functions b, σ, β, gi, h(i) and γi
and due to the Markovian framework of randomness which stems from the Markov process Xt,x, there exist
deterministic continuous functions (ui(t, x))i=1,m such that for any s ∈ [t, T ],
Y i;t,xs = u
i(s,Xt,xs ), ∀i = 1, ...,m. (1.5)
Moreover if for any i = 1, ...,m,
(a) γi ≥ 0 ;
(b) the mapping q ∈ R 7→ h(i)(t, x, y, z, q) is non-decreasing, when the other components (t, x, y, z) are fixed ;
then the functions (ui)i=1,m is the unique continuous viscosity solution of system (1.1) in the class of functions
with polynomial growth (at least). Conditions (a)-(b), which will be referred as the monotonicity conditions, are
needed in [2] in order to have the comparison property and to treat the operator Biu
i which is not well-defined
for an arbitrary u. However we should point out those conditions are not required in order to show the existence
and uniqueness of the solution (Y t,x, Zt,x, U t,x) of BSDE (1.3).
Therefore the main issue is to deal with the viscosity solutions of system (1.1) without assuming the above
conditions (a)-(b) neither on γi nor on h
(i), i = 1, ...,m. A step forward in the resolution of this problem is
made by Hamade`ne-Morlais in [7] where it is shown that, when the Le´vy measure λ is finite i.e. λ(E) <∞, then
system (1.1) has a unique solution which is given by the functions (ui)i=1,m defined in (1.5).
The main objective of this paper is once more to deal with the problem of existence and uniqueness of a
viscosity solution of system of IPDEs (1.1) without assuming the monotonicity conditions neither on γi nor on
h(i), i = 1, ...,m and for an arbitrary Le´vy measure λ without assuming its finitness as in [7]. There are two
crucial points. The first one is the characterization (1.6) below of the process U t,x = (U i;t,x)i=1,m of the solution
of the BSDE (1.3) by means of the functions (ui)i=1,m defined in (1.5) and the jump-diffusion process X
t,x.
Actually, using the truncation method at the origin of the Le´vy measure λ we show that for any i = 1, ...,m,
U i;t,xs (e) = u
i(s,Xt,xs− + β(s,X
t,x
s− , e))− ui(s,Xt,xs− ), ds⊗ dP⊗ dλ on [t, T ]× Ω× E. (1.6)
The second one is the local boundedness of the increment rate w.r.t x of the functions ui which is obtained under
reasonnable conditions on the functions h(i) and γi. Those facts allow us to avoid to replace Biu
i with Biφ
where φ is the test function, as in [2]. We then introduce a new definiton of the viscosity solution of system (1.1)
and relying on Barles et al.’s result [2] and, on the other hand, on BSDEs with jumps ones we show that the
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functions defined in (1.5) is the unique viscosity solution of system (1.1). Our definition of a viscosity solution
of (1.1) is not the same as the one in [2] and looks like to the one given in [7]. This is the novelty of this paper
and according to our best knowledge this result is not obtained yet in a so general framework.
Note that there are also other papers on this topic of IPDEs amongst one can quote ([1, 3, 4, 5], etc. and
the references therein). Finally let us point out that IPDEs which do not satisfy the monotonicity conditions are
encountered in mathematical finance when dealing with the problem of liquidation of portfolios (see e.g. [9]).
This paper is organized as follows. Section 2 is devoted to fix the framework on which we are working and,
for completeness, to recall the state of the art on the main subject. Section 3 is mainly devoted to the proof of
the relation (1.6). We first prove that the increment rates of the functions ui, i = 1, ...,m, are locally bounded.
Later on, by the method of truncation of the Le´vy measure λ at the origin in such a way to get into the setting
of a finite Le´vy measure which is already considered in [7], we prove by approximations the relation (1.6). In
Section 4 we precise the notion of viscosity solution we are working with and we give the proof of the main result.
We emphasize that this definition is not the same as the one in [2]. Finally new types of systems of IPDEs are
introduced and discussed in Section 5.
2 Framework and state of the art
Let (Ω,F , (Ft)t≤T ,P) be a stochastic basis such that F0 contains all P-null sets of F , and Ft = Ft+ :=
⋂
ε>0 Ft+ε,
t ≥ 0, and we suppose that the filtration is generated by the two mutually independant processes:
(i) B := (Bt)t≥0 a d-dimensional Brownian motion and
(ii) a Poisson random measure µ on R+×E, where E := Rℓ−{0} is equipped with its Borel field E (ℓ ≥ 1). The
compensator ν(dt, de) = dtλ(de) is such that {µ˜([0, t]×A) = (µ− ν)([0, t]×A)}t≥0 is a martingale for all A ∈ E
satisfying λ(A) <∞. We also assume that λ is a σ-finite measure on (E, E), integrates the function (1∧ |e|2)e∈E
and λ(E) =∞. Note that the case when λ(E) <∞ is already considered in [7].
Next we denote by:
(iii) P (resp. P) the field on [0, T ]× Ω of (Ft)t≤T -progressively measurable (resp. predictable) sets ;
(iv) For κ ≥ 1, L2κ(λ) the space of Borel measurable functions ϕ := (ϕ(e))e∈E from E into Rκ such that
‖ϕ‖2
L2κ(λ)
:=
∫
E
|ϕ(e)|2κλ(de) <∞ ; L21(λ) will be simply denoted by L2(λ) ;
(v) S2(Rκ) the space of RCLL (for right continuous with left limits) P-measurable and Rκ-valued processes such
that E[sups≤T |Ys|2] <∞ ; A2c is its subspace of continuous non-decreasing processes (Kt)t≤T such that K0 = 0 ;
(vi) H2(Rκ×d) the space of processes Z := (Zs)s≤T which are P-measurable, Rκ×d-valued and satisfying
E[
∫ T
0 |Zs|2ds] <∞ ;
(vii) H2(L2κ(λ)) the space of processes U := (Us)s≤T which are P-measurable, L2κ(λ)-valued and satisfying
E[
∫ T
0 ‖Us(ω)‖2L2κ(λ)ds] <∞ ;
(viii) Πg the set of deterministic functions ̟: (t, x) ∈ [0, T ]× Rk 7→ ̟(t, x) ∈ R of polynomial growth, i.e., for
which there exists two non-negative constants C and p such that for any (t, x) ∈ [0, T ]× Rk,
|̟(t, x)| ≤ C(1 + |x|p).
The subspace of Πg of continuous functions will be denoted by Π
c
g ;
(ix) U the subclass of Πcg which consists of functions Φ : (t, x) ∈ [0, T ]×Rk 7−→ R such that for some non-negative
constants C and p we have
|Φ(t, x) − Φ(t, x′)| ≤ C(1 + |x|p + |x′|p)|x− x′|, for any t, x, x′.
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(x) For any process θ := (θs)s≤T and t ∈ (0, T ], θt− = limsրt θs and ∆tθ = θt − θt− ;
Now let b and σ be the following functions:
b : (t, x) ∈ [0, T ]× Rk 7→ b(t, x) ∈ Rk
σ : (t, x) ∈ [0, T ]× Rk 7→ σ(t, x) ∈ Rk×d.
We assume that they are jointly continuous in (t, x) and Lipschitz continuous w.r.t. x uniformly in t, i.e., there
exists a constant C such that
∀ (t, x, x′) ∈ [0, T ]× Rk+k, |b(t, x)− b(t, x′|+ |σ(t, x) − σ(t, x′)| ≤ C|x − x′|. (2.1)
Let us notice that by (2.1) and continuity, the functions b and σ are of linear growth, i.e., there exists a constant
C such that
∀ (t, x) ∈ [0, T ]× Rd |b(t, x)|+ |σ(t, x)| ≤ C(1 + |x|). (2.2)
Let β : (t, x, e) ∈ [0, T ]×Rk ×E 7→ β(t, x, e) ∈ Rk be a measurable function such that for some real constant C,
and for all e ∈ E,
(i) |β(t, x, e)| ≤ C(1 ∧ |e|);
(ii) |β(t, x, e) − β(t, x′, e)| ≤ C|x− x′|(1 ∧ |e|);
(iii) the mapping (t, x) ∈ [0, T ]× Rk → β(t, x, e) ∈ Rk is continuous for any e ∈ E.
(2.3)
Once for all, throughout this paper, we assume that conditions (2.1), (2.2) and (2.3), on b, σ and β respectively,
are fulfilled.
Next let (t, x) ∈ [0, T ] × Rk and (Xt,xs )s≤T be the stochastic process solution of the following standard
stochastic differential equation of diffusion-jump type:
Xt,xs = x+
∫ s
t
b(r,Xt,xr )dr +
∫ s
t
σ(r,Xt,xr )dBr +
∫ s
t
∫
E
β(r,Xt,xr− , e)µ˜(dr, de), for s ∈ [t, T ] and Xt,xs = x if s ≤ t.
(2.4)
Under assumptions (2.1), (2.2) and (2.3) the solution of equation (2.4) exists and is unique (see [6] for more
details). Moreover it satisfies the following estimates: ∀p ≥ 2, x, x′ ∈ Rk and s ≥ t,
E[ sup
r∈[t,s]
|Xt,xr − x|p] ≤Mp(s− t)(1 + |x|p)] and E[ sup
r∈[t,s]
|Xt,xr −Xt,x
′
r − (x− x′)|p] ≤Mp(s− t)|x− x′|p (2.5)
for some constant Mp. ✷
We are now going to introduce the objects which are specifically connected to the BSDEs with jumps we will
deal with. Let (gi)i=1,m and (h
(i))i=1,m be functions defined as follows: For i = 1, ...,m,
gi : Rk −→ Rm
x 7−→ gi(x) and
h(i) : [0, T ]× Rk+m+d+1 −→ R
(t, x, y, z, q) 7−→ h(i)(t, x, y, z, q).
Moreover we assume they satisfy:
(H1): For any i ∈ {1, . . . ,m}, the function gi belongs to U .
(H2): For any i ∈ {1, . . . ,m},
(i) the function h(i) is Lipschitz in (y, z, q) uniformly in (t, x), i.e., there exists a real constant C such that for
any (t, x) ∈ [0, T ]× Rk, (y, z, q) and (y′, z′, q′) elements of Rm+d+1,
|h(i)(t, x, y, z, q)− h(i)(t, x, y′, z′, q′)| ≤ C(|y − y′|+ |z − z′|+ |q − q′|); (2.6)
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(ii) the function (t, x) 7→ h(i)(t, x, y, z, q), for fixed (y, z, q) ∈ Rm+d+1, belong uniformly to U , i.e., it is continuous
and there exist constants C and p (which do not depend on (y, z, q)) such that,
|h(i)(t, x, y, z, q)− h(i)(t, x′, y, z, q)| ≤ C(1 + |x|p + |x′|p)|x− x′|, for any t, x, x′. (2.7)
Next let γi, i = 1, . . . ,m be Borel measurable functions defined from [0, T ]× Rk × E into R and satisfying:
(i) |γi(t, x, e)| ≤ C(1 ∧ |e|)
(ii) |γi(t, x, e)− γi(t, x′, e)| ≤ C(1 ∧ |e|)|x− x′|(1 + |x|p + |x′|p)
(iii) the mapping t ∈ [0, T ] 7−→ γi(t, x, e) is continuous for any (x, e).
(2.8)
Finally let us introduce the following functions (f (i))i=1,m, defined by:
∀(t, x, y, z, ζ) ∈ [0, T ]× Rk+m+d × L2(λ), f (i)(t, x, y, z, ζ) := h(i)(t, x, y, z, ∫
E
γi(t, x, e)ζ(e)λ(de)). (2.9)
The functions f (i), i = 1, . . . ,m, enjoy the two following properties:
(a) f (i) is Lipschitz in (y, z, ζ), uniformly in (t, x), i.e., there exists a constant C such that
|f (i)(t, x, y, z, ζ)− f (i)(t, x, y′, z′, z′)| ≤ C(|y − y′|+ |z − z′|+ ‖ζ − ζ′‖L2(λ))
since h(i) is uniformly Lipschitz in (y, z, q) and γi verifies (2.8)− (i).
(b) the function (t, x) ∈ [0, T ]× Rk 7→ f (i)(t, x, 0, 0, 0) belongs to Πcg and then E[
∫ T
0 |f (i)(r,Xt,xr , 0, 0, 0)|2dr] <∞.
(2.10)
Let now (t, x) ∈ [0, T ]× Rk and let us consider the following m-dimensional BSDE with jumps:

~Y t,x := (Y i;t,x)i=1,m ∈ S2(Rm), Zt,x := (Zi;t,x)i=1,m ∈ H2(Rm×d), U t,x := (U i;t,x)i=1,m ∈ H2(L2m(λ));
∀i ∈ {1, . . . ,m}, Y iT = gi(Xt,xT ) and
dY i;t,xs = −f (i)(s,Xt,xs , ~Y t,xs , Zi;t,xs , U i;t,xs )ds− Zi;t,xs dBs −
∫
E
U i;t,xs (e)µ˜(ds, de), ∀s ≤ T,
(2.11)
where for any i ∈ {1, . . . ,m}, Zi;t,xs is the i-th row of Zt,xs and U i;t,xs is the i-th component of U t,xs .
The following result is related to existence and uniqueness of a solution for the BSDE with jumps (2.11). Its
proof is given in Li-Tang [11] (one can also see Barles et al. [2]).
Proposition 2.1. (Tang-Li, [11]): Assume that Assumptions (H1)-(H2) hold. Then for any (t, x) ∈ [0, T ]×Rk,
the BSDE (2.11) has a unique solution (~Y t,x, Zt,x, U t,x).
Remark 2.1. The solution of this BSDE exists and is unique since:
(i) E[|g(Xt,xT )|2] <∞, due to polynomial growth of g and estimate (2.5) on Xt,x ;
(ii) for any i = 1, . . . ,m, f (i) verifies the properties (2.10)-(a),(b) related to uniform Lipschitz w.r.t (y, z, ζ)
and ds⊗ dP-square integrability of the process (f (i)(s,Xt,xs , 0, 0, 0))s≤T .
Next, the following result proved in Barles et al. ([2], Proposition 2.5 and Theorems 3.4, 3.5), establishes the
relationship between the solution of (2.11) and the one of system (1.1).
Proposition 2.2. ([2]): Assume that (H1) and (H2) are fulfilled. Then there exist deterministic continuous
functions (ui(t, x))i=1,m which belongs to Πg such that for any (t, x) ∈ [0, T ] × Rk, the solution of the BSDE
(2.11) verifies:
∀i ∈ {1, . . . ,m}, ∀s ∈ [t, T ], Y i;t,xs = ui(s,Xt,xs ). (2.12)
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Moreover if for any i ∈ {1, . . . ,m},
(i) γi ≥ 0 ;
(ii) for any fixed (t, x, ~y, z) ∈ [0, T ]×Rk+m+d, the mapping q ∈ R 7−→ h(i)(t, x, ~y, z, q) ∈ R is non-decreasing.
Then the functions (ui)i=1,m is a continuous viscosity solution (in Barles et al.’s sense, see Definition 5.2 in
Appendix) of the following system of IPDEs: ∀i ∈ {1, . . . ,m},

−∂tui(t, x)− b(t, x)⊤Dxui(t, x) − 12Tr
(
σσ⊤(t, x)D2xxu
i(t, x)
) −Kui(t, x)
−h(i)(t, x, (uj(t, x))j=1,m, (σ⊤Dxui)(t, x), Biui(t, x)) = 0, (t, x) ∈ [0, T ]× Rk;
ui(T, x) = gi(x),
(2.13)
where
Biu
i(t, x) =
∫
E
γi(t, x, e){ui(t, x+ β(t, x, e)) − ui(t, x)}λ(de) and
Kui(t, x) =
∫
E
{ui(t, x + β(t, x, e))− ui(t, x) − β(t, x, e)⊤Dxui(t, x)}λ(de).
(2.14)
Finally, the solution (ui(t, x))i=1,m of (2.13) is unique in the class Π
c
g.
Remark 2.2. (i) The solution u = (ui)i=1,m is also unique in the class of functions which satisfy the following
weaker growth condition:
lim
|x|→∞
|u(t, x)|e−A˜[ln(|x|)]2 = 0
uniformly for t ∈ [0, T ], for some A˜ > 0 (see [2] or [4] for more details).
(ii) The functions h(i) verify the condition (A2.v) in ([2], pp. 73), under which uniqueness of the solution of
(2.13) is obtained, by the assumption (H2)-(ii).
3 Estimates and properties
Our next step is to provide estimates for the functions (ui)i=1,m defined in (2.12). Recall that (~Y
t,x, Zt,x, U t,x) :=
((Y i;t,x)i=1,m, (Z
i;t,x)i=1,m, (U
i;t,x)i=1,m) is the unique solution of the BSDE with jumps (2.11).
Lemma 3.1. Under (H1)-(H2), for any p ≥ 2 there exist two non-negative constants C and ρ such that
E
[{∫ T
0
ds(
∫
E
|U t,xs (e)|2λ(de))
} p
2
]
= E
[{ ∫ T
0
ds‖U t,xs ‖2L2m(λ)
} p
2
]
≤ C(1 + |x|ρ). (3.1)
Proof. First let us point out that since Xt,xs = x for s ∈ [0, t] then, uniqueness of the solution of BSDE (2.11)
implies that
Zt,xs = 0 and U
t,x
s = 0, ds⊗ dP− a.e. on [0, t]× Ω. (3.2)
Next let p ≥ 2 be fixed. Using the representation (2.12), for any i ∈ {1, . . . ,m} and s ∈ [t, T ] we have
Y i;t,xs = g
i(Xt,xT )+
∫ T
s
f (i)(r,Xt,xr , (u
j(r,Xt,xr ))j=1,m, Z
i;t,x
r , U
i;t,x
r )dr−
∫ T
s
Zi;t,xr dBr −
∫ T
s
∫
E
U i;t,xr (e)µ˜(dr, de).
(3.3)
This implies that the system of BSDEs with jumps (2.11) turns into a decoupled one since the equations in (3.3)
are not related each other.
Next for any i = 1, . . . ,m, the functions ui, gi and (t, x) 7→ f (i)(t, x, 0, 0, 0) are of polynomial growth and
finally y 7→ f (i)(t, x, y, 0, 0) is Lipschitz uniformly w.r.t. (t, x). Then for some C and ρ ≥ 0
E
[
|gi(Xt,xT )|p + (
∫ T
0
|f (i)(r,Xt,xr , (uj(r,Xt,xr ))j=1,m, 0, 0)|2dr)
p
2
]
≤ C(1 + |x|ρ). (3.4)
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Let us now fix i0 ∈ {1, . . . ,m}. Let Bp be the space of processes (Z,U) = (Zs, Us)s≤T such that:
(a) Z is P-measurable, Rd-valued and E[(∫ T0 |Zs|2ds) p2 ] <∞ ;
(b) U is P-measurable, L2(λ)-valued and E[(
∫ T
0
‖Us‖2L2(λ)ds)
p
2 ] <∞.
For (η, ζ) ∈ Bp let Φ(η, ζ) = (Z¯, U¯) where (Y¯ , Z¯, U¯) is the solution of the following BSDE:

Y¯ ∈ S2(R), Z¯ ∈ H2(Rd), U¯ ∈ H2(L2(λ));
Y¯s = g
i0(Xt,xT ) +
∫ T
s
f (i0)(r,Xt,xr , (u
j(r,Xt,xr ))j=1,m, ηr, ζr)dr −
∫ T
s
Z¯rdBr −
∫ T
s
∫
E
U¯r(e)µ˜(dr, de), ∀s ≤ T.
(3.5)
It implies that for any s ≤ T ,
Y¯s = E
[
gi0(Xt,xT ) +
∫ T
s
f (i0)(r,Xt,xr , (u
j(r,Xt,xr ))j=1,m, ηr, ζr)dr|Fs
]
. (3.6)
and then by Doob’s martingale inequality and Jensen’s one we deduce that
E
[
sup
s≤T
|Y¯s|p
]
≤ CpE
[
|gi0(Xt,xT )|p + T
p
2 (
∫ T
0
|f (i0)(r,Xt,xr , (uj(r,Xt,xr ))j=1,m, ηr, ζr)|2dr)
p
2
]
(3.7)
where Cp is, along with this proof, a constant independent of T which may change from line to line. On the
other hand, by the Burkholder-Davis-Gundy inequality and Doob’s martingale one (see e.g. [10]) we have
E
[
(
∫ T
0 |Z¯r|2dr +
∫ T
0 ‖U¯r‖2L2(λ)dr)
p
2
]
≤ CpE
[
supt≤T |
∫ t
0 Z¯rdBr +
∫ t
0
∫
E
U¯r(e)µ˜(dr, de)|p
]
≤ CpE
[
{sups≤T |Y¯s|+
∫ T
0 |f (i0)(r,Xt,xr , (uj(r,Xt,xr ))j=1,m, ηr, ζr)|dr}p
]
and taking into account (3.7) and once more Jensen’s inequality we deduce that
E
[
(
∫ T
0
|Z¯r|2dr +
∫ T
0
‖U¯r‖2L2(λ)dr)
p
2
]
≤ CpE
[
|gi0(Xt,xT )|p + T
p
2 (
∫ T
0
|f (i0)(r,Xt,xr , (uj(r,Xt,xr ))j=1,m, ηr, ζr)|2dr)
p
2
]
.
(3.8)
It means that Φ(η, ζ) ∈ Bp, for any (η, ζ) ∈ Bp. On the other hand, let us set (Z¯1, U¯1) = Φ(η1, ζ1). Then
(Y¯ − Y¯ 1, Z¯ − Z¯1, U¯ − U¯1) verify the following BSDE: for any s ≤ T ,
Y¯s − Y¯ 1s =
∫ T
s
{f (i0)(r,Xt,xr , (uj(r,Xt,xr ))j=1,m, ηr, ζr)− f (i0)(r,Xt,xr , (uj(r,Xt,xr ))j=1,m, η1r , ζ1r )}dr
− ∫ T
s
(Z¯r − Z¯1r )dBr −
∫ T
s
∫
E
(U¯r(e)− U¯1r (e))µ˜(dr, de).
(3.9)
As f (i0) is Lipschitz then, in the same way as previously in considering the BSDE (3.9), we obtain:
E
[
(
∫ T
0
|Z¯r − Z¯1r |2dr +
∫ T
0
‖U¯r − U¯1r ‖2L2(λ)dr)
p
2
]
≤ CpT
p
2 E
[
(
∫ T
0
(|ηr − η1r |2 + ‖ζr − ζ1r )‖2L2(λ))dr))
p
2
]
.
Now let δ > 0. In considering the previous BSDEs (3.5)-(3.9) for t ∈ [T − δ, T ] we obtain, in a similar way as
previously,
(
E
[
(
∫ T
T−δ
(|Z¯r − Z¯1r |2 + ‖U¯r − U¯1r ‖2L2(λ))dr)
p
2
]) 1
p ≤ Cp
√
δ
(
E
[
(
∫ T
T−δ
(|ηr − η1r |2 + ‖ζr − ζ1r )‖2L2(λ))dr))
p
2
]) 1
p
.
Take δ = (4C2p)
−1, we obtain that Φ is a contraction when we restrict time s to the interval [T − δ, T ]. Then
it has a fixed point which is nothing else but (Zi0;t,x, U i0;t,x) since the solution of the BSDE (3.3) is unique on
[T − δ, T ].
Let us define now ‖(η, ζ)‖δ,p ((η, ζ) ∈ Bp) by:
‖(η, ζ)‖δ,p := {E
[
(
∫ T
T−δ
(|ηr|2 + ‖ζr‖2L2(λ))dr)
p
2
]
} 1p .
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Next let us consider the sequence of processes of Bp defined by:
(z0, ζ0) = (0, 0) and for n ≥ 1, (zn, ζn) = Φ(zn−1, ζn−1).
It implies that
‖Φ(Zi0;t,x, U i0;t,x)− Φ(zn, ζn)‖p,δ = ‖(Zi0;t,x, U i0;t,x)− Φ(zn, ζn)‖p,δ
≤ 12‖(Zi0;t,x, U i0;t,x)− (zn, ζn)‖p,δ
and then
‖(Zi0;t,x, U i0;t,x)− (zn, ζn)‖p,δ ≤ 12n ‖(Zi0;t,x, U i0;t,x)‖p,δ.
But since Φ is a contraction then we can easily show that
∀n ≥ 1, ‖(zn, ζn)‖p,δ = ‖Φ(zn−1, ζn−1)‖p,δ ≤ 2‖(z1, ζ1)‖p,δ.
Thus for any n ≥ 1 we have
‖(Zi0;t,x, U i0;t,x)‖p,δ ≤ ( 2
n+1
2n − 1)‖(z
1, ζ1)‖p,δ ≤ 4‖(z1, ζ1)‖p,δ.
Next in the same way as in (3.8) we have
‖(z1, ζ1)‖p,δ ≤ Cp(E[|gi0(Xt,xT )|p + δ
p
2 (
∫ T
T−δ
|f (i0)(r,Xt,xr , (uj(r,Xt,xr ))j=1,m, 0, 0)|2dr)
p
2 ])
1
p (3.10)
and then by (3.4) we deduce that, for some non-negative constants C and ρ,
‖(z1, ζ1)‖p,δ ≤ C(1 + |x|ρ)
which implies
E
[
(
∫ T
T−δ
‖U i0;t,xr ‖2L2(λ)dr)
p
2
]
≤ C(1 + |x|ρ).
Next on [t, T − δ] we have
Y i0;t,xs = u
i0(T − δ,Xt,xT−δ) +
∫ T−δ
s
f (i0)(r,Xt,xr , (u
j(r,Xt,xr ))j=1,m, Z
i0;t,x
r , U
i0;t,x
r )dr
− ∫ T−δ
s
Zi0;t,xr dBr −
∫ T−δ
s
∫
E
U i0;t,xr (e)µ˜(dr, de), t ≤ s ≤ T − δ.
The same calculations as previously lead to
E
[
(
∫ T−δ
T−2δ
‖U i0;t,xr ‖2L2(λ)dr)
p
2
]
≤ C(1 + |x|ρ).
since ui0 , like gi0 , is of polynomial growth. Repeating now this procedure on [T − 3δ, T − 2δ], etc., and by (3.2)
we obtain
E
[{∫ T
0
‖U i0;t,xr ‖2L2(λ)dr
} p
2
]
≤ C(1 + |x|ρ).
Finally since i0 ∈ {1, . . . ,m} is arbitrary we then obtain the estimate (3.1).
Remark 3.1. The result of Lemma 3.1 holds for functions f (i), i = 1, ...,m, satisfying the properties (2.10)-
(a),(b) only independently of the structure condition (2.9).
Proposition 3.1. For any i = 1, . . . ,m, ui belongs to U .
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Proof: Let x and x′ be elements of Rk. Let (~Y t,x, Zt,x, U t,x) (resp. (~Y t,x
′
, Zt,x
′
, U t,x
′
)) be the solution of
the BSDE (2.11) associated with (f(s,Xt,xs , y, z, ζ), g(X
t,x
T )) (resp. (f(s,X
t,x′
s , y, z, ζ), g(X
t,x′
T ))). Applying Itoˆ’s
formula to |~Y t,xs − ~Y t,x
′
s |2 between s and T and taking expectation yields: ∀s ∈ [t, T ],
E[|~Y t,xs − ~Y t,x
′
s |2 +
∫ T
s
{|∆Zr|2 + ‖∆Ur‖2L2(λ)}dr]
= E[|g(Xt,xT )− g(Xt,x
′
T )|2 + 2
∫ T
s
〈(~Y t,xr − ~Y t,x
′
r ), ∆f(r)〉dr]
(3.11)
where the four processes ∆f(r), ∆Zr, ∆Ur(e), ∆Y (r) and ∆Xr are defined as follows: ∀r ∈ [t, T ],
∆f(r) := (∆f (i)(r))i=1,m =
(
f (i)(r,Xt,xr , ~Y
t,x
r , Z
i;t,x
r , U
i;t,x
r )− f (i)(r,Xt,x
′
r ,
~Y t,x
′
r , Z
i;t,x′
r , U
i;t,x′
r )
)
i=1,m
,
∆Zr = Z
t,x
r − Zt,x
′
r , ∆Ur = U
t,x
r − U t,x
′
r ,∆Y (r) = ~Y
t,x
r − ~Y t,x
′
r = (Y
j;t,x
r − Y j;t,x
′
r )j=1,m and ∆Xr := X
t,x
r −Xt,x
′
r .
(〈., .〉 is the usual scalar product on Rm). As for any i ∈ {1, . . . ,m}, gi belongs to U and by (2.5) and finally
using Cauchy-Schwarz inequality to obtain:
E[|g(Xt,xT )− g(Xt,x
′
T )|2] ≤ C(1 + |x|p + |x′|p)2|x− x′|2.
Therefore, we only need to deal with the other term of the right-hand side of (3.11), i.e.,
2E[
∫ T
s
〈(~Y t,xr − ~Y t,x′r ),∆f(r)〉dr].
Taking into account the expression of f (i) given by (2.9) we then split ∆f(r) in the following way: for r ≤ T ,
∆f(r) = (∆f (i)(r))i=1,m = ∆1(r) + ∆2(r) + ∆3(r) + ∆4(r) = (∆
i
1(r) + ∆
i
2(r) + ∆
i
3(r) + ∆
i
4(r))i=1,m
where for any i = 1, . . . ,m,
∆i1(r) = h
(i)(r,Xt,xr ,
~Y t,xr , Z
i;t,x
r ,
∫
E
γi(r,X
t,x
r , e)U
i;t,x
r (e)λ(de))−
h(i)(r,Xt,x
′
r ,
~Y t,xr , Z
i;t,x
r ,
∫
E
γi(r,X
t,x
r , e)U
i;t,x
r (e)λ(de));
∆i2(r) = h
(i)(r,Xt,x
′
r ,
~Y t,xr , Z
i;t,x
r ,
∫
E
γi(r,X
t,x
r , e)U
i;t,x
r (e)λ(de))−
h(i)(r,Xt,x
′
r ,
~Y t,x
′
r , Z
i;t,x
r ,
∫
E
γi(r,X
t,x
r , e)U
i;t,x
r (e)λ(de));
∆i3(r) = h
(i)(r,Xt,x
′
r ,
~Y t,x
′
r , Z
i;t,x
r ,
∫
E
γi(r,X
t,x
r , e)U
i;t,x
r (e)λ(de))−
h(i)(r,Xt,x
′
r ,
~Y t,x
′
r , Z
i;t,x′
r ,
∫
E
γi(r,X
t,x
r , e)U
i;t,x
r (e)λ(de));
∆i4(r) = h
(i)(r,Xt,x
′
r ,
~Y t,x
′
r , Z
i;t,x′
r ,
∫
E
γi(r,X
t,x
r , e)U
i;t,x
r (e)λ(de))−
h(i)(r,Xt,x
′
r ,
~Y t,x
′
r , Z
i;t,x′
r ,
∫
E
γi(r,X
t,x′
r , e)U
i;t,x′
r (e)λ(de)).
As h(i) verifies (2.7) and then by estimate (2.5) and Cauchy-Schwarz inequality we have:
E[2
∫ T
s
〈∆Y (r), ∆1(r)〉dr] ≤ E[ 1
ǫ
∫ T
s
|∆Y (r)|2dr + C2ǫ
∫ T
s
(1 + |Xt,xr |p + |Xt,x
′
r |p)2|Xt,xr −Xt,x
′
r |2dr]
≤ E[ 1
ǫ
∫ T
s
|∆Y (r)|2dr] + C2ǫ(1 + |x|2p + |x′|2p)|x − x′|2.
(3.12)
Besides since h(i) is Lipschitz w.r.t (y, z, q) then
E[2
∫ T
s
〈∆Y (r), ∆2(r)〉dr] ≤ 2CE[
∫ T
s
|∆Y (r)|2dr] (3.13)
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and
E[2
∫ T
s
〈∆Y (r), ∆3(r)〉dr] ≤ E[ 1
ǫ
∫ T
s
|∆Y (r)|2dr + C2ǫ
∫ T
s
|∆Zr|2dr]. (3.14)
It remains to obtain a control of the last term. But for any s ∈ [t, T ] we have,
E
[
2
∫ T
s
〈∆Y (r), ∆4(r)〉dr
]
≤ 2CE
[ ∫ T
s
dr|∆Y (r)| × |
∫
E
(
U t,xr (e)γ(r,X
t,x
r , e)− U t,x
′
r (e)γ(r,X
t,x′
r , e)
)
λ(de)|
]
.
Next by splitting the crossing terms as follows:
U t,xs (e)γ(s,X
t,x′
s , e)− U t,x
′
s (e)γ(s,X
t,x′
s , e) = ∆Us(e)γ(s,X
t,x
s , e) + U
t,x′
s (e)(γ(s,X
t,x
s , e)− γ(s,Xt,x
′
s , e))
and setting ∆γs(e) := (γ(s,X
t,x
s , e)− γ(s,Xt,x
′
s , e)) we obtain:
E
[
2
∫ T
s
〈∆Y (r), ∆4(r)〉dr
]
≤ 2CE
[ ∫ T
s
|∆Y (r)| × ( ∫
E
(|U t,x′r (e)∆γr(e)|+ |∆Ur(e)γ(r,Xt,xr , e)|)λ(de)
)
dr
]
≤ 2
ǫ
E
[ ∫ T
s
|∆Y (r)|2dr
]
+ C2ǫE
[ ∫ T
s
( ∫
E
|U t,x′r (e)∆γr(e)|λ(de)
)2
dr
]
+C2ǫE
[ ∫ T
s
( ∫
E
|∆Ur(e)γ(r,Xt,xr , e)|λ(de)
)2
dr
]
.
(3.15)
By Cauchy-Schwarz inequality, (2.5) and (2.8)-(ii), and the result of Lemma 3.1 it holds:
E
[∫ T
s
( ∫
E
|U t,x′r (e)∆γr(e)|λ(de)
)2
dr
]
≤ E
[∫ T
s
dr
( ∫
E
|U t,x′r (e)|2λ(de)
)( ∫
E
|∆γr(e)|2λ(de)
)]
≤ CE
[
{1 + supr∈[t,T ] |Xt,xr |2p + |Xt,x
′
r |2p)× supr∈[t,T ] |Xt,xr −Xt,x
′
r |2} ×
∫ T
s
dr
( ∫
E
|U t,x′r (e)|2λ(de)
)]
≤ C
√
E
[
{1 + supr∈[t,T ] |Xt,xr |4p + |Xt,x
′
r |4p) supr∈[t,T ] |Xt,xr −Xt,x
′
r |4
]
×
√
E
[
{∫ T
s
dr
( ∫
E
|U t,x′r (e)|2λ(de))}2
]
≤ C|x− x′|2(1 + |x′|p + |x|p)
(3.16)
for some exponent p. On the other hand using once more Cauchy-Schwarz inequality and (2.8)-(i) we get
E
[∫ T
s
( ∫
E
|∆Ur(e)γ(r,Xt,xr , e)|λ(de)
)2
dr
]
≤ E
[∫ T
s
dr
( ∫
E
|∆Ur(e)|2λ(de)
)( ∫
E
|γ(r,Xt,xr , e)|2λ(de)
)]
≤ CE
[∫ T
s
dr
( ∫
E
|∆Ur(e)|2λ(de)
)]
.
(3.17)
Taking now into account inequalities (3.12)-(3.17) we obtain:
|~Y t,xs − ~Y t,x
′
s |2 +E
[ ∫ T
s
[
|∆Zr|2 + ‖∆Ur‖2L2(λ)
]
dr
]
= E
[
|g(Xt,xT )− g(Xt,x
′
T )|2
]
+ 2E
[ ∫ T
s
〈(~Y t,xr − ~Y t,x′r ), ∆f(r)〉dr]
≤ |x− x′|2(1 + |x|p + |x′|p)(C + C2ǫ+ C3ǫ) + (3
ǫ
+ 2C)E
[ ∫ T
s
|∆Y (r)|2dr
]
+ C2ǫ
∫ T
s
|∆Zr|2dr]
+C3ǫE
[∫ T
s
dr
( ∫
E
|∆Ur(e)|2λ(de)
)]
.
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Choosing now ǫ small enough we deduce the existence of a constant C ≥ 0 such that for any s ∈ [t, T ],
E[|∆Y (s)|2] ≤ C|x − x′|2(1 + |x′|2p + |x|2p) + CE
[ ∫ T
s
|∆Y (r)|2dr
]
and by Gronwall’s inequality this implies that for any s ∈ [t, T ],
E[|∆Y (s)|2] ≤ C|x− x′|2(1 + |x′|2p + |x|2p).
Finally in taking s = t and considering (2.12) we obtain the desired result.
Remark 3.2. For any R-valued function v which belongs to U , the quantity Biv defined in (2.14) is well posed
since the functions β and (γi)i=1,m verify (2.3) and (2.8) respectively.
We are now going to express the process U t,x of the BSDE (2.11) by means of the functions (ui)i=1,m. This
relation between ui and U i;t,x is a second crucial point in this paper. Actually we have:
Proposition 3.3. For any i = 1, ...,m, (t, x) ∈ [0, T ]× Rk,
U i;t,xs (e) = u
i(s,Xt,xs− + β(s,X
t,x
s− , e))− ui(s,Xt,xs− ), dP⊗ ds⊗ dλ− ae on Ω× [t, T ]× E. (3.18)
Proof: First note that since the measure λ is not finite, then we cannot use the same technique as in [7] because
U i;t,x is only square integrable and not necessarily integrable wrt dP ⊗ ds ⊗ dλ. Therefore we first begin by
truncating the Le´vy measure.
Step 1: Truncation of the Le´vy measure
For any k ≥ 1, let us first introduce a new Poisson random measure µk (obtained from the truncation of µ) and
its associated compensator νk as follows:
µk(ds, de) = 1{|e|≥ 1
k
}µ(ds, de) and νk(ds, de) = λk(de)ds := 1{|e|≥ 1
k
}λ(de)ds
which means that, as usual, µ˜k(ds, de) := (µk − νk)(ds, de), is the associated random martingale measure. The
main point to notice is that λk(E) <∞ since λ integrates (1 ∧ |e|2)e∈E .
Next, let us introduce the process kXt,x solving the following standard SDE of jump-diffusion type:
kXt,xs = x+
∫ s
t
b(r,kXt,xr )dr +
∫ s
t
σ(r,kXt,xr )dBr
+
∫ s
t
∫
E
β(r,kXt,xr− , e)µ˜k(dr, de), s ∈ [t, T ]; kXt,xs = x if s ≤ t.
(3.19)
Note that thanks to the assumptions on b, σ and β the process kXt,x exists and is unique. Morever it satisfies
the same estimates as in (2.5) since λk is just a truncation at the origin of λ which integrates (1 ∧ |e|2)e∈E .
On the other hand let us consider the following Markovian BSDE with jumps (similar as BSDE (2.11)):

E[sups≤T |kY t,xs |2] +
∫ T
0
{|kZt,xr |2 +
∫
E
|kU t,xr (e)|2λk(de)}] <∞ ;
kY t,xs = g(
kX
t,x
T ) +
∫ T
s
fµk(r,
kXt,xr ,
kY t,xr ,
kZt,xr ,
kU t,xr )dr
− ∫ T
s
{kZt,xr dBr +
∫
E
kU t,xr (e)µ˜k(dr, de)}, s ≤ T,
(3.20)
with, for any (t, x) ∈ [0, T ]× Rk, y ∈ Rm, z = (zi)i=1,m ∈ Rm×d and ζ = (ζi)i=1,m ∈ L2m(E, λk),
fµk(t, x, y, z, ζ) = (f
(i)
µk (t, x, y, zi, ζi))i=1,m = (h
(i)(t, x, y, zi,
∫
E
γi(t, x, e))ζi(e)λk(de)))i=1,m.
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First let us emphasize that this latter BSDE is related to the filtration (Fks )s≤T generated by the Brownian
motion and the independant random measure µk. However this point does not raise major issues since for any
s ≤ T , Fks ⊂ Fs and thanks to the relationship between µ and µk.
Next by the properties of the functions b, σ, β and assumptions (H1), (H2), (2.8) on the functions g, h and γ
respectively, and according to Proposition 2.1 (see also [11] or [2]), there exists a unique triple (kY t,x,kZt,x,kU t,x)
solving (3.20). In addition, since the setting is Markovian, then by Proposition 2.2 there also exists a function
uk from [0, T ]× Rk into Rm of Πcg such that
∀s ∈ [t, T ], kY t,xs := uk(s,kXt,xs ), P− a.s. (3.21)
Moreover as in Proposition 3.1, there exist positive constants C and p which do not depend on k such that:
∀t, x, x′, |uk(t, x)− uk(t, x′)| ≤ C(1 + |x|p + |x′|p)|x− x′|. (3.22)
Finally as λk is finite then we have the following relationship between the process
kU t,x = (kU i;t,x)i=1,m and the
determinstic functions uk = (uki )i=1,m (see [7], Proposition 3.1, pp.6): ∀i = 1, . . . ,m,
kU i;t,xs (e) = u
k
i (s,
kX
t,x
s− + β(s,
kX
t,x
s− , e))− uki (s,kXt,xs− ), dP⊗ ds⊗ dλk − ae on Ω× [t, T ]× E.
This is mainly due to the fact that kU t,x belongs to L1 ∩ L2(ds ⊗ dP ⊗ dλk) since λk(E) < ∞ and then we can
split the stochastic integral w.r.t µ˜k in (3.20). Therefore for all i = 1, ...,m,
kU i;t,xs (e)1{|e|≥ 1
k
} = (u
k
i (s,
kX
t,x
s−+β(s,
kX
t,x
s− , e))−uki (s,kXt,xs− ))1{|e|≥ 1
k
}, dP⊗ds⊗dλ−ae on Ω× [t, T ]×E. (3.23)
Step 2: Convergence of the auxiliary processes
Let us now prove the following convergence results
E[sup
s≤T
|Xt,xs −kXt,xs |2]→k 0 (3.24)
and
E[sups≤T |Y t,xs −kY t,xs |2] +
∫ T
0
|Zt,xs −kZt,xs |2ds+
∫ T
0
ds
∫
E
λ(de)|U t,xs (e)−kU t,xs (e)1{|e|≥ 1
k
}|2]→k 0. (3.25)
where Xt,x and (Y t,x, Zt,x, U t,x) are respectively solutions of the SDE (2.4) and BSDE with jumps (2.11).
First let us prove (3.24) which is rather standard but we give it for completeness. For any s ∈ [0, T ] we have:
Xt,xs −kXt,xs =
∫ s
0
(
b(r,Xt,xr )− b(r,kXt,xr )
)
dr +
∫ s
0
(
σ(r,Xt,xr )− σ(r,kXt,xr )
)
dBr
+
∫ s
0
∫
E
(
β(r,Xt,xr− , e)− β(r,kXt,xr− , e)1{|e|≥ 1
k
}
)
µ˜(de, dr).
Next let η ∈ [0, T ]. Since |a + b + c|2 ≤ 3(|a|2 + |b|2 + |c|2) for any real constants a, b and c and by the
Cauchy-Schwarz and Burkholder-Davis-Gundy inequalities we have:
E
{
sup
0≤s≤η
|Xt,xs −kXt,xs |2
}
≤ 3E
{
sup
0≤s≤η
|
∫ s
0
(b(r,Xt,xr )− b(r,kXt,xr ))dr|2 + sup
0≤s≤η
|
∫ s
0
(σ(r,Xt,xr )− σ(r,kXt,xr ))dBr |2
+ sup
0≤s≤η
|
∫ s
0
∫
E
(
β(r,Xt,xr− , e)− β(r,kXt,xr− , e)1{|e|≥ 1
k
}
)
µ˜(de, dr))|2
}
≤ CE
{∫ η
0
sup
0≤τ≤r
{|b(τ,Xt,xτ )− b(τ,kXt,xτ )|2 + |σ(τ,Xt,xτ )− σ(τ,kXt,xτ )|2}dr}
}
+ CE
{∫ η
0
∫
E
sup
0≤τ≤r
∣∣β(τ,Xt,xτ−, e)− β(τ,kXt,xτ−, e)∣∣2λk(de)dr +
∫ η
0
∫
E
sup
0≤τ≤r
|β(τ,Xt,xτ−, e)|21{|e|< 1
k
}λ(de)dr
}
.
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But b and σ are Lipschitz w.r.t. x and β verifies (2.3)-(ii), then we have: ∀r ∈ [0, T ],
sup
0≤τ≤r
{|b(τ,Xt,xτ )− b(τ,kXt,xτ )|2 + |σ(τ,Xt,xτ )− σ(τ,kXt,xτ )|2} ≤ C sup
0≤τ≤r
|Xt,xτ −kXt,xτ |2
and ∫
E
sup0≤τ≤r
∣∣β(τ,Xt,xτ−, e)− β(τ,kXt,xτ−, e)∣∣2λk(de) ≤ C sup0≤τ≤r |Xt,xτ −kXt,xτ |2 ∫E(1 ∧ |e|)2λk(de)
≤ C sup0≤τ≤r |Xt,xτ −kXt,xτ |2
for some constant C since λk((1 ∧ |e|2)e∈E) is smaller than λ((1 ∧ |e|2)e∈E) and this quantity is finite. Plug now
those two last inequalities in the previous one to obtain: ∀η ∈ [0, T ],
E
{
sup
0≤s≤η
|Xt,xs −kXt,xs |2
}
≤ CE
{∫ η
0
sup
0≤τ≤r
|Xt,xτ −kXt,xτ |2dr + C
∫
{|e|< 1
k
}
(1 ∧ |e|2)λ(de)
}
.
Finally by Gronwall’s Lemma we obtain the desired result since
∫
{|e|< 1
k
}(1 ∧ |e|2)λ(de)→k 0.
We now focus on (3.25). First note that we can apply Itoˆ’s formula, even if the BSDEs are related to filtrations
and Poisson random measures which are not the same, since:
(i) Fks ⊂ Fs, ∀s ≤ T ;
(ii) for any s ≤ T , ∫ s0 ∫E kU i;t,xr (e)µ˜k(dr, de) = ∫ s0 ∫E kU i;t,xr (e)1{|e|≥ 1k }µ˜(dr, de) and then the first (Fks )s≤T -
martingale is also an (Fs)s≤T -martingale.
Therefore we have: ∀s ∈ [0, T ],
E[|~Y t,xs −kY t,xs |2 +
∫ T
0
{|Zt,xs −kZt,xs |2 +
∫
E
|U t,xs (e)−kU t,xs (e)1{|e|≥ 1
k
}|2λ(de)}ds] = E[|g(Xt,xT )− g(kXt,xT )|2]
+2E[
∫ T
s
(~Y t,xr −kY t,xr )× (f(r,Xt,xr , ~Y t,xr , Zt,xr , U t,xr )− fk(r,kXt,xr ,kY t,xr ,kZt,xr ,kU t,xr ))dr].
(3.26)
First note that by (3.24) and since g belongs to U and kXt,x verifies estimates (2.5) then it holds:
E[|g(Xt,xT )− g(kXt,xT )|2]→k 0. (3.27)
Next let us set:
(f(r,Xt,xr ,
~Y t,xr , Z
t,x
r , U
t,x
r )− fk(r,kXt,xr ,kY t,xr ,kZt,xr ,kU t,xr )) = A(r) +B(r) + C(r) +D(r)
where, taking into account the expression of f through h (see (2.9)), for any r ∈ [0, T ]:
(i) A(r) = (h(i)(r,Xt,xr , ~Y
t,x
r , Z
i;t,x
r ,
∫
E
γi(r,X
t,x
r , e)U
i;t,x
r (e)λ(de))−
h(i)(r,kXt,xr ,
~Y t,xr , Z
i;t,x
r ,
∫
E
γi(r,X
t,x
r , e)U
i;t,x
r (e)λ(de)))i=1,m ;
(ii) B(r) = (h(i)(r,kXt,xr ,
~Y t,xr , Z
i;t,x
r ,
∫
E
γi(r,X
t,x
r , e)U
i;t,x
r (e)λ(de))−
h(i)(r,kXt,xr ,
kY t,xr , Z
i;t,x
r ,
∫
E
γi(r,X
t,x
r , e)U
i;t,x
r (e)λ(de)))i=1,m ;
(iii) C(r) = (h(i)(r,kXt,xr ,
kY t,xr , Z
i;t,x
r ,
∫
E
γi(r,X
t,x
r , e)U
i;t,x
r (e)λ(de))−
h(i)(r,kXt,xr ,
kY t,xr ,
kZi;t,xr ,
∫
E
γi(r,X
t,x
r , e)U
i;t,x
r (e)λ(de)))i=1,m ;
(iv) D(r) = (h(i)(r,kXt,xr ,
kY t,xr ,
kZi;t,xr ,
∫
E
γi(r,X
t,x
r , e)U
i;t,x
r (e)λ(de))−
h(i)(r,kXt,xr ,
kY t,xr ,
kZi;t,xr ,
∫
E
γi(r,
kXt,xr , e)
kU i;t,xr (e)λk(de)))i=1,m.
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But by (2.6) and (2.7), we have: ∀r ∈ [0, T ],
|A(r)| ≤ C(1 + |Xt,xr |p + |kXt,xr |p)|Xt,xr −kXt,xr |, |B(r)| ≤ C|~Y t,xr −kY t,xr | and |C(r)| ≤ |Zt,xr −kZt,xr | (3.28)
where C is a constant. Finally let us deal with D(r) which is more involved. First note that D(r) = (Di(r))i=1,m
where
Di(r) = h
(i)(r,kXt,xr ,
kY t,xr ,
kZi;t,xr ,
∫
E
γi(r,X
t,x
r , e)U
i;t,x
r (e)λ(de))−
h(i)(r,kXt,xr ,
kY t,xr ,
kZi;t,xr ,
∫
E
γi(r,
kXt,xr , e)
kU i;t,xr (e)λk(de)).
But as h(i) is Lipschitz w.r.t to the last component q then
|Di(r)|2 ≤ C{
∫
E
|γi(r,Xt,xr , e)U i;t,xr (e)− γi(r,kXt,xr , e)kU i;t,xr (e)1{|e|≥ 1
k
}|λ(de)}2
≤ C
{
{∫
E
|γi(r,Xt,xr , e)− γi(r,kXt,xr , e)||U i;t,xr (e)|λ(de)}2
+{∫
E
|γi(r,kXt,xr , e)||U i;t,xr (e)− kU i;t,xr (e)1{|e|≥ 1
k
}|λ(de)}2
}
≤ C{(1 + |Xt,xr |p + |kXt,xr |p)|Xt,xr −kXt,xr |
∫
E
(1 ∧ |e|)|U i;t,xr (e)|λ(de)}2
+C
∫
E
|U i;t,xr (e)− kU i;t,xr (e)1{|e|≥ 1
k
}|2λ(de).
The last inequality follows from the properties (2.8)-(i), (ii) satisfied by γi and Cauchy-Schwarz inequality. Next
going back to (3.26) and arguing as in the bulk of the proof of Proposition 3.1 we deduce the existence of a
constant C ≥ 0 independant of k such that:
E[|~Y t,xs −kY t,xs |2 +
∫ T
s
{|Zt,xs −kZt,xs |2 +
∫
E
|U t,xs (e)−kU t,xs (e)1{|e|≥ 1
k
}|2λ(de)}ds]
≤ CE[|g(Xt,xT )− g(kXt,xT )|2] + CE[
∫ T
s
|~Y t,xr −kY t,xr |2dr] + CE[
∫ T
0
(1 + |Xt,xr |p + |kXt,xr |p)2|Xt,xr −kXt,xr |2dr]
+CE[
∫ T
0
dr{(1 + |Xt,xr |p + |kXt,xr |p)|Xt,xr −kXt,xr |
∫
E
(1 ∧ |e|)|U i;t,xr (e)|λ(de)}2], ∀s ∈ [0, T ].
(3.29)
But
E[|g(Xt,xT )− g(kXt,xT )|2] + E[
∫ T
0 (1 + |Xt,xr |p + |kXt,xr |p)2|Xt,xr −kXt,xr |2dr]→k 0
and
E[
∫ T
0
dr{(1 + |Xt,xr |p + |kXt,xr |p)|Xt,xr −kXt,xr |
∫
E
(1 ∧ |e|)|U i;t,xr (e)|λ(de)}2]→k 0.
Let us focus indeed on the first convergence. Obviously the first term converges to 0 because g belongs to U and
Xt,x, kXt,x verify estimates (2.5) uniformly and by (3.24). For the second term we have:
E[
∫ T
0 (1 + |Xt,xr |p + |kXt,xr |p)2|Xt,xr −kXt,xr |2dr]
≤ E[supr≤T |Xt,xr −kXt,xr |
∫ T
0
(1 + |Xt,xr |p + |kXt,xr |p)2|Xt,xr −kXt,xr |dr]
≤ {E[supr≤T |Xt,xr −kXt,xr |2]}
1
2 {E[(∫ T
0
(1 + |Xt,xr |p + |kXt,xr |p)2|Xt,xr −kXt,xr |dr)2]}
1
2 .
But the first factor in the right-hand side of this inequality goes to 0 when k →∞ due to (3.24) and the second
factor is uniformly bounded by the uniform estimates (2.5) of Xt,x and kXt,x.
For the second convergence, it is a consequence of (3.24), the fact that kXt,x verifies estimates (2.5) uniformly,
the Cauchy-Schwarz inequality (used twice) and finally (3.1). Then by Gronwall’s Lemma we deduce first that
for any s ≤ T ,
E[|~Y t,xs −kY t,xs |2]→k 0
14
and in taking s = t we obtain uk(t, x) →k u(t, x). As (t, x) ∈ [0, T ]× Rk is arbitrary then uk →k u pointwisely.
Next going back to (3.29) take the limit w.r.t k and using the uniform polynomial growth of uk and the Lebesgue
dominated convergence theorem as well, to obtain:
E[
∫ T
t
∫
E
|U t,xs (e)−kU t,xs (e)1{|e|≥ 1
k
}|2λ(de)}ds]→k 0. (3.30)
Step 3: Conclusion
First note that by (3.22) and the pointwise convergence of (uk)k to u, if (xk)k is a sequence of R
k which converges
to x then (uk(t, xk))k converges to u(t, x). Now let us consider a subsequence which we still denote by {k} such
that sups≤T |kXt,xs −Xt,xs |2 →k 0, P−a.s. (and then |kXt,xs−−Xt,xs− | →k 0 since |kXt,xs−−Xt,xs− | ≤ sups≤T |kXt,xs −Xt,xs |2).
By (3.24), this subsequence exists. As the mapping x 7→ β(t, x, e) is Lipschitz then the sequence
(kU i;t,xs (e)1{|e|≥ 1
k
})k = ((u
k
i (s,
kX
t,x
s− + β(s,
kX
t,x
s− , e))− uki (s,kXt,xs− ))1{|e|≥ 1k })k≥1 →k
(ui(s,X
t,x
s− + β(s,X
t,x
s− , e))− ui(s,Xt,xs− )), dP⊗ ds⊗ dλ− ae on Ω× [t, T ]× E.
(3.31)
for any i = 1, ...,m. Finally from (3.30) we deduce that
U t,xs (e) = (u(s,X
t,x
s− + β(s,X
t,x
s− , e))− u(s,Xt,xs− )), dP⊗ ds⊗ dλ− ae on Ω× [t, T ]× E
which is the desired result.
Remark 3.4. In order to prove the final step we do not need to use the property (3.22) satisfied by uki . Instead,
we only need that for any sequence (xk)k which converges to x, the sequence (u
k
i (t, xk)−uki (t, x))k converges to 0
and (uki (t, x))k≥1 converges to ui(t, x) pointwisely. This point plays an important role in the proof of uniqueness
of Theorem 4.2.
4 The main result
We are now ready to give the main result of this paper. Before doing so we recall the notion of viscosity solution
we deal with. This definition has been more or less introduced in [7].
For φ ∈ C1,2([0, T ] × Rk), let us denote by LXφ(t, x) the differential-integral generator associated with the
jump-diffusion process introduced in (2.4) and which is given by: ∀(t, x) ∈ [0, T ]× Rk,
LXφ(t, x) := b(t, x)⊤Dxφ(t, x)+
1
2Tr
(
σσ⊤(t, x)D2xxφ(t, x)
)
+
∫
E
{φ(t, x+ β(t, x, e)) − φ(t, x)− β(t, x, e)⊤Dxφ(t, x)}λ(de).
Definition 4.1. A family of deterministic functions u = (ui)i=1,m, such that, for any i ∈ {1, . . . ,m} ui : (t, x) ∈
[0, T ]× Rk 7→ ui(t, x) ∈ R belongs to the class U , is said to be a viscosity sub-solution (resp. super-solution) of
the IPDE (1.1) if: ∀i ∈ {1, . . . ,m},
(i) ∀x ∈ Rk, ui(T, x) ≤ gi(x) (resp. ui(T, x) ≥ gi(x)) ;
(ii) For any (t, x) ∈ (0, T )×Rk and any function φ of class C1,2([0, T ]×Rk) such that (t, x) is a global maximum
(resp. minimum) point of ui − φ and (ui − φ)(t, x) = 0, one has
−∂tφ(t, x) − LXφ(t, x) − h(i)(t, x, (uj(t, x))j=1,m, σ⊤(t, x)Dxφ(t, x), Biui(t, x)) ≤ 0,
(resp.
−∂tφ(t, x) − LXφ(t, x) − h(i)(t, x, (uj(t, x))j=1,m, σ⊤(t, x)Dxφ(t, x), Biui(t, x)) ≥ 0).
The family u = (ui)i=1,m is a viscosity solution of (1.1) if it is both a viscosity sub-solution and viscosity
super-solution.
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Let us mention here the main difference with the classical definition of viscosity solution of (1.1) by Barles et
al. [2] (see Definition 5.2 in Appendix). In our definition we keep Biu
i(t, x) which is defined since ui ∈ U while
in [2] it is replaced with Biφ(t, x) where φ is the test function. This is one of the main reasons for which in [2],
the authors have required monotonicity conditions (a)-(b) related to the functions (γi)i=1,m and (h
(i))i=1,m. On
the other hand note that when, for any i = 1, ...,m, h(i) does not depend on Biu
i(t, x) those definitions coincide.
We are now ready to state the main result of this paper.
Theorem 4.2. Assume that Assumptions (H1)-(H2) are fulfilled. Then the m-tuple of functions (ui)i=1,m defined
in (2.12) is the unique viscosity solution of system (1.1) according to Definition 4.1.
Proof. Step 1: Existence
Let us consider the following multi-dimensional BSDE:

~Y
t,x
:= (Yi;t,x)i=1,m ∈ S2(Rm), Zt,x := (Zi;t,x)i=1,m ∈ H2(Rm×d), Ut,x := (Ui;t,x)i=1,m ∈ H2(L2m(λ));
∀i ∈ {1, . . . ,m}, Yi;t,xT = gi(Xt,xT ) and ∀s ≤ T,
dYi;t,xs = −h(i)(s,Xt,xs , ~Y
t,x
s ,Z
i;t,x
s ,
∫
E
γi(s,X
t,x
s , e){ui(s,Xt,xs− + β(s,Xt,xs− , e))− ui(s,Xt,xs− )}λ(de))ds
+Zi;t,xs dBs +
∫
E
Ui;t,xs (e)µ˜(ds, de).
(4.1)
Since for any i = 1, ...,m, ui belongs to U , β(t, x, e) and γi(t, x, e) verify respectively (2.3) and (2.8) and finally
by Assumption (H2) we have:
(i) the mapping (y, z) 7→ h(i)(s,Xt,xs , y, z,
∫
E
γi(s,X
t,x
s , e){ui(s,Xt,xs− + β(s,Xt,xs− , e)) − ui(s,Xt,xs− )}λ(de)) is
uniformly Lipschitz ;
(ii) the process (h(i)(s,Xt,xs , 0, 0,
∫
E
γi(s,X
t,x
s , e){ui(s,Xt,xs−+β(s,Xt,xs− , e))−ui(s,Xt,xs− )}λ(de)))s≤T is ds⊗dP-
square integrable.
It follows that the solution of this backward equation (4.1) exists and is unique by Proposition 2.1 (see Remark
2.1). Moreover, as the process Xt,x is RCLL then the set of its discontinuous points on [0, T ] is at most countable.
Therefore P− a.s., for any s ≤ T , it holds
∫ T
s
h(i)(r,Xt,xr ,
~Y
t,x
r ,Z
i;t,x
r ,
∫
E
γi(r,X
t,x
r , e){ui(r,Xt,xr− + β(r,Xt,xr− , e))− ui(r,Xt,xr−)}λ(de))dr =∫ T
s
h(i)(r,Xt,xr , ~Y
t,x
r ,Z
i;t,x
r ,
∫
E
γi(r,X
t,x
r , e){ui(r,Xt,xr + β(r,Xt,xr , e))− ui(r,Xt,xr )}λ(de))dr.
Next as for any i = 1, ...,m, ui belongs to U , then by Proposition 2.2, there exists a family of deterministic
continuous functions of polynomial growth (ui)i=1,m such that for any (t, x) ∈ [0, T ]× Rk,
∀s ∈ [t, T ], Yi;t,xs = ui(s,Xt,xs ).
Finally, again by Proposition 2.2, the family (ui)i=1,m is a viscosity solution of the following system:

−∂tui(t, x) − b(t, x)⊤Dxui(t, x)− 12Tr
(
σσ⊤(t, x)D2xxu
i(t, x)
) −Kui(t, x)
−h(i)(t, x, (uj(t, x))j=1,m, (σ⊤Dxui)(t, x), Biui(t, x)) = 0, (t, x) ∈ [0, T ]× Rk;
ui(T, x) = gi(x)
(4.2)
Note that in this system (4.2), the last component of h(i) is Biu
i(t, x) and not Biu
i(t, x). Next and once more,
let us consider the system of BSDEs by which the family (ui)i=1,m is defined through the Feynman Kac’s formula
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(2.12):

~Y t,x := (Y i;t,x)i=1,m ∈ S2(Rm), Zt,x := (Zi;t,x)i=1,m ∈ H2(Rm×d), U t,x := (U i;t,x)i=1,m ∈ H2(L2m(λ));
∀i ∈ {1, . . . ,m}, Y i;t,xT = gi(Xt,xT ) and ∀s ≤ T,
dY i;t,xs = −h(i)(s,Xt,xs , ~Y t,xs , Zi;t,xs ,
∫
E
γi(s,X
t,x
s , e)U
i;t,x
s (e)λ(de))ds + Z
i;t,x
s dBs +
∫
E
U i;t,xs (e)µ˜(ds, de).
(4.3)
But by Proposition 3.3 we now that for any i = 1,m,
U i;t,xs (e) = u
i(s,Xt,xs− + β(s,X
t,x
s− , e))− ui(s,Xt,xs− ), ds⊗ dP⊗ dλ on [t, T ]× Ω× E.
Plug now this relation in the first term of the right-hand side of the second equality of (4.3), one obtains, by
uniqueness of the solution of the BSDE (4.1), that for any s ∈ [t, T ] and i ∈ {1, . . . ,m}, Yi;t,xs = Y i;t,xs . Thus
for any i ∈ {1, . . . ,m}, ui = ui. Henceforth, the family (ui)i=1,m is a viscosity solution of (1.1) in the sense of
Definition 4.1.
Step 2: Uniqueness
We now show uniqueness of the solution in the class U . So let (u¯i)i=1,m be another family of U which is
solution of the system (1.1) in the sense of Definition 4.1 and let us consider the following system of BSDEs:

~¯Y t,x := (Y¯ i;t,x)i=1,m ∈ S2(Rm), Z¯t,x := (Z¯i;t,x)i=1,m ∈ H2(Rm×d), U¯ t,x := (U¯ i;t,x)i=1,m ∈ H2(L2m(λ));
∀i ∈ {1, . . . ,m}, Y¯ i;t,xT = gi(Xt,xT ) and ∀s ≤ T,
dY¯ i;t,xs = −h(i)(s,Xt,xs , ~¯Y t,xs , Z¯i;t,xs ,
∫
E
γi(s,X
t,x
s , e){u¯i(s,Xt,xs− + β(s,Xt,xs− , e))− u¯i(s,Xt,xs− )}λ(de))ds
+Z¯i;t,xs dBs +
∫
E
U¯ i;t,xs (e)µ˜(ds, de).
(4.4)
As for the BSDE (4.1), the solution of the BSDE (4.4) exists and is unique since (u¯i)i=1,m belong to U . Moreover
there exists a family of deterministic continuous functions (vi)i=1,m of class Πg such that
∀s ∈ [t, T ], Y¯ i;t,xs = vi(s,Xt,xs ).
Additionally, by Proposition 2.2, (vi)i=1,m is the unique solution in the subclass Π
c
g of continuous functions of
the following system: ∀i = 1, . . . ,m,


−∂tvi(t, x) − b(t, x)⊤Dxvi(t, x)− 12Tr
(
σσ⊤(t, x)D2xxv
i(t, x)
)−Kvi(t, x)
−h(i)(t, x, (vj(t, x))j=1,m, (σ⊤Dxvi)(t, x), Biu¯i(t, x)) = 0, (t, x) ∈ [0, T ]× Rk;
vi(T, x) = gi(x).
(4.5)
But, the family (u¯i)i=1,m belongs to Π
c
g and solves system (4.5). Therefore, by the uniqueness result of Proposition
2.2, one deduces that u¯i = vi, ∀i = 1, ...,m.
Next we are going to show that on [t, T ]× Ω× E, ds⊗ dP⊗ dλ-a.e we have: ∀i = 1, ...,m,
U¯ i;t,xs (e) = v
i(s,Xt,xs− + β(s,X
t,x
s− , e))− vi(s,Xt,xs− )
= u¯i(s,Xt,xs− + β(s,X
t,x
s− , e))− u¯i(s,Xt,xs− ).
(4.6)
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The second equality is trivial once the first one is proved.
Note that we cannot use the result of Proposition 3.3 as we do not know whether or not the function
x 7→ h¯(i)(t, x, y, z) = h(i)(t, x, y, z, Biu¯i(t, x)) belongs uniformly to U . However the function (t, x) 7→ Biu¯i(t, x)
is continuous and belongs to Πg, since u¯
i belongs to U and thanks to the properties (2.3) and (2.8) on β and γi
respectively.
We are going to make use of the hint of Remark 3.4. Let (xk)k≥1 be a sequence of R
k which converges to
x ∈ Rk and let kXt,xk and kXt,x be the processes defined by (3.19) when the initial conditions are xk and x
respectively. Next let us consider the two following BSDEs (adaptation is w.r.t Fk):

~¯Y k,t,x := (Y¯ i,k;t,x)i=1,m ∈ S2(Rm), Z¯k,t,x := (Z¯i,k;t,x)i=1,m ∈ H2(Rm×d), U¯k,t,x := (U¯ i,k;t,x)i=1,m ∈ H2(L2m(λk));
∀i ∈ {1, . . . ,m}, Y¯ i,k;t,xT = gi(kXt,xT ) and ∀s ≤ T,
dY¯ i,k;t,xs = −h(i)(s,kXt,xs , ~¯Y k,t,xs , Z¯i,k;t,xs ,
∫
E
γi(s,
kXt,xs , e){u¯i(s,kXt,xs− + β(s,kXt,xs− , e))− u¯i(s,kXt,xs− )}λ(de))ds
+Z¯i,k;t,xs dBs +
∫
E
U¯ i,k;t,xs (e)µ˜k(ds, de).
(4.7)
First by continuity and as in the proof of Step 2 of Proposition 3.3 for any i = 1, ...,m, one can check that
(Y¯ i,k;t,x, Z¯i,k;t,x, U¯ i,k;t,x1{|e|≥ 1
k
})k converges to (Y¯
i;t,x, Z¯i;t,x, U¯ i;t,x) in S2(R)×H2(Rκ×d)×H2(L2(λ)). Next let
((vki )i=1,m)k≥1 be the sequence of continuous determinstic functions such that for any t ≤ T and s ∈ [t, T ],
Y¯ i,k;t,xs = v
k
i (s,
kXt,xs ) and Y¯
i,k;t,xk
s = v
k
i (s,
kXt,xks ), ∀i = 1, ...,m.
Note that the function vki belongs uniformly to Πg, i.e. there exists a constant C which does not depend on k
such that |vki (t, x)| ≤ C(1 + |x|ρ), ∀(t, x) ∈ [0, T ]× Rk, for some ρ ≥ 0. On the other hand, for any i = 1, ...,m,
we have:
(i) the sequence (vki (t, x))k≥1 converges to v
i(t, x) ;
(ii) U¯ i,k;t,x = vki (s,
kX
t,x
s− + β(s,
kX
t,x
s− , e))− vki (s,kXt,xs− ), ds⊗ dP⊗ dλk-ae on [t, T ]× Ω× E.
Now using Itoˆ’s formula and the properties satisfied by h(i) we obtain for some constant C ≥ 0:
E[|~¯Y k,t,xks − ~¯Y k,t,xs |2 +
∫ T
s
|Z¯k,t,xkr − Z¯k,t,xr |2ds+
∫ T
s
∫
E
|U¯k,t,xkr (e)− U¯k,t,xr (e)|2λk(de)]
≤ CE[|g(kXt,xkT )− g(kXt,xT )|2] + CE[
∫ T
s
|~¯Y k,t,xkr − ~¯Y k,t,xr |2dr]
+CE[
∫ T
s
|kXt,xkr −kXt,xr |(1 + |Xt,xkr |p + |Xt,xkr |p)]
+C
∑
i=1,m E[
∫ T
s
|Biu¯i(r,kXt,xkr )−Biu¯i(r,kXt,xr )|2dr], ∀s ≤ T.
Next using Gronwall’s inequality and taking s = t to obtain: ∀i = 1, ...,m,
|vki (t, xk)− vki (t, x)|2 ≤ E[|~¯Y k,t,xkt − ~¯Y k,t,xt |2]
≤ CE[|g(kXt,xkT )− g(kXt,xT )|2] + CE[
∫ T
t
|kXt,xkr −kXt,xr |(1 + |Xt,xkr |p + |Xt,xkr |p)]
+C
∑
i=1,m E[
∫ T
t
|Biu¯i(r,kXt,xkr )−Biu¯i(r,kXt,xr )|2dr].
(4.8)
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Finally using the estimates (2.5) satisfied by kXt,x and since the function (t, x) 7→ Biu¯i(t, x) is continuous and
belongs to Πg to deduce that the right-hand side of (4.8) converges to 0 as k → ∞. Henceforth the sequence
(vki (t, xk) − vki (t, x))k converges to 0 as k → ∞ for any i = 1, ...,m. Consequently by Remark 3.4 and (i)-(ii)
above we have, for any i = 1, ...,m,
U¯ i;t,xs (e) = v
i(s,Xt,xs− + β(s,X
t,x
s− , e))− vi(s,Xt,xs− ), ds⊗ dP⊗ dλ− a.e. in [t, T ]× Ω× E. (4.9)
which is the desired result.
We now come back to the issue of uniqueness. Replacing in (4.4) the quantity
u¯i(s,Xt,xs− + β(s,X
t,x
s− , e)) − u¯i(s,Xt,xs− ) with U¯ i;t,xs (e), we deduce that the triple (~¯Y t,x, Z¯t,x, U¯ t,x) verifies: ∀i ∈
{1, . . . ,m},

Y¯
i;t,x
T = g
i(Xt,xT ) and ∀s ≤ T,
dY¯ i;t,xs = −h(i)(s,Xt,xs , ~¯Y t,xs , Z¯i;t,xs ,
∫
E
γi(s,X
t,x
s , e)U¯
i;t,x
s (e)λ(de))ds + Z¯
i;t,x
s dBs +
∫
E
U¯ i;t,xs (e)µ˜(ds, de).
(4.10)
It follows that
∀ i ∈ {1, . . . ,m}, Y¯ i;t,x = Y i;t,x
since the solution of the BSDE (4.4) is unique. Thus for any i ∈ {1, . . . ,m}, ui = u¯i = vi which means that the
solution of (1.1) in the sense of Definition 4.1 is unique inside the class U .
5 Extensions
A) Let us assume that for any i ∈ {1, . . . ,m} the functions f (i), have the following form:
∀(t, x, y, z, ζ) ∈ [0, T ]× Rk × Rm+d × L2(λ), f (i)(t, x, y, z, ζ) = h(i)(t, x, y, z, ‖ζ‖L2(λ))
where the functions (h(i))i=1,m are the ones defined in Section 2. Under Assumptions (H1)-(H2) on (h
(i))i=1,m
and (gi)i=1,m and by Proposition 2.1 (see also Remark 2.1) for any (t, x) ∈ [0, T ] × Rk there exists a unique
solution (~Y t,x, Zt,x, U t,x) of the following BSDE with jumps:

~Y t,x := (Y i;t,x)i=1,m ∈ S2(Rm), Zt,x := (Zi;t,x)i=1,m ∈ H2(Rm×d), U t,x := (U i;t,x)i=1,m ∈ H2(L2m(λ));
∀i ∈ {1, . . . ,m}, Y iT = gi(Xt,xT ) and
dY i;t,xs = −h(i)(s,Xt,xs , ~Y t,xs , Zi;t,xs , ‖U i;t,xs ‖L2(λ))ds− Zi;t,xs dBs −
∫
E
U i;t,xs (e)µ˜(ds, de), ∀s ≤ T.
(5.1)
Next by Proposition 2.2 there exist deterministic continuous functions (ui(t, x))i=1,m which belong to Πg such
that for any (t, x) ∈ [0, T ]× Rk, the solution of the BSDE (2.11) verifies:
∀i ∈ {1, . . . ,m}, ∀s ∈ [t, T ], Y i;t,xs = ui(s,Xt,xs ). (5.2)
Moreover, one can easily show that the functions (ui)i=1,m belong to U and in the same way as in Section 3
the processes U t,x := (U i;t,x)i=1,m of the BSDE with jumps (5.1) are linked to the functions (u
i)i=1,m by (3.3).
Finally by the same method as in the proof of Theorem 4.2 we obtain:
Theorem 5.1. Assume that Assumptions (H1)-(H2) are fulfilled. Then the m-tuple of functions (ui)i=1,m defined
in (5.2) is the unique viscosity solution in the class U of the following system of IPDEs: ∀i = 1, ...,m,

−∂tui(t, x) − b(t, x)⊤Dxui(t, x)− 12Tr
(
σσ⊤(t, x)D2xxu
i(t, x)
)−Kui(t, x)
−h(i)(t, x, (uj(t, x))j=1,m, (σ⊤Dxui)(t, x), Biui(t, x)) = 0, (t, x) ∈ [0, T ]× Rk;
ui(T, x) = gi(x),
(5.3)
where for any (t, x), Biu
i(t, x) is given by
Biu
i(t, x) = {∫
E
|ui(t, x+ β(t, x, e)) − ui(t, x)|2λ(de)} 12 . (5.4)
Note that the definition of the viscosity solution of (5.3) is the same as the one given in Definition 4.1 but
with the new expression of Biu
i(t, x) given by (5.4).
According to our best knowledge, viscosity solutions of IPDEs of type (5.3) have not been considered yet.
B) In this study we have considered only standard IPDEs but our main result in Theorem 4.2 can be obtained
for an IPDE, say, with one obstacle of the following type (m = 1):

min
{
u1(t, x)− ℓ(t, x);−∂tu1(t, x)− b(t, x)⊤Dxu1(t, x) − 12Tr
(
σσ⊤(t, x)D2xxu
1(t, x)
)
−Ku1(t, x) − h(1)(t, x, u1(t, x), (σ⊤Dxu1)(t, x), B1u1(t, x))
}
= 0, (t, x) ∈ [0, T ]× Rk;
u1(T, x) = g1(x)
(5.5)
as far as, additionally, appropriate assumptions are assumed on the obstacle ℓ. Mainly one should moreover
suppose that ℓ belongs to class U and ℓ(T, x) ≥ g1(x).
The general reflected BSDE with jumps associated with IPDE with obstacle (5.5), whose solution is a quadru-
ple (Y t,x, Zt,x, U t,x,Kt,x), is the following one:


Y t,x ∈ S2(R), Zt,x ∈ H2(Rd), U t,x ∈ H2(L2(λ)) and Kt,xcontinuous non-decreasing and K0 = 0 ;
dY t,xs = −f(s,Xt,xs , Y t,xs , Zt,xs , U t,xs )ds− dKt,xs + Zt,xs dBs +
∫
E
U t,xs (e)µ˜(ds, de), s ≤ T ;
Y t,xs ≥ ℓ(s,Xt,xs ), s ≤ T and
∫ T
0
(Y t,xs − ℓ(s,Xt,xs ))dKt,xs = 0;
Y
t,x
T = g(X
t,x
T )
(5.6)
where (t, x) ∈ [0, T ] × Rk is fixed. We know that there exists a deterministic function u1 which belongs to Πcg
such that: ∀(t, x) ∈ [0, T ]× Rk,
∀s ∈ [t, T ], Y t,xs = u1(s,Xt,xs ). (5.7)
For more details one can see e.g.[8]. In the case when λ is finite, the IPDE with obstacle (5.5) is already considered
in [7] without conditions (a)-(b) on γ1 and h
(1). The solution is given by u1 of (5.7). In a forthcoming work we
will deal with the case of a general Le´vy measure without assuming λ(E) <∞.
Appendix: Barles et al.’s definition for viscosity solution of IPDE (1.1)
In the paper by Barles et al. [2], the definition of the viscosity solution of the system (1.1) is given as follows.
Definition 5.2. We say that a family of deterministic functions u = (ui)i=1,m, defined on [0, T ]× Rk and Rm-
valued and such that for any i ∈ {1, . . . ,m}, ui is continuous, is viscosity sub-solution (resp. super-solution) of
the IPDE (1.1) if, for any i ∈ {1, . . . ,m}:
(i) ∀x ∈ Rk, ui(T, x) ≤ gi(x) (resp. ui(T, x) ≥ gi(x)) ;
(ii) For any (t, x) ∈ (0, T )× Rk and any function of class C1,2([0, T ]× Rk) such that (t, x) is a global maximum
point of ui − φ (resp. a global minimum point of ui − φ) and (ui − φ)(t, x) = 0, one has
−∂tφ(t, x) − LXφ(t, x) − h(i)(t, x, (uj(t, x))j=1,m, σ⊤(t, x)Dxφ(t, x), Biφ(t, x)) ≤ 0
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(resp.
−∂tφ(t, x)− LXφ(t, x) − h(i)(t, x, (uj(t, x))j=1,m, σ⊤(t, x)Dxφ(t, x), Biφ(t, x)) ≥ 0).
The family u = (ui)i=1,m is a viscosity solution of (1.1) if it is both a viscosity sub-solution and viscosity super-
solution.
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