The absolute value equations (AVE) Ax − |x| − b = 0 is of interest of the optimization community. Recently, the SOR-like iteration method has been developed (Ke and Ma [Appl. Math. Comput., 311:195-202, 2017]) and shown to be efficient for numerically solving the AVE with ν = A −1 2 < 1 (Ke and Ma [Appl. Math. Comput., 311:195-202, 2017]; Guo, Wu and Li [Appl. Math. Lett., 97:107-113, 2019]). Since the SOR-like iteration method is one-parameter-dependent, it is an important problem to determine the optimal iteration parameter. In this paper, we revisit the convergence conditions of the SOR-like iteration method proposed by Ke and Ma ([Appl. Math. Comput., 311:195-202, 2017]). Furthermore, we explore the optimal parameter which minimizes T (ω) 2 and the approximate optimal parameter which minimizes η = max{|1 − ω|, νω 2 }. The optimal and approximate optimal parameters are iteration-independent. Numerical results demonstrate that the SOR-like iteration method with the optimal parameter is superior to that with the approximate optimal parameter proposed by Guo, Wu and Li ([Appl. Math. Lett., 97:107-113, 2019]).
Introduction
In this paper, we consider the solution of the system of absolute value equations (AVE) of the following form:
Ax − |x| − b = 0, (1.1)
where A ∈ R n×n , b ∈ R n and |x| signifies the vector in R n with absolute values of each components of x. The AVE (1.1) can be seen as a special case of the absolute value equations Ax + B|x| − b = 0 with B ∈ R n×n , which was introduced in [22] and further investigated in [7, 13, 21, 24, 26] and the references therein. The AVE is equivalent to linear complementarity problem and mixed integer programming [8, 13, 16, 21] , and it receives much attention in the optimization community. Solving the AVE (1.1) is an NP-hard problem [13] and checking uniqueness of the solution of the AVE is also NP-hard [21] . One sufficient condition for the AVE (1.1) being uniquely solvable for any b is described in the following proposition. Proposition 1.1 ( [16] ). Assume that A ∈ R n×n is nonsingular. If A −1 2 < 1, then the AVE (1.1) has a unique solution x * for any b ∈ R n .
Recently, there has been a surge of interest in solving the AVE (1.1) and some numerical iteration methods have been proposed, including the generalized Newton method [12, 15] , the smoothing Newton method [2] , the Levenberg-Marquardt method [9] , the SOR-like iteration method [6, 11] , the generalization of the Gauss-Seidel iteration method [5] and others; see [1, 3, 10, 14, 17-20, 23, 25] and the references therein.
As is known, the SOR-like iteration method is one-parameter-dependent and thus it is important to determine the optimal iteration parameter that makes it converge fastest. However, it seems not to be an easy task to find the optimal value of the involved iteration parameter. But it remains significance to find a somewhat optimal one. Recently, Guo, Wu and Li [6] obtained an optimal iteration parameter that minimizes the spectral radius of the iteration matrix. However, it is associated with the spectral radius ρ(D(x (k+1) )A −1 ) and thus it is iteration-dependent (that is, it varies with the iteration sequence {x (k) }) and an approximate one is used in the numerical experiments of [6] . In this paper, we will revisit the convergence conditions presented in [11] for the SOR-like iteration method for solving the AVE (1.1) and part of our proof seems new. Furthermore, we will explore the optimal iteration parameter which minimizes the spectral norm of the iteration error control matrix and the approximate optimal parameter which minimizes an upper bound of the spectral norm of the iteration error control matrix. The optimal an approximate optimal parameters are iteration-independent. Numerical results demonstrate that the SOR-like iteration method with our optimal iteration parameter is superior to that with the approximate one proposed in [6] when solving the AVE (1.1). This paper is organized as follows: In Section 2, we revisit the convergence conditions of the SOR-like iteration method. In Section 3, we discuss the optimal and approximate optimal iteration parameter for the SOR-like iteration method. In Section 4, some numerical experiments are provided to demonstrate our claims. Finally, some concluding remarks are given in Section 5.
Notations. The set of all n × n real matrices is denoted by R n×n and R n = R n×1 . The identity matrix of arbitrary dimension will be denoted by I. We denote |x| the vector with ith component equal to |x i | for x ∈ R n , and x i represents the ith entry of vector x for all i = 1, 2, · · · n. sgn(x) denotes a vector with components equal to −1, 0 or 1 depending on whether the corresponding component of the vector x is negative, zero or positive, respectively. For x ∈ R n , diag(x) represents a diagonal matrix with x i as its diagonal entries for every i = 1, 2, · · · , n. A 2 denotes the spectral norm of A and is defined by the formula A 2 . = max { Ax 2 : x ∈ R n , x 2 = 1}, where x 2 is the 2-norm of vector.
Revisit the convergence conditions of the SOR-like iteration method
The SOR-like iteration method for solving the AVE (1.1) is firstly proposed by Ke and Ma [11] . After that, in a different perspective from [11] , Guo, Wu and Li in [6] also studied some new convergence conditions of the SOR-like iteration method. In this section, we will further study the convergence conditions of the SOR-like iteration method for solving the AVE (1.1). Our discussion is from the view of iteration error [11] . For this purpose, we first briefly review the SOR-like iteration method. The AVE (1.1) is equivalent to
where D(x) . = diag(sgn(x)). By splitting the coefficient matrix
one can obtain that the iteration scheme of the SOR-like iteration method is
and ω > 0 is the iteration parameter. Specifically, the SOR-like iteration method is described in the following Algorithm 2.1.
Algorithm 2.1 ([11]
). (SOR-like iteration method for the AVE (1.1)) Let A ∈ R n×n be a nonsingular matrix and b ∈ R n . Given initial vectors x (0) ∈ R n and y (0) ∈ R n , for k = 0, 1, 2, · · · until the iteration sequence (x (k) , y (k) ) ∞ k=0 is convergent, compute
2)
where the iteration parameter ω is a positive constant.
Let (x * , y * ) be the solution pair of the nonlinear equation (2.1) and denote e x k = x * − x (k) and e y k = y * − y (k) , where (x (k) , y (k) ) is generated by Algorithm 2.1. Then, for the SOR-like iteration method, the following results are known. holds for k = 0, 1, 2, · · · . Here the norm | · | is defined by the following formula: 
We will present the following proof of the Theorem 2.1 because the expression of the eigenvalue (2.7) is needed later for discussing the optimal iteration parameter. The former part of the proof was known in [11] and the later part seems new.
The proof of the Theorem 2.1:
Proof. It follows from the proof of Theorem 3.1 in [11] that
In order to prove the inequality (2.4), we turn to consider the choice of the parameter ω such that T (ω) 2 < 1. Since
from which we obtain
Consequently,
Then we require ω such that λ max < 1. It holds that
It is easy to check that 1 + a 4 < 2 is equivalent to 0 < ω < 2, which completes the proof.
Theorem 2.1 gives convergence conditions (2.3) for the SOR-like iteration method. However, comparing them with (2.5), the second inequality in (2.3) seems harder to be checked at first glance. Thus, we will talk something more about it.
Let
According to Proposition 1.1 and Theorem 2.1, we are interested in the range of ω ∈ (0, 2) such that f (ω) < 0 with 0 < ν < 1. For this purpose, we first compute the zeros of the function f defined as in (2.9) within the interval (0, 2) by the computerized algebra system Maple and the results are:
:
In addition, f (ω) < 0 if one of the following conditions holds: Figure 1 that the closer the value of ν from 1, the smaller the range of ω is.
According to the discussion above, we can rewrite the Theorem 2.1 as the following theorem. 3 Optimal iteration parameter for the SOR-like iteration method If the conditions of Theorem 2.2 hold, then we have T (ω) 2 < 1 and lim k→∞ |(e x k , e y k )| = 0, that is, the sequence {x (k) } generated by the SOR-like iteration scheme (2.2) will converge to the unique solution of the AVE (1.1). In addition, from (3.1), the smaller value of T (ω) 2 is, the faster the SOR-like iteration method will converge later on. The question is for what ω ∈ (0, 2), T (ω) 2 is minimized with some given ν ∈ (0, 1). According to the proof of Theorem 2.1, it is equivalent to determine the optimal parameter ω ∈ (0, 2) that minimizes the eigenvalue λ max defined in (2.7) for a given ν ∈ (0, 1).
From (2.7), let
then minimize λ max is equivalent to minimize g(ω). Notice that, the function g in (3.2) is continuous but non-smooth with 0 < ν < 1 due to the non-differentiability of the absolute value function. Indeed, it is just not differentiable at ω = 1. In addition, by simple calculation, we have
where s = 6(ω − 1) + 8ν 2 ω 3 + 2ν(2ω − 3ω 2 ), t = 6(ω − 1) + 8ν 2 ω 3 + 2ν(3ω 2 − 2ω).
It is easy to check that g 2 (ω) > 0 when 1 < ω < 2. Thus, g(ω) is monotone increasing when 1 < ω < 2. Now we turn to consider g 1 (ω) in (3.3) with 0 < ω < 1. By direct computation, we have
From (3.5), we have
In addition, we have where g 11 = 6 + 24 ν 2 ω 2 + 2 ν (−6 ω + 2) ,
It seems too complicated and tedious to determine the sign of ∂g 1 ∂ω with ω ∈ (0, 1). Intuitively, we plot the curves of ∂g 1 ∂ω defined as in (3.8) in Figure 2 with ν = [0.001 : 0.001 : 0.999] (MATLAB expresion) separated by ω ∈ [0, 0.95] and ω ∈ [0.95, 1] because of the large jump of magnitude, from which we can find that ∂g 1 ∂ω ≥ 0 with ω ∈ (0, 1) for these values of ν. Thus, although there is no rigorous mathematical proof here, one can guess g 1 (ω) is monotone increasing when 0 < ω < 1. In practice, if ν is known a priori, one must check it correspondingly. Combining it with (3.4), (3.6) and (3.7), we can conclude that g 1 (ω) has at most one root when 0 < ω < 1. If the root exists (that is 1 4 < ν < 1), which is denoted by ω opt , then g is monotone decreasing in (0, ω opt ) and monotone increasing in (ω opt , 2) and the optimal iteration parameter ω * opt = ω opt . Otherwise, if 0 < ν ≤ 1 4 , then g is monotone decreasing in (0, 1) and monotone increasing in (1, 2) and the optimal iteration parameter ω * opt = 1. The root ω opt can also be numerically calculated by the computerized algebra system Maple. Figure 3 shows some curves of λ max which demonstrate our claims mentioned above.
In the following, we further discuss the approximate optimal iteration parameter ω * aopt which will minimize η = max{|1 − ω| . = h 1 (ω), ω 2 ν . = h 2 (ω)} with ω ∈ (0, 2). This η appears in the proof of Corollary 3.1 in [11] and satisfies T (ω) 2 ≤ η τ . That is, η τ is an upper bound of T (ω) 2 , which is the reason that we call ω * aopt the approximate optimal iteration parameter. Since h 1 (ω) is monotone decreasing in (0, 1) and monotone increasing in (1, 2) and h 2 (ω) is monotone increasing in (0, 2) with ν ∈ (0, 1), ω * aopt must satisfy 1 − ω = νω 2 (0 < ω < 2), that is
(3.9) Figure 4 intuitively confirms this result. In addition, it follows from Figure 5 that the optimal and approximate optimal parameters are contained in the ranges determined by (2.10)-(2.12) and the optimal iteration parameter is larger than the approximate one. The optimal parameter closes to
as ν → 1 and the approximate optimal parameter approaches to 1 as ν → 0. Furthermore, the value of √ λ max with optimal parameter is less than that of the η τ with the approximate optimal parameter. This implies that the SOR-like iteration method with optimal parameter will converge faster than that with the approximate optimal parameter. Our numerical results in the next section will verify these conclusions. 
Numerical experiments
In this section, we present some experiments to demonstrate our theoretical results in the previous sections. In our computations, all runs are implemented in MATLAB R2014b with a machine precision 2.22 × 10 −16 on a personal computer with 2.50GHz central processing unit (Intel(R) Core(TM) i7-6500U), 16GB memory and Windows 10 operating system.
We compare the performance of the SOR-like iteration method with the optimal parameter ω * opt (denoted by "SORLopt"), the approximate optimal parameter ω * aopt defined as in (3.9) (denoted by "SORLaopt") and the approximate optimal parameter ω o =
1+
√ 1−ρ proposed in [6] (denoted by "SORLo"). Here, ρ = ρ(A −1 ). We do not compare the SOR-like iteration method with others in this paper. In all tables, "IT" denotes the iteration step, "CPU" denotes the elapsed CPU time in seconds and "RES" denotes the residual error defined by
All tests are started from the initial zero vector and terminated if the current iteration satisfies RES ≤ 10 −8 or the number of prescribed maximal iteration steps k max = 2000 is exceeded (denoted by "-"). 
For this example, we always have ν = 0.1667 < 0.25, ω o = 1.0455, ω * opt = 1 and ω * aopt = 0.8730. The range of the iteration parameter is Ω 1 = (0.3938, 1.4184) and ω o , ω * aopt , ω * opt ∈ Ω 1 . Numerical results are reported in Tabel 1, from which we can conclude that the SORLopt method is the best one and the SORLo methtod is better than the SORLaopt method for this example. 
Here, we have n = m 2 . The values of ν and the range of the iteration parameter ω for this example are displayed in Table 2 , from which we can find that the larger the value of ν is, the smaller the range of ω is. Numerical results for this example are reported in Table 3 . From Tables 2 and 3, we find that ω o , ω * aopt , ω * opt ∈ Ω 1 and the SORLopt method is also the best one and the SORLo methtod is better than the SORLaopt method for this example. 4, 11] ). Consider the AVE (1.1) with the matrix A ∈ R n×n arises from six different test problems listed in Table 4 . These matrices are sparse and symmetric and A −1 < 1. In addition, let b = Ax * − |x * | with x * = [−1, 1, −1, 1, · · · , −1, 1] T ∈ R n . The values of ν and the range of the iteration parameter ω for this example are displayed in Table 5 , from which we can find that the range of ω becomes smaller as the value of ν becomes larger. Numerical results for this example are reported in Table 6 . From Tables 5 and 6, we can see that all ω * aopt , ω * opt belong to Ω 1 or Ω 2 . However, ω o does not belong to Ω 1 or Ω 2 for the former three test problemswhile it belongs to Ω 1 for the later three test problems. From Table 6 , for the former three test problems, the SORLo method does not converge ( as mentioned above, ω o does not belong to Ω 1 or Ω 2 in these cases ) and the SORLopt method behaves better than the SORLaopt method. For this problem, if we set RES ≤ 10 −6 , then the SORLopt method converges at iterative step 14 in 6.3946 seconds, the SORLo method needs 53 iterative step and 30.0688 seconds of CPU time and the SORLaopt method stops at iterative step 22 and elapses 12.0092 seconds. The RESes for the SORLopt, SORLaopt and SORLo methods are 4.8112 × 10 −7 , 6.6481 × 10 −7 and 7.8616 × 10 −7 . The SORLopt method is also the best one for this problem within the three methods. In addition, the SORLaopt method is superior to the SORLo method for this example. 
Conclusions
In this paper, by revisiting the convergence conditions of the SOR-like iteration method proposed in [11] , optimal and approximate optimal iteration parameters for the SOR-like iteration method are determined. Our analysis is from the view of the iteration error, which is different from that of iteration matrix [6] . Furthermore, our optimal and approximate optimal itera- 0.0020 0.0022 0.0180 0.0009 0.0137 − RES 9.2505 × 10 −9 5.9349 × 10 −9 7.6771 × 10 −9 5.6226 × 10 −9 6.1888 × 10 −9 − tion parameters are iteration-independent. Some numerical results are provided to illustrate that the SOR-like iteration method with our optimal parameter converges faster than that with the approximate optimal parameter proposed in [6] when solving the AVE (1.1) with A −1 2 < 1. In addition, our approximate optimal parameter behaves better than that of [6] in some situations.
