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Abstrakt 
Immer mehr Unternehmen der Old-Economy 
(Energieversorgungsunternehmen, Versicherungsunter-
nehmen, Kreditinstitute) öffnen sich dem elektronischen 
Handel, um einerseits neue Märkte zu erschließen und 
andererseits bestehende Märkte zu sichern und 
auszubauen. Im Gegensatz zu Unternehmen der New 
Economy (Amazon, EBay, Consors), die über eine auf 
die Anforderungen des Electronic Commerce speziell 
ausgerichtete Hard- und Softwareinfrastruktur 
verfügen, haben die Unternehmen der Old-Economy 
Legacy-Systeme im Einsatz, mit denen sie ihr bisheriges 
Geschäft unterstützt und abgewickelt haben. Die Daten 
und Funktionalitäten dieser Legacy-Systeme sollen in 
neuen zusätzlichen Electronic Commerce Anwendungen 
zur Unterstützung des elektronischen Handels genutzt 
werden. Die Möglichkeiten der Integration einer 
bestehenden Hard- und Softwareinfrastruktur mit neu 
entwickelten Electronic Commerce Anwendungen 
sowie die Integration der bisherigen Geschäftsprozesse 
mit elektronischen Geschäftsprozessen wird in diesem 
Beitrag beschrieben1. 
1. Einleitung 
Das allgemeine Verständnis des Begriffes Electronic 
Commerce beschränkt sich oft auf den Einkauf (Online 
Shopping) oder den Austausch von 
Geschäftsdokumenten über elektronische Medien 
(mittels XML oder EDI). Das Potential und die 
Bedeutung von Electronic Commerce lassen sich aber bei 
weitem nicht auf die genannten Beispiele reduzieren. Mit 
Electronic Commerce muss man vielmehr die 
grundsätzliche elektronische Abwicklung vieler Arten 
von Geschäftsprozessen zwischen Kunden und 
Unternehmen (Business-to-Consumer B2C) und 
Unternehmen untereinander (Business-to-Business B2B) 
                                                               
1 Die Erkenntnisse resultieren aus einem gemeinsamen Projekt 
mit dem Energieversorgungsunternehmen DEW (Dortmunder 
Energie und Wasserversorgung GmbH) und den Dortmunder 
Stadtwerken (DSW). 
beschreiben [4],[7]. Ein Geschäftsprozess ist hierbei eine 
„logisch zusammengehörende Menge von Aktivitäten, 
die einem bestimmten Geschäftszweck dienen“ [1]. 
Wichtig in diesem Zusammenhang ist, dass vor allem die 
innerhalb eines Unternehmens ablaufenden Prozesse als 
Teil des Electronic Commerce verstanden werden [17] 
 
 
Abbildung 1: Arten des elektronischen Geschäftsverkehrs 
Während Unternehmen, die ihre Geschäftstätigkeit 
von Anfang an auf den elektronischen Handel 
ausgerichtet haben (z.B. Amazon, EBay) [2] eine 
entsprechende Electronic Commerce taugliche Hard- und 
Softwareinfrastruktur aufgebaut haben, müssen 
Unternehmen, die ihre Geschäftstätigkeiten auf den 
elektronischen Handel sukzessive erweitern, ihre 
vorhandene Hard - und Softwareinfrastruktur für den 
Einsatz im Electronic Commerce anpassen, erweitern oder 
integrieren. Die in dieser Infrastruktur eingesetzten 
Softwaresysteme (sog. Legacy-Systeme "... ein in 
langjähriger Arbeit entstandenes und stetig 
angepasstes komplexes Großrechnersystem"  [8]) 
enthalten bereits eine Vielzahl die für den elektronischen 
Handel notwendigen Daten (z.B. Kunden-, Artikel-, 
Auftrags- und Rechnungsdaten) und Funktionalitäten 
(z.B. aufwendige Risikoberechnungen oder 
Bonitätsprüfungen), welche nur mit hohem Aufwand neu 
erfasst oder entwickelt werden können und deshalb in 
die elektronische Abwicklung der elektronischen 
Geschäftsprozesse mit einbezogen werden müssen.  
 
Dies führt dazu, das oft neue Softwaresysteme und 
neue Hardwareinfrastrukturen – basierend auf neuen 
Technologien – zusätzlich aufgebaut werden, die mit der 
vorhandenen Infrastruktur integriert werden müssen. Der 
 Abbildung 2: Heterogene Hard- und Softwareinfrastruktur 
 
Aufbau dieser neuen Hard - und Softwareinfrastruktur 
erfolgt auf der Basis einer Client/Server Architektur [5] 
(z.B. ein Electronic Commerce System bestehend aus 
einem Web-Server, einem Datenbank-Server, einem 
Shop-Server und Web-Browser als Clients). Prinzipiell 
werden n-Schichten Client/Server Architekturen 
unterschieden, wobei in ein oder mehreren Schichten 
zunächst die Geschäftslogik, die Datenhaltung und die 
Präsentation voneinander getrennt werden. Bei der 
Verwendung von Clients zur Präsentation werden 
darüber hinaus noch Thin- und Rich-Clients 
unterschieden. Rich-Clients (eigenständige 
Anwendungen) verfügen über eine lokale Datenhaltung 
und Geschäftslogik, etc., während Thin-Clients lediglich 
zur Anzeige und Eingabe von Daten dienen und keine 
oder nur eingeschränkte Geschäftslogik beinhalten (z.B. 
Web-Browser). Bei einer Integration eines Client/Server 
Softwaresystems kann wiederum jeder Client und jeder 
Server Daten und Funktionen eines Legacy-Systems für 
seinen Zweck benötigen und damit – aus der Sicht des 
Legacy-Systems - als Client arbeiten. 
 
Obwohl die Legacy-Systeme den heutigen 
Anforderungen an Ergonomie, Benutzerfreundlichkeit 
sowie Wartbarkeit nicht mehr gerecht werden müssen sie 
in moderne Softwaresysteme integriert werden, da ihre 
Datenbestände und Funktionalitäten weiterhin benötigt 
werden. Eine Neuentwicklung der Funktionen der 
Legacy-Systeme oder eine Reorganisation der 
Datenhaltung würde aufgrund der gewachsenen 
Komplexität dieser Systeme immense Kosten 
verursachen und sehr viel Zeit in Anspruch nehmen, da 
es unter Umständen Jahre dauern kann, bis die „neuen 
alten“ Funktionen wieder den Grad von Zuverlässigkeit 
erreicht haben, den sie im Legacy-System hatten. 
Desweiteren müssen Legacy-Systeme oft aus 
wirtschaftlichen und technischen Gründen weiter genutzt 
werden und unterliegen daher auch regelmäßigen 
Systemanpassungen. Diese Anpassungen müssten bei 
einer Neurealisierung der Systeme jedes Mal in den neu 
entwickelten Funktionen nachvollzogen werden. 
 
Aus diesem Grund verlagert man die Bemühungen 
weg von der Migration hin zur Integration von Legacy-
Systemen, bei der man versucht, bestehende Funktionen 
oder existierende Legacy-Datenbestände ohne 
gravierende Anpassungen zu nutzen und so nicht auf 
eine Neuentwicklung der Funktionen oder eine 
Reorganisation der Datenhaltung des Legacy-Systems 
angewiesen zu sein. Leider ist auch eine Integration 
bestehender Funktionen mit Problemen technischer und 
organisatorischer Natur verbunden[12]. 
 
Eine heterogene Hard- und Softwareinfrastruktur wird 
in der Abbildung 2 am Beispiel der Projektpartner 
dargestellt. Die DEW/DSW betreiben zur Zeit noch ein 
SAP/R2 System zur Unterstützung und Abwicklung ihres 
Geschäftsverkehrs mit ihren industriellen und privaten 
Kunden. Zusätzlich werden für die Unterstützung der 
Aktivitäten des Kundenbüros (Call-Center) verschiedene 
Datenbanken mit einem „reduced subset“ von 
Kundendaten betrieben. Durch die Erweiterung auf den 
elektronischen Geschäftsverkehr wurde diese 
Infrastruktur erweitert. Die Besonderheit bei dieser 
Erweiterung liegt darin, dass ein weiteres städtisches 
Unternehmen (DOKOM GmbH) mit der Entwicklung 
eines komplexen web-basierten Electronic Commerce 
Systems sowie mit dem Betrieb der für Electronic 
Commerce erforderlichen Hard- und 
Softwareinfrastruktur beauftragt wurde. Die Daten 
(Auftragsdaten, geänderte Bestanddaten, Zählerstände, 
etc.) der durch die Kunden genutzten elektronischen 
Geschäftsprozesse werden durch die DOKOM in 
regelmäßigen Abständen an die DEW übermittelt.  
 
Ein gravierendes Problem ergibt sic h aber in der 
innerbetrieblichen Abwicklung der extern ermittelten 
Daten, die mit Hilfe eines SAP-Systems von den 
Mitarbeitern der entsprechenden Fachabteilungen 
(Kundenbetreuung, Abrechnung, Marketing, etc.) 
manuell über einen sog. Dialog-Workflow durchgeführt 
wird. Da die Inanspruchnahme der elektronischen 
Geschäftsprozesse über das Internet einen ständigen 
Zuwachs erfährt, ist die Bearbeitung der Daten auf dem 
bisherigen manuellen Weg in Zukunft kaum noch zu 
realisieren und kann dann zu einer zum Teil erheblichen 
Bearbeitungsverzögerung führen, was den Nutzen eines 
Electronic Commerce Systems dann in Frage stellt. 
 
Aus dieser Problematik resultiert der Bedarf zur 
Integration eines bestehenden oder neu entwickelten 
Electronic Commerce Systems mit den entsprechenden 
Legacy-Systemen – in den o.g. Beispiel das SAP R/2 
System. Es soll der Datenaustausch ermöglicht werden 
und die tatsächliche elektronische Abwicklung der 
Geschäftsprozesse sowie die Integration der Daten in 
Zusammenspiel mit den zugrunde liegenden Legacy-
System realisiert werden. 
2. Allgemeine Probleme bei der Integration 
von Legacy-Systemen 
Die meisten Legacy-Systeme werden auf sogenannten 
Host-Rechnern ausgeführt. Hosts sind Großrechner, an 
denen sehr viele Arbeitsstationen angeschlossen sind, 
für die innerhalb eines Netzwerkes besondere Dienste 
bereitgestellt werden. Problematisch in diesem 
Zusammenhang sind die zumeist herstellerabhängigen 
Netzwerkarchitekturen dieser Systeme. Ziel dieser 
Architekturen war nicht die Kommunikation von 
intelligenten Rechnern untereinander, sondern die 
Kommunikation von „dummen“ Terminals mit dem 
Großrechner. Eine weit verbreitete Architektur ist die von 
IBM entwickelte Systems Network Architecture (SNA) , 
auf deren Protokolle man bei der Benutzung von Host-
Rechnern nicht verzichten kann. Da heutige Netze oft 
das Protokoll  TCP/IP (Transmission Control Protocol / 
Internet Protocol) nutzen und für universelle 
Kommunikation „intelligenter“ Geräte ausgelegt sind, 
ergibt sich hier das Problem des netzwerkübergreifenden 
Datenaustausches bzw. der netzwerkübergreifenden 
Kommunikation mit Transaktionsprogrammen. 
 
Funktionen und Funktionsmodule von Legacy-
Systemen orientieren sich an der damaligen 
Systemumgebung. Es wird noch heute überwiegend eine 
Stapelverarbeitung (Batch) durchgeführt, die im Laufe 
der Zeit partiell dialogisiert wurde. Eine 
Transaktionsverarbeitung, wie sie für die Integration in 
ein intelligentes Fremdsystem benötigt wird, ist oft nicht 
realisiert. Legacy-Systeme haben oft unzureichende 
Schnittstellen zu Fremdsystemen. Existieren 
Schnittstellen, wird eine Unterstützung nur für 
Programmierwerkzeuge wie COBOL, PL1 oder Assembler 
angeboten. Diese Schnittstellen bieten oft nur 
umständliche Zugriffsmöglichkeiten auf Datenbestände, 
andere Funktionsmodule oder Transaktionen. 
 
Bei der Realisierung einer Online-Schnittstelle, welche 
die bidirektionale Kommunikation mit einer Transaktion 
oder das Aktivieren einer Funktion ermöglichen soll, 
müssen Funktionen im Legacy-System angepasst 
werden. Umfangreichere Anpassungen auf der Host-
Seite sollten aber vermieden werden und sind zum Teil 
sogar nicht erlaubt, da das Risiko, die konstante 
Verfügbarkeit des Systems zu verlieren und so die 
Geschäftstätigkeiten des Unternehmens zu stören, zu 
groß wäre. Selbst geringfügige Anpassungen von 
Funktionen können mit Problemen verbunden sein, da 
diese Funktionen in der Regel nicht oder nur 
unzureichend dokumentiert sind und tiefergehende 
Kenntnisse z.B. über die Semantik der Funktion, die 
Seiteneffekte oder über die eingesetzten 
Programmierwerkzeuge fehlen. Eine unübersichtliche 
Strukturierung und unzureichende Modularisierung 
erschwert darüber hinaus die Extraktion der 
gewünschten Funktionen. Ein wesentliches Problem 
resultiert aus der Datenhaltung vieler Legacy-Systeme. 
Legacy-Daten liegen oft nicht in relationalen 
Datenbanken vor, sondern in sequentiellen Dateien, z.B. 
entsprechend des VSAM (Virtuell Storage Acess 
Method) Formats. Bei diesen Dateien werden die Daten 
nicht feldweise verwaltet, sondern satzweise. Bei einer 
solchen satzwe isen Speicherung teilt die 
Anwendungssoftware die Sätze in einzelne Felder auf, 
ein Zugriff über Standards wie SQL (Structured Query 
Language) unter Nutzung von Standardprotokollen wie 
dem von IBM entwickelten DRDA (Distributed 
Relational Database Architecture) ist also ohne 
weiteres nicht möglich. Darüber hinaus kann es zu 
immensen Problemen führen, wenn z.B. die Anbindung 
eines Electronic Commerce Systems das bisherige 
Datenvolumen um ein Vielfaches ansteigen lässt und die 
eingesetzte Technik dieses Datenaufkommen nicht mehr 
bewältigen kann. 
 
Probleme bei der Integration von Legacy-Systemen 
lassen sich in manchen Fällen nicht, oder aber nur mit 
erheblichem Aufwand lösen. Aus diesem Grund sollte 
man neben der Durchführbarkeit Wert auf die 
Wiederverwendbarkeit und Wartbarkeit der konzipierten 
Lösungen legen, damit die durchgeführten Arbeiten und 
die damit verbundenen Aufwände auch einen 
zukünftigen Nutzen bringen. 
3. Direkter Zugriff auf Daten eines Legacy-
Systems 
Sollen lediglich Daten aus der Datenhaltung eines 
Legacy-Systems durch ein integriertes Electronic 
Commerce System zur Anzeige gebracht werden und 
sind für eine Aktualisierung dieser Daten durch das EC-
System keine umfangreichen Konsistenzprüfungen 
seitens des Legacy-Systems erforderlich, kann eine sehr 
einfache Strategie verfolgt werden. Die einfachste 
Strategie ist sicherlich die des direkten Zugriffs auf 
Legacy-Datenbestände unter Umgehung der 
Geschäftslogik des Legacy-Systems. Setzt man diese 
Strategie um, besteht das einzige Problem darin, das 
vorhandene Datenhaltungssystem an das gewünschte 
Zielsystem anzubinden. 
 
Abbildung 3: Direkter Datenzugriff 
Liegen Legacy-Daten in einer relationalen Datenbank 
vor, ist diese Anbindung relativ einfach, da mit Hilfe 
standardisierter Methoden (SQL, ODBC, JDBC – 
Object/Java Database Connectivity) und 
entsprechenden Treibern der Datenbankhersteller ein 
Zugriff mit sehr geringem Aufwand zu realisieren ist. 
Leider wird die Datenhaltung bei Legacy-Systemen oft 
mit Hilfe von VSAM-Dateien realisiert. Auf die Daten 
solcher Dateien kann über den Standard SQL unter 
Benutzung standardisierter Protokolle zur Übertragung 
von Datenfeldern ohne weiteres nicht zugegriffen 
werden. Um dieses Problem zu lösen, bieten 
verschiedene Hersteller eine Middleware an, die es 
ermöglicht, aktuelle standardisierte Methoden (SQL, 
ODBC, JDBC) für den Zugriff auf Daten zu nutzen, die 
sich in veralteten VSAM-Dateien befinden. Die 
Benutzung solcher Middleware ist aber mit einem 
Konfigurationsaufwand verbunden, der sich mit der 
Anzahl genutzter Datenfelder und Tabellen erhöht und 
bei fehlender Dokumentation der Datenfelder des 
Legacy-Systems kaum durchführbar ist. Diese Form der 
Integration von Legacy-Daten ist nicht mehr geeignet, 
wenn bei Datenänderungen Konsistenzprüfungen 
durchzuführen sind, deren Geschäftslogik den 
Funktionen des Legacy-Systems entnommen werden 
muss. Eine Umsetzung solcher Logik ist in der Regel 
nicht durchführbar bzw. wartbar und führt zur 
Realisierung sehr umfangreicher Clients (Rich-Clients), 
was ebenfalls Nachteile in Bezug auf Wartbarkeit und 
Wiederverwendbarkeit mit sich bringt. 
4. Direkte Integration von Legacy-
Funktionalität 
Eine andere Vorgehensweise ist die direkte 
Integration von Business-Logik und Legacy-
Funktionalität in den Client. Dieses Vorgehen bietet sich 
an, wenn Funktionen oder Funktionsmodule des Legacy-
Systems leicht zu extrahieren und an den Zugriff über 
externe Systeme anzupassen sind. Eine 
Wiederverwendbarkeit der realisierten Lösung in 
anderen Systemen darf hier aber nicht unbedingt eine 
Rolle spielen. Diese Vorgehensweise wurde im Projekt 
„Kfz-Zulassung über Internet“ der Datenzentrale Baden-
Württemberg [6] mit dem Ziel durchgeführt, das 
bestehende Großrechnerverfahren LaIKra (Landesweites 
Informationssystem für Kfz-Zulassung) in ein Electronic 
Commerce System zu integrieren, um den Bürgern den 
Service einer virtuellen Zulassungsstelle zu bieten. In 
diesem Projekt wurde eine 2-Ebenen Architektur gewählt, 
bei der ein JAVA Applet als Client mit einem CICS-Server 
(Customer Information Control System)  kommuniziert 
und die Anwendungslogik von LaIKra auf dem 
Großrechner nutzt. Als Problem ergab sich dabei die 
Realisierung der Kommunikation zwischen dem JAVA -
Applet [15] und einer CICS-Transaktion unter 
Verwendung von SNA seitens des Großrechners und 
TCP/IP seitens eines JAVA Programms. Um dieses 
Problem zu lösen, bieten sich drei Möglichkeiten an, von 
denen die zweite in dem zuvor beschriebenen Projekt 
umgesetzt wurde: 
1. Das APPC-Konzept (Advanced Program to 
Program Communication) stellt eine komfortable 
Schnittstelle für die Kommunikation von 
Transaktionsprogrammen zur Verfügung, bei der als 
Kommunikationsobjekte sogenannte „Verbs“ 
benutzt werden, die einem Konstrukt einer höheren 
Programmiersprache ähnlich sehen. APPC ist das 
Protokoll, welches CICS-Transaktionen prinzipiell 
auf dem Host nutzen, um mit anderen Programmen 
zu kommunizieren. Mit Hilfe kommerziell erhältlicher 
Softwaresysteme wird der vollständige APPC-
Befehlssatz auf dem TCP/IP-Protokoll emuliert und 
so, mit dem Umweg über ein SNA-Gateway, eine 
Verbindung vom Java-Client zu der LaIKra-
Transaktion möglich. Auf diese Weise verbleibt ein 
Großteil der Anwendungslogik auf dem Host, es 
muss aber die komplette Kommunikationslogik im 
Client realisiert und die Funktionsbausteine des 
Legacy-Systems müssen in Bezug auf die 
Kommunikation angepasst werden. Wie zuvor 
beschrieben muss bei der Benutzung von APPC 
über TCP/IP nach SNA berücksichtigt werden, dass 
die Kommunikation über die APPC-Schnittstelle 
erfolgt und deshalb ein Gateway 
(Protokollumwandler) zur Umsetzung von TCP/IP 
nach SNA vorhanden sein muss – entweder auf dem 
Server, Client oder im Netzwerk [3]. Ein solches 
Gateway ist nicht für alle Betriebssysteme erhältlich. 
2. Mit Hilfe von Remote Procedure Calls (RPC) ist 
eine Standardkommunikation zwischen Client und 
CICS-Transaktion sehr leicht zu realisieren. Dieses 
Verfahren baut auf APPC auf und umfasst einen 
einfachen Sendebefehl, dem eine Antwort der CICS-
Transaktion folgen muss. Diese einfache 
Standardkommunikation deckt 95 Prozent aller 
Anwendungsfälle ab und reduziert das 
Implementieren von Kommunikationslogik auf ein 
Minimum. Bibliotheken für die Umsetzung von 
Remote Procedure Calls sind von verschiedenen 
Anbietern erhältlich. 
3. Host-Rechner sind in der Lage, über bestimmte 
Protokolle mit angebundenen Terminals zu 
kommunizieren. Das meistbenutzte und eingesetzte 
Protokoll ist das tn3270-Protokol von IBM. Durch 
verschiedenen Programmierschnittstellen Emulator 
High-Level Language Application Programming 
Interface (EHLLAPI) und High Level Language 
Application Programming Interface (HLLAPI) 
werden Funktionen für die Manipulation virtueller 
Terminals für verschiedene Programmiersprachen 
zur Verfügung gestellt. Mit Hilfe von HLLAPI bzw. 
EHLLAPI können vom Host empfangene Daten, die 
eigentlich für ein 3270-Terminal gedacht sind, von 
einer Anwendung ausgewertet werden, womit ein 
Nutzen der Funktionen eines Legacy-Systems ohne 
jegliche Änderungen des Legacy-Systems selbst 
möglich ist. Diese Form der Legacy-Integration 
verursacht einen relativ geringen 
Entwicklungsaufwand, dafür aber einen um so 
höheren Wartungsaufwand, da selbst kleinste 
Anpassungen am Legacy-System eine Anpassung 
des HLLAPI-Clients zur Folge hätten. 
 
Abbildung 4: Aufruf von Funktionen durch API’s 
5. Modellierung und Kapselung von 
komplexen Legacy-Objekten 
Die direkte Bearbeitung – durch Umleitung - von 
Terminalausgaben vom Typ 3270 durch Clients reicht in 
der Regel nicht aus, um die Erwartungen und 
Anforderungen an ein modernes Softwaresystem zu 
erfüllen. Gerade bei der Entwicklung eines 
unternehmensweiten Softwaresystems sollte die 
komponentenbasierte Entwicklung mit dem Ziel der 
Wiederverwendung von Funktions- und 
Datenstrukturen unterstützt und befürwortet werden. Es 
sollte möglich sein, beliebige Businessobjekte [14] aus 
Legacy-Systemen zu kapseln und durch Clients (d.h. 
andere Softwaresysteme) zu benutzen. Nur so können 
terminalbasierte Legacy-Systeme unkompliziert mit neuen 
Techniken kombiniert werden [16]. Gerade bei 
Betrachtung der HLLAPI-Lösung, die zwar relativ leicht 
zu entwickeln ist, aber einen immensen 
Wartungsaufwand mit sich bringt (jede Änderung am 
Legacy-System erfordert eine Änderung am Client), wird 
der Nutzen einer allgemeinen Schnittstelle zu Legacy-
Systemen und deren Daten deutlich [13]. Durch diese 
Schnittstelle müssen die besonderen Funktionen eines 
Legacy-Systems unabhängig von dem zu nutzenden 
Client isoliert und gekapselt werden. Der Ansatz der 
Legacy-Objekt-Modellierung in Verbindung mit einer 
funktions- und datenorientierten Kapselung erreicht 
dies, indem er von den Daten und Funktionen eines 
Legacy-Systems abstrahiert und in Form einer 
Ansammlung von Businessobjekten darstellt. Dieser 
Ansatz ist zwar komplexer, bietet langfristig aber Vorteile. 
Durch Kapselung (engl. Wrapping) wird der Zugriff auf 
Legacy-Systeme (z.B. Prozesse, Transaktionen, 
Programme, Module oder Datenstrukturen) über eine klar 
definierte Schnittstelle ermöglicht und die Realisierung 
des Zugriffs bzw. die innere Ausprägung der 
zugreifenden Objekte vor dem Benutzer verborgen [10]. 
Ein „Objekt-Wrapper“ stellt ein funktionierendes 
Interface zu einer Funktion oder zu existierenden 
Datenstrukturen eines Legacy-Systems zur Verfügung. 
Der Objekt -Wrapper exponiert also eine objektbasierte 
Schnittstelle zu einem im Idealfall unveränderten Legacy-
System und verbirgt vor dem Client sämtliche spezifische 
Kommunikationsadapter, Funktionen, Dateien und 
Datenbanken, etc. eines Legacy-Systems. 
 
Der gekapselte Code bzw. die gekapselte 
Datenstruktur bleibt dem Benutzer verborgen und wird 
zur Laufzeit z.B. über die Anwendung des Factory- und 
Bridge-Musters [9] zur Verfügung gestellt. 
Hervorgehoben werden soll in diesem Zusammenhang, 
dass die Systemreorganisation in Kapseln zu einer 
Struktur führen soll, welche die Businessobjekte 
widerspiegelt und für die objektorientierte Erweiterung 
offen ist. Hierbei kommt der Identifizierung von 
logischen Einheiten als Funktions- und Datendiensten 
eine wesentliche Bedeutung zu. Wird auf die Extraktion 
von Teilfunktionalitäten (auch allgemeiner Natur) Wert 
gelegt, ist es nicht nur möglich, komplette komplexe 
Vorgänge oder Transaktionen durch Legacy-Systeme 
ausführen zu lassen, sondern auch neue Geschäftslogik 
mit Hilfe von Legacy-Funktionalitäten zu realisieren. Eine 
allgemeine und wiederzuverwendende Definition von 
Legacy-Daten soll ebenfalls auf dem objektorientierten 
Weg erfolgen.  
 
Abbildung 4: Kapselung durch Businessobjekte 
Die Wrapper-Schicht eines Legacy-Systems, besteht aus 
einer Menge von einzelnen Objekt-Wrappern. Die 
Wrapper-Schicht kommuniziert mit dem Legacy-System 
über Schnittstellen oder APIs (RPCs, HALLPI, APPC) 
und mit den Clients mittels Businessobjekten. Sobald es 
gekapselt ist, wird das Legacy-System zu einer 
wiederverwendbaren Softwarekomponente und kann in 
andere Softwaresysteme integriert werden. 
6. Fazit 
Die Modellierung von Legacy-Objekten in 
Verbindung mit deren Kapselung ist mit Sicherheit ein 
wesentlicher Schritt in die Richtung, Legacy-Daten und 
Funktionalitäten in ein anderes Softwaresystem, z.B. 
Electronic Commerce System, zu integrieren, ohne auf 
Eigenschaften wie Wiederverwendbarkeit, 
Anpassungsfähigkeit und Wartbarkeit verzichten zu 
müssen. Zusätzliche Probleme treten allerdings dann auf, 
wenn man auch zukünftige Auswirkungen des Electronic 
Commerce (z.B. M-Commerce) auf die bestehenden 
Legacy-Systeme betrachtet. Ein flexibles und vielseitiges 
Konzept für die Integration von Legacy-Systemen sollte 
unter Berücksichtigung der im Vorfeld beschriebenen 
Anforderungen nicht nur Informationen von einem Host-
Rechner in eine Electronic Commerce Anwendung 
bringen, sondern sie vielmehr auch neuen zukünftigen 
EC-Anwendungen in einer verteilten Umgebung zur 
Verfügung stellen können. Unter Umständen müssen 
unterschiedlichste Softwaresysteme integriert werden 
und Daten mit Legacy-Systemen austauschen, die 
vielleicht nicht mit der ausgewählten Objektkapselung 
abgebildet werden können. Die Verantwortlichkeit für die 
Geschäftslogik und die Daten sollte darüber hinaus 
weder im Server noch im Client fixiert sein. Es muss 
sowohl möglich sein, umfangreichere Client-
Anwendungen (sog. Rich-Clients) mit Legacy-
Funktionalitäten zu realisieren, als auch Thin-Clients (z.B. 
Browser) zu realisieren und ihnen Funktionalitäten zu 
Verfügung zustellen, wenn es unter Umständen nicht 
möglich ist, solche Clients mit einer umfangreichen 
Anwendungslogik zu versehen. Die zentrale 
Voraussetzung für server-basierte, skalierbare und hoch 
verfügbare Anwendungen mit Legacy-Integration ist 
daher eine strenge Kapselung von Präsentations-, 
Geschäftslogik- und Datenhaltungsschicht [11]. Die 
Geschäftslogikschicht beinhaltet die gesamte 
Anwendungslogik, d.h. die Anwendung läuft nicht auf 
dem Client, sondern auf dem Applikationsserver. Durch 
die Kapselung der Schichten kann nicht nur die 
einheitlich abgebildete Legacy-Funktionalität, sondern 
die komplette Anwendungslogik von den 
unterschiedlichsten Clients gemeinsam verwendet 
werden. Die Anwendungslogik wird auf dem Server 
gewartet und administriert, der Client ist also 
wartungsfrei. Auch in diesem Konzept werden Legacy-
Funktionen und Daten als Businessobjekte repräsentiert, 
die wiederum in den unterstützten Geschäftsprozessen 
verwendet werden können. 
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