The cyclic matching sequenceability of a simple graph G, denoted cms(G), is the largest integer s for which there exists a cyclic ordering of the edges of G so that every set of s consecutive edges forms a matching. In this paper we consider the minimum cyclic matching sequenceability of k-regular graphs. We completely determine this for 2-regular graphs, and give bounds for k 3.
Introduction
The cyclic matching sequenceability of a simple graph G, denoted cms(G), is the largest integer s for which there exists a cyclic ordering of the edges of G so that every set of s consecutive edges forms a matching. Katona [4] implicitly considered cyclic matching sequenceability and found a lower bound for cms(K n ). Brualdi, Kiernan, Meyer and Schroeder [2] defined cyclic matching sequenceability explicitly and proved that cms(K n ) = n−2 2 for all n 4, thus strengthening the result found by Katona [4] . Brualdi et al. [2] also determined that cms(C n ) = n−1 2 for all n 3 and found the cyclic matching sequenceability of several other graphs.
A non-cyclic variant to cyclic matching sequenceability, denoted ms(G) has also been considered and was defined first by Alspach [1] who determined ms(K n ). Brualdi et al. [2] also determined the matching sequenceability for cycles and several other classes of graphs. Chiba and Nakano [3] found various results concerning the matching sequenceability for general graphs and more refined results for regular graphs.
In this paper our focus is on the cyclic matching sequenceability of regular graphs. The chromatic index of a graph is the smallest number of colours required to properly colour its edges. By Vizing's theorem [9] the chromatic index of a graph with maximum degree ∆ is equal to either ∆ or ∆ + 1. In the former case we say the graph is class 1 and in the latter we say it is class 2. For positive integers n and k such that n > k and nk is even, we define cms(n, k) to be the minimum value of cms(G) over all k-regular graphs on n vertices and define cms 1 (n, k) to be the minimum value of cms(G) over all k-regular class 1 graphs on n vertices. Our primary focus is on the behaviour of cms(n, k) and cms 1 (n, k) for fixed k as n becomes large. All asymptotic notation used in this paper is relative to this regime.
The main contribution of this paper is to establish lower bounds on cms(n, k) and cms 1 (n, k), as well as an upper bound on cms(n, k). These bounds are summarised in Theorem 1.
Theorem 1. Let k 3 be an integer. Then, for any integer n 6(k + 1) such that nk is even, .
In the lower bound on cms(n, k), for large n, the max takes the first value for k 13 and the second value for k 14. In the lower bound on cms 1 (n, k), for large n, the max takes the first value for k 14 and the second value for k 15. Table 1 in the conclusion gives an explicit listing of the consequences of Theorem 1 for various values of k. In the case of 2-regular graphs we are able to completely determine cms(n, 2) and cms 1 (n, 2).
Theorem 2. For each n 6, we have cms(n, 2) = ⌊ n 3 ⌋ and for each even n 4, we have cms 1 (n, 2) = n−2 2 .
For a graph G, let M(G) be the set of all matchings in G and, for an edge e of G, let M e (G) be the set of all matchings in G containing e. A fractional edge colouring of a graph G is a function ω : M(G) → R 0 such that M ∈Me(G) ω(M ) 1 for each edge e ∈ E(G). The weight of such a colouring is M ∈M(G) ω(M ). Note that an edge colouring of G can be viewed as a fractional edge colouring ω of G for which the image of ω is a subset of {0, 1}. The fractional chromatic index of a graph G is the infimum of the weights of the fractional edge colourings of G. While the main focus of this paper is regular graphs, some of our results apply more generally. In particular, we have the following. Furthermore, for any integers ∆ 2 and n ∆ + 1, there is a graph G of order n such that cms(G)
The lower bound in Theorem 3 differs by at most two from an analogous bound for matching sequenceability given in [3] .
We organise the rest of the paper as follows. In Section 2 we introduce some notation and preliminary results. In Section 3 we consider 2-regular graphs and prove Theorem 2. Theorem 3 is proved in Section 4. In Section 5 we establish a lower bound on the cyclic matching sequenceability of a regular graph assuming the existence of a partition of its edges with suitable properties. Finally in Section 6, we show that regular graphs do admit such partitions and prove Theorem 1.
Preliminaries
For an integer n, let Z n represent the additive group of integers modulo n. In this paper, graphs will always be simple. Two edges in a graph are adjacent if they are both incident on the same vertex. A matching is a 1-regular graph. The union G ∪ H of two graphs G and H is the graph with vertex set V (G) ∪ V (H) and edge set E(G) ∪ E(H). An ordering of a graph G with m edges is a bijective function ℓ : E(G) → Z m . The image of e under ℓ is called the label of e. We will sometimes specify an ordering ℓ by giving the tuple (ℓ −1 (0), . . . , ℓ −1 (m − 1)) rather than the function ℓ. A set of edges of G is consecutive in ℓ if their labels form a set of consecutive integers and is cyclically consecutive in ℓ if their labels form a set of consecutive integers modulo m.
Let ℓ be an ordering of a graph G with m edges and let e and e ′ be distinct edges of G. We define d ℓ (e, e ′ ), the forward distance from e to e ′ in ℓ, to be the smallest positive integer d such that ℓ(e) + d = ℓ(e ′ ), where the addition takes place in Z m . We define d ℓ {e, e ′ }, the distance between e and e ′ in ℓ, to be min{d ℓ (e, e ′ ), d ℓ (e ′ , e)}. Define cms(ℓ) to be the largest element s of {1, . . . , m} such that d ℓ {e, e ′ } s for any pair {e, e ′ } of edges adjacent in G. Similarly, define ms(ℓ) to be the largest element s of {1, . . . , m} such that d ℓ (e, e ′ ) s for any ordered pair (e, e ′ ) of edges adjacent in G such that ℓ(e) < ℓ(e ′ ). Note that, for a graph G, ms(G) and cms(G), as defined in the introduction, are the maximum values of ms(ℓ) and cms(ℓ) respectively over all orderings ℓ of G. If G is a matching, then obviously cms(G) = ms(G) = |E(G)|.
We first prove the upper bound of Theorem 3. To our knowledge this connection between the cyclic matching sequenceability of a graph and its fractional chromatic index has not been observed before. For edge-disjoint graphs G 0 and G 1 , with labellings ℓ 0 and ℓ 1 respectively, let ℓ 0 ∨ℓ 1 denote the ordering ℓ of G = G 0 ∪ G 1 defined by ℓ(e) = ℓ 0 (e) if e ∈ E(G 0 ) and ℓ(e) = |E(G 0 )| + ℓ 1 (e) if e ∈ E(G 1 ). A matching decomposition of a graph G is a set of edge-disjoint matchings of G that partition the edge set of G. A matching decomposition of G into k matchings can also be viewed as a proper edge colouring of G with k colours. Now we will provide a lower bound on cms(G), given a matching decomposition of G with certain properties exists, in the form of the proposition below. Similar results were implicitly used by Alspach [1] and Brualdi et. al. [2] . 7] ). Let G be a graph that decomposes into matchings M 0 , . . . , M t−1 , each with at least m edges and orderings ℓ 0 , . . . , ℓ t−1 , respectively. If, for some s ∈ {1, . . . , m}, ms(ℓ i ∨ ℓ i+1 ) s for all i ∈ Z t , then cms(G) s.
Proof. Let ℓ = t−1 i=0 ℓ i . Consider two distinct edges e and e ′ that are at distance less than s in ℓ. Then e, e ′ ∈ E(M i ∪ M i+1 ) for some i ∈ Z t . So, by the assumption that ms(ℓ i ∨ ℓ i+1 ) s, e and e ′ are nonadjacent in G. This proves the proposition.
We now prove four further lemmas which, like Proposition 2.2, provide lower bounds on the matching sequenceability of concatenations of orderings under various conditions. Lemma 2.3. Let X, Y and Z be edge-disjoint graphs with orderings ℓ X , ℓ Y and ℓ Z , respectively. Then
Let e and e ′ be a pair of adjacent edges in
Let e and e ′ be a pair of adjacent edges in G with ℓ(e) < ℓ(e ′ ). Because e and e ′ are adjacent in G, we must have e ∈ E(M i ) and e ′ ∈ E(M j ) for some (i, j) ∈ {(0, 2), (1, 3), (0, 3)}. Then d ℓ i ∨ℓ j (e, e ′ ) ms(ℓ i ∨ ℓ j ) by definition. Also, d ℓ (e, e ′ ) = d ℓ i ∨ℓ j (e, e ′ ) + s, where s = m 1 if (i, j) = (0, 2), s = m 2 if (i, j) = (1, 3) and s = m 1 + m 2 if (i, j) = (0, 3). The result follows. Lemma 2.5. Let X and Y be edge-disjoint matchings and ℓ Y be a fixed ordering of Y . Then there is an ordering ℓ X of X such that ms(ℓ X ∨ ℓ Y ) 1 2 |E(X)|.
Proof. Let x = |E(X)| and y = |E(Y )|. For each edge e ∈ E(X), let α(e) be the smallest label assigned by ℓ Y to an edge adjacent to e if such a label exists, and α(e) = ∞ otherwise. Let ℓ X be an ordering (e 0 , . . . , e x−1 ) of X such that α(e 0 ) · · · α(e x−1 ). Let ℓ = ℓ X ∨ℓ Y and e and e ′ be adjacent edges in G such that ℓ(e) < ℓ(e ′ ) and d ℓ (e, e ′ ) = ms(ℓ). Then e = e i for some i ∈ Z x such that α(e i ) < ∞ and α(e i ) = ℓ Y (e ′ ). By our definition of ℓ X , any edge of X that is not adjacent to an edge of Y occurs after e i in ℓ X and hence each edge in {e 0 , . . . , e i−1 } is adjacent to at least one edge of Y . Thus, because at most two edges of X are adjacent to each edge of Y , we have that α(e i ) ⌊ i 2 ⌋ and hence that d ℓ (e, e ′ ) =
Lemma 2.6. Let X and Y be edge-disjoint matchings of sizes x and y respectively. Suppose that Y has y 1 edges that are adjacent to one edge in X and y 2 edges adjacent to two edges in X. Let ℓ Y be an ordering of Y in which the y 2 edges adjacent to two edges in X are the last to occur. Then there is an ordering ℓ X of X such that
Proof. For i ∈ {1, 2}, let Y i be the set of edges of Y that are adjacent to exactly i edges in X. For each edge e ∈ E(X), let α(e) be the smallest label assigned by ℓ Y to an edge adjacent to e if such a label exists, and α(e) = ∞ otherwise. Let ℓ X be an ordering (e 0 , . . . , e x−1 ) of X such that α(e 0 ) · · · α(e x−1 ). Let ℓ = ℓ X ∨ ℓ Y and e and e ′ be adjacent edges in G such that ℓ(e) < ℓ(e ′ ) and d ℓ (e, e ′ ) = ms(ℓ). Then e = e i for some i ∈ Z x such that α(e i ) < ∞ and α(e i ) = ℓ Y (e ′ ). So d ℓ (e, e ′ ) = x − i + α(e i ). By our definition of ℓ X , any edge of X that is not adjacent to an edge of Y occurs after e i in ℓ X and hence each edge in {e 0 , . . . , e i−1 } is adjacent to at least one edge of Y . We consider two cases.
Suppose that e ′ ∈ Y 1 . Then each edge in {e 0 , . . . , e i−1 } is adjacent to at least one edge of Y 1 (recall the edges in Y 2 occur last in ℓ Y ) and hence α(e i ) i. It follows that d ℓ (e, e ′ ) x and the result is established.
Suppose instead that e ′ ∈ Y 2 . Let j be the smallest element of Z x such that e j is not adjacent to an edge in Y 1 and note that j y 1 and that α(e j ) y − y 2 because the edges of Y 2 occur last in ℓ Y . So, because at most two edges of X are adjacent to each edge of
Now, we saw that j y 1 and we must have i y 1 + 2y 2 − 1 for otherwise α(e i ) = ∞. Thus, ⌈ i+j 2 ⌉ y 1 + y 2 and hence d ℓ (e, e ′ ) x + y − y 1 − 2y 2 , and again the result is established.
2-regular graphs
In this section we will prove Theorem 2. We will require the result of Brualdi et al. [2] on cms(C n ) that was mentioned in the introduction.
Theorem 4 (Brualdi et al. [2] ). For all n 3, cms(C n ) = n−1
2
.
We first prove a useful result that gives an ordering of a particular type for a class 1 graph that is either a single cycle or a union of vertex-disjoint paths. Proof. We proceed by induction on |V (H 0 ∪ H 1 )|. Let H = H 0 ∪ H 1 . If |V (H)| = 2t then H is a cycle of length 2t. We may assume its vertex set is Z 2t and its edge set is
where e i = {i, i + 1} and H j = {e i : i ∈ Z 2t and i ≡ j (mod 2)} for j ∈ Z 2 . Let ℓ j (e i ) = i and ℓ j+1 (e 2t−1−i ) = i for all i ∈ {0, . . . , t − 1} and j ∈ Z 2 such that j ≡ i (mod 2). Note that ℓ j is an ordering of H j for each j ∈ Z 2 . Let ℓ = ℓ 0 ∨ ℓ 1 and for an edge e ∈ E(H), let ℓ * (e) = ℓ j (e) where j is the element of Z 2 such that e ∈ E(H j ). Let {e h−1 , e h }, where h ∈ Z 2t , be an arbitrary pair of adjacent edges of H and note that one of these edges is from H 0 and the other is from 
Then cms(ℓ 0 ∨ ℓ 1 ) t − 1 where ℓ 0 and ℓ 1 are the orderings of H 0 and H 1 obtained from ℓ ′ 0 and ℓ ′ 1 by replacing xy ′ with yy ′ in ℓ 0 and xz ′ with zz ′ in ℓ 1 . So the result follows by induction.
Our next lemma implies that cms(G) n−2 2 for each 2-regular class 1 graph G of order n, but also says more. Proof. We proceed by induction on |E(H 0 )| = |E(H 1 )|. Let H = H 0 ∪ H 1 . Clearly H must have a subgraph H † such that H † is either • a component of H that has an even number of edges (and is either a path or a cycle); or • a union of two components of H, each of which is a path of odd length, with the property
Let |E(H † )| = 2s, noting that |E(H † )| is even, and let H † i be the matching of size s with edge
and hence are at distance at least
Because H † and H ‡ are vertex disjoint, these arguments cover all pairs of adjacent edges in H and so cms(ℓ 0 ∨ ℓ 1 ) t − 1.
Lemma 3.3. For each even n 4, we have cms 1 (n, 2) = n−2 2 .
Proof. By Theorem 4, for each even n 4, we have cms(H) = n−2 2 if H is an n-cycle and hence cms(n, 2) n−2 2 . Also, Lemma 3.2 implies that cms(H) n−2 2 for each 2-regular class 1 graph H of even order n 4, because any such graph H is the union of two edge disjoint matchings each of size n 2 .
The matching number of a graph G is the maximum size of a matching in G. If ℓ is an ordering of a graph H and G is a subgraph of H then the subordering of ℓ induced by G is the unique ordering ℓ G of G such that, for all e, e ′ ∈ E(G), ℓ G (e) < ℓ G (e ′ ) if and only if ℓ(e) < ℓ(e ′ ). An ordering ℓ * is a subordering of an ordering ℓ of a graph H if ℓ * is induced by G for some subgraph G of H. Our next lemma provides upper bounds on the cyclic matching sequenceability of a graph based on the properties of one of its subgraphs. We only need the simpler first part in this section, but the more involved second part is required in Section 4. Lemma 3.4. Let H be a graph and G be a subgraph of H with matching number ν. Then
We first prove (i). Because any fractional edge colouring of H can be restricted in the natural fashion to a fractional edge colouring of G with equal or lesser weight, we have c f (H) c f (G). Furthermore, it is clear from the definition of fractional chromatic index that c f (G) 1 ν |E(G)|. Thus c f (H) 1 ν |E(G)| and (i) follows from Lemma 2.1. We now prove (ii). Let ℓ be an ordering of H and let h = ⌊ 1 ν (|E(G)| − cms(G))⌋ + 1. We will find a subordering ℓ ′′ = (e 0 , . . . , e h−1 ) of ℓ so that, for each i ∈ Z h , the sequence of cyclically consecutive edges in ℓ that begins with e i and ends with e i+1 contains a pair of adjacent edges. This will suffice to complete the proof of (ii) because d ℓ (e j , e j+1 )
Let ℓ ′ be the subordering of ℓ induced by G. There must be two adjacent edges e 0 and e 1 of G at distance at most cms(G) in ℓ ′ by the definition of cms(G). Because we are considering ℓ and ℓ ′ cyclically, we can assume without loss of generality that ℓ ′ (e 0 ) = 0 and ℓ ′ (e 1 ) = a for some a cms(G). Now define (e 0 , . . . , e h−1 ) by, for each i ∈ {2, . . . , h−1}, letting e i be the first edge after e i−1 in ℓ ′ such that the sequence of consecutive edges in ℓ ′ that begins with e i−1 and ends with e i contains a pair of adjacent edges. We claim that (e 0 , . . . , e h−1 ) is a subordering of ℓ with the required properties. To see this, first observe that a + (h − 1)ν |E(G)| by the definition of h. Thus (e 0 , . . . , e h−1 ) is indeed a subordering of ℓ because, for each i ∈ {1, . . . , h − 2}, we have that ℓ ′ (e i−1 ) < ℓ ′ (e i ) a + (i − 1)ν, by the definition of ν. In particular, ℓ ′ (e h−1 ) a+(h−2)ν |E(G)|−ν and hence the sequence of cyclically consecutive edges in ℓ ′ that begins with e h−1 and ends with e 0 contains a pair of adjacent edges. So (e 0 , . . . , e h−1 ) is a subordering of ℓ with the required properties and (ii) is proved.
Applying Lemma 3.4(i) to 2-regular class 2 graphs we obtain the following.
Corollary 3.5. Let H be a 2-regular class 2 graph, whose shortest odd cycle has length m.
Proof. Let G be a shortest odd length cycle in H. Then |E(G)| = m and the matching number of G is m−1 2 , so the result follows by applying Lemma 3.4(i).
To prove Theorem 2, it remains to show that cms(H) ⌊ n 3 ⌋ for each 2-regular graph H of order n. In Lemma 3.6 we establish a slightly stronger result for all 2-regular graphs that do not contain exactly one 4-cycle. For the remainder of this section it will be convenient to denote the number of edges in an ordering ℓ by |ℓ|. 
(ii) d ℓ (e, e ′ ) |ℓ j | for any j ∈ Z 3 and pair (e, e ′ ) of adjacent edges in G such that e is in ℓ j and e ′ is in ℓ j+1 . 
and it follows that the edges of ℓ i form a matching for each i ∈ Z 3 and that ℓ obeys (i) and (ii). So we may suppose that H has t 2 components at least one of which is an odd length cycle, and that the lemma holds for 2-regular graphs with fewer than t components. Let t * be the number of 4-cycles in H, noting that t * = 1.
Our strategy will be as follows. We will first choose nonempty subgraphs H ′ and
of H ′ and H ′′ , respectively, such that ℓ ′ obeys (i) and (ii) and the edges of ℓ ′′ i form a matching of size m i − m ′ i for each i ∈ Z 3 . Finally, we will establish that the ordering
, obeys (i) and (ii). For the rest of the proof we take (e, e ′ ) to be an arbitrary pair of edges that are adjacent in H and j to be an element of Z 3 such that e ∈ ℓ j and e ′ ∈ ℓ j+1 . Because H is a vertex-disjoint union of H ′ and H ′′ , we have that either e, e ′ ∈ E(H ′ ) or e, e ′ ∈ E(H ′′ ). By our construction of ℓ,
Because ℓ ′ will obey (ii), we will have for each j ∈ Z 3 that d ℓ ′ (e, e ′ ) m ′ j and hence d ℓ (e, e ′ ) m j by (1) if e, e ′ ∈ E(H ′ ). Thus, when checking that ℓ satisfies (ii), it will suffice to only consider the case e, e ′ ∈ E(H ′′ ). So we henceforth assume that e, e ′ ∈ E(H ′′ ).
We now describe how we choose H ′ and H ′′ and how to find orderings ℓ ′ and ℓ ′′ with the appropriate properties.
• If H has a cycle of length congruent to 0 modulo 3, choose H ′ and H ′′ such that H ′ is this cycle and H is the vertex-disjoint union of H ′ and H ′′ . Note that
for each i ∈ Z 3 and it can be seen that ℓ also obeys (i). Because ℓ ′′ obeys (ii), we have d ℓ ′′ (e, e ′ ) |ℓ ′′ j | = m j − 1 3 m ′ and it can be seen by (2) 
m ′′ ⌉ and it follows that ℓ ′′ i is an ordering of a matching for each i ∈ Z 3 . Hence, because ℓ ′ obeys (i), we also have that ℓ obeys (i). By using d ℓ ′′ (e, e ′ ) ⌊ 1 2 (m ′′ − 1)⌋, m ′′ = m − m ′ and m ′′ 5, we see that (2) implies that d ℓ (e, e ′ ) m j , and hence that ℓ obeys (ii) of the claim, provided that
Clearly, (4) holds when m − m ′ 9, because |ǫ|, |ǫ ′ | 2. This leaves the cases when m − m ′ = 8, m − m ′ = 7 and m − m ′ = 5, recalling that m − m ′ = m ′′ is either 5 or at least 7. If either m ≡ 0 (mod 3) or m ′ ≡ 0 (mod 3), then one of ǫ or ǫ ′ is 0 and hence (4) holds. Thus, we can assume that
In each of these cases it is now routine to check that (4) holds, by considering subcases according to the value of j (note that the values of ǫ and ǫ ′ are completely determined by the congruence class of m modulo 3 and the value of j).
We are now ready to prove Theorem 2.
Proof of Theorem 2. By Lemma 3.3, we have cms 1 (n, 2) = n−2 2 for each even n 4. It remains to show that cms(n, 2) = ⌊ n 3 ⌋ for each integer n 6. Let n 6 be an integer. By Corollary 3.5, any 2-regular graph H of order n containing a 3-cycle has cms(H) ⌊ n 3 ⌋. Thus cms(n, 2) ⌊ n 3 ⌋ and it suffices to show that each 2-regular graph H of order n has cms(H) ⌊ n 3 ⌋. Let H be a 2-regular graph of order n. If H does not contain exactly one 4-cycle, then the properties of the ordering ℓ of H given by Lemma 3.6 ensure that cms(ℓ) ⌊ n 3 ⌋. Thus, we may assume that H contains exactly one 4-cycle. Say H is the vertex-disjoint union of H ′ and H ′′ , where H ′′ is the 4-cycle. Let e 0 , e 1 , e 2 , e 3 be the edges of H ′′ so that e 0 , e 2 and e 1 , e 3 each form a matching. Let ℓ ′ = ℓ ′ 0 ∨ ℓ ′ 1 ∨ ℓ ′ 2 be an ordering of H ′ given by Lemma 3.6. Let e * be the last edge in ℓ ′ 1 and let ℓ * 1 be the ordering obtained from ℓ ′ 1 by removing e * . Let
It is now routine to use the fact that ℓ ′ satisfies (i) and (ii) of Lemma 3.6 to check that any pair of edges adjacent in H ′ or in H ′′ are at distance at least ⌊ n 3 ⌋ in ℓ and hence that the lemma holds. Note that the fact that ℓ ′ satisfies (i) and (ii) of Lemma 3.6 implies that e * is not adjacent in H ′ to any edge in ℓ ′ 2 when |E(H ′ )| ≡ 2 (mod 3).
Upper and lower bounds for general graphs
In this section we find some upper and lower bounds on the cyclic matching sequenceability of general (possibly non-regular) graphs. In particular we will prove Theorem 3. We employ an easily proved result from [8] . We say that a matching decomposition of a graph is equitable if the sizes of any two of the matchings differ by at most 1. 
For each k 2, we define a graph B k with maximum degree k. If k is even, let B k be a complete graph on k + 1 vertices and, if k is odd, let B k be the graph on k + 2 vertices whose complement is the vertex disjoint union of a path with 3 vertices and a matching with k − 1 vertices. In particular, the following depicts B 3 . It is easy to check that when k is odd B k has 1 2 (k 2 + 2k − 1) edges and each of its vertices has degree k except for one that has degree k − 1. Of course, when k is even B k has 1 2 k(k + 1) edges and each of its vertices has degree k.
We will complete the proof of Theorem 3 by showing that a graph H containing B k as a subgraph has cyclic matching sequenceability at most 1 k+1 |E(H)|. We will make use of the following facts about B k for odd integers k. Proof. Let ν be the matching number of B k . It is easy to see that ν = k+1 2 , because B k has k + 2 vertices, k is odd, and it is easy to find a matching of size k+1 2 in B k . So it remains to show that cms(B k ) k−1 2 . As the matching number of a graph G is clearly an upper bound for cms(G), we only need to show that cms(B k ) = k+1 2 . Suppose for a contradiction that ℓ is an ordering of B k such that cms(ℓ) = k+1 2 . Let v be the vertex of B k with degree k − 1 and let e 0 , . . . , e k−2 be the edges of B k incident with v, where ℓ(e i ) < ℓ(e i+1 ) for all i ∈ {0, . . . , k − 3}. Clearly i∈Z k−1 d ℓ (e i , e i+1 ) = |E(B k )|. So, for some i ∈ Z k−1 we have
Therefore, in ℓ, there are k+3 2 cyclically consecutive edges e ′ 0 , . . . , e ′ (k+1)/2 between e i and e i+1 , none of which are incident with v. As cms(ℓ) = k+1 2 , we have that e ′ 0 , . . . , e ′ (k−1)/2 and e ′ 1 , . . . , e ′ (k+1)/2 must each form a matching of B k . However, the two matchings so formed both have vertex set V (H) \ {v}, and they share k−1 2 edges. This is impossible, and we conclude that cms(B k ) k−1 2 .
Theorem 5. Let k 2 be an integer. Then cms(H) 1 k+1 |E(H)| for any graph H that has B k as a subgraph. Furthermore, for all integers n 3k + 5 such that nk is even, there is a k-regular graph on n vertices with B k as a subgraph. Finally we show a k-regular graph on n vertices with B k as a subgraph exists for any n 3k + 4 such that nk is even. If k is even, then for any n 2k + 2, a graph that is the vertex-disjoint union of K k+1 and a k-regular graph on n − (k + 1) vertices is a k-regular graph on n vertices with B k as a subgraph. If k is odd, then let B ′ k be the k-regular graph on 2k + 4 vertices that is formed by taking two vertex-disjoint copies of B k and adding an edge incident with the vertex of degree k − 1 in each copy. For any n 3k + 5, a graph that is the vertex-disjoint union of B ′ k and a k-regular graph on n − (2k + 4) vertices is a k-graph on n vertices with B k as a subgraph.
Note that, for any k 2, a k-regular graph containing B k is necessarily class 2. To see this let x = |V (B k )| and note that x is odd and hence any matching in B k has size at most Proof of Theorem 3. The upper and lower bounds on cms(G) are established in Lemmas 2.1 and 4.2, respectively. Let ∆ 2 and n ∆ + 1 be integers. If n = ∆ + 1, then K n satisfies cms(K n ) 1 ∆+1 |E(K n )| by the result of [2] mentioned in the introduction. If n ∆ + 2, then there is clearly a graph G of order n with maximum degree ∆ that contains B ∆ as a subgraph. Then cms(G) 1 ∆+1 |E(G)| by Theorem 5.
Ordering with a given partition
Let H be a k-regular graph with n vertices and chromatic index c. In order to establish the lower bound in Theorem 1, we will construct an ordering ℓ of H via a two stage process. In the first stage we will find a partition {X i , Y i , Z i : i ∈ Z c } of E(H). In the second stage we will, for each i ∈ Z c , find orderings ℓ
and show that ℓ has the required matching sequenceability. In this section we detail how to construct the ordering ℓ given a partition of E(H) with certain desirable properties. In Section 6 we will establish that a partition with such properties does indeed exist.
Let
if v is adjacent to an edge in X i and either there is an edge in X i+1 that is also adjacent to v or no edge in H i+1 is adjacent to v. For a graph H and nonnegative integers x and w, we say that a partition
i is the set of edges in Y i that are adjacent to two edges in X i−1 . (P6) For all i ∈ Z c , there are at least w vertices of H that are i-covered for {X 0 , . . . , X c−1 }.
We treat an (x, w)-partition as including a specification of which of its sets plays the role of X i , Y i and Z i for each i ∈ Z c . We will refer to these properties simply as (P1), (P2), . . . , (P6) throughout the rest of the section and in the next section. When an (x, w)-partition is defined we will use y and Y ′ i in the roles they play in (P1) and (P5) without explicitly defining them each time. Note that |E(H i )| ∈ {⌊ 1 c |E(H)|⌋, ⌈ 1 c |E(H)|⌉} for each i ∈ Z c because {H i : i ∈ Z c } is an equitable matching decomposition of H by (P2). Thus, it follows from (P1) -(P3) that
Our goal for the rest of the section is to establish Proposition 5.3 which guarantees a lower bound on the cyclic matching sequenceability of a graph that admits an (x, w)-partition. Our next results, Lemmas 5.1 and 5.2, are used only in the proof of Proposition 5.3. In Lemma 5.1, we define orderings of Y i and Z i for each i ∈ Z c and then, based on these, in Lemma 5.2 we determine orderings of X i for each i ∈ Z c .
Proof. Fix an arbitrary i ∈ Z c . We will define orderings of Y i and Z i+1 . As discussed above, (P1) -(P3) imply that |Z i | y. By (P5), |Y ′ i | y 3 and each edge of Y ′ i is adjacent to at most one edge in Z i+1 . Thus, we can choose a subset
Choose an arbitrary ordering ℓ Y ′ i = (e 0 , . . . , e y ′ −1 ) of the edges in Y ′ i . Because each edge of Y ′ i is adjacent to at most one edge in Z i+1 , we can now choose an ordering ℓ Z ′ i+1 = (e * 0 , . . . , e * y ′ −1 ) of the edges in Z ′ i+1 such that, for each j ∈ Z y ′ , either e * j is not adjacent to any edge in ℓ Y ′ i or e j is the last of the (at most two) edges in ℓ Y ′ i adjacent to e * j . Clearly then,
We have seen that (P1) -(P3) imply |Z i+1 | = |E(H i+1 )| − x − y y and thus, subtracting y ′ from both sides, we have |Z ′′ i+1 | y ′′ and so we can find a subset W of Z ′′ i+1 such that |W | = y ′′ . By Lemma 3.2, there are orderings ℓ Y ′′ i and ℓ W of the matchings formed by the edges of Y ′′ i and the edges of W , respectively, such that ms
By the definition of Z ′′ i+1 , no edge in it is adjacent to an edge in Y ′ i . Thus, by Lemma 2.4,
where we have used the facts that ms
, and note we have shown that these orderings satisfy ms(ℓ Y i ∨ ℓ Z i+1 ) y − 1. By applying this procedure for each i ∈ Z c , the lemma is proved. 
Proof. For each i ∈ Z c , we will find a subset X ′ i of X i such that |X ′ i | = min{x, ⌊ 2y 3 ⌋} and X ′ i includes every edge of X i that is adjacent to an edge in Y ′ i+1 , and then construct an ordering ℓ X ′ i of X ′ i for each i ∈ Z c . Once this is accomplished we will then find an ordering ℓ X ′′ i of X i \ X ′ i for each i ∈ Z c , and show that the orderings ℓ X i = ℓ X ′ i ∨ ℓ X ′′ i satisfy the conditions of the lemma. Note that if x ⌊ 2y 3 ⌋, then the orderings ℓ X ′′ i will be trivial. Let j be an arbitrary element of Z c . Let y 1 be the number of edges of Y j+1 adjacent to exactly one edge in X j and y 2 be the number of edges of Y j+1 adjacent to exactly two edges in X j , and note that y 2 = |Y ′ j+1 | by the definitions of y 2 and |Y ′ j+1 |. Consider the number of vertices incident with both an edge in X j and an edge in Y j+1 . Because X j is a matching, each edge in Y j+1 is adjacent to at most two of its edges, and hence this number is y 1 + 2y 2 . On the other hand, by (P6), this number is at most 2x − w, where we note that |X j | = x and that the edges of Y j+1 ∪ X j+1 form a matching. It thus follows from y = ⌈3x − 3 2 w⌉ that
Thus, we can choose a subset X ′ j of X j such that |X ′ j | = min{x, ⌊ 2y 3 ⌋} and X ′ j includes every edge of X j that is adjacent to an edge in Y j+1 (if x ⌊ 2y 3 ⌋ then we choose X ′ j = X j ). Further, because the last edges of ℓ Y j+1 are those in Y ′ j+1 and y y 1 + 2y 2 by (7), we can apply Lemma 2.6 to obtain an ordering ℓ X ′ j of X ′ j such that
Thus, for each i ∈ Z c , we can take such an ordering ℓ X
3 ⌋ then this completes the proof of the lemma, using (8) and the fact that x y. Thus, we may assume that x > ⌊ 2y 3 ⌋. For each i ∈ Z c by Lemma 2.5 there is an ordering ℓ X ′′ i of X ′′ i such that
where the last inequality follows because y 3 4 x since y = ⌈3x − 3 2 w⌉ and w 3 2 x by (P1). Again, let j be an arbitrary element of Z c . As no edge in X ′′ j is adjacent to an edge in Y j+1 , we have from (8) that
Obviously, |X ′′ j | = x−⌊ 2y 3 ⌋ x−y and, because y 3x 4 by (P1), we have |X ′ j+1 | = ⌊ 2y 3 ⌋ x−y. Therefore, by (9) ,
Thus, the orderings ℓ X i = ℓ X ′ i ∨ ℓ X ′′ i for i ∈ Z c satisfy the required properties. Proposition 5.3. If H is a graph that has a (x, w)-partition for some nonnegative integers x and w, then cms(H) x + y − 1.
Proof. Let H be a graph and let {X i , Y i , Z i : i ∈ Z c } be a (x, w)-partition of H. By Lemmas 5.1 and Lemma 5.2 there are, for each i ∈ Z c , orderings
We also have ms(ℓ
By (P4), the edges of X i ∪Z i+1 form a matching. Thus, applying Lemma 2.4 with M 1 = Z i ∪Y i ,
, and using (10) and (11), we have
where the last inequality holds because |Z i+1 | y which we have seen follows from (P1) -(P3).
Finding a good partition
In this section we prove Theorem 1 by establishing the existence of (x, w)-partitions in kregular graphs with k 3. Let H be a k-regular graph and {H 0 , . . . , H c−1 } be an equitable matching decomposition of H. Then, we call {X 0 , . . . , X c−1 } an (x, w)-semipartition with respect to {H 0 , . . . , H c−1 } if X i ⊆ E(H i ), |X i | = x for each i ∈ Z c and {X 0 , . . . , X c−1 } obeys (P6) for w. Our strategy is to first establish that it is possible to extend an (x, w)semipartition to an (x, w)-partition in Lemma 6.1, then to exhibit (x, w)-semipartitions (using several different methods) in Lemmas 6.2-6.4. In Lemmas 6.5 and 6.6, we then prove the lower bounds of Theorem 1, using Proposition 5.3. Finally, we prove Theorem 1. Proof. For i ∈ Z c , let T i be the set of edges in E(H i ) \ X i that are adjacent to exactly one edge in X i−1 and let T ′ i be the edges in E(H i ) \ X i that are adjacent to exactly two edges in X i−1 . There are 2x vertices that are incident with an edge in X i−1 . Of these 2x vertices, |T i | are incident with an edge in T i , 2|T ′ i | are incident with an edge in T ′ i , and by (P6) at least w are incident with an edge in X i or have no edge of H i incident with them. Thus,
For all i ∈ Z c , we construct sets T ′′ i+1 with the following properties.
, at least one of these latter two edges is in T ′′ i+1 . Let j be an arbitrary element of Z c . For each e ∈ T ′ j that is adjacent to two edges in E(H j+1 ) \ (X j+1 ∪ T j+1 ∪ T ′ j+1 ), choose one of these adjacent edges, and let T ′′ j+1 be the set of all these chosen edges. Then clearly T ′′ j+1 has the desired properties and |T ′′ j+1 | |T ′ j |. By (12), |T ′ j | x − w 2 . Thus, |T ′′ j+1 | x − w 2 and hence by (12)
Now we let Y i ⊇ T i ∪T ′ i ∪T ′′ i be a y-subset of E(H i )\X i and Z i = E(H i )\(X i ∪Y i ) for all i ∈ Z c (such a Y i exists because x and w obey (P1) and so we have |E(H i )\X i | ⌊ 1 c E(H)⌋−x 2y).
We complete the proof by showing that {X i , Y i , Z i : i ∈ Z c } is an (x, w)-partition. By our hypotheses, (P1) is satisfied, and (P2) and (P3) are immediate from the above construction. Because Y j+1 ⊇ T j+1 ∪ T ′ j+1 , each edge of E(H j+1 ) that is adjacent to an edge in X j is in X j+1 ∪ Y j+1 . Thus, no edge of X j is adjacent to an edge in Z j+1 , as required for (P4). The set of edges in Y j that are adjacent to two edges in X j−1 is T ′ j and it follows from (12) and the definition of y that |T ′ j | x − w 2 y 3 . Also, by (ii) and because Y j+1 ⊇ T ′′ j+1 , each edge of T ′ j is adjacent to at least one edge in X j+1 ∪ Y j+1 and hence is adjacent to at most one edge in Z j+1 . Thus, (P5) holds. Because {X 0 , . . . , X c−1 } is a (x, w)-semipartition, (P6) is satisfied.
We now find (x, w)-semipartitions using two different approaches. The first is constructive and works better for small values of k. We detail it for class 1 graphs in Lemma 6.2 and for class 2 graphs in Lemma 6.3. Our second approach is probabilistic and works better for large values of k. We detail it in Lemma 6.4.
For the remainder of the section, it will be convenient to extend our existing notation slightly. Let {H 0 , . . . , H c−1 } be an equitable matching decomposition of a graph H and let X be a subset of E(H).
is adjacent to an edge in X ∩ H i and either there is an edge in X ∩ H i+1 that is also adjacent to v or no edge in H i+1 is adjacent to v. Also, for a graph G and a subset S of V (G) we use G[S] to denote the subgraph of G induced by S. Proof. Let w = x + ⌊ x−1 k−1 ⌋. Let V 2 be a set of any two adjacent vertices in H. We will iteratively define a sequence V 2 , . . . , V w of subsets of V (H) such that V 2 ⊆ · · · ⊆ V w and, for each i ∈ {3, . . . , w},
Note that V 2 obeys (i), (ii) and (iii). Suppose inductively that for some h ∈ {2, . . . , w − 1} we have a set V h obeying (i), (ii) and (iii).
, then there is a vertex u ∈ V (H) \ V h such that the edge of H j 0 incident with u is also incident with a vertex in V h and we take V h+1 = V h ∪ {u}. It can be checked that V h+1 obeys (i), (ii) and (iii) because V h obeys them. (To see this, note that if h ≡ 0 (mod k) then ⌊ h k ⌋ = ⌊ h−1 k ⌋ and that if h ≡ 0 (mod k) then ⌊ h k ⌋ = ⌊ h−1 k ⌋ + 1 and
2 for each j ∈ Z k by the definition of j 0 and hence H[V h ] is a k-regular graph on h vertices. In this case take V h+1 = V h ∪ {u} for any vertex u ∈ V (H) \ V h and note that V h+1 obeys (i), (ii) and (iii). So we have defined V 2 , . . . , V w . For each j ∈ Z k , let X * j be the set of all edges of H j adjacent to at least one vertex in V w and observe that
where the inequality follows because V w obeys (ii). Now w − w−1 k
x because w xk−1 k−1 by definition, and hence w − ⌊ w−1 k ⌋ x because w and x are integers. Thus, for each j ∈ Z k , we can choose a subset X j of E(H j ) such that X * j ⊆ X j and |X j | = x. Now, for each j ∈ Z k and each u ∈ V w , there is an edge of X j and an edge of X j+1 incident with u. Therefore, {X 0 . . . , X k−1 } satisfies property (P6) for w and thus is an (x, w)-semipartition with respect to {H 0 , . . . , H k−1 }. Lemma 6.3. Let k 3 be an integer, let H be a k-regular class 2 graph with n 6(k + 1) vertices, and let {H 0 , . . . , H k } be an equitable matching decomposition of H. For any
Proof. Throughout this proof, for any subset of E(H) denoted X(h) and any j ∈ Z k+1 , we denote
We claim there is a sequence X(1), . . . , X(w) of subsets of E(H) such that X(1) ⊆ · · · ⊆ X(w) and, for all i ∈ {1, . . . , w},
where i ′ is the least nonnegative integer congruent to i − 1 modulo k + 1;
(iii) at least i vertices are j-covered for X(i) for each j ∈ Z k+1 .
Suppose for the moment that this claim holds. For all j ∈ Z k+1 observe that
x where the first inequality follows because X(w) satisfies (i) and the second follows because w
x + x−1 k by the definition of w and the fact that w and x are integers. Thus, for each j ∈ Z k , we can find a subset X j of E(H j ) such that X j (w) ⊆ X j and |X j | = x. Then, because X(w) satisfies (iii), we have that {X 0 . . . , X k−1 } satisfies property (P6) for w and thus is an (x, w)-semipartition with respect to {H 0 , . . . , H k }.
So it only remains to prove the claim. We do so by induction on i. Let u ∈ V (H) be a vertex not incident in H to an edge in H 0 and v ∈ V (H) be a vertex not incident in H to an edge in H 1 (such a vertex v exists because {H 0 , . . . , H k } is equitable and n 6(k + 1)). Let X(1) be the set containing each edge of H incident with u and the unique edge of H 0 incident with v. It is easy to check that X(1) satisfies (i), (ii) and (iii). Now suppose inductively that for some h ∈ {1, . . . , w − 1} there is a set X(h) that satisfies (i), (ii) and (iii). We will show that there is a choice for X(h + 1) that satisfies (i), (ii) and (iii). Let s be any element of Z k+1 such that |X s (h)| = h − ⌊ h−1 k+1 ⌋ (note that at least one such exists by (ii)). We will construct X(h + 1) as X(h) ∪ {e j : j ∈ Z k+1 \ {s}} where e j is an edge in E(H j ) \ X j (h) for each j ∈ Z k+1 \ {s}. It can be checked that this will ensure that X(h + 1) satisfies (i) and (ii) for i = h + 1. (To see this, note that if h ≡ 0 (mod k + 1)
.) So our goal is to ensure that (iii) also holds.
We will first choose a subset T of Z k+1 \ {s} and an e j for each j ∈ T such that, for all j ∈ T ∪{s}, at least h+1 vertices are j-covered for X ′ (h+1), where X ′ (h+1) = X(h)∪{e j : j ∈ T }. If more than h vertices are s-covered for X(h), then we can take T = ∅ and X ′ (h + 1) = X(h), so assume otherwise that precisely h vertices are s-covered for X(h). Thus, by our choice of s, there are 2(h − ⌊ h−1 k+1 ⌋) vertices incident with an edge in X s (h) and only h of these are s-covered. Now 2(h − ⌊ h−1 k+1 ⌋) > h because k 3 and hence there is a vertex v that is incident with an edge in X s (h) but is not s-covered. Let
and, for each j ∈ T , take e j to be the edge of E(H j ) \ X j (h) incident with v. Then, for each j ∈ T ∪ {s}, we have that v was not j-covered for X(h) but is j-covered for X ′ (h + 1) and hence, because at least h vertices were j-covered for X(h), at least h + 1 vertices are j-covered for X ′ (h + 1). So we can find T and X ′ (h + 1) with the claimed properties.
It remains to choose e j for each j ∈ Z k \ (T ∪ {s}). If T ∪ {s} = Z k+1 we are done. Otherwise, let q be an element of Z k+1 \ (T ∪ {s}) such that q + 1 ∈ T ∪ {s}. We will show that there is a choice for e q in E(H q ) \ X q (h) such that at least h + 1 vertices are q-covered for X ′ (h + 1) ∪ {e q }. This will suffice to complete the proof because a suitable X(h + 1) will then be obtainable by iterating this procedure. If more than h vertices are q-covered for X ′ (h + 1), then we may take e q to be an arbitrary edge of H q \ X q (h). So we can assume that precisely h vertices are q-covered for X ′ (h + 1).
If there is a vertex u that is incident with an edge in E(H q ) \ X ′ q (h + 1) but not with an edge in E(H q+1 )\X ′ q+1 (h+1), then we can take e j to be the edge in E(H q )\X ′ q (h+1) incident with u. The vertex u was not q-covered for X ′ (h + 1) but is for X ′ (h + 1) ∪ {e q }. So it suffices to show that there is such a vertex u. Let w q and w q+1 be the number of vertices of H that are incident with no edge in H q and H q+1 respectively. The number of vertices not incident with an edge in
. Now, at most h of these vertices not incident with an edge in E(H q+1 ) \ X ′ q+1 (h + 1) are not incident with an edge in X ′ q (h + 1), because precisely h vertices are q-covered for X ′ (h + 1), and at most w q are not incident with an edge in H q . So such a vertex u will exist provided that 2h − 2⌊ h k+1 ⌋ + w q+1 > h + w q . Now w q − w q+1 2 because {H 0 , . . . , H k } is equitable and hence this inequality will hold and such a u will exist unless h 4. If h 4, then note that, because {H 0 , . . . , H k } is equitable,
where the second last inequality follows because n 6(k + 1). Thus, one of the w q+1 vertices incident with no edge in H q+1 will not be incident with an edge in X ′ q (h + 1), because precisely h vertices are q-covered for X ′ (h + 1). So again such a u exists.
Thus we can choose an e q in E(H q ) \ X q (h) such that at least h + 1 vertices are q-covered for X ′ (h + 1) ∪ {e q }. As discussed, by iterating this procedure we can obtain a choice for X(h + 1) that satisfies (i), (ii) and (iii). This completes the proof.
We now present a probabilistic method of finding (x, w)-semipartitions of k-regular graphs. Proof. For each v ∈ V (G), let I v be a random variable that is 1 with probability α and 0 otherwise.
Observe that then |E(H j [R])| is a binomial random variable with |E(H j )| trials and success probability α 2 and so by Hoeffding's inequality [6] we have
The proof now divides into cases according to whether c = k or c = k + 1. Case 1. Suppose that c = k. Note that in this case |E(H i )| = n 2 for each i ∈ Z k . Now |R| is a binomial random variable with n trials and success probability α and so Pr(|R| > ⌈αn⌉) < 1 2 . Thus, by (14) and the union bound, there is a subset S of V such that |S| = ⌈αn⌉ and |E(H i [S])| 1 2 α 2 n − O( √ n) for each i ∈ Z k (note that vertices can be added arbitrarily to ensure that |S| = ⌈αn⌉). Let j ∈ Z k . Let m j be the number of edges of H j that are incident with at least one vertex in S. Because every vertex in S has an edge of H j incident with it and there are |E(H j [S])| edges of H j that are incident with two vertices of S, we have
So we can take x = αn(1 − α 2 ) + O( √ n) such that m i x for each i ∈ Z k . Then, for each i ∈ Z k , we can choose a subset X i of E(H i ) such that |X i | = x and X i contains all m i edges of H i that are incident with a vertex in S. Because each vertex in S has edges of H i and H i+1 incident with it for each i ∈ Z k , {X 0 , . . . , X k−1 } obeys (P6) for
and hence is an (x, w)-semipartition with respect to {H 0 , . . . , H k−1 }. Case 2. Suppose that c = k + 1. For each i ∈ Z k+1 , note that in this case |E(H i )| ∈ {⌊ kn 2(k+1) ⌋, ⌈ kn 2(k+1) ⌉} and let V i = V (H) \ V (H i ). Note that {V 0 , . . . , V k } is a partition of V (H) and that V i = n k+1 + O(1) for each i ∈ Z k+1 . So, for i ∈ Z k+1 , |R ∩ V i | is a binomial random variable with |V i | trials and success probability α and by Hoeffding's inequality we have
Thus, by (14), (15) and the union bound, there is a subset S of V such that, for each i ∈ Z k+1 , |S ∩ V i | = α k+1 n + O( √ n) and |E(H i [S])| α 2 k 2(k+1) n − O( √ n). Note that this implies that |S| = αn + O( √ n).
Let j ∈ Z k+1 . Let m j be the number of edges of H j that are incident with at least one vertex in S. Because every vertex in S \ V j has an edge of H j incident with it and there are |E(H j [S])| edges of H j that are incident with two vertices of S, we have
So we can take x = αk(2−α) 2(k+1) n + O( √ n) such that m i x for each i ∈ Z k+1 . Then, for each i ∈ Z k+1 , we can choose a subset X i of E(H i ) such that |X i | = x and X i contains all m i edges of H i that are incident with a vertex in S. Now, for each i ∈ Z k+1 , |S \ V i | = αk k+1 n + O( √ n) and each vertex in S \ V i has an edge of X i incident with it and either has an edge of X i+1 incident with it or has no edge of H i+1 incident with it. Thus, {X 0 , . . . , X k } obeys (P6) for w = αk k + 1 n + O √ n and hence is an (x, w)-semipartition with respect to {H 0 , . . . , H k }.
Now we present the proofs of the lower bounds of Theorem 1, using the explicit and probabilistic methods for finding (x, w)-semipartitions given above. We begin with the following that uses Lemmas 6.2 and 6.3. Lemma 6.5. For any integers k 3 and n 6(k + 1) such that nk is even, cms(n, k) k(5k − 3) 4(k + 1)(4k − 3) n − 6 and cms 1 (n, k) n − 6 .
Proof. Let H be a k-regular graph with order n and chromatic index c. Let and w = x +
x − 1 c − 1 . By Lemma 6.2 or 6.3 there exists an (x, w)-semipartition for H, noting that x ⌊ nk 2c ⌋ because c − 1 4c − 7. We show that there exists an (x, w)-partition. Obviously w 3 2 x, so by Lemma 6.1 it suffices to show that x + 2y nk 2c for y = 3x − 3 2 w .
We have
x + 2y
x(4c − 7) c − 1 + 4 nk − 8c 2c
where the first inequality follows because 2y 6x − 3w + 1 and w x + x−c+1 c−1 , and the second follows because x(4c − 7) − 1. Substituting c = k and c k + 1 gives the required bounds for cms 1 (n, k) and cms(n, k), respectively. Lemma 6.6. Let k 3 be an integer. Then for integers n > k such that nk is even, cms(n, k) where the final estimate is obtained by making the appropriate substitutions for x and w. As the above inequality holds for any 0 < α < 1 7 , by substituting α sufficiently close to 1 7 we obtain the result.
We can now present the proof of Theorem 1.
Proof of Theorem 1. Let k 3 be an integer. Then the lower bounds for cms(n, k) and cms 1 (n, k) hold for n 6(k + 1) by Lemmas 6.5 and 6.6. The upper bound for cms(n, k) follows from Theorem 5, since for all n 3k + 5 there is a k-regular graph of order n with B k as a subgraph. Finally, cms(G) n−1 2 for each k-regular graph G. To see this, note that otherwise there would be an ordering ℓ = (e 0 , . . . , e kn/2−1 ) of a k-regular graph G of even order n such that each of e 0 , . . . , e n/2−1 and e 1 , . . . , e n/2 form a matching of size n 2 in G, which is impossible as two matchings of size n 2 can not differ by exactly one edge. cms 1 (n, 14) for each k 14 for each k 15 We know of no nontrivial upper bounds on cms 1 (n, k). It would be interesting to obtain some or, on the other hand, to prove that cms 1 (n, k) approaches n−1 2 as n becomes large. We certainly expect that our upper bounds on cms 1 (n, k) and cms(n, k) are much closer to the true value than our lower bounds. In particular we pose the following question.
Question. Let k 3 be an integer. For integers n > k such that nk is even, is it the case that cms(n, k) = kn 2(k+1) − o(n) ? Is it the case that cms 1 (n, k) = n−1 2 − o(n) ?
