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Resumen: Con el auge de los lenguajes de marcado se ha desarrollado un nuevo
escenario en el campo de la recuperacio´n de informacio´n centrado en los documentos
que presentan una estructura, y asumiendo que e´sta puede ayudar en el proceso
de recuperacio´n; es lo que se define como IR estructurada. Los modelos cla´sicos
de IR se han aplicado a este problema adaptando sus funciones de ranking al
considerar los campos en los que se estructura un documento, y estas adaptaciones
se han realizado siempre asumiendo una independencia estad´ıstica entre estos
campos. Este hecho fuerza a la eleccio´n o estimacio´n de unos coeficientes de empuje
que determinen los diferentes pesos que se quiere dar a cada uno de los campos
considerados. En este trabajo se presenta una nueva funcio´n de ranking para IR
estructurada, basada en lo´gica borrosa, que trata de modelar mediante conocimiento
experto la relacio´n existente entre campos.
Palabras clave: IR estructurada, Lo´gica borrosa, Funciones de Ranking.
Abstract: With the increase in the use of mark-up languages, a new scenario has
raised into the IR field; this new scenario is focused on structured documents, and
has been defined as structured IR. The classic IR models have been extended in
order to be applied to this new scenario. Generally these adaptations have been
carried on by weighting the fields that form the document structure, and making
the assumption of statistics independence between fields. This assumption force to
an estimation of the different boosts applied to every field. In this paper a new
ranking function for structured IR is proposed. This new function is based on Fuzzy
Logic, and its main aim is to model through heuristics and expert knowledge the
relations between fields.
Keywords: Structured IR, Fuzzy Logic, Ranking Functions.
1. Introduccio´n
En la actualidad, la Web se ha convertido
en la mayor fuente de informacio´n disponi-
ble en el mundo y el acceso a toda esta in-
formacio´n se realiza fundamentalmente por
medio de motores de bu´squeda web, sistemas
de recuperacio´n de informacio´n (IR) que per-
miten obtener una lista ordenada de docu-
mentos como respuesta a una necesidad de
informacio´n (o consulta) expresada como un
conjunto de te´rminos.
∗ Este trabajo ha sido subvencionado parcialmente
por el proyecto QEAVis-Catiex (TIN2007-67581-C02-
01) del Ministerio de Ciencia e Innovacio´n.
Tradicionalmente, las tareas de IR se han
realizado sobre documentos sin ningun tipo
de estructura, de forma que desde el punto
de vista del procesamiento de los documen-
tos, no era posible distinguir entre diferentes
partes del documento. Este tipo de recupera-
cio´n sobre texto plano se denomina recupera-
cio´n ad-hoc, y ha constitu´ıdo el eje central de
la investigacio´n teo´rica y pra´ctica en IR du-
rante los u´ltimos 40 an˜os. Ahora bien, con el
surgimiento de la Web y su lenguaje HTML,
por un lado, y con el auge de los lenguajes
de marcado como XML, por el otro, se ha
generado un nuevo escenario de recuperacio´n
donde los documentos s´ı presentan de forma
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explicita una estructura que puede ser de uti-
lidad de cara a la IR.
En el caso del XML la investigacio´n se ha
centrado en la reimplementacio´n de los mode-
los cla´sicos de IR, de forma que la estructura
puede ser tenida en cuenta en las funciones de
ranking que permiten generar la ordenacio´n
de los documentos. En este sentido la compe-
ticio´n INEX, al igual que TREC en su mo-
mento para IR ad-hoc, ha disen˜ado un mar-
co de pruebas espec´ıfico para IR estructura-
da, el cual esta´ siendo de gran utilidad para
la comunidad de investigadores en IR. Como
producto de las sinergias creadas a partir de
INEX, se han disen˜ado distintas estrategias a
partir de los modelos cla´sicos de IR destina-
das a la recuperacio´n sobre documentos con
estructura.
Desde el punto de vista de la teor´ıa de IR
los dos hitos ma´s emblema´ticos en este sen-
tido han sido la adaptacio´n del modelo de
espacio vectorial a la IR estructurada (Sch-
lieder y Meuss, 2002) y la adaptacio´n del es-
quema de ponderacio´n BM25 al tratamiento
de la estructura de los documentos, denomi-
nado BM25F(Robertson, Zaragoza, y Taylor,
2004).
En el caso de la recuperacio´n de documen-
tos HMTL, mucho del trabajo realizado so-
bre XML puede ser fa´cilmente adaptado al
tratamiento de la estructura espec´ıfica de las
pa´ginas web. El principal factor diferenciador
consiste en que si bien en XML podemos con-
tar con un marcado directo de la estructura
de los documentos, en HTML necesitamos in-
ferir la estructura en funcio´n de un marcado
meramente descriptivo, centrado en la defi-
nicio´n de la apariencia con la que se deben
mostrar los documentos en el momento de su
visualizacio´n por medio de un navegador. Es-
ta particularidad del HTML provoca que sea
necesario un trabajo previo de definicio´n de
heur´ısticas que nos permita establecer rela-
ciones entre la informacio´n de visualizacio´n
del documento y su estructura subyacente.
Si nos fijamos en las funciones de ranking
aplicadas a la IR ad-hoc, podemos ver que
siempre asumen una independencia estad´ısti-
ca, primero entre te´rminos en la consulta, y
despue´s entre los documentos de la coleccio´n.
De este modo, estas funciones se formalizan
como sumatorios a los te´rminos de la consulta
de funciones de pesado que generalmente con-
sideran, por un lado, la frecuencia del propio
te´rmino en el documento y en la consulta y,
por otro, su frecuencia inversa de documento,
o IDF.
Al considerar la estructura del documen-
to, estas funciones de ranking debera´n incluir
una variable an˜adida: los campos que repre-
sentan las diferentes partes del documento.
El tratamiento de esta estructura y su inte-
gracio´n en las funciones de ranking cla´sicas
se realiza asumiendo una independencia es-
tad´ıstica entre campos, de modo que ahora
la funcio´n general de ranking se formulara´ co-
mo un sumatorio a los te´rminos de la consulta
y para cada uno de los campos que se este´n
considerando. Esta independencia entre cam-
pos fuerza irremediablemente a la estimacio´n
o eleccio´n de una serie de valores que repre-
senten los pesos de cada uno de los campos
dentro de la funcio´n de ranking. Es decir, pa-
ra cada coleccio´n deben fijarse inicialmente
unos coeficientes, conocidos como factores de
boost o factores de empuje, que representara´n
la importancia que se quiere dar a cada cam-
po dentro del valor final de ranking. Por tan-
to, esta funcio´n que debe ajustarse a la co-
leccio´n, en el caso de considerar la estructura
del documento, debera´ an˜adir nuevas varia-
bles, por lo que el problema de estimacio´n se
hace ma´s complejo cuantos ma´s campos sean
considerados.
Sin embargo, esta independencia entre
campos no siempre deber´ıa ser asumida.
Cuando se trata de encontrar la relevancia
de un documento respecto de una consulta,
los campos a combinar no siempre deber´ıan
tratarse de modo independiente, como sucede
en las funciones de ranking que encontramos
en la literatura. El motivo es que a menudo
la relevancia en un campo toma verdadera
importancia en unio´n con otro. Por ejemplo,
podr´ıa suceder que el t´ıtulo de un documen-
to tuviera una componente reto´rica, de mo-
do que los rasgos presentes en e´l no ayudaran
a describir adecuadamente el contenido del
mismo. Por este motivo, los rasgos presen-
tes en el t´ıtulo deber´ıan tener mayor relevan-
cia si, adema´s, aparecieran en otros campos
del documento. Este tipo de consideraciones
no se contemplan con funciones de ranking
basadas en combinaciones lineales de facto-
res, tales como las funciones usadas dentro
del modelo de espacio vectorial aplicado a IR
estructurada o el esquema BM25F. En estos
casos, si un te´rmino aparece en el t´ıtulo, la
componente relativa a ese campo t´ıtulo to-
mara´ un valor que se sumara´ siempre en el
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ca´lculo final del valor de ranking, indepen-
dientemente del valor que tomen el resto de
campos.
En este trabajo se presenta una funcio´n de
ranking aplicable a problemas de IR estructu-
rada que s´ı tiene en cuenta las posibles depen-
dencias entre los campos. La idea sobre la que
se construye esta funcio´n es que con un siste-
ma fuzzy (o borroso) podemos ser capaces de
combinar conocimiento y experiencia en un
conjunto de expresiones lingu¨´ısticas que ma-
nejan palabras en lugar de valores nume´ricos
(W.G.J. Howells, 2001). En nuestro caso, con
el objetivo de combinar la informacio´n de ca-
da uno de los campos en que se estructura el
documento. De este modo, un sistema de re-
glas fuzzy podr´ıa suponer un mecanismo ma´s
apropiado si trata´ramos de combinar la infor-
macio´n de diferentes campos en problemas de
IR estructurada.
El resto de este art´ıculo se estructura co-
mo sigue. En la Seccio´n 2 se describe la ex-
tensio´n del modelo de espacio vectorial pa-
ra documentos con estructura. En la Seccio´n
3 se presenta el modelo propuesto, as´ı como
las bases teo´ricas que lo soportan. A conti-
nuacio´n, en la Seccio´n 4 se detalla la expe-
rimentacio´n realizada y se realiza un ana´lisis
de los resultados obtenidos. Finalmente, en
el Seccio´n 5 se extraen las conclusiones y se
sugieren posibles trabajos futuros.
2. Modelo de espacio vectorial
para IR estructurada
A d´ıa de hoy todos los modelos cla´sicos
cuentan con una adaptacio´n de su funcio´n de
ranking a documentos con estructura. Den-
tro del modelo de espacio vectorial, la funcio´n
de ranking puede asumir distintas formas, en
funcio´n del esquema SMART (Salton y Bu-
ckley, 1965) que estemos utilizando. En es-
te trabajo partimos de la siguiente ecuacio´n,
que calcula la relevancia de un documento
respecto una consulta:
score(d, q) =
∑
t∈q
idft · tf
d
t (1)
donde t representa los te´rminos contenidos
en la consulta q, idft la frecuencia inversa del
te´rmino en la coleccio´n y tfdt la frecuencia de
aparicio´n del te´rmino en el documento d.
Teniendo en cuenta el uso de campos den-
tro de un documento, el recuento de la fre-
cuencia tf debera´ considerar esta posibilidad.
As´ı:
tfdt =
∑
c∈d
wc · tf
d
tc (2)
donde c se corresponde con cada uno de
los campos que contiene el documento, wc es
el peso relativo asignado a cada uno de ellos
y se corresponde con el factor de empuje uti-
lizado para aumentar o disminuir la impor-
tancia de un campo frente a los dema´s y tfdtc
se corresponde con la frecuencia del te´rmino
en el campo y en el documento.
De esta forma se aplica el modelo de es-
pacio vectorial teniendo en cuenta el peso de
cada una de las unidades de las que se com-
pone el documento, as´ı como la frecuencia de
los te´rminos dentro de cada una de ellas.
3. Modelo fuzzy aplicado a la IR
estructurada
La lo´gica borrosa (fuzzy logic) se ha mos-
trado como un marco de trabajo adecuado
para capturar el conocimiento experto hu-
mano, aplicando heur´ısticas a la hora de re-
solver la ambigu¨edad inherente a procesos de
razonamiento cualitativo. Esta es una carac-
ter´ıstica importante, habida cuenta de que el
objetivo principal de este trabajo es encon-
trar una funcio´n de ranking que combine in-
formacio´n de los diferentes campos en los que
se estructuran los documentos.
La lo´gica borrosa se contruye sobre el con-
cepto de variable lingu¨´ıstica, variable que
puede tomar como valor palabras del lengua-
je natural y que se define a partir de con-
juntos borrosos. Por otro lado, la Teor´ıa de
Conjuntos Borrosos (Zadeh, 1965) se basa en
el reconocimiento de que determinados con-
juntos poseen unos l´ımites imprecisos. Estos
conjuntos esta´n constituidos por colecciones
de objetos para los cuales la transicio´n de
“pertenecer” a “no pertenecer” es gradual.
Un conjunto borroso permite describir el
grado de pertenencia de un objeto a una de-
terminada clase. Dicho grado de pertenencia
viene descrito por una funcio´n de pertenencia
µF : U → [0, 1], siendo U el universo de dis-
curso. Si el objeto u ∈ U entonces µF (u) es
su grado de pertenencia al conjunto borroso
F .
La arquitectura ba´sica de un sistema de
inferencia fuzzy como el que se empleara´ en
este trabajo se compone de tres etapas de
procesamiento: borrosificacio´n de entradas,
aplicacio´n de las reglas de inferencia que
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constituyen la base de conocimiento del siste-
ma, y una desborrosificacio´n que permite ob-
tener el valor final de ranking. Las funciones
de pertenencia de los conjuntos borrosos se
establecen tambie´n a partir del conocimiento
experto aportado al sistema.
Para expresar la base de conocimiento se
necesita una serie de reglas IF-THEN que
describan el comportamiento que debera´ te-
ner el sistema de la manera ma´s precisa po-
sible, y donde se aporte el conocimiento ex-
perto. En nuestro caso estas reglas reflejara´n
el conocimiento heur´ıstico que se tiene acer-
ca de la relacio´n existente entre los diferentes
campos considerados dentro de un documen-
to. En el proceso de inferencia se interpre-
tan las reglas IF-THEN, asociando uno o ma´s
conjuntos borrosos de entrada (antecedentes)
con un conjunto borroso de salida (conse-
cuente). En un sistema de control borroso co-
mo el planteado en este trabajo estas reglas
contienen varias entradas, correspondiente a
cada uno de los campos considerados, y una
u´nica salida que se correspondera´ con el valor
asignado por la funcio´n de ranking.
Una vez fijada la base de conocimiento,
los antecedentes de las reglas se combinara´n
a trave´s de operadores de Unio´n (OR) o In-
terseccio´n (AND) que pueden implementarse
de muy diversas formas. De este modo, las
operaciones definidas entre conjuntos borro-
sos permiten combinar los valores lingu¨´ısti-
cos, expresando la base de conocimiento co-
mo afirmaciones condicionales borrosas.
Tras la obtencio´n de los consecuentes pa-
ra cada regla IF-THEN, y tras una etapa de
agregacio´n, se obtiene un conjunto agregado
final, entrada a la ultima etapa del controla-
dor, la desborrosificacio´n, que realiza una co-
rrespondencia entre un conjunto borroso de
salida con un punto concreto (salida n´ıtida o
“crisp”) que representa el valor de relevancia.
Una explicacio´n ma´s detallada de este proce-
so puede encontrarse en (Fresno, 2006).
Es importante asegurarse de que el uso de
conjuntos borrosos producira´ una represen-
tacio´n ma´s realista que si se emplearan las
mismas variables pero definidas de una for-
ma n´ıtida. Como ya se ha indicado, el uso de
heur´ısticas para la combinacio´n de informa-
cio´n de campo hace pensar que esta situacio´n
se puede dar y que una combinacio´n borrosa
podra´ capturar mejor la informacio´n asocia-
da a los campos considerados que una combi-
nacio´n lineal. En la seccio´n 4 se describira´ en
detalle el modelo propuesto.
4. Experimentacio´n
La idea de este trabajo es desarrollar un
sistema basado en lo´gica borrosa capaz de
asignar un valor de relevancia a cada te´rmino
dentro de un documento, de modo similar a
como lo har´ıa una funcio´n de pesado cla´sica
como TF-IDF. Por tanto, para la aplicacio´n
del modelo propuesto se debe construir un
sistema capaz de representar el tipo de do-
cumento sobre el que se evaluara´ el modelo,
y dentro de e´l, debera´n establecerse un con-
junto de reglas con las que cuantificar la rele-
vancia de los te´rminos del documento en fun-
cio´n de su frecuencia en los diferentes campos
presentes en el documento. As´ı, el sistema de-
bera´ modelar la estructura de los documen-
tos, aplicando despue´s heur´ısticas para com-
binar los campos establecidos.
Por tanto, el primer paso en el desarro-
llo del modelo consiste en la definicio´n de las
variables lingu¨´ısticas y de los conjuntos bo-
rrosos que modelen la estructura del tipo de
documento. Para el caso de pa´ginas web, ba-
sadas en HTML, se han definido tres campos:
‘T´ıtulo’, que incluye el texto que se en-
cuentra dentro de la etiqueta TITLE. En
algunas pa´ginas web, los te´rminos que
aparecen dentro de esta etiqueta se pue-
den considerar como muy relevantes. En
cierto modo el t´ıtulo de un documento se
puede entender como un resumen en po-
cas palabras del contenido del documen-
to. La variable lingu¨´ıstica que representa
el campo t´ıtulo se compone de dos con-
juntos borrosos: ‘Bajo’ y ‘Alto’, como se
muestra en la figura 1.
‘Enfatizado’, denominamos enfatizado
al conjunto de te´rminos que han sido re-
saltados de forma expl´ıcita por el crea-
dor del documento y de forma que des-
tacan respecto del resto del contenido
del documento. As´ı consideraremos que
los te´rminos que aparecen con una graf´ıa
que les hace resaltar sobre el resto poseen
una mayor relevancia. Este subconjun-
to incluye los te´rminos que aparecen en-
tre las etiquetas: B ,EM, U, STRONG,
BIG I, H1, H2, H3, H4, H5, H6, CI-
TE, DFN, BLOCKQUOT. La variable
lingu¨´ıstica que representa el campo e´nfa-
sis se compone de dos conjuntos borro-
sos: ‘Bajo’ y ‘Alto’, como se muestra en
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AltoBajo
10.80.60.40.20
1
0.8
0.6
0.4
0.2
0
Figura 1: Variable Lingu¨´ıstica Tı´tulo
AltoBajo
10.80.60.40.20
1
0.8
0.6
0.4
0.2
0
Figura 2: Variable Lingu¨´ıstica Enfatizado
la figura 2.
‘Resto de contenido’; este subconjun-
to incluye el resto de te´rminos que apa-
rezcan en el documento y la variable
lingu¨´ıstica que lo representa se compone
de tres conjuntos borrosos: ‘Alta’, ‘Me-
dia’ y ‘Baja’, como se muestra en la fi-
gura 3.
A continuacio´n, se deben definir las fun-
ciones de entrada a cada una de las variables
lingu¨´ısticas del sistema borroso. Estas fun-
ciones servira´n para cuantificar el grado de
AltaMediaBaja
10.80.60.40.20
1
0.8
0.6
0.4
0.2
0
Figura 3: Variable Lingu¨´ıstica Resto
Ma´xima
Alta
Media
Baja
Nula
10.80.60.40.20
1
0.8
0.6
0.4
0.2
0
Figura 4: Variable Lingu¨´ıstica Resultado
pertenencia de un te´rmino a un conjunto bo-
rroso, y para ello se ha utilizado como base la
frecuencia normalizada del te´rmino dentro de
cada campo. Adema´s, se ha decidido saturar
la funcio´n tf resultante mediante el uso de la
ra´ız cuadrada, de forma que se evite un creci-
miento lineal de la relevancia de un te´rmino
respecto a su frecuencia.
De este modo, esta funcio´n se define como:
fc(t, d) =
√
tfd
tc
tfdmaxc
(3)
donde tfdmaxc representa la frecuencia
ma´xima de un te´rmino t en un campo c del
documento d y para cada uno de los conjun-
tos borrosos.
A continuacio´n, debe definirse la varia-
ble lingu¨´ıstica correspondiente a la salida del
sistema. Esta variable se denominara´ ‘Rele-
vancia’, representara´ la importancia de un
te´rmino en el contenido de un documento,
y se compondra´ de cinco conjuntos borro-
sos:‘Nula’,‘Baja’,‘Media’,‘Alta’ y ‘Ma´xima’,
como se muestra en la figura 3.
Una vez definidas las variables lingu¨´ısticas
y sus conjuntos borrosos, a continuacio´n se
presenta el conjunto de reglas que conforman
la base de conocimiento y que se activara´n
a partir de las entradas a nuestro sistema, es
decir, de las entradas a las variables lingu¨´ısti-
cas de entrada y sus conjuntos borrosos. El
total de reglas definidas es nueve y se mues-
tran en el Cuadro 1.
El valor de relevancia total de un te´rmino
se calculara´ a trave´s del sistema borroso, de
tal forma que combinen las frecuencias par-
ciales de dicho te´rmino en cada uno de los
campos, aplicando la base de conocimiento,
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T´ıtulo Enfatizado Resto Relevancia
IF Alto AND - AND Alta THEN Ma´xima
IF Alto AND - AND Media THEN Alta
IF Alto AND Alto AND Baja THEN Alta
IF Alto AND Bajo AND Baja THEN Media
IF Bajo AND Alto AND Alta THEN Alta
IF Bajo AND Bajo AND Alta THEN Media
IF Bajo AND - AND Media THEN Baja
IF Bajo AND Alto AND Baja THEN Baja
IF Bajo AND Bajo AND Baja THEN Nula
Cuadro 1: Conjunto de reglas del sistema borroso global
y dando como resultado el valor de relevan-
cia final del te´rmino para un documento.
Si denotamos nuestro sistema fuzzy como
una funcio´n Fuzzy(t, d) que estime la rele-
vancia total del te´rmino t en el documento d,
entonces
Fuzzy(t, d) =
Fuzzy(fti(t, d), fen(t, d), fre(t, d))
teniendo que Fuzzy(t, d) ∈ [0, 1], donde
fti,fen,fre, son las funciones que miden la re-
levancia parcial del te´rmino t en los campos,
t´ıtulo, enfatizado y resto respectivamente.
De este modo, se define la relevancia to-
tal del siguiente modo: dada una necesidad
informativa q compuesta por los te´rminos
t1, t2, . . . , tn y una coleccio´n C formada por
los documentos d1, d2, d3, . . . , dm, el valor de
relevancia R entre un documento d y una con-
sulta q se calcula como
∑
t en q
Fuzzy(fti(t, d), fen(t, d), fre(t, d)) (4)
Puede observarse que ahora ya no se tie-
ne una combinacio´n lineal entre los campos,
como en el caso del VSM estructurado o
BM25F, sino una funcio´n, en este caso borro-
sa, que combina globalmente la informacio´n
del conjunto de campos seleccionados.
Dado que en el campo de la IR es bien
sabida la utilidad del factor idf para corregir
la informacio´n suministrada por la frecuencia
de un te´rmino (Robertson, 2004), se an˜ade el
factor idf como corrector de la relevancia de
un te´rmino en un documento en la ecuacio´n
4.
La funcio´n de relevancia final que aplica
nuestro sistema queda como sigue
∑
t en q
Fuzzy(fti(t, d), fen(t, d), fre(t, d)) ∗ idft
(5)
siendo e´sta la ecuacio´n que representa el
sistema propuesto.
4.1. Experimentacio´n
En este apartado se describira´n los dife-
rentes experimentos realizados para la valida-
cio´n del modelo propuesto. Se comenzara´ des-
cribiendo la coleccio´n de pruebas utilizada, a
continuacio´n se detallara´ el modelo de espa-
cio vectorial y sus extensiones con los que se
realizara´ la evaluacio´n de nuestra propuesta,
para finalizar detallando los experimentos.
4.1.1. Coleccio´n Utilizada
La coleccio´n utilizada para la evaluacio´n
es un subconjunto de EuroGOV 2005, colec-
cio´n de pa´ginas web en varios idiomas que
se construyo´ para el ‘track ’ WebCLEF den-
tro del CLEF (Cross language Evaluation Fo-
rum) celebrado en el an˜o 20051.
Para la experimentacio´n realizada nos he-
mos cen˜ido al dominio de primer nivel UK,
que contiene ma´s de un 99% de los documen-
tos en ingle´s. El nu´mero total de documentos
dentro de este dominio, que esta´n en forma-
to HTML, eliminando repeticiones y pa´ginas
vac´ıas es de 58393. Por otro lado, el nu´me-
ro de consultas y de los juicios de relevancia
para este dominio es de 48.
4.1.2. Baseline
La funcio´n de relevancia utilizada para
la evaluacio´n de nuestro modelo se descri-
be como: dada una necesidad informativa q
compuesta por los te´rminos t1, t2, . . . , tn y
1http://www.clef-campaign.org/2005.html
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una coleccio´n C formada por los documen-
tos d1, d2, d3, . . . , dm, el valor de relevancia R
entre un documento d y una query q se cal-
cula como:
R(q,d) =
∑
t en q
tfdt ∗ idft ∗ norm(d) (6)
Extendiendo la ecuacio´n 6 para documen-
tos con una estructura formada por los cam-
pos c1, c2, c3, . . . , ck.
R(q,d) =
∑
t en q
idft ∗
∑
c en d
tfdtc ∗ norm(c) (7)
donde
tfdtc =
√
frecuencia · wc
idft = 1 + log
(
N
df(t) + 1
)
siendo frecuencia el nu´mero de apariciones
del te´rmino en el campo, N el nu´mero total
de documentos de la coleccio´n C y wc el fac-
tor de empuje asignado al campo c.
4.2. Medidas de Evaluacio´n
A continuacio´n se describen brevemente
las medidas de evaluacio´n que se utilizara´n,
MAP(“Mean Average Precision”), tra-
ta de calcular una media de la preci-
sio´n hallada a distintos niveles de co-
bertura. Ma´s formalmente, sea Rel =
[d1, d2, . . . , dn] un conjunto de n docu-
mentos relevantes para una necesidad in-
formativa q y sea Rj el conjunto de docu-
mentos recuperados antes de recuperar
el j-e´simo documento relevante del con-
junto Rel. MAP se define como la media
aritme´tica del “Average Precision” sobre
el conjunto Q.
MAP =
1
m
m∑
i=1
1
n
n∑
j=1
Precision(Rj)
R-Prec(“R-Precision”), se obtiene calcu-
lando la media aritme´tica de las distin-
tas medidas de precisio´n a n, siendo n
el nu´mero de documentos relevantes pa-
ra la consulta qi. Sea Q = [q1, q2, . . . , qm]
un conjunto de consultas, se define
R− Prec =
1
m
∗
∑ docret
n
MRR (Mean Reciprocal Rank), compu-
ta la media de los valores individuales
alcanzados para cada consulta de la co-
leccio´n segu´n la siguiente expresio´n:
MRR =
Q∑
i=1
1
fari
siendo far el primer documento relevan-
te recuperado para la consulta q ∈ Q.
4.3. Modelos Propuestos
Con el objetivo de validar el modelo pro-
puesto, se han disen˜ado los siguientes experi-
mentos
Baseline En este caso, se evalu´a sin te-
ner en cuenta la estructura del documen-
to o, lo que es lo mismo, asignando fac-
tores de peso equivalentes a cada campo.
VSM-I En este caso se parte del siste-
ma aplicado en el experimento anterior,
pero ahora se asignan factores de ponde-
racio´n a cada campo del siguiente modo:
Tı´tulo (5), E´nfasis (2) y Resto (1). Se
comprobo´ que estos valores representa-
ban un ma´ximo local.
VSM-II A continuacio´n, y partiendo
como base del modelo anterior, se mo-
dificaron los factores de ponderacio´n del
siguiente modo: Tı´tulo (10), E´nfasis (5)
y Resto (2,5); obtenie´ndose un nuevo
ma´ximo local.
Fuzzy Finalmente se evalu´a el sistema
propuesto en este art´ıculo, con las varia-
bles lingu¨´ısticas de entrada, los conjun-
tos borrosos y la base de conocimiento
descritos en la seccio´n 3.
Los resultados obtenidos se pueden obser-
var en la siguiente tabla.
Baseline VSM-I VSM-II Fuzzy
MAP 0.455 0.462 0.474 0.564
R-Prec 0.368 0.368 0.388 0.467
MRR 0.466 0.479 0.490 0.580
Cuadro 2: Resultados
4.4. Ana´lisis de Resultados
Los valores obtenidos para MAP y R-Prec
nos permiten comprobar que la mejora obte-
nida gracias al uso de la estructura es consis-
tente en te´rminos de precisio´n y cobertura,
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tanto en los enfoques anal´ıticos como en la
aproximacio´n borrosa.
Por otro lado, la medida MRR muestra
que no so´lo se obtienen mejores resultados
en todos los casos con el uso de la estructu-
ra sobre medidas cla´sicas de evaluacio´n como
MAP Y R-Prec, sino tambie´n sobre el orden
en el que los documentos relevantes son re-
cuperados, un factor de gran importancia en
colecciones compuestas por un alto nu´mero
de documentos como ocurre en el caso de la
Web.
En el caso de VSM-I y VSM-II, se obser-
va que la asignacio´n de diferentes valores a
los factores de empuje puede hacer variar la
calidad de la recuperacio´n, aunque en un gra-
do bastante pequen˜o. La eleccio´n de los valo-
res con los que se implementaron los modelos
VSM-I y VSM-II se realizo´ tras una explora-
cio´n exhaustiva del espacio de valores posi-
bles, relativos a los factores de empuje de los
campos ‘Tı´tulo’, ‘Enfatizado’ y ‘Resto’. Sin
embargo, es resen˜able el hecho de que la me-
jora conseguida por los me´todos que realizan
una combinacio´n anal´ıtica, nunca suponen un
aumento para las medidas de evaluacio´n uti-
lizadas por encima del 5% sobre el baseline,
mientras que la mejora conseguida por la fun-
cio´n borrosa propuesta en este trabajo esta´ en
torno al 20% para todas las medidas evalua-
cio´n utilizadas.
4.5. Conclusiones y Trabajo
Futuro
Al igual que se mostraba en (Robertson,
Zaragoza, y Taylor, 2004), y considerando los
resultados obtenidos mediante las distintas
medidas de evaluacio´n, se comprueba que el
uso de la estructura de un documento me-
jora los resultados en problemas de IR. Es-
te hecho puede observarse en el Cuadro 2,
donde los resultados obtenidos por los mode-
los VSM-I y VSM-II mejoran los del baseline,
u´nico modelo de los evaluados que no utiliza
estructura.
Si nos centramos en el ana´lisis de los dis-
tintos me´todos de recuperacio´n que tienen
en cuenta la estructura de los documentos,
VSM-I, VSM-II y Fuzzy, podemos ver que el
enfoque basado en lo´gica borrosa supone una
mejora consistente, en funcio´n de las distin-
tas medidas de evaluacio´n consideradas, so-
bre los me´todos basados en la simple combi-
nacio´n anal´ıtica de los campos. Esta mejora
se manifiesta tanto en ter´minos de precisio´n
como de cobertura. Asimismo, la ordenacio´n
de los documentos tambie´n se ve beneficia-
da por el enfoque borroso, mostrando que la
interrelacio´n entre campos es un problema a
considerar cuando nos enfrentamos a una co-
leccio´n de documentos con estructura.
Como trabajo futuro destaca la compa-
racio´n de la funcio´n borrosa con otros mo-
delos de recuperacio´n de informacio´n como
BM25F, Modelos de Lenguaje y Divergence
From Randomness. Por otro lado es necesario
aplicar la funcio´n borrosa sobre otras colec-
ciones de documentos estructurados que uti-
licen distintas formas de marcado al HTML,
de forma que se pueda medir la viabilidad de
nuestro enfoque sobre un rango amplio de es-
quemas de marcado. En este sentido, la colec-
cio´n INEX constru´ıda a partir de un marcado
en XML de la Wikipedia conforma un marco
de pruebas futuro de gran intere´s.
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