Purpose: To evaluate and compare the theoretically achievable accuracy of two families of two-parameter photon cross-section models: basis vector model (BVM) and modified parametric fit model (mPFM). Method: The modified PFM assumes that photoelectric absorption and scattering cross-sections can be accurately represented by power functions in effective atomic number and/or energy plus the Klein-Nishina cross-section, along with empirical corrections that enforce exact prediction of elemental cross-sections. Two mPFM variants were investigated: the widely used Torikoshi model (tPFM) and a more complex "VCU" variant (vPFM). For 43 standard soft and bony tissues and phantom materials, all consisting of elements with atomic number less than 20 (except iodine), we evaluated the theoretically achievable accuracy of tPFM and vPFM for predicting linear attenuation, photoelectric absorption, and energy-absorption coefficients, and we compared it to a previously investigated separable, linear two-parameter model, BVM. Results: For an idealized dual-energy computed tomography (DECT) imaging scenario, the cross-section mapping process demonstrates that BVM more accurately predicts photon cross-sections of biological mixtures than either tPFM or vPFM. Maximum linear attenuation coefficient prediction errors were 15% and 5% for tPFM and BVM, respectively. The root-mean-square (RMS) prediction errors of total linear attenuation over the 20 keV to 1000 keV energy range of tPFM and BVM were 0.93% (tPFM) and 0.1% (BVM) for adipose tissue, 0.8% (tPFM) and 0.2% (BVM) for muscle tissue, and 1.6% (tPFM) and 0.2% (BVM) for cortical bone tissue. With exception of the thyroid and Teflon, the RMS error for photoelectric absorption and scattering coefficient was within 4% for the tPFM and 2% for the BVM. Neither model predicts the photon cross-sections of thyroid tissue accurately, exhibiting relative errors as large as 20%. For the energy-absorption coefficients prediction error, RMS errors for the BVM were less than 1.5%, while for the tPFM, the RMS errors were as large as 16%. Conclusion: Compared to modified PFMs, BVM shows superior potential to support dual-energy CT cross-section mapping. In addition, the linear, separable BVM can be more efficiently deployed by iterative model-based DECT image-reconstruction algorithms.
INTRODUCTION
Two-parameter photon cross-section models are used in quantitative dual-energy computed tomography (QDECT) to describe monoenergetic or spectrally averaged linear attenuation coefficients and other radiological quantities as functions of two independent parameters. Two commonly used twoparameter representations are effective atomic number (Z Ã ) and electron density (q Ã e ) or alternatively, the weights of two dissimilar basis materials with known linear attenuation coefficients. The utility of a given two-parameter model in QDECT depends on the accuracy with which it predicts photon cross-sections. The domain within which high prediction accuracy is required depends on the application. For example, the DECT stoichiometric technique 1 for postreconstruction mapping of electron density and mean excitation energy for proton therapy requires only that the model predict spectrally averaged linear attenuation coefficients in the diagnostic CT energy range. On the other hand, model-based CT imagereconstruction algorithms [2] [3] [4] [5] [6] that incorporate higher order beam-hardening corrections require that the model accurately predict monoenergetic linear attenuation coefficients across the entire diagnostic X-ray energy range, while using QDECT to support Monte Carlo-based treatment planning for lowenergy brachytherapy requires high accurate monoenergetic predictions down to 20 keV for partial cross-sections, differential cross-sections, and energy-absorption coefficients as well as total linear attenuation coefficients. 7, 8 Our work has previously demonstrated that one particular two-parameter model, the linear basis vector model (BVM), 9, 10 is able to recover monoenergetic photon crosssections 9 and charged particle stopping powers 11 with mean absolute errors less than 0.5%. However, the most widely used model in the QDECT cross-section imaging literature is the parametric fit model (PFM), first introduced by Spiers 12 and Mayneord. 13 14 However, to date, no one has assessed the accuracy with which the tPFM is able to predict monoenergetic photon crosssections for mixtures and compounds representing the range of tissue compositions encountered in normal mammalian anatomy. The purpose of this note is to compare the theoretical accuracy of the modified PFM and BVM for predicting linear attenuation coefficients, partial cross-sections, and energy-absorption coefficients in the 20-1000 keV energy range for such biological tissues or tissue substitutes.
METHODS AND MATERIALS
We evaluated photon cross-section prediction accuracy of BVM and tPFM in the energy range from 20 keV to 1000 keV, along with a more complex modified PFM that we call the "VCU modified parametric fit model" (vPFM). The photon cross-sections in this study included the total linear attenuation, photoelectric effect, scattering, and energy-absorption coefficients, all as function of energy E. The model accuracy was evaluated for 43 tissues and tissue substitutes with elemental compositions recommended by ICRU, 17, 18 ICRP, 19 or other references, 20 in terms of mean percent relative error in the lower energy range (20 keV to 50 keV), and higher (50 keV to 1000 keV) energy ranges. The reference photon cross-sections data were calculated applying the mixture rule to elemental cross-sections from the NIST XCOM library. 21 All of the computational methods utilized in this work were implemented in MATLAB environment (version 12.0, The Math Works Inc., Natick, MA, USA) on a Windows 7 PC.
2.A. Description of two-parameter models
The BVM model assumes that the photon cross-sections of both mixtures and elemental substances can be approximated by a linear combination of two dissimilar basis materials. For example, the total linear attenuation of an unknown tissue at energy E (20 keV ≤ E ≤ 1000 keV), position x can be written in the following form
where x refers to the image voxel location and l i (E) (i = 1,2) denotes the linear attenuation coefficient of the i-th basis material in the pure form. In this work, a water-polystyrene pair was chosen for soft tissues, while a water-CaCl 2 solution (23% concentration) pair was used for bony tissues. 9 The details, including criteria for basis pair choice of tissues, are discussed elsewhere. 9 c i (x) images from DECT imaging were computed from low (90 kVp) and high (140 kVp + tin filter) energy scanning spectra approximated by effective energies 45 keV and 90 keV. 11 The photoelectric and scattering crosssections were also computed by using the c i (x) images. 9 Torikoshi et al. 16 proposed a nonseparable parametric fit model (tPFM) by assuming that the total linear attenuation coefficient is a function of electron density q Ã e and effective atomic number Z
where the first and second right-hand terms represent photoelectric absorption and scattering, respectively. The functions F(E, Z Ã ) and G(E, Z Ã ) are precalculated correction terms that force Eq. (2) to exactly recover the elemental linear attenuation coefficients for the elements (Z = 2 to 20) on the discrete logarithmic energy grid specified in the XCOM database. For mixtures of elemental materials, Z Ã may assume noninteger values. The nonlinear Eq. (2) can be solved iteratively for the idealized DECT scenario where there is exact knowledge of total linear attenuation coefficient at two discrete effective energies (45 keV and 90 keV) for each voxel.
Our vPFM approach combines the more detailed Spiers 12 PFM with elemental correction tables introduced by Torikoshi. 16 We hypothesized that the more complete parametric model would support more accurate interpolation for intermediate E and Z Ã values, thereby improving the prediction accuracy for mixtures and compounds.
where we have dropped the spatial coordinate, x, for simplicity. The energy-and position independent a-f are the best-fit parameters which maximize the accuracy with which PFM predicts the elemental photoelectric effect and total scattering cross-sections (NIST XCOM) for 2 ≤ Z ≤ 20 and 20 ≤ E ≤ 1000 keV without the empirical correction factors. F 0 (E, Z*) and G 0 (E, Z*) are derived by comparing best-fit PFM predictions to the known XCOM cross-sections. Since the prediction accuracy of tPFM and vPFM were so similar, detailed results only for the former are presented.
Monte Carlo simulations often require the linear energyabsorption coefficient, l en x; E ð Þ. This quantity also serves as a useful surrogate for absorbed dose 9 in the approximation where energy impartation is dominated by first-order photon collisions. For elements, l en E; Z ð Þis given by
where r KN and r PE denote Klein-Nishina and photoelectric cross-sections, respectively, per electrons; E sca;KN is the average energy scattered per collision; and P K , E K and x K denote the K-shell vacancy probability, binding energy and fluorescent yield, respectively. The quantities of P K Á E K and are functions of effective atomic numbers; linear interpolation between their elemental values is used to evaluate l en E; Z Ã ð Þ at noninteger Z Ã values. The average fraction of the secondary charged particle energy that is subsequently lost in radiative process is denoted by g k . Photon energy of interest in this note is assumed greater than the shell binding energy. The dose calculation error introduced by tPFM can be approximated by Eq. (4) Once
Þpairs have been determined, the mean relative error of photon crosssections prediction error for the j-th tissue can be written as Figure 1 shows the BVM and tPFM root-mean-square (RMS) prediction errors of total cross-section estimation as functions of effective atomic number derived from tPFM model for the low 20 ≤ E ≤ 50 keV and high 50 ≤ E ≤ 1000 keV energy ranges. The BVM model outperforms the tPFM, achieving RMS errors of less about 0.5% and 0.1% for the low-and high-energy ranges, respectively, except for Teflon and inflated lung tissues. At low energies, tPFM predictions exhibit RMS errors over 1% for most tissues and up to 2% for tissue substitutes (phantom materials) with RMS errors are less than 0.6% at higher energies. The tPFM prediction errors are generally larger for bony tissues. Due to its high iodine content (0.1% by weight with Z = 53), both BVM and tPFM fail to accurately model the thyroid tissue cross-sections, with errors as large as 7.9% and 7.7%, respectively. Figure 2 compares the tPFM and BVM estimation errors of photoelectric and scattering cross-sections. BVM predicts soft and bony tissues low-energy photoionization cross-sections with accuracies 0.5% to 2% except for a 4.5% error for Teflon. In contrast, tPFM models the soft tissue photoionization cross-section with comparable accuracy but exhibits much larger errors (2-4%) for bony tissues. A similar pattern obtains for higher energy scattering cross-sections: BVM prediction accuracy is generally better than 0.25%, while tPFM exhibits errors in excess of 2% for bony tissues. Neither BVM nor mPFM accurately predicts the thyroid gland photoionization cross-sections with RMS errors 17.0% and 18.7%, respectively, while scattering cross-sections exhibit RMS error less than 1%. More extensive data can be found in Table S1 of our supplementary materials. Figure 3 shows that BVM estimates of l en E ð Þ exhibits errors less than 1% (never more than 1.6%, except for Teflon and thyroid) for all soft and bony tissues. For tPFM, soft tissue estimation errors are mostly larger than 1% and, 2% to 3.5% for bony tissues. Iodine-based tissues have l en E ð Þ estimation errors of 14.7% and 16.2% for BVM and tPFM across the two energy ranges, respectively.
3.A. Estimation error by the BVM and tPFM
Despite the fact that the Spiers formula 12 yields a much better fit to the elemental total cross-section data than the uncorrected Torikoshi formula, tPFM and vPFM modeled total, photoelectric, scattering and energy-absorption coefficient data with equivalent accuracies. In general, prediction errors rarely deviated by more than 0.5% to 1.0% between the two models. As an example, Fig. 4(b) shows that in the range of 20-1000 keV, RMS errors for prediction l en E ð Þ are virtually identical for the vPFM and tPFM models. A more complete data set is shown in Table S2 of our supplementary materials.
We also investigated the possible correlations between the tissue composition surrogate quantities [i.e., c 1 ðxÞ=ðc 1 ðxÞþ c 2 ðxÞÞ ratio (c-ratio) for BVM and effective atomic number (Z Ã ) for tPFM and vPFM in Fig. 4 ] and l en ðEÞ prediction errors. BVM c-ratios of soft tissues are clustered about unity (Fig. 4(a) ), exhibiting prediction errors in 0.2-1.2%, while for bony tissues, the corresponding c-ratios assume a broad distribution centered around 0. Figure 4(b) shows that no clear correlation between RMS error and Z Ã for soft tissues; however for bony tissues with Z Ã greater than or less than 10, different linear correlations appear. Figure 4 (b) illustrates another important finding: prediction errors for the vPFM and tPFM are nearly identical.
DISCUSSION
For a wide range of tissues and tissue substitutes, our study demonstrates that BVM models linear attenuation, photoelectric effect and energy-absorption coefficients with significantly better accuracy than tPFM. This confirms our earlier study, 9 which showed that the simple, linear two-parameter BVM implementation can accurately represent (within 2%) monoenergetic photoelectric cross-sections and other radiological quantities needed to implement model-based brachytherapy dose calculations for energies as low as 20 keV, just below the mean energy of photons emitted during 103 Pd decay. While tPFM and vPFM definitely outperform the uncorrected PFM e.g., reducing photoionization cross-section modeling errors from 22.4% to 4.5%, modified PFM errors for bony tissues (3.2 to 6.4%) exceed the 3% maximum marginal DECT cross-section uncertainty that we believe is necessary to support meaningful DECT-based lowenergy brachytherapy dose calculations. 22 In contrast, the corresponding range of errors for BVM is 0.3 to 1.5%. Our study suggests that the modified PFM family is unsuitable for mapping low-energy photon cross-sections in brachytherapy permanent seed applications. However, we note that tPFM or other variants of PFM have been successfully applied (experimentally and theoretically) to DECT mapping of proton stopping power ratios, 1, 15, 23 because they depend more heavily on electron density than effective atomic number. This suggests that while PFM models may be more suitable for heavy charged particle stopping power mapping in DECT than for mapping photon cross-sections.
The prediction errors of vPFM and tPFM are nearly identical (see Fig. 5 for three typical tissues and Fig. 4(b) for RMS mean errors). This indicates that more elaborate modeling of cross-section atomic number dependence does not lead to more accurate predictions for noninteger Z Ã values, corresponding to compounds and mixtures of biological interest.
This finding was unexpected, since the energy-and atomic number-dependent corrections of the Spiers formula 12 are significantly smaller than those of the simple Z 4 correction assumed by the tPFM model. This underscores the fact that effective atomic number can only serve as an energy-independent surrogate for tissue composition only for elemental substances. However, the tPFM error vs. energy plot does exhibit a small "scalloping" effect which is significantly reduced in the vPFM error profile. This indicates that vPFM does in fact, support more physically plausible interpolation between tabulated elemental correction factors F 0 (E, Z Ã ) and G 0 (E, Z Ã ). Our purpose was to assess the theoretical accuracy of two competing families of two-parameter cross-section models independently of the real-world uncertainties associated with commercial CT scanners which can undermine the one-toone correspondence between CT voxel intensities and associated radiological quantities. To this end, our validation scheme utilized and idealized scanner model which ignored all measurement uncertainties, including statistical fluctuations of sinogram signal intensities, photon scatter, polychromaticity of the scanning spectra, reconstruction artifacts, and overlap of the low-and high-energy spectra. Although a comprehensive analysis of the impact of such uncertainties on cross-section estimation error is outside of the scope of this Technical Note, we have made a comparative uncertainty propagation analysis. 24 Three levels of image-intensity uncertainties (specified as spectrally averaged lðxÞ=l wat ð Þratios) (0.2%, 0.1%), (0.6%, 0.3%), and (1.5%, 1.0%), where each pair corresponds to low-and high-energy CT images, respectively. The largest uncertainty pair, (1.5%, 1.0%), represents the lowest combined random and systematic uncertainties achievable with current commercially available scanner hardware and reconstruction engines. Using the error propagation formulas derived in our earlier work, 9,11 the unexpanded uncertainties of l en ðEÞ were evaluated for three typical tissues: adipose, muscle, and cortical bone as well as polymethyl methacrylate (PMMA). Figure 6 shows the result for PMMA (See Supplemental Materials for the complete analysis). In summary, vPFM and tPFM were found to have nearly identical error propagation characteristics, while BVM crosssection estimation uncertainties were slightly better than the modified PFM methods. Similar to our prior work, 9, 22 Figure 6 shows that image-intensity uncertainties must be limited to 0.2-0.5% in order to achieve cross-section mapping uncertainties of less than 3% at the lowest clinically relevant energy (20 keV). Our prior experimental evaluations of BVM-based postreconstruction QDECT conducted on a commercial CT scanner, have experimentally demonstrated that when these conditions are satisfied (only under highly controlled conditions), systematic cross-section mapping errors range from 0.8-1.5%. 22 More comparisons of l tot ðEÞ, l pe ðEÞ, and l en ðEÞfor standard tissues are shown in supplementary materials.
To ensure a fair comparison between BVM and modified PFM, we evaluated BVM accuracy for double-basis pair (dBVM) and single-basis pair BVM (sBVM) implementations. The sBVM implementation deploys a polystyrene and CaCl2 (23% concentration) solution pair. The comparisons between dBVM with and sBVM for all three groups of tissues are shown in Fig. 7 of supplemental materials. For soft and tissue groups, the dBVM prediction accuracy of total linear attenuation outperforms the sBVM. Both of the BVM models show similar prediction accuracy for bony tissue group at low-and high-energy ranges. The sBVM model also shows better accuracy than the family of PFM models. For the low-energy range 20 ≤ E ≤ 50 keV, RMS errors of both sBVM and dBVM models for prediction of total crosssection are well within 1.0% across three tissue groups except for inflated lung tissue and Teflon. However, the dBVM (error averaged over all tissue of 0.25%) outperforms the sBVM (average error of 0.6%). In the higher energy range E ! 50 keV, both models show similar prediction accuracy, achieving RMS errors less than 0.1% except for Teflon and inflated lung ti.
Finally, we would like to emphasize that tPFM and related PFM-based DECT stoichiometric methods have been shown to support sufficiently accurate proton stopping power and higher energy (> 100 keV) photon crosssection mapping. However, all of these studies have been limited to the post reconstruction scenario where only spectrally averaged linear attenuation coefficients need to be accurately estimated. Our prior 22 and current work 8 demonstrate the potential of iterative statistical imagereconstruction (SIR) algorithms, based on physically accurate spectral and scatter distribution measurements, to limit input errors to the < 0.5% level required to address the poorly conditioned problem of DECT low-energy cross-section mapping. For example, by using a polyenergetic alternating minimization (AM) reconstruction process 4,6,7 was able to limit image-nonuniformity errors to 0.3%, independently of phantom size and location therein using a commercial 16-row CT scanner. Our subsequent SIR extensions reconstruct the c 1 ðxÞ; c 2 ðxÞ ð Þ image directly by operating jointly on unprocessed low-and high-energy experimentally acquired sinograms.
8 Such innovations would not be possible without the BVM model, which accurately and efficiently (due to its linearity and separability 11 ) supports estimation of monoenergetic linear attenuation coefficients.
CONCLUSION
The theoretical accuracy of two families of two-parameter cross-section models for DECT photon cross-section mapping was evaluated for a broad range of human tissue compositions and tissue substitutes. The BVM model consistently supports superior photon cross-section modeling accuracy compared to the tPFM model. For tissues containing elements with effective atomic number less than 20, the achievable accuracy of the BVM model was found to be within 3% or better down to 20 keV photon energies. Thus, the linear, separable, two-parameter BVM is a reasonable model for extrapolating DECT cross-section maps to the low-energy permanent seed brachytherapy energy range. Neither variant of the PFM model (tPFM or vPFM) is able to predict the relevant radiological quantities with the requisite 3% uncertainty or less.
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Additional Supporting Information may be found online in the supporting information tab for this article. Figure S1 : Percent unexpanded uncertainty of total linear attenuation for (a) tPFM, (b) vPFM, and (c) BVM, respectively as functions of energy in the range 20 ≤ E ≤ 1000 keV, at image-intensity uncertainty levels of (0.6%, 0.3%) and (0.2%, 0.1%) for (low, high) energy CT images. Four typical human tissues and tissue substitute were selected for analysis. Figure S2 : Percent unexpanded uncertainty of photoelectric coefficients for (a) tPFM, (b) vPFM, and (c) BVM, respectively as functions of energy in the range 20 ≤ E ≤ 50 keV, at image-intensity uncertainty levels (0.6%, 0.3%) and (0.2%, 0.1%) for (low, high) energy CT images. Four typical human tissues and tissue substitute were selected for analysis. Figure S3 : Percent unexpanded uncertainty of energyabsorption coefficients for (a) tPFM, (b) vPFM, and (c) BVM, respectively as functions of energy in the range 20 ≤ E ≤ 1000 keV, at image-intensity uncertainty levels (0.6%, 0.3%) and (0.2%, 0.1%) for (low, high) energy CT images. Four typical human tissues and tissue substitute were selected for analysis. Table S1 : RMS estimation errors by the double-basis pair BVM and tPFM models for all investigated tissues and phantom substitutes in photoelectric effect cross-section (20-50 keV) and scattering cross-section (50-1000 keV). Table S2 : Tissue parameters predicted by double-basis BVM and tPFM and RMS estimation errors of energy absorption (20-1000 keV) and errors in total linear attenuation coefficients at 22 keV.
