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Abstract
A unified treatment is offered to reprove known results on the following four highlights
of the combinatorial spectral theory of nonnegative matrices, or to extend (or partly extend)
the results to the setting of a linear map preserving a polyhedral proper (or proper) cone:
the preferred-basis theorem, equivalent conditions for equality of the (graph-theoretic) level
characteristic and the (spectral) height characteristic, the majorization relation between the
two characteristics, and the relation between the combinatorial properties of a nonnegative
matrix and the positivity of the individual entries in its principal components. This is achieved
by employing the new concept of spectral cone of a cone-preserving map and combining the
cone-theoretic methods developed in our previous papers on the geometric spectral theory of
cone-preserving maps with the algebraic–analytic method introduced by Hartwig, Neumann
and Rose and further exploited by Neumann and Schneider for nonnegative matrices.
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1. Introduction
This is the sixth of a sequence of papers (namely, [38,32,35–37] and the cur-
rent paper) studying the classical Perron–Frobenius theory of (entrywise, square)
nonnegative matrices and its generalizations to cone-preserving maps in the finite-
dimensional setting from a cone-theoretic viewpoint. In this paper we provide a uni-
fied approach to treat several topics of interest in the combinatorial spectral theory
of nonnegative matrices. We extend two theorems for nonnegative matrices to the
setting of cone-preserving maps, one of which is about equivalent conditions for
equality of the level characteristic and the height characteristic, and the other is about
a majorization relation between the two characteristics. We also provide cone-theo-
retic proofs for the preferred-basis theorem and for a result about the nonnegativity
structure of the principal components of a nonnegative matrix.
One early focus of interest in the study of nonnegative matrices is the questions of
existence of a nonnegative basis for the Perron generalized eigenspace of the matrix
and the properties of such a basis. The first approach to the questions is matrix com-
binatorial and uses the Frobenius normal form. In [9] Hartwig, Neumann and Rose
give an algebraic–analytic proof, which utilizes the resolvent expansion but does
not involve the Frobenius normal form, for the existence of a nonnegative basis.
Their approach is further developed by Neumann and Schneider [22–24], and the
connection between the two approaches is also examined in detail.
In this paper we employ the new concept of spectral cone of a cone-preserving
map and combine the cone-theoretic methods developed in our sequence of papers
with the algebraic–analytic method of Hartwig, Neumann and Rose.
We now describe the contents of this paper in some detail. Unless specified oth-
erwise, hereafter in this section we always use K to denote a proper (i.e., closed full
pointed convex) cone in Rn, and use A to denote an n× n real matrix that preserves
K , i.e., AK ⊆ K . We also use π(K) to denote the set of all matrices that preserve
K .
Section 2 contains most of the definitions which we use in the paper.
In Section 3, we first clarify the logical relations between several natural condi-
tions (involving the resolvent (λI − A)−1, the principal components Z(k)A or trans-
form principal components J (k)A (ε)), each of which is sufficient for the Perron
generalized eigenspace of A to possess a K-semipositive basis (i.e., one made up of
vectors from K). Next, we derive some new properties of A in case K is polyhedral
(finitely generated). This is achieved by introducing a cone-duality argument into
the method of Hartwig, Neumann and Rose—since π(K) is itself a proper cone,
in order to prove AK ⊆ K , it suffices to show that 〈A,B〉  0 for all B ∈ π(K)∗.
When K is polyhedral, we obtain, in particular, the following property of A, which
is crucial for the later developments in this paper: For k = 0, 1, . . . , νρ − 1, where
νρ denotes the index of the spectral radius of A, and for sufficiently small ε > 0, we
have J (k)A () ∈ π(K). From this, we recover the known result that the Perron gener-
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alized eigenspace of A always has a K-semipositive basis. From another property of
A (again when K is polyhedral), we deduce a result of Meyer and Stadelmaier [21]
on the characterization of a singular M-matrix in terms of the Drazin pseudo-inverse
of the matrix. A by-product of our approach is that if A is cross-positive on a proper
cone K , then the (ντ − 1)th component of A corresponding to its spectral abscissa
τ , where ντ denotes the index of τ , belongs to π(K). This extends the corresponding
result due to Hans Schneider [29] for the case when A ∈ π(K).
In Section 4, we introduce and study the spectral cone ofA, i.e., the setC(A,K):=
{x ∈ K : (A− ρ(A)I)j x ∈ K for all positive integers j}. Conceivably, this set can
be useful in the study of K-semipositive Jordan chains for A, and in the study of
preferred-basis of a nonnegative matrix (as each vector in such a basis clearly belongs
to the spectral cone). We show that when K is polyhedral, for sufficiently small
 > 0, we have the inclusion relations J (0)A ()K ⊆ C(A,K) ⊆ E(A) ∩K , which
implies thatC(A,K) is a polyhedral full subcone ofE(A) ∩K , whereE(A) denotes
N((A− ρ(A)I)n), the Perron generalized eigenspace of A.
In Section 5, we consider the problem of extending the equivalent conditions
for equality of the height and the level characteristics of a nonnegative matrix (cor-
responding to its spectral radius) to the setting of a cone-preserving map. When
K is polyhedral, we define λ(A), the level characteristic of A, to be the νρ-tupe
(λ1, . . . , λνρ ) given by:
λk = span[N((A− ρ(A)I)k) ∩K] − span[N((A− ρ(A)I)k−1) ∩K].
It is known that in the nonnegative matrix case the above definition is equivalent
to the usual definition for level characteristic (see Remark 2.2 and the paragraph
following it). Similarly, we also define the level of a vector in E(A), and then extend
the definitions of level basis, height-level basis, peak vector, etc. from a nonneg-
ative matrix to a cone-preserving map on a polyhedral proper cone; indeed, these
definitions also hold in the setting of a proper cone, provided that we take suitable
precautions. For a general proper cone K , we give in the main theorem of this section
(Theorem 5.9) five conditions each equivalent to the condition that the level charac-
teristic and the height characteristic of A are the same. In the same theorem we
also give two conditions, both expressed in terms of the spectral cone of A, which
are each equivalent to the condition that E(A) has a K-semipositive Jordan basis.
We show that conditions in the second group of equivalent conditions imply those
in the first group, and also that when K is polyhedral, the conditions in the two
groups are all equivalent. For a proper cone K , in terms of the spectral cone of A,
we determine the maximum number of K-semipositive Jordan chains for A of length
k whose union is a linearly independent subset of E(A) for k = 1, . . . , νρ . We thus
extend and clarify the previous work of other people in this direction for nonnegative
matrices [14,10,24].
In Section 6, we take up the task of offering a cone-theoretic proof for the Hersh-
kowitz–Richman–Rothblum–Schneider preferred-basis theorem. The existence of
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such a proof was anticipated by this author in [32] when he offered a cone-theoretic
proof for the nonnegative-basis theorem. Strictly speaking, our proof is not entirely
cone-theoretic; we settle the hardest part by a cone-theoretic argument, but for the
remaining parts, our argument is matrix-theoretic and depends on the combinatorial
structure of a nonnegative matrix. We observe that Rothblum [27] establishes part
(2) of his main theorem (which is now known as the Rothblum index theorem)
by proving a stronger result, and also that once the result is established, it is not
difficult to obtain the preferred-basis theorem. (For more detailed descriptions, see
our Section 6.) Our contribution is to provide an extension of the said result in the
setting of a linear map preserving a polyhedral proper cone (see Theorem 6.5).
It is interesting to note that our latter result is expressed in terms of the concepts
of a semi-distinguished invariant face and a spectral cone, and its proof relies on a
number of facts, one of which is a lemma crucial for our proof of an extension of the
Rothblum index theorem to a linear map preserving a polyhedral proper cone (see
[36, Theorem 5.1 and Lemma 6.2]).
In Section 7, we show that the known majorization relation between the level
characteristic and the height characteristic of a nonnegative matrix can be extended
to the setting of a linear map that preserves a polyhedral proper cone. Our proof
relies on the following property of such a map, which is not shared by a general
cone-preserving map: For k = 1, . . . , νρ ,
(A− ρ(A)I)span[N((A− ρ(A)I)k) ∩K]
⊆ span[N((A− ρ(A)I)k−1) ∩K].
Thus, we also find an alternative short proof for the original majorization result for a
nonnegative matrix.
In Section 8, based on the preferred-basis theorem (or rather, a weak version of
it) and on the nonnegativity of the 0th transform principal component, we offer a
conceptual proof for a fundamental result about the nonnegativity structure of the
principal components of a nonnegative matrix given by Neumann and Schneider
[22]. Again we are able to formulate a critical part of our argument in the setting of
a linear map preserving a polyhedral proper cone (see Theorem 8.3).
In Section 9, among our final remarks, we conjecture a cone version of the non-
negative-basis theorem.
Earlier versions of this work (which consist of most parts of Sections 3 and 5 of
the present paper) were reported by this author in two talks, which both bore the title
“On semipositive bases for a cone-preserving map”, one at the Second International
Summer School on Linear Algebra and Applications held at Guanzhou, China on
August 29–September 2, 1994 and the other one at the ILAS Conference held at
Haifa, Israel on 25–29 June 2001. In Section 6.2 of the expository-research paper
[34], there was also an announcement of results about this work, namely, Corollary
3.4 and part of Theorem 5.9 of this paper. As considerably more new material was
found subsequently, the title was altered to reflect the change in contents.
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2. Preliminaries
As for previous papers in this sequence we work in the setting of a finite-dimen-
sional vector space. A familiarity with convex cones, cone-preserving maps, and
graph-theoretic properties of nonnegative matrices is assumed. For convenience, we
collect in this section the definitions and notations that are used throughout the paper.
A few more definitions and notations will be introduced in later sections.
We use the terms “matrix” and “linear mapping” interchangeably. The nullspace
and the range space of a matrix A are denoted respectively by N(A) and R(A).
The spectral radius of A is denoted by ρ(A). By the index of A, denoted by ν(A),
we mean the smallest nonnegative integer k such that rank Ak = rankAk+1. For
any eigenvalue λ of A, we denote by νλ(A) (or νλ) the index of λ as an eigenvalue
of A, i.e., ν(A− λI). We use E(0)λ (or E(0)λ (A) when there is the need to indicate
the dependence on A) to denote the projection of Cn onto the generalized eigen-
space N((λI − A)n) along the direct sum of other generalized eigenspaces of A,
and define the components of A corresponding to λ by
E
(k)
λ = (A− λI)kE(0)λ for k = 0, 1, . . .
For background material on the component matrices see Lancaster and Tismenetsky
[18, Chapter 9] and, in the case of nonnegative matrices, see Neumann and Schneider
[22].
If K is a proper (i.e., closed pointed full convex) cone in Rn, we denote by π(K)
the set of all n× n real matrices A such that AK ⊆ K . Matrices in π(K) are referred
to as cone-preserving maps on K . Hereafter, we always use K to denote a proper
cone in Rn for some positive integer n.
Let A ∈ π(K). We call the generalized eigenspaceN((A− ρ(A)I)n) the Perron
generalized eigenspace of A and denote it simply by E(A). (In case A is a nonnega-
tive matrix, the space E(A) is also referred to as the Perron eigenspace or algebraic
eigenspace of A by other authors.) We denote the principal eigenprojection (also
known as the Perron eigenprojection) and the kth principal component of A, i.e.,
E
(0)
ρ(A) and E
(k)
ρ(A), simply by Z
(0)
A and Z
(k)
A respectively. For convenience, we often
denote νρ(A)(A) by νρ . By considering the Jordan canonical form of A, one readily
shows that for all ε in a sufficiently small punctured disk centered at the origin of the
complex plane, the following expansions are valid:
((ρ(A)+ ε)I − A)−1 = Z(0)A /ε + Z(1)A /ε2 + · · · + Z(νρ−1)A /ενρ + R(ε),
(2.1)
and
(ρ(A)I − A+ εZ(0)A )−1 = Z(0)A /ε + Z(1)A /ε2 + · · · + Z(νρ−1)A /ενρ + R(0),
(2.2)
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where R(ε) is an analytic operator in the corresponding nonpunctured disk satisfy-
ing Z(0)A R(ε) = R(ε)Z(0)A = 0. The algebraic–analytic approach of Hartwig et al. [9]
depends much on the expansion (2.1).
For k = 0, . . . , νρ − 1, following Neumann and Schneider [24], we define the kth
transform principal component of A by:
J
(k)
A (ε) = Z(k)A + Z(k+1)A /ε + · · · + Z(νρ−1)A /ενρ−k−1 for all ε ∈ C \ {0}.
Then straightforward calculations yield
J
(k)
A (ε) = εZ(k)A ((ρ(A)+ ε)I − A)−1, (2.3)
and
J
(k)
A (ε) = (A− ρ(A)I)kJ (0)A (ε) (2.4)
for k = 0, . . . , νρ − 1 (and with appropriate restrictions on ε).
Indeed, for any eigenvalue λ of A, the following expansion, which is similar to
(2.1), (and also the one similar to (2.2)) is valid:
((λ+ ε)I − A)−1 = E(0)λ /ε + E(1)λ /ε2 + · · · + E(νλ−1)λ /ενλ + R(ε). (2.5)
[When λ /= ρ(A), the operator R(ε) that appears in (2.5) is different from the one
that appears in (2.1) but they have similar properties.]
If we define the kth transform component of A corresponding to λ by
F
(k)
λ (ε) = E(k)λ + E(k+1)λ /ε + · · · + E(νλ−1)λ /ενλ−k−1,
then we also have the relations corresponding to (2.3) and (2.4).
We would like to point out that if A is a nonnegative matrix, then the left side of
(2.1) is in fact the resolvent of the minus (singular) M-matrix associated with A (i.e.,
the matrix A− ρ(A)I ). In [22–24] Neumann and Schneider formulate their results
in terms of minus M-matrices.
We denote by K the partial ordering of Rn induced by K , i.e., x K y if and
only if x − y ∈ K . Sometimes we also write x K 0 (respectively, x >K 0) for
x ∈ intK (respectively, x K 0 and x /= 0) and call the vector xK-strictly posit-
ive (respectively, K-semipositive). We reserve the notation , >,  and the terms
semipositive, strictly positive, for the componentwise ordering, that is, for the special
case when K is equal to the nonnegative orthant Rn+. A subset of Rn is said to be
K-semipositive if it is composed of K-semipositive vectors. It is clear that a sub-
space W of Rn contains a K-semipositive basis if and only if W = span(W ∩K), or
equivalently, W ∩K is a full cone in W .
A closed, pointed cone is called polyhedral if it has finitely many extreme rays.
For any nonempty subset S of Rn we use S∗ to denote the dual of S in Rn, i.e.,
S∗ = {z ∈ Rn : 〈z, x〉  0 for all x ∈ S}, where 〈, 〉 is the usual inner product of Rn
given by 〈x, z〉 = zTx. The set S∗ is always a closed convex cone. When K is a cone,
K∗ is called the dual cone of K . It is well-known (see [28,33]) that if K is a proper
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(respectively, polyhedral proper) cone in Rn, then K∗ is a proper (respectively, poly-
hedral proper) cone in Rn and π(K) is a proper (respectively, polyhedral proper)
cone in Mn(R), the space of n× n real matrices; also, we have (K∗)∗ = K .
By a Jordan chain for A (∈ π(K)) of length k (corresponding to ρ(A)) we mean
a sequence of k nonzero vectors
x, (A− ρ(A)I)x, . . . , (A− ρ(A)I)k−1x
such that (A− ρ(A)I)kx = 0; if all vectors in the sequence lie in K , we refer to
the sequence as a K-semipositive Jordan chain. A basis for E(A) is called a (K-
semipositive) Jordan basis for A if it is composed of (K-semipositive) Jordan chains
for A.
Suppose the Jordan blocks of A associated with ρ(A) have sizes σ1, . . . , σs ,
where σ1  · · ·  σs > 0. The sequence σ = (σ1, . . . , σs) is called the Segré char-
acteristic of A associated with ρ(A). The Jordan diagram of A for ρ(A), denoted
by J (A), is the diagram formed by s columns of stars such that the j th column
(from the left) has σj stars. The sequence η = (η1, . . . , ηp) (or written as η(A) =
(η1(A), . . . , ηp(A)) when there is the need to indicate the dependence on A) of
row lengths of J (A) (read upwards) is called the height characteristic of A (asso-
ciated with ρ(A)). (In other words, η is the conjugate sequence of σ .) Clearly,
η1  · · ·  ηp > 0. As is well-known, p = νρ(A)(A) and η1 + · · · + ηk = dimN
((A− ρ(A)I)k) for k = 1, . . . , p. Hence,
ηk = dimN((A− ρ(A)I)k)− dimN((A− ρ(A)I)k−1).
Also, it is readily seen that ηk = dim(A− ρ(A)I)k−1N((A− ρ(A)I)k).
Let A ∈ π(K). By the height of a vector x ∈ E(A), denoted by ht(x), we mean
the smallest nonnegative integer k such that (A− ρ(A)I)kx = 0. (As usual, we ad-
opt the convention (ρ(A)I − A)0 = I .) A basis B for E(A) is called a height basis
for A if the number of vectors in B of height k equals ηk for k = 1, . . . , νρ(A)(A).
LetA be an n× n real matrix. It is known that a necessary and sufficient condition
for the existence of a proper cone K in Rn such that A ∈ π(K) is that, for each
eigenvalue λ with modulus ρ(A), we have νλ(A)  νρ(A)(A). (Then clearly ρ(A) is
an eigenvalue of A.) The condition is now usually referred to as the Perron–Schaefer
condition (see [29, the paragraph following Theorem 1.1]).
If A ∈Mn(C) and 0 /= x ∈ Cn, we can write x = x1 + · · · + xm, where x1, . . . ,
xm are generalized eigenvectors of A corresponding respectively to the distinct ei-
genvalues λ1, . . . , λm. Then we define ρx(A), local spectral radius of A at x, to be
the quantity max1im |λi |. We also set ordA(x) = max{ordA(xi) : |λi | = ρx(A)},
where ordA(xi) denotes the order of the generalized eigenvector xi , and refer to
ordA(x) as the order of x relative to A. [We reserve the term “height” for the order
of a generalized eigenvector that corresponds to the spectral radius.] The ordered
pair (ρx(A), ordA(x)), denoted by spA(x), is called the spectral pair of x relative to
A. It was first introduced in [36] and has proved to be a useful concept. In particular,
in [36, Lemma 4.3], the following was observed:
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Let A ∈ π(K). For any x ∈ intK , we have spA(x) = (ρ(A), νρ(A)(A)).
It was also proved in [36, Theorem 4.7], that A (∈ π(K)) always satisfies the
local Perron–Schaefer condition:
For any 0 /= x ∈ K , there is a generalized eigenvector y of A corresponding to
ρx(A) that appears as a term in the representation of x as a sum of generalized
eigenvectors of A. Furthermore, we have ordA(x) = ordA(y).
We now give a sketch of the combinatorial spectral theory of nonnegative matri-
ces, which has been a source of motivation for our work. For excellent surveys on
the subject, see [30,11,12].
Let P be an n× n nonnegative matrix. We use G(P ) to denote the usual digraph
of P , i.e., its vertex set is 〈n〉 := {1, . . . , n} and (i, j) is an arc if and only if pij /= 0.
By a class of P we mean the vertex set of a strongly connected component of G(P ).
The term “class” was introduced by Rothblum [27]. If α, β are classes of P , we
say α has access to β (or β has access from α) if either α = β or there is a path
in G(P ) from some (and hence from all) vertex in α to some (and hence all) vertex
in β; in which case we write α >= β. We write α >−β if α >= β and α /= β.
Sometimes we also write i >= α, where i ∈ 〈n〉 and α is a class, with the obvious
meaning. A class α is initial if it has no access from any other class. Similarly,
we can define the concept of a final class. If K is a nonempty collection of clas-
ses of P , then a class α ∈K is said to be final in K if it has no access to any
other classes of K. (Actually, the preceding definitions are valid for a square com-
plex matrix P ; the nonnegativity of P is not required.) We call a class α basic if
ρ(Pαα) = ρ(P ), where we use Pαβ to denote the submatrix of P with rows indexed
by α and columns indexed by β. A class α of P is distinguished (respectively, semi-
distinguished) if ρ(Pαα) > ρ(Pββ) (respectively, ρ(Pαα)  ρ(Pββ)) for any class
β >−α. A sequence of classes α1, . . . , αk is said to form a chain from α1 to αk if
αi >−αi+1 for i = 1, . . . , k − 1. The length of a chain is the number of basic classes
it contains. The level of a class β, denoted by lev(β), is the length of the longest chain
of classes that terminates in β. Following [22], we say the singular distance from a
class α to a class β is m and we write d(α, β) = m if m is the length of the longest
chain from α to β. If α has no access to β, we set d(α, β) = −1. (Rothblum [27]
uses the term “height” instead of “level” for classes. He also says α has access to
β in m steps to mean d(α, β) = m.) If j, k ∈ 〈n〉, by the singular distance from j
to k, denoted by dj,k , we mean the quantity d(α, β), where α, β are the classes that
contain j and k respectively. For x = (ξ1, . . . , ξn)T, by the support of x, we mean
the set supp(x) := {i ∈ 〈n〉 : ξi /= 0}. By the level of x (with respect to P ), denoted
by lev(x), we mean maxα lev(α), where the maximum is taken over all classes α
such that xα /= 0 (or, equivalently, α ∩ supp(x) /= ∅). (By convention, the level of
the zero vector is 0.) A vector x ∈ E(P ) is called a peak vector if lev(x) = ht(x).
Theorem 2.1. Let P be a nonnegative matrix with m basic classes α1, . . . , αm.
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(i) The Perron generalized eigenspace E(P ) of P contains a semipositive subset
{x(α1), . . . , x(αm)}with the property that x(αi)j > 0 if and only if j >= αi,where x(αi)j
denotes the j th component of the vector x(αi). Furthermore, any such semipositive
subset forms a basis for E(P ).
(ii) There exists a basis for E(P ) which, in addition to the property described in
(i), satisfies the following: For i = 1, . . . , m, we have
(P − ρ(P )I)x(αi ) =
m∑
k=1
cikx
(αk),
where cik is positive if αk >−αi and equals 0 otherwise.
Part (i) of Theorem 2.1, now usually referred to as the nonnegative-basis theorem,
was due to Rothblum and first appeared in [27, Theorem 3.1(1)]. For convenience,
we will call a vector x(αi) ∈ E(P ) a strongly combinatorial vector associated with
αi or simply a strongly αi-combinatorial vector if it has the properties as described
in Theorem 2.1(i). A (semipositive) basis for E(P ) which is composed of strongly
combinatorial vectors, one vector for each basic class, is referred to as a (nonne-
gatively) strongly combinatorial basis by Neumann and Schneider [24]. Part (ii) of
the theorem, which is a strengthening of part (i), is now called the preferred-basis
theorem and first appeared in Richman and Schneider [25] (in the setting of a singular
M-matrix). A basis for E(P ) whose vectors satisfy the conditions given in (ii) (and
(i)) is now called a preferred-basis. In [13], the preferred-basis theorem is re-proved
and extended to the class of Z-matrices.
The above-mentioned [27], Theorem 3.1 has three parts. Part (2) of the result
is now referred to as the Rothblum index theorem, which says that the length of
the longest chain in the reduced graph R(P ) (see [14, Definition 2.15]) is equal to
νρ(P )(P ), the index of ρ(P ) as an eigenvalue of P .
By the Rothblum index theorem, the maximum level of the classes of a nonnega-
tive matrix P is equal to νρ(P )(P ). For each i = 1, . . . , νρ(P )(P ), let λi(P ) (or sim-
ply λi if there is no danger of confusion) denote the number of basic classes of P of
level i. We call the ν-tuple (λ1, . . . , λν), where ν = νρ(P )(P ), the level characteris-
tic of P and denote it by λ(P ). We also call the ν-tuple ξ(P ) = (ξ1(P ), . . . , ξν(P )),
where ξk(P ) = dim(P − ρ(P )In)k−1span(Rn+ ∩N((P − ρ(P )I)k), the peak char-
acteristic of P .
A basis for E(P ) is called a level basis for P if the number of basis elements of
level j equals λj for all j , j = 1, . . . , νρ(P )(P ). A basis for E(P ) which is both a
height basis and a level basis is called a height-level basis. A basis for E(P ) that
consists of peak vectors is called a peak basis for E(P ).
Remark 2.2. Let P be an n× n nonnegative matrix. For any integer k = 1, . . . , νρ ,
the subspaces span[N((P − ρ(P )I)k) ∩ Rn+] and {x ∈ E(P ) : lev(x)  k} are the
same and are also equal to span{x(αj ): 1  j  m, lev(αj )  k}, where α1, . . . , αm
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are the basic classes of P and each x(αj ) is a strongly αj -combinatorial vector. Con-
sequently, for each k = 1, . . . , νρ(P )(P ), we have dim span[N((P − ρ(P )I)k) ∩
Rn+] = λ1 + · · · + λk .
The above result is known (see [24, (3.3)]); it follows from the fact that every
nonnegative vector in E(P ) is a peak vector, which in turn is a consequence of the
preferred-basis theorem. At the end of Section 7, we will show how to obtain this
remark by our cone-theoretic approach.
In view of Remark 2.2, we have
Remark 2.3. Let P be an n× n nonnegative matrix. For any 0 /= x ∈ E(P ), lev(x)
equals the smallest positive integer k such that x ∈ span[N((P − ρ(P )I)k) ∩ Rn+].
3. Nonnegative components and K-semipositive bases
In [29, Theorem 5.2], based on a method due to Birkhoff [2] and using the con-
cept of an annihilating polynomial, Schneider proves that if A ∈Mn(C) satisfies
the Perron–Schaefer condition, then the principal component Z(νρ−1)A of A belongs
to the convex cone clωk(A) for all nonnegative integers k, where ωk(A) is defined
to be the positive hull (i.e., the set of all possible nonnegative linear combinations)
of {Ai : i = k, k + 1, . . .}. It is also known that a matrix A ∈Mn(R) satisfies the
Perron–Schaefer condition if and only if there exists a proper cone K in Rn such that
A ∈ π(K) (see [29, Theorems 1.1 and 1.2]). So we have the following useful known
result:
Theorem 3.1. If A ∈ π(K), then Z(ν−1)A ∈ π(K), where ν = νρ(A)(A).
We would like to take this opportunity to offer the following short direct proof
of the above mentioned result of Schneider, one which does not rely on Birkhoff’s
method:
Let Jk(λ) denote the k×k (upper triangular) elementary Jordan matrix correspond-
ing to λ. Note that whenm is a large positive integer, the dominating term of Jq(r+1)m
Jq(r)
k
, where r is a positive real number and k is a fixed nonnegative integer, oc-
curs at its (1, q)-entry and is of the same order of magnitude as [(q − 1)!]−1mq−1
(r + 1)m−q+1rk . Hence, limm→∞[(q − 1)!]m−(q−1)r−k(r + 1)−(m−q+1)Jp(λ+ 1)m
Jp(λ)
k equals the q × q matrix with 1 at its (1, q)-entry and 0 elsewhere if p = q
and λ = r , and equals the zero matrix if |λ| < r , or p < q and |λ| = r , or p = q,
|λ| = r and λ /= r .
Denote ρ(A) by ρ. By considering the Jordan form of A, we have
Z
(ν−1)
A = limm→∞[(ν − 1)!]m
−(ν−1)ρ−k(ρ + 1)−(m−ν+1)(A+ I )mAk,
and hence Z(ν−1)A ∈ clωk(A).
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If our aim is to establish Theorem 3.1 only, then we have an even shorter proof:
By (2.1), we have, limε↓0 εν((ρ(A)+ ε)I − A)−1 = Z(ν−1)A . But ((ρ(A)+ ε)I −
A)−1 ∈ π(K) for all ε > 0, so Z(ν−1)A ∈ π(K).
A variant of the argument is to use cone-duality:
Assume to the contrary that Z(ν−1)A /∈ π(K). Then we can find some C ∈ π(K)∗
such that 〈Z(ν−1)A , C〉 < 0. (Here we use the usual inner product of Mn(R) given
by 〈A,B〉 = tr〈BTA〉.) In view of (2.1) (and the continuity of R(ε) at ε = 0), it is
clear that for sufficiently small ε > 0, we have 〈((ρ(A)+ ε)I − A)−1, C〉 < 0, so
((ρ(A)+ ε)I − A)−1 /∈ π(K), which is a contradiction.
Later we will incorporate the above duality argument into the algebraic–analytic
method of Hartwig–Neumann–Rose.
We would also like to point out that Theorem 3.1 can be extended to a wider
class of matrices, namely (K), the class of cross-positive matrices on K . Recall
that A ∈Mn(R) is said to be cross-positive on K if for all y ∈ K , z ∈ K∗ such
that 〈z, y〉 = 0 we have 〈z,Ay〉  0. In [28, Theorem 6] it is shown that if A ∈
(K), then τ(A) := max{Re λ : λ ∈ σ(A)}, the spectral abscissa of A, must be an
eigenvalue of A. It is also known that for any A ∈Mn(R), A ∈ (K) if and only if
(λI − A)−1 ∈ π(K) for all λ > τ(A) (see [6, Satz 1] or [4, p.74, Theorem 3.11]).
So, with slight modifications (and by applying expansion (2.5) with λ = ξ(A)), our
above proofs for Theorem 3.1 also lead to the following new result:
Theorem 3.2. If A ∈ (K), then E(ντ−1)τ (A) ∈ π(K), where τ denotes the spectral
abscissa of A and ντ = ντ (A).
Let π1(K) denote the set {A : A+ αI ∈ π(K) for some real α}. It is known that
we always have (K) = clπ1(K), and that for n  3 the equality (K) = π1(K)
fails for “almost all” K in the sense of Baire category, and also that ρ(A) = τ(A) for
any A ∈ π(K) (see [8]). So Theorem 3.2 is truly an improvement of Theorem 3.1.
Note, however, that Schneider’s result mentioned at the beginning of this section
cannot be extended to the class (K). In other words, when A ∈ (K), we need
not have E(ντ−1)τ ∈ clω0(A). For instance, let K be the 3-dimensional ice-cream
{x = (ξ1, ξ2, ξ3)T : ξ3 
√
(ξ21 + ξ22 )} and take
A =

 0 1 0−1 0 0
0 0 0

 .
As can be readily checked, A ∈ (K). (We are borrowing from [4, p. 62, Exer-
cise 1.6(i)].) By direct calculation, σ(A) = {0, i,−i}. So we have τ = 0, ντ (A) = 1
and also E(ντ−1)τ = E(0)τ =

0 0 00 0 0
0 0 1


. It is clear that E(0)τ ∈ π(K) but E(0)τ /∈
clω0(A).
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Theorem 3.3. Let K be a proper cone in Rn, and let A ∈ π(K). For any integer
k = 0, . . . , νρ(A)(A)− 1, consider the following conditions:
(a) Z
(k)
A ∈ π(K).
(b) J (k)A (ε) ∈ π(K) for all positive ε (or, for all sufficiently large ε).
(c) J
(k)
A (ε) ∈ π(K) for all sufficiently small positive ε.
(d) J (k)A (ε) ∈ π(K) for at least one positive ε.
(e) R((A− ρ(A)I)k) ∩ E(A) contains a K-semipositive basis.
Then conditions (a) and (b) are equivalent, conditions (c) and (d) are also equiva-
lent, and the following implications hold: (a) ⇒ (c) ⇒ (e).
Proof. For ε > 0, we always have ((ρ(A)+ ε)I − A)−1 ∈ π(K). So, by (2.3), we
have J (k)A (ε) ∈ π(K) for all ε > 0, whenever Z(k)A ∈ π(K). This proves (a)⇒ (b).
Since limε→∞ J (k)A (ε) = Z(k)A and π(K) is a closed cone, the implication (b)⇒
(a) clearly also holds.
The implications (b)⇒ (c) and (c)⇒ (d) are obvious.
Now, suppose that (d) holds, i.e., we have J (k)A (ε0) ∈ π(K) for some ε0 > 0.
Consider any ε, 0 < ε < ε0. Making use of (2.3) and the identity C−1 −D−1 =
C−1(D − C)D−1, we have
ε−1J (k)A (ε)− ε−10 J (k)A (ε0)
= Z(k)A [((ρ(A)+ ε)I − A)−1 − ((ρ(A)+ ε0)I − A)−1]
= (ε0 − ε)((ρ(A)+ ε)I − A)−1((ρ(A)+ ε0)I − A)−1Z(k)A
= (ε0 − ε)ε−10 ((ρ(A)+ ε)I − A)−1J (k)A (ε0).
But J (k)A (ε0) ∈ π(K), so we have J (k)A (ε) ∈ π(K). This establishes (d)⇒ (c). Note
that the range space of J (k)A (ε0) is the same as that ofZ
(k)
A , namely, (A−ρ(A)I)kE(A)
or R((A− ρ(A)I)k) ∩ E(A). Since K is a full cone in Rn, J (k)A (ε0)K is a full
cone inR((A− ρ(A)I)k) ∩ E(A). But J (k)A (ε0)K ⊆ K , henceR((A− ρ(A)I)k) ∩
E(A) contains a K-semipositive basis. This establishes (d)⇒ (e). 
From the proof, it is clear that condition (b) of Theorem 3.3 can also be replaced
by the following: J (k)A (ε) ∈ π(K) for all ε in an unbounded subset of the interval
(0,∞).
We would like to compare condition (a) of Theorem 3.3 for different k’s. By
the definition of the principal components of A and the fact that A and Z(0)A com-
mute, we have Z(k)A = (Z(1)A )k for all positive integers k. So if Z(1)A belongs to π(K),
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then so does Z(k)A for k = 2, . . . , νρ . In general, the conditions “Z(0)A ∈ π(K)” and
“Z
(1)
A ∈ π(K)” are logically independent. Note that the condition “Z(1)A ∈ π(K)”
amounts to “(A− ρ(A)I)(Z(0)A K) ⊆ E(A) ∩K”, which is rather stringent, because
the set Z(0)A K includes E(A) ∩K and now we require that A− ρ(A)I maps the
larger set into the smaller set. But, in the light of the properties of the spectral cone
introduced in the next section, we can conceive how this stringent condition may be
met.
The equivalence of conditions (a) and (b) of Theorem 3.3 for the nonnegative
matrix case (i.e., when K = Rn+) is known and can be found in [22, Section 6],
where they formulate the result in terms of a minus M-matrix.
By (2.3), we have J (0)A (ε) = ε((ρ(A)+ ε)I − A)−1Z(0)A . So, when k = 0, Theo-
rem 3.3 reduces to the following result, which was announced in [34, Section 6.2]:
Corollary 3.4. Let K be a proper cone in Rn, and let A ∈ π(K). Consider the
following conditions:
(a) Z
(0)
A ∈ π(K).
(b) (λI − A)−1Z(0)A ∈ π(K) for all λ > ρ(A) (or, for all sufficiently large λ).
(c) (λI − A)−1Z(0)A ∈ π(K) for all λ > ρ(A), sufficiently close to ρ(A).
(d) (λI − A)−1Z(0)A ∈ π(K) for at least one λ > ρ(A).
(e) E(A) contains a K-semipositive basis.
Then conditions (a) and (b) are equivalent, conditions (c) and (d) are also equiva-
lent, and the following implications hold: (a) ⇒ (c) ⇒ (e).
Remark 3.5. In Theorem 3.3, if we replace the hypothesis “A ∈ π(K)” by “A ∈
(K)”, then the result still holds, provided that in the conclusion we replace ρ(A),
Z
(k)
A , J
(k)
A (ε) and R((A− ρ(A)I)k) ∩ E(A) respectively by τ(A), E(k)τ(A), F (k)τ(A) and
R((A− τ(A)I)k) ∩N((A− τ(A)I)n) but keeping π(K) unchanged.
A similar remark also holds for Corollary 3.4.
Next, we give two special properties of a cone-preserving map on a polyhedral
proper cone.
Theorem 3.6. Let K be a polyhedral proper cone in Rn, and let A ∈ π(K). Then:
(i) For k = 0, . . . , νρ(A)(A)− 1, J (k)A (ε) ∈ π(K) for all sufficiently small positive
ε.
(ii) ε−1J (0)A (ε)+ R(0) ∈ π(K) for all sufficiently small positive ε, where R(ε) de-
notes the analytic operator that appears in (2.1).
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Proof. First, we contend that for any nonzero matrix C in π(K)∗, we have 〈J (k)A (ε),
C〉0 for all sufficiently small positive ε. By definition, J (k)A (ε)=Z(k)A +Z(k+1)A /ε +
· · · + Z(ν−1)A /εν−k−1. If 〈Z(i)A , C〉 = 0 for i = k, . . . , ν − 1, clearly there is no prob-
lem. So suppose that there exists i  k such that 〈Z(i)A , C〉 /= 0 and let j be the largest
such i. If 〈Z(j)A , C〉 < 0, then for all sufficiently small positive ε, in view of the
expansion (2.1) for ((ρ(A)+ ε)I − A)−1, we have 〈(ρ(A)+ ε)I − A)−1, C〉 < 0
and hence ((ρ(A)+ ε)I − A)−1 /∈ π(K), which is a contradiction. So 〈Z(j)A , C〉 >
0 and by the definition of J (k)A (ε) again, we have 〈J (k)A (ε), C〉 > 0 for all suffi-
ciently small positive ε. This establishes our contention. Now, each matrix in π(K)∗
can be expressed as a nonnegative linear combination of the extreme matrices of
π(K)∗. But π(K)∗ has (up to multiples) only finitely many extreme matrices (as K
is polyhedral), in view of our proved contention, it follows that there exists ε0 >
0 such that, for all ε ∈ (0, ε0), we have 〈J (k)A (ε), C〉  0 for all C ∈ π(K)∗. In
other words, J (k)A (ε) ∈ π(K) for all sufficiently small positive ε. This proves part
(i).
To prove part (ii), it suffices to show that for any 0 /= C∈π(K)∗, we have
〈ε−1J (0)A (ε)+ R(0), C〉  0 for all sufficiently small positive ε. In view of the result
of part (i), clearly there is no problem when 〈R(0), C〉  0. When 〈R(0), C〉 < 0,
again making use of the expansion (2.1), we can show that then 〈Z(i)A , C〉 /= 0 for
some i, 0  i  ν − 1 and also that if j is the largest such i, then necessarily we have
〈Z(j)A , C〉 > 0. Then by the definition of J (0)A (ε), it is clear that the inequality 〈J (k)A
(ε)+ R(0), C〉 > 0 holds for all sufficiently small positive ε. The proof is com-
plete. 
Again Theorem 3.6 still holds if in the hypothesis we replace “A ∈ π(K)” by
“A ∈ (K)” and in the conclusion we replace ρ(A) and J (k)A (ε) respectively by τ(A)
and F (k)τ(A). The same proof carries over. However, the result is not much better than
Theorem 3.6. The point is, when K is polyhedral, (K) = π1(K) (see [28, Theorem
8] or [4, Chapter 4, Theorem 3.41]). So there exists α ∈ R such that A+ αI ∈
π(K). Then ρ(A+ αI) = τ(A+ αI) = τ(A)+ α and ντ(A)(A) = νρ(A+αI)(A+
αI), and by a little calculation we obtain Z(k)A+αI=E(k)τ(A)(A) and J (k)A+αI (ε)=F (k)τ(A)(ε)
for k = 0, . . . , ντ(A)(A)− 1. So the result can be derived by applying Theorem 3.6
to A+ αI .
In terms of the principal components of A, we have the following:
Corollary 3.7. Let K be a polyhedral proper cone, and let A ∈ π(K). Then:
(i) For k = 0, . . . , νρ − 1, there exist positive numbers δkk, . . . , δk,νρ−1 such that
δkkZ
(k)
A + δk,k+1Z(k+1)A + · · · + δk,νρ−1Z(νρ−1)A ∈ π(K).
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(ii) For k = 0, . . . , νρ − 1,we have (λI − A)−1Z(k)A ∈ π(K) for all λ > ρ(A), suf-ficiently close to ρ(A).
(iii) For any sufficiently small ε > 0, we have (ρ(A)I − A+ εZ(0)A )−1 ∈ π(K).
(iv) For k = 0, . . . , νρ − 1, R((A− ρ(A)I)k) ∩ E(A) contains a K-semipositive
basis.
Proof. (i) follows from Theorem 3.6(i) and the definition of J (k)A (ε).
(ii) follows from Theorem 3.6(i) and the equality relation (2.3), whereas (iv) fol-
lows from Theorem 3.6(i) and Theorem 3.3, (c)⇒ (e).
In view of the expansion (2.2), we have (ρ(A)I − A+ εZ(0)A )−1 = ε−1J (0)A (ε)+
R(0). So (iii) follows from Theorem 3.6(ii). 
In [9] it is shown that, in the nonnegative matrix case, Corollary 3.7(ii) always
holds.
By Corollary 3.7(iv) with k = 0, we recover the known result that if K is a
polyhedral proper cone, then for any A ∈ π(K), E(A) contains a K-semipositive
basis ([32, Theorem 7.5(i)]). The proof of the latter result as given in [32] relies on
the corresponding result for a nonnegative matrix and uses the minimal generating
matrix (for a polyhedral cone) as a tool. The present proof does not assume the corre-
sponding nonnegative matrix result, thus keeping our cone-theoretic treatment self-
contained.
Corollary 3.7(i) gives a sort of geometric condition concerning the joint position
of the matrices Z(0)A , . . . , Z
(ν−1)
A relative to π(K). In fact, for A ∈ π(K), where K
is a proper cone, the conditions given in Theorem 3.6(i) and Corollary 3.7(i) are
equivalent. More generally, we have the following:
Theorem 3.8. Let K be a proper cone in Rn, and let x1, . . . , xp be nonzero vectors
of Rn. Consider the following conditions:
(a) For each i, i = 1, . . . , p, K contains a linear combination of xi, . . . , xp with
positive coefficients.
(b) For each i, i = 1, . . . , p − 1, we have xp + εxp−1 + · · · + εp−ixi ∈ K for all
sufficiently small ε > 0.
(c) xp + εxp−1 + · · · + εp−1x1 ∈ K for all sufficiently small ε > 0.
(d) xp ∈ K and xi ∈ [(span{xi+1, . . . , xp})⊥ ∩K∗]∗ for i = 1, . . . , p − 1.
Conditions (a) and (b) are always equivalent and we have (b) ⇒ (c) ⇒ (d).
When K is polyhedral, conditions (a)–(d) are all equivalent.
Proof. (a)⇒ (b): By condition (a), xp ∈ K and for each i, i = 1, . . . , p − 1, there
exists a vector yi in K which can be written as a positive linear combination of
xi, . . . , xp. By simple algebraic manipulations, one can show that for sufficiently
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small ε > 0 and i = 1, . . . , p − 1, xp + εxp−1 + · · · + εp−ixi can be written as a
positive linear combination of yi, . . . , yp−1, and xp, and hence it belongs to K .
The implications (b)⇒ (a) and (b)⇒ (c) clearly both hold.
(c)⇒ (d): Since xp + εxp−1 + · · · + εp−1x1 ∈ K for all sufficiently small ε >
0 and limε→0(xp + εxp−1 + · · · + εp−1x1) = xp, clearly xp ∈ K . Assume that for
some i, 1  i  p − 1, xi /∈ [(span{xi+1, . . . , xp})⊥ ∩K∗]∗. Then there exists 0 /=
z ∈ K∗ such that 〈z, xi+1〉 = · · · = 〈z, xp〉 = 0 and 〈z, xi〉 < 0. But then we have
〈z, xp + εxp−1 + · · · + εp−1x1〉 = εp−i〈z, xi + εxi−1 + · · · + εi−1x1〉 < 0
for all sufficiently small ε > 0, which contradicts (c).
Now suppose, in addition, that K is polyhedral.
(d)⇒ (a): According to (d), we have xp−1 ∈ [(span{xp})⊥ ∩K∗]∗. By defini-
tion, (span{xp})⊥ ∩K∗ equals dK((xp)), where (xp) is the face of K generated
by xp and dK((xp)) denotes its dual face in K∗, i.e., the set {z ∈ K∗ : 〈z, y〉 = 0
for all y ∈ (xp)}. By [31, Corollary 3.2], [dK((xp))]∗ = cl[cone(xp,K)], where
for a convex set C and any point y ∈ C we use cone(y, C) to denote the cone of
C at y, i.e., the convex cone {α(x − y) : x ∈ C and α  0}. Since K is polyhedral,
cone(xp,K) is a closed set. So there exists a positive number α and a vector x ∈ K
such that xp−1 = α(x − xp); hence K contains a positive linear combination of xp
and xp−1, namely, the vector yp−1 := xp−1 + αxp.
Next, by condition (d) we also have xp−2 ∈ ((span{xp−1, xp})⊥ ∩K∗)∗. Using
the fact that for any z ∈ K∗ and any w1, w2 ∈ K , we have, 〈z,w1 + w2〉 = 0 if and
only if 〈z,w1〉 = 〈z,w2〉 = 0, one can readily check that for any z ∈ K∗, z is ortho-
gonal to both xp−1 and xp if and only if z is orthogonal to the vector yp−1 + xp of
K . So we have xp−2 ∈ [dK((yp−1 + xp))]∗. Repeating the above argument (with
xp−2 and yp−1 + xp playing respectively the roles of xp−1 and xp), we find that
there exists a positive number β such that the vector yp−2 := xp−2 + β(yp−1 + xp)
belongs to K and is a positive linear combination of xp−2, xp−1 and xp.
Similarly, the condition xp−3 ∈ [(span{xp−2, xp−1, xp})⊥ ∩K∗]∗ can be rewrit-
ten as xp−3 ∈ [dK((u))]∗, where u is the vector xp + yp−1 + yp−2 of K , and then
we can deduce that K obtains a positive linear combination of xp−3, . . . , xp. By
repeating the argument, we obtain condition (a). 
In Theorem 3.8 if we take K to be π(K) and x1, x2, . . . , xp to be respectively
Z
(0)
A , Z
(1)
A , . . . , Z
(ν−1)
A (with p = ν := νρ(A)(A) for some fixed A ∈ π(K)), then
condition (c) of Theorem 3.8 becomes:
Z
(ν−1)
A +εZ(ν−2)A + · · · +εν−1Z(0)A ∈ π(K) for all sufficiently small ε > 0,
which is a restatement of the condition that J (0)A (ε) ∈ π(K) for all sufficiently small
ε > 0, i.e., condition (c) of Theorem 3.3 with k = 0. According to Theorem 3.6(i),
the latter condition is always satisfied if K is polyhedral. But, for a general proper
cone K , as we will show in Example 3.10, the condition need not be fulfilled. With
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the same specialization, condition (d) of Theorem 3.8, which is weaker than the
above one, becomes:
Z
(i)
A ∈ [(span{Z(i+1)A , . . . , Z(ν−1)A })⊥ ∩ π(K)∗]∗ for i = 0, 1, . . . , ν − 2.
(We have deliberately left out the condition Z(ν−1)A ∈ π(K), which is always satis-
fied.) The interesting thing is, as the argument given in the proof of Theorem 3.6(i)
shows, the latter set of condition is always satisfied by any A ∈ π(K) for a general
proper coneK [and indeed by any A ∈ (K), provided that we replace Z(i)A byE(i)τ(A)
and ν by ντ(A)(A) and keeping π(K)∗ unchanged.]
Now we would like to give further remarks concerning the conditions that appear
in Theorem 3.8. From the proof of the theorem one can readily see that if condition
(b) is satisfied, then for i = 1, . . . , p − 1 and for all sufficiently small ε > 0, xp +
εxp−1 + · · · + εp−ixi belongs to K and generates the face(yi + · · · + yp−1 + xp)
of K . Note, however, that when we have only condition (c), the face generated by
xp + εxp−1 + · · · + εp−1x does depend on ε. (See the example given in the para-
graph following.) In condition (d), the subcondition xp−1 ∈ [(span{xp})⊥ ∩K∗]∗ =
[dK((xp))]∗ (and xp ∈ K) amounts to saying that xp−1 is subtangential to K at xp
(as −dK((xp)) is equal to the normal cone to K at xp) (see [4, p. 65, Definition
2.1]). In general, the latter condition is weaker than the condition that xp + εxp−1 ∈
K for some (and hence for all sufficiently small) ε > 0. So the missing implica-
tion (d)⇒ (c) of Theorem 3.8 does not hold. [For a counter-example, consider the
3-dimensional ice-cream cone K = {(ξ1, ξ2, ξ3) : ξ3 
√
(ξ21 + ξ22 )} and take x1 =
(0, 1, 0)T and x2 = (1, 0, 1)T (and with p = 2).]
To show that when K is a general proper cone, the implication (c)⇒ (b) does
not hold for the conditions (b), (c) of Theorem 3.8, consider the proper cone K in R3
given by:
K =
{
α(ξ1, ξ2, 1) : α  0,
√
ξ1  ξ2  0
}
∪ pos{e1},
where ei denotes the ith standard unit vector of R3 and pos(S) denotes the positive
hull of S. We readily check that e3 + εe2 + ε2e1 ∈ K for all sufficiently small ε > 0.
However, e3 + εe2 /∈ K for any ε > 0. Note also that, for any ε > 0, e3 + εe2 + ε2e1
is an extreme vector of K . So, in this case, it is far from being true that e3 + εe2 +
ε2e1 generates the same face for all sufficiently small ε > 0.
In [21, Theorem 1], Meyer and Stadelmaier obtain the following result as an
extension of the well-known fact that a Z-matrix is a nonsingular M-matrix if and
only if it is inverse-nonnegative:
If A is an M-matrix, then there is a number c > 0 such that A+ t (I − AAD) is
inverse-nonnegative when t ∈ (0, c). The converse is also true if A is a Z-matrix.
In the above AD denotes the Drazin pseudo-inverse of A. The proof given in [21]
for the first part of the result is rather involved. We are going to give a simple proof
for the result and also for the corresponding result for an irreducible M-matrix ([21,
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Theorem 2]). Indeed, we are able to establish these results in the more general setting
of a linear map preserving a polyhedral proper cone.
Recall that a matrix A ∈ π(K) is said to be K-irreducible if A has no eigenvector
in ∂K , the boundary of K . We denote by π+(K) the set {A ∈ π(K) : A(K \ {0}) ⊆
intK}. It is known that π+(K) = intπ(K) (see [1, Proposition 1]).
Corollary 3.9. Let K be a polyhedral proper cone in Rn, and let A ∈ π(K). Let
B = A− λI, where λ is a real number. Denote by Z the projection of Rn onto
N(Bn) along R(Bn). Then
(i) λ  ρ(A) if and only if there is a number c > 0 such that (εZ − B)−1 ∈ π(K)
for all ε ∈ (0, c).
(ii) A is K-irreducible and λ  ρ(A) if and only if there is a number c > 0 such that
(εZ − B)−1 ∈ π+(K) for all ε ∈ (0, c).
Proof. (i) “Only if ” part: If λ > ρ(A), then B is nonsingular and Z = 0, and we
have (εZ − B)−1 = (−B)−1 = (λI − A)−1 ∈ π(K).
If λ = ρ(A), then Z = Z(0)A and by Corollary 3.7(iii) we have (εZ − B)−1 =
(ρ(A)I − A+ εZ(0)A )−1 ∈ π(K) for all sufficiently small ε > 0.
“If” part: By the Perron–Frobenius theorem, there exists 0 /= x ∈ K such that
Ax=ρ(A)x. Suppose λ /= ρ(A). Then x ∈ R(Bn) as x=B((ρ(A)− λ)−1x), hence
we have (εZ − B)x = −Bx = (λ− ρ(A))x, or (εZ − B)−1x = (λ− ρ(A))−1x.
But (εZ − B)−1x ∈ K for all sufficiently small positive ε, so we must have λ >
ρ(A).
(ii) “Only if” part: If λ>ρ(A), then (εZ − B)−1=(λI − A)−1=∑∞i=0 Ai/λi+1∈
π+(K), as A is K-irreducible.
Suppose λ = ρ(A). Since A is K-irreducible, νρ(A)(A) = 1. In view of (2.2), we
have (εZ − B)−1 = (ρ(A)I − A+ εZ(0)A )−1 = Z(0)A /ε + R(0). Let y and z denote
respectively the Perron vector of A and AT. Then y ∈ intK and z ∈ intK∗. Nor-
malize y and z so that zTy = 1. Then Z(0)A equals yzT and belongs to π+(K). But
π+(K) = intπ(K), it follows that we have (εZ − B)−1 ∈ π+(K) for all sufficiently
small ε > 0.
“If” part: By the “if” part of part (i), we have λ  ρ(A). Assume to the contrary
that A is K-reducible. Then there exists a nonzero vector x ∈ ∂K such that Ax =
ρ(A)x. Consider any ε > 0. If λ > ρ(A), then, as shown in the proof of the “if” part
of part (i), we have (εZ − B)−1x = (λ− ρ(A))−1x ∈ ∂K . On the other hand, if
λ = ρ(A), then (εZ − B)x = εZ(0)A x = εx and hence (εZ − B)−1x = ε−1x ∈ ∂K .
In any case, we have (εZ − B)−1 /∈ π+(K), which is a contradiction. 
Recall that ifA is anm× nmatrix and k = ν0(A), then the Drazin pseudo-inverse
AD of A is given by: AD|N(Ak) = 0 and AD|R(Ak) = (A|R(Ak))−1. Hence, I − AAD
is the projection ontoN(Ak) alongR(Ak). In particular, if A is a singularM-matrix,
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say, A = ρ(P )I − P , where P  0, then I − AAD is equal to Z(0)P and we have
A+ t (I − AAD) = tZ(0)P − (P − ρ(P )I). Now it is readily seen that Corollary 3.9
is an extension of [21, Theorems 1 and 2].
In [22, Theorem 3.6], Neumann and Schneider provide a necessary and sufficient
condition for the principal eigenprojection Z(0)A of a nonnegative matrix A to be
nonnegative. So, even in the nonnegative matrix case, condition (a) of Corollary
3.4 is not always fulfilled. On the other hand, by Corollary 3.7(ii), condition (c) of
Corollary 3.4 is always satisfied whenever K is polyhedral. Thus, for the conditions
(a), (c) of Corollary 3.4, the implication (c)⇒ (a) does not hold in general.
We end this section with a multi-purpose example, which shows in particular that
for the conditions (d), (e) of Corollary 3.4, the implication (e)⇒ (d) does not hold,
indeed, not even if we replace (e) by the stronger condition that E(A) contains a
K-semipositive Jordan basis.
Example 3.10. Let α be a real number such that 0 < α < 12 . Let C0 be the un-
bounded closed convex set in R2 with {(0, 0)T, (k, αk−1)T, k = −1,−2, . . .} as its
set of extreme points and with pos{(1, 0)T, (0, 1)T} as its recession cone. (For the
definition and properties of the recession cone of a convex set, see [26].) Let K be
the proper cone in R3 given by:
K =
{
λ
(
1
x
)
: x ∈ C0, λ  0
}
∪ pos{(0, 1, 0)T, (0, 0, 1)T}.
Let A =

1 0 01 1 0
0 0 α

 .
It is straightforward to verify that A ∈ π(K). (The matrix A and the cone K have
appeared in [35, Example 6.2]). Clearly, ρ(A) = 1 and E(A) equals span{(1, 0, 0)T,
(0, 1, 0)T}. Since K contains both of the vectors (1, 0, 0)T and (0, 1, 0)T, E(A) con-
tains aK-semipositive Jordan basis forA. By a straightforward calculation we obtain
Z
(0)
A =

1 0 00 1 0
0 0 0

 and [(1 + ε)I − A]−1Z(0)A =

ε−1 0 0ε−2 ε−1 0
0 0 0


for any ε > 0. Now (1, k, αk−1)T is an extreme vector of K , whenever k is a negative
integer. With ε > 0 fixed, the vector
[(1 + ε)I − A]−1Z(0)A (1, k, αk−1)T = (ε−1, ε−2 + kε−1, 0)T
does not belong to K if k is a negative integer, sufficiently large in absolute value.
So ε−1J (0)A (ε) = [(1 + ε)I − A)]−1Z(0)A /∈ π(K) for any ε > 0.
In the above, we have demonstrated that part (i) of Theorem 3.6 is invalid if K is
a nonpolyhedral proper cone. We have also shown that, in general, for the conditions
(d), (e) of Corollary 3.4, the implication (e)⇒ (d) does not hold.
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Next, we show that A satisfies the condition of Corollary 3.7(iii). A straightfor-
ward calculation yields
(I − A+ εZ(0)A )−1 =

ε−1 0 0ε−2 ε−1 0
0 0 (1 − α)−1

 for ε /= 0.
Since 0 < α < 1, we have α1/ε < εα/(1 − α) for all sufficiently small ε > 0. We
contend that for any such ε, we have (I − A+ εZ(0)A )−1 ∈ π(K).
Clearly, the matrix (I − A+ εZ(0)A )−1 sends the extreme vectors (1, 0, 0)T,
(0, 1, 0)T and (0, 0, 1)T each into R3+, and hence into K . For any negative integer
k, we have
(I − A+ εZ(0)A )−1(1, k, αk−1)T = ε−1(1, ε−1 + k, εαk−1(1 − α)−1)T.
If ε−1 + k  0, then (I − A+ εZ(0)A )−1(1, k, αk−1)T ∈ R3+ ⊆ K . So suppose that
ε−1 + k < 0. Then
ε
1 − α > α
ε−1−1  α[ε−1],
where [ε−1] denotes the largest integer less than or equal to ε−1; hence
εαk−1
1 − α  α
[ε−1]+k−1.
Thus, the coordinates of the point (ε−1+k, εαk−1(1−α)−1)T are each greater than or
equal to the corresponding coordinate of the extreme point ([ε−1] + k, α[ε−1]+k−1)T
of the convex set C0 (which was used to define K). But (0, 1)T belongs to the
recession cone of C0, hence (ε−1 + k, εαk−1(1 − α)−1)T ∈ C0 and so (I − A+
εZ
(0)
A )
−1(1, k, αk−1)T ∈ K . We just showed that (I − A+ εZ(0)A )−1 ∈ π(K) for all
sufficiently small ε > 0, i.e., A satisfies the condition of Corollary 3.7(iii).
The preceding discussion shows that for a general proper cone K the condition
given in part (ii) of Theorem 3.6 does not imply the one given in part (i).
For any matrixC, we haveC ∈ π(K) if and only ifCT ∈ π(K∗). And since ((I −
A+ εZ(0)A )−1)T = (I − AT + εZ(0)AT )−1, in this case, AT (as an element of π(K∗))
also satisfies the condition of Corollary 3.7(iii) (with A and K replaced by AT and
K∗ respectively). Note, however, that
E(AT)=span{(1, 0, 0)T, (0, 0, 1)T}
/=span{(1, 0, 0)T} = span(K∗ ∩ E(AT)).
So E(AT) does not contain a K∗-semipositive basis. This shows that for a general
proper cone K , the condition of Corollary 3.7(iii) is not sufficient for the existence
of a K-semipositive basis for E(A), and also that when E(A) has a K-semipositive
basis, E(AT) may not have a K∗-semipositive basis.
Whether a cone-preserving map satisfies the conditions of Corollary 3.4 (or Cor-
ollary 3.7) depends not only on the map but also on the underlying cone.
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For our matrix A, if we take C1 to be the closed convex set in R2 with extreme
points (0, 0)T and (−1, α−2)T, and with recession cone pos{(1, 0)T, (0, 1)T}, and if
we take K1 to be the proper cone of R3 given by:
K1 =
{
λ
(
1
x
)
: x ∈ C1, λ  0
}
∪ pos{(0, 1, 0)T, (0, 0, 1)T},
then it is straightforward to verify that A ∈ π(K1), and also that in this case A sat-
isfies the conditions of Corollary 3.7(ii), (iii) (with K replaced by K1). We omit the
details.
In view of Corollary 3.7, certainly A satisfies all of the conditions of Corollary
3.7 if we take K to be R3+.
In view of Theorem 3.6(i), one may ask whether it is true that if K is polyhe-
dral, then for any A ∈ π(K), we have J (k)A (ε) ∈ clω0(A) for all sufficiently small
ε > 0, where w0(A) := pos{Ai : i = 0, 1, . . .}. The matrix A in this example also
provides a negative answer to the question. This can be seen as follows. Since A
is nonnegative, of course, A ∈ π(R3+). According to Theorem 3.6(i), we also have
J
(0)
A (ε) ∈ π(R3+) for all sufficiently small ε > 0. (Indeed, J (0)A (ε) is a nonnegative
matrix, by direct calculation.) If J (0)A (ε) ∈ clω0(A) for all sufficiently small ε > 0,
then we would have J (0)A (ε) ∈ π(K) for any proper cone K for which A ∈ π(K)
(and for all sufficiently small ε > 0). But for the proper cone K considered in this
example, we have J (0)A (ε) /∈ π(K) for any ε > 0. This proves our claim.
4. The spectral cone
Let A ∈ π(K), where K is a proper cone. To study problems related to the K-
semipositive Jordan chains for A, it seems worthwhile to look into the set
C(A,K) = {x ∈ K : (A− ρ(A)I)ix ∈ K for all positive integers i}.
It is readily checked that C(A,K) is a (closed) subcone of K invariant under A−
ρ(A)I (and hence also under A); in fact, it is the largest subset of K invariant under
A− ρ(A)I . We will refer toC(A,K) as the spectral cone of A (forK corresponding
to ρ(A)). By modifying an argument given in [37, Section 6] we are going to show
that C(A,K) is always included in E(A).
Lemma 4.1. Let A ∈ π(K), where K is a proper cone. Then
C(A,K)={x ∈ E(A) ∩K : (A− ρ(A)I)ix ∈ K for all positive integers i}
={x ∈ K : (A− ρ(A)I)ix ∈ K for i = 1, . . . , νρ + 1}.
Proof. To prove the first equality, it suffices to show that x ∈ E(A) for every 0 /=
x ∈ C(A,K). We first observe that for any such x, we have ρx(A) = ρ(A). This
is because, the condition (A− ρ(A)I)x ∈ K implies that Ax K ρ(A)x and hence
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rA(x)  ρ(A), where rA(x) denotes the lower Collatz-Wielandt number of x with
respect to K . But, by [38, Theorem 2.4(i)], we always have ρx(A)  rA(x), where
ρx(A) denotes the local spectral radius of A at x; so we must have ρx(A) = ρ(A).
Let x = x1 + · · · + xk denote the representation of x as a sum of generalized ei-
genvectors of A; say, for i = 1, . . . , k, xi corresponds to the eigenvalue λi , where
λ1, . . . , λk are distinct eigenvalues of A. By the local Perron–Schaefer condition of
A at x (see [37, Section 2] or [34, the paragraph following Remark 5.5]), we may
assume that λ1 = ρ(A). Say, the order of x1 is m. Suppose that (A− ρ(A)I)mx /= 0.
Then, by our beginning observation (with (A− ρ(A)I)mx playing the role of x), the
local spectral radius of A at (A− ρ(A)I)mx is equal to ρ(A). On the other hand,
in the representation of (A− ρ(A)I)mx as a sum of generalized eigenvectors of A,
namely,
(A− ρ(A)I)mx = (A− ρ(A)I)mx2 + · · · + (A− ρ(A)I)mxk,
there is no longer a term which is a generalized eigenvector of A corresponding to
ρ(A); so, by the local Perron–Schaefer condition of A at (A− ρ(A)I)mx, the local
spectral radius of A at (A− ρ(A)I)mx must be less than ρ(A). Thus, we arrive at
a contradiction. This proves that we must have (A− ρ(A)I)mx = 0, i.e., x ∈ E(A).
This establishes the first equality.
The above argument also shows that if x ∈ K satisfies (A− ρ(A)I)ix ∈ K for
i = 1, . . . , m, where m = ordA(x), and if x /∈ E(A), then necessarily (A− ρ(A)
I)m+1x /∈ K . Hence, we have the second equality. 
It is possible that the set {x ∈ K : (A− ρ(A)I)ix ∈ K for i = 1, . . . , νρ} strictly
includes C(A,K). For instance, if νρ = 1 and A has an eigenvector in (N(A−
ρ(A)I) ∩K) corresponding to an eigenvalue other than ρ(A), then the set {x ∈ K :
(A− ρ(A)I)x ∈ K} always contains vectors not belonging to E(A) (see the final
part of the proof of [37, Corollary 4.10]).
For any A ∈ π(K), clearly we have
K ∩ (A− ρ(A)I)−1(0)=N((A− ρ(A)I)) ∩K
=N((A− ρ(A)I) ∩ C(A,K),
and
K ∩ (A− ρ(A)I)−1[N(A− ρ(A)I) ∩ C(A,K)]
=N((A− ρ(A)I)2) ∩ C(A,K) ⊆N((A− ρ(A)I)2) ∩K.
We contend that the last inclusion can be replaced by an equality.
By the local Perron–Schaefer condition, if 0 /= x ∈ K , then there is a generalized
eigenvector y of A corresponding to ρx(A) that appears as a term in the repre-
sentation of x as a sum of generalized eigenvectors of A. Furthermore, ordA(x) =
ordA(y). In fact, by [36, Corollary 4.8], (A− ρx(A)I)ordA(y)−1y, the eigenvector of
A associated with y, always belongs to K . With this in mind, we clearly have
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(A− ρ(A)I)(N((A− ρ(A)I)2 ∩K) ⊆N(A− ρ(A)I) ∩K,
which implies our contention.
Now it is straightforward to verify the following result, which can be used to
determine C(A,K) (as we will illustrate in Example 4.4).
Remark 4.2. Let K be a proper cone in Rn andA ∈ π(K). ThenN(A− ρ(A)I)
∩C(A,K)=N(A− ρ(A)I) ∩K , N((A− ρ(A)I)2) ∩ C(A,K)=N((A− ρ(A)
I)2) ∩K and for any positive integer i, we have
N((A− ρ(A)I)i) ∩ C(A,K)
= K ∩ (A− ρ(A)I)−1[N((A− ρ(A)I)i−1) ∩ C(A,K)].
If m is the maximum length of a K-semipositive Jordan chain for A (for ρ(A)), then
C(A,K)=N((A− ρ(A)I)m) ∩ C(A,K) ⊃N((A− ρ(A)I)m−1)
∩C(A,K) ⊃ · · · ⊃N((A− ρ(A)I)) ∩ C(A,K),
where all inclusions are strict.
Our next result tells us, in particular, that if K is polyhedral, then C(A,K) is
always a polyhedral full subcone of E(A) ∩K , and hence a proper cone in E(A). In
contrast, we would like to add that when K is nonpolyhedral, C(A,K) need not be
full in span(E(A) ∩K) and it may well happen that span(E(A) ∩K) = E(A) but
C(A,K) is only a single ray. See our Example 7.6.
Theorem 4.3. Let K be a polyhedral proper cone and let A ∈ π(K). Let ε be a
given positive number (sufficiently small) such that J (i)A (ε) ∈ π(K) for i = 0, . . . ,
νρ − 1. Then:
(i) C(A,K) is polyhedral.
(ii) J (0)A (ε)(E(A) ∩K) and J (0)A (ε)K are both full subcones of C(A,K).
(iii) For i = 1, . . . , νρ,N((A− ρ(A)I)i) ∩ C(A,K) is an (A− ρ(A)I)-invariant
face of C(A,K) and also a full subcone of N((A− ρ(A)I)i) ∩K. In par-
ticular, C(A,K) is a full subcone of E(A) ∩K and hence a proper cone in
E(A).
(iv) For i = 0, 1, . . . , νρ − 1, J (i)A (ε)K and J (i)A (ε)(E(A) ∩K) are both A-invari-
ant subcones of C(A,K) and also both full cones inR((A− ρ(A)I)i) ∩ E(A).
Proof. (i) First of all, the cone N((A− ρ(A)I)2) ∩K , being the intersection of
two polyhedral cones, is polyhedral. In view of Remark 4.2, N((A− ρ(A)I)3) ∩
C(A,K) is also polyhedral, as the pre-image of a polyhedral set under a linear
map is polyhedral (see [26, Theorem 19.3]). Inductively, we can show that
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N((A− ρ(A)I)i) ∩ C(A,K) is polyhedral for all positive integers i. Hence,
C(A,K), which is N((A− ρ(A)I)νρ ) ∩ C(A,K), is also polyhedral.
(ii) Note that R(J (0)A (ε)) = E(A) and the restriction map J (0)A (ε)|E(A) is non-
singular. Also, J (0)A (ε)|E(A) ∈ π(E(A) ∩K) (and span(E(A) ∩K) = E(A) as K is
polyhedral). Hence, J (0)A (ε)(E(A) ∩K) is full subcone of E(A) ∩K . On the other
hand, we also have the inclusion relations
J
(0)
A (ε)(E(A) ∩K) ⊆ J (0)A (ε)K ⊆ C(A,K) ⊆ E(A) ∩K,
where the second inclusion follows from the fact that, by the relation (2.4), (A−
ρ(A)I)iJ
(0)
A (ε)K = J (i)A (ε)K ⊆ K for i = 0, . . . , νρ − 1, and the third inclusion
holds by Lemma 4.1. Thus, J (0)A (ε)(E(A) ∩K) (also J (0)A (ε)K) is a full subcone
of C(A,K).
(iii) In the above we have shown that C(A,K) is a full subcone of E(A) ∩K .
For i = 1, . . . , νρ(A)(A), denote the polyhedral coneN((A− ρ(A)I)i) ∩K by Ki .
By applying what we have done to A|spanKi (∈ π(Ki)) and noting that C(A|spanKi ,
Ki) =N((A− ρ(A))i) ∩ C(A,K), we infer thatN((A− ρ(A)I)i) ∩ C(A,K) is
a full subcone of N((A− ρ(A)I)i) ∩K . In terms of the concept of spectral pair
of a vector, the set N((A− ρ(A)I)i) ∩ C(A,K) can be written as {x ∈ C(A,K) :
spA−ρ(A)I (x)  (0, i)}. By [36, Corollary 4.10], it follows that the set is an (A−
ρ(A)I)-invariant face of C(A,K).
(iv) By the relation (2.4), we have,
J
(i)
A (ε)K = (A− ρ(A)I)iJ (0)A (ε)K ⊆ (A− ρ(A)I)iC(A,K) ⊆ C(A,K);
so J
(i)
A (ε)K is a subcone of C(A,K). The set J
(i)
A (ε)K is invariant under A, because
A and J (i)A (ε) commute and K is invariant under A. Since J
(0)
A (ε)K is a full cone
in E(A), by the relation (2.4) again, J (i)A (ε)K is a full cone in (A− ρ(A))iE(A),
which is R((A− ρ(A)I)i) ∩ E(A). The preceding arguments still hold if we apply
them to J (i)A (ε)(E(A) ∩K) instead of J (i)A (ε)K . 
Our next example illustrates Remark 4.2, Theorem 4.3, and shows that, in gen-
eral, the cone J (0)A (ε)K (for sufficiently small ε > 0) need not be invariant under
A− ρ(A)I , not even when K is polyhedral. It also shows that J (0)A (ε)K varies with
ε and is usually strictly included in C(A,K).
Example 4.4. Let K be the polyhedral proper cone in R3 with extreme vectors
e1, e1 + e2, e2 + e3 and e3, and let A = J3(1). Then ρ(A) = 1 and νρ = 3. As can
be readily checked, A ∈ π(K). Since N((A− ρ(A)I)2) ∩K = pos{e1, e1 + e2},
(A− ρ(A)I)e2 = e1, (A− ρ(A)I)(e2 + e3)= e1 + e2, N(A− ρ(A)I)= span{e1}
and the maximum length of a K-semipositive Jordan chain for A is νρ , by Remark
4.2 we have
B.-S. Tam / Linear Algebra and its Applications 393 (2004) 375–429 399
C(A,K)=K ∩ (A− ρ(A)I)−1[N((A− ρ(A)I)2) ∩K]
=K ∩ (pos{e2, e2 + e3} + span{e1})
=pos{e1, e1 + e2, e2 + e3}.
Now Z(0)A = I3, Z(1)A = J3(0) and Z(2)A = J3(0)2. So
J
(0)
A (ε) =

1 ε−1 ε−20 1 ε−1
0 0 1

 .
By calculations, we have
J
(0)
A (ε)e1 = e1, J (0)A (ε)(e1 + e2) = (e1 + e2)+ ε−1e1,
J
(0)
A (ε)(e2 + e3) = (e2 + e3)+ ε−1(e1 + e2)+ ε−2e3,
and
J
(0)
A (ε)e3 =


(ε−2 − ε−1)e1 + ε−1(e1 + e2)+ e3 for ε  1,
ε−2(e1 + e2)+ (ε−1 − ε−2)(e2 + e3)
+(1 − ε−1 + ε−2)e3 for ε > 1.
So J (0)A (ε)K ⊆ K , i.e., J (0)A (ε) ∈ π(K) for all ε > 0. Of course, this is something
expected (by Theorem 3.3), as Z(0)A ∈ π(K) in this case. Note also that, for all
ε > 0, J (0)A (ε)K is strictly included in C(A,K), as J
(0)
A (ε)(K) ∩ span{e1, e2} =
pos{e1, (e1 + e2)+ ε−1e1} ⊂ pos{e1, e1 + e2} = C(A,K) ∩ span{e1, e2}.
Since Z(1)A e3 = e2 /∈ K , in this case, Z(1)A /∈ π(K). By calculations, we also have
J
(1)
A (ε)e1 = 0, J (1)A (ε)(e1 + e2) = e1, J (1)A (ε)(e2 + e3) = ε−1e1 + (e1 + e2) and
J
(1)
A (ε)e3 = (ε−1 − 1)e1 + (e1 + e2). So J (1)A (ε) belongs to π(K) for all 0 < ε  1
(but it does not belong to π(K) for ε > 1). Since (A− ρ(A)I)J (0)A (ε)e3 = J (1)A (ε)e3
/∈ J (0)A (ε)K , J (0)A (ε)K is not invariant under A− ρ(A)I .
The following observation will prove to be useful:
Lemma 4.5. Let K be a proper cone and let A ∈ π(K). For any x ∈ E(A), we
have, x = y(ε)− ε−1(A− ρ(A)I)y(ε), where y(ε) := J (0)A (ε)x, ε /= 0. Moreover,
ht(y(ε)) = ht(x). If, in addition, K is polyhedral and x ∈ K such that (x) is an A-
invariant face of K, then x and y(ε) generate the same face of K for all sufficiently
small ε > 0.
Proof. The required representation of x follows from the relation
J
(0)
A (ε) = Z(0)A + ε−1(A− ρ(A)I)J (0)A (ε),
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which, in turn, is a rewriting of the equality ((ρ(A)+ ε)I − A)J (0)A (ε) = εZ(0)A (cf.
(2.3)). Let m = ht(x). By direct calculation, we have (A− ρ(A)I)m−1J (0)A (ε)x =
Z
(m−1)
A x /= 0 and (A− ρ(A)I)mJ (0)A (ε) = Z(m)A x = 0; so ht(y(ε)) = m = ht(x).
Last part. Since y(ε) = x + ε−1(A− ρ(A)I)y(ε) and y(ε) ∈ J (0)A (ε)K ⊆
C(A,K) for all sufficiently small ε > 0, we have x ∈ (y(ε)). On the other hand, if
(x) is invariant underA, then, since(x) is polyhedral, by applying Theorem 3.6(i)
to A|span(x) we infer that (x) is invariant under J (0)A (ε). Then, by the definition of
y(ε), we also have y(ε) ∈ (x). This proves that (x) = (y(ε)). 
In below we give two further results on the spectral cone. Although these results
are not needed in the sequel, for completeness and for possible future use, we also
include them here.
Lemma 4.6. Let A ∈ π(K), where K is a proper cone. Then:
(i) N(A− ρ(A)I) ∩K ⊆ C(A,K) ⊆ E(A) ∩K.
(ii) The following conditions are equivalent:
(a) N(A− ρ(A)I) ∩K = C(A,K).
(b) A has no distinguished generalized eigenvectors corresponding to ρ(A) of
height two.
(c) (A− ρ(A)I)(E(A) ∩K) = {0}.
If, in addition,K is polyhedral, then another equivalent condition is thatE(A) ∩
K =N(A− ρ(A)I) ∩K.
(iii) C(A,K) = E(A) ∩K if and only if (A− ρ(A)I)(E(A) ∩K) ⊆ E(A) ∩K.
The equivalent conditions are satisfied if Z(1)A ∈ π(K).
Proof. It suffices to establish part (ii), as parts (i) and (iii) are obvious. By Remark
4.2, if (a) is not satisfied, then the maximum length of a K-semipositive Jordan
chain for A exceeds 1, hence A must have a distinguished generalized eigenvector
corresponding to ρ(A) of height two. Conversely, if A has a distinguished general-
ized eigenvector corresponding to ρ(A) of height two, say y, then by Remark 4.2
again, we have, y ∈ [N((A− ρ(A)I)2) ∩ C(A,K)] \N(A− ρ(A)I), and so (a)
is not satisfied. This proves the equivalence of (a) and (b). Condition (c) amounts
to saying that every distinguished generalized eigenvector of A corresponding to
ρ(A) is of height one. So we have (c)⇒ (b). Since the closed pointed cone (A−
ρ(A)I)(E(A) ∩K) is invariant under A, by the cone version of the Perron–Frobe-
nius theorem, if the cone is nonzero, then it must contain an eigenvector of A,
necessarily corresponding to ρ(A) (as the cone lies in E(A)). But then it will follow
that A has a distinguished generalized eigenvector corresponding to ρ(A) of height
two. This shows (b)⇒ (c). When K is polyhedral, another equivalent condition is
that E(A) ∩K =N(A− ρ(A)I) ∩K , because then A has a distinguished gener-
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alized eigenvector corresponding to ρ(A) of height greater than one if and only if it
has one such generalized eigenvector of height two. 
Lemma 4.7. Let A ∈ π(K), where K is a proper cone. For any A-invariant face
F of K associated with ρ(A), C(A,K) ∩ F equals C(A|spanF , F ) and is an (A−
ρ(A)I)-invariant face of C(A,K).
Proof. Clearly, we have, C(A|spanF , F ) ⊆ C(A,K) ∩ F . To prove the reverse in-
clusion, observe that the conditions x ∈ F , F is anA-invariant face and (A− ρ(A)I)
x ∈ K together imply that (A− ρ(A)I)x ∈ F . Now, take any x ∈ C(A,K) ∩ F .
Making use of the preceding observation and the fact that (A− ρ(A)I)ix ∈ K for
all positive integers i, inductively, we can show that (A− ρ(A)I)ix ∈ F for all
positive integers i. Hence, x ∈ C(A|spanF , F ). This proves the reverse inclusion.
It is readily checked that C(A,K) ∩ F is a face of C(A,K). The set C(A|spanF , F )
is invariant under A− ρ(A)I , because it is invariant under A|spanF − ρ(A|spanF )I
and ρ(A|spanF ) = ρ(A). 
Lemma 4.7 provides the following alternative way to derive the first half of The-
orem 4.3(iii), assuming that we have already shown that C(A,K) is a full subcone
of E(A) ∩K whenever K is polyhedral:
Take F = (N((A− ρ(A)I)i) ∩K). Then C(A|spanF , F ) is a full subcone of
E(A|spanF )∩F , asF is polyhedral. Apply Lemma 4.7 and observe thatF ∩ C(A,K)
=N((A− ρ(A)I)i) ∩ C(A,K) and E(A|spanF ) ∩ F =N((A− ρ(A)I)i) ∩K .
5. Equality of the height and the level characteristics
Historically, the problem of determining when the spectral height (or Weyr) char-
acteristic and the graph-theoretic level characteristic of a singular M-matrix are
equal has been a topic of interest. Richman and Schneider [25, Theorem 6.5], first
obtained a few equivalent conditions. Further equivalent conditions were found in
the subsequent papers [14,15] by Herhkowitz and Schneider (see also [3]), bringing
the total number of equivalent conditions to 35. In order to extend these known res-
ults to the setting of a cone-preserving map or to provide alternative cone-theoretic
proofs for these results, we need to find first the right analogs for the concept of level
characteristics of a matrix and that of the level of a vector in this more general setting.
Recall that the level characteristic λ(P ) of a (square) matrix P is defined in terms of
the accessibility relation between the classes of P (or in terms of its reduced graph)
and the level of a vector is defined in terms of the support of the vector and the classes
of P . Clearly, these definitions cannot be carried over directly to the cone-preserving
map setting. Fortunately, they have equivalent definitions, given by Remarks 2.2 and
2.3 respectively, that we can count on.
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Let A ∈ π(K), where K is a proper cone. For any 0 /= x ∈ E(A), if x ∈ span
(E(A) ∩K), we define the level of x, denoted by lev(x), to be the smallest positive
integer k (which is at most νρ) such that x ∈ span [N((A− ρ(A)I)k) ∩K]; other-
wise, we set lev(x) to be ∞. Of course, when K is polyhedral, lev(x) is finite for
every 0 /= x ∈ E(A).
We also define the level characteristic of A, denoted by λ(A), to be the νρ-tuple
(λ1(A), . . . , λνρ (A)) given by:
λ1(A) = dim span[N(A− ρ(A)I) ∩K]
and
λk(A) = dim span[N((A− ρ(A)I)k ∩K]
− dim span[N((A− ρ(A)I)k−1) ∩K]
for k = 2, . . . , νρ . When there is no danger of confusion, we write λk(A) simply as
λk .
Note that by the cone version of the Perron–Frobenius theorem λ1(A) is al-
ways positive. When K is polyhedral, there is a K-semipositive Jordan chain for
A of length νρ (see [32, Theorem 7.5(ii)]); hence span[N((A− ρ(A)I)k−1) ∩K]
is strictly included in span[N((A− ρ(A)I)k) ∩K] and so λk(A) is also always
positive for k = 2, . . . , νρ . But this is not so for the nonpolyhedral case. See, for
instance, our Example 7.6.
Borrowing the definition from the nonnegative matrix case, we call a basis B for
E(A) a level basis if the number of vectors inB of level k is λk(A) for k = 1, . . . , νρ .
(Clearly, we have span(E(A) ∩K) = E(A) when such basis exists.) A basis B for
E(A) is called a height-level basis if it is a height basis as well as a level basis.
Following [15], we also call a vector x ∈ E(A) a peak vector if ht(x) = lev(x).
Lemma 5.1. Let A ∈ π(K), where K is a proper cone. Then E(A) has a K-semi-
positive basis if and only if E(A) has a K-semipositivemi-positive level basis.
Proof. It suffices to show that when E(A) has a K-semipositive basis, or equiv-
alently when E(A) = span(E(A) ∩K), it is possible to construct a K-semiposi-
tive level basis for E(A). To do that, first choose λ1 linearly independent vectors
x1, . . . , xλ1 from N(A− ρ(A)I) ∩K , and then inductively, for k = 2, . . . , νρ , ad-
join λk linearly independent vectors xλ1+···+λk−1+1, . . . , xλ1+···+λk from N((A−
ρ(A)I)k) ∩K so that
span[N((A−ρ(A)I)k)∩K]=span[N((A−ρ(A)I)k−1)∩K]
⊕ span{xλ1+···+λk−1+1, . . . , xλ1+···+λk }. 
We also define the peak characteristic of A (∈ π(K)) to be the νρ-tuple ξ(A) =
(ξ1(A), . . . , ξνρ (A)), where
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ξk(A) = dim(A− ρ(A)I)k−1(N((A− ρ(A)I)k) ∩K), k = 1, . . . , νρ.
In the nonnegative matrix case, our definition reduces to the definition of peak char-
acteristic for a singular M-matrix as introduced by Neumann and Schneider [24,
Definition 2].
In general, since ηk(A) = dim(A− ρ(A)I)k−1N((A− ρ(A)I)k), we have
ξk(A)  ηk(A) for k = 1, . . . , ν.
In fact, we also have
ξk(A)  λk(A) for k = 1, . . . , ν.
This is because, in the notation of the proof for Lemma 5.1, (A− ρ(A)I)k−1
span [N ((A− ρ(A)I)k) ∩K] equals (A− ρ(A)I)k−1span{xλ1+···+λk−1+1, . . . ,
xλ1+···+λk } and the latter subspace is of dimension at most λk .
Remark 5.2. Let A ∈ π(K), where K is a proper cone. For k = 1, . . ., νρ(A)(A),
the number of K-semipositive vectors of height k in any height basis B for A is at
most ξk(A).
It suffices to show that if x1, . . . , xr are vectors of height k in a height basisB for
A, then the vectorsAk−1x1, . . . , Ak−1xr are linearly independent. Suppose not. Then
there exist scalars α1, . . . , αr not all zero such that the vector α1x1 + · · · + αrxr
belongs to N(Ak−1) and hence can be expressed as a linear combination of vectors
inB of height k − 1 or less. This means that the set of all vectors inB of height k or
less are linearly dependent, which is a contradiction.
Note that the sequence of vectors
x, (A− ρ(A)I)x, . . . , (A− ρ(A)I)k−1x
forms a K-semipositive Jordan chain for A of length k if and only if x ∈ [N((A−
ρ(A)I)k) ∩ C(A,K)]\[N((A− ρ(A)I)k−1) ∩ C(A,K)]. Indeed, we also have the
following:
Remark 5.3. Let A ∈ π(K) where K is a proper cone. For k = 1, . . ., νρ , the max-
imum number of K-semipositive Jordan chains for A of length k whose union is a
linearly independent set is equal to the quantity
dim(A− ρ(A)I)k−1[N((A− ρ(A)I)k) ∩ C(A,K)].
Lemma 5.4. Let A ∈ π(K) where K is a proper cone. For k = 1, . . . , νρ, we have
dim(A− ρ(A)I)k−1[N((A− ρ(A)I)k) ∩ C(A,K)]  ξk(A)  ηk(A).
If, in addition, K is polyhedral, then for k = 1, . . . , νρ − 1, the first inequality
becomes an equality and for k = νρ, both inequalities become equalities.
Proof. The inequalities are obvious. When K is polyhedral, by Theorem 4.3(iii), for
k = 1, . . . , νρ ,N((A− ρ(A)I)k)∩C(A,K) is a full subcone ofN((A− ρ(A)I)k)
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∩K , and so the images of these two cones under (A− ρ(A)I)k−1 have the same
dimension. Hence, the first inequality becomes an equality. Moreover, we also have
span(E(A) ∩ C(A,K)) = span(E(A) ∩K) = E(A); so for k = νρ , the second in-
equality also becomes an equality. 
It is straightforward to verify the following:
Remark 5.5. Let A ∈ π(K), where K is a proper cone. For k = 1, . . . , νρ , we have
N(A− ρ(A)I) ∩ (A− ρ(A)I)kC(A,K)
= (A− ρ(A)I)k−1[N((A− ρ(A)I)k) ∩ C(A,K)].
Each of the above equalities still holds if we replace C(A,K) on both sides by K .
So ξk(A) is also equal to dim[N(A− ρ(A)I) ∩ (A− ρ(A)I)kK].
In [24] Neumann and Schneider give an algorithm to compute a union of semi-
positive Jordan chains for a nonnegative matrix P such that the number of vectors
in the union at height k equals ξk(P ) for k = 1, . . . , νρ (cf. Remark 5.2). They refer
to such a set as a maximal nonnegative union of chains, and show that any such
union can always be extended to a height basis for P . In what follows we show that
the latter result can be reinforced and extended to the setting of a cone-preserving
map.
Theorem 5.6. Let A ∈ π(K), where K is a proper cone. For k = 1, . . . , ν, where
ν = νρ(A)(A), let γk(A) = dim(A− ρ(A)I)k−1[N((A− ρ(A)I)k) ∩ C(A,K)].
Then:
(i) γ1(A)  · · ·  γν(A).
(ii) There exists a linearly independent subset C of E(A) which is the union of
γ1(A) K-semipositive Jordan chains for A such that in C the number of vectors
of height k equals γk(A) for k = 1, . . . , p, where p is the largest integer j such
that γj > 0. Furthermore, there is a height basis for A that includes C.
If, in addition, K is polyhedral, then:
(iii) ξ1(A)  · · ·  ξν(A) = ην(A).
(iv) There exists a linearly independent subset C˜ of E(A) which is the union of
ξ1(A)K-semipositive Jordan chains for A such that in C˜ the number of vectors
of height k equals ξk(A) for k = 1, . . . , ν. Furthermore, there is a height basis
for A that includes C˜.
Proof. For 1  k  ν, denote by Qk the cone (A− ρ(A)I)k−1[N((A
− ρ(A)I)k) ∩ C(A,K)]. By Remark 5.5, Qk equals N((A− ρ(A)I) ∩ (A
− ρ(A)I)kC(A,K); so we have Q1 ⊇ Q2 ⊇ · · · ⊇ Qν , and by the definition of
γk(A), part (i) follows.
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Note that p is the largest integer j such that the cone Qj is nonzero. To construct
the desired linearly independent subset C of E(A), first choose a basis of spanQp
that consists of vectors of Qp, say, {x1, . . . , xγp }. Then, inductively, extend it to
a basis of spanQ1, say {x1, . . . , xγ1}, such that there are γk−1 − γk vectors cho-
sen from Qk−1 \Qk for k = 2, . . . , p. By the definition of Qp, each of the vectors
x1, . . . , xγp gives rise to a K-semipositive Jordan chain for A of length p. Similarly,
for k = 2, . . . , p, each of the vectors xγk+1, . . . , xγk−1 (which came from Qk−1 \
Qk) gives rise to a K-semipositive Jordan chain for A of length k − 1. So, alto-
gether we have γ1K-semipositive Jordan chains for A, whose union C is clearly a
linearly independent set, as the eigenvectors x1, . . . , xγ1 are linearly independent.
By our construction, it is clear that the number of vectors of height k in C equals
ξk .
Since C is a Jordan basis and hence a height basis for the restriction of A to
the invariant subspace spanC, by the following observation, C can be extended to a
height basis for A. Hence, part (ii) also follows.
Observation 1. Let N be a nilpotent operator on a finite-dimensional vector space,
and let W be an N-invariant subspace. Then every height basis for N |W can be
extended to a height basis for N.
Proof of Observation. Let (η1, . . . , ηp) and (η′1, . . . , η′q) be the height characteris-
tics of N and N |W respectively. Then p  q and ηi  η′i for i = 1, . . . , q. Consider
any height basis for N |W , say B =⋃qi=1{xij }1jη′i , where each xij is a vector of
height i. We want to adjoin toB vectors yi1, . . . , yiδi , where δi equals ηi − η′i for 1 
i  q and equals ηi for q + 1  i  p, and each yij is a vector of height i, such that
the resulting set is a height basis for N . To begin with, adjoin vectors y11, . . . , y1δ1
to {x11, . . . , x1η′1} so that the resulting set forms a basis for N(N). Consider any
k, 2  k  p. Suppose we have already found the vectors yij for 1  i  k − 1
and 1  j  δi such that Bk−1 :=⋃k−1i=1 [{xij }1jη′i ∪ {yij }1jδi ] forms a basis
forN(Nk−1). We contend thatBk−1 ∪ {xk1, . . . , xkη′k } is a linearly independent set.
Consider any linear relation of the form∑
1  i  k
1  j  η′
i
αij xij +
∑
1  i  k − 1
1  j  δi
βij yij = 0.
Applying Nk−1 to both sides, we obtain
∑
1jη′k αkjN
k−1xkj = 0. But the vectors
Nk−1xk1, . . . , Nk−1xkη′k are linearly independent (as xk1, . . . , xkη′k are vectors of
height k in the height basis B for N |W ), hence we have αkj = 0 for j = 1, . . . , η′k .
Since Bk−1 is a linearly independent set, it follows that we also have αij = βij = 0
for i = 1, . . . , k − 1. This proves our contention. Now adjoin vectors yk1, . . . , ykδk
toBk−1 ∪ {xk1, . . . , xkη′k } so that the resulting set becomes a basis forN(Nk). Com-
plete the proof for the Observation by proceeding inductively.
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Suppose, in addition, that K is polyhedral. Then by Lemma 5.4 we have γk(A) =
ξk(A) for k = 1, . . . , ν and moreover γν(A) = ξν(A) = ην(A) > 0, i.e., p = ν. So
by rewriting (i) and (ii), we obtain (iii) and (iv) respectively. 
We would like to add that the inequalities given in part (iii) of Theorem 5.6 are
known in the nonnegative matrix (or singular M-matrix) case (see [10, Proposition
5.12]). Note, however, that these inequalities need not be valid for a general proper
cone K (see, for instance, our Example 7.6). When K is polyhedral, if we denote
by Ak the restriction of A to span[N((A− ρ(A)I)k) ∩K] for k = 1, . . . , νρ , then
we have ξk(A) = ξk(Ak) = ηk(Ak), as ρ(Ak) = ρ(A) and νρ(Ak)(Ak) = k. But this
is again something known for the nonnegative matrix case (see [10, the paragraph
following Definition 4.1]).
Corollary 5.7. Let A ∈ π(K), where K is a polyhedral proper cone. Let t be a
positive integer, not greater than νρ. If N((A− ρ(A)I)k) contains a K-semipos-
itive basis for k = t, t + 1, . . . , νρ, then E(A) contains a Jordan basis for A, for
which all Jordan chains of length t or greater are K-semipositive.
Proof. For k = t, . . . , ν, where ν = νρ , by the definition of peak characteristic and
our hypotheses, we have
ξk=dim(A− ρ(A)I)k−1(N((A− ρ(A)I)k) ∩K)
=dim(A− ρ(A)I)k−1N((A− ρ(A)I)k)
=ηk.
By modifying the proof of Theorem 5.6(iv) slightly, we can construct ηt K-semiposi-
tive Jordan chains, whose union is a linearly independent set, with ην chains of length
ν, ην−1 − ην chains of length ν − 1, . . ., and ηt − ηt+1 chains of length t . Then,
by a standard argument, we can add η1 − ηt more (not necessarily K-semipositive)
Jordan chains with ηk − ηk+1 chains of length k for k = 1, . . . , t − 1 such that the
union of all the chains forms a Jordan basis for A. 
Corollary 5.8. Let A ∈ π(K), where K is a polyhedral proper cone. Let t be a
positive integer not greater than νρ. If ηk(A) = λk(A) for k = t + 1, . . . , νρ, then
E(A) contains a Jordan basis for A, for which all Jordan chains of length t or
greater are K-semipositive.
Proof. When K is polyhedral, we have, E(A) = span(E(A) ∩K) and so η1(A)+
· · · + ην(A) = λ1(A)+ · · · + λν(A), where ν = νρ . Then, using the conditions
ηk(A) = λk(A) for k = t + 1, . . . , ν, we readily obtain η1(A)+ · · · + ηk(A) =
λ1(A)+ · · · + λk(A) or dimN((A− ρ(A)I)k) = dim span[N((A− ρ(A)I)k) ∩
K] for k = t, . . . , ν. In view of Corollary 5.7, our assertion follows. 
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In view of the last part of Remark 2.2, Theorem 6.10 of [14], i.e., the result for a
singular M-matrix that corresponds to Corollary 5.8, now follows.
By the Observation given in the proof of Theorem 5.6, every height basis for an
invariant subspace of a nilpotent matrix can be extended to a height basis for the
whole space. In contrast, it is known that if W is an A-invariant subspace of an n× n
matrixA, then there need not exist a Jordan basis for the restriction map A|W that can
be extended to a Jordan basis for A in Cn (see [5]). As expected, parts (ii) and (iv)
of Theorem 5.6 are invalid if “height basis” is replaced by “Jordan basis”. Indeed, in
[24, Example 4], one can find an example of a nilpotent nonnegative matrix for which
it is impossible to embed the chains of any maximal nonnegative union of chains
into a Jordan basis. [Note, however, that the argument given in the example contains
errors—we cannot assume that w13 is a multiple of x13, and w23 is a linear combina-
tion of x13 and x23. To remedy, we use the fact that w12, w22 ∈ R(d) ∩N(d2) and
also that {d(w12), d(w22)} = {w11, w21} is a linearly independent set to deduce that
x22 must appear in a representation of w12 or w22 as a linear combination of x11, x12,
x21 and x22; hence, either w12 or w22 is not semipositive, which is a contradiction.]
Theorem 5.9. Let K be a proper cone, and let A ∈ π(K). Consider the following
conditions:
(a) η(A) = λ(A).
(b) η(A) = ξ(A).
(c) Every vector in E(A) is a peak vector.
(d) For each k, k = 1, . . . , νρ,N((A− ρ(A)I)k) contains a K-semipositive basis.
(e) There exists a K-semipositive height basis for A.
(f) There exists a K-semipositive height-level basis for A.
(g) There exists a K-semipositive Jordan basis for A.
(h) For each k, k = 1, . . . , νρ, N((A− ρ(A)I)k) ∩ C(A,K) is a full cone in
N((A− ρ(A)I)k).
(i) For each k, k = 1, . . . , νρ, we have
ηk(A) = dim(A− ρ(A)I)k−1[N((A− ρ(A)I)k) ∩ C(A,K)].
Conditions (a)–(f) are equivalent and so are conditions (g)–(i). Moreover, we al-
ways have (g) ⇒ (a), and when K is polyhedral, conditions (a)–(i) are all equiv-
alent.
Proof. For any integer k, 1  k  νρ , clearly we have
span[(N((A− ρ(A)I)k) ∩K] ⊆N((A− ρ(A)I)k).
By definition, the dimension of the subspaces on the left and the right side of the
inclusion are respectively λ1(A)+ · · · + λk(A) and η1(A)+ · · · + ηk(A). So we
have
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η1(A)+ · · · + ηk(A) = λ1(A)+ · · · + λk(A)
iff N((A− ρ(A)I)k) = span[N((A− ρ(A)I)k) ∩K]
iff N((A− ρ(A)I)k) contains a K − semipositive basis.
On the other hand, the condition η(A) = λ(A) is clearly equivalent to η1(A)+ · · · +
ηk(A) = λ1(A)+ · · · + λk(A) for k = 1, . . . , νρ(A)(A). So the equivalence of (a)
and (d) follows.
If (d) is satisfied, then N((A− ρ(A)I)k) = span[N((A− ρ(A)I)k) ∩K] for
each k, and hence ht(x) = lev(x) for all x ∈ E(A), i.e., (c) is satisfied. On the other
hand, if (d) is not satisfied, then for some k, we can find a vector x ∈N((A−
ρ(A)I)k) such that x /∈ span[N((A− ρ(A)I)k) ∩K]. For this x, we have lev(x) >
k  ht(x), so x is not a peak vector. This establishes the equivalence of (c) and (d).
(e)⇒ (d): If B is a K-semipositive height basis for A, then by definition, for
each k, 1  k  νp,B has precisely η1 + · · · + ηk vectors of height k or less. Clearly,
these vectors constitute a K-semipositive basis for N((A− ρ(A)I)k).
(a)⇒ (f): If (a) is satisfied, then we have E(A) = span(E(A) ∩K), as η1 +
· · · + ηνρ = λ1 + · · · + λνρ . By Lemma 5.1, E(A) must have a K-semipositive level
basis. But every K-semipositive vector is a peak vector and also by condition (a) we
have ηk = λk for each k, so the latter basis is also a height basis. So E(A) has a
height-level basis.
The implication (f)⇒ (e) is obvious.
(d)⇒ (b): For each k, 1  k  νρ , since N((A− ρ(A)I)k) = span[N((A−
ρ(A)I)k) ∩K], we have
ηk=dim(A− ρ(A)I)k−1N((A− ρ(A)I)k)
=dim(A− ρ(A)I)k−1span[N((A− ρ(A)I)k) ∩K]
=ξk.
Hence, η(A) = ξ(A).
(b)⇒ (d): Suppose ξ(A) = η(A). Then for each k, 1  k  νρ , we have, ξ1 +
· · · + ξk = η1 + · · · + ηk . But for each k, we also have the inequalities
ξ1 + · · · + ξk  λ1 + · · · + λk  η1 + · · · + ηk.
It follows that we have λ1 + · · · + λk = η1 + · · · + ηk for all k, which is equiva-
lent to (d).
In the above, we have established the equivalence of conditions (a)–(f).
Note that every vector in a K-semipositive Jordan basis for A necessarily belongs
to C(A,K). So we have (g)⇒ (h). Clearly, we have (h)⇒ (i). By the first half of
Theorem 5.6(ii), we also have (i)⇒ (g). Thus, conditions (g)–(i) are equivalent.
It is clear that we always have (g)⇒ (d) and hence (g)⇒ (a).
Condition (d) amounts to saying that, for k = 1, . . . , νρ , N((A− ρ(A)I)k) ∩K
is a full cone in N((A− ρ(A)I)k). When K is polyhedral, by Theorem 4.3(iii)
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N((A− ρ(A)I)k) ∩ C(A,K) is a full subcone of N((A− ρ(A)I)i) ∩K . Then
clearly conditions (d) and (h), and hence conditions (a)–(i), are equivalent. 
In view of Remark 5.5, to the equivalent conditions (g)–(i) of Theorem 5.9 we
may add the following:
dim[N(A− ρ(A)I) ∩ (A− ρ(A)I)kC(A,K)] = ηk for k = 1, . . . , νρ.
Also, the following is equivalent to conditions (a)–(f) of Theorem 5.9:
dim[N(A− ρ(A)I) ∩ (A− ρ(A)I)kK] = ηk for k = 1, . . . , νρ.
If, as in the nonnegative matrix case, we define a peak basis for A (∈ π(K)) to be
a basis of E(A) consisting of peak vectors, then to the equivalent conditions (a)–(f)
of Theorem 5.9 we may add the following: Every basis for E(A) is a peak basis. But
this is trivial, in view of condition (c) of Theorem 5.9.
Our next result gives several new necessary conditions for the existence of a K-
semipositive Jordan basis for A and clarifies the logical relations between them. It
also provides an alternative way to find the maximum length of a K-semipositive
Jordan chain for A (cf. Remark 4.2).
Theorem 5.10. Let K be a proper cone, and let A ∈ π(K). Set C0 = E(A) ∩K
and for k = 1, 2, . . . , define Ck inductively by Ck = K ∩ (A− ρ(A)I)Ck−1. Let m
be the maximum length of a K-semipositive Jordan chain for A. Then:
(i) C0 ⊃ C1 ⊃ · · · ⊃ Cm−1 ⊃ Cm = {0}, where the inclusions are all strict.
(ii) For k = 1, . . . , m, we have
γk + · · · + γm  dimCk−1  ηk + · · · + ην,
where γk = dim(A− ρ(A)I)k−1[N((A− ρ(A)I)k) ∩ C(A,K)].
(iii) Consider the following conditions:
(a) There exists a K-semipositive Jordan basis for A.
(b) For k = 0, . . . , νρ − 1, (A− ρ(A)I)kC(A,K) is a full cone in R((A−
ρ(A)I)k) ∩ E(A).
(c) For k = 0, . . . , νρ − 1, we have
dim(A− ρ(A)I)kC(A,K) = ηk+1 + · · · + ηνρ .
(d) m = νρ and for k = 0, . . . , νρ − 1, Ck is a full cone inR((A− ρ(A)I)k) ∩
E(A).
(e) For k = 0, . . . , νρ − 1, K ∩ (A− ρ(A)I)k(E(A) ∩K) is a full cone in
R((A− ρ(A)I)k) ∩ E(A).
(f) For k = 0, . . . , νρ − 1, (A− ρ(A)I)k(E(A) ∩K) is a full cone inR((A−
ρ(A)I)k) ∩ E(A).
(g) For k = 0, . . . , νρ − 1, R((A− ρ(A)I)k) ∩ E(A) contains a K-semiposi-
tive basis.
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We always have (a)⇒ (b)⇐⇒(c)⇒ (d)⇒ (e)⇒ (f) and (e)⇒ (g). When K
is polyhedral, condition (b) and hence conditions (c)–(g) are all satisfied.
Proof. (i) By induction we readily show thatCk ⊇ Ck+1 for all nonnegative integers
k.
By definition of m, there exists a K-semipositive Jordan chain for A, say x, (A−
ρ(A)I)x, . . . , (A− ρ(A)I)m−1x. It is readily seen that (A− ρ(A)I)m−1x ∈ Cm−1.
Hence Cm−1 /= {0}. If Cm /= {0}, choose any nonzero vector xm ∈ Cm. Then we can
find vectors xk ∈ Ck , k = 0, . . . , m− 1, such that (A− ρ(A)I)xk = xk+1 for k =
0, . . . , m− 1. By adjoining the nonzero images, if any, of xm under the action of
the positive powers of A− ρ(A)I to the sequence x0, x1, . . . , xm, we obtain a K-
semipositive Jordan chain for A of length greater than m, which is a contradiction.
We have the strict inclusion Ck ⊃ Ck+1 whenever Ck /= {0}, because any vector
of Ck with maximum height cannot belong to Ck+1.
(ii) It is clear that m equals the largest integer j such that γj > 0. Consider any
positive integer k  m. By Theorem 5.6(ii), there exists a linearly independent subset
C of E(A) which is the union of γ1(A) K-semipositive Jordan chains for A such
that there are γm of them of length m and γj − γj+1 of them of length j for j =
1, . . . , m− 1. Note that the nonzero vectors in the set (A− ρ(A)I)k−1C all belong
to Ck−1, and they form a linearly independent set of cardinality γk + · · · + γm. So
we have γk + · · · + γm  dimCk−1.
On the other hand, we also have Ck−1 ⊆ R((A− ρ(A))k−1) ∩ E(A), and the
latter subspace is of dimension ηk + · · · + ηνρ . So we also have dimCk−1  ηk +
· · · + ηνρ .
(iii) Suppose B is a K-semipositive Jordan basis for A. Then B ⊆ C(A,K) and
for k = 0, . . . , νρ − 1, we have
(A− ρ(A)I)kB ⊆ (A− ρ(A)I)kC(A,K) ⊆ (A− ρ(A)I)kE(A).
But the nonzero vectors of (A− ρ(A)I)kB form a basis for (A− ρ(A)I)kE(A) =
R((A− ρ(A)I)k) ∩ E(A). This proves the implication (a)⇒ (b). Since the num-
ber of nonzero vectors in (A− ρ(A)I)kB is ηk+1 + · · · + ηνρ , the equivalence of
(b) and (c) also follows.
By induction, we readily establish the inclusions
(A− ρ(A)I)kC(A,K)⊆Ck ⊆ K ∩ (A− ρ(A)I)k(E(A) ∩K)
⊆(A− ρ(A)I)k(E(A) ∩K) ⊆ (A− ρ(A)I)kE(A)
for k = 0, . . . , νρ − 1, from which the implications (b)⇒ (d), (d)⇒ (e) and
(e)⇒ (f) follow.
The implication (e)⇒ (g) is obvious.
When K is polyhedral, C(A,K) is a full cone in E(A). In this case, (A−
ρ(A)I)kC(A,K) is a full cone in (A− ρ(A)I)kE(A) and so condition (b) must
be satisfied. 
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The following example shows that, for a general proper coneK , conditions (g)–(i)
of Theorem 5.9 are not equivalent to conditions (a)–(f).
Example 5.11. Let C be the closed convex set in R2 with extreme points
(k(k − 1)/2, k)T, k = 0, 1, . . . and recession cone O+C = pos{(1, 0)T}. Let C1 be
the proper cone in R3 obtained from C in the standard way, i.e.,
C1 =
{
α
(
x
1
)
: x ∈ C, α  0
}
∪
{(
x
0
)
: x ∈ O+C
}
.
Denote by ei the ith standard unit vector of R4. Let K be the convex cone in R4
given by:
K = K1 +K2, where K1 = C × {0} and K2 = pos{e2 + e4, e4}.
Since K1 ∩ (−K2) = {0}, K is a closed cone (see, for instance, [26, Corollary
9.1.2]). Indeed, it can be readily shown that K is a proper cone in R4. Now let A =
J3(1)⊕ J1(1). Since AK1 ⊆ K1 and (A− I )K2 ⊆ K1, clearly A ∈ π(K), ρ(A) =
1 and νρ = 3. [Actually, K is also equal to the convex cone generated by e1, e2 + e4,
e4, e3, together with the images of e3 under the positive powers of A.] Note that we
have
N(A− ρ(A)I) = span{e1, e4},
N((A− ρ(A)I)) ∩K = pos{e1, e4};
N((A− ρ(A)I)2) = span{e1, e2, e4},
N((A− ρ(A)I)2) ∩K = pos{e1, e2 + e4, e4};
and
N((A− ρ(A)I)3) = E(A) = R4.
So condition (d) and hence the equivalent conditions (a)–(f) of Theorem 5.9 are
satisfied. Also, it can be seen that
K ∩ (A− ρ(A)I)−1pos{e1, e2 + e4, e4} = pos{e1, e2 + e4, e4}.
By Remark 4.2 it follows that C(A,K) = pos{e1, e2 + e4, e4}. Since
N((A− ρ(A)I)3) ∩ C(A,K) = C(A,K) is not a full cone in R4, condition (h)
and hence the equivalent conditions (g)–(i) of Theorem 5.9 are not satisfied. Indeed,
since
N((A− ρ(A)I)3) ∩ C(A,K)=C(A,K)
=N((A− ρ(A)I)2) ∩ C(A,K)
⊃N(A− ρ(A)I) ∩ C(A,K),
by the last part of Remark 4.2, the maximum length of a K-semipositive Jordan
chain for A is 2, not 3, the index of ρ(A). [Since R(A− ρ(A)I) = span{e1, e2}
412 B.-S. Tam / Linear Algebra and its Applications 393 (2004) 375–429
does not contain a K-semipositive basis, by Theorem 5.10(iii) we can also see why
there cannot exist a K-semipositive Jordan basis for A.]
Now replace K by K˜ given by:
K˜ = pos{e1, e2 + e4, e4, e3, Ae3, . . . , Ap−1e3, (A− I )Ap−1e3},
where p is any fixed positive integer, and take the same A. Then K˜ is a polyhe-
dral proper cone in R4, and one can readily check that A ∈ π(K˜) and there exists
a K˜-semipositive Jordan basis for A, namely, Ap−1e3, Ap−1e2 = (A− I )Ap−1e3,
e1 = (A− I )2Ap−1e3 and e4.
6. A cone-theoretic proof of the preferred-basis theorem
In this section we are going to offer a cone-theoretic proof of the preferred-basis
theorem. We will assume the nonnegative-basis theorem and the Rothblum index the-
orem. The difficult part of the proof of the nonnegative-basis theorem is to show that
for each basic class of the given nonnegative matrix there is an associated strongly
combinatorial vector. In [32, Theorem 5.2], a proof is given for the existence of
the desired strongly combinatorial vector which is based on the Frobenius–Victory
theorem (about the distinguished eigenvalues of a nonnegative matrix) and the cone-
theoretic result that A (∈ π(K)) has a generalized eigenvector in intK if and only
if ρ(A) is the only distinguished eigenvalue of AT for K∗ (see [32, Theorem 5.1]).
Later on, in [36, Theorem 3.3], a cone-theoretic proof of the Frobenius–Victory the-
orem is also given. A cone-theoretic proof of the Rothblum index theorem can be
found in [36, Section 5]. Indeed, the result is extended to the setting of a linear map
preserving a polyhedral proper cone.
Our cone-theoretic arguments will be given in terms of the concept of a semidis-
tinguished invariant face. Recall that if A ∈ π(K), then a face F of K is said to be
semi-distinguished A-invariant (associated with λ) if F is an A-invariant join-irre-
ducible face (i.e., one which cannot be expressed as the join of two A-invariant faces
strictly included in it) which contains in its relative interior a generalized eigenvector
ofA (corresponding to λ) (see [36, Section 4]). We also need the known characteriza-
tion of invariant faces associated with a nonnegative matrix. In [36, Theorem 3.1],
it is shown that for any n× n nonnegative matrix P , the P -invariant faces of Rn+
are precisely subsets of Rn+ of the form FI for some initial subset I for P , where
FI = {x ∈ Rn+ : supp(x) ⊆ I } and a subset I of 〈n〉 is called an initial subset for P
if for every j ∈ 〈n〉, I contains j whenever j has access to I . Different types of P -
invariant faces are characterized in [36, Theorem 3.6]. In particular, it is proved that
FI is a semi-distinguished P -invariant face associated with ρ(P ) if and only if I is
the initial subset determined by a basic class, i.e., it is the union of the classes having
access to the said basic class. If x(α) is a strongly combinatorial vector associated
with a basic class α, then clearly x(α) ∈ riFI , where I is the initial subset determined
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by α and riFI denotes the relative interior of FI . So a vector x ∈ E(P ) is a strongly
combinatorial vector if and only if (x) is a semi-distinguished P -invariant face
associated with ρ(P ).
We take this opportunity to mention the following (fairly easy) cone version of
the Frobenius–Victory theorem, of which the original Frobenius–Victory theorem is
a consequence.
Let A ∈ π(K). Recall that a face F is said to be a distinguished A-invariant
face of K (associated with λ) if F is a nonzero A-invariant face of K such that
ρ(A|spanG) < ρ(A|spanF ) for any nonzero A-invariant face G properly included in
F (and ρ(A|spanF ) = λ).
Theorem 6.1. Let K be a proper cone, and let A ∈ π(K).
(i) For any real number λ, λ is a distinguished eigenvalue of A if and only if
λ = ρ(A|spanF ) for some distinguished A-invariant face F of K.
(ii) If F is a distinguished A-invariant face, then there is a (up to multiples)
unique eigenvector x of A corresponding to ρ(A|spanF ) that lies in F. Further-
more, x ∈ riF.
(iii) For each distinguished eigenvalue λ of A, the extreme vectors of the cone
N(λI − A) ∩K are precisely all the distinguished eigenvectors of A that lie in the
relative interior of certain distinguished A-invariant faces of K associated with λ.
In passing, we would also like to mention that Hershkowitz and Schneider [15]
have introduced the concepts of combinatorial vectors and proper combinatorial vec-
tors in the generalized nullspace of a singular M-matrix. These concepts can also be
reformulated in terms of the concept of semi-distinguished invariant faces as follows:
For a nonnegative matrix P , a vector x ∈ E(P ) is a combinatorial vector if x lies
in the linear span of a semi-distinguished P -invariant face associated with ρ(P );
x ∈ E(P ) is a proper combinatorial vector if the smallest P -invariant face containing
x is equal to the linear span of a semi-distinguished P -invariant face associated with
ρ(P ). In [15, Theorem 6.6], many of the equivalent conditions for equality of the
height and the level characteristics are expressed in terms of the concepts of a (not
necessarily semipositive) combinatorial basis or a proper combinatorial set. We have
not explored such possibilities in the setting of a cone-preserving map.
We will make use of the following:
Lemma 6.2. Let P be an n× n nonnegative matrix and let α be a basic class of P.
If x is a strongly α-combinatorial vector, then ht(x) = lev(α).
Proof. Since x is a strongly α-combinatorial vector, x ∈ riFα , where Fα denotes
the P -invariant face which consists of all vectors of Rn+ whose supports are included
in the union of all classes having access to α (see [36, Section 3]). Note that P |spanFα
can be identified with the principal submatrix of P with rows and columns indexed
by the union of all classes having access to α. So, by [36, Theorem 4.4] we have
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ρ(P |spanFα ) = ρ(P ) and ht(x) = νρ(P )(P |spanFα ). But by the Rothblum index the-
orem, νρ(P )(P |spanFα ) = lev(α). Thus we have ht(x) = lev(α). 
As we point out in the discussion following Theorem 2.1, Theorem 3.1 of [27],
the main result of his paper, has three parts, its part (2) being the Rothblum index
theorem. Upon examination, one can see that of the proofs for the three parts of the
theorem the one for part (2) is hardest. Rothblum establishes part (2) by proving the
following stronger result, which we now put as a lemma:
Lemma 6.3. Let P be a nonnegative matrix. Let α be a basic class of P and let
y ∈ E(P ) be a strongly α-combinatorial vector. Then for any positive integer k and
any class β, we have
(i) ((P − ρ(P )I)ky)β = 0 if d(β, α)  k.
(ii) ((P − ρ(P )I)ky)β  0 if d(β, α) = k + 1.4
As can be easily seen, Lemma 6.3, together with the nonnegative-basis theorem,
implies the Rothblum index theorem. [However, it is not clear that Lemma 6.3 can
follow from the Rothblum index theorem.] Indeed, once the lemma is obtained, the
preferred-basis theorem (and hence also part (3) of [27, Theorem 3.1], which is about
the existence of what Bru and Neumann [3] call a Rothblum basis) is not far away,
as we will explain later.
By induction (on the level of α) one can show that Lemma 6.3 follows readily
from its special case k = 1. Making use of the nonnegative-basis theorem one can
also show that this special case of Lemma 6.3 in turn is equivalent to the following:
Lemma 6.4. Let P be a nonnegative matrix and letB = {x(β) : β is a basic class of
P } be a strongly combinatorial basis for E(P ). If x is a strongly combinatorial vec-
tor associated with a basic class α, then (P − ρ(P )I)x =∑ cβx(β), where cβ /= 0
only if β >−α and moreover cβ > 0 whenever d(β, α) = 2.
To prove Lemma 6.4, we need the following result:
Theorem 6.5. Let K be a polyhedral proper cone, and let A ∈ π(K). If K is
a semi-distinguished A-invariant face of itself, then ((A− ρ(A)I)C(A,K)) =
(N((A− ρ(A)I)ν−1) ∩K), where ν = νρ(A)(A).
Proof. By the definition of C(A,K), clearly we have (A− ρ(A)I)C(A,K) ⊆
N((A− ρ(A)I)ν−1) ∩K and hence ((A− ρ(A)I)C(A,K)) ⊆ (N((A−
ρ(A)I)ν−1) ∩K).
Since K is polyhedral, to prove the reverse inclusion, it suffices to show that the
dual face of ((A− ρ(A)I)C(A,K)) (which consists of all vectors in K∗ ortho-
gonal to it) is included in that of (N((A− ρ(A)I)ν−1) ∩K). Let z ∈ K∗ be any
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nonzero vector orthogonal to((A− ρ(A)I)C(A,K)). Choose any x ∈ intK . Then
for all sufficiently small ε > 0, we have J (0)A (ε)x ∈ C(A,K) and so
〈z, (A− ρ(A)I)J (0)A (ε)x〉 = 0, or
〈J (1)
AT
(ε)z, x〉 = 〈(AT − ρ(A)I)(J (0)A (ε)T)z, x〉 = 0,
as J
(0)
A (ε)
T = J (0)
AT
(ε). But x ∈ intK and J (1)
AT
(ε)z ∈ K∗ for all sufficiently small
ε > 0 (by applying Theorem 3.6(i) to AT of π(K∗)), so we must have J (1)
AT
(ε)z = 0
for all sufficiently small ε > 0. Hence, we have(
εν−2Z(1)
AT
+ εν−3Z(2)
AT
+ · · · + Z(ν−1)
AT
)
z = εν−2J (1)
AT
(ε)z = 0
for all sufficiently small ε > 0. By letting ε → 0+, we obtain Z(ν−1)
AT
z = 0 and so
(εν−3Z(1)
AT
+ εν−4Z(2)
AT
+ · · · + Z(ν−2)
AT
)z = 0. By letting ε → 0+ again, we also have
Z
(ν−2)
AT
z = 0. By repeating the argument, after a finite number of steps, we conclude
that we have Z(1)
AT
z = 0.
We always have either ρz(AT) < ρ(A) or ρz(AT) = ρ(A). If the former happens,
z is a sum of generalized eigenvectors of AT corresponding to eigenvalues with mod-
ulus strictly less than ρ(A). Then certainly z is orthogonal to N((A− ρ(A)I)ν−1).
If the latter happens, then, since Z(1)
AT
z = 0, z can be written as z1 + z2, where z2 is a
sum of generalized eigenvectors of AT corresponding to eigenvalues other than ρ(A)
and z1 is an eigenvector of AT corresponding to ρ(A), and indeed, by [36, Corollary
4.8], z1 is a distinguished eigenvector of AT (as ordA(z) = 1). On the other hand,
since K is polyhedral and is a semi-distinguished A-invariant face of itself, by the
proof of [36, Lemma 5.2], AT has (up to multiples) a unique distinguished eigen-
vector corresponding to ρ(A) (and indeed ρ(A) is the only distinguished eigenvalue
of AT) and moreover this unique distinguished eigenvector can be written in the
form (AT − ρ(A)I)ν−1w for some generalized eigenvector w of AT corresponding
to ρ(A) of height ν. So z1 is equal to the unique distinguished eigenvector of AT
corresponding to ρ(A) and moreover z1 is orthogonal to N((A− ρ(A)I)ν−1). But
z2 is also orthogonal to N((A− ρ(A)I)ν−1), hence z is orthogonal to N((A−
ρ(A)I)ν−1). In either case, z is orthogonal to N((A− ρ(A)I)ν−1) ∩K . But z ∈
K∗, it follows that z is orthogonal to (N((A− ρ(A)I)ν−1) ∩K). In the above,
we have shown that the dual face of ((A− ρ(A)I)C(A,K)) is included in that of
(N((A− ρ(A)I)ν−1) ∩K). The proof is complete. 
For completeness, we also take note of the following, which is not difficult to
establish:
Theorem 6.6. Let P be an n× n nonnegative matrix. Then
(i) ((P − ρ(P )I)C(P,Rn+)) = FI , where I is the initial subset for P whose
corresponding initial collection of classes C is determined by the property that a
416 B.-S. Tam / Linear Algebra and its Applications 393 (2004) 375–429
class α is final in C if and only if α is a basic class such that α >−β for some basic
class β.
(ii) (N((P − ρ(P )I)νρ−1) ∩ Rn+) = FJ , where J is equal to the union of all
classes of P that have access to a basic class of level νρ − 1 or less.
(iii)((P − ρ(P )I)C(P,Rn+)) = (N((P − ρ(P )I)νρ−1) ∩ Rn+) if and only if
each class final in the collection of all basic classes of P is of level νρ.
Our next example shows that Theorem 6.5 is no longer valid if we drop the poly-
hedrality assumption on K .
Example 6.7. Let K be the subset of R3 given by:
K=
{
(ξ1, ξ2, ξ3)
T ∈ R3 : ξ3 
√
(ξ21 + ξ22 ), ξ2  0
}
∪ {(ξ1, ξ2, ξ3)T ∈ R3 : ξ3  |ξ1|, ξ2  0}.
It is not difficult to see that K is a proper cone in R3. Indeed, K is the union of the
polyhedral cone pos{(−1, 0, 1)T, (0, 1, 0)T, (1, 0, 1)T} and the half-ice-cream cone
{(ξ1, ξ2, ξ3)T : ξ3 
√
(ξ21 + ξ22 ), ξ2  0}.
Let A =

−1 0 10 0 0
−1 0 1

 .
Note that we have A((−1, 0, 1)T) = 2(1, 0, 1)T, A((0, 1, 0)T) = (0, 0, 0)T =
A((1, 0, 1)T) and A((ξ1, ξ2, ξ3)T) = (ξ3 − ξ1)(1, 0, 1)T. So A ∈ π(K) and A is a
nilpotent matrix with index two. The cone K has three nonzero A-invariant faces, all
of which are semi-distinguished A-invariant, namely, ((1, 0, 1)T), pos{(1, 0, 1)T,
(0, 1, 0)T} and K itself. In this case, ((A− ρ(A)I)C(A,K)) equals the extreme
ray ((1, 0, 1)T) (as C(A,K) = K) and is different from (N((A−
ρ(A)I)νρ−1) ∩K), which is pos{(1, 0, 1)T, (0, 1, 0)T}.
Proof of Lemma 6.4. By considering the restriction map P |span(x) (or the princi-
pal submatrix of P with rows and columns indexed by the union of all classes having
access to α) instead of P , hereafter we may assume that α is a basic class of P which
is also a final class of P .
We proceed by induction on lev(α). If lev(α) = 1, then x must be a distinguished
eigenvector of P and clearly our assertion holds. So suppose that lev(α)  2 and
assume that our assertion holds whenever the given basic class is of level less than
that of α. Hereafter, we assume that ε is a fixed sufficiently small positive number so
that, according to Theorem 3.6(i), J (0)P (ε) ∈ π(Rn+).
By Lemma 4.5 we have x = y(ε)− ε−1(P − ρ(P )I)y(ε), where y(ε) :=
J
(0)
P (ε)x. By the nonnegative-basis theorem, (P − ρ(P )I)y(ε) can be written as
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β dβx
(β)
, where the summation is taken over all basic classes β, which necessarily
have access to α as α is the only final class of P . We contend that dα = 0 and also
dβ > 0 whenever β is a basic class such that d(β, α) = 2. Once this contention is
proved, our assertion will follow readily as follows. Using the representation of y(ε)
in terms of the x(β)s, the relation between x and y(ε), and the fact that dα = 0, we
have
(P − ρ(P )I)x =
∑
β
dβx
(β) − ε−1

∑
β
dβ(P − ρ(P )I)x(β)

 ,
where both summations are taken over all basic classes β >−α. But by our induction
assumption, for each such β, (P − ρ(P )I)x(β) can be represented as a linear com-
bination of only those x(γ )s for which γ >−β and hence for which d(γ, α)  3.
It follows that (P − ρ(P )I)x can be represented as a linear combination of x(β)s
for which β >−α and moreover if β is a basic class such that d(β, α) = 2, then the
coefficient of x(β) in the representation is dβ , which is positive by our contention.
To prove our contention, first note that since x is a strongly α-combinatorial vector
and α is the only final class of P , x is a positive vector; so we have x ∈ ri(E(P ) ∩
Rn+) and y(ε) (= J (0)P (ε)x) ∈ ri(J (0)P (ε)(E(P ) ∩ Rn+)) ⊆ riC(P,Rn+), where the last
inclusion holds by Theorem 4.3(ii). Hence, by Theorem 6.5, we have (P − ρ(P )I)
y(ε) ∈ ri((N((P − ρ(P )I)ν−1) ∩ Rn+). Next, note that
ht((P − ρ(P )I)y(ε)) = ht(y(ε))− 1 = ht(x)− 1 = ν − 1,
where the second equality follows from Lemma 4.5 and the last equality holds by
[36, Lemma 4.3], as x ∈ int Rn+. By Lemma 6.2, for any basic class β, ht(x(β)) =
lev(β). But α is the only basic class of level ν, in order that ht(
∑
β dβx
(β)) =
ht((P − ρ(P )I)y(ε)) = ν − 1, we must have dα = 0. Now consider any basic class
γ such that d(γ, α) = 2. Since lev(γ )  lev(α)− 1, we have, ht(x(γ ))  ν − 1,
and hence x(γ ) ∈N((P − ρ(P )I)ν−1) ∩ Rn+. But (P − ρ(P )I)y(ε) =
∑
β dβx
(β)
and we have already shown that (P − ρ(P )I)y(ε) ∈ ri(N((P − ρ(P )I)ν−1) ∩
Rn+), hence we have γ ⊆ supp(x(γ )) ⊆ supp((P − ρ(P )I)y(ε)); in other words, the
γ -subvector of (P − ρ(P )I)y(ε) is positive. But (P − ρ(P )I)y(ε) =∑β dβx(β)
and the contribution to the γ -subvector of the sum
∑
β dβx
(β) comes from dγ x(γ )
only, it follows that dγ must be positive. This proves our contention. The proof is
complete. 
Now we explain how to establish the existence of a preferred-basis for E(P ).
We need to construct a strongly combinatorial basis {x(α) : α is a basic class of
P } for E(P ) with the property that for each basic class α, the associated strongly
combinatorial vector x(α) has the property that if (P − ρ(P )I)x(α) =∑α cβx(β),
then cβ is positive if β >−α and is zero, otherwise. The nonnegative-basis theo-
rem already guarantees the existence of a strongly combinatorial basis for E(P ).
Choose any one such basis, say {y(α) : α is a basic class}. We are going to
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construct the desired strongly combinatorial vectors x(α)s by induction on lev(α). If
lev(α) = 1, just take x(α) = y(α). Consider any fixed basic class α with lev(α)  2.
Suppose that we have already constructed the desired x(β)s for all basic classes β
for which lev(β) < lev(α). Choose B to be the strongly combinatorial basis {y(β) :
lev(β)  lev(α)} ∪ {x(β) : lev(β) < lev(α)}. Set x(α) = y(α) + λ∑β∈ x(β), where
λ is a positive number to be chosen and  is the collection of all basic classes
β such that d(β, α) = 2. It is clear that x(α) is a strongly α-combinatorial vec-
tor whatever choice of λ (as long as it is positive). By our induction assumption,
for each β ∈ , (P − ρ(P )I)x(β) can be written as a positive linear combination
of all those x(γ )s for which d(γ, β)  2 (and hence d(γ, α)  3). By applying
Lemma 6.4 to y(α) (and with the above choice of B), we see that (P − ρ(P )I)y(α)
can be represented as a linear combination of those x(γ )s for which γ >−α and
moreover if γ ∈  then the coefficient of x(γ ) is positive. So, in the representation
of (P − ρ(P )I)x(α) in terms of the basis vectors of B, the coefficients of x(γ )s
for γ ∈  are all positive. Consider any basic class γ such that d(γ, α)  3. By
our induction assumption, for each β ∈ , the coefficient of x(γ ) in the represen-
tation of (P − ρ(P )I)x(β) as a linear combination of the basis vectors of B is
positive if γ >−β and is zero, otherwise. But we have γ >−β for at least one
β ∈ , hence, by choosing λ > 0 sufficiently large, the coefficient of x(γ ) in the
representation of (P − ρ(P )I)x(α) can be made positive. Since there are only fi-
nitely many such basic classes γ , by choosing λ sufficiently large, the vector x(α)
has the desired properties. Inductively, the desired preferred-basis of E(P ) can be
constructed.
7. The majorization relation between the level and the height characteristics
Let α = (α1, . . . , αp) and β = (β1, . . . , βq) be sequences of nonnegative inte-
gers. We append zeros to the shorter sequence to equalize its length to the longer
sequence. Let m = max{p, q}. We say α is majorized by β (or β majorizes α),
denoted by α  β, if for every k ∈ 〈m〉, ∑ki=1 αi ∑ki=1 βi and ∑mi=1 αi =∑m
i=1 βi .
For a finite sequence α of nonnegative integers, we denote by αˆ the sequence α
reordered in a nonincreasing order.
Here our definition of majorization follows that of [16], which is different from
the definition given in [20], where β is defined to majorize α if β and α have the
same length and βˆ majorizes αˆ in our sense.
The following result is known (see [16]):
Theorem 7.1. Given two finite sequences of positive integers λ = (λ1, . . . , λp) and
η = (η1, . . . , ηq), where η1  · · ·  ηq, in order that there exists a nonnegative
matrix P such that λ(P ) = λ and η(P ) = η, it is necessary and sufficient that p = q
and λˆ  η.
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For a proper cone K , if A ∈ π(K) satisfies span(E(A) ∩K) = E(A), then by
the definition of λ(A) and η(A) it is clear that λ(A) and η(A) have the same length
and λ(A)  η(A). Below we will strengthen this observation in the case that K is
polyhedral, producing an extension of the necessity part of Theorem 7.1.
Theorem 7.2. Let K be a polyhedral proper cone and let A ∈ π(K). Then λ̂(A) 
η(A).
We need two lemmas before we give the proof.
Lemma 7.3. If B is an n2 × n2 nilpotent matrix, X is an n2 × n1 matrix and A is
the 2 × 2 block lower triangular nilpotent matrix given by:
A =
[
0 0
X B
]
,
then ( ̂n1, η0(B))  η0(A), where η0(C) denotes the height characteristic of C with
respect to 0.
Proof. Our assertion follows readily by applying the following known result (see
[17, Lemma]): Under the hypothesis of our lemma, the collection of Jordan blocks
of A can be produced from that of B by increasing the size of a select number of
Jordan blocks by one, adding copies of J1(0) and keeping the remaining blocks. 
Lemma 7.4. Let C = (Cij )1i,jp be a p × p strictly block lower triangular mat-
rix with the ith zero diagonal block of size vi × vi . Then vˆ  η0(C), where v =
(v1, . . . , vp), vˆ is the sequence v reordered in nonincreasing order and η0(C) de-
notes the height characteristic of C with respect to 0.
Proof. We proceed by induction on p. Our result clearly holds for p = 1. Consider
p  2. Let B denote the nilpotent matrix (Cij )2i,jp. Then the given matrix C can
be expressed as a 2 × 2 block lower triangular matrix:
C =
[
0 0
X B
]
,
where the (1, 1)-block is of size v1 × v1. By our induction assumption, we have
( ̂v2, . . . , vp)  η0(B), and hence vˆ  (v1, η0(B)). On the other hand, by Lemma
7.3, (v1, η0(B))  η0(C). So we have vˆ  η0(C). 
Proof of Theorem 7.2. First, note that
span[N(A− ρ(A)I) ∩K] ⊆ · · · ⊆ span[N((A− ρ(A)I)ν) ∩K] = E(A)
is a chain of ν (= νρ) A-invariant subspaces such that the ith member of the chain is
a subspace of dimension λ1(A)+ · · · + λi(A). For i = 2, . . . , νρ , it is clear that we
have
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(A− ρ(A)I)[N((A− ρ(A)I)i) ∩ C(A,K)]
⊆ N((A− ρ(A)I)i−1) ∩ C(A,K).
But by Theorem 4.3(iii), for each i, we have
span[N((A− ρ(A)I)i) ∩ C(A,K)] = span[N((A− ρ(A)I)i) ∩K];
hence we have
(A− ρ(A)I)span[N((A− ρ(A)I)i) ∩K]
⊆ span[N((A− ρ(A)I)i−1) ∩K].
In other words, A− ρ(A)I maps the ith member of the above chain of subspaces
into its (i − 1)th member. Now it is clear that we can choose a basis for E(A) such
that the representative matrix of the restriction of A− ρ(A)I to E(A) is a p × p
strictly block lower triangular matrix with the ith diagonal block of size λi × λi .
Note that η(A) = η0(A− ρ(A)I). In view of Lemma 7.4 it follows that we have
λ̂(A)  η(A). 
Our argument, in fact, also establishes the following:
Remark 7.5. Let K be a proper cone and let A ∈ π(K). If E(A) = span(E(A) ∩
K) and
(A− ρ(A)I)span[N((A− ρ(A)I)i) ∩K]
⊆ span[N((A− ρ(A)I)i−1) ∩K]
for i = 1, . . . , νρ , then λ̂(A)  η(A).
Our next example, which is borrowed from the proof of [35, Theorem 7.13],
shows that Theorem 7.2 is invalid if the polyhedrality assumption on K is omitted.
Example 7.6. Let n denote an odd integer greater than 1. For any integer k and
positive integer r , let
(
k
r
)
denote the number k(k − 1) · · · (k − r + 1)/r!. Let C be
the unbounded convex set in Rn−1 with extreme points
xk =
((
k
n− 1
)
,
(
k
n− 2
)
, . . . ,
(
k
1
))T
, k = 0,±1,±2, . . . ,
and recession cone O+C = ray(e(n−1)1 ), where e(m)i denote the ith standard unit vec-
tor of Rm. Let K be the proper cone in Rn given by: K = {α(x1) : α  0, x ∈ C} ∪
(O+C × {0}). Take A = Jn(1). Noting that for each integer k,
(
xk
1
) = Ake(n)n , we
readily check that A ∈ π(K) (and in fact we have AK = K). It is also readily seen
that all nonzero vectors of K are generalized eigenvectors of A of height n, except
for those that lie on the ray(e(n)1 ), which are eigenvectors. In this case, we have
λ1(A) = 1, λi(A) = 0 for 2  i  n− 1 and λn(A) = n− 1. On the other hand, we
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have ηi(A) = 1 for i = 1, . . . , n. So we do not have the relation λ̂(A)  η(A). (But
we still have λ(A)  η(A).) Note also that in this case, C(A,K) equals ray(e(n)1 ),
though span(E(A) ∩K) = E(A).
To complete our cone-theoretic approach, we now explain how we prove Remark
2.2. Once this is done, the necessity part of Theorem 7.1 will follow from Theorem 7.2.
Of course, here lev(x) is defined in terms of supp(x), in the usual way for the
nonnegative matrix case. It is clear that we have span{x(αj ) : 1  j  m, lev(αj ) 
k} ⊆ {x ∈ E(P ) : lev(x)  k}. Conversely, consider any x ∈ E(P )with lev(x)  k.
By the nonnegative-basis theorem, we can write x in the form
∑
1jm cjx
(αj )
. By
the combinatorial properties of the strongly combinatorial vectors, it is readily seen
that if h = max{lev(αj ) : cj /= 0}, then h = lev(x). Hence, x can be expressed as
a linear combination of those x(αj )s with lev(αj )  k. This shows that span{x(αj ) :
1  j  m, lev(αj )  k} = {x ∈ E(P ) : lev(x)  k}.
By Lemma 6.2, we have ht(x(αj )) = lev(αj ). But each x(αj ) is semipositive, so
we have
span{x(αj ) : 1  j  m, lev(αj )  k} ⊆ span[N((P − ρ(P )I)k) ∩ Rn+].
To complete the proof, it remains to show that if 0 /= w ∈N((P − ρ(P )I)k) ∩
Rn+, then lev(x)  k. Again by the nonnegative-basis theorem we can write w =∑
1jm ajx
(αj )
. Suppose that lev(w) = p > k. Then, as noted above, we have p =
max{lev(αj ) : aj /= 0}. Since w is semipositive, it is clear that aj > 0 whenever
lev(αj ) = p. Now (P − ρ(A)I)w =∑1jm aj (P − ρ(P )I)x(αj ). For each j for
which aj /= 0, we write (P − ρ(P )I)x(αj ) as a linear combination of x(α1), . . . , x(αm)
and apply Lemma 6.4. Suppose (P − ρ(P )I)w =∑1jm bjx(αj ). It is not diffi-
cult to see that max{lev(αj ) : bj /= 0} = p − 1 and also bj > 0 whenever lev(αj ) =
p − 1. Then we consider (P − ρ(P )I)2w and repeat. Finally, we can conclude that
(P − ρ(P )I)kw is a nonzero vector, which is a contradiction. This proves that we
must have lev(w)  k. The proof is complete.
Before we end this section, we would like to point out that the study of the relation
between the level characteristic and the height characteristic of a nonnegative matrix
(or, of a singular M-matrix) has been extended first to general essentially triangular
matrices and then to general matrices. It was suggested that the level characteristic
was not really the right concept to work with and two different but related sequences
were defined and used to obtain improvements and generalizations of the original
majorization result. For the details, we refer the interested reader to the excellent
survey paper [11] by Hershkowitz and the references therein.
8. Principal components of a nonnegative matrix
In [22, Lemma 2 and Theorem 1], Neumann and Schneider obtain the funda-
mental result given below about the nonnegativity of the elements in the principal
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components of a nonnegative matrix. In their paper, they apply the result to show
that a strongly combinatorial (semipositive) basis for the Perron generalized eigen-
space of a nonnegative matrix P can be extracted from the columns of the transform
principal component J (0)P (ε) (for sufficiently small ε > 0), strengthening the work
of Hartwig et al. [9] in this direction. They also use the result to obtain a necessary
condition (which leads to a characterization) for the nonnegativity of the principal
eigenprojection of a nonnegative matrix and also to offer a simple alternative proof
of a result on the asymptotic behavior of powers of a nonnegative matrix [7, Theorem
5.10]. In the subsequent paper [19], McDonald et al. also use the result to establish
a theorem about the growth rate of the individual elements in the resolvent of the
minus M-matrix associated with a nonnegative matrix.
Theorem 8.1. Let P be an n× n nonnegative matrix. Let i, j ∈ 〈n〉 and let d = di,j
be the singular distance from i to j. Suppose that d > 0. Then:
(i) (Z(k)P )i,j = 0 for d  k  νρ − 1; and
(ii) (Z(d−1)P )i,j > 0.
The proof given in [22] for Theorem 8.1(ii), the difficult part of the theorem, is
matrix combinatorial. It is done by induction on the number of blocks in the Frobe-
nius normal form of the matrix, and the argument distinguishes four cases, depending
on whether the classes that contain i, j are basic or nonbasic. In this section, we are
going to offer a more conceptual proof for the result, one which depends on the
nonnegativity of the 0th transform principal component and on the preferred-basis
theorem (or rather on an equivalent formulation of the apparently weaker Lemma
6.3). We are able to extract from our argument a result about a cone-preserving map
on a polyhedral proper cone.
For any A ∈Mn(C) and x ∈ Cn, we denote by Wx the A-invariant subspace gen-
erated by x, that is, Wx = span{x,Ax,A2x, . . .}.
Lemma 8.2. Let A ∈Mn(C) and let λ ∈ σ(A). For any 0 /= x ∈ Cn, we have
W
F
(0)
λ (ε)x
= W
E
(0)
λ x
=N((A− λI)n) ∩Wx,
whereE(0)λ (respectively, F
(0)
λ (ε)) denotes the 0th (respectively, 0th transform) com-
ponent of A corresponding to λ, provided that ε is nonzero with sufficiently small
modulus. If A, λ and x are all real, then the subspaces under consideration can all
be taken to be real.
Proof. Since E(0)λ commutes with every polynomial in A, we have
W
E
(0)
λ x
={p(A)E(0)λ x : p is a complex polynomial}
=E(0)λ ({p(A)x : p is a complex polynomial})
=E(0)λ Wx.
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(In the case that A, λ and x are all real, we may take E(0)λ , WE(0)λ x , Wx and p all to
be real.)
For a similar reason, we also have W
F
(0)
λ (ε)x
= F (0)λ (ε)Wx . Now
E
(0)
λ Wx = E(0)λ (A|Wx )Wx =N((A|Wx − λI)n) =N((A− λI)n) ∩Wx.
When ε is nonzero, sufficiently small in modulus, we also have
F
(0)
λ (ε)Wx=ε((λ+ ε)I − A)−1E(0)λ Wx
=ε((λ+ ε)I − A)−1[N((A− λI)n) ∩Wx]
=N((A− λI)n) ∩Wx.
So our assertion follows. 
If A ∈ π(K) and F is a face of K , then we denote by F̂ the smallest A-invariant
face ofK including F . Note that for any x ∈ K , we have ̂(x) = ((A+ I )n−1x) =
(Wx ∩K) and span̂(x) = Wx (see [36, Lemma 2.1]).
Theorem 8.3. Let K be a polyhedral proper cone and let A ∈ π(K). Let ε > 0 be
such that J (i)A (ε) ∈ π(K) for i = 0, . . . , νρ − 1. Then for any 0 /= x ∈ K, we have
(i) (̂J (0)A (ε)x) = (E(A) ∩ ̂(x)); and
(ii) span(̂J (0)A (ε)x) = WZ(0)A x .
Proof. We may assume that ρx(A) = ρ(A); otherwise, (i) and (ii) both hold trivi-
ally.
(i) Denote by B the restriction of A to Wx (= span ̂(x)). Then B ∈ π(̂(x))
and ρ(B) = ρ(A). For i = 0, . . . , νρ − 1, since K and Wx are both invariant un-
der J (i)A (ε), so is W ∩K; hence ̂(x), which is (Wx ∩K), is also invariant un-
der J (i)A (ε). But J
(i)
B (ε) = J (i)A (ε)|Wx , so we have J (i)B (ε) ∈ π(̂(x)) for each i. By
applying Theorem 4.3 (ii) and (iii) to B, we infer that J (0)B (ε)̂(x) is a full subcone
of E(B) ∩ ̂(x). Thus
(A+ I )n−1J (0)A (ε)x=J (0)A (ε)(A+ I )n−1x ∈ J (0)A (ε)ri ̂(x)
=ri(E(A) ∩ ̂(x)).
Hence, we have
(
̂
J
(0)
A (ε)x) = ((A+ I )n−1J (0)A (ε)x) = (E(A) ∩ ̂(x)).
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(ii) follows from Lemma 8.2 (by taking λ = ρ(A)) and the fact that span
(
̂
J
(0)
A (ε)x) = WJ(0)A (ε)x . 
Proof of Theorem 8.1. Let α, β be the classes of P containing j and i respec-
tively. Choose any strongly combinatorial basis B for E(P ), say, B = {x(γ ) : γ
basic class}.
(i) By Theorem 8.3(ii) and (i) we have
Z
(0)
P ej ∈ span(̂J (0)P (ε)ej )= span(E(P ) ∩ ̂(ej )) ⊆ span(̂(ej ))
= span ̂(ej ).
Let I denote the initial subset for P determined by α, i.e., the union of all classes
having access to α. Since supp(ej ) = {j} ⊆ α, I is the smallest initial subset that
includes supp(ej ); so by [36, Theorem 3.1], ̂(ej ) equals the P -invariant face FI .
By applying the nonnegative-basis theorem to the restriction of P to span ̂(ej ),
we see that Z(0)P ej can be expressed in the form
∑
γ∈ cγ x(γ ), where we denote
by  the collection of all basic classes having access to α. By a reformulation of
Lemma 6.3 (cf. Lemma 6.4), for each γ ∈ , (P − ρ(P )I)kx(γ ) can be expressed as
a linear combination of those x(ω)s for which d(ω, γ )  k + 1 and hence for which
d(ω, α)  k + 1. Thus Z(k)P ej , which is (P − ρ(P )I)kZ(0)P ej , can be expressed as
a linear combination of those x(ω)s for which d(ω, α)  k + 1. Since k  di,j =
d(β, α), the β-subvector of Z(k)P ej must be zero. Hence, we have (Z(k))i,j = 0.
(ii) By Theorem 8.3(i), J (0)P (ε)ej and E(P ) ∩ ̂(ej ) generate the same P -invari-
ant face; so the union of all classes having access to supp(J (0)P (ε)ej ) is equal to
the union of all basic classes having access to α. By the nonnegative-basis theo-
rem, J
(0)
P (ε)ej can be expressed in the form
∑
τ∈ dτ x(τ), where  has the same
meaning as before. Furthermore, dτ is positive whenever τ is a basic class such that
d(τ, α) = 1, because J (0)P (ε)ej is semipositive and all such τ are precisely all the
classes final in . (If α is a basic class, then there is only one such τ , namely, α.)
Now by the definition of J (0)P (ε), we have
J
(0)
P (ε)ej = Z(0)P ej + ε−1Z(1)P ej + · · · + ενρ−1Z(νρ−1)P ej .
Express each Z(r)P er as a linear combination of the vectors in the basis B and note
that, by our proof of (i), for r = 1, . . . , νρ − 1, in the representation for Z(r)P ej ,
the coefficient of x(τ) is zero whenever d(τ, α) = 1. It follows that we have
cτ = dτ > 0, whenever τ is a basic class for which d(τ, α) = 1. Since Z(d−1)P ej =∑
γ∈ cγ (P − ρ(P )I)d−1x(γ ), using a reformulation of Lemma 6.3, we see that
Z
(d−1)
P ej can be expressed as a linear combination of those x(γ )s for which
d(γ, α)  d and moreover the coefficient of x(γ ) is positive whenever d(γ, α) = d .
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But β is a class (basic or nonbasic) such that d(β, α) = di,j = d; so there must
exist a basic class γ such that d(γ, α) = d and β >= γ . Now it is not difficult to
see that the β-subvector of Z(d−1)P ej must be strictly positive. Therefore, we have
(Z
(d−1)
P )i,j > 0. 
In passing, we would like to point out that our argument also establishes the fol-
lowing known fact (see [23, Lemma 2(ii)] and [22]): If α, β are classes of a nonneg-
ative matrix P such that d = d(α, β) > 0, then the principal submatrix of Z(d−1)P
with rows and columns indexed by the union of all classes that have access from α
and also have access to β is semipositive.
Using (2.1) and Theorem 8.1, one can readily deduce the following known result
on the growth rate (as ε → 0+) of the individual elements in the resolvent of a minus
(singular) M-matrix (associated with a nonnegative matrix) [19, Theorem 3.1(iii)].
For completeness, we would also like to mention that the decay rate (as ε →∞)
of the individual elements in the resolvent is also given in [19, Theorem 3.4(ii)] (in
terms of the shortest path length). These results are used in [19] to develop properties
of splittings of an M-matrix.
Corollary 8.4. Let P be an n× n nonnegative matrix. Let i, j ∈ 〈n〉 and let d =
di,j be the singular distance from i to j. If d > 0, then
lim
ε→0+
(εd)(((ρ(P )+ ε)I − P)−1)i,j = (Z(d−1)P )i,j > 0.
9. Final remarks
In this section, we conclude the paper with a few remarks.
In the paper we deal with the Perron generalized eigenspace only. Our treatment
actually also covers the corresponding situation for distinguished eigenvalues, be-
cause for a distinguished eigenvalue λ, we can apply our results to the restriction
map A|spanFλ, where Fλ is the A-invariant face {x ∈ K : ρx(A)  λ}, and define the
spectral cone of A for K corresponding to λ by
C(A;K, λ) = {x ∈N((A− λI)n) ∩K : (A− λI)ix ∈ K for i = 1, 2, . . .}.
In [33, p. 69], this author points out that until today very little is known about the
elements of π(K) which are not nonnegative linear combinations of its rank-one
elements. So, the fact that J (0)A (ε) belongs to π(K) (for K polyhedral and suffi-
ciently small ε > 0) can be regarded as a nice result, difficult to come by. It is nice,
because whereas the spectral cone plays a prevalent role in the unified approach of
this paper, it is the K-semipositivity of the 0th transform principal component that
makes this possible (for the polyhedral case). Another example of this kind is the
K-nonnegativity of the principal component Z(νρ−1)A (for a proper cone K). The
latter result has been used several times in our sequence of papers. In particular, it
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is needed in introducing the concept of the spectral pair of a face and in showing
that every cone-preserving map satisfies the local Perron–Schaefer condition (see
[36, Lemma 4.2, Theorem 4.7], and [34, Section 5.3.3]). Still another example of
this kind is provided by the K-nonnegativity of
∑
λ E
(νρ−1)
λ , where the summation
is taken over all eigenvalues λ in the peripheral spectrum of A that have the same
index as that of ρ(A). The result is crucial for establishing the relations between the
Perron–Schaefer condition and the peripheral spectrum of a cone-preserving map
(see [35]). All these examples suggest that the investigation of the cone π(K) may
be beneficial to the study of the spectral properties of its individual elements. (See
[34, Section 6.5], for further remarks.)
Despite this work, we have not yet obtained a cone version of the preferred-basis
theorem and, indeed, not even of the nonnegative-basis theorem. We know that if A
preserves a polyhedral proper cone, then E(A) contains a K-semipositive basis. But
the nonnegative-basis theorem guarantees the existence of a strongly combinatorial
basis, not merely a semipositive basis. In view of the correspondence between the
semi-distinguished classes and the semi-distinguished invariant faces of a nonneg-
ative matrix as given in [36, Theorem 3.6], we would like to make the following
conjecture:
Conjecture 9.1. Let K be a polyhedral proper cone. Let A ∈ π(K) and let m be
the algebraic multiplicity of ρ(A). Then there exist m semi-distinguished A-invariant
faces of K associated with ρ(A), say F1, . . . , Fm, such that for any choice of vec-
tors x1, . . . , xm with xi ∈ E(A) ∩ riFi for i = 1, . . . , m, {x1, . . . , xm} is a linearly
independent set (and hence forms a basis of E(A)).
In the nonnegative matrix case, the concepts of level characteristic and semi-dis-
tinguished classes (associated with the spectral radius) are closely related; indeed,
the former is defined in terms of the latter. For a cone-preserving map, the way
we define its level characteristic makes unclear its connections with the semi-dis-
tinguished invariant faces. It seems that there is something worth exploring in this
direction.
We conclude with an example which is in agreement with the conjecture and also
shows that the following natural cone version extension of the second part of the
preferred-basis theorem does not hold:
It is possible to choose the faces F1, . . . , Fm and the vectors x1, . . . , xm in such
a way that in addition to the property described in the conjecture the following is
also satisfied: For i = 1, . . . , m, we have (A− ρ(A)I)xi =∑mk=1 cikxk , where cik
is positive if Fk is strictly included in Fi and equals 0 otherwise.
Example 9.2. Let ei denote the ith standard unit vector of R5. Let K denote the
polyhedral proper cone in R5 given by: K = K1 ⊕K2, where K1 = pos{e1, e1 +
e2, e3, e2 + e3} and K2 = pos{e4, e5}. Let A be the 5 × 5 real matrix defined by:
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Ae1 = Ae2 = Ae3 = 0, Ae4 = 2e1 + e2 and Ae5 = e2 + 2e3.
Clearly, A ∈ π(K). It can be verified that the faces (2e1 + e2)⊕ (e4), (2e3 +
e2)⊕ (e5) and the extreme rays of K1 are precisely all the nonzero join-irreducible
A-invariant, and hence semi-distinguishedA-invariant, faces ofK (asA is nilpotent).
In this case, the algebraic multiplicity of ρ(A) equals 5, andA has precisely six semi-
distinguished A-invariant faces, all associated with ρ(A). It is readily seen that for
any choice of vectors x1, . . . , x5, with x1 from ri((2e1 + e2)⊕ (e4)), x2 from
ri((2e3 + e2)⊕ (e5)), and x3, x4, x5 each from the relative interior of any three
of the four extreme rays of K1, the set {x1, . . . , x5} is always linearly independent.
So this example is in agreement with our conjecture.
We now attempt to choose semi-distinguished A-invariant faces F1, . . . , F5 and
vectors x1, . . . , x5 respectively from the relative interior of these faces so that the
requirement given in the natural cone version of the second part of the preferred-
basis theorem is met, in addition to its first part. In order that the vectors x1, . . . , x5
form a linearly independent set, clearly we must choose the faces (2e1 + e2)⊕
(e4), (2e3 + e2)⊕ (e5), together with three of the four extreme rays of K1; say
F4 = (2e1 + e2)⊕ (e4) and F5 = (2e3 + e2)⊕ (e5). It is readily seen that,
for any choice of x4, x5 from riF4 and riF5 respectively, Ax4 (respectively, Ax5) is
a positive multiple of Ae4 (respectively, Ae5) and hence lies in the relative interior of
F4 (respectively, F5). So for any choice of the remaining faces F1, F2, F3 (from the
four extreme rays of K1) and the remaining vectors x1, x2, x3, either Ax4 or Ax5 can-
not be written as a positive linear combination of vectors chosen from {x1, . . . , x5} in
the desired manner. This shows that the natural cone version extension of the second
part of the preferred-basis theorem is invalid.
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