High rates of deleterious mutations could severely reduce the fitness of populations, even endangering their persistence; these effects would be mitigated if mutations synergize each others' effects. An experiment by Mukai in the 1960s gave evidence that in Drosophila melanogaster, viability-depressing mutations occur at the surprisingly high rate of around one per zygote and that the mutations interact synergistically. A later experiment by Ohnishi seemed to support the high mutation rate, but gave no evidence for synergistic epistasis. Both of these studies, however, were flawed by the lack of suitable controls for assessing viability declines of the mutation-accumulation (MA) lines. By comparing homozygous viability of the MA lines to simultaneously estimated heterozygous viability and using estimates of the dominance of mutations in the experiments, I estimate the viability declines relative to an appropriate control. This approach yields two unexpected conclusions. First, in Ohnishi's experiment as well as in Mukai's, MA lines showed faster-than-linear declines in viability, indicative of synergistic epistasis. Second, while Mukai's estimate of the genomic mutation rate is supported, that from Ohnishi's experiment is an order of magnitude lower. The different results of the experiments most likely resulted from differences in the starting genotypes; even within Mukai's experiment, a subset of MA lines, which I argue probably resulted from a contamination event, showed much slower viability declines than did the majority of lines. Because different genotypes may show very different mutational behavior, only studies using many founding genotypes can determine the average rate and distribution of effects of mutations relevant to natural populations.
T over the first 25 generations, together with the increase HE genomic rate of deleterious mutations and the in among-line variance, gave rise to an estimate of the way in which the mutations interact have important rate of viability-reducing mutations of nearly one per evolutionary consequences. Mutation rates on the order zygote per generation (Mukai 1964) . In later generaof one or more per zygote per generation could cause tions, the viability decline accelerated, suggesting that the extinction of small populations (Gabriel and Bürger mutations occurring in already mutation-laden back-1994; Lande 1995; Lynch et al. 1995) and could cause grounds had greater effects than those that occurred severe reductions in fitness (genetic loads) even in large initially (Mukai and Yamazaki 1968; Mukai 1969) . Subpopulations (Crow and Simmons 1983) . Synergistic sequent experiments by Mukai et al. (1972) and Ohniepistasis among deleterious mutations increases the efshi (1977a) appeared to support Mukai's mutation rate ficacy of selection against them and therefore reduces the mutational genetic load (Crow 1970) . High delete-estimate, although Ohnishi's was a bit lower. These later rious mutation rates with synergistic epistasis also create experiments were of shorter duration (40 generations) conditions favorable for the evolution of sexual reproand therefore had less power to detect an acceleration duction (Kondrashov 1988; Charlesworth 1990) .
of the rate of decline; nonetheless, the viability decline An early experiment on Drosophila by Mukai and in Ohnishi's experiment appeared to decelerate, inco-workers (Mukai 1964 (Mukai , 1969  Mukai and Yamazaki consistent with synergistic epistasis (see also García-1968) seemed to give evidence that the genomic rate Dorado and Caballero 2000; Fry 2001). of deleterious mutations, U, is indeed high and that
In the last several years, however, Mukai and Ohnishi's mutations synergize each others' fitness effects. Mukai conclusions have been called into question (Keightpropagated a set of mutation-accumulation (MA) lines ley 1996; García-Dorado 1997; García-Dorado and in which the second chromosome was protected from Caballero 2002). The central problem is that none of recombination and most selection. The viability decline the three experiments had a satisfactory control for the viability declines observed in the MA lines. Thus it is possible that some or all of the declines had nonmuta-1 declines include subtle changes of rearing conditions, Caballero (2002) have recently pointed out, mutation evolution of the balancer chromosome (Keightley rates appear to even have been heterogeneous among 1996), or scoring errors (Fry et al. 1999) . Furthermore, the lines in Mukai's experiment. a nonmutational decline occurring late in an MA experiment would give the false impression of synergistic epistasis, while one occurring early would have the reverse MATERIALS AND METHODS 
effect. Skepticism of Mukai's original conclusions has
Overview of MA experiments: In each of the experiments been bolstered in recent years by MA experiments on of Mukai (1964; Mukai and Yamazaki 1968) and Ohnishi Drosophila giving lower estimates of U (García-Dorado (1974; 1977a,b) , mutations were accumulated on second chroet al. 1998; Fry et al. 1999; Chavarrías et al. 2001 the strains studied; indeed, as García-Dorado and
Here, ⌬M is the per-generation rate of viability decline, and ⌬V is the rate of increase of among-line variance; the 5 scales the estimate to the entire genome. Variation in mutational effects causes U BM to systematically underestimate U; the two are equivalent only when all mutations have equal effects (Mukai et al. 1972) . Similarly, an upper-bound estimate of S, the average mutational effect, can be obtained as
Improved estimates of U BM and S BM can be obtained by replacing Mukai and Ohnishi's ⌬M estimates with estimates calculated from heterozygous and homozygous viabilities. Because ⌬V estimates are available only on the authors' original scale, this scale is retained. Letting P h (t ) represent the mean percentage of wild-type flies at generation t in the homozygous Figure 1 .-Relationship between viability of repulsion hetcrosses, we have erozygotes and the mean viability of the parental homozygotes
(3) in the MA experiment of Mukai and Yamazaki (generation 32) . Symbol sizes are proportional to the number of observa-Here, u i and s i are the mutation rates and effects, respectively, tions (one to five) with the given combination of values. The at the ith locus. Similarly, letting P r (t ) be the percentage of circles represent crosses between group 2 lines. The authors wild-type flies from the repulsion crosses, we have state that the cluster of 11 points (14 crosses) in the top right were crosses involving at least one group 1 line. Because crosses
were between lines with sequential numbers, and only two pairs of group 1 lines had sequential numbers (91 and 92; 15 where h i is the dominance coefficient at the ith locus, and and 16), two of these crosses must have been between group h s ϭ ͚u i h i s i /͚u i s i , the average dominance coefficient weighted 1 lines and the remaining 12 between a group 1 and group by s. Subtracting (3) from (4) and rearranging gives 2 line. Because group 1 lines had higher homozygous viability than group 2 lines, one can infer that the crosses between
(5) group 1 lines are the two rightmost points (squares), while the rest (triangles) were crosses between a group 1 and group 2 line. The line represents equal viability of heterozygotes and Thus ⌬M can be estimated if an estimate of h s is available.
homozygotes. This was redrawn from Figure 6 in Mukai and Mukai and Yamazaki (1968) and Ohnishi (1977b) both Yamazaki (1968). reported estimates of h s , but these are based on the authors' ⌬M estimates; therefore they cannot be used without circularity. Fortunately, estimates of a related quantity, not dependent on the authors' ⌬M estimates, are available for both experi-
The authors made the distinction between the group 2 (N ϭ 72) and group 1 (N ϭ 8) lines after noticing puzzling differ-ments. This is h s 2 , the average dominance weighted by s 2 rather than by s ; it can be estimated by dividing the covariance ences between the two groups. First, while viability of the group 2 lines declined steadily throughout the experiment, between repulsion heterozygote viability and midparent (homozygous) viability by the among-line variance for homozy-that of the group 1 lines remained essentially constant (Mukai and Yamazaki 1968 ; see also García-Dorado and Caballero gous viability (Mukai et al. 1972) . If h and s are negatively correlated, as is sometimes believed to be the case, h s 2 would 2002). Second, in repulsion crosses, there was a positive correlation between homozygous and heterozygous viability when underestimate h s . As the following example shows, the difference between the two quantities is likely to be slight. Suppose only crosses involving group 2 lines were considered, but a negative correlation when crosses involving group 1 lines were that there is an extreme negative correlation between h and s, such that h declines linearly from 0.5 to 0 as s, expressed considered (Figure 1 ). In the discussion, I argue that the best explanation for these results is that the group 1 lines as a proportion of original viability, increases from 0 to 0.5. (Values of s Ͼ 0.5 do not need to be considered, because the derived from a contamination event that occurred early in the experiment. For this reason, I restrict my analysis to the data sets to be analyzed include only "quasi-normal" lines, those with viability at least half of the starting viability.) If s group 2 lines. The authors reported estimates of h s 2 for these lines at generations 32 and 52 in their Table 4 . The same is assumed to have a triangular distribution that falls off from 0 to 0.5, then its probability density function is given by 4 Ϫ table presents among-line variances in homozygous viability, which were divided by generation number to give ⌬V estimates. 8s. Using h ϭ 0.5 Ϫ s and integrating gives h s ϭ E(hs)/E(s ) ϭ 1/4, and h s 2 ϭ E(hs 2 )/E(s 2 ) ϭ 1/5. Thus with a more realistic, Ohnishi's data set: Ohnishi (1977b) presents viability means of repulsion heterozygotes and the parental homozy-less extreme negative relationship between h and s, the difference between h s 2 and h s is likely to be trivial. In any case, any gotes at generations 10, 20, 30, and 40. In addition, he presents means at generations 3, 7, 15, and 25 for the 0.1-mm EMS bias caused by using h s 2 in place of h s would be in the same direction as the inequalities already present in (1) and (2). treatment and at generations 3, 7, and 13 for the 0.5-mm treatment. To test for linearity of the viability declines, the Mukai and Yamazaki's data set: Mukai and Yamazaki (1968) measured viability of homozygotes and repulsion het-log of the ratio of homozygous RV to heterozygous RV was regressed against generation number for each treatment, forc-erozygotes at generations 32 and 52. They report means and among-line variance estimates for all quasi-normal lines (their ing the regression through the origin (before any mutations had time to occur, heterozygotes and homozygotes would Tables 1 and 2) and for "group 2" lines only (their Table 4 ). It is possible to calculate four estimates of h s 2 for repul- (Figure 2) . One caveat is that while the authors excluded sion heterozygotes from data in Ohnishi's (1974) thefour lines with Ͻ20% wild type (RV Ͻ 0.5) at generation (G)32, no such criteria were applied at G52, when many sis, one each from G10, -20, -30, and -40 (see materials and methods). These are 0.16, 0.22, 0.20, and 0.03, the G10 estimate: t ϭ 4.1, d.f. ϭ 3, P ϭ 0.027). This gives evidence that the different results from the two respectively. Estimates can also be calculated from the coupling crosses; these are Ϫ0.02, 0.21, 0.14, and 0.08. studies cannot be explained by sampling error alone. All differ only slightly from the estimates calculated by García-Dorado and Caballero (2000) . Because the DISCUSSION coupling and repulsion estimates are similar, their means are used in Table 2 . The resulting estimates of ⌬M and A new method to estimate the rate of mutational decline in viability in two Drosophila mutation-accumu-U BM are 0-0.027 and 0-0.061, respectively ( Table 2) . The U BM estimates are considerably lower than Ohnishi's lation experiments yields two surprising conclusions. First, although homozygous viability means in Ohnishi's (1977a) estimate of 0.29.
Estimates of U BM and S BM for both studies are shown (1977a) MA experiments showed decelerating declines over time, the ratio of homozygous to heterozygous for a range of dominance estimates in Figures 3 and 4 . The difference in U BM estimates between studies stems viabilities indicates that the declines accelerated ( Figure  2) , consistent with synergistic epistasis. Second, apply-almost entirely from the different dominance estimates (Figure 3) . The estimates become quite sensitive to ing the method to Mukai and Yamazaki's (1968) and Ohnishi's (1974) data gives dramatically different esti-slight differences in h s as it approaches 0.5; for this reason, the estimate from G52 of Mukai and Yamazaki's mates of the minimum rate of spontaneous deleterious mutations per generation. Mukai's (1964) original esti-experiment (Table 2) should not be taken too seriously. Nonetheless, if one ignores the nonindependence of mate of nearly one mutation per zygote is supported, while that from Ohnishi's experiment is an order of different estimates from the same lines, the dominance estimates in Table 2 are significantly different between magnitude lower, consistent with some recent estimates (Fry et al. 1999; Chavarrías et al. 2001; Fry 2001) . studies (t ϭ 4.3, d.f. ϭ 4, P ϭ 0.013). The same is true for the U BM estimates (after log transformation, ignoring
These results are discussed in turn. ⌬M, ⌬V, and S BM are given on the percentage of wild-type scale. a Heterozygous viability was slightly lower than homozygous viability at this generation. (1974, 1977a,b) experiment (solid line). Ohnishi's (1977a) legend for details. regression estimate of ⌬V was used, and the per-generation increment of the difference between heterozygous and homozygous viabilities was estimated by regressing the differences against generation number, forcing the regression through clearly not the case in Ohnishi's experiments (Ohnishi the origin. Solid symbols correspond to mean dominance 1977a, Figure 7) . Unfortunately, Mukai and Yamazaki estimates from the two studies.
(1968) do not present data on lethal mutation rates after generation 32, although lethal rates appeared to have been roughly constant up until that time (Mukai 1964; Mukai and Yamazaki 1968) . Synergistic epistasis: An acceleration of fitness decline was observed in all four independent MA experi-One argument against invoking synergistic epistasis to explain the nonlinear viability decline in Ohnishi's ments considered, including the two EMS treatments of Ohnishi. Because the number of time points sampled spontaneous MA experiment is that the U BM estimate for this experiment, 0.011 mutations per haploid second was small, statistical tests for nonlinearity are either not possible or of low power. Nonetheless, the nonlinearity chromosome per generation, implies that the average number of mutations per line at G40 was considerably in Ohnishi's spontaneous MA experiment was significant, and the occurrence of the same pattern in the less than one. U BM is well known to underestimate U if mutational effects vary, however (Mukai et al. 1972) . In other three experiments gives evidence that the pattern is real. Unfortunately, data from later experiments in addition, as discussed below, synergistic epistasis itself causes U BM to underestimate U. which mutations were accumulated on Drosophila second chromosomes do not give information on the lin-Although Whitlock and Bourguet (2000) found evidence for synergistic epistasis among visible muta-earity of the declines, either because no appropriate control was available (Mukai et al. 1972) or because tions in Drosophila, several recent studies of other organisms have given little evidence for the phenomenon. viability assays were performed only once (Fry et al. 1999; Fry and Heinsohn 2002) .
In an approach comparable to Ohnishi's EMS treatments, Peters and Keightley (2000) subjected sets of The simplest explanation for the accelerating declines is that mutations had greater effects when they Caenorhabditis elegans to zero, one, or two rounds of EMS mutagenesis. For four of five traits examined, mutations occurred in backgrounds already containing multiple mutations than when they occurred in relatively muta-did not have a significantly greater effect when occurring in an already mutagenized background, but tion-free backgrounds. An alternative explanation is that mutation rates increased over time. As suggested there was a trend toward synergistic epistasis for most traits. Three studies (de Visser et al. 1997; Elena and by Nuzhdin et al. (1997) , increasing mutation rates in MA experiments could result from transposable ele-Lenski 1997; Elena 1999) tested for interactions among a set of known mutations in microbes and found no ment (TE) activity, because the rate of new insertions of a particular TE family is likely to be positively related evidence that synergistic epistasis is more common than diminishing-returns epistasis. It is possible that the prev-to copy number. The increasing mutation rate hypothesis leads to the prediction that lethal mutation rates alence of synergistic epistasis increases with organismal complexity; indeed, the high U in mammals suggested should have increased during the experiments. This was (67) ishi's experiment, causing him to overestimate ⌬M. The
The group 1 lines were numbers 15, 16, 37, 44, 58, 72, 91, analysis reported here lends support to that conclusion;
and 92 (Mukai and Yamazaki 1968) . The G32 and G52 values while the raw viability means in Ohnishi's experiment come from Mukai and Yamazaki (1968) . For G10-G25, viabilishowed an initial rapid decline followed by a much ties of a subset of group 1 lines (the "order method" controls) slower decline, no such pattern is observed when comand the mean of all quasi-normal lines are given by Mukai (1964 2003), as well as his mutation rate estimates. One caveat concerning the mutational parameter estimates reported here is that the Bateman-Mukai method, mosome having a lower mutation rate than the original like other available estimation methods, assumes addichromosome. tive interactions among loci. The evidence for syner-Overdominant mutations or contamination? Mukai gistic epistasis therefore potentially complicates interand co-workers obtained a puzzling array of results that pretation of the estimates. In the appendix, I show that seemed to indicate that new mutations were overdomiin an equal-effects model, synergistic epistasis causes the nant. In the coupling crosses, in which all lines were Bateman-Mukai method to underestimate the number crossed to a single high-viability line (no. 92), there was of mutations per line. The degree of underestimation a negative correlation between heterozygous viability depends on both the number of mutations per line and parental homozygous viability, as if mutations that and the strength of the epistasis. This provides another decreased homozygous viability increased heterozygous reason, in addition to the likely presence of variation in viability Mukai and Yamazaki 1968) . mutational effects, to regard the U BM estimates reported
In the repulsion crosses, as shown in Figure 1 , there here as underestimates of the true mutation rates.
was a positive correlation between heterozygous and The difference in mutation rate estimates between homozygous (midparent) viability for much of the the studies could be explained by differences in methodrange of midparent viability, but a negative correlation ology or by real differences in mutation rates between at the highest values (Mukai and Yamazaki 1968) . The the strains used. The former explanation seems unlikely.
authors termed the set of lines showing the positive Both studies used the same method for accumulating correlation the group 2 lines; these lines were assumed mutations, and although Mukai and Yamazaki (1968) (apparently accurately) to carry new deleterious mutaused a higher density than Ohnishi (1977a,b) used for tions. In contrast, the set of lines showing a negative the viability assays, Fry and Heinsohn (2002) found correlation included eight lines that they termed group that lowering the assay density increased rather than 1 lines; these lines retained high viability throughout decreased U BM estimates, primarily by decreasing the the experiment, as shown in Table 3 , and were therefore mutational variance. assumed to carry few or no mutations. The group 1 lines In contrast, the difference between the group 1 and included line 92, the common parent of the coupling group 2 lines in Mukai and Yamazaki's (1968) study crosses. Mukai and Yamazaki's (1968) interpretation (see materials and methods) suggests that different of the results in Figure 1 (as well as similar results at chromosomes can show large differences in rates of generation 52) was that overdominance of new mutamutational viability decline even within the same experitions was exhibited only when the mutations were presment. In the next section, I take up the issue of the ent on one homolog; they called this a "coupling-repulorigin of the two groups of lines. I argue that the group sion" effect. This would explain why strong heterosis 1 lines probably resulted from a contamination event early in the experiment, with the contaminating chro-was observed in crosses between group 1 and group 2 lines (Figure 1, triangles) , but not in crosses within each zygous and heterozygous (when crossed to line 92) relative viabilities of the lowest four sets were 0.745 and group (Figure 1, circles and squares) .
The coupling-repulsion hypothesis is biologically im-1.067, respectively, for a 26% increase of heterozygous over midparent viability. In contrast, crosses among the plausible, and Ohnishi's (1977b) crosses gave no evidence for either overdominance of mutations or a cou-group 2 lines at G32 showed only 4% heterosis ( Figure  2) , and the two crosses between group 1 lines showed pling-repulsion effect. A much simpler hypothesis, parenthetically suggested recently by García-Dorado no evidence for heterosis ( Figure 1) . In seeming support of Mukai and Yamazaki's (1968) and Caballero (2002) , is that the group 1 lines resulted from a contamination event occurring early in the ex-overdominance hypothesis, however, there is evidence for negative correlations between heterozygous and ho-periment. For example, in the founding generation, some of the balancer stock females may have been fertil-mozygous viabilities when only crosses generating I/II heterozygotes are considered. The correlation between ized by a male from a stock that had a second chromosome unrelated to the founding chromosome of the heterozygous and homozygous viability among the 12 putative crosses between group 1 and group 2 lines in group 2 lines. The contaminating second chromosome apparently had a lower mutation rate than the original Figure 1 is Ϫ0.56 (P ϭ 0.06). In addition, the four lowranking sets of lines from the coupling crosses at G32 chromosome and may have had higher homozygous viability initially. ) showed a negative correlation between mean heterozygous and homozygous viabilities This hypothesis can easily explain most of the puzzling results that Mukai and Yamazaki (1968) obtained.
(r ϭ Ϫ0.98, P ϭ 0.02). The former result, if real, could be explained by one or two group 1 lines having been A large number of studies have shown that heterozygotes for unrelated, nonlethal-bearing second chromo-misclassified as group 2 lines; these would have relatively high viability for group 2 lines, and so would be among somes have much higher viability, ‫%72ف‬ on average, than the parental homozygotes (summarized in Charles-the rightmost triangular points in Figure 1 , but would not give rise to as much heterosis as the other lines. worth and Charlesworth 1987). In the coupling crosses, two types of genotypes would have been pro-One or two incorrectly classified lines would not have a major effect on the mutation rate estimates presented duced, I/II heterozygotes and I/I homozygotes. The latter were derived from lines with higher homozygous above. The latter result is probably a coincidence. The range of heterozygous viabilities was small (RV ϭ 1.06-viability, but the former were heterozygotes for unrelated chromosomes and hence had higher viability. In 1.08), and no similar correlations were observed when the same sets of lines were crossed to two additional the repulsion crosses, three types of genotypes would have been produced, I/I, I/II, and II/II. The viability unrelated chromosomes (Mukai et al. 1965) or in crosses to line 92 at G60 (Mukai and Yamazaki 1968, relationships expected under the contamination hypothesis are I/II Ͼ I/I Ͼ II/II, as observed ( Figure 1) . Figure 5 ). The contamination hypothesis has important implica-The contamination hypothesis also explains the much higher genetic variance among repulsion heterozygotes tions for interpretation of the above mutation rate estimate from the group 2 lines. If the hypothesis is correct, than among coupling heterozygotes (Mukai and Yamazaki 1968) : the former contained relatively low-viability two founding chromosomes, when crossed to the same balancer stock, showed very different rates of mutational II/II genotypes, while the latter lacked this group.
The heterosis in crosses between group 1 and group decline of viability. Therefore the high mutation rate estimated for the group 2 lines is apparently not a gen-2 lines can be estimated from both the coupling and repulsion crosses and is remarkably close to the ex-eral property of Drosophila melanogaster second chromosomes, even under the conditions of Mukai's experi-pected 27% for crosses between unrelated chromosomes. Considering the 12 repulsion crosses inferred ment. The analysis of Ohnishi's data presented above and the results of two recent MA experiments (Fry et to be between group 1 and group 2 lines (Figure 1) , heterozygous and homozygous means estimated from al. 1999; Fry 2001; Fry and Heinsohn 2002) add support to this conclusion. Figure 1 are 35.6 and 30.1%, respectively. On the relative viability scale, these are 1.106 and 0.861, respec-
The different behavior of the two groups raises the question of what sort of mutations were responsible for tively, for a 28% increase of heterozygous over homozygous viability. Although Mukai and co-workers do not the rapid viability decline of the group 2 lines. That these lines may have had unusually high TE activity is give the results of the coupling crosses broken down by which group the parental lines belonged to, Table 3 in supported by two indirect pieces of evidence. First, Fry and Nuzhdin (2003) present evidence that TE inser- Mukai et al. (1964) gives heterozygous and homozygous means from G32 for five sets of 16 lines each, ranked tions have greater average dominance in their viability effects than do base substitutions; the relatively high by homozygous viability. It can be safely assumed that all the group 1 lines were in the highest-ranking set.
dominance of mutations in the group 2 lines is therefore consistent with high TE activity. Second, in two MA Line 92 had homozygous relative viability of 0.945 (32.08% wild type; Mukai et al. 1964) , and mean homo-experiments where different progenitor second chro- ila, Vol. 3c, edited mosomes were crossed to the same balancer stock, we by M. Ashburner, H. L. Carson and J. N. Thompson. Academic found the retrotransposable element copia to be active Press, London. de Visser, J. A. G. M., R. F. Hoekstra and H. van den Ende, 1997 in one set of lines (Fry and Nuzhdin 2003) but not in Test of interaction between genetic markers that affect fitness in the other (the "Experiment 2" lines of Fry and Hein-
