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IZusammenfassung
Ein neues Verfahren der sequentiellen konvexen Optimierung (SCP) zur Lösung
allgemeiner kontinuierlicher und restringierter nichtlinearer Optimierungsprobleme
(NLP) wird vorgestellt, das die Approximation der Method of Moving Asympto-
tes (MMA) mit einer Trust-Region-Strategie kombiniert. Als Trust-Region für diese
Methode wird das Gebiet zwischen den MMA-Asymptoten abzüglich einem festen
Sicherheitsabstand deniert, um die Beschränktheit der Approximationen zu ge-
währleisten. Die Asymptoten, die notwendig für das Aufstellen der Approximationen
sind, werden implizit über die Steuerung des Trust-Region-Radius im Sinne einer
Trust-Region-Methode erzeugt. Der Algorithmus Trust-Region Sequential Convex
Programming - TRSCP wird vorgestellt und die globale Konvergenzeigenschaft
des neuen Verfahrens wird nachgewiesen. TRSCP ist sowohl ein SCP-Verfahren,
als auch eine Trust-Region-Methode. Im Unterschied zu anderen Ansätzen auf die-
sem Gebiet, benötigt TRSCP keine explizite Trust-Region zusätzlich zu den MMA-
Asymptoten. Darüber hinaus behindert eine aktive Trust-Region nicht die globale
Konvergenzeigenschaft des neuen Verfahrens. TRSCP ist im Programm TRSCP1.0
implementiert. Es wird gezeigt, daÿ TRSCP1.0 ein leistungsfähiges Programm zur
Lösung von nichtlinearen Optimierungsproblemen ist und ein Vergleich mit einer
Line-Search-Methode wird durchgeführt.
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Abstract
Title: A method of sequential convex programming with a combined
trust-region/move-limits stabilization for solving nonlinear constrained
optimization problems
A new sequential convex programming (SCP) method for solving general continuous
and constrained non-linear programs (NLP) is introduced combining the approxi-
mation of the method of moving asymptotes (MMA) with a trust-region strategy.
The trust-region of this method is the area between the asymptotes dening the
MMA-approximations, minus a xed safety distance due to boundedness of the de-
rivations of the approximations. The asymptotes necessary for the approximations
are generated implicitly by controlling the trust-region in the sense of a trust-region
method. A proof of global convergence of the new method is given and the algo-
rithm Trust-Region Sequential Convex Programming - TRSCP is presented. Hence
TRSCP is the implementation of a SCP- as well as a trust-region method. Die-
rent to other approaches in this area, TRSCP does not need an explicit trust-region
and asymptotes combination. Furthermore, an active trust-region does not prevent
convergence properties of the new method. TRSCP has been implemented in the
program TRSCP1.0. It will be shown that TRSCP1.0 is a powerful tool for solving
continuous nonlinear programs. A comparison between TRSCP1.0 and a line-search
method is performed.
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Kapitel 1
Einleitung
In der vorliegenden Arbeit wird ein neuer Ansatz zur Lösung von kontinuierlichen,
nichtlinearen und restringierten Optimierungsproblemen vorgestellt. Der Lösungs-
ansatz basiert auf einem Verfahren der sequentiellen konvexen Optimierung, der
aufgrund einer Trust-Region-Stabilisierung globale Konvergenzeigenschaften besitzt.
Das neue Optimierungsverfahren heiÿt TRSCP1.
TRSCP gehört zu der Klasse der SCP2- bzw. Trust-Region-Verfahren und kann zur
Lösung von folgendem NLP3 eingesetzt werden.
Denition 1.0.1 (Nichtlineares Optimierungsproblem)
Das Problem
(NLP)
Minimiere f(x);
unter hj(x) = 0; j = 1; : : : ;mg;
hj(x)  0; j = mg + 1; : : : ;m;
x 2 IRn;
(1.1)
heiÿt nichtlineares Optimierungsproblem (NLP).
Für die Funktionen f und hj, j = 1; : : : ;m, wird zweimalige stetige Dierenzierbar-
keit gefordert bzw. vorausgesetzt.
Bei sequentiellen Optimierungsverfahren wird iterativ, ausgehend von einer will-
kürlichen Schätzung für die Lösung von NLP, ein Teilproblem aufgestellt und an-
schlieÿend gelöst. Die Lösung des Teilproblems sollte einfacher zu berechnen sein als
die des Gesamtproblems und sollte in einem gewissen Sinn eine Verbesserung der
ursprünglichen Iterierten sein. Mit dem Ergebnis des Teilproblems wird ein neues
Teilproblem aufgestellt und so eine Folge von Näherungen für die Lösung des NLPs
erzeugt. Das heiÿt, ein iteratives SCP-Verfahren erzeugt eine Folge von Vektoren,
1steht für Trust-Region Sequential Convex Programming
2steht für Sequential Convex Programming
3steht für Non-Linear Program
3
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die Entwicklungspunkte für die Teilprobleme sind. Die Iteration endet, wenn eine
Lösung oder eine hinreichend genaue Näherung für eine Lösung von NLP gefunden
wurde.
Die SCP-Verfahren haben ihren Ursprung in den achtziger Jahren des 20. Jahr-
hunderts. In Fleury und Braibant [20] wurde die Methode CONLIN4 zur Lösung
von Aufgaben aus dem Bereich der mechanischen Strukturoptimierung vorgestellt.
Durch konvexe Approximation der Funktionen eines NLPs werden einfach zu lösen-
de Teilprobleme erzeugt und ezient gelöst. Die entstehende Iterationsfolge nähert
eine Lösung des NLPs an.
Moderne SCP-Verfahren basieren auf MMA5, einem Vertreter dieser Optimierungs-
verfahren. Hier werden konvexe Teilprobleme erzeugt, indem die Zielfunktion f und
die Ungleichungsnebenbedingungen hj, j = mg + 1; : : : ;m, bezüglich reziproker Va-
riablen linearisiert werden. Die Gleichungsnebenbedingungen hj, j = 1; : : : ;mg, wer-
den mittels einer gewöhnlichen Linearisierung in diese Teilprobleme aufgenommen.
Bei MMA-Methoden müssen zwei Schranken L 2 IRn und U 2 IRn gewählt werden,
zwischen denen sich die Variable bewegen kann. L und U sind Asymptoten für die
konvexe Approximation.
Denition 1.0.2 (MMA-Approximation)
Sei x 2 IRn und h : IRn ! IR. Weiter sei z 2 IRn, L 2 IRn und U 2 IRn mit
Li < zi < Ui, i = 1; : : : ; n. Dann ist die Funktion
~h(x; z; L; U) := h(z) +
X
n
i=1;:::;n:
@h(z)
@xi
0
o
@h(z)
@xi
(Ui   zi)2

1
Ui   xi  
1
Ui   zi

 
X
n
i=1;:::;n:
@h(z)
@xi
<0
o
@h(z)
@xi
(zi   Li)2

1
xi   Li  
1
zi   Li

(1.2)
eine MMA-Approximation von h(x) im Entwicklungspunkt z.
Eine MMA-Approximation ist eine Näherung 1. Ordnung der zugrundeliegenden
Funktion. Auÿerdem ist sie konvex und separabel, d.h. die zugehörige Hessematrix
ist diagonal.
Ein Optimierungsverfahren heiÿt global konvergent, wenn es von jedem beliebigen
zulässigen Startwert aus konvergiert. SCP-Verfahren benötigen eine Stabilisierungs-
technik, um globale Konvergenz zu erreichen. Dies kann beispielsweise durch eine
Schrittweitensteuerung erfolgen. Als Schrittweite wird der Abstand zwischen dem
Entwicklungspunkt und der Teilproblemlösung bezeichnet.
In dieser Arbeit wird die Methode TRSCP vorgestellt. TRSCP ist ein SCP-Verfahr-
en mit kombiniertem Trust-Region-/Move-Limits-Ansatz, d.h. dieses SCP-Verfahren
4steht für CONvex LINearization
5steht für Method of Moving Asymptotes
5wird mittels einer Trust-Region-Strategie stabilisiert. Hierbei wird der Bereich zwi-
schen den MMA-Asymptoten L und U als Trust-Region angesehen. Durch Steuerung
der Asymptotenerzeugung im Sinne einer Trust-Region-Methode wird globale Kon-
vergenz des Verfahrens erreicht.
Svanberg [57] hat in der Methode MMA die grundlegende Approximationsidee der
SCP-Verfahren vorgestellt. Zillober [69] präsentierte das erste global konvergente
SCP-Verfahren, indem ein auf der MMA-Approximation basierendes iteratives Op-
timierungsverfahren mit einer Line-Search-Methode kombiniert wurde. Weiter folg-
ten in Svanberg [59] und Zillober [74] global konvergente SCP-Methoden für allge-
meine, kontinuierliche und restringierte, nichtlineare Optimierungsprobleme. Diese
zwei SCP-Methoden sind Standardverfahren zur Lösung von Strukturoptimierungs-
problemen. In Svanberg [58] und Zillober et al. [78] wurde die Ezienz der bei-
den Verfahren zur Lösung von hochdimensionierten strukturmechanischen Optimie-
rungsproblemen gezeigt. Darüber hinaus wurde das SCP-Verfahren von Zillober [74]
zur Lösung von hochdimensionierten Topologieoptimierungsproblemen und Steue-
rungsproblemen basierend auf semilinearen, elliptischen, partiellen Dierentialglei-
chungssystemen angewandt. Ertel [11] kombiniert die MMA-Approximation mit ei-
ner Filter-Methode zu einem neuen SCP-Verfahren. Filter sind eine weitere Möglich-
keit zur Stabilisierung von sequentiellen Optimierungsverfahren. Durch einen Filter
wird einerseits die Zulässigkeit von Iterationspunkten und andererseits der Wert der
Zielfunktion bewertet. Filter-Methoden erzeugen bezogen auf den Wert der Ziel-
funktion zumeist nicht-monotone Folgen. Bei dem SCP-Filter-Verfahren aus Ertel
[11] werden im Allgemeinen mehr Teilproblemlösungen als neue Entwicklungspunk-
te bzw. Iterationspunkte akzeptiert als beim Einsatz einer Line-Search-Methode. In
Stingl et al. [56] wurde der Algorithmus PENSCP vorgestellt, der auf dem SCP-
Verfahren aus Zillober [74] aufbaut und der Lösung von FMO6-Problemen mit mul-
tiplen Lastfällen dient. Mit diesem SCP-Verfahren können semidenite Probleme
gelöst werden. Für semidenite Nebenbedingungen kommt hierbei eine speziell an-
gepaÿte Approximation zur Erstellung von Teilproblemen zum Einsatz. In Ertel et
al. [12, 13] werden ebenfalls FMO-Probleme mittels einer SCP-Methode gelöst. Das
in Ertel et al. [13] vorgestellte SCP-Verfahren basiert auf strikter Zulässigkeit, wobei
in jeder Iteration die Zulässigkeit einer gegebenen Teilmenge der Nebenbedingungen
von NLP garantiert ist.
Ein Beispiel für ein nichtlineares, kontinuierliches Optimierungsproblem, das mittels
eines SCP-Verfahrens ezient gelöst werden kann, ist die mathematische Formulie-
rung folgender Aufgabe.
Bestimme für das statisch bestimmte Stabtragwerk aus Abbildung 1.1 den minima-
len Durchmesser der Stäbe, wenn die auf das Tragwerk wirkende Kraft p und das
Material der Stäbe bekannt sind.
Ein statisch bestimmtes Stabtragwerk ist eine Struktur aus geraden Stäben, die zum
Teil an ihren Enden miteinander durch Gelenke verbunden sind und bei dem die
6steht für Free Material Optimization
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Abbildung 1.1: Statisch bestimmtes Stabtragwerk mit einwirkender Kraft p
Lager- und Stabkräfte aus den Gleichgewichtsbedingungen der Statik bestimmbar
sind.
Ein einzelner Stab ist ein Bauteil mit einer wesentlich gröÿeren Länge als Breite,
das ausschlieÿlich in seiner Längsrichtung durch Zug bzw. Druck belastet werden
kann. Eine Einführung in die Theorie der statisch bestimmten Stabtragwerke bietet
Krätzig et al. [29].
Optimierungsaufgaben wie in Abbildung 1.1 stammen aus dem Bereich der Mechanik
und werden unter dem Begri Auslegungsoptimierung bzw. unter dem Überbegri
Strukturoptimierung zusammengefaÿt. Einen Einblick in die Strukturoptimierung
aus Ingenieurssicht bieten die Bücher von Harzheim [24], Bendsøe und Sigmund [3],
Papalambros und Wilde [38], Haug und Arora [25], Haftka und Gürdal [22] und
Vanderplaats [63].
SCP-Methoden haben sich als besonders eektiv bei der Lösung von Strukturopti-
mierungsaufgaben herausgestellt. Ein Blick auf das mathematische Modell für die
Aufgabenstellung zu Abbildung 1.1 zeigt den Grund hierfür.
Aufgabe 1.0.3 (Two-bar-truss)
Seien die konstanten Längen li > 0 der beiden Stäbe i := 1 bzw. i := 2 gegeben
und das Stabtragwerk an zwei Stellen xiert7. Weiter seien die Winkel  , 'i und die
Kraft p 2 IR2 festgelegt. Dann wird die mimimale Querschnittsäche xi der Stäbe
7Dargestellt in Abbildung 1.1 durch eine Verbindung der Stäbe mit dem Mauerwerk.
7duch folgende Minimierungsaufgabe bestimmt:
Minimiere
2X
i=1
xi;
unter xi > 0;
u1(x)  u1 > 0;
u2(x)  u2 < 0:
(1.3)
Die vertikalen und horizontalen Verformungen u1(x) und u2(x) ergeben sich als
Lösung des Gleichungssystems K(x)u = p, wobei p der Vektor der äuÿeren Kräfte
ist und K(x) die globale Steigkeitsmatrix. Für die Koezienten von u gilt
u1(x) :=
jpj

cos 

sin2 '2
x1
+
sin2 '1
x2

  sin 

sin'2 cos'2
x1
+
sin'1 cos'1
x2

sin2('1   '2)
;
u2(x) :=
jpj

sin 

cos2 '2
x1
+
cos2 '1
x2

  sin 

sin'2 cos'2
x1
+
cos'1 cos'1
x2

sin2('1   '2)
:
(1.4)
Die globale Steigkeitsmatrix K(x) ist die Summe der Elementsteigkeitsmatrizen
Ke(xi) mit
Ke(xi) := xi

cos2 'i sin'i cos'i
sin'i cos'i sin
2 'i

: (1.5)
Eine Ersetzung der reziproken Variablen mit y1 :=
1
x1
und y2 :=
1
x2
führt zu linearen
Restriktionen, d.h., insgesamt auf ein lineares Optimierungsproblem.
In der vorliegenden Arbeit werden Fragestellungen aus dem Bereich der Strukturop-
timierung behandelt, die die Auslegung und die Topologie einer Struktur betrachten.
Weitere Themen, wie zum Beispiel die Wahl der Geometrie oder des Materials, wer-
den in dieser Arbeit nicht behandelt. Für das Thema FMO, das zu semideniten,
nichtkonvexen Optimierungsproblemen führt, wird auf Bendsøe et al. [2], Ben-Tal
et al. [4], Zowe et al. [79] und Kocvara et al. [28] verwiesen.
Einfache Strukturen lassen sich mit wenigen Parametern analytisch beschreiben und
Strukturoptimierungsaufgaben über diese Parameter direkt formulieren. Allgemei-
ne mechanische Strukturen werden durch eine Idealisierung mittels einer Finiten-
Elemente-Methode, d.h. über eine Diskretisierung des Problems mathematisch mo-
dellierbar. Hierbei wird die zu diskretisierende Struktur mit einem sogenannten Netz
überzogen. Mit Hilfe dieses Netzes wird die Struktur in Teilkörper aufgeteilt. Die
Form der Teilkörper ist so zu wählen, daÿ ihre Eigenschaften, wie zum Beispiel
Steigkeit, bekannt sind. So kann die Ausgangsstruktur durch ein Netz einfacher
Elemente mit bekannten Eigenschaften angenähert werden.
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Abbildung 1.2 zeigt ein Bild der MS Radiance of the Seas. Die Struktur dieses
Schies wurde mittels des SCP-Verfahrens von Zillober [74] gewichtsreduziert. In
Abbildung 1.3 ist das hierbei verwendete Finite-Elemente-Modell dargestellt.8
Abbildung 1.2: MS Radiance of the Seas
Abbildung 1.3: Finite-Elemente-Netz der Radiance of the Seas
Mit einer Finite-Elemente-Diskretisierung wird eine Approximation eines mathema-
tischen Modells einer Struktur beschrieben. Jedes diskrete Element der Struktur
sollte eine einfachere mathematische Beschreibung haben als das Gesamtproblem.
8Abbildung 1.2 und 1.3 sind aus Zillober und Vogel [72] mit freundlicher Genehmigung.
9Zur Erläuterung des Einsatzes der Finiten-Elemente-Methode sei eine Aufgabe be-
trachtet, die eine bestimmte Steigkeit von einer Struktur fordert. Die Steigkeit ist
eine Gröÿe in der Mechanik, die den Widerstand einer Struktur gegen Verformung
durch eine Kraft beschreibt. Die Steigkeit einer Struktur ist von deren Material
sowie ihrer Geometrie abhängig. Die Dimension der Steigkeitsmatrix K(x) 2 IRqq
der Struktur bestimmt sich aus der Anzahl der Freiheitsgrade q 2 IN der Pro-
blemstellung. Die Struktursteigkeitsmatrix K(x) ergibt sich aus der Summe der
Element-Steigkeitsmatrizen Ke(xi), i = 1; : : : ; n, d.h.
K(x) :=
nX
i=1
Ke(xi): (1.6)
Jedes der n Elemente der Finite-Elemente-Diskretisierung besitzt eine Element-
Steigkeitsmatrix Ke(xi) 2 IRqq. Eine Element-Steigkeitsmatrix hat für jeden
Freiheitsgrad q der Modellierung eine Zeile bzw. Spalte. Beeinussen sich zwei Frei-
heitsgrade in diesem Element gegenseitig, dann werden die Einträge in der Element-
steigkeitsmatrix durch die Richtung der insgesamt wirkenden Kräfte bzw. Verschie-
bungen bestimmt. Weiter beeinussen Gröÿe, Form und Material des Elements die
Element-Steigkeitsmatrix. Als Beispiel siehe die Element-Steigkeitsmatizen (1.5).
Ist die Summe aller auf einen Körper einwirkenden Kräfte gleich Null, dann bendet
sich dieser in einem statischen Gleichgewicht. Ist eine Struktur in einem statischen
Gleichgewicht, wird über die Gleichgewichtsbeziehung
K(x)u = p (1.7)
die Steigkeitsmatrix mit dem Vektor u 2 IRq der globalen Verschiebungen und mit
dem Vektor p 2 IRq der in Richtung der globalen Verschiebungen auf das Bauteil
einwirkenden Kräfte verknüpft. Die Beziehung (1.7) ist grundlegend, um ein Struk-
turoptimierungsproblem aufstellen zu können.
Je feiner ein Finite-Elemente-Netz gewählt wird, desto genauer ist die mathemati-
sche Beschreibung der Struktur. Im Gegenzug wächst durch die Verfeinerung des
Netzes die Dimension des mathematischen Modells.
Eine Einführung und einen Überblick über Finite-Elemente-Methoden bieten die
Bücher von Bathe [1], Hahn [23] und Zienkiewiez und Taylor [67, 68].
Ein mathematisches Modell einer Struktur soll wirksam und zuverlässig sein. Hierbei
wird unter wirksam verstanden, daÿ ein solches Modell bei einer gegebenen Genauig-
keit den Aufwand zur Lösung des Problems gering hält. Ein mathematisches Modell
heiÿt zuverlässig, wenn die zu erreichende Genauigkeit vorhergesagt werden kann.
Wird mittels einer Topologieoptimierung ein Stabtragwerk mit minimalem Gewicht
gesucht, das einer bestimmten Belastungsanforderung genügt, ist die Frage zu be-
antworten, welche Stäbe in dieser Struktur benötigt werden. Das heiÿt, es ist zu
entscheiden, welche Knoten des Tragwerks miteinander verbunden sind und welche
nicht. Die Änderung der Verbindungen der Knoten hat einen grundlegenden Einuÿ
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auf die mathematische Formulierung des Problems. Dies führt zu Unstetigkeiten,
aufgrund der Wechsel der Problemformulierung. Im allgemeineren Fall wird mit
einer Topologieoptimierung bei einem vorgegebenen Volumen die optimale Materi-
alverteilung für eine Struktur gesucht, d.h. es wird die benötigte Dicke des Materials
in der Struktur bestimmt. Um Unstetigkeiten zu vermeiden wird für jede Stelle, die
potentiell Material enthalten kann, eine minimale Dicke gefordert. Deshalb kann
die gesamte Optimierung mit ein und derselben Problemformulierung durchgeführt
werden. Nach der Optimierung können Elemente, die genau die minimal geforderte
Dicke haben aus der Struktur entfernt werden. Erst dadurch wird die Topologie der
Struktur verändert.
Abbildung 1.4 zeigt die Skizze einer Topologieoptimierungsaufgabe. Innerhalb des
Rechtecks darf Material verteilt werden. Der Pfeil deniert die auf die Struktur
einwirkende Kraft. Die Struktur ist an der oberen und unteren linken Ecke xiert,
d.h. die Knoten an diesen Stellen dürfen nicht verschoben werden. Die Fixierung ist
durch die schwarzen Dreiecke dargestellt.
Abbildung 1.4: Skizze einer Topologieoptimierungsaufgabe
Eine mittels einer SCP-Methode bestimmte Lösung der skizzierten Topologieopti-
mierungsaufgabe ist in Abbildung 1.5 dargestellt.
In den siebziger Jahren des 20. Jahrhunderts wurden die ersten Verfahren zur Lösung
von Optimierungsproblemen vorgestellt, deren Konvergenz mit einer Trust-Region-
Methode stabilisiert wurde. Die Einführung einer Trust-Region ist eine Möglichkeit,
die Konvergenzeigenschaften sequentieller Optimierungsmethoden zu unterstützen.
Für einen Entwicklungspunkt wird eine Umgebung deniert, in der davon ausgegan-
gen wird, daÿ das Optimierungsproblem hinreichend genau abgebildet wird. Durch
eine zusätzliche, künstliche Nebenbedingung im Teilproblem wird die Menge der
möglichen Lösungen auf die sogenannte Trust-Region eingeschränkt. Diese künstli-
che Nebenbedingung bewirkt, daÿ die Schrittweite, mit der sich ein solches Verfahren
auf einer Abstiegsrichtung bewegt, kontrolliert wird. Von Iteration zu Iteration kann
durch geeignetes Vergröÿern oder Verkleinern der Trust-Region globale Konvergenz
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Abbildung 1.5: Lösung der Topologieoptimierungsaufgabe aus Abbildung 1.4
des Optimierungsverfahrens erreicht werden. Ein Verfahren heiÿt global konvergent,
wenn ein beliebiger Startpunkt gewählt werden kann und das Verfahren eine Nähe-
rungslösung des Optimierungsproblems berechnet.
Mit Powell [40] wurde ein Trust-Region-Verfahren vorgestellt und der Begri Trust-
Region eingeführt. Fletcher [17] präsentiert einen Trust-Region-Modellalgorithmus,
der als Grundlage für diese Art der Optimierung gilt. Conn et al. [9] bietet vor-
rangig für unrestringierte Optimierungsprobleme eine intensive Einführung in die
Trust-Region-Methoden. Vorwiegend SQP9-Verfahren werden mit Hilfe der Trust-
Region-Methode stabilisiert. Für diese Trust-Region-Verfahren ist globale Konver-
genz und im Allgemeinen lokale superlineare bis quadratische Konvergenz nach-
weisbar. Trust-Region-Methoden für unrestringierte Probleme sind ausführlich in
z.B. Morè [34], Powell [41, 43] und Sorensen [55] diskutiert. Die Kombination von
Trust-Region-Technik und Line-Search-Methode wird in Nocedal und Yuan [36] un-
tersucht. Hier wird eine Line-Search zurück zur Näherungslösung aus der vorher-
gehenden Iteration durchgeführt, sollte die Prognose für die Lösung des aktuellen
Teilproblems über die erwartete Verbesserung des Zielfunktionswerts schlecht sein.
Ziel ist es, einen Entwicklungspunkt für ein Teilproblem zu bestimmen, für dessen
Lösung diese Prognose hinreichend gut ausfällt. Es existiert umfangreiche Literatur
über Trust-Region-Methoden für restringierte nichtlineare Optimierungsprobleme,
z.B. mit Gleichungsnebenbedingungen in Dennis et al. [10], Byrd et al. [6], Celis et
al. [7], Powell und Yuan [44] und für allgemein restringierte nichtlineare Optimie-
rungsprobleme z.B. in Yuan [65]. Um lokal quadratische Konvergenz zu erhalten,
bedarf es Ableitungen 2. Ordnung. Benötigen frühere Algorithmen die Auswertung
einer Penalty-Funktion, kommen neuere Trust-Region-Verfahren ohne dieses Hilfs-
mittel aus. Fletcher und Leyer [18] präsentieren ein Trust-Region-Verfahren ohne
Strafkostenfunktion, das mit einem Filter die Aufgabe einer Penalty-Parameter-
Merit-Funktion ersetzt. Die globale Konvergenz dieser Methode wird in Fletcher et
9steht für Sequential Quadratic Programming
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al. [19] bewiesen. In Ulbrich und Ulbrich [62] wird ein nichtmonotones, ebenfalls
Penalty-Funktion-freies Trust-Region-Verfahren ohne den Filter von Fletcher und
Leyer [18] vorgestellt. Diese Methode ist global konvergent und konvergiert lokal
quadratisch. Das Verfahren von Ulbrich und Ulbrich [62] benötigt hierfür keinen
Korrekturschritt basierend auf Informationen 2. Ordnung.
In Ni [35] wird ein unrestringiertes SCP-Verfahren vorgestellt, das durch das Ein-
führen einer Trust-Region stabilisiert wird. Zusätzlich zu den bereits vorhandenen
MMA-Asymptoten L 2 IRn und U 2 IRn wird hier eine Trust-Region mit dem Trust-
Region-Radius  2 IR eingeführt. Dies unterscheidet sich grundlegend von dem in
dieser Arbeit vorgestellten Ansatz, bei dem der Bereich zwischen den Asymptoten
L und U als Trust-Region angesehen bzw. genutzt wird. Weiter können bei TRSCP
Gleichungs- und Ungleichungsnebenbedingungen in der Problemstellung betrachtet
werden. In Ni [35] wird ein Trust-Region-Algorithmus für Optimierungsprobleme
ausschlieÿlich mit Schranken als Nebenbedingungen aufgestellt. Dieser Ansatz soll
im Folgenden kurz ausgeführt werden.
Denition 1.0.4
Das Problem
(BCP)
Minimiere f(x);
unter x 2 X (1.8)
mit
X := fx 2 IRn : xi  xi  xi; i = 1; : : : ; ng; (1.9)
heiÿt box-constrained10 Optimierungsproblem (BCP).
Ein box-constrained Optimierungsproblem ist ein NLP mit mg := 0 und m := 2n,
wobei die Nebenbedingungen speziell durch Schranken gewählt sind.
Ausgehend von einer Näherungslösung von BCP soll der Algorithmus aus Ni [35]
eine Folge von Iterationen erzeugen, die gegen eine Lösung von BCP konvergiert.
Unter einer Lösung wird hierbei ein Element aus X verstanden, von dem aus keine
Abstiegsrichtung zu einem anderen Element aus X gefunden werden kann.
Für eine Näherung z 2 IRn einer Lösung von BCP wird ein konvexes Teilproblem
aufgestellt und anschlieÿend gelöst. Die Lösung dieses Teilproblems ist wiederum
eine im Regelfall bessere Näherungslösung von BCP. Der Algorithmus aus Ni [35]
erzeugt eine Folge von Iterationspunkten, die gegen eine Lösung konvergiert. Diese
Konvergenz wird durch eine Trust-Region-Strategie unterstützt, d.h. von Iteration
zu Iteration wird der Trust-Region-Radius  angepaÿt. Um die Art dieser Anpas-
sung, d.h. Verkleinerung oder Vergröÿerung der Trust-Region, und deren Güte zu
bestimmen, wird für die aktuelle Lösung des Teilproblems eine Prognose erstellt,
inwiefern sich der Wert der Zielfunktion von BCP mit diesem Vektor verbessert.
Diese Prognose wird mit der tatsächlichen Änderung des Zielfunktionswerts vergli-
chen. Basierend auf dem Ergebnis dieses Vergleichs wird der Trust-Region-Radius
angepaÿt.
10steht für Schachtelnebenbedingungen, d.h. für untere und obere Schranken
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Im konvexen Teilproblem der Methode aus Ni [35] wird die Menge an zulässigen
Lösungen entweder durch die Trust-Region oder durch die Schranken aus BCP ein-
geschränkt. Um die Trust-Region mit den Box-Constraints abzustimmen, wird
di := max f ; xi   zig ;
di := min f; xi   zig
(1.10)
für i = 1; : : : ; n festgelegt. Das heiÿt die Nebenbedingungen von BCP werden für
das Teilproblen in
di  x  di; 8 i = 1; : : : ; n; (1.11)
transformiert, siehe Abbildung 1.6.
Abbildung 1.6: Trust-Region Denition in Ni [35]
Sei z 2 IRn der Entwicklungspunkt eines Teilproblems von BCP. Dann fordert Ni
[35] für jeden Koezienten i = 1; : : : ; n der Asymptoten L;U 2 IRn,
Li < zi  ;
Ui > zi +:
(1.12)
Das heiÿt, die Trust-Region muÿ immer kleiner sein als der Abstand zwischen dem
Entwicklungspunkt und den Asymptoten.
Im Unterschied zu der SCP-Methode aus Ni [35] kann mit TRSCP nicht nur ein
BCP, sondern ein allgemeines NLP gelöst werden. TRSCP wird ebenfalls durch eine
Trust-Region-Strategie stabilisiert und erreicht globale Konvergenz.
Bei TRSCP wird ein fester Zusammenhang zwischen MMA-Asymptoten und Trust-
Region-Radius festgelegt, siehe Abbildung 3.2. Die Asymptoten werden aus einem
Entwicklungspunkt z 2 IRn für ein Teilproblem und einem gegebenen Trust-Region-
Radius  2 IRn, i > 0, i = 1; : : : ; n, berechnet, d.h.
L(z;;) := z    ;
U(z;;) := z ++ ;
(1.13)
mit  := (; : : : ; ),  > 0 konstant. Die Konstante  garantiert hierbei, daÿ die
Asymptoten nicht mit dem Entwicklungspunkt z 2 IRn zusammenfallen. Würden
Asymptoten und Entwicklungspunkt zusammenfallen, gäbe es neben anderen Pro-
blemen keine Trust-Region.
Im Unterschied zu TRSCP besteht bei Ni [35] eine gewisse Freiheit, die Asymptoten
zu wählen. TRSCP wird durch die Festlegung der Asymptotenerzeugung in keiner
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Abbildung 1.7: Trust-Region Denition von TRSCP für ein X deniert durch 1.9
Weise bedeutend eingeschränkt. Die Forderung (1.12) wird durch den in dieser Ar-
beit vorgestellten Ansatz mit (1.13) automatisch erfüllt.
Für die Formulierung der Teilprobleme von TRSCP ndet die MMA-Approximation
aus Zillober [74] Anwendung. Durch Ausnutzen von (1.13) werden die Asymptoten
aus der Darstellung eliminiert und ein SCP-Teilproblem ohne explizite Asymptoten
deniert. Der Trust-Region-Radius wird direkt in das Teilproblem aufgenommen
und dadurch die Formulierung durch Ausnutzen der symmetrischen Denition von
(1.13) vereinfacht.
Liegt in einer Iteration die Lösung eines Teilproblems einer Trust-Region-Methode
auf dem Rand des Vertrauensbereichs, so spricht man von einer aktiven Trust-
Region. Diese Situation kann ein Problem für das Trust-Region-Verfahren sein, falls
eine erweiterte Lagrange-Funktion verwendet wird. Die Konvergenz dieses Verfah-
rens kann durch den Anteil des Lagrange-Multiplikators für die an sich künstliche
Schranke gestört werden. Die Konvergenz des in dieser Arbeit vorgestellten Algo-
rithmus wird allerdings nicht gestört.
In einem klassischen Trust-Region-Verfahren ist der Trust-Region-Radius eindimen-
sional und es wird über eine eindimensionale Bedingung festgelegt, wie die Trust-
Region verändert wird. Das heiÿt, der Trust-Region-Radius wird für jeden Koef-
zienten gleich angepaÿt, es wird also in einer Iteration für alle Koezienten der
Variablen der Trust-Region-Radius gleichermaÿen verändert. Mit der Strategie der
Asymptotenerzeugung aus Svanberg [60] wird jeder Koezient der Asymptoten indi-
viduell angepaÿt. In dieser Arbeit wird eine Kombination aus Trust-Region-Strategie
und der Strategie der Asymptotenerzeugung aus Svanberg [60] vorgestellt, die es oh-
ne zusätzlichen Aufwand ermöglicht, jeden Koezienten eines mehrdimensionalen
Trust-Region-Radius individuell geeignet anzupassen. Hieraus folgt, daÿ in einer
Iteration ein Koezient des Trust-Region-Radius gröÿer, ein anderer aber kleiner
werden kann.
Der Inhalt dieser Arbeit gliedert sich im Weiteren wie folgt:
Im zweiten Kapitel werden SCP-Verfahren eingeführt. Das SCP-Verfahren aus Zill-
ober [74] und die zugehörige MMA-Approximation werden vorgestellt. Diese Ap-
proximation wird später für TRSCP geeignet angepaÿt und kommt in dem neuen
Verfahren zum Einsatz. Weiter werden grundlegende Begrie wie z.B. stationäre
Punkte und erweiterte Lagrange-Funktion deniert. Zum Abschluÿ dieses Kapitels
wird der Beweis der globalen Konvergenz der SCP-Methode aus Zillober [74] skiz-
ziert. Dieser Beweisweg dient als Basis für den Beweis der globalen Konvergenz des
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Verfahrens TRSCP.
Das dritte Kapitel gliedert sich in drei Teile. Zuerst wird ein Trust-Region-Algorith-
mus aus Yuan [65] vorgestellt und ebenfalls der Beweis der globalen Konvergenz
dieser Methode skizziert. Hierbei werden Grundbegrie der Trust-Region-Methoden
eingeführt. Der zweite Teil enthält das SCP-Verfahren mit kombiniertem Trust-
Region-/Move-Limits-Ansatz. Die für Trust-Region-Stabilisierung angepaÿte MMA-
Approximation aus Zillober [74] wird vorgestellt. Der Algorithmus Trust-Region
Sequential Convex Programming (TRSCP) wird aufgestellt. Im letzten Teil dieses
Kapitels wird bewiesen, daÿ diese SCP-Methode mit Trust-Region-Stabilisierung
global konvergiert.
Das vierte Kapitel beschreibt, wie der Algorithmus TRSCP im Programm TRSCP1.0
umgesetzt wurde. Diese Umsetzung basiert auf dem Programm SCPIP3.0 von Zill-
ober [76, 77]. Verschiedene Erweiterungen für diese Trust-Region-SCP-Methode wer-
den vorgestellt, unter anderem eine Kombination der MMA-Strategie zur Asympto-
tenerzeugung mit einer Trust-Region-Strategie. Den Abschluÿ dieses Kapitels und
dieser Arbeit bilden numerische Resultate von TRSCP1.0.
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Kapitel 2
SCP-Verfahren
In diesem Kapitel wird in die Theorie der sequentiellen konvexen Optimierung ein-
geführt. Methoden dieser Klasse von Optimierungsverfahren dienen der Lösung von
kontinuierlichen, nichtlinearen und restringierten Problemen. Es wird ein Lösungs-
ansatz vorgestellt, der mit Hilfe von Teilproblemen arbeitet, die mittels konvexer
Approximation erzeugt werden. Methoden dieser Art werden unter dem Begri
SCP1-Verfahren zusammengefaÿt. Der in dieser Arbeit im Abschnitt 3.2 vorgestell-
te neue Algorithmus TRSCP2 gehört zu dieser Klasse von Verfahren. Neben einer
Einführung in die Theorie der Optimierung mittels konvexer Approximation wer-
den grundlegende Denitionen für diese Arbeit getroen. Unter anderem werden
KKT3-Punkte vorgestellt. Die Optimierungsverfahren in dieser Arbeit liefern im
Normalfall einen KKT-Punkt als Ergebnis. Als Abschluÿ dieses Kapitels wird der
SCP-Algorithmus aus Zillober [74] vorgestellt und der Beweis der globalen Kon-
vergenz dieses Verfahrens skizziert. Das konvexe Teilproblem aus Zillober [74] ist
Grundlage für TRSCP. Die globale Konverenzeigenschaft von TRSCP wird analog
der in diesem Kapitel vorgestellten Beweisskizze nachgewiesen.
Die wichtigsten Arbeiten zum Thema SCP-Verfahren sind Fleury und Braibant [20],
Svanberg [57, 59] und Zillober [69, 74].
2.1 Übersicht
SCP-Verfahren sind iterative Methoden zur Lösung von nichtlinearen, kontinuierli-
chen und restringierten Optimierungsproblemen.
1steht für Sequential Convex Programming
2steht für Trust-Region Sequential Convex Programming
3steht für Karush-Kuhn-Tucker
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Denition 2.1.1 (Nichtlineares Optimierungsproblem)
Das Problem
(NLP)
Minimiere f(x);
unter hj(x) = 0; j = 1; : : : ;mg;
hj(x)  0; j = mg + 1; : : : ;m;
x 2 IRn;
(2.1)
heiÿt nichtlineares Optimierungsproblem (NLP).
Um ein NLP mit einem SCP-Verfahren lösen zu können, muÿ das Optimierungspro-
blem eine Stetigkeits- und Dierenzierbarkeitsanforderung erfüllen.
Voraussetzung 2.1
Die Funktionen f : IRn ! IR und hj : IRn ! IR, j = 1; : : : ;m, von NLP sind zweimal
stetig dierenzierbar.
In Zillober [74] ist ein Teil der Ungleichungsnebenbedingungen mit Schranken für
die Variable gesetzt (analog 1.9). Durch diese Schranken ist der zulässige Bereich des
Optimierungsproblems sicher eine kompakte Menge. Solche Schranken sind üblich in
Strukturoptimierungsproblemen. Diese Schrankennebenbedingungen werden in den
Beweisen zum Nachweis der globalen Konvergenzeigenschaft anders behandelt als
die restlichen (siehe z.B. Zillober [74] oder Lehmann [30]), werden aber in dieser
Arbeit nicht näher betrachtet, um die Aussagen und deren Beweise übersichtlicher
zu gestalten. Die Kompaktheit des zulässigen Bereichs wird in dieser Arbeit nur an
wenigen Stellen benötigt, bei denen dann explizit darauf eingegangen wird
Eine unbeschränkte Folge von Iterationspunkten soll in dieser Arbeit nicht betrach-
tet werden. Dies würde unter anderem bei der Lösung zu numerischen Problemen
führen.
Voraussetzung 2.2
Für jede Folge

zk
	
k=0;1;2;:::
 IRn existiert 0 < b <1 mit jzki j  b, i = 1; : : : ; n und
k 2 IN0.
Die Voraussetzung ist erfüllt, sobald Schranken analog (1.9) für das Optimierungs-
problem existieren. Da dies für TRSCP nicht allgemein gilt, wird Voraussetzung 2.2
gefordert.
SCP-Verfahren sind iterativ, d.h. in jeder Iteration wird durch konvexe Approxima-
tion für einen Vektor z 2 IRn aus NLP ein Teilproblem erstellt und gelöst. Dafür
werden f(z) und hj(z), j = 1; : : : ;m, berechnet und mit diesen Ergebnissen konve-
xe Funktionen aufgestellt, die in einer Umgebung von z die Funktionen von NLP
approximieren. Diese Approximationen erster Ordnung denieren ein konvexes Op-
timierungsproblem, das sogenannte Teilproblem dieser Iteration. Der Vektor z heiÿt
hierbei Entwicklungspunkt. Mit der Lösung des Teilproblems wird der Entwicklungs-
punkt der nächsten Iteration bestimmt. Die Entwicklungspunkte sind Näherungen
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für eine später noch zu charakterisierende lokale Lösung von NLP. Die Iteration
endet entweder mit einer lokalen Lösung von NLP oder eine unendliche Folge von
Entwicklungspunkten wird erzeugt. In diesem Fall besitzt diese Folge mindestens ei-
nen Häufungspunkt und mindestens einer der Häufungspunkte dieser Folge ist eine
lokale Lösung von NLP.
Im Unterschied zu SCP-Verfahren, die auf einer konvexen Approximation von NLP
basieren, werden bei den häug verwendeten SQP4-Verfahren quadratische Teil-
probleme erzeugt, die mit Hilfe der Lagrange-Funktion des Optimierungsproblems
aufgestellt werden.
Mitte der achtziger Jahre wurde von Fleury und Braibant [20] der Algorithmus
CONLIN5 vorgestellt, der zu den SCP-Verfahren gehört. Dieser ist speziell für Struk-
turoptimierungsprobleme entwickelt worden. Das Verfahren konvergiert allerdings in
vielen Fällen nicht. Eine allgemeinere Form dieses Algorithmus mit der Bezeichnung
MMA6 wurde 1987 von Svanberg [57] veröentlicht. MMA ist in der Praxis stabiler
als sein Vorgänger, aber auch hier ist globale Konvergenz nur in speziellen und für
die Praxis unrealistischen Fällen beweisbar. Svanberg [60] und Zillober [74] präsen-
tierten in den neunziger Jahren zwei erweiterte MMA-Algorithmen, für die globale
Konvergenz bewiesen wurde.
Das Teilproblem bei MMA-Methoden entsteht durch eine lokale konvexe Approxi-
mation erster Ordnung in einem Entwicklungspunkt z 2 IRn. Hierfür werden zwei
Schranken L 2 IRn und U 2 IRn gewählt, so daÿ Li < zi < Ui für i = 1 : : : ; n gilt.
Um das Teilpoblem zu formulieren werden die Zielfunktion f und die Ungleichungs-
nebenbedingungen hj, j = mg + 1; : : : ;m, unter Verwendung der Terme
1
xi   Li und
1
Ui   xi
für alle i = 1; : : : ; n linearisiert. L und U sind Asymptoten für diese Approximatio-
nen. Die Anpassung der Asymptoten in jeder Iteration gibt MMA den Namen.
Um die globale Konvergenzeigenschaft der Verfahren beweisen zu können, beschrit-
ten Svanberg und Zillober zwei unterschiedliche Wege.
In Svanberg [58, 59, 60] werden erweiterte Versionen des MMA-Algorithmus aus
Svanberg [57] vorgestellt. Durch eine Erweiterung wird sichergestellt, daÿ der zuläs-
sige Bereich eines Teilproblems eine Teilmenge aller zulässigen Lösungen, also des
zulässigen Bereichs von NLP ist. Der zulässige Bereich ist die Menge von Vekto-
ren, für die alle Nebenbedingungen des Problems erfüllt werden. Mit einer anderen
Erweiterung wird erreicht, daÿ lokal für einen Vektor der Wert der Approximation
gröÿer oder gleich dem Funktionswert der Funktion von NLP ist. Diese zwei Eigen-
schaften zusammen mit einer speziellen Strategie der Asymptotenerzeugung liefern
die globale Konvergenzeigenschaft für diese MMA-Verfahren, d.h. eine durch diese
4steht für Sequential Quadratic Programming
5steht für CONvex LINearization
6steht für Method of Moving Asymptotes
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Verfahren erzeugte Folge von Entwicklungspunkten endet mit einer lokalen Lösung
von NLP oder konvergiert gegen eine solche.
Um die Asymptoten zu bestimmen, wird beim MMA-Verfahren aus Svanberg [59] in
jedem Koezienten des Lösungsvektors des Teilproblems die Richtung betrachtet,
in die sich dieser Koezient im Lauf der Iteration entwickelt hat. Ist diese Richtung
bei den letzten zwei Iterationen gleich, dann wird der Abstand zwischen Asymptote
und Entwicklungspunkt vergröÿert. Anderenfalls wird er verkleinert.
Ein Verfahren basierend auf Approximationen, die den tatsächlichen Wert der Funk-
tionen überschätzen, wird konservativ genannt. Der Begri lokale Lösung wird im
Abschnitt 2.4 charakerisiert. Für einen aktuelleren Überblick über Svanbergs glo-
bal konvergenten MMA-Algorithmus, den er in die Gruppe der CCSA7-Methoden
einordnet, wird auf Svanberg [61] verwiesen.
Bei Zillober [69, 74] wird die globale Konvergenzeigenschaft des SCP-Verfahrens
durch das Hinzufügen einer Line-Search-Methode zum MMA-Verfahren aus Svan-
berg [57] erreicht. Dieser Ansatz ist analog zu einigen SQP-Verfahren, wie zum
Beispiel in Schittkowski [46]. Hieraus folgt, daÿ in Zillober [69, 74] die globale Kon-
vergenzeigenschaft unabhängig von der Asymptotenerzeugung ist. Für die Verfahren
aus Zillober [69, 74] müssen nur sehr schwache Voraussetzungen von den Asymptoten
erfüllt werden.
In diesem Kapitel werden Grundlagen für das neue im Kapitel 3 vorgestellte Opti-
mierungsverfahren TRSCP deniert. Weiter wird das SCP-Verfahren von Zillober
[74] vorgestellt und Teile des globalen Konvergenzbeweises skizziert, soweit sie für
die Ausführungen im nächsten Kapitel relevant sind. Im Gegensatz zu Svanberg [59]
wird bei Zillober [74] nur eine allgemein gehaltene Forderung an die Asymptotener-
zeugung gestellt und nicht eine explizite Berechnungsvorschrift vorgegeben. Deshalb
ist das SCP-Verfahren von Zillober [74] und seine Beweisidee besser als Grundlage
für diese Arbeit geeignet als das Verfahren von Svanberg [59]. Bei TRSCP ist eine
spezielle Asymptotenerzeugung ein wesentlicher Bestandteil. Eine Implementierung
des SCP-Algorithmus von Zillober [74] ist das Programm SCPIP3.0 [76, 77].
2.2 Problemstellung
Bei bestimmten Aufgaben der Strukturoptimierung haben SCP-Verfahren einen
besonderen Vorteil. Werden Problemstellungen für statisch bestimmte Strukturen
in ihren inversen Variablen betrachtet, ergeben sich lineare Probleme. Die MMA-
Approximation bedient sich genau dieser Strategie, was in diesem Fall zu einer Ver-
einfachung der Teilprobleme führt. In dieser Arbeit wird allerdings nicht auf spezielle
Aufgaben der Strukturmechanik eingegangen, sondern ein allgemeines nichtlineares
Optimierungsproblem betrachtet. Solange es nicht explizit anders erwähnt ist, ist
im weiteren Verlauf dieser Arbeit stets NLP (Denition 2.1.1) die Basis für die
Aufgabenstellung.
7steht für Conservative Convex Seperable Approximation
2.3. KONVEXE APPROXIMATIONEN 21
Jede Voraussetzung oder zusätzliche Forderung einer Methode an die Problemstel-
lung schränkt den Anwendungsbereich ein. Voraussetzung 2.1 ist ausreichend für
diese Arbeit. Die Stetigkeits- und Dierenzierbarkeitsforderung ist Grundlage für
diese Form der gradientenbasierten Optimierung. In Zillober [74] wird in der Pro-
blemstellung x 2 X mit X analog (1.9) gefordert. Dies wird benötigt, um ein ga-
rantiert beschränktes Problem zu betrachten. Es wird jeweils eine untere und eine
obere Schranke für jeden Koezienten von x 2 IRn festgelegt bzw. gefordert. Für
praktische Anwendungen macht die Forderung x 2 X analog (1.9) keine Schwierig-
keiten, da einerseits Schranken in Strukturoptimierungsproblemen vorkommen und
andererseits solche Schranken mit hinreichend groÿen Werten einfach angenommen
werden können. Um die Notation in dieser Arbeit einfach zu halten, wird Vorausset-
zung 2.2 gefordert. Dadurch kann auf Schranken für die Variable verzichtet werden.
2.3 Konvexe Approximationen
Der Hauptunterschied zwischen SCP-Verfahren und den häug benutzten sequen-
tiellen, quadratischen Optimierungsverfahren (SQP-Verfahren) ist die Approxima-
tion, mit der ein Teilproblem erzeugt wird. SQP-Verfahren erzeugen mit Hilfe der
Lagrange-Funktion quadratische Teilprobleme, d.h. die Zielfunktion ist quadratisch
und die Nebenbedingungsfunktionen werden linearisiert. Bei SCP-Verfahren werden
durch eine inverse Approximation konvexe, separable Teilprobleme aufgestellt.
Die konvexe Approximation aus Svanberg [57] ist die Grundlage für die Teilpro-
bleme der SCP-Verfahren in dieser Arbeit. Sie basiert auf Funktionen, die durch
Linearisierung der Zielfunktion f und der Ungleichungsnebenbedingungen hj, j =
mg+1; : : : ;m, für einen Entwicklungspunkt z 2 IRn bezüglich der reziproken Terme
1
xi   Li und
1
Ui   xi ; (2.2)
i = 1; : : : ; n, gebildet werden. Die Schranken L 2 IRn und U 2 IRn sind hierbei so zu
wählen, daÿ für jeden Koezienten i eines Entwicklungspunkts z 2 IRn
Li < zi < Ui; (2.3)
gilt. Dadurch folgt insgesamt, daÿ L eine untere und U eine obere Asymptote für
diese Approximationen ist.
Die Gleichungsnebenbedingungen werden durch eine gewöhnliche Linearisierung in
das Teilproblem aufgenommen. Es wird im Weiteren
ohne Beschrankung der Allgemeinheit mg := 0 (2.4)
immer dann angenommen, wenn für eine einfachere Darstellung auf Gleichungsre-
striktionen verzichtet werden kann.
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Denition 2.3.1
(OP)
Minimiere f(x);
unter hj(x)  0; j = 1; : : : ;m;
x 2 IRn:
(2.5)
Ein OP ist ein NLP mit mg := 0.
Beim SCP-Verfahren in Zillober [74] wird die konvexe Approximation aus Svanberg
[57] erweitert. Notwendig für den Beweis der globalen Konvergenz dieses Verfahrens
ist eine streng konvexe Approximation der Zielfunktion f .
Um die globale Konvergenzeigenschaft dieser SCP-Methode sicherzustellen, müssen
die Asymptoten bestimmte Bedingungen erfüllen. Benötigt werden Asymptoten, die
der folgenden Anforderung genügen.
Denition 2.3.2 (Folge zulässiger Asymptoten)
Sei

zk
	
k=0;1;2;:::
eine Folge von Entwicklungspunkten. Eine Folge von Asymptoten
Lk; Uk
	
k=0;1;2;:::
heiÿt zulässig, falls für vorgegebene Konstanten  > 0,  1 <
Lmin < Umax <1,
Lki  zki   ;
Uki  zki + ;
(2.6)
und
Lki  Lmin;
Uki  Umax;
(2.7)
für i = 1; : : : ; n und k  0 erfüllt sind.
Seien z; L; U 2 IRn und  > 0. Speziell heiÿen L;U für z zulässige Asymptoten, wenn
(2.6) und (2.7) für die Vektoren z; L und U erfüllt sind. Wenn der Bezug klar ist kann
im Weitern von zulässigen Asymptoten gesprochen werden, ohne den zugehörigen
Entwicklungspunkt zu nennen.
Die Denition 2.3.2 fordert einen konstanten Mindestabstand  > 0 zwischen den
Asymptoten und dem Entwicklungspunkt. Wird eine Funktion in z 2 IRn für zuläs-
sige Asymptoten L 2 IRn und U 2 IRn mit den reziproken Variablen
1
xi   Li oder
1
Ui   xi (2.8)
für i = 1; : : : ; n approximiert, dann verhindert der konstante Mindestabstand  ein
unbeschränktes Ansteigen der partiellen Ableitung der Approximation.
Die Schranken Lmin; Umax mit
 1 < Lmin  Li < Ui  Umax <1; (2.9)
i = 1; : : : ; n, bewirken, daÿ sich die Approximation in jedem Fall von einer gewöhn-
lichen Linearisierung unterscheidet. Ausführungen hierzu nden sich in Zillober [69].
2.3. KONVEXE APPROXIMATIONEN 23
Die Asymptotenwahl wird in den Arbeiten von Svanberg [59, 60], Zillober [73] und
Schenk [45] näher behandelt. Bei Svanberg [59, 60] ist eine spezielle Asymptotenwahl
notwendig, um globale Konvergenz beweisen zu können. Bei Zillober [73] und Schenk
[45] wird die Auswirkung der Asymptotenwahl auf die Konvergenzgeschwindigkeit
betrachtet. Die Wahl der Asymptoten spielt in Abschnitt 3.2 eine besondere Rolle
und wird dort benutzt, um ein Trust-Region SCP-Verfahren zu entwickeln.
Zillober [74] verwendet in seinem Programm SCPIP3.0 [76, 77] folgenden Algorith-
mus zur Asymptotenerzeugung.
Algorithmus 2.3 (Asymptotenerzeugung)
Sei OP, eine Folge

zk
	
k=0;1;2;:::
 IRn von Entwicklungspunkten und Schranken
xi < xi, i = 1; : : : ; n, analog (1.9) gegeben. Ferner seien 0 < 1 < 1, 0 < 2 < 1 und
1 < 3 Konstanten. Für i = 1; : : : ; n berechne:
für k = 0; 1
Lki := z
k
i   1 (xi   xi) ;
Uki := z
k
i + 1 (xi   xi) ;
und für k = 2; 3; 4; : : :
falls sign(zki   zk 1i ) 6= sign(zk 1i   zk 2i )
Lki := z
k
i   2(zk 1i   Lk 1i );
Uki := z
k
i + 2(U
k 1
i   zk 1i );
sonst
Lki := z
k
i   3(zk 1i   Lk 1i );
Uki := z
k
i + 3(U
k 1
i   zk 1i ):
Die Parameter für diesen Algorithmus werden im Allgemeinen mit 1 := 0:5, 2 :=
0:7 und 3 := 1:15 gesetzt, siehe z.B. Zillober [74], Svanberg [59]. Weitere Möglich-
keiten der Asymptotenerzeugung, die im Programm SCPIP3.0 [76, 77] implementiert
wurden, werden in dieser Arbeit nicht betrachtet. Sind durch die Problemstellung
keine Schranken gegeben, dann kann für die ersten zwei Schritte des Algorithmus
eine positive, für die Problemstellung geeignete Konstante gewählt werden.
Für theoretische Betrachtungen des SCP-Verfahrens von Zillober [74] ist die Asymp-
totenerzeugung nach Algorithmus 2.3 nicht geeignet, da hierdurch Asymptotenfolgen
von nach Denition 2.3.2 unzulässigen Asymptoten gebildet werden können.
Um das konvexe Teilproblem des SCP-Verfahrens von Zillober [74] aufstellen zu
können, müssen die Vorzeichen der partiellen Ableitungen der Zielfunktion und Un-
gleichungsnebenbedingungsfunktionen
@f(x)
@xi
und
@hj(x)
@xi
; j = 1; : : : ;m;
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für i = 1; : : : ; n betrachtet werden. Für einen Entwicklungspunkt z 2 IRn werden die
folgenden Indexmengen für die Zielfunktion
I+0 (z) :=

i 2 f1; : : : ; ng : @f(z)
@xi
 0

;
I 0 (z) :=

i 2 f1; : : : ; ng : @f(z)
@xi
< 0
 (2.10)
und für die Ungleichungsnebenbedingungsfunktionen
I+j (z) :=

i 2 f1; : : : ; ng : @hj(z)
@xi
 0

;
I j (z) :=

i 2 f1; : : : ; ng : @hj(z)
@xi
< 0

;
(2.11)
für alle j = 1; : : : ;m, bestimmt.
Denition 2.3.3 (Konvexes Teilproblem)
Gegeben sei OP, eine Folge von Entwicklungspunkten

zk
	
k=0;1;2;:::
 IRn und eine
Folge von zulässigen Asymptoten

Lk; Uk
	
k=0;1;2;:::
 IR2n. Ferner sei  > 0 konstant.
Dann ist das Problem SP(zk;Lk;Uk) deniert durch
Minimiere ~fk(x; zk; Lk; Uk; );
unter ~hkj (x; z
k; Lk; Uk)  0; j = 1; : : : ;m;
x 2 IRn;
(2.12)
mit
~fk(x; zk; Lk; Uk; ) := k0;0(z
k; Lk; Uk) +
X
i2I+0 (zk)
k0;i(xi; z
k; Lki ; U
k
i ; )
Uki   xi
 
X
i2I 0 (zk)
k0;i(xi; z
k; Lki ; U
k
i ; )
xi   Lki
; (2.13)
~hkj (x; z
k; Lk; Uk) := kj;0(z
k; Lk; Uk) +
X
i2I+j (zk)
kj;i(z
k; Lki ; U
k
i )
Uki   xi
 
X
i2I j (zk)
kj;i(z
k; Lki ; U
k
i )
xi   Lki
; (2.14)
j = 1; : : : ;m;
und
k0;0(z
k; Lk; Uk) := f(zk) 
X
i2I+0 (zk)
@f(zk)
@xi
 
Uki   zki

+
X
i2I 0 (zk)
@f(zk)
@xi
 
zki   Lki

;
(2.15)
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k0;i(xi; z
k; Lki ; U
k
i ; ) :=
8>><>>:
@f(zk)
@xi
 
Uki   zki
2
+ (xi   zki )2; falls i 2 I+0 (zk);
@f(zk)
@xi
 
zki   Lki
2   (xi   zki )2; falls i 2 I 0 (zk);
(2.16)
und
kj;0(z
k; Lk; Uk) := hj(z
k)  
X
i2I+j (zk)
@hj(z
k)
@xi
 
Uki   zki

+
X
i2I j (zk)
@hj(z
k)
@xi
 
zki   Lki

;
(2.17)
kj;i(z
k; Lki ; U
k
i ) :=
8>><>>:
@hj(z
k)
@xi
 
Uki   zki
2
; falls i 2 I+j (zk);
@hj(z
k)
@xi
 
zki   Lki
2
; falls i 2 I j (zk);
(2.18)
für j = 1; : : : ;m, und heiÿt konvexes Teilproblem in zk des nichtlinearen Optimie-
rungsproblems OP.
Mit  > 0 wird garantiert, daÿ die Approximation ~fk : IRn ! IR der Zielfunktion
streng konvex ist. Anderenfalls wäre für
@f(zk)
@xi
= 0 die strenge Konvexität verletzt,
die für den Nachweis der globalen Konvergenzeigenschaft benötigt wird.
Im Teilproblem ist die Variable x 2 IRn ein Element einer kompakten Teilmenge des
IR
n. Dies folgt aus der Zulässigkeit der Asymptoten (Lk; Uk) 2 IR2n, denn es gilt
Lki < xi < U
k
i ; i = 1; : : : ; n; (2.19)
für zulässige Asymptoten nach Denition 2.3.2. Genauer ist für k 2 IN0 und kon-
stantes  > 0 die Variable ein Element der Menge
~Xk :=

x 2 IRn : Lki +   xi  Uki   ; i = 1; : : : ; n
	
: (2.20)
Falls in der Aufgabenstellung Schranken für x 2 IRn vorgegeben sind, müssen diese
im Teilproblem mit den Asymptoten abgestimmt werden. Eine Möglichkeit dieser
Abstimmung kann in Zillober [74] bzw. im Kapitel 4 nachgelesen werden.
Durch die Konstruktion der Funktionen des Teilproblems mittels reziproker Varia-
blen wird erreicht, daÿ
 ~fk : IRn ! IR und ~hkj : IRn ! IR, j = 1; : : : ;m, Approximationen erster
Ordnung von f : IRn ! IR bzw. hj : IRn ! IR sind,
 die Funktion ~fk streng konvex ist,
 die Funktionen ~hkj , j = 1; : : : ;m, konvex sind,
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 ~fk und ~hkj , j = 1; : : : ;m, separabel sind.
Die Konvexität und die Approximation erster Ordnung sind in erster Linie Ziel der
Konstruktion der Teilprobleme SP (zk; Lk; Uk). Die Separabilität kann in geeigneten
Verfahren zur Lösung eines Teilproblems ezient genutzt werden, siehe z.B. Zillober
[69].
Es folgt eine allgemein bekannte Tatsache für konvexe Optimierungsprobleme.
Bemerkung 2.3.4
Gegeben sei OP, eine Folge von Entwicklungspunkten

zk
	
k=0;1;2;:::
und eine Folge
von zulässigen Asymptoten

Lk; Uk
	
k=0;1;2;:::
. Die Menge

(zk; Lk; Uk) :=
n
x 2 ~Xk : ~hkj (x; zk; Lk; Uk)  0; j = 1; : : : ;m
o
(2.21)
heiÿt zulässiger Bereich des Teilproblems SP (zk; Lk; Uk). Der zulässige Bereich ist
konvex und kompakt. Ist der zulässige Bereich nicht leer, hat das Teilproblem auf-
grund der streng konvexen Zielfunktion ~fk : IRn ! IR eine eindeutige Lösung yk.
Der zulässige Bereich 
(zk; Lk; Uk) eines Teilproblems SP (zk; Lk; Uk) kann leer sein,
obwohl der zulässige Bereich des zugrundeliegenden Problems OP nicht leer ist.
In diesem Fall kann durch Einführen von zusätzlichen Variablen, den sogenannten
Schlupfvariablen, ein geeignetes Ersatzproblem mit einem nichtleeren und konvexen
zulässigen Bereich aufgestellt werden. Die Lösung des Ersatzproblems ist ein Vektor
bei dem der Betrag der Schlupfvariablen minimiert ist. In Kapitel 4 wird dieser
Ansatz im Detail beschrieben.
Für die Konvergenzbeweise in dieser Arbeit wird die gleichmäÿige Beschränktheit
von Funktionenfolgen benötigt. Diese wird für diese Arbeit wie folgt deniert.
Denition 2.3.5 (Gleichmäÿige Beschränktheit)
Sei

Dk
	
k=0;1;2;:::
 IRn eine Folge von Teilmengen. Eine Folge skalarer Funktionen
~gk : Dk ! IR	
k=0;1;2;:::
heiÿt auf Dk gleichmäÿig nach unten (oben) beschränkt bzgl.
k, wenn ein b 2 IR existiert mit ~gk(x)  b (~gk(x)  b) für alle x 2 Dk und für
alle k 2 IN0. ~gk heiÿt gleichmäÿig beschränkt bzgl. k, wenn die Folge gleichzeitig
gleichmäÿig nach unten und nach oben beschränkt ist.
Das anschlieÿende Lemma zeigt die gleichmäÿige Beschränktheit der Funktionen
einer Folge von konvexen Teilproblemen

SP (zk; Lk; Uk)
	
k=0;1;2;:::
, d.h. die Folgen
der Approximationen der Zielfunktion bzw. der Ungleichungsnebenbedingungen sind
unabhängig von k 2 IN0 beschränkt. Hierfür wird benötigt, daÿ die Variable x 2 IRn
einen gewissen Abstand zu den Asymptoten einhält. In Zillober [74] wird dies durch
eine spezielle Transformation der Schranken in das Teilproblem erreicht. Allerdings
ist für zulässige Asymptoten diese Voraussetzung automatisch erfüllt, d.h. im Ver-
fahren TRSCP werden keine vorgegebenen Schranken benötigt. Hier wird ein Min-
destabstand zwischen Variable und den Asymptoten durch eine spezielle Wahl der
Asymptoten erreicht, d.h. das folgende Lemma ist für TRSCP gültig.
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Lemma 2.3.6
Gegeben sei OP, eine Folge von Entwicklungspunkten

zk
	
k=0;1;2;:::
und eine Folge
von zulässigen Asymptoten

Lk; Uk
	
k=0;1;2;:::
. Die Mengen
n
~Xk
o
k=0;1;2;:::
seien für
ein  > 0 bestimmt und es sei  > 0 konstant. Die Folgen

n
~fk : ~Xk ! IR
o
k=0;1;2;:::
,

n
~hkj : ~X
k ! IR
o
k=0;1;2;:::
, für j = 1; : : : ;m,

n
rx ~fk : ~Xk ! IR
o
k=0;1;2;:::
,

n
rx~hkj : ~Xk ! IR
o
k=0;1;2;:::
, für j = 1; : : : ;m,
der konvexen Teilprobleme SP (zk; Lk; Uk) sind auf
n
~Xk
o
k=0;1;2;:::
gleichmäÿig be-
schränkt bezüglich k.
Beweis:
Zillober [69]
Die gleichmäÿige Beschränktheit der Approximationen wird für die Beweise benötigt,
die die globale Konvergenzeigenschaft des SCP-Verfahrens von Zillober [74] und von
TRSCP zeigen. Zu beachten ist hierbei, daÿ die Beschränktheit dieser Funktionen
nicht auf ganz IRn gilt.
Um sicherzustellen, daÿ die Nebenbedingungen in OP regulär sind, ist eine 'cons-
traint qualication' zu erfüllen.
Denition 2.3.7 (LICQ)
Sei OP gegeben. Die Linear Independence Constraint Qualication (LICQ) ist für
ein bzgl. OP zulässiges x 2 IRn erfüllt, wenn die Gradienten aktiver Nebenbedin-
gungen in x linear unabhängig sind.
2.4 KKT-Punkte
Die Karush-Kuhn-Tucker-Bedingung deniert einen stationären Punkt für das nicht-
lineare Optimierungsproblem. Mit dem Karush-Kuhn-Tucker Punkt wird eine lokale
Lösung von OP deniert.
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Denition 2.4.1 (KKT-Bedingung)
Sei OP gegeben. Für x 2 IRn und u 2 IRm heiÿt
rxf(x) +
mX
j=1
ujrxhj(x) = 0; (2.22)
hj(x)  0 ; j = 1; : : : ;m; (2.23)
ujhj(x) = 0 ; j = 1; : : : ;m; (2.24)
uj  0 ; j = 1; : : : ;m; (2.25)
Karush-Kuhn-Tucker-Bedingung. Ist die KKT-Bedingung für (x; u) erfüllt, dann
heiÿt (x; u) Karush-Kuhn-Tucker-Punkt.
Der Vektor x wird auch als primale Variable des nichtlinearen Problems, der Vektor
u als duale Variable oder Lagrange-Multiplikator bezeichnet. Die Begrie KKT-
Punkt und stationärer Punkt werden in dieser Arbeit synonym verwendet.
Für den Nachweis der globalen Konvergenzeigenschaft des SCP-Verfahrens aus Zill-
ober [74] wird ein konvexes Teilproblem für einen stationären Punkt als Entwick-
lungspunkt aufgestellt und betrachtet. Für dieses kann o.B.d.A. ein beliebiges Paar
von zulässigen Asymptoten gewählt werden.
Bezeichnung 2.4.2
Gegeben seien OP mit einem stationären Punkt (x; u) 2 IRn+m und für x zulässige
Asymptoten (L; U). Dann bezeichnet SP (x; L; U) ein konvexes Teilproblem von
OP im Entwicklungspunkt x.
Den Zusammenhang zwischen einem stationären Punkt eines nichtlinearen Optimie-
rungsproblems und der Lösungen eines konvexen Teilproblems liefert das folgende
Lemma.
Lemma 2.4.3
Gegeben sei OP und der Entwicklungspunkt x 2 IRn mit zulässigen Asymptoten
(L; U) 2 IR2n. Es existiert genau dann ein Lagrange-Multiplikator u 2 IRm, so daÿ
(x; u) ein stationärer Punkt von OP ist, wenn x der primale Anteil des stationären
Punkts des Teilproblems SP (x; L; U) ist.
Beweis:
Zillober [69]
Dies bedeutet, daÿ x eine Lösung für OP ist, wenn x die Lösung eines Teilproblems
mit dem Entwicklungspunkt z := x ist.
Das SCP-Verfahren von Zillober kombiniert die Approximationsidee von MMA mit
einer Line-Search-Methode bezüglich einer Merit-Funktion und erhält dadurch glo-
bale Konvergenzeigenschaften. Als Merit-Funktion kommt die erweiterte Lagrange-
Funktion zum Einsatz. Mit diesem Ansatz wurden schon SQP-Methoden stabilisiert,
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siehe z.B. Schittkowski [46]. Zur Vereinfachung der Notation wird hierfür die Index-
menge
M := fj : j = 1; : : : ;mg (2.26)
deniert.
Denition 2.4.4 (Erweiterte Lagrange-Funktion)
Die zu OP gehörende erweiterte Lagrange-Funktion r : IR
n+m ! IR ist für x 2 IRn,
u 2 IRm und r 2 IRm mit uj  0, rj > 0, für j 2M , deniert durch
r

x
u

:= f(x) +
X
j2M
8><>:
ujhj(x) +
rj
2
h2j(x); fur  
uj
rj
 hj(x)
  u
2
j
2rj
; sonst:
(2.27)
u heiÿt Lagrange-Multiplikator, r Penalty-Parameter.
Bei Zillober [74] wird eine kompakte Menge X in OP über untere und obere Schran-
ken für die primale Variable deniert (analog (1.9)). In diesem Fall müssen diese
Nebenbedingungen in die erweiterte Lagrange-Funktion aufgenommen werden. Die
Dimension der dualen Variablen ist dann m+ 2n.
Die ersten erweiterten Lagrange-Funktionen wurden von Hestenes [26] und Powell
[39] vorgestellt. Allgemein gehören diese Funktionen zu der Klasse der Penalty-
Funktionen. Im Gegensatz zu anderen Penalty-Methoden, können mit der erweiter-
ten Lagrange-Funktion Konvergenzaussagen für endliche Penalty-Parameter getrof-
fen werden. Eine Einführung in das Thema erweiterte Lagrange-Funktion ndet sich
in Bertsekas [5], einen Überblick über grundlegende Arbeiten gibt Conn et al. [8].
Die Minimierung der erweiterten Lagrange-Funktion bezüglich (x; u) 2 IRn+m für
ein festes r 2 IRm mit rj > 1, j 2M , ist ein unrestringiertes Optimierungsproblem.
Die erweiterte Lagrange-Funktion r : IR
n+m ! IR mit r 2 IRm ist exakt, d.h. ein
stationärer Punkt (x; u) von OP ist ein stationärer Punkt des unrestringierten Op-
timierungsproblems, das mit einem hinreichend groÿen Penalty-Parameter gebildet
wird, und umgekehrt.
Für den Nachweis der globalen Konvergenzeigenschaft des SCP-Verfahrens aus Zill-
ober [74] werden die zwei folgenden Ergebnisse aus Fletcher [15], [16] benötigt.
 Es ist genau dann rr

x
u

= 0 für alle r > 0, wenn (x; u) stationär für
OP ist.
 Sei (x; u) 2 IRn+m ein stationärer Punkt von OP. Falls die LICQ in x erfüllt
ist, existiert ein r 2 IRm mit r > 0, so daÿ x die erweiterte Lagrange-Funktion
r : IR
n+m ! IR minimiert für alle r  r.
Die Beschränktheit der erweiterten Lagrange-Funktion nach unten ist für beschränk-
te Variable unabhängig vom Penalty-Parameter gegeben.
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Bemerkung 2.4.5
Sei x 2 IRn, mit jxij  b < 1, i = 1; : : : ; n, und u 2 IRm, mit 0  uj  vmax < 1,
j 2 M . Es existiert r 2 IRm, mit rj  1, j 2 M , so daÿ die erweiterte Lagrange-
Funktion r : IR
n+m ! IR nach unten beschränkt ist für alle x, u und r 2 IRm mit
rj  rj, j 2M .
Es werden Bezeichnungen festgelegt, die im Weiteren die Notation vereinfachen.
Bezeichnung 2.4.6
Sei OP gegeben. Weiter sei x 2 IRn, u 2 IRm mit uj  0 für j 2M und r 2 IRm mit
rj > 0 für j 2M . Es ist
1. A(r; x; u) :=

j 2M : hj(x)   uj
rj

,
2. K(r; x; u) := M n A(r; x; u),
3. u := (u1; : : : ; um)T mit uj :=
(
uj; fur j 2 A(r; x; u);
0; fur j 2 K(r; x; u);
4. h(x) := (h1(x); : : : ; hm(x))
T ,
5. h(x) :=
 
h1(x); : : : ; hm(x)
T
mit hj(x) :=
(
hj(x); fur j 2 A(r; x; u);
0; fur j 2 K(r; x; u);
6. h^(r; x; u) :=

h^1(r; x; u); : : : ; h^m(r; x; u)
T
mit h^j(r; x; u) :=
8<:
hj(x); fur j 2 A(r; x; u);
 uj
rj
; fur j 2 K(r; x; u);
7. Jh(x) := (rxh1(x); : : : ;rxhm(x)),
8. P := diag(r1; : : : ; rm) 2 IRmm.
Bemerkung 2.4.7
Mit der in Bezeichnung 2.4.6 eingeführten Notation ist die partielle Ableitung der
erweiterten Lagrange-Funktion von OP gegeben durch
rr

x
u

:=
 rxf(x) + Jh(x)  u+ Ph(x)
h^(r; x; u)
!
: (2.28)
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2.5 Ein Algorithmus mit konvexen Approximatio-
nen
Bevor der Algorithmus aus Zillober [74] vorgestellt wird, wird ein Parameter einge-
führt, der bei der Aktualisierung der Penalty-Parameter der erweiterten Lagrange-
Funktion eingesetzt wird.
Bezeichnung 2.5.1
Gegeben sei OP, eine Folge von Entwicklungspunkten

zk
	
k=0;1;2;:::
und eine Folge
von zulässigen Asymptoten

Lk; Uk
	
k=0;1;2;:::
. Ferner sei  > 0 konstant und yk 2 ~Xk
der primale Anteil der Lösung des Teilproblems SP (zk; Lk; Uk). Dann ist
k := min
i=1;:::;n
(zk; yki ; L
k
i ; U
k
i ; ) (2.29)
mit
(zk; yki ; L
k
i ; U
k
i ; ) :=
8>>><>>>:

@f(zk)
@xi
+ 

2Uki   yki   zki
(Uki   yki )2
; falls i 2 I+0 (zk);
   @f(z
k)
@xi
  2Lki + yki + zki
(yki   Lki )2
; falls i 2 I 0 (zk);
(2.30)
für i = 1; : : : ; n.
Zu beachten ist, daÿ (zk; yki ; L
k
i ; U
k
i ; ) > 0 für alle i = 1; : : : ; n.
Es wird eine Suchrichtung sk aus der Dierenz von der aktuellen Näherungslösung
zk 2 IRn mit dem zugehörigen Lagrange-Multiplikator uk 2 IRm zum stationären
Punkt (yk; vk) des konvexen Teilproblems SP (zk; Lk; Uk), k 2 IN0, mit yk 2 IRn und
vk 2 IRm gebildet, d.h.
sk :=

yk   zk
vk   uk

: (2.31)
Für hinreichend groÿe Penalty-Parameter wird die Suchrichtung zur Abstiegsrich-
tung für die erweiterte Lagrange-Funkion.
Es folgt eine kurze Beschreibung des SCP-Algorithmus aus Zillober [74]. Er be-
steht aus fünf Schritten und einem Initialisierungsschritt. Im ersten Schritt werden
zulässige Asymptoten gebildet. Im zweiten Schritt wird das konvexe Teilproblem
aufgestellt und gelöst. Ist die Lösung des Teilproblems identisch mit dem aktuellen
Entwicklungspunkt, ist ein stationärer Punkt von OP gefunden worden und die Ite-
ration wird beendet. Im dritten Schritt wird der Penalty-Parameter der erweiterten
Lagrange-Funktion angepaÿt, so daÿ die Suchrichtung zu einer Abstiegsrichtung be-
züglich dieser Funktion wird. Diese Anpassung erfolgt durch eine Teiliteration. Im
vierten Schritt wird entlang der Suchrichtung eine Schrittweite bestimmt, so daÿ
ein hinreichender Abstieg realisiert wird. Dies wird als Line-Search bezeichnet. Im
Anschluÿ an die Line-Search wird im Schritt 5 die neue Näherung bestimmt und mit
der nächsten Iteration begonnen.
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Des Verfahren aus Zillober [74] kombiniert die Optimierung mittels konvexer Appro-
ximation mit einer Line-Search-Stabilisierung und wird in dieser Arbeit mit LSSCP
(Line-Search Sequential Convex Programming) bezeichnet.
Algorithmus 2.4 (LSSCP)
Sei OP gegeben.
Schritt 0:
Wähle einen Entwicklungspunkt z0 2 IRn und einen Lagrange-Multiplikator
u0 2 IRm mit u0j  0 für j 2 M . Wähle einen Penalty-Parameter r 10 2 IRm
mit r 10;j  1 für j 2 M und Konstanten  2 (0; 1), # 2 (0; 1),  > 0 und
1 < 1 < 2. Berechne f(z0), rxf(z0) und hj(z0), rxhj(z0) für j 2 M .
Initialisiere k := 0.
Schritt 1:
Wähle für zk beliebige zulässige Asymptoten Lk und Uk.
Schritt 2:
Bestimme den stationären Punkt (yk; vk) des Teilproblems SP (zk; Lk; Uk). Ist
zk = yk, dann ist (x; u) := (zk; uk) stationärer Punkt von OP, STOP.
Anderenfalls bestimme die Suchrichtung sk :=

yk   zk
vk   uk

, k := kyk   zkk2
und k nach 2.5.1 und initialisiere p := 0.
Schritt 3:
Falls rrk 1p

zk
uk
T
sk >  
k(k)2
2
, bestimme
rk 1p+1;j := min
(
2r
k 1
p;j ; max
(
1r
k 1
p;j ;
2(vkj   ukj )hj(zk)

))
; (2.32)
für alle j 2 A(rk 1p ; yk; vk), falls hj(zk) > 0 und rxhj(zk)T (yk   zk) 6= 0 bzw.
falls hj(zk) < 0 und rxhj(zk)T (yk   zk) > 0.
Anderenfalls setze
rk 1p+1;j := 1r
k 1
p;j : (2.33)
Weiter bestimme
rk 1p+1;j := min
(
2r
k 1
p;j ; max
(
1r
k 1
p;j ;
ukj (vkj   ukj )4mk(k)2

))
; (2.34)
für alle j 2 K(rk 1p ; yk; vk), falls vkj   ukj < 0.
Anderenfalls setze
rp+1;j := 1rp;j: (2.35)
Weiter setze p := p+ 1 und wiederhole SCHRITT 3.
Anderenfalls setze rk0 := r
k 1
p und initialisiere a := 0, a := 1.
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Schritt 4:
Berechne f
 
zk + a(y
k   zk) und hj  zk + a(yk   zk) für j 2M .
Falls
rk0

zk
uk

  rk0

zk
uk

+ as
k

<  arrk0

zk
uk
T
sk; (2.36)
setze a+1 := #a, a := a+ 1 und wiederhole SCHRITT 4,
anderenfalls setze k := a.
Schritt 5:
Setze 
zk+1
uk+1

:=

zk
uk

+ ksk; (2.37)
berechne rxf(zk+1), rxhj(zk+1), j 2M ,
setze k := k + 1 und gehe zu SCHRITT 1.
Bemerkung 2.5.2
1. Schritt 4 beruht auf der Armijo-Bedingung. Es kann gezeigt werden, daÿ diese
Teiliteration endlich ist (siehe Schittkowski [47]). Ausgehend von der Schritt-
weite Eins wird diese sukzessiv reduziert, bis erstmals ein hinreichender Ab-
stieg erreicht wird.
2. Eine Kombination der Armijo-Bedingung mit einer quadratischen Interpolati-
on ist möglich (siehe Schittkowski [47]).
3. In jedem Teiliterationsschritt der Line-Search-Methode werden die Funktions-
werte einmal berechnet, in jedem Schritt der Hauptiteration werden die Gra-
dientenwerte einmal berechnet.
4. LSSCP ist ein Verfahren 1. Ordnung.
In Schritt 0 wird der Algorithmus LSSCP initialisiert. Ein Vektor z0 2 IRn und
ein Lagrange-Multiplikator u0 2 IRm werden als Startwerte gewählt. z0 ist der erste
Entwicklungspunkt für die konvexen Teilprobleme. Sind Schranken für die prima-
le Variable gegeben, muÿ z0 so angepaÿt werden, daÿ die Schranken nicht verletzt
werden. Eine Möglichkeit hierfür ist in Kapitel 4 ausgeführt. Ferner werden alle be-
nötigten Konstanten festgelegt. Die Zielfunktion und Nebenbedingungsfunktionen,
wie auch deren Gradienten, werden für z0 ausgewertet. Der Iterationsparameter wird
zu Beginn mit k := 0 initialisiert.
In Schritt 1 sind beliebige für zk zulässige Asymptoten zu wählen. Die Asymptoten
aus Denition 2.3 sind für die folgenden theoretischen Betrachtungen nicht geeignet,
da ein konstanter Mindestabstand  > 0 für unendliche Folgen von Asymptoten nicht
gewährleistet werden kann. Das heiÿt, eine durch Denition 2.3 erzeugte unendliche
Folge von Asymptoten kann unzulässig sein.
In Schritt 2 wird das konvexe Teilproblem SP (zk; Lk; Uk) aufgestellt und gelöst.
Unter der Annahme, daÿ der zugehörige zulässige Bereich nicht leer ist, hat das
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strikt konvexe Teilproblem die eindeutige Lösung (yk; vk). Ist (yk; vk) kein statio-
närer Punkt von OP, wird die aktuelle Suchrichtung gebildet, sowie das Maÿ für
einen hinreichenden Abstieg festgelegt. Anschlieÿend wird der Iterationsparameter
der Teiliteration zur Anpassung des Penalty-Parameters der erweiterten Lagrange-
Funktion durch p := 0 initialisiert.
In Schritt 3 wird der Penalty-Parameter der erweiterten Lagrange-Funktion so an-
gepaÿt, daÿ die Suchrichtung zur Abstiegsrichtung für diese Penalty-Funktion wird.
Dies erfolgt durch eine endliche Teiliteration, was im Abschnitt 2.6 ersichtlich wird.
Der Parameter 1 verhindert, daÿ der Penalty-Parameter gegen eine obere Schranke
konvergiert, 2 sorgt dafür, daÿ der Wert nicht zu schnell ansteigt. Für den Al-
gorithmus LSSCP ist es dabei nicht notwendig, den kleinsten Penalty-Parameter
zu bestimmen, für den die Abstiegseigenschaft erfüllt ist. Es ist ausreichend, wenn
der Penalty-Parameter hinreichend groÿ ist. Im Abschnitt 2.6 wird die Abstiegsei-
genschaft der erweiterten Lagrange-Funktion nachgewiesen. Im Anschluÿ an diese
Aktualisierung des Penalty-Parameters wird der Iterationsparameter für die näch-
ste Teiliteration zur Erfüllung der Armijo-Bedingung mit a := 0 initialisiert. Über
a := 1 wird die maximale Schrittweite längs der Suchrichtung für diese Iteration
gesetzt.
In Schritt 4 wird mit einer weiteren Teiliteration eine hinreichende Abstiegsbedin-
gung erfüllt. Hierfür wird die Schrittweite entlang der Suchrichtung so lange redu-
ziert, bis der tatsächlich erreichte Abstieg der erweiterten Lagrange-Funktion hin-
reichend für eine Konvergenz ist. In jeder Teiliteration ist es notwendig, Zielfunktion
und Nebenbedingsfunktionen neu zu berechnen. Diese Teiliteration ist ebenfalls end-
lich.
In Schritt 5 wird mit der durch Schritt 4 berechneten Schrittweite der nächste Ite-
rationspunkt bestimmt. Für die nachfolgende Iteration müssen die Gradienten der
Zielfunktion und der Nebenbedingungsfunktionen neu berechnet werden. Anschlie-
ÿend wird der Iterationsindex erhöht und mit Schritt 1 fortgefahren.
2.6 Globale Konvergenz von LSSCP
In diesem Abschnitt wird kurz die Idee für den globalen Konvergenzbeweis des SCP-
Algorithmus aus Zillober [74] vorgestellt und die wichtigsten Sätze hierzu aufgeführt.
Für die Beweise wird auf Zillober [69, 74] verwiesen. Im Abschnitt 3.3 wird eine
ähnliche Vorgehensweise für TRSCP ausführlich dargestellt, bei der entsprechende
Beweise für das SCP-Verfahren mit Trust-Region-Stabilisierung ausgeführt werden.
Um die globale Konvergenzeigenschaft von LSSCP nachzuweisen, wird gezeigt, daÿ
die von Algorithmus 2.4 erzeugte Folge

uk
	
k=0;1;2;:::
2 IRm von Lagrange-Multiplika-
toren beschränkt ist. Weiter wird nachgewiesen, daÿ die berechnete Suchrichtung
sk 2 IRn+m eine Abstiegsrichtung der erweiterten Lagrange-Funktion rk0

zk
uk

ist.
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Ist der Penalty-Parameter rk0 2 IRm unabhängig vom Iterationsparameter k be-
schränkt, dann wird gezeigt, daÿ die Folge

(zk; uk)
	
k=0;1;2;:::
mindestens einen Häu-
fungspunkt besitzt und, daÿ alle Häufungspunkte dieser Folge stationär sind. Weiter
wird für unbeschränkte Penalty-Parameter nachgewiesen, daÿ die Folge mindestens
einen stationären Häufungspunkt besitzt.
Als erstes wird im folgenden Satz gezeigt, daÿ die Lagrange-Multiplikatoren uk, d.h.
die dualen Variablen, für alle k 2 IN0 beschränkt sind.
Satz 2.5
Sei OP und  > 0 konstant gegeben. Weiter sei

(zk; uk)
	
k=0;1;2;:::
vom Algorithmus
2.4 erzeugt, die Asymptoten

Lk; Uk
	
k=0;1;2;:::
seien für

zk
	
k=0;1;2;:::
zulässig, alle
Teilprobleme SP (zk; Lk; Uk) seien lösbar und LICQ sei in jedem Iterationspunkt
erfüllt. Dann ist

uk
	
k=0;1;2;:::
 IRm gleichmäÿig beschränkt bzgl. k 2 IN0.
Beweis:
Zillober [74]
In der Praxis kann die Lösbarkeit der Teilprobleme Schwierigkeiten bereiten, da
ihr zulässiger Bereich leer sein kann. Dies kann, wie unter Bemerkung 2.3.4 ange-
sprochen, durch Einführen einer künstlichen Variablen gelöst werden. Ausführungen
hierzu nden sich im Kapitel 4.
Der anschlieÿende Satz zeigt die Beschränktheit der Penalty-Parameter rk0 der er-
weiterten Lagrange-Funktion rk0 : IR
n+m ! IR. Weiter wird die Abstiegseigenschaft
der Suchrichtung sk für Glieder der Folge

(zk; uk)
	
k=0;1;2;:::
nachgewiesen, deren
Abstand durch einen Mindestabstand von einer lokalen Lösung (x; u) nach unten
beschränkt ist.
Satz 2.6
Sei OP gegeben und  > 0 konstant. Weiter sei

(zk; uk)
	
k=0;1;2;:::
vom Algorith-
mus 2.4 erzeugt, die Asymptoten

Lk; Uk
	
k=0;1;2;:::
für

zk
	
k=0;1;2;:::
zulässig und
alle Teilprobleme SP (zk; Lk; Uk) lösbar. LICQ sei in jedem Iterationspunkt erfüllt
und die Parameter sk, k, k seien wie in Algorithmus 2.4 deniert. Dann existieren
Penalty-Parameter r 2 IRm mit rkj > 0, j 2 M , so daÿ sk eine Abstiegsrichtung der
erweiterten Lagrange-Funktion ist, d.h.
rr

zk
uk
T
sk   
k(k)2
2
; (2.38)
für alle r 2 IRm mit rj  rkj , j 2 M . Ferner gilt, daÿ für  > 0 ein r 2 IRm mit
rj > 0, j 2M , und ein  > 0 existiert, so daÿ für alle
 
zk; uk

mit k  
rr

zk
uk
T
sk   
k(k)2
2
  
2
2
(2.39)
erfüllt ist für alle rj  rj , j 2M .
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Beweis:
Zillober [74]
Der zweite Teil der Aussage dieses Satzes besagt, daÿ für hinreichend groÿe Penalty-
Parameter das Produkt aus der Ableitung der erweiterten Lagrange-Funktion und
der Suchrichtung sk für alle k 2 IN0 nach oben beschränkt ist, sofern ein konstanter
Abstand  > 0 zwischen
 
zk; uk

und
 
yk; vk

gehalten wird. Das heiÿt in Fällen,
bei denen dieser Abstand besteht, kann für hinreichend groÿe Penalty-Parameter
ein vom Iterationsparameter unabhängiger Abstieg der Lagrange-Funktion erzielt
werden.
Als eine Voraussetzung in diesem Satz wird die in Denition 2.3.2 eingeführte Zuläs-
sigkeit der Asymptoten gefordert. Für den nachfolgenden Algorithmus TRSCP muÿ
diese Zulässigkeit erzwungen werden, da ansonsten der Beweis der globalen Kon-
vergenz im Abschnitt 3.2 nicht entsprechend der hier vorgestellten Weise geführt
werden kann.
Um schwache Konvergenz von LSSCP zu beweisen, genügt die Aussage von Satz 2.6.
Das heiÿt, man kann für unbeschränkte Penalty-Parameter zeigen, daÿ die erzeugte
Folge von Entwicklungspunkten mindestens einen Häufungspunkt besitzt und, daÿ
mindestens ein Häufungspunkt dieser Folge stationär ist.
Die Beschränktheit der Penalty-Parameter in Algorithmus 2.4 bedeutet, daÿ bedingt
durch das gewählte Penalty-Parameter-Update ein r 2 IRm mit rj < 1, j 2 M ,
und ein k < 1 existieren, so daÿ rk0 = r für alle k  k. Für Penalty-Parameter
mit dieser Eigenschaft läÿt sich die globale Konvergenz von LSSCP mit folgender
starken Aussage beweisen.
Satz 2.7
Sei OP gegeben und  > 0 konstant. Weiter sei

(zk; uk)
	
k=0;1;2;:::
vom Algorith-
mus 2.4 erzeugt, die Asymptoten

Lk; Uk
	
k=0;1;2;:::
für

zk
	
k=0;1;2;:::
zulässig und
alle Teilprobleme SP (zk; Lk; Uk) lösbar. Die LICQ sei in jedem Iterationspunkt, als
auch jeden Häufungspunkt der Folge erfüllt. Die Parameter sk, k, k seien wie in
Algorithmus 2.4 deniert. Es existiert r 2 IRm mit 1 < rj < 1 und rkj  r für
alle j 2 M und k = 0; 1; 2; : : :. Dann besitzt (zk; uk)	
k=0;1;2;:::
mindestens einen
Häufungspunkt, und jeder Häufungspunkt dieser Folge ist stationär.
Beweis:
Zillober [74]
Kapitel 3
Trust-Region-Methoden
Dieses Kapitel führt die Trust-Region-Methode zur Stabilisierung von sequentiel-
len Optimierungsverfahren ein. Es werden zwei verschiedene Optimierungsalgorith-
men vorgestellt. Der Hauptteil dieses Kapitels enthält das neue SCP-Optimierungs-
verfahren TRSCP, das aufgrund einer Trust-Region-Methode eine globale Konver-
genzeigenschaft besitzt. TRSCP steht für 'Trust-Region Sequential Convex Pro-
gramming'.
Als erster Teil dieses Kapitels wird ein global konvergenter Trust-Region-Modell-
Algorithmus aus Yuan [65] vorgestellt, der das nichtlineare Optimierungsproblem
OP (2.5) löst. Anhand dieses Modell-Algorithmus soll das Konzept der Trust-Region-
Methode veranschaulicht werden. Der vorgestellte Algorithmus aus Yuan [65] wurde
für diese Arbeit ausgewählt, da er einerseits die Vorgehensweise eines Optimierungs-
verfahrens mit Trust-Region-Stabilisierung gut zeigt und andererseits die gleiche
Problemklasse behandelt wie das in Kapitel 2 besprochene SCP-Verfahren von Zill-
ober [74] und der anschlieÿend vorgestellte Algorithmus TRSCP.
Im zweiten Teil dieses Kapitels wird das sequentielle Optimierungsverfahren TRSCP
vorgestellt. Bei TRSCP wird in jeder Iteration mittels einer MMA-Approximation
(Denition 1.0.2) ein konvexes Teilproblem aufgestellt. Hierfür wird die im Kapitel
2 vorgestellte Approximation angepaÿt und eingesetzt. Die Konvergenz dieses SCP-
Verfahrens wird durch eine Trust-Region-Methode stabilisiert. Als Trust-Region
dient ein fest denierter Teilbereich zwischen den MMA-Asymptoten. Den Abschluÿ
des zweiten Teils bildet der Beweis der globalen Konvergenz von TRSCP.
Eine umfassende Einführung in die Trust-Region-Methoden ndet sich in Conn et
al. [9]. Ferner wird für einen Überblick über Trust-Region-Methoden auf Yuan [66]
verwiesen. Eine kurze, allgemeine Beschreibung von Stabilisierungsmethoden von
iterativen Optimierungsverfahren gibt Schittkowski und Yuan [51].
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3.1 Ein Trust-Region-Modell-Algorithmus
Eine Trust-Region-Methode stabilisiert die Konvergenz eines iterativen Verfahrens
zur Lösung eines nichtlinearen Optimierungsproblems (OP), d.h. durch diese Schritt-
weitenkontrolle erhält das iterative Optimierungsverfahren globale Konvergenzei-
genschaften. In jeder Iteration wird ausgehend von einem aktuellen Iterationspunkt
z 2 IRn ein Schritt s 2 IRn zu einem möglichen nächsten Iterationspunkt berechnet.
Der neue Iterationspunkt muÿ in einer bestimmten Umgebung des aktuellen Iterati-
onspunkts liegen. Diese Umgebung ist die sogenannte Trust-Region. Die Schrittweite,
d.h. der Abstand zwischen aktuellem Iterationspunkt und dem Kandidaten für den
nächsten Iterationspunkt, wird hierbei durch den Trust-Region-Radius nach oben
beschränkt. Der Schritt wird mittels einer Merit-Funktion bewertet, d.h. es wird
eine Prognose erstellt, inwieweit sich durch den Schritt der neue Iterationspunkt im
Hinblick auf die Optimierung verbessert. Fällt diese Prognose hinreichend gut aus,
werden die Funktionen des OPs für den neuen Punkt berechnet. Die Trust-Region
wird anschlieÿend basierend auf dem Ergebnis der Prognose und der tatsächlich
erreichten Änderung angepaÿt und es wird mit der nächsten Iteration fortgefahren.
Powell [40] hat in den 70er Jahren eine Trust-Region-Methode für unrestringier-
te Probleme vorgestellt. Weiter präsentierte zu dieser Zeit Fletcher einen Modell-
Algorithmus für eine Optimierung mit beschränkter Schrittweite1. Dieser beschreibt
ein Trust-Region-stabilisiertes Optimierungsverfahren und ist, obwohl die Trust-
Region-Methode im weitesten Sinn der klassischen Levenberg-Marquardt-Methode
(siehe Levenberg [31] bzw. Marquardt [32]) entspricht (siehe Yuan [65]), eine weitere
grundlegende Arbeit in diesem Bereich. Der Modell-Algorithmus kann in Fletcher
[17] nachgelesen werden. Eine ausführliche Diskussion der Levenberg-Marquardt-
Methode ndet sich in Morè [33].
Es lassen sich folgende unterschiedliche Ansätze von Trust-Region-Methoden un-
terscheiden. In der sogenannten null-space-Technik besteht der Schritt zwischen den
Iterationspunkten aus einem horizontalen und einem vertikalen Anteil. Der vertikale
Anteil dient der Reduzierung der Verletzung der Nebenbedingungen, der horizonta-
le der Reduzierung der Zielfunktion. Wichtige Arbeiten zu diesem Ansatz sind z.B.
Vardi [64], Byrd et al. [6] und Omojokun [37]. Ein weiterer Ansatz für eine Trust-
Region-Methode basiert auf der Arbeit von Celis et al. [7]. Hier werden im Teilpro-
blem die Nebenbedingungen nicht einzeln linearisiert, sondern es wird eine einzelne
quadratische Bedingung eingeführt. Neben Celis et al. [7] ist Powell und Yuan [44]
eine weitere wichtige Arbeit zu diesem Ansatz. Hier wird diese quadratische Bedin-
gung näher betrachtet. Eine weitere Möglichkeit basiert auf der Verwendung einer
Penalty-Funktion. Der in diesem Abschnitt vorgestellte Algorithmus aus Yuan [65]
folgt diesem Ansatz.
Ein aktuellerer Ansatz ist die Kombination von einer Trust-Region mit einem Filter.
Dieser Ansatz ermöglicht nicht-monotone Iterationsfolgen, indem die Verbesserung
der Zielfunktion und die Verbesserung der Verletzung der Nebenbedingungen sepa-
rat betrachtet werden. Mit Hilfe eines sogenannten Dominanz-Prinzips erfolgt eine
1im englischen: restricted step method
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Bewertung eines Iterationspunkts. Eine durch eine Filter-Methode erzeugte Iterati-
onsfolge ist monoton im Bezug auf diese Beurteilung. Arbeiten hierzu sind Fletcher
und Leyer [18], Ulbrich und Ulbrich [62] und Fletcher et al. [19]. Eine Kombinati-
on von Trust-Region-Methode und Line-Search-Methode ndet sich in Nocadal und
Yuan [36]. In Gould und Toint [21] wird ein Verfahren der nichtlinearen Optimierung
vorgestellt, das ohne Penalty-Funktion und ohne Filter eine globale Konvergenzei-
genschaft besitzt. Bei diesem Verfahren kommen Trust-Regions zum Einsatz.
Der hier vorgestellte Modell-Algorithmus aus Yuan [65] entspricht schematisch dem
Modell-Algorithmus von Fletcher [17]. Es wird iterativ ein stationärer Punkt des
nichtlinearen Optimierungsproblems OP (2.5) gesucht. Hierfür wird in jeder Itera-
tion ein Teilproblem für den aktuellen Iterationspunkt aufgestellt. Ein Iterations-
punkt ist eine Näherung für einen stationären Punkt von OP. Im Teilproblem wird
eine L1-Meritfunktion mit linearisierten Restriktionen und einer Trust-Region mi-
nimiert. Eine Trust-Region ist eine speziell gewählte Menge von Vektoren, in der die
Lösung des Teilproblems gesucht wird. Eine Trust-Region wird im Allgemeinen mit
Hilfe des sogenannten Trust-Region-Radius um den Iterationspunkt aufgespannt.
Die Lösung des Teilproblems wird mit Hilfe einer ebenfalls auf der L1-Norm basie-
renden Penalty-Funktion bewertet. Mit dem Ergebnis und der Bewertung wird eine
neue, in einem gewissen Sinn bessere Näherung für einen stationären Punkt und ein
neuer Trust-Region-Radius festgelegt.
Der Modell-Algorithmus in diesem Abschnitt entspricht dem Algorithmus 2.1 in
Yuan [65] und ist global konvergent, d.h. die vom Modell-Algorithmus erzeugte
Folge von Iterationspunkten konvergiert unabhängig vom Startpunkt gegen einen
stationären Punkt von OP.
Die folgende Denition der Abbildung h+(x) vereinfacht die Darstellung der im
Modell-Algorithmus vorkommenden Nebenbedingungen, der zugehörigen Penalty-
Funktion und des zu lösenden Teilproblems.
Denition 3.1.1
Sei OP gegeben. h+ : IRn ! IRm ist deniert, durch
h+j (x) := max f0; hj(x)g ; j 2M:
Die Denition kann ohne Probleme auf Gleichungsrestriktionen erweitert werden.
Die Nebenbedingungen des Optimierungsproblems OP lassen sich mit Hilfe der L1-
Norm und dieser Denition zu einer einzigen skalaren Restriktion
kh+(x)k1 = 0 (3.1)
umformulieren. Die in diesem Abschnitt verwendete exakte Penalty-Funktion ist
deniert durch
P (x; ) := f(x) + kh+(x)k1 (3.2)
mit dem Penalty-Parameter  2 IR+.
Im hier vorgestellten Trust-Region-Verfahren von Yuan [65] wird in jeder Iteration
ein Teilproblem gelöst, das auf einer L1-Meritfunktion basiert. Die Nebenbedin-
gungsfunktionen von OP werden hierfür linearisiert.
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Denition 3.1.2 (Teilproblem mit L1-Meritfunktion)
Gegeben sei OP und ein Entwicklungspunkt z 2 IRn. Ferner sei D 2 IRnn positiv
denit,  > 0 ein Penalty-Parameter und  > 0 ein Trust-Region-Radius. Dann ist
das Problem TP(z;;D; ) deniert durch
Minimiere S (x; z;D; ) ;
unter kxk1  ;
x 2 IRn;
(3.3)
mit
S(x; z;D; ) := rxf(z)Tx+ 1
2
xTDx+ 
[h(z) +rxh(z)Tx]+1 (3.4)
und heiÿt Teilproblem in z mit L1-Meritfunktion des nichtlinearen Optimierungs-
problems OP.
Die Lösung des Teilproblems wird folglich ausschlieÿlich innerhalb des Trust-Region-
Radius  2 IR gesucht. Nach diesen Vorbereitungen läÿt sich der Algorithmus 2.1
aus Yuan [65] wie folgt darstellen.
Algorithmus 3.1 (Trust-Region-Verfahren mit L1-Meritfunktion)
Sei OP gegeben.
Schritt 0:
Wähle z0 2 IRn, 0 > 0, D0 2 IRnn positiv denit, $0 > 0, 0 > 0 und
initialisiere k := 0.
Schritt 1:
Bestimme sk als Lösung des Teilproblems TP (zk;k; Dk; k) und uk, den zu-
gehörigen Lagrange-Multiplikator. Ist sk = 0, dann ist zk Lösung von OP,
STOP.
Schritt 2:
Berechne den Quotienten
Qk :=
P (zk; k)  P (zk + sk; k)
S(0; zk; Dk; k)  S(sk; zk; Dk; k) : (3.5)
Falls Qk  0 gehe zu SCHRITT 3, anderenfalls setze k+1 := ks
kk1
4
,
zk+1 := zk, k := k + 1 und gehe zu SCHRITT 1.
Schritt 3:
Setze zk+1 := zk + sk und
k+1 :=
8>>>><>>>>:
max

2k; 4kskk1
	
; fur Qk > 0:9;
k; fur 0:1  Qk  0:9;
min

k
4
;
kskk1
2

; fur Qk < 0:1:
(3.6)
Erzeuge Dk+1 aus Dk mit Hilfe eines Quasi-Newton-Verfahrens.
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Schritt 4:
Falls
S(0; zk; Dk; k)  S(sk; zk; Dk; k) < $kk mink; kh+(zk)k1	 ; (3.7)
dann setze k+1 := 2k und $k+1 :=
$k
4
, anderenfalls k+1 := k und
$k+1 := $k. Setze k := k + 1 und gehe zu SCHRITT 1.
Die Matrix Dk+1 kann aus Dk mit Hilfe eines BFGS2-Updateverfahrens bestimmt
werden. Yuan [65] schlägt hierfür die Safeguard-BFGS-Aktualisierung von Powell
[42] vor, d.h.
Dk+1 := Dk   D
ksk(Dksk)T
(sk)TDksk
+
%k(%k)T
(%k)T sk
: (3.8)
Hierbei ist %k 2 IRn eine Konvexkombination aus einem !k 2 IRn und Dksk. Der
Vektor %k muÿ der Bedingung
(%k)T sk > 0:1(sk)TDksk (3.9)
genügen. Der Vektor !k ist die Dierenz der Gradienten der Lagrange-Funktion bei
zk und zk + sk, d.h.
!k := rxf(zk + sk) rxf(zk) 
mX
j=1
ukj
 rxh(zk + sk) rxh(zk) ; (3.10)
mit dem Lagrange-Multiplikator uk 2 IRm, ukj  0 für j 2 M . D0 kann mit der
Rang-n-Einheitsmatrix En initialisiert werden, d.h.
D0 := En: (3.11)
Im Schritt 2 des Modell-Algorithmus wird das Maÿ Qk berechnet, mit dessen Hilfe
die Gröÿe des Trust-Region-Radius k+1 für die folgende Iteration bestimmt wird.
Qk ist der Quotient der erwarteten Verbesserung und der erreichten Verbesserung
der Merit-Funktion. Die erwartete Verbesserung ergibt sich aus der Veränderung
der Zielfunktion S : IRn ! IR des Teilproblems und ist nach Konstruktion immer
gröÿer Null, ansonsten würde der Modell-Algorithmus im Schritt 1 terminieren. Die
erreichte Verbesserung wird mit Hilfe der exakten Penalty-Funktion P : IRn ! IR
bestimmt. Tritt eine Verschlechterung ein, d.h. Qk < 0, dann wird der Trust-Region-
Radius k verkleinert und das Teilproblem aus Denition 3.1.2 erneut gelöst. Für
Qk  0 wird mit dem neuen Vektor zk+1 := zk + sk fortgefahren. Der Wert von Qk
legt fest, wie k angepaÿt wird.
Unter den beiden Voraussetzungen, daÿ f , h stetig dierenzierbar und

xk
	
k=0;1;2;:::
,
Dk
	
k=0;1;2;:::
beschränkt sind, zeigt Yuan [65], daÿ dieser Modell-Algorithmus glo-
bal konvergiert. Bleibt der Penalty-Parameter k beschränkt, dann konvergiert die
2steht für Broyden-Fletcher-Goldfarb-Shanno
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Iterationsfolge

zk
	
k=0;1;2;:::
gegen einen KKT-Punkt. Anderenfalls, d.h. für einen
unbeschränkten Penalty-Parameter, zeigt Yuan [65], daÿ die Iterationsfolge gegen
einen Fritz-John-Punkt konvergiert. In diesem Fall kann gezeigt werden, daÿ die
Verletzung der Nebenbedingungen von OP beschränkt ist.
Denition 3.1.3 (Fritz-John-Bedingung)
Sei OP gegeben. Für x 2 IRn, u0 2 IR und u 2 IRm heiÿt
u0rxf(x) +
mX
j=1
ujrxhj(x) = 0; (3.12)
u0  0; (3.13)
hj(x)  0 ; j 2M; (3.14)
ujhj(x) = 0 ; j 2M; (3.15)
uj  0 ; j 2M; (3.16)
Fritz-John-Bedingung. Ist die Fritz-John-Bedingung für (x; u0; u) erfüllt, dann heiÿt
(x; u0; u) Fritz-John-Punkt.
Die Erfüllung der Fritz-John-Bedingung ist notwendig für einen stationären Punkt.
Die Karush-Kuhn-Tucker-Bedingung hingegen ist hinreichend für den Nachweis eines
stationären Punkts. Die Fritz-John-Bedingung entspricht für u0 6= 0 der Karush-
Kuhn-Tucker-Bedingung.
Im folgenden Abschnitt wird die Trust-Region-Methode aus Algorithmus 3.1 mit der
Trust-Region-Stabilisierung von TRSCP verglichen und Unterschiede und Parallelen
aufgezeigt.
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3.2 Der Algorithmus TRSCP
Der Algorithmus TRSCP basiert auf einem global konvergenten Lösungsverfah-
ren für kontinuierliche, nichtlineare und restringierte Optimierungsprobleme, das
durch eine Trust-Region-Methode stabilisiert wird. Dem Algorithmus liegt ein SCP-
Verfahren zu Grunde, das eine MMA-Approximation (Denition 1.0.2) mit einer
Trust-Region-Strategie kombiniert.
In diesem Abschnitt wird der Algorithmus TRSCP vorgestellt und im nächsten
Abschnitt seine globale Konvergenzeigenschaft nachgewiesen. Die vom Algorithmus
erzeugte Iterationsfolge besitzt mindestens einen Häufungspunkt und mindestens
ein Häufungspunkt dieser Folge ist stationär. Diese Konvergenz ist unabhängig vom
Startvektor. Bei TRSCP kommt eine Penalty-Funktion zum Einsatz. Ist der Penalty-
Parameter dieser Funktion für diese Folge beschränkt, dann endet die Iterationsfolge
in einem KKT-Punkt (Denition 2.4.1), oder mindestens ein Häufungspunkt der
Folge erfüllt die KKT-Bedingung.
Für SCP-Verfahren werden, wie in Kapitel 2 vorgestellt, in jeder Iteration die Ziel-
funktion und die Restriktionsfunktionen von OP (Denition 2.3.1) in einem Vektor
z 2 IRn konvex approximiert. Mit Hilfe dieser Approximationen wird ein konvexes
Teilproblem aufgestellt.
Der Vektor z heiÿt Entwicklungspunkt des Teilproblems. Wie beim SCP-Verfahren
von Zillober [74] wird die Zielfunktion für das Teilproblem streng konvex approxi-
miert. Hieraus folgt, daÿ das konvexe Teilproblem eine eindeutige Lösung y 2 IRn
besitzt, solange es einen nicht leeren zulässigen Bereich hat. In Kapitel 4 wird aus-
geführt, wie selbst für ein Teilproblem mit leerem zulässigen Bereich ein eindeutiger
Vektor gefunden wird, der als Iterationspunkt herangezogen werden kann. Deshalb
wird als Vereinfachung im Weiteren davon ausgegangen, daÿ immer eine eindeutige
Lösung des Teilproblems vorliegt.
Mit der Lösung y 2 IRn des Teilproblems soll der nächste Iterationspunkt, d.h.
der Entwicklungspunkt des nächsten Teilproblems, bestimmt werden. Das bedeu-
tet, der Algorithmus erzeugt eine Folge von Entwicklungspunkten. Hierfür muÿ y
hinsichtlich des verfolgten Ziels, einen stationären Punkt von OP zu approximie-
ren, bewertet werden. Analog dem Verfahren von Zillober [74] kommt die erwei-
terte Lagrange-Funktion r : IR
n+m ! IR (Denition 2.4.4) zum Einsatz, um eine
Abstiegsrichtung zu denieren. Die erweiterte Lagrange-Funktion r ordnet jeder
primalen Variablen x 2 IRn für einen Penalty-Parameter r 2 IRm und einer dualen
Variablen u 2 IRm einen Wert zu. Die dualen Variablen werden auch Lagrange-
Multiplikatoren genannt. Die Anzahl der Nebenbedingungsfunktionen legt die Di-
mension m des Penalty-Parameters fest.
Nicht jede Iteration eines Optimierungsverfahrens mit Trust-Region-Stabilisierung
führt zu einem Wechsel des Entwicklungspunkts. Es werden hier innere und äuÿere
Iterationen unterschieden. Die Lösung des Teilproblems muÿ gewissen Anforderung-
en genügen. Erfüllt diese Lösung die Anforderungen nicht, wird eine innere Itera-
tion durchgeführt. Bei einer inneren Iteration wird der Entwicklungspunkt nicht
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geändert, sondern die aktuelle Lösung des Teilproblems verworfen. Es wird nur der
Trust-Region-Radius verkleinert und das Teilproblem anschlieÿend erneut gelöst.
Bei einer äuÿeren Iteration wird die aktuelle Lösung des Teilproblems als Entwick-
lungpunkt für das nächste Teilproblem akzeptiert, d.h. es ndet ein Wechsel des
Entwicklungspunkts statt. Hier kann im Anschluÿ der Trust-Region-Radius ange-
paÿt werden, indem der Trust-Region-Radius vergröÿert oder verkleinert wird. Für
eine unendliche von TRSCP erzeugte Folge von Iterationspunkten ist zu zeigen, daÿ
jede Teilfolge von inneren Iterationen endlich ist. Das heiÿt, für den Nachweis der
globalen Konvergenzeigenschaft von TRSCP wird es danach ausreichend sein, die
unendliche Teilfolge von äuÿeren Iterationen zu betrachten.
Bei MMA-Verfahren werden für einen Entwicklungspunkt z 2 IRn, für den das Teil-
problem aufgestellt werden soll, eine untere Asymptote L 2 IRn und eine obere
Asymptote U 2 IRn festgelegt. Mit ihrer Hilfe werden die Approximationen für das
Teilproblem bestimmt. Es gilt
Li < zi < Ui; 8 i = 1; : : : ; n: (3.17)
Jeder Koezient der Lösung y 2 IRn des Teilproblems wird ebenfalls von dem ent-
sprechenden Paar von Asymptotenkoezienten eingeschlossen, d.h. es gilt
Li < yi < Ui; 8 i = 1; : : : ; n: (3.18)
Ein Teilbereich zwischen diesen Asymptoten wird bei TRSCP als Trust-Region an-
gesehen. Durch Steuerung der Asymptotenerzeugung im Sinne einer Trust-Region-
Methode wird globale Konvergenz des Algorithmus erreicht.
Würde der gesamte Bereich zwischen den Asymptoten als Trust-Region angesehen
und erfolgt die Asymptotenerzeugung durch Addition eines Trust-Region-Radius
 2 IRn mit i > 0, i = 1; : : : ; n, zu z 2 IRn, könnte kein konstanter Mindest-
abstand zwischen z und den Asymptoten garantiert werden. Folglich wären diese
Asymptoten nach Denition 2.3.2 nicht zulässig. Um die Verletzung der Zulässig-
keit zu vermeiden wird ein konstanter Mindestabstand  > 0 zwischen dem Entwick-
lungspunkt und den Asymptoten eingeführt. Durch den Mindestabstand zwischen
Entwicklungspunkt und Asymptote wird vermieden, daÿ die Werte der Approxima-
tionen bzw. die Werte ihrer Ableitungen unbeschränkt ansteigen. Abbildung 3.2 zeigt
den Zusammenhang von Funktion f , Entwicklungspunkt z, Trust-Region-Radius ,
Mindestabstand , den Asymptoten L(z;; ) und U(z;; ) und der daraus resul-
tierenden Approximation fk, mit dem Iterationsindex k 2 IN0.
Es seien ein Entwicklungspunkt z 2 IRn, ein Trust-Region-Radius  2 IRn mit
i > 0 für i = 1; : : : ; n und die Konstante  > 0 als Mindestabstand gegeben. Für
den Mindestabstand  wird der Vektor
 := (; : : : ; ) 2 IRn (3.19)
deniert. Die untere und die obere Asymptote werden im Algorithmus TRSCP durch
L(z;; ) := z   ( + );
U(z;; ) := z + ( + )
(3.20)
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Abbildung 3.1: Trust-Region, zulässige Asymptoten, Zielfunktion und Approxima-
tion für einen Entwicklungspunkt z
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festgelegt. Der Vektor  2 IRn ist der Trust-Region-Radius im Algorithmus TRSCP.
Im Unterschied zum Modell-Algorithmus 3.1 von Yuan, ist der Trust-Region-Radius
bei TRSCP mehrdimensional. Hieraus folgt, daÿ jeder Koezient des Trust-Region-
Radius individuell geeignet angepaÿt werden kann.
Lemma 3.2.1
Es seien max > 0,  > 0 und b > 0 gegeben. Ferner sei eine Folge von Entwick-
lungspunkten

zk
	
k=0;1;2;:::
mit jzki j  b, i = 1; : : : ; n, und eine Folge von Trust-
Region-Radien

k
	
k=0;1;2;:::
mit 0 < ki  max, i = 1; : : : ; n, gegeben. Dann ist
L(zk;k; ); U(zk;k; )
	
k=0;1;2;:::
eine Folge von zulässigen Asymptoten.
Beweis:
Die Einhaltung eines Mindestabstands  von den Asymptoten analog Denition 2.3.2
folgt aus ki > 0 für i = 1; : : : ; n,  > 0 und (3.20). Aufgrund von (3.20) und der
Beschränktheit von zk ist die Beschränktheit der Folge von Asymptoten mit den
Konstanten
Lmin :=  (b+max + ) >  1;
Umax := b+max +  < 1; (3.21)
gegeben. Damit gilt
Lmin  L(zk;k; )i < zki    < zki < zki +  < U(zk;k; )i  Umax; (3.22)
für alle k 2 IN0 und i = 1; : : : ; n.
q.e.d.
Die Konstante max ist der maximale Betrag eines Koezienten eines Trust-Region-
Radius, und wird im weiteren vereinfachend als maximaler Trust-Region-Radius
bezeichnet. max > 0 kann willkürlich gewählt werden. Sind Schranken im Optimie-
rungsproblem analog (1.9) gegeben, ist
max := kx  xk1 (3.23)
eine Möglichkeit diese Konstante zu setzen.
Nicht alle Koezienten i eines Trust-Region-Radius  2 IRn müssen den glei-
chen Wert besitzen. Hilfreich ist es, den kleinsten Betrag der Koezienten i zu
bezeichnen. Es sei
min := min
i=1;:::;n
i (3.24)
der kleinste Betrag der Koezienten des Trust-Region-Radius .
Die Konstantemax ist unabhängig vom Iterationsparameter k. Im Gegensatz hierzu
ist der kleinste Betrag der Koezienten des Trust-Region-Radius abhängig von k.
Das heiÿt zu einer Folge

k
	
k=0;1;2;:::
von Trust-Region-Radien gehört die Folge
kmin
	
k=0;1;2;:::
 IR.
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Wird ein konvexes Teilproblem mit den Asymptoten aus (3.20) aufgestellt und ge-
löst, liegt die Lösung y des Teilproblems im oenen Intervall (L(z;; );U(z;; )),
aber nicht notwendigerweise in [z  ; z +]. Das bedeutet, die Trust-Region-Be-
dingung kann durch die Einführung des konstanten Mindestabstands  > 0 verletzt
werden. Bei TRSCP wird daher sicherzustellen sein, daÿ die Lösung eines Teilpro-
blems trotz dieser Asymptotenerzeugung innerhalb des Trust-Region-Radius liegt.
Das heiÿt,
jyi   zij  i ; i = 1; : : : ; n; (3.25)
muÿ erfüllt sein.
Durch die Asymptotenerzeugung (3.20) erhalten die Funktionen eines konvexen Teil-
problems SP (zk; L(zk;; ); U(zk;; )) folgende Form.
Lemma 3.2.2
Sei OP, eine Folge von Entwicklungspunkten

zk
	
k=0;1;2;:::
, eine Folge von Trust-
Region-Radien

k
	
k=0;1;2;:::
mit ki > 0, i = 1; : : : ; n, und die Konstanten  > 0
und  > 0 gegeben. Dann gilt für die Funktionswerte der konvexen Teilprobleme
SP (zk; L(zk;; ); U(zk;; )) (siehe Denition 2.3.3),
~fk
 
x; zk; L(zk;k; ); U(zk;k; ); 

= fk
 
x; zk;k; ; 

; (3.26)
~hkj (x; z
k; L(zk;k; ); U(zk;k; )) = hkj
 
x; zk;k; 

; (3.27)
j 2M;
mit
fk
 
x; zk;k; ; 

:= k0;0
 
zk;k; 

+
X
i2I+0 (zk)
k0;i
 
xi; z
k;ki ; ; 

(zki +
k
i + )  xi
+
X
i2I 0 (zk)
k0;i
 
xi; z
k;ki ; ; 

xi   (zki  ki   )
; (3.28)
hkj
 
x; zk;k; 

:= kj;0
 
zk;k; 

+
X
i2I+j (zk)
kj;i
 
zki ;
k
i ; 

(zki +
k
i + )  xi
+
X
i2I j (zk)
kj;i
 
zki ;
k
i ; 

xi   (zki  ki   )
; (3.29)
und
k0;0
 
zk;k; 

:= f(zk) 
nX
i=1
@f(zk)@xi
 (ki + ); (3.30)
k0;i
 
xi; z
k;ki ; ; 

:=
@f(zk)@xi
 (ki + )2 + (xi   zki )2; (3.31)
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und
kj;0
 
zk;k; 

:= hj(z
k) 
nX
i=1
@hj(zk)@xi
 (ki + ); (3.32)
kj;i
 
zk;ki ; 

:=
@hj(zk)@xi
 (ki + )2: (3.33)
Beweis:
Es ist
zk   L(zk;k; )
= zk   (zk  k   )
= k + 
= (zk +k + )  zk
= U(zk;k; )  zk:
(3.34)
Weiter gilt I 0 (z
k) [ I+0 (zk) = f1; : : : ; ng (siehe (2.10)) und
 
X
i2I+0 (zk)
@f(zk)
@xi
+
X
i2I 0 (zk)
@f(zk)
@xi
=  
X
i2I+0 (zk)
@f(zk)
@xi
 
X
i2I 0 (zk)
@f(zk)@xi

=  
X
i=1;:::;n
@f(zk)@xi

(3.35)
(analog für Nebenbedingungsfunktionen). Insgesamt folgt die Äquivalenz der Funk-
tionen der Teilprobleme.
q.e.d.
Bei Zillober [74] wird im Teilproblem SP
 
zk; Lk; Uk

für ein OP mit Schranken
analog (1.9) eine Teilmenge Xk  IRn bestimmt, bei der ein Parameter ! 2 (0; 1)
benötigt wird. Xk ist so deniert, daÿ die Lösung yk 2 IRn des Teilproblems einen
gewissen, allerdings im Verlauf der Iteration variablen Abstand von den Asymptoten
hat. Auÿerdem werden die unteren und oberen Schranken so für das Teilproblem
angepaÿt, daÿ sie zwischen dem Entwicklungspunkt und den Asymptoten liegen. Bei
TRSCP wird eine MengeXk so bestimmt (siehe 3.37), daÿ sie ähnliche Eigenschaften
besitzt wie Xk bei Zillober [74] bzw. ~Xk aus Kapitel 2 (siehe 2.20). Bei TRSCP
können, falls vorhanden, in die MengeXk auch Schranken für die primalen Variablen
aufgenommen werden (siehe Kapitel 4). Allerdings wird im folgendenXk ohne solche
Schranken deniert. Bei TRSCP wird Xk so gewählt, daÿ die Lösung yk sicher ein
Element der Trust-Region ist.
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Denition 3.2.3
Sei eine Folge von Entwicklungspunkten

zk
	
k=0;1;2;:::
und eine Folge von Trust-
Region-Radien

k
	
k=0;1;2;:::
mit ki > 0, i = 1; : : : ; n, gegeben. Dann ist
X
 
zk;k

:=

x 2 IRn : zk  k  x  zk +k; i = 1; : : : ; n	 : (3.36)
Ein Übertrag der Ergebnisse aus Zillober [74] auf TRSCP ist mit
Xk := X
 
zk;k

(3.37)
anstelle von Xk möglich, da beide Mengen den gleichen Zweck erfüllen, die primale
Variable von den Asymptoten wegzubeschränken.
In der Darstellung der Funktionen in den Teilproblemen von TRSCP wird die Sym-
metrie der Asymptoten zum Entwicklungspunkt ausgenutzt und dadurch verein-
facht. Auÿerdem werden die Nebenbedingungen für die Sicherstellung der Trust-
Region explizit in das Teilproblem aufgenommen, d.h mit
gki
 
x; zk;k

:=  xi + zki  ki  0;
gkn+i
 
x; zk;k

:= xi   zki  ki  0;
(3.38)
für i = 1; : : : ; n wird die Bedingung x 2 Xk := X  zk;k ersetzt. Damit sind die
Teilprobleme von TRSCP gegeben durch:
Denition 3.2.4 (Konvexes Teilproblem)
Sei OP, eine Folge von Entwicklungspunkten

zk
	
k=0;1;2;:::
, eine Folge von Trust-
Region-Radien

k
	
k=0;1;2;:::
und die Konstanten  > 0 und  > 0 gegeben. Dann
ist das Problem TRSP(zk;k) gegeben durch
Minimiere fk
 
x; zk;k; ; 

;
unter hkj
 
x; zk;k; 
  0; j 2M;
gki
 
x; zk;k
  0; i = 1; : : : ; 2n;
x 2 IRn
(3.39)
und heiÿt konvexes Teilproblem von TRSCP in zk des nichtlinearen Optimierungs-
problems OP.
Für die Teilprobleme TRSP (zk;k) gelten wegen Lemma 3.2.2 die gleichen Aussa-
gen, die für die Teilprobleme SP (zk; Lk; Uk) getroen wurden. Das heiÿt
 fk(x; zk;k; ; ) und hkj (x; zk;k; ), j 2 M , sind Approximationen erster
Ordnung von f(x) bzw. hj(x),
 die Funktion fk : IRn ! IR ist streng konvex,
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 die Funktionen hkj : IRn ! IR, j 2M , sind konvex,
 die Funktionen fk, hkj , j 2M , und gki
 
x; zk;k

, i = 1; : : : ; 2n, sind separabel.
Für eine Iteration k 2 IN0 ist der zulässige Bereich eines konvexen Teilproblems von
OP im Entwicklungspunkt zk 2 IRn mit dem Trust-Region-Radius k 2 IRn und
dem Parameter 

(zk;k; ) :=

x 2 X(zk;k) : hkj
 
x; zk;k; 
  0; j 2M	 : (3.40)
Dieser zulässige Bereich ist konvex und kompakt. Falls 
(zk;k; ) nicht leer ist,
hat das Teilproblem TRSP (zk;k) aufgrund der streng konvexen Zielfunktion fk :
IR
n ! IR eine eindeutige Lösung yk 2 IRn.
Für die Lösung eines Teilproblems TRSP (zk;k) gilt aufgrund der Denition von
Xk := X
 
zk;k

bzw. der Nebenbedingungen gi : IR
n ! IR, i = 1; : : : ; 2n,
yk 2 [zk  k; zk +k]; (3.41)
d.h. die Trust-Region-Eigenschaft von TRSCP ist erfüllt.
Bei Trust-Region-Methoden wird im Allgemeinen in jeder Iteration eine Prognose er-
stellt, inwiefern der neu bestimmte Kandidat für einen Iterationspunkt sich in einem
gewissen Sinn gegenüber dem aktuellen Iterationspunkt verbessert. Dieses Ergebnis
wird mit der tatsächlich erreichten Verbesserung verglichen. Für die Prognose wird
der Abstieg linear abgeschätzt, indem die Ableitung der Merit-Funktion mit der
Suchrichtung multipliziert wird. Die Suchrichtung in der Iteration k 2 IN0 ist
sk :=

yk   zk
vk   uk

; (3.42)
mit dem Entwicklungspunkt zk 2 IRn, den Lagrange-Multiplikatoren uk und der
Lösung des Teilproblems (yk; vk; wk) mit yk 2 IRn, vk 2 IRm und wk 2 IR2n. Das
heiÿt
rr

zk
uk
T
sk (3.43)
wird berechnet. Bevor diese Prognose erstellt werden kann, muÿ der Penalty-Para-
meter r 2 IRm angepaÿt werden, so daÿ die Suchrichtung eine Abstiegsrichtung
für die erweiterte Lagrange-Funktion (Denition 2.4.4) ist. Die tatsächlich erreichte
Verbesserung wird über
r

yk
vk

  r

zk
uk

(3.44)
bestimmt. Aufgrund des Verhältnisses von Prognose und erreichter Verbesserung
wird im Allgemeinen der Trust-Region-Radius für die nächste Iteration angepaÿt.
Bei TRSCP ist diese Anpassung nicht notwendig um die globale Konvergenzeigen-
schaft nachzuweisen. In diesem Kapitel wird eine Basisversion von TRSCP vor-
gestellt, die eine globale Konvergenzeigenschaft besitzt, aber auf nicht notwendige
Änderungen des Trust-Region-Radius verzichtet.
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Es folgt eine Beschreibung des Algorithmus Trust-Region Sequential Convex Pro-
gramming (TRSCP). Er besteht aus vier Schritten, mit einem zusätzlichen Initia-
lisierungsschritt zu Beginn. Im ersten Schritt wird das konvexe Teilproblem für die
aktuelle Näherung der Lösung aufgestellt und gelöst. Ist die Lösung des Teilproblems
identisch mit der aktuellen Näherung, ist ein stationärer Punkt von OP gefunden
worden (Lemma 2.4.3) und die Iteration wird beendet. Im zweiten Schritt werden
die Penalty-Parameter der erweiterten Lagrange-Funktion mit Hilfe einer Teilite-
ration so angepaÿt, daÿ die Suchrichtung zu einer hinreichenden Abstiegsrichtung
für die erweiterte Lagrange-Funktion wird. Im dritten Schritt wird die erwartete
Verbesserung im Vergleich zum Ausgangsproblem bestimmt und das Ergebnis des
Teilproblems hinsichtlich des erzielten Abstiegs überprüft. Im letzten Schritt wird
die Lösung des Teilproblems als neue Näherung für einen stationären Punkt von OP
akzeptiert und mit der nächsten Iteration begonnen.
Bei iterativen Trust-Region Verfahren wird zwischen inneren und äuÿeren Itera-
tionen unterschieden. Als innere Iteration wird der Fall bezeichnet bei dem nur
die Trust-Region verkleinert, aber keine neue Näherung eines stationären Punkts
akzeptiert wird. Als äuÿere Iteration wird der Fall bezeichnet in dem die Lösung
des Teilproblems als neue Näherung akzeptiert und der Trust-Region-Radius ent-
sprechend dem berechneten Quotienten angepaÿt wird. Bei der hier vorgestellten
Basisversion von TRSCP besteht bei äuÿeren Iterationen nicht die Möglichkeit, den
Trust-Region-Radius zu ändern, auÿer ihn wieder auf seinen Wert wie zu Beginn der
Iteration zu setzen.
Der Teiliterationsindex für innere Iterationen wird bei TRSCP mit q bezeichnet. Der
Teiliterationsindex für die Anpassung des Penalty-Parameters wird p sein. Streng
genommen müÿten die Penalty-Parameter nicht nur mit dem Iterationsindex k und
dem Teiliterationsindex p indiziert werden, sondern auch noch mit q. Um die Les-
barkeit des Algorithmus zu gewährleisten wird allerdings auf die Indizierung des
Penalty-Parameters mit q verzichtet, was im weiteren keine Unklarheiten erzeugt.
Algorithmus 3.2 (Trust-Region Sequential Convex Programming)
Sei OP gegeben.
Schritt 0: Initialisierung:
Wähle einen Entwicklungspunkt z0 2 IRn und einen Lagrange-Multiplikator
u0 2 IRm mit u0j  0 für j 2 M . Wähle einen Penalty-Parameter r 10 2 IRm
mit r 10;j  1 für j 2 M und Konstanten  > 0,  > 1,  > 0, max > 0.
Berechne f(z0), rxf(z0) und hj(z0), rxhj(z0) für j 2M . Ferner sei
0 < 00;i  max; i = 1; : : : ; n;
0 <  < 1;
0 <   1:
Initialisiere k := 0 und q := 0.
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Schritt 1: Aufstellen und Lösen des Teilproblems:
Bestimme das Optimum (ykq ; v
k
q ; w
k
q ) des konvexen Teilproblems TRSP (z
k;kq).
Ist zk = ykq , dann ist

x
u

:=

zk
uk

stationärer Punkt von OP, STOP.
Ansonsten setze skq :=

ykq   zk
vkq   uk

und kq := kykq   zkk2. Initialisiere p := 0.
Schritt 2: Anpassen des Penalty-Parameters:
Falls
rrk 1p

zk
uk
T
skq >  
(kq )
2
4 (max + )
; (3.45)
setze rk 1p+1 := r
k 1
p , p := p+ 1 und wiederhole SCHRITT 2.
Anderenfalls setze rk0 := r
k 1
p und berechne f(y
k) und hj(yk), j 2M .
Schritt 3: Überprüfung des Abstiegs:
Falls
rk0

ykq
vkq

  rk0

zk
uk

> rrk0

zk
uk
T
skq ; (3.46)
verkleinere den Trust-Region-Radius durch
kq+1 := 
k
q ; (3.47)
berechne gi(zk) für i = 1; : : : ; 2n, setze q := q + 1 und gehe zu SCHRITT 1.
Schritt 4: Wechsel des Entwicklungspunkts:
Setze zk+1 := ykq , u
k+1 := vkq und 
k+1
0 := 
0
0. Berechne rxf(zk+1) und
rxhj(zk+1) für j 2M , setze k := k + 1, q := 0 und gehe zu SCHRITT 1.
Das exakte Abbruchkriterium im ersten Schritt kann für die Implementierung fol-
gendermaÿen abgeschwächt werden. Der Algorithmus terminiert, wenn eine Lösung 
ykq ; v
k
q ; w
k
q

gefunden wurde, die mit einer vorher festzulegenden Genauigkeit die
Stationaritätskriterien erfüllt. Die Umsetzung dieses Algorithmus wird in Kapitel 4
erläutert.
Die Vorgehensweise von TRSCP ist vergleichbar mit dem im Abschnitt 3.1 vor-
gestellten Modell-Algorithmus 3.1 von Yuan [65]. Beide Algorithmen werden im
Schritt 0 initialisiert. Es werden eine Ausgangsschätzung (z0; u0) für einen stationä-
ren Punkt von OP und weitere für das jeweilige Verfahren notwendige Parameter
und Hilfsmittel festgelegt.
In Schritt 1 von Algorithmus 3.1 und TRSCP wird das Teilproblem aufgestellt
und gelöst. Der Modell-Algorithmus aus Yuan [65] terminiert, wenn der Nullvek-
tor als Lösung des Teilproblems TP (zk;k; k) identiziert wurde. Der Algorithmus
TRSCP terminiert, falls ykq als Teil der Lösung des Teilproblems TRSP (z
k;kq)
identisch mit dem Entwicklungspunkt zk ist. Diese beiden Abbruchkriterien sind
äquivalent, da in beiden Fällen die Näherung zk, für den die Teilprobleme aufge-
stellt wurden, als Entwicklungspunkt im folgenden Iterationsschritt vorgeschlagen
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werden würde. Identiziert TRSCP den Entwicklungspunkt zk als Teil der Lösung
des Teilproblems TRSP (zk;kq), dann folgt, daÿ in diesem Fall die Trust-Region
nicht aktiv sein kann, d.h. es ist wk0;i = 0, i = 1; : : : ; 2n, garantiert.
Schritt 2 im Algorithmus TRSCP stellt sicher, daÿ der Penalty-Parameter der er-
weiterten Lagrange-Funktion so groÿ ist, daÿ die gefundene Suchrichtung bezüglich
der Merit-Funktion einen Abstieg erzielt. Die Bestimmung des hinreichend groÿen
Penalty-Parameters erfolgt über eine endliche Teiliteration (siehe Abschnitt 3.3). Im
dritten Schritt von TRSCP wird überprüft, ob mit der Lösung des Teilproblems eine
ausreichende Reduzierung des erweiterten Lagrange-Funktionswerts erzielt wird. Ist
dies nicht der Fall, wird eine innere Iteration durchgeführt und der Trust-Region-
Radius verkleinert.
In Schritt 2 von Algorithmus 3.1 wird der Quotient Qk aus erwarteter Verbesse-
rung und erreichter Verbesserung berechnet. Ist dieser Quotient negativ, d.h. die
Lösung des Teilproblems liefert einen schlechteren Wert als die alte Schätzung, wird
ebenfalls eine innere Iteration durchgeführt. Die beiden Algorithmen unterscheiden
sich dahingehend, daÿ bei TRSCP aufgrund der vorherigen Abfragen kein negativer
Quotient Qk auftreten könnte. Allerdings wird in der in diesem Kapitel vorgestellten
Version von TRSCP keine Anpassung des Trust-Region-Radius vorgenommen und
deshalb auch kein Quotient Qk berechnet.
In Schritt 4 von TRSCP wird
 
ykq ; v
k
q

als neue Näherung
 
zk+1; uk+1

für einen
stationären Punkt von OP festgelegt und der Trust-Region-Radius falls notwendig
auf den Wert des Start-Radius angehoben. Im Algorithmus von Yuan [65] wird,
nachdem die Lösung des Teilproblems positiv bewertet wurde, mit dieser Lösung
eine neue Näherung zk+1 als Entwicklungspunkt für den nächsten Schritt festgelegt
und die Trust-Region mit Hilfe des berechneten Quotienten angepaÿt.
Wurde die Lösung des Teilproblems als nächste Näherung übernommen und der
Trust-Region-Radius angepaÿt, dann ist eine Iteration bei TRSCP erfolgreich be-
endet und es wird mit Schritt 1 fortgefahren. Im Algorithmus 3.1 ist noch Schritt
4 abzuarbeiten, in dem der dort verwendete Penalty-Parameter angepaÿt wird. An-
schlieÿend ist auch hier eine Iteration beendet und die nächste Iteration wird mit
Schritt 1 begonnen.
Auÿer beim Nachweis, daÿ jede innere Iteration von TRSCP endlich ist, ist bei
den folgenden Beweisen der Teiliterationsindex q uninteressant. Für eine Vereinfa-
chung der Notation wird in diesen Fällen auf eine Indizierung mit q verzichtet. Das
heiÿt, der Trust-Region-Radius wird im Folgenden zumeist mit k, die Lösung des
Teilproblems mit (yk; vk; wk), die Suchrichtung mit sk und der Abstand zwischen
Entwicklungspunkt und Teilproblemlösung mit k bezeichnet.
3.3 Globale Konvergenz von TRSCP
In diesem Abschnitt wird die globale Konvergenzeigenschaft von TRSCP gezeigt.
Es wird nachgewiesen, daÿ eine unendliche, von TRSCP erzeugte Folge mindestens
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einen Häufungspunkt besitzt und, daÿ mindestens ein Häufungspunkt dieser Folge
stationär ist. Das heiÿt mit einem Häufungspunkt wird die Karush-Kuhn-Tucker-
Bedingung (Denition 2.4.1) für das nichtlineare Optimierungsproblem OP erfüllt.
Die globale Konvergenz des Algorithmus TRSCP wird auf ähnliche Weise bewiesen,
wie in Zillober [74] die globale Konvergenz für den SCP-Algorithmus 2.4 bewiesen
wird. Es sind folgende Eigenschaften von TRSCP zu zeigen:
1. Die Teiliteration für die Anpassung des Penalty-Parameters der erweiterten
Lagrange-Funktion ist endlich.
2. Die Teiliteration zur Überprüfung des Abstiegs (innere Iteration) ist endlich.
3. Die von TRSCP erzeugte Folge
 
zk; uk
	
k=0;1;2;:::
von Iterationspunkten ist
beschränkt.
4. Jedes Folgenglied einer von TRSCP erzeugten Folge

sk
	
k=0;1;2;:::
von Suchrich-
tungen bewirkt einen für die globale Konvergenz von TRSCP hinreichenden
Abstieg.
Als erstes wird nachgewiesen, daÿ die Teiliterationen zur Anpassung des Penalty-
Parameters und zur Durchführung von inneren Iterationen endlich sind. Danach
kann in den Beweisen in diesem Abschnitt davon ausgegangen werden, daÿ TRSCP
eine unendliche Folge
 
zk; uk
	
k=0;1;2;:::
von Iterationspunkten erzeugt. Da ein Ab-
bruch der Iteration im Algorithmus 3.2 nur erfolgt, wenn ein stationärer Punkt von
OP gefunden wurde, ist in diesem Fall ist nichts zu zeigen. Die im Kapitel 2.4 ein-
geführte Kennzeichnung eines stationären Punkts von OP ndet auch in diesem
Abschnitt Anwendung.
Bezeichnung 3.3.1
Gegeben sei OP und ein Trust-Region-Radius  2 IRn mit i > 0, i = 1; : : : ; n.
(x; u) 2 IRn+m bezeichnet einen stationären Punkt von OP. Ein Teilproblem von
TRSCP mit dem Entwicklungspunkt x, sowie dem Trust-Region-Radius  heiÿt
TRSP (x;).
Im Schritt 2 von Algorithmus TRSCP wird das konvexe Teilproblem gelöst, d.h es
wird ein stationärer Punkt dieses Teilproblems gesucht. Folglich gilt für den statio-
nären Punkt des Teilproblems
 
yk; vk; wk

die Karush-Kuhn-Tucker-Bedingung.
Bemerkung 3.3.2
Sei OP gegeben,  > 0,  > 0 konstant und k 2 IN0. Sei zk 2 IRn ein Entwicklungs-
punkt, k ein Trust-Region-Radius mit ki > 0, i = 1; : : : ; n, und TRSP (z
k;k)
ein Teilproblem. Sei die LICQ erfüllt, dann gilt für die Lösung
 
yk; vk; wk

des Teil-
3.3. GLOBALE KONVERGENZ VON TRSCP 55
problems die Karush-Kuhn-Tucker-Bedingung mit
rxfk
 
yk; zk;k; ; 

+
mX
j=1
vkjrxhkj
 
yk; zk;k; 

+
2nX
i=1
wkirxgki
 
yk; zk;k

= 0; (3.48)
hkj
 
yk; zk;k; 
  0 ; j 2M; (3.49)
gki
 
yk; zk;k
  0 ; i = 1; : : : ; 2n; (3.50)
vkj h
k
j
 
yk; zk;k; 

= 0 ; j 2M; (3.51)
wki g
k
i
 
yk; zk;k

= 0 ; i = 1; : : : ; 2n; (3.52)
vkj  0 ; j 2M; (3.53)
wki  0 ; i = 1; : : : ; 2n: (3.54)
Im Gegensatz zum SCP-Verfahren von Zillober [74] erfüllt jeder Iterationspunkt bei
TRSCP die KKT-Bedingung des Teilproblems, dessen Lösung er ist. Bei Zillober
[74] ist dies bedingt durch eine eventuell durchgeführte Line-Search nicht notwen-
digerweise der Fall. Für den Lagrange-Multiplikator wki gilt, daÿ mindestens die
Hälfte der 2n Koezienten gleich Null ist. Das folgt aus der Tatsache, daÿ entweder
die untere, die obere oder keine der beiden Begrenzung für einen Koezienten der
primalen Variablen aktiv sein kann.
Eine Voraussetzung des letzten Satzes, sowie der folgenden Sätze dieses Abschnitts
3.3, ist die Lösbarkeit der Teilprobleme. Wie zu Beginn von Abschnitt 3.2 ange-
sprochen wird davon ausgegangen, daÿ mit jedem Teilproblem TRSP (zk;k) ein
eindeutiger Kandidat für einen neuen Entwicklungspunkt gefunden wird, d.h. im
folgenden wird ohne Beschränkung der Allgemeinheit davon ausgegangen, daÿ die
Teilprobleme eindeutig lösbar sind.
Für die weiteren Schritte im globalen Konvergenzbeweis von TRSCP ist die Dar-
stellung des Teilproblems von TRSCP zum Teil nicht geeignet. Für die Beweise der
nächsten Aussagen wird eine Taylor-Entwicklung der Funktionen des Teilproblems
TRSP (zk;k) betrachtet.
Lemma 3.3.3
Sei OP gegeben,  > 0,  > 0 konstant und k 2 IN0. Sei zk 2 IRn ein Entwicklungs-
punkt und k ein Trust-Region-Radius mit ki > 0, i = 1; : : : ; n. Dann gilt für die
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Funktionen eines Teilproblems TRSP (zk;k)
fk
 
x; zk;k; ; 

= f(zk) +rxf(zk)T (x  zk) +Rfk
 
x; zk;k; ; 

;(3.55)
hkj
 
x; zk;k; 

= hj(z
k) +rxhj(zk)T (x  zk) +Rhkj
 
x; zk;k; 

; (3.56)
j 2M;
mit den nichtlinearen Anteilen
Rfk
 
x; zk;k; ; 

=
X
i2I+0 (zk)

@f(zk)
@xi
+ 

(xi   zki )2
U(zk;k; )i   xi
 
X
i2I 0 (zk)

@f(zk)
@xi
  

(xi   zki )2
xi   L(zk;k; )i ; (3.57)
Rhkj
 
x; zk;k; 

=
X
i2I+j (zk)
@hj(z
k)
@xi
(xi   zki )2
U(zk;k; )i   xi
 
X
i2I j (zk)
@hj(z
k)
@xi
(xi   zki )2
xi   L(zk;k; )i ; (3.58)
j 2M:
Beweis:
fk
 
x; zk;k; ; 
 Lemma 3:2:2
= f(zk) 
nX
i=1
@f(zk)@xi
 (ki + )
+
X
i2I+0 (zk)
@f(zk)@xi
 (ki + )2 + (xi   zki )2
(zki +
k
i + )  xi
+
X
i2I 0 (zk)
@f(zk)@xi
 (ki + )2 + (xi   zki )2
xi   (zki  ki   )
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= f(zk) +
X
i2I+0 (zk)
2664
@f(zk)@xi
 (ki + )2 + (xi   zki )2
(zki +
k
i + )  xi
 
@f(zk)@xi
 (ki + )  (zki +ki + )  xi
(zki +
k
i + )  xi
3775
+
X
i2I 0 (zk)
2664
@f(zk)@xi
 (ki + )2 + (xi   zki )2
xi   (zki  ki   )
 
@f(zk)@xi
 (ki + )  xi   (zki  ki   )
xi   (zki  ki   )
3775
(3:20)
= f(zk) +
X
i2I+0 (zk)
2664
@f(zk)
@xi

(ki + )
2   (ki + )
 
(zki +
k
i + )  xi

U(zk;k; )i   xi
+
(xi   zki )2
U(zk;k; )i   xi

 
X
i2I 0 (zk)
2664
@f(zk)
@xi

(ki + )
2   (ki + )
 
xi   (zki  ki   )

xi   L(zk;k; )i
  (xi   z
k
i )
2
xi   L(zk;k; )i

= f(zk) +
X
i2I+0 (zk)
2664
@f(zk)
@xi

(ki + )
2   (ki + )
 
(zki   xi) + (ki + )

U(zk;k; )i   xi
+
(xi   zki )2
U(zk;k; )i   xi

 
X
i2I 0 (zk)
2664
@f(zk)
@xi

(ki + )
2   (ki + )
 
(xi   zki ) + (ki + )

xi   L(zk;k; )i
  (xi   z
k
i )
2
xi   L(zk;k; )i

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= f(zk) +
X
i2I+0 (zk)
@f(zk)
@xi
 (ki + )(zki   xi)+ (xi   zki )2
U(zk;k; )i   xi
 
X
i2I 0 (zk)
@f(zk)
@xi
 (ki + )(xi   zki )  (xi   zki )2
xi   L(zk;k; )i
= f(zk) +
X
i2I+0 (zk)
2664
@f(zk)
@xi
(xi   zki )

((zki +
k
i + )  xi) + (xi   zki )

U(zk;k; )i   xi
+
(xi   zki )2
U(zk;k; )i   xi

 
X
i2I 0 (zk)
2664
@f(zk)
@xi
(xi   zki )
 (xi   (zki  ki   )) + (xi   zki )
xi   L(zk;k; )i
  (xi   z
k
i )
2
xi   L(zk;k; )i

= f(zk) +
X
i2I+0 (zk)
2664
@f(zk)
@xi
(xi   zki )(U(zk;k; )i   xi) +
@f(zk)
@xi
(xi   zki )2
U(zk;k; )i   xi
+
(xi   zki )2
U(zk;k; )i   xi

 
X
i2I 0 (zk)
2664 
@f(zk)
@xi
(xi   zki )(xi   L(zk;k; )i) +
@f(zk)
@xi
(xi   zki )2
xi   L(zk;k; )i
  (xi   z
k
i )
2
xi   L(zk;k; )i

= f(zk) +
X
i2I+0 (zk)

@f(zk)
@xi
(xi   zki ) +

@f(zk)
@xi
+ 

(xi   zki )2
U(zk;k; )i   xi

 
X
i2I 0 (zk)

 @f(z
k)
@xi
(xi   zki ) +

@f(zk)
@xi
  

(xi   zki )2
xi   L(zk;k; )i

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= f(zk) +rxf(zk)T (x  zk) +
X
i2I+0 (zk)

@f(zk)
@xi
+ 

(xi   zki )2
U(zk;k; )i   xi
 
X
i2I 0 (zk)

@f(zk)
@xi
  

(xi   zki )2
xi   L(zk;k; )i :
Die Äquivalenz der anderen Gleichungen folgt analog.
q.e.d.
Mit der vorgestellten erweiterten MMA-Approximation der Zielfunktion wird als
wesentliches Ziel erreicht, daÿ die Zielfunktion eines Teilproblems TRSP (zk;k)
streng konvex ist. Weiter wird erreicht, daÿ die Nebenbedingungsfunktionen dieser
Teilprobleme konvex sind. Hieraus folgt insgesamt, daÿ die nichtlinearen Anteile der
Taylor-Approximationen nicht negativ sind.
Folgerung 3.3.4
Sei ein Teilproblem TRSP (zk;k) gegeben mit zk 2 IRn, k 2 IRn mit ki > 0, i =
1; : : : ; n, und k 2 IN0. Für die nichtlinearen Anteile der Funktionen dieses Teilpro-
blems gilt für x 2 IRn aufgrund der (strengen) Konvexität der MMA-Approximation
Rfk
 
x; zk;k; ; 

> 0; 8x 6= zk; (3.59)
Rhkj
 
x; zk;k; 
  0; 8x ^ 8 j 2M: (3.60)
Für die nichtlinearen Restglieder der Taylor-Entwicklung der Nebenbedingungen
wird Rhk
 
x; zk;k; 

:=

Rhk1
 
x; zk;k; 

; : : : ; Rhkm
 
x; zk;k; 
T
festgelegt. Es
gilt
hk
 
x; zk;k; 

= h(zk) + Jh(z
k)T (x  zk) +Rhk
 
x; zk;k; 

;
bzw.
Jh(z
k)T (x  zk) = hk  x; zk;k;   h(zk) Rhk  x; zk;k;  ; (3.61)
mit der Jacobi-Matrix Jh(zk) (Bezeichnung 2.4.6).
Für die folgenden Beweise werden die Ableitungen der Taylor-Entwicklung der Funk-
tionen eines Teilproblems TRSP (zk;k) benötigt.
Bemerkung 3.3.5
Sei OP gegeben,  > 0,  > 0 konstant und k 2 IN0. Sei zk 2 IRn ein Entwicklungs-
punkt, k ein Trust-Region-Radius mit ki > 0, i = 1; : : : ; n, und TRSP (z
k;k) ein
Teilproblem. Dann gilt für die Ableitung der Funktionen des konvexen Teilproblems
TRSP (zk;k)
rxfk
 
x; zk;k; ; 

= rxf(zk) +rxRfk
 
x; zk;k; ; 

; (3.62)
rxhkj
 
x; zk;k; 

= rxhj(zk) +rxRhkj
 
x; zk;k; 

; 8j 2M; (3.63)
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mit
@Rfk(x; z
k;k; ; )
@xi
=
8>>>>>>>>>>>>>><>>>>>>>>>>>>>>:

@f(zk)
@xi
+ 

(xi   zki )
2U(zk;k; )i   zki   xi
(U(zk;k; )i   xi)2
;
falls i 2 I+0 (zk);

@f(zk)
@xi
  

(xi   zki )
2L(zk;k; )i   zki   xi
(xi   L(zk;k; )i)2
;
falls i 2 I 0 (zk);
(3.64)
und
@Rhkj (x; z
k;k; )
@xi
=
8>>>>>>>>>>>>>><>>>>>>>>>>>>>>:
@hj(z
k)
@xi
(xi   zki )
2U(zk;k; )i   zki   xi
(U(zk;k; )i   xi)2
;
falls i 2 I+j (zk);
@hj(z
k)
@xi
(xi   zki )
2L(zk;k; )i   zki   xi
(xi   L(zk;k; )i)2
;
falls i 2 I j (zk);
8j 2M:
(3.65)
Die nichttrivialen, nichtlinearen Anteile der Approximationen des Teilproblems kön-
nen abgeschätzt werden. Hierfür wird die Karush-Kuhn-Tucker-Bedingung des Teil-
problems für
 
yk; vk; wk

ausgewertet, indem die Taylor-Entwicklungen (3.62) und
(3.63) der Ableitungen der Approximationen in die Bedingung (3.48) eingesetzt wer-
den, d.h.
rxf(zk) +rxRfk
 
yk; zk;k; ; 

+
mX
j=1
vkj

rxhj(zk) +rxRhkj
 
yk; zk;k; 

+
2nX
i=1
wkirxgki
 
yk; zk;k

= 0: (3.66)
Diese Beziehung (3.66) mit Jh(zk) aus Bezeichnung 2.4.6 umgeformt und mit [yk zk]
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erweitert ergibt folgende Bedingung:
rxf(zk)T [yk   zk] =  rxRfk
 
yk; zk;k; ; 
T
[yk   zk]
 (vk)TJh(zk)T [yk   zk]
 
mP
j=1
vkjrxRhkj
 
yk; zk;k; 
T
[yk   zk]
 
2nP
i=1
wkirxgki
 
yk; zk;k
T
[yk   zk]:
(3.67)
Für den nichtlinearen Anteil der approximierten Zielfunktion gilt:
Lemma 3.3.6
Sei OP gegeben, max > 0,  > 0,  > 0 konstant und k 2 IN0. Sei zk 2 IRn ein
Entwicklungspunkt, k ein Trust-Region-Radius mit 0 < ki  max, i = 1; : : : ; n,
und TRSP (zk;k) ein Teilproblem. Die LICQ sei erfüllt und die Lösung
 
yk; vk; wk

des Teilproblems TRSP (zk;k) bestimmt. Dann gilt
rxRfk
 
yk; zk;k; ; 
T
[yk   zk]  (
k)2
4 (max + )
; (3.68)
mit k := kyk   zkk2.
Beweis:
Für jedes feste i 2 I+0 (zk) gilt folgende Abschätzung für den nichtlinearen Anteil der
Ableitung der approximierten Zielfunktion:
rxRfk
 
yk; zk;k; ; 

i
[yki   zki ]
(3:64)
=

@f
@xi
(zk) + 

[yki   zki ]2
ki +  + U(z
k;k; )i   yki
(U(zk;k; )i   yki )2
  [yki   zki ]2
ki +  + U(z
k;k; )i  
 
zki +
k
i

(U(zk;k; )i   L(zk;k; )i)2
=  [yki   zki ]2
2
 
ki + 
 ki 
2
 
ki + 
2
  [yki   zki ]2
ki +  
2
 
ki + 
2
  [y
k
i   zki ]2
4 (max + )
:
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Analog gilt für jedes feste i 2 I 0 (zk) das entsprechende Ergebnis, d.h. zusammen
gilt:
rxRfk
 
yk; zk;k; ; 
T
[yk   zk] 

nP
i=1
[yki   zki ]2
4 (max + )
=
(k)2
4 (max + )
:
q.e.d.
Für die nichtlinearen Anteile der approximierten Nebenbedingungen läÿt sich fol-
gende Beziehung abschätzen:
Lemma 3.3.7
Sei OP gegeben,  > 0 konstant und k 2 IN0. Sei zk 2 IRn ein Entwicklungs-
punkt, k ein Trust-Region-Radius mit ki > 0, i = 1; : : : ; n, und TRSP (z
k;k)
ein Teilproblem. Die LICQ sei erfüllt und die Lösung
 
yk; vk; wk

des Teilproblems
TRSP (zk;k) bestimmt. Dann gilt
 (vk)TrxRhk
 
yk; zk;k; 
T
[yk   zk] + (vk)TRhk
 
yk; zk;k; 
  0: (3.69)
Beweis:
Es ist
 (vk)TrxRhk
 
yk; zk;k; 
T
[yk   zk] + (vk)TRhk
 
yk; zk;k; 

(3:58); (3:65)
=
X
I+j (z
k)
 vkj
 
@hj(z
k)
@xi
[yki   zki ]
2U(zk;k; )i   zki   yki 
U(zk;k; )i   yki
2 [yki   zki ]
 @hj(z
k)
@xi
[yki   zki ]2
U(zk;k; )i   yki

+
X
I i (zk)
 vkj
 
@hj(z
k)
@xi
[yki   zki ]
2L(zk;k; )i   zki   yki 
yki   L(zk;k; )i
2 [yki   zki ]
+
@hj(z
k)
@xi
[yki   zki ]2
yki   L(zk;k; )i

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=
X
I+j (z
k)
 vkj
@hj(z
k)
@xi
[yki   zki ]2
2U(zk;k; )i   zki   yki  
 
U(zk;k; )i   yki
 
U(zk;k; )i   yki
2
+
X
I j (zk)
 vkj
@hj(z
k)
@xi
[yki   zki ]2
2L(zk;k; )i   zki   yki +
 
yki   L(zk;k; )i
 
yki   L(zk;k; )i
2
(3:20)
=
X
I+j (z
k)
 vkj
@hj(z
k)
@xi
[yki   zki ]2
zki +
k
i +    zki 
U(zk;k; )i   yki
2
+
X
I j (zk)
 vkj
@hj(z
k)
@xi
[yki   zki ]2
zki  ki      zki 
yki   L(zk;k; )i
2
=
X
I+j (z
k)
 vkj|{z}
0
@hj(z
k)
@xi| {z }
0
[yki   zki ]2| {z }
0
>0z }| {
ki +  
U(zk;k; )i   yki
2| {z }0
+
X
I j (zk)
vkj|{z}
0
@hj(z
k)
@xi| {z }
<0
[yki   zki ]2| {z }
0
>0z }| {
ki +  
yki   L(zk;k; )i
2| {z }0
 0:
q.e.d.
Nachdem Abschätzungen für die nichtlinearen Anteile der approximierten Funktio-
nen vorgestellt wurden, folgen Abschätzungen, die unterscheiden in welcher Index-
menge die Indizes der Nebenbedingungen liegen.
Lemma 3.3.8
Sei OP gegeben, max > 0,  > 0 konstant und k 2 IN0. Weiter gegeben sei ein
Entwicklungspunkt zk 2 IRn, ein Lagrange-Multiplikator uk 2 IRm mit ukj  0,
j 2 M , ein Trust-Region-Radius k mit 0 < ki  max, i = 1; : : : ; n und ein
Penalty-Parameter r 2 IRm mit rj > 1, j 2M . Die LICQ sei erfüllt und die Lösung 
yk; vk; wk

des Teilproblems TRSP (zk;k) bestimmt.A(r; yk; vk),K(r; yk; vk), h(x),
uk und P 2 IRmm seien entsprechend Bezeichnung 2.4.6 deniert. Dann istX
j2K(r;yk;vk)
vkj hj(z
k)  0 (3.70)
und  
uk + Ph(zk)
T
hk(yk; zk;k; )  0; (3.71)
   uk + Ph(zk)T Rhk  yk; zk;k;   0: (3.72)
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Beweis: 
yk; vk; wk

ist stationärer Punkt des Teilproblems TRSP (zk;k). Aus der Karush-
Kuhn-Tucker Bedingung (3.53) folgt vkj  0, j 2 M . Weiter gilt hj(zk) < 0 für
j 2 K(rk0 ; yk; vk) und zusammen folgt der erste Teil der Behauptung. Die weitere
Behauptung folgt für alle j 2 K(r; yk; vk) aus der Denition von h(x) bzw. uk und
für alle j 2 A(r; yk; vk) mit hj(zk)   u
k
r
. Das heiÿt, für j 2 A(r; yk; vk) ist
uj + r
k
jhj(z
k)  uj   rj
ukj
rj
= 0: (3.73)
Zusammen mit hk(yk; zk;k; )  0, Rhk
 
yk; zk;k; 
  0 folgt die Behauptung.
q.e.d.
Es wird in den folgenden Beweisen gefordert, daÿ die LICQ für die Lösung des Teil-
problems erfüllt ist. Diese Forderung alleine garantiert, daÿ die Lagrange-Multiplika-
toren eindeutig sind. Also sind für ein xes k 2 IN0 die dualen Variablen auch be-
schränkt. Es ist möglich, daÿ die Lagrange-Multiplikatoren zwar endlich sind, aber
im Verlauf der Iteration unbeschränkt ansteigen. Wird das Einhalten der LICQ nicht
nur für Glieder der Iterationsfolge gefordert, sondern auch für ihre Häufungspunk-
te, dann sind die Lagrange-Multiplikatoren unabhängig vom Iterationsparameter
beschränkt.
Satz 3.3
Sei OP gegeben und  > 0,  > 0 konstant. Weiter sei eine Folge von Entwick-
lungspunkten

zk
	
k=0;1;2;:::
 IRn mit dafür geeigneten Lagrange-Multiplikatoren
uk
	
k=0;1;2;:::
 IRm mit ukj  0, j 2 M , und Trust-Region-Radien

k
	
k=0;1;2;:::

IR
n mit ki > 0, i = 1; : : : ; n, gegeben. Die LICQ sei für jeden Entwicklungspunkt,
als auch für jeden Häufungspunkt der Folge von Entwicklungspunkten erfüllt. Die
Folge
 
yk; vk; wk
	
k=0;1;2;:::
von Lösungen der Teilprobleme TRSP (zk;k) sei be-
stimmt. Dann existieren V  IRm kompakt und W  IR2n kompakt mit vk 2 V und
wk 2 W für alle k 2 IN0.
Beweis:
Sei
vk := max
j2M
vkj <1; (3.74)
wk := max
i=1;:::;2n
wki <1: (3.75)
Aufgrund der erfüllten LICQ für alle Entwicklungspunkte, sowie für alle Häufungs-
punkte dieser Folge, liefert die Störungstheorie in Fiacco [14], daÿ die Änderung
der dualen Variable kontinuierlich ist. Das heiÿt, ist der Unterschied in der primalen
Variablen zweier Teilproblemlösungen klein, dann ist das auch beim Unterschied der
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zwei dualen Lösungen der Fall. Also folgt, daÿ eine Schranke umax <1 existiert mit
vk; wk  umax. Das heiÿt die Mengen
V := fv 2 IRm : 0  vj  umax; j 2Mg ;
W :=

w 2 IR2n : 0  wi  umax; i = 1; : : : ; 2n
	 (3.76)
sind kompakt und es gilt vk 2 V , wk 2 W und damit die Behauptung.
q.e.d.
Folgerung 3.3.9
In Bemerkung 2.4.5 wird darauf hingewiesen, daÿ für jedes zk 2 X kompakt mit
dem zugehörigen uk 2 V kompakt ein rk 2 IRm existiert, so daÿ für alle r 2 IRm
mit rj  rkj , j 2 M , der Wert der erweiterten Lagrange-Funktion r

zk
uk

nach
unten beschränkt ist, d.h. für die in Satz 3.3 betrachteten Folgen ist die erweiterte
Lagrange-Funktion nach unten beschränkt.
Als nächstes wird gezeigt, daÿ es einen endlichen Penalty-Parameter gibt, mit dem
die Suchrichtung bzgl. der erweiterten Lagrange-Funktion eine für die Konvergenz
von TRSCP hinreichende Abstiegseigenschaft besitzt. Hieraus folgt bedingt durch
die gewählte Form des Penalty-Parameter-Updates in TRSCP, daÿ jede Anpassung
des Penalty-Parameters im Verfahren endlich ist.
Satz 3.4
Sei OP und k 2 IN0 gegeben, sowie max > 0,  > 0,  > 0 konstant. Weiter gegeben
sei ein Entwicklungspunkt zk 2 IRn, ein Lagrange-Multiplikator uk 2 IRm mit ukj  0,
j 2 M , und ein Trust-Region-Radius k 2 IRn mit 0 < ki  max, i = 1; : : : ; n.
Die LICQ sei erfüllt und die Lösung
 
yk; vk; wk

des Teilproblems TRSP (zk;k) sei
bestimmt. Sei sk :=

yk   zk
vk   uk

, k := kyk   zkk2 und uk, h(x), h^(r; x; u), P und
Jh(x) wie in Bezeichnung 2.4.6 festgelegt. Dann existiert rk 2 IRm, so daÿ sk für alle
r 2 IRm mit rj  rkj , j 2M , eine Abstiegsrichtung für r ist, mit
rr(zk; uk)T sk    (
k)2
8 (max + )
: (3.77)
Beweis:
Als erstes wird  kr := rr(zk; uk)T sk für Penalty-Parameter r 2 IRm mit rj > 1,
j 2M , betrachtet.  kr wird mit Hilfe von (2.28) umgeformt.
 kr := rr(zk; uk)T sk
= rxf(zk)T [yk   zk] +
 
uk + Ph(zk)
T
Jh(z
k)T [yk   zk]
+h^(r; zk; uk)T [vk   uk]:
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Weiter kommen erst die Beziehungen (3.67) und sofort anschlieÿend (3.61) zum
Einsatz.
 kr =  rxRfk
 
yk; zk;k; ; 
T
[yk   zk]
 (vk)T  hk(yk; zk;k; )  h(zk) Rhk  yk; zk;k; | {z }
(3:61)
 
mX
j=1
vkjrxRhkj
 
yk; zk;k; 
T
[yk   zk]
 
2nX
i=1
wkirxgki
 
yk; zk;k
T
[yk   zk]
+
 
uk + Ph(zk)
T  
hk(yk; zk;k; )  h(zk) Rhk
 
yk; zk;k; 
| {z }
(3:61)
+h^(r; zk; uk)T [vk   uk]:
Nun wird  kr mit Hilfe von (3.51) vereinfacht und mit (3.71) und (3.72) abgeschätzt.
 kr   rxRfk
 
yk; zk;k; ; 
T
[yk   zk] + (vk)Th(zk) + (vk)TRhk
 
yk; zk;k; 

 
mX
j=1
vkjrxRhkj
 
yk; zk;k; 
T
[yk   zk]
 
2nX
i=1
wkirxgki
 
yk; zk;k
T
[yk   zk]
   uk + Ph(zk)T h(zk) + h^(r; zk; uk)T [vk   uk]:
Mit den Aussagen der Lemmata 3.3.6 und 3.3.7 wird  kr weiter abgeschätzt. Auÿer-
dem sind Koezienten des Lagrange-Multiplikators für inaktive Nebenbedingungen
zum Sicherstellen der Trust-Region gleich Null (folgt aus (3.52)) undrxgk
 
yk; zk;k

besitzt nur Diagonalelemente, d.h. ein Element der Diagonale ist Eins oder Minus-
Eins.
 kr
(3:68)
   (
k)2
4 (max + )
+
z }| {
mX
j=1
vkj hj(z
k)
1
+
X
i2f1;:::;ng:yki =zki  ki
wki [y
k
i   zki ] 
X
i2f1;:::;ng:yki =zki +ki
wkn+i[y
k
i   zki ]
   uk + Ph(zk)T h(zk) + h^(r; zk; uk)T [vk   uk]| {z }
2
:
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Dieser Ausdruck für  kr wird über die Indexmengen A(r; y
k; vk) und K(r; yk; vk)
umsortiert.
 kr   
(k)2
4 (max + )
 
X
j2A(r;yk;vk)
ukjhj(z
k) 
X
j2A(r;yk;vk)
rjh
2
j(z
k)
+
X
j2A(r;yk;vk)
hj(z
k)[vkj   ukj ]| {z }
2
+
X
j2A(r;yk;vk)
vkj hj(z
k)
| {z }
1
 
X
i2f1;:::;ng:yki =zki  ki
wki
k
i  
X
i2f1;:::;ng:yki =zki +ki
wkn+i
k
i
 
X
j2K(r;yk;vk)
ukj
rj
[vkj   ukj ]| {z }
2
+
X
j2K(r;yk;vk)
vkj hj(z
k)
| {z }
1
:
Mit Aussage (3.70) und wki
k
i  0, für i = 1; : : : ; n, fallen weitere Teile des Aus-
drucks weg und zusammengefaÿt ergibt sich:
rr(zk; uk)T sk    (
k)2
4 (max + )
 
X
j2A(r;yk;vk)
rjh
2
j(z
k)
+
X
j2A(r;yk;vk)
2hj(z
k)[vkj   ukj ]
 
X
j2K(r;yk;vk)
ukj
rj
[vkj   ukj ]:
(3.78)
Mit 2hj(zk)[vkj  ukj ]  2
hj(zk)umax und ukj
rj
[vkj  ukj ]   
u2max
rj
ergibt sich folgende
Abschätzung:
rr(zk; uk)T sk    (
k)2
4 (max + )
+
X
j2A(r;yk;vk)
 
2
hj(zk)umax   rjh2j(zk)
+
X
j2K(r;yk;vk)
u2max
rj
;
(3.79)
wobei Satz 3.3 die Existenz eines umax mit 0  ukj ; vkj  umax < 1 für alle j 2 M
liefert. Damit gilt für hj(zk) = 0 oder rj  2umaxjhj(zk)j , j 2 A(r; y
k; vk):
rr(zk; uk)T sk    (
k)2
4 (max + )
+
X
j2K(r;yk;vk)
u2max
rj
; (3.80)
68 KAPITEL 3. TRUST-REGION-METHODEN
und für hinreichend groÿe Penalty-Parameter r 2 IRm mitX
j2K(r;yk;vk)
1
rj
 1
u2max
(k)2
8 (max + )
(3.81)
gilt X
j2K(r;yk;vk)
u2max
rj
 (
k)2
8 (max + )
;
und damit die Behauptung.
q.e.d.
Im Algorithmus TRSCP wird der Penalty-Parameter mit Hilfe einer Teiliteration
so lange erhöht, bis die erweiterte Lagrange-Funktion eine für die Konvergenz des
Algorithmus hinreichende Abstiegseigenschaft besitzt. Durch die Form der Erhö-
hung mittels eines konstanten Faktors gröÿer Eins und der Existenz eines endlichen
hinreichend groÿen Penalty-Parameters folgt die Endlichkeit dieser Teiliteration.
Nachdem die Endlichkeit der Teiliteration zur Anpassung der Penalty-Parameter
gezeigt wurde, wird als nächstes nachgewiesen, daÿ die Teiliteration der inneren
Iterationen endlich ist. Um dies zu zeigen muÿ für innere Iterationen ein bestimmtes
Verhalten des Lagrange-Multiplikators vorausgesetzt werden. Dafür sei für k 2 IN0
der folgende Quotient (zk; yk; uk; vk) 2 IR für Vektoren uk; vk 2 IRm und zk; yk 2 IRn
mit zk 6= yk über
(zk; yk; uk; vk) :=
vk   uk2
2
kyk   zkk22
(3.82)
deniert.
Lemma 3.3.10
Sei OP und k; q 2 IN0 gegeben, sowie max > 0,  > 0,  > 0 konstant. Weiter
gegeben sei ein Entwicklungspunkt zk 2 IRn, ein Lagrange-Multiplikator uk 2 IRm
mit ukj  0, j 2 M , und ein Trust-Region-Radius kq 2 IRn mit 0 < kq;i  max,
i = 1; : : : ; n. Die LICQ sei erfüllt und die Lösung
 
ykq ; v
k
q ; w
k
q

des Teilproblems
TRSP (zk;kq) sei bestimmt. Sei s
k
q :=

ykq   zk
vkq   uk

und kq := kykq   zkk2. Existiert
 > 0 mit (zk; ykq ; u
k; vkq )   und gilt j 2 A(r; ykq ; vkq ), hj(ykq ) = 0, dann ist
rr^(zk; uk)T skq   
(kq )
2
8 (max + )
; (3.83)
für kq  k0 und Penalty-Parametern r^ 2 IRm mit
r^j  8
 (max + )

; (3.84)
für j 2M .
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Beweis:
Die Voraussetzungen für Satz 3.4 sind erfüllt, d.h. mit (3.78) existiert r^ 2 IRm mit
r^j > 1, j 2M , und
rr^(zk; uk)T skq   
(kq )
2
4 (max + )
 
X
j2A(r^;ykq ;vkq )
r^jh
2
j(z
k)
+
X
j2A(r^;ykq ;vkq )
2hj(z
k)[vkq;j   ukj ]
 
X
j2K(r^;ykq ;vkq )
ukj
r^j
[vkq;j   ukj ]
=   (
k
q )
2
4 (max + )
 
X
j2A(r^;ykq ;vkq )

r^jh
2
j(z
k)  2hj(zk)[vkq;j   ukj ]

+
X
j2K(r^;yk;vk)
vkq;j   ukj
r^j
[vkq;j   ukj ];
mit vkq;j = 0 für j 2 K(r^; ykq ; vkq ) nach Voraussetzung. Weiter ist
rr^(zk; uk)T skq   
(kq )
2
4 (max + )
 
X
j2A(r^;ykq ;vkq )

r^jh
2
j(z
k)  2hj(zk)[vkq;j   ukj ]

+
X
j2K(r^;ykq ;vkq )
1
r^j
[vkq;j   ukj ]2
=   (
k
q )
2
4 (max + )
+
X
j2M
1
r^j
[vkq;j   ukj ]2
 
X
j2A(r^;ykq ;vkq )

r^jh
2
j(z
k)  2hj(zk)[vkq;j   ukj ] +
1
r^j
[vkq;j   ukj ]2

=   (
k
q )
2
4 (max + )
+
X
j2M
1
r^j
[vkq;j   ukj ]2
 
X
j2A(r^;ykq ;vkq )
 p
r^jhj(z
k)  1p
r^j
[vkq;j   ukj ]
!2
   (
k
q )
2
4 (max + )
+
X
j2M
1
r^j
[vkq;j   ukj ]2
70 KAPITEL 3. TRUST-REGION-METHODEN
Sei
r^j  8
 (max + )

;
für j 2M , dann istP
j2M
1
r^j
[vkq;j   ukj ]2 
P
j2M

8 (max + )
[vkq;j   ukj ]2
=

8 (max + )
kvkq   ukk22
=

8 (max + )
(zk; ykq ; u
k; vkq )kykq   zkk22
 
8 (max + )
(kq )
2
=
(kq )
2
8 (max + )
:
Das heiÿt, für Penalty-Parameter r^ nach (3.84) gilt
rr^(zk; uk)T skq   
(kq )
2
4 (max + )
+
X
j2M
1
r^j
[vkq;j   ukj ]2
   (
k
q )
2
4 (max + )
+
(kq )
2
8 (max + )
=   (
k
q )
2
8 (max + )
und damit die Behauptung.
q.e.d.
In Lemma 3.3.10 werden zwei Voraussetzungen gefordert, die in praktischen Anwen-
dungen normalerweise schwer oder gar nicht nachzuweisen sind. Erstens wird über
 2 IR gefordert, daÿ sich in inneren Iterationen die Änderung der dualen Variablen
entsprechend der Änderung der primalen Variablen verhält. Diese Forderung kann
abgeschwächt werden, was im Anschluÿ an Satz 3.6 angesprochen wird. Zweitens
wird gefordert, daÿ die Indexmenge A(r; ykq ; v
k
q ) nur Indizes aktiver Restriktionen
enthält. Diese Forderung hängt mit der ersten zusammen, d.h. sie wird mit der
Abschwächung der ersten Forderung ebenfalls weniger einschränkend.
Im Verlauf einer angenommenen unendlichen inneren Iteration muÿ bedingt durch
einen stetig schrumpfenden Trust-Region-Radius der Abstand zwischen Entwick-
lungspunkt und Teilproblemlösung ebenfalls kleiner werden. Damit ist mit Satz 3.4
und Lemma 3.3.10 gezeigt, daÿ der Penalty-Parameter in einer unendlichen inneren
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Iterationen beschränkt ist. Um die Endlichkeit der inneren Iterationen zu zeigen,
kann folglich ohne Beschränkung der Allgemeinheit ein hinreichend groÿer konstan-
ter Penalty-Parameter r^ 2 IRn angenommen werden, um den Beweis klarer dar-
zustellen. Sollte der Penalty-Parameter zu Beginn der angenommenen unendlichen
inneren Iteration noch nicht hinreichend groÿ sein, so würde er solange ansteigen,
bis er gröÿer oder gleich r^ ist und dann konstant bleiben, was den Beweis nur un-
wesentlich ändern würde, d.h. die Annahme eines konstanten Penalty-Parameters r^
zum Nachweis der Endlichkeit der inneren Iteration ist zulässig.
Satz 3.5
Sei OP und k 2 IN0 gegeben, sowie max > 0,  > 0,  > 0, 0 <  < 1,
  1 konstant. Weiter gegeben sei ein Entwicklungspunkt zk 2 IRn, ein Lagrange-
Multiplikator uk 2 IRm mit ukj  0, j 2 M , und ein Trust-Region-Radius k0 2 IRn
mit 0 < k0;i  max, i = 1; : : : ; n, und sei kq+1 := kq . Die LICQ sei erfüllt und
die Lösungen
 
ykq ; v
k
q ; w
k
q

der Teilprobleme TRSP (zk;kq) seien eindeutig bestimmt
für q 2 IN0. Sei skq :=

ykq   zk
vkq   uk

und kq := kykq   zkk2. Sei r^ 2 IRm konstant und
hinreichend groÿ mit
rr(zk; uk)T skq   
(kq )
2
8 (max + )
(3.85)
für alle r 2 IRm mit rj  r^j, j 2 M . Existiert  > 0 mit (zk; ykq ; uk; vkq )  , dann
existiert qk 2 IN0, so daÿ
r

ykq
vkq

  r

zk
uk

 rr

zk
uk
T
skq < 0; (3.86)
für alle q  qk und rj  r^j, j 2M .
Beweis:
Sei eine unendliche innere Iteration mit dem Iterationsindex q angenommen, d.h.
bedingt durch den monoton schrumpfenden Trust-Region-Radius kq < 
k
q+1 wird
die Suchrichtung skq im Verlauf dieser Iteration beliebig klein. Für die dualen Varia-
blen gilt Beschränktheit (Satz 3.3). Ebenfalls ist der Penalty-Parameter beschränkt
(Lemma 3.3.10), d.h. es kann im weiteren ohne Einschränkung mit dem angenom-
menen r^ gearbeitet werden. Sei r 2 IRm mit rj  r^j, j 2 M . Aufgrund der Ab-
stiegseigenschaft der Suchrichtungen skq und der stetigen Dierenzierbarkeit vonrr
(folgt aus Voraussetzung 2.1) folgt, daÿ es für jede beliebige positive Konstante, z.B.
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16(1 + )(max + )
, ein q^k  0 gibt, für das
rr

ykq
vkq
T
skq  rr

zk
uk
T
skq

=
rr

zk
uk

+ skq
T
skq  rr

zk
uk
T
skq


rr  zkuk

+ skq

 rr

zk
uk

2
kskqk2
 
16(1 + )(max + )
kskqk22;
(3.87)
für alle q  q^k erfüllt ist. Mit (3.82) ist
kvkq   ukk22 = (zk; ykq ; uk; vkq )kykq   zkk22: (3.88)
Es folgt
kskqk22 = kykq   zkk22 + kvkq   ukk22
= kykq   zkk22 + (zk; ykq ; uk; vkq )kykq   zkk22
=
 
1 + (zk; ykq ; u
k; vkq )
 kykq   zkk22
  1 +  kykq   zkk22
=
 
1 + 

(kq )
2:
(3.89)
Das heiÿt für q  q^k istrr

zk
uk

+ skq
T
skq  rr

zk
uk
T
skq
  (kq )216(max + ) : (3.90)
Weiter folgt aus der Stetigkeit und der Abstiegseigenschaft, daÿ es für ein kq 2 (0; 1)
ein qk  q^k gibt, mitrr

zk
uk

+ kq s
k
q
T
skq  rr

zk
uk
T
skq
  (kq )216(max + ) ; (3.91)
für alle q  qk. Also ist
rr

zk
uk

+ kq s
k
q
T
skq  rr

zk
uk
T
skq +
(kq )
2
16(max + )
; (3.92)
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für q  qk. Aus dem Mittelwertsatz der Dierentialrechnung folgt weiter, daÿ min-
destens ein kq 2 (0; 1) existiert, für das
r

ykq
vkq

  r

zk
uk

= r

zk
uk

+ skq

  r

zk
uk

= rr

zk
uk

+ kq s
k
q
T
skq
(3.93)
gilt. Aus (3.92) und (3.93) folgt es existiert kq > 0 mit
r

ykq
vkq

  r

zk
uk

  rr

zk
uk
T
skq
= rr

zk
uk

+ kq s
k
q
T
skq   rr

zk
uk
T
skq
 rr

zk
uk
T
skq +
(kq )
2
16(max + )
  rr

zk
uk
T
skq
= (1  )rr

zk
uk
T
skq +
(kq )
2
16(max + )
Satz 3:4  (1  ) (
k
q )
2
8 (max + )
+
(kq )
2
16(max + )
= (   1) (
k
q )
2
8 (max + )
+
(kq )
2
16(max + )
= (   1) (
k
q )
2
16(max + )
< 0;
für alle q  qk.
q.e.d.
Ist Bedingung (3.46) erfüllt ist eine innere Iteration bei TRSCP beendet (wegen
Schritt 3 im Algorithmus 3.2). Also folgt mit Satz 3.5 die Endlichkeit der Teilitera-
tionen von TRSCP und es folgt die Wohldeniertheit des Algorithmus. Es können
nun beliebige von TRSCP erzeugte Iterationsfolgen betrachtet bzw. angenommen
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werden. Da der vorgestellte Algorithmus nur stoppt, wenn ein stationärer Punkt
von OP gefunden wurde, wird im weiteren Verlauf stets von einer unendlichen von
TRSCP erzeugten Folge von Entwicklungspunkten ausgegangen. Es wird gezeigt,
daÿ diese Folge mindestens einen stationären Häufungspunkt besitzt. Hierfür wird
als nächstes gezeigt, daÿ der Penalty-Parameter der erweiterten Lagrange-Funktion
unabhängig vom Iterationsparameter beschränkt ist, wenn die Lösung des Teilpro-
blems von einem stationären Punkt weg beschränkt ist.
Satz 3.6
Sei OP gegeben und max > 0,  > 0,  > 0 konstant. Seien eine von TRSCP
erzeugte Folge
 
zk; uk
	
k=0;1;2;:::
 IRn+m von Entwicklungspunkten und Lagrange-
Multiplikatoren, sowie eine zugehörige Folge

k
	
k=0;1;2;:::
 IRn von Trust-Region-
Radien, mit 0 < ki  max, i = 1; : : : ; n, gegeben. Weiter sei die LICQ für je-
des Element und jeden Häufungspunkt der Folge von Entwicklungspunkten erfüllt
und die Lösungen
 
yk; vk; wk

der Teilprobleme TRSP (zk;k) seien bestimmt. Sei
sk :=

yk   zk
vk   uk

und k := kyk   zkk2. Sei  > 0 gegeben, dann existiert r 2 IRm,
so daÿ für jedes k mit k  
rr(zk; uk)T sk    (
k)2
8 (max + )
   
2
8 (max + )
< 0 (3.94)
erfüllt ist für alle r 2 IRm mit rj  rj , j 2M .
Beweis:
Die Voraussetzungen für Satz 3.4 sind erfüllt, d.h. mit (3.78) existiert r 2 IRm mit
rj > 1, j 2M und
rr(zk; uk)T sk    (
k)2
4 (max + )
 
X
j2A(r;yk;vk)
rjh
2
j(z
k)
+
X
j2A(r;yk;vk)
2hj(z
k)[vkj   ukj ]
 
X
j2K(r;yk;vk)
ukj
rj
[vkj   ukj ]:
Weiter sind die Voraussetzungen von Satz 3.3 erfüllt, d.h. die Lagrange-Multipli-
katoren liegen in einer kompakten Menge. Also existiert ein umax > 0 mit ukj ; v
k
j 
umax, j 2M . Sei für j 2 K(r; yk; vk) der Penalty-Parameter so groÿ, daÿ
rj  m16u
2
max (max + )
2
(3.95)
erfüllt ist. Dann ist X
j2K(r;yk;vk)
1
rj
 1
u2max
(k)2
16 (max + )
:
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Hieraus folgt, daÿ diese Bedingung nach einer endlichen Anzahl iterativer Erhöhung-
en des Penalty-Parameters in TRSCP erfüllt wird. Dies bedeutet weiter, daÿ die
Penalty-Parameter des Terms
 
X
j2K(r;yk;vk)
ukj
rj
(vkj   ukj )
bei TRSCP beschränkt sind, für alle k   > 0.
Für die restlichen Penalty-Parameter im TermX
j2A(r;yk;vk)
 
2
hj(zk)umax   rjh2j(zk)
werden zwei Fälle unterschieden. Für alle j 2 A(r; yk; vk) mit
hj(zk)  1
m
2
32umax (max + )
gilt:
2
hj(zk)umax   rjh2j(zk)  2 hj(zk)umax
 1
m
2
16 (max + )
:
Für die restlichen j 2 A(r; yk; vk), d.h.
hj(zk) > 1
m
2
32umax (max + )
ist erfüllt, wird rj  m64u
2
max (max + )
2
gesetzt, und es gilt:
2
hj(zk)umax   rjh2j(zk)
 2 hj(zk)umax  m64u2max (max + )
2
h2j(z
k)
=
hj(zk) 2umax  m64u2max (max + )
2
hj(zk)
 hj(zk) 2umax  m64u2max (max + )
2
1
m
2
32umax (max + )

=
hj(zk) (2umax   2umax)
= 0:
q.e.d.
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Im Beweis zu Satz 3.6 wird gezeigt, daÿ ein für die Konvergenz des Algorithmus
TRSCP hinreichender Abstieg unabhängig vom Iterationsparameter erreicht wird,
wenn die Lösung des Teilproblems einen gewissen Abstand vom Entwicklungspunkt
nicht unterschreitet. Mit der gleichen Beweisargumentation können die Vorausset-
zungen von Lemma 3.3.10 abgeschwächt werden. Die strenge Forderung,
es existiert in inneren Iterationen  > 0 mit (zk; ykq ; u
k; vkq )  ; (3.96)
kann mit Hilfe eines festen  > 0 eingeschränkt werden auf Bereiche, für die k < 
gilt. Entsprechend muÿ
j 2 A(r; ykq ; vkq ), hj(ykq ) = 0 (3.97)
auch nur hier gelten. Mit einem hinreichend klein gewählten  > 0 sollte die Vor-
aussetzung weniger problematisch sein.
Unter den getroenen Voraussetzungen wurde gezeigt, daÿ die von TRSCP erzeugte
Folge von Entwicklungspunkten in einer kompakten Menge liegt und die erzeugten
Penalty-Parameter der von TRSCP verwendeten erweiterten Lagrange-Funktion be-
schränkt sind. Diese Beschränktheit ist zudem unabhängig vom Iterationsparameter,
wenn der Entwicklungspunkt von einem stationären Punkt weg beschränkt ist. Wei-
ter ist der Wert der erweiterten Lagrange-Funktion nach unten beschränkt und mit
einer unendlichen Teilfolge von Entwicklungspunkten kann jeweils ein für die Kon-
vergenz hinreichender Abstieg in der erweiterten Lagrange-Funktion erzielt werden.
Auÿerdem kann gezeigt werden, daÿ diese Folge von Entwicklungspunkten eine kon-
vergente Teilfolge besitzt.
Satz 3.7
Sei OP gegeben und max > 0,  > 0,  > 0, 0 <   1 konstant. Seien die
Folgen
 
zk; uk
	
k=0;1;2;:::
 IRn+m mit uk 2 V kompakt, k	
k=0;1;2;:::
 IRn mit
0 < ki  max, i = 1; : : : ; n, und

rk0
	
k=0;1;2;:::
 IRm mit rkj;0  1, j 2 M , von
TRSCP erzeugt. Die LICQ sei in jedem Glied und in jedem Häufungspunkt der
Folge von Entwicklungspunkten erfüllt. Weiter seien die Lösungen
 
yk; vk; wk

der
Teilprobleme TRSP (zk;k) bestimmt und sk :=

yk   zk
vk   uk

. Dann existiert eine
Teilfolge
 
zki ; uki
	
i=0;1;2;:::
 IRn+m, bei der es für jedes  > 0 mindestens ein
i^ 2 IN0 gibt, für das zki+1   zki1   (3.98)
für alle i  i^ erfüllt ist.
Beweis:
Annahme:
Es existiert für  > 0 kein i^ 2 IN0 mit
zki+1   zki1   für i  i^.
Wegen Satz 3.6 und der Penalty-Parameter-Anpassung in TRSCP existiert k  0
und r  1 mit rk0 = r für alle k  k. Sei o.B.d.A. rk0 = r, für k 2 IN0. Dann folgt aus
Satz 3.6, daÿ
rr(zk; uk)T sk    
2
8 (max + )
(3.99)
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gilt für alle k 2 IN0. Es gilt
ki+1  ki + 1 > ki
und wegen Schritt 3 in Algorithmus 3.2
r(z
k+1; uk+1) < r(z
k; uk):
Also ist
r

zki+1
vki+1

  r

zki
uki

 r

zki+1
vki+1

  r

zki
uki

Alg: 3:2 Schritt 3
 rr

zki
uki
T
ski
   
2
8 (max + )
:
Das allerdings führt zu lim
i!1
r

zki
uki

=  1 und zu einem Widerspruch zu Fol-
gerung 3.3.9. Damit ist die Annahme widerlegt und die Behauptung bewiesen.
q.e.d.
Wie aus Schittkowski [46] ersichtlich, ist die Aussage von Satz 3.7 notwendig um die
globale Konvergenzaussage nachzuweisen. Zum Schluÿ dieses Abschnitts folgt der
Nachweis der globalen Konvergenzeigenschaft des Algorithmus TRSCP. Die Aussage
ist entsprechend Zillober [74] bzw. analog Lehmann [30] und folgt der Beweisführung
in Schittkowski [46].
Satz 3.8
Sei OP gegeben und max > 0,  > 0,  > 0, 0 <   1 konstant. Seien die Folge
von Entwicklungspunkten
 
zk; uk
	
k=0;1;2;:::
 IRn+m, die Folge von Trust-Region-
Radien

k
	
k=0;1;2;:::
 IRn und die Folge von Penalty-Parametern rk0	k=0;1;2;::: 
IR
m von TRSCP erzeugt. Die LICQ sei in jedem Entwicklungspunkt, sowie in je-
dem Häufungspunkt der Folge von Entwicklungspunkten erfüllt, und die Lösungen 
yk; vk; wk

der Teilprobleme TRSP (zk;k) seien bestimmt. Dann besitzt die Folge
(zk; uk)
	
k=0;1;2;:::
mindestens einen Häufungspunkt, der der KKT-Bedingung von
OP genügt.
Beweis:
Es gilt aufgrund Voraussetzung 2.2, daÿ ein b <1 existiert mit zki  b, i = 1; : : : ; n.
Mit X := fx 2 IRn : jxij  b; i = 1; : : : ; ng gilt zk 2 X kompakt für alle k 2 IN0.
Wegen k 2 IRn von TRSCP erzeugt gilt ki > 0, i = 1; : : : ; n, und somit werden die
Voraussetzungen von Satz 3.3 erfüllt. Das heiÿt, es existiert V  IRm kompakt mit
uk 2 V , ebenfalls für alle k 2 IN0. Zusammen folgt, daÿ TRSCP eine Iterationsfolge
von Entwicklungspunkten auf einem Kompaktum erzeugt. Mit Satz 3.7 und der
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Kompaktheit der Menge X  V folgt, daÿ mindestens ein Häufungspunkt (x; u)
und eine Teilfolge

(zkt ; ukt)
	
t=0;1;2;:::
existiert, so daÿ
lim
t!1
zkt+1   zkt1 = 0; (3.100)
lim
t!1
zkt = x; (3.101)
lim
t!1
ukt = u; (3.102)
erfüllt ist. Um zu zeigen, daÿ (x; u) die KKT-Bedingung von OP erfüllt, d.h.
rxf(x) +
X
j2M
ujrxhj(x) = 0; (3.103)
hj(x
)  0; j 2M; (3.104)
ujhj(x
) = 0; j 2M; (3.105)
uj  0; j 2M; (3.106)
werden die KKT-Bedingungen der Teilprobleme (Bemerkung 3.3.2) untersucht, d.h.
rxfkt
 
ykt ; zkt ;kt ; ; 

+
mX
j=1
vktj rxhktj
 
ykt ; zkt ;kt ; 

+
2nX
i=1
wkti rxgkti
 
ykt ; zkt ;kt

= 0; (3.107)
hktj
 
ykt ; zkt ;kt ; 
  0 ; j 2M; (3.108)
gkti
 
ykt ; zkt ;kt
  0 ; i = 1; : : : ; 2n; (3.109)
vktj h
kt
j
 
ykt ; zkt ;kt ; 

= 0 ; j 2M; (3.110)
wkti g
kt
i
 
ykt ; zkt ;kt

= 0 ; i = 1; : : : ; 2n; (3.111)
vktj  0 ; j 2M; (3.112)
wkti  0 ; i = 1; : : : ; 2n; (3.113)
ist jeweils erfüllt für alle t 2 IN0. Durch die Annäherung von Entwicklungspunkt
und Häufungspunkt ((3.100) bis (3.102)) existiert, bedingt durch die Erhöhung des
Trust-Region-Radius im vierten Schritt von Algorithmus TRSCP, ein t  0 mit
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kt < kmin und w
kt
i = 0 für alle i = 1; : : : ; 2n und t  t. Es gilt für j 2M :hktj  ykt ; zkt ;kt ;   hj(zkt)
(3:29)
=
hj(z
kt) 
nP
i=1
@hj(zkt)@xi
 (kti + ) + P
i2I+j (zkt )
@hj(zkt)@xi
 (kti + )2
(zkti +
kt
i + )  ykti
+
P
i2I j (zkt )
@hj(zkt)@xi
 (kti + )2
ykti   (zkti  kti   )
  hj(zkt)
 :
Für
ykt   zkt! 0 (siehe (3.100)) folgt
(zkti +
kt
i + )  ykti ! kti + 
und
ykti   (zkti  kti   )! kti + :
Insgesamt folgt
hktj  ykt ; zkt ;kt ;   hj(zkt)! 0. Das heiÿt mit (3.108) und (3.101)
folgt (3.104) für alle j 2M . Aus (3.112) und (3.102) folgt (3.106). Zusammen folgt
mit (3.110) Bedingung (3.105). Es ist für i = 1; : : : ; n:@fkt
 
ykt ; zkt ;kt ; ; 

@xi
  @f
 
zkt

@xi

(3:28)
=
@f(zkt)@xi +8>>>>>>>>>><>>>>>>>>>>:

@f(zkt)
@xi
+ 

(ykti   zkti )
2(zkti +
kt
i + )  zkti   ykti 
(zkti +
kt
i + )  ykti
2 
falls i 2 I+0 (zkt)


@f(zkt)
@xi
  

(ykti   zkti )
2(zkti  kti   )  zkti   ykti 
ykti   (zkti  kti   )
2 
falls i 2 I 0 (zkt)

9>>>>>>>>>>=>>>>>>>>>>;
  @f(z
kt)
@xi

Mit Voraussetzung 2.2, Lemma 2.3.6,  > 0 konstant,  > 0 konstant und Bedingung
(3.100), d.h.
ykt   zkt! 0 folgt rxfkt(ykt ; zkt ;kt ; ; ) rxf(zkt)! 0. Analog
folgt für die Nebenbedingungen
rxhktj (ykt ; zkt ;kt ; ) rxhj(zkt) ! 0 für alle
j 2M . Insgesamt gilt die Bedingung (3.103) und die globale Konvergenzaussage für
TRSCP ist bewiesen.
q.e.d.
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Kapitel 4
Numerische Resultate
Dieses Kapitel beschreibt die Umsetzung des Algorithmus TRSCP in das Programm
TRSCP1.0 und enthält Resultate des Algorithmus bei verschiedenen Testproble-
men. Auÿerdem wird TRSCP mit dem in Kapitel 2 vorgestellten SCP-Verfahren
von Zillober [74] bezüglich des benötigten Aufwands zur Lösung von Testproblemen
verglichen, d.h. es wird betrachtet, wie viele Funktions- und Gradientenauswertun-
gen jeder Algorithmus für die Lösung eines Testproblems benötigt. In Anlehnung
an die Bezeichnung TRSCP (Trust-Region Sequential Convex Programming) wird
im folgenden das SCP-Verfahren aus Kapitel 2 mit LSSCP (Line-Search Sequential
Convex Programming) bezeichnet.
Das Programm TRSCP1.0 ist eine Weiterentwicklung des von Zillober [76, 77]
entwickelten Programms SCPIP3.0 durch die Implementierung eines Trust-Region
SCP-Verfahrens basierend auf dem Algorithmus aus Abschnitt 3.2. Hieraus folgt,
daÿ ein direkter Vergleich zwischen LSSCP und TRSCP möglich ist.
Für die Lösung des Teilproblems kommt stets die von Zillober [71, 75] programmier-
te Innere-Punkte-Methode aus dem Programm SCPIP3.0 [76, 77] zum Einsatz. Die
Möglichkeit, das Teilproblem über das duale Problem unter Ausnutzung der Sepa-
rabilität zu lösen, wird nicht betrachtet. Die Art und Weise, wie das Teilproblem
gelöst wird, ist für den Vergleich der Algorithmen 2.4 (LSSCP) und 3.2 (TRSCP)
nicht relevant. Zillober [74] beschreibt ausführlich die implementierte Innere-Punkte-
Methode und die Lösung des Teilproblems. Weiter wird auf Zillober [69] verwiesen,
in dem eine Lösung des Teilproblems unter Ausnutzung der Separabilität nachgele-
sen werden kann.
Für LSSCP kommt die Asymptotenerzeugung nach Algorithmus 2.3 zum Einsatz.
Eine andere Methode zur Asymptotenerzeugung bei LSSCP, wie zum Beispiel von
Schenk [45] vorgeschlagen, wird in dieser Arbeit nicht betrachtet. Auswirkungen
des Teilproblemlösers und der Asymptotenwahl für LSSCP sind unter anderem in
Zillober [74] ausgeführt.
Der nächste Abschnitt beschreibt die Umsetzung des Algorithmus 3.2 im Programm
TRSCP1.0. Im Anschluÿ daran folgt der Vergleich der Algorithmen TRSCP und
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LSSCP im Programm TRSCP1.0. Als Testprobleme für dieses Kapitel dienen zum
einen Teil die Sammlungen von Hock und Schittkowski [27] und Schittkowski [49]
und zum anderen Teil Strukturoptimierungsbeispiele. Die Strukturoptimierungspro-
bleme wurden in Sigmund [54] als Übungen für den Matlab-Code aus Sigmund
[53] herangezogen. Diese Beispiele der Topologieoptimierung basieren auf einfachen
Strukturen, wie beispielsweise dem MBB-Beam1. Es werden verschiedene Diskreti-
sierungen und Massen der zu optimierenden Strukturen betrachtet.
4.1 Implementierungsdetails
In diesem Abschnitt wird beschrieben, mit welchen im Vergleich zu Algorithmus
3.2 zusätzlichen Änderungen der Algorithmus TRSCP im Programm TRSCP1.0
implementiert wurde. TRSCP1.0 basiert auf dem Programm SCPIP3.0 [76, 77]. Bei
der Integration des Algorithmus TRSCP in SCPIP3.0 wurde darauf geachtet, daÿ
TRSCP viele der im Programm SCPIP3.0 vorhandenen Eigenschaften, die teilweise
die Leistungsfähigkeit von LSSCP steigern, nutzen kann. Dies ermöglicht später den
Vergleich zwischen den Algorithmen 3.2 (TRSCP) und 2.4 (LSSCP) so genau wie
möglich durchzuführen.
In Abschnitt 3.2 ist von TRSCP eine Basisversion vorgestellt worden. Hier wurde,
um die globale Konvergenzeigenschaft anschaulicher nachweisen zu können, auf lei-
stungssteigernde Teile verzichtet, die für die globale Konvergenzeigenschaft nicht
notwendig sind. Im Gegensatz dazu wird in diesem Abschnitt der Algorithmus
TRSCP so vorgestellt, wie er im Programm TRSCP1.0 implementiert ist. Auf Ver-
änderungen, die Einuÿ auf den Beweis der globalen Konvergenzeigenschaft haben
könnten, wird jeweils im Anschluÿ an die vorgestellte Änderung eingegangen.
Eine der wichtigsten Modikationen im Algorithmus TRSCP in diesem Abschnitt
ist, für die aktuelle Lösung des Teilproblems eine Prognose zu erstellen, die die Ent-
wicklung des Zielfunktionswerts vorhersagt. Diese wird anschlieÿend mit der tat-
sächlichen Änderung verglichen. Dies geschieht entsprechend anderer Trust-Region-
Verfahren über die Berechnung des Quotienten Qk 2 IR aus erwarteter Verbesserung
und erreichter Verbesserung, siehe z.B. Algorithmus 3.1. Die Änderung des Trust-
Region-Radius wird analog anderer Trust-Region-Verfahren abhängig vom Ergebnis
dieses Vergleichs gemacht.
Die Prognose wird bei TRSCP mittels einer linearen Extrapolation durchgefürt und
die tatsächliche Änderung wird über den Vergleich der Funktionswerte der erweiter-
ten Lagrange-Funktion bestimmt, d.h. es wird
Qk :=
rk0

zk+1
uk+1

  rk0

zk
uk

rrk0

zk
uk
T
sk
(4.1)
1Ein MBB-Beam ist ein Bauteil mit sechsfacher Länge wie Höhe, das an seinen beiden Enden
unten xiert ist und in der Mitte unten belastet wird.
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berechnet.
In Abschnitt 3.2 wird das Optimierungsproblem OP ohne explizite Schranken für
die primalen Variablen und ohne Gleichungsnebenbedingungen vorgestellt. In den
betrachteten Testproblemen sind solche Schranken, zumindest für einzelne Koef-
zienten, und Gleichungsnebenbedingungen durchaus üblich. Für diese Fälle wird
OP entsprechend erweitert und folgende Indexmengen werden deniert. Seien die
Indexteilmengen
Iu  f1; : : : ; ng;
Io  f1; : : : ; ng (4.2)
gegeben. Dann ist das erweiterte Optimierungsproblem EOP gegeben über
(EOP)
Minimiere f(x);
unter hj(x) = 0; j = 1; : : : ;mg;
hj(x)  0; j = mg + 1; : : : ;m;
gi(x)  0; i 2 Iu;
gn+i(x)  0; i 2 Io;
x 2 IRn;
(4.3)
mit
gi(x) :=  xi + xi; i 2 Iu;
gn+i(x) := xi   xi; i 2 Io:
(4.4)
Ein EOP ist ein NLP mit zusätzlichen Schranken-Nebenbedingungen. Wie Schran-
ken im Nachweis der globalen Konvergenzeigenschaft berücksichtigt werden müssen,
kann in Lehmann [30] nachgelesen werden. Änderungen am globalen Konvergenzbe-
weis, die durch die Aufnahme von Gleichungsrestriktionen entstehen, sind in Zillober
[74] ausgeführt.
Durch die Erweiterung des Optimierungsproblems muÿ im Teilproblem der Trust-
Region-Radius mit den Schranken abgestimmt werden. Dies geschieht über die An-
passung der betroenen Nebenbedingungen gi : IR
n ! IR, i 2 Iu, und gn+i : IRn ! IR,
i 2 Io, d.h. diese Funktionen werden im Teilproblem mit
gki
 
x; zk;k; xi

:=  xi +maxfxi; zki  ki g  0; fur i 2 Iu;
gkn+i
 
x; zk;k; xi

:= xi  minfxi; zki  ki g  0; fur i 2 Io;
(4.5)
ersetzt. Für alle anderen Koezienten bleiben die Nebenbedingungsfunktionen im
Teilproblem zum Einhalt der Trust-Region unverändert. Seien
nu := jIuj;
no := jIoj; (4.6)
die Anzahlen der Indizes in den Indexteilmengen Iu und Io. Durch die Einführung
von Schranken ändert sich die Dimension der dualen Variablen, d.h. der Lagrange-
Multiplikator ist u 2 IRm+nu+no . Sei
m := m+ nu + no;
n := 2n  nu   no:
(4.7)
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Durch diese Änderung wird mit dem Vektor h(x) 2 IRm, x 2 IRn, der aus den
Nebenbedingungswerten hj(x), j 2 M , gi(x), i 2 Iu, sowie gn+i(x), i 2 Io, zusam-
mengesetzt ist und den Indexmengen
A(r; x; u) := fj = 1; : : : ;mgg[
j = mg + 1; : : : ;m : hj(x)   
uj
rj

;
K(r; x; u) := f1; : : : ;mg n A(r; x; u);
(4.8)
mit r 2 IRm, x 2 IRn und u 2 IRm, die Notation vereinfacht.
Zu Beginn im Schritt 0 des Algorithmus TRSCP muÿ eine Schätzung z0 2 IRn,
u0 2 IRm für eine Lösung von EOP gewählt werden. Dieses z0 sollte zumindest die
Schranken für die primale Variable einhalten. Um mit einem willkürlichen xEingabe 2
IR
n beginnen zu können, wird der erste Entwicklungspunkt durch
z0i :=
8>>>>>>><>>>>>>>:
minfmaxfxEingabei ; xig;xig; falls i 2 Iu \ Io;
maxfxEingabei ; xig; falls i 2 Iu n Io;
minfxEingabei ;xig; falls i 2 Io n Iu;
xEingabei ; sonst;
(4.9)
gesetzt. Die Koezienten der dualen Variablen u0 2 IRm werden im Schritt 0 gleich-
mäÿig mit Null initialisiert.
Für den Algorithmus TRSCP muÿ die Konstante max 2 IR festgelegt werden. Für
die Implementierung hat es sich als vorteilhaft herausgestellt, für jeden Koezienten
des Trust-Region-Radius eine individuelle Schranke zu setzen. Sei EOP, z0 2 IRn
nach (4.9) und eine Konstante T1 > 0 gegeben. Dann ist max 2 IRn deniert durch
maxi :=
(
min fmax fT1; jz0i jg ; xi   xig ; falls i 2 Iu \ Io;
max fT1; jz0i jg ; sonst;
(4.10)
und der maximale Trust-Region-Radius max 2 IR ist deniert durch
max := kmaxk1: (4.11)
Der Trust-Region-Startradius 0 2 IRn wird im Programm TRSCP1.0 über
0i :=
(
minfmaxi ; maxfT2; jz0i jg;(xi   xi)g; falls i 2 Iu \ Io;
minfmaxi ; maxfT2; jz0i jgg; sonst;
(4.12)
für i = 1; : : : ; n,  2 (0; 1) und T2 > 0 gesetzt.
Durch T1 > 0 wird verhindert, daÿ ein maxi zu klein wird, beispielsweise für z
0
i
identisch Null. Mit der hier vorgeschlagenen Vorgehensweise wird versucht ein für
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die Problemstellung geeignetes max bzw. max automatisch zu generieren. Mit der
Konstante T2 > 0 wird die Erzeugung des Startradius exibler und unabhängiger
von max. Die Konstante max kommt z.B. bei der Aktualisierung der Penalty-
Parameter der erweiterten Lagrange-Funktion zum Einsatz. Der konstante Vektor
max wird hingegen z.B. bei der Anpassung des Trust-Region-Radius eingesetzt, um
jeden Koezienten des Trust-Region-Radius individuell nach oben zu beschränken.
Der Algorithmus TRSCP führt, um den Abstieg in der Merit-Funktion zu garantie-
ren, falls notwendig innere Iterationen durch, d.h. Iterationen, bei denen der Ent-
wicklungspunkt nicht gewechselt und nur der Trust-Region-Radius verkleinert wird.
Bei den betrachteten Testproblemen ist es vorteilhaft, die Anzahl der inneren Ite-
rationen zwischen dem Wechsel des Entwicklungspunkts zu beschränken. Auÿerdem
ist es im Fall des Abbruchs einer Serie von inneren Iterationen vorteilhaft, den
Trust-Region-Radius wieder auf ein gewisses Niveau anzuheben, ähnlich wie dies im
vierten Schritt des Basisalgorithmus gemacht wird. Nachdem die Serie von inneren
Iterationen nach q 2 IN aufeinanderfolgenden inneren Iterationen abgebrochen wird,
wird der Entwicklungspunkt mit der aktuellen Lösung des Teilproblems ersetzt und
der Trust-Region-Radius auf den Wert wie zu Beginn der inneren Iteration gesetzt,
d.h.
k+10 := 
k
0: (4.13)
Die Beschänkung der Anzahl von inneren Iterationen zwischen zwei äuÿeren Itera-
tionen ähnelt der Vorgehensweise in SCPIP3.0 bezüglich der Line-Search. Hier ist
die Anzahl von Teiliterationen mit 10 beschränkt. Ist eine Line-Search im Programm
SCPIP3.0 nicht erfolgreich, d.h. es kann mit Hilfe der Line-Search kein neuer Ite-
rationspunkt gefunden werden, der einen hinreichenden Abstieg in der erweiterten
Lagrange-Funktion erzielt, wird in SCPIP3.0 die aktuelle Lösung des Teilproblems
als nächster Iterationspunkt herangezogen. Für den Nachweis der globalen Konver-
genzeigenschaft sowohl von TRSCP als auch von LSSCP muÿ allerdings weiterhin
die Anzahl der inneren Iterationen bzw. der Line-Search-Schritte als unbeschränkt
angenommen werden.
Beim Algorithmus 3.2 (TRSCP) bzw. 2.4 (LSSCP) endet die Iteration, falls die pri-
male Variable der Lösung eines Teilproblems identisch mit dem Entwicklungspunkt
des Teilproblems ist. Dieser exakte Abbruch ist im Programm TRSCP1.0 abge-
schwächt. Hierfür muÿ die Lagrange-Funktion L : IRn+m ! IR von EOP ausgewertet
werden, d.h.
L(x; u) := f(x) +
mX
j=1
ujhj(x) (4.14)
wird berechnet.
Denition 4.1.1
Sei EOP geben und k 2 IN0, " > 0 konstant. Weiter sei ein Entwicklungspunkt
zk 2 IRn und ein Trust-Region-Radius k 2 IRn gegeben. Sei die Lösung  yk; vk; wk
des Teilproblems TRSP (zk;k) mit yk 2 IRn, vk 2 IRm und wk 2 IRn bestimmt.
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Der im Programm TRSCP1.0 implementierte Algorithmus TRSCP beendet eine
Iteration erfolgreich, falls die Bedingungen
krL(yk; vk)k1  "; (4.15)
jhj(yk)j  "; j = 1; : : : ;mg; (4.16)
hj(y
k)  "; j = mg + 1; : : : ;m; (4.17)
gleichzeitig erfüllt sind.
Für den Algorithmus 2.4 kann Denition 4.1.1 geeignet angepaÿt bzw. umformu-
liert werden (siehe Zillober [74]). Beim Vergleich der zwei Algorithmen mit dem
Programm TRSCP1.0 wird obiges Abbruchkriterium mit einer festzulegenden Ge-
nauigkeitsforderung von höchstens " := 10 7 ausgewertet. Die Genauigkeisforderung
hängt von der Klasse von Problemen ab, die gelöst werden soll.
In Schritt 2 von Algorithmus 3.2 (TRSCP) wird der Penalty-Parameter der er-
weiterten Lagrange-Funktion mit Hilfe des Parameters  angepaÿt. Hierbei kann
der Penalty-Parameter nur gleichmäÿig in allen Koezienten erhöht werden. Eine
erweiterte Strategie aus Zillober [74] erlaubt ein koezientenweises Anpassen des
Penalty-Parameters.
Denition 4.1.2 (Penalty-Parameter-Update)
Sei EOP geben, k 2 IN0 und 1 < 1 < 2 konstant. Weiter gegeben seien ein Teil-
problem TRSP (zk;k) mit zk 2 IRn und k 2 IRn, sowie ein geeigneter Lagrange-
Multiplikator uk 2 IRm. Ferner gegeben sei die Lösung  yk; vk; wk des Teilproblems
mit yk 2 IRn, vk 2 IRm und wk 2 IRn und die Abstiegsrichtung sk :=

yk   zk
vk   uk

.
Im Programm TRSCP1.0 werden die Penalty-Parameter rk 1p 2 IRm, p 2 IN0, über
folgende Vorschrift aktualisiert:
Bestimme
rk 1p+1;j := min
(
2r
k 1
p;j ; max
(
1r
k 1
p;j ;
2(vkj   ukj )hj(zk)

))
; (4.18)
für alle j 2 A(rk 1p ; zk; uk), falls hj(zk) > 0 und rhj(zk)T (yk   zk) 6= 0 bzw.
falls hj(z
k) < 0 und rhj(zk)T (yk   zk) > 0.
Anderenfalls setze
rk 1p+1;j := 1r
k 1
p;j : (4.19)
Weiter bestimme
rk 1p+1;j := min
(
2r
k 1
p;j ; max
(
1r
k 1
p;j ;
ukj (vkj   ukj )8m(ki + )(k)2

))
; (4.20)
für alle j 2 K(rk 1p ; zk; uk), falls vkj   ukj < 0.
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Anderenfalls setze
rk 1p+1;j := 1r
k 1
p;j : (4.21)
Die Idee bei diesem Update des Penalty-Parameters ist es, diejenigen Koezienten
stärker anzupassen, deren Einuÿ für das Erreichen der Abstiegsbedingung am gröÿ-
ten ist. Durch 2 wird das Anwachsen des Koezienten nach oben eingeschränkt, mit
1 wird erreicht, daÿ sich jeder Koezient erhöht. Das Penalty-Parameter-Update
wird für TRSCP und LSSCP analog durchgeführt, um die Algorithmen vergleich-
barer zu machen.
Als weitere Modikation des Algorithmus TRSCP wird eine Möglichkeit vorgestellt,
mit Teilproblemen umzugehen, die einen leeren zulässigen Bereich besitzen. Diese
Modikation ist notwendig, um stets einen neuen Vorschlag für einen Entwicklungs-
punkt nden zu können. Wie schon im Abschnitt 2.3 angedeutet, wird in diesem
Fall mit Hilfe von Schlupfvariablen ein Ersatz-Teilproblem mit nichtleerem zulässi-
gen Bereich aufgestellt und gelöst. Mit dieser Lösung läÿt sich eine Abstiegsrichtung
für die erweiterte Lagrange-Funktion von EOP denieren.
Der Fall, der hier betrachtet wird, kann nur eintreten, wenn im Entwicklungspunkt
z 2 IRn, für den ein Teilproblem aufgestellt werden soll, mindestens eine Neben-
bedingung von EOP verletzt ist. Würde dies nicht gelten, läge zumindest z in der
zulässigen Menge von EOP, als auch in der eines jeden in diesem Punkt aufgestellten
Teilproblems. Diese Verletzung der Nebenbedingungen ist nach Konstruktion nicht
für eine Box-constraint möglich.
Sei EOP und z 2 IRn gegeben. Dann ist
Mv :=

j 2 f1; : : : ;mgg : jhj(z)j 6= 0
	[
fj 2 fmg + 1; : : : ;mg : hj(z) > 0g
(4.22)
eine Teilmenge der Indizes j 2 1; : : : ;m. Diese Teilmenge enthält alle Indizes der
Nebenbedingungen von EOP, die verletzt sind. Die Anzahl der Indizes der Menge
Mv sei gleich mv 2 IN0.
Mit diesen Festlegungen ergibt sich das folgende alternative Teilproblem für TRSCP
im Fall eines original Teilproblems mit leerem zulässigen Bereich:
Denition 4.1.3 (Alternatives konvexes Teilproblem von TRSCP)
Sei EOP, k 2 IN0, ein Entwicklungspunkt zk 2 IRn, ein Trust-Region-Radius k 2
IR
n, sowie die Konstanten  > 0,  > 0 und   1 gegeben. Dann ist das Problem
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ASP(zk;k; ) gegeben durch
Minimiere fk
 
x; zk;k; ; 

+
1
2
P
j2M
j
2
j ;
unter hkj
 
x; zk;k; 
  jhj(zk) = 0; j = 1; : : : ;mg;
hkj
 
x; zk;k; 
  jhj(zk)  0; j = mg + 1; : : : ;m;
gki
 
x; zk;k; xi
  0; i 2 Iu;
gkn+i
 
x; zk;k; xi
  0; i 2 Io;
gki
 
x; zk;k
  0; i = 1; : : : ; n ^ i 62 Iu
gkn+i
 
x; zk;k
  0; i = 1; : : : ; n ^ i 62 Io
0  j  1; j 2M;
x 2 IRn;
(4.23)
und heiÿt alternatives, konvexes Teilproblem in zk des nichtlinearen Optimierungs-
problems EOP.
Die Denition der Funktionen fk
 
x; zk;k; ; 

, hkj
 
x; zk;k; 

, gki
 
x; zk;k; xi

und gki
 
x; zk;k

wird aus dem Lemma 3.2.2 und (3.38) bzw. (4.5) ersichtlich.
Für  := (1; : : : ; 1) ist der Entwicklungspunkt zk Element des zulässigen Bereichs des
alternativen Teilproblems. Beginnend mit kleinem  kann in einer endlichen Iteration
 gesteigert und die Schlupfvariable  reduziert werden. Mit Hilfe des Ergebnisses des
alternativen Teilproblems läÿt sich eine Abstiegsrichtung denieren und ein neuer
Entwicklungspunkt bestimmen, mit dem die Iteration fortgesetzt werden kann. Eine
weitergehende Ausführung hierzu ndet sich in der Arbeit von Zillober [69]. Der Fall
eines leeren zulässigen Bereichs wird im weiteren nicht betrachtet und die Lösung
dieses Falles ist im folgenden Algorithmus auch nicht integriert.
Um die Asymptoten (L;U) 2 IR2n für ein Teilproblem zu bestimmen wird bei MMA
für jeden Koezienten der primalen Variablen die Richtung betrachtet, in die sich
dieser in den letzten zwei Iterationen bewegt hat (siehe Svanberg [59]). Die bei MMA
angewande Strategie (siehe Algorithmus 2.3) führt dazu, daÿ der Abstand von z zu
den Asymptoten (L;U) klein wird, wenn diese Richtung ständig wechselt. Das kann
unter anderem dann passieren, wenn in der Nähe eines stationären Punkts die neu
bestimmte Näherung in zu groÿem Abstand von der aktuellen Näherung bestimmt
wird. Wie leicht einzusehen ist, ist in diesem Fall die Reduktion des Abstands gün-
stig. Bei LSSCP wird ebenfalls mit dieser Strategie gearbeitet und da die Informa-
tion zur Bestimmung der MMA-Strategie zur Asymptotenwahl ohne Aufwand zu
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erhalten ist, ieÿt bei TRSCP diese Information ebenfalls in die Bestimmung des
Trust-Region-Radius  2 IRn ein.
Wie aus Algorithmus 2.3 ersichtlich werden bei der MMA-Strategie zur Wahl der
Asymptoten in der k-ten Iteration zwei Fälle unterschieden. Entwickelte sich in der
Iteration k   1 der Koezient i = 1; : : : ; n des Entwicklungspunkts in die gleiche
Richtung wie in Iteration k   2, d.h. 
zki   zk 1i
  
zk 1i   zk 2i

> 0; (4.24)
dann wird im Koezienten i der Abstand zwischen Asymptote und dem Entwick-
lungspunkt zk erhöht. Gilt (4.24) nicht, dann wird der Abstand reduziert.
Basierend auf der Auswertung des Quotienten von erwarteter und erreichter Ver-
besserung werden bei der Trust-Region-Strategie (TR-Strategie) in jeder Iteration
drei Fälle unterschieden (siehe (3.6)). Erstens, der Trust-Region-Radius wird redu-
ziert, weil die prognostizierte Verbesserung wesentlich besser ist als die tatsächlich
erreichte. Zweitens, der Trust-Region-Radius wird erhöht, weil die Prognose sehr
gut erfüllt oder sogar übertroen wird. Trit weder erstens noch zweitens zu, dann
bleibt im dritten Fall der Radius konstant.
Folglich ergeben sich für eine Kombination von MMA-Strategie und TR-Strategie
sechs unterschiedliche Fälle. Tabelle 4.1 listet diese sechs Fälle auf, wobei + für eine
Vergröÿerung,   für eine Verkleinerung und 0 für ein Beibehalten des Abstands bzw.
des Trust-Region-Radius steht. Beide Strategien werden wie folgt kombiniert:
1. Die MMA-Strategie entscheidet, ob der Trust-Region-Radius vergröÿert oder
verkleinert wird.
2. Die Trust-Region-Strategie entscheidet im Fall einer Vergröÿerung, wie stark
der Trust-Region-Radius vergröÿert wird.
Die vorgeschlagenen Kombination der beiden Strategien ist in Tabelle 4.1 dargestellt,
wobei + + + eine sehr starke Vergröÿerung, ++ eine starke Vergröÿerung und +
eine einfache Vergröÿerung bezeichnet. Die Verkleinerung ist gleich für alle drei Fälle
und mit   gekennzeichnet.
TR  Strategie MMA  Strategie Kombination
+ + +++
0 + ++
  + +
+    
0    
     
Tabelle 4.1: Veränderung der Trust-Region bei Kombination der MMA-Strategie
und der TR-Strategie
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Die für TRSCP implementiert kombinierte Strategie gilt mangels Information erst
ab k  2. In den ersten beiden Iterationsschritten wird die normale Trust-Region-
Strategie zur Bestimmung des Trust-Region-Radius angewendet, d.h ein Qk gröÿer
eines bestimmten Schwellwerts führt zu einer Vergröÿerung, Qk unter einem festge-
legten Schwellwert zu einer Verkleinerung des Trust-Region-Radius.
In den betrachteten Testproblemen aus Hock und Schittkowski [27] und Schittkowski
[49] hat es sich in keiner betrachteten Variation als vorteilhaft erwiesen unterschied-
liche Faktoren bei der Reduzierung des Trust-Region-Radius in äuÿeren Iterationen
anzuwenden. Für diese Betrachtung wurden immer alle Testproblemen untersucht
und die Bewertung aufgrund des Gesamtergebnisses getroen.
Mit diesen Änderungen bzw. Erweiterungen des Basisalgorithmus 3.2 aus Abschnitt
3.2 ergibt sich der folgende Algorithmus, der im Programm TRSCP1.0 implementiert
ist:
Algorithmus 4.1 (TRSCP)
Sei EOP, xEingabe 2 IRn und " > 0 gegeben.
Schritt 0: Initialisierung:
Setze z0 2 IRn nach (4.9), u0 2 IRm mit u0j := 0 für j = 1; : : : ;m, einen
Penalty-Parameter r 10 2 IRm mit r 10;j := 1 für j = 1; : : : ;m und Konstanten
 := 0:001, 1 := 2, 2 := 10, q := 5. Berechne f(z0), rf(z0) und hj(z0),
rhj(z0) für j = 1; : : : ;m. Ferner setze max nach (4.10), max nach (4.11),
00 nach (4.12) mit T1 := 5:, T2 := 1:,  := 0:25 und es sei
 := 0:2;
1 := 0:1;
2 := 0:9;
0 := 0:3;
1 := 0:7;
2 := 1:15;
3 := 2:0;
4 := 4:0;
 := 0:001;
Initialisiere k := 0, q := 0.
Schritt 1: Aufstellen und Lösen des Unterproblems:
Bestimme das Optimum (ykq ; v
k
q ; w
k
q ) des konvexen Teilproblems TRSP (z
k;kq).
Ist Denition 4.1.1 für ykq erfüllt, dann ist

x
u

:=

ykq
vkq

stationärer Punkt
von EOP, STOP.
Ansonsten ist skq :=

ykq   zk
vkq   uk

und kq := kykq   zkk2. Initialisiere p := 0.
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Schritt 2: Anpassen des Penalty-Parameters:
Falls
rrk 1p

zk
uk
T
skq >  
(kq )
2
4 (max + )
; (4.25)
erzeuge rk 1p+1 (Denition 4.1.2), setze p := p+ 1 und wiederhole SCHRITT 2.
Anderenfalls setze rk0 := r
k 1
p und berechne f(y
k
q ) und hj(y
k
q ), j = 1; : : : ;m.
Schritt 3: Überprüfung des Abstiegs:
Falls q  q und
rk0

ykq
vkq

  rk0

zk
uk

> rrk0

zk
uk
T
skq ; (4.26)
verkleinere den Trust-Region-Radius durch
kq+1 := 0
k
q ; (4.27)
setze q := q + 1 und gehe zu SCHRITT 1.
Schritt 4: Überprüfung des Trust-Region-Radius:
Setze zk+1 := ykq , u
k+1 := vkq , s
k := skq und bestimme den Quotienten
Qk :=
rk0

zk+1
uk+1

  rk0

zk
uk

rrk0

zk
uk
T
sk
: (4.28)
Falls q > q, setze k+10 := 
k
0,
ansonsten, für i = 1; : : : ; n, falls
 
zki   zk 1i
  
zk 1i   zk 2i

> 0 setze
k+10;i :=
8>>><>>>:
minf4k0;i; maxg; fur Qk > 2;
minf3k0;i; maxg; fur 1  Qk  2;
minf2k0;i; maxg; fur Qk < 1;
(4.29)
anderenfalls setze
k+10;i := 1
k
0;i: (4.30)
Setze q := 0, berechne rf(zk+1) und rhj(zk+1) für j = 1; : : : ;m, setze k :=
k + 1 und gehe zu SCHRITT 1.
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Wesentliche Unterschiede zum Basisalgorithmus sind,
1. die Möglichkeit den Trust-Region-Radius über denWert des Startradius hinaus
zu vergröÿern und
2. individuelle Trust-Region-Radien für jeden Koezienten der primalen Varia-
blen zu erzeugen.
Die für den im Programm TRSCP1.0 implementierten Algorithmus TRSCP gesetz-
ten Parameter orientieren sich an im Allgemeinen benutzte Werte für entsprechende
Parameter im Algorithmus 2.4 (LSSCP) bzw. dem Algorithmus 3.1 von Yuan. Al-
lerdings wurden Parameter geändert, wenn sich dies als vorteilhaft für TRSCP bei
verschiedenen Testläufen herausgestellt hat.
4.2 Vergleich von TRSCP mit LSSCP
Dieser Abschnitt enthält Ergebnisse des Programms TRSCP1.0 für die Lösung von
Testproblemen. Die Testprobleme sind aus den Sammlungen Hock und Schittkowski
[27] und Schittkowski [49]. Mit TRSCP1.0 werden sowohl die Ergebnisse für den
Algorithmus TRSCP, als auch die Ergebnisse für den Algorithmus LSSCP erzeugt.
TRSCP1.0 ist eine Weiterentwicklung des Programms SCPIP3.0 von Zillober [76,
77].
Für den Vergleich der Algorithmen TRSCP und LSSCP werden nur die Testpro-
bleme aus Hock und Schittkowski [27] bzw. Schittkowski [49] aufgeführt, bei denen
mindestes einer der Algorithmen eine Lösung liefert. Es werden bei diesem Vergleich
drei Kategorien von Ergebnissen unterschieden. Erstens, ein Algorithmus beendet
die Iteration mit einem Lösungsvorschlag für das Testproblem und der Anzahl von
durchgeführten Funktions- bzw. Gradientenauswertungen. Zweitens, die Iteration
endet mit einem Fehler und ohne einen Lösungsvorschlag. Drittens die Iteration en-
det nach einer gewissen Anzahl von Funktionsauswertungen, ebenfalls ohne einen
Lösungsvorschlag.
Im ersten Fall, das heiÿt bei der erfolgreichen Beendigung der Iteration, wird nicht
nur die Anzahl der benötigten Funktions- und Gradientenauswertungen aufgelistet.
Es wir weiter unterschieden, ob die Algorithmen eine Lösung präsentieren, die bei
den Testproblemen als optimale Lösung angeführt ist oder nicht. In den meisten
Fällen stimmt die generierte Lösung von TRSCP und LSSCP überein, wenn beide
Algorithmen erfolgreich terminieren.
Bricht die Iteration mit einer Fehlermeldung ab, wird bei diesem Vergleich nicht
unterschieden, welche Art von Fehler den Abbruch hervorgerufen hat. Die häug-
sten Arten von Fehlermeldung sind Abbruch, weil kein zulässiger Vektor gefunden
werden kann, Abbruch, weil keine Lösung des Teilproblems gefunden werden kann
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und Abbruch, weil trotz gefundener Abstiegsrichtung mit der Line-Search bei LS-
SCP kein Iterationspunkt mit einem kleineren Wert in der Merit-Funktion gefunden
werden kann.
Beim Abbruch der Iteration aufgrund einer zu groÿen Iterationsanzahl muÿ das Ab-
bruchkriterium in TRSCP1.0 im Vergleich zu SCPIP3.0 geändert werden. Um für
beide Algorithmen ein ähnliches Abbruchkriterium zu erhalten, wird eine Iteration
zu dem Zeitpunkt abgebrochen, wenn am Ende einer Iteration mehr als Fmax 2 IN
Funktionsauswertungen durchgeführt wurden. Das Abbruchkriterium in SCPIP3.0
beendet eine Iteration nach einer festen Anzahl von Iterationen. Bedingt durch die
Programmstruktur von TRSCP1.0 haben TRSCP und LSSCP eine unterschiedli-
che maximale Anzahl von Funktionsauswertungen in einer Iteration, d.h. das ur-
sprüngliche Abbruchkriterium von SCPIP3.0 ist zu unterschiedlich für diese beiden
Algorithmen. Die Untersuchung wurde mit
Fmax := 5000 (4.31)
durchgeführt.
Die für diese Untersuchung herangezogenen Testprobleme stellen für Optimierungs-
programme besonders schwierige Aufgaben dar. SCP-Methoden sollten zur Lösung
derartiger Aufgaben nicht herangezogen werden, SQP-Verfahren sind hierfür besser
geeignet. Aber gerade aus diesem Grund wird der Vergleich von TRSCP und LS-
SCP mit diesen Testproblemen durchgeführt, um die SCP-Methoden besonders zu
fordern. Als Implementierung der Testprobleme wird die Version von Schittkowski
[52] Stand Februar 2011 verwendet. Zum Lösen von Problemen der Art wie die der
hier betrachteten eignet sich z.B. die Fortran-Routine NLPQL.f (Schittkowski [48]).
SCP-Verfahren haben im Vergleich zu SQP-Verfahren ihre Stärken bei Strukturop-
timierungsproblemen (siehe Schittkowski et al. [50]).
Für die Parameter bei LSSCP wird die Standardsetzung von SCPIP3.0 verwen-
det. Bei TRSCP wird die Untersuchung mit den im Algorithmus 4.1 angegebenen
Parameterwerten durchgeführt. Die Genauigkeitsanforderung wird für diese Test-
probleme mit " := 10 7 festgelegt. Die folgenden Tabellen enthalten die Anzahlen
der benötigten Funktionsauswertungen (f), die Anzahlen der benötigten Gradien-
tenauswertungen (df) und die Kennzeichnung (X), falls ein Algorithmus eine andere
Lösung als bei Schittkowski [52] angegeben liefert. Die Testprobleme aus Hock und
Schittkowski [27] sind TP1 bis TP119, die Testprobleme aus Schittkowski [49] sind
TP201 bis TP395.
Für die insgesamt 306 betrachteten Testproblemen liefert TRSCP 186 und LSSCP
183 Optimallösungen. Davon entfallen bei TRSCP 75 auf Aufgaben aus Hock und
Schittkowski [27] und 111 auf Aufgaben aus Schittkowski [49]. Bei LSSCP sind das
entsprechend 71 und 112. Von den Testproblemen werden 103 weder von TRSCP
noch von LSSCP gelöst. Bei 147 Aufgaben identiziert TRSCP eine bei den Test-
problemen angegebene Lösung, 155 sind es bei LSSCP.
Bei diesem durchgeführten Test erweist sich das im Programm TRSCP1.0 implemen-
tierte SCP-Verfahren mit Trust-Region-Stabilisierung als genauso leistungsstark, wie
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TRSCP LSSCP
Testproblem f df f df
TP2 167 101 X 358 313
TP3 23 11 22 21
TP4 3 3 3 3
TP5 58 36 144 32
TP6 42 24 98 54
TP7 11 11 51 34
TP8 6 6 6 6
TP9 14 14 16 16
TP10 26 23 17 17
TP12 18 17 18 18
TP16 X 7 7 X 7 7
TP17 17 15 116 61
TP18 49 49 21 20
TP20 7 7 8 8
TP21 6 3 103 34
TP22 9 7 8 8
TP23 12 11 14 13
TP24 8 8 10 10
TP26 48 28 max
TP27 max 1865 1060
TP28 120 74 150 44
TP29 18 17 17 17
TP30 16 16 77 52
TP31 226 153 105 49
TP33 10 10 8 8
TP34 8 8 8 8
TP35 24 18 22 19
TP36 11 11 8 8
TP37 543 322 22 22
TP39 60 42 223 79
TP40 12 11 11 11
TP41 13 13 15 15
TP42 182 57 214 75
TP43 26 23 20 20
TP44 10 10 12 12
TP45 5 5 4 4
TP46 153 104 max
TP47 60 39 115 52
TP48 77 51 145 81
Tabelle 4.2: Ergebnisse bei Testproblemen aus Hock und Schittkowski [27] (Teil 1)
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TRSCP LSSCP
Testproblem f df f df
TP50 Fehler 122 64
TP51 53 37 98 67
TP53 26 21 Fehler
TP54 X 3 3 X 3 3
TP55 X 9 9 X 9 9
TP57 X 45 25 max
TP58 19 17 20 17
TP59 22 20 27 22
TP60 71 44 46 30
TP62 1092 674 66 62
TP63 95 68 27 26
TP65 23 19 31 29
TP66 25 25 18 18
TP68 1609 1330 max
TP70 X 1574 949 915 710
TP73 X 1026 209 Fehler
TP76 33 23 18 18
TP77 80 53 55 37
TP79 38 23 46 32
TP80 15 12 11 11
TP84 15 15 11 11
TP86 33 27 21 18
TP88 1070 693 77 45
TP90 X 282 163 X 168 79
TP91 X 449 271 X 242 140
TP92 X 4527 4338 X 194 91
TP93 899 670 50 49
TP95 6 6 8 8
TP96 5 5 8 8
TP97 11 11 17 17
TP98 12 12 17 17
TP100 109 62 23 21
TP104 max 95 62
TP105 X 2 1 X 5 2
TP108 X 25 24 X 37 27
TP110 21 9 25 8
TP113 186 110 32 28
TP116 22 20 Fehler
TP117 219 219 79 75
Tabelle 4.3: Ergebnisse bei Testproblemen aus Hock und Schittkowski [27] (Teil 2)
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TRSCP LSSCP
Testproblem f df f df
TP201 40 23 255 57
TP202 X 605 454 X 245 55
TP203 370 220 226 76
TP204 99 70 164 31
TP205 957 572 231 62
TP206 697 573 81 24
TP207 124 88 220 57
TP212 4033 3997 130 32
TP215 26 13 324 317
TP216 X 3169 2844 X 510 507
TP218 8 8 68 54
TP219 66 43 110 59
TP220 81 81 80 80
TP221 14 14 15 15
TP222 7 7 6 6
TP223 8 8 7 7
TP224 192 150 33 33
TP225 12 11 14 13
TP226 14 12 11 11
TP227 6 5 7 7
TP228 29 16 50 29
TP230 max 9 8
TP232 9 9 9 9
TP233 max 4524 3186
TP234 34 34 20 20
TP235 2131 1452 377 249
TP236 X 27 22 11 10
TP237 18 18 18 16
TP238 X 25 21 X 22 20
TP239 X 27 22 12 10
TP240 max 289 76
TP242 X 1148 900 1356 1158
TP243 76 54 247 67
TP244 835 571 206 106
TP245 Fehler 569 381
TP247 71 37 30 6
TP249 27 21 105 65
Tabelle 4.4: Ergebnisse bei Testproblemen aus Schittkowski [49] (Teil 1)
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TRSCP LSSCP
Testproblem f df f df
TP250 11 11 8 8
TP251 474 272 22 22
TP252 max 1667 1605
TP253 52 29 1566 1240
TP254 13 13 14 14
TP257 1156 885 956 639
TP258 1490 1097 397 165
TP259 2273 1871 588 412
TP260 1497 1101 491 254
TP261 722 556 237 58
TP264 162 89 27 24
TP265 75 28 174 85
TP269 18 16 Fehler
TP270 X 2 2 X 306 160
TP271 2 2 295 67
TP272 71 25 20 6
TP274 2 2 153 39
TP275 4043 3022 max
TP277 27 23 42 42
TP278 309 309 60 60
TP279 654 426 79 79
TP280 160 160 80 80
TP284 27 20 29 29
TP285 3 3 Fehler
TP289 26 14 86 26
TP290 2 2 7 4
TP291 2 2 7 4
TP292 2 2 7 4
TP293 2 2 Fehler
TP294 794 593 max
TP295 1516 1124 max
TP296 51 30 max
TP297 1732 1295 max
TP298 2344 1758 max
TP299 1769 1308 max
TP303 1685 1207 10 4
TP304 max 10 4
TP305 Fehler 10 4
TP307 max 95 88
TP309 790 289 X 153 36
Tabelle 4.5: Ergebnisse bei Testproblemen aus Schittkowski [49] (Teil 2)
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TRSCP LSSCP
Testproblem f df f df
TP310 X 2 2 Fehler
TP311 57 39 307 67
TP314 275 190 246 54
TP315 11 11 12 12
TP324 49 49 21 20
TP326 7 6 9 9
TP327 X 45 25 max
TP328 57 36 138 30
TP330 19 16 24 22
TP331 45 37 118 64
TP332 X 2 2 X 2 2
TP333 max 277 229
TP335 max 109 54
TP337 145 74 99 46
TP338 X 48 38 Fehler
TP339 62 49 26 24
TP341 20 19 17 17
TP342 18 17 17 17
TP344 42 23 72 47
TP345 59 38 40 27
TP347 6 6 5 5
TP349 X 2 1 X 2 2
TP350 max 2254 1661
TP354 169 114 64 44
TP355 Fehler 72 44
TP357 X 2 1 X 7 2
TP358 X 1364 891 Fehler
TP359 52 52 26 26
TP360 15 15 11 11
TP362 X 2 2 X 7 2
TP363 X 2 2 X 2 2
TP364 X 2 2 X 2 2
TP366 X 2 2 X 6 2
TP368 X 59 35 X 133 79
TP370 X 2 1 X 2 2
TP371 X 2 1 X 2 2
TP377 X 3 3 X 3 3
TP378 X 126 35 Fehler
TP379 max 2022 1542
Tabelle 4.6: Ergebnisse bei Testproblemen aus Schittkowski [49] (Teil 3)
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TRSCP LSSCP
Testproblem f df f df
TP380 X 7 7 X 7 7
TP381 X 3723 755 Fehler
TP382 X 3855 775 Fehler
TP384 91 45 21 21
TP385 79 46 28 28
TP386 Fehler 34 34
TP387 max 28 28
TP388 max 47 46
TP389 max 42 40
TP391 X 2 2 X 2 2
TP393 X 2 1 X 2 2
TP394 max 238 94
TP395 535 450 205 91
Tabelle 4.7: Ergebnisse bei Testproblemen aus Schittkowski [49] (Teil 4)
das SCP-Verfahren mit Line-Search-Stabilisierung. TRSCP hat leichte Vorteile bei
der Anzahl gelöster Testprobleme, LSSCP bei der Anzahl exakt, d.h. entsprechend
der angegebenen Lösung, gelöster Probleme.
Das setzen der Parameter hat bei TRSCP einen groÿen Einuÿ auf das Ergebnis.
Werden einige Parameter bei TRSCP, wie z.B. i, i = 1; 2 oder j, j = 0; : : : ; 4
wesentlich anders gesetzt, dann hat das entscheidenten Einuÿ auf die Leistung von
TRSCP beim Lösen der betrachteten Testprobleme.
4.3 Weitere Resultate von TRSCP
Zum Abschluÿ dieser Arbeit wird das Ergebnis von TRSCP1.0 bei Testproblemen
aus dem Bereich der Strukturoptimierung präsentiert. Entsprechend Abschnitt 4.2
werden einige Aufgaben mit TRSCP und LSSCP bearbeitet und die jeweils benö-
tigte Anzahl von Funktionsauswertungen bzw. Gradientenauswertungen verglichen.
Die Genauigkeitsanforderung wird für diese Testprobleme mit " := 10 5 festgelegt.
Auf den Einsatz eines Topologie-Filters wird im weiteren verzichtet, um die beiden
Verfahren ohne störende Einüsse vergleichen zu können, d.h. die Topologieopti-
mierung wird ohne einen Topologie-Filter, der die Gradienten der Funktionen des
Testproblems verändert durchgeführt.
Für die Aufgabenbeschreibungen und Lösungsvorschläge wird auf Sigmund [53] ver-
wiesen. Die Aufgaben in diesem Abschnitt werden in der Feinheit der Diskretisierung
als auch im angestrebten Materialanteil variiert. Graphisch werden in diesem Ab-
schnitt nur die Endergebnisse der SCP-Verfahren gezeigt und dazu die Anzahl der
durchgeführten Funktions- und Gradientenauswertungen notiert.
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Es wird zu jeder Lösung angegeben, mit welchem Faktor die Diskretisierung bzw.
der angestrebte Materialanteil verändert wurde. 'x1' bezeichnet die original Dis-
kretisierung aus Sigmund [53]. 'x2' bezeichnet beispielsweise eine Verfeinerung der
Diskretisierung auf doppelt so viele Elemente in jeder Dimension. Das heiÿt bei 'x2'
kommen bei diesen Beispielen viermal so viele Elemente zum Einsatz. '40%' bedeu-
tet, daÿ das Bauteil auf vierzig Prozent des möglichen Materials gebracht werden
soll.
TRSCP beendet jede Iteration für die Testproblemen in diesem Abschnitt erfolg-
reich. Bei LSSCP hingegen gibt es zwei mögliche Ausgänge für die Iteration. Erstens,
LSSCP beendet die Iteration erfolgreich und liefert neben einer Anzahl durchgeführ-
ter Funktions- und Gradientenauswertungen die optimierte Topologie des Bauteils.
Zweitens, LSSCP beendet die Iteration mit der Fehlermeldung, daÿ keine Lösung
für ein Teilproblem gefunden werden kann. In diesem Fall wird neben der bis dahin
benötigten Anzahl von Funktions- bzw. Gradientenauswertungen der letzte Stand
der Struktur ausgegeben. Ein Ergebnis, das bei einem Programmabbruch erzeugt
wurde ist in den folgenden Tabellen in runde Klammern gesetzt.
Zum Lösen der Topologieoptimierungsaufgaben kommt eine Implementierung von
TRSCP in das Programm SCPIP4.0 zum Einsatz. SCPIP4.0 ist eine neue Version
von SCPIP3.0 [76, 77] speziell für die Topologieoptimierung. Durch die neue Versi-
on wird die Leistung von LSSCP verbessert. Im Gegensatz zu LSSCP hat TRSCP
mit dem Programmstand von SCPIP3.0 alle Topologieoptimierungsaufgaben gelöst.
Zum Vergleich der Versionen wird bei TRSCP die von Version SCPIP3.0 benötig-
te Anzahl von Funktions- und Gradientenauswertungen in eckigen Klammern mit
angegeben. Die abgebildeten von TRSCP erzeugten Strukturen sind mit der Pro-
grammstand SCPIP4.0 berechnet.
MBB-Halfbeam
Der MBB-Beam ist ein Bauteil mit sechsfacher Länge wie Höhe, das an seinen
beiden Enden unten xiert ist und in der Mitte unten belastet wird. Hier wird
das äquivalente Problem2 betrachtet, bei dem das Bauteil halbiert wird und die
Fixierungen und der Lastfall entsprechend angepaÿt werden.
TRSCP LSSCP
f df f df
x1=50% 84 [62] 84 [57] 98 95
x2=50% 64 [71] 64 [66] (215) (146)
x1=40% 84 [119] 84 [119] 87 81
x2=40% 55 [74] 55 [70] 73 71
x3=40% 54 [69] 54 [69] (110) (80)
x3=30% 75 [78] 75 [74] (92) (67)
Tabelle 4.8: Ergebnisse beim MBB-Halfbeam
2der sogenannte 'MMB-Halfbeam'
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(a) TRSCP (b) LSSCP
Abbildung 4.1: MBB-Halfbeam (x1/50%)
(a) TRSCP (b) (LSSCP)
Abbildung 4.2: MBB-Halfbeam (x2/50%)
(a) TRSCP (b) LSSCP
Abbildung 4.3: MBB-Halfbeam (x1/40%)
(a) TRSCP (b) LSSCP
Abbildung 4.4: MBB-Halfbeam (x2/40%)
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(a) TRSCP (b) (LSSCP)
Abbildung 4.5: MBB-Halfbeam (x3/40%)
(a) TRSCP (b) (LSSCP)
Abbildung 4.6: MBB-Halfbeam (x3/30%)
TRSCP beendet alle Iterationen erfolgreich. LSSCP benötigt zwar in einem Fall
weniger Gradientenauswertungen, bricht aber die Iteration in der Hälfte der be-
trachteten Fälle vorzeitig ab. In den Fällen mit Iterationsabbruch hat LSSCP zum
Teil deutlich öfters die Funktionen und Gradienten ausgewertet, als TRSCP um
zum Endergebnis zu kommen. Die erzeugten Strukturen weisen bei TRSCP weniger
'checkerboard-strucktures' auf als bei LSSCP.
Es werden weitere Lösungen von TRSCP1.0 für das MBB-Beam-Problem aus Sig-
mund [53] vorgestellt. Es wird eine noch etwas höhere Diskretisierung verwendet
und der Materialanteil wird zwischen 90% und 20% variiert.
TRSCP LSSCP
f df f df
90% 86 [59] 86 [59] 62 59
80% 66 [85] 66 [79] 66 63
70% 89 [98] 89 [98] 72 56
60% 62 [71] 62 [67] (251) (143)
50% 60 [111] 60 [102] 101 79
40% 79 [69] 79 [65] 64 57
30% 3599 [78] 3599 [74] 74 65
20% 41 [594] 41 [594] 84 65
Tabelle 4.9: Ergebnisse für MBB-Halfbeam (x3.5) bei verschiedenen Materialanteilen
Wiederum zeigt sich, daÿ TRSCP stabil Ergebnisse liefert und im Vergleich zu LS-
SCP weniger 'checkerboard-struchtures' erzeugt. LSSCP liefert zwar die Ergebnisse
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(a) TRSCP (90%) (b) LSSCP (90%)
(c) TRSCP (80%) (d) LSSCP (80%)
(e) TRSCP (70%) (f) LSSCP (70%)
(g) TRSCP (60%) (h) (LSSCP) (60%)
(i) TRSCP (50%) (j) LSSCP (50%)
(k) TRSCP (40%) (l) LSSCP (40%)
(m) TRSCP (30%) (n) LSSCP (30%)
(o) TRSCP (20%) (p) LSSCP (20%)
Abbildung 4.7: MBB-Halfbeam (x3.5/90%-20%)
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(a) TRSCP (b) LSSCP
Abbildung 4.8: Cantilever-Beam (x1/50%)
(a) TRSCP (b) LSSCP
Abbildung 4.9: Cantilever-Beam (x2/50%)
fast immer mit weniger Rechenaufwandt als TRSCP, hat aber dafür zum Teil groÿ-
ächig Struckturen mit Schachbrettmuster.
Cantilever-Beam
Der Cantilever-Beam ist ein Bauteil mit der 1.6-fachen Länge wie Höhe. Es ist an
der linken Seite xiert und wird an der rechten Seite unten belastet.
TRSCP LSSCP
f df f df
x1=50% 56 [56] 56 [56] 76 71
x2=50% 46 [64] 46 [60] 82 65
x1=40% 44 [46] 44 [45] 77 73
x2=40% 32 [52] 32 [52] 112 88
x3=40% 38 [57] 38 [53] 70 62
x3=30% 39 [69] 39 [64] (183) (149)
Tabelle 4.10: Ergebnisse beim Cantilever-Beam
Bei diesem Testproblem benötigt TRSCP nicht nur durchweg weniger Funktions-
und Gradientenauswertungen als LSSCP, die erzeugten Ergebnisse weisen darüber
hinaus weniger Strucktur mit Schachbrettmuster auf. LSSCP bricht in einem weite-
ren Fall die Iteration vorzeitig ab.
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(a) TRSCP (b) LSSCP
Abbildung 4.10: Cantilever-Beam (x1/40%)
(a) TRSCP (b) LSSCP
Abbildung 4.11: Cantilever-Beam (x2/40%)
(a) TRSCP (b) LSSCP
Abbildung 4.12: Cantilever-Beam (x3/40%)
(a) TRSCP (b) (LSSCP)
Abbildung 4.13: Cantilever-Beam (x3/30%)
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(a) TRSCP (b) LSSCP
Abbildung 4.14: Cantilever-Beam mit 2 Lasten (x1/50%)
(a) TRSCP (b) LSSCP
Abbildung 4.15: Cantilever-Beam mit 2 Lasten (x2/50%)
Cantilever-Beam mit zwei Lasten
Der Cantilever-Beam, der durch zwei Lasten beeinuÿt wird, ist ein quadratisches
Bauteil, dessen linke Seite xiert ist, und bei dem an der rechten Seite jeweils oben
und unten eine Last wirkt. Die Lasten sind gleich stark, wirken aber in die entge-
gengesetzte Richtung.
TRSCP LSSCP
f df f df
x1=50% 64 [64] 64 [64] 45 45
x2=50% 46 [46] 46 [46] 45 44
x1=40% 46 [46] 46 [46] 36 36
x2=40% 48 [48] 48 [48] 51 51
x3=40% 135 [132] 135 [132] 42 41
x3=30% 51 [46] 51 [46] 39 39
Tabelle 4.11: Ergebnisse beim Cantilever-Beam mit zwei Lasten
Bei diesem Testproblem ist im Vergleich des Rechenaufwandts LSSCP im Vorteil
gegenüber TRSCP. In nur einem Fall benötigt TRSCP weniger Funktions- und Gra-
dientenauswertungen als LSSCP, dafür in einem anderen Fall deutlich mehr. In drei
Fällen zeigt die von TRSCP erzeugte Strucktur weniger 'checkerboard-strucktures'
auf, in den anderen drei Fällen ist die Strucktur ähnlich.
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(a) TRSCP (b) LSSCP
Abbildung 4.16: Cantilever-Beam mit 2 Lasten (x1/40%)
(a) TRSCP (b) LSSCP
Abbildung 4.17: Cantilever-Beam mit 2 Lasten (x2/40%)
(a) TRSCP (b) LSSCP
Abbildung 4.18: Cantilever-Beam mit 2 Lasten (x3/40%)
(a) TRSCP (b) LSSCP
Abbildung 4.19: Cantilever-Beam mit 2 Lasten (x3/30%)
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(a) TRSCP (b) LSSCP
Abbildung 4.20: Cantilever-Beam mit xem Loch (x1/50%)
(a) TRSCP (b) ((LSSCP))
Abbildung 4.21: Cantilever-Beam mit xem Loch (x2/50%)
Cantilever-Beam mit xem Loch
Der Cantilever-Beam, der durch ein xes Loch im 'Rohling' gekennzeichnet ist, ist
ein Bauteil, mit anderhalbfacher Länge wie Höhe. Die linke Seite des Bauteils ist
xiert und an der rechten Seite unten wirkt eine Last.
TRSCP LSSCP
f df f df
x1=50% 53 [63] 53 [59] 55 49
x2=50% 42 [41] 42 [41] (470) (150)
x1=40% 41 [41] 41 [41] 75 64
x2=40% 45 [45] 45 [45] 40 40
x3=40% 35 [106] 35 [106] 72 61
x3=30% 55 [64] 55 [60] 75 42
Tabelle 4.12: Ergebnisse beim Cantilever-Beam mit xem Loch
In einem Fall liefert LSSCP mit weniger Funktions- und Gradientenauswertungen
das Ergebnis, in einem anderen Fall benötigt LSSCP zwar mehr Fuktions-, aber dafür
weniger Gradientenauswertungen. In den anderen Fällen benötigt TRSCP weniger
Funktions- und Gradientenauswertungen. In einem Fall bricht LSSCP die Iteration
vorzeitig an. Die erzeugten Struckturen sind sehr ähnlich, obwohl bei TRSCP wieder
weniger Strucktur mit Schachbrettmuster zu erkennen ist.
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(a) TRSCP (b) LSSCP
Abbildung 4.22: Cantilever-Beam mit xem Loch (x1/40%)
(a) TRSCP (b) LSSCP
Abbildung 4.23: Cantilever-Beam mit xem Loch (x2/40%)
(a) TRSCP (b) LSSCP
Abbildung 4.24: Cantilever-Beam mit xem Loch (x3/40%)
(a) TRSCP (b) LSSCP
Abbildung 4.25: Cantilever-Beam mit xem Loch (x3/30%)
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Bewertung der Ergebnisse
Der TRSCP-Algorithmus 4.1 in der Implementierung TRSCP1.0 erweist sich bei den
betrachteten Topologie-Testproblemen als stabiles und leistungsstarkes Verfahren.
In keinem der betrachteten Fälle bricht das Programm vorzeitig ab. Obwohl diese
Untersuchung ohne einen Topologie-Filter durchgeführt wurde, halten sich Struktu-
ren mit einem Schachbrettmuster bei TRSCP in Grenzen.
In 11 der betrachteten 32 Fälle benötigt TRSCP mehr Funktionsauswertungen als
LSSCP. In zwei Fällen im Vergleich der beiden Algorithmen benötigt der eine we-
niger Funktions-, dafür aber mehr Gradientenauswertungen. In sechs Fällen bricht
LSSCP die Iteration mit einer Fehlermeldung ab. In diesen Fällen ist zumeist der
Rechenaufwandt von LSSCP immens hoch.
Auällig ist, daÿ TRSCP implementiert in das Programm SCPIP4.0 bei den be-
trachteten Topologieoptimierungsaufgaben keine inneren Iterationen durchgeführt
hat. In der Implementierung in die Version SCPIP3.0 war dies der Fall. Die erzeug-
ten Strukturen sind bei beiden Versionen ähnlich, obwohl bei der neueren Version
noch weniger Struktur mit einem Schachbrettmuster auftritt. Beide Versionen be-
rechnen eine ähnlich auällige Struktur für den MBB-Beam (x3.5/20%). Nur im
Fall MBB-Beam (x3.5/30%) benötigt TRSCP unverhältnismäÿig viel Rechenauf-
wand. In einigen der anderen Fällen benötigt LSSCP wesentlich mehr Funktions-
bzw. Gradientenauswertungen als TRSCP.
Kapitel 5
Fazit und Ausblick
Das Ziel dieser Arbeit war es ein SCP-Verfahren zu entwickeln, das durch eine Trust-
Region-Stabilisierung eine globale Konvergenzeigenschaft besitzt. Bei dem neu ent-
wickelten Verfahren wird der Bereich zwischen den Asymptoten als Trust-Region
genutzt und keine zusätzliche Trust-Region eingeführt.
Das in dieser Arbeit vorgestellte neue Verfahren Trust-Region Sequential Convex
Programming (TRSCP) verbindet die Approximationsidee der MMA-Methoden er-
folgreich und auf einfache Weise mit einer Trust-Region-Stabilisierung und ist ein
global konvergentes iteratives SCP-Verfahren. Dieser Ansatz kombiniert Neben-
bedingungen zum Einhalt der Trust-Region und Schrankennebenbedingungen, so-
weit vorhanden. Das heiÿt, wird ein nichtlineares Optimierungsproblem mit un-
teren und oberen Schranken für die primale Variable betrachtet, dann entsteht
durch diesen Ansatz keine zusätzliche Nebenbedingung, wie das üblicherweise bei
einer Trust-Region-Strategie der Fall ist. Im Gegensatz zu anderen kombinierten
Trust-Region/Moving-Asymptotes-Ansätzen können mit TRSCP allgemeine konti-
nuierliche und restringierte nichtlineare Probleme gelöst werden, d.h. Probleme mit
Gleichungs- und Ungleichungsnebenbedingungen, sowie Schranken.
Bei TRSCP wird ein fest denierter Teilbereich zwischen den MMA-Asymptoten als
Trust-Region angesehen. Durch eine Abstimmung der Schranken des Teilproblems in
TRSCP mit dem Trust-Region-Radius wird garantiert, daÿ jede Lösung eines Teil-
problems in der Trust-Region liegt. Durch das Festlegen des Trust-Region-Radius
werden bei TRSCP automatisch die MMA-Asymptoten bestimmt. Weiter werden
durch die Schranken von NLP und dem Trust-Region-Radius die Schranken des Teil-
problems festgelegt. Insgesamt heiÿt das, durch den Trust-Region-Radius und den
Entwicklungspunkt wird bei TRSCP das gesamte Teilproblem von NLP deniert.
Für die Anpassung des Trust-Region-Radius in jedem Iterationsschritt wird bei
TRSCP eine Kombination aus klassischer Trust-Region-Strategie und der Strate-
gie von MMA-Methoden zur Bestimmung der Asymptoten verwendet. Dadurch ist
es im Gegensatz zu anderen Trust-Region-Verfahren möglich die Trust-Region für
jeden Koezienten der primalen Variablen individuell anzupassen.
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Das Verfahren TRSCP wurde im Programm TRSCP1.0 implementiert. TRSCP1.0
ist eine Weiterentwicklung von SCPIP3.0 bzw. SCPIP4.0 (Zillober [76, 77]) und baut
auf dieses Programm auf. Bei den für diese Arbeit durchgeführten Vergleichen von
TRSCP mit der SCP-Methode mit Line-Search-Stabilisierung von Zillober [74] (LS-
SCP) hat sich TRSCP bei den betrachteten Testproblemen zumindest als gleichwer-
tig herausgestellt. Bei den Testproblemen aus dem Bereich der Strukturoptimierung
waren klare Vorteile für TRSCP zu erkennen. Im Gegensatz zu dem in SCPIP4.0
implementierten LSSCP gab es bei TRSCP in keinem Fall einen vorzeitigen Iterati-
onsabbruch. Die von TRSCP erzeugten Strukturen weisen, im Vergleich zu den von
LSSCP erzeugten Strukturen, wesentlich weniger Bereiche mit einer 'checkerboard-
structure' auf. Der benötigte Rechenaufwandt beider Verfahren ist bei diesen Topo-
logieoptimierungsproblemen ähnlich, allerdings benötigt TRSCP nur bei 11 der 32
betrachteten Aufgaben mehr Funktions- und Gradientenauswertungen als LSSCP,
in 16 Fällen ist dies umgekehrt.
Bei dem SCP-Verfahren mit Line-Search kann es vorkommen, daÿ mit einer festen
Anzahl von Teiliterationen mit Hilfe der Line-Search kein Iterationspunkt gefun-
den werden kann, der einen für die Konvergenz hinreichenden Abstieg bewirkt. In
diesem Fall nimmt SCPIP3.0 die aktuelle Lösung des Teilproblems als neuen Iterati-
onspunkt, obwohl der hinreichende Abstieg nicht gewährleistet ist. In ähnlichen Si-
tuationen hat das vorgestellte SCP-Verfahren mit Trust-Region-Stabilisierung einen
Vorteil. Hier wird eine sogenannte innere Iteration durchgeführt, d.h. der aktuelle
Entwicklungspunkt des Teilproblems wird beibehalten und der Trust-Region-Radius
wird reduziert, bis ein Iterationspunkt gefunden wird, der einen hinreichenden Ab-
stieg bewirkt. Zwar wird die Anzahl von aufeinanderfolgenden inneren Iterationen
bei TRSCP auch beschränkt, aber diese Schranke wird wesentlich seltener aktiv, als
bei der Line-Search-Methode. Bei TRSCP wird durch die Reduzierung des Trust-
Region-Radius nicht nur der Bereich, in dem nach einem neuen Iterationspunkt ge-
sucht wird verkleinert, es werden durch die Änderung der Asymptoten auch die Ap-
proximationen der Zielfunktion und Ungleichungsnebenbedingungen geändert. Als
Folge wird, im Gegensatz zur Line-Search, auch die Suchrichtung angepaÿt und
nicht nur die Schrittweite. Weiter ist der Iterationspunkt bei einer abgebrochenen
inneren Iteration im Vergleich näher am aktuellen Entwicklungspunkt als bei einer
abgebrochenen Line-Search, die dann mit der vollen Schrittweite fortfährt. Es ist zu
erwarten, daÿ der Iterationspunkt in diesen Fällen bei TRSCP weniger falsch ist.
Hieraus ergeben sich mehrere Ansätze für eine Fortführung des behandelten Themas,
die MMA-Approximation mit einer Trust-Region-Stabilisierung zu kombinieren.
 Ein SCP-Verfahren ist zu untersuchen, das die Vorzüge der MMA-Strategie,
die MMA-Asymptoten zu aktualisieren, mit einer Line-Search und, falls diese
fehlschlägt, mit der Möglichkeit innere Iterationen durchzuführen kombiniert.
Ein solches neues Verfahren sollte auÿerdem die kombinierte MMA-/Trust-
Region-Strategie zum erweitern des Abstands der Asymptoten vom Entwick-
lungspunkt in äuÿeren Iterationen benutzen, da diese in geeigneten Situationen
eine gröÿere Schrittweite ermöglicht.
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 Das Teilproblem von TRSCP und die von TRSCP erzeugten Asymptoten kön-
nen ohne weiteres mit einer Line-Search kombiniert werden. Ein Vergleich
der Leistungsfähigkeit von einem SCP-Verfahren mit Line-Search, welches das
Teilproblem und die Asymptoten von TRSCP benutzt, mit dem Verfahren von
Zillober [74] wird zeigen, ob sich hierdurch die Leistungsfähigkeit der SCP-
Methode von Zillober [74] ändert.
 Es ist zu untersuchen, in wie weit das reduzierte Auftreten von Schachbrettmu-
stern in topologieoptimierten Strukturen genutzt werden kann, auf den Ein-
satz eines Topologie-Filters zu verzichten. TRSCP stützt sich stark auf den
Funktionswert der Gradienten. Es ist weiter zu untersuchen, in wie fern ein
Topologie-Filter die Leistung von TRSCP beeinuÿt.
Diese Arbeit hat gezeigt, daÿ TRSCP ein sehr gutes Verfahren ist, Strukturopti-
mierungsprobleme zu lösen. Weiter ist TRSCP genauso gut wie das Verfahren von
Zillober [74] geeignet allgemeine Optimierungsprobleme zu lösen. Eine Weiterfüh-
rung der in dieser Arbeit entwickelten Vorgehensweisen und Strategien verspricht,
allgemein SCP-Verfahren zu verbessern.
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