Abstract. A measure of the "massiveness" of the unit ball of a Banach space is introduced in terms of an efficiency of the tightest packing of balls of equal size in the unit ball. This measure is computed for the /"-spaces, and spaces with distinct measures are shown to be not nearly isometric. A new convexity condition, which is compared to B-convexity, uniform smoothness, and uniform convexity, is introduced in terms of this measure, and is shown to be a criterion of reflexivity. The property dual to this convexity condition is also exposed and examined.
Introduction. The technique of characterizing the "massiveness"
of a subset of a metric space by means of most economical coverings or by densest packings of e-neighborhoods is one frequently used. Recently, Robert Whitley [10] investigated properties of economical coverings of the unit sphere in a Banach space and obtained some interesting results about nearly isometric spaces. In this paper we introduce a measure of the efficiency of the tightest possible packings of equal balls within the unit sphere. This measure yields information similar to Whitley's results on nearly isometric spaces and has the added advantage of being a criterion for reflexivity.
We shall employ the following notation. For a normed linear space X, the unit ball will be denoted UiX) = {x | ||jc|| ^ 1} and the unit sphere is SiX) = {x \ \x\ = 1}.
If y is an element of X and r is a positive real number, the set y + rUiX) is a translation and dilation of UiX) and is called simply a ball of radius r. Definition 0.1. For each cardinal number a let L(a, X) = sup {r | there exist a disjoint balls of radius r in UiX)}. (In this setting we take sup 0 =0. ) We develop in §1 the basic tools which are used throughout the remainder of the paper. We show that the number L(oc, X) is closely related to e-separated subsets of SiX) (Theorem 1.3) and we find conditions on a that guarantee that | ^L(oe, X) á+ (Lemma 1.2). Finally we give an example that provides a partial converse to this last result (Example 1.6) and a counterexample to a likely-sounding conjecture 566 C. A. KOTTMAN [August §2 contains the result on nearly isometric spaces. It is shown that if for Banach spaces X and Y the numbers P(a, X) and P(a, Y) differ for some value of a, then X and Y are not nearly isometric.
§3 relates the number P(a, X) to some work of Daniel Giesy [3] and R. C. James [5] . They have raised the question whether a particular geometric condition (called 5-convexity) implies the reflexivity of every Banach space which satisfies it. Since this question has remained unanswered, it is natural to ask whether some slightly stronger geometric condition implies reflexivity. The concept of packing provides an appropriate vehicle to introduce the geometric condition F-convexity, which yields an affirmative answer to this question (Theorem 3.2). Furthermore, we show that some of the properties inherent in 5-convexity are retained by F-convexity, and give an example to show that Theorem 3.2 cannot be extended in one direction.
§4 studies the property dual to F-convexity. This property is shown to be similar to F-convexity itself in several ways (Corollary 4.4).
It should also be noted that the packing number P(a, X) is related to the concepts of capacity and e-capacity, which have been studied in detail by Kolmogorov [7] and others for certain subsets of function spaces.
A subset of a metric space is said to be e-separated provided the distance between any two elements of the subset is at least e. The density character of a metric space is the smallest cardinality that a dense subset may possess. A subset of a metric space is an e-net, provided the distance from any point in the space to some point in the subset is at most e.
1. Preliminaries. In this section we establish a relation between P(a, X) and e-separated subsets of S(X), which is the main tool for subsequent results, and illustrate its application with an example. Lemma 1.1. If 0<e<l and A is an e-net for S(X) with cardL4) = a, then the density character of X is X0 if a is countable, and the density character of X is less than or equal to a if a is uncountable.
Proof. Let B be the set {2 ctiX¡ : a¡ rational and x4 in A}, where the sums are finite. If B is not dense in X, then B is in a hyperplane through the origin and there exists y in S(X) with dist (y, B) > e. Therefore B is dense in X. Q.E.D.
We wish to thank the referee for simplifying the original proof of this lemma. Lemma 1.2. Let X be an infinite dimensional normed space and a be a cardinal number greater than one but less than or equal to the density character of X. Then i^F(a, X)úh Proof. It is clear that P(a, X) is decreasing for increasing values of a, and that F(2, X) -^. Choosing a less than or equal to the density character of X, it remains to show that for each e>0 there exist a disjoint balls of radius J-e in U(X).
Define @>={A<^S(X)\ x,y e A implies |x-v|| > 1-e}. Now if 3i is partially ordered by inclusion, Zorn's lemma applies and 3> has a maximal element A0.
Notice that A0 forms a (1-e)-net for SiX). Hence by Lemma 1.1 card iA0) is greater than or equal to the density character of X, and so card iA0) g a. Letting B be a subset of A0 of cardinality a, the set {£y+ (i -e)UiX) \ y e B) is the desired collection of disjoint balls of radius $ -e contained in UiX). Q.E.D. Theorem 1.3. If a is a cardinal number, Pia, X) = r>$, and e>0, then there is a (2r/(l-r) -s)-separated subset A of S(X) such that card 04) = a if a is infinite and card (A)^a-1 if a is finite.
Proof. Choose i>0 such that ^^s<r and 2s/(l-s)>2r/(l-r) -e. Now there is a collection of a disjoint balls of radius s in U(X). Choose the set B with card (B) = a such that {y + sU(X) | y e B} is such a collection of balls. Since at most one of these balls contains the origin, the set B' = {y e B \ \\y\\^s} has card (B') = a if a is infinite and card (B') ^ a -1 if a is finite. We first show that if the balls of radius s centered at points of B' are pushed away from the origin until their centers have norm l-s they remain disjoint. Let x,yeB'. Then (1) s è ||xI è l-s, se \\y\\ ^ l-s and \\x-y\\ ^ 2î
and we wish to show (2) ¡(l_s)x/M_(l_s)ynyUl ^2s.
Since s^£ it follows from (1) that (3) |*|| á I S \\x-y\\ and that there is a number /, 0^/< 1, such that y = (l-t)(l-s)y/\\y\\. Thus
Applying (3) one obtains il-t)\\x-y\\ ïil-t)\\x-il-s)y/\\y\\ || or (4) \\x -il s)y / \\y\\ || ^ \\x-y\\ ^ 2s.
One pro ves (2) from (4) by repeating the abo ve argument, replacing x by ( 1 -s )y/ \\ y \\ and replacing y by x. Hence the set of points {(1 -s)y/\\ y\\ \ y e B'} is a 2s-separated set. So the set {>y|| v|| | y e B'} is a 2j/(1 -j)-separated subset of SiX) and 2s/il-s) > 2r/il-r)-e. Q.E.D.
Remark 1.4. Theorem 1.3 may be improved slightly in case a is finite and r=\. In this case, for each e > 0 there is a (2 -e)-separated subset A of S(X) with card (A) = a. The proof hinges on the fact that there exist a balls of radius arbitrarily close to \ interior to U(X), none of which contain the origin. This fact is easy to verify and is left for the reader.
For an infinite dimensional normed linear space X. Lemma 1.2 shows that F(X0, X) is a number in the interval [\, \] . We now present an example which proves a partial converse, that is, for each number r e (\, \] there is a Banach space X with F(N0, X) = r. It is not known whether there is a normed space X with F(S0, X) = %. In the following, the symbol lp denotes the usual space of/?-summable sequences of real numbers. Define zk = wN and {yk}i"L1={wi}°LN+x. In this way we obtain a subsequence {zx, z2, z3,...} of {x¡}^Lx. Now, for each yk.~1 = (bx, b2,...) we have 21^*_i +1 |A¡|P^S, for otherwise we would have On the other hand, by Remark 1.7, we have L(X0, X) = 2llp/i2 + 2Vp). Hence it is false in general that lim"^oo Pin, X)=L(X0, X).
The conclusion of Example 1.8 may also be obtained from a theorem of Dvoretzky. His theorem [2, p. 124] implies that every infinite dimensional normed space has subspaces of arbitrarily high finite dimension whose norms are nearly spherical. Thus for every infinite dimensional normed space X and positive integer «, Pin, X)^Pin, /2)ä21,2/(2 + 21/2), whereas L(X0, /p)<21/2/(2 + 21'2) for/;>2.
2. Nearly isometric spaces. We show in this section that if the numbers L(a, X) and Pia, Y) differ for some Banach spaces X and Y and some cardinal number a, then X and Y cannot be nearly isometric. Actually, a somewhat stronger result is obtained: we find a lower bound for the product ||L|| ■ ||L_1||, where L is a continuous isomorphism of X onto Y, which is greater than one whenever Pia, X) #L(a, Y). Q.E.D.
3. Packing and reflexivity. A Banach space X which is isometric to its second conjugate space X" under the natural mapping (which assigns to each element x of X the linear functional Fx defined by Fx(f) =f(x) for each / of X') is called reflexive. A Banach space is called uniformly non-41* provided there is a number £>0 such that for each « elements {xx,..., xn} of S(X) it is true that (l/n)\\xx±X2±---±Xn\\ ^ l-e for some choice of signs. Geometrically, a uniformly non-41' space is one which does not have «-dimensional subspaces whose norms are arbitrarily good approximations of the lx norm. Daniel Giesy [3] and R. C. James [5] have raised the question whether Banach spaces which are uniformly non-ft1' for some positive integer «^2 (such spaces are called Ä-convex) are reflexive. James, in the paper cited above, settled the question affirmatively in the case « = 2 and gave a partial result for the case « = 3, but the general question remains unanswered. It is natural to ask whether reflexivity is implied by some stronger geometric condition. Notice that a normed space X which admits subspaces which are arbitrarily good approximations of «-dimensional lx space has F(2«, X) = Y (To see this, consider the balls of radius \ -e centered at the 2« points of the form (0,..., 0, + \, 0,..., 0) in «-dimensional lx space.) Thus the requirement that X satisfy P(n, X) < \ for some positive integer « is a stronger condition on X than that X be uniformly non-ft1' for some integer « > 2. Definition 3.1. A Banach space Zis F-convex if P(n, X)<\ for some positive integer «.
We have just seen that F-convexity implies 5-convexity, and we now show that this stronger condition does imply reflexivity.
Theorem 3.2. If a Banach space X is P-convex, then it is reflexive.
Proof. We will prove that if X is not reflexive, « is a positive integer, and t¡ > 0, then there are « balls of radius \ -r¡ in U(X) and hence X is not F-convex.
The proof is similar to one of R. C. James [5, proof of Theorem 1.1, p. 543] and we will indicate here only how the present proof differs from that one. Let 8 in that proof equal r¡/n, and after line (3) A Banach space is said to be uniformly convex if for each e > 0, there is 8(e) > 0 such that whenever x and y are elements of SiX), \\x-y\\>e implies |i(x+_y)|| < 1 -S(s). A Banach space is said to be uniformly smooth if for each e>0 there is a 8(e) > 0 such that whenever x and y are elements of SiX), \\x-y\\ < 8(e) implies 1 -IIK^+.v)!! Se||*-y\\-It is known [1] that both uniform convexity and uniform smoothness imply reflexivity and that each property is the dual of the other, that is, if a Banach space X is uniformly convex (smooth) then its dual X' is uniformly smooth (convex).
[August One of the chief advantages of the concept of B-convexity is that it unifies the theories of uniformly smooth spaces and uniformly convex spaces, that is, Bconvexity is weaker than both the other properties. This advantage is retained by F-convexity (and, as we shall see in the next section, by its dual property). The remainder of this section is devoted to proving this fact. We begin with two simple lemmas.
Lemma 3.4. If x and y are elements of S(X) such that \\x-y\\ ^2 -e for some number e withO^e^ 1, then \\z\\ =ï 1 -efior each element z of the line segment joining x to -v.
Proof. Let m be the midpoint of the line segment joining x to -v. Then it follows immediately from the given that |«i|| S: 1 -e/2. Let z be an arbitrary point on the line segment between x and -y and suppose without loss of generality that z lies between x and m, that is, ||x -z|| < ||z+j|| < ||x+_y||. (||x+^|| is the distance from x to -y.) Now suppose the lemma is false and ||z| < 1 -e. Then Proof. By Remark 1.4, for each e>0 there are three points x, w, and z on S(X) such that the distance between any two of them is at least 2 -e. The conclusion of the lemma now follows immediately from Lemma 3.4, letting y= -w. Q.E.D. Theorem 3.6. X is uniformly convex implies P(3, X)<i, and hence that X is P-convex.
Proof. Suppose that F(3, X)=\ and S = S(f) in the definition of uniformly convex. By Lemma 3.5 there are three line segments [x,y], [y,z] , and [z, -x] whose end points are all on S(X) and which are all outside of (1 -8)5(X). Since the distance from x to -x is 2, one of these line segments must be at least as long as |, and this contradicts the uniform convexity. Q.E.D. Theorem 3.7. X is uniformly smooth implies P(3, X)<\, and hence that X is P-convex.
Proof. X is uniformly smooth implies the norm of X is uniformly strongly (uniformly Fréchet) differentiable (see, for example, [8, p. 367] ). This means that if x e S(X) and x* e X' such that ||x* || = 1 and x*(x) = 1 then lim ISfcffiLzi = x*(y) (-.0+ t for all y in X and the limit is approached uniformly for all x e S(X) and all y e U(X). Now choose a positive number e such that 0 < e < 1 and find a positive number tx such that if 0 < t ^ tx then (1) ||x + rv||-l -x*(y) -for all x e S(X) and y e U(X).
Choose 8X > 0 small enough that 8x/tx < e/4 and find a positive number r2 such that if 0<r^i2 then (2) ll*+oi-i ■x*(y) < ^ for all x e S(X) and v e U(X). 4. The property dual to L-convexity. In the light of Theorem 3.2, the property dual to L-convexity becomes interesting and important, since it also implies reflexivity in Banach spaces. This section is devoted to specifying that property. Ikll ' 48 = 2-e.
Hence SiX) admits a (2 -e)-separated subset of cardinality n. Shrinking by \ and taking the infimum over e, we obtain P(n, X)=%. Proof. These facts follow from Theorems 3.6, 3.7, 3.2, 4.2, and a simple duality argument.
