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Abstract – In order to enable distributed control and management for microgrids, 
this paper explores the application of information consensus and local decision-
making methods formulating an agent based distributed hierarchical control system. 
A droop controlled paralleled DC/DC converter system is taken as a case study. The 
objective is to enhance the system efficiency by finding the optimal sharing ratio of 
load current. Virtual resistances in local control systems are taken as decision 
variables. Consensus algorithms are applied for global information discovery and 
local control systems coordination. Standard genetic algorithm is applied in each 
local control system in order to search for a global optimum. Hardware-in-Loop 
simulation results are shown to demonstrate the effectiveness of the method. 
Keywords – DC microgrids, distributed hierarchical control, multi-agent systems, 
consensus algorithm, droop control, DC/DC converters.
1. INTRODUCTİON 
Hierarchical control is proposed for properly 
operating distributed generation, storage and loads in 
microgrids, three control levels are considered 
including primary control, secondary control and 
tertiary control, as shown in Fig. 1 [1], [2]. Although 
this control architecture is often used in AC systems, 
it can be adapted as well in DC microgrids, being 
each level described as: 
  Primary control consists of voltage and 
current control loops as well as local load 
sharing methods. Droop control is most applied 
for communication-less power sharing among 
distributed generators (DGs).  Secondary control is in charge of global 
voltage regulation of the microgrid, thus 
restoring the voltage deviation caused by droop 
control or to control the power flow with other 
DC microgrids or distribution systems.  Tertiary control aims at optimal operation of 
the microgrid, achieving automatic and 
intelligent energy management. Decision-
making (DM) and optimization are the main 
tasks in this level, although energy efficiency, 
system level safety/stability and economic 
issues also can be included. 
Primary control is usually implemented in local 
control system. Distributed communication-less 
power sharing can be achieved by using the droop 
method, which has been demonstrated in a number 
of research works [1].  
In contrast, secondary control requires information 
collection and global reference sharing. Although 
conventional secondary control is centralized, it can 
be realized in a decentralized fashion by utilizing 
communication technology and information sharing 
strategy [1].  
In case of tertiary control, optimization and 
decision-making functions require accurate and 
reliable global information. Also a strong 
supervision and coordination of the whole system is 
needed, so that this control level is mostly located at 
the microgrid central controller. However, in order 
to increase the system redundancy and 
expandability, the tertiary control level could be 
conceived in a decentralized way as well [3]. 
 
Fig. 1. Agent-based distributed hierarchical control. 
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One way to do this is to deploy a local decision-
making. If each one unit can get proper information 
from the others, having common objectives and 
knowing how its decision will influence the system, 
the wise and optimal action can be made locally. 
These three critical issues actually denote the 
challenges for distributed information sharing, 
decision-making procedure and system modelling. 
The combination of which formulates a distributed 
tertiary agent layer as shown in Fig. 1, also named 
multi-agent system [4], [5]. Each agent perceives its 
environment through low bandwidth communication 
links (LBCL) and sensors. Consensus algorithms can 
be applied to facilitate the distributed global 
information discovery, based on which the tertiary 
decision making procedure can perform optimization 
or scheduling functions. System models are 
established for evaluating the environment reaction 
and assisting the DM process. Finally, proper actions 
are taken to change the behaviour of the 
environment. Controller layer works as actuators 
between agent and environment. 
Based on this scheme, conventional centralized DM 
functions can be performed in a distributed way so 
as to fit into the new paradigm of distributed 
generation and consumption in microgrids. This 
paper is organized as follows. A distributed 
paralleling DC/DC converter system is taken as a 
microgrid case study in this paper, which is 
introduced in Section 2. Section 3 presents the basics 
and application of consensus algorithm in the 
microgrid. Also the proper weights setting for 
consensus algorithm is also presented so as to obtain 
desirable convergence. Hardware-in-loop 
implementation and results are shown in Section 4 to 
demonstrate the effectiveness of the method. Section 
5 gives the conclusion. 
2. STUDY CASE 
2.1. DİSTRİBUTED ENERGY CONVERSİON İN A DC 
MİCROGRİD 
A case study system is shown in Fig. 2 (a). There are 
four distributed substations that transfer power from 
external grids to a DC microgrid (common bus 
voltage 48V). They are implemented in different 
places. Two-stage conversion system is 
implemented in each substation. The AC/DC 
converters are non-controllable diode rectifiers. The 
power conversion can be controlled by regulating 
DC/DC converter stage. The local control system 
consists of primary and secondary controller layer, 
and tertiary agent layer. LBCL are established 
between neighbouring substations for coordination 
and information sharing. Each converter can convert 
maximum 20A current (1kW).  
The detailed local control system is shown in Fig. 2 
(b). The inner voltage and current control loops as 
well as the droop control loop are integrated in 
primary level. Droop control loop is implemented 
here as a virtual resistance (VR, of value Rd) 
feedback before the voltage control loop. In this 
paper, a dynamic VR shifting [6] method is applied 
for changing the output current of each converter to 
a desirable value.  
Distributed secondary voltage restoration is required 
so as to recover the voltage deviation caused by 
droop control, but it is out the scope of this paper.  
The tertiary agent consists of a dynamic consensus 
algorithm (DCA) for global information discovery 
and an optimization algorithm for global efficiency 
optimum searching. The VR values (Rd) are taken as 
decision variables. An operation scheduling 
 
Fig. 2. Study DC microgrid and the control system. 
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procedure is also implemented in tertiary level for 
coordination among distributed converters. Two 
information states are shared among local control 
systems by using consensus algorithm: the local 
output current (iom, m=1,2,…,NoC, of which NoC 
denotes the total number of converters) and the 
priority number of each converter (Sqm=1,2,…,NoC). 
The local output currents value is used for total load 
current (Iload) averaging, this information is 
necessary for the optimization process. The Sqm is 
used for knowing the total number of online 
converters as well as the operation priority of the 
local converter. 
2.2. OPTİMİZATİON PROBLEM FORMULATİON 
The typical efficiency curve of DC/DC converters 
and the basic principle of VR shifting are shown in 
Fig. 3 [7]. Assuming the stable input and output 
voltage, the efficiency of each converter is changing 
with their output current. The maximum efficiency 
is usually obtained between 1/3 load to full load 
conditions. Accordingly, it is not efficient that all the 
converters equally share the load current as opposed 
to the conventional static droop control especially 
under light load conditions.  
 
Fig. 3. Typical efficiency curve and adaptive VRs. 
As droop control is implemented in each local 
controller, it is possible to change their VRs so as to 
adjust the load current sharing proportion among all 
the converters. The general method is outlined in 
Fig. 3, in which a two-converter system is analyzed. 
They are given the same voltage reference (Vref). If 
fixed VRs are applied, the two converters are 
equally supplying the total load current 
(io1=io2=Iload/2). In light load conditions as shown in 
the figure, it was demonstrated in [6] that the system 
overall efficiency can be enhanced if the sharing 
proportion among converters is differentiated. 
The objective of the optimization problem is to 
minimize the system total power losses defined as: 
 
1
N
m
TL DC om
mm
P V i
     (1) 
where VDC is dc bus voltage, iom and ηm are the 
output current and efficiency of the m
th
 converter.  
The decision variables are the VR values in each 
local control system (Rd1,Rd2,…,RdNoc). The load 
current sharing proportion is changed with VR: 
 1 2
1 2
1 1 1
: : ... : : : ... :
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  (2) 
The advantage of using VRs as decision variables is 
that by changing VR values, it will readjust the load 
current sharing proportion among all the converters, 
while the total current generated and supplied are 
always balanced. However, the common bus voltage 
and also the system level stability are affected. 
Distributed secondary control restores the DC bus 
voltage, and detailed analysis of stable VR range are 
presented in [6]. 
This optimization problem is subject to: 
 
  1 21 20.25 , ,..., 5. . : , ,..., oCoCd d dNo o oN MAXR R Rs t i i i I     (3) 
which states that the shifting range of VRs should be 
within a certain stable range and the output current 
of each converter is limited to IMAX. Genetic 
algorithm (GA) is used in this paper to solve this 
optimization problem. 
2.3. IMPLEMENTATİON OF TERTİARY AGENT SYSTEM 
The consensus algorithm provides two kinds of 
information: the total load current and the number of 
converters. Based on this knowledge, the local 
optimization procedure can generate a set of optimal 
VRs {Rd1,Rd2,…,RdNoc}OPT. The local operation 
scheduling procedure decides which value in the 
optimal set should be taken for local using according 
to the local priority number (Sq_m).  As in light load 
conditions, lower number of converters are operating 
which may cause fast wear&tear for the converters 
which are always working. Accordingly, the priority 
number can be shifted after a fixed cycle so as to 
distribute the working load among all the converters. 
3. DYNAMİC CONSENSUS ALGORİTHM 
3.1. DYNAMİC  CONSENSUS ALGORİTHM 
The general purpose of consensus algorithms [8]–
[10] is to allow a set of agents to arrive to an 
agreement on a quantity of interest by exchanging 
information through communication network, while 
these agents are only required to communicate with 
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neighbouring agents. Each of the agents holds its 
own information state xm (m=1,2,…NoC). The 
information state update is modelled by a difference 
equation in cases of discrete-time systems: 
 ( 1) ( ) ( ( ) ( ))
m
m m mn n m
n N
x k x k a x k x k      (4) 
where xm(k) denotes the dynamic state of agent i at 
the k
th
 iteration, and amn denotes the weight value on 
the communication edge between node m and n, 
which defines the dynamics of the information 
consensus. After certain number of iterations, the 
final consensus can be achieved as the average value 
of the states of all the agents: 
 
1
1
lim ( ) (0)
oCN
m j
k oC j
x k x
N    (5) 
A dynamic version of this algorithm with constant 
edge weights is applied in this paper which ensures 
the accurate averaging under dynamic states 
changing conditions [10]: 
 ( 1) ( 1)
m
m m mn
n N
x k z k        (6) 
 ( 1) ( ) ( ) ( )mn mn n mk k x k x k      (7) 
where   is the constant edge weight between any 
pair of agents, ( )mn k  stores the cumulative 
difference between two agents, and (0) 0mn  . 
Based on (6) and (7), it is explicit that the final 
consensus value depends on zm, and regardless any 
changes to zm, the algorithm will converge to an 
appropriate average. Also, the precise consensus can 
also be achieved even under dynamic change of 
communication topology or adding/reducing number 
of agents. 
The vector form of the consensus algorithm is: 
 ( 1) ( ) ( ) ( )X k W X k I L X k       (8) 
with 1 2( ) [ ( ), ( ),..., ( )]oC
T
NX k x k x k x k , W as the 
weight matrix and L as the Laplacian matrix of the 
communication network.  
As the constant weight   defines the dynamics of 
the algorithm, it has to be properly chosen so as to 
ensure the fast and stable convergence of the 
algorithm. It is demonstrated in [10] that the fastest 
convergence can be obtained when the spectral 
radius of matrix  1/ ToCW N  1 1  is minimized. 
The optimal   that offers the fastest converging 
speed can be calculated as: 
 
1 1
2
( ) ( )nL L
      (9) 
where λj(·) denotes the jth largest eigenvalue of a 
symmetric matrix. 
In the study case microgrid, a ring shape 
bidirectional communication network is established 
in which the four local control system communicate 
with their neighboring substations. The Laplacian 
matrix in the study case microgrid is defined as: 
 
2 1 0 1
1 2 1 0
0 1 2 1
1 0 1 2
L
           
 (10) 
the eigenvalues of which are [0 2 2 4]
T
 . According 
to L and its eigenvalues, the optimal 1/ 3  . 
3.2. IMPLEMENTATİON OF CONSENSUS ALGORİTHM 
The required information are total load current (Iload) 
and the total number of online converters (NoC). The 
total load current can be obtained by each agent 
node by sending the output current of the local 
converter to neighboring units. The equilibrium of 
load current calculation achieved in each agent node 
is the average value of the total load current: 
 
_
1
oCN
o m
m
eq
oC
i
i
N
  (11) 
based on which the total load current can be 
calculated by multiplying NoC to ieq. 
In order to know the number of online converters, 
the priority number of each converter 
(Sq_m=1,2,…,NoC) is used and sent to neighboring 
units. The equilibrium of the priority information 
can be obtained as: 
 
_
1
( 1)
12
2
oCN
oC oCq m
oCm
eq
oC oC
N NS
N
S
N N
      (12) 
based on which NoC can be calculated as: 
 2 1oC eqN S   (13) 
4. HARDWARE İN THE LOOP RESULTS 
The complete system model is shown in Fig. 4. The 
averaged DC/DC converter model along with its 
primary controller is used. In tertiary level, GA is 
used for optimization purposes, DCA is applied for 
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information discovery. Communication links are 
built between neighboring agents. The complete 
model is compiled into dSPACE for HiL simulation. 
The results are presented in the following part.   
4.1. INFORMATİON CONSENSUS 
The DCA is required to provide optimization 
algorithm with accurate averaged state information 
even under dynamic states change and topology 
change conditions. The simulation results are shown 
in Fig. 5 to verify the capability of accurate and 
reliable information consensus by using this 
algorithm.  
Considering the communication speed limitation, the 
consensus algorithm is executed every 100ms. At 0s, 
the initial value of the four agents are set to X0=[1 3 
5 7]
T
 respectively. The averaging is reached in less 
than 1s. At 2s, the state of agent 1 is changed from 1 
to 5, the new average value is obtained as 5, which 
demonstrate that the algorithm is able to provide 
accurate average value under dynamic state change. 
At 4s, the communication link between agent 1 and 
agent 4 is disconnected. The DCA is able to assist all 
the agents to converge to the right value. At 7s, the 
state value of agent 3 is changed from 5 to 3, all the 
agents are able to obtain the new average value 4.5 
after one communication link is broken. The 
simulation results demonstrate that the DCA is able 
to help all the agents converge to right value under 
dynamic state change and communication topology 
change.  
However, under new topology, the converging speed 
is slower which requires local adaptive weight 
setting algorithm so as to always obtain the fastest 
convergence. 
 
Fig. 5. Information consensus. 
4.2. SYSTEM EFFİCİENCY IMPROVEMENT 
Simulation results of the complete system model are 
shown in Fig. 6. A load profile is input to the 
system. The load consumption is changing between 
500W to 2500W. Fig. 6 (b) shows that the DCA is 
able to help the four local agents obtain the 
knowledge of total load current, although some 
disturbance exist during the process, which is shown 
in Fig. 7. In Fig. 6 (c) and (d), a comparison has 
been made between optimized system and 
equivalent current sharing system, which 
demonstrate that the method is able to reduce the 
system total power loss and enhance the overall 
efficiency, especially under light load conditions. 
Fig. 6 (e) shows that nearly 10% energy loss has 
been saved after one load profile cycle. Fig. 6 (f) 
shows the current curves of the four converters. It 
indicates the strategy of operating the system. In 
light load conditions, less converters are supplying, 
while the others are under stand-by mode. 
 
Fig. 4. Complete system model for HiL simulation. 
 
I.S.B.N. 978-84-616-9961-2 – c© 2014 – Universitat Politècnica de València. All rights reserved
285
 ELECTRIMACS 2014, 19
th
 -22
nd
 May 2014, Valencia, Spain   
   
 
 
Fig. 6. Complete model simulation. 
 
Fig. 7. Information consensus for total load current. 
5. CONCLUSİON 
This paper presents a distributed hierarchical control 
architecture which consists of primary current 
sharing control based on an adaptive virtual 
resistance, secondary voltage restoration control and 
tertiary agent for global information discovery and 
optimization. Consensus algorithm facilitates the 
global information sharing as well as the performing 
of optimization function. The optimization along 
with scheduling decides the optimal number of 
operating converters so as to minimize the overall 
losses. The HiL simulation results are shown to 
demonstrate that the proposed method provides 
enhanced system efficiency and reduced power 
losses compared with non-optimized system. 
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