In this article we introduce generalizations of several well known reliability bounds. These bounds are based on arbitrary partitions of the family of minimal path or cut sets of the system and can be used for approximating the reliability of any coherent structure with iid components. An illustration is also given of how the general results can be applied for a specific reliability structure (two-dimensional consecutive-k 1 × k 2 -out-of-n 1 × n 2 system) along with extensive numerical calculations revealing that, in most cases, the generalized bounds perform better than other available bounds in the literature for this system.
Introduction
Let us consider a coherent reliability structure with n independent components and denote by I the finite set of all of its components and by C = {C 1 , C 2 , ..., C N }, P = {P 1 , P 2 , ..., P M } the family of system's minimal cut and path sets respectively. Let us also denote by X i , i ∈ I the state of component i at a fixed instance (i.e. X i = 0 if the component is failed and X i = 1 if the component functions) and by p i = E(X i ), q i = 1−p i , the respective survival and failure probabilities. Despite the existence of compact formulae for the structure function of the system (c.f. Barlow and Proschan (1981) ), namely
the computation of the reliability R = E(φ) is in general a laborious task to perform. This is mainly due to the fact that the reduction of φ in a sum of products of X i usually becomes unwieldy, especially in the situations where there exists a large number of minimal cut or path sets. It is, therefore, not surprising that special attention has been drawn to the development of efficient reliability approximation formulae which do not require a sum-ofproducts decomposition.
One of the earliest approaches to this problem should be attributed to Esary and Proschan (1963) who derived the simple reliability bounds
(see also Barlow and Proschan (1981) ). Recently, Fu and Koutras (1995) established some new reliability bounds that can be efficiently combined with L EP , U EP to construct tight approximating intervals for R. More specifically they proved that
where L j , K j are appropriate index sets (L j , K j ⊂ I) determined by a careful examination of the minimal cut and path set families C, P. Exploiting a general covariance bound established recently by Boutsikas and Koutras (1999) one can easily arrive at the following bounds which use the upper Esary and Proschan bound to arrive at a lower reliability bound L CB and the lower Esary and Proschan bound to arrive at an upper reliability bound U CB :
(4) Finally we mention the classical min-max bounds (see e.g. Barlow and Proschan (1981) )
which offer usually crude but easy to evaluate reliability approximations.
In the present article we generalize all the aforementioned bounds by considering an arbitrary partition of the family of minimal cut and path sets. The organization of the paper is as follows. In Section 2 we introduce some preliminary definitions and notations that will be extensively used throughout our exposition. In Section 3 we present classes of bounds which are constructed on arbitrary partitions of the families of minimal cut or path sets and include as special cases the reliability bounds (2)-(5). Our bounds are not expressed in explicit form in terms of component reliabilities as bounds (2)- (5) are. They involve the reliabilities of certain subsystems of reduced size and complexity (as compared to the system under investigation); therefore, they can be profitably brought into play once there are available simple formulae or algorithms for the evaluation of the subsystems' reliabilities. In Section 4 we indicate how the general results of Section 3 can be applied to a specific reliability structure, namely the two-dimensional consecutive-k 1 × k 2 -out-of-n 1 × n 2 system. As the extensive numerical experimentation conducted in this section revealed, the new bounds perform, in most cases, better than the bounds having appeared in the literature so far. Further applications of the general results to other interesting reliability structures such as r-within-consecutive-k-out-of-n system, and r-within-two-dimensional consecutivek 1 × k 2 -out-of-n 1 × n 2 system will be presented in a subsequent article.
Definitions and notations
The theory of associated random variables (r.v.'s) will play a crucial role in the establishment of the main results of the present work. A collection of r.v.'s Y 1 , Y 2 , ..., Y m is said to be associated if for every pair of coordinatewise non-decreasing functions f and g,
Throughout we assume, without further explicit mention, that the functions f and g are such that Cov(f (Y), g(Y)) exists.
We summarize below several elementary properties of the class of associated r.v.'s which are referenced in the sequel.
• P1. Any subset of associated r.v.'s are associated.
• P2. If two sets of associated r.v.'s are independent of one another, then their union is a set of associated r.v.'s.
• P3. A single r.v. is associated.
• P4. Coordinatewise non-decreasing functions of associated r.v.'s are associated.
•
For the proof of P1-P5 and a more complete list, the reader might wish to consult Esary et al. (1967) or Barlow and Proschan (1981) .
The following theorem, which was derived by Boutsikas and Koutras (1999) , will also be used for the development of some general reliability bounds in the next paragraph.
For the special case of binary associated r.v.'s, we get (applying the above inequality for
The LHS of (6) provides a lower bound for E( Q m i=1 Y i ); this bound was first pointed out by Esary et al. (1967) . On the other hand, the RHS indicates that the "total covariance" P i<j Cov(Y i , Y j ) can be used as an estimate of the maximum error incurred when E(
are the state variables of the n components of a coherent structure, then
.., N are associated (by P2, P3 -which guarantee that a set of independent r.v.'s is associated -and P4). Likewise,
.., M are associated (by P2, P3, P4 and P5) and a direct application of (6) yields the reliability bounds L CB , U CB mentioned in the introduction.
We shall now proceed to the introduction of some notations that will be used throughout the paper. If I is the set of system's components and A a collection of subsets of I, we define
and R C (A) = E(δ C (A)) , R P (A) = E(δ P (A)) (Assumption: products and sums defined over empty sets will be set hereafter equal to 1 and 0 respectively; thus δ C (∅) = 1, δ P (∅) = 0). Manifestly, the reliability function of a system can be expressed as
whereas the EP bounds take on the form
From now on, the symbols C, P will denote an arbitrary partition of C, P respectively, i.e. C = {C 1 , C 2 , ..., C ν }, P = {P 1 , P 2 , ..., P µ } where
Generalized bounds
It is clear that the lower bounds L EP (c.f. (2) and (7)) can be obtained by considering a series system with |C| independent subsystems, each subsystem being a parallel structure whose components are the ones contained in C ∈ C (this interpretation is valid on the understanding that each set of replicated components in the minimal cut sets is replaced by a corresponding set of independently operating components of the same reliability). A natural question arising here is the following: can one combine several minimal cut sets together, therefore reducing the number of series subsystems and increasing subsystems' size? The next theorem answers this question to the positive. More specifically, it is shown that any partition of C gives birth to a lower reliability bound.
Needless to say, the same arguments can be easily extended (with some trivial modifications) for path sets as well, thereof obtaining upper reliability bounds.
Theorem 2
The reliability R of any coherent structure is bounded below and above as follows
Proof. The r.v.'s δ C (C s ), s = 1, 2, ..., ν are coordinatewise non-decreasing functions of the independent (and hence associated, by P2, P3) r.v.'s X i , i ∈ I. Therefore, by virtue of P4, they are associated and making use of the LHS inequality of (6) we deduce
Employing exactly the same arguments for the r.v's 1 − δ P (P s ), s = 1, 2, ..., µ, we may write
which concludes the proof. It is worth mentioning that the proof of Theorem 2 carries over nicely to the case of having associated components (X i , i ∈ I are associated r.v.'s) instead of independent ones. The former condition is quite realistic in many reliability analyses (see e.g. Barlow and Proschan (1981) ). The reliability bounds put forth by Theorem 2 will be denoted by
and will be referenced as generalized Esary and Proschan bounds. It is clear that, for the two extreme cases ν = N, C s = {C s }, s = 1, 2, ..., ν and ν = 1,
reduce to the usual EP bound (1.2) and exact reliability R respectively. It is not difficult to check that a gradual progress from the one extreme case ν = N to the other ν = 1 results in a monotone improvement of the generalized bounds; more precisely, if two partitions C, C 0 are available and for each A ∈ C there exists an
EP associated with C 0 . Usually, the cost paid for the improvement of the bounds as the partitions' members become thicker, is the increasing computational complexity of the bounds themselves. It goes without saying that similar remarks can be easily stated (under some obvious adjustments) for minimal path sets and generalized upper bounds as well.
Let us next proceed to the establishment of partition-based bounds which generalize the covariance bounds (4).
Theorem 3
The reliability R of any coherent structure is bounded below and above by
and
respectively.
Proof. The upper bound U (G)
CB follows immediately by a direct application of (6) for the associated r.v.'s δ C (C s ), s = 1, 2, ..., ν (c.f. proof of Theorem 2); note also that
Likewise, in order to derive the lower bound L (G)
CB it suffices to recall that R = 1−E( Q µ s=1 (1− δ P (P s ))) and apply (6) for the associated r.v.'s 1 − δ P (P s ), s = 1, 2, ..., µ.
Observe next that the non-negative integer valued r.v.'s
.., ν, are associated (by virtue of P4 and P5) and vanish if and only if δ C (C s ) = 1.
and applying Theorem 1 we deduce
which offers an upper bound for the double sum appearing in the U (G)
CB . The lower bound for L (G)
CB is easily established by employing an analogous reasoning.
A careful inspection of the above proof reveals that bounds (9),(11) remain valid under the weaker assumption of association between X i , i ∈ I.
It is also worth stressing that, usually the multiple summations involved in Theorem 3 contain a lot of vanishing summands. To be more specific, introducing the index sets
Therefore the double summations of Theorem 3 could be restricted over 2 ≤ a ≤ µ, b ∈ B 0 a for the lower bound and 2 ≤ a ≤ ν, b ∈ B a for the upper bound.
The next theorem consists a generalization of the bounds established by Fu and Koutras (1995) . The development of the new bounds was made feasible by exploiting a proper modification of an idea used by Glaz and Naus (1991) to generate upper bounds for scan statistic probabilities. In order to state our result we need the following notation: For given partitions C and P we denote by C * s , P * s the next two collections of minimal cut and path sets
As an illustration of the above definition consider a consecutive 3-out-of-10 system (for a review on consecutive k-out-of-n systems refer to Chao et al. (1995) or Papastavridis and Koutras (1993) ). In this case I = {1, 2, ..., 10}, C = {{i, i + 1, i + 2} : i = 1, 2, ..., 8} and considering the following partition of C:
we deduce C * 1 = ∅ and
Theorem 4 The reliability R of any coherent structure is bounded below and above by
Proof. To establish the upper bound U (G)
F K , observe first that for s = 1, 2, ..., ν we have
or alternatively,
Conditioning on F s = σ(X i , i ∈ ∪ C∈Cs C), the bracketed terms inside the mean value operator become coordinatewise non-decreasing functions of the independent r.v.'s X i , i ∈ I \∪ C∈Cs C. Hence they are associated (by P2, P3, P4) and with the aid of (6) we may write
Using the above inequality in (15) and applying next the mean value operator to the resulting formula we get
This may be used in conjunction with (14) to verify that
The upper bound U (G)
In some situations, the evaluation of the bounds provided by Theorem 4 turn out to be quite involved. Nevertheless, it is the rule rather that the exception that, after the determination of the families C * s , P *
Should this be the case, the following corollary could be employed to gain simpler (but occasionally weaker) bounds than the ones suggested by Theorem 4.
Corollary 1
and (ii) then the reliability R of the system is bounded below and above as follows
Proof. Conditions (i) and (ii) guarantee that
The proof of the RHS inequality is now easily completed by exploiting Theorem's 4 upper bound U (G) F K . A similar reasoning (or alternatively, duality arguments) may be used to establish the LHS inequality.
Needless to say, if the evaluation of the quantities P (a s = 1) = E(a s ) or P (a 0 s = 0) = 1 − E(a 0 s ) is intractable, a good practice would be to replace E(a s ) by an appropriate lower bound and E(a 0 s ) by an appropriate upper bound (e.g. Esary and Proschan or covariance bounds).
It is worth mentioning that in the extreme case ν = N, C s = {C s }, s = 1, 2, ..., ν and µ = M, P s = {P s }, s = 1, 2, ..., µ, the binary functions a s , a 0 s coincide with the a-cut and a-path structures introduced by Koutras et al. (1996) and the bounds of Corollary 1 reduce to the ones derived in the same article.
Another pertinent remark is that conditions (i) and (ii) do not lead to a uniquely determined family of binary functions a s and a 0 s . Nevertheless, it is not difficult to verify that the optimum choice for them (in terms of upper and lower bounds' quality) is offered by
where minimal(A) denotes the set of all minimal sets of A with respect to the partial ordering ⊂. (Note that, if ∅ ∈ A, then minimal(A)={∅}; in that case we have δ C (minimal(A)) = δ C ({∅}) = 1 − Q i∈∅ (1 − X i ) = 0 and δ P (minimal(A)) = δ P ({∅}) = 1). Closing the present paragraph we mention the following partition-based generalization of the min-max bounds (5)
(the proof is left to the reader). Since these bounds exhibit very poor performance we are not going to consider them in the sequel.
Application
In this section we demonstrate how the generalized reliability bounds can be fruitfully applied to a specific structure which has recently attracted considerable research interest: the twodimensional consecutive-k 1 × k 2 -out-of-n 1 × n 2 system. It is worth stressing that in such a system the reliability evaluation by exact formulae is highly involved.
The two-dimensional consecutive-k 1 × k 2 -out-of-n 1 × n 2 system consists of n 1 n 2 components arranged in a square grid of size n 1 × n 2 and fails if and only if there exists at least one square of size k 1 × k 2 (1 < k 1 ≤ n 1 , 1 < k 2 ≤ n 2 ) with all its k 1 k 2 components failed. It was first introduced by Salvia and Lasher (1990) who also discussed several practical applications of the system to real life problems.
As Yamamoto and Miyakawa (1995) pointed out, the evaluation of the exact reliability of a general two-dimensional consecutive-k 1 × k 2 -out-of-n 1 × n 2 system is a very formidable task; for example, the computing time for assessing the reliability of it is of order O(k
while the memory requirements for implementing their algorithm are as high as (n 1 − k 1 + 1)2 n 1 −k 1 +2 bits and 2k
real numbers. In the last few years, several bounds and approximations for system's reliability have been proposed by Salvia and Lasher (1990) , , Koutras et al. ( , 1996 , Koutras (1994, 1995) , Yamamoto and Miyakawa (1995) , Barbour et al. (1996) , Makri and Psillakis (1997) , and Godbole et al. (1998) .
Let us label the n 1 n 2 components of the system as (i, j), i = 1, 2, ..., n 1 , j = 1, 2, ..., n 2 and denote by X (i,j) and q (i,j) = 1 − p (i,j) or simply byX ij and q ij = 1 − p ij the state and failure probability of component (i, j) respectively. If we introduce the notation
it is clear that the minimal cut sets of the system will be given by
(Allowing an abuse of the notation we shall also write C ij instead of C (i,j) ). Throughout we shall use the notation (a 1 , b 1 ) < (a 2 , b 2 ) to indicate that a 1 < a 2 or a 1 = a 2 , b 1 < b 2 (lexicographic ordering).
i) Generalized Esary and Proschan Bounds. The lower EP bound (2) reads
and in the iid case
Manifestly, the development of generalized EP bounds depends on the specific selection of the partition C of C. Taking into account the remarks following Theorem 2, we should try to balance between the quality of the bounds (thicker partitions) and the computational convenience of them (thinner partitions). It seems that, for the system under consideration, a reasonable choice for C is offered by C = {C s , s = 1, 2, ..., N 1 } where C s = {C sj , j = 1, 2, ..., N 2 }. In this case we have
where
. Since the r.v.'s Y i (s), i = 1, 2, ..., n 2 are independent, it is evident that R C (C s ) coincides with the reliability of a consecutive k 2 -out-of-n 2 system with component reliabilities
(For a review on consecutive k-out-of-n systems and methods for the evaluation of their reliability function via simple recursive relations we refer to Chao et al. (1995) or Papastavridis and ). Therefore, if we denote by R C(n,k) (p 1 , ..., p n ) the reliability function of a consecutive k-out-of-n system with component reliabilities p 1 , p 2 , ..., p n (R C(n,k) (p, ..., p) ≡ R C(n,k) (p)), then the generalized Esary and Proschan lower bound will take on the form
In the iid case we have E(Y i (s)) = 1 − q k 1 and the aforementioned lower bound simplifies to L (G)
This last bound has been for the first time mentioned by Yamamoto and Miyakawa (1995) .
ii) Covariance Bounds. Applying formula (4) we deduce the covariance bound 1, 2, ..., N 1 , j = 1, 2, . .., N 2 }, B s = {j : j < s, C s ∩ C j 6 = ∅}. In the iid case it can be easily verified that the double sum reads
A generalized covariance bound can be derived by considering the partition C introduced in 4.1(i). In this case, Theorem 3 implies the upper bound
In the iid case, U
CB can be bounded as follows
iii) Generalized FK Bounds. Considering the partition {{C} : C ∈ C}, Theorem 4 gives birth to the upper bound
In general, the evaluation of the above bound is computationally demanding. However, it is much easier than the evaluation of the exact reliability itself since each of the |I 0 \ {(1, 1)}| = N − 1 terms of the product involve at most (3k 2 − 2)(2k 1 − 1) − (k 2 − 1) components instead of n 1 n 2 . In the case of dealing with iid two-dimensional consecutive-2×2-out-of-n 1 × n 2 system, the above bound reads
A simpler but less effective upper bound can be established by exploiting Corollary 1. More specifically, considering the optimum choice for the binary functions a s over the partition {{C} : C ∈ C}, we deduce
where C * * s = minimal{C a \ C s : C a ∩ C s 6 = ∅, a < s}. Employing next the EP lower bound (2) for the mean operator appearing in the RHS we gain the following upper bound
In the iid case, U (G * )
F K can be easily checked to be upper bounded by
. It is worth noting that, on choosing the binary functions a s (X) = Q a∈Ls X a , s ∈ I 0 where
Corollary 1 will result in the following (ordinary) FK bound
which, in the iid case, simplifies to
It is noteworthy that, applying Corollary 1 to the partition C (see (i)) we may obtain a generalized F K bound of the form
Such a bound has also been given (without stating the details of the proof) by Yamamoto and Miyakawa (1995) .
In Tables 1-5 we present, for a variety of choices of n 1 , n 2 , k 1 , k 2 , p ij , the values of the bounds described in formulae (16) , (17), (18), (20), (21), (23), (24) (they have been labeled as
In the iid cases we use (19), (22) instead of (18), (21) respectively). In Tables 1,2 ,5 which refer to the case n 1 = n 2 , k 1 = k 2 , a number of previously established bounds has been included for comparison reasons (although these bounds could possibly be extended to cover the case n 1 6 = n 2 , k 1 6 = k 2 , no explicit formulae have appeared in the related bibliography so far): LBonf and UBonf refer to the Bonferroni-type bounds suggested by Makri and Psillakis(1997) , LPo and UPo to the Chen-Stein bounds developed by (actually, we use the slightly improved formula (6) in Barbour et al. (1996) ), UJ to the upper Janson's-inequality-based bounds which were studied by Godbole et al. (1998) (c.f. middle term of formula (6) therein) and LCP, UCP to the compound Poisson approximation based bounds of Barbour et al. (1996) (the last bounds were computed by formula (8) in Barbour et al.(1996) and not (10) as was done by Godbole et al.(1998) since the latter exhibits very poor performance as compared to the first one. Note also that in formula (8) the upper limits of the double sum should read k − 1 instead of k). Column labeled as R sim contains the simulated value of the exact reliability based on 10 5 iterations). In Tables 1-3 several iid cases were examined whereas Tables 4, 5 deal with the following non-iid case: q ij = 1 − p ij = 1/|i − j| if |i − j| > 1 and q ij = 0.5 otherwise.
The boldface figures indicate the best available (lower and upper) bound for each specific choice of the parameters. Note that, some figures are negative or larger than one. Although, in this case, the correct values are 0 and 1 respectively, we have recorded the actual numerical quantity deduced by the mathematical formula at hand. An overall performance measure of each individual bound is provided by the row labeled m.e. which contains the mean absolute error (over the p values indicated by the tables) with respect to the simulated reliability values. In the calculation of the errors, negative lower bounds were replaced by 0 while upper bounds exceeding 1 were replaced by 1.
From the Tables it is clear that the generalized EP lower bound L G EP and generalized F K upper bound U G * F K exhibit the highest performance among the bounds available in the literature so far. As a matter of fact U G * F K is uniformly better for the whole range of parameters considered here, whereas L G EP is only occasionally beaten by LCP chiefly for high component survival probabilities (observe however that, in these cases, there is a very slight discrepancy between LCP and L G EP ). It is also worth stressing that the exceptional performance of L G EP , U G * F K is achieved without having to resort to computationally intractable schemes. In order to help the practically minded reader grasp the usefulness of the aforementioned bounds we recall that for n 1 = n 2 = 50, k 1 = k 2 = 3 the exact reliability evaluation by the Yamamoto and Miyakawa (1995) algorithm would require computing time for a single p value of order O(3 48 × 50 3 ), the memory requirements being 48 × 2 49 bits and 2 × 3 48 real numbers. Nevertheless, the calculation of all the figures shown in Table 1 (except from the simulated reliability values which are time consuming) was performed on a 350MHz Pentium II PC in less than one second. This time was achieved by using Mathematica for Windows and could be substantially reduced should we decide to use a faster high level language (e.g. C). Table 3 , n 1 =10, n 2 =100, k 1 =2, k 2 =3 (iid) 
