A probe based approach is presented for the recognition of targets in a cluttered background using an infrared imager. A probe is a simple mathematical function which operates locally on image grey levels and produces an output that is more directly usable by an algorithm. A directional probe image is calculated by taking the difference i n grey levels between pizels a set distance apart in a given direction, centered on the probe image pizel. A parametric statistical image background model which describes the probe images is introduced. The parameters of the probe image model can be readily estimated from the image. Knowledge of these parameters, together with target signatures obtained from Computer Aided Design ( C A D ) models, allows the likelihood ratio for a given object pose hypothesis versus the background null hypothesis t o be written. The generalized likelihood ratio test is used t o accept one of the object poses or to choose the null hypothesis. Results of the method applied to a large set of terrain model board images are presented.
Introduction
A number of methods [2, 3, 4, 5, 9, 111 have been used to identify objects and discriminate regions in infrared imagery. One method is that of Bhanu and Holben [4] , who use a relaxation scheme to automatically set a threshold to separate "hot" and "cold') regions of an image. This requires that the objects of interest be quite prominent. Some methods use the physics of thermal image formation. Aggarwal and Nandhakumar [2] use infrared emission information together with visible reflectivity information to separate regions based on thermal properties.
A paradigm often used for the extraction of objects from their backgrounds is the detec-
tion/segmentation/recognition paradigm (e.g. [ll]
It is particularly attractive in situations for whic reduced computational complexity is critical, because the stages successively reduce the complexity of the problem to manageable proportions. The chief disadvantage is that the sta es introduce errors which cannot always be rectified gby later stages. Frequently such algorithms are particularly sensitive to imperfect segmentations. Bhanu gives a survey of such algorithms in [3].
In an attempt to reduce the dependence of the algcrithm on segmentation, a number of researchers (e.g. [5, 91) have used the geometry of objects of interest to guide the separation of object from background, an approach sometimes called model-based vision. It is used in [5], in which an energy minimization scheme matches templates to image regions. Contour smoothness, edge sharpness, and object shape are all taken into account during optimization, though their relative weights change as the optimization proceeds.
An alternative to choosing an intuitively appealing matching function is to develop an image model and object model that allow the application of a standard test of goodness be proven optimal (e.g. taken in this paper. It This is the approach Gagliardi [lo] in that a more complex image model is required, and from Grimson [6 in that it does not rely on an apriori edge finder whic E: might function poorly for low contrast objects. Grimson obtains empirical background probability distributions for ensembles of edges, and uses them to estimate the number of edge correspondences required to ensure a low false alarm rate. The method requires a set of images containing "false" objects similar to the images to be tested, in order to estimate the probability of false correspondences. The method was developed for the identification of parts in a manufacturing environment. The method developed here is more general, in that the estimated probability distributions describe probe values, which are a more primitive construct than edge correspondences. The probability distributions can be estimated using only the image with which the algorithm is being tested.
The image model we have used requires that a specific type of probe be defined, The probability density function of the probe is then estimated from the image. The pattern of probes used to search for a given object 1063-6919/94 $3.00 0 1994 IEEE corresponds to the silhouette of the object, as determined from a CAD model. Knowledge of the pdfs of the probes permits the use of the generalized likelihood test to distinguish between the objects of interest. The algorithm described in this paper has been tested on a set of approximately two thousand images acquired from a terrain model board, encompassing a wide variety of target and background conditions.
The Probe Image Model
The image model used by Margalit, Reed, and Gagliardi 101 assumes that the pixel grey levels of an infrare d image can be modeled as a Gaussian with slowly varying local mean. For their purposes it was unnecessary to model how the local mean varied, as they were concerned with small targets containing only a few pixels. For our purposes, statistical characterization of the background jumps is crucial.
Our assumption, justified later, is that the difference in grey level between two pixels a distance 2d apart can be modeled as a zero mean Gaussian, with variance a monotonically nondecreasin function of and denoted by J. Each probe J will be correlated with neighboring probes. The variances of the probes, and their correlations with nei hboring probes, will vary from image to image, and taus will be calculated locally. The algorithm will then make use of this background distribution to search for desired objects.
Consider an image formed by calculating the value of a probe of a given distance and given direction centered at each pixel of an input image. Thus for an input image { x i j } where the first subscript denotes the vertical axis and the second the horizontal, the probe images {y$') for probes of distance d are formed by taking d. Such a random variable will be caled pi a probe,
where the superscript is a label denoting the probe direction Then the random field Y ( k ) = { y i : ' ; ( i , j ) E U}, where w is the pixel grid, is modeled as a field of correlated zero mean Gaussians. This correlation is measured for probe images formed in each of the eight principal directions. A whitening filter is applied based on the correlation values, resulting in a field of uncorrelated zero mean Gaussians. In order to 871 increase the speed of the algorithm, the whitening filter applied is the simple nearest neighbor convolution kernel rather than the frequency domain filter. Each probe value, after whitening, may be treated as an independent identically distributed IID) sample of a esis test used to test for the presence of the target objects. The role of the Gaussian assumption is only to assert that the whitening filter, which causes the pixels to be uncorrelated, also causes the pixels to be independent. The recognition algorithm uses the actual local histogram as a sample probability density function rather than fitting a Gaussian to the histogram, thus reducing the algorithm's dependence on the Gaussian assumption. The Gaussian assumption was tested by performing Kolmogorov-Smirnov tests of the conformity of sample histograms to a Gaussian distribution. Distance refers to the number of pixels straddled by a probe. The K-S test was performed on each of 2000 images, with the sample size being the number of pixels in the image.
The Likelihood Ratio
The IID background distribution makes it easy to calculate P(J I B), the probability of a given set J of probes given that the set is drawn from the background distribution. The image is assumed to be locally stationary. For each probe, a local histogram is computed and used to calculate the parameters of an assumed Gaussian distribution. Alternatively, the local histogram itself may be used as the pdf of the probe. Making use of the IID nature of the probes allows us to write P ( J I B) = P ( J i ) i where P(Ji) is the pdf of the probes.
The pdfs of probes associated with a target are more pioblemat'c. Prediction of target signatures requires a great deal of information which we do not wish to assume known. Absence of this knowledge makes accurate signature prediction impossible. The target shape is presumed to be known exactly; in particular, its silhouette is known. Since a probe that straddles the ed e of the target represents a difference in temperature tetween a metal object and natural vegetation, it is reasonable to hope that the probe will show a jump discontinuity of some significance. The strength of the jump discontinuity will vary greatly according to environmental and target conditions. For this reason, we will only use probes that straddle the silhouette of our hypothesized target, and we will assume that the magnitudes of these probes follow a uniform distribution over the discrete alphabet of posConsider a set of probes that straddle a given target silhouette. Then the likelihood ratio may be written Since T will be in the tail of the distribution, and it is aasumed that for targets a large proportion of the probes will exceed the distribution, the above equation may be approximated as In other words, the test simply counts the number of probes along the silhouette that exceed a threshold. The problem becomes one of binary template matching. a subiect discussed extensively in the literature (e; . '141."
The nowledge of the background distribution allows estimation of the false alarm rate associated with a choice of the threshold r. Choosing a desired false alarm rate allows comparison of likelihood functions that are generated with different numbers of probes. Define ~ ( 7 ) as the probability that a background probe exceeds r. Then where Fi() is the cumulative distribution function of 2,. If 9 ( r ) is defined as the number of probes that must exceed T in order for the hypothesis to be declared, then the false alarm rate (Y , which is defined as the probability that a background image portion will be declared to be a target, will be
-Fi(r), N )
Here N is the number of probes used to test the hypothesis and E k , p , n) is the cumulative distribuis the number of Bernoulli trials, p is the probability associated with each Bernoulli trial, and k is the number of trials with positive result. The independence of the probes allows each probe to be treated as a Bernoulli random variable.
It would be undesirable to simply choose the threshold r and g ( r ) a priori. Instead we chose a desired false alarm threshold a, allowed r to vary over the alphabet of possible probe values, and for each value of T used the 9(r) that gives the desired CY . Since a number of hypotheses need to be compared in the generalized likelihood ratio test, the algorithm actually varies 7, determines the actual number of probes that exceed r , determines the false alarm rate associated with these numbers, and chooses the 7 that provides the lowest false alarm rate. If this lowest false alarm rate is the minimum among all the hypotheses, and is lower than the chosen false alarm rate threshold a, then the object is declared to be a target. Note that the actual false alarm rate will not be equal to the Q value chosen in the algorithm. Actually, (Y would be the false alarm rate associated with one a priori choice of r , if there were only one silhouette hypothesis, and if each test were independent. Since the algorithm tests the same silhouette centered at neighboring pixels, it is clear that these tests are not independent. Also, the tests for different silhouettes are not independent, nor are the tests performed at different r values. This makes the calculation of the Dredicted false alarm rate rather complex. emeciallv tion function of a i l inomial random variable, where ra -logp(J I E ) = -11 { i : Ji 2 T} 11 l o g P ( r ) -x logP(Ji) when one takes into account the changing'size of thk i silhouettes as a function of range.
Occlusion performance
The performance of the a1 orithm when a target is partially occluded can be easify determined. Since the algorithm looks only at the silhouette, and all points along the silhouette are treated equally, occlusion simply reduces the number of probes that actually straddle the target. If it is assumed that the probes that are occluded do not, by chance, straddle a sharp discontinuity in the background which causes it to exceed the threshold, then occlusion eliminates a subset of the probes, requiring the remaining probes to be stronger if the object is to be declared a target. Thus the algorithm has the desirable property that it degrades gracefully as occlusion is increased; and partial occlusion can be compensated by stronger edges on the portion of the silhouette that remains visible. with a hypothesis that can give ne ative results but still allow the algorithm to declare tfe hypothesis, for a given number of probes and given a. The low threshold values correspond to high contrast. Of course, it makes no difference to the algorithm whether the probes give negative results because a portion of the target is occluded or because a portion of the target silhouette has low contrast. Figure 3 .1 shows that for a given a, as the number of probes decreases, a larger percentage of them must be positive for the algorithm to declare the hypothesis. This is due to the constant false alarm rate (CFAR) nature of the algorithm. The implication is that detection performance suffers as range increases. The imagery used to evaluate the algorithm had a 2.3 x 1.7 degree field of view with 640 'x 480 pixels. Consider a target pose that is 5 meters wide by 3 meters high. The silhouette would consist of 250 probes at one kilometer, but only 50 probes at five kilometers.
Experimental Results
In order to test the performance of the algorithm, it was run on six real FLIR im es, aa well aa about 2000 images obtained from a acye model terrain board. The FLIR images show high contrast white hot targets in an environment with relatively low clutter. Figure 3 shows one of the FLIR images. The results were scored only for those targets for which CAD models were available. Algorithm detections on vehicles for which CAD models were unavailable were ignored. The result was that for the nine target recognition opportunities, all were recognizable with an cy threshold that eliminated any false alarms. The recognized targets are indicated in (b . Only targets for which CAD models were availab 1' e were considered for experiments.
The terrain board images are quite difficult in that the background contains a large number of targetlike objects, and many of the targets are difficult for human observers to recognize because they have quite low contrasts. Figure 4 shows a sample terrain board image. The detection vs. false alarm curves for the algorithm are shown in Figure 5 . In order to estimate detection performance for prominent objects, the ima es were rescored using only those targets whose simuqated temperatures were the highest. These results are shown in Figure 6 .
Four vehicles were chosen to be objects for the image model, based on the availability of three dimena73 sional CAD models of the vehicles. The CAD models were ray traced to determine their silhouettes at increments of five degrees in azimuth, using the BRL-CAD package [l] . These silhouettes were used as the hypothesis silhouettes by the algorithm. The ray tracer finds the intersection of each ray with the target, and returns the range to that point. Fi ure 7 shows an example of a range image formed by tfe ray tracer, from which a silhouette is extracted. These silhouettes are scaled by the algorithm as needed, depending on the range from the sensor to the pixel in the image. Figure 5: Detection probability (as a function of false alarm rate), and recopition probability (as a function of detection probability) on the entire terrain board data set.
sitive in the visible region of the spectrum, and an 8 bit digitizer. The grey levels of the image were then reversed, so that grey level i became grey level 255 -i .
This provides a reasonable simulation of the appearance of infrared imagery. The targets were painted so that when inverted, the target si natures correspond to those typically found in infrared imagery. The advantage of using terrain board imagery is that conditions can be controlled, allowing repetition of experiments and choice of operating conditions. Background objects can be placed at will, allowing the user to increase clutter or occlusion. Terrain board imagery can also be gathered much more cheaply than real imagery. A Kolmogorov-Smirnov test was made to see if the probe image model, which matched nicely with a set of actual FLIR imagegy, also matched the inverted visible imagery captured from the terrain board. The algorithm described in this paper attempts to make use of the structure of objects of interest, and does not attribute any significance to grey levels other than using significant changes in grey level to mark locations where a change in material or sharp change in range to pixel is possible.
Conclusions
This paper provides a parametric image model for infrared images, and an associated object recognition scheme which uses the eometry of objects in the extraction process. The afgorithm degrades gracefully under decreasing contrast and increasing occlusion. The method allows probes to be defined in any way that assigns a single value to the probe and results Figure 6: Detection probability (as a function of false alarm rate), and recognition probability (as a function of detection probability) on high contrast targets in terrain board imagery. in probes having a near Gaussian distribution. Preliminary experiments su gest that almost any simple combination of sums a n f differences of grey level values meets this criterion. Also, probes of different types can be combined easily using the likelihood function. For example, one might use a corner detector at appre priate regions of the silhouette, and edge operators on the standard ed es. The probabilities of each probe can be calculate! from the local background region as described in the body of the paper.
