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a b s t r a c t
A defining set of a t-(v, k, λ) design is a subcollection of its blocks which is contained in
a unique t-design with the given parameters on a given v-set. A minimal defining set is a
defining set, none of whose proper subcollections is a defining set. The spectrum ofminimal
defining sets of a design D is the set {|M| | M is a minimal defining set of D}. The unique
simple designwith parameters 2−
(
v, k,
(
v−2
k−2
))
is said to be the full design on v elements;
it comprises all possible k-tuples on a v set. We provide two new minimal defining set
constructions for full designs with block size k ≥ 3. We then provide a generalisation of
the second construction which gives defining sets for all k ≥ 3, with minimality satisfied
for k = 3. This provides a significant improvement of the known spectrum for designs with
block size three. We hypothesise that this generalisation produces minimal defining sets
for all k ≥ 3.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
A block design is a pair (V ,B), where V is a v-set of elements and B is a collection of b k-subsets (called blocks) chosen
from V such that every element of V occurs in exactly r blocks. We refer to v and b as the order and size of the design
respectively. If every t-subset of V belongs to exactly λ blocks, then we say that the design is t-balanced, and we call the
block design a t-designwith parameters t − (v, k, λ). When t = 2 we refer to this more simply as a (v, k, λ) design.
If there is no ambiguity, we ignore the distinction between a block design and its block set; for example we will say the
design contains block A rather than the formally correct the block set of the design contains block A.
A design is said to be simple if it does not contain any repeated blocks. The unique simple balanced designwith parameters(
v, k,
(
v−2
k−2
))
is said to be the full design on v elements (with block size k). It comprises all possible k-tuples on the v-set V .
It is the largest possible simple design on v elements.
A collection of blocks which is a subcollection of a unique (v, k, λ) design on a given v-set is said to be a defining set of the
design, denoted d(v, k, λ). A defining set is said to beminimal if none of its proper subcollections is a defining set, denoted
dm(v, k, λ). A defining set is said to be smallest if no other defining set of the (v, k, λ) design has smaller cardinality, denoted
ds(v, k, λ). The spectrumof a designD is defined as spec(D) = {|M| | M is a minimal defining set of D}. A continuous portion
of the spectrum comprising n values is a set of n consecutive positive integers where for each element of the set there exists
at least one minimal defining set with that size.
Let (V ,B) be a (v, k, λ) design and suppose that X ⊆ B. Then any (v, k, λ) design on the underlying set V which contains
the blocks of X is a completion of X . Any block which is not in X but is in every completion of X is said to be forced (by X).
Thus a defining set is a subdesign which has a unique completion, or equivalently one for which every block, which is in the
design but not the subdesign, is forced.
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Defining sets of t-designs were first introduced by Ken Gray. He gave preliminary results and lower bounds for the
smallest defining sets of some families of these designs in a series of papers [7–9]. Some theoretical techniques and many
different algorithms were suggested for finding the smallest and minimal defining sets of combinatorial designs but the
minimal defining sets of only a limited number of designswere classified previously [6,10,15,17]. See [11,16] for an overview
of recent improvements.
In [3] it is shown that every minimal defining set (including each of the smallest ones) of a simple (v, k, λ) design is
the intersection of the design with a minimal defining set of the
(
v, k,
(
v−2
k−2
))
full design. Hence using the classifications
of minimal defining sets of full designs is a comprehensive method for determining the spectrum of all (v, k, λ) designs.
In [12] it was shown that the sizes of the minimal defining sets of full designs with v elements can be used to find upper
bounds for the number of designs with parameters (v, k, λ).
In this paper we are interested in minimal defining sets of full designs with arbitrary block size, and we let Fk(V ) denote
the full design on the set V with parameters
(
v, k,
(
v−2
k−2
))
. If D is a defining set of Fk(V ), then DC = Fk(V ) \ D. The term
d(v, k)will denote a defining set of the full design with block size k on some v-set. The term dm(v, k)will denote a minimal
d(v, k). We are interested in determining the spectrum of allowed sizes for a dm(v, k) of Fk(V ), for each v = |V |.
For a given block size k, a k-trade is a collection of blocks T for which there exists a second entirely disjoint collection of
blocks T ′, with the property that every pair of elements in the underlying set occurs equally often in blocks of T and in blocks
of T ′. We refer to T ′ as a disjoint mate of T . Trades are related to minimal defining sets through the following well-known
result:
Lemma 1.1 ([7]). Let D be a subset of the blocks of a design (V ,B) with block size k ≥ 3, and let DC = B \ D. Then
(1) D is a defining set of (V ,B) if, and only if, there is no k-trade T ⊆ DC ; that is, every trade contained inB intersects D.
(2) If D is a defining set of (V ,B), then D is minimal if, and only if, for every block B ∈ D there exists a k-trade T satisfying
T \ DC = {B}.
Many papers have considered defining sets of full designs with block size three. In [1,17] constructions are given which
produce dm(v, 3)s of size (v3−6v2+5v+12)/6, v ≥ 6, and (v3−6v2+11v−30)/6, v ≥ 5, respectively. In [3] the authors
gave more general constructions and developed bounds on the size of dm(v, 3)s, as summarised by the following lemma.
Lemma 1.2. Let v ≥ 7 and let F3(V ) be the full design with parameters (v, 3, v− 2). There exists a dm(v, 3) of F3(V ) of size n if
(v3−6v2+5v+6)/6 ≤ n ≤ (v3−6v2+11v−24)/6. If there exists a dm(v, 3) of F3(V ) of size n, then 1535
(
v
3
) ≤ n ≤ ( v3 )−v.
In [4] the authors proved the existence of a continuous section of the spectrum comprising asymptotically 9v2/50 values
for dm(v, 3)s. Their results are summarised by the following lemmas.
Lemma 1.3. For any integers v,w satisfying 0 ≤ w ≤ v − 5, let
Ωv,w = v
3 − 3v2 − 16v + 30
6
− w(2v − 9− w)
2
and ∆v,w =
⌊
v + 2w − 8
3
⌋
.
Then there exists a dm(v, 3) of size n provided that Ωv,w −∆v,w ≤ n ≤ Ωv,w, except that if w ≥ v − 7 then there may not be
a dm(v, 3) of sizeΩv,w − 1. In addition, there is a dm(v, 3) of sizeΩv,0 − b v−53 c = Ωv,0 −∆v,0 − 1.
Lemma 1.4. Let v ≥ 12, and let r ≡ −2v(mod 5), with 0 ≤ r < 5. Then there exists a dm(v, 3) of size n provided that
(v3 − 6v2 + 5v + 6)/6 ≤ n ≤ (25v3 − 123v2 + v(50− 18r)+ (3r2 + 75r − 300))/150.
Some work has been done which considers defining sets for full designs with arbitrary block size. The construction
from [17] is generalised for block size greater than three in [13]. This construction gives a d(v, k) of size
(
v
k
) − (v2 +
3v − 2vk + 2k2 − 8)/2 for k ≥ 3 and v ≥ k + 2. Minimality was only shown for k = 3, 4, although minimality for all
k appears to be likely. In this paper we provide two new general constructions for minimal defining sets of full designs with
arbitrary block size, the first forwhichminimality is proven for all block sizes. The first construction is a generalisation of that
given for k = 3 in [1]. Construction 2 is a generalisation of one case of Construction 2 from [4].We give another construction,
Construction 3, inwhich our Construction 2 is generalised in an attempt to prove the existence of a continuous section of the
spectrum for arbitrary block size k, howeverwe only proveminimality for k = 3. This nonetheless provides an improvement
on the spectrum results given above.
In Section 2 we construct a family of trades using orthogonal double covers. These trades are then used to prove the
minimality of our defining sets in Section 3, where we give our new constructions.
2. Trades based on orthogonal double covers
In this section we define orthogonal double covers and give some related existence results. These results are used to
construct a family of trades used to prove the minimality of the defining sets given in Section 3.
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Let Kn denote the complete graph on n vertices. An orthogonal double cover is a set of n spanning subgraphs (called pages) of
Kn such that: each edge of Kn appears in exactly two pages; and each pair of distinct pages has exactly one edge in common.
Note that each page contains n− 1 edges. This area is surveyed in [14]; we make use of the following two results.
Theorem 2.1 ([5]). There exists an orthogonal double cover of Kn by pages consisting of an isolated vertex and vertex disjoint
cycles of length 3, 4 or 5 if, and only if, n ≥ 4, n 6= 8.
Theorem 2.2 ([2]). Let q be a prime power. Then there exists an orthogonal double cover of Kq by pages consisting of an isolated
vertex and a cycle of length q− 1.
Theorem 2.3. For given k ≥ 3 and distinct k-sets A and B there exists a k-trade T such that all blocks of T are distinct, B is a
block of T , and the remaining blocks of T each contain one element of B and k− 1 elements of A.
Proof. Let k ≥ 4. Let {P1, P2, . . . , Pk} be an orthogonal double cover on the vertex set {v1, v2, . . . , vk}, with the property
that vi is an isolated vertex in Pi, and vi has degree two in Pj, 1 ≤ j ≤ k, j 6= i. This exists for k 6= 8 by Theorem 2.1, and
for k = 8 by Theorem 2.2. Note that, by the definition of an orthogonal double cover, each vertex must appear in a total of
2(k − 1) edges; therefore, each vertex must appear as an isolated vertex in exactly one page, and hence the vertices and
pages can be labelled as described.
Let A = {a1, a2, . . . , ak} and B = {b1, b2, . . . , bk}. Let
T = {B} ∪ {(A \ {ai}) ∪ {bj} | 1 ≤ i, j ≤ k, i 6= j}; and
T ′ = {(A \ {ai}) ∪ {bi} | 1 ≤ i ≤ k} ∪A ∪ {(A \ {ai, aj}) ∪ {bx, by} | 1 ≤ i < j ≤ k, {{vx, vy}} = E(Pi) ∩ E(Pj)},
whereA is a set containing (k− 1)(k− 2)/2 copies of A.
By inspection we see that T ∩ T ′ is empty, and that T contains no repeated blocks, B is a member of T , and all remaining
blocks of T each contain one element of B and k− 1 elements of A. It remains to show that every pair of elements {u, v} in
A ∪ B occurs equally often in blocks of T and in blocks of T ′.
If {u, v} ⊂ A, then {u, v} occurs in (k− 1)(k− 2) blocks of T and (k− 2)+ (k− 1)(k− 2)/2+
(
k
2
)
− (2k− 3) blocks
of T ′. These expressions are equal. Now suppose that {u, v} ⊂ B. Then {u, v} occurs once in both T and T ′. Finally, suppose
that u = aα ∈ A and v = bβ ∈ B. If α 6= β , then {aα, bβ} occurs in k− 2 blocks of both T and T ′. To see this, firstly note that
there are k− 1 blocks in T containing bβ , only one of which does not contain aα . In T ′, bβ occurs in k− 1 blocks of the form
(A \ {ai, aj}) ∪ {bx, by} of which two do not contain aα , since there are two edges which contain vβ and occur in Pα . There is
also one block of the form (A \ {ai}) ∪ {bi} which contains {aα, bβ}. If α = β , then {aα, bα} occurs in k− 1 blocks of both T
and T ′. To see this, firstly note that there are k− 1 blocks in T containing bα , all of which contain aα . In T ′, bα occurs in k− 1
blocks of the form (A \ {ai, aj})∪ {bx, by} all of which contain aα , since there are no edges which contain vα and occur in Pα .
Now let k = 3. The required trade is given by T = {{b1, b2, b3}, {b1, a2, a3}, {b2, a1, a3}, {b3, a1, a2}} with disjoint mate
T ′ = {{b1, b2, a3}, {b1, b3, a2}, {b2, b3, a1}, {a1, a2, a3}}. 
3. Constructions
We begin with a simple lemma which shows that the full design with block size k on k + 2 elements has the empty set
as its only minimal defining set.
Lemma 3.1. Let Fk(V ) be the full design with parameters (k + 2, k, k(k − 1)/2) on the set V . Then the empty set is the only
dm(v, k) of Fk(V ).
Proof. Let C be a (not necessarily simple) design on the set V with parameters (k + 2, k, k(k − 1)/2). We will prove that
C = Fk(V ).
Let x, y ∈ V . The parameters of C imply that it contains
(
k+2
2
)
blocks, of which 2k + 1 blocks do not contain the pair
{x, y}, k+ 1 blocks of C do not contain x, and k+ 1 blocks do not contain y. We conclude that there is exactly one block in C
which contains neither x nor y. That is, there is exactly one block in C of the form V \ {x, y}. It follows that C = Fk(V ).
Therefore Fk(V ) is the unique design on V with parameters (k+ 2, k, k(k− 1)/2), and hence the empty set is a minimal
defining set of Fk(V ). Any other subset of Fk(V ) is a defining set but is not minimal. 
Construction 1. LetU andW be disjoint sets of size k−2 ≥ 1 and |W | ≥ 3, and let∞1 and∞2 be a pair of distinct elements
not contained in either U orW . Let V = U ∪W ∪ {∞1,∞2} and v = |V | ≥ k+ 3. Define
D1 = Fk(V ) \ ({B ∈ Fk(V ) | U ⊂ B} ∪ {B ∈ Fk(V ) | ∞1,∞2 ∈ B and |B ∩W | = 1}).
That is, the complement DC1 consists of all k-supersets of U , and all blocks comprising∞1,∞2, k − 3 elements of U , and a
single element ofW .
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Lemma 3.2. The set D1 defined by Construction 1 is a dm(v, k) of Fk(V ) of size
(
v
k
)− (v2−v−k2+k+2)/2, where v ≥ k+3.
Proof. The cardinality of D1 can be found by a direct count. To show unique completion, let C = D1 ∪ R be a completion of
D1 to a (not necessarily simple) design with parameters
(
v, k,
(
v−2
k−2
))
on V . We will show that D1 ∪ R = Fk(V ).
We note that DC1 contains
(
v−k+2
2
)
blocks which are supersets of U , and (k− 2)(v− k) blocks comprising∞1,∞2, k− 3
elements of U and one element ofW .
Let X = W ∪ {∞1,∞2} and define the following functions for a block B ⊆ V :
NX (B) = number of pairs {x1, x2} ⊂ B, where x1, x2 ∈ X;
NU(B) = number of pairs {u1, u2} ⊂ B, where u1, u2 ∈ U; and
I(B) = (k− 3)NX (B)+ 2NU(B).
Since
∑
B∈DC1 NX (B) =
∑
B∈R NX (B) and
∑
B∈DC1 NU(B) =
∑
B∈R NU(B), then
∑
B∈DC1 I(B) =
∑
B∈R I(B).
Suppose that |B| = k. If |B ∩ X | = p, then
NX (B) =
(p
2
)
= p(p− 1)
2
;
NU(B) =
(
k− p
2
)
= (k− p)(k− p− 1)
2
; and
I(B) = (k− 3)NX (B)+ 2NU(B)
= p(p− 1)(k− 3)
2
+ (k− p)(k− p− 1)
= (k− 1)
(
2k+ p2 − 5p
2
)
= (k− 1)
(
k− 3+ (p− 2)(p− 3)
2
)
≥ (k− 1)(k− 3),
with equality if and only if p = 2 or 3.
For B ∈ DC1 we have p = 2 or 3 and hence I(B) = (k− 1)(k− 3). Now
∑
B∈DC1 I(B) =
∑
B∈R I(B), and |DC1 | = |R|, therefore
I(B) = (k− 1)(k− 3) for all B ∈ R. Then it follows that |B ∩ X | ∈ {2, 3} for all B ∈ R.
Since
∑
B∈R NX (B) is invariant, we have that there are
(
v−k+2
2
)
blocks in R satisfying |B ∩ X | = 2 (Type I blocks), and
(k− 2)(v − k) blocks in R satisfying |B ∩ X | = 3 (Type II blocks).
Consider a particular wi and uj. The element wi occurs in v − 1 blocks of DC1 , and hence R, while the pair {wi, uj} occurs
in v − 2 blocks of DC1 , and hence R. Every Type I block containing wi also contains uj, thus there is exactly one Type II block
in Rwhich containswi but not uj. Thus there are k− 2 Type II blocks in Rwhich containwi, since 1 ≤ j ≤ k− 2. This holds
for every i, 1 ≤ i ≤ v − k. Since every Type II block contains at least one element ofW , and there are (k − 2)(v − k) Type
II blocks in total, the Type II blocks containing wα must be distinct from the Type II blocks containing wβ , for any α 6= β .
It follows that every Type II block in R contains both∞1 and∞2. We have thus shown that the set of Type II blocks in R is
identical to the set of Type II blocks in DC1 .
In the remaining (Type I) blocks of R, each pair within X will occur precisely once. Therefore the set of Type I blocks in R
is identical to the set of Type I blocks in DC1 . Hence R = DC1 and we have proved the unique completion of D1 to Fk(V ).
To prove minimality we must show that for every B ∈ D1 there exists a trade T such that T \ DC1 = {B}.
Let U ′ = U ∪ {∞1,∞2} and let B be an arbitrary block in D1. Let B = BW ∪ BU ′ , where BW ⊆ W and BU ′ ⊆ U ′, and let
|BW | = l.
We first consider the case l ≥ 3. By Theorem 2.3 there exists an l-trade S such that BW ∈ S and the remaining blocks of
S each contain one element of BW and l − 1 elements of U ′ \ BU ′ . Let T = {C ∪ BU ′ | C ∈ S}. Then T is a k-trade containing
B. The disjoint mate of T is obtained in the same manner from the disjoint mate of S. Each block of T \ {B} consists of one
element ofW and k− 1 elements of U ′ and therefore occurs in DC1 .
The blocks ofD1 all contain at least two elements ofW , and sowemust consider a second case: l = 2. Note thatwe cannot
have BU ′ = U (since, in this case, B ∈ DC1 ). Let U ′′ = {u3, u4, . . . , uk−2}. Thus we can assume without loss of generality that
B = {w1, w2,∞1,∞2} ∪ U ′′ or {w1, w2,∞1, u1} ∪ U ′′.
In the first case, the required trade is {{∞1,∞2, w1, w2} ∪ U ′′, {u1, u2, w1, w3} ∪ U ′′, {∞1,∞2, u1, w3} ∪
U ′′, {∞1,∞2, u2, w3} ∪ U ′′, {u1, u2,∞1, w2} ∪ U ′′, {u1, u2,∞2, w2} ∪ U ′′}, with disjoint mate {{∞1,∞2, w1, w3} ∪
U ′′, {u1, u2, w1, w2} ∪U ′′, {∞1,∞2, u1, w2} ∪U ′′, {∞1,∞2, u2, w2} ∪U ′′, {u1, u2,∞1, w3} ∪U ′′, {u1, u2,∞2, w3} ∪U ′′}.
In the second case, the required trade is {{u2,∞1, w1, w2} ∪ U ′′, {u2, u1, w1, w3} ∪ U ′′, {u2,∞1,∞2, w3} ∪
U ′′, {u2, u1,∞2, w2} ∪ U ′′}, with disjoint mate {{u2,∞1, w1, w3} ∪ U ′′, {u2, u1, w1, w2} ∪ U ′′, {u2,∞1,∞2, w2} ∪
U ′′, {u2, u1,∞2, w3} ∪ U ′′}. 
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Construction 2. Let U andW be disjoint sets of size k ≥ 3 and |W | ≥ 0 respectively, and let∞1 and∞2 be a pair of distinct
elements not contained in either U orW . Let V = U ∪W ∪ {∞1,∞2} and v = |V | ≥ k+ 2. Define
D2 = Fk(V ) \ (Fk(U ∪ {∞1,∞2}) ∪ {{w} ∪ U \ {u} | w ∈ W , u ∈ U}) .
That is, the complement DC2 consists of all k-subsets of U ∪ {∞1,∞2}, and all blocks comprising an element ofW and a
(k− 1)-subset of U .
Lemma 3.3. The set D2 defined by Construction 2 is a dm(v, k) of Fk(V ) of size
(
v
k
)+ (k− 1)(k+ 2)/2− kv, where v ≥ k+ 2.
Proof. The cardinality of D2 can be found by a direct count. To show unique completion, let C = D2 ∪ R be a completion of
D2 to a design with parameters
(
v, k,
(
v−2
k−2
))
on V . We will show that D2 ∪ R = Fk(V ).
Consider arbitrary elements w ∈ W and u ∈ U . The element w appears in k blocks of DC2 , and hence must appear in k
blocks of R. The pair {w, u} occurs in k − 1 blocks in DC2 , and hence appears in k − 1 blocks of R. Therefore, since the edges{w,∞i}, i = 1, 2, and {w,w′},w′ ∈ W , do not appear in any blocks of the complement, there must exist exactly one block
containingw and all elements of the set U \{u}. Sincew and uwere arbitrary, it follows that the set of blocks in R containing
an element ofW is exactly {{w} ∪ U \ {u} | w ∈ W , u ∈ U}.
The blocks that remain in DC2 form a Fk(k+ 2) on U ∪ {∞1,∞2} and unique completion follows by Lemma 3.1.
To prove minimality we must show that for every B ∈ D2 there exists a trade T such that T \ DC2 = {B}. The proof
of minimality is very similar to that used for Construction 1. In both cases there is a set of k elements (U ∪ {∞1,∞2} in
Construction 1 and U in Construction 2) such that all blocks containing k− 1 of these elements occur in the complement of
the defining set.
LetW ′ = W ∪ {∞1,∞2} and let B be an arbitrary block in D2. Let B = BU ∪ BW ′ , where BW ′ ⊆ W ′ and BU ⊆ U , and let
|BW ′ | = l.
We first consider the case l ≥ 3. By Theorem 2.3 there exists an l-trade S such that BW ′ ∈ S and the remaining blocks of
S each contain one element of BW ′ and l − 1 elements of U \ BU . Let T = {C ∪ BU | C ∈ S}. Then T is a k-trade containing
B. The disjoint mate of T is obtained in the same manner from the disjoint mate of S. Each block of T \ {B} consists of one
element ofW ′ and k− 1 elements of U and therefore occurs in DC2 .
The blocks of D2 all contain at least two elements of W ′, and so we must consider a second case: l = 2. Let U ′ =
{u4, u5, . . . , uk}. Thus we can assume without loss of generality that B = {w1, w2, u1} ∪ U ′ or {w1,∞1, u1} ∪ U ′.
In the first case, the required trade is: {{w1, w2, u1} ∪ U ′, {w1, u2, u3} ∪ U ′, {w2, u2, u3} ∪ U ′, {∞1, u1, u3} ∪
U ′, {∞2, u1, u3} ∪ U ′, {∞1,∞2, u2} ∪ U ′}, with disjoint mate {{w1, w2, u2} ∪ U ′, {w1, u1, u3} ∪ U ′, {w2, u1, u3} ∪
U ′, {∞1, u2, u3} ∪ U ′, {∞2, u2, u3} ∪ U ′, {∞1,∞2, u1} ∪ U ′}.
In the second case, the required trade is {{u1,∞1, w1} ∪ U ′, {u2, u3, w1} ∪ U ′, {u1, u2,∞2} ∪ U ′, {∞1, u3,∞2} ∪ U ′},
with disjoint mate {{u1,∞1,∞2} ∪ U ′, {u2, u3,∞2} ∪ U ′, {u1, u2, w1} ∪ U ′, {∞1, u3, w1} ∪ U ′}. 
Construction 3. Given k and vwith k ≥ 3 and v ≥ k+2, let U andW be disjoint sets of size k+2 and v−k−2 respectively,
and define V = U ∪W , so |V | = v. Given an arbitrary function f : W → Fk(U), let
D3 = Fk(V ) \ (Fk(U) ∪ {w ∪ X | w ∈ W , |X | = k− 1, X ⊂ f (w)}
∪{{w1, w2} ∪ (f (w1) ∩ f (w2)) | w1, w2 ∈ W , |f (w1) ∩ f (w2)| = k− 2}) .
That is, every element inW is associated with a k-subset of U , and the complement DC3 of the defining set consists of the
following three sets of blocks: firstly, all k-subsets of U; secondly, every block comprising an elementw ∈ W and any k− 1
elements from the associated k-subset of U; and thirdly, for every pair of elements w1 and w2 inW with the property that
the associated k-subsets of U intersect in exactly k− 2 elements, we take the block consisting of this intersection together
withw1 andw2.
Lemma 3.4. The set D3 defined by Construction 3 is a d(v, k) of Fk(V ) of size
(
v
k
) + (k − 1)(k + 2)/2 − kv − I , where
I = |{(w1, w2) | |f (w1) ∩ f (w2)| = k− 2}| and v ≥ k+ 2.
Proof. The cardinality of D3 can be found by a direct count. To show unique completion, let C = D3 ∪ R be a completion of
D3 to a design with parameters
(
v, k,
(
v−2
k−2
))
on V .
Firstly, we note that for any w1, w2 ∈ W , the pair {w1, w2} occurs in a block of DC3 , and hence R, precisely once if|f (w1) ∩ f (w2)| = k − 2, and otherwise not at all; while the pair w, u, where w ∈ W and u ∈ U , will occur in blocks
of DC3 , and hence R, if and only if u ∈ f (w).
Suppose that B is a block of R, and define BW = B ∩ W . Then for any w1, w2 ∈ BW , |f (w1) ∩ f (w2)| = k − 2, which
implies that U \ f (w1) and U \ f (w2) are disjoint 2-sets. Since this holds for any pair of elements in BW , it follows that
|⋂w∈BW f (w)| = k + 2 − 2|BW |. However, we must have B \ BW ⊆ ⋂w∈BW f (w), and hence |B| ≤ k + 2 − |BW |. Since|B| = k it follows that |BW | ≤ 2, and therefore if there is a block in R containing the elements w1, w2 ∈ W , then that block
is {w1, w2} ∪ (f (w1) ∩ f (w2)). Thus we have shown that the set of blocks in R containing two elements ofW is identical to
the set of blocks in DC3 containing two elements ofW .
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Table 1
Trades for cases involving B = {b1, b2, b3}.
Case f (b2) f (b3) Trade
1 {a1, a2, a3} {a1, a2, a3} {{b1, b2, b3}, {b1, a1, a2}, {b2, a1, a3}, {b3, a2, a3}}
2 {a1, a2, a3} {a2, a3, a4} {{b1, b2, b3}, {b1, a1, a2}, {b2, a1, a3}, {b3, a2, a3}}
3 {a1, a2, a3} {a3, a4, a5} {{b1, b2, b3}, {b1, a1, a3}, {b2, a1, a3}, {b3, a3, a4}{b3, a3, a5}, {a1, a4, a5}}
4 {a1, a2, a4} {a1, a3, a4} {{b1, b2, b3}, {b1, a2, a3}, {b2, a2, a4}, {b3, a3, a4}}
5 {a1, a2, a4} {a1, a2, a5} {{b1, b2, b3}, {b1, a1, a2}, {b2, a1, a2}, {b3, a1, a2}{b1, a2, a3}, {a1, a3, a4}, {a1, a3, a5},
{a2, a4, a5}}
6 {a1, a2, a4} {a1, a3, a5} {{b1, b2, b3}, {b1, a2, a3}, {b2, a1, a2}, {b3, a1, a3}}
7 {a1, a2, a4} {a3, a4, a5} {{b1, b2, b3}, {b1, a1, a3}, {b2, a1, a4}, {b3, a3, a4}}
Consider arbitrary w ∈ W and u ∈ f (w). In the remaining blocks of DC3 , and hence R, the element w occurs in k blocks,
and the pair {w, u} occurs in k − 1 blocks. Since w does not occur with any elements of V \ f (w), there exists exactly one
block of the form {w} ∪ f (w) \ {u}. This implies that the set of blocks in R containing one element ofW is identical to the
set of blocks in DC3 containing one element ofW .
The blocks that remain in DC3 form a Fk(k+ 2) on U and unique completion follows by Lemma 3.1. 
Lemma 3.5. Let k = 3. The set D3 defined by Construction 3 is a dm(v, 3) of F3(V ) of size
(
v
3
) + 5 − 3v − I , where
I = |{(w1, w2) | |f (w1) ∩ f (w2)| = 1}| and v ≥ 5.
Proof. Let U = {a1, a2, a3, a4, a5}. To prove minimality we must show that for every B ∈ D3 there exists a trade T such that
T \ DC3 = {B}.
Consider B = {b1, b2, b3} ⊆ W . We have a number of cases, depending upon f (bi), i = 1, 2, 3.We assumewithout loss of
generality that f (b1) = {a1, a2, a3}. Up to generality we have Case 1 where f (b1) = f (b2) = f (b3), and Cases 2 and 3 where
f (b1) = f (b2). In the remaining cases f (bi) are all distinct (i = 1, 2, 3). At least two of these sets must share two points; say
f (b2) = {a1, a2, a4}. Up to generality there is Case 4 in which f (b3) does not contain a5, and Cases 5 to 7 in which it does.
For Case 1, the trade is given by Theorem 2.3; the required trades for Cases 2 to 7 are listed in Table 1.
In Case 3 the disjoint mate is {{b1, b2, a1}, {b1, b3, a3}, {b2, b3, a3}, {b3, a4, a5}, {a1, a3, a4}, {a1, a3, a5}}. In Case 5 the
disjoint mate is {{b1, b2, a2}, {b1, b3, a2}, {b2, b3, a1}, {b1, a1, a3}, {a1, a2, a3}, {a1, a2, a4}, {a1, a2, a5}, {a3, a4, a5}}. In the
remaining cases, the disjoint mate is the Pasch trade.
Now consider cases in which B = {b1, b2, a1}, with b1, b2 ∈ W and a1 ∈ U . Since B ∈ D3, if |f (b1) ∩ f (b2)| = 1 then
a1 6∈ f (b1)∩ f (b2). This implies that f (b1)∩ f (b2) contains at least one point which is not a1; let a2 be such a point. Similarly
we can assume without loss of generality that there exist points a3 ∈ f (b1) \ {a1, a2} and a4 ∈ f (b2) \ {a1, a2}, with a3 6= a4,
except in the case f (b1) = f (b2) = {a1, a2, a3}. Thus if we exclude this last case, the required trade is the Pasch trade
{{b1, b2, a1}, {b1, a2, a3}, {b2, a2, a4}, {a1, a3, a4}}. If we do have f (b1) = f (b2) = {a1, a2, a3}, then the required trade is
{{b1, b2, a1}, {a1, a3, a4}, {a1, a3, a5}, {b1, a2, a3}, {b2, a2, a3}, {a2, a4, a5}};
the disjoint mate is obtained by swapping a1 with a2.
We are left with the case B = {b1, a1, a2}, with b1 ∈ W and a1, a2 ∈ U . Since B ∈ D3, {a1, a2} 6⊆ f (b1), and hence
there exist points a3, a4 ∈ f (b1) \ {a1, a2}. The required trade is the Pasch trade {{b1, a1, a2}, {b1, a3, a4}, {a1, a3, a5}, {a2,
a4, a5}}. 
4. Concluding remarks
For arbitrary k ≥ 3, and for v ≥ k+ 3 and v ≥ k+ 2 respectively, Constructions 1 and 2 give dm(v, k)s of sizes(v
k
)
− (v2 − v − k2 + k+ 2)/2
and (v
k
)
+ (k− 1)(k+ 2)/2− kv
respectively. From [13] we also have, for v ≥ k+ 2, a d(v, k) of size(v
k
)
− (v2 + 3v − 2vk+ 2k2 − 8)/2,
although minimality has only been proven for k = 3, 4.
In the case k = 3, Construction 3 gives a much stronger result. Let U = {a1, a2, a3, a4, a5}, W = {b1, . . . , bv−5}, and
suppose that
f (b1) = {a1, a2, a3}, 1 ≤ i ≤ x,
f (bi) = {a1, a4, a5}, x+ 1 ≤ i ≤ x+ y,
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f (bi) = {a2, a4, a5}, x+ y+ 1 ≤ i ≤ x+ y+ z,
f (bi) = {a2, a3, a4}, i = x+ y+ z + 1,
f (bi) = {a1, a2, a4}, x+ y+ z + 2 ≤ i ≤ v − 5,
where x, y, z are non-negative integers satisfying x + y + z ≤ v − 6. By Lemma 3.5, the defining set D3 will have size(
v
3
)+ 5− 3v − I , where I = x(y+ z)+ y. By letting x ≤ b(v − 6)/2c, y ≤ d(v − 6)/2e, and z = d(v − 6)/2e − y, we see
that the condition x+ y+ z ≤ v − 6 is always satisfied, while I can take any value between 0 and b((v − 5)/2)2c. Thus we
have the following result:
Theorem 4.1. Let v ≥ 5. Then there exists a dm(v, 3) of F3(V ) of size n for any n satisfying
(2v3 − 9v2 − 2v − 15)/12 ≤ n ≤ (v3 − 3v2 − 16v + 30)/6.
Compared to Lemmas 1.3 and 1.4, we see that this adds to the known spectrum and also gives a larger continuous
section of the spectrum than previous results (asymptotically v2/4 consecutive values). However, we do not quite establish
a complete spectrum of sizes between the smallest and largest known constructions.
We hypothesise that Construction 3 is in factminimal for all k ≥ 3; if proven, this would establish a continuous section of
the spectrum for all block sizes. It seems likely that minimality could be proven for k = 4, and possibly certain other values
of k, in the same way that we have done for k = 3: by computationally finding the required trades for each case. However,
proving minimality for all k is fundamentally more challenging.
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