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Abstract
In Calculating Galois groups of completely reducible linear operators, Compoint and Singer
describe a decision procedure that computes the Galois group of a completely reducible linear
dierential operator with rational or algebraic function coecients (i.e., a linear dierential op-
erator that is the least common left multiple of irreducible operators or, equivalently, one whose
Galois group is a reductive group). At present, it is unknown how to calculate the Galois group
of a general operator. In this paper, we push beyond the completely reducible case by showing
how to compute the Galois group of an operator of the form L1  L2 where L1 and L2 are
completely reducible and have rational function coecients.
We begin by showing how to compute the Galois group of an equation of the form L(y)= b
with L completely reducible. This corresponds to the case of L1  L2 where L1 =D − b0=b. We
then show how one can reduce the general case to the above case and give several examples.
c© 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction
In [3] a decision procedure is described that computes the Galois group of a com-
pletely reducible linear dierential operator with rational or algebraic function coef-
cients (i.e., a linear dierential operator that is the least common left multiple of
irreducible operators or, equivalently, one whose Galois group is a reductive group).
At present, it is unknown how to calculate the Galois group of a general opera-
tor. In this paper, we push beyond the completely reducible case by showing how
( The preparation was partially supported by NSF Grant CCR-93222422.
 Corresponding author.
E-mail address: phberman@eos.ncsu.edu; singer@math.ncsu.edu; http://www.math.ncsu.edu= singer.
0022-4049/99/$ { see front matter c© 1999 Elsevier Science B.V. All rights reserved.
PII: S0022 -4049(99)00003 -1
4 P.H. Berman, M.F. Singer / Journal of Pure and Applied Algebra 139 (1999) 3{23
to compute the Galois group (and Picard{Vessiot extension) of an operator of the
form L1  L2 where L1 and L2 are completely reducible and have rational function
coecients.
The paper is organized as follows. In Section 2 we show how to compute the
Galois group and Picard{Vessiot extension of an equation of the form L(y)= b with L
completely reducible. This corresponds to the case of L1  L2 where L1 =D − b0=b. In
Section 3, we show how one can reduce the general case to the above case and give
several examples.
2. Calculating the Galois group of L(y) = b; L completely reducible
Let k be a dierential eld of characteristic zero with algebraically closed eld
of constants C and let D= k[D] be the ring of dierential operators with coe-
cients in k. For any L2D and b2 k, we shall use the phrase the Picard{Vessiot
extension of L(y)= b to denote the Picard{Vessiot extension of k corresponding to
(D − b0=b)L, that is, the smallest Picard{Vessiot extension of k containing a full
set of solutions of L(y)= 0 as well as a specic solution of L(y)= b. We shall
call the Galois group of this Picard{Vessiot extension the Galois group of L(y)= b.
We will combine the techniques of [1,2] with those of [3] to show how, given
L2 k[D]; L completely reducible, and b2 k, one can calculate the Galois group and
Picard{Vessiot extension of L(y)= b. Note that an operator is said to be completely
reducible if it is the least common left multiple of irreducible operators. An equiv-
alent condition is that the Galois group G be reductive ([7], p. 125), that is, the
largest normal subgroup of G consisting of unipotent elements is trivial (for equiv-
alent conditions see Lemma 2:13 of [13] and Proposition 2:2 of [3]). The key is
the following proposition, which is a slight modication of Theoreme 1 of [2]. We
say that an algebraic group is a vector group if it is isomorphic to (Cn;+) for
some n.
Proposition 2.1. Let k; b and L be as above. The Galois group of L(y)= b is iso-
morphic to the semidirect product W oGL; of the Galois group GL of L(y)= 0 and
a vector group W . Furthermore; if L1 2 k[D] is a monic operator of maximal order
satisfying
1. L1(y)= b has a solution f1 2 k; and
2. L=L1L0 for some L0 2 k[D]
then W is G-isomorphic to the solution space of L0. In addition such an L1 is unique.
Proof. We rst note that the operator L1 = 1 satises conditions 1: and 2: with L0 =L.
Therefore there will exist an operator L1 of maximal order satisfying these conditions.
Let K be the Picard{Vessiot extension of k corresponding to (D−b0=b)L and KLK
be the Picard{Vessiot extension corresponding to L. If L=L1L0, then KL will contain
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fundamental sets of solutions of both L0(y)= 0 and L1(y)= 0 and so it makes sense
to speak of the action of GL on the solution spaces of these two equations.
Let f2K be a solution of L(y)= b. For any 2G=Gal(K=k); (f)−f is in the
solution space VL of L(y)= 0. Let  : G ! VL be the map sending  to (f) − f.
Let H be the normal subgroup of G leaving KL xed.
Since K =KLhfi, we see that  is injective on H . For any 2G; 2H , we have
that
(−1) = −1(f)− f
= [(−1(f)− f) + (f)]− f
= [−1(f)− f] + (f)− f since  xes the elements of VLKL
= [(f)− f]
= ():
This calculation (from the proof of Theorem 1 of [2]) shows that  is a G-morphism,
where the action of G on H is given by conjugation. Therefore,  identies H with a
G-invariant subspace W of VL. Since G=H is isomorphic to the reductive group GL and
H is unipotent, H is the unipotent radical of G. Any linear algebraic group may be
written as a semidirect product G=HoP where H is the unipotent radical of G and
P is a reductive group (called a Levi subgroup of G, [11]). Clearly, P is isomorphic
to GL.
Let ~L0 be the monic operator in k[D] whose solution space is W and let L= ~L1 ~L0.
Since (f) − f2W for all 2H , we have that ~L0((f))= ~L0(f) for all 2H .
Therefore, ~L0(f)2KL. Let W1 be the solution space of ~L1 in KL and let W ~L0(f) be
the space spanned by W1 and ~L0(f). For any 2GL; ( ~L0(f)) is again a solution of
~L1(y)= b and so the space W ~L0(f) is left invariant by GL. Furthermore, W ~L0(f)=W1
is a trivial one-dimensional GL-module. Since GL is a reductive group, W1 has a
GL-complement in W ~L0(f). This implies that there is an element f0 2KL such that
f0  ~L0(f)modW1 and f0 is left xed by GL. We conclude from this that f0 2 k and
~L1(f0)= b.
Now let L1 satisfy 1. and 2. above. Since L1(L0(f))= b, we have that L0(f) −
f1 2W1, where W1 is the solution space of L1. In particular, L0(f)2KL. Therefore,
for any 2H; L0((f)−f)= 0. This implies that the image of  lies in the solution
space of L0. Therefore, ~L0 divides L0 on the right and so the order of L1 is at most
the order of ~L1. If these two orders are the same and L1 is monic, then ~L0 =L0 and
so we must then have that L1 = ~L1.
The following example illustrates this proposition:
Example 2.2. Let k =C(x) and L=D2 − 4xD + (4x2 − 2)= (D − 2x)  (D − 2x). A
basis for the solution space of equation L(y)= 0 is fe x2 ; xe x2g so the Galois group of
this homogeneous equation over k is C.
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For any (c; d)2C2; (c; d) 6= (0; 0), we have that (c+dx)e x2 is a solution of L(y)= 0
and so L has a right factor of the form D− (2x+ dc+dx ). Furthermore, all right factors
of order one are of this form. Therefore the formula
L=

D −

2x − d
c + dx



D −

2x +
d
c + dx

with (c; d) 6= (0; 0) yields a parameterization of all irreducible factorizations of L.
We shall now compute the Galois groups of L(y)= b where b=4x2 − 2; 1 and 1x .
1. b=4x2−2. In this case the equation L(y)= b has the rational solution y=1. This
implies that the W of Proposition 2.1 is trivial and so the Galois group of L(y)= b is
C.
2. b=1. A partial fraction computation shows that L(y)= 1 has no rational solutions.
Now let us search for rst order left factors L1 of L such that L1(y)= 1 has a rational
solution. A calculation shows that the equation
y0 −

2x − d
c + dx

y=1 (1)
has a rational solution y=f if and only if z=(c + dx)f is a rational solution of
z0 − 2xz = c + dx (2)
(cf., Lemma 2.4). The rational solutions of (2) must be polynomials and one sees
that this has a polynomial solution if and only if c=0. Therefore the space W of
Proposition 2.1 is the solution space of y0 − (2x + 1x )y=0, that is, the space spanned
by xex
2
in the solution space of L(y)= 0. Therefore the Galois group of L(y)= 1 is
Co C.
3. b= 1x . We shall show that for any (c; d) 6= (0; 0), the equation
y0 −

2x − d
c + dx

y=
1
x
(3)
has no rational solution. This implies that L(y)= 1x also has no rational solution and
so the W of Proposition 2.1 is the solution space of L(y)= 0. Therefore the Galois
group of L(y)= 1x is C
2o C.
Eq. (3) has a rational solution y=f if and only if z=(c + dx)f is a rational
solution of
z0 − 2xz = c + dx
x
: (4)
If c 6= 0 then any rational solution of (4) must have a pole at x=0. Comparing orders
of the left and right-hand side of this equation yields a contradiction. Therefore c=0.
Similar considerations show that z0 − 2xz=d can never have a rational solution if
d 6= 0.
Proposition 2.1 allows us to give a detailed description of the Picard{Vessiot exten-
sion of k corresponding to L(y)= b.
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Corollary 2.3. Let k; b; L be as above and let KL be the Picard{Vessiot extension of
k corresponding to L(y)= 0. Let L1 2 k[D] be the unique monic operator of maximal
order satisfying
1. L1(y)= b has a solution f1 2 k; and
2. L=L1L0 for some L0 =Dt − bt−1Dt−1 −    − b0 2 k[D].
Then the Picard{Vessiot extension K of k corresponding to L(y)= b is the eld
KL(z0; z1; : : : ; zt−1) where z0; z1; : : : ; zt−1 are algebraically independent; z0i = zi+1 for i=
0; : : : ; t − 2 and z0t−1 =f1 + b0z0 +   + bt−1zt−1.
Proof. Let V be the solution space of (D− b0=b)L in K . The linear operator L0 maps
V onto the solution space of (D − b0=b)L1. Therefore, there exists a z 2V such that
L0(z)=f1. Since L(z)= b, we have that K =KLhzi. Since the Galois group of K over
KL is a vector group of dimension t, we have that K is a purely transcendental exten-
sion of KL of transcendence degree t. Therefore K =KL(z; z0; : : : ; z(t−1)). The elements
zi= z(i) satisfy the conclusion of the Corollary.
Proposition 2.1 also implies that in order to nd the Galois group of L(y)= b we
must
1. Calculate the Galois group GL of L, and
2. Find the monic operator L1 of maximal order satisfying 1. and 2. of Proposition
2.1 and identify the action of G on the solution space of L0.
The rst task was dealt with in [3]. In this paper it is shown (Theorem 4:1 1 and
its proof) how for all points z0 2C outside some nite set (depending on L), one can
calculate a matrix representation for the Galois group of L in the basis fy0; : : : ; yn−1g
of the solution space given by y(j)i (z0)= i; j.
Dealing with the second task will occupy the remainder of this section. We begin
by recalling some basic denitions and facts concerning linear dierential equations.
Two operators L2 and L1 are said to be equivalent if the D-modules D=DL2 and
D=DL1 are D-isomorphic (see [13]). This is equivalent to the statement that the two
operators have the same order m and that there exist operators R; S of orders at most
m− 1 with GCRD(R; L1)= 1 such that
L2R = SL1: (5)
Note that such an operator R can be used to dene a map 1 7! R which gives the iso-
morphism from D=DL2 to D=DL1. We note that the ring D is a left and right euclidean
domain. In particular given operators U; V 2D an extended euclidean algorithm yields
operators A; B2D; ord A< ord V; ord B< ord U; such that AU +BV =GCRD(U; V ).
Lemma 2.4. Let L1; L2 2D be equivalent operators and S 2D as in Eq. (5). The
equation L1(y)= b; b2 k has a solution in k if and only if the equation L2(y)= S(b)
has a solution in k.
1 This theorem is stated in terms of matrix systems Y 0 =AY but the translation to scalar equations L(y)= 0
is immediate.
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Proof. The extended euclidean algorithm yields ~R and ~L1 in D such that ~RR+ ~L1L1 = 1
and ord ~R< ord L1. The map v 7! R(v) is an isomorphism of VL1 (the solution space
of L1) onto VL2 and the map w 7! ~R(w) is the inverse of this isomorphism [13].
Since L1 ~R and R ~R− 1 vanish on VL2 , we have that L2 divides both of these operators.
Therefore there exist ~S and ~L2 2D such that L1 ~R= ~SL2 and R ~R+ ~L2L2 = 1.
We now claim that ~SS + L1 ~L1 = 1. We have that
( ~SS + L1 ~L1)L1 = ~SSL1 + L1 ~L1L1
= ~SL2R+ L1(1− ~RR)
= ~SL2R+ L1 − L1 ~RR
= ~SL2R+ L1 − ~SL2R
= L1;
and the equation follows after cancelling L1 on the right.
To prove one direction of the lemma, suppose L1(f)= b for some f2 k: If h=
R(f)2 k; then L2(h)= SL1(f)= S(b) as desired. To prove the other direction, suppose
L2(h)= S(b) for some h2 k: Let f= ~R(h) + ~L1(b)2 k: Then
L1(f) = L1 ~R(h) + L1 ~L1(b)
= ~SL2(h) + (1− ~SS)(b)
= ~SS(b) + b− ~SS(b)
= b;
completing the proof.
Any operator can be written as a product of irreducible operators and for any other
factorization, one has the same number of irreducible factors. Moreover, after a pos-
sible renumbering, the irreducible factors are equivalent. By denition any completely
reducible operator L can be written as the least common left multiple of a nite set of
irreducible operators. Any left or right factor will therefore be equivalent to the least
common left multiple of some subset of these operators. When k is a nite algebraic
extension of C(x), where C is a computable algebraically closed eld of characteristic
zero, one can eectively factor any dierential operator into a product of irreducible
dierential operators, determine if an operator is completely reducible and, if so, ef-
fectively write it as a least common left multiple of irreducible operators [3].
We shall attack the second task above in the following way. We start by writing L
as the least common left multiple of a set of irreducible operators T= fT1; : : : ; Tsg.
Any monic operator L1 dividing L on the left is equivalent to a least common left
multiple of elements from T. We x a subset of T and let L2 be the least common
left multiple of elements of this subset. We will show below that one can parameter-
ize all pairs of elements (L1; S); ord S < ord L1 = ord L2, where S and L2 are as in
Eq. (5) and L1 divides L on the left. We furthermore will show that one can decide
if there are values of the parameters so that L1(y)= b has a solution in k. Performing
these tasks over all subsets of T, we will eventually nd an operator L1 of maximal
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order satisfying conditions 1. and 2. of Proposition 2.1. We will then show how to
describe the action of GL on the solution space of L0 where L=L1L0.
The following three lemmas are used to describe the set of pairs (L1; S) mentioned
above. The fourth lemma will be used to decide if there are values of the parameters
so that L1(y)= b has a solution in k.
Let k =C(x). For a= pq 2 k; p; q2C[x]; (p; q)= 1, we dene deg a=max(degp;
deg q). For L= anDn+an−1Dn−1 +   +a0 2 k[D], we dene deg L=max1in(deg ai)
and ord L= n. Given operators L and L2, we will want to parameterize all pairs of
operators (L1; S) satisfying:
1. L1 is a monic operator equivalent to L2 that divides L on the left, and
2. ord S  ord L2 − 1 and L2R= SL1 for some R2D; GCRD(L1; R)= 1.
Lemma 2.5. Let T1 and T2 be operators with coecients in C(x) of orders n and m
and degrees N and M respectively. If T3 is an operator with coecients in C(x) such
that T3T2 =T1; then deg T3  (n− m+ 1)2M + N .
Proof. Let T1 =
Pn
i= 0 aiD
i; T2 =
Pm
i= 0 biD
i and T3 =
Pn−m
i= 0 ciD
i. The equation
T3T2 =T1 yields a system of (algebraic) linear equations0
BBB@
an
an−1
...
a0
1
CCCA =B
0
BBB@
cn−m
cn−m−1
...
c0
1
CCCA ;
where B is a matrix whose entries are sums of terms of the form Dj(bi); 0  j  n−m.
Therefore degB  (n−m+1)M . A solution of this system will be unique so the matrix
B has rank n− m. Therefore there is an (n− m) (n− m) invertible submatrix ~B of
B. For convenience of notation we shall assume this is formed by the rst n−m rows
of B. We then have0
BBB@
cn−m
cn−m−1
...
c0
1
CCCA = ~B−1
0
BBB@
an
an−1
...
am+1
1
CCCA :
Since deg ~B
−1  (n− m+ 1)deg ~B  (n− m+ 1)2M , we have that
deg
0
BBB@
cn−m
cn−m−1
...
c0
1
CCCA =
0
BBB@ ~B−1
0
BBB@
an
an−1
...
am+1
1
CCCA
1
CCCA
 (n− m+ 1)2M + N:
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Lemma 2.6. Let k =C(x) and L; L2 be monic operators in D of orders n and m;
respectively.
1. For any i; 0  i  ord L one can eectively nd an integer ni such that if
L=L1L0 with monic L1; L0 2D and ord L1 = i then deg L0  ni.
2. One can eectively nd an integer N such that if L2 ~R= ~SL for some ~R; ~S 2D
with ord ~R< ord L and ord ~S < ord L2; then deg ~S  N .
3. One can eectively nd an integer M such that if L1 is a monic operator
equivalent to L2; dividing L on the left; then there exist R and S in D such that
L2R= SL1; ord R< ord L1; ord S < ord L2 and degR; deg S  M .
Proof. 1. This fact is well known (cf., Section 5:1 of [3] and also [5]; the latter paper
also contains explicit bounds) and so we only outline the proof. Let L=L1L0 and
ord L1 = n − i and let fy1; : : : ; yn−ig be a fundamental set of solutions of L1(y)= 0.
The coecients of L1 are quotients a=w where w is the wronskian determinant of
fy1; : : : ; yn−ig and a is the determinant of some (n − i)  (n − i) submatrix of W =
(y( j)l )
j= 0;:::; n−i
l= 1;:::; n−i (note that w is also the determinant of such a matrix). Since the log-
arithmic derivative of w is in k, we have that the logarithmic derivative of a is also
in k. Furthermore, the determinants of (n − i)  (n − i) submatrices of W satisfy an
equation L^i(y)= 0 where L^i is an operator that can be eectively constructed from
L. Therefore the coecients of L0 are quotients of two solutions of L^i(y)= 0, each
of which has logarithmic derivative in k. One can eectively nd sets of rational func-
tions fgrg, ffrsg such that the elements e
R
gr are algebraically independent over k and
if y satises L^i(y)= 0; y0=y2 k, then for some r there are constants fcsg such that
y=(
P
csfrs)e
R
gr . If a quotient of two such elements lies in k it will be of the formP
dsfrs=
P
csfrs for some constants cs; ds, and so deg L0 can be bounded in terms of
the degrees of the frs.
2. We will consider the dual equation ~R

L2 =L
 ~S

formed by taking adjoints (the
adjoint of an operator L=
Pn
i= 0 aiD
i is the operator L=
Pn
i= 0(−1)iDiai, [12], Ch.
10). Ore showed (see [13] for a modern presentation and references) that there exists
an (mm) matrix A whose entries lie in D and can be calculated from the coecients
of L and L2 such that ~S

= s0 + s1D +    + sm−1Dm−1 satises such an equation if
and only if A(so; : : : ; sm−1)= 0. Using row and column operations one can nd a set
of linear scalar equations equivalent to the system A(s0; : : : ; sm−1)= 0 (see [4]). Using
standard algorithms to nd rational solutions of scalar linear dierential equations one
can therefore nd a bound on deg ~S

and therefore on deg ~S =deg ~S

.
3. Let L=L1L0. From 1., one can eectively calculate an integer ni such that
deg L0  ni. Lemma 2.5 then allows us to calculate an integer mi such that deg L1  mi.
If L2R= SL1 with ord R< ord L1 and ord S <L2 then L2(RL0)=SL1L0 = SL. From 2.,
we have that there is a computable integer N such that deg S  N . Let i=ord L2=ord L1.
Taking adjoints in the equation L2R= SL1 we have that RL2 =L

1S
. One can bound
deg L1S
 in terms of deg L1 and deg S
. Applying Lemma 2.5 to the equation RL2 =
L1S
 allows us to bound degR and therefore degR.
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Before stating the next lemma, we introduce the following notion. Let L=
Pn
i=0 aiD
i2
C(x)[D] be an operator of order n and degree at most m where each
ai=
Pm
j= 0 bi; jx
jPm
j= 0 ci; jx
j
with bi; j ; ci; j2C. We may identify the operator L with the vector (b0;0; b0;1; : : : ; cn−1;m)2
C2(n+1)(m+1). We say that a set of operators L is constructible if, under this identi-
cation, they form a constructible subset of C2(n+1)(m+1).
Lemma 2.7. Let k; L and L2 be as in the hypotheses of Lemma 2:6.
1. The set of pairs of monic operators (L1; L0); ord L1 =m; ord L0 = n−m such that
L=L1L0 forms a constructible set whose dening equations can be explicitly com-
puted.
2. Let nm be as in Lemma 2:6:1 and M be as in Lemma 2:6:3. The set PL2 of triples
of operators (L1; R; S) where
2.1. ord L1 =m; deg L1  nm; ord R; S  m− 1; degR; S  M;
2.2. L1 divides L on the the left;
2.3. GCRD(L1; R)= 1;
2.4. L2R= SL1 (and so L1 is equivalent to L2)
is constructible. Furthermore; one can eectively calculate the dening equations
of PL2 .
3. The set ML2 of pairs (L1; S) such that for some R2D; (L1; R; S)2PL2 is a con-
structible set. Furthermore; one can eectively calculate the dening equations of
ML2 .
Proof. 1. By Lemmas 2.5 and 2:6:1, we can eectively bound the degrees of L1 and
L0. Comparing the coecients of Di in the equation L=L1L0 yields dening conditions
for the constructible set.
2. Projecting the set dened in 1. yields the set L1 of L1 that divide L on the left.
Therefore this is a constructible set. Lemma 2:6:3 yields a bound on the degrees of R
and S. Therefore, the set of (L1; R; S) such that L2R= SL1, L1 2L1 is a constructible
set. Imposing the condition that GCRD(L1; R)= 1 yields a constructible subset.
3. This follows from the fact that the projection of a constructible set is constructible.
Let L=y(n)+an−1y(n−1)+  +a0y2C(x)[D], let 2C and let m=min0infmi−
ig where mi is the order of ai at . Let SL be the set of pairs (m; ) where m is a
negative integer, 2C and L((x − )m) has order at  strictly larger than m + m.
If (m; )2 SL, then  must be a nite singular point of L. Furthermore, for any nite
singular point , there is a nonzero polynomial equation (the indicial equation at )
such that the set of m with (m; )2 SL is precisely the set of roots of this equation.
This equation can be eectively determined from the (x− )-adic expansion of the ai.
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In particular, the set SL is a nite set that can be eectively determined. Similar cal-
culations can be done at innity (i.e., at 0 for the equation obtained after replacing
x by 1=t and d=dx by −t2d=dt) to determine a nite set S1L of positive integers m
having the property that L(xm) has order at innity strictly larger than −m+m1. Here
m1=min0inf ~mi + ig where ~mi is the order of ai at innity.
Lemma 2.8. Let k =C(x); N an integer and L=y(n) +   + a0y2D. The set V of
(c0; : : : ; cN ; d0; : : : ; dN )2C2N+2 such that
L(y)=
cN xN +   + c0
dNxN +   + d0 (6)
has a solution in k; is constructible. Furthermore; one can eectively nd the dening
equations of V.
Proof. Although this result can be deduced from the results of [5], we present a
direct proof here. We shall show that there is an a priori bound on the degrees of the
denominator and numerator of such a solution. Let f= pq 2 k; (p; q)= 1 be a solution
of (6) for some xed (c0; : : : ; cN ; d0; : : : ; dN )2C2N+2. We rst claim that q divides
Q=
Y
(m;)2 SL
(x − )−m  (dNxN +   + d0):
Let
q=
Y
(x − )n
be the factorization of q. If (−n; )2 SL, then (x−)n divides Q. If (−n; )62 SL then
L(f) has a pole of order n + n at . Therefore (x − )n+n divides dNxN +    + d0
and so our rst claim is proved. In particular, we have a bound for the degree of
the denominator of f. To bound the degree of the numerator, we expand at innity.
We have that f= xdeg p−deg q+ smaller powers of x. If degp − deg q> deg (cN xN +
   + c0) − deg (dNxN +    + d0), then (degp − deg q)2 S1L . Therefore, degp −
deg q<maxm2 S1L fm;Ng, so we can bound the degree of p.
Let M be a bound for the degree of the denominators and numerators of possible
f. The set of (hM ; : : : h0; kM ; : : : ; k0; cN ; : : : ; c0; dN ; : : : d0)2C2M+2N+4 such that
L

hMxM +   + h0
kMxM +   + k0

=
cN xN +   + c0
dNxN +   + d0
is clearly a constructible set. Projection yields the set V.
We note that the previous lemma is true when k is replaced by an algebraic extension
of C(x) and the parameterized rational function is replaced by a parameterized set of
elements from k, but for simplicity we have only stated and proved it in the more
restricted context. The fact that the set of factorizations of a linear dierential operator
constitutes a constructible set is well known (cf., [5] and [14]). Since we need more
information, we have presented our method above.
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We are now in a position to deal with the second of the above tasks and present
the complete algorithm to calculate the Galois group of L(y)= b.
Algorithm I
Input: A completely reducible nth order operator L2C(x)[D] and an element b2C(x).
Output: A set of equations in n2 variables dening the Galois group GL of L(y)= 0,
an integer t and a rational homomorphism  :GL ! GLt(C) such that the Galois group
of L(y)= b is Ct o GL where the action of GL on Ct by conjugation is given by .
1. Write L as a least common left multiple of a set T= fT1; : : : ; Tsg of irreducible
operators (using, for example, the algorithms in the Appendix of [3]).
2. If L=L1L0 then complete reducibility implies that L1 is equivalent to the least
common left multiple of some subset of T. Fix some subset of T and let L2 be
the least common left multiple of its elements. For this operator, apply Lemma 2:7:3
to construct the set ML2 .
3. Let (L1; S)2ML2 . Lemma 2.4 implies that L1(y)= b has a solution in C(x) if and
only if the equation
L2(y)= S(b) (7)
has a solution y2C(x). Apply Lemma 2.8 to Eq. (7) to determine the set of (L1; S)
for which this equation has a rational solution.
4. Repeat steps 2. and 3. until one nds an L2 of maximal order so that the set RL2
of (L1; S)2ML2 for which the Eq. (7) has a rational solution is nonempty. In this
case, Proposition 2.1 implies that there exists a unique L1 such that (L1; S)2RL2
for some S.
5. We write L=L1L0 and let t be the order of L0. Find dening equations of the
Galois group GL of L with respect to a basis of the solution space that contains a
basis of the solution space of L0(y)= 0 (the results of [3] allow one to do this).
In this basis the Galois group will be in block triangular form. Restriction to the
space W ’ Ct (i.e., selecting an appropriate block) yields the desired rational map
 : GL ! GLt(C) that gives the action of GL on Ct in Ct o GL.
Remarks. 1. One can easily interpret the calculations in Example 2.2 in terms of the
method given above. From the factorization L=(D − 2x)  (D − 2x) one sees that all
factors of L are equivalent to D−2x. All left rst order factors are given parametrically
by D−(2x− dc+dx ); (c; d) 6= (0; 0). Therefore to decide if L has a rst order left factor L1
such that L1(y)= b has a rational solution, we must decide if there exists (c; d) 6= (0; 0)
such that y0 − (2x − dc+dx )y= b has a rational solution. A calculation using Lemma
2.4 implies that this is equivalent to deciding if y0 − 2xy=(c + dx)  b has a rational
solution. Lemma 2.8 gives a method to nd all (c; d) such that this latter equation has
a rational solution.
2. The results of [3] allow one to construct a presentation of the Picard{Vessiot
extension associated to L(y)= 0. These can be combined with Corollary 2.3 to give a
presentation of the Picard{Vessiot extension associated with L(y)= b.
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3. Calculating the Galois group of L1(L2(y)) = 0; L1; L2 completely reducible
We shall show how to reduce this question to the question dealt with in the previous
section. This reduction was made by D. Bertrand in [1] in the context of D-modules
and this section is devoted to making Bertrand’s reduction explicit and eective.
Despite the title of this section, we will nd it useful to deal with rst order systems
Y 0 + AY =0. We begin by recalling certain facts concerning such systems (cf., [3,6]).
Let k be a dierential eld and let A1; A2 2Mn(k), the ring of nn matrices over k. We
say that the systems Y 0+A1Y =0 and Y 0+A2Y =0 are equivalent if there exists a matrix
B2GL(n; k) such that A2 = − B0B−1 + BA1B−1. Let K be a Picard{Vessiot extension
of k with Galois group G and assume that Y 0 + A1Y =0; Y 0 + A2Y =0 both have
fundamental sets of solutions in Kn. One can show that these two systems are equivalent
if and only if their solution spaces in Kn are isomorphic as G-modules (in fact, if Y1 is
a fundamental solution matrix of Y 0+A1Y =0 then Y2 =BY1 is a fundamental solution
matrix of Y 0+A2Y =0). To each scalar equation L(y)=y(n)+an−1y(n−1)+  +a0y0 = 0
one can associate a matrix equation Y 0 + ALY =0 where
AL=
0
BB@
0 −1 0 : : : 0
0 0 −1 : : : 0
: : : : : : : : : : : : : : :
a0 : : : : : : : : : an−1
1
CCA :
The equation L(y)= b can then be written as Y 0 + ALY =B where B=(0; 0; : : : ; b)T.
Conversely if k contains non-constants then any system is equivalent to one of the
form Y 0 + ALY =0 [9]. Finally, it can be shown that if L=L1L2 where L1 and L2 are
completely reducible operators, then Y 0+ALY =0 is equivalent to a system of the form
Y 0 +

A2 C
0 A1

Y =0; (8)
where the Y 0 + A1Y =0 and Y 0 + A2Y =0 are completely reducible (cf., [3], Section
2:3). In fact, A1 may be taken to be AL1 ; A2 may be taken to be AL2 , and C may be
taken to be the m n matrix with entry −1 in the m; 1 position and 0’s everywhere
else, where n is the order of L1 and m is the order of L2. The following result is a
concrete realization of Lemma 1 and the discussion in Section 2 of [1].
Lemma 3.1. If Y1 and Y2 are fundamental solution matrices of Y 0 + A1Y =0 and
Y 0 + A2Y =0 respectively then
Y =

Y2 UY1
0 Y1

(9)
is a fundamental solution matrix of Eq. (8) if and only if U satises U 0 + (A2U −
UA1)= − C.
Proof. Substitute and calculate.
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We note that the equation V 0 + (A2V − VA1)= 0 arises naturally when studying
systems of linear dierential equations. If Y 0+A1Y =0 and Y 0+A2Y =0 are two such
systems then the map Y 7! VY with V an mn matrix with entries in k maps solutions
of Y 0+A1Y =0 to solutions of Y 0+A2Y =0 if and only if V 0+(A2V −VA1)= 0. This
allows one to identify solutions of this latter equation with elements of HOM(W1; W2)
where each Wi is the solutions space of Y 0 + AiY =0. One can furthermore identify
HOM(W1; W2) with W 1 ⊗W2 and rewrite the dierential equation V 0+(A2V−VA1)= 0
in terms of this identication. We shall now make this explicit. 2
Let V be an m n matrix and let vi be the ith column of V . Let ~V be the column
vector (vT1 ; : : : ; v
T
n )
T. A calculation shows that V satises V 0 + A2V − VA1 = 0 if and
only if ~V satises ~V
0
+ (−AT1 ⊗ Im + In ⊗ A2) ~V =0. Furthermore, if Y1 and Y2 are
fundamental solution matrices of Y 0 + A1Y =0 and Y 0 + A2Y =0, respectively, then a
calculation shows that (Y−11 )
T ⊗ Y2 is a fundamental solution matrix of ~V 0 + (−AT1 ⊗
Im + In ⊗ A2) ~V =0. Denoting the columns of C by ci we will let ~C be the column
vector (cT1 ; : : : ; c
T
n )
T.
Lemma 3.2. Assume that k contains a nonconstant. Let Y 0+A1Y =0 and Y 0+A2Y =0
be completely reducible equations and let K be the Picard{Vessiot extension of k
corresponding to Eq. (8). Let F K be the Picard{Vessiot extension corresponding
to
Y 0 +

A2 0
0 A1

Y =0: (10)
Then
1. F contains the Picard{Vessiot extension E corresponding to
~V
0
+ (−AT1 ⊗ Im + In ⊗ A2) ~V =0 (11)
and so the Galois group G(E=k) is a quotient of G(F=k).
2. K =F( ~V ) where ~V is a solution of
~V
0
+ (−AT1 ⊗ Im + In ⊗ A2) ~V = − ~C: (12)
3. The Galois group G(E( ~V )=k) is the semidirect product W o G(E=k) of the
Galois group G(E=k) and a vector group W . Furthermore; the Galois group G(K=k)
is the semidirect product W oG(F=k) where the action of G(F=k) on W is given by
composing the quotient map G(F=k)! G(E=k) and the action of G(E=k) on W .
Proof. The rst two statements follow from the discussion preceding the lemma.
2 One can formulate this in terms of D-modules (although we shall not need this). Let M1 and M2 be
the D-modules associated to Y 0 + A1Y =0 and Y 0 + A2Y =0 (see [3]). One can put a natural D-module
structure on HOMk (M1;M2) such that V 2HOMk (M1;M2) denes a D-module isomorphism if and only
if V 0 + (A2V − VA1) = 0. The D-modules HOMk (M1;M2) and M1 ⊗M2 are isomorphic D-modules and
the above identication of the two equations V 0 + (A2V − VA1) = 0 and ~V 0 + (−AT1 ⊗ Im + In ⊗ A2) ~V =0
makes explicit what we need from this identication.
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To prove the third statement we note that since Y 0 + A1Y =0 and Y 0 + A2Y =0 are
completely reducible equations, the Galois group G(F=k) is a reductive group. Since
the Galois group G(E=k) is a quotient of G(F=k) it is also reductive. If L^ is a scalar
equation such that Y 0+AL^Y =0 is equivalent to Eq. (11), then Eq. (12) is equivalent to
L^(y)= b^ for some b^2 k. Since G(E=k) is reductive, L^ is a completely reducible operator
and we can apply Proposition 2.1 to conclude the rst part of the third statement.
To prove the second part, we consider the following diagram:
We will rst show that G(F( ~V )=F) ’ G(E( ~V )=E). To do this it suces to show
that F \ E( ~V )=E (cf., Lemma 5:10 of [8]). Since G(E( ~V )=E) is abelian (it is the
vector group W ), F \ E( ~V ) is a Picard{Vessiot extension of k. The Galois group
G(F \ E( ~V )=E) is a quotient of W and so is unipotent. Since G(F \ E( ~V )=E) is also
a quotient of the reductive group G(F=k) it is also reductive and therefore must be
trivial. Therefore F \ E( ~V )=E.
Let us denote by ~W the Galois group G(K=F). As we have just shown this is iso-
morphic to W , the Galois group G(E( ~V )=E. Since G(K=F)= ~W ’ G(F=k) is reductive,
we have that ~W is the unipotent radical of G(K=k). Therefore G(K=k) is isomorphic
to ~W o P where P is a Levi factor isomorphic to G(F=k) (via the map that takes
a 2G(K=k) and restricts to F) and ~W is isomorphic to W (via the map that takes
2G(K=k) and restricts to E( ~V )). We now consider the action of P on ~W by con-
jugation. Let PE be the subgroup of P that leaves E elementwise xed. This is a
normal subgroup of P and so is reductive. If 2PE , then  leaves E( ~V ) invariant and
so restriction gives a homomorphism of PE to G(E( ~V )=E). Since this latter group is
unipotent, the homomorphism must be trivial. Therefore any element of PE leaves ~V
xed and so must commute with any element of ~W . Therefore, the action of P on ~W
factors through the action of P=PE on ~W , and this is the same as the action of G(E=k)
on W .
This last result and its proof tell us how to compute the Galois group of Eq. (8)
when k =C(x).
Algorithm II
Input: A system of linear dierential equations (8) where Y 0 + A1Y =0 and Y 0 +
A2Y =0 are completely reducible with A1 2Mn(C(x)); A2 2Mm(C(x)).
Output: A system of equations in m + n variables dening the Galois group
G(F=k)GLn+m(C) of the Picard{Vessiot extension corresponding to the system (10),
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an integer t and a rational homomorphism  :G(F=k)! GLt(C) such that the Galois
group of (8) is CtoG(F=k) where the action of G(F=k) on Ct by conjugation is given
by .
1. One rst calculates the Galois group G(F=k) of Eq. (10) using the results of [3].
This Galois group will be represented as matrices acting on diag(Y1; Y2) where
Y1 is a fundamental solution matrix of Y 0 + A1Y =0 and Y2 is a fundamental
solution matrix of Y 0 + A2Y =0. One can easily calculate the action of G(F=k)
on (Y−11 )
T ⊗ Y2 and so calculate the Galois group G(E=k) of equation (11) as
well as the map G(F=k)! G(E=k).
2. Find a scalar equation L^(y)= 0 equivalent to the Eq. (11) as well as an ele-
ment b^2 k so that Eq. (12) is equivalent to L^(y)= b^ (an algorithm to do this
is presented in [9]; in the examples below ad hoc methods are used). Using the
transformation of Y 0 + AL^Y =0 to ~V
0
+ (−AT1 ⊗ In + Im ⊗ A2) ~V =0 allows us to
calculate the action of G(E=k) on the solution space of L^(y)= 0.
3. Proposition 2.1 allows us to calculate a vector group W so that the Galois group
of L^(y)= b^ (and so of Eq. (12)) is W o G(E=k).
4. Lemma 3.2 now tells us that the Galois group of Eq. (8) is the group WoG(F=k)
where the action of G(F=k) on W (i.e., the homomorphism ) can be calculated
from the information we have.
Remark. As in the case of the equation L(y)= b, the algorithms of [3] can be com-
bined with the above to give a presentation of the Picard{Vessiot extension correspond-
ing to L1(L2(y))= 0.
We will now give three examples of this method. In these examples we will start
with an equation of the form L1(L2(y))= 0 with coecients in k =C(x). The Galois
group G(F=k) that is the Galois group of equation (10) in Lemma 3.2, is the same as
the Galois group of LCLM(L1; L2). In the examples we shall apply ad hoc methods
to calculate this Galois group. We will then calculate a scalar equation equivalent to
the system (11) as well as the matrix B dening this equivalence. This will allow us
to nd a scalar equation L^(y)= b^ equivalent to the system (12). We then apply the
methods of Section 2 to calculate the vector space W .
Example 3.3. Consider the equation L(y)= 0; where L=L1L2; L1 =D2−x; L2 =D2+
1
xD + 1.
The Galois group of this equation is an extension of the Galois group G ~L of
~L=LCLM(L1; L2): Since L1 and L2 are both known to have Galois group isomor-
phic to SL2(C) (L1 is a form of Airy’s equation and L2 is a Bessel equation), G ~L is
a subgroup of SL2(C) SL2(C).
According to ([10], p. 1158), if G ~L is a proper subgroup of SL2(C) SL2(C); then
there exist a scalar matrix R=diag(; ) with entries in a quadratic extension of C(x)
and a matrix S 2GL2(C(x)) such that
Wr(y1; y2)=R  S Wr(z1; z2);
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where fy1; y2g (resp., fz1; z2g) is a basis for a fundamental solution space of L1 (resp.,
L2). Assuming this is the case, one can then show that
Wr(y21 ; y1y2; y
2
2)= R^ Wr(z21 ; z1z2; z22)
for some matrix R^2GL2(C(x)). Since fy21 ; y1y2; y22g (resp., fz21 ; z1z2; z22g) is a basis
for the fundamental solution space of L 21 (resp., L
2
2 ), we see that such an equation
holds if and only if L 21 and L
2
2 are equivalent over C(x).
In our case, we claim that L 21 and L
2
2 are inequivalent (and therefore that G ~L=
SL2(C)  SL2(C)). The expanded version of DEtools developed by Mark van Hoeij
for MapleV.5 allows one to calculate symmetric powers, LCLM’s and a basis of the
ring of D-module endomorphisms of D=DL for an operator L2D=C(x)[D]. Using
this we proceed as follows. A calculation shows that
M =LCLM(L 21 ; L
2
2 )
is of order 4. If L 21 and L
2
2 were equivalent then D=DM would be the direct sum of
two isomorphic D-modules. The endomorphism ring of D=DM would therefore have
dimension 4. Using the eigenring command in DEtools one sees that this ring has
dimension 2 and the desired result follows.
We now consider the equation
eV 0 + H ~V = − ~C;
where
H = − AT1 ⊗ I2 + I2 ⊗ A2;
A1 =

0 −1
−x 0

;
A2 =
2
4 0 −1
1
1
x
3
5 ;
~C =(0;−1; 0; 0)T:
A cyclic-vector computation shows that the system eV 0 + H ~V =0 is equivalent to
Z 0 + KZ =0; where
K =
2
664
0 −1 0 0
0 0 −1 0
0 0 0 −1
g1 g2 g3 g4
3
775 ;
g1 =
x6 + 3x5 + 3x4 + 5x3 + 6x2 + 3x − 3
x(x3 + x2 + 1)
;
g2 = − x
6 + 5x5 + 3x3 − 7x2 − 1
x3(x3 + x2 + 1)
;
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g3 = − 2x
3 − 2x2 + 1
x2
;
g4 = − x
3 − 2
x(x3 + x2 + 1)
:
The equivalence is given by the equation Z =B ~V ; where
B=
2
6664
1 0 0 0
0 1 −x 0
−1 + x − 1x −1 −2x
2 + 1x
3x3−x2+2
x2 3x − x2 0
3
7775 :
Therefore, the equation eV 0 + H ~V = − ~C is equivalent to
Z 0 + KZ = − B ~C: (13)
(The reader can verify that K = − B0B−1 + BHB−1:) Since K is in companion-matrix
form, it is easy to convert (13) into the inhomogeneous scalar equation L^(y)= b^; where
L^=D4 + g4D3 + g3D2 + g2D + g1 (gi as above);
b^=
x4 + 2x3 + x2 + 4x + 3
x3 + x2 + 1
:
Computations using the DFactor and ratsols commands in DEtools show that L^ is
irreducible over C(x) and that this equation admits no rational solutions. Thus, the
vector space W referred to in Lemma 3.2(3) is all of C4. We conclude that the Galois
group GL is C4o (SL2(C) SL2(C)).
Example 3.4. Consider the equation L(y)= 0; where L=L1  L2; L1 =D2 + 1xD + 1;
L2 =D2 − D.
The Galois group GL of L is once again an extension of G ~L; the group of ~L=
LCLM(L1; L2): To calculate G ~L note that the Galois group GL1 of L1 is SL2 and the
Galois group GL2 of L2 is the multiplicative group C
. The group G ~L is a subgroup
of GL1  GL2 that projects surjectively onto each factor. The Theorem of [10] implies
that, in this case, G ~L=GL1  GL2 .
We now consider the equation
eV 0 + H ~V = − ~C;
where
H = − AT1 ⊗ I2 + I2 ⊗ A2;
A1 =

0 −1
1 1x

;
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A2 =

0 −1
0 −1

;
~C =(0;−1; 0; 0)T:
A cyclic-vector computation shows that the system eV 0 + H ~V =0 is equivalent to
Z 0 + KZ =0; where
K =
2
664
0 −1 0 0
0 0 −1 0
0 0 0 −1
g1 g2 g3 g4
3
775 ;
g1 =
10x4 + 5x3 − 6x2 + 6x + 3
x2(5x2 − 3) ;
g2 = − 10x
3 + 15x2 + 9x + 12
x(5x2 − 3) ;
g3 = 3
5x2 + 5x + 2
5x2 − 3 ;
g4 = − 25x
2 + 5x − 3
5x2 − 3 :
The equivalence is given by the equation Z =B ~V ; where
B=
2
664
1 0 0 0
0 1 1 0
−1 1 1x 2
− 1x −2 −1 3 + 3x
3
775 :
Therefore, the system eV 0 + H ~V = − ~C is equivalent to
Z 0 + KZ = − B ~C:
(The reader can again verify that K = − B0B−1 + BHB−1:) Conversion to an inhomo-
geneous scalar equation yields L^(y)= b^; where
L^=D4 + g4D3 + g3D2 + g2D + g1 (gi as above);
b^= − 2 + 5x
2 + 5x + 12
5x2 − 3 :
Using the eigenring command of DEtools, one sees that the dimension of the endo-
morphism ring of D=DL^ is two. Since L^ is completely reducible, this implies that D=DL^
is the direct sum of two nonisomorphic irreducible D-modules. This furthermore implies
that L^ has exactly two nontrivial irreducible right (resp., left) factors. A computation
using the command endomorphism charpoly yields two dierent right factors. From
these one calculates the unique left factors and then one can show that for neither of
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these left factors L does the equation L(y)= b^ have a rational solution. Since L^(y)= b^
also has no rational solutions, we conclude that GL is C4o (SL2(C) C).
Example 3.5. Consider the equation L(y)= 0; where L=L1  L2; L1 =LCLM
(D − 2x; D); L2 =D2:
Here it is clear that G ~L; the group of ~L=LCLM(L1; L2); is C
:
We now consider the equation
eV 0 + H ~V = − ~C;
where
H = − AT1 ⊗ I2 + I2 ⊗ A2;
A1 =
2
4 0 −1
0 −2x − 1
x
3
5 ;
A2 =

0 −1
0 0

;
~C =(0;−1; 0; 0)T:
A cyclic-vector computation shows that the system eV 0 + H ~V =0 is equivalent to
Z 0 + KZ =0, where
K =
2
664
0 −1 0 0
0 0 −1 0
0 0 0 −1
0 0 h1 h2
3
775 ;
h1 = 2
8x6 − 12x4 + 18x2 + 9
4x4 + 3
;
h2 = 4
x(4x4 − 4x2 + 3)
4x4 + 3
:
The equivalence is given by the equation Z =B ~V ; where
B=
2
664
0 −x −x 0
x −1 2x2 −x
−2x2 + 1 2x −2x(2x2 − 1) 4x2
2x(2x2 − 3) −6x2 + 3 4x2(2x2 − 3) −6x(2x2 − 1)
3
775 :
Therefore, the equation eV 0 + H ~V = − ~C is equivalent to
Z 0 + KZ = − B ~C:
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(The reader can once again verify that K = − B0B−1 + BHB−1:) In this example, the
equivalent inhomogeneous scalar equation is L^(y)= b^, where
L^=D4 + h2D3 + h1D2;
b^=3− 6x2 + 64x
4 − 8x2 − 5
4x4 + 3
:
The eigenring command shows that the corresponding endomorphism ring has di-
mension 10 and yields a basis of this ring. Applying the endomorphism charpoly
to each of these will yield a list of right factors and a simple calculation yields their
corresponding left factors. Despite the fact that in this case there is an innite set of
left factors, there is a third order operator
L0 =D3 +
8x6 − 12x4 + 6x2 + 3
x(4x4 + 3)
D2 − 2 8x
6 + 3
x2(4x4 + 3)
D + 2
8x6 + 12x4 − 6x2 + 3
x3(4x4 + 3)
on this list of left factors such that L0(y)= b^ admits the rational solution y=
− 14x(6x2 + 5): Meanwhile, another computation shows L^(y)= b^ admits no rational
solutions. We are therefore able to avoid a calculation involving parameterized opera-
tors. Thus, we have
GL=Co C:
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