Abstract. As one step in a program to understand local solvability of complex coefficient second order differential operators on the Heisenberg group in a complete way, solvability of operators of the form ∆ S,α = ∆ S + iαU , where the leading term ∆ S is a "positive combination of generalized and degenerate generalized sub-Laplacians", has been studied in a recent article by M. Peloso, F. Ricci and the first-named author (J. Reine Angew Math. 513 (1999)). It was shown that there exists a discrete set of "critical" values E ⊂ C, such that solvability holds for α ∈ E. The case α ∈ E remained open, and it is the purpose of this note to close this gap. Our results extend corresponding results in another article by the above-mentioned authors (J. Funct. Anal. 148 (1997)), by means of an even simplified approach which should allow for further generalizations.
Introduction
Let ω denote the symplectic form on R If we write z = (x, y) = (x 1 , . . . , x n , y 1 , . . . , y n ), a basis for the Lie algebra h n of H n is given by the left-invariant vector fields The non-trivial commutation relations among these vector fields are
[X j , Y j ] = U, j = 1, . . . , n.
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Denote by sp (n, C) the symplectic Lie algebra, consisting of all complex 2n × 2n-matrices S satisfying
Let S ∈ sp (n, C). Following the notation of [5] and [4] , we denote by A = (a jk ) the symmetric matrix A := SJ, and put
where
In [4] , the situation where the matrix S assumes a block diagonal form
. . .
with respect to a suitable decomposition of R 2n into symplectic subspaces has been studied, under the assumptions that γ j ∈ C × = C\{0} and S 2 (j) = −I, j = 1, . . . , m. By means of Hörmander's criterion, it has been shown that for "most" of these matrices S, the operators ∆ S + lower order terms are locally non-solvable.
There are only five exceptional classes of operators of the above type to which Hörmander's criterion does not apply and which are listed in [4] . In all these classes, we may assume that each of the block matrices S (j) is of size 2 × 2. Moreover, according to the classification of normal forms in [6] , after applying a suitable symplectic change of coordinates, we may assume that S (j) is either of the form
Observe that the matrix ( 0 1 1 0 ) can be conjugated into the matrix
0 −1 by means of the real symplectic matrix
. We may therefore assume as well that blocks of Type 3 are given by
which turns out to be more convenient for our purposes.
Denote by σ S the principal symbol of −∆ S . If we assume that Re σ S ≥ 0, then ∆ S belongs to one of the major exceptional classes listed in [4] , and it follows from [4, Thm. 6.1] and (1.5) that ∆ S is of the form
. . , n, and where for each j = 1, . . . , r and every
provided we choose appropriate coordinates.
Let us assume in the sequel that ∆ S is of this form, and put ∆ S,α := ∆ S + iαU, α ∈ C. Set
and put E := E + ∪ E − . Moreover, denote by n 1 , n + 2 and n − 2 the number of "Type 1" blocks S (j) in S with |λ j | < 1, λ j = 1 and λ j = −1, respectively, and by n 3 the number of "Type 3" blocks. We shall prove the following extension of [3, Thm. 3.2] and [4, Thms. 7.1, 7.9]. Theorem 1.1. Let ∆ S be as described by (1.6) and (1.7), and assume that Re γ j > 0 for j = 1, . . . , r. Then E is discrete in C, and the following holds: 7) . Therefore, if Re γ j = 0 for every j, then ∆ S is a multiple of a real-coefficient operator, and local solvability of ∆ S,α can in this case be described by means of [5] . Notice that in this case the exceptional set may be non-discrete. We do not know at present what will happen if Re γ j = 0 only for some j ∈ {1, . . . , r}.
α is locally solvable if and only if n
+ 2 + n 3 > 0. (iii) If α ∈ E + , then ∆ S,
Proof of Theorem 1.1
The negative results are proved in the same way as Theorem 7.1 in [4] . For instance, if α ∈ E + and n − 2 = n 3 = 0, then
where |λ j | < 1 or λ j = 1. Let π µ denote the Schrödinger representation of H n with parameter µ ∈ R × , acting on the Hilbert space
And, if λ j = 1, then 
, and
annihilates a non-trivial Schwartz function; hence ∆ S,α is locally non-solvable.
Consider next the case α ∈ E. Put
and define
, where z j = (x j , y j ) and J 1 = 0 1 −1 0 . It follows from the arguments in [4, Section 7 ] that for α ∈ C with | Re α| < A, a tempered distribution F α is defined on H n by means of the formula
Here, , denotes the pairing between S and S, and ϕ µ the partial Fourier transform
of ϕ along the center. Moreover, the family of distributions {F α } | Re α|<A is analytic.
As for values of α with | Re α| > A, fix m ∈ N and put
The arguments in [4, Section 7] can easily be adapted to prove the following: 
This result implies in particular that ∆ S,α is locally solvable for α ∈ E. There remains the case where α ∈ E ± . Then choose m ∈ N sufficiently large, so that α ∈ D m . For β ∈ D m \ E sufficiently close to α, we have
The crucial point in proving local solvability for ∆ S,α is the following: 
we obtain in the limit as β ∈ D m \ E tends to α (taken in the distributional sense) that
Since U m+1 and D (r) are locally solvable, this implies local solvability of ∆ S,α . There remains to prove Lemma 2.2. To this end, let us first consider G β for | Re β| < A, so that G β is given by 
