A two-stage optimization procedure for matrix updating of a damped finite element model in structural dynamics is proposed. In Stage I, the measured data is updated to satisfy a recently established orthogonality relation between the eigenvectors of a quadratic matrix pencil associated with the model. This updated data is then used in Stage II to update the stiffness matrix so that (i) the updated model reproduces the measured data, and (ii) the symmetry of the original model is preserved. The results of the paper generalize some well-known and recent results in several ways. Our contribution also includes mathematically proved results to demonstrate that Stage I is essential to obtain a symmetric updated matrix K in Stage II, unless, of course, the measured eigenvector matrix is such that the orthogonality constraint has been already satisfied, which is extremely unlikely to happen in practice.
Introduction
Finite element model updating problem concerns updating an analytical symmetric finite element generated model using measured data from a real-life or an experimental structure. The updating needs to be done in such a way that the symmetry of the model is preserved and the updated model contains some of the desirable physical and structural properties of the original finite element model. The problem routinely arises in vibration industries, including automobile, and air-and space-crafts.
There now exists a large amount of work on direct matrix updating methods. Most of this work prior to 1995 is contained in the book by Friswell and Mottershead [1] ) and references there in. Some of the more recent results can be found in [2] [3] [4] [5] [6] [7] [8] [9] . Most existing methods concern updating of an undamped analytical model of the form:
where M a , K a are, respectively, the analytical mass and stiffness matrices. For the sake of convenience, we will denote this model simply by (M a , K a ). Similar notations will be used for the updated model; that is, (M u , K u ) will stand for the undamped updated model and (M u , C u , K u ) will stand for the damped updated model
The analytical and updated eigenvalues and eigenvectors will also be denoted in a similar way.
A standard practice is to formulate the updating problem in an optimization setting such that the undamped updated model satisfies the following basic properties of the original model [1] :
Maintaining symmetry and reproduction of the measured data are the basic requirements for model updating. However, satisfaction of the orthogonality relation by the measured data is also of prime importance, because the measured data, which comes from an experiment or a real-life structure, very often fails to satisfy the orthogonality constraint (iii).
Besides these basic requirements, there are also other engineering and computational challenges associated with the updating problem. These include: (i) dealing with incompleteness of the measured data, and (ii) complex measured data versus real analytical data, etc. For details, see book by Friswell and Mottershead [1] . In this paper, we deal only with real representations of the data and assume that either modal expansion or model reduction has been performed to deal with the issue of the incomplete measured data.
There are two types of updating procedures. The first type of methods, assuming the mass matrix as the reference matrix, update first the measured data so that it satisfies the mass-orthogonality constraint (iii). This is then followed by updating the stiffness matrix so as to satisfy the constraints (ii) and (iv). The others update, either separately or simultaneously, the mass and stiffness matrices, satisfying the constraints (i)-(iv) [8, 10, 11] . There also now exists a method which updates the stiffness matrix first satisfying the constraints (ii) and (iv) and then computes the missing entries of the measured modes in a computational setting such that computed data satisfies the mass orthogonality constraint [2] . The method proposed in [2] has the additional important feature that the eigenvalues and eigenvectors which are not updated remain unchanged by the updating procedure. This guarantees that "no spurious modes appear in the frequency range of interest".
In this paper, we propose a new method of the first type for a damped model. Thus, our method consists of two stages. In Stage I, we update the measured eigenvectors so that they satisfy a quadratic orthogonality relation proved in Corollary 4 of this paper. This result is a real-form generalization of the three orthogonality relations, proved earlier in [12] . In Stage II, the updated measured eigenvectors from Stage I are used to update the stiffness matrix so that it remains symmetric after updating and the measured eigenvalues and eigenvectors are reproduced by the updated model. Thus, our method generalizes methods for undamped models of the first type to a damped model. The results of numerical experiments on some case studies are presented to show the accuracy of the proposed method. Our contribution also includes mathematically established results to show that satisfaction of the orthogonality relation by the measured data is necessary and sufficient for the solution of Stage II to be symmetric.
It is to be noted that there are other methods, including the method of Friswell, Inman and Pilkey [6] , the algorithmic implementation of this method [13] , and several control-theoretic methods (e.g. [14] [15] [16] ) that consider updating of the damped models. For details of these control theoretic methods, see Friswell and Mottershead [1, p. 154] . However those methods do not explicitly update the measured data so as to satisfy any orthogonality constraints. On the other hand, as noted before, our mathematical results of Theorems 2 and 3 demonstrate that Stage I must be performed explicitly or it is to be implicitly assumed that the measured data already satisfies an appropriate orthogonality constraint, before performing Stage II. Otherwise, the feasibility set of Stage II problem might be empty.
In our case the problems in both stages are nonlinear optimization problems. The Stage I problem is a nonconvex minimization problem with equality relations. This is a difficult optimization problem to solve. An augmented Lagrangian method is proposed to deal with this problem. Some convergence properties of this method are discussed.
The Stage II problem is a convex quadratic problem. This is a rather nice optimization problem to deal with and there are several excellent numerical methods for such problems in the literature (see [17] ).
Implementations in optimization settings of Stage I and Stage II require that the appropriate gradient formulas must be computed in terms of the known quantities only, which are, in our case, just a few measured eigenvalues and eigenvectors and the corresponding sets from the analytical model. Such gradient formulas have been mathematically derived in the paper.
The following notations are used throughout this paper.
• R p×q -the set of all real p × q matrices
T -the transpose of A • diag (A) -the diagonal matrix with the same diagonal elements as A • M a , C a , K a -real symmetric analytical mass, damping, and stiffness matrices, respectively • M u , C u , K u -updated real symmetric mass, damping, and stiffness matrices, respectively • Λ, Φ -eigenvalue and eigenvector matrices (possibly complex) • T M , X M -real-form representations of the measured eigenvalue and eigenvector matrices.
The orthogonality relations for the quadratic pencil
In this section we state three orthogonality relations of the eigenvectors of the quadratic matrix pencil:
recently obtained in [12, 18] . These relations generalize the well-known orthogonality relation of a symmetric matrix and that of a symmetric positive definite linear pencil (see Datta [19, 20] ). The real-version of the last relation will be proved in the next section and be used in our work in this paper.
Theorem 1 (Orthogonality Relations of the Eigenvectors of Quadratic Matrix Pencil)
Let all the eigenvalues of
T , be distinct and nonzero. Let Λ = diag(λ 1 , ..., λ 2n ) be the matrix of eigenvalues and Φ = (φ 1 , ..., φ 2n ) be the matrix of corresponding eigenvectors of the pencil P (λ), i.e. det(P (λ i )) = 0, P (λ i )φ i = 0, ∀i, Then there exist diagonal matrices D 1 , D 2 , and D 3 such that
Note: (i) When C = 0, the relation (4) reduces to the well-known orthogonality relation for linear pencil, namely, Φ T MΦ = D, where D is a diagonal matrix (possibly complex). If the linear pencil is symmetric and positive definite, then D can be chosen as the real identity matrix.
(ii) The pair (Φ, Λ), Φ ∈ C n×k , Λ ∈ C k×k will be called a matrix eigenpair of the pencil P (λ). It can be either full set of eigenvectors-eigenvalues (k = 2n) or just a portion of the spectral data (k < 2n). Note that the pair (Φ, Λ) satisfies the following relation:
Real-Form Representations of Complex Numbers, and Eigenvalues and Eigenvectors
Given a pair of complex conjugate numbers α j ± iβ j , we can associate with it a 2 × 2 matrix T j , given by
Thus, given a set of k numbers of which l are complex conjugate pairs of the above form, and remaining k −2l are real, we can associate with these numbers a real block-diagonal matrix T of the form
where T 2l+1 through T k are real scalars. T is then a real-form matrix representation of these k numbers.
Analogously, for a set of k vectors a real-form matrix representation is given by:
Indeed, defining the block diagonal matrix
we can write
and, similarly,
Pair (X, T ) will be called a real matrix eigenpair of P (λ).
Thus if (X, T ) is a real matrix eigenpair of P (λ), then we have:
Also, the distinctiveness of the eigenvalues in Λ implies, that
This, in turn means, that
Existence of Symmetric Solution of the Model Updating Problem
In this section, we establish mathematical results to demonstrate the fact that the updated measured data must satisfy orthogonality condition for the existence of a symmetric solution to the Stage II. We consider both cases: undamped and damped models.
Linear Case (Undamped Model)
Consider the generalized symmetric eigenvalue problem Kφ = λMφ and the associated real-form representation of the complex matrix eigenpair (X, T ).
n×k of the form (7) with full rank. There exists a symmetric nonzero matrix K such that KX = MXT if and only if X T MX = B, where B is a block-diagonal matrix of the form:
(⇐) Sufficiency. Since X has full rank, the matrix equation KX = MXT has a nonzero solution. To prove that there exists a symmetric solution K to the equation, we consider an extension of (X, T ) in the form
, whereB is a block-diagonal matrix, X ext is of full rank, andT is a blockdiagonal matrix. Now define:
Then, obviously, KX = MXT , moreover since B ext T ext is a symmetric matrix, K is also symmetric. Different choices ofX andT will produce different symmetric solutions to the above equation.
(⇒) Necessity. Since M is symmetric, there exists a matrix Φ, such that
where D is a diagonal matrix, see [19] .
Setting X = ΦS −1 , where S is defined as in (8), we have,
Thus, a 2 × 2 block of B is of the following form:
In this section, we prove an analogous result for the quadratic pencil P (λ). In this case there are 2n eigenvalues and eigenvectors.
The real-form representation of the matrix eigenpair (Φ, Λ) of P (λ) is denoted by (X, T ).
The pair (X, T ) satisfies the relation (9), which can be written as
This shows that the matrix
is the real-form representation of the eigenvector matrix of the 2n × 2n linear pencil
Since M, C, K are symmetric, by Theorem 2, therefore, we have
where B = diag(B 1 , ..., B l , B 2l+1 , ..., B k ) is a block-diagonal matrix with blocks defined as in (12) . Note the relation (14) is equivalent to the orthogonality relation (4) for the complex eigenpair.
To solve the inverse problem, i.e. to find a symmetric K which will satisfy the eigenvalue-eigenvector relation (9) for given M = M T , C = C T , and the rank condition (X, T ) satisfying (11), we find an extension of the matrices X and
 is of full rank and
HereT ,B are real block-diagonal matrices. Then we can take K as the solution to the following linear system
ext . This is a real symmetric matrix (note, that B ext T ext is a symmetric matrix).
The above discussion leads to the following theorem.
and T ∈ R k×k , X ∈ R n×k , k < n matrices of the form (6), (7), respectively. Let (X, T ) satisfy condition (11) . Then there is a real symmetric matrix K such that
where B is some block-diagonal matrix with blocks of the form (12) .
Corollary 4 Assume that T is a real-form representation of an eigenvalue matrix of the pencil (M, C, K) and all the diagonal blocks of T are distinct, then B is of form (12) if and only if BT = T T B.
PROOF. Consider the matrix D 3 from (4), and note that
is of the form (12) if and only if D = S
T BS is a diagonal matrix, which is equivalent, to
This implies that BT = T T B.
A Two-Stage Model Updating Scheme
In this section, we introduce our two-stage model updating scheme for FEMU. Throughout, we assume that
are given.
Stage I: In this stage, the real-form representation of the measured eigenvector matrix X M is updated so that it becomes as close as possible to the analytical data in the sense that a weighted distance between them is minimized. Furthermore, an orthogonality constraint stated in Corollary 4 is enforced. Mathematically, the problem may be stated as follows.
where
with B(X, T M ) given by (14) and W 1 is some positive-definite weighting matrix. A solution to the problem will be denoted by X u .
Stage II : Let X u be a solution from Stage I. In this stage, we would like to update the stiffness matrix K so that it becomes as close as possible to K a in the sense that a weighted distance between K and K a is minimized. In addition, constraints on symmetry for K and eigenvalue-eigenvector relation of (9) are enforced. Mathematically, this amounts to solving the following minimization problem:
where W 2 > 0 is a positive-definite weighting matrix. The solution to the problem will be denoted by K u .
Problem (Q) is a convex quadratic programming problem with a unique solution. There exists an analytical expression [6] and a computational algorithm [13] based on numerical linear algebra techniques. Since (Q) is a simple convex quadratic programming problem, we can also solve it numerically by existing optimization techniques.
Remarks:
It is also possible to update both the stiffness and damping matrices satisfying the orthogonality relation of Stage I. This will require reformulation of the problem. Such reformulation is currently being investigated.
A Solution Method and its Convergence Properties
We now focus on how to solve (P). As noted before Problem (Q) is a convex quadratic programming problem for which there exist excellent numerical methods. However, in our numerical experiment, we use the same method developed for (P) to solve (Q).
To simplify the presentation, set W = I, and
Then the Lagrangian function for (P) is:
where Y ∈ R k×k . Some remarks about our Lagrange function L are in order. By definition, H(X) T = −H(X). Hence the system H(X) = 0 defines k(k − 1)/2 constraints.
The necessary optimality conditions for (P) can now be stated as follows: find a pair (X * , Y * ) such that
Problem (P) has a convex quadratic objective function, and polynomial equality constraints. So it is a polynomial programming problem. But the feasible region defined by the polynomial equality constraints are nonconvex in general.
Hence we are dealing with a nonconvex minimization problem with equality constraints.
Generally speaking, if X * is an optimal solution for (P), and the constraint system satisfies certain regularity condition at X * , then there is a Y * ∈ R k×k such that (X * , Y * ) satisfies (17) . Elements of Y * are usually called Lagrangian multipliers.
Optimization techniques for constrained problems such as (P) have been well developed in the past fifty years. There are many efficient methods, including augmented Lagrangian methods, to solve a nonlinear programming problem with equality constraints. The first augmented Lagrangian method was independently proposed by Hestenes [21] and Powell [22] by adding a quadratic penalty term to its Lagrangian function L(X, Y ). Because of its attractive features, such as ease to implement, it has emerged as an important method for handling constrained optimization problems. The literature on augmented Lagrangian methods is vast. We refer the reader to [23, 24] for a thorough treatment on this class of methods and its convergence theory. Following Hestenes and Powell, we propose an augmented Lagrangian method to solve (P). To this end, we introduce the following parameterized family of the augmented Lagrangian functions:
where ρ is a positive constant.
We now discuss an issue associated with our proposed augmented Lagrangian method.
The existence of a global minimizer in Step 3: for P(i), the following proposition guarantees that there is a solution.
PROOF. We will prove that L ρ (·, Y ) is level-bounded [24, Definition 1.8]; that is, for each real µ, the set {X | L ρ (X, Y ) ≤ µ} is bounded. Once this is done, the non-emptiness of arg min X L ρ (X, Y ) follows from [24, Theorem 1.9].
Let {X i } be a sequence such that Stop if ||∇ X L(X i , Y i )|| ≤ ǫ, and ||H(X i )|| ≤ ǫ
3:
Solve the unconstrained optimization subproblem:
Let X i+1 be the solution of (P(i))
4:
Update the multiplier matrix:
Then choose ρ i+1 > ρ i 5: end for since, by Cauchy-Schwartz inequality Y, H(
were not a bounded set for some µ, then there would exist a sequence {X i } sequence such that ||X i || F → ∞ as i → ∞. This would imply that 2. The convergence of the proposed method: As we have already pointed out before, (P) is a nonconvex programming problem. It is well-known in optimization literature that finding a global minimizer for a nonconvex programming problem is a very challenging task. A practical way for solving a sequence of nonconvex programming problems in Step 3 is to find a sequence of critical points instead. The following theorem, which is embedded somewhere in the general convergence theory in [23, 24] , ensures that such a sequence of critical points will have a convergent subsequence.
To make our presentation self-contained and for the reader's convenience, we include a proof of this theorem in the next section after computable gradient formulas are derived. Let us set
Then F : R k×k → R (k−1)k/2 , and it is easy to see that F (X) = 0 if and only if H(X) = 0. Also, simple calculations show that < Y, H(X) >= 2 <Ŷ , F (X) >,
and
. ., with {||Ŷ j || F } bounded, and ρ j < ρ j+1 and ρ j → ∞ as j → ∞. If there is a convergent subsequence
, then there is aŶ * such that
Remarks: (a) In view of the relationships between F and H,Ŷ and Y , it is easy to see that ∇ X L(X * ,Ŷ * ) = 0 and F (X * ) = 0 if and only if there is some Y * (by (19) ) such that the pair (X * , Y * ) satisfies (17) . (b) It is also clear from (19) that {||Y j || F } bounded if and only if {||Ŷ j || F } is bounded. The following simple example shows that if the conditions listed in Theorem 6 are not satisfied, Lagrangian multipliers may not exist.
Example 7
Consider min x∈R x subject to x 2 = 0. Then it is trivial to see that x = 0 is an optimal solution. However there is no Lagrangian multiplier for the minimization problem.
Computable Gradient Formulas
To implement the proposed method effectively, we need to have gradient formulas that can be computed in terms of the given quantities. In this section, we will show that gradients of functions associated with problems (P) and (Q) can be computed in terms of their associated matrices. This is particularly important since our numerical experiments are conducted in MATLAB environment.
The basic idea for deriving gradient formulas comes from operator theory on adjoint operators as has been used in [25] .
It is easy and elementary to see that
and H(X) is given by (16);
. (22) The details of the derivation of formula (21) are given in the Appendix.
With the above gradient formulas, the gradient formulas for L and L ρ with respect to X can be written as:
Gradient Formulas for Problem Q
Gradient Functions in Problem (Q) are much simpler, and can be written down as follows.
We will now use the above gradient formulas to obtain the necessary optimality conditions for Stage I.
Necessary optimality conditions in matrix form for (P):
Find X and Y such that
where H(X)is given by (16) , and ∇g Y (X) is given by (22) . The above necessary optimality conditions expressed in terms of given matrices are significant. It not only opens up the possibility of solving (P) by solving the above systems of equations (such as by Newton's method for nonlinear equations), but also forms the basis for sensitivity analysis when the problem data undergoes small changes.
We conclude this section by including a proof of Theorem 6. We begin with a well-known lemma on the invertibility of a matrix (see e.g. [19, p. 319 
]).
Lemma 8 Let p, q be positive integers such that p ≥ q. Suppose that A is an p × q matrix with rank q.
PROOF. The proof is by contradiction. Let u be a nonzero q × 1 vector such that A T Au = 0. Then (Au) T (Au) = 0. It follows that Au = 0. The rank condition on A implies that u = 0, which is a contradiction. This proves A T A is invertible.
PROOF of Theorem 6: Without any loss of generality, suppose that X j → X * as j → ∞. For any fixed X, since ∇F (X) is a [(k−1)×k/2]×[n×k] matrix, ∇F (X * ) has rank (k − 1) × k/2, and ∇F (·) is continuous. We may further assume that ∇F (X j ) has rank (k
and multiplying both sides of (23) by ∇F (X j ) = A T j , we have
T * ∇f (X * ). By taking the limit on both sides (23), we have that ∇ X L(X * ,Ŷ * ) = 0. Since 2(Ŷ j + ρ j F (X j )) → 2Ŷ * , and {||Ŷ j || F } is bounded, the sequence {ρ j F (X j )} is bounded. By ρ j → ∞ as j → ∞, we conclude that lim
So the pair (X * ,Ŷ * ) satisfies (20) . This completes the proof.
Case Studies
In this section, we present the results of our numerical experiments on
• A spring-mass system of 10 Degree of Freedom (DoF) [1] • A vibrating beam.
The data for our experiments are set up as follows:
• The matrices M a , C a are kept fixed.
• To simulate the measured data (X M , T M ), we add a random noise with some Gaussian distribution to the eigendata of the analytical model. • The weighting matrix was taken as W = I.
We used MATLAB with double arithmetics to run numerical experiments. As a solver of an unconstrained optimization problem MATLAB optimization toolbox routine fminunc which implements BFGS Quasi-Newton method has been used.
A mass-spring system of 10 DoF
Consider the example of a mass-spring system of 10 DoF, as depicted in Figure  1 . In this example all rigid bodies have a mass of 1 kg, and all springs have stiffness 1 kN/m. The analytical model is given by: 
The measured data for our experiment was simulated by reducing stiffness of the spring between masses 2 and 5 to 600 N/m and adding Gaussian noise with σ = 2%.
The analytical eigenvalue and eigenvector matrices are: 
The measured eigenvalue and eigenvector matrices are: 
Results of Stage I
Orthogonality condition was not satisfied with the measured eigenvector matrix as shown by the residual:
However, with preprocessing of the measured data using Stage I we obtained 
The orthogonality condition is now satisfied with this updated eigenvector matrix as shown by the following residual:
Results of Stage II
With the updated eigenvector matrix X u from Stage I:
• The updated matrix K u was symmetric, as shown by the residual norm:
• The measured eigenvalues and corrected measured eigenvectors were reproduced accurately by the updated model, as shown by the following residual:
Note: It is clear from the above figure that the largest changes correspond to degrees of freedom 2 and 5. The changes corresponding to the other degrees of freedom are reasonably small. 
Vibrating Beam
Consider a discrete spring-mass model of a vibrating beam [26] , which consists of n + 2 masses {m i } n i=−1 , linked by massless rigid rods of length {l i } n i=0 which are themselves connected by n rotational springs of stiffness {k i } n i=1 . This model corresponds to a finite difference approximation of a beam with distributed parameters. The vibration of the beam with clamped left hand end and with no force applied at the free end is governed by:
The simulated beam has 16 rods of length 1/16 m each, and all masses are 0.1 kg.
Results of Stage I
The measured data was obtained from the analytical data in the same way as the previous example. To simulate the measured data, the coefficients k 3 , k 5 , k 9 were reduced by 40%, 50%, 30%, respectively and gaussian noises with σ = 2% were added. The simulated measured eigenvector matrix became: 
Without application of Stage I, the matrix X M did not satisfy the orthogonality constraint, as shown by the residual:
Application of Stage I yielded: 
The updated matrix X u did satisfy the orthogonality constraint, as shown by the residual:
||H(X u )|| F = 9.09143 × 10
−6
Results of Stage II With the updated eigenvector matrix X u from Stage I:
.897 × 10 −8 .
• The measured eigenvalues and the corrected measured eigenvectors were reproduced accurately by the updated model, as shown by the following residual:
||R(K u )|| F = 5.795 × 10 −5 .
Summary and Conclusions
An important criterion for acceptability of a set of measured data (especially the eigenvectors) for a model updating procedure is that it must satisfy an appropriate orthogonality condition. For symmetric positive definite linear model which is often discussed in the literature, the orthogonality condition is the mass-normalization property of the eigenvector matrix. Until recently such orthogonality relations for a damped model were not known. Recently three orthogonality relations for a symmetric quadratic pencil have been derived. One such relation, involving the mass and damping matrices, has been used in this paper to update a damped model. This consideration gives rise to a two-stage optimization procedure. In Stage I, a set of measured eigenvector matrices are updated to satisfy the orthogonality constraint and in Stage II, the stiffness matrix is updated with the constraints on the symmetry of the stiffness matrix and reproduction of the measured eigenvalues and updated measured eigenvectors by the updated model. The orthogonality constraint in Stage I being nonlinear, finding an explicit solution, and finding a global solution to the posed optimization problem, unlike the linear case, remain difficult tasks. However, the gradient formulas, needed for numerical solutions of optimization problems in both stages, have been derived in terms of only the given quantities; namely, the coefficient matrices and a partial knowledge of the analytical and measured eigenvalues and eigenvectors. It has also been shown mathematically by solving a quadratic inverse eigenvalue problem in the paper that satisfaction of the orthogonality constraint in Stage I is necessary and sufficient for the updating in Stage II to be successful. The possibility of combining the two stages to simultaneously update stiffness and damping matrices so that the constraints on orthogonality, symmetry, and reproduction of the measured eigenvalues and eigenvectors are satisfied, is currently being investigated. A further challenging task will be to devise a model updating procedure that preserves the connectivity and other physical structures of the original model. However, the following underlying inverse eigenvalue problem needs to solved first: Given a set of k complex numbers and a set of k complex vectors (k < 2n), both closed under complex conjugation, and two fixed matrices M and C, each of order n, find a symmetric matrix K of order n with a specified structure such that the spectrum of the resulting quadratic pencil (M, C, K) will contain the given numbers, and the given vectors will be the corresponding eigenvectors of the pencil.
