Abstract -We investigate performance improvements through TCP window size optimisation achievable when TCP Reno is used over a highly heterogeneous network, such as an 802.11b Wireless LAN or a GPRS-based internet connection. Initially, our modelling focuses on a constant rate, buffered access link, based on a loss-less wireless channel and with a bandwidth at least one order of magnitude less than its fixed-network continuation into the core. We implement the model guidelines on Wireless LAN and GPRS access links, confirming that TCP throughput can be increased by optimising the TCP receiver window size to the link characteristics, and more significantly, that there exists a broad range of near-optimal awnd values.
I. INTRODUCTION
Whilst monitoring the performance of TCP over a network emulating the characteristics of a cellular network, in particular long round trip times (RTT) and a low last hop bandwidth, it came to the authors' attention, that the TCP flow control mechanism resulted in periodic fluctuations in the number of packets buffered at the head of the low bandwidth last hop. The net effect was either excessive buffering in one extreme or under utilisation of the low bandwidth link in the other. It became clear that performance could be improved by having the receiver cap the sender's rate by advertising a maximum TCP buffer size (awnd), which limits the maximum number of unacknowledged packets that can be sent into the network by the sender. It turns out that this approach, which we refer to as receiver based TCP flow management, has already been proposed for use in low bandwidth access channels [4] . A similar idea is also contained in [6] .
The current value of awnd is embedded in every packet acknowledgement sent by the receiver to the sender. The solution presented in [4] monitors, at the receiver end, the packet RTT and the capacity of dominating bottleneck, and combines it with information pertaining to the number and priority of TCP flows, to dynamically control the value of awnd to advertise to the sender. In contrast, [6] diverges from the end to end flow control principle by monitoring similar statistics at each routing node and overwriting the value of awnd in each intercepted acknowledgement to reflect the state of the network. Neither of these papers is concerned with wireless channels.
The purpose of our present study is to experimentally measure the performance increase gained through receiver based TCP flow management for wireless channels. We focus on a single TCP flow per bottleneck link and set awnd at session initiation based on averaged measurements of the end-to-end link. The reasoning behind this is that it is the most that can be achieved without having to modify the operating system or place an intermediate agent that intercepts acknowledgement packets.
The emphasis of this work is a validation of the TCP optimisation methodology through a comparison of measured performance from a General Packet Radio Service (GPRS) network, an emulated GPRS network and an 802.11b Wireless LAN network. We will present some initial theory to suggest that performance can be improved through a sensible choice of awnd, designed to take into account the capacity and fluctuations in capacity of the wireless channel. We then validate our findings for both low and high bandwidth wireless channels, as long as they represent a bottleneck when interfacing to a much higher capacity core link. The test bed uses Wireless LAN infrastructure in conjunction with a software-controlled network simulator (NIST Net). The optimum awnd setting is shown to yield modest throughput improvements (4% for live GPRS link, 12% for emulated GPRS link ) over the default awnd settings as advertised in most Windows OS TCP receivers based on the Reno variant. However, the more significant result is the existence of a broad region of near-optimal throughput performance.
II. WIRELESS ACCESS LINK MODEL

A. Baseline Model and Definitions
We model the delay through the network as shown in Fig. 1 For the remainder of our analysis we assume a single TCP flow per wireless connection and that the core network is of large enough capacity such that transmission time is not dependent on packet sizes, and propagation times are relatively constant. Referring to Fig. 1 We assume the statistics of the wireless channel are constant over the period under consideration. The wireless link employs a form of link layer error recovery, retransmitting lost packet fragments. We assume the net effect is that the number of successive successful transmissions, and retransmissions are geometrically distributed. Accordingly, the average transmission delay and capacity of the downlink is given by (1) and (2) respectively.
Similarly the transmission delay for acknowledgements is given by:
The RTT due to propagation and transmission delays only is given by:
Note that the total round trip delay may also include queueing delays. Note also that the wireless channel is idle whenever the queue at the base station is empty. The value, C, in (2) is a capacity; we can measure the utilization, U, by dividing the average number of packets/sec transmitted over the wireless channel, by C. In practice, U<1, since the base station buffer may empty. Our objective is to try and maximize U.
Our implementation of TCP receiver based flow management relies on setting TCP's initial value of the receiver advertised window (awnd). This is done using a two phase process where measurements are made in the initial phase, and a value of awnd is calculated and set, before the TCP session is initiated in the final phase. On most operating systems, awnd can be conveniently changed, as opposed to dynamically changing the TCP advertised receive buffer on a packet by packet basis, as described in [4, 7] , which requires an operating system modification or intercepting packets in flight. The result of fixing awnd is that the TCP sender will continue to increase its congestion window value, until it reaches the value of awnd, in effect setting an upper limit on the number of packets injected into the link at any time. By bounding the congestion window of the sender we stop the cyclic increase and decrease of packets in the link that is characteristic of TCP congestion avoidance.
B. Choosing the TCP Window Size
As previously stated, we consider the case where we have a single TCP flow per wireless link, such that the entire wireless capacity is available solely to that flow. We set awnd equal to the bandwidth delay product, BD, of the link as given by (5), calculated using the average measured RTT and the capacity of the wireless link:
To understand this formula, consider the fictitious case in which the wireless channel is error-free, and does not fluctuate over time. In this case, we assume that the deterministic channel capacity is C packets/sec. Then with awnd set as in (5), the base station buffering is always zero, and the channel utlization is 100%; the ideal scenario.
In practice, the wireless channel is variable, and for this reason it may not be possible to ensure that the base station buffering is zero, and that the channel utilization is 100%. Using C, as calculated from (2), may not optimise the channel utilization, since the base station will be idle when the buffer is zero for extended periods. At the same time, delays may be experienced when the buffer fills during periods of poor channel quality. However, it seems reasonable to assume that if we increase awnd beyond that given in (5), by some optimal amount, and compensate by increasing the buffer size available at the base station, we can still ensure that the channel utilization is close to 100%, while ensuring that the buffering delay does not become excessive.
Consider the case where we set awnd on the basis of the maximum possible bandwidth delay product:
where max C is the maximum rate of the wireless channel,
In this case, if we ensure that the base station buffer can accommodate up to awnd packets, then the utilization of the wireless channel can still be 100%, albeit at the expense of possibly large delays. In the present paper, we will use the value C given in (2), which is the longterm average wireless capacity, inclusive of sharing and link degradation considerations, as explained in Section 3 below. While suboptimal in the sense of always keeping link utilization at 100%, this choice represents a sensible compromise between maximised utilization and excess delay due to over-filled buffers. The trade offs between awnd, permobile user buffer size, and delay, as a function of wireless characteristics, is the topic of ongoing research.
III. EXPERIMENTAL ARCHITECTURE
C. Network Implementations
Figs. 2 -4 below illustrate the network architectures used for the purposes of our model validation experiments. In each case we used a variant of the freely available TCPDUMP software [1] (ported to WINDUMP for Windows O/S machines) for monitoring of all incoming and outgoing packets. Decoding of the raw binary TCPDUMP logs was carried out using another freeware tool pairing called TCPTrace and Xplot [2] . The former of the two isolates each TCP connection on a per-direction basis, and produces overall statistics (throughput, delay etc.) as well as segmentby-segment traces which can be plotted by Xplot, usually for troubleshooting or demonstration purposes.
The end result is an ability to monitor the evolution of all pertinent TCP parameters such as sequence number, acknowledgment number, congestion window, receiver window and segment-ack round trip times. As shown in Section 4, we were primarily using TCPTrace for accurate throughput determination for our test FTP transfers. In the case of the emulated and live GPRS networks, each measurement consisted of the FTP download (from core network to mobile station) of an approximately 1 Mbyte file, which took approximately between 8 and 15 minutes, dependent on the TCP awnd parameter of the receiving PC and the access link buffer size. In the case of the 802.11b Wireless LAN access link, the buffer size could not be readily accessed or changed, and the substantially higher data link layer speed meant that we used an approximately 4 Mbyte file for each FTP download measurement, in order to allow enough data to be available for transfer to permit TCP Reno reaching its steady state value (as bounded by the receiver's awnd parameter). This yielded download times between 7 and 17 seconds for the 802.11b access link.
The GPRS network was configured in the 1 uplink, 2 downlink timeslot configuration, with Channel Coding scheme CS-2. This would give a theoretical radio level throughput of 26.8kbit/s and 13.4kbit/s in the downlink and uplink respectively, when trying to establish the value of the access link parameter C. Accounting for the MAC layer framing overheads, the maximum theoretical IP-level throughput would be approximately 24kbit/s and 12kbit/s in the downlink and uplink respectively. However, this is based on the following assumptions: (i) that radio conditions are ideal and that in particular the Radio Link Control block error rate (BLER) is zero. The reference value of BLER is 10%, such that anything up to and including this is considered within the normal bounds of operation; (ii) that there is no other voice and/or data traffic competing for the user's temporarily assigned GPRS bandwidth; and (iii) that the impact of TCP header and flow control overheads are zero.
Hence, in order to try and simulate the available GPRS bandwidth of a user that may experience "typical" radio, congestion and protocol conditions, it was decided to use a more "typical" average value for the transmission rate of 1+2 TS GPRS access link, 8.5kbit/s in the uplink, and 17kbit/s in the downlink (represented as ( ) f f φ α − 1 in our model). In setting up the emulated GPRS access link, we attempted to replicate observed live GPRS traffic pattern variations using NISTNet (see Fig. 3 ). The NISTNNet [3] network emulator is a general-purpose tool for emulating performance dynamics in IP networks. The tool is designed to allow controlled, reproducible experiments with network performance sensitive/adaptive applications and control protocols in a simple laboratory setting. As Table 1 illustrates, we set the observed round-trip-time (RTT), jitter and uplink/downlink bandwidth, as well as limiting the maximum transfer unit (MTU) to 576 bytes. Importantly we attempted to emulate the packet buffer effects that would be involved in the live GPRS network in the packet control unit (PCU) node. In order to emulate an assumed buffer size of the order of 8 Kbytes (or 16 MSS segments) per mobile user, we used the NISTNet queue management settings to replicate typical switch/router buffer management behaviour. We assumed that congestion-related packet drops would begin to gradually occur when the buffer occupancy was around 70% of maximum capacity, according to the Derivative Random Drop (DRD) congestion control algorithm, peaking at 100% for a full buffer.
D. Practical Estimation of the awnd
Using definitions of the wireless link model in Section 2, for both the 802.11b Wireless LAN and GPRS networks, the initial window size of awnd was estimated by measuring long-term average values of both RTT p and C.
Averaging the round trip times, from sender to receiver as illustrated in the previous diagrams, of n MSS-sized ping packets, allowed us to find RTT p . n was set to 30, and the packet sizes (inclusive of headers) were 576 bytes for GPRS and 1500 bytes for 802.11b Wireless LAN, thus accounting for the 536 and 1460 MSS sizes. The bottleneck wireless link IP-layer long term average measurements yielded "typical throughput" values, C, of 17kbps for live and emulated GPRS (1 uplink and 2 downlink timeslot mode) and 6Mbps for the 802.11b Wireless LAN at 11Mbps. In the case of the emulated GPRS access link, it was also necessary to make measurements (rather than use the expected values of transfer delay and transmission time), in order to account for the random transfer and queueing delay fluctuations introduced by our NistNET emulator. Table 2 below lists the throughput versus awnd performance, averaged over many test measurements (>30 per point, to ensure 95% confidence intervals of less than 5%), and shows the effect of TCP window size optimisation on the 802.11b Wireless LAN access link, as well as on the live and emulated GPRS access links.
IV. TEST RESULTS AND DISCUSSION
At a glance, we see that each of the result sets validates our choice of TCP receiver window size limit (awnd). However, the TCP throughput behaviour of each of the link configurations differs from the other two in some way: Table 2 : TCP Reno Throughput Performance as a Function of awnd • 802.11b Wireless LAN Access Link -unlike the GPRS links, the Wireless LAN access link has a very large buffer, albeit shared among many users. However, the traces under study here were generated in isolation to any other traffic, so that for the awnd sizes considered, buffer overflow was not a problem. This manifests itself in our results when the TCP throughput reaches its near-maximum value, and then stays at a "plateau" even as the awnd parameter of the TCP receiver is tripled in size. Note that the very slight (~3%) increase in throughput, with increasing awnd, is probably a result of the higher utilised access link buffer further "smoothing out" the bursty nature of the 802.11b link bandwidth by always keeping the "pipe" full.
• Emulated GPRS Access Link -the actual local maximum in TCP throughput occurs at a slightly higher value of awnd (12 MSS) than predicted by our awnd estimation method (11 MSS). This is a case of tolerable estimation error, and is to be expected when dealing with a variable delay and variable queue size access channel, and trying to statically predict the RTT p parameter for a future TCP transfer with a series of ping measurements in the present. In particular, the independent and well-spaced ping packets will not suffer as significant a queueing delay as the bursty TCP segment traffic, in both directions of travel and hence queueing. Another interesting phenomenon is the effect of the (Derivative Random Drop)-based emulated queue with a maximum size of 16 MSS segments (8600 bytes). As in most present-day router implementations, the DRD method linearly "ramps up" a random arriving-packet loss percentage from zero at a queue occupancy of 11 MSS segments, to 95% at 15 MSS segments. The last time the percentage of dropped queue packets is zero, happens for the actual awnd optimum (12 MSS segments), with the exception of the small statistical outlier point (when awnd is 11 MSS segments). For larger awnd values, the combined effect of the ramped-up packet drops and TCP's congestion avoidance, causes a noticeable reduction in TCP throughput. Interestingly, this is despite the fact that the physical number or packet drops from the queue is quite small, in terms of the overall segment traffic (about 20,000 MSS segments to transfer the ~1 Mbyte file). The local maximum in TCP throughput is also in direct contrast to the TCP throughput "plateau" reached by the Wireless LAN access link, which was not impacted by buffer size limitations.
• Live GPRS Access Link -unlike the case of the emulated GPRS link, the live GPRS link buffer could not be readily accessed, modelled or monitored. We can see that in the case of the live GPRS link, the actual optimum awnd setting of 24 MSS segments yielded a 4% throughput improvement over the default awnd setting of 15 MSS segments (the Windows OS default of 8196 bytes). However, the more significant result is the existence of a broad region of near-optimal throughput performance. Over an order of magnitude awnd range of 4850 -34400 Bytes, throughput is within 16.5% of the optimal value (19.3kbps). This is also observed for the Wireless LAN access link. For awnd values beyond the optimal range, slowly decreasing throughput occurs due to (i) congestion related to limitations imposed by the physical buffer size per mobile user, and (ii) the fact that the TCP fundamental flow control mechanism becomes increasingly unresponsive due to the excessive buffered data which is considered "in flight" at any given time.
V. CONCLUSIONS The purpose of this study was to verify that performance enhancements could be obtained by optimally setting awnd. Due to the limitations of current TCP implementations, we have assumed that the receiver awnd parameter can only be set at the start of the TCP connection, and not modified thereafter. Future work could be undertaken into the area of adaptive algorithms that allow for real time awnd estimation in response to changes in the channel statistics, maintaining maximum throughput whilst minimising buffering.
Preliminary comparisons of measurements from a live GPRS network to those obtained on an emulated GPRS testbed network, as well as to 802.11b Wireless LAN measurements have been carried out. In this way, we have validated our findings for both low and high bandwidth wireless channels, as long as they are a bottleneck when interfacing to a much higher capacity core link. A significant result is the existence of a broad region of near-optimal throughput performance, such that over an order of magnitude awnd range of 4850 -34400 Bytes, throughput is within 16.5% of the optimal value (19.3kbps). For awnd values beyond the optimal range, we note a slowly decreasing throughput performance. The initial results are consistent with theoretical speculation, and highly encouraging for the future developments of our model and guidelines.
