Introduction
The heart of this paper is a geometric invariant theory (G.I.T.) construction of the Kontsevich-Manin moduli space of maps M g (P r , d). Working over the complex numbers, we prove that for an appropriate choice of linearization the G.I.T. quotient J//SL(W ) is isomorphic to M g (P r , d), where J ⊂ Hilb(P(W )×P r ) is the locally closed subscheme described by Fulton and Pandharipande. The construction closely follows Gieseker's construction of the moduli space of stable curves M g . We first prove that maps whose domains are nonsingular curves give rise to G.I.T. semistable Hilbert points. Next we show that G.I.T. semistable Hilbert points correspond to maps which are at least "potentially stable." Results of Alexeev, Fulton, Graber, Kim, and Pandharipande are then used to compare J//SL(W ) and M g (P r , d). The layout of the paper is as follows: Section 2 is a brief summary of some published results about the moduli spaces M g (X, β). In Section 3 we review Gieseker's G.I.T. construction of M g . Section 4 details an application of Fitting ideal sheaves to this type of moduli problem; this is a useful language for specifying the scheme structures involved but is otherwise not essential for the rest of the paper. In Section 5 we present some general facts about the construction of M g (P r , d) and in Section 6 we describe the general G.I.T. setup to be used for the rest of the paper. In Section 7 we prove that a stable map whose domain is a nonsingular curve is G.I.T. stable. In Section 8 we prove that G.I.T. semistability implies that a map is "potentially stable" and define what we mean by this. Finally in Section 9 we show that the quotient J//SL(W ) is isomorphic to the moduli space M g (P r , d). At the end of the paper we have included an index of notation used. This paper is extracted from my M.Sc thesis at the University of Oxford. I would like to thank my supervisor, Frances Kirwan, for introducing me to the exciting world of moduli spaces. I would also like to thank the mathematics faculty, staff, and graduate students at Oxford and Columbia for their assistance. I am grateful to Brian Conrad, Joseph Lipman, Ian Morrison, Rahul Pandharipande, and Angelo Vistoli, who generously responded to my calls for help in the course of this project. Finally I would like to thank the Marshall Aid Commemoration Commission and the citizens of the U.K., who funded my studies at Oxford with a British Marshall Scholarship.
A summary of known results regarding M g (X, β)
Recall the following definitions: A prestable curve is a connected reduced projective curve whose only singularities are nodes (ordinary double points). Let X be a scheme (say locally of finite type over C). A prestable map of genus g is a morphism f : C → X where C is a prestable curve of genus g. A prestable map is stable if only finitely many automorphisms of the prestable curve C commute with f . Note that a map f is stable if and only if for every irreducible component E ⊂ C i. If E ∼ = P 1 and f (E) is a point, then E must contain at least three nodes. ii. If E has arithmetic genus 1 and f (E) is a point, then E must contain at least one node.
In the 1990s Kontsevich introduced a compact moduli space of stable maps in his proof of Witten's conjecture for generating functions of Gromov-Witten invariants. Already in their short lifetime these spaces have become the cornerstone of Gromov-Witten theory and quantum cohomology.
Let X be a projective scheme over C. Then there exists a projective scheme M g (X, β) which is a coarse moduli space of isomorphism classes of stable maps f : C → X from prestable curves C of genus g to the space X such that the pushforward f * ([C]) = β ∈ H 2 (X). A detailed construction can be found in [FP] . Very little is known in general about the spaces M g (X, β). In the special case that X is a nonsingular convex projective variety and g = 0 then M 0 (X, β) is a normal projective variety of pure dimension dim X + β c 1 (T X ) − 3 (the "expected dimension") and has the structure of an orbifold. Also it is known that M g (X, β) is connected if X is a homogeneous space G/P where P is a parabolic subgroup of a connected complex semisimple algebraic group G ( [KP] ). But even when X is projective space, the higher genus moduli spaces M g (P r , d) are in general reducible, nonreduced, and singular ( [GP] page 490). When g > 0 I am not aware of any published results concerning the number of irreducible components of M g (P r , d) and their dimensions, how the boundary of M g (P r , d) meets M g (P r , d), or the singularities of M g (P r , d). I am not able to answer any of these questions in this paper either.
Fulton and Pandharipande hint how a G.I.T. construction of M g (P r , d) might proceed but they do not carry out this program. Their construction involves gluing rigidified moduli spaces and showing that the result carries an ample line bundle and is hence projective. At least two additional proofs of the projectivity of M g (X, β) have been published ( [Alex, Corn] ). However I am not aware of a published G.I.T. construction of M g (P r , d).
3 Gieseker's construction of M g reviewed Our G.I.T. construction of M g (P r , d) closely parallels Gieseker's construction of M g . Therefore we shall review Gieseker's construction here.
Grothendieck proved that there is a scheme Hilb P,N parametrizing subschemes of P N which have a given Hilbert polynomial P (m). Gieseker's strategy is to "pick out" the subschemes of P N which are n-canonically embedded Deligne-Mumford stable curves, then account for the choice of basis of H 0 (C, ω ⊗n C/k ) ∼ = k N +1 by quotienting by SL(N + 1) (recall that an embedding is determined by a very ample line bundle together with a choice of basis of its space of sections). This "picking out" is accomplished by choosing a linearization for which the G.I.T. stable points correspond exactly to subschemes of P N which are Deligne-Mumford stable curves.
The Hilbert point of a curve
To specify a G.I.T. quotient one must specify a linearization, which roughly speaking is a lifting of the group action to a line bundle. We will do this by defining the Hilbert point of a curve in P N . This gives an embedding of the Hilbert scheme into a high-dimensional projective space, and then we take for our linearization the natural action on the hyperplane line bundle. The Hilbert point of a curve is defined as follows: Let C be a projective curve in P N of genus g and degree e, let L = O P N (1)| C , and let
be the map induced by restriction. The Hilbert polynomial of C is P (m) = em − g + 1.
Form the P (m)th exterior power of the map ϕ m . Then P (m) ϕ m is a nonzero linear form on P (m) H 0 (P N , O P N (m)), hence an element of P( P (m) H 0 (P N , O P N (m))). We are using the convention that for a vector space V , P(V ) denotes the space of equivalence classes of nonzero linear forms on V . We call P (m) ϕ m the mth Hilbert point of C, written H m (C).
There is an induced SL(N + 1) action on P( P (m) H 0 (P N , O P N (m))). If e 0 , . . . , e N is a basis of H 0 (P N , O P N (1)) then the induced action can be written in the following way: a basis for H 0 (P N , O P N (m)) is given by the degree m monomials M i in the symbols e 0 , . . . , e N . Then we define an SL(N + 1) action on H 0 (P N , O P N (m)) by the rule g.e
A basis of P (m) H 0 (P N , O P N (m)) is given by elements of the form
where 1 ≤ i 1 < i 2 < · · · < i P (m) ≤ m N +1
. We can define an SL(N + 1) action on the exterior product P (m) H 0 (P N , O P r (m)) by the rule
Then the dual action gives an action of SL(N + 1) on P( P (m) H 0 (P N , O P r (m))). The correspondence of a curve to its Hilbert point gives an embedding of the Hilbert scheme. That is, for m sufficiently large, the map ψ m : Hilb P,r → P(
is a closed immersion, where for any h ∈ Hilb P,N we write
So the SL(N + 1) action on P( P (m) H 0 (P N , O P N (m))) restricts to ψ m (Hilb P,N ) ∼ = Hilb P,N to give an action on Hilb P,N .
DefiningK
Now take d = 2n(g − 1) and N = d − g. Define U ′ ⊂ Hilb P,N to be the set of Hilbert points which parametrize connected nodal curves of genus g and degree d in P N . Let C ϕ → U ′ be the restriction to U ′ of the universal family C ϕ → Hilb P,N . Write O C (1) for the pullback of O P N (1) by the morphism C → P N × U → P N . Let ω := ω C/U ′ be the relative dualizing sheaf of ϕ. Also C h is a nodal curve in P N ; write C h ι C h → P N for the inclusion morphism, and set O C h (1) := ι * C h O P N (1). Let ω C h be the dualizing sheaf of the curve C h . Finally let U be the open subset of U ′ such that the multidegree of ω C/U ′ | C h is equal to the multidegree of
K is a locally closed subscheme of Hilb P,N . HoweverK is not a closed subscheme of Hilb P,N , and its closure is singular; these are major obstacles to using Kirwan's techniques to study the cohomology of M g via Gieseker's construction.
LetK 
Fitting ideals and the construction of M g
Using Fitting ideals it is possible to describe the locusK defined in line (2) above more explicitly. The results of this section are not needed for the rest of the paper except in a very minor way (namely, to specify the scheme structure on J).
We begin with some preliminaries on Fitting ideals. Let I be a quasicoherent sheaf of ideals on a scheme Y . Then I defines a closed subscheme V (I) whose underlying set is given by
Definition 4.1 Let G be a coherent sheaf of O Y -modules on a scheme Y . Let g be a nonnegative integer. The gth Fitting ideal Fitt g G of G is defined as follows: Let E 1 Ψ → E 0 → G → 0 be a two-term free resolution for G, and write r := rankE 0 . Then we define an ideal sheaf I r−g ϕ as follows:
Then Fitt g G := I r−g ϕ. By Fitting's Lemma, Fitt g G is independent of the choice of two-term resolution, so it is well-defined.
Remark. The definition above can be extended to quasicoherent ideal sheaves I, but we do not need this.
In words, the stalk at a point y of the sheaf of ideals Fitt g G is isomorphic as an O Y,y -module to the gth Fitting ideal of the stalk G y .
Proof. Choose a two-term free resolution E 1 Ψ → E 0 → G → 0. If r − g ≤ 0 then the modules in question are both O Y,y . If r − g > 0 we argue as follows:
by [Hart] Exercise II.1.2 = Image(((
We apply these ideas to get a more explicit description ofK. We work over C (though it is likely that most of what follows is true over more general bases). Recall from page 3 that d = 2n(g − 1) and
′ is the open set where C h is connected and (at worst) nodal and U ⊂ U
′ is the open set of points h ∈ U ′ where the multidegree of ω C/U | C h is equal to the multidegree of O C h (1). Recall also the definitions of ω C/U , and O C (1) given on page 3.
Let p 1 be the projection map C × U ′ Speck(h)
Then for an O C -module F we shall often use the symbol F | C h to mean p * 1 (F ). Note in particular that with this notation
We want to show Proposition 4.3
Remark. Sc is closed in U ′ by semicontinuity, hence its name.
) is not only a closed set but also a closed subscheme of U ′ ; indeed this is how Gieseker defines a scheme structure onK ( [Gies] page 90), in modern language. Note that we have written the index of the Fitting ideal as g − 1 rather than g as in [HM] .
Proof. The relative dualizing sheaf of a family of nodal curves is invertible, so
It is locally free of finite rank and therefore flat over C.
Here, to avoid confusion with the map C ϕ → U ′ , we have renamed from lowercase ϕ i (y) to uppercase Φ i (h) the natural map appearing in the cohomology and base change theorem (cf. [Hart] 12.11). The vanishing second cohomology also implies by [Hart] Exercise 11.8 that
) is locally free of rank 0 near h. This implies by [Hart] Theorem 12.11b that
is surjective and hence an isomorphism at each h ∈ U ′ . We show that
, and we conclude that Φ 0 (h) is surjective. Since both maps Φ 1 (h) and Φ 0 (h) are surjective, we conclude by [Hart] 12.11b that R 1 ϕ * (ω ⊗n ⊗ O C (−1)) is locally free on a neighborhood of h. Since this holds for all h ∈ U ′ \ Sc we conclude that R 1 ϕ * (ω ⊗n ⊗ O C (−1)) is locally free on U ′ \ Sc. Furthermore, the rank of the stalk
Proposition 4.4 ( [St] 6.2) Let F be a coherent sheaf on a scheme S. Then F is locally free of rank r if and only if Fitt r (F ) = O S and Fitt r−1 (F ) = 0.
The proposition allows us to conclude that over U ′ \ Sc we have
Then the stalks ( Note that if Fitt i (M) = 0 then Fitt j (M) = 0 also for all j < i. These facts and the proposition imply that
). This shows that the closed subsets Sc and V (Fitt g−1 R 1 ϕ * (ω ⊗n ⊗ O C (−1))) coincide. Finally note that in U the multidegree condition implies the equivalence
We use the standard isomorphism H 2 (P r ) ∼ = Z throughout what follows. Let r ≥ 1, d ≥ 1, and g ≥ 2 so that g − 1 > 0. Let M g (P r , d) be the Kontsevich-Manin moduli space of isomorphism classes of stable maps of degree d from genus g curves into P r .
Given a stable map f :
Then L is ample and ([BM] Lemma 3.12) there is a constant a depending on g,r, and d (but not on C or f ) such that L a is very ample and h 1 (C, L a ) = 0. (Remark: Fulton and Pandharipande denote this constant by the letter f ( [FP] page 57) but we will use the letter a instead because our maps are often called f .) It will be convenient to assume that a is large. Write deg(
so that when n is an integer d is the degree of an n-canonical map. Let W be a vector space of dimension e − g + 1. Then an isomorphism
induces an embedding C ֒ → P(W ). Recall that our convention, following Grothendieck and Gieseker, is that P(V ) is the set of equivalence classes of nonzero linear forms on V . This is dual to the convention many authors use. We will sometimes write N := e − g. Note that d and N are not the same as in the previous section.
Let Hilb(P(W )×P r ) be the Hilbert scheme of genus g curves in P(W )×P r of multidegree (e, d). In analogy with the notation of the previous section we write C ϕ → Hilb(P(W )×P r ) for the universal family. Fulton and Pandharipande define an open subset U ⊂ Hilb(P(W )× P r ) such that for each h ∈ U, i. C h is a connected nodal curve. ii. The projection map C h → P(W ) is a non-degenerate embedding.
iii. The multidegree of (O P(W ) (1) ⊗ O P r (1))| C h equals the multidegree of (ω
By [FP] Proposition 1, there is a natural closed subscheme J ⊂ U where the sheaves in line iii. above are isomorphic.
We give a Fitting ideal description of J in U:
Proof. Same argument as for Proposition 4.3 above.
Fulton and Pandharipande observe that the quotient of J by P GL(W ) is the moduli space M g (P r , d). WriteJ for the closure of J in Hilb(P(W ) × P r ). We would like to establish the following claim: there is a linearization of the group action onJ such that the G.I.T. quotientJ//SL(W ) is isomorphic to M g (P r , d). The construction ofJ//SL(W ) and the proof thatJ//SL(W ) ∼ = M g (P r , d) will occupy Sections 6 to 9. However, to finish this section we prove:
be a family of stable maps to P r . For any s ∈ S we write f s : X s → P r for the stable map corresponding to s.
Proof. Recall that we have chosen a so that H 1 (X s ; ω ⊗a Xs ⊗ f * s (O P r (3a))) = 0 for all s ∈ S. Also since X s is a curve for each s all higher cohomology groups are zero as well. Then by [Hart] 
is locally free. Choose a neighborhood V ∋ s 0 which is so small that σ * (ω ⊗a X /S ⊗ f * (O P r (3a))) is free on V . Then by [Hart] III.12.11(b) and Lemma 5.3 there is an induced basis of
r . These pairs fit together to give a family of stable maps
But (ι, f ) also gives X | V → V the structure of a family of curves in P(W )× P r parametrized by V . By the universal properties of the Hilbert scheme, then, there is a unique morphism
) is a coarse moduli space ( [FP] Theorem 1). By the previous lemma J carries a local universal family. The desired result follows by [New] Proposition 2.13.
6 The G.I.T. set-up and the numerical criterion for
Recall Gieseker's definition of the Hilbert point of a curve ( [Gies] page 5 or page 2 above):
N is a curve with Hilbert polynomial P (m) and
is the map induced by restriction, then the mth Hilbert point of C is
, where P(V ) denotes the space of equivalence classes of nonzero linear forms on the vector space V .
We adapt this as follows. Let h ∈ Hilb(P(W ) × P r ). Now since the product space P(W ) × P r has two factors there are naturally two invertible sheaves on C h given by the pullbacks of O P(W ) (1) and O P r (1). Throughout what follows we use the letters m andm to denote the twisting of O P(W ) (1) and O P r (1) respectively. We defineĤ m,m (h), the (m,m)−th Hilbert point of h, as follows:
is surjective. Then
We setĤ m,m (h) := P (m)+dmρ m,m for all m > m 0 . Here the Hilbert polynomial is em + dm − g + 1, which we often abbreviate as P (m) + dm.
For sufficiently large m,m, say m,m ≥ m ′′′ , the map
is a closed immersion (see 6.3 below).
There is an induced SL(W ) action on P(
) then the SL(W ) action can be described as follows: Let (a ij ) be a matrix representing g ∈ SL(W ). Then g acts by the rule
. We extend the previous action as follows:
Pick a basis f 0 , ..., f r of C r+1 and let Bm be a monomial basis of H 0 (P r , O P r (m)). Tensor B m with Bm to get a basisB m,m of
consisting of monomials having bidegree (m,m). Then ifM i ∈B m,m is given by w
The SL(W ) action on this space is given by
The dual action is the SL(W )-action on P(
Let λ ′ be a 1-PS of SL(W ). We wish to state the Hilbert-Mumford numerical criterion for our situation: Let w 0 , ..., w N be a basis of H 0 (P(W ), O P(W ) (1)) diagonalizing the action of λ ′ . There exist integers r 0 , ..., r N such that λ ′ (t)w i = t r i w i for all t ∈ C * and 0 ≤ i ≤ N. Then, referring to the notation of the previous paragraph, we define the λ ′ -weight of a monomial
Recall that a basis for
We follow Gieseker and write (M i 1 ∧ · · · ∧M i P (m)+dm ) * for elements of the basis of
* which is dual to the basis given in line (3). Then the λ ′ action on P(
The numerical criterion states thatĤ m,m (h) is λ ′ -semistable if and only if
In our applications we will often "naturally" write down torus actions on W which highlight the geometric pathologies we which to exclude from our quotient space. However, these will usually be one-parameter subgroups of GL(W ) rather than SL(W ). In G.I.T. we wish to keep stabilizers as small as possible, so we will pass from the "natural" one-parameter subgroups λ of GL(W ) to one-parameter subgroups λ ′ of SL(W ) as follows: Given a 1-PS λ of GL(W ), there is a basis w 0 , ..., w N of H 0 (P(W ), O P(W ) (1)) diagonalizing the action of λ so that the action of λ is given by λ(t)w i = t r i w i where r i ∈ Z. Note that the sum N p=0 r p is not necessarily zero since λ is a 1-PS of GL(W ) rather than SL(W ). Then we obtain a 1-PS λ ′ of SL(W ) by the rule λ ′ (t)w i = t 
be a monomial inB m,m . We define the total λ-weight of a monomial and a collection of monomials in analogy with those defined above for a 1-PS of
Thus if λ ′ is the 1-PS of SL(W ) arising from a 1-PS λ of GL(W ), the numerical criterion may be expressed as follows:
We shall show that the quotient J//SL(W ) is projective and is isomorphic toJ//SL(W ) and M g (P r , d). First, we show that if C ⊂ P(W ) × P r is smooth and the map C ⊂ P(W ) × P r → P(W ) is a nondegenerate embedding, thenĤ m,m (C) is SL(W )-stable. This shows that J//SL(W ) is nonempty. Next we show that ifĤ m,m (C) is SL(W )-semistable, then the map C → P r must be very close to being a stable map. More precisely, C must be reduced, nodal, the embedding in P(W )× P r must satisfy a multidegree-multigenus inequality, and any genus 0 components which collapse under f must meet the rest of the curve in at least two points.
A few remarks on the notation we shall use: Let p W : P(W )× P r → P(W ) be projection onto the first factor, and p r :
. We shall make free use of the following facts (some of which have already been asserted), which are analogous to those stated by Gieseker:
W ⊗ Lm r ) = 0 and the three restriction maps
For every complete subcurveC of C, h 0 (C, OC) ≤ q 3 and q 3 ≥ q 1 . v. µ 1 > µ 2 and for every point P ∈ C and for all integers
where O C,P is the local ring of C at P and m C,P is the maximal ideal of O C,P . vi. For every subcurveC of C, for every point P ∈ C, and for all integers
is a closed immersion.
Furthermore it will be convenient to define two additional constants not used by Gieseker:
Note that sinceC may be not connected,ḡ is negative, but a lower bound is given by −(e + d) + 1. Similarly, sinceȲ may be not connected,ḡ ′ is negative, but a lower bound is given by −(e + d) + 2.
Remark. In the course of the construction we shall find it necessary to limit the range of valuesm m may take. Those familiar with Gieseker's construction of M g will note that his construction works for infinitely many m ≥ m 0 . We are essentially linearizing the group action with respect to the very ample invertible sheaf O P(W ) (m) ⊗ O P r (m). The G.I.T. quotient does not change if the linearization is replaced by a tensor power of itself, i.e. m andm may be replaced by xm and xm for any x ∈ N and the quotient will be the same (cf. for instance [D] page 51). However, if the ratiom m is altered, then we have produced a different linearization. In that case, the quotients need not be the same. Thaddeus [Th] and Dolgachev and Hu [DH] study this problem. The space of linearizations is divided into finitely many polyhedral chambers. Two linearizations which lie in the same chamber give rise to the same quotient. Two linearizations which lie in different chambers give rise to quotients which are related by a flip. It would be interesting to study how different values ofm m might give rise to nonisomorphic quotientsJ// L 1 SL(W ) andJ// L 2 SL(W ).
Maps from smooth curves are G.I.T. stable
We shall use the following lemma of Gieseker: 
there exists a sequence of integers 0 = i 1 , ..., i k = N verifying the following inequality:
Theorem 7.2 Suppose that m >> 0 (this will be made more precise in the course of the proof ) andm ≥ 2g + 1. If C ⊂ P(W )× P r → P r is a stable map, C is nonsingular, the map
is an isomorphism, and L W is very ample (so that
Proof. Let C ⊂ P(W ) × P r →P r be such a map. Let λ ′ be a 1-PS of SL(W ). There exist a basis {w 0 , ..., w N } of H 0 (P(W ), O P(W ) (1)) and integers r 0 ≤ · · · ≤ r N such that r i = 0 and the action of λ ′ is given by λ ′ (t)w i = t r i w i . By our hypotheses the map
The integers e 0 , ..., e N satisfy the following two properties:
i. If e j > 2g − 2 then e j ≥ j + g.
ii. If e j ≤ 2g − 2 then e j ≥ 2j. To see this, note that since by definition E j is generated by j + 1 linearly independent sections we have h
+ 1. The hypotheses of Lemma 7.1 are satisfied with these r i and e j , so there exist integers
Suppose p and n are large positive integers. (In this proof n is not
) be the subspace spanned by elements of the form v 1 · · · v n , where each v j is of the following form:
This gives a filtration of
Note that while we have defined (V
V N ) n whenever t 1 < t 2 we only use consecutive integers t 1 and t 1 + 1 in the filtration (5).
Tensor each (V
. Assume that (p + 1)n andm are sufficiently large that
is surjective. Write
Claim 7.3 There exists an integer n ′ which is independent of C, t 1 , and t 2 such that if
Proof of Claim.
By hypothesis L W is very ample. Note that deg L r = d > 0 since C is nonsingular hence irreducible. Thus ifm > 2g + 1 then Lm r is very ample.
It follows from the definitions of the sheaves E j that the linear system
Suppose thatm = nm 1 andm 1 > 2g + 1 so that Lm 1 r is very ample hence generated by global sections. E it 1 and E it 2 are generated by global sections, so it follows that
) is a very ample base point free linear system on C. Much of the notation we are about to define will be abbreviated in displayed equations. Let ψ := ψ p+1,m 1 be the projective embedding corresponding to the linear system
. Let I C/P be the ideal sheaf defining C as a closed
There is an exact sequence of sheaves on P as follows:
Tensoring by the very ample sheaf O P (n) we obtain
Write
Now the exact sequence (8) reads
In the corresponding long exact sequence in cohomology we have
The so-called "Uniform m Lemma" (cf.
[HM] Lemma 1.11 or [St] Proposition 4.3) ensures that there is an integer n ′ > 0 depending on the Hilbert polynomial P but not on the curve C such that H 1 (P, I C/P (n)) = 0 if n > n ′ . Then for such n the exact sequence (10) implies that the map
Also there is a surjection
so putting this all together we have a surjection
There is a natural map
and in factρ (p+1)n,m factors as (12) is also surjective. It follows from lines (7) and (12) that
Proof of Theorem 7.2 continued. Take n ≥ 2g + 1 so that
We assume for the rest of the proof that p and n are sufficiently large that
We now estimate the total λ-weight ofM 1 , ...,M P ((p+1)n)+dm :
The first term on the right hand side of (14) is
Note that nearly all of the terms having dm as a factor have "telescoped." We have
The sum of the second two terms is exactly the expression Gieseker obtains at the bottom of page 30. Gieseker calculates (page 34):
where the last inequality follows because p > max{e + g,
e+1 ǫ }. Therefore we have
The last inequality follows because r 0 < 0 and because by hypothesis p > | r N r 0 |.
(More precisely, the hypothesis states p > e+g. But we have
By the numerical criterion, the pointĤ m,m (C) is λ ′ -stable. Nowhere in the proof have we placed any conditions on the 1-PS λ ′ , so the result is true for every 1-PS of SL(W ). Then H m,m (C) is SL(W )-stable.
G.I.T. semistable maps are potentially stable
In this section we study the locus of semistable points Hilb(P(W )×P r ) ss . The results 8.1-8.14 show that for certain linearizations, ifĤ m,m (C) is SL(W )-semistable and C is connected, then the abstract curve C is reduced and nodal, and the embedding C ⊂ P(W )× P r must satisfy certain properties. Our investigation will uncover exactly what these properties are, and this will guide us to the right definition of "potentially stable map," which is stated formally at the end of the section. 
is injective.
Proof. Suppose the map
(1)) =: W 1 relative to the filtration 0 ⊂ W 0 ⊂ W 1 . Let λ be the 1-PS of GL(W ) whose action is given by
and let λ ′ be the associated 1-PS of SL(W ). Choose m andm sufficiently large as previously explained. LetB m,m be a basis of
SupposeĤ m,m (C) is λ ′ -semistable. Then by Lemma 6.2 there exist monomialŝ
) spanned by elements of the form x 1 · · · x q 1 y 1 · · · y m−q 1 where x i ∈ W 0 and y i ∈ W 1 . Let I C denote the ideal sheaf of nilpotent elements of O C . Recall that the integer q 1 satisfies I q 1 C = 0. It follows that the image of the vector space W
Γr r , we must have 
Combining these three inequalities, we have
But by hypothesis m > (q 1 + 1)(e − g + 1). The contradiction implies thatĤ m,m (C) is not λ ′ -semistable, and thereforeĤ m,m (C) is not SL(W )-semistable.
Let C i be an irreducible component of C. If the morphism p W | C i does not collapse C i to a point then it is finite by [Liu] Lemma 7.3.10.
We introduce or recall the following notation: Let p W (C) i be the irreducible compo-
. We write C = C ′ ∪ Y where the multidegree of L W is zero on C ′ and nowhere zero on Y . That is, C ′ is the union of all irreducible components of C which collapse under p W and 
. Proof. Suppose not. Then we may assume that at least one of the following is true: n 1,1 ≥ 2 or k 1,j ≥ 2 for some 1 ≤ j ≤ j 1 or j 1 ≥ 2. The first condition implies that a component of Y is a degree n 1,1 cover of its image, the second condition implies that the subcurve Y is not generically reduced, and the third condition implies that two irreducible components of Y map to the same irreducible component of p W (C). Let W 0 be the kernel of the restriction map
We claim that W 0 = 0. To see this, suppose W 0 = 0. Let D 1 be a divisor on p W (C) 1 red corresponding to the invertible sheaf O p W (C) 1 red (1) and having support in the smooth locus of p W (C) 1red . Consider the exact sequence 0
Then the long exact sequence in cohomology implies that
If W 0 = 0, then
If n 1,1 ≥ 2 or if k 1,1 ≥ 2 then
and we have e 2 ≤ g. But e > 2g so we have a contradiction.
If n 1,1 = k 1,1 = 1 but j 1 ≥ 2 we have as above (e − g) ≤ e 1,1 . But we also have e 1,1 = e − =1,1 k i,j n i,j e W i ≤ e − k 1,2 n 1,2 e W 1 < e − e W 1 = e − e 1,1 . Adding the two inequalities (e − g) ≤ e 1,1 and (e − g) ≤ e − e 1,1 we again obtain the contradiction e ≤ 2g.
This shows that
). Let λ be the 1-PS of GL(W ) whose action is given by
and let λ ′ be the associated 1-PS of SL(W ). Choose m andm sufficiently large. LetB m,m be a basis of
) spanned by elements of the following type:
, and let
Note that a monomialM ∈ W m−p
has weight p. Therefore we have a filtration of H 0 (C, L m W ⊗ Lm r ) in order of increasing weight:
⊗ Lm rC ) be the map induced by restriction. 
We shall prove the proposition assuming the claim and prove the claim afterward. Let I P be the ideal subsheaf of OC defining the closed point P . We have an exact sequence
In cohomology we have
The following five facts are analogous to those stated by Gieseker in [Gies] (page 44):
By the claim and fact V., we
Thus, using the facts above, we have:
Then by Lemma 6.2 there exist monomialŝ
p(β p −β p−1 ). We calculate:
where
The inequality (17) follows because the term (
is positive since the hypotheses imply m > q 1 and because c 2 ≥ 0 since q 3 > q 1 and µ 1 > µ 2 (see page 11). Note also that
The hypothesis on m implies m > S 2 (e − g + 1). Then we obtain a contradiction as follows:
Note that since n 1,1 ≥ 2 or k 1,1 ≥ 2 or j 1 ≥ 2 we have k 1,j n 1,j ≥ 2. Thus
Furthermore the quantity (e − g + 1)(e W 1 k 1,j n 1,j + 1 2
) − e(e W 1 + 1) − 1 (e W 1 + 1)d is minimized when e W 1 takes its smallest value, that is, when e W 1 = 1. Then
.
But by hypothesism
. The contradiction implies thatĤ m,m (C) is not λ ′ -semistable, and therefore thatĤ m,m (C) is not SL(W )-semistable. It remains to prove the claim: Proof of Claim 8.3. Cf. [Gies] page 47. Much of the notation in the proof that follows (particularly indices) has no relation to what appears in the proof of the theorem above. Let P 1 , ..., P t be the associated points of C. Choose a finite open affine cover {U i } of C such that each associated point belongs to exactly one of the U i and such that L W and L r are trivialized on each U i .
Suppose U i ∼ = SpecA i and U i ∩ U k ∼ = SpecA ik . In each A i let (0) = n i j=1 q ij be a primary decomposition of the zero ideal, and suppose that each q ij is p ij -primary. We may assume that the p ij are ordered so that for all U i such that U i ∩ D = 0, the components C ′ 1,1red , ..., Y 1,j 1 red correspond to p i1 , ..., p i(j ′ 1 +j 1 ) . We define an ideal subsheaf I of O C as follows:
j=1 q ij = (0). LetC be the subscheme of C defined by I. We show thatC has the desired property: Let
We shall need to introduce additional notation for the next proposition. Notation. Suppose C is a curve which has at least two irreducible components, and suppose it is generically reduced on any components which do not collapse under p W . Let C ′ = C be a reduced, complete subcurve of C and let Y be the closure of C − C ′ in C with the reduced structure. Let C
Let π :C → C be the normalization morphism. LetL WC ′ := π * L WC ′ and similarly for the other three line bundles defined above. Define e ′ := degC′L
Lemma 8.4 (cf. [Gies] 1.0.7) Suppose that m,m > m ′′′ and
Let C be a connected curve such thatĤ m,m (C) is SL(W )-semistable, and suppose C has at least two irreducible components. Let C ′ and Y be as above. Suppose there exist points P 1 , ..., P k onȲ satisfying
Remark. Gieseker derives the so-called Basic Inequality from an inequality very similar to that of line 19 above. In his proof, his Basic Inequality implies that chains of rational components must have length one. It follows that no points of Hilb(P N ) ss parametrize curves which are prestable but not semistable or Deligne-Mumford semistable curves with chains of rational components of length greater than one. However, stable maps may have such curves as their domains. We shall see that the inequality (19) places some restrictions on the embedding in P(W ) (see Corollary 8.15 below) but every stable map has a model which satisfies (19) (see Proposition 8.6 below) so we will obtain the whole moduli space of maps.
Remark. In all our applications the term S em will be made small by taking m,m >> 0.
Remark. The hypothesis on m is stronger than what is needed for the previous results of this section. In particular the previous results hold.
Proof. Suppose first that C ′ is connected. Let
Choose a basis w 0 , ..., w N of H 0 (P(W ), O P(W ) (1)) relative to the filtration 0 ⊂ W 0 ⊂ W 1 = H 0 (P(W ), O P(W ) (1)). Let λ be the 1-PS of GL(W ) whose action is given by
Note that a monomial M ∈ W m−p
There is a splitting 
We have the following three estimates: 
Proof. There is a short exact sequence 0 
just a skyscraper sheaf, and we calculate
Proof. This follows becauseȲ is an integral curve and degL
Combining this data with our previous formula (8.1) we havê
We have supposed thatĤ m (C) is SL(W )-semistable, therefore λ ′ -semistable. Hence by Lemma 6.2 there exist monomialsM i 1 , ...,
Note also that
This proves the lemma when C ′ is connected. If C ′ is not connected, write
where the C ′ i are the connected components of C ′ . Then we proved (e
for each i, where h
There are no points connecting any of the
Summing the inequalities over i we obtain the desired result.
For the hypotheses of the next proposition, recall the definition ofḡ ′ from page 6.3. and (
IfC is connected andĤ m,m (C) is SL(W )-semistable, then no irreducible components of
Proof. Suppose that at least one component of C collapses under p W . Let C ′ be the union of all irreducible components of C which collapse under p W and let Y be the union of all irreducible components of C which are not collapsed under 
Recall that S = g + k(2g − 1) + q 2 − gȲ + k 2 ≤ 3g + q 2 − gȲ when k = 1. Thus for every C and Y we have S ≤ 3g + q 2 +ḡ ′ . By hypothesiŝ
)((6n + 2)a − 1) − 1 (6n + 2)a − 1 − 2n which contradicts line 23.
Remark. We now know that for any curve C such thatĤ m,m (C) is SL(W )-semistable, the map p W | C : C → p W (C) is surjective, finite, and generically 1-1. Therefore it is birational, and the normalizationsC and p W (C) are isomorphic.
Next we check that all stable maps have a model satisfying the inequality (19) 
Proof. C is the domain of a stable map, so in particular C is nodal. We have h 0 = e ′ − g ′ + 1. We rewrite the desired result:
Note that ifm m = Remark. Note that the term S em appearing in the inequality (19) is not needed in the statement of Proposition 8.6.
G.I.T. semistability implies that the only singularities are nodes
The next series of results shows that (for certain linearizations) if C is connected,Ĥ m,m (C) is SL(W )-semistable, and P ∈ C is a singular point, then P is a node.
For the hypotheses of the following results, recall the definition ofḡ from page 11. + e(q 1 + 1) + q 3 + µ 1 m ′′ )(e − g + 1), (9g + 3q 2 − 3ḡ − 9 2
)(e − g + 1)
and (
Proof. Suppose π is ramified at P ∈C.
(1))|π * p W * s vanishes to order ≥ 2 at P } and write N 0 := dim W 0 and N 1 := dim W 1 . Choose a basis
Let λ be the 1-PS of GL(W ) whose action is given by
and let λ ′ be the associated 1-PS of SL(W ). Choose m andm sufficiently large. Let B m be a basis of 
By the claim and Riemann-Roch,
We have the following three estimates :
I. dim ker π m,m * < q 2 .
Proof. Let I C denote the ideal sheaf of nilpotents in O C . We can choose an integer q 2 such that h 0 (C, I C ) < q 2 . Then we also have dim ker π m,m * < q 2 . To see this, recall that the normalization morphism factors through C red . We have π = ι • π ′ , where ι : C red ֒→ C. Then we have π m,m * = π 
There is a short exact sequence 0 → O(−3m + i)P ) → OC → O (−3m+i)P → 0 of sheaves onC. SinceL m W ⊗Lm r is an invertible sheaf, it is locally free and in particular flat. Tensoring, we obtain a second short exact sequence
of sheaves onC. In the corresponding long exact sequence in cohomology we have
)P is just a skyscraper sheaf supported on P and we calculate h 0 (C, O (−3m+i)P ) = 3m − i.
Proof.C is integral and if
Combining these inequalities we havê
Now suppose thatĤ m,m (C) is λ ′ -semistable. Then by Lemma 6.2 there exist monomialŝ
i(β i −β i−1 ). We calculate:
where S 7 = 9g + 3q 2 − 3gC − 9 2
. Next we show that
, and the image of
which give rise to long exact sequences in cohomology
The second long exact sequence implies that dim W 1 /W 0 ≤ 1. Recall thatL W := π * (L W ) and π is ramified at P . The ramification index must be at least two, so we have
Then the first long exact sequence implies that
By hypothesis m > S 7 (e − g + 1) andm m < (3n+1)a− 9 2
. Combining these inequalities leads to a contradiction as follows:
The contradiction implies thatĤ m,m (C) is not λ ′ -semistable, and therefore thatĤ m,m (C) is not SL(W )-semistable.
In particular, Lemma 8.7 implies that + e(q 1 + 1) + q 3 + µ 1 m ′′ )(e − g + 1), (9g + 3q 2 − 3ḡ − 9 2
Proof. Suppose Q ∈ C red is a cusp. Write π −1 (Q) = P . Then π is ramified at P . + e(q 1 + 1)
Proof. Suppose there exists a point P ∈ C with multiplicity ≥ 3 on C red . Let ev : H 0 (P(W ), O P(W ) (1)) → k(P ) be the evaluation map. Let W 0 = ker ev. We have N 0 := dim W 0 = e−g. Choose a basis of W 0 and extend it to a basis of H 0 (P(W ), O P(W ) (1)). Let λ be the 1-PS of GL(W ) whose action is given by
and let λ ′ be the associated 1-PS of SL(W ). Choose m andm sufficiently large. LetB m,m be a basis of H 0 (P(W )× P r , O P(W ) (m) ⊗ O P r (m)) consisting of monomials of bidegree (m,m). As in the previous proof, construct a filtration of
whereρ m,m is the homomorphism induced by restriction (see page 9). Note that a monomial
. Since P is a point of multiplicity ≥ 3 on C red , we have the following three cases:
1. There is exactly one component of C red passing through P . 2. There are exactly two components of C red passing through P , say C 1 and C 2 . 3. There are at least three components of C red passing through P , say
Define a divisor D = P 1 + P 2 + P 3 onC as follows: Let π :C → C be the normalization morphism. The multiplicity of a point P is the sum of the ramification indices at the preimages of P . The hypotheses of Lemma 8.7 are satisfied. This implies π is unramified, so in all three cases there are at least three distinct points in π −1 (P ). In case 3, choose P i ∈ π −1 (P ) ∩C i for i = 1, 2, 3. In case 2, at least one of the components, say C 1 , satisfies deg p W (C 1 ) ≥ 3, and P is a singular point of C 1 . Choose P 1 , P 2 ∈ π −1 (P ) ∩C 1 and P 3 ∈ π −1 (P ) ∩C 2 . In case 1, choose three distinct points P 1 , P 2 , P 3 from the fiber π −1 (P ). The normalization morphism induces a homomorphism
). We havê
The following estimates may be established by arguments entirely analogous to the proofs given on page 31:
Entering these quantities into the previous formulae, we havê
Note also that By hypothesis m > S 9 (e − g + 1). Combining these inequalities leads to a contradiction as follows:
Note that since a is large we have
. Thus the last line contradicts the hypothesis thatm m < (3n+1)a− was imposed so that Lemma 8.7 could be used on page 34. 
+ e(q 1 + 1) + q 3 + µ 1 m ′′ )(e − g + 1), (9g + 3q 2 − 3ḡ − 9 2
)(e − g + 1), (7g −ḡ + q 2 − 15 2
)(e − g + 1), 10g − 2ḡ + 2q 2 − 6, 10g + 2q 2 − 11 2
The proofs of Propositions 8.7 and 8.9 were adapted from Gieseker's proofs of his Propositions 1.0.5 and 1.0.4. Since Proposition 8.10 above can be proved by adapting Gieseker's proof of his Proposition 1.0.6 in a very similar way, I have omitted the proof here. The interested reader may find a full proof in [Swin] (but beware, the letter n does not denote
in that paper); alternatively it may be obtained from the author.
G.I.T. semistable curves are reduced
The next three results show that SL(W )-semistability implies that the curve C is reduced. We begin with a generalized Clifford's theorem.
Lemma 8.11 (cf. [Gies] page 18) Let C be a reduced curve with only nodes, and let L be a line bundle generated by global sections which is not trivial on any irreducible component of
Furthermore
Proof. Gieseker proves nearly all of this. It remains only to show that C ′ ∼ = P 1 . So suppose that C ′ ∼ = P 1 . Now, every line bundle on P 1 is isomorphic to H m for some m ∈ Z, where H is the hyperplane line bundle. By hypothesis L is generated by global sections; this implies that m ≥ 0. 
Proof. Since C red is nodal, it has a dualizing sheaf ω. If
is not trivial on any component of C red . Then by Lemma 8.11 there is a subcurve
. We apply Lemma 8.4 with k = 1 to obtain:
the quantity e − g + 1 − e 2 − dm 2m > 0 and we proceed:
Note that k = 1 and e ′ ≥ 2. Furthermore the hypothesism m ≤ (3n+1)a− 9 2
((3n + 1)a − Combining these facts with the inequality (30) 
Proof. Let ι : C red → C be the canonical inclusion. The exact sequence of sheaves on C
gives rise to a long exact sequence in cohomology
Since C is generically reduced, I C has finite support, hence
Summary. We have shown that if C is a connected curve such thatĤ m,m (C) is SL(W )-semistable, then C is reduced, has at worst nodes as singularities, and 
+ e(q 1 + 1) + q 3 + µ 1 m ′′ )(e − g + 1), (9g + 3q 2 − 3ḡ − 9 2 )(e − g + 1), (7g −ḡ + q 2 − 15 2 )(e − g + 1), 10g − 2ḡ + 2q 2 − 6, 10g + 2q 2 − 11 2
Let C be a connected curve such thatĤ m,m (C) is SL(W )-semistable; then C has at worst nodes as singularities. Suppose C has at least two irreducible components. Let C ′ = C be a reduced, complete subcurve of C and let Y be the closure of C − C ′ in C with the reduced structure. Suppose there exist points P 1 , ..., P k onȲ satisfying π(
Proof. The argument given in [Gies] pages 83-5 works here too.
Potential stability
We begin with the following corollary to Amplification 8.14:
Proof. We apply Amplification 8.14 to C ′ . Since C is nodal, we have g so we obtain a contradiction. If k = 2, then e Y − e + 1 ≤ 0, so again we obtain a contradiction unless e Y = e − 1 and e ′ = 1.
The corollary implies in particular that if C is SL(W )-semistable and C ′ is a subcurve which is a chain of rational components and satisfies d ′ = 0 and k = 2, then C ′ ∼ = P 
Note that while Deligne-Mumford (semi)stability is a property of an abstract curve, potential stability is a property of an embedded curve.
It follows from the inequality (32) that if Y is a subcurve and g Y = 0 then k ≥ 2. Furthermore, if g Y = 0 and k = 2 then e Y = 1; this means that any such destabilizing components are embedded as lines and occur as chains of length at most one. Caporaso [Cap] studies the behavior of potentially stable curves under the G.I.T. quotient map of Gieseker's construction.
In the title of this section I have coined the term "potentially stable map." The results of this section suggest what the definition (given precisely below) ought to be: a potentially stable map should be one whose domain is a Deligne-Mumford semistable curve whose destabilizing components (that is, components which destabilize the map rather the domain curve) are embedded as lines in P(W ) and occur as chains of length at most one. This terminology is not standard.
We summarize the results of this section with the following definition and theorem: 
of Amplification 8.14.
Theorem 8.18
Suppose that m,m > m ′′′ and
The construction finished
In the previous section we studied Hilb(P(W )× P r ) ss . In this section we focus on J ss . Recall the definitions of U and J from Section 5:
is the open set such that for each h ∈ U, i. C h is a connected nodal reduced curve. ii. The projection map C h → P(W ) is a non-degenerate embedding. iii. The multidegree of (O P(W ) (1) ⊗ O P r (1))| C h equals the multidegree of (ω
and J is the closed subscheme of U where the sheaves in line iii. above are isomorphic.
Proposition 9.1 Suppose that m,m > m ′′′ and
Proof. C h is connected for all h ∈ J. By Theorem 8.18 in the previous section, under these hypotheses, for all h ∈ Hilb(P(W )×P r ) ss with C h connected (and hence for all h ∈ J ss ), the map C h f h → P r is potentially stable. Suppose that h ∈ J ss and that f h is a potentially stable map but not a stable map. Then there is at least one irreducible component
The contradiction implies that f h is a stable map.
Now we shall construct M g (P r , d). We will setm m = .
In particular Theorem 8.18 and Proposition 9.1 hold. + e(q 1 + 1) + q 3 + µ 1 m ′′ )(e − g + 1), (9g + 3q 2 − 3ḡ − . Then J ss is closed in Hilb(P(W )× P r ) ss .
Proof. We argue very similarly to [HM] Proposition 4.55. As noted above J is a closed subscheme of an open set U ⊂ Hilb(P(W )× P r ) so J ss is a locally closed subset of Hilb(P(W ) × P r ) ss . We will use the valuative criterion of properness to show that J ss is proper hence closed in Hilb(P(W )× P r ) ss . Let R be a discrete valuation ring, let η ∈ SpecR be the generic point, and let α : SpecR → Hilb(P(W ) × P r ) ss be a morphism such that α(η) ⊂ J ss . Then we will show that α(0) ∈ J ss . Define a family D of curves in P(W )× P r by the following pullback diagram:
By the definition of J we have 
Substituting e ′ = e − e Y , d
and e = a(2g − 2 + 3d), inequality (34) is equivalent to e ′ − 3ad ′ − 2a(g ′ − 1) ≤ ak − k.
We show below that Amplification 8.14 applied to C ′ yields the inequality e Y − a(2g Y − 2 + k) − a(3d Y ) < k.
Together with line (34) this implies k < k. The contradiction implies that C ′ = ∅ and Y = C. This implies that all the coefficients a i are zero and α(0) ∈ J ss , and the proof is then complete.
To reiterate, we want to show that
and e = a(2g − 2 + 3d), we get ⇐⇒ (e − e ′ ) − a(2(g − g ′ − k + 1) − 2) − a(3(d − d ′ )) < k(a + 1) ⇐⇒ e − 2a(g − 1) − 3ad − e ′ + 2a(g ′ − 1) + 3ad ′ + 2ak < k(a + 1)
We apply Amplification 8.14 to C ′ to establish inequality (36). 
We showed in line (35) 
The inequalities (37) and (38) together imply that
This is what we needed to show, for as remarked earlier substituting e ′ = e − e Y , d
and e = a(2g − 2 + 3d), 39 implies that e Y − 3ad Y − a(2g Y − 2 + k) < k which together with line (34) yields the contradiction k < k. The contradiction implies that we cannot decompose C into two strictly smaller subcurves C ′ and Y as described. Thus all the coefficients a i must be zero, and we have an isomorphism
In particular, D 0 ∈ J ss , so J ss is closed in Hilb(P(W )× P r ) ss .
Corollary 9.3 Suppose that m,m > m ′′′ and
+ e(q 1 + 1) + q 3 + µ 1 m ′′ )(e − g + 1), (9g + 3q 2 − 3ḡ − Proof. By Proposition 9.2, J ss = J ∩ Hilb(P(W )× P r ) ss is closed in Hilb(P(W )× P r ) ss , soJ ∩ Hilb(P(W )× P r ) ss = J ∩ Hilb(P(W )× P r ) ss . Then J//SL(W ) andJ//SL(W ) are canonically isomorphic since they both denote the categorical quotient of the same set. Finally, we know that Hilb(P(W )× P r ) is projective. ThenJ is projective since it is a closed subscheme of the projective scheme Hilb(P(W )× P r ). The G.I.T. quotient of a projective scheme is projective, soJ//SL(W ) ∼ = J//SL(W ) is projective.
We have constructed a projective quotient J//SL(W ). We now want to relate this quotient to the Kontsevich-Manin moduli space of maps. + e(q 1 + 1) + q 3 + µ 1 m ′′ )(e − g + 1), (9g + 3q 2 − 3ḡ − 9 2
)(e − g + 1), 10g − 2ḡ + 2q 2 − 6, 10g + 2q 2 − 11 2 −ḡ 12g + 4q 2 − 4ḡ (2a−1)(g+q 2 −ḡ ′ +(e+d+g)(2g− 
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