Transcritical flow of a stratified fluid past a broad localised topographic obstacle is studied analytically in the framework of the forced extended Korteweg-de Vries (eKdV), or Gardner, equation. We consider both possible signs for the cubic nonlinear term in the Gardner equation corresponding to different fluid density stratification profiles. We identify the range of the input parameters: the oncoming flow speed (the Froude number) and the topographic amplitude, for which the obstacle supports a stationary localised hydraulic transition from the subcritical flow upstream to the supercritical flow downstream. Such a localised transcritical flow is resolved back into the equilibrium flow state away from the obstacle with the aid of unsteady coherent nonlinear wave structures propagating upstream and downstream. Along with the regular, cnoidal undular bores occurring in the analogous problem for the single-layer flow modeled by the forced KdV equation, the transcritical internal wave flows support a diverse family of upstream and downstream wave structures, including solibores, rarefaction waves, reversed and trigonometric undular bores, which we describe using the recent development of the nonlinear modulation theory for the (unforced) Gardner equation. The predictions of the developed analytic construction are confirmed by direct numerical simulations of the forced Gardner equation for a broad range of input parameters.
Introduction
The problem of weakly nonlinear long wave evolution over localized obstacles is of fundamental importance in various branches of fluid mechanics and has a number of applications in oceanography and meteorology. The particular case of one-dimensional flow propagation over a broad ridge is quite remarkable due to the existence of a generic mechanism of the wave generation when the speed of the flow becomes close to the local speed of linear long waves in the reference frame of the obstacle. This mechanism is essentially nonlinear (see, e.g., Akylas (1984) ; Cole (1985) ) and its mathematical description requires inclusion of appropriately balanced forcing, nonlinear and dispersive terms in the corresponding asymptotic model.
The prominent feature of a near-critical flow past broad obstacles is the formation of a smooth steady (hydraulic) transition over the obstacle region so that the flow in front of the obstacle is subcritical and after the obstacle supercritical (see Baines (1995) and references therein). The upstream and downstream non-equilibrium states are resolved back into the equilibrium flow away from the obstacle with the aid of unsteady nonlinear wave trains, or undular bores. The general mathematical framework for the study of transcritical weakly nonlinear and weakly dispersive fluid flows was introduced in Grimshaw & Smyth (1986) . In this work a combination of the dispersionless hydraulic solution of the forced Korteweg-de Vries (KdV) equation for the near-field and the solutions of the KdV-Whitham equations describing the modulations in the undular bores propagating away from the obstacle were used. This Grimshaw-Smyth (GS) formulation has been widely used in further studies of transcritical shallow-water flows (see Madsen & Hansen (2012) and references therein) but has also proved to be relevant to other physical contexts such as superfluids, Leszczyszyn et al. (2009) , and nonlinear optics, Wan et al. (2010) , when the "fluid" dynamics is governed by the defocusing Gross-Pitaevskii/nonlinear Schrödinger equation.
If the forcing amplitude is small, the dynamics of the transcritical shallow-water flow (both for surface and internal waves) is typically governed by the forced KdV equation (see the reviews Baines (1995) ; Grimshaw (2001) ; Helfrich & Melville (2006) ; Apel et al. (2007) ). However, for sufficiently large forcing or for special conditions of the background density stratification the description of internal waves generated in stratified fluid flows often requires the inclusion of higher-order nonlinear terms resulting, for near-critical flows, in the forced extended KdV (eKdV), or Gardner, equation, which in non-dimensional variables has the form (see, e.g., Kakutani & Yamasaki (1978) ; Melville & Helfrich (1987) )
2 u x + u xxx + G x = 0.
(1.1)
Here u denotes an appropriate field variable (e.g., the interfacial displacement in a twolayer fluid), α measures the relative value of the cubic nonlinear term vis-a-vis the quadratic nonlinear term, ∆ is the deviation of the incident flow velocity from the long wave phase speed and G(x) represents the localized topographic forcing, that is we assume that G(x) → 0 at x → ±∞; (1.2)
G(x) can be considered as vanishing outside the region |x| l and having its maximal value G m at x = 0. We shall be interested here only in the positive forcing case, G(x) > 0. In numerical simulations G(x) is often taken as
At the initial moment of time it is assumed that u(x, 0) = 0, (1.4) which corresponds to "turning on" the forcing at t = 0. Thus the flow satisfies the boundary condition u(x, t) → 0 for |x| → ∞.
(1.5)
The problem (1.1), (1.2), (1.4), (1.5) was considered using a number of approaches, but mostly numerically, in Melville & Helfrich (1987) , Marchant & Smyth (1990) and Grimshaw et al. (2002) . In Marchant & Smyth (1990) an analytical treatment of the forced Gardner equation was restricted to the case of small positive values of α in (1.1) which enables one to capture only the small quantitative corrections to the wave regimes described by the forced KdV equation. In Grimshaw et al. (2002) the transcritical hydraulic solution of the forced Gardner equation was constructed for finite values of α but the unsteady wavetrains generated upstream and downstream were treated only numerically. This latter study revealed a broad variety of the wave regimes realised in transcritical internal wave flows, part of which were observed in an earlier work Melville & Helfrich (1987) . Importantly, some of these numerically obtained regimes for the forced Gardner equation were sharply different from those occurring in the forced KdV dynamics Grimshaw & Smyth (1986) . In particular, the numerical solutions of the forced Gardner equation (1.1) with α > 0 presented in Melville & Helfrich (1987) and Grimshaw et al. (2002) showed that, for a certain range of the problem input parameters G m and ∆ the upstream structure consists of the combination of a rarefaction wave and a solibore (a dissipationless monotone bore solution of the Gardner equation) rather than the cnoidal undular bore observed in the counterpart KdV setting, when α = 0. Other generated patterns occurring in the numerical simulations in Grimshaw et al. (2002) include solitary wavetrains and irregularly generated waves of variable amplitude which may continually interact. Unlike the forced KdV equation, the forced Gardner equation was shown to support propagating wave structures in subcritical and supercritical flow regimes. In this paper we restrict our study to the transcritical flow regimes when the obstacle supports a stationary localised hydraulic transition from the subcritical flow upstream to the supercritical flow downstream. In this case an analytical description of the unsteady waves generated upstream and downstream in the framework of the general GS setting becomes possible in principle. The practical realisation of this possibility, however, had been hindered until recently due to the unavailability of the full modulation (Whitham) theory for the Gardner equation. The modulation theory for the Gardner equation was developed in the recent study Kamchatnov et al. (2012) where the complete classification of the initial step resolution (Riemann) problem was constructed. The generated structures, along with the KdV type cnoidal undular bores, include nonlinear 'trigonometric' bores, solibores, rarefaction waves and composite solutions representing various combinations of the above structures. In the current paper, we utilise the analytical results of Kamchatnov et al. (2012) to describe and classify the wave patterns occurring in transcritical internal wave flows over broad localized topography. We consider both signs of the coefficient of the cubic nonlinear term, α in (1.1) corresponding to different background density stratification conditions (see e.g. Grimshaw (2001) ).
The structure of the paper is as follows. In section 2 we present a detailed study of the solutions to the forced Gardner equation (1.1) in the hydraulic (steady dispersionless) approximation. These are needed, in particular, to derive the values of the upstream and downstream hydraulic jumps forming in the transcritical flow regime. In section 3 the full classification of solutions to the initial step resolution (Riemann) problem for the Gardner equation is presented following the recent study by Kamchatnov et al. (2012) . The results of sections 2 and 3 are then used in sections 4 and 5 to describe the unsteady wave patterns occurring in the dispersive resolution of the upstream and downstream hydraulic jumps in the transcritical flows governed by the Gardner equation (1.1) with a broad forcing for both signs of α. The predictions of the analytical theory developed in sections 3-5 are confirmed by the direct numerical simulations of the problem (1.1)-(1.5). In section 6 we present conclusions.
Hydraulic approximation
In this section we present an analysis of the solutions to the forced Gardner equation in the hydraulic approximation which is the key to the GS construction employed in this paper. The conditions for the existence of the steady localised transcritical hy-draulic solution giving rise to the generation of unsteady wave structures upstream and downstream of the obstacle were identified in Grimshaw et al. (2002) . Below we review, detail and extend the results of Grimshaw et al. (2002) by identifying, within the region of existence of the transcritical hydraulic transition, the further three subregions (for either sign of α) corresponding to various unsteady wave regimes occurring away from the obstacle. This is done using the full classification of the solutions to the Riemann step problem for the Gardner equation obtained in Kamchatnov et al. (2012) .
Subcritical and supercritical flows
We assume that in non-dimensional units l ≫ 1. It is then natural to expect that the topographic forcing results in a disturbance u also with the characteristic length ∼ l. Then the dispersion term u xxx ∼ l −3 is relatively small compared with the other terms ∼ l −1 and we can describe the motion by the dispersionless limit of (1.1)
The "switching on" the forcing generates the disturbance in the region |x| l of the location of the topography. One can then expect that some part of the disturbance will leave this region with the group velocity and, in the limit t → ∞, can be neglected whereas the remaining part can be described by a stationary solution of equation (2.1), that is
with the boundary condition (1.5). Approximation (2.2) is usually called the hydraulic approximation. Integrating (2.2) and using the boundary condition (1.5),
yields the dependence u(x) in an implicit form for a given function G(x). Let us consider the conditions for the existence of such a solution for all −∞ < x < ∞. Equation (2.3) can be written in the form, 4) where the polynomial F (u) has three roots, one of which is u = 0, corresponding to the equilibrium state at x → ±∞. If the other two roots are real, then, since G > 0, the solution of (2.3) is possible for F (u) > 0 only, and it can be found for all x ∈ (−∞, ∞) provided the following condition is satisfied: 5) where G m is the amplitude of the forcing and F m is a local maximum of the function F (u), which exists for
Otherwise this maximum disappears and the hydraulic solution is guaranteed to exist for any value of G m . It is easy to find that F (u) reaches its maximum value at and it is given by the formula
For future reference we indicate here the value
at which F (u) has a local minimum equal to
The dependence of F m (∆) is illustrated in Fig. 1 for the case α > 0. The condition (2.5) is fulfilled in the regions 11) where ∆ ± are determined by the equation
When α > 0 then ∆ + ≤ 3/2α for G m ≤ 1/4α 2 and increases monotonically as G m increases, and ∆ + = 3/2α for G m > 1/4α 2 , while when α < 0, ∆ + increases monotonically as G m increases. Similarly, when α > 0 then ∆ − decreases monotonically as G m increases, while when α < 0, ∆ − ≥ 3/2α for G m ≤ 1/4α 2 and decreases monotonically as G m increases, and ∆ − = 3/2α for G m > 1/4α
2 . The region −∞ < ∆ < ∆ − is subcritical and the region ∆ + < ∆ < +∞ is supercritical. In both these regions a stationary global solution exists in the hydraulic approximation with u continuously depending on x on the entire axis. These solutions are illustrated in Fig. 2 . As we can see, the form of the near-field reproduces qualitatively the form of the obstacle and the polarity of the disturbance depends on the value of ∆. It is a localised depression for subcritical ∆ and a localised elevation for supercritical ∆. The supercritical (subcritical) solution has a maximum (minimum) u m . It readily follows from (2.12) that the dependence of ∆ ± on G m can be expressed in an explicit form,
where Φ ± (y) are determined as functions inverse to
(2.14)
They can be represented in the explicit form, (1 + 32y) 3/2 , 0 ≤ y ≤ 1/4. (2.16)
In the limit of small |α| we find the series expansion 17) and, correspondingly,
18)
The first term of this expansion corresponds to the forced KdV result of Grimshaw & Smyth (1986) .
Transcritical region
If ∆ is located in the transcritical region 19) then the global smooth steady hydraulic solution defined for all x ∈ (−∞, +∞) and described in section 2.1, ceases to exist. Nevertheless, in the region −l x l of the obstacle's location the hydraulic approximation can still be applicable, but now, considered globally, the hydraulic solution no longer satisfies the equilibrium boundary condition (1.5). Rather, instead there exists a region of the flow parameters when the hydraulic solution tends to some nonzero constant values, 20) where the upstream and downstream values u u and u d respectively are determined by these parameters. Of course, the limits x → ±∞ have here a formal sense; the limiting values u u,d are practically reached at x ∼ ±l (we remind that l ≫ 1) and to satisfy the equilibrium boundary conditions at infinity, upstream and downstream undular bores must be inserted (see Grimshaw & Smyth (1986) ).
Since the boundary condition (1.5) is no longer applicable in the transcritical region, one should use instead of (2.3) the general integral of Eq. (2.2),
where C is an integration constant, and can be found in the following way. Let the maximal value G m of G(x) be located at x = 0, so that G x (0) = 0. We look for the transcritical solution with u x (0) = 0; hence Eq. (2.2) yields
which coincides with (2.7). Hence, u(x) is determined by the equation
In the formal limit x → ±∞ (actually, for |x| ∼ l) we have G(x) → 0 and the limiting values u u,d of u are the roots of the equation 26) in order to ensure that the corresponding resolution of the jumps from u u,d back to the undisturbed equilibrium u = 0 is made by structures which propagate upstream and downstream respectively. Equation (2.25) supplemented by this condition determines the roots u u,d without any ambiguity provided ∆ satisfies the condition of their reality. Indeed, typical graphs of the function of F (u) for its characteristic parameters are shown in Fig. 3 for the case α > 0. Similar graphs can be readily plotted for the case α < 0.
It is clear that equation (2.25) has two real roots u u and u d if G m satisfies the following condition 27) where F m is the local maximal value (2.8) and F l is the local minimal value (2.10), which yields
It is readily shown that the transcritical regime is indeed ∆ − < ∆ < ∆ + where the limiting values ∆ ± (G m ) are precisely those found in section 2.1 as the lower and upper boundaries of the supercritical and subcritical regimes respectively. These boundaries are shown in the transcritical flow-regime diagrams in Figs. 4a and 4b by thick lines. We note that the diagrams in Fig. 4 are universally presented in terms of α 2 G m and |α|∆ so that they do not depend on the stratification parameter α. We also mention that the "cut-off" of the upper boundary of the transcritical region at some |α|∆ > 0 is consistent with the behaviour of transcritical flow-regime diagram for the fully nonlinear transcritical two-layer flows (see e.g. Baines (1984) and White & Helfrich (2012) ).
Next, from Eq. (2.28) we conclude that the transcritical region is split into two subregions by the line ∆ ′ + for α > 0 or by the line ∆ ′ − for α < 0 determined by the equations
These boundaries are shown in Fig. 4 by thick dashed lines. They appear for α 2 G m > 1/8 and mean that, if α > 0 then in the domain ∆ − < ∆ < ∆ ′ + both roots u u,d exist whereas in ∆ ′ + < ∆ < ∆ + the root u u disappears and the localised hydraulic solution with different limiting values at x → ±∞ ceases to exist. In a similar way, if α < 0, then both roots u u,d exist for ∆ ′ − < ∆ < ∆ + , which corresponds to the existence of the hydraulic solution with different asymptotic values at x → ±∞, but such a solution does not exist if ∆ − < ∆ < ∆ ′ − . This is in contrast with the forced KdV equation dynamics (see Grimshaw & Smyth (1986) ), where the steady localised hydraulic solution exists within entire transcritical region (although the time of establishment of this steady solution could be very long for the regimes close to the boundaries of the transcritical region).
Typical behaviours of u u , u d as functions of ∆ at a fixed G m are illustrated in Fig. 5 (note that the plots shown in Fig. 5 correspond to G m α 2 < 1/8 so the transcritical hydraulic solution is valid in the whole range ∆ − < ∆ < ∆ + -see Fig. 4 ). In the case of small G m we have the series expansions for u u,d ,
where the upper sign corresponds to u u and the lower one to u d . The first two terms in (2.30) agree with the KdV approximation of Grimshaw & Smyth (1986) .
When to construct the unsteady solutions connecting these values with the equilibrium state u = 0 at x → ±∞ and providing thus a closure for the localised transcritical hydraulic transition. Importantly, since the corresponding unsteady structures are generated away from the topography forcing, their description is to be made in the framework of the homogeneous, unforced Gardner equation. More specifically, we shall be interested in the asymptotic solutions to the initial step problem for the Gardner equation assuming that for sufficiently large times one can neglect the width of the obstacle compared with the width of the generated expanding wave structure.
As is well known, a single-layer shallow-water flow in the transcritical regime generates upstream and downstream undular bores, which in the weakly nonlinear approximation are asymptotically described by the modulated periodic solutions of the (unforced) KdV equation; one of the bores being attached to the obstacle and realised only partially (see Grimshaw & Smyth (1986) and Smyth (1987) ). In contrast to the KdV equation, the Gardner equation supports a broad variety of unsteady solutions occurring in the step Riemann problem, which, along with the KdV type "cnoidal" bores, include classical smooth bores (solibores), rarefaction waves, nonlinear trigonometric bores and compound solutions representing combinations of the above structures. These solutions were recently constructed by the present authors in Kamchatnov et al. (2012) , and below we shall take advantage of the results of that work to describe weakly nonlinear unsteady wave regimes occurring in transcritical flows.
As follows from the results of Kamchatnov et al. (2012) , the type of the solution to the force-free Gardner equation arising in the resolution of an initial step
31) strongly depends on the positions of boundary values u ± relative to the turning point u = 1/(2α) of the dispersionless limit characteristic velocity c(u) = ∆ − 6u(1 − αu) of the Gardner equation (1.1). We shall outline the Riemann problem classifications for α > 0 and α < 0 in the next section; here we only take advantage of some basic results from Kamchatnov et al. (2012) enabling one to identify the subdomains within the transcritical regions ∆ − < ∆ < ∆ ′ + (α > 0) and ∆ ′ − < ∆ < ∆ + (α < 0) corresponding to qualitatively different behaviours of the unsteady solutions away from the obstacle.
If α > 0 then downstream of the obstacle one always has u − = u d < 0, u + = 0, which corresponds to the cnoidal undular bore of 'normal' polarity (i.e. having a 'bright' solitary wave of elevation at the leading edge) propagating to the right (note that the Gardner equation (1.1) with zero forcing term is related to the Gardner equation in the standard form used in Kamchatnov et al. (2012) by a simple linear transformation of the independent variables, see the next section). However, upstream of the obstacle several different regimes are possible depending on the value of u u . These regimes are separated by the lines in the (α 2 G m , α∆)-plane corresponding to u u = 1/(2α) and u u = 1/α. One can readily find that the line u u = 1/(2α) is determined by the equation
This line is marked in Fig. 4a as ∆ 1 . The line u u = 1/α is determined by the equation
This line is marked in Fig. 4a as ∆ 2 . Here the inequality α∆ < 0 follows from the condition that, for u = u u = 1/α to be a physical root of the cubic equation (2.25), the third (greatest) root of this equation must be greater than 1/α. Note that (2.33) implies that for α∆ = 0 one has G m α 2 = 1 so the line ∆ 2 starts at the upper boundary ∆ ′ + of the existence of the hydraulic transcritical solution (see (2.29)).
In a similar way, for α < 0 we see that for the upstream flow one has u − = 0 and u + = u u > 0, which corresponds to the 'normal' undular bore with the soliton of positive polarity at the leading edge (see Kamchatnov et al. (2012) We stress that the universal transcritical flow-regime classifications above are constructed in terms of just two parameters G m α 2 and |α|∆ while the original problem is specified by three parameters α, G m and ∆. This means that the same upstreamdownstream resolution pattern can be realised for two disparate flows characterised by the same values of G m α 2 and |α|∆. Of course this property of transcritical stratified flows does not imply any non-uniqueness in the flow characterisation for a given fixed value of the stratification parameter α but could be useful in the experimental modelling where certain configurations are more accessible than others.
Dispersive regularisation of transcritical hydraulic jumps
Before we proceed with the analytical description of the wave patterns generated in transcritical internal wave flows governed by the forced Gardner equation (1.1) we re-view the general classification of solutions to the initial step resolution (Riemann) problem described in our work, Kamchatnov et al. (2012) . This will enable us to identify the particular solutions realised in the dispersive regularisation of the upstream and downstream hydraulic jumps forming in the transcritical flow. An important feature of these solutions is that, despite the unidirectional nature of the Gardner equation the solution of the step resolution problem generally consists of two parts (waves) which are pieced together. This is in sharp contrast with the KdV equation dynamics where the resolution of an initial step always occurs through a single wave (an undular bore or a rarefaction wave, see Gurevich & Pitaevskii (1974) ). The underlying mathematical reason behind this broader variety of solutions is the fact that the modulation system for the Gardner equation, unlike that for the KdV equation, is neither strictly hyperbolic (for α < 0) nor genuinely nonlinear (for both signs of α), which brings a suggestive parallel with shock theory in hyperbolic conservation laws with non-convex flux (see e.g. LeFloch (2002)). The key components of the asymptotic wave patterns occurring in the step resolution problem for the Gardner equation are: undular bores (there are three different types of them), rarefaction waves and classical smooth bores (solibores).
Undular bores: the "core" modulation solution
We describe first the "core" modulation solution for slow variations of the parameters of the periodic wave solution (such as amplitude, frequency, mean value) in the undular bore solutions to the unforced Gardner equation. This modulation solution plays the key role in the analytical description of the upstream and downstream wave patterns. As we have already mentioned, the Gardner equation has several types of undular bore solutions realised for different sets of the initial step parameter values u − , u + . One of the main results of Kamchatnov et al. (2012) is that all modulation solutions for the Gardner equation 'cnoidal' undular bores can be mapped onto the same classical GurevichPitaevskii modulation solution for the KdV equation (see Gurevich & Pitaevskii (1974) , Fornberg & Whitham (1978) ). We would like to stress that this mapping is exact and is valid within the entire domain of the existence of the relevant undular bore solutions and thus, is different from an approximate near-identity transformation used in Marchant & Smyth (1990) to describe the weakly nonlinear transcritical regimes of forced Gardner equation when the higher nonlinear term is small and the upstream and downstream undular bore solutions are asymptotically close to those of the KdV equation.
The mapping between the Gardner and the KdV modulation solutions is, however, not one-to-one so the 'physical' modulations in the Gardner undular bores are reconstructed using one of the inverse mappings between the parameters of the relevant periodic solution of the Gardner equation and the modulation variables in the Gurevich-Pitaevskii solution. The choice of the inverse mapping is determined by the sign of α and the position of the initial step parameters u − , u + relative to the turning point u = 1/(2α) of the dispersionless limit velocity c(u) = ∆ − 6u(1 − αu) of the Gardner equation (1.1).
Another distinctive feature of the Gardner modulation dynamics is that for α < 0 it admits a special type of undular bores, termed nonlinear trigonometric bores, which have no analogue in the Gurevich-Pitaevskii theory for the KdV equation. These trigonometric undular bore solutions were first found in the focusing modified KdV equation (Marchant (2008) ) and complex modified KdV equation (Kodama et al. (2008) ). A detailed description of trigonometric bores for the Gardner equation was made in Kamchatnov et al. (2012) .
All periodic solutions of the Gardner equation satisfy the ordinary differential equation where ξ = x − V t − ξ 0 , V being the phase velocity and ξ 0 an arbitrary initial phase (see Kamchatnov et al. (2012) for details). In the modulationally stable case of our interest the roots of the polynomial in the right-hand side of (3.1) are ordered
and satisfy the condition
so only three of them are independent. It is still convenient to keep all four u j 's in the subsequent formulae to preserve symmetry of the expressions. The phase velocity V is expressed in terms of u j 's as
Now, if the parameters u j of the periodic solution are allowed to vary slowly with x, t, one arrives at a set of constraints on their variations, which have the form of quasilinear partial differential equations called the Whitham modulation equations (Whitham (1965 (Whitham ( , 1974 ). The Whitham equations can be obtained by averaging conservations laws of the dispersive evolution equation over the periodic solution family. It is clear that the actual form of the periodic solution of the Gardner equation specified by ODE (3.1) will depend on the sign of α and on the interval (u i , u i+1 ) within which the variable u oscillates. As a result, for each family of the periodic solutions the Whitham averaging procedure would yield its 'own' modulation system for {u j (x, t), j = 1, . . . , 4} (we recall that only three of u j 's are independent so the modulation system will consist of three equations). However, as was shown in Kamchatnov et al. (2012) , for each set {u j (x, t)}, there is a mapping {u 1 , u 2 , u 3 , u 4 } → {r 1 , r 2 , r 3 }, where r 3 (x, t) ≥ r 2 (x, t) ≥ r 1 (x, t) are the Riemann invariants of the well-known KdV-Whitham modulation system (obtained by the Whitham averaging of the KdV reduction of the Gardner equation, when α = 0, see Whitham (1974) ). This (quadratic) mapping has the form
for α > 0 and
The similarity modulation solution of the KdV-Whitham system describing the de-pendence of r j 's on x and t in the undular bore is well known (Gurevich & Pitaevskii (1974) , Fornberg & Whitham (1978) ) and has the form :
where r + > r − are constants, whereas the function r 2 (x, t), with an account of the coefficients in the original Gardner equation (1.1), is given implicitly by
where K(m) and E(m) are the complete elliptic integrals of the fist and second kind respectively, and the modulus
The constants r 1 = r − , r 3 = r + are determined by the initial step parameters u − , u + . These values also determine the specific set of relationships u j (r) (one of the inverses to (3.5) or (3.6)) to be used in the reconstruction of the Gardner undular bore solution from the dependence (3.8) (see Kamchatnov et al. (2012) ).
The modulated wavetrain described by (3.7), (3.8) is confined to an expanding region 10) where the leading and trailing edge speeds are
respectively. The values s ± are found by substituting of m = 0 (trailing edge) and m = 1 (leading edge) in the similarity solution (3.8). The behaviour of the Riemann invariants r j (x, t) in the "core" modulation solution (3.7), (3.8) is shown in Fig. 6 . The inverse mappings {r 1 , r 2 , r 3 } → {u 1 , u 2 , u 3 , u 4 } for each relevant case will be described separately in sections 4 and 5.
Riemann problem classification
To describe the upstream and downstream closure of the localised transcritical transition described in section 2 we need to know solutions of the Gardner equation (1.1) with zero forcing term and steplike initial conditions (2.31). This (Riemann) problem was considered in Kamchatnov et al. (2012) ; here we present the resulting classifications of the solutions for α > 0 and α < 0. Note that in Kamchatnov et al. (2012) the Gardner equation was taken in the standard form 12) which is related to the equation (1.1) with G m ≡ 0 by a simple linear transformation u =ũ, t =t, x = −x + ∆t. The step conditions for (3.12) corresponding to (2.31) arẽ
(3.13)
The classifications of solutions to the Riemann problem (3.12), (3.13) with α > 0 and α < 0 are presented in Fig. 7 and Fig. 8 respectively. Since in the transcritical flow we always have u − = 0 for the upstream solution and u + = 0 for the downstream solution, only certain parts of the full classification are relevant to the problem under study, these will be detailed in sections 4 and 5. Here we only explain the notations 
In all relevant cases the intermediate stateũ =ũ
for the step resolution diagrams used in the figure captions. The labels UB, RW and SB denote the cnoidal undular bore, the rarefaction wave and the solibore respectively; the arrows denote the 'normal' (→) and 'reversed' (←) structure of the relevant wave pattern. The terms 'normal' and 'reversed' refer to the sign of the gradient ofũ across the structure: in the 'normal' undular bores and solibores the value ofũ decreases when crossing the structure in the positive direction, while in the 'normal' rarefaction wave this value increases. In the 'reversed' structures the signs of the gradients are opposite to those in 'normal' ones. A special feature of the reversed undular bores is that, despite the negative sign of linear dispersion in the Gardner equation, they exhibit "dark" solitons at their leading edges in contrast to the 'normal' KdV-type negative dispersion "bright soliton" pattern. For instance, the diagram {u Fig. 7 (region 3) corresponds to the resolution pattern for the initial step (3.13) consisting of the 'normal' solibore and the 'reversed' rarefaction wave connected via an intermediate stateũ * = 1/α − u − . The nonlinear trigonometric bores appearing in the classification for α < 0 are denoted as TB. In a number of cases, the trigonometric bore occurs as part of a composite structure: say, the resolution diagram {u + ← (TB|UB) u − } in Fig. 8 (Region 7) denotes the composite cnoidal-trigonometric undular bore connecting the constant boundary states u − and u + . An inspection of the classification presented in Fig. 7 shows that within this range of u + = u u (at fixed u − = 0) one can possibly have three different types of the solution corresponding to Regions 1,2 and 3. These solutions are presented below.
(a) ∆ − < ∆ < ∆ 1 (see Fig. 4a ). This corresponds to 0 < u u < 1/(2α) and, hence, to Region 1 in the classification map in Fig. 7 . Thus, we have an upstream propagating undular bore with the bright soliton at the leading (left) edge (note the change in the propagation direction when applying the classification in Fig. 7 to equation (1.1) ). The modulation solution for this bore is given by (3.7), (3.8), where the constant Riemann invariants (3.7) are 1) and the dependence of the varying Riemann invariant r 2 on x and t is given in an implicit form by (3.8).
The oscillatory structure of the undular bore is described by the periodic solution of the ODE (3.1), which is expressed in terms of the Jacobi elliptic functions as (see Kamchatnov et al. (2012) 
where the phase is
the modulus m is given by (3.9), and the phase velocity V is
In the small-amplitude limit u 3 → u 2 (m 1 → 0) we get the linear harmonic wave
(4.5)
The soliton limit m → 1 can be achieved in one of the two ways: when u 1 → u 2 or when u 3 → u 4 . In the Region 1 the soliton limit occurs via u 2 → u 1 (see Kamchatnov et al. (2012) ) so we obtain a "bright" soliton of elevation propagating against a constant background u = u 1 ,
If, further, one has u 4 − u 3 ≪ u 3 − u 2 , then the soliton (4.6) becomes a wide, "table-top" soliton. For Region 1, the expressions for the parameters u j in terms of the Riemann invariants r 1 , r 2 , r 3 are given by the following inverse formulae of (3.6) (see Kamchatnov et al. (2012) ),
which, after the substitution of (4.1), assume the form (note that (1−4αr 3 ) 1/2 = 1−2αu for 0 < u u < 1/(2α) -see (4.1)):
(4.8)
One can see that the limit m = 1 (i.e. r 2 = r 3 = u u (1 − αu u )) is indeed achieved via u 2 = u 1 = 0 (see (3.9)), which corresponds to the "bright" soliton (4.6). In the linear limit m = 0 (r 2 = r 1 = 0) one has u 3 = u 4 = u u . The qualitative behaviour of u j 's (4.8) generated by the "core" solution (3.8) in the normal undular bore (Region 1 in Fig. 7) is shown in Fig. 9a .
The speeds of the leading (soliton) and the trailing (linear) edges of the upstream undular bore edges are given by (see (3.11), (4.1))
respectively. Formulae (4.9), via u u (∆, G m ) specified by (2.25), (2.26) define the undular bore edge speeds in terms of the input parameters ∆, G m . The amplitude of the lead soliton is a − = 2u u . It is clear that the upstream undular bore can be realised fully only if its trailing edge propagates upstream, i.e. if s + < 0. The condition s + = 0 yields then the equation of the line in the (α∆, G m α 2 )-plane of the flow-regime diagram (see Fig. 4a ) corresponding to the generation of an upstream undular bore whose zero-amplitude trailing edge is at rest at the obstacle's location (effectively at x = 0). Since u = u u is a solution of (2.25), an analytical expression for this line ∆ = ∆ u (G m ) is obtained by finding u u from the equation s + = 0 specified by (4.9) and then substituting it into (2.25):
(4.10) Expanding (4.10) for small |α∆| ≪ 1 we obtain:
The inverse function ∆(G m ) to (4.10) has two branches; we are interested in the lower one located within the region ∆ − < ∆ < ∆ 1 . Above this line one has s + > 0, and, therefore, the upstream undular bore can be realised only partially in this region of the input parameters (see Fig. 10 ). We also note that the leading term of the expansion (4.11) ∆ = − √ 3G m agrees with the forced KdV result by Grimshaw & Smyth (1986) and Smyth (1987) , as expected. We also note that the separation curve (4.10) is defined only for α∆ > −3/2 (the existence of the real root u u of the quadratic equation s + = 0). For α∆ < −3/2 the upstream bore is always detached.
An example of the Riemann problem solution (4.2), (4.8), (3.7), (3.8) corresponding to the upstream flow resolution via partial bore is shown in Fig. 9b . Indeed, in the context of the transcritical flow, the downstream part of the bore cannot be realised and one ends up with the partial undular bore attached to the obstacle at x = 0 (as long as the modulation description is concerned). The partial undular bore has some nonzero value of the modulus m = m 0 > 0 (and, therefore, some non-zero amplitude a = a 0 > 0) at the attachment point. The parameters m 0 and a 0 are found from the similarity solution (3.8) with r 1 = 0 complemented by the condition of continuity for the mean valueū at x = 0, where one requiresū = u u . The analysis is equivalent to that performed in Grimshaw & Smyth (1986) and Smyth (1987) for the forced KdV equation so we do not present it here. We just mention that, if m 0 is sufficiently close to unity one can replace the partial undular bore by a uniform solitary wave train.
(b) ∆ 1 < ∆ < ∆ 2 (see Fig. 4a ). This corresponds to 1/(2α) < u u < 1/α and, hence, to the Region 2 in the parametric map of the Riemann problem in Fig. 7 . The upstream wave structure now consists of the reversed undular bore with the dark soliton at the leading edge and a solibore (kink) propagating to the left into the undisturbed state u − = 0 (see Fig. 11 ). The undular bore and the solibore are joined together via an intermediate state u = u * = 1/α − u − . The reversed undular bore is described by the same "core" modulation solution (4.1), (3.8) in terms of the Riemann invariants r j , j = 1, 2, 3 but the relationships between the parameters {u j } in the periodic solution (4.2) and the Riemann invariants {r k } are now given by the second set of the inverse formulae to (3.5),
(4.12)
Upon substituting (4.1) and using that (1 − 4αr 3 ) 1/2 = 2αu + − 1 (now u + > 1/(2α)), one can readily see that the relationships (4.12) assume the same form (4.8). However, due to the different sign of (1 − 4αr 3 ) 1/2 , the soliton limit r 2 = r 3 (m = 1) is now achieved via u 3 = u 4 , which corresponds to the dark soliton limit of the periodic solution (4.2) (see Kamchatnov et al. (2012) for details):
Now, it follows from (4.12) that, when r 2 varies in the interval r 1 ≤ r 2 ≤ r 3 according to (3.8), the parameters u k change along the curves shown in Fig. 11a (cf. Fig. 9a for the Region 1 undular bore). The left degeneration point u 3 = u 4 = 1/α corresponds to a dark soliton (4.13) riding on the background u = u * = 1/α > 0, while at the opposite edge we have u 3 = u 2 = u + = u u , which corresponds to a linear wave packet propagating on the uniform background u = u u . Thus, substitution of u k (x, t) in the periodic solution (4.2) yields the reversed undular bore connecting the levels u = u u and u = 1/α (see Fig. 11b ). The lead soliton amplitude in this undular bore is a * = 2(1/α − u u ). The intermediate state u = 1/α at the leading edge is further connected with the upstream equilibrium state u = 0 by a solibore, which is obtained as the limiting form of the periodic solution (4.2) when u 2 → u 1 and u 3 → u 4 simultaneously. There are two possible solibore solutions, the one relevant to Region 2 has the form
The type of the initial step resolution via the combination of an undular bore and a solibore described above is sometimes referred to as the dispersive "lock-exchange" (in contrast to the dispersive "dam-break" type resolution in Region 1, see for instance Esler & Pierce (2011) . The speeds of the soliton and linear edges of the reversed upstream undular bore in the lock-exchange solution are given by the same formulae (4.9) which, for the region ∆ 1 < ∆ < ∆ 2 considered, implies that the reversed bore is attached to the obstacle and realised only partially as long as α∆ > −3/2 (see (4.10)). We note that, although this pattern can be seen in the previous numerical simulations (see e.g. Grimshaw et al. (2002) ) it had not been identified as a separate distinct feature of the dispersive transcritical stratified flows. Fig. 4a ; note that this narrow region is located entirely in the lower half-plane, i.e. for α∆ < 0, G m α 2 > 1). This corresponds to 1/α < u u < u u (∆ ′ + ) and, hence, to the Region 3 in the parametric classification of the Riemann problem in Fig. 7 . The upstream wave structure now consists of the combination of the solibore and the reversed rarefaction wave connected via an intermediate state u = u * = 1/α. This is the classical lock-exchange pattern observed in previous numerical simulations of the forced Gardner equation (see e.g. Melville & Helfrich (1987) , Grimshaw et al. (2002) ) and also in fully nonlinear two-layer transcritical flows White & Helfrich (2012) . The solibore connecting the equilibrium state u = 0 upstream and the intermediate constant state u = 1/α is described by formula (4.14). The constant state is further connected with the upstream hydraulic elevation state u = u u via the reversed simple rarefaction wave, which is asymptotically described by the similarity solution of the dispersionless limit of the unforced Gardner equation, (4.15) where the edge speeds are
As a matter of fact, s k < s l (see (4.14)). Also, if s r > 0, the upstream structure is realised only partially. The combined solution (4.14), (4.15) is shown in Fig. 12 . The weak discontinuities at the corners of the hydrodynamic rarefaction wave are resolved by small-amplitude dispersive wavetrains which asymptotically decay with time.
Downstream solution
The dispersive resolution of the downstream hydraulic jump occurs between the states u − = u d < 0, and u + = 0. An inspection of the classification presented in Fig. 7 shows that for this range of u + , u − the only possible solution is the normal cnoidal undular bore corresponding to Region 1 in the Riemann problem classification in Fig. 7 .
The oscillatory structure of the bore is described by the elliptic solution (4.2) with the parameters u j , j = 1, . . . , 4 expressed in terms of the Riemann invariants r i , i = 1, 2, 3 via relationships (4.7). The spatiotemporal behaviour of the Riemann invariants is given by the Gurevich-Pitaevskii similarity modulation solution (3.8) with constant Riemann invariants (4.17) so that expressions (4.7) for the parameters u k (Region 1) reduce to 18) and their plots are shown in Fig. 13a . The corresponding modulated solution for the downstream undular bore is shown in Fig. 13b . The speed of the soliton edge is (4.19) and of the linear edge For small α|∆| ≪ 1 equation (4.21) is approximated by the series expansion (cf. analogous expansion (4.11) for the upstream bore)
Again, one should take the branch of the inverse function to (4.21) which is located within the region ∆ − < ∆ < ∆ 1 . The curve (4.21) is shown in Fig. 10 (see section 4.1). One should note that, unlike the partial bores in the upstream resolution, the modulus m in the partial downstream bore ranges in some interval 0 < m < m * , where m * ≤ 1 so that the partial undular bore downstream generally represents an extended "rear" part of the bore rather than the solitary wavetrain. This type of modulated solutions arises in the KdV initial boundary problem in the negative quarter plane and was studied in Marchant & Smyth (2002) . Since the Gardner modulation theory for the considered region of parameters is equivalent that for the KdV case we do not consider the details of the downstream partial bores here.
We remark that both curves (4.22) and (4.11) agree to leading order in |α∆| ≪ 1 with the equation of the (single) curve separating the regimes of the attached and detached upstream/downstream bores in the forced KdV equation theory Grimshaw & Smyth (1986) , Smyth (1987) . Note that in the forced KdV case, one of the bores is necessarily attached to the obstacle. Contrastingly, in the forced Gardner equation case, there is the region ∆ d < ∆ < ∆ u corresponding to the generation of two detached, fully realised undular bores. A similar configuration with two complete bores occurs in fully nonlinear transcritical single-layer shallow-water flows described by the forced Su-Gardner equation El et al. (2009) .
Numerical simulations
The previous study Grimshaw et al. (2002) showed an excellent agreement of the transcritical hydraulic solution to the forced Gardner equation (1.1) with the results of full numerical simulations for a broad range of the input parameters. On the other hand, in Kamchatnov et al. (2012) Here we mostly concentrate on the verification of the qualitative predictions of our classification of the upstream and downstream unsteady wave patterns detailed in the two previous subsections. As is usually the case with the dispersive transcritical flow problems, the quantitative agreement is very good in the near-critical regime (∆ ≈ 0) and is getting worse when one moves towards the boundaries of the transcritical region of parameters (see e.g. El et al. (2009) or Leszczyszyn et al. (2009) ). This is due to much longer times of the establishment of the hydraulic solution far from criticality resulting in a formal violation of the applicability conditions for the Grimshaw & Smyth (1986) construction.
To verify the predictions of our analysis in Sections 4.1 and 4.2 we have performed three series of simulations using the input parameters α, G m and ∆ from the three distinct subregions of the region ∆ − < ∆ < ∆ ′ + in the parametric flow-regime diagram in Fig. 4a . In our numerical simulations of the forced Gardner equation (1.1) the standard pseudospectral method was used for treatment of the space dependence together with the 4th order Runge-Kutta procedure for time stepping (see e.g. Trefethen (2000) ). The typical numerical results from all three series are presented in Figs. 14-17. As one can see, the numerical simulations completely agree with the predictions of our classification.
Upstream and downstream closure, α < 0.
An analysis of the dispersive resolution of the upstream and downstream hydraulic jumps in the transcritical Gardner equation with α < 0 is in many respects analogous to that performed in sections 4.1 and 4.2 for the case α > 0. However, due to some distinctive features of the periodic travelling wave solutions of the Gardner equation with α < 0 resulting in non-strict hyperbolicity of the modulation system, the structure of the downstream and upstream waves generated in the transcritical Gardner flows can drastically differ from that in the dispersive resolution patterns described in the previous section. The special role in the dispersive step resolutions in the Gardner equation (1.1) with α < 0 is played (for a certain range of the initial step parameters) by the socalled trigonometric undular bores, which were first described in Marchant (2008) for the focusing mKdV equation, and which are, in some sense, the counterparts of the solibores Figure 16 . Numerical solution of the forced Gardner equation (1.1) with α = 1 for the region ∆1 < ∆ < ∆2 of the input parameters (see Fig. 4a and 10). Upstream is an attached reversed undular bore connected to the equilibrium flow by a solibore (cf. the relevant analytical solution plot in Fig. 11b) ; downstream a detached normal undular bore is generated. The parameters in the numerical solution are: α = 1, ∆ = −1, Gm = 1.9, l = 10, t = 60. 
Upstream solution
Similar to the case α > 0, in order to describe the upstream wave pattern we need to solve the unforced Gardner equation (1.1) with initial conditions (2.31) where u − = 0 and u + = u u > 0. The dependence of u u on the definitive parameters ∆, G m and α is given by the same equations (2.25), (2.26). The value of u u within the region of existence of the localised transcritical hydraulic solution (see Fig. 4b ) ranges now from (u u ) min = 0 at the upper boundary ∆ + to some (u u ) max at the lower boundary ∆ ′ − . The value (u u ) max is found as the smaller positive root of equation (2.25) with G m (∆) defined by (2.29).
An inspection of the classification presented in Fig. 8 shows that within this range of u + = u u (at fixed u − = 0) one can possibly have only one type of the upstream resolution -the one corresponding to Region 4. The relevant structure is the KdV type "normal" cnoidal undular bore with a bright soliton at the leading edge. Locally, this bore is described by the following periodic solution of the basic ODE (3.1) (Kamchatnov et al. (2012) ),
where
and V is given by (4.4). For Region 4, the expressions for the parameters u j of the periodic solution (5.1) in terms of the Riemann invariants r 1 , r 2 , r 3 in the 'universal' modulation solution (3.7), (3.8) are given by the following inverse formulae of (3.5) (see Kamchatnov et al. (2012) ),
The constant Riemann invariants (3.7) are so that expressions (5.4) assume the form
The dependence of r 2 on x, t is determined implicitly by the similarity modulation solution Eq. (3.8) so the modulations u j (x, t) (5.6) are completely defined. When r 2 varies between r 1 and r 3 the parameters u j vary along the curves shown in Fig. 18a . The corresponding plot of the undular bore constructed by substituting the modulation solution (5.6), (3.8) in the travelling wave (5.1) is shown in Fig. 18b . The speeds of the soliton and linear edges of the upstream undular bore are
respectively. Since u u > 0, α < 0 and ∆|α| > −1 (see Fig. 4b ) it is not difficult to show that s + u > 0 for all values of the input parameters G m , ∆ involved. Thus, for α < 0 the upstream undular bore can only be realised partially. As was mentioned earlier, the partial undular bore can often be approximated by a uniform train of solitary waves (see Grimshaw & Smyth (1986) , Smyth (1987) for the similar issue for the forced KdV equation). This approximation is expected to work particularly well for large values of the normalised topography amplitude G m α 2 leading to the "cutoff" modulus m 0 values sufficiently close to unity.
Downstream solution
To describe the downstream wave pattern we need to solve the unforced Gardner equation The value (u d ) min is found as the negative root of equation (2.25) (see Fig. 3b ) with G m (∆) defined by (2.29).
An inspection of the classification presented in Fig. 8 shows that, within this range of u − = u d < 0 (at fixed u − = 0) one can possibly have three different types of behaviours corresponding to Regions 4, 3 and 2 respectively. The corresponding solutions are outlined below.
(a) ∆ 1 < ∆ < ∆ + This region of the parametric diagram in Fig. 4b corresponds to the initial steps (2.31) with 1/(2α) < u − < 0, u + = 0, and, therefore, to Region 4 in the classification map in Fig. 8 . Thus we have the classical KdV type "bright" cnoidal bore generated downstream the obstacle. Similar to the upstream undular bore described in the previous subsection, the oscillatory structure of the undular bore for the considered range of the input parameters is described by the travelling wave solution (5.1) with the relations (5.4) between the modulation parameters u j , j = 1, 2, 3, 4 and the Riemann invariants r 1 , r 2 , r 3 . The constant Riemann invariants in the Gurevich-Pitaevskii solution (3.7), (3.8) now are
8) which leads to the following set of expressions for u j 's (cf. (5.6))
(5.9)
The speeds of the downstream undular bore soliton and linear edges are The only difference is that now, upon inversion of (4.21), one chooses the upper branch of the function ∆ = ∆ d (G m ). As a result, the partial downstream bore can only be realised in a very small sector of parameters with ∆ < 0 in the flow-regime diagram in Fig. 4b . One should also note that, unlike partial bores in the upstream resolution for α > 0 (see Section 4) the modulus m in the partial downstream bore ranges in some interval 0 < m < m 0 , where m 0 ≤ 1. This type of modulated solution for the KdV equation was studied in Marchant & Smyth (2002) . Since the Gardner modulation theory for the considered region of parameters is equivalent that for the KdV case, we do not consider the details of the downstream partial bores here.
(b) ∆ 2 < ∆ < ∆ 1 . This region of the parametric diagram in Fig. 4b corresponds to the initial steps (2.31) with 1/α < u − < 1/(2α), u + = 0, and, therefore, to Region 3 in the classification map in Fig. 8 .
The wave structure generated downstream is now a composite undular bore, which consists of two parts. The front (left) part is described by the cnoidal solution (5.1) in which the modulus m varies from m = 1 at the leading edge to m = 0 at some point x * , which, however is not the bore's trailing edge as the amplitude a does not vanish at this point. The structure then continues via the modulated nonlinear trigonometric solution of the Gardner equation, in which u 2 = u 1 (i.e. m = 0 -see (5.3)) but a = u 4 − u 3 = 0. This solution has the form
(5.12)
The modulated trigonometric solution (5.11) describes the rear (right) part of the downstream composite undular bore through the trailing edge where a → 0. The details of the analytical description of the 'trigonometric' undular bores in the Gardner equation can be found in Kamchatnov et al. (2012) ; here we apply the relevant solutions from Kamchatnov et al. (2012) to the particular configuration of the downstream resolution in the transcritical flow. The modulation in the cnoidal part of the bore is described by the same expressions (5.9), where r 2 (x, t) varies according to the Gurevich-Pitaevskii solution (3.7), (3.8) with the same as in (5.8) constant Riemann invariants
The difference between the solution in the present case 1/α < u d < 1/(2α) and the previous case (a) 1/(2α) < u − < 0, u + = 0 is that now one has to choose in (5.9) the other branch of √ 1 − 4r 2 . As a result, the amplitude a = u 4 − u 3 does not vanish at the edge with r 1 = r 2 (m = 0). Indeed, one can readily see that a = 8αu d > 0 at this point x = x * , which coincides with position of the trailing edge in the Gurevich-Pitaevskii solution (3.8). Then, to get the required matching with u = 0 downstream, one has to continue the solution beyond x = x * , via the modulated nonlinear trigonometric wave (5.11) along which v 2 | m=0 = x/t that is This solution extends up to x = x + = (∆ − 3/α)t where u 3 = u 4 (a = 0). The variations of the modulation parameters u k in the trigonometric part of the bore are given by
The typical variations of u k as functions of x in the composite cnoidal-trigonometric bore are shown in Fig. 20a and the corresponding oscillatory structure is shown in Fig. 20b . It is worth noticing that the presence of the trigonometric part of the bore leads to a slower transition to the linear wave packet at the small amplitude edge compared with a pure cnoidal bore. The linear edge of the composite bore propagates with the velocity
The boundary x = x * between the cnoidal and the trigonometric parts propagates with the velocity
coinciding with the velocity of the trailing edge in the Gurevich-Pitaevskii solution (the second formula (5.10)). The soliton edge propagates with the velocity s − given by the first formula (5.10) and the lead soliton amplitude is c) ∆ ′ − < ∆ < ∆ 2 . This region of the parametric diagram in Fig. 4b corresponds to the initial steps (2.31) with u Fig. 8 . Note that in this region ∆ > 0. The wave structure generated downstream is now a combination of a reversed rarefaction wave and a 'normal' trigonometric bore. This structure is a counterpart of the combined solibore-rarefaction wave solution in the α > 0 case. The trigonometric bore connects the equilibrium state u = 0 at the right edge x = s + t and the 'conjugate' state u = 1/α < 0 at the left edge x = s − t and is described by the periodic solution (5.11), (5.12) modulated according to (5.15). The edge speeds are
Since in the region considered we have ∆ > 0, the trigonometric bore is fully realised (cf. case (b) above). At the leading edge x = s − t the bore has an algebraic soliton, described by the limit of the trigonometric solution (5.11) as u 3 → u 1
Using relationship (3.3) and the fact that the pedestal of the algebraic soliton u = u 1 = 1/α we reduce (5.19) to the form
. The speeds of the rarefaction wave edges are algebraic soliton in the trigonometric bore implying that there is no additional constant states between the two structures. Also it is not difficult to check that 0 < s l < s r for the considered range of the input parameters so the rarefaction wave never gets attached to the obstacle. The above-described downstream composite solution is illustrated in Fig. 21 .
Numerical simulations
In this section we present numerical solutions of the forced Gardner equation (1.1) with α < 0 and the forcing term defined by formula (1.3). Similar to the case α > 0 (see the numerical section 4.3), to verify the predictions of our analysis in Sections 5.1 and 5.2 we have performed three series of simulations using the input parameters α, G m and ∆ from the three distinct subregions of the region ∆ ′ − < ∆ < ∆ + in the parametric flow-regime diagram in Fig. 4b . In Figs. 22-24 we present some of the typical upstream and downstream configurations illustrating our classification in the previous subsections. One can see that in all three plots the upstream bore is realised partially and attached to the obstacle as predicted by our analysis. Some irregularities in the structure of the leading part of the partial bore (or rather solitary wave train) in Figs. 22 and 24 is explained by the 'history' of its generation. Namely, at the initial stage of the establishment of the steady transcritical hydraulic regime over the obstacle, a series of smaller solitary waves are generated. These propagate downstream but eventually are overtaken by larger solitary waves continuously generated at the obstacle's location after the hydraulic transcritical transition has settled. The relative width of the irregular part of the bore decreases with time so for sufficiently large t can be safely neglected (see the longtime simulation in Fig. 23 ). In Fig. 23 one can also clearly see the "wine-glass" shape of the envelope of the downstream bore, which is the characteristic feature of the composite, cnoidal-trigonometric bore described in Section 5.2 and illustrated in the analytical plot in Fig. 20b . Finally, in Fig. 24 one can observe the downstream pattern consisting of an undular bore and a rarefaction wave, which agrees with the predicted theoretical pattern shown in Fig. 21 .
Conclusion
The classification of the transcritical (resonant) flows of a stratified fluid over topography is constructed in the framework of the Gardner (extended KdV) equation ( for a range of flow parameters, when the obstacle supports a steady hydraulic transition from the subcritical flow upstream to the supercritical flow downstream. We consider both possible signs for the cubic nonlinear term α in the Gardner equation corresponding to different fluid density stratification profiles. This problem has been considered in a number of earlier studies using various approaches, but mostly numerically with no full analytical description available.
The main contribution of the present paper is the development of the missing analytical theory of the transcritical Gardner flows in the framework of the Grimshaw & Smyth (1986) approach, where the asymptotic description of the the flow is constructed using a combination of the hydraulic approximation over the obstacle's location and the modulation description of the unsteady waves generated upstream and downstream. The extension of the GS theory, which was originally developed for the forced KdV equation, to the forced Gardner equation is quite nontrivial and has become possible due to the recent development in Kamchatnov et al. (2012) of the full modulation theory for the (unforced) Gardner equation.
We have shown that, along with the regular cnoidal undular bores occurring in the analogous problem for the single-layer flow modeled by the forced KdV equation and its non-integrable extensions (see El et al. (2009) ), the forced Gardner equation supports a diverse family of upstream and downstream wave structures which are sharply different from those arising in the forced KdV equation dynamics. These new structures include combinations of solibores and rarefaction waves, 'reversed' undular bores and the socalled 'trigonometric' undular bores. The classification of the transcritical flow regimes is made in terms of two definitive parameters: the obstacle's height G m and the deviation ∆ of the incident flow velocity from the long wave phase speed. This is done using a combination of the detailed analysis of the hydraulic solution of the forced Gardner equation with the dispersive term neglected and the relevant parts of the Riemann problem solution of the full unforced Gardner equation available from Kamchatnov et al. (2012) . The latter work has enabled the analytical description of the unsteady wave structures generated upstream and downstream of the obstacle. The predictions of the constructed analytical theory are confirmed by direct numerical computations of the forced Gardner equation.
Apart from being fundamentally important as the basic analytical model for the weakly nonlinear transcritical flows in stratified fluids, the developed theory should provide a guidance for similar classifications for the more advanced, fully nonlinear models of the transcritical internal flows past topography, for example, the forced Myatta-ChoiCamassa equations for the two-layer flows past topography, which would generalise the theory of the fully nonlinear shallow-water single layer transcritical flows constructed in El et al. (2009) .
