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ABSTRACT
A visible continuum array diagnostic has been constructed to perform experiments on the
Alcator C-Mod tokamak. It views plasma Bremsstrahlung in a narrow spectral region free
from atomic lines. Signals from thirty chordal views on the midplane are digitized and
then Abel inverted to obtain emissivity as a function of minor radius. A procedure based
on Green's functions was developed to deal with the problem of noise inherent to Abel
inversion. It has a demonstrated ability to pick out the original signal from among noise
of equal magnitude. Bremsstrahlung intensity is proportional to the square of electron
density times "Z effective", which is a measure of impurities. In conjunction with an
independent density diagnostic, the continuum array gives time-resolved impurity density
profiles. Alternatively, when it is known that Z ~ 1, the array gives electron density
profiles with excellent time and space resolution and coverage of the plasma.
An eigenfunction expansion method was used to obtain highly accurate solutions to the
transport equation, using posited values of diffusion and convection coefficients and
matching the data at the initial time and at the edge of the analysis region. The method
assumes the simplest model of constant diffusion and convection linear in r, both constant
in time. Possible values of coefficients are systematically scanned to find the best fit to
the data. The fits are excellent, which justifies the model. A formal error analysis is done.
Impurity injections are analyzed. It is shown that the transport of light elements can be
analyzed in the core without the need for diagnostic beams. The elemental composition
need not be known.
A new electron transport regime was investigated. It is'sometimes entered into at the ends
of shots when the current is being ramped down. It features a small core plasma and
greatly enhanced inward transport, producing very high density. Its potential as a tokamak
operational scenario is unclear.
Thesis Supervisor: Earl Marmar
Title: Senior Research Scientist
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Introduction
The quantity of thermonuclear power produced per unit volume in a tokamak using
deuterium-tritium fuel is given by P = nn, (Crv)
where 6 = 17.6 MeV is the energy per reaction
(ov) is the speed-averaged cross section for the D-T fusion reaction. It depends on the
velocity distributions of the interacting species; practically, on the temperature. This
makes the topics of heating and energy transport of central importance.
nD and nT are the densities of deuterium and tritium respectively. In a clean plasma,
their sum is approximately equal to the electron density. This means that plasma fueling
and particle transport is the other subject that is of crucial importance in achieving
thermonuclear fusion. Under this category are included the topics of beam fueling, gas
puffing, wall interactions, plasma stability (macro and micro), density limits, improved
confinement regimes, disruptions, and the transport of particles: working gas, impurities
and helium ash. It is to this last subject that we now turn our attention: the transport of
impurities (not including alpha particles) and the transport of the working gas, or what
amounts to the same thing, electron transport.
The remainder of this introductory chapter introduces some terminology, gives a very
brief description of the Alcator C-Mod tokamak, on which the experiments described in
this work were performed, gives a brief account of the status of transport studies which
form a part of the larger world-wide fusion effort, and provides a short preview of the
individual chapters which comprise this work.
Terminology
The tokamak is one of a number of toroidal magnetic confinement reactors being
used to study nuclear fusion. The major effort internationally is focused on this type of
machine. It was developed at the Kurchatov Institute in the 1960's and its name is a
Russian acronym for "toroidal magnetic chamber".
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The experiments take place inside a vacuum vessel. Figure 1.1 shows the geometry.
The toroidal direction is that of 4, while 0 is in the poloidal direction. A poloidal plane
is any vertical plane that contains the axis of the torus. The magnetic axis is a circle in the
horizontal midplane which is the central null points of the poloidal field. The toroidal
field is produced by a set of coils lying in poloidal planes equally spaced in 4, while the
poloidal field is produced by the toroidal plasma current I.. The major radius R is the
distance between the axis of the torus and the magnetic axis. The minor radius r is the
distance in the poloidal plane between any point of the plasma and the magnetic axis, ra or
more simply a is the minor radius of the plasma boundary. With a shaped cross-section,
this is not constant, so it is taken to be the minor radius on the outboard midplane. The
outboard side is outside the magnetic axis and the inboard side is within.
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Ohmic Heating Coil
The ohmic heating coil is placed around the inner
legs of the toroidal field coils with its windings in the
toroidal direction. See Figure 1.2, which shows only four
field coils. (Alcator C-Mod has ten.) The ohmic coil
produces a vertical field. Changes in time of this field
induce a toroidal electric field, which drives plasma
current. The coils can be considered the primary of a
transformer, with the plasma being the one-turn
secondary. This is what is referred to as ohmic current
drive. The name comes from the ohmic heating produced
by this current and the plasma resistivity. The ohmic coil
produces a certain maximal magnetic flux. D =dt 0 = Jdt4E - di = -JVdt , so there
is a maximum value of volt-seconds it can provide. Then the machine must be operated in
pulses, or "shots", which, barring a disruption, usually have a length between 1.0 and 1.8
seconds. A disruption is a sudden catastrophic loss of plasma confinement. Its cause is
sometimes unknown. The normal sequence of operation is current ramp-up, flat-top, and
ramp-down. The toroidal field follows this same sequence independently (and not
necessarily concurrently). Unless otherwise stated, references to flat-top and ramp are to
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current, not field. 'Up' and 'down' retain their usage no matter the sign of the current and
field.
Other forms of heating besides ohmic are called auxiliary. One form is RF (radio-
frequency) heating, which is launched into the plasma with an antenna inside the vessel.
It is resonant with certain natural modes of motion of charged particles in a magnetic
field. Electron cyclotron, ion cyclotron, and lower hybrid waves are commonly used.
Figure 1.3 shows an example of a shot (960116011) from Alcator C-Mod. The first
panel shows Ip, the plasma current. The flat-top is from .2 to 1.0 seconds, while the ramp-
down is from 1.0 to 1.56 sec onwards. BT, the toroidal field is given next. P", the RF
heating power, turns on at .65 and endures until 1.0 seconds. Central electron
temperature, shown in the fourth plot, increases in response to this extra input power.
This increased power causes an immediate transition to H (high confinement) mode from
the normal L (low-confinement) mode. The improved confinement causes a steady
increase in electron density ne (central density is shown) and plasma stored energy W. An
H-L transition occurs at t = 1.0 sec. and the plasma reverts to its original state. Particle
transport in H mode is the subject of chapter 8.
Alcator C-Mod
The experiments herein described were performed on the Alcator C-Mod tokamak.'
C-Mod began operation in April, 1993. It is a compact (major radius R = .67 m, minor
radius a = .21 m) machine with a shaped cross-section (elongation K up to 1.8). All shots
subjected to transport analysis in this work took place at 5.4 T, although experiments
have been conducted at a field as high as 7.9 T. Plasma current is in the range 0.8 to 1.4
MA. C-Mod has a divertor, and magnetic control puts the strike point into the closed,
baffled divertor chamber, or onto open flat plates.2 Densities of 9 x 1020 m 3 have been
achieved following pellet injection, although ~ 2 x 1020 m 3 is typical without pellets. 4
MW of ion cyclotron radio-frequency (ICRF) power at 80 MHz was available for these
experiments, which together with the ohmic heating power allows the plasma to operate
1I. H. Hutchinson, Proceedings ofIEEE 13th Symposium on Fusion Engineering (Institute of Electrical and
Electronic Engineers, New York, 1990) Vol. 1, p. 13
2 B. LaBombard et alii, Physics of Plasmas 2 (6), June 1995, 2242
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at electron temperatures in excess of 2 keV. The machine has not been operated with
tritium fuel.
Transport
A tokamak plasma is fuelled by gas-puffing at the edge, neutral beams, or injected
pellets of frozen deuterium. Normally, on C-Mod, we fuel with gas puffing. The fuel
gradually leaks out during operation, and deuterium adsorbed onto the vessel structures
gradually leaks in. In order to achieve fusion, we must get a high central density, so it is
of crucial importance to understand this transport in order to predict and eventually
control the density and its profile.
Impurities are an inescapable fact of life in fusion research. The structural materials
present in the vessel end up contaminating the plasma to some extent. Choice of materials
for the plasma-facing components and strict cleanliness procedures are important, but we
shall always be concerned with impurity transport. Also, it is hoped that the fusion end-
products (4He, 3He, and 3H) will stay in the plasma long enough to equilibrate thermally
and provide self-generated heating. Afterward, the helium then becomes an impurity, and
it is desirable to be rid of it. Impurity transport is the central issue here.
The basic transport problem involves transport of and exchange among electron
density ne, electron energy qi, ion energy q., and plasma angular momentum M. F is the
particle flux. These quantities presumably depend on the gradients of n, electron and ion
temperatures Te and Ti, and toroidal rotation speed Q. This can be expressed linearly as
'r' 'D A12  A13  A 14  an/ap'
qf A 21  Xe A 23  aTlap p is a generalized radial coordinate.
q X OT /8p
There is some question as to whether the problem is linear - the matrix elements
themselves could be functions of the dependent or independent variables.3
Under certain thermodynamic conditions, Onsager symmetry4 holds, so that the
matrix is symmetric, and there are only ten independent coefficients. However, if the
3 K. W. Gentle, Physics of Fluids 31 (5), May 1988
4 See, for example, F. Reif, Fundamentals of Statistical and Thermal Physics, section 15.18
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transport is turbulent, it has not been shown that the conditions for Onsager symmetry
hold.'
If transport were purely diffusive, only the diagonal elements would be non-zero.
However, it is known experimentally that off-diagonal elements are important.6 The one
that has the firmest experimental basis is a convective particle velocity. It is covered by
this formalism because in all regimes of neoclassical theory,7 we have terms proportional
to an / or, aTe / ar, DTi / ar, and toroidal electric field in the expression for the radial flux.
This field causes an inward ExB drift, modified by toroidal effects. The electric field is
included in the (canonical) angular momentum term. The treatment of this term is not
uniform in the literature. The problem can be formulated using parallel current density
instead.
Classical theory refers to the investigation of plasma transport in cylindrical
geometry. It is a direct outgrowth of gas kinetic theory, plus electromagnetic effects.
Consideration of transport in realistic magnetic geometries led to the development of
the neoclassical theory, beginning in the 1960's. It is associated with such names as
Braginskii, Pfirsch, Schlfiter, Galeev, Sagdeev, Rosenbluth, Hazeltine, Hinton, and
Kadomtsev. It is a highly-developed detailed theory that does a very poor job of
predicting experiment. Measured thermal diffusivities can be up to two orders of
magnitude bigger than expected from theory.8 However, in certain special cases,
neoclassical theory can provide predictions that agree with experiment. For example,
Alcator C (not C-Mod) found a neoclassical ion thermal diffusivity following pellet
injection9, while JET found a neoclassical particle convection with pellet injection.'0
5 K. H. Burrell, K. W. Gentle, N. C. Luhmann, Jr., E. S. Mannar, M. Murakami, K. F. Schoenberg, W. M.
Tang, and M. C. Zarnstorff, Physics of Fluids B 2 (12), December 1990
6 B. Coppi and N. Sharky, Nuclear Fusion 21 1363 (1981)
7 For a review, see F. L. Hinton and R. D. Hazeltine, Reveiws of Modern Physics 48, 239 (1976)
8 reviewed by J. Hugill, Nuclear Fusion 23, 331 (1983)
9 S. M. Wolfe, M. Greenwald, R. Gandy, R. Granetz, C. Gomez, D. Gwinn, B. Lipshultz, S. McCool, E.
Marmar, R. R. Parker, and J. Rice, Nuclear Fusion 26, 329 (1986)
10 L. R. Baylor, W. A. Houlberg, S. L. Milora, G. L. Schmidt, Proceedings of the IAEA Technical
Committe Meeting, Gut Ising (IAEA, Vienna, 1989), p 137
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Impurity transport at the edge was qualitatively similar to neoclassical during H mode on
Alcator C-Mod."
Some theories that have been advanced to explain this anomalous transport are : elec-
trostatic fluctuations magnetic fluctuations, magnetic field ripple, turbulent drift waves,
dissipative trapped-electron mode, the m mode, and MHD instabilities (ideal and
resistive). This list is by no means complete, nor even mutually exclusive. In other words,
it is not implied that these categories do not overlap. The subject was reviewed by
Liewer. 12 Nonlinear drift waves are reviewed by Horton.'3
Most of these theories are not developed to the point that they would be able to make
quantitative predictions. In the absence of any guide from theory, our approach will be
entirely phenomenological. We write = -an + S = V -(DVn - Vn) + S
at
n = density (electron or impurity) in m-3
IV= particle flux in m sec-
S = source (or sink) in m-3 sec'
D = diffusion coefficient in m2 sec'
v = convection coefficient in m sec'
In general, D and v are functions of position and time. Considerations relevant to the
source term are ionization, recombination, ablation of plasma-facing components, fusion
reactions, loss at the edge, recycling, etc.
What is needed now are density data sufficiently detailed in space and time to
determine D and v. These are provided by a visible continuum array diagnostic, or "Z
meter". Its signal is proportional to n,2 Zff f(Te), where Zeff is the average ionic charge (a
measure of impurities) and f is a weak function of temperature. When Zeff ~ 1, which is
quite often the case, the Z meter can be used in conjunction with a temperature diagnostic
to give density, with excellent coverage of the plasma and time and space resolution.
Electron transport is the subject of chapters 7 and 8. During an impurity injection, which
" J. E. Rice, J. L. Terry, J. A. Goetz, Y. Wang, E. S. Marmar, M. Greenwald, 1. H. Hutchinson, Y. Takase,
S. Wolfe, H. Ohkawa, and A. Hubbard, Physics of Plasmas 4 (5), May 1997
12 P. C. Liewer, Nuclear Fusion, Vol. 25, No. 5 (1985)
" W. Horton, Physics Reports 192, Nos 1-3 (1990) 1-177
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is a temporally well-defined event, the baseline can be subtracted, and knowledge of AZeff
caused by the injection can be used to compute ni, the impurity density. Impurity
transport is the subject of chapter 6.
This thesis describes the construction of a visible continuum array diagnostic and the
experiments performed therewith. Other important diagnostics will be described in the
chapters to follow as necessary: magnetic flux surface reconstruction in chapter 5, the
two-color interferometer (TCI) in chapter 6, and the grating polychromator (GPC) and
Michelson interferometer electron cyclotron emission (ECE) diagnostics, along with
bolometry, in chapter 7.
Chapter 1 describes the construction and calibration of the apparatus.
Chapter 2 covers the topics of Bremsstrahlung, which is the dominant contributor to
the signal, and recombination radiation, which is an unwanted contaminant that is usually
negligible. Appropriate formulas are provided for each.
Chapter 3 explains Abel inversion, the procedure used to perform the mathematical
conversion from the chord-averaged brightness data to emissivity, the desired local
quantity. It describes the algorithm developed to minimize the problem of noise inherent
in Abel inversion.
Chapter 4 derives the density simulations that are produced as solutions of the
transport equation, using given values of the transport coefficients. It is shown how these
simulations are used to scan systematically the possible parameter space. The values of
the transport coefficients are taken to be those that produce the simulation that is the best
fit to the density data. The question of error bars is treated.
Chapter 5 considers the question of the possible discrepancies caused by using
cylindrical geometry in the simulations rather than the shaped, nested tori appropriate to
the problem.
Chapter 6 deals with impurity transport. A natural injection of light elements is
analyzed.
Chapter 7 presents a new regime of particle transport named Ramp-Down Pinch
Mode. It is sometimes entered into at the end of the shot when the current is being
ramped down. It features greatly increased electron transport that results in greatly
15
increased density (up to 250%). As far as we can tell with diagnostics presently installed
on the machine, it produces a small core plasma with no outer radiating layer.
Chapter 8 deals with H mode. It is found that simultaneous determination of diffusion
and convection is not possible.
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Chapter 1
The Apparatus
This chapter describes the construction and calibration of the visible continuum array
diagnostic, or informally, the "Z-meter".
The instrument views the plasma along thirty chords that are arranged in a fan-shaped
array. See Figure 1.1. Each chord is defined by those light rays that will be focused on the
entrance to one of thirty fiber optic cables, which transmit the light to a like number of
photomultiplier tubes.
A photomultiplier tube is constructed of a photoemissive cathode, one or more
dynodes, and a collecting plate (anode). An incoming photon of a given frequency has a
probability of knocking an electron off the cathode that is expressed by a number called
the quantum efficiency at that frequency. The first dynode is held at a potential that is
positive with respect to the cathode. Each successive dynode and the plate are held at
progressively higher potentials, so that an electron coming off one dynode will have
gained enough energy in the electric field to knock several more electrons off the next
dynode and so on. Because the device depends on free charged particles accelerating in a
vacuum, it is very sensitive to stray magnetic fields.
Two precautions were taken to prevent contamination of the signal by the large
magnetic fields produced by the tokamak. One was magnetic shielding. Each individual
tube was shielded by a Hamamatsu E989 tube shield, which is constructed of "mu-metal"
to provide magnetic shielding.. All thirty tubes are placed in a 3/16" thick nickel-iron
alloy box. This same box was used on a previous diagnostic and was measured at that
time to provide a magnetic attenuation of -.002, in combination with the tube shields.14
The other measure taken was to situate the box a distance away from the machine. For the
data presented in this thesis, the box was just outside the igloo, which is constructed of
concrete blocks to provide radiation shielding. This placed it about 4 1/2 ft away from the
1 M. E. Foord, E. S. Marmar, and J. L. Terry, Reviews ofScientific Instruments, 53(9), Sept. 1982, 1407
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vessel walls shown in Figure 1.1 The height was about 7 feet. In 1997, the box was
placed farther back and an extra fiber optic link inserted. Unfortunately, a loss of signal
resulted.
To transmit the signal from the tokamak to the box, thirty 220 P core diameter quartz
fibers were used. They couple to the box with optical couplers that butt the end of one
fiber right up against another. Within the box, short fibers connect to the optical couplers
at one end and shine their light directly onto the photocathodes. The PMTs are arranged
in staggered tiers so that the in-box fibers can be very short and thus not wiggle when the
machine vibrates. When fibers are bent, they lose part of their light because the angles for
total internal reflection are changed. If they vibrate, this might introduce noise, so every
effort was made to keep the fibers tight and tied down where possible.
It was originally planned that the fibers should enter directly into a re-entrant tube
projecting into the tokamak. However, the vessel undergoes occasional vacuum bake-out
during which it could reach 150* C. A vendor who was willing to produce such a
bakeable fiber bundle was not found, so the configuration shown schematically in Figure
1.2 was adopted. In the explanation that follows, the rays are reversed, so that the
components are described in the reverse order to that encountered by the actual light
beams coming from the plasma. The rays will be traced as if they originated at the
photomultiplier tubes and ended up in the tokamak (left to right in Figure 1.2).
The photomultiplier tubes are Hamamatsu model 1P28, which have nine dynodes
(plus anode and cathode) in a "circular cage" configuration. The view is side-on. This
construction was chosen because it is least sensitive to magnetic fields. The photocathode
is coated with antimony/cesium. The range of response is 185-650 nm, with a peak
response at 340 nm. At 536 nm, a curve of typical radiant sensitivity versus wavelength
reads 17 mA / W. This is between 2.5% and 5% quantum efficiency. Typical electron
transit time is 22 nsec.
The dynode divider string resistors are each 22 kn, and the last three have .01 pf
capacitors. The capacitors are there to prevent any change in dynode voltage due to rapid
changes in light level, such as might occur in a plasma disruption or lithium pellet
injection. Both resistors and capacitors are soldered directly to the tube sockets. The
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cathode ends of the dynode resistor strings are supplied with high voltage by three
identical power supplies. The first supplies channels 1-10, the second, 11-20, and the
third, 21-30. The outputs are determined by three D-A converters that set their control
voltages. The three high voltage outputs are -647, -646, and -698 volts respectively.
Channels 21-30 have a higher voltage because their light levels are less. The gain of a
PMT versus dynode voltage is non-linear, but this is not of concern, because the same
voltages are used during calibration. This subject will be covered later.
The outputs of the tubes are taken by coaxial cables through a slot in the back of the
iron box to the thirty amplifiers, which are located in an aluminum box bolted directly
onto the back of the iron box, so that all high-impedance lines are electrically well
shielded. The circuit schematic of the amplifiers is shown in Figure 1.3. The resistor-
capacitor combinations were chosen so that the first roll-off is at 4.8 kHz and the second
is at 4.5 kHz. The amplified signals are then digitized at a rate of 10 kHz. R4 is chosen
for each channel in an attempt to make all the outputs equal when the input light levels
are equal. It wouldn't be interesting to list the thirty values, because the final calibration
gives us all the information we need to know. The careful reader might perhaps notice
that the input bias resistors are not properly balanced. The circuit is a modification of one
already on-hand, with the feedback resistors and capacitors changed. It wasn't noticed
that this made the input bias resistors the wrong value until several years' worth of data
had been taken. It isn't too big a problem, because the background signals are subtracted,
both for the calibration and the experiments.
The light rays then go through a Nikon fl.2 50 mm camera lens that is focused on the
tips of the fibers so that the rays leaving the lens are parallel. Figure 1.2 shows this as a
simple lens. This was attempted at first, but the aberrations were too severe. The rays
must be made parallel in order to send them through the next component, the interference
filter. This is a Fabry-Perot etalon that selects 5360 A (green light) with a FWHM of 30
A. The rays need to be parallel going through to reduce the wavelength width of the filter.
Next, a second Nikon camera lens takes the light and sends it to the "periscope", which is
a tube containing the last three lenses on the right in Figure 1.2. Focusing is determined
by short spacing tubes inside the outer tube. Viton washers
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between the lenses and spacing tubes provide for thermal expansion. The spacing tubes
were carefully machined to adjust the focus.
L3 L4 L5
Figure 1.4
In Figure 1.4 (not drawn to scale), I is the image of the fibers produced by the second
camera lens. The image of I is brought to a focus at the position of L4. L4 images L3 onto
L5. The spacings and magnification are such as to assure that any ray entering L3 will
pass through L5, which means that no light is lost. The distance between L4 and L5 is the
same as the focal length of L5, so the rays enter the plasma parallel to each other. By
shining a light source back through the fibers at the point that would normally connect to
the tubes, it was demonstrated that the images remain focused at all distances. In Figure
1.1, the light is shown exiting the end of the periscope as if it came from a point.
Actually, each chord accepts light from the full area of L5. Each chord increases in
diameter as the fan spreads out because each fiber has a finite area. This is true even
though the light rays from any point are parallel. Adjacent chords remain touching each
other throughout the plasma.
A vacuum window is brazed onto the end of the re-entrant tube. Next the light hits a
highly polished stainless steel mirror, after which it spreads out into a fan-shaped array.
The "viewing dump" shown in Figure 1.1 is a strip of blackened stainless steel affixed to
the vessel wall. It prevents reflections, so it cuts down on stray light. Unfortunately, not
all the chords have this benefit.
Stainless steel was chosen for the mirror because it's sturdy and easy to clean. During
tokamak operation, the mirror might become coated with molybdenum and/or boron. This
can not be prevented, but it can be ascertained. The "single-channel Z-meter" is shown in
Figure 1.1. It is comprised of a camera modified to accept an optical fiber at the center of
its focal plane, a fiber, photomultiplier, amplifier, and digitizer. It has almost the same
23
(toroidally rotated) view as channel 5, but it is mounted on a port extension, so the
window through which it's looking is placed so far back from the plasma that coating is
not expected. The ratio of the single-channel signal to that of channel 5 can be used as a
measure of the degree of coating. This cannot be done to great precision, because the
view is not exactly the same as any of the channels, so the single-channel / channel 5 ratio
changes with profile shape. The single-channel PMT gain presumably drifts as well, but
as far as we can see, coating is not much of a problem. This could conceivably be an issue
in using the Z-meter, together with density and temperature measurements, to ascertain
Zff. However, for measuring transport, window and mirror coating have no effect to first
order because it would merely result in multiplying both sides of the equation by a
constant.
To next order, the inner channels' signals
are depressed relative to those of the outer
channels because they hit the mirror at a more
glancing angle and so go through a thicker layer
of coating. This is expected to be utterly
negligible.
Calibration is performed by entering into the
Figure 1.5 tokamak and holding an integrating sphere in
front of the mirror. The "integrating sphere" is actually two spheres with a small aperture
between them. They are both coated inside with a specially formulated white paint, which
forms a highly diffusive surface. The smaller bottom sphere contains a high-intensity
lamp that is supplied by an ultra-stable calibrated power supply. The spherical chamber in
which it resides makes the intensity of light going through the aperture highly uniform,
because any ray bounces around inside many times before exiting through the aperture.
The second sphere completes the work of the first in rendering the light completely
uniform. Note that this is still not cavity radiation, because it has the spectral distribution
of the lamp and not the emission spectrum of the cavity surface. The light finally leaves a
hole in the larger upper sphere that is bigger than our mirror. The manufacturer provides
24
calibration data documenting the uniformity of radiant intensity across the exit hole and
the calibration of intensity versus wavelength. (2.90 pW / nm ster cm 2 at our wavelength)
To calibrate, we go into the tokamak and hold the integrating sphere in front of the
mirror. Then we read the voltages out of the digitizers. The voltages that are read during a
shot are then multiplied by 2.90 divided by the corresponding calibration voltages.
In the next chapter, we shall be quoting intensities in power per angular frequency
range per area per solid angle. "Per unit angular frequency" is converted to "per unit
wavelength" by dividing by d_ 2
d~o (0
Because of the calibration procedure used, no attempt need be made to determine any
of the solid angles in the problem. Whatever the solid angle of the plasma view is, it is
equal to the angle of view of the integrating sphere.
Neither does the width in wavelength of the interference filter need to be considered,
because the filter is used during calibration. The transmission versus wavelength is not a
rectangular, but a bell-shaped curve. To higher order, this response would be multiplied
separately by the plasma radiant intensity and by the integrating sphere radiant intensity
(which would have a slightly different dependence on wavelength) and then integrated.
However, 30 A is a very narrow range compared to the respective scale lengths of the
variation of the radiant intensity, so this is utterly negligible.
After some months of operation, it became apparent that the calibration was not stable
with time. Figure 1.6 shows the output response to the integrating sphere taken on two
successive machine breaks on June 19 and October 6, 1995. Each is the average of three
readings, minus the background signal, which was taken with a black object in front of
the vacuum window. Their maximum difference is 122%.
To test the problem, the entire system minus the mirror and vacuum window were
brought into the laboratory and tested on a bench. It was then illuminated with a slide
projector, which was kept on constantly. Data were taken for 1.0 second every 1.0 minute
for 11 minutes (12 data sets). In hindsight, it would have been better if the test had been
done with the integrating sphere, because the slide projector drifts in intensity itself. To
compensate for this, the data at each minute were divided by the average of the data for
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that minute. This should make the effect of the projector drift small. Then for each
channel, the ratio of the difference between the maximum and minimum readings over
the 11 minutes to the average over the interval was computed. The results are shown in
Figure 1.7. The maximum change in any tube was 0.48%.
This procedure was performed many times over the course of several days. Only one
example has been shown. Some of the tests showed drifts worse than these. What is the
problem? Probably the tubes. Gain variation of photomultiplier tubes with intensity has
been well researched. I quote from Knoll:15
... the tube may require several hours to stabilize at a constant count rate as
thermal and space charge effects created by the electron current through the
multiplier structure of the tube reach equilibrium.16 The gain changes may not be
fully reversible, and hysteresis effects have been observed experimentally' 7 ... The
gradual drift in tube gain that often follows a large change in tube current or
counting rate is calledfatigue,8' 9 and can be a serious problem if the tube current
changes by orders of magnitude during the course of the measurement.
(The references in the foregoing quotation are his; they have been renumbered for
continuity.)
A more realistic way to test the drift would have been to illuminate the tubes only one
second every twenty minutes, which is closer to what happens during machine operation.
The gain should have been measured at several points during the one second interval. As
it stands, there is every reason to believe in the possibility that the gain could be changing
during the time span of the shot.
This would be a very serious problem if the plasma were viewed with only a few
chords, but the spacing of the Z-meter chords is so fine as to be almost redundant. The
chapter after next explains how the "extra" information is used to improve the situation.
15 Glenn F. Knoll, Radiation Detection and Measurement, Wiley and Sons, New York (1979) p.2 9 3
16 C. Weitkamp, G. G. Slaughter, W. Michaelis, and H. Schmidt, Nucl. Instr. and Meth., 61, 122 (1968)
1 M. Yamashita, Nucl. Instr. and Meth., 142, 435 (1977)
" L. Cathy, "Control of Fatigue in Photomultipliers", DP-642 (1961)
19 R. D. Connor and M. K. Husain, Nucl. Instr. and Meth., 6, 337 (1960)
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These observations should give pause for thought about the reliability of any diagnostic
that uses photomultiplier tubes or micro-channel plates and views a plasma with only a
few chords.
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Chapter 2
Bremsstrahlung
The instrument described in the preceding chapter views the plasma in visible light.
There are three plasma processes that emit visible light: atomic line radiation, recom-
bination radiation, and Bremsstrahlung.
The interference filter selects a wavelength of 5360 A because this region is known to
be free of bright atomic lines of elements found in the tokamak. These include the
working gases deuterium, hydrogen and helium, intrinsic impurities such as carbon,
molybdenum, boron, fluorine, and oxygen, and intentionally introduced impurities such
as lithium, argon, scandium, iron, zirconium, niobium, palladium, chromium, and nickel.
Recombination radiation occurs when a free electron is captured by an ion. Because
the ion is massive, when it absorbs some part of the electron's momentum, it takes on
very little energy. Then the energy of the photon is the sum of the capture into an orbital
and the original electron kinetic energy. Thus the radiation is distributed in a continuum
with big jumps in emission as frequency is increased above each of the important atomic
lines. We shall see that the contribution of recombination radiation is unimportant to our
signal except at the extreme edge of the plasma.
The signal we capture is virtually all due to Bremsstrahlung. This is produced as
electrons are accelerated in the electric fields of the ions. We know from classical theory
that an accelerated charge gives off radiation2 0 . In a plasma, accelerations are produced in
the collisions of electrons with electrons, ions with ions, and electrons with ions.
Like-particle collisions do not give off radiation to first order because the accelerations
are equal and opposite, so the fields produced cancel. Most ion-ion encounters are
between like particles (deuterium with deuterium). A small minority are between
deuterium and impurities, or between unlike impurities. (Typical C-Mod plasmas contain
20 Jackson, J. D., Classical Electrodynamics, Wiley, New York (1975) Chapter 14
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around 0.5% carbon and .1% molybdenum 21.) In this case, there is only partial cancel-
lation of the fields. However, two other effects combine to decrease the importance of
ion-ion Bremsstrahlung. The classical Larmor formula
q2
2 =
gives the total power radiated as a charge q undergoes an acceleration . This is
qualitatively correct quantum-mechanically. For carbon 6 accelerated in the field of a
molybdenum ion, q2 is 36 times what it would be for an electron, but I would be
(6 / 1836 / 12)2 = 7 x 10-8 as much as for an electron, because of the greater mass. This is
the power emitted during each collision. In addition, the frequency of carbon collisions is
only V1 / (1836 x 12) = 7 x 10- that of electron collisions because the carbon speed is
less. We shall consider only electron-ion encounters.
Other approximations we are justified in making are:
1. The electrons are non-relativistic. This is not true to high precision. For example,
let us get a rough idea of the fraction of electrons with speeds between the speed of
light and two-tenths thereof in a 3 keV plasma. We write
f= I ) i2  _(1 XELv2 4nv2 dv.(2nkT ) 2 2kT, )
This is not correct because the distribution function used is non-relativistic, but it's
quick. Evaluation gives a fractional value of .081. This over-estimates the problem,
but on closer consideration, it isn't really a problem. The Rutherford scattering cross-
section is proportional to v-4. The number of encounters made per time interval is
proportional to v, so the effect of scattering is proportional to v 3. As speed increases,
electrons enter the "runaway regime"2 , wherein they no longer emit Bremsstrahlung.
Later, when the single-particle expression is averaged over a Maxwellian distribution,
the limit of integration is taken at infinity, but the high-velocity electrons contribute
negligibly, so including relativistic corrections is not worthwhile.
21 Graf M. A., Doctoral Thesis, 1995
22 Jackson, opere citato, p. 659
23 Chen, F. F., Plasma Physics and Controlled Fusion, Plenum Press, New York (1984) p. 182
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2. Collective effects can be ignored. We wish to treat interparticle encounters as being
discrete, two-body interactions, and not deal with complicated many-body effects.
The opposite limit is to treat the plasma as a dielectric medium. This case is treated in
Bekefi's book.2 4 We are justified in ignoring such effects if 02 2, where
2
(0 = e is the electron plasma frequency. For ne = I x 1021 m- and A =5360
some
A, the condition is 1.2 x 10" >> 3.2 x 1023, which is well satisfied.
3. The ion is infinitely massive.
4. The screening of the nuclear charge by atomic electrons is complete. This means
that we can treat the ions as point particles whose charge is the ionic charge. This
gives a central force. The following treatment is taken from Heitler 2 The matrix
element of the interaction potential V (also called the atomic form factor) is given by
VF - JV(f) exp(iq - f / hc) dT, where V(f) is the complicated, angle-
dependent atomic potential. 4 is a vector pointing in the direction of pf - pi, the
change in the electron's momentum, but it has the units of energy. By conservation, it
is equal to the photon energy. The volume integral is taken over all space. If r is
appreciably greater than hc/q, the integrand oscillates rapidly and integrates to zero.
However, dT ~ r2 dr, and V - 1 /r if r >> ra, which gives an increasing contribution
for increasing r. The combination of these two factors means that the maximum
contribution will accrue for r ~ hc/q = X= 850 A. The ionic radius of singly-charged
Mo is .93 A, and for C4+, 0.16 A.26 These radii are obtained from measurements on
crystals, but they should give a good idea. Almost the entire contribution to the
interaction comes from r >> ra, so the ion can be considered a point charge.
5. Magnetic effects are unimportant. For BT= 5.3 T, the electron cyclotron emission
is at a frequency of co, = eB / mr = 9.3 x 1011 / sec, compared to o = 3.5 x 1015 / sec
for green light, which shows that the electric interactions are much stronger than the
magnetic ones for these impacts.
24 Bekefi, G., Radiation Processes in Plasmas, Wiley, New York (1966)
25 Heitler, W., The Quantum Theory of Radiation, Dover, New York (1984), pp. 247-25126 Handbook of Chemistry and Physics, R. Weast, ed., CRC Press, 57*' edition, p. F-213
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The encounters can not be treated classically. The criterion to ignore quantum effects
is that the de Broglie wavelength be much less than b9o, the (classical) impact parameter
to produce a 90* deflection.2 7 This is equivalent to
« << Ze
2
For v equal to the thermal velocity of a 3 keV electron and Z = 1 for deuterium, the
evaluation is 2.3 x 107 <<2.2 x 106, which is not satisfied.
The traditional approach is to derive the classical expression for the spectral density,
and then express the quantum-mechanical result as the classical expression multiplied by
the "Gaunt factor".2 8 The semi-classical result was derived by Kramers.2 9 It involves
complicated expressions using Hankel functions of imaginary argument and imaginary
index. We shall skip over the semi-classical derivation and move directly to the quantum-
mechanical treatment. We follow Shkarofsky et alii. Because it is traditional, we express
the spectral density as
S(co) dco = SoG do where
= - 1_ 16n niZ 2 e6
Y4IE 0) 3 %3 m 2 v0c3
is Kramer's result and G is the Gaunt factor. S is the energy per unit time emitted by a
single electron of speed vo in colliding with a species of charge Z with density ni. Note
that by assumptions 3) and 4) above, it is not the type of atom that is important, but only
the ionic charge.
G = 7 2 XdG = J3 7tX 
-- IF(X 2 x=x.
'a (e2 ", -1)(1 - e 2 1) dX
where
Ze2 _12 Zev 2 0 -4v v,
h (4_e_ o) h 2(47c ) (vi - vf)2
2 Shkarofsky, I.P., Johnston, T. W., and Bachynski, M. P., The Particle Kinetics ofPlasmas, Addison-
Wesley, Reading (1966), Chapter 6
21 J. A. Gaunt, Philosophical Transactions ofthe Royal Society A (1930) 229:163
29 Kramers, H. A., Philosophical Magazine, 46, 836 (1923)
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and F(X) = 2F 1(ifli, ill 2 , 1; X) is the general (not confluent) hypergeometric function. This
was derived by Sommerfeld' 0 but volume 2 of his book does not exist in English trans-
lation. Therefore the result is simply quoted from Shkarofsky, with no derivation.
2F1(a, b, c; x) is given by the series (a)n(b)n NO where (a), is the Pochhammerl=o (c), n!
symbol and equals F(a+n) / F(a).3 1 Its radius of convergence is jx < 1, whereas IX0i is
considerably greater than 1. Karzas and Latter3 2 give a way to get around this limitation.
They expand F in terms of cos(k Iny) A(y) + sin(k Iny) B(y) where y = -1 / x and A and B
are given in terms of the recursion relations of their coefficients. The prospect of
calculating this is a bit daunting. We shall use simple formulas to approximate the Gaunt
factor, and quote the accuracy by comparing to the graphs given in Karzas and Latter.
The formulas given so far express the energy per unit time emitted in a given
frequency range by a single electron of specified speed. However, the radiation we
measure is emitted by a statistical ensemble of electrons. The next step is to average the
previous results over the electron distribution, which we naturally assume to be
Maxwellian.
f = n. exp I-2 2
,2 7kT. 2kT
Then the ensemble spectral density is
S(co) = JS(o, v, Z) f d'v
Evaluation gives33
S = n,'o exp(-hv / kT)G
where S0 - 2
m c3 04 ) 7t 3 3kT
U(o,T,Z) = G(o,y + hv / kT,Z)e- dy y =mv2 hv
2kT kT
30 Sommerfeld, A. J. F., Atombau und Spektrallinien, Vieweg und Sohn, Braunschweig (1939) Volume 2,
Chapter 7
' Arfken, G., Mathematical Methodsfor Physicists, Academic Press, Orlando (1985) Section 13.5
3 Karzas, W. J., and Latter, R., Astrophysical Journal, Supplemental Series 6, 167 (1961)
3 See Shkarofsky, opere citato
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This is the energy per volume per angular frequency range produced by scattering off
ions of charge Z. To get the total signal, we must sum over ionic species. We also change
the notation.
3
(o) = ennZ1  e2(, 16(2m L hv)
me 3  4T) exp T \gfk
=cn, h
=nexp -_EniZ (gO
Tei kT i
, now stands for emissivity and is the total energy given off by the plasma per unit
time per unit angular frequency range per solid angle per volume. (gif) is the Maxwell-
averaged Gaunt factor. The subscripts stand for "free-free" and serve to distinguish the
present quantity from the corresponding quantity for the bound-free case. c is a constant.
Elements of the functional dependence are easy to understand. e should certainly be
proportional to ne, because the total radiation is the sum over all participating electrons.
The frequency of encounters for each electron is proportional to ni. The Z2 can be seen
from the Larmor formula. P ~i-, and -t = -L Ze2 2 Also, in quantum mechanics, the
m 47ccr
cross section is expressed in terms of the square of the scattering amplitude of the
interaction potential, so it also shows the Z2 dependence. The exponential term cuts off
the emissivity for hv ~ kT, because hv must be less than 2 mV2 for the incident electron.
The T. dependence is probably more difficult to understand.
The standard treatment assumes that(g ,) is independent of Z, giving
Zef -= Jn 1Z1 , and ZiniZi = ne by quasi-neutrality, so
_n 
2 z Zeff (gf)
(The exponential factor has been dropped because in most situations of interest to us,
it equals 1 to high precision.) However, as we have seen, (g f) depends on Z. The graphs
given in Karzas and Latter can be used to estimate the error attendant on ignoring this
dependence. For example, at 2 keV and the wavelength we have selected, Mo30+ has a
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Gaunt factor that is 8% different from that of a singly-charged ion, while the factor for
C6 1 is in error by 4%. For most purposes, this is acceptable.
The argument of (gif) is Z 2 Ry / kT, so the temperature dependence of the Gaunt
factor is even weaker. (Ry is the Rydberg energy, 13.6 eV.)
We shall use a simple approximation. The low-frequency Born approximation34 yields
results with 1% accuracy if hv < .01kT. This is satisfied in the core of many plasmas, but
the accuracy for hv = 2.3 eV, kT = 23 eV is about 8%. Most of our analyses will be
restricted to kT > 100 eV. The low-frequency Born approximation is expressed as
(gi) = (n k) where C 1.78 is Euler's constant.
We reiterate the formula for
cn 2z e(
T
If the units are in Watts per m3 sec and T is in eV, the numerical constant is c = 1.0 x
1 0-.
If we have available density and temperature measurements from independent diag-
nostics, we can use the instrument to measure Zeff.3 ' This is done in Chapter 6.
Notice that if Zff can be taken equal to 1, we can use this instrument as a density
diagnostic. This is what is done in Chapters 7 and 8.
We must still consider the issue of recombination radiation. The subject was first
treated by Kramers, in the reference cited. We shall follow Hutchinson.3 6
Emissivity produced by capture of electrons in a Maxwellian plasma to the atomic
level n with emission of a photon of angular frequency o is given by
cnnZ2 o [Z2Ry 2 _Z2R,'R(O) exp h G3 exp 2
T2  kT)[ T n nT
3 Shkarofsky, Johnston, and Bachynski, loco citato
" K. Kadota, M. Otsuka, and J.Fujita, Nuclear Fusion 20, (1980) 209.36 Hutchinson, I. H., Principles of Plasma Diagnostics, Cambridge University Press, Cambridge (1987) pp.
171-175
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The constant c is the same as that of the previous expression for Bremsstrahlung
emissivity. Gn is the Gaunt factor for level n. Calculations are given in Karzas and Latter.
Then the relative importance of recombination radiation is given by
____ Z2 Ry 2 G, Z2R1.c_= EZ R - G exp R3
TB n3 (gff) exp 2 T
n is restricted to values for which ho > Z2 R / n2 , because the photon must take away
the atomic line energy plus the incident electron kinetic energy.
For our purposes, we may take G. / (gif) = 1 / 3.
For Z = 1, n 2 3, so IS / EB < 1% for T 70.5 eV.
For Z = 30, n > 73, so Ys- / eB5 1% for T 71.1 eV.
In the analyses to follow, we shall always stay within these limits.
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Chapter 3
The Inversion
The instrument described in the previous chapter measures the brightness along
chordal lines of sight, whereas the quantity we are most interested in is the emissivity,
which measures a property at individual points in the plasma. This would be impossible
to do with an array that covers only one sector on the midplane, were it not for certain
symmetries prevailing in a tokamak.
First, it is assumed that there is toroidal symmetry in the tokamak. This means that no
plasma property depends on , the toroidal angle. Second, it is assumed that all relevant
properties are constant on flux surfaces, which means the emissivity at any point in a
poloidal cross-section can be obtained by following the relevant flux surface down to the
midplane. Of course, this does not hold for points in the plasma that are outside the last
closed flux surface, because the surfaces they are on might not go down to the midplane,
and also might not go all the way around the vessel in the toroidal direction.
These assumptions can both be violated at the level of a few per cent on certain time
scales under some circumstances. The topic will be addressed more fully later in this
chapter. For now, we ignore it as an unnecessary complication.
Given these two assumptions, we can derive the emissivity at every point within the
last closed flux surface from brightness measured within one sector on the midplane
using the formalism of Abel inversion
This chapter describes the method, explains how it has been implemented
computationally, treats the subject of its shortcomings and pitfalls in the present context,
and explicates the inversion algorithm written to get around some of these difficulties.
37 N. H. Abel, M6moire sur une proprikd g6ndrale d'une classe tres 6tendue des fonctions transcendentes,
(Evres completes I, Imprimerie de Grondahl & Son, Christiana 1881, p. 145-211
" L. Mach, "Ober ein interferenzrefractometer", Wien. Ber. 101, 5-10 (1892); "Ober einige Verbesserung
an Interferenz apparaten", Wein. Ber. 107, 851 (1898); L. Zehnder, "Ein neuer Interferenzrefraktor", Zeits.
fur Instrumentenk, 11, 275 (1891)
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Section I describes the geometry of Abel inversion. Section II describes how the
inversion is performed, discusses the problem of noise, and introduces the proposed
solution. Section III explains how this method is used to correct calibration drift. Section
IV demonstrates how the same idea is used to eliminate noise. Section V shows tests that
were done to illustrate the virtues of this algorithm. It also introduces the phenomenon of
sawteeth. Section VI considers the problem of toroidal asymmetries.
Section I Geometry of abel inversion.
y \7
Figure 3.1
A chord on the midplane viewing through the plasma measures brightness (b), which
depends parametrically on y, the distance between the center of the tokamak and the foot
of the perpendicular to the chord. Emissivity (E) depends on r, the distance between the
center and the intersection of a flux surface with the midplane. (There are actually two
such rings in the intersection.)
R is the maximum radius of the plasma. b(y=R) = e(r=R) = 0. Elsewhere, r will be
used for minor radius and R for major radius. It is hoped that this will not cause
confusion.
Then the formula for brightness in terms of emissivity is
R
b(y) = 2 Er r
y Vr 2 _ y 2
The units are energy (or photons) per second per steradian per area per wavelength range.
If one wishes to go in the other direction,
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fr - b(y) dy
s(r) = - -__
is used. The units are energy (or photons) per second per steradian per volume per
wavelength range.
There is nothing mysterious about these formulas. They can easily be derived as
follows. Let s be the length along the chord. Then the total power of the light gathered per
area of detector per solid angle viewed is just the emissivity integrated along the path.
b(y) = 2 fj s(r(s))ds
r
zs
Figure 3.2
The 2 comes in because of reflection symmetry about the perpendicular.
R 
R
q~~ 2 s r) r dr/ r-y
Then b(y) =2 Rsrr as before.
Treatment of the inverse formula is contained in Appendix A.
An intuitive appreciation can be gained as follows. Consider the plasma divided up
into differentially thin rings of the emitter. The viewing chords actually fan out from the
mirror, but because of toroidal symmetry we can pretend they are all perpendicular to the
same radial segment.
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chord I
chord 3
Figure 3.3
As y decreases, more of the rings are being looked through, so the brightness increases.
To get the emissivity in the cross-hatched region, we should take the brightness along
chord 3 and subtract from it the contributions from all rings exterior to it. But the sum of
these contributions is just the brightness along chord 2, times a geometric factor that
reminds us that we are now looking through these outer rings at a slightly different angle.
So -db / dy stands for the contribution from any ring, and I I accounts for
7r y2 - r 2
the geometric factor.
Section II : The problem of Noise
The most straightforward way to implement the inversion would be to calculate the
indicated integrals. This is too slow. In practice, the inversion is effected by one matrix
multiplication. This is done by splitting up the brightness into thirty "spline basis
functions". (These same functions are treated in Chapter 4; see Figure 4.5) They have the
property that each function has the value 1 at a particular chord position, 0 at all other
chord positions, and that the sum of all basis functions multiplied by their respective
brightness measurements constitutes a cubic spline interpolation to the brightness
profiles. The radial basis that the data are being interpolated onto is to be used as the
integration variable. Let pj(y) be the spline basis function centered around the position of
the jt chord. Then the set of all quantities
R dp{ / dy dy
reiij(r )=
y2 - r
is put into a matrix. sij is the emissivity at position ri inferred from one unit of brightness
on chord j and zero on the others. The brightness measurements are put into another
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matrix whose first dimension is y and second dimension time. Multiplication of the two
gives emissivity, whose dimensions are {ri} and time.
Figure 3.4 shows one of the spline basis functions (brightness) and its corresponding
emissivity. Of course the negative excursions of emissivity are unphysical, but so is a
brightness that is narrowly centered around some radius. Any real (positive) ring of
emissivity gives a brightness that tails off gradually for smaller y (because it is being
looked through at a progressively steeper angle.) Negative emissivity is required to make
the brightness go down quickly as y decreases. It goes without saying that this unphysical
behavior in e will never appear for smooth b profiles.
The chords do not go clear out to the edge of the plasma, even though the integrals
require this information. The readings are merely extrapolated to go to zero at y = 94.7
cm. It is easy to show that the resulting s profiles within the area covered by the array are
little changed by any other reasonable behavior for brightness at the extreme edge. (See
Figure 3.4.)
One big problem is immediately encountered: the expression db / dy makes the
emissivity extremely sensitive to noise. This is illustrated in Figure 3.5. We start with an
emissivity as shown by the solid line in the left plot. The corresponding brightness is
shown as the solid line in the right plot (representing measurements at thirty discrete
points). The dashed line in the right plot shows the same measurements with 7.4% rms
random noise (the fractional departure from their originals follows a probability
distribution with width .074). This could represent calibration drift or the effects of
photon statistic or other noise at any one instant of time. Of course, photon statistic noise
makes those channels with a low signal level proportionately noisier, but this illustration
suffices. The dashed line in the left plot shows the inferred emissivity. The fractional
departure for these values goes from - 46% to +52%. This is clearly unacceptable.
Notice that the noise increases as major radius decreases. This is because a chord far
from the edge is looking through many rings of emissivity and registers the accumulation
of noise on all of them. It also suffers from the effects of calibration error in all the chords
external to itself, because they are used to interpret its signal. The problem is similar to
the random walk with unequal step sizes.
43
~i2
a.)
ci
I I C4
00
60 ci
00
0
6
00
6
I-
6
0
6
6 6 0 (N
44
00
0
OC6
- - ---- - -----6-- --
--- -- - -
45
I I I I I I I . I . I
The first place to start in ameliorating this problem is to smooth the brightness signals
in time. This is somewhat helpful, but it doesn't address the problem of calibration drift.
As shown in Chapter 1, the gain of the individual tubes might be varying on a one second
time scale. The next thing to try is smoothing the brightnesses along the radial dimension.
This is a mistake. It turns out that most brightness profiles look pretty much the same to
the eye. Slight differences in how the smoothing is done can produce brightness profiles
that all appear to be equally reasonable approximations to the original, but lead to
substantially different emissivity profiles. It is thus recognized that smoothing the
brightness along the radial dimension introduces arbitrariness.
The next idea is to smooth emissivity along the radial direction. A glance at the left-
hand dashed curve in Figure 3.5 is discouraging. In order to get rid of most of the noise,
one would have to smooth so much that most of the information would be lost as well.
Somehow a more intelligent method of noise reduction is required.
A clue to the solution can be found in Figure 3.4. Suppose we had a smooth brightness
profile except that one channel had one bit of noise. (Here, a "bit" means a small amount,
such as could be produced by noise, and does not refer to digitizer bits.) Such a brightness
profile produces a tell-tale signature on the emissivity. (See Figure 3.6.) If one were
presented with such an emissivity profile, one would immediately recognize the problem
and call for the offending bit of noise to be removed from the brightness signals. On the
other hand, a physically believable bump in the emissivity leads to a brightness profile
that has a corresponding bump with a characteristic gradual tail-off on the smaller radius
side (See Figure 3.7. The bump in emissivity should be imagined as a small addition to a
more typical background profile.). The thing to do is to write a computer program that
distinguishes between these two situations and tries to weed out the noise while retaining
the signal.
Unfortunately, the real signals have noise on all chords simultaneously. There is no
reference one can have faith in with respect to which the noise can be recognized.
Perhaps at one instant of time channels 12, 13, 15 and 16 have negative bits of noise that
make channel 14 look like it has a positive bit. This always can and on occasion assuredly
will happen. There is no procedure no matter how clever that can unfailingly
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recover the true signal from among noise all the time. The best that can be done is weed
out as much noise as possible, using the information one has about what physically
believable brightness profiles should look like to reject what appears to be noise, starting
with the worst appearing first.
The same approach can be used to deal with calibration error. If a characteristic bump
such as is shown in Figure 3.6 appeared at one spot throughout the shot, it would be
justifiable to adjust the calibration accordingly. Moreover, as it has been shown that the
photomultiplier gain might vary on a one second time scale, it is reasonable to adjust the
calibration if such a pattern can be discerned for only part of the shot. Again, since all
tubes are subject to drift in their gains, the thing to do is to adjust most of them, starting
with the ones that seem to be the worst offenders.
These ideas have been implemented in a computer program as follows.
The examples used in the remainder of the chapter come from shot 950321023 unless
otherwise stated. It was chosen at random from among fiducial shots. (Fiducial shots are
based on standard, pre-programmed settings and are meant to establish a baseline for the
run. In other words, nothing special is happening. This particular shot was outstandingly
uneventful.) These examples are simply used to demonstrate the inversion algorithm. At
this point, all we desire is some generic "data" to work on, and do not consider the details
of the shot important.
For the following data plots, brightness is in units of microwatts per cm2 per steradian
per Angstrom and emissivity in microwatts per cm 3 per steradian per Angstrom.
Section III : Calibration Correction
The first thing to do is to smooth the brightness signals in time. The data are taken at
.1 millisecond intervals, but this level of time resolution is rarely sought. Typically, 3-5
msec time resolution is adequate, so the signals are averaged for the appropriate number
of intervals. This amounts to smoothing, because the noise amplitude goes down as one
over the square root of the number of intervals used in the average.
The next step is to correct the calibration. There are two problems associated with the
drift in gain of the photomultiplier tubes. The first is that the gains may have drifted
substantially from the values they had when the last calibration was done. The second is
49
that the gains may be drifting during the shot. The first source of error might not be very
much more than the second. The reader may wish to glance back at Figures 1.6 and 1.7 to
get an idea of the magnitude involved. One should not think of the slow time variation as
being a random walk, which would allow the gains to become very large or very small in
time. Rather, the gains stay somewhere within their rated range.
Two procedures are used to deal with the two sources of drift. First, a time interval
much larger than the period of interest is chosen. This will normally be a subset of the
flat-top time, which is the duration of practically constant current and toroidal magnetic
field. If a disruption occurs, of course it is not included. In order to study poloidal
detachment, the interval must be extended into the ramp-down. This interval will be
called the "calibration correction time". Emissivity is averaged over the entire calibration
correction time to get just one emissivity profile. This is then smoothed in a manner to be
described shortly. What is the justification for doing this? We know that on short time
scales, things will happen in the plasma that should give some fine structure to the
emissivity profiles. Gas puffing and impurity injections appear as bumps at the edge and
can make lumpy profiles as they are transported in. Dramatic responses to sawteeth are
sometimes seen. It is possible that evidence of MHD oscillations could appear on this
diagnostic, but no systematic searches have been done. Nevertheless, it is assumed that
the emissivity averaged over the entire calibration correction time should be smooth. This
might not be correct. If it isn't, we wouldn't be able to infer the fact from any other
diagnostic, such as electron temperature or density diagnostics or spectroscopic
reconstructions of impurities, because they don't have sufficient resolution. Given the
known inaccuracies in this diagnostic, we are forced to fall back on a least hypotheses
criterion and assume the smoothness of the emissivity profiles on long time scales.
For large radius within the viewing area, this is not necessary. At the position of the
last chord, the signal-to-noise ratio of the emissivity is equal to the signal-to-noise of the
brightness. At the position of the second chord, the view is through only two layers, so
the errors have not accumulated the way they do farther in. Therefore, we may put a little
more faith in the diagnostic at large radii and accept what we see at face value. Figure 3.8
shows the emissivity averaged over the calibration correction time and smoothed in a
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manner to be explained. The average position of the last closed flux surface (LCFS) as
given by magnetics reconstructions is noted. The positions of the last two chords are also
shown (dotted lines). The big bump appearing outside this surface is nearly always seen
in L mode. Electron density and temperature are not well diagnosed at the edge, but the
increase in emissivity can be made plausible.
The temperature dependence of Bremsstrahlung is Te- 112 exp(-hv/kTe)gff(Te). As
T-+ 0, the variation of g can be ignored compared to that of Te-"2 exp(-hv/kTe),
which reaches a maximum at Te = 2hv/k = 4.6 eV. This temperature occurs
somewhere between the last closed flux surface and the wall. Then temperature by itself
would cause a peak in emissivity at low temperatures.
Density is presumed to drop off at the edge, but it is not known how fast it does so
compared to the temperature drop-off. The two effects compete.
We have seen in Chapter 2 that as the temperature drops, recombination radiation
becomes progressively more important, and that for T Z2 Ry, it dominates
Bremsstrahlung. Ry = 13.6 eV. Probe measurements in the divertor lead us to believe that
temperatures at the edge on the midplane are lower and often considerably lower than
this. Then recombination radiation contributes significantly at the edge, boosting the
emissivity.
Zeff at the edge can't be lower than 1 and is probably less than 2. This is because the
second ionization potentials of all impurities seen in the plasma are large compared to the
energy available at the edge. Calculations using these potentials and the energy
distribution function would give Zff very close to 1, but multiply ionized atoms from
farther in can be transported out to the extreme edge before they recombine, which is why
Zeff can be higher.
We thus have several competing effects, but not enough information to evaluate any
of them. Under these circumstances, we should believe the observations of the visible
continuum diagnostic, especially since it nearly always shows this bump when the plasma
is in L mode.
The dotted vertical lines show the positions of the last viewing chords. The profile
outside the outer one is an extrapolation. Using different assumptions about where the
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emissivity goes to zero can be shown not to have a critical influence on the profiles
within the region used in the transport analyses.
Figure 3.9 shows an example. The three brightness profiles differ only in the four
extrapolated chords. They lead to the three emissivity profiles shown in the bottom plot.
The association of the three brightness profiles to their correspondents in the bottom
graph is indicated by line style (solid, dotted, dashed). The last chord is indicated, as is
the last closed flux surface. Inside this position, they aren't much different from each
other.
The average emissivity within the last closed flux surface is smoothed as follows.
Four equally spaced radial points are chosen, one of which is the center and one of which
is the last closed flux surface. Rather than use magnetics reconstructions to locate this
point, the minimum just inside the outer hump as shown by the present diagnostic is used.
If the two don't line up exactly, it is more practical to use the latter. The other two of the
four points are inside the first two. The four points are used to construct a cubic spline fit
to the data. This means that between any two adjacent points of the four, the fit is a cubic
polynomial with coefficients that apply only to that interval. The individual polynomials
join up smoothly at the ends, and the concatenation of them is the best fit to the data
among all such cubic spline fits. Figure 3.10 shows the original averaged profile (dotted
line) and the smoothed profile (solid line). For major radius less than that of the magnetic
axis, the profile is reflected about this axis.
One advantage of spline smoothing is that it does not alter a profile that is already
smooth. It preserves the large-scale structure while getting rid of small-scale effects. In
other words, it does not have a tendency to cause the profile progressively to approximate
a line as the amount of smoothing increases. Many other types of smoothing affect the
underlying shape of the profile at the same time that they are getting rid of the fine-scale
noise.
Next the smoothed emissivity profile is used to obtain the smoothed brightness
averaged over the calibration correction time. Then each chordal measurement is
multiplied by the ratio of the corresponding smoothed brightness to the average of the
measurement taken over the same time interval. Figure 3.11 shows the averaged (dotted
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line) and smoothed (solid line) brightnesses. We know from the lab measurements that
channels 2, 10, 20, and 27 drift especially badly, as is evident from this example.
Now we come to the second part of the calibration correction. The calibration
correction factors for the individual channels are allowed to vary in time in such a way as
to make the emissivity smooth over the entire shot. For this purpose we take information
from the emissivity to correct the brightness. First we construct a matrix of "kernels".
Any one of these is the response in emissivity to one unit of brightness. An example is
shown on the right side of Figure 3.4. The rest are all very similar. They look like they're
identical but shifted, although this is not true precisely.
The brightness is on a radial basis that is the physical location of the viewing chords
in the tokamak, plus four more extrapolated signals that cause the brightness to go to zero
at the edge. The radial basis for the emissivity is chosen to be the positions of the
maximum positive and negative peaks of the kernels. This makes a kernel that sticks out
among its neighbors easier to recognize. The resulting basis contains 67 points and is not
evenly spaced.
The kernels are put into the columns of the matrix T, which is of size 67 by 34. In
other places, this same matrix is called "the Abel inversion matrix".
The calibration correction time is then partitioned into 25 intervals and averaged over
each, to produce arrays of brightness and emissivity that are 34 x 25 and 67 x 25
respectively. Then at each time, we look for the opportunity to subtract multiples of the
kernels that will produce a result that is smoother in radius.
How are we to judge smoothness? The first thing that comes to mind is to construct a
matrix which when pre-multiplying an array gives the discrete equivalent of a second
derivative. If the abscissa values were evenly spaced, the matrix would look
1 -2 1
like M = 1 -2 1
(A), 1 
-2 1
The entries placed in the first and last rows are more or less a matter of taste.
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Since our grid is not evenly spaced, the discrete second derivative is
y(xj, 1) - y(xi) y(xi) - y(x 2 _,)
A'y1  xy - xJ xi - x
AX2 xjy, + x x. + x_
2 2
The matrix is tridiagonal. The first few entries are:
M (1= 2
1,0 (xI - x)(2 - xO)
M- 2 1 + I
(x2 - XO) [(x2 -xi) +(X - xO)
M = 21,2 (x2 - x1)(x2 - x0)
M =2
(xi - xj_1)(x+, - xj_1)
M = -2 1 + I
(xj, - xj_,) lxy - xi xi - xj-
= 2M JJ 1 (xjy, - xj)(xj, 
- xj_)
Again, one can imagine a number of ways to treat the first and last rows. Here they
are simply left blank.
This is a good start, but it addresses only the fine-scale bumpiness. It looks at only
three points, so it does not attempt to get rid of features that are wider than this.
One is seeking to subtract multiples of the kernels, having in mind to do so one at a
time. One can imagine a feature which looks like noise to the eye but would not be
removed by a program relying on the matrix we have defined in order to judge
smoothness. This is because the kernels themselves, taken one at a time, are bumpy, so if
a multiple of one of them is subtracted to get rid of some noise feature, it could leave
behind some debris, which might make the residue even bumpier than the original feature
if one judges smoothness only on the basis of fine-scale structure.
58
00.1 .....
0
00
4-J-
59
This is illustrated in Figure 3.12, which shows simulated data. One should imagine
the curve on the left as being added to a smooth emissivity profile. The background has
been subtracted for clarity. Also, we are looking at only a small range in brightness. The
dotted curve on the right is a multiple of the 18th kernel, which one should naturally say
might profitably be subtracted from the curve on the left. The multiple shown is given by
the inner product with the original curve p as c,, = z t , where ti,18 is the it value
XJ ti. 8
of the 18t column of T, the matrix of kernels defined earlier. (This is just the expected
Gram-Schmidt coefficient.39) The solid line on the right is the residue after the
subtraction. This looks like progress. Now multiples of other kernels can be subtracted to
get rid of the feature completely. The problem is that according to M1, the curve on the
left is smoother than the solid curve on the right, so the subtraction ought not to be made.
(Smoothness = X, (X, M 1  p )2.)
We define another matrix M2 that judges smoothness based on five points at a time.
Its entries are based on the departure of the ordinate values from linearity. For x 2 through
x4, it forms the sum of the differences between the values at those points and the values
that fall on the line between x1 and x5.
X5
X4
X2
The sum we want is Y 2  - ) +- YI)
Y (x 5 - x)
+ 3 F+(x3 - x1)(Y 5 - y 1)
y (x 5 - xI)
" Y - , +(X4 - xM)Y5 - yi)
+ y5 -y +
so the entries of M 2 are
3 9 G. Strang, Linear Algebra and Its Applications, Academic Press, New York, pp. 128-130
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X-+ x +x - 3x, 2
M (2) )-I 2 j12 -J~j-7 xj2 
- xi-2
M(21
= 1
M) 3x.2 - xj- 1 - xJ - Xa+Mjx2--
xj+2 - xj-2
Smoothness based on M 2, Ei (E M2 p )2, is less for the curve on the right, so an
algorithm based on M2 would quickly erode features like that shown in Figure 3.12.
The program as implemented uses both matrices. It contains an adjustable parameter
wl, which determines the relative weighting of the two. Its default value is 2, which
makes M2 12 times as influential as M1. This method of dealing with the problem is not
unique. There are many possible matrices that could be used.
Now that we have defined smoothness, we are ready to fmd the coefficients for the
subtractions.
For each of the 25 intervals, we wish to choose cm to minimize the quantity
Q. = Y_6o[E6oY'=oMiiTJk(Bk - SimcmBm)] 2
0 5 m < 32
M is a combination of M1 and M2 to be described later.
T is the matrix that performs Abel inversions.
B is the brightness profile for a given time interval.
Q33 = 0 because brightness must go to zero at the edge.
We are trying to find the value of cm that minimizes Qm for each m and any given one
of the 25 intervals. The desired values are
c (T TMT MTBBT),
cm = TMTMT)m, (BB T )min
The derivation is completely straightforward and contained in Appendix B. MTM is
replaced by MTMI + wiM2TM 2 . w1 = 2 by default.
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The largest of the 33 c values is chosen for each of the 25 intervals. It multiplies the
corresponding kernel and is subtracted. This is repeated iteratively.
When photomultiplier gain was measured repeatedly during ten minutes, some tubes
drifted monotonically and others appeared more erratic. However, drifts probably should
be monotonic when considered on time scales less than 1/25 second, so when cmn is
applied to channel m during interval n, c. exp(-((n - p) / 1.8)2) is applied to channel
m for all intervals p. Repetition of the subtractions continues until all c values are less
than erri, which is an input to the program, or the smoothness no longer improves as a
result of the subtractions.
One minor modification should be noted. It's always difficult to know how to treat
the edges. The procedure outlined causes the left edge to drop down on its way to zero.
This is solved by extending the radial basis four points inward (where there are no
viewing chords). Their ordinate values are supplied by reflection across the magnetic
axis. This is done after every subtraction, rendering the tendency to drop to zero harmless.
In the end, the extra four points are discarded. The reflection is effected by multiplication
by a matrix R, which has dimensions 71 x 67.
Then c T ( RTMT MRTBBT)
" (T TRTMTIMRT)m, (BBT)mm
Filling in the four innermost points by reflection encourages the profile to be more
symmetric around the axis than it otherwise would be. This is because calibration
corrections and bit subtractions are done in order to make the profile smooth. Then the
profiles' first few centimeters of smallest radius are not really independent quantities,
even though they are based on the chord measurements for those locations. Under the
most auspicious of circumstances, the edge would be a special problem. To make matters
worse, the first three tubes drift more than average.
The reflection does not affect the profiles at larger radii. The transport analyses
presented in subsequent chapters use the data only from the center outward.
Now we turn our attention to the c values found. Are they sensible? For this shot,
eight tubes remained uncorrected. For two tubes the difference between the maximum
and minimum values of the correction coefficient over the 25 intervals was less than 1%.
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For thirteen tubes, the maximum difference was between 1% and 5%. For seven tubes, it
was greater than 5%. Remember that five per cent in brightness becomes much bigger in
its influence on emissivity. For all tubes that were corrected more than 2%, the curves of
correction factors versus time are smooth and gentle. This is truly remarkable. The
decision to correct a channel is made independently at each time, with no reference to
profile smoothness at other times. Figure 3.13 shows the correction factors for channel 2
for the 25 intervals. Channel 2 drifts the most of all the tubes. Also shown is the function
exp(-((n-p) /1 .8)2), which is here called the "smoothing function". When it is decided
that a channel should be corrected for one time, it is also corrected for adjacent times with
a value given by this function. This is not nearly enough smoothing to account for the
smoothness of the results. What is it that is causing these curves to be so smooth?
Probably the fact that the tubes themselves drift gradually and that the program is
correctly tracking them. This gives a fair degree of confidence that this procedure is not
only reasonable, but actually correct.
Figure 3.14 shows the same thing as Figure 3.10: Raw emissivity averaged over the
entire calibration correction time (dotted line - Note that the y axis now starts at 0) and
smoothed emissivity (thin solid line). The thick solid line shows the emissivity corrected
for drift during the shot and re-averaged over the 25 intervals. At the extreme edge, the
last two curves differ considerably. This is no surprise. Outside the last viewing chord,
we have no information. We are safe in inferring that there is a big lump out there - we
just don't know how big. Both curves would be said to fit the raw data equally well, and
the newer one is smoother according to our criteria. Farther in from the edge, the two
curves are very close to each other. This is to be expected, because the calibration
correction factors all drift around I.
Section IV : Noise Reduction
Now that we are finished correcting the calibration, we turn our attention to the
interval of interest. In the present work, this might be the time surrounding an impurity
injection, an L-H or H-L transition, or a poloidal detachment. This time, we wish to
perform kernel subtractions to smooth in radius and time. The entities we are subtracting
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are two-dimensional. They look like the plot on the right side of Figure 3.4 in radius, and
in time, they have the value 1 at one instant and zero everywhere else.
We construct a time-smoothing matrix, which is very much simpler, because the time
basis is regular. It is used to post-multiply the brightness matrix. The form chosen is
1 
_1 
_1 0
2 3
I 1 -
3 6 3
2 _1 1 _1
3 6 6
M3M31 = 0 1 11 ..-3 6
0 0 - - 1
3 6
0 0 0 -
3
Except for the first and last two columns, the pattern is regular. This pattern does not
have a simple explanation the way M, and M2 do. It is used because it works. It is not
necessarily claimed that there exists a matrix M3 such that M3M3T has the form shown. It
is written as if it implied that this were the case because we anticipate a derivation such as
that given earlier. We can imagine a matrix M3 which when post-multiplying the
emissivity matrix measures the smoothness with respect to time. We go ahead with the
derivation, and at the last moment substitute the matrix shown for M 3M3T. The given
matrix works a little better than the first example that came to mind for M3, although it is
not claimed that there isn't a better one.
We now wish to minimize the weighted sum of bumpiness in the space and time
dimensions. The weighting factor is w3. It is an adjustable parameter whose default value
is 12. It should not be inferred that this makes temporal smoothing more important than
radial smoothing. The spacing of the radius and time grids influences the outcome, as
does the specific form of the smoothing matrices. A value of 12 gives the two dimensions
roughly equal importance.
We choose cij to minimize the quantity
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Qij = Y [,mnM M!RtmjT.(Bnj - c i 8B.j)]2 + w 2 j[B' - (1 - c )B ]2
W 3 Ek.n 1Cm Tk,(Bt. - c 8i SjBW)M 2
Remember that MTM = MITMI + WIM2TM2.
R is the reflection matrix. It is different for each time point because the axis moves, so
its dimensions are 71 x 67 x number of time intervals.
T is the Abel inversion matrix.
w2 is a parameter that discourages the result from straying too far from its original
values B0 . It can be different for each of the 33 chords. Presently, it has a value of 120 for
chords 11 through 19 and 200 for chords 21 through 30. Chord 20 is known to be one of
the ones that drifts the most. Chords 31 through 34 should not be discouraged from
departing from their original (extrapolated) values. 120 and 200 seem like large numbers,
but the term involving w2 multiplies brightness rather than emissivity, so the scale is
different.
The terms involving time and space smoothing look like they are of the same form,
but one important difference should be noted. Subtracting one unit of brightness affects
the emissivity for only that one time point, so when we use M to measure smoothness
along the radial direction, we need apply it to only one column. On the other hand,
subtracting that one unit of brightness affects the emissivity at many different radial
points, so when we measure smoothness in time by post-multiplying by M3, many rows
are affected. This is evident if one is willing to wade through all the subscripts in the
derivation of cij, which we relegate to Appendix B and here quote the result that the value
that minimizes Qij is
C B (TTR TMM RjTB)j + w21 (Bj - BO) + w3 (TT TBMM 3 T)i
(TTR TMTMRjT)j + w2j + w3 (TTT)1
Rj is the two-dimensional reflection matrix at time tj.
At each pass, all points whose absolute values of cijBij are bigger than those of their
nearest neighbors, next-nearest neighbors, and next-next-nearest neighbors in both
dimensions are chosen. c ij B ij / 2 is subtracted for each selected point. The c values are
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then recomputed. This continues until the maximum absolute value of c is less than err2,
an input to the program.
The last step is to smooth in time using three points at a time. This is necessary
because the time-smoothing matrix that has been used works with five points at a time.
Section V : Illustrations
The four plots in Figure 3.15 show the emissivity at the same instant of time. The
upper left is with no correction. The upper right is after the first step in the calibration
correction, which smoothes the emissivity averaged over the entire shot. The lower left is
after the second step in the calibration correction, which allows the gains to drift
independently. The lower right shows the final result. More noise reduction could be
applied, and this would give a smoother result, but this level is deemed acceptable.
Figure 3.16 shows the emissivity as a function of time at three different radii. The
individual points are before correction, while the solid line is the final result.
Plain smoothing probably would have done as well in the time dimension. The true
advantages of the procedure explained in this chapter are not revealed in this instance,
because the shot chosen was so uneventful that the emissivity probably was quite smooth.
The behavior of the noise reduction algorithm can be illustrated when sawteeth are
apparent on the Z meter.
Sawteeth40,41 are a form of thermal instability caused by the Te 312 temperature
dependence of plasma electrical resistivity. The plasma is usually hottest in the center
because it's always being cooled at the edge and heated in the core by ohmic heating. (RF
heating can be absorbed off-axis, but it's still within the central region.) This causes the
electrical conductivity to be greatest on axis, and so the current density is highest there.
This in turn causes further heating and further peaking. This continues until the safety
factor on axis drops below 1, at which time a magnetohydrodynamic instability sets in,
causing the expulsion of particles and energy, thus flattening the temperature profile. The
instability is an n = 1, m = 1 internal mode. This means that perturbed quantities such as
plasma density or magnetic field are of the form exp(i(n4-m0-a0t)) where n=m=1.
40 j. Wesson, Tokamaks, Clarendon Press, Oxford, 1987, Section 7.6
41 J. P. Freidberg, Ideal Magnetohydrodynamics, Plenum Press, New York, 1987, pp 341-2
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Inside the "sawtooth inversion radius", the temperature builds up gradually, (on a time
scale of several milliseconds), then when the instability sets in, temperature falls on a
scale of microseconds. Outside this radius, the sawteeth are inverted. This means that as
particles and energy are expelled from the core, the density and temperature outside this
radius increase at each crash. The amplitude is diminished because the volume of the core
is small compared to the outer regions, so a given amount of particles or heat cause a
smaller difference in density or temperature.
We consider shot 960206003, which was another fiducial, but this one went into H
mode. Figure 3.17 shows the quantities of interest. The top plot is a single interferometer
chord. Next we see central electron temperature. The third plot is the RF heating power.
During this shot, the RF was not functioning properly; however, it was still successful in
producing an H mode. This is seen by the steady increase in electron density, which
rapidly decreases after the H-L transition at .9 second. Total stored plasma energy is
given last. During H mode, the central density increases greatly (by a factor of 1.65 for
this shot, according to interferometer reconstructions. This number can not be read off
Figure 3.17, which shows a chordal measurement.). When the plasma comes out of H
mode, this extra density is rapidly dispelled. Much of the rapid decrease is due to the
sawteeth, which eject particles and heat from the core at regular intervals. This makes the
sawteeth very prominent during the H-L transitions. Figure 3.18 shows the emissivity at a
radius of 67.4 cm. The dots are raw data and the solid curve is corrected. Sawtooth
crashes are clearly visible. The next plot on the same page shows the electron cyclotron
emission (ECE) as measured by the grating polychromator (GPC). The radius of the
measurement moves from 69.2 to 67.5 cm. during the interval as the toroidal field is
ramped down. The GPC and the dependence of its view of toroidal magnetic field will be
discussed in Chapter 7. For now, it is not important. The timing of the crashes does not
change perceptibly with radius. The GPC plot was included to show that the features on
the Z-meter coincide with and so indeed are sawtooth crashes. The third plot shows
emissivity at a radius of 77.4 cm., where inverted sawteeth are perhaps visible.
The point of this illustration is that the procedure used is much better than
straightforward smoothing at getting rid of noise and preserving real detail.
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This can be illustrated with simulated data. A two-dimensional array was constructed
by multiplying the profile shape shown in the left plot of Figure 3.19 by the time history
shown in the right plot (50 time points). Then these emissivity values were inverted to get
brightness. Random noise with an rms value of 3% was added at the positions of the
thirty chords. Then the simulation is reinverted. Figure 3.20 shows the noisy emissivity at
one time (solid curve) and the original at that time (dashed curve). The feature from 79 to
86 cm is totally obscured by noise. Now the procedure explained in this chapter is
applied. The first and last few time slices are discarded because the algorithm does not do
as well here. Of the remaining profiles, Figure 3.21 shows the best example of the
program's ability to preserve the profile while rejecting the noise. The dashed line is the
original profile and the solid line, the result of the program. Figure 3.22 is the worst
example, although it is still quite good. Figure 3.23 shows the resultant profile averaged
in time (solid), along with the same quantity for the original simulation (dashed). They
differ significantly only outside the viewing region.
It has been shown that this process can preferentially retain the signal while rejecting
noise.
Section VI : Asymmetries
One topic remains to be addressed: poloidal and toroidal asymmetries. It was stated
earlier that it is assumed that all plasma parameters are independent of 0 and that they are
constant on a flux surface. These symmetries are broken by magnetohydrodynamic
instabilities and by sawteeth. Sawteeth can be categorized as MH modes, but they are
often considered separately.
The toroidal dependence invalidates the reconstructions used to interpret the
diagnostic. Figure 3.24 is intended to convey the same ideas as Figure 3.3. The following
explanation is intended to be heuristic; the proper explanation of Abel inversion is given
in Appendix A.
The different colors on the diagram are meant only to distinguish the different areas
of emission and do not imply anything about the color of the light.
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Figure 3.24
If we wish to infer the emissivity in the red region, the thing to do is to take the
brightness along chord 1 and subtract from it the contributions from all the other regions:
i.e., the orange, yellow, green, blue and purple areas that are along chord 1. How do we
know how much the orange areas along chord I contribute? They have the same
emissivity as the orange region along chord 2, so we want to subtract this value, times a
geometric factor that takes into account the different view through this ring taken by the
two chords. How do we know the emissivity of the orange region along chord 2? By
taking the brightness along chord 2 and subtracting the yellow, green, blue and purple
contributions. The problem comes in when, for example, the purple region along chord 6
does not have the same emissivity as the purple region along chord 1, which will be the
case when there is a perturbation having a toroidal variation, because the phases will be
different for the two regions. Thus, whenever there is MHD activity having an n#0
component, Abel inversion will simply misinterpret the data.
Any poloidal asymmetry means that quantities inferred on the midplane cannot be
applied to the cross-section by following flux surfaces, but that is not of as much concern.
Another problem is that the frequency of MHD modes can be 5 - 10 kHz or higher.
The digitizers for the visible continuum diagnostic operate at 10 kHz, which is less than
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the Nyquist frequency. This means that the signals would be aliased, if they could ever be
identified in the first place. The conclusion is that MHl oscillations merely contribute to
the noise on this diagnostic.
What is the magnitude of the problem? fi / n has been directly measured on other
machines. However, simultaneous measurement of T I/T was not afforded, so the effect
on Bremsstrahlung is not clear.
Since we have no hope of reconstructing these oscillations, it is not even important to
distinguish this source of noise from photon statistic or any other noise source. They are
indistinguishable in the way they are treated by the noise reduction procedure given in
this chapter, because an MHD mode that was at a positive phase in the purple region
along chord 1 and a negative phase in the purple area on chord 6 acts the same way as
random bits of noise on those chords.
The situation is different for sawteeth. Here, the frequencies are in the range of 200 -
500 Hz. Do we have any hope of seeing these? Typically not. The first problem is the
toroidal asymmetry mentioned. The second is that the perturbation is large on the
temperature (10 - 50%), while it is small on the density.4 3 The thermal instability
explained before causes the temperature and current density profiles to peak between the
crashes. The crash causes a flattening of the profiles. The crash also causes the particle
density profile to flatten, but the thermal instability does not cause it to peak again.
(Conductivity is independent of density.) Since Bremsstrahlung varies like n, T."-, the
big dependence on the small ne perturbation and the small dependence on the big Te
perturbation conspire to submerge sawteeth below the limit of detectability under normal
conditions. The situations under which sawteeth do become visible are when the density
becomes peaked during an H-L transition or after a pellet injection. We shall see in
Chapter 6 that impurities can make sawteeth visible.
This chapter concludes with an example of the profiles before and after a sawtooth
crash during shot 950426021 (H-L transition). Note the visible change in the radius of the
profile peak, which is caused by the change in the Shafranov shift as the plasma loses
42 R. L. Watterson, R. E. Slusher, and C. M. Surko, Physics of Fluids 28 (9), Sept. 1985
43 M. E. Foord et alii, Nuclear Fusion 25 (1985) 197
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pressure (from around 69 to about 66.6 cm, although it could be said that the post-crash
peak is somewhat uncertain). The first page of Figure 3.25 shows emissivity and
temperature and the second page shows density, assuming Zeff= 1. The dashed lines show
the magnetic axis as given by EFIT. It is calculated with a time resolution that is too
coarse to show movement with sawteeth.
This example is not at all typical. In fact, it was the biggest sawtooth crash found.
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Chapter 4
The Simulations
This chapter treats the subject of the determination of transport coefficients, given
electron or impurity density data. A simple, straightforward method of solution is
considered and rejected. An alternative solution based on comparing the data to
simulations is presented and the mathematics used is developed. The simulations are
produced for given values of the transport coefficients, using the data for initial
conditions and boundary conditions. They are then compared to the data. The set of all
possible coefficients is systematically scanned and the best fit chosen. The (D,v} pair that
produced the best fit is the stated result. For example, looking ahead, Figure 6.2 shows
the simulation compared to data at several different radii. It was produced during the time
of an injection of an undetermined mixture of light elements (boron, carbon, oxygen, etc.)
The solid lines are the data and the dashed lines are the simulations. It will, of course, be
covered fully in Chapter 6. Here, it is used as an example of the profiles whose simulation
is our immediate goal.
These simulations are based on cylindrical symmetry, while the geometry of our
problem is toroidal with a shaped cross-section. The next chapter compares the
cylindrical simulations to those done using the full geometry.
We wish to solve the transport equation,
= - (DVn - Vn) + S (Eq. 4. )
where n = electron density, in m-
D = diffusion coefficient, in m2 / sec
v = convection coefficient, in m / sec
S = source, in m 3 sec 1
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One way to solve the problem is the following." Restrict attention away from the
edge, so that S = 0. ThenJ dV = JV - (DVn - Vn)dV = J. (DVn - ;n) - dS (Eq. 4.2)
Assume cylindrical symmetry.
LJ 27r'dr' -! = L27rr(D - vn
idJrnr'dr' = D - vn (Eq. 4.3)
r dt &
Now proceed as follows. Choose a value of r and a number (say m) of discrete times.
Calculate the values of the integrals on the left-hand side and put them into an m-element
column vector b. Then put the values of 01n/ar and n into an m x 2 matrix A. Then solve
the equation Ax = b for x = D(r) Since there will be noise on the data, the equation
Sv(r))
must be solved using the normal equations4 5 x = (ATA)- ATb or some other method of
solving over-determined systems. Then repeat the procedure at different radii to get D(r)
and v(r).
This manner of proceeding is very appealing because of its simplicity, so this was the
first method tried; however, it doesn't work. Negative values of D were often found,
accompanied by positive (outward) convection.
The reasons why it doesn't work are not hard to understand.
The first objection is that it has been assumed that D and v are constant in time. This
is probably not true. The events we are studying are not small perturbations. Indeed, they
are associated with large changes in density, temperature, Zeff in some cases, position of
magnetic axis, magnetic geometry, etc. No first-principles model of transport is widely
accepted, but all theories posited depend somehow on quantities such as these. It is
reasonable to suppose that D and v do change with time during the events studied,
although entry into different regimes (H mode from L mode, or ramp-down pinch mode
44W. A. Houlberg, Combined Workshop of the Confinement and Transport/Confinement Database and
Modeling Expert Groups, April 20-24, 1998, Princeton, New Jersey
1 See, for example, Gilbert Strang, "Linear Algebra and Its Applications", Academic Press, Chapter 3.
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versus L mode) could cause a sudden change that is more important than the slow change
caused by the evolution of the plasma parameters.
The second issue is that the geometry is all wrong. When a cylinder is bent around
into a torus, the region on the inside of the doughnut gets compressed, which affects the
diffusion of particles. One could perhaps solve the equation analytically (by series
solution) in the toroidal geometry, but it would only be a small step in the right direction,
because the plasma has a shaped cross-section (which can change significantly during the
event). Because there is rapid equilibration of particles and energy along flux surfaces, the
problem can be and needs to be reduced to one-dimensional equations that contain this
information.
The third problem is in equating J dV to --- J ndV. The equation is missing a
term fj n*i - dS where * is the velocity of the flux surface. Calculating an/& before
doing the integration doesn't get around the problem, because it still confuses movement
due to D and v and that caused by movement of the flux surfaces. It is not possible to
redefine v to include this latter effect, because when the magnetic axis moves in, v would
be in the direction of smaller major radius on both the inboard and outboard sides of the
tokamak.
/
/
~1~ /
N \
/
-'---,
This is not
acceptable. v should be
related to flux surface
quantities like n, and Te
(although it is not
exactly a flux surface
quantity itself - see the
next chapter.)
Figure 4.1
The foregoing three of the listed flaws are possessed in common with the method that
was ultimately chosen. The geometrical question is considered in the next chapter. There
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it is shown that they are probably not fatal; they might cause a loss of accuracy, but they
don't cause the answer to be completely wrong. Other flaws can.
The fourth issue is singularity. For example, Chapter 8 gives an example of a situation
commonly encountered in a tokamak in which the plasma very quickly assumes a new
profile shape and then maintains it while the density steadily increases. This means that
31/-r at one position and different times will not be independent of n. The matrix A will
be near-singular, although this fact can be obscured by noise. Attempting to invert a near-
singular matrix gives answers that are not meaningful in any way. Using the simulations
explained in this chapter clearly shows the nature of the problem and deals with it in an
honest way. It will be concluded that in certain situations, D and v are not separately
determinable, but only their ratio.
The final three problems are inter-related and involve noise. They are big problems
because the data are so noisy.
The original equation involves second spatial derivatives, which cannot be
meaningfully derived from such noisy data. It seems obvious that integrating over space
and using the divergence theorem will greatly decrease the noise on both sides of the
equation. In fact, the right-hand side becomes less noisy and the left-hand side more so.
The term -d- t nr'dr' measures the particle flux traveling across the surface at radius r.
dt
The only contribution should come from this flux, but when the term is integrated in
radius, noise at all radii less than r will contribute in quadrature. The true signal also
increases, so the signal-to-noise of the integral improves, but of course this improvement
will not be reflected in the time derivative. It gets noisier because of the smaller-radius
contributions. Thus in fact, the integration hasn't improved anything.
Ultimately, the attempt is still being made to get D and v by matching derivatives to
derivatives. This is not practical without a large amount of smoothing. However,
smoothing the data is equivalent to the action of diffusion. While the fine-scale noise is
being dissipated, so is the underlying profile shape. It can quickly reach the point where
much of the information is lost. If it is desired to ascertain the diffusion coefficient, the
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data should not be diffused mathematically beforehand. The best thing to do would be to
match zeroth order derivatives to zeroth order derivatives.
The final problem is that the method is probably just asking for too much information
from the data.. The integrated equation can be written down for any r, which means it can
be written for an arbitrary number of different r values, and we would be asking for twice
this number of transport coefficients. Setting up the problem without asking for so many
D(r) and v(r) values does not help the problem, because D and v are still independent
variables for every value of r and are influenced by the noise at only one radius.
Smoothing causes D and v at any r to be influenced by the noise at r and adjacent radii,
which averages noise, and seems to help the problem, but it also makes D(r) and v(r)
dependent on the true signal at adjacent radii, and in a way that is not mathematically
valid. One should choose a model without so many independent variables and try to avoid
smoothing insofar as possible.
The next part of this chapter describes the simulation of time-varying profiles of
particle density (electron or impurity) that are to be compared to experimental data.
Simulations are produced for various values of transport coefficients, and the coefficients
giving the simulation that is the best fit to the data are chosen. Thus we are comparing
density to density, not derivatives to derivatives.
It is shown that the transport coefficients may not be allowed to vary arbitrarily in
space and time and that some restriction on their possible form is required. A very simple
model is chosen. In subsequent chapters (6 through 8) it is made clear that this model is
adequate to fit the data, and that further, no more complicated model is justified.
In Section I, the mathematics used in the simulations is explained. The accuracy of the
simulations is demonstrated in Section II. The subject of the error in the determination of
the transport coefficients is covered in Section III.
Section I:
As alluded to before, when one is given n (r, t) and wishes to find D(r, t) and v(r, t),
the determination is singular. This is because we can perform something analogous to a
gauge transformation in taking any solution
D(r, t) and v(r, t)
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and allowing D -+ D + 8D
v -+ v + 8v = v - 8D Vn / n
and the n profiles are unchanged. This means that there could be any number of pairs {D,
v} producing identical fits to the data if D and v are allowed to be arbitrary functions of r
and t.
There is still the possibility of rescuing the situation by restricting the set of possible
coefficients in such a way that a pair 8D, 8v = 8D Vn / n cannot be obtained for the
experimentally obtained &n / &r and n. For example, we could restrict D and v to be low-
order polynomials. Some such restriction is not only allowed, but required, because
transport coefficients that vary in some elaborate manner are not called for on any
physical basis.
How far need we restrict our considerations of possible D and v? The simplest
possible model is D = Do
v =vr
where Do and vI are constant in time over the interval of interest. (By symmetry
considerations, D must be even in r and v must be odd.)
We shall see that this very simple model produces simulations that fit the data as well
as one has a right to expect, given the level of noise on the data. This is true for electron
density measurements, but to match the data for impurity injections, one must sometimes
use v = vir + v3r3 to produce hollow asymptotic profiles.
If we look for orthogonal eigenfunctions {ui} of the source-free equation such that
n(r, t) = Zi ci ui (r) exp (-ki t) (Eq. 4.4)
the equation reduces to
-kui = D -d u + D I d u - v r d u - 2v u (Eq. 4.5)
dr 2r dr dr
We also require that ui (r = r,,11) = 0. rui is taken to be 27 cm. Note that it is not
important that this be the actual physical location of the wall for the following reason. We
have a differential equation, with the boundary conditions that the initial profile must fit
the data at t = 0, and that the time history of the calculated solution must match the data at
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the "matching radius". For instrumental reasons, this must be well in from the wall (say
18 cm). For strongly hollow profiles, we may match at the sawtooth inversion radius.
Then the solution to the differential equation is unique within that radius, and outside the
region of interest, we need not be concerned with the details. In particular, the toroidal
asymmetries of the tokamak caused by ports, antennas, and limiters is not important.
The solutions of our equation are confluent hypergeometric functions46, whose
defining differential equation is given in standard form by
x , F,(a,c;x) + (c - x) d Fl(a,c;x) - a F,(a,c;x) = 0 (Eq. 4.6)
dx' dx
With the substitution
a->1 -k/2v 1  c-> 1 x-+vir 2 /2Do
we recover Equation 4.5. When c = 1, the two independent solutions we would expect
from a second-order equation become one.
{f} is a set of discrete values determined by ui (rei) = 0. The orthogonality condition
is u ,(r) uk (r) w(r) dr = 6 jk . (Eq. 4.7)
The weighting function is obtained from Sturm-Liouville theory and is
w(r)= r exp ( -v Ir 2 / 2Do).
Figure 4.2 shows the first few eigenfunctions plotted for
Do= .1 m2/sec, vj = -18/sec , ru = .27
Negative v means inward convection.
For impurity transport, the duration of the source is short compared to the time of
analysis, for either intentional or accidental injection. We typically see a pulse of
impurities at the edge, followed by inward transport, then slow decay. It should be
mentioned that inward transport does not necessarily imply inward convection. Matter
can diffuse in, then assume a peaked profile shape because material slowly leaks off the
edge. However, diffusion only is not an efficient way to transport a large amount of
46 G. Fussmann, Nuclear Fusion 26, 983 (1986)
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material. Convection is called for when it is observed that more material is transported
than could be explained by diffusion alone.
As the impurity is transported in towards the center and subsequently decays, the
functions with the largest eigenvalues will decay fastest. The asymptotic profile shape is
simply the lowest order eigenfunction. (The source is gone by this time.) Then confluent
hypergeometric functions will always give a peaked profile shape for large time.
If we are faced with a hollow asymptotic shape, we must have a convection velocity
that is positive, goes through zero, and becomes negative.
n v
V+ v-
r
Figure 4.3
Then we should write v = vIr + v3 r3 . (The terms must be odd in r by symmetry.) Then
= D n + D .n (vr + v3 r) / I(2v + 4v3 r2 )n (Eq. 4.8)at & r r &r &
Again, we take an/&t = -Z c, X, exp (-X1 t) ui(r).
I could not find a solution in terms of tabulated functions, so I calculate it using the
standard series solution method. The first few eigenfunctions are shown in Figure 4.4 for
v = 6 / sec v3 = -355 / m2sec Do= .1 n2/sec rw, 1 =.27 m
Note the much more rapid decay of the first eigenfunction, reflected in its large
eigenvalue. This is due to the outward convection in the core.
The orthogonality condition is dr uj (r) uk (r) w (r) = 6 jk where
w(r)= r / Do exp (-vj r2 / 2Do - v 3 r 4 / 4Do)
Now that we have the eigenfunctions, we can write
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an/t = &/t i i ui exp (-4, t) = -1i ci ui Xiexp (-Xi t) (Eq. 4.9)
The next task is to match the data at the matching radius (e. g., 18 cm). We posit
some definite Do and v, (and perhaps v3), use a combination of the eigenflmctions that
matches the initial profile and the time history at the matching radius, allow the resulting
density to evolve governed by the chosen transport coefficients, and compare the result to
the data. This is done for various transport coefficients and the best fit found.
Matching is effected as explained below. There is some source of particles outside the
region of interest, whose spatial distribution and time history we do not know. It could be
caused by gas puffing, recycling, laser blow-off of impurities, etc. (Laser ablation will be
explained in Chapter 6.) In the case of puffing or laser ablation, all we know is the
voltage waveforms we apply to the gas valves or the laser. For natural (unintentional)
injections, we do not even have as much information as that. We have little data about
how the impurity makes its way through the scrape-off layer or where it is ionized. We
could model the source, but this would be subject to large uncertainties. The advantage of
matching the data at the matching radius is that if we can come up with any source that
yields the correct density at the matching radius, we do not care if it is the "right" one.
This makes the procedure independent of all assumptions about what is happening at the
edge and restricts our attention to the region where we have good diagnostic information.
So we may write
S(r, t) = s(r) T(t), (Eq. 4.10)
where s(r) = Zi si ui (r) (Eq. 4.11)
is zero inside the region of interest and has a (constant) peaked shape between the
matching radius and the wall. We also write
t(t) = j tj H(t, t) (Eq. 4.12)
{i for t st<t
where H(t, tj) = I o i: t<t
0 elsewhere
A is the interval established by the data time base. It is the basic time step used in all the
calculations. This makes the source a stair-step function in time multiplied by a sum of
eigenfunctions of the source-free equation. These functions are appropriate because they
are a complete set, and because density contributed by the source at time tj will decay
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according to the source-free equation after tj + A. This is true even though the source may
still be contributing for subsequent values ofj. It is clear that
n (r, t)= X, ci (t) uj (r) exp (-Xi t) (Eq. 4.13)
where the expansion coefficients ci must be functions of time. This is necessary because
the source may continue to contribute to the density, so any one eigenfunction can be
augmented as time advances.
Let V- (DVn - v n)= 0 (n). 0 (uj)= -k ui (Eq. 4.14)
an/at = Y dcj/dt ui exp (-X1 t) - Zj ci ui Xi exp (-X1 t)
V - (D Vn - v n) + S
= i ci 0 (ui) exp (-ki t) + S
= -Zi ci Xi u exp (-Xi t) + Zi si u Ij Tj H(t, t) (Eq. 4.15)
Then 1i dc1/dt ui exp (-Xi t) = -ij si ui Tj H(t, tj)
By orthogonality, dci/dt exp (-X t) = si Ej Tj H(t, tj)
so ci(t) = c! (0) + jdt' exp (k1 t') Ij si Tj H(t', tj)
= ci(0) + si Yj Tj f dt' exp (Xi t')
= c (0) + si / X1 (exp (Xi A) - 1) Yj T, exp (Xi tj) (Eq. 4.16)
ci (0) is obtained from ci (0) = dr n (r, 0) ui (r) w (r)
Then we can write
n (rmr, t) a nmr =Zi ui (rmr) exp (-X. t) [ci (0) +
si / Xi Ij Tj exp (Xi tj) (exp (Xi A - 1)] (Eq. 4.17)
Subscript "mr" means matching radius.
{Tj} are the only unknowns in this equation. It can be solved by the matrix equation
AT = N, (Eq. 4.18)
where N = nmr - Z, ui (rmr) exp (-k. t) ci (0). (Eq. 4.19)
The second term is subtracted to account for the response to the initial conditions.
Each column of A is the response for all time at rmr to a unit source at tj .
Aj(t) = 1j ui (rmr) exp (-Xi t) si / A., exp (Xi tj) (exp (A. A) - 1) for t > tj (Eq. 4.20)
0 otherwise
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T is found by matrix inversion using the process of Singular Value Decomposition4.
If the columns of A fail to span the space, the answer is still acceptable. SVD will choose
the solution in the column space of A that is closest to the right hand side, and of all such,
the solution that has the smallest magnitude. In this context, that means the smoothest
solution. A times the recovered solution (which is the simulation's value at the matching
radius) will if anything, be smoother than N. N is a rapidly varying signal. The high
frequency component has no discernible meaning, but it was left in in order to avoid
skewing the results by a large amount of smoothing, which might inadvertently introduce
some sort of bias. Because of the smoothing effect of diffusion, the rapid time variation
does not survive in the simulations for more than a few centimeters into the plasma.
Once we know -, we can calculate ci (t) and
n (r, t) = Ei ci (t) ui (r) exp (-ki t). This is compared to the data. The process is repeated to
find the values of D and v that give the best fit.
We have written the source as S(r, t) = s(r) r(t) where t(t) = jX [j H(t, t) and each H is
a rectangular function. This makes a stairstep source, which is unphysical. What is worse,
the response to such a source consists of a series of spurts. If it is desired to verify the
accuracy of a simulation, one should operate on it with both sides of the transport
equation and compare the results. Doing this to a simulation obtained in such a manner
clearly shows that the stairstep source is unsatisfactory and leads us to insist that the
source must be continuous.
We still want to retain matrix formulation so that the inversion can be done in an easy
familiar way, so we want a continuous source that is determined by its value at discrete
points. We turn to cubic spline interpolation, and a set of functions we may call "spline
basis functions", examples of which are found in Figure 4.5. The symbol -rj is used to
denote a spline basis function centered around tj. They have the property that they have
the value 1 at tj, 0 at tk k~j, and their values at time points in between are such that a sum
4 See, for example, Numerical Recipes, section 2.6
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of them adds up to a cubic spline interpolation of the data at the points {t}. (The symbol
- is being re-used. Its former use has been abandoned.)
To find the response to one of these unit sources, the Green's functions are found.
a/t G(r; t, t') = 62(G(r; t, t')) + 8(t - t') s(r) (Eq. 4.21)
and the convolution integrals
Ii (r, t)= fdt' ti (t') G(r; t, t') calculated. (Eq. 4.22)
The subscript "i" refers to the ih time interval. The problem is translationally
invariant, so I(r, t) need be computed only once.
Then for each {D, v} pair one wishes to compare to the data, the eigenvalues {k}
must be found, the eigenfunctions {u} calculated, the Green's function obtained, and the
convolution integral computed for each r and t. The values of the integrals at rmr and all
time are put into the columns of A, which is inverted to find the source, then this source
is used together with the convolution integrals and the response to the initial conditions to
construct n (r, t), the simulated density profiles. For one data set, it might be necessary to
use 100 {D, v} pairs to map out parameter space adequately. (For one shot, 171 pairs
were needed!)
This method of proceeding might seem to be unnecessarily computationally intensive.
The alternative was tried and found unsatisfactory. The Runge-Kutta48 algorithm was
used to produce simulations. If the simulations were desired for only a short time period,
or if the transport coefficients were small ("short" and "small" being defined reciprocally
in terms of each other), then the method was adequate. For other cases, if the time steps
were too large, the solution wandered off its correct values, and if they were too small,
the solution began to oscillate and eventually blew up from the effects of machine error.
Experience gave examples of the time steps' being both "too large" and "too small". This
method was also frighteningly slow.
Several approaches were found to make the eigenfunction solution much faster. The
confluent hypergeometric functions are calculated in terms of the ratio v / D. Two pairs
{D 1 , v1 } and {D2, v2} that have the same ratio will have the same eigenfunctions but
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different eigenvalues. Those values scale like {k,2} = {X,} D2 / D1. This is because
increasing both transport coefficients is equivalent to speeding up the time, so X, which
appears in the combination e-, must increase. Thus we have decreased the scope of the
problem from a two-dimensional infinity to a one-dimensional infinity. Further, it is
found that if a reasonable number (16) of v / D values is used, functions for intermediate
ratios can be gotten by interpolation. So eigenvalues, eigenfunctions, and Green's
functions are precomputed for 16 ratios and stored in files. They are simply looked up,
interpolated, and scaled as needed.
This leaves a region in D - v parameter space unsearchable: namely the area with
small D and substantial v. This is because the ratio v / D can approach infinity, but only a
finite number of values can be stored.
For D = 0 exactly, the problem has an exact analytic solution. The full solution is here
exposited, although we shall need only one special case. The reason is that this solution
represents original work by the author and might not appear elsewhere.
If v = u r' with u constant, then
n= nor('+ a f( [r'- -(I -a) ut]/(-a)
where f is obtained from n (r, t = 0) = no r - ) f (r).
If u = vi, a = 1, then
n (r, t)= no e -2 v t f (r ev) (Eq. 4.23)
where n(r, t= 0 = no f(r)
It should be noted that if one takes the general expression for n as a -+ 1,
n(r, t) = - f(r e~) with the obvious initial condition is obtained. The two expressions
r
are equivalent, but the previous expression is more convenient.
For small D and non-small v, Runge-Kutta suffices. Remember that it is the diffusion
term that amplifies any little grains and bumps of machine error and makes the solution
blow up. The edge conditions are satisfied by simply setting the simulation to an
interpolation provided by the data at every time step. This is somewhat less than optimal
48 Among others, W. E. Boyce and R. C. DiPrima, "Elementary Differential Equations", Wiley and Sons,
New York, 1977, Chapter 8
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because it represents a source at that point, so the source-free equation isn't exactly
matched clear out to the edge.
For v = 0 exactly, we recover Bessel functions.
Section II: Accuracy
We now examine the accuracy of the solutions. In Figure 4.5, overplots of an / t onto
V - (DVn - vn) = 0 (n) versus time at three different radii are shown. "n" refers to the
simulations, which, remember, fit the data at the matching radius and at t = to. This
particular example (Shot 960116027) was during the rapid density rise following an L-H
transition. (This same shot will be featured later and details given.) The value of Do used
was .2 and vi was -8., which is in the range that we shall consider when we analyze H
modes in Chapter 8. This was not a best fit. The important thing to extract from the plots
shown in this chapter is simply that the two sides of the transport equation, when applied
to the simulations, yield results that are in very good agreement with each other, which
shows that the simulations are sufficiently accurate in satisfying the transport equation
with the prescribed initial and boundary conditions. Figure 4.7 shows the same thing for
shot 950502019, which will be featured in Chapter 7. Do = .001 and vi -5 for this
simulation. Here, the Runge-Kutta method was used. Similar plots for D = 0 are not
shown, since here the solution is analytically exact. Remember that near the matching
radius, the rapid time variations are probably not meaningful. The time derivative of this
noisy signal, which is what is shown in the plot, looks even worse. The signal could have
been smoothed before the matching process, but the noise is harmless, and it was
considered desirable to minimize interference with the data, which could introduce some
source of bias. The important point is that the two sides of the equation match each other.
Section III : Error Analysis
The results of error analysis are usually represented as bars on graphical
representations of results. They show the range of values that could be considered to have
almost as much experimental justification as the quoted results. Here, error bars can not
be shown separately for D and v, because the two uncertainties interact. A reasonable
substitute is "error bars" that are the region in D-v space for which the simulations are as
close to the best fit as the best fit is to the data. "Closeness" between two simulations (or
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a simulation and the data) is naturally measured by the sum of the squares of the
differences between the two sets of numbers, where the sum is taken over both
dimensions.
This criterion for the "error bars" is not quite right for the following reason. The sum
of the squares of the differences between the best fit and the data is mostly composed of
noise, with perhaps only minor departures due to the shortcomings of the fit. (See Figure
6.2 for an example.) This sum will then be a substantial number (some non-negligible
fraction of the sum of the squares of the data). The simulations are smooth, except near
the matching radius. If we are to consider simulations that are allowed to depart from the
best fit by such a large amount, we would be accepting simulations that depart in a
systematic, secular way. This is not the goal. We want the set of D and v that produce fits
to the data that are comparable in goodness to the best fit.
The way out is clear. The best fit to the data is found. Then the data are smoothed by a
large amount and the coefficients that were found are used to produce a simulation
matching the smoothed data (same coefficients, smoother boundary conditions). Finally,
the set of all D and v are found that produce a simulation as close to the smoothed best fit
as the smoothed best fit is to the smoothed data. The boundary of this set is plotted as a
locus on a graph with D and v as the x and y axes respectively (see Figure 6.4). We call
such a plot "the error bars". All this will be made more concrete in Chapters 6, 7, and 8.
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Chapter 5
The Geometry
We must now address the issue of whether it is fruitful to compare simulations
produced using cylindrical geometry to data representing particle density that evolves in a
magnetic environment that is very far from cylindrical. There are two issues here. One
has to do with the shape of the flux surfaces and the other has to do with their movement
in time. These will be considered in turn.
The use of cylindrical geometry is advan-
tageous when there are two ignorable coordi-
nates: 9 and z. Equations involving differen-
r tial operators can be reduced to the single r
dimension.
Z
Figure 5.1
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Figure 5.2
This is analogous to tokamak
coordinates V, 9, and 4, among which
9 and 0 are ignorable. 4 is the angular
coordinate around the torus and 9 is
the angular coordinate in the poloidal
cross-section.
i is a unit vector in the direction of
Figure 5.2
Vy, where y is the poloidal mag-
netic flux integrated from the axis to a given position. Technically, this should be divided
by 27r, but we shall often drop this factor without warning.
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y(Rb) = f J' d4 JdR R B, (R, Z = 0)
'P
7R
Figure 5.3
In Figure 5.3, we take the annular surface on the midplane defined by Ra, (the axis)
and Rb and integrate BO over it. (B0 =B on the midplane.) This definition on the
midplane is extended to three dimensions by taking a point of interest and following the
magnetic field down to the midplane. We then assign the value of y on the midplane to
the point of interest. (If the field line doesn't go down to the midplane, the point is not
interesting.) This process produces three-dimensional nested surfaces. The poloidal cross-
section is not circular because the field line pattern is produced by the juxtaposition of the
field produced by the plasma current and those of the equilibrium field coils. These are
several circular current-carrying coils in planes parallel to the plasma midplane and
centered around the same vertical axis.
Figure 5.4 shows one among
nine of these coils. Together they
produce a cross-section with a
vertical elongation and a
triangularity that produces an
outward-pointing D shape. Drawings
such as Figure 5.2 and 5.4 exagger-
Figure 5.4 ate the shaping: Figure 5.5 shows an
actual flux surface reconstruction. It and until otherwise noted, all other examples in this
chapter are taken from shot 960116027, which features an L-H transition that is analyzed
in Chapter 8. The time of the reconstruction is 1.22 seconds, after the transition. Traces of
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the single-channel Z meter, an interferometer chord showing line-averaged density,
central electron temperature, RF heating power, and plasma stored energy are shown in
Figure 8.1. The flux surface reconstruction is produced by a code named EFIT49, which
was written by L. Lao. The footnote refers to the first introduction in the literature and is
given for historical interest only. EFIT continues to evolve and has received contributions
from many people, most notably on C-Mod from Steve Wolfe. It takes data from
magnetic loops placed around at the edge and uses them as boundary conditions to solve
the Grad-Shafranov equation"''. EFIT reconstructions can not necessarily be trusted
completely, especially at the center, because the information from the magnetic
diagnostics leaves the solution underdetermined. The implementation of EFIT on C-Mod
uses a further constraint. This means it chooses one among possible solutions consistent
with the data. However, this is sufficient for our purposes. What we are seeking in this
chapter is a comparison of cylindrical geometry to realistic flux surface geometry. At the
end of it, we should have a rough idea of the errors attendant upon this substitution. As
long as we use believably typical-looking geometries, it is good enough. Figure 5.6 shows
several of the many quantities computed by EFIT. The first panel shows the minor radius
of the last closed flux surface (LCFS). It is computed with respect to the quantity shown
in the next panel, which is the major radius of the (geometric) center of the LCFS. This is
not the same as the major radius of the magnetic axis, shown in the next plot, which is the
null point of the poloidal field. In other words, the flux surfaces need not be concentric;
the center of the smallest poloidal magnetic field loop is the magnetic axis. The fourth
plot gives vertical elongation of the LCFS, and the last shows triangularity.
49 L. L. Lao, H. St. John, R. D. Stambaugh, A. G. Kellman, and W. Pfeiffer, Nuclear Fusion 25, 1611
(1985)
50 V. D. Shafranov, On magnetohydrodynamical equilibrium configurations. Zhurnal Experimentalnoi i
Teoreticheskoi Fiziki 33, 710 (1957) [Soviet Physics J.E.T.P. 6, 545 (1958)]
5' R. LUst and A. SchlIter, Axialsymmetrische magnetohydrodynamische gleichgewichtskonfigurationen.
Zeitschrift fur Naturforschung 12A, 850 (1957).
52 H. Grad and H. Rubin, Hydromagnetic equilibria and force-free fields. Proceedings of the 2nd United
Nations International Conference on the Peaceful Uses of Atomic Energy Geneva 1958 Vol. 31, 190
Columbia University Press, New York (1959)
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ba
Several factors may combine to make the results in flux surface
geometry potentially different from those in cylindrical. First, there
is an elongation in the vertical direction. We should naturally
expect this to cause a decrease in the diffusion of particles of order
-p-, because the particles that diffuse from the top or the bottomb
Figure ). 7 must randomly walk a greater distance. The real factor by which
diffusion should decrease probably involves elliptic integrals, but the simpler picture
suffices.
Second, the Shafranov shift53
displaces the inner flux surfaces
relative to the outer surfaces in the
outward direction. It is associated
with the higher pressure and current
density at the core of the plasma.
Figure 5.8 Figure 5.8 shows an exaggeration of
this effect. It is expected that this
should cause diffusion to increase and convection to decrease.
Third, there is an increase over the average in the curvature at the top, bottom, and
outer edge of the D. There is also an increase of curvature as the plasma is bent around
into a torus. Diffusion is enhanced by curvature. This can be simply illustrated.
r = V - (D'n). In slab geometry, we have _ n , whereas in cylindrical geometry,
+ an. The !curvature term is new. The effect can also be understood from the
r2 r ar r
random walk picture. Figure 5.9 shows cylindrical geometry together with slab.
5 Shafranov, V. D. Section 6 of Plasma equilibrium in a magnetic field. Reviews of Plasma Physics (ed.
Leontovich, M. A.) Vol. 2, p 103, Consultants Bureau, New York (1966).
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A particle starting at a point along arc
AB or along segment CD walks randomly
around its starting position. It has a
probability of getting to point P or to point Q
that is inversely related to the square of the
distance between P or Q and the starting
point. The darkened areas in the figure show
all points that are a given distance from P or
the same given distance from Q. The
curvature causes more points to be closer to
P, so the diffusion is enhanced.
To get some idea of the difference between cylindrical and toroidal geometry, we
write the divergence in toroidal geometry.
- Ar A A 0 . _ 0A AV-A - -cos sin0+ 1 A A+ _ A
r R R R ao r r OO
By symmetry, the derivatives with respect to 0 and 0 are zero. The terms including
cosine and sine are new. R is even in 0, so if Ae is constant with respect to 0, the sine
term integrates to zero over the interval 0 to 2n. The cosine term is a different story.
cos d 2A - -1I5
A, .os 0 dc7r -tT02  5 For r = .21 and Ro = .67, this equals
RO + r cos 0 r
-.33 Ar / r. This means that the difference between toroidal and cylindrical geometry is
about a third the difference between cylindrical and slab geometry. No one would think of
trying to solve the problem in slab geometry, yet it is routinely considered in cylindrical
coordinates.
We thus have several competing effects, so we need to evaluate the net effect
numerically.
54 1. S. Gradshteyn and I. M. Ryzhik, Tables ofIntegrals, Series, and Products, Academic Press, San Diego,
Section 3.613, Eq. 1
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The second issue involves the movement of the flux surfaces in time. As the flux
surfaces move, the plasma moves along with them. This is known as the "frozen-in law".
It is derived in Appendix C. The treatment is taken from Freidberg's book55 . He leaves to
the problems an important part in the reasoning, which is worked out in the appendix. If,
for example, the flux surfaces move in toward the axis, this means the magnetic field is
increasing, which induces a toroidal electric field by Faraday's law. The E x B drift then
causes the particles to move inwards. All previous experimental analyses of tokamak
transport have failed to distinguish between this movement and cross-field transport. Yet
theories of plasma transport deal only with the cross-field transport.
The present work, like all the others, uses cylindrical geometry in the analysis. This
chapter compares the two geometries and provides a rough idea of the magnitude of the
errors involved.
In a tokamak, particles stream freely along the field lines, so transport on a flux
surface is extremely rapid compared to cross-field transport. Then 0 and 4 are ignorable
coordinates and the equation can be reduced to a one-dimensional equation in y. We
begin by taking a volume integral of both sides of the transport equation. The volumes
considered will be those enclosed by flux surfaces.
t V - (DVn - vn)
I !!dV = Jv9 (D'n - Vn) dV = fs(DUn - Vn) - dA
n =n(y,t), soVn = -Vy
The treatment of v requires some consideration. The flux of particles due to con-
vection is probably not constant over a flux surface. We shall write
u(y)V9V = |'j is not a flux surface function
lVYI2
We are insisting that where the flux surfaces are farther apart, the speed be greater, so
that a group of particles starting out at one flux surface will all arrive at the next surface
at the same time, no matter where on the first surface they started. This preserves the one-
" Freidberg, Jeffrey P. Ideal Magnetohydrodynamics, Section 3.5 and Problem 3.2.
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dimensionality of the problem. If individual particles could be followed, their transport
would probably not have this property, but because of the rapid equilibration on flux
surfaces, it is appropriate to use a surface-averaged definition for v. Then
it dV = D I sVy - dA - un I_ d
s V Y d _= . This is intuitive when 
it is written in the form
T M-dA _ jfA.dA - AV
AyAy Ay.
Then ndV -D nsy -dA - un dV
JV at k dy
dV = _d- fv n dV when and only when one is using the appropriate flux-surface
v Ot dt
geometry (or, of course, if the surfaces are stationary). This is because of the frozen-in
law.
A program was written to calculate these quantities as functions of y and t. Its inputs
are y (R, Z, and t) and V(y, t), the volume enclosed by a given surface. Both were
calculated by EFIT.
Figure 5.10 shows flux surfaces at a given instant of time. Also shown is Vy at some
representative points. iVy has been divided by 15 to fit on the plot.
In order to facilitate comparison with the cylindrical case, for which v = v, r was
chosen, we choose u = v,(r my ,where the subscript "mid" shows that we are
dr
v,(r dy IN
evaluating these quantities at the outboard midplane. Then V = )mid will
VY1
match the corresponding quantity for the cylindrical case on the outboard midplane (and
perhaps nowhere else). Figure 5.11 shows V at the same instant of time used in the
previous plot for some representative points. v, = -0.2 / sec.
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In cylindrical coordinates, the corresponding equation is
27tr'L dr' = D o 2trrL - vn2rL
a ar
where L is the length of the cylinder.
The first approach used to compare the two geometries was unsuccessful. The flux
surface geometry used for shot 960116027 was used to produce simulated profiles. This
was done by choosing a constant D and v, and working with the quantity
q(y)= JndV= nd-dY
fv dy
'dq ' dq
_d a dV jsV -dA-u dYcV
dt ay dV dV dy
s dy, d
f(q,y,t)
The equation is then advanced using Euler's method. It was found that this was
sufficiently accurate. (The resulting n values were put back into the transport equation
and gave a match to 0.2-0.8% with no secular drift.) This was true as long as D and v,
were kept small (D < .1 and lvj < 1). A starting profile that looks like an H mode was
used. It was then evolved in time and did indeed look like an L mode in the end. Figure
8.4 shows typical H and L mode profiles. What causes this difference is not important at
this point. Figure 5.12 shows the simulated n at times t = 1.125, the starting time,
(dashed) and t = 1.22 seconds, along with dV, , and d versus y. Do = 0.04
JV a at y dW
and v, = -.4.
n(y, t) and y(R, t) on the midplane were then used to find n(r, t).The synthesized
profiles were then used as input to the procedure described in Chapter 4. It was desired to
compare the values of D and v yielded by this procedure to the values that were used to
produce the simulation in the first place. This would be a measure of the error involved in
using cylindrical geometry. It didn't work because there was found to be a nullspace to
the problem. Figure 5.13 shows the results. The diamonds mark the pairs of points {Do,
v, } that were used to produce the simulations using flux-surface geometry.
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The squares show the pairs {Do, vi} that produce the best fit using simulations in
cylindrical geometry. The salient point is that all these segments are parallel. This
probably means that there is some pair of coefficients {D. 11, Vnul} such that
V - (D 9nu1 1Vt - V nn) : 0 in cylindrical geometry. It might not be a true nullvector of the
problem in that the divergence term might not equal zero exactly. There is some
inaccuracy due to the geometry and apparently some near-degeneracy in the problem as
well. Using this method doesn't allow separation of these two independent effects. It
should be noted that perhaps there might not be degeneracy if we stayed in flux surface
geometry. Two other initial profiles were also used. If graphs such as Figure 5.13 are
produced, the segments in those cases are parallel in some regions of the plot. The
information we are after is probably contained in such graphs, but in a form that is too
difficult to interpret. Real data from the tokamak turn out to be non-degenerate in many
cases. This will be shown in subsequent chapters.
Producing a simulated profile and an accompanying plot like Figure 5.13 is so very
slow and laborious that, because of the uncertainty in the interpretation, the attempt was
discontinued.
What is offered in its place is a simple comparison of the coefficients of D and vi,
along with the left-hand side, in the two geometries. Normally, we consider D and v to be
coefficients, and the functions of y and n to be the independent variables. Presently, D
and v are the unknowns, so we call the functions multiplying them coefficients, although
they are not constant.
The relevant equations (reproduced from above) are:
(Eq. 5.1) d Ln dV = D -n- fsy -dX - v , r - n dV flux surfacedt ay dr I mid dy
(Eq. 5.2) 27ir'L dr' = D N 2nrL - v, rn27rrL cylindricalJO ar
These can be written
cf=Daf+vjbf and
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cc = Da, + vib, where the coefficients with the 'f subscript are
functions of qj and t and the 'c' subscript coefficients are functions of r and t. y(r,t) on the
outboard midplane is used to express ac, b, and c, as functions of y and t.
The natural value to use for L in Equation 5.2 is 2nRo, where Ro is the major radius of
the magnetic axis. However, we would normally divide both sides by 27rL. This was
purposely not done in order to emphasize that there is a remaining degree of freedom in
the problem. L is chosen so that i,'j(cf(wi,tj)) 2 = Xi,j(cc(Yitj)) 2 . This is a perfectly
valid thing to do.
Then the procedure we follow is:
Pick a shot and a time interval.
Choose an initial profile. (Profiles 1 and 2 are shown in Figure 5.14.)
Choose values of D and vi. Remember that v = vir, not vi r/a, as one might have seen
elsewhere.
Evolve the initial profile forward in time under the influence of the chosen D and v to
obtain n(y,t). An example is shown in Figure 5.15. It uses Profile 1 and the flux recon-
structions of 960116027. Do = 0.04 and v, = -0.4.
Calculate the six a, b, and c coefficients.
Normalize cc to cf.
Compute the quantity da = 2 (yY1  t(X' t)) and the corresponding
quantities db and dc.
The results are shown below in tabular form. Shot 950502019 is used as an example
in Chapter 7.
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Shot Time interval (sec) Profile Do (m2 /sec) v) (1/sec) da db d,
960116027 1.125- 1.22 1 .04 -0.4 .07 .40 .22
.06 -0.8 .04 .34 .18
2 .04 -0.4 .16 .46 .24
.06 -0.8 .05 .39 .20
950502019 1.26- 1.336 1 .04 -0.4 .26 .50 .25
.06 -0.8 .16 .43 .21
2 .04 -0.4 .25 .49 .23
.06 -0.8 .15 .42 .19
These values for da, db, and dc are large enough that it might be thought this question
could have the potential to invalidate the cylindrical geometry. However, it should be
noted that the values of D and v used are very small. No best fits were found that had
such small transport coefficients. They were chosen small in order to make the
simulations sufficiently accurate, but unfortunately, this magnifies the problem. In both
these instances, the flux surfaces were moving. To have a realistic amount of transport
occurring because of this movement, and almost none generated by the transport
coefficients is not realistic. Then this test is inconclusive. It does raise questions which
have not been addressed elsewhere. This is a large topic. It should perhaps constitute a
thesis topic all by itself.
For now we set it aside and use the profiles simulated in cylindrical geometry as
developed in Chapter 4. Perhaps we should call our results Deff and veff. They are the
results appropriate to cylindrical geometry. Our justification is that they are much easier
to calculate, and that they allow us to compare our results to those found in the literature.
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Chapter 6
Impurities
The control of impurities is crucial to the achievement of thermonuclear power.
Impurities in the plasma have three very deleterious effects.
The first is that they interfere with heating through line radiation, Bremsstrahlung, and
by absorbing energy in being ionized. For example, a simple Rydberg formula calculation
indicates that 12.5 keV of energy is required to produce a single Mo 3 1 ion. If the plasma
temperature is between 2 and 3 keV and the electron density is 2 x 1020 /m3, a single
molybdenum atom radiates 6.3 x 107 eV /sec, on average (line radiation plus
Bremsstrahlung).56 The large amount of power radiated by even a small impurity fraction
can cause H to L transitions 7 , or even radiative collapse and subsequent termination of
the discharge.
The second effect is that impurities dilute the working gas. The density limit in a
tokamak is the limit on the electron density, so the aforementioned Mo 3 1 ion displaces
31 deuterons. A change AD in deuteron density fraction causes a roughly 2AD decrease in
D-D collision fraction. Thus it is important to keep impurities out of the core.
The third problem is that they interfere with ohmic heating by increasing the
resistivity of the plasma, which is proportional to Zeff..
On the other hand, it has been suggested that a highly radiating layer of cold
impurities at the edge could help in distributing the heat load in a reactor and ease the
power-handling requirements of the divertor 9.
Finding a way to reconcile these two conflicting aims makes the subject of impurity
transport of vital interest.
56 D. E. Post, R. V. Jensen, C. B. Tarter, W. H. Grasberger, and W. A. Lokke, Atomic Data and Nuclear
Data Tables, volume 20, no. 5, November 1977.
5 Y. Takase et acii, Physics of Plasmas 4 (5), May 1997, 1647
5 R. C. Isler, L. E. Murray, S. Kasai et aiji, , Physical Review Letters 31 (1981) 649
59 G. Janeschitz et aiii, Journal of Nuclear Materials 220-222 (1995) 73.
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The Z-meter has been used to study impurity transport on Alcator C-Mod.60 In this
and the subsequent work,6' Zeff was used to study natural (accidental) molybdenum
injections. The MIST code 62 was used to find the distribution of ionic charge states fi
versus radius. MIST will be explained more fully later. Given this distribution and AZer,
the density of impurity atoms can immediately be found. (AZeff = nIi fi(Te(r, t)) i2 / ne,
assuming there is only one type of impurity atom. AZeff is the change in Zeff due to the
injection.)
At the outset of this thesis work, it was hoped that a systematic survey of impurity
injections could be made and investigation of the parametric dependencies done. A large
number of laser blow-off injections had already been made, so they, as well as a large
number of natural injections, were already in the data base. However, a number of
problems were found that greatly decreased the number of candidate shots that were
deemed suitable. Because this is a promising technique for future work, this chapter will
present the analysis of one shot as a demonstration.
Now is a good time to present the work of previous investigators. Transport studies in
medium-sized tokamaks up to 1984 have been reviewed by Isler.63 Shimada" presents
the results of medium and large tokamaks up to 1992. Emulation of their work will not be
attempted here. Rather, a small number (seven) of papers are considered, as examples of
present techniques with which to contrast the method used in this chapter. These
particular analyses were used to represent many of the important medium-sized and large
tokamaks worldwide, plus one stellarator. Their references are given in the notes at the
end of this chapter, along with a very brief description of each experiment.
Laser blow-off (laser ablation)65 refers to the introduction of impurities into the
plasma by aiming a laser at a glass slide coated with the material. It introduces the
substance as neutral atoms with kinetic energies of a few eV. It is usually modeled as a
delta function in time, although the authors of reference [1] in the endnotes cite evidence
60 E. S. Marmar, APS Conference, Minneapolis, 1994
61 C. R. Christensen, APS Conference, Louisville, 1995
6 R. A. Hulse, Nuclear Technology/Fusion, vol. 3, March 1983
6' R. C. Isler, Nuclear Fusion 24 (1984) 1599
6 M. Shimada, Fusion Engineering and Design 15 (1992) 325
65 E. S. Marmar, J. L. Cecchi and S. A. Cohen, Reviews of Scientific Instruments 46 (1975) 1149
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that the situation can be more complicated. Natural injections can have a discernible time
structure.
The MIST or Multiple Ionization State Transport code (see footnote 4) produces time-
dependent radial (one spatial dimension) profiles for each ionization state of a given
element, given profiles for D and v. It assumes a source at the edge that is a delta function
at t = 0, so for finite time and away from any sources or sinks there might be at the edge,
the equation in cylindrical geometry to be solved is
-- = + -- (rFq)+I q nq - (I  Rq)nq + Rq+ n,
at r ar
where Fq = -Dq(r) + vq(r) n.
nq is the density of the given element in charge state q. Eq is the flux of particles in
that state, and is given by a diffusive and convective term. Normally D and v are taken to
be independent of q. Iq is the ionization rate and R, the recombination rate.
The original paper by Hulse obtains its atomic rate coefficients from the paper cited in
footnote 1, which claims accuracy of a factor of 2 to 4. Most users of MIST use more
recent values for these coefficients. Their accuracy varies. Carbon is the element that has
the most trusted coefficients. It is believed that they are accurate to 5%.66 None of the
papers reviewed states how accurate its rate coefficients are or estimates the final
influence of this error on the derived values of D and v.
The differential equation to be solved has two continuous dimensions (r and t) and
one discrete dimension (q). MIST solves this equation and gives nq(r,t), but it is very
difficult to assess its accuracy. Any numerical solution of a differential equation has an
associated error. 67 It is always desirable to plug the solution back into the generating
equation and compare the two sides for accuracy. It would be difficult even to figure out
how to do this. As it stands, the error is unknown.
Users of MIST-like codes must input profiles of D and v. They either posit constant D
and linear v (or v / D = c, 8(In ne) / r) or they adjust the profiles by hand and continue to
66 X. Bonnin, private communication
67 See, for example, Numerical Recipes, chapter 16
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run the code until a good fit to their data is found. The simulations are compared to the
data by using independent density and temperature diagnostics, along with the derived
ionization state densities, to integrate predicted brightness along the chordal lines of sight
of the VUV or X ray diagnostics. A good fit is taken to validate their guesses for D and v.
Because this problem, with the levels of noise that are typically encountered, is
underdetermined or at least ill-conditioned, this is no proof that some other choice of D
and v profiles might not produce as good as or better a fit.
Aggravating the problem is the use by all the cited investigators of cylindrical
geometry in the simulations, although they might use the proper flux geometry in recon-
structing the predicted chordal brightnesses from the simulations.
To overcome some (but not all) of these problems, a new method was developed in
this thesis. It can be used on any injection (intentional or otherwise) for which the
impurity element is known. For example, if an accidental molybdenum injection occurs,
the ratio of the signal increases of the Z-meter to the interferometer will indicate that the
impurity is a heavy element, so we can just assume that it's molybdenum, since we know
spectroscopically that this is the dominant heavy element found in our tokamak.
Natural injections can occur when small moly flakes fall off the tiles and into the
plasma. Here, it can safely be assumed that other elements besides molybdenum are
unimportant. Of course, for intentional injections, the element is always known. Laser
blow-off injections might contain some miniscule amount of oxygen, because the samples
are prepared at atmospheric pressures, and deuterium, because it would be adsorbed onto
the slide, but the elements typically used radiate so much compared to oxygen and
hydrogen that we need not consider the issue. Likewise, when the Z-meter and
interferometer combined imply an injection of light elements (boron, carbon, oxygen,
deuterium, etc.), there might be some small amount of molybdenum as well. It is not
known how to treat this issue.
cgffne 2 Z eff 
_cgffn n j Eq6Recall that C = 1/2 Y, n j (Eq. 6. 1
Te Te J
where s is the emissivity,
c is a constant,
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gaf is the Maxwell-averaged free-free Gaunt factor,
ne is the electron density,
Te is the electron temperature
nj is the density of ions in charge state j, and the sum is over all ionic
charge states j.
For an injection, we write
E T = cg(n,0 + l rjj)(ne0 Z, +Xgn,j 2 ) (Eq. 6.2)
Here, nO is the background electron density, and Ejnijj is the addition to the density
due to the injection. Zo is the background level of Zeff and Znijj 2 is the addition
thereto due to the injection.
Y njj = n, fj and Y n j 2 = n1Jf j 2 , (Eq. 6..3)J i j j
so to first order,
g = Z0 Yjnjj + Y-nj
cgn,,
= n,(ZZ-,fj + Xf~j2) (Eq 6.4)
{fj} as a function of r and Te(r) is given by MIST for a trial D and v. The crudest
approximation would have been to calculate this distribution from coronal equilibrium 68.
MIST takes into account the transport of particles and the fact that they do not have time
to assume the distribution appropriate to the local electron density and temperature of
their moving positions. The next step would have been to use the derived D and v
iteratively to find a new {fj} and a new D and v, but this was found not to be necessary,
because one iteration was sufficiently accurate.
In what follows, we shall designate co as the emissivity without the injection. Quite
often the baselines are neither constant nor linear, so what was used was a spline fit, with
zero weighting given to the data during the time of the injection. This will be
demonstrated later.
The above equation is immediately solved for nj(r,t).
61 I. H. Hutchinson, Principles of Plasma Diagnostics, Cambridge University Press, Cambridge, 1987, pp.
199-200
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Several molybdenum injections were analyzed, but the results are not herein
presented. The problem is that often (but not always) the profiles of nm during the decay
phase appear to be hollow. It is perfectly plausible that indeed they might be. On the
ingress phase, impurities are seen to accumulate outside the sawtooth inversion radius
(SIR) until the crash, at which time they fill in the center, partially or wholly. It might
take several crashes before the profile fills in completely. On the egress phase, the decay
of the central region is retarded relative to the region outside the SIR, until the crash,
when it flattens. It might go farther than flattening, and this is what the data seem to
suggest.
The injections could then be analyzed, assuming D = Do and v = v1r + v 3r3 as
explained in Chapter 4. However, not enough faith was placed in the results. If the
analysis were done with hollow profiles when in fact the profiles were not hollow, the
results would appear to be qualitatively different, although of course v3 can be arbitrarily
small. Announcing even a small v3 would require a level of justification that the data did
not seem to warrant. The sources of error are as follows.
The Gaunt factor. We have seen that the expression used is accurate to 1% in the
outer part of the profile, but for high ionization states, (such as molybdenum in the central
region) the Gaunt factor as given by Karzas and Latter is less than the expression we have
been using (by 8% or so), so the correct central impurity density is higher than we have
calculated. This is a problem that is inherent to the approach of putting all the species
dependence in Equation 6.1 into the factor Zetf and assuming that the Gaunt factor is
independent of Z. This is not true to high precision when Z is large. This could be
overcome if it were the only problem.
The contribution to the error made by MIST is unknown.
The biggest problem is in subtracting the baseline. It is an inherent problem with the
method. In the absence of an injection, the Z-meter signals have some level of noise
associated with photon statistics or the activity of the background plasma. During the
injection, we subtract a smooth baseline, which puts all the noise on the impurity signal.
Thus only very large injections can be analyzed. Spectroscopic techniques based on line
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radiation have a noise contribution from the same source, but it enters in a less harmful
way.
Also, of all injections made, many of them couldn't be analyzed because the baselines
were such that the subtraction was uncertain. This is not as severe a problem for
techniques based on line radiation, although it is not ideal either.
We are thus restricted to analyzing injections that cannot in any sense be considered
trace. Trace injections are the most desirable to compare to theory because they don't
perturb the plasma as much, so nonlinearities are less likely to appear. However, big
injections happen whether we want them to or not, so it is important to study their
behavior. Eventually, the theory must be developed to the point where it can handle such
a situation.
The Z-meter can also be used to study light impurity injections. Consider shot
960904033, which has an injection at 0.7 seconds. (See Figure 6.1.) We do not at this
point know what it consists of. Line radiation spectroscopy diagnostics on C-Mod have to
be set up beforehand to look at the lines of specific elements. For natural injections, this
will not have been done. If we had reliable density data, we could use density and Zeff
information to make a guess. However, the interferometer inversion algorithm makes
certain assumptions about profile shape which are surely violated during the time when a
disturbance is propagating in the plasma.
It turns out that all we need is a rough estimate, for a reason to be explained shortly.
cgn 2  cgn,
- /2 Te1 2 (neoZo + Ynjj2 )
This approximation neglects the influence of the injection on the temperature. In what
is to follow, the subscript 0 designates inferred baseline quantities and I stands for
"injection". (This is not the same as "impurity", because the injection could contain
Ac Znj 2  2 ~____deuterium.) 
. We have set Zo = 1. = - so - -=_- is a
EO neo neo nE An p jj
measure of the effective ionic charge state of the injection. Figure 6.1 shows the single-
channel Z-meter brightness, along with several of the ten interferometer (TCI) chords.
These show the phase shift suffered by a laser beam shined through the plasma caused by
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the dielectric properties of the medium. It is called "two-color" because a second laser
beam at a frequency little affected by the plasma acts as a reference to enable subtraction
of the effects of vibration-induced path length change. The relative change in the signal
during the injection is equal to the chord-averaged relative change in the density6 9. The
figure also shows the baseline quantities as dotted lines. The injection is at 0.7 seconds.
From the graph, we obtain
A - .88 and s .17, o 
~ 5.1.
C neo Ejj
This means that the injection is predominantly light elements. If there are any heavy
elements, they are negligible. Among the possible light elements are boron, deuterium,
carbon, and oxygen. The combination in which they appear turns out not to matter.
The first-order expression derived previously is
C -Ly ( E _)o .go-= n,(ZYEgfjj + Z f j2 ) (Eq. 6.4)
cgn.0
If we stay away from the cold edge, where Te is less than 500 eV, all light elements
are fully stripped. Then {fj} are constant in space and time. For now, we assume ZO is
constant. We also assume that the transport coefficients are the same for all light
elements. Numerous investigators have concluded that they are the same for all heavy
elements70 .
69 Hutchinson, opere citato, pp. 100-112
"' E. S. Marmar, J. E. Rice, J. L. Terry, F. H. Seguin, Nuclear Fusion 22 (1982) 1567
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We have n, multiplied by a constant whose value we do not know, but in fact, its
value is not important.. The transport equation is linear, so multiplying the density by a
constant is of no consequence.
We take the expression ni(ZoIjfjj + ljfjj 2 ), rename it N1, and call it the
impurity density. It will be presented with its maximum value normalized to one.
C XT- -L(E: T7)
cgn.,
SJ7 - y(FX),
- (Eq. 65)
cg
cg Z0
We have written neo in terms of Z-meter and GPC signals because we do not have
reliable electron density measurements. This might seem somewhat suspicious upon first
consideration. It could appear to be circular reasoning. Upon further reflection, one must
realize that it would be desirable to do it this way even if density data were available that
were equal in quality to the Z-meter signals. Why? The density diagnostic would have its
own errors, which would combine with those of the Z-meter, systematically or
statistically, to increase the total error. When it is done this way, the error cancels to some
extent.
We have yet to obtain Zo(r,t). We said it was constant in considering Zo Yj fj j + 7- f j2.
This is justified because the second term dominates. If we calculate ZO from the Z-meter,
the GPC, and the interferometer, the values range from .728 to 1.12 during the time of
consideration. This is clearly invalid, because Zeff can not be less than 1. However, it
probably does show that Zeff is small. If Zeff stays small, it can not vary significantly, and
lZef varies even less, so we set ZO constant in space and time. As long as it is constant, it
doesn't matter what its value is, because Zo is multiplicative, so we simply drop it from
the formula.
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We calculate N, and use it to find the transport coefficients D and v, as described in
Chapter 4. The best fit is found with D = .929 m2 / sec and v = -35.3 / sec. This is
equivalent to v' = -7.8 m / sec if vr = v' r/a. This is the form often quoted in the literature.
Here a = 22.1 cm., but we are analyzing only out to 14.5 cm.
Figure 6.2 shows the simulated N, signals vs. time at six out of twenty-two of the radii
analyzed, overplotted onto the data. The simulations are shown by dotted lines. Note the
presence of strong sawteeth. It is seen that for the level of noise, the fit is excellent.
Figure 6.3 shows the goodness of fit of the simulations to the data. A simulation is
performed for each of the numbered pairs of coefficients {D, v} shown. The numbers are
the ordering of the goodness of fit. A small number is shown at the position of a pair that
produced a good fit, while a large number indicates a poor fit. The plot shows that the
minimum is a global and not merely a local minimum among simulations with constant D
and linear v.
Each simulation uses 126 time points. The procedure was originally carried out with
only 40. The transport coefficients found were significantly smaller. At the time, it was
not suspected that the number of points used would influence the answer obtained to any
great degree. The reason why the finer time grid was tried was that with 40 time points, in
the region around the best fit (which can't be seen clearly at the magnification of Figure
6.3), the ordering was irregular. This means that points with a high ordinal number were
found close to points with low ordinal number. With 126 time points, the minimum is a
very smooth dish shape. The transport coefficients were different because the lower time
resolution simply didn't show how rapidly the impurity density rises after the injection.
This underscores one big advantage of this diagnostic, with its excellent time resolution,
for impurity density studies. Perhaps if even more time points were used, the transport
coefficients would be found to be bigger still. However, increasing the number of time
points used increases the noise.
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Figure 6.4 shows the "error bars". Remember that this is the locus of those pairs of
points {D, v} that are as close to the best fit as the best fit is to the smoothed data. The
location of the best fit is indicated by a square.
These results are within the range found in other experiments in the central region. It
should be noted that they are not inconsistent with those experiments that show
coefficients at the edge different from those at the center (See references [3] and [7] in the
endnotes), because we have not considered the edge.
The advantages of this method are its very good time and space resolution. Also, it
does not depend on atomic rate coefficients. If one is willing to accept the large
uncertainties in these coefficients, the present method is useful for the analysis of the
transport of heavy elements. It also enables us to study light elements in the core, which
cannot be done with passive line radiation spectroscopy. The alternative method is charge
exchange recombination spectroscopy71, which is a diagnostic not yet implemented on
C-Mod. It also has its own errors and difficulties of interpretation.
There is also, in studying natural injections, a distinct advantage to being able to
analyze a mixture of elements.
71R. J. Fonck, M. Finkenthal, R. J. Goldston, et alii, Physical Review Letters 49 (1982) 737.
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Examples of Previous Transport Studies
[1] R. Burhenn and A. Weller, 12th High Temperature Plasma Diagnostics Conference,
Princeton, 1998
Uses aluminum injection into the Wendelstein 7-AS stellarator, viewed with a soft
X-ray camera
[2] P. C. Efthimion, M. Bitter, E. D. Frederickson, R. J. Goldston, G. W. Hammett, K. W.
Hill, H. Hsuan, R. A. Hulse, R. Kaita, D. K. Mansfield, D. C. McCune, K. M. McGuire,
S. S. Medley, D. Mueller, A. T. Ramsey, S. D. Scott, B. C. Stratton, K.-L. Wong, TFTR
Group, H, Biglari, P. H. Diamond, Y. Takase, V. A. Vershkov, Plasma Physics and
Controlled Nuclear Fusion Research, 1988, Nice, volume 1, p. 307
Laser blow-off of Ge into TFTR. Uses MIST with D constant, v/D = c, a In n, /
or, c, is a "peaking parameter".
[3] R. Gianella, L. Lauro-Taroni, M. Mattioli, B. Alper, B. Denne-Hinnov, G. Magyar, J.
O'Rourke, D. Pasini, Nuclear Fusion Vol. 34, No. 9 (1994)
Studies nickel injection into JET, viewed by VUV line intensity, soft X rays, and
bolometric tomographic diagnostics. Uses a method equivalent to MIST, with
profiles adjusted by hand to match the data.
[4] M. A. Graf, doctoral thesis, MIT, 1995
Laser blow-off of scandium into Alcator C-Mod. Uses MIST in a roundabout way
but forgets to quote his results.
[5] K. Ida, T. Amano, K. Kawahata, 0. Kaneko, H. Tawara, Nuclear Fusion, Vol. 30, No.
4 (1990)
Intrinsic carbon in JIPP T-IIU viewed with charge exchange recombination
spectroscopy. Uses constant D and linear v in simulations.
[6] D. Pacella, L. Gabellieri, G. Mazzitelli, K. B. Fournier and M. Finkenthal, Plasma
Physics and Controlled Fusion 39 (1997) 1501
Intrinsic molybdenum in steady-state in FTU. Uses X ray and VUV lines.
Calculates "drift v" = F / n, not D and convective v separately. All rate coeffi-
cients are calculated ab initio.
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[7] J. E. Rice, J. L. Terry, J. A. Goetz, Y. Wang, E. S. Marmar, M. Greenwald, 1.
Hutchinson, Y. Takase, S. Wolfe, H. Ohkawa, and A. Hubbard, Physics of Plasmas 4 (5),
May 1997
Line radiation of scandium and nitrogen into Alcator C-Mod. Uses MIST and
adjusts the profiles by hand.
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Chapter 7
Ramp-Down Pinch Mode
A new regime of particle transport has been discovered on Alcator C-Mod. It is called
the Ramp-Down Pinch Mode because it is entered into only at the end of some (but not
all) shots as the current is being ramped to zero, and because it is characterized by rapid
inward particle convection. Upon entering this state, the central plasma density can rise
by as much as 250%. Investigation is hampered by diagnostic limitations, but all available
evidence suggests that a small, dense plasma with no outer radiating layer is being
produced during the mode. This chapter describes the mode and gives the results of a
particle transport analysis. A theoretical treatment is not presented.
The phenomenon was first called a "sharkfin" because of the appearance of what
looked like a squaloid dorsal appendage on time plots of data from density diagnostics.
For example, one of the interferometer chords is shown in the top plot of Figure 7.1. This
signal comes from shot 950502019, which will be the main focus of this chapter. The
single-channel Z-meter signal is shown next. A rapid rise is seen on both signals upon
entering into the pinch mode at about 1.25 seconds. Ip, the plasma current, shows the time
of ramp-down (beginning at about 1.07 seconds). The toroidal field has not begun to
ramp during the period shown. The bottom plot shows D, Balmer line radiation of
deuterium viewed by one chord of a fan-shaped array that views the plasma in a poloidal
plane. This particular chord looks from above the plasma, slightly outside the axis, and
intersects the midplane at 68.4 cm major radius. Its signal comes from the cold outer parts
of the plasma within its view. Units are arbitrary. Notice the sharp drop of the Da upon
entering the sharkfin.
As familiarity was gained, the mode was designated "poloidal detachment" because it
was recognized as an extension clear around the plasma poloidally of the conditions
described as "detachment" when they are confined to the divertor.
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Divertor detachment and its close cousin divertor high-recycling are characterized by
a loss of energy and momentum by particles traveling along open magnetic field lines, so
that density and temperature are not constant along the lines. They produce a dense, cold,
highly radiative plasma in the divertor, which dissipates much of the energy crossing the
scrape-off layer and decreases the power-handling requirements of the divertor plates.
The plasma thus becomes "detached" from the plates. For the details, see, for example,
Goetz. 2
"Poloidal detachment" is used to describe a mode that is seen in several machines
and is characterized by detachment-like conditions around the full poloidal periphery..
A ring of highly radiating material at the edge dissipates the entire ohmic input power. On
the machines which are the subjects of references 73 and 74, any increase in central
density requires gas-puffing. An enhancement of this effect (the radiating mantle) is
achieved by puffing an impurity such as neon or argon at the edge to produce a cold,
highly-radiating layer of impurities to dissipate the plasma power and decrease the heat
load to the divertor. In addition, energy confinement in the core is found to increase. 7 5
There are plans to use impurity gas-puffing to try to achieve this mode on C-Mod. At
least one radiating mantle mode was produced on C-Mod by argon puffing (971208009).
It is now realized that the sharkfins seen on Alcator C-Mod are different in two
important respects from the poloidal detachment or radiating mantle mode seen on other
machines. Sharkfins are detached, but they have two unique features: the absence of a
dense radiating boundary layer and a large inward particle pinch, which gives rise to a
small, very dense central plasma.
The entire data base was searched for sharkfins. Every shot from the beginning of
operation of the machine was looked at by a program that discards fizzles, early
disruptions and cases that are marginal as to whether they are sharkfins or not. It then
decides whether the shot ended in a sharkfin, and picks out various other quantities, such
72 J. A. Goetz et aii, Physics of Plasmas 3 (5), May 1996, 1908
7'G. M. McCracken, J. Allen, K. Axon, R. Barnsley, S. J. Fielding, D. H. J. Goodall, N. Hawkes, J. Hugill,
P. C. Johnson, G. F. Matthews and C. S. Pitcher, Journal of Nuclear Materials, 145-147 (1987) 181-185
7 J. D. Strachan, F. P. Boody, C. E. Bush, S. A. Cohen, B. Grek, L. Grisham, F. C. Jobes, D. W. Johnson,
D. K. Mansfield, S. S. Medley, W. Morris, H. K. Park, J. F. Schivell, G. Taylor, K. L. Wong, S.
Yoshikawa, M. C. Zarnstorff, and S. J. Zweben, Journal of Nuclear Materials 145-147 (1987) 186-190
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as the time of beginning of the current ramp, maximum current, sharkfin transition time,
line-averaged electron density at transition, et cetera. 2115 useful shots were found. The
program was written so that it had 100% accuracy at distinguishing sharkfins among a
group of forty randomly chosen shots. Then it was tested on a group of twenty-five
additional randomly chosen shots. The accuracy was 92% in correctly picking out
sharkfins. Its accuracy on other parameters will be noted as needed. Of the 2115 shots,
1344 were sharkfins and 771 were not.
All sharkfins were poloidally detached, but all the others that did not disrupt at high
current probably were as well. Figure 7.2 compares two shots, one of which ended in a
sharkfin and the other of which did not. The top two graphs show the single-channel Z-
meter signal. The dotted lines indicate the times at which the temperature profiles are
shown. The bottom graphs are temperatures from the Michelson interferometer electron
cyclotron emission diagnostic. The narrowness of the profiles shows detachment.
However, the sharkfin shot profile is not as narrow as the non-sharkfin. Both shots are
clearly detached. The dotted lines indicate the width of the region over which Te > 100
eV.
It is difficult to prove that all non-disruptive shots end in a state of poloidal
detachment because of some shortcomings of the temperature diagnostics. The
measurements we have at the edge rely either on electron cyclotron emission, Thomson
scattering, or Langmuir probes.
Electron cyclotron emission is produced as the electrons are accelerated in their spiral
orbits around the magnetic field. Both the GPC and the Michelson use the second
harmonic, which is produced because the retarded time of the potentials varies in a cyclic
fashion as the particles recede from and advance towards the viewer. The extreme edge
emits the lowest frequency, because it has the weakest magnetic field. At low density, the
diagnostic misinterprets the data because the plasma is not optically thick, so the black
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7 B. Unterberg et alii, Plasma Physics of Controlled Fusion 39 (1997) B189
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body radiation law does not apply. Optical depth can be calculated76 as 8.5 x 1023 neTe
where T, is in electron volts, n, in m3. The depth must be much greater than 1 for the
diagnostic to be reliable. If it is not, the inferred temperatures will be too low.
Often during a sharkfin, both Michelson and GPC will give negative temperatures at
some points. This is surely an offset problem that appears because of the low signal level
due to extremely low temperatures, a small optical depth due to very low density, or both.
The grating polychromator (GPC) has nine channels operating at fixed frequency.
This means that their point of view changes as the magnetic field varies. They often don't
come close to the edge, and they rarely view the inboard side at all. This is a drawback,
because looking at the plasma edge moving in from the outboard side, one cannot
distinguish profile narrowing from shrinking of major radius. EFIT information is often
not available at the end of the shot, so the major radius is not known. Quite often, GPC
data aren't available at the end of a shot either.
The Michelson interferometer has one scannable arm that makes a full in-out stroke
every 33 msec. Its radial coverage is much better, but the time resolution is 33 msec. It is
often unavailable at the ends of shots.
The Langmuir probes are all in the divertor or the scrape-off layer, so they are not of
use in viewing the edge of the plasma during a sharkfin. Thomson scattering is available
for only a few shots and does not view the edge.
Poloidal detachment could be demonstrated by a density diagnostic, but among
density diagnostics capable of giving information about the main plasma (as opposed to
the divertor) only the TCI is available on a regular basis. Its chords view vertically down
through the plasma. Several of them look straight into the divertor, and they all pass
through the region between the vertical port and the main plasma, so the signal has an
unwanted contribution whose treatment has no obvious solution. Also, the TCI chords do
not go out to the edge. The major radius of the outermost chord is 0.78 cm. As mentioned
before, the reconstructions must make assumptions about profile shape, so they are not of
much use in ascertaining whether or not a plasma has assumed a novel profile shape. The
76 from formulas provided in 1. H. Hutchinson, Principles ofPlasma Diagnostics, Cambridge University
Press, Cambridge, 1987, pp. 135-152, especially Equations 5.2.38 and 5.2.61. BT= 5.3 T at R0 = .67 m is
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signal of the outermost chord shows a substantial increase during a sharkfin, but not as
much as the central chords do.
This issue will be decided when the planned tangential two-color interferometer is
installed. It will have a view similar to the Z meter's.
Even without definitive proof for every shot, it is plausible to believe that all shots
that do not disrupt at high current end in poloidal detachment. Figure 7.3 shows two
shots, one of which ended in a sharkfin and the other of which did not. They are both
poloidally detached. The single-channel Z-meter signals and the plasma currents are
shown to establish timing.
When the total plasma current is decreased, current density on axis actually goes up at
first. This is because the inductance of the plasma produces a back-emf to try to keep the
current going. The inductance of the plasma is associated with the poloidal field produced
by the plasma current and is defined as i = 2 J Be2 (r) r dr , the normalized
a2 Be2 (a)
inductance per unit length. a is the minor radius of the plasma edge. For a given current,
tj will be greater for a peaked current profile. tj increases as the current ramps down,
which shows that the current is concentrating on axis. The bottom plot shows the central
electron temperature, which actually goes up initially as the ohmic power drops. These
two shots are not typical; the central temperature rise is usually much smaller and on
many shots, it is indiscernible. However, one would expect a drop as the ohmic heating
declines if it were not for the concentration of current on axis. This means that current at
the edge must drop rapidly, which allows the edge to cool and can be expected to lead to
detachment. Thus detachment is apparently a necessary but not a sufficient condition for a
sharkfin.
The distinguishing attributes of the ramp-down pinch mode are the strong inward
convection and the absence of a cold outer radiating layer. The former should be
considered the cause of the latter. The matter present is well-confined within the core by
the strong pinch, so the density is very low outside the small inner core. This is shown by
assumed, and the calculations done for R = .9 m.
" J. P. Freidberg, Ideal Magnetohydrodynamics, Plenum Press, New York, 1987, p 122
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several diagnostics: the D, radiation, the total radiant emissivity shown by the
bolometers, density reconstructions, electron temperature, and visible emissivity.
D, atomic line radiation was displayed in Figure 7.1. Its intensity is given by the
product of neutral deuterium density and electron density, times a function of
temperature. 78 Intensity would drop if the temperature were high, because then ionization
would be more complete, so neutral density would be lower. We have seen that this is not
the case, so we ascribe the drop in D, intensity to a drop in electtron density.
Figure 7.4 shows emissivity as reconstructed by bolometers for shot 950502019. The
bolometers are described in Reference 72. Each consists of a blackened gold absorber
separated by an insulating film from a gold meander resistor. The foils absorb radiation
from visible through X-ray energies as well as neutral particles. An array of 24 detectors
views the plasma toroidally on the midplane. The data are Abel inverted. The top two
plots show emissivity versus time at the center and at r = 19.4 cm. The bottom two show
emissivity versus radius at 1 second, before the sharkfin starts, and at 1.35 seconds, which
is after the peak in the density. See Figure 7.1 for timing on this shot. There is clearly no
radiating mantle in the pinch mode.
Figure 7.5 shows electron density as reconstructed by the Z meter and the GPC,
assuming Zeff = 1. The profiles versus radius shown in the bottom two plots are cut off at
100 eV, but they clearly show a contraction of the plasma. The trace of density versus
time at 11 cm is particularly informative. The density rises faster at the transition than the
central density does, but it drops again as the plasma continues to shrink.
Figure 7.6 shows electron temperature from the GPC. There was 1.5 MW of RF
power from 0.81 to 1.0 seconds, which is outside the interval of interest. Within the
uncertainty of the instrument, the temperature is zero at the edge, although it should be
pointed out that extremely low density at a non-zero temperature would cause the same
results.
Perhaps the most telling information comes from the Z-meter emissivity, which is
shown in Figure 7.7. (The units are microwatts wer cm 3 per steradian per A.) It drops
' J. Wesson, Tokamaks, Clarendon Press, Oxford, 1987, p. 102
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dramatically outside the central core during this mode. If the temperature is very low, a
different analytical form of the Gaunt factor is appropriate. The full temperature
dependence of Bremsstrahlung emissivity is
3~ 2kT, 2m, 4=0T-i -hof(T,) = -In 2 Tj2 exp7 --0 = 1.78
7C (m co Ze2  kT
This peaks at 16.3 eV for Z = 1 and the frequency of interest. It decreases slowly for
larger Te and decreases rapidly as T -* 0.
The contribution from recombination radiation has the opposite behavior. In Chapter
2, we saw that the two sources of radiation should be comparable at around 70 eV,
although it is difficult to compute this number exactly. As Bremsstrahlung intensity
decreases to zero, recombination radiation increases by orders of magnitude. (See Figure
6 in Post.)79 It is difficult to give the exact magnitude of the increase, because the result
depends on density. However, even for the lowest density shown in this reference (1010
cm 3 ), recombination radiation increases by a factor of about 50 as Te decreases from 8 eV
to 0.1 eV. Of course, this level can not be sustained. As the plasma radiates, it neutralizes,
so in the absence of a greatly increased source, the electron density must decrease.
Although quantitative information is not available, all evidence indicates that the
region outside the central core has very low density and temperature. Figure 7.7 can be
understood as follows. The current begins to ramp down at 1.0 seconds. The current
channel shrinks, so the edge begins to get cold. Assuming that it is still above 8 eV, we
would expect the emissivity to go up as the temperature goes down, which is what is
observed from 24 to 26 cm minor radius. At 1.255 seconds, the plasma enters the ramp-
down pinch mode. The central density increases by a large factor, and the edge density
decreases to such an extent that the edge emissivity decreases greatly, despite the decrease
in temperature to very low values.
What could produce such a small, dense core, with virtually no plasma between itself
and the wall? Inward convection is certainly required. Transport analyses were done for
short time periods both before and during the ramp-down pinch mode. Figure 7.8 shows
7 D. Post, ITER Engineering Design Activities, Interoffice Memorandum, Feb. 18, 1996
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the results. The single-channel signal is overplotted with a dashed line to provide a time
reference. Each short horizontal bar on the Do graph, together with its correspondent on
the v, graph, represents the results of a transport analysis during the time interval
indicated by the extent of the bar. The ordinates are the D and v values. Transport
analyses were described in Chapter 4. During the time of the rapid inward pinch, both
diffusion and convection increase greatly, but convection increases more. "Error bars" for
each of the eight intervals are shown in Figure 7.9. The coefficients producing the best fit
are marked with a square. For each interval, we assume Do and v, are constant in time,
and then use this analysis to show that they are not constant. We would expect that during
the times when the transport coefficients are changing the fastest, the fits would not be as
good, and Figure 7.9 confirms this expectation.
One more important quantity is -v / D, the "peaking factor". It gets its name from the
assumption by the density of the spatial form expQD r') during steady state. In this
case, the plasma never reaches steady state, but it is clear that a large (negative) v causes a
peaked profile, while large D tends to spread it out. Figure 7.10 shows this quantity. We
obtain the unsurprising result that the density in the central region increases the fastest
when the peaking factor is the greatest.
We have still not addressed what role, if any, the particle source at the edge plays. It
can be immediately inferred that the increase in density in the core is not caused by
transport of plasma from the outer regions, because there isn't any plasma out there.
However, the core could be fueled by neutrals. Normally, most neutrals coming in from
the edge are ionized outside the last closed flux surface, so they follow the field lines to
the divertor and are pumped out, or they are adsorbed onto the walls. Only a small
fraction of the potential ion source makes it across the last closed flux surface. Here, the
edge is cold enough that they can penetrate to the core as neutrals, so there is potentially a
very big source of fuelling.
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However, given the huge pinch, one might suspect that a source is unnecessary. This
question is unresolved. Three lines of evidence suggest that the source is not a driving
factor, but they are by no means conclusive.
The first argument suggesting that the source is not the most important determining
factor is that presumably all shots detach, unless they disrupt first. Because of the
concentration of current on axis, the plasma shrinks faster than the flux surfaces do. Thus
all plasmas presumably have this neutral penetration at the end, but not all go into a
sharkfin. Then neutral penetration is not a sufficient condition, although it could still be
an important influence.
The second argument depends on computing f ndV inside the last closed flux surface
as a function of time. If it were to stay constant or decrease as the plasma shrank, one
would believe that the pinch was the only important factor. Unfortunately, not enough
evidence exists to compute this quantity. The ECE diagnostics need to be cut off at
around 100 eV to ensure optical thickness. The Z meter needs a cutoff at about the same
temperature. EFIT is used to get the volume enclosed by each flux surface, but it is not
necessarily trusted to be accurate under these circumstances. Its reconstructions are
underdetermined, so it makes some assumptions which might be questioned under
unusual circumstances such as these. Its results are considered less reliable at the center,
because its information is being taken from loops at the edge. This is less than optimal for
a shrunken plasma of small major and minor radius. On this particular shot, internal
consistency checks (specifically, the error in Pp) call into question the accuracy of the
reconstructions right at the time of the pinch. These issues were ignored and the quantity
was computed anyway. JLCFS ndV is plotted versus time in Figure 7.11. Asterisks mark
EFIT reconstruction times. The Z-meter signal is overplotted with a dotted line. There are
three points where J ndV rises, but then the trace resumes its original downward course as
if it had never been interrupted. It could easily be believed that J ndV is falling
continuously, but the EFIT volume reconstructions are inaccurate. There might be other
interpretations, but the overall trend is still downward, which would imply that the
plasma
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is not accreting new material. This is a strong argument based on a weak foundation. The
issue will be decided when the tangential two-color interferometer comes into operation.
The third line of evidence is based on a statistical analysis. As mentioned previously,
2115 shots were analyzed by computer. Besides distinguishing sharkfins from non-
sharkfins, the program found other quantities that it was thought might have a bearing,
such as : The values of BT and IP at the beginning of their respective ramps; the times of
those beginnings ("corner" times TC and TBC); electron density and midplane neutral
pressure at the time of the beginning of the current ramp (NC, and PC); the transition
time for those shots that became sharkfins (TTRANS); current, electron density and
midplane neutral pressure at that transition time (IT, NT, and PT); the time of the end of
the discharge and the current and density at that time; and the maximum density achieved
during a sharkfin, (NMAX), and the time of the maximum.
The values of the electron density and current at the end of the shot are most often
inaccurate. It was originally planned that the Greenwald density limit8 0 should be
computed and compared to this quantity. However, quite often the disruptive process at
the ends of shots produces very jagged waveforms for density. Figure 6.1 gives an
" M. Greenwald, J. L. Terry, S. M. Wolfe, S. Ejima, M. G. Bell, S. M. Kaye, G. H. Neilson, Nuclear
Fusion, Vol. 28, No. 12 (1988)
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example. It is hard for a computer program to pick out the correct value under such
circumstances. Also, the values of NMAX are not completely reliable if the current got
jagged at the end, which is the case in the majority of sharkfins.
It is premature to say that the variables that were looked at do not yield an explanation
of what it is that causes a plasma to enter the ramp-down pinch mode. A formal
regression analysis of these variables in every possible combination was not done. It can
be said that at this point, the causative factor(s) are unexplained. However, information
was obtained that does not support the causative role of density, which was previously
posited to be the determining factor..
It has been speculated that the cause of sharkfins is high density - target plasma or
vessel neutral density. This can be tested by plotting histograms of the distributions of
sharkfins and non-sharkfins versus NC or PC (target plasma density or loglo of midplane
neutral pressure at t = TC). Figure 7.12 shows these histograms. The points without
symbols are the non-sharkfins. It is seen that the two distributions against NC are not
separated, so there can be very little influence of target plasma density on the probability
of entering pinch mode. There is a correlation with PC, but it is small. The sharkfin
distribution has a center at -4.30 and a width of .51, while the non-sharkfin distribution
has its center at -4.61 and a width of .50. It is to be remembered that the abscissa is a
logarithm, so that this separation corresponds to a factor of 2 difference in average values.
However, the spreads in the two distributions are logarithms too. It is unclear how to
compare these widths to the separation of the two curves. It can be said that PC gives
little predictive power. For some given pressure at the beginning of the ramp, one might
be able to say that the plasma will enter the pinch more probably than not, but many
plasmas that start off at that pressure won't. So while neutral pressure plays a role, it is
probably not a commanding one.
Another indication that the neutral source is not a major determining factor is the
correlations of NMAX to different quantities. Remember that NMAX is the maximum
density achieved during the sharkfin. Figure 7.13 shows scatter plots of NMAX with PC,
NC, PT, and NT. If the increase in density is entirely due to convection, with no
contribution from a source, one would expect the strongest correlation between NMAX
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and NT, because all the material present at t = TTRANS will get compressed to produce
the maximum density. As mentioned before, NMAX is not completely reliable, but it
does seem to have the best correlation to NT. Maybe the weak correlation of NMAX to
PT, NC, and PC is through their correlations to NT.
These three arguments, namely, the presumed presence of neutral penetration in
sharkfins and non-sharkfins, the decline in time of JCFS ndV, and the weak statistical
correlation of probability of sharkfin with density and pressure, along with the stronger
correlation of NMAX and NT, suggest that the source is not the major player in this
phenomenon. Because they are not conclusive, much work remains to be done. It should
be noted that for shot 950502019, the strong pinch lasts for only a short time, and then a
small plasma with a slowly dropping density is established. Not all sharkfins show this
last phase. Neutral fuelling surely should be important in this situation, although it is still
maintained that during the pinch, convection is probably the cause of the density increase.
The statistical analysis also shows that shots with BT and I, opposite to their normal
direction were less likely to end in a sharkfin. For fields in the usual direction, 64% were
sharkfins; in the reverse direction, 54% were.
Another very interesting phenomenon is found to happen right at the point of
transition. Figure 7.14 shows the sum of the thirty Z-meter chords versus time. A spike of
radiation is clearly seen. The thirty chords were added to get a useful signal-to-noise
level, but it can be stated that this spike is more visible on the chords whose tangency
points are from .784 to .845 cm than on the others. It is suggested that it could be
recombination radiation.
What is the relevance of this mode to the achievement of thermonuclear power? It was
first thought that this was not a possible reactor operational scenario, because it occurs
only at low temperatures. But perhaps this is too hasty a dismissal. The important
determining factor might turn out to be the current profile. Maybe this mode is entered
into only at the ends of shots because that's the only time the current is peaked enough.
What would happen in a hot plasma with current drive to produce a peaked profile? Good
particle confinement has a reputation for producing impurity accumulation in the core.
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This should not be a problem when the edge temperature is so low, because sputtering
should drop to very low values. While there must still be some source of neutrals (for
example, from sputtering produced by charge exchange), it would be far less in this mode
than in the standard (L or H mode) scenario. On the other hand, fuelling of deuterium by
puffing becomes more efficient during detachment because of the neutral penetration. So
core impurity accumulation should be less a problem in this mode, even though the
confinement is good. Accumulation of helium ash is another possible objection.
Ash accumulation is considered a problem because being a higher-Z material, it gives
rise to more radiation, and because it dilutes the fuel. In a burning plasma, enhanced
radiation from the core might not be such a bad thing, within limits. It would help to
dissipate the fusion power. Dilution of the fuel in the core is not harmful as long as the
density goes up enough concomitantly. For example, in an initial 50-50% mix of
deuterium and tritium, the D-T reaction rate would remain unchanged by the addition of a
fraction f of an impurity species, as long as the total density went up by an amount 1 / (1 -
f), (and the temperature remained constant).
Is this mode of possible interest as an operational scenario for a fusion reactor? Only
experiment can answer the question. Even if it is found not possible to produce this pinch
in steady state, such a campaign should certainly be undertaken for the light it might shed
on tokamak particle transport mechanisms in general.
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Chapter 8
H Mode
An attempt was made to measure particle transport during the increase in density
following the transition from the low-confinement (L) mode to the high-confinement (H)
mode. It was only partially successful. It was found that after the transition, electron
density rises at all radial positions proportionately. By this it is meant that on, / t = cne,
where c is a function of time, but not position. Because the profile shape is maintained as
the total density rises, D and v can not be determined independently; only their ratio can
be obtained.
The high-confinement or H mode was first observed on ASDEX. 8' It is characterized
by an increase in energy and particle confinement and a broadening of electron density
profiles. Since that time, the mode has been observed on many machines. 82 A review has
been published for ASDEX. 83
An electron transport analysis was done for shot 960116027 on Alcator C-Mod, as
described in Chapter 4. Select parameters are shown in Figure 8.1. The top plot shows the
single-channel Z meter. The dotted lines divide the analysis time into three subintervals
marked 2 through 4 to identify the profiles in Figure 8.4. Interval I is during L mode and
is included in Figure 8.4 for comparison. Next, the fourth interferometer chord is shown.
The units are 102 m . Te(r =0 ) is the temperature at the magnetic axis in keV from the
GPC. Prf is the radio-frequency heating power in MW. W is the stored plasma energy in
kJ. The plasma current was -1.0 MA and the toroidal magnetic field, -5.34 T. The walls
were boronized. This H mode displayed enhanced Da radiation at the edge.
81 F. Wagner et alii, Physical Review Letters, vol. 49, no. 19 (1982) 1408
82 T. H. Osborne, N. H. Brooks, K. H. Burrell, T. N. Carlstrom, R. J. Groebner, W. Howl, A. G. Kellman,
L.L. Lao, T. S. Taylor, D. N. Hill, N. Ohyabu, M. E. Perry, Nuclear Fusion, vol. 30, no. 10 (1990) 2023 and
references therein
83 ASDEX Team, Nuclear Fusion, vol. 29, no. 11, (1989) 1959
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Figure 8.2 shows the "error bars". They are produced as described in Chapter 4. The
individual points for which simulations were done are plotted with symbols. The
positions in {D, v} space of simulations that are closer to the best fit than the best fit is to
the smoothed data are marked in diamonds; those farther from the best fit (in the sum of
squares sense) are marked by crosses. The reader should mentally produce a locus at the
boundary between diamonds and crosses. The best fit is marked by a square. It is at Do =
.081 m2 / sec and vi = -1.08 / sec, where v = vr.
The uncertainties are many times the D and v values of the best fit. As already stated,
this results from the fact that the profile shape did not change significantly during the
evolution. Notice that the ratio v / D is well determined. Figure 8.3 shows the best fit
(smooth solid line) compared to the data (noisy solid line) at several of the 29 radii for
which the simulations were produced. The dotted line is the simulation done for Do =.315
m2 / sec, v1 = -3.67 / sec, where v = v1r. Either result would be considered acceptable,
although neither is an exact match at the center. This is because the profiles are slightly
hollow, which could be caused by PMT drift, or it might be due to the large sawteeth
observed during RF heating (see Te and the Z meter brightness from Figure 8.1). Note
that because the torus located at the center with zero minor radius occupies zero volume,
the fit at the center could be considered less important than that at greater radius.
The indeterminacy arises because a steady-state profile shape is maintained as the
density is increased. Figure 8.4 shows the electron density derived from the Z meter
averaged over each of the four subintervals shown in the top plot of Figure 8.1. The broad
shallow bumps on the profiles are probably caused by PMT gain drift. Notice that the
three H-mode profiles (marked 2 through 4) are not exactly proportional, being nearly
equal at the edge of the analysis region. Correspondingly, there is a minimum in fitting
error; it's just a very shallow one. In order to determine D and v uniquely, larger changes
in profile shape are required. Profile 1 (during L mode) is discernibly different; it's more
peaked. This is seen more clearly on the bottom plot, where profiles 1 and 2 are
normalized. The dashed line is for L mode.
D and v could theoretically be measured during the short interval between the onset of
H mode and the assumption of the steady-state profile shape; however, for this shot,
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that interval is only about 1.6 msec long, so signal-to-noise considerations limit the ability
to make any inference.
We have seen that L mode profiles do not have a characteristic profile shape that is
maintained over time. Profile shapes can evolve. One example of a successful L mode
analysis that has already been given was in Chapter 7. The interval from .675 to .79
seconds was L mode.
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Summary and Conclusions
A visible continuum array diagnostic (also known as the "Z meter") has been
constructed and is in routine operation on the Alcator C-Mod tokamak. It views the
plasma with 30 chords arranged in a fan-shaped array in the toroidal plane. This provides
about 1 cm spatial separation in the plasma. An interference filter selects 5360 A (green
light) with a width of 30 A. This is in a region known to be free of the important atomic
lines of the elements found to be present in the tokamak. The signals are amplified by
photomultiplier tubes and then again with solid-state amplifiers, and finally digitized at
10 kHz. Calibration was performed in situ with an integrating sphere whose calibration is
traceable to the National Institute of Standards and Technology. Apparatus construction
and calibration was the subject of Chapter 1.
The received signal is dominated by electron-ion Bremsstrahlung, except where the
temperature is low. In this case, recombination radiation gives a significant contribution.
In order to avoid this complication, all calculations were cut off at an electron temper-
ature of 100 eV or greater.
Bremsstrahlung emissivity is given by = cgnZ c depends on frequency, but
T,1/
is a constant in our application. g (T,) is the Maxwell-averaged free-free Gaunt factor,
which is a quantum-mechanical correction to the classical expression. n, is the electron
density and Te, the electron temperature. Z,, = Yn Z 2 where the sums are over all
ionization states Z of all species present in the plasma, including deuterium. This subject
was covered in Chapter 2.
The thirty chords give chord-averaged brightness, whereas the desired local quantity
is emissivity, which is obtained via the Abel inversion. Because of the presence of the
derivative in the formula for the Abel inverse, the integral is very sensitive to noise. This
is unfortunately compounded by a drift in gain of the photomultiplier tubes. Very jagged,
noisy profiles are produced by the raw data.. On the other hand, smoothing results in a
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loss of information. In addition, the effect of smoothing is similar to diffusion. The
accuracy of ascertaining diffusion from data that have had diffusion mathematically
applied beforehand is questionable. A new method of processing the results of Abel
inversion has been developed in this thesis. It relies on the Green's functions produced by
one unit of noise on one chord at one sampling time. Iterative subtraction of multiples of
these Green's functions is performed in order to optimize smoothness in space and time.
The method has a demonstrated ability to preserve real detail while rejecting noise of
comparable amplitude. Details were given in Chapter 3.
In order to ascertain particle transport coefficients, simulations of particle density
were produced. They satisfy the transport equation an / ot = V (DVn - Vn) with given
D and v. The simulations also match the data at t = 0 and at the "matching radius". In
Chapters 7 and 8 (Pinch Mode and H Mode), this was taken at a radius for which Te >
100 eV. This avoids recombination radiation and ionization, so the source-free transport
equation can be used. In Chapter 6 (Impurities) it is argued that for a natural injection in
which molybdenum is not a significant contributor, it is not necessary to know what
elements do comprise the injection, as long as attention is restricted to a region in which
the temperature is high enough so that all light elements are fully stripped. This makes the
analysis independent of atomic rate constants, but means that the matching radius is
significantly farther in.
It is demonstrated that the simulations are highly accurate. This is crucial. The
minimum of error in fitting simulations to data can be shallow. Without an explicit
demonstration of simulation accuracy, one cannot accept any error analysis at face value.
A simple model for the transport coefficients was adopted. D and v were assumed to
be constant in time. D = Do is taken constant in radius and v = v, r. It was shown that this
model produces excellent fits to the data and that with the level of noise on the data, no
more complicated model is justified. An exception is that during some injections of heavy
elements, the profiles can apparently become hollow. This requires convection of the
form v = v1 r + v3 r3 with v, > 0 and v 3 < 0. This was successfully incorporated into the
model, but the results were not presented. The signal-to-noise ratio of the data was not
considered adequate to justify the new v3 term.
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The density simulation method was presented in Chapter 4 and used in Chapters 6
through 8. {D,v} space was systematically scanned by producing simulations at many
{D,v} pairs and searching for the best fit to the data. "Error bars" were produced by
plotting the locus in {D,v} space of all simulations that were as close to the best fit as the
best fit was to the smoothed data.
A very important advantage of this method is that the source does not have to be
modeled. Matching the data at the matching radius takes the place of source modeling,
without its uncertainties.
Chapter 5 dealt with the topic of geometry. The simulations were done in cylindrical
geometry, whereas the plasma is a torus with a shaped cross-section. It was shown that
the volume-integrated terms in the transport equation might differ significantly when
done in shaped toroidal geometry from their cylindrical correspondents. What was not
ascertained was how much this would change the values of D and v producing the best fit.
This topic certainly needs to be pursued.
Chapter 6 dealt with the topic of impurity transport. Zeff was used to find ni, the
impurity density caused by an injection. Because the background ne must be subtracted,
the noise of the entire signal is inherited by n. For this reason, only large injections can
be analyzed by this method. However, it has a number of important advantages. It was
shown that the analysis could be done without knowing what elements constituted the
injection. This means that natural (unintentional) injections can be analyzed. The
accuracy of the simulations can be demonstrated. For light elements, there is very little
reliance on the details of atomic physics. The source does not need to be modeled.
For the shot presented in Chapter 6, the best fit was found for Do = .93 m2 / sec and
v, = -35 / sec. Remember that v = v] r. This result is close to but somewhat larger than
those presented by other investigators. The reason could be that this diagnostic has greater
time resolution than their methods. Only a few suitable candidate injections were found,
but it was shown that this is a promising technique for further work.
The Z meter can be used to obtain n, if Zeff can be assumed to be very close to 1. The
interferometer, the GPC, and the Z meter are used to demonstrate that this condition is
satisfied, and then the Z meter and the GPC are used to find ne. This method takes
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advantage of the Z meter's excellent resolution and coverage of the plasma. It is used in
Chapters 7 and 8
Chapter 7 presented the ramp-down pinch mode. This regime is characterized by a
small, dense plasma that cools as the ohmic input power declines. It is poloidally
detached, but it differs from the poloidal detachment mode described in the literature in
two major ways. First, there is no cold, dense, highly-radiative layer surrounding the core.
The regime is not well diagnosed by the instruments we have presently on the machine,
but the information we have suggests that both plasma density and temperature are very
low outside the core. The second property that distinguishes this mode is the presence of
a very strong inward pinch. For the shot analyzed in Chapter 7, during the maximum
inward convection, Do = .435 m2 / sec and v, = -17.5 / sec, where v = vjr. This is to be
compared to Do = .067 m2 / sec and v, = -1.58 / sec during the L mode preceding RF turn-
on.
The peaking factor -vi / Do increases from a minimum of 9.6 during ramp-down
before the transition, to a maximum of 108 during the maximum of an / t.
Although the values of a long list of plasma parameters were found for all shots in the
database, the factor(s) determining whether a given shot will enter the mode were not
found. Neutral density might play a role.
Many other questions remain unanswered. What is happening with heat conduction
and convection? What is the trigger mechanism? Is there some threshold that dictates
when in the smoothly-descending current ramp-down the discontinuous mode conversion
occurs? Could the mode be achieved steady-state? What answers might this mode be
made to yield to the question of how particle confinement can be controlled in a hot,
burning plasma?
Chapter 8 treated H mode. It was found that the plasma quickly assumed a constant
shape while the total number of particles increased. Thus, it was not possible to find D
and v separately, but only their ratio.
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Appendix A
Inverse Abel Inversion Formula
Given the formula for brightness as a function of emissivity,
b(y) = 2 fR (r) r dr
J~ r 2 - y 2
we wish to derive the formula for emissivity as a function of brightness.
,- b(y) dy
F- (r) 1 dy
where R is the outer edge of the plasma. c(R) = b(R) = 0.
y is the distance from the center of the tokamak to the foot of the perpendicular to the
chord. r is the distance from the center to a ring of constant emissivity. (In other contexts,
it will be used for minor radius.)
How Mr. Abel actually derived the formula for E is obscure to the author of the present
work, but it is straightforward to make the indicated substitutions and show that the
formula is correct.
I= 2{Rdr r (r)
fR f 
~ 
'
_ 2Rdr dy r db(y')
, , r 2 _ 2  2 -r2
The order of integration is changed.
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y
y
R
y,
y R
-.A- b(y')
-
y' 2 - r2
= 2- dy, d b(y') - sin~'Y +y 2r-
7 dy'r _-2 y P - y 2 Y
=idy' -L b(y')(-t - 1)dy 2 2
= -(b(R) - b(y)) = b(y)
The formula is thus shown to be correct.
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Appendix B
Derivation of Subtraction Coefficients
To minimize
Q. =, [Y-., MT (Bk - 8k.cB.)]2
M T k(B -8,cmB.)M, Tn (B, -ScmBi)
derivative with respect to cm equal to zero.
dc
+., M MT S BMT -M B MTSB
+ 2c.M MT m B
ZIjnPMjT B M TB, - M T B M T.B.
+ M T B.MT.B.
=0
(TTM T MTBB T)m
SO 
_M(T T M T MT) (BB T )
we set the
To smooth in both time and space, we seek to minimize the quantity
Qi = Z[ [11^n MR, T.(B - c. Bn)] 2+ w, [B" - (1 - c1 )B] 2
+ wY,[L,.Te (B, - c 8 8 B )M ] 2
R is intended to be a matrix that extends the profiles four points inwards and fills in
those values by taking them from the four points that are their reflections across the
magnetic axis. The purpose of this is to enable correction of the first few channels. Since
the location of the axis can change in time (especially important during poloidal
detachment), this is now a three-dimensional array. The expression Rj means the two-
dimensional array whose third index is j.
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Q = (,mnpqrM kfR ,,T,(B, - cB,)MRT(B9 - cB)
+ w,.((B ) 2 - 2B- B + 2c B B + B - 2c B 2 + c B )
+ w Tp,((Be - c 8 5 B,)M'T(B - c6 6 B )M( 3B) t M mripp pjq qn
dc
+ 2c M m B M R T B )+ w,(2B B - 2B 2 + 2c B 2 )Fm1) ii il kp iq j
SW3 E,,.m... (-T B M "TkP B M" T B M( 3 )T B M( 3 )ii j r k e mn I) p
+ 2c T B M3) Tk B M (3))
= -2Bj (TTR j TMT MRjTB)ij + 2c B, 2(TT R T MT MRJT)
+ 2w 2 B U(B - B + cB) + 2wB ((-TTTBMMT)
+ cj((TTT), (MMT )jjB))
=0 so
(TTR TM T MR TB) + w, (Bj - B2) + w,(T T TBMM 3)
ciii 
-j (TTRiTMT MR 1 T), + W2 + w,(T TT), (MM, T)
Remember that (M 3M 3T)jj = 1.
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Appendix C
The "Frozen-In" Law
The rule for taking the time derivative of a volume integral is well known: to wit,
df q dV = J a q dV + jsq U - dS where Ti is the velocity ofdt Jv C8t
the closed surface that is the boundary of the volume.
The formula for a moving open surface is less well known. It is
d d& +dt sZ - d5 = is a 5  f Z x i -df
The value of the integral can change in time because c changes in time, which
explains the first term on the right-hand side, or because the surface expands, contracts,
and/or moves to a new region where c is different. In the latter case, the change in the
integral will come only from contributions due to a change at the boundary.
C
P
/\
df
AU
If u has a component parallel to c, it won't change the surface S relative to c, so it
won't change the integral. If u has a component in the direction of d, it will represent a
simple rotation of the loop, so it will not contribute. If c has a component in the direction
of df, it will be perpendicular to dS, so it won't appear in the integral. Then the only
changes to the integral come from the components of u, e, and d that are mutually
perpendicular. If their orientation is as shown (c, u, and di in this order form a right-
handed coordinate system) the integral will be positive and increasing, so the derivative
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has a positive value. If u reverses its orientation and c and d remain unchanged (left-
handed coordinate system) the integral is positive and decreasing, so the time derivative
is negative. If either c or d reverses orientation, leaving the other two vectors unchanged,
the integral will change sign and increase in magnitude under the influence of u. So
again, this left-handed coordinate system leads to a negative change in the integral.
We thus recognize the totally antisymmetric tensor Cijk. The contribution at P is thus
E jkdicu = x V d and
sc - d5 = . dA + f x U -d
Since y = js5 3 - dA
dt = fS 
- dA + AB x d i
dt Js Bt
= -cJsV x E - dA - f U x B d
= -cJs(E + U/c x F) -d
E + fl/c x B is the electric field in the frame moving at velocity U,
relativistically correct to first order. In ideal MHD theory, plasma conductivity is infinite,
so the plasma shorts out this field, and dy = 0 for any loop moving with the plasma. Sodt
if the plasma moves, the field lines are frozen to it.
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