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Aircraft pilots and autopilots would greatly benefit from a system that assists in recovering
an aircraft after a severe flight upset such as a spin or stall. This system needs to perform
the aerodynamic recovery that recovers the aircraft to its normal flight envelope. Once
the aerodynamic recovery is completed the pilot or existing flight control system should
perform the attitude, flight path angle, and airspeed recovery. Therefore, a stall and spin
recovery system for aircraft using optimal trajectory planning is designed, implemented,
and verified. A deep stall is a condition where an aircraft is trapped in a nose-high stall
condition. While in a deep stall the aircraft’s elevator control surface cannot produce
enough nose-down pitching moment to recover the aircraft from the stall. Spin is a condi-
tion where an aircraft naturally starts to rotate about the vertical axis after having stalled
and follows a downward tight spiral trajectory.
The NASA Generic Transport Model (GTM) is used as the basis for the design and
verification of the system. The aerodynamic model of the NASA GTM simulation model
is modified to exhibit deep stall and spin behaviour. Simulations are performed to show
that the modified aircraft model can be pushed into deep stall and spin, and cannot be
recovered using elevator actions only. The deep stall and spin recovery task is formulated
as an optimal control problem and solved using an A* and an RRT search algorithms.
These algorithms find the optimal sequence of control actions and the resulting optimal
state trajectory to escape from the deep stall or spin.
The deep stall and spin recoveries are verified in simulation using the NASA GTM
aircraft model. Simulation results show that the recovery sequences generated by the al-
gorithms successfully perform the aerodynamic recovery. The deep stall recovery sequence
first commands the rudder to yaw the horizontal tailplane out of the aircraft’s own wake
to regain elevator effectiveness, and then commands the elevator to pitch the nose of the
aircraft down and recover from the stall. The spin recovery sequence first commands the
rudder to reduce the rolling and yawing angular rates and then commands the elevator to
pitch the nose of the aircraft down.
A trajectory regulator, in the form of a linear quadratic regulator(LQR), and a control
switch are implemented. The trajectory regulator provides robustness against external dis-
turbances and model uncertainty. The control switch determines when the aircraft enters
a stall or spin condition and also when the aerodynamic envelope is recovered. The control
switch transfers the control authority of the aircraft from the deep stall or spin recovery
system to the existing flight control or the pilot once the recovery is complete.
General deep stall and spin recovery strategies were identified from the calculated re-
covery sequences. During a deep stall or spin recovery, it is possible to command the
appropriate general recovery sequence and thereby nullify the calculation time required to
plan the recovery sequence. When commanding the general recovery sequence the trajec-
tory regulator regulates the state trajectories of the aircraft to track the planned general
recovery state trajectories. The developed recovery system is successful in performing the




Hierdie tesis beskryf die ontwerp van ’n outomatiese deep stall en spin herstel stelsel vir
groot transport vliegtuie wat van optimale baanbeplanning gerbuik maak. Deep stall is
’n toestand waar ’n vliegtuig vasgevang is in ’n neus-hoë stall toestand en die elevator
beheeroppervlak kan nie genoeg neus-neer-trap-oomblik skep om die vliegtuig uit die stall
te herstel nie. Spin is ’n toestand waar ’n vliegtuig natuurlik begin draai om ’n vertikale as
en daan afwaarts in ’n stywe spiraalbaan val. Die NASA Generic Transport Model (GTM)
word gebruik as basis vir die ontwerp en verifikasie van die stelsel.
Die aërodinamiese model van die NASA GTM-simulasiemodel word aangepas om deep
stall en spin gedrag te toon. Simulasies word uitgevoer om aantetoon dat die gemodi-
fiseerde vliegtuigmodel kan deep stall en spin modelleer. In simulasie word dit getoon dat
dit nie moontlik is om van deep stall en spin te herstel met die gebruik van net die elevator
beheeroppervalk nie.
Die taak vir die herstel van die deep stall en spin word geformuleer as ’n optimale
beheerprobleem en opgelos met behulp van ’n A∗ soek algoritme om die optimale volgorde
van beheeraksies en die gevolglike optimale toestandstrajek te vind om uit die deep stall of
spin te ontsnap. Die A∗ -algoritme voer die beplanning uit met hulp van ’n vereenvoudigde
drie-grade-van-vryheid (3DOF) vliegtuigmodel wat slegs die vinnige rotasie-dinamika van
’n deep stall modelleer. Die A∗ -algoritme en die RRT algoritme voer die beplanning vir
spin herstel uit met hulp van ’n Volledige vliegtuigmodel van ses grade-van-vryheid (6DOF)
wat die vinnige rotasie- en transnasionale dinamika van spin modelleer.
Die outomatiese herstel van die deep stall en spin word dan in simulasie geverifieer met
hulp van die volledige ses-grade-van-vryheid (6DOF) NASA GTM-vliegtuigmodel. Die
simulasie-uitslae toon dat die stelsel die vliegtuig suksesvol van deep stall en spin kan
herstel. Vir deep stall gebruik die optimale opeenvolging van beheeraksies eers die rudder
beheeroppervlak om die horisontale stert vlakte uit die waak van die vliegtuig se hoofvlerke
te skuif en dus hestel dit die effektiewetiet van die elevator beheeroppervalk. Die elevator
beheeroppervlak word dan gebruik om die neus afwaarts te beweeg en dus van die stall te
herstel.
Om die robuustheid van hierdie deep stall en spin herstelsreekse te verbeter, word ’n op-
timale baanreguleerder ontwikkel om die herstel volgorde aantepas in die teenwoordigheid
van versteurings. Die baanreguleerder gebruik lineêre kwadratiese beheer gekoppel met ’n
skakel funksie wat bepaal wanneer die beheer van die vliegtuig terug na die normale vlug-
beheer geplaas moet word. Vir demonstrasie is die normale vlugbeheer ’n proporsionele
hoeksnelheids demper.
Met die ontleding van die deep stall en spin herstel beheerreekse wat deur die algo-
ritme vir baanbeplanning gegenereer is, is algemene herstelstrategieë van deep stall, links,
en regs spin geïdentifiseer. Die algemene herstelstrategieë, gekombineer met die optimale
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AoA Angle of Attack
6DOF Six Degrees of freedom
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GTM Generic Transport Model
NASA National Aeronautics and Space Administration
LQR Linear quadratic regulator
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ADMIRE The Aero-Data Model In a Research Environment
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g Gravitational Acceleration 9.81m2/s
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α Angle of attack
β Sideslip angle
v̄ Air speed magnitude
x System state vector
ẋ Derivative of system state vector
u Control input vector
δf
δx Partial derivative of function, f , with respect to x
S Wing surface area











tn Time at time step n
n Time step interval
FB Force vector in the body axis
MB Moment vector in the body axis
e Euler angles vector
δA, δE , δR Aileron, rudder and elevator control surface deflections. A positive deflection
is defined by it producing a negative moment.
X,Y, Z Coordinates of the force vector in the body-axis (axial, lateral, and normal
force)
P,Q,R Coordinates of the angular velocity vector in the body-axis (roll, pitch, and
yaw rates)
U, V,W Coordinates of the linear velocity vector in the body-axis (axial, lateral, and
normal velocity)
L,M,N Coordinates of the moment vector in the body-axis (roll, pitch, and yaw
moment)
N,E,D Coordinates of position vector in inertial-axes (north, east and down position)
VN , VE , VD North, east and down velocity components in inertial-axis
Φ,Θ,Ψ Euler 3-2-1 attitude parameters of the body-axis system with respect to
inertial-axis system (roll, pitch, and yaw angle)
Ixx, Iyy, Izz Principle moment of inertia of aircraft’s body x-axis, y-axis and z-axis
CX , CY , CZ Aerodynamic force coefficients of the aircraft’s body x-axis, y-axis and z-axis
Cl, Cm, Cn Aerodynamic moment coefficients of the aircraft’s body x-axis, y-axis and
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Despite the fact that flight envelope protection functions are implemented on modern
commercial aircraft, situations still arise where the aircraft exits the flight envelope due to
environmental factors, pilot error, or component failures. Envelope protection functions are
only designed to prevent the aircraft from exiting the flight envelope, and not to recover the
aircraft to its flight envelope after a departure. Currently the envelope recovery procedure
must be performed manually by the pilot. A need therefore exists for flight envelope
recovery functions that assist the pilot or autopilot in recovering the aircraft to its normal
flight envelope after a severe upset[9].
1.1 Background
This thesis focuses on the problem of recovering the aerodynamic envelope of an aircraft
that is in deep stall and spin flight upset condition. A deep stall is a condition where
an aircraft is trapped in a nose-high stall condition. While the aircraft is in a deep stall
the elevator control surface cannot produce enough nose-down pitching moment to recover
the aircraft from the stall [4]. A deep stall is most often exhibited by aircraft that have
a high horizontal tailplane, such as T-tail transport aircraft and jet fighter aircraft with
high horizontal tails. At very high angles of attack the horizontal tailplane is immersed
in the combined wake of the stalled wings, engines and fuselage. This causes a nonlinear
variation of pitching moment as a function of angle of attack (AoA) and resulting in two
ranges of stable trim points. The normal trim point is at a low AoA (α = +− 5) whereas
a deep stall trim point is at a high AoA (α = +20). In deep stall, the effectiveness of
the elevator is also significantly decreased due to the low-energy wake impinging on the
horizontal tailplane. This results in the elevator control surface to generate insufficient
nose-down pitching moment to recover the aircraft from the deep stall trim point.
A spin is a condition where an aircraft rotates about a vertical axis. In a spin the
inner-wing of the aircraft stalled but the outer-wing still generates some degree of lift.
This causes an aggravated rolling, yawing and pitching motion towards the stalled wing
which forces the aircraft into a downward spiral path. While an aircraft is in a spin, it is
very disorientating for a pilot. Special spin recovery training is required to increase the
chance of manual recovery[10].
The appropriate deep stall and spin recovery procedure is dependent on the specific
aircraft configuration [20]. One possible strategy to escape from deep stall is to yaw
the horizontal tailplane out of the wake using the rudder and thereby regain elevator
effectiveness. This is followed by using the elevator to recover from the stall. Another
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possible strategy, called the “pitch rocking” method, is to pitch the aircraft up and down
at a specific resonant frequency. This is done to build up the amplitude of the pitch angle
oscillations until the AoA escapes the deep stall.
Spin recovery focuses on reducing both the AoA and high angular rates. Manual spin
recovery procedures recommend the following order of control inputs: Reduce power to idle,
position ailerons to neutral, apply full opposite rudder against rotation, apply positive,
brisk and straight forward elevator, neutralise the rudder after spin rotation stops and
finally apply back elevator pressure to return to level flight[1].
1.2 Research Goal
The purpose of this research project is to design, implement, and verify a stall and spin
recovery system for an aircraft. The recovery system should use optimal trajectory planning
and feedback control to perform the aerodynamic envelope recovery. A trajectory planning
algorithm must be used to determine the optimal control sequence and the resulting optimal
state trajectory to escape from the spin and recover from the deep stall. The performance
of the recovery must be verified in simulation using the modified NASA GTM passenger
aircraft model or the ADMIRE fighter aircraft model.
1.3 Proposed Solution
The following solution addressed the problem of recovering the aerodynamic envelope of an
aircraft that is either in a deep stall or a spin flight upset condition; a deep stall and spin
recovery system. This recovery system should find the correct recovery sequence for the
specific aircraft using models of the flight dynamics of that aircraft. The recovery cannot
be performed by only linear feedback controllers because the aircraft dynamics are highly
nonlinear while the aircraft is in deep stall or spin. The deep stall and spin recovery tasks
were formulated as constrained optimal path planning problems. These tasks were solved
by using either an A* or an rapidly-exploring randomly tree (RRT) search algorithm.
These algorithms should find the optimal sequence of control actions and the resulting
optimal state trajectory to recover the aircraft from the deep stall or spin. To ensure
that the recovery procedure is robust against external disturbances and model uncertainty
a trajectory regulator and control switch were implemented. The deep stall and spin
recovery systems were verified in simulation using the NASA GTM simulation as a testing
aircraft.
1.4 System Overview
This section provides an overview of the stall and spin recovery system and how it would be
integrate into the existing flight control system of an aircraft. A complete flight envelope
recovery is performed in two stages: an aerodynamic envelope recovery and an attitude,
flight path angle, and airspeed recovery. The aerodynamic envelope is recovered by re-





















Figure 1.1: The basic structure of the recovery system.
The architecture of the stall and spin recovery system, as well as its interface to the
existing flight control system, is shown in Figure 1.1. The deep stall or spin recovery
control system consists of a trajectory planner, the aircraft model used for planning, and
trajectory regulator. If the aircraft is flying normally then the control actions of the existing
flight control is passed through the control switch to the aircraft’s control surfaces. Once
a deep stall or spin condition is detected, the recovery system will be activated. The
control switch will then pass the control actions from the recovery system to the aircraft’s
control surfaces, instead of the control actions from the normal flight control system. The
recovery system will identify whether it is a deep stall condition or a spin condition, and will
activate the appropriate recovery procedure for the flight upset condition. Two recovery
system design approaches are proposed. The first approach requires the recovery system
to calculate the recovery sequence for each individual deep stall or spin flight upset. The
second approach allows the recovery system to use general deep stall and spin recovery
strategies which were identified from observing the results of the first approach.
In the first approach, an online trajectory planner captures the current state of the
aircraft which is obtained from the aircraft’s onboard sensors and state estimator. The
planner then uses a wide-envelope model of the aircraft’s dynamics to plan an optimal
recovery trajectory and the associated control actions. The recovery trajectory and con-
trol actions need to return the aircraft from its current flight upset state to a recovered
state within the aircraft’s normal flight envelope. The specific aircraft’s aerodynamic and
structural limits have the be adhered to throughout the aerodynamic envelope recovery.
The recovery task is formulated as an optimal control problem with the objective to per-
form the recovery as quickly as possible with the minimum amount of altitude loss. The
sooner the first-stage aerodynamic envelope recovery can be completed, the sooner the
second-stage attitude, flight path angle, and airspeed recovery can be initiated. The opti-
mal control problem is solved using either an A∗ grid-based search algorithm or an RRT
sampling-based search algorithm. The deep stall recovery trajectory is planned using a
three-degrees-of-freedom (3DoF) wide-envelope model of the aircraft dynamics. The spin
recovery trajectory is planned using a six-degrees-of-freedom (6DoF) wide-envelope model
of the aircraft dynamics.
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Figure 1.2: Trajectory planning for aircraft spin recovery.
For the second approach an appropriate recovery sequence from previously identified gen-
eral recovery strategies is selected, instead of calculating one as done in the first approach.
These general recovery strategies have been determined by observing a number of suc-
cessful recovery sequences generated by the first approach. The second approach has the
advantage that it does not incur the calculation time required in determining a valid recov-
ery sequence. The second approach therefore can initiate the recovery actions immediately
and therefore reduce the altitude loss which the aircraft experiences during a deep stall or
spin recovery.
The valid recovery sequence or recovery strategy is passed to a trajectory regulator.
The trajectory regulator applies the recovery control action sequences to the actual aircraft
and regulates the state trajectory of the aircraft. The trajectory regulator ensures that the
aircraft’s states track the planned recovery trajectory. The regulator thereby compensates
for parameter uncertainty and external disturbances.
During the execution of the recovery sequence the control switch monitors the state
of the aircraft. Once the aerodynamic envelope has been recovered, the control switch
transfers control of the aircraft to the second-stage recovery system. The second-stage
recovery system is expected to damp the angular rates and perform the attitude, flight
path angle, and airspeed recovery. The second-stage recovery system is the normal flight
control system and its protection functions. Since the second-stage recovery system is
beyond the scope of this project, a simple proportional rate damper controller is used to
represent the second-state recovery system.
Once the aerodynamic envelope has been recovered, the control surfaces will again pro-
duce forces and moments that behave linearly. Therefore the normal flight control laws
and protection laws become available to perform the attitude (pitch angle and bank angle),
flight path angle and airspeed recovery. The deep stall and spin recovery system presented
in this thesis aims to perform the first stage of the recovery, namely the aerodynamic enve-
lope recovery. The second-stage of the recovery will be performed by a basic proportional
angular rate damper for demonstration purposes only. The design of a full second-stage
recovery system that performs the attitude, flight path angle, and airspeed recovery is
beyond the scope of this research. However, an example of such a system can be found in




This thesis was approached and completed as follows. A literature study was performed
on the aerodynamic modelling of stall and spin behaviour, manual and automatic stall
and spin recovery techniques, and optimal trajectory planning and execution. The NASA
GTM wide-envelope passenger aircraft simulation model was sourced to serve as the basis
model for this research. It was attempted to model deep stall and spin behaviour without
modifying the NASA GTM but this was unsuccessful. The NASA GTM aerodynamic
model was modified to exhibit deep stall and spin dynamics. Simulations were performed
to demonstrate that the modified aircraft model can be forced into a deep stall or a stable
spin. For deep stall it was shown that the aircraft cannot be recovered using elevator
actions only and for spin it was shown that the aircraft capable of sustaining a stable spin.
To address the problem of deep stall recovery it was formulated as an optimal control
problem. An A* search algorithm was applied to solve the optimal control problem. The
algorithm successfully determined the optimal sequence of control actions and the resulting
optimal state trajectory to recover the aircraft from deep stall. It was also possible to use
a reduced-order aircraft model for the planning of the recovery sequence. Only the fast-
rotational dynamics had to be modelled for the planning of the deep stall recovery. The
deep stall recovery was verified in simulation using the full 6DoF wide-envelope aircraft
model.
For the spin recovery problem it too was formulated as an optimal control problem,
and A* as well as a rapidly exploring random tree (RRT) search algorithm were applied
to solve the optimal control problem. The optimal sequence of control actions and the
resulting optimal state trajectory to recover the aircraft from spin were determined by the
algorithms. For spin recovery, performing the planning using the simplified 3DoF aircraft
model proved unsuccessful. The trajectory planning had to be performed using the full
6DoF aircraft model that models both the fast rotational and the slower translational
dynamics.
The spin recovery system was verified in simulation using the full 6DoF wide-envelope
aircraft model. The sequence of control actions determined by the trajectory planner was
applied in an open-loop fashion to the full 6DoF simulation model. The simulation results
show that the planned sequence of actions successfully recovers the aircraft from spin.
Techniques were investigated to determine how to execute the planned stall and spin
recovery state trajectories. Both an open-loop as well as a closed-loop approach were pro-
posed but the latter was chosen as it includes feedback control. The feedback control of the
closed-loop approach provided disturbance rejection and robustness to model uncertainty.
Model Predictive Control (MPC) was implemented in the form of a Linear Quadratic Reg-
ulator (LQR) to execute the planned trajectory. An algorithm was written to linearise the
nonlinear NASA GTM model at each point along the planned recovery trajectory. A cost
function, the discrete matrix Riccati equations, and linearised system matrices were set
up to iteratively calculate the gain of the LQR. The state covariance and input covariance
weights in the cost function were tuned to improve controller performance in the presence
of turbulence and sensor noise.
A control switch was implemented to transfer flight control of the aircraft to the second-
state recovery system of the aircraft once the aircraft has completed the aerodynamic
envelope recovery. The switching criteria were verified using Monte Carlo simulations to
ensure that the second-state recovery system stabilises the aircraft after the deep stall or
spin recovery. Basic proportional rate damping control was implemented to represent the
second-stage recovery system. The LQR and the control switch were implemented and were
verified in simulation. The trajectory planning algorithms combined with the trajectory
regulator produce the complete deep stall and spin recovery system.
Monte Carlo simulations were developed to test the performance and robustness of the
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deep stall and spin recovery systems against varying initial conditions, turbulence levels,
wind speed and direction, sensor noise, and model uncertainty. The state requirements for
a successful recovery were documented and implemented as a testing function to determine
if a deep stall or spin recovery simulation instance resulted in a successful recovery. Batch
Monte Carlo simulations were run using the deep stall and spin recovery trajectory planner
and regulator and the results were recorded. The results were analysed and general deep
stall and spin recovery strategies were identified. The general deep stall and spin recovery
strategies were implemented in place of the trajectory planner. This formed the basis of
the second recovery system approach. Further Monte Carlo simulations were run to verify
the second approach and the results were recorded and analysed.
1.6 Primary Contributions
This thesis presents a novel approach to stall and spin recovery. The recovery system uses
optimal trajectory planning to determine the recovery control actions and the correspond-
ing recovery state trajectories to recover the aircraft from a stall or spin state. The recovery
system makes use of feedback control to reduce the effect that external disturbances and
model uncertainty has on the stall or spin recovery.
1.7 Research Scope and Limitations
This research project aims only to perform flight envelope recovery. Recovery from over-
speed, under-speed, attitude, flight heading and altitude upset is effectively done by already
well developed algorithms such as found in [9]. A general transport aircraft model was used
in this research and therefore the findings are not expected to be the same for other aircraft
types. This research project also only focused on deep stall and spin flight upsets and does
not account for flight upsets where structural damage has occurred to the aircraft which
alters the flight dynamics of the aircraft.
The following limitations in this research were identified. The developed control systems
are only verified in simulation and not on an actual aircraft due to safety concerns. To
account for disturbance which an actual aircraft would experience the following was added
to the simulation of the aircraft: A wide range of varied states were used to initialise the
simulation such as airspeed which is varied from 70ft/s to 330ft/s. Different external
disturbances such as wind gusts and turbulence were modelled as described in the military
specifications document MIL-F-8785C [7]. This research only uses one aerodynamic model,
the NASA GTM, for verification. A number of different aerodynamic models of the NASA
GTM were generated by altering key aerodynamic parameters to compensate for the use
of only one aircraft model.
1.8 Thesis Outline
• Chapter 1 introduced the thesis and gave background knowledge about the research
project. The research goals were specified, the proposed solution was briefly explained
and a system overview of the the proposed system implementation was presented.
A summary of how the research of this thesis was performed is given, the primary




• Chapter 2 explores the available deep stall and spin dynamics research as well as
previous proposed recovery strategies as a literature review. Trajectory planning
methods and applications are also discussed along with a brief look into the different
aircraft models used to model the dynamics of flight.
• Chapter 3 introduces the NASA GTM and discusses its development. The general
fixed-wing aircraft model is presented and an overview of the NASA GTM simulation
is given. Modifications to the NASA GTM aerodynamics to model both deep stall
and spin were explained and verified in simulation.
• Chapter 4 addresses the deep stall recovery problem by firstly formulating the optimal
control problem, then implementing the A* solution and finally verifying the recovery
trajectories in simulation.
• Chapter 5 uses a similar approach to address the problem of spin recovery. The
optimal control problem is formulated and both the A* solution and RRT solution
is implemented. Finally the recovery trajectories are verified in simulation.
• Chapter 6 aims to improve the robustness of the recovery system against external
disturbances by adding a trajectory regulator. A control switch which determines
when the flight control can be transferred back to the normal flight controller is also
added.
• Chapter 7 focuses on verifying and testing the deep stall and spin recovery systems
using a Monte Carlo method approach. The results are discussed and observations
on the performance of the control systems are given.
• Chapter 8 concludes the thesis and provides a few further recommendations and a





This chapter presents a literature review of previous research that is relevant to the prob-
lem of automatic stall an spin recovery. First, the concepts of stall, deep stall, and spin are
defined and explained, and the techniques used by pilots to perform manual stall and spin
recovery are described. Next, an overview is provided of previous research on automatic
stall and spin recovery. Trajectory planning techniques are also discussed, since our inten-
tion is to use optimal trajectory planning to perform deep stall and spin recovery. Finally,
a survey is provided of available wide-envelope aircraft models that can be used to test the
automatic stall and spin recovery system in simulation.
2.1 Stall and Spin Recovery
The aircraft Upset Prevention and Recovery Training Aid (AUPRA) [2] explains that "An
aircraft upset is an undesired aircraft state characterised by unintentional divergence from
parameters normally experienced during operations." Recovery from these undesired states
can be performed by the aircraft’s natural stability, automatic flight system response, or
by pilot intervention. Stall, deep stall and spin are all different forms of flight upsets.
A stall is when an aircraft experiences a sudden loss of lift. This happens when the
aircraft exceeds its critical angle of attack. The angle of attack (AoA) of an aircraft is the
angle at which the surrounding airflow intersects the aircraft’s main wings. The smooth
flow of air across the main wing detaches and becomes turbulent when the aircraft exceeds
its critical AoA. This drastically reduces the effectiveness of the main wing’s ability to
generate the required lifting force to counteract the gravitational force on the aircraft.
An aircraft can also stall if it has insufficient airflow across the main wings due to a low
airspeed. Once stalled, the aircraft starts to lose altitude and without a form of recovery
intervention the aircraft will crash.
If no stall recovery is performed, the aircraft will enter the post-stall flight regime. In
this regime the aircraft has a high AoA and could experience the following aircraft motions;
departure, post-stall gyration, spin, and deep stall. Departure is the transition period from
a stall and into a post-stall gyration, spin, or deep stall. Departure is characterised by large
and sudden unintended aircraft motions such as nose-slice and pitch up. Nose-slice is a
lateral yaw divergence and pitch-up is a sudden increase in the angle of attack.
The Federal Aviation Administration describes in their Airplane Flying Handbook
(2017) [10] that following a departure the aircraft will experience post stall gyrations
which are uncontrolled motions about the aircraft axes, such as roll, pitch and yaw mo-
tions. Uncontrolled pitch-up and pitch-down motions could cause the aircraft to experience
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brief periods of low angles of attack but due to the inertia of the aircraft, the aircraft is
not stable. From this transient period the aircraft will either naturally recover to the safe
wings-level flight state or enter a deep stall or spin state. In all three states; wings-level
flight, deep stall and spin, the aircraft is intrinsically stable. If the aircraft is disturbed
from its stable state it will return to its stable state. It therefore requires a large amount
of control energy to transition the aircraft from one stable state to another, for example
from a state of deep stall to a safe wings-level flight state.
To develop a recovery method which transitions the aircraft from a state of spin or deep
stall, we first need to understand what a spin or a deep stall state is. A deep stall, also
known as a super-stall, is a type of stall which affects certain types of aircraft designs. Deep
stalls occur after an aircraft has entered a normal stall and its AoA increases far beyond the
normal stall angle of attack. Due to this high angle of attack, the wakes of the stalled main
wing, nacelle-pylon and the fuselage blanket and buffet the horizontal tail plane. Aircraft
such as jet fighter aircraft with high horizontal tails and T-tail transport aircraft have
difficulty in recovering from a deep stall. The control surfaces on the shadowed horizontal
tail planes such as the elevator become ineffective. The elevator is used to generate a
downwards pitching moment which is needed to pitch the nose of the aircraft down in
order to recover from the stall. With reduced effectiveness the elevator is not capable of
recovering the aircraft from a deep stall.
A proposed recovery method by Engelbrecht (2016) [9] is to generate a yawing moment
using the rudder and thereby generate a side slip deflection. With a side slip deflection
the tail of the aircraft should emerge from the wake of the turbulent air. The elevator
should regain effectiveness and be able to produce sufficient downwards pitching moment
to recover the aircraft from the deep stall. Another possible strategy, called the “pitch
rocking” method, is to pitch the aircraft up and down at a specific resonant frequency, to
build up the amplitude of the pitch angle oscillations until the AoA escapes the deep stall.
To model deep stall in a simulation it was noted by Engelbrecht (2016) [9] that the
dynamics of deep stall are predominantly described by the rotational states of an aircraft
such as the angular rates, roll, pitch, and yaw, as well as AoA and side slip angle. This
could therefore enable the modelling of deep stall to be done in a reduced-order model
which only model the rotational states of an aircraft.
In a spin the aircraft rotates about a vertical axis with the inner-wing being in a stalled
state while the outer-wing still generates lift. This causes a more aggravated rolling, yawing
and pitching motion which forces the aircraft into a downward spiral path. This rotation,
also known as auto-rotation comes about due to difference in the AoA experienced by each
wing of the aircraft. The outer wing which has a lower AoA and thereby generates more lift
and less drag. The inner wing which is stalled experiences a higher AoA which produces
less relative lift and more drag. This difference in lift and drag further exacerbates the
spin. An aircraft may enter a spin if the pilot causes the aircraft to enter a cross-control
stall while performing a skidding uncoordinated turn.
An aircraft spin has four consecutive phases: spin entry, incipient spin, developed spin,
and spin recovery. Spin entry is the phase in which the aircraft stalls asymmetrically or
in a yawed state and then proceeds to rotate about its vertical axis as described above.
Incipient spin is the transient transition between spin entry and a developed spin and is
characterised by a sudden increase in angular rates and angle of attack. Incipient spin
lasts between two to three rotations before settling into a steady-state spin also known as
a developed spin. In a developed spin the aircraft’s angular rotation rate, airspeed and
vertical speed stabilize. The flight path of the aircraft is vertical or near vertical downwards.
The Airplane Flying Handbook by the Federal Aviation Administration (2017) [10] states
that each aircraft manufacturer provides a specific spin recovery procedure for each aircraft
which pilots must study before flying the aircraft. In general spin recovery follows this
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procedure: reduce power to idle, position ailerons to neutral, apply full opposite rudder
against the rotation, apply positive and straight forward elevator, neutralize the rudder
after the spin rotation stops, apply back elevator pressure to return to wings-level flight.
Spin recovery is successful if the rotation stops and the AoA of the wings are reduced below
the stall angle of attack.
An optimal recovery from either stall, deep stall or spin is a recovery which has the best
performance according to specific criteria. At first it would seem that reducing the loss
in altitude would be the main performance measure for a recovery. A recovery procedure
would then be optimised to minimise the altitude loss. But the lowest lost altitude recovery
would not be of any help if it takes too long to calculate. Therefore an optimal recovery is
one which is calculated within a reasonably short amount of time and reduces the amount
of altitude lost during the recovery.
Altitude recovery is a well developed field and optimal altitude recovery methods have
already been developed. These methods require that the aircraft must be within its normal
flight envelope. As explained by Crespo (2012) [5] the normal flight envelope of an aircraft
is a flight regime which is specified by limits on certain states of the aircraft such as the
AoA can only range between one to six degrees.
2.2 Automatic Stall and Spin Recovery Research
Only with recent adaptation of automatic flight for aircraft has the field of automatic stall
and spin recovery research started to become more prominent. Stall and spin recovery is a
highly complex problem as the aerodynamics in stall and spin are non-linear and different
for each aircraft. Yet even with these hurdles a number of methods to perform automatic
stall and spin recovery have been developed.
Engelbrecht (2016) [9] proposed two flight envelope recovery approaches. He focused on
large transport aircraft and initially studied a passive method to recover the aerodynamic
envelope using the natural stability of the aircraft. Once the envelope has been recovered,
the conventional flight control laws combined with their flight envelope protection functions
would take over and perform attitude, speed and altitude recovery. His research shows that
it is a valid approach to automatic stall and spin recovery if the aircraft is naturally stable
across a large range of attitude states. Recoveries using this method take much longer as
it depends on the natural damping characteristics of the aircraft. This method cannot be
used for deep stall recovery as the deep stall state is also naturally stable.
Engelbrecht (2016) [9] also presented an active method to recover the aerodynamic
envelope which makes use of time scale separation between the aircraft’s fast rigid body
rotational dynamics and it’s slower point mass translational dynamics. He developed a
Lyapunov inner-loop controller to recover the angular rates and the aerodynamic envelope.
An outer-loop control based on optimal control theory is used to recover the attitude, flight
path angle, and airspeed.To simulate and test these two methods of automatic stall and
spin recovery Engelbrecht used the General Transport Model (GTM) simulation model,
which was developed by NASA Langley.
Goman (1993) [14] proposed two different approaches to spin recovery. The positional
recovery method aims to mimic the procedure which pilots would manually use to recover
from a spin. The pitch rocking method is proposed as an alternative recovery method
when situations arise where there is insufficient nose-down pitching control power and a
low level of control power in roll and yaw at high angle of attack. These situations include
flat spin and deep stall regimes and are difficult to recover from using the positional recovery
method. This method requires the aircraft to be pitched up and down at a certain frequency
as to build up enough rocking oscillation energy to escape the flat spin or deep stall. Both
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methods were tested in simulation using the Krit Scientific Package and later validated in
test flights and shown to work effectively.
Lee (2004) [19] approaches automatic spin recovery as a nonlinear optimal control
problem. The method aims to control the momentum vectors of the aircraft and thereby
reduce the kinetic energy of the aircraft while in a spin. This method was simulated
using a full nonlinear aerodynamic model and compared to actual spin recovery data.
Two different types of spin where simulated and the method is capable of recovering the
aircraft from both spin types and is closely comparable to actual spin recovery data. For
the implementation of such a method it can be performed by either the provision of an
advisory to the pilot as to what control input sequence is required, or the method may be
implemented as an automatic controller that will produce these controls.
Wang (2010) [29] proposed a fuzzy recovery controller to perform deep stall recovery.
It is based on the Particle Swarm Optimization method and makes use of the dynamic
recovery method, also known as the pitching oscillation or pitch rocking method, which was
described by M. Goman in the previous paper[14]. The method was applied in simulation
and proved to be an effective way of performing deep stall and spin recovery.
Yildiz (2018) [31] developed a similar method for spin and stall recovery to that of
Engelbrecht (2016) [9]. In their paper they presented a recovery approach which is based
on Fedral Aviation Administration’s (FAA) guidelines for upset recovery. They used a
6 DOF nonlinear F-16 model to demonstrate their method which makes use of a finite
state machine. The state machine first normalizes angular rates, then determines the
aerodynamic state in which the aircraft is and then applies the recovery procedure as
specified by the FAA.
Raghavendra (2005) [27] employed the method of nonlinear dynamic inversion for spin
recovery. It is ideally suited for solving the problem of recovering an aircraft from spin to
a level-trim-flight condition. The controller is designed to recover the aircraft from a spin
condition to three different AoA states (high, moderate and low). Bifurcation Analysis
was used to identify if developed control strategy does not put aircraft at risk of being
pulled back into a different stable spin state. To verify the controller they made use of the
high-angle-of-attack research vehicle (HARV).
Sinha (2010) [28] presented an automatic spin recovery method that makes use of a
variable-structure-technique-based controller which is more robust in the presence of model
uncertainties and external disturbances. The controller computes the control commands
which should transfer aircraft from an oscillatory spin state to a wings level flight trim
state and applies this to the aircraft to perform spin recovery. This paper also used the
high-angle-of-attack research vehicle to verify the controller.
Garcia (2015) [13] used a general method of aircraft recovery. They developed a dy-
namic optimization algorithm which calculates updated control commands with an adap-
tive horizon length to recover the aircraft. They make use of an artificial neural network to
constantly updates the aircraft model which the controller uses in calculating the optimal
recovery trajectory.
2.3 Trajectory Planning
A trajectory is a description of a system’s states as a function of time. Trajectory planning
means determining the state trajectory and the associated control signal to steer a system
from an initial state to a desired final state. An aircraft’s trajectory is commonly described
by the following state time-series: AoA, side slip angle, roll, pitch, and yaw rate, roll, pitch,
and yaw angle, altitude, and airspeed. Stall and spin recovery therefore implies determining




Trajectory planning is a well developed field of research which has many applications.
Notable trajectory planning algorithms which are used in industry include Dijkstra’s al-
gorithm, A*, Rapidly-expanding random tree (RRT) and Probabilistic Road Map (PRM).
Each algorithm has their own variants which improve upon their performance in one way
or another. All path planning algorithms focus on finding a valid path between the current
state and the desired state. Secondary objectives are to find the best path or to find a
path as fast as possible. Most of the algorithms try to find a balance between the two
competing objectives and can be adjusted to favour one objective over the other.
As explained by LaValle (2006) [18], Dijkstra’s algorithm is an algorithm which finds
the shortest path between two nodes in a given graph of nodes. It is also guaranteed to
find a path if a path exists between the two nodes. Dijkstra’s algorithm searches in all
directions which causes it to be one of the slowest algorithms in finding a valid path. The A*
algorithm improves upon Dijkstra’s algorithm by directing its search. It is also guaranteed
to find the shortest path. The RRT algorithm on the other hand is not guaranteed to
find the shortest path first but it will find a path and then improve that path as it keeps
searching and will find the shortest path in the limit as time approaches infinity. RRT is
capable of efficiently searching spaces which consist of a high number of dimensions and
which are non-convex. PRM takes random samples from the search space, tests if they
are valid and collision-free, and then tries to connect the samples to each other by using a
local planner such as Dijkstra’s algorithm.
2.3.2 Relevant Applications
Pharpatara (2015) [26] applies a number of trajectory planning algorithms in his doctoral
thesis "Trajectory planning for aerial vehicles with constraints". He notes that trajectory
planning for aircraft is very difficult and challenging as the dynamics are complex, nonlinear
and nonholonomic. The RRT search algorithm is applied as the path planning algorithm.
Both the dynamics of the aircraft and the constraints of the environment are taken into
consideration while the algorithm searches for a feasible path. Performance of the algorithm
is improved by expanding the RRT algorithm to use a heuristic function which makes it
RRT* and allowing it to use an artificial potential field of the state space. This artificial
potential field is calculated before applying the RRT* algorithm. The RRT* also makes
use of a more simplified vehicle dynamics model to further improve performance.
2.4 Wide Envelope Aircraft Models
Earlier in the chapter we discussed the work done by different authors regarding stall and
spin recovery. We noted the different aircraft models which they used and will discuss two
of them here in more detail. To perform research in the area of stall and spin recovery
we require an aircraft flight model which is capable of modelling the aerodynamics of the
aircraft over a wide range of AoA, sideslip angle, and angular rate. These models are known
as wide envelope aircraft models and the notable models include NASA GTM, ADMIRE,
HARV, SUPRA and HHIRM. A choice between the NASA GTM and ADMIRE models
where given for this research and therefore only these two will be discussed.
2.4.1 Generic Transport Model
To safely perform experimental flight tests outside the normal flight envelope NASA devel-
oped the Generic Transport Model (GTM) research vehicle. The GTM is a 5.5% dynam-
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ically scaled unmanned aerial vehicle (UAV) of a large transport aircraft. Wide-envelope
aerodynamic models were developed for the GTM based on wind tunnel tests over an exten-
sive range of angles of attack, sideslip angles, angular rates, and control surface deflections
[6, 12, 22, 23]. By using these aerodynamic models a full nonlinear simulation model of the
GTM was developed and made available by NASA for passenger aircraft upset recovery
research [15]. The GTM is well adopted by both academics and industry for research on
upset recovery for large transport aircraft and the dynamics of aircraft in nonlinear flight
regions. Similar to most large transport aircraft the GTM allows for control of its dynamics
using the engine thrust, and aileron, elevator and rudder control surface deflections.
2.4.2 Aero-Data Model in a Research Environment
The Swedish Defence Materiel Administration contracted the Aeronautical Research Insti-
tute of Sweden to develop a simulation model of a rigid small single seater fighter aircraft.
As explained by Forssell (2005) [11] the Generic Aerodata Model (GAM) which was devel-
oped by Saab AB and the Swedish Royal Institute of Technology was used as a basis for
the simulation. A nonlinear, six degree of freedom simulation model of a rigid small fighter
aircraft with delta-canard configuration was developed and is now known as the Aero-Data
Model in a Research Environment (ADMIRE). ADMIRE is maintained by FOI, Sweden
as a publicly available research vehicle.
2.5 Literature Review Conclusions
The following conclusions that are applicable to this research were drawn from the literature
review:
• Deep stall recovery is largely based on the fast rotational dynamics and not on the
slower translational dynamics. A reduced order model which only models the three
rotational degrees of freedom of an aircraft can be used to model deep stall dynamics.
• In a spin condition there is a strong coupling between the rotational and the trans-
lational dynamics of the aircraft. The full six-degrees-of-freedom aircraft model is
therefore required to model the spin dynamics.
• The dynamics of large transport aircraft engines are slow compared to the fast rota-
tional dynamics of large transport aircraft. Stall and spin recoveries are performed
within a time span which is too short for the engines of the aircraft to be used for
the recovery. Most manual stall and spin recovery techniques require the aircraft’s
thrust to be set to neutral.
• Most stall and spin recovery methods require the ailerons to be set to neutral. This
is due to the uncertainty of the control dynamics of the aileron control surfaces while
the aircraft is in a stall or a spin.
• Automatic stall and spin recovery has received much more research attention in the
field of military aircraft than in the field of large transport aircraft.
• A* path planning algorithm is a widely used algorithm and performs better in all
cases compared to Djikstra’s algorithm.
• RRT algorithm is capable of efficiently finding valid paths in search spaces which
consist of a large number of dimensions.
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• The flight envelope of an aircraft is the domain of flight conditions in which the
aircraft can safely be operated without exceeding its aerodynamic and structural
dynamics. If an aircraft finds itself to be within this domain its dynamics is largely
linear.
• Flight control laws for flight within the flight envelope of an aircraft are well estab-
lished in industry and academia. This is due to the linear flight dynamics of aircraft
within the flight envelope.
• All stall and spin recovery techniques found in the literature prioritise recovering the
aerodynamic envelope of the aircraft as fast as possible over minimising the altitude
loss during the recovery.
2.6 Research Decisions
Based on the literature review the following research decisions were made:
• The NASA GTM simulation model will be used as the basis for this research on
automatic deep stall and spin recovery due to being well accepted in the field of
flight upset recovery research.
• The elevator and rudder control surfaces will be used to perform the control actions
for both stall and spin recovery as these are the prescribed control surfaces to be
used in manual stall and spin recovery procedures.
• The engine thrust and aileron control surface will be kept neutral during the stall
and spin recovery as is prescribed by manual stall and spin recovery procedures.
• Automatic deep stall recovery will be addressed instead of stall recovery as stall
recovery is a well developed field of research in large transport aircraft.
• The GTM model does not exhibit deep stall dynamics and will therefore have to be
modified to model deep stall dynamics.
• A* and RRT will be implemented and compared as the trajectory planning algo-
rithms.
• It will be assumed that the existing flight control laws are capable of completing the
recovery of airspeed, altitude and orientation once the aircraft enters the domain of
its normal flight envelope. Therefore this research will solely focus on recovering the
aircraft from a state of deep stall or spin to a state which is within the domain of its
normal aerodynamic envelope. This envelope is characterised by acceptable ranges
of AoA, sideslip angle, and angular rates.
• To perform optimal stall and spin recovery the path planning algorithms will first
aim to minimise the duration of the recovery and then secondly reduce the loss of
altitude during the recovery.
• The stall and spin recovery system assumes that the flight upset condition will be
detected and identified by an independent module. The recovery system will then
activate the appropriate recovery procedure based on whether deep stall or spin is
identified as the upset condition. The upset detection and identification function is




NASA GTM Aircraft Model
This chapter describes the modified NASA GTM wide-envelope aircraft model that was
used as the basis for the design and verification of the deep stall and spin recovery system.
The NASA Generic Transport Model (GTM) is a 5.5% dynamically scaled unmanned aerial
vehicle (UAV) of a large transport aircraft that was developed by NASA for experimental
flight tests outside the normal flight envelope. Wide-envelope aerodynamic models were
developed for the GTM based on wind tunnel tests over an extensive range of angles of
attack, sideslip angles, angular rates, and control surface deflections. A full nonlinear
simulation model of the GTM was created and made available by NASA for passenger
aircraft upset recovery research[9]. For this project, the aerodynamic model of the NASA
GTM was modified to exhibit deep stall and spin behaviour.
The material in this chapter is presented as follows: First, some background about the
development and validation of the NASA GTM is given. Next the general flight dynamics
model for a fixed-wing aircraft is established. The axis systems and notation are defined,
and the standard 6DoF equations of motion and general forces and moments model for
an aircraft are briefly presented. The implementation of the wide-envelope aerodynamic
model for the NASA GTM is discussed in more detail. This is followed by a high-level
description of how the NASA GTM mathematical model is implemented as a Simulink
model. This Simulink model will from now on be referred to as NASA GTM simulation.
Next the modifications to the NASA GTM aerodynamic model to enable deep stall and
spin behaviour are then described. Finally, the modified NASA GTM simulation is run to
show that the modified aircraft model can be pushed into deep stall or spin, and cannot
be easily recovered using intuitive control surface commands.
3.1 Development of the NASA GTM
NASA developed the Generic Transport Model (GTM) unmanned aerial vehicle (UAV) to
perform experimental flight tests out sided the normal flight envelope. The NASA GTM is
a 5.5% dynamically scaled model UAV of a large transport aircraft as shown in Figure 3.1.
The NASA GTM was developed as part of the NASA Aviation Safety Program’s Integrated
Resilient Aircraft Control Project. This project focused on researching the flight dynamics
and control of large transport aircraft in upset conditions. The NASA GTM forms part of
the Airborne Sub-scale Transport Aircraft Research (AirSTAR) test-bed at NASA Langley
Research Centre (LaRC). Its role was to reduce the risks involved in the study of critical
flight conditions outside the normal flight envelope. Experiments which required full-scale
manned aircraft flight tests could now be performed using the NASA GTM. [16]
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Figure 3.1: The NASA Generic Transport Model (image supplied with the NASA GTM
simulation)
The NASA GTM is remotely piloted using an L-band telemetry link. It is powered by two
turbine engines and has swept wings. The NASA GTM has the following control surfaces:
The elevator is used for pitch angle and rate control, the rudder is used for yaw angle and
rate control, the ailerons are used for roll angle and rate control. The stabilizer is used to
assist in trimming the aircraft for level-flight and is change continuously throughout the
flight as the centre of gravity of the aircraft shifts due to fuel be being used. The flaps
are used to increase the lift that a wing produces at low air speeds and thereby reduces
the aircraft’s stall speed and is used during take-off and landing and then retracted during
normal flight. [6]
While the NASA GTM is flown the following sensors were used to gather these measure-
ments: Three-axis linear acceleration, three-axis angular rate, estimated attitude angles,
and GPS velocity and position measurements are provided by the inertial measurement
system. AoA, sideslip angle, dynamic pressure and static pressure are measured by anemo-
metric sensors. Engine speed is measured and reported by the engine control unit. Air
density and altitude are determined using static pressure and temperature. Airspeed is
calculated using dynamic pressure.
To develop the wide-envelope aerodynamic model of the NASA GTM a model with the
same mould line specifications was built and used in the wind tunnel tests. Data gathered
in the wind tunnel tests was then used to develop the aerodynamic model. A combina-
tion of different wind tunnel tests were performed. Static wind tunnel test measured the
contribution of AoA, sideslip angle and control surface deflections on the aerodynamic
forces and moments. Dynamic wind tunnel tests such as rotary balance and forced oscilla-
tion testing were performed and the data captured by these tests were blended using the
Hybrid-Kalviste method to determine the total contribution of the aircraft’s angular rates
on the aerodynamic model. [22]
3.2 Flight Dynamics Model for a Fixed-Wing Aircraft
This section will first introduce the general six degrees-of-freedom (6DoF) equations of
motion and general forces and moments model for an aircraft. The general flight dynamics
model for a fixed-wing aircraft is well-established in literature and is repeated here for the
convenience of the reader. The primary source for the fixed-wing aircraft model presented
in this section is the Advanced Automation 833 lecture notes compiled by Peddle and
Engelbrecht [8]. Finally a description of the NASA GTM wide-envelope aerodynamic




This section introduces the axis systems and notation commonly used in aircraft dynamics
modelling.
Inertial Axis System
To apply Newton’s equations of motion, an inertial axis system is needed. The standard
North-East-Down (NED) axis system shown in Figure 3.2 adequately approximates an
inertial axis system over the relatively short distances that the aircraft travels during a
recovery. This axis system assumes that the earth is flat and non-rotating. The positive
xI -axis points in the north direction, the positive yI -axis points in the east direction, and
the positive zI -axis points in the down direction towards the centre of the earth. The origin
of the (NED) axis system is any arbitrary point that is fixed relative to the surface of the
Earth.
Figure 3.2: North-East-Down Axis System (Image from the Advanced Automation 833
lecture notes. [8])
Body Axis System
The body axis system, shown in Figure 3.4, is used to represent the aircraft’s position
and orientation relative to the inertial axis system. The body axis system is fixed to the
aircraft and travels with the aircraft. The equations of motion of the aircraft are most
conveniently described in terms of forces, moments, and angular rates coordinated in the
body axis system. The origin of this axes system is the aircraft’s centre of gravity. The
positive xb-axis points out the nose of the aircraft, the positive yb-axis points out the right
wing of the aircraft, and the positive zb-axis is perpendicular to the xb,yb-plane and points
downward relative to the cockpit.
Wind Axis System
The wind axis system is used to model the aerodynamic forces and moments acting on
the aircraft. The wind axes system also has its origin at the aircraft’s centre of gravity.
The positive xw) axis points in the direction of the aircraft’s velocity vector, the positive
zw) axis lies in the aircraft’s plane of symmetry and points in the down direction, and




Figure 3.3: Wind Axis System and Rotation to Body Axis
3.2.2 Notation
The standard notation for the aircraft forces and moments, linear and angular velocities,
and control surface deflections, are shown in Figure 3.4 and are defined below.
Figure 3.4: Aircraft body axis system and variables. (Reproduced from the Advanced
Automation 833 lecture notes. [8])
• Coordinates of the force vector in body axes: X (axial), Y (lateral), Z (normal) force.
• Coordinates of the moment vector in body axes: L (roll), M (pitch), N (yaw) moment.




• Coordinates of the angular velocity vector in the body axes: P (roll), Q (pitch), R
(yaw) rate.
• Control surface deflection: δA (Aileron), δE (Elevator), δR (Rudder) with a positive
deflection defined as one that produces a negative moment.
3.2.3 Attitude Representation
First the orientation of the body axis to the inertial axis system is described and then the
orientation of the wind axis system to the body axis is explained.
Euler angles are used to describe the orientation of the body axis system to the inertial
axis system. The Euler angles parameterise the attitude of the aircraft as a sequence of
three axis rotations. The order of the rotations is important and a number of different
Euler angle sequences exist. The Euler 3-2-1 sequence is used and works as follows; first
both axis systems are aligned, second the body axes are rotated positively about the zb
axis by the heading angle ψ, third the body axes are positively rotated about the yb axis
by the pitch angle θ, and finally the body axes are rotated positively about the xb axis
by the roll angle φ. It is important to note that using this sequence has a singularity at
Θ = +− 90 deg pitch angle.
The orientation of the wind axis system relative to the body axis system is represented
by two angles, namely the AoA (α) and the sideslip angle (β). First both axis systems
are aligned, second the wind axis is positively rotated about the yw axis by the AoA, and
finally the wind axes are positively rotated about the zw axis by the sideslip angle.
3.2.4 Kinematics
Kinematics is a field in classical mechanics that describes the motion of points, bodies, and
systems of bodies. It considers the initial conditions such as position, velocity, and accel-
eration of points within the system and by using geometry it can determine the position,
velocity and acceleration of any unknown parts of the system. Kinematics does not deal
with how forces act on bodies as this lies in the field of Kinetics which will be discussed in
the next section.
For the position vector its coordinates are defined as N,E,D in the inertial axis system.
Attitude parameters of the body axis system with respect to the inertial axis system are
defined as φ, θ, ψ. The relationship between the aircraft position and velocity in the






where VN , VE , and VD are the velocity coordinates in the inertial axis system. The body
axes velocity coordinates (U , V , W ) are related to the inertial axes velocity coordinates
(VN , VE , VD) through the inverse Direction Cosine Matrix (DCM) as follows:ṄĖ
Ḋ
 =





with C() = cos() and S() = sin(). The body axes angular rates of the aircraft are related
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The kinetic equations relate the linear and angular velocity of the aircraft to the forces
and moments applied to the aircraft. For a rigid aircraft the following equations of motion
based in an inertial frame of reference can be derived from Newton’s second law of motion.
m is the mass of the aircraft and IB is the moment of inertia of the aircraft in body axes:
IB =
Ixx Ixy IxzIxy Iyy Iyz
Ixz Iyz Izz
 (3.4)
Due to the symmetry of an aircraft about the XBZB-plane, the products of inertia about
Ixy and Iyz are small and assumed to be zero. The linear and angular velocity of the
aircraft are related to the forces and moments acting on the aircraft through the following








(IBωB) + ωB × (IBωB), (3.6)
which are the general 6DoF vector equations of motion and can also be represented in
scalar form:
X = m(U̇ +WQ− V R) (3.7)
Y = m(V̇ + UR−WP ) (3.8)
Z = m(Ẇ + V P − UQ) (3.9)
L = Ṗ Ix − ṘIxz +QR(Iz − Iy)− PQIxz (3.10)
M = Q̇Iy + PR(Ix − Iz) + (P 2 −R2)Ixz (3.11)
N = ṘIz − Ṗ Ixz + PQ(Iy − Ix) +QRIxz (3.12)
Figure 3.4 shows how the kinetic equations and kinematic equations interlink. The dynam-
ics of a system are driven by inputs such as forces and moments. The kinetic equations of
3.7 and 3.10 relate these forces and moments to rates of change of the linear and angular
velocity respectively. The kinematic equations of 3.2 and 3.3 in turn relate the linear and
angular velocity to rates of change in attitude and position. These equations of motion




Figure 3.5: Block diagram of the aircraft’s 6DoF EOM model. Reproduced from AA833
course notes[8].
Figure 3.6: Block diagram of aircraft flight dynamics model. Reproduced from AA833
course notes[8].
3.2.6 Forces and Moments
Forces and moments which act on an aircraft can be categorised in three groups namely,
aerodynamic, gravitational and thrust.
Aerodynamic
The aerodynamic forces and moments are the most complex to model and introduce most
of the uncertainty into the aircraft model. The aerodynamic forces and moments are
proportional to the air density and the square of the velocity of the aircraft, as quantified









where ρ is the air density and V is the airspeed. The aerodynamic forces and moments
coordinated in the body axis system are expressed by the following equations:
XA = q̄SCX (3.14)
Y A = q̄SCY (3.15)
ZA = q̄SCZ (3.16)
LA = q̄SbCl (3.17)
MA = q̄ScCm (3.18)
NA = q̄SbCn (3.19)
where S is the wing area, b is the wing span, c is the mean aerodynamic chord and C()
are the non-dimensional aerodynamic force and moment coefficients. In general, the non-
dimensional force and moment coefficients are nonlinear functions of the airspeed, angle of
attack, sideslip angle, angular rates, and control surface deflections, as follows:
CX = FCX(V , α, β, P,Q,R, δA, δE , δR) (3.20)
CY = FCY (V , α, β, P,Q,R, δA, δE , δR) (3.21)
CZ = FCZ(V , α, β, P,Q,R, δA, δE , δR) (3.22)
Cl = FCl(V , α, β, P,Q,R, δA, δE , δR) (3.23)
Cm = FCm(V , α, β, P,Q,R, δA, δE , δR) (3.24)
Cn = FCn(V , α, β, P,Q,R, δA, δE , δR) (3.25)
Gravity
In the inertial axis system the gravitational force is modelled as a force which is equivalent





Using the DCM this force is transformed to the body axis system as shown below,XGY G
ZG
 =
 CΨCΘ SΨCΘ −SΘCΨSΘSΦ − SΨCΦ SΨSΘSΦ + CΨCΦ CΘSΦ




which simplifies to, XGY G
ZG
 =
 − sin Θcos Θ sin Φ
cos Θ cos Φ
mg (3.28)
The origin of the body axis system has been placed at the centre of gravity of the aircraft.









The thrust force is assumed to be directed parallel to the positive x-axis of the body axis.
XT = T (3.30)
and zero in the other directions,
Y T = ZT = 0; (3.31)
It will be assumed that the thrust force lies along the x-axis and that there is a no moment
arm and therefore no moment is generated. Moments due to thrust are therefore assumed







The total force and moment acting on the aircraft is the sum of the aerodynamic, gravita-
tional, and thrust forces and moments.
X = XA +XG +XT (3.33)
Y = Y A + Y G + Y T (3.34)
Z = ZA + ZG + ZT (3.35)
L = LA + LG + LT (3.36)
M = MA +MG +MT (3.37)
N = NA +NG +NT (3.38)
3.2.7 Control Surface Actuator Response
The response of the control surface to command is not instantaneous. The response of
the control surface actuator also known as the control surface response can be modelled





where U is the vector of control surface deflection, Ucomm is the vector of commanded
surface deflection and t is the time constant.
3.3 NASA GTM Matlab Simulink Model
As part of the NASA Aviation Safety Program’s Integrated Resilient Aircraft Control
Project a simulation model of the NASA GTM was developed using the aerodynamic
model which was determined using wind tunnel tests. This simulation model is used to
perform simulation tests of flight control algorithms before they are cleared to be applied on
the actual NASA GTM UAV. The NASA GTM simulation developed into one of the best
general transport aircraft simulations and is provided to the public by NASA for research
use. Figure 3.7 is a screenshot of the top level of the NASA GTM Simulink model.
23
Stellenbosch University https://scholar.sun.ac.za
Figure 3.7: Simulink model of the NASA GTM.
The wide-envelope aircraft dynamics model which was described in a previous section is
implemented in the Aircraft Model block. The Input Generator block is provided as a sand-
box where custom flight control algorithms are to be implemented. The Aircraft Model
block includes in depth models of the aircraft dynamics, the wide-envelope aerodynamics,
the engines, the onboard sensors, and the control surface actuators. The onboard sensor
model includes measurement noise and sensor bandwidth, and the control surface actuator
model includes slew rate limits, saturation limits, and actuator dynamics.
In the NASA GTM models exist for the following actuators; ailerons, elevators, rud-
ders, left and right engine throttles, spoilers, flaps, landing gear, nose wheel steering and
brakes. The twin engines of the NASA GTM UAV are also modelled in detail and take into
account the following, engine dynamics, engine alignment, throttle to engine RPM curve,
engine RPM to thrust curve, and the effect of atmospheric density on engine thrust. The
moment arm between the engine and the centre of gravity of the aircraft as well as the gy-
roscopic torques associated with the angular momentum of the engines are also calculated.
The NASA GTM model includes the following sensor models. Measurements of angle
of attack, sideslip angle, dynamic pressure, true airspeed, and altitude are all provided
by the air data sensors. Measurements of body angular rates, specific accelerations, atti-
tude angles, aircraft position and inertial velocity are provided by the inertial navigation
system and GPS. The aerodynamic forces and moments are modelled using non-linear
aerodynamic coefficients which are implemented as multi-dimensional lookup tables.
The first set of lookup tables describe the contributions from static forces and mo-
ments as a function of AoA and sideslip angle. The second set of lookup tables describe
the contribution of dynamic forces and moments as a function of AoA, sideslip angles, and
body angular rates. The third set of lookup tables describe the contribution of control
surface forces and moments as a function of AoA, sideslip angle, body angular rates, and
deflections of the ailerons, stabiliser, elevator and rudder.
To read the coefficients from these lookup tables for a specific set of parameter values
the following functions were developed by [21]: C[_],static) which looks up values from the
first set of lookup tables, C[_],[_]osc) and C[_],[_]ss) which lookup values of the second set
of lookup tables, and C[_],δ) which looks up values of the third set of lookup tables. By
summing the lookup values according to which body axis they contribute towards the fol-
lowing set of equations were generated by [21].
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CX =CX,static(α, β) + ∆CX,δ(α, β, δE , δA, δR)
+ ∆CX,q̂osc(α, q̂osc) + ∆CX,ω̂ss(α, β, ω̂ss)
(3.40)
CY =CY,static(α, β) + ∆CY,δ(α, β, δA, δR)
+ ∆CY,p̂osc(α, p̂osc) + ∆CY,r̂osc(α, r̂osc)
+ ∆CY,ω̂ss(α, β, ω̂ss)
(3.41)
CZ =CZ,static(α, β) + ∆CZ,δ(α, β, δE , δA, δR)
+ ∆CZ,q̂osc(α, q̂osc) + ∆CZ,ω̂ss(α, β, ω̂ss)
(3.42)
Cl =Cl,static(α, β) + ∆Cl,δ(α, β, δA, δR)
+ ∆Cl,p̂osc(α, p̂osc) + ∆Cl,r̂osc(α, r̂osc)
+ ∆Cl,ω̂ss(α, β, ω̂ss)
(3.43)
Cm =Cm,static(α, β) + ∆Cm,δ(α, β, δE , δA, δR)
+ ∆Cm,q̂osc(α, q̂osc) + ∆Cm,ω̂ss(α, β, ω̂ss)
(3.44)
Cn =Cn,static(α, β) + ∆Cn,δ(α, β, δA, δR)
+ ∆Cn,p̂osc(α, p̂osc) + ∆Cn,r̂osc(α, r̂osc)
+ ∆Cn,ω̂ss(α, β, ω̂ss)
(3.45)
The first three equations calculate the sum of the aerodynamic coefficients in the X,Y, Z
body axis directions. The last three equations calculate the sum of the aerodynamic
coefficients in the l,m, n body axis moment rotations. These six equations directly link to
the equations 3.21 to 3.26 as noted in the previous section Mathematical General Flight
Dynamics Model of a Fixed-Wing Aircraft.
3.4 Modelling Deep Stall and Spin
The NASA GTM does not present any deep stall behaviour and has a very unstable spin
state. As previously explained, deep stall is entered once the aircraft stalls and its AoA is
large enough to submerge the tail plane in the wake of the stalled main wings. In this state
the aircraft should settle at a high AoA and that any application of downwards elevator
action should not be able to generate enough downwards pitching moment to recovery from
the stall. At this high AoA the rolling and yawing moments must be small enough as to
prevent the aircraft from rolling naturally out of the deep stall.
To model spin this rolling moment and yawing moment are required to reach the high
angular rates experienced in a spin. The aircraft should also experience a high AoA during
a spin as well as a constant sideslip angle. An attempt was made with the unmodified
NASA GTM to either enter the aircraft into a deep stall or spin by negatively deflecting
the elevator.
In first Figure 3.8 the AoA (α), sideslip angle (β), and control deflections are plotted
against time. In the second Figure 3.8 the angular rates: roll (P ), pitch (Q), and yaw
(R) rates are plotted against time. The elevator is deflected to (δE = −30◦) at time
(t = 1s) and held constant for 5 seconds after which it is returned to the trim deflection.
This negative elevator deflection generates a positive pitching moment which increases the
NASA GTM’s pitch rate in the positive direction. This in turn increases the AoA of the
aircraft up to (α = 30◦) and then settles at around (α = 25◦).
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Figure 3.8: Negative elevator deflection applied to the unmodified NASA GTM.
When the elevator deflection is returned to trim condition the AoA also returns to the trim
AoA of around (α = 4.6◦). The NASA GTM therefore did not enter into a deep stall. The
angular rates of the NASA GTM increased with the elevator deflection but also returned
to close to (0◦/s) after the elevator is returned to trim deflection and therefore the NASA
GTM also did not enter into a stable spin.
3.4.1 Deep Stall
To model deep stall dynamics with the NASA GTM it was decided to modify the following
aerodynamic coefficients.
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Figure 3.9: Static pitching moment curve of the unmodified NASA GTM
The unmodified static pitching moment lookup table as shown in Figure 3.9 is responsible
for the pitching moment experience at different AoA and sideslip angles. In the unmodified
lookup table the static pitching moment decreases as the AoA increases. A negative static
pitching moment will pitch the nose of the aircraft down and thereby reduce the AoA. A
positive pitching moment will pitch the nose of the aircraft up and thereby increase the
AoA. When the static pitching moment is zero as can be seen when the AoA is around
(α = 5◦) the aircraft will neither pitch up nor down and therefore be in a stable state.
26
Stellenbosch University https://scholar.sun.ac.za
This AoA is known as the trim AoA. In Figure 3.8 the elevator deflection increased the
AoA of the aircraft. At this larger AoA the aircraft experiences a negative static pitching
moment which then decreases the AoA of the aircraft back to the trim AoA. The NASA
GTM does therefore not depict any deep stall dynamics in its unmodified state. To model
deep stall it is required that the aircraft settles at a high AoA once it passes a critical
AoA. To model this the following proposed modifications are applied. The aerodynamic
model of the NASA GTM was modified to exhibit deep stall behaviour based on the
information provided in the article "Study of Deep Stall Characteristics and Longitudinal
Special Phenomena of T-Tail Aircraft" by Wang and Shi [29].
Figure 3.10: Pitching moment curve for three different aircraft configurations [30].
Wang and Shi explain that for aircraft which do not experience deep stall the pitching
moment curve is always negative as the AoA increases. For aircraft which do experience
deep stall this is not the case. As can be seen in Figure 3.10 the pitching moment curve for
the third aircraft configuration does not remain negative as the AoA increase but increase
and becomes positive at an AoA of (α = 32◦). As the AoA is increased further a maximum
positive pitching moment is reached at an AoA of (α = 40◦) where after the pitching
moment curve decreases and becomes negative at an AoA past (α = 47◦). The third
pitching moment curve crosses the zero line at three different points.
The first point as explained previously is the normal aircraft trim point which in this
Figure is at an AoA of about (α = 7◦). By increasing the AoA slightly the pitching moment
curve becomes negative and this results in a negative pitching moment which decreases the
AoA and returns the aircraft to the trim AoA. By decreasing the AoA slightly the pitching
moment curve becomes positive which results in a positive pitching moment which increases
the AoA and returns the aircraft to the trim AoA. This is therefore a stable equilibrium
point as any deviation from it will result in an action which will restore the system to
the equilibrium point. The second point is at an AoA of (α = 32◦). Following the same
reasoning as before if the AoA is decreased from this point the pitching moment curve
becomes negative which results in a negative pitching moment. This negative pitching
moment decreases the AoA further and drives the system down to the trim AoA equilibrium
point. By increasing the AoA from the second point the pitching moment curve becomes
positive. This results in a positive pitching moment and drives the system to a higher
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AoA. If the system is kept at the second point a zero pitching moment is applied to the
system and the system remains at that AoA as it is in equilibrium. The second point is
therefore an unstable equilibrium point.The third point is an AoA of (α = 47◦). This point
is similar to the first in that it is a stable equilibrium point. Any small deviation from
this AoA results in an action which returns the aircraft to this equilibrium point. If the
aircraft is not capable of generating a large enough AoA deviation to reduce its AoA below
the second point it will return the the third equilibrium point. This is known as the deep
stall point.
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Figure 3.11: Static pitching moment curve of the modified NASA GTM
To model deep stall with the NASA GTM the static pitching moment coefficient Cm,static(α, β))
was modified with respect to AoA and sideslip angle. The static pitching moment coefficient
was modified as shown in Fig. 3.11 to have three equilibrium points at AoA of (α = [6◦,
20◦,28◦]), where the static pitching moment curve is equal to (Cm,static(α, β = 0) = 0) for
the same elevator deflection.
Figure 3.12: Static pitching moment curve of the modified NASA GTM
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These changes are made to be inline with what was observed by Wang and Shi. In Figure
3.13 the modified NASA GTM is stalled using a negative elevator deflection.


























































Figure 3.13: Negative elevator deflection applied to the modified NASA GTM.
In first Figure 3.8 the AoA (α), sideslip angle (β), and control deflections are plotted
against time. In the second Figure 3.8 the angular rates: roll (P ), pitch (Q), and yaw
(R) rates are plotted against time. The elevator is deflected to (δE = −30◦) at time
(t = 1s) and held constant for 5 seconds after which it is returned to the trim deflection.
This negative elevator deflection generates a positive pitching moment which increases the
NASA GTM’s pitch rate in the positive direction. This in turn increases the AoA of the
aircraft up to (α = 30◦) and then settles at around (α = 25◦). When the elevator deflection
is returned to trim deflection the AoA does not return to the trim AoA but settles at the
high AoA of (α = 27◦). This is inline with the modifications which were applied to the
static pitching moment coefficient. However, this modification does not fully capture deep
stall dynamics as the sideslip angle does not return to zero but settles at (β = +12◦) and
the angular rates settle at (P,Q,E > 20◦/s). To counteract this rotational dynamics the
following aerodynamic lookup tables were modified. The static yawing moment coefficient
Cn,static(α, β)) was modified with respect to AoA and sideslip angle. In Figure 3.14 the
unmodified static yawing moment curves are presented.
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Figure 3.14: Static yawing moment curve of the unmodified NASA GTM
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To reduce the destabilising yawing moment seen at higher AoA it was decided to set
the yawing moment curve for all AoA to the yawing moment curve of the trim AoA. This
change can be seen in the left hand figures of Figures 3.14 and Figures 3.15. It is assumed
that at the trim AoA (α = 5◦) the aircraft has good stabilising properties and this would
help stabilise the aircraft at high AoA (α > 10◦) as well.
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Figure 3.15: Static yawing moment curve of the modified NASA GTM
The static rolling moment coefficient Cl,static(α, β)) was modified with respect to AoA
and sideslip angle. In Figure 3.16 the unmodified static rolling moment curves are pre-
sented.






















































Figure 3.16: Static rolling moment curve of the unmodified NASA GTM
To also reduce the destabilising rolling moment at higher AoA the same approach is
used as for the yawing moment coefficient curves. The rolling moment curve for all AoA
is set to the rolling moment curve of the trim AoA.
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Figure 3.17: Static rolling moment curve of the modified NASA GTM
With these stabilising modifications in place another test was performed to observe if
the yawing and rolling moment as well as the sideslip deflection has been reduced for the
deep stall AoA.




















































Figure 3.18: Negative elevator deflection applied to deep stall modified NASA GTM model.
In Figure 3.18 it is observed that the angular rates are not completely damped. The
sideslip angle however is well damped and settles at a very low sideslip angle of (β = 1◦).
This is an improvement as compared to Figure 3.13 which saw a large sideslip deflection
of (β = 12◦) when in deep stall.
Elevator Control Authority
Once in deep stall it has been noted by [4] that the effectiveness of the elevator control
surface to generate a downwards pitching moment is greatly reduced to the point that
it is not possible to recover the aircraft with just a maximum constant positive elevator
deflection. This is due to the tail control surfaces being submerged by the wake of stall air
coming off the stalled main wings. The incremental pitching moment coefficient describes
the effectiveness of the elevator control surface in generating a pitching moment. The
modification to the NASA GTM allows it to be forced into deep stall using a negative
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elevator deflection. In Figure 3.19 the NASA GTM is forced into deep stall and a positive
elevator deflection is applied.




















































Figure 3.19: Positive elevator deflection applied while in deep stall.
This positive elevator deflection generates a downwards pitching moment and recovers
the aircraft from the deep stall. This was therefore an incomplete modelling of deep stall
and it was required to modify the incremental pitching moment coefficient. The incremental
pitching moment coefficient with respect to elevator deflection was modified as shown in
Fig. 3.20 so that the elevator loses pitching moment effectiveness at AoA (11◦ < α < 35◦)
and sideslip angles (−5◦ < β < 5◦). The modification to (∆Cm,δ(α, β, . . . , δE)) represents
the aerodynamics which cause the elevator to lose effectiveness when it is in the aircraft’s
wake at high AoA and close to zero sideslip angle. The elevator regains effectiveness when
the sideslip angle is deviated away from zero in either the positive or negative direction or
when the AoA is deviated above or below the deep stall AoA (α = 28◦).
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Figure 3.20: The unmodified and modified NASA GTM incremental pitching moment





























































Figure 3.21: The unmodified and modified NASA GTM incremental pitching moment
coefficient with respect to elevator.
(a) Unmodified
(b) Modified
Figure 3.22: 3D representation of the NASA GTM incremental pitching moment coefficient
with respect to elevator.
The modification to the incremental pitching moment coefficient can be seen for sideslip
angles around zero (−5 < β < 5) and for AoA (11◦ < α < 35◦). This area of AoA and
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sideslip angle represents the wind axes rotation for which the wake of the main wings will
wash over the elevator and rudder control surfaces. Due to the rudder also being submerged
by the stalled air coming off the main wing it was decided to reduce the effectiveness of
the rudder control surface in generating an incremental yawing moment at sideslip angles
close to zero and at deep stall AoA. In Figure 3.23 the modification to the incremental
yawing moment coefficient can be seen for sideslip angles around zero (−5 < β < 5) and
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Figure 3.23: The NASA GTM incremental yawing moment coefficient with respect to
rudder, modified to lose effectiveness in the aircraft’s wake.
A simulation was performed to show that the modified NASA GTM model can be pushed
into deep stall, and cannot be recovered by elevator actions only. The simulation results
are shown in Figure 3.24 and 3.25. The time histories of the AoA, sideslip angle, aileron,
elevator, and rudder are shown in Figure 3.24. The aircraft starts the simulation in normal
flight with an AoA of (α = 5◦) and all the control surfaces set to their trim deflections.
At (t = 1s), a nose-up elevator deflection of (δE = 30◦) is commanded, and the aircraft is
pushed into deep stall. The AoA increases from (α = 6◦) to (α = 55◦), while the sideslip
angle remains near zero (β = + − 0◦). At (t = 6s), the elevator is returned to its trim
deflection, but the aircraft remains at a high AoA. A transient is observed in the AoA due
to the flight path angle decreasing because of the loss of lift in deep stall.
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Figure 3.24: Positive elevator deflection applied while in deep stall with modified incre-
mental pitching moment coefficient.
Figure 3.25: The aircraft’s trajectory (top view and side view) for the simulated deep stall
entry and attempted recovery using elevator only.
Eventually, the AoA settles at the stable deep stall AoA of (α = 28◦). After (t = 10s), an
attempt is made to recover the aircraft from deep stall using elevator action only. A nose-
down elevator deflection of (δE = +10◦) is commanded, but due to the loss of elevator
effectiveness, the aircraft remains trapped in deep stall. Fig. 3.25 shows the aircraft’s
trajectory for the simulated deep stall entry and attempted recovery. The aircraft enters
deep stall and then continues to enter a spiral motion while still being locked in at a high
AoA of a deep stall. This concludes the modelling of deep stall using the NASA GTM. In




In a spin the aircraft rotates about a vertical axis with the inner-wing being in a stalled
state while the outer-wing still generates lift. An aircraft may enter a spin if the pilot
causes the aircraft to enter a cross-control stall while performing a skidding uncoordinated
turn. An aircraft spin has four consecutive phases: spin entry, incipient spin, developed
spin, and spin recovery. In a developed spin the aircraft’s angular rotation rate, airspeed
and vertical speed can either stabilise or oscillate around a point. The flight path of the
aircraft is vertical or near vertical downwards. To model spin is highly complex as the
states of the aircraft in a spin are dynamic yet stable. The angular rates, AoA, sideslip
angle and control surface deflections as well as aircraft airspeed are all strongly coupled
while an aircraft is in a spin. Khrabrov, Sidoryuk, and Goman present in [17] (2013) their
development of an aerodynamic model of a generic airliner configuration for a wide range of
AoA, sideslip angles and angular rates. An investigation into the spin modes of the model
revealed that by simultaneously deflecting the elevator control surface to the maximum
negative deflection (δE = −30◦) as well as deflecting the rudder control surface to either
its positive or negative deflection (δr = +/ − 30◦) resulted in the aerodynamic model of
the airliner entering into a spin condition. Free-spin tests were performed in the TsAGI
vertical wind tunnel and these experimental results are in agreement with the results from
the developed aerodynamic model.
Figure 3.26: Figure 8 from [17]: Comparison of experimental (a) and computational (b)
time histories for motion parameters in oscillatory spin and spin recovery control.
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In Figure 3.26 the time histories of different motion parameters in an oscillatory spin
are presented. This motion is excited in the airliner aerodynamic model by the negative
elevator and rudder deflection as can be seen in the fifth graph. A large positive AoA around
(α = 45◦) and an oscillatory sideslip angle with magnitude of (15◦) and mean of (0◦) is
observed in the second and fourth graph. The computational and experimental results are
very closely matched and shows that the computational model captures the dynamics of
spin accurately. Bunge and Kroo present in [3] (2018) their development of and automatic
spin recovery algorithm with focus on minimal altitude loss. An aerodynamic model which
presents spin dynamics was also developed and used to verify the performance of the
automatic spin recovery algorithm.
Figure 3.27: Phases of a typical spin by Bunge and Kroo in their paper ’Automatic Spin
Recovery with Minimal Altitude Loss’ (2018). [3]
In Figure 3.27 the AoA increases to around (α = 40◦) and roll and yaw rates increase
to close to (100◦/s). Similar elevator and rudder control actions were used to enter and
sustain the spin as shown in Figure 3.26 by KhRabrov and Goman. To determine the
spin behaviour of the NASA GTM the same control actions are applied in Figure 3.28.
With the negative elevator deflection a positive pitching moment is generated and the AoA
increases to a mean of (+38◦). The AoA oscillates around this point with an amplitude
of (12◦). The sideslip angle oscillates around (−5◦) with an amplitude of (20◦). The roll
rates increase on average to about (+200◦/s) and oscillates with a magnitude of (150◦/s).
The pitch rate initially increases but then returns to (0◦) with oscillations of (40− 50◦/s).






























































Figure 3.28: Excitation of spin behaviour using (δE = −30◦) elevator and (δr = −30◦)
rudder deflection on the unmodified NASA GTM.
These oscillations show that there is an strong form of coupling between the static
angular rate coefficients and the dynamic actuator coefficients. In [17] the coefficients
used to model spin are the; longitudinal, normal, and lateral velocity coefficients as well
as the roll, pitch and yaw rate coefficients. From Section 3.2.6 which covers the 6DoF
equations of motion it is noted that these are the full 6DoF coefficients which shows that
the dynamics of spin are both translational and rotational. In the conference proceedings
of [24] (2013) by Paranjape, Gill, Ananthkrishnan and Lowenberg preformed an analytical
assessment of the spin susceptibility of the NASA GTM. A criterion was developed to
predicted the spin susceptibility of an aircraft design and was matched with the predictions
made using bifurcation analysis and traditional departure criteria. Stable oscillatory spins
were achieved with the NASA GTM simulation by applying full negative elevator deflection
and holding the rudder and aileron deflections close to zero.
Figure 3.29: Plot showing the accessible region (blue) and the saddle node bifurcations
(red) in the AOA (α) vs. Roll rate (p) parameter space. Black ellipses are used to identify
accessible incipient spin solutions. (SNBs). (Figure 4 from [24])
Figure 3.29 shows the results of the analysis by [24]. The dynamic region which results
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in an oscillatory spin is marked by the two ellipsoids one being a right spin and the other
a left spin. The time histories of the parameters in Figure 3.28 represents the spin which
would occur at the right most ellipsoid in Figure 3.29 b. Another spin region exists between
(20◦<α < 25◦) and along the red line which marks a saddle node. This spin is achieved by
only deflecting the elevator to (δE = −30◦) and holding the rudder at (δr = +5◦) deflection
and is presented in Figure 3.30.
























































Figure 3.30: Excitation of spin behaviour using an elevator deflection of (δE = −30◦) and
a rudder deflection of (δr = +5◦) applied to the unmodified NASA GTM.
In Figures 3.30 the NASA GTM is initialised in a wings level trim flight. A negative
elevator deflection of (δE = −30◦) and a positive rudder deflection of (δr = +5◦) is applied
to the NASA GTM simulation at time (t = 15s). The AoA then increases to (α = 21◦)
and the sideslip angle increases to (β = 12◦). A large positive spike in the pitch rate is
observed as the elevator deflection is applied at time (t = 15s) and a negative spike follows
as the aircraft settles at the high AoA (α = 20◦). The pitch rate gradually increases to
(q = 45◦/s) as the control surfaces are held constant. A negative spike is observed for the
roll and yaw rate as the elevator and rudder deflections are applied and then increase to
(p = 100◦/s) and (r = 45◦/s) respectively as the control surfaces are held constant. At
time (t = 30s) the elevator and rudder control surface deflections are returned to (δE = 0◦)
and (δr = 0◦). All the aircraft parameters return to their original trim values with a large
amount of oscillation. The NASA GTM therefore does present spin dynamics as shown
by [24] and reproduced in Figures 3.28 and 3.30. A high AoA (α = 38◦) spin can be
achieved by applying full negative elevator deflection (δE = −30◦) and by applying either
full negative or full positive rudder deflection (δr = +/ − 30◦). An AoA (α = 21◦) spin
can be achieved by applying full negative elevator deflection (δE = −30◦) and by applying
either a small negative or a small positive rudder deflection (δr = +/−5◦). However, when
the elevator and rudder controls are returned to neutral then the NASA GTM recovers
from the spin naturally and without any control input. This can be seen in Figures 3.30
and 3.28 at time (t = 30s) where the AoA, sideslip angle and roll, pitch and yaw rate
return to normal flight states once the elevator and rudder control surfaces are returned
to (δE = 0◦) and (δr = 0◦). The NASA GTM therefore does not present a self sustaining
spin in its unmodified state.
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3.4.3 NASA GTM Spin Modifications
For this project it would be of interest to have an aerodynamic model that presents a self
sustaining spin. Depending on the aerodynamic model of an aircraft a sustained spin can
have a range of different stable AoA states. It is therefore proposed to modify the static
pitching moment coefficient table of the NASA GTM aerodynamic model using a similar
approach to that of the deep stall trim state.
0 20 40 60 80 100



























0 20 40 60 80































Figure 3.31: Spin modifications to the NASA GTM Static Pitching Moment Coefficient.
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The static pitching moment coefficient as seen in Figure 3.31b has three equilibrium
points, the normal wings level flight trim point at (α = 5◦), an unstable trim point at (α =
13◦) and the stable spin point at (α = 21◦) for sideslip angles between (−20◦ < β < 20◦).
In Section 3.4 it is explained as to how changing the pitching moment coefficient as show
above will result in a stable high AoA state. Furthermore the static rolling and yawing
moment coefficients are modified to increase the roll and yaw moment forces experienced
at high AoA and low sideslip angles.
(a)
(b)
Figure 3.32: Modifications to the static rolling moment coefficient (CLstatic)
Figure 3.32 shows the modifications to the rolling moment coefficient. Note for AoA of
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20 and 26 the coefficient was pulled down on the left and lifted up on the right. Instead of
generating a damping rolling moment, an amplifying rolling moment is generated at these
AoA and lower sideslip angles.
(a)
(b)
Figure 3.33: Modifications to the static yawing moment coefficient (CNstatic)
Figure 3.33 shows the modifications to the yawing moment coefficient. Similar to the
previous modification, for AoA of 15 to 65 the yawing moment coefficient was pulled down
on the left and lifted up on the right. Instead of generating a damping yawing moment,
an amplifying yawing moment is generated at these high AoA and lower sideslip angles.
With this modification applied the NASA GTM simulation was run and a (δE = −20◦)
elevator deflection is applied from (t = 3s) to (t = 5s) as shown in Figure 3.34a.
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Figure 3.34: Sustained spin entry using a (δE = −20◦) elevator deflection on the spin
modified NASA GTM.
In Figure 3.34b a large pitch rate deflection is observed due to the elevator deflection
applied at (t = 3s). The angular rates transition to larger positive values as the aircraft
settles at a high AoA of (α = 21◦) and this flight phase is known as the incipient spin. The
sideslip angle also increases and settles at around (β = 6◦) at (t = 15s). At (t = 20s) the
aircraft’s AoA, sideslip angle, and angular rates have settled and this flight phase is known
as the developed spin. Due to no control surface deflection being actively applied while the
aircraft is in the developed spin it can be said that this is a self-sustained spin. No further
modifications to the NASA GTM are necessary and this finalises the spin modifications of




This concludes Chapter 3 on the NASA GTM Aircraft model and the modifications made
to the aerodynamic model. In this chapter the NASA GTM UAV as well as the simulation
were introduced and a brief overview was given. The mathematical general flight dynamics
model for a fixed-wing aircraft was explained to give a basic understanding of how the
NASA GTM simulation works. It was attempted to enter the NASA GTM into a deep
stall but was unsuccessful. After a few modifications to the NASA GTM aerodynamic
model which are inline with the "Study of Deep Stall Characteristics and Longitudinal
Special Phenomena of T-Tail Aircraft" by Wang and Shi [29] it is possible to enter the
NASA GTM into a stable deep stall. The elevator deflections were also modified to have
reduced effectiveness while the aircraft is in deep stall. Following this a brief overview
of how spin is model is presented and it was attempted to enter the NASA GTM into
a spin. A number of different spin states were noted but these were not self-sustaining
spins. Modifications were made to the NASA GTM aerodynamic model and it was made
possible to force the NASA GTM simulation into a stall using an elevator deflection. The
spin modified NASA GTM transitioned from the incipient spin to a full developed spin
without the application of control surface deflections. The modifications applied to the
NASA GTM for both deep stall and spin modelling are satisfactory and in the following






This chapter will address the optimal deep stall recovery problem. First an overview of how
the deep stall recovery algorithm is implemented into the control structure of an aircraft is
given. Then the optimal control problem will be described and formulated and following
that a reduced-order 3 degrees of freedom (3DoF) aircraft model is developed. The A∗
trajectory planning solution will be presented and the optimal trajectory planning will be
demonstrated. Finally, the planned trajectory will be executed on the NASA GTM for
validation.
4.2 System Implementation
The diagram below proposes how the deep stall recovery system is to be integrated within



















Figure 4.1: The architecture of the deep stall recovery system.
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Once the system detects that the aircraft is in a deep stall condition, it uses a reduced-
order, three-degrees-of-freedom (3DoF) model of the aircraft’s fast rotational dynamics to
determine the sequence of elevator and rudder actions that will transition the aircraft from
its initial state in the deep stall region to a final state in the normal flight region. (The
3DoF model is sufficient for planning because the stall recovery is primarily a rotational
recovery.) The deep stall recovery task is formulated as an optimal control problem and is
solved using an A* trajectory planning algorithm. The optimal sequence of elevator and
rudder actions are then applied to the actual aircraft to perform the deep stall recovery.
4.3 Optimal Control Problem
The deep stall recovery task is formulated as an optimal control problem with the objective
of finding the optimal sequence of control actions and the resulting optimal state trajectory
to escape from the deep stall. It is assumed that the aircraft knows that it is in a state of
deep stall and will only focus on recovering the aircraft to its normal flight envelope. The
dynamic system is defined as the simplified, third-order nonlinear differential equations
describing the fast rotational dynamics of the aircraft, while the slower point mass transla-
tional dynamics are treated as quasi-static. The fast rotational dynamics model therefore
includes the wide-envelope aerodynamic models describing the aerodynamic moments, but
not the aerodynamic forces.
The physical limits on the AoA, sideslip angle, and angular rates are specified by
defining the sets of admissible states. The physical limits on the elevator and rudder
deflections are specified by defining sets of admissible inputs. The requirement to recover
the aircraft to the normal aerodynamic envelope (low AoA, low sideslip angle, and low
angular rates) is translated into a set of admissible final states. The objective to recover
the AoA as quickly as possible is translated into a cost function that is the time integral
of the sum of the squares of the AoA and the sideslip angle.
Note that the deep stall recovery is not concerned with recovering the gross attitude
(pitch angle and bank angle) of the aircraft relative to the inertial reference frame, nor is it
concerned with recovering the flight vector (flight path angle and airspeed) of the aircraft.
The purpose of deep stall recovery is rather to recover the AoA, sideslip angle and angular
rates of the aircraft to the normal aerodynamic envelope where the normal flight control
laws can be used to recover the gross attitude and point mass translation motion.
4.3.1 Problem Formulation
Given the initial state of the aircraft in the deep stall region (high AoA, low sideslip angle),
the objective is to find the optimal sequence of elevator and rudder actions that will tran-
sition the aircraft to a final state in the normal flight region (low AoA, low sideslip angle)
as quickly as possible, while obeying the aircraft’s aerodynamic and physical constraints.
4.4 3DOF Dynamic Model
This section will give a full overview of the three degrees of freedom model which will be
used to perform deep stall recovery trajectory planning. The 3DoF model’s states are AoA,
sideslip angle, roll rate, pitch rate and yaw rate.
x(t) =
[





The 3DoF model inherits all of the rotational kinematics of the 6DoF model such as attitude
parameters and angular rate coordinates. It is assumed that the deep stall recovery will be
fast enough so that the translational kinematics of the aircraft will not change significantly
throughout the recovery. For the 3DoF aircraft model the altitude (z) will be assumed to
be quasi-static throughout the recovery and therefore the air density (ρ) will be quasi-static
as it is directly dependent on the altitude. The airspeed (v̄) will only significantly change
after the aircraft recovers from the high AoA.
The aerodynamic drag of an aircraft is directly dependent on its AoA and therefore
it will be assumed that the airspeed (v̄) will be quasi-static throughout the recovery. Air
density (ρ) and airspeed(v̄) determine the dynamic pressure (q̄) as shown in Equation 3.13.
Dynamic pressure (q̄) is used to calculated the magnitude of the aerodynamic forces and
moments applied on the aircraft as shown in equations 3.14 to 3.19.
The flight path angle (λ) and the heading angle (ψ) will also only change significantly
after the AoA is recovered and full control authority is regained and therefore the flight
path angle (λ) and the heading angle (ψ) will also be assumed to be quasi-static throughout






To determine the rotational kinematics that relate the AoA α and the sideslip angle β
to the angular rates P , Q, and R the following equation derived by Pebble (2008) [25]







− cosα tanβ 1 − sinα tanβ













where YW and ZW are the lateral and normal force vectors in the wind axis and are zero







− cosα tanβ 1 − sinα tanβ





The kinetics of the 3DoF model include all the rotational dynamics of the aircraft as ex-
plained in the 6DoF model in Section 3.1.1. It does not include the translational dynamics
as since the duration of the deep stall recovery is assumed to be short enough so that the
translational dynamics can be neglected. The rotational dynamics that relates the angular















where IB is the moment of inertia matrix of the aircraft body, and LA, MA, and NA are




The 3 DoF model inherits all the moment equations from the 6 DoF model as explained









 (α, β, P,Q,R, δA, δE , δR) (4.6)
where ρ is the air density, V̄ is the airspeed, S, c̄, and b are the surface area, mean
aerodynamic chord, and span of the wings, Cl, Cm, and Cn are the aerodynamic coefficient
functions for rolling moment, pitch moment, and yawing moment and are formulated as:
Cl = FCl(V̄ , α, β, p, q, r, δA, δE , δR)
Cm = FCm(V̄ , α, β, p, q, r, δA, δE , δR)
Cn = FCn(V̄ , α, β, p, q, r, δA, δE , δR)
where δA, δE , and δE are the aileron, elevator and rudder deflections.
Figure 4.2: Block diagram overview of 3DoF EOM. Engelbrecht (2016) [9]
Figure 4.3: Block diagram overview of 3DoF aircraft model. Engelbrecht (2016) [9]
4.4.1 System State
The state vector x is defined as
x(t) =
[
α β P Q R
]T (4.7)
where α and β are the AoA and sideslip angle, P , Q and R are the roll rate, pitch rate









where δA, δE , and δE are the aileron, elevator and rudder deflections.
4.4.3 State Constraints
The state constraints are guided by the range of admissible states over which the aerody-
namic model of the NASA GTM is valid.
α(t) ∈ [−5◦,+60◦]
β(t) ∈ [−45◦,+45◦]
P (t) ∈ [−200◦/s,+200◦/s]
Q(t) ∈ [−80◦/s,+80◦/s]
R(t) ∈ [−90◦/s,+90◦/s]
To ensure that the planned trajectory does not cause any of the state variables to exceed
the valid range of the NASA GTM while the actual trajectory is being performed it was
decided to define the state constraints using the following reduced ranges:
α(t) ∈ [−5◦,+50◦]
β(t) ∈ [−30◦,+30◦]









4.4.5 Goal Region / Terminal State Constraints
The requirement to recover the aircraft to the normal aerodynamic envelope (low angular
rates, low AoA, and low sideslip angle) is translated into a goal region, or a set of admissible
final states
α(tf ) ∈ [0◦,+10◦]
β(tf ) ∈ [−10◦,+10◦]
P (tf ) ∈ [−50◦/s,+50◦/s]
Q(tf ) ∈ [−40◦/s,+0◦/s]
R(tf ) ∈ [−50◦/s,+50◦/s]
These values are chosen according for which states the aircraft is capable of returning




To compare different recovery trajectories to each other a cost function is required. The
following costs are taken into consideration: The objective to return the AoA to the goal
region in the shortest time possible is translated into the cost of absolute AoA multiplied
by the time spent at that AoA. Therefore by reducing the AoA as fast as possible will
translate into the lowest cost trajectory.
This could result in very high pitch rates in order to rapidly reduce the AoA. Therefore
to prevent this the cost of the absolute pitch rate multiplied by the time spent at that





[abs (α(t)− αtrim)× t+Q× abs (q(t)− qtrim)× t]dt (4.9)
where t0 is the initial time of the recovery, tf is the final time of the recovery, αtrim is the
trim AoA to which the aircraft must be recovered, and qtrim is the trim pitch rate to which
the aircraft must be recovered.
4.5 The A* Solution
The optimal control problem is solved using the general A* algorithm, shown in algorithm
1, described by [18]. The A* algorithm was chosen because the five-dimensional state space
of the 3DoF rotational dynamics model is too large for the optimal control problem to be
solved using dynamic programming. The A* algorithm starts at the initial state (xI) and
then generates all possible next states (x′) by applying all possible input actions (u).
Each new state is tested to ensure that it is within the specified state constraints and
that the state has not been visited before. A new state that was generated is selected and
is then visited, and their next states are generated by applying all possible input actions
again. Visited states are added to the closed list Qclosed and are referred to when checking
if a specific state has been visited. The process is then iterated to grow a search tree until
a goal state is found that is within the goal region.
Once a goal state is found, the algorithm follows the trail of previous states to determine
the path from the initial state to the goal state. To find the optimal path, the A* algorithm
sorts the new states that are generated in a priority queue Qopen from the lowest path cost
to the highest path cost.
The total path cost of a given state is calculated by adding the cost to come (the cost
to reach the given state from the initial state) and the cost to go (the cost to reach the
goal state from the given state). The cost to go is estimated using a heuristic function.
By visiting the lowest cost states first, the A* algorithm ensures that the first path that is
found, will also be the optimal path according to a cost function.
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Algorithm 1 Generic A* Algorithm
1: Qopen.insert(xI)
2: while Qopen not empty and size(Qclosed) < Nmax do
3: x← Qopen.getFirst()
4: if x == xG then
5: return SUCCESS
6: else
7: for all u ∈ U do
8: x′ ← f(x, u)





A search tree is created to determine the optimal trajectory for the deep stall recovery.
Each node in the tree contains the state, the action, the cost, and the time index of a
possible point along the recovery trajectory. The algorithm starts with an initial node
which represents the aircraft in a deep stall state as shown in Figure 4.4. The following
diagrams will only show the AoA against the sideslip angle states of each node and its
important to note that the other states such as the angular rates are also taken into
consideration in the planning of the trajectory.




















Figure 4.4: Initialisation of A∗ trajectory planner.
Starting from the aircraft’s initial state in the deep stall region, (α = 28◦) and (β = 0.5◦),
the search tree is grown to try and reach the goal region.
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Generated child nodes 
from initial node
Figure 4.5: Generation of child nodes by A∗ trajectory planner.
The initial node is selected to be visited and all combinations of available elevator and
rudder actions in the action space are applied to that nodes state. The 3DoF dynamics
model of the aircraft is used to calculated the new states which result from applying the
control actions. These new states become the child nodes of the selected node. The cost-
to-come and cost-to-go for each node is calculated and a priority queue is used determine
the order in which the unvisited nodes are selected. The nodes in the priority queue are
ordered from lowest to highest cost, so that the nodes with the lowest cost are selected
first.



















Select next node to visit
Figure 4.6: Selection of next node to visit by A∗ trajectory planner.
When a new child node is created, its state is checked to make sure that it is admissible
before it is added to the priority queue. This is done according to the admissible state
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ranges as specified by the state constraints in Section 4.4.3.



















Check if child node 
has a valid state.
Figure 4.7: Elimination of invalid child nodes by A∗ trajectory planner.
The A∗ algorithm continues to explore the state space of the 3DoF dynamics model while
repeating the steps of selecting the lowest cost node from the priority queue, applying the
control actions to generate the new child nodes, removing invalid child nodes, calculating
the cost of the valid child nodes and adding them to the priority queue.



















Figure 4.8: A∗ trajectory planner search tree after a few iterations.
The A* algorithm terminates when a node is selected that has a state which is within the
goal region, or when the open queue is empty, or when the algorithm exceeds a predefined
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maximum number of iterations.



















Test if selected node 
is in the goal region.
Figure 4.9: Testing if selected node is in the goal region by A∗ trajectory planner.
This is a basic representation of how the A∗ trajectory planner works to solve the deep
stall recovery problem.
4.5.2 State Transition Equation
The following discrete-time, reduced-order, three-degrees-of-freedom model of the aircraft’s
fast rotational dynamics is used as the state transition equation to generate the child nodes
from a given parent node,
α(k + 1) = α(k) + α̇(k)∆T
β(k + 1) = β(k) + β̇(k)∆T
P (k + 1) = P (k) + Ṗ (k)∆T (4.10)
Q(k + 1) = Q(k) + Q̇(k)∆T
R(k + 1) = R(k) + Ṙ(k)∆T
where k is the time index of the parent node, k + 1 is the time index of the child node,
∆T is the sampling period of the discrete time step. The time derivatives α̇, β̇, Ṗ , Q̇, and
Ṙ for a given set of inputs δA, δE , and δR are calculated using equations 4.4, 4.5, and 4.6.
4.5.3 Action Space
The following discrete action space, consisting of a finite set of available elevator and rudder
actions, is used to generate the child nodes from a given parent node
δA(k) ∈ {0◦}
δE(k) ∈ {−30◦,−20◦,−10◦, 0◦,+8◦,+15◦,+20◦}
δR(k) ∈ {−30◦,−15◦, 0◦,+15◦,+30◦}
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It is assumed that the ailerons will not be used for the deep stall recovery. This results
in 35 different combinations of control input actions.
4.5.4 Cost To Come
The cost to come for each node is calculated incrementally as nodes are created and added
to the search tree. The cost to come is the discrete-time integral of the absolute change in
AoA and the change in time. The cost to come of a child node is calculated as the sum of
the cost to come of the parent node and the incremental cost to transition from the parent
node to the child node.
G(k + 1) = G(k) + ∆G (4.11)
with
∆G = abs((α(k + 1)− α(k)) + ∆T (4.12)
where G(k) is the cost to come of the parent node, G(k + 1) is the cost to come of the
child node, and ∆G is the incremental state transition cost.
4.5.5 Cost To Go Heuristic
The cost to go for each node is calculated using a heuristic function that estimates the
cost of the best possible path from the child node to a goal node. The best possible path
would be if the aircraft reached the goal node as fast as possible while still obeying the
structural constraints of the aircraft.
H(k + 1) = abs(α(k + 1)− αtrim) +
abs(α(k + 1)− αtrim)
QMax
×∆T (4.13)
The cost to go is estimated to be the sum of the difference between the AoA at the child
node and the AoA at trim, and the expected time required to reach the trim AoA from
the the child node AoA.
4.5.6 Total Path Cost
The total path cost for each node is the sum of its cost to come and its cost to go.
J(k) = G(k) +H(k) (4.14)
where J is the total path cost, G is the cost to come, and H is the cost to go for a given
node in the deep stall recovery trajectory.
Choice of Sampling Period ∆T
The choice of time step was determined by taking into the consideration the slew rate of
the control surfaces as well as the degree of discretisation used to divide up the control
action space. The planned recovery sequence should be realistic and the control surface
should be able to perform the sequence of actions. The control surfaces of the NASA GTM
have a maximum rate of 300◦ per second. For the elevator control surface to move from
the position of 20◦ to a position of −30◦ it requires therefore 0.1667s which if rounded
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up to 0.2s meets the specified 5 Hz bandwidth which is applied to all the control surface
within the NASA GTM simulation. It can therefore be concluded that the lower bound of
the time step duration is 0.2s.
For every time step the A* algorithm will generate 35 different control input combi-
nations as specified by the control action space. If the deep stall recovery is to be 1.2s in
duration then the recovery sequence will be 6 time steps in length if a time step size of
0.2s is used. At each time step 35 different action combinations are tested and will result
at the 6th time step with the generation of 356 = 1838265625 different recovery sequences.
By increasing the time step size to 0.4s will reduce the number of time steps within the
recovery to 3 and thereby the number of different possible recovery sequences is reduced
to 353 = 42875. It is therefore decided to use a time step size of 0.4s.
4.6 Optimal Trajectory Planning
The A* solution is used to find the sequence of control actions and the associated state
trajectory to recover the aircraft from deep stall region. The planned sequence of control
inputs and their expected deep stall recovery trajectory are shown in Figure 4.10. Note
that the planned state trajectory and input sequence are generated using the simplified
3DoF aircraft model and the actual state trajectory executed by the real aircraft when the
planned actions are applied may differ from the planned trajectory due to approximation
errors.











































Figure 4.10: Planned deep stall recovery actions and trajectory.
The initial deep stall state that was given to the optimal trajectory planner was ob-
tained from the deep stall entry performed with the full 6DoF GTM model in Section 3.4.
The state at time t = 10s in Figure 3.24, when the aircraft had already settled at the deep
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stall AoA, was assumed to be the initial deep stall state from which the aircraft must be
recovered. The time histories in Figure 4.10 show that the initial state of the aircraft at
t = 10s was an AoA of α = 28◦ and a sideslip angle of β = 0◦. The planned sequence of
recovery actions starts by simultaneously applying a rudder deflection, δR = 30◦, and a
nose-down elevator deflection, δE = 20◦. The rudder deflection causes the sideslip angle β
to increase from 0◦to 6◦, effectively swinging the horizontal tailplane out of the aircraft’s
wake to regain elevator effectiveness. When the sideslip angle β exceeds about 5◦, the
AoA α starts recovering due to the nose-down pitching moment produced by the eleva-
tors. While the AoA recovers, the rudder deflection is reduced to δR = 15◦ and then to
δR = 0
◦. When the AoA has been recovered to about α = 15◦, a nose-up elevator deflec-
tion δE = −10◦ is commanded to slow down the pitch rate. When the AoA drops below
about α = 5◦, a nose-down elevator deflection δE = 6◦ is briefly commanded, and then the
elevators are returned to trim. At this point, the aircraft has been recovered from the deep
stall region, and the AoA returns to the trim AoA of α = 5◦ and the sideslip angle returns
to zero degrees. This result is very pleasing, since it shows that the state trajectory and
control inputs planned by the optimal trajectory planner agree with a typical prescribed
deep stall recovery procedure that would be used by a human pilot.
4.7 Deep Stall Recovery Verification














































Elevator deflection to enter deep stall
Deep stall recovery
Figure 4.11: Deep stall recovery on the NASA GTM
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The deep stall recovery actions that were planned using the simplified 3DoF model in
the previous section will now be applied to the full 6DoF NASA GTM simulation model
to verify that the automatic deep stall recovery system can successfully recover the “real”
aircraft from deep stall. The simulation results are shown in Figure 4.11 and 4.12. The time
histories of the AoA, sideslip angle, aileron, elevator, and rudder are shown in Figure 4.11.
The first part of the simulation from time t = 0 to 10s follows exactly the same sequence
as was performed in Figure 3.24 to push the aircraft into deep stall. However, this time the
automatic deep stall recovery system is activated at t = 10s. The recovery system captures
the aircraft state at that moment, plans the optimal sequence of recovery actions, and then
executes the planned recovery actions on the aircraft. The simulation results from time
t = 0 to 15s show that the full NASA GTM model is successfully recovered from deep stall
to the normal aerodynamic envelope following a similar state trajectory to the planned
state trajectory that was expected using the simplified 3DoF model. This validates the
assumption that the simplified 3DoF model can be used to plan the deep stall recovery
actions for the full aircraft. After the recovery sequence, the aircraft settles to an AoA
α = 6◦ and a sideslip angle β = 0◦ inside the normal aerodynamic envelope.
(a)
(b)
Figure 4.12: Deep stall entry and recovery trajectory (top view and side view).
The aircraft’s trajectory during the deep stall entry and successful automatic recovery
is shown in Figure 4.12. The trajectory shows that after the deep stall recovery, the aircraft
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still has a nose-down pitch angle and a steeply descending flight path angle. As mentioned
before, the deep stall recovery is only concerned with recovering the aerodynamic envelope,
so that the conventional flight control laws and envelope protection functions are available
again to perform the next stage of the recovery sequence. Once the aircraft has been
recovered from deep stall, a different upset recovery function can be engaged to perform
the attitude, flight path angle and airspeed recovery.
4.8 Conclusion
This chapter addressed the optimal deep stall recovery problem. The optimal control
problem was described and formulated and the A∗ solution was presented and implemented.
The optimal trajectory planning was demonstrated and explained and it was explained how
the solution is to be implemented in an actual aircraft. Finally, the deep stall recovery
actions that were planned using the simplified 3DoF model were applied to the full 6DoF
NASA GTM simulation model to verify that the automatic deep stall recovery system can






In this chapter a very similar approach to the previous chapter is followed in solving the
optimal spin recovery problem. The formulation of the spin recovery trajectory planning
algorithm is almost the same as that of the deep stall trajectory planning algorithm and
therefore this chapter will focus on explaining the differences. The optimal control problem
will be formulated for spin recovery.
The A∗ solution as used in the previous chapter as well as and a Rapidly-exploring
Random Tree (RRT) trajectory planning solution will be presented. The optimal trajectory
planning system will be demonstrated and finally, the planned trajectory for the spin
recovery will be simulated on the NASA GTM simulation and then discussed.
5.2 System Integration
The Figure 5.1 shows how the spin recovery system is integrated with the aircraft (NASA
GTM). Once the flight control system detects that the aircraft is in a spin condition, it uses
a six-degrees-of-freedom (6DoF) model of the aircraft dynamics to determine the sequence
of elevator and rudder actions that will transition the aircraft from its initial state in the
spin region to a final state in the normal flight region.
The spin recovery task is formulated as an optimal control problem and is solved using
an A* trajectory planning algorithm or the RRT trajectory planning algorithm. The
optimal sequence of elevator and rudder actions as well as the recovery trajectory are
passed to the trajectory regulator. The trajectory regulator applies the recovery sequence
to the aircraft, the NASA GTM, to perform the spin recovery and ensures that the aircraft’s
states track the calculated recovery trajectory.
Once the system detects that the aircraft has re-entered the normal flight envelope it
switches back to using the normal flight control of the aircraft and starts attitude, altitude,























Figure 5.1: The architecture of the spin recovery system.
5.3 Optimal Control Problem
The spin recovery task is formulated as an optimal control problem with the objective of
finding the optimal sequence of control actions and the resulting optimal state trajectory
to escape from the spin and recover the normal flight envelope. The dynamic system
cannot be defined as the simplified, third-order nonlinear differential equations describing
just the fast rotational dynamics of the aircraft. This is because the slower point mass
translational dynamics cannot be treated as quasi-static. The dynamic system for spin
recovery requires the full sixth-order nonlinear differential equations as described in the
Aircraft Models chapter under Section 3.2.
The physical limits on the AoA, sideslip angle, and angular rates are specified by
defining the sets of admissible states. The physical limits on the elevator and rudder
deflections are specified by defining sets of admissible inputs. The requirement to recover
the aircraft to the normal aerodynamic envelope (low AoA, low sideslip angle, and low
angular rates) is translated into a set of admissible final states. The objective to recover
the AoA as quickly as possible is translated into a cost function that is the time integral
of the sum of the change in AoA and the duration of the recovery.
Note that the spin recovery is also not concerned with recovering the gross attitude
(pitch angle and bank angle) of the aircraft relative to the inertial reference frame, nor
is it concerned with recovering the flight vector (flight path angle and airspeed) of the
aircraft. The purpose of spin recovery is rather to recover mainly the angular rates, the
AoA and the sideslip angle of the aircraft to the normal aerodynamic envelope from where
the normal flight control laws can be used to recover the gross attitude and point mass
translation motion.
5.3.1 Problem Formulation
Given the initial state of the aircraft in the spin region (high AoA and angular rates, low
sideslip angle), the objective is to find the optimal sequence of elevator and rudder actions
61
Stellenbosch University https://scholar.sun.ac.za
that will transition the aircraft to a final state in the normal flight region (low AoA, low
angular rates and low sideslip angle) as quickly as possible, while obeying the aircraft’s
aerodynamic and physical constraints.
5.3.2 Dynamic System
The dynamic system is represented by the six-degrees-of-freedom nonlinear differential
equations that describe the full dynamics of the aircraft. The north and east components
of the inertial position vector do not couple back into the 6DoF model equations and
therefore can be neglected. The down component of the inertial position vector is used
in the calculation of the air density but due to the assumption as made in the previous
deep stall recovery chapter it too can be assumed to be quasi-static and therefore the air
density can also be assumed to be quasi-static. With this assumption in place it can be
assumed that the inertial velocity vector can also be neglected. In the 6DoF model the
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The general six degree of freedom vector equations of motion relate the forces and mo-
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− PQ(Iyy − Ixx)
Izz
(5.6)
The different forces and moments are summed together in their respective directions to
yield the following equations,
X = XA +XG +XT (5.7)
Y = Y A + Y G + Y T (5.8)
Z = ZA + ZG + ZT (5.9)
L = LA + LCG (5.10)
M = MA +MCG (5.11)
N = NA +NCG (5.12)
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Aerodynamic forces (X,Y ,Z) and moments (L,M ,N) are described within the body axis
system and yield the following equations:
XA = qSCX





where S is the wing area, b is the wing span, c is the mean aerodynamic chord and C() are
the non-dimensional aerodynamic force and moment coefficients.
CX = FCX(V , α, β, p, q, r, δA, δE , δR)
CY = FCY (V , α, β, p, q, r, δA, δE , δR)
CZ = FCZ(V , α, β, p, q, r, δA, δE , δR)
Cl = FCl(V , α, β, p, q, r, δA, δE , δR)
Cm = FCm(V , α, β, p, q, r, δA, δE , δR)
Cn = FCn(V , α, β, p, q, r, δA, δE , δR)
where the function looks-up the value of the coefficient from the extensive aerodynamic
model of the NASA GTM at given specific parameter states. The lookup table requires
the AoA and sideslip angle and these are calculated as follows,
V =
√











The force of gravity is described as follows,XGY G
ZG
 =
 − sin Θcos Θ sin Φ
cos Θ cos Φ
mg
Due to the choice of using the centre of gravity of the aircraft as the origin of the body
axis system there will be no moment caused by gravity acting on the aircraft. The aircraft
will be kept at constant trim thrust throughout the recovery,
T = Ttrim
and is directed in the negative direction of the x-axis of the body axes system.
XT = T





The state vector x is defined as
x(t) =
[
U V W P Q R Φ Θ h
]T (5.13)
where U, V and W are the velocity vectors relative to the body axis reference frame, P , Q
and R are the roll rate, pitch rate and yaw rate also coordinated in the body axis system,
Φ and Θ are the roll angle and pitch angle relative to the inertial reference frame, and h
is the altitude of the aircraft relative to the inertial reference frame.
5.3.4 Control Input





where δA, δE , and δE are the aileron, elevator and rudder deflections.
5.3.5 State Constraints
The state constraints are defined in the previous chapter and restated. These state con-
straints represent the range of admissible states over which the aerodynamic model of the
NASA GTM simulation is valid.
α(t) ∈ [−5◦,+60◦]
β(t) ∈ [−45◦,+45◦]
P (t) ∈ [−200◦/s,+200◦/s]
Q(t) ∈ [−80◦/s,+80◦/s]
R(t) ∈ [−90◦/s,+90◦/s]
The search algorithm was restricted to use the following state constraints:
α(t) ∈ [−5◦,+60◦]
β(t) ∈ [−30◦,+30◦]
P (t) ∈ [−200◦/s,+200◦/s]
Q(t) ∈ [−80◦/s,+80◦/s]
R(t) ∈ [−90◦/s,+90◦/s]
This is to ensure that no trajectory is generated which approaches the actual model con-
straints too closely. It was decided to not restrict the state constraints by much as spin
is a very dynamic maneuver which will result in aircraft parameters coming close to the
state constraints but which are still valid.
5.3.6 Input Constraints
The control input constraints are defined by the range of admissible aileron, elevator, and






5.3.7 Goal Region / Terminal State Constraints
The requirement to recover the aircraft to the normal aerodynamic envelope (low angular
rates, low AoA, and low sideslip angle) is translated into a goal region, or a set of admissible
final states.
α(tf ) ∈ [−5◦,+15◦]
β(tf ) ∈ [−15◦,+15◦]
P (tf ) ∈ [−80◦/s,+80◦/s]
Q(tf ) ∈ [−50◦/s,+50◦/s]
R(tf ) ∈ [−60◦/s,+60◦/s]
The goal region for spin is larger than that of deep stall due to the high angular rates
that occur during a spin. Over constraining the goal region could result in overly complex
recovery sequences and under constraining the goal region could lead to infeasible recovery
solutions. Examples of this will be given in the verification section.
5.3.8 Cost Function
Similar to the deep stall recovery,the objective is to return the AoA to the normal aerody-
namic envelope as soon as possible in order to reattach the airflow across the main wings
by returning the AoA to the trim AoA. Thereby normal control authority is regained and
allows for well developed control laws to be applied to recover from over or under speed
as well as attitude, heading, flight path angle and altitude recovery. Due to the high an-
gular rates present in spin it is important to include them into the cost function as well,
else a trajectory could be selected which results in angular rates which exceed the state









∆x(t) = abs (xA∗(t)− xtrim)× t) (5.16)
xA∗(t) =
[




αtrim βtrim ptrim qtrim rtrim
]T (5.18)









where t0 is the initial time, tf is the final time, and αtrim is the trim AoA to which the
aircraft must be recovered.
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5.4 The A* Solution
It is attempted to solve the spin recovery problem using the general A* algorithm, shown
in Algorithm 1 in the previous chapter, described by [18].The nine-dimensional state space
of the 6DoF dynamics model is too large for the optimal control problem to be solved using
dynamic programming. The A* solution is well suited for problems with high-dimensional
state spaces. An overview of how the algorithm works is given in the previous chapter
under Section 4.5.
Algorithm Execution
The A* solution for spin recovery makes use of a 6DoF aircraft model and an explanation
of how the algorithm is executed is given in the previous chapter under Section 4.5.1.
State Transition Equation
The following discrete-time, six-degrees-of-freedom (6DoF) model of the aircraft is used as
the state transition equation to generate the child nodes from a given parent node,
U(k + 1) = U(k) + U̇(k)∆T
V (k + 1) = V (k) + V̇ (k)∆T
W (k + 1) = W (k) + Ẇ (k)∆T
P (k + 1) = P (k) + Ṗ (k)∆T (5.22)
Q(k + 1) = Q(k) + Q̇(k)∆T
R(k + 1) = R(k) + Ṙ(k)∆T
Φ(k + 1) = Φ(k) + Φ̇(k)∆T
Θ(k + 1) = Θ(k) + Θ̇(k)∆T
H(k + 1) = H(k) + Ḣ(k)∆T
where k is the time index of the parent node, k + 1 is the time index of the child node,
∆T is the sampling period of the discrete time step. The time derivatives U̇ , V̇ , Ẇ , Ṗ ,
Q̇, Ṙ, Φ̇, Θ̇, and Ḣ for a given set of inputs δA, δE , and δR are calculated using equations

















U2 + V 2 +W 2 (5.25)
Action Space
The following discrete action space, consisting of a finite set of available elevator and rudder
actions, is used to generate the child nodes from a given parent node. Note that here the
sample set is expanded when compared to the deep stall recovery solution action space.
This is due to the spin recovery requiring finer control of roll and yaw rates which required




δE(k) ∈ {−30◦,−20◦,−10◦,−5◦, 0◦,+5◦,+10◦,+20◦}
δR(k) ∈ {−30◦,−20◦,−10◦,−5◦, 0◦,+5◦,+10◦,+20◦,+30◦}
To improve performance of the algorithm the method of input limiting was applied. This
refers to limiting the available actions dependent on the previous action. For example if
the previous elevator command was 0 degrees for the next time step the possible elevator
commands can only include positions which are close to 5◦such as -10◦, 0◦, or 10◦.
This reduces the input space which the search algorithm must explore and therefore
improves the algorithms performance. This example has an input spread of one. For spin
an input spread of two was applied which allows for elevator commands to be -10◦, -5◦, 0◦,
5◦, 10◦if the current elevator command is 0◦.
Choice of Sampling Period ∆T
As explained in the previous chapter the choice of time step was determined by taking into
the consideration the slew rate of the control surfaces as well as the degree of discretisation
used to divide up the control action space. For every time step the A* algorithm for
the spin recovery solution could generate up to 72 different control input combinations as
specified by the control action space and input limiting.
If the spin recovery is to be 0.6s in duration then the recovery sequence will be three
time steps in length if a time step size of 0.2s is used. At each time step 72 different action
combinations could be tested and will result at the 3rd time step with the generation of
373248 different recovery sequences. By increasing the time step size to 0.3s the number
of different possible recovery sequences is reduced to 5184.
Cost To Come
Similar to the previous chapter the cost to come for each node is calculated incrementally
as nodes are created and added to the search tree. The cost to come for spin is similar to
that defined in Section 4.5.4.













u(k) + u(k − 1)
2
×∆T (5.28)
where G(k) is the cost to come of the parent node, G(k + 1) is the cost to come of the
child node, and ∆G is the incremental state transition cost and is adapted from Equation




αCost 0 0 0 0
0 βCost 0 0 0
0 0 PCost 0 0
0 0 0 QCost 0










where []Cost is the cost weighting applied for that specific state.
Cost To Go Heuristic
Similar to the deep stall recovery solution chapter the cost to go for each node is calculated
using a heuristic function that estimates the cost of the cheapest path from the child node
to a goal node. The equation is similar to that of deep stall in Section 4.5.5,














where xgoal is the goal state which is the centre of the goal region as defined in Section
5.3.7. utrim is the trim settings for the control surfaces.
Total Path Cost
The total path cost for each node is the sum of its cost to come and its cost to go. This
equation is defined in Section 4.5.6 and restated here,
J(k) = G(k) +H(k)
5.4.1 Optimal Trajectory Planning
The A∗ trajectory planner was used to find the sequence of control actions and the asso-
ciated state trajectory to recover the aircraft from a given initial state in the spin region.
In Figure 5.2 the search tree diagram is shown which shows the different paths explored
by the A∗ algorithm.
Figure 5.2: A∗ trajectory planning to solve spin recovery sequence.
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The planned sequence of control inputs and their expected spin recovery trajectory are
shown in Fig. 5.3.























Figure 5.3: Planned spin recovery control actions and α, β trajectory using A*































Figure 5.4: Planned spin recovery P,Q,R trajectory using A*
The initial spin state that was given to the optimal trajectory planner was obtained from
the spin simulation performed with the full 6DoF GTM model in Section 3.2. The state
at time t = 20s in Figure 3.34, when the aircraft had already settled at the spin AoA and
angular rates, was assumed to be the initial spin state from which the aircraft must be
recovered.
The time histories in Fig. 5.3 show that the initial state of the aircraft at t = 15s is an
AoA of α = 38 degrees, a sideslip angle of β = 8 degrees, roll rate of P = 120 degrees per
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second, pitch rate of Q = 0 degrees per second, and a yaw rate of R = −100 degrees per
second.
The planned sequence of recovery actions starts by simultaneously applying a rudder
deflection δR = −30 degrees and a nose-down elevator deflection δE = 20 degrees. The
rudder deflection causes the sideslip angle β to decrease from β = 8 to β = 0 degrees
and the yaw rate to decrease from R = −100 to R = 0 degrees per second. The elevator
deflection produces a negative pitching moment which increases from Q = 0 to Q = −50
degrees per second.
While the AoA, sideslip and angular rates recovers, the rudder deflection is reduced to
δR = 15 degrees and then to δR = 0 degrees. When the AOA has been recovered to about
α = 20 degrees, the elevator deflection is set to δE = 10 degrees to slow down the pitch
rate to Q = −20 degrees per second. When the AoA drops below about α = 10 degrees,
the elevator deflection is returned to trim.
The aircraft has been recovered from the spin region, and the AoA returns to the trim
AoA of α = 5 degrees and the sideslip angle returns to zero degrees. This result is very
pleasing, since it shows that the state trajectory and control inputs planned by the optimal
trajectory planner agree with a typical prescribed spin recovery procedure that would be
used by a human pilot as described in Section 2.1. This completes the section of the A*
solution.
5.5 RRT Solution
The optimal control problem is also shown to be solved using the general RRT algorithm,
shown in algorithm 2, described by [18]. The RRT algorithm is capable of exploring high-
dimensional state spaces and are therefore ideal for working with the nine-dimensional
state space of the 6DoF aircraft model.
Algorithm 2 Generic RRT Algorithm
1: Lopen.insert(xI)
2: while Lopen not empty and size(Lclosed) < Nmax do
3: xrand ← getRandom()
4: xnearest ← Lopen.getNearest(xrand)
5: for all u ∈ U do
6: x′ ← f(xnearest, u)
7: if x′ valid then
8: Lopen.insert(x′)




The RRT algorithm starts at the initial state xI also known as the starting node. The
algorithm then selects at random a point with in the state space and searches for the
nearest node which which is known to it within the state space. In the beginning this is
the starting node. From this node it then generates all possible next states x′ by applying
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all possible actions u. These new states are saved as nodes along with a link to its parent
node and the input action which generated its state. The algorithm then selects a new
random point and iterates the previously explained actions.
This generates a tree of connected nodes which grows until a goal state is found. Once
a goal state is found, the algorithm follows the trail of previous states to determine the
path from the initial state to the goal state. This algorithm does not guarantee to find the
optimal trajectory but does come close to optimal.
5.5.1 Algorithm Execution




















Figure 5.5: Initial setup for RRT spin recovery algorithm.
The RRT algorithm is initialised by populating the initial node states with the aircraft
states while it is in a spin. The aircraft has a high AoA (α = 22.5◦) and a moderate
sideslip angle of (β = −5◦) in a developed spin and this is plotted in Figure 5.5 as the
initial spin node.



















Selected node to visit
Randomly selected state
Figure 5.6: Random state generated and nearest node selected.
A random state is generated and the node which has the closest matching states according
to the AoA and sideslip angle is then selected as the next node which the algorithm will
visit. The selected node is linked to the randomly generated state by a light blue line.
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Check if child nodes 
are valid
Figure 5.7: Child nodes calculated and state constraints checked.
This selected node is visited and new child nodes are generated by applying different
combinations of control input actions to the selected node state and propagating the aircraft
states for one time step (Ts = 0.3s) using the 6DoF model and thereby determine the new
child node states.
Child node states which fall outside the specified state constraints are discarded and
only the valid nodes are kept. Valid nodes that have not yet been visited are marked in
green. Invalid nodes are marked in red. Valid child nodes are also check if they fall within
the specified goal region. So far none of them do so and therefore the algorithm continues.



















Generate random state 
and select nearest node.
Figure 5.8: Next random state generated and valid unvisted state selected.























Generate new child nodes
and check if they are valid.



















Generate new child nodes
 and check if they are valid.
Figure 5.9: Number of iterations of the RRT spin recovery algorithm.
The newly selected node is visited and new child nodes are generated. Visited nodes are
marked as black and are linked to their parent nodes by a dark blue line. The child nodes
are checked if they are valid and if they fall within the goal region. This process continues
until a child node is found to be within the specified goal region.



















Check if generated child node
 is in the goal region.
Figure 5.10: Goal region reached and spin recovery sequence noted.
The RRT algorithm terminates if a child node is found within the goal region, the algorithm
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reaches the set maximum number of iterations, or if there are no valid unvisited child nodes
are available. If a child node is found within the goal region the sequence to reach the child
node is recorded as the spin recovery sequence. This sequence of nodes is marked using
the colour magenta.
State Transition Equation
The following discrete-time, six-degrees-of-freedom model of the aircraft is used as the
state transition equation to generate the child nodes from a given parent node
U(k + 1) = U(k) + U̇(k)∆T
V (k + 1) = V (k) + V̇ (k)∆T
W (k + 1) = W (k) + Ẇ (k)∆T
P (k + 1) = P (k) + Ṗ (k)∆T (5.34)
Q(k + 1) = Q(k) + Q̇(k)∆T
R(k + 1) = R(k) + Ṙ(k)∆T
Φ(k + 1) = Φ(k) + Φ̇(k)∆T
Θ(k + 1) = Θ(k) + Θ̇(k)∆T
H(k + 1) = H(k) + Ḣ(k)∆T
where k is the time index of the parent node, k+ 1 is the time index of the child node, ∆T
is the sampling period of the discrete time step. The time derivatives U̇ , V̇ , Ẇ , Ṗ , Q̇, Ṙ,
Φ̇, Θ̇, and Ḣ for a given set of inputs δA, δE , and δR are calculated using equations 3.2,
3.3, 3.7, and 3.10.
Action Space
The following discrete action space, consisting of a finite set of available elevator and rudder
actions, is used to generate the child nodes from a given parent node.
δA(k) ∈ {0}
δE(k) ∈ {−30,−20,−10, 0,+10,+20}
δR(k) ∈ {−30,−15,−5, 0,+5,+15,+30}
Input limiting was also applied to the RRT algorithm and was explained in the previous
A* solution section.
Choice of Sampling Period ∆T
As explained in the previous A* solution section the time step size of 0.2s was implemented.
Random State Selection
The original RRT algorithm uses a completely random state selection process. This does
find valid solutions but at the risk of having to explore regions of the state space which
are of no interest.
To improve the convergence of the algorithm the random state is set to be within the
goal state every second iteration of the algorithm. Another improvement is to use grid based
selection of random states to guarantee that a uniform distribution of states are selected.
The resolution of the grid will be chosen to provide the best algorithm performance.
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5.5.2 Trajectory Planning: RRT
The optimal trajectory planner is used to find the sequence of control actions and the
associated state trajectory to recover the aircraft from a given initial state in the spin
region. The planned sequence of control inputs and their expected spin recovery trajectory
are shown in Fig. 5.11.
























































Figure 5.11: Planned spin recovery actions and trajectory using RRT
The initial spin state that was given to the optimal trajectory planner was obtained
from the spin simulation performed with the full 6DoF GTM model in Section 3.2. The
state at time t = 15s in Figure 3.34, when the aircraft had already settled at the spin AoA
and angular rates, was assumed to be the initial spin state from which the aircraft must
be recovered.
The time histories in Fig. 5.11 show that the initial state of the aircraft at t = 15 s is
an AoA of α = 38 degrees, a sideslip angle of β = 8 degrees, roll rate of P = −120 degrees
per second, pitch rate of Q = 0 degrees per second, and a yaw rate of R = −100 degrees
per second. This describes the conditions of a left spin.
The planned sequence of recovery actions starts by simultaneously applying a rudder
deflection δR = −10 degrees and a nose-up elevator deflection δE = −6 degrees. After one
time period the elevator is switched to a nose-down elevator deflection of δE = +4 degrees.
These actions cause the aircraft to pitch up and increase its AoA to α = 40 degrees.
By combining the aircraft’s tendency to return to an AOA of α = 38 degrees and
the downwards pitching moment of a nose-down elevator deflection of δE = +4 degrees
the aircraft generates enough downwards pitching momentum to escape the spin. The
elevator deflection is increased to δE = +20 degrees before it is gradually decreased to
trim condition. The rudder deflection of δR = −10 degrees reduces the sideslip angle from
β = 8 degrees to β = −3 degrees. The rudder deflection is then reduced to δR = 0 degrees
as recover the sideslip angle to β = 0 degrees. The rudder is then deflected again to
δR = −10 degrees as to reduce the yaw rate to R = 0 degrees per second before being set
back to trim.
This result are different to those of the A* algorithm but are still very pleasing, since
they show that the state trajectory and control inputs planned by the RRT algorithm agree
with a typical prescribed spin recovery procedure that would be used by a human pilot as




The spin recovery actions that were planned using the 6DoF model in the previous Section
3.2 will now be applied to the full 6DoF NASA GTM simulation model to verify that the
automatic spin recovery system can successfully recover the aircraft from spin.











































































Figure 5.12: Simulated spin entry and successful recovery using A*
The simulation results for the A* trajectory planning algorithm are shown in Fig. 5.12 and
5.14. The time histories of the AoA, sideslip angle, aileron, elevator, and rudder are shown
in Fig. 5.12. The first part of the simulation, t = (0s, 20s), follows a similar sequence as
was performed in Fig. 3.34 to push the aircraft into Spin. However, this time the automatic
spin recovery system is activated at t = 20s. The recovery system captures the aircraft
state at that moment, plans the optimal sequence of recovery actions, and then executes
the planned recovery actions on the aircraft.
The simulation results from time t = (20s, 25s) show that the NASA GTM model is
successfully recovered from spin to the normal aerodynamic envelope following a similar
state trajectory to the planned state trajectory that was expected using the 6DoF model.
After the recovery sequence, the aircraft settles to an AoA α = 5 degrees and a sideslip
angle β = 0 degrees inside the normal aerodynamic envelope.
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Figure 5.13: Spin entry and recovery trajectory using A* (top view).
Figure 5.14: Spin entry and recovery trajectory using A* (side view).
The aircraft’s trajectory during the spin entry and successful automatic recovery is shown
in Fig. 5.14. The trajectory shows that after the spin recovery, the aircraft still has a
nose-down pitch angle and a steeply descending flight path angle.
As mentioned before, the spin recovery is only concerned with recovering the aero-
dynamic envelope, so that the conventional flight control laws and envelope protection
functions are available again to perform the next stage of the recovery sequence. Once the
aircraft has been recovered from spin, a different upset recovery function can be engaged
to perform the attitude, flight path angle and airspeed recovery.
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Figure 5.15: Simulated spin entry and successful recovery using RRT
The simulation results for the RRT trajectory planning algorithm are shown in Figure 5.15
and 5.16. The time histories of the AoA, sideslip angle, aileron, elevator, and rudder are
shown in Fig. 5.15.
The first part of the simulation, t = (0s, 20s), follows exactly the same sequence as
was performed in Fig. 3.34 to push the aircraft into Spin. The automatic spin recovery
system is activated at t = 20s. The recovery system captures the aircraft state at that
moment, plans the optimal sequence of recovery actions using the RRT trajectory planning
algorithm, and then executes the planned recovery actions on the aircraft.
The simulation results from time t = (20s, 25s) show that the NASA GTM model is
successfully recovered from spin to the normal aerodynamic envelope following a similar
state trajectory to the planned state trajectory that was expected using the 6DoF model
and the RRT trajectory planning algorithm.
After the recovery sequence, the aircraft settles to an AoA α = 5 degrees and a sideslip
angle β = 0 degrees inside the normal aerodynamic envelope. For this point on the normal





Figure 5.16: Spin entry and recovery trajectory using RRT (top view and side view).
5.7 Conclusion
In this chapter the spin recovery problem was solved using both an A* and a RRT solution.
An overview of how these algorithms are to be implemented into an actual aircraft control
system was given and the optimal control problem of spin recovery was formulated. Both
the A* and the RRT spin recovery solutions were presented and an explanation of how
these algorithms work was shown. The algorithms were verified in simulation by forcing the
spin modified NASA GTM into a sustained spin, initialising the spin recovery algorithms
with the developed spin states, calculating the recovery trajectories, and applying them to





In the previous chapters it was shown how the recovery trajectory and control input actions
are planned. The control input actions can be applied directly to the control surfaces as
an open-loop system or through a feedback control system as a closed-loop system. First,
the open-loop and the closed-loop approaches are presented and both their strengths and
weakness are noted. It will be explained as to why closed-loop control is chosen and how
it was implemented in the form of linear-quadratic control.
Closed-loop control is used to improve the robustness of the recovery system against
model uncertainty and other environmental effects. The implementation of closed-loop
control for this recovery strategy enables the relaxation of the goal region constraints as
specified in the Deep Stall and Spin recovery Chapters.
Second, a basic form of proportional angular rate damping is implemented to represent
the normal flight control laws which would be present on any aircraft. The criteria to switch
from the trajectory regulator as explained in the first part to the normal flight control will
be defined. The gains of the proportional angular rate dampers were implemented using
gain scheduling to take into consideration different air densities at different altitudes. A
verification of this control switching and the angular rate dampers will be presented and
discussed.



















Figure 6.1: Open-loop implementation.
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For the open-loop trajectory execution approach, the planned control surface deflection
time-series are directly applied as the control signal to the control surfaces. The block
diagram below represents the implementation. Due to not relying on feedback from sensors
to monitor its current state the open-loop approach is not effected by sensor noise and
inaccuracies. However the open-loop approach is vulnerable against external disturbances
such as wind and turbulence. It also requires the 3DoF or 6DoF aircraft model which is
used by the trajectory planner to be highly accurate because any model uncertainty will
cause the aircraft to deviate from the planned recovery trajectory.
6.2 Closed-Loop Trajectory Execution
To address the short comings of the open-loop approach it was decided to implement a
closed-loop approach. For the closed-loop trajectory execution approach a linear quadratic
regulator is implemented. Because the recovery actions and the state trajectories are
generated as discrete time signals with finite duration, the finite-horizon, discrete-time


















Figure 6.2: High level control system overview.
Figure 6.3 is a block diagram of the linear quadratic regulator. The aircraft dynamics are
represented as a multiple-input multiple-output system,
x(k + 1) = F (k)x(k) +G(k)u(k) (6.1)
where F is the discrete state-matrix and G is the discrete input matrix. The LQR control
law is as follows,
up(k) = −KLQR(k)xp(k) (6.2)
where xp(k) is the difference between the actual state of the aircraft and the planned












Figure 6.3: Trajectory regulator.







The perturbation in the system states are calculated as
xp(k) = x(k)− xn(k) (6.4)
where x(k) is the actual aircraft state and xn(k) is the planned nominal trajectory state
at time step k. The current control states are calculated as,
u(k) = up(k) + un(k) (6.5)
where up(k) is the current control perturbation calculated by the LQR control law and
un(k) is the planned nominal control input at time step k. The system state cost matrix
Q is chosen to be as follows,
Q =

1/α2max 0 0 0 0
0 1/β2max 0 0 0
0 0 1/P 2max 0 0
0 0 0 1/Q2max 0
0 0 0 0 1/R2max
 (6.6)
where αmax, βmax, Pmax, Qmax, and Rmax are the maximum allowed state deviations for
each aircraft state from the planned trajectory. The control state cost matrix R is chosen







where δEmax and δRmax are the maximum allowed control state deviations from the planned
control states. Bryson’s rule scales the variables that appear in Equation 6.3 so that the
maximum acceptable value for each term is 1 and this is used in determining the initial Q
and R matrices. The optimal gain matrix K is calculated as follows,
KLQR(j) = [R + G
TS(j + 1)G]−1GTS(j + 1)F (6.8)
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where S is calculated as,
S(j) = F TM(j + 1)F + Q (6.9)
and M is calculated as,
M(j + 1) = S(j + 1)− S(j + 1)G[R + GTS(j + 1)G]−1GTS(j + 1) (6.10)
with the boundary conditions,
S(N) = Q (6.11)
KLQR(N) = [05×2] (6.12)
and is solved recursively using the discrete Riccati equation. The gain matrix K is cal-
culated for each time step along the recovery sequence. The transition from a high AoA
state to a trim AoA state causes the aircraft dynamics to change significantly along the
recovery sequence. For example the open-loop root locus plots of the transfer function
which represents the AoA dynamics of the aircraft while at a high AoA (α = 22◦), that
is represented in Figure 6.4a, drastically differ to the open-loop root locus plots at a trim
AoA (α = 5◦) as shown in Figure 6.4b. The gain calculated to provide optimal control
at a high AoA is therefore not optimal for control at trim AoA and therefore the optimal
gain is calculated at each time step along the recovery sequence.
(a) Aircraft at a high AoA. (b) Aircraft at trim AoA and wings level flight.
Figure 6.4: Aircraft AoA dynamics open-loop root locus.
6.2.1 Linear System Description
To obtain the state matrix A(k) and the control matrix B(k) for the NASA GTM with
the states α, β, P , Q, and R the following was considered. The system matrix and the
control matrix changes depending on the current states of the aircraft which means that
the aircraft will react differently to a control input at a low AoA than how it would react
at a high AoA. The system matrix and control matrix are linear descriptions of how a
system will behave at an equilibrium point. By applying the small deviation theorems, it
is possible to generate a number of system matrices and control matrices that describe the
behaviour of the aircraft at specific equilibrium points. The small deviation theorems state
that a nonlinear system will behave in a linear fashion if given a small deviation input.
The system matrix and control matrix was generated from the 3DOF reduced-order model
using the function f3DOF (x(k),u(k)). The state vector is defined as,
x(k) =
[




where α and β are the AoA and sideslip angle, P , Q and R are the roll rate, pitch rate























































































To obtain these matrices a small deviation will be applied to one of the variables and the
resulting deviation in all the variables is recorded. The deviation in all the variables are
then divided by the magnitude of the deviation that was applied to that one variable. This
determines the linear response of variables due to a change in one of the variables. The
mathematics of this approach will now be explained. The state equation is defined as,
ẋ(k) = A(k)x(k) + B(k)u(k) (6.15)
By adding a deviation, ∆x, to the system state x(k) in equation 7.15 the following equation
is derived,
ẋ(k) + A(k)∆x = A(k)(x(k) + ∆x) + B(k)u(k) (6.16)
and by adding a deviation, ∆u, to the control state u(k) in equation 7.15 the following
equation is derived,
ẋ(k) + B(k)∆u = A(k)x(k) + B(k)(u(k) + ∆u) (6.17)
The function f3DOF (x(k),u(k)) is based on the 3DOF aircraft model as described in
Section 4.4 and is used to calculate the vector ẋ(k),
ẋ(k) = f3DOF (x(k),u(k)) (6.18)
By adding a deviation, ∆x, to x(k) in equation 7.18,
ẋ(k) + A(k)∆x = f3DOF (x(k) + ∆x,u(k)) (6.19)
By adding a deviation, ∆u, to u(k) in equation 7.18,
ẋ(k) + B(k)∆u = f3DOF (x(k),u(k) + ∆u) (6.20)
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By subtracting a deviation, ∆x, from x(k) in equation 7.18,
ẋ(k)−A(k)∆x = f3DOF (x(k)−∆x,u(k)) (6.21)
By subtracting a deviation, ∆u, from u(k) in equation 7.18,
ẋ(k)−B(k)∆u = f3DOF (x(k),u(k)−∆u) (6.22)
The matrix A(k) is calculated by combining equation 7.19 and 7.21,
2A(k)∆x = f3DOF (x(k) + ∆x,u(k))− f3DOF (x(k)−∆x,u(k)) (6.23)
and by dividing both sides by two system state deviations, 2∆x,
A(k) =
f3DOF (x(k) + ∆x,u(k))− f3DOF (x(k)−∆x,u(k))
2∆x
(6.24)
The matrix B(k) is calculated by combining equation 7.20 and 7.22,
2B(k)∆u = f3DOF (x(k),u(k) + ∆u)− f3DOF (x(k),u(k)−∆u) (6.25)
and by dividing both sides by two control state deviations, 2∆u,
B(k) =
f3DOF (x(k),u(k) + ∆u)− f3DOF (x(k),u(k)−∆u)
2∆u
(6.26)



















































































































































yields the second column of the A(k) matrix. Therefore by iterating through the different
∆x configurations the whole state matrix A(k) is reconstructed. The same approach is
























yields the first column of the control matrix B(k). Therefore by iterating through the
different ∆u configurations the whole control matrixB(k) is reconstructed. This completes
the method used to calculate the state matrix A(k) and the control matrix B(k).
It is assume that the Linear Quadratic regulator has access to all the system states and
therefore the output matrix C is defined as an identity matrix;
C(k) =

1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1
 (6.36)
which provides the full state feedback. There is no direct state feed-forward and therefore
the feed-through matrix D(k) is set to zero. These two matrices stay constant throughout
all recoveries.
The state-matrix and the control-matrix are calculated at each time-step along the




6.2.2 Discretization of Linear System
To use the continuous state and control-matrix calculated in the previous section it is
necessary to discretize them. It is assumed that the control inputs are piecewise linear
over the sample time Ts and therefore the triangle approximation, also known as the
modified first order hold method is used to discretize the state and control-matrix. The
built in c2d function developed by MatLab was used to perform the discretization of the
continuous system description to obtain the discrete system description.
6.3 Control Switch
At a certain point during each recovery the aircraft will return to its normal flight envelope,
and the normal flight control laws, that were designed for the normal flight envelope, will
be able to control the aircraft again and can then take over and perform rest of the recovery.
A function is required to determine when the control of the aircraft can be transferred from
the aircraft recovery system back to the normal flight control of the aircraft. Normal flight
control is a well developed field of control and performs well in the linear flight state space.
For the purposes of this research a basic rate damping controller will be implemented as the
normal flight control. It will be demonstrated that this normal flight control is capable of
returning the aircraft to wings level flight state from an envelope of different flight states.
Other more sophisticated control could and should be implemented in place of this basic
control.
6.3.1 Switching Criteria
The following design is based upon observation and the understanding of regions of attrac-
tion within the state space of aircraft. It is proposed that if the aircraft is within a specific
flight envelope which is defined by the states α, β, P , Q, and R that the aircraft will always
tend to return to the normal wings-level flight state. This observation is dependent on the
aircraft model which is used and should be tested and determined for each different aircraft
model. To determine the normal flight envelope for the NASA GTM with the basic rate
damping control the following Monte-Carlo simulations were performed.
The following initial states will be varied: Airspeed, angular rates, altitude, aircraft
mass, AoA, and sideslip angle. From the 6DoF equations in Section 3.2 it is noted that
airspeed, and altitude have a direct relationship to the amount of force that is applied onto
the aircraft due to dynamic pressure which is calculated using airspeed and air density
which is dependent on altitude. The 6DoF equations also show that the angular rates are
a good representation of the rotational inertia of the aircraft.
Large angular rates could result the aircraft to not damping to the wings level flight but
instead to overshoot and result in the aircraft entering a different aerodynamic upset. It is
important to test different AoA and sideslip initial states as relying alone on the angular
rates could result in a state of low angular rates and sideslip angle but with a high AoA.
This is representative of a deep stall and therefore the normal flight control did not return
the aircraft to normal wing-level flight even though the angular rates criteria is met. The
Table 6.1 describes the range for each initial state; These ranges are the admissible states
for which the NASA GTM aerodynamic model is valid and were defined by [5] Section 3B.
The NASA GTM will be run for 10 seconds starting with a random set of initial states
which are within the above defined ranges.
The period of 10 seconds is deemed long enough for the normal flight rate damping
control to settle the aircraft to the trim AOA and sideslip angle. For each iteration of the





Sideslip angle -45◦ 45◦
Roll Rate -200◦/s 200◦/s
Pitch Rate -80◦/s 80◦/s
Yaw Rate -90◦/s 90◦/s
Altitude 0ft 45000ft
Air Speed . 16ft/s 300ft/s
Table 6.1: Switch test state ranges
determine if the the aircraft stayed within the structural flight envelope as shown in Table
4.9 which is shown again below for reference;
α(t) ∈ [−5◦,+60◦]
β(t) ∈ [−45◦,+45◦]
P (t) ∈ [−200◦/s,+200◦/s]
Q(t) ∈ [−80◦/s,+80◦/s]
R(t) ∈ [−90◦/s,+90◦/s]
If none of the above state constraints are exceeded during the 10 seconds of simulation
and if at the end of the simulation the AoA, sideslip angle and angular rates are close to
their trim values, it is deemed that the rate damping control was capable of returning the
aircraft to normal trim flight. Table 6.37 below shows the aircraft state ranges for normal
trim flight for the GTM:
α(t = 10) ∈ [+2◦,+6◦]
β(t = 10) ∈ [−4◦,+4◦]
P (t = 10) ∈ [−10◦/s,+10◦/s]
Q(t = 10) ∈ [−5◦/s,+5◦/s]
R(t = 10) ∈ [−5◦/s,+5]◦/s
A batch of 10000 simulations was run and then automatically analysed to determine if the
aircraft exceeded the state constraints. If it was found that the aircraft did exceed the
state constraints then the initial state ranges as shown in Table 6.1 where reduced using
a trail and error approach. This iterative adjustment of the set of initial state ranges was
done until a set of initial state ranges were found for which the batch of 10000 simulations
did not exceed the state constraints and met the end criteria as described by Table 6.37.
Below is the table of the initial state ranges which were determined:
Each batch of simulations were analysed and certain observations were made. It was
noted that if the aircraft was at a low airspeed combined with positive pitch angle θ it is
very likely to stall and enter a deep stall. This fits well with the understanding that a stall
is caused either due to a AoA which is greater than the specified critical AoA or that there





Sideslip angle -15◦ 15◦
Roll Rate -150◦/s 150◦/s
Pitch Rate -80◦/s 0◦/s
Yaw Rate -70◦/s 70◦/s
Altitude 500ft 45000ft
Airspeed 67ft/s 278ft/s
Table 6.2: Switch test state ranges
6.4 Proportional Rate Damping Control
For the normal flight control a rate damping controller was implemented. This control is
only focused on reducing the angular rates to zero. For each angular axis a rate damping
controller was added which uses the basic proportional gain control law.
Figure 6.5: Normal flight control high level overview
The respective control surface for the respective angular axis is set to a degree of deflection
which is proportional to that angular axis’ angular rate. The effectiveness of the control
surfaces is directly dependent on the dynamic pressure which is present at the current
state of the aircraft. Dynamic pressure is a function of the airspeed and altitude of the
aircraft. To address this change in dynamics at different states, gain scheduling was im-
plemented. Gain scheduling is implemented by looking up the proportional gain for the
rate damper from a piece-wise linear graph where the gain is a function of the dynamic
pressure experienced by the aircraft. This graph was developed by calculating a stable pro-













Figure 6.6: Roll rate damper
Figure 6.6 shows the structure of the roll rate damper which damps the roll rate of the
aircraft by controlling the aileron control surface. The gain Kp(qp) is a function of dynamic
pressure qp and the graph of the function is shown in Figure 6.7




















Figure 6.8: Pitch rate damper
Figure 6.8 shows the structure of the pitch rate damper which damps the pitch rate of
the aircraft by controlling the elevator control surface. The gain Kq(qp) is a function of
dynamic pressure qp and the graph of the function is shown in Figure 6.9
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Figure 6.10: Yaw rate damper
Figure 6.10 shows the structure of the yaw rate damper which damps the yaw rate of the
aircraft by controlling the rudder control surface. The gain Kr(qp) is a function of dynamic
pressure qp and the graph of the function is shown in Figure 6.11











This concludes the trajectory regulator chapter. The implementation of an open-loop
system was discussed and the reasons for the use of a closed-loop system were explained.
For the closed-loop approach, a linear quadratic regulator was presented for which the
optimal gain is calculated according to the cost weighting matrix. By multiplying this gain
with the deviation of the aircraft trajectory from the planned trajectory one determines
the control deflection necessary for the elevator and rudder control surfaces in order to
correct the aircraft’s trajectory.
It was discussed how the aircraft will switch from flight recovery control to normal
flight control and determined the safe switching state ranges. A basic form of angular rate
damping was implemented to represent the conventional flight control. In the following





In this chapter the ability of the stall and spin recovery system to recover an aircraft
from random deep stall and spin conditions is tested. The robustness of the system to
model uncertainty and external disturbances is also verified. Monte Carlo simulations are
performed with random initial states, random variations in the aircraft model parameters,
and random external wind disturbances. To test the robustness of the system to model
uncertainty, the trajectory planner is given a set of nominal aircraft model parameters
whereas the simulations are performed using varying aircraft model parameters that are
randomly sampled from the uncertainty set.
The performance of the stall and spin recovery systems will be evaluate according
to these parameters: the recovery success rate, the number of nodes searched to find a
solution, the total duration of the recovery, and the total altitude lost during the recovery.
Next the execution of the stall and spin recovery trajectories are tested using four different
configurations, open-loop execution, open-loop execution with control switching, closed-
loop execution, and closed-loop execution with control switching. The results of the four
different configurations are evaluated and compared. Finally, the recovery control action
sequences calculated by the trajectory planner are analysed to determine whether they
suggest standard procedures for deep stall and spin recovery.
7.1 Monte Carlo Method
The Monte Carlo method performs a large number of repeated simulations with randomised
parameters and initial conditions to obtain the distribution of the resulting trajectories,
which can then be statistically analysed. Firstly the domains of initial states are defined
and then the random initial states are generated from a probability distribution over the
domains. Using these initial states the simulations are run and the results recorded. Finally
the results are analysed and observations and conclusions are made. By performing a
sufficiently large number of simulations that cover the domains of the model parameter
and initial conditions, the system performance can be evaluated statistically.
7.1.1 Random Initial States
The Monte Carlo simulations were performed for the fixed aircraft trim setting shown in
Table 7.1, and using random initial aircraft states that were sampled uniformly from the
ranges shown in Table 7.2.
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State Value Unit Description
Trim AoA 5.0 degrees The AoA for which the aircraft is trimmed.
Trim Airspeed 126.6 feet/sec. The airspeed for which the aircraft is trimmed.
Trim Heading 0.0 degrees The heading for which the aircraft is trimmed.
Table 7.1: Aircraft trim settings
Random Initial States
The following initial states were randomly sampled from the defined state domains. These
states can be set to any value between the maximum and minimum values shown for each
specific state in the table below.
State Min Max Unit Description
Air Speed 67 337 ft/s The air speed of the aircraft at the initialisation
of the simulation.
Altitude 4000 45000 ft The altitude of the aircraft at the initialisation
of the simulation.
Initial AoA -3 15 deg The AoA of the aircraft at the initialisation of
the simulation.
Wind Speed 0 125 ft/s The wind speed during the simulation.
Wind Direction 0 360 deg The wind direction during the simulation.
Table 7.2: Random initial states domains.
States such as, sideslip angle (β), roll, pitch and yaw angle (φ, θ, ψ), roll, pitch and yaw
rates (p, q, r), and flight path angle (γ) were all initialised for wings-level flight.
External Disturbances
The flight recovery system must be robust to external disturbances such as wind, wind
gusts, turbulence and wind sheer. Wind is set as a variable state and is set at the beginning
of each simulation instance. Wind gusts and sheer are enforced as soon as the flight recovery
is being performed by the trajectory regulator. This will ensure that the trajectory planner
has no prior knowledge of the oncoming disturbance.
Wind gusts are a brief change in airspeed usually with a magnitude of 12 ft/s. A
strong wind gust has a magnitude of 20 ft/s. Wind shear, also known as a wind gradient,
is a sudden change in wind speed and direction and is categorised as having a change of
airspeed of usually 30ft/s to 40 ft/s.
To model this, the built-in wind gust and shear models which generate the appropriate
airspeed vector were used. For wind gusts, an amplitude of 20 ft/s was set and the length
of the gust was set to generate the maximum excitation of the natural modes of the NASA
GTM. For wind shear an amplitude of 35 ft/s is set and the direction of the wind shear is
set to be 90 deg to the direction of the current wind vector.
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Turbulence experienced by aircraft is described to cause violent buffeting of the aircraft
similar to hitting bumps in the road while driving. In aviation, turbulence is known as
clear-air turbulence (CAT). For the simulation tests, the Dryden turbulence model was
used which is based on the MILS-F-8785 specifications[7].
Aircraft Model
To verify the robustness of the stall and spin recovery system; it is not given the exact
randomly selected aircraft model instance which is being simulated. For example the air-
craft’s actual mass in simulation is varied between its minimum and maximum value but
the recovery system is given a fixed nominal mass value of 82lbs.
The aerodynamic coefficient functions are also randomly varied in the simulation, but
the recovery system uses the nominal aerodynamic model for the trajectory planning and
the feedback controller design. Table 7.3 lists all states which differ between the simu-
lated aircraft model and the nominal aircraft model which the trajectory planner uses to
determine a recovery solution.
Parameter Min Max Nominal Description
CMStaticδE (α) (10
◦, 35◦) (14◦, 35◦) [12◦, 35◦] The AoA range wherein the effectiveness of the
elevator is reduced.
CMStaticδE (β) [−2◦, 2◦] [−6◦, 6◦] [−4◦, 4◦] The sideslip angle range wherein the effective-
ness of the elevator is reduced.
CMStaticδE 0% 20% 10% The percentage of effectiveness of the elevator in
the reduced effectiveness area.
Mass 52lbs 112lbs 82lbs The mass of the aircraft.
CNStaticδR(α) [10
◦, 35◦] [14◦, 35◦] [12◦, 35◦] The AoA range wherein the effectiveness of the
rudder is reduced.
CNStaticδR(β) [−2◦, 2◦] [−4◦, 4◦] [−4◦, 4◦] The sideslip angle range wherein the effective-
ness of the rudder is reduced.
CNStaticδR 70% 100% 85% The percentage of effectiveness of the rudder in
the reduced effectiveness area.
Table 7.3: Aircraft simulation states and fixed controller states.
7.1.2 Random Input State Generation
The variable states which are described in Section 7.1.1 are sampled from a uniform distri-
bution so that all of the values in the range have an equal chance of being sampled. The
uniform distribution is described by the following probability density function where a is
the minimum value and b is the maximum value for the specific variable state as defined




b−a for a ≤ x ≤ b





The following requirements in Table 7.4 are defined as our output state tests for the Monte
Carlo method which determine if a recovery is successful or not. These ranges were defined
in [5] as an analysis method to determine the effectiveness of control strategies for the
recovery of aircraft in flight upset conditions.
Requirement State Time period Min. Max. Description
Structural loading Load factor Ti:Tf -2gs 2gs The acceleration of the air-
craft needs to be below the
loading limit of the fuselage.
Admissible roll rate Roll rate Ti:Tf -200 deg/s 200 deg/s Range of allowable roll rate to
ensure safe recovery.
Admissible pitch rate Pitch rate Ti:Tf -80 deg/s 80 deg/s Range of allowable pitch rate
to ensure safe recovery.
Admissible yaw rate Yaw rate Ti:Tf -90 deg/s 90 deg/s Range of allowable yaw rate to
ensure safe recovery.
Admissible AoA AoA Ti:Tf -5 deg 50 deg Range of allowable AoA to en-
sure safe recovery.
Admissible sideslip Sideslip Ti:Tf -30 deg 30 deg Range of allowable sideslip to
ensure safe recovery.
Admissible airspeed Airspeed Ti:Tf 67 ft/s 337 ft/s Range of allowable airspeed to
ensure safe recovery.
Admissible altitude loss Altitude loss Ti:Tf 0 ft 1500 ft Range of allowable altitude
loss which is acceptable.
Final roll rate Roll rate Tf -20 20 Roll rate range at final time of
the recovery.
Final pitch rate Pitch rate Tf -10 10 Pitch rate range at final time
of the recovery.
Final yaw rate Yaw rate Tf -15 15 Yaw rate range at final time of
the recovery.
Final AoA AoA Tf 2 deg 6 deg AoA range at the final time of
the recovery.
Final sidslip Sideslip Tf -4 deg 4 deg Sideslip range at the final time
of the recovery.
Table 7.4: State requirements for successful recovery. [5] (Analysis of control strategies for
aircraft flight upset recovery)
A recovery is considered to be successful if the state variables all remain within their
admissible ranges for the duration of the simulation run, and if the angle of attack, sideslip
angle, and angular rates are in their admissible final ranges (goal region) at the end of
the simulation. Otherwise, the recovery is considered unsuccessful. This allows for the
generation of a binomial distribution of the recoveries.
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7.1.4 Number of Monte Carlo Simulations
As explained in the previous section the results of each simulation run is checked to de-
termine if the aircraft recovery was performed successfully or not according to the set
requirements in Table 7.4. To determine the number of Monte Carlo simulations necessary
to test the recovery system the rule of three from the field of statistics was used. It states
that if an event such as an unsuccessful recovery does not occur within a sample of n trails
then it can be said with 95% confidence that the probability of the outcome occurring is
approximately 3n or less. For example if a batch of 1000 flight recovery tests were run and
all of them were successful then it can be said with 95% confidence that the probability of
the aircraft not recovering to be 31000 or 0.003.
7.1.5 Deep Stall Simulation Example
For deep stall recovery simulations, the aircraft is initialised in trimmed wings-level flight
using the randomly selected initial states and aircraft model parameters. At t = 1s a
negative elevator deflection of −30◦ is applied for one second to force the aircraft into a
stall. The aircraft is expected to enter into a deep stall and settle at the deep stall AoA of
about 29◦.
At t = 10s a snapshot of the aircraft’s states is taken, it is tested if the aircraft has
entered a deep stall and if true, the states are passed to the deep stall recovery algorithm.
The algorithm computes the recovery sequence and then the recovery trajectory regulator
applies the recovery sequence to the aircraft. The time series of all the aircraft states are
recorded for later analysis.



























































Figure 7.1: Deep stall recovery simulation example
7.1.6 Spin Simulation Example
For the spin recovery simulations, the aircraft is initialised in trimmed wings-level flight
using the randomly selected initial states and aircraft model parameters. At t = 4s a
negative elevator deflection of −10◦ is applied for four seconds to force the aircraft into a
stall. The aircraft is expected to enter into a spin and settle at the spin AoA of between
20◦ and 25◦.
At t = 20s a snapshot of the aircraft’s states is taken and it is tested if the aircraft has
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entered a spin. If true, the states are passed to the spin recovery algorithm. The algorithm
computes the recovery sequence and then the recovery trajectory regulator applies the
recovery sequence to the aircraft. The time series of all the aircraft states are recorded for
later analysis.










































































Figure 7.2: Spin recovery simulation example
7.1.7 Trajectory Regulator Testing
To test the different trajectory regulator configurations as described in Section 6 the sim-
ulation instance is run for four iterations. In the first iteration, the recovery sequence is
applied in open-loop form. The second iteration, the recovery sequence is applied through
the LQR. In the third iteration, the recovery sequence is applied in open-loop form with
control transfer to the normal flight control once the switching criteria is met. In the last
iteration, the recovery sequence is applied through the LQR and with control transfer to
normal flight control once the switching criteria is met.
7.1.8 Output Processing
The recorded data from the Monte Carlo batch simulations are processed and through
the use of the requirements as described in Table 7.4 it is determined if each simulation
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instances resulted in a successful or unsuccessful recovery. These results are presented in
the following section.
7.2 Deep Stall Recovery Results
Figure 7.3: Batch deep stall recoveries
From the recorded 2000 deep stall simulation instances, 1739 instances entered a deep stall
state. For each of these valid deep stall tests the trajectory planning algorithm was run
and determined the optimal recovery sequence and trajectory. The recovery sequence was
then performed on the simulation instance using different control approaches; open-loop,
open-loop with control transfer, linear quadratic control, and linear quadratic control with
control transfer.
Test Recoveries Nodes explored Recovery duration Altitude loss
Open-loop 19.84% 20 3.29 sec 193 ft
Open-loop with switch 97.01% 20 1.26 sec 188 ft
LQR 79.93% 20 2.59 sec 190 ft
LQR with switch 99.94% 20 1.27 sec 188 ft
Table 7.5: Deep Stall recovery results
From the table above it is evident that transferring the control to the normal flight control
once the aircraft enters the linear flight region improves the recovery rate from 19.84% to
up to 97.01%. The LQR also improves on the results of the open-loop test by increasing
the recovery rate to 79.93%. The combination of the linear quadratic control with the
control transfer to the normal flight control results in 99.94% recovery rate and therefore,
is the best approach for applying the deep stall recovery sequence which was calculated by
the trajectory planning algorithm.
On average the successful recoveries performed by the different control approaches all
yielded an altitude loss of about 189ft with the best altitude loss of 99ft and the worst




For the control approach using the LQR and the control transfer, an average of 20
nodes were explored to find the recovery sequence. In the following section the most
commonly used recovery sequences generated by the trajectory planning algorithm are
analysed and thereby, determined if a general recovery sequence can be identified and used
as the standard recovery sequence coupled with the control approach of the LQR and
control transfer to normal flight control.
7.2.1 Deep Stall Recovery Sequence Analysis
For deep stall the trajectory planning algorithm had the following action space to choose
recovery control inputs from:
δA(k) ∈ {0}
δE(k) ∈ {−30,−20,−10, 0,+8,+15,+20}
δR(k) ∈ {−30,−15, 0,+15,+30}
Therefore for each time step the algorithm has the choice of seven different elevator control
actions and five different rudder control actions resulting in 35 different control input
combinations. In the previous section it was observed that the average recovery duration
is about 1.28s which is just more than three control time steps. One control time step
is set to 0.4s for the deep stall trajectory planner and therefore the first three input
control actions in a recovery sequence is of interest. The different recovery sequences were
therefore identified according to the first three input control actions. The occurrences of
each recovery sequence within the 1739 simulation instances was recorded. In Table 7.6
the top five most common recovery sequences are presented.
Top five sequences
Occurrence: 9.66% 9.60% 6.09% 4.66% 4.08%
Time step Elevator Actions
1 15.00 15.00 15.00 15.00 15.00
2 20.00 20.00 15.00 20.00 20.00
3 15.00 20.00 1.21 20.00 15.00
Rudder Actions
1 -30.00 -30.00 30.00 -30.00 30.00
2 0.01 0.01 15.00 0.01 0.01
3 30.00 30.00 -15.00 15.00 0.01
Table 7.6: Top five elevator and rudder control sequences for deep stall recoveries
These top five deep stall recovery control sequences represent just over 30% of all the
recovery sequences. Therefore one could assume that each recovery sequence is fairly unique
and that there is no general recovery sequence for deep stall. For the elevator actions they
are all positive deflections and all start off with a 15 degree deflection followed by mostly
a 20 degree deflection and finally with a either a reduction in the elevator deflection or
keeping it constant from the second time step. As for the rudder deflection the recovery
for deep stall starts with either maximum positive or maximum negative rudder deflection
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and this is followed in the second time step by a reduction in the deflection mostly to trim
rudder deflection of 0.01◦. In the third time step the rudder is deflected in the opposite
direction to which it was deflected in the first time step and with a magnitude of 30◦
or 15◦. From this analysis it can be concluded that there is a general pattern to deep
stall recovery. In the following section it is tested how effective it is to only use the most
common recovery sequence in recovering the aircraft from deep stall.
7.2.2 General Deep Stall Recovery
The Monte Carlo simulations were repeated, but this time using the general recovery
sequence that was identified in the previous section, instead of performing the trajectory
planning online. These Monte Carlo simulations were performed to determine whether the
standard recovery sequence that was calculated offline could achieve a similar success rate
as the recovery sequences that are calculated online. Figure 7.4 shows the time series of
the most commonly found recovery sequence from the previous section.
























Figure 7.4: General deep stall recovery sequence.
For each simulation instance the appropriate LQR gains are calculated as these are directly
dependent on the states of the aircraft most notably airspeed. 2000 simulation instance
were run and the following results were recorded.
Test Recoveries Nodes explored Recovery duration Altitude loss
Open-loop 20.50% NA 3.33 sec 168 ft
Open-loop with switch 82.80% NA 1.19 sec 197 ft
LQR 37.59% NA 2.18 sec 171 ft
LQR with switch 91.91% NA 1.15 sec 199 ft
Table 7.7: Deep Stall recovery results using the most common recovery sequence.
From the 2000 Monte Carlo instances 1739 of them entered a deep stall state. The general
deep stall recovery sequence improved the open-loop results to a recovery rate of 30.53%
but decreased the open-loop with control transfer results to 93.96% and decreased the
LQR results to 59.98%. Using the control approach of LQR and control transfer yielded a
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recovery rate of 99.6% and the time required to calculate the LQR gains averaged at 1.02s.
The altitude loss increased from 188ft to 195ft which is still well within the 1500ft limit.
Recovery duration also increased from 1.28s to 1.48s.
Figure 7.5: Deep stall recovery trajectories using the general recovery sequence.
Overall these results are very satisfying as they confirm the proposed deep stall recovery
method as explained by Engelbrecht [9]. In his thesis he explains that by applying a rudder
action to generate either a positive or negative sideslip deflection and then by applying
positive elevator action to generate a negative pitching moment should be a valid deep
stall recovery sequence.
This concludes the deep stall recovery results. By combining LQR control with the
switching function to transfer control authority to the normal flight control once the aircraft
enters the linear flight region proved to be the most effective control approach. Through
further analysis a general deep stall recovery strategy has been identified and was tested
using the Monte Carlo method. The general deep stall recovery strategy proved to be very
effective and validates the proposed deep stall recovery strategy proposed by Engelbrecht
in his thesis.
7.3 Spin Recovery Results
From the recorded 2000 spin simulation instances only 1444 instances entered a self-
sustained spin. The high angular rates experienced during a spin cause the spin to be
very unstable. This results in most aircraft recovering naturally from a spin state. But
for the instances when the aircraft entered a stable spin the trajectory planning algorithm
was used to determine the optimal recovery sequence and trajectory. As described in
the previous section the recovery sequence using four different control approaches namely,
open-loop, open-loop with control transfer to normal flight control, LQR, and LQR with
control transfer to normal flight control, are applied.
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(a) Right spin recoveries
(b) Left spin recoveries
From the results in Table 7.8 it can be noted that the open-loop recovery control approach
is already effective with 91.34% successful recovery rate. By switching over to normal
flight control as the aircraft enters the normal flight envelope a recovery rate of 99.17%
is observed which is a 7.83% improvement in the recovery rate. With just LQR control a
recovery rate of 91.27% is observed and by combining LQR with control transfer to normal
flight control a successful recovery rate of 99.31% is noted.
Test Recoveries Nodes searched Recovery duration Altitude loss
Open-loop 91.34% 28 1.67 sec 392 ft
Open-loop with switch 99.17% 28 0.68 sec 390 ft
LQR 91.27% 28 1.07 sec 403 ft
LQR with switch 99.31% 28 0.65 sec 390 ft
Table 7.8: Spin recovery results
An average of 28 nodes were explored to find a valid spin recovery sequence. The recovery
duration is longest for the open-loop approach which has an average recovery duration of
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1.67s. LQR control reduces the recovery duration average to 1.07s and by using transferring
control to normal flight control once the aircraft enters normal flight envelope, the spin
recovery duration is reduced to 0.65s. All spin recovery control approaches have an average
altitude loss of about 393ft which is double that of the 188ft which was used to recover
the aircraft from deep stall. In a spin the aircraft tightly spirals downwards and presents
a smaller surface area to the oncoming airflow. In a deeps stall the whole wing area as
well as the fuselage are presented towards the oncoming airflow causing more drag and
thereby slowing the aircraft down. The lowest altitude loss for a spin recovery recorded
was 241ft and the largest altitude loss for a spin recovery was 544ft which is within the
1500ft limit. In the next section the spin recovery sequences which were identified by the
trajectory planning algorithm are analysed and it will be determined if a general recovery
sequence can be identified.
7.3.1 Spin Recovery Sequence Analysis
For spin, the trajectory planning algorithms had the following action space to choose
recovery control inputs from:
δA(k) ∈ {0}
δE(k) ∈ {−30,−20,−10,−5, 0,+5,+10,+20}
δR(k) ∈ {−30,−20,−10,−5, 0,+5,+10,+20,+30}
The trajectory planning algorithms have eight different elevator control actions and nine
different rudder control actions resulting in 72 different possible control input combinations.
For spin, the trajectory planner used a time step size of 0.3s. With an average spin recovery
duration time of 0.65s when using the control approach of LQR and control transfer, it
was determined, with rounding up, that the first three control actions within the recovery
sequence are of significance.
In the following two tables the five most commonly used recovery sequences were identi-
fied according to the first three control actions for left spins and right spins. It is important
to distinguish between the two different spin directions as the control actions should be
different for each. 2000 Monte Carlo simulation instances were run and 1444 of these in-
stances developed into a stable spin of which 596 of them were left spins and 838 of them
were right spins.
Top five recovery sequences
Occurrence: 29.87% 29.02% 11.91% 5.20% 5.03%
Time step (k) Rudder Actions
1 -10.0 -10.0 -5.0 -10.0 -5.0
2 -10.0 -5.0 -5.0 -5.0 -10.0
3 0.01 0.01 0.01 0.01 0.01
Elevator Actions
1 10.00 10.00 10.00 20.00 10.00
2 1.16 1.16 1.16 -5.00 1.16
3 1.16 1.16 1.16 1.16 1.16
Table 7.9: Top five elevator and rudder control sequences for left spin recoveries
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For left spins, the top five recoveries sequences account for 58.89% of the recoveries. For
the first time step, most of the rudder actions are set to δR = −10.00◦ and the elevators
are deflected to δE = 10.00◦. In the second time step, there is some variation but most
recovery sequences use a negative rudder deflection of up to −5.00◦ and reduce the elevator
deflection to trim setting. Finally, for the third time step, all recovery sequences set the
rudder deflection and the elevator deflection to trim setting.
Top five recovery sequences
Occurrence: 50.23% 23.74% 15.15% 2.30% 2.14%
Time step (k) Rudder Actions
1 10.00 10.00 5.00 10.00 10.00
2 5.00 10.00 5.00 5.00 5.00
3 0.01 0.01 0.01 0.01 0.01
Elevator Actions
1 10.00 10.00 10.00 20.00 10.00
2 1.16 1.16 1.16 -5 -5
3 1.16 1.16 1.16 1.16 1.16
Table 7.10: Top five elevator and rudder control sequences for right spin recoveries
For right spins, the top five recoveries sequences account for 93.56% of the recoveries. For
the first time step, most rudder actions are set to δR = 10.00◦ to generate a negative
yawing moment and the elevator is deflected to δE = 10.00◦ which is identical to the left
spin recoveries. For the second time step, most recovery sequences use a rudder deflection
of δR = 5.00◦ and reduce the elevator deflection to its trim setting. Finally, for the third
time step, all recovery sequences reduce the rudder deflection and the elevator deflection
to their trim setting.
For both left spin and right spin the following recovery strategies were noted: For
both left spins and right spins a positive elevator deflection of δE = 10.00◦ is applied to
generate a negative pitching moment to reduce the high AoA experienced during a spin.
For left spins a negative rudder deflection is applied to generate a positive yawing moment
to reduce the high negative yaw and roll rates. For right spins a positive rudder deflection
is applied to generate a negative yawing moment to reduce the high positive yaw and roll
rates. This is in line with the spin recovery strategy as described by Federal Aviation
Authority[1]. In the next section general left spin and right spin recovery sequences will
be tested using the Monte Carlo method.
7.3.2 General Spin Recovery
For each simulation instance it is first determined if the aircraft has entered a left or a right
spin and then the appropriate recovery sequence is applied. For each recovery the LQR
gains were calculated as these are directly dependent on the states of the aircraft, most
notably airspeed and angular rate. From the findings of the previous section the following
general left and right spin recovery sequences were identified,
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Figure 7.7: Spin recovery control sequences.
2000 simulation instance were run and the following results were recorded. The recovery
trajectories of the simulation batch are shown in Figures 7.8 and 7.9. From the 2000 Monte
Carlo instances, 608 of them entered a stable left spin state, and 840 of them entered a
stable right spin state.
Test Recoveries Nodes explored Recovery duration Altitude loss
Open-loop 93.14% NA 1.68 sec 394 ft
Open-loop with switch 100.00% NA 0.68 sec 392 ft
LQR 93.14% NA 1.49 sec 405 ft
LQR with switch 100.00% NA 0.66 sec 393 ft
Table 7.11: Spin recovery results using the general left and right spin recovery sequences.
Figure 7.8: Right spin recovery trajectories using the general recovery sequence.
By applying the general spin recovery sequences the open-loop recovery rate increased from
91.34% to 93.14%, but by combining open-loop with the control transfer to normal flight
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control the recovery rate was improved from 99.17% to 100.00%. The control approach
of just LQR control had a increased recovery rate of 93.14% up from 91.27% when just
using the general spin recovery sequence. The combined control approach of LQR with
the control transfer to normal flight control resulted in a recovery rate of 100.00%. The
recovery duration also improved on average from 0.68s down to 0.66s and the average
altitude lost increased from 341ft to 393ft which is still well within the 1500ft acceptable
limit.
Figure 7.9: Left spin recovery trajectories using the general recovery sequence.
These results confirm that the method of setting ailerons to neutral, applying opposite
rudder to spin rotation until rotation stops, and applying a positive elevator deflection to
reduce the AoA as described by the Federal Aviation Authorities flight handbook [1] is a
valid spin recovery strategy. The use of LQR control to regulate the recovery manoeuvre
and transferring control of the aircraft to the normal flight controller once the aircraft enters
the normal flight envelope proved to be most effective. Analysis of the recovery sequences
identified by the trajectory planning algorithm resulted in a general spin recovery strategy
which matches the advised spin recovery procedures as prescribed by the Federal Aviation
Authorities.
7.4 Conclusion
This concludes the verification and testing chapter. The Monte Carlo method was intro-
duced and its application explained as well as which states were varied and to what degree.
The brief description of the modelled external disturbance is given and it was explained as
to why the recovery control system was given a different aircraft model instance to that
which was being currently simulated. A table of the state requirements for a successful
recovery was given and a brief discussion on the required quantity of Monte Carlo simula-
tions was stated. Deep stall and spin simulation instances were shown and discussed and
it was explained why different configurations of the recovery control system was tested.
The deep stall recovery results were presented and analysed. A general deep stall recovery
sequence was identified and tested and the results were also presented and analysed. This
was followed by the spin recovery results which were presented and analysed. For spin
recovery a general left spin and a general right spin recovery strategies were identified and





8.1 Summary of Work
The thesis presented a deep stall and spin recovery system which is based on optimal
trajectory planning algorithms. A nonlinear aircraft model was modified to exhibit the
dynamics of deep stall and spin and was verified in simulation.Deep stall recovery and
spin recovery were both formulated as optimal control problems. The deep stall recovery
problem was solved using a modified A* algorithm operating on a three-degrees-of-freedom
(3DOF) wide-envelope model if the aircraft dynamics. The spin recovery problem was
solved using both a modified A* and an RRT algorithm operating on a six-degrees-of-
freedom (6DOF) wide-envelope model of the aircraft dynamics. The deep stall recovery
and spin recovery trajectory planners were both verified in simulation.
To improve the robustness of the recovery system to model uncertainty and external
disturbances, a closed-loop trajectory regulator was added to control the aircraft to follow
the planned recovery trajectory. Linear quadratic control was implemented as the trajec-
tory regulator for both deep stall and spin recoveries. A switching function was also added
to transfer control of the aircraft back to the normal flight control system once the aircraft
has been returned to its normal flight envelope by the recovery system. The final deep stall
and spin recovery system consists of the trajectory planner, the trajectory regulator, and
the switching function. Monte Carlo simulations were performed to test the ability of the
stall and spin recovery system to recover the aircraft from random upset conditions, and
to verify the robustness of the system to model uncertainty and external disturbances.
Simulation results show that the deep stall and spin recovery systems have satisfactory
performance across the whole domain of initial aircraft states and aircraft model parame-
ters. Both the A* and RRT search algorithms performed well as a good balance between
speed and accuracy was found. This allowed the search algorithms to navigate the very
large state-space of an aircraft efficiently and resulted in timely deep stall and spin recovery
trajectories and input sequences. The trajectory planner consistently generated successful
recovery trajectories and input control sequences.
The LQR trajectory regulator performed as expected and ensured that in the presence
of disturbances the deep stall and spin recoveries followed the planned recovery state tra-
jectories closely. The LQR is dependent on the linearised state-space model of the aircraft
and it was found that the method used to calculated the state-space model was not as
accurate due to the use of the 3DoF model in the calculation. It is proposed that the
6DoF model be used with a different method of generating the state-space model of the
aircraft for the LQR.
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The control switching function which transferred control from the recovery system to
the existing flight control once the aircraft has returned to the normal flight envelope
worked as expected. It was noted that once the aircraft has been returned to its normal
flight envelope, the normal flight control laws (that were designed for the normal flight
envelope) will be able to control the aircraft again, and can then take over and perform
rest of the recovery. This encouraged the idea of using linear control for inside the normal
flight envelope and non-linear control for outside the normal flight envelope. The control
switching function allowed control of the aircraft to be transferred from the deep stall and
spin recovery system to the existing flight control system.
The Monte Carlo method which was used to test the deep stall and spin recovery
systems over the extensive state-space of the GTM performed very well. The Monte Carlo
method enabled the testing of the boundary cases extensively which would have been
very difficult to do using actual tests with a radio controlled aircraft or an actual aircraft
due to the risks involved. The modelling of a range of external disturbances generated a
good representation of the actual flight disturbances. Testing in simulation also made it
effortless to change the physical characteristics of the aircraft, such as mass, allowing for
a large range of different flight states of the aircraft to be tested.
The analysis of the recovery input control sequences that were generated by the tra-
jectory planning algorithms resulted in the identification of general deep stall and spin
recovery strategies which match the advised deep stall and spin recovery procedures as
prescribed by the Federal Aviation Authorities. This is a satisfactory result as it confirms
that the proposed deep stall and spin recovery trajectory planner works as required.
8.2 Recommendations for Future Work
The following recommendations were identified and would bring this research one step
closer to actual implementation into actual aircraft.
• Implement the trajectory planning and regulator algorithms on different aerodynamic
models such as SUPRA and ADMIRE. This will test the general applicability of the
algorithms as well as bring to light shortcomings.
• Implement the deep stall and spin recovery sequences in hardware and perform hard-
ware in the loop validation test. This will test the recovery systems capability to work
in real time which is necessary for implementation into an actual aircraft.
• Refine the deep stall and spin recovery sequences by using smaller elevator and rud-
der discretisation. This will increase the calculation time but may result in the
identification of other deep stall and spin recovery strategies such as pitch rocking.
• Implement a more sophisticated normal flight controller to perform flight control
in the normal flight envelope. As the recovery control system is designed to be a
separate control system from the normal flight control of the aircraft it is important
to ensure that the transition of control authority is seamless once the deep stall or
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