Abstract. In this paper we will prove that the vorticity belongs to L ∞ (0, T ; L 2 (Ω)) for 3D incompressible Navier-Stokes equation with periodic initial-boundary value conditions, then the existence of a global smooth solution is obtained. Our approach is to construct a set of auxiliary problems to approximate the original one for vorticity equation.
Introduction
Let Ω = (0, 1) 3 , and D(Ω) be the space of C ∞ functions with compact support contained in Ω. Some basic spaces will be used in this paper:
The velocity-pressure form for Navier-Stokes equation is ∂ t u 1 + u 1 ∂ x1 u 1 + u 2 ∂ x2 u 1 + u 3 ∂ x3 u 1 + ∂ x1 p = ∆u 1 ∂ t u 2 + u 1 ∂ x1 u 2 + u 2 ∂ x2 u 2 + u 3 ∂ x3 u 2 + ∂ x2 p = ∆u 2 ∂ t u 3 + u 1 ∂ x1 u 3 + u 2 ∂ x2 u 3 + u 3 ∂ x3 u 3 + ∂ x3 p = ∆u 3
with periodic boundary conditions and the incompressible condition :
We will here recall the global L 2 -estimate from [4] . Since 
it follows that 
Above u can be interpreted as the Galerkin approximation of the solution, but (2) and (3) are also true for the solution of problem (1).
Auxiliary problems
For the 3D regularity, we just need to prove that the vorticity belongs to L ∞ (0, T ; L 2 (Ω)). The vorticity-velocity form for Navier-Stokes equation is
with incompressible condition :
Given a partition with respect to t as follows: 0 = t 0 < t 1 < t 2 < · · · < t k−1 < t k < · · · < t N = T On each t ∈ (t k−1 , t k ), we introduce an auxiliary problem:
In the section 3, by means of the Galerkin method and the compactness imbedding theorem, we can prove the local existences of the weak solutions of these systems for each (t k−1 , t k ) being small enough. Below we also interpretω as the Galerkin approximation of the solution of the problem (5), and first prove thatω, t ∈ (0, T ), belong to L ∞ (0, T ; L 2 (Ω)). In section 4, an approach of approximation is used to assert that the solution of (4) also belongs to
Then from (5) we have
by using Young inequality: uv
From Sobolev imbedding theorem in [1] , there exists a constant C 1 > 0 independent of ω and the size of Q T k such that
it follows that
Noting that
and similarly
from (6) we have
and f k (t) = sup
where ε 0 > 0 is a constant. By (2), (3) we have
On (0, t 1 ), t 1 be small enough, since N k=1 K * k < +∞, the partition is assumed to be fine enough such that 1 − 4CK *
4C is valid because of the absolute continuity of integration with respect to t, thus
By using Gronwall inequality it follows that
Therefore we set
This conclusion is also true for the weak solution of problem (5), by means of the result of section 3 and the lower limit of Galerkin sequence according to the page 196 of [4] .
Existence
In this section we have to consider the existence of solutions of the auxiliary problems. We just need to consider the following systems on (0, δ):
with initial value ω i (x, 0) = ω i0 (i = 1, 2, 3) and
as well as the incompressible conditions:
Galerkin procedure is applied. For each m and i = 1, 2, 3 we define an approximate solution (ω 1m , ω 2m , ω 3m ) as follows:
where {w i1 , · · · , w im , · · · } is the basis of W , and W = the closure of V in the Sobolev space W 2,4 (Ω), which is separable and is dense in V . Thus
where ω m i0 is the orthogonal projection in H of ω i0 onto the space spanned by
Inverting the nonsigular matrix with elements (w ij , w il ), 1 ≤ j, l ≤ m, we can write above system in the following form
where α ijl , β ijl are constants. The initial conditions are equivalent to
We construct a sequence {g k ij } by using a successive approximation:
Related to the a priori estimates we shall give later on, we have
, as t ≤ δ, then choosing δ * :
For any n, k (we can set n > k without loss of generality), we get
Thus, for every i = 1, 2, 3;
i.e., g * ij is a solution of the system (9) on (0, δ) for which g *
Then we write
Similar to those in the section 2, and η is chosen to be small enough, we have
The inequalities (10) and (11) are valid for any fixed δ ≤ η.
(iii) Letω m denote the function from R into V , which is equal to ω m on (0, δ) and to 0 on the complement of this interval. The Fourier transform ofω m is denoted byω m . We want to show that
for some γ > 0. Along with (11) this will imply that ω m belongs to a bounded set of H γ (R, V, H) and will enable us to apply the result of compactness.
We observe that (8) can be written as
where η 0 , η δ are Dirac distributions at 0 and δ, and
outside this interval
By the Fourier transform,
whereω im andf im denoting the Fourier transforms ofω im andf im respectively. We multiply above equality byĝ ij (τ ) =Fourier transform ofg ij and add the resulting equation for j = 1, · · · , m, we get
∇ϕ V this remains bounded according to (2) , (3), and (10), (11). Therefore
Due to (10), we have
For γ fixed, γ < 1/4, we observe that
Thus by (12),
Because of the Parseval equality,
as m → ∞. By Cauchy-Schwarz inequality and the Parseval equality,
< +∞ as m → ∞ by γ < 1/4 and (11).
(iv) The estimate (10) and (11) enable us to assert the existence of an element ω * ∈ L 2 (0, δ; V ) ∩ L ∞ (0, δ; H) and a subsequence ω m ′ such that 
This convergence result enable us to pass to the limit. Let ψ i be a continuously differentiable function on (0, δ) with ψ i (δ) = 0. We multiply (8) by ψ i (t) then integrate by parts. This leads to the equation
Since ω im ′ converges to ω * i in L 2 (0, δ; H) strongly as m ′ → ∞, thenω im ′ also converges strongly toω * i , and
Thus, in the limit we find
holds for v i = w i1 , w i2 , · · · ; by this equation holds for v i =any finite linear combination of the w ij , and by a continuity argument above equation is still true for any v i ∈ V . Hence we find that ω * i (i = 1, 2, 3) is a Leray-Hopf weak solution of the system (7).
Finally it remains to prove that ω * i satisfies the initial conditions. For this we multiply (7) by v i ψ i (t), after integrating some terms by parts, we get
By comparison with (13),
Therefore we can choose ψ i particularly such that
Convergence
Now the partition is refined infinitely, we will prove that there exists some subsequence of the solutions of auxiliary problems which converges to a weak solution of (4).
Since sup
In the same way, we know from (2) that the function
belongs to L 2 (0, T ; H). Finally we will prove that (ω * 1 , ω * 2 , ω * 3 ) is a solution of the vorticity-velocity form of Navier-Stokes equation (4) .
) with a period on Ω, and 1, 2, 3 ) denote the collection of those solutions of problem (5) defined on every (t k−1 , t k ). Integrating by parts we get
From section 2 we have the following conclusions:
In addition, for a certain solution u of (1), we can prove due to (2) and (3) 
In fact, set Q = (0, T )×Ω, ∆t = max
By means of the same partition as that forū i to constructv i , since there exists a constant C > 0 such that ∂ t v i L 2 (Ω) ≤ C, and max
Hence as ∆t → 0, we
These convergence results enable us to pass the limit. That is,
This is equivalent to
Here we also have
Hence we know that there exists some ω * i which belongs to L ∞ (0, T ; L 2 (Ω)) and is a Leray-Hopf weak solution of (4).
Regularity
We can still use Galerkin procedure as in section 3. Since V is separable there exists a sequence of linearly independent elements w i1 , · · · , w im , · · · which is total in V . For each m we define an approximate solution u im of (1) as follows:
where u m i0 is the orthogonal projection in H of u i0 on the space spanned by w i1 , · · · , w im .
We now are allowed to differentiate (14) in the t, we get
We multiply (15) by g ′ ij (t) and add the resulting equations for j = 1, · · · , m, we find
and
so that
where φ m (t) = 3
Introducing a stream function: ψ = (ψ 2 , ψ 2 , ψ 3 ), curlψ = (∂ x2 ψ 3 − ∂ x3 ψ 2 , ∂ x3 ψ 1 − ∂ x1 ψ 3 , ∂ x1 ψ 2 − ∂ x2 ψ 1 )
According to ω = curlu, u = curlψ and divψ = 0, we have curlcurlψ = −∆ψ = ω, −∆curlψ = curlω That is, −∆u = curlω. Then (−∆u, u) = (curlω, u), where
(curlω, u) = (∂ x2 ω 3 − ∂ x3 ω 2 , u 1 ) + (∂ x3 ω 1 − ∂ x1 ω 3 , u 2 ) + (∂ x1 ω 2 − ∂ x2 ω 1 , u 3 ) = −(ω 3 , ∂ x2 u 1 ) + (ω 2 , ∂ x3 u 1 ) − (ω 1 , ∂ x3 u 2 ) + (ω 3 , ∂ x1 u 2 ) − (ω 2 , ∂ x1 u 3 ) + (ω 1 , ∂ x2 u 3 ) = (ω 1 , ∂ x2 u 3 − ∂ x3 u 2 ) + (ω 2 , ∂ x3 u 1 − ∂ x1 u 3 ) + (ω 3 , ∂ x1 u 2 − ∂ x2 u 1 )
it follows that φ m (t) = 3 
Similar to the Theorem 3.8 in Chapter 3 of [4] , we obtain
Remark 1. Noting that (−∆u, v) = (−∂ t u − (u · ∇)u, v). If ∂ t u and (u · ∇)u are of some degree of continuity, then u can reach a higher degree of continuity, based on the smoothing effect of inverse elliptic operator ∆ −1 . By repeated application of this process one can prove that the solution u is in C ∞ (Ω × (0, T )).
Remark 2. For handling the initial value problem of 3D Navier-Stokes equation, a weighted function is introduced and some conditions for the initial value u 0 are needed. Based on problems separated and potential theory of fluid flow, we may keep the same result for the general initial-boundary value problems under the assumptions of regularity on the boundary and data.
