There has been a recent rise in research on real-time problem solving algorithms in artificial intelligence (AI). A real-time AI problem solver performs a task or a set of tasks in two phases. During the first phase, the problem solver searches for a solution that, once executed, will satisfy the requirements of the task. We refer to this phase as the planning phase or the search phase. During the next phase, the problem solver executes the planned solution to achieve the desired results of the task. This phase is referred to as the execution phase. Under time constraints, a real-time AI problem solver must balance planning and execution to minimize total response times and to comply with deadlines. This paper provides a methodology for the specification of real-time AI problem solvers. Using this methodology, we provide a formal specification of a realtime problem. In addition, the paper presents a methodology for analyzing realtime AI problem solvers. This methodology is demonstrated via a case study of two real-time problem solvers, namely DYNORAII and RTA*[ 1], for the realtime path planning problem. We provide new results on worst-case and average-case complexity of the problem, and of the algorithms that solve it. We also provide experimental evaluation of DYNORAII and RTA* for deadline compliance and response-time minimization.
Introduction
A problem solver in AI consists of three main components, namely a global data base, a set of transition rules and a control system [2] . The global data base contains statements and data that reflect the state of the world at each point in time. The transition rules operate on the global data base. Each rule has a set of preconditions that must be satisfied by the state represented in the global data base before that rule can be applied. Application of a rule changes the global data base to represent a new world state. The control system has the task of reaching a desired state or a goal state, via choosing and ordering a set of rules, such that application of those rules in the specified order will transform the global data base from its initial state to the goal state. The set of all possible states and all possible transitions from one state to another is referred to as the state space. The state space of a problem can be represented as a graph in which the nodes represent the states and the edges represent transitions. A control system in this representation can be characterized as a search process that seeks a sequence of state transitions that forms a path in the state space, connecting the start state to the goal state.
An example state space for the farmer, cat, chicken and grain problem is shown in figure 1 . In this problem, a farmer has to take his cat, chicken and grain safely across a river [3] . The river is represented by the line across a node in the state space graph. The farmer can neither leave the chicken and the grain nor the cat and the chicken at one end by themselves, as one will eat the other. A move from one side of the river to another is represented by an edge connecting two nodes, which represent the state before the move and the state after the move. Some of the unsafe states in the state space are demonstrated by the states enclosed by a double line in the figure.
A real-time AI problem solver has to operate under certain time constraints imposed on it by the environment. The control system of a real-time AI problem solver has to perform its search process in such a way that the temporal constraints of the problem are satisfied. In the game of lightning chess, for example, the problem solver has to search for a move in the state space, within a time limit. Any amount of time saved within a move can be used in later moves. Thus, the lightning chess problem solver has to produce responses by the time the deadline arrives. Ideally, the problem solver seeks to produce a response in less time than that allowed by the deadline, in order to buy time for more complicated decision problems to come.
Real-time AI problem solvers differ from conventional real-time systems. Conventional real-time systems [4, 5, 6] are mainly concerned with static tasks in which much of the information about the task is known a priori. These systems have mainly addressed the problem of meeting fixed deadlines. These conventional systems have focused on issues related to scheduling of tasks [4, 6, 5, 7, 7] , interrupt and error handling [8] , communication requirements [9, 10, 11] and system design and analysis [12, 13, 14, 15, 16, 17] . In addition to the above issues, real-time AI problem solvers aim at handling other constraints in the environment, such as uncertainty and lack of complete knowledge about the environment, dynamicity in the world, bounded validity time of information and other resource constraints. Consider, for example, the dynamic scenario in which a robot is among a set of moving agents with missions of their own. These agents are expected to move according to a set of traffic laws, but they do not always do so. A situation in which response-time constraints become important, in this scenario, is when the robot has to go from one point to the other within a deadline (global deadline). In this situation, while the robot has to react to changes to avoid collisions, it must plan a route and execute it within a certain time. The robot only has a limited time to react to changes (local deadlines).
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Dynamic situations are those in which the world changes slowly during planning. The longer the time it takes to plan a solution, the more obsolete the solution becomes at the time of execution. A real-time planning system in such a situation may deviate from the ''plan completely before execution'' paradigm to the ''sequence of partial planning followed by execution'' paradigm [1] to avoid obsolescence of the plans. In the ''sequence of partial planning followed by execution'' paradigm, the planner plans for a limited time to calculate a partial plan. The planner then executes a move in the plan to advance to the next state. The planner continues these cycles of partial planning followed by execution until it accomplishes its tasks.
The issue of response-time constraints is orthogonal to the issues of dynamic situations. Algorithms designed to meet constraints on response-time may fail to do so under dynamic situations, if they assume the world to be static during planning. These algorithms will search for a complete execution plan, using the state of the world at the beginning of the planning process, before making their first move towards execution. In a dynamic situation, actions must be committed before their ultimate consequences are known [1] . The amount of planning allowed before each move is limited by the resources available and by the changes that occur in the environment.
On-line situations are those in which the world changes rapidly and unexpectedly during planning. Events in these situations necessitate major revisions of solutions during planning. A real-time system may use reactive components [20] and non-monotonic reasoning [21] to cope with the frequent changes.
There is a need to address software engineering issues of specification, design and analysis of real-time AI problem solvers. Issues of specification and analysis are very important in validation and verification of real-time systems. Formal specification of a real-time system provides a set of requirements that a system is expected to satisfy, in order to meet the time constraints of the task(s) at hand. Analysis of the specified problem allows certain worst-case and averagecase results to be derived. Such results produce realistic expectations of how well a real-time problem solver can meet the time constraints in the specified problem. Analysis of a proposed algorithm for the specified problem can verify how well that algorithm meets the requirements of the problem.
Many of the existing approaches to real-time problem solving in AI fail to specify a precise definition of the problem. They also fail to provide a set of requirements that a solution to this problem has to satisfy. Furthermore, very little work has been done on analyzing the problem itself. In the cases where an algorithm is developed or a system is implemented, only examples of the performance of those systems are provided. Little or no formal analysis of the product is provided, and there is no clear methodology for such analysis. In this paper, we provide a methodology for the specification of a real-time AI problem. Using this methodology, we provide a precise specification of real-time problem solving in AI. The specification of the problem will include problem solving in both static and dynamic environments. Furthermore, we provide an analysis methodology for real-time AI problems and real-time AI problem solvers. It is important to distinguish between problem analysis and problem-solver analysis. Problem analysis reveals results about the inherent nature of the problem that are independent of the algorithm that is proposed to solve that problem. Such results will impose constraints on all algorithms that are aimed at solving the specified problem. These constraints can help to make reasonable assumptions and compromises about the algorithm that will be designed to solve the − 5 − problem. Algorithm analysis tests and demonstrates how well a given algorithm corresponds to and meets the requirements of the problem.
We provide, as a case study, certain worst-and average-case complexity analyses of the real-time path planning problem for both the static and the dynamic case. Some of the analyses are about dynamic environments in general. The other dynamic-world analyses are based on a formal model of change in the environment. As part of the case study, we introduce a new realtime planning algorithm, named DYNORAII, that is capable of handling time constraints in the presence of change in the environment. For the proposed real-time algorithm, we provide formal and empirical performance analyses in static and dynamic environments. Our empirical results, derived from experimentation on DYNORAII and on another real-time planning algorithm, show that our algorithm performs quite well under time-constraints in dynamic environments. Section 2 of this paper provides a general survey of the work in real-time AI to bring out our contributions. Section 3 discusses the issues in specifying an AI problem solver, and provides a graph-theoretic specification for real-time path planners. Section 4 lists the goals of analyzing real-time problems and real-time problem solvers. Section 5 introduces a case study which specifies and analyzes the real-time path planning problem and real-time path planners in AI. Section 5.1 provides the specification and analysis of the problem. Section 5.2 presents the algorithms for real-time path planning and verifies their correctness and completeness. Section 5.3 presents experimental analysis of the ability of algorithms to comply with given deadline constraints and to reduce response times. Section 6 provides conclusions and a summary of the paper.
Survey of Real-Time AI Systems and Our Contributions
Simple blind-search algorithms like depth-first search, breadth-first search and depth-first iterative deepening [22] are useful for problem solving in small search spaces and in situations where tight deadlines are non-existent. Most real-world applications, however, face very large search spaces and, often times, constraints on response time. Classical search algorithms such as A* [23] and IDA* [24] , which guarantee optimal solutions in terms of execution times, do not guarantee meeting any constraints on response time. Furthermore, such algorithms, due to the fact that they devise a complete solution plan before executing their first move, are not suitable for operation in dynamic environments. In a dynamic scenario, the world may have changed by the time a plan is generated, making the plan obsolete at the time of execution. These search techniques are also incapable of handling on-line problems.
Hard real-time systems [4, 5, 10, 25] address the problem of fixed deadlines. These systems are expected to produce the same results (possibly optimal) within a given amount of time, over and over again. Many such systems use hard-wired techniques that are tailored to the task at hand, leading to special-purpose solutions. Sometimes new deadlines can cause a total redesign of the system. Such systems often do not address variable deadlines or optimization of response times, nor do they address on-line problems. Specifically, they may not perform well in extremely dynamic environments. Hard real-time systems are the most common type of realtime systems currently being used in applications such as avionics, undersea exploration, and process control.
Anytime algorithms characterize the requirements of decision procedures capable of meeting deadline constraints on planning time [26] . The utility of solutions planned via these algorithms increases over time. These algorithms can be terminated at any time and will return some answer at the time of termination. These algorithms lend themselves well to preemptive scheduling characteristic of deadline constraints on response time, and are particularly useful in the case of variable deadlines and on-line problems. The Meta-Greedy algorithm [27] is an anytime algorithm. It uses a sequence of evaluation functions to assess the promise of a node during search. A greedy approach is used to order the multiple evaluation functions. Negative local benefit from a planning step terminates the search in that direction. The algorithm may be terminated at any time, and it will produce a solution at that time.
NORA [19] uses hierarchical planning to improve the solution at hand via a set of semantic information for database query planning. Like anytime algorithms, NORA improves the solution quality, given a longer time. The algorithm may be terminated at any time, and it will yield a solution. Furthermore, NORA formalizes the tradeoff between planning cost and execution cost to address constraints on the total response time. During planning, NORA is only concerned with finding the highest quality solution, among a set of given solutions. Thus, NORA assumes that the set of all solutions are available at planning time and that it only needs to pick one among them. As was mentioned before, assuming the availability of a solution set at the time of planning is unrealistic in many real-world applications. NORA also does not address the problems that a system has to face in a dynamic world. It has been formally shown that the stopping criterion of NORA provides near optimal response-times. Empirical data from experiments on a query optimization problem are given that are further evidence of the formal results.
A framework to address the more general problem of resource constraints may be built around utility theory [28, 29] . This model calculates utility and disutility values of certain metalevel actions. It then uses these values to consider whether to continue planning or to proceed with an action. The utility values and probability distributions are learned through experience. This kind of reasoning might be appropriate for well-known environments in which the expertise to do the task already exists. For applications where the required experience or expertise is not available, however, the calculation of such utility values will be a significant added overhead cost, if such calculations are at all possible.
On-line problems have been addressed by a number of algorithms which mainly employ one of two approaches. One of these approaches is the ''reactive behavior'' paradigm as defined by Brooks [30, 31, 32, 20] . This paradigm addresses time-constrained problems only as far as assuming that there is no time to plan [31] . Predefined actions, in this approach, are selected via association with the situation at hand. In this approach, a small amount of computation is performed to realize a coarse configuration of the environment, with very few features. The result of this computation is then used to react to the particular situation at hand. Empirical evidence has shown the success of this approach in such tasks as obstacle avoidance. However, undertaking this approach is not sufficient in situations in which the system has some time to plan a partial sequence of actions and to come up with a solution of reasonable quality.
The other approach to on-line problems is non-monotonic reasoning [33] . In this approach, in the presence of incomplete knowledge, and with a lack of time to acquire and reflect upon additional knowledge, the system makes plausible inferences based on a set of assumptions. If the assumptions are wrong to begin with, or they become falsified due to a change in the environment, the system might have to make major revisions to its plans. This feature makes non-monotonic reasoning a costly approach for tackling issues involved in dynamic environments. Non-monotonic reasoning does not directly address or consider time-constraints in a problem. Systems using this approach do not make assumptions or relax those assumptions based on the time available. Such systems can produce better quality solutions by investigating consequences of certain assumptions further, in cases where longer periods of time are available for reflection upon those assumptions.
Problem solving in dynamic worlds has been addressed by RTA* [1, 34] . The algorithm works in cycles of partial planning followed by execution. The complete plan to reach the goal is not worked out, if planning takes a long time. The agent executes a partial plan without exploring all the consequences of this commitment. RTA* uses a variation of the minmax search [ 35] , called minmin look-ahead search, for partial planning. The minmin search looks forward from the current state to a fixed-depth horizon and applies the heuristic evaluation function (f=g+h) of A* to the nodes at the depth frontier. The best f value is then sent back to the current node. RTA* is capable of reacting to dynamic situations. Unlike A*, where the planning and execution are done in disjoint phases, RTA* combines planning and execution and operates in repetitive plan-execution cycles until a solution is reached. RTA*, however, does not address the problem of constraints on response time. Korf has shown that RTA* is a complete and correct algorithm, meaning that it finds a solution if one exists, and that executing the solution will, indeed, achieve the desired results.
The research in real-time search algorithms has not provided adequate validation of the performance of the proposed algorithms. Determining the next move in board games is often used as a benchmark for the evaluation of algorithms [34, 27] . Board games, however, do not share many of the characteristics of real-time applications. For example, the execution cost of a move in a board game is negligible compared to the planning cost. A trivial solution for making the next move can be found with negligible planning. In real-world applications, like robot path planning and computer network message routing, execution costs are comparable to planning costs.
DYnamic Near Optimal Response-time Algorithm (DYNORA) [36] was designed to simultaneously address both response-time constraints and issues concerning dynamic environments. As a means of minimizing response-times, DYNORA uses both solution quality and planning time to direct a search, which is unique. Also, by combining partial planning with execution, DYNORA adds a reactive behavior to its problem-solving nature. This paper makes several contributions to real-time problem solving research in AI. An important contribution is the development of a methodology for specification and analysis of real-time problem solvers. Many of the existing approaches to real-time problem solving in AI fail to specify a precise definition of this problem and do not provide a set of requirements that a solution to this problem has to satisfy. Furthermore, very little work has been done on analyzing the problem itself and the constraints it imposes on the class of real-time AI algorithms. The work in this area is at its early stages. Due to this fact, researchers in the area make speculative comments about the performance of the systems and of the algorithms they develop. Some effort has been dedicated to forming general frameworks without having any algorithms or systems that demonstrate those frameworks. In the cases where an algorithm is developed or a system is implemented, only examples on the performance of those systems are provided. Little or no formal analysis of the products is provided, and there is no clear methodology for such analysis.
In this paper, we first provide a methodology for the specification of a real-time AI problem. Using this methodology, we provide a precise specification of real-time problem solving in AI. We also provide a worst-case analysis of the specified problem. Another major contribution of the paper is the specification of problem solving in dynamic environments, as well as problem solving in static worlds. We not only specify problem solving in a general model of dynamic worlds, but we also introduce a particular dynamic model in which changes in the environment are modeled formally. A formal model of change facilitates forming theories about the environment and about the algorithms that operate in that environment.
After specification and analysis of the problem we will provide a methodology for analyzing real-time planning algorithms. We also introduce a new real-time planning algorithm called DYNORAII, for which we provide correctness, completeness and optimality analysis. We apply our analysis methodology to DYNORAII and to another existing real-time planning algorithm (i.e. RTA*). Results of the analysis show that DYNORAII outperforms RTA* in static worlds and in a proposed model of a dynamic world.
An important role of analyzing a real-time algorithm is to demonstrate the capability of such algorithms to handle strict time constraints. A contribution of this paper is to show that the time distribution of the number of completed jobs can be used to test such capability. Another role of analyzing a real-time algorithm is to demonstrate the capability of that algorithm to produce and execute a solution with minimum delays. We also show how this capability can be tested via the analysis of average-case complexity in random graphs.
Specification
Specification of a concept refers to an encoding of the concept in a formal description language with well-defined semantics. The concepts to be specified include a problem, solutions to the problem, and problem solvers. A specification methodology is a body of methods, rules and postulates employed to specify and analyze a set of related concepts. An example of such a methodology is graph-theoretical specification methodology. This methodology provides the language of graphs to encode concepts of a problem, a solution and a problem solver. Specification of a problem may consist of a graph, a start node and a goal node. The solution specification may consist of a set of edges which form a path from the start node to the goal node. Problem solver specification may consist of a graph-search algorithm.
The advantage of specifying a problem is that it allows examination of the set of requirements that a problem solver has to satisfy. Specifying a problem also allows complexity analysis of that problem. Results of such complexity analysis show the limits of how well a problem solver can be expected to solve the specified problem. A specification must provide a definition of the problem in terms of parameters that are important in solving that problem. An important parameter in the specification of a problem is the size of an instance of that problem, because it impacts the amount of computation time that the problem solver needs to produce a solution. Specification of the problem may also include metrics that measure the quality of a solution. An optimal solution to the problem can be characterized as the solution that has the minimum value for the specified quality metrics.
An AI problem solver can be characterized by two main components. One component is the state space in which a solution is to be found. An example of a problem that can be represented as a state space is that of the farmer, who is trying to get a cat, a chicken and some grain safely across a river, as discussed in the introduction. The other component of an AI problem solver is the search algorithm that is used to find the solution. A state space is represented via a graph G(V, E). A state in G is represented by a node v i ε V. Certain pairs of states are connected to each other via edges (v i v j ) ε E. The two nodes representing an edge are the states that are connected by that edge in the state space G. Associated with each edge (v i v j ) is an execution cost ce vivj , which is regarded as the cost of transforming v i to v j , or the cost of traversing the edge (v i v j ). Execution cost of an edge is computed by measuring the quantity and the unit cost of resources consumed to traverse that edge. For example, the time to traverse the edge can be used to represent that edge's execution cost. The planning cost of an edge cp vivj is the amount of planning required to come to the decision to traverse the edge (v i v j ), as a part of the planned solution. Planning cost is computed by measuring the quantity and the unit cost of resources consumed during planning. For example, the time consumed by the planner may be used to represent the planning cost. In general, planning cost cp vivj depends on the search algorithm, since it is the cumulative cost of examining a set of choices at node v i (including for example, backtracking cost) and choosing the edge (v i v j ) to be traversed. The planning cost may not be available as part of the problem definition. A detailed discussion of the planning costs is provided in the context of a more specific problem, in section 5.1.
Associated with each graph are two special nodes: the start node s and the goal node g. The path planning problem refers to the problem of finding a path p i that connects s and g via existing edges in the graph. A path p i is represented as a sequence of edges
Associated with a path p i in the graph is an execution cost C e , such that
Σ ce vlvm , and a planning cost C p , which depends on the algorithm. The above discussion may be generalized to path planning problems with multiple goal nodes. In the problem of finding an optimal path that passes through all the goal nodes, ordering the sequence in which the goals are visited is a hard problem. The topic of multiple goals is outside the scope of this paper and will not be discussed further.
In a dynamic state space, execution costs ce vivj (t) are a function of time to reflect the changes in the world over time. An edge in this graph may cease to exist for a period of time. This is represented by an execution cost of ∞ associated with that edge for that period of time. Next, we will specify a simple † formal model of change in a dynamic environment. The proposed model of change is based on a Markov process. The selected Markov process is used to change the cost of the edges in the graph to simulate a dynamic world. A cost ce vivj (t) in this model is considered to be a random variable and a function of time. The change of the cost of an edge in time is modeled by a bounded Markov process as follows:
The bounds on the Markov process keep the edge cost distributions from diverging too far away from the mean. The bounds satisfy the following property: 0 ≤ ce vivj min < ce vivj max . If ce vivj max =∞, then an existing edge may become virtually non-existent within a finite time, as its cost becomes much larger than the cost of other edges. An optimal solution to the path-planning problem, in the proposed dynamic world model, is a path with the least average total cost of planning and execution at/over some time point or interval. A statistically optimal solution path † Modeling "real" dynamic problems is outside the scope of this paper. is the path which is most likely to be the best over any interval of time.
Lastly, we discuss the notion of random graphs to specify the average-case behavior of real-time problem solvers. We define a random graph to be a graph G(V, P) in which each edge exists with a certain probability P. In the case where P=1, the graph is completely connected; namely every node is directly connected to all other nodes with single edges. P=0 signifies a graph with no edges. The choice of P influences the likelihood of the number of solution paths with certain lengths [37] .
The constraints on the total response time of the planning and execution processes of realtime problem solvers can be specified as follows. Total response times are characterized by the sum of the time it takes to plan a solution and the time it takes to execute that solution. If the execution cost C e and the planning cost C p of a solution path in a state space are calculated in terms of time, the total response time of a plan can be calculated as C p + C e . Strict time constraints on total response times typically pose deadlines on the amount of time available for planning and execution of a solution. In such situations, a planning algorithm is required to plan a path from the start node to the goal node and to execute that path, namely to traverse all edges in the path and end up at the goal state before a deadline is reached. Deadline situations require guarantees on total response times. Other, less strict, time constraints pose optimality conditions on total response times. These situations, while they do not pose hard deadlines, do require minimum delays in planning and executing a solution. A goal state, in such situations, must be reached in as little amount of time as possible (i.e. the total response time C e + C p is a minimum). In analyzing the algorithms addressing the problem of real-time planning and search, we will take into account the ability of these algorithms to meet deadlines, as well as their ability to minimize total response times.
Analysis
The analysis methodology can be divided into two parts. In one part of the methodology, the specified problem is analyzed independently of the algorithm that is intended to solve it. This part of the analysis can consist of analytical results on worst-case time complexity of the problem. Other analysis can evaluate solution density and solution quality. A solution density analysis is concerned with the number of solutions that exist in an average-case or a worst-case state space. A solution quality analysis is concerned with how good a solution, in terms of some parameter(s) of interest, one can expect from an algorithm. Both of the latter analyses, namely the solution density and solution quality analysis, can help to determine the worst-case time complexity of the specified problem.
In the other part of the methodology, the algorithm that is intended to solve the specified problem is analyzed. Analysis of the algorithm starts with correctness and completeness analyses. An algorithm is correct if the solution that it produces does indeed solve the specified problem, and it is complete if it is guaranteed to find a solution when such a solution exists. The algorithm analysis can also contain verifications of the optimality of the solution provided by the algorithm.
The specification of real-time AI problem solvers is amenable to a variety of other analyses, including deadline compliance and response-time minimization, which are two of the most important properties of real-time problem solvers. Deadline compliance refers to a problem solver's ability to meet a given deadline. Response-time minimization refers to a problem solver's ability to plan and execute a solution in as little time as possible. Deadline compliance is harder than response-time minimization in that it needs more information about the problem. In graph-theoretic framework, deadline compliance can be analyzed for a problem defined on a fixed graph. For example, the path planner can be analyzed to check the number of (start, goal) pairs, for which a path can be discovered and traversed within a given deadline. A distribution graph, representing the number of jobs that were able to meet a given deadline, provides a representation of deadline compliance ability.
Response-time minimization, on the other hand, is seldom infeasible [19] . We can evaluate real-time problem solvers in terms of their total response time of finding and executing a solution for a sample set of graphs. For example, a pair of path planners can be analyzed to find the path planner producing smaller response times over a large number of graphs. Average-case time complexity is used to represent response-time minimization ability of real-time problem solvers.
Average-case time complexity [38] of an algorithm represents the dependence of average execution time of the algorithm, on problem size n. The average-case time complexity of an algorithm for a problem of size n, over a set S n of all possible problem instances of problem size n can be characterized by the following:
, where x varies over problem instances in S n , t(x) represents execution time of the algorithm on problem instance x of size n, and |S n | represents the cardinality of S n .
There are two techniques used to derive average-case complexity of an algorithm: analytical technique and sampling technique. Analytical methods derive T(n) by analyzing the structure and the classification of problem instances of size n. The sampling method computes numeric values of T(n) by measuring execution times t(x) of the algorithm on an unbiased sample of problem instances in S n . We chose the sampling method to compare real-time path-planning algorithms. We hope to develop a better understanding of the time complexity of real-time algorithms by using sampling methods to enable analytical results in the future. The sampling method of average-case analysis is based on two critical parameters: (i) the sample, and (ii) problem size n. The sample should be unbiased, should represent population distribution, and should be large enough for significance tests. Problem size, n, needs to span a wide range of values, including large n, in order to reveal the asymptotic behavior of the algorithms.
The average-case complexity is different from the traditional worst-case time complexity notion [18] . Worst-case time complexity of an algorithm represents the largest amount of time taken by the algorithm over all possible instances on problem size n. The worst-case time complexity of a problem of size n, can be characterized by the following: T(n) = Max {t(x)}, over all − 12 − problem instances xεS n of size n, where t(x) is the time complexity of the algorithm on instance x of size n.
Case Study (Overview)
In this section, we specify and analyze a real-time path planner to demonstrate the methodology described earlier. We will specify a path-planning problem and derive worst-case complexity results for a related problem in both static and dynamic worlds. We give a description of two candidate real-time problem solvers (i.e. RTA* [1] and DYNORAII) addressing the problem of real-time path planning. DYNORAII is our new real-time search algorithm, which is capable of handling time constraints in dynamic environments. We prove the new algorithm to be correct and complete in static worlds. As a worst-case result, we show that this algorithm is incomplete in dynamic environments in which the edge costs can grow infinitely large. We then provide the data from a set of comparison experiments that test the capability of these algorithms to meet deadlines and to minimize response times. We provide an analysis of the data based on the methodology that was introduced earlier in the paper. The analyses show that DYNORAII is capable of meeting much tighter deadlines with higher degrees of reliability than RTA*. Furthermore, these analyses show that DYNORAII outperforms RTA* in the dynamic world.
Section 5.1 of this case study presents a specification of the problem and certain problem analyses. The specification of the problem solvers and the correctness and completeness analyses are presented in section 5.2. Section 5.3 provides empirical analyses of the problem solvers.
Specification and Analysis of Real-time Path Planning Problem
The optimal real-time search (ORTS) is the problem of finding and traversing the shortest path between two nodes such that the total response time for such a path is a minimum. † In general, characterizing planning costs C p ORTS in an algorithm-independent manner is difficult. The planning cost of an edge may include the effort to examine a set of other edges in the vicinity, which depends on the search algorithm. The lack of an algorithm-independent definition of planning costs in the ORTS problem makes it difficult to formally characterize its hardness. However, it is possible to characterize the hardness of a related, artificial problem, called SORTS, where the planning cost associated with an edge (i.e. cp vivj SORTS ) is assumed to be independent of any algorithm and is assumed to represent the minimum planning cost for that edge. The notion of a minimum planning cost for an edge can be interpreted as the time it takes to gather some information about that edge before including it in the solution path. We note that the SORTS and ORTS problems are related. The notion of execution cost for a path is identical in both problems and the planning costs in the SORTS problem are an underestimate of the planning costs in ORTS (i.e. C p SORTS ≤ C p ORTS , where C p SORTS is the planning cost of a path in the SORTS problem and C p ORTS is the planning cost of that path in the ORTS problem). In the following paragraphs, we show that the SORTS problem is NP-hard. We conjecture, due to the relationship between SORTS and ORTS, that ORTS is at least as hard as SORTS. We note that † We implicitly assume that the basic step of computation for any algorithm is the examination of an edge or a node. Thus, the candidate algorithms are all possible graph search algorithms. This class of algorithms possibly excludes reactive problem solvers that store solutions and do not need to recompute them.
− 13 − the assumption about the independence of cp vivj from the search algorithm is artificial and that this assumption is not used in designing algorithms proposed in later sections.
We define the simple optimal real-time search (SORTS) problem as follows. Given a graph G(V, E), start node s and goal node g, edge execution costs ce vivj , and algorithmindependent, minimum edge planning costs cp vivj SORTS , the problem is to find and traverse the shortest path (i.e. minimum C e ) connecting s and g in minimum total response time (i.e.
C p SORTS
+ C e is minimum). It can be shown that the SORTS problem is NP-hard. We will provide a proof by using the method of polynomial reduction [39] . Using this method, we first formulate our problem as a decision problem. Such problems only have two possible solutions, either "yes" or "no". We then prove that our problem is NP-complete in the size of an instance by: 1) Showing that our problem P1 is in NP. We do this by providing a nondeterministic polynomial time algorithm that solves P1.
2) Selecting another problem P2, that is known to be NP-complete.
3) Constructing a transformation f from P2 to P1, and 4) Showing that f can be calculated in polynomial time.
We assume that the lengths and the planning costs associated with each edge are not all equal. We measure the size of the problem instance by the sum of the number of nodes and the number of edges. Formulated as a decision problem, SORTS can be stated as the following theorem:
Theorem 1: Given an instance I of the SORTS problem and positive integers L & P, the problem of answering whether there is a path of execution cost equal to or less than L with a total response time equal to or less than P+L is NP-complete.
PROOF: The first step of the proof consists of showing that the SORTS problem is in NP. To show this, we provide a nondeterministic polynomial time algorithm to solve the decision version of the SORTS (DSORTS) problem. The algorithm Solve-DSORTS, described in figure 3 , does just that. This algorithm assumes there exists another algorithm, Guess-A-Path, that can nondeterministically guess a solution path, connecting nodes s and g in a graph, given the graph G(V, E) and the nodes s and g. Since the size of solution path is polynomially bounded, Solve-DSORTS takes polynomial time to guess and verify the solution.
Next, we select an NP-complete problem that we can reduce to the SORTS problem in polynomial time. The NP-complete problem that we have selected to reduce to the SORTS problem is the "Shortest Weight-Constrained path" (SWCP) problem [39] . This problem can be stated as follows: Given a graph G(V,E), length l(e)εZ + (where Z + is the set of all positive integers), weight w(e)εZ + for each eεE, specified vertices s,tεV, and positive integers K and W, is there a simple path in G from s to t, with total weight W or less and total length K or less?
We define f (I′) to be a function that transforms an instance I′ of the SWCP problem to an instance I of the SORTS problem. We have to show that such a function exists and can be calculated in polynomial time. A direct, polynomial transformation of I′ to I is as follows: G in I′ is the same as G in I, namely that the graphs in both problems have the same set of vertices and edges. Each l(e) in I′ has a corresponding ce vivj If Guess-A-Path algorithm finds a path S and the length of S is less than L and the total response time for S is less than P+L, Then return True Else return False. Figure 3 : Solve-DSORTS
It is clear that the transformation function f can be calculated in polynomial time. We have shown that the DSORTS problem is in NP. Hence, we conclude that DSORTS is NP-complete. A requirement for the SWCP problem to be NP-complete is that the weights w(e) and lengths l(e) not all be equal. This requirement should also hold true for the simple optimal real-time search problem. Since DSORTS is NP-complete, SORTS is NP-hard.
The above discussion states the NP-hardness of the SORTS problem in a static environment, where the edge lengths remain the same over time. We argue that the SORTS problem in a dynamic world, where changes occur over time, is at least NP-hard. The reason is that the static world model is a special, simpler case of a dynamic world in which the rate of change is zero. If the SORTS problem is NP-hard in the simpler case, it would be at least NP-hard in the more complex case.
One implication of the above results is that we should seek suboptimal solutions for the real-time search problem, or seek solutions for special cases of the problem that are easier to solve. This implication will be reflected in the algorithms that we develop to address the problem and in the problem instances that we choose to solve. Other implications of these results are reflected in the following corollaries.
COROLLARY 1: The problem of searching for a path of optimal length within a given deadline is, at least, NP-hard. PROOF: The DSORTS decision problem states that finding a path of length less than L in less time than L+P is NP-complete. If P+L represents the deadline within which the algorithm has to find an optimal solution, then corollary 1 follows.
Another implication of the above theorem is that the problem of optimizing a solution while guaranteeing optimal response times, is NP-hard. This implication is reflected in the following corollary.
COROLLARY 2: The problem of searching for a path of optimal length, while optimizing total response times is, at least, NP-hard.
Guaranteed optimal response times are different from deadlines. Guaranteed response times are provided by the algorithm that solves the problem, whereas deadlines are imposed by the requirements of the task. Guaranteed optimal response times are also different from guaranteeing a certain response time, rt. An algorithm that guarantees a certain response time, rt, can guarantee meeting deadlines that are greater than rt. If the deadline arrives before the guaranteed response time, however, that deadline may or may not be met.
Specification of Real-time Path Planners
In this section, we will specify two real-time problem solvers as search algorithms on a graph. The problem solvers are RTA* [1] and DYNORAII [40] . Both of these algorithms work in cycles of partial search followed by execution. The paradigm of partial search followed by execution helps these algorithms to cope with changes in the environment. Both algorithms use an evaluation function to guide the partial search, like A* [23] . The evaluation function f of a node is calculated as the sum of two parts: g and h (i.e. f = g + h). In A*, g represents the actual cost of a path from the start node to the currently evaluated node in the graph, and h represents the estimated cost of a path from the current node to the goal node. h is often called a heuristic function. It has been shown that A* will find the shortest path in the graph, given a heuristic function h that underestimates the cost of a partial path from the current node to the goal node. RTA* and DYNORAII differ in the stopping criterion used to terminate the partial search in each cycle and in the way planning time is allocated in each cycle. DYNORAII's stopping criterion enables it to handle time constraints, as well as issues of dynamic worlds. The two algorithms also differ in the way they control the search process. RTA* performs a search with a fixed depth bound for each neighbor of the current node. DYNORAII carries out a single A* with a termination criteria based on planning and execution costs. DYNORAII allocates planning effort to the frontier nodes in proportion to their promise, whereas RTA* allocates comparable planning effort to all neighbors of the current node.
RTA*
At each cycle, RTA*(n) first creates the successor nodes of the current state. The current state is the actual position of the system. Parameter n corresponds to the number of descendant nodes evaluated for each neighbor, during a cycle. As each successor node is created, its estimated distance from the goal (i.e. h), the cost from the current node (i.e. g), and the sum of h and g (i.e. f) are calculated. The euclidean distance formula is used to calculate the h values. This heuristic formula is monotonic [1] and is guaranteed to produce optimal solutions in A*. In the case of RTA*, this heuristic formula allows substantial pruning of frontier nodes without loss of valuable information in reaching a partial solution. Notice that, unlike A*, in which g is the value of the total cost so far, namely from the start node to the current successor node, in RTA*, g is the value of the cost from the current node to each of its successor nodes. The h values are calculated via look-ahead search. The algorithm assumes that the larger the number of lookaheads (i.e. the larger the n), the more accurate the estimated f value (i.e. g+h) will be. However, we encountered cases in which the greater look-aheads led the algorithm to more costly solutions. Also, one must note that while greater look-aheads are generally helpful in finding shorter paths to the goal (i.e. lower execution cost), they require more processing and planning (i.e. higher planning cost). Once all the successor nodes and their f values are determined, the algorithm sorts these nodes with respect to their f values. The successor node with the smallest f value is chosen as the next physical move for the RTA* algorithm. This process is repeated until a solution is reached.
While this algorithm cannot guarantee termination in the case of graphs with no solutions, it does guarantee that it will not get stuck in local minima and graph cycles. This is accomplished by penalizing cyclic and dead-end paths, and by leaving the h value of the second best path at each decision point [1] . This algorithm has been shown to be correct and complete in static worlds [1] .
DYnamic Near Optimal Response-time Algorithm II (DYNORAII)
DYNORAII performs planning and execution cycles repeatedly until a goal node is reached, assuming that the graph has a solution. A plan-execute cycle starts with conducting a heuristic search (plan phase) for the next move, starting at the current state (node) in the graph. The search continues from the start state to a variable depth in the graph until the following stopping criterion is met:
This stopping criterion provides a tradeoff between the total planning cost (C p ) so far, accumulated during the entire planning phase of the current cycle, and the best estimated execution cost (C e ) of a complete path, found during the planning phase of the current cycle. This tradeoff takes into account the utility of the heuristic solution found in the current plan phase versus the amount of planning that was performed to find that solution.
During the execute phase, the algorithm commits to the best action found during the previous plan phase. In the case of path planning for a robot, for example, the execute phase consists of physically moving the robot from its current position to its next position, which was chosen from among a set of available options. Figure 4 . provides pseudo-code of the DYNORAII algorithm.
1 Put the start node on the queue. C p in DYNORAII is determined by the number of nodes that were evaluated during the search. These are the nodes whose h,g and f values were calculated, where h is the estimated distance from the evaluated node to the goal, g is the the cost of a move from the parent of the evaluated node to the evaluated node, and f is the sum of h and g. C e is calculated by adding the actual length of the current path to the estimated distance between the current node and the goal node.
To explain the advantage of the tradeoff between planning cost and execution cost, consider RTA* as an example of a real-time search algorithm. RTA* [1] uses a fixed look-ahead, specifying a static bound for the look-ahead search. When this look-ahead bound is reached, RTA* stops the look-ahead search regardless of the quality of the solution found and regardless of the amount of search done. In some cases, the search terminates prematurely, resulting in a poor (i.e. costly) solution. In some other cases, too much searching is done for little gain in solution quality. In DYNORAII the search bound is reached when a balance between planning cost and execution cost is reached (i.e. the stopping criterion of inequality 1 is met). Hence, the depth of search in this algorithm is determined dynamically.
When the criterion of inequality 1 is satisfied, the smallest f value found so far is returned to the top level of the algorithm. The successor node with the smallest f value is chosen as the next physical move for the DYNORAII algorithm. This process is repeated until a solution is reached.
An important parameter involved in the tradeoff between C p and C e is α (see inequality 1). The appropriate value of α depends on certain characteristics of the graph and of the application at hand. Examples of such characteristics are the graph size, the branching factor, and the time available for planning. The general rule of thumb is to choose a large α when the search space is small, the branching factor is small and the time to plan is long. A small α is chosen when the search space is large, the branching factor is large and the time to plan is short. The intuitive rationale behind these heuristics is that a large graph or a high branching factor with a large α can considerably increase the amount of planning. Also, when the available time to plan is short, one must obviously reduce the amount of planning in each plan-execute cycle.
DYNORAII guarantees termination if a solution path from start node to goal node exists in a finite graph with bidirectional edges. It also is able to get out of local minima and graph cycles. This is accomplished by penalizing cyclic and dead-end paths, and by leaving the h value of the second-best path at each decision point [1] . Next, we will present some formal results regarding the algorithm and its performance. Empirical results based on performance comparison experiments will follow. Theorem 2: If DYNORAII, given a problem, terminates claiming a solution, the answer it produces does in fact solve the given problem.
PROOF: A solution is correct when it connects the start state to the goal state via legal moves. DYNORAII always starts its plan-execute cycles from the initial state. It then executes its partial plans until success in finding a solution is announced. Thus, if DYNORAII announces success when it has reached the goal state, it has found the correct solution. It is indeed the case that DYNORAII announces success only when it has executed a move that has led to the goal state. Therefore, DYNORAII's solution does solve a given problem.
By proving the next theorem, we will show that under a set of assumptions DYNORAII is guaranteed to produce a response (i.e. find a goal state) if such a solution exists. We will show our results for the general case of graphs that may include cycles. We will assume a finite search space. In an infinite space, deceiving heuristic values may send DYNORAII down an infinite path which never reaches a solution. We assume positive edge costs that remain constant over time. In proving the next theorem, we will relax this assumption to explore completeness of DYNORAII in dynamic worlds. Finally, we assume bidirectional edges to allow our algorithm to backtrack out of dead-end paths.
− 18 − Theorem 3: In a finite problem space with bidirectional edges, static positive edge costs and finite heuristic values, where there exists a path that connects the start node to the goal node, DYNORAII is guaranteed to find that path.
PROOF: We will prove this theorem by contradiction. Assume that the negation of the theorem is true, namely that there may be a path from the start node to the goal node in the search space, and that DYNORAII never reaches that path. For such a situation to be true, there must exist a cycle in the graph that does not include the goal node, in which the algorithm loops infinitely. On the other hand, it is true that if a path exists from start to goal, the goal node is reachable from every node in the component of the graph in which the start and goal nodes reside. Thus, there must exist an edge that leads away from the cycle and that connects to the goal node. We now have to show that DYNORAII will ultimately leave this cycle. Associated with every node in the graph is a heuristic value which is either calculated (if the node has not been visited before) or is retrieved (if the node has been visited before and thus has inherited the second best f value of its children). In moving from a node x to a child node C1, DYNORAII calculates or retrieves the f ci values of its children, adds the corresponding positive edge costs (g x (c i )), and moves to the child (C1 in this case) with the lowest resulting value. It also assigns the second best f ci value as the heuristic value of the node x (i.e.h(x)←f ci where f ci is the second best f value of x's children). Since the second best value is greater than or equal to the best value, and the value of the new state, C1, is strictly less than its value after the cost of the edge from the old state x is added to it(due to positive edge costs), the value of the node x must be strictly greater than the value of node C1. Thus, the value of the old state is always larger than the value of the new state. Now consider the node with the smallest value on the cycle as the current state. Upon leaving this state, a new, larger value is assigned to this node. Furthermore, upon reaching this node for the second time, its value is increased again due to the reasoning given above. If this is true for the node with smallest value, then it is true for all nodes on the cycle. In the case of static edge costs, the values of all nodes on the cycle increase monotonically without bounds. The time will finally come when the value of the node on the path away from this cycle is lower than the value of its neighbor on the cycle. At that time, DYNORAII will get out of the cycle. This is in contradiction with our assumption of an infinite loop. We conclude that under the assumptions of our theorem, there do not exist any infinite loops. This proves our theorem for the static case.
The next theorem addresses completeness of DYNORAII in dynamic worlds. Here we show, via an example, that in dynamic environments, in general, where the costs of moves can grow infinitely large, DYNORAII is not a complete algorithm. This implies that DYNORAII can oscillate between a set of nodes or fall into an infinite loop and never find a solution, even if such a solution exists.
Theorem 4: DYNORAII is not complete in a dynamic environment in which the edge costs are positive and can grow infinitely large.
PROOF: Consider the following example of a graph with dynamic edge costs, depicted in figure  5 .
The edge costs are all set at 1, initially. The heuristic value of each node is written in the boxes below each node. Assume that the node S is the starting position and that we want to plan a path to node G. Also, assume that DYNORAII's look-ahead is set so that the algorithm can only look at the immediate successors of a node when the algorithm is in its planning phase. From node S, we have two choices. One is to take the edge Sa (connecting nodes S and a), and the other is to take the edge Sb (connecting nodes S and b). The f value of traversing Sa is the cost of traversing Sa, which is 1 initially, plus the heuristic value of node a, which is 5. Likewise, the f value of traversing Sb is 5, initially. Thus, DYNORAII selects the node with the smallest f value to move to, namely node b, and leaves the f value of node a (i.e. 6) as the heuristic value of node S. At node b, DYNORAII has the choice to go to node c whose f value is 8, or go back to node S whose f value is now 7. Clearly, DYNORAII goes back to S and leaves the f value of c (i.e. 8) as the heuristic value of b. Now, suppose that during this period the cost of edge Sa has increased to 5, increasing the f value of a to 10. At this point, between the choice of going back to b, with an f value of 9, and the choice of moving to a, with an f value of 10, DYNORAII chooses to go back to b. Now suppose that the cost of edge bc has also increased to 5, increasing the f value of c to 12. DYNORAII, at this point, will choose to go back to S, whose f value is now 11. At this point, it is easy to observe that if the costs of edges Sa and bc keep increasing by 3 each time, DYNORAII will oscillate between nodes b and S forever, without ever reaching the goal via node a.
Experimental Analysis
In this section, we present the results of two performance comparison experiments. The first experiment evaluates algorithms in their ability to comply with deadlines. In that experiment, we characterized the probability of completion of a search within a deadline. The second experiment evaluates algorithms in their ability to reduce total response times in both static and dynamic environments.
Deadline Compliance Evaluation
An important factor to consider in evaluating a real-time algorithm is the ability of such algorithms to handle strict time constraints. In this section we present the results of experiments that were designed to compare the performance of DYNORAII and RTA* in meeting deadlines. In conducting these experiments we have used the methodology of controlled, syntheticapplication-based performance comparison. The application is specified in terms of the parameters of the specification model, such as number of nodes and edges. The parameters of interest are determined by examining the modeling of alternative real-world applications in terms of the the specification model. For example, the interesting parameters for the path-planning problem include the degree of connectivity of the graph and the size of the graph. Performance is measured in terms of the units of the model, such as the number of nodes expanded, or the length of a solution path. The search algorithms are executed to collect data about the algorithms' performance. This data can provide an understanding of the parameters controlling the comparative performance of search algorithms. The conclusions can be extended to real-world applications via characterization of such applications in terms of the model variables and via determination of the values of the parameters controlling performance.
Path planning was chosen as the application domain for the experiments and performance comparisons. Path planning is the problem of finding a solution path in a graph that connects a start node to a goal node. This domain is very important in several areas of industry and Planning cost is computed from the number of nodes and edges examined during planning and the average time to carry out these operations on an execution platform (e.g. SUN SPARC SLC). The size of the graph is characterized by the number of nodes (n) in the graph. The degree of connectivity (β) represents the ratio of the number of existing edges ( |E |) to the number of edges in a completely connected graph. Thus,
In order to avoid generating a graph with trivial solution paths, the number of edges ( |E |) in the graph was bounded by the following limits: The lower bound guarantees that the graph is not in the form of a tree and, the upper bound guarantees that the graph is not complete. Such bounds help to avoid small solution spaces (set of possible solution paths), as well as trivial paths to the goal. Equations 1 and 2 lead to the following limits on β: 0 < n 2 << β << 1, for all n>1. For the graph of this experiment β = n 4 .
For each possible pair of start and goal nodes in the graph (a total of 870 start-goal pairs), eight sets of data were collected. Four of the eight sets corresponded to RTA*(n) for n=1,2,3, and 4. The other four sets corresponded to DYNORAII(α) for α = 0.05, 0.1, 0.5, and 1.
Faced with strict time constraints, an algorithm needs to guarantee results within a given deadline. That is, an algorithm needs to specify the minimum amount of time that it requires to guarantee the completion of all the given jobs. Alternatively, an algorithm is required to provide the fraction of the jobs that can be completed within any given deadline. For our problem of planning a path in a state-space graph, the average, best and worst total response times of the search, between the set of all possible start and goal nodes, will provide the distribution of job completions over time. This distribution will allow us to calculate the number of jobs that will be guaranteed to be completed within arbitrary deadlines. Figures 6 and 7 demonstrate the effect of parameter α on DYNORAII's capability to meet deadlines. Figures 8 and 9 demonstrate the same capability for RTA* and different values of the look-ahead parameter n. Figures 10, 11 and 12 represent the best-case, worst-case and averagecase performances of the two problem solvers. The best case for RTA* occurs when n= 1 for all possible integral values of n. The best case for DYNORAII occurs when α = 1 for all possible real values of α as shown in [19] . The worst case for RTA* occurs at n = 4, from among the values of n used in our experiments. The worst case for DYNORAII occurs at α = 0.1, from among the values of α used in our experiments. The average case population distribution for a given deadline is derived by computing the average population distribution for the given deadline over possible values of performance parameter α and n. 
Discussion
The comparative performance of two problem solvers can be judged by examining Figures  10, 11 , and 12, which show the best-, worst-and average-case comparisons of deadline compliance. DYNORAII outperforms RTA* in all three cases, which implies that DYNORAII can guarantee a response in a significantly shorter time than RTA*. Table 1A demonstrates the times that it takes both algorithms to complete 100% of the jobs. Table 1B demonstrates the times that it takes both algorithms to complete 90% of the jobs. The data in the tables represents the deadlines within which a complete response can be expected from each algorithm. The rows of the tables present best-, worst-and average-case response times to complete 100% of the jobs at hand, respectively. The first two columns of the tables list best, worst and average times for DYNORAII and RTA* algorithms. The third column shows the percentage of improvement of DYNORAII in meeting deadlines, over RTA*.
The results of the previous section demonstrate that DYNORAII outperforms RTA* in meeting deadlines in the average, best and worst cases. Collection and analysis of all possible searches of a specific graph allow us to produce a distribution of all jobs across total response times. The best-and worst-case analysis of algorithm performance requires a complete sample of all problem instances. It is this distribution that allows the average-, best-and worst-case analysis of algorithm performance. Even though table 1A provides equal values for 100% job completions for DYNORAII in the worst case and the average case, these values are not equal for less than 100% job completions, as shown in table 1B. The average performance of the algorithms is better than their worst-case performance for less than 100% job completions. This is evident in the graphs shown in figures 11 and 12. In these graphs, the average-case results are shown to reach 100% job completions at steeper slopes than the worst-case results.
The effect of performance parameters α and n on the problem solvers can be summarized as follows. DYNORAII's ability to meet shorter deadlines increases as the value of α increases, as shown in Figure 6 and 7. However, RTA*'s ability to meet deadlines decreases as the depth of search increases, as shown in Figure 8 and 9. To explore this disparity between the two algorithms, further analysis was performed on the data the result of which is depicted in figures 13 and 14. The difference in performance stems from large planning costs in RTA* as n increases. We believe that the large planning costs are due to the fact that RTA* does not use its planning and execution costs in guiding the search. We note that the execution of only one edge per cycle by RTA*(n) and DYNORAII(α) may lead to the following behavior. As planning effort per cycle increases to very large values (i.e. α→∞ and n→∞), both algorithms may exhibit worse response times due to excessive planning. 
Evaluation of Response-Time Minimization
An important factor in analyzing a real-time algorithm is to demonstrate that algorithm's capability to produce and execute a solution with minimum delay. This capability can be measured via analysis of average-case complexity in random graphs. In this section we present the results of experiments that compare the performance of DYNORAII and RTA* in minimizing total response times in both static and dynamic environments. We have used a methodology similar to the previous experiment on deadline compliance. The problem is specified in terms of such parameters of the specification model as the number of nodes and edges. Algorithm performance is measured in terms of the units of the specification model, such as the number of nodes expanded.
Analysis of the data is based on a probabilistic model for average-case time complexity analysis based on random graphs and on unbiased sampling of problem instances. The confidence in the estimated average-case complexity is derived from the population distribution of problem instances. Assuming a normal distribution of random graphs, and an unbiased sample, we can test the significance of the results obtained by our experiments. To evaluate the statistical significance of the algorithm performance, we utilize the difference-of-means test of hypotheses.
Static World
In this section we describe the data collected from our experiments in a static model of the world, in which edge costs remain constant over time. Table 2 As is shown in table 2, the overall cost of planning plus execution (C p +C e ) is lower for DYNORAII than RTA* by 42.83 percent. While the execution cost has improved by a small percentage in DYNORAII, the amount of planning spent on finding solutions with those execution costs has been reduced by approximately 73 percent. Notice, also, that while the standard deviations of the C e 's are comparable for both algorithms, the standard deviation of the C p is considerably less for DYNORAII. This signifies that the average planning cost obtained for DYNORAII is a more reliable number than that for RTA*. Another interesting point in the data is the ratio of C p to C e in the two algorithms. This ratio is smaller for DYNORAII than for RTA*. This is due to the fact that DYNORAII constantly monitors the tradeoff between planning cost and execution cost.
Bounded Markov Model of Dynamic World
In the next set of experiments, we consider the hypothesis: DYNORAII stochastically performs as well as or better than RTA*, in the proposed Markov model of dynamic world, namely: DYNORAII > st RTA*. We have tested this hypothesis empirically, via an experiment similar to that discussed in the previous section. In this experiment, a set of graphs was randomly generated using the graph generator program to produce an unbiased sample of random graphs in our previous experiments. Performance data were collected from the same set of graphs as the one generated for the static-world experiment. During this experiment, edge lengths change according to the bounded Markov process described earlier, in the problem-specification section. The data collected from the experiment in the static world and the data collected from the experiment in the dynamic world were compared and analyzed to test the above hypothesis. We have performed statistical tests of significance to provide measures of confidence in the results obtained from the experiment. Table 3 and figure 16 present the data from this experiment. As is evident from the table, the performance of RTA* and DYNORAII in the dynamic world model is very similar to their performance in the static world model.
Discussion
Performances of DYNORAII and RTA* are compared via the methodology of averagecase complexity estimation in two steps: (i) selecting unbiased, non-trivial and feasible samples of problem instances, and (ii) testing the significance of performance-comparison hypothesis.
To evaluate the statistical significance of the performance of DYNORAII and RTA*, we utilized the difference-of-means test of hypotheses. Table 5 
Conclusion
Real-time problem solvers in AI can benefit from specification and analysis models based on graphs. We have presented a specification of real-time path planning problem and the realtime problem solvers for path planning. We have shown that real-time path planning is a hard problem in order to justify the heuristic approach taken by real-time AI researchers to this problem. We have provided a new heuristic real-time path planning algorithm, DYNORAII. We experimentally show that the proposed algorithm outperforms traditional real-time AI algorithms in deadline compliance and in response-time minimization. We plan to extend the specification and analysis model to larger problems such as real-time planning and to larger applications such as robot path planning. We would like to develop benchmarks based on these applications (e.g. lightning chess, tetris, robot path planning) to compare algorithms in a more informative way. We also plan to extend DYNORAII by making parameter α of stopping criterion 1 adaptive to remaining time to the given deadline and to the dynamicity of the environment.
