A system of difference equations of the first order with meromorphic coefficients (not necessary periodic ones) subject to certain conditions of symmetry is analysed. These conditions arise in model problems of diffraction theory. A method for the constructive solution of the system of difference equations is proposed. It consists of three steps. First, it requires factorization of a certain function. Then, scalar integral equations with the same kernel and different right-hand sides should be solved. The kernel of the equations has a fixed singularity, and the solution belongs to a class of functions with a power singularity. Finally, arbitrary constants are fixed from some conditions which guarantee the equivalence of the original system of difference equations and the integral equations. The method is illustrated by solving a model electromagnetic problem of a plane wave diffracted from an anisotropic impedance half-plane at oblique incidence.
Introduction
Many problems of applied mechanics (e.g. Atkinson & Craster, 1994; Antipov & Gao, 2000) , physics (e.g. Gaudin & Derrida, 1975) , the theory of integrable systems (Buslaev & Fedotov, 2001 ) and diffraction theory (e.g. Maliuzhinets, 1958; Budaev, 1995; Croissille & Lebeau, 1999; Antipov & Silvestrov, 2004b,c) require the solution of scalar first-order difference equations or their systems. The difference equations of diffraction theory subject to certain symmetry conditions, also known as the Maliuzhinets equations, are always solvable in closed form if the equations are scalar. For systems of Maliuzhinets equations, a general procedure is not available. Recently, Antipov & Silvestrov (2004c , 2006 proposed an exact solution for systems of difference equations of the first order:
Φ Φ Φ(σ ) = G(σ )Φ Φ Φ(σ − h) + g(σ ), σ ∈ Ω = {Re s = ω}, (1.1) subject to the symmetry condition Φ Φ Φ(ω + iτ ) = Φ Φ Φ(ω − h − iτ ), −∞ < τ < ∞. The matrix coefficient G(σ ) has the following structure:
where a 1 (σ ) and a 2 (σ ) are Hölder functions and f 1 (s) and f 2 (s) are single-valued meromorphic h-periodic functions. The function f 1 (s) has a finite number of poles in the strip Π = {ω − h < Re s < h}. The function f 2 1 (s) + f 2 (s) has a finite number of poles and zeros in the same strip. The key step of the procedure by Antipov and Silvestrov is the solution of the associated scalar Riemann-Hilbert problem on a Riemann surface and a Jacobi inversion problem.
In this paper, we propose a method for the solution of System (1.1, 1.2) when the entries of the matrix G(s) are meromorphic, but the matrix G(s) does not necessarily have the structure (1.3). The main idea is to extend the strip Π and reduce the system to a second-order difference equation for one of the unknown functions, say Φ 1 (s), and to find the second function Φ 2 (s) from System (1.1). In general, this reduction is not equivalent. That is why additional arbitrary constants appear which should be fixed afterwards. A second-order difference equation with T -periodic coefficients when the shift h = T or h = 1 2 T has been solved in closed form (Antipov & Silvestrov, 2004a,b) . For arbitrary T and h, this equation can be converted into an integral equation with a fixed singularity. Different aspects of this equation associated with the diffraction problem for an impedance cone were analysed by Bernard (1997) and Antipov (2002) . Lyalinov & Zhu (2003) used the generalized Maliuzhinets functions to analyse the governing second-order difference equation of a problem on E-polarization of a wedge with an impedance sheet on the symmetry plane. In their case, the fixed singularity at the ending point is quenched by the coefficient which vanishes at the end and therefore, the resulting integral equation is of the Fredholm type. A method of the Fredholm integral equation for approximate factorization of the matrix coefficient of a system of Wiener-Hopf equations equivalent to System (1.1, 1.2) was proposed by Daniele (2004) .
In this paper, we focus our attention on the general case when the coefficient a(x) in the resulting equation
has a finite non-zero limit a(x) → a 1 , x → 1, 0 < |a 1 | < ∞, and therefore, (1.4) is singular.
The dominant equation for (1.4) is the Dixon integral equation (Titschmarsh, 1937) . It is equivalent to the convolution equation with the kernel 1 cosh 1 2 (t − s) on a semi-axis solved by Krein (1958) by the Wiener-Hopf method using the Fourier transform. Duduchava (1979) developed the Noether theory for the singular integral equations with fixed singularities. It turns out that for the model diffraction problem considered in this paper, we need to analyse (1.4) in the case a 1 = i 2 (the integral operator is not a Noether one). In the class of Hölder functions on the interval (0, 1) with at most integrable singularities at the ends, depending on the parameter a 1 , the equation has either a unique solution (case 1) or two linearly independent solutions (case 2). If f (x) is a Hölder function bounded at the ends, as x → 1, the solution has either a power singularity a 1 = ±
In Section 2 of this paper, we show (Theorem 2.1) that if the matrix A(s) given by (2.6) is not a zero matrix, then the governing system of difference equations (2.1-2.4) (main problem 2.1) is either uncoupled or the solution does not exist. This work concentrates on the more challenging case A(s) ≡ 0. In this case, Problem 2.1 reduces to a scalar difference equation of the second order (auxiliary problem In Section 3, the second-order difference equation (2.14, 2.15) is converted into an even scalar Riemann-Hilbert-type problem (3.3, 3.4). Theorem 3.1 establishes a link between Problem 2.2 and the integral equation with a fixed singularity (3.26). Its solution by the Mellin transform is derived in Section 4.1 and the solvability conditions are formulated in Theorem 4.1.
In Section 5, the model problem of electromagnetic diffraction of a plane wave from an impedance half-plane at skew incidence is solved. It is shown that the associated matrix A(s) is a zero matrix. For the solution of the problem, two different approaches are proposed. The first one requires solution of a second-order difference equation for the first spectral function Φ 1 (s). The second function Φ 2 (s) is expressed through Φ 1 (s) from the governing system of difference equations by (5.45). Initially, the solution possesses 12 arbitrary constants. They satisfy nine linear non-homogeneous algebraic equations. The other three equations follow from the analysis of the asymptotics of the function Φ 2 (s) at infinity (the relation (5.55)). For practical implementation, we propose another approach that needs the solution of second-order difference equations in the extended strip for both functions Φ 1 (s) and Φ 2 (s). This method gives 24 arbitrary constants. Two of them are found explicitly from the physical conditions. For the other 22 constants, a system of 22 linear algebraic equations is derived. The key step of the procedure of this paper is the solution of the singular integral equation with a fixed singularity. A scheme for its numerical solution based on the method of orthogonal polynomials is proposed at the end of Section 5.
System of difference equations of the first order with meromorphic coefficients
Let Π be a strip {ω − h < Re s < ω} (ω is real, h > 0) in a complex s-plane. Denote the left and the right boundaries of the strip by Ω −1 = {s ∈ C: Re s = ω − h} and Ω = {s ∈ C: Re s = ω}. Introduce also the left-and the right-hand side strips Π l = {s ∈ C: ω − h < Re s < ω − 1 2 h} and Π r = {s ∈ C: ω − 1 2 h < Re s < ω}. Analyse the following problem. PROBLEM 2.1 (Main problem) Find two functions Φ 1 (s) and Φ 2 (s) analytic in the strip Π , continuous up to the boundaries Ω −1 and Ω, apart from the simple poles α m ∈ Π l , m = 1, 2, . . . , ν, with prescribed non-zero residues
satisfying the boundary condition
where
and the symmetry condition
The matrix G(σ ) is not singular on the contour Ω. Its entries are meromorphic functions which have certain limits at infinity: Antipov & Silvestrov, 2006) . REMARK 2.2 For simplicity and because of the example considered in Section 5, the system of difference equations (2.2) is taken to be homogeneous. The non-homogeneous system can be treated similarly.
Because of the symmetry condition (2.4), the functions Φ 1 (s) and Φ 2 (s) have simple poles at the points 2ω − h − α m ∈ Π r ⊂ Π . The matrix G(s) is a meromorphic matrix function, and therefore by the analytical continuation, the boundary condition (2.2) can equivalently be written as a system of difference equations 5) with respect to the meromorphic functions Φ 1 (s) and Φ 2 (s). Introduce a 2 × 2 matrix A(s) with the entries 
Proof.
Replacing s by 2ω − h − s in (2.5) and employing the symmetry condition (2.4),
Therefore, if the vector Φ Φ Φ(s) solves (2.5) and satisfies the symmetry condition (2.4), then necessarily
where the functions A i j (s) are given by (2.6). Clearly, a non-trivial solution to the system of equations (2.9) exists if
Assume that the determinant of System (2.9) equals 0 for all s and A 11 (s) = 0 and A 12 (s) = 0. Then, 11) and the function Φ 1 (s) solves the difference equation of the first order
.
(2.12)
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The symmetry condition (2.4) applied to (2.11) and (2.12) yields
If the matrix G(s) fails to meet these conditions, then the solution does not exist. If A 12 (s) = 0 and A 11 (s) = 0, then Φ 2 (s) = 0, and the function Φ 2 (s) cannot have the non-zero residues at the poles s = α m . The solution does not exist. The other possible cases are analysed similarly. It turns out that in the diffraction problem considered in this work the matrix A(s) ≡ 0, and (2.5) is coupled. In what follows, we assume that all the entries of the matrix A(s) are equal to zero. LetΠ = {s ∈ C:ω − 2h < Re s <ω}, where ω <ω < ω + h. Analyse next the following problem associated with Problem 2.1. PROBLEM 2.2 (Auxiliary problem) Find a function φ(s) analytic in the stripΠ continuous up to the boundariesΩ −1 = {s ∈ C: Re s =ω − 2h} andΩ = {s ∈ C: Re s =ω}, apart from the poleŝ α 1 ,α 2 , . . . ,α 2ν ∈Π (α j+ν = 2ω − h −α j , j = 1, 2, . . . ,ν), satisfying the boundary condition 14) and the symmetry condition
On the contourΩ, b(σ ) and c(σ ) are Hölder-continuous functions and c(σ
Let s = α * j ( j = 1, 2, . . . , ν * ) be the zeros of the function G 11 (s) in the strip ω Re s ω and s = δ m (m = 1, 2, . . . , ρ) be the poles of the function
in the strip Π . Assume that all the poles α * j and δ m are simple. The following theorem establishes the conditions when the solution to Problem 2.1 can be expressed through the solution to Problem 2.2.
THEOREM 2.2 If the matrix A(s) is a zero matrix, then
provided the functions b(s) and c(s) are selected as follows: 
Proof. Eliminating the function Φ 2 (s − h) from System (2.2) gives
The analytical continuation of (2.16) to the left yields
2) to get the second-order difference equation
with the coefficients (2.18) subject to the symmetry condition
. Verify next the symmetry condition for the function Φ 2 (s) given by (2.17). From (2.21) and the symmetry condition for the function Φ 1 (s), it follows
The analytical continuation of (2.22) to the right recovers the function Φ 1 (s + h):
By making use of formulas (2.18) and also since all the functions A i j (s) ≡ 0 (i, j = 1, 2), we transform the right-hand side of relation (2.23) into
that coincides with (2.17) if Φ 1 (s) = φ(s). Thus, the function Φ 2 (s) meets the symmetry condition. Finally, identify all the poles of the function Φ 1 (s) in the extended stripΠ . The function Φ 1 (s) solves Problem 1.1 and that is why it has to have the prescribed poles α m ∈ Π and 2ω − h − α m (m = 1, 2, . . . , ν). Because of the first equation in (2.2),
Therefore, the function Φ 1 (s) has poles at the points α m +h (m = 1, 2, . . . , ν) and at the zeros
Re s ω − h. The symmetry condition (2.15) yields the other poles 2ω − 2h − α m (m = 1, 2, . . . , ν) and 2ω − α * j ( j = 1, 2, . . . , ν * ). Note that the function (2.16) and therefore the function Φ 2 (s) have ρ simple poles in the strip Π . Conditions (2.19) remove them. The function G 12 (s) may exponentially decay as s → ∞ and Re s is finite that causes an unacceptable growth of the function Φ 2 (s). Thus, the function φ(s) has to meet Condition (2.20). This may bring, say, μ extra conditions. The theorem is proved.
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Riemann-Hilbert-type problem
To solve Problem 2.2, we map it to a boundary-value problem on a plane. The conformal mapping 
Then, for any point s ∈Π , the point 2ω − h − s ∈Π is mapped into a point −z of the z-plane. Also note that if a point σ ∈ Ω 0 = {s ∈Π : Re s =ω − h}, then its image is the point z = t −1 , t ∈ (−1, 1). Let now
Then, the difference equation (2.14) becomes
The condition of symmetry (2.15) requires the function F(z) to be even:
, the boundary values of the function F(z) have to satisfy the condition
which follows from (3.3). Comparison of Conditions (3.3) and (3.5) gives the two necessary conditions
for an even solution F(z) to exist. Consider next the Cauchy integral
where a single branch of the logarithmic function is fixed by the condition log where n is an integer. Particularly, for t = 0, arg C(0) = γ = π n. Thus, n = 0 or n = 1. Introduce the real number
Then, arg C(t) at the ending points can be represented in the form
Therefore, near the ends, the Cauchy integral (3.7) is described by
Because of the properties (3.6) and (3.8), the function X 0 (z) reduces to
This function solves the factorization problem
To use this factorization for solving the boundary-value problem (3.3), one needs to make sure that the factors X ± 0 have the required asymptotics at the ends. The class of solutions for φ(s) is fixed by the condition at the infinite points: φ(s) = O(e ±b 1 Im s ), Im s → ±∞, Re s is finite. Therefore,
(3.14)
Let now λ 0 = λ + hb 1 /π and κ = λ 0 + 1 2 n (n = 0, 1), where [a] is the entire part of a number a. Then, the new function
From (3.15), it follows that if arg C(0) = π , then the factorization is odd, and if arg C(0) = 0, the function X (z) is even. According to the choice of the class of the coefficients G i j (s) (i, j = 1, 2), the function B(t) is bounded at the ends t = ±1 and the function B(t)F(t −1 )[X + (t)] −1 may have an integrable singularity
Introduce next the Cauchy integral
Because of the relations
the integral (3.18) can be transformed into the form
By the generalized Liouville's theorem, we have
where R(z) is a rational function
is an even polynomial of degree 2κ with κ + 1 arbitrary coefficients and Q(z) ≡ 0 in the case κ < 0. If n = 1, then Q(z) is an odd polynomial of degree 2κ − 1 with κ arbitrary coefficients and Q(z) ≡ 0 in the case κ 0. Analysis of formula (3.21) shows that regardless of whether n = 0 or n = 1 the function F(z) is even. The representation of the solution (3.21) involves the values of function F(t) for t ∈ (1, ∞) which are unknown. Note that the left-and the right-hand sides of (3.21) are analytic in C \ [−1, 1]. Therefore, it is sufficient for the equation to be held on any curve in the z-plane cut along the segment [−1, 1]. Choose that curve as the contour (1, ∞). Then, (3.21) is satisfied everywhere in C \ [−1, 1]. This means that Problem 2.2 is equivalent to the integral equation (3.23) and the following theorem has been proved. Let H ν,μ [α, β] be the space of Hölder functions ϕ(x) on the interval (α, β) which may have power singularities at the ends: 
solves the integral equation
where 27) then the even function F(z) = φ(s(z)) given by (3.21) solves Problem 2.2.
Integral equation with a fixed singularity
Consider the integral equation Lyalinov & Zhu (2003) .
Let a(x) → a 1 , x → 1, 0 < |a 1 | < ∞. In this case, the equation can be regularized by the Carleman-Vekua procedure (Gakhov, 1966) . Rewrite (3.26) in the form
. This equation can be solved exactly by the Wiener-Hopf method by using the Mellin transform (see also the solution by Krein (1958) obtained by the Fourier transform in a different form). Extend the equation for the whole semi-axis 0 < ξ < ∞: 
whereΨ ± ( p) andF − ( p) are the Mellin transforms of the functionsψ ± (ξ ) andf − (ξ ), respectively, defined by
ε 0 is the real part of the zero of the function
lying in the half-plane Re p < 1 and whose real part is the closest one to p = 1 among all its zeros in this half-plane. Introduce next a parameter q:
Consider two cases:
Re q 0, −∞ < Im q < ∞ (q = 0 is excluded). Then, the coefficient of the RiemannHilbert problem (4.5) can be factorized in terms of the Γ -function as follows:
where D + = {Re p < ε} and D − = {Re p > ε}. Since the functionsψ ± (ξ ) are bounded at ξ = 1, the Mellin transformsΨ ± ( p) vanish at infinity:
By the Liouville's theorem, the solution to the Riemann-Hilbert problem (4.5) is unique:
(4.11)
(4.12)
The solution to the Riemann-Hilbert problem is not unique in this case:
where M is an arbitrary constant. The solution to the integral equation (4.3) is recovered by the inverse Mellin transformψ
(4.14)
Formulas (4.11) and (4.13) indicate that in the prescribed class the integral equation (3.26) is uniquely solvable in case 1 and has two linearly independent solutions in case 2.
To find the asymptotics of the solution to (4.1) at the point x = 1, analyse the behaviour of the functionψ(ξ ) at the point ξ = 0. The use of the analytical continuation yields 
where E 0 and E 1 are certain constants. This asymptotics can directly be verified from the analysis of the integral equation (4.1). Let a 1 = i 2 . Assume that
where E and E are constants. Next, evaluate the singular integrals
Since a(x) ∼ i 2 , x → 1 − 0, by using the above integrals, it is obtained from (4.3) that
Clearly, these relations are satisfied if the parameter α ∈ (−1, 1) is chosen to be α = − 1 2 . Finally note that for the second case, when a 1 = i 2 q = 1 2 , the solution is unique in the class H −1/2,−1/2 [−1, 1]. For the solution to be within this class, the arbitrary constant M must be fixed by the condition Re q 0, −∞ < Im q < ∞ (q = 0) (case 1). If 0 < Re q 1 2 , −∞ < Im q < ∞ (case 2), then the general solution to (3.26) has an arbitrary constant and the solution is given by (4.13) and (4.14).
If a 1 = ± i 2 , then the solution has a power singularity at x = 1: 
Electromagnetic diffraction from an anisotropic impedance half-plane
Formulation
The technique proposed will be illustrated by analysing scattering of an electromagnetic wave at skew incidence from an anisotropic impedance half-plane S = {0 < ρ < ∞, θ = ±π ∓ 0, −∞ < z < +∞}. The surface impedance parameters are η where (ρ, θ, z) are cylindrical coordinates, k is the wave number (Im(k) 0), Z 0 is the intrinsic impedance of free space, β ∈ (0, π) is the angle of incidence (0 < β < π/2), the angle θ 0 ∈ (−π, π)\{0} defines the direction of incidence, e 1 and e 2 are prescribed parameters and a time factor e iωt is suppressed. The two components of the electric and magnetic field V 1 = E z and V 2 = Z 0 H z solve the Helmholtz equation 2) and are coupled by the following boundary conditions (Senior, 1978) :
is represented in the form of the Sommerfeld integral (Maliuzhinets, 1958) : Re s π apart from the point s = θ 0 , where its components have a simple pole with the residues defined by the incident field (5.1):
(5.5)
At the infinite points s = x ± i∞ (|x| < ∞), the functions S 1 (s) and S 2 (s) are bounded. In a vicinity of the point r = 0, the energy is assumed to be finite (the electromagnetic field satisfies the Meixner condition). The boundary conditions (5.3) can be written in terms of the spectral functions S 1 (s) and S 2 (s) as the following system of Maliuzhinets difference equations:
Following Antipov & Silvestrov (2006) , introduce the following four functions:
The spectral functions S 1 (s) and S 2 (s) have to be invariant with respect to the transformation
This property can be achieved if the functions S 1 (s) and S 2 (s) are represented as
10) and
The difference equations (5.6) reduce to two cases of Problem 2.1 for the strips Π ± described by
We shall refer to these cases as Problems 2.1 ± . The functions Φ ± j (s) ( j = 1, 2) are analytic in the strips Π ± apart from the geometrical optics poles at the points s = θ 0 and s = ±2π − θ 0 . They are continuous up to the boundary of the strips Π ± and satisfy the boundary conditions
and the conditions of symmetry
(5.14)
The coefficients of System (5.14) are given by
At the ends of the strip, i.e. as s → ∞ (Re s is finite), Φ ± j (s) = O(e |s| ) ( j = 1, 2). In the derivation of the formula for the function D(σ ) in (5.16), the following identity was used:
The functions S ± j (s) have to be analytic everywhere in the strip −π Re s π apart from the point s = θ 0 , where they have a simple pole. To remove the poles ξ ± m (m = 1, 2, 3, 4) of the right-hand side in (5.10), it is required that
(5.18)
The points ξ ± m are those four zeros
2 ) which lie in the strip −π < Re s < π . Here, 20) and
2 ) are fixed branches of the square root and the logarithmic functions, respectively.
Reduction to an integral equation
Show first that for Problems 2.1 ± , the matrix A given by (2.6) (ω = ω ± = 2π ± π ) is a zero matrix. Let G ± (s) be the matrix whose entries are the coefficients of System (5.14). It can be directly verified that
and also
The identities A i j ≡ 0 (i, j = 1, 2) follow immediately from (2.6), (5.21) and (5.22). Therefore, System (5.14) cannot be decoupled. According to Theorem 2.2, since the functions (5.16) are 2π -periodic functions and h = 4π , the coefficients b(s) and c(s) of the second-order difference equations 23) are given by
For Problems 2.1 ± ,ω ± = 4π ± π , and the symmetry condition (2.15) becomes
Specify now all possible poles of the functions φ + (s) and φ − (s) in the extended stripŝ
Because of the geometric optics pole and the symmetry condition, in the strips Π ± , the functions φ ± (s) have simple poles at the points θ 0 , 2π − θ 0 , −2π − θ 0 and ±4π + θ 0 . From the analytical continuation, (5.27) it follows that the functions φ ± (s) may have additional poles in the domainsΠ ± \Π ± . These poles are ±ξ We now implement the procedure of Section 3. Transform the difference equation (2.14) into the Riemann-Hilbert-type problem (3.3). The conformal mapping (3.1) for Problem 2.1 ± becomes
It is directly verified that the functions b(σ ) and c(σ ) have the properties
Therefore, by using the identity 30) we establish the following:
Thus, the necessary conditions (3.6) for the existence of an even solution F ± (z) = φ ± (s ± (z)), s ± ∈ Π ± , are satisfied. Factorize now the function C(t), −1 < t < 1. As σ = 4π ± π + iσ 2 ∈Ω ± and σ 2 → ±∞, c(σ ) ∼ −1. As σ → 4π ± π , c(σ ) ∼ −1. So, C(±1) = −1 and C(0) = −1. Fix a branch of the logarithmic function log C(t) by the condition log C(0) = π i. Then, the integer n introduced in (3.8) equals 1. It has been numerically verified for different sets of the parameters of the problem that
(5.32)
Therefore,
In the case under consideration, h = 4π, b 1 = 1, n = 1, λ 0 = 2 and κ = 2. Thus, the function X (z) becomes
The even function F ± (z) has 20 simple poles at the images of the poles of the functions φ ± (s) in the stripsΠ ± . For the function F + (z), these poles are z = ±z 1, 2, 3, 4) . Here, 2, 3, 4. (5.35) Thus, the functions F ± (z) admit the following representations:
The polynomials Q ± (z) and the rational functions R ± (z) are given by
where d ± j ( j = 0, 1, . . . , 11) are constants to be determined. From (3.18) and (3.20) , the functions Ψ ± (z) are expressed through the solution to the integral equations (5.38) as follows:
Here, the function a(x) is the same as in (3.27) and
Both functions f + (x) and f − (x) possess 12 arbitrary constants. Analyse the function a(x) as x → 1. Since
the function a(x) has a finite non-zero limit: a(x) ∼ i 2 as x → 1 − 0. Therefore, the singular equations (5.38) have two linearly independent solutions. As x → 1, the functions ψ ± (x) have a powerlogarithmic singularity:
where E ± and E ± are constants. On the other hand, analysis of the exact solution (Antipov & Silvestrov, 2006) shows that the functions Φ j (s) ( j = 1, 2) have the exponential growth at infinity: |Φ j (s)| c j e |s| , s → ∞, Re s is finite and c j are constants, not polynomials. Therefore, the function ψ ± (x) cannot have the power-logarithmic singularity and (5.38) should be solved in the class H −1/2,−1/2 [−1, 1]. In this class, the solution is unique and the arbitrary constants are fixed as in (4.21).
Functions
To find the electromagnetic field, one needs to recover the four functions Φ ± 1 (s) and Φ ± 2 (s). All these functions have to be analytic everywhere in the strip −π Re s π apart from the geometrical optics pole s = θ 0 . From (5.5) and (5.7), they have to meet the four conditions
In addition, they must satisfy the eight conditions (5.18). At infinity, as Im s → ∞ and Re s is finite, these functions may grow as e |s| . The functions Φ ± 1 (s) have been expressed through the functions F ± (z) by
Define now the functions Φ ± 2 (s). From the system of difference equations (5.14) and by using (5.22), 
Since b(s) and c(s) are meromorphic functions, (5.23) can be analytically continued from the contour Re s = 5π into the complex plane by
. By the symmetry condition (5.14), φ + (−3π) = φ + (5π), and therefore, since G 11 (π) = 1, Condition (5.46) for s = π is satisfied automatically. The relation (5.46) for s = −π reads φ + (−π) = φ + (3π), and this follows from the symmetry condition (5.14). Thus, the points s = π, −π are removable singularities of the functions Φ 
(5.49)
The functions Φ ± 2 (s) may grow as s → ∞ (Re s is finite), but not faster than e |s| . From (5.45), it is clear that, in general, the right-hand side grows as e |3s| . The functions Φ ± 2 (s) will have the required asymptotics at infinity if and only if 50) or equivalently, by letting Re s = ±π ,
By the Sokhotski-Plemelj formulas,
Next, using the formulas 53) and the asymptotics of the functions X ± (x) as x → 1, 
Definition of arbitrary constants
It is possible to avoid the analysis of the asymptotics of the left-hand side in (5.55) and fix all the arbitrary constants. To do this, we reduce System (5.14) to two separate difference equations of the second order: For each function Φ ± m (s) (m = 1, 2), the difference between the number of the arbitrary constants and the number of the conditions is equal to nine. The solutions to the difference equations (5.56) solve the original system of difference equations (5.14) if the number of constants and the conditions is the same. The other 36 conditions come from the original system of difference equations (5.14). The general solutions of (5.56) have to satisfy System (5.14) at some fixed points. Clearly, because of the relations The other points, say, s ± l (l = 1, 2, . . . , 6) are arbitrary fixed points which meet the following conditions:
• Re s are non-singular.
Numerical scheme for the integral equation
It has been shown that the solutions of the integral equations (5.38) are even, bounded at the point x = 0 and have the square-root singularity at the point x = 1. The functions ψ ± (x) admit the following expansion in terms of the Chebyshev polynomials: 
