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HOPF POLYADS
ALAN BRUGUIE`RES
Abstract. We introduce Hopf polyads in order to unify Hopf monads and
group actions on monoidal categories. A polyad is a lax functor from a small
category (its source) to the bicategory of categories, and a Hopf polyad is
a comonoidal polyad whose fusion operators are invertible. The main result
states that the lift of a Hopf polyad is a strong (co)monoidal action-type polyad
(or strong monoidal pseudofunctor). The lift of a polyad is a new polyad having
simpler structure but the same category of modules. We show that, under
certain assumptions, a Hopf polyad can be ‘wrapped up’ into a Hopf monad.
This generalizes the fact that finite group actions on tensor categories can be
seen as Hopf monads. Hopf categories in the sense of Batista, Caenepeel and
Vercruysse can be viewed as Hopf polyads in a braided setting via the notion
of Hopf polyalgebras. As a special case of the main theorem, we generalize a
description of the center of graded fusion category due to Turaev and Virelizier
to tensor categories: if C is a G-graded (locally bounded) tensor category, then
G acts on the relative center of C with respect to the degree one part C1, and
the equivariantization of this action is the center of C.
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Introduction
Hopf monads were introduced in [BV07] as a generalization of Hopf algebras to
the context of monoidal categories with duals (also called rigid, or autonomous cat-
egories), and subsequently extended in [BLV11] to arbitrary monoidal categories.
The initial motivation was to describe the center Z(C) of a rigid category C in alge-
braic terms. It turns out that, under reasonable assumptions, Z(C) is isomorphic as
a braided category to the category of modules over a quasitriangular Hopf monad
ZC on C. The monadicity part of this result was proved independently by Day and
Street [DS07]. This description of the center, and the theory of the double of a
Hopf monad developped in [BV09], were used by Turaev and Virelizier to compare
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the two main families of TQFTs for 3-manifolds, namely the Turaev-Viro and the
Reshetikin-Turaev TQFTs [TV10].
Hopf monads have also been applied in [BN10] and [BN11] to the study of tensor
categories. In particular, the action of a finite group on a tensor category, and
the corresponding equivariantization, can be interpreted in terms of Hopf monads.
More precisely, let G be a finite group acting on a tensor category C, each g ∈ G
acting by a tensor autoequivalence ρg. Then T =
⊕
g∈G ρg is a Hopf monad on C,
whose category of modules is the equivariantization of G under the group action.
It should be noted, however, that group actions and equivariantizations cannot be
interpreted in monadic terms in general. Indeed, monads arise in the presence of
an adjunction, and in general, the forgetful functor of an equivariantization does
not have a left adjoint, so that there is no associated monad.
In this article, we introduce the formalism of Hopf polyads in order to unify Hopf
monads and group actions on monoidal categories. A polyad1 T is a lax functor
from a small category D (the source of the polyad) to the bicategory of categories.
It associates to every object i of D a category Ci and to every morphism j
a
−→ i of
D, a functor Ta : Cj → Ci, and is equipped with products µab : TaTb → Tab indexed
by composable pairs (a, b) of morphisms in D and units ηi : idCi → Tidi = Ti
indexed by objects i of D, subject to associativity and unity axioms. In particular
the endofunctor Ti is a monad on Ci for each i. When µ and η are isomorphisms,
we say that T is of action type (such a data is traditionally called a pseudofunctor).
A monad is a special case of a polyad, obtained when D is the final category ∗. On
the other hand, if G is a group, denoting by G the category having one object ∗,
with EndG(∗) = G, then an action-type polyad with source G is nothing but an
action of the group G on a category C = C∗.
One defines modules over a polyad, which generalize modules over a monad.
However the forgetful functor of the category of modules need not have a left
adjoint - that is the main difference between polyads and monads.
The lift construction plays a special role. Given a polyad T , with source D, its
lift T˜ is a new polyad with source D canonically associated with T , which sends an
object i of D to the category C˜i of Ti-modules. This construction can be carried out
when T is r-exact, that is, the categories Ci have reflexive coequalizers which are
preserved by the functors Ta. The polyad T and its lift T˜ have the same category
of modules. The lift construction generalizes the classical algebraic fact that a
bimodule can be lifted to a functor between categories of modules, which still holds
in the monadic setting (Theorems 1.11 and 1.14).
A comonoidal polyad is a polyad for which the categories Ci are monoidal,
the functors Ta are (lax) comonoidal, and the transformations µa,b and ηi are
comonoidal. Given a comonoidal polyad, one may define a left and a right fusion
operatorH l and Hr, which generalize those of a comonoidal monad. A Hopf polyad
is a comonoidal polyad whose fusion operators are invertible. In particular, a Hopf
monad is just a Hopf polyad with source ∗.
The central result of this article is the fundamental theorem of Hopf polyads
(Theorem 2.22). It asserts that the lift of a r-exact transitive Hopf polyad is a
strong comonoidal polyad of action type. The transitivity condition is a technical
way of saying that the functors Ta are substantial enouggh (matter-of-factly : each
endofunctor Ta1⊗? is conservative). In a sense, this theorem means that the notion
of a Hopf polyad is a conceptually economical way of unifying Hopf monads and
strong (co)monoidal group actions and pseudofunctors.
1After coming up with the name polyad, the author found out that a similar notion had been
introduced by J. Benabou under the name polyades.
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We compare Hopf polyads and Hopf monads, and show that, under certain ex-
actness conditions involving sums, a comonoidal polyad T can be ‘wrapped up’ into
a comonoidal monad T̂ having same category of modules, and under stricter condi-
tions (notably, that D be a groupoid), T̂ is a Hopf monad if T is a Hopf polyad. In
the case where T is a a group action, T̂ is the associated Hopf monad constructed
in [BN10].
We generalize Hopf modules to Hopf polyads in two ways, and give a decomposi-
tion theorem for both, derived from the analogue for Hopf monads given in [BV07]
and improved in [BLV11].
As a source of examples, we show that Hopf categories, as defined by Batista,
Caenepeel and Vercruysse in [BCV15] can be viewed as special cases of Hopf polyads
in a braided setting, via the notion of a Hopf polyalgebra.
Lastly, returning to the initial motivation of understanding the center construc-
tion, we show that a result due to Turaev and Virelizier about the structure of
the center of a graded fusion category can be understood as a special case of the
fundamental theorem of Hopf polyads, and can be generalized to locally bounded
graded tensor categories (Theorem 8.1). This result is based on the properties of a
Hopf polyad Z whose source is the category G of the group G, with, for g ∈ G:{
Zg : C → C,
X 7→ Zg(X) =
∫ A∈Cg A⊗X ⊗A∨,
whose lift is an action of G on the relative center ZC1(C). The center Z(C) is the
equivariantization of this action.
Organization of the text. In Section 1, we introduce notations and conventions,
review standard facts about monoidal categories, monads, comonoidal functors, and
outline the benefits of ‘r-exactness conditions’, that is, existence and preservation of
reflexive equalizers. The most important contribution of this section is the notion of
bimodule functors over monads, which are in a sense the main building block of the
subsequent constructions. The key point is that, just as bimodules serve to encode
right exact functors between categories of modules over rings, r-exact bimodule
functors serve to encode r-exact functors between categories of modules over r-exact
monads (Theorem 1.11). The same holds for comonoidal r-exact bimodule functors
and comonoidal r-exact functors between categories of modules over comonoidal
r-exact monads (Theorem 1.14).
In Section 2, we introduce the notions of a polyad, a comonoidal polyad and a
Hopf polyad. We define the lift of a polyad, and state and prove the ‘fundamental
theorem of Hopf polyads (Theorem 2.22).
In Section 3, we define the 2-categories of polyads and comonoidal polyads with
sourceD, and the pull-back (source change). We study the special case of (transitive
r-exact) Hopf polyads whose source is a connected groupoid.
In Section 4, we define R-matrices for comonoidal polyads and quasitriangular
comonoidal polyads.
In Section 5, we compare Hopf polyads and Hopf monads.
In Section 6, we generalize the notion of a Hopf module to Hopf polyads in two
different ways, which leads to two decomposition theorems.
The subsequent sections are devoted to examples. Section 7 compares Hopf
polyads and Hopf categories via the notion of Hopf polyalgebras. Hopf categories
are special cases of Hopf polyalgebras, which in turn can be interpreted as an
algebraic representation of so-called ‘representable Hopf polyads’.
Section 8 introduces the Hopf polyad Z associated with the center of a locally
bounded G-graded tensor category C, where G is a group. The group G operates
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on the relative center ZC1(C), the action being the lift of Z, and the center Z(C) is
monoidal equivalent to the equivariantization of this action.
1. Preliminaries and notations
1.1. Categories, r-categories and r-exact functors. Let C be a category. We
denote by Ob(C) the class of objects of C and by HomC(X,Y ) the set of morphisms
in C from an object X to an object Y . The identity functor of C is denoted by 1C .
We will also use the following alternate notation: if D is a small category, D0
denotes the set of objects of D, D1 the set of morphisms of D, and D2 the set of
composable pairs of D, that is, pairs (f, g) where f, g ∈ D1 and the source of f is
the target of g.
We denote by ∗ the final category (with one object and one morphism). If G is
a group, we denote by G the category with one object ∗ whose endomorphisms are
the elements of G. If X is a set, we denote by ∗X the category whose set of objects
is X , and having exactly one morphism in each Hom-set (which is equivalent to ∗
if X 6= ∅). Lastly, we denote by ∆1 the category associated with the poset {0 ≤ 1}.
A pair of parallel morphisms X
f
//
g
// Y in a category C is reflexive if f and
g have a common section, that is, if there exists a morphism s : Y → X such that
fs = gs = idY . A cofork in C is a diagram
(K) X
f
//
g
// Y
h // Z
such that hf = hg. The cofork (K) is reflexive if the pair (f, g) is reflexive, and it is
exact if h is a coequalizer of the pair (f, g). A reflexive coequalizer is a coequalizer
of a reflexive pair.
On the other hand the cofork (K) is split if there exist morphisms σ : Z → Y ,
γ : Y → X such that hσ = idZ , fγ = σh and gγ = idY . Such a pair (sigma, γ) is a
splitting of (K). A split cofork is exact, and indeed universally exact, as its image
under any functor is again split, and therefore exact.
Lemma 1.1. A split cofork is exact.
Proof. This is perfectly standard, but nonetheless instructive. Let (K) be a cofork
as above, with splitting (σ, γ). Let u : Z → W be a morphism such that uf = ug.
If u factorizes as vh, then v = vhσ = uσ, so v is unique. Now for v = uσ,
vh = uσh = ufγ = ugγ = u, which shows that h is a coequalizer of (f, g). 
Note that the image of a split cofork under any functor is again split, and there-
fore exact: split coforks are universally exact.
Definition 1.2. An r-category is a category admitting coequalizers of reflexive
pairs. A functor F between r-categories is r-exact if it preserves coequalizers of
reflexive pairs.
A functor F : C → D is conservative if any morphism f of C such that F (f) is
an isomorphism of D is already an isomorphism of C.
We will use the following well-known lemma.
Lemma 1.3. Let F : C → D be a conservative r-exact functor between r-categories.
Let (K) be a reflexive cofork in C such that F (K) is exact. Then (K) is exact.
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1.2. Monoidal categories. Let C be a monoidal category. Given an object X of
C, we denote by X⊗? the endofunctor of C defined on objects by Y 7→ X ⊗ Y and
on morphisms by f 7→ X⊗f = idX⊗f . The endofunctor ?⊗X is defined similarly.
A monoidal r-category is a monoidal category C admitting coequalizers of reflex-
ive pairs, and whose tensor product ⊗ : C × C → C is r-exact. Note that this is
equivalent to saying that for every object X of C, the endofunctors X⊗? and ?⊗X
are r-exact.
Proposition 1.4. Let (C,∆, ε) be a coalgebra in a monoidal r-category. The fol-
lowing conditions are equivalent:
(i) the endofunctor C⊗? : C → C is conservative;
(ii) the endofunctor ?⊗ C : C → C is conservative;
(iii) the cofork (K) C ⊗ C
C⊗ε //
ε⊗C
// C
ε // 1 is exact.
Definition 1.5. A coalgebra in a monoidal r-category is transitive if it satisfies the
equivalent conditions of Proposition 1.4
Proof. By reason of symmetry, it is enough to prove the equivalence of (i) and (iii).
Observe first that the cofork C ⊗ (K) is split, with splitting (∆, C ⊗∆): indeed,
(C⊗ ε)∆ = idC , (C⊗C⊗ ε)(∆⊗C) = ∆(C⊗ ε) and (C⊗ ε⊗C)(∆⊗C) = idC⊗C .
Therefore, C ⊗ (K) is exact.
In particular, if C⊗? is conservative, then by Lemma 1.3 (K) is exact, so (i)
=⇒ (iii). Conversely, assume (K) is exact and let f : X → Y be a morphism such
that C ⊗ f is an isomorphism. We have a commutative diagram:
(K)⊗X C ⊗ C ⊗X
C⊗C⊗f

//// C ⊗X
C⊗f

// X
f

(K)⊗ Y C ⊗ C ⊗ Y //// C ⊗ Y // Y
whose lines are exact coforks, and since C ⊗ f and C ⊗C ⊗ f are isomorphisms, so
is f . Hence C⊗? is conservative. Thus (iii) =⇒ (i). 
1.3. Comonoidal functors. Let (C,⊗, 1) and (D,⊗, 1) be two monoidal cate-
gories. A comonoidal functor (also called opmonoidal functor) from C to D is a
triple (F, F 2, F 0), where F : C → D is a functor, F 2 : F⊗ → F ⊗ F is a natural
transformation, and F 0 : F (1)→ 1 is a morphism in D, such that:
(FX ⊗ F 2(Y, Z))F 2(X,Y ⊗ Z) = (F 2(X,Y )⊗ FZ)F 2(X ⊗ Y, Z) for X,Y, Z in C;
(FX ⊗ F 0)F 2(X, 1) = idF (X) = (F
0 ⊗ FX)F 2(1, X) for X in C.
A comonoidal functor (F, F 2, F 0) is strong (resp. strict) comonoidal if F 2 and F 0
are isomorphisms (resp. identities). In that case, (F, F 2
−1
, F 0
−1
) is a strong (resp.
strict) monoidal functor.
A natural transformation ϕ : F → G between comonoidal functors is comonoidal
if it satisfies:
G2(X,Y )ϕX⊗Y = (ϕX ⊗ ϕY )F
2(X,Y ) and G0ϕ1 = F
0.
Notions of monoidal functor and monoidal natural transformation are dual to the
notions of comonoidal functor and comonoidal natural transformation. As noted
above, strong monoidal and strong comonoidal functors are essentially the same
thing.
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1.4. Relative center. Let C, D be be monoidal categories and F : C → D be a
comonoidal functor. A half-braiding relative to F is a pair (d, σ), where d is an
object of D and σ is a natural transformation d⊗ F → F ⊗ d satisfying:
(F 2(c, c′)⊗ d)σc⊗c′ = (F (c)⊗ σc′)(σc ⊗ F (c
′))(d ⊗ F 2(c, c′)),
(F 0 ⊗ d)σ1 = σ1(d⊗ F
0).
Half-braidings relative to F form a category called the center of D relative to F
and denoted by ZF (D), or ZC(D) if the functor F is clear from the context. It is
monoidal, with the tensor product defined by
(d, σ) ⊗ (d′, σ′) = (d⊗ d′, (σ ⊗ d′)(d⊗ σ′)),
and the forgetful functor U : ZF (D)→ D is monoidal strict. Note that for F = idD,
ZF (D) is the center Z(D) of D.
Now assume F is strong monoidal (in particular, it can be viewed as a comonoidal
functor). Then we have a strong monoidal functor F˜ : Z(C)→ ZF (D), defined by
F˜ (c, σ) = (F (c), σ˜), where σ˜ = F (σ) up to the structure isomorphisms of F .
1.5. Monads. Let C be a category. The category End(C) of endofunctors of C is
strict monoidal, the tensor product being the composition of endofunctors, and the
unit, the identity functor. A monad on C is an algebra in End(C), that is, a triple
(T, µ, η), where T is an endofunctor of C and µ : T 2 → T , η : idC → T are natural
transformations satisfying:
µ(Tµ) = µ(µT ) and µ(Tη) = idT = µ(ηT ).
A T -module in C (often called a T -algebra) is a pair (M,ρ), whereM is an object
of C and ρ is an action of T on M , that is, a morphism ρ : TM →M satisfying:
ρT (ρ) = ρµM and ρT (ηM ) = idM .
Morphisms between T -modules (M,ρ) and (N, ρ′) are morphisms f : M → N
in C satisfying fρ = ρ′T (f); with these morphisms, T -modules form a category
denoted by CT .
The forgetful functor UT : CT → C is conservative. It has a left adjoint, namely
the free module functor 

FT : C → CT ,
X 7→ (TX, µX),
f 7→ T (f).
The adjunction morphisms are η : idC → UTFT = T and ε : FTT → idCT e, defined
by ε(M,ρ) = ρ.
Conversely, let F ⊢ U be an adjunction, that is, a pair of functors U : D → C,
F : C → D, with adjunction morphisms η : idC → UF and ε : FU → idD,
satisfying:
(Uε)(ηU) = idU and (εF )(Fη) = idF .
Then T = UF is a monad on C, with product µ = UεF and unit η, so that we have
a new adjunction FT ⊢ UT . The two adjunctions are related by the comparison
functor 

K : D → CT ,
Y 7→ (UY,UεY ),
f 7→ Uf.
The adjunction F ⊢ U is monadic if K is an equivalence.
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1.6. Monadicity and r-exactness. Let C, D be two categories.
A functor U : D → C is monadic if it has a left adjoint F and the comparison
functor of the adjunction (F ⊢ U) is an equivalence.
Beck’s theorem characterizes monadic functors in general. It can be restated in
simple terms under r-exactness conditions:
Lemma 1.6. (Weak monadicity)
Let C, D be r-categories and let U : D → C be an r-exact functor. The following
assertions are equivalent:
(i) U is monadic;
(ii) U is conservative and has a left adjoint F .
If such is the case, the monad T = UF is r-exact.
Monads which are r-exact are well-behaved:
Lemma 1.7. Let C be a r-category, and let T be a monad on C. The following
assertions are equivalent:
(i) T is r-exact;
(ii) CT is a r-category and UT is r-exact.
1.7. Module and bimodule functors. Let C, D be two categories.
Given a monad (T, µ, η) on C, a left action of T on a functor M : D → C is a
natural transformation l : TM →M satisfying
l(µM) = l(T l) and l (ηM) = idM .
A left T -module functor with source D is a functor M : D → C endowed with a left
action of T . Given two such left T -modules functors (M, l) and (M ′, l′) with source
D, a natural transformation f :M →M ′ is left T -linear if it satisfies: f l = l′ Tf .
Similarly, given a monad (P, µ′, η′) on D, a right action of T on a functor M :
D → C is a natural transformation r :MP →M satisfying
r(Mµ′) = r(r P ) and r (M η′) = idM .
A right P -module functor with target C is a functor M : D → C endowed with a
right action of P . Given two such right P -modules functors (M, r) and (M ′, r′)
with target C, a natural transformation f :M →M ′ is right T -linear if it satisfies:
f r = r′ Pf .
Lastly, given both a monad T on C and a monad P on D, a T -P -bimodule functor
is a functor M : D → C endowed with a left action r of T and a right action l of P
which commute, that is, which satisfy l(T r) = r(l P ).
We denote by Bimod(T, P ) the category of T -P -bimodule functors, whose mor-
phisms are natural transformations which are both T -linear on the left and P -linear
on the right. When P = idD (resp. T = idC) we obtain the category of left T -module
functors with source D (resp. the category of right P -module functors with target
C).
Example 1.8. A T -module is nothing but a left T -module functor with source the
initial category ∗, in other words: CT = Bimod(T, id∗).
Lemma 1.9. Let T be a monad on a category C, let P be a monad on a category D,
and let F be a functor DP → CT . Then the functor F ♭ = UTFFP has a canonical
structure of T -P -bimodule functor.
Proof. Define natural transformation l = UT ε
TFFP : UTFTUTFFP → UTFFP
and r = UTFε
PFP : UTFFPUPFP → UTFFP , where εT : FTUT → idCT and
εP : FPUP → idDP are the adjunction coevaluations. One verifies that l and r are
the left and right actions of a T -P -bimodule structure on the functor F ♭. 
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Consider a diagram of functors D
N // C
M // B . Let (T, µ, η) be a monad
on C, with a left action l of T on N and a right action r of T on M .
We say that M and N are tensorable over T if for every X in D, the parallel
pair (r N,M l) : MTN(X) // // MN(X) admits a coequalizer. Note that this
parallel pair is reflexive (having MηNX as common section), so that tensorability
is ensured whenever B is a r-category.
When M and N are tensorable over T , we define a functor

M ⊙T N : D → B
X 7→ coeq( MPN(X)
r N //
M l
// MN(X) ),
called the tensor product of M and N over T .
Note that if B, C, D are r-categories and T ,M and N are r-exact, so is M ⊙T N .
The following lemma provides a key example of tensorable functors over a monad:
Lemma 1.10. Let (T, µ, η) be a monad on a category C. Then UT : CT → C is a
left T -module functor, and FT : C → CT is a right T -module functor. Morever, FT
and UT are T -tensorable, and we have a canonical isomorphism
FT ⊙T UT
∼
−→ idCT .
Proof. The left action of T on UT is UT ε, and its right action on FT is εFT , where
ε(M,ρ) = ρ. Let M be a T -module, with action ρ : TM → M . We have a reflexive
cofork in CT :
FTTUTM
Tδ //
µM
// FTUTM
ρ
// M .
A common section of the parallel pair is given by FT ηM . Let us prove the exactness
assertion. Let N be a T -module, with action δ′, and let f : FTUTM → N be a
T -linear morphism coequalizing the parallel pair. If g : M → N is such that f = gδ,
then fηM = gδηM = g, hence the uniqueness of such a g. Now setting g = fηM ,
note first that gδ = fηMδ = fT (δ)ηTM = fµMηTM = f , as required, and moreover
g is T -linear: δ′Tg = δ′TfTηM = fδηM = f = gδ. This shows the exactness of the
above cofork. The coequalizer being unique up to unique isomorphism, we obtain
a canonical isomorphism: FT ⊙T UT
∼
−→ idCT . 
If in addition P is a monad on D, S a r-exact monad on B,M is a S-T -bimodule
functor and N , a T -P -bimodule functor, then the left action of M and the right
action of N define a structure of S-P -bimodule functor onM⊙T N , hence a functor{
Bimod(S, T )×Bimod(T, P )→ Bimod(S, P )
(M,N) 7→M ⊙T N
Theorem 1.11. Let C, D be r-categories and let T , P be r-exact monads on C
and D respectively. The assignment F 7→ F ♭ = UTFFP induces an equivalence of
categories
?♭ : Funr(DP , CT )→ Bimodr(T, P )
where Funr ⊂ Fun denotes the full subcategory of r-exact functors, and Bimodr ⊂
Bimod, the full subcategory of bimodules whose underlying functor is r-exact.
A quasi-inverse of ?♭ is given by M 7→M ♯ = M⊙P?.
Proof. In view of the above considerations, the functors ?♭ and ?♯ are clearly well-
defined, and all we have to do is check that they are quasi-inverses. Denote by µ
be the product of P and by η its unit.
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Let M be a r-exact T -P -bimodule functor, and let r : MP → P be the right
action of P on M . We have M ♯ = M⊙P? : DP → CT , so M ♯
♭
= UTM ⊙P UP .
Hence for X ∈ Ob(D) an exact cofork:
MP 2X
rP //
Mµ
// MPX // M ♯
♭
X .
On the other hand, the cofork:
MP 2X
rP //
Mµ
//MPX
r // MX
is split, with splitting (MηX ,MPηX), and therefore exact. By universality of the
coequalizer, we have a canonical isomorphism MX
∼
−→M ♯
♭
X .
Now let F : DP → CT be a r-exact functor. For each P -module M ,
F ♭
♯
M = FFP ⊙P UPM.
Now by Lemma 1.10, we have a canonical isomorphism: FP ⊙P UP
∼
−→ idDP , and
by composing this with F , which is r-exact, we obtain a canonical isomorphism
F ♭
♯
M
∼
−→ FM . 
The following lemma relates the composition of functors to the tensor product
of bimodules.
Lemma 1.12. Let B, C, D be r-categories and let S, T , P be r-exact monads on B,
C, D respectively. Let M be a r-exact S-T -bimodule functor and let N be a r-exact
T -P -bimodule functor. We have a canonical isomorphism in Funr(DP ,BS):
(M ⊙T N)
♯ ∼−→M ♯N ♯.
Proof. Let F = M ♯ and G = N ♯. According to Lemma 1.10, we have a canonical
isomorphism:
FT ⊙T UT
∼
−→ idDT .
Composing this isomorphism on the left with USF (which is r-exact) and on the
right, with GFP , we obtain an isomorphism F
♭⊙T G♭
∼
−→ (FG)♭, and we conclude
by observing that M ≃ F ♭ and N ≃ G♭. 
1.8. Comonoidal monads and Hopf monads. Let C be a monoidal category.
A comonoidal monad on C is a monad (T, µ, η) on C endowed with a comonoidal
structure (T, T 2, T 0) such that µ and η are comonoidal natural transformations.
If T is a comonoidal monad on C , then CT admits a unique monoidal structure
such that UT : CT → C is comonoidal strict. The tensor product of CT is defined by
(M, δ)⊗ (M ′, δ′) = (M ⊗M ′, (δ ⊗ δ′)T 2(M,M ′)),
and its unit object is (1, T 0).
Comonoidal monads are related to comonoidal adjunctions. A comonoidal ad-
junction is an adjunction F ⊢ U , where F : D → C, U : C → D are comonoidal
functors between monoidal categories C and D, and the adjunction morphisms
ε : FU → idD, η : idC → UF are comonoidal. Note that these conditions im-
ply that U is actually strong comonoidal. Given such a comonoidal adjunction,
T = UF is a comonoidal monad on C, and the comparison functor K : D → CT
is strong comonoidal. In particular, if the adjunction is monadic, K is a (strong)
monoidal equivalence.
Lemma 1.13. If C is a monoidal r-category and T a r-exact comonoidal monad
on C, then CT is a monoidal r-category.
10 A. BRUGUIE`RES
The left and right fusion operators H l and Hr of a comonoidal monad T on a
monoidal category C are the natural transformations
H l(X,Y ) = (TX ⊗ µY )T
2(X,TY ) : T (X ⊗ TY )→ TX ⊗ TY
and
Hr(X,Y ) = (µX ⊗ TY )T
2(TX, Y ) : T (TX ⊗ Y )→ TX ⊗ TY
for X , Y in C. A comonoidal monad is a left Hopf monad (resp. right Hopf monad)
if its left (resp. right) fusion operator is an isomorphism. It is a Hopf monad if
both fusion operators are isomorphisms.
1.9. Comonoidal bimodule functors. Let T be a comonoidal monad on a monoidal
category C, and P be a comonoidal monad on a monoidal category D. A comonoidal
T -P -bimodule functor is a comonoidal functor M : D → C endowed with a T -P -
bimodule functor structure such that the left action TM →M and the right action
MP → P are comonoidal natural transformations.
Comonoidal T -P -bimodule functors form a category Bimodco(T, P ), whose mor-
phism are bimodule morphisms which are comonoidal natural transformations.
The results of Section 1.7 can be adapted in a straightforward way to comonoidal
bimodule functors. Notably, if F : DP → CT is a comonoidal functor, then F ♭ =
UTFFP :D→ C is a T -P -comonoidal bimodule functor.
If S is a r-exact comonoidal monad on a monoidal category B, P a comonoidal
monad on D, M is a comonoidal S-T -bimodule functor and N , a comonoidal T -
P -bimodule functor, then M ⊙T N is a comonoidal S-P -bimodule functor, hence a
functor {
Bimodco(S, T )×Bimodco(T, P )→ Bimodco(S, P )
(M,N) 7→M ⊙T N
Theorem 1.14. Let C, D be monoidal r-categories and let T , P be r-exact comonoidal
monads on C and D respectively. The assignment F 7→ F ♭ = UTFFP induces an
equivalence of categories
?♭ : Funr
co(DP , CT )→ Bimodr
co(T, P )
where Funr
co ⊂ Funco denotes the full subcategory of r-exact comonoidal functors,
and Bimodr
co ⊂ Bimodco, the full subcategory of comonoidal bimodules whose
underlying functor is r-exact.
A quasi-inverse of ?♭ is given by M 7→M ♯ = M⊙P?.
Lemma 1.15. Let B, C, D be monoidal r-categories and let S, T , P be comonoidal
r-exact monads on B, C, D respectively. Let M be a r-exact comonoidal S-T -
bimodule functor, and N be a r-exact comonoidal T -P -bimodule functor. We have
a canonical comonoidal isomorphism in Funco(DP ,BS):
(M ⊙T N)
♯ ∼−→M ♯N ♯.
2. Hopf Polyads
2.1. Polyads. A polyad consists in a set of data (D, C, T, µ, η), where
1) D is a category,
2) C = (Ci)i∈D0 is a family of categories indexed by the objects of D,
3) T = (Ta)a∈D1 is a family of functors indexed by the morphisms of D, whith
Ta : Cj → Ci for a ∈ HomD(j, i),
4) µ = (µa,b)(a,b)∈D2 is a collection of natural transformations indexed by compos-
able pairs of morphisms of D, with µa,b : TaTb → Tab,
5) η = (ηi)i∈D0 is a collection of natural transformations indexed by objects of D,
with ηi : idCi → Ti = Tidi for i ∈ D0,
subject to the following axioms :
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(i) Given three composable morphisms a, b, c in D,
µab,c(µa,b idTc) = µa,bc(idTa µb,c),
(ii) Given a morphism a : j → i in D :
µa,idj (idTa ηj) = idTa = µidi,a(ηi idTa).
If (D, C, T, µ, η) is a polyad, the category D is called the source of T . A polyad
with source D is also called a D-polyad.
We denote by |T | the category
∏
i∈D0
Ci.
The polyad T is said to be of action type if the natural transformations µ and η
are isomorphisms.
Remark 2.1. A D-polyad is nothing but a lax functor from D to the bicategory
of categories. It is of action type if it is a pseudofunctor.
Example 2.2. A ∗-polyad T , where ∗ denotes the initial category, is nothing but
a monad T on a category C.
Example 2.3. A ∆1-polyad, where ∆1 denotes the category associated with the
poset {0, 1}, is a bimodule functor, that is, it consists in the following data: a
monad T0 on a category C0, a monad T1 on a category C1, and a T1-T0-bimodule
functor M .
Example 2.4. If G is a group, a action-type G-polyad T is nothing but an action
of the group G on a category C.
2.2. Modules over a polyad. Let (D, C, T, µ, η) be a polyad. A T -module consists
in a pair (X, ρ) as follows:
1) X = (Xi)i∈D0 is an object of |T |,
2) ρ = (ρa)a∈D1 , where for j
a
−→ i in D1, ρa is a morphism Ta(Xj)→ Xi in Ci,
subject to the following axioms:
(i) given (a, b) ∈ D2, b : k → j, a : j → i, the following diagram commutes:
TaTb(Xk)
Ta(ρb) //
µa,bXk

Ta(Xj)
ρa

Tab(Xk) ρab
// Xi
(ii) given i ∈ D0, ρiηi = idXi .
Given a polyad T , T -modules form a category which we denote by Mod(T ). A
morphism between T -modules (X, ρ) and (X ′, ρ′) is a morphism f : X → X ′ in |T |
such that for any a : j → i in D1, the following square commutes:
Ta(Xj)
Ta(fj) //
ρa

Ta(X
′
j)
ρ′a

Xi
fi
// X ′i .
Note that the forgetful functor UT : Mod(T )→ |T | is conservative, but in general
it does not have a left adjoint. See Section 5 for a discussion of this point.
Example 2.5. Let D be a small category and V be an arbitrary category. Define
a D-polyad VD = (D,VD0 , T = (idV)a∈D1 , µ = id, η = id). Then Mod(D) =
Fun(D,V). A polyad of the form VD is a constant polyad.
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Lemma 2.6. Let T be an action-type polyad, and (X, ρ) be a T -module. If a ∈ D1
is invertible, then ρa is an isomorphism.
Proof. For i ∈ D0, ρiηi = idXi and since ηi is an isomorphism, so is ρi. For j
a
−→ i,
ρa(Taρa−1) = ρiµa,a−1X is an isomorphism, so ρa has a right inverse. Now by
symmetry, ρa−1 has a right inverse too, as well as Taρa−1 . Since ρa’s right inverse
is invertible, ρa itself is invertible. 
Example 2.7. An action of a group G on a category V can be viewed as an action-
type G-polyad T , and Mod(T ) is the equivariantization of the category C under the
action of G. If (X, ρ) is a T -module, ρ is an isomorphism.
2.3. Representations of a polyad. There is an alternate, ‘bigger’ notion of mod-
ules over a polyad, which we call representations. Let T = (D, C, T, µ, η) be a
polyad. A representation of T is a set of data (W,ρ), where :
(1) A = (Wa)a∈D1 , with Aa ∈ Ob(Cj) for j
a
−→ i in D1,
(2) ρ = (ρa,b)(a,b)∈D2 , where ρa,b is a morphism TaWb →Wab for k
b
−→ j
a
−→ i in D2,
with the following axioms:
(1) for l
c
−→ k
b
−→ j
a
−→ i composable morphisms in D,
ρab,cµa,bWc = ρa,bc(Ta ρb,c),
(2) for j
a
−→ i in D1,
ρaηiWa = idWa .
Denote by Rep(T ) the category of representations of T , a morphism between
two representations (W,ρ) and (W ′, ρ′) being a family of morphisms (fa : Wa →
W ′a)a∈D1 such that ρ
′
a,b(Tafb) = fabρa,b for (a, b) ∈ D2.
For (W,ρ) representation of T , define an object VT (W,ρ) of |T | by
VT (W,ρ) = (Wi)i∈D0 ∈ Ob(|T |).
Convesely, for X ∈ |T |, define a representation LTX of T by
LTX = ((TaXs(a))a∈D1 , (µa,bXs(b))(a,b)∈D2).
Theorem 2.8. The assignments (W,ρ) 7→ WT (W,ρ) and X 7→ LTX define func-
tors:
LT : |T | → Rep(T ) and VT : Rep(T )→ |T |.
Moreover, LT a left adjoint of VT , with adjunction morphisms
η : id|T | → VTLT , ε : LTVT → idRep(T ),
ηX = (ηiXi)i∈D0 , ε(W,ρ) = (ρa,s(a))a∈D1 .
In particular, if T is of action type and D is a groupoid, then UT : Rep(T ) → |T |
is an equivalence.
Proof. By straightforward computation. The last observation deserves an explana-
tion. If T is of action type, then η is an isomorphism, hence LT quasi-inverse to VT
on the right. If in addition D is a groupoid, ε is invertible because the morphisms
ρa are invertible, hence LT is also quasi-inverse to VT on the left. The inverse of
ρa,b : TaWb →Wab is the compositum of the morphisms:
Wab
∼
−→ TaTa−1Wab
Taρa−1,ab
−−−−−−→ TaWb.

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Remark 2.9. Representations of polyads correspond with the representations of a
Hopf category considered in [BCV15]. For a monad,that is, a ∗-polyad, representa-
tions and modules coincide. They differ in general, for instance if T is the polyad of
the action of a group G on a category D, Mod(T ) is the equivariantization, whereas
Rep(T ) is equivalent to C by Theorem 2.8. However representations can be seen as
a modules via the notion of pull-back, see Lemma 3.2. Since the focus of the present
work is on group actions, equivariantizations and generalizations thereof, we will
prefer modules to representations. In Section 6, we will see that Hopf modules can
be generalized to the framework of polyads in two ways, either as modules endowed
with a comodule structure (Hopf modules), or as representations endowed with a
comodule structure (Hopf representations). The decomposition theorem for Hopf
modules extends to both of these notions, but the Hopf representation version is
more natural.
2.4. The lift of a polyad. A polyad T = (D, C, T, µ, η) is said to be r-exact
if for each i ∈ D0, Ci is a r-category (i.e. admits reflexive coequalizers) and for
each a : j → i in D1, the functor Ta : Cj → Ci is r-exact (i.e. preserves reflexive
coequalizers).
Let T = (D, C, T, µ, η) be a r-exact polyad. For i ∈ D0, (Ti, µi,i, ηi) is a r-exact
monad on Ci. Set C˜i = CiTi . For a : j → i ∈ D1, Ta : Cj → Ci is a r-exact
Ti-Tj-bimodule functor, and in view of Theorem 1.11, it lifts to a r-exact functor
(Ta)
♯ = Ta⊙Tj? : C˜j → C˜i. Set T˜a = (Ta)
♯.
By Lemma 1.12, for (a, b) ∈ D2 we have T˜aT˜b = (Ta ⊙Tj Tb)
♯, so that µa,b :
TaTb → Tab induces a natural transformation µ˜a,b : T˜aT˜b → T˜ab. Similarly, for
i ∈ D0, ηi : idCi → Ti induces a natural transformation η˜i : idCiTi → T˜i.
Proposition 2.10. Let T = (D, C, T, µ, η) be a r-exact polyad. Then with the above
notations T˜ = (D, C˜, T˜ , µ˜, η˜) is an r-exact polyad. Moreover, η˜i is the identity for
i ∈ D0.
Definition 2.11. The polyad T˜ is called the lift of the polyad T .
Proof. The axioms of a polyad for T˜ result from the axioms for T , since the structure
of T˜ is induced by that of T by quotienting. Moreover T˜i is the identity monad of
CiTi , and in particular η˜i is the identity. 
Given a T˜ -module (X, ρ), we define a T -module (X♭, ρ♭) as follows: for i ∈ D0,
X♭i = UTi(Xi), and for j
a
−→ i in D1, ρ♭a is the compositum of
TaUTjXj
∼
−→ UTi T˜aFTjUTjXj
T˜a(ρj)
−−−−→ UTi T˜aXj
ρa
−→ UTiXi.
Proposition 2.12. If T is an r-exact polyad, the assignment X 7→ X♭ defines an
isomorphism of categories
Mod(T˜ )
∼
−→ Mod(T ).
Proof. If (Y, r) is a T -module, define a T˜ -module (Y ♯, r♯) as follows. For i ∈ D0),
Y
♯
i is the Ti-module (Yi, ri). For j
a
−→ i in D1, the morphism ra : TaYj → Yi
induces a morphism r♯a of Ti-modules T˜aY
♯
j = Ta ⊙Tj Y
♯
j → Y
♯
i . One verifies that
the assignment Y → Y ♯ so defined is inverse to the assignment X 7→ X♭. 
2.5. Comonoidal polyads. A comonoidal polyad is a polyad T = (D, C, T, µ, η)
endowed with a monoidal structure on the category Ci for each i ∈ D0, and of a
comonoidal structure on the functor Ta for each morphism a inD, in such a way that
µ and η are comonoidal, that is, the natural transformations µa,b for (a, b) ∈ D2 and
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ηi for i ∈ D0 are comonoidal. For instance, the compatibility between the product
and the comonoidal structure is expressed by the commutativity of the diagram:
TaTb(X ⊗ Y )
µa,bX⊗Y

TaT
2
b (X,Y ) // Ta(TbX ⊗ TbY )
T 2a (TbX,TbY ) // TaTbX ⊗ TaTbY
µa,bX⊗µa,bY

Tab(X ⊗ Y )
T 2ab(X,Y )
// TabX ⊗ TabY.
for k
b
−→ j
a
−→ i in D2 and X,Y in Ck.
Definition 2.13. A comonoidal polyad T is said to preserve tensor products (resp.
tensor units) if for each a ∈ D1, the comonoidal functor Ta preserves tensor prod-
ucts (resp. tensor units). A strong comonoidal polyad is a comonoidal polyad which
preserves tensor products and tensor units.
A comonoidal polyad T = (D, C, T, µ, η) is r-exact if it is r-exact as a polyad
and the categories Ci are monoidal r-categories (that is, their tensor products are
r-exact in each variable). If such is the case, T is transitive if for each j
a
−→ i in D1,
Ta1 is a transitive coalgebra (see Definition 1.5) in the monoidal r-category Ci.
Proposition 2.14. Let T be an r-exact comonoidal polyad. Then
(1) T˜ is an r-exact comonoidal polyad;
(2) the canonical equivalence of categories ?♭ : Mod(T˜ ) → Mod(T ) is a srtict
monoidal equivalence.
Proof. Results from the basic properties of comonoidal monads and comonoidal
bimodule functors, see Sections 1.8 and 1.9. 
Definition 2.15. Given a comonoidal polyad T = (D, C, T, µ, η), the left (resp.
right) fusion operator of T , denoted H l (resp Hr) is a collection of natural tranfor-
mations indexed by composable pairs (a, b) ∈ D2, k
b
−→ j
a
−→ i, defined as follows:
H la,b(X,Y ) = (TaX ⊗ µa,bY )T
2
a (X,TbY ) : Ta(X ⊗ TbY )→ TaX ⊗ TabY
and
Hra,b(Y,X) = (µa,bY ⊗ TaX)T
2
a (TbY,X) : Ta(TbY ⊗X)→ TabY ⊗ TaX
for X , Y objects of Ck and Cj respectively.
Proposition 2.16. The fusion operators of a comonoidal polyad T satisfy:
(1) for l
c
−→ k
b
−→ j
a
−→ i in D and X ∈ Ob(Cj), Y ∈ Ob(Cl):
H la,bc(X,Y )Ta(X ⊗ µb,cY ) = (TaX ⊗ µab,cY )H
l
a,b(X,TcY ),
Hra,bc(Y,X)Ta(µb,cY ⊗X) = (µab,cY ⊗ TaX)H
r
a,b(TcY,X),
(2) for j
a
−→ i in D1, X,Y ∈ Ob(Ci):
H la,j(X,Y )Ta(X ⊗ ηjY ) = T
2
a (X,Y );
Hra,j(X,Y )Ta(ηjX ⊗ Y ) = T
2
a (X,Y );
(3) for j
a
−→ i in D1, X ∈ Ob(Ci), Y ∈ Ob(Cj):
H li,aηiX⊗TaY = ηiX ⊗ TaY ;
Hri,aηiTaY⊗X = TaY ⊗ ηiX ;
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(4) for k
b
−→ j
a
−→ i in D and X ;X ′ ∈ Ob(Cj), Y ∈ Ob(Ck):
(T 2a (X,X
′)⊗ TabY )H
l
a,b(X ⊗X
′, Y ) = (TaX ⊗H
l
a,b(X
′, Y ))T 2a (X,X
′ ⊗ TbY );
(TabY ⊗ T
2
a (X,X
′))Hra,b(Y,X ⊗X
′) = (Hra,b(X,Y )⊗ TaX
′)T 2a (TbY ⊗X,X
′);
(5) for k
b
−→ j
a
−→ i in D and X ∈ Ob(Cj):
(TaX ⊗ T
0
ab)H
l
a,b(X, 1) = Ta(X ⊗ T
0
b );
(T 0ab ⊗ TaX)H
r
a,b(1, X) = Ta(T
0
b ⊗X);
(6) for k
b
−→ j
a
−→ i in D and X ∈ Ob(Ck):
(T 0a ⊗ TabX)H
l
a,b(1, X) = µa,bX .
(TabX ⊗ T
0
a )H
r
a,b(X, 1) = µa,bX .
(7) for l
c
−→ k
b
−→ j
a
−→ i in D and X ∈ Ob(Cj), Y ∈ Ob(Cl), Z ∈ Ob(Ck), the
pentagon equations:
(H la,b(X,Y )⊗ TabcZ)H
l
a,bc(X ⊗ TbY, Z)T (X ⊗H
l
b,c(Y, Z))
= (TaX ⊗H
l
ab,c(Y, Z))H
l
a,b(X,Y ⊗ TcZ)
(TabcZ ⊗H
r
a,b(Y, Z))H
r
a,bc(Z, TbY ⊗X)T (H
r
b,c(Z, Y )⊗X)
= (Hrab,c(Z, Y )⊗ TaX)H
r
a,b(TcZ ⊗ Y,X)
Proof. These formulae result from the axioms by straightforward computation. 
2.6. Hopf polyads.
Definition 2.17. A left (resp. right) Hopf polyad is a comonoidal polyad whose
left (resp. right) fusion operator is an isomorphism. A Hopf polyad is a comonoidal
polyad both of whose fusion operators are invertible.
Example 2.18. A Hopf monad can be viewed as a Hopf polyad with source ∗.
Remark 2.19. An action-type comonoidal polyad which preserves tensor products
is a Hopf polyad (by definition of the fusion operators).
Theorem 2.20. If T is an r-exact left Hopf (resp. right Hopf, resp. Hopf) polyad,
so is its lift T˜ .
Proof. Let us prove the left-handed version. Assume T is left Hopf. The left fusion
operator of T˜ :
H˜ la,b(M,N) : T˜a(M ⊗ T˜bN)→ T˜aM ⊗ T˜abN (M in (Ck)Tk and N in (Cj)Tj )
is a natural transformation between r-exact functors. We have the following lemma.
Lemma 2.21. Let C be a category, T a monad on C, and let A,B : CT → D be two
functors preserving reflexive coequalizers. If α : A→ B is a natural transformation
such that for any c ∈ Ob(C), αFT c is an isomorphism, then α is an isomorphism.
Proof. Let M be a T -module, with action δ : TM →M , and let us show that αM
is an isomorphism. We have an exact reflexive cofork in CT :
FTT (M)
FT δ //
εFT (M)
// FT (M)
δ //M
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hence a commutative diagram in D:
AFTT (M)
αFT T (M)

AFT δ //
AεFTM
// AFT (M)
δ //
αFT (M)

A(M)
αM

BFTT (M)
BFT δ //
BεFTM
// BFT (M)
δ // B(M)
where the horizontal lines are exact. Since the left and center vertical arrows are
isomorphisms, so is the right one, that is, αM is an isomorphism. 
Using the lemma and the fact that UTi is conservative, it is enough to show that
UTiH˜
l
a,b(FTj (X), FTk(Y )) is an isomorphism for X in Cj and Y in Ck.
Consider the diagram:
Ta(TjX ⊗ TbTkY )
epi.

Hla,b(TjX,TkY )
≈
// TaTjX ⊗ TabTkY

µa,jX⊗µab,kY
}}④④
④
④
④
④
④
④
④
④
④
④
④
④
④
④
④
④
④
④
TaTj(X ⊗ TbTkY )
≈
Ta(H
l
j,b(X,TkY ))
ii❘❘❘❘❘❘❘❘❘❘❘❘❘❘ (id⊗µa,b)(TaTj)2
33❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣
µa,j(X⊗µb,kY )

Ta(X ⊗ TbY )
Hla,b(X,Y )
≈
//
≈

TaX ⊗ TabY
≈
((PP
PP
PP
PP
PP
PP
UTi T˜aFTj (X ⊗ TbY )
UTi T˜a(H
l
j,b(X,Y ))
≈
vv♠♠♠
♠♠
♠♠
♠♠
♠♠
♠♠
UTi T˜aFTjX ⊗ UTi T˜abFTkY
≈

UTi T˜a(FTjX ⊗ T˜bFTkY )
UTiH˜a,b(FTj (X),FTk(Y ))
// UTi(T˜aFTjX ⊗ T˜abFTkY )
The outer square commutes, and one checks easily that the inner cells commute,
except the bottom hexagon. By diagram chasing, one sees that the bottom hexagon
commutes also, so the bottom arrow H˜ l is an isomorphism, that is, T˜ is a left Hopf
polyad. 
A r-exact comonoidal polyad T = (D, C, T, µ, η) is transitive if for j
a
−→ i in D1,
T 0a (1) is a transitive coalgebra in Ci.
Theorem 2.22. (Fundamental theorem of Hopf polyads)
If T is a transitive r-exact left or right Hopf polyad, then T˜ is a strong comonoidal
action-type polyad - in other words, a strong comonoidal pseudofunctor.
Proof. We begin with the following lemma, which is a special case of the theorem
(when T˜ = T ).
Lemma 2.23. Let T = (D, C, T, µ, η) be a left or right Hopf polyad such that η is
an isomorphism. Then T preserves tensor products. If in addition T is transitive,
then T is strong comonoidal of action type.
Proof. Assume for instance that T is left Hopf. Applying Proposition 2.16, As-
sertion (2), we see immediately that T 2a is an isomorphism for a ∈ D1, that is, T
preserves tensor products. In particular, the coproduct T 2a (1) of the coagebra Ta(1)
is an isomorphism, which implies that T a(1)⊗ T 0a is an isomorphism. Now assume
T is transitive. The functor Ta(1)⊗? is conservative, so T a0 is an isomorphism, that
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is, Ta preserves tensor units. Thus, Ta is strong comonoidal. Moreover, by Propo-
sition 2.16, Assertion (6), µa,b(X) = (T
0
a ⊗ TabX)H
l
a,b(1, X) is an isomorphism,
which shows that T is a polyad of action type, and we are done. 
Now let us prove the general case. We already know that if T is a r-exact left
(resp. right) Hopf polyad , so is T˜ (by Proposition 2.14 and Theorem 2.20). If in
addition T is transitive, so is T˜ :
Lemma 2.24. If T is a r-exact transitive left or right Hopf polyad, then T˜ is
transitive.
Proof. Assume T is left Hopf. Let (j
a
−→ i) ∈ D1, and consider the following:
TaTj1
Ta(T
0
j ) //
µa,j1
//
Hl(1,1)

Ta1
T 0a //
idTa1

1
id1

Ta1⊗ Ta1
Ta1⊗T
0
a//
T 0a⊗Ta1
// Ta1
T 0a // 1.
The bottom cofork is exact because Ta1 is a transitive coalgebra. The diagram is
an isomorphism bewteen the top and bottom coforks (by Proposition 2.16, Asser-
tions (5) and (6). So the top cofork is exact, which means that T˜a1 is isomorphic
to 1, and therefore transitive as a coalgebra. 
We conclude by applying Lemma 2.23 to the polyad T˜ . 
Remark 2.25. If T is a r-exact left or right Hopf monad, then T˜ preserves tensor
products. (Results from the previous proof).
3. Fonctoriality properties of polyads
3.1. Morphisms of polyads. Let D be a small category. We define the 2-category
of D-polyads Poly(D) as follows.
An object of Poly(D) is a D-polyad.
Given twoD-polyads T = (D, C, T, µ, η) and T ′ = (D, C′, T ′, µ′, η′), a 1-morphism
from T to T ′ in Poly(D) consists in a pair (F, θ) as follows:
(1) F = (Fi)i∈D0 is a family of functors Fi : Ci → Di;
(2) θ = (θa)a∈D1 is a family of natural transformations θa : FiTa → T
′
aFj , where
j
a
−→ i;
with the following conditions:
(1) for k
b
−→ j
a
−→ i in D2,
θab(Fiµa,b) = (µ
′
a,bFk)(T
′
aθb)(θaTb),
(2) for i ∈ D0,
θi(Fiηi) = η
′
iFi.
Given two 1-morphisms (F, θ), (F ′, θ′) from T to T ′, a 2-morphism α : (F, θ)→
(F ′, θ′) is a collection (αi)i∈D0 of natural transformations αi : Fi → F
′
i such that
for any j
a
−→ i in D1,
θ′a(αiTa) = (T
′
aαj)θa.
The various compositions are defined in the obvious way. In particular, the
composition of two 1-morphisms (F, θ) : T → T ′ and (F ′, θ′) : T ′ → T ′′ is the
1-morphism (F ′F, θ′′), where
θ′′a = (θ
′
aFj)(F
′
i θa).
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We define similarly the 2-category of comonoidal D-polyads Polyco(D), whose
objects are comonoidal D-polyads, 1-morphisms are 1-morphisms of D-polyads
(F, α) equipped with a comonoidal structure on the functors Fi such that the
natural transformations αa are comonoidal, and 2-morphisms are 2-morphisms of
D-polyads α such as the natural transformations αi are comonoidal.
Example 3.1. Let T = (D, C, T, µ, η) be a r-exact D-polyad, with lift T˜ =
(D, C˜, T˜ , µ˜, η˜). Then we have two 1-morphisms of D-polyads UT = (UT , e) : T˜ → T
and FT = (FT , h) : T → T˜ , defined as follows:
(UT )i = UTi , ha = UTi T˜aε
Tj : UTi T˜a → UTi T˜aFTjUTj ≃ TaUTj ,
(FT )i = FTi , ea = η
Ti T˜aFTj : FTiTa ≃ FTiUTi T˜aFTj → T˜aUTj .
Moreover, we have 2-morphisms η = (ηi) : idT → UTFT and ε = (εi) : FTUT → idT˜ ,
so that (FT , UT , η, ε) is an adjunction in the 2-category Poly(D). Moreover, if T
is a r-exact comonoidal D-polyad, the above construction can be made comonoidal,
and produces an adjunction (FT , UT , η, ε) in Poly
co(D).
3.2. Pull-back. Let T = (D, C, T, µ, η) be a D-polyad, and consider a functor
f : D′ → D. Then one defines a D′-polyad f∗T = (D′, C′, T ′, µ′, η′), with C′ =
(Cf(j))j∈D′0 , T
′
a = Tf(a) for a ∈ D
′
1, µ
′
a,b = µf(a),f(b) for (a, b) ∈ D
′
2, and η
′
j = ηf(j)
for j ∈ D′0.
If T is comonoidal, then f∗ becomes comonoidal too. This construction extends
naturally to 2-functors pull-back along f :
f∗ : Poly(D)→ Poly(D′) and f∗ : Polyco(D)→ Polyco(D′).
Note that the pull-back preserves left and right Hopf polyads, and it commutes
with the lift: if T is a r-exact (comonoidal) polyad, then so is f∗T , and f∗T˜ = f˜∗T .
Given a D-polyad T and a functor f : D′ → D, we define a functor:
f∗ : Mod(T )→ Mod(f
∗T ),
by sending a T -module (X, ρ) to the f∗-module (X ′, ρ′), with X ′ = (Xf (j))j∈D′0 ,
ρ′ = (ρf(a))a∈D′1 .
If T is a comonoidal D-polyad, then f∗ : Mod(T ) → Mod(f∗X) is strong (in
fact, strict) comonoidal.
In the case where f is a inclusion of a subcategory D′ in D, then the pull-back
f∗T will be denoted by T|D′ .
Using the notion of pull-back, we can interpret representations of a polyad as
modules of a certain pull-back of the same polyad:
Lemma 3.2. Let D be a category, and define a new category Ar(D) in the following
way. The objects of Ar(D) are the morphisms of D: Ar(D)0 = D1. Given b, c ∈
Ar(D), a morphism a : b→ c is a morphism a such that c = ab. Note that the map
(a, b)→ a : b→ ab is a bijection between D2 and Ar(D)1. Define a functor

t : Ar(D) → D
Ar(D)0 ∋ b 7→ t(b)
Ar(D)1 ∋ a 7→ a
Then, if T is a polyad with source D, the categories Rep(T ) and Mod(t∗T ) are
canonically isomorphic, and if T is a comonoidal polyad, this isomorphism is strict
(co)monoidal.
Proof. Straightforward. 
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3.3. Special case: when the source is a groupoid.
Theorem 3.3. Let Γ be a connected groupoid, and let T be a left or right r-exact
transitive Hopf Γ-polyad. Let i0 ∈ Γ, and denote by Γi0 the full subcategory of Γ
with i0 as unique object. Then:
(1) the restriction functor Mod(T )→ Mod(T|Γi0 ) is a monoidal equivalence;
(2) the group G = AutΓ(i0) acts on the monoidal category C˜i0 = (Ci0)Ti0 ;
(3) Mod(T ) is monoidally equivalent to the equivariantization of C˜i0 under this
action.
Proof. In order to simplify the notation, set C0 = Ci0 and T0 = T|Γi0 . In view
of Proposition 2.14 and the previous remarks, we may replace T with T˜ , and by
Theorem 2.22, we may assume that T is of action type and strong comonoidal. In
particular, for a ∈ D1 Ta is strong comonoidal, and it is an equivalence of categories
because a is invertible. Recall also that in this setting, actions are invertible (see
Lemma 2.6).
In that case, T0 is nothing but an action of the groupG on C0, and Mod(T0) is the
equivariantization of this action. So all that remains to be proved, is Assertion (1).
We construct a quasi-inverse to the restriction functor as follows. Choose for each
i ∈ D0 a morphism ai : i0
∼
−→ i in D1, which is possible because Γ is connected.
Let (X0, r) be an object of Mod(T0). Here X0 is an object of C0 and r = (rg)g∈G,
with rg : Tg(X)
∼
−→ X . Define an object (X, ρ) in Mod(T ) as follows. For i ∈ D1,
set Xi = TaiX0. For j
a
−→ i in D1, define ρa : TaXj → Xi to be the compositum of
TaXj = TaTajX0 ≃ TaiTγX0
Tairγ−−−−→ TaiX0 = Xi,
where γ = ai
−1aaj ∈ G.
One verifies that (X, ρ) is a T -module, and the assignment (X0, r) 7→ (X, ρ)
defines a quasi-inverse to the restriction functor Mod(T )→ Mod(T0).

4. Quasitriangular comonoidal and Hopf polyads
If T is a comonoidal monad on a monoidal category C, an R-matrix for T is a
natural transformation is (see [BV07]) a natural transformation
RX,Y : X ⊗ Y → Y ⊗X
satisfying the following axioms:
Theorem 4.1. A R-matrix for T defines a braiding τ on the monoidal category
CT as follows:
τ(X,r),(Y,s) = (s⊗ t)RX,Y : (X, r)⊗ (Y, s)→ (Y, s)⊗ (X, r),
and this assignment is a bijection between R--matrices for T and braidings on CT .
Let T = (D, C, T, µ, η) be a comonoidal polyad. An R-matrix for T is a family
(Ri)i∈D0 , where Ri is a R-matrix for Ti for each i ∈ D0, satisfying the following
axiom for each j
a
−→ i in D1:
(µa,jY ⊗ µa,jX)T
2
a (TjY ⊗ TjX)Ta(R
j
X,Y ) = (µi,aY ⊗ µi,aX)R
i
TaX,TaY
T 2a (X ⊗ Y )
Remark 4.2. Note that this set of axioms is redundant, while the last axiom
implies the first axiom satisfied by Ri as R-matrix (when a = idi).
Theorem 4.3. Let R be a R-matrix on a comonoidal polyad T = (D, C, T, µ, η),
and denote by τi the braiding on (Ci)Ti defined by the R-matrix Ri for i ∈ T0. Then,
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for every functor f : D′ → D, R defines a braiding τf on the category Mod(f ∗ T ),
defined as follows:
τ
f
(X,ρ),(Y,σ) =
(
τ
f(x)
Xi,Yi
)
x∈D′0
,
and, given a functor g : D′′ → D′, with the braidings so defined, the restriction
functor Mod(f∗T )→ Mod(g∗f∗T ) is braided.
This assignment defines a bijection between R--matrices for T and ways of choos-
ing a braiding on each categegory Mod(f∗), f : D′ → D, so that the restriction
functors Mod(g∗f∗T )→ Mod(f∗T ) are braided for D′′labeltogD′
f
−→ D.
Proof. We verify first that τ = τ idD is a braiding on Mod(T ). We check first
that, given (X, ρ) and (Y, σ) in Mod(T ), (τ iXi,Yi) is a morphism in Mod(T ) from
(X, τ)⊗ (Y, σ) to (Y, σ)⊗ (X, ρ). This means that, for j
i
−→ i in D1,
(σa ⊗ ρa)T
2
a (Yj ⊗Xj)Ta(τ
j
Xj ,Yj
) = τ iXi,Yi (ρa ⊗ σa)T
2
a (Xj ⊗ Yj),
which results from the following computation:
(σa ⊗ ρa)T
2
a (Yj ⊗Xj)Ta(τ
j
Xj ,Yj
) = (σa ⊗ ρa)T
2
a (Yj ⊗Xj)Ta(σj ⊗ ρj)Ta(RXj ,Yj )
= (σaTaσj ⊗ ρaTaρj)T
2
a (TjYj ⊗ TjXj)Ta(RXj ,Yj )
= (σaµa,jYj ⊗ ρaµa,jXj )T
2
a (TjYj ⊗ TjXj)Ta(RXj ,Yj )
= (σa ⊗ ρa)(µa,jYj ⊗ µa,jXj )T
2
a (TjYj ⊗ TjXj)Ta(RXj ,Yj )
= (σa ⊗ ρa)(µi,aYj ⊗ µi,aXj )R
i
TaXj ,TaYj T
2
a (Xj ⊗ Yj)
= (σiµi,aYj ⊗ ρiµi,aXj )RTaXj ,TaYj T
2
a (Xj ⊗ Yj)
= (σiTaσa ⊗ ρiTaρa)RTaXj ,TaYj T
2
a (Xj ⊗ Yj)
= (σi ⊗ ρi)RXi,Yi (ρa ⊗ σa)T
2
a (Xj ⊗ Yj) = τ
i
Xi,Yi
(ρa ⊗ σa)T
2
a (Xj ⊗ Yj).
One shows easily that τ is a natural transformation, and it is a braiding because
each τi is a braiding and the forgetful functor UT : Mod(T )→ |T | is conservative.
Now given a functor f : D′ → D, the R-matrix R for T defines by restriction a
R-matrix f∗R = (Ri)i∈D′0 for f
∗T , which defines therefore a braiding on Mod(f∗T ).
Clearly if g : D′′ → D′ is a second functor, the strong comonoidal restriction functor
Mod(f∗T )→ Mod(g∗f∗T ) induced by g preserves braidings.
The assigment R 7→ (τf )f :D′→D is clearly intro, since the braidings τi, i ∈ D0,
determine the R--matrix R. Let us check that it is onto.
Consider a data (τf )f :D′→D, where τ
f is a braiding τf on Modf (T ), and the
restriction functors Mod(f∗T ) → Mod(g∗f∗T ) (for D′′
g
−→ D′
f
−→ D) are braided.
In particular, for i ∈ D0, let i : ∗ → D be the functor which sends the unique object
of ∗ to i. We have i∗T = Ti, hence a braiding τ i on (Ci)Ti , which corresponds with
an R-matrix Ri for Ti according to Theorem 4.1. We verify that R = (Ri) is a
R-matrix for T . All we have to check is that for each j
a
−→ i in D1:
(µa,jY ⊗ µa,jX)T
2
a (TjY ⊗ TjX)Ta(R
j
X,Y ) = (µi,aY ⊗ µi,aX)R
i
TaX,TaY
T 2a (X ⊗ Y )
Now let a be the functor ∆1 → D which sends the arrow 0→ 1 to a. The category
Mod(a∗T ) is braided, with braiding τa. If X is an object of Cj, define an object
FX of Mod(a
∗T ) by FX = ((TjX,TaX), ρ
X), which ρ0 = µi,iX , ρ1 = µi, aX ,
ρ0→1 = µa,j. When we express the fact that, for X,Y ∈ Ob(Cj), τ
a
FX ,FY
is a
morphism in Mod(a∗T ), we obtain the relation we had to prove.
By construction, the R-matrix R produces the collection of braidings (τf ), so
we are done. 
See Remark 8.3 for examples.
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5. Hopf polyads vs Hopf monads
We have noted that, if T is a polyad, the forgetful functor Mod(T )→ |T | doesn’t
have a left adjoint in general. In this Section, we consider polyads for which such
an adjoint exist, and compare them with monads.
Let T = (D, C, T, µ, η) be a polyad, and for i ∈ D, let NDi be the number of
arrows in D whose target is i. We say that T is sum-exact if for each i ∈ D0,
the category Ci admits finite sums, and (should NDi be infinite) sums of up to N
D
i
objects, and for a : i→ j in D, the functor Ta preserves such sums.
A sum-exact comonoidal polyad is a comonoidal polyad T = (D, C, T, µ, η) which
is sum-exact as a polyad, and in addition, satisfies that for each i ∈ D0 the tensor
product of Ci preserves finite sums and sums of NDi objects in each variable. A
Hopf (resp. left Hopf, left right Hopf) sum-exact polyad is a comonoidal sum-exact
polyad which is Hopf (resp. left Hopf, resp. right Hopf).
If T is sum-exact, set for X ∈ Ob(|T |)
T̂ X =
( ∐
k
b−→i∈D1
TbXk
)
i∈D0
.
For a ∈ D1, a : j → i, the product µ defines a morphism
ρa : Ta(T̂ X)i ≃
∐
k
b−→i
TaTbXk →
∐
k
c−→j
TcXk = (T̂ X)j.
The product µ and the unit η define also morphisms
µˆX : T̂
2X ≃ (
∐
k
b−→j a−→i
TaTbXk)i∈D0 → (
∐
k
c−→i
TcXk)i∈D0 = T̂ X
ηˆX : X → (
∐
j
a−→i
TaXj)i∈D0 .
Theorem 5.1. Let T be a sum-exact polyad. Then:
(1) The forgetful functor UT : Mod(T )→ |T | has a left adjoint, defined by
FT (X) = (T̂ X, ρ),
and the adjunction (FT ⊢ UT ) is monadic, with monad (T̂ , µˆ, ηˆ); in fact Mod(T )
is isomorphic to the category |T |T̂ of T̂ -modules |T |.
(2) If T is a comonoidal polyad, then T̂ is a comonoidal monad and Mod(T ) ≃ |T |T̂
as monoidal categories.
Proof. Let us prove Assertion (1). One verifies easily that (T̂ , µˆ, ηˆ) is a monad.
Now consider an object X in |T |. A morphism r : T̂X → X in |T | is a family
of morphisms (ri)i∈D0 , with ri :
∐
j
a−→i TaXj → Xi, and, in view of the universal
property of sums, it can be viewed also as a family r = (ra : TaXj → Xi)(j a−→i)∈D1
.
Moreover, we have the following equivalences:
r(Tr) = rµX ⇐⇒ ∀(k
b
−→ j
a
−→ i) ∈ D1, ra(Tarb) = rabµa,bXk ,
rηX = idX ⇐⇒ ∀i ∈ D0, riηi = idXi .
As a result, r is an action of the monad T̂ on X if and only if r is an action of the
polyad T on X . Hence an isomorphism of categories:{
K : Mod(T ) → |T |T̂
(X, r) 7→ (X, r).
In particular, the forgetful functor UT is monadic, with left adjoint KFT̂ = FT .
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Now for Assertion (2). It is a general fact that the left adjoint of a strong
comonoidal functor admits a unique comonoidal structure such that the adjunction
is comonoidal. Hence a comonoidal structure on the monad of the adjunction. One
verifies easily that the comonoidal structure on T̂ so defined coincides with the one
we decribed previously. The rest ensues. 
However, T̂ need not be a Hopf monad if T is a Hopf polyad.
Example 5.2. Consider the constant polyad T = VD of Example 2.5. If V is a
monoidal category, then T is in fact a Hopf polyad. Consider the special case V =
vectk for some field k, and D = ∆1. In that case the monad T̂ on |V| = vectk×vectk
is given by T̂ (E0, E1) = (E0, E0 ⊕ E1). Therefore
T̂ (E, T̂F ) = (E0 ⊗ F0, E0 ⊗ F0 ⊕ E1 ⊗ (F0 ⊕ F1)).
On the other hand,
T̂ (E)⊗ T̂ (F ) = (E0 ⊗ F0, (E0 ⊕ E1)⊗ (F0 ⊕ F1)).
As a result the left fusion (and by reason of symmetry, the right fusion) operator
of T̂ cannot be an isomorphism, that is, T̂ is not a Hopf monad.
We have however the following theorem.
Theorem 5.3. Let T be a sum-exact comonoidal polyad with source D. If T is a
left (resp. right) Hopf polyad and D is a groupoid, then T̂ is a left (resp. right)
Hopf monad.
Proof. Let us tackle the left-handed version. Let X,Y be objects of |T |. For each
i ∈ D0 we have a commutative square in Ci:
T̂ (X ⊗ T̂ (Y ))i
≃

(HlX,Y )i // T̂ (X)i ⊗ T̂ (Y )i
≃
∐
k
b−→j a−→i
Ta(Xj ⊗ TbYk) ∐
k
b−→j a−→i
Hla,b(Xj ,Yk)
//
∐
k
b−→j a−→i
Ta(Xj)⊗ TabXk ι
//
∐
m
c−→i
n
d−→i
TcXm ⊗ TdYn,
where Hˆ l denotes the left fusion operator of the comonoidal monad T̂ , and ι is
induced by the map I : (a, b) 7→ (c, d) = (a, ab). If D is a groupoid, then I is
bijective and ι is an isomorphism. If in addition T is left Hopf, then all H la,b’s are
isomorphisms, so Hˆ l is an isomorphism. Therefore, T̂ is left Hopf. 
As a result, theorems about Hopf monads can sometimes be applied to sum-exact
polyads whose source is a groupoid. We will see an example of this in Section 6.1.
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6. Hopf modules and Hopf representations for Hopf polyads
We have seen that hhe notion of modules over a monad can be generalized in
two different ways to polyads: modules and representations. Consequently, Hopf
modules can also be generalized in two different ways, namely Hopf modules and
Hopf representations
6.1. Hopf modules for Hopf polyads. We exploit the relation between Hopf
monads and sum-exact Hopf polyads established in Section 5 to define Hopf modules
and formulate a decomposition theorem.
Let T be a sum-exact comonoidal polyad. A (left) T -Hopf module consists in
the following data:
(1) a T -module (X, ρ),
(2) a collection δ = (δi)i∈D0 , where δi : Xi → (
∐
a∈D1
Ta1) ⊗Xi is a left coaction
of the coalgebra
∐
a∈D1
Ta(1) on Xi,
such that for k
b
−→ j
a
−→ i in D2, the following diagram commutes:
TaXj
ρa

Taδj // Ta(
∐
k
b−→j
Tb1⊗Xj)
≃ //
∐
b
Ta(Tb1⊗Xj)
∐
b
(Tab1⊗ρb)T
2
a (Tb1,Xj)
∐
b
Tab1⊗Xi
can.

Xi
δi
//
∐
k
c−→i
Tc1⊗Xi ≃
//
∐
k
a−→i
Tc ⊗Xi1.
A morphism of left T -Hopf modules f between two left T -Hopf modules (X, ρ, δ)
and (X ′, ρ′, δ′) is a morphism of T -modules f : (X, ρ) → (X ′, ρ′) such that for
i ∈ D0 and a : j → i, fi is a morphism of comodules (Xi, δi)→ (X ′i, δ
′
i).
Thus, left T -Hopf modules form a category Hl(T ).
The coinvariant part of a T -Hopf module X = (X, ρ, δ) is, if it exists, the object
of |T | defined by
Xco =
(
eq( Xi
δi //
ηi1⊗Xi
// (
∐
j
a−→i
Ta1)⊗Xi )
)
i∈D0
.
The parallel pairs involved are coreflexive (with common retraction
∐
T 0a ⊗Xi), in
particular the coinvariant part is always defined if the categories Ci have coreflexive
equalizers. In that case, we dispose of a functor{
?co : Hl(T ) → |T |
X 7→ M co.
A weakly conservative polyad is a polyad T satisfying: for each i ∈ D0, a mor-
phism f ∈ Ci such that Ta(f) is an isomorphism for each (i
a
−→ j) ∈ D1, is an
isomorphism.
A sum-exact polyad (D, C, T, µ, η) has conservative sums if every for i ∈ D0, the
sum is conservative in Ci (that is, if f , g are morphisms in Ci such that f
∐
g is an
isomorphism, then f and g are isomorphims).
A cor-exact sum-exact polyad is a sum-exact polyad (D, C, T, µ, η) such that for
i ∈ Di, Ci admits equalizers of coreflexive pairs, the tensor product of Ci preserves
them, finite sums and sums of at most NDi terms preserve them, and for j
a
−→ i in
D1, Ta : Cj → Ci preserves them.
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Theorem 6.1. Let T be a a cor-exact sum-exact weakly conservative left Hopf
polyad having conservative sums and whose source is a groupoid. Then the coin-
variant part functor co : H(T )→ |T | is an equivalence of categories.
Proof. Let T = (D, C, T, µ, η) be a left Hopf polyad satisfying the conditions of
the theorem, and let T̂ be the comonoidal monad associated with T according to
Theorem 5.1; it is in fact a left Hopf monad by Theorem 5.3. A T -Hopf module
(X, ρ, δ) can be viewed as a T̂ -Hopf module. Indeed, the T -module (X, ρ) can be
viewed as a T̂ -module according to Assertion (1) of Theorem 5.1; the data δ is a left
coaction of the comonad T̂1 on X , and the axiom expressing the compatibility of ρ
and δ translates into the compatibility of the action and coaction of a left T̂ -Hopf
module. Thus we have an equivalence of categories betweenHl(T ) and the category
Hl(T̂ ) of left T̂ -Hopf modules, which preserves coinvariant parts by construction.
Moreover, our exactness assumptions ensure that |T | has coreflexive equalizers
and T̂ preserves them. Lastly, T̂ is conservative. Indeed, let f be a morphism
in |T |. If T̂ (f) is an isomorphism, then for every i ∈ D0,
∐
j
a−→i Ta(fi) is an
isomorphism, and since sums are conservative, this implies that each Ta(fi) is an
isomorphism. Since T is weakly conservative, this implies that f is an isomorphim.
We may therefore apply to T̂ Theorem 6.11. of [BLV11], and conclude that Hr(T̂ )
is equivalent to |T | via the functor equivariant part, hence co : Hl(T ) → |T | is an
equivalence. 
6.2. Hopf representations for Hopf polyads. We define Hopf representations
of a Hopf polyad, and formulate a decomposition theorem.
Let T = (D, C, T, µ, η) be a comonoidal polyad. The category Rep(T ) of repre-
sentations of T (see Section 2.3) is monoidal, with tensor product defined by
(W,ρ)⊗ (W ′, ρ′) = (W ⊗W ′, ρ′′), where ρ′′a,b = (ρa ⊗ ρb)T
2
a (Wa,Wb),
and unit object 1 = ((1)a∈D1 , (T
0
a )(a,b)∈D1).
The forgetful functor VT : Rep(T ) → |T | is strict (co)monoidal, and its left
adjoint LT is comonoidal.
A left Hopf representation of T is a data (W,ρ, δ), where
(1) W = (Wa)a∈D1 , with Aa ∈ Ob(Cj) for j
a
−→ i in D1,
(2) ρ = (ρa,b)(a,b)∈D2 , where ρa,b is a morphism TaWb →Wab for k
b
−→ j
a
−→ i in D2,
(3) δ = (δa)a∈D1 , where δa : Wa → Ta1⊗Wa,
with the following axioms:
(i) (W,ρ) is a Hopf representation of T (see Section 2.3);
(ii) for a ∈ D1, (Wa, δa) is a left comodule of the coalgebra Ta1;
(iii) for k
b
−→ j
a
−→ i in D2, the following diagram commutes:
TaWb
Taδb

Taδb // Wab
δab

Ta(Tb1⊗Wb)
T 2a (Tb1,Wb)
// TaTb1⊗ TaWa µa,b1⊗ρa,b
// Tab1⊗Wab.
Remark 6.2. Since LT : |T | → Rep(T ) is comonoidal, LT (1) is a coalgebra in
Rep(T ), and conditions (i), (ii), (iii) mean that (W,ρ) is an object of Rep(T ) and
δ is a left coaction of LT (1) on (W,ρ).
Left Hopf representations of T form a category HRepl(T ), the morphisms be-
tween two Hopf representations being representation morphisms which are at the
same time comodule morphisms.
HOPF POLYADS 25
If X is an object of |T |, we define a right Hopf representation hl by setting:
hl(X) = ((TaXs(a))a∈D1 , (µa,bs(b))(a,b)∈D2 , (T
2
a (1, Xs(a)))a∈D1).
Conversely, observe that if W = (W,ρ, δ) is a left Hopf representation of T , then
for each i ∈ D0, (Wi, ρi,i, δi) is a left Hopf module of the bimonad Ti.
We say that (W,ρ, δ) has a coinvariant part if for each i, (Wi, ρi,i, δi) has a
coinvariant part W coi - that is, an equalizer of the parallel pair:
W coi = eq( Wi
ηi1⊗Wi//
δi
// Ti1⊗Wi ).
If such is the case, the object W co = (Wi
co)i∈D0 of |T | is called the coinvariant
part of W . We say that T preserves coinvariant parts if for every j
a
−→ i in D1,
Ta : Cj → Ci preserves the equalizer Wj .
We say that a polyad T with source D is conservative if for every a ∈ D1, the
functor Ta is conservative.
Theorem 6.3. Let T be a left Hopf polyad. Assume that the left Hopf repre-
sentations of T have coinvariant parts and T preserves them. Then the following
assertions are equivalent:
(i) The functor
hl :
{
|T | → HRepl(T )
X 7→ hl(X)
is an equivalence of categories;
(ii) T is conservative,
If these hold, the functor ‘coinvariant part’ ?co : HRepl(T ) → |T | is quasi-inverse
to hl.
Proof. Note that Theorem 6.3 is true for D = ∗: in that case, it results immediately
from Theorem 6.11. of [BLV11], that is, the decomposition theorem for the left Hopf
modules of a right Hopf monad.
Let us fist show (i) =⇒ (ii). Assume that ?H is an equivalence. In particular,
it is conservative. On the other hand, the forgetful functor VH : HRep(T )→ |T | is
conservative.
Let f0 be a morphism of C such that Ta(f) is an isomorphism. Define a morphism
ϕ of |T | by setting ϕi0 = f and ϕi = id1 if i 6= i0. Then VH(ϕ
H) is an isomorphism,
and so is ϕ itself, which implies that f = ϕi0 is an isomorphism. Thus Ta is
conservative.
Now let us show (ii) =⇒ (i). We verify that the two functors: hl : |T | →
HRep(T ) and ?co : HRep(T )→ |T | are inverse to one another.
Let X be an object of |T |. Then (hlX)co = ((hlXi)co)i∈D0 , and, in view of the
initial remark, the right Ti-Hopf module h
lXi has coinvariant part Xi, hence
(hlX)co ≃ X.
LetW = (W,ρ, δ) be a right Hopf representation of T . Denote by ιj the equalizer
morphism W coj → TjWj . Let j
a
−→ i be a morphism of D, and consider the
morphism
θa = ρa,jµa,jWjTa(ιj) : TaW
co
j →Wa.
One verifies that θ = (θa)a∈D1 is a morphism h
l(W co) → W in HRep(T ). On
the other hand, since T is left Hopf, the morphism
(Ta1⊗ ρa,j)T
2
a (1,Wj) : Ta(Wj)→ Ta1⊗Wa
is an isomorphism. Composing its inverse with δa : Wa → Ta1 ⊗Wa, we obtain a
morphism ξa : Wa → TaWj . One verifies that ξa equalizes the image by Ta of the
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pair (ηj1⊗Wj , δj), whose equalizer is W
co
j , and since Ta preserves such equalizers,
ξa factors uniquely through Ta(ιj), defining a morphism ξ˜a : Wa → Ta(W coj ). One
verifies that ξ˜a is inverse to θa, which shows
hl(W co) ≃W,
hence the theorem. 
7. Hopf polyalgebras, representable Hopf polyads, and Hopf
categories in the sense of Batista, Caenepeel, Vercruysse
In this section, we interpret Hopf Categories, as defined in [BCV15], as special
cases of Hopf polyads.
7.1. Hopf polyalgebras. Let V be a monoidal category. A D-polyalgebra in V
is a set of data M = (M,m, u), where M = (Ma)a∈D1 is a family of objects of V
indexed by D1, m = (ma,b)(a,b)∈D2 and u = (ui)i∈D0 are families of morphisms in
V , ma,b : Ma ⊗Mb →Mab, and ui : 1 →Mi, satisfying:
mab,c(ma,b ⊗Mc) = ma,bc(Ma ⊗mb,c) and ma,i(Ma ⊗ ui).
Example 7.1. Assume D = ∗X , where X is a set (recall that the objects of ∗X
are the elements of X , with exactly one morphism between any two objects). Then
D-polyalgebras over V are nothing but V-enriched categories with set of objects X .
Now assume that V is braided, with braiding τ . In that case, the category
Coalg(V) of coalgebras in V is monoidal.
A D-polybialgebra in V is a D-polyalgebra in Coalg(V ). We may view it as
a set of data M = (M,m, u,∆, ε), where (M,m, u) is a D-polyalgebra in V and
∆ = (∆a)a∈D1 , ε = (εa)a∈D1 are collections of morphisms such that (Ma,∆a, εa)
is a coalgebra for each a ∈ D1, and the morphisms µa,b : Ma ⊗Mb → Ma,b and
ηi : 1 →Mi are coalgebra morphisms.
The left and right fusion operators of a D-polyalgebra H l and Hr are families
of morphisms indexed by D2 defined as follows:
H la,b = (Ma⊗ma,b)(∆a⊗Mb) and H
r
a,b = (ma,b⊗Ma)(Ma⊗τMa,Mb)(∆a⊗Mb).
A D-Hopf polyalgebra is a D-polybialgebra whose fusion operators are isomor-
phisms.
Example 7.2. For D = ∗X , D-polybialgebras are exactly Coalg(V)-enriched cate-
gories, and D-Hopf polyalgebra are exactly Hopf categories in the sense of Batista,
Caenepeel, Vercruysse [BCV15].
HOPF POLYADS 27
7.2. Representable Hopf polyads. Let V be a monoidal category. The assign-
ment X 7→ X⊗? defines an embedding of V as a monoidal subcategory of End(V).
Let us call endofunctors of the form X⊗? representable endofunctors, and natural
transformations of the form f⊗? between such endofunctors, representable trans-
formations. (More precisely, one should rather say ‘representable on the left’, but
we will always consider the left-handed case).
A representable polyad over V is a polyad of the form (D,VD0 , T, µ, η) where the
functors Ta : V → V (a ∈ D1) and the natural transformations µa,b ((a, b) ∈ D1)
and ηi (i ∈ D0) are representable.
Representable polyads can be represented by polyalgebras.
Lemma 7.3. Given a D-polyalgebra in V, we define a representable polyad M⊗?
over V by
M⊗? = (D,VD0 , (Ma⊗?)a∈D1 , (ma,b⊗?)(a,b)∈D2 , (ui⊗?)i∈D0).
The assignment M 7→M⊗? maps polyalgebras bijectively to representable polyads.
Now assume that V is braided, with braiding τ .
Given a coagebra (C,∆, ε) in V , the representable endofunctor C⊗? admits a
comonoidal structure, given by
(C⊗?)2X,Y = (C ⊗ τC,X ⊗ Y )(∆⊗X ⊗ Y ) : C ⊗X ⊗ Y → C ⊗X ⊗ C ⊗ Y,
(C⊗?)0 = ε.
Such comonoidal endofunctors are called representable comonoidal endofunctors.
A comonoidal polyad, or a Hopf polyad, of the form (D,V , T, µ, η) is repre-
sentable if it is representable as a polyad and the Ta’s are representable comonoidal
endofunctors.
Representable comonoidal polyads and Hopf polyads can be represented by poly-
bialgebras and Hopf polyalgebras.
Lemma 7.4. Given a D-polyalgebra M in V, the data
M⊗? = (D,VD0 , (Ma⊗?)a∈D1 , (ma,b⊗?)(a,b)∈D2 , (ui⊗?)i∈D0)
is a representable comonoidal polyad over V, the comonoidal structure on Ma⊗? :
V → V being defined by the coalgebra structure of Ma.
Moreover, the assignment M 7→ M⊗? maps polybialgebras bijectively to repre-
sentable comonoidal polyads, and in this correspondance, Hopf polyalgebras corre-
spond 1-1 with representable Hopf polyads.
Example 7.5. Let X be a set. A X∗-polybialgebra, or Coalg(V)-enriched category
with set of objects X , corresponds via Lemma 7.4 to a representable comonoidal
polyad over V , and in this dictionary, a Hopf category in the sense of [BCV15]
corresponds with a representable Hopf polyad over V . Note that the notion of a
Hopf module over a Hopf category considered in [BCV15] corresponds with our
notion of a Hopf representation of a Hopf polyad.
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8. The center construction
We construct a Hopf polyad associated with a graded tensor category, and, by
applying to it the fundamental theorem of Hopf polyads, we recover a result about
the center of a graded tensor category due to Turaev and Virelizier [TV13].
8.1. The centralizer of a graded category. Let k be a field. A bounded k-linear
abelian category is a k-linear abelian category A such that there exists a finite
dimensional k-algebra A and a k-linear equivalence of categories A ≃ mod (A)
(where mod (A) denotes the category of finite-dimensional right k-modules).
A k-tensor category, or just tensor category, is a rigid monoidal category C en-
dowed with a structure of k-linear abelian category such that the tensor product
is linear in each variable, End(1) = k, Hom-spaces are finite dimensional and all
objects have finite length.
Let G be a group. A G-graded tensor category is a tensor category C endowed
with a family (pig)g∈G of natural endomorphisms of idC , satisfying the following
conditions:
1) for X ∈ Ob(C), the set {g ∈ G | pig(X) 6= 0} is finite, and:∑
g∈G
pig(X) = idX ,
2) the pig’s are orthogonal idempotents, i.e. for g, h ∈ G, pigpih = δg,hpig,
3) for g, h ∈ G and X,Y ∈ Ob(C), pigh(X ⊗ Y )(pig(X)⊗ pih(Y )) = pig(X)⊗ pig(Y ),
4) pi1(1) = id1;
If C is a G-graded tensor category, we say that an object X of C is homogeneous
of degree g if pig(X) = idX . We denote by Cg the full abelian subcategory of C of
homogeneous objects of degree g. Then (1) states that any object is a finite direct
sum of homogeneous objects of different degrees, (2), that such a decomposition
is essentially unique, (3), that Cg ⊗ Ch ⊂ Cgh, and (4), that 1 is homogeneous of
degree 1.
We say that the G-graded tensor category C is locally bounded if for each g, Cg
is bounded.
Let G be a group and let C be a locally bounded G-graded tensor category. For
X ∈ Ob(C) and g ∈ G the coend Zg(X) =
∫ Y ∈Cg Y ⊗X ⊗ Y ∨ exists, because Cg
is bounded. Denote by jgX,Y : Y ⊗X ⊗ Y
∨ → Zg(X) (Y ∈ Ob(Cg)) its universal
dinatural transformation.
The assignment X 7→ Zg(X) defines an endofunctor of C, denoted by Zg. Define
further:
µg,hX : ZgZh(X)→ ZghX, ηX : X → Z1(X),
Z2g (X1, X2) : Zg(X1 ⊗X2)→ Zg(X1)⊗ Zg(X2), Z
0
g : Zg1 → 1,
where X,X1, X2 are objects of C and g, h elements of G, by the formulae:
µgXj
g
X,Y1
(Y1 ⊗ j
g
X,Y2
⊗ Y1
∨), ηX = j
1
X,1, Z
0
g j1,Y = eY ,
Z2g (X1, X2)j
g
X1⊗X2,Y
= (jgX1,Y ⊗ j
g
X2,Y
)(Y ⊗X1 ⊗ hY ⊗X2 ⊗ Y
∨),
where eY : Y ⊗ Y ∨ → 1 is the evaluation, and hY : 1 → Y ∨ ⊗ Y the coevaluation
of the duality (Y, Y ∨). Pictorially:
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µg,hX
Zgh(X)
ZgZhX
j
g
ZhX,A
jhX,B
A B X B∨ A∨
j
g
X⊗Y,A
A X ⊗ Y A∨
ZgX ⊗ Zg(Y )
Zg(X ⊗ Y )
Z2g(X,Y )
= j
gh
X,A⊗B
A B X B∨ A∨
Zgh(X)
=
A X Y A∨
hA
j
g
X,A j
g
Y,A
ZgX ZgY
ηX = j
1
X,1
X
Z1X
X
Z1X
Z0g
=
j
g
1,A
A A∨
A A∨
eA
Theorem 8.1. Let G be a group and let C be a locally bounded G-graded tensor
category. Then:
(1) The data Z = (G, C, (Zg)g∈G, (µg,h)(g,h)∈G2 , η) is a r-exact Hopf polyad;
(2) Mod(Z) is isomorphic to the center Z(C), and CZ1 is isomorphic to the relative
center ZC1(C) as tensor categories.
Assume moreover that for every g ∈ G, Cg 6= 0. Then:
(3) Z˜ is a strong comonoidal action of G on CZ1 , hence G acts on ZC1(C);
(4) Z(C) is equivalent to the equivariantization of ZC1(C) under this action of G
as a tensor category.
Definition 8.2. The Hopf polyad Z so constructed is called the centralizer of the
G-graded tensor category C.
Proof of Theorem 8.1. The fact that Z is a comonoidal polyad can be checked easily
(The proof can be adapted from that of [BV09], Theorem 5.6.) Moreover Z is r-
exact because C is a tensor category and each Zg is right exact (as inductive limit
of exact functors).
Now let us prove that Z is a left Hopf polyad (the right-handed version ensues
by virtue of symmetry). We have
Zg(X ⊗ ZhY ) =
∫ A∈Cg,B∈Ch
A⊗X ⊗B ⊗ Y ⊗B∨ ⊗A∨,
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ZgX ⊗ ZkY =
∫ A∈Cg,C∈Ck
A⊗X ⊗A∨ ⊗ C ⊗ Y ⊗ C∨,
with universal dinatural morphisms
I
g,h
X,Y,A,B : A⊗X ⊗B ⊗ Y ⊗B
∨ ⊗A∨ → Zg(X ⊗ Zh(Y ),
J
g,k
X,Y,A,C : A⊗X ⊗A
∨ ⊗ C ⊗ Y ⊗ C∨ → ZgX ⊗ ZkY
defined by:
I
g,h
X,Y,A,B = j
g
X⊗ZaY,A
(A⊗ jhY,B ⊗A
∨) and Jg,kX,Y,A,C = j
g
X,Y,A,C ,
pictorially:
I
g,h
X,Y,A,B =
j
g
X⊗Zh,A
jhY,B
Y B∨BA X A∨
Zg(X ⊗ ZhY )
J
g,k
X,Y,A,C = j
h
X,A j
k
Y,C
Zg(X) Zk(Y )
X A∨A Y C∨C
The left fusion morphism H lg,h(X,Y ) can be described by means of I:
H lg,h(X,Y )I
g,h
X,Y,A,B = j
h
X,A j
gh
Y,A⊗B
Zg(X) Zgh(Y )
XA Y A∨
A
B∨B
that is, H lg,h(X,Y )I
g,h
X,Y,A,B = J
g,gh
X,Y,A,A⊗B(A⊗X ⊗ hA ⊗B ⊗ Y ⊗B
∨ ⊗A∨).
We define a new morphism K lg,h(X,Y ) : Zg(X) ⊗ Zgh(Y ) → Zg(X ⊗ ZhY )) as
follows:
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K lg,h(X,Y )J
g,gh
X,Y,A,C =
j
g
X⊗ZhY,A
jhY,A∨⊗C
Y C∨A∨A X
A∨
Zg(X ⊗ ZhY )
C
that is, K lg,h(X,Y )J
g,gh
X,Y,A,C = I
g,h
X,Y,A,A∨⊗C(A⊗X ⊗A
∨ ⊗C ⊗ Y ⊗C∨ ⊗ h∨A); and
we now verify that it is the inverse of the left fusion operator:
K lg,h(X,Y )H
l
g,h(X,Y )I
g,h
X,Y,A,B
= K lg,h(X,Y )J
g,gh
X,Y,A,A⊗B(A⊗X ⊗ hA ⊗B ⊗ Y ⊗B
∨ ⊗A∨)
= Ig,hX,Y,A,A∨⊗A⊗B(A⊗X ⊗ hA ⊗B ⊗ Y ⊗B
∨ ⊗A∨ ⊗ h∨A) = I
g,h
X,Y,A,B,
so that K lg,h(X,Y ) is left inverse to H
l
g,h(X,Y ), and similarly:
H lg,h(X,Y )K
l
g,h(X,Y )J
g,gh
X,Y,A,C
= H lg,h(X,Y )I
g,h
X,Y,A,A∨⊗C(A⊗X ⊗A
∨ ⊗ C ⊗ Y ⊗ C∨ ⊗ h∨A)
= Jg,ghX,Y,A,A⊗A∨⊗C(A⊗X ⊗ hA ⊗A⊗ C ⊗ Y ⊗ C
∨ ⊗ hA∨) = J
g,gh
X,Y,A,C ,
which shows that K lg,h(X,Y ) is right inverse to H
l
g,h(X,Y ). This concludes the
proof of Assertion (1).
Let us show Assertion (2). Let X be an object of C. A natural transformation
σ : X ⊗ idC → idC ⊗X can be viewed (by duality) as a dinatural transformation
ra : A ⊗ X ⊗ A∨ → X , with A in C, or, equivalently, as a collection (rg)g∈G
of dinatural transformations rgA : A ⊗ X ⊗ A
∨ → X , with A in Cg. In turn,
each dinatural transformation rg translates into a morphism ρg : ZgX → X . Let
ρ = (ρg)g∈G.
One verifies easily that in this correspondance, (X, σ) is a half-braiding of C
if and only if (X, ρ) is a Zg-module, and so defines an isomorphism of monoidal
categories: Z(C)
∼
−→ Mod(Z).
Similarly a half-braiding (X, σ) relative to the inclusion C1 ⊂ C translates into
a Z1-module (X, ρ1 : Z1X → X), hence an isomorphism of monoidal categories
ZC1(C)
∼
−→ CZ1 .
Assertion (3) boils down to Theorem 2.22 applied to Z. All we have to check
is that Z is transitive. Now by assumption for any g ∈ G, Cg contains a non-zero
object X , and Z0g j
g
1,X = eX is non-zero, which implies that Zg(1) is non-zero, and
Zg(1)⊗? is conservative because it is faithful exact and C is abelian. As a result,
Z˜ is strong comonoidal of action type, that is, it is an action of the group G on
CZ1 ≃ ZC1(C). By Proposition 2.14, Mod(Z˜) ≃ Mod(Z), which means, in view of
Assertion (2), that the equivariantization of CZ1 ≃ ZC1(C) under the group action
of G is nothing but Z(C), that is, Assertion (4) holds. 
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Remark 8.3. Hopf polyads can also be constructed in the following way: let D be
a small category, and consider a data
(M = ((Ma)a∈D1 ,⊗ = (⊗a,b)(a,b)∈D2 , 1 = (1i)i∈D0),
where Ma is a category, ⊗a,b : Ma ×Mb → Mab is a functor, 1i is an object
of Mi = Midi , such that µ and 1 satisfy the expected associativity and unity
condition. (A lax version involves associativity and unity constraints.) Then the
categories Mi are monoidal, and for j
a
−→ i in D1, Ma is a Mj-Mi bimodule
category. Under suitable hypotheses (existence of certain adjoints and coends), one
defines for each morphism j
a
−→ i two functors:{
Z la : Mi → Mj
X 7→
∫ A∈Ma [A,A⊗X ]l
{
Zra : Mj → Mi
Y 7→
∫ A∈Ma [A, Y ⊗A]r
where [−,−]l and [−,−]r denote left and right external cohoms. Hence two quasi-
triangular Hopf polyads Z l and Zr, with source Do and D respectively.
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