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Abstract
A connected digraph in which the in-degree of any vertex equals its
out-degree is Eulerian; this baseline result is used as the basis of existence
proofs for universal cycles (also known as deBruijn cycles or U -cycles) of
several combinatorial objects. We present new results on the existence
of universal cycles of certain classes of functions. These include onto
functions, and 1-inequitable sequences on a binary alphabet. In each case
the connectedness of the underlying graph is the non-trivial aspect to be
established.
1 Introduction and Terminology
(Informal) Definition 1 A universal cycle of a combinatorial object is a
cyclic and “efficient” listing of all the values of that object with no repeti-
tion.
Example 1. 3-letter words on the binary alphabet.
The cycle
11100010
covers all the possible “words”, namely 111, 110, 100, 000, 001, 010, 101,
and 011 in the smallest sized sequence, namely of length 8.
Example 2 All 3-subsets of {1, 2, 3, 4, 5, 6, 7, 8}.
Note that the U-cycle below is obtained ([2]) by starting with the 7 numbers
1356725 and then adding 5 mod 8 successively to get the sequence
1356725 6823472 3578147 8245614 5712361 2467836 7134582 4681258.
This U-Cycle (constructed by Glenn Hurlbert) of length
(
8
3
)
= 56 is read
as follows: {1, 3, 5}, {3, 5, 6}, {5, 6, 7} . . .{2, 5, 8}, {5, 8, 1}, {8, 1, 3}. In fact
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Hurlbert shows in [2] that for k = 3, 4, 6, there is an integer n0(k) such that
for n ≥ n0(k)⇒ U-cycles of k-subsets of [n] = {1, 2, . . . , n} exist.
The following result is found as standard fare in most graph theory
texts, see e.g. Theorem 1.4.24 in [6]
Theorem 1. A connected digraph is Eulerian if and only if the in-degree
of each vertex equals its out degree.
The next key result in the area of U-cycles is known as DeBruijn’s
theorem; see e.g. Theorem 1.4.26 in [6] for a special case.
Theorem 2. U-Cycles of k-letter words on an n-letter alphabet exist for
all k and n.
Proof. Identical to the proof of Theorem 1.4.26 in [6]. The key idea is to
create a graph G with vertex set that consists of all k − 1 letter words on
the n letter alphabet, i.e. of length one less than the original word length,
with a directed edge being drawn from vertex v1 to vertex v2 if the last k−2
letters of the “word” v1 coincide with the first k− 2 letters of v2. Here and
in all the other situations we consider in this paper, we label the edge with
the concatenated k-letter word thus formed, e.g. for n = 26, k = 4 the edge
from CAT to ATE is labeled as CATE. It is clear that each vertex has in-
degree and out-degree equal to n. Theorem 1 tells us that G is Eulerian; if
the Eulerian circuit happens to be, e.g., CATE,ATEZ, TEZO, . . . , RCAT
then the corresponding U-cycle is CATEZO . . . R.
The following result was proved in [3]
Theorem 3. A U-Cycle of 1−1 functions from {1, ..., k} → {1, ..., n} exists
if and only if n > k; these are merely permutations of n objects taken k at
a time, or, alternatively, k-letter words on [n] in which no letter repeats.
When k = n it turns out that the underlying graph is not connected
and thus a U-cycle cannot exist. For example for n = k = 3 the graph with
vertex set consisting of two-letter words on {1, 2, 3} decomposes into the
cycles
12→ 23→ 31
and
21→ 13→ 32.
Notice that in Theorem 3, the induced edge labels consist of the objects
we seek to build a U-cycle of, namely one-to-one functions, whereas the
vertices are also one to one functions with domain (word length) of size
k − 1. This will be in marked contrast to our Theorems 4 and 5, in which
the vertices will often represent different kinds of combinatorial objects.
The proof of Theorem 3 utilizes Theorem 1 but is non constructive. Knuth
[4] raised the question of when a U-cycle of one to one functions can be
explicitly constructed and the first such effort appears to be, for k = n− 1,
due to Ruskey and Williams [5].
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In [1], Chung, Diaconis, and Graham do consider the case of k = n
and deal with U-cycles of all the n! permutations on [n] but obviously in
a different sense than what we consider above. Now, one to one functions
constitute a restricted class of all functions from [k] to [n]. In this paper,
we focus on this line of inquiry, turning our attention first from one to one
to onto functions and then, when n = 2, to 1-inequitable functions, which
we define below.
2 Results
Definition 2 A function f : [k] → [n] is said to be almost onto if |[n] \
Range(f)| = 1
Definition 3 A binary word of even length k ≥ 4 is said to be equitable if
it consists of k/2 zeros and k/2 ones.
Definition 4 A binary word of odd length k ≥ 3 is said to be 1-inequitable
if it consists of ⌊k/2⌋ zeros and ⌈k/2⌉ ones – or vice versa.
Definition 5 A binary word of even length k is said to be 2-inequitable if
the numbers of ones and zeros differ by two.
Theorem 4. A U-Cycle of onto functions from {1, ..., k} → {1, ..., n} exists
iff k > n
Proof. We have already seen that a U-cycle of onto functions cannot exist
when k = n; assume, henceforth that k > n. The vertices of the underlying
graph consist of certain kinds of functions from {1, ..., k − 1} → {1, ..., n}
– these are functions such that the corresponding concatenated edge label
consists of an onto function from {1, ..., k} → {1, ..., n}. A moment’s reflec-
tion reveals that the only allowable such vertices are those corresponding
to onto and almost onto functions on {1, 2, . . . , k− 1}. Moreover, there is a
dichotomy between the degree structure of these two classes of vertices: If
v is onto, its indegree and outdegree both equal n, however i(v) = o(v) = 1
for almost onto vertices, where i(v) and o(v) represent the indegree and
outdegree of v respectively. What is critical, though, is that i(v) = o(v) for
each v. To invoke Theorem 1, we need to show that our graph is connected,
i.e., that there is a path from u to v, no matter what kind of vertices u, v
happen to be. We start by assuming that both u and v are onto functions
from {1, ..., k − 1} → {1, ..., n} and will now exhibit the fact that there is a
path between them. The idea is simple. Set k − 1 = M . Suppose that we
seek to build a path between a = a1a2 . . . aM and b = b1b2 . . . bM , where a
and b are both onto. We start by “building” the sequence b to the extent
that it is “legal,”, i.e. by traversing the trail
a1a2 . . . aM → a2 . . . aMb1 → . . .→ ar . . . aMb1 . . . br−1 (1)
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to the extent possible, i.e. for some r ≥ 2. At this point the word we have
arrived at must be almost onto, for if it were onto we could continue the
process. Now we claim that either two of the as in the last sequence in (1)
must be the same, or else one of the as must equal one of the bs. For, if
not, the as must all be distinct, and, since the set of as and the set of bs
are disjoint it would be impossible for b to be onto. Let as−1 be the first a,
from the left, that is a “duplicate”.
Now the outdegree of the last word in (1) is one; we continue to add the
only allowable letter as we build the trail through a series of almost onto
words, ultimately arriving at an onto word c as follows:
ar . . . aMb1 . . . br−1 → ar+1 . . . aM b1 . . . br−1♦1 . . .
→ c = as . . . aM b1b2 . . . br−1♦1 . . .♦s−r,
where the ♦j ’s are those letters forced to be added on by the fact that
we are building the trail through almost onto words, thus having only one
choice for the next vertex in the trail. But c is onto, so that we may next
travel from it to a cyclic version
c∗ = ♦1 . . .♦s−ras . . . aM b1 . . . br−1
which is also onto. But now we may travel to ♦2 . . .♦s−ras . . . aM b1 . . . br
and we are thus able to build one more letter, namely br, in our quest
to travel to the sequence b as begun in (1). We iteratively continue this
process until the word b is reached.
Let us illustrate the above process by an example: Suppose M = n = 5
and we wish to exhibit a path from a = 13425 to b = 41235. We first add
on the first two letters of b as follows:
13425→ 34254→ 42541.
Next we travel from 42541 to an onto word as follows
42541→ 25413,
which we cycle around until the “41” segment is at the tail as follows
25413→ 54132→ 41325→ 13254→ 32541
which allows us to travel to 25412, whence b may be reached easily:
25412→ 54123→ 41235.
Continuing with the proof of Theorem 4, there are three more cases
that need to be considered to establish that G is connected, namely that
there is a path between an almost onto a and an onto b (or vice versa), or
between two almost onto vertices a, b. Let a be almost onto and b onto.
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Let a = a1a2 . . . aM and let as be the first letter that is represented twice
in a. We then proceed from a as follows:
a1a2 . . . aM → . . .→ as−1 . . . aM♦1 . . .♦s−2,
from which we travel to an onto word c in a single step by reintroducing
the missing letter. Finally we can find a path from c to b as in the first part
of the proof. If a is onto and b is almost onto, then the strategy is inverse
to the one indicated above; we first traverse a path from a to a “logical”
onto vertex c, from which the path to b is easy to establish. Specifically, if
bs is the first letter, from the right of the word b, that is represented twice,
then we “backtrack” from b to c as follows:
b = b1b2 . . . bM ← ♣1b1 . . . bM−1 ← . . .← ♣M−s . . .♣1b1 . . . bs
← c = ♥♣M−s . . .♣1b1 . . . bs−1,
where c, by construction, is onto. A path from a to c is found as in Case
1 of the theorem. Finally, the fourth case is proved by combining Cases 2
and 3. This completes the proof.
Our next result deals with a special class of onto functions. If the
alphabet is binary, onto functions consist of all binary sequences except for
(1, 1, . . . , 1) and (0, 0, . . . , 0), which makes the situation rather uninteresting
since it is very close to DeBruijn’s theorem. We thus focus, in the binary
case, on a smaller class of onto functions that we show admits a U-cycle.
Theorem 5. A U-Cycle of 1− inequitable functions from {1, ..., k} (k ≡ 1
mod 2)→ {1, 0} exists, while U-cycles of equitable functions from {1, ..., k}
(k ≡ 0 mod 2)→ {1, 0} do not exist.
Proof. Let us first prove that U-cycles of equitable binary functions do not
exist. For small values of k, say k = 4, the fact that the underlying graph
is disconnected is easy to see. Vertices consist of binary words of length
k − 1 that are 1-inequitable and i(v) = o(v) = 1 for each vertex v. The
graph decomposes for k = 4 into the 2 cycles
C1 = 110→ 100→ 001→ 011→ 110
and
C2 = 101↔ 010.
In general, we might ask how many cycles ak the graph G with vertex
set consisting of 1-inequitable binary functions decomposes into; the above
shows that a4 = 2 and there is one cycle of length 4, written, in terms of
edges as
1100→ 1001→ 0011→ 0110→ 1100
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and another of length 2, namely
1010→ 0101→ 1010.
The solution to the above question is rooted in the number of divisors of
k. If a word is p-periodic, then it will generate a cycle of length p. Let
k1, k2, . . . kr denote the even divisors of the even integer k and let br denote
the number of cycles with length r. We clearly have
ak = bk + bk1 + . . . bkr , (2)
and
kbk +
r∑
j=1
kjbkj =
(
k
k/2
)
,
or, in more useful terms,
bk =
(
k
k/2
)
−
∑r
j=1 kjbkj
k
. (3)
Equations (2) and (3) lead to the sequences
{a2k} = 1, 2, 4, 10, 26, 80, 246, 810, 2704, 9252, 32066, 112720 . . .
and
{b2k} = 1, 1, 3, 8, 25, 75, 245, 800, 2700, 9225, 32065, 112632, . . .
which may be found in Neil Sloan’s website of integer sequences
http://www.research.att.com/∼njas/sequences
as Sequences A003239 and A022553 respectively, indicating that (albeit in
a slightly different context) this problem had been previously solved.
We thus move to the main part of the proof, namely showing that a
U-cycle of 1-inequitable functions exists. In this case, the underlying graph
has vertex set that consists either of equitable sequences of length k − 1
(i(v) = o(v) = 2) or 2-inequitable sequences of length k − 1 (i(v) = o(v) =
1). We next establish connectedness. Assume first that we wish to traverse
a path from a = a1a2 . . . aM to b = b1b2 . . . bM , both equitable sequences.
We start by building b as in the proof of Theorem 4 as follows:
a1a2 . . . aM → . . .→ ar . . . aM b1 . . . br−1, (4)
where the last word in the above chain is 2-inequitable and has, without loss
of generality, ⌊k/2⌋ zeros and ⌈k/2⌉ ones. We thus add a “0” to the chain
to reach the vertex ar+1 . . . aMb1 . . . br−10, which may be either equitable
or 2-inequitable. Assuming it is the latter, we travel from here through a
possibly empty set of 2-inequitable vertices until ultimately we reach an
equitable vertex (this will occur in the step immediately after the first “1”
among the as above is reached. Note that one of the as must be a 1 since
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the word b has been assumed to be equitable and thus has M/2 ones; the
word in (4), however, has (M/2) + 1 ones, one of which must come from
the a segment.)
Let the equitable vertex thus reached be denoted by
∆ = cℓ+1 . . . cM b1b2 . . . br−1cr . . . cℓ.
We next travel through cyclic versions of ∆, ending at cr . . . cM b1 . . . br−1,
which permits us to travel to cr+1 . . . cM b1 . . . br, one step beyond what we
had achieved in (4). This algorithm is implemented until the word b is
reached. The proof of the other three cases, namely establishing a path
between (i) an equitable and a 2-inequitable vertex; (ii) a 2-inequitable
vertex and an equitable vertex; and (iii) two 2-inequitable vertices is similar
to that in Theorem 4 and is omitted.
3 Open Problems
The kinds of open problems that this paper raises concern, for example, the
existence of universal cycles of certain kinds of inequitable functions when
we are no longer restricted to a binary alphabet; or the existence of U-cycles
of functions with growth-like conditions (possibly discrete Lipschitz-type
conditions). There are many possibilities.
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