We construct certain isogeny graphs of principally polarized ordinary abelian surfaces over finite fields and prove (under the Generalized Riemann Hypothesis) rapid mixing properties for these graphs. We use these graphs, together with a recent algorithm of Dudeanu, Jetchev and Robert for computing explicit isogenies in genus 2, to prove random self-reducibility of the discrete logarithm problem within the subclass of principally polarizable ordinary abelian surfaces with maximal endomorphism ring. In addition, we remove the heuristics in the complexity analysis of an algorithm of Galbraith for explicitly computing isogenies between two elliptic curves in the same isogeny class and generalize it in genus 2.
1. Introduction
Motivation
Let C be a hyperelliptic curve of genus 2 and let J = Jac(C) be its Jacobian defined over F q (a principally polarized abelian surface over F q ). The discrete logarithm problem in genus 2 is the following problem: given P ∈ J(F q ) and Q = rP ∈ J(F q ) for some secret multiplier r, compute r. Very little is known about the hardness of the problem on a Jacobian over F q . Apart from the question of the hardness of the problem on a particular Jacobian, one may ask how the difficulty of the problem compares on two distinct Jacobians. A natural way of transferring the problem from one Jacobian to another is via isogenies. Tate's isogeny theorem [Tat66] implies that two abelian surfaces over a finite field are isogenous if and only if their ℓ-adic Tate modules are isomorphic, that is, if and only if the characteristic polynomials of Fr q acting on their ℓ-adic Tate modules are the same. It is thus of interest to study whether two Jacobians of genus 2 curves have the same difficulty of the problem, assuming their characteristic polynomials of Frobenius coincide. In this case, even if we know that the two Jacobians are isogenous, it is not at all clear how to explicitly compute an isogeny (what is needed to transfer the discrete logarithm problem).
The case of ordinary elliptic curves has been treated by Jao, Miller and Venkatesan [JMV05, JMV09a] using random walks on isogeny graphs and rapid mixing arguments. A main ingredient in their argument is knowing that one can efficiently compute isogenies of small degrees (polylogarithmic in q). More precisely, one considers a graph with vertices the set of elliptic curves in the ordinary isogeny class that have maximal endomorphism rings as vertices of the graph corresponding, by CM theory, to the ideal classes in the imaginary quadratic field K that is the endomorphism algebra of the curves in the isogeny class. The edges of the graph correspond to horizontal isogenies, that is, a-transforms in the language of [ST61] . It turns out that it is connected for suitably chosen bounds on the ideal norms and finally, under GRH, it rapidly mixes random walks (i.e., behaves as an expander graph). Via random walks on this graph, one can show that it is possible to reduce the discrete logarithm problem from a given curve to the problem on a uniformly random curve in that class, thus obtaining random self-reducibility of the elliptic curve discrete logarithm problem within the isogeny class.
The similar problem in genus 2 is much more challenging since, unlike elliptic curves, abelian surfaces are not a priori principally polarized, so a quotient of a Jacobian by a finite subgroup need not be a Jacobian of a curve. Even if it is, there might be multiple non-equivalent principal polarizations giving rise to non-isomorphic curves. An example of this phenomenon has been given by Howe [How96] . More precisely, Howe showed that the curves y 2 = x 5 + x 3 + x 2 − x − 1 and y 2 = x 5 − x 3 + x 2 − x − 1 over F 11 are not isomorphic; yet, their Jacobians are absolutely simple and isomorphic as non-polarized abelian surfaces. In addition, if one tries the straightforward analogy to [JMV05] of constructing isogeny graphs with vertices that are ideal classes in the class group of the endomorphism algebra (in this case, a quartic CM field), one may get abelian surfaces that are not even principally polarizable and hence, unsuitable for transferring the discrete logarithm problem in practice. Finally, even if the target is principally polarizable, for the purpose of proving random self-reducibility, one does not need just a principal polarization on the target, but it necessary to consider all possible principal polarizations.
Main theorem
In this paper, we construct isogeny graphs of ordinary abelian surfaces whose vertices are Jacobians and whose edges are efficiently computable isogenies. Those are modeled as Cayley graphs of certain subgroups of class groups of quartic fields. In addition, we prove, under the Generalized Riemann Hypothesis, that they mix rapidly random walks by analyzing the eigenvalues of the adjacency matrices of these graphs.
More precisely, let K be a quartic CM-field, and let K 0 be its real quadratic subfield. Let P K ⊂ Cl K be the kernel of the map Cl K → Cl
induced from the norm map N K/K 0 . As explained in Section 2.1.4, the set of F q -isomorphism classes of principally polarizable abelian surfaces with maximal endomorphism rings and endomorphism algebra isomorphic to K in the isogeny class associated to a given CM-type Φ are closely related to the ideal classes in some coset for the subgroup P K ⊂ Cl K . Given a bound B > 0, let G B be the Cayley graph of P K with edges that are ideal classes represented by ideals of norm bounded by B (see Section 6.3 for the precise definition). Let h K be the class number of K, let h + K 0 be the narrow class number of K 0 and let d K be the discriminant of K. Our main result is the following: Theorem 1.1 (Rapid Mixing for P K ). Assuming the Generalized Riemann Hypothesis, for any ε > 0, there exists a bound
such that if W is any subset of P K then any random walk in G B of length at least ln(2|P K |/|W | 1/2 ) starting from a given vertex will end in W with probability between |W |/(2|P K |) and 3|W |/(2|P K |), where
. In particular, the regular graph G B is connected and mixes rapidly random walks.
Remark 1. Although one deduces the connectedness of G B , the important conclusion of the theorem is the rapid mixing. In fact, one can get connectedness with much smaller bound B.
We will prove the result as a corollary of the following more general theorem that constructs and proves that certain Cayley graphs for subgroups of more general ray class groups are expanders: Theorem 1.2. Let K be a number field of degree n and discriminant d K , m an integral ideal of O K , G the narrow ray class group of K relative to m, and H a subgroup of G. For any ideal l of
Let T H,m (B) be the multiset of its image in G. Let G B be the graph whose vertices are the elements of H and whose non-oriented edges are precisely (h, sh) for any h ∈ H and s ∈ T H,m (B). Assuming the Generalized Riemann Hypothesis, for any character χ of H, the corresponding eigenvalue λ χ of the Cayley graph G B satisfies
where δ(χ) is 1 if χ is trivial, and 0 otherwise, and the implied constants are absolute.
1.3 Applications of Theorem 1.1 We use the above theorems for two major applications: the discrete logarithm problem in genus 2 and computing explicit isogenies between two isogenous principally polarized ordinary abelian surfaces.
In addition, we remove certain heuristics from the complexity analysis of Galbraith's algorithm for elliptic curves.
1.3.1 Random self-reducibility of the discrete logarithm problem in genus 2. We use Theorem 1.1 to prove that the discrete logarithm problem in genus 2 is random self-reducible in isogeny subclasses of ordinary Jacobians of genus 2 curves over a finite field with maximal endomorphism rings, thus generalizing the similar result for elliptic curves proved in [JMV09b, Thm.1.6].
Theorem 1.3 (Random self-reducibility in genus 2). Let V be the set of all F q -isomorphism classes of Jacobians defined over F q of maximal endomorphism ring in a given ordinary isogeny class. Suppose there is a polynomial (in log q) algorithm A that solves the DLP for a positive proportion µ > 0 of the Jacobians in V. Then, assuming the Generalized Riemann Hypothesis, there is an absolute polynomial P in two variables such that the DLP can be solved on any Jacobian of V by a probabilistic algorithm of expected runtime 1 µ P (ln q, h
is the narrow class number of the real multiplication field K 0 .
Remark 2. In most of the practical applications, since cryptographic parameters are often chosen via, e.g., the CM method, the narrow class number h
is small (constant or at most polynomial in log q), the above algorithm yields a polynomial (in log q) reduction and thus, justifies the common cryptographic belief that the security of these curves is governed only by the number of points (or more precisely, by the characteristic polynomial of Frobenius).
1.3.2 Explicit isogenies in genus 2. In [Gal99] , Galbraith considers the problem of computing an explicit isogeny between two isogenous elliptic curves E 1 and E 2 over F q . His approach is based on considering isogeny graphs and growing trees rooted at both E 1 and E 2 of small-degree computable isogenies until a collision is found. Galbraith's original algorithm is proven to finish in probabilistic polynomial time (in log q), finding a path of length O(ln h K ) from E 1 to E 2 , under GRH and a heuristic assumption claiming that the distribution of the new random points found in the process of growing the trees is close to uniform. In Section 8.2, we use the expander properties of P K to construct and analyze an algorithm similar to the one from [Gal99] to construct an isogeny between the Jacobians of two given curves of genus 2 over F q whose Jacobians are known to be isogenous and to have maximal endomorphism rings. We achieve this with probabilistic polynomial-time (in log q and log d K ) complexity under GRH that is not relying on any other heuristic assumption.
1.4 Organization of the paper Section 2 contains the necessary background on abelian varieties with CM, polarizations, Shimura class groups and canonical liftings. Section 3 reviews a recent algorithm of Dudeanu, Jetchev and Robert that allows for explicitly computing the isogenies corresponding to the edges of our graphs. In Section 4, we provide a general discussion of isogeny graphs of principally polarized abelian surfaces over finite fields and view those as Cayley graphs of certain subgroups of class groups of quartic fields. Section 5 discusses conditions for these graphs to be connected. The rapid mixing results, Theorems 1.1 and 1.2 are proven in Section 6. Finally, we deduce the random self-reducibility Theorem 1.3 in Section 7 and present the generalization of Galbraith's algorithm as well as the complexity analysis in Section 8.
Notation and Preliminaries
We recall basic facts about abelian varieties with complex multiplication, polarizations as well as canonical liftings of ordinary abelian varieties over finite fields.
Abelian surfaces over C with CM
Let A C = C 2 /Λ be an abelian surface over C, where Λ is a lattice, that has complex multiplication by a quartic CM field K and let K 0 be the real quadratic subfield of K.
2.1.3 CM-types. The field K has four embeddings in C which we denote by {ϕ 1 , . . . , ϕ 4 }. An endomorphism of A C yields an endomorphism of C 2 and of Λ, i.e., we get an analytic representation ρ a : End( A C ) → End C (C 2 ) and a rational representation ρ r : End( A C ) → End Z (Λ). We have ρ r ⊗ C ∼ ρ a ⊕ ρ a and at the same time, ρ r ⊗ C ∼ ϕ 1 ⊕ ϕ 2 ⊕ ϕ 3 ⊕ ϕ 4 . It follows that ρ a = ϕ 1 ⊕ ϕ 2 where ϕ 1 and ϕ 2 are two non-conjugate embeddings. We call (K; {ϕ 1 , ϕ 2 }) the CM-type of A C . If two abelian varieties over C have the same CM-type then they are isogenous. Fixing a CM-type Φ = {ϕ 1 , ϕ 2 } for K, the abelian varieties over C of CM-type (K; {ϕ 1 , ϕ 2 }) whose endomorphism ring is a fixed order O of K are in bijection with the ideal classes in Pic(O). For an ideal class [a] ∈ Pic(O), the associated abelian variety is C 2 /Φ(a) where Φ : K → C 2 is given by x → (ϕ 1 (x), ϕ 2 (x)).
2.1.4
Polarizations and the Shimura class group. A polarization on an abelian variety X over a field k is an ample line bundle L X on X. Associated to such L X is the polarization isogeny ϕ L X : X → X ∨ . A principal polarization is an ample line bundle of degree one (equivalently, the polarization isogeny is an isomorphism). If X = A C , a complex abelian variety with CM by O K , the theory of Taniyama-Shimura [ST61, §14] which we now briefly recall provides an explicit description of the polarizations on X in terms of the arithmetic of the CM field K. Indeed, by the theory of complex multiplication, there exists an ideal class
that is given by x → ρ a (ξ)x for some ξ ∈ a * that satisfies Φ(ξ) ∈ (iR >0 ) 2 . The polarization is also described by the Riemann form E(x, y) = Tr K/Q (ξxy). The polarization is principal if and only if ϕ L (Λ(a)) = Λ(a * ), i.e., if and only if ξa = a * . Thus, principally polarized abelian varieties in the isogeny class determined by Φ having endomorphism ring O K correspond to pairs (a, ξ) that satisfy
We call such a pair (a, ξ) admissible and note that two pairs (a, ξ) and (a ′ , ξ ′ ) give rise to isomorphic principally polarized abelian varieties if and only if there exists u ∈ K × such that ξ ′ = uξ and a ′ = ua. It easily follows that such a u is a totally positive unit. Let P(K, Φ) be the set of admissible pairs modulo equivalence. There is a group closely related to the class group Cl K , namely, the Shimura class group, that acts simply transitively on this set P(K, Φ). It is defined as
with componentwise multiplication, where two pairs (a, α) and (b, β) are equivalent for the relation ∼ if there exists a unit u ∈ K × such that b = ua and β = uuα. The structure of C(K) and its relation to Cl K is described by the exact sequence [BGL11, Theorem 3.1]
The image of the projection map C(K) → Cl K , denoted P K , is a subgroup of Cl K that acts transitively on the set of principally polarizable abelian surfaces in the isogeny class determined by (K; Φ). By the exactness of the sequence, P K is also the kernel of the map Cl K → Cl
induced by the norm. Notice the crucial distinction between polarized and polarizable. The amount of information lost with the polarization is encoded in the group (O
For a quartic CM-field, this group is either trivial, in which case C(K) and P K are isomorphic and no information is lost, or it is of order two, in which case the abelian surfaces encoded in P K each have two possible polarizations.
Canonical liftings
The theory of canonical liftings of Serre-Tate [ST68] allows us to lift an ordinary abelian variety A/F q to an abelian variety A over W (F q ), the ring of Witt vectors of F q in such a way that all endomorphisms of A lift to endomorphisms ofÃ, and A →Ã is functorial. To obtain liftings from abelian varieties over F q to abelian varieties over C, we fix an embedding ı : W (F q ) ֒→ C and let A C be the complex abelian variety A ⊗ ı C. If T (A) = H 1 ( A C , Z) then T (A) is a free Z-module of rank 2 · dim(A) = 4. The correspondence A → T (A) is functorial and any isogeny ϕ : A → B over F q gives rise to a short exact sequence
A theorem of Deligne [Del69, Thm.7] says that if π is the Frobenius endomorphism of A over F q then the functor A → (T (A), T (π)) is an equivalence of categories between the category of ordinary abelian varieties over F q and the category of free Z-modules T endowed with an endomorphism F satisfying i) F is semi-simple, with eigenvalues of complex absolute value √ q, ii) At least half the roots in Q p of the characteristic polynomial of F are p-adic units,
iii) There is an endomorphism V of T such that F V = q.
As discussed in [Del69, §8], any such (T, F ) that is the image of a variety A through this functor determines the complex abelian variety A C up to isomorphism as A C ∼ = (T ⊗ R)/T (with a complex structure on T ⊗ R such that F is C-linear; the existence and uniqueness of the appropriate complex structure is established by a theorem of Serre [Del69, §8] ). This means that up to isomorphism, we can write A C = C 2 /Λ, for a lattice Λ in C 2 and since the lifting preserves the endomorphism ring O = End(A), we even have A C = C 2 /Φ(a) for some ideal a in O where, as above, the map Φ : K → C 2 is given by the CM-type of A C . From the canonical identification between Λ(a) and
, the functor can be interpreted as A → (Λ(a), ρ r (π)). This establishes a functorial map from the abelian varieties over F q of fixed endomorphism ring O to the complex abelian varieties C 2 /Φ(a) where a are ideals of O. Conversely, Deligne's theorem shows that any such C 2 /Φ(a) is the lift of an abelian varietie over F q with endomorphism ring O: the variety corresponding to the pair (Φ(a), ρ r (π)), where ρ r (π) is the rational representation of π. Moreover, according to [Del69, §3] , the polarizations also lift properly, and in particular A is principally polarizable if and only if A C is.
Computing Isogenies From Kernel
A key ingredient for proving our main result is a recent algorithm of Dudeanu, Jetchev and Robert [DJR14] that, given an absolutely simple, principally polarizable abelian surface A over F q that is ordinary and a cyclic subgroup G ⊂ A(F q ) of prime order ℓ different from the characteristic of F q , that is stable (not necessarily pointwise) under the Frobenius π, decides whether A/G (considered as an abelian surface over F q ) is principally polarizable and if so, computes an equation a hyperelliptic curves over F q whose Jacobian is isomorphic to A/G. A key idea of the method of [DJR14] is the use of real multiplication endomorphisms to obtain a principal polarization and to use Mumford's theory of theta functions [Mum66] to parametrize explicitly the resulting principally polarized abelian variety. More precisely, assume that there exists a real multiplication β : A → A such that G ⊂ ker(β) and such that ι −1 (β) ∈ K 0 is totally positive of norm ℓ. If L 0 is a principal polarization on A then the real multiplication endomorphism β yields a (non-principal) polarization L β 0 on A by composing β with the polarization isogeny (isomorphism)
Computing β-cyclic isogenies via theta functions An isogeny of polarized abelian varieties
is called a β-cyclic isogeny if f has a cyclic kernel contained in the kernel of the β-multiplication endomorphism β : A → A. Given the data (A, L 0 , G, β), one can show that there is a uniquely determined polarization M 0 giving rise to a β-cyclic isogeny f : (A, L β 0 ) → (B, M 0 ) of polarized abelian varieties with kernel G. The algorithm of [DJR14] explicitly computes the β-cyclic isogeny efficiently (in time polynomial in log q and ℓ) in the following sense: it computes the equation of a hyperelliptic curve C ′ /F q whose Jacobian is isomorphic (as a polarized abelian variety) to (B, M 0 ) and it efficiently evaluates this isogeny on points.
Theorem 3.1 (Dudeanu-Jetchev-Robert). Let (A, L 0 ) be a principally polarized, absolutely simple, ordinary abelian surface over F q with endomorphism algebra isomorphic to a quartic CM field K. Let G ⊂ A(F q ) be a cyclic subgroup of order ℓ that is stable under π. Assume that ℓ is unramified in K. Let β ∈ End(A) + be a real multiplication that is totally positive of norm ℓ and such that G ⊂ ker(β). Moreover, assume that the index of Z[π] in the ring of integers O K of K is odd. There exists a polynomial time (in ℓ and log q) algorithm that:
(i) Given the theta null points of A of a fixed level n for a theta structure
, computes the theta null point of (B, M) of level n for some compatible theta structure Θ M compatible with Θ L .
(ii) Given the theta coordinates of level n of a point P ∈ A for Θ L , computes the theta coordinates for the point f (P ) for the theta structure Θ M .
For the purpose of this paper, we would like to use the algorithm from Theorem 3.1 applied to Jacobians of hyperelliptic curves in genus 2. We have the following lemma proven in [DJR14, §3]:
Lemma 3.2. Let (A, L 0 ) be a principally polarized abelian variety defined over a field k. Let G ⊂ A be a finite F q -rational subgroup, and f : A → B = A/G be the corresponding isogeny. Then B admits a principal polarization if and only if there exists a totally positive real endomorphism β ∈ End + (A) such that G is a maximal isotropic subgroup for the commutator pairing e L β 0 .
Remark 3. For traversing the isogeny graph at the maximal endomorphism ring, we use horizontal isogenies and we only need to check the principally polarizable ideal classes b ⊂ O K of small norm.
Computing each such horizontal isogeny is possible with the algorithm from Theorem 3.1.
Isogeny Graphs of Principally Polarized Abelian Surfaces Over Finite Fields
Let C and C ′ be two hyperelliptic curves of genus 2, defined over the finite field F q . Let A = Jac(C) and A ′ = Jac(C ′ ) be their Jacobians. These are principally polarized abelian varieties of dimension 2, so by Tate's isogeny theorem [Tat66] , A and A ′ are isogenous over F q if and only if their Frobenius polynomials are the same. The Frobenius polynomial is the characteristic polynomial of the Frobenius endomorphism acting on an abelian surface over F q and is of the form
where the integers s 1 and s 2 satisfy s 2 1 −4s 2 > 0 and s 2 +4q > 2|s 1 | √ q (the Rück bounds), |s 1 | 4 √ q and |s 2 | 4q (the Weil bounds). If A and A ′ have the same Frobenius polynomial, then there is an isogeny ϕ : A → A ′ defined over F q . We know how to compute the Frobenius polynomial (see [Pil90] , or [GH00] for an efficient algorithm whose run-time is O((log q) 9 )). Yet, once we know that A and A ′ are isogenous, it is not clear how to explicitly compute an isogeny between these two.
Assume that our Jacobians are ordinary, i.e., that their endomorphism algebra K = End 0 (A) = End 0 (A ′ ) is a quartic CM field. Assume further that the two isogenous Jacobians have maximal endomorphism ring, i.e. End(A) = End(A ′ ) = O K is the maximal order in K. To build an isogeny from A to A ′ , we are going to find a path in the graph whose vertices are the F q -isomorphism classes of Jacobians of genus 2 curves isogenous to A (i.e., principally polarized abelian varieties of dimension 2 with CM-type (K, {ϕ 1 , ϕ 2 }), where ϕ 1 and ϕ 2 are two non-conjugate embeddings of K into C), and whose edges are certain isogenies between them. More precisely, given any Jacobian of a curve of genus 2, the algorithm of Dudeanu, Jetchev and Robert [DJR14] recalled in Section 3 allows us to compute certain horizontal isogenies with cyclic kernels of prime order ℓ out of this Jacobian together with an equation for the curve of the target Jacobians. In addition, [DJR14] provides an efficient algorithm for evaluating that isogeny on points. We will show that considering only the edges corresponding to isogenies that can be computed by this algorithm, we obtain a connected graph that mixes rapidly random walks. This allows us to find a path from A to A ′ of efficiently computable isogenies. Before the work of Dudeanu, Jetchev and Robert, one was only able to compute (ℓ, ℓ)-isogenies [CR11] that were not even sufficient to obtain a connected graph.
Isogeny graphs as Cayley graphs
Let K 0 be the real quadratic subfield of the endomorphism algebra K and let V be the set of all F q -isomorphism classes of absolutely simple principally polarizable abelian varieties defined over F q with endomorphism ring isomorphic to O K . Even though the objects of V are isomorphism classes of principally polarizable and absolutely simple abelian surfaces (and hence, Jacobians of curves by [Wei57, Satz 2, p.37] or [OU73]), we do not distinguish two isomorphic varieties 1 even if they are endowed with non-isomorphic polarizations. In other words, if two non-isomorphic curves give rise to Jacobians that are isomorphic as non-polarized abelian surfaces, then the Jacobians correspond to the same vertex in the graph.
Combining the results of Deligne discussed in Section 2.2 with the theory of complex multiplication, there is an equivalence of categories between the category of objects V and morphisms the isogenies between them, and the category whose objects are the ideal classes in the image of P K in Cl K . The kernel P K of the map Cl K → Cl
induced by the relative norm N K/K 0 acts simply transitively on the set of objects V and the sets of morphisms from [a] ∈ V to [b] ∈ V are given by the ideals a −1 b whose classes are in P K (as a set of ideals in the same equivalence class). The degree of an isogeny equals the norm of the corresponding ideal. In particular, if K 0 has trivial narrow class group, then the objects of P K are all the ideal classes in Cl K .
A regular undirected graph can be constructed from a group together with a generating subset in the following way.
Definition 4.1 (Cayley graph). Let G be a finite group and S a generating subset of G, with S = S −1 . The Cayley graph Cay(G, S) is the finite |S|-regular undirected graph with set of vertices G, and an edge between g and sg for any g ∈ G and s ∈ S.
Remark 4. The edges of Cay(G, S) can have multiplicities if S is a multiset.
Let S be a set of ideals of O K , and S the multiset of its image in Cl K . Let T be the set of all isogenies between elements of V corresponding to the ideals of S. We build the graph G S with set of vertices V by adding an edge between the vertices A and B for any isogeny A → B in T . Then, the equivalence of categories induces an isomorphism between the graphs G S and Cay(P K , S ∩ P K ). Now we can choose S such that all the corresponding isogenies can be computed, and study the properties of Cay(P K , S ∩ P K ). For example, for ideals of prime, bounded norm, and coprime to the field's different ideal D K , the isogenies can be computed by the Dudeanu-Jetchev-Robert algorithm. In the following we will focus on those, but our results can easily be adapted if we can compute isogenies with less constraints (the bounds can be improved).
Remark 5. The vertices of the above Cayley graphs represent principally polarizable (as opposed to polarized) abelian surfaces. Equivalently, a vertex could have different polarizations, and thus represent different Jacobians. For computations, it is important to be able to determine whether two vertices of the graph are distinct or not, and to this end, the way the vertices are represented is crucial. As explained in [CR11] and [DJR14] , it is possible to distinguish 2 between F q -isomorphism classes of Jacobians as principally polarized abelian varieties by simply comparing the Rosenhain invariants (the algorithm of [DJR14] computes these explicitly for the target curve for an isogeny). Therefore, if (O
is trivial, as discussed in Section 2.1.4, the map C(K) → P K forgetting the polarization is an isomorphism so the vertices of the graph can simply be represented as Jacobians. But if (O
is of order 2, more work needs to be done to decide whether whether two vertices of the graph are the same. In this case, for any Jacobian J, there exist another Jacobian J ′ which is isomorphic as a non-polarized abelian variety (and thus represents the same vertex in the graph), but not as a principally polarized abelian variety. One simply represents the vertices as pairs of Jacobians, isomorphic as abelian varieties, but with non-isomorphic polarizations. As explained in the remark below, it is still possible to use the algorithm of [DJR14] to navigate in this graph as well.
Remark 6. Suppose that one can compute the β-cyclic isogeny of polarized abelian varieties
where L is a principal polarization on A and M is a principal polarization on B as in Theorem 3.1.
Let f : B → A be the β-complementary isogeny. As in [DJR14] , one can then show that f : (B, M βu ) → (A, L u ) is an isogeny of polarized abelian varieties and hence, given (B, M) (computed via Theorem 3.1 for the β-cyclic isogeny f : A → B), one can 1) compute the theta null point for (A, L u ); 2) evaluate the above f on points. This remark shows that an instance of the discrete logarithm problem on J can be reduced efficiently to an instance of the discrete logarithm problem on J ′ .
4.2 Deciding whether two vertices in the graph are F q -isomorphic In order to navigate the graphs constructed above, it is necessary to decide whether two principally polarized abelian surfaces are F q -isomorphic. As discussed above, the comparison of the Rosenhain invariants allows us to decide whether the surfaces are F q -isomorphic. The following lemma then allows us to conclude then this is indeed sufficient to also decide F q -isomorphism.
Lemma 4.2. Suppose that two ordinary absolutely simple principally polarized abelian surfaces A and A ′ defined over F q are both F q -isomorphic (as principally polarized abelian surfaces) and F q -isogenous. Then they are F q -isomorphic as principally polarized abelian surfaces.
Even if the proof of this lemma is fairly well-known to experts, we present it for completeness.
Proof. Since A is ordinary and simple, we have End Fq (A) = End F q (A) = O K . The fact that End Fq (A) = O K then shows that we have a simply transitive action of the Shimura class group C(K) on the set of F q -isomorphisms classes of principally polarized abelian surfaces over F q in the given isogeny class. The fact that End Fq (A) = O K then shows that C(K) acts also simply transitively on the set of F q -isomorphism classes of principally polarized abelian surfaces within the isogeny class. It then follows that the set of F q -isomorphism classes coincides with the set of F q -isomorphism classes and hence, A and A ′ are also F q -isomorphic.
Remark 7. The above lemma shows that in order to test whether two absolutely simple principally polarized abelian surfaces in a given isogeny class are F q -isomorphic, it suffices to compare their Rosenhain invariants.
Remark 8. One can also prove the above lemma by looking at the automorphisms of a hyperelliptic curve defined over both F q and F q and observing that in the ordinary case, the Jacobian of the twisted curve cannot have the same characteristic polynomial of Frobenius as the Jacobian of the original one.
Generating the Ideal Class Group
First, we want to find a set of degree 1 prime ideals S such that Cay(P K , S ∩ P K ) is connected, together with a bound B on the norms of the ideals in S.
Connected graphs with theČebotarev density theorem
This section establishes a first bound B derived from an explicit version of theČebotarev density theorem due to Lagarias, Montgomery and Odlyzko, resulting in a complete Cayley graph.
Let H K be the Hilbert class field of K. The extension K/Q not necessarily Galois. Let L be the normal closure of H K over Q. Then, L/Q is Galois. The Galois group Gal(H K /K) is isomorphic on one hand to the quotient Gal(L/K)/Gal(L/H K ) via the restriction map σ mod Gal(L/H K ) → σ| H K , and on the other hand to Cl K via the Artin map [a] → ((H K /K), a). Let α ∈ Cl K . Our strategy is to find prime numbers ℓ such that ℓ splits completely in O K , and there is a prime ideal l in O K above ℓ such that [l] = α in Cl K . Given a Galois extension E/F , let Frob E/F (P) be the Frobenius element of any prime ideal P in O E , and let Frob E/F (p) be the conjugacy class of Frob E/F (P) for any prime ideal p in O F below P.
Lemma 5.1. Let σ ∈ Gal(L/K), and let ℓ be a prime number. If σ ∈ Frob L/Q (ℓ), then ℓ splits completely in O K , and there is a prime l over 1, 1, 1, 1) , the cycle structure of the trivial action, so ℓ splits completely in O K . On the other hand,
where f (l | ℓ) = 1 is the residue degree of l above ℓ.
For any number field F , let d F denote its absolute discriminant.
Still, K/K 0 is Galois, so H K /K 0 is Galois. Since K 0 /Q is of degree 2, we deduce that H K has only two conjugates over Q, H K and σH K for some automorphism σ ∈ Gal(Q/Q). Hence, L is the compositum of those two fields and it follows that [L :
Given a number field E, we denote by D E its different ideal over Q. For any number fields E and F , we have
where N is the absolute norm. Therefore,
Applying this relation to E = H K and F = σH K , we obtain
We can now use the following explicit version of theČebotarev density theorem to find small primes.
Theorem 5.3 (Lagarias, Montgomery, Odlyzko, [LMO79] ). Let L/K be a finite Galois extension of fields, and let C ⊂ G = Gal(L/K) be a conjugacy class. Let d L be the absolute value of the discriminant of L. Assuming the Generalized Riemann Hypothesis (GRH), there is a prime p of
Proposition 5.4. Assuming GRH, for any ideal class α ∈ Cl K , there is a prime ideal l of K such that N l is a prime which splits completely in K, and smaller than 1120h 4 K (ln d K ) 2 . If K/Q is Galois, we can even take N l smaller than 70h 2 K (ln d K ) 2 . Proof. Let α be any ideal class in Cl K . Through the isomorphism between Cl K and Gal(H K /K), α corresponds to an automorphism σ ∈ Gal(H K /K) ; letσ be an extension of σ to L. 
Hence we have found a prime l such that [l] = α and N l is a prime which splits completely in K and satisfies the required bound.
Let us define the following two sets of prime ideals of K :
2 is prime and splits completely in O K ,
2 is prime and splits completely in O K , and S 1 and S 2 their images in Cl K .
Corollary 5.5. Assuming GRH, the graph Cay(P K , S 1 ∩ P K ) is complete. If K/Q is Galois, Cay(P K , S 2 ∩ P K ) is also complete.
Proof. It follows immediately from Proposition 5.4 that S 1 ∩ P K = P K as sets, and the graph Cay(P K , P K ) is obviously complete.
A tighter bound based on Bach's work
Tighter bounds can be derived based of Bach's work [Bac90], in the special case where K 0 has trivial narrow class group, so that P K = Cl K . Simply applying [Bac90, Theorem 4], we obtain, assuming the Extended Riemann Hypothesis (ERH), that the set of prime ideals
2 is prime and (l, D) = 1 generates the ideal class group of K. It is already an improvement compared to the previous bounds, but applying Bach's techniques to this specific situation, where K is a quartic CM-field, will provide even tighter bounds.
Let K be a number field. By a character χ of K, we mean a map from the ideals of O K to the complex unit circle C * 1 that arises in the following way. Let E/K be a finite, abelian extension. For any prime ideal l in O K unramified in this extension, we have Frob E/K (l) ∈ Gal(E/K). Let φ : Gal(E/K) → C * 1 be a group homomorphism. Then we have a function on prime ideals defined by
when l is unramified, and 0 otherwise. Then, χ extends multiplicatively to a function on all ideals. We say that χ is principal if it takes only the values 0 and 1. Let m be a modulus of K. We say that χ is defined modulo m if χ(a) = 1 for all a ∈ P (m).
Bach introduced the following possible constraints :
i) The sign parameter β of χ is non-zero. The sign parameter measures the dependence of χ on signs. But here our field K is totally imaginary so there is no real embedding and the sign parameter will always be 0.
ii) f = 1 and the prime ideal l should be coprime to f. Choosing l = D K ensures that l is unramified.
iii) The prime ideal l should have residue degree deg(l) = 1, which is a constraint that needs to be satisfied in order to compute the corresponding isogeny.
We will use the following lemma.
Lemma 5.6 (Bach, [Bac90]). Let K be a number field of degree n > 1, and let d K be the absolute value of the discriminant of K. Let χ be a nonprincipal character of K that is defined modulo f. Let I ⊂ {1, 2, 3} be a subset of the above constraints, and let x > 0. Suppose χ(a) = 1 for all ideals a of O K with N (a) x that satisfy the set of constraints I. Then, for any 0 < a 1, assuming ERH,
Here ψ is the logarithmic derivative of the gamma function, and Λ is the Von Mangoldt function, i.e. Λ(m) is ln ℓ if m is a power of a prime ℓ, and 0 otherwise.
Let us now apply Lemma 5.6 to the specific case where K is a quartic CM-field, f = D K is the different of this field, and I = {1, 2}. We want to linearize this bound with respect to ln(d 2 K N f). For s 3 , we can apply the following bound from Rosser and Schoenfeld [RS62] ,
with C = 1.03883, and with n = 4 we obtain s 3 (x)
Let x be the norm of the smallest prime ideal l such that χ(l) = 1, (l, D K ) = 1 and deg(l) = 1. We have t < 0 whenever A < a 1, with A = 0.12473, so (1 + r(x))t t and for any A < a 1 we deduce
.
We obtain the bound x (3σ a (x) ln(d K ) + τ a (x)) 2 , valid for any A < a 1. We have an absolute lower bound for d K : from [PZ97, pp.441], the smallest discriminant of a totally imaginary quartic field is 117. We can now show that x (6 ln(d K ) + 2) 2 . First, we can suppose without loss of generality that x (6 ln(117) + 2) 2 934 ; otherwise we have x (6 ln(117) + 2) 2 (6 ln(d K ) + 2) 2 and we are done. But for x 934, the functions σ a (x) and τ a (x) are decreasing in x. So when choosing a = 1, we have
This bound is already much better than the bound x 162(ln d K ) 2 , and it can still be improved. The idea is to choose a, and find the smallest possible S and T such that for any x (3S ln(117)+T ), we have σ a (x) S and τ a (x) T . This is done via a fixed-point algorithm; for example, for a = 1, we obtain the bounds S = 1.69582 and T = 1.13914. Now we can also look for the best possible choice of A < a 1. For a = 0.4 we obtain S = 1.55105 and T = 5.04820, which proves the following theorem. Remark 9. This gives an easily and quickly computable bound on N (l); but given a discriminant d K , one can find a better bound for this specific case by applying the above technique with d K playing the role of 117.
Remark 10. When defining s 2 , Bach uses the estimate κ(N f) ln(N f)/ ln(2), where κ(n) denotes the number of distinct prime factors of n. Such an estimate is necessary when trying to find a bound as in Theorem 5.7, since κ(n) is not an increasing function of n. But when we look for a bound for a specific N f, and if we can factor it efficiently, we can replace s 2 bỹ
This can significantly improve the bound (for example, with d K = 117, we find the bound 440 with this modification, and 604 without).
Now let us define the set of prime ideals of O
2 is prime, and (l,
Applying the bound of Theorem 5.7, we obtain the following proposition.
Proposition 5.8. Assuming ERH, S 4 generates the ideal class group Cl K , i.e., the graph Cay(Cl K , S 4 ) is connected, where S 4 is the multiset of the image of S 4 in Cl K .
Remark 11. The flexibility of Lemma 5.6 allows one to easily adapt the result under other constraints on the computable isogenies. For example, if we don't have any restrictions on the ramification of the primes, we can derive that the ideals of prime norm smaller than (2.4562 ln(d K ) + 2.0953) 2 generate the ideal class group (choosing a = 0.64). For d K = 117, optimizing on a gives the bound 184.
Expander Graphs and Ray Class Groups
Here, we prove Theorem 1.2 briefly recalling the notion of expander graphs (see [HLW06] for more details). We also recall the main theorem of [JMV09b] about spectral properties of Cayley graphs of ray class groups.
Expander graphs
Let G be an undirected graph with set of vertices V and set of edges E. Suppose G is finite and k-regular, i.e., each vertex has k incident edges. The adjacency operator A of G is the operator defined for any function f from V to C by
for any x ∈ V, where N G (x) denotes the (multi)set of neighbors of x in G. This operator is represented by the adjacency matrix of G with respect to the basis {1 {x} : x ∈ V}, where 1 S denotes the characteristic function of a set S. It is a real symmetric matrix, so by the spectral theorem A has n = |V| real eigenvalues λ 1 λ 2 ... λ n . Since the graph is k-regular, the constant function 1 V : x → 1 is an eigenvector with eigenvalue k. We call k the trivial eigenvalue, and denote it by λ triv . This λ triv is the largest eigenvalue in absolute value, i.e., λ 1 = k, and its multiplicity is the number of connected components of G.
Definition 6.1 (Expander graph). Let δ > 0. The k-regular graph G is (one-sided) δ-expander if λ 2 (1 − δ)λ triv . It is a two-sided δ-expander if the stronger bound |λ 2 | (1 − δ)λ triv holds.
Observe that such a graph is connected whenever δ > 0. The main reason for the interest in expander graphs is their property of rapidly mixing random walks. The following lemma is a classical result on expander graphs and can be found in, e.g., [JMV09b]:
Lemma 6.2. Let G be a finite k-regular graph for which the non-trivial eigenvalues λ of the adjacency operator A satisfy the bound |λ| c, for some c < k. Let S be any subset of the vertices of G, and v any vertex of G. Then any random walk from x of length at least ln(2|G|/|S| 1/2 ) ln(k/c) will end in S with probability between 1 2 |S| |G| and 3 2 |S| |G| .
Cayley graphs of ray class groups
Observe that a character χ : G → C * is an eigenvector for A on Cay(G, S) :
If G is abelian, these characters form a basis of the C-vector space of functions of G, so any eigenvalue is of the form λ χ for some character χ. The trivial eigenvalue corresponds to the trivial character 1 G . The following theorem is the main result of [JMV09b].
Theorem 6.3 [JMV09b, Theorem 1.1]. Let K be a number field of degree n and discriminant d K , m an integral ideal of O K , and G the narrow ray class group of K relative to m. Let
Let T m (B) be the multiset of its image and inverse in G. Then, assuming GRH for the characters of G, the graph G B = Cay(G, T m (B)) has
and for any nontrivial eigenvalue λ,
and the implied constants are absolute.
This theorem applies well to the case of elliptic curves where isogeny graphs can be represented as Cayley graphs of class groups of imaginary quadratic fields. However, for higher genus, one needs to work on subgroups of class groups of CM fields instead due to the extra condition of principal polarizability. Since properties of expander graphs do not in general transfer nicely to subgraphs, a more refined version of this theorem for subgroups of the ray-class groups is necessary. Theorem 1.2, which we now prove, is precisely such a refinement.
Proof of Theorem 1.2. Since G is abelian, any character χ of H can be extended to a character of G. Take any such extension and denote it by χ by abuse of notation. Note that for any ideal l of O K coprime to m, we have
where G/H = Hom(G/H, C × ) denotes the character group of the quotient G/H. Therefore this sum can be used to filter the condition that [l] ∈ H, and we can rewrite
We are then left with estimating a character sum
Each of those products defines a multiplicative function
where I m (K) denotes the set of fractional ideals of K coprime to m, which extends to a function of I (K), all the fractional ideals of K, via ν χ, χ (l) = 0 for all prime divisors l of m. The expression of λ χ becomes
Claim: If χ is a non-trivial character of H, then for for any character χ of G/H, ν χ, χ cannot be principal (i.e., only evaluate to 1 or 0). Indeed, suppose ν χ, χ is principal (i.e., only evaluates to 1 or 0), and let [l] ∈ H, for a prime l coprime to m. Then,
so χ must the the trivial character of H which proves the claim.
From the classical estimate that can be found in [IK04, Thm.5.15], we have
where Λ is the von Mangoldt function (i.e. Λ(a) is ln N l if a is a power of a prime ideal l, and 0 otherwise), and δ(ν χ, χ ) is 1 if ν χ, χ is principal, and 0 otherwise. Now, we want to replace the Λ(a)'s in this sum by P (a)'s, where P (a) is ln N a if N a is a prime number, and 0 otherwise. It is sufficient to prove that a:N a<B
The non-zero terms (Λ(a) − P (a))ν χ, χ (a) correspond to ideals a which are powers of a prime ideal l, and N a = N l k is not a prime (but it is a power of a prime ℓ). Since K is of degree n, there are at most n different prime ideals l above any given prime number ℓ. Therefore the sum is bounded in absolute value by
which, by the Prime Number Theorem, is O(nB 1/2 ). Therefore,
Applying the Abel partial summation formula, we derive that
where li denotes the logarithmic integral. Replacing this into the expression of λ χ , we obtain Corollary 6.5. For any 0 < δ < 1 and ε > 0, there is a function
Proof. Let x > 0, and write k = [G : H]. The graph G x is a two-sided δ-expander if |λ χ | (1−δ)λ triv for any non-trivial character χ. From Theorem 6.4, and the fact that li(x) ∼ x/ ln(x) and li(x) x/ ln(x) for any x 4, there are absolute constants C and D such that for any x C, we have
and λ Dnx 1/2 ln(xd K N m). So
We have that x 1/(2+ε) = O(x 1/2 / ln 2 (x)) for any ε > 0, so considering larger constants C and D if necessary, we have the inequality
The constants C and D are not absolute anymore but they only depend on ε. Let
Then, for x = B δ,ε (K, m), we have
7. Random Walks on the Cayley Graph Cay(P K , S)
Going back to the original setting, let K be a quartic CM-field, and let K 0 be its maximal real subfield, and P K the kernel of the map Cl K → Cl
| be the narrow class number of K 0 . Applying the results of the previous paragraph with H = P K , m = D K (the different of K), any ε > 0, and δ = 1 − 1/e, consider the bound
together with the corresponding set of ideals of O K ,
is the trivial class in Cl
and the multiset S H,m (B) of its image in the ideal class group. The graph of interest becomes G B = Cay(P K , S H,m (B)). Now, Corollary 6.5 implies that G B is two-sided (1 − 1/e)-expander, and the following proposition follows from Lemma 6.2.
Proposition 7.1. Let W be a subset of P K . A random walk in G B of length at least ln(2|P K |/|W | 1/2 ) starting from any vertex will end in W with probability between |W |/(2|P K |) and 3|W |/(2|P K |).
Theorem 1.3 about the random self-reducibility in genus 2 can now be proved.
Proof of Theorem 1.3. Let W ⊂ V be the set of all isomorphism classes of absolutely simple and principally polarizable abelian surfaces for which the algorithm A solves the DLP. Recall that according to Remarks 5 and 6, if A can solve the DLP on one Jacobian corresponding to a vertex in W then it can solve the DLP on the other Jacobian corresponding to that vertex (whenever we have two non-isomorphic principally polarized abelian varieties corresponding to this vertex). Let W be the subset of P(K, Φ) corresponding to W. From Theorem 1.1, any path of length at least ln(2|P K |/|W | 1/2 ) ln(2h K ) starting from any vertex will end in W with probability between 1 2 |W | |P K | = µ/2 and 3 2 |W | |P K | = 3µ/2. So the strategy to solve DLP on A ∈ V is to build random paths from A in G B of length ln(2h K ) until one of them ends in W , which happens with probability higher than µ/2, so after an expected number of independent trials smaller than 2/µ. The length of each path is polynomial in ln(h K ), and the degree of each isogeny on the path is bounded by
. So the algorithm computes a polynomial number of isogenies, and each of them can be computed in polynomial time by the algorithm of Dudeanu, Jetchev and Robert.
Computing an Explicit Isogeny Between Two Given Jacobians

Galbraith's approach
Consider a set S of prime ideals of O K such that for any l ∈ S, the norm N l is a prime bounded by B K > 0, l has residue degree 1 and is coprime to the field different D K . Those constraints ensures us that we can compute the corresponding isogenies with the Dudeanu-Jetchev-Robert algorithm. For well-chosen bounds B K (based on the paragraphs 5.1 and 5.2), we deduce that any two abelian varieties A and A ′ , corresponding to ideal classes a and c on the graph, are connected by a path consisting in isogenies l 1 , ..., l n in S. Thus we can adapt Galbraith's algorithm for elliptic curves [Gal99] to the genus 2 case : the strategy is to start with two trivial trees with vertices a and c, and to grow each tree in turn until a collision is found:
i) Pick a random prime ℓ ∈ N S;
ii) For each vertex of the current tree, find all the ℓ-isogenous neighbors with the DudeanuJetchev-Robert algorithm;
iii) For each of those new vertices, if it is in the other tree, a collision is found and we are done; if it is already on the current tree, ignore it; otherwise add it to the tree; iv) Start again with the other tree.
Galbraith's original algorithm is proven to finish in probabilistic polynomial time, finding a path of length O(ln h K ) from a to c, under GRH and a heuristic assumption claiming that the distribution of the new random points found in the process of growing the trees is close to uniform. Here the situation is similar: it seems that a heuristic assumption is still needed. Instead of describing a detailed assumption and deriving a proof of the algorithm's complexity, we will only briefly justify why the algorithm is expected to finish in polynomial time. The reason is that in Paragraph 8.2, a variant of this algorithm will be described which efficiency can be analysed assuming only GRHapproach which can also be applied in the elliptic curve case, getting rid of the heuristic assumption of Galbraith's algorithm.
The algorithm generates a random sequence ℓ i ∈ N (S) of primes, and for each of them there are at least two distinct primes l i,1 and l i,2 of O K of residue degree 1, coprime to
During the first iteration, we find the abelian varieties ℓ 1 -isogenous to A. Those isogenies correspond at the level of ideal classes to multiplications by the prime ideals above ℓ i , i.e. at least l 1,1 and l 1,2 . Then, after 2n iterations, the trees contain all the vertices represented by the ideal classes of
, for any choice of a i ∈ {0, 1, 2}. Therefore we expect both trees to grow initially like at least 3 n . The trees will share a common vertex, i.e. collide, as soon as there is some choice of a i ∈ {0, 1, 2} such that
which will eventually happen since the l's generate the ideal class group. Heuristically, we claim that this growing speed will not decay too quickly, so that the trees can both reach the size π|P K |/2 after only O(ln |P K |) iterations (for a discussion and precise formulation of this heuristic assumption, we refer to Galbraith's work [Gal99] on elliptic curves). At this point, a collision will be very likely due to the birthday paradox (1/2 if the distribution is assumed to be uniform). So a collision is expected after O(ln |P K |) steps, for a total of O(|P K | 1/2 ) isogeny computations of degree bounded by B K , and the trees will both have depth O(ln |P K |) so the resulting path will have length O(ln |P K |). Recall that |P K | = h K /h
Exploiting the expander properties
In this paragraph, the expander properties of P K are used to construct and analyse an algorithm similar to the one presented in the previous paragraph to build an isogeny between two given Jacobians, with a probabilistic polynomial complexity under GRH which is not relying on any other heuristic assumption. We will need the isogenies to have degree bounded by B ε (d K , N m) = O h
. The setting is the same : we have two hyperelliptic curves C and C ′ of genus 2, A = Jac(C) and A ′ = Jac(C ′ ) their Jacobians, defined over the finite field F q . They are ordinary, K = End 0 (A) is the CM-field, End(A) = O K is the maximal order. The idea is to find |P K | 1/2 Jacobians "close" to A (i.e., we know a path of polynomial length from those to A), and then to build paths out of A ′ until one of the neighbors of A is reached. In practice one could simply use the same strategy as in Paragraph 8.1, finding the neighbors by growing trees and wait for a collision, but the analysis of the algorithm will require us to have independent random paths to use the expanding properties (what misses in the "tree" approach is the independency of the paths). Here is the algorithm, presented on Cay(P K , S), for which the isogenies corresponding to the edges can be computed by the Dudeanu-Jetchev-Robert algorithm.
Step 1 Build independent random paths in Cay(P K , S) of length ln(2|P K |) from A until |P K | 1/2 vertices are reached. Those are the neighbors of A.
Step 2 Build independent random paths of length ln(2|P K |) from A ′ until a neighbor of A is reached.
There is now a path between A and A ′ . Now, let us prove that the number of paths considered at each step is on average O(|P K | 1/2 ). Let Y be a subset of P K , smaller than 2|P K |/3. By a trial, we mean the computation of a random path of length ln(2|P K |) from of A, and a trial is a success if the path ends out of Y . Let us estimate the number N Y of independent trials we need to obtain a success, 
In the later sum can be recognized the generating function (1 − x) −2 = ∞ i=0 (i + 1)x i , so we obtain the inequality
Now consider the experiment consisting in a sequence of independent trials, and let Y n be the first n distinct points obtained from the first experiments. The number N n of trials required to find n distinct points can be estimated as
In particular, to find |P K | 1/2 neighbors of A, the expected number of trials is bounded by
where the later inequality assumes that |P K | is at least 9. Of course, in practice, we expect to need much less trials since we count here only the end point of each path. This proves that the expected number of paths we have to compute in Step 1 is O |P K | 1/2 . Now let us estimate the number of paths considered in Step 2. Paths start from A ′ instead of A. Let Y be the subset of P K which has not been reached in Step 1. The step ends as soon as a path ending outside of Y is found. As for Step 1, let us estimate the number N Y of independent trials we need to obtain a success : Remark 12. This technique also works in the elliptic curves case, providing an alternative to Galbraith's algorithm, where we can prove that the expected number of isogenies we have to compute is O(h 1/2 K ln h K ) under GRH and without any additional heuristic assumption. The bound on the degrees of the isogenies raises from O (ln d K ) 2 to O (ln d K ) 2+ε .
Remark 13. Note that the algorithm requires to store O |P K | 1/2 Jacobians. This memory cost can be reduced by increasing the running time. If we find and store f (|P K |) Jacobians during
Step 1, then Step 2 will be expected to succeed after finding approximately |P K |/f (|P K |) Jacobians. For example, with memory O(1), the algorithm is expected to terminate after computing O(|P K | ln |P K |) isogenies in Step 2.
