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簡素な進化的アルゴリズムと
ヒステリシスニューラルネットの合成
A SIMPLE EVOLUTIONARY ALGORITHM AND SYNTHESIS OF HYSTERESIS NEURAL NETWORKS
山岡 慧
Kei YAMAOKA
指導教員 斎藤利通
法政大学大学院理工学研究科電気電子工学専攻修士課程
This paper presents the growing greedy search algorithm and its application to associative mem-
ories of hysteresis neural networks in which storage of desired memories are guaranteed. In the
algorithm, individuals correspond to cross-connection parameters, the cost function evaluates
the number of spurious memories, and the set of individuals can grow depending on the global
best. Performing basic numerical experiments, the algorithm eﬃciency is investigated.
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ヒステリシスニューラルネット (Hysteresis Neural Net-
works 以下 HNN [1])は 2値ヒステリシス活性化関数によっ
て特徴付けられる連続時間再帰型ネットワークである. HNN
はパラメータに依存し, 共存平衡点, 同期, カオス, 分岐 [2]
など様々な現象を呈す. また, ダイナミクスは区分線形微分
方程式で記述されるため, 厳密な解析が可能となる. HNNは
連想メモリ, AD コンバータ, 組み合わせ最適化問題などへ
の適用されている [1]-[5]. 連想メモリにおいて, 所望記憶の
埋め込みと安定性については理論的に可能である. しかし,
偽記憶を抑制することは困難であり, 問題の一つである.
　本論文では貪欲法 [6] に基づく簡素な進化的アルゴリズム
(Simple Evolutionary Algorithm 以下 SEA) を提案する.
SEAにおいて, 進化個体は HNNの相互結合パラメータに対
応する. また, 偽記憶の数を評価関数として評価する. 初期
個体は所望の記憶を保障する相関学習 [1]によって与えられ
る. 個体 (相互結合パラメータ)に bit変換とエリート戦略が
適用され, 次世代個体候補が作成され, 評価値によって評価
される. SEA は評価によって個体の数が変わる可能性があ
るアルゴリズムである. この個体数が変化する構造は従来の
貪欲法との大きな相違点である. 本研究では, 連想メモリの
基本的な例題について数値実験を行い, SEAが偽記憶の抑制
に有効であることを確認した. 本章では SEAを HNNに適
用したが, SEAは他の様々なシステムへ適用可能である.
1. ヒステリシスニューラルネット
ヒステリシスニューラルネット (HNN)のダイナミクス
は以下のように記述される.
x˙i = −xi +
N∑
l=1
wijyi + di ≡ −(xi − pi), i = 1 ∼ N
yi = h(xi) =
{
+1 for xi > −Th
−1 for xi < Th
(1)
ここで, x ≡ (x1, · · · , xN )は内部状態のベクトルであり, y ≡
(y1, · · · , yN ), yi ∈ {−1, 1}は 2値出力ベクトルである. h(x)
をヒステリシス活性化関数であり, 図. 1に示す. h(x)は x
が右側のしきい値 Th > 0 (もしくは, 左側のしきい値−Th)
に達したとき −1から 1(もしくは, 1 to −1)に切り替わる.
wij は結合パラメータであり, di はオフセットパラメータで
ある. 簡単の為, 相互結合パラメータは以下のような 3 値
であり対角線で対称なものを用いる. 相互結合パラメータ:
wij = wji ∈ {−1, 0, 1}. また, di = 0 and Th = 0とし, シ
ステムの簡単化を図る. ここで HNNの安定平衡点は以下の
式によって与えられる.
p(y) ≡ (p1, · · · , pN ), pi =
N∑
l=1
wijyi (2)
平衡点 p(y)お安定性は以下の条件式によって分類される.
任意の iに対して piyi > −Thならば p(y)は安定である.
ある iに対して piyi ≤ −Thならば p(y)は不安定である. (3)
HNN が平衡点を持つ場合, 以下の条件を満たすことでおお
よそ全ての解はいずれかの平衡点に収束する.
wii + Th > 0 for i = 1 ∼ N (4)
以上の条件式 (2)-(4) は　 [1] によって証明されている. 以
下では、HNNの連想メモリへの応用を考える. まず, 所望の
記憶を以下のように定義する.
図 1 2値ヒステリシス活性化関数
s1, · · · , sM , sl ≡ (sl1, · · · , slN ), l = 1 ∼M
所望の記憶に対応する平衡点が安定になるパラメータを
決定することができれば, 所望の記憶は HNNに埋め込まれ
ているといえる. すべての所望の記憶は以下のように定義さ
れた相関学習で保証されている [1]. まず, 相互結合パラメー
タは相関行列を 3値化することによって与えられる.
wij =
{
−1 for cij ≤ 0
+1 for cij > 0
, cij =
M∑
l=1
slis
l
j , i = j (5)
自己相関結合パラメータ wii は以下の条件式を満たす最小の
整数で与えられる.
0 < wii + Th+Qi, Qi = min
k
∑
i=j
wijs
k
i s
k
j (6)
ある出力ベクトルの平衡点が安定であるが所望のメモリでな
い場合, 出力ベクトルは偽記憶と呼ばれる. 所望の記憶が全
て記憶されていても, 通常は偽記憶が存在している. 偽記憶
の抑制は, 連想メモリにおける重要な問題である.
2. 簡素な進化的アルゴリズム
本稿では新しい進化的アルゴリズムとして貪欲法に基づ
く, 簡素な進化的アルゴリズム (SEA) を提案する. まず,
基本的な定義を行う. 進化のステップ数を t とする. また,
P i(t) ≡ (pi1(t), · · · piM (t))をステップ t0000における i番目
の個体と定義する. ここで M は個体における次元であり,
i = 1 ∼ k(t)である. また, 個体数 k(t)は可変である. 本研
究で個体は以下のように HNNにおける結合パラメータの半
分を用いる.
P i(t) ≡ {wij}, i > j, i, j = 1 ∼ N
ここで, 次元数M はM = N(N − 1)/2となる. 他の結
合パラメータは以下のように行列の対角線で対称な値を用い
る, wji = wij . また, SEA の評価関数は以下のように設定
する.
F (P i(t)) =偽記憶数
P i(t)を wij に代入し, 出力ベクトルを式. (2)-(4)に代
入することで, 評価関数は wii と式. (6)によって得られる.
本研究で用いる SEAは, 以下の 2つのサブプログラムで構
成されている.
(1) SEA1: ビット変換
Step 1: 初期化. t = 0 とし, k(t) = 1 とする. 初期個
体を P i(t), i = 1 ∼ k(t) は, 式. (??) に示した相関学習
によって与えあられる. 評価関数も初期化され, 初期個体を
用い, F (P i(t))となる. また, Gbをグローバルベストとし,
Gb(t) = F (P i(t))で与える.
Step 2: 1ビット変換. P i(t), i = 1 ∼ k(t)である場合, 個
体の要素の 1つを反転する. 反転することで, N × k(t)にお
ける個体 Qj(t), j = 1 ∼ N × k(t)を得る.
Step 3: 個体の評価. 個体群 {Qj(t)}は評価関数 F によっ
て評価される. ここで F (Qb(t)) を F (Qj(t)) for j = 1 ∼
N × k(t)に対する最良の値とすることでグローバルベスト
が更新される.
Gb(t)←
{
F (Qj(t)) if F (Qb(t)) < Gb(t)
Gb(t) otherwise
(7)
複数の個体 Qj(t)が評価関数 F における同じ最良値を有す
る場合, その個体は次世代の個体となり, 個体数が変化する.
最良の個体の数が個体数制限 Ma を超えた場合, 最良の個
体のうち Ma 個がランダムに選択される. 例えば、Q1(t),
Q7(t), Q9(t)が同じ最良値を持つならば, これらの 3つの個
体は P 1(t), P 2(t), P 3(t)であり, k(t)← 3にする.
Step 4: Gb 更新の確認と終了判定. Gb(t) が更新制限Mb
回更新されていない場合, SEA1 を終了し, SEA2 に切り替
える.
Step 5: t← t+ 1とし Step 2に進み, 最大時間制限 tmax1
まで繰り返す.
(2) SEA2: ゼロ挿入
Step 1: 初期化. t ← t1 + 1 とする, ここで t1 は SEA1
における最終ステップ数とする. k(t) = 0 とする. P i(t),
i = 1 ∼ k(t)は SEA1の最良の評価値をもつ個体とする. 複
数の最良の個体が存在する場合, それらのうちの 1つがラン
ダムに選択される. コスト関数と Gbは P i(t)に初期化する.
Step 2: ゼロ挿入. P i(t), i = 1 ∼ k(t)に対して, 個体の要
素に 1つゼロを挿入する. 挿入することで, N × k(t)におけ
る個体 Rj(t), j = 1 ∼ N × k(t)を得る.
Step 3: 個体の評価. 個体群 {Rj(t)}は評価関数 F によっ
て評価される. ここで F (Rb(t)) を F (Rj(t)) for j = 1 ∼
N × k(t) に対する最良の値とすることでグローバルベスト
が更新される.
Gb(t)←
{
F (Rj(t)) if F (Rb(t)) < Gb(t)
Gb(t) otherwise
(8)
複数の個体 Rj(t)が評価関数 F における同じ最良値を有す
る場合, その個体は次世代の個体となり, 個体数が変化する.
最良の個体の数が個体数制限Ma を超えた場合, 最良の個体
のうちMa 個がランダムに選択される.
Step 4: Gb 更新の確認と終了判定. Gb(t) が更新制限Mb
回更新されていない場合, 探索を終了する.
Step 5: t← t+ 1とし Step 2に進み, 最大時間制限 tmax2
まで繰り返す.
3. 数値実験
本項ではアルゴリズムの効率を解析するため, 基本的な
数値実験を行った. 14個の所望の記憶を基に以下の例を考察
する. Example 1 (s8 から s14 はそれぞれ s1 から s7 の反転
パターンである.)
s1 ≡ (−1, 1,−1,−1, 1, 1,−1, 1) = −s8
s2 ≡ (1,−1, 1,−1, 1,−1, 1,−1) = −s9
s3 ≡ (1, 1,−1,−1, 1, 1,−1,−1) = −s10
s4 ≡ (1, 1, 1,−1,−1,−1, 1,−1) = −s11
s5 ≡ (−1, 1, 1,−1, 1, 1,−1,−1) = −s12
s6 ≡ (1,−1, 1,−1, 1, 1,−1,−1) = −s13
s7 ≡ (−1, 1, 1, 1,−1,−1,−1, 1) = −s14
相関学習を適用すると, これらの所望の記憶は 8 次元
HNN(N = 8)に保存することができる. 表. 1に相関学習後
の結合パラメータを示す. 例 1 は 88 個の偽記憶を有す, そ
の偽記憶を抑制するため, SEA1と SEA2を適用した. アル
ゴリズムのパラメータは以下のように設定した.
tmax1 = tmax2 = 25,Ma = 20,Mb = 5
表. 2に SEA1の後のパラメータ値を示す. 例 1は 12個
の偽記憶を有す. 表. 3に、SEA2の後のパラメータ値を示
す. 例 1は 4個の偽記憶を有す.
図. 2にGb、および#IDU(個体数)の推移を示す. SEA1
が偽記憶を十分に抑制していることが図から確認できる.
#IDUは大きく変化し, その変化は探索に効果的であると考
えられる. t = 13では, Gbの改善が停滞し, SEA1は SEA2
に切り替わる. t = 21では, Gbの改善が停滞し, SEA2が終
了している.
4. まとめ
この論文では, 簡素な進化アルゴリズム (SEA)を紹介し
た. SEA1および SEA2はそれぞれ, ビット反転およびゼロ
挿入に基づいて動作する. SEA の個体は評価関数によって
評価され, 個体の集合は評価関数による評価に応じて変化す
ることができる. このアルゴリズムをヒステリシスニューラ
ルネットワークにおける偽記憶の抑制問題に適用した. 基本
的な実験によって, アルゴリズムの効率を確認した.
今後の課題は, 探索プロセスの分析, アルゴリズムパラ
メータの効果的な設定, 様々な離散問題への適用などがあげ
られる.
参考文献
1) Jin’no, K., Saito, T.: Analysis and synthesis of a
continuous-time hysteresis neural network. In: Proc.
IEEE/ISCAS, 471-474 (1992)
2) Jin’no, K., Nakamura, T., Saito, T.: Analysis of bi-
furcation phenomena in a 3 cells hysteresis neural
network. IEEE Trans. Circuit Syst. I, 46, 7, 851-857
(1999)
図 2 Gbと#IDUの進化過程 (1)
表 1 相関学習後の結合パラメータ
j 1 2 3 4 5 6 7 8
w1j +3 −1 −1 −1 +1 +1 +1 −1
w2j −1 +1 −1 −1 −1 −1 −1 +1
w3j +1 −1 +3 −1 −1 −1 +1 −1
w4j −1 −1 −1 +1 −1 −1 −1 +1
w5j +1 −1 −1 −1 +3 +1 −1 −1
w6j +1 −1 −1 −1 +1 +1 −1 +1
w7j +1 −1 +1 −1 −1 −1 +3 −1
w8j −1 +1 −1 +1 −1 +1 −1 +1
表 2 SEA1の結合パラメータ
j 1 2 3 4 5 6 7 8
w1j +4 +1 +1 −1 −1 −1 −1 −1
w2j +1 +6 +1 −1 −1 −1 +1 −1
w3j +1 +1 +2 +1 −1 −1 −1 −1
w4j −1 −1 +1 0 −1 −1 −1 +1
w5j −1 −1 −1 −1 0 +1 −1 −1
w6j −1 −1 −1 −1 +1 0 −1 +1
w7j −1 −1 −1 −1 +1 −1 +4 −1
w8j −1 −1 −1 +1 −1 +1 −1 0
表 3 SEA2の結合パラメータ
j 1 2 3 4 5 6 7 8
w1j +3 0 +1 0 −1 −1 0 −1
w2j 0 +4 0 −1 −1 −1 +1 −1
w3j +1 0 +2 0 −1 −1 +1 −1
w4j 0 −1 0 0 −1 −1 −1 +1
w5j −1 −1 −1 −1 +1 +1 0 −1
w6j −1 −1 −1 −1 +1 0 −1 +1
w7j 0 +1 +1 −1 0 −1 +2 −1
w8j −1 −1 −1 +1 −1 +1 +1 0
3) Jin’no, K., Tanaka, M.: Hysteresis quantizer, In:
Proc. IEEE/ISCAS, 661-664 (1997)
4) Nakaguchi, T., Jin’no, K., Tanaka, M.: Hystere-
sis Neural Networks for N-Queens Problems. IEICE
Trans. Fundamentals., E82-A, 9, 1851-1859 (1999).
5) Nakaguchi, T., Isome, S., Jin’no, K., Tanaka, M.:
Box Puzzling Problem Solver by Hysteresis Neural
Networks. IEICE Trans. Fundamentals., E84-A, 9,
2173-2181 (2001)
6) Couvreur, C., Bresler, Y.: On the optimality of the
backward greedy algorithm for the subset selection
problem. SIAM J. Matrix Anal. Appl., 21, 3, 797-808
(2000)
