Abstract. In this article a contribution to the so-called limit point bifurcation is given. In the paper [4] by Decker and Keller a bifurcation or branching phenomenon which they call Here a method will be given, which generalizes the notion of limit point to that what is called (c,n)-limit point. This makes it possible to handle equations of the form T(u,x) = 0 which may have u as a Banach space valued parameter. This equation with singular operator T(u°,x°) may be "embedded" in a larger system with a linearization, which is non-singular and hence to which an implicit function theorem can apply. An estimation for the number of branching solutions of this new system is given.
Introductory remarks
A constructive method for determining paths or arcs of solutions around a bifurcation element of a general operator equation, say T(u, x) = 0 (see (2.1)), operating in a Banach space is studied. Often it is possible to interpret x as a variable characterizing the state of a system and u as a control.
In bifurcation theory one is trying to answer the following question as completely as possible: Let (u 0 , x0) be a solution of the equation T(u, x) 0. Which states x are possible, if the parameter u varies in any neighbourhood of u°? Two different cases are considered: Either there is exactly one solution element (u, x) close to (u 0 , x0) for all u belonging to a sufficiently small neighbourhood of u° or not.
In the last case, the Ljapunov-Schmidtreduction can be applied for solving such problems. Historically (see [12] ) this procedure was used to reduce certain infinitedimensional problems to one of solving finitely many non-linear equations with finitely many real or complex variables.
Today this is a useful tool in analyzing non-linear equations depending upon a parameter. An example is given by the rotation of a viscous fluid between concentric cylinders, where critical rotation speeds lead to the formation of so-called Taylor vortices. This is a bifurcation problem for the Navier-Stokes differential equation. Other sources of bifurcation problems are encountered in determining the critical forces for the deformation of rods, plates and shells and in investigating the critical velocities at which traveling waves arise in fluids. Chemical reactions involve bifurcation phenomena, such as those leading to sudden color changes.
Solving these so-called branching equations, which contain all informations about the behaviour of solutions of the original equation is a difficult problem in general. It can involve for example the methods of function theory (Puiseux expansions, Weierstrass preparation theorem), of algebra (elimination theory), of algebraic geometry (Bezout theorem, generalized Morse lemma) and of differential topology (singularities of maps, transversality theory).
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and ,ç E JR is fixed. In the case that (e0, r°) is an isolated solution of system (1.2) and (1.3) , that is if the Jacobian matrix of the system, evaluated at (e0, no), is non-singular, there is a solution arc of equation (1.1) through (A°, x0). The proof is an application of the blowing-up technique in combination with the implicit function theorem. The equations (1.2) are m equations in (m + 1) unknowns and if one puts ij = ( 2, then the equations (1.2) are homogeneous of degree two and thus admit rays of solutions. To avoid this and to fix a definition of a parameter c one adjoints the normalization equation (1.3 Here, under some other conditions concerning the operator T, a generalization of a method due to Decker and Keller [4] is considered. Also, this method partially includes equations which are mainly investigated numerically by Böhmer and Mei (see [1, 10] ). This generalization also gives the possibility of representing all solutions in a neighbourhood of a so-called (cr, n)-limit point as a one-parameter family, where the parameter is a new Banach space parameter, called v E B1.
In Section 2 basic facts concerning the (ct, n)-limit point are given. The parameter space B 1 (a Banach space) may have a dimension dim B 1 2 1. For the special parameter space B1 = JR and B2 = B3 it will be shown that the definitions of limit point and (, n)-limit point are in correspondence.
In Section 3 it will be shown.that for a (0,n)-limit point (u0,x0) of equation (2.1) there exists a solution branch through (u0, x°). A representation of the solution branch is given. The proof uses a further equation, which will be added to the equation (2.1) such that the implicit function theorem works.
In Sections 4 and 5 the main results are presented and bounds on the number of solution arcs through the (0, n)-limit point (u°, x0) of equation (2.1) are given for the cases n = 1 and n = 2. For n = 1 an application of the classical Morse lemma is used and for n = 2 a discussion of the number-of solutions is carried out by means of the resultant theory.
Section 6 contains an example of a Hammerstein equation, which under certain conditions has only a (0, 1)-limit point (u0, x°) of equation (2.1').
Assumptions and definitions
Let B2 (i = 1,2,3) be Banach spaces over K, the set of real or complex numbers. The equation considered is
where The following two definitions are adapted to the niethods, which are used in this paper. In the next section, a procedure called parametrization method will be developed. After transition from the equation (2.1) to a system of equations . including a new parameter, it is possible to characterize all continuations in a neigbourhood of a special kind of generalized limit points. For this, one needs the following explanation. Set Statement (2): Let a = n. Then there are n linearly independent elements
, that is a n. On the other hand there is always a <n U Remark 2.6: Equivalently a (0,n)-limit point is described by dim span {T,q j = 1,...,n}=ri,n2l. It holds a=n if and only if Tq0 for jl,...,n. Now the question stands on a relation between the two given definitions limit point and (a, n)-limit point. The following lemma gives the answer. 
Lemma 2.7: Let B 1 = JR and B2 = B3 , and let the assumptions (Al) and (A2) be satisfied. Then the condition T0 (1) V R(T) is fulfilled if and only if the solution element (u 0 , x0) of equation (2.1) is an (a, n) -limit point.
Proof: The condition T(i) R(T) is
) (t(1),q 0 ). This means that T0 (1) R(T) I
For this reason it is clear that the notion of limit point used here generalizes the notion of limit point in [4] to parameter spaces of any dimensions.
Construction of a continuation at a (O,n)-limit point
For the following investigation let the assumption (A3) (0, x ' ) is a (0,n)-limit point of equation (2.1) be fulfilled. Now, all examinations of the equation (2.1) are done near a (0, n)-limit point. The existence of smooth solution arcs through (u0, x°) will be guaranteed by an application of the implicit function theorem. This is a common approach in bifurcation theory, the only problem being that of setting up an appropriate equation to which the implicit function theorem can apply. The choice here is motivated by the definition of the notion (a, n)-limit point and the special choice of the Schmidt operator U (see (3.2) below).
To the linearly independent elements t.* q ,* E B (j = 1,... ,n) the biorthonormal elements ü 1 E B1 (i = 1,.. . ,n) can be selected. Any biorthonormal element system can be chosen. Then the relations
are true again. Since the elements tfi i are biorthonormal to the elements q,* the Schmidt operator U can be set up in the form
It can be shown that the linear continuous operator U is continuously invertible (see, e.g., [15: p. 377] or [9: Chapter 6.2)). Now it is possible to derive a system of equations which describes all continuations of the equation (2.1) to the solution element (u°, x°). One considers an operator S B 1 x B1 x B2 -113 x B which is defined as
together with the equation
Here an equation of the form (2.1) with singular operator t1 will be "embedded" in a larger system with S whose linearization S( 0 ,) is non-singular and hence to which an implicit function theorem can apply. 
The proof of the lemma is a straightforward calculation. Properties of the operator S will be summarized in the next lemma. where i and t stand for the corresponding increments has the unique solution
Lemma 3.2: The operator S defined in (3.3) has the following properties: (1) Suppose that the map T is of class
where U is the inverse Schmidt operator. Therefore S)(0, u°, x) is calculated and by means of the Banach inverse mapping theorem, the operatorS X) (0,u 0 ,x 0 ) is continuous again U Now all preparations for the application of the implicit function theorem are complete. Using Lemma 3.2 all continuations of (3.4) in a neighbourhood of (0,u0,x0) can be computed. In the following K8, ( 
ii) w(0) = u° and (0) = x°. 
iii) T(ço(v),b(v)) = 0 and _v+
(v)_u0+ b(v)x0,p)u = O for v E KB1(0,rl). iv) ((v), (v)) E KB, xB2 ((u°, x0), r2 ) for v fi K81 (0, r1).(v) = u° + V - ( v,q)üj - + (R(v)),q) ü (3.9) (v) = x° + Uv + ' U -1 (W(v, v) + U(R(v))) (3.10) with n ) 2 W(v,v) = i' (( - / + 2T ( - (v,tq)ü,(3.
Bifurcation statements at a (0,1)-limit point
In this section, let a = 0 and n = 1. A bifurcation of solution at a (0, 1)-limit point under the assumptions (Al) -(A3) with respect to the line v = ttz (t E JR) will be shown by application of the Morse lemma. The abbreviations p = Pi, p* = p, q = qi,... are chosen.
For the special selection of the parameter v = ill, the equation (3.9) reads as
U = (tü i ) = u° --((p,p), q*)t2 + (U(R(t)), q)] ü. (4.1)
With g(t) = (j(p,p),q*)t2 + (UR(tü),q) (4.2) equation (4.1) changes to u = (tü) = u° -g(t)ü. (4.3)
Under the assumption (A4) (1(p,p) ,q*) 0 the Morse lemma is applicable and therefore solution bifurcation at (u°, x0) can be proved. (i'(p,p),q) 0. Therefore, Lemma 4.1 is applicable: There exists a local C'-diffeomorphism : r -4(r) = and (4.2) can be transformed to g((r)) = f1(pp)q*)r2 (4.4)
B. Marx
Lemma 4.1 (see [6: p. 63]): Let C : K R (0,d) -1R, x G(x) (d > 0) be a map with the properties G E C 2 [0], G'(0) 0 and C"(
With this preliminary examination, the following bifurcation result can be proved.
Theorem 4.2: Let the assumptions (Al) -(A4) be satisfied. Then (u 0 , x 0 ) is a bifurcation element of equation (2.1), which in no case is a perpendicular bifurcation element.
Proof: According to Definition 2.2, there must be found sequences (Um,x) (i.= 1,2) with the stated properties. Let ( S m) C IR,Sm 54 0,Sm -0 for in -be a sequence which lies in the range of g, for all in E JIV. Then one gets the equation 
(t'ü) 54 t,b(t"Iz). Assume the opposite, i.e. t4'(t'ü) = t,b(t"I) for t' 54 t". Then one gets (t' -t")p = T,l' i ( t " fl) -'i (t'ü)
(4.6) with
1(ti) = UW(tü,tü) + R(ii) = UT(p,p)t2 + R(tü).
The application of the mean value theorem of differential calculus (see [15: p. 76 
]) at h(t) = th( tu ) yields
Il h ( t ") -h(t')II < It" -t 'I sup II h'(i ' + (t" -t '))II . (4.7) pE(O,1)
Passing to the norm in (4.6) and applying (4.7) one gets the strong positiveness of the supremum 0 < IIV 
sup II h '( t ' + &(t" -t'))II.
OE(0,1)
Bifurcation results at a (0,2)-limit point
In this section, under several assumptions bifurcation at a (0,2)-limit point is proved. The investigations will be carried out using a theorem by Buchner, Marsden and Schecter (see [2] ).
Let 
0, then according to statement i) the diffeomorphism 'I' can be selected such that g(J!(x)) = Q(x) for all z E U1.
Remark 5.3:
The proof of Theorem 5.2 is based on typical arguments of algebraic geometry, the Zariski topology on algebraic varieties, and the main theorem of elimination theory, which can be found in the monograph of Mumford [11] . 
now one can write the g'(t) as
2
To prove that (u°, x°) is a bifurcation element of equation (2.1), one must show that the system of equations with T E C c [u 0 , x 0 ) one also gets W E C k [O] and 0 E and
Q)(t1 ) t 2 ) := a? t + 2a? t i t 2 + a] t (i = 1, 2). (5.5)
Lemma 5.5: The Q-form (5.5) has the following properties: (1) (1 Our aim is to prove bifurcation for the equation (2.1). So, properly, it is not necessary to find out all solutions of (5.9). But the following lemma guarantees the existence of exactly two different real zeros of the system (5.9). Q(')(t,,t2) (i . = 1,2) 
t° 2a,]t +2a2t ( ) 11 (2) Q is regular for all (t1, t 2 ) 0 (0,0) if the coefficients fulfil the conditions A > 0 and B >0 or A <0 and B> 0where
An example
Now the results of the previous section will be applied to the Hammerstein equation The question is now under which conditions on g and F the solution element (u0,z0) may be a (0, n)-limit point of equation (6.1) . The answer will be given by the following Proof: First of all, the operators tu and T are calculated. The first one is
0 (in the case g(u0) = 0 the operator T is the identity and therefore
it follows = _ 7 .1
....(X0,.)g(Uo).
This calculation shows that
that is (u°, xc) is a (0,1)-limit point if n = 1. If n > 1, then the elements T,q (i = 1. . . , n) had to be linearly independent in order to qualify (u°, x°) as a limit point. But since Therefore Theorem 4.2 applies and the assertion is proved 0 If (F 1 (x°)(p 1 ,p) , K*q) = 0, then higher order derivations of have to be used in order to gain statements about bifurcation at a solution element (u°, x0) and Theorem 4.6 must be applied again.
Concluding remarks
In comparison with the Ljapunov-Schmidt reduction, the parametrization method presented here works with the additionally assumption of linear independence of the elements Tq,* (j = 1,... , n) . This makes it possible to represent all solutions in a neighbourhood of a (0, n)-limit point (u0, x°) of the equation T(u, x) = 0.
With the aid of the operator S only continuations of solution elements (u0., x°).which are (0, n)-limit points of the equation T(u, x) = 0 can be obtained.
It is an open question whether the treatment of (a, n)-limit points with a > 1 and n > 1 is possible by means of some other operator S.
It is also unclear which bifurcation solutions can appear for the cases a 0 and n 3. Indeed the amount of calculations will increase rapidly.
In contrast to the Ljapunov-Schmidt reduction the bifurcation equation ç(u, v) = U -W(v) = 0 used above is an infinite-dimensional equation, if the parameter space is infinite-dimensional. So, an infinite-dimensional equation had to be solved for v as a function of u, which is in general a difficult task. But in many practical cases the parameter space is finite-dimensional and we have a finite-dimensional bifurcation equation analogously to the Ljapunov-Schmidt reduction.
Another important investigation method uses the finite-symmetry-group invariance, which frequently occurs, e.g., in the theory of crystals or in the theory of elasticity (buckling models). The discussion of the branching equations typically can be simplified substantially if the problem admits a symmetry group. Then one can apply purely group-theoretical considerations to show that many coefficients of the branching equations are zero. Among others this is done in the book by Golubitsky and Schaeffer [5] which is also a good introduction to this subject.
All our investigation here are of local nature. Global aspects, mapping degree theory and symmetry group investigations are not applied to the equation (2.1).
