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Abstract
This appendix consists of two subappendixes; namely, one
with basic Kriging formulas, and one with basic linear regres-
sion formulas and the estimated coverages for classic Kriging,
monotonicity-preserving bootstrapped Kriging, and polynomial
regression metamodels.
Version: August 30, 2011
Basic Kriging Formulas
Ordinary Kriging assumes
w(x) = µ+ δ(x) (1)
where µ is the simulation output averaged over the experimental area,
and δ(x) is the additive noise that forms a covariance stationary process
with zero mean. Ordinary Kriging uses the linear predictor
y = λ′w (2)






where Γ = (cov(wi, wi′)) with i, i′ = 1, . . . , n is the n × n symmetric
and positive semi-definite matrix with the covariances between the n
old outputs, and γ =(cov(wi, w0)) is the n-dimensional vector with the
covariances between the n old outputs wi and w0, the output of the
combination to be predicted– which may be either new or old. The
1
correlation function for a k-dimensional input vector is assumed to be
the product of k one-dimensional functions ρj (j = 1, . . . , k); a popular
one-dimensional correlation function is the Gaussian one:
ρj = exp[−θjh2j ] (4)
where hj = |xi;j − xi′;j| denotes the Euclidean distance between the val-
ues of input j in the two input combinations i and i′; θj denotes the
importance of input j; i.e., the higher θj is, the less effect input j has.
In practice, these covariances (or correlations) are unknown so they are
estimated, usually by Maximum Likelihood Estimation (MLE), which
gives µ̂, Γ̂ and γ̂ (or θ̂j). Combining these estimators with (1), (2), and
(3) gives the predictor
ŷ = µ̂+ γ̂′Γ̂−1(w−µ̂1) (5)
where µ̂ = (1′Γ̂−11)−11′Γ̂−1w; this predictor is nonlinear because it uses
estimators for the covariances.
An alternative for Ordinary Kriging is Universal Kriging, which re-
places the constant µ in (1) by a linear combination of known functions;
e.g., a low-order polynomial (Cressie, 1993, p. 151), (Lophaven et al.,
2002, p. 13). Ordinary Kriging is recommended by most authors; nev-
ertheless, some authors recommend Blind Kriging (Joseph et al., 2008).
Basic Linear Regression Formulas




βjxj + ε(x) = x
′β+ε(x) (6)
where xj is the jth explanatory regression variable, x = (x1, . . . , xq)′
is the input combination, β = (β1, . . . , βq)′ is the vector of regression
parameters, and ε(x) is the additive noise with zero mean and variances
that may vary with x; because we do not use CRN, the noise terms at
different points are independent.
Because the variances of the simulation outputs are unknown, we
proceed as follows– but there are alternatives (Kleijnen, 2008, pp. 87-
91). We use OLS to estimate β from the bootstrapped outputs w∗b
(b = 1, . . . , B) with bootstrap sample size B (e.g., B = 100 in our
experiment):
β̂∗b = (X
′X)−1X′w∗b (b = 1, . . . , B)
2
lower bound median upper bound
KA 0.150 0.192 0.234
BA 0.454 0.503 0.552
PA 0.160 0.173 0.186
KQ 0.204 0.251 0.298
BQ 0.339 0.365 0.391
PQ 0.183 0.194 0.206
Table 1: Coverage in classic Kriging (K) and monotonicity-preserving
bootstrapped Kriging (B), and Polynomial regression (P), for the Aver-
age (A) and the 90% Quantile (Q), ), with n = 5, m = 5, T = 1000
where X is the n× q matrix of explanatory variables in the n simulated








b (u = 1, . . . , υ).
Our corresponding (1− α) confidence interval for the true output ζu is
̂y∗u;(b0.05Bc) < ζu < ̂y∗u;(d0.95Be).
This gives Table 1.
Note: The known shape of the polynomial regression model may be
preserved through semidefinite programming and real algebraic geome-
try (Siem et al., 2008).
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