Mobile ad hoc networks (MANETs) and peer-to-peer (P2P) applications are emerging technologies based on the same paradigm: the P2P paradigm. Motivated, respectively, by the necessity of executing applications in environments with no previous infra-structure and the demand for applications that share files or distribute processing through the Internet, MANETs and P2P applications have received some interest from research community. As a characteristic of the distributed model, which they follow, such technologies face a difficult task of routing requests in a decentralized environment. In this paper, we conducted a detailed study of a Gnutella-like application running over a MANET where three different protocols were considered. The results show that each protocol that were analyzed performed well in under some conditions and for some metrics, while had drawbacks in others.
Introduction
The recently introduced peer-to-peer (P2P) paradigm [15] is the basis for both Mobile Ad hoc Networks (MANETs) [7] and popular Internet P2P applications (e.g. SETI@home, Napster, Gnutella, Freenet). One of the most significant characteristics of the P2P paradigm is the fact that central units, which are responsible for managing and meeting the needs of the network, are non-existent. In this model, nodes have equivalent functionalities and provision capabilities and, as a consequence, are called "peer" entities. Every peer is able to send and reply to request messages originated from each other. This shows the dual interface of these peers, since they might play the role of servers and clients simultaneously. That is the reason why they are also named "servents" (servers/clients). Similar to the architecture on which they are based, MANETs and P2P applications have recently attracted both research community and media attention. The growth of computing resources for mobile devices has been the key contributing factor for the focus on MANETS. Moreover, the launch of new applications-such as rescue team management in disaster situations or the exchange of information in battle fields [26, 1] -generates an increase in demand for networks without previous infra-structure. The spread out of P2P applications, on the other hand, can be attributed to their success as content sharing and distributed processing platforms [23, 1] -where parallel applications run on available peers.
Based on the same paradigm, both P2P application networks-composed by a set of servers implementing a P2P application-and MANETs have common characteristics and functionalities. In essence, both are self-organizing networks, have dynamic topology, and are responsible for routing queries in a distributed environment. Because nodes in MANETS usually have low computing capacity and, therefore, are unable to play the role of servers all the time,-or even supply many clients simultaneouslya P2P application appears to be a powerful tool to spread information on this type of scenario. In other words, since a P2P application network does not possess a unique service provider at a certain time, but many servents that play this role, the assignment of distributed network tasks among nodes prevents them to become overloaded. In addition, we envision that some applications enabled by MANETs (e.g., rescue team communication in disaster situations and exchange of information in battle fields [1, 26] ) will have each instance working in cooperation with the others (i.e., sending and replying to queries like peers). For instance, a rescue team participant might require information about nearest neighbor location. That is true a central server could be responsible for store information, but this approach not only would be more expensive (this would require more hops and constant location updates), but also less resilient-a single point o failure is not desirable in rescue team situations and servers would be target of attacks in battle field con- texts. A novel diagram of a P2P application running over a MANET is shown in Fig. 2 .
The main purpose of this work is to learn about the performance of ad hoc routing algorithms in a scenario in which a P2P application runs over a MANET. In order to accomplish the desired goals, we have conducted simulation experiments of some well-known ad hoc routing protocols. The results help clarifying the differences between P2P applications and client/server ones showing the usability of such networks, and discovering possible improvements in MANET routing.
The destination-sequenced distance-vector routing (DS-DV) [18] , the dynamic source routing protocol (DSR) [10] , and the ad hoc on demand distance vector (AODV) [19] are the protocols evaluated in this work. The reasons for the choice are twofold. First, the nature of those algorithms is distinct. While DSDV is pro-active, DSR and AODV are reactive-though the last employs methods of the two formers. Second, the three have already been exhaustively tested and validated [2] . The results point out that each one of these protocols performed well in some scenarios yet had drawbacks in others. This confirms the importance of considering characteristics of both application and network in order to have the best integrated solution.
The rest of this paper is organized as follows. Section 2 discusses the related work and Section 3 presents a comparison between MANETs and P2P application networks. Section 4 briefly describes the routing protocols used in this work. In Section 5, the P2P application is discussed. The simulation scenarios are described in Section 6 and the performance evaluation metrics in Section 7. Section 8 discusses the simulation results. Section 9 provides a discussion about the P2P application in comparison with the client/server results. Finally, Section 10 presents our conclusions.
Related work
It was only recently that the scientists realized the synergy between MANETs and P2P networks and started studying both systems acting together. This was a very important step towards providing more applicability for MANETs. Nevertheless, still many open issues remain.
Schollmeier et al. [21] and Borg [1] discussed similarities and differences of MANETs and P2P networks. The former focus mainly in routing aspects and the latter discusses content discovery, security, quality of service, etc.
Kortuem presented Proem [13, 12] , a middleware platform for developing and deploying P2P applications tailored to personal area networks (PANs), a special class of MANETs.
Hu et al. [8] proposed dynamic P2P source routing (DPSR), a routing ad hoc protocol that integrates strategies used by DSR routing protocol and Pastry P2P protocol [20] to improve scalability.
Papadopouli and Schulzrinne [16, 17] and Klemm et al. [11] presented P2P data sharing systems tailored to MANbreak ETs namely seven degrees of separation (7DS) and optimized routing independent overlay network (ORION), respectively. 7DS focus on enabling the exchange of data among peers not directly connected to the Internet by exploring peer mobility, while ORIOM concentrates on file sharing applications by setting up overlay routes on demand.
Franciscani et al. [6] concentrated on minimizing the impact of the highly dynamic topology obtained through the combination of P2P networks and MANETs. They proposed algorithms for configuring and reconfiguring these networks. In their algorithms, three combinations of neighborhood assignment are compared: (1) regular, where P2P neighborhood corresponds to the physical neighborhood; (2) random, where authors try to achieve the small-world [14, 25] phenomenon by picking each neighbor at random among online peers; (3) and hybrid, where links are built following a hierarchy and each peer communicates through an intermediate.
Ding and Bhargava [4] performed a theoretical comparison between P2P systems over MANETs (broadcast over broadcast; broadcast; DHT over broadcast; DHT over DHT; and DHT) and presented important results in O-notation. Nevertheless, they do not evaluate real P2P systems and do not take into account practical aspects (e.g., mobility and channel error) in their work. 
Comparison between MANETs and P2P application networks
P2P applications and MANETs have several aspects in common [22, 9, 13, 1] . Both MANETs and P2P application networks lack managing and centralizing units, since the network is established as soon as the participants opt to interact with one another. The decision to connect to the network can be taken at distinct moments, so variance is constantly introduced in the environment.
Another similarity is their dynamic topology, which is a result of the constant changes in connections used by peers. In MANETs these alterations are mainly caused by node mobility. That is, as a node moves, it might leave the transmission range area of its current neighbors and has its links broken as a consequence. Thus, in order to reestablish contact with peer entities, the peers must set new connections. Conversely, what causes the dynamic topology of P2P application networks is the low availability of peers. In this scenario applications are executed mostly over fixed networks and the main reason for link breakage is not the mobility of nodes, but the short session duration.
Curiously, because P2P applications are usually built over a network which is based on the client/server model, their networks present some characteristics that differ from the P2P paradigm. MANETs, on the other hand, have their own communication mechanism and, therefore, are more faithful to the distributed model.
As previously mentioned, in the P2P architecture peers can communicate with one another without intervention of any centralized access point. Paradoxically, P2P applications are, in fact, clients of services provided by external servers-such as DHCP (dynamic host configuration protocol), DNS (domain name service), and web servers. In MANETs, requests are really handled by any network participant. Another evidence that MANETs are more in conformity with the P2P paradigm than P2P application networks is the fact that in the former, the peers are only a single-hop away from their neighbors, whereas in the last, the neighbors are just logic ones and might be geographically many hops apart. Typical differences between both technologies [22] are described in Table 1 .
Ad hoc routing protocols
In this section, we briefly describe the routing protocols used in this work.
DSDV
The DSDV [18] is a variation of the distance vector routing protocol modified for ad hoc networks. The changes were performed in order to reduce looping properties that would be present in the original protocol. DSDV is a hopby-hop routing and pro-active protocol that provides each node a routing table that lists the next-hop information for each reachable destination. Thus, it requires periodic broadcasting of routing updates and triggered beacon messages, which leads to an increase in routing overhead.
DSR
DSR [10] employs an on-demand approach regarding route discovery and maintenance processes. The key difference of the protocol from other on-demand routing protocols is the fact that it adopts the source routing strategy-as its own name indicates. That is, the complete path from the source to destination is carried in each packet. Such path is discovered through routing query broadcasts. DSR also provides each node a route cache for decreasing the number of control messages sent. In order to update its respective caches, every intermediate node makes use of the source route information available in the packet it forwards.
The main advantage of the approach adopted by DSR is that no additional mechanism is necessary to detect routing loops. The disadvantage, clearly, is the overhead caused by the introduction of source routing information in the header of the data packet.
AODV
The AODV [19] is a reactive protocol which combines both DSR and DSDV characteristics. It borrows the basic route discovery and route-maintenance of DSR as well as hop-by-hop routing, sequence numbers and beacons of DSDV. When a source node desires to establish a communication session, it initiates a route discovery process to locate the destination node, by generating a "route request" message, which might be replied by the intermediate nodes in the path to destination or the destination node itself. At the time of arrival, the "route reply" message contains the whole path to destination. To handle the case in which a route does not exist, or the query or reply packets are lost, the source node rebroadcasts the query packet if no reply is received by the source after a time-out.
Description of the P2P implemented protocol
In order to achieve the previously described purposes, it was required to implement a P2P application in the simulator. The adoption of special strategies was entailed, which would be dispensable in a client/server architecture. This is due to the P2P decentralization and dynamic nature and also to the role played by the servents in the P2P application network, which alternates from server to client and from client to server.
The implemented protocol is mainly based on Gnutella protocol, which is used for P2P communication in Gnutella decentralized file-sharing system in the Internet. The main reason for choosing Gnutella protocol is the simplicity of its communication model. Since it was developed neither for best performance nor for best scalability, it is very suitable for evaluating network performance. Furthermore, Gnutella protocol is regarded as being able to adapt very well to dynamically changing peer populations, which is a very important characteristic.
Although Gnutella was taken as a reference, the protocol was altered for the simulator environment and also for ad hoc networks. The strategies adopted are described below.
Joining the network
A peer desiring to join the P2P application network starts by sending a broadcast-send message through the network in order to elect its "neighbors", which may be used for message flooding. The initial replies will settle virtual connections between the new servent and each answerer. Each one of these connections is maintained by an entry in a neighbors list which has predefined maximum size. It is important to notice that virtual neighbors are not equivalent to physical neighbors, although this is likely to occur at the beginning since answers of near hosts tend to arrive more quickly.
Content discovery
The fact that a P2P application network does not possess a server that centralizes information complicates the task of locating data. In a client/server architecture, this is not a problem since the client knows the server address in advance. The strategy widely adopted, which has also been used in this work, is sending a query-send message through the network order to gather information. This message contains the required file identification-its name-and the identification of the peer that is consulting, the "query-source".
The transmission of queries in the P2P application network is carried out through controlled flooding. The servent that receives a query message will forward it in case the file wanted is not stored in its node. The process goes on until the information source is found or the message is dropped due to a TTL (time-to-live) expiration. Whenever a source is located, i.e., when a "query-hit" event occurs, the peer that owns the file wanted ("file-source") sends a reply to the "query-source" peer validating its availability for file transfer. 
Content dissemination
After receiving the first reply, the "query-source" servent establishes an end-to-end communication with the "filesource". The file is fragmented into small pieces and each piece is sent inside a pull-data message from the "filesource" to the "query-source". The service for transferring data is datagram, typical of wireless environments.
Controlled flooding
Each peer of the network maintains a cache in order to avoid duplicate query processing. This is possible since the query message is uniquely identified by the pair (query-id, query-source).
The P2P message header has a TTL field to prevent a message being forwarded infinitely in the P2P application network. The idea is similar to TTL field of the Internet protocol (IP). The next hop of a node in P2P, though, might be another node which is not directly connected.
Neighborhood control
P2P application networks have a dynamic behavior, as mentioned before. Peers can leave or join the network at anytime they necessitate. This implies the employment of a special control scheme for maintaining an up-to-date list of neighbors. To solve the problem in the implemented protocol, all peers have to send periodical ping messages to their neighbors to check if they are still "alive". When no answer is detected, i.e., when a pong message is not received, the related peer is removed from the neighbor list and a broadcast-send message is sent to find another neighbor.
Message size
Messages that circulate among peers may have a variable size and the maximum value is 210 bytes, based on the Gnutella Protocol. Table 2 presents the message types sent by the peers with their respective functions and sizes.
Simulation scenarios
In order to evaluate the accomplish the purposes of this work, we have conducted simulation experiments using the network simulator (ns-2) [5] and its CMU wireless and mobility extension [24] . We have considered a set of default settings. Some of them were varied throughout the simulation experiments. The variations can give findings on the performance of the algorithms for diverse scenarios.
The default settings taken into consideration are the following. It was constructed a 200 × 200 m 2 topology composed of 40 mobile nodes, 12 of which implementing a single instance of the P2P application.
The mobility scheme employed was the random way point (since it is frequently used for individual movements [2] ). We have chosen as default settings a pause-time of 50 s and a maximum speed of 0.5 m/s.
The transmission range of all nodes was set to 50 m. The radio propagation model chosen was the Shadowing Propagation Model with a rate of 95% of correct reception within the range area. The IEEE 802.11 was the protocol used in the MAC layer, with 2 Mbits/s of bandwidth. The radio interface chosen was the 914 MHz Lucent WaveLAN. The total simulation time for all scenarios was set to be 300 s.
In respect to P2P application parameters, the maximum size of the neighbors list, for neighborhood control, was set to 3. Also, the initial number of files per peer was set to be 10. The choice of the initial file names as well as their sizes follow the normal distribution model. The average file size is adjusted to 10 kB. This reduced value was estimated taking into account the low bandwidth of mobile scenarios, as well as memory and energy constraints of mobile devices.
For controlled flooding, the TTL of the query-send messages were set to 3-large enough for queries to reach most of the peers in the simulated scenario. During the simulation, 10 searches are scheduled for each peer. The scheduling time is uniformly distributed and at each time the search is carried out only if the peer is part of the P2P network at the moment.
The choice of the file to be searched follow the normal distribution model. The ping messages were sent with a default rate of 6 per minute and the pong messages were waited for no longer than 10 s. The broadcast-send interval time was 2 s.
In the simulation, nodes start with 100 J of energy each. The power loss for transmission was set to 0.330 and 0.230 W for reception [3] .
During the simulation, both the peer entrance time and the exit time were uniformly distributed in order to simulate the dynamic topology of the P2P application network.
Each simulation was run 33 times, with different seeds for the random number generator, on ns-2.1b8a [5] and its CMU wireless and mobility extension [24] . The results represent the average values on the 33 runs.
Evaluation metrics
The performance evaluation of ad hoc routing protocols supporting a P2P application examined four metrics: workload, mobility, network density and peer quantity. The metrics were chosen considering its significance for each evaluation parameter.
Workload
It shows the workload introduced into the network by the P2P application. Its increase might place undesirable changes in network performance, such as latency, packet dropping and control overhead. The term latency suggests the amount of time spent for a specific event to happen, such as a query-hit or the reception of a response. The overhead was measured only in terms of packets, since the cost to access the medium to transmit a packet is significantly more expensive than the cost of adding a few extra bytes to an existing packet.
As a consequence, the network may not provide a good service for the application. We have chosen to vary the total number of queries generated by P2P peers (1, 10, 100, and 1000) as well as the average size of the files transferred through the network (1, 10, 100, and 100 kB) with the aim of investigating the protocols scalability. The results, for low, medium and high workload, are presented in Section 8. The following metrics were evaluated: number of initiated file transfers, throughput, percentage of queries not responded, delivery rate, energy consumption, and routing overhead associated to the ad hoc network.
Mobility
It represents the speed and pause time applied to the ad hoc nodes. Simulation experiments considering mobility were conducted, and the protocol capability in adapting to distinct speed (0.1, 0.5, 2.5, and 10 m/s) and pause time (0, 60, 120, 180, 240, and 300 s) of node values was analyzed. The metrics chosen were path length, connectivity among application peers, and latency.
Network density
It affects greatly the performance of the ad hoc network, and, therefore, is an important point of analysis. Simulation experiments considering different values of transmission range (1, 10, 100, and 100 m) and number of nodes (0, 20, 40, 60, and 80) that populate the network were performed. In the last case, the number of peers was maintained at 30% of the total number of nodes. Percentage of queries not responded, path length, latency, routing overhead, connectivity among application peers, and delivery rate were the metrics employed to evaluate the three protocols.
Peer quantity
In order to investigate the influence of the amount of peers over the protocols, the number of nodes was left unmodified and the number of peers was varied (10, 20, 30, and 40) . This type of analysis is important because it demonstrates the scalability of the ad hoc routing protocols taking into account the number of application instances that run over the network. This is essential for selecting the best algorithm in case of deploying a P2P application. The metrics chosen were routing overhead, latency, path length, throughput, and energy consumption.
Simulation results
This section presents the results according to the four metrics described above.
Workload
The three routing protocols introduced distinguishing amounts of overhead when the number of queries by a node was varied. As shown in Fig. 3(a) , the DSDV exhibits the most overhead, followed by AODV and then DSR. The former, for one query, introduced ten times more control packets than DSR. Comparing DSDV to AODV and DSR on-demand protocols, the considerable increase in overhead obtained was due to route update messages that are constantly triggered by DSDV. Although DSDV produced more overhead, it demonstrated to have a steady behavior considering workload increase. The others, in contrast, did not suggest to be as scalable-the DSR overhead, specifically, duplicated from one extreme of the x-axis to the other.
DSDV was the protocol which consumed the greatest amount of energy for lower, medium, and higher loads, as depicted in Fig. 3(b) . This is a result of the higher number of control packets sent and received by the nodes. Fig. 4(a) depicts the fraction of messages delivered to the application, as the shared file sizes were incremented. For all protocols, the curves assumed almost identical shapes. It can be noticed that while for 1 kB files the delivery rate is higher than 90%, for 1000 kB practically all packets were dropped. This is due mainly to the low bandwidth available in the ad hoc network.
The results for initiated file transfers indicate that for all protocols the best performance is achieved when the average file size is 10 kB. This metric is represented by the number of pull-request messages received in Fig. 4(b) , which can also be considered a result of throughput.
On the whole, DSDV performed better for extremely high loads. It obtained the lowest number of queries not responded, the highest throughput and more files successfully transferred. From Fig. 4(b) it is clear that DSR and AODV did not support the application requirements, in contrast to DSDV. This is due to the huge congestion generated, which caused difficulties for them to find routes on demand.
Mobility
Figs. 5(b) and (a) show the behavior of the connections among peers. Is is noticed that none of the protocols had a remarkable performance compared to the others. For lower mobility, the average number of neighbors and the amount of ping messages sent were reduced, while the number of broadcast-send messages and the number of queries not responded grew for all protocols. That is, DSDV, DSR and AODV produced more information unavailability and worse P2P connectivity.
As the mobility was incremented, surprisingly, the connectivity degree rose (see Fig. 5(a) ). This apparently anoma- lous behavior was mainly caused by the partitioning of the network. When the mobility is low, the network might isolate peers during the whole simulation, whereas in a higher mobility scenario these partitions are eliminated because of a peer movement. As a result, for high pause-time values, i.e., for low mobility, the number of queries not responded is also high.
Paradoxically, Fig. 6(a) demonstrates that the increase in speed did not have significant influence after 2.5 m/s. It is important to observe, though, that the DSDV and AODV curves stabilized earlier than the DSR curve. Fig. 6(b) shows the time elapsed for a query-hit to happen after the query-send message was sent. Both DSDV and AODV protocols had similar behaviors and showed to be insensitive to the node speed, whereas DSR was very sensitive to the node speed.
DSR was the protocol which presented the highest number of hops and latency, when mobility was increased. The term hops suggests the average amount of hops for a query to reach an information source. Due to its source routing nature, in case nodes move at high speeds, a route generated might become outdated, even at the time when the packet is traversing the network from the source to the destination. As a result, more time and hops are consumed with routing. 
Network density
Concerning routing overhead, as shown in Fig. 7(a) , DSDV was badly affected by the increase in the number of the network nodes, as it requires periodic routing updates and broadcasting of triggered beacon messages. In contrast, this scenario modification did not influence the other two protocols, which indicated to scale gracefully. Curiously, this performance declination did not appear when the transmission range was extended.
The three protocols behaved equivalently for both number of nodes and transmission range variation with respect to connectivity among application peers. The protocols had their latency intensified for a denser network, as presented in Fig. 7(b) . Particularly, DSDV appears to be less scalable regarding this metric due to its routing overhead, as previously highlighted.
Regarding both number of queries not responded and network delivery rate, DSDV, DSR, and AODV performances were similar. The former protocol, despite producing more routing overhead, managed to maintain the same deliv- ery rate for a denser network. Fig. 8(a) shows the results obtained for the delivery rate.
In respect to path length, it was observed that this metric is very dependable on network density, as shown in Fig.  8(b) . The highest average of hops and forwarded packets was offered by DSR and DSDV protocols, for denser and less dense networks, respectively. The former result can be easily explained, as DSR does not take into account path optimality when routes are generated. The last, though, can be considered a positive result, since the others obtained nearly zero average hops. In other words, this result means that DSDV is the only protocol that really delivers packets and provides support to the P2P application layer in less dense scenarios. Regarding the curve shapes of the three protocols, a change in the behavior could be detected. At this point, the number of hops falls suddenly, as a consequence of the proximity of the desired information. That is, when the number of existent nodes in the network is higher, it is more likely that the required information is stored on a near or easily reachable node. Furthermore, when the transmission range is expanded, the packets predictably tend to arrive in the destination with less hops. Fig. 9(a) indicates that the DSR protocol needs more hops to find information than the others (nearly 2 times more hops than AODV, in the worst case), in agreement with the previously described results. Nevertheless, the shape of the curves is similar for the three protocols. When the network is populated with less instances of P2P applications, the desired information tends to be found in a fewer number of P2P hops. Also in this case, the amount of P2P neighbors of a peer is lower, since the number of reachable peers is lower as well. As a result, the network is likely to become partitioned, and in the rare cases in which the information is found, it will be located in one or two hops apart. The growth in the number of peers, by contrast, may expand the route lengths of the P2P application layer, allowing information to be found in a greater amount of P2P hops, and obviously the same for network hops. After a certain point in the increase of peers, the number of neighbors reached its maximum value and no more influence was detected.
Peers
All protocols were affected equivalently by the throughput. AODV was responsible for the best performance con- cerning routing overhead, while DSDV, as usual, generated more routing control packets. AODV also achieved better results respecting time. DSR, in contrast, presented the highest latency not only because it does not provide an optimal path, but also due to the fact that packets to be transmitted are held in its buffer until the path to destination is found.
Finally, Fig. 9 (b) presents the energy consumption. It is possible to observe that the shape of the curves for all the protocols evaluated was similar, considering the increasing of peers. AODV, however, provided less consumption (0.35 J less, approximately), since it possess the lower overhead.
Comparison between P2P and client/server applications
In this section a performance comparison between applications based on P2P and client/server paradigms is presented. The results concerning the client/server application were obtained mainly from [2] .
First, regarding mobility, P2P and client/server applications exhibit considerable differences. Unlike the client/server model, in which the shortest path was obtained by DSR and DSDV in the simulated application, AODV was the protocol that presented the best performance, delivering the queries with the lowest hops average. This result shows that the merge between hop-by-hop routing of DSDV and route-discovery of DSR is less affected by the mobility property when a P2P application is considered.
Second, in both paradigms DSDV demonstrated to have the highest and steadiest overhead. However, the discrepancy between it and the other protocols is higher with the P2P application execution. It happens due to the growth in the topology dynamism caused by this type of application. Many link breakages occur and, as a result, a great amount of update messages need to be triggered. Despite the fact that AODV still has more overhead than DSR, the separation between the performance of both has decreased 60% at most, comparing with the results of a client/server application.
In respect to the delivery rate, the network performance supporting a P2P application presented a worse result. With the increase in the amount of nodes, the rate achieved at most 80%, whereas in client/server applications, it was achieved nearly 100%.
The most interesting result, possibly, was obtained with the mobility variation. Contrary to the scenarios that run applications based on a client/server model, the results achieved in this work reveal that P2P applications are not suitable for low mobility scenarios. First of all, it is important to emphasize that this kind of distributed applications are built to function in high dynamic scenarios, so it is reasonable that they present a low performance in more stable scenarios. Furthermore, when a peer moves, despite being likely to lose physical connections in the ad hoc network level, it might not only maintain its P2P application links, but also establish others. And since the peers are highly dependable on their set of neighboring peers to communicate with the rest of the P2P application network, an increase in their amount of neighbors becomes an advantage.
Conclusion and future work
In the last few years, mobile ad hoc networks (MANETs) and peer-to-peer applications have started to be deployed, leading to a greater interest in the network community due to their distinct characteristics from traditional networks. Both MANETs and P2P applications have several points in common since they are based on the same model. Therefore, it is natural to study both MANETs and P2P applications together. In this paper we conducted a detailed study of a Gnutella-like application running over a MANET where three different routing protocols were considered. It is interesting to notice that each of the protocols that was analyzed performed well in some scenarios for some metrics yet had drawbacks in others. This conclusion shows the importance of identifying more precisely characteristics of the P2P application itself (workload, peer quantity) and characteristics of the network and mobile devices (mobility, network density) before committing to a particular protocol.
Future work will focus on improving performance of P2P applications over MANETs. Some of the strategies, which may be adopted are: modify existent ad hoc protocols or even propose other ones, use multicast protocols to disseminate information, and develop a middleware so that one layernetwork or application-can take better advantage of the services of the other layers.
