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The success of a security attack crucially depends on time: the more time available to the attacker,
the higher the probability of a successful attack. Formalisms such as Reliability block diagrams,
Reliability graphs and Attack Countermeasure trees provide quantitative information about attack
scenarios, but they are provably insufficient to model dependent actions which involve costs, skills,
and time. In this presentation, we extend the Attack Countermeasure trees with a notion of time;
inspired by the fact that there is a strong correlation between the amount of resources in which the
attacker invests (in this case time) and probability that an attacker succeeds. This allows for an
effective selection of countermeasures and rank them according to their resource consumption in
terms of costs/skills of installing them and effectiveness in preventing an attack.
1 Introduction
Attack trees [12] and its variants [5] are simple yet powerful formalisms to quantitatively express the
attack scenarios in a straight forward way. They have been studied extensively in the fields of risk
assessment [9], e-voting [7], critical infrastructures [3] and socio-technical security [10]. Based on tem-
poral attributes of the leaf nodes, Attack trees can be further classified as static or dynamic, both of
which can be further refined to take into only single parameters [6] [4] or multi parameters [8]. Static
analysis techniques are useful in providing answers such as “Given an attacker skill set and attempt, what
is the probability of attacker to succeed?” whereas dynamic analysis techniques can answer questions
such as “What is probability that an attacker succeeds with Probability of 0.8 in certain t units?”. They
can further be refined by adding defence trees [2] or countermeasure trees [11] where both attacker and
defender try to restrict the chances of success of each other.
This presentation involves Dynamic Attack Countermeasure trees (ACTs) which are dynamic attack
trees enriched with countermeasures. In this presentation we will focus on the inclusion of counter-
measures in dynamic ACTs with AND and OR gates. Further, we evaluate the case study as provided
in [11] using the ADT toolbox [6] as well as ATCalc, an extension of [1]. As first step we compute the
static probabilities by a single parameter bottom up analysis and then extend the model by defining the
temporal attributes of the basic attack steps (BAS) to investigate how the attack proceeds over time.
2 Dynamic Attack Countermeasure Trees
An Attack Countermeasure tree (ACT) can be seen as a directed acyclic graph. We formally represent
an ACT as a tuple (G,r,L) where:
• G is a directed acyclic graph, i.e G = (V,E) with V a set of all vertices and E a set of all edges
such that E = {(v,v′) | ∃v ∈V.v′ ∈ children(v)}.
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• r ∈V is the single top root of (V,E). It represents the attacker’s goal.
• L : V → Σ is a labelling function that assigns to each vertex an AT element, i.e Σ= (Gates∪Leafs)
where Gates = {AND,OR} is a set of logical gates such that for all L(v) ∈Gates, children(v) 6= /0
and Leafs = A j ∪Dm∪Mk is a set of basic events such that for all L(v) ∈ Leafs, children(v) = /0
where: (a) A j is the set of j attack events; (b) Dm is the set of m detection events; (c) Mk is the set
of k mitigation events.
To have a time dependent analysis of ACTs, we need to annotate the leaf nodes with two parameters:
(1) The probability of a successful execution of an attack step; (2) A random variable X that describes the
execution of an attack with respect to time. Due to the memoryless property of exponential distributions,
we define the CDF of the random variable X by:
P[X < t] = 1− e−λ t .
The eventual probability of success obtained in step (1) can be used to compute the parameter λ =
−ln(1−p)
t which defines the timed behaviour of an attacker. Note that since any CDF always approaches
1 by increasing the time bound t, this implies that an attacker always succeeds if he is given a sufficient
amount time.
2.1 Semantics of BAS and Gates
Basic Attack Step (BAS): A BAS is a basic step of an attacker or defender which interacts with a gate.
It is activated once it receives an activation signal from its parent node. After an exponential delay with
rate λ the BAS propagates a success signal to its parent. Note, that the initial activation signal is sent by
the top-level node at system start.
AND: An AND gate is a conjunction of events. Once it is activated by receiving an activation signal
from its parent, it activates its children from left to right. The gate sends out a success signal if all of its
attached children are successful.
OR: An OR gate is a disjunction of events. The activation is equal to the AND gate. The gate sends out
a success signal if any of its attached children is successful.
Countermeasures: Countermeasures are used to model the defender actions which are used to block
associated attack steps. They consist out of two basic events, i.e. detection and mitigation. The counter-
measure is activated on receiving the activation signal from the top node. Once it receives the activation
signal it activates only the detection event. After the detection event is successful after an exponential
delay by rate λ1, the countermeasure gate activates the mitigation event which in turn is successful after
an exponential delay by rate λ2. A countermeasure gate can be seen from either defender or attacker
perspective. From the defender perspective, a countermeasure gate is successful if both detection and
mitigation events are successful consecutively. An attacker is interested in an undetected and unmitigated
event and his motive is successful if the countermeasure gate fails.
3 Case Study and Interpretation of Results
Malicious Insider attack The ACT for the malicious insider attack (MIA) from [11] is depicted in
Figure 1. The MIA ACT has BAS as well as detection and mitigation events. The countermeasure gates
are represented by triangles. We conducted our case study by using the ADT toolbox [6] to compare the
results to [11] and ATCalc [1] to compute the attack probability over time.
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Figure 1: ACT of the malicious insider attack.
The result in Figure 2a is obtained by varying all the probabilities of an attack in the leaf nodes (Pleaf)
in the range of [0,1]. Figure 2a shows that with the countermeasures being in place, the probability of
an attack at the root node (Pgoal) first decreases with only detection measures (perfect mitigation) and
then increases with detection and mitigation measures in place (imperfect mitigation). Those results
are equal to the results obtained in [11]. To extend the case study, we consider now the probability of
an attack over a time frame of 10 hours. Figure 2b is obtained with different values for Pleaf, fixed at
[0.05,0.1,0.25]. The results obtained in Figure 2b shows that given an attacker ample time, it is sure that
he will eventually be able to reach the goal. Further, it is nicely observable how much more time an
attacker needs to reach his attack goal when the detection and mitigation is in place.
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4 Conclusion
We presented the inclusion of time in Attack Countermeasure trees and provided a case study to show
the applicability of this approach. This enables us to answer questions like: What is the probability
for an attacker to succeed given ′t′ time units by integrating new countermeasures? In future work we
consider shared attack scenarios as well as extend the dynamic ACTs with: (1) Sequential AND and
Sequential OR gates which can model the casual dependencies of attack steps, i.e. an attack can only
take place if attack steps are executed in a certain order; (2) Probabilistic gates which activates the BAS
and countermeasure events with discrete probabilities, i.e. attacks as well as countermeasures are only
executed with a certain probability.
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