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A combination of bivariate Chebyshev polynomials and two-dimensional block-pulse
functions are introduced and applied for approximating the numerical solution of two-
dimensional Fredholm integral equations. All calculations in this approach would be
easily implemented. The method has the advantage of reducing computational burden.
The convergence analysis is given. Some numerical examples are provided to illustrate the
accuracy and computational efficiency of the proposed method.
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4.0/).1. Introduction
Two-dimensional Fredholm integral equations appear in
mathematical modeling of various phenomena in physics and
engineering. By using potential theorem, three dimensional
Laplace's equation with boundary condition can be trans-
formed into two dimensional boundary integral equationwith
weakly singular kernel function (Kress, 1989). The two
dimensional images deblurring problem can be modeled as a
two dimensional integral equation with smooth kernel func-
tion (Chan and Ng, 1996; Rajan and Chaudhuri, 2003). The
transport equation is a linear case of the Boltzmann equation
with wide applications in physics and engineering. This(Z. JafariBehbahani).
i-Suef University.
ity. Production and hosti
licenses/by-nc-nd/4.0/).equation can be formulated as a two-dimensional Fredholm
integral equation (Kadem and Baleanu, 2012). The two-
dimensional Fredholm integral equation methods are devel-
oped and used for electromagnetic analysis, specifically for
antennas and radar scattering (Volakis and Sertel, 2012). In
linear case, these equations have the following form





kðs; t; x; yÞfðx; yÞdxdy; ðx; yÞ2D; (1)
where f(s,t) is an unknown scalar valued function defined on
D ¼ [0,T1]  [0,T2]. The functions k(s,t,x,y) and g(s,t) are given
functions defined onng by Elsevier B.V. This is an open access article under the CC BY-
b e n i - s u e f u n i v e r s i t y j o u r n a l o f b a s i c a n d a p p l i e d s c i e n c e s 4 ( 2 0 1 5 ) 1 3 4e1 4 1 135W ¼ fðs; t; x; yÞ : 0  x  s  T1;0  y  t  T2g;
and D, respectively (Atkinson, 1997; Delves and Mohammed,
1985). Since any finite interval [a,b] can be transformed to
[0,1] by linear maps, it is supposed that [0,T1] ¼ [0,T2] ¼ [0,1],
without any loss of generality.
In comparison to one-dimensional integral equations, few
numerical methods are known for approximating solution of
Eq. (1). Hanson and Phillips (1978) proposed numerical solu-
tion of two-dimensional integral equations using linear ele-
ments. Guoqiang and Jiong (2001) used extrapolation for
computing Nystr€om solution of two-dimensional nonlinear
Fredholm integral equations. Gaussian radial basis functions
was used for (1) by Alipanah and Esmaeili (2011). Some nu-
merical methods based on piecewise polynomial interpola-
tion was presented (Xie and Lin, 2009; Liang and Lin, 2010).
Maleknejad and Mahdiani (2011) used two-dimensional
block-pulse functions for solving mixed Volterra-Fredholm
integral equations and nonlinear two-dimensional integral
equations of the first kind (Maleknejad et al., 2010). Recently,
the direct approaches for estimating numerical solution of
two-dimensional Volterra-Fredholm and mixed integral
equations were proposed using triangular orthogonal func-
tions (Babolian et al., 2010; Maleknejad and JafariBehbahani,
2012).
In this paper, a new set of basis functions are constructed
by combination of bivariate Chebyshev polynomials and two-
dimensional block-pulse functions. A proposed name for
these functions may be two-dimensional hybrid Chebyshev
and block-pulse functions (2D-ChBPFs). Then solutions of
two-dimensional linear Fredholm integral equations are
computed approximately in a direct approach.
The proposed method, reduces a two-dimensional linear
Fredholm integral equation to a system of algebraic equa-
tions. High accuracy of Chebyshev polynomials in expansion
of functions leads to a good approximate solution for (1).
Moreover, essential properties of block-pulse functions is
due to setting up the algebraic system in a simple manner.
The uniform convergence analysis and accuracy estimation
of the method is presented. Finally, we check the proposed










; n  0:
They have several applications in approximation theory
and numerical analysis (Chihara, 1978). A set of Chebyshev
polynomials is an orthogonal set with respect to the weight
function wðtÞ ¼ 1ﬃﬃﬃﬃﬃﬃﬃ
1t2









p; i ¼ j ¼ 0;
p
2
; i ¼ j> 0;
0; isj:
They may be derived from the following recursive formulaT0ðtÞ ¼ 1;
T1ðtÞ ¼ t;
Tmþ1ðtÞ ¼ 2tTmðtÞ  Tm1ðtÞ; m ¼ 1; 2; 3;/:
In a two-dimensional case, we can consider the bivariate
Chebyshev polynomials on region [1,1]  [1,1] as
Ti;jðs; tÞ ¼ TiðsÞTjðtÞ; i; j  0; (2)
and any function f(s,t) defined on [1,1]  [1,1] can be












for arbitrary positive integers M1 and M2 (Hadizadeh and
Asgari, 2005). The coefficients aij may be computed as
ai;j ¼
<TiðsÞ; < fðs; tÞ;TjðtÞ> >
<TiðsÞ;TiðsÞ> <TjðtÞ;TjðtÞ> ; i; j ¼ 0; 1; 2;/;
where <,,,> denotes the inner product with respect to suit-
able weight function wðtÞ ¼ 1ﬃﬃﬃﬃﬃﬃﬃ
1t2
p or wðsÞ ¼ 1ﬃﬃﬃﬃﬃﬃﬃ
1s2
p .
On the other hand, in an (N1  N2)-set of two dimensional
block-pulse functions (2D-BPFs) on the region [0,1) [0,1), each
component is defined as















where n1 ¼ 1,2,/,N1 and n2 ¼ 1,2,/,N2, for arbitrary positive
integers N1 and N2 (Ganti, 1983). Some important properties
of 2D-BPFs such as disjointness, orthogonality, and
completeness are described in (Maleknejad et al., 2010; Ganti,
1983).3. Hybrid Chebyshev polynomials and 2D-
BPFs
In recent years, one-dimensional hybrid functions have been
investigated in several studies as basis functions to estimate
solutions of various equations.
Now, we can combine the bivariate Chebyshev poly-
nomials and two-dimensional block-pulse functions to
construct a new set of orthogonal functions over the region
[0,1)  [0,1) as















N1 denotes number of dissections of interval [0,1) over s
axis,
M1 denotes number of Chebyshev polynomials considered
for variable s,
N2 denotes number of dissections of interval [0,1) over t
axis,




m1 ¼ 0; 1;/;M1  1;
n2 ¼ 1;2;/;N2;
m2 ¼ 0; 1;/;M2  1:
Hence the region [0,1)  [0,1) is divided to (N1  N2)-sub-
regions and M1  M2 bivariate Chebyshev polynomials are
constructed on each of them. Throughout this paper, we as-
sume that n1, m1, n2, m2, N1, M1, N2 and M2 are the same as
those defined above. It is natural that we call the polynomials
in (3), two-dimensional hybrid of Chebyshev and block-pulse
functions (2D-ChBPFs). Some properties of 2D-ChBPFs, which
we need in future sections, are as follows.
i) The 2D-ChBPFs may be written as
bn1 ;m1 ;n2 ;m2 ðs; tÞ ¼ bsn1 ;m1 ðsÞ,btn2 ;m2 ðtÞ; (4)
wherebsn1 ;m1 ðsÞ ¼
8><
>:








btn2 ;m2 ðtÞ ¼
8><
>:







are the one-dimensional hybrid Chebyshev block-pulse
functions over variables s and t with respect to weight func-
tions wsn1 ðsÞ ¼ 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1ð2N1s2n1þ1Þ2




ii) It is obvious that 2D-ChBPFs defined on different sub-
regions are disjoint; that is, for possible choice of indices
we have
bp1 ;i1 ;q1 ;j1 ðs; tÞbp2 ;i2 ;q2 ;j2 ðs; tÞ ¼ 0; p1sp2 or q1sq2: (5);iii) The 2D-ChBPFs defined on (n1,n2)-th subregion of
[0,1)  [0,1) are orthogonal with respect to weight
function
Wn1 ;n2 ðs; tÞ ¼
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 ð2N1s 2n1 þ 1Þ2
q ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 ð2N2t 2n2 þ 1Þ2












and d denotes the Kronecker delta function.
iv) The 2D-ChBPFs defined on (n1,n2)-th subregion may be
simplified in the following M1M2-vector
Bn1 ;n2 ðs; tÞ ¼
2
664
bn1 ;0;n2 ;0; bn1 ;0;n2 ;1; /; bn1 ;0;n2 ;M21






























is an N1N2M1M2-vector concluding all of 2D-ChBPFs. In Eqs. (7)
and (8) the term (s,t) is canceled for convenience. It is simple to
verify that the function bn1 ;m1 ;n2 ;m2 ðs; tÞ is attached in k-th
component of vector B where
k ¼ ðn1  1ÞM1M2N2 þ ðn2  1ÞM1M2 þm1M2 þm2 þ 1: (9)4. Function expansion
A function f(s,t) defined on [0,1)  [0,1) may be expanded with









dn1 ;m1 ;n2 ;m2bn1 ;m1 ;n2 ;m2 ðs; tÞ;
¼ FT,Bðs; tÞ;
where B(s,t) is defined in (8) and the N1N2M1M2-vector F con-
tains the coefficients dn1 ;m1 ;n2 ;m2 with the same indices in B.
Under notation (9), orthogonality of 2D-ChBPFs implies that
Fk ¼ dn1 ;m1 ;n2 ;m2 ¼
<Bsn1 ;m1 ðsÞ; < fðs; tÞ;Btn2 ;m2 ðtÞ> >
<Bsn1 ;m1 ðsÞ;Bsn1 ;m1 ðsÞ> ,<Btn2 ;m2 ;Btn2 ;m2 >
;
(10)
in which <,,,> denotes the inner product with respect to
suitable weight functions usn1 ðsÞ or utn2 ðtÞ. Since






Bsn1 ;m1 ðsÞBsn1 ;m1 ðsÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 ð2N1s 2n1 þ 1Þ2
q ds ¼ lm1
2N1






Btn2 ;m2 ðtÞBtn2 ;m2 ðtÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 ð2N2t 2n2 þ 1Þ2











B@ Bsn1 ;m1 ðsÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ






fðs; tÞBtn2 ;m2 ðtÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ




for k ¼ 1,2,/,N1N2M1M2.
Furthermore, the expansion of function k(s,t,x,y) may be
written as
kðs; t; x; yÞ ¼ BTðs; tÞ,K,Bðx; yÞ; (11)











B@ Bsn1 ;m1 ðsÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ







B@ Btn2 ;m2 ðtÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ







B@ Bsp1 ;q1 ðxÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ





kðs; t; x; yÞBtp2 ;q2 ðyÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ











i ¼ ðn1  1ÞM1M2N2 þ ðn2  1ÞM1M2 þm1M2 þm2 þ 1;
j ¼ p1  1M1M2N2 þ p2  1M1M2 þ q1M2 þ q2 þ 1;
for n1,p1 ¼ 1,2,/,N1, n2,p2 ¼ 1,2,/,N2, m1,q1 ¼ 0,1,/,M11 and
m2,q2 ¼ 0,1,/,M21.5. Error analysis
In this section, we present the uniform convergence and ac-
curacy estimation of the presented method.
Theorem 1. Suppose that for the function f:[0,1]  [0,1]/R, the
partial derivatives vN1þ1fðs; tÞ=vsN1þ1 and vN2þ1fðs; tÞ=vtN2þ1 exist
and are continuous for all (s,t)2[0,1]  [0,1]. Then FT,B(s,t)
approximate f(s,t) with the following mean error bound
fðs; tÞ  FT,Bðs; tÞ









Proof. Using 2D-ChBPFs, the region [0,1]  [0,1] is divided into





	 n21N2 ; n2N2	 and the
function f(s,t) is approximated on each ones. Since FTB(s,t) is a
polynomial which approximate f(s,t) with minimum mean
error, we have
























Wn1 ;n2 ðs; tÞ
















Wn1 ;n2 ðs; tÞðfðs; tÞ  pðs; tÞÞ2dtds;
where p(s,t) is any interpolating polynomial of f(s,t) on In1 ;n2 at
Chebyshev's zeroes. In general, we have
















li;N1 ðsÞ, li;N1 ðsÞ are Lagrange's polynomial with
degree of N1(Atkinson, 1997). So this error bound for p(s,t) at
Chebyshev's zeroes gives














































































































b e n i - s u e f un i v e r s i t y j o u rn a l o f b a s i c a n d a p p l i e d s c i e n c e s 4 ( 2 0 1 5 ) 1 3 4e1 4 11386. Operational matrix for integration of
product vectors






BN1 ;N2 ðs; tÞ
3




B1;1ðs; tÞ,BT1;1ðs; tÞ 0 / 0
0 B2;2ðs; tÞ,BT2;2ðs; tÞ 1 «
« 1 1 0







Bðs; tÞ,BTðs; tÞdtdsyD; (12)





D1 0 / 0
0 D2 1 «
« 1 1 0
0 / 0 DN1N2
3
775: (13)
The components of each diagonal block matrices of D can









in which h¼ n1n2, r¼m1M2þ (m2þ 1), andm1,m2, n1 and n2 are
suitable indices.
Moreover, let Dsn1 be the following M1  M1 matrix






m1 ¼ 0; 1;/;M1  1;
n1 ¼ 1;2;/;N1; (14)










m2 ¼ 0;1;/;M2  1;
n2 ¼ 1;2;/;N2; (15)




Ds1 0 / 0
0 Ds2 1 «
« 1 1 0






Dt1 0 / 0
0 Dt2 1 «
« 1 1 0
0 / 0 DtN2
3
7775;
respectively (Tavassoli Kajani and Hadi Vencheh, 2005). Now,
the matrix D in Eq. (13) can be computed asD ¼ Ds5Dt;
where5 denotes the Kronecker block product defined for two
arbitrary blockmatrices P and Q bymultiplying each block of P















P15Q1 P15Q2 P25Q1 P25Q2
P15Q3 P15Q4 P25Q3 P25Q4
P35Q1 P35Q2 P45Q1 P45Q2
P35Q3 P35Q4 P45Q3 P45Q4
3
775; (16)
and 5 denotes the Kronecker product defined for two arbi-
trary matrices A and B as
A5B ¼ aijB: (17)
7. Solving 2D-Fredholm integral equations
In this section, we present an effective method for solving
two-dimensional Fredholm integral equation (2D-FIE) using
2D-ChBPFs.
Consider the following 2D-FIE





kðs; t; x; yÞfðx; yÞdxdy; (18)
by the method mentioned in previous section, we can
approximate functions f(s,t), g(s,t) and k(s,t,x,y) as follows
fðs; tÞyFT,Bðs; tÞ ¼ BTðs; tÞ,F;
gðs; tÞyGT,Bðs; tÞ ¼ BTðs; tÞ,G;
kðs; t; x; yÞyBTðs; tÞ,K,Bðx; yÞ;
(19)
where B(s,t) is defined in (8), andN1N2M1M2-vectors F andG are
2D-ChBPFs coefficients of f(s,t) and g(s,t), respectively. The
(N1N2M1M2  N1N2M1M2)-matrix K is 2D-ChBPFs coefficients of
k(s,t,x,y).



















with D defined in (13).
b e n i - s u e f u n i v e r s i t y j o u r n a l o f b a s i c a n d a p p l i e d s c i e n c e s 4 ( 2 0 1 5 ) 1 3 4e1 4 1 139Substituting (19) and (20) in (18) and replacing y with ¼,
follow
BTðs; tÞ,F ¼ BTðs; tÞ,Gþ BTðs; tÞ,K,D,F;
or
ðI K,DÞF ¼ G: (21)
Eq. (21) is a linear system of N1N2M1M2 algebraic equations.
N1N2M1M2 components of F are unknown, and can be obtained
by solving this system. Hence, an approximate solution
fðs; tÞyFT,Bðs; tÞ; (22)
can be computed for Eq. (18).8. Numerical examples
The method presented in this paper is applied to some ex-
amples. In first example, the construction ofmatrices K andD,
and vector G is illustrated. In second example, the error in
each subregion is computed for various N1,N2 by
en1 ;n2 ¼





















where f(s,t) and f n1 ;n2 ðs; tÞ are the exact and approximate so-
lutions of the integral equation, respectively. So the total error










In the third example, our results are compared with the
exact solutions by calculating the following error functionTable 1 e The numerical results for example 2.
M1,M2 N1,N2 en1 ;n2
3,3 2,2 n2 ¼ 1
n1 ¼ 1 0.028996
n1 ¼ 2 0.048706
3,3 3,3 n2 ¼ 1
n1 ¼ 1 0.007184
n1 ¼ 2 0.010026
n1 ¼ 3 0.013993
3,3 4,4 n2 ¼ 1
n1 ¼ 1 0.002776
n1 ¼ 2 0.003565
n1 ¼ 3 0.004577
n1 ¼ 4 0.005877
 n1  1N1  s<
n1
N1
;egridsðs; tÞ ¼ 







The values of egrids(s,t) over the set
Dgrids ¼ fð0:0; 0:0Þ; ð0:1;0:1Þ; ð0:2; 0:2Þ;/; ð1:0;1:0Þg;
are computed for different values of M1, M2, N1 and N2, and
collected in Table 2.
Moreover, the values of egrids(s,t) over the region [0,1]  [0,1]
for examples 2 and 3 are displayed respectively in Figs. 1e2,
with M1 ¼ M2 ¼ 3 and N1 ¼ N2 ¼ 4.
The elements of matrix K and vector G in (21), that is
defined by an integral, may be computed numerically by any
quadratures. In examples 2 and 3, we applied three-point
Gauss-Chebyshev formula for these purpose.
The computations associated with the examples were
performed using Matlab 7.0 software on a personal computer.
Example 1. Consider the following linear Fredholm integral
equation










6stþ 2t 3sþ 62
9
; 0  s<1
2
; 0  t  1;





 s  1;0  t  1;
0; otherwise;




stþ 2t 3s; 0  s<1
2
; 0  t  1;
3stþ tþ 5s 4; 1
2
 s  1;0  t  1;
0; otherwise:












0.007547 0.009690 0.012442 0.027343
Table 2 e The numerical results for example 3.
egrids(s,t)
(s,t) Case (I) M1 ¼ M2 ¼ 3 N1 ¼ N2 ¼ 3 Case (II) M1 ¼ M2 ¼ 3 N1 ¼ N2 ¼ 4 Case (III) M1 ¼ M2 ¼ 4 N1 ¼ N2 ¼ 3
(0.0,0.0) 0.031497 0.180050 0.204282
(0.1,0.1) 0.007197 0.002258 0.035219
(0.2,0.2) 0.001473 0.005499 0.234782
(0.3,0.3) 0.013315 0.004242 0.178137
(0.4,0.4) 0.004517 0.001486 0.215088
(0.5,0.5) 0.004902 0.004843 0.067356
(0.6,0.6) 0.003704 0.003129 0.343651
(0.7,0.7) 0.004753 0.003830 0.147908
(0.8,0.8) 0.008120 0.004723 0.268182
(0.9,0.9) 0.018734 0.005821 0.285071
(1.0,1.0) 0.018734 0.011023 0.470217
b e n i - s u e f un i v e r s i t y j o u rn a l o f b a s i c a n d a p p l i e d s c i e n c e s 4 ( 2 0 1 5 ) 1 3 4e1 4 1140K ¼
2
66666666664
1 2 2 2 5 6 2 2
1 0 0 0 1 0 0 0
1 0 0 0 1 0 0 0
1 0 0 0 1 0 0 0
1 2 2 2 3 6 2 2
3 0 0 0 3 0 0 0
1 0 0 0 1 0 0 0





















0 0 0 0






































Solving linear system (21), the unknown vector F
obtained as:Fig. 1 e The error function graph for example 2.F ¼ 1
8
½3 9 5 1 11 13 13 3 T;
which is expansion coefficients of the exact solution of Eq.
(25).
Example 2. For the following Fredholm integral equation





eðsþtþxþyÞfðx; yÞdydx; 0  s; t  1;
where g(s,t) ¼ 2es þ t þ 2es þ t þ 4, with the exact solution
f(s,t) ¼ es þ t, the values of etotal(s,t) and en1 ;n2 ðs; tÞ forM1 ¼M2 ¼ 3
and variousN1 andN2 are shown in Table 1. In Fig. 1, the graph
of egrids over the region [0,1]  [0,1] is illustrated.
Example 3. Consider the following Fredholm integral
equation,







cosðsþ tþ xþ yÞfðx; yÞdydx;
where (s,t)2[0,1]  [0,1] and gðs; tÞ ¼ 13 cosðsþ tþ 4Þ
23 cosðsþ tþ 2Þ, with the exact solution f(s,t) ¼ cos(s þ t). The
values of egrids(s,t) over the set Dgrids are shown in Table 2 for
three cases.9. Comments on the results
In this approach, the hybrid bivariate Chebyshev polynomials
and two-dimensional block-pulse functions are used toFig. 2 e The error function graph for example 3.
b e n i - s u e f u n i v e r s i t y j o u r n a l o f b a s i c a n d a p p l i e d s c i e n c e s 4 ( 2 0 1 5 ) 1 3 4e1 4 1 141reduce a 2D Fredholm integral equation to a system of alge-
braic equations without applying any projection method.
Its accuracy and applicability were checked on three ex-
amples. Since the integral equation in example 1 was selected
by polynomials kernel and known terms, the accurate solu-
tion was obtained by suitable choice of M1 and M2. Thus, the
suggested method is accurate for this types of integral
equations.
In example 3, three choices of M1, M2, N1 and N2 are
compared. In case (I) we chooseM1¼M2¼ 3 andN1¼N2¼ 3. In
case (II) the values of N1 and N2 are increased by one without
changing M1 and M2. Instead of case (I), the values of M1 and
M2 are increased by one in case (III). The comparison of nu-
merical results in cases (I) and (III) shows that increasing
number of Chebyshev polynomials in each subregions doesn't
lead to lower errors. It may happen due to errors obtained
from computing the elements of matrix K and vector G in (21)
by quadrature rules, or other computational errors. But, in
case (II), increasing number of subregions obtained lower
error than case (I). The fact that the dimensions of algebraic
systems in case (II) and (III) are equal, illustrates the efficiency
of method.
As shown in the examples, the powerful properties of
Chebyshev polynomials, and simplicity of block-pulse func-
tions, obtained more accurate solutions. Since the setting up
of algebraic system (21) is simple, the suggested method can
be used in practical cases easily. Furthermore, the current
method can be run with increasing nubmer of parameters
until the results settle down to an appropriate accuracy.r e f e r e n c e s
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