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Abstract In this paper, we investigate the per-
formance of a Soft-Input soft-Output decoding algo-
rithm for LDPC codes that uses Euclidean distance 
as its metric, in the Rayleigh fading channel. It is 
found that its Bit Error Rate performance is close to 
that of traditional decoding algorithms like the Sum-
Product algorithm and its logarithmic version. Main 
characteristics of the proposed algorithm and its 
modification to perform over the Rayleigh channel 
are described. This algorithm uses squared Euclide-
an distance as the metric, does not require 
knowledge of the signal-to-noise ratio of the received 
signal, and is less complex to implement than other 
soft-input, soft-output algorithms. 
Keywords LDPC codes, Rayleigh Channel, 
Soft Distance decoding.
I. INTRODUCTION 
Low-density parity-check (LDPC) codes (MacKay and 
Neal, 1997; MacKay, 1999) have become one of the 
most interesting options among block error-correcting 
codes when a high Bit Error Rate (BER) performance is 
desired. It is known that by using message passing de-
coding algorithms, like the classic Sum-product (SP) or 
its logarithmic version, called LogSP, or the proposed 
Simplified Soft Distance (SSD) decoding algorithm, 
which is based on Euclidean Distance metric (Farrell 
and Castiñeira Moreira, 2009; Castiñeira Moreira and 
Farrell, 2008) irregular (LDPC) codes can achieve relia-
ble transmission at signal-to-noise ratios (SNR) ex-
tremely close to the Shannon limit, on the additive white 
Gaussian noise (AWGN) channel. They outperform tur-
bo codes of the same block size and code rate (Mac- 
Kay and Neal, 1997; MacKay, 1999; How et al., 2001). 
LDPC codes have certain advantages, such as simple 
descriptions of their code structure and fully paralleliza-
ble decoding implementations (How et al., 2001). 
However, their potential as capacity achieving codes 
for other channels, has not been completely established 
yet. Preliminary results are available which suggest that 
they can achieve capacity for a wide range of channels. 
In How et al. (2001) irregular LDPC codes of large 
lengths were analyzed in a flat uncorrelated Rayleigh 
fading channel. The channel model assumed in How et
al. (2001), was a slow (large coherence time) frequency 
non-selective (flat) Rayleigh fading channel. It is shown 
that LDPC codes have also an excellent BER perfor-
mance over the Rayleigh Channel. 
We want to study the performance of a decoding al-
gorithm for LDPC codes that operates with iterative in-
terchange of information like the SP algorithm, but uti-
lizes soft distance as its metric. The proposed algorithm 
uses an antilog-sum as its main operation for performing 
the interchange of information characteristic of an itera-
tive Soft-Input Soft-Output (SISO) decoding algorithm 
for LDPC codes. We adopt the Rayleigh channel model 
used in How et al. (2001), that is, a slow memory-less 
frequency non-selective (flat) Rayleigh fading channel 
with channel state information (CSI). The channel dy-
namics are explicitly taken into account by considering 
a block-independent fading model. 
II. BINARY LDPC CODES 
LDPC codes belong to a very efficient class of linear 
block codes. They are constructed by designing a sparse 
(few nonzero elements scattered among rows and col-
umns) parity check matrix related to a generator matrix 
G , which is used to encode a message vector m with k
elements in a code word c=G .m, with n elements. 
Any word belonging to the code satisfies the syn-
drome condition: H.c=0 . This matrix satisfies certain 
conditions that provide optimum performance in terms 
of BER (MacKay and Neal, 1997; MacKay, 1999). 
Binary LDPC codes operate with message and 
codeword vectors defined over the binary field, so that 
their components belong to the discrete alphabet {0,1}. 
Digital transmission has the best performance if po-
lar format is adopted, i.e. bits are transmitted by sending 
signals from the discrete alphabet {-1,1}. Then, 
codeword c is sent through the channel as a signal s,
where it is affected by the presence of noise and by mul-
tipath fading. The aim of the decoding algorithm is to 
find the vector d, considered as an estimation of the 
transmitted vector, able to satisfy the condition H.d=0.
The LDPC SP decoding algorithm described in 
MacKay and Neal (1997) and MacKay (1999) operates 
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over a given bipartite graph (MacKay and Neal, 1997) 
and makes an estimation of the A Posteriori Probability 
(APP) of each symbol as a function of the received 
symbol, and the properties of the channel. In this sense, 
the traditional decoding algorithm requires from the 
knowledge of the signal-to-noise ratio present at the 
channel. The proposed SSD algorithm also operates 
over a given bipartite graph associated with the LDPC 
code, but it does not require from the knowledge of the 
signal-to-noise ratio. 
In this paper we present simulation results of the 
BER performance over the Rayleigh fading channel of 
two LDPC codes, the CLDPC(2560,1280) LDPC code, 
and the CLDPC(204,102), whose construction details can 
be found in Gallager (2012). 
III. CHARACTERISTICS OF THE RAYLEIGH 
FADING CHANNEL 
In this paper the channel under study is the Rayleigh 
fading channel. Medium and large size LDPC codes are 
decoded using both the LogSP algorithm, and the SSD 
algorithm. 
Rayleigh fading is due to multipath reception. The 
mobile antenna receives a large number N of waves re-
flected by obstacles. Due to cancellation effects, the re-
ceived instantaneous power is defined as a random vari-
able. In these environments, it is reasonable to think that 
when an impulse signal is transmitted, a pulse train is 
received. 
Since there are multiple propagation paths, an atten-
uation factor Dn(t) can be associated with each one of 
them. There is also a time delay Wn(t).  Both parameters 
are time dependent because in general terms the channel 
is time varying.  
The transmitted signal can be represented as: 
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where sb(t) is the baseband signal and fc is the carrier 
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The baseband equivalent of the received signal is 
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where Tn(t)=2SfcWn(t) is the phase of the n-th path.  Thus, 
the baseband impulse response is: 
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The phase related with each path can change in 2S radi-
ans when the delay varies 1/fc. The wavelength associat-
ed with this frequency is much smaller than the distance 
between devices, so it is reasonable to assume that the 
phase is a random variable with uniform distribution be-
tween 0 and 2S. We also assume that the phases of each 
path are independent, so that: 
STS
S
T dd 
2
1)(p . (6) 
On the other hand, if the number of multiple paths is 
large, we can apply the Central Limit Theorem: each 
path can be modeled as a complex random Gaussian 
variable with circular symmetry with time as a variable. 
This model is known as Rayleigh fading channel. 
The channel can be modeled as a circularly symmet-
ric complex Gaussian random variable that is of the 
form (Tse and Viswanath, 2005): 
ImRe DDD j , (7) 
where real and imaginary parts are zero mean independ-
ent and identically distributed (iid) Gaussian random 
variables with zero mean and variance V2. It is reasona-
ble to suppose that the magnitude of this variable has a 
Rayleigh distribution for environments with multiple re-
flectors. 
The magnitude D is a vector of normalized Rayleigh 
fading factors with E(D2)=1 and probability density 
function (pdf): 
2
2)( DDD  eP . (8) 
The above description corresponds to he Rayleigh fad-
ing channel model. A detailed description of this model 
can be seen in Tse and Viswanath (2005). 
A given coderword c is generated by the LDPC en-
coder and then transmitted as a signal s over the Ray-
leigh channel using BPSK modulation. The signal is af-
fected by the random gain and noise present in this 
channel, and is received as: 
nĮ.sy  . (9) 
where y is the received vector, Į is the normalized Ray-
leigh fading vector, s is the transmitted signal vector and 
n is a Gaussian random variable vector, with zero mean 
and variance V2. The product Į.s is the element-wise 
multiplication between Į and s, and it represents the op-
eration described in Eq. (4). Vectors y, Į, s, Į.s and n
are all of n components. 
If the channel scale factor D is known, we operate 
as with CSI, and a process can be done at the receiver, 
which consists on performing a compensation of the 
random gain of the channel, known as gain compensa-
tion, by dividing each received symbol by D:
nsĮnĮ.sĮyr ~/)(/    . (10) 
In Eq. (10), the received vector r=y/Į is the element -
wise division of y by Į, and ñ is scaled additive noise, 
taking into account channel coefficients. All vectors in 
Eq. (10) are of n components. 
The independent and identically distributed (i.i.d) 
fading model is a widely used assumption for frequency 
nonselective wireless channels. The simulated scheme 
operates using CSI. At the receiver, availability of the 
CSI will improve the probability of error (Hall, 1996). 
IV. A BRIEF DESCRIPTION OF A SOFT 
DISTANCE ITERATIVE DECODING 
ALGORITHM 
The soft distance (SD) algorithm (Castiñeira Moreira 
and Farrell, 2008) is an iterative decoding algorithm that 
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operates over the factor (Tanner) graph (MacKay and 
Neal, 1997; MacKay, 1999) of a binary low-density par-
ity-check (LDPC) error-correcting code. As usual, the 
graph has n symbol nodes and m parity nodes, with edg-
es, as defined by the parity-check matrix of the code, 
connecting the symbol and parity nodes. The SD algo-
rithm uses Soft distance metric information, which is 
passed from symbol nodes to parity nodes (the horizon-
tal step in the algorithm), and then from parity nodes to 
symbol nodes (the vertical step), in an iterative manner. 
Assuming the transmission of coded binary infor-
mation c=(c1    c2 … cj …  … cn ) in normalized polar 
format with signals of amplitudes r1, and for a received 
vector r=(r1    r2 … rj …  … rn ), which has been previ-
ously gain adjusted since we lie on CSI, we calculate 
the vectors: 
    njrjdrjd jj ,...,2,1,1)(,1)( 221220    DD .(11) 
These first soft estimates of the code symbols are used 
to initialize the algorithm by setting the following coef-
ficients qij0 and qij1 at each symbol node: 
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These are then passed to the parity-check nodes (first 
horizontal step) connected to each symbol node, where 
the following coefficients are computed: 
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Here N(i)\j is the set of indexes of the symbol nodes 
connected to the parity node hi, excluding the symbol 
node sj . The inner summations add together the q values 
corresponding to all the possible 0-state or 1-state con-
figurations of the N(i)\j code symbols connected to pari-
ty check node hi, and the negative antilogs of these coef-
ficient sums are then added in the outer summation.  
Coefficients rij0 and rij1 are then passed back (first verti-
cal step) to symbol node sj. At each symbol node sj the 
initial values of qij0 and qij1 are added to the r values 
passed from each node connected to it, to form a second 
symbol estimate at each node: 
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Here M(j)\i is the set of indexes of all the parity nodes 
connected to the symbol node sj , excluding parity node 
hi. These horizontal and vertical steps are then iterated 
an appropriate number of times to give a final estimate 
for each received symbol, given by: 
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A. Simplified Soft-distance decoding algorithm 
Figure 1. An example the bipartite graph of a LDPC code 
CLDPC (12,4) and calculation procedure of the horizontal (dark 
line) and vertical (dotted line) steps. 
The Sof-Distance Decoding algorithm summarized in 
the previous section can be simplified, in order to signif-
icantly reduce its implementation complexity. 
The simplification procedure aims to reduce the 
complexity associated to determining the number of 
state configurations required to calculate the expressions 
in Eq. (13). This problem can be controlled by adapting 
a technique originally proposed in MacKay and Neal 
(1997). This involves working with sums and differ-
ences of distance antilogs, as the following expressions 
for the horizontal step indicate. We define: 
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where b is the base of the exponential or logarithmic 
expression and: 
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The simplification procedure consists on the use of log-
arithmic operations that are applied to the involved 
quantities. In this procedure, a logarithm of a sum of 
terms is solved by using a simplifying expression. Thus, 
for the case C=A+B, C=bJ, A=bD, B=bE, then bJ= bD+ bE
and:
  ),(),max(1log),max( EDEDEDJ DE    fbb .(19) 
For the case C=A-B  
  ),(),max(1log),max( EDEDEDJ DE    fbb .(20) 
In an implementation typically developed using pro-
grammable logic like Field Programmable Gate Arrays 
(FPGA), which follows the procedure shown in Table 1, 
expressions of the form: 
   ,1log),(,1log),( DEDE EDED    bfbf bb (21) 
are finally calculated by means of look-up tables. 
In this simplification procedure, working with the 
sums and differences of the distance antilogs helps to 
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reduce overflow and underflow problems, but overflow 
problems still remain when using a relatively large 
number of decoding iterations. In order to avoid this, Rijx
values are normalized in the following way at the end of 
each iteration: 
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The above are the main steps in the simplification of the 
SD algorithm, which leads to the Simplified Soft-
Distance (SSD) algorithm. We will apply this algorithm 
to LDPC codes operating over the Rayleigh fading 
channel. Further details of the simplification procedure 
and of programmable logic implementation for the 
Aditive White Gaussian Channel can be found in 
Arnone et al. (2009). Table 1 describes steps of the SSD 
algorithm. 
V. SIMULATION RESULTS 
Figure 2 shows simulation results obtained for LDPC 
codes operating over the Rayleigh fading channel. The 
LDPC code CLDPC(2560,1280) (Gallager, 2012) is de-
coded using either the proposed SSD algorithm or the 
LogSP algorithm, with 16 iterations. Additional simula-
tions were done for a shorter LDPC code, the
CLDPC(204,102) code (Gallager, 2012), decoded using 
either the proposed SSD algorithm or the LogSP algo-
rithm with 16 iterations. 
Simulation of the LDPC code CLDPC(2560,1280) is 
done by transmitting 5000 codewords of length 2560, 
which correspond to messages of length 1280. At ap-
proximately 5.5 dB, the decoding using the SSD algo-
rithm presents zero error in this transmitted block, thus 
the corresponding value of BER does not appear in Fig. 
2. Simulation of the LDPC code CLDPC(204,102) is done 
by transmitting 30000 codewords of length 204, which 
correspond to messages of length 102. At approximately 
9.0 dB, the decoding using the SSD algorithm presents 
zero error in this transmitted block, thus the correspond-
ing value of BER does not appear in Fig. 2. As it is 
seen, the BER performance of the proposed SSD decod-
ing algorithm is the same as that of the LogSP algo-
rithm, over the Rayleigh fading channel. In addition, the 
SSD algorithm has a slight lower complexity than the 
LogSP algorithm and does not require the knowledge of 
the signal-to-noise ratio of the channel. 
Decoding complexity of the SSD algorithm can be 
seen in Farrell et al. (2011). 
VI. CONCLUSIONS 
In this paper a squared Euclidean distance SISO decoder 
has been applied to the decoding of LDPC codes operat-
ing over the Rayleigh fading channel. The proposed al-
gorithm is used in its simplified version, called Simpli-
fied Soft Distance (SSD) algorithm. It is seen that there 
is no BER performance degradation of the proposed al-
gorithm with respect to classic decoding algorithms like 
the SP, or its logarithmic (simplified) version, called 
LogSP algorithm. The proposed SSD algorithm per-
forms very well in channels like the AWGN channel 
and the Rayleigh channel, and it offers an even lower  
Table 1. Steps of the Simplified Soft-Distance algorithm. 
Figure 2: BER performance of LDPC codes over a Rayleigh 
fading channel decoding with either the LogSP algorithm or 
the SSD algorithm. 
complexity than the logarithmic version of the SP algo-
rithm (LogSP), but with essentially identical perfor-
mance. In addition to a lower complexity, the SSD algo-
rithm presents another important advantage that is to not 
requiring an estimate of the channel SNR, as it happens 
to the SP algorithm for having its best performance.  
Therefore the SDD algorithm appears to be a very 
suitable Euclidean metric SISO iterative decoding algo-
rithm for LDPC codes, and for use in a wide range of 
practical applications and channels. 
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