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Abstract
Healthcare is one of the key fields that works quite strongly with advanced ana-
lytical techniques for prediction of diseases and risks. Data being the most impor-
tant asset in recent times, a huge amount of health data is being collected, thanks 
to the recent advancements of IoT, smart healthcare, etc. But the focal objective lies 
in making sense of that data and to obtain knowledge, using intelligent analytics. 
Nonlinear systems find use specifically in this field, working closely with health 
data. Using advanced methods of machine learning and computational intelligence, 
nonlinear analysis performs a key role in analyzing the enormous amount of data, 
aimed at finding important patterns and predicting diseases. Especially in the field 
of smart healthcare, this chapter explores some aspects of nonlinear systems in 
predictive analytics, providing a holistic view of the field as well as some examples 
to illustrate such intelligent systems toward disease prediction.
Keywords: nonlinear systems, healthcare, artificial intelligence, computational 
intelligence, machine learning, predictive analytics, chronic disease, cancer, 
cardiometabolic disease, Parkinson’s disease
1. Introduction
“Prevention is better than cure” 
                                                   —Desiderius Erasmus
A nonlinear system is a system in which the change of the output is not 
proportional to the change of the input [1–3]. Especially in the field of health-
care, most of the health systems being inherently nonlinear in nature, nonlinear 
systems are of special interest to researchers hailing from multidisciplinary 
areas. Nonlinear dynamical systems, describing changes in variables over time, 
may appear chaotic, unpredictable, or counterintuitive, contrasting with much 
simpler linear systems. Nonlinear modeling still has not been able to explain all 
of the complexity present in human systems, and further models still need to be 
refined and developed. However, nonlinear modeling is helping to explain some 
system behaviors that linear systems cannot and thus will augment our under-
standing of the nature of complex dynamic systems within the human body in 
health and in disease states [4].
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The delivery of healthcare is a complex endeavor at both individual and popu-
lation levels. At the clinical level, the tailored provision of care to individuals is 
guided, in part, by medical history, examination, vital signs and evidence. In the 
twenty-first century these traditional tenets have been supplemented by a focus 
on learning, metrics and quality improvement. The collection and analysis of data 
of good quality are critical to improvements in the effectiveness and efficiency of 
health care delivery [5]. This is also catalyzed by the boost in the field of eHealth 
across the world. eHealth is emerging as a promising vehicle to address the limited 
capacity of the health care system to provide health behavior change and chronic 
disease management interventions. The field of eHealth holds promise for support-
ing and enabling health behavior change and the prevention and management of 
chronic disease [6].
With a global increase in the adoption of Electronic Health Records (EHRs) 
[7–12], the volume and complexity of the data generated increases in all dimen-
sions. In addition to the EHR-sourced patient data, the additional data available 
from other sources like the data about medical conditions, underlying genetics, 
medications, and treatment approaches is humongous. But human cognition to 
learn, understand, and process the data being finite [13], the traditional medical 
methods of analysis does not stand always to be the most efficient. Thus, computer-
assisted methods to organize, interpret, and recognize patterns from these data are 
needed [14].
In the recent years, the underlying value of data is unfolding like never before 
and newer systems are being developed concentrating on the data analysis to make 
sense of the data. Especially in the field of healthcare, the aspect of intelligent 
data analytics is one of the most trending topics worldwide. One of the focal areas 
where such analyses have been applied is in the field of chronic diseases. By 2020, 
chronic diseases are expected to contribute to 73% of all deaths worldwide and 60% 
of the global burden of disease. Moreover, 79% of the deaths attributed to these 
diseases occur in the developing countries. Four of the most prominent chronic 
diseases—cardiovascular diseases (CVD), cancer, chronic obstructive pulmonary 
disease and type 2 diabetes are linked by common and preventable biological risk 
factors, notably high blood pressure, high blood cholesterol and overweight, and by 
related major behavioral risk factors. Action to prevent these major chronic diseases 
should focus on controlling these and other key risk factors in a well-integrated 
manner [15]. Apart from the chronic diseases, a key area where nonlinear models 
are applied from the perspective of intelligent prediction is human movement and 
locomotion. This leads to topics like fall detection, abnormal gait detection and 
diseases like Parkinson’s. The outreach of intelligent prediction is spread to wider 
domains like transplantations [16], for example, to predict the success of a liver 
transplant by analyzing all the relevant health parameters.
Moreover, with the recent trends of smart sensors and eHealth devices powered 
by the Internet of Things (IoT), the data acquired is more comprehensive and 
detailed. Both prediction and prevention systems in this case usually use some 
fundamental steps in common, like collection of data from sensors and its analysis, 
followed by computing the risk and other possibilities [17]. The entire pool of data 
originating from this field is mostly nonlinear, invoking the need for the develop-
ment of nonlinear analysis and predictive models.
Exploring the possible actions toward prevention of the chronic diseases, the key 
challenge lies in early detection of the diseases. Most of these diseases do not exhibit 
clearly identifiable signs at the early stage. This leads to harvesting the possibility of 
early detection of these diseases using artificial intelligence (AI). From the perspec-
tive of data science, the fundamental and most valuable resource in this aspect is 
the health data.
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The health data holds immense potential for detailed analyses towards the early 
detection and prediction of diseases. The prediction of diseases using computa-
tional intelligence is multilevel. Most of the health systems being inherently nonlin-
ear in nature, it provides an enormous opportunity to analyze those intricate details 
of the health systems while searching for the traits or early signals of diseases. On 
the other hand, given that the importance of health data (mostly the superficially 
and non-invasively obtained behavioral, physiological and metabolic health data) 
is quite crucial, a huge opportunity lies on the aspect of analysis of this health data 
toward the prediction of diseases. The computational aspect of disease prediction 
is also multifold, including aspects of data analysis, signal and image processing 
and other fields. However, this chapter is focused to the aspect of data analytics and 
computational intelligence, highlighting the key aspects of the health data of people 
pertaining to nonlinear systems, discussing the field of machine learning and intel-
ligence toward the prediction of diseases.
2. Data modeling in healthcare toward predictive analysis
“Data is the new oil. It’s valuable, but if unrefined it cannot really be used.” 
       —Clive Humby
The backbone of the intelligent prediction systems in healthcare is the data. 
Thanks to the skyrocketing advancements in data collection strategies and tools, 
it estimates a yearly growth of 48% [18] with projected growth rate to more than 
2000 exabytes by 2020 [19]. On one hand, this poses an enormous challenge to 
handle this data. But on the other hand, this also keeps the potential in performing 
detailed analysis toward interesting insights. To understand the health data from a 
holistic view, the attributes like volume, variety, velocity, and veracity need to be 
considered, to decipher its value. This implies that on a larger scale, handling the 
health data as big data is inevitable. The first part is making this data suitable for 
analysis. About 80% of the world’s healthcare data being unstructured [20], it poses 
a huge challenge for the data preprocessing. Health data obtained from multiple 
sources often lack seriously in the aspect of interoperability or uniformity to model 
and process together. Even with the rise of EHRs, a major challenge lies in normaliz-
ing the data and making it suitable for modeling. With a lot of heterogeneous smart 
eHealth devices and components of IoT, tying the data together stands extremely 
difficult. For this reason, several EHR management system are being designed 
recently considering the data models and the aspect of preprocessing; thus, the 
EHRs are collected in such a way that fits the data models or facilitates the same. An 
inclusive data preprocessing system holds immense potential to support the aspect 
of health data modeling from a comprehensive perspective. Especially in the case of 
nonlinear systems, the aspect of data modeling is critical for processing enormous 
health data. Badly constructed data models not only skew the results but may also 
produce erroneous insights appearing to be correct.
The traditional way modeling the health data includes the field of data 
mining, with the aspects of knowledge discovery in databases (KDD) and explor-
atory data analysis (EDA). Most of these old KDD techniques visualize data from 
a perspective of database, looking for interesting knowledge in the data from a 
high-level point of view. These techniques provide better view to the data and 
especially in the field of healthcare, is often quite useful in analyzing patterns in 
large health datasets. However, specifically in the area of prediction of diseases 
and risks, recent systems are focused toward predictive models to perform a 
more formal, scalable and more efficient analysis and prediction. Comparing 
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with the traditional data mining models, these predictive models are made in a 
tailored-approach, mostly dedicated to a specific goal (for example, prediction of 
cardiovascular diseases). Often, such models also involve machine learning and 
computational intelligence for the aspect of analysis and prediction.
One of the most crucial tasks in this respect is to identify the mathematical 
model of a system from measurements of the system inputs and outputs. Especially 
in the field of disease and risk prediction, the data handled is mostly multidimen-
sional. Keeping the focus toward nonlinear modeling, the first check is of course 
the identification of the data model, if it is a linear model or a nonlinear one. This is 
usually done using the superposition principle (properties of additivity and homo-
geneity). However, in some cases for finding the pattern in the health data, linear 
models do count useful. A more crude but common approach is to start with a linear 
model. After the initial tests to check the suitability of the linear model, which if 
turns out not good enough, leads to the replacement by a nonlinear approach to 
model the system.
Among several nonlinear models used in analyzing health data especially aimed 
at intelligent disease prediction, methods like nonlinear regression, clustering, 
decision trees, nonlinear support vector machines (SVMs), and artificial neural 
networks (ANNs) are quite profuse in recent times within the field of predictive 
medical analytics. For example, in nonlinear regression, the observational health 
data is modeled by a function which is a nonlinear combination of the model 
parameters and depends on one or more independent variables. The data is fitted 
by a method of successive approximations. If the health data available is labeled, 
supervised learning models like SVMs are used often, to analyze the data using 
classification and regression analysis. Given a set of training examples, each marked 
as belonging to one or the other of two categories, a SVM training algorithm builds 
a model that assigns new examples to one category or the other. Training data is 
usually divided into a training data (70%) and test data (30%). To map nonlinear 
functions, kernels can be used in SVMs. A kernel is a function that maps the data 
into a higher dimensional space where the linear mapping is possible. One of the 
main advantages of SVM with respect to modeling nonlinear systems is the possibil-
ity to use kernels, making it possible to represent very complex functions. However, 
when compared to linear regression, the main drawback is the need of more train-
ing and prediction times [21].
Neural networks on the other hand encompass a large class of models and learn-
ing methods and are nonlinear statistical models [22]. A recent survey of AI applica-
tions in healthcare reported uses in major disease areas such as cancer or cardiology 
and artificial neural networks as a common machine learning technique [23]. Such 
networks are organized in layers made of a number of interconnected nodes which 
contain an activation function. Data is provided to the network via the input layer, 
following which, the processing is performed in one or more hidden layers using a 
system of weighted connections. The last hidden layer is linked to the output layer 
where the result is given [21]. The healthcare domain of intelligent risk prediction 
is largely governed by the aspect of pattern recognition or finding relationships 
among several health and behavioral parameters and to study their impacts. One of 
the principal advantages of ANN (Figure 1) [24] is that it can model different types 
of relationships; systems which otherwise may have been very difficult to represent 
correctly could be modeled quickly and relatively easily using ANNs. However, 
compared to other types of networks, ANNs tend to be slower in training. Despite 
being a system of parallel computation, the slowness of the training step is due to the 
fact that individual artificial neurons are usually processed sequentially [21].
Ensemble classifiers are constructed from a given training data set and predict 
the class of a previously unseen object by combining the predictions obtained from 
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these basic classifiers. The importance of different ensemble classifiers has also 
been at rise attributing to the possibility of determining the risk groups among 
patient population. For example, the family of simple probabilistic classifiers like 
naive Bayes classifiers discover application in programmed medicinal analysis [25]. 
Performing regular analysis of healthcare for a large population makes it possible to 
act early in the case of health hazards and risks [26]. Clinical decision support sys-
tems often count useful in this aspect to assist the medical personnel in designing 
treatment strategies [27]. Such systems are mostly constructed using decision trees. 
Decision trees are flowchart structures in which each internal node denotes a test 
on a characteristic, each branch signifies the result of the test, and each leaf node 
denotes a class label. The paths from the root to leaf denotes classification rules 
[25]. Random forest algorithms (Figure 2) [21] are specifically suited for decision 
tree classifiers. In this technique, the basic classifiers are decision trees obtained by 




Working principle of random forest.
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trees and merges them together to get a more accurate and stable prediction. A 
key advantage of random forest is, that it can be used for both classification and 
regression problems; a huge part of current machine learning systems in health-
care is related to such problems. However, the major limitation of random forest 
algorithms is that a large number of trees can make the algorithm slow down and 
ineffective for real-time predictions. In general, these algorithms are fast to train, 
but quite slow to create predictions once they are trained. A more accurate predic-
tion requires more trees, which results in a slower model [28].
Unsupervised learning techniques are also profuse in health analytics especially 
in the field of analyzing health risks. Since a considerable part of health-data often 
arrive unlabeled, unsupervised learning methods help in finding patterns in the 
data or to analyze the health scenario over a big population. In this aspect, cluster-
ing techniques like k-means, gaussian distribution models, and mean-shift cluster-
ing often stand very useful in separating a group of patients into different clusters 
and then to analyze in detail the salient features and distinct characteristics. Among 
all the unsupervised learning algorithms, clustering via k-means might be one of 
the simplest and most widely used algorithms. Briefly, k-means clustering aims to 
find the set of k clusters such that every data point is assigned to the closest center, 
and the sum of the distances of all such assignments is minimized [29]. Especially 
when the relationships among different health parameters and their respective 
impacts are not known well, clustering techniques are used to separate a patient 
population in order to study the distinguishing features and influencing factors. In 
this aspect, nonlinear techniques of clustering also count useful.
Another crucial aspect with respect to machine learning algorithms is the aspect 
of bias and variance. The bias is an error from erroneous assumptions in the learning 
algorithm. High bias can cause an algorithm to miss the relevant relations between 
features and target outputs (underfitting). The variance is an error from sensitivity to 
small fluctuations in the training set. To visualize the degree to which a machine learn-
ing algorithm is suffering from bias or variance with respect to a data problem, learning 
curves are important tools. Learning curves are displays in which the performance of 
the machine learning algorithms are plotted with respect to the quantity of data used for 
training where the plotted values are the prediction error measurements [30].
Nevertheless, the choice of algorithm is dependent on multiple factors, the 
most important being the type of the dataset. Apart from that the aspect of prior 
knowledge about the data, computational complexity and expected results are also 
deciding factors, and the correct use of the model is extremely crucial in this regard 
[31]. Recent research has delved into uniting different techniques to provide hybrid 
machine learning algorithms [32]. Nevertheless, it is clear that the use of machine 
learning and computational intelligence takes an active role in predicting the health 
risks and the probability of diseases using the intelligence hidden in the health data.
3.  Applications of computational intelligence toward prediction of 
diseases
The use of computational intelligence with an objective to predict the health 
risks and diseases is an extensive and multi-step process. In this section, different 
scenarios are explained with respect to predictive analytics, aimed at disease and 
risk prediction. The first case is based on cardiometabolic diseases, and therefore, 
the most important component of the predictive system stands to be the detailed 
physiological and health data.
For example, in the field of cardiometabolic diseases, several parameters (age, 
gender, systolic and diastolic blood pressure, cholesterol, diabetes and smoking 
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habits) are considered for patients registered in the database and their risk scores 
was calculated. The risk scores give a general idea to classify the entire population 
into high and low risk groups [33]. Nevertheless, alternative analyses are performed 
to identify the underlying risk groups for each health parameter in the entire popu-
lation. But this analysis is scalable for a further detailed technique for prediction of 
risks and influence of different health parameters on the cardiometabolic disease 
of a population. For example, Framingham Risk Score is used to predict the hard-
coronary heart diseases (myocardial infarction or coronary death) and is calculated 
based on predictors like age, total cholesterol, high-density lipoproteins (HDL), 
systolic blood pressure, treatment for hypertension and smoking status [34]. In this 
case, the Framingham Risk can be expressed as a linear equation considering all 
the parameters. However, considering sample sets of people which are smaller and 
more specific, there exists the possibility of nonlinear relationships of several other 
parameters pertaining to cardiovascular risks, not usually considered in classical 
risk prediction models.
The traditional approach based on the identification and treatment of risk 
factors has proven to be insufficient and ignores that the detection of its subclinical 
stage is valid to define cardiovascular risk strategies. Taking into account that the 
artery is the main protagonist in this disease, it is necessary to evaluate it directly 
through a morpho-structural and functional analysis with non-invasive, reli-
able, reproducible procedures that are applicable in the youngest population. The 
detection of subclinical disease and the precocity with which it is done defines a 
safe framework to derive the real individual cardiovascular risk. Because coronary 
calcifications are an early marker of atherosclerosis detectable non-invasively; 
a model of cardiovascular risk that incorporates them along with the classic risk 
factors could have a remarkable interest in clinical practice, having the potential 
to change the field of preventive cardiology. The traditional approach guides the 
prevention and treatment of arterial disease, atherosclerotic in particular, based 
on the detection of cardiovascular risk factors (e.g., hypertension, smoking, 
dyslipidemia etc.). This approach quantifies the probability (risk) that the subject 
has a cardiovascular event (accident) in the next 10 years of life. Thus, based on 
information from large populations and global cardiovascular risk tables, and 
information obtained regarding the risk factors of each subject (for example, blood 
pressure, blood lipids (LDL, HDL), etc.), this can be classified in one of three 
possible categories: low risk, intermediate risk or high risk. However, this method 
has limitations since it does not take into account the individual cardiovascular 
risk and to detect early atherosclerosis and other alterations of the arterial wall. 
It has been demonstrated that a significant number of people considered to be at 
intermediate risk with the traditional approach, in fact, have a high risk of present-
ing a cardiovascular event (for example, they have significant atheroma plaques in 
the coronary arteries). Moreover, quantitatively most deaths due to cardiovascular 
causes occur in subjects who present low or intermediate risk, evaluated by the 
traditional approach. This underestimation of individual risk, which shows the 
traditional risk quantification approach, determines that millions of people do not 
receive adequate medical treatment every day to reduce their cardiovascular risk. 
In other words, asymptomatic subjects, but vulnerable to having a cardiovascular 
or cerebrovascular accident in the short term, are not offered the benefits of avail-
able prophylactic therapies, because they have underestimated their real cardio-
vascular risk. For example, hypertension is considered an asymptotic disease and 
is easy to detect; however, it has serious and lethal complications if it is not treated 
in time.
To demonstrate how coronary artery calcium (CAC) can be incorporated into 
the risk of traditional was calculated in 618 male patients, the Framingham model 
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and the probability that the CAC of each patient falls in every four categories 
of CAC (0, 1–100, 101–400 and >400) using linear and nonlinear regression 
models. Then they were adjusted based on a relative risk (RR) that weighted the 
risk of coronary heart disease in individuals and that are RR = 1.7 (for a CAC of 
1–100), RR = 3.0 (for CAC 101–400), and RR = 4.3 (for CAC > 400) obtained 
from a meta-analysis published by Fletcher. The predictive power was evalu-
ated using ROC curves (receiver operating characteristic). The model included 
in the CAC has a remarkable predictive value of atherosclerosis of 0.74, which is 
the area of  the ROC curve as a function of the number of sites with extracoronal 
plates including carotid, femoral and abdominal aorta (coded as 0–1 sites = 0; 2–3 
sites = 1). The predictive scale indicated 0.90–1 = excellent, 0.80–0.90 = good, 
0.70–0.80 = median, 0.60–0.70 = weak, 0.50–0.60 = zero. The calcium score is a 
numerical information that allows quantifying the magnitude of coronary athero-
sclerotic lesions and provides independent predictive information of risk factors in 
general mortality. The combination of modeling of the CAC with the modeling of 
conventional risk factors leads to a remarkable improvement in the predictive value 
of the overall risk assessment of Framingham through the reclassification of the 
risk of atherosclerosis to a degree that may be clinically important. Adding to this 
approach, the other indices of subclinical atherosclerosis such as arterial rigidity, 
intima media thickness, endothelial function, and the presence of plaques will 
generate an integrative risk that will determine and classify the subjects in relation 
to short-term risk of suffering a cardiovascular or cerebrovascular accident. It will 
allow to know in a more precise way the cardiovascular risk of a particular indi-
vidual. It allows early detection (subclinical stage) of vascular alterations and offer 
the best current prophylactic therapies available [35–37].
All standard risk assessment models to predict cardiovascular diseases make 
an implicit assumption that each risk factor is related in a linear fashion to CVD 
outcomes [38]. Such models may thus oversimplify complex relationships which 
include large numbers of risk factors with nonlinear interactions [39]. The aspect of 
computational intelligence comes into play specifically in this situation to decipher 
the inherent patterns and relationships among the parameters apart from the 
known and formally specified set, thereby determining more nuanced relationships 
between risk factors and outcomes. Current approaches to predict cardiovascular 
risk fail to identify many people who would benefit from preventive treatment, 
while others receive unnecessary intervention. Machine learning offers the oppor-
tunity to improve accuracy by exploiting complex interactions between the risk 
factors [39]. The established ACC/AHA 10-year risk prediction model used eight 
core baseline variables (gender, age, smoking status, systolic blood pressure, blood 
pressure treatment, total cholesterol, HDL cholesterol, and diabetes). However, 
in [39], additional 22 variables (like Body Mass Index, Triglycerides, C-reactive 
protein, Serum fibrinogen, etc.) were included in the machine learning algorithms, 
aimed at finding the influence on cardiovascular diseases, thereby designing the 
predictive algorithm for the same. Among other machine learning algorithms, 
neural networks had a 3.6% improved prediction than the existing algorithm. 
The system of cardiovascular risk prediction varies widely based on geographical 
factors. Therefore, several risk scores have been developed in different parts of the 
world like the SCORE by the European Society of Cardiology or the HellenicSCORE 
in Greece to address more accurately a specific group of population for calculat-
ing the cardiovascular risks. The majority of these scores use a common set of the 
‘classical’ CVD risk factors, e.g., age, sex, smoking, blood pressure and lipids levels, 
whereas others have also incorporated more advanced markers of CVDs.
Most of these risk-prediction tools are based on stochastic models, incorporat-
ing variables, based on cohort studies [40]. However, the alternative approaches of 
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machine learning like k-nearest neighbors, random forests and decision tress also 
generate results quite comparable to the classical risk prediction scores [41], thus 
demonstrating its possibility as alternative methods of CVD risk prediction along 
with its added advantages.
With the rise in the prevalence of hypertension globally and its associativity 
with other parameters of cardiovascular risks, computational techniques like feed-
forward ANNs are used to model systolic blood pressure, diastolic blood pressure 
and pulse pressure variations with biological parameters like age, pulse rate, alcohol 
addiction, and physical activity level. In this aspect, ANN approaches provided 
more flexible and nonlinear models for prognosis and prediction of the blood 
pressure parameters than classical statistical algorithms [42]. Even with the increase 
of complex cardiovascular diseases, using machine learning models like random 
forest, ANNs, SVMs and Bayesian Networks to predict the in-hospital length of 
stay provides a positive impact on healthcare metrics [43]. Nonlinear models of 
unsupervised learning like clustering are commonly used in stratification of patient 
population and knowledge extraction from different groups. This is highly relevant 
in the prediction of risks because individuals with similar characteristics often pres-
ent a similar risk profile [44].
The aspect of computational intelligence through nonlinear machine learning 
model even applies to other fields like survival prediction in transplantations and 
early detection of chronic diseases like cancer. Another interesting example of 
using computational intelligence and predictive analysis is the prediction of neu-
rodegenerative diseases like Parkinson’s disease. Disorders like Parkinson’s disease 
and essential tremor which affect the normal movements of a person share some 
symptoms or manifestations that make the process of discrimination between them 
a difficult task. Clinical experience of the medical doctor is crucial at the moment of 
giving an accurate diagnosis. And still in such a case, that diagnosis is subjective and 
could be contaminated by several factors beyond the usual capacity of a medical 
personnel to analyze efficiently [45]. Especially with the use of wearable IoT-based 
sensors, data obtained about a patient’s movement is extensive and complex. 
Nevertheless, it provides huge scope for using computational intelligence toward 
the prediction or early detection of such diseases. A major challenge in this aspect 
is the early detection of such disorders based on the patient’s data obtained over a 
period of time, tracking its changes or finding patterns exhibiting similar trends of 
having the disease. In this case also, linear models do not count useful always since 
the parameters are quite dynamic and it needs the provision to continuously analyze 
other non-formalized parameters to find interesting traits leading to prediction. 
Thus, the aspect of computational intelligence is not only helpful in designing a 
better model for analysis but is also useful in prediction of diseases with higher 
accuracy.
4. Conclusion
Nonlinear systems constitute an important part of the area of predictive analyt-
ics aimed at diseases and risks for people. In the new age of data and eHealth, the 
inherent knowledge of data has turned out to be of immense importance, which 
needs specific methods with computational intelligence. Especially for chronic 
diseases, long-term behavioral data stands quite crucial. Data modeling and predic-
tive analytics open a huge avenue toward clinical decision support systems, which is 
a fundamental tool now-a-days for preventive and personalized healthcare and sup-
ports healthcare providers to have deeper insights into patients’ data [46] and take 
clinical decisions [33]. Therefore, the use of intelligent prediction is primarily based 
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in two parts—modeling of the health data and analysis of the knowledge obtained. 
Computational intelligence and predictive analytics not only help in predicting 
the risks of diseases, but also supports largely in visualizing the holistic picture of 
health in a large population, aimed at designing more efficient and robust health-
care strategies across the world. Of course, it deals with growing challenges like 
the complexity of health data obtained, lack of interoperable systems for extended 
and unified analysis, intrinsic bias of some machine learning algorithms, and the 
implementational difficulties. Nonetheless, the application of machine learning 
and nonlinear methods using computation intelligence have already demonstrated 
its potential in predicting health risks and diseases, and is expected to reshape 
the field of health analytics, early detection and prediction of diseases in a global 
perspective.
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