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The ab initio calculation of quasiparticle (QP) energies is a technically and computationally challenging
problem. In condensed matter physics the most widely used approach to determine QP energies is the GW ap-
proximation. Although the GW method has been widely applied to many typical semiconductors and insulators,
its application to more complex compounds such as transition metal oxide perovskites has been comparatively
rare, and its proper use is not well established from a technical point of view. In this work, we have applied
the single-shot G0W0 method to a representative set of transition metal oxide perovskites including 3d (SrTiO3,
LaScO3, SrMnO3, LaTiO3, LaVO3, LaCrO3, LaMnO3, and LaFeO3), 4d (SrZrO3, SrTcO3, and Ca2RuO4) and
5d (SrHfO3, KTaO3 and NaOsO3) compounds with different electronic configurations, magnetic orderings,
structural characteristics and bandgaps ranging from 0.1 to 6.1 eV. We discuss the proper procedure to obtain
well converged QP energies and accurate bandgaps within single-shot G0W0 by comparing the conventional
approach based on an incremental variation of a specific set of parameters (number of bands, energy cutoff for
the plane-wave expansion and number of k-points) and the basis-set extrapolation scheme [Phys. Rev. B 90,
075125 (2014)]. Although the conventional scheme is not supported by a formal proof of convergence, for
most cases it delivers QP energies in reasonably good agremeent with those obtained by the basis-set correction
procedure and it is by construction more useful for calculating band structures. In addition, we have inspected
the difference between the adoption of norm-conserving and ultrasoft potentials in GW calculations and found
that the norm-violation for the d shell can lead to less accurate results in particular for charge-transfer systems
and late transition metals. A minimal statistical analysis indicates that the correlation of the GW data with the
DFT gap is more robust than the correlation with the experimental gaps; moreover we identify the static di-
electric constant as alternative useful parameter for the approximation of GW gap in high-throughput automatic
procedures. Finally, we compute the QP band structure and spectra within the random phase approximation and
compare the results with available experimental data.
I. INTRODUCTION
Transition metal oxide (TMO) perovskites are a widely
studied class of materials owing to the wide spectrum of in-
teresting physical and chemical properties including colossal
magnetoresistance1,2, metal-insulator transitions3, supercon-
ductivity4,5, two-dimensional electron gas6, multiferroicity7,
spin and charge ordering8, bandgaps ranging from the visi-
ble to the ultraviolet wavelength9, as well as chemical and
catalytic activity10. Many of these fundamental properties
have found technological applications in fields as diverse as
fuel cells, spintronic, oxide electronics and thermoelectric-
ity11. More recently, oxides perovskites incorporating 4d and
5d transition metals have attracted increasing attention due to
many novel electronic and magnetic quantum states of mat-
ter observed in these compounds, originating from spin-orbit
coupling effects. Notable examples are relativistic-Mott iri-
dates12, Lifshitz magnetic insulators13, and different types of
anisotropic magnetic interactions14–16. This impressive range
of properties and functionalities is the result of two main fac-
tors: (i) chemical and structural flexibility and (ii) the occu-
pation and spatial extension of the transition metal d orbitals
(see Fig. 1). Oxide perovskites can be formed with cations of
different sizes and many different types of lattice and struc-
tural distortions can occur depending on the value of the toler-
ance factor. The specific type of d orbitals, instead, modulates
the degree of electronic correlation (stronger for localized 3d
states), electron and spin itinerancy (larger for 5d) and spin-
orbit coupling strength (larger for 5d orbitals). The strong
interplay between lattice, spin and orbital degrees of freedom
leads to a rich structural, electronic and magnetic phase dia-
gram, characterized by highly tunable phase transitions.
One of the most important quantities of materials in gen-
eral, and specifically for TMO perovskites, is the bandgap,
which is essential for the characterization and understanding
of the electronic structure and is crucial for virtually all pos-
sible practical functionalizations. Experimentally, the opti-
cal bandgap is measured using spectroscopy techniques such
as photoemission, inverse photoemission, X-ray absorption,
Electron Energy Loss Spectroscopy, to name a few. Spec-
troscopy experiments can be interpreted and simulated using
the Green’s function formalism which allows the treatment of
excited states beyond the single particle picture.
Density functional theory (DFT)17 has been the method
of choice for decades to estimate the ground state proper-
ties of many materials. Despite its great success in interpret-
ing existing results and predicting experimentally difficult to
access properties, DFT is not capable to accurately account
for the band gap due to the approximation in treating many-
body exchange-correlation effects which hinder the accurate
description and calculation of excitation processes18. An el-
egant and increasingly popular method to overcome the limi-
tations of DFT is the GW approximation, originally proposed
by Hedin19. This method uses single-particle Green’s func-
tions and many-body perturbation theory to obtain the excita-
tion spectrum by explicitly computing the self-energy Σ of a
many-body system of electrons. This is done by expressing
Σ in terms of the single particle Green’s function G and the
screened Coulomb interaction W, i.e. Σ = iGW19. The result-
ing GW bandgaps are much improved compared to the DFT
ones and often very close to the measured values18,20–25.
In GW calculations, it is common to start from DFT or-
bitals, with which the initial G and W are constructed. There
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2exist different GW schemes depending on the way W and G
are updated. The most common choice is the so-called single-
shot G0W0 starting from DFT orbitals. This usually deliv-
ers band gaps in good agreement with experimental measure-
ments26,27. The practical disadvantage of the GW method is
the large computational cost and memory requirements due
to the high number of unoccupied bands (and therefore num-
ber of plane wave (pw) basis functions, Npw) required for
the accurate calculation of the self-energy and the response
function. The convergence of the QP energies with respect
to the number of basis functions Npw is, therefore, a partic-
ularly crucial issue: even for small systems, such as ZnO,
over thousand bands are necessary to achieve well-converged
results28,29. To address this issue, Klimesˇ et al. have re-
cently proposed a finite-basis-set correction scheme29 based
on the formal proof that QP energies converge like 1/Npw30–32.
Within this scheme, well-converged QP energies extrapolated
to the infinite-basis-set limit were obtained for a representa-
tive material dataset including 24 elemental and binary semi-
conductors and insulators29. Moreover, the authors pointed
out the advantage of using norm-conserving (NC) projector
augmented wave (PAW) potentials, instead of the commonly
employed ultrasoft (US) ones, since US-PAWs were found to
underestimate the scattering probability from occupied into
high energy unoccupied orbitals29.
These computational limitations have inhibited the applica-
tion of GW for larger systems like perovskites, despite some
efforts devoted to speeding up GW calculations33,34. While
there are relatively many GW studies on (non-TMOs) hy-
brid halide perovskites35–38, the assessment of GW for TMOs
perovskites is scarce39–45, in particular for 4d and 5d per-
ovskites46–48. The scope of the present paper is the calcu-
lation of accurate QP energies at the G0W0 level for a rep-
resentative dataset of 3d, 4d, and 5d TMOs perovskites with
different types and fillings of the TM d-orbitals, different crys-
tal structure and lattice distortions and different magnetic or-
derings (see Tab. I). Specifically, we will consider: 1) Non-
magnetic (NM) d0 cubic perovskites: SrMO3 (M= Ti, Hf, Zr)
and KTaO3; 2) non-magnetic and structurally distorted 3d0
LaScO3; 3) magnetic d3 cubic perovskites SrMnO3. Note that
to model the G-AFM ordering it is necessary to adapt a super-
cell containing 4 formula units; 4) magnetic and structurally
distorted systems: (a) 3d LaMO3 (M= Ti, V, Cr, Mn, Fe), (b)
4d SrTcO3 and Ca2RuO4, and (c) 5d NaOsO3 (in this case we
have included spin-orbit coupling, SOC).
We will inspect and compare two different procedures to
compute QP energies and bandgaps: (i) In the first scheme the
QP energies are not explicitely extrapolated to the infinite ba-
sis set limit, instead the convergence is inspected with respect
to the number of basis functions Npw, the number of k-points
and the total number of bands N49, and (ii) the basis set cor-
rected method with QP energies extrapolated to Npw → ∞.
Also, we will determined a minimal technical set-up to
achieve sufficiently well-converged values in standard GW
calculations without basis-set extrapolation, which we will
adopt to compute band structures, obtained by employing
Wannier-function fitting of the QP energies (not feasible
within the basis-set correction scheme), and optical spectra
calculated from the frequency dependent dielectric tensor. In
addition, we will test and discuss the choice of the PAW by
comparing US- and NC-based results. As we will see, the con-
vergence rate is generally highly system dependent, as already
pointed out in recent studies29,49,50, and is largely influenced
by the orbital character and by the type of gap.
The paper is organized as follows: the first part is focused
on the description of the two convergence procedures and on
the computational setup. The main core of this article is the
result section that is divided into three parts dedicated to the
analysis of the convergence criteria, to the correlation analysis
and to the discussion of the electronic structure and optical
spectra.
FIG. 1. (Color online) Different types of lattice distortions (a-d) and
TM d orbitals (e) in the oxide perovskites studied in this paper. (a)
Pm3¯m for SrMO3 (M= Sr, Hf, Zr), SrMnO3 and KTaO3; (b) Pnma for
LaScO3, LaTiO3, LaCrO3, LaMnO3, LaFeO3, SrTcO3, NaOsO3; (c)
P21/b for LaVO3; (d) Pbca for Ca2RuO4. The blue and red balls repre-
sent the TM and O ions, respectively. (e) Different degree of spatial
extension in 3d, 4d, and 5d orbitals (derived from atomic calcula-
tions).
3TABLE I. Fundamental characteristic of the TMO perovskites dataset used in this study. Crystal structures: C = cubic, T = tetragonal, O
= orthorombic, M = monoclinic; electronic configuration of the transition metal d-shell decomposed over t2g and eg states; ground state
magnetic ordering: NM = nonmagnetic, and different type of antiferromagnetic (AFM) spin configurations51,52. The crystal structures and
atomic positions are taken from the following experimental studies: SrTiO3 Ref. 53, SrZrO3 Ref. 54, SrHfO3 Ref. 55, KTaO3 Ref. 56, SrMnO3
Ref. 57, LaScO3 Ref. 58, LaTiO3 Ref. 59, LaVO3 Ref. 60, LaCrO3 Ref. 61, LaMnO3 Ref. 62, LaFeO3 Ref. 63, SrTcO3 Ref. 64, Ca2RuO4
Ref. 65, NaOsO3 Ref. 66. For SrMnO3 we have adopted the calculated lattice constant for the G-type AFM cubic phase, 3.824 Å57, slightly
larger than the corresponding experimental value, 3.80 Å67.
SrTMO3 (TM= Ti, Zr, Hf) KTaO3 LaScO3 SrMnO3 LaTiO3 LaVO3 LaCrO3 LaMnO3 LaFeO3 SrTcO3 Ca2RuO4 NaOsO3
C-Pm3¯m C-Pm3¯m O-Pnma C-Pm3¯m O-Pnma M-P21/b O-Pnma O-Pnma O-Pnma O-Pnma O-Pnma O-Pbca
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II. TECHNICAL AND COMPUTATIONAL DETAILS
The calculations presented in this paper were conducted
using the Vienna Ab Initio Simulation Package (VASP)68,69
in the framework of the PAW method70. The many-body
Schro¨dinger equation was solved within the single-shot G0W0
approximation starting from DFT orbitals obtained using the
generalized gradient parametrization introduced by Perdew,
Burke, Ernzerhof (PBE)71. When the GGA was not able to
open the gap a small on-site Hubbard U was added following
the scheme of Dudarev72 (LaTiO3 and LaVO3, U − J = 2 eV).
The one particle Green’s functions constructed from PBE
eigenfunction and the dynamically screened Coulomb inter-
action W was computed from G0 within the random phase
approximation (RPA). The details of the implementation can
be found in Ref. 73. For the calculation of the polarizabil-
ity, we have used a discretized frequency grid with about 70
frequency points. This choice should guarantee a reasonably
good convergence of the gap with error of the order of ≈ 50
meV. We have used crystal lattices and atomic positions de-
rived from the experiment, all references are listed in Tab. I.
The convergence criteria followed to calculate the response
function and the correlation part of the self-energy, which re-
quires a summation over many empty states, as well as the
dependence of the results with respect to the k-point sampling
are discussed in the next subsections II A and II B. We have
followed and compared two alternative strategies to reach con-
verged results: (i) so-called non-extrapolated method because
it does not involve any extrapolation to large Npw; we refer
to this method as conventional, since this is the scheme typ-
ically used in GW calculations. (ii) The basis set corrected
method which does include an extrapolation of the QP ener-
gies to Npw → ∞.
A. The conventional non-extrapolated method
The conventional method attempts to converge the QP en-
ergies (and therefore the QP energy gap Eg) with respect to a
set of three parameters: number of bands (N), energy cutoff
for the plane wave expansion for the orbitals Epw (which de-
termine the total number of plane waves Npw) and the number
of k-points. This procedure is schematically shown in Fig.2.
First, Eg is computed as a function of the number of orbitals N
for fixed energy cutoff for a given plane wave expansion (fixed
Npw) and k-points [see Fig.2(a)]. Then, by fixing N and Npw
to the optimum values that seemingly guarantee converged re-
sults within the required accuracy, Eg is converged with re-
spect to the number of k-points [see Fig.2(b)]. This scheme
can lead to reasonably well-converged results (as we will see
later on); however, it neglects the exceedingly slow conver-
gence of the QP energies with respect to the number of virtual
orbitals. Since the conduction band minimum (CBM) and va-
lence band maximum (VBM) converge at about the same rate,
errors below 100 meV are often obtained even without explicit
extrapolation to the infinite basis set limit (this conclusion
does not apply to absolute QP energies, i.e. electron affinities
and ionicities). Within the conventional method some fitting
procedures for extrapolating the QP energies for N → ∞ have
been used in literature 39,43,74, the exactness of this, however,
is not supported by a mathematical proof.
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FIG. 2. (Color online) Schematic representation of the conventional
non-extrapolated method. Convergence of the QP energy gap as a
function of N and Epw The convergence inspected as a function (a) N
(at fixed k-points and Epw) and Epw (for fixed k-points and N) where
E3pw > E
2
pw > E
1
pw, and (b) shows the convergence of the QP gap with
respect to the number of k-points (for fixed N and Epw).
Recently, inspired by similar convergence problems occur-
ring in quantum chemistry calculations75, Klimesˇ et al. have
provided an explicit derivation, that demonstrates that QP en-
ergies show a convergence proportional to the inverse of the
number of basis functions and introduced finite-basis-set ex-
trapolation method29. This is briefly described in the next sec-
tion. An important difference between these two approaches is
4that in order to perform a precise extrapolation, it is necessary
to work with the complete set of unoccupied orbitals compat-
ible with the given energy cutoff, implying that varying N for
a fix energy cutoff as done in the conventional scheme is not a
formally correct practice.
B. The basis-set extrapolation
The core aspect of the finite-basis-set correction method de-
rived in Ref. 29 is that the (orbital-dependent) leading-order
error of the QP energy decays asymptotically with the inverse
of the number of plane waves:
∆Em = − 29pi
Ω2
Nχpw
∑
g
ρm(g)ρ(−g). (1)
Here, m is the orbital index, g = G −G’, where the vectors G
are three-dimensional reciprocal lattice vectors of a cell with
volume Ω, ρ and ρm are the total and orbital density in recip-
rocal space, respectively, and Nχpw is the number of auxiliary
basis-set functions used to represent density related quantities,
that is controlled by a plane-wave cutoff Eχpw76. This brings to
another important result: both the total number of bands N,
the corresponding orbital basis set Npw, and the size of the
auxiliary basis set Nχpw need to be increased simultaneously at
the same rate, meaning that fixing Eχpw and converge only with
respect to Epw is not a good protocol29.
In our work we adopt the choice Eχpw = 2/3Epw and we have
used the complete basis set for the given Epw, meaning that the
number of orbitals equals the number of plane waves.76 Epw
was initially set to the maximum plane-wave energy cutoff
used to build the element-specific PAWs in the considered ma-
terial (the values, for US and NC PAWs, are listed in Tab. II).
In practice, we have systematically increased ENCUT until the
corresponding total number of plane-waves became twice as
larger as the initial value (corresponding to the default Epw).
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FIG. 3. (Color online) The schematic representation of the basis-set
correction and the k-points correction for the QP gap Eg. The labels
indicate the contributions in Eq. 2 and are defined in the text.
With Eq. 1 at hand, it is formally possible to extrapolate
the results for the QP energies obtained using a finite-basis-
set to the infinite-basis-set limit. To reduce the workload one
can take advantage of the fact that the convergence of the QP
energies with respect to N depends only weakly on the num-
ber of k-points29. Finally, the resulting basis-set correction
formula reads:
E∞(Nk,N∞) ≈
∆k(N)︷                       ︸︸                       ︷
E∞(nk,N∞) − E(nk,N) + E(Nk,N)︸                       ︷︷                       ︸
∆N (nk)
, (2)
where E(Nk,N) refer to the calculated QP energies with Nk
k-points and N bands, whereas E(Nk,N∞) refers to the corre-
sponding extrapolated (N → ∞) QP energies; the variables nk
and Nk indicate the number of k-points in the small and large
k-point mesh, respectively. ∆k(N) = E(Nk,N) − E(nk,N) is
the k-point correction and ∆N(nk) = E∞(nk,N∞) − E(nk,N)
the basis-set correction. The graphical interpretation of the
basis-set and k-point corrections is given in Fig. 3. Owing
to the weak k-point dependence on the basis-set correction
[∆N(nk) ≈ ∆N(Nk)], in practice it is computationally more
convenient to extrapolate ∆N using few k-points. Similarly,
as ∆k(N) is almost independent on N, the k-point correction
computed for a small N makes the computations less expen-
sive. For the calculations presented in this paper we have used
nk = 2×2×2 and Nk = 6×6×6, with some exceptions, specified
in the text later on.
C. PAW Potentials
By extending the expression of the basis-set correction for
the PAW method, Klimesˇ et al. recognized that using US-
PAW potentials the correction converges to the wrong value,
due to the incompleteness of the partial waves inside the
atomic spheres29. The authors found that this error becomes
smaller if the difference between the norm of the all-electron
partial waves and the pseudized partial waves is small, reach-
ing the accuracy of full-potential linearized augmented plane-
wave methods77. This implies that the choice of the PAW
potentials is critical and that the best results are obtained by
using NC-PAWs, for which the norm is almost fully con-
served. As shown in Tab. II the deviation between the all-
electron and the pseudized norm, quantified by the difference
δd = |ψd |2AE − |ψd |2US between the norm of the all-electron
(AE) and US-partial waves of the d orbitals, is larger for the
more spatially localized 3d orbitals and is substantially re-
duced for more extended and smoother 4d and 5d orbitals (see
also Fig.1(e)). Therefore we expect that the basis-set correc-
tion error should be larger for 3d-based perovskites compared
to 4d and 5d perovskites.
To inspect the influence of the choice of the PAWs on the
basis-set correction results we have tested both types of PAWs,
US, and NC. For the TM ions, we have used GW-PAWs with
the outermost s, p and d orbitals treated as valence states. The
NC PAW potentials were constructed following the prescrip-
tion described elsewhere29.
5TABLE II. Collection of technical values related to the construction
of the US and NC PAWs. Difference δd = |ψd |2AE−|ψd |2US between the
all-electron (AE) and pseudized norm of the d partial waves for the
3d (Sc, Ti, V, Cr, Mn, and Fe), 4d (Zr, Tc, and Ru), and 5d (Hf, Ta,
and Os) TM ions considered in this study. This value represents the
norm-violation in the construction of the PAW potentials. The data
are extracted from the file FOUROUT, generated by the VASP PAW-
generation package. Default energy cutoff for US (EUSpw ) and NC
(ENCpw ) PAWs (in eV), as given in the VASP POTCAR files. Additional
details on the employed PAWs are given in the Appendix.
Sc Ti V Cr Mn Fe Zr Tc Ru Hf Ta Os
δd 0.13 0.20 0.27 0.33 0.4 0.45 0.02 0.1 0.17 0.03 0.04 0.1
EUSpw 379 384 384 219 385 388 346 351 348 283 286 319
ENCpw 778 785 800 819 781 786 637 639 660 576 584 647
III. RESULTS AND DISCUSSION
This section presents and discusses the results obtained for
the TMOs perovskites dataset (see Tab. I). It is structured in
three parts: the first one focuses on the application of the con-
vergence schemes described above to a subset of representa-
tive compounds. In the second one, we provide a minimal sta-
tistical interpretation of the data obtained and finally the third
section is dedicated to the calculation of the band structure
and optical spectra for all compounds.
A. Convergence tests and extrapolations
In the following we show the results on the applications of
the two convergence schemes, conventional non-extrapolated
and basis-set extrapolation, for selected 3d, 4d, and 5d cases:
(i) cubic NM SrTiO3 (3d), SrZrO3 (4d) and SrHfO3 (5d) and
(ii) structurally distorted and magnetically ordered SrMnO3
(3d), SrTcO3 (4d) and NaOsO3 (5d). The complete set of
results is given in the Supplemental Materials (SM)78.
1. Cubic non-magnetic systems
We start showing and examining the results for 3d SrTiO3,
and then we will extend the discussion by including the data
for SrZrO3 and SrHfO3. In all these materials the gap is
opened between the filled O-p states at the VBM and empty
TM-d states at the CBM.
First, we show the convergence behavior for SrTiO3 using
the conventional non-extrapolated scheme by inspecting the
variation of the QP indirect gap Eig (R − Γ, highest occupied
state at R and the lower unoccupied state at Γ) as a function
of N, Epw and the number of k-points, using both US and NC
PAWs. Similar results and conclusions are obtained for QP
energies, but since we are primarily interested in the behavior
of the bandgap, the discussion and analysis will be focused on
the direct and indirect bandgap (i.e. differences of QP ener-
gies).
The results are displayed in Fig. 4. From panel Fig. 4(a) we
note that using US-PAWs the results are largely sensitive on
2 × 2 × 2 4 × 4 × 4 6 × 6 × 6
k point
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FIG. 4. (Color online) Conventional non-extrapolated method ap-
plied to SrTiO3. Convergence of the indirect QP bandgap Eig of
SrTiO3 with respect to (a) number of bands N and plane-wave cut-
off energy Epw (k-point mesh fixed to 4×4×4), and (b) size of the
k-point mesh for N and Epw fixed to the optimum values for US and
NC potentials.
N, and to a lesser extent on Epw, and well-converged values
are achieved for N ≈ 1500 and Epw ≈ 600 eV. By employing
NC-PAW the convergence with respect to N is much faster,
N ≈ 1000 is sufficient to obtain the same level of accuracy ob-
tained at US level (as we will see below the faster convergence
using NC-PAWs is in this case related to similar convergence
rates for CBM and VBM for NC-PAWs). However, owing to
the generally larger default energy cutoffs for NC-PAWs (see
Tab. II) it is computationally prohibitive to scan higher values
of the cutoff energy. The dependence of Eig on the number
of k-points, displayed in Fig. 4(b) shows that a 4×4×4 grid is
sufficient to achieve an accuracy of about 0.03 eV.
The final values of the US and NC indirect bandgaps Eig,
4.06 eV (almost identical to the one reported in Ref. 43 using
the same scheme) and 3.55 eV, respectively, differ by about
0.5 eV and are both larger than the measured value, 3.3 eV79
(see Tab. III). The difference between the US-PAWs and NC-
PAWs is due to the relatively large norm-violation for the Ti
US-PAW, 0.2, which causes a quite different QP shift of the
empty d states at the bottom of the conduction band in US-
and NC-based calculations (0.68 eV, see Tab.III). On the other
side, the difference in the QP shift between NC and US calcu-
lations is substantially smaller for the top of the valence band,
mostly populated by O-p state, 0.11 eV, see Tab.III. This issue
will be further discussed in the context of the data obtained us-
ing the basis-set extrapolation, at the end of this subsection.
The basis-set extrapolation data for SrTiO3 are collected in
Fig. 5, where we show the evolution of Eig and the k-points
corrections upon N, as well as the basis-set correction ∆N as
a function of the size of the k-points mesh. We highlight once
more that here Npw refers to the maximum number of plane-
waves compatible to a given plane-wave cutoff energy Epw.
In this case (SrTiO3), we have gradually increased N from
1200 to about 2500 using US-PAWs (Epw=434 eV), and from
3000 to 6000 using NC-PAWs (the minimally required Epw
is significantly larger for the NC-PAWs, 785 eV, which leads
to a much larger number of basis functions). We have also
inspected the convergence for three different k-point meshes:
6TABLE III. Collection of data related to the convergence tests for selected 3d, 4d, and 5d perovskites (cubic-NM and distorted-AFM, see
text). Energy differences between the US and NC QP energies at the CBM and VBM at Γ ∆EVQP = |ENCQP−VBM − EUSQP−VBM | and ∆ECQP =
|ENCQP−CBM − EUSQP−CBM |, the norm-violation δd (same as in Tab. II), the non-extrapolated (nE) and extrapolated (E) value of the indirect bandgap
Eig, the basis-set correction ∆N and the k-point correction ∆k (evaluated with a reduced number of k-points nk = 2 × 2 × 2 and N≈400 − 500,
respectively, and Nk = 6× 6× 6, see Eq. 2). Eig, ∆N and ∆k are provided for both type of PAWs (US and NC). Within the conventional method,
we have used NC PAW only for the representative case of SrTiO3. For non-d0 compounds SrMnO3, SrTcO3, NaOsO3 (with SOC), the amount
of d character in the valence (dV ) and conduction (dC) band is also given. Available experimental data for the gap are also listed. All energies
are given in eV.
Compound ∆EVQP ∆E
C
QP δd dV dC ∆N ∆k E
i
g E
Expt
g
US NC US NC US NC US NC
(nE) (nE) (E) (E)
SrTiO3 0.11 0.68 0.20 – – 0.20 0.01 0.56 0.59 4.08 3.55 4.06 3.55 3.379–81
SrZrO3 0.11 0.04 0.02 – – 0.14 0.18 0.36 0.36 5.29 – 5.36 5.43 5.682
SrHfO3 0.10 0.09 0.03 – – 0.19 0.12 0.34 0.36 5.69 – 5.76 5.81 6.146
SrMnO3 0.27 0.43 0.4 0.54 0.93 0.03 -0.03 0.23 0.31 1.75 – 1.66 1.46
SrTcO3 0.30 0.33 0.1 0.86 0.87 0.01 0.02 -0.13 -0.14 1.14 – 1.18 1.20
NaOsO3 0.26 0.27 0.1 0.73 0.78 0.03 0.01 -0.23 -0.26 0.27 – 0.28 0.27 0.183
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FIG. 5. (Color online) Basis-set correction data for SrTiO3 using US
(panels a, b, and c) and NC (panels d, e, and f) PAWs. For each type
of PAWs three different graphs are shown: (a,d) convergence of the
QP band gap Eig with respect to the inverse of the number of bands
(1000/N); (b,e) k-point correction ∆k as a function of 1000/N; (c,f)
basis-set correction ∆N as a function of k-points.
2×2×2, 4×4×4, and 6×6×6. The curves plotted in Fig. 5(a,
d) clearly indicate that Eig converges linearly with respect to
1/N for both types of PAWs. The values of Eig, in particular
its N → ∞ extrapolation, varies with the number of k-points
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FIG. 6. (Color online) Eig and QP corrections to Kohn-Sham eigen-
values (EQP − EKS ) for the CBM and VBM at Γ as a function of
N = Npw for SrTiO3 (a,d), SrZrO3 (b,e) and SrHfO3 (c,f), computed
within the basis set correction scheme using a 2×2×2 k-point mesh.
but the k-points correction ∆k (≈ 600 meV) depends only
marginally on N [see Fig.5(b,e) and Tab III]. This represents
one of the great advantages of the extrapolation scheme: ∆k
can be determined using a small N (the default value), thereby
reducing the computational cost of the calculation. Moreover,
7∆k does not depend on the type of PAW potential used but
it is sensitive to the specific k-point at which the QP energy
correction is calculated: for Eig ∆k is 600 meV, but the corre-
sponding correction for the direct gap at Γ, EΓg (Γ − Γ gap) is
reduced by about 100 meV (similar observations were made
in Ref. 29 for most materials, specifically AlAs and GaAs).
A further positive aspect of this scheme is that the basis-set
correction ∆N does not vary much with respect to the size
of the k-point mesh [Fig.5(c,f)]: ∆N can be evaluated using
a small k-point mesh, typically 2×2×2, which also helps in
decreasing the CPU time. However, unlike ∆k, which is es-
sentially insensitive to the choice of the potential, ∆N is one
order of magnitude smaller for NC-PP (0.01 eV against 0.2
eV, see Tab. III). Also, the NC value of the fundamental gap,
3.55 eV (the same for both the conventional and the extrapo-
lated method), is in better agreement with the measured value,
3.3 eV, as compared to the US gaps, which are substantially
larger (3.94 eV and 4.08 eV, see Tab. III). The reason for the
improved description of SrTiO3 is the improved treatement of
the 3d CBM states, which show a larger slope with the NC
potentials (Fig. 6).
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FIG. 7. (Color online) Band gap EΓg and QP correction E
QP − EKS ;
similar to Fig. 6 but for SrMnO3, SrTcO3, and NaOsO3 (without, wo,
SOC).
The convergence tests for the other two members of the
cubic-NM 3d-4d-5d series, SrZrO3 and SrHfO3, are displayed
in Fig. 6 where we report the dependence of Eig on the num-
ber of bands N as well as the evolution of the QP corrections
to the Kohn-Sham DFT eigenvalues at Γ for the conduction
band minimum (CBM, TM-d0) and valence band maximum
(VBM, O-p). For the sake of comparison the correspond-
ing data for SrTiO3 are also included. As a general result
we found that by applying Eq. 2 well converged values of Eg
[Eg(Nk, N∞)] are obtained by setting nk=2×2×2, Nk=6×6×6
(but also Nk=4×4×4 leads to accurate results); these data are
reported in Tab. III.
The most important result that one notices is that the dif-
ference between NC and US data is substantially reduced for
SrZrO3 and SrHfO3, as compared to SrTiO3 (see Fig. 6, and
note the different scalefor Eig plots). As already mentioned,
the difference in ∆N between NC and US energies in SrTiO3
is about 0.5 eV, whereas for SrZrO3 and SrHfO3 it is almost
zero: US and NC PAWs deliver roughly the same ∆N for both
materials, ≈ 0.15 eV (see Tab. III). This result can be readily
explained by the much lower norm-violation δd in 4d Zr (0.02)
and 5d Hf (0.03) as compared to 3d Ti (0.2), which originates
from the smoothness of the 4d and 5d orbitals as compared
to the more localized nature of 3d orbitals (see Fig. 1). This
conclusion correlates well with the behavior of the QP cor-
rections shown in Fig. 6, in particular, by looking at the dif-
ferences between the US and NC QP corrections at the CBM
and VBM at Γ, defined as ∆EVQP = |ENCQP−VBM − EUSQP−VBM | and
∆ECQP = |ENCQP−CBM − EUSQP−CBM |: for the Ti-3d empty states
∆ECQP is 0.68 eV, whereas for Zr and Hf d
0 states as well as
for the highest occupied O-p states ∆ECQP and ∆E
V
QP are in the
range 0.04-0.1 eV. The exact values are listed in Tab. III.
In terms of band gaps, US and NC PAWs lead to similar
values, in particular for 5d SrHfO3 (5.36 eV and 5.43 eV, re-
spectively) in satisfactory agreement with the available exper-
imental estimates (see Tab. III).
To conclude this part, we have shown that the type of con-
vergence scheme, the type of potential employed in the cal-
culations and the type of TM d-orbital affect the QP ener-
gies and therefore the final ’converged’ value of the band
gap. Overall, we have tested four different procedures to com-
pute the gap: conventional scheme (no extrapolation, labeled
’nE’ in Tab. III) and basis-set extrapolation (labeled ’E’) us-
ing US or NC PAWs. As mentioned before, nE-NC calcu-
lations were only done for SrTiO3. The main conclusion is
that extrapolated-NC values agree better with the experimen-
tally measured data, in particular for 3d SrTiO3 for which the
large norm-violation underestimates the electronic correlation
contribution to the Ti 3d CBM states for the US-PAW poten-
tials, and thus a too large band gap29. For 4d SrZrO3 and 5d
SrHfO3 the difference between NC and US PAWs is strongly
attenuated and the final extrapolated values of the gap are al-
most identical. Also, our results suggest that there are not pro-
nounced differences in the gap between the two schemes for a
specific type of potential: the two schemes yield very similar
gaps for SrTiO3, 3.55 eV (see Tab. III). Qualitatively similar
results are obtained for the larger and magnetically order 3d,
4d, and 5d systems, as discussed below.
82. Large magnetic systems
We show here the convergence tests for the basis-set extrap-
olation scheme applied to the t32g series SrMnO3, SrTcO3, and
NaOsO3. For the other compounds included in our dataset as
well as for the data obtained using the conventional scheme,
we will only discuss the converged values of the gap and com-
pare them to available experimental measurements. Further
details and graphs can be found in the Supplemental Materi-
als (SM)78 and in Ref. 84.
The unit cells used to model SrMnO3, SrTcO3, and NaOsO3
contain four formula units (20 atoms), which are necessary to
model the internal structural distortions and the antiferromag-
netic ordering (see Tab. I). This leads to an increase of the
number of basis functions and, therefore, to more substan-
tial memory requirements and computing times. As a result,
the calculations become technically heavier and almost pro-
hibitive for NC-based calculations. Due to this computational
limitation, in some cases, we have performed the NC-based
extrapolation using only 2 or 3 points (see Fig. 7 and SM).
The trends for the QP energies and gaps for this series is
plotted in Fig. 7. For US-PAW calculations we have inspected
the N range from ∼5000 up to ∼10000 in about 10 steps (a
denser mesh has been used for the largest N in order to im-
prove the extrapolation for N → ∞); however, for NC calcu-
lations due to the computational restrictions mentioned above,
we could scrutinize a smaller N range, between 10000 and
12000.
The violation of the norm is much larger for 3d Mn (0.4)
compared to 4d Tc and 5d Os (0.1), which explains the bigger
difference between NC and US results in SrMnO3 as com-
pared to SrTcO3 and NaOsO3, particularly evident for the QP
correction in Fig. 7(d) but also the gap [Fig. 7(a)]. Unlike
d0 cubic perovskites, for this t32g series the difference between
NC and US PAW is not limited to the bottom of the conduc-
tion band, but is also manifested at the top of the valence band
that has a strong d character. This is shown in the bottom pan-
els of Fig. 7, that displays the QP corrections at the US and
NC level for the VBM and CBM. The energy shifts ∆EVQP and
∆ECQP that measure the differences between the US and NC
QP corrections at the CBM and VBM tabulated in Tab. III,
shows that in SrMnO3 the difference is larger for the CBM
than VBM (0.43 eV and 0.27 eV, respectively), whereas in
SrTcO3 and NaOsO3 the deviation is about the same for filled
and empty states, ≈ 0.3 eV. This behavior can be explained by
the amount of d states present in the CBM and VBM, which is
also listed in Tab. III (see the additional column for SrMnO3,
SrTcO3 and NaOsO3): in SrTcO3 and NaOsO3 the CBM and
VBM possess about the same amount of d character, ≈ 0.8,
but in SrMnO3 the CBM is almost completely formed by Mn-
d states, 93%, twice larger than the d-population at the valence
band, 54%.
As expected from the above considerations, the final val-
ues of the extrapolated gap for this sub-series vary less than
for Sr(Ti, Zr, Hf)O3. For SrMnO3 the NC potential lowers
the gap by 0.2 eV, for the other materials there is hardly any
difference between the predicted gaps. This outcome is qual-
itatively similar to the situation discussed for the 3d, 4d, and
5d cubic non-magnetic perovskites (see Tab. III).
TABLE IV. Compilation of the calculated (G0W0) and experimental
band gaps for the perovskites dataset studied in this paper for both
type of convergence schemes (extrapolated, E, and non-extrapolated,
nE) using US- and when available, NC-based data. Both, the calcu-
lated direct gap at Γ (EΓg ) and the indirect gap (E
i
g, only if smaller
than EΓg ) are listed. As explained in the text NC-nE results are only
given for SrTiO3. The results are also compared with other previ-
ously calculated GW results. For NaOsO3 the calculaitons were done
including SOC. Due to the large computational cost, it was not pos-
sible to obtain NC data for Ca2RuO4. The experimental techniques
used to extract the gap are also reported: photoemission spectroscopy
(Refs. 79, 80, and 85), electron energy loss spectroscopy (Ref. 81),
optical spectroscopy (Refs. 46, 82, and 86), spectroscopic ellipsom-
etry (Ref. 87), X-ray absorption spectroscopy (Ref. 88), and optical
conductivity (Ref. 83). All energies are expressed in eV.
Compound PAW EΓg E
i
g E
Expt
g Other GW
(E) (nE) (E) (nE)
SrTiO3 US 4.45 4.39 4.08 4.06 3.379–81 3.8239,43
NC 3.94 3.99 3.55 3.55
SrZrO3 US 5.73 5.64 5.36 5.29 5.682
NC 5.80 - 5.43 -
SrHfO3 US 6.17 6.01 5.76 5.69 6.146
NC 6.21 - 5.81 -
KTaO3 US 4.40 4.31 3.67 3.59 3.687 3.5746 3.5189
NC 4.39 - 3.64 -
LaScO3 US 4.87 4.56 6.086
NC 4.93 - -
LaTiO3 US 1.12 1.00 0.63 0.49 0.186 0.7740
NC 1.17 - 0.54
LaVO3 US 1.73 1.74 1.19 1.14 1.186 2.4740
NC 1.71 - 1.14
LaCrO3 US 2.98 2.95 3.386 3.2540
NC 2.77 -
LaMnO3 US 1.33 1.34 0.96 0.97 1.186 1.6340
NC 1.30 - 0.87 -
LaFeO3 US 2.61 2.65 1.95 1.91 2.186 1.7640
NC 2.46 - 1.73 -
SrMnO3 US 1.66 1.75
NC 1.46
SrTcO3 US 1.62 1.62 1.18 1.14
NC 1.58 - 1.20 -
Ca2RuO4 US 0.96 0.98 0.53 0.50 0.3-0.588
NaOsO3 US 0.79 0.82 0.28 0.27 0.183
NC 0.92 - 0.27 -
The complete collection of bandgaps for the entire series of
perovskites considered in our study is compiled in Tab. IV. A
graphical summary of the comparison between the computed
(GW and DFT) and available photoemission and inverse pho-
toemission spectroscopy measurements is provided in Fig. 8.
The technical parameters (energy cutoff, number of k-points
and number of bands N) that guarantee well converged QP
energies (accuracy ≈ 100 meV) within the conventional non-
extrapolated scheme are listed in Tab. V.
Clearly, GW outperforms DFT, which underestimates the
gaps by more than 50% and, in some cases (NaOsO3, LaTiO3,
and LaVO3) finds a metallic solution. This is a well-known
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FIG. 8. (Color online) Comparison between the DFT and G0W0 band
gaps and available experimental measurements (reference given in
Tab. IV). The G0W0 refer to three different sets: non-extrapolated
results obtained using US potentials, and basis-set corrected values
using both type of potentials, US and NC (not for Ca2RuO4).
behavior that has been widely discussed in literature18,22–25,40.
Regardless of the specific convergence scheme and type of
potential, the GW gaps are in overall good agreement with
experiment. However, we should note that the experimental
data must be treated with care because perovskite materials
can often exhibit oxygen deficiencies that unavoidably alter
the value of the gap. In addition to this, we should also men-
tion that the GW gap refers to the fundamental gap, meaning
that excitonic effects are not taken into account. The calcula-
tion and the experimental estimation of electron-hole interac-
tions are not an easy task18,90 and remain a largely unexplored
issue in TM perovskites.
TABLE V. Set of parameters (energy cutoff Epw, k-point mesh and
number of bands N) used for the calculation of the band struc-
tures and optical spectra at G0W0 level within the non-extrapolated
scheme. This setup guarantees well-converged QP energies within
a accuracy of typically 100 meV. All of the parameters are for US
PAWs except for SrTiO3 where NC PAW is used.
Compound Epw k-points mesh N
SrTiO3 600 4×4×4 512
SrZrO3 650 4×4×4 1791
SrHfO3 650 4×4×4 2304
KTaO3 500 4×4×4 896
SrMnO3 500 4×4×2 400
SrTcO3 500 5×3×5 512
Ca2RuO4 500 4×4×2 512
NaOsO3 500 5×3×5 400
LaScO3 500 5×5×3 1280
LaTiO3 500 5×3×5 400
LaVO3 500 5×3×5 400
LaCrO3 500 5×3×5 400
LaMnO3 500 5×3×5 400
LaFeO3 500 5×3×5 400
US and NC data are generally very similar, apart from
the 3d systems, in particular, titanates SrTiO3 and LaTiO3,
for which the US gaps are larger by about 15% compared
to the NC values and, to a lesser extent, LaCrO3, LaFeO3,
LaMnO3 where the difference reduces to ≈ 10%: clearly, the
discrepancy is correlated with the difference δd between the
all-electron and pseudized norm of the 3d orbitals, which is
larger for d elements (as discussed previously, see Tab. II),
and the character of the VBM and CBM. Finally, the com-
parison between extrapolated and non-extrapolated schemes
(here inspected for US PAW only) confirms that these two
methods lead to similar results for the entire TM perovskite
dataset, with differences of about 0.1 eV. The only exception is
LaScO3 for which the non-extrapolated value of the gap is 0.3
eV smaller than the extrapolated one. We reaffirm, however,
that only the basis-set corrected scheme is founded on a solid
mathematical basis. Especially for US PAWs, it is also com-
putational more efficient than the non-extrapolated scheme as
it reduces the number of calculations to be performed with a
large number of bands and k-points.
B. Statistical correlations
Even though the material data set under scrutiny is lim-
ited to 14 compounds, a minimal statistical analysis of the re-
sults is useful, in particular considering the complexity of the
systems, the degree of accuracy of the method adopted and
the increasing interest in automatizing first-principles calcula-
tions within a high-throughput framework91. To this end, we
have inspected possible correlations between different types
of identifiers: QP gap, QP shift, DFT gap and the static dielec-
tric constant ∞. The results are summarized in Fig. 9. First,
we note that there is a relatively strong correlation, ∼0.97, be-
tween the calculated and experimental gaps, regardless of the
specific GW flavor (NC-PAW extrapolated data are slightly
better than the others) and the correlation is essentially identi-
cal for GW and DFT [see Fig. 9(a)]. This result is in line with
the very recent results of van Setten and coworkers49, who
found a correlation of R2 =0.962 (GW) and 0.957 (DFT) for
a larger set of 77 materials including monoatomic and binary
semiconductors. In the insets of Fig. 9(a) we provide the lin-
ear relations to reproduce the experimental gap starting from
the calculated band gaps.
In agreement with the conclusions of Ref. 49 we con-
firm that also for TMO perovskites the correlation between
the GW and DFT gap, 0.97, [see Fig. 9(b)] is larger than
the correlation between the calculated and experimental gap
[see Fig. 9(a)], meaning that it is more accurate (smaller
average error) to reproduce the GW gap starting from PBE
gap than to approximate the experimental gap based on GW
data. A standard linear regression procedure leads to an
EGWg = 0.731 + 1.456E
DFT
g relation, which should be com-
pared with the corresponding relation found by van Setten,
namely EGWg = 0.51 + 1.32E
DFT
g
49.
Interestingly, we found that the static dielectric constant ∞
(the average of the diagonal part of the static dielectric ten-
sor, see next section for more details) is another identifier that
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FIG. 9. (Color online) Statistical interpretation of the GW data by
means of a linear regression. (a) Comparison between the calculated
and experimental gaps. The calculated values include G0W0 results
obtained following the different schemes discussed in the main text:
conventional non-extrapolated scheme using US PAW and the basis-
set correction procedure using both NC and US PAW. (b) Correlation
between the G0W0 and the DFT gap. (c) Correlation between the
G0W0 gap and the calculated static dielectric constant ∞. (d) Com-
parison between the DFT gap and the QP shift at Γ. In each panel the
linear relation and the R2 factors are given in the insets.
can be used in high-throughput automatic GW calculations.
In this case the correlation between the G0W0 gap and ∞ is
quantified by the relation EGWg = −1.418 + 18.2 1∞ , with an
associated correlation of 0.81 [see Fig. 9(c)]. Even though
the linear relation between the GW gap and ∞ can be useful,
the accurate calculation or measurement of ∞ is not an easy
task92,93. Finally, we have also inspected the relation between
the DFT gap and the QP shift @ Γ but we found a rather low
correlation of 0.70 (see Fig. 9d).
To conclude this part we collect in Fig. 10 the various iden-
tifiers used for the statistical analysis: band gap, QP shift and
∞. The cubic d0 compounds exhibit the largest gaps (4-6 eV)
and the largest QP shifts (≈ 1.5 eV). In the 3d series, the gap
EΓg decreases progressively depending on the filling of the d
orbitals (larger, 1.7-3 eV, for half-filled systems) and so does
the QP shift (1.5-0.6 eV). Finally for 4d and 5d compounds
with partially filled d bands the direct gap at Γ is ≈ 1 eV, and
the corresponding QP shift is about 0.5 eV. Summing up, for
less correlated d0 and 4-5d materials the QP shift is roughly
25% of the direct gap, whereas in the more correlated 3d per-
ovskites the QP shift increases to 50-60% of the gap. As ex-
pected, the dielectric constant follows an opposite trend. It
increases with decreasing gap size and approaches a metallic-
like limit for NaOsO3 (which is on the verge of a Lifshitz
insulator-to-metal transition13) for which ∞ ≈ 27.
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FIG. 10. (Color online) Comparison between calculated QP shift,
band gap (indirect–down-triangles, and direct at Γ–up-triangles), and
avarage of the diagonal component of the static dielectric tensor
using the conventional non-extrapolated scheme and adopting US
PAWs. The QP shift is defined as the difference between the G0W0
QP energy and DFT eigenvalue.
C. Band Structures and Optical Spectra
After having analyzed in detail the convergence of the QP
energies in the G0W0 method, we turn now to the calcula-
tion of the electronic band structure and optical spectra for the
considered TM perovskite dataset. To this end, we have used
US PAWs and the non-extrapolated scheme according to the
technical set-up given in Tab. V. In fact, for the calculation of
the band structure the basis-set correction scheme is unprac-
tical because it would be necessary to apply the extrapolation
procedure to each QP energy using a sufficiently large k-point
mesh (required for the Wannier interpolation, see below). This
would clearly result in a cumbersome procedure, and the need
to use many k-points would wipe out the advantages of the
k-points correction scheme.
Due to technical reasons related to the k-point sampling,
it is presently not possible to calculate the QP energies for
non-uniform k-point meshes in the GW method. A com-
mon alternative is the interpolation of the QP energies ob-
tained for a uniform mesh using maximally localized Wan-
nier functions (MLWF); in VASP this is done by using the
VASP2WANNIER90 interface42 which connects VASP with
the Wannier90 suite94. We have followed this approach for
the calculation of the band structures, and used as an orbital
basis for the Wannier projections the full d manifold of the
TM ion (eg and t2g) and the O-p states. This choice is ade-
quate to accurately describe the electronic bands in a few eV
windows around the Fermi energy, as for all materials the top
part of the valence band has mixed O-p/TM-d character and
the bottom portion of the conduction band is generally domi-
nated by empty TM-d states (see SM78).
The band structures are compiled in Fig. 11, where we show
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FIG. 11. (Color online) Collection of the calculated band structures for DFT (gray lines) and GW (black) together with the GW density of
TM-d (shadow, cyan line) and O-p (full line, red) states. The filled circles indicate the calculated GW QP energies (used for the Wannier
interpolation). As mentioned in the main text, the DFT calculations for LaTiO3 and LaVO3 were performed with the addition of a small
effective U.
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TABLE VI. Percentage of O-p and TM-d states at Γ at the VBM and
CBM from the projected orbitals. For Ca2RuO4 the data in brackets
refer to the values taken for the VBM and CBM at (0.25,0,0).
Compound VBM O-p VBM TM-d CBM O-p CBM TM-d
SrTiO3 100 % 0 % 0 % 100 %
SrZrO3 100 % 0 % 0 % 100 %
SrHfO3 100 % 0 % 0 % 100 %
KTaO3 100 % 0 % 0 % 100 %
SrMnO3 45 % 54 % 3 % 93 %
LaScO3 98 % 1 % 8 % 76 %
LaTiO3 6 % 90 % 2 % 93 %
LaVO3 10 % 89 % 14 % 81 %
LaCrO3 20 % 78 % 4 % 92 %
LaMnO3 24 % 72 % 11 % 85 %
LaFeO3 33 % 61 % 7 % 90 %
SrTcO3 14 % 86 % 13 % 87 %
Ca2RuO4 14 % 84 % 24 % 74 %
(24 %) (75 %) (24 %) (75 %)
NaOsO3 23 % 73 % 18 % 78 %
a comparison between PBE and GW-derived bands, along
with the computed GW density of states (DOS). First, we note
that the quality of the Wannier interpolation is generally very
good, as established by the excellent match between the in-
terpolated bands and the actual GW QP energies used for the
interpolation procedure (shown as filled circles) and by the
smoothness of the electron dispersions.
By combining the information included in the band struc-
tures and DOS with the quantitative analysis of the orbital
character at the CBM and VBM at the Γ point (see Tab. VI) it
is possible to draw some conclusions on the type of band gap.
The d0 cubic systems SrTiO3, SrZrO3, SrHfO3, and KTaO3
are band insulators characterized by a p-d fundamental gap
that is also well visible as first excitation peak in the calcu-
lated and experimental optical spectra shown in Fig. 13. Also
LaScO3 falls in the category of band insulators, even though
the conduction band has a sizable amount of O-p states, which
causes a broadening of the first excitation peak (see Fig. 13).
The other compounds have a predominant d-d fundamental
gap, with some distinctions: LaTiO3 exhibits a clear Mott gap
with only marginal (about 10 %) O-p states at the valence
band; LaVO3, LaCrO3, LaMnO3 and SrTcO3 appear to have a
predominant Mott character too, but it is known that the gap in
LaMnO3 originates also from the Jahn-Teller instability99,100;
SrTcO3 was reported to possess a substantial itinerant char-
acter, which places it on the verge of a Mott transition101,102.
The data suggest that SrMnO3 and LaFeO3 can be assimilated
to an intermediate Mott/charge-transfer nature, as they have a
strong intermix of O-p and TM-d states at the valence bands,
whilst the conduction bands are largely formed by empty d or-
bitals. Ca2RuO4 exhibits a pd-pd gap, with 25% of O-p states
at both VBM and CBM. NaOsO3 is a peculiar case, character-
ized by electron and spin itinerancy, a relatively strong SOC
and a weak electron-electron correlation13,83,103. In this case
the valence and conduction bands are formed by a strong mix-
ture of O-p and Os-d states.
Finally, we used the GW QP energies to calculated the di-
elecric function in the independent particle approximation.
The real (1) and imaginary (2) parts of dielectric functions
 = 1 + i2 (shown in Fig. 12) were used to compute the
optical conductivity spectra as:
σ(ω) = −iω0[(ω) − 1], (3)
where ε0 is the vacuum dielectric constant. The results are
displayed in Fig. 13 and include a comparison with the mea-
sured spectra from Ref. 95 (SrTiO3, SrZrO3, SrHfO3), Ref. 96
and Ref. 86 (Lanthanum series). For SrMnO3 and SrTcO3 we
could not find any experimental reports in the literature. The
agreement between the calculated and measured values are
generally good. Unfortunately for the La-series, the experi-
mental data are limited to a small frequency window, which
only allows for a comparison with the onset of the optical
excitations. The cubic systems exhibit two prominent struc-
tures. According to the electronic structure properties dis-
cussed above, the first peak corresponds to the interband tran-
sition from O-2p to TM-t2g states, and the second one is asso-
ciated with the transition from O-2p to TM-eg orbitals.
The energy separation between the two main peaks is pre-
dominantly determined by the crystal field splitting. Using the
GW QP energies, the independent particle approximation un-
derestimates the energy seperation by 15-20%: we obtained
1.5 eV (expt: 1.9 eV), 4.0 eV (expt: 5.1 eV) and 4.3 eV (expt:
4.9 eV) in SrTiO3, SrZrO3, SrHfO3, respectively. We believe
that this error is mainly related to the independent particle ap-
proximation which places the t2g at too high energies. Includ-
ing excitonic effects would lower these t2g states [preliminary
calculations on SrTiO3 based on the Bethe-Salpeter equation
(BSE) confirm this conclusion, in agreement with recent BSE
data104]. The spectrum of KTaO3 exhibits a less pronounced
separation into two main peaks. This is due to the larger band-
width of both the valence and conduction bands (see band-
structure in Fig. 11), which allows for more broadened optical
transitions and the appearance of shoulders close to the main
peaks.
For NaOsO3 the calculated optical conductivity follows
well the measurements of Lo Vecchio83 et al.: the main ab-
sorption edge is mainly associated to charge-transfer exci-
tations among Os 5d and O 2p states (see bandstructure in
Fig. 11).
The variation of the optical properties and of the band gaps
in the La-series has been discussed in the seminal paper of
Arima and coworkers.86. Also for this set of compounds, the
agreement with the measured data is satisfactory, with the ex-
ception of LaVO3 for which GW predicts a substantial blue-
shift of the strongest excitation peak at about 2.5 eV. This
discrepancy can again be related to the neglect of excitonic
effects, which are strong for p → d transitions. However,
the onset of the optical spectrum at 1.2 eV is well reproduced
by theory and corresponds to the characteristic d-d transition,
which is weak due to the low density of empty states at the
bottom of the conduction band (see Fig. 11). LaScO3 is a clear
band insulator with the first (charge-transfer) optical excita-
tion arising from the O-p to Sc-d transition; the experimental
spectrum does not clearly show the tail at the bottom of the
spectrum well visible in GW. We believe that the GW band-
structure is reliable in this respect, and that the onset of op-
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FIG. 13. (Color online) Collection of calculated (black line) optical spectra along with available experimental curves (gray/red line); for
SrTiO3, SrZrO3 and SrHfO3 the experimental data are taken from Ref. 95, for KTaO3 from Ref. 96, for NaOsO3 from Ref. 83, for the La series
from Ref. 86 (LaMnO3 from Ref. 97, and for Ca2RuO4 from Ref. 98. For Ca2RuO4 the inset shows a zoom of the low-energy region. The
calculated dielectric functions from which the optical conductivity spectra have been derived are shown in Fig. 12.
tical adsorption is not easily dedected in the experiment. We therefore trust that our predicted band gap of 4.9 eV should
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TABLE VII. Diagonal part of the static (ω = 0, ion-clamped) dielec-
tric matrix αβ∞ calculated by means of the G0W0 approximation.
Compound XX∞ 
YY
∞ 
ZZ
∞
SrTiO3 3.40 3.40 3.40
SrZrO3 2.77 2.77 2.77
SrHfO3 2.67 2.67 2.67
KTaO3 3.16 3.16 3.16
SrMnO3 5.26 5.26 5.61
LaScO3 3.46 3.67 3.66
LaTiO3 5.31 5.05 4.89
LaVO3 3.83 6.51 3.70
LaCrO3 4.90 4.89 4.96
LaMnO3 4.83 4.58 5.02
LaFeO3 4.23 4.19 4.28
SrTcO3 7.53 7.46 7.66
Ca2RuO4 5.80 5.90 3.90
NaOsO3 26.02 28.63 27.05
be more reliable than the experimental estimate of 6.0 eV (see
Tab. IV, and Fig. 11). As the 3d states start to become occu-
pied (LaTiO3, 3d1) a Mott peak shows up in the low-energy
region of the optical conductivity, but the overall spectra are
still dominated by the intense charge-transfer peak located at
about 9-10 eV (depending on the specific system). In LaFeO3
a third relatively intense feature appears at 4.1 eV between the
lowest Mott peak (2.3 eV) and the charge transfer peak (9.8
eV), which can be assigned to the transition from the VBM
to the group of bands centered at 4 eV above the Fermi level
which have a mixed O-p and Fe-d character (see Fig. 11).
Finally, Ca2RuO4 displays 4 main peaks in the lowest part
of the optical conductivity (i.e., in the energy window up to
5 eV for which experimental reports are available). On the
basis of the electronic properties (bands and DOS) and fol-
lowing the labelling given in Fig. 11 we can tentatively as-
sign the first peak at 1 eV to the i → a transition, the sec-
ond two peaks at 2 and 2.5 eV can be interpreted as j → a
and i → b excitations, and finally the broad and intense peak
at about 4 eV should correspond to transition from the va-
lence bands i, j to the main d bands b. While the more intense
peak should have a clear charge-transfer character, the other
transition might involve d-d Mott-like transitions98. However,
a more quantitative and certain analysis of the specific type
of transition would require beyond GW approaches such as
the solution of the Bethe-Salpeter equation, which will be the
topic of a future work. This comment applies to some degree
to the interpretation of all spectra.
IV. CONCLUSIONS
In summary, in this study, we have assessed the perfor-
mance and accuracy of the single shot G0W0 approximation
for the calculation of converged QP energies for transition-
metal perovskites using two different schemes (the basis-set
correction procedure and the conventional non-extrapolated
method) and inspected the dependence of the results on the
type of PAW used in the computation (ultrasoft vs. norm-
conserving). In order to draw general conclusions valid for
different physical environments, we have performed a series
of calculations on a TM perovskites dataset comprising 14
compounds representative of the variety of properties charac-
teristic of this class of materials: magnetic and non-magnetic
systems, with and without structural distortions, with different
occupancies (d0 → d5) and spatial extension [3d, 4d and 5d]
of the outermost d shell, with band-gap ranging from 0.1 eV
(NaOsO3) up to 6.1 eV (SrHfO3) and different types of main
optical excitations (Mott-Hubbard, charge-transfer, relativis-
tic and band insulators).
We reassert that the formally (mathematically) corrected
procedure to obtain accurate QP energies requires a basis-set
as well as a k-points correction. However, these corrections,
in particular, the basis-set extrapolation, can become compu-
tationally prohibitive when combined with NC PAWs because
norm-conserving pseudopotentials are generally constructed
with a much larger number of plane-waves compared to ul-
trasoft potentials (this is the case for Ca2RuO4, for which
we could not perform NC-based calculations). On the other
side, the use of US PAWs makes the basis-set corrections
scheme computationally more advantageous than the non-
extrapolated scheme because well-converged results can be
achieved with few k-points and the k-point correction requires
only a small number of bands (and energy cutoffs). Even
though the reliability of the conventional scheme, based on
a progressive increase of the most important technical param-
eters influencing the convergence of the results (cutoff energy,
number of bands, and number of k-points) is not supported by
a mathematical demonstration, our numerical results indicate
that in most cases this scheme leads to reasonably converged
QP energies very similar to those achieved by means of the ba-
sis set correction scheme. This conclusion is of great practical
importance as this allows to easily compute energy dispersion
relations (band structures) and optical spectra, which cannot
be computed using the basis-set correction method. The so
obtained optical spectra, based on the calculation of the fre-
quency dependent dielectric function (without the inclusion
of excitonic effects), are in good agreement with experimen-
tally available measurements and provide useful insight on the
characterization of the most important optical transitions.
Concerning the difference between NC and US PAWs, the
main source of inaccuracy in US-based calculations is the
degree of norm-violation for the d shell, which can be as
large as 0.4-0.45 electrons for Mn and Fe. For most of the
compounds considered in the present study, this inaccuracy
is somehow compensated by using a robust technical setup
in US-based calculations [typically Epw=500-600 eV, N=500
(in some cases up to 2000), and a 4×4×4 k-point mesh]. In
this respect, the most problematic compounds turned out to be
SrTiO3, for which US PAWs deliver a band gap 0.5 eV larger
than the corresponding NC value. In general, particular care is
required for 3d charge-transfer insulators (p → d transition).
Also, late transition metals are more difficult than early tran-
sisiotn metals, since the d electrons become more localized
towards the end of the d series.
Finally, a basic statistical analysis of our results indicates
a strong correlation between the calculated and experimental
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band gap (R2=0.94-0.95) as well as a very robust correlation
between the GW and DFT gaps (R2=0.98). Also, we found a
correlation between the GW gap and the static dielectric func-
tion which could be particularly useful for automatic high-
throughput calculations. As expected, the QP shift decreases
with decreasing band gap, and this trend is characterized by
two distinct behaviors: for the less electronically correlated
d0 p-d insulators and 4-5d compounds the QP shift is about
25% of the value of the gap, whereas for the more correlated
3d materials the QP shifts increase up to 50-60%.
We hope that the results and conclusions of our work will
serve as useful references for future GW calculations on com-
plex transition metal oxides.
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