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Abstract 
Bog, J.-M., Les boites, Theoretical Computer Science 81 (1991) 17-34. 
Ce travail concerne des objets combinatoires nouveaux, les boites, qui sont apparus nkessaires 
pour la construction et I’etude des automates et mono’ndes non-ambigus ainsi que des codes B 
longueur variable [ 11. Nous presentons successivement les proprietes fondamentales de ces objets, 
leers structures algebriques, quelques families remarquables et enfin le resultat principal sur la 
suppression du 0 d’un monoi’de de relations non-ambigu. 
1. Premiiire partie 
Dam cette partie, on presente Ies notions de boite et coffret et on enonce les 
theoremes caracterisant les monoi’des de relations non-ambigus. 
Un semi-groupe de relations est non-ambigu SI le produit des relations est non- 
ambigu: si (i, j) est element du produit rs, if existe un unique k tel que (i, k) E r et 
(k,j) E s. 
Etant donnee une famille de parties de E, une sous-se ion (resp. section) de 
est une partie de E qui intersecte tous les elements de en au plus un point 
(resp. exactement un point). 
Un couple (L, ties est dit non-ambigu s’il verifie: 
l’ensemble des so est l’ensembie des sous-sections de 
remarquera que: 
- les families sont heriditaires, 5 savoir fermees pour l’inclusion; 
- les familles sont recouvrantes, c’est 5 dire & L I = UC6 C c = E, puisque 
Ies singletons appartiennent a ces deux 61 
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Definissons maintenant le rang d’une relation Y E E x E: Toute relation peut 
s’ecrire comme union de n produits cartesiens de parties de E: 
(1) r= u Ci x !i avec Ci, li E E puisque 
i; I.....n 
r= iJ #x(j). 
tr.jk r 
Le range de r est la valeur minimale de n parmi toutes les dkompositions de type 
(1). 
Enfin on notera A‘ le complCmentaire d’un ensemble A. 
Lemme 1 .I. Etant donn6 un couple non-ambigu ( L, C) de families de parties de E, 
posorls 
L.C={lxc]k L,Cf C}. 
11 Gent 
(i) Les relations c x 1 son t des sous-sections de la famille L.C. 
(ii) C.L est un semi-groupe non-ambigu maximal de relations de rang infirieur ri 
1 c /est ii dire que pour tout semi-groupe M non-ambigu de relations de rang infkrieur 
d 1, il existe un couple non-ambigu (L, C) tel que M c CL. 
reuve. (i) est immediat. 
(ii) Soient ci x li E C. L pour i = 1, 2. On a 
Par hypothese on a 11, n c,l s 1. Ceci prouve d’une part la non-ambiguite du produit 
et d’autre part que CL est ferme pour le produit de relations. 
Considirons maintenant un semi-groupe non-ambigu M de relations de rang 
infkrieur B 1. Posons 
L(M)={lr E13ccxk M), C(M)=jcc El31 c> 1~ M}. 
La non-ambiguite du produit dans M impose que 11 n cl G 1 pour tout 1 E L(M) et 
c E C( M). Soient alors L la famille des sous-sections de C(M) et C la famille des 
sous-sections de L. On obtient 
Comme on l‘a not6 prkCdemment, si deux families L et C forment un couple 
non-ambigu, les familles et C sont hkkditaires. Elles sont done caractkiskes par 
leurs parties maximales pour l’inclusion. Notons L et C ces deux familles: le couple 
(L, C) sera appeli une bor^te. En d’autres termes une bok est un couple de familles 
de parties de E tel que: toute sous-section maximale de C appartienne B L; toute 
sous-section maximale de I, ap 
Remarquons que les observations wivante 
(I) Les familles L et C sent recsuvrantes 
t Ilonn6e une fa 
OtelqueKer 
(.L, C) telle que K E b . 
Exemple. Soit E = { 1,2,3,4}; les famitles suiv 
L = w 9 2A{3,4), 12,3)2, 5. P, 4L k4H. 
Nous reprkenterons une boTte par un tableau 
sont les In c: 
Nous nous intkessons maintenant aux famili e sections rkiproques. Un c0fikV 
est un couple (L, C) de families de parties de 
(i) L est l’ensemble des sections de C; C est l’ensemble des sections de L. 
(ii) i et C recouvrent E. 
Remarque. La condition (ii) n’est pas dans ce cas consequewe de ia condition (i), 
comme le montre l’exemple suivant: 
E =Wl, L=Wk c: = w, 11, m 
Enfin, nous apellerons ordre d’une boite au d’un coffret !e cardinal de I’ensembte E. 
Exemple. E ={l, 2,3}, L={{l, 3), {2}), C = {{1,2), (3)). (L, C) est un co&et que 
I’on peut rep&enter ce la manike suivante: 
Exemple. Le tableau suivant 
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ne represente ni une boite ni un coffret. On peut cependant le plonger dms ks 
tableaux suivants: 
1 2 1 
RI 
3 4 4 
3 2 
qui reprhente une boite qui n’est pas un coffret, et 
1 2 
3 4 
m 1 
1 2 1 2 3 2 
3 4 3 4 1 4 
qui sent h la fois des boites et des coffrets. 
Proposition 1.2. Les coffrets d ‘ordre inf&ieur ou &gal ci 5 sont des boftes. Pour les 
ordres suphieurs ou 4gaux ci 6, il existe des cofrets qui ne sont pas des bor^tes. 
reeve. La premiltre partie de la proposition se prouve par la construction sys- 
timatique de boites d’ordre infhieur A 6. Pour IEI 2 6, posons 
E [ 
-n, -l]u[l, n] = 
1 
si n est pair, 
II-n, nl si n est impair. 
Considhons la famille L composie des parties {i, -i} pour i = 1, . . . , n et [-n, - 11, 
ainsi que (0) si n est impair. La famille C des sections de L est, si n > 3: 
On vkifie par ailleurs que L est la famille des sections de C si n 2 3; le couple 
(L, C) est done un coffret. Ce n’est cependent pas une boite car [0, n] n E est une 
sous-section maximale de L qui n’est pas une section (voir la Fig. 1). 0 
cofret t 
Fig. I. 
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Voici maintenant un r&&at qui permet de construire des monoi’des de relations 
non-alrzbigus transitifs (m.r.n.a.t.) k partir de bohes ou coffrets. Rappelons qu’un 
monoi’de M de relations sur E est transitif si tout couple (i, j) de E’ est Gment 
d’une relation de A4 au moins. Le 0 d’un monoi’de de relations est la relation vide. 
3. Etant domzies deux familles L et C de parties de E, posons 
L.C={lxclk LJEC}. 
(i) Si (L, C) est une boire, l’ensemble des sous-sections de L.C est un m.r.n.a.t. 
(ii) Si (L, C) est un coffret, l’ensemble des sections de L.C. est un m.r.n.a.t. sans 0. 
Pour prouver ce rkultat, itablissons le lemme suivant. 
Lemme 1.4. (i) Si (L, C) est une bo?te, notons (L, C) le couple non-ambigu associe’ 
ci la boi’te (L, C). L’ensembles des sous-sections de L.C est &gal ci l’ensemblf des 
relations qui envoient L dans L et C dans C: 
SSect(L.C)={rE2EXEIlrE L, rcE C, k L, CE C}. 
(ii) Si ( L, C) est un coffret, l’ensemble des sections de L.C est kgal ci l’errsemble 
des relations qui envoient L dans L et C dans C: 
Sect(L.C)={rE2ExE~lrE L, rcE C, k L, CE C}. 
Preuve. (i) Soient r une relation de SSect( L.S) et 1 une partie de ; pour tout c de 
C, il existe au plus un point (i,j) de I x c n r. II s’en suit que lr intersecte c en au 
plus An point, h savoir j si 1 x c n r = {(i, j)}; lr appartient done 5 L. De manikre 
analogue, on montre que rc E C 
Rkiproquement, soient I une partie de L et c une partie de C; supposons que 
lxcnr={(i,j),(i,,j,)} avec (i,j)#(i,,j,). Xl vient 
{i, i,}c rcn 1 et {j, j,}E lrn c, 
ce qui est contradictoire avec rc E C et lr E L.. 
(ii) Soient k L et cE C; puisque 1rE L et rcE C, on a lrnc={j} et rcnl={i}; 
d’oti rnlxc={(i,j)}. 
Rkiproquement, soient r E Sect( L.C), 1 E L; pour tout c E C, I x c n r = {(i, j)}; lr 
intersecte done tous les c de C en un seul point et appartient done A L. De manikre 
analogue, on montre que rc E C. 0 
reuve h&hme 1.3. Le Lemme 1.4 prouve que Sect( L.C) et SSect( L.C) sont 
des mono’ides. Montrons que le produit est non-ambigu. Soient r et s dans Sect( t.C) 
(zsp. SSect( L.C)) et (i, j) un 616ment de rs. Choissisons un I de L contenant i et 
un c de C contenant j; lr et rc s’intersecte en k qui est l’unique point tel quc (i, k J E I 
et (k, j) E s. Enfin remarquons que les relations c x /, pour tous les c de C et 1 de 
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L, appartiennenr 6 Sect( LC) (resp. SSect( LC)); ceci assure la transitivite du 
monoi’de puisque L et C recouvrent E. Cl 
Nom 6nonCor-a maitenant un theoreme concernant la maximaliti des monoi’des 
de relations non-ambigus transitifs (m.r.n.a.t.) ainsi construits. 
ThCo&me 1.5. Etant donnk un m.r.n.a.t. M, if existe une bor^te (L, C) telle que 
M s SSect( L.C). Si le monoi’de M ne pohde pas de 0, il existe un coffret (L, C) tel 
que M c Sect( L.C). 
Nous decomposons la preuve de ce theoreme en difI&ents lemmes: 
Lemme 1.6. Un m.r.n.a.t. M posskde un unique id&al O-minimal Z(M). 
reuve. Si M n’a pas de 0, l’unique ideal minimal est I’intersection de tous les 
ideaux. Si M possede un 0, supposons l’existence de deux ideaux 0-minimaux 1, 
et Z2 et soknt ml E II et m2 E Z2 deux elements non nuls. Soient (i, ,jl) E m, et 
( iz,j2) E m2; la transitivite ntraine I’existence d’un r E M tel que (j, , i2) E r. 11 vient 
m,rm+ Z,n I2 d’ou II = Zz. cl 
L’ideal Z(M) d’un m.r.n.a.t. est done un semi-groupe simple ou O-simple. On 
peut done lui appliquer le theoreme de structure de Rees-Suschewitsch qui, dans 
le cas present, donne un &once particulier [3, 21: 
(i) Les relations sont de rang q. 
(ii) Les relations e factorisent en un produit cpl 06 c et I-’ sont des applications 
de E dans [ 1, q] et p une permutation de [ 1, q]. 
(iii) Deux relations rl et r, sont R-equivalentes (resp. L-equivalentes) si tl = cp,l, 
et r, = cp& (resp. rl = cl p,l et r2 = ~~31). 
Ce resultat nous permet d’enoncer le lemme suivant. 
Lemme 1.7. Un m.r.n.a.t. (resp. sans 0) se plonge dans un m.r=n.a.t. (resp. sans 0) 
possedant un idkal de rang 1. 
reuve. Soit m une relation de l’ideal Z(M) du m.r.n.a.t. M. D’apres le theoreme 
precedent, m = cpf oti c et I-’ sont des applications partielles; on adjoint au monoi’de 
M les relations ci U, oti les Ci sont les fibres de l’application c et 1 le domaine de 
l’application partielle I-‘, lorsque m decrit Z(M). Les relations ainsi definies con- 
stituent un ideal de rang 1; le monoi’de obtenu est le m.r.n.a.t. recherche. Cl 
Soit M un m.r.n.a.t. (resp. sans 0). Plongeons le dans un 
conform -ment au Lemme 1.7. L’ideal minimal Z(M,) est alors 
,)={cx 1lCE c,, k L,}, 
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ou C, est la famille des parties regroupant les points fixes d”une msme R-classe et 
L, celle des parties regroupant les points fixes d’une mcme L-classe. Ces deux 
families verifient la condition 
l!nclG 1 (resp.= 1). 
11 s’agit maintenant de plonger le couple (L, , C,) dans une boite (L, C) (resp. 
un coffret) en prenant soin que les relations de M soient des sous-sections (resp. 
des sections) de L.C. 
Remarquons que I x c n m = (lm n c, I n mc) pour I E L: , c E C, oil l’on a confondu, 
par abus de langage, element et singleton. Si J est une sous-section (section) de C, , 
11 n mcl S 1 (= l), d’ou IJrn n cl s 1 (= 1). Les relations m de M, intersectent done 
1 x c, pour c E C, , en au plus un point (un exactement). 
On peut done completer L, en L, en lui rajoutant les sous-sections maximales 
(sections) de C, . Dans cette nouvelle situation, on a ML E L, par contre on n’est 
pas assure que (L, C,) soit une boTte (coffret). 11 faut rajouter a C, les sections de 
L, ce qui donnera la famille C. Ceci peut se faire en conservant le fait que les 
relations de M soient des sous-sections (sections) de L.C. car ML E L. 
La methode proposee ici pour construire une bo!te contenant (L,, C,) consiste 
done B completer L1 par toutes les sections de C, avant de completer C1. On peut 
alterner la completion des deux familles, mais il faut prendre soin qu’a chaque 
&ape on ait MLi c Li ou CiM C_ C’is q 
Exemple. Soient E = { 1,2,3} et le coffret suivant: 
1 3 IH 2 2 
L.C = (((1, l), (1,2), (3, 0, (3,211, {U,2), 0,3L (3,2), (3,3)), u2909 (29 2119 
{(2,2), (2,3)~~* 
Les sections de L.C forment un m.r.n.a.t. de douze elements engendre par les trois 
relations: 
r1= w, 3), (2,2), (391% rz = w, 21, (290, (2,3)), 
r, = ((3, I), (1,3), (2, I), (2,3% 
xi&me ie 
Cette partie est consacree B l’etude des morphismes entre bottes ou coffrets ainsi 
qu’a leurs decompositions. Cornme; on l’a vu dans ce qui precede, ces deux types 
d’objets sont tres voisins, ies &on&s sont assez proches, mais ne coi’ncident pas 
systematiquement. 
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Etant don&es deux boites (cofirets) I?, = (L, , C,) et & = ( L2, C2) SW El et E-, , 
un morphisme de B, sur B2 est une application surjective f de E, sur E2 teiie que 
L3 = f( L,) et C2 = f( C,) oti f est natureilement &endue aux parties, puis aux lamiiies 
de parties de E, et E2. Deux boftes (coffrets) isomorphes sont done deux boites 
(coffrets j oii ies points sont diffkemment nommks. Nous app4ierons dkormais 
bor^te (cofiet) une ciasse d’isomorphie. Une boite (coff ret j n’admettant d’autre 
image homomorphe qu’eiie msme et la boite (coffret) sur un point sera dite premiPre 
xemples. Les deux tableaux suivants reprkentent la mgme botte: 
1 3 
+i 
et 
2 2 
Voici des boites premieres: 
1 2 3 
FE 4 2 4 5 5 3 
1 2 1 
kit- 3 4 4 3 2 
Voici des coffrets premiers: 
1 2 3 
K 4 2 4 5 5 3 
Etant donnk une bofte (coffret) B = (L, C) sur E et une partie A de E, on appeiiera 
restriction de 6 A, not6 Bin, ie couple des restrictions non vides des parties. 
IA = WA, CIA) oG 
&p{InAlk L, InA#@}, CIA=(cnAIcEL,cnA#fl}. 
On a aiors la nroposition suivante. 
Etant donne’ un coflret sur E et une application f de E sur F, sont 
(ii) Les restrictions de aux jibres de f son t des coflrets. 
ve. (i) impiique (ii). 
Soient IE L et cE deux parties du coffret = (L, C) intersectant une mk!me 
fibre A de J Puisque est un coffret, f(I) et f(c) s’intersectent en un seui point, ti 
savoir f(A). Par ailleurs, de f(f n c) c-f(I) nf(c), on deduit que In A et c n A 
possedent un unique point d’intersection. 
Montrons maintenant la maximalite de IA. Soit, cl z A une section des jj, ; si 
c est une section de L, cl u (c n A) est une section de k. En effet, si In A = 0, c n ,& 
intersecte I en un point, et si I n A # 0, cl intersecte I en un point et (c n A) n 2 = 0 
sinon f(B) ne serait pas une bofte. 
(ii) implique (i): Pour tout I E L et c E C, f(I) et f(c) s’intersectent en un point 
au moins puisque f( I n c) Sf( I) nf( c); supposons que I et c s’intersectent au point 
j distinct de I n c; la fibre A de j etant un coffret, 2 n A et c n A s’intersectent en 
un point de A distinct de 1 n c, ce qui est interdit. 
Montrons alors que f(B) est maximale: sait cl une section de f( t). Construisons 
la partie c de E constituee en prenant une section de chaque LI,--1, iI pour i parcourant 
c1 . La par-tie c est ainsi une section de L et cI =f( c). 0 
Proposition 2.2. Etant donn~es une bor^re SW E et une application f de E sur F, si 
f(B) est une bohe SW F, alors les restrictions de aux jbres de f sont des bohes. La 
rkciproque est fausse. 
Preuve. Soient k L et c E C deux parties de la bofte = (L, C) intersectant une 
msme fibre A de J 11 est clair que LIA est composee de sous-sections de Cl, et vice 
versa. Montrons qu’elles sont maximales; si I, = I n A n’est pas maximale, on peut 
completer 2, en I2 qui est eJe-mcme une partie d’une sous-section maximale de C, 
done I2 E LIA. Par ailleurs f(I) intersecte f(c); on en deduit que I n ii n’intersecte 
aucun des c n A lorsque c n A f 0; la partie Z2 u (In A) est done une sous-section 
de C contenant I, contrairement a l’hypothtse. 
La reciproque est fausse comme le montre l’exemple suivant: 
E = {I, 2,3,4,% 
La fibre de a est la boite 1, la fibre de b est la bok 
2 3 
Eizl 4 2 4 5 5 3 
) nest pas une boite. q 
Lenrme 2.3. Soient B une bor^re (un coflret ) sur E, X et Ydevx parties de E dktersection 
I y soient deux bohes ( coflrets ). 10s la restriction de 
est une boi’te. 
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Preuve (pour Zes co$rerS). Pour tous les 2 de L et c de C, I n X n 1’ et c n X n Y 
s’intersectent en un seul point. Par ailleurs, si c est une section de L( x n y% considerons 
une section cl dc I& ; posons c2 - (c, n ?) u c. c2 est une section de I& et done 
c2 = c3 n X pour une partie c3 qui est section de L; il vient c = c3 n X n Y, ce qui 
prouve la maximalit de la restriction & X n Y de la boite r3. 
(Pour le.s boi’tes) Pour tous les 2 de L et c de C, 1 n X n Y et c n X n Y s’intersec- 
tent en au plus un point. Par ailleurs les parties In X n Y et c n X n Y sont des 
sous-sections maximales ans quoi I et c ne seraient pas maximales. Enfin, pour 
montrer que LI xn y contient toutes les sous-sections maximales, on opere comme 
pour les coffrets en remplac;ant “section” par “sous-section maximale”. Cl 
Une dkomposition d’une bo?:e (coffret) B se deduit d’un morphisme f: c’est la 
liste de son quotient f ( ) et des facteurs qui sont les boftes (coff rets) restreintes 
aux fibres de f: 
);B,,B,,...,&) 
Une bo!te (coffret) peut avoir de multiples decompositions; cependant le Lemme 
2.3 permet de definir une dkomposition canonique. En effet toute ddcomposition 
definit une partition de E: considkons la partition la plus grossibre plus fine que 
les partitions attachees aux decompositions Bquotient premier. Le Lemme 2.3 montre 
que cette partition difinit une decomposition qui sera dite canonique: 
Toute boi’te ( tout coffret ) admet une dkomposition canonique unique: 
c’est la dkomposition la plus grossihe parmi les dkompositions plus jines que les 
dkompositions ci quotient premier. 
xemple. Les decompositions de la boite 
1 1 1 
kk 2 3 3 2 4 5 
sont 
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1 1 a 
~ 
2 3 3 
2 4‘5; ~,p-j+--jJi--J,j-q 
1 1 1 
El3 2 3 3 2 4 5 
La premike dkomposition est la dhomposition canonique, les deux dernkes sont 
les dhompositions triviales. 
Les dhompositions de la b&e 
1 2 3 3 El34 1 2 4 5 
sont 
. Les boites premikres ont une dkomposition canonique dont les facteurs 
son1 reduits 5 un point, mais la rkiproque est fausse comme le montre la dhomposi- 
tion canonique 
et les deux decompositions triviales; la dtkomposition canonique est la troisieme. 
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3. Troisikme partie 
Nous etudions ici des familles particulieres de boftes t coffrets et nous nous 
interessons a leur construction. 
Cette premiere famille a et6 remarquee par Pouzet: c nsiderons un ensemble 
ordonne E (poset); le cot_, &e des fimilles de cha?nes et anti-chafnes maximales 
constitue une boite. En effet les chaines et anti-chaines se coupent en au plus un 
point. 
Si l’ordre sur I’ensemble E est “suns IV”, ce couple est un cofiret. Rappelons 
qu’un ordre est “sans N” s’il verifie la condition: on ne peut trouver de “IV” dans 
le graphe de Maase, soit encore, si i, j, k, h sont des sommets de ce graphe tels que 
(i, j) et (k, h) soient des arcs, alors (k, j) n’est pas un arc a moins que (i, h) en soit 
un aussi. On sait que, pour de tels ordres, les cha?nes et anti-chatnes e coupent 
en un point et un seul. 
Exemples. 
1 2 1 
k4& 3 2 3 4 4 
1 1 2 
Ia 3 5 2 3 4 4 
Une seconde famille de coff ret est engendree par les families de parties recouvrantes 
minima!es: soi), L une famille de parties de E, elle est recouvrante minimale si 
IJ, ( L f = E et si L privee d’une quelconque partie nest plus recouvrante. Definissons 
par ailleurs un pivot: un element a de E est un pivot de L s’il existe une unique 
partie I de L contenan a. Par abus de langage, on dira qu’une boite ou un coffret 
(L, C) est recouvrant minimal si I’une des families 6. ou C est recouvrante minimale. 
On remarquera que toute partie d’une famille de parties rwouvrantes minimaks 
contient un pivot. 
un coffiet. 
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Soit L me famille de parties recouvrante minimale; ( L, Seca( L)) est 
reuve. Soit L une famille recouvrante minimale de parties de E et disignons par 
f l’ensemble des pivots de L. La restriction de L 5 P est une partition de P. 
Dans un premier temps, supposons que P = E, c’est 5 dire que L est une partition 
de E. Une section c de L est une partie constituee d’un element de chacun des I de 
L. Une section h de Sect(L) est un element de la partition L: en effec, si h esi 
contenu dans un I de L, h n’intersectera pas une des parties de Sect(L), et si h 
intersecte deux I distincts, il intersec*:ra une des parties de Sect(L) en deux points. 
Supposons que PC E. Remarquons d’abord que toute sous-section de L se 
complete en une section en utilisant les pivots de P. Considerons maintenant une 
section h de Sect(L). En se restreignant a P et d’apres ce qui precede, il existe un 
unique I de L tel que h n P = In R Si h c l, une section de L intersectant I en 
Q E In h’ n’intersectera pas h. Si I c h, considerons une sectiorl de L contenant un 
a E h n i et un 6 E P n 1. Cette section intersecte h en deux points. Cl 
Une borle-coffret est une bo?te qui est aussi un coffret, ou vice versa; c’est done 
que les sous-sections maximales sont des sections. On a la proposition suivante 
osition 3.2. Une boile recouvrante minimale est une tide-cofiet. 
Soit (k, C) une b&e dont L est une famille recouvrante minimale et c E C. Si 
I n c = 0 pour un I de L, on considere un pivot p de I: c u ( p} est une sous-section 
de L done c ne serait pas maximale. 
I&marques. (1) 11 existe des coffrets recouvrants minimaux qui ne sont pas des 
boites: 
(2) I1 
Fig. 2). 
existe des bo?tes-coffrets qui ne sont pas recouvrantes minimales (voir la 
Fig. 2. 
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~h&&me 3.3. Toute bohe est la restriction d’une bohe-coffret recouvrante minimale. 
Pour etahlir ce resultat, montrons tout d’abord le lemme suivant. 
3.4. Soit L une famille de parties de E et C la famille des sous-sections 
maximales de L. Si p est un pivot d’ une partie I de L, alors I est I’unique sous-section 
maximale de C con tenant p. 
reeve. Disignons par Q l’union des c de C contenant p et montrons que 
Vc pw * Icn(+l. 
Si ce n’etait pas le cas, il existerait un c, de C contenant p et deux points distincts 
r et s dans con 0; ces deux points ne peuvent appartenir simultan6ement a I sinon 
1 co n II > 1; done, par exemple, r e I et { p, r} est une sous-section de L ce qui entraine 
que r E Q contrairement B l’hypoth5se. On en dCduit que I = {p} u 0. q 
R-ewe du ThCorkme 3.3. Soit (L, C) une botte sur E qui n’est pas un coffret 
recouvrant minimal. Ajoutons des pivots aux I de L qui n’en poss6daient pas. Ces 
nouveaux pivots constituent un ensemble P disjoint de E. Disignons par L, la 
famille L ainsi compl&$e. Construisons C,, famille des sous-sections maximales 
de L, : ce sont des sections car tous les I de L, possedent un pivot. 
Considerons maintenant L, ensemble des sous-sections maximales de C,. On 
va montrer que L2 = L,, ce qui prouve que (L,, C,)est une boite-coffret. Soit I une 
sous-section maximale de C, : 
- si I n P = 0, I est une sous-section de C done est une partie d’une partie I, de L, . 
- si In P # 0, I intersecte P en un point p exactement car P est une sous-section 
de L, ; p appartient i un unique I, de E, et d’aprks le lemme pr6dent I = 11. Cl 
Ce resultat fournit une m&thode pour construire des boi’tes ou des coffrets, car la 
construction de familles recouvrantes minimales est relativement aike. Par contre, 
pour construire toutes les boftes d’un ordre don& on peut &re amen6 a construire 
des boites-coffrets d’ordre bien sup&ieur, ce qui rend cette methode inefficace. 
Afin d’obtenir un echantillon de coffrets, un autre heuristique a 6t6 utilis6 pour 
!es construire directement; il consiste a construire les coffrets d’ordre n ii partir des 
coffrets d’ordre n - 1 deja construits; ce pro&de a permis la construction de coffrets 
dont les nombres ont donnes dans la Table 1. 
aatie 
Cette parti- est consacree PUX applications des boites. Nous donnons tout d’abord 
une preuve alternative d’un resultat concernant les m.r.n.a. tres transitifs, puis notre 
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Ordre 
-- 
Table 1 
- 
Nombre de Nombre de 
coffrets coffrets premiers 
1 1 I 
2 2 2 
3 4 0 
4 10 0 
5 25 1 
6 76 2 
7 251 9 
8 968 34 
-- _. ____ 
rhltat principal sur le plongement des m.r.n.a.t. et son application B la complktion 
des codes rationnels. 
Un m.r.n.a. est trh transitif si son groupe des unit& est transitif. 
ThCor&me 4.1( Perrin and Schtitzenberger [5 j j. Les relations d‘un m. r. n.a. tr& transitif 
sans 0 ont mgme cardinal. 
Preuve. On montre le rkultat pour les monoi’des maximaux; la propriM s’ktend 
aux autres cas puisque la proprih? “t&s transitif’ se conserve par plongement. 
Soit M un m.r.n.a. tr&s transitif sans 0. D’aprks les TGorkmes 1.3 et 1.5, M est 
la famille des sections d’une famille L.C associ6e & un coffret (L, C). Les relations 
de A4 envoiem L dans L (Lemme 1.4), done les permutations du groupe des unit& 
sont des permutations de L; on en deduit que les elements de L ont mEme cardina!. 
Posons 
n == card( E ), 
p = card(L), q = card(C), 
r = card(l), s = card(c) constants pour I dans L et c dans C. 
Etudions maintenant les quantitk: 
h(i) = card( Li), L,={lE Llifc L}, 
k(i)=card(Q, Ci=(CE CliE C}. 
M etanAt trks transitif, pour tous i et j de E, il existe une permutation qui ichange 
i et j et done permute Li et Lj ; on en deduit que h(i) est constant pvur i variant 
dails E. Soit h la valeur commune des h(i) et k celle des k(i). La somme des 
cardinaux des I de L donne: 
(9 rp = hn, sq = kn. 
Puisque tout I de L intersecte tout c de C en un point, il vient 
(ii) rk = q, sh =p. 
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Soit (i,j) un Clement d’une relation m de M. On sait que m intersecte chacun 
des I x c en un point. Done (i, j) appartient a exactement hk parties I x c. Le nombre 
de couples necessaire pour que m intersecte les p9 parties est done p9/ hk, d’ou, 
d’apres (i) et (ii), 
card(m)=pq/hk=rs=n’/rs=n. III 
On s’interesse maintenant au lien entre un m.r.n.a.t. et un m.r.n.a.t. sans 0. Dans 
le cas particulier des applications, on peut remarquer que les applications partielles 
sont des parties d’applications. Dans le cas g&Gral des relations d’un m.r.n.a.t. ceci 
est faux: les relations ne sont pas des sous-ensembles des relations d’un m.r.n.a.t. 
sans 0; il faut “grossir” l’ensemble sur lequel operent les relations. 
On dira que le m.r.n.a.t. M sur E se plonge darts le m.r.n.a.t. N sur F si 
Er F; 
les relations de M sont des sous-ensembles des restrictions des relations de N B 
E. 
I1 vient le theoreme suivant. 
Th6oSme 4.2. Tout m.r.n.a.t. se p!onge dans un m.r.n.a.t. sans 0. 
Pour prouver ce resultat, etablissons la proposition suivante. 
reposition 4.3. Si (L, C) est une belle-coffret recouvrante minima/e alors les sous- 
sections maxima!es de L. C sont des sections. 
Preuve. Soit (L, C) un coffret dont la famille L est recouvrante minimale. Montrons 
que si L.C possede des sous-sections propres maximales, alors ( L, C) nest pas une 
boite. Soit r une sous-section maximale propre de L.C. Soient 10~ L et co E C telles 
aue 
(9 
L etant recouvrante minimale, I(, contient un pivot p. Sait a un element de co. 
( p, a) @ r d’apres (i). Ce couple ne peut Etre ajouter a r puisque r est maximale. 
Ceci entraine l’existence d’un couple (i, j) E r tel que (i, j), ( p, a) E I x c pour un I 
de L et un c de C. De plus I= 10, car p est un pivot. Lorsque a decrit co, les j 
correspondants constituent une sous-section contenue dans une sous-section 
maximaZe I, de C: en effet, si j, et j, appartiennent tous deux 5 un mcme c, on aurait 
(i,,j,), (i2,j2)E &x cn r. 
Cette sous-section I, ne peut se completer en une sous-section intersectant co. Soit 
k un element de I, n co. I1 existe un couple (i, j) E lo x c n r avec ( p, k) E lo x c. D’une 
part j z k sinon r n kc1 x co # 0; d’autre part j, k E I, n c. Cette intersection ne peut 
contenir deux elements, done I, n cI, = 8. 0 
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reuve un m.r.n.a.t. maximal; son ideal minimal d&kit 
une bohe t;ui, d’apres le Theo&me 3.3, est la restriction d’une bofte-c&ret recouv- 
rante minimale. Cette derniere permet d’engendrer l, m.r.n.a.t. sans 0, dont 
est un plongement d’apres la Proposition 4.3. Cl 
Exemple 
L = {U,21, { L4,71, {3,4,% {3,6,7), 139 4,X 
C = {{ 1,3), Ii,% 61, (2,4,@, {2,% 71, {2,3), {2,% 6)). 
Les pivots de C sont 4 et 7, ceux de L sont 2, 5 et 6. Pour completer cette bo’ite 
selon L, il faut rajouter deux nouveaux pivots; pour la complher selon C’, it 
en rajouter quatre. Dans le premier cas il vient 
L, := W, 21, {1,4,7,8), {3,4,9, (39% 71, {3,4,T 911, 
C, = ii 1,3), { I,% 6% CL% 61, i&s, 71,0,3,f% (23% 69 8,91)- 
On remarquera que le derr,ier C1Cmer.t de C, est l’ensemble des pivots. La relation 
suivante est une sous-section maximale de L.C: 
r = {(2,3), (2,4), (2,% (3,1), (3,2))- 
Elle se complkte en une section de L, *Cl en utilisant les nouveaux pivots 
rl = {(2,3), (2,4), (2, s), (3,1), (3,2), (8, I), (g,2)) 
Par contre, le coffret 
posskde des sous-sections maximales propres: 
{(%4), (2,4), (1,5), (6,6), (396% 
Le Theoreme 4.2 trouve une application en theorie des codes dent on trouvera 
un expose dans [l]. Rappelons qu’un code est la base d’un sous-monoi’de librs du 
monoi’de libre A* sur un alphabet A, en d’autres termcs, une partic 
un code ssi X* est libre. Un reconnaisseur d’un code A est un 
sur un m.r.n.a.t. M tel que X* soit le stabilisateur J’un el&z_nt (coi;pre~tionellari~c”nt 
1): 
&:A*-+ M, x* = c#?( P) 9 P={mE j<& EM 4. 
On montre que tout code rationnel posstde un reconnaisseur sur un enscmbk fini, 
et que ce code est maximal (pour l’inclusion) ssi ce reconnaisseur est sans 0. 
obtient le corollaire suivant. 
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Coroilaire (Ehrenfeucht and Rozenberg [4]). Tout code rationnel est sow-ensemble 
d’un code rationnei maximal. 
reuve. Soient (b un reconnaisseur d’un code rationnel X et M = 4 (A*). Le m.r.n.a.t. 
M se plonge dans un m.r.n.a.t. d’apris le Thkoreme 4.2. Les images des lettres par 
4 sont done compWes en des relations qui engendrent un m.r.n.a.t. N sans 0. Posons 
Q={mE NI(1, l)Em} Y* = 4-‘(Q). 
I1 s’en suit que Y est maximal et que X c Y. Cl 
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