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Abstract 
In the present paper we study the one-dimensional stochastic difference equation 
X “+I = X, +f(X”) + AL 
n E {0, . . , N - l), N > 6, with linear boundary conditions at the endpoints. We present an 
existence and uniqueness result and study the Markov property of the solution. We are able to 
prove that the solution is a reciprocal Markov chain if and only if the functions f(x) and a(x) 
are both polynomial out of a “small” interval, whose length depends onf and the boundary 
condition. 
1. Introduction 
Stochastic differential equations with boundary conditions of the form 
dX,=f(X,)dt+r$X,)odW,, t~[O,l], 
h(Xo, X,) = 0 (1.1) 
have been recently studied by several authors (see Donati-Martin, 1991; Nualart and 
Pardoux, 1991), making use of the extended stochastic calculus for anticipating 
processes (see Nualart and Pardoux, 1988). A common result of these papers is that 
the solution is a Markov field (or a reciprocal process) only if the coefficients have 
some particular form. For instance, in dimension one, if o is constant thenf must be 
affine. The main tool used in the study of the Markov property of the solution to 
stochastic boundary value problems is an extended version of the Girsanov theorem 
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for nonlinear transformations of the Wiener measure (see Kusuoka, 1982). This 
technique of change of probability can only be used if the diffusion coefficient a(X,) is 
constant (see Nualart and Pardoux, 1991) or linear, i.e. a(X,) = OX,, as in Donati- 
Martin (1991). 
In a recent paper (Alabert and Nualart, 1992) an alternative technique to study the 
Markov property has been introduced. This technique is based on a characterization 
of the conditional independence of two independent finite dimensional random 
vectors Zi and Z2 given a function $(Z,, Z,). An infinite dimensional version of this 
method can be applied to study the Markov field property of the solution of Eq. (1.1) 
in dimension one and with arbitrary coefficients (a forthcoming paper on this subject 
is being written). 
This note is devoted to discuss the Markov field property of the discrete time 
process (X,, 0 < n I N - l} which satisfies the following stochastic difference equa- 
tion: 
X n+i =X,+f(X,)+a(X,)&,, ~E(O,...,N- l}, 
FoXo + x, = F, 
(1.2) 
where {ti, 0 I i I N - 11 are independent random variables. This equation can be 
regarded as a discretization of Eq. (1.1) and in this sense the study of its Markov 
properties could help to understand the continuous time case. 
In order to deduce an existence and uniqueness result we will restrict ourselves to 
the case where f and rr are increasing and continuous functions from [0, + m) to 
[0, + a) with f‘0) = o(O) = 0, 5, are also nonnegative and F, > 0, F > 0. 
Concerning the Markov field property, a first difference with respect to the continu- 
ous time case is that here it can be characterized in terms of a factorization property 
(see Proposition 4.1). On the other hand, the class of coefficients f and cr for which the 
Markov field property holds is much larger than in the continuous case. In fact, it 
includes functions of polynomial type that can have an arbitrary behaviour on some 
fixed interval [a, h] of small enough length. 
After some preliminary material presented in Section 2, Section 3 is devoted to 
showing the existence of a unique solution to (1.2) and to compute its probability law. 
In Section 4 we discuss the Markov property. The main result (Theorem 4.1) provides 
a complete characterization of the coefficients for which the Markov property holds. 
2. Preliminaries 
We start with some preliminaries. Let (Q, F, P) be a probability space. 
Definition 2.1. We shall say that a sequence of random variables {X0, . . . , X,} is 
a reciprocal Markov chain if, for every 0 < m < n - 1 < M - 1, the o-fields 
(T(X,+1, ‘.. ,X,) and 0(X0, . . ..X.,,,X,,+i, . . . . X,) are conditionally independent 
given X, and X,. 
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The following basic lemma is an easy consequence of the definition of conditional 
independence. 
Lemma 2.1. Suppose that the vector X = (X0, . . , X,) has an absolutely continuous 
law with density f0 (x0, . . , x,,*). Then X is a reciprocal Markov chain tf and only if for 
every 0 I m < m + 1 < n < M, there exist two measurable functions f; (x,, ,x,) and 
f;(xO, . . ,x,, x,, . . , xM) suck that 
fO(.X~,...,X~)=f~(x,,...,x,)f~(xg,...,x,,x,,...,x~) a.e. (2.1) 
In our example the densityf,(x 0, . , xM) can be factorized in the form (2.1) except 
for a factor of the form 
I1 + Glh,,. . . ,x,)Gz(xo, . . . ,x,, x,, . . . >x,wM)I. 
In order to deal with this term we need the following technical lemma (for the proof 
see Alabert and Nualart (1992, Lemma 2.3)). 
Lemma 2.2. Let G1 and Gz be continuously diflerentiable functions defined on open 
subsets VI c Rp and V, c R4, respectively. Let V be an open subset of VI x V2 such 
that V c { [VGr 1 + JVG2 1 # O}. The following two statements are equivalent: 
(1) There exist two measurable functions $1 and & such that 
11 + G~(z~)G~h)l = 41(z1)42(z2) for all (zl, ZdE V. 
(2) We have 
$(zl) s (z2) = 0 for all i, j and jor every (zl, z2) E V. 
1 2 
Remark 2.1. Notice that condition (2) of Lemma 2.2 is equivalent to the following 
condition: 
3. A stochastic difference equation 
Consider the following stochastic difference equation: 
X n+~ =X,+f(X,)+o(X,)k nE{O, . . ..N- I}, 
FOX, +X, = F, 
(3.1) 
where {pi, 0 < i < N - I} is a family of independent random variables. Throughout 
this section we shall assume the following three conditions: 
(Al) L 0: [0, co) + R are continuous functions, twice 
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differentiable on (0, m) and such that:f(O) = a(0) = 0; 
f(x) > O,f’(X) 2 - 1, G’(X) > 0, vx E(0, co); 
(A2) F0 > 0 and F > 0; 
(A3) & > 0, Vi E {0, . . . , N - l}. 
In the following we shall use the notation T(x) = x +f(x), and by condition (Al) it 
will hold that 
T(O) = 0, T’(x) 2 0, vx E(0, co). 
Furthermore, condition (Al) implies that T( .) and a( .) are strictly positive functions 
on (0, co) and that 7’(x) > x. 
Let us begin by proving the existence and uniqueness of a solution to Eq. (3.1). 
Proposition 3.1. Under conditions (Al), (A2) and (A3), Eq. (3.1) admits a unique solution. 
Proof. Let us denote by &(X0) the unique solution of the first equation in (3.1) 
given the initial condition X0. From (Al) we obtain that x H 4N(~) is a strictly 
increasing function. Since F0 and F are positive, we have that the equation 
Fox + t$N(~) = F has a unique solution x E [0, F/F,], which completes the proof of 
the proposition. 0 
We now want to compute the probability law of the solution to Eq. (3.1). From now 
on we shall assume that: 
(A4) ti has an absolutely continuous distribution with strictly positive 
density IL,(.), on (0, co), Vi E (0, . . . , N - 1). 
Let us define the following map: 
rc/: (0, + Co)N --) (0, + Co)N, 
Since (3.1) admits a unique solution, the map 4 is well defined. Moreover, it holds that 
$((O, + cc)N) = c c (0, + co)N, 
where C is the following open subset of (0, + KI)~: 
c= {(x0,..., xJ._l):O< X,,< T(Xo)<Xl< ... <XN_~ < T(XN-I)< F-Foxo}. 
Remark 3.1. It is easy to prove that, if pi denotes the projection on the ith coordinate, 
we have Q(C) = (0, X0), where X0 is the unique real solution to the following 
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equation, 
TN(X) = F - F,x 
where TN = while, for 0 < i < N, ni(C) = (0, TimN(F)) where 
Moreover, it holds that .X0 < T- N(F). 
To conclude, notice that in the definition of the set C we use only the values of the 
functionf(x) on the set [0, F). 
From (3.1) we immediately obtain that 
51 = t+b;‘(xO,... ,x,-l) = x2 --tx:yl! 
tN-1 = ti,il(%,...,xN-l)= 
F - Fox0 - T(x,_1) 
dxN-1) 
(3.2) 
and, by the smoothness of fand 0, that $ is a C ‘-diffeomorphism from (0, + cc)N into 
C. Denoting by 9 (x0, . . . , xN_ 1) the Jacobian of $-‘, it holds that the random vector 
(X0,. . , XN_ 1) has an absolutely continuous law with density 
f& 0, ~&+,)=f&-‘(x,, . . ..xN-l))I~(xg....,xN-l)l, 
where& denotes the density of 5. From Eq. (3.2) and (A4), we have that 
x/1N-l 
F - Fox0 - T(x,_1) 
D(XN- 1) 1. 
(3.3) 
(3.4) 
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Furthermore, if we set h(x,y) = (~1 - T(x))o(x), we have that 2(x0, . . ..x.+~) is 
equal to 
det 
1 
U%, XI) __ 
4%) 
0 ” 0 0 
0 
1 
/&(x,,x,) __ “. 
4x1) 
1 
Fo -____ 0 0 . . 
dxN-l) 
O(XN-2) 
0 
h:(XN- 1, F - Foxo) 
An easy computation shows that 
9(x 0, ...> xNml) = [N~2h:iri.xi+,)]ii:(X,~l,F-f,*o~ 
i=O 
- Fo( - lIN_’ i!. &I. 
I 
Since 
h:(Xi, Xi+ 1) = - 1 
Otxi) [ 
O'(xi) 
T’ (Xi) + __ o(x,) tXi+l - T(xi)) > 
I I 
it holds that 
,$(x0, . . ..xN-1) 
~~~~~:~(F-Foxo- T(xN_1)) 
)I 
. (3.5) 
Finally, from (3.3)-(3.5), we obtain that the law of the random vector 
(X0,. . , XN_ 1) has a density equal to 
fX(XO> . . . >xNml)=[ ~~~~ii(xi+~~xi:‘xi’)] 
F - FOX0 - T(XN-1) 
(3.6) 
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4. The Markov property 
Let us start by stating a necessary and sufficient condition for the solution of 
Eq. (3.1) to be a reciprocal Markov chain, which follows from Lemma 2.1 and the 
expression (3.6) for the density of (X,, . . , XN_ 1 ). 
Proposition 4.1. Under (Al)-(A4), the solution to Eq. (3.1) is a reciprocal Markov chain 
if and only l$ for every m < m + 1 < n, there exist two measurable functions 
@1:(0, + cO)“mm -+ R, 
@2:(0, + cG)N-n+m + R 
such that 
1 +j&Io2 T(Xi)+- 
( 
o’(xi) 
0 1-O 
g(X,) lxi+l - T(xi)) 
I 1 
x T’(x+1) + 
( 
;p+;; (F - F,xo - T(XN- 1)) 
1 
=@I(%, . . ..&)@2(.%. . . . . X,,X, ,..., xN-l) a.e. (4.1) 
We are now able to prove the main theorem of this paper. 
Theorem 4.1. Under (Al)-(A4), assuming that N > 6 and a is of class C3 on (0, + x), 
the unique solution to Eq. (3.1) is a reciprocal Markov chain if and only if the following 
property holds: 
There exist constants r > 0, jI > 0, 0 < y I 1 with bi > (Te2(F))’ mr, such that 
(a) x +f’(x) = /jxy, and a(x) = CIX’ jar all x E [0, T-‘(F)]. 
Remark 4.1. The preceding result can be summarized in the following way: the 
solution of Eq. (3.1) is a reciprocal Markov chain if and only if the functions x + f (x) 
and a(x) are both of polynomial type on the interval [0, Te2(F)]. Observe that on the 
interval [Te2(F), T-‘(F)) (we recall that by Remark 3.1 the components of X take 
values on (0, T-*(F)) with positive probability) the functions f and c are arbitrary. 
Proof. Let us start by fixing some notation. Recall that T(x) = x + f (x) and define the 
functions K(x) = a’(x)/o(x) and L(x, y) = T’(x) + K(x)(y - T(x)). With this nota- 
tion, condition (4.1) can be written as follows: 
1 +~~~‘L(Xi,xi+l)L(x~-,,F-FF,I,) 
0 1-0 
= ~l(Xrn,...,X,)~Z(X~,“‘,X,,X,, . . ..XN-l). (4.2) 
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Step 1: Let us prove the sufficiency. Assuming that condition (a) is satisfied we have 
xi+l 
L(Xi, Xi+l) = y F, 0 S i 22 N - 2. 
I 
Therefore we obtain that 
1 + k:fi2 L(Xi>xi+l) L(XN-1, F - FOxO) 
0 I-0 
XN-1 
=1+&“-ly L (XN-I, F - FoXoh 
and condition (4.1) holds by choosing @r s 1 and 
@2(x0 ,..., x,,x, ,..., x&l)= 1 ++i’“-ly L(xN-1, F - FoXo). 
0 
Step 2. Let us now assume that condition (4.2) holds. Fix 0 I m < n - 1 < N - 2. 
Define the functions 
n-l 
G~(x,,...,x,)= n L(xl,xr+r) 
I=m 
and 
G2(X0 ,..., X,,X, ,..., XN_l)=; 
N-l 
0 L! 
L(Xl, X1+ l), 
/*m,...,n-1 
with the convention xN = F - Foxo. We will apply Lemma 2.2 to the functions 
(x ,,,+I,...,x,-1) I-+ Gl(x,, . . ..x.) 
and 
(x0, ... , &-1,x,+1,...,&-1) H G~(~o,...,X,,xn,.~., xN-l) 
for each fixed x, and x,. Condition (4.2) implies that, for any i E (m 
andje{O, . . . . m-l,n+l,..., N-lj,wehave 
aG, 8Gz 
rax=O. X, J 
+ 1, . . . . n - 1) 
(4.3) 
From the definitions of the functions Gr and G2 we obtain that, for 
ie{m+ 1, . . ..n- l}, 
aG1 n-l 
zy= 
,r!, L(Xl,Xl+l) ~~L(,-l~xiiL(xi~xi+l~~] 
[ 
/#I-I,; 
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and,forjE{O ,..., m- 1, n+ l,..., N- l}, 
dG2 1 N-l 
-=- 
axj F, 
n L(x,,xs+l) 
s=o 
s # m,...,n - l,j - 1J 
x $,tLtxj- [ 1, Xj)L(xj9 xj+l)) fori + O, J 1 
a’G2 1 N-2 
_=- 
3x0 Fo 
rI ws, x,+1) 
s=1 
s#m,...,n- 1 
~(L(xN-l~F-FOxO)L(uO~~l)) 1 for j = 0, 0 
again with the convention xN = F - Foxo. Since, for every s, L(xs, x,+ 1) > 0 and 
condition (4.3) holds for every 0 5 m < n < N - 1, we obtain that (4.3) is equivalent 
to the following three conditions: 
H(al, bl, cl)H(a2, b2, ~2) = 0 if(al,bl,cl),(a2,b2,c2)ES, 
cl I a2 and c2 < T-‘(F), 
~(~l,bl,cl)~(~,,b2,F-F0~2)=O if(al,bl,cl)~S,cl ~a,, 
T(a2) < b2, T(b2) < F - Foc2, 
C2IXo AU,, 
H(al, bl,cl)~(a,, b,, ~2) = 0 if(al,bl,cl)ES,cl ~a,, 
T(a,) < F - Fob2, b2 < X0, 
T(b,) < cz I u,, 
(4.4) 
where 
S={(u,b,c)~(0,T~‘(F))~:u< T(u)<b< T(b)<c} 
and 
g(x, Y, z) = m$ (Lb, F - Foy)L(y, 4). 
Let us compute the functions H(x, y, z) and H(x, y, z). We have 
H(x, Y, z) = A(& Y)Z + B(.x, Y) 
with 
‘46, Y) = K(X)K(Y) + Lb> Y)K’(Y) 
(4.5) 
(4.6) 
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and 
B(x, Y) = KWCT’(Y) - K(Y) T(Y)1 + w> Y)CT”(Y) 
- K’(Y)T(Y) - K(Y)T’(Y)l> 
while 
R(x, y, 2) = 2(x, Y)Z + B(x, Y) 
with 
A(x, Y) = - F,, K(x) K(y) + W, F - Fey) K’(Y) 
and 
B(x, Y) = - F,K(x)CT’(y) - K(Y) T(Y)] + Lb, F - FOY) 
x F-“(Y) - K’(Y) T(Y) - K(Y) T’(Y)]. 
Let us define 
(4.7) 
C={(a,b,c)ES:H(a,b,c)#O). (4.8) 
From the linearity of H in the third variable we deduce that A(a, b) # 0 and 
(a, h, c) E C imply (a, h, z) E C for every z > T(b) and z # - B(a, b)/A(a, h). Further- 
more, H (a, h, z) = 0, for all z in an open interval implies A (a, b) = 0 and B (a, b) = 0. 
Let us denote by 
ho = inf {b > 0: there exist a, c such that (a, b, c) E C ) 
and let b, = T-‘(F) if C = 0. We have that b, > 0. In fact, if (a,, bl, cl) E C, from the 
first equation in (4.4) we get H(x, y, z) = 0 for every (x, y, z) E S such that z I al and 
therefore b. > Tm ‘(a,) > 0. 
From the definition of b. we obtain that H (x, y, z) = 0 for all (x, y, z) E S such that 
y I bo. This implies that 
,4(x, y) = 0 and B(x, y) = 0 foreveryO<x< T(x)<y<bo. (4.9) 
Differentiating A (x, y) with respect to y, we obtain from the first condition in (4.9) that 
K”(Y) 2 K'(Y) 
--= - 
K'(Y) K(Y) ’ 
O-cysb,,, 
which implies 
K(Y) = 
1 
by + b’ 
0 < y I b,,, k2 r 0, k, b, + kz > 0. 
Since K(y) = o’(y)/o(y) and a(0) = 0, we obtain that 
o(y)=cxy’, cc>O, y>O, O<ysb,. (4.10) 
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Substituting the expression of 0 into ,4(x, y), we have, for 0 < x < T(x) < y 5 b,,, that 
$ + T’(x) + C(y - T(x)) 
[ I( 1 - 5 = 0, 
which implies that 
T’(x)-$7(x)=0: o<x< T-l@,), 
and consequently 
x +f(x) = /IxY, /j’ > 0, 0 < i’ I 1, 0 < x < Tm ‘(b,). (4.11) 
Notice that the exponent y must be smaller than or equal to 1 because otherwise 
,f(x) = /3x7 - x would be negative for small values of x. 
From the second condition in (4.9) we obtain that 
T’(y) -5 T(y) + y T”(y) + + T(y) -; T'(y) = 0, 
1 [ 1 
which implies that 
l-; 
T”(y) + __ T’(y)=O, O<y<b,. 
y 
Clearly, from the last equation, we obtain that condition (4.11) holds in the larger 
interval (0, b,). Moreover, since we havef’ 2 0, the constants /I and y have to satisfy 
the following condition: 
By > (h,)’ -7. 
Let us now suppose that b, < T-‘(F). From the third condition in (4.4) we obtain 
that 
H(X, y, 2) = .X(x, y)z + B(x, y) = 0 
for every x E (T(h,), T- ’ (F)), T(x) < F - F,y, y < X0 and T(y) < z < T- ‘(ho) (no- 
tice that the interval (T(h,), T-‘(F)) IS not degenerate). Since y E (0, Te2(bo)), we 
obtain that B(x, y) E 0 and therefore the previous condition is equivalent to 
- F,? - [T’(X) + K(u)(F - Fey - T(x))] + = 0, 
that is 
T’(x) + K(x)(F - T(x)) = 0 for all x E (T(b,), T-’ (F)). 
Since T’(x) r 0, K(x) > 0 and T(x) < F, we have a contradiction. Therefore 
ho = T-‘(F) and the previous conditions (4.10) and (4.11) hold on the interval 
CO, T- * bYI. 
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To conclude, notice that the functions f(x) and a(x), whenever x belongs to 
(Tm2(F), F) and (r-‘(F), T-‘(F)), respectively, have just to satisfy the regularity 
assumptions required in the statement of the theorem. 0 
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