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ABSTRACT 
Frost forms on bridges in Iowa about thirty times per year and presents a potentially 
hazardous condition for motorists. Accurate frost forecasts allow roadway maintenance 
personnel to make timely applications of preventive or suppressant material and minimize 
environmental impact from fugitive chemicals. However, accurate predictions present a 
challenge to forecasters due to high spatial variability of key meteorological factors leading 
to frost. A series of models were developed through the use of an artificial neural network to 
forecast the parameters (air temperature and dew point, bridge surface temperature, and 
winds) needed to drive an algorithm for frost deposition on bridges. The neural network was 
trained on model output and observations for four observation sites from three cold seasons 
(1995 - 1998). The frost model was then tested on data from the 2001-2002 and 2002-2003 
cold seasons in Ames, IA. The frost forecast was developed to be issued at 18 UTC (12 PM) 
daily for twenty minute intervals beginning at 00 UTC (6 PM) and ending at 15 UTC (9 AM) 
local time. Results show that the artificial neural network forecast method produces more 
accurate forecasts in the short term than model output statistics derived from the 6 AM local 
time run of one of the National Weather Service models. Over the forecast period, the 
artificial neural network displayed a bias for under forecasting dew point, air temperature and 
surface temperature. Despite these biases, it is shown that use of an artificial neural network 
as a tool for forecasting meteorological parameters is possible given the appropriate data. 
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CHAPTER 1. INTRODUCTION 
Prediction of frost originated from forecasts of minimum surface temperature which 
has been the focus of research for many years. On nights when clear calm conditions persist, 
long wave radiation emitted by the surface is lost to the upper atmosphere. Conditions which 
support a loss of energy from the surface to the atmosphere include light winds, low 
humidity, dry loose soil, and clear skies (Georg, 1978). The surface of the earth eventually 
becomes colder than the lower atmosphere, and the surface of the earth becomes a sensible 
heat sink for the air. A gradient of temperature and moisture sets up between the surface and 
the lower atmosphere. Frost forms when water vapor in the air sublimates onto a surface 
when the air temperature is greater than the surface temperature, which must be below 
freezing. 
It doesn't take much moisture to cover surfaces with frost and cause problems. This 
causes great difficulty in forecasting pavement frost, which has the potential to create very 
hazardous travel conditions. Because it takes very little moisture to create problems affecting 
travel, this can be a difficult quantity to forecast. However, the need for frost forecasting is 
extremely important to many including the transportation and agricultural communities. This 
paper will focus more on the transportation issues related to frost formation. The most 
difficult forecasts generally occur when the road surface temperature is close to the dew-
point of the ambient air (Gustavsson et al, 1998), where a degree or two shift in either 
quantity could lead to a significant frost event or no event at all. 
Initially, most forecasts related to forecasting the minimum temperature as damage 
incurred by plant-life was the primary concern. However, the amount of frost suppression 
activities have grown into areas such as transportation, where the Iowa Department of 
Transportation (IaDOT) spends over a million dollars annually on such activities (Takle and 
Greenfield, 2002). A cost/benefit analysis performed by (Gustavsson et al, 1998) indicates 
that savings are being made through such activities; however, there is a tendency to still over 
forecast frost events. Improvements in frost forecasting have the potential for significant 
human, environment and economic benefits. Accurate frost forecasting could lead to 
reduced water pollution, safer travel conditions, and less salt waste, which can be corrosive 
to both pavement and automobiles (Gustavsson et al, 1998). Frost formation is closely 
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related to routinely forecasted variables, possibly allowing frost formation to be forecast by 
an expert system (Takle, 1990). Because the amount of heat storage in a bridgeway is 
significantly smaller than a road in the countryside, bridges have the potential to have more 
frost events due to radiational cooling than roadways. For this reason, the model developed 
here will be based on frost formation on bridgeways. 
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CHAPTER2.BACKGROUND 
Frost on Roadways and Bridgeways 
There are two primary ways in which frost forms. The first is due to radiational 
cooling. As turbulent mixing decreases as the sun sets, the atmosphere near the surface 
begins to cool, eventually becoming stratified, as a nocturnal inversion forms (Georg, 1978). 
Within these inversion layers, the air near ground level is cooled by the surface and becomes 
cooler than the air elevated above the surface around 15 -20 meters (Georg, 1978). As the 
surface and ambient air cools, the relative humidity increases in the air if the amount of 
moisture in the air remains constant. A moisture flux is then directed towards the surface 
when the dew-point temperature of the ambient air near the surface is higher than the surface 
temperature. If the surface temperature is below freezing, then frost will form due to 
deposition as opposed to dew from condensation. When dew forms and thereafter the 
temperature falls below freezing, the dew will freeze and potentially impact travel. These 
conditions are not accounted for in this study because they are different from the conditions 
of frost formation. 
The second type of front formation has been referred to as the advection method and 
it occurs near active fronts/boundaries. If air cooler than 0°C is present on the cooler side of 
the boundary and a moist air mass (dew-point> 0°C) lies on the post-frontal side of the 
boundary, when the boundary moves through, moisture will begin to be deposited on 
surfaces which have temperatures below freezing. This type of event is not as common as 
frost that occurs because of radiational cooling, but it still occurs a few times each season. 
Frost formation under these conditions has not been thoroughly studied, with many studies 
excluding all or most of these events (Bogren et al, 1992; Thomes, 1972; Parrey et al, 1970; 
Gustavsson et al, 1998). However, two studies have discussed advection frost in more detail. 
Karlsson (2001) found three out of sixteen frost cases observed in one season were of this 
type. Another study by Gustavsson (1991) focused only on this type of frost event. In this 
study it was found that there are three factors that primarily affect frost formation on 
roadways under conditions of warm air advection: exposure of the site, local topography, and 
the type of roadway materials used. 
4 
Frost formation is controlled by small scale processes. Microscopic observations of 
frost formation have indicated that the process of deposition is extremely complex (Brian et 
al, 1970). Because of the highly complex nature by which frost occurs, most models which 
simulate frost deposition ignore any processes that occur within the frost layer itself. In the 
initial stages of frost deposition, moisture deposits on the surface by particle deposition as 
opposed to molecular transport (Brian et al, 1970). With time, particle deposition gives way 
to primarily molecular and turbulent transport of moisture towards the surface (Brian et al, 
1970). As moisture transport to the surface is established, a layer of air near the surface 
called the internal boundary layer (IBL) is altered by the surface, whereas the air above this 
layer maintains the same characteristics (Chen et al, 1999). Karlsson (2001) found that the 
IBL extends to a height of 0.4 meters above the surface of a road. However, it was noted by 
Chen et al. (1999) that the air up to 0.8 m above the surface is fairly homogeneous, and is 
influenced by the properties of the surface. Frost formation can be enhanced by soil and 
other particles on the surface where deposition is occurring (Cook, 1990). 
Prediction of Frost 
Many different approaches towards prediction of frost formation have been taken. 
Forecasting the onset of frost formation and frost deposition originated out of techniques 
designed to forecast the minimum temperature. Several studies have noted various 
parameters to which the minimum air temperature is dependant. These include: sunset 
surface temperature, length of night, overnight wind speed, cloud type and amount, and dew-
point. One such study (Parrey et al, 1970) tried to correlate variables that are strongly 
related to the minimum air temperature with the minimum road temperature. They found 
that the 12 UTC dew-point temperature and the minimum road temperature are fairly well-
correlated with a computed correlation coefficient of 0.81. They also found that the air 
temperature at 12 UTC is also fairly well-correlated (coefficient of0.75) with the minimum 
road temperature. Other studies point out that the spatial differences in the minimum surface 
temperature are due to one or two variables. Gustavsson (1995) showed that differences in 
the minimum surface temperature are due to differences in the prevailing wind. It was noted 
that the largest variation in the surface temperature occurred on nights when the average 
wind speed was around 2 - 3 knots. Under prolonged periods of clear skies and light winds 
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differences in road conditions should exist (Gustavsson et al, 1998). They hypothesized that 
2 -3 knots is the wind speed at which the winds is strong enough to create turbulence and 
heat flux in exposed locations, while not allowing turbulence and heat flux in sheltered 
locations. Another study found that the road surface temperature is dependant on four factors 
not mentioned in these previously mentioned studies: amount of outgoing radiation (long-
wave ), re-emitted radiation because of cloud cover and water vapor content of the air, 
evaporation/ condensation onto the road surface, and conduction to or from the surface. 
Several other parameters have also been explored in previous studies in an attempt to 
predict frost formation. An "ingredients based approach" (Doswell, 1986) to frost forecasting 
has been taken in numerous past studies. A small list of factors believed to influence frost 
formation is shown in table 1. For a more extensive list, please see Karlsson (2001). As 
reported in the World Meteorological Organization (WMO) paper on frost formation, a study 
in Australia found that when moisture was present aloft, even with the existence of clear sky 
conditions, frost formation appeared to be reduced and at times suppressed all together 
(Georg, 1978). In another study (Gustavsson et al, 1998), certain factors were found to 
increase the likelihood of frost formation. The factors: cloud cover of 2/8 or less, dew-point 
depression of less than or equal to l .5°C, a dew-point greater than or equal to -1°C, overnight 
wind speeds of 4 knots or less at 10 meters, and an overnight minimum air temperature 
below freezing. They also noted that frost frequency increased from late November through 
January, when the nights are the longest. Other variables believed to affect frost formation 
include elevation (Gustavsson et al, 1998) and roughness of the road surface (Pike, 1992). 
Despite these findings of previous studies, Takle (1990) reported in a summary of a survey 
given to Iowa Department of Transportation (IaDOT) personnel that parameters such as road 
material, road age, proximity to rivers/lakes, and surrounding terrain were not believed to 
strongly influence frost events. 
A few techniques to predict frost formation have been developed into a regression 
approach. Frost prediction developed out of forecasts of the minimum temperature. One of 
the earlier approaches was by Young (1920). Other equations were later developed by many 
others including Brunt (1941), McKenzie (1959) and Parrey (1969). For a more detailed 
explanation on minimum surface temperature prediction, please see Georg (1978). 
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Recently, Knollhoff et al (2001) developed a frost deposition model based on 
moisture flux concepts to predict frost formation on a surface based on four input parameters: 
•Air temperature 
•Dew-point Temperature 
•Wind Speed 
•Surface Temperature 
The frost deposition model was developed using 462 cases from five observation sites across 
the state oflowa from the cold season (October 1-April30) of 1995-96, 1996-97 and 1997-
98. Of those 462 cases, 402 cases resulted in a correct prediction, where 42 of those were 
correctly forecasted frost events. There were 46 false alarm cases, and only six events that 
were missed by the model. Tests of this model during the 2001-2002 cold season have 
revealed a strong dependence on the type of the data used as input into the frost model (Ta1de 
and Greenfield, 2002). Small differences in predicted variables greatly affected the 
forecasted amount of frost deposition. It was found that when the input parameters were 
forecast by the MM5 (Dudhia, 1993), small changes in the forecast yielded widely varying 
results. This was also the case when slightly altered observations were used as input into the 
frost deposition model. 
In this paper, we will use an artificial neural network to try and predict the four input 
parameters required by this frost deposition model. The model with then be run using the 
output from the neural network to determine how well the artificial neural network predicts 
frost, and the results will be compared to other prediction methods. 
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CHAPTER 3: ARTIFICIAL NEURAL NETWORKS 
A standard definition of an artificial neural network (ANN) has yet to be established. 
However, it is agreed upon that an ANN is a collection of simple processor units (Sarle, 
2002). Haykin (1999) adds that an ANN as "has a natural propensity for storing experiential 
knowledge and making it available for use." Specht (1991) states that these simple 
processors are called neurons are interconnected, and learn from experience. An artificial 
neural network is similar to a brain in two ways, (i) the knowledge is acquired from the local 
environment through a learning process, and (ii) inter-neuron connections are used to store 
the acquired knowledge (Haykin, 1999). 
Because statistical methods are used in the development of an ANN model, many of 
the same assumptions which would be made in a statistical approach are made in an ANN 
approach (Cherkassky et al, 1994). Some of the similar requirements include the need for a 
large number of data samples to be used to create the model, and for many relevant inputs to 
be included in creating the model (Cherkassky et al, 1994). It is important that the 
distribution of the inputs and outputs be similar over each of these sets; otherwise, the model 
will have little experience to draw from in outlier cases (Reed and Marks, 1999). Podnar et 
al (2002) noted that there are two major advantages of using an ANN over statistical 
approaches, simplicity in use and low computational requirements. 
For the proper development of an artificial neural network, a data set generally needs 
to be subdivided into three independent subsets (Marzban et al, 2002b; Bishop, 1995): 
• A training set 
• A test set 
• A validation set 
A training set is defined as a set of examples used for learning (Bishop, 1995). It is 
important that the training set be representative of the validation set and or the test set (Reed 
and Marks, 1999). A validation set is comprised of examples from the original data set that 
are used to tune the parameters and the architecture, but does not affect any of the weights 
(Bishop, 1995). Finally, the test set is used to evaluate the performance of a model (Bishop, 
1995). Notice that a test set is never used to make a decision between two models; this is 
done using the validation set (Bishop, 1995). 
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Artificial neural networks are classified as either supervised or unsupervised learning 
(Fausett, 1994). Supervised learning occurs when the answers for the desired output are 
available and supplied to the system during the development of the model. In unsupervised 
learning, the desired output is not available or provided to the system. This usually occurs 
when an ANN is being used to cluster data or reduce the dimensionality of a data set 
(Fausett, 1994). 
There are many different ways in which an artificial neural network can learn from 
data. In this study, we will be using a widely used approach, a supervised multi-layer feed-
forward network, which is capable of representing non-linear relationships between inputs 
and outputs and is referred to as the "universal approximator". Feed forward neural networks 
are a good method to use for our study because they are usually able to produce a response to 
a problem fairly quickly because of their parallel structure (Specht, 1991). 
It is a simple mathematical fact that you only need n + 1 points to describe an nth order 
polynomial (Gallant, 1987; Reed and Marks, 1999). However, when using an artificial 
neural network, it is not necessary to choose the order of the polynomial apriori (Specht, 
1991). An adequately complex artificial neural network is capable ofrepresenting any 
function with sufficient accuracy given a correct architecture. 
Architecture 
The architecture of the network affects the performance and speed (Chevallier et al, 
1998). When the architecture of a neural network is referred to in a general sense, it includes 
the number of inputs, hidden layers, hidden nodes and outputs. An example of a multilayer 
feed forward artificial neural network is shown in figure 1. This example contains four 
inputs, two hidden layers with three and two hidden nodes in each layer respectively, and one 
output. Each input is connected to each hidden node in the hidden layers and the output 
through connections which have various weights assigned to them. Geometrically speaking, 
each layer of an ANN takes a decision from the previous layer and maps it to the next surface 
in the network until the output surface is reached (Welch et al, 1992). These connections are 
optimized for the problem at hand during the training of the particular model. The weights 
are approximated based on the training data, so the output from the ANN is simply a 
weighted average of the input filtered by the various weights in the network (Haykin, 1999). 
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There are many theories regarding the number of hidden layers and nodes that should 
be used in a neural network. Since the number of hidden nodes and hidden layers is specific 
to the problem and the data set used, a general theory can not be established. Because of this, 
many research projects have stated that previous literature provides little to no theoretical 
guidance when choosing the number of hidden layers or nodes (Welch et al, 1992; Sarle, 
2002). In actuality, there are general rules that are suggested by numerous sources, but one 
particular approach has not been proven to be better than another approach. For this reason, 
trial and error has been the most commonly used approach. 
Feed forward neural networks with small weights in the non-linear terms or without 
hidden layers are basically generalized linear models (Marzban, 2002c; Cherkassky et al, 
1994). In cases where the data are fairly stationary without a lot of noise, a single hidden 
layer is likely to be sufficient in solving the problem (Sontag, 1992; Bishop, 1995). An 
architecture with one hidden layer was successfully used by (Chevallier et al, 1998) to 
predict the long wave radiation at various heights in the troposphere. However, with only a 
few inputs, an ANN with only one hidden layer can only approximate a limited number of 
types of output distributions. Because of this, Sontag (1992) states that two hidden layers are 
needed to approximate a function with adequate results. Artificial neural networks with two 
hidden layers have the capacity to accurately approximate the output with fewer hidden 
weights than an ANN with only one hidden layer (Chester 1990). However, one has to be 
careful when using two hidden layers because it is more likely that a model will get stuck in a 
local minimum with two hidden layers than with one, since each node in the second hidden 
layer allows the network to fit a separate hill or valley in the data (Bishop, 1995). A study 
which classified polar clouds used two hidden layers with the same number of nodes (55) in 
each layer (Welch et al 1992). Another theory states that the number of hidden layers and 
nodes in each layer should follow a pyramid shape, with the number of nodes decreasing 
from the input layer toward the output layer (Masters, 1993). 
There are just as many theories if not more regarding the number of hidden nodes to 
use in each layer. The appropriate number of hidden nodes for a particular problem is 
dependent on several quantities, including the number of inputs and outputs, the number of 
training cases, the amount of noise in the data, the number of hidden layers and the 
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complexity of the problem (Ripley, 1996). The most common theory and most widely used 
approach is again based on trial and error. Through varying the number of hidden nodes in 
each layer systematically, one can effectively parameterize the space of all possible functions 
(Hornik et al, 1989). However, in general, the number of hidden nodes in each layer should 
be somewhere between the size of the input and output layers (Blum, 1992), but not more 
than twice the number of inputs into the network (Swingler, 1996). 
When determining the optimum number of hidden nodes through trial and error, only 
part of the data is used (Grieger and Latif, 1994). The error over the remaining portion of the 
data set is then tested and evaluated, and the model with the lowest measure of error would 
be the preferred model of choice (Marzban et al, 2002b ). If not enough hidden nodes are 
used, then the artificial neural network will not be able to generalize appropriately because 
there are too many constraints for the network to handle (Welch et al, 1992). If this is the 
case, high training and validation errors will occur due to underfitting of the data (Neal, 
1996). When the reverse is true and too many nodes are used in the model, the additional 
nodes slow down the computation of the network and also cause overparameterization 
problems, where the network memorizes features specific to the dataset the model was 
trained on. Overparameterization results when the number of observations greatly exceeds 
the dimension of the input vector X (Specht, 1991). This will result in a low training error, 
but a high validation error because the model is overfitting the data. Better results have been 
found in previous studies when the majority of the hidden nodes are in the first hidden layer 
in mulit-hidden layer networks (Masters, 1993). It is suggested by many publications to start 
with an over simplified neural network, and systematically increase the complexity until the 
error increases as the complexity increases (Masters, 1993; Haykin 1999). When dealing 
with data with strong features, it is not unusual to see a large change in the performance of a 
model when the architecture is only adjusted slightly (Masters, 1993). When only one 
hidden layer is used, one theory suggests (Masters, 1993): 
HN=~(I*O) (1) 
where HN is the number of hidden nodes, I is the number of inputs, and 0 is the number of 
outputs. 
Another theory used commercially (Sarle, 2002) states: 
2 
HN=(I +0)*-
3 
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(2) 
Despite the numerous theories regarding the appropriate architecture to use, the architecture 
of an ANN is problem specific so only an upper and lower bound can be established prior to 
specifically defining the problem. The various architectures used in this study will be 
discussed in the methodology section. 
Inputs 
Initially, the inputs are generally not related linearly to the output (Welch et al, 1992), 
otherwise linear regression should be used. There are two main types of input data that can 
be used, quantitative and categorical (Cherkassky et al, 1994). Categorical variables only 
take on a number of finite variables, while quantitative variables can potentially take on any 
numeric value. Notice that all inputs into an ANN need to be numeric. In this study, various 
categorical variables were used. They will be explained further in the methodology section. 
A benefit of using an ANN approach is the number of weights only grows linearly 
with the increase of the number of the inputs as opposed to exponentially with polynomial 
regression (Marzban, 2002c ). The fewer number of inputs used, the fewer number of 
weights there will be, thus reducing the chance of overparameterizing the data (Marzban, 
2002c ). It is important to not use every possible input variable in creating the model since 
this only increases the model complexity while reducing the model's integrity and 
performance (Reed and Marks, 1999; Wichman and Bartlett, 1997; Cherkassky and Mulier, 
1998). However, an ANN is often times capable of determining whether an input is related 
to an output, so therefore "when it doubt, throw it in (Masters, 1993)." There are various 
methods which can be used to reduce the number of inputs into an ANN. A priori 
information about the various variables used can reduce this problem. For this reason, we 
eliminated many of the initial variables input into the ANN system by using ranking the input 
variables using a general regression neural network. 
The general regression neural network learns the relationship between each input 
and the expected output of the system (Specht, 1991). A general regression neural network is 
a universal approximator for functions/output without a substantial amount of noise; 
therefore, given the proper data, they are capable of estimating any smooth function (Specht, 
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1991). The value of each input to the model is then ranked based on the variable's ability 
to improve model generalization (Wichmann and Bartlett, 1997). After the first variable is 
selected, the process continues is repeated by including the previously ranked variables. This 
either continues until all parameters are ranked, or until a prespecified number of variables 
are ranked. 
Use of a general regression neural network allows one to only make minimal 
assumptions about the underlying probability density function of each input variable 
(Wichmann and Bartlett, 1997). Prior to ranking the variables, it is necessary to scale all of 
the input variables so they all have approximately the same ranges and variances (Specht, 
1991). For this reason, it is important to a have a representative training set of the various 
values for which each input can take on. 
Since general regression neural networks are a form of nonlinear regression, it is 
important to only use them when there is clearly a non-linear relationship between the inputs 
and the output (Specht, 1991 ). The advantages of a general regression neural network 
include: (i) it learns in one pass through the data, (ii) it provides a reasonable estimate of the 
output based on only a few data samples, and (iii) estimates will not converge on poor 
solutions relating to local minima. It is also important to point out that the system is bounded 
by the maximum and minimum observations it is trained on (Specht, 1991), therefore, the 
system does not extrapolate but instead interpolates from past data. However, general 
regression neural networks weight each input equally, and therefore the risk of impacting the 
output as the number of inputs are increased. For this reason it is very important to include 
only relevant variables to the problem at hand. The method which was used in this study to 
determine the importance of a variable will be discussed in later sections of this paper. 
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CHAPTER4:METHODOLOGY 
Keeping in mind the goal of this work was to predict frost formation, both observations and 
model output statistics (MOS) (Glahn and Lowry, 1972; Wilks, 1995) were used to train an 
ANN. The artificial neural network software used in this study, called the "Toolkit," was 
designed by the Adaptive Computing Lab (ACL) at Iowa State University (ISU) 
(Carmichael, 2001). The ANN software allows us to use to use a hyperbolic tangent 
activation function (shown in figure 2), which adds the non-linearity to the neural network 
(Sar le, 2002). The use of this activation function as opposed to a function like the logistic 
like the function 
( l+ex~(-x)) 
allows the network to take on both positive and negative values. This is a significant fact 
since activation functions that allow for both positive and negative values tend to produce 
better and faster solutions (Sarle, 2002). 
(3) 
To predict frost formation using an ANN, a suite of models have been created to 
predict the necessary variables (temperature, dew-point, surface temperature, wind speed) 
needed for input into the model by Knollhoff et al (2001 ). Since each model is predicting a 
different variable at a different time step, each model needed to be created independently 
(Reed and Marks 1999; Masters 1993). The models were set up in such a way that 
parameters are predicted at twenty minute intervals throughout the day. This means that each 
parameter is predicted using 72 different models predicting at different time steps. Since 
four parameters are predicted, a total of 288 models are used over the 24 hour period. The 
models were developed with application at the IADOT in mind and thus it was assumed 
predictions should be made after 1800 UTC, observations are collected for the model run. 
Because the emphasis is on frost prediction, which generally occurs during the late night or 
early morning hours, the first forecast time for the suite of artificial neural network models is 
at 0000 UTC (6 hour forecast) the following day (6 PM local standard time). The input data 
into the ANN includes the 1200 UTC Nested Grid Model (NGM) Model Output Statistics 
(MOS) (Glahn and Lowry, 1972) output paired with RWIS observations from the cold 
seasons of 1995- 1998. A cold season for purposes of this study is defined as October 1st 
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through April 30th. This time period was chosen because frost observations made by Iowa 
Department of Transportation personnel were readily available for these months at four 
stations across the state of Iowa. The four stations used in the development of the model 
were Waterloo (ALO), Des Moines southwest (DSM), Mason City (MCW), and Spencer. 
The model, once developed, was then later tested on data for Ames over the cold seasons of 
2001-2002 and 2002- 2003. 
A typical bridge deck associated with an RWIS observation site is eight inches thick. 
A two inch overlay is often times added to a bridge decks in Iowa, for a total thickness of 10 
inches. The bridge decks are reinforced with steel rebar that are placed one and a half to two 
inches below the top surface of the deck and a second layer of rebar that is located one and a 
half inches above the bottom surface (Neubauer, 2003). 
The Waterloo site is located at the junction of highway 218 and highway 57. The 
sensors are located over water, which could affect measurements slightly. The site is located 
in a fairly flat area, with trees and other types of vegetation surrounding the banks of the 
water. Sensor one was used for verification of the surface temperature. 
The site used in Des Moines is located on the southwest side of town, located at the 
junction of the Raccoon River and Highway 5. The site is in a relatively flat low lying area 
with gentle rolling hills in the 
area. The terrain slopes towards the RWIS, and is thus suspect for cold air pooling in and 
around the site. There are no buildings located within 5 km of the site, although small trees 
and vegetation are located near the site. The bridge is located over land, and has four 
pavement temperature sensors. Observations from sensor one were used for surface 
temperature analysis. 
The RWIS site located in Mason City is on the southbound lanes ofl- 35. The bridge 
deck is located over land. There are four pavement sensors associated with this observation 
site. Sensor four was used for verification of surface temperature. 
Spencer's RWIS site is located along a fairly flat section ofhighway 18. The site has 
a coolie located to the east within two kilometers of the site. The bridge deck is located over 
land. Sensor two data was used for verification of surface temperature. 
15 
The RWIS station located in Ames is located along interstate 35 near the 13th street 
exit. The bridge deck associated with this site is located over land. The terrain surrounding 
the site slopes into the site as the observation site is located in the grassy area enclosed 
between the highway and an off ramp. The surrounding terrain is fairly flat, with farm fields 
to the east of the reporting site, and a few sporadic businesses to the west of the highway. 
There are four bridge deck sensors associated with this site. Sensor number two was used for 
surface temperature observations. 
RWIS observations for the period between 0000 and 1800 UTC were gathered and 
used as input into the ANN. Because RWIS observations are not made at a standard time 
interval, linear interpolation was also used to generate data valid every 20 minutes. If the 
data required interpolation for more than four hours (12 20-minute observations), then that 
day's data was deemed of insufficient quality and excluded from the data set. Doswell (1986) 
has indicated that for frost, linear interpolation is valid for periods of hours. 
Four different types of models were created to predict the input variables required by 
Knollhoff et al's model. Due to limitations on the number of input variables into the neural 
network prior to ranking the variables, only one observed parameter other than the parameter 
itself was included as input. The two different types ofRWIS observations used for the 
various models are shown in table 2. 
The 1200 UTC NGM MOS data were primarily collected using the UNIDATA 
archive at Iowa State University (ISU); however, archives from the National Center for 
Atmospheric Research (NCAR) were also used to fill in gaps in the data when necessary. If 
the 12 UTC NGM data were missing from one archive, an attempt was made to find it in 
another archive. If the data were missing from both archives, then the entire day's data was 
excluded from the study. The following variables were used as input into the ANN from the 
NGM MOS at verifying times 18, 21 00, 03, 06, 09, 12 and 15 UTC: air temperature, 
minimum temperature, dew-point, cloud cover, wind direction, wind speed, ceiling, visibility 
and obstruction to visibility. 
Unfortunately, all of these variables are not numeric even though all inputs into the 
ANN need to be numeric; therefore some had to be adjusted prior to training the artificial 
neural network. The obstruction to visibility and cloud cover variables are defined in the 
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model output as an 'N', 'H', or 'F' and 'OV', 'BK', 'SC', 'CL' for no obstruction, haze and 
fog and overcast, broken, scattered, and clear sky cover respectively. Because fog is easily 
differentiated from haze by the amount of relative moisture to the temperature in the 
atmosphere, an ordered variable was an appropriate substitution for these input variables. 
Both visibility and ceiling are ordered variables that are part of the input in which the ordinal 
input is represented as a single variable (Sarle, 2002). Many studies including Masters 
(1993) and Smith (1996) recommend using a 'thermometer code' for ordered variables, 
where consecutive integers are used. N was therefore redefined as 1, Z as 2 and F as 3 for 
the obstruction to visibility category, and CL was redefined as 1, SC as 2, BK as 3, and OV 
as 4 for the cloud cover variable. 
Wind direction recorded by the RWIS observations also had to be adjusted in certain 
occasions to provide numerical output. When the wind is calm, there is no true wind 
direction. Therefore, the wind direction was manually adjusted to wind directions observed 
around the same time on the given day. 
Because so many models were needed to be created, a trigger file was used to rank 
inputs and train the models. This allowed the models to be trained consecutively, yet 
independently. Each trigger file called the files necessary to train models for one parameter 
for a 24 hour prediction period (72 models in total). 
Numerous models were created by varying the training time, architecture and number 
of inputs. It was noted that as more variables were added as input to the model, the 
performance eventually leveled off and often decreased. As can be seen from figure 3, 
model performance increased very little with the addition of more than 8 - 10 input variables. 
To keep the complexity and the number of free parameters as low as possible, the number of 
inputs into each model was capped off at 10. However, various architectures and training 
times were tried in various models with fewer inputs than this. 
In total, 181 initial inputs were fed into the ANN for each model: 111 RWIS inputs, 
65 1200 UTC NGM MOS inputs, and four unordered variables to test ifthe location of the 
RWIS sites was important to the model. Unordered variables had to be used to test ifthe 
location was important because the locations of the sites used are not related. From the 181 
inputs, a general regression neural network was then used to rank the variables based on their 
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relation to the output. Various time intervals were tried for training the model, and it was 
determined that time periods longer than two minutes displayed characteristics of 
overparameterization. Figure 4 shows that with training times longer than two minutes, the 
model tends to perform worse on the validation set. 
In total, there were anywhere from 1200- 1500 cases included in the training and 
validation sets. The validation set comprised of last 15 percent of the original data set. This 
allowed for around 200 cases in each validation set, which adequately allowed us to test the 
performance of the models created. 
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CHAPTERS.RESULTS 
Ranked Variables 
Each model was initially developed with 180 input variables. Before each model was 
created, the input variables were ranked to reduce the number of free parameters based on a 
few different methods. The primary method which was used was a technique referred to as a 
general regression neural network (Spect, 2001). In this method, the root-mean squared error 
(RMSE) is computed for each variable in relation to the output. The variable with the lowest 
RMSE in relation to the output variable was then included as part of the model. The process 
was then repeated in a similar manner given the inclusion of the previous ranked variables, 
until a certain stopping criterion was met. A second ranking method was used which was 
primarily based on decision theory (Shannon and Weaver, 1949). As was mentioned earlier, 
it was found that minimal improvement existed when more than eight variables were 
included. However, models with over eight variables were created to help determine if 
greater than eight variables were needed. 
Due to inadequacies in the data, methods, round off error, and random noise (Bartlett 
2002), the set of ranked variables often times differed with each model run for the same 
forecast time. However, certain variables were consistently ranked as important. Variables 
which were consistently ranked as the most important in every model created are 
summarized in tables 3 - 6. Order of the variables in the tables is generally from the most 
important consistently ranked variable to the least important. However, it is possible that the 
order of a few of the variables were switched from the ranking in a few models, though the 
general order of the consistently ranked variables is as how it is seen in the tables. Despite 
the fact that each model was created independently, trends with respect to time in the ranked 
variables could be noted. 
Surface temperature 
The most recent observations of air temperature prior to the model run were among 
the variables that were ranked in the early forecast periods. Pairing these observations with 
model predictions around the forecast time allowed the model to create a useful forecast. 
Unordered variables, which were created to determine if siting was an important factor in 
relation to the predictand, were also among the variables which were consistently ranked as 
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important. Another interesting feature that was noted that was not exclusive to the surface 
temperature model related to the forecasted variable of interest. The MOS forecasted 
variable was often times ranked for the concurrent forecast time, or the prior forecast time. 
The MOS forecasted minimum temperature was an important input variable for predicting 
both surface temperature and air temperature around the 9 UTC time frame, but had often 
times dropped out of the ranked variables by the 12 UTC forecast time. The forecasted dew 
point for the concurrent time frame was a ranked variable for three of the four forecast 
variables. It is hypothesized that this variable was deemed important because it aided the 
ANN to determine how the near surface air would cool. 
MOS was excluded after 15 UTC because of the limitation of 200 initial input 
variables into the ANN; the forecast after this time would typically be after the time at which 
frost deposition would occur. Forecasted variables after the 15 UTC time period were 
interesting because the ANN did not have any current model data to base its' prediction on. 
It was noted that often times, the models turned to observations from 24 hours prior to help 
determine a forecast. This method works well in periods with similar environmental 
conditions. However, in environments with rapidly changing conditions, this method does 
not work as well, which could be a reason for the degradation in model performance noted 
shortly after the 15 UTC (21 hour forecast) forecast time. 
Air temperature 
Many similar characteristics to the ranked variables for the surface temperature also 
appeared in the ranked input variables for air temperature. Just as with the surface 
temperature, forecast models for the first few forecast hours paired with prior observations 
aided in creating a forecast for the air temperature. Forecasts for air temperature did not 
seem to be as nearly site specific as other forecasted variables. Around the 12 UTC forecast 
time frame, the 15 UTC forecasted surface dew point was a consistently ranked forecast 
variable. It is again hypothesized that this was due to moisture's effect on the cooling of an 
object. 
Wind speed 
Just as with the other forecast variables discussed thus far, ANN models devised to 
predict the wind speeds for the first few hours of the forecast period combined observations 
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taken prior to the model run with MOS predictions for the beginning of the forecast period. 
One characteristic that is evident is the number of ranked variables related to the predictand. 
Wind speed is a forecast variable that is strongly affected by siting. In fact, variables related 
to siting were ranked as the most important for several different forecast times over the 
forecast period. Similar to the forecast for air temperature, the final forecasted wind speed 
was an important variable for the remaining forecast times for which the forecast was valid 
for and thereafter. 
Dew point 
Similar to the previous variables, the ANN consistently ranked the most recently 
observed conditions combined with forecast parameters to be the most important parameters 
in predicting dew point in the first few hours of the forecast period. However, instead of 
using the forecasted dew point at 00 UTC, the model determined that the forecast dew point 
at 03 UTC was consistently more important at the 00 UTC forecast time. Another 
characteristic of the ranked variables for dew point that differed from the other forecast 
variables related to the forecast parameters in the later period of the forecast. It was found 
that in the forecast for dew point, forecasted conditions valid at an earlier forecast time were 
ranked important in the prediction of conditions beyond the period of the input forecast 
conditions. 
Forecasted Values Compared to Observations 
Viewing the forecasted values with respect to the observations allows the models to 
be easily assessed in terms objective measures of skill. Each type of variable will be looked 
at in detail at three different forecast times (00, 12, and 23:40) across the forecast period. 
00:00 UTC 
At the beginning of the forecast period (6 hour forecast), it appears that most of the 
variables are forecasted with fairly good precision and accuracy with little bias (see tables 7-
10). In the forecast for the dew point, it appears that there is not too much scatter about the 
one to one line as the r-squared value over the entire dataset was 0.932. It appears that the 
scatter is fairly equally distributed about the perfect reliability line, with the exception for 
higher values where it appears that the model tends to under forecast these values. This is 
seen in the figure 4 for the entire data set, training set and validation set. This characteristic 
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of under estimating higher values is also evident in the forecast for surface temperature. Just 
as with the forecasted dew points, there appears to only be a small amount of scatter about 
the perfect reliability line with fairly good accuracy (Figure 5). It appears, however, that 
there may be a slight bias for over predicting surface temperatures by 0.136 degrees. The 
square of the correlation coefficient was also very good over the entire dataset, at 0.956. 
The one parameter that is an exception to being fairly accurate is the wind speed. With an r-
squared value of 0.569 and a bias of 0.011, the forecasts for wind speeds across all forecast 
times appeared to have problems as will be seen in following section. The features that are 
most evident in Figure 6 are the vertical lines of data that appear in the figure. This is 
because the wind speed is reported in whole numbers, while it is predicted to the nearest 
hundredth. The second feature that is quite evident is the wide scatter about the perfect 
reliability line. Not only is the precision of the forecast questionable, but the accuracy is as 
well. Note that for high wind speeds, there is a problem of under forecasting these events. 
This is because they are rare enough events and the model minimizes its error if it takes a hit 
on the stronger wind events. The forecast for air temperature has much less scatter about the 
perfect reliability line with a r-squared value of 0.951, and appears to be fairly accurate for 
all values with the exception of higher values where these values are once again under 
forecasted (Figure 7). It appears that this model may also have a slight bias for over 
forecasting the air temperature at 0.222, as best seen in the validation figure. 
12:00 UTC 
Forecasts at this time of day are extremely important as this is often the time of day 
around which frost is most likely to form. In the forecast of dew point valid for 12 UTC (18 
hour forecast), it appears there is much more scatter between the forecasted value and the 
observed value (Figure 8). This scatter is primarily associated with cases in the validation 
set, which could mean the training set was not large enough and did not represent many of 
the cases in the validation set. Despite this, it appears a strong relationship exists between 
the forecasted and observed values. Values between 20 and 40 degrees Fahrenheit appear to 
have the least scatter, which represents many if not most of the frost cases. In the forecast of 
surface temperature, there is still relatively little scatter between forecasted values and 
observed values (Figure 9), with the exception of values of 40 degrees Fahrenheit, which are 
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in general under predicted. There appears to be more scatter associated with cases associated 
with the validation sets, but much of this scatter appears larger due to the change in the 
values on each of the axes. With the forecast of wind speed for 12 UTC, it appears there is a 
limiting factor in the forecast. All forecasted values are 8 knots or less, regardless of how 
fast the observed wind speed is (Figure 10). There is most likely overall less error with 
forecast models that forecast mediocre wind speeds for each forecast as opposed to models 
which try to forecast values as close as possible based on the input data. It is evident that the 
forecasted values agree with the observed values, but wind speeds are severely under 
forecast. It appears there is more scatter associated with forecasts of air temperature at 12 
UTC (Figure 11) than with previous forecast times. Cold values less than zero degrees 
Fahrenheit appear to be over forecast, while values greater than 50 degrees still appear to be 
under forecast. However, it is believed that these trends will have very little effect on 
forecasts of frost events as these thresholds are either too cold for the air to hold ample 
moisture and too warm to even approach freezing. 
23:40 UTC 
The accuracy and precision associated with a 30 hour forecast of the dew point 
appears to be similar to an 18 hour forecast (12 UTC) (Figure 12). There is a similar amount 
of scatter about the perfect reliability line between the two forecast times. Most of the scatter 
appears to be associated with patterns in the validation set, though values right around the 
freezing point appear to have less scatter. It is important to note that the sample size is small 
enough that it would be best to have more testing before a qualitative measure is affixed to 
this feature. There also appears to be more scatter about the one to one line with the forecast 
for surface temperature, primarily associated with the patterns in the validation set (Figure 
13). The scatter about the perfect reliability line appears to fan out slightly with warmer 
surface temperatures. The wind speed model, just as with previous forecast times, appears to 
have a limiting factor, as seen in figure 14, and therefore under forecasts most wind speeds. 
However, the forecast for 23:40 differs from previously explored wind forecasts. Forecast 
times later in the forecast period displayed characteristics where there were very little 
semblance of a relationship between the forecast and the observed values. Essentially, the 
ANN forecast a range of values for all events, as it found this was the best way to minimize 
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the error between the forecasted and the observed values. Finally, thirty hour forecasts for 
air temperature still appeared to be fairly accurate (Figure 15), with good accuracy and 
precision. The amount of scatter about the perfect reliability line was relatively small, with 
the largest scatter once again associated with cases in the validation set. It is evident that the 
forecasted values agree with the observed values. 
Variance in Performance 
Models with the same number of inputs, same pre-ranking scheme, and the same 
architecture were run repeatedly to determine what the variance in the performance was 
based on the random initialization of weights. The same inputs were not always used with 
each model, since each model was pre ranked each time it was run. For the forecast of air 
temperature, 12 model runs were made; while eight and ten model runs were made for the 
prediction of the surface temperature and dew point respectively. In general, the variance 
was fairly small, but we will take a closer look at this to get a quantitative measure of 
performance. 
As with other figures in previous result sections, it is easy to see in figures 16 -20 the 
increase in forecasting difficulty with an increase in forecast time. There is a gradual yet 
steady increase in the average RMSE with respect to forecast time. In general, the variance 
among all the variables is low. However, sporadically there was a model that did not 
perform well at a certain time, and thus the variance significantly increased. This significant 
increase in the variance only occurred due to one model run in the set of model runs created 
for each variable. Because the increase in RMSE can be seen in both the training and 
validation set figures, it is unlikely that one of these models would be implemented and used 
as a forecasting tool. It is unknown as to the cause of this discrepancy in performance. 
It is also evident in these figures that the RMSE is much smaller over the training set 
when compared with the validation set. This can also be seen quite easily in the forecast for 
dew point valid at 23:40 UTC (figure 21). Looking across the data set, it is obvious that the 
errors become larger towards the end of the dataset. The first 85 percent of this data set was 
used for training, while the remaining 15 percent was part of the validation set. 
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Performance of Forecast Models With Time 
Figures 22 - 25 displays the top performing models in terms ofRMSE and the square of the 
correlation coefficient with respect to time. The overall performance of the models 
decreases with an increase in forecast time. This is to be expected as it is more difficult to 
predict further out in time as errors increase with an increase of the forecast period (Doswell, 
1986; Lorenz, 1969). Declining performance with and increase in forecast time is common 
as pointed out by Olsen et al (1995); however, the change in performance for each variable is 
different, and therefore will be discussed individually. 
Surface temperature 
Over the first 15 hours of the forecast, there is a fairly steady decrease in the performance of 
the models (figure 22). At around the time of the forecast for 15 UTC (21 hour forecast), 
there is a much steeper decrease in the performance of the models with an increase in 
forecast time. This decrease in performance could be associated with the omission of MOS 
data as input into the forecast model for forecast hours beyond 15 UTC. The model 
performance declines to a minimum at the 19:20 UTC forecast time, and then begins a 
gradual improvement with forecast time out until the end of the forecast period. 
Dew point temperature 
For the first five hours of the forecast period, the square of the correlation coefficient remains 
between 0.7 and 0.8, at which time it gradually decreases to around 0.3 by the forecast for 
17:00 UTC (figure 23). Thereafter, the performance (measured using r-squared) remains 
fairly constant. The RMSE at the beginning of the forecast period starts at slightly above 5, 
with an average error slightly above 2 degrees. The RMSE doubles through the forecast 
period to around 11 at 17:00 UTC, which is after the last forecast time MOS data was valid 
for. After this time, the performance levels off and RMSE even decreases (improves) 
slightly. 
Wind speed 
Wind speed remains the most difficult variable to predict out of the four variables needed by 
the frost model. As noted in figure 24, the RMSE remains fairly steady across the forecast 
period, varying from two to around 4 knots towards the end of the forecast period (21 :40 
UTC). The square of the correlation coefficient was much more variable than the RMSE 
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across the forecast time frame, with a much steeper decrease in model performance with 
respect to forecast time. The constant error across the forecast time shows that the error may 
not necessarily be associated with the increase in forecast time. This will be explored further 
in upcoming sections. 
Air temperature 
R-squared values between the forecast and observed variables for the forecast of air 
temperature varied across the forecast period from 0.912198 at the beginning of the period to 
0.48418 at 11:40 UTC (figure 25). Shortly thereafter, the model performance increased to 
values between 0.6 to 0.7, where the performance lingered throughout the remainder of the 
forecast period. At the beginning of the forecast period, the average forecast error is slightly 
over two degrees Fahrenheit, and increases with a steady progression over the forecast period 
to between 3 and 4 degrees towards the end of the forecast period. RMSE values range from 
just over four at the beginning of the period, to 11.55 near the end of the forecast period. 
Architectures of the ANN Non-Linear Models 
Shown in appendix A are the architectures associated with the top non-linear 
performing models based on the square of the correlation coefficient and the RMSE between 
the forecasted value and the observed value. The first quantity in the architecture is the 
number of inputs that were used by the model after ranking the input variables. The input 
layer is often referred to as the zeroth layer. The second and third values are the number of 
hidden nodes in the first and second layers respectively. Note that each layer is separated by 
an x. The final value is the number of outputs associated with the model. Notice in this case 
that each model only has one output to keep the complexity of the model as low as possible. 
Several different types of architectures were explored, but the models that tended to 
perform the best were models that had a geometric approach. Models that use a geometric 
architecture reduce the number of units by approximately one half with each layer from the 
input to the output layer. 
Notice that all the models have two hidden layers due to the way the models were 
trained. When using multiple hidden layers, it is important to make sure to have many 
random initializations so that the model is able to analyze the data properly. Because each of 
the weights associated with each node are initially randomly assigned, models with the same 
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architecture with the same inputs were run several times to find the optimum set of weights 
for each model. Models with 8 inputs, 5 hidden nodes in the first layer, two hidden nodes in 
the second layer, and one output were created multiple times for each of the forecasted 
variables to help determine the variance in the performance associated with the 
randomization of the initialized weights. This could be a reason why this architecture was 
ranked across many forecast times as the top performing model since this architecture pattern 
was repeated several times. Finally, some architectures have 0 hidden nodes, which is a form 
of linear regression. 
Different numbers of inputs were used for each forecast time, although an emphasis 
was placed on the use of 8 inputs, as more inputs often times did not improve model 
performance (Figure 3). The performance improves very little with the inclusion of 
variables beyond 8. The performance reaches a peak at around 11 to 12 input variables, at 
which time the performance remains the same or decreases slightly with an increase in input 
variables. 
ANN Output Compared To MOS 
ANN performance exceeded MOS performance at certain times in the forecast period, 
while MOS outperformed ANN techniques during other periods in the forecast period. This 
section was created to help determine the times at which ANN performance exceeded MOS, 
and at which times MOS exceeded ANN output. Each variable will be discussed separately 
below to determine when ANN would be the preferred system of choice over MOS, and vice 
versa. 
Dew point 
When looking at the 12 UTC NGM MOS forecast for dew point, RMSE values for 
the 1995 -1998 cold seasons ranged from 5.917 (at 00 UTC) through 6.4834 (at 15 UTC). 
Average RMSE values over the training set for the same time period ranged from just over 3 
(at 00 UTC), to around 4.25 (at 15 UTC) (figure 18). Over the validation set, the average 
RMSE was slightly higher as is typical with ANN models. Values ranged from around 7 to 
slightly over 11 (figure 19). Results like this suggest the ANN performance is worse than 
MOS throughout the forecast period, but results for the top performing models over the 
validation set suggest otherwise. RMSE values over the top performing models over the 
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validation set ranged over the forecast period from around 5.5 at 00 UTC, to slightly under 
10 by 15 UTC (figure 23). This shows that ANN performance starts off predicting values 
closer to observed values at the beginning of the period, but then quickly deteriorates and 
becomes worse than MOS in predicting dew point. MOS values have a dry bias across the 
forecast period, with the exception of the forecast valid at 00 UTC where MOS has an overall 
slightly moist bias. 
Air temperature 
RMSE values for the prediction of air temperature by NGM MOS range from 5.7676 
at 00 UTC, to a maximum of 6.4458 at 12 UTC. Error decreases slightly for the prediction of 
air temperature at 15 UTC. There is little change in the RMSE values over the training set 
with values ranging from 3.3 at 00 UTC, to slightly over 4.0 by 15 UTC (Figure 16). Over 
the validation set, errors once again were high with average RMS Es ranging from just over 6 
to a maximum over 10 at 12 UTC. The ANN models displayed a similar trend in the errors 
to MOS, as the average error decreased between 12 and 15 UTC (Figure 17). However, 
errors over the validation set showed that air temperature models outperform MOS until 
around 9:00 UTC (figure 25), at which time MOS forecast errors become lower than ANN 
errors. MOS again generally has a low bias across the forecast period, with the exception of 
the forecast at 00 UTC, at which time MOS has a slightly warm bias. 
Surface temperature 
Average RMSE values for the prediction of surface temperature by the ANN training 
set vary very little over the forecast period, ranging from 6 around 2 -3 UTC, to a maximum 
value of 8 by 15:00 UTC (figure 20). Over the validation set as seen in figure 22, the change 
in error with time is similar, but around 0.5 lower than errors found over the training set. 
MOS does not have a direct output for surface temperature, and thus was approximated by 
using a forecast for air temperature as a proxy for surface temperature. RMS errors with this 
approximation for surface temperature ranged from 6.5 at 03 UTC, to 9.38 at 15 UTC. 
Errors quickly increase throughout the day as solar energy affects the surface temperature 
greatly. This is why there is a smaller RMSE at 3 UTC than 00 UTC. 
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Wind speed 
Errors in wind speed are directly related to the average wind speed with respect to 
time. Greatest errors occurred during the daylight hours, when turbulence and mixing often 
times cause the wind speed to increase. RMSE related to NGM MOS output range from 8.1 
at both 00 and 15 UTC, to 7.6 UTC at 12 UTC. RMS errors associated with the ANN 
prediction were much smaller, ranging from 2.5 to 4. However, the ANN did not show much 
forecasting skill. Regardless of the synoptic conditions, forecasts deviated very little from 5 
knots. The ANN models did a better job minimizing error over the training set by predicting 
a constant value as opposed to actually forecasting wind speeds. This is why the ANN 
system rarely forecasted winds over 10 knots across all forecast times. The NGM MOS 
constantly over predicted wind speeds that were observed at the RWIS sites. It is possible 
that the RWIS sites in the study are somewhat sheltered, and this caused MOS to 
significantly over predict wind speeds. 
Linear Versus Non-Linear Techniques 
Input files for model configurations and model runs which were consistently ranked 
high across all forecast times were used to create linear models so a direct comparison could 
be made between linear regression and neural network techniques. Two different input files 
for each type of forecast variable were created to allow for different input variables for each 
forecast. The top linear regression model was then chosen and will be compared with both 
its non-linear counterpart and the top performing nonlinear neural network model. 
00:00 UTC 
Looking across both the validation dataset and the training set, the non-linear model 
performs slightly better than the linear regression model for the 6 hour forecast of dew point 
(Figure 26). Both have a fairly good square of the correlation coefficient, but the non linear 
model has slightly higher values ofr-squared (0.932 versus 0.923), and lower values of 
RMSE (3.791 compared with 4.040). The RMSE for NGM MOS at 00 UTC over the same 
time period is 5.917. The prior RMSE values for both the linear and non-linear models are 
slightly deceiving because they are largely influenced by the training set. The RMSE for the 
non-linear and linear models over the validation set are 6.484 and 6.928, which are slightly 
above MOS values. Both ANN models have fairly low over all bias; however, the linear 
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regression had lower values of bias over the training (0 compared with +0.059), validation (-
0.11 compared with-0.14) and entire data sets (-0.01 compared with +0.028). 
In the forecast for surface temperature, both types of models do a good job in 
forecasting with values of the square of the correlation coefficient well past 0.9 across both 
the training and entire data sets (Figure 27). The nonlinear model again appears to perform 
slightly better in terms of r-squared and RMSE. The square of the correlation coefficient was 
.908 versus 0.887, 0.963 versus 0.957 and 0.956 versus 0.949 across the validation, train and 
entire datasets for the nonlinear and linear models respectively. Similarly, the RMSE were 
5.356 compared with 5.879, 3.377 compared with 3.632 and 3.741 compared with 4.049 for 
the nonlinear and linear models across the validation, training and entire data sets. Because 
surface temperature is not a direct MOS output, air temperature was used as a proxy to 
evaluate the performance of the models. When NGM MOS forecast air temperature was 
used as a forecast for surface temperature, a value of 7.0672 resulted. This shows that both 
the non-linear and linear models performed significantly better than using this 
approximation. The observations were warmer than the forecast MOS values for air 
temperature, most likely affected a small amount of heat storage in the bridge. Bias on both 
the nonlinear and linear models was fairly small particularly for the training set ( +0.16 and 0 
respectively), while it was slightly higher over both the validation and entire data sets for 
both the nonlinear and linear models (-1.824 compared with-1.745 and -0.136 and-0.262). 
The reason the nonlinear has a lower overall bias even though it has a higher bias over both 
the validation set and training set is because it has a positive bias across the training set, 
while a negative bias across the validation set. 
Unlike in the previously discussed variables, there is not a clear cut superior model 
for the prediction of wind speed. Strictly looking at the validation set, the linear regression 
model performed slightly better than the best neural network model with an r-squared value 
of 0.393 compared with 0.348, and RMSE values of 2.32 compared with 2.374 respectively 
(Figure 28). Comparing these values to NGM MOS output over the same time period, we 
can see the artificial neural network created models performed better than NGM MOS which 
had a RMSE of 8.1667. This is an interesting result since artificial neural network created 
models struggled to make accurate predictions for higher wind speeds. This error most likely 
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did not have a significant impact in missed frost events since the boundary layer remains 
fairly well mixed due to turbulence with higher wind speeds which often does not allow for 
favorable conditions for frost formation. The forecasted MOS values showed a faster bias 
than what was observed by the RWIS stations. Both models had a slightly high bias over the 
validation set, predicting wind speed around half a knot greater than observed. Both types of 
models also performed similarly over the training set, with the square of the correlation 
coefficient being slightly greater (0.603 versus 0.574) and the RMSE error being slightly 
lower (2.071 versus 2.143) for the non-linear model. Both models had very little bias (if any) 
over the training set as the nonlinear model predicted wind speeds slightly higher than 
observed with a+ 0.07 bias, while the linear model had no bias. Overall the entire data set, 
the square of the correlation coefficient and the RMSE was slightly better for the nonlinear 
model with 0.569 as compared with 0.548 and 2.119 as compared with 2.170 respectively. 
The prediction error for air temperature between the two types of models (linear and 
non-linear) was very similar (Figure 29). The square of the correlation coefficient differed a 
maximum of three thousandths across the training, validation and entire data sets. The 
RMSE was also very close between the two at 4.718 compared to 4.772, 3.566 compared to 
3.422 across both the validation and training sets for the nonlinear and linear models 
respectively. Both models seemed to have very little bias as well, with the nonlinear model 
having -0.399 degrees of cool bias on average, while the linear model had only -0.16 degrees 
of cool bias on average. 
12:00UTC 
Forecasts of the dew point temperature are fairly good across the training sets of both 
the linear and non-linear models; however, there are certain periods where the models tend to 
slip a little in performance over cases in the validation set (Figure 30). Over the training set, 
performance was fairly good with high r-squared values over 0.9 (.933 and .908), and 
relatively low RMSE ( 4.109 and 4. 786) for the non linear and linear models. Notice that the 
performance over the validation set was not as good, and actually did not perform as well as 
NGM MOS which had a RMSE of 6.9911 for the same forecast time. Instead of the moist 
bias that was present at 00 UTC in the NGM MOS forecast, the models showed an over all 
dry bias over the period with a bias of greater than degree. The bias was relatively small 
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over the ANN models, with a half of a degree dry bias in the non-linear model (-0.47), while 
the linear model had no bias over the training set. Because the training set comprises much 
of the entire data set, performance over the entire data set is fairly good with r-squared values 
of 0.865 and .849, and RMSE values of 4.966 and 6.06 for the non-linear and linear models 
respectively. Figure 31 displays the performance of the models over the validation set. 
Notice the models struggle at predicting the temperature for the patterns between 40 and 70. 
Errors larger than 20 degrees were common in this period. A closer analysis of this data 
revealed that subtle differences in the observed air temperature created significantly different 
results in the forecast. It is believed that a representative weather event similar to this was 
not included in the training set and thus the model struggled to make an accurate prediction. 
Similar to all the other forecast variables, results over the training set were fairly good 
for the forecasted surface temperature valid at 12 UTC (Figure 31 ). R-squared values were 
fairly high over the training set with values of 0.921 and 0.91 for the nonlinear and linear 
models respectively. RMSE values were fairly good across the training set too, with 4.239 
and 4.547 respectively. RMSE was slightly higher for the ANN models over the validation 
set as compared with the NGM MOS, which had a RMSE of 6.7188 when a forecast of air 
temperature was used as an approximation for surface temperature. However, the error 
increase significantly by the forecast at 15 UTC, at which time a ANN model had a more 
accurate prediction as compared with NGM MOS. Just as with the forecast of dew point 
valid at 12 UTC, there was a period of patterns in the validation set that were not forecasted 
with much precision. It is believed that there was active weather in the area with fronts 
causing the model to have a difficult time with the forecast. A remedy to this situation would 
be to increase the amount of patterns in the training set by including a case with similar 
characteristics, thus giving the model an example of how to handle a case such as this. 
As mentioned in previous sections, there are not enough high wind events to warrant 
the model to predict them, and thus the model under predicts many of these events. Because 
of this, it appears in figure 32 that there is a limiting threshold which the model will rarely 
predict wind speeds over. With that said, the square of the correlation coefficient was 
relatively low in comparison with other variables. Over the entire set, the square of the 
correlation coefficient was 0.444 and 0.402 for the non linear and linear models respectively. 
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Similarly, the r-squared values were slightly higher for the nonlinear model, 0.486 compared 
with 0.437, over the training set as for the linear model. On the other hand, the RMSE was 
slightly better than the other variables, but part of this is due to the fact that wind speed does 
not have as many values that it can take on compared with the other forecasted variables. 
RMSE over the entire set and training set was 2.338 compared to 2.426, and 2.319 compared 
to 2.397 for the nonlinear and linear models respectively. MOS forecasted values had a large 
fast bias as compared to the RWIS observations, and thus had a much lower RMSE than 
either of the ANN models. 
The square of the correlation coefficient between the forecasted and observed 
variables are still relatively high for a sixteen hour forecast for air temperature (Figure 33). 
Over the entire data set, the r-squared values were 0.876 and 0.843 for the nonlinear and 
linear models respectively. The RMSE was also better for the non linear model over the 
entire dataset at 5.295 and 5.987 for the nonlinear and linear models. These values are 
comparable to the RMSE for MOS output (6.4458), which displayed a cold bias. Both 
ANN models had a slight bias, both predicting cool at -0.125 and -0.398 degrees Fahrenheit 
respectively. As with the previously predicted variables at 12 UTC, there are certain cases 
where the models seem to have trouble forecasting the variable. In the case of air 
temperature, the model seems to struggle with prediction of warm temperatures. I would 
suspect the cause is the data set as the focus of the data set is on the cold season, so relatively 
few warm events exist in the data set. 
23:40 UTC 
The last 15 percent of the data set in figure 34 for the prediction of dew point has a 
much larger residual associated with the prediction as compared with the rest of the data set. 
This is because the last 15 percent of the data was used as a validation set, whereas the rest of 
the data set was used for training. Just as with the forecast for dew point valid at 00 and 12 
UTC, the non linear model seemed to perform slightly better, as the square of the correlation 
coefficient was higher over the training and entire data set with values of 0.858 compared to 
0.836, and 0.788 compared to 0.774 respectively. Similarly, the RMSE values were slightly 
better for these two data sets for the non-linear model, at 4.507 versus 6.004 and 6.717 versus 
6.946. 
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A thirty hour forecast for surface temperature was still fairly good in comparison with 
some of the other forecast variables. Over the training set, the nonlinear model performed 
slightly better, with an r-squared value of 0.904 as compared with 0.872 with the linear 
regression model, and the RMSE was slightly better as well (5.572 compared to 6.414). 
There was little bias associated with the model over the training set, with a slightly cold bias 
associated with the non-linear model (-0.24), while the linear model had no bias. Similarly, 
over the validation set (Figure 35) and entire data set, the nonlinear model tended to perform 
slightly better, with r-squared values of 0.631 compared to 0.601 over the validation set and 
0.865 compared to 0.834 over the entire set. The RMSE was also slightly better for the 
nonlinear model with values 11.45 compared to 12.01 and 6.782 compared to 7.52 over the 
validation and entire set respectively. It is also interesting to note that the magnitudes of the 
error associated over the various patterns in the validation set are similar between the non 
linear and linear models. It is suspected that cases with poor prediction could be improved 
by increasing the training set, as this shows it is not necessarily the method that is causing the 
errors. 
For the forecast of wind speed at 23: 40, it is outside the scope of the time frame for 
which the forecasted MOS values are valid. Looking at the forecast of wind speed valid for 
23 :40, one realizes there is little use for the current wind forecast in later periods. This is 
because the model predicts the wind speed near 5 knots consistently and rarely deviates from 
that. This is near the average of the observed wind speed, because the models over the 
training and validation sets (Figure 36) have little bias, yet little correlation between the 
forecasted and observed values. This is easily seen in the pattern duplication between the 
observed and residual. 
Forecasts for air temperature valid at 23:40 UTC are similar to surface temperature 
for the same time. R-squared values over the training sets are similar (0.904 and 0.872) 
along with the RMSE values (5.572 and 6.414) for the non-linear and linear models 
respectively. Similarly, performance over the entire data set was similar with r-squared 
values around 0.8 (0.841and0.827 respectively), with RMSE values of 6.837 and 7.143 
respectively. Both the non linear and linear models have a slight bias associated with them 
(0.325 and 0.367 respectively), primarily associated with the bias over the validation set 
34 
(Figure 37). Both the non linear and linear model have a warm bias of greater than 2 degrees 
Fahrenheit (-2.056 and -2.452 degrees respectively). Just as with other variables predicted at 
23 :40, the errors associated with the prediction are similar between the non linear and linear 
models. 
Comparison of Forecasting Methods 
Output from the ANN models was used as input into the Knollhoff frost model. The 
output from the frost model was then used to forecast frost depths on a pavement surface. It 
was noted by Knollhoffthat frost depths of around 0.0020 mm would most likely be visible. 
However, very few frost events exceeded this threshold when the output from the ANN 
models was used to predict frost. Therefore, a slightly lower threshold of 0.0015 mm was 
used to differentiate between cases with frost and those without. 
Analysis of the cold seasons was performed using several different verification skill 
scores. These scores include: 
the probability of detection (POD), false alarm rate (FAR), miss rate (MISS), correct 
rejection (CR) and threat score (TS). The POD indicates the frost model's ability to predict 
frost based on the inputs it had at its disposal. It is defined as the ratio between the number 
of correctly predicted events to the total number of events; therefore, a perfect score is 
defined as 1.0 and the worst possible score would be 0. The FAR is the relationship of the 
number of predictions of frost given no frost occurred to the total number of predictions of 
frost. This statistic is used to indicate the ability of a model to predict frost when there are no 
occurrences of frost. There are various forms of false alarm rates, but the one used in this 
study can be found in Wilks (1995). A perfect false alarm score would be 0, and worst case 
scenario would be 1.0. A MISS rate is a measure of the amount of frost that occurred but 
was not predicted. It is the ratio of the number of predictions of frost occurrence given frost 
was not observed to the total number of observed events. Just as with the FAR, a perfect 
MISS score is 0 and the worst possible score is 1.0. A correct rejection is the ratio of the 
number of no frost predictions to the number of times it was observed. A perfect score 
would be 1.0, and the worst score would be 0. It is important to note that CRs are strongly 
affected by the type of event they are computed for. Rare events such as frost occurrences 
often have high CR scores. Finally, threat score (TS) is the ratio between the total number of 
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correct forecasts to the sum of the total predicted events and missed events. A perfect threat 
score would have a value of 1.0, while the worst case scenario would be 0. 
1995 -1998 cold seasons 
Observations of frost by Iowa Department of Transportation personnel were made in 
Waterloo, Des Moines, Mason City and Spencer. 30 frost observations were made at these 
four observation sites over three winter seasons. Over the 3 year period, five events were 
observed in Des Moines, three in Spencer, eight in Mason City, and fourteen in Waterloo. 
Because of missing meteorological data, ten of these events, mostly in Waterloo, were 
excluded from the analysis. When any depth of frost was predicted by the frost model, 
regardless of how small of a depth or time span, it was counted as a forecasted frost event. 
Results for the 1995 - 1998 seasons were quite surprising, as the model failed to predict frost 
with much accuracy (Table 12). Probability of detection was fairly low, with an extremely 
high false alarm rate. Similarly, other verification statistics show that performance was very 
poor over the 1995 -1998 data set. Table 12 shows results when RWIS observations were 
used as input into the frost model. However, these results can not be directly compared to 
the results in this study because they included observations from the four sites in this study 
plus one additional site, Ames. Therefore, these numbers can not be compared directly, but 
only used as a guide to evaluate performance. 
We will now take a closer look at one missed frost event to try and determine why 
they were unforecasted. In a frost event which occurred in Des Moines on the night of 
February 25, 1997, the dew point was severely over forecast. In this case, the air temperature 
was already below freezing by 00 UTC and continued to drop throughout the night (Figure 
38). Wind speeds were forecast at around 2 knots until which time the forecasted wind speed 
doubled in intensity (Figure 39). A slow bias can be noted in the ANN forecast models, as 
light winds prevailed on this night. Differences between the forecasted and observed dew 
points remained close to 13 degrees over most of the night (Figure 40). The ANN models 
together portrayed an unphysical situation as the forecast dew point was once again higher 
than the forecasted temperature. 
These cases represent cases where extreme errors occurred within the forecast. 
Typically, errors in the forecast dew point did not exceed 2 -3 degrees on a given night, but 
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were obviously substantially higher in these events. In addition, errors were higher over the 
validation set as compared to the test set, thus one would expect more promising results over 
the test set as opposed to the validation set. 
2001 -2002 cold season 
Over the cold season of 2001 - 2002, frost events were captured with much more 
accuracy. It is believed that the quality of the frost observations may have substantially 
affected the verification of the frost events. Observations of frost were made by a team of 
observers in Ames Iowa. . Observations began at 5 AM, at which time the observer would 
traverse the State St. bridge at a low rate of speed in both directions. The observer would 
then make note of any visible frost in the headlights. The observer would then park the 
vehicle, and approach the bridge on foot making an observation from about 0.5 meters from 
the surface. If frost is observed, subsequent observations every half hour are made until the 
frost is gone. Observations were limited to vehicle observations in cases when heavy fog 
with less than half of a mile visibility. 
Because these observations were made in the Ames area, and NGM model output is 
not available for the area, a substitution of A VN MOS was made. This substitution should be 
adequate as the A VN model has been shown to perform at or exceeding the level of the 
NGM MOS (NCWFC,2003; Yan, 2003). Adjustments had to be made for the A VN model, 
as the visibility categories had changed slightly. Table 11 shows how the various categories 
between the two models were matched up. 
Days when the minimum temperature was expected to be below freezing and 
precipitation was not forecast, the observers went out to check for frost beginning at 5 AM. 
Over the 2001 - 2002 cold season, a total of 4 7 days were observed for the presence of frost 
on a lightly traveled concrete bridge on the south side of the Ames metropolitan area. Of 
these 47 days, 12 of them had to be excluded from this study due to insufficient 
meteorological data. Over the cold season of 2001 -2002, 14 frost events were observed; of 
these 14 events, 10 were included in this study (4 cases had insufficient data). Results over 
the 2001 -2002 season were remarkably similar to results when RWIS observations were 
used as input into the frost model. Results were also better than forecasts from a private 
forecasting firm (PF) hired by the Iowa Department of Transportation to predict frost. 
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Output from the private forecast firm's model displays the difficulty in forecasting frost. All 
frost events in the 2001 -2002 season failed to be forecast using model output from the 
private firm as input into the Knollhoff model. 
2002-2003 cold season 
Finally, this model was run over the cold season of 2002 -2003. Since all of the data 
were not available for the winter season of 2003 at the time of this study, only data up 
through February 28, 2003 were included. However, this should not have had an adverse 
affect on the results as frost was not observed after this date in 2003. Over the winter season 
of2002 -2003, three bridges on the south side of the Ames area within a few miles of each 
other were inspected for frost under the same protocol outlined earlier. If frost was observed 
on any of the three bridges, it was counted as a frost event. This may not be the best 
verification technique, because in some cases, frost formed on only one or two of the bridges 
observed. In fact, this was the case for at least four of the 10 observed frost events in the 
2002 -2003 season. In one of the cases, only one of the bridges was observed and thus it is 
unknown as to whether the other bridges included in the study had frost. The fact that frost 
would form on one bridge and not another which are all in close proximity to each other 
displays the difficulty of predicting frost accurately. 
The change in observation sites makes it difficult to compare these results with results 
from 2001 -2002, because those results were only from one bridge. As can be seen from the 
verification statistics, there were a large amount of false alarms with a lower probability of 
detection. This shows there is a significant seasonal variation in the predictability of frost 
events. 
As can be noted in the observations of the frost events from 2002- 2003, frost 
formation is adversely affected by microscale climatology, and thus a small change in the 
meteorological variables over a small distance could result in the difference between frost or 
not. An ongoing study by Takle and Greenfield (2002) shows preliminarily that using MMS 
output as input in the frost model a may lead to a significant increase the probability of 
detection of frost events. This may be a result of the resolution of the MMS model as it used 
a much finer scale resolution model than the model upon which the MOS output used in the 
ANN system was based. 
38 
CHAPTER 6. CONCLUSIONS 
This study examined the use of an artificial neural network to predict input variables 
for a frost model which would then be used to predict frost formation on roadways and 
bridgeways across the state of Iowa. The artificial neural network was trained on data from 
four sites across the state: Waterloo, Des Moines (southwest), Mason City and Spencer. The 
study focused on the prediction of four input variables at 20 minute intervals over a period of 
24 hours at each of these locations: surface temperature, air temperature, dew point and wind 
speed. 
It was shown that performance of the ANN models exceeded MOS in the short term, 
but failed to outperform MOS in the long term. It was shown that the artificial neural 
network models had a bias for under forecasting the dew point, a cool bias for under 
forecasting the air temperature and the surface temperature, and a slow bias for predicting the 
wind speed. The dry bias would decrease the number of frost events predicted, thus not 
allowing the model to predict as many frost events as actually occur. However, the cool 
temperature bias for both the surface and air temperature would create a bias towards over 
forecasting events, thus creating a large false alarm rate. Results for predicting frost in the 
1995 -1998 seasons were disappointing, as many frost events went unforecasted and there 
was a large false alarm rate. However, results for the 2001 -2002 season were much 
improved and were near results one would get using observations as input. The cause for the 
difference in performance over the various seasons is unknown, but may be, at least in part, 
due to the difference in which the frost was observed. It is also worth noting that the 
artificial neural network models outperformed the private forecasting firm (PF) hired by the 
Iowa Department of Transportation to predict frost. In the 1995 -1998 seasons, very few 
frost event were observed each season as Iowa Department of Transportation crews drove 
down the road. However, a team of observers in Ames Iowa were assembled in 2001 - 2002 
to observe frost formation in much greater detail. Results over this season indicated that the 
number of false alarms decreased, and the hit rate increased. 
In 2002 -2003, a total of three bridges in the Ames area were observed for frost. This 
brought up questions regarding verification issues as frost was observed on certain 
bridgeways but not others in many events. Verification statistics were again lower over the 
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2002 -2003 season, but could be in part due to verification methods. More work will be 
needed such as comparing with observations to determine if the models performance suffered 
over the 2002 -2003 season. 
Certain changes in the way the input variables were derived could be made with fairly 
little effort for possible improvement to these results. For example, an average of the 
artificial neural network output with another forecast system (ie MOS, MMS, or other 
forecast system) could be used to arrive at a more conducive forecast for frost prediction. 
Similarly, it would be interesting to see what results from the models developed using linear 
regression models developed using the artificial neural network software. Another 
possibility would be to combine in some fashion output form the nonlinear neural network 
techniques with the linear regression models. It is possible that each of these types of models 
would have different errors and different biases, thus possibly canceling out some of the 
errors that exist with just a single model. 
Results from this study were not as exciting and cutting edge as expected, but much 
could be done with the current models in this study to potentially improve results in frost 
forecasting. This would provide improved frost forecasts for department of transportation 
personnel, and thus safer conditions for persons traveling Iowa's roadways. 
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Table 1. Factors which are believed to have an impact on frost formation. 
Factors affecting frost formation Study Reference 
Air temperature (Karlsson, 2001) 
Relative humidity (Karlsson, 2001; Eriksson 
and Norrman, 2001) 
Amount of cloud cover (Karlsson, 2001) 
Wind Direction /Wind speed (Eriksson and Norrman, 
2001); (Gustovsson et al, 
1998; Georg, 1978) 
Dew-point (Moisture content) (Eriksson and Norrman, 
2001; Gustavsson et al, 
1998) 
Preceeding Weather (Eriksson and Norrman, 
2001; Gustavsson et al, 
1998) 
Road surface temperature (Gustavsson, 1991) 
Construction materials used in road surface (Gustavsson, 1991) 
Exposure of site/Local topography (Gustavsson, 1991) 
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Table 2. RWIS input variables for the four predicted variables for the ANN. 
ANN Predicted Variable R WIS observations used as input into the 
ANN 
Air Temperature Air Temperature, Dew-point 
Dew-point Dew-point, Air Temperature 
Surface Temperature Surface Temperature, Air Temperature 
Wind Speed Wind Speed, Wind Direction 
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Table 3. Ranked variables for the prediction of surface temperature. 
Forecasted Time Consistently Ranked Variables (all times in 
UTC) 
ooz 18:00 Observed Air Temperature, 16:40 
Observed Surface Temperature, 00:00 
Forecasted Air Temperature 
03 z 00:00 Forecasted Air Temperature, 18:00 
Observed Air Temperature, 06:00 
Forecasted Dew point, 15:40 Observed 
Surface Temperature, Spencer Variable 
06Z 03:00 Forecasted Air Temperature, 15:40 
Observed Surface Temperature, 09:00 
Forecasted Dew point, Spencer Variable 
09Z Forecasted Minimum Temperature, 
Spencer Variable 
12 z 12:00 Forecasted Dew point, Spencer 
Variable, 15:00 Forecasted Dew point 
15 z 15:00 Forecasted Air Temperature, 15:00 
Forecasted Dew point 
18 z 17:40 Observed Surface Temperature, 
15:00 Forecasted Air Temperature 
21 z 15:00 Forecast Air Temperature, 12:00 
Forecasted Cloud Cover, 17:40 Observed 
Surface Temperature, 00:00 Forecasted 
Wind Speed 
23:40 z 15:00 Forecasted Dew point 
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T bl 4 R nk d . bl f; th a e a e vana es or d' t' f . t tu e pre 1c ion o air empera re. 
F orecasted Time Consistently Ranked Variables 
ooz 18:00 Observed Air Temperature, 00:00 
Forecasted Air Temperature, 17:40 
Observed Air Temperature 
03 z 03:00 Forecasted Air Temperature, 15:40 
Observed Air Temperature, 06:00 
Forecasted Dew point, 00:00 Forecasted 
Visibility, Waterloo Variable 
06Z 06:00 Forecasted Air Temperature, 18:00 
Observed Air Temperature 
09Z Forecasted Minimum Temperature, 12:00 
F orecasted Dew point 
12 z 12:00 Forecasted Air Temperature, 15:00 
Forecasted Dew point 
15 z 15: 00 F orecasted Air Temperature, 15: 00 
Forecasted Dew point, 03:00 Forecasted 
Dew point 
18 z 15:00 Forecasted Air Temperature, 15:00 
F orecasted Dew point 
21 z 15:00 Forecasted Air Temperature, 12:00 
Forecasted Cloud Ceiling, 15:00 
F orecasted Dew point 
23:40 z 15:00 Forecasted Air Temperature, 12:00 
Forecasted Cloud Ceiling, 15:00 
Forecasted Dew point 
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T bl 5 R nk d . bl £ th a e a e vana es or d' t' f . d e pre ic ion o wm d spee . 
F orecasted Time Consistently Ranked Variables 
ooz 17:40 Observed Wind Speed, 00:00 
Forecasted Wind Speed, 18:00 Observed 
Wind Speed 
03 z 03:00 Forecasted Wind Speed, Mason City 
Variable 
06Z 18:00 Observed Wind Speed, 06:00 
Forecasted Wind Speed, Mason City 
Variable, 03:00 Forecasted Wind Speed 
09Z Mason City Variable, 09:00 Forecasted 
Wind Speed, Spencer Variable 
12 z 12:00 Forecasted Wind Speed, Mason City 
Variable 
15 z 15:00 Forecasted Wind Speed, Mason City 
Variable 
18 z 15:00 Forecasted Wind Speed, Mason City 
Variable, Waterloo Variable, Des Moines 
Variable 
21 z 15:00 Forecasted Wind Speed, Mason City 
Variable, Spencer Variable, 12:00 
Forecasted Wind Direction 
23:40 z Mason City Variable, 15:00 Forecasted 
Wind Speed, Spencer Variable 
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T bl 6 R nk d . bl fl th a e a e vana es or d. r e pre 1c ion o f d . t ewpom. 
F orecasted Time Consistently Ranked Variables 
ooz 03:00 Forecasted Dew point, 18:00 
Observed Dew point 
03 z 03:00 Forecasted Dew point, 18:00 
Observed Dew point, 06:00 Forecasted Air 
Temperature, 17:40 Observed Dew point 
06Z 06:00 Forecasted Dew point, 18:00 
Observed Dew point, 03:00 Forecasted 
Dew point 
09Z 09:00 Forecasted Dew point, 12:00 
F orecasted Dew point 
12 z 12:00 Forecasted Dew point, 15:00 
Forecasted Dew point 
15 z 15:00 Forecasted Dew point, 15:00 
F orecasted Air Temperature 
18 z 15:00 Forecasted Dew point, 15:00 
Forecasted Air Temperature 
21 z 15:00 Forecasted Dew point, 15:00 
Forecasted Cloud Cover, 18:00 Forecasted 
Dew point, 15: 00 F orecasted Air 
Temperature, 15:00 Forecasted Wind 
Speed, 12:00 Forecasted Dew point 
23:40 z 15:00 Forecasted Dew point, 15:00 
Forecasted Cloud Cover, 15:00 Forecasted 
Air Temperature 
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Table 7. Bias for forecasting dew point temperature at various forecasting times through the 
forecast period. A positive bias indicates a warm bias, while a negative bias indicates a cool 
bias. 
Forecast Time Validation 
(UTC) Training Bias Bias Total Bias 
0 -0.059 +0.14 -0.028 
12 +0.04 -0.47 -0.0365 
23:40 +0.01 +0.13 -0.028 
47 
Table 8. Bias for forecasting surface temperature at various forecasting times through the 
forecast period. A positive bias indicates a warm bias, while a negative bias indicates a cool 
bias. 
Forecast Time Validation 
(UTC) Training Bias Bias Total Bias 
0 +0.16 -1.824 -0.136 
12 +0.09 -1.643 -0.17 
23:40 +0.24 -3.252 -0.282 
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Table 9. Bias for forecasting air temperature at various forecasting times through the forecast 
period. A positive bias indicates a warm bias, while a negative bias indicates a cool bias. 
Forecast Time Validation 
(UTC) Training Bias Bias Total Bias 
0 -0.191 -0.399 -0.222 
12 +0.01 -0.714 -0.125 
23:40 -0.02 -2.056 -0.325 
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Table 10. Bias for forecasting wind speed at various forecasting times through the forecast 
period. A posit" b" · d" t b" h"l t" b" · d" t cool bias. 1ve ias m 1ca es a warm ias, w 1e a nega 1ve ias m 1ca es a 
Forecast Time Validation 
{UTC) Training Bias Bias Total Bias 
0 +0.07 -0.512 -0.011 
12 +0.02 +0.12 -0.002 
23:40 +0.06 +0.35 +0.1035 
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Table 11. Visibility categories for the nested grid model (NGM) and the aviation model 
output statistics (MOS). NGM categorical information were used as input into the artificial 
neural network. 
AVNMOS Visibility NGMMOS 
7,6 > 5 miles 5 
5 3 to 5 miles 4 
4 1 to 2.75 miles 3 
3 0.5 to 0.875 miles 2 
2,1 Less than 0.5 miles 1 
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Table 12. Verification table for the winter seasons of 1995 - 1998 for Waterloo, Des Moines 
(south), Mason City and Spencer. RWIS values include data from these for stations and 
Ames over the same time period (see text for details). 
ALO DSM MCW 3SE Overall RWIS 
FAR 0.98 0.99 0.97 0.97 0.98 0.52 
POD 0.4 0.25 0.38 0.67 0.4 0.88 
MISS 0.6 0.75 0.03 0.33 0.6 0.12 
CR 0.63 0.59 0.63 0.72 0.65 0.88 
TS 0.02 0.01 0.03 0.03 0.02 0.45 
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Table 13. Verification table for the winter season of 2001- 2002 for Ames. 
Observed Not Observed 
Forecast 4 5 
Not Forecast 3 116 
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Table 14. Verification statistics for artificial neural network models (ANN) compared with 
RWIS observations(RWIS), and a private firm's (PF) forecast for frost (4AM PF) and 
parame ters (PF model input) the 2001-2002 cold season. 
Type of FAR POD MISS CR TS 
Input 
01-02 0.56 0.57 0.43 0.96 0.33 
ANN 
RWIS 0.43+ 0.57 0.43 0.78 0.40 
4AMPF 0.74 0.50 0.50 0.46 0.16 
PF model 1.00 0.00 1.00 0.82 0.00 
input 
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Table 15. Verification table and statistics for the winter season of 2002- 2003 for Ames. 
Observed Not Observed 
Forecast 3 11 
Not Forecast 7 83 
Type of FAR POD MISS CR TS 
Input 
02-03 0.79 0.30 0.70 0.88 0.14 
ANN 
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Inputs 
Hidden Layers 
Output 
Figure 1. An example of an architecture of a multilayer feed forward artificial neural 
network. 
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Hyperbolic Tangent 
Figure 2. Hyperbolic tangent function. 
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Figure 4. Model output compared to observations for the prediction of dew point at 00:00 
UTC. Figure (a) is over the entire data set, (b) is over the validation set and (c) is over the 
training set. 
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Figure 5. Model output compared to observations for the prediction of surface temperature at 
00:00 UTC. Figure (a) is over the entire data set, (b) is over the validation set and (c) is over 
the training set. 
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Figure 6. Model output compared to observations for the prediction of wind speed at 00:00 
UTC. Figure (a) is over the entire data set, (b) is over the validation set and ( c) is over the 
training set. 
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Figure 7. Model output compared to observations for the prediction of air temperature at 
00:00 UTC. Figure (a) is over the entire data set, (b) is over the validation set and (c) is over 
the training set. 
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Figure 8. Model output compared to observations for the prediction of dew point at 12:00 
UTC. Figure (a) is over the entire data set, (b) is over the validation set and (c) is over the 
training set. 
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Figure 9. Model output compared to observations for the prediction of surface temperature at 
12:00 UTC. Figure (a) is over the entire data set, (b) is over the validation set and (c) is over 
the training set. 
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Figure 10. Model output compared to observations for the prediction of wind speed at 12:00 
UTC. Figure (a) is over the entire data set, (b) is over the validation set and ( c) is over the 
training set. 
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Figure 11. Model output compared to observations for the prediction of air temperature at 
12:00 UTC. Figure (a) is over the entire data set, (b) is over the validation set and (c) is over 
the training set. 
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Figure 12. Model output compared to observations for the prediction of dew point at 23 :40 
UTC. Figure (a) is over the entire data set, (b) is over the validation set and ( c) is over the 
training set. 
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Figure 13. Model output compared to observations for the prediction of surface temperature 
at 23:40 UTC. Figure (a) is over the entire data set, (b) is over the validation set and (c) is 
over the training set. 
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Figure 14. Model output compared to observations over the entire data set for the prediction 
of wind speed at 23:40 UTC. 
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Figure 15. Model output compared to observations for the prediction of air temperature at 
23:40 UTC. Figure (a) is over the entire data set, (b) is over the validation set and (c) is over 
the training set. 
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forecast period. All the models have the same architecture and training time. 
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Figure 21. Model output plotted with the observed values and the residual for a 30 hour 
forecast of dew point temperature. The first 85 percent of the data plotted is part of the 
training set, while the last 15 percent of the data was part of the validation set. 
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Figure 22. R-squared and RMSE values for the best performing surface temperature models over the forecast period. 
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Figure 23. R-squared and RMSE values for the best performing dew point models over the forecast period. 
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Figure 24. R-squared and RMSE values for the best performing wind speed models over the forecast period. 
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Figure 25. R-squared and RMSE values for the best performing air temperature models over the forecast period. 
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Figure 26. (a) Non-linear artificial neural network model performance over the entire 
dataset for the prediction of dew point at 00:00 UTC. (b) Same as (a), but for a model 
developed with linear regression. 
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Figure 27. (a) Non-linear artificial neural network model performance over the entire 
dataset for the prediction of surface temperature at 00:00 UTC. (b) Same as (a), but for a 
model developed with linear regression. 
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Figure 28. (a) Non-linear artificial neural network model performance over the entire 
dataset for the prediction of wind speed at 00:00 UTC. (b) Same as (a), but for a model 
developed with linear regression. 
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Figure 29. (a) Non-linear artificial neural network model performance over the entire 
dataset for the prediction of air temperature at 00:00 UTC. (b) Same as (a), but for a 
model developed with linear regression. 
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Figure 30. (a) Non-linear artificial neural network model performance over the validation 
dataset for the prediction of dew point at 12:00 UTC. (b) Same as (a), but for a model 
developed with linear regression. 
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Figure 31. Linear regression model performance over the validation dataset for the 
prediction of surface temperature at 12:00 UTC. 
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Figure 32. (a) Non-linear artificial neural network model performance over the validation 
dataset for the prediction of wind speed at 12:00 UTC. (b) Same as (a), but for a model 
developed with linear regression. 
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Figure 33 . (a) Non-linear artificial neural network model performance over the validation 
dataset for the prediction of air temperature at 12:00 UTC. (b) Same as (a), but for a 
model developed with linear regression. 
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Figure 34. (a) Non-linear artificial neural network model performance over the entire 
dataset for the prediction of dew point at 23 :40 UTC. (b) Same as (a), but for a model 
developed with linear regression. 
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Figure 35. (a) Non-linear artificial neural network model performance over the validation 
dataset for the prediction of surface temperature at 23:40 UTC. (b) Same as (a), but for a 
model developed with linear regression. 
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(b) 
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Figure 36. (a) Non-linear artificial neural network model performance over the validation 
dataset for the prediction of dew point at 12:00 UTC. (b) Same as (a), but for a model 
developed with linear regression. 
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(b) 
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Figure 37. (a) Non-linear artificial neural network model performance over the validation 
dataset for the prediction of air temperature at 23:40 UTC. (b) Same as (a), but for a 
model developed with linear regression. 
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Figure 38. Forecasted and observed air temperature for Des Moines (southwest) on February 25, 1997. 
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Figure 39. Forecasted and observed wind speed for Des Moines (southwest) on February 25, 1997. 
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APPENDIX. ARCHITECHTURES FOR TOP PERFORMING ANN MODELS 
T bl 1 A" T t a e . If empera ure 
Forecast Time R-squared 
(UTC) Architecture RMSE Architecture 
0:00 8x0x0x1 8x0x0x1 
0:20 8x4x3x1 8x4x3x1 
0:40 8x0x0x1 8x0x0x1 
1:00 8x5x2x1 8x5x2x1 
1:20 8x5x2x1 8x5x2x1 
1:40 8x5x2x1 8x5x2x1 
2:00 10x5x2x1 10x5x2x1 
2:20 9x5x3x1 9x5x3x1 
2:40 8x5x2x1 8x5x2x1 
3:00 8x5x2x1 8x5x2x1 
3:20 8x4x3x1 8x4x3x1 
3:40 8x5x3x1 8x3x2x1 
4:00 8x0x0x1 8x0x0x1 
4:20 8x5x2x1 8x5x2x1 
4:40 8x5x2x1 8x5x2x1 
5:00 8x5x2x1 8x5x2x1 
5:20 8x5x2x1 8x5x2x1 
5:40 8x3x2x1 8x3x2x1 
6:00 8x4x2x1 8x4x2x1 
6:20 8x0x0x1 8x5x2x1 
6:40 8x5x2x1 8x5x2x1 
7:00 8x3x2x1 8x3x2x1 
7:20 8x3x2x1 8x3x2x1 
7:40 9x5x3x1 9x5x3x1 
8:00 8x5x2x1 8x5x2x1 
8:20 9x5x3x1 9x5x3x1 
8:40 8x5x2x1 8x5x2x1 
9:00 8x5x2x1 8x5x2x1 
9:20 8x4x3x1 8x4x3x1 
9:40 8x5x2x1 8x5x2x1 
10:00 8x5x2x1 8x5x2x1 
10:20 10x5x2x1 10x5x2x1 
10:40 10x5x2x1 8x5x2x1 
11 :00 10x5x2x1 10x5x2x1 
11 :20 8x5x2x1 8x5x2x1 
11 :40 8x4x2x1 8x4x2x1 
12:00 8x5x2x1 8x5x2x1 
12:20 8x5x2x1 8x5x2x1 
12:40 9x5x3x1 9x5x3x1 
13:00 8x4x2x1 8x4x2x1 
13:20 8x4x2x1 8x4x2x1 
13:40 10x5x2x1 10x5x2x1 
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Tablet. (continued) 
Forecast Time R-squared 
(UTC) Architecture RMSE Architecture 
14:00 8x5x2x1 8x5x2x1 
14:20 8x5x2x1 8x5x2x1 
14:40 8x5x2x1 8x5x2x1 
15:00 8x5x2x1 8x5x2x1 
15:20 8x5x2x1 8x5x2x1 
15:40 10x5x2x1 8x5x2x1 
16:00 8x5x2x1 8x5x2x1 
16:20 8x5x2x1 - 8x5x2x1 
16:40 8x5x2x1 8x5x2x1 
17:00 8x5x2x1 8x5x2x1 
17:20 8x5x2x1 8x5x2x1 
17:40 10x5x2x1 10x5x2x1 
18:00 9x5x3x1 9x5x3x1 
18:20 8x0x0x1 8x0x0x1 
18:40 8x3x2x1 8x3x2x1 
19:00 8x0x0x1 8x0x0x1 
19:20 8x5x2x1 8x5x2x1 
19:40 8x3x2x1 8x5x2x1 
20:00 8x5x2x1 8x5x2x1 
20:20 8x5x2x1 10x5x2x1 
20:40 8x3x2x1 8x3x2x1 
21:00 8x5x2x1 8x5x2x1 
21 :20 8x4x3x1 8x4x3x1 
21:40 10x5x2x1 8x5x2x1 
22:00 8x0x0x1 8x0x0x1 
22:20 10x5x2x1 10x5x2x1 
22:40 8x5x2x1 8x5x2x1 
23:00 8x4x3x1 8x4x3x1 
23:20 8x5x2x1 8x5x2x1 
23:40 8x5x3x1 8x5x3x1 
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T bl 2 D . t a e . ew pom 
Forecast Time R-squared 
(UTC) Architecture RMSE Architecture 
0:00 8x5x2x1 8x6x2x1 
0:20 8x5x2x1 8x5x2x1 
0:40 8x5x2x1 8x5x2x1 
1 :00 8x5x2x1 8x5x2x1 
1 :20 8x5x2x1 8x5x2x1 
1 :40 8x5x2x1 8x5x2x1 
2:00 8x4x1x1 8x4x1x1 
2:20 8x5x2x1 8x5x2x1 
2:40 8x6x2x1 8x6x2x1 
3:00 8x6x2x1 8x6x2x1 
3:20 8x5x2x1 8x5x2x1 
3:40 8x4x3x1 8x5x2x1 
4:00 8x5x2x1 8x5x2x1 
4:20 8x5x2x1 8x5x2x1 
4:40 8x5x2x1 8x6x2x1 
5:00 8x5x2x1 8x5x2x1 
5:20 8x5x2x1 8x5x2x1 
5:40 8x5x2x1 8x5x2x1 
6:00 8x5x2x1 8x5x2x1 
6:20 8x5x2x1 8x5x2x1 
6:40 8x5x2x1 8x4x3x1 
7:00 8x5x2x1 8x5x2x1 
7:20 8x5x2x1 8x5x2x1 
7:40 8x5x2x1 8x5x2x1 
8:00 8x6x2x1 8x6x2x1 
8:20 8x5x2x1 8x5x2x1 
8:40 8x4x1x1 8x4x1x1 
9:00 8x5x2x1 8x5x2x1 
9:20 8x4x3x1 8x4x3x1 
9:40 8x5x2x1 8x5x2x1 
10:00 8x5x2x1 8x5x2x1 
10:20 8x4x2x1 8x4x2x1 
10:40 8x5x2x1 8x5x2x1 
11 :00 8x5x2x1 8x5x2x1 
11 :20 8x5x2x1 8x5x2x1 
11 :40 8x5x2x1 8x5x2x1 
12:00 8x5x2x1 8x5x2x1 
12:20 8x6x2x1 8x6x2x1 
12:40 8x6x2x1 8x5x2x1 
13:00 8x5x2x1 8x5x2x1 
13:20 8x5x2x1 8x5x2x1 
13:40 8x5x2x1 8x5x2x1 
14:00 8x5x2x1 8x5x2x1 
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Table 2. (continued) 
Forecast Time R-squared 
(UTC) Architecture RMSE Architecture 
14:20 8x5x2x1 8x5x2x1 
14:40 8x4x1x1 8x4x1x1 
15:00 8x5x2x1 8x5x2x1 
15:20 8x5x2x1 8x5x2x1 
15:40 8x5x2x1 8x5x2x1 
16:00 8x5x2x1 8x5x2x1 
16:20 8x4x2x1 8x4x2x1 
16:40 8x5x2x1 8x5x2x1 
17:00 8x5x2x1 8x6x2x1 
17:20 8x5x2x1 8x5x2x1 
17:40 8x5x2x1 8x4x2x1 
18:00 8x5x2x1 8x5x2x1 
18:20 8x5x2x1 8x5x2x1 
18:40 8x6x2x1 8x5x2x1 
19:00 8x5x2x1 8x5x2x1 
19:20 8x5x2x1 8x5x2x1 
19:40 8x5x2x1 8x5x2x1 
20:00 8x5x2x1 8x5x2x1 
20:20 8x5x2x1 8x5x2x1 
20:40 8x6x2x1 8x6x2x1 
21:00 8x5x2x1 8x5x2x1 
21:20 8x5x2x1 8x5x2x1 
21:40 8x5x2x1 8x5x2x1 
22:00 8x5x2x1 8x5x2x1 
22:20 8x5x2x1 8x5x2x1 
22:40 8x5x2x1 8x5x2x1 
23:00 8x5x2x1 8x5x2x1 
23:20 8x5x2x1 8x4x2x1 
23:40 8x5x2x1 8x5x2x1 
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T bl 3 w· d S d a e . Ill ,pee 
Forecast Time R-squared RMSE 
(UTC) Architecture Architecture 
0:00 7x3x2x1 7x3x2x1 
0:20 8x4x3x1 8x4x3x1 
0:40 8x3x2x1 8x3x2x1 
1:00 8x3x2x1 8x4x3x1 
1 :20 8x5x2x1 8x5x2x1 
1:40 8x4x3x1 8x4x3x1 
2:00 8x5x3x1 8x5x3x1 
2:20 8x4x3x1 8x4x3x1 
2:40 8x4x3x1 8x4x3x1 
3:00 8x4x3x1 8x4x3x1 
3:20 8x5x3x1 8x5x3x1 
3:40 9x5x3x1 9x5x3x1 
4:00 8x4x3x1 8x4x3x1 
4:20 8x5x2x1 8x5x2x1 
4:40 8x5x3x1 8x4x3x1 
5:00 8x4x3x1 8x4x3x1 
5:20 8x5x3x1 8x4x3x1 
5:40 8x5x3x1 8x5x3x1 
6:00 8x5x3x1 8x5x3x1 
6:20 8x4x3x1 8x4x3x1 
6:40 9x5x3x1 9x5x3x1 
7:00 9x5x3x1 8x5x2x1 
7:20 8x4x3x1 8x4x3x1 
7:40 8x3x2x1 8x3x2x1 
8:00 8x5x3x1 8x4x2x1 
8:20 8x4x3x1 7x3x2x1 
8:40 8x5x2x1 8x5x2x1 
9:00 8x4x3x1 8x4x3x1 
9:20 9x5x3x1 9x5x3x1 
9:40 8x4x3x1 8x4x3x1 
10:00 8x4x2x1 8x5x3x1 
10:20 8x4x2x1 8x4x2x1 
10:40 8x5x3x1 8x5x3x1 
11 :00 8x3x2x1 9x5x3x1 
11 :20 9x5x3x1 9x5x3x1 
11 :40 9x5x3x1 9x5x3x1 
12:00 8x5x3x1 8x5x3x1 
12:20 8x5x3x1 9x5x3x1 
12:40 8x5x2x1 8x4x3x1 
13:00 8x5x3x1 9x5x3x1 
13:20 8x5x2x1 8x5x2x1 
13:40 8x5x3x1 8x5x3x1 
14:00 8x4x3x1 8x4x3x1 
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Table 3. (continued) 
Forecast Time R-squared 
(UTC) Architecture RMSE Architecture 
14:20 8x4x3x1 8x4x3x1 
14:40 8x4x3x1 7x3x2x1 
15:00 7x3x2x1 8x3x2x1 
15:20 8x4x3x1 8x4x3x1 
15:40 9x5x3x1 8x3x2x1 
16:00 8x4x2x1 8x5x2x1 
16:20 8x3x2x1 8x4x3x1 
16:40 7x3x2x1 7x3x2x1 
17:00 8x5x2x1 8x5x2x1 
17:20 8x5x2x1 7x3x2x1 
17:40 8x4x3x1 8x4x2x1 
18:00 8x4x2x1 8x4x2x1 
18:20 8x4x3x1 8x3x2x1 
18:40 8x5x2x1 8x5x2x1 
19:00 8x4x3x1 8x4x3x1 
19:20 8x4x3x1 8x3x2x1 
19:40 8x3x2x1 8x3x2x1 
20:00 8x4x2x1 8x4x3x1 
20:20 8x4x3x1 8x4x3x1 
20:40 8x5x3x1 8x5x3x1 
21:00 8x3x2x1 8x3x2x1 
21:20 8x4x3x1 8x4x3x1 
21:40 8x4x3x1 8x4x3x1 
22:00 8x4x3x1 8x4x3x1 
22:20 8x4x2x1 8x4x2x1 
22:40 8x4x3x1 8x4x3x1 
23:00 8x4x3x1 8x4x3x1 
23:20 8x5x2x1 8x5x2x1 
23:40 8x4x3x1 8x4x3x1 
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T bl 4 S f T t a e . ur ace empera ure 
Forecast Time R-squared RMSE 
(UTC) Architecture Architecture 
0:00 8x5x2x1 8x5x2x1 
0:20 8x5x2x1 8x5x2x1 
0:40 8x5x2x1 8x5x2x1 
1 :00 8x5x2x1 8x4x3x1 
1 :20 5x6x4x1 5x6x4x1 
1:40 8x5x2x1 5x6x4x1 
2:00 8x0x0x1 8x0x0x1 
2:20 8x5x2x1 8x5x2x1 
2:40 8x5x2x1 8x5x2x1 
3:00 8x5x2x1 8x5x2x1 
3:20 8x5x2x1 8x5x2x1 
3:40 8x5x2x1 8x5x2x1 
4:00 8x5x2x1 8x5x2x1 
4:20 8x5x2x1 8x5x2x1 
4:40 8x5x2x1 8x5x2x1 
5:00 8x5x2x1 8x5x2x1 
5:20 8x5x2x1 8x4x3x1 
5:40 8x5x2x1 8x5x2x1 
6:00 8x4x3x1 8x4x3x1 
6:20 8x0x0x1 8x0x0x1 
6:40 6x3x1x1 6x3x1x1 
7:00 8x5x2x1 8x5x2x1 
7:20 5x6x4x1 8x5x2x1 
7:40 8x4x3x1 8x5x2x1 
8:00 5x6x4x1 8x5x2x1 
8:20 8x5x2x1 8x5x2x1 
8:40 8x4x3x1 8x4x3x1 
9:00 6x4x1x1 6x4x1x1 
9:20 8x5x2x1 8x5x2x1 
9:40 8x5x2x1 8x5x2x1 
10:00 8x0x0x1 8x0x0x1 
10:20 8x5x2x1 8x5x2x1 
10:40 8x5x2x1 6x4x1x1 
11 :00 8x5x2x1 8x5x2x1 
11 :20 6x4x1x1 6x4x1x1 
11 :40 8x5x2x1 8x5x2x1 
12:00 8x5x2x1 8x5x2x1 
12:20 8x5x2x1 8x5x2x1 
12:40 8x4x3x1 8x5x2x1 
13:00 8x5x2x1 8x5x2x1 
13:20 8x5x2x1 8x5x2x1 
13:40 8x5x2x1 8x5x2x1 
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Table 4. (continued) 
Forecast Time R•squared RMSE 
(UTC) Architecture Architecture 
14:00 8x5x2x1 8x5x2x1 
14:20 8x5x2x1 8x5x2x1 
14:40 6x3x1x1 6x3x1x1 
15:00 8x5x2x1 8x5x2x1 
15:20 6x3x1x1 8x5x2x1 
15:40 6x3x1x1 6x3x1x1 
16:00 8x5x2x1 8x5x2x1 
16:20 8x5x2x1 - 8x5x2x1 
16:40 8x5x2x1 8x5x2x1 
17:00 8x5x2x1 8x5x2x1 
17:20 6x4x1x1 6x4x1x1 
17:40 8x5x2x1 6x3x1x1 
18:00 8x5x2x1 8x5x2x1 
18:20 8x5x2x1 8x5x2x1 
18:40 8x5x2x1 8x5x2x1 
19:00 8x5x2x1 6x3x1x1 
19:20 8x5x2x1 8x5x2x1 
19:40 8x5x2x1 6x3x1x1 
20:00 8x5x2x1 8x5x2x1 
20:20 8x5x2x1 8x5x2x1 
20:40 6x3X1x1 6x3x1x1 
21:00 5x6x4x1 5x6x4x1 
21:20 8x5x2x1 8x5x2x1 
21:40 8x5x2x1 8x5x2x1 
22:00 8x5x2x1 8x5x2x1 
22:20 8x5x2x1 8x5x2x1 
22:40 6x4x1x1 8x5x2x1 
23:00 8x5x2x1 8x5x2x1 
23:20 8x5x2x1 8x5x2x1 
23:40 8x5x2x1 6x4x1x1 
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