1.. Introduction
================

Today\'s industry is experiencing a continuous positive change from obsolete technologies of measuring force or weight to the most advanced techniques that make use of the advances in microelectronics in order to incorporate a certain amount of intelligence into the sensors. What is more, the soaring need for both better quality and reliability of the products we fabricate, and better comfort and safety in today\'s processing plants, has set a revolutionary way of designing sensors and transducers for industrial applications. Smart sensors (or intelligent transducers), which consist of sensors, analog signal conditioners, analog-to-digital converters, microprocessors, digital signal processors and other integrated circuits, have transformed the sensors into robust and optimal measuring systems that are able to work satisfactorily in polluted environments.

In fact, one of the worst environments for sensors and transducers is that of the automotive industry. In such an environment, sensors and transducers have to endure dangerous chemical attacks, undesirably strong vibrations, electromagnetic interferences, high temperatures, high humidity, noise coming from other electromechanical machines, and so on. Therefore, with this scenario in mind, no one would dispute that the robustness, efficiency and reliability of the sensors and transducers have been, and will continue to be, crucial.

This paper shows the improvement of the real-time response of a load cell used to carry out the measurement of tension forces applied horizontally to the mechanical structure of several seats of a bus under performance tests. In short, in a car crash the seats cannot detach themselves from their supports. This is a safety-related problem.

2.. Load cells
==============

Among the complete family of sensors and transducers for automotive, research, consumer and industrial applications, load cells stand out as one of the most important transducers. Basically, these transducers measure deformations produced by force or weight \[[@b1-sensors-06-00697]\]. In addition, according to the type of output signal they generate and the way they detect the weight, there are many types of load cells, for instance: strain gauge cells, mechanical cells, and other types (fibre optic, piezoresistive, and so on). However, due to their high accuracy and low cost, strain gauge load cells are the most used in today\'s industry. Most of today\'s load cell designs use strain gauges as the sensing element.

Depending on the application, strain gauges can be either metal or semiconductor strain gauges. The latter ones are made of semiconductor materials, particularly silicon, but have advantages and disadvantages.

On the one hand, semiconductor strain gauges are very small and have large gauge factors. In fact, resistance changes here are much bigger than those obtained with metal strain gauges. They are frequently used in designing miniature load cells.

On the other hand, the resistance versus strain curve of these devices is highly nonlinear. Therefore, when using semiconductor strain gauges, we must have a curve or table of values of gauge factor versus resistance \[[@b1-sensors-06-00697]\]. What is more, the signal conditioning circuit should include linearization stages in order to carry out the linearization of the output voltage.

Generally speaking, they are usually placed in a Wheatstone bridge circuit to measure the resistance changes in the strain gauges. Furthermore, depending on the number of active strain gauges used in the bridge configuration such a configuration is called a one-arm bridge, a two-arm-bridge or a four-arm bridge.

In this paper, the strain sensors used were metal strain gauges with nominal resistance 350 Ω, and suitably wired in a four-arm bridge configuration. In such a configuration, two of the gauges are usually in tension and two in compression, and wired with compensation adjustments. [Figure 1](#f1-sensors-06-00697){ref-type="fig"} shows the typical one-arm bridge configuration.

In [figure 1](#f1-sensors-06-00697){ref-type="fig"}, supposing that *R~1~* = *R~2~* = *R~3~* = *R*, which is the nominal gauge resistance, and that the active strain gauge resistance is given by $$R_{x} = R\left( {1 + \frac{\Delta R}{R}} \right)$$where (Δ*R*/*R*) is the fractional change in gauge resistance because of strain, then the bridge off-null voltage will be given by $$V_{0} = - \frac{V_{s}}{4}\frac{\frac{\Delta R}{R}}{1 + \frac{\Delta R}{2R}} \approx - \frac{V_{s}}{4}\frac{\Delta R}{R} = - \frac{V_{s}}{4}G_{F}\frac{\Delta l}{l}$$where (Δ*R*/*R* ) ≪ 1, *G~F~* stands for the gauge factor, and (Δ*l*/*l*) is the fractional change in length. In addition, *G~F~* is approximately equal to 2 for metals and as large as 10 for some special alloys and carbon gauges \[[@b1-sensors-06-00697]\]. Furthermore, for silicon, *G~F~* is approximately 100 to 200, depending on the doping level and the design \[[@b2-sensors-06-00697],[@b3-sensors-06-00697]\].

For the two-arm bridge configuration, the bridge off-null voltage is given by $$V_{0} = - \frac{V_{s}}{2}\frac{\frac{\Delta R}{R}}{1 + \frac{\Delta R}{2R}} \approx - \frac{V_{s}}{2}\frac{\Delta R}{R} = - \frac{V_{s}}{2}G_{F}\frac{\Delta l}{l}$$

For the four-arm bridge configuration, the bridge off-null voltage is given by $$V_{0} = - V_{s}\frac{\Delta R}{R} = - V_{s}G_{F}\frac{\Delta l}{l}$$

Here, it is important to say that there is large number of load cell types. For instance, for industrial applications, among the most used load cell types, we can mention the following: bending beam, shear beam round, shear beam rectangular, miniature, low profile, 's' or 'z' beam, canister, compression/tension, compression, and platform and single point load cells. Furthermore, for the automotive industry, among the most used load cell types, we can also mention the following: seat belt, gear stick, steering wheel, pedal force and in-line suspension load cells.

The load cell used in this paper was an s-beam load cell with a rated capacity of 20 kN. The s-beam load cell is a load cell where the structure is shaped as a 'S' or 'Z' and strain gauges are bonded to the central sensing area in the form of a full Wheatstone bridge.

The load cell was calibrated by the National Accreditation Body of Spain and the result of the calibration was an uncertainty of ± 0.38% of full-scale output. This uncertainty estimate represents an expanded uncertainty expressed at approximately the 95% level of confidence using a coverage factor of k = 2.

3.. Optimal filtering
=====================

Due to the many sources of noise that corrupt the information coming from the sensors and transducers used in industrial applications and the little knowledge we have of the noise characteristics, it is very difficult to cancel the unwanted information that corrupts the relevant signal without causing damage to the relevant signal itself. The more the noise and the relevant signal share the same (or a very similar) frequency spectrum, the less the designer can remove the unwanted information by using classical filtering techniques \[[@b4-sensors-06-00697]-[@b8-sensors-06-00697]\]. What is more, if the signal of interest and/or the noise are not stationary processes, which is the case under study, the use of a Wiener filter \[[@b9-sensors-06-00697]\] is inadequate \[[@b10-sensors-06-00697]-[@b16-sensors-06-00697]\].

In the present paper, the information coming from the load cell was corrupted by electrical and mechanical noise. In the performance tests carried out in the laboratory, the noise corrupting the relevant information came from many sources. Examples of such noise sources are the following: mechanical vibrations of electromechanical machines, noise of the servovalves and the actuators, electromagnetic interferences, electrical noise, and noise of the computer, the monitor, the fluorescent lights, the alternators, the electrical distribution system, and the heating, ventilation and air conditioning systems, among others.

The load cell was buried in a broad-band noise background where the unwanted information and the relevant signal sometimes share a very similar frequency spectrum. For this reason, it was necessary to use a self-designing system with the ability to perform satisfactorily in an environment where complete knowledge of the relevant signal characteristics is not available (i.e., an adaptive filter) \[[@b17-sensors-06-00697]-[@b21-sensors-06-00697]\].

According to Hernandez \[[@b15-sensors-06-00697]\], an adaptive filter is a filter with a mechanism for adjusting its own parameters automatically by using a recursive algorithm at the same time that it is in active interaction with the environment. All this happens in such a way that the performance of the adaptive filter is continuously improved according to a specified performance criterion (or cost function) which has been previously established by the designer.

In accordance with \[[@b20-sensors-06-00697]\], there is a wide variety of recursive algorithms used to design adaptive filters, but the choice of an algorithm over another is determined by the following factors: Satisfactory rate of convergenceMisadjustmentTrackingRobustnessLow computational burdenGood numerical behaviourGood round-off error rejectionThe structure of information flow in the algorithm

Taking into consideration the above statements, in this paper, a recursive least-squares (RLS) lattice adaptive filter was chosen to carry out the optimal estimation process of the relevant signal \[[@b15-sensors-06-00697],[@b16-sensors-06-00697],[@b20-sensors-06-00697]-[@b23-sensors-06-00697]\]. Here, the application of such an adaptive filter is an interference or noise canceller \[[@b18-sensors-06-00697],[@b20-sensors-06-00697]\].

[Figure 2](#f2-sensors-06-00697){ref-type="fig"} shows a block diagram representation of the adaptive noise canceller. In [figure 2](#f2-sensors-06-00697){ref-type="fig"}, the transfer function *H* is used to show that the signals from the noise sources are uncorrelated with the relevant signal but correlated in some way with the noise of the relevant signal. A summary of the RLS lattice algorithm is given in the next subsection.

3.1.. Summary of the RLS lattice algorithm (from Haykin \[[@b20-sensors-06-00697]\] and Hernandez \[[@b15-sensors-06-00697],[@b16-sensors-06-00697]\])
------------------------------------------------------------------------------------------------------------------------------------------------------

According to Haykin \[[@b20-sensors-06-00697]\], the RLS lattice algorithm is based on a priori estimation errors, and the reflection and joint-process estimation coefficients are all derived directly. The algorithm is called the RLS lattice algorithm using a priori estimation errors with error feedback. Additional information about the ways to derive this algorithm and its advantages and disadvantages can be found in \[[@b15-sensors-06-00697],[@b20-sensors-06-00697],[@b21-sensors-06-00697]\].

### 3.1.1.. The RLS lattice algorithm using a priori estimation errors with error feedback

#### 3.1.1.1.. Initialization

To initialize the algorithm, at time n = 0, set $$\Phi_{r - 1}\left( 0 \right) = \delta$$ $$\Theta_{\textit{r} - 1}\left( {- 1} \right) = \delta$$ $$\gamma_{\Phi,\textit{r}}\left( 0 \right) = \pi_{\Theta,\textit{r}}\left( 0 \right) = 0$$ $$\kappa_{0}\ \left( 0 \right) = 1$$where *δ* is a small positive constant, *Φ* is the forward prediction-error energy, *Θ* is the backward prediction-error energy, *r* is the order of the least-squares predictor and *r* = 1, 2, ..., *R*~0~, where *R*~0~ is the final order of the least-squares predictor. In addition, *γ* is the forward reflection coefficient, *π* is the backward reflection coefficient, and *κ* is the conversion factor.

For each instant *n* ≥ 1, generate the zeroth-order variables: $$\eta_{0}\left( \textit{n} \right) = \beta_{0}\left( \textit{n} \right) = \text{x}\left( \textit{n} \right)$$ $$\Phi_{0}\left( \textit{n} \right) = \Theta_{0}\left( \textit{n} \right) = \lambda\Phi_{0}\left( {\textit{n} - 1} \right) + \left| {\textit{x}\left( \textit{n} \right)} \right|^{2}$$ $$\kappa_{0}\ \left( {\textit{n} - 1} \right) = 1$$where the constant *λ*, 0 \< *λ* ≤ 1, is the forgetting factor and its typical values used are the real numbers in the range from 0.99 to 1, *η* is the forward a priori prediction error, *β* is the backward a priori prediction error, and *x* is the reference input.

For joint-process estimation, at time *n* = 0, set $$\sigma_{\textit{r} - 1}\left( 0 \right) = 0$$where σ is the tap-weight vector of the transversal filter. It contains *R*~0~ + 1 taps.

At each instant *n* ≥ 1, generate the zeroth-order variable $$\mathit{\varepsilon}_{0}\left( \textit{n} \right) = \textit{y}\left( \textit{n} \right)$$where *y* is the primary input and *ε* is the system output.

#### 3.1.1.2.. Predictions

For *n* = 1, 2, 3, ..., compute the various order updates in the sequence *r* = 1, 2, ..., *R*~0~.

$$\Phi_{\textit{r} - 1}\left( \textit{n} \right) = \lambda\Phi_{\textit{r} - 1}\left( {\textit{n} - 1} \right) + \kappa_{\textit{r} - 1}\left( {\textit{n} - 1} \right)\left| {\eta_{\textit{r} - 1}\left( \textit{n} \right)} \right|^{2}$$ $$\Theta_{\textit{r} - 1}\left( {\textit{n} - 1} \right) = \lambda\Theta_{\textit{r} - 1}\left( {\textit{n} - 2} \right) + \kappa_{\textit{r} - 1}\left( {\textit{n} - 1} \right)\left| {\beta_{\textit{r} - 1}\left( {\textit{n} - 1} \right)} \right|^{2}$$ $$\eta_{\text{r}}\left( \textit{n} \right) = \eta_{\textit{r} - 1}\left( \textit{n} \right) + \gamma_{\Phi,\textit{r}}^{*}\left( {\textit{n} - 1} \right)\beta_{\textit{r} - 1}\left( {\textit{n} - 1} \right)$$ $$\beta_{\textit{r}}\left( \textit{n} \right) = \beta_{\textit{r} - 1}\left( {\textit{n} - 1} \right) + \pi_{\Theta,\textit{r}}^{*}\left( {\textit{n} - 1} \right)\eta_{\textit{r} - 1}\left( \textit{n} \right)$$ $$\gamma_{\Phi,\textit{r}}\left( \textit{n} \right) = \gamma_{\Phi,\textit{r}}\left( {\textit{n} - 1} \right) - \frac{\kappa_{\textit{r} - 1}\left( {\textit{n} - 1} \right)\beta_{\textit{r} - 1}\left( {\textit{n} - 1} \right)}{\Theta_{\textit{r} - 1}\left( {\textit{n} - 1} \right)}\eta_{\textit{r}}^{*}\left( \textit{n} \right)$$ $$\pi_{\Theta,r}\left( n \right) = \pi_{\Theta,r}\left( {n - 1} \right) - \frac{\kappa_{r - 1}\left( {n - 1} \right)\eta_{r - 1}\left( n \right)}{\Theta_{r - 1}\left( {n - 1} \right)}\beta_{r}^{*}\left( n \right)$$ $$\kappa_{\textit{r}}\left( {\textit{n} - 1} \right) = \kappa_{\textit{r} - 1}\left( {\textit{n} - 1} \right) - \frac{\kappa_{\textit{r} - 1}^{2}\left( {\textit{n} - 1} \right)\left| {\beta_{\textit{r} - 1}\left( {\textit{n} - 1} \right)} \right|^{2}}{\Theta_{\textit{r} - 1}\left( {\textit{n} - 1} \right)}$$where the asterisk denotes complex conjugation.

#### 3.1.1.3.. Filtering

For *n* = 1, 2, 3,..., compute the various order updates in the sequence *r* = 1, 2, ..., *R*~0~ + 1: $$\mathit{\varepsilon}_{\textit{r}}\left( \textit{n} \right) = \mathit{\varepsilon}_{\textit{r} - 1}\left( \textit{n} \right) - \sigma_{\textit{r} - 1}^{*}\left( {\textit{n} - 1} \right)\beta_{\textit{r} - 1}\left( \textit{n} \right)$$ $$\sigma_{\textit{r} - 1}\left( \textit{n} \right) = \sigma_{\textit{r} - 1}\left( {\textit{n} - 1} \right) + \frac{\kappa_{\textit{r} - 1}\left( \textit{n} \right)\beta_{\textit{r} - 1}\left( \textit{n} \right)}{\Theta_{\textit{r} - 1}\left( {\textit{n} - 1} \right)}\mathit{\varepsilon}_{\textit{r}}^{*}\left( \textit{n} \right)$$

Before moving on to the results of the experiment, it is important to point out that the output of the filtering process (*ε~R~0~~*~+1~) is the system output (see [figure 2](#f2-sensors-06-00697){ref-type="fig"}). Moreover, the outputs of the lattice predictor (*η~R~0~~* and *β~R~0~~*) are the variables used in this paper to obtain the cost function (see Section 4).

4.. Results of the experiment
=============================

In this paper, one end of the s-beam load cell was assembled to a computer-controlled hydraulic cylinder and the other end was suitably assembled to the mechanical structure of each seat being tested in each experiment. Then, a dummy load cell was used to provide information about the noise corrupting the relevant signal coming from the active load cell (i.e., the reference input, see [figure 2](#f2-sensors-06-00697){ref-type="fig"}). Specifically, the dummy was mounted in an insensitive position, but close to the active load cell. Therefore, both transducers were affected by the same (or very similar) noise, but only the active load cell was used to measure the tension force applied horizontally to the seats being tested in each experiment. Experience tells us that part of the noise of the primary input (see [figure 2](#f2-sensors-06-00697){ref-type="fig"}) is correlated in some way to the noise coming from the dummy.

At this point, some important facts should be stressed: First, the frequency bands of the relevant signal and the unwanted signals overlap; they are mixed with each other. In short, the frequency band of the noise generated by the mechanical vibrations lie in the low frequency range.Second, if magnetic fields are present, mechanical vibrations can generate electrical interference.Third, capacitance changes associated with vibrating wires generate unwanted interference signals.Fourth, the frequency band of the electrical noise generated by computers, monitors, alternators, fluorescent lights, motors, and so on, ranges from several Hertz to several kilo Hertz.Last of all, the electronic noise corrupts the important information in its entire frequency band. Such a noise is generated by the electronic systems, discrete components (i.e., diodes, resistors, transistors, etc...), operational amplifiers, signal conditioning circuits, hardware, data acquisition cards, and soon.

4.1.. Filtering
---------------

After studying the bandwidth of the relevant signal, a sampling frequency of 100 Hz was chosen. The signal treatment was carried out by using a laptop computer and the National Instruments Data Acquisition Card DAQCard-700. Nine experimental tests were carried out under laboratory conditions.

[Figure 3](#f3-sensors-06-00697){ref-type="fig"} shows the information coming from the transducer and the analog signal conditioning stage (i.e., the primary input) in one of the experimental tests.

Furthermore, the mean-squared error (i.e., the cost function) of the filter is $$\textit{J} = \frac{1}{2}\text{E}\left\lbrack {\left| {\eta_{\textit{R}_{0}}\left( \textit{n} \right)} \right|^{2} + \left| {\beta_{\textit{R}_{0}}\left( \textit{n} \right)} \right|^{2}} \right\rbrack$$where E is the expectation operator, and [figure 4](#f4-sensors-06-00697){ref-type="fig"} shows the normalized mean-squared error of the filter over the nine independent trials of the experiment. The cost function shown in [figure 4](#f4-sensors-06-00697){ref-type="fig"} is normalized with respect to the infinite norm of the vector consisting of the nine independent trials of the experiment.

The independent trials were carried out in the following way: 1 independent trial was done for each one of the 9 possible combinations of the variables shown in [figure 4](#f4-sensors-06-00697){ref-type="fig"}. In [figure 4](#f4-sensors-06-00697){ref-type="fig"}, the values of the length (or number of taps) of the filter (R0 + 1) are the following: 10, 50 and 100. Also, the values of the forgetting factor (*λ*) are the following: 0.995, 0.999 and 1.

What is more, the values of R0 were chosen in accordance with the idea of implementing an adaptive filter with a small number of adaptive weights, and experience tells us that the values of *λ* should be in the range from 0.99 to 1.

According to Hernandez \[[@b15-sensors-06-00697],[@b16-sensors-06-00697]\], if *λ* is lower than 0.99, the system is numerically unstable. In short, if *λ* is lower than 0.99, the system has poor numerical behaviour, i.e. it becomes numerically inaccurate, and works with inaccurate values of the forward and backward reflection coefficients (see subsection 3.1). Then, the positive definiteness of the underlying inverse correlation matrix of the input data is lost. Therefore, the system does not converge and its output starts to oscillate in an uncontrollable manner.

According to Hernandez \[[@b16-sensors-06-00697]\], it is also important to point out that the designer may use a large number of taps of the filter. But doing so could cause problems due to weight-vector noise. Specifically, a large number of taps could increase the difference between the ensemble-average value of the tap-weight vector and the tap-weight vector (such a difference is called the weight-vector noise). This increment makes the figures of merit for assessing the tracking capability of the RLS lattice adaptive filter worse. Such figures of merit are the estimation variance and the misadjustment of the adaptive filter.

The above problems diminish the detection ability of the relevant signal due to spurious peaks, which may be confused with the important signal.

Taking into consideration the above statements and the information shown in [figure 4](#f4-sensors-06-00697){ref-type="fig"}, in this paper the length of the RLS lattice adaptive filter and the forgetting factor were chosen to be 50 and 1, respectively. Also, it is important to highlight that the closer *λ* is to 1, the better the performance of the RLS lattice adaptive filter is. However, it is wrong to think that the larger the number of taps of the adaptive filter, the better the filter is. High-order filters increase the computational burden and therefore the speed of the required processor. What is more, they require increased software complexity, which increases coding and debugging time \[[@b20-sensors-06-00697]\].

Therefore, for each specific application, it is suggested that the designer tests the performance of the RLS lattice adaptive filter for several values of number of taps of the filter and forgetting factors before making his/her final choice \[[@b15-sensors-06-00697],[@b16-sensors-06-00697]\].

[Figure 5](#f5-sensors-06-00697){ref-type="fig"} shows the output of the system and [figure 6](#f6-sensors-06-00697){ref-type="fig"} shows the power spectrum magnitude of both the primary input (see [figure 3](#f3-sensors-06-00697){ref-type="fig"}) and the system output (see [figure 5](#f5-sensors-06-00697){ref-type="fig"}). In [figure 5](#f5-sensors-06-00697){ref-type="fig"}, it can be seen that the adaptive noise canceller significantly reduced the noise corrupting the relevant information while leaving the important information relatively unchanged from a practical viewpoint. In addition, it can be seen the whole process of testing the resistance of the mechanical structure of the seat being tested in one of the experiments carried out in the laboratory to a tension force applied horizontally to the seat. This figure shows clearly the time domain performance of the mechanical structure of the seat to several step inputs in reference from 5kN to 20kN. The seat being tested in this experiment detached itself from its supports at 20kN, which is a very good performance.

In the present paper, the signal-to-noise ratio (SNR) of the primary input (see [figure 3](#f3-sensors-06-00697){ref-type="fig"}) is approximately 16 dB, and the SNR at the system output (see [figure 5](#f5-sensors-06-00697){ref-type="fig"}) is approximately 43 dB. Therefore, a SNR improvement of approximately 27 dB was achieved, which is a good performance factor for judging the quality of the filter. Furthermore, the learning curve for the RLS lattice adaptive filter presented in this paper is shown in [figure 7](#f7-sensors-06-00697){ref-type="fig"}, which is also a satisfactory result. In short, this figure shows an experimental plot of the learning curve of this paper\'s adaptive filter and it was obtained by ensemble-averaging the squared error of the adaptive filter over 9 independent trials of the experiment.

Before going on to the conclusions, it is important to highlight that there are many other techniques of both analog signal conditioning and digital signal conditioning \[[@b1-sensors-06-00697],[@b24-sensors-06-00697]-[@b34-sensors-06-00697]\] that can also give satisfactory results under certain conditions But when the sensors and transducers are buried in a broad-band noise background like the one shown in this paper, only by the fusion of robust and optimal signal processing techniques with microcontroller units, digital signal processors and application specific integrated circuit technologies can the designer find the appropriate way to build the intelligent (or smart) sensors that today\'s industry needs.

5.. Conclusions
===============

This research was part of a study of the performance of the seats of a bus during its fabrication process. The results allowed us to satisfactorily estimate the information coming from the load cells used in the performance tests without the necessity of buying expensive precision electronic instrumentation.

In this paper, the RLS lattice adaptive filter was used to improve the performance of a load cell used to measure tension forces applied horizontally to the mechanical structure of several seats of a bus under performance tests. This kind of test is very important for car manufacturers. In a car crash the seats cannot detach themselves from their supports. This is a safety-related problem.

The experimental results are satisfactory, and a SNR improvement of 27 dB was achieved. These results are a good performance factor for judging the quality of the filter.

In addition, the optimal system presented in this paper was built by using low-cost components. The cost of the electrical components of the design was 12 US dollars. This is a very important factor to be taken into consideration when fabricating the sensors and transducers that today\'s industry needs. What is more, this factor makes the use of the technique presented in this paper affordable for intelligent sensor manufacturers.

This paper\'s design method can contribute positively to bridge the gap between intelligent signal processing methods and the design of intelligent sensors for automotive, research, consumer and industrial applications.
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