We study the singular homology (with field coefficients) of the moduli stack M g,n of stable n-pointed complex curves of genus g. Each irreducible boundary component of M g,n determines via the Pontrjagin-Thom construction a map from M g,n to a certain infinite loop space whose homology is well understood. We show that these maps are surjective on homology in a range of degrees proportional to the genus. This implies the existence of many new torsion classes in the homology of M g,n .
Introduction
Let M g,n denote the moduli stack of n-pointed stable nodal complex curves of genus g; this is the Deligne-Mumford-Knudsen compactification of the moduli stack M g,n of smooth curves. This object plays a central role in Gromov-Witten theory, conformal field theory, and conjecturally in string topology. The rational cohomology of M g,n and its tautological subalgebra have been extensively studied in the literature, and the structure of of the tautological algebra is at least conjecturally known. However, the mod p (co)homology has received relatively little attention.
Here the distinction between the moduli stack and the associated coarse moduli space becomes important because they are only rationally homology isomorphic. We take the point of view that the moduli stack is the more fundamental object.
where γ k is the universal k-plane bundle over BGL k (R). Thus we obtain a map M → QBG j * γ k .
We extend the classical construction of Pontrjagin-Thom maps to the category of differentiable Deligne-Mumford stacks (i.e. orbifolds). A stack X admitting an atlas has an associated homotopy type Ho(X) (see section 2) which is a space that has the same homological invariants as the stack, and the Pontrjagin-Thom construction produces a map out of the homotopy type.
There is a family of natural 'gluing' morphisms between moduli stacks defined by gluing two marked points together to form a node. Let P be a subset of {1, . . . , n}. The gluing morphisms are: ξ irr : M g−1,n+(2) → M g,n , ξ h,P : M h,P ⊔{p 1 } × M g−h,P c ⊔{p 2 } → M g,n , (1.0.1) where M g−1,n+(2) is the moduli stack of stable curves with n + 2 marked points, the first n of which are labeled. These gluing morphisms are representable proper immersions (in fact embeddings when P is a proper subset) of complex codimension 1 and their images are precisely the various irreducible components of the boundary. These morphisms give rise to Pontrjagin-Thom maps which we study.
Let T (2) = U(1) × U(1) denote the maximal torus in U(2), and let N(2) ∼ = U(1) ≀ Z/2 = U(1) 2 ⋊ Z/2 denote the normalizer of the maximal torus. There are homomorphisms T (2) ֒→ N(2) → U(1), where the first arrow is the inclusion and the second is defined by multiplying the U(1) components together; we write V for the universal line bundle over BU(1) or its pullback to BN(2) or BT (2). The normal bundle of ξ irr has a canonical reduction of structure group to N(2), and the structure group of the normal bundle of ξ h,P reduces to T (2). Thus we have Pontrjagin-Thom maps Φ irr : Ho(M g,n ) → QBN(2) V Φ 1 h,P : Ho(M g,n ) → QBT (2) V Φ 0 h,P : Ho(M g,n ) → QBT (2) V → QBU(1) V . The homology on the right-hand side is readily computable and contains a large number of torsion classes described by the Dyer-Lashof operations.
Our main theorem is the following.
Theorem 1.0.2. Let g and n be fixed. Let F be a field.
(1) The map Φ irr is surjective on H i (−, F) for i ≤ (g − 2)/4.
(2) The map Φ 1 h,∅ is surjective on H i (−, F) for i ≤ (h/2−1), i ≤ (g −2)/(2h+2).
(3) The map Φ 0 h,∅ is surjective on H i (−, F) for i ≤ (g − 2)/(2h + 2). Remarks 1.0.3.
(1) More generally, one can take the cartesian product of several of these Pontrjagin-Thom maps and the induced map on homology will be surjective in a range of degrees. However, stating the exact range of degrees becomes somewhat cumbersome. The general result is Theorem 4.1.1.
(2) Note that the range of surjectivity is proportional to g in (1) and (3) but not in (2). On the other hand, the homology groups of the target in (2) are somewhat larger than those of the target in (3), so Φ 1 h,∅ detects more classes than Φ 0 h,∅ but in a reduced range of degrees. (3) When P ⊂ {1, . . . , n} is a proper subset the morphism ξ h,P is an embedding.
Therefore its Pontrjagin-Thom map factors through BT (2) V → QBT (2) V , and so no new classes are detected. (4) Let Φ be one of the above maps. On cohomology with field coefficients the induced map Φ * is injective in a range of degrees. With rational coefficients the image of Φ * is contained in the tautological algebra. This is explained in section 5. However, the mod p Betti numbers of QBN(2) V are much larger than the rational Betti numbers. Hence we produce large families of new mod p cohomology classes of M g,n which are not reductions of rationally nontrivial classes. (5) Finally we mention that the restriction of the Pontrjagin-Thom maps to the moduli stack M g,n of smooth curves is nullhomotopic, because the images of the natural morphisms (1.0.1) lie in ∂M g,n . Thus the torsion classes we detect are not related to the torsion classes on M g,n which were computed by Galatius [Gal04] .
There is a certain overlap of this work with unpublished work by Eliashberg and Galatius [GE06] . They announced a determination of the homology type of the moduli stack of stable irreducible curves (as the genus tends to infinity). Their result should contain our theorem for the Pontrjagin-Thom map Φ irr . However, they do not consider the other boundary strata.
Outline. In section 2 we recall some material on stacks and explain the notion of the homotopy type of a topological stack. The proof that the Pontrjagin-Thom map exists in the framework of stacks is deferred to the appendix. Section 3 reviews some needed facts about the geometry of the moduli stack M g,n . In section 4 we state our main theorem in full generality and prove it. In section 5 we describe how the classes we detect rationally are related to the tautological algebra.
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Some homotopy theory for topological Stacks
In this section we setup the framework in which the Pontrjagin-Thom maps for stacks will reside.
2.1. Generalities on stacks. We will assume that the reader is comfortable with the language of stacks and therefore we will not repeat the basic definitions in detail. A stack on a site S is a lax sheaf of groupoids over S. We will consider the sites sch, diff , and top of schemes over C in theétale topology, smooth manifolds, and topological spaces respectively. The reader is referred to [Hei05] and [Noo05b] for readable introductions to the theory of stacks over the sites diff and top, and to [LMB00] for sch.
On the site diff there is a subtlety in the definition of representable morphisms since one needs transversality for the pullback of two smooth maps to be a smooth manifold. We propose a definition which differs slightly from that given in [Hei05] .
Definition 2.1.1.
(1) A morphism f : X → Y of stacks on the site diff is a representable submersion if for any manifold M and any morphism M → X, the fiber product M × Y X is a smooth manifold and the induced map
With this definition any smooth map between manifolds is representable when considered as a morphism of stacks and any morphism from a smooth manifold to a differentiable stack is representable.
An algebraic stack (respectively differentiable or topological stack) X is a stack on sch (resp. diff , top) for which there exists a scheme (resp. smooth manifold, space) X and a representable epimorphism (resp. surjective representable submersion in the diff case) X → X. In each case, such a morphism is called an atlas, and we write Stacks S for the category of stacks on S which admit an atlas. A Deligne-Mumford algebraic stack is a smooth algebraic stack which admits anétale atlas. A differentiable stack which admits anétale atlas is known as an orbifold or as a smooth Deligne-Mumford stack.
There is a functor Stacks sch → Stacks top which extends the "complex points functor" and is constructed as follows. An atlas X → X gives rise to a groupoid object (in schemes, smooth manifolds, or topological spaces) X × X X ⇉ X, and the moduli stack of torsors for this groupoid object is canonically equivalent to the original stack. Given an algebraic stack, an atlas determines a groupoid in schemes, and taking complex points with the analytic topology gives a groupoid in topological spaces which determines a topological stack. The restriction of this functor to smooth stacks in schemes takes values in differentiable stacks, and its restriction to Deligne-Mumford algebraic stacks takes values in differentiable orbifolds.
2.2.
The homotopy type of a topological stack. Let X be a topological stack with an atlas X → X. This determines a simplicial space X n = X × X · · · × X X (n + 1 copies) which is in fact the nerve of the topological groupoid X × X X ⇉ X.
Definition 2.2.1. For X → X a stack with atlas, the homotopy type Ho(X) of X is the thick geometric realization X • of the simplicial space X • .
(The thick realization (see [Seg74, p. 308] ) is obtained by forgetting the degeneracies and using only the boundary maps. In most cases of interest, the thick geometric realization and the usual geometric realization are homotopy equivalent.) This definition of Ho(X) seems to depend on the choice of the atlas (which is supressed from the notation), but up to homotopy it does not. In fact, one has the following.
Theorem 2.2.2. The assignment (X → X) → Ho(X) extends to a functor from the category of topological stacks with a chosen atlas 1 to the homotopy category of topological spaces ho TOP (where weak equivalences are inverted). Moreover, if a pair of morphisms are 2-isomorphic then they are sent to the same homotopy class.
In particular, if X i → X (i = 1, 2) are two atlases then id X : (X 1 → X) ⇄ (X 2 → X) : id X induces a weak equivalence between the homotopy types associated to the two atlases.
First we need some terminology. Let X be a topological stack and Y be a topological space. A concordance between elements t 0 , t 1 ∈ X(Y ) is an element t ∈ X(Y × [0, 1]), together with isomorphisms t| Y ×{i} ∼ = t i , i = 0, 1. The category X(Y ) is a skeletally small and concordance is an equivalence relation on the objects. The set of concordance classes of objects is denoted X[Y ].
Proof of Theorem 2.2.2. This theorem is not stated in [Noo05a] , but the essential points are contained there. We indicate how it follows from the results there. First Noohi constructs a natural morphism φ : Ho(X) → X. It is automatically representable ([Noo05b], Corollary 7.3). He then shows that φ has a universal property: for B a paracompact topological space, any morphism B → X admits a lift to Ho(X), and this lift is unique up to homotopy. Thus there is a bijection between concordance classes of morphisms B → X and homotopy classes of maps B → Ho(X).
Let f : X → Y be a morphism of stacks. If Ho(X) were paracompact then one could lift the morphism Ho(X) → X → Y to obtain a homotopy class Ho(X) → Ho(X), but Ho(X) is generally not paracompact. We remedy this by applying the CW replacement functor X → | Sing • X| (which is in particular a paracompact replacement functor since CW complexes are paracompact by [Miy52] ). There is a natural weak equivalence | Sing • X| ≃ → X. The composition
admits a homotopically unique lift to Ho(Y). After inverting the weak equivalences this gives the desired map Ho(X) → Ho(Y).
We will often drop the notational distinction between stacks and their homotopy types when there is no danger of confusion.
2.3. Examples of homotopy types of stacks. If X is a space, regarded as a stack, then the identity map is an atlas. The resulting simplicial space is X in each degree, and so Ho(X) ≃ X.
Let G be a topological group acting on a space X. The quotient stack X//G is defined as follows. An object in (X//G)(Y ) consists of a G-principal bundle P → Y and a G-equivariant map P → X; isomorphisms and pullbacks are defined in the obvious way. An atlas for this stack is given by the map X → X//G, and the groupoid arising from this atlas is the translation groupoid G X := (G × X ⇉ X), where the source map is the projection onto X, the target map is the action map, and the rest of the structure is obvious. Hence
In particular, the stack * //G classifying principal G-bundles has the homotopy type of BG.
The moduli stack M g,n of smooth complex curves is obtained as the stack quotient of the Teichmüller space T g,n by the action of the mapping class group Γ n g of isotopy classes of orientation preserving diffeomorphism of a genus g surface with n marked points. Hence Ho(M g,n ) ≃ EΓ n g × Γ n g T g,n ≃ BΓ n g , because the Teichmüller space is contractible.
2.4. Homology of a topological stack. The definition of the homotopy type of a stack is justified both by the above examples and by the fact, which we now explain, that the space Ho(X) has the correct (co)homology. A topological stack has singular (co)homology and sheaf cohomology. These turn out to be canonically isomorphic to the (co)homology of the space Ho(X).
The following definition of singular homology for stacks is from [Beh04] . An atlas X → X determines a simplicial space X • . Applying Sing • produces a bisimplicial set which generates a double complex C •,• (X) of abelian groups. The singular homology H sing * (X) of X is defined to be the homology of the total complex T ot(C •,• (X)). It can be shown that this is independent of the choice of atlas. On the other hand, a straightforward application of the homology spectral sequence of a simplicial space gives a natural isomorphism
The singular cohomology of X is defined analogously and it agrees with the sheaf cohomology by standard aguments. By the same reasoning as before, the singular cohomology is canonically isomorphic to H * (Ho(X)).
For a topological stack X, let X coarse be the coarse moduli space (this is the orbit space of a groupoid presenting X). There is a natural map X → X coarse (which is almost never representable) and the composition (2.4.2) µ X : Ho(X) → X → X coarse is a rational homology equivalence when X is an orbifold (see e.g. [Hae84] ).
When X is an orbifold it has an orbifold fundamental group π orb 1 X (see [Moe02] ), and there is a canonical isomorphism π 1 Ho(X) ∼ = π orb 1 X. One can introduce coefficient systems, and the isomorphisms (2.4.1) of (co)homology hold also for twisted coefficients.
2.5. Group actions on stacks. Suppose X is a topological stack with a strict action of a group G (i.e. the action is not just up to coherent 2-morphisms). If X admits a G-equivariant atlas X → X, then the induced groupoid X × X X ⇉ X is a groupoid in G-spaces. It is not clear if all G-stacks admits equivariant atlases, but this will be the case for all the stacks that we study in this paper. In this situation, G acts on the (thick) realization of the nerve of the groupoid and the map
The quotient stack X//G is defined as before: for a space Y , an object of (X//G)(Y ) consists of a G-principal bundle P → Y and a G-equivariant map P → X.
Proposition 2.5.1. If X is a G-stack admitting an equivariant atlas then Ho(X//G) ≃ EG × G Ho(X).
Proof. If s, t : X 1 ⇉ X 0 is a G-atlas presenting a G-stack X, then the morphism X 0 → X → X//G is a composition of representable epimorphisms and hence it is an atlas. It is easy to check that the induced groupoid
The nerve of this groupoid is precisely the diagonal simplicial space of the simplicial Borel construction on the nerve of X 1 ⇉ X 0 .
2.6. The Pontrjagin-Thom construction for diferentiable stacks. We describe an extension of the classical Pontrjagin-Thom construction of homotopytheoretic wrong-way maps to the setting of differentiable stacks.
First we recall the notion of Thom spaces. If W → X is a real vector bundle then the Thom space of W is X W := D(W )/S(W ), the disc bundle modulo the sphere bundle.
Let f : X → Y be a proper representable morphism of differentiable stacks which is an immersion. The normal bundle ν(f ) is a well-defined vector bundle on X, its dimension is the same as the codimension of f . There is an induced vector bundle Ho(ν(f )) → Ho(X) of the same dimension as ν(f ).
Theorem 2.6.1. Let f : X → Y be a proper representable immersion of differentiable stacks. If either Y is an orbifold or a global quotient stack M//G for a (possibly noncompact) Lie group G acting properly on a manifold M, then there is a stable homotopy class
which generalizes the classical Pontrjagin-Thom construction in the following sense. Let g : M → Y be a morphism from a manifold which is transverse to f and consider the diagram:
Let PT f M be the classical Pontrjagin-Thom map of the smooth map f M . Then the diagram
The proof of this theorem is an extension of the classical construction. The Whitney Embedding Theorem fails for stacks, so the main problem is to find an appropriate substitute. We reduce to global quotients and use equivariant embedding theorems. The argument is somewhat technical and is therefore deferred to the appendix 5. Note that the classical Pontrjagin-Thom construction exists for any map between manifolds, not just immersions. In future work we hope to extend the Pontrjagin-Thom construction to all representable morphisms between differentiable stacks.
Remark 2.6.2. One is tempted to prove Theorem 2.6.1 by the following argument. The classical Pontrjagin-Thom construction defines a natural transformation of functors
] defined on the homotopy category of smooth manifolds. If Ho(Y) had the homotopy type of a manifold then the canonical morphism Ho(Y) → Y would be sent to the desired homotopy class Ho(Y) → Ho(X) Ho(ν(f )) . Unfortunately, Ho(Y) is does not have the homotopy type of a manifold. One could approximate it by manifold submersions, but this becomes technical and it leads to a lim 1 indeterminacy.
The moduli stack of stable curves and graphs
The stack M g,n was first constructed in the algebraic category by Deligne, Mumford and Knudsen (in [DM69] when n = 0 and [Knu83] for general n). We will need only the associated orbifold in the category of differentiable stacks. For more information about M g,n , we refer to the textbook [HM98] or the article [Edi00] .
3.1. The moduli stack of stable curves. A nodal curve is a complete complex algebraic curve C all of whose singularities are nodal, i.e. ordinary double points. The arithmetic genus of a connected nodal curve is the dimension of the vector space
. . , C k be the components of C, let g i be the genus of C i and let r be the number of nodes of C. Then the arithmetic genus is given by
(g i − 1) + r + 1.
All nodal curves in this paper are understood to be connected. Given a finite set P , a P -pointed nodal curve is a nodal curve C with an embedding of P into the smooth locus of C. Such a curve is stable if its automorphism group is finite. This means that the Euler characteristic of each component of C {nodes ⊔ P } is negative, or equivalently, C does not contain an irreducible component which is a projective line with fewer than 3 marked points and nodes or an elliptic curve with no marked points or nodes.
The stack M g,P is the lax sheaf of groupoids on the site of schemes over C in thé etale topology which is given by:
(1) The objects of M g,n (X) are pairs (E π → X, j : X ×P ֒→ E), where π a proper morphism all of whose geometric fibers are reduced connected nodal curves of genus g, and j is an embedding over X, and each fibre is a P -pointed stable nodal curve. Such a triple a family of pointed curves over X.
(2) An isomorphism of families of pointed stable curves is an isomorphism of varieties over X which respects the embedding j.
Deligne-Mumford-Knudsen [DM69, Knu83] constructed a smoothétale atlas for M g,P in category of schemes over spec Z. In the complex analytic category an orbifold atlas is given by the degeneration spaces of Bers [Ber81] , and another was constructed in [RS06] . The complex dimension of M g,P is 3g −3+|P |. An important property of this stack is that its coarse moduli space is compact.
The symmetric group Σ P acts on M g,P by permuting the marked points. The atlas given by the degeneration spaces is easily seen to be Σ P -equivariant, thus giving an action of the symmetric group on Ho(M g,P ).
Stable graphs. Following [GK98]
, we introduce stable graphs as a combinatorial tool for working with the stratification of M g,n and keeping track of iterations of gluing morphisms.
A graph Γ consists of a finite set H(Γ) of half-edges, together with an involution σ and a partition V (Γ) of H(Γ) into nonempty blocks. A vertex is a block of V (Γ) (so the set of half-edges incident at v is precisely the set of elements contained in v). An edge is a free orbit of σ and the endpoints of an edge are the vertices that its two half-edges belong to. We write E(Γ) for the set of edges. The fixed points of σ are the legs of Γ.
A stable graph is a graph Γ, together with a function g : Vert(Γ) → N ≥0 satisfying g(v) > 0 if the valence v is less than 3 and g(v) > 1 if the valence is 0. The genus of a connected stable graph is defined to be
We will need stable graphs equipped with an additional piece of data: a subset U of the univalent vertices of Γ and for each u ∈ U a point * → M g(u),1 corresponding to a stable curve F u ; The vertices of U are called pointed vertices and the stable curves F u are decorations. An automorphism of a stable graph is an automorphism of the set of half-edges respecting the partition into vertices, preserving the involution and the function g, fixing the legs pointwise, and sending pointed vertices to pointed vertices with the identical decorations.
Given a stable graph Γ and an edge e we produce three new stable graphs. The graph Γ e is obtained by deleting the edge e. The graph Γ|e is obtained by cutting e into two legs. The graph Γ/e is obtained by contracting the edge e; if the endpoints of e are two distinct vertices then one identifies them and adds their genera, and if the endpoints are the same then one increases the genus of that vertex by one. More generally, if K is a set of edges then we construct Γ K, Γ|K, and Γ/K by iterating the above constructions.
Given a stable graph Γ, we define stacks 
is a homology isomorphism in degrees * ≤ min{g 1 /2 − 1, g 2 /2 − 1}, and hence it induces an isomorphism in this range on the homotopy orbits.
(ii) If H is an Aut(Γ)-orbit of half-edges h (incident at an ordinary vertex of genus g 1 ) such that σ(h) is indicent at a univalent pointed vertex then the Aut(Γ)equivariant map
is a homology isomorphism in degrees * ≤ g 1 /2 − 1, and hence it induces a homology isomorphism in this range on homotopy orbits.
Proof. Bödigheimer and Tillmann proved in [BT01] that Harer-Ivanov stability [Har85, Iva93] implies that the Σ P -equivariant "stripping-and-splitting" map
is a homology isomorphism in degrees * ≤ g/2 − 1. The proposition is a trivial application of this.
Remark 3.3.4. Here is a proof of the theorem in [BT01] , easier than the original one. The stripping and splitting map is the middle vertical arrow in the following diagram (whose rows are homotopy-fibrations)
where M g,P, Q is the moduli stack of smooth curves of genus g with |P | marked points and |Q| additional marked points equipped with a nonzero tangent vector. The left vertical arrow is a homology equivalence in the stable range by Harer-Ivanov stability. The base space is simply-connected, so both fibrations are simple. Thus a straightforward application of the Leray-Serre spectral sequence finishes the proof.
3.4. The irreducible components of the boundary. Let D denote the set of irreducible components of the boundary of M g,n . The elements of D are indexed by the (isomorphism classes of) stable graphs of genus g with n legs, a single edge e = {h 1 , h 2 }, and no pointed vertices. We call such a stable graph elementary. The elementary graph consisting of a single vertex with a loop and n legs is denoted Γ irr , and it corresponds to the locus of curves with a non-separating node. The other boundary components correspond to elementary graphs with two vertices; they are indexed by the partition of g between the two vertices and the subset P ⊂ {1, . . . , n} of legs incident at the vertex of lesser genus.
Given α ∈ D, let Γ α denote the corresponding elementary graph. The sole edge of Γ α determines a gluing morphism
which is a complex codimension 1 immersion whose image is precisely the boundary component α. The elementary graphs with two vertices and a nonzero number of legs incident at the vertex of smaller genus correspond to the boundary components which have no self-intersections, so the gluing morphisms for these are embeddings. We will only be interested in the self-intersecting boundary components. Let D + ⊂ D denote the set of boundary components which have nontrivial self-intersections. See Figure 1 .
Let Γ α be an elementary graph with edge e = {h 1 , h 2 }. The gluing morphism ξ α = ξ e : M((Γ α )) → M g,n has normal bundle is L h 1 ⊗ L h 2 (see [HM98] p.101). Note that if α = (irr) then there is an automorphism swapping the two half-edges, so one only has this tensor decomposition after pulling back to M(Γ irr ). Thus the structure group of the normal bundle of ξ α can be uniformly written as T (2) ⋊ Aut(Γ α ).
The Pontrjagin-Thom-maps in homology
4.1. Overview and statement of results. In this section we will state and prove our main result in full generality. But first we need to set up some terminology and notation. Throughout this section we will drop the notational distinction between stacks and their homotopy types and between stack quotients and the corresponding homotopy quotients. We fix a genus g and number n of marked points throughout.
For any boundary component α ∈ D + , the complex codimension 1 immersion ξ α : M((Γ α )) → M g,n has a normal bundle ν(α). BY the discussion of section 3.4, the structure group of ν(α) is equipped with a distinguished lift to T (2) ⋊ Aut(Γ α ). Hence we obtain maps
the difference is whether or not we use the lifted structure group). We will prove that a product of several maps of the above type is surjective on homology (with field coefficients) in a range of degrees. We consider both, Φ 1 α and Φ 0 α , because the target of the former has larger homology, while the range of surjectivity is often larger for the latter. is QBG V α . Set g irr = 1, and for any other elementary graph Γ α set g α to be the lesser of the genera of the two vertices. We define an A-partition of g to be a set m := (m α ) α∈A of nonnegative integers such that r := g − α∈A m α g α is nonnegative. Given an A-partition m, we set (1) The special case A = {(irr)} gives reduces to case (1) of Theorem 1.0.2. Taking A = {h} and ℓ(h) = 1 or 0 give the other two cases.
(2) As we will see in the proof of this theorem, the homology surjectivity comes from boundary components that have high numbers of self-intersections. Thus Pontrjagin-Thom maps for the boundary components which are embedded (rather than immersed) factor as M g,n → BT (2) V → Q(BT (2)).
Such maps cannot be surjective in homology in a range because the second map is not. This is why the theorem refers only to self-intersecting boundary components.
Here is an outline of the proof of Theorem 4.1.1. We consider the restriction of α∈A Φ ℓ(α) α to a substack M((Γ)) (to be defined below) which is an appropriately chosen open stratum for which the boundary components of A are all highly (self)-intersecting. The restriction of Φ ℓα α to M(Γ) factors (by Lemma 4.1.3) as a composition of several maps whose effect on homology is more easily understood. We then show that each of the maps in this composition is surjective on homology in the desired range.
We first define the stable graph Γ. Fix an A-partition m such that c(A, ℓ, m) is maximal and construct Γ as follows. There is a vertex v of genus r, n legs incident at v, m irr loops at v (if (irr) ∈ A). For each α ∈ A (irr) there are m α additional vertices of genus g α , each of which is connected to v by a single edge. For each α with ℓ(α) = 0 the univalent vertices of genus g α are pointed (all with the same decoration). See figure 2. The automorphism group of Γ is
and letting H 0 denote the set of all half-edges incident at ordinary vertices, one has
The key step in the step in the proof of Theorem 4.1.1 is the following lemma.
Lemma 4.1.3. There is a weakly homotopy commutative 2 diagram:
The proof of Lemma 4.1.3 is postponed to section 4.5. The map L H 0 is the classifying map for the vector bundle associated to the set H 0 of half-edges; it is surjective on homology in a range as a consequence of Proposition 3.3.1. The maps gc α , are (components of) the group completion map appearing in the Barratt-Priddy-Quillen-Segal Theorem, and they are homology isomorphisms in a range because of the homology stability of symmetric groups. The last map, Q inc, is induced by the inclusion of the zero section into the Thom space and an easy computation shows that it is surjective on homology. In the following sections we discuss each of these maps in detail.
4.2.
The classifying map of L H 0 . Recall that H 0 is the set of half-edges of Γ which are incident at ordinary vertices; this determines a vector bundle L H 0 on M((Γ)) with structure group U(1) H 0 ⋊ Aut(Γ) = α∈A G α ≀ Σ mα . 
where the first sequence of arrows are the stripping-and-splitting maps of Proposition 3.3.1, and the final arrow is simply projection. All of these maps are Aut(Γ)equivariant, and the final map admits an equivariant section by choosing a fixed point in M(Γ ∪ α E α ). One obtains the classifying map of the bundle L H 0 on M((Γ)) by passing to homotopy orbits. The sequence of stripping-and-splitting maps induce homology isomorphisms in the stated range of degrees on homotopy orbits and the projection induces a homology epimorphism on the homotopy orbits. 4.3. Symmetric groups and group completion. We now discuss the map gc occcuring Lemma 4.1.3. It is a special case of a general construction. Let X be a connected space. One can put a monoid structure on the space m EΣ m × Σm X m (after choosing a basepoint in X) and the Barratt-Priddy-Quillen-Segal Theorem (see e.g. [Seg74] ) asserts that the group completion of this monoid is QX + . The restriction of the group completion map to any component can be described as follows. There is an m-fold covering
which can be described (when the base is a manifold or differentiable stack) as the Pontrjagin-Thom construction for the covering projection. The adjoint of the transfer is EΣ m × Σm X m → Q (m) (E(Σ m−1 × 1) × Σ m−1 ×1 X m ) + , where Q (m) denotes the m th component. The group completion map is then the composition
where the second map is induced by projecting onto the m th component of X m .
Lemma 4.3.1. For any connected space X, the map gc : EΣ m × Σm X m → Q (m) X + induces an isomorphism in homology with field coefficients in degrees * ≤ (m − 1)/2 and an epimorphism in degrees * ≤ m/2.
Proof. This is a combination of Quillen's group completion theorem (see e.g. [MS76] and homology stability for symmetric groups (with twisted coefficients). After choosing a basepoint in X one has stabilization maps
is a homology isomorphism onto the basepoint component by the group completion theorem. Up to a shift of component the stabilization map from EΣ m × Σm X m to the colimit followed by gc ∞ agrees with the group completion map. The stabilization map j m induces isomorphism in homology in degrees * ≤ m/2 − 1, and epimorphism when * ≤ m/2. This result has probably been known for a long time. One proof can be found in [Han07] , based on a result of [Bet02] . Another proof is a combination of Proposition 1.6 in [HW07] with the main result of [KT76] . The authors are not aware of a previously published proof.
When X = BG α and m = m α , the map gc of this lemma is the maps gc α occuring in Lemma 4.1.3, so the map
is a homology epimorphism in degrees * ≤ min{m α /2 | α ∈ A}.
4.4.
Homology of the Thom spectra and their infinite loop spaces. The third arrow, Q inc : α∈A Q (mα) (BG α ) + → α∈A Q(BG V α ), in the counterclockwise composition in Lemma 4.1.3 is induced by the inclusion of the zero section of the vector bundle V over BG α . We show here that it is surjective in homology with field coefficients. This is the only part of the proof of Theorem 4.1.1 where field coefficients are used seriously. The homology surjectivity is immediate from the following two lemmata. Lemma 4.4.2. If f : X → Y is a pointed map between pointed spaces which is surjective in homology with coeffficients in a field F, then the induced map Qf : QX → QY is surjective on homology with coefficients in F.
Lemma 4.4.2 is a well-known fact which we discuss in section 4.6.
Proof of Lemma 4.4.1. Let ι denote one of the three above inclusions. We shall prove the equivalent statement that ι * is injective on cohomology. The composition of the Thom isomorphism followed by ι * is equal to multiplication by the Euler class e(V ) of V , so it suffices to show that e(V ) is not a zero-divisor in each of the three cases. For BT (2), BU(1) and BN(2); char(F) = 2, the computation is easy and well-known.
For BN(2) and char(F) = 2, we argue as follows. The homogeneous space U(2)/N(2) is diffeomorphic to RP 2 , so there is a fibration
which is simple because BU(2) is simply-connected. Put y i := Bj * c i ∈ H * (BN(2) ; F). Consider the Leray-Serre spectral sequence for the fibration. The cohomology of the real projective plane is H * (RP 2 ; F) ∼ = F[w]/(w 3 ), w ∈ H 1 (RP 2 ; F). Because π 1 BN(2) ∼ = Z/2, one has H 1 (BN(2); F 2 ) ∼ = F 2 , which shows that the spectral sequence collapses. Thus for char F = 2, 
commutes up to homotopy. If D, M and Z are differentiable stacks then the same statement is true except that the diagram is only weakly homotopy commutative. Proof. Choose a map j :
is therefore also a proper embedding. Identifying ν((f, j)) with a tubular neighborhood of D in M × R n , the inverse image under g × id of this neighborhood is a tubular neighborhood of D × M Z in Z × R n which we identify with the normal bundle ν(k). There are canonical identifications Letting n → ∞ completes the proof in the case of manifolds. The statement for stacks follows from this, because any homotopy class of maps K → Ho(Z), K a finite CW-complex, can be represented by a submersion K ′ → Z (where K ′ is a manifold homotopy equivalent to K).
Recall that the functor Σ ∞ from spaces to spectra is left adjoint to the functor Ω ∞ . When we apply this adjunction to the diagram 4.5.2 we obtain a (weakly) homotopy-commutative diagram of spaces
We are now ready to prove Lemma 4.1.3.
Proof of Lemma 4.1.3. For each α ∈ A one sees that the morphisms M((Γ α )) M g,n ← M((Γ)) satisfy the hypotheses of Lemma 4.5.1. One easily verifies that
where e is an edge of the type specified by α. We denote the projection onto the first factor by p. Now consider the following diagram:
The upper triangle is homotopy commutative by Lemma 4.5.1. The vertical maps are all (induced by) classifying maps of suitable vector bundles. It is clear that the lower part of the diagram is also commutative and that the composition along the lower row is precisely the α component of the counterclockwise composition in Lemma 4.1.3. 4.6. A quick review of homology of infinite loop spaces. We recall the description of the homology of the free infinite loop space QX with coefficients in a field F. In characteristic zero the description is easy and classical; in finite characteristic the standard reference is [May76] .
If F is a field, V a graded F-vector space, then we denote by Λ(V ) the free gradedcommutative F-algebra generated by V .
Let X be a pointed space. There is a natural map X → Q(X), adjoint to the identity on Σ ∞ X and thus a homomorphism H * (X) → H * (QX). Because QX is a homotopy-commutative H-space, the Pontrjagin product defines the structure of a graded-commutative F-algebra on the homology H * (QX; F). Thus we obtain a ring homomorphism λ(H * (X; F)) → H * (QX; F). If char(F) = 0, this is an isomorphism. This is a standard result of algebraic topology.
If char F = p > 0 then the homology H * (QX; F) is much richer. The homology algebra H * (QX; F) is a module over an algebra of homology operations known as the Dyer-Lashof operations (they are also known as Araki-Kudo operations if p = 2). These operations measure the failure of chain-level commutativity of the Pontrjagin product.
For p = 2, these operations are: and it is proven in [May76] that this is an isomorphism. This calculation immediately implies Lemma 4.4.2.
Comparison to the tautological algebra
Here we explain the relation of our construction to the tautologial algebra. More precisely:
Proposition 5.0.1. The image of the homomorphism Φ * irr : H * (QBN(2) V ; Q) → H * (M g,n ; Q) is contained in the tautological algebra R * (M g,n ). The analogous statement is true for the other maps studied in Theorem 1.0.2 and Theorem 4.1.1.
Before we can explain the definition of R * (M g,n ), we need to say a few words about umkehr maps (also called "pushforward" or "Gysin map") in (generalized) cohomology and their relation to the Pontrjagin-Thom construction. For simplicity, we restrict to maps between manifolds and ordinary cohomology (with coefficients in a ring). Using Theorem 2.6.1, this discussion can easily been extended to maps of stacks, at least if the maps are immersions. An account which works for generalized cohomology theories can be found in [Dye69] , chapter I. Let us first explain what a Thom spectrum is. If W is a stable vector bundle (i.e. an exhaustion {X i } of X, bundles W i → X i , and isomorphisms W i+1 | X i ∼ = W i ⊕ R) then the Thom spectrum X W is the spectrum with n th space X Wn n , and structure maps ΣX Wn
The homotopy type of the Thom spectrum depends only on the stable isomorphism class [W ] ∈ KO 0 X), and when W is representable by an actual vector bundle then the Thom spectrum is homotopy equivalent to the suspension spectrum of the Thom space.
Let f : M → N be a proper smooth map between smooth manifolds of codimension d (i.e., dim N − dim M = d). The stable normal bundle ν(f ) is a stable vector bundle of virtual dimension d on M. Assume that an orientation of ν(f ) is fixed. tautological algebra. By the definition (5.0.2) of the umkehr map, this is nothing else than PT * ξ irr (th(c 1 (W ) i c 2 (W ) j )), where W = L n+1 ⊕ L n+2 → M g−1,n+(2) is the sum of the natural line bundles (which is well-defined, although the last two points are permuted). This can be rewritten as (ξ irr ) ! (c 1 (W ) i c 2 (W ) j ) = (ξ irr ) ! ((ψ n+1 + ψ n+2 ) i (ψ n+1 ψ n+2 ) j ). This obviously lies in the tautological ring. There is a little argument needed, because we used the PT-map starting from M g−1,n+(2) , while the tautological algebra is defined using the map from the 2-fold cover M g−1,n+2 . We leave this to the reader.
Appendix: Construction of the Pontrjagin-Thom map
We first give an overview over this section. Throughout this section, f : X → Y will be a proper representable smooth morphism of differentiable stacks. The problem which prevents a straightforward generalization of the classical Pontrjagin-Thom construction is that there is no Whitney embedding theorem for stacks. In general, we cannot find an embedding j : X → R n × Y such that proj Y •j = f , even if f is proper. We can only expect to find an embedding X → V, where V → Y is a vector bundle, but we must restrict to a special class of stacks, namely global quotients by compact Lie group actions. This includes orbifolds. Also, it is not always true that we can embed X into a finite-dimensional vector bundle. This is only true if X ∼ = M//G with both, M and G compact. Otherwise, we need countably dimensional vector bundles.
We first show that, under the assumptions of Theorem 2.6.1, we can assume without loss of generality that Y is of the form Y ∼ = M//G with a manifold M and a compact Lie group G acting smoothly on M (Lemma 5.0.5). Then we show that X is also a global quotient by the same group and that f is induced by an equivariant map (Lemma 5.0.6). Lemma 5.0.7 is our substitute for the Whitney embedding theorem. Corollary 5.0.8 is a reformulation which does not mention Lie groups. Starting from this corollary, the standard construction applies with small changes. Assume first that the action of Γ on Y is effective. By a well-known theorem of differential geometry, the Γ-action on F r(Y ) is free 3 . Thus For compact M, this fact is well known. For noncompact M, there exists an embedding into a finite-dimensional representation only if the number of conjugacy classes of isotropy subgroups is finite ( [Mos57] ). Even if we search for relative embeddings over M when f is proper, an embedding into a finite-dimensional space does not need to exist. Here is a counterexample. Let G = S 1 ; M = N and N = n∈N S 1 n , where S 1 acts on the summand S 1 n by multiplication with the nth power. Finally, f is simply the projection. It is clear that we cannot embed f into a finite-dimensional representation.
Proof. ( of Lemma 5.0.7) Choose a locally finite covering of N by relatively compact, G-stable submanifolds N n , n ∈ N. Furthermore, let (λ n ) be a G-invariant subordinate partition of unity. In [Mos57] , p. 444 f, it is shown that any relatively compact subset of M has an equivariant embedding into some finite dimensional G-representation V . So we can choose equivariant embeddings j n : N n → V n into finite-dimensional representations. Set j(x) : M → n∈N V n ; j(x) := (λ n (x)j n (x)) n∈N , which is clearly a G-equivariant embedding.
If f : M → N is a proper G-map, then the embedding (f, j) : M → N × V from the proof above is clearly proper and equivariant. We also note that G-equivariant embeddings admit G-equivariant tubular neighborhoods. Also, the space of tubular neighborhoods is contractible as in the nonequivariant case. Let now V 0 ⊂ V 1 ⊂ . . . be an exhaustion by subrepresentations of dimension dim(V i ) = n i and let N i := {x ∈ N|j(f −1 (x)) ⊂ V i , M i := f −1 (N i ). There are compatible G-equivariant tubular neighborhoods U i of j i : M i ֒→ N i × V i . Any of the representations V i define a vector bundle on the stack N//G. We are now ready to banish the Lie groups and their actions from the scenery. Expressed in stack-theoretic terms, we have achieved the following situation.
Corollary 5.0.8. If f : X → Y is as in Theorem 2.6.1, there exists an exhaustion Remark 5.0.9. A morphism f , so that the structures of Corollary 5.0.8 exist, is called normally nonsingular in [BGNX06] , provided that the whole stack X can be embedded into a finite-dimensional vector bundle on Y. We have seen above that not any proper morphism of stacks admits such a finite-dimensional embedding. However, if the coarse moduli space of Y is compact, then for any presentation Y = N//G, G compact, N is also compact. Then M is also compact and there exists an embedding M → V into a finite-dimensional G-representation V .
Let us now apply the homotopy type functor to the situation in corollary 5.0.8. The result is literally the same, with the word "stack" replaced by "space" (to achieve this, take the atlases M and N used before). The vector bundle V now has a complement W as a stable vector bundle (this was not possible before applying the homotopical realization). Now apply the standard collapse construction to the open embedding ν(φ i ) ⊕ f * W → V i ⊕ W , for any i.
