It has long been known that variational inequality problems can be reformulated as nonsmooth equations. Recently, locally high-order convergent Newton methods for nonsmooth equations have been well established via the concept of semismoothness. When the constraint set of the variational inequality problem is a rectangle, several locally convergent Newton methods for the reformulated nonsmooth equations can aslo be globalized. In this paper, our main aim is to provide globally and locally high-order convergent Newton methods for solving variational inequality problems with general constraints. To achieve this, we first prove via convolution that these nonsmooth equations can be well approximated by smooth equations, which have desirable properties for the design of Newton methods. We then reformulate the variational inequality problems as equivalent smoothing-nonsmooth equations and apply Newton-type methods to solve the latter systems, and so the variational inequality problems. Stronger convergence results have been obtained.
Introduction
It has been a long history in mathematical programming field to construct smoothing functions to approximate nonsmooth functions. In this paper we will restrict our study to the smoothing functions of those nonsmooth functions arising from variational inequality problems. The variational inequality problem (VIP for abbreviation) is to find x * ∈ X such that (x − x * ) T F (x * ) ≥ 0 for all x ∈ X, (1.1) where X is a nonempty closed convex subset of n and F : D → n is continuously differentiable on some open set D, which contains X. When X = n + , the VIP reduces to the nonlinear complementarity problem (NCP): Find x * ∈ n + such that
It is well known (see, e.g., [5, 14] ) that solving (1.1) is equivalent to finding a root of the following equation:
W (x) := x − Π X [x − F (x)] = 0, (1.3) where for any x ∈ n , Π X (x) is the Euclidean projection of x onto X. It is also well known that solving the VIP is equivalent to solving the following normal equation E(y) := F (Π X (y)) + y − Π X (y) = 0 (1.4) in the sense that if y * ∈ n is a solution of (1.4) then x * := Π X (y * ) is a solution of (1.1), and conversely if x * is a solution of (1.1) then y * := x * − F (x * ) is a solution of (1.4) [33] . Both (1.3) and (1.4) are nonsmooth equations and have led to various generalized Newton's methods under semismoothness assumptions [32, 26, 23] . The difference between (1.3) and (1.4) is that W is only defined on D and may not have definition outside D if F is not well defined outside D while E is defined on n even if F is only defined on X. When X is a rectangle, several globally and locally superlinearly convergent Newtontype methods for solving (1.3) and/or (1.4) are available, see [29] for a review. It is interesting to know whether these results can be generalized to the case that X is not a rectangle. In this paper, we will address this issue and provide a way to solve (1.3) and (1.4) without assuming X to be a rectangle.
From the above discussions, we can see that the nonsmoothness of the reformulated functions inherits from the nonsmoothness of the projection operator Π X . Due to its key role in our analysis, we will discuss its differentiability properties in details in Section 2. In particular, we show that all the generalized Jacobian of the projection operator Π X are symmetric. This is actually a key result in analysing the nonsingularity of the generalized Jacobian of W and E and their smoothing counterparts. In section 3, we discuss some smoothing functions of the projection operator Π X . An algorithm for solving variational inequality problems and its convergence analysis are presented in Section 4. In particular, we provide some stronger convergence results for monotone variational inequality problems both globally and locally. We give some final remarks in Section 5.
Preliminaries

Generalized Jacobians
Suppose that H : n → m is locally Lipschitz continuous. Then by Rademacher's theorem, H is almost everywhere differentiable. There are many kinds of definitions about the generalized Jacobians of H. Among them, Clarke's definition ∂H [4] is most used in optimization. In this paper we also need other definitions of generalized Jacobians of H. Ioffe [16] and Hiriart-Urruty [15] defined the following so-called support bifunction For a point-set map A : n → m×n , Sweetser [39] defines
In [15] , Hiriart-Urruty proved the following useful results.
Theorem 2.1 (i)
where
Convolution
Let Φ : n → + be a kernel function, i.e., Φ is integrable (in the sense of Lebesgue) and
where (ε, x) ∈ ++ × n . Then a smoothing approximation of H via convolution can be described by
where (ε, x) ∈ ++ × n . In order to make (2.2) meaningful, we need some assumptions about the kernel function Φ, which will be addressed in the next section. When H is bounded and uniformly continuous, see [27] for some discussions about G.
For convenience of discussion, we always define
and for any ε < 0, let
Jacobian Characterizations of the Projection Operator Π X
The following properties about the projection operator Π X are well known [42] .
Part (i) of Proposition 2.1 says that Π X is a nonexpansive and globally Lipschitz continuous operator while part (ii) of Proposition 2.1 implies that Π X is a monotone operator. Then Clarke's generalized Jacobian ∂Π X is well defined everywhere by Rademacher's theorem and for any x ∈ n , all S ∈ ∂Π X (x) are positive semidefinite [17] . The next theorem, which gives a partial answer to an open question posed by Hiriart-Urruty [15] , summarizes some important properties of ∂Π X . Theorem 2.2 For x ∈ n , all S ∈ ∂Π X (x) are symmetric, positive semidefinite and S ≤ 1.
Proof:
We only need to prove that all S ∈ ∂Π X (x) are symmetric by considering of the arguments before this theorem. Define φ : n → by
Then, by [42] , φ is continuously differentiable with gradient given by
Thus, if Π X is differentiable at some point y, we have
which, according to [22, 3.3.4] , proves that Π X (y) is symmetric. This, by the definition of ∂Π X , has in fact proved that all S ∈ ∂Π X (x) are symmetric.
We will see subsequently that the symmetric property of all S ∈ ∂Π X (x) plays an essential role in our analysis.
Quasi P 0 -matrix and quasi P -matrix
A matrix A ∈ n×n is a called a P 0 -matrix (P -matrix) if every of its principal minors is nonnegative (positive). Here, we will introduce some generalizations of P 0 -matrix and P -matrix in order to exploit the properties of the generalized Jacobians of the projection operator Π X . Definition 2.1 A matrix A ∈ n×n is called a quasi P 0 -matrix (P -matrix) if there exists an orthogonal matrix U ∈ n×n such that UAU T is a P 0 -matrix (P -matrix).
It is obvious that any P 0 -matrix (P -matrix) is a quasi P 0 -matrix (P -matrix). Any quasi P -matrix is a quasi P 0 -matrix and any quasi P -matrix is nonsingular. If A is a quasi P 0 -matrix, then for any ε > 0, B := A + εI is a quasi P -matrix, where I is the identity matrix. We will see later that the concepts of quasi P 0 -matrix and P -matrix are useful in the analysis of nonsingularity of generalized Jacobians considered in this paper.
Theorem 2.3 Suppose that S ∈ ∂Π
is a quasi P 0 -matrix (P -matrix).
Proof: By Theorem 2.2 we know that there exists an orthogonal matrix U such that Σ := USU T to be a diagonal matrix with 0
and that UF (x)U T is a P 0 -matrix (P -matrix), UV U T is a P 0 -matrix (P -matrix) as well. This, by Definition 2.1, completes our proof.
In [7] , Facchinei and Pang introduced a concept of so called generalized P 0 -function. Suppose that X is the Cartesian product of m (with m ≥ 1) lower dimensional sets:
3)
with each X j being a nonempty closed convex subset of n j and m j=1 n j = n. Correspondingly, suppose that both the variable x and the function F (x) are partitioned in the following way:
. . .
where for each j, both x j and F j (x) belong to n j . Let L(X) denote all the sets in n which have the same partitioned structure as X, i.e., D ∈ L(X) if and only if D can be expressed as
if for every pair of distinct vectors x and y in D, there exists an index j 0 such that
(Note that this definition is the one given in [7] if D = X. The above presentation is more accurate than that in [7] ). If F is a generalized P 0 -function on any D ∈ L(X), we say that F is a generalized P 0 -function on L(X).
Proof: According to Theorem 2.2, for any
and for each i ∈ {1, 2, · · · , m} there exists an orthogonal matrix U i such that
Then U is an orthogonal matrix and
Since F is a generalized P 0 -function on L(X), it is easy to show that for any nonzero vector h ∈ n , there exists an index i ∈ {1, 2, · · · , m} such that
i j(i) = 0, which implies that Q is a P 0 -matrix. Thus, by Theorem 2.3, we get the desired result.
Corollary 2.2 If X is a rectangle and for
Actually, when X is a rectangle and F is a P 0 -function (P -function), Ravindran and Gowda [34] have proved that W and E are P 0 -functions (P -functions). See [12] for more discussions about this topic. One might expect that if F is monotone, then W or E must be monotone as well. This is, however, not true, and can be seen clearly by the following example. Consider the NCP with
and X = 2 + . Then
Clearly, V is not positive semidefinite, and so, the function W defined in (1.3) is not monotone even F itself is strongly monotone. It is also noted that if X is not a rectangle and for some x ∈ n , F (x) is only a P 0 -matrix, V ∈ ∂W (x) may be not a quasi P 0 -matrix, which can be demonstrated by the following example. Consider the VIP with
and X = {x ∈ 2 | x 1 + x 2 = 0}. Note that M is a P -matrix, but is not a positive semidefinite matrix. Then the function W defined in (1.3) is continuously differentiable with
should be a quasi P -matrix and then det(T ) > 0. The latter is not true since det(T ) = −16 < 0. Next, we discuss a result related to level sets of the function W defined in (1.3).
Theorem 2.4 Suppose that X is of structure (2.3) and that F is a continuous generalized
Suppose that H : n → n is continuous, H is partitioned in the way as F in (2.4) , and there exists a constant γ > 0 such that for any j ∈ {1, 2, · · · , m} and y, x ∈ n ,
Then for any c ≥ 0, the following set
Proof: Suppose by contradiction that L c is unbounded. Then there exists a sequence {x k } such that x k ∈ L c and {x k } is unbounded. For each k, x k can be partitioned as
Without loss of generality, assume that j k ≡ j 0 . Since
by (ii) of Proposition 2.1 with y := a j 0 and
which, together with (2.6), implies that
This means that there exists a constant c 1 > 0 such that for all k sufficiently large,
Thus, for all k sufficiently large, we have
which contradicts (2.5) (note that {y k } is bounded). This contradiction shows that L c is bounded.
When F itself is strongly monotone, from Theorem 2.4 we have the following result, which appeared in [24] with a lengthy proof.
Corollary 2.3 Suppose that F is continuous and strongly monotone on n and that W is defined in (1.3). Then for any c ≥ 0, the following set
All the results hold for W in this subsection can be parallelized to E. Here we omit the details.
Smoothing approximations
In this section, unless otherwise stated, we suppose that H : n → m is locally Lipschitz continuous. Suppose that G is defined by (2.2). Define
The kernel function Φ in supp(Φ) will be omitted if it is obvious from the context.
Supp(Φ) is bounded
In this subsection, we suppose that supp(Φ) is bounded. The first smoothing function we want to discuss is the Steklov averaged function. Define
Then, for any ε > 0, the function G(ε, ·) defined in (2.2), according to [6] , is the Steklov averaged function of H with
The following result regarding of the continuous differentiability of the Steklov averaged function was first obtained by Gupal [13] . See also Mayne and Polak [21] and Xu and Chang [41] .
Proposition 3.1 Suppose that H : n → m is continuous and that Φ is given by (3.1). Then for any ε > 0, G(ε, ·) is continuously differentiable on n and
3) where j = 1, 2, · · · , m and e i is the ith unit coordinate vector, i = 1, 2, · · · , n.
Proposition 3.2 (Sobolev [37], Schwartz [35] ) If supp(Φ) is bounded and Φ is continuously differentiable, then for any ε > 0, G(ε, ·) is continuously differentiable and for
Recall that a locally Lipschitz continuous function H : n → m is said to be semismooth at x ∈ n , if lim
{V h } exists for any h ∈ n [32] . H is said to be strongly semismooth at x if H is semismooth at x and for any
See [32, 26] for details about the discussion of semismoothness and strong semismoothness.
Theorem 3.1 If Φ is defined by (3.1) or if supp(Φ) is bounded and Φ is continuously differentiable, then we have
(
ii) G is locally Lipschitz continuous on n+1 . If H itself is globally Lipschitz continuous on n with Lipschitz constant L, then G is Lipschitz continuous on n+1 and for any fixed
(vi) If m = n and there exists a continuously differentiable function f : n → such that
and
if H is strongly semismooth at x.
Proof: (i) Similar to the proof of Propositions 3.1 and 3.2, we can see that for any fixed x ∈ n , G(·, x) is continuously differentiable on + . Moreover, by (3.3) and (3.4)), we can see that for any ε > 0 and x ∈ n we have lim τ →ε,z→x
Then by the definition we can prove that G (ε, x) exists for any (ε, x) ∈ ++ × n . The continuity of G follows from the continuous differentiability of G(·, x) and G(ε, ·).
(ii) Let (ε, x), (τ, z) be any two points in n+1 . Then
which, together with the Lipschitz continuity of H, implies the Lipschitz continuity of G.
By the above arguments we can see that if H is globally Lipschitz continuous with Lipschitz
which implies (3.5).
(iii) First, from the proof in [16, Theorem 10.4] , for any v ∈ m and u ∈ n , we have
Since ∂H is upper semicontinuous, we have lim sup
Hence, by Theorem 2.1, for any
which, by Theorem 2.1, implies A ∈ plen∂H(x).
(iv) Define
Since, if G is differentiable at any (0, y) ∈ × n , then H must be differentiable at y as well and G x (0, y) = H (y), for any B ∈ B(x), there exist a vector a ∈ m and a matrix
Then, (iii) of this theorem, (3.9) and the convexity of plen∂H(x) imply that
Since for each i, ∂H i (x) is compact and convex,
So, (3.6) is proved.
(v) First, from our assumptions there exists a nonnegative number α (α > 0 if H is strongly monotone) such that
Then for any h ∈ n and any fixed ε > 0, we have
which proves (v).
(vi) For any ε > 0, define γ ε : n → by
Then, by (i) of this theorem, γ ε is continuously differentiable. By direct computations, we have
This, together with (i), means that γ ε is twice continuously differentiable on n and
which means that G x (ε, x) is symmetric by [22, 3.3.4] .
(vii) According to the definition, for any (ε, d) ∈ ++ × n with (ε, d) → 0 we have
where the last equality follows from the Mean Value Theorem [4, Proposition 2.6.5] and V t is an element of the convex hull of
By Carathéodory theorem, there exists at most mn + 1 elements
such that
Then, if H is semismooth at x, we have
This proves (3.7). If H is strongly semismooth at x, by following the above arguments, we can prove (3.8).
In proving part (iii) of Theorem 3.1, we used an idea from Ioffe [16] . For the Steklov averaged function, Xu and Chang [41] proved a similar result to part (iii) of Theorem 3.1. Recently, by assuming that H : n → n is globally Lipschitz continuous, Xu [40] applied this result for the Steklov averaged function of H to modify an algorithm proposed in [3] .
Supp(Φ) is infinite
Assumption 3.1 (i) H is globally Lipschitz continuous with Lipschitz constant L.
(ii)
(iii) Φ is continuously differentiable and for any ε > 0 and x ∈ n , the following integral
(iv) For any ε > 0, x ∈ n and h → 0 it holds that
Proposition 3.3 Suppose that Assumption 3.1 holds. Then for any ε > 0, G(ε, ·) is continuously differentiable with Jacobian given by
G x (ε, x) = n H(y)Θ x (ε, x − y)dy, x ∈ n .(3.
10)
Proof: By (i) and (ii) of Assumption 3.1, for any (ε, x) ∈ ++ × n , G is well defined.
By (iii) and (iv) of Assumption 3.1, for any h ∈ n with h → 0 we have
where y 0 ∈ n is an arbitrary point. Then we have proved that G x (ε, x) exists and (3.10) holds. The continuity of G (ε, ·) follows from (iv) of Assumption 3.1.
Assumption 3.2 (i) For any ε > 0 and x ∈ n , the following integral
exists.
(ii) For any ε > 0, x ∈ n and τ ∈ with τ → 0 we have
(iii) For any ε > 0 and x ∈ n we have
If H is globally Lipschitz continuous, there are plenty of kernel functions satisfying Assumptions 3.1 and 3.2, e.g., the Weierstrass kernel function
Analogously to Theorem 3.1 we have the following theorem.
Theorem 3.2 Suppose that supp(Φ) is infinite and Φ is continuously differentiable. Suppose that Assumption 3.1 holds. Then we have (i) If Assumption 3.2 holds, then G(·, ·) is continuously differentiable on
(ii) G is globally Lipschitz continuous on n+1 and for any fixed ε > 0 and x ∈ n , 
which, together with the continuity of G ε (·, x) and G x (ε, ·) (Proposition 3.3), implies that G is continuously differentiable on ++ × n .
H(x − |ε|y)Φ(y)dy − H(z − |τ |y)Φ(y)dy
which proves the global Lipschitz continuity of G. By the above arguments, we also have
This implies (3.14).
(iii) For any given δ > 0, there exists a number M > 0 such that
Suppose that v ∈ m and u ∈ n are two arbitrarily chosen points. Since ∂H is upper semicontinuous, there exists a number τ > 0 such that for all ε ∈ [0, τ] and all z with z − x ≤ τ we have
Since H is globally Lipschitz continuous, by the definition, we have
which, together with (3.17), implies that for any δ > 0, there exists a number τ > 0 such that for all ε ∈ [0, τ] and all z with z − x ≤ τ we have
This means that lim sup
(iv) Similar to the proof of (iv) in Theorem 3.1.
(v) Similar to the proof of (v) in Theorem 3.1.
(vi) By the definition,
Since f = H is globally Lipschitz continuous, for any δ > 0 there exists a number M > 0 such that
For the given M , there exists a number τ > 0 such that for all ε ∈ [0, τ] and all h with h ≤ τ we have
because f is uniformly continuous on any bounded set. Therefore, for any δ > 0 there exists a number τ ∈ (0, 1] such that for all ε ∈ [0, τ] and all h with h ≤ τ we have
This implies that
which means that γ ε is differentiable and
H(x − εy)Φ(y)dy = G(ε, x).
Since G(ε, ·) is continuous, γ ε is continuously differentiable. By Proposition 3.3, G(ε, ·) is continuously differentiable, and so γ ε (·) is twice continuously differentiable with
This, together with the symmetric property of ∇ 2 γ ε (x), implies that G x (ε, x) is symmetric. (vii) First, for any given δ > 0, under the assumptions, we know that there exists a number M > 0 such that
Then for any d ∈ n and ε > 0, we have
Next, according to the proof in part (vii) of Theorem 3.1, we know that there exists a number τ > 0 such that for all (ε, d) ∈ n+1 with ε > 0 and (ε, d) ≤ τ we have lim sup
Therefore, for any given δ > 0, there exists a number τ > 0 such that for all (ε, d) ∈ n+1 with ε > 0 and (ε, d) ≤ τ we have
which proves (3.16).
Contrary to Theorem 3.1, in Theorem 3.2 we could not prove a result similar to (3.8). When X is a rectangle, such a result holds for several smoothing functions with supp(Φ) being infinite [31] 
Smoothing-nonsmooth reformulations
If in (2.2), H is replaced by Π X , a smoothing approximation of Π X via convolution can be described by
where (ε, x) ∈ ++ × n . Since n Θ(ε, y)dy = 1, for any ε > 0 and x ∈ n , we have
As we stated early, we always define
Suppose that Φ is chosen such that G is continuous on n+1 and is continuously differentiable on ++ × n . Then to solve the VIP is equivalent to solve
Since Q is continuously differentiable on ++ × n and −− × n and may be nonsmooth on 0 × n , we can see (3.19) as a smoothing-nonsmooth reformulation of the VIP. Another smoothing-nonsmooth reformulation of the VIP is
Theorem 3.3 Suppose that Φ is defined by (3.1) or suppose that supp(Φ) is bounded and
Φ is continuously differentiable. Then Q is continuously differentiable on ++ × n , and for any ε > 0 there exists an orthogonal matrix U such that
if Π X is strongly semismooth at x − F (x) and F is Lipschitz continuous at x.
Proof: First, from Theorem 3.1, P is continuously differentiable on ++ × n . Then, since Π X is monotone and globally Lipschitz continuous with Lipschitz constant 1, from Theorem 3.1 and the proof of Theorem 2.2, we know that for any ε > 0, G x (ε, x) is symmetric, positive semidefinite and G x (ε, x) ≤ 1. Thus, there exists an orthogonal matrix U such that := UG x (ε, x − F (x))U T is a diagonal matrix with 0 ≤ ii ≤ 1, i ∈ {1, 2, · · · , n}. Part (i) can be proved similarly to that in Theorem 2.3 and part (ii) follows from (vii) in Theorem 3.1.
Theorem 3.4 Suppose that supp(Φ) is infinite and Φ is continuously differentiable. Suppose that Assumptions 3.1 and 3.2 hold and that
Then Q is continuously differentiable on ++ × n , and for any ε > 0 there exists an orthogonal matrix U such that
Proof: Similar to the proof of Theorem 3.3, we can prove this theorem by Theorem 3.2.
We omit the details.
In this subsection, the results hold for P hold for R as well. We omit the details here.
Computable smoothing functions of Π X
The smoothing approximation function G via convolution is not "computable" if X is not a rectangle since in this case a multivariate integral is involved. When X is a rectangle, see [2, 9] for various concrete forms of G. In [30] , the authors discussed a way to get an approximate smoothing function of Π X (·) when X is explicitly expressed as 24) where for each i, g i is a twice continuously differentiable convex function. Suppose that the Slater constraint qualification holds, i.e., there exists a point x 0 such that g i (x 0 ) < 0 for all i ∈ {1, 2, · · · , m}. Then for any x ∈ n , there exists a vector λ ∈ m + such that
Suppose that a(ε, t) is the Chen-Harker-Kanzow-Smale (CHKS) smoothing function [1, 18, 36] of max(0, t), t ∈ , which is given by
(We can use other smoothing functions of max(0, t), t ∈ . Here, we choose the CHKS smoothing function for the ease of discussion.) Define A : × m → m by
Consider the perturbed system of (3.25) 26) where ε and x are treated as parameters and y and λ as variables. For any (ε, x) ∈ ++ × n , the system (3.26) has a unique solution (y(ε, x), λ(ε, x)).
Proposition 3.4 ([30]) Suppose that the Slater constraint qualification holds. Then (i) y(·) is continuously differentiable on ++ × n and for any
is symmetric, positive semidefinite and
(ii) For any x 0 ∈ n , lim ε↓0,x→x 0
See [30] for some important differentiability properties of the above defined smoothing function. Note that for any ε > 0 and x ∈ n , to compute y(ε, x) is no more difficult than to compute Π X (x) since D((·, ·), (ε, x) ) is continuously differentiable everywhere when ε = 0.
Define
Then we can define a smoothing function P of W as
where (ε, x) ∈ × n . By considering the above proposition, P is continuously differentiable everywhere except (0, x), x ∈ n and P is continuous at (0, x), x ∈ n . Similarly, we can define a smoothing function of E as
It is noted that for any ε = 0, y(ε, x) ∈ int X. This guarantees that S is well defined even if F is only defined on X.
Algorithm and its convergence
Suppose that Q : n+1 → n+1 is defined by (3.19) . In this section we will discuss a method to find a solution of Q(z) = 0, where z := (ε, x) ∈ × n . If for the VIP, F is not well defined outside X, we use R defined by (3.20) to replace Q.
Assumption 4.1 (i) Q is continuous on n+1 and is continuously differentiable on
(ii) For any ε > 0 and x ∈ n , Q (ε, x) is nonsingular.
Remark: According to Theorems 3.3 and 3.4 and Corollary 2.1, we know that if F is a continuously differentiable generalized P 0 -function on L(X), then for any ε > 0 and x ∈ n , P x (ε, x) is a quasi P 0 -matrix. This implies that if we redefine
then P x (ε, x) becomes a quasi P -matrix, and thus, a nonsingular matrix. Therefore, if F is a generalized P 0 -function on L(X), then, by redefining P if necessary, part (ii) in Assumption 4.1 always holds. Chooseε ∈ ++ and γ ∈ (0, 1) such that γε < 1. Letz := (ε, 0) ∈ × n . Define the merit function ψ : n+1 → + by ψ(z) := Q(z) 2 and define β : n+1 → + by
Then, because for any z ∈ n+1 , β(z) ≤ γ < 1, it follows that for any x ∈ n , (ε, x) ∈ Ω.
Algorithm 4.1 (Squared Smoothing Newton Method [31])
Step 0. Choose constants δ ∈ (0, 1) and σ ∈ (0, 1/2). Let ε 0 :=ε, x 0 ∈ n be an arbitrary point and k := 0.
Step
Step 2.
Step 3. Let l k be the smallest nonnegative integer l satisfying
Step 4. Replace k by k + 1 and go to Step 1.
The following global convergence result is proved in Qi et al. [31] . When F is a generalized P 0 -function on L(X), we have the following stronger result.
Theorem 4.2
Suppose that Q is defined by (3.19) with P given by
where G is continuously differentiable on ++ × n and for any (ε,
is symmetric, positive semidefinite and then there exists a ε > 0 such that ε k > ε . By the proof of Theorem 2.4, we can prove that for any δ > 0 the following set
Since G is globally Lipschitz continuous, for any δ > 0, the following set
is also bounded. This means that {z k } is bounded. From Theorem 4.1, {z k } has at least one accumulation point which is a solution of H(z) = 0. This contradicts (4.3). Therefore, we have lim
Since F is a generalized P 0 -function, it is not difficult to show that Q : n → n is a weakly univalent function [11] . By the assumption that the solution set of the VIP is nonempty and bounded, the inverse image Q −1 (0) is nonempty and bounded. Then, by [34, Theorem 1], we know from (4.4) that {z k } is bounded and any accumulation point of {z k } is a solution of Q(z) = 0.
In [31] , Qi et al. provided a superlinear (quadratic) convergence result by assuming that Q is semismooth at a solution point. Here we cannot prove that Q is semismooth under our assumptions. Nevertheless, we still can provide a superlinear (quadratic) convergence result. Its proof can be drawn similarly from that in [31] . This shows that semismoothess, together with some kind of nondegeneracy, is sufficient but not necessary for superlinear (quadratic) convergence. This fact has been first observed and exploited by Kummer [19, 20] without using semismoothness and later by several authors, among them are Sun, Fukushima and Qi [38] , Fischer [8] , Qi, Ralph and Zhou [28] , Pu and Zhang [25] and Gowda and Ravindran [10] . 
and that all V ∈ ∂Q(z * ) are nonsingular. Then the whole sequence {z k } converges to z * ,
Furthermore, if for any ε > 0 and d ∈ n with (ε, d) → 0 we have
In Theorem 4.3 we assume that all V ∈ ∂Q(z * ) are nonsingular in order to get a high order convergent result. According to Theorems 3.1 and 3.2, this assumption is satisfied by assuming that all
are nonsingular. By the definition of plen, the latter is equivalent to say that all
are nonsingular. See Section 2 for the conditions to ensure the nonsingularity of the above matrices. In particular, if F (x * ) is positive definite, all
are nonsingular.
Concluding Remarks
In this paper, by using convolution, we reformulated the VIP equivalently as smoothingnonsmooth equations, which have some desirable properties. A globally and locally highorder convergent Newton method has been applied for solving the smoothing-nonsmooth equations, and so the VIP. There is no specific assumption on the structure of the constraint set X. Due to a multivariate integral involved, it may not be easy to compute the smoothing functions of the projection operator Π X via convolution. However, it may lead to the discovery of some effective ways to compute smoothing functions of Π X when the structure of X can be used. In fact, based on this observation, an effective way to compute the smoothing functions of Π X is proposed in [30] when X can be expressed as the set defined by several twice continuously differentiable convex functions. We believe that the research done in this paper can deepen the understanding of smoothing functions of Π X when X is not a rectangle.
