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Surface free energy of the open XXZ spin-1/2 chain.
K. K. Kozlowski1, B. Pozsgay2
Abstract
We study the boundary free energy of the XXZ spin-1/2 chain subject to diagonal
boundary fields. We first show that the representation for its finite Trotter number ap-
proximant obtained by Göhmann, Bortz and Frahm is related to the partition function
of the six-vertex model with reflecting ends. Building on the Tsuchiya determinant
representation for the latter quantity we are able to take the infinite Trotter number
limit. This yields a representation for the surface free energy which involves the solu-
tion of the non-linear integral equation that governs the thermodynamics of the XXZ
spin-1/2 chain subject to periodic boundary conditions. We show that this integral
representation allows one to extract the low-T asymptotic behavior of the boundary
magnetization at finite external magnetic field on the one hand and numerically plot
this function on the other hand.
Introduction
Among various models arizing in physics, one-dimensional models seem to play a very specific role. On the one
hand, the reduced dimensionality of the system allows one to use various approximation techniques (correspon-
dence with a Luttinger liquid [21] or a conformal field theory [9]) to be able to provide predictions for various
quantities describing a given gapless quantum Hamiltonian in certain limiting cases: structure of the low-lying
excitation, low-temperature behavior, long-distance asymptotic behavior of the correlation functions, etc. On the
other hand, as it was originally observed by H. Bethe [5] on the example of the so-called XXX chain, there exists
a rather large class of one-dimensional models that have the property of quantum integrability. In other words, one
is able to characterize the eigenvectors and eigenvalues of the associated Hamiltonians with the help of solutions
to certain algebraic equations, the so-called Bethe equations. The latter provide a very effective description of the
spectrum of the model when the large volume limit L → +∞ is considered (ie when one deals with a model having
a very large amount of pseudo-particles in its ground state). Such results allow one to identify the universality
classes of various integrable models and, as such, check the predictions of the aforementioned approximation
techniques, at least in some cases. For instance, using the Bethe Ansatz description of the spectrum, it was shown
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to be possible to access to the 1/L corrections to the ground and excited states just above it, hence allowing one
to identify the central charge and the various scaling dimensions [30, 31]. Such types of results gave explicit pre-
dictions for the critical exponents governing the long-distance asymptotic behavior of two-point functions. The
long-distance asymptotic behavior was then confirmed by extracting it directly from the exact representations for
the correlators first at the free fermion points [38, 48, 52] and then for general interacting models [28, 36].
The question of the thermodynamics of Bethe Ansatz solvable models was first addressed by Yang & Yang
[53]. These authors derived a non-linear integral equation whose solution allows one to compute the free energy
of the so-called non-linear Schrödinger model [37] at finite temperature T and in the presence of an external
chemical potential. The reasoning of Yang & Yang was raised to the level of a theorem by Dorlas, Lewis and
Pulé [13] with the help of large deviation techniques. The approach of Yang & Yang has been generalized to the
study of the thermodynamics of the XXZ spin-1/2 chain simultaneously and independently by Gaudin [18] and
Takahashi [45]. Their approach built on the so-called string conjecture [5] and allowed them to characterize the
thermodynamics of the model in terms of a solution to an infinite hierarchy of non-linear integral equations. Since
then, it has been applied with success to many other models and bears the name of the thermodynamic Bethe
Ansatz.
Another path to the study of thermodynamics of spin chains has been proposed by Koma [32, 33]. Building
on the method for mapping quantum Hamiltonians in D-dimensions into models of classical statistical physics in
D+1 dimensions proposed by Suzuki [42], he argued that the computation of the partition function of the XXX and
XXZ models in a magnetic field is equivalent to obtaining the largest eigenvalue of the transfer matrix associated
with a specific inhomogeneous six-vertex model, the so-called quantum transfer matrix (QTM). Although Koma
could not provide at the time a proper analytic framework for taking the so-called infinite Trotter number limit, he
was able to carry out a numerical analysis along with an extrapolation to infinite Trotter numbers. Then Takahashi
refined Koma’s approach and was able to take the infinite Trotter number limit analytically. This led to a descrip-
tion of the thermodynamics of the XYZ and XXZ spin-1/2 chains in terms of an infinite sequence of numbers
that ought to be fixed numerically [46, 47]. Soon after, Klümper [29] proposed an important simplification to the
QTM-based approach. Namely, building on the method of non-linear integral equations [4], he proposed a way for
sending the Trotter number N to infinity in the Bethe equations describing the largest eigenvalue of the QTM. He
obtained the full description of the thermodynamics of the XYZ (and XXZ) spin-1/2 chains in terms of a single
unknown function that satisfies a single non-linear integral equation. This function allows one to compute the
free energy at any finite temperature T . Klümper also proposed non-linear integral equations describing the sub-
leading eigenvalues of the QTM what gave access to the correlation lengths. His results confirmed the conformal
field theory-based predictions [1] for the low-T behavior of the free energy.
All of the above results were obtained in the case of models subject to periodic boundary conditions. It so
happens that the situation is definitely much less understood in the case of integrable models subject to other types
of boundary conditions. Models such as the XXZ spin-1/2 chain subject to diagonal boundary fields
J−1 ·H =
M−1∑
m=1
{
σxm σ
x
m+1+σ
y
m σ
y
m+1+cosh η (σzm σzm+1+1)
}
+sinh η coth ξ− σz1+sinh η coth ξ+ σ
z
M +
cosh (2η)
cosh (η) (0.1)
have been solved through the coordinated Bethe Ansatz [3] and later by the algebraic Bethe Ansatz [41]. Above,
σxp, σ
y
p and σzp are Pauli matrices acting on the Hilbert space Vp ≃ C2 attached to the pth site of the chain. η
and ξ± are parameters characterizing the anisotropy and the boundary fields and J is an overall coupling constant
fixing the energy scale. The analysis of the Bethe equations arizing in the diagonalization of the Hamiltonian (0.1)
showed that the boundaries produce additional O(1) contributions (ie ones that do not scale with the volume M)
to the energies of the ground and excited states in respect to the values obtained for periodic boundary conditions
[3].
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When turning the temperature on, one expects that changing the boundary conditions of the XXZ spin-1/2
chain will not alter the leading part of the model’s free energy, ie the one scaling with the volume M. However,
there will arize additional, volume-independent, contributions to the free energy. These constitute the so-called
surface free energy. Various approximation techniques have been developed to characterize the surface free energy
of the open XXZ spin-1/2 chain (and also of more general, not necessarily exactly solvable models). Field theory
based method led to predictions for the leading behavior at low-temperatures of the surface free energy in the
vanishing external magnetic field limit [2, 7, 8, 14, 17].
The estimation of the surface free energy has also been considered in the framework of the thermodynamic
Bethe Ansatz, what allowed one to make predictions in the full range of temperatures. Such calculations were first
performed in the papers [11, 16, 54]. However, their results did not agree with the field-theory based results in the
low-temperature limit. The origin of this discrepancy was elucidated in the papers [39, 50, 51] which re-considered
the derivation of free energy of Bethe Ansatz solvable models, both in the periodic and the open boundary case.
It was shown in [39, 51] that a careful derivation of the partition function leads to additional contributions, which
are expressed in terms of Fredholm-determinants. These results were in agreement with the series of multiple
integrals found previously in [12] in the case of integrable relativistic quantum field theories. The methods of
[39, 51] have not yet been applied to the XXZ spin chain, but it is expected that analogous additional contributions
are present in the case of the open spin chain as well, on top of the results given in [11, 16, 54].
However, all the aforementioned approaches to the calculation of the surface free energy where neither direct
nor exact. A approach to obtain exact results for the surface free energy was initiated by Göhmann, Bortz and
Frahm in [6]. The main result of that paper was a rigorous1 representation for a finite Trotter number approximant
of the boundary free energy. The latter was expressed as an expectation value of a large number of local operators
forming the so-called finite temperature boundary operator. This expectation value was to be computed in respect
to the eigenvector associated with the dominant eigenvalue of the quantum transfer matrix arizing in the description
of the thermodynamics of the periodic XXZ spin-1/2 chain. However, the representation given in [6] is rather
implicit and it was not clear how to evaluate it at finite Trotter numbers, or how to take the infinite Trotter number
limit.
The present paper is devoted to overcoming these difficulties. Starting from Göhmann et al’s result we show
that one can, in fact, interpret the correlation function involving the finite temperature boundary operator as a
specific case of the partition function of the six-vertex model with reflecting ends. Building on the techniques
developed by Izergin [22] for the partition function of the six-vertex model with domain wall boundary conditions,
Tsuchiya [49] showed that the former also admits a finite-size determinant representation. One cannot take the
Trotter limit immediately on the level of Tsuchiya’s determinant. We thus recast it in a form where the Trotter limit
can be preformed easily. This yields the main result of this paper, namely an exact representation for the surface
free energy of the spin-1/2 XXZ chain subject to diagonal boundary fields. Using our exact representation, we
obtain a simple integral representation for the boundary magnetization. This allows us to obtain the first terms of
the low-temperature asymptotic behavior of the boundary magnetization. In particular, we show that we recover
the results of [24, 26] for the T = 0 case. We also use our representation to carry out numerical plots of this
quantity in the massive regime of the model.
This paper is organized as follows. In section 1, we briefly review the setting of the algebraic Bethe Ansatz
framework for integrable models subject to the so-called diagonal boundary conditions. This allows us to set the
quantum transfer matrix-based approach to the thermodynamics of the model and then review the representation
for the finite Trotter number approximant of the surface free energy obtained by Göhmann, Bortz and Frahm.
In section 2, building on a factorization of Göhmann et al’s formula, we recast the aforementioned quantity in
terms of Tsuchiya determinants. In section 3, we carry out several transformations on the formula obtained
1modulo the strongly supported conjecture on the non-degeneracy of the quantum transfer matrix’s largest eigenvalue and interchange-
ability of the Trotter and infinite volume limits
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in section 2, what ultimately allows us to take the infinite Trotter number limit. Finally, in section 4, we use
our exact representation for the surface free energy so as to obtain an integral representation for the boundary
magnetization at finite temperature. This integral representation allows us to extract the low-temperature behavior
of the boundary magnetization in the gapless phase as well as to plot it, on the basis of numerical calculations,
versus various parameters of the model such as the boundary magnetic field or the anisotropy.
1 Preliminary definitions and the algebraic Bethe Ansatz framework
1.1 Definition of the surface free energy
One can diagonalize the HamiltonianH (0.1) within the algebraic Bethe Ansatz approach. For this purpose, one
builds a one-parameter commutative family of operators, the so-called boundary transfer matrix [41]. The latter is
expressed as a trace over a two-dimensional auxiliary space Va labelled by a roman index a of a product of bulk
monodromy matrices Ta(λ), T̂a(λ) and scalar solutions K±a (λ) to the so-called reflection equations [10]:
τ(λ) = tra
[
K+a (λ)Ta(λ)K−a (λ)T̂a(λ)
]
. (1.1)
The bulk monodromy matrices are 2 × 2 matrices in the auxiliary space whose entries are operators acting on the
quantm space h = ⊗Mp=1Vp of the chain. Thus, τ(λ) is also an operator on h = ⊗Mp=1Vp. The bulk monodrmoy
matrices associated with the XXZ chain are built as ordered products of the 6-vertex type R-matrix2
R(λ) =

sinh(λ + η) 0 0 0
0 sinh(λ) sinh(η) 0
0 sinh(η) sinh(λ) 0
0 0 0 sinh(λ + η)
 . (1.2)
This R-matrix can be seen as the matrix representation of an operator acting on a tensor product of two dimensional
vector spaces C2 ⊗ C2. In the following, the subscripts a, b in Rab(λ) mean that it acts non-trivially (ie not as the
identity) solely on the tensor product Va ⊗ Vb, where Va ≃ Vb ≃ C2. Having introduced enough notations, we are
now in position to write the explicit realisation for Ta(λ) and T̂a(λ):
Ta (λ) = RaM (λ − ξM) . . .Ra1 (λ − ξ1) and T̂a (λ) = R1a (λ + ξ1) . . .RMa (λ + ξM) . (1.3)
There ξk represent inhomogeneity parameters. We do stress that the roman index a refers to an auxiliary two-
dimensional space whereas the indices 1, . . . , M refer to the various quantum spaces V1, . . . ,VM associated with
the sites of the chain. As we have already specified, when these indices occur in a matrix, they label the spaces
(auxiliary and quantum) where the latter acts non-trivially.
Lastly, the expression for τ(λ) also involves the diagonal solutions of the reflection equations that have been
first found by Cherednik [10]
K±a (λ) = Ka (λ + η/2 ± η/2; ξ±) with Ka (λ; ξ) =
(
sinh(λ + ξ) 0
0 sinh(ξ − λ)
)
[a]
. (1.4)
These K-matrices can be checked to satisfy
tra
[
K+a (0)
]
= 2 sinh(ξ+) cosh(η) and tra[K−a (0)] = 2 sinh(ξ−) . (1.5)
2which, for further convenience, we chose to write in its polynomial normalization
4
++
+
+ ≡ sinh(u − v + η)
sinh(η) +
−
−
+ ≡ sinh(u − v)
sinh(η) −
−
+
+ ≡ 1
Figure 1: The weights of the 6-vertex model. Here u is attached to the horizontal line and v to the vertical one.
The R-matrix given above satisfies a certain amount of properties. For instance, when the spectral parameter λ is
set to zero, they reduce to permutation operators
Rab(0) = sinh(η)Pab , (1.6)
where Pab is the permutation operator on Va ⊗ Vb. They also fullfill a crossing relation
σ
y
1 R
t1
12(λ − η)σ
y
1 = −R21(−λ) . (1.7)
Above, the superscript t1 in the R-matrix refers to the transposition on the first space. The repeated use of the
crossing relation results in the alternative representation for the boundary transfer matrix,
τ (λ) = (−1)M tra
[
K+a (λ) Ta (λ) K−a (λ)σya T taa (−λ − η)σya
]
. (1.8)
Further, bulding on the identities (1.6)-(1.5), one can show [10] that, in the homogeneous limit (ξk = 0, k =
1, . . . , M), τ (λ) enjoys the properties
τ (0) = tra
[
K+a (0)
]
tra
[
K−a (0)
]
2
[
sinh(η)]2M id and H = J sinh η
τ (0)
d
dλτ (λ)|λ=0 . (1.9)
There id stands for the identity operator on h andH is given by (0.1). As a consequence,
[
τ (−β/N) · τ−1(0)
]N
= e−
H
T ·
(
1 + O
(
N−1
))
with β = J sinh(η)
T
. (1.10)
The above estimates allow one to write a Trotter limit-based representation for the partition function of the open
XXZ spin-1/2 chain in a uniform external magnetic field:
ZM = tr1,...,M
[
e−
H
T
]
with Hh = H − h2T
N∑
k=1
σzk . (1.11)
This representation takes the form
ZM = limN→+∞ tr1,...,M
{[
τ (−β/N) · τ−1(0)
]N M∏
a=1
e
h
2T σ
z
a
}
. (1.12)
We stress that the subscript 1, . . . , M is there to indicate that the traces in (1.12) are taken over all the quantum
spaces Vp, ie over the whole quantum space h of the chain. Equation (1.12) admits a graphical representation
given in Fig. 2. There, the summation over all possible ±-values of the intermediate lines in undercurrent and
periodic boundary conditions are imposed in the vertical direction. The expression for the bulk (resp. boundary)
weights is depicted in Fig. 1 (resp. Fig. 3).
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−β/N
−β/N
−β/N
−η + β/N
−η + β/N
−η + β/N
Figure 2: Graphical representation of the partition function (1.12) at zero overall magnetic field. The M vertical
lines correspond to the quantum spaces of the spins, whereas the 2N horizontal lines joined by the curly end-
curves correspond to the auxiliary space occurring in the definition (1.1) for the boundary transfer matrix. The
bulk weights are represented on Fig. 1 whereas the boundary ones are represented on Fig. 3. Periodic boundary
conditions are imposed in the vertical direction.
+
−
=
sinh(−β/N + ξ−)√
2 sinh ξ−
−
+
=
sinh(β/N + ξ−)√
2 sinh ξ−
+
−
=
sinh(−β/N + η + ξ+)√
2 sinh ξ+ cosh(η)
−
+
=
sinh(β/N − η + ξ+)√
2 sinh ξ+ cosh(η)
Figure 3: The boundary weights of the partition function depicted in Fig. 2.
After some manipulations, as shown in [6], one is able to recast (1.12) as
ZM = lim
N→+∞
{( 2 [sinh(η)]−2M
tra
[
K+a (0)
]
tra
[
K−a (0)
] )N tra1 ,...,a2N [Pa1a2 (−β/N) . . . Pa2N−1a2N (−β/N) M∏
p=1
tq(ξp)
]
|ξk=0
}
. (1.13)
Note that tq(λ) = tr[T qk (λ)] stands for the quantum transfer matrix associated with the quantum monodromy matrix
arizing in the study of the XXZ spin-1/2 periodic chain:
T qk (ξ) = R
ta2N
a2N k(−ξ − β/N) Rka2N−1 (ξ − β/N) . . .R
ta2
a2k(−ξ − β/N) Rka1(ξ − β/N) e
h
2T σ
z
k =
(
A(λ) B(λ)
C(λ) D(λ)
)
[k]
. (1.14)
The quantum transfer matrix tq(λ) acts on the tensor product of 2N two-dimensional spaces Va1 ⊗ · · · ⊗ Va2N . The
alternative expresssion (1.13) for the partition functions also involves the one-dimensional projector
Pab (λ) = K+a (λ)Ptaab K−a (λ) . (1.15)
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We remind that Pab is the permutation operator in Va ⊗ Vb.
It has been argued on the basis of thorough numerical computations, small β analysis and free fermion point
calculations [15, 19] that the eigenspace associated with its highest eigenvalue of the QTM for finite N is one
dimensional. We shall build on this fact and denote by |Ψ0 〉 an associated eigenvector. We denote by Λ0 the
so-called dominant eigenvalue associated to |Ψ0 〉. Then,
ZM = lim
N→+∞
{ (
Λ0
sinh2N(η)
)M
·
(
2
tra
[
K+a (0)
]
tr0
[
K−a (0)
])N · 〈Ψ0 |Pa1a2 (−β/N) . . . Pa2N−1a2N (−β/N) |Ψ0 〉〈Ψ0∣∣∣Ψ0〉 + . . .
}
.
(1.16)
Building on the rigorous approach to thermodynamic limits of partition function (see e.g. the monograph of Ruelle
[40]), it has been argued in [33, 43] that, when computing the thermodynamic (M → +∞) limit of ZM, one can
exchange the order of the N → +∞ limit with the infinite volume M → +∞ one. A consequence of such a fact
would be that, when computing limM→+∞
{(ln ZM)/M}, one can simply drop out all the terms in (1.16) that have
been included in the . . . symbol. Indeed, for a finite Trotter number, all these terms will only produce corrections
that are, for fixed N, exponentially small in M and thus vanish when M → +∞ and N is fixed. We shall not
investigate this question further and simply assume that the exchangeability of limits does hold.
The surface free energy is then defined as the limit of the difference between the free energy of the model
subject to periodic and the one subject to open boundary conditions
e−
fsurf
T ≡ lim
M→+∞
{
ZM ·
(
sinh2N(η)
Λ0
)M}
. (1.17)
In virtue of the previous arguing, the surface free energy for the open spin-1/2 XXZ chain is given by the below
Trotter limit:
e−
fsurf
T = lim
N→+∞
{
e−
f (N)
surf
T
}
where e−
f (N)
surf
T =
〈Ψ0 |Pa1a2 (−β/N) . . . Pa2N−1a2N (−β/N) |Ψ0 〉
〈Ψ0
∣∣∣Ψ0〉 · {tra [K+a (0)] tra [K−a (0)] /2}N (1.18)
The representation for e−
f (N)
surf
T as the expectation value (1.18) constitutes the main result obtained in reference [6].
There, it was also observed that (1.15) is indeed a one-dimensional projector. This can be easily seen as soon as
one observes that the transpose of the permutation matrix is as a one-dimensional projector
Pta
ab = [|+ 〉a|+ 〉b + | − 〉a| − 〉b] · [〈+ |a〈+ |b + 〈 − |a〈 − |b] (1.19)
where | ± 〉a is the canonical spin up/down basis in Va. This structure allows one to factorize the representation for
the surface free energy at finite Trotter number. Indeed, setting
| v 〉 = (|+ 〉a1 |+ 〉a2 + | − 〉a1 | − 〉a2) ⊗ · · · ⊗ (|+ 〉a2N−1 |+ 〉a2N + | − 〉a2N−1 | − 〉a2N ) (1.20)
〈 v | = (〈+ |a1〈+ |a2 + 〈 − |a1〈 − |a2) ⊗ · · · ⊗ (〈+ |a2N−1〈+ |a2N + 〈 − |a2N−1〈 − |a2N ) (1.21)
one recasts e−
f (N)
surf
T as
e−
f (N)
surf
T =
(
2
tr0 [K+ (0)] tr0 [K− (0)]
)N 〈Ψ0 |K+a1 (−β/N) . . .K+a2N−1 (−β/N) | v 〉
〈Ψ0
∣∣∣Ψ0〉
× 〈 v |K−a1 (−β/N) . . .K−a2N−1 (−β/N) |Ψ0 〉 (1.22)
The representation (1.22) will constitute the starting point of our analysis. Indeed, we will establish that each of
the two expectation values occurring in the numerator in (1.22) are related to the partition function of the six-vertex
model with reflecting ends. However, we first need to discuss in more details the construction of the eigenvectors
of the quantum transfer matrix.
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1.2 Eigenvectors of the QTM
The QTM can be diagonalized by means of the algebraic Bethe Ansatz [32, 33]. Indeed, the eigenstates of
tq(ξ) = trk [T qk (ξ) ] are build as a repetitive action of B operators on the pseudo-vacuum
| 0 〉 = |+ 〉a1 ⊗ | − 〉a2 ⊗ . . . ⊗ |+ 〉a2N−1 ⊗ | − 〉a2N . (1.23)
More precisely, one has that
tq(ξ) · B (λL) . . . B (λ1) | 0 〉 = [sinh(η)]2Nτ
(
ξ | {λk}L1
)
· B (λL) . . . B (λ1) | 0 〉 , (1.24)
where
τ
(
ξ | {λk}L1
)
= (−1)N e h2T
L∏
k=1
sinh(ξ − λk − η)
sinh(ξ − λk) ·
(
sinh(ξ + β/N) sinh(ξ − β/N + η)
sinh2(η)
)N
+ (−1)N e− h2T
L∏
k=1
sinh(ξ − λk + η)
sinh(ξ − λk) ·
(
sinh(ξ + β/N − η) sinh(ξ − β/N)
sinh2(η)
)N
(1.25)
is the eigenvalue of tq(ξ) [sinh(η)]−2N associated with this choice of λk’s. The parameters λk are subject to the
Bethe Ansatz equations
−1 = e− hT
L∏
k=1
{
sinh(λp − λk + η)
sinh(λp − λk − η)
}
·
[
sinh(λp + β/N − η) sinh(λp − β/N)
sinh(λp − β/N + η) sinh(λp + β/N)
]N
. (1.26)
Numerical investigations, analysis at the free fermion point and for β small indicate that the dominant eigenvalue
is given by the choice L = N, this for any value of h [20]. What changes, however, is the actual distribution of the
roots. These are located on the purely imaginary axis when h = 0 and occupy regions with a more complicated
shape as soon as h , 0.
From now on, we focus on the solution {λk}N1 describing the dominant eigenvalue. We shall also agree that
|Ψ0 〉 refers to the Bethe Ansatz-issued eigenvector |Ψ0 〉 =
∏N
a=1 B (λa) | 0 〉. As proposed in [29], it is useful to
introduce the function closely related to the exponent of the counting function
â (ω) = e− hT
N∏
k=1
sinh(ω − λk + η)
sinh(ω − λk − η)
[
sinh(ω + β/N − η) sinh(ω − β/N)
sinh(ω − β/N + η) sinh(ω + β/N)
]N
. (1.27)
The â function is iπ-periodic, bounded when ℜ(ω) → ±∞ and such that it has, in the case of generic parameters,
• an Nth-order pole at ω = −β/N ,
• an Nth-order pole at ω = β/N − η ,
• N simple poles at ω = λk + η, k = 1, . . . , N.
It thus follows that 1 + â (ω) has 3N zeroes. N of these are, by construction, the Bethe roots, ie
1 + â (λk) = 0 , k = 1, . . . , N . (1.28)
Numerical analysis and calculations at the free fermion point indicate that the roots for the ground state of the
QTM can all be encircled by a unique loop C that is moreover N independent and such that any additional root
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to 1 + â (ω) = 0 is located outside of this loop [20]. It appears, on a numerical analysis basis, that all these other
roots accumulate around ±η. In the following, we shall build our analysis on the same assumption. We do stress
that all of the above considerations should be accommodated so as to be consistent with the natural iπ periodicity
of the functions involved. Putting all these information together allows one to conclude that the function â solves
the non-linear integral equation
ln â (ω) = − h
T
+ N ln
[
sinh(ω + β/N + η) sinh(ω − β/N)
sinh(ω − β/N + η) sinh(ω + β/N)
]
+
∮
C
θ′(ω − µ) ln [1 + â (µ)] · dµ
2π
. (1.29)
where we have set θ (λ) = i ln [sinh(η − λ)/ sinh(η + λ)]. The contour C encircles the Bethe roots λ1, . . . , λN , the
pole at −β/N but not any other singularity of the integrand. We also remind that, in the derivation of the non-linear
integral equation, one has to make use of the fact that ln[1 + â (ω)] has a zero monodromy around C (the contour
encloses the Nth order pole at −β/N and the N simple zeroes at λ1, . . . , λN of 1 + a(ω)).
1.3 The norm of Bethe states
Under the normalization of the R-matrix that we have chosen, the "norm" of the eigenstates of the QTM admits
the determinant representation [34]:
〈 0 |
N∏
j=1
C(λ j) ·
N∏
j=1
B(λ j)| 0 〉 =
N∏
j=1
{
â ′(λ j)
â(λ j)
·
[
s(λ j, β/N)s(λ j, β/N − η)
]N } ·
N∏
a,b=1
sinh(λa − λb + η)
N∏
a,b
sinh(λa − λb)
·detC
[
I+K
]
.
Here, detC
[
I + K
]
is the Fredholm determinant of the trace class integral operator I + K acting on L2(C ) with the
integral kernel
K
(
ω,ω′
)
=
K(ω − ω′)(
1 + â(ω′))2π where K(λ) = θ′(λ) = i sinh(2η)sinh(λ − η) sinh(λ + η) . (1.30)
Finally, the "norm" formula also involves the shorthand notation
s(λ, µ) = sinh(λ − µ) sinh(λ + µ) . (1.31)
2 Rewriting the expectation values
In this section we first recast the expectation values occurring in (1.22) in terms of a semi-homogeneous limit
of the partition function of the six-vertex model with reflecting ends. As observed by Tsuchiya [49], the latter
admits a determinant representation. A direct calculation of the semi-homogeneous limit through the L’Hôpital
rule is however unadapted for our purpose. Hence, in the second part of this section, we apply the Cauchy
determinant factorization [23, 28] so as to recast the Tsuchiya determinant into a form allowing us to take the
semi-homogeneous limit in an elegant manner. This ultimately leads us to obtain a relatively simple explicit
representation for the finite Trotter number approximant of the surface free energy.
2.1 Relation with the partition function
Proposition 2.1 The expectation values
F − ≡ 〈 v |K−a1 (−β/N) . . . K−a2N−1(−β/N) B (λ1) . . . B (λN) | 0 〉 (2.1)
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and
F + ≡ 〈 0 |C (λ1) . . .C (λN) K+a1(−β/N) . . . K+a2N−1(−β/N) | v 〉 (2.2)
occurring in (1.22) can be recast as
F − = e− Nh2T (0 | C−(−β/N) . . .C−(−β/N)︸                         ︷︷                         ︸
N terms
| 0) and F + = e Nh2T (0 | B+(−β/N) . . .B+(−β/N)︸                         ︷︷                         ︸
N terms
| 0) . (2.3)
There C−, resp. B+, refer to entries of the boundary monodromy matrices of −, resp. +, type:
U−a (λ) = Ta(λ) K−a (λ) T̂a(λ) =
( A−(λ) B−(λ)
C−(λ) D−(λ)
)
[a]
(2.4)
[U+a (λ)]ta = T taa (λ) [K+a (λ)]ta T̂ taa (λ) =
( A+(λ) C+(λ)
B+(λ) D+(λ)
)
[a]
, (2.5)
where
Ta (u) = RaN (u − λN) . . .Ra1 (u − λ1) and T̂a (u) = R1a (u + λ1) . . .RNa (u + λN) . (2.6)
Lastly, we agree upon
|0) =|−)1 ⊗ · · · ⊗ |−)N and |0) =|+)1 ⊗ · · · ⊗ |+)N , (2.7)
with |±)k being the canonical spin up/down basis in the space Vi ≃ C2.
Proof —
Using that B (λ) = k(+ | T qk (λ) |−)k, we get
F − = 〈 v | ⊗ (0 | K−a1 (−β/N) . . .K−a2N−1 (−β/N) R
ta2N
a2N1(−λ1 − β/N) R1a2N−1 (λ1 − β/N) . . .
. . .Rta2
a21(−λ1 − β/N) R1a1(λ1 − β/N) e
h
2T σ
z
1 . . .Rta2
a2N(−λN − β/N) RNa1(λN − β/N) e
h
2T σ
z
N | 0 〉 ⊗ |0)
= 〈 v | ⊗ (0 | Rta2N
a2N1(−λ1 − β/N) . . .R
ta2N
a2N N(−λN − β/N) K
−
a2N−1 (−β/N) R1a2N−1(λ1 − β/N) . . .
RNa2N−1(λN − β/N) . . .K−a1 (−β/N) R1a1(λ1 − β/N) . . .RNa1(λN − β/N)
N∏
k=1
{
e
h
2T σ
z
k
}
· | 0 〉 ⊗ |0) (2.8)
By using (2.6), we reconstruct monodromy matrices in which the Bethe roots {λk}N1 for the ground state of the
quantum transfer matrix play the role of inhomogeneities and −β/N is interpreted as the spectral parameter. This
leads to
F − = e− Nh2T 〈 v | ⊗ (0 | T ta2Na2N (−β/N)K−a2N−1 (−β/N)T̂a2N−1 (−β/N) · · · T
ta2
a2 (−β/N)K−a1 (−β/N)T̂a1 (−β/N) · | 0 〉⊗ |0)
It now remains to compute the partial scalar products involving the even spaces a2k, k = 1, . . . , N. This can be
done thanks to the identity{
a2k−1〈 − | a2k〈 − | + a2k−1〈+ | a2k〈+ |
}
· T ta2ka2k (λ)| − 〉a2k = a2k−1〈 − |Ta2k−1(λ) (2.9)
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Therefore,
F − = e− Nh2T a2N−1〈 − | . . .a1〈 − | ⊗ (0 | U−a2N−1(−β/N) . . .U−a1(−β/N) |+ 〉a2N−1 . . . |+ 〉a1⊗ |0)
= e−
Nh
2T (0 | C−(−β/N) . . .C−(−β/N) | 0) . (2.10)
Very similar steps can be applied so as to re-write F +. Indeed, one can express C (λ) = k(−| T qk (λ) |+)k what
leads to
F + = 〈 0 | ⊗ (0 | Rta2N
a2N1(−λ1 − β/N) R1a2N−1(λ1 − β/N) . . .R
ta2
a21(−λ1 − β/N) R1a1(λ1 − β/N) e
h
2T σ
z
1 . . .
. . .Rta2
a2N(−λN − β/N) RNa1(λN − β/N) e
h
2T σ
z
N K+a1(−β/N) . . . K+a2N−1(−β/N) | v 〉 ⊗ |0)
= e
Nh
2T 〈 0 | ⊗ (0 | Rta2N
a2N1(−λ1 − β/N) . . .R
ta2N
a2N N(−λN − β/N) R1a2N−1(λ1 − β/N) . . .RNa2N−1(λN − β/N)
K+a2N−1 (−β/N) . . .R1a1(λ1 − β/N) . . .RNa1(λN − β/N) K+a1 (−β/N) | v 〉 ⊗ |0)
= e
Nh
2T 〈 0 | ⊗ (0 | T ta2Na2N (−β/N) T̂a2N−1 (−β/N) K+a2N−1 (−β/N)T
ta2N−2
a2N−2 (−β/N)
. . .T ta2a2 (−β/N) T̂a1 (−β/N) K+a1 (−β/N) | v 〉 ⊗ | 0) (2.11)
In the case of F +, one takes the partial scalar products in respect to the odd spaces a2k−1, k = 1, . . . , N. This is
done by means of the identity
a2k−1〈+ |T̂a2k−1(λ)K+a2k−1 (λ)
(
| − 〉a2k−1 | − 〉a2k + |+ 〉a2k−1 |+ 〉a2k
)
=
[
K+a2k (λ)
]ta2k T̂ ta2ka2k (λ) |+ 〉a2k . (2.12)
Therefore,
F + = e Nh2T a2N〈 − | . . . a2〈 − | ⊗ (0 |
[
U−a2N (−β/N)
]ta2N. . . [U−a2(−β/N)]ta2 |+ 〉a2N . . . |+ 〉a2 |0)
= (0 | B+(−β/N) . . .B+(−β/N) | 0) . (2.13)
Thus proving the second identity.
The scalar product in expression (2.1) is depicted on Fig. 4, whereas the first expression in (2.3) is shown in
Fig. 5. Note that we have used the crossing relation so as to recast part of the weights into a canonical form. Note
also that these two figures are related through a reflection across the North-East diagonal. The proof of proposition
2.1 corresponds to an algebraic verification of this symmetry.
2.2 Alternative factorization of the Tsuchiya Determinant
It follows from the previous observations that the two factors F ± can be identified with the partition function of
the six-vertex model with reflecting ends. The latter has been computed, in terms of a determinant, by Tsuchiya
[49]. More precisely, let C− be given by (2.4), then the aforementioned partition function is defined by
ZN
(
{ξa}N1 ; {λk}N1 ; ξ−
)
≡ (0 | C−(ξ1) . . .C−(ξN) |0) . (2.14)
By using the relations provided in [26], it is readily seen that
(0 | B+(ξ1) . . .B+(ξN) |0) =
N∏
a=1
{
sinh(2ξa + 2η)
sinh(2ξa)
}
· ZN
(
{ξa}N1 ; {λk}N1 ; ξ+
)
. (2.15)
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Figure 4: Partition function of the 6-vertex model with a reflecting end. This graph corresponds to the expression
(2.1): the horizontal lines represent the action of the B-operators on the reference state, whereas the open boundary
conditions at the top correspond to the action of the local K-matrices.
The Tsuchiya determinant representation for ZN
(
{ξa}N1 ; {λk}N1 ; ξ−
)
reads
ZN
(
{ξa}N1 ; {λk}N1 ; ξ−
)
=
N∏
a=1
{
sinh(ξ− + λa) sinh(2ξa)
}
·
N∏
a,b=1
{
s(ξa, λb) · s(ξa + η, λb)
}
N∏
a<b
{
s(λb, λa) sinh(ξa − ξb) sinh(ξa + ξb + η)
} · detN [N] . (2.16)
s(λ, µ) has been defined in (1.31) whereas the entries of the matrix N are given by
N jk = sinh(η)
s(ξ j + η, λk)s(ξ j, λk) (2.17)
The antisymmetry properties of the determinant along with its invariance under the transformations
{λa}N1 ֒→ {σaλa}N1 and {ξa}N1 ֒→ {ǫaξa − (ǫa + 1)η/2}N1 for any ǫa, σa ∈ {±} (2.18)
ensures that the singularities present in the denominator of the right hand side effectively cancel out. Taking the
homogeneous limit ξa → −β/N recasts (2.16) in terms of a Wronskian. Such a representation is however not
adapted for our goals. Notwithstanding, by using the Cauchy determinant factorization techniques [23, 28], one
can provide a representation for ZN that cancels out explicitly the apparent singularities at ξk = ξℓ and λa = λb.
Lemma 2.1 The determinant of the matrix N can be decomposed into the below product of determinants
detN [N] =
N∏
a=1
{ 1
sinh(2λa)
}
· detN
[ 1
sinh(ξk − λ j) sinh(ξk + λ j + η)
]
· detN
[
δ jk + U˜ jk
] (2.19)
12
++
+
+
+
+
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− − − −
−λ1 . . . −λN
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−β/N
−β/N
−β/N
−β/N
−η + β/N
−η + β/N
−η + β/N
−η + β/N
Figure 5: Partition function of the 6-vertex model with a reflecting end. This graph corresponds to the first
expression in (2.3): The horizontal lines together with the boundary weight correspond to the action of the C−
operators, and the fixed boundary conditions on the top and the bottom describe the two reference states (0| and
|¯0).
Where the entries of the matrix U˜ jk read
U˜ jk =
sinh(2λk + η)
sinh(λk + λ j) sinh(λ j − λk + η)
N∏
a=1
sinh(λk − λa − η)
N∏
a=1
,k
sinh(λk − λa)
·
N∏
a=1
sinh(λa + λk)
sinh(λa + λk + η)
×
N∏
a=1
sinh(ξa − λk) sinh(ξa + λk + η)
sinh(ξa + λk) sinh(ξa − λk + η) . (2.20)
Proof —
Given the Cauchy matrix
Ck j =
1
sinh(ξk − λ j) sinh(ξk + λ j + η) . (2.21)
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Its inverse has entries
[C−1] jk = 1sinh(ξk − λ j) sinh(ξk + λ j + η)
N∏
a=1
{
sinh(ξa − λ j) sinh(λ j + ξa + η) sinh(ξk − λa) sinh(λa + ξk + η)
}
N∏
a=1
,k
{
sinh(ξa − ξk) sinh(ξk + ξa + η)
} N∏
a=1
, j
{
sinh(λ j − λa) sinh(λ j + λa + η)
} .
It is readily seen that
N∑
p=1
[C−1] jpNpk =
N∏
a=1
sinh(ξa − λ j) sinh(λ j + ξa + η)
N∏
a=1
, j
sinh(λ j − λa) sinh(λ j + λa + η)
· S jk (2.22)
with
S jk =
N∑
p=1
sinh(η)
sinh(ξp − λ j) sinh(ξp + λ j + η)s(ξp, λk)s(ξp + η, λk) ·
N∏
a=1
sinh(ξp − λa) sinh(λa + ξp + η)
N∏
a=1
,p
sinh(ξa − ξp) sinh(ξp + ξa + η)
. (2.23)
Now, note that, on the one hand, the iπ-periodicity of the below integrand leads to
0 =
∮
iπ−strip
dω
4iπ
· sinh(η) sinh(2ω + η)
sinh(ω − λ j) sinh(ω + λ j + η)s(ω, λk)s(ω + η, λk)
N∏
a=1
sinh(ω − λa) sinh(λa + ω + η)
sinh(ξa − ω) sinh(ω + ξa + η) . (2.24)
On the other hand, the integral can be taken by computing the residues located in the iπ-periodic strip. These two
observations show that
S jk = δ jk 1
sinh(2λk)
∏N
a,k sinh(λk − λa) sinh(λa + λk + η)∏N
a=1 sinh(ξa − λk) sinh(λk + ξa + η)
+
1
sinh(λk + λ j) sinh(λ j − λk + η) sinh(2λk)
N∏
a=1
sinh(λk + λa) sinh(λk − λa − η)
sinh(ξa + λk) sinh(ξa − λk + η) . (2.25)
Hence, after replacing S jk in (2.22) by (2.25), pulling out the pre-factors and carrying out a similarity transforma-
tion, we obtain the desired representation.
Proposition 2.2 Let {λa}N1 be a solution of the Bethe equations. Then, the homogeneous limit (ξa → −β/N) of the
partition function admits the below representation:
ZN
(
{−β/N}N1 ; {λa}N1 ; ξ−
)
=
N∏
a=1
{
sinh(−2β/N) sinh(λa + ξ−)
sinh(2λa)
}
·
N∏
a<b
sinh(λa + λb + η)
sinh(λa + λb)
×
N∏
a=1
[
sinh(λa − β/N) sinh(η − λa − β/N)
]N · detN [δ jk + U jk] . (2.26)
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where the matrix U jk reads
U jk =
−e− hT sinh(2λk + η)
sinh(λk + λ j) sinh(λ j − λk + η)
N∏
a=1
sinh(λk − λa + η)
N∏
a=1
,k
sinh(λk − λa)
·
N∏
a=1
sinh(λa + λk)
sinh(λa + λk + η) . (2.27)
Proof —
Using that the parameters {λa}N1 satisfy the Bethe equations, it is readily seen that U˜ jk = U jk. The rest follows
after straightforward algebra.
As follows from proposition 2.2, most of the apparent singularities of ZN can be canceled out by means of
the Cauchy determinant factorization. Yet, in (2.26) there are still apparent singularities at λk = −λ j. These are of
course compensated by the zeroes of the determinant detN
[
δ jk + U jk
]
. However, their presence is problematic in
respect to taking the infinite Trotter number limit. We now factor out these zeroes explicitly.
Lemma 2.2 The below factorisation holds
detN
[
δ jk + U jk
]
=
N∏
p=1
[1 + â(−λp)]
1
2 ·
(
1 + â (0)
1 − â (0)
) 1
4
· eFN({λa}N1 ) , (2.28)
where â has been defined in (1.27) and
FN
(
{λa}N1
)
=
+∞∑
k=0
∮
C1⊃···⊃C2k+1
+∞∑
n=k
[
f̂ (ω2k+1)
]n−k
2n + 1
·
2k+1∏
p=1
Û(ωp, ωp+1) d
2k+1ω
(2iπ)2k+1
−
+∞∑
k=1
∮
C1⊃···⊃C2k
+∞∑
n=k
[
f̂ (ω2k)
]n−k
2n
·
2k∏
p=1
Û(ωp, ωp+1) d
2kω
(2iπ)2k . (2.29)
Above we agree upon ωn+1 ≡ ω1. Also, the integrands contain the function
f̂ (ω) = e− 2hT
N∏
a=1
sinh(λa + ω − η) sinh(λa − ω − η)
sinh(λa + ω + η) sinh(λa − ω + η) (2.30)
as well as the kernel
Û(ω,ω′) = −e
− hT sinh(2ω′ + η)
sinh(ω′ + ω) sinh(ω − ω′ + η)
N∏
a=1
sinh(λa + ω′) sinh(ω′ − λa + η)
sinh(ω′ − λa) sinh(λa + ω′ + η) . (2.31)
Finally, for any p, C1 ⊃ · · · ⊃ Cp are encased contours such that Ck, for k = 1, . . . , p enlaces the roots λ1, . . . , λN
but not the ones that are shifted by ±η.
We would like to stress that the series (2.29) might not be convergent. However, the function eFN ({λa}N1 ) is
well-defined. More precisely, one can take
eFN({λa}N1 ) =
N∏
p=1
[1 + â(−λp)]− 12 ·
(
1 − â (0)
1 + â (0)
) 1
4
· detN
[
δ jk + U jk
]
, (2.32)
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as its definition. It is readily seen by inspection of the zeroes and poles of the right hand side of this equation,
that the left hand side does not have singularities at λ j = −λk. More details about the precise mechanism for this
definition are given in the proof below.
Proof —
Let |κ| be small enough, so that the logarithm of the determinant admits the series expansion
ln detN
[
δ jk + U jk
]
=
+∞∑
n=0
κ2n+1
2n + 1
N∑
p1 ,...,p2n+1
=1
Up1 p2 . . .Up2n+1 p1 −
+∞∑
n=1
κ2n
2n
N∑
p1 ,...,p2n
=1
Up1 p2 . . .Up2n p1 (2.33)
We first derive a recurrence equation that allows one to compute the various traces. Namely, given any p1, p2, p3 ∈
[[ 1 ; N ]] and agreeing upon the shorthand notation λab = λa + λb and λab = λa − λb one gets
N∑
p2=1
Up1 p2Up2 p3 = −e−
2h
T sinh(2λp3 + η)
N∏
a=1
sinh(λp3a + η)
N∏
a=1
,p3
sinh(λp3a)
·
N∏
a=1
sinh(λap3 )
sinh(λap3 + η)
Sp1 p3 . (2.34)
where,
Sp1 p3 =
N∑
p2=1
− sinh(2λp2 + η)
sinh(λp2 p3 ) sinh(λp2 p3 + η) sinh(λp1 p2) sinh(λp1 p2 + η)
N∏
a=1
sinh(λp2a + η)
N∏
a=1
,p2
sinh(λp2a)
·
N∏
a=1
sinh(λap2 )
sinh(λap2 + η)
=
∮
C1
dω
2iπ
− sinh(2ω + η)
sinh(ω + λp3) sinh(ω − λp3 + η) sinh(ω + λp1) sinh(λp1 − ω + η)
N∏
a=1
sinh(λa + ω) sinh(ω − λa + η)
sinh(ω − λa) sinh(λa + ω + η)
− δp1 p3
1
sinh(2λp1 + η)
N∏
a,p1
sinh(λp1a)
N∏
a=1
sinh(λp1a)
N∏
a=1
sinh(λap1 − η)
sinh(λp1a − η)
. (2.35)
Above, the contour C1 encircles all solutions {λa}N1 , but not the ones that are sifted by ±η, ie the sets {λa ± η}N1 .
Thus,
N∑
p2=1
Up1 p2Up2 p3 = f̂ (λp1)δp1 p3 +
∮
C1
−e− hT Û(λp1 , ω) sinh(2λp3 + η)
sinh(ω + λp3 ) sinh(ω − λp3 + η)
dω
2iπ
×
N∏
a=1
sinh(λp3a + η)
N∏
a=1
,p3
sinh(λp3a)
·
N∏
a=1
sinh(λap3)
sinh(λap3 + η)
(2.36)
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When dealing with the contour integral-based term, one can compute the remaining sums over λp1 , λp3 , λp4 . . . , λpn
by a similar contour integral provided that one successively uses an encased contour C1 ⊃ · · · ⊃ Cn. This choice
of contour ensures that the poles at ωp = −ωp+1 do not contribute to the value of the integral. Ultimately, one gets
N∑
p1 ,...,pn
=1
Up1,p2 . . .Upn,p1 =
∮
C1⊃···⊃Cn
n∏
p=1
Û(ωp, ωp+1) · d
nω
(2iπ)n +
N∑
p1,...,pn−2
=1
f̂ (λp1 )Up1 ,p2 . . .Upn−2,p1 . (2.37)
Where we agree upon ωn+1 ≡ ω1.
The induction can be solved and leads, in the even case, to
N∑
p1 ,...,p2n
=1
Up1,p2 . . .Up2n,p1 =
n−1∑
k=0
∮
C1⊃...
···⊃C2(n−k)
[
f̂ (ω2(n−k)) ]k 2(n−k)∏
p=1
Û(ωp, ωp+1) ·
2(n−k)∏
p=1
dωp
2iπ
+
N∑
p1=1
[ f̂ (λp1 )]n . (2.38)
Whereas, in the odd case,
N∑
p1,...,p2n+1
=1
Up1,p2 . . .Up2n+1,p1 =
n−1∑
k=0
∮
C1⊃...
···⊃C2(n−k)+1
[
f̂ (ω2(n−k)+1) ]k 2(n−k)+1∏
p=1
Û(ωp, ωp+1) ·
2(n−k)+1∏
p=1
dωp
2iπ
+
N∑
p1=1
[ f̂ (λp1 )]nUp1 p1 .
(2.39)
Yet,
N∑
p1=1
[
f̂ (λp1 )
]n
Up1 p1 =
∮
C
[
f̂ (ω)
]n
Û (ω,ω) dω
2iπ
+
e−
h
T
2
[
f̂ (0)
]n N∏
a=1
sinh(λa − η)
sinh(η + λa) . (2.40)
It then remains to observe that
f̂ (0) = [ â(0) ]2 and f̂ (λp1 ) = −̂a(−λp1 ) . (2.41)
what leads to
N∑
p1,...,p2n+1
=1
Up1,p2 . . .Up2n+1,p1 =
n∑
k=0
∮
C1⊃...
···⊃C2(n−k)+1
[
f̂ (ω2(n−k)+1) ]k 2(n−k)+1∏
p=1
Û(ωp, ωp+1) · d
2(n−k)+1ω
(2iπ)2(n−k)+1 +
1
2
· [̂a (0) ]2n+1 .
(2.42)
Finally after inserting the two formulae in the trace-like expansion for the determinant, weighting by appropriate
powers of κ and using
ln(1 + x) − ln(1 − x) =
+∞∑
n=1
1 + (−1)n−1
n
xn = 2
+∞∑
n=0
x2n+1
2n + 1
, (2.43)
we are led to the representation
detN
[
δ jk + κU jk
]
=
N∏
p=1
[1 + κ̂a(−λp)] 12 ·
(
1 + κ̂a (0)
1 − κ̂a (0)
) 1
4
· eF (κ)N ({λa}N1 ) , (2.44)
17
where
F (κ)N
(
{λa}N1
)
=
+∞∑
k=0
κ2k+1
∮
C1⊃···⊃C2k+1
+∞∑
n=k
[
κ2 f̂ (ω2k+1)
]n−k
2n + 1
·
2k+1∏
p=1
Û(ωp, ωp+1) d
2k+1ω
(2iπ)2k+1
−
+∞∑
k=1
κ2k
∮
C1⊃···⊃C2k
+∞∑
n=k
[
κ2 f̂ (ω2k)
]n−k
2n
·
2k∏
p=1
Û(ωp, ωp+1) d
2kω
(2iπ)2k . (2.45)
Since the kernel Û and the function f̂ are uniformly bounded on the sequence of integration contours, it is
readily seen that the above series convegres for |κ| small enough. One thus has an equality between holomorphic
functions of κ, in some neighborhood of κ = 0
eF
(κ)
N ({λa}N1 ) =
N∏
p=1
[1 + κ̂a(−λp)]−
1
2 ·
(
1 − κ̂a (0)
1 + κ̂a (0)
) 1
4
· detN
[
δ jk + κU jk
]
. (2.46)
The function in the rhs is an analytic function on the closed unit disk. This thus ensures that the function κ 7→
eF
(κ)
N ({λa}N1 ) is analytic on the closed unit disk. It can thus be continued analytically from a neighborhood of κ = 0
-where it is definitely licit to define it through the formula (2.45)- up to κ = 1. If the series (2.45) is convergent at
κ = 1, then we get the representation (2.28) with FN
(
{λa}N1
)
given by (2.29). Else, the representation (2.28) still
holds but the definition of exp
{FN ({λa}N1 ) } is to be understood in the sense of analytic continuation from an open
neighborhood of κ = 0 up to κ = 1 of the function κ 7→ exp
{
F (κ)N
(
{λa}N1
) }
with F (κ)N
(
{λa}N1
)
defined, for |κ| small
enough, by the series (2.45).
2.3 The representation at finite Trotter number
By putting together all of the previously obtained formulae, one arrives to the below representation for the finite
Trotter number approximant of the surface free energy:
e−
f (N)
surf
T = e
Nh
T
N∏
a=1
sinh(ξ− + λa) sinh(ξ+ + λa)
sinh(ξ−) sinh(ξ+) ·
N∏
a=1
sinh(η)
sinh(2λa + η) ·
N∏
a=1
sinh(−2β/N)
sinh(2λa)
×
N∏
a,b=1
sinh(λa + λb + η)
sinh(λa − λb + η) ·
{∏N
a,b sinh(λa − λb)
N∏
a=1
â ′(λa)/̂a(λa)
}
·
{∏N
a=1
[
1 + â(−λa)]∏N
a,b sinh(λa + λb)
} (
1 + â(0)
1 − â(0)
) 1
2
×
(
sinh(2η − 2β/N)
sinh(2η)
)N
· e
2FN({λa}N1 )
detC
[
I + K
] . (2.47)
3 Taking the infinite Trotter number limit
3.1 Rewriting of the double products
The representation (2.47) constitutes a good starting point for taking the infinite Trotter number limit. For this, as
it is customary in the QTM approach, one should represent all simple and double products over the Bethe roots
for the largest eigenvalue of the QTM in terms of contour integrals involving the function â defined in (1.27).
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Once such a representation is obtained, the infinite Trotter number limit can be easily taken. The purpose of the
proposition below is to provide such a contour integral representation.
Proposition 3.1 The below products admit the alternative representations
N∏
a,b
a,b
sinh(λa − λb) =
N∏
b=1
â ′(λb)
â (λb)
·
{
sinh(η) sinh(−2β/N)
sinh(η − 2β/N)
}N2
·
N∏
a=1
{
sinh(η − λa − β/N)
sinh(η + λa + β/N)
}N
·
(
e−
h
T(
1 + e− hT
)2
)N
exp
{
−2N
∮
C
dω
2iπ
ln[1+ â (ω)] coth (ω + β/N) −
∮
C
dω
2iπ
∮
C ′⊂C
dω′
2iπ
coth′(ω′−ω) ln[1+ â (ω)] ln[1+ â(ω′)]
}
.
(3.1)
Also
N∏
a,b
sinh(λa + λb) = [sinh(−2β/N)]N2 · N∏
b=1
1 + â (−λb)(
1 + e− hT
)2 exp
{
− 2N
∮
C
dω
2iπ
ln[1 + â (ω)] coth (ω − β/N)
}
× exp
{∮
C
dω
2iπ
∮
C ′⊂C
dω′
2iπ
coth′(ω + ω′) ln[1 + â (ω)] ln[1 + â(ω′)]
}
. (3.2)
N∏
a=1
sinh(2λa)
sinh(−2β/N) =
1 + â (0)
1 + e− hT
· exp
{
− 2
∮
C
coth (2ω) ln [1 + â (ω) ] dω
2iπ
}
. (3.3)
Finally,
N∏
a,b=1
sinh(λa + λb + η)
sinh(λa − λb + η) =
{
sinh(η − 2β/N)
sinh(η)
}N2 N∏
a=1
{
sinh(η + λa + β/N)
sinh(η − λa − β/N)
}N
× exp
{
− 2N
∮
C
dω
2iπ
ln
(
1 + â (ω)) [coth (ω − β/N + η) − coth (ω + β/N + η)] }
× exp
{ ∮
C×C
dω
2iπ
dω′
2iπ
ln (1 + â (ω)) ln (1 + â(ω′)) ∂ω∂ω′ ln
(
sinh(ω + ω′ + η)
sinh(ω − ω′ + η)
) }
. (3.4)
The contour C is the one occurring in the non-linear integral equation (1.29). It is such that the poles of the
integrand at ω = ±β/N −η, resp. ω′+ω+η = 0, are all located outside of C , or C ×C , depending on the integral
of interest.
We do stress that the encased contour C ′ ⊃ C corresponds to a small deformation of C such that the poles in
ω′ = ±ω are all always outside of C ′.
Proof —
19
The representation for the fourth product is the easiest to obtain. Namely,
N∑
a,b=1
ln
[
sinh(λa + λb + η)
sinh(λa − λb + η)
]
=
N∑
a=1
∮
C
ln
(
sinh(ω + λa + η)
sinh(ω − λa + η)
)
· â
′(ω)
1 + â (ω)
dω
2iπ
+ N
N∑
a=1
ln
(
sinh(−β/N + λa + η)
sinh(−β/N − λa + η)
)
=
∮
C
ln
(
sinh(ω + ω′ + η)
sinh(ω − ω′ + η)
)
· â
′(ω)
1 + â(ω)
â ′(ω′)
1 + â(ω′)
dωdω′
(2iπ)2 + N
∮
C
ln
(
sinh(ω − β/N + η)
sinh(ω + β/N + η)
)
· â
′(ω)
1 + â (ω)
dω
2iπ
+ N
N∑
a=1
ln
(
sinh(+β/N + λa + η)
sinh(−β/N − λa + η)
)
+ N2 ln
(
sinh(η − 2β/N)
sinh(η)
)
+ N
∮
C
ln
(
sinh(ω + η − β/N)
sinh(ω + β/N + η)
)
· â
′(ω)
1 + â (ω)
dω
2iπ
.
(3.5)
Formula (3.4) then follows after an integration by parts. Doing so is licit in as much as ln′ [1 + â (ω) ] has a
vanishing monodromy along C . Note that the contour C is chosen precisely so that the poles of the integrand in
respect to ω (resp. ω′) at ω ± ω′ + η = 0 mod[iπ] are all located outside of C , this for any ω′ ∈ C (resp. ω ∈ C ).
Next, we consider
S1 (u) =
N∑
a,b=1
ln [sinh(λa + λb + u)] . (3.6)
It is then easy to see that, for u small enough,
S′1 (u) =
N∑
a=1
∮
C
dω
2iπ
coth (λa + ω + u) · â
′ (ω)
1 + â (ω) +
N∑
a=1
N coth (λa − β/N + u) −
N∑
a=1
â ′ (−λa − u)
1 + â (−λa − u)
=
∮
C
dω
2iπ
∮
C ′⊂C
dω′
2iπ
coth(ω + ω′ + u) · â
′ (ω)
1 + â (ω)
â ′(ω′)
1 + â(ω′) + 2N
∮
C
dω
2iπ
coth (ω + u − β/N) · â
′ (ω)
1 + â (ω)
+ N2 coth (u − 2β/N) − N â
′ (β/N − u)
1 + â (β/N − u) −
N∑
a=1
â ′ (−λa − u)
1 + â (−λa − u)
. (3.7)
Above, the contour C ′ is such that it does not encircle the points −ω − u, with ω ∈ C . Taking the integral over u
and carrying out integrations by parts, we obtain
S1(u) =
∮
C
dω
2iπ
∮
C ′⊂C
dω′
2iπ
coth′(ω+ω′+u)·ln[1+̂a (ω)] ln[1+̂a(ω′)] − 2N
∮
C
dω
2iπ
coth (ω + u − β/N)·ln[1+̂a (ω)]
+ C1 + N2 ln
[
sinh (u − 2β/N) ] + N ln[1 + â (β/N − u)] + N∑
a=1
ln[1 + â (−λa − u)] . (3.8)
There C1 is an integration constant that ought to be fixed. Taking u → +∞ in the original representation (3.6), we
get that S1(u) = N2[u− ln(2)] + 2N ∑Na=1 λa + o(1). The same limit can be taken on the level of the representation
(3.8). Indeed, one can always send u → +∞ by deforming it (and the contours C ,C ′ if necessary) from u = 0
along a path that keeps the properties of the contours entering in the double integral unaltered. Then, it remains to
use that, for any fixed z, â(z − u) = e− hT (1 + o(1)), whereas
−
∮
C
ln[1 + â(ω)] · dω
2iπ
=
∮
C
ω
â ′(ω)
1 + â(ω) ·
dω
2iπ
= β +
N∑
a=1
λa . (3.9)
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These, in the u → +∞ limit, lead to
S1(u) = N2(u − ln 2) + 2N N∑
a=1
λa + 2N ln[1 + e−
h
T ] + C1 + o(1) . (3.10)
Thus, in order that the alternative representation (3.8) produces the correct large u asymptotics, one has to set
C1 = −2N ln[1 + e− hT ]. Further, setting u = 0 in (3.8) and using that â (β/N) = 0 leads to equation (3.2).
We now establish the factorization formula (3.1). For this, we introduce
S2 (u) =
N∑
a,b=1
ln [sinh(λa − λb + u)] so that
N∏
a,b
sinh(λa − λb) = lim
u→0
{
eS2(u)
sinhN(u)
}
. (3.11)
Then,
S′2 (u) =
N∑
a=1
∮
C
dω
2iπ
coth (λa − ω + u) · â
′ (ω)
1 + â (ω) +
N∑
a=1
N coth (λa + β/N + u) +
N∑
a=1
â ′ (λa + u)
1 + â (λa + u)
=
∮
C
dω
2iπ
∮
C ′⊂C
dω′
2iπ
coth(ω′ − ω + u) · â
′ (ω)
1 + â (ω)
â ′(ω′)
1 + â(ω′) +
N∑
a=1
â ′ (λa + u)
1 + â (λa + u)
+ N2 coth (u)
+ N
∮
C
dω
2iπ
[
coth (ω + u + β/N) − coth (ω + β/N − u)
]
· â
′ (ω)
1 + â (ω) − N
â ′ (−β/N − u)
1 + â (−β/N − u) . (3.12)
Here, the contour C ′ is such that ω−u lies outside of C ′ for any ω ∈ C . Thus, taking the anti-derivative in respect
to u and then carrying out integrations by parts, one gets
S2 (u) = −
∮
C
dω
2iπ
∮
C ′⊂C
dω′
2iπ
coth′(ω′−ω+u)·ln [1+̂a(ω′)] ln [1+̂a(ω)] + N∑
a=1
ln [1+̂a (λa + u) ] + N2 ln[sinh(u)]
+ C2 + N ln
[
1+ â (−β/N − u) ] − N ∮
C
[
coth (ω + u + β/N)+ coth (ω + β/N − u)
]
· ln [1+ â (ω) ] dω
2iπ
.
(3.13)
The integration constant C2 can be fixed by carrying out much the same reasoning as for S1(u). One gets that
C2 = −2N ln[1 + e− hT ]. It then remains to take the exponent and compute the u → 0 limit as in (3.11). This can be
done by observing that
lim
u→0
{ N∏
a=1
1 + â (λa + u)
sinh(u)
}
=
N∏
a=1
â ′(λa) , (3.14)
as well as
sinhN (u) [1 + â (−u − β/N)] ∼
u→0
e−
h
T
N∏
a=1
sinh(−λa + η − β/N)
sinh(−λa − η − β/N) ·
{
sinh(−η) sinh(u)
sinh(η − 2β/N) sinh(−u)
}N
· [ sinh(−2β/N)]N
→
u→0
(−1)N e− hT
N∏
a=1
sinh(η − λa − β/N)
sinh(η + λa + β/N) ·
{
sinh(η)
sinh(η − 2β/N)
}N
· [ sinh(−2β/N)]N . (3.15)
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Finally, we compute the last product. Setting S3 (u) =
N∑
a=1
ln [sinh(2λa + u)] we get that :
S′3(u) =
∮
C
coth (2ω + u) â
′ (ω)
1 + â (ω)
dω
2iπ
− 1
2
· â
′ (−u/2)
1 + â (−u/2) + N coth (−2β/N + u) . (3.16)
Hence, after an integration in respect to u,
S3(u) = −2
∮
C
coth (2ω + u) ln [1 + â (ω) ] dω
2iπ
+ ln
[
1 + â (−u/2) ] + N ln sinh [(−2β/N + u)] + C3 . (3.17)
The integration constant is fixed by comparing the u → +∞ asymptotics of the two representations for S3(u). One
gets, on the one hand,
S3(u) = 2
N∑
a=1
λa + N(u − ln 2) + o(1) , (3.18)
whereas, on the other hand
S3(u) = 2
( N∑
a=1
λa + β
)
+ ln(1 + e− hT ) + N(u − ln 2 − 2β/N) + C3 + o(1) . (3.19)
This implies that C3 = − ln(1 + e− hT ).
3.2 A smooth representation
Inserting the previous formulae into (2.47) leads to
e−
f (N)
surf
T =
(
sinh(η) sinh(2η − 2β/N)
sinh(η − 2β/N) sinh(2η)
)N exp { − [B̂(ξ+) + B̂(ξ−)]/T }√
1 − [̂a(0)]2
· 1 + e
−h/T
detC
[
I + K
] exp {2FN ({λa}N1 ) + Î } . (3.20)
Above, we have set
B̂(ξ) = −N ln
(sinh(ξ − β/N)
sinh(ξ)
)
− Tδξ ln
(
1 + â(−ξ)) + T ∮
C
ln
(
1 + â (ω)) coth (ω + ξ) dω
2iπ
(3.21)
where we agree that
δξ =
{
1 if − ξ is located inside of the contour C
0 otherwise . (3.22)
Furthermore, we have introduced
Î = 2
∮
C
dω
2iπ
ln
(
1 + â (ω)) [ coth (2ω) + coth (2ω + η) ]
− 2N
∮
C
dω
2iπ
ln
(
1 + â (ω)) [coth (ω + β/N) − coth (ω − β/N) + coth (ω − β/N + η) − coth (ω + β/N + η)]
+
∮
C
dω
2iπ
∮
C ′⊂C
dω′
2iπ
ln
(
1 + â (ω)) ln (1 + â(ω′)) [− coth′(ω−ω′)+ ∂ω∂ω′ ln [sinh(ω + ω′ + η)
sinh(ω − ω′ + η)
]
− coth′(ω+ω′)
]
,
(3.23)
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and we insist that the contour C arizing in the second line is such that the points iπ/2, −η/2 mod[iπ] are outside
of C .
Finally, the function FN
(
{λa}N1
)
is given as in (2.29) with the sole difference that now, the kernel Û, is given
by
Û(ω,ω′) = −e
− hT sinh(2ω′ + η)
sinh(ω + ω′) sinh(ω − ω′ − η) ·
[
sinh(ω′ − β/N) sinh(ω′ + β/N + η)
sinh(ω′ + β/N) sinh(ω′ − β/N + η)
]N
exp
{
−
∮
CU
dτ
2iπ
ln [1 + â (τ) ][ coth(τ + ω′) + coth(ω′ − τ) − coth(τ + ω′ + η) − coth(ω′ − τ + η)]} ,
(3.24)
whereas the function f̂ (ω) is recast in the form
f̂ (ω) = e− 2hT
[
sinh(ω − β/N − η) sinh(ω + β/N + η)
sinh(ω + β/N − η) sinh(ω − β/N + η)
]N
exp
{
−
∮
CU
dτ
2iπ
ln
[
1 + â (τ) ][ coth(τ + ω − η) + coth(ω − τ − η) − coth(τ +ω + η) − coth(ω − τ + η)]} .
(3.25)
The contour CU is such that given any ω′, ω ∈ Cp, where Cp refers to any of the encasted contours introduced in
lemma 2.2, the points
±ω′, ±(ω′ + η) ± (ω′ − η) (3.26)
are not surrounded by CU . The latter loop encircles however the points {λa}N1 as well as the origin.
3.3 Representation for the surface free energy
In order to take the infinite Trotter number limit, one should first send N → +∞ on the level of the non-linear
integral equation for the function â. There N only appears in the driving term which has a well defined N → +∞
limit. It thus appears highly plausible that â→ a where a is the solution to
ln a(ω) = − h
T
+
2J sinh(η)
T
{
coth(ω + η) − coth(ω)} + ∮
C
θ′(ω − µ) · ln [1 + a(µ)] · dµ
2π
. (3.27)
Once the question of the limit of the function â is settled, it is not a problem to send N → +∞ in the above
formulae. One gets
fsurf = B(ξ+) + B(ξ−) − 2βT [ coth(η) − coth(2η)] − 2T · F − T · I
+
T
2
ln[1 − a2reg(0)] + T ln
(
detC [I + K]
)
− T ln [1 + e− hT ] (3.28)
In this representation, we agree upon
B(ξ) = Tβ coth(ξ) − Tδξ · ln [1 + a(−ξ)] + T ∮
C
ln [1 + a(ω)] coth(ω + ξ) · dω
2iπ
. (3.29)
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with δξ as defined in (3.22). areg(0) corresponds to the N → +∞ limit of â(0). We do stress that the Trotter limit
and the ω → 0 limits do not commute for â(ω). In fact, areg(0) corresponds to the regular part of the function a(ω)
at ω = 0, viz.
ln areg(0) = lim
ω→0
[
ln a(ω)+ 2J
T
sinh(η) coth(ω)
]
= − h
T
+
2J
T
cosh(η) +
∮
C
θ′(µ) · ln [1+ a(µ)] · dµ
2π
. (3.30)
Furthermore, one has
I =
∮
C
ln (1 + a (ω))
[
2 coth (2ω) + 2 coth (2ω + η) − 4β coth′(ω) + 4β coth′(ω + η)
] dω
2iπ
+
∮
C
dω
2iπ
∮
C ′⊂C
dω′
2iπ
ln (1 + a (ω)) ln (1 + a(ω′)) [∂ω∂ω′ ln [sinh(ω + ω′ + η)
sinh(ω − ω′ + η)
]
− coth′(ω−ω′)− coth′(ω+ω′)
]
(3.31)
Also, the kernel K is defined as in (1.30) with the sole difference that the function â ought to be replaced by
the function a defined by (3.27). Finally, F is given by
F =
+∞∑
k=0
∮
C1⊃···⊃C2k+1
+∞∑
n=k
[
f (ω2k+1)
]n−k
2n + 1
·
2k+1∏
p=1
U(ωp, ωp+1) d
2k+1ω
(2iπ)2k+1
−
+∞∑
k=1
∮
C1⊃···⊃C2k
+∞∑
n=k
[
f (ω2k)
]n−k
2n
·
2k∏
p=1
U(ωp, ωp+1) d
2kω
(2iπ)2k , (3.32)
The kernel U defining the function F is given by
U(ω,ω′) = −e
− hT sinh(2ω′ + η)
sinh(ω + ω′) sinh(ω − ω′ − η) · exp
{ − 2β[ coth(ω′) − coth(ω′ + η)]}
× exp
{
−
∮
CU
dτ
2iπ
ln
[
1 + a (τ) ] · [ coth(τ + ω′) + coth(ω′ − τ) − coth(τ + ω′ + η) − coth(ω′ − τ + η)]} ,
(3.33)
and the function f (ω) reads
f (ω) = e− 2hT exp
{
− 2β [coth(ω − η) − coth(ω + η)]
}
exp
{
−
∮
CU
dτ
2iπ
ln [1+ a (τ) ] · [ coth(τ+ω′−η) + coth(ω′ − τ−η) − coth(τ+ω′+η) − coth(ω′− τ+η)]} .
(3.34)
The encased contours Cp are as defined in lemma 2.2 whereas the contour CU is such that given any ω′, ω ∈ Cp,
p ∈ N, the points ±ω′,±(ω′ + η)± (ω′ − η) are not encircled by CU . The latter however encircles the region where
the numbers λ1, . . . , λN condensate and, in particular, the origin.
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4 The boundary magnetization
4.1 An integral representation at finite temperature
It follows from general considerations that the boundary magnetization can be obtained from ξ− partial derivatives
of the partition function. More precisely, one has
〈σ1〉T ;M = sinh
2(ξ−)
β
· ∂
∂ξ−
[
ln ZM
]
. (4.1)
Hence, using that
ZM ≃ exp
{
− M fbk
T
− fsurf
T
+ O
( 1
M
)}
(4.2)
and assuming that it is licit to exchange the M → ∞ limit with differentiation, we get that, in the thermodynamic
limit
〈σ1〉T = − sinh
2(ξ−)
J sinh(η) ·
∂
∂ξ−
fsurf . (4.3)
In fact, solely the function B(ξ−) defined in (3.29) gives a non-zero contribution to (4.3):
〈σ1〉T = 1 + T sinh
2(ξ−)
J sinh(η) ·
δξ−a
′(−ξ−)
1 + a(−ξ−) + T
sinh2(ξ−)
J sinh(η)
∮
C
ln [1 + a(ω)]
sinh2(ω + ξ−)
· dω
2iπ
. (4.4)
4.2 Numerics
Building on the previous integral representation, we present numerical calculation issued plots for the boundary
magnetization. We do not attempt a full exploration of the parameter space; our aim is to demonstrate that our
results can be easily implemented by suitable computer programs and that the known T → 0 limit is reproduced
numerically. Therefore we constrain our investigations to one of the possible domains in parameter space, namely
the so-called massive regime (cosh(η) > 1, η ∈ R) of the chain3.
We choose to express quantities in units of J what amounts to setting J = 1 in the numerical analysis.
Also, we found it convenient to recast the parametrization of the boundary magnetic fields in (0.1) as −h±b =
2 sinh η coth ξ±.
We remind that, in the massive regime, it is more practical to consider the rotated counting function am(λ) ≡
a(iλ). The latter satisfies
log am(λ) = − hT +
2
T
sinh2 η
sin(λ) sin(λ − iη) +
∮
C
sinh 2η log(1 + am(ω))
sin(λ − ω + iη) sin(λ − ω − iη) ·
dω
2π
. (4.5)
There, the integration contour C consists of two intervals:
C = [−iα − π/2,−iα + π/2] ∪ [iα − π/2, iα + π/2] ,
since the right and left lateral contours cancel out in virtue of the π-periodicity of the integrands. Finally, the
parameter α < η/2 is a real number which has to be chosen large enough so that all the roots parametrizing the
3The reason for this name is that the model has a finite gap between the (possibly doubly degenerate) ground state and the first excited
states at sufficiently small external magnetic field. The excitations become however massless for sufficiently strong values of h
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dominant eigenvalue of the QTM lie inside the contour. We have solved the integral equation (4.5) by the iteration
method.
Within these new notations, one gets the representation for the boundary spin 〈σz1〉 (4.4)
〈
σz1
〉
= 1 − T sinh
2 ξ−
sinh η
∮
C
log(1 + am(ω))
sin2(ω − iξ−)
· dω
2π
− Tδξ− ·
sinh2 ξ−
sinh η
ia′m(iξ−)
1 + am(iξ−) (4.6)
We remind that δξ− = 1 if ξ− lies inside the contour and δξ− = 0 otherwise. Since it is not convenient to evaluate
derivatives on the numerical level, we have rather used the expression below for a numeric evaluation of the last
term in (4.6)
ia′m(iξ−)
am(iξ−) = 8
sinh2 η
T
sinh(−2ξ− + η)
[cosh(−2ξ− + η) − cosh η]2
−
∮
C
log(1 + am(ω)) 4 sinh 2η sinh(2(ξ− + iω))[cosh(2(ξ− + iω)) − cosh(2η)]2
· dω
2π (4.7)
We numerically evaluated the boundary magnetization as a function of the magnetic fields for different values
of the temperature and for η = 1.5. The choice α = 0.9η/2 appeared appropriate for all the values of T and h
that we have considered. In Fig. 6 we consider one specific point in the parameter space (η = 1.5, T = 1, h = 2,
h−b = 0) and show that indeed there is an interval α∗ < α < η/2 where the numerical result for the boundary
magnetization does not depend on α.
Our plots are shown in Fig. 7, in what concerns 〈σz1〉 as a function of the bulk magnetic field at h−b = 0, and
Fig. 8 in what concerns 〈σz1〉 as a function of the boundary magnetic field at h = 0. We have also added the plots
corresponding to the zero-temperature limit. The latter have been extracted by using the T = 0 representation
obtained in [24, 25, 26].
There arize two values of the external magnetic field in the description of the ground state of the Hamiltonian
(0.1). At h+b = h−b = 0 and for h > h(2)cr = 4(1 + cosh η) the ground state is completely polarized and
〈
σz1
〉
= 1.
Then for h(1)cr ≤ h ≤ h(2)cr , with
h(1)cr = 4 sinh η
∑
n∈Z
(−1)n
cosh(nη) , (4.8)
the model is massless. Then at h+b = h
−
b = 0, the boundary magnetization admits the integral representation:
〈
σz1
〉
= 1 −
q∫
−q
cot(ν − iη/2)g(ν)dν (4.9)
There the function h solves the linear integral equation
g(λ) −
q∫
−q
sinh(2η) · g(τ)
sin(λ − τ + iη) sin(λ − τ − iη) ·
dτ
2π
=
∂
∂s
·
{ sinh(η)
π sin(λ + s + iη/2) sin(λ + s − iη/2)
}
|s=0 . (4.10)
Note that the endpoint of integration q ∈ [ 0 ; π/2 ] is defined as the solution to the equation ǫ0(q) = 0, where
the dressed energy ǫ0 is given by the solution to the integral equation:
ǫ0(λ) −
q∫
−q
sinh(2η)
sin(λ − τ + iη) sin(λ − τ − iη)ǫ0(τ) ·
dτ
2π
= h − 2J sinh
2(η)
sin(λ + iη/2) sin(λ − iη/2) . (4.11)
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Figure 6: In this figure we demonstrate the dependence of the numerical results on the parameter α, which de-
scribes the position of the integration contours. Here we consider one example with η = 1.5, T = 1 and h = 2.
The integral has been discretized into Np = 20 and Np = 100 points. The theoretical requirement is that α < η/2
and α should be big enough so that the contour encircles all the Bethe roots of the Quantum Transfer Matrix.
In the present case the first singularities appear around α ≈ 0.47. Note that numerical errors arise also around
α = η/2 = 0.75, however their magnitude decreases with growing Np. The numerical value of the boundary
magnetization is 〈σz1〉 = 0.356912, and it changes less than 10−6 in the middle regime, even with Np = 20.
One has q = 0 for h = h(2)cr and q = π/2 for h = h(1)cr . At h = h(1)cr , the model starts to become massive and, for any
0 < h < h(1)cr , one should set q = π/2 in (4.10) and (4.11). In such a case, the integral equation (4.10) becomes
explicitly solvable via Fourier transformation. The boundary magnetization is then given by (4.9) with q = π/2.
In this case, one can compute it in a closed form, this for any value of the boundary magnetic field h−b [24]:
〈
σz1
〉
= 1 + 2(1 − r)2
∞∑
ℓ=1
(−1)ℓe2ℓη
(1 − e2ℓηr)2 where
h−b
2
=
1 + r
1 − r · sinh η . (4.12)
In Fig. 9 we plot results for the general situation with both the bulk and the boundary magnetic field present
(here we fix the temperature to T = 1).
In Fig. 10 we also plotted the boundary magnetization as a function of the anisotropy parameter η, in the
case of the ground state (T = 0) and also in a finite temperature situation (T = 0.5). In the latter case our data
is limited to smaller values of η, because our simple iteration algorithm loses its good convergence properties at
higher values of the ratio cosh(η)/T .
4.3 Low-T expansion of the boundary dependent part
Proposition 4.1 In the massless regime of the chain η = −iζ with ζ ∈ ] 0 ; π [, the boundary field dependent
integral given by (3.29) admits the low-T asymptotic behavior
B(ξ) = Tβ coth(ξ) +
∫
Cξ
coth(λ + ξ + iζ/2)ε(λ) · dλ
2iπ
+ i
πT 2
12ε′0(q)
· sinh(2ξ + iζ)
sinh(q + ξ + iζ/2) sinh(q − ξ − iζ/2) + O(T
4) . (4.13)
where
Cξ = [−q ; q ] ∪ Γ(−iζ/2 − ξ) if 0 < −ℑ(ξ) < ζ/2
Cξ = [−q ; q ] otherwise . (4.14)
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Figure 7: The boundary magnetization as a function of the bulk field h, for different fixed temperatures (η = 1.5
and h−b = 0). The zero-temperature result is given by equation (4.9). The properties of the ground state change at
the two critical values h1cr = 2.6585 and h2cr = 13.410.
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Figure 8: The boundary magnetization as a function of the boundary field h−b , for different fixed temperatures
(η = 1.5 and h = 0). The zero-temperature result is given by equation (4.12).
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Figure 9: The boundary magnetization as a function of the boundary field h−b , for different bulk fields (η = 1.5
and T = 1).
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Figure 10: The boundary magnetization as a function of the anisotropy parameter η, for different boundary mag-
netic fields. The bulk field is set to h = 0. The zero-temperature result depicted in Fig. 10(a) is calculated using
equation (4.12).
Furthermore, we denote by Γ(z) a small counterclockwise loop around z.
Proof —
In order to obtain the low-T expansion of the boundary field dependent part of the surface free energy, we first
need to obtain the first few terms of the low-T asymptotic expansion of the function a. In the massless regime,
within the parametrization η = −iζ with 0 < ζ < π, the non-linear integral equation satisfied by this function takes
the form
ln a(ω) = −e0(ω − iζ/2)
T
+
∮
C
dµ
2π
K(ω − µ) · ln [1 + a(µ)] . (4.15)
Here we agree upon
e0(λ) = h − 2J sin
2(ζ)
sinh(λ + iζ/2) sinh(λ − iζ/2) and K(µ) =
sin(2ζ)
sinh(µ + iζ) sinh(µ − iζ) . (4.16)
The integration contour C can be chosen as depicted in Fig. 11. There α < min(ζ/2, (π−ζ)/2), and is large enough
so that the contour C encircles all the roots describing the dominant eigenvalue.
We assume that we are in the anti-ferromagnetic regime of the chain meaning that the magnetic field is not
sufficiently strong enough so as to polarize the chain to the ferromagnetic state, namely
0 < h < hc with hc =
2J sin2(ζ)
sin2(ζ/2) = 8J cos
2(ζ/2) . (4.17)
In such a situation, the function e0(λ) admits two (symmetric) zeroes ±q0 on R. Moreover it satisfies
e0 |]−q0 ;q0 [ < 0 and e0 |R\[−q0 ;q0 ] > 0 . (4.18)
We would like to analyse the behavior of the solution a(ω) at low temperatures. There, it appears that the dominant
contribution at T → 0 (up to O(T∞) corrections) will stem from the line R+ iζ/2. It is apparent from the previous
discussion that the contour C↑ can be readily deformed towards this line for ζ ∈ ] 0 ; π/2 ].
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RC↑ = −R + iα
C↓ = R − iα
Figure 11: Contour C for the non-linear integral equation for a in the massless regime.
Indeed, suppose that 0 < ζ < π/2. One expects that, at low-temperatures, a(ω) = O(T∞) whenever ω belongs
to the region encircled by the curve C that moreover lies strictly in the lower-half plane. The function of ω defined
by the integral∫
C
θ′(ω − µ) ln [1 + a(µ)]dµ
2π
(4.19)
can be analytically continued from ω lying inside of C up to ω ∈ R + iζ/2. One can even deform the integration
contour C↑ up to R + iζ/2. Then, agreeing upon
ε(λ) ≡ −T ln [a(λ + iζ/2)] for λ ∈ R , (4.20)
we are lead to the below integral equation
ε(λ) = e0(λ) + T
∫
R
dµ
2π
K(λ− µ) · ln [1+ e− ε(µ)T ] − T ∫
R
dµ
2π
K(λ− µ+ iζ/2+ iα) · ln [1+ a(µ− iα)] . (4.21)
One should, in fact, choose α in such a way that a(µ − iα) = O(T∞) uniformly in µ ∈ R, this in the (L1 ∩ L∞)(R)
sense. This condition should be checked a posteriori once that a has been computed. If its holds, this means
that the low-T analysis of the non-linear integral equation reduces to the one of an equation quite close to the
Yang-Yang equation
ε(λ) = e0(λ) + T
∫
R
K(ω − µ) · ln [1 + e− ε(µ)T ] · dµ
2π
+ O(T∞) . (4.22)
Although it is unclear to us how such a deformation procedure would work for ζ ∈ ] π/2 ; π [, we shall nonethe-
less work under the hypothesis that this can be done. In other words, we shall assume that equation (4.22) holds
for the whole regime 0 < ζ < π and that the power-law part of the T → 0 asymptotics contribution stemming from
integrations of analytic functions versus ln
[
1+ a(λ)] along C always issues from a deformation of the contour C↑
to R + iζ/2.
The equation (4.22) resembles to the Yang-Yang equation [53]. Techniques for extracting the low-T asymp-
totic behavior of its solution are well known [15, 29]. A rigorous approach to the extraction of the low-T asymp-
totic expansion of the solution to the Yang-Yang equation has been given in [35]. The setting of this last paper
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can be directly applied here when π/2 ≤ ζ < π, as then K(λ) < 0 for λ ∈ R. For 0 < ζ < π/2, the change in
the sign of Lieb’s kernel K breaks certain properties used in [35]. However, one can still compute the asymptotic
expansion on a formal level, by assuming the a priori existence thereof. Independently of the value of ζ we shall
give a formal derivation of the asymptotic expansion. Hence, we assume that, just as e0, ε admits two roots q̂ (±)
on R. Likewise, we shall take for granted that
ε|] q̂ (−) ;̂q (+) [ < 0 whereas ε|R\[ q̂ (−) ;̂q (+) ] > 0 . (4.23)
It follows from (4.21), by slightly shifting α if necessary, that ε(λ) is holomorphic in some open neighborhood of
the real axis. The size of this neighborhood does not depend on T . Thus, according to the results of lemma A.1,
one has
T
∫
R
K(ω−µ)·ln [1+e− ε(µ)T ]·dµ
2π
= −
q̂(+)∫
q̂(−)
K(ω−µ)ε(µ)dµ
2π
+
π2T 2
12π
{
K(λ − q̂ (+))
ε′(̂q (+)) −
K(λ − q̂ (−))
ε′(̂q (−))
}
+ O(T 4) . (4.24)
In other words, the function ε solves the integral equation
ε(λ) +
q̂ (+)∫
q̂ (−)
K(ω − µ) ε(µ)dµ
2π
= e0(λ) + π
2T 2
12π
{K(λ − q̂ (+))
ε′(̂q (+)) −
K(λ − q̂ (−))
ε′(̂q (−))
}
+ O(T 4) . (4.25)
There, the O(T 4) is in (L1 ∩ L∞)(R). We assume that ε admits the low-T asymptotic expansion
ε(λ) = ε0(λ) + Tε1(λ) + T 2ε2(λ) + O(T 3) (4.26)
and that q̂ (±) → ±q in the T → 0 limit. It is easy to see that, under such assumptions, ε0 solves the linear integral
equation
ε0 (λ) +
q∫
−q
K(λ − µ) ε0 (µ) dµ2π = e0(λ) with q fixed by the condition ε0(±q) = 0 . (4.27)
In other words, as one could have expected, ε0 is to be identified with the dressed energy of the particle/hole type
excitations above the ground state of an open XXZ spin-1/2 chain at finite magnetic field h. Note that, when
π/2 < ζ < π, one can use the techniques developed in [35] so as to prove the unique solvability of (4.27) for ε0
and q. Equations (4.26) and (4.25) allow one to fix the dependence of the endpoints q̂ (±) on T . Namely,
0 = ε(̂q (±)) = ε0(±q) + (̂q(±) ∓ q)ε′0(±q) + Tε1(±q) + O
(
T 2 + (̂q (±) ∓ q)2) . (4.28)
Hence (̂q (±) ∓ q) goes to zero at least as T (this if ε1(±q) , 0, otherwise it goes to zero even faster, ie at least
as T 2). Inserting the above expansion (4.28) into the linear integral equation (4.25) and keeping terms that are at
most a O(T 2), we get
q̂ (+)∫
q̂ (−)
K(ω−µ)ε(µ)dµ
2π
=
q∫
−q
K(ω−µ)ε(µ)dµ
2π
+ (̂q (+)−q)K(ω−q̂ (+))ε(̂q
(+))
2π
− (̂q (−)+q)K(ω−q̂ (−))ε(̂q
(−))
2π
+ O((̂q (±)∓q)2) .
(4.29)
31
The first two terms vanish since ε(̂q (±)) = 0. Hence, the corrections stemming from the displacement of the
endpoints in respect to ±q produce at most O(T 2) corrections in (4.24). As a consequence ε1 = 0. This means
that, in fact, the corrections stemming from the displacement of the endpoints are at least a O(T 2). Hence, as
follows from (4.29), they generate O(T 4) corrections in (4.24). After rearranging all of the expansions, we get that
ε(λ) = ε0(λ) + T
2π
12ε′0(q)
{
R(λ, q) + R(λ,−q)
}
+ O(T 4) , (4.30)
where R(λ, µ) is the kernel of the resolvent operator to I + K/(2π), ie (I − R/(2π)) · (I + K/(2π)) = I.
In order to access to the low-T asymptotic behavior of B(ξ) given in (3.29), just as in our analysis of the
non-linear integral equation for the function a, we first deform the upper part of the contour to R + iζ/2 and, if
necessary, slightly shift upwards the lower part of the contour. Upon applying lemma A.1, this leads to
B(ξ) = Tβ coth(ξ) − Tδξ ln [1 + e− ε(−iζ/2−ξ)T ] +
q̂ (+)∫
q̂ (−)
coth(λ + ξ + iζ/2)ε(λ) dλ
2iπ
− π
2T 2
2iπ6
{
coth(̂q (+) + ξ + iζ/2)
ε′(̂q (+)) −
coth(̂q (−) + ξ + iζ/2)
ε′(̂q (−))
}
+ O(T 4) . (4.31)
One can simplify the logarithm using that
ℜ[ε(−iζ/2 − ξ)] < 0 for 0 < −ℑ(ξ) < ζ/2
ℜ[ε(−iζ/2 − ξ)] > 0 otherwise
. (4.32)
Also, the endpoints q̂(±) can be replaced by ±q since the former deviated from the latter by O(T 2) corrections and
one also has that ε(̂q(±)) = 0. This leads to
B(ξ) = Tβ coth(ξ) + T1A(ξ)ε(−iζ/2 − ξ)T +
q∫
−q
coth(λ + ξ + iζ/2) ε(λ) dλ
2iπ
+ i
πT 2
12ε′0(q)
{
coth(q + ξ + iζ/2) + coth(q − ξ − iζ/2)
}
+ O(T 4) . (4.33)
Where 1A represents the indicator function of the set A = {z ∈ C : 0 ≤ −ℑ(z) < ζ/2}. It is clear on the level of
the expansion (4.33) that the second term can be recast as a contour integral leading to (4.13).
We can now apply the previous proposition so as to obtain the low-temperature expansion for the boundary
magnetization. Indeed, inserting the low-T asymptotic expansion of B in the reconstruction formula (4.3) for 〈σz1〉
one gets
〈
σz1
〉
= 1 + sinh
2(ξ−)
Ji sin(ζ)
∫
Cξ−
ε0(λ)
sinh2(λ + ξ− + iζ/2)
· dλ
2iπ
+ T 2
π sinh2(ξ−)
12J sin(ζ)ε′0(q)
· ∂
∂ξ−
sinh(2ξ− + iζ)
sinh(q + ξ− + iζ/2) sinh(q − ξ− − iζ/2) + O(T
4) . (4.34)
One can check that the T = 0 limit in this above expansion does reproduce the expression obtained in [26]
at finite magnetic field h. Indeed, let us recast the first line of (4.34) in the language of that paper. One can first
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carry out an integration by parts. The boundary terms coming from an integration along [−q ; q ] vanish since
ε0(±q) = 0 whereas the contour integral Γ(−iζ/2 − ξ−), should it be present, has no boundaries. Thus∫
Cξ−
sinh(ξ−)ε0(λ)
sinh2(λ + ξ− + iζ/2)
· dλ = −
∫
Cξ−
[
∂λε0(λ)] sinh(ξ−) · coth(λ + ξ− + iζ/2) · dλ (4.35)
One then has that
sinh(ξ−) cosh(λ + ξ− + iζ/2) = cosh(ξ−) sinh(λ + ξ− + iζ/2) − sinh(λ + iζ/2) . (4.36)
Clearly, the first term in the r.h.s. of (4.36) will only have a vanishing contribution to the integral so that
〈
σz1
〉
|T=0 = 1 −
sinh(ξ−)
J2π sin(ζ)
∫
Cξ−
ε′0(λ) sinh(λ + iζ/2)
sinh(λ + ξ− + iζ/2) · dλ . (4.37)
It is easy to check that ε′0(λ) solves the linear integral equation
ε′0(λ) +
q∫
−q
K(λ − µ)ε′0(µ)
dµ
2π
= −2πJ sin(ζ) ∂
∂λ
( sin(ζ)
π sinh(λ + iζ/2) sinh(λ − iζ/2)
)
. (4.38)
The so-called inhomogeneous density of Bethe roots in the ground state ρ(λ; ξ) which was used in [26], satisfies
the linear integral equation
ρ(λ; ξ) +
q∫
−q
K(λ − µ)ρ(λ; ξ)dµ
2π
=
sin(ζ)
π sinh(λ − ξ) sinh cosh(η)(λ − ξ − iζ) . (4.39)
Thence
∂ξρ(λ; ξ) |ξ=−iζ/2 =
ε′0(λ)
2πJ sin(ζ) , (4.40)
and, upon substitution, we get
〈σ1〉T=0 = 1 −
∫
Cξ−
sinh(ξ−) sinh(λ + iζ/2)
sinh(λ + ξ− + iζ/2)
∂
∂ξ
ρ(λ; ξ)
|ξ=−iζ/2
dλ . (4.41)
which is precisely the representation found in [26].
Conclusion
In this paper we have studied the so-called boundary magnetization of an XXZ spin-1/2 chain subject to diagonal
boundary fields on each of its boundaries. Starting from a representation for its finite Trotter number approximant
obtained by Göhmann, Bortz and Frahm [6] we have recast it as a product of partition functions of the six-vertex
model with reflecting ends. Using the determinant representations of the latter partition functions obtained by
Tsuchiya [49] along with the Cauchy determinant factorization trick [23, 28] we have been able to recast the
resulting expression into a form that allowed us to take the infinite Trotter number limit explicitly. We then
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applied our result to the computation of the boundary magnetization at finite temperature. In such a way, we were
able to check that the zero temperature limit of our result does reproduce the known integral representations for〈
σz1
〉
and also to draw some curves for the latter quantity in the massive regime.
A natural continuation of our study would be to address the question of building an effective approach to the
computation of the correlation functions in models subject to diagonal boundary conditions at finite temperature.
Such a work would provide one with the boundary analog of the representations obtained in [20] and an extension
of the representations for the correlation functions at T = 0K obtained in [26, 27].
It would also be interesting to confront the predictions issuing from the thermodynamic Bethe Ansatz with
our results. The full boundary free energy has not yet been obtained in the latter approach. More precisely,
certain boundary magnetic field independent terms (which are expected to arize see [39, 50, 51]) have not yet
been considered in the case of the spin chain. It is in fact not clear whether the thermodynamic Bethe Ansatz
in its present setting is capable of providing the full boundary free energy. A less ambitious problem would be
to consider the boundary magnetization in the framework of thermodynamic Bethe Ansatz. Indeed, as opposed
to the full free energy, the boundary magnetization is typically given by simple integrals and not by a series of
multiple integrals. Therefore, the comparison to our present results is probably a manageable task. We leave these
problems for further research.
Lastly, it would be desirable to extract the low-T behavior of the surface free energy directly out of its rep-
resentation (3.28). For the simple and double integrals, this can be done rather straightforwardly following the
standart method of low-T asymptotic analysis. Yet, the series of multiple integrals characterizing the function F
(3.32) poses serious problems for extracting the low-T asymptotic analysis. We expect that all terms of the series
will contribute to the leading orders, and thus a more refined method of low-T asymptotic analysis, possibly in the
spirit of [28], should be implemented.
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A Low-temperature behavior of integrals
In this appendix, we briefly recall a lemma that allows one to carry out the asymptotic analysis of integrals
involving the function ln[1 + a(ω)] integrated versus some regular function. This lemma can be proven along the
lines given in [35].
Lemma A.1 Assume that
• u is holomorphic in a neighborhood U of R,
• u has two simple zeroes q̂ (±) in U and ℜ[u(λ)] −→
ℜ(λ)→+∞
+∞ with λ ∈ U;
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• ln
[
1 + e−
u(λ)
T
]
is holomorphic on U.
• for any k, e− u(λ)T = T kO (λ−∞) uniformly in ℜ (λ) → ±∞ in U.
For any function f holomorphic on U with a polynomial growth along ℜ (λ) → ±∞ in U, f = O(λk), k ∈ N
one has
∫
R
f (λ) ln
[
1 + e−
u(λ)
T
]
dλ = − 1
T
q̂ (+)∫
q̂ (−)
f (λ)u(λ) · dλ + π
2T
6
{ f
u′
(̂
q (+)
) − f
u′
(̂
q (−)
)}
+ O(T 3) . (A.1)
We stress that the O is uniform in respect to any auxiliary parameter over which f depends. If the l.h.s. in
(A.1) is integrable in respect to this parameter so is the r.h.s. In such a case, the O(T 3) remains unaffected by such
an integration.
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