Abstract. We consider infinitary two-player perfect information games defined over graphs of configurations of a pushdown automaton. We show how to solve such games when winning conditions are Boolean combinations of a Büchi condition and a new condition that we call unboundedness. An infinite play satisfies the unboundedness condition if there is no bound on the size of the stack during the play. We show that the problem of deciding a winner in such games is EXPTIME-complete.
Introduction
Infinite two-player games with perfect information are one of the central notions in verification and in theory of automata on infinite words and trees. The result on existence of finite memory strategies for games with Muller conditions is a necessary ingredient of most automata constructions [13, 15, 17] . The other important results are those describing ways of solving a game, i.e., finding out from which vertices a given player has a winning strategy [16, 20] . The mucalculus model checking problem is an instance of a game solving problem [9, 8, 7] . The construction of discrete controllers can be also reduced to the problem of solving games [1] .
In the most standard setting of verification and synthesis one uses just finite games. Still the model of pushdown games has attracted some attention [12, 2, 10, 11, 4, 5, 14, 18] . In this model a graph of a game is given by a configuration graph of a pushdown automaton. Such games are more suitable to model phenomena like procedure invocation because stack is explicitly present in the model. Standard, Muller or parity winning conditions, are very useful and natural for the applications mentioned above. Their expressiveness is also satisfactory as any game with S1S definable (i.e. regular) winning conditions can be reduced to a game with Muller or parity conditions. As noted in [6] for pushdown games the situation changes and there exists "natural winning conditions exploiting the infinity of pushdown transition graphs".
We propose a new winning condition for pushdown games that we call unboundedness: an infinite play satisfies the unboundedness condition if there is no bound on the size of the stack during the play. We consider Boolean combinations of this condition and the parity condition, for example, a condition saying that a stack is unbounded and some state appears infinitely often. We characterize conditions for which there is a strategy with finite memory for both players. We show that the problem of deciding a winner in pushdown games with Boolean combinations of Büchi and unboundedness conditions is EXPTIME-complete (in the size of the automaton defining the game graph).
Research reported here was motivated by the paper of Cachat, Duparc and Thomas [6] . They consider the same class of games as we do here, but only a single winning condition: some configuration repeats infinitely often on the play. The negation of this condition is "strict stack unboundedness": every configuration appears only finitely often on the play. While "strict unboundedness" is a more restrictive condition than unboundedness, we show that the two are equivalent if considered in disjunction with a parity condition. In particular, in a pushdown game, a position is winning with unboundedness condition if and only if it is winning with strict unboundedness condition.
As mentioned above, numerous verification and synthesis problems are reducible to the problem of solving games. Hence, the algorithms that we propose here can be used to extend the class of properties that can be model checked or for which synthesis is possible. To give a simple example, our algorithms can be used to solve the problem of checking that on every path of a given pushdown system where the stack is unbounded some LTL property holds.
In summary we show the following results.
(1) For every Boolean combination of conditions "states from a given set appear infinitely often" and "unboundedness", there is an EXPTIME-algorithm deciding who is the winner in a given configuration (Theorem 1). (2) For the conditions of the form "parity or unboundedness" from every configuration one of the players has a memoryless winning strategy (Theorem 3). (3) In the games with the condition "states from a given set appear infinitely often" and "unboundedness" player 0 may need infinite memory in order to win. Hence it is a rare case of a game which is algorithmically tractable but does not admit finite memory strategies (Example on page 97).
Due to the page limit we have decided to put just representative fragments of the proofs into this paper. The complete proofs can be found in [3] . The proof methods in all the cases are reductions to finite graphs of exponential size (in the size of the pushdown system) but with a constant number of colors [18, 19] . It is not evident how to use the elegant method from [11] if only because of non-existence of memoryless strategies as demonstrated in the example on page 97.
Definitions
Infinite two-player games. An infinite two-player game on a finite or infinite
is a partition of V . The set of vertices V 0 describes the positions for player 0, and V 1 those for player 1. Whereas Acc defines the infinitary winning condition. In figures, we will denote positions of player 0 by ovals and those of player 1 by squares.
Two players, player 0 and player 1, play on G by moving a token between vertices. A play from an initial position p 0 ∈ V 0 proceeds as follows : player 0 moves the token to a new position p 1 ; then the player to whom p 1 belongs, makes a move reaching p 2 and so on. Similarly, we define a play starting in V 1 , where player 1 begins. If one of the players cannot make a move, the other player wins. Otherwise, the play is infinite and results in an infinite path p = p 0 p 1 p 2 . . . ∈ V ω in the game graph. Player 0 wins if p ∈ Acc, otherwise player 1 is the winner.
Pushdown systems.
A pushdown system is a tuple A = Q, Γ, ∆ where Q is a finite set of states, Γ is a finite set of stack symbols, and
is the transition relation. A configuration of A is a pair (q, u) with q ∈ Q and u ∈ Γ * . It denotes a global state of the pushdown system which consists of a control state and a contents of the stack; the top of the stack is described by the first letter of the word u. A pushdown system A defines an infinite graph, Gr (A) called pushdown graph whose nodes are the configurations of A and the edges are defined by the transitions, i.e., from a node (p, au) we have edges to:
Observe that any configuration with an empty stack has no successors. The degree of every node is finite and bounded by |Q|(1 + |Γ |).
Pushdown games. We have mentioned above that a pushdown system A = Q, Γ, ∆ defines a pushdown graph Gr (A) = V, E . Now suppose that we have a partition (Q 0 , Q 1 ) of Q and an acceptance condition Acc ⊆ V ω . These allow to define a pushdown game V, V 0 , V 1 , E, Acc where:
Strategies, winning positions and determinacy. A strategy for player 0 is a function σ : 
In this case player 0 is said to follow the strategy σ, during the play p. A strategy σ is winning for player 0 from a position p 0 if all the plays beginning in p 0 and respecting σ are winning. A position p 0 is winning for player 0 if he has a winning strategy from p 0 . By W 0 (G) we denote the set of winning positions for player 0 in the game G. Similarly we define strategies and the set W 1 (G) of the winning positions for player 1.
Let σ be a memoryless strategy for player 0 in an infinite two-player game G = V, V 0 , V 1 , E, Acc . Strategy σ defines a game where only player 1 plays:
Note that all the plays in G(σ) are winning for player 0. A strategy with a memory M is a tuple σ = ϕ, up, m 0 where :
Intuitively m 0 is an initial state of the memory, up is a function that updates the memory according to the moves played, and ϕ is a function giving the next move depending on the memory of the play so far and the current position.
The memory update function is extended to sequences of positions as follows: up * (m, ) = m and up
Thus a strategy with memory σ is defined by :
Winning conditions. In this paper we consider winning conditions that are be boolean combinations of parity and unboundedness conditions. The unboundedness winning condition Acc U says that there is no bound on the size of the stack during the play. A parity winning condition Acc Ω depends on a coloring function Ω : Q → {0 . . . d} extended to positions of pushdown games by
An infinite path v is winning for player 0 if in the sequence
. . . the smallest color appearing infinitely often is even. Formally, we have :
Conditional pushdown games. From a pushdown game G we can define for any subset R ⊆ Q a conditional game G(R) where the winning plays for player 0 and player 1 are the same as those in G, except for the plays reaching a configuration of the form (q, ε) (i.e. a configuration with the empty stack). A play reaching (q, ε) is declared winning for player 0 in G(R) iff q ∈ R.
Solving Games: Boolean Combinations of Büchi and Unboundedness
Consider a pushdown game G defined by a pushdown system Q, Γ, ∆ and a partition of states (Q 0 , Q 1 ). We assume here that we have a priority function Ω : Q → {0, 1}. The conditions we are interested in are in one of the four forms:
where Acc Ω stands for the complement of Acc Ω and similarly for Acc U . These four cases cover all possible Boolean combinations of Acc Ω and Acc U as, for example, the condition Acc Ω ∩Acc U = Acc Ω ∪ Acc U is just the winning condition for player 1 in the game with condition Acc Ω ∪ Acc U . The main result of the paper is: (1) is EXPTIME-complete.
Theorem 1. The problem of deciding a winner from a given position in a given pushdown game with conditions as in

Büchi Union Unboundedness
We present a solution for pushdown games with a condition Acc U ∪ Acc Ω where the range of Ω is {0, 1}. Given a pushdown game G with states labelled with priorities 0 and 1 we want to decide whether player 0 has a strategy to make the stack unbounded or see states labelled 0 infinitely often. To this end we construct a finite-state Büchi game G with coloring on edges as follows :
The positions of the game are as in the picture for every Intuitively, a play in G gives a compact description of a play in G. A node (p, a, R 0 , R 1 ) stands for a position (p, au) in G where we require that if a is popped then player 0 wins only if the control state reached when popping a is in R 0 or R 1 depending whether a configuration of priority 0 was visited in the meantime. This explains the edges to tt and ff . If in G there is a push(q, b) move from (p, au) then player 0 has to determine the new returning sets R 0 and R 1 associated with the configuration (q, bau), that is the control states that he considers "safe" when b is eventually popped. This choice can be considered as a choice of a strategy. Now, player 1 can agree that the chosen vertices are safe and allow to play the push move. Otherwise he can challenge the choice and pick a state q from R 0 or R 1 . This corresponds to a non push edge.
The following theorem shows the correspondence between G and G. Note that the connection uses conditional pushdown games.
Theorem 2. For an unboundedness union Büchi winning condition, for every
This theorem provides an algorithm to decide whether a configuration of the form (q, a) is winning in a conditional pushdown game. Using methods from [14] we can obtain a description of all the winning positions. The proof of the theorem will follow from Lemmas 3 and 6.
Reciprocal Implication
We take a memoryless winning strategy σ 0 for player 0 in G. We assume that the strategy is winning from every winning vertex for player 0. We will construct a winning strategy for player 0 in G. Every path in G( σ 0 ) is winning. Hence for a position π there is a finite number of edges of priority 1 that can be reached from π without taking an edge labeled by 0. Let h(π) be this number.
We start with a technical definition which describes what game positions (q, b, S 0 , S 1 ) can appear after a given position π. The winning strategy σ 0 provides a compact description of a strategy in G. If σ 0 suggests a push move then in G the same move can be taken. If it suggest a move to tt, then player 0 has to "reconstruct" the play and for this he needs returning sets and a stack as an extra memory. The memory consists of the sequences of nodes from G. The initial memory is the sequence with one element (q, a, R, R).
Definition 1. We say that a pair of sets of states
(S 0 , S 1 ) is selected for a position π = (p, a, R 0 , R 1 ) and q ∈ Q, b ∈ Γ , denoted (S 0 , S 1 ) ∈ sel (π, q, b) if there exist q ∈ Q, S 1 , S 1 ⊆ Q such that in G( σ 0 ) there is a sequence: π → CS(p, a, R 0 , R 1 , q , b) → CM (p, a, R 0 , R 1 , q , b, S 0 , S 1 ) → (q , b, S 0 , S 1 ) and (q, b, S 0 , S 1 ) is reachable from (q , b, S 0 , S 1 ) without passing through a push edge. A pair (S 0 , S 1 ) is 1-selected, denoted (S 0 , S 1 ) ∈ sel 1 (π, q, b), if
Definition 2.
We define a strategy σ 0 using σ 0 as follows. Suppose that the current position in the play in G is (q n , a n . . . a 1 ) and the current memory is m = π n . . . π 1 where
Moreover if q n ∈ Q 0 then we put:
where we set π n−1 = (p, a n−1 , R
). Moreover if q n ∈ Q 0 then we take some p ∈ R n Ω(p) with Ω(p) = 0 if possible, and define: (q n , a n . . . a 1 )) = (p, a n−1 . . . a 1 ) 
For all other cases the update function and the strategy function are undefined.
The next definition and lemma state the invariants that are true when player 0 follows the strategy σ 0 . Assume that the stack is bounded. As, by Lemma 1, the size of memory at a position is the same as the size of stack at this position, we have that there is a size of memory that is infinitely repeated. Let N be the smallest size infinitely repeated. Therefore, there is a sequence of positions i 1 , i 2 , . . . such that |m ij | = N for all index i j and such that |m k | ≥ N for all k ≥ i 1 . By contradiction assume that only states of priority 1 appear infinitely often. Therefore, there is some k such that after i k only states colored by 1 are visited. By Lemma 2, we have that h(m ij ) > h(m i (j+1) ) for all j ≥ k. As < is well-founded, it is not possible. Therefore the Büchi condition is satisfied.
. . π 1 and m is consistent. Moreover we have h(m ) ≤ h(tail(m)). If m is proper and Ω(p) = 1 then h(m ) < h(tail(m)), in addition if tail(m) is proper then m is proper. Lemma 2. Consider two positions i < j such that |m
i | = |m j | and such that |m k | ≥ |m i | for all i ≤ k ≤ j
. We have that h(m i ) ≥ h(m j ). If only states of priority 1 appear between i and j then we have that h(m i ) > h(m j
).
Direct Implication
Let σ 1 be a memoryless strategy for player 1 in G. We assume that σ 1 is winning from all the positions winning for player 1. We translate σ 1 into a strategy with memory for player 1 in G. The memory consists of the sequences of nodes from G. The initial memory is the sequence with one element (q, a, R, R) .
Every path in G( σ 1 ) is winning for player 1, hence for every position π in it, there is a finite number of positions of priority 0 that can be reached. Let h(π) be this number. For a position π = (p, a, R 0 , R 1 ) in G we define two sets:
We define a strategy σ 1 using σ 1 as follows. Suppose that the current position of the play in G is (q n , a n u) and the current state of memory is m = π n . . . π 1 where
If q n ∈ Q 1 then additionally we define:
and pop(p) ∈ δ(q n , a n ) we set:
otherwise. If q n ∈ Q 1 then we take p with π n−1 of the first kind if possible, if not then of the second kind and define
For all other cases the update function and the strategy function are not defined. (p, ca n . . . a 1 ). The updated memory is m = (p, c, S 0 , S Ω(p) )π n . . . π 1 and it The strategies we obtain from the above proof are not memoryless. It turns out that they can be memoryless. Let us state the following more general theorem proved together with Hugo Gimbert.
Definition 5. Consider a memory
m = π n . . . π 1 where π i = (q i , a i , R i 0 , R i 1 ) for i = 1 . . . n. We say that m is consistent if all π i are positions of G( σ 1 ) and R i+1 0 = Q\T 0 (π i ) and R i+1 1 = Q\T 0 (π i ) or R i+1 1 = Q\T 1 (π i ) for i = 1, . . . , n−1. We say that m is glued if R n 0 = R n 1 . The height of m is h(m) = h(π n ). The size of m, denoted |m| is n, i.e.,
is consistent. We have that h(m ) < h(m). In addition, if Ω(p)
= 0 then m is glued. (p, a n−1 . . . a 1 ). The updated memory is m = (p, a n−1 , R n−1 0 , R)π n−2 .
. . π 1 and it is consistent. Moreover, if m is glued or Ω(p) = 0, then h(m ) < h(tail(m)) and m is glued. Otherwise, we have that h(m ) ≤ h(tail(m)
)
Theorem 3.
In a game with a Acc U ∪ Acc Ω winning condition, from each position one of the players has a memoryless winning strategy. Moreover, the winning memoryless strategy for player 0 guarantees that no configuration appears infinitely often on the play or the parity condition is satisfied.
In particular the theorem says that unboundedness and strict unboundedness conditions are equivalent.
Büchi and Unboundedness
In this section we consider pushdown games with the condition: "green states appear infinitely often and the stack is unbounded". Formally, we have a priority function Ω assigning to the states of the game priorities 0 or 1. The set of winning paths is:
Fix a pushdown game G defined by a pushdown system Q, Γ, ∆ , a partition of states (Q 0 , Q 1 ) and a priority function Ω : Q → {0, 1}. We will solve this game by reducing it to a finite game. The following example hints why we do the reduction in two steps. The example shows that in games with Acc(Ω ∧ U ) condition, all the strategies for player 0 may need infinite memory. ⊥, push(q, a)), (q, a, push(q, a) ), (q, a, pop(q)), (q, a, pop(p))} From state p on letter ⊥ the automaton pushes a and goes to state q. Then it can push and pop letters a until it decides to change state back to p. If it arrives at p with a stack other than ⊥, it is blocked.
We assume that all the states belong to player 0, i.e., Q 0 = Q and Q 1 = ∅. We take the Büchi condition Ω(p) = 0 and Ω(q) = 1. Thus Acc(Ω ∧ U ) is the set of plays where the stack is unbounded and state p is visited infinitely often, which in this case means that the stack must contain only ⊥ infinitely often. Therefore in order to win player 0 needs to go from the configuration (p, ⊥) to a configuration (q, a i ⊥) and back to (p, ⊥) repeatedly for bigger and bigger i. It is easy to see that any such strategy requires infinite memory as being in the configuration (p, ⊥) player 0 needs to memorize which height he wants to reach next.
Finally note that in the same pushdown game but with strict unboundedness condition instead of unboundedness, player 0 has no winning strategy.
Because of the complications presented in the example, the first step in solving G is to reduce it to another pushdown game G * as depicted below. This game has two modes so as to let player 1 to verify that player 0 can win the play in mode B with the Büchi condition or in mode U with the unboundedness condition. Only Player 1 can change the mode and he can do it anytime. However if he changes it infinitely often, he looses. finitely many visits of B mode and (p 1 , u 1 )(p 2 , u 2 ) · · · ∈ Acc(U ); or -there are infinitely many i such that K i = B and K i+1 = U .
The following theorem states the correctness of the reduction. The game G * can be reduced to a finite game G in a similar way as we did in the previous section [3] .
Conclusions
In the framework of pushdown games we have introduced a new condition expressing the fact that the stack is unbounded. This condition is similar to, and in our opinion more natural than, the strict unboundedness condition from the paper of Cachat, Duparc and Thomas [6] . We have shown nevertheless that player 0 has a winning strategy with one condition iff he has one with the other. This property extends to the case when these conditions are considered in union with a parity condition. It stops being true for conditions of the form Acc Ω ∩ Acc U .
We have proved that the problem of solving a pushdown game with boolean combinations of Büchi and unboundedness conditions is EXPTIME-complete. Unfortunately, we were able to fit just parts of proofs of two cases into the page limit. The complete proofs can be found in [3] .
The proofs give strategies that are implementable using a stack. This is useful as such strategies are finitely described, and could be used for instance to define a controller.
We have given methods to decide the winner from a given position, but only from one that has just one letter on the stack. One may be interested in having a uniform version, that is a full description of the set of winning positions. Using techniques of [14] one deduces from our algorithm an alternating automaton recognizing the set of winning positions, which is in fact a regular language. One may also note that this alternating automaton gives a method to define strategies using a stack for any winning position.
Finally, let us comment on the restriction to Büchi and co-Büchi winning conditions. We believe that the method presented here works for all parity conditions and we hope to include the proof in the journal version of this paper. Nevertheless we think that the Büchi/co-Büchi case is sufficiently interesting as these kinds of conditions are enough to encode LTL and CTL properties.
