Convergence of percolation on uniform quadrangulations with boundary to
  SLE$_{6}$ on $\sqrt{8/3}$-Liouville quantum gravity by Gwynne, Ewain & Miller, Jason
Convergence of percolation on uniform quadrangulations with
boundary to SLE6 on
√
8/3-Liouville quantum gravity
Ewain Gwynne
MIT
Jason Miller
Cambridge
Abstract
Let Q be a free Boltzmann quadrangulation with simple boundary decorated by a critical (p = 3/4)
face percolation configuration. We prove that the chordal percolation exploration path on Q between
two marked boundary edges converges in the scaling limit to chordal SLE6 on an independent
√
8/3-
Liouville quantum gravity disk (equivalently, a Brownian disk). The topology of convergence is the
Gromov-Hausdorff-Prokhorov-uniform topology, the natural analog of the Gromov-Hausdorff topology
for curve-decorated metric measure spaces. We also obtain an analogous scaling limit result for face
percolation on the uniform infinite half-plane quadrangulation with simple boundary. Our method of proof
is robust and, up to certain technical steps, extends to any percolation model on a random planar map
which can be explored via peeling.
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1 Introduction
1.1 Overview
1.1.1 Percolation
Let G be a graph and p ∈ [0, 1]. Recall that site (resp. bond) percolation on G with parameter p ∈ [0, 1] is
the model in which each vertex (resp. edge) of G is declared to be open independently with probability p. A
vertex (resp. edge) which is not open is called closed. If G is a planar map (i.e., a graph together with an
embedding into the plane so that no two edges cross), one can also consider face percolation, equivalently site
percolation on the dual map, whereby each face is open with probability p and closed with probability 1− p.
We refer to [Gri99,BR06] for general background on percolation.
Suppose now that G is an infinite graph with a marked vertex v. The first question that one is led to ask
about percolation on G, which was posed in [BH57], is whether there exists an infinite open cluster containing v,
i.e. a connected set of open vertices, edges, or faces (depending on the choice of model). For p ∈ [0, 1], let φ(p)
be the probability that there is such an open cluster containing v and let pc = sup{p ∈ [0, 1] : φ(p) = 0} be the
critical probability above (resp. below) which there is a positive (resp. zero) chance there is an infinite open
cluster containing v. The value of pc is in general challenging to determine, but has been identified in some
special cases. For example, it is known that pc = 1/2 for both bond percolation on Z
2 and for site percolation
on the triangular lattice [Kes82]. As we will explain below, pc has also been identified for a number of random
planar map models.
The next natural question that one is led to ask is whether the percolation configuration at criticality
(p = pc) possesses a scaling limit, and this is the question in which we will be interested in the present work.
For percolation on a two-dimensional lattice when p = pc, the interfaces between open and closed clusters
are expected to converge in the scaling limit to Schramm-Loewner evolution (SLE)-type curves [Sch00] with
parameter κ = 6. The reason for this is that the scaling limits of these percolation interfaces are conjectured
to be conformally invariant (attributed to Aizenman by Langlands, Pouliot, and Saint-Aubin in [LPSA94])
with crossing probabilities which satisfy Cardy’s formula [Car92]. The particular value κ = 6 is obtained since
this is the only value for which SLE possesses the locality property [LSW01], which is a continuum analog of
the statement that the behavior of a percolation interface is not affected by the percolation configuration
outside of a sub-graph of the underlying lattice until it exits that sub-graph. This conjecture has been proven
in the special case of site percolation on the triangular lattice by Smirnov [Smi01]; see [CN08] for a detailed
proof of the scaling limit result and [HLS18] for a proof of convergence in the so-called natural parametrization.
The proof of [Smi01] relies crucially on the combinatorics of site percolation on the triangular lattice and does
not generalize to other percolation models.
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In this paper we will prove scaling limit results for percolation on random planar maps and identify the limit
with SLE6 on
√
8/3-Liouville quantum gravity, equivalently, SLE6 on a Brownian surface. Statistical mechanics
models on random planar maps and deterministic lattices are both of fundamental importance in mathematical
physics. Indeed, both are well-motivated in the physics literature and both possess a rich mathematical
structure. Many questions (e.g., scaling limit results for random curves toward SLE) can be asked for both
random planar maps and deterministic lattices, and it is not in general clear which setting is easier. There are
scaling limit results which have been proven for models on deterministic lattices but not random planar maps
(e.g., the convergence of Ising model interfaces to SLE3 [Smi10] or, prior to this paper, the convergence of
percolation to SLE6) or for random planar maps but not deterministic lattices (e.g., the convergence of self-
avoiding walk to SLE8/3 [GM16a] or peanosphere scaling limit results [DMS14,She16b,KMSW15,GKMW18]).
We will focus on the particular model of face percolation on a random quadrangulations. (We will discuss
the universality of the scaling limit in Section 8 in detail in the setting of site percolation on triangulations.)
Critical probabilities for several percolation models on random planar maps are computed in [AC15], building
on ideas of [Ang03,Ang05]; in particular, pc = 3/4 for face percolation on random quadrangulations. The
fact that pc = 3/4 and not 1/2 is related to the asymmetry between open and closed faces: open faces are
considered adjacent if they share an edge, whereas closed faces are considered adjacent if they share a vertex.
See [Ric15,MN14] for the computation of pc for other planar map models.
One useful feature of percolation on random planar maps is the so-called peeling procedure which allows
one to describe the conditional law of the remaining map when we explore a single face. For face percolation
with open/closed boundary conditions, the peeling process gives rise to a natural path from the root edge to
the target edge which we call the percolation exploration path (see Section 1.2.2 for a precise definition of
this path). The peeling exploration path is closely related to, but not in general identical to, the percolation
interface from the root edge to the target edge; see Section 3.4 for further discussion of this relationship. In
the special case of site percolation on a triangulation the percolation exploration path is the same as the
percolation interface.
1.1.2 Limiting object: SLE6 on
√
8/3-Liouvlle quantum gravity
For γ ∈ (0, 2), a γ-Liouville quantum gravity (LQG) surface is (formally) the random surface parameterized by
a domain D ⊂ C whose Riemannian metric tensor is eγh(z) dx⊗ dy, where h is some variant of the Gaussian
free field (GFF) on D and dx⊗ dy is the Euclidean metric tensor. This does not make rigorous sense since
h is a distribution, not a function. However, it was shown in [DS11] that one can make rigorous sense of
the volume form associated with a γ-LQG surface, i.e. one can define a random measure µh on D which is a
limit of regularized versions of eγh(z) dz where dz is the Euclidean volume form (see [RV14] and the references
therein for a more general approach to constructing measures of this form). Hence a γ-LQG surface can be
viewed as a random measure space together with a conformal structure.
In the special case when γ =
√
8/3, it is shown in [MS15b,MS16a,MS16b], building on [MS16d,MS15a,
MS15c], that (D,h) can also be viewed as a random metric space, i.e., one can construct a metric dh on D
which is interpreted as the distance function associated with eγh(z) dx⊗ dy. For certain special √8/3-LQG
surfaces introduced in [DMS14, She16a], the metric measure space structure of a
√
8/3-LQG surface is
equivalent to a corresponding Brownian surface. In particular, the Brownian map, the scaling limit of the
uniform quadrangulation of the sphere [Le 13,Mie13], is equivalent to the quantum sphere. Also, the Brownian
half-plane, the scaling limit of the uniform quadrangulation of the upper-half plane H in the Gromov-Hausdorff
topology [GM17d,BMR16], is equivalent to the
√
8/3-quantum wedge. Finally, the Brownian disk, the scaling
limit of the uniform quadrangulation of the disk D [BM17], is equivalent to the quantum disk.
The metric measure space structure of a
√
8/3-LQG surface a.s. determines the conformal structure [MS16b],
so we have a canonical way of embedding a Brownian surface into C. This enables us to define an independent
SLE6 on the Brownian map, half-plane, and disk as a curve-decorated metric measure space by first embedding
the Brownian surface into C to get a
√
8/3-LQG surface and then sampling an independent SLE6 connecting
two marked points. The canonical choice of parameterization is the so-called quantum natural time with respect
to this
√
8/3-LQG surface, a notion of time which is intrinsic to the curve decorated quantum surface [DMS14].
See Section 2.3 for more on
√
8/3-LQG surfaces and their relationship to SLE6 and to Brownian surfaces.
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1.1.3 Scaling limit
The main theorem of this paper (stated precisely as Theorem 1.2 below) says that the exploration path
associated with face percolation on a random quadrangulation with simple boundary between two marked
edges converges in the scaling limit to SLE6 on the
√
8/3-LQG disk, equivalently SLE6 on the Brownian disk.
The topology of convergence is given by the Gromov-Hausdorff-Prokhorov-uniform (GHPU) metric introduced
in [GM17d]. The GHPU metric is the natural analog of the Gromov-Hausdorff metric for curve-decorated
metric measure spaces: two such spaces are close in this metric if they can be isometrically embedded into a
common metric space in such a way that the spaces are close in the Hausdorff distance, the measures are
close in the Prokhorov distance, and the curves are close in the uniform distance. We also deduce from this
finite-volume scaling limit result an analogous infinite-volume scaling limit result for face percolation on a
uniform quadrangulation of H toward SLE6 on the
√
8/3-LQG wedge, equivalently SLE6 on the Brownian
half-plane.
Recall that the results of [MS15b,MS16a,MS16b] allow one to give a definition of SLE6 on a Brownian
surface. The main result of the present paper says that this definition agrees with the scaling limit of percolation
on random planar maps, which implies that this is the correct definition of SLE6. It is also not difficult to
see that the conformal structure imposed on Brownian surfaces by the results of [MS15b,MS16a,MS16b] is
characterized by the property that it embeds the scaling limit of percolation as constructed in the present
paper to SLE6 on an independent
√
8/3-LQG surface. Indeed, this follows because any homeomorphism which
takes an SLE6 to an SLE6 must be conformal. From this perspective, the results of the present paper can
be interpreted as implying that the conformal structure from [MS15b,MS16a,MS16b] imposed on Brownian
surfaces is the correct one. (A similar conclusion also follows from the main results of [GM16a], which show
that the aforementioned embedding is the one which maps the scaling limit of self-avoiding walk on a random
quadrangulation to an independent SLE8/3.)
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Figure 1: An illustration of the dependencies between results which lead to the main theorem of the present
paper, which is the blue box at the bottom of the figure. See also [BMR16] for another proof that the UIHPQ
converges to the Brownian half-plane.
A major problem in the theory of LQG is to show that certain random planar map models conformally
embedded into the plane converge in the scaling limit to γ-LQG, e.g., in the sense that the counting measure
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on vertices converges to the γ-LQG area measure. So far, this type of convergence has been proven only in
the case of the so-called mated-CRT maps [GMS17].
The results of this paper have applications to this problem in the case of uniform random planar maps.
Indeed, one can define an embedding of a random planar map into the plane by matching crossing probabilities
for percolation on the planar map to crossing probabilities for SLE6. This embedding is called the Cardy
embedding after Cardy’s formula for such crossing probabilities [Car92,Smi01]. Convergence of the map under
the Cardy embedding to
√
8/3-LQG is closely related to certain quenched scaling limit results for percolation
on a random planar map toward SLE6 on
√
8/3-LQG (i.e., scaling limit results for the conditional law of the
percolation given the map). Proving such a quenched scaling limit result amounts to showing that any finite
number N of independent (given the planar map) percolation explorations converge to N independent SLE6
curves on the same
√
8/3-LQG surface. The present paper shows that the exploration associated with a single
percolation configuration converges. There is current work in preparation by Holden and Sun, building on
the present paper as well as their various joint works with other authors, which will extend this result to get
convergence of N independent percolation configurations and deduce from this that Cardy-embedded uniform
triangulations converge to
√
8/3-LQG.
1.1.4 Remarks on proof strategy
Our method of proof is robust in the sense that it does not rely on the particular random planar map or
percolation model, provided one has certain technical inputs. As we will explain later, one (roughly) only
needs to know that the boundary length processes associated to the percolation exploration converge to their
continuum counterpart and that the corresponding planar map model with the topology of the disk converges
to the Brownian disk. The main reason that we focus on the case of face percolation on a quadrangulation of
the disk is that this latter step has been carried out for quadrangulations [GM17c]. In Section 8, we will give a
precise statement of a conditional result in the setting of site percolation on a random triangulation, assuming
the statement that triangulations with simple boundary converge to the Brownian disk (this statement will be
proven in forthcoming work by Albenque, Sun, and Wen).
We only consider chordal percolation exploration paths and chordal SLE6 in this paper, but with some
additional work our methods can be extended to obtain analogous scaling limit theorems for radial or whole-
plane percolation exploration paths. Likewise, we expect that our results can be extended to obtain a scaling
limit statement for the full collection of percolation interfaces toward a conformal loop ensemble [She09] with
κ = 6. See Section 1.4 for more details.
A key tool in our proof is a characterization theorem for chordal SLE6 on a Brownian disk which is
proven in [GM17a] and re-stated as Theorem 2.7 below. Roughly speaking, this result says that if (H˜, d˜, µ˜, η˜)
is a random curve-decorated metric measure space such that (H˜, d˜, µ˜) is a Brownian disk, (H˜, µ˜, η˜) differs
from an SLE6 on a Brownian disk via a curve- and measure-preserving homeomorphism, and the connected
components of H˜ \ η˜([0, t]) for each t ≥ 0 equipped with their internal metrics are independent Brownian disks,
then η˜ is an independent chordal SLE6 on (H˜, d˜, µ˜). We also use the scaling limit result for free Boltzmann
quadrangulations with simple boundary toward the Brownian disk [GM17c] and some properties of SLE6 on
the quantum disk proved in [GM17b].
We will prove tightness of the face percolation exploration path on a free Boltzmann quadrangulation
with simple boundary in the GHPU topology (which amounts to showing equicontinuity of the percolation
exploration path since we already know the scaling limit of the underlying map), then check that every
subsequential limit satisfies the hypotheses of this characterization theorem.
Although our proof relies on the theory of SLE and LQG, in the form of the characterization result
Theorem 2.7 to prove uniqueness of subsequential limits, most of our arguments can be read without any
knowledge of SLE or LQG if one takes this characterization theorem plus a few other results as a black box.
Acknowledgements We thank Nina Holden, Scott Sheffield, and Xin Sun for helpful discussions. J.M.
thanks Institut Henri Poincare´ for support as a holder of the Poincare´ chair, during which part of this work
was completed.
1.2 Preliminary definitions
In this subsection we recall the definitions of the objects involved in the statements of our main results.
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1.2.1 Quadrangulations with simple boundary
A quadrangulation with boundary is a (finite or infinite) planar map Q with a distinguished face f∞, called
the exterior face, such that every face of Q other than f∞ has degree 4. The boundary of Q, denoted by ∂Q,
is the smallest subgraph of Q which contains every edge of Q adjacent to f∞. The perimeter of Q is defined
to be the degree of the exterior face. We note that the perimeter of a quadrangulation with boundary is
necessarily even.
We say that Q has simple boundary if ∂Q is simple, i.e. it only has vertices of unit multiplicity. In this
paper we will only consider quadrangulations with simple boundary.
For such a quadrangulation Q, a boundary path of Q is a path β from [0,#E(∂Q)]Z (if ∂Q is finite) or Z
(if ∂Q is infinite) to E(∂Q) which traces the edges E(∂Q) of ∂Q (counted with multiplicity) in cyclic order.
Choosing a boundary path is equivalent to choosing an oriented root edge on the boundary. This root edge is
β(0) and is oriented toward β(1). In the finite boundary case the periodic boundary path is the path obtained
by extending β to be #E(∂Q)-periodic on Z.
For n ∈ N and l ∈ N, we write QS (n, l) for the set of pairs (Q, e) where Q is a quadrangulation with
simple boundary having 2l boundary edges and n interior vertices and e is an oriented root edge in ∂Q. By
convention, we consider the trivial quadrangulation with one edge and no interior faces to be a quadrangulation
with simple boundary of perimeter 2 and define QS (0, 1) to be the set consisting of this single quadrangulation,
rooted at its unique edge. We define QS (0, l) = ∅ for l ≥ 2.
We define the free Boltzmann partition function by
Z(2l) :=
8l(3l − 4)!
(l − 2)!(2l)! , Z(2l + 1) = 0, ∀l ∈ N, (1.1)
where here we set (−1)! = 1.
Definition 1.1. For l ∈ N, the free Boltzmann distribution on quadrangulations with simple boundary
and perimeter 2l is the probability measure on
⋃∞
n=0QS (n, l) which assigns to each element of QS (n, l) a
probability equal to 12−nZ(2l)−1.
It is shown in [BG09] that Z(2l) =
∑∞
n=0 12
−n#QS (n, l), so that the free Boltzmann distribution is indeed
a probability measure.
The uniform infinite half-plane quadrangulation with simple boundary (UIHPQS) is the infinite rooted
quadrangulation (Q∞, e∞) with infinite simple boundary which is the Benjamini-Schramm local limit [BS01]
in law of the free Boltzmann quadrangulation with simple boundary as the perimeter tends to∞ [CM15,CC15].
When we refer to a free Boltzmann quadrangulation with perimeter 2l =∞, we mean the UIHPQS.
1.2.2 Critical face percolation on quadrangulations with simple boundary
In this subsection we give a brief description of the percolation exploration path of critical face percolation on a
quadrangulation with simple boundary; see Section 3.3 for a precise definition and Figure 2 for an illustration.
Let (Q, e) be a quadrangulation with simple boundary of perimeter 2l ∈ 2N ∪ {∞}. A critical face
percolation configuration on Q is a random function θ from the set of quadrilaterals q of Q to the set
{white, black} such that the values θ(q) are i.i.d. Bernoulli random variables which equal white with probability
3/4 and black with probability 1/4. We say that q is white or open (resp. closed or black) if θ(q) = white (resp.
θ(q) = black).
Let lL, lR ∈ N with lL+ lR = 2l or let lL = lR =∞ in the case when l =∞. The percolation peeling process
of (Q, e, θ) with lL-white/lR-black boundary conditions is the algorithm for exploring (Q, e, θ) described as
follows. If l <∞, we choose a target edge e∗ in such a way that the clockwise (resp. counterclockwise) arc
of ∂Q from e to e∗ contains exactly lL (resp. lR) vertices; or if l =∞ let e∗ =∞. We impose white/black
boundary conditions by attaching a white (resp. black) quadrilateral in the external face of Q to each edge of
Q in the left (resp. right) arc of ∂Q from e to e∗, with e and e∗ included in the left, but not the right, arc.
The percolation peeling process explores Q from e to e∗ one quadrilateral at a time and is illustrated in
the right panel of Figure 2. Let e˙1 be the root edge e and at time 1, reveal the quadrilateral of Q containing
e on its boundary along with its color. We then consider the complementary connected component Q1 of
the removed quadrilateral with e∗ on its boundary, which is a sub-quadrangulation with simple boundary
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Figure 2: Left: A quadrangulation Q with simple boundary with two marked boundary edges separated
by boundary arcs which contain lL and lR vertices, respectively (here lL = lR = 10). Middle: The same
quadrangulation Q equipped with a face percolation configuration, with extra external quadrilaterals attached
to impose white/black boundary conditions. Right: The edges e˙j peeled by the percolation peeling process
are shown in solid red. Quadrilaterals not revealed by this process are shown in green. The percolation
exploration path λ is obtained by adding extra edges (dashed red) to link up the e˙j ’s into a path. Our main
result says that (Q,λ) converges in law to SLE6 on the Brownian disk.
with the following property. If Q1 6= ∅, then there are at most two edges of ∂Q1 which are on the boundary
of a white explored or external quadrilateral and which share a vertex with a black explored or external
quadrilateral. One of these edges is equal to e∗. We let e˙2 be the other of these two edges, or e˙2 = e∗ if there
is only one such edge. If e˙1 6= e∗, we can iterate the above procedure with (Q1, e˙2) in place of (Q, e) to define
a quadrangulation with simple boundary Q2 ⊂ Q1 and an edge e˙3 ∈ ∂Q2. We then continue inductively until
we get all the way to e∗, thereby defining edges e˙j and quadrangulations Qj for all j ∈ N (for large enough j,
we will have e˙j = e∗ and Qj = ∅).
We now define the percolation exploration path λ : 12N0 → E(Q), which we will show converges to SLE6.
We set λ(0) = e = e˙1 and for j ∈ N, we set λ(j) := e˙j . This does not define a path since the successive edges
e˙j might not share an endpoint. But, successive edges lie at graph distance at most 1 from each other. We
therefore extend the definition of λ to 12N0 by taking λ(j + 1/2) to be an edge which shares an endpoint
with each of λ(j) to λ(j + 1/2) for each j ∈ N0. One can choose λ(j + 1/2) in a variety of different ways,
for example the left or rightmost edge sharing an endpoint with each of λ(j) and λ(j + 1). The particular
choice does not affect the scaling limit, so we will not fix a convention. Note that we do not require that the
edges of a path can be oriented in a consistent manner, so long as successive edges share an endpoint (c.f.
Section 2.1.2).
As explained in more detail in Section 3.4, the path λ is closely related to, but not identical, to the
percolation interface which goes from e to e∗. (In the case of site percolation on a triangulation, however, the
analog of λ can be taken to be the same as the percolation interface; see Section 8.)
1.2.3 Brownian disk and Brownian half-plane
For a, l > 0, the Brownian disk with area a and perimeter l is the random curve-decorated metric measure space
(H, d, µ, ξ) with the topology of the disk which arises as the scaling limit of uniformly random quadrangulations
with boundary. The Brownian disk can be constructed as a metric space quotient of [0, a] via a continuum
analog of the Schaeffer bijection [BM17]; we will not need this construction here so we will not review it
carefully. The area measure µ is the pushforward of Lebesgue measure on [0, a] under the quotient map and
the path ξ : [0, l]→ ∂H, called the boundary path, parameterizes ∂H according to its natural length measure
(which is the pushforward under the quotient map of the local time measure at the set of times when the
encoding function attains a record minimum). The periodic boundary path of H is the path obtained by
extending ξ to be l-periodic on R.
7
The free Boltzmann Brownian disk with perimeter l is the random curve-decorated metric measure space
(H, d, µ, ξ) obtained as follows: first sample a random area a from the probability measure l
3√
2pia5
e−
l2
2a1(a≥0) da,
then sample a Brownian disk with boundary length l and area a. The free Boltzmann Brownian disk is the
scaling limit in the GHPU topology (c.f. Section 2.2) of the free Boltzmann quadrangulation with simple
boundary equipped with its graph metric, the measure which assigns each vertex a mass equal to its degree,
and its boundary path [GM17c].
The Brownian half-plane is the random-curve-decorated metric measure space (H∞, d∞, µ∞, ξ∞) with the
topology of H which (like the Brownian disk) can be constructed via a continuum analog of the Schaeffer
bijection [GM17d,BMR16]. The path ξ∞ : R→ H∞ is called the boundary path. The Brownian half-plane is
the scaling limit in the local GHPU topology of the UIHPQS equipped with its graph metric, the measure
which assigns each vertex a mass equal to its degree, and its boundary path [GM17d].
As alluded to in Section 1.1 and discussed in more detail in Section 2.3, the
√
8/3-LQG metric [MS15b,
MS16a, MS16b] gives a natural embedding of the Brownian disk into the unit disk D and the Brownian
half-plane into H which enables one to define an independent SLE6 curve between two given boundary points
of either of these metric spaces.
1.3 Main results
We first state the finite-volume version of our scaling limit result. Define the boundary length scaling constant
c :=
23/2
3
. (1.2)
Also fix a time scaling constant s > 0, which we will not compute explicitly, which depends on the random
planar map model and on the scaling parameter of the 3/2-stable process appearing in [DMS14, Corollary 1.19],
which has not been computed explicitly (the choice of s is made in (4.7)).
Fix lL, lR > 0 and a sequence of pairs of positive integers {(lnL, lnR)}n∈N such that lnL + lnR is always even,
c−1n−1/2lnL → lL, and c−1n−1/2lnR → lR.
For n ∈ N, let (Qn, en) be a free Boltzmann quadrangulation with simple boundary of perimeter lnL + lnR
(Definition 1.1), viewed as a connected metric space by replacing each edge with an isometric copy of the unit
interval and let θn be a critical face percolation configuration on Qn (so that conditional on Qn, θn assigns to
each face of Qn the color white with probability 3/4 and the color black with probability 1/4).
Let dn be the graph metric on Qn, thus extended, rescaled by (9/8)1/4n−1/4. Let µn be the measure
on Qn which assigns to each vertex a mass equal to (4n)−1 times its degree. Let βn : [0, lnL+ l
n
R]→ ∂Qn be the
counterclockwise boundary path of Qn started from the root edge en, extended by linear interpolation, and
define the rescaled boundary path ξn(s) := βn(cn1/2s) for s ∈ [0, c−1n−1/2(lnL+ lnR)] where here c is as in (1.2).
Also let λn : [0,∞)→ Qn be the percolation exploration path of (Qn, en, θn) with lnL-white/lnR-black boundary
conditions (Section 1.2.2), extended to a continuous path on [0,∞) which traces the edge λn(j) during
each time interval [j − 1/2, j] for j ∈ 12N; and for t ≥ 0 let ηn(t) := λn(sn3/4t). Define the doubly-marked
curve-decorated metric measure spaces
Qn := (Qn, dn, µn, ξn, ηn).
Let (H, d, µ, ξ) be a free Boltzmann Brownian disk with boundary length lL + lR equipped with its natural
metric, area measure, and boundary path. Conditional on H, let η be a chordal SLE6 from ξ(0) to ξ(lR) in H,
parameterized by quantum natural time (recall Section 1.2.3) and the doubly-marked curve-decorated metric
measure space H = (H, d, µ, ξ, η).
Theorem 1.2. One has Qn → H in law with respect to the (two-curve) Gromov-Hausdorff-Prokhorov-uniform
topology. That is, face percolation on a free Boltzmann quadrangulation with simple boundary converges to
chordal SLE6 on a free Boltzmann Brownian disk.
See Section 2.2 for more on the GHPU topology.
It will be clear from our proof of Theorem 1.2 that we actually obtain a slightly stronger statement: namely,
the joint law of Qn and the associated rescaled boundary length process Zn = (Ln, Rn) of Definition 4.2
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converges to H and its associated left/right boundary length process Z = (L,R) (Section 2.3.3) in the GHPU
topology on the first coordinate and the Skorokhod topology on the second coordinate.
We next state a scaling limit theorem for face percolation on the UIHPQS, which will be an easy consequence
of Theorem 1.2. To state the theorem, let (Q∞, e∞) be a UIHPQS, viewed as a connected metric space by
replacing each edge with an isometric copy of the unit interval as in the case of Qn above. Let θ∞ be a critical
face percolation configuration on Q∞.
For n ∈ N, let d∞,n be the graph metric on Q∞, thus extended, rescaled by (9/8)1/4n−1/4. Let µ∞,n be the
measure on Q∞ which assigns to each vertex a mass equal to (4n)−1 times its degree. Let β∞ : R→ ∂Qn be
the boundary path of Q∞ with β∞(0) = e∞, extended by linear interpolation, and let ξ∞,n(s) := β∞(cn1/2s)
for s ∈ R. Also let λ∞ : [0,∞)→ Q∞ be the percolation exploration path of (Q∞, e∞, θ∞) with white/black
boundary conditions, extended to [0,∞) as in the case of λn above; and for t ≥ 0 let η∞,n(t) := λ∞(sn3/4t)
(with s the same time scaling constant as above). Define the doubly-marked curve-decorated metric measure
spaces
Q∞,n := (Q∞,n, d∞,n, µ∞,n, ξ∞,n, η∞,n).
Let (H∞, d∞, µ∞, ξ∞) be a Brownian half-plane equipped with its natural metric, area measure, and bound-
ary path. Conditional on H∞, let η∞ be a chordal SLE6 from ξ∞(0) to ∞ in H∞, parameterized by quantum
natural time and the doubly-marked curve-decorated metric measure space H∞ = (H∞, d∞, µ∞, ξ∞, η∞).
Theorem 1.3. One has Q∞,n → H∞ in law with respect to the local (two-curve) Gromov-Hausdorff-Prokhorov-
uniform topology. That is, face percolation on the UIHPQS converges to chordal SLE6 on the Brownian
half-plane.
As in the case of Theorem 1.2, our proof of Theorem 1.3 also yields a scaling limit for the joint law of Q∞,n
and its rescaled left/right boundary length process Z∞,n (Definition 4.2) toward H∞ and its associated
left/right boundary length process (Section 2.3.3).
1.4 Other scaling limit results
There are a number of other natural settings in which one can consider the scaling limit of face percolation on
a quadrangulation (or more generally other percolation models on random planar maps which can be explored
via peeling). We expect that scaling limit results in these settings can be deduced from the results of this
paper modulo some technical steps.1
One can consider face percolation on a free Boltzmann quadrangulation with simple boundary, with its
law weighted by the total number of interior vertices, and study a percolation exploration path targeted at a
uniformly random interior vertex v∗ rather than a fixed boundary edge. In this case, the scaling limit will be
radial (rather than chordal) SLE6 on a free Boltzmann Brownian disk weighted by its area, targeted at a
uniformly random interior point. This result can be extracted from the main result of the present paper as
follows. Choose a uniformly random target edge on the boundary (in addition to the interior marked vertex)
and follow the chordal exploration path from the root edge towards this random target edge until the first
time that it separates the target edge from v∗. Once this happens, choose another uniformly random marked
boundary edge on the boundary of the complementary connected component containing v∗ and then repeat
the procedure. Due to the target invariance of SLE6, one can produce a radial SLE6 curve by re-targeting
and concatenating chordal SLE6 curves via a continuum analog of the above construction. Hence the scaling
limit result follows from Theorem 1.2 with a little bit of extra technical work.
One can also work with a quadrangulation of the sphere and consider the percolation exploration between
two uniformly random marked vertices. In this case, the scaling limit will be whole-plane SLE6 on the
Brownian map. To see this, one notes that if one explores the percolation exploration path for a little bit,
then one ends up in the radial setting above. Since our scaling limit result only applies to free Boltzmann
quadrangulations with simple boundary, without specified area, one needs to work with the free Boltzmann
distribution on quadrangulations of the sphere (which is obtained from the free Boltzmann distribution
on quadrangulations with simple boundary of perimeter 2 by identifying the boundary edges) in order for
the unexplored regions to be free Boltzmann quadrangulations with simple boundary. This distribution,
1In the case of site percolation on a triangulation, several extensions along the lines described in this subsection will be proven
in [GHS18], building on the present paper.
9
appropriately rescaled, converges vaguely to the infinite measure on doubly marked Brownian maps considered
in [MS15a], where the area is sampled from the infinite measure a−3/2 da.
It is also natural to ask for convergence of all of the interfaces on a free Boltzmann quadrangulation
with simple boundary, rather than a single exploration path. In this setting, the scaling limit should be
a free Boltzmann Brownian disk decorated by a CLE6 [She09]. We expect that this convergence can be
extracted from Theorem 1.2 and the aforementioned radial variant by exploring the discrete interfaces via a
discrete analog of the branching SLE6 process used to construct CLE6 in [She09]. Here one needs to use the
relationship between the percolation exploration path and the percolation interface; see Section 3.4.
1.5 Outline
In Section 2, we introduce some (mostly standard) notation and review the GHPU metric, the Brownian disk
and Brownian half-plane, and LQG surfaces and their relationship to SLE and to Brownian surfaces. We will
also recall some results from [GM17a,GM17b] about SLE6 on a free Boltzmann Brownian disk which will be
needed in the present paper, in particular the description of the law of the left/right boundary length process
(Theorem 2.5); and the characterization theorem in terms of the topology of the curve-decorated metric space
and the law of the internal metric spaces parameterized by the complementary connected components of the
curve at each time t ≥ 0 (Theorem 2.7).
In Section 3, we recall the definition of the peeling procedure for the uniform infinite half-plane quad-
rangulation, review some formulas and estimates for this procedure, and give a precise definition of the face
percolation peeling process and the associated percolation exploration path which we will show converges to
SLE6, as discussed in Section 1.2.2. In Section 3.4 we also discuss the relationship between this path and the
face percolation interface.
In the remainder of the paper we commence with the proofs of our main theorems. See Figure 3 for
a schematic map of the argument. Our main focus is on proving the finite-volume scaling limit result
Theorem 1.2, which will imply the infinite-volume version Theorem 1.3 via a short local absolute continuity
argument. However, we will frequently switch back and forth between proving statements in the finite-volume
and infinite-volume settings, depending on the setting in which the proof is easier. We will transfer estimates
between the two settings using a Radon-Nikodym derivative estimate for peeling processes on a free Boltzmann
quadrangulation with respect to peeling processes on the UIHPQS (Lemma 4.6).
In Section 4 we introduce the boundary length processes for the percolation peeling process. These processes
encode the number of edges on the outer boundary of the percolation peeling cluster to the left and right of the
tip of the curve, the number of edges to the left and right of the starting edge which this cluster disconnects
from the target edge (or ∞, in the case of the UIHPQS), and the differences between these quantities at each
time j for the peeling process.
We then prove that the boundary length processes for face percolation on the UIHPQS and on a free
Boltzmann quadrangulation converge in the scaling limit to the analogous processes for the hulls of a chordal
SLE6 on the Brownian half-plane and on a free Boltzmann Brownian disk, respectively. In the case of the
UIHPQS, the desired limiting boundary length process is a pair of independent 3/2-stable processes [DMS14,
Corollary 1.19] (see also Section 2.3) so this convergence statement amounts to a straightforward application of
the peeling estimates of Section 3 and the heavy-tailed central limit theorem. In the case of a free Boltzmann
quadrangulation, however, the argument is more subtle and relies on the description of the desired limiting
boundary length process from [GM17b] (see Theorem 2.5) as well as some estimates for peeling which will
also be used in subsequent sections.
In Section 5 we prove tightness of the curve-decorated metric measure spaces appearing in Theorem 1.2.
Since we already know that the rescaled free Boltzmann quadrangulations (Qn, dn, µn, ξn) converge in the
scaling limit to the Brownian disk, this amounts to proving that the rescaled percolation exploration paths ηn
are equicontinuous in law. The idea of the proof is to estimate the diameter of the outer boundary of a
small increment ηn([(k − 1)δ, kδ]) using the scaling limit result for the boundary length process and estimates
for distances along the boundary in a quadrangulation with simple boundary (which follow from analogous
estimates for the Brownian disk), then use the fact that the Brownian disk has the topology of a disk to
bound the diameter of ηn([(k − 1)δ, kδ]) in terms of the diameter of its outer boundary.
Most of the remainder of the paper is devoted to checking the hypotheses of the characterization result
Theorem 2.7 for a subsequential limit H˜ = (H˜, d˜, µ˜, ξ˜, η˜) of the curve-decorated metric measure spaces Qn
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of Theorem 1.2. As will be explained in the first several subsections of Section 7, one can deduce from the
convergence of the boundary length processes and the Markov property of peeling that internal metrics on
the complementary connected components of η˜([0, t]) at each time t have the same law as the corresponding
objects for SLE6 on a Brownian disk (i.e., condition 1 in Theorem 2.7 is satisfied). Furthermore, one can show
that η˜ hits itself at least as often as an SLE6, so that there exists a coupling of H˜ with a SLE6-decorated free
Boltzmann Brownian disk H = (H, d, µ, ξ, η) and a continuous surjective measure-preserving, curve-preserving
map Φ : H → H˜ which maps H \ η bijectively to H˜ \ η˜.
The most difficult part of the proof is showing that Φ is injective, so that the topology and consistency
condition 2 in Theorem 2.7 is satisfied. For this purpose we will use the topological result [BOT06, Main
Theorem], which says that if Φ : M → N is a continuous map between manifolds with boundary which is
almost injective, in the sense that Φ−1(Φ(x)) = {x} for a dense set of points x ∈ M and light in the sense
that Φ−1({y}) is totally disconnected for each y ∈ N , then Φ|M\∂M is an embedding. The map Φ discussed
in the preceding paragraph is almost injective.
In Section 6 we prove an estimate for the percolation exploration path ηn which will enable us to show that
the above map Φ is light. In particular, we will to prove an estimate for the number of times that ηn can cross
an annulus between two metric balls in Qn (equivalently, the number of percolation “arms” which cross such
an annulus), which will enable us to conclude in Section 7.4 that a subsequential limit of the curves ηn can hit
a single point at most 6 times. This will imply that the pre-image of any point under Φ is finite, and hence
that Φ is light and therefore a homeomorphism. In Section 7.5 we will conclude the proof of Theorem 1.2 and
then deduce Theorem 1.3 by coupling the UIHPQS with a free Boltzmann quadrangulation with large simple
boundary in such a way that they agree in a neighborhood of the root edge with high probability.
Section 5: tight-
ness in the GHPU
topology.
Section 6: subse-
quential limit curve
hits each point at
most 6 times.
[GM17a] (Theorem
2.7): SLE6 characterized
by metric structure of
“bubbles” and topology.
Section 7.4: sub-
sequential limit
curve is homeomor-
phic to SLE6.
Section 7.2: “bub-
bles” of subsequential
limit curve are Brow-
nian disks.
Main result: sub-
sequential limit
curve is SLE6.
Section 4: convergence
of discrete boundary
length process
[BOT06]: almost in-
jective + light implies
injective.
Figure 3: Schematic illustration of the main statements involved in the paper and how they fit together.
2 Preliminaries
2.1 Notational conventions
In this subsection, we will review some basic notation and definitions which will be used throughout the paper.
2.1.1 Basic notation
We write N for the set of positive integers and N0 = N ∪ {0}.
For a, b ∈ R with a < b and r > 0, we define the discrete intervals [a, b]rZ := [a, b] ∩ (rZ) and (a, b)rZ :=
(a, b) ∩ (rZ).
If a and b are two quantities, we write a  b (resp. a  b) if there is a constant C > 0 (independent of the
parameters of interest) such that a ≤ Cb (resp. a ≥ Cb). We write a  b if a  b and a  b.
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If a and b are two quantities depending on a variable x, we write a = Ox(b) (resp. a = ox(b)) if a/b remains
bounded (resp. tends to 0) as x → 0 or as x → ∞ (the regime we are considering will be clear from the
context). We write a = o∞x (b) if a = ox(b
s) for every s ∈ R.
2.1.2 Graphs and maps
For a planar map G, we write V(G), E(G), and F(G), respectively, for the set of vertices, edges, and faces,
respectively, of G.
By a path in G, we mean a function λ : I → E(G) for some (possibly infinite) discrete interval I ⊂ Z, with the
property that the edges λ(i) and λ(i+ 1) share an endpoint for each i ∈ I other than the right endpoint of I.
We also allow paths defined on discrete intervals I ⊂ 12Z (such as the percolation exploration path). We do
not require that the edges traversed by λ can be oriented in a consistent manner, since some of the paths we
consider (such as the percolation exploration path) do not have this property.
For sets A1, A2 consisting of vertices and/or edges of G, we write dist(A1, A2;G) for the graph distance
from A1 to A2 in G, i.e. the minimum of the lengths of paths in G whose initial edge either has an endpoint
which is a vertex in A1 or shares an endpoint with an edge in A1; and whose final edge satisfies the same
condition with A2 in place of A1. If A1 and/or A2 is a singleton, we omit the set brackets. Note that the
graph distance from an edge e to a set A is the minimum distance between the endpoints of e and the set A.
We write diam(G) for the maximal graph distance between vertices of G.
For r > 0, we define the graph metric ball Br(A1;G) to be the subgraph of G consisting of all vertices of G
whose graph distance from A1 is at most r and all edges of G whose endpoints both lie at graph distance at
most r from A1. If A1 = {x} is a single vertex or edge, we write Br(x;G) for Br({x};G).
Let Q be a quadrangulation with boundary and let S ⊂ Q be a subgraph. We define its boundary ∂QS
of S relative to Q to be the subgraph of S consisting of all vertices of S which either belong to ∂Q or
which are incident to an edge not in S; and the set of edges of S which join two such vertices. We typically
drop the subscript Q if the quadrangulation Q we are considering is clear from the context. If S is itself a
quadrangulation with boundary such that ∂Q lies in the external face of S and every internal face of S is a
face of Q (which is the case we will most often consider), then the boundary of S relative to Q coincides with
the intrinsic boundary of S.
2.1.3 Metric spaces
Here we introduce some notation for metric spaces and recall some basic constructions. Throughout, let
(X, dX) be a metric space.
For A ⊂ X we write diam(A; dX) for the supremum of the dX -distance between points in A.
For r > 0, we write Br(A; dX) for the set of x ∈ X with dX(x,A) ≤ r. We emphasize that Br(A; dX) is closed
(this will be convenient when we work with the local GHPU topology). If A = {y} is a singleton, we write
Br(y; dX) for Br({y}; dX).
For a curve γ : [a, b]→ X, the dX-length of γ is defined by
len(γ; dX) := sup
P
#P∑
i=1
dX(γ(ti), γ(ti−1))
where the supremum is over all partitions P : a = t0 < · · · < t#P = b of [a, b]. Note that the dX -length of a
curve may be infinite.
For Y ⊂ X, the internal metric dY of dX on Y is defined by
dY (x, y) := inf
γ⊂Y
len(γ; dX), ∀x, y ∈ Y (2.1)
where the infimum is over all curves in Y from x to y. The function dY satisfies all of the properties of a
metric on Y except that it may take infinite values.
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We say that (X, dX) is a length space if for each x, y ∈ X and each  > 0, there exists a curve of dX -length at
most dX(x, y) +  from x to y.
2.1.4 Skorokhod topology
For k ∈ N, let Dk∞ be the set of ca´dlag functions f : R→ Rk, i.e., those which are right continuous with left
limits. Also let Dk be the set of those f ∈ Dk∞ which extend continuously to the two-point compactification
[−∞,∞], equivalently limt→−∞ f(t) and limt→∞ f(t) exist. We view a ca´dlag function f : [a, b]→ Rk as an
element of Dk by setting f(t) = f(a) for t < a and f(t) = f(b) for t > b.
We define the Skorokhod metric on Dk by
dSk(f, g) := inf
φ
max{‖f ◦ φ− g‖∞, ‖g − Id ‖∞}
where the infinimum is over all increasing homeomorphisms φ : R→ R, Id denotes the identity function on
R, and ‖ · ‖∞ denotes the uniform norm. Note that dSk(f, g) is finite for f, g ∈ Dk since f and g are nearly
constant outside of some compact interval.
We define the local Skorokhod metric on Dk∞ by
dSk∞(f, g) :=
∞∑
k=1
2−k
(
1 ∧ dSk(f |[−k,k], g|[−k,k])
)
.
2.2 The Gromov-Hausdorff-Prokhorov-uniform metric
In this subsection we will review the definition of the Gromov-Hausdorff-Prokhorov-uniform (GHPU) metric
from [GM17d], which is the metric with respect to which our scaling limit results hold. In fact, in this paper
we will have occasion to consider the GHPU topology for metric measure spaces decorated by multiple curves,
the theory of which is identical to the theory in the case of a single curve. Actually, for this paper we will only
need to consider metric measure spaces with two curves, but we treat an arbitrary finite number of curves for
the sake of completeness.
For a metric space (X, d), we let C0(R, X) be the space of continuous curves η : R → X which are
“constant at ∞,” i.e. η extends continuously to the extended real line [−∞,∞]. Each curve η : [a, b]→ X can
be viewed as an element of C0(R, X) by defining η(t) = η(a) for t < a and η(t) = η(b) for t > b.
• Let dHd be the d-Hausdorff metric on compact subsets of X.
• Let dPd be the d-Prokhorov metric on finite measures on X.
• Let dUd be the d-uniform metric on C0(R, X).
For k ∈ N, let MGHPUk be the set of 3 + k-tuples X = (X, d, µ, η1, . . . , ηk) where (X, d) is a compact metric
space, µ is a finite Borel measure on X, and η1, . . . , ηk ∈ C0(R, X).
Given elements X1 = (X1, d1, µ1, η11 , . . . , η
1
k) and X
2 = (X2, d2, µ2, η21 , . . . , η
2
k) of M
GHPU
k , a compact metric
space (W,D), and isometric embeddings ι1 : X1 →W and ι2 : X2 →W , we define their GHPU distortion by
DisGHPUX1,X2
(
W,D, ι1, ι2
)
:= dHD
(
ι1(X1), ι2(X2)
)
+ dPD
(
((ι1)∗µ1, (ι2)∗µ2)
)
+
k∑
j=1
dUD
(
ι1 ◦ η1j , ι2 ◦ η2j
)
. (2.2)
We define the Gromov-Hausdorff-Prokhorov-Uniform (GHPU) distance by
dGHPU
(
X1,X2
)
= inf
(W,D),ι1,ι2
DisGHPUX1,X2
(
W,D, ι1, ι2
)
, (2.3)
where the infimum is over all compact metric spaces (W,D) and isometric embeddings ι1 : X1 → W and
ι2 : X2 →W . It is shown in [GM17d, Proposition 1.3] that in the case when k = 1, this defines a complete
separable metric on MGHPUk provided we identify two elements of M
GHPU
k which differ by a measure- and
curve- preserving isometry. Exactly the same proof shows that the same is true for general k ∈ N.
GHPU convergence is equivalent to a closely related type of convergence which is often easier to work
with, in which all of the curve-decorated metric measure spaces are subsets of a larger space. For this purpose
we need to introduce the following definition, which we take from [GM17d].
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Definition 2.1 (HPU convergence). Let (W,D) be a metric space. Let k ∈ N and let Xn = (Xn, dn, µn, ηn1 , . . . , ηnk )
for n ∈ N and X = (X, d, µ, η1, . . . , ηk) be elements of MGHPUk such that X and each Xn is a subset of W
satisfying D|X = d and D|Xn = dn. We say that Xn → X in the D-Hausdorff-Prokhorov-uniform (HPU)
sense if Xn → X in the D-Hausdorff metric, µn → µ in the D-Prokhorov metric, and for each j ∈ [1, k]Z,
ηnj → ηj in the D-uniform metric.
The following result, which is the variant of [GM17d, Proposition 1.5] in the case of k curves (and which is
proven in exactly the same manner as in the case of one curve), will play a key role in Section 7.
Proposition 2.2. Let Xn = (Xn, dn, µn, ηn1 , . . . , η
n
k ) for n ∈ N and X = (X, d, µ, η1, . . . , ηk) be elements of
MGHPUk . Then X
n → X in the GHPU topology if and only if there exists a compact metric space (W,D) and
isometric embeddings Xn →W for n ∈ N and X →W such that the following is true. If we identify Xn and
X with their embeddings into W , then Xn → X in the D-HPU sense.
For our scaling limit result for percolation on the UIHPQS, we need to consider the local version of the
GHPU metric. Following [GM17d], for k ∈ N we letMGHPU,∞k be the set of 3+k-tuples X = (X, d, µ, η1, . . . , ηk)
where (X, d) is a locally compact length space, µ is a measure on X which assigns finite mass to each finite-
radius metric ball in X, and η1, . . . , ηk : R → X are curves in X. Note that MGHPUk is not contained in
M
GHPU,∞
k since elements of the former are not required to be length spaces.
The following definition, which is slightly modified from [GM17d], is used to define the local GHPU metric
in terms of the GHPU metric.
Definition 2.3. Let k ∈ N and let X = (X, d, µ, η1, . . . , ηk) be an element of MGHPU,∞k . For ρ > 0 and
j ∈ [1, n]Z, let
τηjρ := (−ρ) ∨ sup{t < 0 : d(ηj(0), ηj(t)) = ρ} and τηjρ := ρ ∧ inf{t > 0 : d(ηj(0), ηj(t)) = ρ}. (2.4)
The ρ-truncation of ηj is the curve Bρη ∈ C0(R, X) defined by
Bρηj(t) =

η(τ
ηj
ρ ), t ≤ τηjρ
ηj(t), t ∈ (τηjρ , τηjρ )
η(τ
ηj
ρ ), t ≥ τηjρ .
The ρ-truncation of X is the curve-decorated metric measure space
BρX =
(
Bρ(η1(0); d), d|Bρ(η1(0);d), µ|Bρ(η1(0);d),Bρη1, . . . ,Bρηk
)
.
Note that the curve η1 plays a distinguished role in Definition 2.3 since η1(0) is taken to be the base point.
The local GHPU metric on MGHPU,∞k is defined by
dGHPU,∞
(
X1,X2
)
=
∫ ∞
0
e−ρ
(
1 ∧ dGHPU(BρX1,BρX2)) dρ (2.5)
where dGHPU is as in (2.3). It is shown in [GM17d, Proposition 1.7] that in the case when k = 1, dGHPU,∞
defines a complete separable metric on MGHPU,∞k provided we identify spaces which differ by a measure-
preserving, curve-preserving isometry. The case of general k ∈ N is treated in exactly the same manner.
Remark 2.4 (Graphs as elements of MGHPUk ). In this paper we will often be interested in a graph G equipped
with its graph distance dG. In order to study continuous curves in G, we identify each edge of G with a copy
of the unit interval [0, 1]. We extend the graph metric on G by requiring that this identification is an isometry.
If λ : [a, b]Z → E(G) is a path in G, we extend λ from [a, b]Z to [a− 1, b] in such a way that λ is continuous
and for each i ∈ [a, b]Z, λ|[i−1,i] is a path lying in the edge λ(i). Note that there are multiple ways to do this,
but different choices result in paths whose uniform distance from one another is at most 1.
If G is a finite graph and we are given a measure µ on vertices of G and curves λ1, . . . , λk in G and we
view G as a connected metric space and λ1, . . . , λk as continuous curves as above, then (G, dG, µ, λ1, . . . , λk)
is an element of MGHPUk . Similar considerations enable us to view infinite graphs equipped with a locally
finite measure and k curves as elements of MGHPU,∞k .
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2.3 Liouville quantum gravity and SLE
In this subsection we review the definition of Liouville quantum gravity (LQG) surfaces (Section 2.3.1) and
explain their equivalence with Brownian surfaces in the case when γ =
√
8/3 and how this enables us to define
SLE6-type curves on Brownian surfaces (Section 2.3.2).
We also state the results about SLE and LQG from [GM17a] which are used in our proofs (Section 2.3.3).
Our proofs do not make any explicit use of SLE or LQG outside of these results, so if the reader is willing to
take the results described in this subsection as a black box, the paper can be read without any knowledge of
SLE and LQG.
2.3.1 Liouville quantum gravity surfaces
For γ ∈ (0, 2), a Liouville quantum gravity (LQG) surface with k ∈ N0 marked points is an equivalence class
of (k + 2)-tuples (D,h, x1, . . . , xk), where D ⊂ C is a domain; h is a distribution on D, typically some variant
of the Gaussian free field (GFF) [DS11,She07,SS13,She16a,MS16c,MS17]; and x1, . . . , xk ∈ D ∪ ∂D are k
marked points. Two such (k + 2)-tuples (D,h, x1, . . . , xk) and (D˜, h˜, x˜1, . . . , x˜k) are considered equivalent if
there is a conformal map f : D˜ → D such that
f(x˜j) = xj , ∀j ∈ [1, k]Z and h˜ = h ◦ f +Q log |f ′| where Q = 2
γ
+
γ
2
. (2.6)
Several specific types of γ-LQG surfaces (which correspond to particular choices of the GFF-like distribution h)
are studied in [DMS14]. In this paper we will only consider the special case when γ =
√
8/3 and the only
quantum surfaces we will be interested in are the quantum disk and the
√
8/3-quantum wedge.
It is shown in [DS11] that a Liouville quantum gravity surface for general γ ∈ (0, 2) admits a natural
area measure µh, which can be interpreted as “e
γh(z) dz”, where dz is Lebesgue measure on D, and a length
measure νh defined on certain curves in D, including ∂D and SLEκ-type curves for κ = γ
2 [She16a]. These
measures are invariant under coordinate changes of the form (2.6), so one can think of a γ-LQG surface as an
equivalence class of measure spaces modulo conformal maps.
For γ ∈ (0, 2), a quantum disk (D, h) is a finite-volume quantum surface typically taken to be parameterized
by the unit disk, defined precisely in [DMS14, Definition 4.21]. One can consider quantum disks with fixed
area or with fixed area and fixed boundary length. In this paper we will primarily be interested in the case
of fixed boundary length and random area. A singly (resp. doubly) marked quantum disk is a quantum disk
together with one (resp. two) marked points sampled uniformly from its γ-quantum boundary length measure.
One can consider a doubly marked quantum disk with specified left and right boundary lengths (and possibly
also area) by conditioning on the γ-quantum lengths of the two arcs between the marked points.
For α < Q, an α-quantum wedge (H, h∞, 0,∞) is an infinite-volume (i.e., µh∞(H) =∞) doubly-marked
quantum surface which is typically taken to be parameterized by the upper half plane. This quantum
surface is defined precisely in [She16a, Section 1.6] and in [DMS14, Definition 4.5]. Roughly speaking, the
distribution h∞ can be obtained by starting with the distribution h˜− α log | · |, where h˜ is a free-boundary
GFF on H, then zooming in near the origin and re-scaling to get a surface which describes the local behavior
of this field when the additive constant is fixed appropriately [DMS14, Proposition 4.7(ii)]. The case when
α = γ is special because the γ-LQG boundary length measure is supported on points where the field has a
−γ-log singularity, so the γ-quantum wedge can be thought of as describing the local behavior of the field at
a quantum typical boundary point (see [She16a, Proposition 1.6] for a precise statement along these lines).
It is particularly natural to consider a γ-LQG surface decorated by an independent SLEκ-type curve for
κ ∈ {γ2, 16/γ2}. Such a curve admits a natural quantum parameterization with respect to the underlying
field, which depends on the phase of κ:
1. For κ ∈ (0, 4), we parameterize by quantum length (which is shown to be well-defined on SLEκ curves
in [She16a]).
2. For κ ∈ (4, 8) we parameterize by quantum natural time, which roughly speaking means that we
parameterize by the “quantum local time” of η∞ at the set of times when it disconnects a bubble from∞
(see [DMS14, Definition 6.23] for a precise definition).
3. For κ ≥ 8, we parameterize by the quantum mass of the region filled in by the curve.
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2.3.2 The
√
8/3-LQG metric and SLE6 on a Brownian surface
It was recently proven by Miller and Sheffield that in the special case when γ =
√
8/3, a
√
8/3-LQG surface
admits a natural metric dh [MS15b,MS16a,MS16b], building on [MS16d]. This metric is also invariant under
coordinate changes of the form (2.6). Hence one can view a
√
8/3-LQG surface as a metric measure space.
In the case of
√
8/3-LQG surfaces with boundary (such as quantum disks and quantum wedges), one also
obtains a natural boundary path, modulo a choice of starting point, by traversing one unit of
√
8/3-LQG
length in one unit of time.
In particular, it is shown in [MS16a, Corollary 1.5] (using, e.g., [Le 17, Theorem 3] or [JM]) that the
quantum disk is equivalent as a metric measure space to the Brownian disk, equipped with its natural metric
and area measure. In fact, [JM] shows that quantum disk and Brownian disk also agree as curve-decorated
metric measure spaces when equipped also with their boundary paths parametrized according to the natural
boundary length measure. This holds if we condition on area, boundary length, or both. In particular, the
quantum disk with boundary length l > 0 is equivalent to the free Boltzmann Brownian disk with boundary
length l. Using this and a local comparison argument, it is shown in [GM17d, Proposition 1.10] that the√
8/3-quantum wedge is equivalent as a curve-decorated metric measure space to the Brownian half-plane.
It is shown in [MS16b] that the metric measure space structure a.s. determines the embedding of the
quantum surface into a subset of C. In particular, there is a canonical embedding of the Brownian disk (resp.
the Brownian half-plane) into D (resp. H).
This embedding enables us to define a chordal SLE6 on a doubly marked Brownian disk (H, d, µ, x, y)
(with fixed area, boundary length, or both) via the following procedure:
1. Let (D, h,−i, i) be the doubly marked quantum disk obtained by embedding our given Brownian disk
into (D,−i, i).
2. Let ηD be an independent chordal SLE6 from −i to i in D, parameterized by quantum natural time
with respect to h (recall the discussion at the end of Section 2.3.1), and let η be the curve from x to y
in H which is the pre-image of ηD under the embedding map.
We note that the law of η does not depend on the particular choice of embedding since the quantum natural
time parameterization is invariant under coordinate changes as in (2.6). One can similarly define chordal
SLE6 on the Brownian half-plane.
The same procedure also allows one to define other variants of SLE6 or SLE8/3 on other Brownian surfaces,
but in this paper we will only consider chordal SLE6 on the Brownian disk or the Brownian half-plane.
2.3.3 Boundary length processes and characterization theorem
In this subsection we review some particular facts about SLE6 on a
√
8/3-quantum wedge or a doubly marked
quantum disk (equivalently, on a Brownian half-plane or a doubly marked Brownian disk).
Suppose first that (H, h∞, 0,∞) is a √8/3-quantum wedge and η∞ : [0,∞)→ H is a chordal SLE6 from 0
to ∞ in H sampled independently from h∞ and then parameterized by quantum natural time with respect
to h∞.
For t ≥ 0, let K∞t be the closure of the set of points disconnected from ∞ by η∞([0, t]) and let L∞t
(resp. R∞t ) be equal to the νh∞-length of the segment of ∂K
∞
t ∩H lying to the left (resp. right) of η∞(t)
minus the νh∞-length of the segment of (−∞, 0] (resp. [0,∞)) which is disconnected from ∞ by η∞(t). We
call Z∞t := (L
∞
t , R
∞
t ) the left/right boundary length process of η
∞. See Figure 4 for an illustration of this
definition. The process Z∞ is the continuum analog of the discrete left/right boundary length process of
Definition 4.1 below as well as the so-called horodistance process of [Cur15].
It is shown in [DMS14, Corollary 1.19] that Z∞ evolves as a pair of independent totally asymmetric
3/2-stable processes with no upward jumps. That is, the Le´vy measure of each of L∞ and R∞ is given by a
constant times |t|−5/21(t<0) dt and
P[L∞1 < −r] = P[R∞1 < −r] ∼ cStabler−3/2 (2.7)
for cStable > 0 a constant which is not computed explicitly. Henceforth, whenever we refer to a totally
asymmetric 3/2-stable processes with no upward jumps we mean one with this choice of scaling constant
cStable (which determines the scaling constant for the Le´vy measure).
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0
Figure 4: Illustration of the definition of the left/right
√
8/3-LQG boundary length process Z∞ = (L∞, R∞)
for SLE6 in H with respect to an independent
√
8/3-quantum wedge. The analogous finite-volume process is
defined similarly.
By [DMS14, Theorem 1.18], if we condition on Z∞ then the quantum surfaces obtained by restricting h∞
to the bubbles disconnected from ∞ by η∞, each marked by the point where η∞ finishes tracing its boundary,
have the law of a collection of independent singly marked quantum disks indexed by the downward jumps
of the two coordinates of Z∞, with boundary lengths specified by the magnitudes of the downward jumps.
Furthermore, for each t ≥ 0 quantum surface obtained by restricting h∞ to H \K∞t is a
√
8/3-quantum
wedge independent from the quantum surface obtained by restricting h∞ to K∞t .
One has similar statements in the case of a chordal SLE6 on a doubly marked quantum disk. Let (D, h,−i, i)
be a doubly marked quantum disk with left/right boundary lengths lL > 0 and lR > 0 and let η be an
independent chordal SLE6 from −i to i in D, parameterized by quantum natural time with respect to h. In
this case η is only defined on some random finite time interval [0, σ0] but we extend the definition of η to all
of [0,∞) by setting η(t) = i for t > σ0. Define the left/right boundary length process Z = (L,R) in exactly
the same manner as above. Then Z0 = (0, 0) and Zt = (−lL,−lR) for each t ≥ σ0 (note that the left/right
boundary length process in this paper coincides with the definition in [GM17b] but is shifted by (−lL,−lR)
as compared to the definition in [GM17a]). The law of the process Z is described by the following theorem,
which is [GM17b, Theorem 1.2].
Theorem 2.5 ( [GM17b]). The process Z = (L,R) satisfies the following properties.
1. (Endpoint continuity) Almost surely, the terminal time σ0 is finite. Furthermore, a.s.
σ0 = inf{t ≥ 0 : Lt = −lL} = inf{t ≥ 0 : Rt = −lR} (2.8)
and a.s. limt→σ0 η(t) =∞ and limt→σ0 Zt = (−lL,−lR).
2. (Radon-Nikodym derivative) Let Z∞ = (L∞, R∞) be a pair of independent totally asymmetric 3/2-stable
processes with no upward jumps, scaled as in (2.7), and define
σ∞0 := inf{t ≥ 0 : L∞t ≤ −lL or R∞t ≤ −lR}. (2.9)
For t ≥ 0, the law of Z|[0,t] restricted to the event {t < σ0} is absolutely continuous with respect to the
law of Z∞|[0,t], with Radon-Nikodym derivative given by(
L∞t +R
∞
t
lL + lR
+ 1
)−5/2
1(t<σ∞0 ).
Similarly to the
√
8/3-quantum wedge case, if we condition on Z|[0,t] then the conditional law of the
quantum surfaces obtained by restricting h to the bubbles disconnected from i by η, each marked by the
point where η finishes tracing its boundary, has the law of a collection of independent singly marked quantum
disks indexed by the downward jumps of the two coordinates of Z, with boundary lengths specified by the
magnitudes of the downward jumps. Furthermore, the conditional law of the doubly marked quantum surface
obtained by restricting h to the connected component of D \ η([0, t]) with i on its boundary, with marked
points η(t) and i, is that of a doubly marked quantum disk with left/right boundary lengths Lt + lL and
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Rt + lR [GM17b, Theorem 1.1]. The
√
8/3-LQG metric induced by the restriction of h to a sub-domain
coincides with the internal metric (Section 2.1.3) of dh on that sub-domain [GM17a, Lemma 7.5], and a
quantum disk conditioned on its boundary lengths is equivalent to a free Boltzmann Brownian disk (as defined
in Section 1.2.3). Hence we can re-phrase [GM17b, Theorem 1.1] in terms of Brownian disks instead of
quantum disks to obtain the following theorem.
Theorem 2.6 ( [GM17b]). Let (H, d, µ, ξ, x, y) be a doubly marked Brownian disk with left/right boundary
lengths lL and lR and let η be an independent chordal SLE6 in H from x to y, parameterized by quantum
natural time. Let Z = (L,R) be the corresponding left/right boundary length process. For t ≥ 0, let Ut be
the collection of singly marked metric measure spaces of the form (U, dU , µU , xU ) where U is a connected
component of H \η([0, t]), dU is the internal metric of d on U , and xU is the point where η finishes tracing ∂U .
If we condition on Z|[0,t], then the conditional law of Ut is that of a collection of independent singly marked
free Boltzmann Brownian disks with boundary lengths specified as follows. The elements of Ut corresponding
to the connected components of H \ η([0, t]) which do not have the target point y on their boundaries are in
one-to-one correspondence with the downward jumps of the coordinates of Z|[0,t], with boundary lengths given
by the magnitudes of the corresponding jump. The element of Ut corresponding to the connected component of
H \ η([0, t]) with y on its boundary has boundary length Lt +Rt + lL + lR.
It is shown in [GM17a, Theorem 7.12] that the Markov-type property of Theorem 2.6 together with
the topological curve-decorated measure space structure of (H, d, µ, ξ, η) uniquely characterizes its law. We
re-state this theorem here for the sake of reference.
Theorem 2.7 ( [GM17a]). Let (lL, lR) ∈ (0,∞)2 and suppose we are given a coupling of a doubly-marked free
Boltzmann Brownian disk (H˜, d˜, µ˜, ξ˜, x˜, y˜) with left/right boundary lengths lL and lR, a random continuous
curve η˜ : [0,∞) → H˜ from x˜ to y˜, and a random process Z = (L,R) which has the law of the left/right
boundary length process of a chordal SLE6 on a free Boltzmann Brownian disk with left/right boundary lengths
lL and lR, parameterized by quantum natural time. Assume that the following conditions are satisfied.
1. (Laws of complementary connected components) For t ≥ 0, let U˜t be the collection of singly marked
metric measure spaces of the form (U, d˜U , µ˜U , x˜U ) where U is a connected component of H˜ \ η˜([0, t]), d˜U
is the internal metric of d˜ on U , and x˜U is the point where η˜ finishes tracing ∂U . If we condition on
Z|[0,t], then the conditional law of U˜t is that of a collection of independent singly marked free Boltzmann
Brownian disks with boundary lengths specified as follows. The elements of U˜t corresponding to the
connected components of H˜ \ η˜([0, t]) which do not have the target point y˜ on their boundaries are in
one-to-one correspondence with the downward jumps of the coordinates of Z|[0,t], with boundary lengths
given by the magnitudes of the corresponding jump. The element of U˜t corresponding to the connected
component of H˜ \ η˜([0, t]) with y˜ on its boundary has boundary length Lt +Rt + lL + lR.
2. (Topology and consistency) The topology of (H˜, η˜) is determined by Z in the same manner as the topology
of a chordal SLE6 on a doubly marked free Boltzmann Brownian disk, i.e. there is a curve-decorated
metric measure space (H, d, µ, ξ, η) consisting of a doubly marked Brownian disk with left/right boundary
lengths lL and lR and an independent chordal SLE6 between its two marked points parameterized by
quantum natural time and a homeomorphism Φ : H → H˜ with Φ∗µ = µ˜ and Φ ◦ η = η˜. Moreover,
for each t ∈ [0,∞) ∩Q, Φ a.s. pushes forward the natural boundary length measure on the connected
component of H \ η([0, t]) containing the target point of η on its boundary to the natural boundary length
measure on the connected component of H˜ \ η˜([0, t]) containing the target point of η˜ on its boundary
(these boundary length measures are well-defined since we know the internal metric on the connected
component is that of a Brownian disk).
Then (H˜, d˜, µ˜, ξ˜, η˜) is equivalent (as a curve-decorated metric measure space) to a doubly-marked free Boltzmann
Brownian disk with left/right boundary lengths lL and lR together with an independent chordal SLE6 between
the two marked points, parameterized by quantum natural time.
We emphasize that in hypothesis 1 of Theorem 2.7, we are taking internal metrics with respect to open
sets, i.e., we are looking at the infimum of distances along paths which do not touch the boundaries of the
components U .
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Theorem 2.7 is the key tool in the proof of Theorem 1.2; it will be used to identify the law of a subsequential
limit of the curve-decorated metric measure spaces in that theorem.
Again suppose that (D, h,−i, i) is a doubly-marked quantum disk with left/right boundary lengths lL and
lR and that η is an independent chordal SLE6 from −i to i, parameterized by quantum natural time with
respect to h. As above, let Z = (L,R) be its left/right boundary length process and let σ0 be the time at
which η reaches i. We end this subsection by pointing out the manner in which the left/right boundary length
process Z encodes the topology of the pair (D, η) and the quantum length measure on the complementary
connected components of η, which will be needed in Section 7.3.
Lemma 2.8. Almost surely, the following is true. If t ∈ [0, σ0] then η hits the left (resp. right) arc of ∂D
from −i to i if and only if L (resp. R) attains a running infimum at time t. Furthermore, if t1, t2 ∈ [0, σ0]
with t1 < t2, then η(t1) = η(t2) if and only if either
Lt1 = Lt2 = inf
s∈[t1,t2]
Ls or Rt1 = Rt2 = inf
s∈[t1,t2]
Rs. (2.10)
Proof. The first statement is immediate since, by the definition of Z = (L,R), a running infimum of L (resp.
R) is the same as a time at which the length of the arc disconnected from i by η which lies to the left (resp.
right) of −i increases. For the second statement, we observe that if η(t1) = η(t2), then η(t1) lies on the
outer boundary of η([0, t2 − ]) for each  ∈ (0, t2 − t1) and at time t2, η disconnects the boundary arc of
η([0, t2 − ]) between η(t1) and η(t2) from the target point i. Therefore (2.10) holds. The converse is obtained
similarly.
One can also describe the quantum boundary length measure on the connected components of D \ η([0, t])
in terms of Z. If we let
TLt (u) := sup{s ≤ t : Ls ≤ Lt − u}, ∀u ∈
[
0, Lt − inf
s∈[0,t]
Ls
]
then it follows from the definition of the left/right boundary length process that η(TLt (u)) is the point on
the outer boundary of η([0, t]) lying to the left of η(t) with the property that the counterclockwise arc of the
outer boundary of η([0, t]) from η(TLt (u)) to η(t) is equal to u. A similar statement holds with “left” in place
of “right”. Furthermore, if η disconnects a bubble B from i at time τ which lies to the left of η then
(Lτ− − Lτ ) ∧
(
Lτ− − inf
s∈[0,τ)]
Ls
)
is the quantum length of the boundary segment of B which is traced by η (the rest of ∂B is part of ∂D) and
if we set
Tτ (u) := sup{s ≤ t : Ls ≤ Lτ− − u}, ∀u ∈
[
0, (Lτ− − Lτ ) ∧
(
Lτ− − inf
s∈[0,τ)]
Ls
)]
then η(Tτ (u)) the point of ∂B such that the clockwise arc of ∂B from η(τ) to η(Tτ (u)) has quantum length u.
Similar statements hold for bubbles disconnected from i on the right side of η.
We note that, as explained in [DMS14, Figure 1.15, Line 3], in the infinite-volume case the curve-decorated
topological space (H, η∞) can be expressed as an explicit functional of the boundary length process Z∞. By
local absolute continuity one has a similar description for the topology of (D, η) in terms of Z.
3 Peeling of the UIHPQ with simple boundary
In this section, we will review the peeling procedure for the UIHPQS and for free Boltzmann quadrangulations
with simple boundary (also known as the spatial Markov property) and formally define the percolation peeling
process for face percolation on a quadrangulation, which is the main object of study in this paper. The first
rigorous use of peeling was in [Ang03], in the context of the uniform infinite planar triangulation. The peeling
procedure was later adapted to the case of the uniform infinite planar quadrangulation [BC13]. In this paper,
we will only be interested in peeling on the UIHPQS and on free Boltzmann quadrangulations with simple
boundary, which is also studied, e.g., in [AC15,AR15,Ric15,GM16a,CC16,GM17c].
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In Section 3.1, we will review some basic estimates for the free Boltzmann distribution on quadrangulations
with simple boundary and given perimeter. In Section 3, we will review the definition of peeling and introduce
notation for the objects involved (which is largely consistent with that of [GM16a]). In Section 3.2.3, we will
review some formulas and estimates for peeling probabilities. In Section 3.3 we will define the face percolation
peeling process, which is main peeling process which we will be interested in this paper and which is used to
define the peeling exploration paths in Theorems 1.2 and 1.3. In Section 3.4 we will discuss how this peeling
process is related to face percolation interfaces.
3.1 Estimates for free Boltzmann quadrangulations with simple boundary
Recall the set QS (n, l) of rooted quadrangulations with simple boundary having 2l boundary edges and n
interior vertices, the free Boltzmann distribution on quadrangulations with simple boundary of perimeter 2l
from Definition 1.1, and the associated partition function Z from (1.1). Stirling’s formula implies that for
each even l ∈ N,
Z(l) = (cZ + ol(1))54
l/2l−5/2 (3.1)
for cZ > 0 a universal constant. By [BG09, Equation (2.11)] (c.f. [CLG17, Section 6.2]),
#QS (n, l) = 3n−1 (3l)!(3l − 3 + 2n)!n!l!(2l − 1)!(n+ 3l − 1)! = CS (l)(1 + on(1))12nn−5/2 (3.2)
where the on(1) can possibly depend on l and
CS (l) = 8l−1(3l)!3√pil!(2l − 1)! =
1
8
√
3pi
54l(1 + ol(1))
√
l. (3.3)
From (3.1) (applied with 2l in place of l), (3.2), and (3.3), we obtain the tail distribution of the number of
interior vertices of a free Boltzmann quadrangulation with simple boundary of perimeter 2l: if (Q, e) is such a
random quadrangulation, then
P[#V(Q \ ∂Q) = n] = (c+ ol(1))(1 + on(1))l3n−5/2 (3.4)
where c > 0 is a universal constant, the rate of the ol(1) is universal, and the rate of the on(1) depends on l.
3.2 The peeling procedure
3.2.1 General definitions for peeling
Let Q be a finite or infinite quadrangulation with simple boundary. For an edge e ∈ E(∂Q), we let f(Q, e)
be the quadrilateral of Q containing e on its boundary or f(Q, e) = ∅ if Q ∈ QS (0, 1) is the trivial one-edge
quadrangulation with no interior faces. If f(Q, e) 6= ∅, the quadrilateral f(Q, e) has either two, three, or four
vertices in ∂Q, so divides Q into at most three connected components, whose union includes all of the vertices
of Q and all of the edges of Q except for e. These components have a natural cyclic ordering inherited from
the cyclic ordering of their intersections with ∂Q. We write
P(Q, e) ∈ {∅} ∪ (N0 ∪ {∞}) ∪ (N0 ∪ {∞})2 ∪ (N0 ∪ {∞})3
for the vector whose elements are the number of edges of each of these components shared by ∂Q, listed in
counterclockwise cyclic order started from e, or P(Q, e) = ∅ if f(Q, e) = ∅. We refer to P(Q, e) as the peeling
indicator.
The peeling indicator determines the total boundary lengths of each of the connected components of
Q\ f(Q, e), not just the lengths of their intersections with ∂Q. Indeed, if i ∈ {1, 2, 3} and the ith component of
P(Q, e) is k, then the total boundary length of the ith connected component of Q \ f(Q, e) in counterclockwise
cyclic order is k + 3 if there is only one such component (Figure 5, left panel); k + 1 if there is more than one
component and k is odd (Figure 5, middle panel); k + 2 if k is even (Figure 5, middle and right); or ∞ if
k =∞.
The procedure of extracting f(Q, e) and P(Q, e) from (Q, e) will be referred to as peeling Q at e. See
Figure 5 for an illustration of the possible cases that can arise when peeling Q at e.
Suppose now that e∗ ∈ ∂Q \ {e} or that ∂Q is infinite and e∗ =∞.
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Figure 5: A finite rooted quadrangulation with simple boundary (Q, e) ∈ QS (n, 20) together with three
different possible cases for the peeled quadrilateral f(Q, e) (shown in light blue). In each case, the component
Peele∗(Q, e) of Q \ f(Q, e) with e∗ on its boundary is shown in grey and the union Fe∗(Q, e) of the other
components is shown in light green. The number of covered edges, left/right covered edges, and exposed edges
and the peeling indicator are listed under each figure.
• Let Peele∗(Q, e) be the connected component of Q \ f(Q, e) with e∗ on its boundary, or Peele∗(Q, e) = ∅
if f(Q, e) = ∅ (equivalently (Q, e) ∈ QS (0, 1)).
• Let Fe∗(Q, e) be the union of the components of Q \ f(Q, e) other than Peele∗(Q, e) or Fe∗(Q, e) = ∅ if
f(Q, e) = ∅.
• Let Exe∗(Q, e) be the number of exposed edges of f(Q, e), i.e. the number of edges of Peele∗(Q, e) which
do not belong to ∂Q (equivalently, those which are adjacent to f(Q, e)).
• Let Coe∗(Q, e) be the number of covered edges of ∂Q, i.e. the number of edges of ∂Q which do not
belong to Peele∗(Q, e) (equivalently, one plus the number of such edges which belong to Fe∗(Q, e)). Also
let CoLe∗(Q, e) (resp. Co
R
e∗(Q, e)) be the number of left (resp. right) covered edges, i.e., the number of
covered edges lying in the left (resp. right) arc of ∂Q from e to e∗, with e not included in either arc and
e∗ included in the left arc, so that
Coe∗(Q, e) = Co
L
e∗(Q, e) + Co
R
e∗(Q, e) + 1. (3.5)
3.2.2 Markov property and peeling processes
If (Q, e) is a free Boltzmann quadrangulation with simple boundary of perimeter 2l for l ∈ N ∪ {∞} (recall
that l = ∞ corresponds to the UIHPQS) and we condition on P(Q, e), then the connected components of
Q \ f(Q, e) are conditionally independent. The conditional law of each of the connected components, rooted at
one of the edges of f(Q, e) on its boundary (chosen by some deterministic convention in the case when there is
more than one such edge), is the free Boltzmann distribution on quadrangulations with simple boundary and
perimeter 2l˜ (Definition 1.1), for a σ(P(Q, e))-measurable choice of l˜ ∈ N ∪ {∞}. These facts are collectively
referred to as the Markov property of peeling.
Due to the Markov property of peeling, one can iteratively peel a free Boltzmann quadrangulation with
boundary to obtain a sequence of nested free Boltzmann quadrangulations with simple boundary. To make
this notion precise, let l ∈ N∪{∞} and let (Q, e∗) be a free Boltzmann quadrangulation with simple boundary
with perimeter 2l; we also allow e∗ =∞ in the UIHPQS case (when l =∞). A peeling process of Q targeted
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at e∗ is described by a sequence of quadrangulations with simple boundary Qj ⊂ Q for j ∈ N0, called the
unexplored quadrangulations, such that the following is true.
1. We have Q0 = Q and for each j ∈ N0 for which Qj−1 6= ∅, we have e˙j ∈ E(∂Qj−1) and Qj =
Peele∗(Qj−1, e˙j). For each j ∈ N0 for which Qj−1 = ∅, we also have Qj = ∅.
2. Each edge e˙j+1 for j ∈ N0 is chosen in a manner which is measurable with respect to the σ-algebra
generated by the peeling indicator variables P(Qi−1, e˙i) for i ∈ [1, j]Z, the peeling cluster Q˙j :=
(Q \Qj) ∪ (∂Qj \ ∂Q), and possibly some additional random variables which are independent from Qj .
It follows from the Markov property of peeling that for each j ∈ N0, the conditional law of (Qj , e˙j+1) given
the σ-algebra Fj of condition 2 is that of a free Boltzmann quadrangulation with perimeter 2l˜ for some
l˜ ∈ N0 ∪ {∞} which is measurable with respect to Fj (where here a free Boltzmann quadrangulation with
perimeter 0 is taken to be the empty set).
3.2.3 Peeling formulas and estimates
Let (Q∞, e∞) be a UIHPQS. As explained in [AC15, Section 2.3.1], the distribution of the peeling indicator
of Section 3.2.1 when we peel at the root edge is described as follows, where here Z is the free Boltzmann
partition function from (1.1).
P[P(Q∞, e∞) =∞] = 3
8
P[P(Q∞, e∞) = (k,∞)] = 1
12
54(1−k)/2Z(k + 1), ∀k ∈ N odd
P[P(Q∞, e∞) = (k,∞)] = 1
12
54−k/2Z(k + 2), ∀k ∈ N0 even
P[P(Q∞, e∞) = (k1, k2,∞)] = 54−(k1+k2)/2Z(k1 + 1)Z(k2 + 1), ∀k1, k2 ∈ N odd. (3.6)
We get the same formulas if we replace (k,∞) with (∞, k) or (k1, k2,∞) with either (∞, k1, k2) or (k1,∞, k2)
(which corresponds to changing which side of e∞ the bounded complementary connected components of
f(Q∞, e∞) lie on).
From (3.1), we infer the following approximate versions of the probabilities (3.6).
P[P(Q∞, e∞) = (k,∞)]  k−5/2, ∀k ∈ N
P[P(Q∞, e∞) = (k1, k2,∞)]  k−5/21 k−5/22 , ∀k1, k2 ∈ N odd. (3.7)
We get the same approximate formulas if we replace (k,∞) with (∞, k) or (k1, k2,∞) with either (∞, k1, k2)
or (k1,∞, k2).
Recall from Section 3.2.1 the definitions of the number of exposed edges Ex∞(Q∞, e∞) and the number of
covered edges Co∞(Q∞, e∞) and left/right covered edges CoL∞(Q
∞, e∞) and CoR∞(Q
∞, e∞) when we peel
targeted at ∞.
By [AC15, Proposition 3],
E[Ex∞(Q∞, e∞)] = 2 and E
[
CoL∞(Q
∞, e∞)
]
= E
[
CoR∞(Q
∞, e∞)
]
=
1
2
, (3.8)
whence
E[Co∞(Q∞, e∞)] = E[Ex∞(Q∞, e∞)] = 2, (3.9)
so in particular the expected net change in the boundary length of Q∞ under the peeling operation is 0. We
always have Ex∞(Q∞, e∞) ∈ {1, 2, 3}, but Co∞(Q∞, e∞) can be arbitrarily large. In fact, a straightforward
calculation using (3.6) shows that for k ∈ N, one has
P
[
CoL∞(Q
∞, e∞) = k
]
= (cPeel + ok(1))k
−5/2 and P
[
CoR∞(Q
∞, e∞) = k
]
= (cPeel + ok(1))k
−5/2 (3.10)
for cPeel =
10
√
2
27
√
3pi
.
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3.3 The face percolation peeling process
In this subsection we will formally define the percolation peeling process, which is the main peeling process we
will consider in this paper, and introduce some relevant notation (see Section 1.2.2 for a less formal description
of this process). See Figures 2 and 6, respectively, for illustrations of this process in the finite-volume and
infinite-volume cases.
Let lL, lR ∈ N ∪ {∞} such that lL and lR are either both odd, both even, or both ∞. Let l := lL + lR, so
that l is either even or ∞, and let (Q, e) be a free Boltzmann quadrangulation with simple boundary and
perimeter l (so that (Q, e) is a UIHPQS if l =∞). Throughout this paper, when we want to refer to just the
UIHPQS case l =∞ we will add a superscript ∞ to all of the objects involved; and when we take lL and lR
to depend on n, we will add a superscript n.
Let β : Z→ E(∂Q) be the counterclockwise boundary path of Q with β(0) = e, extended by periodicity in
the finite case, and define the target edge
e∗ :=
{
β(lR + 1), l <∞
∞, l =∞.
Conditional on (Q, e), let θ be a critical face percolation configuration as in Section 1.2.2, so that
{θ(q) : q ∈ F(Q) \ {f∞}} be a collection of i.i.d. Bernoulli random variables with P[θ(q) = white] = 3/4
and P[θ(q) = black] = 1/4. Recall that quadrilaterals q with θ(q) = white are said to be white or open and
quadrilaterals with θ(q) = black are black or closed.
To assign boundary conditions to Q, we attach a quadrilateral qe lying in the external face of Q to each
edge e ∈ E(∂Q). We call the quadrilaterals qe external quadrilaterals and their edges and vertices external
edges and vertices, respectively. We also define the extended quadrangulation
Qext := Q ∪
⋃
e∈E(∂Q)
qe. (3.11)
We color each edge e in the left arc of ∂Q from e to e∗ (including e and also e∗ if l <∞) white and we color
each edge e in the right arc of ∂Q from e to e∗ black. We then identify any two external edges which have a
common endpoint in ∂Q and which are incident to external faces of the same color. We declare that an edge
e ∈ E(∂Q) is white (resp. black) if it is incident to a white (resp. black) external quadrilateral. In other words,
we impose lL-white/lR-black or lL-open/lR-closed boundary conditions.
We define a peeling process on Q started from e and targeted at e∗, which we call the percolation peeling
process of (Q, e, θ) with lL-white/lR-black boundary conditions as follows. Let Q0 = Q and let Q˙0 = ∅.
Inductively, suppose j ∈ N and we have defined “unexplored” and “explored” quadrangulations with boundary
Qi and Q˙i for i ∈ [0, j − 1]Z in such a way that the following holds.
1. Qi ∪ Q˙i = Q and Qi and Q˙i intersect only along their boundaries.
2. Either Qi = ∅ and Q˙i = Q; or ∂Qi is a simple path containing e∗ which has white-black boundary
conditions, i.e. there is an edge e˙i+1 ∈ ∂Qi such that e˙i+1 is incident to a white quadrilateral lying in
the external face of Qi and each edge of ∂Qi lying in the left (resp. right) arc of ∂Qi from e˙i+1 to e∗ is
incident to a white (resp. black) quadrilateral lying in the external face of Qi.
If Qj−1 = ∅, we set Qj = ∅ and Q˙j = Q. Otherwise, we peel the quadrilateral of Qj−1 incident to e˙j and add
the subgraph which it disconnects from e∗ in Qj−1 to Q˙j−1, i.e., in the notation of Section 3.2.1 we set
Q˙j := Q˙j−1 ∪ f(Qj−1, e˙j) ∪ Fe∗(Qj−1, e˙j) and Qj = Peele∗(Qj−1, e˙j).
It is clear that Qj and Q˙j satisfy the above two conditions with j in place of i, which completes the induction.
We note that Qj = ∅ and Q˙j = Q if and only if e˙j = e∗.
We define the terminal time
J := inf{j ∈ N0 : Qj = ∅}, (3.12)
and note that J =∞ in the UIHPQS case (i.e., when l =∞). We also write
θj := θ
(
f(Qj−1, e˙j)
)
, ∀j ∈ N
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Figure 6: Top: The percolation peeling process in the case when lL = lR = ∞, in which case (Q, e) =
(Q∞, e∞) is a UIHPQS and we denote objects associated with the percolation peeling process by a superscript
∞. The external quadrilaterals used to define boundary conditions are shown below the horizontal line
indicating the boundary of Q∞. The peeled edges e˙∞j for j ∈ [1, 8]Z are shown in red, the peeled quadrilaterals
are colored according to the face percolation configuration, and the regions disconnected from ∞ by the
percolation peeling process (which, along with the peeled quadrilaterals, belong to Q˙∞8 ) are shown in light
green. Bottom: Same setup as in the top panel but with the percolation exploration path λ∞ shown in red
and a possible realization of the associated percolation interface λ˚∞∗ started from the right endpoint v
∞ of
e∞ shown in blue (the realization depends on the colors of the quadrilaterals inside the green regions, which
are not shown). Note that λ∞(j) = e˙∞j for j ∈ N0, but λ∞(j) is allowed to traverse edges which are not
among the e∞j ’s and/or to re-trace itself at half-integer times in order to get a continuous path. Although the
percolation path λ˚∞∗ does not coincide with λ
∞, Lemma 3.1 tells us that λ∞∗ hits the endpoint v˙
∞
j of e˙
∞
j for
each j ∈ N0, and does not exit the cluster Q˙∞j until after it hits v˙∞j .
for the random variable indicating the color of the jth peeled quadrilateral. For j ∈ N0 define the σ-algebra
Fj := σ
(
Q˙i,P(Qi−1, e˙i), θi : i ∈ [1, j]Z
)
(3.13)
where here P(·, ·) is the peeling indicator (Section 3.2.1). Note that e˙j+1 ∈ Fj .
We then define the percolation exploration path λ : 12N0 → E(Q) exactly as in Section 1.2.2, i.e.,
λ(0) = e = e˙1, λ(j) = e˙j for j ∈ N, and for j ∈ N0, λ(j + 1/2) is an edge which shares an endpoint with each
of λ(j) and λ(j + 1/2) (chosen by some arbitrary convention).
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3.4 Face percolation interfaces
Suppose we are in the setting of Section 3.3, so that (Q, e, θ) is a free Boltzmann quadrangulation with simple
boundary and (possibly infinite) perimeter lL + lR and λ : N0 → E(Q) is the percolation exploration path
with lL-white/lR-black boundary conditions. The path λ˚ is not a percolation interface, but it is closely related
to a certain percolation interface, as we explain in this section.
We say that two white quadrilaterals of Q are θ-adjacent if they share an edge and we say that two black
quadrilaterals of Q are θ-adjacent if they share a vertex ; we emphasize here the asymmetry between black
and white quadrilaterals (which is related to the fact that the percolation threshold 3/4, not 1/2).
A set of quadrilaterals F ⊂ F(Q) \ {f∞} is θ-connected if every quadrilateral q, q′ ∈ F is the same color
and any two quadrilaterals in F can be joined by a θ-adjacent path in F , i.e. a finite string of quadrilaterals
q0, . . . , qn ∈ F such that q0 = q, qn = q′, and qi is θ-adjacent to qi−1 for each i ∈ [1, n]Z. A white (resp. black)
cluster is a subgraph S of Q such that the face set F(S) is a white (resp. black) θ-connected component of F
and the vertex and edge sets of F consist, respectively, of all vertices and edges of quadrilaterals in F(S).
A path λ˚ : [a, b]Z → E(Q) is an interface path if the following is true. If we orient the edges λ˚(i) for
i ∈ [a, b]Z in such a way that the terminal endpoint of λ˚(i) is the same as the initial endpoint of λ˚(i+ 1) for
each i ∈ [a, b− 1]Z, then each edge λ˚(i) has a white quadrilateral to its left and a black quadrilateral to its
right. Equivalently, λ˚ traces a segment of the boundary of some white cluster of Q in the counterclockwise
direction.
It is immediate from the above definition that an interface path either has no repeated edges (it may,
however, have repeated vertices) or is a sub-path of a periodic path each of whose periods have no repeated
edges. Furthermore, two distinct interface paths cannot cross (although they can share a vertex), and two
interface paths which share an edge must be sub-paths of some common interface path.
For each edge e of Q which is incident to both a white quadrilateral and a black quadrilateral, there is
a unique infinite interface path λ˚ : Z → E(Q) satisfying λ˚(0) = e, which traces the boundary of the white
cluster containing the quadrilateral to the left of e in the counterclockwise direction. This path is simple if
this cluster is infinite or periodic if it is finite.
Let v (resp. v∗) be the terminal endpoint of e (resp. the initial endpoint of the target edge e∗), so that v
and v∗ are the unique vertices of ∂Q which are incident to both black and white external quadrilaterals.
Then there is a distinguished interface path λ˚∗ : [1, N ]Z → E(Q) in Qext (notation as in (3.11)) from v∗ to v,
namely the path which traces the segment of the boundary of the white cluster containing all of the white
external faces from v to v∗ in the counterclockwise direction. We extend λ˚∗ from [1, N ]Z to [0, N + 1]Z by
declaring that λ˚∗(0) (resp. λ˚∗(N + 1)) is the external edge of Q which is incident to v (resp. v∗) and to a
white external quadrilateral.
The aforementioned interface path λ˚∗ is not the same as the percolation exploration path λ produced via
peeling. However, it is related to the percolation peeling clusters {Q˙j}j∈N0 in the following manner. See
Figure 6 for an illustration.
Lemma 3.1. For j ∈ N0, let v˙j be the right endpoint of the peeled edge e˙j. For each j ∈ N0, there exists a
unique sj ∈ N0 such that v˙j+1 is the terminal endpoint of λ˚∗(sj) and λ˚∗([0, sj ]Z) is contained in the peeling
cluster Q˙j. Furthermore, sj ≤ sj′ whenever j ≤ j′.
Proof. Let Q˙extj be the quadrangulation obtained by adjoining all of the external quadrilaterals of Q to the
cluster Q˙j . Then Q˙
ext
j is a quadrangulation with simple boundary. Furthermore, every quadrilateral of Q˙
ext
j
incident to the clockwise (resp. counterclockwise) arc of ∂Q˙extj from v to v˙j+1 belongs to the same white
(resp. black) cluster of Q˙extj (this follows since we always peel at a white edge). Hence there is a distinguished
interface path λ˚ in Q˙extj from v to v˙j+1, namely the right outer boundary of the white cluster of Q˙
ext
j containing
all of the white external faces. Since this white cluster is the intersection with Q˙extj of the white cluster of
Qext containing the white external faces, we infer that λ˚ = λ˚∗|[0,sj ]Z for some sj ∈ N0. This choice of sj is
unique since the interface path λ˚∗ is a simple path. The monotonicity statement for the sj ’s follows since
λ˚∗([0, sj ]Z) ⊂ Q˙j and the clusters Q˙j are increasing.
Remark 3.2. Suppose we are in the setting of Theorem 1.2, so that for n ∈ N, Qn is a free Boltzmann
quadrangulation with simple boundary of perimeter lnL + l
n
R and d
n is its rescaled graph metric. Also let λ˚n∗
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be the interface path from Lemma 3.1, with its domain extended to N0 in such a way that it is constant after
its terminal time and then to [0,∞) by linear interpolation. Once Theorem 1.2 is established, it follows from
Lemma 3.1 that the dn-Hausdorff distance between λn∗ ([0,∞)) and the range λn([0,∞)) of the percolation
exploration path tends to zero in law as n→∞: indeed, this comes from the fact that λn([0,∞)) has only
finitely many complementary connected components of dn-diameter at least  for each  > 0, and the law of
the time length of the segment of λ˚n∗ contained in each such connected component is typically of constant
order. We do not prove in the present paper that there is a constant s˚ > 0 such λ˚n∗ (˚sn
3/4·) converges uniformly
to the same limiting path as ηn = λn(sn3/4·), but we expect this can be accomplished with some additional
technical work. Note that in the case of site percolation on a triangulation the analogs of the paths λn and
λ˚n∗ coincide; see Section 8.
4 Boundary length processes
Let lL, lR ∈ N ∪ {∞} be such that lL and lR are either both odd, both even, or both ∞. Let (Q, e, θ)
be a free Boltzmann quadrangulation with simple boundary of perimeter lL + lR decorated by a face
percolation configuration and define the clusters {Q˙j}j∈N0 and the unexplored quadrangulations {Qj}j∈N0
of the percolation peeling process of (Q, e, θ) with lL-white/lR-black boundary conditions as in Section 3.3.
In this section we will study the boundary length processes for the percolation peeling process, which we
now define. Unlike in the case of general peeling processes (see, e.g., [GM17c, Definition 3.2]) it is natural to
consider left and right boundary length processes since the boundary of the percolation peeling clusters have
a natural notion of left and right sides.
Definition 4.1. The left (resp. right) exposed boundary length process XLj (resp. X
R
j ) at time j ∈ N0 is
equal to the number of edges of ∂Qj ∩ ∂Q˙j which are adjacent to a white (resp. black) quadrilateral in Q˙j ,
equivalently the number of edges of ∂Qj ∩ ∂Q˙j lying weakly to the left (resp. strictly to the right) of e˙j+1.
The left (resp. right) covered boundary length process Y Lj (resp. Y
R
j ) at time j ∈ N0 is the number of edges of
∂Q \ ∂Qj which are adjacent to a white (resp. black) quadrilateral lying in the external face of Q, equivalently
the number of edges of Q˙j ∩ ∂Q lying to weakly to the left (resp. strictly to the right) of e. The left, right,
and total net boundary length processes are defined, respectively, by
WLj := X
L
j − Y Lj , WRj := XRj − Y Rj , and Wj := (WLj ,WRj ), ∀j ∈ N0.
We include an additional superscript ∞ in the notation for the above objects when we wish to discuss only the
UIHPQS case, when lL = lR =∞; and an additional superscript n when we take lL and lR to depend on n.
See Figure 7 for an illustration of Definition 4.1. Note that Wj = (−lL,−lR) for each j after the terminal
time J defined in (3.12).
Q˙j
e˙j+1
e
Y Lj
XLj X
R
j
Y Rj
WLj = W
R
j =X
L
j Y
L
j− −XRj Y Rj
Qj
Figure 7: Illustration of Definition 4.1. Individual edges and vertices are not shown, except for the edges e
and e˙j+1 (red). We emphasize that the definitions are not symmetric under swapping the roles of L and R
since the two red edges are counted as part of the left boundary (this is related to the fact that the critical
probability is 3/4, not 1/2).
The process W = (WL,WR) is the discrete analog of the left/right boundary length process for chordal
SLE6 on an independent
√
8/3-quantum surface (Section 2.3.3), so it is natural to expect W to converge in
the scaling limit to this latter process both in the finite-volume and infinite-volume cases. Most of this section
will be devoted to proving that this is indeed the case.
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Definition 4.2. For n ∈ N, we define the re-normalized (net) boundary length processes
Lnt := c
−1n−1/2WLbsn3/4tc, R
n
t := c
−1n−1/2WRbsn3/4tc, and Z
n
t := (L
n
t , R
n
t ) (4.1)
where here c = 23/2/3 and s are the normalizing constants from Section 1.3. We include an additional
superscript ∞ in the notation for the above objects when we wish to discuss only the UIHPQS case.
The reason for the factor of c−1 in Definition 4.2 is that in the scaling limit results for quadrangulations
with simple boundary [GM17d,GM17c] the boundary path is pre-composed with t 7→ cn1/2t so one edge along
the boundary of such a quadrangulation corresponds to approximately c−1n−1/2 units of boundary length in
the scaling limit. The reason for the factor of s is so that the scaling of the Le´vy measure for the scaling
limits of L∞,n and R∞,n is the same as for the 3/2-stable processes in Section 2.3.3.
The rest of this section is devoted to proving the following two propositions, which give the scaling limits
of Zn in the infinite-volume and finite-volume cases. Along the way, we will also prove several estimates for
the percolation peeling process which will be needed later.
Recall from Section 2.3.3 that the left/right boundary length process for chordal SLE6 on the Brownian
half-plane is a pair of independent totally asymmetric 3/2-stable processes with no upward jumps. As one
expects, this process is the scaling limit of the discrete boundary length process in the UIHPQS case.
Proposition 4.3. In the UIHPQS case (i.e., lL = lR =∞) it holds for a suitable choice of s > 0 that the
re-normalized boundary length processes Z∞,n = (L∞,n, R∞,n) of Definition 4.2 converge in law as n→∞
with respect to the local Skorokhod topology (Section 2.1.4) to a pair Z∞ = (L∞, R∞) of independent totally
asymmetric 3/2-stable processes with no positive jumps (scaled so that (2.7) holds).
We now consider the finite-volume case. Suppose we are in the setting of Theorem 1.2. In particular, lL, lR >
0; {(lnL, lnR)}n∈N is a sequence of pairs of positive integers such that lnL + lnR is always even, c−1n−1/2lnL → lL,
and c−1n−1/2lnR → lR (where c = 23/2/3 is the usual boundary length scaling constant); and (Qn, en, θn) is
a free Boltzmann quadrangulation with simple boundary of perimeter lnL + l
n
R equipped with a critical face
percolation configuration.
Let Z = (L,R) be the left/right boundary length process of a chordal SLE6 between the two marked points
of a doubly marked Brownian disk with left/right boundary lengths lL and lR, respectively, parameterized
by quantum natural time. The law of the left/right boundary length process Z = (L,R) for SLE6 on the
Brownian disk is described in Theorem 2.5: it behaves locally like a pair of independent 3/2-stable processes,
but it is conditioned so that L first hits −lL and the same time R first hits −lR, and Z remains constant after
this time.
Proposition 4.4. For n ∈ N, let Zn = (Ln, Rn) be the re-normalized left/right boundary length process for
the percolation peeling process on (Qn, en, θn) with lnL-white/l
n
R-black boundary conditions, as in Definition 4.2
with Q = Qn. Then with Z = (L,R) the process described just above, we have Zn → Z in law with respect to
the Skorokhod topology.
In Section 4.1, we point out some basic properties of the processes of Definition 4.1. In Section 4.2, we
prove Proposition 4.3. The proof is a straightforward application of the heavy-tailed central limit theorem
plus a short argument to make sure that the two coordinates of the limiting process are indeed independent.
We then turn our attention to the proof of Proposition 4.4, which is more challenging. We will deduce
Proposition 4.4 from Proposition 4.3 and a local absolute continuity argument. In Section 4.3, we state
a general lemma which allows us to compare peeling processes on free Boltzmann quadrangulations and
on the UIHPQS (Lemma 4.6) and prove some general estimates for peeling processes on free Boltzmann
quadrangulations which rule out various pathologies.
In Section 4.4, we establish tightness of the law of the finite-volume boundary length process Zn with
respect to the Skorokhod topology. To do this we need to analyze certain stopping times for this process in
order to rule out pathological behavior of Zn near the terminal time. In Section 4.5 we conclude the proof
of Proposition 4.3 by identifying a subsequential scaling limit, using a comparison of the Radon-Nikodym
derivatives appearing in Theorem 2.6 and Lemma 4.6.
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4.1 Basic properties of the boundary length processes
Suppose we are in the setting of Definition 4.2, so that lL, lR ∈ N with lL + lR even or lL = lR = ∞ and
we are considering the boundary length processes of the percolation peeling process on a free Boltzmann
quadrangulation with lL-white/lR-black boundary conditions.
For each j ∈ N0, the boundary length of the unexplored quadrangulation is given by
#E(∂Qj) = WLj +WRj + lL + lR. (4.2)
One can almost recover the pairs (XL, Y L) and (XR, Y R) from the two-dimensional process W in the
following manner. If jth peeled quadrilateral f(Qj−1, e˙j) disconnects an edge in ∂Q ∩ ∂Qj−1 adjacent to a
white quadrilateral in the external face from the target edge e∗ in Qj−1, then f(Qj−1, e˙j) also disconnects
every edge in ∂Qj−1 ∩ ∂Q˙j−1 adjacent to a white quadrilateral of Q˙j−1 from e∗ in Qj−1. If this is the case,
then XLj ≤ 3 and WLj differs from the running minimum of WL up to time j by at most 3 (the 3 comes from
the exposed edges of f(Qj−1, e˙j) in case this quadrilateral is white). Similar considerations apply to W
R.
Therefore,
min
i∈[0,j]Z
WLi ∈
[−Y Lj ,−Y Lj + 3]Z and WLj − mini∈[0,j]ZWLi ∈ [XLj − 3, XLj ]Z; (4.3)
and similarly with “R” in place of “L”.
With Exe∗(·, ·), CoLe∗(·, ·), CoRe∗(·, ·), and Coe∗(·, ·) the number of exposed, left/right covered, and covered
edges with respect to the target edge, respectively, as in Section 3.2.1, and θj the color indicator from
Section 3.3,
WLj −WLj−1 = 1(θj=white) Exe∗(Qj−1, e˙j)− CoLe∗(Qj−1, e˙j)− 1
WRj −WRj−1 = 1(θj=black) Exe∗(Qj−1, e˙j)− CoRe∗(Qj−1, e˙j), and (4.4)
WLj +W
R
j −WLj−1 −WRj−1 = Exe∗(Qj−1, e˙j)− Coe∗(Qj−1, e˙j).
Recall (3.5) for the last line. The −1 in the first line comes from the fact that the white edge e˙j itself is
always disconnected from e∗ by the peeled quadrilateral f(Qj−1, e˙j).
The indicator variable θj is independent from Fj−1 and P(Qj−1, e˙j) and equals white with probability 3/4
and black with probability 1/4. In the case when l =∞ (so that (Q, e) = (Q∞, e∞) is a UIHPQS), it follows
from (4.4) that the increments W∞j −W∞j−1 are i.i.d. Furthermore, by (3.8),
E
[
W∞,Lj −W∞,Lj−1
]
= E
[
W∞,Rj −W∞,Rj−1
]
= 0 (4.5)
and by (3.10),
P
[
W∞,Lj −W∞,Lj−1 = k
]
= (cPeel+ok(1))k
−5/2 and P
[
W∞,Rj −W∞,Rj−1 = k
]
= (cPeel+ok(1))k
−5/2. (4.6)
4.2 Scaling limit of the UIHPQS boundary length processes
We will deduce Proposition 4.3 from the heavy-tailed central limit theorem and the fact that peeling steps are
i.i.d. We will need the following elementary estimate to show that the coordinates of the limiting process do
not have simultaneous jumps (which, as we will see, will imply that they are independent).
Lemma 4.5. Suppose we are in the UIHPQS case (i.e., lL = lR =∞). For m ∈ N and k ∈ N, let E(m, k) be
the event that there exist times jL, jR ∈ [1,m]Z such that both W∞,LjL −W∞,LjL−1 ≤ −k and W∞,RjR −W∞,RjR−1 ≤ −k.
Then P[E(m, k)]  k−3m2 with universal implicit constant.
Proof. If E(m, k) occurs, let jL and jR be the smallest times in [1,m]Z satisfying the conditions in the
definition of E(m, k). We will treat the case where jL = jR and the case where jL 6= jR separately.
If jL = jR, then by (4.4) there is a j ∈ [1,m]Z such that the numbers of left and right covered edges satisfy
CoLe∗(Q
∞
j−1, e˙j) ≥ k − 1 and Co∞,Re∗ (Q
∞
j−1, e˙j) ≥ k.
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By (3.7) and the Markov property of peeling, the probability that this is the case for any fixed time j is at
most ∞∑
k1=k
∞∑
k2=k−1
P
[
P∞
(
Q
∞
j−1, e˙j
)
= (k1,∞, k2)
]
 k−3.
Taking a union bound over k ∈ [1,m]Z shows that P[E(m, k), jL = jR]  k−3m.
To treat the case when jL 6= jR, let J1 (resp. J2) be the first (resp. second) time in [1,m]Z for which the
total number of covered edges satisfies Coe∗(Q
∞
j−1, e˙j) ≥ k, or ∞ if there are fewer than one (resp. two) such
times. If E(m, k) occurs and jL 6= jR, then both J1 and J2 are finite. By (3.10), for j ∈ [1,m]Z
P
[
Coe∗(Q
∞
j−1, e˙j) ≥ k
]
 k−3/2.
By a union bound, P[J1 < ∞]  k−3/2m. By the strong Markov property, P[J2 < ∞|J1 < ∞]  k−3/2m.
Hence P[E(m, k), jL 6= jR]  k−3m2.
Proof of Proposition 4.3. We take
s :=
3
2
c3/2c−1PeelcStable (4.7)
where here c = 23/2/3, cStable is as in (2.7), and cPeel is as in (3.10). It is clear from (4.5), (4.6), and the
heavy-tailed central limit theorem (see, e.g., [JS03]) that the processes L∞,n and R∞,n each converge in law
separately in the local Skorokhod topology to a totally asymmetric 3/2-stable process with no positive jumps,
scaled as in (2.7). We need to check that they converge jointly.
By the Prokhorov theorem, for any sequence of positive integers tending to∞, there exists a subsequence N
along which Z∞,n → Z∞ in law as N 3 n → ∞ with respect to the local Skorokhod topology on each
coordinate, where here Z∞ = (L∞, R∞) is a coupling of two independent totally asymmetric 3/2-stable
processes with no positive jumps. We must show that L∞ and R∞ are independent (which in particular
implies that the joint law of the limit does not depend on the choice of N ). For this purpose is suffices to show
that L∞ and R∞ a.s. do not have any simultaneous jumps: this follows since L∞ and R∞ are a.s. determined
by their jumps, the jumps of each of L∞ and R∞ arrive according to a Poisson point process, and two
Poisson point processes are independent if and only if their jump times are independent [Ber96, Proposition 1,
Section 0].
Fix  > 0 and T > 0. For n ∈ N, δ > 0, and i ∈ [1, dT/δe]Z let Enδ (i) be the event that there exist
times tL, tR ∈ [(i− 1)δ, iδ] such that both L∞,ntL − limt→t−L L
∞,n
t ≤ − and R∞,ntR − limt→t−R R
∞,n
t ≤ −. By
Lemma 4.5 (applied with k  n1/2 and m = δn3/4) and stationarity of the law of Z, P[Enδ (i)]  −3/2δ2, with
universal implicit constant. By a union bound, P
[⋃dT/δe
i=1 E
n
δ (i)
]
 T−3/2δ, with universal implicit constant.
Taking a limit as N 3 n→∞ shows that as δ → 0, the probability that there is an i ∈ [1, dT/δe]Z such
that L∞ and R∞ have a simultaneous jump of size at least  in the time interval ((i− 1)δ, iδ) tends to zero.
For fixed δ > 0, a.s. neither L∞ nor R∞ has a jump at time δi for any i ∈ Z. Since  and T are arbitrary, we
infer that L∞ and R∞ a.s. do not have any simultaneous jumps, so are independent.
4.3 Estimates for free Boltzmann quadrangulations with simple boundary
The goal of the remainder of this section is to prove our scaling limit result for the finite-volume boundary
length process, Proposition 4.4. In this section we record some general estimates for peeling processes on a
free Boltzmann quadrangulation with simple boundary which will be used in the remainder of this section as
well as in Sections 5 and 6.
Throughout this subsection we consider the following setup. Let lL, lR ∈ N0 with lL + lR even, let
(Q, e, θ) be a free Boltzmann quadrangulation with boundary with a critical face percolation configuration,
and define the clusters {Q˙j}j∈N0 , the unexplored quadrangulations {Qj}j∈N0 , the peeled edges {e˙j}j∈N, the
filtration {Fj}j∈N0 , and the terminal time J as in Section 3.3. Also define the boundary length processes
XL, XR, Y L, Y R, and W = (WL,WR) as in Definition 4.1.
We will have occasion to compare the above objects with the analogous objects associated with a UIHPQS.
To this end, we let (Q∞, e∞, θ∞) be a UIHPQS with a critical face percolation configuration and define the
objects {Q˙∞j }j∈N0 , {Q
∞
j }j∈N0 , {e˙∞j }j∈N, {θ∞j }j∈N0 , and {F∞j }j∈N0 as in Section 3.3 with lL = lR = ∞
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(with an extra superscript ∞ to indicate the UIHPQS case). Also define the associated boundary length
processes X∞,L, X∞,R, Y∞,L, Y∞,R, and W∞ = (W∞,L,W∞,R) as in Definition 4.1. We also define the time
J∞ := inf
{
j ∈ N0 : Y∞,Lj ≤ −lL or Y∞,Rj ≤ −lR
}
(4.8)
so that J∞ and J are given by the same deterministic functional of the processes W∞ and W , respectively.
The following lemma is our main tool for comparing the percolation explorations in the case when
lL, lR < ∞ and the case when lL = lR = ∞. We note the similarity to the Radon-Nikodym estimate in
Theorem 2.5 (which is no coincidence, as the estimates are proven in an analogous manner).
Lemma 4.6. Let ι be a stopping time for {Fj}j∈N which is less than J with positive probability. The law of
{Q˙j ,P(Qj−1, e˙j), θj}j∈[1,ι]Z conditional on the event {ι < J } is absolutely continuous with respect to the law
of {Q˙∞j ,P(Q
∞
j−1, e˙
∞
j ), θ
∞
j }j∈[1,ι]Z , with Radon-Nikodym derivative given by
(1 + o(1))
(
W∞,Lι +W
∞,R
ι
lL + lR
+ 1
)−5/2
1(ι<J∞) (4.9)
where here the o(1) tends to zero as (lL + lR)∧ (W∞,Lι +W∞,Rι + lL + lR) tends to ∞, at a deterministic rate.
Proof. This is an immediate consequence of [GM17c, Lemma 3.6].
The main tool in the proof of Proposition 4.4 is the estimate of the Radon-Nikodym derivative (4.9). We
note that it blows up on the event that W∞,Lι + W
∞,R
ι is close to lL + lR, which in turn occurs when ι is
chosen to be close to the terminal time of the finite-volume percolation exploration process. We will thus
need to rule out W∞,Lι +W
∞,R
ι being too close to lL + lR for an appropriately chosen stopping time. This is
carried out in Lemma 4.11, using Lemmas 4.8 and 4.10. It will also be important that the boundary length
does not change much after our stopping time, which is the purpose of Lemma 4.7 just below. The reader
might find it helpful first to read Section 4.5, where the proof of Proposition 4.4 is completed before reading
the details of these intermediate lemmas.
The following general lemma gives us a bound for the boundary length of the unexplored region for any
peeling process on a free Boltzmann quadrangulation with simple boundary, and will be used in conjunction
with (4.2) to bound the processes of Definition 4.1.
Lemma 4.7. Let l ∈ N and let (Q, e) be a free Boltzmann quadrangulation with simple boundary and perimeter
2l. Let {(Qj , e˙j+1)}j∈N0 be any peeling process of Q, with any choice of target point. For k ∈ N with k > l,
P
[∃j ∈ N0 with #E(∂Qj) ≥ k] ≤ (1 + ol(1))(kl
)−3
with the rate of the ol(1) universal.
Proof. Let ιk be the smallest j ∈ N for which #E
(
∂Qj
) ≥ k, or ιk =∞ if no such j exists. We seek an upper
bound for P[ιk < ∞]. The idea of the proof is that if ιk < ∞, then the number of interior vertices of Q is
likely to be larger than usual, so P[ιk <∞] cannot be too large. For m ∈ N,
P[#V(Q \ ∂Q) ≥ m] ≥ P[#V(Qιk \ ∂Qιk) ≥ m | ιk <∞]P[ιk <∞]. (4.10)
By the asymptotic formula (3.4) for the law of the area of a free Boltzmann quadrangulation with simple
boundary,
P[#V(Q \ ∂Q) ≥ m] = (c+ ol(1))(1 + om(1))l3m−3/2, (4.11)
with the constant c > 0 and the rate of the ol(1) universal; and the rate of the om(1) depending on l. Since
#E(∂Qιk) ≥ k > l on the event {ιk <∞} and the conditional law of Qιk given {ιk <∞} and its boundary
length is that of a free Boltzmann quadrangulation with simple boundary, also
P
[
#V(Qιk \ ∂Qιk) ≥ m | ιk <∞] = (c+ ol(1))(1 + om(1))k3m−3/2. (4.12)
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Rearranging (4.10) and inserting the bounds (4.11), (4.12) we have for each m ∈ N that
P[ιk <∞] ≤ (1 + ol(1))(1 + om(1))
(
k
l
)−3
.
Sending m→∞ yields the statement of the lemma.
Lemma 4.7 gives us a good bound for maxj∈N0 |Wj | in the case when lL and lR are approximately the
same size. If one of lL or lR is much smaller than the other, we expect that one of W
L or WR has a single big
downward jump corresponding to the time when most of ∂Q is disconnected from the target edge e∗ by the
percolation peeling process, and otherwise |Wj | fluctuates by at most lL ∧ lR. The following lemma makes
this intuition precise. The lemma will only be used in the proof of Lemma 4.11 below, so the reader may wish
to skip the statement and proof for now and refer back to it when it is needed.
Q˙nJnr
e
e∗
Q˙nInα0,α1
\ Q˙nJnr
Q˙j∗−1
e˜∗
e
e∗
Figure 8: Left: Illustration of the proof of Lemma 4.8. If the target edge e∗ is close to the initial edge e,
we re-target the process at an edge e˜ at macroscopic boundary length away from e. The peeling processes
targeted at e∗ and e˜∗ agree at every time strictly before the first time j∗ that the target edges are separated, at
which time the cluster of the process targeted at e∗ (resp. e˜∗) is the union of the blue and yellow (resp. gray)
regions. Right: The peeling clusters at the stopping times Jnr and I
n
α0,α1 considered in Lemmas 4.10 and 4.11,
respectively. At time Jnr , the left and right boundary lengths of the unexplored quadrangulation might be
very different. Lemma 4.8 is used to produce the time Inα0,α1 , at which these two lengths are comparable.
Lemma 4.8. For each  ∈ (0, 1) there exists C = C() > 1 such that for each choice of lL, lR ∈ N0 with
lL + lR even, there is a stopping time j∗ = j∗() ∈ [0,J ]Z such that the following is true. Let E(C) be the
event that all of the following hold.
1. C−1(lL ∧ lR)3/2 ≤ j∗ ≤ C(lL ∧ lL)3/2.
2. Y Lj∗ ≤ lL − C−1(lL ∧ lR) and Y Rj∗ ≤ lR − C−1(lL ∧ lR).
3. maxj∈[1,j∗−1]Z |Wj |+ maxj∈[j∗,J ]Z |Wj −Wj∗ | ≤ C(lL ∧ lR) (here W = (WL,WR), as in Definition 4.1).
Then P[E(C)] ≥ 1− .
Proof. Throughout the proof we assume that lL ≤ lR; the case when lR ≤ lL is treated similarly. Let b ∈ (0, 1)
be a small parameter to be chosen later, in a manner depending only on .
We will first treat the case when lL and lR are roughly comparable, in the sense that lL ≥ blR, which is a
straightforward consequence of Lemma 4.7. To treat the case when lL ≤ blR, we will consider the percolation
peeling process with a new target edge e˜∗ chosen in such a way that the two arcs separating e and e˜∗ have
comparable lengths. We will take j∗ to be the time at which the original (equivalently, the re-targeted) process
disconnects e∗ from e˜∗, so that the processes agree up to time j∗. We will then show that the conditions in
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the definition of E(C) are satisfied with high probability at time j∗ using estimates for the re-targeted process
(which come from a comparison to peeling on the UIHPQS). See Figure 8 for an illustration.
Step 1: the case when lL ≥ blR. If lL ≥ blR, then lL ∧ lR ≥ b2 (lL + lR). We always have Y Lj ≤ lL and Y Rj ≤ lR.
Furthermore, the boundary length of the unexplored region at time j is given by #E(∂Qj) = WLj +WRj +lL+lR.
Lemma 4.7 implies that if lL ≥ blR, then for C > 0,
P
[
max
j∈[1,J ]Z
#E(∂Qj) > C(lL ∧ lR)
]
 b−3C−3 (4.13)
with universal implicit constant. Furthermore, if we set j∗ = C−10 (lL∧lR)3/2 for large enough C0 = C0(b, ) > 1,
then Proposition 4.3 and Lemma 4.6 together imply that P
[|WLj∗ + lL| ∧ |WRj∗ + lR| ≤ C−11 (lL ∧ lR)] ≤ /2
for a constant C1 = C1(b, ) > 0. By combining this with (4.13), we obtain the statement of the lemma in the
case when lL ≥ blR for an appropriate choice of C ≤ C0 ∧ C1.
Step 2: re-targeting the peeling process. Now suppose that lL < blR. We will show that the statement of
the lemma holds in this case for sufficiently small b = b() ∈ (0, 1). We start by re-targeting the peeling
process in such a way that the two boundary arcs between the starting point and the target point have
the same length. Let β : [0, lL + lR]Z → E(∂Q) be the boundary path for Q with β(0) = e, and recall
that e∗ = β(lR + 1) is the target edge for the peeling process of (Q, e, θ) with lL-white/lR-black boundary
conditions. Let l˜L = l˜R = (lL + lR)/2 and consider the peeling process of (Q, e, θ) with l˜L-white/l˜R-black
boundary conditions, which is a peeling process targeted at e˜∗ := β(l˜R − 1). Define the boundary length
processes X˜L, X˜R, Y˜ L, Y˜ R, W˜L, W˜R, and W˜ as in Definition 4.1 for this peeling process.
Let j∗ be the smallest j ∈ N for which the peeling cluster Q˙j disconnects e∗ from e˜∗. The definition of
the percolation peeling process implies that the peeling processes targeted at e∗ and e˜∗ agree until time j∗.
In particular,
X˜L|[0,j∗−1] = XL|[0,j∗−1], X˜L|[0,j∗−1] = XL|[0,j∗−1], and W˜L|[0,j∗−1] = WL|[0,j∗−1]. (4.14)
and similarly with R in place of L. Furthermore,
j∗ = min
{
j ∈ N0 : Y˜ Lj ≥ lL
}
. (4.15)
Step 3: regularity event for the re-targeted process. We will now define an event in terms of (W˜ , Y˜ L, Y˜ R)|[0,j∗]
on which the event E(C) in the statement of the lemma is likely to occur. For C1 > 0, let E˜(C1) be the event
that the following is true.
1. C−11 l
3/2
L ≤ j∗ ≤ C1l3/2L .
2. Y˜ Lj∗−1 ≤
(
1− C−11
)
lL and Y˜
L
j∗ ≥
(
1 + C−11
)
lL.
3. maxj∈[0,j∗] |W˜j | ≤ C1lL.
If E˜(C1) occurs, then condition 1 in the definition of E(C1) occurs. Furthermore, by (4.14), Y
L
j∗ = Y˜
L
j∗−1 and
lR − Y Rj∗ = Y˜ Lj∗ − lL. Hence also condition 2 in the definition of E(C1) occurs. The relation (4.14) shows also
that maxj∈[1,j∗−1]Z |Wj | ≤ C1lL. In other words, E˜(C1) implies all of the conditions in the definition of E(C1)
except possibly an upper bound for maxj∈[j∗,J ]Z |Wj −Wj∗ |.
The unexplored quadrangulation Qj∗ at time j∗ is the same as the quadrangulation disconnected from e˜∗
at time j∗ by the peeling process targeted at e˜∗, whence
#E(∂Qj∗) ≤ W˜j∗ − W˜j∗−1 + 2 ≤ C1lL + 2.
By the Markov property of peeling, the conditional law of Qj∗ given Fj∗ is that of a free Boltzmann
quadrangulation with simple boundary and given boundary length. Hence Lemma 4.7 implies that we can
find C2 = C2(C1, ) > 1 such that
P
[
max
j∈[j∗,J ]Z
|Wj −Wj∗ | ≤ C2lL | E˜(C1)
]
≥ 1− ,
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which means that
P[E(C1 + C2) | E˜(C1)] ≥ 1− . (4.16)
Hence it remains only to choose b = b() ∈ (0, 1) and C1 = C1() > 1 in such a way that P[E˜(C1)] is close
to 1.
Step 4: regularity event holds with high probability. We will estimate the probability of E˜(C1) by comparison to
the boundary length processes for the percolation peeling process on the UIHPQS, which we recall are defined
as in Definition 4.1 and are denoted with a superscript ∞. Following (4.15), let j∞∗ be the smallest j ∈ N0 for
which Y∞,Lj ≥ lL. Also let E∞(C1) be defined in the same manner as E˜(C1) as above but with Y∞,L, Y∞,R,
W∞, and j∞∗ in place of Y˜
L, Y˜ R, W˜ , and j∗. By Proposition 4.3, the process W∞ = (W∞,L,W∞,R), rescaled
as in (4.1), converges in law in the local Skorokhod topology to a pair of independent totally asymmetric
3/2-stable processes with no positive jumps. From this scaling limit result together with (4.3), we find that
for each  > 0 there exists C1 = C1() > 0 such that P[E
∞(C1)] ≥  for every possible choice of lL.
Choose b = b() ∈ (0, 1) in such a way that b < 14C−11 , so that C1lL ≤ l˜L = l˜R. Then j∗ is always less
than the terminal time J˜ of the peeling process targeted at β(l˜R + 1). By Lemma 4.6 applied with (l˜L, l˜R) in
place of (lL, lR), we find that
P
[
E˜(C1)
]
≥ E
(W∞,Lj∞∗ +W∞,Rj∞∗
lL + lR
+ 1
)−5/2
1E∞(C1)
 ≥ (1 + olL+lR(1))(1 + )−5/2(1− ). (4.17)
Here we recall that W∞,Lj∞∗ +W
∞,R
j∞∗
≤ C1lL ≤ l˜L on E∞(C1) and that lL + lR = l˜L + l˜R. Combining (4.16)
and (4.17), possibly shrinking C1 to deal with finitely many small values of , and using that  ∈ (0, 1) is
arbitrary concludes the proof.
4.4 Tightness of the boundary length process in the finite boundary case
In the remainder of this section we assume we are in the setting of Proposition 4.4 (equivalently, the setting of
Theorem 1.2). With lnL, l
n
R as in the discussion just above Proposition 4.4, we set
lnL := c
−1n−1/2lnL and l
n
R := c
−1n−1/2lnR,
so that lnL → lL and lnR → lR.
We also define the peeling clusters {Q˙nj }j∈N0 , the unexplored quadrangulations {Q
n
j }j∈N0 , the peeled
edges {e˙nj }j∈N, the filtration {Fnj }j∈N0 , and the terminal time J n for the percolation peeling process of
(Qn, en, θn) with lnL-white/l
n
R-black boundary conditions as in Section 3.3. Also define the boundary length
processes XL,n, XR,n, Y L,n, Y R,n, and Wn = (WL,n,WR,n) as in Definition 4.1 with (Q, e, θ) = (Qn, en, θn)
and the rescaled boundary length process Zn = (Ln, Rn) as in (4.1).
We will often compare the boundary length processes for (Qn, en, θn) to the analogous processes for the
percolation peeling process on the UIHPQS, which (as usual) we denote by an additional superscript ∞.
In this subsection we will prove tightness of the law of the rescaled boundary length processes Zn in the
Skorokhod topology, and in the next subsection we will complete the proof of Proposition 4.4 by identifying
the law of a subsequential limit.
Lemma 4.9. The laws of the processes Zn = (Ln, Rn) are tight in the Skorokhod topology on [0,∞).
Recall that Zn is constant on [s−1n−3/4J n,∞). We do not show that the law of the time s−1n−3/4J n is
tight, but we do show that Zn is likely to be nearly constant after a time which might be much smaller than
s−1n−3/4J n but which is typically of constant order.
We will deduce Lemma 4.9 from the scaling limit for the UIHPQS boundary length processes Z
∞,n
together with local absolute continuity in the form of Lemma 4.6. However, some care is needed since the
Radon-Nikodym derivative in Lemma 4.6 blows up when the boundary length WL,n +WR,n + lnL + l
n
R of the
unexplored quadrangulation is small, so this lemma does not immediately enable us to rule out pathological
behavior of the process W when it is close to (−lL,−lR). To get around this issue, we need to analyze certain
stopping times corresponding to when the percolation peeling process gets close, in some sense, to the terminal
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time. The stopping times introduced in this subsection and the estimates we prove for these times will also be
used several times later in the paper. See Figure 8, right, for an illustration of these stopping times.
Let c and s be the normalizing constants from Section 1.3 and for r ≥ 0, let
Jnr := min
{
j ∈ N0 : Y L,nj ≥ lnL − rcn1/2 or Y R,nj ≥ lnR − rcn1/2
}
,
J∞,nr := min
{
j ∈ N0 : Y∞,Lj ≥ lnL − rcn1/2 or Y∞,Rj ≥ lnR − rcn1/2
}
, (4.18)
τnr := s
−1n−3/4Jnr , and τ
∞,n
r := s
−1n−3/4J∞,nr
We observe that Jnr is an {Fnj }j∈N0-stopping time. For r > 0, Jnr is strictly less than the terminal time J n
and for r = 0, Jn0 = J nr . Since (lnL, lnR)→ (lL, lR) and by (4.3), the time τnr is approximately the first time t
that either Lnt ≤ −lL − r or Rnt ≤ −lR − r, and similarly for τ∞,nr .
The main fact we need about the times Jnr is the following overshoot lemma, which says that it is unlikely
that either the left boundary length or the right boundary length of the unexplored quadrangulation at time
Jnr is of smaller order than n
1/2. Heuristically, this means that the tip of the percolation peeling process
cannot jump from an edge at macroscopic rescaled boundary length distance from the target edge to an edge
at microscopic rescaled distance from the target edge.
Lemma 4.10. For each r > 0 and  ∈ (0, 1) there exists α = α(r, ) ∈ (0, r], A = A(r, ) > 0, and an
n∗ = n∗(r, ) ∈ N such that for n ≥ n∗,
P
[
lnL − Y L,nJnr ≥ αn
1/2, lnR − Y R,nJnr ≥ αn
1/2, and Jnr ≤ An3/4
]
≥ 1− .
Proof. The idea of the proof is to compare Y L,n and Y R,n to the analogous processes for the UIHPQS via
Lemma 4.6. For this purpose we first need a lower bound of order n1/2 for the total boundary length of the
unexplored quadrangulation at time Jnr , so that the Radon-Nikodym derivative of Lemma 4.6 does not blow
up.
Let βn be the counterclockwise periodic boundary path of Qn with βn(0) = en. For r > 0, let KL,nr (resp.
KR,nr ) be the largest k ∈ N such that βn(−blnL − rcn1/2 + kc) (resp. βn(blnR − rcn1/2 + kc)) belongs to Q˙nJnr ,
or 0 if no such k ∈ N exists. By the definition of Jnr , at least one of KL,nr or KR,nr is positive. Furthermore,
lnL − Y L,nJnr ≥ rcn
1/2 −KL,nr and lnR − Y R,nJnr ≥ rcn
1/2 −KR,nr . (4.19)
By [GM17c, Lemma 3.9] (applied with 2l = lnL+ l
n
R, aL  2l−aR  rn1/2, and E the whole probability space),
we can find a universal constant c > 0 such that
P
[
rcn1/2 −KL,nr ≤ crn1/2 and rcn1/2 −KR,nr ≤ crn1/2
]
 (l
n
L + l
n
R)
5/2(rn1/2)3/2
(rn1/2)5/2(rn1/2)5/2
 r−7/2n−1/2. (4.20)
In particular, (4.19) implies that we can find n∗ = n∗(r, ) ∈ N such that for n ≥ n∗, it holds with probability
at least 1−  that
(lnL − Y L,nJnr ) ∨ (l
n
R − Y R,nJnr ) ≥ crn
1/2. (4.21)
By Proposition 4.3, after possibly increasing n∗ we can find α = α(r, ) ∈ (0, r] and A = A(r, ) > 0 such
that for n ≥ n∗,
P
[
lnL − Y∞,LJ∞,nr ∈
[
0, αn1/2
]
Z
, lnR − Y∞,RJ∞,nr ∈
[
0, αn1/2
]
Z
, or J∞,nr > An
3/4
]
≤ 1
2
(cr)5/2. (4.22)
On the event that (lnL−Y∞,LJ∞,nr )∧(lnR−Y
∞,L
J∞,nr
) ≥ 0 and (lnL−Y∞,LJ∞,nr )∨(lnR−Y
∞,L
J∞,nr
) ≥ crn1/2, the Radon-Nikodym
derivative of Lemma 4.6 at time J∞,nr is bounded above by (1 + on(1))(cr)
−5/2. By (4.22), after possibly
increasing n∗ we can arrange that for n ≥ n∗,
P
[{
lnL − Y L,nJnr ≤ αn
1/2, lnR − Y R,nJnr ≤ αn
1/2, or Jnr > An
3/4
}
∩
{
(lnL − Y L,nJnr ) ∨ (l
n
R − Y R,nJnr ) ≥ crn
1/2
}]
≤ 
with the implicit constant depending only on (lL, lR). Since  ∈ (0, 1) is arbitrary, we conclude by combining
this last estimate with (4.21).
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Lemma 4.10 is not quite sufficient for our purposes since we have not ruled out the possibility that one of
WL,nJnr + l
n
L or W
R,n
Jnr
+ lnR is much larger than rn
1/2. We next consider a stopping time at which WL,nJnr + l
n
L
and WR,nJnr + l
n
R are necessarily proportional to one another.
For 0 ≤ α0 ≤ α1, let Inα0,α1 be the smallest j ∈ N0 for which
α0cn
1/2 ≤ lnL − Y L,nj , WL,nj + lnL ≤ α1cn1/2,
α0cn
1/2 ≤ lnR − Y R,nj , and WR,nj + lnR ≤ α1cn1/2, (4.23)
so that on the event {Inα0,α1 <∞} we have both a lower bound for the number of edges of ∂Q
n
Inα0,α1
∩ ∂Qn
lying to the left and right of the target edge en∗ and an upper bound for the total number of edges of ∂Q
n
Inα0,α1
.
Analogously, let I∞,nα0,α1 be the smallest j ∈ N0 such that
α0cn
1/2 ≤ lnL − Y∞,Lj , W∞,Lj + lnL ≤ α1cn1/2,
α0cn
1/2 ≤ lnR − Y∞,Rj , and W∞,Rj + lnR ≤ α1cn1/2. (4.24)
Also define the rescaled times
τnα0,α1 := s
−1n−3/4Inα0,α1 and τ
∞,n
α0,α1 := s
−1n−3/4I∞,nα0,α1 . (4.25)
In contrast to the times Jnr of (4.18), it is possible that I
n
α0,α1 =∞ (equivalently Inα0,α1 ≥ J n). However,
as the next lemma demonstrates, this is unlikely to be the case if we make an appropriate choice of α0 and α1.
Lemma 4.11. For each α1 > 0 and each  ∈ (0, 1), there exists α0 = α0(α1, ) ∈ (0, α1), A = A(α1, ) > 0,
and n∗ = n∗(α1, ) ∈ N such that for each α0 ∈ (0, α0] and each n ≥ n∗, P[Inα0,α1 ≤ An3/4] ≥ 1− .
Proof. By Lemma 4.10, for each r > 0 there exists α(r) = α(r, ) ∈ (0, r], A˜ = A˜(r, ) > 0, and n∗ = n∗(r, ) ∈
N such that for n ≥ n∗, the event
E1r :=
{
lnL − Y L,nJnr ≥ α(r)n
1/2, lnR − Y R,nJnr ≥ α(r)n
1/2, and Jnr ≤ A˜n3/4
}
has probability at least 1− . It could be the case that E1r occurs, but one of WLJnr + lnL or WRJnr + lnR is much
larger than rn1/2. To deal with this, we will apply Lemma 4.8 to the process after time Jnr to produce a time
after Jnr at which the left/right boundary lengths of the unexplored quadrangulation are comparable.
By the Markov property of peeling, if we condition on FnJnr , then the conditional law of (Q
n
Jnr
, e˙nJnr ) is that of
a free Boltzmann quadrangulation with simple boundary and perimeter WL,nJnr +W
R,n
Jnr
+ lnL + l
n
R. Furthermore,
the conditional law of the percolation peeling process after time Jnr is that of a percolation peeling process from
e˙Jnr to the target edge e
n
∗ , i.e. a percolation peeling process in Q
n
Jnr
with (WL,nJnr + l
n
L)-white/(W
R,n
Jnr
+ lnR)-black
boundary conditions. By the definition (4.18) of Jnr , either WJnr + l
n
L ≤ lnL− Y LJnr + 2 ≤ rcn1/2 + 2 or the same
holds with R in place of L. Therefore, if E1r occurs then
α(r)n1/2 ≤ (WL,nJnr + l
n
L) ∧ (WR,nJnr + l
n
R) ≤ rcn1/2 + 2.
By Lemma 4.8 applied to the above conditional percolation peeling process after time Jnr , there is a
constant C = C() > 0, independent of n and r, and a stopping time jn∗ (r) ≥ Jnr + 1 such that on E1r , it holds
with conditional probability at least 1−  given FnJnr that the following hold.
1. jn∗ (r)− Jnr ≤ Cr3/2n3/4.
2. lnL − Y L,njn∗ (r) ≥ C
−1α(r)n1/2 and lnR − Y R,njn∗ (r) ≥ C
−1α(r)n1/2.
3. maxj∈[jn∗ (r),Jn]Z |Wnj −Wnjn∗ (r)| ≤ Crn
1/2.
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Let E2r be the event that this is the case, so that P[E
1
r ∩ E2r ] ≥ (1− )2.
Given α1 > 0, choose r > 0 small enough that Cr ≤ α1c. Since WnJn = (−lnL,−lnR), condition 3 in the
definition of E2r implies that
WL,njn∗ (r)
+ lnL ≤ Crn1/2 ≤ α1cn1/2 and WR,njn∗ (r) + l
n
R ≤ Crn1/2 ≤ α1cn1/2.
By combining this with condition 2, we see that for α0 ≤ α0 := C−1α(r)c−1, the time jn∗ (r) satisfies the
conditions in the definition (4.23) of Inα0,α1 on E
1
r ∩ E2r , whence Inα0,α1 ≤ jn∗ (r) ≤ An3/4 on this event for
A := Cr3/2 + A˜. Since P[E1r ∩ E2r ] ≥ (1 − )2 and  ∈ (0, 1) is arbitrary, we obtain the statement of the
lemma.
Proof of Lemma 4.9. Fix  ∈ (0, 1). By the standard compactness criterion for the Skorokhod space, we must
show that there is a C > 0, a δ > 0, and an n∗ ∈ N such that for each n ≥ n∗, it holds with probability at
least 1−  that the following hold.
1. supt≥0 |Znt | ≤ C.
2. There exists a partition 0 = t0 < · · · < tN = δ−1 such that tk−tk−1 ≥ δ and sups,t∈[tk−1,tk) |Zns −Znt | ≤ 
for each k ∈ [1, N ]Z.
3. |Znt − Zns | ≤  for each s, t ≥ δ−1.
To this end, let α1 = α1() > 0 to be chosen later, in a manner depending only on . By Lemma 4.11,
there exists α0 ∈ (0, α1), A = A(α1, ) > 0, and n0 = n0(α1, ) ∈ N such that for n ≥ n∗, the stopping time
defined in (4.23) satisfies
P
[
Inα0,α1 ≤ An3/4
]
≥ 1− . (4.26)
If Inα0,α1 <∞, then since α0 > 0 necessarily Inα0,α1 < J n. In fact, by definition,
WL,nInα0,α1
+WR,nInα0,α1
+ lnL + l
n
R ≥ α0cn1/2
whenever Inα0,α1 <∞. Hence Lemma 4.6 implies that there is an n1 = n1(α1, ) ≥ n1 such that for n ≥ n1,
the law of Wn|[0,Inα0,α1 ]Z on the event {I
n
α0,α1 < ∞} is absolutely continuous with respect to the law of
W∞|[0,I∞,nα0,α1 ]Z , with Radon-Nikodym derivative bounded above by
bα
−5/2
0 1(I∞,nα0,α1<J∞,n) (4.27)
where here b > 0 is a constant depending only on (lL, lR) and J∞,n := min
{
j ∈ N0 : Y∞,Lj ≤ −lnL or Y∞,Rj ≤ −lnR
}
is as in (4.8).
By Proposition 4.3, the rescaled boundary length processes Z∞,n = (L∞,n, R∞,n) for the UIHPQS converge
in law as n → ∞ to a pair Z∞ = (L∞, R∞) of independent totally asymmetric 3/2-stable processes with
no upward jumps. From this, we infer that the rescaled times τ∞,nα0,α1 = s
−1n−3/4I∞,nα0,α1 from (4.23) and
s−1n−3/4J∞,n converge in law to the analogous times for the process Z∞.
Consequently, there exists n2 = n2(α1, ) ≥ n1, C˜ = C˜(α0, ) > 0 and δ˜ = δ˜(α0, ) > 0 such that with
probability at least 1− b−1α5/20 , the following is true.
1. supt∈[0,τ∞,nα0,α1∧A] |Z
∞,n
t | ≤ C˜.
2. There exists a partition 0 = t0 < · · · < tN = τ∞,nα0,α1∧A such that tk−tk−1 ≥ δ˜ and sups,t∈[tk−1,tk) |Z∞,ns −
Z∞,nt | ≤  for each k ∈ [1, N ]Z.
By this, (4.26), and the Radon-Nikodym derivative estimate (4.27), with probability at least 1− 2,
1. supt∈[0,τnα0,α1 ] |Z
n
t | ≤ C˜ and τnα0,α1 ≤ A.
2. There exists a partition 0 = t0 < · · · < tN = τnα0,α1 such that tk−tk−1 ≥ δ˜ and sups,t∈[tk−1,tk) |Zns −Znt | ≤
 for each k ∈ [1, N ]Z.
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Let E be the event that the above conditions are satisfied, so that P[E] ≥ 1− 2.
It remains to deal with the behavior of Zn after time τnα0,α1 . By the Markov property of peeling,
if we condition on FnInα0,α1 then on the event E, the conditional law of the unexplored quadrangulation
(Q
n
Inα0,α1
, e˙nInα0,α1+1
) is that of a free Boltzmann quadrangulation with simple boundary and perimeter at most
WL,nInα0,α1
+WR,nInα0,α1
+ lnL + l
n
R ≤ 2α1cn1/2,
where here we recall the definition (4.23) of Inα0,α1 . By Lemma 4.7, if we choose α1 = α1() sufficiently small,
then there is an n∗ = n∗(α1, ) ≥ n2 such that for n ≥ n∗,
P
[
sup
t≥τnα0,α1
|Wnt −Wnτnα0,α1 | >  |E
]
≤ .
We thus obtain the conditions required for tightness with C = C˜ + , δ = δ˜ ∧A−1, and 3 in place of . Since
 ∈ (0, 1) is arbitrary this suffices.
4.5 Identification of the limiting boundary length process
In this subsection we will prove Proposition 4.4. By Lemma 4.9, in the setting of that proposition, for any
sequence of positive integers tending to ∞, there is a subsequence N along which Zn converges in law in the
Skorokhod topology to a process Z˜ = (L˜, R˜) : [0,∞)→ R as N 3 n→∞. Henceforth fix such a subsequence
N and such a process Z˜. We must show that Z˜ has the same law as the process Z = (L,R) in Proposition 4.4.
We will compare the laws of the processes Z˜ and Z to the law of a pair Z∞ = (L∞, R∞) of independent
totally asymmetric 3/2-stable processes with no upward jumps (which we recall from Proposition 4.3 is the
limit of the laws of the processes Z∞,n). In analogy with (4.18), for r ≥ 0 let
σ˜r := inf
{
t ≥ 0 : L˜t ≤ −lL + r or R˜t ≤ −lR + r
}
σr := inf{t ≥ 0 : Lt ≤ −lL + r or Rt ≤ −lR + r} (4.28)
σ∞r := inf{t ≥ 0 : L∞t ≤ −lL + r or R∞t ≤ −lR + r}.
By Theorem 2.5, the time σ0 is the terminal time of Z, i.e. the total quantum natural time length of the
corresponding SLE6 in a quantum disk. Furthermore, a.s. Zt = (−lL,−lR) for each t ≥ σ0.
The following lemma is an analog of Lemma 4.6 for the process Z˜.
Lemma 4.12. For each t ≥ 0, the law of Z˜|[0,t] restricted to the event {t < σ˜0} is absolutely continuous with
respect to the law of Z∞|[0,t], with Radon-Nikodym derivative(
L∞t +R
∞
t
lL + lR
+ 1
)−5/2
1(t<σ∞0 ).
Proof. First note that the statement with Z in place of Z˜ follows from Theorem 2.5.
By Proposition 4.3, if we define σ∞,nr as in (4.18), then for each r > 0 we have (Z
∞,n, σ∞,nr )→ (Z∞, σ∞r )
in law as n→∞. By Lemma 4.6, we find that for each r > 0 and each t ≥ 0, the Radon-Nikodym derivative
of the law of Zn|[0,t] restricted to the event {t < σnr } with respect to the law of Z∞,n|[0,t] is given by(
L∞,nt +R
∞,n
t
lnL + l
n
R
+ 1
)−5/2
1(t<σ∞,nr ).
This Radon-Nikodym derivative is bounded above by a deterministic constant depending only on r, and
Z∞ a.s. does not have a jump at time t. From this, we infer that for each t ≥ 0 and each r > 0, the law
of Z˜|[0,t] restricted to the event {t < σ˜r} is absolutely continuous with respect to the law of Z∞|[0,t], with
Radon-Nikodym derivative (
L∞t +R
∞
t
lL + lR
+ 1
)−5/2
1(t<σ∞r ).
Since {t < σ˜0} =
⋃
r>0{t < σ˜r}, sending r → 0 shows that the same is true with r = 0.
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We next establish some basic properties of the times σ˜r from (4.28).
Lemma 4.13. The times σ˜r satisfy the following properties.
1. The times σ˜0 and σ0 have the same law.
2. Almost surely, Z˜t = (−lL,−lR) for each t ≥ σ˜0.
3. Almost surely, σ˜r < σ˜0 for each r > 0.
4. Almost surely, limr→0 σ˜r = σ˜0.
Assertions 2 through 4 are also true with Z in place of Z˜.
Proof. By Lemma 4.12, for each t ≥ 0,
P[t < σ˜0] = E
[(
L∞t +R
∞
t
lL + lR
+ 1
)−5/2
1(t<σ∞0 )
]
= P[t < σ0]
which yields assertion 1.
To prove the other assertions, fix  ∈ (0, 1). By Lemma 4.11 and Lemma 4.7 (applied to the unexplored
quadrangulation at time Inα0,α1), for each r > 0 there exists 0 < α0 < α1 ≤ r such that with τnα0,α1 as in (4.23),
it holds for large enough n ∈ N that
P
[
τnα0,α1 <∞ and sup
t≥τnα0,α1
|Znt − Znτnα0,α1 | ≤ 
]
≥ 1− .
Passing to the scaling limit along the subsequence N and recalling (4.3) shows that with τ˜α0,α1 the smallest
t ≥ 0 for which
lL + inf
s∈[0,t]
L˜s ≥ α0, L˜t + lL ≤ α1, lR + inf
s∈[0,t]
R˜s ≥ α0, and R˜t + lR ≤ α1,
it holds that
P
[
τ˜α0,α1 <∞ and sup
t≥τ˜α0,α1
|Z˜t − Z˜τ˜α0,α1 | ≤ 
]
≥ 1− .
Since α1 ≤ r and α0 > 0, we have σr ≤ τ˜α0,α1 < σ˜0 so
P
[
σ˜r < σ˜0, sup
t≥σ˜0
|Z˜t − Z˜τ˜α0,α1 | ≤ 
]
≥ 1− .
Since r > 0 and  ∈ (0, 1) can be made arbitrarily small, we obtain assertions 2 and 3.
To prove assertion 4, let σ˜′0 := limr→0 σ˜r. By monotonicity σ˜
′
0 exists and is at most σ˜0. On the other
hand, either inft∈[0,σ˜′0] L˜t = −lL or inft∈[0,σ˜′0] R˜t = −lR. Since L˜ and R˜ have no upward jumps, each of these
functions attains its minimum on [0, σ˜′0] whence σ˜
′
0 = σ˜0.
Assertion 2 with Z in place of Z˜ is true by definition, and assertion 3 with Z in place of Z˜ follows from
Theorem 2.5. Assertion 4 with Z in place of Z˜ follows from the same argument as in the case of Z˜.
We now transfer the Radon-Nikodym derivative formula from Lemma 4.12 from deterministic times to the
stopping times of (4.28).
Lemma 4.14. For each r > 0, the law of Z˜|[0,σ˜r] is absolutely continuous with respect to the law of Z∞|[0,σ∞r ],
with Radon-Nikodym derivative (
L∞σ∞r +R
∞
σ∞r
lL + lR
+ 1
)−5/2
1(σ∞r <σ∞0 ). (4.29)
The same is true with Z in place of Z˜.
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Proof. For k ∈ N, let tk = 2−kd2kσ˜re and t∞k = 2−kd2kσ∞r e. Then each tk (resp. t∞k ) is a stopping time for Z˜
(resp. Z∞) and tk (resp. t∞k ) a.s. decreases to σ˜r (resp. σ
∞
r ) as k →∞. By Lemma 4.12, for each k ∈ N the
law of Z˜|[0,tk] restricted to the event {tk < σ˜0} is absolutely continuous with respect to the law of Z∞|[0,t∞k ],
with Radon-Nikodym derivative (
L∞t∞k +R
∞
t∞k
lL + lR
+ 1
)−5/2
1(t∞k <σ
∞
0 )
. (4.30)
Now let  > 0. On the event {t∞k < σ∞ }, the Radon-Nikodym derivative (4.30) is bounded above by a
constant c = c(lL, lR) > 0 times 
−5/2. By right continuity, a.s.
lim
k→∞
(
L∞t∞k +R
∞
t∞k
lL + lR
+ 1
)−5/2
1(t∞k <σ∞ ) =
(
L∞σ∞r +R
∞
σ∞r
lL + lR
+ 1
)−5/2
1(σ∞r <σ∞ ).
By the discussion just above (4.30) and the dominated convergence theorem, for each non-negative function
F on the state space for Z˜|[0,σ˜r],
E
[
F (Z˜|[0,σ˜r])1(σ˜r<σ˜)
]
= lim
k→∞
E
[
F (Z˜|[0,σ˜r])1(tk<σ˜)
]
= E
[
F (Z∞|[0,σ∞r ])
(
L∞σ∞r +R
∞
σ∞r
lL + lR
+ 1
)−5/2
1(σ∞r <σ∞ )
]
.
Sending → 0 and applying the monotone convergence theorem shows that the law of Z˜|[0,σ˜r] restricted to
the event {σ˜r < σ˜0} is absolutely continuous with respect to the law of Z∞|[0,σ∞r ], with Radon-Nikodym
derivative as in (4.29). By Lemma 4.13 the event {σ˜r < σ˜0} has probability 1. We thus obtain the statement
of the lemma for Z˜.
The statement for Z is proven in exactly the same manner.
Proof of Proposition 4.4. By Lemma 4.14, for each r ≥ 0 the laws of Z˜|[0,σ˜r] and Z|[0,σr] agree, where here σ˜r
and σr are as in (4.28). By assertion 4 of Lemma 4.13, Z˜|[0,σ˜0) and Z|[0,σ0) have the same law. By Theorem 2.5,
limt→σ−0 Zt = (−lL,−lR) and by assertion 2 of Lemma 4.13, Z˜ (resp. Z) is identically equal to (−lL,−lR)
after time σ˜0 (resp. σ0). Hence Z˜
d
= Z. Since our initial choice of subsequence was arbitrary we infer that
Zn → Z in law.
5 Tightness in the GHPU topology
Throughout this section we assume we are in the setting of Theorem 1.2, so that lL, lR > 0 and {(lnL, lnR)}n∈N is
a sequence of pairs of positive integers such that lnL+l
n
R is always even, c
−1n−1/2lnL → lL, and c−1n−1/2lnR → lR.
For n ∈ N let (Qn, en, θn) be a free Boltzmann quadrangulation with simple boundary with a critical face
percolation configuration as in Theorem 1.2, and define the clusters {Q˙nj }j∈N0 , the unexplored quadrangulations
{Qnj }j∈N0 , the peeled edges {e˙nj }j∈N, the filtration {Fnj }j∈N0 , and the terminal time J n for the percolation
peeling process of (Qn, en, θn) with lnL-white/l
n
R-black boundary conditions as in Section 3.3. Also define the
boundary length processes XL,n, XR,n, Y L,n, Y R,n, and Wn = (WL,n,WR,n) as in Definition 4.1 and the
rescaled boundary length process Zn = (Ln, Rn) as in (4.1).
As in the discussion just above Theorem 1.2, let βn (resp. λn) be the boundary path (resp. percolation
exploration path), and recall that λn is defined on 12N0. Also let d
n, µn, ξn, and ηn, respectively, be the
rescaled graph metric, area measure, boundary path, and percolation exploration path.
Proposition 5.1. The laws of the doubly curve-decorated metric measure spaces Qn = (Qn, dn, µn, ξn, ηn)
for n ∈ N are tight in the 2-curve GHPU topology.
We already know from [GM17c, Theorem 1.4] that the laws of the curve-decorated metric measure spaces
{(Qn, dn, µn, ξn)}n∈N are tight in the GHPU topology. By the 2-curve variant of the GHPU compactness
criterion [GM17d, Lemma 2.6] (which is proven in the same manner), we only need to check that the curves ηn
are equicontinuous. For this purpose it suffices to prove the following proposition.
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Proposition 5.2. For each  ∈ (0, 1), there exists δ > 0 and n∗ ∈ N such that for n ≥ n∗, it holds with
probability at least 1−  that
dist(λn(i), λn(j);Qn) ≤ n1/4, ∀i, j ∈ 1
2
N0 with |i− j| ≤ δn3/4
and with en∗ = β
n(lnR − 1) the target edge,
dist(λn(i), en∗ ;Q
n) ≤ n1/4, ∀i ∈ [δ−1n3/4,∞) 1
2Z
. (5.1)
We expect, but do not prove, that when δ is small it holds with high probability that the terminal time
J n is smaller than δ−1n3/4, which implies that in fact λn(i) = en∗ for each i ≥ δ−1n3/4. The slightly weaker
statement (5.1) is sufficient for our purposes.
The remainder of this section will be devoted to the proof of Proposition 5.2. We start in Section 5.1 by
proving several estimates which reduce the problem of estimating diameters of segments of λn to the problem
of estimating boundary lengths of certain sub-quadrangulations of Qn. In particular, we prove in Lemma 5.4
a bound for the diameter of a boundary arc of a free Boltzmann quadrangulation with simple boundary in
terms of its length; and an estimate for the maximal diameter of a sub-graph of such a quadrangulation in
terms of the diameter of its boundary. These estimates are easy consequences of the convergence of free
Boltzmann quadrangulations to the Brownian disk.
In Section 5.2, we will use the basic estimates for peeling which we reviewed in Section 3.2.3 to prove
estimates for the boundary length processes for the percolation peeling process on the UIHPQS. In particular,
we will show that the maximum of the magnitude of the boundary length process W∞ = (WL,∞,WR,∞) over
an interval can only be unusually large if either WL,∞ or WR,∞ has a big downward jump in this interval;
and that there cannot be too many such big downward jumps.
In Section 5.3, we will transfer the estimates of Section 5.2 to estimates for the boundary length process
of the percolation peeling process on Qn using the Radon-Nikodym derivative estimate of Lemma 4.6, then
deduce Proposition 5.2 from these estimates together with the estimates of Section 5.1. A more detailed
outline of the argument of this subsection appears at the beginning of the subsection.
5.1 Estimates for distances in terms of boundary length
In this subsection we will prove some basic estimates for the graph distances in free Boltzmann quadran-
gulations with simple boundary which are straightforward consequences of the GHPU convergence of these
quadrangulations to the Brownian disk [GM17d, Theorem 1.4]. We first prove a quantitative bound for
distances along the boundary in a free Boltzmann quadrangulation with simple boundary, which will follow
from the following estimate for the Brownian disk.
Lemma 5.3. Let (H, d, µ, ξ) be a free Boltzmann Brownian disk with unit boundary length equipped with its
natural metric, area measure, and boundary path. For ζ > 0 and C > 0,
P
[
sup
0≤s<t≤l
d(ξ(s), ξ(t))
(t− s)1/2(| log(t− s)|+ 1)7/4+ζ > C
]
= o∞C (C) (5.2)
as C →∞, at a rate depending only on ζ.
Proof. The analogous statement for a unit boundary length free Boltzmann Brownian disk weighted by
its area (which is the random area Brownian disk in [GM16b, Definition 3.1]) follows from the proof
of [GM16b, Lemma 3.2]. That is, if we let A = µ(H) be the total area of our given Brownian disk and we let
EC be the event whose probability we are trying to bound in (5.2), then E[A1EC ] = o
∞
C (C). The law of A is
given by 1√
2pia5
e−
1
2a1(a≥0) da, so E[A−1] <∞. By the Cauchy-Schwarz inequality,
P[EC ] = E[A
1/2A−1/21EC ] = E[A1EC ]
1/2E[A−1]1/2 = o∞C (C).
Lemma 5.4. Let l ∈ N and let (Q, e) be a free Boltzmann quadrangulation with simple boundary of
perimeter 2l. Let β : [0, 2l]Z → E(∂Q) be its boundary path. For each ζ,  > 0 and C > 0, the probability that
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there exists i, j ∈ [0, 2l]Z with i < j such that
l−1/2 dist(β(i), β(j);Q) > C
(
j − i
l
)1/2(∣∣∣∣log(j − il
)∣∣∣∣+ 1)7/4+ζ + 
is at most o∞C (C) + ol(1) as C →∞, with the rate of the o∞C (C) depending only on ζ and the rate of the ol(1)
depending only on ζ and .
Proof. This follows from Lemma 5.3 and the fact that free Boltzmann quadrangulations with simple boundary
converge in the scaling limit to the Brownian disk in the GHPU topology [GM17c, Theorem 1.4].
We also record analogs of the two preceding lemmas in the infinite-volume setting.
Lemma 5.5. Let (H∞, d∞, µ∞, ξ∞) be a Brownian half-plane equipped with its natural metric, area measure,
and boundary path (with ξ∞(0) the marked boundary point). For ζ > 0, A > 0, and C > 0,
P
[
sup
−A≤s<t≤A
d∞(ξ∞(s), ξ∞(t))
(t− s)1/2(| log(t− s)|+ 1)7/4+ζ > CA
1/2
]
= o∞C (C)
as C →∞, at a rate depending only on ζ.
Proof. This follows from the same argument used to prove [GM16b, Lemma 3.2], but with the encoding
functions for the Brownian half-plane from [GM17d, Section 1.5] used in place of the encoding functions for
the Brownian disk. Note that the factor of A1/2 comes from Brownian scaling.
Lemma 5.6. Let (Q∞, e∞) be a UIHPQS. Let β∞ : Z→ E(∂Q∞) be its boundary path with β∞(0) = e∞.
For each ζ, , A > 0 and each C > 0, the probability that there exists i, j ∈ [−Al,Al]Z with i < j such that
l−1/2 dist(β∞(i), β∞(j);Q∞) > CA1/2
(
j − i
l
)1/2(∣∣∣∣log(j − il
)∣∣∣∣+ 1)7/4+ζ + 
is at most o∞C (C) + ol(1) as C →∞, with the rate of the o∞C (C) depending only on ζ and the rate of the ol(1)
depending only on A, ζ, and .
Proof. This follows by combining Lemma 5.5 with the scaling limit result for the UIHPQS in the local GHPU
topology [GM17d, Theorem 1.12].
Lemma 5.4 together with the Markov property of peeling will eventually enable us to prove estimates for
the diameters of the boundaries of certain subsets of the quadrangulations Qn. In order to deduce estimates
for the diameters of the sets themselves, we will use Lemma 5.7 below, which says that a free Boltzmann
quadrangulation with simple boundary does not have small bottlenecks which separate sets of macroscopic
diameter and which follows from the fact that the Brownian disk has the topology of a disk.
Lemma 5.7. For each  ∈ (0, 1) there exists δ > 0 such that the following is true. Let l ∈ N and let (Q, e) be
a free Boltzmann quadrangulation with simple boundary of perimeter 2l. The probability that there exists a
subgraph S of Q with
diam(S;Q) ≥ l1/2 and diam(∂S;Q) ≤ δl1/2
is at most , where here ∂S is the boundary of S relative to Q, as in Section 2.1.2.
Proof. We will extract the statement of the lemma from the fact that the free Boltzmann quadrangulation
with simple boundary converges in the scaling limit to the random-area Brownian disk, which has the topology
of a disk. The proof is similar to that of [GM17d, Lemma 4.10].
For l ∈ N, let (Ql, el) be a free Boltzmann quadrangulation with simple boundary of perimeter 2l. Let dl
be the graph metric on Ql, rescaled by (2l)−1/2. Also let (H, d) be a free Boltzmann Brownian disk with unit
boundary length.
By [GM17c, Theorem 1.4], (Ql, dl)→ (H, d) in law in the Gromov-Hausdorff topology. By the Skorokhod
representation theorem, we can find a coupling of {(Ql, dl)}l∈N with (H, d) such that this convergence occurs
almost surely. By [GPW09, Lemma A.1], we can a.s. find a random compact metric space (W,D) and isometric
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embeddings (Ql, dl) → (W,D) and (H, d) → (W,D) such that if we identify Ql and H with their images
under these embeddings, then a.s. Ql → H in the D-Hausdorff distance as l→∞.
Now, suppose by way of contradiction that the statement of the lemma is false. Then we can find  > 0 and
a sequence lk →∞ such that for each k ∈ N, it holds with probability at least  that there exists a subgraph
Slk ⊂ Qlk with diam(Slk , dlk) ≥  and diam(∂Slk , dlk) ≤ 1/k. Let Elk be the event that this is the case, so
that P[Elk ] ≥ . Also let E be the event that Elk occurs for infinitely many k ∈ N, so that also P[E] ≥ .
On E, we can find a random sequence K of positive integers tending to ∞ such that Elk occurs for each
k ∈ K. For k ∈ K, let Slk ⊂ Qlk be as in the definition of Elk and choose ylk ∈ ∂Slk . It is clear that a.s.
lim inf l→∞ diam(∂Ql; dl) > 0, so there a.s. exists ζ > 0 such that for large enough k ∈ K, the dlk -diameter of
Qlk \ Slk is at least ζ.
For δ ∈ (0, ( ∧ ζ)/100), define
V lkδ := S
lk \B4δ(ylk ; dlk) and U lkδ := Qlk \
(
Slk ∪B4δ(ylk ; dlk)
)
.
By definition of Elk , for large enough k ∈ K the set V lkδ (resp. U lkδ ) has dlk -diameter at least /2 (resp. ζ/2).
Furthermore, since diam(∂Slk , dlk) ≤ 1/k, it follows that for large enough k ∈ K the sets ∂Slk ⊂ B2δ(ylk ; dlk)
so the sets V lkδ and U
lk
δ lie at d
lk -distance at least δ from each other.
By possibly passing to a further subsequence, we can find y ∈ H closed sets Uδ, Vδ ⊂ H for each rational
δ ∈ (0, ( ∧ ζ)/100) such that as K 3 k →∞, a.s. ylk → y and U lkδ → Uδ and V lkδ → Vδ in the D-Hausdorff
metric. Then Uδ and Vδ lie at d-distance at least δ from each other and have d-diameters at least /2 and
ζ/2, respectively. Furthermore, we have H = Uδ ∪ Vδ ∪ B4δ(y; d). Sending δ → 0, we see that removing y
from H disconnects H into two components. But, H a.s. has the topology of a disk [Bet15], so we obtain a
contradiction.
5.2 Jumps of the UIHPQS boundary length process
In this subsection we consider the boundary length processes for the percolation peeling process on the
UIHPQS (Q
∞, e∞), which we recall are defined in Definition 4.1 and denoted by a superscript ∞. Our main
goal is to prove Lemma 5.8 just below, which gives a regularity statement for the macroscopic downward
jumps of the total net boundary length process W∞,L +W∞,R. Roughly speaking, the lemma tells us that
with very high probability there are at most δoδ(1) jumps of size at least δ2/3n1/2 in any time interval of length
δn3/4 and |W∞,L| fluctuates by at most δ2/3−oδ(1) between the times of these jumps. This lemma is the only
statement from this subsection which is needed in the proof of Proposition 5.2, and will be transferred to the
setting of free Boltzmann quadrangulations in the next subsection.
Lemma 5.8. There is a universal constant c > 0 such that the following is true. For n ∈ N, δ ∈ (0, 1), and
k ∈ N, let T∞,nk,0 (δ) = b(k − 1)δn3/4c and for r ∈ N inductively define
T∞,nk,r (δ) := bkδn3/4c ∧ inf
{
j ≥ T∞,nk,r−1(δ) + 1 : W∞,Lj +W∞,Rj −W∞,Lj−1 −W∞,Rj−1 ≤ −cδ2/3n1/2
}
, (5.3)
so that T∞,nk,r (δ) is the rth smallest time in [b(k − 1)δn3/4c, bkδn3/4c]Z at which the total boundary length
process has a big downward jump, or T∞,nk,r (δ) = bkδn3/4c if there are fewer than r such jumps.
For A > 0 and ζ ∈ (0, 1), let E∞,n(δ) = E∞,n(δ, A, c, ζ) be the event that the following holds.
1. For each k ∈ [1, 2Aδ−1]Z, the number of jump times in [b(k − 1)δn3/4c, bkδn3/4c]Z satisfies #{r ∈ N :
T∞,nk,r (δ) < bkδn3/4c} ≤ δ−ζ .
2. For each k ∈ [1, 2Aδ−1]Z and each r ∈ N,
max
j∈[T∞,nk,r−1(δ),T∞,nk,r (δ)−1]Z
|W∞j −W∞T∞,nk,r−1(δ)| ≤ δ
2/3−ζn1/2.
Then
P[E∞,n(δ)] ≥ 1− o∞δ (δ)
at a rate depending only on A and ζ.
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To prove Lemma 5.8, we will need several further lemmas which are each straightforward consequences of
the fact that W∞,L +W∞,R has independent, stationary increments (by (4.4) and the Markov property of
peeling) and the tail asymptotics (3.10) for the law of these increments. Our first lemma gives a tail bound
for the total number of covered edges of Q∞ before the first large downward jump of W∞,L +W∞,R.
Lemma 5.9. For r ∈ N, let T∞(r) be the smallest j ∈ N for which W∞,Lj +W∞,Rj −W∞,Lj−1 −W∞,Rj−1 ≤ −r.
There is a universal constant a0 > 0 such that for C ≥ 2, the number of covered edges satisfies
P
[
Y∞,LT∞(r)−1 + Y
∞,R
T∞(r)−1 > Cr
]
≤ e−a0C .
Proof. Let I0 = 0 and for k ∈ N inductively let Ik be the smallest j ≥ Ik−1 + 1 for which
Y∞,Lj + Y
∞,R
j − Y∞,LIk−1 − Y
∞,R
Ik−1 ≥ r.
By (4.4) and the strong Markov property, the walk increments (W∞ −W∞Ik−1)|[Ik−1+1,Ik]Z for k ∈ N are i.i.d.
Let Ek be the event that there is a j ∈ [Ik−1 + 1, Ik]Z for which W∞,Lj +W∞,Rj −W∞,Lj−1 −W∞,Rj−1 ≤ −r
and let K be the smallest k ∈ N for which Ek occurs. By (4.3), Proposition 4.3, and the independence of
the increments (W∞,L,W∞,R)|[Ik−1+1,Ik]Z we infer that there is a universal constant p ∈ (0, 1) such that
P[Ek | F∞Ik−1 ] ≥ p for each k ∈ N. Consequently, K is stochastically dominated by a geometric random variable
with success probability p.
We have T∞(r) ∈ [IK−1, IK ]. Since Y∞,LIk + Y
∞,R
Ik
− Y∞,LIk−1 − Y
∞,R
Ik−1 ≤ 2r for k ≤ K − 1, we have
Y∞,LT∞(r)−1 + Y
∞,R
T∞(r)−1 ≤ 2rK. By combining this with the preceding paragraph,
P
[
Y∞,LT∞(r)−1 + Y
∞,R
T∞(r)−1 > Cr
]
≤ P[K > C/2] ≤ (1− p)bC/2c
which yields the statement of the lemma.
We next bound the total number of large downward jumps of W∞,L +W∞,R in a given interval.
Lemma 5.10. For c > 0 and m ∈ N, let N∞m (c) be the number of j ∈ [1,m]Z for which
W∞,Lj +W
∞,R
j −W∞,Lj−1 −W∞,Rj−1 ≤ −cm2/3. (5.4)
There is a universal constant a1 > 0 such that for k ∈ N,
P[N∞m (c) ≥ k] ≤ (a1c−3/2)k. (5.5)
Proof. Let T∞0 = 0 and for k ∈ N, let T∞k = T∞k (cm2/3) be the kth smallest j ∈ N for which (5.4) holds.
By (4.4) and the Markov property of peeling, the increments T∞k − T∞k−1 for k ∈ N are i.i.d. By (3.10),
P
[
T∞k − T∞k−1 ≤ m
] ≤ m∑
j=1
P
[
W∞,Lj +W
∞,R
j −W∞,Lj−1 −W∞,Rj−1 ≤ −cm2/3
]
≤ a1
m∑
j=1
(cm2/3)−3/2 ≤ a1c−3/2
for a1 > 0 a universal constant. Therefore,
P[N∞m (c) ≥ k] = P[T∞k ≤ m] ≤ P
[
T∞r − T∞r−1 ≤ m, ∀r ∈ [1, k]Z
] ≤ (a1c−3/2)k.
Next we bound the maximum magnitude of the two-dimensional boundary length process W∞ before the
time of the first large downward jump.
Lemma 5.11. For r ∈ N, let T∞(r) be the smallest j ∈ N for which W∞,Lj +W∞,Rj −W∞,Lj−1 −W∞,Rj−1 ≤ −r,
as in Lemma 5.9. There are universal constants b0, b1 > 0 such that for each r,m ∈ N and each C > 0,
P
[
max
j∈[1,(T∞(r)−1)∧m]Z
|W∞j | > C(r ∨m2/3)
]
≤ b0e−b1C .
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Proof. By Definition 4.1, for j ∈ N we have
|W∞j | ≤ |W∞,Lj |+ |W∞,Rj | ≤W∞,Lj +W∞,Rj + 2
(
Y∞,Lj + Y
∞,R
j
)
. (5.6)
By (4.4) and the Markov property of peeling, the increments W∞,Lj +W
∞,R
j −W∞,Lj−1 −W∞,Rj−1 are i.i.d. By
the analog of (3.10) for the total number of covered edges, the probability that one of these increments is
smaller than −k is ∼ k−3/2. By a straightforward estimate for heavy-tailed walks with no upward jumps
(see, e.g., [GM16a, Lemma 5.8]), there exist universal constants b′0, b
′
1 > 0 such that for each m ∈ N and each
C > 0,
P
[
max
j∈[0,m]Z
(W∞,Lj +W
∞,R
j ) > Cm
2/3
]
≤ b′0e−b
′
1C . (5.7)
By combining this with (5.6) and Lemma 5.9 and recalling that j 7→ Y∞,Lj and j 7→ Y∞,Rj are monotone
non-decreasing,
P
[
max
j∈[1,(T∞(r)−1)∧m]Z
|W∞j | > C(r ∨m2/3)
]
≤ P
[
max
j∈[1,m]Z
(
W∞,Lj +W
∞,R
j
)
+ 2(Y∞,L(T∞(r)−1)∧m + Y
∞,R
(T∞(r)−1)∧m) > C(r ∨m2/3)
]
≤ P
[
max
j∈[1,m]Z
(W∞,Lj +W
∞,R
j ) >
1
2
Cm2/3
]
+P
[
Y∞,L(T∞(r)−1)∧m + Y
∞,R
(T∞(r)−1)∧m >
1
4
Cr
]
≤ b0e−b1C
for appropriate b0, b1 > 0 as in the statement of the lemma.
Proof of Lemma 5.8. By Lemma 5.10 (applied with m = bδn3/4c) and since W has stationary increments, for
each fixed k ∈ N one has
P
[
#{r ∈ N : T∞,nk,r (δ) < bkδn3/4c} > δ−ζ
]
≤ (a1c−3/2)δ−ζ
for a1 > 0 a universal constant. Choose c > 0 for which a1c
−3/2 < 1/2. Then this last probability is of order
o∞δ (δ) for each fixed k ∈ N so by a union bound the probability that condition 1 in the definition of En(δ)
fails to occur is at most o∞δ (δ).
By Lemma 5.11 (applied with m = bδn3/4c, r = bcδ2/3n1/2c, and C = δ−ζ) and the strong Markov
property, for each k, r ∈ N,
P
[
max
j∈[T∞,nk,r−1(δ),T∞,nk,r (δ)−1]Z
|W∞j −W∞T∞,nk,r−1(δ)|
]
= o∞δ (δ). (5.8)
If condition 1 in the definition of En(δ) occurs, then there are at most 2A−1δ−1−ζ pairs (k, r) ∈ N2 for which
k ≤ 2A−1 and Tn,∞k,r−1 6= Tn,∞k,r . We conclude by applying (5.8), taking a union bound over all such pairs (k, r),
and recalling the previous paragraph.
We end this subsection by recording the following straightforward consequence of the above estimates,
which is not needed for the proof of tightness but which will be used in Section 6.
Lemma 5.12. For m ∈ N and C > 1, the left/right outer boundary length processes satisfy
P
[
max
j∈[1,m]Z
(X∞,Lj ∨X∞,Rj ) > Cm2/3
]
= o∞C (C)
uniformly over all m ∈ N.
Proof. Let a1 be as in Lemma 5.10 and fix c > 0 such that a1c
−3/2 ≤ 1/2. As in the proof of Lemma 5.10, let
T∞0 = 0 and for k ∈ N let T∞k be the kth smallest j ∈ N for which W∞,Lj +W∞,Rj −W∞,Lj−1 −W∞,Rj−1 ≤ −cm2/3.
Also let K = N∞m (c) + 1 be the smallest k ∈ N0 for which T∞k ≥ m.
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By (4.3) and since X∞,Lj −X∞,Lj−1 ≤ 2 for each j ∈ N0, we infer that
max
j∈[1,m]Z
X∞,Lj ≤ 2
K∑
k=1
max
j∈[T∞k−1∧m,(T∞k −1)∧m]Z
|W∞,Lj −W∞,LT∞k−1∧m|+ 8K. (5.9)
By Lemma 5.10, P[K > 1100C
1/2] = o∞C (C). By Lemma 5.11 and the strong Markov property, for each k ∈ N0,
P
[
max
j∈[T∞k−1∧m,(T∞k −1)∧m]Z
|W∞,Lj −W∞,LT∞k−1∧m| > C
1/2m2/3
]
= o∞C (C).
Taking a union bound over all k ∈ [1, 1100C1/2]Z and recalling (5.9) shows that P[maxj∈[1,m]Z X∞,Lj >
Cm2/3] = o∞C (C). We also have the analogous bound with X
∞,R in place of X∞,L.
5.3 Proof of Proposition 5.2
In this subsection we conclude the proof of Proposition 5.2 and thereby the proof of Proposition 5.1. Throughout
this subsection, for n ∈ N and 0 < α0 < α1 we define the stopping time Inα0,α1 as in (4.23). Our main aim is
to prove the following statement, which will be combined with Lemma 5.7 to obtain Proposition 5.2.
Proposition 5.13. Let  ∈ (0, 1) and ζ ∈ (0, 1/3). There exists 0 < α0 < α1, A > 0, and δ∗ ∈ (0, 1)
depending on  and ζ, such that for δ ∈ (0, δ∗] there exists n∗ = n∗(δ, , ζ) ∈ N such that for n ≥ n∗ the
following holds with probability at least 1− .
1. Inα0,α1 ≤ An3/4 and the unexplored quadrangulation Q
n
Inα0,α1
has internal graph distance diameter at most
n1/4.
2. For each j ∈ [0, Inα0,α1 − 1]bδn3/4cZ, the percolation path increment λn([j, (j + δn3/4) ∧ Inα0,α1 ] 12Z) is
contained in a subgraph of Q
n
j whose boundary relative to Q
n
j (Section 2.1.2) contains e˙
n
j and has
Q
n
j -graph distance diameter at most
1
2δ
1/3−ζn1/4.
Remark 5.14. Since internal Q
n
j -graph distances are dominated by Q
n-graph distances and since each interval
[j1, j2] 1
2Z
with 0 ≤ j2 − j1 ≤ δn3/4 and j1, j2 ∈ [0, Inα0,α1 − 1] 12Z is contained in [j, (j + 2δn3/4) ∧ Inα0,α1 ] 12Z for
some j ∈ [0, Inα0,α1 − 1]bδn3/4cZ, condition 2 in Proposition 5.13 implies the following slightly weaker condition:
2’ For each j1, j2 ∈ [0, Inα0,α1 − 1] 12Z with 0 ≤ j2− j1 ≤ δn3/4, the percolation path increment λn([j1, j2] 12Z)
is contained in a subgraph of Qn whose boundary relative to Qn has Qn-graph distance diameter at
most δ1/3−ζn1/4.
When we apply Proposition 5.13, we will typically use condition 2’. But, on one occasion (in Section 6.4) we
will need the stronger condition 2.
Proposition 5.13 only gives an upper bound for the diameter of the boundary of a set containing each
δn3/4-length increment of λn, but this will be enough for our purposes due to Lemma 5.7.
The idea of the proof of Proposition 5.13 is as follows. When α1 is small, the diameter of the final
small unexplored quadrangulation Q
n
Inα0,α1
can be bounded using the scaling limit result for free Boltzmann
quadrangulations with simple boundary (Lemma 5.15), so we can restrict attention to [0, Inα0,α1 ]Z. Using
Lemmas 4.6 and 5.8, we show that with high probability when δ > 0 is small, no δn3/4-length interval of
time which is contained in [0, Inα0,α1 − 1]Z contains more than δoδ(1) downward jumps of WL,n +WR,n of size
larger than a constant times δ2/3n1/2, and the supremum of |Wn| over the intervals of time between these
downward jumps is at most of order δ2/3+oδ(1)n1/2 (Lemma 5.16).
This gives us an upper bound for the outer boundary lengths of the sub-quadrangulations of Qn discovered
by the percolation peeling process between the times corresponding to the downward jumps of WL,n +WR,n
of size at least δ2/3n1/2 which happen before time Inα0,α1 . Combining this with the estimates of Section 5.1
and the Markov property of peeling gives an upper bound for the diameters of the boundaries of these
sub-quadrangulations (Lemma 5.17), which leads to the estimate of Proposition 5.13.
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Q˙nb(k−1)δn3/4c
Q˙nk,1(δ)
Q˙nk,2(δ)
Q˙nk,3(δ)
Q˙nk+1,1(δ)
Q˙nk+1,2(δ)
Q˙nk+2,1(δ)
Q˙nk+2,2(δ)
Q˙n,•k
Q˙n,•k+1
Q˙n,•k+2
Figure 9: Illustration of the proof of Proposition 5.13. The quadrangulations Q˙nk,r(δ) (light blue) correspond
to increments of time contained in [b(k − 1)δn3/4c, bkδn3/4c ∧ Inα0,α1 ]Z between the times Tnk,r(δ) at which
percolation peeling process cuts off a bubble with boundary length larger than cδ2/3n1/2 (these bubbles
are colored grey). The boundary lengths of these quadrangulations and the maximal number of such
quadrangulations for each value of k are bounded in Lemma 5.15. This leads to an upper bound to the
graph-distance diameters of their boundaries in Lemma 5.17. Each percolation path increment λn([b(k −
1)δn3/4c, bkδn3/4c∧Inα0,α1 ] 12Z) is contained in the corresponding filled quadrangulation Q˙
n,•
k (outlined in blue),
which consists of the union of the quadrangulations Q˙nk,r over all possible values of r and the set of vertices and
edges which it disconnects from ∂Qn. We bound the graph-distance diameter of ∂Q˙n,•k by summing over r.
See Figure 9 for an illustration of the proof.
We now proceed with the details. Fix  ∈ (0, 1) and ζ ∈ (0, 1/3). We start by making a suitable choice
of α1.
Lemma 5.15. There exists α1 = α1() > 0 such that for each α1 ∈ (0, α1], there exists n0 = n0(α1, ) > 0
such that for each α0 ∈ (0, α1) and each n ≥ n0, the internal diameter of the unexplored quadrangulation at
time Inα0,α1 satisfies
P
[
diam
(
Q
n
Inα0,α1
)
≤ n1/4 | FnInα0,α1
]
≥ 1− .
Proof. Since Inα0,α1 is a stopping time for the filtration {Fnj }j∈N0 of (3.13), the conditional law given FnInα0,α1 of
the quadrangulation Q
n
Inα0,α1
is that of a free Boltzmann quadrangulation with simple boundary and perimeter
WL,nInα0,α1
+WR,nInα0,α1
+ lnL + l
n
R, which by the definition (4.23) is at most 2α1cn
1/2. The statement of the lemma
now follows since a free Boltzmann quadrangulation with simple boundary converges in the scaling limit to
the Brownian disk when we rescale distances by a factor proportional to the square root of the boundary
length [GM17c, Theorem 1.4].
Henceforth fix α1 ∈ (0, α1] and n0 as in Lemma 5.15. By Lemma 4.11, there exists α0 = α0(α1, ) ∈ (0, α1),
A = A(α1, ) > 0, and n1 = n1(α1, ) ≥ n0 such that for n ≥ n1,
P
[
Inα0,α1 ≤ An3/4
]
≥ 1− . (5.10)
From now on fix such an α0, A, and n1.
We next transfer the regularity statement for the boundary length processes from Lemma 5.8 to the setting
of this subsection. Note that the statement of the following lemma is essentially identical to that of Lemma 5.8,
except that we work with finite quadrangulations, we replace ζ with ζ/2, and we truncate at the time Inα0,α1 .
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Lemma 5.16. Let , ζ, α0, α1, and A be as above. There is a universal constant c > 0 such that the following
is true. For n ∈ N, δ ∈ (0, 1), and k ∈ N, let Tnk,0(δ) = Inα0,α1 ∧ b(k − 1)δn3/4c and for r ∈ N inductively
define
Tnk,r(δ) := I
n
α0,α1 ∧ bkδn3/4c ∧ inf
{
j ≥ Tnk,r−1(δ) + 1 : WL,nj +WR,nj −WL,nj−1 −WR,nj−1 ≤ −cδ2/3n1/2
}
. (5.11)
Let En(δ) = En(δ, c, α0, α1, A, ζ) be the event that the following hold.
1. Inα0,α1 ≤ An3/4.
2. For each k ∈ N, one has #{r ∈ N : Tnk,r(δ) < Inα0,α1 ∧ bkδn3/4c} ≤ δ−ζ/2.
3. For each k ∈ N and each r ∈ N,
max
j∈[Tnk,r−1(δ),Tnk,r(δ)−1]Z
|Wnj −WnTnk,r−1(δ)| ≤ δ
2/3−ζ/2n1/2.
There is a δ0 = δ0(α0, α1, ζ, ) ∈ (0, 1) and an n2 = n2(α0, α1, ζ, ) ≥ n1 such that for δ ∈ (0, δ0) and n ≥ n2,
P[En(δ)] ≥ 1− 2.
Proof. Let I∞,nα0,α1 be the analogous stopping time for the percolation peeling process on the UIHPQS, as
in (4.24). As in the proof of Lemma 4.9, there is a n˜2 = n˜2(α1, ) ≥ n1 such that for n ≥ n˜2, the law of
Wn|[0,Inα0,α1 ]Z on the event {I
n
α0,α1 <∞} is absolutely continuous with respect to the law of W∞|[0,I∞,nα0,α1 ]Z ,
with Radon-Nikodym derivative bounded above by bα
−5/2
0 1(I∞,nα0,α1<J∞,n), where here b > 0 is a constant
depending only on (lL, lR) and J∞,n is as in (4.8).
Let c > 0 be the constant from Lemma 5.8. By Lemma 5.8 (applied with ζ/2 in place of ζ and b−1α5/20 
in place of ), there exists δ0 = δ0(A, ζ, α0, ) ∈ (0, 1) such that for δ ∈ (0, δ0], the event of that lemma defined
with ζ/2 in place of ζ and A as in (5.10) satisfies P[E∞,n(δ)] ≥ 1 − b−1α5/20 . By combining this with the
above Radon-Nikodym derivative estimate and (5.10), we obtain the statement of the lemma.
Henceforth fix δ0 and n2 as in Lemma 5.16. We will now define some sub-quadrangulations of Q
n which
are illustrated in Figure 9. For n ∈ N and δ ∈ (0, 1), define the time Tnk,r(δ) for k ∈ N0 as in (5.11) and define
the terminal indices for these stopping times by
kn∗ (δ) := min
{
k ∈ N : Tnk,0(δ) = Inα0,α1
}
and rn∗,k(δ) := min
{
r ∈ N0 : Tnk,r(δ) = bkδn3/4c
}
. (5.12)
On the event En(δ) of Lemma 5.16, we have kn∗ (δ) ≤ Aδ−1 and rn∗,k(δ) ≤ δ−ζ/2 for each k ∈ N. For
k ∈ [1, kn∗ (δ)]Z and r ∈ [1, rn∗,k(δ)]Z, define
Q˙nk,r(δ) :=
(
Q˙nTnk,r(δ)−1 ∩Q
n
Tnk,r−1(δ)
)
∪ f
(
Q
n
Tnk,r(δ)−1, e˙Tnk,r(δ)
)
. (5.13)
That is, Q˙nk,r(δ) is obtained from the peeling cluster increment Q˙
n
Tnk,r(δ)
∩QnTnk,r−1(δ) by removing the quadran-
gulation(s) which are disconnected from the target edge at time Tnk,r(δ) (one of these quadrangulations might
be quite large since WL,n +WR,n may have a large downward jump at time Tnk,r(δ)). The chordal percolation
exploration path λn satisfies
λn
(
[Tnk,r−1(δ), T
n
k,r(δ)] 12Z
)
⊂ Q˙nk,r(δ), ∀k ∈ [1, kn∗ (δ)]Z, ∀r ∈ [1, rn∗,k(δ)]Z. (5.14)
Let Q˙n,•k (δ) be the union of
⋃rn∗,k(δ)
r=1 Q˙
n
k,r(δ) and the set of all vertices and edges which are disconnected
from ∂Qn by this union. Then Q˙n,•k (δ) is a quadrangulation with simple boundary and by (5.14),
λn([b(k − 1)δn3/4c, bkδn3/4c ∧ Inα0,α1 ] 12Z) ⊂ Q˙
n,•
k , ∀k ∈ [1, kn∗ (δ)]Z. (5.15)
Furthermore,
∂Q˙n,•k (δ) ⊂
rn∗,k(δ)⋃
r=1
∂Q˙nk,r(δ). (5.16)
Hence we are led to estimate the diameters of the boundaries of the quadrangulations Q˙nk,r(δ).
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Lemma 5.17. For each ζ ∈ (0, 1/3), there exists δ1 = δ1(α0, α1, ζ, ) ∈ (0, δ0] such that for each δ ∈ (0, δ1],
there exists n3 = n3(δ, α0, α1, ζ, ) ≥ n2 such that for each n ≥ n3, it holds with probability at least 1− 3 that
the event En(δ) of Lemma 5.16 occurs and
diam
(
∂Q˙nk,r(δ);Q
n
Tnk,r−1(δ)
)
≤ 1
2
δ1/3−ζ/2n1/4, ∀k ∈ [1, kn∗ (δ)]Z, ∀r ∈ [1, rn∗,k(δ)]Z.
Proof. The idea of the proof is as follows. We first use the definition of the event of Lemma 5.16 to bound the
number of edges in the boundary of each of the Q˙nk,r(δ)’s. All but a constant-order number of the edges of
Q˙nk,r(δ) are contained in the union of the boundaries of the unexplored quadrangulations at times T
n
k,r−1(δ)
and Tnk,r(δ). We will apply Lemma 5.4 to these quadrangulations to bound the diameter of ∂Q˙
n
k,r(δ).
By Definition 4.1 and (4.3), for k ∈ [1, kn∗ (δ)]Z and r ∈ [1, rn∗,k(δ)]Z,
#E
(
∂Q˙nk,r(δ)
)
≤ 2 max
j∈[Tnk,r−1(δ),Tnk,r(δ)−1]Z
|Wnj −WnTnk,r−1(δ)|+ 12.
Hence on the event En(δ) of Lemma 5.16,
#E
(
∂Q˙nk,r(δ)
)
≤ 2δ2/3−ζ/2n1/2 + 12, ∀k ∈ [1, kn∗ (δ)]Z, ∀r ∈ [1, rn∗,k(δ)]Z. (5.17)
For δ ∈ (0, 1) and (k, r) ∈ N×N0, let Ank,r(δ) be the boundary arc of the unexplored quadrilateral Q
n
Tnk,r(δ)
which contains d2δ2/3−ζ/2n1/2 + 12e edges of ∂QnTnk,r(δ) lying to the left and to the right of the root edge
e˙Tnk,r(δ)+1. By (5.17), if E
n(δ) occurs then
∂Q˙nk,r(δ) ⊂ Ank,r−1(δ) ∪Ank,r(δ) ∪ ∂f
(
Q
n
Tnk,r(δ)−1, e˙Tnk,r(δ)
)
, ∀k ∈ [1, kn∗ (δ)]Z, ∀r ∈ [1, rn∗,k(δ)]Z. (5.18)
Here we recall that ∂f
(
Q
n
Tnk,r(δ)−1, e˙Tnk,r(δ)
)
is the boundary of the peeled quadrilateral at time Tnk,r(δ), which
contains at most 4 edges.
We will now estimate diam(Ank,r;Q
n
Tnk,r(δ)
). By, e.g., Lemma 4.9, there is a C = C() > 0 such that
P[Gn] ≥ 1− 
2
, ∀n ∈ N where Gn :=
{
max
j∈N0
|Wnj | ≤ Cn1/2
}
. (5.19)
Each of the times Tnk,r(δ) is a {Fnj }j∈N0-stopping time. By the Markov property of peeling, for each
(k, r) ∈ N2 the conditional law given FTnk,r(δ) of the unexplored quadrangulation (Q
n
Tnk,r(δ)
, e˙Tnk,r(δ)+1) is that
of a free Boltzmann quadrangulation with simple boundary and perimeter WL,nTnk,r(δ)
+WR,nTnk,r(δ)
+ lnL + l
n
R. Since
Tnk,r(δ) ≤ Inα0,α1 by definition, this perimeter lies in [α0cn1/2, 2Cn1/2]Z provided the event Gn of (5.19) occurs
and Inα0,α1 <∞.
Lemma 5.4 implies that there is a δ1 = δ1(α0, α1, ζ, ) ∈ (0, δ0] such that for each δ ∈ (0, δ1], there exists
n3 = n3(δ, α0, α1, ζ, ) ≥ n2 as in the statement of the lemma such that for n ≥ n3 and (k, r) ∈ N×N0,
P
[
diam
(
Ank,r(δ);Q
n
Tnk,r(δ)
)
>
1
4
δ1/3−ζ/2n1/4 − 4, Gn, Inα0,α1 <∞
]
≤ 1
2
A−1δ1+ζ/2.
Since Inα0,α1 < ∞, kn∗ (δ) ≤ Aδ−1, and rn∗,k(δ) ≤ δ−ζ/2 for each k ∈ [1, kn∗ (δ)]Z on En(δ) and since P[Gn ∩
En(δ)] ≥ 1− 5/2, we can take a union bound over at most Oδ(δ−1−ζ/2) values of k to get
P
[
diam
(
Ank,r(δ);Q
n
Tnk,r(δ)
)
≤ 1
4
δ1/3−ζ/2n1/4 − 4, ∀k ∈ [1, kn∗ (δ)]Z, ∀r ∈ [0, rn∗,k(δ)]Z, En(δ)
]
≥ 1−3. (5.20)
The statement of the lemma now follows by combining (5.18) with (5.20).
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Proof of Proposition 5.13. Let δ1 = δ1(α0, α1, ζ, ) ∈ (0, δ0] and n3 = n3(δ, α0, α1, ζ, ) ≥ n2 for δ ∈ (0, δ1] be
as in Lemma 5.17.
By Lemma 5.17, if δ ∈ (0, δ1] and n ≥ n3 it holds with probability at least 1 − 3 that En(δ) occurs
and each of the boundaries ∂Q˙nk,r(δ) for k ∈ [1, kn∗ (δ)]Z and r ∈ [1, rn∗,k(δ)]Z has Q
n
Tnk,r−1(δ)
- and hence also
Q
n
b(k−1)δn3/4c-diameter at most
1
2δ
1/3−ζ/2n1/4. Henceforth assume that this is the case.
By condition 2 in the definition of En(δ), we have rn∗,k(δ) ≤ δ−ζ/2 for each k ∈ [1, kn∗ (δ)]Z. By combining
this with (5.16) and using that Q˙n,•k is connected, we see that each ∂Q˙
n,•
k has Q
n
b(k−1)δn3/4c-diameter at most
1
2δ
1/3−ζn1/4. By (5.15), we infer that condition 2 in the proposition statement is satisfied.
On En(δ) we have Inα0,α1 ≤ An3/4 and by Lemma 5.15, for n ≥ n3 it holds with probability at least 1− 
that diam
(
Q
n
Inα0,α1
)
≤ n1/4, i.e. condition 1 in the proposition statement is satisfied. Hence the statement of
the proposition is satisfied with 4 in place of . Since  ∈ (0, 1) is arbitrary, we conclude.
Proof of Proposition 5.2. Fix  ∈ (0, 1) and ζ ∈ (0, 1/3) and let δ∗ = δ∗(, ζ) ∈ (0, 1) be as in Proposition 5.13.
By Lemma 5.7, there is a δ′∗ = δ∗() ∈ (0, δ∗] such that for δ ∈ (0, δ′∗], there exists n′∗ = n′∗(δ, ) ≥ n∗ such
that for n ≥ n′∗, it holds with probability at least 1−  that the following is true. For each subgraph S of Qn
with diam(∂S;Qn) ≤ δ1/3−ζ , it holds that diam(S;Qn) ≤ . .
By combining the preceding paragraph with Proposition 5.13 (c.f. Remark 5.14), we find that if n ≥ n′∗,
then with probability at least 1− 2, it holds that Inα0,α1 <∞,
diam
(
λn([j1, j2] 1
2Z
);Qn
)
≤ n1/4, ∀j1, j2 ∈ [0, Inα0,α1 − 1] 12Z with 0 ≤ j2 − j1 ≤ δn
3/4, (5.21)
and diam
(
Q
n
Inα0,α1
)
≤ n1/4. Since λn([Inα0,α1 ,∞) 12Z) ⊂ Q
n
Inα0,α1
, we find that the statement of the proposition
is satisfied with 2 in place of . Since  ∈ (0, 1) is arbitrary, we conclude.
We end by recording an analog of Proposition 5.13 for face percolation on the UIHPQS, whose proof is a
subset of a proof of Proposition 5.13. In contrast to the statement of Proposition 5.13, we get a quantitative
estimate for the probability of our regularity event, since we do not need to deal with any analog of the
time Inα0,α1 .
Proposition 5.18. Let ζ ∈ (0, 1/3) and A > 0. For each δ ∈ (0, 1), there exists n∗ = n∗(δ, ζ, A) ∈ N such
that for n ≥ n∗, it holds with probability at least 1− o∞δ (δ) (at a rate which is uniform for n ≥ n∗) such that
the following is true. For each j ∈ [0, An3/4]bδn3/4cZ, the percolation path increment λ∞([j, j + δn3/4] 1
2Z
) is
contained in a subgraph of the unexplored quadrangulation Q
∞
j whose boundary relative to Q
∞
j contains e˙
∞
j
and has Q
∞
j -graph distance diameter at most
1
2δ
1/3−ζn1/4.
Proof. From Lemmas 5.8 and 5.6, we obtain an analog of Lemma 5.17 for face percolation on the UIHPQS
which holds on an event of probability 1− o∞δ (δ) rather than 1− 3 using exactly the same argument used to
prove Lemma 5.17. From this, we deduce the statement of the proposition via the same argument used to
conclude the proof of Proposition 5.13.
We note that the condition of Proposition 5.18 implies a weaker condition with Q∞-graph distances in
place of Q
∞
j -graph distances, analogous to the one in Remark 5.14.
6 Crossings between filled metric balls
Suppose lL, lR ∈ N∪{∞} are such that lL and lR are either both even, both odd, or both infinite and (Q, e, θ)
is a free Boltzmann quadrangulation with simple boundary of perimeter lL + lR. Consider the percolation
peeling process of (Q, e, θ) with lL-white/lR-black boundary conditions as defined in Section 3.3.
The goal of this section is to bound the number of times that the associated percolation exploration path
λ can cross an annulus between two filled graph metric balls in Q. This estimate will allow us to conclude in
Section 7.4 that a subsequential scaling limit of the percolation exploration paths can hit any single point at
most 6 times. See Section 1.5 for a discussion of why we need this fact.
Before stating the main result of this section, we introduce some notation.
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Definition 6.1. For sub-graphs S0 ⊂ S1 ⊂ Q, an inside-outside crossing of S1 \S0 by the percolation peeling
process of (Q, e, θ) is a discrete time interval [i0, i1]Z ⊂ N0 such that the peeled edges satisfy e˙i0 ∈ S0, e˙i1 /∈ S1,
and e˙j ∈ S1 \ S0 for each j ∈ [i0 + 1, i1 − 1]Z. We write cross(S0, S1) for the set of all crossings of S1 \ S0.
We will sometimes include an extra superscript ∞ in the notation cross(S0, S1) to denote the UIHPQS
case or an extra superscript n when we take lL and lR to depend on n.
Since the percolation exploration path satisfies λ(j) = e˙j for j ∈ N0, an element of cross(S0, S1) is
(essentially) the same as a crossing of S1 \ S0 by the path λ. We work with crossings of the percolation
peeling process instead mostly for the notational convenience of not having to worry about the values of λ at
half-integer times.
We will primarily be interested in inside-outside crossings of annular regions between filled graph metric
balls, which are defined as follows.
Definition 6.2. For a subgraph Q′ of Q containing the target edge e∗ (or an unbounded subgraph in the
case l =∞), r ≥ 0, and a subset S of Q′ consisting of vertices and edges, the filled metric ball B•r (S;Q′) is
the subgraph of Q′ consisting of the graph metric ball Br(S;Q′) and the set of all vertices and edges of Q′
which it disconnects from e∗ (or ∞ if l =∞).
Note that B•r (S;Q
′) = Q′ if dist(S, e∗;Q′) < r.
Suppose now that we are in the setting of Theorem 1.2, so that {(lnL, lnR)}n∈N is a sequence of pairs of
positive integers such that lnL + l
n
R is always even, c
−1n−1/2lnL → lL > 0, and c−1n−1/2lnR → lR > 0. Let
(Qn, en, θn) be a free Boltzmann quadrangulation with simple boundary of perimeter lnL + l
n
R and, as per
usual, denote the objects from Section 3.3 with lnL-white/l
n
R-black boundary conditions and the crossing sets
of Definition 6.1 with an additional superscript n. The main result of this section is the following proposition.
Proposition 6.3. For each  ∈ (0, 1) and each ζ ∈ (0, 1/100), there exists δ∗ = δ∗(, ζ) ∈ (0, 1) such that for
each δ ∈ (0, δ∗], there exists n∗ = n∗(δ, , ζ) ∈ N such that for n ≥ n∗, it holds with probability at least 1− 
that the following is true. For each vertex v ∈ V(Qn) with dist(v, en∗ ;Qn) ≥ n1/4, the number of inside-outside
crossings (Definition 6.1) of the filled metric ball annulus B•
δζn1/4
(v;Qn) \B•
δn1/4
(v;Qn) satisfies
# crossn
(
B•δn1/4(v;Q
n), B•δζn1/4(v;Q
n)
) ≤ 6.
The important point in Proposition 6.3 is that we have some constant finite upper bound for the number
of crossings; the particular number 6 is not important and we do not try to optimize it. Since chordal SLE6
does not have any triple points [MW17, Remark 5.3], once Theorem 1.2 is established we will obtain that
for fixed ρ > 0, it is a.s. the case that # crossn
(
B•
δn1/4
(v;Qn), B•
ρn1/4
(v;Qn)
)
≤ 2 for all v ∈ V(Qn) for small
enough δ.
Although Proposition 6.3 is a statement about inside-outside crossings by the percolation peeling process
of filled metric balls centered at general vertices of Qn, for most of the proof of the proposition we will instead
consider a closely related quantity which is defined precisely in Section 6.1. In particular, we will bound the
number of percolation interfaces which cross an annulus between two filled metric balls centered at edges on
the boundary of a free Boltzmann quadrangulation with simple boundary or a UIHPQS; as we will see in
Lemma 6.5, this quantity provides an upper bound for the quantity considered in Proposition 6.3.
In Section 6.2 we will prove Proposition 6.6, which is the key estimate needed for the proof of Proposition 6.3
and which is formulated in the setting of face percolation on the UIHPQS. Roughly speaking, this proposition
gives for each N ∈ N and ζ ∈ (0, 1/100) an n-independent upper bound for the probability that there are more
than N face percolation interface paths which cross an annulus between two filled metric balls of respective
radii δn1/4 and δζn1/4 centered at the root edge, provided we truncate on the event that the boundary length
of the inner filled metric ball is not unusually large. By the union bound, for M ∈ N one gets the same
estimate simultaneously for the unexplored quadrangulation at all times in [0, n3/4]bδMn3/4cZ except that we
lose a factor of δ−M .
In Section 6.3, we prove an upper bound for the boundary lengths of filled metric balls centered at edges
on the boundary in a free Boltzmann quadrangulation with simple boundary, which will be used to remove
the truncation in the estimate of Section 6.2. In Section 6.4, we conclude the proof of Proposition 6.3 using
the estimates of the preceding subsections, the modulus of continuity estimate for λn in Proposition 5.13, and
a triangle inequality argument.
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6.1 Interface path crossings and peeling-by-layers clusters
Instead of bounding inside-outside crossings by the percolation peeling process of an annulus between filled
metric balls, throughout most of this section we will focus on bounding the number of interface paths which
cross an annulus between two peeling-by-layers clusters, a closely related quantity which has nicer probabilistic
properties. The purpose of this brief subsection is to define the above quantity precisely and explain how it is
related to the crossing count considered in Proposition 6.3.
Throughout this subsection, we suppose we are in the general setting described at the very beginning of
this section, so that lL, lR ∈ N ∪ {∞} are such that lL and lR are either both even, both odd, or both infinite,
(Q, e, θ) is a free Boltzmann quadrangulation with simple boundary of perimeter lL + lR, and we define the
percolation peeling process with lL-white/lR-black boundary conditions as in Section 3.3.
For r, j ∈ N0 and a finite connected set A of edges on the boundary of the unexplored quadrangulation
Qj , we let B
pbl
r (A;Qj) be the radius-r peeling-by-layers cluster of Qj with initial edge set A targeted at e∗
as in [GM17c, Section 4.1] (where it is denoted by Q˙Jr). The set B
pbl
r (A;Qj) is essentially the same as the
filled metric ball of radius r (Definition 6.2) in the sense that
B•r (A;Qj) ⊂ Bpblr (A;Qj) ⊂ B•r+2(A;Qj). (6.1)
We also define the outer boundary arc of Bpblr (A;Qj) by
Apblr (A;Qj) := E
(
∂Bpblr (A;Qj) \ ∂Qj
)
. (6.2)
As explained in [GM17c, Section 4.1], Bpblr (A;Qj) is the cluster of a peeling process of Qj (the so-called
peeling-by-layers process) run up to a stopping time, so by the Markov property of peeling the unexplored
quadrangulation (Qj \Bpblr (A;Qj)) ∪ Apblr (A;Qj) is conditionally independent from Bpblr (A;Qj) given its
perimeter and its conditional law is that of a free Boltzmann quadrangulation with simple boundary of given
perimeter. We will not need the precise definition of Bpblr (A;Qj) here.
Definition 6.4. For j ∈ N0, let IPj(r0, r1) be the set of interface paths (Section 3.4) which cross the semi-
annular region Bpblr1 (e˙j ;Qj)\Bpblr0 (e˙j ;Qj) from inside to outside, i.e. the number of interface paths λ˚ : [0, b]Z →
E(Q) such that λ˚(0) ∈ Bpblr0 (e˙j ;Qj), λ˚(b) /∈ Bpblr1 (e˙j ;Qj), and λ˚([1, b− 1]Z) ⊂ Bpblr1 (e˙j ;Qj) \Bpblr0 (e˙j ;Qj).
The following lemma is the main reason for our interest in the set of interface paths IPj(r0, r1).
Lemma 6.5. For each j ∈ N0 and each 0 ≤ r0 < r1 with r1−r0 ≥ 5, one has, in the notation of Definitions 6.1
and 6.4,
# cross
(
Bpblr0 (e˙j ;Qj), B
pbl
r1 (e˙j ;Qj)
) ≤ # IPj(r0 + 2, r1 − 2).
Proof. By stationarity it suffices to prove the statement of the lemma for j = 0. Let λ˚∗ and v˙j and sj for
j ∈ N0 be the interface path, vertices, and times, respectively, from Lemma 3.1 so that v˙j is an endpoint of e˙j
and is the terminal endpoint of λ˚∗(sj).
Suppose [i0, i1]Z is an inside-outside crossing of B
pbl
r1 (e˙j ;Qj) \Bpblr0 (e˙j ;Qj). Then λ˚∗(si0) ∈ Bpblr0 (e˙j ;Qj)
and λ˚∗(si1) /∈ Bpblr1 (e˙j ;Qj) so there exists a discrete interval [˚k0, k˚1]Z ⊂ [si0 , si1 ]Z such that λ˚∗|[˚k0 ,˚k1]Z belongs
to IP0(r0 + 2, r1 − 2). Distinct inside-outside crossings [i0, i1]Z are disjoint, so (since λ˚∗ does not hit any edge
more than once) must correspond to intervals [si0 , si1 ]Z which can possibly intersect only at their endpoints
and hence to distinct elements of IP0(r0 + 2, r1 − 2).
6.2 Crossings of semi-annuli in the UIHPQS
Throughout this subsection we assume we are in the setting of Section 3.3 with lL = lR =∞ (so in particular
(Q∞, e∞) is a UIHPQS) and as per usual we denote the objects of that subsection with a superscript ∞. Our
goal is to prove the following estimate for the number of interface paths which cross an annulus between two
peeling-by-layers clusters centered at the root edge, which is the main input in the proof of Proposition 6.3.
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Proposition 6.6. Let ζ ∈ (0, 1/100), M > 0, and A > 0. For each δ ∈ (0, 1) there exists n∗ = n∗(δ, ζ, A) ∈ N
such that for n ≥ n∗ and N ∈ N, it holds with probability 1−Oδ(δN(1−ζ/3)−M ) (at a rate which is uniform
for n ≥ n∗) that, in the notation of Definition 6.4 and (6.2),
# IP∞j (δn
1/4, δζn1/4) ≤ N, ∀j ∈ [0, An3/4]bδMn3/4cZ with #Apblδn1/4(e˙∞j ;Q
∞
j ) ≤ δ2−ζn1/2.
Bpbl
δn1/4
(e∞;Q∞)
Bpbl
δζn1/4
(e∞;Q∞)
e10
e20
e30
e40
Q˙2T 2
Q˙1T 1
Q˙3T 3
Q˙4T 4
e
∞
Figure 10: Illustration of the proof of Proposition 6.6. The inner (resp. outer) peeling-by-layers cluster
Bpbl
δn1/4
(e∞;Q∞) (resp. Bpbl
δζn1/4
(e∞;Q∞)) is shown in light red (resp. light blue). The arc Apbl
δn1/4
(e∞;Q∞) is
shown in green. Here K, the total number of auxiliary percolation peeling clusters needed before we disconnect
Apbl
δn1/4
(e∞;Q∞) from ∞, is equal to 4. The initial edges ek0 for these clusters as well as the time-(T k + 1)
peeled edge for each cluster is denoted with a red dot. Each of these clusters intersects at most one percolation
interface (blue) which crosses the “annulus” between the peeling-by-layers clusters (here there are 3 such
interfaces). Consequently, K gives an upper bound for the number # IP∞0 (δn
1/4, δζn1/4) of such interfaces
(Lemma 6.7) and hence an upper bound for the number of times that the percolation exploration path λ∞
can cross the annulus (Lemma 6.5).
To prove Proposition 6.6, we will first prove an estimate for j = 0 then take a union bound. See Figure 10
for an illustration of the proof. The idea is to iteratively grow percolation peeling clusters in the unbounded
complementary connected component of Bpbl
δn1/4
(Q∞; e∞) up to the first time T k that either the right outer
boundary length of the current cluster exceeds δ3ζn1/2 or the union of the previous clusters disconnects the arc
Apbl
δn1/4
(e∞;Q∞) from ∞. The total number K of such clusters which we need to grow before disconnecting
Apbl
δn1/4
(e∞;Q∞) from ∞ provides an upper bound for # IP∞j (δn1/4, δζn1/4) on the event that none of the
clusters exits Bpbl
δζn1/4
(e∞;Q∞) before time T k (Lemma 6.7).
On the other hand, if #Apbl
δn1/4
(e∞;Q∞) is at most δ2−ζn1/2, then peeling estimates give us an upper
bound for K (Lemma 6.8); and since distances along the boundary of the UIHPQS can be bounded above
in terms of boundary length, it is very unlikely that any of our clusters exits Bpbl
δζn1/4
(e∞;Q∞) before
time T k (Lemma 6.10). Combining these facts and taking a union bound over j ∈ [1, An3/4]bδMn3/4cZ proves
Proposition 6.6
We now proceed with the details. Our first task is to define the auxiliary percolation peeling clusters
mentioned above. Fix ζ ∈ (0, 1/100), n ∈ N, and δ ∈ (0, 1). We will define nested quadrangulations with
infinite simple boundary Q10 ⊃ Q20 ⊃ . . . , root edges ek0 ∈ E(∂Qk0) for k ∈ N, and σ-algebras Fk0 for k ∈ N
such that the conditional law of (Qk0 , e
k
0) given Fk0 is that of a UIHPQS. Each of these UIHPQS’s will be
equipped with a percolation peeling process started from the root edge and targeted at ∞, and the associated
objects will be denoted by a superscript k.
Let Q10 be the unexplored quadrangulation for the peeling-by-layers process of Q
∞ started from e∞ grown
up to radius δn1/4, so that
E(Q10) = E
(
Q∞ \Bpbl
δn1/4
(e∞;Q∞)
)
∪ Apbl
δn1/4
(e∞;Q∞).
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Let F10 be the σ-algebra generated by this peeling-by-layers process grown up to radius δn1/4. Also let e10 be
the edge of ∂Q10 immediately to the left of Apblδn1/4(e∞;Q∞), equivalently the edge of ∂Q∞ immediately to the
left of ∂Bpbl
δn1/4
(e∞;Q∞) ∩ ∂Q∞. By the Markov property of peeling, the conditional law of (Q10, e10) given F10
is that of a UIHPQS.
Inductively, suppose k ∈ N and we have defined a σ-algebra Fk0 and an infinite rooted quadrangulation
(Qk0 , e
k
0) with simple boundary whose conditional law given Fk0 is that of a UIHPQS. Let {Q˙kj }j∈N0 , {Q
k
j }j∈N0 ,
and {e˙kj }j∈N be the clusters, unexplored quadrangulations, peeled edges, respectively, for the percolation
peeling process of (Qk0 , e
k
0) targeted at ∞ (i.e., with white/black boundary conditions). Also let {Fkj }j∈N0 be
the filtration generated by Fk0 and the clusters and peeling steps of this process up to time j.
We note that the boundary conditions used to define the percolation peeling process in Qk0 are not the
boundary conditions inherited from the inclusion Qk0 ⊂ Q∞; rather, for the purpose of defining this peeling
process we ignore the colors of the quadrilaterals in F(Qk0) \ F(Q∞) and pretend that all quadrilaterals
adjacent to edges of ∂Qk0 lying to the left (resp. right) of e
k
0 are white (resp. black).
Define the boundary length processes Xk,L, Xk,R, Y k,L, Y k,R, and W k = (W k,L,W k,R) as in Definition 4.1
for this peeling process and define the stopping times
T k := min
{
j ∈ N0 : Xk,Rj ≥ δ3ζn1/2 or ∂Q
k
j ∩ Apblδn1/4(e∞;Q∞) = ∅
}
. (6.3)
Let Qk+10 := Q
k
Tk , let Fk+10 := Fk0 ∨ FkTk , and let ek+10 be the edge of ∂Qk+10 immediately to the right of
∂Q˙kTk ∩∂Qk+10 , equivalently the edge of ∂Q10 immediately to the right of Q˙kTk . The Markov property of peeling
implies that the conditional law of (Qk+10 , e
k+1
0 ) given Fk+10 is that of a UIHPQS.
Let
K = Kn(δ) := min
{
k ∈ N : ∂Qk+10 ∩ Apblδn1/4(e∞;Q∞) = ∅
}
(6.4)
be the smallest k ∈ N for which the union of the clusters Q˙k′
Tk′ for k
′ ≤ k disconnects Bpbl
δn1/4
(e∞;Q∞) from ∞
in Q∞. The reason for our interest in the integer K is contained in the following lemma.
Lemma 6.7. On the event {
Q˙kTk ⊂ Bpblδζn1/4(e∞, Q∞), ∀k ∈ [1,K]Z
}
, (6.5)
the cardinality of the set of interface paths from Definition 6.4 satisfies
# IP∞0 (δn
1/4, δζn1/4) ≤ K + 1. (6.6)
Proof. Essentially, this follows from the fact that the peeling exploration path associated with each of the
percolation peeling processes {Q˙kj }j∈N is “close” to an interface path (in the sense of Lemma 3.1), and this
interface path cannot cross any of the interface paths in IP∞0 (δn
1/4, δζn1/4). We now explain the necessary
geometric argument.
Let N = # IP∞0 (δn
1/4, δζn1/4) and let λ˚1, . . . λ˚N be the elements of IP
∞
0 (δn
1/4, δζn1/4), ordered from left
to right (we can order the paths in this manner since distinct interface paths cannot cross). For k ∈ N, also
let λ˚k∗ : N→ ∂E(Qk0) be the interface path associated with the percolation peeling clusters {Q˙kj }j∈N0 as in
Lemma 3.1, i.e. the one which traces the outer boundary of the white cluster in Qk0 which contains all of the
external white quadrilaterals.
If (6.5) occurs, the graph
⋃K
k=1 Q˙
k
Tk is connected and disconnectsB
pbl
δn1/4
(e∞;Q∞) fromQ∞\Bpbl
δζn1/4
(e∞;Q∞)
in Q∞, so must cross each of the paths λ˚m for m ∈ [1, N ]Z which does not hit a vertex of ∂Q∞ lying to
the right of e∞. Only λ˚N can possibly hit such a vertex since the sets of vertices hit by the paths λ˚m for
m ∈ [1, N ]Z are disjoint (the paths are separated in Bpblδζn1/4(e∞, Q∞) ∩ Q˙10 by white clusters) and these paths
are ordered from left to right. Hence
⋃K
k=1 Q˙
k
Tk contains a quadrilateral of Q˙
1
0 lying strictly to the right of λ˚m
for each m ∈ [1, N − 1]Z.
For m ∈ [1, N −1]Z, let km be the smallest k ∈ [1,K]Z for which Q˙kTk contains a quadrilateral lying strictly
to the right of λ˚m and let jm be the smallest j ∈ [2, T k]Z for which Q˙kmj contains such a quadrilateral.
We will show that
k1 < · · · < kN−1 (6.7)
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on the event (6.5), which will prove (6.6). Indeed, suppose by way of contradiction that km′ ≤ km for some
1 ≤ m < m′ ≤ N − 1. It is clear from the definition of the growth processes {Q˙kj }j∈N0 for k ∈ N that
km ≤ km′ , so km = km′ . Hence the times jm and jm′ from the preceding paragraph are both defined with
respect to {Q˙kmj }m∈N0 and satisfy jm ≤ jm′ .
The jm′th peeled quadrilateral f(Q
k
jm′−1; e˙
k
jm′
) lies immediately to the right of λ˚m′ , so must be black.
Hence the right endpoint of the peeled edge e˙kjm′ is one of the vertices hit by λ˚m′ and in particular lies strictly
to the right of λ˚m in Q
1
0 (here we use that the paths λ˚m and λ˚m′ are separated by a white cluster in Q
1
0, so
cannot share a vertex). By Lemma 3.1, there is a time s ∈ N0 such that λ˚km∗ (s) shares an endpoint with an
edge of λ˚m and λ˚
km∗ ([1, s]Z) ⊂ Q˙kmjm .
On the event (6.5), one has λ˚km∗ ([1, s]Z) ⊂ Bpblδζn1/4(e∞, Q∞). Since λ˚km∗ (1) shares an endpoint with the
root edge ekm0 , which lies to the left of λ˚m in Q
1
0, it follows that either λ˚m contains the first edge of λ˚
km∗
or λ˚km∗ crosses λ˚m. In the former case, λ˚m is a sub-path of λ˚
km∗ so λ˚
km∗ cannot hit a vertex to the right of λ˚m
before exiting Bpbl
δζn1/4
(e∞, Q∞) and we arrive at a contradiction. The latter case is impossible since two
percolation interfaces cannot cross. We conclude that (6.7) holds.
In light of Lemma 6.7, to prove Proposition 6.6 we need to prove an upper bound for P[K ≥ N ] and show
that the event (6.5) is very likely to occur. We start with the upper tail bound for K.
Lemma 6.8. Let K be as in (6.4). For each δ ∈ (0, 1), there exists n∗ = n∗(δ, ζ) ∈ N such that for n ≥ n∗
and N ∈ N,
P
[
K > N, #Apbl
δn1/4
(e∞;Q∞) ≤ δ2−ζn1/2
]
≤ δN(1−ζ/3)+oδ(1)
at a rate which is uniform for n ≥ n∗.
The idea of the proof of Lemma 6.8 is to show that it is unlikely that the right exposed boundary length
process Xk,R reaches δ3ζn1/2 before the right covered boundary length process Y k,R reaches δ2−ζn1/2, at
which time the clusters {Q˙kj }j∈N0 disconnect Apblδn1/4(e∞;Q∞) ∩ ∂Qk0 from ∞ in Qk0 , then multiply over all
k. This will be accomplished by means of the scaling limit result for the boundary length processes from
Proposition 4.3 and the following estimate for stable processes with no upward jumps. We emphasize here
that ζ is very small, so δ3ζ is much larger than δ2−ζ .
Lemma 6.9. Let α ∈ (1, 2) and let R be a totally asymmetric α-stable process started from 0 with no upward
jumps. For δ > 0, let τδ = inf{t ≥ 0 : Rt < −δ}. Then for ζ ∈ (0, (1− 1/α)−2) and δ ∈ (0, 1),
P
[
sup
s∈[0,τδ]
Rs ≥ δζ
]
≤ δ1−(1−1/α)2ζ+oδ(1).
Proof. As explained in [MS16a, Lemma 2.8], it follows from [Ber96, Corollary VII.2] that for t > 0,
P
[
sup
s∈[0,t]
Rs ≥ δζ
]
≤ c0 exp
(−c1t− αα−1 δζ)
for c0, c1 > 0 constants depending only on α. By [Ber96, Lemma VIII.1] (applied with X = −R and
ρ = 1− 1/α), r 7→ τr is a (1− 1/α)-stable subordinator. By the stability property, τδ d= δ αα−1 τ1 so for t > 0,
P[τδ ≥ t] = P
[
τ1 ≥ δ− αα−1 t
]  δt−(1−1/α).
Combining the above estimates show that for t > 0,
P
[
sup
s∈[0,τδ]
Rs ≥ δζ
]
≤ P[τδ ≥ t] +P
[
sup
s∈[0,t]
Rt ≥ δζ
]
 δt−(1−1/α) + exp(−c1t− αα−1 δζ).
Set t = δ(1−1/α)(ζ+) for  ∈ (0, 1) and send → 0 to get that this probability is at most δ1−(1−1/α)2ζ+oδ(1).
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Proof of Lemma 6.8. For k ∈ N, let Sk be the smallest j ∈ N0 for which the number of right covered edges
satisfies Y k,Rj ≥ δ2−ζn1/2. If #Apblδn1/4(e∞;Q∞) ≤ δ2−ζn1/2, then since A
pbl
δn1/4
(e∞;Q∞) ∩ ∂Qk0 lies entirely to
the right of ek0 , it follows that Apblδn1/4(e∞;Q∞) ∩Q
k
Sk = ∅. Consequently, in this case the definition (6.3) of
T k implies that T k ≤ Sk and if in fact Sk = T k, it holds that K ≤ k.
If T k < Sk, then by Definition 4.1,
max
j∈[0,Sk]Z
W k,Rj ≥ max
j∈[0,Sk]Z
Xk,Rj − δ2−ζn1/2 ≥ (δ3ζ − δ2−ζ)n1/2.
Since the conditional law of W k,R given Fk0 converges weakly to that of a 3/2-stable process in the Skorokhod
topology as n→∞ under an appropriate scaling limit (Proposition 4.3), it follows from Lemma 6.9 that there
is an n∗ = n∗(δ, ζ) ∈ N such that for n ≥ n∗ and k ∈ N,
P
[
K > k | Fk0
] ≤ P[T k < Sk | Fk0 ] ≤ δ1−ζ/3+oδ(1).
In particular, P[K > k |K > k − 1] ≤ δ1−ζ/3+oδ(1). Multiplying over k ∈ [1, N ]Z yields the statement of the
lemma.
Our next lemma tells us that the event (6.5) is very likely to occur when n is large, δ is small, and
#Apbl
δn1/4
(e∞;Q∞) ≤ δ2−ζn1/2.
Lemma 6.10. For each δ ∈ (0, 1) there exists n∗ = n∗(δ, ζ) ∈ N such that for each n ≥ n∗ and each k ∈ N,
P
[
Q˙kTk 6⊂ Bpblδζn1/4(e∞, Q∞), #A
pbl
δn1/4
(e∞;Q∞) ≤ δ2−ζn1/2
]
= o∞δ (δ)
at a rate which is uniform for n ≥ n∗ and k ∈ N.
We will prove that Q˙kTk ⊂ Bpblδζn1/4(e∞, Q∞) provided #A
pbl
δn1/4
(e∞;Q∞) ≤ δ2−ζn1/2 and the regularity
event defined in the following lemma occurs.
Lemma 6.11. For k ∈ N, let Gk = Gk,n(δ, ζ) be the event that the following hold.
1. T k ≤ n3/4.
2. For each j1, j2 ∈ [0, 2n3/4]Z with 0 ≤ j2 − j1 ≤ δn3/4,
#E
(
∂(Q˙kj2 ∩Q
k
j1) \ ∂Q
k
j1
)
≤ δ2/3−ζn1/2.
3. For j ∈ N0, let βkj be the boundary path of the UIHPQS Q
k
j with β
k
j (0) = e˙
k
j if e˙
∞
j ∈ ∂Q
k
j or β
k
j (0) equal
to the leftmost edge of Apbl
δn1/4
(e∞;Q∞) ∩ ∂Qkj if e˙∞j /∈ ∂Q
k
j . For each j ∈ [0, 2n3/4]bδn3/4cZ and each
i1, i2 ∈ ∂Qkj with |i1 − i2| ≤ 2δ3ζn1/2,
dist
(
βkj (i1), β
k
j (i2);Q
k
j
)
≤ 1
2
δζn1/4.
4. For each j1, j2 ∈ [0, 2n3/4] 1
2Z
with 0 ≤ j2 − j1 ≤ δn3/4, the percolation path increment λk([j1, j2] 1
2Z
) is
contained in a subgraph of Qk0 whose boundary relative to Q
k
0 has Q
k
0-graph distance diameter at most
δ1/3−ζn1/4.
For each δ ∈ (0, 1), there exists n∗ = n∗(δ, ζ) ∈ N such that for n ≥ n∗ and k ∈ N,
P
[
(Gk)c, #Apbl
δn1/4
(e∞;Q∞) ≤ δ2−ζn1/2
]
= o∞δ (δ)
at a rate which is uniform for n ≥ n∗ and k ∈ N.
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Proof. We will bound the probability that each condition in the definition of Gk fails separately. Throughout,
all o∞δ (δ) errors are required to be uniform in n and k.
Condition 1. If T k > n3/4 and #Apbl
δn1/4
(e∞;Q∞) ≤ δ2−ζn1/2, then by (4.3) and the definition (6.3) of T k,
δ2−ζn1/2 − 3 ≤W k,Rj ≤ δ3ζn1/2, ∀j ∈ [0, n3/4]Z.
By Proposition 4.3, W k,R converges in law to a 3/2-stable process in the Skorokhod topology as n → ∞
under an appropriate scaling limit. By multiplying over bt−2/3c i.i.d. increments of time length 2/3, we
see that for  > 0, the probability that a 3/2-stable process stays in the -neighborhood of the origin for
t   units of time is at most c0 exp(−c1−2/3) for appropriate constants c0, c1 > 0 depending on t. If
#Apbl
δn1/4
(e∞;Q∞) ≤ δ2−ζn1/2 and condition 1 in the definition of Gk fails to occur, then |W k,Rj | ≤ δ3ζn1/2
for j ∈ [0, n3/4]Z. Hence there exists n0 = n0(δ, ζ) ∈ N such that for n ≥ n0 and k ∈ N, the probability that
this is the case is of order o∞δ (δ).
Condition 2. In the notation of Definition 4.1,
#E
(
∂(Q˙kj2 ∩Q
k
j1) \ ∂Q
k
j1
)
≤ #E
(
∂Q˙kj2 \ ∂Qk0
)
= X∞,Rj2 .
Hence Lemma 5.12 implies that for δ ∈ (0, 1), there exists n1 = n1(δ, ζ) ∈ N such that for n ≥ n1, it holds
with probability 1− o∞δ (δ) that #E
(
∂(Q˙kj2 ∩Q
k
j1) \ ∂Q
k
j1
)
≤ 12δ2/3−ζn1/2 for each 0 ≤ j1 ≤ j2 ≤ δn1/2. By
the Markov property of the percolation peeling process and a union bound over d2δ−1e approximately evenly
spaced values of j ∈ [1, 2n3/4]Z, we see that for n ≥ n1 and k ∈ N, the probability that condition 2 in the
definition of Gk fails to hold is o∞δ (δ).
Condition 3. By Lemma 5.6 and a union bound over all j ∈ [0, 2n3/4]bδn3/4cZ, we infer that for each δ ∈ (0, 1),
there exists n2 = n2(δ, ζ) ≥ n1 such that for n ≥ n2 and k ∈ N, the probability that condition 3 in the
definition of Gk fails to hold is of order o∞δ (δ).
Condition 4. By Proposition 5.18, for δ ∈ (0, 1), there exists n∗ = n∗(δ, ζ) ≥ n2 such that for n ≥ n∗, the
probability that condition 4 in the definition of Gk fails to hold is o∞δ (δ).
Proof of Lemma 6.10. Fix k ∈ N and let Gk = Gk,n(δ, ζ) be the event of Lemma 6.11. By Lemma 6.11, it
suffices to show that if δ is sufficiently small (depending only on ζ) and
Gk ∩ {#Apbl
δn1/4
(e∞;Q∞) ≤ δ2−ζn1/2} (6.8)
occurs, then Q˙kTk ⊂ Bpblδζn1/4(e∞, Q∞).
Suppose to the contrary that the event of (6.8) occurs but Q˙kTk 6⊂ Bpblδζn1/4(e∞;Q∞). Let j∗ be the smallest
j ∈ [0, T k]Z for which e˙kj∗ /∈ Bpblδζn1/4(e∞;Q∞) and let j′∗ be the smallest integer multiple of bδn3/4c which is
at least j∗. By condition 1 in the definition of Gk, we have j∗ ≤ n3/4 and j′∗ ≤ 2n3/4. We seek a contradiction
to condition 3 in the definition of Gk with this choice of j′∗.
We first claim that if δ is sufficiently small (depending only on ζ) then
dist
(
e˙kj′∗ ,A
pbl
δn1/4
(e∞;Q∞) ∩ ∂Qkj′∗ ;Qk0
)
>
1
2
δζn1/4. (6.9)
By condition 4 in the definition of Gk, the percolation exploration path increment λk([j∗, j′∗] 12Z) is contained
in a subgraph S of Qk0 whose boundary relative to Q
k
0 has Q
k
0-graph distance diameter at most δ
1/3−ζn1/4.
This implies that the edges e˙kj∗ and e˙
k
j′∗
are also contained in S. Hence to prove (6.9) it suffices to show that
for small enough δ (depending only on ζ) the set S is disjoint from Bpbl1
2 δ
ζn1/4
(e∞;Q∞). To see this, we observe
that if S intersects Bpbl1
2 δ
2ζn1/4
(e∞;Q∞), then in fact ∂S intersects Bpbl1
2 δ
ζn1/4
(e∞;Q∞) so since ∂S has Qk0- and
hence also Q∞-diameter at most δ1/3−ζn1/4, which is smaller than 12δ
ζn1/4 for small enough δ, it follows
that ∂S ⊂ Bδζn1/4(e∞;Q∞) for small enough δ. This implies that S ⊂ Bpblδζn1/4(e∞;Q∞) and in particular
ekj∗ ∈ Bpblδζn1/4(e∞;Q∞), which contradicts our choice of j∗.
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We next argue that
dist
(
e˙kj′∗ ,A
pbl
δn1/4
(e∞;Q∞) ∩ ∂Qkj′∗ ; ∂Q
k
j′∗
)
≤ 2δ3ζn1/2, (6.10)
equivalently Xk,Rj′∗ ≤ 2δ3ζn1/2. Indeed, this is immediate from condition 2 in the definition of Gk, the fact
that Xk,Rj∗ ≤ δ3ζn1/2 (which follows since j∗ ≤ T k) and the estimate
Xk,Rj′∗ ≤ X
k,R
j∗ + #E
(
∂(Q˙kj′∗ ∩Q
k
j∗) \ ∂Q
k
j∗
)
.
The relations (6.9) and (6.10) contradict condition 3 in the definition of Gk, applied with j = j′∗,
βkj (i1) = e˙
k
j′∗
, and βkj (i2) an edge ofApblδn1/4(e∞;Q∞)∩Q
k
j′∗
which is at minimal ∂Q
k
j′∗
-graph distance from e˙kj′∗ .
Proof of Proposition 6.6. By Lemmas 6.7, 6.8, and 6.10, for each δ ∈ (0, 1) there exists n∗ = n∗(δ, ζ) ∈ N
such that for n ≥ n∗ and N ∈ N one has
P
[
# IP∞0 (δn
1/4, δζn1/4) > N, #Apbl
δn1/4
(e∞;Q∞) ≤ δ2−ζn1/2
]
≤ P[K > N − 1, #Apbl
δn1/4
(e∞;Q∞) ≤ δ2−ζn1/2]
+P
[
∃k ∈ [1, N ]Z with Q˙kTk 6⊂ Bpblδζn1/4(e∞, Q∞), #A
pbl
δn1/4
(e∞;Q∞) ≤ δ2−ζn1/2
]
≤ Oδ(δ(N−1)(1−ζ/3)) + o∞δ (δ) = Oδ(δ(N−1)(1−ζ/3)).
By stationarity of the law of the unexplored quadrangulations Q
∞
j and the restriction of the percolation
peeling process to these quadrangulations, we can now take a union bound over all j ∈ [0, An3/4]bδMn3/4cZ to
obtain the statement of the proposition.
6.3 Boundary lengths of peeling-by-layers clusters
Proposition 6.6 is not by itself sufficient to deduce Proposition 6.3 since the estimate of the former proposition
only holds for peeling-by-layers clusters whose outer boundary length #Apbl
δn1/4
(e˙∞j ;Q
∞
j ) is at most δ
2−ζn1/2.
In this subsection, we will prove that in the setting of a free Boltzmann quadrangulation with simple boundary,
this outer boundary length is very unlikely to be larger than δ2−ζn1/2.
Lemma 6.12. For each ζ ∈ (0, 1) and each δ ∈ (0, 1), there exists l∗ = l∗(δ, ζ) ∈ N such that the following
holds for each l ≥ l∗. Let (Q, e) be a free Boltzmann quadrangulation with simple boundary of perimeter 2l.
Also let e∗ ∈ E(∂Q) be chosen in a deterministic manner, let Bpblδl1/2(e;Q) be the radius-δl1/2 peeling-by-layers
cluster of Q started from e and targeted at e∗, and let Apblδl1/2(e;Q) := E(B
pbl
δl1/2
(e;Q) \ ∂Q), as in Section 6.1.
Then
P
[
#Apbl
δl1/2
(e;Q) > δ2−ζ l
]
= o∞δ (δ) (6.11)
at a rate which is uniform for l ≥ l∗.
Lemma 4.7—which gives an upper bound for boundary lengths in an arbitrary peeling process—tells us
that #Apbl
δl1/2
(e;Q) ≤ δ2−ζ l with high probability, but we need a stronger probabilistic estimate since we
eventually want to take a union bound over peeling-by-layers clusters in a large number of different unexplored
quadrangulations. For this purpose we will need to use the relationship between peeling-by-layers clusters and
metric balls.
The idea of the proof of Lemma 6.12 is to show that the number of edges in the Q-metric ball B2δl1/2(e;Q)
is very unlikely to be larger than δ4−ζ l2; and that if the arc Apbl
δl1/2
(e;Q) contains too many edges, then this
Q-metric ball contains more than δ4−ζ l2 edges with uniformly positive probability. Both of these statements
are proven using the GHPU convergence of free Boltzmann quadrangulations with simple boundary toward the
free Boltzmann Brownian disk [GM17c, Theorem 1.4] and estimates for the metric, area measure, and boundary
length measure of the free Boltzmann Brownian disk which are similar to those found in [GM16b, Section 3.2].
We start by estimating the maximal area of a metric ball in a random-area Brownian map. This estimate
will be transferred to an estimate for the area of a metric ball in a free Boltzmann Brownian disk momentarily.
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Following [MS15a], we letm2BM be the infinite measure on doubly marked Brownian maps (M,dM , µM , z0, z1),
which is obtained as follows: first “sample” an area A from the infinite measure a−3/2 da; then, conditional
on A, sample a Brownian map (M,dM , µM ) with area A (equipped with its natural metric and area mea-
sure); finally, conditional on (M,dM , µM ), sample two conditionally independent points z0, z1 ∈M from µM
(normalized to be a probability measure).
Lemma 6.13. Let a > 0 and let (M,dM , µM , z0, z1) be sampled from the infinite measure m
2
BM conditioned
on {µM (M) ≥ a} (which is a finite measure). For each p ≥ 1 and each ζ ∈ (0, 2/p), one has
E
[(
sup
δ>0
sup
z∈M
µM (Bδ(z; dM ))
δ4−ζ
)p]
 apζ/4
with universal implicit constant.
Proof. LetA be sampled from the law of µM (M), which is equal to 2a
1/2a−3/21(a≥a) da and let (M,d1M , µ
1
M , z0, z1)
be a unit area doubly marked Brownian map, independent from A. By the scaling property of the Brownian
map,
(M,dM , µM , z0, z1) := (M,A
1/4d1M , Aµ
1
M , z0, z1)
has the law described in the statement of the lemma. By [Le 10, Corollary 6.2] (and Ho¨lder’s inequality to
deal with non-integer values of p), for each p ≥ 1 and each ζ ∈ (0, 1),
E
[(
sup
δ>0
sup
z∈M
µ1M (Bδ(z; d
1
M ))
δ4−ζ
)p]
<∞.
If ζ ∈ (0, 2/p), then E[Apζ/4]  apζ/4. Hence
E
[(
sup
δ>0
sup
z∈M
µM (Bδ(z; dM ))
δ4−ζ
)p]
= E
[
Apζ/4
]
E
[(
sup
δ>0
sup
z∈M
µ1M (Bδ(z; d
1
M ))
δ4−ζ
)p]
 apζ/4,
as required.
Next we estimate the maximal area of a metric ball in a free Boltzmann Brownian disk.
Lemma 6.14. Let (H, d, µ) be a free Boltzmann Brownian disk with unit perimeter, equipped with its natural
metric and area measure. For each p ≥ 1 and each ζ ∈ (0, 2/p), one has
E
[(
sup
δ>0
sup
z∈H
µ(Bδ(z; d))
δ4−ζ
)p]
<∞. (6.12)
Proof. Let (M,dM , µM , z0, z1) be sampled from the infinite measure m
2
BM conditioned on {µM (M) ≥ 1}. The
idea of the proof is to show using the results of [MS15a] that with positive probability, there is a subset of
M (in particular, a complementary connected component of a metric ball) which, when equipped with the
internal metric of dM and the restriction of µM , has the law of a free Boltzmann Brownian disk with random
boundary length bounded away from 0 and ∞. The statement of the lemma will then follow from Lemma 6.13
and a scaling argument. The argument is slightly more subtle than one might expect since M is conditioned
on an event involving its area but we need to find a Brownian disk without any conditioning on its area.
To lighten notation set R := dM (x0, x1). Let {Γr}r∈[0,R] be the metric net of M from z0 to z1, i.e. Γr
for r ∈ [0, R) is the union over all s ∈ [0, r] of the boundary of the connected component of M \Br(z0; dM )
containing z1.
As explained in [MS15a], there is a ca´dlag process L = {Lr}r∈[0,R] with no upward jumps which can be
interpreted as the length of the outer boundary of Γr at each time r (this process coincides with the
√
8/3-LQG
length measure if we identify M with an instance of the Brownian sphere as in [MS16a, Corollary 1.5]). Let
{rj}j∈N be an enumeration of the times when L makes a downward jump, chosen in a manner which depends
only on L. At each time rj , the metric net disconnects a bubble Urj from z1, and the collection of all such
bubbles is precisely the set of connected components of M \ ΓR.
For j ∈ N, let dUrj be the internal metric of dM on Urj and let µUrj := µM |Urj . Also let ∆Lrj :=
lims→r−j Ls − Lrj be the magnitude of the downward jump of L at time rj , which gives the boundary length
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of Urj . By [MS15a, Proposition 4.4], if we condition on L, then the conditional law of the collection of metric
measure spaces (Urj , dUrj , µUrj ) for j ∈ N is that of a collection of independent free Boltzmann Brownian
disks with respective boundary lengths ∆Lrj , conditioned on the event that the sum of their areas is at least 1.
Fix l2 > l1 > 0 to be chosen later. Let T be the smallest r ≥ 0 for which the µM -mass of the region
disconnected from z1 by Γr is at least a and let S be the smallest time r ≥ T for which the downward jump
∆Lr lies in [l1, l2], or S = R if no such r exists. Almost surely, µM (M) > a, the boundary of the metric
net converges to z1 in the Hausdorff distance as r → R−, and the metric net {Γr}r∈[0,dM (z0,z1)] disconnects
a bubble from z1 in every positive-length interval of times. Hence for an appropriate universal choice of l1
and l2, it holds that P[S < R] ≥ 12 . Henceforth assume we have chosen l1 and l2 in this manner.
Note that S is one of the jump times rj on the event {S < R}. The above description of the law of
the bubbles {Urj}j∈N0 implies that if we condition on L and {(Urj , dUrj , µUrj ) : rj ≤ T} then on the event
{S < R} the conditional law of (US , dUS , µUS ) is that of a free Boltzmann Brownian disk with boundary
length ∆LS (note that the sum of the areas of the bubbles before time T is at least 1). Each dUS -metric ball
is contained in a dM -metric ball of the same radius. By Lemma 6.13 and our choice of l1 and l2,
E
[(
sup
δ>0
sup
z∈US
µ(Bδ(z; d))
δ4−ζ
)p
|S < R
]
≤ 1
2
E
[(
sup
δ>0
sup
z∈M
µM (Bδ(z; dM ))
δ4−ζ
)p]
<∞. (6.13)
By scale invariance of the Brownian disk, if we set
(H, d, µ) := (US , (∆LS)
−1/2dUS , (∆LS)
−2µUS ) (6.14)
with US the closure and dUS extended to ∂US by continuity, then the conditional law of (H, d, µ) given
{S < R} is that of a free Boltzmann Brownian disk with unit boundary length. Hence (6.13) implies (6.12).
Together with Lemma 6.14, the following lemma is the other key input in the proof of Lemma 6.12.
Lemma 6.15. Let (H, d, µ, ξ) be a free Boltzmann Brownian disk with unit perimeter, equipped with its
natural metric, area measure, and 1-periodic boundary path. For each , ζ ∈ (0, 1), there exists c = c(, ζ) > 0
such that
P
[
µ(Bδ(ξ([u1, u2]); d)) ≥ cδ2+ζ(u2 − u1), ∀δ ∈ (0, 1), ∀ u1, u2 ∈ R with u1 < u2
] ≥ 1− .
Proof. This is an immediate consequence of [GM16b, Lemma 3.4].
Proof of Lemma 6.12. By [GM17c, Theorem 1.4], the free Boltzmann quadrangulation with simple boundary,
appropriately rescaled, converges in law to the unit boundary length free Boltzmann Brownian disk in the
GHPU topology as l→∞. From this convergence and Lemma 6.14, we infer that there exists l1 ∈ N such
that for c > 0, l ≥ l1, and δ ∈ [δ0, 1),
P
[
#E(B2δl1/2+2(e;Q)) ≥ cδ4−ζ/2l2] = o∞δ (δ), (6.15)
at a rate depending on c and ζ. We will now use Lemma 6.15 to argue that the event in (6.15) occurs with
uniformly positive conditional probability if we condition on the event that #Apbl
δl1/2
(e;Q) > δ2−ζ l, which will
give our desired estimate (6.11).
Let Q
pbl
be the radius-δl1/2 unexplored region for the peeling-by-layers process of Q starting from e and
targeted at e∗ and let Fpbl be the σ-algebra generated by the clusters and peeling steps up to radius δl1/2. By
the Markov property of peeling (see [GM17c, Lemma 4.1]), the conditional law of Q
pbl
given Fpbl is that of a
free Boltzmann quadrangulation with given perimeter. The edge set Apbl
δl1/2
(e;Q) is a connected arc of ∂Q
pbl
.
By the aforementioned GHPU scaling limit result for free Boltzmann quadrangulations with simple
boundary applied to Q
pbl
together with Lemma 6.15 (applied with ζ/2 in place of ζ) we infer that there is a
c = c(ζ) > 0 and an l∗ ≥ l1 such that for l ≥ l∗,
P
[
#E
(
Bδl1/2
(
Apbl
δl1/2
(e;Q);Q
pbl
))
≥ cδ4−ζ/2l2 ∣∣#Apbl
δl1/2
(e;Q) > δ2−ζ l
]
≥ 1
2
. (6.16)
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By (6.1), Bpbl
δl1/2
(e;Q) ⊂ Bδl1/2+2(e;Q), whence
Bδl1/2
(
Apbl
δl1/2
(e;Q);Q
pbl
)
⊂ B2δl1/2+2(e;Q).
Hence (6.15) and (6.16) together imply that
P
[
#Apbl
δl1/2
(e;Q) > δ2−ζ l
]
≤ P
[
#E(B2δl1/2+2(e;Q)) ≥ cδ4−ζ/2l2]
P
[
#E(B2δl1/2+2(e;Q)) ≥ cδ4−ζ/2l2 |#Apblδl1/2(e;Q) > δ2−ζ l] = o∞δ (δ),
as required.
6.4 Proof of Proposition 6.3
Throughout this subsection, we assume we are in the setting of Proposition 6.3. To deduce the proposition
from Proposition 6.6, it remains to transfer from the case of the UIHPQS to the case of a free Boltzmann
quadrangulation with simple boundary; and to use a continuity argument to transfer from an estimate which
holds for all vertices hit by the percolation exploration path at times in δMn3/4Z to an estimate which holds
for all vertices simultaneously.
To start off the proof of Proposition 6.3, let us first record what we get from Proposition 6.6 and Lemma 6.12.
In what follows, for n ∈ N and 0 < α0 < α1, we define the stopping time Inα0,α1 for the percolation peeling
process as in (4.23).
Lemma 6.16. Let ζ ∈ (0, 1/100), M > 0, 0 < α0 < α1, and A > 0. For each δ ∈ (0, 1), there exists
n∗ = n∗(δ, ζ, α0, α1, A) ∈ N such that for n ≥ n∗, the following is true. For N ∈ N, the probability that
Inα0,α1 ≤ An3/4 and there exists j ∈ [0, Inα0,α1 ]bδMn3/4cZ with # IPnj
(
δn1/4, δζn1/4
)
> N and Bpbl
δζn1/4
(e˙nj ;Q
n
j )∩
Q
n
Iα0,α1
6= ∅ is at most Oδ(δ(N−1)(1−ζ/3)−M ) at a rate which is uniform for n ≥ n∗.
Proof. By Proposition 6.6 and Lemma 4.6 (applied at the time Inα0,α1), for δ ∈ (0, 1) we can find n∗ =
n∗(δ, ζ, α0, α1, A) ∈ N such that for n ≥ n∗ and N ∈ N, the probability that Inα0,α1 ≤ An3/4 and there
exists j ∈ [0, Inα0,α1 ]bδMn3/4cZ satisfying the conditions in the statement of the proposition plus the additional
condition that
#Apbl
δn1/4
(
e˙nj ;Q
n
j
)
≤ δ2−ζn1/2 (6.17)
is at most Oδ(δ
(N−1)(1−ζ/3)−M ), at a rate which is uniform for n ≥ n∗.
By Lemma 6.12 and a union bound, by possibly increasing n∗ we can arrange that for n ≥ n∗, the
probability that there exists j ∈ [0, An3/4]bδMn3/4cZ such that (6.17) fails to hold is of order o∞δ (δ), uniformly
for n ≥ n∗. We thus obtain the statement of the lemma.
We now combine Lemma 6.16 and the continuity condition of Proposition 5.13 to get an event on which
(as we will see below) the condition of Proposition 6.3 holds.
Lemma 6.17. For each  ∈ (0, 1) and each ζ ∈ (0, 1/100), there exists δ∗(, ζ) ∈ (0, 1) such that for each
δ ∈ (0, δ∗], there exists n∗ = n∗(δ, , ζ) ∈ N such that for n ≥ n∗, the following is true. Let En = En(δ, , ζ)
be the event that the following holds for each j ∈ bδ4n3/4cN0 with dist(e˙nj , en∗ ;Qn) ≥ 12n1/4.
1. # IPnj
(
δn1/4, δζn1/4
) ≤ 6.
2. The percolation path increment λn([j, j + δ4n3/4] 1
2Z
) is contained in a subgraph of Q
n
j whose boundary
relative to Q
n
j contains e˙
n
j and has Q
n
j -graph distance diameter at most δ
4/3−ζn1/4.
Then P[En] ≥ 1− .
Proof. By Proposition 5.13 (applied with δ4 in place of δ, /8 in place of , and ζ/4 in place of ζ), there
exists 0 < α0 < α1, A > 0, and δ∗ ∈ (0, 1) depending on  and ζ, such that for δ ∈ (0, δ∗] there exists
n∗ = n∗(δ, , ζ) ∈ N such that for n ≥ n∗ it holds with probability at least 1− /2 that the following is true.
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1. Inα0,α1 ≤ An3/4 and the unexplored quadrangulation Q
n
Inα0,α1
has internal graph distance diameter at
most 18n
1/4.
2. For each j ∈ [0, Inα0,α1 − 1]bδn3/4cZ, the percolation path increment λn([j, (j + δ4n3/4) ∧ Inα0,α1 ] 12Z) is
contained in a subgraph of Q
n
j whose boundary relative to Q
n
j contains e˙
n
j and has Q
n
j -graph distance
diameter at most 12δ
4/3−ζn1/4.
By Lemma 6.16, by possibly decreasing δ∗ and increasing n∗, we can arrange that δ∗ ≤ (/8)1/ζ and for
n ≥ n∗, it holds with probability at least 1−  that the above two enumerated conditions hold and also
3. For each j ∈ [0, Inα0,α1 ]bδ4n3/4cZ with Bpblδζn1/4(e˙nj ;Q
n
j ) ∩Q
n
Iα0,α1
= ∅, we have # IPnj
(
δn1/4, δζn1/4
) ≤ 6.
Suppose now that the above three enumerated conditions hold (which happens with probability at
least 1 − ). We claim that En occurs. Indeed, since diam
(
Q
n
Inα0,α1
)
≤ 18n1/4 and δζ ≤ /8, we have
Bpbl
δζn1/4
(e˙nj ;Q
n
j ) ∩Q
n
Iα0,α1
= ∅ whenever j ∈ N0 with dist(e˙nj , en∗ ;Qn) ≥ 14n1/4 and dist(e˙nj , en∗ ;Qn) ≤ 18n1/4
whenever j ≥ Inα0,α1 . In particular, if dist(e˙nj , en∗ ;Qn) ≥ 12n1/4 then j ≤ Inα0,α1 and Bpblδζn1/4(e˙nj ;Q
n
j )∩Q
n
Iα0,α1
=
∅, so condition 1 in the definition of En holds.
To check condition 2, we need to show that if j ∈ bδ4n3/4cN0 with dist(e˙nj , en∗ ;Qn) ≥ 12n1/4 then
j + δ4n3/4 ≤ Inα0,α1 − 1. Indeed, we know that λn([j, (j + δn3/4) ∧ Inα0,α1 ] 12Z) is contained in a sub-graph S of
Qn whose boundary contains e˙nj and which has Q
n-graph distance diameter at most 12δ
4/3−ζn1/4. Such a sub-
graph cannot intersect QInα0,α1
since otherwise we would have dist(e˙nj , e
n
∗ ;Q
n) ≤ 18n1/4 +δ1/3−ζn1/4 < 12n1/4.
Hence j + δn3/4 < Inα0,α1 , as required.
Proof of Proposition 6.3. By Lemma 6.17, for each  ∈ (0, 1) and each ζ ∈ (0, 1/100), there exists δ∗(, ζ) ∈
(0, 1) such that for each δ ∈ (0, δ∗], there exists n∗ = n∗(δ, , ζ) ∈ N such that for n ≥ n∗, the event
En = En(4δ, 2ζ, ) from that lemma with 2ζ in place of ζ and 4δ in place of δ occurs. We will prove the
proposition by showing that after possibly shrinking δ and increasing n∗ (in a manner which depends only
on ζ), the condition in the proposition statement holds on En.
Let v ∈ V(Qn) such that dist(v, en∗ ;Qn) ≥ n1/4 and let jv be the smallest j ∈ N0 for which λn(j) = e˙nj ∈
B2δn1/4(v;Q
n). Also let j′v be the largest j ∈ bδ4n1/3cN with j ≤ jv. By our choice of jv and since each point
of ∂Q
n
j′v
\ ∂Q lies at Qn-graph distance at most 2 from λn([0, j′v] 12Z),
dist
(
e˙nj′v , ∂Q
n
j′v
\ ∂Q;Qnj′v
)
≥ dist
(
e˙nj′v , ∂Q
n
j′v
\ ∂Q;Qn
)
≥ 2δn1/4 − 4. (6.18)
By condition 2 in the definition of En, there is a subgraph S of Q
n
j′v
with λn([j′v, jv] 12Z) ⊂ S, e˙nj′v ∈ ∂S, and
diam(∂S;Q
n
j′v
) ≤ (4δ)4/3−2ζn1/4, which is smaller than 12δn1/4 for small enough δ. By our choice of jv there
exists a path from v to λn(jv) in Q
n
jv ⊂ Q
n
j′v
with length at most 2δn1/4. Such a path must pass through ∂S,
whence
dist
(
v, e˙nj′v ;Q
n
j′v
)
≤ 5
2
δn1/4. (6.19)
From (6.18) and (6.19), we infer that for small enough δ and large enough n,
B•δn1/4(v;Q
n) = B•δn1/4(v;Q
n
j′v
) ⊂ Bpbl
4δn1/4−2(e˙j′v ;Q
n
j′v
) and B•δζn1/4(v;Q
n) ⊃ Bpbl
(4δ)2ζn1/4+2
(e˙j′v ;Q
n
j′v
).
Therefore,
# crossn
(
B•δn1/4(v;Q
n), B•δζn1/4(v;Q
n)
) ≤ # crossn(Bpbl
4δn1/4−2(e˙j′v ;Q
n
j′v
), Bpbl
(4δ)2ζn1/4+2
(e˙j′v ;Q
n
j′v
)
)
.
By Lemma 6.5, this last quantity is at most # IPnj′v (4δn
1/4, (4δ)2ζn1/4) which by condition 2 in the definition
of En is at most 6.
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7 Proof of main theorems
Throughout this section, we assume we are in the setting of Theorem 1.2. In particular, we fix lL, lR > 0 and
a sequence of pairs of positive integers (lnL, l
n
R)n∈N such that l
n
L + l
n
R is always even and
lnL := c
−1n−1/2lnL → lL and lnR := c−1n−1/2lnR → lR.
We recall that (Qn, en, θn) is a free Boltzmann quadrangulation with simple boundary of perimeter lnL+ l
n
R,
viewed as a connected metric space by replacing each edge with an isometric copy of the unit interval and
that dn, µn, ξn, and ηn, respectively, denote the rescaled metric, area measure, and boundary path. Recall
also that Qn denotes the doubly curve-decorated metric measure space (Qn, dn, µn, ξn, ηn).
As per usual, we define the clusters {Q˙nj }j∈N0 , the unexplored quadrangulations {Q
n
j }j∈N0 , the peeled
edges {e˙nj }j∈N, the filtration {Fnj }j∈N0 , and the terminal time J n for the percolation peeling exploration
of (Qn, en, θn) with lnL-white/l
n
R-black boundary conditions as in Section 3.3. We also define the rescaled
boundary length process Zn = (Ln, Rn) as in (4.1).
By Propositions 4.4 and 5.1, for any sequence of positive integers tending to ∞ there is a subsequence N
and a coupling of a doubly curve-decorated metric measure space H˜ = (H˜, d˜, µ˜, ξ˜, η˜) with a two-dimensional
ca´dla´g process Z = (L,R) : [0,∞)→ R such that
(Qn, Zn)→ (H˜, Z) as N 3 n→∞ (7.1)
in the two-curve GHPU topology on the first coordinate and the Skorokhod topology on the second coordinate.
In fact, we know the limit of the laws of (Qn, dn, µn, ξn) and Zn in the GHPU and Skorokhod topologies,
respectively: (H˜, d˜, µ˜, ξ˜) is a free Boltzmann Brownian disk with boundary length lL + lR equipped with its
natural metric, area measure, and boundary path and Z has the law of the left/right boundary length process
for a chordal SLE6 on such a free Boltzmann Brownian disk between two points at counterclockwise boundary
length distance lR from each other (although we do not know a priori that Z is the left/right boundary length
process of any curve on H˜). We extend ξ to R by periodicity, so that in particular ξ(−lL) = ξ(lR).
We will prove Theorem 1.2 by showing that the pair (H˜, η˜) satisfies the conditions of Theorem 2.7. This
will then imply that η˜′ is a chordal SLE6 from ξ˜(0) to ξ˜(lR) in H˜ parameterized by quantum natural time and
that Z is its left/right boundary length process. As we will see in Section 7.5, Theorem 1.3 is a straightforward
consequence of Theorem 1.2.
We start in Section 7.1 by introducing some notation and passing to a further subsequence of N along
which not only Qn and Zn but also the internal metric spaces corresponding to the complementary connected
components of the curve ηn([0, t]) for each rational time t ≥ 0 converge in law. We also establish that the
limits of these internal metrics are free Boltzmann Brownian disks conditional on the limiting boundary length
process Z and express their boundary lengths in terms of Z.
In Section 7.2, we prove several relationships among our subsequential limiting objects which eventually lead
to the statement that the limits of the internal metric spaces corresponding to the complementary connected
components of ηn([0, t]) are the same as the internal metric spaces corresponding to the complementary
connected components of η˜([0, t]) (Lemma 7.6). The arguments in this subsection are similar to those found
in [GM16a, Section 7.3]. The results of Section 7.2 allow us to prove Proposition 7.3, which says that (H˜, η˜)
satisfies condition 1 of Theorem 2.7.
The next two subsections are devoted to checking condition 2 of Theorem 2.7, the topology and consistency
condition. In Section 7.3 we will describe the boundary length measures on the complementary connected
components of η˜([0, t]) in terms of the limiting boundary length process Z. The results of this subsection
imply in particular that if t1, t2 ≥ 0 such that an SLE6 with left/right boundary length process Z satisfies
η(t1) = η(t2), then also η˜(t1) = η˜(t2). In other words, the curve η˜ has at least as many self-intersections as we
would expect from the process Z.
As explained at the beginning of Section 7.4, the results of Section 7.3 show that there exists an SLE6-
decorated Brownian disk (H, d, µ, ξ, η) and a continuous, measure-preserving, curve-preserving surjective map
Φ : H → H˜ which is injective on H \ η (Lemma 7.11). To show that Φ is a homeomorphism, we will use the
results of Section 6 to argue that η˜ can hit each point in H˜ at most 6 times (Lemma 7.12). This statement
together with the topological theorem [BOT06, Main Theorem] will imply that Φ is in fact a homeomorphism,
whence condition 2 of Theorem 2.7 is satisfied.
In Section 7.5 we will conclude the proofs of Theorems 1.2 and 1.3.
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7.1 Subsequential limits
Suppose we are given a subsequence N and a limiting coupling (H˜, Z) as in (7.1). Before proving any additional
statements about this coupling, we will pass to a further subsequence of N along which several additional
curve-decorated metric measure spaces, corresponding to (roughly speaking) the complementary connected
components of ηn at each time t ∈ Q+ := Q ∩ [0,∞), equipped with their internal metrics and boundary
paths, converge in the GHPU topology. See Figure 11 for an illustration of these objects.
H˜nt,0 H˜nt,1 H˜
n
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t,3
Hnt,0
Hnt,1
Hnt,2
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H˜t,0 H˜t,1 H˜t,2 H˜t,3
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ft,1(H˜t,1)
ft,3(H˜t,3)
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H˜
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∗
e
n
ξ˜(0)
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Figure 11: Illustration of the curve-decorated metric measure spaces and their subsequential limits considered
in Section 7. On the right are the main doubly curve-decorated metric measure spaces Qn = (Qn, dn, µn, ξn, ηn)
corresponding to a free Boltzmann quadrangulation equipped with its natural metric, area measure, and
boundary path and a face percolation exploration path (appropriately rescaled); and their subsequential
limit H˜ = (H˜, d˜, µ˜, ξ˜, η˜), which is a free Boltzmann Brownian disk equipped with a curve η˜ whose law
we seek to identify. The spaces Hnt,k = (H
n
t,k, d
n
t,k, µ
n
t,k, ξ
n
t,k) for (t, k) ∈ Q+ × N0 and n ∈ N are free
Boltzmann quadrangulations equipped with their internal metrics, natural area measures, and boundary paths
(appropriately rescaled): Hnt,0 is the unexplored quadrangulation at time bstn3/4c and Hnt,k for k ≥ 1 are the
bubbles cut out by the percolation peeling process run up to time bstn3/4c, in decreasing order of boundary
length. The spaces H˜t,k = (H˜t,k, d˜t,k, µ˜t,k, η˜t,k) are their subsequential limits. The orange arrows indicate
HPU convergence in the compact metric spaces {(Wt,k, Dt,k)}k∈N0 and (W,D) into which these spaces are
isometrically embedded (see Section 7.2). The maps ft,k are the limits of the inclusion maps f
n
t,k in the sense
of Lemma 7.4. We show in Proposition 7.3 that the sets ft,k(H˜t,k \ ∂H˜t,k) are the connected components of
H˜ \ η˜([0, t]).
We first introduce a system for indexing the complementary connected components of the re-scaled
boundary path ηn(·) = λn(sn3/4·) run up to a specified time t. For n ∈ N and t ∈ Q+, let
Hnt,0 := Q
n
bstn3/4c and e
n
t,0 := e˙
n
bstn3/4c+1 (7.2)
be the time-bstn3/4c unexplored region for the percolation peeling exploration, as in Section 3.3 (viewed as a
connected metric space as in Remark 2.4) and the (bstn3/4c+ 1)th peeled edge, respectively.
By the Markov property of peeling the conditional law of (Hnt,0, e
n
t,0) given the percolation peeling
σ-algebra Fnbstn3/4c is that of a free Boltzmann quadrangulation with simple boundary and perimeter
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cn1/2(Lnt +R
n
t + l
n
L + l
n
R). Let
∆nt,0 := L
n
t +R
n
t + l
n
L + l
n
R (7.3)
be the rescaled perimeter of Hnt,0.
For n ∈ N and (t, k) ∈ Q+ × N, let Hnt,k be the bubble disconnected from the target edge en∗ by the
percolation peeling exploration of (Qn, en, θn) run up to time bstn3/4c whose perimeter is the kth largest
among the perimeters of all such bubbles (with ties broken in some arbitrary deterministic manner), or let
Hnt,k = ∅ if there are fewer than k such bubbles.
Let Jnt,k be the time at which H
n
t,k is disconnected from ∞ by the percolation peeling exploration and let
τnt,k := s
−1n−3/4Jnt,k. (7.4)
We define the root edge for Hnt,k to be the edge e
n
t,k ∈ ∂Hnt,k which is the leftmost edge of the peeled
quadrilateral f
(
QJnt,k−1, e˙Jnt,k
)
∩ ∂H˚nt,k which belongs to ∂Hnt,k.
Let
∆nt,k := c
−1n−1/2#E(∂Hnt,k), (7.5)
so that ∆nt,k differs from the downward jump of the re-scaled boundary length process L
n (resp. Rn) at time
τnt,k by at most a universal constant times n
−1/2 if Hnt,k lies to the left (resp. right) of λ
n.
We will view the bubbles Hnt,k as curve-decorated metric measure spaces. For n ∈ N and (t, k) ∈ Q+×N0,
let dnt,k be the internal metric of d
n on Hnt,k (i.e., the graph metric on H
n
t,k rescaled by (9/8)
1/4n−1/4) and
let µnt,k := µ
n| Hnt,k . Let βnt,k : Z → ∂Hnt,k be the periodic counterclockwise boundary path of Hnt,k with
βnt,k(0) equal to the root edge e
n
t,k, extended by linear interpolation in the manner of Remark 2.4, and let
ξnt,k(s) := β
n
t,k
(
cn1/2s
)
for s ∈ R. Define the curve-decorated metric measure spaces
Hnt,k :=
(
Hnt,k, d
n
t,k, µ
n
t,k, ξ
n
t,k
)
, ∀(t, k) ∈ Q+ ×N0. (7.6)
We remind the reader that the case k = 0 is special: Hnt,0, defined as in (7.2), is the unexplored region at time
bstn3/4c whereas Hnt,k for k ∈ N is one of the bubbles disconnected from the target edge en∗ by the percolation
peeling exploration run up to time bstn3/4c (or ∅).
By the Markov property of peeling, if n ∈ N and t ∈ Q+ and we condition on the σ-algebra
σ
(
P(Q
n
j−1, e˙
n
j ), θ
n
j : j ∈ [0, tn3/4]Z
)
⊂ Fnbstn3/4c (7.7)
generated by the peeling indicators and colors of the peeled quadrangulations (but not the peeling clusters Q˙nj )
up to time bstn3/4c then the conditional law of the quadrangulations {(Hnt,k, ent,k)}k∈N0 is that of a collection
of independent free Boltzmann quadrangulations with simple boundary and given perimeter.
Since the laws of the processes Zn converge in the Skorokhod topology (Proposition 4.4), the rescaled
boundary lengths of the quadrangulations {Hnt,k}n∈N are tight for each (t, k) ∈ Q+ × N0. By [GM17c,
Theorem 1.4] the laws of the curve-decorated metric measure spaces {Hnt,k}n∈N of (7.6) are tight in the GHPU
topology.
By the Prokhorov theorem, after possibly passing to a subsequence of N we can find a coupling of our
original subsequential limiting pair (H˜, Z) with curve-decorated metric measure spaces
H˜t,k :=
(
H˜t,k, d˜t,k, µ˜t,k, ξ˜t,k
)
, ∀(t, k) ∈ Q+ ×N0 (7.8)
such that the following convergence of joint laws holds as N 3 n→∞:(
Hn, Zn, {Hnt,k}(t,k)∈Q+×N0
)→ (H˜, Z, {H˜t,k}(t,k)∈Q+×N) (7.9)
in the two-curve GHPU topology on the first coordinate, the Skorokhod topology on the second coordinate,
and the countable product of the GHPU topology on the third coordinate.
By the Skorokhod representation theorem, we can couple the objects of (7.9) for n ∈ N together in such a
way the convergence (7.9) occurs a.s. In the remainder of this section we fix such a sequence N and such a
coupling.
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In the next two lemmas, we identify the conditional law of the curve-decorated metric measure spaces H˜t,k
given the limiting boundary length process Z. For this purpose we define continuum analogs of some of the
above objects. For t ∈ Q+, define
∆t,0 := Lt +Rt + lL + lR. (7.10)
For (t, k) ∈ Q+ ×N, let τt,k be the time of the downward jump of either L or R before time t with the kth
largest magnitude. Also let ∆t,k := (Lτ−t,k
− Lτt,k) ∨ (Rτ−t,k − Rτt,k) be the size (in absolute value) of this
downward jump.
Lemma 7.1. Let (t, k) ∈ Q+ ×N0. In the notation introduced above, almost surely ∆nt,k → ∆t,k and, if
k ≥ 1, then almost surely τnt,k → τt,k and for large enough n ∈ N , the bubble Hnt,k lies to the left (resp. right)
of λn if and only if L (resp. R) has a downward jump at time τt,k.
Proof. It follows from local absolute continuity with respect to a pair of independent 3/2-stable processes with
no upward jumps (Lemma 4.12) that a.s. the two coordinates L and R of Z do not have any simultaneous
downward jumps and neither of these coordinates has two downward jumps of the same magnitude or a
downward jump at time t. Hence the Skorokhod convergence Zn → Z immediately implies the convergence
conditions in the statement of the lemma.
Lemma 7.2. Let t ∈ Q+. If we condition on Z|[0,t], then the curve-decorated metric measure spaces
{H˚t,k}k∈N0 are conditionally independent free Boltzmann Brownian disks with respective boundary lengths
{∆t,k}k∈N0 , each equipped with its natural metric, area measure, and boundary path.
Proof. Let Gnt be the σ-algebra of (7.7) and note that Zn|[0,t] and each ∆nt,k is Gnt -measurable. By the
Markov property of peeling, if we condition on Gnt then the curve-decorated metric measure spaces {Hnt,k}k∈N0
are conditionally independent free Boltzmann quadrangulations with respective perimeters {n1/2∆nt,k}k∈N0 ,
each equipped with its rescaled metric, area measure, and boundary path. By [GM17c, Theorem 1.4] and
Lemma 7.1, the above described conditional laws given Gnt , which are the same as the conditional laws given
only Zn|0,t] and {∆t,k}k∈N0 , converge as N 3 n→∞ to the conditional laws described in the statement of
the lemma. Since {∆t,k}k∈N0 is a.s. determined by Z|[0,t], we obtain the statement of the lemma.
7.2 Laws of complementary connected components
Suppose we have fixed subsequence N and a coupling as in Section 7.1. In this subsection we will establish
several facts concerning the relationship between the main curve-decorated metric measure space H˜ and
the curve-decorated metric measure spaces {H˜t,k}(t,k)∈Q+×N0 which are the subsequential limits of the
complementary connected components of the curves ηn([0, t]). This will in particular lead to the following
proposition, which will be used to check condition 1 of Theorem 2.7 for H˜.
Proposition 7.3 (Laws of complementary connected components). For t ≥ 0, let U˜t be the collection of singly
marked metric measure spaces of the form (U, d˜U , µ˜U , x˜U ) where U is a connected component of H˜ \ η˜([0, t]),
d˜U is the internal metric of d˜ on U , and x˜U is the point where η˜ finishes tracing ∂U . If we condition on Z|[0,t],
then the conditional law of U˜t is that of a collection of independent singly marked free Boltzmann Brownian
disks with boundary lengths specified as follows. The elements of U˜t corresponding to the connected components
of H˜ \ η˜([0, t]) which do not have the target point ξ˜(lR) on their boundaries are in one-to-one correspondence
with the downward jumps of the coordinates of Z|[0,t], with boundary lengths given by the magnitude of the
corresponding jump. The element of U˜t corresponding to the connected component of H˜ \ η˜([0, t]) with ξ˜(lL)
on its boundary has boundary length Lt +Rt + lL + lR.
Proposition 7.3 will follow from Lemma 7.2 once we establish that the curve-decorated metric measure
spaces H˜t,k of (7.8) are related to the main curve-decorated metric measure space H˜ in the appropriate
manner, i.e., the H˜t,k’s are the connected components of H˜ \ η˜([0, t]), each equipped with the internal metric
of d˜ and the restriction of µ˜. This will be checked using an elementary metric space argument similar
to [GM16a, Section 7.3].
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It will be convenient to view each of our sequences of convergent metric spaces and its limit as a sub-space
of a common metric space. By Proposition 2.2, there a.s. exist random compact metric spaces (W,D) and
{(Wt,k, Dt,k)}(t,k)∈Q+×N0 and isometric embeddings
ι : (H˜, d˜)→ (W,D), ιn : (Qn, dn)→ (W,D), ∀n ∈ N ,
ιt,k : (H˜t,k, d˜t,k)→ (Wt,k, dt,k), and ιnt,k : (Hnt,k, dnt,k)→ (Wt,k, dt,k), ∀n ∈ N (7.11)
such that a.s. ιn(Qn) → ι(H˜) in the D-HPU topology (Definition 2.1) and ιnt,k(Hnt,k) → ιt,k(H˜t,k) in the
Dt,k-HPU topology for each (t, k) ∈ Q+ ×N0.
We henceforth identify the doubly curve-decorated metric measure space H˜ with its image under ι and
each of the doubly curve-decorated metric measure spaces Qn for n ∈ N with its image under ιn. We also
identify H˜t,k for (t, k) ∈ Q+ ×N0 with its image under ιt,k. Since Hnt,k for n ∈ N and (t, k) ∈ Q+ ×N0 has
already been identified with its image under ιn (recall that Hnt,k ⊂ Qn) we write
H˜nt,k =
(
H˜nt,k, d˜
n
t,k, µ˜
n
t,k, ξ˜
n
t,k
)
:= ιnt,k(H
n
t,k). (7.12)
We also define maps
fnt,k = (ι
n
t,k)
−1 : H˜nt,k → Hnt,k ⊂ Hn. (7.13)
See Figure 11 for an illustration of the above maps.
We now check that the maps fnt,k admit subsequential limits ft,k : H˜t,k → H˜ (in an appropriate sense) and
establish some basic properties of the maps ft,k. We eventually aim to show that the sets ft,k(H˜t,k \ ∂H˜t,k)
are the connected components of H˜ \ (η˜([0, t])∪ ∂H˜), which will be established in Lemma 7.6. This statement
together with Lemma 7.2 will imply Proposition 7.3. On a first read, the reader may which to read only the
statements of the next two lemmas and skip their proofs.
Lemma 7.4. Almost surely there is a (random) subsequence N ′ ⊂ N and maps ft,k : H˜t,k → H˜ for
(t, k) ∈ Q+ ×N0 such that the following hold for each (t, k) ∈ Q+ ×N0.
1. The maps {fnt,k}n∈N ′ converge to ft,k in the following sense. For each x ∈ H˜t,k, each subsequence
N ′′ ⊂ N ′, and each sequence of points xn ∈ H˜nt,k for n ∈ N ′′ such that Dnt,k(xn, x)→ 0 as N ′ 3 n→∞,
we have D(fnt,k(x
n), ft,k(x))→ 0.
2. fnt,k(H˜
n
t,k)→ ft,k(H˜t,k) in the D-Hausdorff distance.
3. For each sequence xn → x as in condition 1,
lim
N ′′3n→∞
d˜t,k
(
xn, ∂H˜nt,k
)
= lim
N ′′3n→∞
dn
(
fnt,k(x
n), ηn([0, t]) ∪ ∂Hn)
= d˜t,k
(
x, ∂H˜t,k
)
= d˜
(
ft,k(x), η˜([0, t]) ∪ ∂H˜
)
. (7.14)
In particular, ft,k(∂H˜t,k) ⊂ η˜([0, t]) ∪ ∂H˜ and ft,k(H˜t,k \ ∂H˜t,k) ∩ (η˜([0, t]) ∪ ∂H˜) = ∅.
4. For each x ∈ H˜t,k \ ∂H˜t,k and ρ ∈
(
0, 13 d˜t,k(x, ∂H˜t,k)
)
, the map ft,k|Bρ(x;d˜t,k) is an isometry from
(Bρ(x; d˜t,k), d˜t,k) to (Bρ(ft,k(x); d˜), d˜).
5. For each x and ρ as in condition 4, we have µ˜t,k(A) = µ˜(ft,k(A)) for each Borel set A ⊂ Bρ(x; d˜t,k).
Proof. Proof of condition 1. Each of the maps fnt,k is 1-Lipschitz from (H˜
n
t,k, d˜
n
t,k) to (W,D), so the existence of a
subsequenceN ′ ⊂ N and maps {ft,k}(t,k)∈Q+×N0 satisfying condition 1 is immediate from [GM17d, Lemma 2.1]
(plus a diagonalization argument to get a subsequence which works for all (t, k) ∈ Q+ ×N0 simultaneously).
Henceforth fix such a subsequence N ′ and maps ft,k.
Proof of condition 2. It is clear from condition 1 that any subsequential limit of the sets fnt,k(H˜
n
t,k) = H
n
t,k for
n ∈ N ′ in the D-Hausdorff distance must coincide with ft,k(H˜t,k), so since (W,D) is compact we infer that
condition 2 holds.
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Proof of condition 3. Fix a subsequence N ′′ ⊂ N ′ and a sequence xn → x as in condition 1. For each
n ∈ N ′′, we have fnt,k(∂H˜nt,k) = ∂Hnt,k ⊂ ηn([0, t]) ∪ ∂Hn, fnt,k(∂H˜nt,k) ∩ (ηn([0, t]) ∪ ∂Hn) = ∅, and any path
in Hnt,k = f
n
t,k(H˜
n
t,k) which hits η
n([0, t]) ∪ ∂Hn must pass through ∂Hnt,k. Hence
d˜nt,k
(
xn, ∂H˜nt,k
)
= dn
(
fnt,k(x
n), ηn([0, t]) ∪ ∂Hn)+ on(1) (7.15)
where here the on(1) is a deterministic rounding error coming from the fact that η
n does not trace every edge of
each peeled quadrilateral. Since xn → x and ∂H˜nt,k is parameterized by the path ξnt,k, which converges uniformly
to the parameterization ξ˜t,k of ∂H˜t,k, we infer that the left side of (7.15) converges a.s. to d˜t,k
(
x, ∂H˜t,k
)
. On
the other hand, condition 1 implies that fnt,k(x
n)→ ft,k(x). Since ηn → η˜ and the boundary parameterizations
ξn → ξ˜ uniformly, we infer that the right side of (7.15) converges a.s. to d˜
(
ft,k(x), η˜([0, t]) ∪ ∂H˜
)
. Thus (7.14)
holds.
The last statement of condition 3 follows since by (7.14), if x ∈ H˜t,k then x ∈ ∂H˜t,k if and only if
d˜t,k
(
x, ∂H˜t,k
)
= 0 if and only if d˜
(
ft,k(x), η˜([0, t]) ∪ ∂H˜
)
= 0 if and only if ft,k(x) ∈ η˜([0, t]) ∪ ∂H˜.
Proof of condition 4. Let x ∈ H˜t,k and ρ ∈
(
0, 13 d˜t,k(x, ∂H˜t,k)
)
. Also fix 0 <  < 13 d˜t,k(x, ∂H˜t,k) − ρ and
points y1, y2 ∈ Bρ(x; d˜t,k).
Since H˜nt,k → H˜t,k in the Dt,k-Hausdorff distance, we can find points yn1 , yn2 , xn ∈ H˜nt,k for n ∈ N ′
such that a.s. xn → x, yn1 → y1, and yn2 → y2 as N ′ 3 n → ∞. By condition 1, a.s. fnt,k(xn) → ft,k(x),
fnt,k(y
n
1 ) → ft,k(y1), and fnt,k(yn2 ) → ft,k(y2). By our choice of ρ and  together with condition 3, for large
enough n ∈ N ′ we have
d˜nt,k
(
xn, ∂H˜nt,k
)
> 3ρ+ 3 and d˜nt,k(x
n, yni ) < ρ+ , ∀i ∈ {1, 2}.
If this is the case, then yn1 and y
n
2 are d˜
n
t,k-closer to each other than to ∂H˜
n
t,k, so since every path in
Hnt,k = f
n
t,k(H˜
n
t,k) which exits H
n
t,k must pass through ∂H
n
t,k,
d˜nt,k(y
n
1 , y
n
2 ) = d
n
t,k
(
fnt,k(y
n
1 ), f
n
t,k(y
n
2 )
)
= dn
(
fnt,k(y
n
1 ), f
n
t,k(y
n
2 )
)
).
Taking a limit as n→∞ shows that d˜t,k(y1, y2) = d(ft,k(y1), ft,k(y2)). Therefore ft,k is distance-preserving
on Bρ(x; d˜t,k).
We still need to show that ft,k(Bρ(x; d˜t,k)) = Bρ(ft,k(x); d˜). It is clear from the preceding paragraph that
ft,k(Bρ(x; d˜t,k)) ⊂ Bρ(ft,k(x); d˜), so we just need to prove the reverse inclusion. Since fnt,k(xn)→ ft,k(x) and
Qn → H˜ in the D-local Hausdorff distance,
Bρ
(
fnt,k(x
n); dn
)→ Bρ(ft,k(x); d˜) (7.16)
in the D-Hausdorff distance. By (7.16), for each z ∈ Bρ
(
ft,k(x); d˜
)
, there exists a sequence of points
zn ∈ Bρ
(
fnt,k(x
n); dn
)
for n ∈ N ′ such that zn → z. By condition 3 and our choice of ρ, for large enough
n ∈ N ′, zn is dn-closer to fnt,k(xn) than to ∂Hnt,k, so zn ∈ Hnt,k and
dn
(
fnt,k(x
n), zn
)
= dnt,k(f
n
t,k(x
n), zn) = d˜nt,k
(
xn, (fnt,k)
−1(zn)
)
. (7.17)
By compactness of (Wt,k, Dt,k), there is a subsequence N ′′ of N ′ and a y ∈ H˜t,k such that (fnt,k)−1(zn)→ y
as N ′′ 3 n→∞. By condition 1, ft,k(y) = z. The left side of (7.17) converges to dn(ft,k(x), z) ≤ ρ and the
right side converges to d˜t,k(x, y). Therefore y ∈ Bρ(x; d˜t,k) so since our initial choice of z ∈ Bρ(ft,k(x); d˜) was
arbitrary, we see that ft,k(Bρ(x; d˜t,k)) = Bρ(ft,k(x); d˜).
Proof of condition 5. Let x ∈ H˜t,k, ρ > 0, and xn ∈ H˜nt,k for n ∈ N ′ be as above and choose ρ′ > ρ such that
ρ′ < 13 d˜t,k(x, ∂H˜t,k) and
µ˜t,k
(
∂Bρ′
(
x; d˜t,k
))
= µ˜
(
∂Bρ′
(
ft,k(x); d˜
))
= 0.
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By this condition together with the HPU convergence H˜nt,k → H˜t,k and Qn → H˜ as N ′ 3 n→∞,
µ˜nt,k|Bρ′ (xn;d˜nt,k) → µ˜t,k|Bρ′(x;d˜t,k) (7.18)
in the Dt,k-Prokhorov metric and
µn|Bρ′ (fnt,k(x);dn) → µ˜|Bρ′(ft,k(x);d˜) (7.19)
in the D-Prokhorov metric.
Conditional on everything else, for n ∈ N ′ let wn be sampled uniformly from µ˜nt,k|Bρ′ (xn;d˜nt,k) (normalized to
be a probability measure) and let w be sampled uniformly from µ˜t,k|Bρ′(x;d˜t,k) (normalized to be a probability
measure). By (7.18) wn → w in law, so by the Skorokhod representation theorem we can couple together
{wn}n∈N ′ and w in such a way that a.s. wn → w as N ′ 3 n→∞. By condition 1, fnt,k(wn)→ ft,k(w). By
our choice of ρ′, for each sufficiently large n ∈ N ′,
Bρ′(ft,k(x
n); dn) = Bρ′(ft,k(x
n); dnt,k).
For such an n the law of fnt,k(w
n) is that of a uniform sample from µn|Bρ′ (ft,k(xn);dn). By (7.19), the law of
ft,k(w) is that of a uniform sample from µ˜|Bρ′(ft,k(x);d˜). We similarly infer from (7.18) and (7.19) that
µ˜t,k
(
Bρ′
(
x; d˜t,k
))
= µ˜
(
Bρ′
(
ft,k(x); d˜
))
.
Therefore,
(ft,k)∗
(
µ˜t,k|Bρ′(x;d˜t,k)
)
= µ˜|Bρ′(ft,k(x);d˜),
which implies condition 5.
From Lemma 7.4, we can deduce some further properties of the maps ft,k.
Lemma 7.5. Suppose we are in the setting of Lemma 7.4 and fix a subsequence N ′ and maps {ft,k : (t, k) ∈
Q+ ×N0} satisfying the conditions of that lemma. Almost surely, the following is true for each t ∈ Q+.
1. For each distinct k1, k2 ∈ N0, we have ft,k1(H˜t,k1 \ ∂H˜t,k1) ∩ ft,k2(H˜t,k2) = ∅.
2. For k ∈ N0, let d˚t,k be the internal metric of d˜ on ft,k(H˜t,k \ ∂H˜t,k). Then ft,k is an isometry from
(H˜t,k \ ∂H˜t,k, d˜t,k) to (ft,k(H˜t,k \ ∂H˜t,k), d˚t,k).
3. For each k ∈ N0 and each Borel set A ⊂ H˜t,k \ ∂H˜t,k, we have µ˜t,k(A) = µ˜(ft,k(A)).
4. µ˜
(
H˜ \⋃∞k=0 ft,k(H˜t,k \ ∂H˜t,k)) = 0.
5.
⋃∞
k=0 ft,k(H˜t,k \ ∂H˜t,k) = H˜ \ (η˜([0, t]) ∪ ∂H˜).
Proof. Throughout the proof, we assume we are working on the full probability event that the conditions of
Lemma 7.4 are satisfied, and omit the qualifier “a.s.”.
Proof of condition 1. Suppose k1, k2 ∈ N0 with k1 6= k2 and z ∈ ft,k1(H˜t,k1) ∩ ft,k2(H˜t,k2). By condition 2
of Lemma 7.4, we can choose xn1 ∈ H˜nt,k1 and xn2 ∈ H˜nt,k2 for n ∈ N ′ such that fnt,k1(xn1 ) and fnt,k2(xn2 ) each
converge to y as N ′ 3 n→∞. By compactness of (Wt,ki , Dt,ki) for i ∈ {1, 2}, we can find a subsequence N ′′
of N ′ and points x1 ∈ H˜t,k1 and x2 ∈ H˜t,k2 such that xn1 → x1 and xn2 → x2 as N ′′ 3 n→∞. By condition 1
of Lemma 7.4, ft,k1(x1) = ft,k2(x2) = z. Since d
n(fnt,k1(x
n
1 ), f
n
t,k2
(xn2 ))→ 0, also
dn(fnt,k1(x
n
1 ), ∂H
n
t,k) = d˜
n
t,k1(x
n
1 , ∂H˜
n
t,k1)→ 0.
By condition 3 of Lemma 7.4, x1 ∈ ∂H˜t,k1 so (by the last statement of that condition) z = ft,k1(x1) /∈
ft,k1(H˜t,k1 \ ∂H˜t,k1).
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Proof of condition 2. By σ-compactness of the interior of the Brownian disk (H˜t,k \ ∂H˜t,k, d˜t,k), we can choose
countably many balls Bj = Bρj (xj ; d˜t,k) for j ∈ N such that xj ∈ H˜t,k \ ∂H˜t,k and ρj ∈
(
0, d˜t,k(xj , ∂H˜t,k)
)
whose union covers H˜t,k \ ∂H˜t,k. By condition 4 of Lemma 7.4, f |Bj is an isometry from (Bj , d˜t,k) to
(ft,k(Bj), d˜) for each j ∈ N0.
If γ : [0, T ]→ H˜t,k \ ∂H˜t,k is a path with finite d˜t,k-length, then the image of γ is compact so we can find
finitely many times 0 = s0 < · · · < sN = T such that γ([si−1, si]) is contained in a single one of the balls Bj
for each i ∈ [1, N ]Z. Hence the d˜-length of ft,k(γ) coincides with the d˜t,k-length of γ. Since this holds for
every such path γ, we obtain condition 2.
Proof of condition 3. Define the balls {Bj}j∈N as above. For j ∈ N, let Cj := Bj \
⋃j−1
i=1 Bi so that the Cj ’s are
disjoint and their union covers H˜t,k \ ∂H˜t,k. By condition 5 of Lemma 7.4, for each Borel set A ⊂ H˜t,k \ ∂H˜t,k
it holds that µ˜t,k(Cj ∩A) = µ˜(ft,k(Cj ∩A)) for each j ∈ N. Summing over all j yields condition 3.
Proof of condition 4. It follows from Lemma 7.2 that a.s. µ˜t,k(∂H˜t,k) = 0 for each k ∈ N0. Hence conditions 1
and 3 together imply that
∞∑
k=0
µ˜t,k(H˜t,k) ≤ µ˜(H˜). (7.20)
We will now argue that
∑∞
k=0 µ˜t,k(H˜t,k)
d
= µ˜(H˜), so that (7.20) is a.s. an equality, which in turn will imply
condition 4.
Recall that the law of the area of a free Boltzmann Brownian disk with unit boundary length is given by
1√
2pia5
e−
1
2a1(a≥0) da (7.21)
where da denotes Lebesgue measure on [0,∞). The law of the area of a free Boltzmann Brownian disk with
boundary length l can be obtained by sampling a random variable from the law (7.21) and then multiplying it
by l2. Let {Xk}k∈N0 be a collection of i.i.d. random variables with the law (7.21), independent from everything
else, and recall the boundary length ∆t,k of H˜t,k for k ∈ N0 defined as in (7.10). By Lemma 7.2,
∞∑
k=0
µ˜t,k(H˜t,k)
d
=
∞∑
k=0
∆2t,kXk. (7.22)
The process Z has the same law as the left/right boundary length process of a chordal SLE6 on an
independent doubly marked Brownian disk with left/right boundary lengths lL and lR, parameterized
by quantum natural time. The quantities {∆t,k}k∈N0 are precisely the set of boundary lengths of the
complementary connected components of such an SLE6 curve run up to time t. If we condition on these
boundary lengths, then by Theorem 2.6 the conditional law of the collection of internal metric measure spaces
corresponding to these connected components is that of a collection of independent quantum disks with given
boundary lengths. Since the area of a chordal SLE6 curve on an independent doubly marked Brownian disk is
a.s. equal to zero, we infer that the sum of the areas of these connected components is a.s. equal to the total
mass of the Brownian disk. Therefore the right side of (7.22), and hence also the left side of (7.20), has the
same law as µ˜(H˜). Thus condition 4 holds.
Proof of condition 5. Condition 3 of Lemma 7.4 implies that
⋃∞
k=0 ft,k(H˜t,k \ ∂H˜t,k) ⊂ H˜ \ (η˜([0, t]) ∪ ∂H˜),
so we just need to prove the reverse inclusion. To this end, suppose z ∈ H˜ \ (η˜([0, t]) ∪ ∂H˜). We seek
k ∈ N0 such that z ∈ ft,k(H˜t,k \ ∂H˜t,k). Choose ρ ∈
(
0, d˜(z, η˜([0, t]) ∪ ∂H˜)
)
. We can find a sequence of
points zn ∈ Qn for n ∈ N ′ such that D(zn, z) → 0. Since ξn → ξ˜ and ηn → η˜ D-uniformly, we have
lim infn→∞ dn(zn, ηn([0, t]) ∪ ∂Qn) > ρ. In particular, zn ∈ Qn \ (ηn([0, t]) ∪ ∂Qn), so there exists kn ∈ N0
such that zn ∈ Hnt,kn and
lim inf
n→∞ d
n(zn, ∂Hnt,kn) > ρ. (7.23)
We claim that lim infN ′3n→∞ kn < ∞. Suppose by way of contradiction that this is not the case, i.e.
kn → ∞. Any path in Qn from zn to a point not Hnt,kn must pass through ∂Hnt,kn . Hence for each fixed
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k ∈ N0,
lim inf
n→∞ d
n(zn, Hnt,k) ≥ lim inf
n→∞ d
n(zn, ∂Hnt,kn) > ρ.
By condition 2 of Lemma 7.4, d˜(z, ft,k(H˜t,k)) > ρ for each such k. Hence Bρ(z; d˜) is disjoint from each
ft,k(H˜t,k). By condition 4, µ˜(Bρ(z; d˜)) = 0, which contradicts the fact that the natural area measure µ˜ of the
Brownian disk H˜ a.s. assigns positive mass to every open set, so proves our claim.
Hence lim infN ′3n→∞ kn <∞, so there exists k ∈ N0 and a subsequence N ′′ ⊂ N ′ such that kn = k for
each n ∈ N ′. By compactness of (Wt,k, Dt,k), after possibly passing to a further subsequence we can arrange
that (fnt,k)
−1(zn)→ x ∈ H˜t,k as N ′ 3 n→∞. By condition 1 of Lemma 7.4, ft,k(x) = z and by condition 3
of Lemma 7.4, z ∈ H˜t,k \ ∂H˜t,k. Thus z ∈
⋃∞
k=0 ft,k(H˜t,k \ ∂H˜t,k), as required.
The following lemma summarizes two of the most important implications of the preceding lemmas.
Lemma 7.6. Suppose we are in the setting of Lemma 7.4 and fix a subsequence N ′ and maps {ft,k : (t, k) ∈
Q+ ×N0} satisfying the conditions of that lemma. Almost surely, the following is true.
1. For each t ∈ Q+, the sets ft,k(H˜t,k \ ∂H˜t,k) for k ∈ N0 are precisely the connected components of
H˜ \ (η˜([0, t]) ∪ ∂H˜).
2. The mass of the limiting curve η˜ satisfies µ˜(η˜) = 0.
Proof. By condition 4 of Lemma 7.4, each of the sets ft,k(H˜t,k \ ∂H˜t,k) for k ∈ N0 is open. By condition 1 of
Lemma 7.5, these sets are disjoint and by condition 5 of Lemma 7.5, their union is H˜ \ (η˜([0, t]) ∪ ∂H˜). These
facts together imply condition 1.
By conditions 4 and 5 of Lemma 7.5, for each t ∈ Q+,
µ˜(η˜([0, t])) ≤ µ˜
(
H˜ \
∞⋃
k=0
ft,k(H˜t,k \ ∂H˜t,k)
)
= 0.
Sending t→∞ gives condition 2.
Proof of Proposition 7.3. By Lemma 7.2 and condition 1 of Lemma 7.6, the statement of the proposition is
true for each t ∈ Q+. Since η˜ is continuous, Z is right continuous, and the law of a free Boltzmann Brownian
disk depends continuously on its boundary length in the GHPU topology (by scaling) the statement for general
t ≥ 0 follows by taking limits.
7.3 Z is the boundary length process of η˜
Recall that Z has the same law as the left/right boundary length process for a chordal SLE6 on an independent
doubly marked free Boltzmann Brownian disk with left/right boundary lengths lL and lR, parameterized
by quantum natural time. The goal of this subsection and the next is to establish the existence of an
SLE6-decorated Brownian disk and a homeomorphism Φ satisfying condition 2 of Theorem 2.7.
In the present subsection, we will show that η˜ intersects itself at least as often as a chordal SLE6 whose
boundary length process is Z (Lemma 7.7) and that Z determines the boundary length measure, not just the
total boundary length, of the complementary connected components of η˜ (Lemma 7.9). These two statements
will be used to show the existence of the desired map Φ in Section 7.4 below (showing the injectivity of Φ will
also require the estimates of Section 6).
The proofs in this section are based on elementary limiting arguments together with the description of the
topology of η in terms of the left/right boundary length process given at the end of Section 2.3.3. The reader
may wish to skip the rest of this section on a first read and refer back to the various lemmas as they are used.
Throughout the remainder of this section, we write
σ0 := inf{t ≥ 0 : Lt = −lL or Rt = −lR}, (7.24)
as in Section 2.3.3, for the terminal time of Z, so that Zt = (−lL,−lR) for each t ≥ σ0.
The following lemma tells us that the self-intersection times of η˜ and the times when it hits ∂H˜, respectively,
are at least as frequent as the self-intersection times and boundary intersection times of a chordal SLE6 on a
Brownian disk with boundary length process Z (recall (2.10) from Section 2.3.3 and the discussion just after).
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Lemma 7.7. Almost surely, the following is true.
1. η˜(t) = ξ˜(lR) for each time t after the terminal time σ0.
2. For each t1, t2 ≥ 0 with t1 < t2 such that either
Lt1 = Lt2 = inf
s∈[t1,t2]
Ls or Rt1 = Rt2 = inf
s∈[t1,t2]
Rs (7.25)
it holds that η˜(t1) = η˜(t2).
3. For each time t ≥ 0 at which L (resp. R) attains a record minimum, it holds that η˜(t) = ξ˜(Lt) (resp.
η˜(t) = ξ˜(−Rt)).
For the proof of Lemma 7.7, we need some elementary regularity properties for the process Z.
Lemma 7.8. Almost surely, the limiting boundary length process Z = (L,R) satisfies the following properties.
Suppose 0 < t1 < t2 ≤ σ0 are such that
Lt1 = Lt2 = inf
s∈[t1,t2]
Ls. (7.26)
Then
1. For each  > 0 there is a time t′1 ∈ [t1 − , t1] with Lt′1 < Lt1 .
2. There is no time t ∈ (t1, t2) such that Lt = Lt1 = Lt2 .
3. For each  > 0, there are times t′1 ∈ [t1, t1 + ] and t′2 ∈ [t2 − , t2] such that Lt1 = Lt2 = infs∈[t′1,t′2] Ls
and L does not attain a local minimum at time t′1 or t
′
2.
The same holds with R in place of L.
Proof. Let Z∞ = (L∞, R∞) be a pair of independent totally asymmetric 3/2-stable processes with no upward
jumps. Recall from [DMS14, Corollary 1.19] that Z∞ is the left/right boundary length for a chordal SLE6
η∞ from 0 to ∞ on an independent √8/3-quantum wedge, parameterized by quantum natural time. If there
are times t1, t2 ∈ [0,∞) with t1 < t2 such that L∞t1 = L∞t2 = infs∈[t1,t2] L∞s and L∞ attains a running infimum
relative to time 0 at time t1, then η
∞(t1) = η∞(t2) lies in the boundary of the quantum wedge. Since chordal
SLE6 a.s. does not have a boundary double point [MW17, Remark 5.3], we see that a.s. no such times t1 < t2
exist.
Since L∞ has stationary increments there a.s. do not exist times 0 ≤ t0 < t1 < t2 such that L∞t1 = L∞t2 =
infs∈[t1,t2] L
∞
s and L
∞ attains a running infimum relative to time t0 at time t1. Since the law of Z is absolutely
continuous with respect to the law of Z∞ up to any time prior to the terminal time σ0 (Theorem 2.5) we infer
that there a.s. do not exist times 0 ≤ t0 < t1 < t2 ≤ σ0 such that Lt1 = Lt2 = infs∈[t1,t2] Ls and L attains
a running infimum relative to time t0 at time t1. Applying this with t0 = t1 −  shows that condition 1 is
satisfied.
Condition 2 is immediate from condition 1 applied with t in place of t1.
We now consider condition 3. Almost surely, the 3/2-stable process L∞ has only countably many downward
jumps and no two such jumps have the same size. Hence a.s. each time at which L∞ has a downward jump
takes the form inf{t ≥ q : L∞t − lims→t− L∞s ∈ I} for some q ∈ Q+ and some interval I ⊂ (−∞, 0) with
rational endpoints. By the strong Markov property and since there are only countably many such times q
and intervals I, we infer that a.s. there is no time at which L∞ has a downward jump and attains a local
minimum. By local absolute continuity the same is a.s. true of L. Hence for the proof of condition 3 we can
assume without loss of generality that L does not have a downward jump at time t2.
Now set t∗ := (t1 + t2)/2 and for δ > 0, let
tδ2 := inf{t ≥ t∗ : Lt ≤ Lt1 + δ} and tδ1 := sup
{
t ≤ t∗ : Lt = Ltδ2
}
.
Since L does not have a downward jump at time t2, we have t
δ
2 < t2 and t
δ
1 > t1. By definition, (7.26) holds
with tδ1 and t
δ
2 in place of t1 and t2. By condition 2, t
δ
1 → t1 and tδ2 → t2 as δ → 0. By the preceding paragraph,
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L does not have a local minimum at any of the times tδ2 at which L has a downward jump, and such times
exist for arbitrarily small δ. By condition 1, L does not have a local minimum at any of the times tδ1. Thus
condition 3 holds.
The statement for R follows from symmetry.
Proof of Lemma 7.7. If t ∈ Q+, then Zt = (−lL,−lR) on the event {t > σ0} so since Zn → Z in the Skorokhod
topology on this event the rescaled boundary length ∆nt,0 of the unexplored region H
n
t,0 at time t tends to 0
a.s. as n → ∞. Since the conditional law of Hnt,0 given ∆nt,0 is that of a free Boltzmann quadrangulation
with simple boundary, we infer from [GM17c, Theorem 1.4] that diam
(
Hnt,0; d
n
t,0
)→ 0 in probability on the
event {t > σ0}. Since ηn([t,∞)) ⊂ Hnt,0 (modulo rounding error) and ηn → η˜ uniformly, we infer that a.s.
η˜ is constant on (σ0,∞) ∩ Q+ and hence, by continuity, on all of [σ0,∞). Since the target edges satisfy
en∗ = ξ
n(lnR) +On(n
−1/4)→ ξ˜(lR) in (W,D), we infer that η˜(σ0) = ξ˜(lR).
If t1, t2 ≥ 0 are such that Lt1 = Lt2 = infs∈[t1,t2] Ls and L does not have a local minimum at either t1 or
t2, then the Skorokhod convergence L
n → L implies that we can find sequences tn1 → t1 and tn2 → t2 such
that for each n ∈ N,
Lntn1 = L
n
tn2
≤ inf
s∈(tn1 ,tn2 )
Lns .
By (4.3) applied to the percolation peeling process after time bn3/4tn1 c, this latter condition implies that
dn(ηn(tn1 ), η
n(tn2 )) = On(n
−1/4) (where here the On(n−1/4) comes from rounding error). Since ηn → η˜
uniformly, we infer that η˜(t1) = η˜(t2) for each such pair of times t1, t2. By continuity of η˜ together with
condition 3 of Lemma 7.8, we find that η˜(t1) = η˜(t2) whenever Lt1 = Lt2 = infs∈[t1,t2] Ls. We similarly obtain
the analogous statement with R in place of L. Hence condition 2 holds.
To check condition 3, for r ∈ [0, lL] let Tr = inf{t ≥ 0 : Lt ≤ −r} and Tnr := inf{t ≥ 0 : Lnt ≤ −r}. Also
let Tr+ = limu→r+ Tu. By (4.3), dn(ηn(Tnr ), ξ
n(r)) = On(n
−1/4). If Tr = Tr+ (which by the monotonicity of
r 7→ Tr is the case for all but countably many values of r) then by the Skorokhod convergence Zn → Z we
have Tnr → Tr. Since ηn → η˜ and ξn → ξ˜ uniformly, we infer that η˜(Tr) = ξ(r) whenever Tr = Tr+ . On the
other hand, LTr = LTr+ = infs∈[Tr,Tr+ ] Ls, whence condition 2 implies that η˜(Tr) = η˜(Tr+). By the continuity
of η˜ we infer that a.s. η˜(Tr) = ξ(r) for each r ∈ [0, lL]. We similarly obtain the analogous statement for record
minima of R.
We next describe the boundary length measures on the connected components ft,k(H˜t,k \ ∂H˜t,k) of
H˜ \ (η˜([0, t]) ∪ ∂H˜) (Lemma 7.6) in terms of the process Z. In particular, this description will be the same as
the description of the boundary length measure on the complementary connected components of an SLE6 on
an independent quantum disk given at the end of Section 2.3.3.
For this purpose we introduce the notation
Lt = inf
s∈[0,t]
Ls and Rt = inf
s∈[0,t]
Rs.
We similarly define Lnt and R
n
t for the rescaled discrete boundary length processes. To describe the boundary
length measure in the case when k = 0 (which we recall corresponds to the complementary connected
component containing the target point), for t ∈ Q+ and u ∈ [0, Lt − Lt] (resp. u ∈ [0, Rt −Rt]) let
TLt,0(u) := sup{s ≤ t : Ls ≤ Lt − u} and TRt,0(u) := sup{s ≤ t : Rs ≤ Rt − u}. (7.27)
Since L has no upward jumps, we infer that a.s. LTLt,0(u) = Lt − u for each u ∈ [0, Lt − Lt] and similarly for R.
In the case when k ∈ N, we recall the boundary length ∆t,k of H˜t,k from the discussion just above Lemma 7.1.
For (t, k) ∈ Q+×N such that L (resp. R) has a downward jump at time τt,k and u ∈ [0,∆t,k ∧ (Lτ−t,k −Lτ−t,k)]
(resp. u ∈ [0,∆t,k ∧ (Rτ−t,k −Rτ−t,k)]), define
Tt,k(u) := sup
{
s ≤ t : Ls ≤ Lτ−t,k − u
}
(resp. Tt,k(u) := sup
{
s ≤ t : Rs ≤ Rτ−t,k − u
}
). (7.28)
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Lemma 7.9. Suppose we are in the setting of Lemma 7.4 and fix a subsequence N ′ and maps {ft,k :
(t, k) ∈ Q+ × N0} satisfying the conditions of that lemma. In the notation described just above, for each
u ∈ [−lL − Lt, lR +Rt] the image of the boundary path of H˜t,0 satisfies
ft,0(ξ˜t,0(u)) =

ξ˜(u+ Lt), u ∈ [−(Lt + lL),−(Lt − Lt)]
η˜
(
TLt,0(−u)
)
, u ∈ [−(Lt − Lt), 0]
η˜
(
TRt,0(u)
)
, u ∈ [0, Rt −Rt]
ξ˜(u−Rt), u ∈ [Rt −Rt, Rt + lR].
(7.29)
Furthermore, the image of the boundary paths for the bubbles H˜t,k for k ∈ N which lie to the left of λn satisfy
ft,k(ξ˜t,k(u)) =
η˜(Tt,k(u)), u ∈ [0,∆t,k ∧ (Lτ−t,k − Lτ−t,k)]ξ˜(u− Lτ−t,k), u ∈ [∆t,k ∧ (Lτ−t,k − Lτ−t,k),∆t,k]; (7.30)
and a similar formula holds with R in place of L for the bubbles to the right of λn.
Proof. For n ∈ N , let
TL,nt,0 (u) := sup{s < t : Lns ≤ Lnt − u} and TR,nt,0 (u) := sup{s < t : Rns ≤ Rnt − u}
be the rescaled discrete analogs of the times in (7.27). Recalling (4.3), we see that for n ∈ N and u ∈
[−lnL − Lnt , lnR +Rnt ], the dn-distance from fnt,0(ξnt,0(u)) to zn(u) is bounded above by a deterministic rounding
error of order On(n
−1/4), where here
zn(u) :=

ξn(u+ Lnt ), u ∈ [−(Lnt + lnL),−(Lnt − Lnt )]
ηn
(
TL,nt,0 (−u)
)
, u ∈ [−(Lnt − Lnt ), 0]
ηn
(
TR,nt,0 (u)
)
, u ∈ [0, Rnt −Rnt ]
ξn(u−Rnt ), u ∈ [Rnt −Rnt , Rnt + lnR].
For u ∈ [0, Lt − Lt] (resp. u ∈ [0, Rt −Rt]) let
TLt,0(u
+) := lim
v→u+
TLt,0(v) ≤ TLt,0(u) and TRt,0(u+) := lim
v→u+
TRt,0(v) ≤ TRt,0(u).
By the Skorokhod convergence Ln → L, we infer that a.s. Ln
TL,nt,0 (u)
→ LTLt,0(u) for each u ∈ [0, Lt − Lt] such
that LTLt,0(u+) = LTLt,0(u). By monotonicity of u 7→ TLt,0(u), the set of times u ∈ [0, Lt − Lt] for which this is
not the case is a.s. countable. Analogous statement hold for R and Rn. Since a.s. neither L nor R has a jump
at time t, we also have the a.s. convergence of running infima at time t, Lnt → Lt and Rnt → Rt.
By combining the above boundary length process convergence statements with the a.s. uniform convergence
ηn → η˜ and ξn → ξ˜, we see that a.s. zn(u)→ z˜(u) for all but countably many u ∈ [−lL − Lt, lR +Rt], where
here z˜(u) denotes the right side of (7.29). Since also ξnt,0 → ξ˜t,0 uniformly a.s., we infer from condition 1 of
Lemma 7.4 and the above relation between fnt,0(ξ
n
t,0(u)) and z
n(u) that a.s. (7.29) holds for all but countably
many u ∈ [−lL − Lt, lR +Rt].
It is clear that u 7→ ft,0(ξ˜t,0(u)) is continuous. We will now argue that a.s. u 7→ z˜(u) is continuous, so that
a.s. (7.29) holds for all u ∈ [−lL −Lt, lR +Rt] simultaneously. By right continuity of L, it is a.s. the case that
for each u ∈ [0, Lt − Lt],
LTLt,0(u+) = LTLt,0(u) = Lt − u = infs∈[TLt,0(u+),TLt,0(u)]
Ls
and similarly with R in place of L. By Lemma 7.7, a.s.
η˜(TLt,0(u
+)) = η˜(TLt,0(u)), ∀u ∈ [0, Lt − Lt] (7.31)
and similarly with R in place of L. Since η˜ is continuous and u 7→ TLt,0(u) and u 7→ TRt,0(u) are right-continuous
function of u, we obtain the desired continuity for z˜. Thus (7.29) holds.
The formula (7.30) is proven via a similar argument (here we recall Lemma 7.1).
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7.4 Existence of a homeomorphism
In this subsection we will establish the following proposition, which implies that the subsequential limit (H˜, Z)
satisfies condition 2 of Theorem 2.7.
Proposition 7.10 (Topology and consistency). The topology of (H˜, η˜) is determined by Z in the same manner
as the topology of a chordal SLE6 on a free Boltzmann Brownian disk, i.e. there is a doubly curve-decorated
metric measure space (H, d, µ, ξ, η) consisting of a free Boltzmann Brownian disk with left/right boundary
lengths lL and lR equipped with its natural metric, area measure, and boundary path decorated by an independent
chordal SLE6 from ξ(0) to ξ(lR), parameterized by quantum natural time, such that the following is true. We
have Φ ◦ η = η˜, Φ∗µ = µ˜, and for each t ∈ Q+, Φ a.s. pushes forward the natural length measure on the
boundary of the connected component of H \ η([0, t]) with ξ(lR) on its boundary to the natural boundary length
measure on the connected component of X˜ \ η˜([0, t]) with ξ˜(lR) on its boundary (which is well-defined since we
know from Proposition 7.3 the internal metric on this component is that of a Brownian disk).
To prove Proposition 7.10, we will first establish the existence of the SLE6-decorated Brownian disk
(H, d, µ, ξ, η) and a map Φ : H → H˜ satisfying all of the conditions in the proposition statement, except that Φ
is not a priori known to be injective on the range of η, in the following manner. We know from Proposition 7.3
that the joint law of Z and the bubbles cut out by η˜ is the same as the law of the left/right boundary length
process for SLE6 on a Brownian disk and the bubbles it cuts out. Hence we can choose (H, d, µ, ξ, η) in such
a way that the left/right boundary length process for η is equal to Z and the bubbles cut out by η (viewed as
curve-decorated metric measure spaces) are the same as the bubbles cut out by η˜. The results of Section 7.3
tell us that η˜ hits itself at least as often as η, so since the corresponding bubbles cut out by η and η˜ agree,
this gives us a measure-preserving, curve-preserving surjection Φ : H → H˜ which is an isometry away from η
(Lemma 7.11).
To show that Φ is a homeomorphism, we will use Proposition 6.3 to show that the pre-image of any point
of H˜ under Φ has cardinality at most 6 (Lemma 7.12), then apply the criterion of [BOT06, Main Theorem],
as discussed in Section 1.1.
Suppose we are in the setting of Lemma 7.4 and fix a subsequenceN ′ ⊂ N and maps {ft,k : (t, k) ∈ Q+×N}
as in that lemma. By conditions 1 and 3 of Lemma 7.7, we have η˜(t) = η˜(σ0) = ξ˜(lR) for each time t after the
terminal time σ0 of (7.24). Let N be the smallest integer which is at least σ0 and for k ∈ N0 let
H˜∞,k =
(
H˜∞,k, d˜∞,k, µ˜∞,k, ξ˜∞,k
)
:= H˜N,k
and f∞,k := fN,k. Then H˜t,k = H˜∞,k for each rational t ≥ σ0 and each k ∈ N0. Furthermore, the unexplored
Brownian disk H˜N,0 degenerates to the trivial one-point curve-decorated metric measure space and condition 1
of Lemma 7.6 implies that and that the sets f∞,k(H˜∞,k \ ∂H˜∞,k) are precisely the connected components of
H˜ \ (η˜ ∪ ∂H˜).
By Lemma 7.2 and conditions 2 and 3 of Lemma 7.5, we find that the conditional law given Z of these
connected components, each viewed as a metric measure space equipped with the internal metric of d˜ and
the restriction of µ˜, is that of a collection of independent free Boltzmann Brownian disks with boundary
lengths specified by the magnitudes of the downward jumps of the coordinates L and R. By Theorem 2.6, this
conditional law is the same as the conditional law of the collection of singly-marked metric measure spaces
corresponding to the bubbles cut out by a chordal SLE6 on an independent doubly marked free Boltzmann
Brownian disk with left/right boundary lengths lL and lR, given the left/right boundary length process.
Hence there exists a doubly curve-decorated metric measure space H = (H, d, µ, ξ, η) such that (H, d, µ, ξ)
is a free Boltzmann Brownian disk with boundary length lL + lR equipped with its natural metric, area
measure, and boundary path; and η is an independent chordal SLE6 from ξ(0) to ξ(lR), parameterized by
quantum natural time such that Z is the same as the left/right boundary length process for η and the following
is true a.s. For k ∈ N let Hk be the closure of the connected component of H \η with the kth largest boundary
length; let dk be the internal metric of d on Hk \ ∂Hk, extended by continuity to all of Hk; and let ξk be the
periodic boundary path of Hk such that ξk(0) is the point where η finishes tracing ∂Hk (which is well-defined
since (Hk, dk) is a Brownian disk). There is an isometry
gk : (H˜∞,k, d˜∞,k)→ (Hk, dk) (7.32)
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such that (gk)∗µ˜∞,k = µ|Hk and gk ◦ ξ˜∞,k = ξk.
For t ≥ 0, let Ht,0 be the closure of the connected component of H \ η([0, t]) with the target point ξ(lR)
on its boundary. The internal metric of d on Ht,0 \ ∂Ht,0 is that of a free Boltzmann Brownian disk, so we
can define the periodic boundary path ξt,0 : R→ ∂Ht,0 with ξt,0(0) = ηt,0.
The following lemma establishes the existence of a map satisfying all of the properties in Proposition 7.10
except that Φ is only injective on H \ (η ∪H), not necessarily injective everywhere.
Lemma 7.11. Almost surely, there exists a continuous surjective map Φ : (H, d)→ (H˜, d˜) such that Φ◦η = η˜,
Φ∗µ = µ˜, Φ ◦ ξt,0 = ft,0 ◦ ξ˜t,0 for each t ∈ Q+, and for each k ∈ N it holds that Φ|Hk\∂Hk is an isometry
between the internal metric spaces (Hk \ ∂Hk, dk) and (f∞,k(H˜∞,k \ ∂H˜∞,k), d˚∞,k), where here d˚∞,k is the
internal metric of d˜ on H˜∞,k, as in Lemma 7.5.
Proof. Step 1: definition of Φ|η∪∂H . Let X (resp. X˜) be the topological space η∪∂H (resp. η˜∪∂H˜), equipped
with the topology it inherits from H (resp. H˜). Then X (resp. X˜) is the image of [0,∞) unionsq [−lL, lR] under the
continuous surjection η unionsq ξ (resp. η˜ unionsq ξ˜). Since η (resp. η˜) extends continuously to [0,∞] (see condition 1 of
Lemma 7.7 in the case of η˜), it follows by compactness that this continuous surjection is in fact a quotient
map.
By the discussion at the end of Section 2.3.3 and a compactness argument as above, X is the topological
quotient of [0,∞)× [−lL, lR] under the equivalence relation which identifies t1, t2 ∈ [0,∞) whenever
L˜t1 = L˜t2 = inf
s∈[t1,t2]
L˜s or R˜t1 = R˜t2 = inf
s∈[t1,t2]
R˜s
and identifies t ∈ [0,∞) with ξ˜(L˜t) (resp. ξ˜(−R˜t)) whenever L˜ (resp. R˜) attains a record minimum at time t.
By Lemma 7.7 and the universal property of the quotient topology, there is a continuous surjective map
ΦX : X → X˜ such that ΦX ◦ η = η˜ and ΦX ◦ ξ = ξ˜.
Step 2: piecing together maps between bubbles. Since each of the maps gk of (7.32) is a continuous (in fact
1-Lipschitz) bijection between compact spaces (H˜∞,k, d˜∞,k) and (Hk, d), it follows that each g−1k is continuous
from (Hk, d) to (H˜∞,k, d˜∞,k). Hence each f∞,k ◦ g−1k for k ∈ N is continuous from (Hk, d) to (f∞,k(H˜∞,k), d˜).
By (7.30) of Lemma 7.9, each of these maps agrees with ΦX on ∂Hk ⊂ X. Therefore, the map Φ : H → H˜
defined by
Φ(x) :=
{
ΦX(x), x ∈ X
(f∞,k ◦ g−1k )(x), x ∈ Hk
is well-defined.
It is clear from surjectivity of ΦX together with condition 5 of Lemma 7.5 that Φ is surjective. Since
ΦX ◦ η = η˜ and ΦX ◦ ξ = ξ˜, the same is true for Φ. By (7.29) of Lemma 7.9, a.s. Φ ◦ ξt,0 = ft,0 ◦ ξ˜t,0 for each
t ∈ Q+.
Each gk is measure-preserving and each f∞,k is measure-preserving by condition 3 of Lemma 7.5. Since
µ(η) = µ˜(η˜) = 0 (condition 2 of Lemma 7.6) we infer that Φ∗µ = µ˜. Since g−1k is an isometry (Hk, dk) →
(H˜∞,k, d˜∞,k) and each f∞,k restricts to an isometry (H˜∞,k \ ∂H˜∞,k, d˜∞,k) → (f∞,k(H˜∞,k \ ∂H˜∞,k), d˚∞,k)
(condition 2 of Lemma 7.5) we infer that each Φ|Hk\∂Hk is an isometry between the internal metric spaces
(Hk \ ∂Hk, dk) and (f∞,k(H˜∞,k \ ∂H˜∞,k), d˚∞,k).
Step 3: continuity. We now check that Φ is continuous via a compactness argument. Suppose that we are given
a sequence {xm}m∈N of points in H which converges to a point x ∈ H. We must show that Φ(xm)→ Φ(x).
By compactness of H˜, for every sequences of positive integers tending to ∞ there exists a subsequence M
along which Φ(xm)→ x˜ ∈ H˜. It suffices to show that x˜ = Φ(x) for every such subsequence M.
Since ΦX and each f∞,k ◦ g−1k is continuous, it is clear that x˜ = Φ(x) if either xm ∈ X for infinitely many
m ∈M or there is a k ∈ N such that xm ∈ Hk for infinitely many m ∈M. If this is not the case, then after
possibly passing to a further subsequence we can arrange that for each m ∈M, there exists km ∈ N such that
xm ∈ Hkm \ ∂Hkm and km →∞.
Since η (resp. η˜) extends continuously to [0,∞], it follows that the set H \ (η ∪ ∂H) (resp. H˜ \ (η˜ ∪ ∂H˜))
has only finitely many connected components of d- (resp. d˜-) diameter larger than  for any  > 0. Hence
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diam(Hkm ; d) → 0 as M 3 m → ∞ and, by condition 1 of Lemma 7.6, also diam(Φ(Hkm); d˜) → 0 as
m → ∞. If we choose ym ∈ ∂Hkm for m ∈ M, then d(xm, ym) → 0 and since Φ(xm),Φ(ym) ∈ Φ(Hkm)
also d˜(Φ(xm),Φ(ym)) → 0. Therefore ym → x so since ym ∈ X for each m, also Φ(ym) → Φ(x) and hence
Φ(xm)→ Φ(x), i.e. Φ(x) = x˜ as required.
To prove Proposition 7.10, it remains to show that the map Φ of Lemma 7.11 is injective. This will be
accomplished by means of the topological theorem [BOT06, Main Theorem], which says that a continuous map
between topological manifolds which is almost injective, in the sense that the set of points with multiplicity 1 is
dense; and light, in the sense that the pre-image of every point is totally disconnected, must be an embedding
(i.e., a homeomorphism onto its image). The isometry condition in Lemma 7.11 implies that Φ is almost
injective, so we need to check that Φ is light. In fact, we will show using the results of Section 6 that the
pre-image of any point has cardinality at most 6, which amounts to proving the following.
Lemma 7.12. Almost surely, the curve η˜ hits each point of H˜ \ {η˜(∞)} at most 6 times.
To prove Lemma 7.12, we need to study inside-outside crossings of annular regions by the curve η˜, which
are defined in the following manner (in analogy with Definition 6.1).
Definition 7.13. For a topological space X, a curve η : [0,∞)→ X, and sets Y0 ⊂ Y1 ⊂ X, an inside-outside
crossing of Y1 \ Y0 by the path η is a time interval [t0, t1] ⊂ [0,∞) such that η(t0) ∈ Y0, η(t1) ∈ X \ Y1, and
η((t0, t1)) ⊂ Y1 \ Y0. We write cross(Y0, Y1; η) for the set of inside-outside crossings of Y1 \ Y0 by η.
As in Section 6, we will consider crossings of annular regions between filled metric balls. For z ∈ H˜ and
ρ ≥ 0, we define the filled metric ball B•ρ(z; d˜) to be the union of the closed metric ball Bρ(z; d˜) and the set of
points which it disconnects from the target point ξ˜(lR) in H˜.
Lemma 7.14. For each  ∈ (0, 1) and each ζ ∈ (0, 1/100), there exists δ∗ = δ∗(, ζ) ∈ (0, 1) such that for each
δ ∈ (0, δ∗], it holds with probability at least 1−  that the following is true. For each z ∈ H˜ with d˜(z, η˜(∞)) ≥ ,
the number of inside-outside crossings (Definition 7.13) satisfies
# cross
(
B•δ (z; d˜), B
•
δζ (z; d˜); η˜
)
≤ 6. (7.33)
Proof. Fix  ∈ (0, 1) and ζ ∈ (0, 1/100). By Proposition 6.3, there exists δ∗ = δ∗(, ζ) ∈ (0, 1) such that for
each δ ∈ (0, δ∗], there exists n∗ = n∗(δ, , ζ) ∈ N such that for n ≥ n∗, it holds with probability at least 1− 
that the following is true. For each zn ∈ Qn with dn(zn, η˜n(∞)) ≥ /2, one has
# cross
(
B•δ/2(z
n; dn), B•2δζ (z
n; dn); ηn
)
≤ 6. (7.34)
Hence with probability at least 1 − , there exists a subsequence N ′ ⊂ N such that (7.34) holds for each
n ∈ N ′. Henceforth assume that this is the case. We will show that the condition in the statement of the
lemma holds.
To this end, fix z ∈ H˜ with d˜(z, η˜(∞)) ≥ . Since Qn → H˜ in the D-Hausdorff distance, there exists
zn ∈ Qn for n ∈ N ′ such that zn → z. This implies that d˜(zn, η˜n(∞)) ≥ /2 for large enough n ∈ N ′ and
that
Bδ(z
n; dn)→ Bδ(z; d˜) and Bδζ (zn; dn)→ Bδζ (z; d˜) (7.35)
in the D-Hausdorff distance. By compactness of (W,D), we can find a subsequence N ′′ ⊂ N ′ and a subset Y
of H˜ such that B•δζ (z
n; dn)→ Y in the D-Hausdorff distance as N ′′ 3 n→∞.
We claim that
Y ⊂ B•δζ (z; d˜). (7.36)
To see this, suppose w ∈ H˜ \ B•δζ (z; d˜) and let wn ∈ Qn for n ∈ N ′′ be chosen so that wn → w. There is a
ρ > 0 and points w = w0, w1, . . . , wN = η˜(∞) in H˜ such that d˜(w˜j−1, B•δζ (z; d˜)) ≥ 2ρ and d˜(wj−1, wj) ≤ 14ρ
for each j ∈ [1, N ]Z. From this and the Hausdorff convergence Qn → H˜, for large enough n ∈ N ′′ there exists
points wn = wn0 , w
n
1 , . . . , w
n
N = η˜
n(∞) in Qn such that dn(wnj , Bδζ (zn; dn)) ≥ ρ and dn(wnj−1, wnj ) ≤ 13ρ for
each j ∈ [1, N ]Z. Therefore, for each such n there exists a path from wn to η˜n(∞) in Qn which stays at
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distance at least 13ρ from Bδζ (z
n; dn), whence wn lies at dn-distance at least 13ρ from B
•
2δζ (z
n; dn). Since
wn → w, we infer that w /∈ Y .
It follows from (7.34), (7.35), and (7.36) that
# cross
(
Bδ(z; d˜), B
•
δζ (z; d˜); η˜
)
≤ # cross
(
Bδ(z; d˜), Y ; η˜
)
≤ lim sup
N ′′3n→∞
# cross
(
B•δ/2(z
n; dn), B•2δζ (z
n; dn); ηn
)
≤ 6.
The only connected component of H˜ \Bδ(z; d˜) which contains a point of H˜ \B•δζ (z; d˜) is the one which contains
η˜∞(∞). Therefore, cross
(
Bδ(z; d˜), B
•
δζ (z; d˜); η˜
)
= cross
(
B•δ (z; d˜), B
•
δζ (z; d˜); η˜
)
.
Proof of Lemma 7.12. Fix ζ ∈ (0, 1/100) and for k ∈ N let k := 2−k. Let δk = δk(k, ζ) ∈ (0, 2−k] be chosen
so that the conclusion of Lemma 7.14 holds with δk in place of δ∗ and let Ek be the event that the following
is true: for each z ∈ H˜ with d˜(z, η˜(∞)) ≥ k,
# cross
(
B•δk(z; d˜), B
•
δζk
(z; d˜); η˜
)
≤ 6.
Then P[Ek] ≥ 1− k so by the Borel-Cantelli lemma, a.s. Ek occurs for each large enough k ∈ N. Henceforth
fix k0 ∈ N and assume we are working on the event
⋂∞
k=k0
Ek.
Let z ∈ H˜ \ {η˜(∞)}. By condition 1 of Lemma 7.6, it is a.s. the case that the set of connected components
of H˜ \ η˜([0, t1]) is a strict subset of the set of connected components of H˜ \ η˜([0, t2]) for each 0 < t1 < t2 < σ˜0.
Hence a.s. η˜ is not constant on any positive-length interval of times.
Consequently, if η˜ hits z more than 6 times, then there exists times 0 ≤ t1 < s1 < t2 < · · · < s6 < t7 <
s7 < σ˜0 such that η˜(t1) = · · · = η˜(t7) = z and η˜(sj) 6= z for each j ∈ [1, 7]Z. Choose ρ > 0 such that each
η˜(sj) lies outside B
•
ρ(z; d˜). Then for each 0 < ρ1 < ρ2 ≤ ρ,
# cross
(
B•ρ1(z; d˜), B
•
ρ2(z; d˜); η˜
)
≥ 7.
This contradicts the occurrence of Ek for k ≥ k0 such that k ≤ ρ1/ζ ∧ d˜(z, η˜(∞)). Therefore, η˜ hits z at most
6 times, as required.
Proof of Proposition 7.10. Let Φ : H → H˜ be the continuous surjective map from Lemma 7.11. By Lemma 7.11
and compactness, it suffices to show that Φ is injective.
The map Φ restricts to a bijection from H \ (η ∪ ∂H) = Φ−1(H˜ \ (η˜ ∪ ∂H˜)) to H˜ \ (η˜ ∪ ∂H˜). In particular,
Φ−1(Φ(z)) = {z} for each z in a dense subset of H, i.e. Φ is almost injective. Since Φ ◦ ξ0,0 = ξ˜, Φ|∂H is a
bijection from ∂H to ∂H˜. By Lemma 7.9, Φ maps the intersection with ∂H of each connected component
of H \ η to the intersection with ∂H˜ of the corresponding connected component of H˜ \ η˜. In particular, η˜
does not hit any points of ∂H˜ whose pre-images under Φ are not hit by η. Since Φ ◦ η = η˜, we infer that
Φ−1(η˜) = η and Φ|H\η is injective. Hence for each point z ∈ H˜ \ {η˜(∞)} which is hit by η˜,
Φ−1(z) = {η(t) : t ≥ 0 with η˜(t) = z}
so Lemma 7.12 implies that a.s. #Φ−1(z) ≤ 6. By Lemma 7.7, Φ−1(η˜(∞)) = {η(∞)}. Hence the map Φ is light,
i.e. the pre-image of every point is totally disconnected. By [BOT06, Main Theorem], Φ|H\∂H : H \ ∂H → H˜
is a homeomorphism onto its image. In particular, Φ(H \ ∂H) ⊂ H˜ \ ∂H˜. Since Φ|∂H is injective, in fact Φ is
injective, as required.
7.5 Proofs of Theorems 1.2 and 1.3
Proof of Theorem 1.2. By Proposition 7.3, Proposition 7.10, and Theorem 2.7, we infer that the subsequential
limiting space H˜ has the law of a free Boltzmann Brownian disk with boundary length lL + lR decorated by
an independent chordal SLE6 from ξ˜(0) to ξ˜(lR). Since our initial choice of subsequence was arbitrary, we
obtain the convergence in the theorem statement.
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We now deduce our infinite-volume scaling limit result using local absolute continuity.
Proof of Theorem 1.3. Fix ρ > 0,  ∈ (0, 1), and l > 0 to be chosen later, in a manner depending only
on ρ and . Also fix a sequence of positive integers (lnL, l
n
R)n∈N such that l
n
L + l
n
R is always even and
(n−1/2lnL, n
−1/2lnR) → (l, l) and define the doubly curve-decorated metric measure spaces Qn and H as in
Theorem 1.2 for this choice of (lnR, l
n
L) and for (lL, lR) = (l, l).
By [GM17c, Proposition 4.6] and since the percolation exploration path is determined locally by the
quadrangulation and the face percolation configuration, there exists l0 = l0(, ρ) such that if n ≥ n∗, then
for l ≥ l0 and large enough n ∈ N, there exists a coupling of Qn and Q∞ such that with probability at least
1− /2, the ρ-truncations (Definition 2.3) satisfy BρQn = BρQ∞.
Since the quantum natural time parameterization of a chordal SLE6 is determined locally by the underlying
field, it follows from [GM17d, Proposition 4.2] that after possibly increasing l, we can find a coupling of the
limiting spaces H and H∞ such that with probability at least 1− /2, one has BρH = BρH∞.
The theorem statement follows by combining the above two observations with Theorem 1.2.
8 The case of triangulations
In this subsection we state analogs of Theorems 1.2 and 1.3 for critical (p = 1/2; [Ang03, Ang05]) site
percolation on a triangulation of type I (self-loops and multiple edges allowed) or II (no self-loops, but multiple
edges allowed) conditional on the statement that the corresponding free Boltzmann triangulation with simple
boundary converges in the scaling limit to the Brownian disk (Conjecture 8.2). (Our arguments do not transfer
directly to the case of type III triangulations, which have no self-loops or multiple edges, since the Markov
property of peeling does not hold for such triangulations.)
Our reason for considering site percolation on a triangulation is that this is perhaps the simplest version of
percolation. There are several reasons why this is the case:
• The percolation threshold for site percolation on the uniform infinite planar triangulation of type I or II
is 1/2 [Ang03,Ang05].
• Percolation interfaces take a particularly simple form (they are just paths in the dual map whose edges
all have one white and one black vertex) and the peeling exploration path is exactly the percolation
interface starting from the root edge [Ang05,AC15].
• An instance of the uniform infinite planar triangulation of type II decorated by a site percolation
configuration can be encoded by means of a simple random walk with steps which are uniform on
{(0, 1), (1, 0), (−1,−1)}, via a discrete analog of the peanosphere construction of [DMS14]; this encoding
is described in [Ber07,BHS18].
• Site percolation on the triangular lattice is the only percolation model on a deterministic lattice known
to converge to SLE6 [Smi01,CN08,HLS18].
We emphasize, however, that the arguments of the present paper can be adapted to prove analogous scaling
limit results for any percolation model on a random planar map with simple boundary which can be explored
via peeling.
8.1 Preliminary definitions
Before stating our results for triangulations, we recall the definition of the free Boltzmann distribution on
triangulations with simple boundary of given perimeter and a peeling interface for site percolation on it.
Recall that a triangulation of type I is a general triangulation (with multiple edges and self-loops allowed)
and a triangulation of type II is allowed to have multiple edges but no self-loops. A triangulation of type I
or II with simple boundary and its corresponding boundary path β are defined in an analogous manner as
in the quadrangulation case (recall Section 1.2.1). Note that in the triangulation case the perimeter is not
constrained to be even although the perimeter of a type II triangulation with simple boundary must be at
least 2.
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For n, l ∈ N and i ∈ {I, II} we write T S,i(n, l) for the set of pairs (T, e) where T is a triangulation with
simple boundary having l boundary edges and n interior vertices and e is an oriented root edge in its boundary.
We define the free Boltzmann partition functions for triangulations of type I or II by
Z∆I (l) :=
{
2−√3
4 , l = 1
(2l−5)!!6p
8
√
3l!
, l ≥ 2 and Z
∆
II(l) :=
(2l − 4)!
(l − 2)!l!
(
9
4
)l−1
, l ≥ 2 (8.1)
where here m!! for odd m ∈ N is the product of the positive odd integers which are less than or equal to m
and (−1)!! = 1.
Definition 8.1. For l ∈ N (with l ≥ 2 in the type II case) the free Boltzmann triangulation of type i ∈ {I, II}
with simple boundary of perimeter l is the probability measure on
⋃∞
n=0 T S (n, l) which assigns to each element
of T S,i(n, l) a probability equal to ρ−1i Z∆i (l)−1, where here ρI = √432 and ρII = 27/2.
For i ∈ {I, II}, the UIHPTiS is the Benjamini-Schramm local limit of the free Boltzmann triangulation of
type i with simple boundary of perimeter l as l→∞ [AC15].
Suppose now that we are given l ∈ N, lL, lR ∈ N with lL + lR = l, and a triangulation (T, e) with a
distinguished oriented root edge e ∈ ∂T . Also let β be the boundary path of T starting from e and let
e∗ := β(lR + 1). A critical site percolation configuration on T with lL-white/lR-black boundary conditions is
a random function θ from the vertex set of T to {0, 1} such that θ(v) = white (resp. θ(v) = black) for each
vertex in the left (resp. right) arc of ∂T from e to e∗, including one endpoint of each of e and e∗; and the
values θ(v) for vertices v ∈ T \ ∂T are i.i.d. Bernoulli 1/2-random variables. We say that vertices v with
θ(v) = white (resp. θ(v) = black) are open or white (resp. closed or black).
For such a site percolation configuration θ, there necessarily exists a unique path λ in (the dual map of) T
from e to e∗ such that each edge traversed by λ has a white vertex to its left and a black vertex to its right;
see Figure 12 for an illustration. The path λ is called the interface path, and can be explored via peeling by
iteratively revealing the boundary edge of the unexplored triangulation other than e∗ which has one white
and one black endpoint.
In contrast to the case of face percolation on a quadrangulation discussed above, for site percolation on
a triangulation the percolation interface is identical to the peeling exploration path. Moreover, in the site
percolation case λ can be defined on the integers rather than the half-integers since each peeled edge shares
an endpoint with the previous peeled edge.
e∗
e
λ
Figure 12: A finite triangulation with simple boundary together with the percolation exploration path,
equivalently the percolation interface, with 7-white/7-black boundary conditions.
8.2 Conditional scaling limit results
Our scaling limit results for site percolation on a triangulation will be conditional on the following scaling
limit conjecture.
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Conjecture 8.2. For i ∈ {I, II}, there is a distance scaling constant ai > 0, an area scaling constant bi > 0,
and a boundary length scaling constant ci > 0 such that the following is true. Let {ln}n∈N be a sequence of
integers which are at least 2 such that cil
n → 1 as n → ∞. For n ∈ N, let (Tn, en) be a free Boltzmann
triangulation with simple boundary of perimeter ln viewed as a connected metric space by identifying each edge
with an isometric copy of the unit interval. Let dn be the graph distance on Tn, scaled by a−1i l
−1/2, let µn be
the measure on Tn which assigns each vertex a mass equal to (bin)
−1 times its degree, let βn : [0, ln]→ ∂Tn
be the boundary path of ln, extended by linear interpolation, and let ξn(s) := βn(ccin
1/2). The curve-decorated
metric measure spaces Tn := (Tn, dn, µn, ηn) converge in the scaling limit in the GHPU topology to the free
Boltzmann Brownian disk with unit perimeter (Section 1.2.3).
Conjecture 8.2 will be proven for triangulations of type I and II in a forthcoming paper by Albenque, Sun,
and Wen [Private communication].
We note that Conjecture 8.2 immediately implies the analogous scaling limit result for the UIHPTiS toward
the Brownian half-plane in the local GHPU topology by a local coupling argument using the triangulation
analog of [GM17c, Proposition 4.6].
Once Conjecture 8.2 is established for a given i ∈ {I, II}, then an argument which is essentially identical
to the one used to prove Theorems 1.2 and 1.3 yields exact analogs of these theorems in the case of site
percolation on a type i triangulation. In fact, some of the arguments in the proofs of the theorems in the case
of site percolation of a triangulation are slightly simpler due to the simpler form of the peeling process in
this case [Ang05,AC15] and the exact agreement between the percolation exploration path and the peeling
interface.
Define for i ∈ {I, II} the scaling constants ai, bi, and ci as in Conjecture 8.2. Following (2.7), let
si =
3
2c
3/2
i cPeel(i)
−1cStable be the time scaling constant, with cPeel(i) the constant from the type i triangulation
analog of (3.10) and cStable the (non-explicit) scaling constant from (2.7).
Fix lL, lR > 0 and a sequence of pairs of positive integers {(lnL, lnR)}n∈N such that c−1i n−1/2lnL → lL and
c−1i n
−1/2lnR → lR.
For n ∈ N, let (Tn, en) be a free Boltzmann triangulation of type i with simple boundary of perimeter
lnL + l
n
R viewed as a connected metric space by replacing each edge with an isometric copy of the unit
interval and let θn be a critical face percolation configuration on Tn. Define the rescaled metric, area
measure, and boundary path dn, µn, and ξn for Tn as in Conjecture 8.2. Also let λn : [0,∞)→ Tn be the
percolation interface path of (Tn, en, θn) with lnL-white/l
n
R-black boundary conditions (Section 8.1), extended
to a continuous path on [0,∞) which traces the edge λn(j) during each time interval [j − 1, j] for j ∈ N; and
for t ≥ 0 let ηn(t) := λn(sin3/4t). Define the doubly-marked curve-decorated metric measure spaces
Tn := (Tn, dn, µn, ξn, ηn).
Also let H = (H, d, µ, ξ, η) be a free Boltzmann Brownian disk with perimeter lL + lR decorated by an
independent chordal SLE6 from ξ(0) to ξ(lR), as in Theorem 1.2. Then conditional on Conjecture 8.2 for
triangulations of type i we have the following analog of Theorem 1.2.
Theorem 8.3 (conditional on Conjecture 8.2). One has Tn → H in law with respect to the two-curve
Gromov-Hausdorff-Prokhorov-uniform topology. That is, site percolation on a free Boltzmann triangulation of
type i with simple boundary converges to chordal SLE6 on a free Boltzmann Brownian disk.
As in the case of Theorem 1.2, we in fact obtain the joint scaling limit of Tn and the analog of the rescaled
boundary length process Zn = (Ln, Rn) of Definition 4.2 for site percolation on a triangulation toward H
and its associated left/right boundary length process in the GHPU topology on the first coordinate and the
Skorokhod topology on the second coordinate. We also obtain from Theorem 8.3 an analogous scaling limit
result for site percolation on the UIHPTiS toward chordal SLE6 on the Brownian half-plane, using the same
local coupling argument as in Theorem 1.3.
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A Index of notation
Here we record some commonly used symbols in the paper, along with their meaning and the location where
they are first defined (notations used only locally are not listed). We emphasize that a superscript ∞ denotes
objects associated with the infinite-volume setting and a superscript n denotes objects associated with the
quadrangulation Qn.
• Z: free Boltzmann partition function; (1.1).
• β: boundary path of a quadrangulation; Sec-
tion 1.2.1.
• e: root edge; Section 1.2.1.
• e∗: target edge; Section 1.2.2.
• (H, d, µ, ξ): Brownian disk with its metric, area
measure, and boundary path; Section 1.2.3.
• θ: percolation configuration; Section 1.2.2.
• λ: percolation exploration path; Section 1.2.2.
• c = 23/2/3: boundary length scaling constant;
(1.2).
• s: normalizing constant for percolation explo-
ration path time; just after (1.2).
• lL, lR: left/right boundary lengths for Brownian
disk; Section 1.3.
• lL, lR (or lnL, lnR): left/right boundary lengths for
quadrangulation; Section 1.3.
• η: SLE6 parametrized by quantum natural time;
Section 2.3.3.
• σ0: time when η reaches its target point; Sec-
tion 2.3.3.
• Z = (L,R): left/right boundary length process
for SLE6 on the Brownian disk; Section 2.3.3.
• f(·, ·): peeled quadrilateral; Section 3.2.1.
• P(·, ·): peeling indicator; Section 3.2.1.
• Peel(·, ·): unexplored quadrangulation when
peeling; Section 3.2.1.
• F(·, ·): region disconnected from ∞ when peel-
ing; Section 3.2.1.
• Coe∗ ,CoLe∗ ,CoRe∗ : covered edges after peeling;
Section 3.2.1.
• Exe∗ : exposed edges after peeling; Section 3.2.1.
• Qj : unexplored quadrangulation for peeling pro-
cess; Section 3.3.
• Q˙j : peeling cluster; Section 3.3.
• e˙j : peeled edge; Section 3.3.
• J : terminal time of percolation peeling process;
Section 3.3.
• Fj : filtration of peeling process; Section 3.3.
• XLj , XRj , Xj : left, right, total exposed boundary
length of Q˙j ; Definition 4.1.
• Y Lj , Y Rj , Yj : left, right, total covered boundary
length of Q˙j ; Definition 4.1.
• WLj and WRj : net boundary length XLj − Y Lj
and XRj − Y Rj ; Definition 4.1.
• Wj = (WLj ,WRj ); Definition 4.1.
• Ln, Rn, Zn: re-scaled net boundary length pro-
cesses; Definition 4.2.
• Jnr : first time that Y L,nj ≥ lnL − rcn1/2 or
Y R,nj ≥ lnR − rcn1/2; (4.18).
• σnr : re-scaled version of Jnr ; (4.18)
• Inα0,α1 : stopping time for left/right boundary
length process; (4.23).
• τnα0,α1 : re-scaled version of Inα0,α1 ; (4.25).
• cross(·, ·): number of crossings by percolation
peeling exploration; Definition 6.1.
• B•r (·; ·): filled metric ball; Definition 6.2.
• Bpblr (·; ·): peeling-by-layers cluster; Section 6.1.
• Apblr (·; ·): edge set E
(
∂Bpblr (A;Qj) \ ∂Qj
)
;
(6.2).
• IPj(·, ·): number of interface paths which cross
an annulus; Definition 6.4.
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• N : subsequence along which we have GHPU
convergence in law; Section 7.
• H˜ = (H˜, d˜, µ˜, ξ˜, η˜): subsequential limiting space;
(7.1).
• Hnt,k = (Hnt,k, dnt,k, µnt,k, ξnt,k): component of Qn \
ηn([0, t]) with kth largest boundary length; (7.6).
• ∆nt,k: re-scaled boundary length of Hnt,k; (7.5).
• τnt,k: re-scaled time at which Hnt,k is disconnected
from the target point; (7.4).
• H˜t,k = (H˜t,k, d˜t,k, µ˜t,k, ξ˜t,k): subsequential limit
of Hnt,k; (7.8).
• ∆t,k: re-scaled boundary length of H˜t,k; (7.10).
• τt,k: time at which Ht,k is disconnected from
the target point; just below (7.10).
• (W,D): space into which Qn and H are embed-
ded; (7.11).
• (Wt,k, Dt,k): space into which Hnt,k and Ht,k are
embedded; (7.11).
• H˜nt,k = (H˜nt,k, d˜nt,k, µ˜nt,k, ξ˜nt,k): Hnt,k embedded into
Wt,k; (7.12).
• fnt,k: identity map H˜nt,k → Hnt,k; (7.13).
• ft,k: subsequential limit of fnt,k; Lemma 7.4.
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