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CALDERO´N PROBLEM FOR MAXWELL’S EQUATIONS IN THE WAVE
GUIDE
O. YU. IMANUVILOV AND M. YAMAMOTO
Abstract. For Maxwell’s equations in a wave guide, we prove the global uniqueness in
determination of the conductivity, the permeability and the permittivity by partial Dirichlet-
to-Neumann map limited to an arbitrary subboundary.
Let Ω˜ be a cylinder in R3 and let i =
√−1, x = (x1, x2, x3) ∈ R3. Let E˜ = (E˜1, E˜2, E˜3)
be the electric field, H˜ = (H˜1, H˜2, H˜3) the magnetic field, σ be the conductivity, µ the
permeability and ǫ permittivity and ω ∈ R1, ω 6= 0 be a frequency. Then Maxwell’s equations
are given by
(0.1) curl E˜ − iωµH˜ = 0, in Ω˜,
(0.2) curl H˜ + iωγE˜ = 0, in Ω˜.
In this paper, we consider Maxwell’s equation inside a wave guide Ω˜ (e.g., Jackson [10],
Chapter 8). More precisely, let Ω ⊂ R2 be a bounded domain with smooth boundary ∂Ω
and Ω˜ = Ω× (−∞,∞) = {(x1, x2, x3); (x1, x2) ∈ Ω, x3 ∈ R}. We assume
E˜(x1, x2, x3) = E(x1, x2)e
hx3, H˜(x1, x2, x3) = H(x1, x2)e
hx3, x3 ∈ R1,
where h ∈ C is a constant. Then we can rewrite Maxwell’s equations in Ω:
(0.3) L1,µ,γ(x,D)(E,H) :=
 ∂x2E3 − hE2−∂x1E3 + hE1
∂x1E2 − ∂x2E1
− iωµ
H1H2
H3
 = 0, in Ω,
and
(0.4) L2,µ,γ(x,D)(E,H) :=
 ∂x2H3 − hH2−∂x1H3 + hH1
∂x1H2 − ∂x2H1
+ iωγ
E1E2
E3
 = 0, in Ω.
Here and henceforth we set
γ = ǫ+
iσ
ω
and
(0.5) Lµ,γ(x,D)(E,H) = (L1,µ,γ(x,D)(E,H), L2,µ,γ(x,D)(E,H)).
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By (ν1, ν2) we denote the outward unit normal vector to ∂Ω and we set ~ν = (ν1, ν2, 0). Then
we note that
(0.6) ~ν × E =
 ν2E3−ν1E3
ν1E2 − ν2E1
 on ∂Ω.
Let Γ˜ be some fixed open subset of ∂Ω and Γ0 = ∂Ω \ Γ˜. Consider the following Dirichlet-
to-Neumann map
(0.7) Λµ,γf = ~ν ×H =
 ν2H3−ν1H3
ν1H2 − ν2H1
 on Γ˜,
where
Lµ,γ(x,D)(E,H) = 0 in Ω, ~ν × E|Γ0 = 0, ~ν × E|Γ˜ = f.
In general for some values of the parameter ω, the boundary value problem
(0.8) Lµ,γ(x,D)(E,H) = 0 in Ω, ~ν × E|Γ0 = 0, ~ν × E|Γ˜ = f
may not have a solution for some f . By Dµ,γ we denote the set of functions f ∈ W 12 (Γ˜)
such that there exists at least one solution to (0.8). As for the mathematical theory on the
boundary value problem for Maxwell’s equations, we refer for example to Dautray and Lions
[3].
In general for some f ∈ Dµ,γ, there exists more than one solutions. In that case as
the value of Λµ,γf , we consider the set of all functions ~ν × H where the pairs (E,H) are
the all possible solutions to (0.8). Thus our definition of the Dirichlet-to-Neumann map is
different form the classical one, and we have to specify the conception of the equality of the
Dirichlet-to-Neumann maps.
Definition. We say that the Dirichelt-to-Neumann maps Λµ1,γ1 and Λµ2,γ2 are equal if
Dµ1,γ1 ⊂ Dµ2,γ2 and for any pair (E,H) which solves
Lµ1,γ1(x,D)(E,H) = 0 in Ω, ~ν ×E|Γ0 = 0, ~ν × E|Γ˜ = f,
there exists a pair (E˜, H˜) which solves
Lµ2,γ2(x,D)(E˜, H˜) = 0 in Ω, ~ν × E˜|Γ0 = 0, ~ν × E˜|Γ˜ = f
and
~ν ×H = ~ν × H˜ on Γ˜.
Then we can state our main result:
Theorem We assume that h2 + ω2γjµj 6= 0 on Ω, j = 1, 2. Let Ω be a simply connected
domain, µj, ǫj , σj ∈ C5(Ω¯) for j ∈ {1, 2} and µj, ǫj be the positive functions on Ω¯. Suppose
that Λµ1,γ1 = Λµ2,γ2 and
µ1 − µ2 = γ1 − γ2 = 0 on Γ˜.
Then µ1 = µ2, ǫ1 = ǫ2 and σ1 = σ2 in Ω.
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See Caro, Ola and Salo [1] and Ola, Pa¨iva¨rinta and Somersalo [11] for the uniqueness
results for Maxwell’s equations in three dimensions. In a special two dimensional case of
h = 0, we refer to Imanuvilov and Yamamoto [9], where we can reduce Maxwell’s equations
to the conductivity equation with zeroth order term and apply the uniqueness result in
Imanuvilov, Uhlmann and Yamamoto [5] to prove the theorem.
Notations. Let i =
√−1 and z be the complex conjugate of z ∈ C. We set ∂z = 12(∂x1 −
i∂x2), ∂z =
1
2
(∂x1 + i∂x2). For any holomorphic function Φ we set Φ
′ = ∂zΦ and Φ¯
′ = ∂z¯Φ¯,
Φ′′ = ∂2zΦ,Φ¯
′′ = ∂2z¯ Φ¯, ~e1 = (1, 0), ~e2 = (0, 1). Let ~τ = (ν2,−ν1) be tangential vector to ∂Ω. Let
W 1,τ2 (Ω) be the Sobolev space W
1
2 (Ω) with the norm ‖u‖W 1,τ
2
(Ω) = ‖∇u‖L2(Ω) + |τ |‖u‖L2(Ω).
Moreover by limη→∞
‖f(η)‖X
η
= 0 and ‖f(η)‖X ≤ Cη as η → ∞ with some C > 0, we
define f(η) = oX(η) and f(η) = OX(η) as η → ∞ for a normed space X with norm ‖ · ‖X ,
respectively.
1. Step 1: Reduction of the Maxwell’s equations
to the decoupled system of elliptic equations.
In this section we transform the system (0.3), (0.4) to some second order system of elliptic
equation decoupled respect to the principal part. Then we set up some new Dirichlet-to-
Neumann associated with this system of elliptic equations and show that if Λµ,γ is known
this Dirichlet-to-Neumann map is also known. From (0.3) and (0.4) we obtain
(1.1)
H1 =
1
iωµ
(∂x2E3 − hE2), H2 = −
1
iωµ
(∂x1E3 − hE1), ∂x1H2 − ∂x2H1 = −iωγE3 in Ω.
and
(1.2)
E1 = − 1
iωγ
(∂x2H3 − hH2), E2 =
1
iωγ
(∂x1H3 − hH1), ∂x1E2 − ∂x2E1 = iωµH3 in Ω.
Denote E ′ = (E1, E2), H
′ = (H1, H2). After we plug into the third equation of (1.1) expres-
sions for H1 and H2 from the first two equations we obtain
(1.3) div
(
1
iωµ
∇E3
)
− hdiv ( E
′
iωµ
)− iωγE3 = 0 in Ω.
Similarly, from (1.2) we obtain
(1.4) div
(
1
iωγ
∇H3
)
− hdiv ( H
′
iωγ
)− iωµH3 = 0 in Ω.
We rewrite equations (1.1) and (1.2) as
(1.5)
{
H1 +
hE2
iωµ
= 1
iωµ
∂x2E3, H2 − hE1iωµ = − 1iωµ∂x1E3
E1 − hH2iωγ = − 1iωγ∂x2H3, E2 + hH1iωγ = 1iωγ∂x1H3
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Solving the linear system (1.5) respect to E1, E2, H1, H2 we have
(1.6)

(1 + h
2
ω2γµ
)E2 =
h
ω2γµ
∂x2E3 +
1
iωγ
∂x1H3,
(1 + h
2
ω2γµ
)H1 =
h
ω2γµ
∂x1H3 +
1
iωµ
∂x2E3,
(1 + h
2
ω2γµ
)E1 =
h
ω2γµ
∂x1E3 − 1iωγ∂x2H3,
(1 + h
2
ω2γµ
)H2 =
h
ω2γµ
∂x2H3 − 1iωµ∂x1E3.
We set g = (1 + h
2
ω2γµ
) and ∇⊥P = ( ∂P
∂x2
,− ∂P
∂x1
).
We can rewrite these equations as
(1.7) E ′ =
h
ω2gγµ
∇E3 − 1
iωγg
∇⊥H3,
(1.8) H ′ =
h
ω2gγµ
∇H3 + 1
iωµg
∇⊥E3,
The simple computations imply
hdiv (
E ′
iωµ
) = div (
h2
iω3gγµ2
∇E3 + h
ω2γµg
∇⊥H3) =
(∇ h
2
iω3gγµ2
,∇E3) + (∇ h
ω2γµg
,∇⊥H3) + h
2
iω3gγµ2
∆E3(1.9)
and
hdiv (
H ′
iωγ
) = div(
h2
iω3gγ2µ
∇H3 − h
ω2µγg
∇⊥E3) =
(∇ h
2
iω3gγ2µ
,∇H3)− (∇ h
ω2µγg
,∇⊥E3) + h
2
iω3gγ2µ
∆H3.(1.10)
We substitute the formulae for hdiv ( E
′
iωµ
) in (1.3) and formulae for hdiv ( H
′
iωγ
) into (1.4) to
obtain:
(1.11)
L(1)(x,D)E3 = div
((
1
iωµ
− h
2
iω3gγµ2
)
∇E3
)
− (∇ h
ω2γµg
,∇⊥H3)− iωγE3 = 0 in Ω,
(1.12) E3|Γ0 = 0
and
(1.13)
L(2)(x,D)H3 = div
((
1
iωγ
− h
2
iω3gγ2µ
)
∇H3
)
+ (∇ h
ω2µγg
,∇⊥E3)− iωµH3 = 0 in Ω,
(1.14)
∂H3
∂ν
|Γ0 = 0.
CALDERO´N PROBLEM FOR MAXWELL’S EQUATIONS 5
We set ρ = (ρ1, ρ2, ρ3) where
(1.15) ρ1 =
1
iωµ
− h
2
iω3gγµ2
=
ωγ
i(h2 + ω2γµ)
,
ρ2 =
1
iωγ
− h
2
iω3gγ2µ
=
ωµ
i(h2 + ω2γµ)
, ρ3 =
h
ω2µγg
.
Then we write (1.11) -(1.14) as
(1.16) L(x,D)W = ∆W + 2A∂zW + 2B∂z¯W +QW = 0 in Ω, B(x,D)W |Γ0 = 0,
where
(1.17) A =
(
∂z¯ ln ρ1 − iρ1∂z¯ρ3
i
ρ2
∂z¯ρ3 ∂z¯ ln ρ2
)
, B =
(
∂z ln ρ1
i
ρ1
∂zρ3
− i
ρ2
∂zρ3 ∂z ln ρ2
)
, Q =
(
−iωγ
ρ1
0
0 −iωµ
ρ2
)
,
W = (E3, H3) and B(x,D)W = (E3, ∂H3∂ν ).
Indeed the equation E3|Γ0 = 0 follows from (0.6) and (0.8). Let us show that the boundary
condition (1.14) holds true. By (0.6), (0.8), (1.2) and the boundary condition ~ν × E|Γ0 = 0
we have on Γ0 :
(1.18)
0 = ν1E2 − ν2E1 = ν1 1
iωγ
(∂x1H3 − hH1) + ν2
1
iωγ
(∂x2H3 − hH2) =
1
iωγ
(∂νH3 − h(~ν,H ′)).
From (1.1) we have
(~ν,H ′) =
1
iωµ
∂~τE3 − hν1E2 + hν2E1 = 0 on Γ0.
Hence (1.12) and (0.6), (0.8) imply (1.14).
We set R(x,D)W = (∂νW1,W2).
Proposition 1.1. Let the traces of the functions γ and µ are given on Γ˜. If the Dirichlet-
to-Neumann map (0.7) is known, then the following Dirichelt-to-Neumann map is known:
(1.19) f→ R(x,D)W |Γ˜, L(x,D)W = 0 in Ω, B(x,D)W = f, supp f ⊂ Γ˜.
Proof. Let W = (W1,W2) be a smooth function such that L(x,D)W = 0 in Ω. We
set E3 = W1 and H3 = W2. Then we introduce functions H1, H2, E1, E2 by formulae (1.6).
These formulae are equivalent to (1.7) and (1.8). Then the formulae (1.9) and (1.10) holds
true. Hence we may write the equations L(1)(x,D)W = 0 in form (1.3) and equation
L(2)(x,D)W = 0 in form (1.4). By (1.6) we have first two formulae in (1.1) and (1.2).
Finally from first two formulae in (1.2) and (1.4) we obtain the third formula in (1.1). And
from first two formulae in (1.1) and (1.3) we obtain the third formula in (1.2). Let f = (f1, f2)
be a smooth function, supp f ⊂ Γ˜ such that there exists a solution to the boundary value
problem
L(x,D)W = 0 in Ω, B(x,D)W = f.
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We set f = (ν2f1,−ν1f1,− 1iωγ f2 + hω2γµg∂~τ f1). Then if the functions H and E are defined as
above we have ν × E|∂Ω = f and supp f ⊂ Γ˜. Therefore Λµ,γf is given. The formula (0.7)
implies that H3|Γ˜ = W2 is given and (ν1H2 − ν2H1)|Γ˜ is given. Using the formula
(ν1H2−ν2H1) = − 1
iωµ
∂νE3+
h
iωµ
(~ν, E ′) = − 1
iωµ
∂νE3+
h
ω2γµ
∂~τH3+
h
ω2γµ
(ν1H2−ν2H1) on Γ˜
we obtain that ∂νE3 = ∂νW1 is given on Γ˜. 
2. Step 2: Construction of the operators PB and TB.
Let B be a 2× 2 matrix with elements from C5+α(Ω) with α ∈ (0, 1) and x̂ be some fixed
point from Ω. By Proposition 9 of [7] for the equation
(2.1) (2∂z +B)u = 0 in Ω,
we can construct solutions U0,k such that
U0,k(xˆ) = ~ek, ∀k ∈ {1, 2}.
Consider the matrix
Π(x) = (U0,1(x), U0,2(x)).
Then (
∂z +
1
2
trB
)
detΠ = 0 in Ω.
Hence there exists a holomorphic function q(z) such that detΠ = q(z)e−
1
2
∂−1z¯ (trB) (see [13]).
By Q we denote the set of zeros of the function q on Ω : Q = {z ∈ Ω; q(z) = 0}. Obviously
cardQ <∞. By κ we denote the highest order of zeros of the function q on Ω.
Using Proposition 9 of [7] we construct solutions U˜0,k to problem (2.1) such that
U˜0,k(x) = ~ek k ∈ {1, 2} ∀x ∈ Q.
Set Π˜(x) = (U˜0,1, U˜0,2). Then there exists a holomorphic function q˜ such that det Π˜ =
q˜(z)e−
1
2
∂−1z¯ (trB). Let Q˜ = {z ∈ Ω; q˜(z) = 0} and κ˜ the highest order of zeros of the function
q˜.
By U˜0,k(x) = ~ek for x ∈ Q, we see that
Q˜ ∩ Q = ∅.
Therefore there exists a holomorphic function r(z) such that
r|Q = 0 and (1− r(z))|Q˜ = 0
and the orders of zeros of the function r on Q and the function 1 − r(z) on Q˜ are greater
than or equal to the max{κ, κ˜}.
We set
(2.2) PBf =
1
2
Π∂−1z (Π
−1rf) +
1
2
Π˜∂−1z (Π˜
−1(1− r)f).
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Then
P ∗Bf = −
1
2
r(Π−1)∗∂−1z (Π
∗f)− 1
2
(1− r)(Π˜−1)∗∂−1z (Π˜∗f).
We have
Proposition 2.1. The linear operators PB, P
∗
B ∈ L(L2(Ω),W 12 (Ω)) solve the differential
equations
(2.3) (−2∂z +B∗)P ∗Bg = g, (2∂z +B)PBg = g in Ω.
Proof. Since ∂zΠ = −12BΠ and ∂zΠ˜ = −12BΠ˜, short computations imply
∂zPBf = ∂z{1
2
Π∂−1z (Π
−1rf) +
1
2
Π˜∂−1z (Π˜
−1(1− r)f)}
=
1
2
(∂zΠ)∂
−1
z (Π
−1rf) +
1
2
(∂zΠ˜)∂
−1
z (Π˜
−1(1− r)f)}
+
1
2
Π(Π−1rf) +
1
2
Π˜(Π˜−1(1− r)f)
= −1
4
BΠ∂−1z (Π
−1rf)− 1
4
BΠ˜∂−1z (Π˜
−1(1− r)f)
+
1
2
rf +
1
2
(1− r)f = −1
2
BPBf +
1
2
f.
Hence the second equality in (2.3) is proved. In order to prove the first one observe that
since ΠΠ−1 = E on Ω \ Q. The differentiation of this identity gives
0 = ∂z(ΠΠ
−1) = ∂zΠΠ
−1 +Π∂zΠ
−1 = −1
2
BΠΠ−1 +Π∂zΠ
−1.
This equality can be written as Π∂zΠ
−1 = 1
2
B. Multiplying both sides of this equality by
Π−1 we have
∂zΠ
−1 =
1
2
Π−1B on Ω \ Q.
Next we take the adjoint for the left- and the right-hand sides of the above equality:
(∂zΠ
−1)∗ = ∂z(Π
−1)∗ = (
1
2
Π−1B)∗ =
1
2
B∗(Π−1)∗ on Ω \ Q.
Observing that (Π−1)∗ = (Π∗)−1, we obtain
(2.4) ∂z(Π
∗)−1 =
1
2
B∗(Π∗)−1 on Ω \ Q.
Similarly we obtain
(2.5) ∂z(Π˜
∗)−1 =
1
2
B∗(Π˜∗)−1 on Ω \ Q˜.
Denote by Πij the cofactor of the i, j-element of the matrix Π and by Π˜ij the cofactor of the
i, j-element of the matrix Π˜. Setting
Γ = e
1
2
∂−1z¯ (trB)
(
Π11 Π21
Π12 Π22
)
, Γ˜ = e
1
2
∂−1z¯ (trB)
(
Π˜11 Π˜21
Π˜12 Π˜22
)
,
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we can write the matrices (Π∗)−1, (Π˜∗)−1 as
(Π∗)−1 =
1
q(z)
Γ∗ on Ω \ Q, (Π˜∗)−1 = 1
q˜(z)
Γ˜∗ on Ω \ Q˜.
Then (2.4) and (2.5) imply
∂z(Γ
∗)−1 − 1
2
B∗(Γ∗)−1 = ∂z(Γ˜
∗)−1 − 1
2
B∗(Γ˜∗)−1 = 0 on Ω.
Since r/q and (1− r)/q˜ are smooth functions, the above equalities yield
(2.6) ∂z(r(z)(Π
∗)−1) =
r(z)
2
B∗(Π∗)−1, ∂z((1−r(z))(Π˜∗)−1) = 1− r(z)
2
B∗(Π˜∗)−1 in Ω.
Using (2.6), we compute
∂zP
∗
Bf = −∂z{
1
2
r(z)(Π−1)∗∂−1z (Π
∗f) +
1
2
(1− r(z))(Π˜−1)∗∂−1z (Π˜∗f)}
= −1
2
∂z(r(z)(Π
−1)∗)∂−1z (Π
∗f)− 1
2
∂z((1− r(z))(Π˜−1)∗)∂−1z (Π˜∗f)
−1
2
r(z)(Π−1)∗Π∗f − 1
2
(1− r(z))(Π˜−1)∗Π˜∗f
= −1
4
r(z)B∗(Π−1)∗∂−1z (Π
∗f)− 1
4
(1− r(z))B∗(Π˜−1)∗∂−1z (Π˜∗f)
−1
2
r(z)f − 1
2
(1− r(z))f = 1
2
B∗P ∗Bf −
1
2
f.
The proof of Proposition 2.1 is complete. 
In a similar way we construct matrices Π0, Π˜0, an antiholomorphic function r0(z) and
operators
(2.7) TBf =
1
2
Π0∂
−1
z (Π
−1
0 r0(z)f) +
1
2
Π˜0∂
−1
z (Π˜
−1
0 (1− r0(z))f)
and
(2.8) T ∗Bf = −
1
2
r0(z)(Π
−1
0 )
∗∂−1z (Π
∗
0f)−
1
2
(1− r0(z))(Π˜−10 )∗∂−1z (Π˜∗0f).
For any matrix B ∈ C5+α(Ω), α ∈ (0, 1), the linear operators TB and T ∗B solve the differ-
ential equation
(2.9) (2∂z +B)TBg = g in Ω; (−2∂z +B∗)T ∗Bg = g in Ω.
Next we introduce two operators
(2.10) R˜τ,Bg = eτ(Φ−Φ)TB(eτ(Φ−Φ)g), Rτ,Bg = eτ(Φ−Φ)PB(eτ(Φ−Φ)g).
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3. Step 3: Construction of complex geometric optics solutions.
In this step, we will construct two complex geometric optics solutions u1 and v respectively
for operators L1(x,D) and L2(x,D).
As the phase function for such a solution we consider a holomorphic function Φ(z) such
that
Φ(z) = ϕ(x1, x2) + iψ(x1, x2)
with real-valued ϕ and ψ. For some α ∈ (0, 1) the function Φ belongs to C6+α(Ω). Moreover
(3.1) ∂z¯Φ = 0 in Ω, ImΦ|Γ0 = 0.
Denote by H the set of all the critical points of the function Φ:
H = {z ∈ Ω; Φ′(z) = 0}.
Assume that Φ has no critical points on Γ˜, and that all critical points are nondegenerate:
(3.2) H ∩ ∂Ω = ∅, Φ′′(z) 6= 0, ∀z ∈ H.
The following proposition asserts the convergence and was proved in [5].
Proposition 3.1. Let x˜ be an arbitrary point in the simply connected domain Ω. There
exists a sequence of functions {Φǫ}ǫ∈(0,1) satisfying (3.1), (3.2) and there exists a sequence
{x˜ǫ}, ǫ ∈ (0, 1) such that
(3.3) x˜ǫ ∈ Hǫ = {z ∈ Ω; Φ′ǫ(z) = 0}, x˜ǫ → x˜ as ǫ→ +0.
and
(3.4) ImΦǫ(x˜ǫ) /∈ {ImΦǫ(x); x ∈ Hǫ \ {x˜ǫ}} and ImΦǫ(x˜ǫ) 6= 0.
Let the function Φ satisfy (3.1), (3.2) and x˜ be some point from H. Without loss of
generality, we may assume that Γ˜ is an arc with the endpoints x±.
Consider the following operator:
L1(x,D) = 4∂z∂z + 2A1∂z + 2B1∂z +Q1
= (2∂z +B1)(2∂z + A1) +Q1(1) = (2∂z + A1)(2∂z +B1) +Q1(2).(3.5)
Here
Q1(1) = −2∂zA1 −B1A1 +Q1, Q2(1) = −2∂zB1 − A1B1 +Q1.
Let U0 = (U0,1, U0,2), U˜0 = (U˜0,1, U˜0,2) ∈ C6+α(Ω) be a nontrivial solution to the boundary
value problem:
(3.6) K(x,D)(U0, U˜0) = (2∂zU0 + A1U0, 2∂zU˜0 +B1U˜0) = 0 in Ω,
(3.7) U0 + IU˜0 = 0 on Γ0,
where
I =
(
1 0
0 −1
)
.
We have
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Proposition 3.2. Let A1, B1 ∈ C5+α(Ω¯) for some α ∈ (0, 1), ~r0,k, . . . , ~r2,k ∈ C3 be arbitrary
vectors and x1, . . . , xk be mutually distinct arbitrary points from the domain Ω. There exists
a solution (U0, U˜0) ∈ C6+α(Ω) to problem (3.6), (3.7) such that
(3.8) ∂jzU0(xk) = ~rj,k ∀k ∈ {1, . . . , 5},
(3.9) lim
x→x±
|U0(x)|
|x− x±|98 = limx→x±
|U˜0(x)|
|x− x±|98 = 0.
In (3.9), the number 98 has no special sense. As exponent we can choose sufficiently large
m ∈ N and henceforth we choose such a number 98.
Proof. Let us fix a point x˜ from H\{x˜}. By Proposition 4.2 of [6] there exists a holomor-
phic function a(z) ∈ C7(Ω) such that Ima|Γ0 = 0, a(x˜) = 1 and a vanishes at each point of
the set {x±} ∪ H \ {x˜}. Let (U0,0, U˜0,0) ∈ C6+α(Ω) be a solution to problem (3.6) such that
U0,0(x˜) = ~z. Since (U0, U˜0) = (a
100U0,0, a
100U˜0,0) solves equations (3.6) and satisfies (3.7), the
proof of the proposition is completed. 
Now we start the construction of complex geometric optics solution. Let the pair (U0, U˜0)
be defined by Proposition 3.2. Short computations and (3.5) yield
(3.10) L1(x,D)(U0e
τΦ) = Q1(1)U0e
τΦ, L1(x,D)(U˜0e
τΦ) = Q1(2)U˜0e
τΦ.
Let e1, e2 be smooth functions such that
(3.11) supp e1 ⊂⊂ supp e = 1, e1 + e2 = 1 on Ω,
and e1 vanishes in a neighborhood of ∂Ω and e2 vanishes in a neighborhood of the set H.
For any positive ǫ denote Gǫ = {x ∈ Ω; dist(supp e1, x) > ǫ}. We have
Proposition 3.3. Let Gǫ ∩ supp e = ∅, B, q ∈ C5+α(Ω) for some positive α ∈ (0, 1) and
q˜ ∈ W 1p (Ω) for some p > 2. Suppose that q|H = q˜|H = 0. There exist functions m±,x˜ ∈
C2(Gǫ), x˜ ∈ H independent of τ such that the asymptotic formulae hold true:
R˜τ,B(e1(q + q˜
τ
))|Gǫ = eτ(Φ−Φ)
(∑
x˜∈H
m+,x˜e
2iτψ(x˜)
τ 2
+ oC2(Gǫ)(
1
τ 2
)
)
as |τ | → +∞,(3.12)
Rτ,B(e1(q + q˜
τ
))|Gǫ = eτ(Φ−Φ)
(∑
x˜∈H
m−,x˜e
−2iτψ(x˜)
τ 2
+ oC2(Gǫ)(
1
τ 2
)
)
as |τ | → +∞.(3.13)
Denote
(3.14) q1 = PA1(Q1(1)U0)−M1, q2 = TB1(Q1(2)U˜0)−M2 ∈ C5+α(Ω¯),
where the functions M1 ∈ Ker(2∂z + A1) and M2 ∈ Ker(2∂z +B1) are taken such that
(3.15) q1(x) = q2(x) = 0, ∀x ∈ H.
Moreover by (3.9) we can assume that
(3.16) lim
x→x±
|q1(x)|
|x− x±|98 = limx→x±
|q2(x)|
|x− x±|98 = 0.
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Next we introduce the functions U−1, U˜−1 as a solutions to the following boundary value
problems:
(3.17)
K(x,D)(U−1, U˜−1) = 0 in Ω, (U−1+IU˜−1)|Γ0 = I(
q1
2Φ′
+
q2
2Φ¯′
)+(0,− 1
∂νψ
∂ν(U0+ U˜0), ~e2)).
We set p1 = −Q1(2)( e1q12Φ′ −U−1)+L1(x,D)( e2q12Φ′ ), p2 = −Q1(1)( e1q22Φ¯′ −U˜−1)+L1(x,D)( e2q22Φ¯′ ),
q˜2 = TB1p2− M˜2, q˜1 = PA1p1− M˜1, where M˜1 ∈ Ker(2∂z +A1) and M˜2 ∈ Ker(2∂z +B1) are
taken such that
(3.18) q˜1(x) = q˜2(x) = 0, ∀x ∈ H.
By Proposition 3.3, there exist functions m±,x˜ ∈ C2(Gǫ) such that
(3.19) R˜τ,B1(e1(q1 +
q˜1
τ
))|Gǫ = eτ(Φ−Φ)
(∑
x˜∈H
m+,x˜e
2iτψ(x˜)
τ 2
+ oW 1
2
(Gǫ)
(
1
τ 2
)
)
as |τ | → +∞
and
(3.20)
Rτ,A1(e1(q2 +
q˜2
τ
))|Gǫ = eτ(Φ−Φ)
(∑
x˜∈H
m−,x˜e
−2iτψ(x˜)
τ 2
+ oW 1
2
(Gǫ)
(
1
τ 2
)
)
as |τ | → +∞.
For any x˜ ∈ H we introduce the functions , a±,x˜, b±,x˜ ∈ C2(Ω) as solutions to the boundary
value problem
(3.21) K(x,D)(a±,x˜, b±,x˜) = 0 in Ω, (a±,x˜ + Ib±,x˜)|Γ0 = ±m±,x˜.
Since by (3.18) the functions q˜1
2Φ′
, q˜2
2Φ¯′
belong to the space W 12 (∂Ω) there exists a solution
(U−2, U˜−2) ∈ W 12 (Ω) to the boundary value problem
K(x,D)(U−2, U˜−2) = 0 in Ω,(3.22)
(U−2 + IU˜−2)|Γ0 = ((
q˜1
2Φ′
+
q˜2
2Φ¯′
, ~e1), (− q˜1
2Φ′
+
q˜2
2Φ
′ , ~e2))
− 1
i∂νψ
(0, ∂ν(U−1 − e2q1
2Φ′
+ U˜−1 − e2q2
2Φ¯′
, ~e2)).
We introduce the functions U0,τ , U˜0,τ ∈ W 12 (Ω) by
(3.23) U0,τ = U0 +
U−1 − e2q1/2Φ′
τ
+
1
τ 2
(
∑
x˜∈H
(e2iτψ(x˜)a+,x˜ + e
−2iτψ(x˜)a−,x˜) + U−2 − q˜1e2
2Φ′
)
and
(3.24) U˜0,τ = U˜0 +
U˜−1 − e2q2/2Φ¯′
τ
+
1
τ 2
(
∑
x˜∈H
(e2iτψ(x˜)b+,x˜ + e
−2iτψ(x˜)b−,x˜) + U˜−2 − q˜2e2
2Φ
′ ).
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Simple computations and Proposition 8 of [7] imply for any p ∈ (1,∞) the asymptotic
formula:
L1(x,D)(−eτΦR˜τ,B1(e1(q1 + q˜1/τ))−
e2(q1 + q˜1/τ)e
τΦ
2τΦ′
− eτΦRτ,A1(e1(q2 + q˜2/τ))
−e2(q2 + q˜2/τ)e
τΦ
2τ Φ¯′
) = −L1(x,D)(eτΦR˜τ,B1(e1(q1 + q˜1/τ)) +
e2(q1 + q˜1/τ)e
τΦ
2τΦ′
)
−L1(x,D)(eτΦRτ,A1(e1(q2 + q˜2/τ)) +
e2(q2 + q˜2/τ)e
τΦ
2τ Φ¯′
)
= −Q1(2)eτΦR˜τ,B1(e1(q1 + q˜1/τ))−Q1(1)eτΦRτ,A1(e1(q2 + q˜2/τ))
−eτΦL1(x,D)(e2(q1 + q˜1/τ)
2τΦ′
)− eτΦL1(x,D)(e2(q2 + q˜2/τ)
2τ Φ¯′
)
−Q1(2)U˜0eτΦ −Q1(1)U0eτΦ + 1
τ
(Q1(2)(
e1q1
2Φ′
− U1) + L1(x,D)(e2q1
2Φ′
))eτΦ
+
1
τ
(Q1(1)(
e2q2
2Φ
′ − U˜1) + L1(x,D)(
e2q2
2Φ
′ ))e
τΦ = −1
τ
Q1(2)U−1e
τΦ − 1
τ
Q1(1)U˜−1e
τΦ
−Q1(2)U˜0eτΦ −Q1(1)U0eτΦ + eτϕoLp(Ω)(1
τ
).(3.25)
We set
U = U0,τe
τΦ + U0,τe
−τ Φ¯ − eτΦR˜τ,B1(e1(q1 + q˜1/τ))− eτΦRτ,A1(e1(q2 + q˜2/τ)).
Using (3.25) we prove the following proposition.
Proposition 3.4. For any p > 1, we have the asymptotic formula:
(3.26) L1(x,D)U = e
τϕoLp(Ω)(
1
τ
),
(3.27) B(x,D)U |Γ0 = eτϕ
(
oW 1
2
(Γ0)(
1
τ2
)
OW 1
2
(Γ0)(
1
τ2
)
)
.
Proof. By (3.1), (3.19)-(3.21) and (3.17)-(3.24), we have
(U0,τe
τΦ + U˜0,τe
τΦ − eτΦR˜τ,B1(e1(q1 + q˜1/τ))− eτΦRτ,A1(e1(q2 + q˜2/τ), ~e1)|Γ0
= (U0,τe
τϕ + U˜0,τe
τϕ − eτϕR˜τ,B1(e1(q1 + q˜1/τ))− eτϕRτ,A1(e1(q2 + q˜2/τ)), ~e1)|Γ0
= eτϕ(U0 +
U−1 − e2q1/2Φ′
τ
+
1
τ 2
(
∑
x˜∈H
(e2iτψ(x˜)a+,x˜ + e
−2iτψ(x˜)a−,x˜) + U−2 − q˜1e2
2Φ′
)
+U˜0 +
U˜−1 − e2q2/2Φ¯′
τ
+
1
τ 2
(
∑
x˜∈H
(e2iτψ(x˜)b+,x˜ + e
−2iτψ(x˜)b−,x˜) + U˜−2 − q˜2e2
2Φ¯′
)
−R˜τ,B1(e1(q1 + q˜1/τ))−Rτ,A1(e1(q2 + q˜2/τ))), ~e1)|Γ0
= eτϕ(
1
τ 2
∑
x˜∈H
(e2iτψ(x˜)a+,x˜ + e
−2iτψ(x˜)a−,x˜ + e
2iτψ(x˜)b+,x˜ + e
−2iτψ(x˜)b−,x˜)
−R˜τ,B1(e1(q1 + q˜1/τ))−Rτ,A1(e1(q2 + q˜2/τ)), ~e1)|Γ0 = eτϕoW 1
2
(Γ0)(
1
τ 2
).
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The short computations imply
I = ∂ν(U0,τeτΦ + U˜0,τeτΦ − eτΦR˜τ,B1(e1(q1 + q˜1/τ))− eτΦRτ,A1(e1(q2 + q˜2/τ), ~e2)|Γ0
= (iτ∂νψU0,τe
τϕ − iτ∂νψU˜0,τeτϕ + ∂νU0,τeτϕ + ∂νU˜0,τeτϕ
−eτϕi∂νψR˜τ,B1(e1(q1 + q˜1/τ)) + i∂νψeτϕRτ,A1(e1(q2 + q˜2/τ))
−eτϕ∂νR˜τ,B1(e1(q1 + q˜1/τ))− eτϕ∂νRτ,A1(e1(q2 + q˜2/τ)), ~e2)|Γ0
= (eτϕiτ∂νψ(U0 +
U−1 − e2q1/2Φ′
τ
+
1
τ 2
(
∑
x˜∈H
(e2iτψ(x˜)a+,x˜ + e
−2iτψ(x˜)a−,x˜) + U−2 − q˜1e2
2Φ′
))
−eτϕiτ∂νψ(U˜0 + U˜−1 − e2q2/2Φ¯
′
τ
+
1
τ 2
(
∑
x˜∈H
(e2iτψ(x˜)b+,x˜ + e
−2iτψ(x˜)b−,x˜) + U˜−2 − q˜2e2
2Φ¯′
))
+(eτϕ∂ν(U0 +
U−1 − e2q1/2Φ′
τ
+
1
τ 2
(
∑
x˜∈H
(e2iτψ(x˜)a+,x˜ + e
−2iτψ(x˜)a−,x˜) + U−2 − q˜1e2
2Φ′
))
+eτϕ∂ν(U˜0 +
U˜−1 − e2q2/2Φ¯′
τ
+
1
τ 2
(
∑
x˜∈H
(e2iτψ(x˜)b+,x˜ + e
−2iτψ(x˜)b−,x˜) + U˜−2 − q˜2e2
2Φ¯′
))
−eτϕiτ∂νψR˜τ,B1(e1(q1 + q˜1/τ)) + iτ∂νψeτϕRτ,A1(e1(q2 + q˜2/τ))
−eτϕ∂νR˜τ,B1(e1(q1 + q˜1/τ))− eτϕ∂νRτ,A1(e1(q2 + q˜2/τ)), ~e2)|Γ0 .
By (3.6) and (3.17) we obtain
I = (eτϕiτ∂νψ( 1
τ 2
(
∑
x˜∈H
(e2iτψ(x˜)a+,x˜ + e
−2iτψ(x˜)a−,x˜) + U−2 − q˜1e2
2Φ′
))
−eτϕiτ∂νψ( 1
τ 2
(
∑
x˜∈H
(e2iτψ(x˜)b+,x˜ + e
−2iτψ(x˜)b−,x˜) + U˜−2 − q˜2e2
2Φ¯′
))
+(eτϕ∂ν(
U−1 − e2q1/2Φ′
τ
+
1
τ 2
(
∑
x˜∈H
(e2iτψ(x˜)a+,x˜ + e
−2iτψ(x˜)a−,x˜) + U−2 − q˜1e2
2Φ′
))
+eτϕ∂ν(
U˜−1 − e2q2/2Φ¯′
τ
+
1
τ 2
(
∑
x˜∈H
(e2iτψ(x˜)b+,x˜ + e
−2iτψ(x˜)b−,x˜) + U˜−2 − q˜2e2
2Φ¯′
))
−eτϕiτ∂νψR˜τ,B1(e1(q1 + q˜1/τ)) + iτ∂νψeτϕRτ,A1(e1(q2 + q˜2/τ))
−eτϕ∂νR˜τ,B1(e1(q1 + q˜1/τ))− eτϕ∂νRτ,A1(e1(q2 + q˜2/τ)), ~e2)|Γ0 .
Using Proposition 3.3, the formulae (3.19) and (3.20) we obtain
I = (eτϕiτ∂νψ( 1
τ 2
(
∑
x˜∈H
(e2iτψ(x˜)a+,x˜ + e
−2iτψ(x˜)a−,x˜) + U−2 − q˜1e2
2Φ′
))
−eτϕiτ∂νψ( 1
τ 2
(
∑
x˜∈H
(e2iτψ(x˜)b+,x˜ + e
−2iτψ(x˜)b−,x˜) + U˜−2 − q˜2e2
2Φ¯′
))
+(eτϕ∂ν(
U−1 − e2q1/2Φ′
τ
+
1
τ 2
(
∑
x˜∈H
(e2iτψ(x˜)a+,x˜ + e
−2iτψ(x˜)a−,x˜) + U−2 − q˜1e2
2Φ′
))
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+eτϕ∂ν(
U˜−1 − e2q2/2Φ¯′
τ
+
1
τ 2
(
∑
x˜∈H
(e2iτψ(x˜)b+,x˜ + e
−2iτψ(x˜)b−,x˜) + U˜−2 − q˜2e2
2Φ¯′
))
−eτϕi∂νψ
∑
x˜∈H
m+,x˜e
2iτψ(x˜)
τ
+ eτϕi∂νψ
∑
x˜∈H
m−,x˜e
−2iτψ(x˜)
τ
−eτϕ
∑
x˜∈H
∂νm+,x˜e
2iτψ(x˜)
τ 2
− eτϕ
∑
x˜∈H
∂νm−,x˜e
−2iτψ(x˜)
τ 2
, ~e2)|Γ0 + eτϕoW 1
2
(Γ0)(
1
τ
).
Using (3.22) write down I as
I = (eτϕiτ∂νψ( 1
τ 2
∑
x˜∈H
(e2iτψ(x˜)a+,x˜ + e
−2iτψ(x˜)a−,x˜)
−eτϕiτ∂νψ( 1
τ 2
(
∑
x˜∈H
(e2iτψ(x˜)b+,x˜ + e
−2iτψ(x˜)b+,x˜))
+(eτϕ∂ν(
1
τ 2
(
∑
x˜∈H
(e2iτψ(x˜)a+,x˜ + e
−2iτψ(x˜)a−,x˜) + U−2 − q˜1e2
2Φ′
))
+eτϕ∂ν(
1
τ 2
(
∑
x˜∈H
(e2iτψ(x˜)b+,x˜ + e
−2iτψ(x˜)b−,x˜) + U˜−2 − q˜2e2
2Φ¯′
))
−eτϕi∂νψ
∑
x˜∈H
m+,x˜e
2iτψ(x˜)
τ
+ eτϕi∂νψ
∑
x˜∈H
m−,x˜e
−2iτψ(x˜)
τ
−eτϕ
∑
x˜∈H
∂νm+,x˜e
2iτψ(x˜)
τ 2
− eτϕ
∑
x˜∈H
∂νm−,x˜e
−2iτψ(x˜)
τ 2
, ~e2)|Γ0 + eτϕoW 1
2
(Γ0)(
1
τ
).
Finally, applying (3.21) we have
I = (eτϕ∂ν( 1
τ 2
(
∑
x˜∈H
(e2iτψ(x˜)a+,x˜ + e
−2iτψ(x˜)a−,x˜) + U−2 − q˜1e2
2Φ′
), ~e2)
+eτϕ∂ν(
1
τ 2
(
∑
x˜∈H
(e2iτψ(x˜)b+,x˜+e
−2iτψ(x˜)b−,x˜)+U˜−2− q˜2e2
2Φ¯′
), ~e2)+e
τϕoW 1
2
(Γ0)(
1
τ
) = eτϕoW 1
2
(Γ0)(
1
τ
).
The proof of equality (3.27) is complete now.
Similarly to (3.10) we obtain
L1(x,D)(U0,τe
τΦ + U˜0,τe
τΦ +
e2(q1 + q˜1/τ)e
τΦ
2τΦ′
+
e2(q2 + q˜2/τ)e
τΦ
2τΦ
′ )
= Q1(1)(U0,τ +
e2(q1 + q˜1/τ)
2τΦ′
)eτΦ +Q1(2)(U˜0,τ +
e2(q2 + q˜2/τ)
2τ Φ¯′
)eτΦ.(3.28)
By (3.28) and (3.25), we obtain (3.26). 
Consider the boundary value problem
L(x,D)u = ∆u+ 2A∂zu+ 2B∂zu+Qu = f in Ω, B(x,D)u|∂Ω = 0.
Then we prove a Carleman estimate with boundary terms whose weight function is degen-
erate.
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Proposition 3.5. Suppose that Φ = ϕ + iψ satisfies (3.1), (3.2), the coefficients of the
operator L matrices A,B,Q belong to L∞(Ω). Then there exist τ0 and C, independent of u
and τ , such that
|τ |‖ueτϕ‖2L2(Ω) + ‖ueτϕ‖2W 1
2
(Ω) + τ
2‖|∂Φ
∂z
|ueτϕ‖2L2(Ω)
≤ C(‖(L(x,D)u)eτϕ‖2L2(Ω) + |τ |
∫
Γ˜
(|∇u|2 + τ 2u2)e2τϕdσ)(3.29)
for all |τ | > τ0 and all u ∈ W 22 (Ω),B(x,D)u|Γ0 = 0.
For the scalar equation, the estimate is proved in [5] and [6] for the case of the Dirichelt
and Neumann boundary conditions respectively. In order to prove this estimate for the
system, it is sufficient to apply the scalar estimate to each equation in the system and take
an advantage of the second large parameter in order to absorb the right-hand side.
Using estimate (3.29), we obtain
Proposition 3.6. There exists a constant τ0 such that for |τ | ≥ τ0 and any f ∈ L2(Ω), there
exists a solution to the boundary value problem
(3.30) L(x,D + iτ∇ϕ)u = f in Ω, B(x,D)u|Γ0 = 0
such that
(3.31) ‖u‖W 1,τ
2
(Ω)/
√
|τ | ≤ C‖f‖L2(Ω).
Moreover if f/Φ′ ∈ L2(Ω), then for any |τ | ≥ τ0 there exists a solution to the boundary value
problem (3.30) such that
(3.32) ‖u‖W 1,τ
2
(Ω) ≤ C‖f/Φ′‖L2(Ω).
The constants C in (3.31) and (3.32) are independent of τ.
We set Oǫ = {x ∈ Ω; dist(x, ∂Ω) ≤ ǫ}. In order to construct the last term in complex
geometric optics solution, we need the following proposition:
Proposition 3.7. Let A,B ∈ C5+α(Ω) and Q ∈ C4+α(Ω) for some α ∈ (0, 1), f ∈ Lp(Ω)
for some p > 2, dist(Γ0, supp f) > 0, q ∈ W 12 (Γ0), and ǫ be a small positive number such
that Oǫ∩H = ∅. Then there exists C independent of τ and τ0 such that for all |τ | > τ0, there
exists a solution w ∈ W 12 (Ω) to the boundary value problem
(3.33) L(x,D)w = feτΦ in Ω, B(x,D)w|Γ0 = qeτϕ/τ
such that
(3.34)√
|τ |‖we−τϕ‖L2(Ω) + 1√|τ |‖(∇w)e−τϕ‖L2(Ω) + ‖we−τϕ‖H1,τ (Oǫ) ≤ C(‖f‖Lp(Ω) + ‖q‖W 12 (Γ0)).
Proof. First let us assume that f is identically equal to zero. Let (d, d˜) ∈ W 12 (Ω)×W 12 (Ω)
satisfy
(3.35) K(x,D)(d, d˜) = 0 inΩ, (d+ Id˜)|Γ0 = q.
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For existence of such a solution see e.g. [14]. By (3.10) and (3.35), we have
L(x,D)(
d
τ
eτΦ +
d˜
τ
eτΦ) =
1
τ
(Q− 2∂zA− BA)deτΦ + 1
τ
(Q− 2∂zB − AB)d˜eτΦ.
By Proposition 3.6, there exists a solution w to the boundary value problem
L(x,D)w˜ = −1
τ
(Q− 2∂zA−BA)deτΦ − 1
τ
(Q− 2∂zB − AB)d˜eτΦ, B(x,D)w˜|Γ0 = 0
such that there exists a constant C > 0 such that
‖w˜e−τϕ‖H1,τ (Ω) ≤ C√|τ |‖(Q−2∂zA−BA)deiτψ+(Q−2∂zB−AB)d˜e−τiψ)‖L2(Ω) ≤ C√|τ |‖q‖W 12 (Γ0)
for all large τ > 0.
Then the function ( d
τ
eτΦ+ d˜
τ
eτΦ) + w˜ is a solution to (3.33) which satisfies (3.34) if f ≡ 0.
If f is not identically equal zero without the loss of generality we may assume that q ≡ 0.
Then we consider the function w˜ = e˜eτΦR˜τ,B(e1q0), where e˜ ∈ C∞0 (Ω), e˜|suppe1 = 1 and
q0 = PAf −M, where a function M ∈ C5(Ω¯) belongs to Ker (2∂z + B) and chosen such
that q0|H = 0. Then L(x,D)w˜ = (Q − 2∂zB − AB)w˜ + e˜e1feτΦ + 2e˜eτΦq0∂ze1 + eτΦ(2∂z +
A)(∂zeR˜τ,B(e1q0)). Since, by Proposition 8 of [7], the function f˜(τ, ·) = e−τΦL(x,D)w˜−f can
be represented as a sum of two functions, where the first one equal to zero in a neighborhood
of H and is bounded uniformly in τ in L2(Ω) norm, the second one is OL2(Ω)( 1τ ). Applying
Proposition 3.6 to the boundary value problem
L(x,D)U∗ = f˜ e
τΦ in Ω, B(x,D)U∗|Γ0 = 0,
we construct a solution such that
‖U∗e−τϕ‖W 1,τ
2
(Ω) ≤ C‖f‖Lp(Ω).
The function U∗− w˜ solves the boundary value problem (3.33) and satisfies estimate (3.34).

Using Propositions 3.7 and 3.4, we construct the last term u−1 in complex geometric optics
solution which solves the equation
(3.36) L1(x,D)(e
τϕu−1) = −L1(x,D)U, B(x,D)(eτϕu−1) = −B(x,D)U on Γ0
and satisfies the estimate
(3.37)
√
|τ |‖u−1‖L2(Ω) + 1√|τ |‖∇u−1‖L2(Ω) + ‖u−1‖W 1,τ2 (Oǫ) = o(1τ ) as τ → +∞.
Finally we obtain a complex geometric optics solution in the form:
(3.38) u1(x) = U0,τe
τΦ + U˜0,τe
τΦ − eτΦR˜τ,B1(q1 + q˜1/τ)− eτΦRτ,A1(q2 + q˜2/τ) + eτϕu−1.
Obviously
(3.39) L1(x,D)u1 = 0 in Ω, B(x,D)u1|Γ0 = 0.
Consider the operator
L2(x,D)
∗ = 4∂z∂z − 2A∗2∂z − 2B∗2∂z +Q∗2 − 2∂zA∗2 − 2∂zB∗2
= (2∂z −A∗2)(2∂z − B∗2) +Q1(2) = (2∂z − B∗2)(2∂z − A∗2) +Q2(2).
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Here
Q1(2) = Q
∗
2 − 2∂z¯A∗2 + A∗2B∗2 , Q2(2) = Q∗2 − 2∂zB∗2 +B∗2A∗2.
Similarly we construct the complex geometric optics solutions to the operator L2(x,D)
∗. Let
(V0, V˜0) ∈ C6+α(Ω)× C6+α(Ω) be a solutions to the following boundary value problem:
(3.40) M(x,D)(V0, V˜0) = ((2∂z − A∗2)V0, (2∂z −B∗2)V˜0) = 0 in Ω, (V0 + IV˜0)|Γ0 = 0,
such that
(3.41) lim
x→x±
|V0(x)|
|x− x±|98 = limx→x±
|V˜0(x)|
|x− x±|98 = 0.
Such a pair (V0, V˜0) exists due to Proposition 3.2. Observe that
L2(x,D)
∗(V˜0e
−τΦ) = Q1(2)V˜0e
−τΦ in Ω, L2(x,D)
∗(V0e
−τΦ) = Q2(2)V0e
−τΦ in Ω.
We set
(3.42) q3 = P−B∗
2
(Q1(2)V˜0)−M3, q4 = T−A∗
2
(Q2(2)V0)−M4,
where M3 ∈ Ker(2∂z −B∗2) and M4 ∈ Ker(2∂z −A∗2) are chosen such that
(3.43) q3(x) = q4(x) = 0, ∀x ∈ H and lim
x→x±
|qj(x)|
|x− x±|98 = 0 j ∈ {3, 4}.
By (3.43) the functions q3
2Φ′
, q4
2∂zΦ
belong to the space C2(Γ0). Therefore we can introduce
the functions V−1, V˜−1 as a solutions to the following boundary value problem:
(3.44)
M(x,D)(V−1, V˜−1) = 0 in Ω, (V−1+IV˜−1)|Γ0 = −(I
q3
2Φ′
+
q4
2Φ¯′
)−(0, (~e2, ∂ν(V0+V˜0))/i∂νψ),
Let
p3 = Q1(2)(
e1q3
2Φ′
+ V˜−1) + L2(x,D)
∗(
q3e2
2Φ′
), p4 = Q2(2)(
e1q4
2Φ
′ + V−1) + L2(x,D)
∗(
q4e2
2Φ
′ )
and
q˜4 = (P−B∗
2
p4 − M˜3), q˜3 = (T−A∗
2
p3 − M˜4),
where M˜3 ∈ Ker(2∂z −B∗2), M˜4 ∈ Ker(2∂z − A∗2), and (q˜3, q˜4) are chosen such that
(3.45) q˜3(x) = q˜4(x) = 0, ∀x ∈ H.
The following asymptotic formula holds true:
Proposition 3.8. Let Gǫ ∩ supp e = ∅. There exist smooth functions m˜±,x˜ ∈ C2(Gǫ), x˜ ∈ H,
independent of τ such that
(3.46) R˜−τ,−A∗
2
(e1(q3 + q˜3/τ))|G¯ǫ =
∑
x˜∈H
m˜+,x˜e
2iτ(ψ−ψ(x˜))
τ 2
+ e2iτψoW 1
2
(∂Ω)(
1
τ 2
) as |τ | → +∞
and
(3.47)
R−τ,−B∗
2
(e1(q4 + q˜4/τ))|G¯ǫ =
∑
x˜∈H
m˜−,x˜e
−2iτ(ψ−ψ(x˜))
τ 2
+ e−2iτψoW 1
2
(∂Ω)(
1
τ 2
) as |τ | → +∞.
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Using the functions m˜±,x˜ we introduce functions a˜±,x˜, b˜±,x˜ ∈ C2(Ω) which solve the bound-
ary value problem
(3.48) M(x,D)(a˜±,x˜, b˜±,x˜) = 0 in Ω, (a˜±,x˜ + I˜b±,x˜)|Γ0 = ±(−m˜±,x˜) ∀x˜ ∈ H.
By (3.45), there exists a pair (V−2, V˜−2) ∈ W 12 (Ω) ×W 12 (Ω) which solves the boundary
value problem
(3.49) M(x,D)(V−2, V˜−2) = 0 in Ω,
(3.50) (V−2 + IV˜−2)|Γ0 = −(I
q˜3
2Φ′
+
q˜4
2Φ
′ )− (0, ~e2, ∂ν(V˜−1 +
e2q3
2Φ′
+ V−1 +
e2q4
2Φ
′ ))/i∂νψ).
We introduce functions V0,τ , V˜0,τ by formulas
(3.51) V˜0,τ = V˜0 +
V˜−1 +
e2q3
2Φ′
τ
+
1
τ 2
(
∑
x˜∈H
(e2iτψ(x˜)b˜+,x˜ + e
−2iτψ(x˜)b˜−,x˜) + V˜−2 +
e2q˜3
2Φ′
)
and
(3.52) V0,τ = V0 +
V−1 + e2q4/2Φ
′
τ
+
1
τ 2
(
∑
x˜∈H
(e2iτψ(x˜)a˜+,x˜ + e
−2iτψ(x˜)a˜−,x˜) + V−2 +
e2q˜4
2Φ¯′
).
By (3.43) and (3.45), the functions V0,τ , V˜0,τ belong to W
1
2 (Ω). After short computations, for
any p ∈ (1,+∞) we have
L2(x,D)
∗
(
−e−τΦR˜−τ,−A∗
2
(e1(q3 +
q˜3
τ
)) +
e−τΦe2(q3 +
q˜3
τ
)
2τΦ′
−e−τΦR−τ,−B∗
2
(e1(q4 +
q˜4
τ
)) +
e−τΦe2(q4 +
q˜4
τ
)
2τ Φ¯′
)
= −e−τΦQ2(2)R˜−τ,−A∗
2
(e1(q3 +
q˜3
τ
)) + e−τΦL2(x,D)
∗(
e2(q3 +
q˜3
τ
)
2τΦ′
)
−e−τΦ(Q1(2)R−τ,−B∗
2
(e1(q4 +
q˜4
τ
)) + e−τΦL2(x,D)
∗(
e2(q4 +
q˜4
τ
)
2τ Φ¯′
)
−e−τΦQ2(2) e1q3
2τΦ′
− e−τΦQ1(2) e1q4
2τ Φ¯′
− e−τΦL2(x,D)∗( e2q3
2τΦ′
)
−e−τΦL2(x,D)∗( e2q4
2τ Φ¯′
)
−Q1(2)(V˜−1 + V˜−2
τ
)e−τΦ −Q2(2)(V−1 + V−2
τ
)e−τΦ
= −Q1(2)(V˜−1 + V˜−2
τ
)e−τΦ −Q2(2)(V−1 + V−2
τ
)e−τΦ + e−τϕoLp(Ω)(
1
τ
).(3.53)
Setting V ∗ = V0,τe
−τ Φ¯ + V˜0,τe
−τΦ − e−τΦR˜−τ,−A∗
2
(e1(q3 +
q˜3
τ
))− e−τΦR−τ,−B∗
2
(e1(q4 +
q˜4
τ
))
for any p ∈ (1,∞), we obtain that
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(3.54) L2(x,D)
∗V ∗ = e−τϕoLp(Ω)(
1
τ
) in Ω, B(x,D)V ∗|Γ0 = e−τϕ
(
oW 1
2
(Γ0)(
1
τ2
)
OW 1
2
(Γ0)(
1
τ2
)
)
.
The first equality in (3.54) follows from (3.53) and the second one can be obtained by
argument similar to one used in the proof of Proposition 3.4.
Using (3.54) and Proposition 3.7, we construct the last term v−1 in complex geometric
optics solution which solves the boundary value problem
(3.55) L2(x,D)
∗v−1 = L2(x,D)
∗V ∗ in Ω, B(x,D)v−1|Γ0 = −B(x,D)V ∗
and we obtain
(3.56)
√
|τ |‖v−1‖L2(Ω) + 1√|τ |‖∇v−1‖L2(Ω) + ‖v−1‖W 1,τ2 (Oǫ) = o(1τ ) as τ → +∞.
Finally we have a complex geometric optics solution for the Schro¨dinger operator L2(x,D)
∗
in a form:
(3.57)
v = V1,τe
−τ Φ¯ + V˜1,τe
−τΦ − e−τΦR˜−τ,−A∗
2
(e1(q3 +
q˜3
τ
))− e−τΦR−τ,−B∗
2,
(e1(q4 +
q˜4
τ
)) + v−1e
−τϕ.
By (3.57), (3.54) and (3.55), we have
(3.58) L2(x,D)
∗v = 0 in Ω, B(x,D)v|Γ0 = 0.
4. Step 4: Asymptotic
We introduce the following functionals
Fτu =
∑
x˜∈H
π
2
(
u(x˜)
τ
− ∂
2
zzu(x˜)
2Φ′′(x˜)τ 2
+
∂2zzu(x˜)
2Φ¯′′(x˜)τ 2
)
.
and
Iτr =
∫
∂Ω
r
(ν1 − iν2)
2τΦ′
eτ(Φ−Φ)dσ −
∫
∂Ω
(ν1 − iν2)
Φ′
∂z
( r
2τ 2Φ′
)
eτ(Φ−Φ)dσ.
Using these notations and the fact that Φ is the harmonic function we rewrite the classical
result of theorem 7.7.5 of [4] as
Proposition 4.1. Let Φ(z) satisfies (3.1), (3.2) and u ∈ C5+α(Ω), α ∈ (0, 1) be some
function. Then the following asymptotic formula is true:
(4.1)
∫
Ω
ueτ(Φ−Φ)dx = Fτu+ Jτu+ o
(
1
τ
)
as τ → +∞.
Denote
H(x, ∂z, ∂z) = 2A∂z + 2B∂z¯ +Q,
where A(x),B(x) and Q(x) are some 2× 2 matrices . We have
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Proposition 4.2. Suppose that for any U0,τ , U˜0,τ given by (3.23), (3.24) and V0,τ , V˜0,τ given
by (3.51), (3.52) with any function Φ which satisfies (3.1), (3.2) we have
Jτ =
∫
Ω
(H(x, ∂z, ∂z)U0,τ , V0,τ )dx = o(
1
τ
) as τ → +∞
Then
Jτ =
1∑
k=−1
τkJk +
1
τ
((J+ +
∑
x˜∈H
I+,Φ(x˜) +K+)e
2τiψ(x˜) + (J− +
∑
x˜∈H
I−,Φ(x˜) +K−)e
−2τiψ(x˜))
+
∫
Γ˜
((ν1 − iν2)(AU0eτΦ, V0e−τ Φ¯) + (ν1 + iν2)(BU˜0eτ Φ¯, V˜0e−τΦ))dσ
+Jτ (q1, T
∗
B1
B∗1A∗V0,τ −A∗V0,τ + 2T ∗B1∂zB∗V0,τ + T ∗B1(B∗(A∗2V0,τ − 2τ Φ¯′V0,τ ))
+J−τ (q2, P
∗
A1
(2A∗V˜0,τ − τΦ′2A∗V˜0,τ )− B∗V˜0,τ + P ∗A1(A∗1B∗V˜0,τ ))
−J−τ (q3, T ∗−B∗
2
(2A∂zU˜0,τ + 2B(∂zU˜0,τ + τ Φ¯′U˜0,τ )))
−2Jτ (P ∗−A∗
2
(A(∂zU0,τ + τΦ′U0,τ )) + B∂z¯U0,τ , q4) + o(1
τ
) as τ → +∞,(4.2)
where
J+ =
π
2
(−(2∂zAU0, V0)− (AU0, B∗2V0)− (2BA1U0, V0)−
1
2
(Q1(1)U0, T
∗
B1
(B∗V0))
−(Q1(2)U˜0, P ∗−A∗
2
(AU0))) + (QU0, V0)),(4.3)
J− =
π
2
((2A∂zU˜0, V˜0)− (2∂z¯BU˜0, V˜0)− (2BU˜0, ∂z¯V˜0)
−((∂z q˜1, P ∗A∗
1
(A∗V˜0)) + (∂z¯ q˜2, T ∗−B∗
2
(BU˜0))) + (QU˜0, V˜0)),(4.4)
I+,Φ(x) =
∑
x˜∈H
∫
∂Ω
{
(ν1 − iν2)((2Bb+,x˜Φ¯′, V0) + (2Φ¯′U0, a˜+,x˜))
+(ν1 + iν2)((2a+,x˜Φ
′, V˜0) + (2Φ
′U˜0, b˜+,x˜))
}
dσ,(4.5)
I−,Φ(x) =
∑
x˜∈H
∫
∂Ω
{
(ν1 − iν2)((2Bb+,x˜Φ¯′, V0) + (2Φ¯′U0, a˜+,x˜))
+(ν1 + iν2)((2a+,x˜Φ
′, V˜0) + (2Φ
′U˜0, b˜+,x˜))
}
dσ,(4.6)
K+ = τFτ (q1, T
∗
B1
B∗1A∗V0 −A∗V0 + 2T ∗B1∂zB∗V0 + T ∗B1(B∗(A∗2V0 − 2τ Φ¯′V0)))
−2τFτ (P ∗−A∗
2
(A(∂zU0 + τΦ′U0) + B∂z¯U0,τ ), q4).(4.7)
Proof. Denote
(4.8) U1 = −R˜τ,B1(e1(q1 + q˜1/τ)), U˜1 = −Rτ,A1(e1(q2 + q˜2/τ)),
(4.9) V˜1 = −R˜−τ,−A∗
2
(e1(q3 +
q˜3
τ
)), V1 = −R−τ,−B∗
2
(e1(q4 +
q˜4
τ
)).
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Integrating by parts and using Proposition 4.1, we obtain
M1 =
∫
Ω
(2A∂z(U0,τeτΦ) + 2B∂z¯(U0,τeτΦ), V0,τe−τ Φ¯)dx =∫
Ω
((−2∂zAU0,τeτΦ, V0,τe−τ Φ¯)− (2AU0,τeτΦ, ∂zV0,τe−τ Φ¯) + (2B∂z¯U0,τeτΦ, V0,τe−τ Φ¯))dx
+
∫
∂Ω
(ν1 − iν2)(AU0,τeτΦ, V0,τe−τ Φ¯)dσ =
Fτ (−(2∂zAU0, V0)− (2AU0, ∂zV0) + (2B∂z¯U0, V0))
+Iτ (−(2∂zAU0,τ , V0,τ )− (2AU0,τ , ∂zV0,τ ) + (2B∂z¯U0,τ , V0,τ))
+
∫
Γ˜
(ν1 − iν2)(AU0, V0)eτ(Φ−Φ¯)dσ + κ0,0 + κ0,−1
τ
+ o(
1
τ
),(4.10)
where κ0,j are some constants independent of τ.
Integrating by parts we obtain that there exist constants κ1,j independent of τ such that
∫
Ω
(2A∂z(U˜0,τeτ Φ¯) + 2B∂z¯(U˜0,τeτ Φ¯), V0,τe−τ Φ¯)dx =
(2∂zAU˜0,τ , V0,τ )L2(Ω) + (2B(∂zU˜0,τ + τ Φ¯′U˜0,τ ), V0,τ)L2(Ω) =
τκ1,1 + κ1,0 +
κ1,−1
τ
+
1
τ
∑
x˜∈H
(e2iτψ(x˜)(2Bb+,x˜Φ¯′, V0)L2(Ω) + e−2iτψ(x˜)(2Bb−,x˜Φ¯′, V0)L2(Ω))
+
1
τ
∑
x˜∈H
(e2iτψ(x˜)(2BΦ¯′U0, a˜+,x˜)L2(Ω) + e−2iτψ(x˜)(2BΦ¯′U0, a˜−,x˜)L2(Ω)) + o(1
τ
).(4.11)
Since for any x˜ from H
(2BΦ¯′U0, a˜±,x˜) = 4∂z(Φ¯′U0, a˜±,x˜), and (2Bb±,x˜Φ¯′, V0) = 4∂z(b±,x˜Φ¯′, V0) in Ω
from (4.11) we have
M2 =
∫
Ω
(2A∂z(U˜0,τeτ Φ¯) + 2B∂z¯(U˜0,τeτ Φ¯), V0,τe−τ Φ¯)dx =
τκ1,1 + κ1,0 +
κ1,−1
τ
+
∫
∂Ω
∑
x˜∈H
(ν1 − iν2)
τ
(e2iτψ(x˜)(2Bb+,x˜Φ¯′, V0) + e−2iτψ(x˜)(2Bb−,x˜Φ¯′, V0))dσ
+
∫
∂Ω
∑
x˜∈H
(ν1 − iν2)
τ
(e2iτψ(x˜)(2Φ¯′U0, a˜+,x˜) + e
−2iτψ(x˜)(2Φ¯′U0, a˜−,x˜))dσ + o(
1
τ
).(4.12)
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Integrating by parts we obtain that there exist constants κ2,j independent of τ such that∫
Ω
(2A∂z(U0,τeτΦ) + 2B∂z¯(U0,τeτΦ), V˜0,τe−τΦ)dx =
(2A(∂zU0,τ + τΦ′U0,τ ) + 2B∂z¯U0,τ , V˜0,τ)L2(Ω) =
τκ2,1 + κ1,0 +
κ2,−1
τ
+
1
τ
∑
x˜∈H
(e2iτψ(x˜)(2Aa+,x˜Φ′, V˜0)L2(Ω) + e−2iτψ(x˜)(2Aa−,x˜Φ′, V˜0)L2(Ω))
+
1
τ
∑
x˜∈H
(e2iτψ(x˜)(2AΦ′U˜0, b˜+,x˜)L2(Ω) + e−2iτψ(x˜)(2AΦ′U˜0, b˜−,x˜)L2(Ω)) + o(1
τ
).(4.13)
Since for any x˜ from H
(2Aa±,x˜Φ′, V˜0) = 4∂z¯(a±,x˜Φ′, V˜0) and (2AΦ′U˜0, b˜±,x˜) = 4∂z¯(Φ′U˜0, b˜±,x˜) in Ω
we obtain from (4.13)
M3 =
∫
Ω
(2A∂z(U0,τeτΦ) + 2B∂z¯(U0,τeτΦ), V˜0,τe−τΦ)dx =
τκ2,1 + κ1,0 +
κ2,−1
τ
+
∫
∂Ω
(ν1 + iν2)
1
τ
∑
x˜∈H
(e2iτψ(x˜)(2a+,x˜Φ
′, V˜0) + e
−2iτψ(x˜)(2a−,x˜Φ
′, V˜0))dσ
+
∫
∂Ω
(ν1 + iν2)
1
τ
∑
x˜∈H
(e2iτψ(x˜)(2Φ′U˜0, b˜+,x˜) + e
−2iτψ(x˜)(2Φ′U˜0, b˜−,x˜))dσ + o(
1
τ
).(4.14)
Integrating by parts, using (3.6) and Proposition 4.1, we obtain that there exists some
constants κ3,j independent of τ such that
M4 =
∫
Ω
(2A∂z(U˜0,τeτ Φ¯) + 2B∂z¯(U˜0,τeτ Φ¯), V˜0,τe−τΦ)dx =∫
Ω
((2A∂zU˜0,τeτ Φ¯, V˜0,τeτΦ)− (2∂z¯BU˜0,τeτ Φ¯, V˜0,τe−τΦ)− (2BU˜0,τeτΦ, ∂z¯V˜0,τeτ Φ¯))dx
+
∫
∂Ω
(ν1 + iν2)(BU˜0,τeτ Φ¯, V˜0,τe−τΦ)dσ =
F−τ ((2A∂zU˜0, V˜0)− (2∂z¯BU˜0, V˜0)− (2BU˜0, ∂z¯V˜0))
+I−τ (((2A∂zU˜0,τ , V˜0,τ )− (2∂z¯BU˜0,τ , V˜0,τ )− (2BU˜0,τ , ∂z¯V˜0,τ ))
+
∫
Γ˜
(ν1 + iν2)(BU˜0eτ Φ¯, V˜0e−τΦ)dσ + κ3,1 + κ3,−1
τ
+ o(
1
τ
).(4.15)
Integrating by parts and using Proposition 4.1 we obtain
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M5 =
∫
Ω
(2A∂z(U1eτΦ) + 2B∂z¯(U1eτΦ), V0,τe−τ Φ¯)dx =(4.16) ∫
Ω
(A(−B1U1 − q1)eτΦ − 2∂z¯B(U1eτΦ), V0,τe−τ Φ¯)dx+∫
∂Ω
(ν1 + iν2)(BU1, V0)eτ(Φ−Φ¯)dσ − (2BU1, ∂z¯(V0,τeτ(Φ−Φ¯)))L2(Ω) =∫
Ω
(A(B1TB1(eτ(Φ−Φ¯)q1)− q1)eτ(Φ−Φ¯), V0,τ) + 2∂zB(TB1(eτ(Φ−Φ¯)q1)), V0,τ)dx+
(BTB1(eτ(Φ−Φ¯)q1), A∗2V0,τ − 2τ Φ¯′V0,τ )L2(Ω) +
∫
∂Ω
(ν1 + iν2)(BU1, V0,τ)eτ(Φ−Φ¯)dσ =
Fτ (q1, T
∗
B1
B∗1A∗V0 −A∗V0 + 2T ∗B1(∂zB∗V0) + T ∗B1(B∗(A∗2V0 − 2τ Φ¯′V0)))
+Iτ (q1, T
∗
B1
B∗1A∗V0,τ −A∗V0,τ + 2T ∗B1(∂zB∗V0,τ ) + T ∗B1(B∗(A∗2V0,τ − 2τ Φ¯′V0,τ ))
+
∫
∂Ω
(ν1 + iν2)(BU1, V0,τ )eτ(Φ−Φ¯)dσ + o(1
τ
).
After integration by parts we have∫
Ω
(2A∂z(U1eτΦ) + 2B∂z¯(U1eτΦ), V˜0,τe−τΦ)dx =∫
Ω
(A(−B1U1 − q1)− 2∂z¯BU1, V˜0,τ)dx+
(2BU1, ∂z¯V˜0)L2(Ω) +
∫
∂Ω
(ν1 + iν2)(BU1, V˜0,τ)dσ.
Using (4.8) and Proposition 8 of [7] we obtain that
(4.17)
M6 =
∫
Ω
(2A∂z(U1eτΦ)+2B∂z¯(U1eτΦ), V˜0,τe−τΦ)dx = −
∫
Ω
(Aq1, V˜0,τ )dx+o( 1
τ 2
) as τ → +∞.
Integrating by parts and using Proposition 4.1 we have
M7 =
∫
Ω
(2A∂z(U0,τeτΦ) + 2B∂z¯(U0,τeτΦ), V1e−τ Φ¯)dx =(4.18)
2
∫
Ω
(A(∂zU0,τ + τΦ′U0,τ )eτΦ + B∂z¯U0,τeτΦ, V1e−τ Φ¯)dx =
−2
∫
Ω
(P ∗−A∗
2
(A(∂zU0 + τΦ′U0) + B∂z¯U0,τ ), q4eτ(Φ−Φ¯))dx =
−2Fτ (P ∗−A∗
2
(A(∂zU0 + τΦ′U0) + B∂z¯U0), q4) +
−2Iτ (P ∗−A∗
2
(A(∂zU0,τ + τΦ′U0,τ ) + B∂z¯U0,τ ), q4) + o(1
τ
) as τ → +∞.
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Integrating by parts and using Proposition 8 of [7] we have
M8 =
∫
Ω
(2A∂z(U0,τeτΦ) + 2B∂z¯(U0,τeτΦ), V˜1e−τΦ)dx =∫
Ω
((−2∂zAU0 + B∂z¯U0, V˜1)− (AU0,−B∗2 V˜1 − q3))dx
+
∫
∂Ω
(ν1 − iν2)(AU0, V˜1)dσ = −
∫
Ω
(AU0,τ , q3)dx+ o(1
τ
) as τ → +∞(4.19)
and
M9 =
∫
Ω
(2A∂z(U˜1eτ Φ¯) + 2B∂z¯(U˜1eτ Φ¯), V0,τe−τ Φ¯)dx =∫
Ω
[(U˜1,−∂z(2A∗V0,τ )) + (B(−A1U˜1 − q2), V0,τ )]dx
+
∫
∂Ω
(ν1 − iν2)(AU˜1, V0)dσ = −
∫
Ω
(Bq2, V0,τ)dx+ o(1
τ
) as τ → +∞.(4.20)
Integrating by parts and using Proposition 4.1 we obtain
M10 =
∫
Ω
(2A∂z(U˜1eτ Φ¯) + 2B∂z¯(U˜1eτ Φ¯), V˜0,τe−τΦ)dx =(4.21) ∫
Ω
((U˜1,−∂z(2A∗V˜0,τ ) + τΦ′2A∗V˜0,τ ) + (B(−A1U˜1 − q2), V˜0,τ)eτ(Φ¯−Φ))dx+
+
∫
∂Ω
(ν1 − iν2)(AU˜1, V˜0,τ)eτ(Φ¯−Φ)dσ =∫
Ω
(q2, P
∗
A1
(2∂z(A∗V˜0,τ )− 2τΦ′A∗V˜0)− B∗V˜0 − P ∗A1(A∗1B∗V˜0)))eτ(Φ¯−Φ)dx
+
∫
∂Ω
(ν1 − iν2)(AU˜1, V˜0)eτ(Φ¯−Φ)dσ =
F−τ (q2, P
∗
A1
(2∂z(A∗V˜0)− τΦ′2A∗V˜0)− B∗V˜0 + P ∗A1(A∗1B∗V˜0))
+I−τ (q2, P
∗
A1
(2∂z(A∗V˜0,τ )− τΦ′2A∗V˜0,τ )− B∗V˜0,τ + P ∗A1(A∗1B∗V˜0,τ )) + o(
1
τ
) as τ → +∞.
By (3.14) and Proposition 4.1 we obtain
M11 =
∫
Ω
(2A∂z(U˜0,τeτ Φ¯) + 2B∂z¯(U˜0,τeτ Φ¯), V˜1e−τΦ)dx =(4.22) ∫
Ω
((2A∂zU˜0,τ + 2B(∂z¯U˜0,τ + τ Φ¯′U˜0,τ ), V˜1)eτ(Φ¯−Φ)dx =
−
∫
Ω
(q3, T
∗
−B∗
2
(2A∂zU˜0,τeτ Φ¯ + 2B(∂zU˜0,τ + τ Φ¯′U˜0,τ ))eτ(Φ¯−Φ)dx =
−F−τ (q3, T ∗−B∗
2
(2A∂zU˜0 + 2B(∂zU˜0 + τ Φ¯′U˜0)))
−J−τ (q3, T ∗−B∗
2
(2A∂zU˜0,τ + 2B(∂zU˜0,τ + τ Φ¯′U˜0,τ ))) + o(1
τ
) as τ → +∞.
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By Proposition 4.1 we there exist constants κ4,j independent of τ such that
M12 =
∫
Ω
(U0,τe
τ Φ¯ + U˜0,τe
τΦ, V0,τe
−τ Φ¯ + V˜0,τe
−τΦ)dx =(4.23)
κ4,0 + κ4,−1/τ +
π
2τ
((QU0, V0)(x˜)e
2iτψ(x˜) + (QU˜0, V˜0)(x˜)e
−2iτψ(x˜)) + o(
1
τ
) as τ → +∞.
Since Jτ =
∑12
k=1Mk the proof of the proposition is complete. 
From Proposition 4.2 we obtain:
Proposition 4.3. Under assumptions of Proposition 4.2 the following equality holds true
(4.24) T ∗B1(B∗Φ¯′V0) = P ∗−A∗2(AΦ
′V0) = P
∗
A1
(BΦ′V˜0) = T ∗−B∗
2
(A∗Φ¯′U˜0) on Γ˜
and
(4.25) T ∗B1(B∗V0) = P ∗−A∗2(AV0) = P
∗
A1
(BV˜0) = T ∗−B∗
2
(A∗U˜0) on Γ˜.
Proof. we construct the function r with domain ∂Ω i in the following way. Let us
parameterize the boundary of simply connected domain Ω clockwise. We remind that without
the loss of generality we one can assume that Γ˜ is an ark with the endpoints x− and x+. Let
x∗ be an arbitrary point from Γ˜. On Γ0 we set the function r be equal zero. From x− till x
∗
this is the strictly increasing function and form x∗ to x+ the function r is strictly decreasing.
At x∗ the function r has nondegenerate critical point and there are no critical points on
(x−, x+) except of x
∗. Finally, at point x− we assume that the right tangential derivative
of order five of the function r is not equal to zero and at point x+ we assume that the left
tangential derivative of order five of the function r is not equal to zero. Let ψ˜ be a harmonic
function in Ω¯ such that ψ|∂Ω = r. Since domain Ω is simply connected there exists a smooth
harmonic function ϕ˜ such that the function Φ˜ = ϕ˜ + iψ˜ is holomorphic in the domain Ω.
Moreover, after possible small perturbation of the function r with support near point where
r is strictly increasing we may assume that
∂νϕ˜(x±) 6= 0 and ∂νϕ˜(x∗) 6= 0.
Then the function Φ˜ does not have a critical points on Ω¯. Consider the complex geometric
optics solution constructed with the phase function Φ˜ = ϕ˜ + iψ˜ instead of Φ and the pair
(Φ
′
Φ˜′
U0,
Φ¯′
Φ˜′
U˜0) instead of (U0, U˜0). By Proposition 4.2, the equality (4.2) holds true. Since
there are no critical points of the function Φ˜ on Ω¯ the terms I±, K±, J± are equal to zero.
Let e ∈ C5(∂Ω) be a a function with support concentrated near points x± and equal to one
in some neighborhood of points x±. By (3.9), (3.41) and the fact that the left or the right
tangential derivative of order five of the function ψ at points x± is not equal zero using the
stationary phase argument we have
(4.26)
∫
∂Ω
e((ν1 − iν2)AU0, V0)eτ(Φ−Φ¯)dσ = c1 + o(1
τ
) as τ → +∞.
and
(4.27)
∫
∂Ω
e((ν1 + iν2)BU0, V0)eτ(Φ−Φ¯)dσ = c2 + o(1
τ
) as τ → +∞.
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By (3.16), (3.43) and the fact that left or right tangential derivative of order five of the
function ψ at points x± is not equal zero using using theorem 7.7.1 of [4] we obtain
(4.28)
∫
∂Ω
e((q1, T
∗
B1
(B∗Φ¯′V0))− (q4, P ∗−A∗
2
(AΦ′V0))eτ(Φ−Φ¯)dσ = c3 + o(1
τ
) as τ → +∞.
and
(4.29)
∫
∂Ω
e((q2, PA1(BΦ′V˜0))− (q3, T ∗−B∗
2
(A∗Φ¯′U˜0))eτ(Φ−Φ¯)dσ = c4 + o(1
τ
) as τ → +∞.
Then using (4.26)-(4.29) and using Theorem 7.7.1 of [4], we have
(4.30) ((ν1 − iν2)AU0, V0)(x∗)− 2(q1, T ∗B1(B∗Φ¯′V0))(x∗)− 2(q4, P ∗−A∗2(AΦ
′V0))(x
∗) = 0
and
(4.31) ((ν1 + iν2)BU0, V0)(x∗)− 2(q2, PA1(BΦ′V˜0))(x∗)− 2(q3, T ∗−B∗
2
(A∗Φ¯′U˜0))(x∗) = 0.
By Proposition 3.2 for any an arbitrary vectors ~z1, ~z2, ~z3, ~z4 we can choose function qj in
such a way, that qj(x
∗) = ~zj . Therefore (4.32) and (4.33) imply (4.24). In order to prove
(4.25) we consider the complex geometric optics solution constructed with the phase function
Φ˜ instead of Φ and the pair ( 1
Φ˜′
U0,
1
Φ˜′
U˜0) instead of (U0, U˜0). By Proposition 4.2 the equality
(4.2) holds true. Since there are no critical points of the function Φ˜ on Ω¯ the terms I±, K±, J±
are equal to zero. Then applying the theorem 7.7.5 of [4] we have
(4.32) ((ν1 − iν2)AU0, V0)(x∗)− 2(q1, T ∗B1(B∗V0))(x∗)− 2(q4, P ∗−A∗2(AV0))(x
∗) = 0
and
(4.33) ((ν1 + iν2)BU0, V0)(x∗)− 2(q2, PA1(BV˜0))(x∗)− 2(q3, T ∗−B∗
2
(A∗U˜0))(x∗) = 0.
By Proposition 3.2 for any an arbitrary vectors ~z1, ~z2, ~z3, ~z4 we can choose function qj in such
a way, that qj(x
∗) = ~zj . Therefore (4.32) and (4.33) imply (4.25). 
Using Proposition 4.3 we prove the following:
Proposition 4.4. Under assumptions of Proposition 4.2 the following equality holds true
(4.34) P ∗−A∗
2
(AU0Φ′) = Φ′P ∗−A∗
2
(AU0), TB1(B∗Φ¯′V0) = Φ′TB1(B∗V0)
(4.35) P ∗A∗
1
(A∗V˜0Φ′) = Φ′P ∗A∗
1
(A∗V˜0), T ∗−B∗
2
(BΦ¯′U˜0) = Φ′T ∗−B∗
2
(B∗U˜0).
Proof. We prove the first equality in (4.34). The proof of the remaining three equalities
is the same. By (4.24) and (4.25)
P ∗−A∗
2
(AU0Φ′) = Φ′P ∗−A∗
2
(AU0) = 0 on Γ˜.
We set r1 = P
∗
−A∗
2
(AU0Φ′) and r2 = Φ′P ∗−A∗
2
(AU0). Then functions rj satisfy
−2∂z¯rj − A∗2rj = AU0Φ′ in Ω, rj|Γ˜ = 0 j ∈ {1, 2}.
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By the uniqueness of the Cauchy problem for the ∂z¯- operator we have that r1 = r2. The
proof of Proposition 4.4 is complete. 
We use Proposition 4.4 to simplify the formula (4.2).
Proposition 4.5. Under conditions of Proposition 4.2 we have
− (2∂zAU0, V0)(x˜)− (2AU0, ∂zV0)(x˜) + (2B∂z¯U0, V0)(x˜)(4.36)
−((Q1(1)U0, T ∗B1(B∗V0)) + (Q(2)V0, P ∗−A∗2(AU0)))(x˜) + (QU0, V0)(x˜) + I+,Φ(x˜) = 0 in Ω,
where function Φ satisfies (3.2) and
(4.37) ImΦ(x˜) /∈ {ImΦ(x); x ∈ H \ {x˜}}.
Proof. By Proposition 4.2 equality (4.2) holds true. Thanks to (4.37) and Proposition
4.3 we can write it as
(4.38) (J+ + I+ +K+)(x˜)− π(L(q1, T ∗B1(B∗Φ¯′V0)) + L(q4, P ∗−A2(AΦ′U0)) + I+,Φ(x˜) = 0,
where Lu = −∂2zzu(x˜)
2Φ′′(x˜)
+
∂2zzu(x˜)
2Φ¯′′(x˜)
. Let us transform transform the function K+ which is given
by (4.7).By Propositions 4.1 and 4.4, we obtain
Fτ (q1, T
∗
B1
B∗1A∗V0 −A∗V0 + 2T ∗B1∂zB∗V0 + T ∗B1(B∗(A∗2V0 − 2τ Φ¯′V0))) =
−Fτ (q1, T ∗B1(B∗2τ Φ¯′V0)) = −Fτ (q1, 2τ Φ¯′T ∗B1(B∗V0)) =
− π
2τ
(2∂z¯q1, T
∗
B1
(B∗V0))(x˜) = − π
2τ
(Q1(1)U0, T
∗
B1
(B∗V0))(x˜)(4.39)
and
− 2Fτ (P ∗−A∗
2
(A(∂zU0 + τΦ′U0)) + B∂z¯U0,τ , q4) = −2Fτ (P ∗−A∗
2
(AτΦ′U0)), q4) =(4.40)
−2Fτ (τΦ′(P ∗−A∗
2
(AU0)), q4) = π
2τ
(P ∗−A∗
2
(AU0), 2∂zq4)(x˜) = π
2τ
(P ∗−A∗
2
(AU0), Q2(2)V0)(x˜).
By (4.39) and (4.40)
(4.41) K+ = − π
2τ
(Q1(1)U0, T
∗
B1
(B∗V0))(x˜) + π
2τ
(P ∗−A∗
2
(AU0), Q2(2)V0)(x˜).
Substituting into equality (4.38) the right hand side of formula (4.41) we obtain (4.36).
The proof of the proposition is complete. 
5. Step 5: End of the proof.
Suppose that for the operators Lµ1,γ1(x,D) and Lµ2,γ2(x,D) given by (0.5) and the Dirichlet-
to-Neumann maps Λµj ,γj given by (0.7) are the same. Then, by Proposition 1.1 the Dirichlet-
to-Neumann maps for the operators L1(x,D) and L2(x,D) given by formula (1.19) are the
same. Let u1 be the complex geometric optics solution given by (3.38) constructed for the
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operator L1(x,D). There exists a function u2 be a solution to the following boundary value
problem:
L2(x,D)u2 = 0 in Ω, B(x,D)(u1 − u2)|∂Ω = 0, R(x,D)(u1 − u2) = 0 on Γ˜.
Let η be a function such that
(5.1) η ∈ C∞0 (Ω), η|O = 1,
where O is some open set such that H ⊂ O ⊂ Ω. The operator L1(x, s,D) = esηL1(x,D)e−sη
has the same Dirichlet-to-Neumann map as the operator L1(x,D). Then the function u˜1 =
esηu1 solves the boundary value problem
(5.2) L1(x, s,D)u˜1 = 0 in Ω, B(x,D)(u˜1 − u2)|∂Ω = 0, R(x,D)(u˜1 − u2) = 0 on Γ˜.
Setting u = u˜1 − u2, As = A1 − 2s∂z¯η − A2,A = A0 Bs = B1 − 2s∂zη − B2,B = B0 and
Qs = Q1 −Q2 − s2|∇η|2 + s∆η + 2sA2∂zη + 2sB2∂z¯η,Q = Q0 we have
(5.3) L2(x,D)u+ 2As∂zu1 + 2Bs∂zu1 +Qsu˜1 = 0 in Ω
and
(5.4) B(x,D)u|∂Ω = 0, R(x,D)u|Γ˜ = 0.
Let v be a function given by (3.57). Taking the scalar product of (5.3) with v in L2(Ω) and
using (3.58) and (5.4), we obtain
(5.5) 0 = G(u˜1, v) =
∫
Ω
(2As∂zu˜1 + 2Bs∂zu˜1 +Qsu˜1, v)dx.
Proposition 5.1. Let u˜1 = e
sηu1, where u1 is given by (3.38) and v is given by (3.57). Then
the following asymptotics holds true
G(u˜1, v) =
∫
Ω
(2As∂z(esηU) + 2Bs∂z(esηU) +Qs(esηU), V ∗)dx+ o(1
τ
) as τ → +∞.
Proof. Since the form G(·, ·) is bilinear in order to prove the statement of this proposition
it suffices to show that
(5.6) G(eτϕu˜−1, V
∗) = G(eτϕu˜−1, e
−τϕv−1) = G(e
sηU, e−τϕv−1) = o(
1
τ
) as τ → +∞.
Obviously, by (3.37) and (3.56), we see that
(5.7) G(eτϕu˜−1, e
−τϕv−1) = o(
1
τ
) as τ → +∞.
Let χ ∈ C∞0 (Ω) satisfy χ|Ω\O ǫ
2
= 1. By (3.37), we have
G(eτϕu˜−1, V
∗) = G(eτϕu˜−1, χV
∗) + o(
1
τ
)
=
∫
Ω
(2As∂z(eτϕu˜−1) + 2Bs∂z(eτϕu˜−1), χV ∗)dx+ o(1
τ
)
=
∫
Ω
(2As∂z(eτϕu˜−1), χV˜0e−τΦ) + (2Bs∂z(eτϕu˜−1), χV0e−τΦ)dx+ o(1
τ
).(5.8)
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Let functions w4, w5 solve the equations (−∂z + (B∗1 − 2s∂zη))w4 = 2A∗sV0 and (−∂z + (A∗1−
2s∂z¯η))w5 = 2B∗s V˜0.
Taking the scalar product of equation (3.36) and the function χ(w5e
τΦ + w4e
τΦ), after
integration by parts we obtain
(5.9)
∫
Ω
((2∂z(e
τϕu˜−1) + (A1 + 2s∂z¯η)(e
τϕu˜−1), 2A∗sV˜0e−τΦ)
+(2∂z(e
τϕu˜−1) + (B1 − 2s∂zη)(eτϕu˜−1), 2B∗s V˜0e−τΦ))dx = o(
1
τ
).
By (5.8) and (5.9), we obtain the first equality in (5.6). The proof of the second equality in
(5.6) is the same and involves the estimate (3.56). 
Thanks to Proposition 5.1, the statements of Propositions 4.2 - 4.4 hold true.
Proposition 5.2. Let sequence of function Φǫ given by Proposition 3.1. For the functions
I±,Φǫ given by (4.5) and (4.6) we have
(5.10) I±,Φǫ(x˜ǫ) ≡ 0.
Proof. We prove this statement for the function I+,Φǫ. The proof for the function I−,Φǫ is
the same. By Proposition 4.5 equality (4.36) holds true. Next we observe that
(5.11) T ∗B1(B∗V0) = V0 + p1, p1 ∈ Ker T ∗B1
and
(5.12) P ∗−A∗
2
(AU0) = U0 + p2, p2 ∈ KerP ∗−A∗
2
.
By Proposition 4.3
(5.13) V0 + p1 = U0 + p2 = 0 on Γ˜.
Let function η satisfies (5.1). The operator L1,s(x,D) = e
sηL1(x,D)e
−sη has the same
Diriclet-to-Neumann map as the operator L1(x,D). For the operator L1,s(x,D) the equation
(5.19) has the form
− (2∂zAsU0, V0)es − (2AsU0, ∂zV0)es + (2Bs∂z¯U0, V0)es(5.14)
−((Q1(1)U0, T ∗B1(B∗sesηV0)) + (Q(2)V0, P ∗−A∗2(Ase
sηU0))) + e
s(QsU0, V0) + I+,Φǫ = 0.
We claim that
(5.15) T ∗B1(B∗sV0) = esη(V0 + p1), p1 ∈ KerT ∗B1
and
(5.16) P ∗−A∗
2
(AsU0) = esη(U0 + p2), p2 ∈ KerP ∗−A∗
2
.
where functions p1 and p2 are given by (5.11) and (5.12) respectively. The direct computa-
tions imply that
(5.17) (−∂z +B∗1)(esη(V0+ p1)) = esη(B∗sV0) and (−∂z¯ +A2)(esη(U0+ p2)) = esη(AsU0).
By Proposition 4.3
(5.18) T ∗B1(B∗sV0) = P ∗−A∗2(AsU0) = 0 on Γ˜.
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On the other hand by (5.13) we have
esη(V0 + p1) = e
sη(U0 + p2) = 0 on Γ˜.
The by uniqueness of solution for the Cauchy problem for ∂z operator we have (5.15) and
(5.16). Using (5.18) and (5.17) we rewrite equation (4.36) as
− (2∂zAU0, V0)es − (2AU0, ∂zV0)es + (2B∂z¯U0, V0)es(5.19)
−es((Q1(1)U0, T ∗B1(B∗V0)) + es(Q(2)V0, P ∗−A∗2(AU0))) + e
s(QU0, V0) + I+,Φǫ(x˜) = 0.
This imply (5.10). 
Using (5.10) and the fact that by (3.4) for any x from Ω exists a sequence of xǫ converging
to x we rewrite the equation (2.2) as
− (2∂zAU0, V0)− (2AU0, ∂zV0) + (2B∂z¯U0, V0)
−((Q1(1)U0, T ∗B1(B∗V0)) + (Q(2)V0, P ∗−A∗2(AU0))) + (QU0, V0) = 0 in Ω.(5.20)
By Proposition 3.2 for each point x˜ from Ω one can construct such a function U0, V0 satisfying
(3.7),(3.9), (3.40), (3.41) such that
U
(k)
0 (x˜) = ~ek, V
(ℓ)
0 (x˜) = ~eℓ k, ℓ ∈ {1, 2}.
Then for each x˜ there exists positive δ(x˜) such that the matrices {U (j)0,i } and {V (j)0,i } are
invertible for any x ∈ B(x˜, δ(x)). From the covering of Ω by such a balls we take the finite
subcovering Ω¯ ⊂ ∪N˜k=1B(xk, δk). Then from (5.20) we have the differential inequality
(5.21)
|∂zAij| ≤ C(x)(
N∑
k=1
|T ∗B1(B∗V0(k))|+ |P ∗−A∗2(AU0(k))|+ |A|+ |B|+ |Q|) in Ω, ∀i, j ∈ {1, 2}.
We set ρ = (ρ1, ρ2, ρ3) where the function ρi are defined by (1.15). Let point xˆ belongs to
suppρ. Using (1.17) we rewrite (5.21) as
(5.22) |∆ρ| ≤ C(x)(
N∑
k=1
|T ∗B1(B∗V0(k))|+ |P ∗−A∗2(AU0(k))|+ |∇ρ|+ |ρ|) in Ω.
Let γ˜ be a curve, without self-intersections which pass through the point xˆ and couple
points x1, x2 from Γ˜ in such a way that the set γ˜ ∩ ∂Ω \ {x1, x2} is empty. Denote by Ω1 a
domain bounded by γ˜ and and part of ∂Ω located between points x1 and x2. Then we set
Ω1,ǫ = {x; dist(Ω1, x) < ǫ}. Let φ0 be a function such that
(5.23) ∇φ0(x) 6= 0 in Ω1, ∂ν˜φ0|γ˜ ≤ α′ < 0, φ0|γ˜ = 0.
where ν˜ is the outward normal derivative to Ω1 and µǫ be a function such that
µǫ ∈ C∞0 (Ω1,ǫ), µǫ = 1 in Ω1.
We set ρǫ = µǫρ. From (5.22) we have
|∆ρǫ| ≤ C(x)(
N∑
k=1
|µǫT ∗B1(B∗V0(k))|+|µǫP ∗−A∗2(AU0(k))|+µǫ(|∇ρ|+|ρ|)+|[µǫ,∆]ρ|) in Ω1,ǫ, ρǫ|∂Ω1,ǫ = 0.
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Set ψ0 = e
λφ0 with positive λ sufficiently large. Applying the Carleman estimate to the
above inequality we have∫
Ω1,ǫ
e2τψ0(τ |∇ρǫ|2 + τ 3|ρǫ|2)dx ≤ C
∫
Ω1,ǫ
(
N∑
k=1
|µǫT ∗B1(B∗V0(k))|2
+|µǫP ∗−A∗
2
(AU0(k))|2 + µ2ǫ(|∇ρ|+ |ρ|2) + |[µǫ,∆]ρ|2)e2τψ0dx ∀τ ≥ τ0.(5.24)
By the Carleman estimate for the operator ∂z there exist C and τ0 independent of τ such
that
(5.25)
∫
Ω1,ǫ
|µǫT ∗B1(B∗V0(k))|2e2τψ0dx ≤ C
∫
Ω1,ǫ
(|[µǫ, ∂z]T ∗B1(B∗V0(k))|2+ |B∗V0(k)|2)e2τψ0dx
and
(5.26)∫
Ω1,ǫ
|µǫP ∗−A∗
2
(AU0(k))|2e2τψ0dx ≤ C
∫
Ω1,ǫ
(|[µǫ, ∂z¯]P ∗−A∗
2
(AU0(k))|2+|(AU0(k))|2)e2τψ0dx ∀τ ≥ τ0
for all τ ≥ τ0. Combining (5.24), (5.25) and (5.26) we obtain∫
Ω1,ǫ
e2τψ0(τ |∇ρǫ|2 + τ 3|ρǫ|2)dx ≤ C
∫
Ω1,ǫ
(
N∑
k=1
|[µǫ, ∂z¯]P ∗−A∗
2
(AU0(k))|2(5.27)
+|µǫ(AU0(k))|2 + |[µǫ, ∂z]T ∗B1(B∗V0(k))|2 + |µǫB∗V0(k)|2 + |[µǫ,∆]ρ|2)e2τψ0dx
≤ C
∫
Ω1,ǫ
(
N∑
k=1
|[µǫ, ∂z¯]P ∗−A∗
2
(AU0(k))|2 + |∇ρǫ|2 + |ρǫ|2)
+|[µǫ, ∂z]T ∗B1(B∗V0(k))|2 + |[µǫ,∆]ρ|2)e2τψ0dx ∀τ ≥ τ0.
For all sufficiently large τ the term
∫
Ω1,ǫ
(|∇ρǫ|2 + |ρǫ|2)e2τψ0dx absorbed by the integral on
the left hand side. Moreover, thanks to the choice of the function µǫ, we have supports of
coefficients for the operators [µǫ, ∂z], [µǫ, ∂z¯] and [µǫ,∆] are located in the domain Ω1,ǫ \Ω1, ǫ
2
.
∫
Ω1,ǫ
e2τψ0(τ |∇ρǫ|2 + τ 3|ρǫ|2)dx ≤ C
∫
Ω1,ǫ\(Ω1, ǫ
2
∪Ω1)
(
N∑
k=1
|[µǫ, ∂z¯]P ∗−A∗
2
(AU0(k))|2
+|[µǫ, ∂z]T ∗B1(B∗V0(k))|2 + |[µǫ,∆]ρ|2)e2τψ0dx ∀τ ≥ τ1.(5.28)
By (5.23) for all sufficiently small positive ǫ there exists a positive constant α < 1 such that
(5.29) ψ˜0(x) < α on Ω1,ǫ \ (Ω1, ǫ
2
∪ Ω1).
Since xˆ ∈ supp ρ ∩ γ˜ and thanks to the fact ∂ν˜φ0|γ˜ ≤ α′ < 0 there exists κ > 0 such that
(5.30) κeτ ≤
∫
Ω1,ǫ
e2τψ0(τ |∇ρǫ|2 + τ 3|ρǫ|2)dx ∀τ ≥ τ1.
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By (5.29) we can estimate the right hand side of the inequality (5.28) as∫
Ω1,ǫ\(Ω1, ǫ
2
∪Ω1)
(
N∑
k=1
|[µǫ, ∂z¯]P ∗−A∗
2
(AU0(k))|2
+|[µǫ, ∂z]T ∗B1(B∗V0(k))|2 + |[µǫ,∆]ρ|2)e2τψ0dx ≤ Ceατ ∀τ ≥ τ1.(5.31)
Using (5.30) and (5.31) in (5.28) we obtain
κeτ ≤ Ceατ ∀τ ≥ τ1.
Since α < 1 we arrived to the contradiction. 
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