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PHASE SPACE METHODS IN Th1AGE FORMATION THEORY
Victor Castano*, Gustavo Vazquez-Polo, and Ramon Gutierrez-Castrejon
Instituto de Fisica, UNAM, Apartado Postal 20-364, Mexico, D.F. C.P. 01000
Mexico

Abstract

Introduction

A review of the basic mathematical principles and properties of some phase space functions (Wigner and Ambiguity functions) is first presented in a more general mathematical context. Then, we deal in detail with three applications : image formation in optical systems (specifically
cascading systems of lenses), image formation in Transmission Electron Microscopy, by taking advantage of some
formal similarities with the previous examples and, finally,
contrast transfer functions in Electron Microscopy in order to obtain 2-dimensional plots which provide information on the behavior of a transmission electron microscope.
Also, the relations of these functions with other mathematical tools utilized in image processing and image formation
theory are discussed.

Imaging represents one of the most atractive fields of
research nowadays, not only for the theoretical richness of
the field but also for the wide variety of its applications,
ranging from optical systems to image processing and High
Resolution Electron Microscopy. As every one familiar with
the field knows, there are two mathematical tools extremely
relevant to this area: convolution and Fourier transform.
Indeed, one of the main practical drawbacks in most available methods for calculating and/or analyzing images or
signals is precisely the necessity of constantly evaluating
convolutions or Fast Fourier Tra.nsforms. From a computational standpoint, this represents not only consuming
valuable CPU time while going forth and back from direct
space to reciprocal space, but also de problem of dealing
with sampling theorems, converge conditions and so on.
As an alternative to the computing methods traditionally used in image formation calculations, we present a general theory based upon phase space or intermediate functions, that is, functions which include both direct and reciprocal spaces at same time. This approach allows one
to transform convolutions into simple matrix operations,
which represents a great computing advantage, as we shall
see. First, we will provide the basic mathematics and definitions underlying our approach. Then we shall develop the
theory of cascading of optical systems, which leads to the
next section : image formation in Transmission Electron
Microscopy (TEM). Another interesting application analyzed in this work is a generalized contrast transfer function
for TEM that can be constructed by means of intermediate functions. Finally, in order to clarify the concepts discussed, we analyze the relationships between phase space
distribution functions and other mathematical tools commonly used in image analysis and processing. We would
like to mention here that, unless otherwise is stated, the
relations expressed in what follows, have been explicitly
determined by the authors, in spite of some alternative deductions that, in different contexts, can be found in the
Iiterat ure.

Key Words: electron diffraction, imaging theory, physical
optics, electron microscopy, contrast transfer, high resolution
electron microscopy, electron optics, geometrical optics, cascading systems, phase space.
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or similarly

General
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In order to obtain the WDF from equation (1), let us
now define cp(w,u) = 1 for every w,u, this means that
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Definitions and basic properties.
Consider two signals represented by two normalized functions f and g which are elements of the Hilbert space
L 2 (R), i.e. the class of Lebesgue square integrable functions in which any two functions equal almost everywhere,
specify the same element. Let us define

2
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2

These functions will be useful to determine the Wigner
Distribution Function (WDF) a.nd the Ambiguity Function (AF). These functions were originally devised for quite
different purposes : the Wigner distribution function was
first thought to be a tool for pure Quantum Mechanics
in Phase Space (Wigner,1979) and recently more attention has been dedicated to it (Dowling and Scheich,1991 ),
whereas the Ambiguity function was first utilized in radar
ranging by electrical engineers and later introduced to theoretical physics (Schempp, 1986). We will be using, in our
present case, a rather uncommon approach, based on a
class of direct-reciprocal space representations introduced
by Cohen in 1966 (Cohen, 1966). This is represented as:
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it can be easily seen that

and clearly

with :F being the Fourier transform operator.
Although these intermediate functions look very much
alike, each one has its own properties. We will mention
some of them in order to clarify the concept of these significant mathematical tools. One of the most important
differences between the WDF and the AF is the realness of
the former. It is not relevant if f is either real or complex
(Wigner, 1979). The WDF is particularly relevant if the
signal or image of interest is nonstationary because this
intermediate representation gives the local spectrum centered at p as a function of location. Thus, the total energy
of J, i.e. llf(p)ll 2 = ll:F{J(p)}ll 2 (Parseval theorem) can
be easily obtained from integration of W1 over the entire
phase space.
Another interesting property (Schempp, 1986) is the
fact that the WDF has the same extension and is bandlimited as the function f is : it means that if J(p) =
0Vp/c[pl,p2] then W[f(p, k)] = 0 for p /c(pl,p2] and if
the frequency band off is [kl, k2], then V1(P,k) is zero for
all k j[kI, k2].
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It must be noticed that the WDF and the AF are related to each other through a double Fourier transform. To
clarify that, we define a "dummy" function H as

u
(1)
2
where cp(w, u) can be interpreted as a kernel function that
indicates the element of the so-called Mathematical Class.
Here, the variables p and k represent, respectively, the
real and reciprocal space vectors, either I-dimensional or
2-dimensional. The physical meaning of those variables depend on the particular application given to the functions.
The point of view adopted in our treatment has the advantage of emphasizing the similarities between the WDF and
the AF, as we shall see in what follows.
As starting point we have that if cp(w, u) = c5(
u-p )c5(wk) then

c(J(p,k))

=

2
2
The last equation defines the Wigner distribution function that we can re-write as

1:

u
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We define the Ambiguity function by
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the mentioned lossless optical devices. It can be observed
in both figures that there are five columns for each exponent ,; the first column for a fixed I represents a system
with 10 elements (e.g. five propagators and five lenses),
the second one a system with 20 elements, the third one a
system with 30 elements and so on. What is most interesting from the plots, is the fact that whereas in the standard
method the computing time increases with the number of
optical elements, the computing time in the phase space
method (figure two) remains almost constant. It must be
clear that the calculations in both methods render equivalent results, that is, the alternative matrix method include
all the necessary operations.
The rest of this section is devoted to the theory behind
these results. Let J( u) be the input optical signal to a
system. The corresponding output signal is:
1.- fi(u) = J(u)exp(-iku 2/2J) if the system is a lens
with focal length J and k = 21r/ A, A the wavelength.
2.- fp( u) = J( u) *exp( iku 2/2z) if the system is a Fresnel
propagator, where z is the propagation distance.
3.- JF(u) = F(k) if the system is a Fourier transformer,
where F stands for :F(f).
Using the AF in the first system, although similar results can be obtained with the WDF, we have

It can be shown that W[J(0, O)]= 2 < f, - J >, whereas
A(f(0,0)) =< J,J >= llf(p)ll 2, that is, the AF at the origin equals the total energy of the signal J, which we have
supposed unitary. With this assertion, it has been demonstrated elsewhere that

(5)
The signal J(p) is uniquely determined from its ambiguity
function if and only if, it is possible to make a factorization
of the following form (Papoulis,1974):
J(ui)J"(u

2)

=

i:

A(f(u1 -u2,w))

exp(iw[u 1 +u 2]/2)dw

(6)

with u 1 = p + u/2 and u 2 = p - u/2.
To finish this section we would like to mention that although we have been working with the auto-Wigner distribution function and the auto-ambiguity function, it is also
possible to define the cross-Wigner distribution function by

W[f g(p, k)]
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and the cross-ambiguity function by

H (J,(p, u))
Applications

= f(p+

Optical systems
Recently, the influence of intermediate representations
in optics has been increased because they offer some attractive advantages over traditional methods. One example of
these benefits can be seen in the analysis of linear optical
systems, where the complicated convolutions and multiplications that are usual in this kind of analysis, become a
simple coordinate transformation, as we shall demonstrate
below.
If we are interested in an optical system that consists,
for instance, of Fresnel propagators, lenses and Fourier
transformers, we can get an image from the object plane
by making use of Fourier techniques, i.e. going from direct space to reciprocal space and viceversa. This can be
accomplished in a digital computer by means of an algorithm based on FFT's. This cumbersome procedure can be
avoided by the use of intermediate functions which, as it
will be shown, transform a cascade of optical systems into a
quite simple matrix multiplication. The profits in computing time and effort are obvious from the graphics presented
on figure one and two. They show the time in seconds expended by a digital computer (VAX 11-780) that utilizes
a standard algorithm based in repeated convolutions via
FFT (figure 1) and an algorithm that uses the phase space
method (figure 2) to obtain an image of 2-r x 2-r pixels from
a digitized object plane image by means of simulation of

~)r(p-

= J,(p + u/2)!1 * (p -

Hence

A(t,(u,w))

i:

G;[ ~r- ~rD
(p-

~)exp

= H (t(p,
=

u/2)

u)) exp(-ik/

i:

(p +

J[pu])

exp(-iwp)H(t

1(p,u))dp

=

H (fi(p, u)) exp(-ip[w + yu])dp

Therefore

Using a similar procedure for the Fresnel propagator it is
easily proved that

In the same way, the AF for the Fourier transformer
can be obtained from

H(tF(p,u))

=F(p+u/2)F'(p-u/2)

which implies that

As it was early mentioned, in the three examples above
the use of the AF has led us from a series of convolutions
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Figure I. CPU time in a VAX computer for an standard FFT (convolutions) algorithms, as a function of the number of elements
and the size of the array.
---------------------------------and multiplications of more or less complicated functions
or in matrix form as the following product
to a extremely simple linear transformation of the form

A(ti(u,w))

Mn (:)

= A(t(pu +ww,T/u + o-w)) = RA(J(u,w))

= M1M2M3.,, Mn-I (:)

where M; is the matrix M of the expression (9) for each
element of the entire system ( e.g. a lens ). Mn is the matrix
which represents the whole system. If we suppose

where R( u, w) = (pu + ww, 7'/U+ O'W) and f; represents
f1,fp, or fF. In matrix form (using canonical basis):

(9)
Now, it becomes evident that there is a correspondance
between an optical device and a matrix. For instance, in
the case of a lens, p = l,w = O,T/= k/f and o- = l. It
is a well known fact in Systems Theory, that a cascade of
linear optical systems is represented by the consecutive application of the operators that compose the entire system.
If we represent each operator by its own matrix, a cascade
of optical systems shall be of the following form:

the AF of the output signal will be

Once we have obtained the output signal in phase space,
all that remains is to go back to direct or reciprocal space.
It can be achieved in a straightforward manner by the use
of equation (6). However, there is another way which uses
as hypothesis the fact that the determinant of Mn (i.e.
the output matrix) equals one. Proving that IMnl= 1, is
rather obvious from the expression (5). We enounce the
following theorem: If IMnl= 1 and c -:f.0, then

Mn= M1M2M3,,. Mn-I
Applying this idea to the AF representation, it can be
demonstrated (Gutierrez-Castrejon, 1990, Gutierrez-Castrejon and Castano, 1992) that a cascade of optical systems
may be represented by

M = (1
"
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Figure 2. CPU time in a VAX computer for the phase space method. Notice the very small slope as compared to Figure 1.

-------------------------where
OJ

If

IMnl=
n

02

C

1-d
= --,

f31=

C

It is clear from equation (10) that the method for recovering fn(u) from the matrix M is particularly interesting if
the system has more than three elements.
Transmission Electron Microscopy
The basic equation for calculating electron intensities
under the multislice approach can be written as follows
(Castano, 1989 & Cowley, 1975) :

C

1 and c = 0, then

= (

M

1-a
= --,

1

0

-01

1

)

(

1 0)(01 -a1

2

fJ1 1

)

(

1 0)
1

fJ2

(11)

where (32 is an arbitrary constant and

a2

=

where

1- d
f32d ,

= electron amplitude after n slices
qn(x, y) = itlz ~ ~ Fn( h, k) exp[-2iri( hx/ a + ky / b)]

IPn(x,y)

The proof can be found elsewhere (Gutierrez-Castrejon,
1990).
According with this theorem every matrix like M can
be decomposed as a product of three or four matrices (depending if c = 0) which correspond with those of a lens
and a propagator in such a manner, that we can recover
fn(u), i.e. the output signal in direct space as

[(i(u)
Hxp(ia u/2))
2

1

exp(-i(J

1

u/2))
2

Hxp(ia

h

k

= transmission

function for the slice

Pn(x, y)

= (if,~tlz)exp[-iko(x
= propagator

Fn(h, k)
tlz

= structure factor
= slice thickness

2

+ y2)/2tlz]

According to the previous section, the convolution in the
basic equation for the multislice method can be written as

u/2)
2

2

9n(x, y, z)

(10)
If c = 0 equation (10) must be multiplied by exp(-i(J 2 u 2 /2).

= 9n-1(x, y, z + tlz)

* exp[-iko(x

2

+ y2)/2tlz]
(12)
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and the corresponding AF's are (see Fresnel propagation
equation)

A(gn(x,y,(,i9))

=j

(20)

BfJ(u) = 2Q(u)sin[,(u)]

(21)

and

(13)

and a( u) and /3(u) are the Fourier transforms of the scattering object amplitude and phase distributions of the object,
respectively.
Now, if we define the function
as the 2-D Fourier
transform of the ambiguity function A :

the complex convolution is transformed into
shift which, as before, can be expressed in
As for the transmission functions qn(x, y ),
use of the fact that if

G((,i9) =.r{g(x,y)}

B (u) = -2Q(u)cos[,(u)]
0

=

A(9n-1(x - [6.z/ko].:,y- [6z/ko]i9,.:,i9))
Therefore,
a coordinate
matrix form.
we can make

where

r

f(u,v)

g(x,y)exp[-i(x(+yi9)]dxdy

=j

j

A(!(x,v))exp[-i(ux+v17)]dxd17

(22)

we can show that

then

(14)
Finally, the diffraction intensities distribution
image, after N slices, are obtained as :

f(u,v) = G(u + v/2)G*(u - v/2)

or the

where G(u) is the Fourier transform of a given function
g( x) such that

(15)

A(f(x,u))

=j

g(17+x/2)g*(17-x/2)exp(-iu17)d17 (23)

If we define

(16)
Finally, we can notice that these type of phase-space
functions are relatives of correlation functions used in coherence theory in optics and electron microscopy (Castano,
1989).
Two dimensional Contrast Transfer Function in
Electron Microscopy
In Fourier domain, the so-called transfer function of a
TEM is defined as :

then, it is true that

f 1(u,v)

= f(u,v)exp[-iauv]

now, to relate the ab~ve analysis to the CTF, we propose

(17)

where

(25)

in turn, T(u) corresponds to
T(u)

= Q(u)exp[-i,(u)]

combining conveniently the last equations, we obtain

(18)

f 1(u,v)

with Q(u) the aperture function in Fourier space and ,( u)
the so-called phase shifting factor, defined as

which, in the particular case when v

(19)

= 2uD

(26)
is reduced to

(27)

where D is the amount of defocus. Notice that we have
used dimensionless variables u and D, which are related to
the "physical" variables u' and D' as follows :

D'

= f(u,v/D)exp[-iiruv)

which is, except by a scale factor in 6, the original transfer
function. This means that the function f 1 is the transfer
function T along the line v = 2uD, that is, we can draw
a 2-D plot r 1 ( u, v) and recover r( u) by simply drawing a
line of slope
m = v/u = 2D

= DC1f2;,

u' = u/C1/4>,3/4
C, and >-being the spherical aberration coefficient and the
electron wavelength, respectively. The following treatment
has been detailed somewhere else before (Castano, 1988;
Vazquez-Polo et al., 1992).
The Fourier transform of the image contrast, under
the assumption of weak scattering objects is defined as
(Castano, 1988) :

for a particular defocus. Therefore, the plot r 1 ( u, v) contains all possible defocus cases of a TEM. As an example,
figure 3 contains a series of plots of CTF for 100 keY TEM's
for different aberrations coefficients (C, = 0, C, = 1, C, =
3.5).

C(u) = a(u)B u + /3(u)B/3(u)
0
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Figure 3. Two-dimensional plots of the generalized contrast transfer function of a 100 keY microscope for 3 different aberration
coefficient values.
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---------------------------------------------------------------------------------tica.l system, where wa(!(s,u))

Relation With Other Useful Functions
As it has been shown, the use of intermediate functions, in particular the AF and the WDF, offers a. different way to make a. representation of a.n optical signal
with its inherent advantages. Nevertheless, these two phase
space representations a.re not the only ones, there a.re many
others that give us different information and possibilities
that can be obtained from the signal we want to work
in. In particular we will show some relations between
the so-ca.lied Windowed Fourier Transform (WFT) and the
Wavelet Transform (WT) with the intermediate functions
that we have been working a.long this article. These two
functions are of interest in different contexts. For instance,
the Windowed Fourier Transform is used widely by electrical engineers working on band-limited signal analysis. The
Wavelet Transform has been recently developed a.s a. tool
for studying fractals, seismic signal and for several other
applications (Argoul et al., 1990).
Let f(x) and g(x) be two functions as specified in part
II. The Wavelet transform of f(x) is defined by (Mallat,
1989):

wa(!(s,u))

=

1-:

f(x)Jsg"(s[x - u])dx

is the image of J(u) ob-

tained from the system characterized by the point spread
function g;(u). It must be remarked that if we want to
recover f(u) from wa(f(s,u)),

it is necessary that g(u)

be an admissible function, it means that,

1-:

g(u)du

=0

or equivalently G(0) = 0, where G(k) = F{g(u)}. Among
others, there a.re two examples of admissible functions ( Argoul et al., 1990):
1.- Morlet Wavelet
2
g( u) = exp( iau )[exp(-u 2 /2) - 21 / 2 exp( -a 2 / 4) exp( -u )]
2
2
G(k) = exp(-[k - a] /2) - exp(-a /4)exp(-[k - a]2/4)
2
where a is a. constant. If a = 0, then g( u) = exp( -u /2) 2
2
1
2 / exp( -u ) If a tends to infinity, then g(u) tends to
exp(iau - u 2 /2)
2.- Mexican Hat
g(u) = (1 - u 2 )exp(-u 2 /2)
G(k) = k2 exp(-k 2 /2)
A particular case to be mentioned is when the dilation
para.meter equals one, i.e. s = 1, because with this restriction equation (29) can be written a.s

(28)

It must be noted that sometimes it is customary to use
1/a instead of variable s, which is called the dilation para.meter. It controls the frequency contents of the wavelet
g(x). If lal« 1, the wavelet spectrum will be concentrated
mostly at high frequency, but if lal » 1, the wavelet will
be very much spread out.
Let us define g,(u) = s 112g(s, u), then equation (28)
may be interpreted as the following convolution product:

which is known as the deterministic cross-correlation between the functions f and g. We can obtain the deterministic autocorrelation ma.king g = f.
The Windowed Fourier Transform is defined by(Ma.lla.t,
1989):

(29)

c(!(u,w))

This means that the wavelet can be interpreted a.s the
impulse response of a. certain system, for example, a.n op-

=

1-:

exp(-iwx)f(x)g

* (x - u)dx

(30)

From this definition and that of the WT we can observe
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that both functions can be written as inner products
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=< J(x),exp(iwx)g(x - u) >

c(i(u,w))
wa(J(s,u))

=< J(x),s
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g(s[x - u]) >

thus, we can see the WFT and the WT as a nonorthogonal decomposition of the function f(x) in what is called
a lattice of coherent states, that is, a family of squareintegrable functions generated from a single L 2 (R)-function
by phase space translations (Daubechies, 1990).The coherent states in the case of the WFT are associated with the
Weyl-Heisenberg group, whereas for the WT, they are associated with the affine group. For both coherent states
there is a map that establishes a metric equivalence between L2(R) and L 2 (R2 ).
There is an interesting relation between the WFT and
the AF. Let us define the "dummy" variable n = p + u/2,
hence dx = dn. Applying this change of variable to equation (8) we have,

A(fg(u, w))

1:

f(n)g"(n - u)exp(-iw[n - u/2])dn

= exp(iwu/2)
Redefining n

= x,

1:

exp(-iwn)f(n)g"(n

- u)dn (31)

we note from the expression in (30) that

An equivalent expression between the AF and the WT is
not so easy to find. We just mention that if equation (31)
is evaluated for w = 0 and the change of variable n = x is
made then

which is precisely wa(f(l,u))
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