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も扱う、アメリカ合衆国の CCN/ICNのプロジェクトである NDN(Named Data Networking)[4]が
挙げられる。NDNではユーザ (コンシューマ)は、コンテンツの提供者 (プロデューサ)の IPアドレ












2 第 1章 序論
録があれば、そのコンテンツの提供者 (またはそれをキャッシュしているルータ)にユーザへの配信
経路を通知することにより、その情報に基づいてコンテンツを送信する。本論文では NDNを扱う。





ンシューマが Interest パケットとそれに対応する Data パケットが返ってくるまでの Round Trip
Time(RTT)に基づいて、送信する Interestパケットのウィンドウサイズを決定する。これらの例とし


































は IP通信における IPアドレスの代わりにコンテンツ名 (コンテンツ識別子)を使用する。また、パ
ケットには Interestパケットと Dataパケットの 2種類が存在する。そして、IP通信におけるイン
ターフェイスのことを NDNでは Faceと呼ぶ。以下では、NDNにおけるコンテンツ名、パケット、




























2.4.2 Forwarding Information Base(FIB)
FIBにはその一つ一つのエントリにコンテンツ識別子の上層部分 (Name Prefix)と Interestパケッ
トを送信する Faceが格納されている。FIBは送る Faceの数は必ずしも 1つとは限らないことを除
けば、IP通信におけるルーティングテーブルとほとんど同一のものである。ルータは FIBに従って、
受信した Interestパケットを該当するコンテンツの存在する可能性のある Faceへと送信する。
2.4.3 Pending Interst Table(PIT)
PITにはその一つ一つのエントリにコンテンツ識別子、Interestを受信したインタフェース名が格
納されている。そして、PITは現在 Interestパケットを送信したが、該当するコンテンツがまだ返っ

















一致する PITのエントリが存在した場合は、そのエントリの Interestパケットの到着 Faceのリスト
に、今回の Interestパケットが到着した Faceを追加し、その Interestパケットを破棄する。また、
既に到着 Faceのリストに Interestパケットが到着した Faceがあれば、PITのエントリには何も追
加せずにこの Interestパケットを破棄する。PITのエントリにも該当するコンテンツ識別子がなかっ
た場合は FIBの確認へと処理を移る。
最後にルータは Interestパケットのコンテンツ識別子を FIBの Name Prefixについて最長一致で
検索する。該当するエントリがあれば、その FIBのエントリの送出 Faceへと Interestパケットを





図 2.2: NDNルータ内での Interestパケットの処理
2.5.2 Dataパケットの処理






て、PITエントリに記録されている Interestパケットの到着 Faceへ Dataパケットを送信する。最
後に、この PITエントリは解決されたので破棄される。
以上のように、Dataパケットは Interestパケットが PITに残した到着 Faceを辿っていくことで、
まるで Interestパケットの足跡をたどるようにコンシューマまで配送されていく。



















ともに鉄の棒全体に拡散し、温度分布は平滑化していく。時刻 tでの鉄の棒上の微小区間 (x, x+ dx]
にある熱量を n(x, t)dxとする。すなわち、n(x, t)は時刻 tにおける鉄の棒の上の位置 xにおける熱
量を表している。ところで拡散現象では、鉄の棒内の熱の流れ J(x, t)が



































図 3.2のような、一直線に連結した単一経路のノード i(i = 1, 2, ..., N)を考え、ノード iと下流ノー
ド i+1の間の伝搬速度を diとする。また、時刻 tにおけるノード iから下流ノード i+1へのパケッ
ト送出レート Ji(t)を自分自身が知りうるローカル情報に基づいて決定し、パケット転送を行う。ま
た、上流ノード i− 1に向けて、自身であるノード iの情報を通知する。このノード iからのフィー
ドバック情報を Fi(t)とする。ノード iでのパケット送出レート Ji(t)の決定は、下流ノード i+ 1へ
のパケット送出レート Ji(t)は、
Ji = max( 0,min(Li(t), J
′
i) (3.4)
J ′i(t) = ri(t− di)−Di (ni+1(t− di)− ni(t) ) (3.5)
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によって定義する。ここで ni(t)は時刻 tでノード iに存在するパケット数、ri(t−di)と ni+1(t−di)
は下流ノード i+1から、伝搬遅延 diで伝わるフィードバック情報 Fi+1(t− di)に含まれる情報であ
る。ri(t− di)と ni+1(t− di)は時刻 tにおいて、それぞれノード iが下流ノード i+ 1から伝搬遅延
diで受け取った、下流ノード i+1が指定するパケット送出レートと、下流ノード i+1に存在するパ








Fi(t) = (ri−1(t), ni(t)) (3.7)
ri−1(t) = Ji(t) (3.8)
である。これを上流ノード i− 1に向けて送出する。
次にこのレート決定規則の物理的な意味を説明する。Ji(t)によるネットワーク全体の性能を調べる
ため、ノード番号 iを xとし、連続極限をとって di → 0とする。このとき、J ′ → J ′(x, t), ri(t−di) →
r(x, t), ni(t) → n(x, t)とすると式 (3.5)は以下の形で書くことができる。
J ′(x, t) = r(x, t)− κ∂n(x, t)
∂x
(3.9)






































10 第 3章 拡散型フロー制御
3.3.1 ネットワーク入り口の場合
ネットワークのパケット送出レートは、ノード i = 1からのフィードバック情報 F1(t)によって届
けられるパケット送出レート r0(t− d0)によって制限する。ノード i = 1からフィードバック情報と
して送信される r0(t)は、ネットワークの外のノード及びエンドホストのバッファに存在するパケッ
ト数を 0と仮定して式 (3.5)によってパケット送出レート J ′0(t)を計算した結果を通知することで、
ネットワーク外からのパケット送出レートとネットワーク内の拡散型フロー制御のパケット送出レー
トとの乖離を小さくすることができる。すなわちノード i = 1で計算する情報 r0(t)は式 (3.8)の代
わりに
r0(t)≜J ′0(t+ d0) = Ji(t)−D0n1(t) (3.14)





ド i = N のパケット送出レートはリンクの利用可能な帯域幅そのものとする。すなわち、終端ノー
ドのパケット送出レート JN (t)は







































で、ノード (i, 1)(i = 1, 2, ..., N)について考える。ノード (i, 1)と下流ノード (i+1, q)(q = 1, 2, ..., Q)
12 第 4章 提案手法
図 4.1: 複数経路における拡散型フロー制御の動作のモデル
との間の伝搬遅延 dqi をとする。また、ノード (i, 1)は時刻 tにおけるノード (i, 1)から下流ノード
(i + 1, q)へのパケット送出レート Jqi (t)をノード (i, 1)が知りうる局所情報に基づいて決定し、パ
ケット転送を行う。また、ノード (i, 1)は上流ノード (i − 1, p)(p = 1, 2, ..., P )に向けて自身の情報
をフィードバックする。このノード (i, 1)からのフィードバック情報を F pi (t)とする。パケット送出






時刻 t、ノード (i, 1)における、ノード (i, 1)から下流ノード (i+1, q)へのパケット送出レート Jqi (t)
は、
　






















と定義する。ここで式 (4.2)において、nqi は時刻 tでノード (i, 1)の待機パケット数のうち、下流
















は下流ノード (i+ 1, q)が指定するパケット送出レート、nqi+1(t− d
q
i )は時刻 tにおいてノード (i, 1)
が知ることができる、下流ノード (i+ 1, q)の待機パケットを意味する。Lqi (t)はノード (i, 1)から下





とする。Dは定数である。Dqi は拡散係数と呼ぶ。また、ノード (i, 1)が上流ノード (i− 1, p)へ送
出するフィードバック情報 F pi (t)は





ここで上流ノード (i− 1, p)に対する指定レート rpi−1(t)の決定法について説明する。フィードバッ
ク情報を送った後、再びフィードバック情報を送るまでの間に上流ノード (i− 1, p)からノード (i, 1)
へ送られてきたパケットの総数を Ωpi とする。 Ω
p
i のうち、下流ノード (i+1, q)へ転送されるパケッ








と表すことができる。各上流ノード (i− 1, p)について転送されるパケットがどの下流ノードへい
くつ転送されるかをこの ωpi (q)で、上流ノード (i-1,p)へ送るフィードバック情報として送るパケッ
ト送出レート rpi−1(t)と待機パケット数 n
1
i (t)へ重み付けをすることで、各上流ノード (i− 1, p)から
の転送パケットおよび送出レートが各下流ノード (i+ 1, q)への待機パケット数にどの程度影響を与
えているのかを知ることができる。したがって、rpi−1(t)と n
1


























0 (Ωpi = 0)
(4.7)











各 Faceにおける転送待機中の Interestパケット数は、提案手法では代わりに下流ノードとの PIT
サイズ差を用いる。ここで、PITサイズとは、ある NDNルータ内の PITのエントリ数を意味する。
そしてこれに関して PITの改良が必要になるので、先に説明をする。
通常の NDNルータの PITは 2.4.3で説明したように、複数個の PITエントリで構成されており、
一つ一つの PITエントリにはコンテンツ識別子、Interestを受信した Face名 (Interest到着 Face)が
保持されている。この PITエントリが保持する情報に新たに Interestを送信した Face名 (Interest
送出 Face)を追加する。そして、PITエントリ内の Interest到着 Faceの中にある特定の Faceに関
する PITエントリの集合をある Faceに関する InPITとし、そのエントリ数を InPITサイズとする。
同様に PITエントリ内の Interest送出 Faceの中にある特定の Faceに関する PITエントリの集合を
ある Faceに関するOutPITとし、そのエントリ数をOutPITサイズとする。そして今回、ある特定
















図 4.3: ボトルネックリンクを持つ直線経路ネットワーク内の PITサイズの分布
図 4.4: ボトルネックリンクを持つ直線経路ネットワーク内の PITサイズの差の分布
4.2における重み付けに用いる情報、Ωpi と ω
p
i (q)はそれぞれ、図 4.5のようにある特定 Faceにおけ






























図 5.1のような 18ノードからなる直線型の NDNネットワークを考える。Src1はコンシューマ、






シミュレーションを通して Dataパケット廃棄は、t = 0から t = 10までに、制御なしでは Rtr11
で t = 0.7から計 22回発生し、うち 6回は同時に 2個のDataパケットが廃棄された。一方、提案手
法では Dataパケットの廃棄は Rtr11で t = 1.8, 3.2, 6.5, 7.3, 9.3, 9.7のときに単一の Dataパケット
廃棄が計 6回起きた。図 5.2a、図 5.3aより、制御なしでは Src1からボトルネックリンクまでのリン
ク Interestパケット送出レートは毎秒２００パケットとなっていることがわかる。さらにボトルネッ
18 第 5章 シミュレーション
クリンクでは式 (5.1)による Interest転送量上限である毎秒 100パケットが送られ、プロデューサま
ではそのレートで送られていることがわかる。一方、図 5.2b、図 5.3bより、提案手法では t = 0.2ま
たは 0.3までは Interest送出レートが一時的に毎秒 200パケット近くまで増加したが、その後は全て
のノードのリンクで毎秒１００パケット付近の値になっていることがわかる。ちなみにどちらもDst
１には上流ノードがないので毎秒０パケットとなる。次に PITのサイズに注目する。制御なしでは
提案手法に比べて多くの Interestパケットが送出されるが、それに対して Rtr10と Rtr11間のボト
ルネックリンクのために Dataパケットが返ってくる量が少ない。したがって、図 5.4a、図 5.5aの




れた Interestパケット送出レートの上限値よりも Rtr10で受信した Interestパケットが大きいので、
Interestパケットをリンクから送信し PITエントリを作成する前に廃棄しているためである。制御な
しでは Interestパケットの廃棄は t = 0.3以降起き続けた。一方、提案手法では図 5.4b、図 5.5bの
ように Src1から Rtr10までの PITのサイズは 25前後で安定している。Interestパケットの廃棄は
t = 0.3でいくつかのノードで一度起きただけで後は起きていない。これは t = 0.3から 0.4にかけて
大きく制限された Interest送出レートに対して送られてきた Interestパケットが多かったために廃棄
されたものである。そして、制御なしでは図 5.7aより、上流ノードとの PITのサイズ差が Rtr9で
さらに大きくなってしまっているが、提案手法では図 5.5bより、Rtr10以外では大きくなることは
なく、提案手法の通り、PITのサイズの差が小さくなっていることが確認された。
(a) 通常の Interest パケット送出レート (b) 提案手法での Interest パケット送出レート
図 5.2: 直線型ネットワークにおける Src1から Rtr8までのノードでの Interestパケット送出レート
の経時変化
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(a) 通常の Interest パケット送出レート (b) 提案手法での Interest パケット送出レート
図 5.3: 直線型ネットワークにおける Rtr8から Dst1までのノードでの Interestパケット送出レート
の経時変化
(a) 通常のノードでの PIT サイズ (b) 提案手法での PIT サイズ
図 5.4: 直線型ネットワークにおける Src1から Rtr8までのノードでの PITサイズの経時変化
(a) 通常のノードでの PIT サイズ (b) 提案手法でのノードでの PIT サイズ
図 5.5: 直線型ネットワークにおける Rtr8から Dst1までのノードでの PITサイズの経時変化
20 第 5章 シミュレーション
(a) 通常の上流ノードとの PIT サイズの差 (b) 提案手法での上流ノードとの PIT サイズの差
図 5.6: 直線型ネットワークにおける Src1から Rtr8までのノードでの上流ノードとの PITサイズの
差の経時変化
(a) 通常の上流ノードとの PIT サイズの差 (b) 提案手法での上流ノードとの PIT サイズの差












図 5.8のような 5ノードからなる複数経路型の NDNネットワークを考える。Src1と Src2はコン
シューマ、Dst1とDst2はプロデューサである。ノード間のリンク伝搬遅延は 5msであり、時刻 t = 0
から Src1は Dst1に向けて Interstパケットを毎秒 40パケット、Dst2に向けて毎秒 160パケットで






シミュレーションを通して Dataパケット廃棄は、t = 0から t = 15までに、制御なしでは Dst2




後に毎秒 100パケットになっている。さらに、制御なしでは図 5.10aより、Dst1への Interestパケッ
ト送出レートは毎秒 150パケット、Dst2への Interestパケット送出レートは毎秒 100パケットになっ
ている。前者が Src1、Src2から送られてくる Dst1への Interestパケット送出レートの合計の毎秒
200パケットではないのは、Src1と Src2がいくつかDst1へ同じコンテンツ識別子の Interestパケッ
トを要求しているために、その Interestパケットに関する PITエントリの Interest到着 Faceのリス
トに後からその Interestパケットが到着した Faceを追加するかまたは Rtr1のキャッシュからコン
テンツの返送が行われるので、Dst1へ Interestパケットを送出する必要がないからである。Dst2へ
の Interestパケット送出レートでも同じことが起きるが、毎秒 160パケットはボトルネックリンクの
Interestパケット送出レートの最大値である毎秒 100パケットよりも多いので上限の毎秒 100 パケッ
22 第 5章 シミュレーション
トに制限されている。提案手法では図 5.10bのようにボトルネックリンクである Dst2への Interest
パケット送出レートがほぼ毎秒 80パケットになっている。これは、図 5.9bでわかるように Src1の
Interestパケット送出レートが制限され、Src1内で Interestパケットが廃棄された影響である。ど
の Interestパケットが廃棄されるかのパターンはシミュレータが決めており、周期的に約 1.5秒間は
Dst1とDst2への Interestパケットはそれぞれ毎秒 20パケットと毎秒 80パケットの割合で廃棄して
おり、その後の約 0.5秒間はDst1への Interestパケットはほとんど廃棄せず、Dst2への Interestパ
ケットを毎秒 60パケットの割合で廃棄するのを繰り返していた。PITのサイズについては、図 5.11a





いるDst2へ多く Interestパケットを送り PITのサイズが大きくなっている原因の Src1の PITサイ




(a) 通常の Interest パケット送出レート (b) 提案手法での Interest パケット送出レート
図 5.9: 複数経路型ネットワークにおける Src1と Src2からRtr1への Interestパケット送出レートの
経時変化
(a) 通常の Interest パケット送出レート (b) 提案手法での Interest パケット送出レート
図 5.10: 複数経路型ネットワークにおける Rtr1からDst1へとDst2への Interestパケット送出レー
トの経時変化
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(a) 通常の各ノードでの PIT サイズ (b) 提案手法での各ノードでの PIT サイズ
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