In this paper a new area based technique is proposed for deriving gait signatures by decomposing the human body into three independent structural segments such as head node, arm swing and leg swing areas. Initially, all the feature points are represented as the sides of an n-sided polygon for calculating the area of each region. This technique induces surplus noise in the feature points which is in turn reflected in the human identification problem. This drawback inspires us to compute the area of each region by constructing a convex hull of the feature points in order to obtain certain key speed invariant features. Classification results demonstrate the ability of proposed feature extraction techniques using Bayes' classifier, distance metrics, and the proposed polynomial based distance metric. The performance analysis of various classifiers has been evaluated using Receiver Operating Characteristics (ROC) curve and the Cumulative Match Characteristics Curve (CMC) after performing N-fold cross validation technique.
Introduction
In the modern world of computer technology, biometric recognition has proved its mettle in video surveillance applications which has attracted many researchers to invest their time in improving the security issues in order to make life safe and simple. The major challenges of current biometric systems include the automatic recognition of people with sensible error rates and producing results within a negotiable system speed and accuracy. Therefore, it is required to build a biometric system so robust that biometrics data collected from CCTV cameras can be analyzed automatically for making decisions in automated person recognition problems. Human gait biometric has tremendous potential to be considered as a powerful biometric tool for video surveillance systems [1] [2] [3] . In biomedical research human gait biometric could prove its ability in detection of gait related disorders in patients. Therefore, it is required to understand the normal human gait pattern. The Fig. 1 demonstrates a complete gait cycle for the normal walking pattern. The musculo-skeletal structure of human body [4] [5] produces a human gait which requires extreme balance and stability. Every gait signal is repetitive in nature which supports the period of oscillation in stance and swing phase depicted in Fig.1 . The complete gait cycle is accounted for the duration of successive heel strike of the same leg. In medical gait research, Murray et al. generated pathological gait patterns for normal persons [6] in order to detect abnormal gait patterns using those normal patterns. In Psychological studies, the Moving Light Display (MLD) was used [7] during the experiments to inquire about the gait perception using the human vision. Various studies of human gait research motivate the computer scientists to develop an automatic computer vision based gait biometric system. Fig. 1 . Human gait period within a complete gait cycle [8] The contribution of our research work is primarily based on investigating some key speed invariant features in the spatial domain for the purpose of human gait recognition. The simple feature selection techniques can be more effective in person identification problems using n -sided polygon and corresponding convex hull to calculate the area of head, arm and leg motion in the sagittal plane. Analyzing the three distinct regions of the human body in a hierarchical manner could produce statistically independent and identically distributed features. The classification technique emphasizes on the Naïve Bayes' rule with Multivariate Gaussian Distribution and other distance based metrics such as Mahalanobis distance, Euclidean distance etc. A novel classification approach using polynomial based distance metric has been proposed for the human recognition problem. The classifier performance has been evaluated statistically and results have been illustrated pictorially using Receiver Operating Characteristics Curve (ROC) and Cumulative Match Characteristics Curve (CMC) after applying N-fold cross validation technique. The main advantage of our gait recognition method is that it provides a separate analysis of three independent body segments with reference to the body shape centroid to the left and right of the sagittal plane. This analysis provides a clear insight into extracting speed invariant gait signatures. The investigation of each segment elucidates the temporal changes of human gait sequence during different gait speeds. The area based feature metrics captures temporal changes in feature points for different speeds. The local, homogenous and cohesive region of interest for each independent body segment has been chosen to compute the area feature using convex hull and n-sided polygon based methods. This technique is very simple and intuitive to facilitate the strengths of recognition using locally embedded features. These features are characterized by local bounding points of each region which are used to analyze each segment separately. The advantage of using convex hull method is to find the geometrical area features of each region with minimum expensive operation. This method is fast and simple in computational practice. The area is calculated by comparison of feature pin points of each geometrical shape region (head node, arm swing and leg oscillation) and neglects those points which are far from the shape boundary.
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Analysis of Previous Research
In order to acquire information about the current research work on vision based human gait analysis, the following literature review has been provided with insights into the various model based and model free approaches for human identification problems.
Model based approach
The model based approach provides a way to derive static structural parameters of the human body. The potential advantage of model based approach is robustness in handling self-occlusion and insensitiveness to noise and change of apparels. The drawback of this approach is that high resolution images are required for identification which involves high computational complexity and gradually degrades the performance of gait recognition in outdoor environment. The literature review starts with a very simple method proposed by Lee and Grimson [9] for fitting ellipsoidal models to each segment of the human body structure. The model parameters were estimated for each region of the human silhouette. The combination of static and dynamic body features was identified by Wang et al. [10] in order to enhance classification results. Abdelkader et al. [11] suggested the static structural parameters of human body such as stride length and cadence for classification. Bobick and Johnson [12] proposed a simple model consisting of three sticks which represents two limbs and torso meeting at center of the pelvis point and measured the structural static parameters .The same three stick model was proposed by Davis and Taylor [13] with different feature extraction techniques. They have used dynamic features such as time duration of double limb support and the ratio of stance phase to swing phase. Yam et al. [14] proposed a dynamical gait model using coupled pendulum where the gait signatures were extracted from the angular rotation of knee and thigh. Niyogi et al. [15] demonstrated a simple human model for the study of human gait analysis in a spatio-temporal (XYT) space where the silhouette contour of the subject has been extracted to fit a stick model. Another approach to gait recognition was done by Cunado et al. [16] who proposed a simple model for both leg oscillations using a single line connected to the hip.
Model free approach
The model free approach depends on the moving shape and motion of the subject's body. The advantage of this approach is that recognition can be performed at large distances with low resolution images in outdoor environment. The model free approach is based on the extraction of human silhouette from the static background. The silhouette based [17] approach can be applied to derive model free gait signatures using the Gait Energy Image (GEI) which is the average of all the silhouette frames for a complete gait cycle. A statistical based technique using the Hidden Markov Model (HMM) has been applied to model the temporal sequences of human gait [18] . Another technique of gait recognition was based on the Principal Component Analysis [19] which was applied on 1D distance signals extracted from the series of silhouette image frames. It reduces dimensionality of feature space using the Eigen Space Transformation technique. The silhouette shape of the subject's motion was analyzed by Little et al. [20] for individual recognition. Sudeep Sarkar et al. [21] developed baseline algorithm for Human Id challenge problems where human recognition was accomplished by measuring the temporal correlation among background subtracted silhouette frames. The automatic human gait recognition was proposed by HayfronAcquah et al. [22] where gait symmetry was analyzed by subject's symmetrical properties to produce gait signatures. Akira Tsuji et al. [23] proposed a speed invariant model for human gait recognition using the silhouette based transformation technique. The objective of introducing this research is not only to solve speed invariant person identification problems, but also a comprehensive study of human gait features has been emphasized to extract possible speed invariant gait signatures. Most of the speed invariant gait identification is based on feature based technique [24, 25] which is generally unable to explain the correctness and strengths of the features using a statistical technique. This inefficiency in features investigation might produce a large misclassification error rates during recognition time. The examination of features is extremely important before using it for classification purposes in order to reduce irrelevant information present in the features. Different gait speed 
Process Model for Gait Recognition System
The process model, depicted in Fig. 2 demonstrates the sequential steps for the development of speed invariant human gait recognition system. This system architecture explains the brief overview of each separate block towards the original contribution of our research work.
Feature Selection Process
The most intriguing task in human gait recognition problem is to select intrinsic gait features. The human body is decomposed into three constituent structural segments in a hierarchical fashion in order to obtain identical and independently distributed features. We have obtained the Treadmill Gait database from OU-ISIR Gait lab [26] which is a collection of binary silhouette sequences for separate training and validation purposes. The feature selection process has been employed on this dataset (depicted in Fig.3 ) for 34 training subjects walking at 9 different gait speeds. The Features have been selected in the following manner.
The whole body has been divided into upper and lower parts on the horizontal axis of body centroid. The 
Feature Extraction Algorithm
The feature extraction technique employs different algorithms to extract linear combination of features which provide us the maximum separability between the classes. The number of classes in this case implies the number of persons in training data set. We have applied two techniques to calculate the area of different segments of human body using polygon based approach and convex hull methods. The feature extraction algorithm with the calculation of area has been depicted with mathematical notations in the following manner. The area A is calculated using shoelace formula.
Here represent the and coordinates of the polygon vertices and convex hull respectively. This has been used as an algorithm for fast mathematical calculation. Area of the polygon has been calculated in the following way:
1. For each of the three different segments of the body depicted in (Fig 4.b) we take the coordinates of the pixel to extreme left of the sagittal plane where pixel value should be non zero. We collect = { , , . . . } and = { , , … } points for every frame of a given speed and repeat the same for all the nine different speeds. 2. It is required to remove the duplicate coordinates from the set and to obtain non-repeating points in and . Using these coordinates we calculate the area of the polygon applying the shoelace formula. 3. The polygon is actually the locus of the point in each of the three different segments which have minimum (in case of left swing area and ( , ) 0) and maximum coordinate value (in case of the right swing area & ( , ) 0). 4. We are calculating the area of this polygon using the shoelace formula. In case of the convex hull the only difference is that we are taking the same set of points but we are calculating the convex set of those points. This is what is known as the convex hull and then we are calculating the area of the convex hull using the shoelace formula itself.
Quick Hull algorithm for finding the convex hull
The quick hull algorithm [27] is analogous to the quick sort algorithm which follows the general strategy of any divide and conquer algorithm. 1. Given a set of points = { , . . . } and Y= { , . . . } where and represent the and coordinates of the set of points. Sort the points according to their increasing values where < < < . . . < . 2. Find the points with the maximum and minimum coordinate; these are the points which belong to the convex hull, let's call them . 3. Now join these two points with a straight line. This separates the whole set of points into two regions. One is to the left of the line segment joining & the other is to the right of the line joining & . 4. Recursively call the quick hull algorithm for both these regions to the left and right of the line segment . 5. For each pass to the function find the point which has the maximum distance from . This point will also be included let's name it and join the ends of to such that we get a triangle . Now the points inside will not be inside the convex hull and hence are rejected. 6. Repeat the step 6 recursively for line segment as well as . 7. Once we have all the points in the convex hull we calculate the area of that convex hull using the shoelace formula as already mentioned. 
Mathematical Notations
( , ) , 1 ; ( , ) 0 1 ; ( , ) 0 ( , ) ( , ) . 4( ) , ( , ) ( , ) ( , ) . 4( ) , ( , ) ( , ) ( , ) . 4( ) , ( , ) ( , ) ( , ) . 4( ) , ( , ) ( , ) ( , ) . 4( ) , ( , ) ( , ) ( , ) . 4( ) ,( , ) ( , )
Remarks:
1. In all subsequent discussions, the left side of the sagittal plane will refer to the portion of the image to the left of the line = 2. Similarly the right side of the sagittal plane will refer to the portion of the image to the right of the line = 3. The area of the polygon that we have calculated is actually, the locus of the points which are at a maximum distance from the line = both to the left and right of the sagittal plane. 4. The convex hull is actually an optimization carried out on the set of feature points in order to augment the accuracy of our results. 5. Whenever we use the term area without explicitly specifying whether it is the area of the polygon or the convex hull, it is to be inferred that we are calculating both. 6. In result analysis, only the convex hull area has been used as an optimal metric of feature representation depicted in Area of the set of points in 10: repeat for all the subjects at different gait speeds 11:
The analysis of the feature space diagram provides an insight into the different movements of the human body segments with various gait speeds. The Fig. 8 illustrates the computed polygon area of head, arm and leg motions to the left and right of the sagittal plane where -axis shows the speed and -axis shows the area of the polygon. The stability in the head swing area to the left of the sagittal plane has been observed at higher gait speeds. The abrupt changes in the leg and arm swing areas are also visualized which might be attributed to the physiological factors which influence the human gait cycle at higher gait speeds. The graph shown in Fig 9 illustrates the area of the convex hull formed by head, arm and leg swings to the left and right of the sagittal plane.
-axis shows the speed and the axis shows the area of the convex hull formed by the locus of the points on the arm, leg, and head regions. It has been observed that the pair wise swing areas calculated over the head, arm and leg section are ideally anti-phase to each other. Fig. 10 , a higher degree of overlap in the feature space diagram has been observed as compared to Fig. 11 . The wider inter-class separability provided by the convex hull area is also reflected in the experimental results. Hence, the juxtaposition of the feature points has enabled us to make a clear picture of the effects of different feature extraction techniques. The statistics of OU-ISIR gait dataset expresses 26 male and 8 female subjects with the age limit of 20's. The treadmill data set are probably healthy and they can walk and run on the treadmill.
Feature Analysis Process
The individual discriminative power of each feature has been measured using Fisher's Discriminant Ratio (FDR) between two classes. This FDR value can be obtained irrespective of any distribution type for individual class. Let and be the means for two classes against an individual feature. Similarly and are the variances attached with each feature for two equiprobable classes. The FDR criterion is defined as
The feature with highest FDR value among the six computed feature's FDR value demonstrates the large difference between the inter class means and small variance in each intra class. The most informative feature is obtained through highest ranking feature through FDR criterion. There are also two conditions to determine the largest FDR value of two features using two metrics like absolute mean difference and sum of variance ( + ). Features with similar absolute mean difference and lowest sum of variances produces largest FDR. On the other hand, the maximum absolute mean difference together with similar sum of variances of two features generates the highest FDR value. The FDR values against different subjects , , … for extracted feature points of convex hull and polygon region have been depicted in Table 1 and 2 respectively. Table 1 . FDR value of feature points using convex hull Table 2 . FDR value of feature point using polygon area
The largest FDR implies the more discriminatory power of the corresponding feature. It has been observed that the leg oscillations impart more discriminatory power than other parts of the body. The strength of the features has been measured using this technique where convex hull area produces largest FDR value for leg swing oscillations. The leg swing area can be considered as most leading features for both the cases i.e. polygon and convex hull areas. The less informative features are also included to empower the classification process because head node and arm swing movement will play an important role during changing in gait speed. The first one is named as alternative hypothesis which indicates the significant changes in mean values of features for two classes. The second one is called as null hypothesis which defines a less significant change in mean values for two classes. and are the mean and variance of class 2.
The test statistic is to be calculated in the following manner for unknown variance case:
Where = +
The test statistics value has been checked with standard t-distribution Table 4 and 5. The degree of freedom is closely related to number of subjects . . = 34 A pair-wise statistical test comparison has been done in combination and observed that the leg feature are more informative ones. The analysis of the feature makes a clear insight into the strengths and accuracy level of each individual feature. The accuracy and the robustness of the extracted features has been statistically analyzed using hypothesis testing (t-test) as well as Fisher's Discriminant Ratio (FDR) , the results given in tables 3,4 and tables 1,2 show the robustness and discriminative power of each feature independently. The features are robust in the sense that they can effectively capture the variations in the dynamic spatio-temporal gait signal. Since, we have used a bag of features approach; we must preclude the idea of testing each feature individually or a subset of features in order to identify its accuracy. The accuracy of the complete set of features has been well represented in the paper through various accuracy plots, ROC curves and CMC (Cumulative Match Characteristics) Curve. The plots in figure 10 and figure 11 , graphically illustrate how the selected set of features is able to accommodate the varying gait speeds of different persons. They depict the variation of the features for three different persons at nine different gait speeds from 2 km/hr. to 10 km/hr. Though the individual feature points for the three different persons are not linearly separable they show a wide variability which makes it practically as well as computationally tractable for identification purposes. The convex optimizations carried out on the set of feature points through the convex hull further augment the discriminative power of the features as illustrated through the various statistical tests. The selected features quintessentially represent the inherent gait signatures of an individual. The combination of the swing areas both to the left and right of the sagittal plane are influenced by different latent physiological covariates like health, age, etc. This indeed leads to the identification of a unique person as we have seen through the FDR ratios in tables 1and 2 which in essence measure the ratio of inter-class variation to intra-class variation. An attempt has been made to project the gait signature in a 6-dimensional feature space and non-linear classifiers are used to create the decision boundaries between the different classes. Hence, the set of features are able to successfully identify a unique person with relatively low level of accuracy as discussed in the analysis of the classification algorithms.
Classification Strategy
The similarity measurement has been performed using extracted gait features obtained from sequence of silhouette frames. We have applied a multi-pronged strategy of classification using multivariate Gaussian distribution with Bayes' decision rule and distance based metrics such as Euclidean, City block, Chebychev, Minkowski, and Mahalanobis distances. A novel approach for classification has been proposed using polynomial based distance metric generation. A unique polynomial is used to represent the features of the subject at different speeds, then the minimum distance between the input test vector and generated feature vector is found using various distance based metrics. It has been observed that the best fit for each feature of a given subject was satisfied by a polynomial of degree 5. Therefore, we have obtained 34 different polynomials for each different person. The pictorial representation of three classifiers is shown in Fig 12. The classification algorithms are described as follows.
Algorithm 2: Bayes' Decision Rule for Classification
Input: classes are given to be classified Output: Closest class with less misclassification error
Step 1: Given C number of Gait classes with prior probability. In our case C = 34
Step 2: Prior Probabilities , , … … … for classes:
For every class the prior probability = ;
Step 3: Define class conditional probability function The mean and covariance vector for each class is already calculated from the training data.
Step 4: Calculate ( ) using the input vector. We assign it to the class which has the maximum probability of containing that person using the following Naïve Bayes' decision rule.
[ ) [0, ). Now is said to be a metric on if 1) ( , ) = ( , ) , 2) ( , ) = 0 = 3) ( , ) + ( , ) ( , ) , ,
Algorithm 4: Polynomial based distance metrics
Input: classes are given to be classified. Output: Closest class with less misclassification error.
Step 1: For each person we apply polynomial based distance metric using 6 polynomials. These 6 polynomials represent the six different features for each person. So in total we have 34 × 6 polynomials.
Step 2: The polynomials are fitted using the method of least squares in order to find the best fit and the values of the coefficients are found using the Vander Monde matrix, whose elements are the powers of the variable.
Step 3: A five degree polynomial is given by: we generate our own feature vector for that given speed (say 3kmph) and repeat the same for all the classes using the polynomial given above:
Step 5: Now we use different distance based metrics to find the distance between these two vectors. The class for which we get the minimum distance is the class to which person is correctly classified.
The three algorithms serve as baseline algorithms for validating our feature set, they are used together to reflect the inherent heteroscedastic nature of the dataset and to carry out a comparative study of how different non-linear classifiers fare in the same problem domain. The use of different distance metrics in both the Nearest Neighbour and the Polynomial based classifiers elucidate how different distances impact the classification results. As an obvious and intuitive explanation distance metrics which have an elliptical region of influence (i.e. Mahalanobis distance) outperform those distance metrics which have a spherical region of influence (i.e. Euclidean), this is because of their inherent ability to accommodate the outliers in the dataset. The naïve Bayes' classifier is used to handle the nonlinearity problem in time varying gait signal using multivariate Gaussian distribution. It is being used for its easy tractability in mathematical modeling and it supports the central limit theorem on extracted i.i.d. gait features.
Results Analysis and Discussion
In order to perform human gait analysis, separate gait datasets for training and validating have been used in this research work. The classification result obtained from various classifiers provides us an insight into the
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The following tables illustrate the various classification results obtained using convex hull and polygon area. Table5 depicts the classification accuracy for various distance metrics using the convex hull area. Table 6 represents the classification accuracy for various distance based metrics using polynomial fitting and convex hull area. Table 7 illustrates the classification accuracy for various distance based metrics using the polygon based area. Table 5 . Distance Metric using convex hull Table 6 . Polynomial based distance metrics using convex hull Table 7 . Distance metrics using polygon area
Similarly the classification results for various polynomial based distance metrics with polygon area has been depicted in Table 8 . On the other hand, the classification result using multivariate Gaussian distribution with Bayes' decision rule for polygon based area and convex hull area has been illustrated in table 9. Table 8 . Polynomial based distance metrics using Polygon area Table 9 . Bayes' rule classifier using polygon and convex hull area
The performance of various classifiers is of prime importance to make a robust gait biometric system in order to solve the person identification problem. The standard statistical metrics are used to evaluate the robustness of each classifier in the biometric field. We have applied N -fold cross validation technique which uses Leave one out method to validate the classification results. The following algorithm 5 explains the working principal of N-fold cross validation technique. We have plotted the misclassification error rates for each classifier. The best classifier can be declared as a distinct clear cut winner if the mean is less and standard deviation is also less on misclassification error rates after obtaining cross-validation results. The advantage of cross validation is to avoid the random portioning of original dataset and each subset partition is sequentially used for both training and validation which maintains the overall variability of the original data set without any loss of generality.
Algorithm 5: N-fold cross validation technique
Input: Entire population of feature vectors Output: Best classifier with less mean and less std.
Step 1: The original sample of 34 subjects is divided into subsamples with equal data size. Here = 9 for each gait speed changing from 2km/hr to 10km/hr.
Step 2: The can be represented as [ , ,. . . ] where a single subsample used as a test data and remaining 1 samples considered as training data.
Step 3: Apply Leave one out method for
, … .
Probabilistic Classifier
Accuracy (%) using polygon area Step 4: repeat the step 3 for times where each subsample is used as the validation set exactly once.
Step 5: Obtain 9 misclassification error rates for each classifier.
Step 6: Calculate the mean and standard deviation of 9 misclassification error rates.
Step 7: If mean is less and standard deviation is less then declares the classifier as the Best classifier. Table 10 . Polygon coefficient values obtained for a single subject using polygon area Table 11 . Polygon coefficient values obtained for a single subject using convex hull area
The polynomial coefficient values of a single subject (depicted in table 10 and table 11 ) are provided for the better understanding of polynomial based distance metrics. The Fig.13 illustrates the misclassification error rates for the Naïve Bayes' classifier using the polygon area as well as the convex hull area. It is well understood from the graph that the convex hull area gives less misclassification error rate as compared to the polygon based area. This result has been obtained by the N -fold cross validation with leave one out metric, where N = 9 (in our case). The following table 12 shows the statistical metrics obtained for the Naïve Bayes' using both areas. figure 14 shows the misclassification error rates for the different distance metric based classifiers. It is clearly understood from the graph that the Mahalanobis distance provides the minimum misclassification error rate. We attribute this fact to the distance metric's incredible ability to consider the outliers and its apparent similarity with the Multivariate Gaussian Distribution. The Mahalanobis distance has emerged as the distinct clear winner in this case. The mean and standard deviation of misclassification error rates applied for the various distance based classifiers using convex hull area has been shown in Table 13 . It has been observed in the cross validation technique that in few cases the classifiers with the highest standard deviation provide a larger variance around the mean. Due to given heterogeneous nature of the data and the inherent bias introduced by the N-fold cross validation technique, we observe that at some speeds the best classifier performs extremely well whereas at other speeds less promising results have been obtained. In Fig.16 shows the ROC space analysis for the Naïve Bayesian classifier. The line = often dubbed as the line of no discrimination has been drawn to show the performance of any random classifier which has an equal TPR (True Positive Rate) and FPR (False Positive Rate). Therefore any classifier which has its operating point on the line works no better than a random classifier. A classifier above the line can be dubbed as an optimal classifier and a classifier which is below the line is acting as a sub-optimal classifier. In the Naïve Bayes' example using both the convex hull and the polygon based area, we acquire a classifier which lies above the line of no discrimination. In Fig.16 ROC space for the Naïve Bayes classifier has been illustrated where convex hull area proves to be a better in comparison to the polygon based area. The ROC space for the Distance based classifier and polynomial based classifier has been shown in Fig 17 and Fig.18 . It can be inferred from these graphs that the Mahalanobis distance metric is the only optimal classifier and the rest construct a sub-optimal cluster below the line of no discrimination. 
Features

ROC Curve Analysis
We have plotted the ROC curve for the Naïve Bayes' classifier using different thresholds; the optimal operating point for each classifier has been discussed in earlier figures of the ROC space analysis. Fig. 19 represents the ROC curves for the Bayes' classifier using the polygon and convex hull area. The convex hull area gives better performance in comparison to the polygon area; hence, the Naïve Bayes' classifier for the convex hull area is the clear winner in this regard. The Fig. 20 shows the ROC curve for the distance based metrics. It represents the various thresholds and the corresponding rates of TPR and FPR. The Mahalanobis distance shows the best classification results above the line of no discrimination. Therefore, it is an optimal classifier. It is intriguing to notice that the curve of Mahalanobis is almost similar to Naïve Bayes' using convex hull area. This can be attributed to the fact that we have used different thresholds for them which are introducing a natural bias. The comparison of the three best classifiers has been depicted in Fig.21 using the three different classification techniques. The convex hull using the Naïve Bayes' rule, the distance metric using Mahalanobis distance, and the polynomial based distance metric using the Mahalanobis distance has been experimentally proved as the best classifiers. Fig. 21 . Comparison of ROC curve for three classifiers
CMC results for all the classifiers
The Fig 22 shows the CMC curve for the different polynomial based classifiers. The CMC for the Naive Bayes' rule has been depicted in Fig 23. The Fig. 24 represents the CMC curves for distance based metrics. It shows the ranks vs. the scores where the scores in this case is the number of times the correct result has come at the top and this is denoted by rank 1. The number of times the correct result has come within top 2 is included in rank 2 and this process continues to achieve different score results. Therefore, the number of ranks indicates the number of classes (in our case 34) and the score of the last class is always equal to one. The scores have been normalized on a scale of [0, 1] . In this analysis, the Since all the three classifiers are base learners or weak learners they can be definitely combined together using ensemble learning paradigms like bagging, boosting and stacking. This should improve the efficacy of the classification results at the cost of increased Computational Complexity, which usually entails such a process. In our case, since all the classifiers are heterogeneous and diverse, they can be ensembled together in a learning model, which has a greater generalization to unseen testing data. However, care must be taken to design the model in such a way that the over fitting is minimal. For this we propose to use stacking with a weighted majority voting to combine the different classification results in order to produce a unique result. Hence, this will result in the creation of a meta-model for the combination of different classification results, which will induce greater diversity in the hypotheses space such that it is able to model the target function better. In order to perform experimental comparison, no sufficient literature is found which uses our set of features or anything closely related to our approach. The only existing work which is even remotely to our present work has been found in Nixon et. al. [29] . They have proposed a gait recognition technique using area based metrics which uses area based masks to extract the features. Though we are implicitly using the area masks by hierarchically defining the regions of interest for feature extraction, but still it is quite a far cry from their approach. But for reasons of scientific completeness and soundness we have juxtaposed our results in Table 18 using our best results achieved by Bayes' decision rule.
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Conclusion and Future work
Human identification using computer vision based technique is indeed a complex problem by nature. Different covariates drastically affect a person's walking pattern which leads to incorrect results in person identification problem. In our research work, we have attempted to provide a feasible solution for human recognition system using possible speed invariant features. The human body has been divided into two parts on the sagittal plane and then feature extraction is carried out in a hierarchical fashion using the area of the polygon and convex hull which is formed by the head, arm and leg motion respectively. We employed a slew of distance metric classifiers together with Bayes' decision rule in order to examine the validity of the projected features. It has been observed that the Mahalanobis distance provides a promising classification result which is rather marginally better than the Naïve Bayes' rule for the calculation of convex hull area. A novel approach for classification using polynomial based distance metric has been proposed to model the system using possible speed invariant features. It has been investigated experimentally that a polynomial equation of 5 degree represents the best fit for each independent feature. Therefore, it is required 204 distinct equations to model the entire training set of 34 subjects with six possible features. Finally, the performance evaluation of all the classifiers has been illustrated using statistical metrics such as Receiver Operating Characteristics (ROC) curve and CMC (Cumulative Matching Curve), the misclassification error rate was calculated after performing N-cross validation technique on all the classifiers. The drawback of our system model is limited to speed invariant human identification problem which might be infeasible to recognize humans correctly on changing other covariate factors. We have used swing area as a measure of the features which are invariant in the sense that they are carrying unique characteristics for a person at different speeds. We propose to apply Principal Component Analysis (PCA) to reduce the curse of dimensionality problem in high dimensional feature space. This Eigen Space Transformation (EST) will provide greater insights into the interconnections of the features and its possible connotations. In the track of classification methodology, Artificial Neural Network with multilayer perceptron could be applied to solve the uncertainty difficulties in person specific gait signal affected by external and internal factors.
