Abstract. Considered are numerical integration schemes for nondissipative dynamical systems in which multiple time scales are present. It is assumed that one can do an explicit separation of the RHS "forces" into fast forces and slow forces such that (i) the fast forces contain the high frequency part of the solution, (ii) the fast forces are conservative, and (iii) the reduced problem consisting only of the fast forces can be integrated much more cheaply than the full problem. The fast forces are allowed to have low frequency components. Particular applications for which the schemes are intended include N-body problems (for which most of the forces are slow) and nonlinear wave phenomena (for which the fast forces can be propagated by spectral methods). The assumption of cheap integration of fast forces implies that the overall cost of integration is primarily determined by the step size used to sample the slow forces. A long-time-step method is one in which this step size exceeds half the period of the fastest normal mode present in the full system. An existing method that comes close to qualifying is the "impulse" method, also known as Verlet-I and r-RESPA. It is shown that it might fail, though, for a couple of reasons. First, it suffers a serious loss of accuracy if the step size is near a multiple of the period of a normal mode, and, second, it is unstable if the step size is near a multiple of half the period of a normal mode. Proposed in this paper is a "mollified" impulse method having an error bound that is independent of the frequency of the fast forces. It is also shown to possess superior stability properties. Theoretical results are supplemented by numerical experiments. The method is efficient and reasonably easy to implement.
Introduction.
We consider the numerical integration of systems of special second-order differential equations with multiple time scales such as those arising from N-body problems and from the spatial discretization of partial differential equations describing wave phenomena. More specifically, we assume that the system has the form
where M is a diagonal mass matrix and the RHS force vector is explicitly split into two parts, the first part being a gradient and contributing fast modes to the motion and the second part not containing any fast modes. More precisely, the first term is fast in the sense that M −1/2 WM −1/2 has some large positive eigenvalues, and the second term is slow in the sense that −M −1/2 F q M −1/2 has only small eigenvalues. The first term is allowed to have eigenvalues of small modulus. If F (q) is a gradient −U q (q), our system is a Hamiltonian system and we ask then that our integrator be symplectic [12] .
In special cases where W (q) has the form 1 j g j (q) 2 , it is possible to consider imposing constraints g i (q) = 0 thus obtaining reduced variable dynamics. This can be justified by averaging arguments, which often involve the addition of terms to the differential equation in order to account for things that do not average out to zero, e.g., [3] . The computational costs of computing these additional terms and of imposing the constraints can be considerable.
We study in this paper a less radical approach based on approximation of the full dynamics. Many of the interactions that constitute the collection of forces in a given physical problem can be permanently classified as fast or slow. For interactions of variable speed, it may be computationally efficient to split them artificially into fast and slow parts [14] . The idea behind the division into −W q (q) + F (q) is to sample terms of F (q) infrequently and incorporate them into a reduced problem involving W (q). We define a long-time-step method to be one that samples the slow force at time increments greater than half the period 1 of the fastest oscillation in the system. The reduced problem might be solved analytically or it might be solved by a numerical scheme using shorter step sizes, in which case the overall method is a two-time-step scheme. This idea might, of course, be applied recursively-the reduced problem itself can be solved with a not-quite-as-long-time-step method, and so on, resulting in a hierarchy of step sizes. The fast/slow splitting is worthwhile only if the cost of integrating the reduced system is much less than the cost of integrating the whole system. This could happen for either or both of the following reasons.
1. The bulk of the force calculation involves interactions that are slow, which is the case for molecular dynamics and other N-body problems. Also, it might be noted that the fast interactions tend to be local in space so that in a parallel implementation, slow interactions are likely to be those that require the most communication. 2. The cost of integrating the reduced system for long step sizes is not much greater than the cost for short step sizes. This is the case if the reduced system can be solved analytically, for example, using spectral methods. One potential candidate for long-time-step integration is the Verlet-I/r-RESPA impulse method [7, 15] , but in practice it seems to qualify only as a medium-time-step method. In this paper, we explain the poor behavior of the impulse method by an analysis of its stability and accuracy. We also propose a nontrivial improvement of the impulse method that we call the mollified impulse method, for which superior stability and accuracy is demonstrated. Numerical evidence is also provided.
The impulse method can be expressed using the Dirac delta function as the following approximation:
a formulation first published in [17] . Hence in the so-called endpoint version, a step n → n + 1 of the method can be described, with p = M (d/dt)q, as follows:
kick add (h/2)F (q n ) to p n to get p + n ; oscillate use the h-flow of (d/dt)p = −W q (q), (d/dt)q = M −1 p to advance from (p + n , q n ) to (p − n+1 , q n+1 ); kick add (h/2)F (q n+1 ) to p − n+1 to get p n+1 . Note that the force F (q n+1 ) at the second kick of the current step coincides with the force at the first kick of the next step; hence there is really one impulse at each step point t = nh. The impulse method is derived as a multiple-time-step (MTS) method in [5, 7] , but these writings express little enthusiasm for the method because of the possibility of resonance if the period h of the impulse should happen to coincide with a natural frequency of the reduced system M (d 2 /dt 2 )q = −W q (q). The resonance is demonstrated experimentally in [1] . Also, molecular dynamics experiments in [4] seem to indicate that the step size has to be less than the resonance value, which is 9-10 fs for fully flexible classical mechanics models of molecules. Other experiments [6, 8] show the inferiority of the impulse method (Verlet-I) in a Langevin dynamics setting, in which a random noise term and a balancing damping term are added to Newton's second law of motion. The restriction hΩ < 2π is assumed in [18] for all frequencies Ω present in a Poisson series. In sections 2 and 6 of this paper it is shown that the impulse method is not uniformly convergent-it undergoes an order reduction from two to one in positions and from two to zero in velocities as h approaches 2π/Ω. A much smaller limit on the step size, however, is suggested by other computational experience with the impulse method [9, 16] , in particular, a step size of less than 5 fs is needed in molecular dynamics to prevent energy growth. Moreover, recent experiments on a large molecular system [2] show that for step sizes of 6 to 7 fs the energy growth is less severe than for 5 fs. We give in this paper a linear analysis that reveals instability for step sizes just less than half the shortest period of any normal mode. This instability can produce exponential energy growth as time increases, regardless of how soft the slow forces are. In technical terms, the impulse MTS method is only "weakly" stable for long step sizes. In conclusion the impulse method is not a long-time-step method in the sense we defined above; i.e. it cannot operate successfully when sampling the slow force at time increments greater than half the period of the fastest oscillations in the problem.
It is very important to emphasize that we assume that, in the impulse method,
p is solved either analytically or with "short" step sizes. This implies that the method is keeping track of all the fast scales present in the problem and, in particular, would be exact in the absence of slow forces. Its shortcomings may therefore come as an unpleasant surprise.
The enhancement that we propose for the impulse method involves modifying the strength of the impulses F (q n ) to become A q (h; q n )
T F (A(h; q n )). Evaluation of F at A(h; q n ) represents an averaging; F (A(h; q n )) is expected to be a better description of the quickly varying F (q(t)) than the values of F at step points used by the impulse method. The transpose Jacobian A q (h; q n )
T compensates for the effect of treating the slow force as an impulse (see the opening example in section 2). Different choices of the averaging operator A(h; q n ) are possible and lead to different numerical methods.
As is the case in the impulse method, the method suggested here uses an "exact" integration of the reduced problem (d/dt)p = −W q (q), (d/dt)q = M −1 p and would be exact in the absence of slow forces. This is at variance with the situation for other conceivable methods that would use averaging of the reduced problem in order to avoid keeping track of the fast oscillations. In the method suggested here averaging is only performed to incorporate the slow forces into the (unaveraged) fast dynamics.
Numerical tests confirm that the modification to the impulse method suggested here yields a dramatic improvement. For the modified methods we obtain a bound on the "global error"-the error after many long steps on a predetermined time interval. Under the assumption that W (q) is a semipositive definite quadratic form, we prove second-order accuracy for positions and first-order accuracy for momenta, with error bounds that depend only on the "reduced" energy
and derivatives of F (q) and not on derivatives of W (q). The independence of the bounds on derivatives of W (q) implies that, provided that the reduced energy is kept bounded, it is possible to apply the method with a given time-step h to faster and faster problems without impairing the accuracy. A bound for p and q in terms of the energy implies less relative accuracy for higher frequencies, because, for a given value of energy, the amplitudes of high frequency modes must get closer to zero as the frequency gets higher. For frequencies of order O(h −1 ) only first-order relative accuracy is attained by the suggested methods, and for frequencies of order O(h −2 ) or greater no relative accuracy is attained. Hence for high enough frequencies, the suggested methods do not resolve their contributions. If such frequencies are present, we might call the problem "stiff-oscillatory"; the suggested methods are then stiff-oscillatory solvers in the sense that they only resolve the oscillations that contribute with significant amplitudes.
Section 3 considers fixed-h stability as t → ∞. If Wwere absent, the method would reduce to the Störmer/leapfrog/Verlet method and stability would be ensured for hω less than 2, where ω 2 is the spectral radius of −F q . Ideally, this same stability restriction would still suffice with h 2 Wpresent. A stability analysis is presented for a problem with two degrees of freedom where both Wand −F q are symmetric semipositive definite matrices. We study for various averaging operators how the stability depends on hΩ 1 , hΩ 2 , and hω where Ω 2 1 and Ω 2 2 are the eigenvalues of W. We discover that ideal stability is achieved only for rather special averagings, which are generally not easy to implement. The generally more practical averagings suggested in the next section all exhibit instabilities in at least some-very narrow-regions of parameter space even for arbitrarily small hω. The simple impulse method has an especially large number of instability regions, whereas the method we call "LongAverage" is unstable in considerably fewer situations. LongAverage has instabilities when the sum hΩ 1 + hΩ 2 is approximately some positive integer multiple of 2π. The instability is present only if the slow force creates a coupling between the two high frequencies. A cheaper method we call "ShortAverage" and a method we call "LinearAverage" suffer for an instability similar to that of LongAverage and are also unstable when hΩ 1 or hΩ 2 is near some odd multiple of π. The hapless (unmodified) impulse method and ShortAverage suffer from the instabilities of Short-and LinearAverage and are additionally unstable when either hΩ 1 or hΩ 2 is near some positive integer multiple of 2π. ) For nonlinear problems, for which the analysis does not apply, we test numerically how effective these methods are and observe the effect of nonlinearity in ameliorating the stability problems. Nonlinearity helps to stabilize but not always enough. However, slight changes in the step size can effect a dramatic improvement. In many practical situations it should be possible to avoid instabilities through a knowledge of the values of the high frequencies present in the problem.
In molecular dynamics, W (q) corresponds to bonded interactions and possibly the "short-range parts" of nonbonded interactions. These are by no means quadratic; however, on a time interval in which the system stays within the basin of a local minimum of W (q), there is a symplectic change of variables such that W (q) is nearly quadratic. Moreover, there is empirical evidence [19] of harmonic behavior over time scales approaching several hundred femtoseconds.
The paper has been organized so that the information required to use the methods is presented first and the more theoretical material appears toward the end. The sections are as follows:
2. description of the algorithm, 3. stability for fixed step size as t → ∞, 4. accuracy, 5. derivation of the method, 6. error bounds and convergence, and 7. stability analysis.
The mollified impulse method.
In the impulse method and its improvements, there are two natural ways to formulate the algorithm:
1. midpoint version: oscillate half way; kick; oscillate half way. 2. endpoint version: kick half way; oscillate; kick half way. We focus on the latter, which has two advantages.
1. Computational efficiency. If the endpoint idea is applied recursively, it results in an algorithm in which all faster forces are being computed whenever slower forces are computed. In cases where a fast and a slow force are created artificially by splitting a force of variable speed, only a little extra work is needed to get both the fast and the slow part of such force. Also in a parallel message-passing computational environment, the number of messages communicating positional coordinates is reduced. 2. Convenience. The simplest schemes for attempting to interpolate slow forces require data only at the two endpoints. As pointed out in the introduction, the suggested method is obtained from the simple impulse method, described after equation (1), by replacing the impulses
. By means of a simple example, we explain why we need to mollify the force by multiplying by A q (h; q n )
T . The differential equation
where Ω 1, describes the displacement of a unit mass subject to the pull of a stiff spring held fixed at the other end and to the pull of a constant force F . For simplicity assume initial values q(0) = 0 and p(0) = 1. Numerical integration by the impulse method with step size h incorporates the slow force F by adding a term 1 2 hF to the momentum at the beginning and at the end of every step. Suppose though that h has been chosen so that hΩ = 2π. Between the impulses the reduced problem (d 2 /dt 2 )q = −Ω 2 q is integrated exactly; and because any solution of this problem has period h = 2π/Ω, the result of integrating will be to leave the value of p and q exactly unchanged. Hence each complete step adds hF to p and leaves q unchanged. This happens to be correct for q but not at all for p. The correct solution is
and has the constant value 1 at integer multiples nh of h. Equation (2) shows that, in the true dynamics, the effect F is mollified by multiplication by Ω −1 sin tΩ. The action of A q (h; q n )
T on the force can be seen not only as a mollification but also as a filter damping some components of the force. Different averaging procedures give rise to different filters. This point of view is taken up in section 5.
In order to find the average A(h; q n ), we use an interpolation, and there is flexibility in how this is done. Let φ be a basis function for interpolation on a mesh consisting of all integers so that n φ((t − nh)/h)g n is the interpolant of data g n on a mesh of spacing h. Consistency requires that
which, by standard Fourier analysis techniques, can be easily shown to imply
There are three interesting simple choices of φ:
Note that the initial momentum is zero and that only fast forces are integrated. We define
In Short-, Long-, and LinearAverage and in other potentially useful choices, φ is an even function and the average reduces to The mollified method also requires the Jacobian matrix
h b(µh; q n ) with respect to q n . This means that at the same time we compute the average we have to compute derivatives of the average. We emphasize that, at each value of n, the auxiliary integration is only used to compute the mollified impulse. Once the impulse has been added to the momentum, the averaged position and its Jacobian matrix are discarded and the main integration is continued from q n , which has not changed at all during the auxiliary integration.
To solve the auxiliary averaging problem, we should use exactly the same method, analytical or numerical, as that used to integrate the reduced problem (between evaluations of the slow force). For example, suppose that we are using the Verlet/leapfrog/Störmer method with a small time step δt. Then the calculation of the average and its Jacobian matrix should be done as follows:
initially:
p := 0; p q := 0; q := q n ;:= I; b := 0; b q := 0; t := 0; step by step:
We compute step by step until we reach a value of t such that φ(t/h) is zero at this value and remains zero for larger values of t. For example, for LongAverage this means getting the value b(h + and stop at t = h.) Note that in this setting ShortAverage is cheaper than both Long-and LinearAverage. Note also that we compute derivatives of the numerical solution rather than numerically solving the variational problem.
Evaluating W(q)is not as difficult as it might seem. One needs to make fairly generous use of the chain rule. For example, if we can write a 2-body interaction as
then we can separately program (i) the first and second derivatives of the scalar function χ and (ii) the gradient and Hessian of r 2 − r 1 2 . For additional details see [10] .
An immediate question of practical (and theoretical) interest is, to what extent is it necessary to do the averaging integration as prescribed in this paper? Would it be almost as effective if, for example,
• the step size for the averaging integration was double that used for the reduced problem? • the averaging integration used only the fastest part of −W q ?
• the averaging integration used a lower order of accuracy?
3. Stability. We study numerical stability for a system of three springs in twodimensional physical space: the first spring of stiffness Ω 2 1 is fixed at the left at (0, 0) and is attached at the right to a unit mass, the second spring of stiffness 1 2 joins the first unit mass to a second unit mass, the third spring of stiffness Ω 2 2 is attached at the left to the second unit mass and fixed at the right at (0, 3). All three springs have unit length in the absence of forces. The choice of the stiffness of the slow spring is such that, when Ω 1 = Ω 2 = 0, the system has an angular frequency ω = 1 leading to a stability restriction h = hω < 2 for the Verlet method. In molecular dynamics, typical values for the step size in the Verlet method are those for which h times the fastest frequency is in the range 1/6 to 2/3 (which corresponds to a step size in the range 0.25-1 fs).
The problem is nonlinear with four degrees of freedom. However, if the initial displacements and momenta have no vertical components, then the problem is linear and only has two degrees of freedom. In this linear case, the only considered until further notice, stability can be investigated by using the results of section 7. If the positions of the two masses are expressed as (1 + q 1 , 0) and (2 + q 2 , 0), the dynamics are given by (27) with α i = 1 2 and β = − 1 2 . According to Lemma 4, stability of the numerical solution depends on the three parameters Γ 1 = hΩ 1 , h, and Γ 2 = hΩ 2 . Probably the most useful way to visualize matters is to plot for given values of h the boundaries of those regions in Γ 1 -Γ 2 parameter space for which the numerical solution is stable.
Stability is determined by the four eigenvalues of the propagation matrix. These eigenvalues approximate the two frequencies present in the system. For small enough step sizes h, the eigenvalues are two complex conjugate pairs with unit modulus. As h increases, the eigenvalues can coalesce and move off the unit circle of the complex plane. Hence boundaries of stability regions are characterized by eigenvalues having multiplicity greater than 1. Three possibilities for instability are identified by Lemma 5: type 1 instability is caused by the coalescing of imaginary eigenvalues at a point = ±1 and their subsequent movement off of the unit circle. This can occur when the sum hΩ 1 + hΩ 2 is near some positive integer multiple of 2π. type 2 instability is caused by the coalescing of imaginary eigenvalues at −1. This can occur when either hΩ 1 or hΩ 2 is near some odd multiple of π. type 3 instability is caused by the coalescing of imaginary eigenvalues at +1. This can occur when either hΩ 1 or hΩ 2 is near some positive integer multiple of 2π. Boundaries of the instability regions satisfy (29)-(31) of section 7. These equations can be used to plot instability regions. Our plots are for the typical value h = 1 2 . It is shown in section 7 that regions of type-1 instability are present for all four methods (impulse, LongAverage, ShortAverage, and LinearAverage). However, LongAverage is the only one of the four not exhibiting other types of instability. Hence it is attractive as a practical method, and it is interesting to examine its instabilities. The most important instability region in the Γ 1 -Γ 2 plane is the one near the line from (2π, 0) to (0, 2π). It is the first that we encounter as we increase the step size with given Ω 1 , Ω 2 and is the widest; it is shown in Figure 1 for Γ 1 > Γ 2 (the region is symmetric in Γ 1 , Γ 2 ). Figures 2 and 3 show closeups from one end of the region near Γ 2 = 0 where it is a strip of width approximately 0.1 and from the other end near (π, π) where the strip has a width of around 3 × 10 −7 . Figure 4 is a three-dimensional plot of the spectral radius of the propagation matrix.
A three-dimensional plot for the spectral radius of the ShortAverage propagation matrix is given in Figure 5 . The type-2 instability region shows up well, but the mesh used for plotting is too coarse to reveal the type-1 instability region. Not unexpectedly, one can increase the step size further for LongAverage than for the other methods before the first instability region is encountered. It is shown in section 7 that for the Γ i less than π, the stability threshold for the hω i is uniformly 2. For the other methods as the Γ i approaches π, the stability threshold for the hω i goes to 0.
How might we, in practice, cope with the possibility of instability? For molecular dynamics it is worthwhile to customize numerical methods because these simulations often run for months and because the properties of molecules do not change. Hence it seems reasonable to determine the high frequencies and then choose h to avoid regions of stability. We also can and should monitor the simulation to guard against instabilities. For applications where spectral methods are being used, it follows from the analysis of type-1 instability in section 7 that we can easily create a method without regions of instability.
We supplement the study of the stability regions with numerical experiments to get some idea of the strength and robustness of the instabilities. In all simulations in this paper, the reduced problem and the auxiliary problems are integrated by the leapfrog-Verlet method as described in section 2. We do long-time integrations with h = 1 2 with the impulse method, the (more stable) LongAverage method, and the (cheaper) ShortAverage method. We select three different sets of stiffnesses chosen to give each method a chance to display its worst behavior, using parameter values determined in Propositions 1-3. The first set (see Proposition 1) are for
with initial horizontal momenta of 0.5 and −0.5 for the first and second particles and with zero initial potential energy. Figure 6 shows an exponential growth of the error in energy as a function of time for h = 1 2 . It also shows the error when h is slightly reduced leaving Ω 1 and Ω 2 unchanged. Figure 7 shows what happens when we produce slightly two-dimensional movement of the springs by choosing initial velocities having an angle of π/48 with the horizontal axis. This yields a nonlinear problem which still exhibits exponential energy growth. Notice that with two-dimensional movement the potential is not defined if a spring length becomes zero, which accounts (we think) for the differences with one-dimensional movement. Figure 8 shows that stability is achieved when a more two-dimensional initial condition is imposed by setting the angle between the horizontal axis and the initial momenta equal to π/12.
To illustrate instabilities of types 2 and 3, it suffices to use a two-spring problem obtained from our three-spring problem by setting the stiffness of the third spring to be zero. (The stability analysis of section 7 applies if Ω 2 = 0.) For the following computations we revert to one-dimensional initial conditions.
To get instability of type 2, we choose (see Proposition 2) Figure 9 shows growth of errors in energy for ShortAverage but not LongAverage.
To get instability of type 3, we choose (see Proposition 3) Figure 10 shows the growth of errors in energy for Impulse and for ShortAverage but not for LinearAverage nor LongAverage.
4. Accuracy. Section 6 gives a detailed error analysis for the case of linear fast forces, whose results have been summarized in section 1. Here the error analysis is supplemented with numerical experiments on simple but representative nonlinear problems. Again we focus on the Impulse and LongAverage methods and to a lesser extent the ShortAverage method. We use as a test the (nonlinear) two-dimensional spring system described at the beginning of section 3, but we set the stiffness of the third spring equal to zero, which amounts to using a system comprising only the first and second springs. Figure 11 shows for Impulse the maximum error in position versus Ω 1 for each of step sizes h = this maximum error ≈ 0.03 occurs at Ω 1 ≈ 8π. This shows a degraded accuracy when hΩ 1 is near 2π and, furthermore, that the maximum position error (over all possible choices of Ω 1 ) exhibits an O(h) behavior. This is an order reduction of one unit from the expected order 2. Figure 12 shows the error in position for LongAverage. The time interval is now longer, of length 16. Halving the step size from A comparison of the accuracy of the three methods, Impulse, ShortAverage, and LongAverage, for h = 
A derivation of the method.
We do the derivation in two stages: first, we narrow the set of possibilities by requiring that the scheme be symplectic in the case where the slow force is also a gradient F = −U q ; second, we aim for the greatest possible accuracy.
The basic requirement of a long-time-step method is to evaluate F sparingly, so we want to make the best use of each such value. Instead of merely using p + n = p − n + hF (q n ), we seek something of the form
where A(h; q n ) represents an averaging and where mollify produces a softening of the force that more accurately represents the integration of the force into the momentum; cf. (2) . These averaging and softening operations are allowed to involve considerable work if the slow forces are expensive to compute. The substep (p − n , q n ) → (p + n , q n ) is by itself symplectic if the complete mollified force has a symmetric Jacobian matrix, which is equivalent to it being a gradient. The only obvious way of achieving this, assuming that F = −U q , is by having (h; q n ) )) q . If we generalize this to nonconservative forces, we have the algorithm that follows: We begin a step with q n , p n , and g n = F (A(h; q n )) given to us. Then we compute
The integration of the reduced problem is assumed to be done either exactly or by a symplectic numerical method. In the belief that the mollification A q (h; q n+1 ) T is more critical than the averaging (for instance averaging does not help if the force is constant), we proceed by determining the best choice for A q (h; q n+1 )
T . The aim is to incorporate the available force values g n not as impulses hδ(t − nh)g n but in a more continuous fashion. Ideally we would generate continuous slow forcing functions by interpolation using basis functions φ((t − nh)/h), meaning that we would integrate the system
where g n = F (q(nh)). This is, however, hopelessly implicit and costly in computer time. We derive a much more practical algorithm that involves the integration at every step of an instance of the following closely related Hamiltonian system for the extended set of variables (p, q, b, g):
Note that in the first equation g contributes to increasing p in a continuous fashion.
On the other hand, in any time interval, the increase in b (the variable canonically conjugate to g) is an average of q. The time-dependent Hamiltonian function is
We assume the use of the same symplectic integrator for this problem 3 as for the whose form implies some very mild assumptions on the integrator. For negative values of t one uses the inverse of the positive flow, which for a reflexive numerical integrator means using the given method with negative h (but for a nonreflexive numerical integrator means using the adjoint method with negative h).
With adequate notation now in place, we present the derivation of the mollified force. Suppose that we have just computed p − n and q n , and we wish to incorporate φ( t−nh h )g n into the solution with minimal loss of accuracy. Assume that φ(s) = 0 for s < −µ and s > ν for some positive integers µ, ν. The best we can imagine using for p
where
Note that in (5) one integrates forward with the force g n incorporated and backward without g n . The effect of the backward integrations is compensated when flowing forward (rotating) with the reduced flow; hence using (5) for p + n in a kick-rotate-kick algorithm is equivalent to integrating with the term φ((t − t n )/h)g n added to the fast forces.
Therefore, the goal is (6) where the last term is simply a rewriting of p − n . We want this to be independent of p − n , so we approximate z (6) . Then to obtain the form of the LHS of (6), we linearize with respect to g n , obtaining
where Z(t) = Z(t; q n , 0, 0). The possibility of satisfying this equality is justified by the lemma that follows, which directs us to choose
Lemma 1. We have that
Proof. Because Z(νh + µh; Z(−µh; q, 0, g), g) = Z(νh; q, 0, g),
. (7) Similarly Z(νh + µh; Z(−µh; z, 0), 0) = Z(νh; z, 0) implies (8) and Z(−νh; Z(νh; z, 0), 0) = z implies
Putting together (7), (8) , and (9), we have
From the (1, 1)-block entry of this equation, we get
and from the (1, 3)-block entry we get
We have, in section 2, given the details of the mollified impulse method for the leapfrog integrator. In the remainder of this section we discuss two other cases:
1. analytical integration, for the special case of linear fast forces, and 2. integration by Rowlands' method [11] . The first of these provided the insights that originally motivated this method and is of practical interest if spectral methods can be used. The second of these is not only a particularly efficient numerical integrator, but it also illustrates that it is not always obvious how to do the averaging A without the systematic construction that has just been given.
For analytical integration we have, of course,
In the case of linear fast forces, W (q) is quadratic
If we assume also that W (q) has zero as its minimum value, then A = Ω 2 with Ω 2 symmetric semipositive definite, and it can be shown that there exists a vector q * such that
Note that q * is not normally given explicitly in the natural formulation of the problem and is generally underdetermined. The equations of motion are therefore
For theoretical purposes (at least) it is much more convenient if we work with the symplectically transformed system
In further discussion of the linear case, we work with the transformed system and omit the bars from our notation. We also assume when convenient that the positions and momenta have been orthogonally (and hence symplectically) transformed so that Ω 2 is a nonnegative diagonal matrix. For the transformed system (10) (with the bars now omitted), the flow is governed by
This formula can be used for the full system
to express its solution as
From this we see that
where Φ is the matrix
For the methods studied, the "filters" Φ are as follows:
We conclude this section with a brief look at the application of Rowlands' method [11, 10] to
The momentum update has the form
Taking into account the initialization g := 0, the equation for b becomes
a rather unexpected averaging of the q values! 6. Error bounds and convergence. This section demonstrates second-order accuracy for positions and first-order accuracy for momenta-uniform with respect to the fast force-for the mollified impulse method applied to the case, equation (11), of linear fast forces. Also given are examples of the order reduction of the impulse method and of why we need not only to mollify the slow force but also to average the position values at which this force is evaluated.
The error analysis assumes that in the Euclidean norm F (q) has a Lipschitz constant L 1 , that F (q) is bounded by L 0 , and that F q (q) has a Lipschitz constant L 2 . We assume (3) , that φ(s) vanishes for |s| > 1 and that φ(−s) = φ(s). The analysis also requires bounds on φ(s). For simplicity we assume
a bound which is satisfied by all three basis functions that have been explicitly mentioned. Larger bounds on φ(s) lead merely to larger bounds on the error. The bound we obtain is in terms of the "reduced energy"
Theorem 1. Let t = nh. Under the preceding hypotheses, the global error of the mollified methods satisfies
Before we prove the theorem, we discuss some counterexamples. First we note that the example around equation (2) shows that for the impulse method it is not possible to bound p n − p(t n ) by Ch with the constant C depending onĤ, L 0 , L 1 , L 2 , and t as in (15) . Hence the impulse method undergoes an order reduction in p from 2 to 0.
Next we consider the three-spring system of section 3 with one-dimensional initial conditions and Ω 2 = 0. We denote by P and p the (horizontal) momenta of the first and second masses and by 1 + Q and 2 + q the corresponding abscissae. As Ω 1 → ∞, the frequencies in the system are
As h is reduced in the numerical methods, we increase Ω 1 so as to keep
Assume that we integrate either with the impulse method or with a method that is mollified with the Short, Long, or Linear filters but where no average is done to evaluate the force (i.e., with a method using the force A q (h; q n ) T F (q n )). In this setting, it is easy to check the following points.
(i) The numerical value of Q n does not change along the integration, i.e., Q n = Q 0 . (ii) The variables χ n = Q n − q n and p n obey the equations
These coincide with the Verlet discretization of the systemṗ = − 1 2 χ,χ = p (a single spring with angular frequency √ 2/2). We choose the initial condition so that the solution is the eigenmode
cos Ω + t.
Note that the energy in this solution remains bounded as Ω 1 → ∞. In view of (17) and (16) , in the true solution q(t) = O(h 3 ). However for the numerical solution, (i)-(ii) above and the convergence of the Verlet method imply
Hence q n is an error by an O(h) amount. We conclude that the impulse method undergoes an order reduction in q from 2 to 1. Furthermore, mollification without averaging inside F is not sufficient to ensure an O(h 2 ) bound like (14) . A similar counterexample, involving the same spring system, can be constructed to show that the O(h) bound in (15) cannot be improved to become O(h 2 ). We now prove Theorem 1. We first need a discrete Gronwall lemma appropriate for special second-order ordinary differential equations.
Lemma 2. Let
Moreover,
Proof. The inequality (18) is majorized by the solution of
A lengthy calculation shows the solution to be the RHS of inequality (19) . It can be checked fairly easily by induction using the fact that (ρ − 1) 2 = ηρ. We have
Then by computing the sum on the RHS of (19) and using (ρ − 1) 2 = ηρ, we get
Now we are equipped to obtain a bound on the global error in terms of quadrature error.
Lemma 3. The global error satisfies
where σ p,n , σ q,n are the quadrature errors
The numerical solution defined by (4) satisfies
Summing (20) yields
The equation for ε n , n ≥ 1, is
where we have used (13) to conclude that Φ ≤ 1. Applying Lemma 2 leads to the upper bound given for q n − q(nh) . The equation for δ n , n ≥ 1, is
Proof of Theorem 1. Letting
Because of our assumption that φ(s) vanishes for |s| > 1 and that
By comparison
where we have used the fact that
It remains to bound σ 4 n , so we write
To bound τ 5 j , we write
from which we get
It remains to bound τ 6 p,j . We have
Also, we have that
This last quantity satisfies
Therefore,
The last of these admits the bound
For 0 < j < n we have τ 8 p,j = 0 because it is the integral from −h to +h of an odd function, and otherwise we have
Finally,
and similarly for the integral from −h to 0. This implies τ 7 j = 0. Combining (21), (22), (23), and (24) yields 
The theorem follows from (25), (26), and Lemma 3 using the fact that
7. Stability analysis. Here we provide the details that support the assertions in section 3.
We consider the two-degree-of-freedom linear problem
where, without loss of generality,
2 ) and
is assumed to be a constant symmetric semipositive definite matrix. To analyze stability, we need the characteristic polynomial of the matrix that propagates the solution and also the errors. Lemma 4. The eigenvalues λ of the error propagation matrix for integrator (4) applied to (27) satisfy
where S and D are given by
Proof. One step of the mollified impulse method (4) is given by
The error propagation matrix A is similar to
The lemma follows from a calculation of det(λI − A ) using Φ = diag(Φ(Γ 1 ), Φ(Γ 2 )), cos hΩ = diag(cos Γ 1 , cos Γ 2 ), and sin hΩ = diag(sin Γ 1 , sin Γ 2 ).
Recall that the filters are
Next we obtain necessary conditions for stability. Assume that the roots of (28) are less than or equal to one in modulus. Because their product is one, they must all be equal to one in modulus. Hence it is necessary that the quartic of (28) be factorizable as
where −2 ≤ a, b ≤ 2. Comparing this quartic with that of (28), we note that a and b must be the roots of
Hence it is necessary that D ≥ 0. Additionally, it is necessary that −2 ≤ −S ± √ D ≤ 2. This proves necessity of conditions 1-3; sufficiency is proved by a straightforward reversal of the preceding arguments.
For U= 0 the roots of (28) are all equal to one in modulus. What happens as Ugrows is that roots coalesce and then bifurcate off the unit circle. Where this happens determines which of conditions 1-3 is violated: type 1 instability occurs if D < 0 and is associated with the coalescing of imaginary eigenvalues at an imaginary point. The boundary of a type-1 instability region for fixed h is contained in the set of (Γ 1 , Γ 2 ) which satisfy The proposition that follows is the result of an attempt to find the worst possible case of type-1 instability. In the interests of brevity we do not prove that it is the worst case. First a lemma is needed. 
If Γ is not an integer multiple of π, then the spectral radius of the error propagation matrix is
Proof. Letting ∆ = The next proposition is the result of an attempt to find the worst possible case of type-2 instability. First a lemma is needed. Proof. The LHS of (28) factors as 
where Γ is an odd integer multiple of π, and let Γ 2 not be an odd integer multiple of π. Then the spectral radius of the error propagation matrix is
Proof. Letting ∆ = The result follows from Lemma 7.
