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We present an extension of a framework for simulating single quasiparticle or collective excitations
on top of strongly correlated quantum many-body ground states using infinite projected entangled
pair states, a tensor network ansatz for two-dimensional wavefunctions in the thermodynamic limit.
Our approach performs a systematic summation of locally perturbed states in order to obtain excited
eigenstates localized in momentum space, using the corner transfer matrix method, and generalizes
the framework to arbitrary unit cell sizes, the implementation of global Abelian symmetries and
fermionic systems. Results for several testcases are presented, including the transverse Ising model,
the spin-1/2 Heisenberg model and a free fermionic model, to demonstrate the capability of the
method to accurately capture dispersions. We also provide insight into the nature of excitations at
the k = (pi, 0) point of the Heisenberg model.
I. INTRODUCTION
At the center of condensed matter physics lies the prob-
lem of understanding the behaviour of strongly correlated
many-body systems. In low-dimensional models, strong
quantum effects lead to a wealth of interesting and at
times unexpected phenomena, yet also to extreme chal-
lenges in simulations and often make analytical treat-
ments infeasible. One of the most important concepts in
understanding physics in quantum many-body systems
is the idea of quasiparticles or collective excitations as
being the low-lying excitations on top of a strongly in-
teracting ground state [1]. Examples of such excitations
are quasiparticles made of combinations of particles and
holes in fermionic models, magnons as quanta of spin
waves in quantum magnets or phonons that determine
elastic responses in solids [2].
This description is not only useful for analytical meth-
ods [3], due to its simplicity that stands in sharp con-
trast to the extremely complicated strongly correlated
ground state wavefunctions in many systems, but also
leads to an intuitive description in the context of ten-
sor networks [4–8]. Matrix product states (MPS) [9],
a type of tensor network ansatz for (quasi) one dimen-
sional systems, have been widely used to simulate quan-
tum many-body ground states ever since the conception
of the DMRG method [10]. The quasiparticle concept
can also be directly applied to ground states encoded by
MPS, resulting in a powerful technique for the study of
excitations [4–6]. In this method, a summation over local
perturbations is performed in a systematic way to create
an excitation that is localized in momentum space. It
has been successfully applied in many contexts, such as
magnons in spin chains, spin and charge excitations in the
Hubbard model and even scattering states and topologi-
cally non-trivial excitations [11, 12]. An alternative tech-
nique to gain insight into the low-lying excitations with
MPS is to compute dynamical structure factors, which
has been used both in one dimensional systems [13–19]
as well on two-dimensional infinite cylinders [20–22].
Projected entangled pair states (PEPS) [23–25] (or
tensor product states [26, 27]) are a natural extension
of MPS to higher dimensional lattice systems. Similarly
to MPS, the PEPS ansatz can be applied in the ther-
modynamic limit, referred to as infinite PEPS (iPEPS).
Recently the quasiparticle-based method for simulating
excitations has been extended to iPEPS [7, 8], opening
up the possibility to study two-dimensional infinite sys-
tems. Since iPEPS cannot be contracted exactly and ap-
proximate contraction schemes are needed, the summa-
tion over real space perturbations constitutes significant
challenges. First applied in frustration-free Hamiltonian
models [7], yielding an accurate value of the gap in the
Affleck-Kennedy-Lieb-Tasaki model, the iPEPS excita-
tion ansatz has recently correctly reproduced the behav-
ior of the spin-1/2 Heisenberg antiferromagnet [8], where
the energy deviates from conventional linear spin wave
theory and the underlying physics is still debated [22, 28–
31].
In this paper we provide an alternative contraction
scheme to power the iPEPS excitation ansatz, based
on the Corner Transfer Matrix renormalization group
method (CTM) [32–34] that has been widely used in
iPEPS algorithms. The summations for the momentum
superposition are performed in a manner similar to the
variational optimization method in Ref. [35] by system-
atically keeping track of all relevant contributions in a
growing system until convergence. Furthermore, we ex-
tend the capabilities of the excitation scheme in multiple
directions: (1) arbitrary unit cell sizes, enabling simula-
tions of states with partially broken translational symme-
try; (2) the ability to enforce global Abelian symmetries,
which can be used to restrict excitations to certain sym-
metry sectors and greatly reduces computational cost and
lastly (3) fermionic systems.
We test our framework on several models, starting
with the quantum transverse field Ising model, in which
we show that the accuracy of the dispersions for field
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2strengths h = 2.5, 3 is in close agreement to the results
in Ref. [8]. Additionally, we study the behavior of the
second lowest excitation, which consists of two-particle
bound states that can also be captured by our approach,
as a function of the field strength. Then we move on to
the spin-1/2 Heisenberg model, with a special focus on the
spin wave anomalous point at k = (pi, 0) where we find
the dispersion to agree well with various numerical and
experimental results, and we provide local real-space vi-
sualizations of the excitations. Finally, we conclude with
a free fermionic model with an additional pairing term,
to demonstrate that in the gapped phase the dispersions
can be computed very accurately with a small number of
free parameters, and systematically approach the disper-
sion in the gapless phase.
II. EXCITATIONS IN IPEPS
A. iPEPS
In the iPEPS ansatz of the ground state wavefunction
of a two-dimensional quantum system, the O(dD4) vari-
ational parameters are contained in order-5 tensors A,
where d corresponds to the local Hilbert space of a single
site in the system, and the bond dimension D system-
atically controls the accuracy of the ansatz. By exploit-
ing translational invariance, iPEPS can describe states in
the thermodynamic limit with a single tensor. For states
with partially broken translational symmetry, where the
state is comprised of repetitions of a unit cell, different
tensors Ax are used for each site x = (i, j) in the unit
cell.
We use a highly precise ground state optimization al-
gorithm based on the ideas from Ref. [35] to obtain the
ground state A tensors, since the accuracy of the ground
state greatly impacts the accuracy of the excited states.
In practice the contraction of the network cannot be
performed exactly and approximate contraction schemes
are necessary. Here we build upon the Corner Transfer
Matrix renormalization group (CTM) [32, 34] method,
which approximates the contraction of iPEPS networks
by iteratively growing the lattice around a center site
and truncating the tensors that contain the environment
down to the most relevant subspace.
B. Excitation Ansatz
An elementary excitation, consisting of a single quasi-
particle localized in momentum space, can be approxi-
mately described by a perturbation of an iPEPS ground
state [7]. One of the ground state tensors A is replaced
by a different tensor B on a location x, which we write
as
|Φ(B)x〉 (1)
and picture diagrammatically in Fig. 1. Then the excited
. . .
...
...
. . .
Figure 1. Schematic picture of an excitation tensor in the
center of an infinite PEPS.
eigenstate with momentum k is obtained by a superpo-
sition of such states
|Φ(B)k〉 =
∑
x
eikx |Φ(B)x〉 . (2)
The computation of the energy of this state, where we
denote a local Hamiltonian term by Hn, is given by
〈Φ(B)k|H|Φ(B)k〉 =∑
x1,x2,n
e−ik(x1−x2)) 〈Φ(B)x1 |Hn|Φ(B)x2〉 . (3)
This requires a triple infinite sum, which can be reduced
to a double infinite sum by exploiting translational in-
variance of the ground state.
Optimization of the excited state tensors involves eval-
uating the various matrix elements of the effective norm
matrix
Nijk =
〈
Φ(Bi)k
∣∣Φ(Bj)k〉 (4)
where |Φ(Bm)k〉 is the excited state that corresponds to
a certain tensor Bm with vectorized representation ~Bm,
which is a member of a complete basis of vectors that are
orthogonal to the ground state environment.
More involved is the evaluation of the effective energy
matrix elements
Hijk =
〈
Φ(Bi)k
∣∣H∣∣Φ(Bj)k〉 (5)
for which we provide a detailed description in Sec. II C.
Generally, these matrices are not well conditioned due
to the presence of modes with zero norm: in any state
with a B tensor of the form
Bx = e
ikAx ·Mx −Mx ·Ax (6)
with Mx any D×D matrix, the terms in the momentum
superposition will cancel exactly [6, 7]. Therefore we use
the eigendecomposition of N = vΛv† to compute a re-
duced basis P = v˜ in which the basis vectors correspond-
ing to eigenvalues close to zero have been removed. In the
3reduced basis, we can formulate a generalized eigenvalue
problem
P †HkP = ωkP †NkP (7)
where ωk corresponds to the energy of the eigenmodes
which form the excited states. By performing this pro-
cedure for each momentum k the dispersion through the
Brillouin zone can be computed.
C. Excitations with CTM
In Refs. [7, 8] it was shown that this representation
of elementary excitations with iPEPS is able to accu-
rately reproduce the dispersion of several spin models.
The double infinite sum in the computation of the energy
was handled by so-called channel environments, which
are an extension of the MPS-based contraction scheme
that has been used successfully in iPEPS ground state
simulations [36].
Here we introduce a different approach, based on the
CTM contraction method [32, 34], for computing the ma-
trix elements of Eqs. (4) and (5).
1. Main scheme
The contraction of all tensors in both bra and ket layers
around a certain site, here referred to as the environment
of that site, can be approximated by a set of boundary
tensors. With these tensors, the norm of an iPEPS can
be approximated by the following contraction:
〈Ψ|Ψ〉 =
. . .. . .
...
...
≈
C1 C2
C3C4
T1
T2
T3
T4
The grey shapes represent the boundary tensors that ap-
proximate the environment of the center site. These
boundary tensors are labelled C1 . . . C4 for the corner
tensors (corner transfer matrices) and T1 . . . T4 for the
half-row and half-column transfer matrices. The thick
lines connecting the boundary tensors represent indices
of size χ, referred to as the boundary bond dimension,
which controls the accuracy of the environment.
In the figures we take a top-down view of the network
in which the bra and ket layer tensors are stacked on
top of each other for brevity. The green circles represent
pairs of bra and ket tensors on each site and double lines
correspond to the two D indices that connect tensors
within each layer, as follows:
=
The boundary tensors are computed through an itera-
tive procedure, in which at each step rows and columns
of sites are contracted with the boundary tensors of the
previous step, once for every direction within each step.
In this section we focus on the contraction of a column of
sites into the left side boundary tensors (left move); the
other directional moves are equivalent up to simple ro-
tations. Performing the contractions exactly would lead
to an exponential growth of the number of elements in
the boundary tensors, so an approximation has to be im-
plemented. In this approximation, the updated bound-
ary tensors are truncated to a given boundary bond di-
mension χ by projectors [37–39]. The projectors can be
computed in several ways, though they provide the same
results in the large χ limit [40]. For example, the left
row transfer matrix T4, representing an infinite row of
sites extending to the left of the unit cell, is updated
by absorbing a new site and then truncated down to a
χ×χ×D×D tensor in the following way during the left
move:
T ′4 =
where the black triangular shapes represent the projec-
tors. Similarly, the corner transfer matrix C1, containing
all sites in the upper left corner of the network, is up-
dated as
C ′1 =
This procedure is repeated until convergence with respect
to the singular values of the corner matrices or expecta-
tion values of observables calculated using the environ-
ment.
The CTM method, used primarily for measuring lo-
cal observables in iPEPS ground states, has previously
been extended to compute also effective energy environ-
ments [35] that can be used to calculate gradients for
highly accurate ground state optimization algorithms.
Such energy environments consist of an infinite summa-
tion of Hamiltonian terms around a center unit cell of an
iPEPS ground state.
4By extending this idea we are able to perform also
higher order summations in an iterative manner, in a
similar way to a recent application in the context of
the Tensor Renormalization Group (TRG) algorithm [41]
for classical systems. If we denote a single term in the
overlap 〈Ψ(A)|Φ(B)k〉 between an excited state and the
ground state by a colored tensor in the network, meaning
that in the ket layer one ground state tensor A is swapped
for a B tensor, the contraction can be performed using
the regular norm environments:
〈
Ψ
∣∣Φ(B)(0,0)〉 =
. . .. . .
...
...
≈
where
=
consists of a pair of a B tensor in the ket layer and an
A† tensor in the bra layer. Note that we choose the B
such that this overlap between a locally perturbed state
and the ground state is always zero.
By placing another tensor B′† in the center of the
bra layer, we can compute an overlap of the form〈
Φ(B′)(0,0)
∣∣Φ(B)(0,0)〉. Due to translational invariance,
the only relevant part of the summation is the relative
positioning of B and B′†, thus reducing the computation
to a single summation. In the remaining part of this sec-
tion, we define each environment relative to the position
of the B′† tensor in the bra layer, so that the computa-
tion of quantities can be completed by placing a pair of
an A and a B′† tensor in the center.
The idea of the procedure is to compute new boundary
tensors that approximate the infinite summations in the
different regions of the environment. For example, all
terms that contain a B tensor in the ket layer that is
located strictly on the left side of the unit cell, can then
be computed by summing over the following contractions:
. . .. . .
...
...
+ . . .. . .
...
...
BT4≈+ · · ·
where we introduce the excitation environment left row
transfer matrix BT4, represented by the colored shape.
These tensors can be computed in a very similar way
to the standard norm environment boundary tensors by
absorbing sites in an iterative way. However, now the
tensors contain multiple terms and all possible B tensor
locations have to be included. The left row transfer ma-
trix is updated by adding a pair of ground state A tensors
to the BT4 tensor of the previous iteration and adding
the result to the contraction of the regular T4 with a pair
of a B and an A† tensor:
BT ′4
=
(
+
)
·e−ikx
Note that when adding terms with B tensors located
on different positions, their phase factors coming from
the momentum superposition have to be taken into ac-
count. For the resulting boundary tensors, only the rel-
ative phase between the terms they contain are impor-
tant, and we can shift the overall phase by multiplying
the boundary tensor by a factor eiφ. In our implementa-
tion, we shift the overall phases of the boundary tensors
after each iteration such that the phase of center site is
always zero (corresponding to location (0, 0)).
For the computation of the energy overlap matrix
of Eq. (5), a second infinite summation must be per-
formed; this time over all possible locations of the Hamil-
tonian. Such summations come with more diagrams due
to the support of the Hamiltonian on multiple sites [42],
which have been worked out in the variational ground
state optimization algorithm [35].
Another type of boundary tensor now comes into play
(denoted by the red shading) which contains summations
over all possible Hamiltonian terms in the different re-
gions. All terms in the environment with combinations
of a B tensor and a Hamiltonian that are not located in
5the same region and not on the center site can then be
written as
+ + . . .
where the first diagram corresponds to terms with a
Hamiltonian in the upper left corner and a B tensor in
the upper central column and the second diagram con-
tains terms where now the B is located in the upper right
corner.
The remaining terms are those where both a Hamilto-
nian and a B tensor are located in the same region, so
that they should be contained in a single boundary ten-
sor. This type of boundary tensor, which we designate
by both color and shading together, can be computed by
using the same ideas as we used for the previous types.
The update of the left row transfer matrix EBT4, as an
example, can be represented by the following diagram:
EBT ′4
=
(
+
× × + × ×
+
)
·e−ikx
The crosses depict sites on which the physical indices
are left open so that a Hamiltonian (red bar in the first
line of diagrams) can be placed there. This requires a
special T4o-type tensor that is equivalent to one that is
used in the variational optimization algorithm for ground
states [35]. The computation of these tensors is shown
in Appendix A.
Lastly, there are terms in which the Hamiltonian is
situated partially on the center site, for which the same
T4o-type tensors can be used: either the EBT4o tensor, if
the B tensor is located in the same sector as the Hamilto-
nian, or the ET4o tensor (containing only a Hamiltonian
term), if the B tensor is located elsewhere. The ET4o
tensor appears in the following terms:
× × + × × + . . .
In Appendix A we show all relevant diagrams for the
computation of the combined Hamiltonian and B tensor
boundary tensors. Once all boundary tensors have been
computed, all terms in the evaluation of the energy and
norm overlap matrices can be calculated by using the
appropriate boundary tensors for all possible placements
of Hamiltonian and B tensors.
While the computational cost of the individual CTM
iterations scales similarly to the cost of the variational
ground state algorithm, the basis size of the overlap ma-
trices also increases with D. For large scale simulations,
the eigenvalue problem of Eq. (7) can be solved with an
implicit iterative solver, since generally only the few low-
est eigenvalues are relevant.
2. Arbitary unit cell sizes
In the framework of CTM it is straightforward to ex-
tend the contractions to unit cells that are larger than a
single site [39, 43], for models that partially break trans-
lational invariance. Keeping track of separate environ-
ments for each site in the unit cell, the computation of
an expectation value consists of separate contractions of
each site tensor with its respective environment.
Again the exited states, now parameterized by a vec-
tor ~B containing the elements of all tensors B[1] . . . B[n],
with n the number of sites within the unit cell, are re-
stricted to those that are orthogonal to the ground state.
If XB[i] = null
(
∂
∂A[i] |Ψ(A)〉
)
contains a basis of vectors
~Bm[i] that forms the null space of the ground state en-
vironment (reshaped to a dD4 vector) of unit cell site i,
then a complete basis for the excitation parameters ~B is
formed by XB[1]
⊕ · · ·⊕XB[n]. In this formulation it is
clear that the number of free parameters describing the
excited state scales linearly with the number of sites in
the unit cell.
If the underlying ground state does not break the
translational symmetry fully within the unit cell, for ex-
ample a Ne´el pattern inside a 2×2 unit cell, the excitation
ansatz for a given momentum k can also represent reflec-
tions in the Brillouin zone at k + pi in either direction.
Restricting the tensors to a certain pattern excludes re-
flections from other momenta, while also reducing the
computational cost of each CTM iteration and reducing
the required number of basis tensors for the overlap ma-
trices.
3. Exploiting symmetries
Of great importance in many tensor network simula-
tions is the ability to impose certain symmetries on the
states, since it greatly reduces the number of free pa-
rameters in the ansatz and therefore improves numerical
stability and speeds up calculations [44, 45]. Addition-
ally, it enables optimization algorithms to target a spe-
6cific symmetry sector, which is useful for many physical
ground states. As has been shown in the one-dimensional
case [11], symmetries can be also used effectively in simu-
lations of excited states, classified by their quantum num-
ber difference to the ground state.
In our implementation, we impose finite Abelian group
symmetries Zn as well as U(1) symmetry, which we make
use of in our simulations described in Section III. Any
excited state that is constrained within a different sym-
metry sector than the ground state is automatically or-
thogonal to the ground state; therefore the choice of basis
for the B tensors in this case is arbitrary.
4. Fermionic systems
Fermionic systems have also been studied using 2D ten-
sor network methods, with a computational cost that is
equivalent to bosonic systems [46–54]. Here we use the
same ideas to extend our method to simulate quasiparti-
cle excitations in fermionic systems.
While we refer to Refs. [51, 54] for details, the imple-
mentation involves imposing Z2 symmetry to preserve
fermionic parity and the introduction of swap tensors
whenever two lines cross in the two-dimensional pro-
jection of the tensor contractions, to account for the
fermionic anticommutation rules. A quasiparticle exci-
tation can be represented by B tensors of either even
parity, consisting of an even number of fermionic creation
and annihilation operators, or odd parity, relative to the
ground state. Tensors of odd parity can be constructed
by adding an index of dimension 1 that carries an odd
quantum number to an even parity tensor.
III. RESULTS
A. Transverse field Ising model
The 2D quantum ferromagnetic Ising model with
transverse magnetic field of strength h is described by
the Hamiltonian
H = −J
∑
<i,j>
σxi σ
x
j − h
∑
i
σzi (8)
with J = 1. The ground state of this model can be
accurately simulated with iPEPS throughout the phase
diagram [36], which contains a symmetry-broken phase
and a polarized phase with a transition at hcrit =
3.04438(2) [56].
We use the iPEPS excitations method to compute the
dispersion of the lowest-lying excitation, a magnon, for
h = 2.5, 3 on a path through high-symmetry points of the
Brillouin zone, as shown in Fig. 2. The results for h = 2.5
show already convergence in the bond dimension for D =
2, 3 and agree well with values from series expansions
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Figure 2. Dispersion of the transverse field Ising model with
iPEPS (D=2,3) for field strength h = 2.5 and h = 3. The
circles are series expansion results [55]. The inset shows a
comparison of the gap as a function of h between the D = 2
(open circles) and D = 3 iPEPS results and the analytical
scaling relation ∆E ∝ |h− hcrit|ν , showing improvement with
increasing bond dimension.
(SE) [55]. For h = 3, being closer to the critical point,
we observe stronger dependence on the bond dimension
around the X(pi, pi) and Γ(0, 0) points, but we do find a
systematic improvement with increasing bond dimension,
as show in the inset of Fig. 2 for the Γ point. Our results
correspond well to those of earlier iPEPS calculations [8],
demonstrating that our CTM-based contraction method
performs equivalently to the method used in that work.
Another interesting aspect of the excitations in the
Ising model is the appearance of bound states of two
magnons below the continuum. For h = 0, these states
are neighboring pairs of spin flips with energy 12J instead
of the 16J energy of two non-interacting free magnons,
and we can trace their energies for h → hcrit. In Fig. 3,
the energies of the lowest excitation (magnon) mode and
the two bound modes (−,+) are plotted. We can com-
pare our results in Fig. 3 to series expansion results [57]
and we observe close agreement in the region of small h,
where the series expansions are accurate.
While in the h = 0 case the Hamiltonian contains no
terms that couple the different two-magnon bound states,
leaving them completely degenerate at energy 12J , the
two energies split for h > 0. This energy difference is
clearly visible in our results, showing that the iPEPS
representation is able to account for such effects. We also
show several higher-lying eigenvalues which correspond
to multi-particle states within a continuum. Although
the ansatz is by construction only suitable for describing
single-particle states, the eigenvalues in the continuum
become increasingly spread with larger h, showing level
repulsion effects within the continuum.
B. Heisenberg model
We now focus on another model to demonstrate our
framework: the 2D spin-1/2 quantum antiferromagnetic
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Figure 3. iPEPS (D = 3) results for the three lowest-lying
excited states as a function of field strength h, compared to
series expansion results.
Heisenberg model, defined as
H = J
∑
<i,j>
Szi S
z
j + λ
(
Sxi S
x
j + S
y
i S
y
j
)
(9)
with J = 1 and λ = 1.
For our ground state, we enforce the U(1) symme-
try that corresponds to conservation of the total z-
component of the spin, Sztot, and we use a 2 × 2 unit
cell with a checkerboard pattern. Since the ground state
sponteously breaks the SU(2) symmetry of the Hamilto-
nian, the system exhibits gapless excitations. The ground
state tensors are fixed in the Sztot = 0 sector and in the
following sections we consider excitations in the Sztot = 1
sector, corresponding primarily to a magnon mode.
1. Dispersion
We plot the dispersion of the magnon excitation for
several values of the bond dimension in Fig. 4. The most
obvious dependence on D is around the gapless points
X(pi, pi) and Γ(0, 0), and around M(pi, 0), which we dis-
cuss in the remainder of this section. In other regions
of the Brillouin zone the energies are already well con-
verged in D. Observe that there is a finite energy at the
gapless points which decreases with increasing D. This
is consistent with the findings in Ref. [58] that the finite
D effectively introduces a finite correlation length in the
ground state of the 2D Heisenberg model, which will only
diverge in the infinite-D limit. This effective correlation
length can be used for accurate extrapolations by using
a scaling ansatz reminiscent of the finite size scaling of-
ten used in numerical simulations, an idea that has been
applied in the context of MPS [59–61], classical 2D sys-
tems [62] and recently also 2D iPEPS [58, 63]. In the
inset of Fig. 4 we show the dependence of the artificial
gap at k = (pi, pi) of the lowest excited state on the inverse
effective correlation length of the ground state and find
that a linear extrapolation yields a value compatible with
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Figure 4. Results for the dispersion of the Heisenberg model
along a representative path through the Brillouin zone for
different bond dimension values, with extrapolations in terms
of the inverse correlation length. The dotted lines show the
relative spectral weight of the excitations. In the inset the
value of the artificial gap ∆ at k = (pi, pi) is plotted as a
function of the inverse correlation length.
a vanishing gap, suggesting that also for excitations the
correlation length is a useful quantity for extrapolations.
The dispersion on the line between (pi, 0) and
(pi/2, pi/2) has been the topic of much research, since the
conventional linear spin wave theory - predicting a flat
dispersion - is contradicted by numerical results as well
as experiments on quantum antiferromagnets. Regarding
the nature of the excitations around (pi, 0), which we dis-
cuss in Sec. III B 3, several theories have been proposed,
such as an interaction between the magnon and a double
spinon mode [28, 29, 31] or a repulsion from continua of
multi-magnon (bound) states [22]. We indeed observe a
dip in the magnon energy, increasing with bond dimen-
sion, in agreement with earlier iPEPS results [8].
In Fig. 5, we zoom in to the region between M(pi, 0)
and S(pi/2, pi/2) and compare our results to other nu-
merical, analytical and experimental results [28, 29, 64,
65]. Clearly the dependence on the bond dimension is
stronger at M than at S, with the D = 4 result ap-
proaching the series expansion and quantum Monte Carlo
results. Although our results are in close agreement with
iPEPS results in Ref. [8] for equal bond dimensions, small
deviations could be attributed to the fact that here we
impose the U(1) symmetry, which restricts the excita-
tions to a fixed sector.
2. Dynamical structure factor
An important quantity for the low-energy behavior
of quantum systems is the dynamical structure factor,
which is defined, for spin systems, in terms of dynamical
correlation functions as
Sαβ(k, ω) = 1
2pi
∫ ∞
−∞
dt eiωt
〈
Sα−k(t)S
β
k (0)
〉
(10)
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Figure 5. Heisenberg dispersion between M(pi, 0) and
S(pi/2, pi/2). iPEPS results (D=3,4) are shown along with
results from various methods as well as experiments [28, 29,
64, 65]. The inset shows the spectral weight of the lowest ex-
citation mode relative to the static structure factor, compared
to series expansion results.
with α, β = x, y, z. For excitations in the Sztot = +1
sector, the relevant version is in the transverse channel
Strans(k, ω) = 1
2pi
∫ ∞
−∞
dt eiωt
〈
S+−k(t)S
−
k (0)
〉
. (11)
The relative spectral weight of the lowest-lying excited
state can be computed as
w =
∣∣〈Φ(B)k|S+k |Ψ(A)〉∣∣2∫
dω S(k, ω) (12)
and is plotted in Fig. 4 (dotted lines) and in the
inset of Fig. 5. The quantity in the denominator∫
dω S(k, ω) = 〈S+−k(t = 0)S−k (t = 0)〉, the static struc-
ture factor, can be computed accurately with our contrac-
tion method even though the individual multi-particle
states cannot be represented. At the location of the lo-
cal minimum in the dispersion at M , the spectral weight
of the magnon mode has been found to decrease signifi-
cantly [31, 64], compared to the value at S (from 70%→
40%). Though we do observe a decrease in spectral
weight, the difference is less pronounced (70% → 63%
for D = 4), which is likely an effect of the finite bond di-
mension, since we see clear improvement as D increases.
3. Nature of excitations at (pi, 0)
To further investigate the nature of the excitations at
the (pi, 0) point, we visualize the spin correlations within
a single term in the momentum superposition. At the
center site in the figure, we exchange the ground state
pair of
{
A,A†
}
tensors for the optimized
{
B,B†
}
exci-
tation tensors and compute local spin expectation values
on other sites in its vicinity. As expected for an excita-
tion in the Stotz = −1(+1) sector, a site with up (down)
magnetization in the ground state is flipped down (up)
if a B tensor is placed on that site, which affects neigh-
boring sites due to entanglement.
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Figure 6. Real-space visualization of excited state at k =
(pi, 0), where a single B tensor is placed on the center site
and 〈Sz〉 is measured on a 5 × 5 patch. The arrows corre-
spond to the difference in local magnetic moment with re-
spect to the ground state, with the color representing a posi-
tive (negative) change. (a-c) Lowest excited state (mode 1) at
λ = 1, 0.95, 0.91. (d) Second-lowest excitation (mode 2) at the
isotropic point. (e,f) Second-lowest excitations away from the
isotropic point, showing strong correlations on neighbouring
sites that are part of three-magnon bound states that include
the center site.
A recent study [22], which used time evolution of semi-
infinite cylindrical systems to obtain the dynamical struc-
ture factor, proposed a simple description of the excita-
tion nature at the M point; by moving away from the
isotropic point of the Hamiltonian, i.e. λ < 1 in Eq. (9),
where the case λ = 0 corresponds to the Ising limit. It
was observed that for small λ three distinct types of res-
onances in the transverse structure factor could be iden-
tified: an isolated single magnon branch, three-magnon
bound states and combinations of a magnon and a two-
magnon bound state. As λ→ 1, the multimagnon contin-
uum moves smoothly towards the single magnon branch,
until the magnon is no longer isolated at the isotropic
point.
We observe that for λ < 1 the real-space pictures of
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Figure 7. Sublattice spectral weight of the lowest excited
state, acting with S− only on the spin-down sublattice (with
respect to the ground state). The dashed line corresponds to
the value of the sum of momenta. The absence of weight on
the line |kx|+ |ky| = pi implies that the magnon excitation is
localized on one sublattice.
the lowest-lying excitations, shown in Fig. 6, vary con-
tinuously from the one at the isotropic point, without
any qualitative difference. From this point of view, the
dip in energy around M(pi, 0) can be understood as a
result of the multimagnon continua moving close to the
single magnon branch as λ→ 1, pushing the magnon to
a lower energy. The effect of avoided crossing between
a single magnon and a continuum has been observed in
experiments [66] and numerical simulations [67], and an-
other manifestation of the fact that repulsion between
two bound modes can be captured using iPEPS has been
shown in Sec. III A.
Slightly away from the isotropic point (Fig. 6(d) [68]),
we can accurately identify the three-magnon bound
states. Although the bound states have equal energy
in the noninteracting limit, level repulsion effects due to
their coupling result in a superposition of such states hav-
ing lower energy, which shows up as a single eigenvalue
in our effective energy overlap matrix instead of several
degenerate eigenvalues. Such a state is consistent with
the pictures of Fig. 6(e,f), and the energy at λ = 0.91 is
in agreement with Ref. [22].
While alternative explanations cannot be ruled out on
these results alone, the ability of iPEPS to capture the
nontrivial dip in the dispersion already from D = 2,
where any delocalized multiparticle states would be espe-
cially hard to describe, suggests that the simple picture
featuring a locally three-magnon bound state may pro-
vide a valid explanation.
In addition, it was observed in Ref. [22] that the cre-
ation of magnons associated with one sublattice on the
other sublattice (e.g. acting with a S− operator on
the sublattice with negative ground state magnetization,
which affects mostly its neighboring sites), is suppressed
on the line |kx|+ |ky| = pi due to destructive interference.
This can be measured using a variant of the transverse
spectral function, where the spin operator only acts on
one sublattice:
StransA (k, ω) =
∑
α
δ(ω − ωα)
∣∣∣〈α|S−A,k |0〉∣∣∣2 (13)
and the corresponding sublattice spectral weight
wA =
∣∣∣〈Φ(B)k|S−A,k |Ψ(A)〉∣∣∣2∫
dω SA(k, ω) (14)
where S−A,k =
∑
x∈A e
ikxS−x acts only on the A (down)
sublattice and α labels single-particle states. In Fig. 7
we plot the spectral weight of the lowest excitation for
D = 3, 4 and observe that it vanishes only on the line
|kx|+ |ky| = pi, in qualitative agreement with finite-width
cylinder simulations [22].
C. Free spinless fermions
A powerful aspect of the iPEPS ansatz is that it is able
to accurately capture ground states of fermionic systems,
without the sign problem of quantum Monte Carlo. We
extend the excitations framework with the ability to treat
fermionic systems, and we demonstrate its accuracy on a
simple model of free fermions in the presence of a pairing
term:
H =
∑
<ij>
c†i cj +h.c−γ
(
c†i c
†
j + cicj
)
−2λ
∑
i
c†i ci . (15)
In momentum space, the Hamiltonian takes the follow-
ing form:
H =
∑
k
−2tk c†kck + i∆k
(
c†kc
†
−k − c−kck
)
(16)
with tk ≡ λ−cos kx−cos ky and ∆k ≡ γ (sin kx + sin ky).
This model can be exactly solved by a Bogoliubov
transformation, which yields the lowest excited state
|Φk〉 = d†k |Ψ0〉 , d†k ≡ ukc†k + vkc−k (17)
of a single Bogoliubov mode on top of a vacuum state.
For |λ| > 2, the model is in a gapped phase, while for
|λ| ≤ 2 the system is gapless.
In Fig. 8, we compare iPEPS results to the exact ex-
citation energies, for several values of the chemical po-
tential λ with γ = 1. We observe excellent accuracy
for D = 3, especially around the minimum, also when
approaching the gapless phase |λ| ≤ 2. However, in the
gapless phase the results are less accurate, partly because
the ground state itself is more difficult to represent with
iPEPS [54] (but we do observe an improvement with D).
Indeed the λ = −2 results show more deviation from the
exact values, and the energy at M becomes slightly neg-
ative, which is a consequence of inaccuracy in the ground
state that leads to an underestimation of the energy dif-
ference.
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Figure 8. iPEPS results (solid lines) of the lowest excited
state of a free fermionic model in a gapped phase. Circles
represent exact values.
IV. CONCLUSIONS
We have introduced an extension of the well estab-
lished CTM method to simulate low-lying excited states
with a single elementary excitation nature on top of a
strongly correlated ground state. This excitation ansatz
has been used extensively in one-dimensional systems,
in the context of matrix product states, and has previ-
ously been successfully extended to two-dimensional sys-
tems [7, 8], using a different approach to performing the
necessary contractions than we use here. We show that
the CTM framework is equally capable of accurately com-
puting dispersions in spin models and naturally allows for
extensions to larger unit cell sizes. Additionally, the im-
plementation of symmetries reduces the computational
cost and enables simulations that target excitations in
specific symmetry sectors. Lastly, a generalization to
fermionic systems, based on earlier applications in ten-
sor networks, is tested on a free fermionic system. This
leads the way to the study of more complex fermionic
models, which would be of great importance in research
areas such as high-Tc superconductivity.
Our results on the transverse field Ising model and
the Heisenberg model show close agreement with earlier
iPEPS results [8]. We observe a finite gap due to a finite
bond dimension at the gapless points of the Heisenberg
model, however an extrapolation in the inverse effective
correlation length suggests that the results are compat-
ible with a vanishing gap in the infinite bond dimen-
sion limit. Additionally, we find results at the M point
that are compatible with the spin wave anomaly, and
real-space visualizations slightly away from the isotropic
Heisenberg point show states that are compatible with
three-magnon bound states that have been found in sim-
ulations on cylinders [22].
It would be interesting to apply these methods to other
models where a description of the low-energy physics in
terms of collective excitations may be valid. The growth
of the basis size for the overlap matrices with the bond
dimension remains challenging. However, since the main
computation involves evaluating matrix elements sepa-
rately, the algorithm can be run in parallel for large scale
computations, or the eigenvalue problem can be solved
iteratively for the few lowest eigenvalues. Judicious pre-
selection of relevant basis vectors would likely be greatly
beneficial in reducing this cost, as well as more insight in
the dependence on the gauge of the ground state iPEPS.
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Appendix A: Contraction scheme
In this appendix we show the contractions that are
required for the boundary tensors that include contribu-
tions from both B tensors and Hamiltonian terms in the
same sector, in diagrammatic notation. We limit the dia-
grams only to those relevant to an absorption of a column
of sites to the left side, as in the discussion in Sec. II C 1.
The definition of the various shapes and symbols can
be found in Sec. II C 1; the meaning of the coloring and
shading is shown in Fig. 9. An update step of all bound-
ary tensors on the left side consists of the contractions
shown in Fig. 10. The last two types of boundary tensors
at the bottom of the figure play a role in the contractions
on the previous page, but do not themselves appear in
any computation of expectation values.
Norm
Energy
Excitation
Energy + excitation
Figure 9. The various types of environments and their color-
ing in this appendix.
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EBC′1 = + + + +
EBCh′1 = +
EBT ′4 = × × + × × + +
EBCv′1 =
×
×
+
×
×
+
×
×
+
×
×
+
+ +
EBTT ′4 =
×
×
+
×
×
+
· eiky
×
×
+
×
×
+
· eiky
+ +
· eiky
EBT4o
′ × = × + ×
Figure 10. All tensors necessary for one left move of the combined CTM scheme, where the boundary tensors include all terms
with a combination of a B tensor and a Hamiltonian within the regions they represent.
12
[1] L. Landau, Phys. Rev. 60, 356 (1941).
[2] P. Debye, Annalen der Physik 344, 789 (1912).
[3] P. Anderson, Concepts in Solids: Lectures on the Theory
of Solids, Advanced Book Classics Series (World Scien-
tific, 1997).
[4] V. Zauner, D. Draxler, L. Vanderstraeten, M. Degroote,
J. Haegeman, M. M. Rams, V. Stojevic, N. Schuch, and
F. Verstraete, New J. Phys. 17, 053002 (2015).
[5] J. Haegeman, S. Michalakis, B. Nachtergaele, T. J. Os-
borne, N. Schuch, and F. Verstraete, Phys. Rev. Lett.
111, 080401 (2013).
[6] J. Haegeman, T. J. Osborne, and F. Verstraete, Phys.
Rev. B 88, 075133 (2013).
[7] L. Vanderstraeten, M. Marie¨n, F. Verstraete, and
J. Haegeman, Phys. Rev. B 92, 201111 (2015).
[8] L. Vanderstraeten, J. Haegeman, and F. Verstraete,
Phys. Rev. B 99, 165121 (2019).
[9] S. O¨stlund and S. Rommer, Phys. Rev. Lett. 75, 3537
(1995).
[10] S. R. White, Phys. Rev. Lett. 69, 2863 (1992).
[11] V. Zauner-Stauber, L. Vanderstraeten, J. Haegeman,
I. P. McCulloch, and F. Verstraete, Phys. Rev. B 97,
235155 (2018).
[12] M. Van Damme, L. Vanderstraeten, J. De Nardis,
J. Haegeman, and F. Verstraete, arXiv:1907.02474
[cond-mat] (2019).
[13] K. A. Hallberg, Phys. Rev. B 52, R9827 (1995).
[14] T. D. Ku¨hner and S. R. White, Phys. Rev. B 60, 335
(1999).
[15] E. Jeckelmann, Phys. Rev. B 66, 045114 (2002).
[16] S. R. White and A. E. Feiguin, Phys. Rev. Lett. 93,
076401 (2004).
[17] A. Holzner, A. Weichselbaum, I. P. McCulloch,
U. Schollwo¨ck, and J. von Delft, Phys. Rev. B 83, 195115
(2011).
[18] A. Nocera and G. Alvarez, Phys. Rev. E 94, 053308
(2016).
[19] B. Bruognolo, A. Weichselbaum, J. von Delft, and
M. Garst, Phys. Rev. B 94, 085136 (2016).
[20] M. P. Zaletel, R. S. K. Mong, C. Karrasch, J. E. Moore,
and F. Pollmann, Phys. Rev. B 91, 165112 (2015).
[21] M. Gohlke, R. Verresen, R. Moessner, and F. Pollmann,
Phys. Rev. Lett. 119, 157203 (2017).
[22] R. Verresen, F. Pollmann, and R. Moessner, Phys. Rev.
B 98, 155102 (2018).
[23] F. Verstraete, V. Murg, and J. I. Cirac, Adv. Phys. 57,
143 (2008).
[24] V. Murg, F. Verstraete, and J. I. Cirac, Phys. Rev. A
75, 033605 (2007).
[25] F. Verstraete and J. I. Cirac, arXiv:cond-mat/0407066
(2004).
[26] T. Nishino, Y. Hieida, K. Okunishi, N. Maeshima,
Y. Akutsu, and A. Gendiar, Prog Theor Phys 105, 409
(2001).
[27] Y. Nishio, N. Maeshima, A. Gendiar, and T. Nishino,
arXiv:cond-mat/0401115 (2004).
[28] B. Dalla Piazza, M. Mourigal, N. B. Christensen, G. J.
Nilsen, P. Tregenna-Piggott, T. G. Perring, M. Enderle,
D. F. McMorrow, D. A. Ivanov, and H. M. Rønnow, Nat.
Phys. 11, 62 (2015).
[29] N. B. Christensen, H. M. Rønnow, D. F. McMorrow,
A. Harrison, T. G. Perring, M. Enderle, R. Coldea, L. P.
Regnault, and G. Aeppli, PNAS 104, 15264 (2007).
[30] M. Powalski, K. P. Schmidt, and G. S. Uhrig, SciPost
Phys. 4, 001 (2018).
[31] H. Shao, Y. Q. Qin, S. Capponi, S. Chesi, Z. Y. Meng,
and A. W. Sandvik, Phys. Rev. X 7, 041072 (2017).
[32] T. Nishino and K. Okunishi, J. Phys. Soc. Jpn. 65, 891
(1996).
[33] T. Nishino and K. Okunishi, J. Phys. Soc. Jpn. 66, 3040
(1997).
[34] R. Oru´s and G. Vidal, Phys. Rev. B 80, 094403 (2009).
[35] P. Corboz, Phys. Rev. B 94, 035133 (2016).
[36] L. Vanderstraeten, J. Haegeman, P. Corboz, and F. Ver-
straete, Phys. Rev. B 94, 155123 (2016).
[37] L. Wang, I. Pizˇorn, and F. Verstraete, Phys. Rev. B 83,
134421 (2011).
[38] Y.-K. Huang, P. Chen, and Y.-J. Kao, Phys. Rev. B 86,
235102 (2012).
[39] P. Corboz, T. M. Rice, and M. Troyer, Phys. Rev. Lett.
113, 046402 (2014).
[40] We compute the projectors based on the ground state en-
vironment, however it remains an open question whether
projectors that take into account the perturbed state
could provide better results.
[41] S. Morita and N. Kawashima, Computer Physics Com-
munications 236, 65 (2019).
[42] We restrict ourselves in this work to nearest-neighbor
Hamiltonians. However, the Hamiltonian summation
CTM scheme has previously been extended to next-
nearest neighbor Hamiltonians and first applied in [69].
[43] P. Corboz, S. R. White, G. Vidal, and M. Troyer, Phys.
Rev. B 84, 041108 (2011).
[44] B. Bauer, P. Corboz, R. Oru´s, and M. Troyer, Phys.
Rev. B 83, 125106 (2011).
[45] S. Singh, R. N. C. Pfeifer, and G. Vidal, Phys. Rev. B
83, 115125 (2011).
[46] P. Corboz, G. Evenbly, F. Verstraete, and G. Vidal,
Phys. Rev. A 81, 010303(R) (2010).
[47] C. V. Kraus, N. Schuch, F. Verstraete, and J. I. Cirac,
Phys. Rev. A 81, 052338 (2010).
[48] C. Pineda, T. Barthel, and J. Eisert, Phys. Rev. A 81,
050303 (2010).
[49] T. Barthel, C. Pineda, and J. Eisert, Phys. Rev. A 80,
042333 (2009).
[50] Q.-Q. Shi, S.-H. Li, J.-H. Zhao, and H.-Q. Zhou,
arXiv:0907.5520 [cond-mat] (2009).
[51] P. Corboz and G. Vidal, Phys. Rev. B 80, 165129 (2009).
[52] I. Pizˇorn and F. Verstraete, Phys. Rev. B 81, 245110
(2010).
[53] Z.-C. Gu, F. Verstraete, and X.-G. Wen, arXiv:1004.2563
[cond-mat, physics:quant-ph] (2010).
[54] P. Corboz, R. Oru´s, B. Bauer, and G. Vidal, Phys. Rev.
B 81, 165104 (2010).
[55] J. Oitmaa, C. Hamer, and W. Zheng, Series Expansion
Methods for Strongly Interacting Lattice Models (Cam-
bridge University Press, 2006).
[56] H. W. J. Blo¨te and Y. Deng, Phys. Rev. E 66, 066110
(2002).
[57] S. Dusuel, M. Kamfor, K. P. Schmidt, R. Thomale, and
J. Vidal, Phys. Rev. B 81, 064412 (2010).
[58] P. Corboz, P. Czarnik, G. Kapteijns, and L. Tagliacozzo,
13
Phys. Rev. X 8, 031031 (2018).
[59] L. Tagliacozzo, T. R. de Oliveira, S. Iblisdir, and J. I.
Latorre, Phys. Rev. B 78, 024410 (2008).
[60] F. Pollmann, S. Mukerjee, A. M. Turner, and J. E.
Moore, Phys. Rev. Lett. 102, 255701 (2009).
[61] B. Pirvu, G. Vidal, F. Verstraete, and L. Tagliacozzo,
Phys. Rev. B 86, 075117 (2012).
[62] T. Nishino, K. Okunishi, and M. Kikuchi, Physics Let-
ters A 213, 69 (1996).
[63] M. Rader and A. M. La¨uchli, Phys. Rev. X 8, 031030
(2018).
[64] W. Zheng, J. Oitmaa, and C. J. Hamer, Phys. Rev. B
71, 184440 (2005).
[65] A. W. Sandvik and R. R. P. Singh, Phys. Rev. Lett. 86,
528 (2001).
[66] K. W. Plumb, K. Hwang, Y. Qiu, L. W. Harriger, G. E.
Granroth, A. I. Kolesnikov, G. J. Shu, F. C. Chou,
C. Ru¨egg, Y. B. Kim, and Y.-J. Kim, Nat. Phys. 12,
224 (2016).
[67] R. Verresen, R. Moessner, and F. Pollmann, Nat. Phys.
15, 750 (2019).
[68] Close to the isotropic point the close competition with the
continuum of other states makes separating these bound
states no longer possible.
[69] I. Niesen and P. Corboz, Phys. Rev. B 97, 245146 (2018).
