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An inverse scattering formalism is presented for certain linear ordinary differen- 
tial operators of arbitrary even order n which generalizes the Gel’fand-Levitan 
theory for Sturm-Liouville operators. Under suitable hypotheses, it is proved that, 
for given n 2 2, the coefficients in these operators are uniquely determined by a 
single spectral matrix. Our proof makes use of a transformation due to M. K. Fage 
which generalizes the Povzner-Levitan transformation for Sturn-Liouville 
operators. 0 1986 Academic Press. Inc. 
1. INTK~DIJCTI~N 
Following the fundamental work on inverse problems for 
Sturm-Liouville operators by Gel’fand and Levitan [l] and by MarEenko 
and others C2-43, a number of authors have become interested in such 
problems for linear ordinary differential operators of order n > 2. In par- 
ticular, we refer to work for n = 4 [S, 61, for even order [7], and for 
arbitrary order [8,9]. There is a close relationship between these 
investigations and the problem of the existence of solitons and the study of 
nonlinear evolution equations [9-l 11. 
In the papers [l, 6, 73, the proofs rely on the existence of a so-called 
Povzner-Levitan representation 
4+(x, 1) = $0(x, 1) + jx %-G Y) Il/o(Y, 2)4J (1.1) --x 
for solutions $ of 
Llj=@ (1.2) 
which satisfy a specified set of boundary conditions, where L denotes a dif- 
ferential expression which determines a linear ordinary differential operator 
of order n. Also, equations similar to (1.1) are frequently considered with 
[0, x] as the domain of integration. Alternatively, one sometimes considers 
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(1.1) for semi-infinite intervals with boundary conditions specified at 
infinity. This corresponds to the case considered by MarEenko and others 
[24] when n = 2. In the present work we are mostly interested in the case 
considered in (1.1). tj,,(x, A) satisfies a “zeroth-order” equation 
and the same boundary conditions as $, where LO is formally obtained as a 
limit when the nonconstant coefficients in L approach zero. The kernel 
9(x, y) in (1.1) does not depend upon the spectral parameter ,J. 
The representation (1.1) is called a Povzner-Levitan representation in 
the Western literature (Russian authors generally use the term “transfor- 
mation operator”) because it was derived by Povzner [ 121 and Levitan 
[13] in the Sturm-Liouville case by the Riemann method (see also 
[3, 14]), but the idea was used earlier by Delsarte [ 151. It is a special case 
of the theory of generalized translation operators [13, 161. 
Investigations of representations of the type (1.1) have been carried out 
by a number of authors for certain higher-order operators [6, 7, 171, but 
these representations are in general not valid for such operators. For exam- 
ple, (1.1) holds when n > 2 if the coefficients of L are analytic in a 
neighborhood of the interval C-x, x], but this validity may fail if the coef- 
ficients are only C m in that neighborhood. Necessary conditions for the 
validity of such representations for higher-order operators have been dis- 
cussed [IS]. However, if one is willing to give up the form (l.l), then a 
more complicated representation for the transformation is valid when the 
coefficients of L are continuously differentiable a sufficient number of times 
in a neighborhood of the interval in question, but not necessarily analytic 
there. The theory of these transformations was developed by Fage [ 19,201, 
and a similar representation was discussed more recently by Symes [21] 
for some fourth-order operators. 
Starting with Fage’s transformation, we construct an inverse spectral 
theory for formally self-adjoint linear differential expressions of the form 
L=(-l)“‘$+q(x), (1.4) 
where the order n is an even integer. We prove that the coefficient q(x) is 
uniquely determined by the specification of one spectral matrix, thereby 
generalizing the work of Gel’fand and Levitan for n = 2. 
As we shall see in the next section, Fage’s representation corresponding 
to (1.4) has n - 1 kernels (analogous to the kernel 3 in the 
Povzner-Levitan representation (1.1)). In [ 111 we announced a proof of 
existence and uniqueness of the coefficient in (1.4) (for a different operator 
INVERSE SCATTERING FORMALISM 451 
which, however, should be corrected to read as in ( 1.4)) which assumed 
that n - 1 distinct spectral matrices are given. Subsequently, McLaughlin 
[22] pointed out to the author that this result should be provable under 
the weaker assumption that only one spectral matrix is given. This stronger 
result, which hinges on the fact that each kernel in Fage’s transformation is 
a derivative of a generalized Riemann function, is proved in the present 
paper. 
Beals and Coifman [9] have discussed an inverse scattering approach 
for higher-order linear ordinary differential operators which is closely 
related to the MarEenko approach [24] when n = 2, whereas our for- 
mulation is closely related to the Gel’fand-Levitan approach when n = 2. 
The plan of the paper is as follows. In Section 2 we discuss Fage’s 
representation and some related material concerning the generalized 
Riemann method for higher-order partial differential equations. In Sec- 
tion 3 this representation is used to derive relations between the coefficient 
q(x) in (1.4) and the kernels which appear in the representation. In Sec- 
tion 4 we obtain an equation relating these kernels to functions which are 
intimately associated with spectral data related to (1.4). This equation is 
our generalization of the linear integral equation of Gel’fand and Levitan. 
In the following three sections we present our solution of the inverse 
problem. We begin in Section 5 with a proof of existence and uniqueness of 
solutions to the equation obtained in Section 4. Then, in Section 6 we 
prove a Parseval relation for functions obtained by starting with the 
equation derived in Section 4. Finally, in Section 7 we derive the differential 
equation (1.4) from the Fage representation. An appendix is devoted to the 
proof of some estimates and related results concerning certain solutions of 
(1.2) and (1.3) that are used in the proofs of the results in the body of the 
paper. 
2. FACE REPRESENTATION 
Consider the equation 
(- 1 )n’2vk A) + q(x) kKx, 2) = J$(x, A), (2.1) 
obtained by combining (1.2) and (1.4). The coefficient q(x), with n an even 
integer 22, is assumed to be a real-valued continuous function defined on 
the real line IF& It is assumed that the corresponding differential expression 
(1.4) determines a self-adjoint operator on Z2(Iw). 
One is interested in relating $ to solutions I++~ of the equation 
L,lj, = (- 1),‘2 l#‘(X, 1) =2+,(x, 1) (2.2) 
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where, according to the prescription given in the Introduction, L, denotes 
the formal differential expression Lo = ( - 1 )““( d”/dx”). We also assume 
that L, determines a self-adjoint operator on 6p’(lR). We find from [20], 
using especially Theorems 8 and 9 of that paper, 
!k 2) = $0(x, A) +f n-l c I df, . . dt, &(x, t, ,..., ry) 
y=2 i,<i2<“‘<iYm,Z1 Q, 
(2.3) 
where 
j=O, l,..., n- 1 (2.4) 
(with i2 = - l), denote the nth roots of unity. The integrations in (2.3) are 
carried out over the domains (q = 2, 3,..., n) 
$20: i; tj=JX-xol (2.5) 
j=l 
which are the respective boundaries of the q-simplexes, 
i 
t,, f2Y, t,>o: i tj< Ix-x01 ) 
j= I I 
where x0 denotes an arbitrary fixed real number. The kernels E&x, t, ,..., fy) 
are derivatives of certain generalized Riemann functions and are completely 
symmetric in the variables tj (j = 1, 2,..., q) [20]. This last fact enables us to 
write (2.3) in the following form, which will be more convenient for our 
purposes: 
n-l 
x K/(x - x0, t, ,...7 t,- 1) $o(Y& - x0, t, 2..., t,- 1131) (2.6) 
where we have defined 
4--L 
K& t x-x0, t, ,..., t,-,, 1x-x0( - c tj , (2.7) 
j=l > 
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and 
Y-2 
Y&-X0, t1, t2,..., c-1)= 1 t !+l&i,+ 
I=0 ( 
4-l 
lx-xOI - 1 ti &iq-l* (2.8) 
/= 1 1 
We note that for n = 2 the Fage representation (2.6) does not agree with 
the form of the Povzner-Levitan representation (1.1). However, one easily 
obtains (1.1) from (2.6) when n = 2 by putting x0 = 0 and making a certain 
change of variable, as Fage has discussed [20]. 
It will be convenient for the reader if we give some idea of the method of 
derivation of (2.6). Although Fage has described this procedure in a num- 
ber of papers, this work has apparently not been translated from Russian 
into any Western language except for an English version of a short 
announcement [23]. However, this paper was written before the more 
extensive papers [ 19, 20, 24, 251. Since (2.6) is used in an essential way in 
the derivation of our results, we feel that a short description of Fage’s 
method is justified. 
We first recall that Sturm-Liouville operators are sometimes investigated 
by considering the following partial differential equation in two variables 
[3, 12-14, 16, 261: 
awx, Y) 
-41(x) 47Y)= 
a244 Y) 
ax2 aY2 
-42(Y) 4x> Y) 
4x, 0) =x(x), ; (x, 0) = o(x). 
(2.9) 
Then, since this equation is hyperbolic, its solution can be obtained by the 
Riemann method by considering an integration domain in the shape of a 
triangle, two legs of which lie along characteristics (see, e.g., [3, 
pp. 11-161). Building upon some earlier work of other authors [27], Fage 
generalized this procedure to linear ordinary differential operators of 
arbitrary order [19, 20, 23-251. 
Let 
and 
Q=-&+nflsj(w)-$, 
j=O 
(2.10) 
(2.11) 
where the coefficients ri(x) in (2.10) are assumed to be complex-valued and 
continuous on an interval (a, b), which may be the entire real line. Thus, 
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we are now considering a more general situation than in (1.4). In par- 
ticular, the order n need not be even and it is not assumed that M deter- 
mines a self-adjoint operator on P2(W). We assume that the coefficients 
sj(w) in (2.11) are analytic in a domain D (an open connected set) of the 
complex w-plane. In place of (2.9) one considers the Cauchy problem for 
the equation 
MF( w, x) = QF( w, x) (2.12) 
with boundary values 
r;(w XII) =fo(w),..., 
an- ‘F( w, x) 
8X”- 
=f,-. ,(wL (2.13) 
x = .x0 
which are analytic in D. 
In [25] Fage gave a geometric onstruction that we now summarize (see 
also [20,23]). The basic idea is to consider the Cauchy problem (2.12), 
(2.13 ) in a complex-real space with coordinates (w, x) = (U + iv, x) which is, 
of course, isomorphic to a three-dimensional Euclidean space of three real 
variables, E,. The coordinates in the latter space are chosen with the 
variables (u, u, x) defining a right-handed coordinate system, with u and u 
defining the horizontal plane and x increasing in the “up” vertical direction. 
In this space the characteristics of (2.12) are the lines (i = 0, l,..., II - 1) 
W=W~-&;(X-x()) (2.14) 
where the roots of unity are indexed in a counterclockwise fashion as in 
(2.4). The lines (2.14) are inclined to the w = (u, u) surface and to the x-axis 
at 45” angles. 
The coefficients of (2.12) are delined in an open cylinder C = D x (a, b) 
and the boundary conditions (2.13) are specified on the plane x = x0 which 
defines a cross section to this cylinder, parallel to its bases x = a and x = h. 
At each point (w, x) of E, there is an associated characteristic pyramid P 
with vertex at (w, x) and a base, which is a polygon B = B( w, x, x0) lying in 
the plane x=x0 with vertices 
(w + (x - x0), x0), (w + (x - XII) El, x0),..., (w + (x - 4 E”- ,, x0). 
Thus, the lateral edges of the pyramid are segments of characteristics. 
Call the point (w, x) accessible with respect to the domain D if B c D, 
and the set of accessible points of the cylinder C its accessible part, denoted 
D”;R. The latter is the set theoretic sum of characteristic pyramids belonging 
to the cylinder C. The following result emphasizes the fact that the plane 
x=x(), which supports the boundary data, is an essential part of the 
definition of a characteristic pyramid. 
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THEOREM 2.1. In the domain D!$ there exists a unique solution of the 
problem (2.12), (2.13) belonging to the class (E3, D$‘, n). 
This theorem means the following: F(w, x) together with its partial 
derivatives, with respect to XED$ through the n th order inclusively, are 
continuous in the collection of variables (w, x) and regular in the complex 
variable w. 
THEOREM 2.2. The domain of dependence of the solution mentioned in 
Theorem 2.1 is a characteristic pyramid. 
This result means that the solution values F(w, x) at the accessible points 
(w, x) E D‘$b are defined by the method of successive approximations of 
(2.12) only in a pyramid and the boundary values (2.13) only on its base B. 
Fage proves the correctness of the Cauchy problem (2.12) (2.13). For 
example, one has: 
THEOREM 2.3. Zf the coefficients r,Jx) of the operator A4 of the form 
(2.10) are continuously differentiable on (a, b) k times (k=O, l,..., n- l), 
respectively, then the values F(w, x) at accessible points (w, x j E D$Ob can be 
expressed by means of multiple integrals in terms of boundary values on the 
base B = B(w,, x, x0) of a characteristic pyramid with vertex (w, x). 
Solutions of (2.12) depend upon the boundary values (2.13) and an 
auxiliary function R = R(w, x; t, ,..., t,), the (generalized) Riemann function 
for this equation, which in turn depends on the characteristic path, the lat- 
ter being a broken line beginning at the point (w, x) E E, and ending at the 
points 
n-l 
iG=w+ 1 titlEi, Z=xT f ti, 
i=O ,=I 
(2.15) 
where the upper sign corresponds to 2 <x and the lower to 2 > x, con- 
sisting of segments of characteristics. 
In the integrals mentioned in Theorem 2.3, one linds the values of the 
Riemann function on characteristic paths which end on the base B(w, x, x0) 
of pyramids, i.e., paths whose nonnegative variables satisfy the condition 
t1+ .*. + t,= lx-x01. 
The function R is continuous with respect o the variables (w, x), regular 
in w, and has continuous derivatives with respect to the variables 
{ ti; i= l,..., n} if th ese derivatives are purely mixed (e.g., d*R/at, at, is 
allowed but not a*R/at:). The following result is important for our work in 
the present paper: 
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THEOREM 2.4. Zf the coefficients in (2.12) do not contain w, i.e., if Q is an 
operator with constant coefficients, then the Riemann function R does not 
depend upon w and is symmetric in t I ,..., t,. 
The transformation (2.15) maps the n-dimensional space (t, ,,.., t,: ti 3 0, 
i= 1 ,‘**, n} to points (w, x) E E3, and the n-dimensional pyramid 
Z-=Z- Is--xg(= {h,..., t,>o: t, + .” + t,< Ix-x01} 
with vertex (O,..., 0) and base 
is a simplex lying in the plane (2.15). 
Fage emphasizes [25] that when n = 2 and w is a real variable, (2.12) is 
a classical hyperbolic equation and the Riemann method not only gives 
existence and uniqueness of solutions but also the domain of dependence of 
the solution on the boundary conditions. For n > 3 the general theorem of 
Cauchy and Kovalewsky applies only in case of analytic coefficients and 
analytic boundary conditions, but in this case it is local in nature and does 
not show the domain of dependence of the solutions on the boundary 
values. 
Our brief discussion of Fage’s results is really inadequate to indicate 
their power. However, our main object has been to indicate the sense in 
which this approach is a generalization of the classical Riemann method for 
n = 2. The Fage transformation T, defined by 
$(x, 2) = Wok 2) (2.16) 
and (2.6), is constructed in terms of certain derivatives of the solution 
F(w, x) of (2.12), and Fage ultimately shows that (2.16) can be written in 
the form (2.3), but this is a much longer story. We will discuss part of it in 
Section 4. 
3. RELATION BETWEEN EQUATION COEFFICIENTS AND KERNELS 
In this section we investigate the connections between the kernels K, 
(q = 2, 3,..., n) in (2.6) and the coefficient q(x) in the differential equation 
(2.1). This connection amounts to the derivation of consistency relations 
between (2.1) and the representation (2.6). That is, the idea is to compute 
the derivatives of # from (2.6), substitute into (2.1), and integrate by parts, 
the latter procedure serving to eliminate the I dependence arising from the 
right side of (2.1). While this procedure can be implemented in the case 
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n = 2 by a fairly simple and straightforward procedure [ 11, it turns out to 
be quite a tedious undertaking when n 2 4. 
The main idea of the procedure is that the requirement that the 
integrated terms vanish leads to relations among the coefficients and the 
kernels, whereas the integral terms yield partial differential equations which 
the kernels must satisfy, analogous to the well-known equation 
a*wx, Y)
a.2 
- Ux) %% Y) = a*v, Y) ay2 
in the Sturm-Liouville case, where 9(x, y) is the kernel appearing in the 
Povzner-Levitan representation (1.1 ), and V(x) denotes the corresponding 
potential in the Schrijdinger (Sturn-Liouville) equation. It will be seen 
presently that, when n B 4, an expression for q(x), while obtainable, 
requires some tedious calculations. 
In order to illustrate how the procedure works, we discuss the case n = 4 
in some detail. From (2.1) and (2.2), the equations to be considered are 
and 
Ic1’4’(x, A) + q(x) $(x7 2) = 444 A) (3.1) 
gj”‘(x 2) = Alj,(x 2) 9 . (3.2) 
The procedure is to calculate $ (‘) from (2.6) and then substitute into (3.1) 
to obtain an expression for q(x) in terms of the kernels K, (q = 2,3,4) and 
their derivatives. The terms proportional to 1 on the right side of (3.1) 
(after (2.6) has been substituted for $) are cancelled, by the use of (2.6) and 
(3.2), with some terms in the expression for tiC4)(x, A) obtained from (2.6). 
Specifically, the terms of tiC4’(x, A) that are cancelled are the first one, 
@b”)(x, A), and the integral terms involving $6”) arising in the expansion of 
the term of t,QC4) involving integrations of 
2 (K,(x-xo, fl,..., t,- 1) ICI&b--o, fl,..., t,- ,I, 1). 
We substitute the expressions for 1c/‘4’(x, A) obtained from (2.6) in (3.1) 
and integrate by parts, where possible, by changing variables to those of 
the form (2.8) and then changing back to the original variables after the 
integrations have been completed. This procedure involves integration 
along the complex characteristics defined in Section 2 and is discussed 
further in Section 7. The coefficients of terms of the form +g)(x, A) 
(j=O, 1, 2, 3) (i.e., the integrated terms in the integration by parts 
proedure) are then set equal to zero. These terms lead to relations among 
q(x), K2, K,, and K4; whereas the integral terms in the integration by parts 
409/117/2-II 
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procedure yield partial differential equations which K,, Kj, and K, must 
satisfy. 
We first note that the two derivatives of t+GO(x, A) of highest order cancel. 
That is, the fourth derivatives cancel as described in the paragraph follow- 
ing (3.2), and the terms in tit4)(x, 2) involving the third derivatives of tiO 
cancel among themselves forming an identity involving only the quantity 
K,(x, x). On the other hand, the coefficients of the second derivatives of $0 
lead to the relation 
6 dK,(x, xl 
dx 
-=3(x, x, 0) $3x, A) 1 
- KAx, 0, x) 4 i: E;&‘(xE~,, A) + 2 i F~~$;I(XEi,, Al 
i, = I rl,it = 1 1 
il # i2 
_ 4 aK,(x, t,) 
ax (3.3) 
where we have set x0 = 0. We restrict consideration to this choice of x0 
throughout the remainder of this section. 
Now, since rl/0(x, 1) is a solution of (3.2), it can be written as a linear 
combination of the functions c$~,~(x, A) (j= 1, 2, 3,4) defined by (A.3). In 
particular, since q(x) and K, (q = 2, 3,4) are independent of the boundary 
conditions at x = x,, = 0 satisfied by tiO(x, L) (the proof of this statement for 
the kernels K, is not trivial and will be discussed in Section 4), we can sub- 
stitute successively $Jx, L) = tijJx, A) (j= 1, 2, 3,4) in (3.3) to obtain 
four separate equations. In following this procedure, we use the following 
symmetry properties obtained from (A.14): 
(3.4) 
The derivatives required in (3.3) are easily obtained from the useful relation 
(A.7). Using the procedure just summarized, we obtain from (3.3) 
2K,(x,x,0)-6 dx 
dK,(x, x) = o 
, 
and 
aK,(x, t) 
ax = 0, K,(x, 0, x) = 0. I=0 
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In a similar manner, we obtain expressions involving q(x) by considering 
those terms in (3.1) involving $,, itself. Before discussing these expressions, 
we note that the coefficients of t&(x, A) lead to relations among the kernels 
K, (q = 2, 3,4). These relations amount to consistency conditions among 
the kernels. By taking e0 equal successively to each of the functions in 
(3.4), we obtain four such relations which we will not write down since 
they are quite complicated and not very enlightening. 
In a similar fashion, by equating the coefficients of tiO(x, a) in (3.1) and 
taking tiO to be successively equal to the four functions (3.4), we obtain 
four equations relating the quantities q(x), K,, K,, and K4. We see that 
these four equations amount to a definition of q(x) in terms of the K, 
(q = 2, 3,4) and their derivatives evaluated at the endpoints of the interval 
[0, x] and some consistency equations which the kernels K, must satisfy. 
To conclude this section, we make some remarks concerning the case of 
arbitrary even order n. For any given even integer n z 6 the coefficient q(x) 
can be determined in a similar manner as just discussed for the case n = 4. 
In general, the expression for this coefficient in terms of the kernels K, 
(q = 2, 3,..., n) is quite complicated. Indeed, as we indicated above, this is 
already true in the case n = 4. 
It should be evident from the discussion in this section that the coef- 
ficient q(x) in (3.1) is uniquely determined by the kernels K&x, t, ,..., t,- ,) 
(q = 2, 3,..., n) and their derivatives evaluated at the endpoints of intervals 
of the form [0, x - t, - t, - . . . - tj] (j = 0, l,..., n - 2) (with t, = x). 
4. EQUATIONS FOR THE GENERALIZED RIEMANN FUNCTION 
In this section we derive an equation that the kernels K, in the Fage 
representation (2.6) satisfy, which is a generalization of the linear integral 
equation of Gel’fand and Levitan for n = 2. The expression of the K, in 
terms of the generalized Riemann function R then turns this equation into 
an equation for R. 
We first note that (2.6) can be inverted: 
where the kernels gq are defined by this equation. In our subsequent work 
we use (2.6) and (4.1) with Ic/ denoting any of the $j functions (i= 1,2,..., n) 
defined by (A.l) and (2.1) and e. the corresponding #j,o. It is essential for 
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the validity of this procedure that the kernels in (2.6) and (4.1), K, and &, 
respectively, are independent of Jo (1, 2,..., n>, i.e., independent of the 
boundary conditions (A.1 ). This independence follows from the work of 
Fage [19], and we give a short summary of the argument for purposes of 
completeness. In addition, we also give a short description of Fage’s theory 
of operator-analytic functions which will be useful later. 
We will relate our discussion to the operator L determined by (1.4), but 
the concepts are valid for more general linear ordinary differential 
operators of arbitrary order. 
Fage [ 191 introduced the concept of an L-Taylor series 
f(x) = f D’JYf(x)I,=,,f,(x, x0) (4.2) 
p=O 
which generalizes the usual Taylor series. In (4.2), p = an + r where 
a = 0, l,... and r = 0, l,..., n - 1; and fJx, x0) is a so-called L-basis defined 
by Lf,(x, x0) = 0 with the boundary conditions 
WAX, x0 1 I x = q = 0, s#r (O<s<n- 1) 
= 1, s=r 
and, iff,(x, x0) has already been defined, one puts 
Lfp + ?A x0) = ( - Vf,k x0) 
with fp+,, and their derivatives satisfying zero boundary conditions at 
x=x0: 
~sffi+n(xT xo)lx=xo=o' O<s<n-1. 
The above definition of L-basis differs from that of Fage because he con- 
siders differential operators L such that the coefficient of D” is unity, 
whereas we consider operators with coefficients of D” equal to ( -i)” so 
that we can impose self-adjoint boundary conditions. 
From (1.2) we see that L’II/ = A”$, a = 1, 2,..., so that each eigenfunction 
+ is infinitely L-differentiable. More generally, one knows that each eigen- 
function is L-analytic and the series (4.2) converges absolutely and 
uniformly on each compact subinterval of the real line [19]. The formal 
definition of this concept is as follows: 
DEFINITION 4.1. A function f (x) is called operator-analytic with respect 
to L (or briefly, L-analytic) on an interval (a, b) if, for each XE (a, b), it is 
equal to the sum of its L-Taylor series (4.2). 
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Operator-analytic functions are important because they can be con- 
sidered as generalized analytic functions, the L-Taylor series being a 
generalized Taylor series. Indeed, if the coefficients of L are analytic, then 
L-analytic functions coincide with ordinary analytic functions. 
Let, L, M be two linear ordinary differential operators of the same 
(arbitrary) order n, and let d(L, x0) (d(M, x,)) denote the ring of 
functions which are defined and L-analytic (M-analytic) in some 
neighborhood of the point x0(x1) E R. For f~ d(L, x0) consider the L- 
Taylor series f(x) =C,“=O a,f,(x, x,), where {fm} is an L-basis, and 
similarly, write g(x)=C,“=, b,g,(x, x1) in terms of an M-basis {g,} 
when gc d(M, xi). We define a transformation T: d(M, x1) + d(L, x,,) 
by requiring that Tg, =fm and LZ, = 6, for all m = 0, l,... . This mapping is 
an isomorphism between the rings d(L, x,,), &(M, x1) and can be written 
in the form (2.3) [20]. Furthermore, since T is completely defined by its 
action on an M-basis, the kernels K, are independent of the functions to 
which T is applied. In particular, when T is applied to the set {c$~,~; 
j = 1, 2,..., n}, the K, are independent of j. Indeed, T effects a local 
equivalence between the two operators L and M [19]. This is a different 
situation than in the cases of similar transformations for n = 2 which 
depend upon the functions to which they are applied. See [3,28] and, in 
particular, the discussion on p. 258 of [ 191. In the formulation of Bloch 
[28], two transformations are used for a second-order operator. 
As mentioned at the beginning of the present section, we use (2.6) and 
(4.1) when tj is equal to one of the dj functions (j= 1,2,..., n) defined by 
(A.1 ) and (2.1) and $,, then equals the corresponding 4ji.0. In terms of these 
functions, the Parseval relations take the well-known form [29] 
s 00 X bji(t', 1) u(t') dt' --03 (4.3) 
for U, u E Y*(R) in terms of the set of spectral functions { pjk} 
(j, k = 1, 2,..., n). We will also make use of a Parseval relation for the 
functions { 4j,0} in terms of spectral functions { pjk,0}. 
We will derive an equation which the kernels K, in (2.6) satisfy. The 
basic idea of this derivation is similar to that of the linear integral equation 
in [ 11, but is complicated by the involved nature of the arguments of the 
functions {#j} (resp. { dj,O} ) resulting from the applications of (2.6) and 
(4.1). Our proof makes use of the fact that these functions are L-analytic 
(resp. L,-analytic) and so may be expanded in L-Taylor series (resp. Lo- 
Taylor series) in a neighborhood of x,,, where they are absolutely and 
uniformly convergent. 
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LEMMA 4.1. Define the integral relation 
I= i jm dp,,(l)j14,(t’,dt’ I’q$,,(tJ)dt. j,k =I m u h 
Then, if the set of inequalities 
(4.4) 
holds, I = 0. 
0-ch-cycac.x (4.5) 
ProoJ We consider the case x0 = 0 for simplicity, and furthermore, 
restrict ourselves to this choice throughout the remainder of the paper. 
Using (4.1), we have 
x k,(t, t, ,...I t,- I) 4&U, t, ,.“, t,- I), A) 1 . (4.6) 
The first term vanishes by (4.3) and the fact that the intervals (a, x) and 
(b, y) are disjoint by (4.5). In the remaining terms we write, since t >, 6, 
j;dt,= jobdt,+j;dt,, (4.7) 
and in the resulting second term, 
jb’dt j;dt, = j;dt, j;dt, (4.8) 
so that (4.6) becomes 
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with 
where we have used the transformation z = t - t, and eliminated t. 
We now use the fact that the dj are L-analytic. From (4.2) we have 
q$(t+a,A)= f Pqy(t,IZ)&)(t+a, t) (4.10) 
p=o 
where p = cm + r with M and r satisfying the conditions stated following 
(4.2). It is readily seen that the Lo-basis corresponding to (4.10) is [19] 
ap 
4(,),0@ + 4 t) = - 
I*! 
so that, apart from the factor A”, the Lo-Taylor series for dj.0 is an ordinary 
Taylor series. In the general case, however, the L-basis {q5(fl,(t + a, t)} 
depends on t as well as a. 
We now substitute (4.10) into (4.9) to obtain 
with 
(4.11) 
where 
fi,(Y, t,)= f 
n-1 
,,__, F =, j;:j” dz j; dt, jr-‘* dt,... j*--=““’ dt,e, 
4=2i, ‘q 1 0 0 
f,#i,(i#]) 
x zcq(T + t,, t, ,..., t,-l)~(,)(tl+Y,(~~ t2,.-> I,-d t,), 
Odt,db, 
x itq(z+ t,, fl,..., t,- 1) &l,(tl + Yqk t2,.... t,- 11, t,), 
b<t, <y. (4.12) 
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We will show that I, = 0 for each ,u = 0, l,... when the inequalities (4.5) are 
satisfied. The conclusion of the Lemma will then follow from the uniform 
convergence of the series (4.10). 
We first note that ZP=O for r=O folows from (4.3) and the assumed 
inequalities. 
To consider 1, with r = 1, we replace 4; by its definition in terms of 4, 
(see (A.24)) to obtain from (4.11) 
Using Theorem A.l, @j,h(ti, 2) converges uniformly to di(r,, 1) as h -+ 0 for 
t, on compact intervals so we can interchange the limit and the 
integrations in (4.13) to obtain 
I,(r= l)=)moh-’ f jm dpjk(n) jxmd)dl' 
J.k = 1 -m a 
X 
which we write as 
Z,(r= l)=$imo&‘l,(h, r= 1). 
Now, since fi, is a (separately) continuous function of its arguments, we 
see from (4.3) that ZJh, r = 1) = 0 so long as we choose h sufficiently small 
that y + h <(I, which we can always do. It follows that Z,(r = 1) = 0. 
We complete the proof by induction. Define 
This quantity differs from I,, in (4.11) only in the replacement of A, by Z?, 
where v may be any nonnegative integer. We note that in the proof just 
completed for r = 1, the only property of I?, 1 r=, that was used was its con- 
tinuity. 
Suppose that 
IT,” = 0. (4.14) 
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Then, following the procedure in the proof just completed, we have 
I r+I.v=~moh-ll,+,,,(h) (4.15) 
where 
I 
X ‘+“drA,(y,r--h)Cl”(r,i)-S’dr, Ej,,(y, t,)#‘(tl,l) . 
0 1 
Then, choosing y + h < a as before and using (4.14), we see that 
I r+l.v(h)=O and then Ir+,,“=O from (4.15). 
Thus, we have by induction I,,, = 0 for r = 0, l,..., n - 1 and all non- 
negative integers v. In particular, putting v = p we find Z, = 0, p = 0, 1, 2,..., 
which is what we wanted to prove. Hence, we have shown that the 
expression defined in (4.4) vanishes provided that the L-Taylor series (4.10) 
converges. This convergence has been proved by Fage [19] so that the 
proof of Lemma 4.1 is complete. 
We now take the complex conjugate of (4.4) and consider 
I= f jm dpjk(A) j-x q+(t, A) dt 1.” fjk,O(ff, 2) dt’ = 0 (4.16) 
J,k = I ~ O” u b 
where we have used the fact that it follows from (4.3) that 
pjkcn) = Pkj(A)~ j, k = 1, 2 ,..., n. (4.17) 
We use (2.6) for (dji;j= 1,2 ,..., n} and decompose the spectral matrix 
{pjk(A); j= 1, 2,..., n} in the form 
pjk(l) = pjk,OtA) + pjk.l(n) (4.18) 
wherein {pjk,o} denote the spectral functions satisfying (4.3) with the dj 
replaced by the corresponding dj,o (j= 1, 2,..., n), thereby obtaining from 
(4.16) 
x 4j,0(Yqtr, rl P..-v t,- 1),n) + wx, y, a, 6) = 0 (4.19) 
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where 
We will now obtain from (4.19) an equation relating the kernels K, to 
spectral data by a method closely analogous to one used in [ 1 ] for a 
similar purpose. We define 
Xj,o(x, 1) = j* #j,o( Y, A) 4 (j = 1, 2,..., n) (4.21) ‘ 
for some c < 0 so that 
s ,: 4&Y, 1) dY =Xj,o(x, 2) - Xj,o(av A), (4.22) 
and then integrate (4.19) by parts expressing the results in terms of the 
quantities (4.21). Products of these functions are then collected in com- 
binations of the type 
(4.23) 
We then integrate by parts the integral expressions appearing in (4.19) 
expressed in terms of quantities of the form (4.23) with the following result, 
after some algebra: 
a*F(y, x) + a*& Y, a, 6) 
axay axay 
+ c2 i,z;=, j; dt, .’ ’ j;-=‘I”’ dt,-, Kf,:‘;;i;y; ‘) 
i,#i,(i#j) 
a2 
’ ayat,-, F(Y, Y&, t1,-> I,- 1)) = 0. 
(4.24) 
This is the equation that we wanted to derive. Note that, since the $j,i,o 
functions (j = 1, 2,..., n) are known from the considerations of the Appen- 
dix, the function F(y, x) is known from (4.21) and (4.23) as soon as the 
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“interacting” spectral functions { pjk,i ;j, k = 1,2,..., n > are known-in par- 
ticular, when the spectral functions {pjk} are known. The idea is to use this 
spectral information as input and solve (4.24) for the kernels K,. Once 
these are determined, the coefficient in the differential operator (1.4) can be 
obtained from the considerations of Section 3. 
We use the fact that the kernels K, (q = 2, 3,..., n) are derivatives of a 
generalized Riemann function R to write (4.24) as an equation to be solved 
for R with the spectral data just mentioned as input. The solution of this 
equation will be discussed in Section 5. 
The kernels K, corresponding to (2.1) are listed explicitly in the cases 
n = 2,3,4 on pp. 4&42 of [20]. We have, corresponding to the represen- 
tation (2.3) in the case n = 4, 
R,(x, t,, f2) = 
dR(x; (1, (2, (40) 
at, 7 
R,(x, f,, (2, (3) = a2m (1 I f2, (3,O) at, at, 
a2w; (1, (2, 0, f4) a2w; t,, 0, (3, t‘l) 
= 
at, at, = at, at, , (4.25) 
and 
Kdx, (11 (2, f3, (4) = 
d3R(x; (I, (2, (3, f‘l) 
at, at, at, 
These results are easily generalized to arbitrary order for differential 
operators of the form (1.4): 
jqx, tl, t2,..., q = ay- ‘R@; ‘;;-: bJ O- 01, (4.26) 
2 3 Y 
q = 2, 3,..., n, where we have incorporated a factor (-i)” in our definition of 
R compared to that of Fage. See the discussion following the definition of 
L-basis in (4.2). The functions (4.26) satisfy symmetries analogous to those 
stated in (4.25) for the case n = 4, and we note that R has n + 1 arguments 
with n - q of them equal to zero. The kernels appearing in (4.24) are easily 
obtained by combination of (4.26) and (2.7). 
To conclude this section we derive a simplified form for R(x, y, a, b) 
from (4.20). In that expression we treat the t,-integration as in (4.7) and 
(4.8), make the substitution t = t - t,, and eliminate the t variable as we 
did to obtain (4.9). In order to separate the t, dependence in the 4j,j,o in 
(4.20), we use the relation 
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which is obtained by combining (A.8) and (A.12). We obtain from (4.20) 
(4.28) 
where H, is defined by an expression analogous to (4.12): 
x K,(r + fl> tl,..., t,- I) d;, I,O(P&~ t2,..., I,- I), A), 
a<t,<x. (4.29) 
We will prove that 
provided that the inequalities (4.5) are satisfied. We will need the following 
result, which is analogous to Theorem A.1 for the fundamental solutions #j. 
PROPOSITION 4.1. Consider the definition of the derivatives, 
t+h)- “l-L’ H ( - atI I v xT t) 1 (4.31) 
for 1= 1, 2,..., n - 1 with v an arbitrary nonnegative integer. Then, the con- 
vergence in (4.31) is uniform for 0 < t < x < u < c0. 
Proof. We will only discuss the proof for the case I= 1. The proofs for 
the cases 2 < i<n - 1 can be supplied by a completely analogous 
procedure using similar techniques to those employed in the proof of 
Theorem A. 1. 
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We use a Taylor series with remainder for H,(x, t + h): 
from which we obtain 
(4.32) 
Differentiating (4.29) twice, we find 
< f (n-l)! (1+2cr)“4e2,k,a 2c 
[ i 
cF3 EY-2 - - 
y=2 (n-q)! 4 (q-3)! + (q-2)! ) 
&-2 (y-1 
+4C(‘)- - 
4 (q-2)!+cyq-1)! 1 (4.33) 
using the bounds (A.20) for the zeroth-order fundamental solutions. The 
set of positive constants {C,, C, (I), Cc2) is obtained in the following man- 4 } 
ner: Since each K, is continuous over the integration domain 52, defined by 
(2.5) [19,20], there exist positive constants C, such that 
IK,(x, t l,..*, &Al -cc, (q = 2, 3 )...) n). (4.34) 
By a similar argument, there exist positive constants Cy) and Cf) such that 
; K& + t,, t, ,..., t,-,) <cb” 
1 
and 
2 
&&+r,, 1 1 ,..., I,- ,) < Cf’ 
1 
for q = 2, 3,..., n. These differentiability properties follow from the con- 
tinuity of q(x) [19,20]. 
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Now, we see from (4.32) and (4.33) that M,,+ + 0 as h + 0 so that the 
convergence for I = 1 in (4.3 1) is uniform on [0, x] by [ 30, Theorem 4.1, 
p. 5061. This concludes our discussion of Proposition 4.1. 
We can now prove (4.30). From (4.28) we write 
n-l 
Nx, Y, a, b) = 1 R”‘(x, Y, a, b) (4.35) 
/=O 
where 
R”‘(x, Y, a, 6) = i jm dpjk,,,(4 j’ &,o(f, 1) dt’ 
j,k=I -x h 
X 
I k Hdx, ~J@&~,J). 
(4.36) 
0 
For l=O we immediately obtain 
R”‘(x, y, a, b) = j’ H,(x, tl) dt, 
h 
by applying the Parseval relation for the dj,o and the inequalities (4.5). 
For Z= 1 we write 
By Theorem A.l, the limit is uniform so that it is legitimate to do the 
integrations before passing to the limit. Hence, 
We now use the fact that Hl(x, v) is continuous in y for fixed X, which 
follows from (4.29) and the continuity of the KY and #j,o, and take h < b 
and y < x + h to conclude from (4.3) that 
R”‘(x,y,u,b)=/mo~[j~dzH,(x,z-h)-j~dt,H,(x,t,) . 1 
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Note that we can choose h < b because h must eventually go to zero, and 
y < x + h is not a trivial statement because h may assume negative values. 
Now, because of Proposition 4.1, we can take the limit inside the 
integration and obtain 
R”‘(x, y, a, 6) = - jby dt, + H,(x, tI). 
1 
(4.37) 
We complete the proof of (4.30) by induction. Define 
X 
I 
x dt, ff,(x, tl) 4jf&tl, 2). (4.38) 
0 
This quantity differs from R”‘(x, y, a, 6) defined by (4.36) only in the 
replacement of H, by H, where v may be any nonnegative integer. We note 
that in the proof of (4.37) the only properties of H, that were used were its 
continuity and differentiability. 
Suppose that 
lil’)(x,y,o,b)=(-l)‘j~‘dt~~H,(x,t,). 
b I 
(4.39) 
Then, following the procedure used in the proof of (4.37), we obtain 
X 
ii 
x + h 
dz H Y 
h 
(x, z-h) cj$j(z A) . ’ 
- 
f 
x dt, H,(x, t,) 4j’&, > 2) , 
0 I 
where we have used Theorem A.l. Now, taking h < b and y < x + h as 
before, and using (4.38) and the ansatz (4.39), we find that (4.39) is valid 
with I replaced by E+ 1 and v any nonnegative integer. Then, putting v = 1 
and making use of (4.35), we have completed the proof of the validity of 
(4.30). 
Finally, differentiating (4.30) and using the definition of H, in (4.29), we 
obtain 
a’R(x, y, a, b) n- l 
ax ay 
= 1 (el)'$ $ 'f- ~~-ydt2...j-r-Y~='~'Sdtq-, 
I=0 q-2 I I,..., +-I 0 0 
i,#q(i#j) 
x K,(x, YY t2,..., tq- 1) d,, l,O(Bq(x: - YT f2Y.V tqp I), A). (4.40) 
472 W. W. ZACHARY 
This relation coupled with (4.24), (4.26), and (2.7) comprises the equation 
to be solved for the generalized Riemann function R. In the next section we 
prove the existence and uniqueness of solutions of this equation under 
suitable conditions on the spectral functions. 
5. EXISTENCE AND UNIQUENESS OF SOLUTIONS OF THE EQUATION 
FOR THE GENERALIZED RIEMANN FUNCTION 
In this section we consider the equation P(R) = 0 obtained from (4.24), 
(4.40), (4.26), and (2.7). We specify the spectral functions { pik; 
j, k = 1, 2 ,..., n} as discussed earlier in the paragraph following (4.24), and 
consider the problem of solving the indicated equation for the generalized 
Riemann function R. 
We have 
m)(x~ Y) = 
a*m x) 
ay ax 
1 aq-‘R(x; y, t 
x(4 
*,..., tq, 0, o,..., 0) 
at, at,. . ’ at, II = x -y - z:r; f, 
x dl, l,O(Pq(X -Y, t2,..., tq.- 119 1) 
+ ,c2 i,,,,IFle J”‘rdt*“‘j~~z:-:“~t,,(Ei~-*-Ei~~~)~l 
-1 0 
i,#$(i#i) 
1 aq-lR(x; t 
x(4 
I)..., t,, 0, CL., 0) 
at, at,. . . at, ly = .x - gs f rs 
a* 
’ ayat,-, Q, Yq(X, t, ,..., t,- I)) = 0. 
The equation P(R) =0 is much more complicated than the 
Gel’fand-Levitan equation to which it corresponds when n = 2. The latter 
equation is a linear integral equation so that one can employ well-known 
techniques to prove the existence and uniqueness of solutions for the 
Povzner-Levitan kernel. We will use the generalized Newton method of 
Kantorovich [ 311 to prove corresponding results for our equation. A 
Banach space is required in the formulation of Kantorovich’s method, so 
we now discuss the manner in which this is to be chosen. As we noted in 
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Section 4, each kernel K, is continuous and bounded on the respective 
integration domains 52, defined by (2.5). We consider the Banach space .9I 
of functions of n - 1 variables w = { w4; q = 2, 3,..., n} such that 
IIwIIg = max sup 
4s I*, 3mnl 11.12 ,._, , Ef& 
X 
a4-'w,(x, t, )...) t,, 0, 0 )...) 0) 
at, at,. . . at, 
<co 
(5.2) 
Fixing the function F, which is defined by (4.23), we are interested in 
solving (5.1) for R. It can easily be shown that P(R) is well-defined in the 
Banach space cJ~ defined by the norm (5.2) by using some techniques dis- 
cussed later in the present section. 
Kantorovich’s method requires the knowledge of the first two Frechet 
derivatives of P, which will be denoted by P'(R) and P"(R), respectively. 
Note that P(R) is a linear mapping g + a so P' and P" are easily 
obtained from (5.1): 
((P'(R))w)(x,y)="&-I)$ g '&f'- ~---"dt2.--j-r-"-4riipd,,~, 
I=0 y-2 I ,,..., +- 1 0 0 
it #i,Ci#j) 
1 
x(4 
a’-‘w&x; y, t* )...) t,, 0 )...) 0) 
at,. . . at, r,=x-y-gI;r, 
x ir+ I,o(Pqb-Y> f2Y.Y t,- IL 2) 
1 
x(4 
ay- ~w,(x; t,, t, ,..., t,, 0 ,..., 0) 
at2 . . . at, ly := x- p: ’ I s-l 3 
a* 
’ ayat,-, F(Y, Y&, f, ,...> t,- I)), (5.3) 
where w= {w,} ~9, and 
P"(R)=O. (5.4) 
Now, let us formulate the method for proving the existence and uni- 
queness of solutions of (5.1) following Kantorovich’s generalized Newton 
method. 
Let B(s) = {w E &9: (1 w - RI1 < s} denote a closed ball in the Banach space 
9. By (5.4) and Theorem 6 on p. 708 of [31], (5.1) has a unique solution 
in B(s) if 
s’<s<l+J1-2cb 
c (5.5) 
409/117!2-I2 
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where b is a positive constant such that 
II(fV f’(R)11 db, (5.6) 
where this )I.11 denotes the operator norm defined in terms of the norm on 
g in the usual manner. Such constants b exist if (P’(R)))’ is a bounded 
linear operator on 9. Here 
c=ob (5.7) 
and we choose w such that 
C<$. (5.8) 
Note that this choice is always possible because of (5.4). We have 
I] R, - Roll <s’ where R, denotes the unique solution and R, the initial 
approximation in the iteration process. 
Thus, we will have proved the existence and uniqueness of a solution of 
(5.1) in the closed ball B(s) of the Banach space S? if we prove that 
(P’(R))-’ exists as a bounded linear operator on 9. We now turn our 
attention to this task. 
As a first step, we write (5.3) in a different (but equivalent) form. Define 
y(x, Y) = i J"O &jktn) Xk,0tX3 Y) Xj,O(Y9 Al 
J.k = 1 ~ = 
(5.9) 
which is the same as F(x, y) in (4.23) except that the perturbed spectral 
functions (P,,~,, } h ave been replaced by the total spectral functions 
{pjk;j, k = 1, L-., n}. Then, using the same procedure as in the derivation 
of (4.24), and following the argument leading from (5.1) to (5.3), we find 
the following alternative more compact representation for the latter 
relation: 
(P’(R)w)(x,J+~~;, “f’ jhl- j~-=~~?it,~, 
,....iqm 1 = I O 
i, # ‘,(I Zj) 
1 
x(o! 
ay- +v,(~; t,,..., t,, 0, o,..., 0) 
at2 -at, tq= x- x;:;r, 
x WY, Y&X, tl t..., t,- , )h (5.10) 
where we have defined G(y, x) = (a’/+ ax) Y(y, x). 
We prove that G(y, .) is Lo-analytic for fixed y. Assume that each pjk(l) 
has finite variation so that we can differentiate inside the integral in (5.9) 
(see, e.g., [l, p. 2631) to obtain, using (4.21), 
G(Y, X)= i jrn dpjk(A) dk,O(yr A) dj,O(X, 2). 
j,k= I --OO 
(5.11) 
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We make the following assumption on the spectral functions: 
f O” 2” ev(l4”” I.4 1 d bjk(41 < ~0 -00 
(5.12) 
for j, k = 1,2,..., n, with m any nonnegative integer. It follows from (5.1 l), 
(5.12), and (A.19) that G(y, x) exists. 
We obtain from (2.2) and (5.11) 
for any nonnegative integer a. This quantity exists due to our assumption 
(5.12) and the estimates (A.19). Thus, G(y, x) is infinitely L,-differentiable 
with respect to x for fixed y. Similarly, we easily show that 0; L;,G(y, x) 
exists for r=O, l,..., n- 1 from (5.12), (A.8), and the bounds (A.19). 
Now, since 4&x, ,J) is Lo-analytic for each j= 1, 2,..., n, it can be expan- 
ded in an absolutely and uniformly convergent Lo-Taylor series in any 
bounded interval of the real line [19]. From (4.2) we have 
4j,0(x2 A)= f A”4jg(x9 AlI r=O 4(p)txv O) (5.13) 
&‘ = 0 
where dCP, is an Lo-basis and p takes the values p = an + r, a = 0, l,...; 
r = 0, l,..., n- 1. Use of (A.l) and (5.13) gives the form 
(5.14) 
Substitution of (5.14) into (5.11) gives 
This is an Lo-Taylor series analogous to (5.14) for dj,o(x, 2). The uniform 
convergence of (5.14) allows the interchange of the summation over p with 
the integrations in (5.11). The series (with respect o 11) in (5.15) converges 
absolutely and uniformly for x in each neighborhood of x = 0 for fixed y, 
and G(y, .) is Lo-analytic. 
Now, we see from (5.10) that 
Z”(R) w = (T-Z) G (5.16) 
where T is Fage’s transformation (2.6), Z denotes the identity operator, and 
(5.16) must take into account the change R -P w in the formation of (5.10). 
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That is, P’ is a linear mapping W -+ @ so it acts on each w E g’, whereas T 
contains a specific (generalized) Riemann function R. In writing (5.16) we 
set w = R. 
Now, P’(R) w, defined by (5.10), is L-analytic by Fage’s results [ 191. 
Assume that P’(R) w = 0. The left side of this expression has an expansion 
in an L-basis, P’(R) w = C,,, , 0 a,&, which vanishes if and only if [ 191 
a, = 0 for all m > 0. But, the expression of G in an &-basis also has the 
coefficients a, by the definition of the transformation T [ 193 (see also Sec- 
tion 4). Thus, we have T= 1, which is clearly false. This contradiction 
shows that P’ is a one-to-one transformation, so that the inverse (P’)-’ 
exists. 
Finally, we show that (5.6) holds. We have P = (T- I) G +f which is 
obtained by comparing (5.1), (5.3), (5.10), and (5.16). Then, using the facts 
that f, G, and the kernels K, are continuous functions of their arguments 
and are therefore bounded on compact intervals of the real line, one verifies 
that (5.6) is valid for the norm (5.2). 
Collecting our results, we have proved: 
THEOREM 5.1. Let 0 < x < a < co and suppose that (5.12) holds with each 
spectral function pjk (j, k = 1, 2 ,..., n) being of finite variation on [w. Then, 
(5.1) has a unique solution for the generalized Riemann function R in closed 
balls B(s) of the Banach space 93 with radius s satisfying the constraints 
(5.5)-(5.8). 
6. PARSEVAL RELATION 
In this section we prove a completeness property of functions obtained 
by starting with Eq. (5.1). That is, we prove the Parseval relation (4.3) 
when each @j (j= 1, 2,..., n) satisfies the Fage representation (2.6) and the 
generalized Riemann function R satisfies (5.1). 
We first prove (4.3) for the case of nonintersecting intervals. That is, we 
prove that 
dp# I’m dt I’ &(t’, A) dt’ = 0 
a b 
when (a, x) n (b, y) = 0. Without restricting generality, we assume that the 
inequalities (4.5) hold. The proof follows similar lines as that of the 
analogous results for n = 2 in [ 11. 
We first reverse the line of reasoning of Section 4 to derive (4.16) from 
(5.1). That is, we start with (5.1) and obtain (4.19) by insertion of suitable 
integration constants with respect to x and y, use of (4.23), (4.26), and 
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(2.7), integration by parts, and use of (4.21). Then, recombination of the 
decomposition (4.18) and use of (2.6) leads to (4.16): 
dPj/c(n) jx 4j(t, 2) dc j’ dk.O(f, A)dt’ = 0. 0 b (6.1) 
Then, by following a procedure analogous to that used in Section 4, we 
obtain from (2.6) 
where we have used the addition formula (4.27). Here, the function 
H,(y, t,) is defined by (4.29) and the transformations x --f y, a + b. 
Now we take the complex conjugate of (6.1) and use (6.2) to obtain 
(6.3) 
Let Q(s, v) denote an arbitrary function with s <y. We replace b by s in 
the conjugate of (6.1), multiply the resulting relation by Q(s, v), and 
integrate with respect to s over the interval [0, ~1 to obtain 
where we have interchanged the order of the s-integration with those over 
A, t’, and t. Then, setting 
we obtain from (6.3) and (6.4) 
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which is what we wanted to establish. This proves the Parseval relation 
(4.3) when u and v are step functions corresponding to nonintersecting 
intervals. 
We next prove that 
dPj~(~)~b~~(t,A)dt~h~j(t’~l.)dt’=b-a (6.5) 
u 0 
for an arbitrary bounded interval [a, b]. This equation establishes the Par- 
seval relation for the characteristic function of an arbitrary bounded inter- 
val, from which we will be able to obtain the corresponding result for 
arbitrary $P* functions. 
We take the interval [a, b] to be of the form [a -E, c( + E] with a, E > 0. 
From (2.6) we have 
+i 
q=2 
n-1 
c 
i~,...,iqe 1 = I 
i,#i,(i#j) 
f: 5 
dt, ... 
r - CT’:; r, 
dt,- 1 
0 
x Kc/(4 t, ,*.., tq- I) 4jj.0(Yy(f, t19..,, tq- 1)~ 3L). (6.6) 
Using the estimate (A.19) for dj,o and (4.34) for the kernels K,, we obtain 
the following bound for all terms on the right side of (6.6) excluding the 
first: 
x C, 12(a + c)lip ’ elki2(ar+E). (6.7) 
The integrations then show that these terms are O(E) as E JO, so that we 
obtain 
Then, using the fact that (see (4.22)) 
= 2t$j,O(CL, I) + O(E’) 
INVERSE SCATTERING FORMALISM 
as E J 0, we obtain 
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dpjk(l) Ia+’ dk(t, A) dt IafE dj(t’, A) dt’ 
s--E n--E 
X (Xj,o(a + E, 1) - x,,da - 6 1)) 
+ O(E){2& 4k,0(ay 1) + WE*)1 + O(E){2~4j,o(% A) + O(&*)} + O(E*)l, 
t6.8) 
where the O(E) multipliers in the second through the fourth terms arise 
from the estimates (6.7). The existence of these terms can be proved using 
our assumption (5.12). To handle the lirst term in (6.8), we expand the 
spectral functions as in (4.18) and consider the function F(x, y) defined by 
(4.23). Then, since ;: -& c F(x + E,y + E) -F(x - E,y + E) 
is assumed to exist (a result that can also be proved from (5.12) and 
(A.l9)), we see that the contribution to the first term in (6.8) from the 
integration over pjk,i(A) is O(E) as ~10. Finally, for the contribution to the 
first term in (6.8) arising from the integration over pj&L), we use the Par- 
seval relation analogous to (4.3) for {dj,O;j= 1, 2,..., H}. Collecting the 
above results, we obtain from (6.8) 
dpjk(A) I’+’ #k(t, A) dt Ja+’ 4j(t’, I) dt’ = 2~ + O(E) (6.9) 
l--E a--E 
as c JO uniformly in a. 
Finally, we follow the procedure in [l] to obtain (6.5) from (6.9). We 
then follow these authors’ method to obtain Parseval’s relation for 
arbitrary step functions and then finally for arbitrary Y* functions. 
In summary, we have proved: 
THEOREM 6.1. Let the spectral functions {pjk; j, k = 1, 2,..., n} with n 2 2 
satisfy (5.12) and let the function R satisfy (5.1). Define the functions 4, 
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(j = 1,2,..., n) as solutions II/ = qbj of (2.6) corresponding to tiO = dj*i,o where 
the latter functions satisfy (2.2) and (A. 1). Then for each u E LY2( R), the Par- 
seval relation (4.3) is valid. 
7. DERIVATION OF THE DIFFERENTIAL EQUATION 
In this section we derive the differential equation (2.1) from the Fage 
representation (2.6). The technical reasons for the restriction that n be an 
even integer will be explained in the present section. 
We will apply (2.6) and its inverse (4.1) to the functions { dj} and { c$~,~}, 
j= 1,2 
(A.13):‘~.” 
n, and also use the following relation, obtained by setting a = 0 in 
(7.1) 
We mulitply (2.1) by dl,O( y, A), use (7.1), and eliminate c$,,,~ by the use of 
(4.1), to obtain the equation 
x l&(x’, t’l,..., t& I) dj(Yq'tX'r t;,.-*, t'q'- 119 n), (7.2) 
where x’ is defined by x’ = .s,y + ys(x, t, ,..., typ 1). 
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Now, subtract bj(x, A) from each side of (7.2) and divide the resulting 
expressions by y”. We then have, from the left side of (7.2), 
4jtx3 n)(41,0(Y9 A)- l) 
Y” 
+ djtx, n) z9 as y -0, (7.3) 
using (A.4) and (AS). Similarly, we obtain from the first summation on the 
right side of (7.2) 
$ ( t 1;: 4j( ) 
qs!“‘(x, /I) 
x+&/Y, +$ji(x, A) -+ ’ n! 
as y + 0 (7.4) 
by expansion of #j(x + E, y, A) in a Taylor series with remainder about y = 0 
and use of (A.16). It follows that the limit as y + 0 of the quotient of the 
remaining terms in (7.2) by y” exists. It remains to show that this limit can 
be written in the form of suitable terms in the differential equation (2.1). 
We obtain from (7.2) 
(7.5) 
where each A,(x, y; z) consists of a series of terms depending upon the ker- 
nels K, and & (q = 2, 3,..., n) with supports contained in the interval 
[0, x + ~,y]. That is, these integrals are carried out along the complex 
characteristics described in Section 2. All inequalities relating complex 
numbers discussed later in this section are to be interpreted in this sense. 
We first prove 
LEMMA 7.1. Suppose the spectral functions (pjk(A); j, k = 1, 2,..., n} 
satisfy (5.12). Then 
j,k= I --cc 
converges absolutely and uniformly with respect to x, y, and z in arbitrary 
finite intervals. 
Proof We use the estimates (A.19) for #j,i,o and (4.34) for K, 
(q = 2,3 ,..., n) to obtain from (2.6) 
Iqij(x, A)1 < Ixlj-’ elkx’ + C 12x1’-’ e21kX’{(l + IxI)n-’ - l} (7.7) 
4G9/117/2-I3 
482 
where 
W. W. ZACHARY 
C= max C,. 
Y E { 2,L.n 1 
We may suppose that C> 1 for, if not, we could replace C by C’ with 
C’ > C, C’ > 1. We then obtain from (7.7) 
for j = 1, 2,..., n. Using this estimate and the bound (A.19) for d,,O, we 
obtain 
pqx,y;z)l dC2 f 2k+J-~2 1x1’ Izlk--l lyl (1 + lzl)“--‘(l + Ix/)“--’ 
j,k= 1 
Ix) X d Ipj,k(A)l exp[lki t2 IzI + 2 Ix1 + lyl )I 
z 
from which the absolute and uniform convergence of (7.6), for x, y, and z 
contained in arbitrary finite intervals, immediately follows. 
We will also need the following result: 
LEMMA 1.2. Let f(x) be a continuous function vanishing outside some 
finite interval (0, a). Set E,(i) = j;f(x) c$~(x, A) dx and assume that 
cFk= I JTx E,(A) #ktX, A) dP,ik(A) converges absolutely and uniformly for x 
belonging to an arbitrary finite interval. Then 
Proof: Analogous to the proof of a similar result given on pp. 279-280 
of [ 1 ] except that we use the Parseval relation (4.3) in place of the one 
used in that paper. 
Define A(x, y; z) = (l/n) C;=,’ ,4,(x, y; z). From (7.5) we have 
hj(x, Y; 2) = 1 A(X, Y; Z) dji(Z, 1) dz. 
Using Lemmas 7.1 and 7.2, we see that 
‘(X9 Yi Z) = i i” hj(x, Y; A) dk(Z, A) dpj,c(A) 
j,k=l --m 
and, moreover, this quantity vanishes when z > x + s,y for each 
le (0, l,..., n- l}. 
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Defining 
we find 
JA,(x, y; z) 
aZ = A(x, y; z) = 0 
when z > x + E, y for each 1 E (0, l,..., n - 1). 
We have the symmetry 
(7.8) 
h,o(J% 1) = 41,0( -WY n)? (7.9) 
which follows from (A.7) and the property Ej = E,-~, j = 0, l,..., n - 1, if we 
define k = ,I’/” to be real-valued. Using (7.9) and the symmetry (4.17) of the 
spectral functions, we obtain the following property of the function A, : 
A,(z, -Y,x)= -A,(x,y,z). 
We then obtain, from (7.8) and (7.10), 
(7.10) 
aA ,/ax = 0 (7.11) 
when x > z + E,( -y) or x + E, y > z for each 1 E (0, l,..., n - 1 }. 
We now use a special property of the roots of unity for even n. In this 
case these quantities have the property that for each IE (0, l,..., n - 1 } there 
exists f~ (0, l,..., n - 1 } such that 
EL= -&,. (7.12) 
On the other hand, this property does not hold when n is odd as one easily 
verities. Moreover, there is a one-to-one correspondence between elements 
z, rE (0, l)...) n - 1 } related by (7.12). Thus, we see that (7.11) holds when 
x-qy>z for each ZE (0, l,..., n-l}. 
We thus obtain 
aA a aA, a aA, -=--=--= 
ax ax aZ aZ ax 
o 
(7.13) 
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when z is outside the set n;:d (x- E[Y, x + E, y). Differentiation of (7.5) 
now gives 
where in the first equality we have used the fact that A(x, y, x + 6,~) = 0, 
which follows from (7.8), and the continuity of A with respect o z, and in 
the second equality we have employed (7.13). Now, differentiating (7.14) 
with respect o y, we obtain 
w/(X, Y; Z) dj(Z, 1) h (7.15) 
where we have separated the known form of the leading term on the right 
side, as in (7.2). 
We now subtract c$~(x, A) from each side of (7.15) and divide by y” to 
obtain 
4ji(x9A)(4*,0(Y,L)-1) l l n-l 
Y” 
=F 
[ 
i 1 4jic x+E/.Y, n)-4.j(X, n) 
I=0 1 
w/(X, Y; ZVj(Zv A) dz. 
It follows from (7.3) and (7.4) that 
exists. 
Following an argument in [l] we write, using the continuity of K, and 
kq (q = 2, 3 ,..., n), 
W,(x, y; z) = W,(x, y; x) + o(l), y + 0. (7.18) 
Then, expanding dj in a Taylor series with remainder about the point z = x, 
(7.19) 
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and using (7.18), we find that the integrals in (7.17) vanish when the sum- 
mation index m in (7.19) is an odd integer. We find 
x(x) = lim -!- 
n-l n-2 
y*Ony” ,:. wdx9y;x) ;, & hv+’ 4qmvx, A). 
(m even) 
Now, using (7.3) and (7.4), we obtain from (7.16) an equation of the form 
n/2 - 1 
(- 1p2 @“)(X, 1) + 1 J+(x) lp2’)(x, A) = h/l(x, A) (7.20) 
I=0 
with 
2( - 9” 
pm(x’=~$J (n- l)! y” ,=o 
y1 w,(x, y; x) y;y+,’ 
for m = 0, 2,..., n - 2. The facts that only even derivatives occur in (7.20) 
and that n is even, coupled with the self-adjointness of the corresponding 
differential operator (i.e., that L equals its Lagrange adjoint), imply that p, 
is a real-valued constant for m = 2,4,..., n - 2, which can be chosen to be 
zero. Indeed, for operators of the form 
L=(-1)“/2~+*‘yp2,~ 
/=O 
with n even and p 21 a nonzero real constant for some I# 0, the Fage 
representation takes a less symmetrical form than (2.3) or (2.6), as can be 
seen from pp. 41 or 42 of [20] in the case n = 4. 
With these results (7.20) reduces to (2.1) with p,(x) = q(x) so that we 
obtain the desired differential equation from the Fage representation (2.6). 
Moreover, the functions {dj(x, 1); (j= 1,2,..., n > satisfy the boundary con- 
ditions (A.1). This follows from the fact that the functions {Q~~,~(x, 1); 
j = 1, 2,..., n} have this property and the { 4j} satisfy (2.6) [ 19,201. 
APPENDIX 
In this appendix we collect the proofs of some results used in the body of 
the paper. We first investigate the fundamental solutions of (2.1), i.e., those 
satisfying the boundary conditions [ 291 
=qi!k-l)(xo, n)=s. 
J Jk 
(j, k= 1, 2 ,..., n) (A.l) 
x=xlJ 
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where, for the purposes of the present discussion, we will suppose that 
x0 = 0. Using the method of variation of parameters, we find that these 
functions satisfy the linear Volterra integral equations (j= 1, 2,..., n) 
where dji,O satisfy (2.2) with the boundary conditions (A.l). As written in 
(A.2), I$~ is actually a solution of the equation 
n-2 
(-i)” lp(x, A) + 1 p,(x) lp(x, i) = /ll)(x, A). (A.31 
/=O 
We will consider this more general case throughout this appendix. 
The #i,o can be written in the form 
q4i,o(x, I.)= (ik)-‘-“H,,, ,(ikx) (j = I) 2,..., n) (‘4.4) 
where k” = j.. Here, the II!,,,,.- , are defined by [32] 
H,,,,(z) = i Z”k +r,=,(nk+r)! (A.51 
for 12 > 2, 0 < r d n - 1. These functions satisfy 
where one defines H,,, P1(z) = H,,,,+ ,(z), etc., i.e., H,,, (and hence also ~j.0) 
are defined mod n. The H,,, satisfy the differential equation 
$ H,,.,(z) = H,,,(z) 
from which one easily derives (A.4). The 4.,,. can also be written as linear 
combinations of exponential functions 
4, (x ,J)=(.k)-(j-l)i”f’ 
J.0 3 ” 1 El 
H-J+ lpkr 
9 (A.71 
n /=o 
as one easily derives by combining (2.4) and (A.4). From (A.4) and (A.6) 
we easily obtain the following simple relation for the derivatives of dJ,o: 
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We next obtain some addition formulae for the dj,O. Following Ungar 
[32] we define the matrix 
Hn(z) = {Hn.i-j(z))7 i,j=o, l)...) n- 1. 
which has the circulant property, so that it can be specified by its first row, 
H,(z) = (H,,(Z)? H,,- 1(z),..., H,,,(z)). 
Thus, we can write [33] 
n-1 
H,(z)= c H,,(z) c-l= f H,,-,(z) cp 64.9) 
I=0 p=l 
where C denotes the circulant matrix C= (0, 1, 0, O,... 0). It is easily verified 
that C” is the identity matrix. One has [32, 343 
H”(Z, +z*) = H,(z,) Hn(z*), z,, Z,E@. (A.lO) 
We obtain from (A.9) 
Hn(z,) H&d= i cp HZ1 K,n-p-,h) Hn,l(Z?) p=l /=O 
so that, by comparison with (A.lO), 
n- 1 
H n,n--p(zl +zd= c Hw-I,-/(z,) Hn,,h). (A.ll) 
I=0 
For n= 2 this equation reduces to the known addition formulae for the 
functions H,,,(z) = cash z and H2,1(~) = sinh z. 
Combination of (A.4) and (A.ll) yields 
n-1 
#ji,OCx +Y, n) = 1 4.j-I,0(x> ‘1 #I+ I,O(Y, ‘12 (A.12) 
I=0 
j = 1, 2,..., n mod n, which are the addition formulae that we wanted to 
derive. 
We next obtain a useful relation for products of dj,o)s: 
LEMMA A.l. 
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Proof: We first derive a useful symmetry property of the dji.O. From 
(A.7) and (2.4) we have 
fjjo(XEp, A)=(&)-(j-1); 1 p +i- ’ EE -;+ l&&, (A.14) 
x=p 
using the change of index CI =p + 1. We decompose this summation in the 
form 
p+n-1 n-l p+n-I 
c =c+ c 
ci=p r=p Lx=” 
and obtain for the second summation 
using the useful property sp + n = Ed which follows easily from (2.4). We then 
obtain from (A.14) 
(A.15) 
using (A.7) and an elementary property of the roots of unity which readily 
follows from (2.4). 
Now, consider the sum 
n-l n-l n-1 
,To F7-z$j,0(X+E/Y9 A)= C C E;-"+"4j-s,0(X9 A) ds+ I,O(Y, n) 
I=0 s=o 
where (A.12) and (A.15) have been used. We interchange the order of the 
summations, evaluating the one over 1 by the use of 
';g i 
En-i+k=ng. 
Jk' (A.16) 
which follows easily from (2.4), to obtain the desired result (A.13). 
We will now obtain bounds for the solutions of (A.2), dj(x, 1). Solving 
that equation iteratively, we obtain 
(A.17) 
I=0 
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with the zeroth-order iterate given by (A.7). Then, using the boundary con- 
ditions (A.l) for #,,,,-,, one obtains the following expressions for the 
derivatives: 
p = 0, l)...) n - 1. 
From (A.4) we easily obtain the estimates 
IQlj,o(x, A)( d (xlj- ’ P’ (j= 1, 2 )...) n), 
from which follows 
(A.19) 
Idj,o(x, l)l 6 (1 + IxI)“-’ elks’, (A.20) 
which is convenient because of its uniformity with respect o jE ( 1, 2,..., n}. 
Using (A.20) as well as 
(1+ Ix-yl)“-%(l+ /xl)“-‘(1 + lyl)n-l, 
we obtain the following estimates from (A.18) by the use of induction: 
m (A.21) 
for j= 1, 2 ,..., n; q = 0, l,..., n - 1, with 
n-2 
P(Y)= c IPLYK 
/=O 
(A.22) 
We assume that the coefficients p!(y) (I = 0, l,..., n - 2) are continous on 
the interval [0, x] so that the (Lebesgue) integral in (A.21) exists. 
It follows from (A.21) that the series of iterates C,“=, q5j$(x, A) 
(q = 0, I,..., n - 1; j = 1,2,..., n) converges absolutely to the solutions $j(x, 1) 
of (A.2) and their respective derivatives. We obtain the bounds 
l@‘(x9 A)l <Pl(l+ IxI)~-’ exp 
[, 
ix’ P(Y)(l + lYl)2”-2 dY 1 
for any finite real-valued x and j = 1, 2 ,..., n; q = 0, l,..., n - 1. 
Let a be a finite positive number such that 1x1 <a. Then we set 
(m = 0, l,...) 
M,=e~‘~“(l+a)“~l-$ 
( 
~ap(y)(l+ly1)2”2dy m. 
. 0 ) 
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From (A.21 ) we have 
I#@‘(x, A)l < M J.m m (A.23) 
for m = 0, I,..., XE [O, a], j= 1, 2 ,...) n, and q=O, l,..., n- 1. We observe 
that the series C,“=, M, converges so that C,“=O c$J,$~,, Aj converges 
uniformly to @*)(x, 1) for x E [0, a] by Weierstrass’ M-test. 
Now, consider the functions 
for m = 0, l,... . Using the usual definition of derivative, 
fW+ ‘)(t, A)= lim @“)(t, ;I) I h+OJ’h ’ 
(A.24) 
we prove 
THEOREM A.l. Suppose that the coefficients p,(t) (I = 0, l,..., n - 2) 
belong to C(0, a) for some a > 0. Then, the convergence in (A.24) is uniform 
on the closed interval [0, a] for m = 0, l,..., n - 2. 
Remark. The proof can be extended to larger values of m at the expense 
of assuming some differentiability properties for the coefficients p,(t). The 
stated result is suffkient for our purposes (see Section 4) since #J,!“) can be 
written in terms of 4;s with lower orders of differentiation by the use of 
(A.3). Indeed, this device is used in the proof of Theorem A.l. 
Proof: We first prove the result for the iterates (A.17). That is, we 
define 
for b = 0, l,...; j = 1, 2 ,..., n; m = 0, l,..., m - 2, and prove that 
lim #j,;,,jJ t, 1) = f$j,T + l I( t, A) uniformly for CE [0, a]. (A.25) 
h-0 
Using a Taylor series with remainder 
~l,‘)(t+h,~)=~~,‘n;‘(l,~)+h~i’~+”(t,1)+R2(t,t+h), . . 
we obtain 
(A.26) 
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where 
R,(t,tfh)=S:th(f+h-~)~~,~+2)(y,i)~~. 
Using (A.21), we find for m = 0, l,..., n - 3 
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(A.27) 
(A.28) 
with /? = 0, l,... and j = 1, 2 ,..., n. 
We next obtain estimates imilar to (A.28) for m = n - 2. 
From (A.18) with p=n- 1 we obtain by differentiation 
n-2 
Using the relation ti!,‘$(x, 2) = in@n,O(~, A) and similar techniques to those 
in the derivation of (A.21), we obtain the bounds 
1 
(1 1 
P-1 
I@$)(y /?)I < C,e’k”yi(l + 1.~1)“~ l - 1 ’ yp(z)(l + IZJ)2n-2 dz (P-l)! 0 
+ IAl eikYi(l + lyl)+‘jj 
.( 
[‘p(z)(l + JzI)~~-* dz 
P 
(A.29) 
0 
for j = 1, 2,..., n, and ,B = 0, l,.... Here we used the fact that, since each p,(x) 
(l=O, l,..., n - 2) is assumed to be continuous on [0, a], there exist 
positive constants C,,, such that 
IPr(X)l < Cl,n, 1=0, l,..., n-2, xE [0, a]. 
Therefore, there exists a positive constant C, such that 
P(X) < cm x E co, al, 
where p(x) is defined by (A.22). 
Now, using (A.26), (A.27), and (A.29) we obtain the desired estimate for 
the case m=n-2: 
Mhj,, - 2,8 G - e Ihl I&y1 +a)“-l 2 [&&h”’ +,wql 
+ IAl; j”p(z)(l+ lzl)2n-2dz 
( 
B 
. 0 )I (A.30) 
for p = 0, l,..., and j = 1, 2 ,..., n. 
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Collecting the estimates (A.28) and (A.30) we see that MhJ,,,8 + 0 as 
Ihl + 0 for m = 0, l,..., n - 2 so that (A.25) is proved for all p = 0, l,... and 
m = 0, l,..., n - 2 by [30, Theorem 4.1, p. 5063 for all k E R. 
In order to complete the proof of the theorem, we write 
+ 2 L-~$$,(c 2)- 4;,;+ ‘)(t, AlI. (A.31) 
p=o 
Since C,“= o #,T)( t, 1) -+ #jm)( t,1) as N -+ co uniformly (see the discussion 
following (A.23)), we have that for given E > 0 there exists No > 0 such that 
when N> No, uniformly in t E [0, a]. This result justifies the use of the 
same value of N in each term of (A.31). 
For the last set of terms in (A.31) we use (A.25) to obtain the estimate 
when (hi <E, uniformly in t E [0, a]. 
Collecting these estimates, we have for given E > 0 
I$q’(t A) -q++ “(l, /I)( < & . ’ J 
when IhI < E, uniformly in t E [0, a]. The proof of Theorem A.1 is complete. 
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