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3?1? ??
???????????????????????????????????????????
?????????????????? [1, 2]???????????????????????
???????????? Hubbard??????????Q = (; )? Neel????????
????????????????????????????????????????????
??????????????????????????????????????? Neel??
??????????Q = (; 0); (0; )? Collinear????????????????????
??????? [3{6]??????????????????????????Neel??????
????????????????????????????????????????????
?????????????
???????????????????????????????????????????
???????????????????????????????????????????
??????????????????????????????????????????
????????????????????????????????????????????
????????????????????????????????????????????
?????????????????VOMoO4 [7]? Li2VOSiO4 [8]?-(ET)2Cu2(CN)3 [9{12]?
BaCu3V2O8(OH)2 [13]??????????????????????????????Hubbard
???????????? Heisenberg??????????????????????????
???????????????????Mott??????????????????????
??????????????????????
????????????????????????????????????????????
? (VCA)????????????????????????????????????????
????? t1  t2  t02Hubbard??????????????????????? t1  t2Hubbard
??????????????????????????????????????????
???????????????????? 2??????????????????????
????????????????????????????????????????????
????????????????????????????????????????????
????????????????
? 3?????????????????????????????????????????
???????????????????????????????????????? (VCA)
?????????????? VCA???????????????????????????
? VCA????????????????????????????????????????
????VCA????Green??????????????????????????????
??????????????????????????
? 4????????????????????????????????????????
?????????????????? t1   t2   t02Hubbard????????????????
????????Heisenberg??????????????????????????????
? 1? ?? 4
????????????????????????????????????????????
??????????? (VCA)?????????????????????????????
????????????????????????????????????????????
?????????????????????????????
? 5???????????????????? t1   t2Hubbard?????????????
?????????????????????? VCA???????????????????
????????Heisenberg???????????????????????????????
???????????????????????????120 ??????????????
????????????????????????????????????????????
????????????????????????????????????????????
???????????????????????????????????????????
(DOS)?????????????????????
5?2? ??????????????
???????????????????????????????????????????
????????????????????????????????????????????
????????????????????????????????????????????
????????????????
2.1 ?????????????
???????????????????????????????????????????
?????????????????????????? Heisenberg??
H = J
X
hiji
Si  Sj (J > 0) (2.1)
????????hiji??????????????????????????? 2.1(a)???
????????????????????????????????????????????
? 2.1: (a): ?????????????????(b): ???????????????????
??????????????????????????(c): ??????(d): ?????????
? 2? ?????????????? 6
? 2.2: (a): resonating valence bond (RVB)???(b): ????????? 120 ??????
???
????????????????????????????????????????????
??? 2.1(b)???? 2????????????????????????????????
????????????????????????????????????????????
????????????????????????????????????????????
????????????????????????????????????????????
????????????????? (? 2.1(c),(d))????????????????????
?????????????
???????????????????????????????????????????
????????????????? 2.2(a)???????????????????????
????????????????????????????????????????????
????????????????????????????????????????????
????????????????????????????????????????????
????????????????
1973??P.Anderson??????????????????????????????????
??resonating valence bond (RVB)???????????????????? [14]??????
???????????????????????????? 3????????????? 120
?????? (? 2.2(b))??????????????????????????????????
????????? [15,16]?????????????????????????????????
????????????????? -(BEDT-TTF)2X [9{12]? EtMe3Sb[Pd(dmit)2]2 [17,18]
??????????????????????????????????
2.2 ?????????
??????????????????????????????????? -(BEDT-TTF)2X
????????????????????????????????? (BEDT-TTF)2X?BEDT-
TTF?????????X???????????????2??BEDT-TTF????? 1??
?????????????????????????????????????? BEDT-TTF
???????? ?????? -(BEDT-TTF)2X??2?? BEDT-TTF????????
????????????????????1????????? 1?????????????
?????????? half-lling?????????BEDT-TTF?????????????
? 2? ?????????????? 7
? 2.3: -(BEDT-TTF)2X? BEDT-TTF?????????? [20]?????? td?????
?????????????????????????????????? Hubbard?????
???
? 2.4: ???(a)-(ET)2Cu2(CN)3?(b)-(ET)2Cu2[N(CN)2]Cl????H1 NMR??????
?????????????? [10, 19]
?????????????????? t; t0; td ????td ???????????????t?
BEDT-TTF????????????????????t0? BEDT-TTF??????????
?????????????????? td ????????????????????????
?????? BEDT-TTF??? 1????????????????????????????
t?t0 ? half-lling??????? Hubbard????????????? [9]?????????
????????????
???????????????????????? 2.4? Shimizu??????????NMR
?????????????????? [10,19]?????????????? X= Cu2(CN)3?
X= Cu2[N(CN)2]Cl? 2?????????????? X= Cu2[N(CN)2]Cl????T = 30 K
????????????????????T = 27 K????????????????????
???????????????????????????????????????NMR???
???????????????????????????????????X= Cu2[N(CN)2]Cl
? 2? ?????????????? 8
? 2.5: ??: ?????????? [20]???: ??????? (DFT)????????? non-
interacting????????? (??????) [21]?????? tight-binding????????
???????????????
????????????
??? X= Cu2(CN)3????T = 32 mK?????????? NMR??????????
?????????????????????????????????????????????
X= Cu2(CN)3 ??????????????????????????????
? 2.5??????? 2????????????? [20]?????????? [21]?????
????????????????????????????????????????????
???????????????????DFT???????????????????????
????????????????????? 3???????????????X= Cu2(CN)3
??M-Y???X= Cu2[N(CN)2]Cl?? U-Z??????????????????????
????????????????? 2?????? 2???????????????????
????????????????????????????????????????????
???????????? 2????????????? U ??????????????Mott
???????????????????????? Hubbard??
H =  t
X
hi;ji
X

cyicj   t0
X
hi;ji0
X

cyicj + U
X
i
ni"ni# (2.2)
??????U = 2td(??????????????????)??????????????
????-(ET)2Cu2[N(CN)2]Cl ?? t0=t = 0:44  0:05?U=t = 5:5?-(ET)2Cu2(CN)3 ??
t0=t = 0:83 0:08?U=t = 7:3?????? [21]?
?????????????????? -(ET)2Cu2[N(CN)2]Cl??????????Mott?
?????-(ET)2Cu2(CN)3 ??????????Mott?????????????????
????????????
2.3 ?????????
???????????????? -(BEDT-TTF)2X??????????????Hubbard
????????????????????????????????????????????
? 2? ?????????????? 9
??????????????????? Hubbard????
H =  t
X
hi;ji
X

cyicj   t0
X
hi;ji0
X

cyicj + U
X
i
ni"ni#   
X
i;
ni; (2.3)
???????cyi(cj)? i?????????? ?????? (??)??????ni ???
????????t?? t0???????????????????????? 3???? 2??
????? t?????? 1??????? t0???????????????????????
??????????U ????????????????????????????????
? (U=t 1)??????J = 4t2=U?J 0 = 4t02=U ?????????? Heisenberg????
H = J
X
hi;ji
Si  Sj + J 0
X
hi;ji0
X

Si  Sj (2.4)
???????
?? U=t = 0???? t0=t = 0?? t0=t = 1???????????????????????
??? ??(0; 0)?K??( 43; 0)?M??(; p3 )?M0??(0;
2p
3
)????t0=t = 0?????
??????????????? 2????????????????????????????
???Q = (2; 0); (0; 2p
3
)????????????????????????M ??M 0 ?
????????????????t0=t = 1????????????????????????
???????????????????????????????????????M ??M 0
???????????????
???????????????????????????? 2.8? Schwinger Boson???
?? [22]?????????? LSWT [23,24]???????????????? Heisenberg?
?????????????????????J = J1 = 1?J 0 = J2????J2 = 0??????
?????????????????Neel???????????J2 ????????????
????????????????? J2 = J2c ????????????? (Q;Q)? Spiral??
???????????????????????????????????????? (???
????????? LSWT?????)????J2 = 1???? Q = 23???? 120 ????
???????????2???????????????????????? [25]??????
??? [26,27]????????????????
??????? Hubbard???????????????????????????? 2.9?
????????? VCA???????????????? Hubbard???????????
????? [28]?????? (U=t  1)???0  t0=t  0:83?? Neel??????????
??0:83  t0=t  1:0?? 120 ??????????????????????? 2?????
? 2.6: (a): ??????? Hubbard???????(b): t0=t = 0???? Neel???????
??(c): t0=t = 1???? 120 ?????????
? 2? ?????????????? 10
? 2.7: (a): ??????????? Brillouin zone?(b): tight-binding?????? U = 0??
???????????(c): t0=t = 0?(d): t0=t = 1???? Fermi????????? Brillouin
zone?
??????????????????????????????????t0=t?????????
???????????????????????????? Uc=t? t0=t??????????
?????t0=t????????????????? Neel?????????????????
???t0=t = 1????????????? 120 ?????????????????????
????????????????????????????????????????????
? (t0=t = 1) ??????????????????????????????????????
????????????????????????
??????????????-(ET)2Cu2[N(CN)2]Cl ?? t0=t = 0:44  0:05?U=t = 5:5?
-(ET)2Cu2(CN)3 ?? t0=t = 0:83  0:08?U=t = 7:3??????????????????
? [21]?? 2.9???????????-(ET)2Cu2[N(CN)2]Cl?? Neel??????????
???-(ET)2Cu2(CN)3?????????????????????????????????
????????????????????????? (BEDT-TTF)2X??????????
??????????????
? 2? ?????????????? 11
? 2.8: Schwinger Boson????? [22]?????????? LSWT [23,24]????????
???????? (??)?????? (??)?????? Schwinger Boson?????????
????? (J2c  0:63)?
? 2.9: ????????? VCA???????????????? Hubbard????????
????? [28]?
12
?3? ????
3.1 ????????? (VCA)
????????? (Variational Cluster Approximation: VCA)??????????????
? (Self-energy Functional Theory: SFT) [29{32]?????????????????????
???????????????????VCA??????????????????????
?????? (Exact Diagonalization: ED)????????????????????????
????????????????????????????????????????????
?????VCA?????????????????????????? (Cluster Perturbation
Theory: CPT) [33, 34]?????????????????????????????????
???????SFT???????VCA?????????????????????????
??? CPT??????????????????????????????????????
???
3.1.1 ??????????? (SFT)
?????????????????? (Self-energy Functional Theory: SFT) [29{32] ???
? Luttinger-Ward???? [35]??????????????????Luttiinger-Ward???
?? Legendre??????????????????????????????????????
SFT???????????
??????????????????????????? t ???????? U ????
Hamiltonian?
H =
X

tc
y
c +
1
2
X

Uc
y
c
y
cc (3.1)
??????????????cy(c)? Fermion??? (??)???????????????
??????????????????????????

t;U =   1

lnZt;U (3.2)
Zt;U = tr[exp ( (H(t;U)  N))] (3.3)
??????????
???1??Green???????Green??? t?U ????????Gt;U ?????Fermi
????????? i!n  i(2n+ 1)= ?????U = 0?????? Green??Gt;0 ?
(Gt;0(i!n)) = [(i!n + )   t ] 1 (3.4)
? 3? ???? 13
?????????????????????????t;U ?????Dyson????????
????? Green??Gt;U ?
G 1t;U = G
 1
t;0  t;U (3.5)
???????????????????t;U = G 1t;0  G 1t;U ????
??M.Pottho???????????? Luttinger-Ward????????????????
??????????????
Zt;U =
Z
DD exp (At;U ;) (3.6)
At;U ; =  
Z 
0
d
"X

()

@
@
  

() +Ht;U (
; )
#
(3.7)
Ht;U (
; ) = Ht(; ) +HU (; )
=
X

t

()() +
1
2
X

U

()

()()() (3.8)
??????? ()????????? Fermi???????Grassmann?????? c-??
?? 1?
(3.7)??At;U ; = At;AU ; ?????????? At; ?????????? AU ;
???????????????????
At;   
Z 
0
d
"X

()

@
@
  

() +Ht(
; )
#
=
X
n;
(!n)[(i!n + )   t ](!n)
=
X
n;
(!n)G
 1
t;0;(i!n)(!n) (3.9)
? Green??????????????????????????
AU ;   
Z 
0
dHU (
; )
=   1
2
X
n1n2n3n4
X

U

(!n1)

(!n2)(!n3)(!n4)n1+n2;n3+n4 (3.10)
?????????
At;U ; =
X
n;
(!n)G
 1
t;0;(i!n)(!n) +AU ;  A^U ; [G 1t;0 ] (3.11)
????At;U ;???? t???????????????Green??Gt;0 ???? A^U ; [G 1t;0 ]
???????????????????^?????????
A^U ; [G
 1
0 ]???Green??G0???????????????????????????
????? Green??G0 ????????

^U [G
 1
0 ] =  
1

ln Z^U [G
 1
0 ] (3.12)
Z^U [G
 1
0 ] =
Z
DD exp (A^U ; [G 10 ]) (3.13)
1Grassmann ?? Fermi ??????????? cji = ji?hjcy = hj ?????????????????
?  ????????? Grassmann????????Grassmann?? Fermi?????????? [;  ]+ = 0?
????
? 3? ???? 14
???????????????????
^U [G 10 ]?????? U ?????????????
?? Green??G0 ???????? Green?????????????

^U [G
 1
t;0 ] = 
t;U (3.14)
?????????????????????
?????????? (3.12)????????????????????????? 2?
G^U [G 10 ] =  
1
T

^U [G
 1
0 ]
G 10
(3.15)
??? G^U [G 10 ]?G0 ?????? Green????????? Green??
G^U [G 1t;0 ] = Gt;U (3.16)
???? 3??????G^U [G 10 ]? Green????????????????????????
?????????(3.16)????????
G^U [G 1 + ^U [G]] = G (3.17)
????? ^U [G]??????(3.17)????????Green??Gt;U ????????t;U
???????Dyson?????????????(3.16)??????????????????
?????????????????? ^U [G]???? Green??Gt;U ?????
^U [Gt;U ] = t;U (3.18)
????????????????
????????? 
^U [G 10 ]?G??????????????????LW??? ^U [G]
?????????????
^U [G] = 
^U [G
 1 + ^U [G]]  Tr lnG+Tr(^U [G]G) (3.19)
?????????????????????????Green??G????????????
??LW???????????????
????LW???????????????LW??? ^U [G]?? 3.1?????????
??????????????????? [35]?
1. HamiltonianHt;U ??????? Green??Gt;U ????
^U [Gt;U ] = t;U (3.20)
2(3.15) ??????????
G^U ; [G 1t;0 ] =  
1
T

^U [G
 1
0 ]
G 10;
=   1
Zt;U
Z
DD(!n)(!n) exp(AU; [G 10 ])
???????????????????????????????
3(3.16) ?????????????
G^U ; [G 1t;0 ] =  
1
Zt;U
Z
DD(!n)(!n) exp(At;U ; )
=  
D
(!n)

(!n)
E
t;U
= Gt;U;(i!n)
????
? 3? ???? 15
? 3.1: LW??? ^U [G]????????????????????????????????
?????????????? Green??G????????? U ????LW??? ^U [G]
?????U ????????? t????????
???? LW??????????????????????

U [Gt;U ] = t;U +Tr lnGt;U   Tr(t;UGt;U ) (3.21)
???????????Tr = T!nkei!n0
+
tr????
2. LW??? ^U [G]? Green??G??????????
1
T
^U [G]
G
= ^U [G] (3.22)
???????????????????????????Green??Gt;U ?????????
?????????????????
^U [Gt;U ] = t;U (3.23)
3. LW??? ^U [G]?????U ????????????? t?????????????
????? U ???????? t???? 2?????????2?????? LW?????
???????? ^U [G]????? t????????
4. ??????????? LW??? ^U [G]? 0????
^U [Gt;U ] = 0 for U = 0 (3.24)
??????? Green???????????????????????
??????LW??? ^U [G]? Legendre????????????????????LW?
??? Green??G?????????Legendre???????????????????
????
F^U [] = ^U [G^U []]  Tr(G^U []) (3.25)
?????????? Legendre?????????G^U [^[G]] = G ?????????? F^U []
??????????????????
1
T
F^U []

=  G^U [] (3.26)
? 3? ???? 16
???????????? 4???? F^U []????? (3:21)???????????????
????????????

^t;U [] = Tr ln (Gt;0  ) 1 + F^U [] (3.27)
????(3:27)???????????????????
1
T

^t;U []

=
1
G 1t;0  
  G^U [] (3.28)
?????????????????t;U ?????(3:5)? Dyson?????????
G^U [t;U ] = Gt;U =
1
G 1t;0  t;U
(3.29)
???????????(3:28)??

^t;U [t;U ]
t;U
= 0 (3.30)
??????????????????t;U ???????????????????????
??????????? 0???????????????????????????????
??t;U ?????????????
????????????????????

^t;U []

= 0 (3.31)
????????????????????????t;U ????????????????
???????????????????? (3:31)????????????????????
?????????????????????????????????????????????
?????????????????????????????????????????????
?????????????????????? (Self-energy Functional Theory: SFT) [29{32]
????
4(3.26) ??????????????
1
T
F^U []

=
1
T
X
;
^U [G^U []]
G^U; []
G^U ; []

  

0@X
;
G^U ; []
1A
=
X
;

G^U ; []

 
X
;
 
;;G^U; [] + 
G^U ; []

!
=  G^U;[]
????2 ?????? (3.22) ???????????(3.25) ? Legendre ????????????????????
????? U(S; V;N) ?? Helmholtz ???????? F (T; V;N) ?? Legendre ?????????
^U [G] $ U(S) (G $ S)
F^U [] $ F (T ) ( $ T )
????????????????????????????? (3.26) ??????????
1
T
F^U []

=  G^U [] $ @F (T )
@T
=  S(T )
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3.1.2 ????????? (VCA)
?????VCA????????????????????????????????????
??????Weiss??????????????????????????
?????????????????? 
^t;U []????????????????????
???????? F^U []????????????????? F^U []????????????
??????LW????????????????????????????????? 
^t;U []
????????????????
???? 3.2(a)??????????????????????????????

^t;U [] =  Tr ln (G 1t;0  ) 1 + F^U [] (3.32)
??? 3.2(b)?????????????????????????????????????
??? t0 ????????????????????????????? 0?????????
?????????????????????????

^t0;U [] =  Tr ln (G 1t0;0  ) 1 + F^U [] (3.33)
??????????????????????????? F^U []??????????????
???LW?????? (3)????LW???????? t??????????U ?????
????????????????????????????? F^U []???????????
??????????F^U []???????

^t;U [] = 
^t0;U [] + Tr ln (G
 1
t;0  ) 1   Tr ln (G 1t0;0  ) 1 (3.34)
????????????????????????? = t0;U ?????(3:34) ??? 1
?? 
^t0;U [t0;U ] = 
t0;U ??????????????????????(3:34)??? 3??
G 1t0;0  t0;U = G 1t0;U ???????? Green??????????

^t;U [t0;U ] = 
^t0;U [] + Tr ln (G
 1
t;0  t0;U ) 1   Tr lnGt0;U (3.35)
???????????????????????????????????????? (3:35)
???????????????????????????? 
^t;U [t0;U ] ??????????
(3:35)????????????????????????? t0 ??????????????

^t;U [t0;U ]  
(t0)????
??????????????????????????????SFT??????????
@
(t0)
@t0
= 0 (3.36)
??????????????????????? 5????????????????????
????????????????SFT???????? t0????????????????
??????????????? (VCA)??? 6?
5VCA ???????????????????????????????????(3.36) ??
@t0;U
@t0

^t;U [t0;U ]
t0;U
= T
@t0;U
@t0
 
1
G 1t;0  t0;U
 Gt0;U
!
= 0
??????? Euler ???????????????????????????? (DMFT) ????
6VCA ??????????  ????????????????? t0;U ???????????? ???
????????????????????????????????????????VCA ? U = 0 ?????
(t=U ! 0( 6= )) ???????????U = 0 ??????t0;U = 0 ????(3.35) ???????????
????????????? t = t0 ????? (3.35)??????????????????
^t;U [t;U ] = 
t;U ??
?????????
? 3? ???? 18
? 3.2: (a): ??????(b): ??????????????????????????????
???
?????????????????????????????????????(3:35)???
??????????????V  Ht  Ht0 ?????
G 1t;0  t0;U = G 1t;U   V (3.37)
??? 7?V ????? (3:35)??????????????

(t0) = 
t0;U +Tr ln (G 1t0;U   V ) 1   Tr lnG 1t0;U
= 
t0;U   Tr ln (1  V Gt0;U ) 1 (3.38)
?? V ???????????????????????????????????????
????????????R,R0??????????????????? a; b????????
????? i????????
ri = R+ ra (3.39)
??????R??????????? a??????????????????????Hamil-
tonian Ht0 ????????????????????????????
Ht0 =
X
ij
t0ijc
y
i cj =
X
RR0
X
ab
R;R0t
0
abc
y
RacR0b (3.40)
???????? V ??
V =
X
ij
(tij   t0ij)cyi cj =
X
RR0
X
ab
(tRR
0
ab   R;R0t0ab)cyRacR0b 
X
RR0
X
ab
V RR
0
ab c
y
RacR0b (3.41)
7??????? Green ??? Gt;0(z) = (z +  Ht) 1 ?????????
G 1t;0  t0;U = (z +  Ht0  t0 )  (Ht  Ht0 ) = G 1t0;U   V
???????
? 3? ???? 19
????V ??????????????????????????????????????
???????????????N ???????????????????? Fourier????
cyRa =
1p
N
X
Q
cyQae
iQR (3.42)
???????Fourier??? V ??????
V =
X
Q
X
ab
 X
R
V 0Rab e
iQR
!
cyQacQb 
X
Q
X
ab
Vab(Q)c
y
QacQb (3.43)
????V ?Q???????????????
Vab(Q) 
X
R
V 0Rab e
iQR =
X
R
t0Rab e
iQR   t0ab (3.44)
????????????????????? eiQR ????
?????(3:35)????????????????????????????? 8?

(t0) = 
t0;U   T
X
!n
X
Q
X

ln det (1  V (Q)Gt0;U (i!n)) (3.45)
????(3:45)??????????????????????? 9?
I  T
X
!n
X
Q
X

ln det (1  V (Q)Gt0;U (i!n))
=
X

I
C<
dz
2i
X
Q
ln det (1  V (Q)Gt0;U (z)) (3.46)
????????????? 10??????? Fermi?????????????????C<?
???????????????????????(3:46)????????
I =
X

0@Z 1
0
dx

X
Q
ln j det (1  V (Q)Gt0;U (ix))j  
X
Q
trV (Q)
2
1A (3.47)
??? 11???????????? E00 ???? N 0 ???????????????????
???

t0;U =
1
L
(E00   N 0) (3.48)
8?????Tr = T!nkei!n0
+
tr ???? tr lnA = ln detA ????????
9?????? Q-matrix ??????
10Fermi ???? f(z) = 1=(ez + 1) ?????? i!n ????????????
lim
z!i!n
z   i!n
ez + 1
=  T
??? T ??????????????
T
X
n
g(i!n) =
I
 
dz
2i
f(z)g(z)
T=0   !
I
C<
dz
2i
g(z)
??????  ??????????????????????????? Fermi?????????????????
????????????? C< ????
11?????? [36] ????
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???????????????????????????????????????NL???
????L???????????????????????????????????????
?????????

(t0) =
1
L
(E00   N 0) 
1
NL
X

0@Z 1
0
dx

X
Q
ln j det (1  V (Q)Gt0;U (ix))j  
X
Q
trV (Q)
2
1A
(3.49)
???????????????????????????E00????N 0?Green??Gt0;U (z)
????(3:49)??????????????????????(3:36)???????? t0 = t0OPT
??????? CPT?????????????????????????V (Q)? (3:44)??
?????????????????????? (DE????? C. ??)????????
??VCA??????????????????????VCA??????????????
????????????????????????????????????? VCA????
????????????????????? Hubbard????????????????VCA
???????????????????Hubbard??? Hamiltonian??
H =  
X
i;j;
tijc
y
icj + U
X
i
ni;"ni;# (3.50)
???????Half-lling????????Hubbard????????????????????
???????????Weiss?
HAF =M
0X
i
eiQri(ni;"   ni;#) (3.51)
? 3.3: L = 2 2????????? U=t = 8? 2?????? Hubbard???Weiss?M 0?
??????????????M 0 = M1 6= 0??????????????????????
???????????????
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? 3.4: ??????? Hubbard????????????????? "??? (U = 4)????
??????????
??????????????????????????????Q = (; )????Weiss?
????????Hamiltonian?H0 = H+HAF??????????????????H0??
???????????? 
(M 0)?????
(M 0)???????????????
? 3.3??????? L = 2 2????????????????????????????
??????????M 0 = 0?M 0 = M1 6= 0? 3????????
(M1) < 
(0)????
????M 0 = M1 ??????????????????????????????????
(M 0 = 0)???????????????????????????????????????
?????????????????? Hubbard?????????????????????
?????????
??????????????????????????????
Hon = "
X
i
ni (3.52)
????? 12???????? Hubbard?????? U = 4????????????? "?
???? 3.4?????????????? " = 0????????????????????
 = U2 ????????????????????????????????????????
?? " 6= 0??????????
?????VCA???????Hamiltonian??????????????????????
??????????????????????????????????????? [37]??
?????????? [38]?d???? [39]????? [40]????? [41]???Weiss????
???????????
12????????????????????? "N(N ?????????????) ??????????????
????????????????????? " ????????????????????????????????
? [36] ????
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3.2 ????????? (CPT)
????????? (Cluster Perturbation Theory: CPT) [33,34]?????????????
????????????????????? Green?? (CPT Green??)????????
???CPT Green?????? VCA??????????? t0??????????????
????????????????????????????????????????????
??????CPT Green???????CPT Green????????????????????
????
3.2.1 CPT Green??
VCA?????????????t0;U ?????????????????????????
???????????t0;U ?????????? Green??? (3:29)???
G(z)  G^U [t0;U ] = (G 1t0;U   V ) 1 (3.53)
????????????? (3:37)???????????(3:39)?????????Gij(z) =
GRR0ab (z)??????G(z)? Fourier????????????????
G(k;k0; z) = 1
NL
X
RR0ab
GRR0ab (z)e ik(R+ra)e ik
0(R0+rb) (3.54)
????CPT? (3:54)????????? k???? Green????????????
??????????????????????????????????????????
????????????????GRR0ab (z)???????? Fourier???? Gab(Q; z)???
? 13????? Hamiltonian????????????? (R;R0)?????????? Green
????????
Gt0;U ;ij(z) = R;R0Gt0;U ;ab(z) (3.55)
???????? Green??????????? Fourier???????
Gt0;U ;ab(Q; z) =
X
R
0;RGt0;U ;ab(z)e
iQR = Gt0;U ;ab(z) (3.56)
???????? Green?????Q????????????(3:43)?? V ?Q?????
????????Gab(Q; z)?????????????
Gab(Q; z) = (G 1t0;U (z)  V (Q)) 1ab =

Gt0;U (z)
I   V (Q)

ab
(3.57)
Gab(Q; z)????? (3:54)?
G(k;k0; z) = 1
L
X
ab
X
Q
Gab(Q; z)e ikrae ik0rbQ;k ~kQ0;k0  ~k0 (3.58)
13GRR0ab (z) ???????? Fourier ???
GRR0ab (z) =
1
N
X
Q
Gab(Q; z)eiQ(R R
0)
???????
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? 3.5: ????? 16??????????????????? (a)????? (b)?
????????~k; ~k0??????????????????????????k ~k =K;k0  ~k0 =
K0 ?????
G(k;k0; z) = 1
L
X
ab
Gab(~k; z)e ikraeik0rbK;K0 (3.59)
????~k????????????????????? ei~kR = 1 ???????????
Vab(K) =
X
R
V 0Rab e
i(k ~k)R =
X
R
V 0Rab e
i(k)R = Vab(k) (3.60)
????(3:57)???Gab(K; z)??????? Vab ????????
Gab(K; z) = Gab(k; z) (3.61)
????Gab(K; z)???????????? ~k??????????????????????
????????? ~k??????????? K;K0 ??????????~k   ~k0  qs ???
?????????? BZ??? qs ? L???????
K;K0 =
LX
s=1
k;k0 qs (3.62)
????????????????????? Green???????????
G(k;k0; z) = 1
L
X
ab
Gab(k; z)e ikraeik0rb
 
LX
s=1
k;k0 qs
!
(3.63)
CPT????????????????????????????????????? G? k ?
???????????????????????????????????????? qs??
?????????????
(3:63)????? Green????????????L?? qs ??? qs = 0????????
?????????????????
GCPT(k; z) = 1
L
LX
ab=1
Gab(k; z)e ikra rb (3.64)
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??????? CPT Green???????? CPT Green??????? 1?????????
???????????????
3.2.2 CPT?????????
???????? A(k; !)? CPT Green?? GCPT(k; !) ?????????
A(k; !) =   1

lim
!0
ImGCPT(k; ! + i) (3.65)
???? ??????????????????????????????????????
?? (!) ????????? A(k; !)??????? Brillouin Zone???? k???????
???
(!) =
X
k2BZ
A(k; !) =   1

lim
!0
X
k2BZ
ImGCPT(k; ! + i) (3.66)
1??????? 1?????????
hOi = 1
NL
X

O


cyc

(3.67)
? (3:57)? Green?? G ?????
hOi = 1
NL
TrOG = 1
NL
I
C<
dz
2i
X
Q
tr[OG(Q; z)] (3.68)
?????????? C<??????????????????????????? k????
??????Q?????????????????????? n = hnii?????O = 1?
??????????????????
n =
1
NL
X
i
hnii = 1
NL
I
C<
dz
2i
X
Q
tr[G(Q; z)] (3.69)
VCA??????????? tOPT? CPT???????????????????????
?????????????????????????
? 3.6: ???U = 4???????? Hubbard?????????????? A(k; !)????
???????????? n?
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3.3 ?????
??????VCA???????????????????? (3:48)???????????
?Gt0;U (z)??????????????? (Exact Diagonalization: ED) ??????????
???????? Lanczos????????????????????????????????
????????????????????????????????????????????
????????????????????????????????????????????
Lanczos????????????????????????????????????????
????????????????????????????????????????????
??? [42{46]?
3.3.1 Lanczos?
?? n??????????????H ??????? T ????????????????
??H ??????????????? U ?
U = (u1; u2; : : : ; un) (3.70)
????? (ui(i = 1; 2; : : : ; n):?????)?????UyU = 1???
ui  uj = ij (3.71)
?????? ui????????????????H;U; T ?????UyHU = T ) HU = UT
??????
A =
0BBBBBBBBBBB@
1 1 0
1 2 2
2 3
. . .
3
. . . n 2
. . . n 1 n 1
0 n 1 n
1CCCCCCCCCCCA
(3.72)
????????????????
Hu1 = 1u1 + 1u2 (3.73)
Huk 1 = k 1uk 1 + kuk + kuk+1(2  k  n  1) (3.74)
Hun = n 1un 1 + nun (3.75)
?????????????????? n?????? u1???????(3:71)?? (3:73)???
1 = u
y
1(Hu1)
1 =
q
(Hu1   1u1)y(Hu1   1u1)
u2 =
Hu1   1u1
1
(3.76)
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????u2; 1; 1 ?????????????????????????????????
k = u
y
k(Huk)
k =
q
(Huk   k 1uk 1   kuk)y(Huk   k 1uk 1   kuk)
uk+1 =
Huk   k 1uk 1   kuk
k
(3.77)
????????????? T ???????
3.3.2 Strum???
???????????? T ???????????????????? ????????
?????
jT   Ij =

1    1 0
1 2    2
2 3    . . .
3
. . . n 2
. . . n 1    n 1
0 n 1 n   

= 0 (3.78)
??????? T ? k? k??????? Tk ???
jTk   Ij = fk() (3.79)
?????f0() = 1????
f0() = 1
f1() = 1   
f2() = (2   )f1   21f0
... (3.80)
fk() = (k   )fk 1   2k 1fk 2
...
fn() = (n   )fn 1   2n 1fn 2 = 0
??? n+ 1???????????????fk() = 0???????
fk+1() =  2kfk 1 (3.81)
????k 6= 0???fk+1() < 0???????????????? 4????????????
1. g0()???????
2. gk()? gk+1()???? 0??????
3. gk() = 0????gk+1()? gk 1()????????
4. gk() = 0????g0k()? gk 1()????????
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?????????????? Strum????????????????????????
??
Strum???. L(x)? g0(x); g1(x); : : : ; gk(x)??????????????????????
[a; b]???? gk()??????L(a)  L(b)????
??????????fn() = 0??????????? [a; b]??????????????
?? max ?????????????? aij ?????
jmaxj =
sX
i;j
a2ij (3.82)
?????????????? T ????
c =
vuut nX
i=1
2i + 2
n 1X
i=1
2i (3.83)
????a =  c?b = c?????n? n?? T ???? n??????????? [a; b]???
??????????????????????????b????????L(a) L(b) = m(?
????????m = 1)????????????? 14 ?????b  a  ?????? a?
b????????????
???????????????????????????????????????????
???? Lanczos???????????????? Lanczos???????????????
?????
3.3.3 ????
???????????????????????????????????????????
?????n????? A???? i ?
j1j  j2j  : : :  jn 1j  jnj (3.84)
???????????????????? u(0) ?????i ??????????? xi ??
???
u(0) = c1x1 + c2x2 + : : :+ cnxn (3.85)
????????????? A?????????
Au(0) = c1Ax1 + c2Ax2 + : : :+ cnAxn
= c11x1 + c22x2 + : : :+ cnnxn (3.86)
14????????????????
1. ???? wj = (sj + tj)=2 ????
2. N(wj) N(tj) = 1 ??? sj ? wj ??????N(wj) N(tj) = 0 ??? tj ? wj ???????
3. tj   sj <  ???????????? j = wj ????????????? 2. ????
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??????? k?????????
Aku(0) = c1
k
1x1 + c2
k
2x2 + : : :+ cn
k
nxn
= k1
"
c1x1 + c2

2
1
k
x2 + : : :+ cn

n
1
k
xn
#
(3.87)
??????????k??????????????
Aku(0) ; c1k1x1 (3.88)
?????????????????? 1??????????????? x1????????
????? A 1 ??????
A 1xi =
1
i
xi (3.89)
??????A 1 ?????? 1n ????????????????????? A 1 ????
??????????? n ??????????????? xn ??????????????
????
3.3.4 ?????
???????Ax = b?????????????????????????A?Hamiltonian
??H ??????? ?????
A = H   (  )I (3.90)
???A? 0???????? ????????????????????? x0???????
x1;x2; : : : ??????????????????????????m????? xm ????
??????????????? pm??????? m ?????????????
xm+1 = xm + mpm (3.91)
???????????????????r0 = b Ax0???????m??????r0; Ar0; A2r0;
: : : ; Am 1r0 ??? Krylov??? Km(A; r0)???????? xm ??
xm = x0 + zm; zm 2 Km(A; r0) (3.92)
?????????????????
rm = b Axm = r0  Azm (3.93)
????rm 2 Km+1(A; r0)???????Galerkin???????????? rm ??
rm = b Axm?Km (3.94)
??????????????(3:93)?? (3:94)???
ri  rj = 0 (i 6= j) (3.95)
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???????????????????????????????? rm+1??????? pm
?????
rm+1 = b Axm+1
= b Axm   mApm = rm   mApm (3.96)
???????(3:95)???
rm+1  rm = (rm   mApm)  rm = 0 (3.97)
????m ??
m =
rm  rm
Apm  rm = 0 (3.98)
?????????????????????? pm+1 = rm+1 + mpm ???
pi Apj = 0 (i 6= j) (3.99)
?????? m ????????pm+1 ? Apm ???????????
m =
rm+1  rm+1
rm  rm = 0 (3.100)
???????????N ? (N??? A???)??????? rN = 0??????????
?????????
3.3.5 ???????????????
?????Lanczos????????????????????E0?? j 0i????????
??????????????????? C(t)????????????
C(t) = h 0jOy(t)O(0)j 0i (3.101)
??????? O(t)? O(t) = eiHtOe iHt ??????????????????????
C(!) =
Z 1
 1
dte i!th 0jOy(t)O(0)j 0i (3.102)
???????????????? j ni(????? En)??????????
C(!) =
X
n
Z 1
 1
dte i!th 0jOy(t)j nih njO(0)j 0i
=
X
n
jh njOj 0ij2(!   En + E0) (3.103)
???????????????????Green????
G(z) = h 0jOy 1
z  HOj 0i (3.104)
???????????????? z = ! + i + E0 ??????????????????
G(! + i + E0) =
X
n
h 0jOyj nih nj 1
! + i + E0  HOj 0i
=
X
n
h 0jOyj ni 1
! + i + E0   En h njOj 0i (3.105)
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???????????
1
x+ i
= P (
1
x
)  i(x) (3.106)
??????
C(!) =   1

lim
!0
ImG(! + i + E0) (3.107)
?????????? Green?????????????? Green?????????????
???????????????
jg0i =   j 0iph 0jOyOj 0i (3.108)
??????(z  H)(z  H) 1 = I?????X
m
(z  H)lm(z  H) 1mn = ln (3.109)
????n = 0????????? (z  H) 1m0 ??? 1???????????????G(z) =
(z  H) 100 ????Cramer???????
(z  H) 100 =
1
det (z  H) det
0BBBBBBB@
1 (z  H)10 (z  H)20 (z  H)30   
0 (z  H)11 (z  H)21 (z  H)31   
0 (z  H)12 (z  H)22 (z  H)32   
0 (z  H)13 (z  H)23 (z  H)33   
...
...
...
...
. . .
1CCCCCCCA
(3.110)
????????Hamiltonian??H ? Lanczos???????????
H =
0BBBBBBBBB@
a0 b0 0 0 0   
b0 a1 b1 0 0   
0 b1 a2 b2 0   
0 0 b2 a3 b3   
0 0 0 b3 a4   
...
...
...
...
...
. . .
1CCCCCCCCCA
(3.111)
??????(3:110)??
(z  H) 100 =
1
det (z  H) det
0BBBBBBB@
1  b0 0 0   
0 z   a1  b1 0   
0  b1 z   a2  b2   
0 0  b2 z   a3   
...
...
...
...
. . .
1CCCCCCCA
(3.112)
???????
Dn =
0BBBBBBB@
z   an bn 0 0   
bn an+1 bn+1 0   
0 bn+1 an+2 bn+2   
0 0 bn+2 an+3   
...
...
...
...
. . .
1CCCCCCCA
(3.113)
? 3? ???? 31
???????
detD0 = det (z  H) (3.114)
(z  H) 100 =
detD1
detD0
(3.115)
detDn = (z   an) detDn+1   b2n detDn+2 (3.116)
??????????
G(z) = (z  H) 100 =
1
detD0
detD1
=
1
z   a0  
b20
detD1
detD2
=
1
z   a0  
b20
z   a1  
b21
z   a2     
(3.117)
????????????????????????????????????????????
???????????????
3.3.6 ??????
??????????????????????????????????????????
??????????????????
????? (???????????)????? S = 1=2????????? (Heisenberg?
???) ????????????????? 1??????????????????????
?????? " ???????? #????????? 1??????????????????
"= 1?#= 0????????????????????????
????8???? "???? #???????? 4????????????????3,5,6,8
??? "????1,2,4,7??? #????????????????
j ##"#""#"i = 00101101 (3.118)
????????????????????
0  28 1 + 0  27 1 + 1  26 1 + 0  25 1 + 1  24 1 + 1  23 1 + 0  22 1 + 1  21 1 (3.119)
????????????????????????????????????????????
??? n?????? 2n  1?????????????????8??????? 28  1 = 255
???????16??????? 216   1 = 65535?????????????????????
????????????????????????????????????????????
? 3? ???? 32
???????????????????????????????? I ???????????
??????????? IL???????? IR?????n????????????????
???
I = IL  2n2 + IR (3.120)
?????? I ??????????????????????????? 1?????????
????????????? I ???? IL?IR??????????????? JL(IL)?JR(IR)
???????? I ??????? JL + JR ????????????????
1. IR ?????????????IR ??????? JR ??? 1????????
2. IL ???????????IL ??????? JL ????IL ?????????????
??????IR ??????? JR ??? 1????
???????????????????? 2  (2n2   1)??????? 2n   1????????
????8??????? 2  (24   1) = 30?16??????? 2  (28   1) = 510 ???????
????????????????????????????????????
? 3.1? 8???? " 2?? # 6?????????????????????
? 3? ???? 33
? 3.1: 8??? " 2?? # 6???????????
??????????? IL IR JL JR JL + JR
00000011 0 3 0 1 1
00000101 0 5 0 2 2
00000110 0 6 0 3 3
00001001 0 9 0 4 4
00001010 0 10 0 5 5
00001100 0 12 0 6 6
00010001 1 1 6 1 7
00010010 1 2 6 2 8
00010100 1 4 6 3 9
00011000 1 8 6 4 10
00100001 2 1 10 1 11
00100010 2 2 10 2 12
00100100 2 4 10 3 13
00101000 2 8 10 4 14
00110000 3 0 14 1 15
01000001 4 1 15 1 16
01000010 4 2 15 2 17
01000100 4 4 15 3 18
01001000 4 8 15 4 19
01010000 5 0 19 1 20
01100000 6 0 20 1 21
10000001 8 1 21 1 22
10000010 8 2 21 2 23
10000100 8 4 21 3 24
10001000 8 8 21 4 25
10010000 9 0 25 1 26
10100000 10 0 26 1 27
11000000 12 0 27 1 28
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?4? ???? t1   t2   t02Hubbard???
??????????
????????????????????????? t1   t2   t02Hubbard???????
???????????????????????????????????????????
???????????????????????????????????????????
???????????? (VCA)????????????????????????????
??????????????????????????? ? Phase Diagram of the Frustrated
Square-Lattice Hubbard Model: Variational Cluster Approach?, K. Misumi, T. Kaneko, and Y.
Ohta, J. Phys. Soc. Jpn. 85, 064711/1-7 (2016) ????????????
4.1 ???? t1   t2   t02Hubbard??
???? t1   t2   t02Hubbard??????????H ????????????
H =  t1
X
hi;ji
X

cyicj   t2
X
hhi;jii
X

cyicj   t02
X
hhi;jii0
X

cyicj + U
X
i
ni"ni#   
X
i;
ni;
(4.1)
cyi(ci)? i??????????  ?????? (??)????????????hi; ji???
??? t1???????????????????hhi; jii?? hhi; jii0?????????? t2?
t02 ??????????????????????????? (? 4.1(a)???)?U ?????
?????????? (U > 0)????????????????????????????
??? t2?t02??????????????????????????????????????
? 4.1: (a)???????????? t1????????????? t2?t02???????Hubbard
???????(b)t2 = t02 = 0???????????(c)t2 = t02 = t1 ????????????
???????????(d)t1 = t2 and t02 = 0???????????????????????
???????????????????????????????????????
? 4? ???? t1   t2   t02Hubbard????????????? 35
? 4.2: ??????? 12???????(a)Neel???????(b)collinear???(c)???120
????????????????????????????????????????
t2 = t
0
2 = 0??????Neel???????????????????????????Hubbard
????? (? 4.1(b))????t2 = t02 = t1 ?????? collinear?????????????
???????????????? (? 4.1(c))??t1 = t2 and t02 = 0 ?????120 ????
?????????????????????? (? 4.1(d))????????????????
???????????? t2?t02 ???????????????????????
4.2 ????????? (VCA)
???????????????????????????????????????????
? (U=t1 = 60)????????? (U=t1 5 10)??????????????????????
?????????????
4.2.1 ?????????????
???? t1   t2   t02Hubbard???????????????????Neel????????
collinear????? 120 ??????????????????????????????
H 0 = H +HN +HC +HS +Hon (4.2)
???????????? half-lling(n = 1)??????????????????????HN
? Neel????????HC? collinear ????????HS? 120????????????
???????????????????????????? 1?
1120 ?????????????????????????????????????? D. ??
? 4? ???? t1   t2   t02Hubbard????????????? 36
HN = h
0
N
X
i
eiQNriSzi (4.3)
HC = h
0
C
X
i
eiQCriSzi (4.4)
HS = h
0
S
X
i
eai  Si (4.5)
???????? half-lling??????????????????? n = 1????????
???????
Hon = "
X
i
ni (4.6)
??????????h0N?h0C?? h0S?????Neel????????collinear ????120?
???????????Weiss????????Si??????  ???? Si = cyici=2
?????????????QN = (; )??QC = (; 0)?(0; )?????Neel???????
collinear??????????eai ???? i????????? ai (= 1; 2; 3)???? 120 ?
???????????????????????? h0N?h0C?h0S??????????????
????????????????????????????????????h0 6= 0?????
????????????????????????????
??????????? 4.2???? 12????????????????????????
???????????????????????????????????????????
???
4.2.2 ????? (U=t1 = 60)
?????????? (U=t1 = 60)???????????????????????????
????????????????????????
n =
1
L
X
i;
hcyicii =
1
NcL
I
C<
dz
2i
X
K
X
a;
Gaa;(K; z) (4.7)
???????????Nc?????????????a??????????????K ??
??????????????????? E ? E = 
+ ??????????????
MN =
2
L
X
i
eiQNrihSzi i =
1
NcL
I
C<
dz
2i
X
K
X
a;
eiQNraGaa;(K; z)? (4.8)
MC =
2
L
X
i
eiQCrihSzi i =
1
NcL
I
C<
dz
2i
X
K
X
a;
eiQCraGaa;(K; z)? (4.9)
MS =
2
L
X
i
eai  hSii (4.10)
???????
?????????????????????????????? t2=t1 = 1????????
?? 4.3????? 4.3???????? t02=t1 ??????????????? h0S ?????
?????????????t02=t1 < 0:35?? h0S = 0??????????????h0S 6= 0??
????????????t02=t1 = 0:35?????? h0S = 0????????????????
??? t02=t1 ???????????? h0S ! 0?????????????????? 4.3??
? 4? ???? t1   t2   t02Hubbard????????????? 37
? 4.3: t2=t1 = 1???????????????????????h0S ? 
   
0????h0C ?

   
0 ????????? h0 6= 0?????????????????? h0 = 0??????
???????????
?????? t02=t1 ??????????????? h0C ??????????t02=t1 = 0:7; 0:8?
? h0C = 0??????????????????????t02=t1 = 0:6????????????
??????t02=t1 = 0:55????????? h0C = 0???????t02=t1 = 0:5?? h0C 6= 0?
???????????????????????????????????????t02=t1 ??
??????????????? h0C 6= 0?? h0C = 0??????????????
?????????? E??????M ??????? 4.4????????? 3?????
??????????
(i)?????????????????????????????????????????
(t2=t1 = t
0
2=t1)
?????????? (t2 = 0)???? Neel??????????????????t2???
????????Neel?????????????????????????????????
????????????t2=t1 = 0:73 ???????????????????????Neel?
????????????? 0????????????????????????? h0N 6= 0?
? h0N = 0???????????????????????????????Neel??????
?????????????? 2?????????????????t2=t1 = t02=t1 = 1????
????? collinear??????????????????t2 ???????????collinear
???????????????????????????????????????????
??t2=t1 = 0:79 ??????????????????????????collinear??????
???????? 0????????????????????????? h0C 6= 0?? h0C = 0
???????????????????????????????collinear?????????
??????????? 1?????????????
(ii)???????????????????????????? (t02=t1 = 0)
?????????? (t2 = 0)???? Neel??????????????????t2???
????????Neel?????????????????????????????????
?????????t2=t1 = 0:88 ???????????????????????Neel????
?????????? 0????????????????? (t2=t1 = 1)???? 120 ???
? 4? ???? t1   t2   t02Hubbard????????????? 38
??????????????????????????????????????????Neel
????????????????????????????????????????????
???????????????????????????????????????t2 ???
?????t2=t1 = 0:89?????????????????????????120??????
???????? 0??????????????????????????????????
? 2???????????????????????????(i)?????????????
??????
(iii)?????????????????????????????????????????
(t2=t1 = 1)
?????????? (t02=t1 = 0)???? 120??????????????????t02??
?????????120 ????????????????????????????????
????????????????????????? (ii)???????????t02=t1 = 0:34
???????????????????????Neel?????????????? 0????
???????????120 ???????????????????? 2?????????
????????t02=t1 = 1????????? collinear??????????????????
t02 ???????????collinear???????????????????????????
??????????????????t2=t1 = 0:59 ????????????????????
??????collinear?????????????? 0???????????????collinear
???????????????????? 1?????????????
? 4.4: ???????E(? (a),(c),(e))??????M(? (b),(d),(f))??????(i)????
?????????????????????????????????? (t2 = t02)??(ii)??
???????????????????????????? (t02 = 0)??(iii)????????
?????????????????????????????? (t2 = t1)??????????
? (c)?? (e)???????120????????????????????? (E = ES ED)
??????????????????????????????????????
? 4? ???? t1   t2   t02Hubbard????????????? 39
? 4.5: (a)(t2=t1; t02=t1)????????????? (U=t1 = 60)?(b)(J2=J1; J 02=J1)?????
???????????????????????????Neel????????? 120???
????????? 2??? (???????)????collinear ???????? 1??? (?
??????)??????? (i)?(ii)?(iii)?? 4.3????????
????????????????? 4.5?????????????? t2=t1???????
? t02=t1??????????????? 4.5(a)???????(t2=t1; t02=t1) = (0; 0)??? Neel
????????(t2=t1; t02=t1) = (1; 1)??? collinear????????(t2=t1; t02=t1) = (1; 0)?
(0; 1)??? 120 ???????????????????????????????????
????????????????????????
? 4.5(b)?Heisenberg?????????????????????????????????
??????????????????? (i)??????????????? 0:53 < J2=J1 < 0:63
???????? J1   J2???? Heisenberg???????????????????????
????? J2=J1 = 0:40  0:44 [47{51]????????????????? Neel??????
?????????????????????? 2 2????????????? VCA???
????????? J2=J1 = 0:42 [6]???????????????????????????
??????? J2=J1 = 0:59  0:62 [47{49,51]??????????????????????
?????? (ii)??????Neel???????? 120????????? J2=J1 = 0:79??
????????????????? J2=J1 = 0:80  0:87 [52,53]??????????????
???????????????????????????? (iii)?????????????
?????????????????????
4.2.3 ??????? (U=t1 5 10)
?????????????? U=t1 = 10; U=t1 = 6; U=t1 = 2 ?????????????
??????????? 4.6???????U=t1 = 10???? U=t1 = 60?????????
??????U=t1 = 6?????Neel???????????? collinear?????????
??????????????(t2=t1; t02=t1) = (1; 0)?(0; 1)????????????????
???????????????????????????????????????????
??????????????????????????????????U=t1 = 2?????
? 4? ???? t1   t2   t02Hubbard????????????? 40
(t2=t1; t
0
2=t1) = (0; 0)??? Neel????????????????????????????
??????
??????????????????????????M ??????? 5.2?????
????
(i)?????????????????????????????????????????
(t2=t1 = t
0
2=t1)
(ii)???????????????????????????? (t02=t1 = 0)
(iii)?????????????????????????????????????????
(t2=t1 = 1)
???????????????
? 4.6: U=t1 = 10 (a)?U=t1 = 6 (b)?U=t1 = 2 (c)?????????????????????
??????
? 4.7: U=t1 = 10, 6, 2??????????? (=t1)?????? (M)??????(i)?(iii)
????? 4.3????
? 4? ???? t1   t2   t02Hubbard????????????? 41
???U=t1 = 10?????? (i)?? 0:71 < t2=t1 < 0:84????????????????
?????????? [4, 6](??? t2=t1 = 0:70   0:77???? t2=t1 = 0:82   0:85)?????
??????? (iii)????????????????????????? 0:42 < t02=t1 < 0:64
????????? (ii)?? U=t1 = 60??????????????????????????
??Neel????????? 120????????????????????????????
?????????? [28,54]?
???U=t1 = 6?????? (i)?? 0:66 < t2=t1 < 0:86?????????????????
??U=t1 ???????????????????????????????????????
???????????? [3,4]???????????? (iii)????????????? (ii)?
??120 ???????????????????????????Neel??????????
????????????????????????????????????????????
????U=t1 = 2 ?????? (i) ???? (ii) ?? t2=t1 ??????? Neel ?????
?????????????????????????????????Neel????????
??????????????????? ( 6= 0)?? 0 5 t2=t1 < 0:16?????? (i)??
0:16 < t2=t1 < 0:41??? (ii)?? 0:16 < t2=t1 < 0:47???????????? ( = 0) Neel
?????????????????????????? t2=t1 = t02=t1 = 0? Fermi?????
nesting??????????????
4.2.4 ?????????????????????
????????????? (U = 0)??????????????????????????
??U = 0??????????????????????????????????????
??????????????????????????????????? Lindhard????
???
0(q) =
1
L
X
k
f(k)  f(k+q)
k+q   k (4.11)
???? [55{57]?????k ? U = 0?????????????f()? Fermi????
f() =
1
e + 1
(4.12)
????????????????????????????? T ? T = 0:01t1????????
???? = 1=T = 100=t1 ????? 4.8????????????????????????
????????????t2=t1 = t02=t1 = 0:0?? q = (; )????????????????
????????????????????????????????????????????
????????????????????????????????????????????
????????????
? 4? ???? t1   t2   t02Hubbard????????????? 42
 0
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? 4.8: ????t2=t1 = t02=t1 = 0:0?????t2=t1 = 1:0, t02=t1 = 0:0?????t2=t1 = 1:0, t02=t1 =
0:8?????t2=t1 = t02=t1 = 1:0????????????????
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?5? ???? t1   t2Hubbard?????
????????
?????????????????????? t1   t2Hubbard?????????????
?????????????????????????? 120???????????????
???????????????????? Heisenberg??????????????????
????????????????????????????????????????????
???????????????????????? [58{64]????????????????
???????????????????????????????????????????
????????? (VCA)???????????????????????????????
???????????????????????? ?Mott transition and magnetism of the
triangular-lattice Hubbard model with next-nearest-neighbor hopping?, K. Misumi, T. Kaneko,
and Y. Ohta, Phys. Rev. B 95, 075124/1-7 (2017) ????????????
5.1 ???? J1   J2Heisenberg??
???????????????? J1   J2Heisenberg?????????????????
??
H = J1
X
hi;ji
Si  Sj + J2
X
hhi;jii
Si  Sj (5.1)
???????????Si ? Pauli????????????????? Si  cyici=2(S =
1=2)????
??Heisenberg??????????????????? J2???????? 120?????
?????????J2=J1 = 1=8??????????????????? S1+S2+S3+S4 = 0
???????????????????? [66](? 5.1???)????????????????
????????????????????????????????? [66{69]???????
?????????????????????? order by disorder?????????????
???????????d????????????????????????????????
????????? 120????????????????????????????????
????????? [58{64]?
?????? Heisenberg ?????????????????Ba3CoSb2O9 ???????
?????????? 120 ???????????????????????????????
J2=J1 = 0:05??????????????????? [65]?????????????????
????????????????????????????????????????????
????
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? 5.1: ?????????????? J1 J2Heisenberg???????????J2=J1 = 1=8?
???????????????????? (VMC)?????????????????? [60]?
???????? J2=J1 = 1=8?????????????????????????????
? 5.2: (a)???????? t1 ????????? t2?t02 ??????? Hubbard?????
??(b)120 ?????????(c)???????????????????????????
?????????????????????????????????????
5.2 ???? t1   t2Hubbard??
???? t1   t2Hubbard??????????H ????????????
H =  t1
X
hi;ji
X

cyicj   t2
X
hhi;jii
X

cyicj + U
X
i
ni"ni#   
X
i;
ni; (5.2)
cyi(ci)? i??????????  ?????? (??)????????????hi; ji???
??? t1???????????????????hhi; jii?????? t2 ??????????
????????????? (? 5.2(a)???)?U ??????????????? (U > 0)?
??????????????????? (U  1)????????????? Heisenberg??
? J1 = 4t21=U?J2 = 4t22=U ??? (5.1)????????
??????? Heisenberg??????????????????????????????
???????? 120 ???????? (? 5.2(b)???)????????????????
????? (? 5.2(c)???)??????????????????????????????
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???????????????????????????????? t2 ??????????
????????????????????????? U ?????????????????
????????????
5.3 ????????? (VCA)
???????????????????????????????????????????
? (U=t1 = 60)????????? (U=t1 5 10)??????????????????????
???????????????????????????
5.3.1 ?????????????
???? t1  t2Hubbard???????????????????120??????????
??????????????????????????????????
H 0 = H +H120 +Hstr +Hon (5.3)
???????????? half-lling(n = 1)??????????????????????Hsp
? 120????????Hst???????????????????????????????
????????????????
H120 = h
0
120
X
i
eai  Si (5.4)
Hstr = h
0
str
X
i
eiQstriSzi (5.5)
??????? half-lling(n = 1)?????????????????
Hon = "
X
i
ni (5.6)
????????????h0120 ?? h0str ????? 120 ?????????????????
????????Weiss????????Si ??????  ???? Si = cyici=2??
???????????Qstr = (; =
p
3)?(; =p3)?(0; 2=p3)????????????
? 5.3: (a)??????? 12??????????120???????????????????
?????????????????????????(b)???????? rst Brillouin zone?
? 5? ???? t1   t2Hubbard????????????? 46
????????eai ???? i????????? ai (= 1; 2; 3)???? 120 ???????
?????????????????? h0120?h0str ????????????????????
??????????????????????????????h0 6= 0???????????
??????????????????????
??????????? 5.3(a)???? 12???????????????????????
"???? #??????????????? (?????????????)????????
??????????? (120????????) ?????????????????????
????????????????????????????????????????????
?????????????????????????????
5.3.2 ????? (U=t1 = 60)
?????????? (U=t1 = 60)???????????????????????????
????????????????????????
n =
1
L
X
i;
hcyicii =
1
NcL
I
C<
dz
2i
X
K
X
a;
Gaa;(K; z) (5.7)
???????????Nc?????????????a??????????????K ??
??????????????????? E ? E = 
+ ??????????????
M120 =
2
L
X
i
eai  hSii? (5.8)
Mstr =
2
L
X
i
eiQstrihSzi i =
1
NcL
I
C<
dz
2i
X
K
X
a;
eiQCraGaa;(K; z) (5.9)
???????
????????????????????? 5.4????? 5.4???????? t2=t1???
???????????? h0120 ??????????????????t02=t1 < 0:2?? h0120 = 0
??????????????h0120 6= 0??????????????t2=t1 = 0:2??????
h0120 = 0??????????????????? t2=t1 ???????????? h0120 ! 0
? 5.4: ???????????????????h0120 ? 
 
0????h0str? 
 
0????
????? h0 6= 0??????????????? h0 = 0?????????????
? 5? ???? t1   t2Hubbard????????????? 47
?????????????????? 5.4???????? t2=t1?????????????
?? h0str ??????????t02=t1  0:7?? h0str = 0??????????????????
????t2=t1 = 0:55; 0:6??????????????????t02=t1 = 0:5?????????
h0str = 0???????????????????????????????????t2=t1 ??
??????????????? h0str 6= 0?? h0str = 0??????????????
???? 5.5????? (M)???????? (E=t1)??????????????????
?????? (t2=t1 = 0)???? 120 ??????????????????120 ?????
???????????????????????????????????????????
???????????????????????????????????????????
??????t2 ???????????????????????t2=t1 = 0:2????????
???????????????Neel?????????????? 0???????????
????120???????????????????? 2?????????????????
t2=t1 = 1???????????????????????????t2 ???????????
????????????????????????????????????????????
??????t2=t1 = 0:51 ????????????????????????????????
????????????? 0??????????????????????????????
?????????? 1?????????????
????Heisenberg?????????? [58{64]???????120 ??????????
????????????0:05  J2=J1  0:12 (0:22  t2=t1  0:35)????????????
????????????????????????????????????????????
????????????????????0:14  J2=J1  0:19 (0:37  t2=t1  0:44)????
????????????????????????????????????????????
?????????????? (VMC)?????? [60]??????120 ?????????
??????????? 2????????????????????????????? 1??
???????????????????????????????????????????
? 5.5: ????? (U=t1 = 60)???????????????120????????????
??????????????????????????????????
? 5? ???? t1   t2Hubbard????????????? 48
5.3.3 ??????? (U=t1 5 10)
?????????????? U=t1 5 10????????????????????
???? 5.6????????????????U=t1?????? (7 . U=t1 5 10)??????
120 ?????????????????????????????????????????
????????????????????????????? U=t1 = 60??????????
????????? (0 5 U=t1 . 6)??????????????????????? t2=t1 ' 0:5
???????? Uc=t1?????????????????????????????????
????????????????????????????????????????????
?????????????? 2???????????? (0 5 t2=t1 . 0:3; 0:4 . t2=t1 5 1) ?
????????????????????????????t2=t1 = 0:35?????120???
????????????????????????????????????????????
????????????????????????????????????????????
??????????0 5 t2=t1 . 0:3??????t2=t1 = 0???????? [28, 38, 54, 70, 71]
?????????????????????????
??????????????????????????M ??????? 5.7?????
????????????????2???????????????????????????
??????????? (0 5 t2=t1 5 0:5)?????? (0:5 5 t2=t1 5 1)?????????
???????????????? (0 5 t2=t1 5 0:5)???????????????????
??????? 0????????????t2=t1??????????????????? Uc=t1
????????????????????0 5 t2=t1 5 0:4?????120 ?????????
??Msp ???????????????????t2=t1 = 0?????? 0????????
????t2=t1 = 0:1; 0:2; 0:3?????? 0????????????????t2=t1 = 0:4???
5 . U=t1 . 8???????????????????????????? 0????????
??????t2=t1 = 0:35??? 120 ??????????????????????????
? 5.6: ???????????????????????????????????????
? 5? ???? t1   t2Hubbard????????????? 49
? 5.7: ???????(??)?????M(??)????????????????????
??? (t2=t1 5 0:5)?????????????????? (t2=t1 = 0:5)?
??????????0 5 t2=t1 . 0:3????????????? 0:4 . t2=t1 5 1??????
???????????????????????????
???????????????? (0:5 5 t2=t1 5 1)??????????????????
??????????? 0??????????t2=t1 ???????????????????
Uc=t1 ????????????????????????????????Mst ??????
?????????? 0??????????????????U=t1 = 60??????????
? 0??????????????????????????????????????????
?????
???????????????????????????????????????????
????????????????????????????????????????????
????????????????? [3,4,72]???????????????????????
??????????????
5.3.4 ???????
??????????????????????????????????????????
?????? (Density of States: DOS)??????????????????????????
? 5? ???? t1   t2Hubbard????????????? 50
??????????? (!)???????????? A(k; !)??????
(!) =
1
L
X
k2BZ
A(k; !) (5.10)
A(k; !) =   1

lim
!0
ImGCPT(k; ! + i) (5.11)
??????? 5.8? DOS??????? 5.9??????????????????????
???
? 5.8???? DOS???????????t2=t1 = 0???????? Fermi??????
(! > 0)????????????????????????? van Hove??????????
?????t2=t1????????????????? Fermi?????????t2=t1 = 0:5??
??Fermi?????????????? t2=t1???????????????? Fermi???
????Fermi????? DOS???????????????????????? [73]?U ?
??????????????????????????????DOS????? Fermi???
??? t2=t1 = 0:5????????????????????????????????????
???????????????? (? 5.6??)???????????
?????????????????????????????????????? t2=t1 = 0
??????????t2=t1 ???????????????????????????????
??????????????????????????????????0 5 t2=t1 5 0:5???
????????????????????????????????K???????????
????????t2=t1 = 0?? Fermi????????t2=t1 = 1?? Fermi?????????
?????t2=t1 = 0:5?? Fermi?????????????????????????????
t2=t1 = 0:5???????????????????????????????????????
??????? n(k)? CPT?????? GCPT ???? !?????????
n(k) =
I
C<
dz
2i
GCPT(k; z) (5.12)
????????C<???????????????????????Docc(1??????)?
Docc =
1
Nc
NcX
a=1
hna"na#i = dE
dU
(5.13)
????????????????? E ??????????? U ?????????????
?????? 5.10??????
????????????????????????????kF???????????????
???????????????????????????????????? t2=t1 = 0:0; 0:5; 1:0
????????????? 5.10?????????t2=t1 = 0:0????  ?? K?????
K??  ????? 2??? n(k) = 1:0???????????????t2=t1 = 0:5?? 1:0?
????K???????? 2??????????????????????????????
??????? (! = 0)?????????????????????????????????
???????????????????????????
?????????? t2=t1 = 0:0; 0:5; 1:0?????????? 5.10????????????
????????????????????????????????????????????
????????????????????? (? 5.6??)???????????
? 5? ???? t1   t2Hubbard????????????? 51
? 5.8: ???? (??)??????? (??)???????? (DOS)??????Fermi??
????????????
? 5? ???? t1   t2Hubbard????????????? 52
? 5.9: ???????? A(k; !)?????????????? 5.3(b)???????????
???????????tight-binding?????????????????????
? 5? ???? t1   t2Hubbard????????????? 53
? 5.10: ??????? n(k)(??)???????Docc(??)???????????????
???????? Uc ???????
? 5? ???? t1   t2Hubbard????????????? 54
5.3.5 ???????
VCA???????????????????????????????????????
????????????????????????????? VCA????????????
?????????????????????????? 5.3(a)??????????????
???????? VCA?????????????????????????????????
? 5.3(a)???????????????????????????????????????
???????????? 5.6????????????????????
????? 5.11??? 6???????????????????????????????
????????????????????????????????????????????
????????????????????????????????????????????
????2???????? 12?????????????????????????????
??????????????????????????????
?????????????Weiss???????????????????? 6?????
????????????????????????????????????????????
????????????????????????????????????????????
? 5.11: (a):6 ???????(b):(a) ??????????????? 12 ?????????
????
? 5.12: ????????????? 1?????????????????????????
????????????????????G01????????????G02?????????
??????? 1???????
? 5? ???? t1   t2Hubbard????????????? 55
? 5.13: ???? 5.11??????? VCA???????????????????????
??? 5.6?????????????????? 5.11?????????? 120??????
???????
?????????????????????????????????????????????
??????? 1?????????????? 2?????????????? block-diagonal
????????????????????????Gt0;U = G0????(3:49)???????
???????????????????????????????? (? 5.12)?????V ?
???? 6?????????????? 6????????????????????????
??????????
???????? VCA?????????????????? 120 ???????????
??? 5.13???????t2=t1 = 0?????U=t1 = 9:2???? 120 ??????????
??????????????????????????????? 0??????????? 1
?????????????????????????????????t2=t1 6= 0??????
??????????????????????????t2=t1 6= 0?? 1??????????
????????????????????????t2=t1 ????????????? Uc=t1 ?
????????????????????????????? 5.3(a)???????????
????????????????????
? 5.11??????????????????????????????????? 12???
?????? 2?????? (? 5.14)?????????????? 5.15??????????
????????????????????????????????????????????
0????? 2??????????????????? Uc=t1???????????????
???????????????????????? 5.3(a)????????????????
?????????????
? 5? ???? t1   t2Hubbard????????????? 56
? 5.14: ???????????????? 5.3(a)???? 12??????????? 3???
???????????????
? 5.15: ???? 5.14? 2?????????VCA????????????????????
?????? 5.6?????????????????? 5.14? 2?????????????
?????????????????????
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?6? ??
???????????????????????????????????????????
?????? half-lling????????????????????????????????
??????????????????????????????????????????
???????????????????????????????????????????
??????????????????????????????? t1   t2   t02Hubbard???
?????????????????????????????????????? Neel???
?????collinear????????? 120???????????????????????
????????????????????????????????????????????
????????????????????????????????????????????
????????????????????????????????????????????
????????????????????????????????????????????
?????????Neel????????? 120?????????????????????
?? 2????collinear???????????????????????? 1???????
?????????????? Heisenberg????????????????????????
????????????????????????????????????????????
????????????????????????????????????????????
?????????? Neel???????????????????????????????
????????????????????????????????????????????
????????
??????????????????? t1   t2Hubbard????????????????
????????????????????????? t2=t1 = 0???? 120????????
t2=t1 = 1???????????????????????????????????????
????????????????? 120 ??????????????????????? 2
????collinear???????????????????????? 1??????????
?????????????? Heisenberg????????????????????????
????????????????????????????????????????????
????????????????????????????????????????????
????????????????????????????????????????????
??????????????????????????????? 0:0 5 t2=t1 5 0:5????
???? Uc=t1?????????????0:5 5 t2=t1 5 1:0???????? Uc=t1?????
????????????????????????????????????????????
????????????????????????????????????????????
????????????????????????????????????????????
????????????????????????????????????????????
??????????????????????????????
????????????????????????? 2?????????????????
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??????????????????????????????? t1   t2Hubbard?????
???????????? Heisenberg??????????????????????????
????????????????????????????????????????????
??????????????????????? 2??3?????????????????
????????????????????????????????????????????
????????????????????????????????????????????
??????????????????? (VMC)?????????? (DMRG)??????
????????????????????????????????????????????
????
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? ?A ???????????????
???????????????????????????? [23,74{76]??????????
????????????????? Heisenberg??
H =
X
r;
JSr  Sr+ (A.1)
???????? ?????????????????????? = (1; 0)? = ( 1=2;
p
3=2)?
` = ( 1=2;  
p
3=2)???????????????J = J0 = J?J = J 0????????
? (? A.1)?
????????????zx??????????????????Q??????????
???????????????????????
Sx0r+ = S
x
r+ cos (Q  ) + Szr+ sin (Q  )
Sy0r+ = S
y
r+
Sz0r+ =  Sxr+ sin (Q  ) + Szr+ cos (Q  ) (A.2)
??????? (A.1)??
H =
X
r;
J

SyrS
y
r+ + S
z
r( Sxr+ sin (Q  ) + Szr+ cos (Q  )) (A.3)
+ Sxr (S
x
r+ cos (Q  ) + Szr+ sin (Q  ))

???????????????????? a?????????? Holstein-Primako???
? A.1: (a)J = J0 = J?J = J 0 ???????????????? Heisenberg???(b)?
??????? rst Brillouin zone?K??(4=3; 0)?M??(0; 2=p3)????
? ? A ??????????????? 60
?????
Sx =
p
2S  a+ a
y
2
; Sy =
p
2S  a  a
y
2i
; Sz = S   aya (A.4)
???????? S = jSj  1????? 1????? (A.3)???????
H =
X
r;
J

S2 cos (Q  )  S
2
f2(ayrar + ayr+ar+) cos (Q  )
+ (arar+ + a
y
ra
y
r+)(cos (Q  )  1)  (ayrar+ + ayr+ar)(cos (Q  ) + 1)g
i
(A.5)
?????????????
ar =
1p
N
X
k
eikrak (A.6)
???????? (A.5)??
H = Ec + S
X

J
X
k
h
fcos (k  )(cos (Q  ) + 1)  2 cos (Q  )g(aykak + aykak)
  cos (k  )(cos (Q  )  1)(aykay k + aka k)g
i
Ec = NS
2
X

J cos (Q  ) (A.7)
???????????
A(k) = 2S
X

Jfcos (k  )(cos (Q  ) + 1)  2 cos (Q  )g
B(k) = 2S
X

J cos (k  )(cos (Q  )  1) (A.8)
?????? (A.7)??
H = Ec +
X
k

A(k)
2
(aykak + a
y
 ka k) 
B(k)
2
(ayka
y
 k + aka k)

(A.9)
????Bogoliubov??????????????
ak = ukk + vk
y
 k (A.10)
??????????? k k ?? yky k ????????
A(k)ukvk   B(k)
2
(u2k + v
2
k) = 0 (A.11)
1Sx ? Sy ????????
Sx =
p
2S  fS(a)a+ a
yfS(a)
2
; Sy =
p
2S  fS(a)a  a
yfS(a)
2i
; fS(a) 
s
1  a
ya
2S
????fS(a) ? 1/S ?????????????
fS(a) = 1  a
ya
4S
  (a
ya)2
32S2
    
????????????????????S = jSj  1 ?????? fS(a) ; 1 ???????
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???????????? u2k   v2k = 1???????
u2k + v
2
k =
A(k)p
[A(k)]2   [B(k)]2
2ukvk =
B(k)p
[A(k)]2   [B(k)]2 (A.12)
????????? (A.9)??
H = Ec +
1
2
X
k
[E(k) A(k)]
+
1
2
X
k
E(k)(ykk + 
y
 k k) (A.13)
??????? 3??????? E(k) =
p
[A(k)]2   [B(k)]2????????????????
k = 0;Q???? E(k) = 0??????????????????? [23]?
??????Q??????  = J 0=J ???????????? Ec???????????
?????0    1=2????Q = (0; 2=p3)? Collinear????????1=2 <  <1 ?
???Q = (2 cos 1( 1=2); 0)? Spiral????????? = 1?????Q = (4=3; 0) ?
120 ???????????????m0
m0 =

S +
1
2

 
p
3
2
Z
k2BZ
dkxdky
(2)2
A(k)
2E(k)
(A.14)
??????? A.2?????????  = 1=2?m0 = 0????????????????
????? [23]?
? A.2: ???????????????m0 ????? [23]????  = 1+ ????????
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? ?B Lanczos????Gab???
??????????????????????? Gab(z)????????????????
???????? Gab(z)??
Gab(z) = G
e
ab(z) +G
h
ab(z)
Geab(z) = h 0jca
1
z  H 0 + E0 c
y
bj 0i
Ghab(z) = h 0jcyb
1
z +H 0   E0 caj 0i
?????j 0i???????? h 0j??????????????????????????
???????????????????????????? Geab ????????????
Xeab = h 0j(ca + cb)
1
z  H 0 + E0 (c
y
a + c
y
b)j 0i (B.1)
Y eab = h 0j(ca   icb)
1
z  H 0 + E0 (c
y
a + ic
y
b)j 0i (B.2)
?????[(cya + cyb)j 0i]y = h 0j(ca + cb)??? [(cya + icyb)j 0i]y = h 0j(ca   icb)???????
? Lanczos????????Xeab?Y eab ? Geab ?????
Xeab = G
e
aa +G
e
bb +G
e
ab +G
e
ba (B.3)
Y eab = G
e
aa +G
e
bb + iG
e
ab   iGeba (B.4)
??????? Geab ?Xeab?Y eab ????
Geab =
1
2
Xeab  
1
4
(Y eab + Y
e
ba) 
i
4
(Y eab   Y eba) (B.5)
?????????Ghab ?????
Xhab = h 0j(cya + cyb)
1
z +H 0   E0 (ca + cb)j 0i (B.6)
Y hab = h 0j(cya   icyb)
1
z +H 0   E0 (ca + icb)j 0i (B.7)
Xhab = G
h
aa +G
h
bb +G
h
ab +G
h
ba (B.8)
Y hab = G
h
aa +G
h
bb   iGhab + iGhba (B.9)
??
Ghab =
1
2
Xhab  
1
4
(Y hab + Y
h
ba) +
i
4
(Y hab   Y hba) (B.10)
?????????
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? ?C DE?????
????????????????????????????????????DE?????
????????????????
???????????????????????????? [ 1;1]??????????
??????????????????????????????????DE????????
??????
I =
Z b
a
f(x)dx (C.1)
???????????? [ 1;1]???????????????????????????
(t)???????
x = (t); a = ( 1); b = (1) (C.2)
??????? I ??
I =
Z 1
 1
f((t))0(t)dt (C.3)
???????????? h????????????
I?I(N)h = h
N+X
k= N 
f((kh))0(kh) (N = N  +N+ + 1) (C.4)
?????????? ak = (kh)??? !k = 0(kh)????
I
(N)
h = h
N+X
k= N 
f(ak)!k (C.5)
???????N ?????????????N ???????????????????
??????????? x = (t)???????????????????????????
???????? t! 1?????????????????????????? 0(t)???
???????????????????????????
I =
Z 1
 1
f(x)dx) x = (t) = tanh (
2
sinh t) (C.6)
I =
Z 1
0
f(x)dx) x = (t) = exp (
2
sinh t) (C.7)
I =
Z 1
0
f1(x) exp ( x)dx) x = (t) = exp (t  exp ( t)) (C.8)
I =
Z 1
 1
f(x)dx) x = (t) = sinh (
2
sinh t) (C.9)
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??????????????????? (C.6)????t!1???????????
f((t))0(t)? exp ( c exp jtj) (C.10)
?????????? (Double Exponential)???????????????????????
????????? (C.7)?(C.9)????????????????????????????
????????????????????????????????????????????
??????????????????????????????
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? ?D VCA????120??????
Weiss?????????
?????VCA???? 120 ??????????Weiss???????????????
Neel???????????
HN = h
0
N
X
i
eiQNriSzi
=
h0N
2
X
i
X

( 1)eiQNricyici (D.1)
???????????????? ???????????????????????120 ?
??????????? D.1(a)?????????? 3??????????????????
H120 = h
0
120
3X
i=1
ei  Si (D.2)
????????Si??????  ???? Si = cyici=2?????????????ei
???? i????????? i???? 120???????????????????????
??????? cyi (ci)??????????????? ei? xy???????????? D.1(b)
????
? D.1: (a):???? 3???????120??????? 3????????????????
????????????? 3???????(b):120??????Weiss??????????
???i???????? x??????????????1 = 0?2 = 23?3 =  23????
(c):6????????????????120??????Weiss??????????????
???????????????????????
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e1 = cos 1ex + sin 1ey = ex (D.3)
e2 = cos 2ex + sin 2ey =  1
2
ex +
p
3
2
ey (D.4)
e3 = cos 3ex + sin 3ey =  1
2
ex  
p
3
2
ey (D.5)
????? (1 = 0?2 = 23?3 =  23)?? (D.2)??
H120 = h
0
120(e1  S1 + e2  S2 + e3  S3)
=
h0120
2
(cy1"c1# + c
y
1#c1" + ( 
1
2
+
p
3
2
i)cy2"c2# + ( 
1
2
 
p
3
2
i)cy2#c2"
+ ( 1
2
 
p
3
2
i)cy3"c3# + ( 
1
2
+
p
3
2
i)cy3#c3")
=
h0120
2
3X
a=1
(eiacya"ca# + e
 iacya#ca") (D.6)
????????????????????????????????????????????
??????????? "????? #?????????????????????????
????????????? D.1(c)???? 6??????????????????????
cyi" ! cyi (ci" ! ci)?cyi# ! cyi+3 (ci# ! ci+3)??????? (D.6)??
H120 =
h0120
2
3X
a=1
(heiacyaca+3 + e iacya+3cai) (D.7)
????????120 ??????????Weiss????????????????????
????????????????????120 ?????????????????????
???????????
M120 =
1
3
3X
a=1
(heiacyaca+3 + e iacya+3cai)
=
1
3Nc
I
C<
dz
2i
X
K
3X
a=1
(heiaGaa+3;(K; z) + e iaGa+3a;(K; z)i)? (D.8)
??????????
?????????????????????????????????????????12?
???? half-lling??????????????Weiss?????????????????
??? " 6??# 6?????????????????????? 12C6 12 C6 = 853776???
????120 ???????Weiss??????????24??????????? 12???
??????????????????????????????? 24C12 = 2704156????
????????????????????????????????????????????
????????????????????????????????????????????
?????????????????????????????
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??
???????????????????????????????????????????
???? 4???????????????????? 6??????????????????
????????????????????????????????????????????
????????????????????????????????????????????
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Phase Diagram of the Frustrated Square-Lattice Hubbard Model:
Variational Cluster Approach
Kazuma Misumi, Tatsuya Kaneko, and Yukinori Ohta
Department of Physics, Chiba University, Chiba 263-8522, Japan
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The variational cluster approximation is used to study the frustrated Hubbard model at half ﬁlling deﬁned on the two-
dimensional square lattice with anisotropic next-nearest-neighbor hopping parameters. We calculate the ground-state
phase diagrams of the model in a wide parameter space for a variety of lattice geometries, including square, crossed-
square, and triangular lattices. We examine the Mott metal–insulator transition and show that, in the Mott insulating
phase, magnetic phases with Néel, collinear, and spiral orders appear in relevant parameter regions, and in an
intermediate region between these phases, a nonmagnetic insulating phase caused by the quantum ﬂuctuations in the
geometrically frustrated spin degrees of freedom emerges.
1. Introduction
The eﬀect of geometrical frustration in strongly correlated
electron systems has been one of the major issues of
condensed matter physics. In particular, a spin-liquid state
caused by the frustration has been interpreted as an exotic
state of matter, where the magnetic long-range order is
destroyed, yielding a quantum paramagnetic (or nonmag-
netic) state at zero temperature1) or even exotic mechanisms
of high-temperature superconductivity.2) The Hubbard,
Heisenberg, and related models deﬁned on two-dimensional
square and triangular lattices with geometrical frustration
have been studied in this respect to ﬁnd novel quantum
disordered states by a variety of theoretical methods.
In the square-lattice cases, the J1–J2 Heisenberg model
with the nearest-neighbor (J1) and next-nearest-neighbor (J2)
exchange interactions have been studied for more than two
decades.3–32) At J2 ¼ 0, where the frustration is absent, the
model is known to have the Néel-type antiferromagnetic long-
range order. With increasing J2, the frustration increases, but
at J2 ¼ J1, the model again has the ground state with the
collinear antiferromagnetic long-range order. The strongest
frustration occurs around J2=J1 ¼ 0:5, where nonmagnetic
states such as a valence bond state4,6,8,10,11,14–16,18,22,29) and
a spin-liquid state12,24–28) have been suggested to appear,
the region of which has recently been studied further in
detail.31,32) The t1–t2–U Hubbard model with the nearest-
neighbor (t1) and next-nearest-neighbor (t2) hopping pa-
rameters and the on-site repulsive interaction U has also been
studied, where it has been shown that the critical interaction
strength Uc of the metal–insulator transition increases
monotonically with increasing t2=t133–35) and that the ground
state has the Néel order at a small t2=t1 and a collinear order
around t2 ¼ t1.33,35) Then, the nonmagnetic insulating state
appears between these ordered states.34,36)
In the triangular-lattice cases, the anisotropic J–J 0
triangular Heisenberg model has been studied. In the
isotropic case (J ¼ J 0), the 120° spiral ordered phase is
known to be stable.37) In the anisotropic case, the Néel order
is realized when J 0=J is small and the spiral order is realized
around J 0=J ¼ 1,38–48) and between these phases, a dimer
ordered phase39) or a spin-liquid phase46,47) has been
predicted to appear. The anisotropic t–t0–U triangular
Hubbard model has also been studied,49–55) where it has
been shown that Uc increases with increasing t0=t: at a small
t0=t a metal–insulator transition occurs from the metallic
phase to the Néel ordered phase, whereas at t0=t ’ 1 a
nonmagnetic insulating phase appears between the metallic
and spiral ordered phases.54,55) Recently, the magnetic orders
in the triangular-lattice Heisenberg model with J1 and J2 have
also been studied, where a nonmagnetic insulating phase is
shown to appear between the spiral and collinear phases.56–60)
In this paper, motivated by the above developments in the
ﬁeld, we study the frustrated square-lattice Hubbard model at
half ﬁlling with the isotropic nearest-neighbor and anisotrop-
ic next-nearest-neighbor hopping parameters and clarify the
metal–insulator transition, the appearance of possible mag-
netic orderings, and the emergence of a nonmagnetic
insulating phase. The search is made in a wide parameter
space including square, crossed-square, and triangular
lattices, as well as in weak to strong electron correlation
regimes. We use the variational cluster approximation (VCA)
based on self-energy functional theory (SFT),61–63) which
enables us to take into account the quantum ﬂuctuations of
the system, so that we can study the eﬀect of geometrical
frustration on the spin degrees of freedom and determine the
critical interaction strength for the spontaneous symmetry
breaking of the model. We examine the entire regime of the
strength of electron correlations at zero temperature, of which
little detail is known. In particular, we compare our results in
the strong correlation regime with those of the Heisenberg
model, for which many studies have been carried out. We
also compare our results with those in the weak correlation
limit via the generalized magnetic susceptibility calculation
and with those of the classical Heisenberg model calculation
where the quantum spin ﬂuctuations are absent.
We will thereby show that magnetic phases with Néel,
collinear, and spiral orders appear in relevant regions of the
parameter space of our model and that a nonmagnetic
insulating phase, caused by the quantum ﬂuctuations in the
frustrated spin degrees of freedom, emerges in a wide
parameter region between the ordered phases obtained. The
orders of the phase transitions will also be determined. We
will summarize our results as a ground-state phase diagram in
a full two-dimensional parameter space. This phase diagram
will make the characterization of the nonmagnetic insulating
phase more approachable, although this is beyond the scope
of the present paper.
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2. Model and Method
We consider the frustrated Hubbard model deﬁned on the
two-dimensional square lattice at half ﬁlling as illustrated in
Fig. 1. The Hamiltonian is given by
H ¼ t1
X
hi; ji
X

cyicj  t2
X
hhi; jii
X

cyicj
 t02
X
hhi; jii0
X

cyicj þ U
X
i
ni"ni#  
X
i;
ni; ð1Þ
where cyi is the creation operator of an electron with spin σ at
site i and ni ¼ cyici. hi; ji indicates the nearest-neighbor
bonds with an isotropic hopping parameter t1, and hhi; jii and
hhi; jii0 indicate the next-nearest-neighbor bonds with ani-
sotropic hopping parameters t2 and t02, respectively [see
Fig. 1(a)]. U is the on-site Coulomb repulsion between
electrons and μ is the chemical potential maintaining the
system at half ﬁlling. In the large-U limit, the model can be
mapped onto the frustrated spin-1=2 Heisenberg model
H ¼ J1
X
hi; ji
Si  Sj þ J2
X
hhi; jii
Si  Sj þ J 02
X
hhi; jii0
Si  Sj ð2Þ
in the second-order perturbation of the hopping parameters
with Si ¼
P
; c
y
ici=2, where  is the vector of Pauli
matrices. The exchange coupling constants are given by
J1 ¼ 4t21=U, J2 ¼ 4t22=U, and J02 ¼ 4t022 =U for the lattice
shown in Fig. 1(a). We will compare our results of the
Hubbard model in the strong correlation regime with those of
the frustrated Heisenberg model, for which related studies
have been carried out.
We treat a wide parameter space of 0  t2=t1  1 and
0  t02=t1  1, including three limiting cases: (i) at t2 ¼
t02 ¼ 0 [square lattice, see Fig. 1(b)], where the Néel order
is realized, (ii) at t2 ¼ t02 ¼ t1 [crossed square lattice, see
Fig. 1(c)], where the collinear order is realized, and (iii) at
t2 ¼ t1 and t02 ¼ 0 [triangular lattice, see Fig. 1(d)], where the
120° spiral order is realized. We will calculate how the above
three ordered phases change when the hopping parameters
are varied in the ranges 0  t2  t1 and 0  t02  t1.
We employ the VCA, which is a quantum cluster method
based on SFT,61–63) where the grand potential Ω of the
original system is given by a functional of the self-energy. By
restricting the trial self-energy to that of the reference system
0, we obtain the grand potential in the thermodynamic limit
as
½0 ¼ 0 þ Tr lnðG10  0Þ1  Tr lnG0; ð3Þ
where 0 and G0 are the exact grand potential and Green
function of the reference system, respectively, and G0 is the
noninteracting Green function. The short-range electron
correlations within the cluster of the reference system are
taken into account exactly.
The advantage of the VCA is that the spontaneous
symmetry breaking can be treated within the framework of
the theory. Here, we introduce the Weiss ﬁelds for magnetic
orderings as variational parameters. The Hamiltonian of the
reference system is then given by H0 ¼ H þHN þHC þ HS
with
HN ¼ h0N
X
i
eiQNriSzi ; ð4Þ
HC ¼ h0C
X
i
eiQCriSzi ; ð5Þ
HS ¼ h0S
X
i
eai  Si; ð6Þ
where h0N, h
0
C, and h
0
S are the strengths of the Weiss ﬁelds for
the Néel, collinear, and spiral orders, respectively. The wave
vectors are deﬁned as QN ¼ ð; Þ for the Néel order and
QC ¼ ð; 0Þ or ð0; Þ for the collinear order. For the spiral
order, the unit vectors eai are rotated by 120° to each other,
where ai ð¼ 1; 2; 3Þ is the sublattice index of site i. The
variational parameter is optimized on the basis of the
variational principle @=@h0 ¼ 0 for each magnetic order.
The solution with h0 ≠ 0 corresponds to the ordered state.
We use the twelve-site cluster shown in Fig. 2 as the
reference system. This cluster is convenient because we can
treat the two-sublattice states (Néel and collinear states) with
an equal number of up and down spins and, at the same time,
the three-sublattice state (spiral state) with an equal number
of three sublattice sites. Note that longer-period phases such
(a) (b)
(c) (d)
Fig. 1. (Color online) (a) Schematic representation of the square-lattice
Hubbard model with the isotropic nearest-neighbor hopping parameter t1 and
anisotropic next-nearest-neighbor parameters t2 and t02. (b) Isotropic square
lattice at t2 ¼ t02 ¼ 0. (c) Crossed square lattice at t2 ¼ t02 ¼ t1. (d) Isotropic
triangular lattice at t1 ¼ t2 and t02 ¼ 0. The arrows represent the directions of
the electron spins. The sublattices are indicated by diﬀerent colors.
Fig. 2. (Color online) Left: twelve-site square-lattice cluster used as a
reference system in our analysis. Right: equivalent triangular-lattice cluster,
where the three sites 1, 2, and 3 form an equilateral triangle. The anisotropic
triangular lattice is deﬁned as t02 ¼ 0 and t1 ≠ t2.
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as a spiral phase mentioned in a diﬀerent system53) and
incommensurate ordered phases are diﬃcult to treat in the
present approach.
3. Results of Calculations
3.1 Strong correlation regime
First, let us discuss the phase diagram of our model in the
strong correlation regime U=t1 ¼ 60. The result is shown in
Fig. 3, where the result for our Hubbard model in the
ðt2=t1; t02=t1Þ plane as well as the same result converted to the
Heisenberg model parameters ðJ2=J1; J02=J1Þ are shown. We
ﬁnd three ordered phases: the Néel ordered phase around
ðt2=t1; t02=t1Þ ¼ ð0; 0Þ, the collinear ordered phase around
ðt2=t1; t02=t1Þ ¼ ð1; 1Þ, and the spiral ordered phase around
ðt2=t1; t02=t1Þ ¼ ð1; 0Þ and ð0; 1Þ. The nonmagnetic insulating
phase, which is absent in the classical Heisenberg model (see
Appendix A), appears in an intermediate region between
the three ordered phases. Thus, the quantum ﬂuctuations in
the frustrated spin degrees of freedom are essential in the
emergence of the nonmagnetic insulating phase. As shown
below, the phase transition to the collinear phase is of the
ﬁrst order (or discontinuous) and the phase transitions to
the Néel and spiral phases are of the second order (or
continuous). This phase diagram is determined on the basis
of the calculated ground-state energies E ¼  þ  (per site)
and magnetic order parameters M (per site) deﬁned as
MN ¼ ð2=LÞ
P
i e
iQNrihSzi i for the Néel order, MC ¼
ð2=LÞPi eiQCrihSzi i for the collinear order, and MS ¼
ð2=LÞPi eai  hSii for the spiral order, where h  i stands
for the ground-state expectation value and L is the number of
sites in the system. In the following, we will circumstantiate
the obtained phases, particularly along lines (i), (ii), and (iii)
drawn in Fig. 3(a), whereby we will discuss some details of
our calculated results in comparison with other studies.
Along line (i): The results are shown in the left panels of
Fig. 4, where we assume t2 ¼ t02. At t2 ¼ 0, the ground state
is the Néel order, and with increasing t2, the energy of the
Néel order gradually approaches the energy of the non-
magnetic state. At t2=t1 ¼ 0:73, the energy of the Néel order
continuously reaches the energy of the nonmagnetic state and
the Néel order disappears. The calculated order parameter
indicates a continuous phase transition. At t2=t1 ¼ 1, on the
other hand, the ground state is the collinear order. The
ground-state energy of the collinear order increases with
decreasing t2, and at t2=t1 ¼ 0:79, it crosses to the non-
magnetic state, resulting in a discontinuous phase transition,
as indicated by the calculated order parameter. The non-
magnetic insulating state thus appears at 0:73 < t2=t1 <
0:79, which corresponds to the region 0:53 < J2=J1 < 0:63
in the Heisenberg model parameters. In comparison with
previous studies on the J1–J2 square-lattice Heisenberg
model, which have estimated the transition point between
the Néel and nonmagnetic phases to be at J2=J1 ¼ 0:40{
0:44,17,22,24,31,32) our result slightly overestimates the stability
of the Néel order. This overestimation may be caused by the
cluster geometry used in our calculations; if we use the 2  2
site cluster as the reference system, the transition occurs
at J2=J1 ¼ 0:42,36) which is in good agreement with the
previous studies. The transition point between the collinear
and nonmagnetic phases, on the other hand, has been
estimated to be at J2=J1 ¼ 0:59{0:62,17,22,24,32) which is in
good agreement with our result.
Along line (ii): The results are shown in the middle panels
of Fig. 4, where we assume t02 ¼ 0. With increasing t2 from
t2 ¼ 0, at which the ground state is the Néel order, the energy
of the Néel order gradually approaches the energy of the
nonmagnetic state, and at t2=t1 ¼ 0:88, the Néel order
disappears continuously. The calculated order parameter
indicates the continuous phase transition. At t2=t1 ¼ 1, on the
other hand, the ground state is the spiral order, although the
energy diﬀerence between the spiral and nonmagnetic states
is very small [see the inset of Fig. 4(c)] due to the strong
geometrical frustration of the triangular lattice. With
decreasing t2 from t2=t1 ¼ 1, the ground-state energy of the
spiral order increases gradually and approaches the energy of
the nonmagnetic state, and at t2=t1 ¼ 0:89, the spiral order
disappears continuously, in agreement with the calculated
order parameter. Thus, the nonmagnetic phase appears in a
very narrow region of 0:88 < t2=t1 < 0:89. The correspond-
ing Heisenberg model parameters at which the Néel and
spiral orders disappear are around J2=J1 ¼ 0:79. The
previous studies for the anisotropic triangular-lattice
Heisenberg model42,44) have given values around J2=J1 ¼
0:80{0:87 for the transition point, which are in good
agreement with our result.
Along line (iii): The results are shown in the right panels
of Fig. 4, where we assume t2 ¼ t1. At t02 ¼ 0, the ground
state is the spiral order, although the energy diﬀerence from
the nonmagnetic state is very small [see the inset of
Fig. 4(e)]. With increasing t02, the energy of the spiral order
gradually approaches the energy of the nonmagnetic state,
and at t02=t1 ¼ 0:34, the spiral order disappears continuously,
(a)
(b)
Fig. 3. (Color online) (a) Calculated ground-state phase diagram of our
model at U=t1 ¼ 60 in the ðt2=t1; t02=t1Þ plane and (b) converted phase
diagram in the ðJ2=J1; J02=J1Þ plane. The uncolored region corresponds to the
nonmagnetic insulating phase. The transition to the collinear phase is of the
ﬁrst order (or discontinuous) and the transitions to the Néel and spiral phases
are of the second order (or continuous). The phases along dashed lines (i),
(ii), and (iii) shown in (a) are circumstantiated in Fig. 4.
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in agreement with the calculated order parameter. On the
other hand, with decreasing t02 from t
0
2=t1 ¼ 1, at which the
collinear order is stable, the ground-state energy of the
collinear order increases and crosses to the nonmagnetic
state at t02=t1 ¼ 0:59. The transition is thus discontinuous,
in agreement with the calculated order parameter. The
nonmagnetic state therefore appears at 0:34 < t02=t1 < 0:59,
which corresponds to the region 0:11 < J02=J1 < 0:34 if we
use the Heisenberg model parameters. To our knowledge, no
comparable calculations have been made for the frustrated
Heisenberg model in this parameter region.
3.2 Intermediate to weak correlation regime
Next, let us discuss the phase diagram of our model in
the intermediate to weak correlation regime. The results at
U=t1 ¼ 10, 6, and 2 are shown in Fig. 5. The detailed results
for the calculated single-particle gap and order parameters are
also shown in Fig. 6 along lines (i), (ii), and (iii) deﬁned
above.
At U=t1 ¼ 10, we ﬁnd that the results are qualitatively
similar to those at U=t1 ¼ 60, except for the transition
between the Néel and spiral orders: the nonmagnetic
insulating phase appears between these orders at U=t1 ¼ 60
but a direct ﬁrst-order transition occurs at U=t1 ¼ 1054,55)
with a double minimum structure in the grand potential. The
nonmagnetic insulating phase appears at 0:71 < t2=t1 < 0:84
along line (i), which is in good agreement with the previous
studies,34,36) where the values t2=t1 ¼ 0:70{0:77 for the
transition between the Néel and nonmagnetic phases and
t2=t1 ¼ 0:82{0:85 for the transition between the collinear
and nonmagnetic phases were reported. The nonmagnetic
phase also appears at 0:42 < t02=t1 < 0:64 along line (iii).
At U=t1 ¼ 6, we ﬁnd that the spiral phase disappears and a
paramagnetic metallic phase appears in the triangular lattice
geometry at ðt2=t1; t02=t1Þ ’ ð1; 0Þ or ð0; 1Þ. The nonmagnetic
insulating phase appears at 0:66 < t2=t1 < 0:86 along
line (i), the region of which becomes wider with decreasing
value of U=t1 from 60 to 10 and 6, which is again in good
agreement with the previous studies.33,34) The region of the
nonmagnetic insulating phase also becomes wider along
line (iii), which occurs between the collinear and para-
magnetic metallic phases. Along line (ii), the nonmagnetic
(a) (b)
(c)
Fig. 5. (Color online) Calculated ground-state phase diagrams of our
model in the ðt2=t1; t02=t1Þ plane at (a) U=t1 ¼ 10, (b) U=t1 ¼ 6, and
(c) U=t1 ¼ 2. The uncolored regions in (a) and (b) correspond to the
nonmagnetic insulating phase. The phases along dashed lines (i), (ii), and (iii)
shown in (a) are circumstantiated in Fig. 6.
Fig. 4. (Color online) Calculated ground-state energies (upper panels) and order parameters (lower panels) for the Néel, collinear, spiral, and nonmagnetic
insulating phases as a function of t2=t1 or t02=t1. The left, middle, and right panels correspond to lines (i), (ii), and (iii) in Fig. 3(a), where we assume t2 ¼ t02,
t02 ¼ 0, and t2 ¼ t1, respectively. The inset in (c) and (e) displays the energy diﬀerence between the spiral and nonmagnetic insulating phases E, and other
insets enlarge the region near the phase boundary.
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insulating phase with a small charge gap appears again,
which is between the Néel and paramagnetic metallic
phases.54,55)
At U=t1 ¼ 2, the paramagnetic metallic phase overwhelms
the collinear and nonmagnetic insulating phases, retaining
only the Néel ordered phase around t2=t1 ¼ t02=t1 ¼ 0. Within
the Néel phase, the charge gap opens only at 0 < t2=t1 <
0:16 and the metallic Néel ordered phase appears at
0:16 < t2=t1 < 0:41 along line (i) and at 0:16 < t2=t1 < 0:47
along line (ii). The perfect Fermi surface nesting at t2=t1 ¼
t02=t1 ¼ 0 and its deformation away from t2=t1 ¼ t02=t1 ¼ 0
are responsible for these results.34) The generalized magnetic
susceptibility 0ðqÞ calculated in the noninteracting limit of
our model [Eq. (1)] explains this result (see Appendix B).
The transition between the Néel ordered metallic phase and
the paramagnetic metallic phase is continuous along line (i)
and discontinuous along line (ii).
4. Summary
We have used the VCA based on SFT to study the two-
dimensional frustrated Hubbard model at half ﬁlling with
the isotropic nearest-neighbor and anisotropic next-nearest-
neighbor hopping parameters. We have particularly focused
on the eﬀect of geometrical frustration on the spin degrees of
freedom of the model in a wide parameter space including
square, crossed-square, and triangular lattices in a wide range
of the interaction strength at zero temperature. We have
thereby investigated the metal–insulator transition, the
magnetic orders, and the emergence of the nonmagnetic
insulating phase, although the phases with incommensurate
orders or with longer-period orders than the cluster size used
have not been taken into account owing to the limitation of
the VCA. We have also calculated the ground-state phase
diagram of the corresponding classical Heisenberg model
as well as the generalized magnetic susceptibility in the
noninteracting limit.
We have thus determined the ground-state phase diagram
of the model and found that, in the strong correlation regime,
magnetic phases with the Néel, collinear, and spiral orders
appear in the parameter space, and a nonmagnetic insulating
phase, caused by the eﬀect of quantum ﬂuctuations in the
frustrated spin degrees of freedom, emerges in the wide
parameter region between these three ordered phases. We
have also found that the phase transition from the Néel and
spiral orders to the nonmagnetic phase is continuous (or a
second-order transition), whereas the transition from the
collinear order to the nonmagnetic phase is discontinuous (or
a ﬁrst-order transition). We have compared our results with
the results of the corresponding Heisenberg model calcu-
lations that have been made so far and found that the
agreement is good whenever the comparison is possible. We
have also found that, in the intermediate correlation regime,
the paramagnetic metallic phase begins to appear in the
triangular lattice geometry, which overwhelms the collinear
and nonmagnetic insulating phases in the weak correlation
regime, retaining only the Néel ordered phase in the square
Fig. 6. (Color online) Calculated results for the order parametersM (pink, green, and red dots) of the Néel, collinear, and spiral phases and the single-particle
gap =t1 (black crosses) at U=t1 ¼ 10 (upper panels), U=t1 ¼ 6 (middle panels), and U=t1 ¼ 2 (lower panels). The left, middle, and right panels correspond to
the lines (i), (ii), and (iii) deﬁned in Fig. 5(a), where we assume t2 ¼ t02, t02 ¼ 0, and t2 ¼ t1, respectively.
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lattice geometry. We hope that our results for the phase
diagram obtained in the wide parameter space will encourage
future studies on the characterization of the nonmagnetic
insulating phase as well as on its experimental relevance.
Acknowledgments
We thank S. Miyakoshi for useful discussions. T.K.
acknowledges support from a JSPS Research Fellowship for
Young Scientists. This work was supported in part by a
Grant-in-Aid for Scientiﬁc Research (No. 26400349) from
the Japan Society for the Promotion of Science.
Appendix A: Ground-State Phase Diagram of the
Classical Heisenberg Model
Here, we present the ground-state phase diagram of the
classical Heisenberg model, which is deﬁned as in Eq. (2) but
its quantum spins Si are replaced by the classical vectors ~S,
so that quantum ﬂuctuations of the system are completely
suppressed although the frustrative features in the spin
degrees of freedom are present. The Hamiltonian is given by
H ¼Pq JðqÞ ~Sq  ~Sq in momentum space, where
JðqÞ ¼ J1ðcos qx þ cos qyÞ þ J2 cosðqx þ qyÞ
þ J02 cosðqx  qyÞ: ðA:1Þ
The ground states of the system are calculated64) and the
phase diagram is obtained as shown in Fig. A·1. We ﬁnd that
the magnetically ordered ground states appear in the entire
parameter space examined, which include the Néel order
[q ¼ ð; Þ], collinear order [q ¼ ð; 0Þ], and spiral orders
[q ¼ ðq; qÞ and ðq0;q0Þ with q ¼ cos1ðJ1=2J2Þ and q0 ¼
cos1ðJ1=2J02Þ]. Therefore, comparing with the results
given in the main text, we may conclude that the quantum
ﬂuctuations in the geometrically frustrated spin degrees of
freedom are essential in the emergence of the nonmagnetic
insulating phase discussed in the main text.
Appendix B: Generalized Susceptibility in the
Noninteracting Limit
Here, we present the generalized magnetic susceptibility
(or Lindhard function) at zero frequency,65–67)
0ðqÞ ¼ 1
L
X
k
fðkÞ  fðkþqÞ
kþq  k ; ðB
:1Þ
calculated for our model [Eq. (1)] in the noninteracting limit,
where k is the corresponding noninteracting band disperson
and fðÞ is the Fermi function. The calculated results at
temperature 0:01t1 are shown in Fig. B·1, where we ﬁnd that
a diverging behavior appears only at q ¼ ð; Þ in Fig. B·1(a)
due to perfect Fermi surface nesting, which yields the Néel
ordered state at t2=t1 ¼ t02=t1 ¼ 0:0 in the presence of a small
but ﬁnite interaction strength U. There are characteristic
features of 0ðqÞ but no other diverging behaviors are found,
indicating the absence of other magnetic orderings in the
weak correlation limit.
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Mott transition and magnetism of the triangular-lattice Hubbard model
with next-nearest-neighbor hopping
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The variational cluster approximation is used to study the isotropic triangular-lattice Hubbard model at
half filling, taking into account the nearest-neighbor (t1) and next-nearest-neighbor (t2) hopping parameters
for magnetic frustrations. We determine the ground-state phase diagram of the model. In the strong-correlation
regime, the 120◦ Ne´el- and stripe-ordered phases appear, and a nonmagnetic insulating phase emerges in between.
In the intermediate correlation regime, the nonmagnetic insulating phase expands to a wider parameter region,
which goes into a paramagnetic metallic phase in the weak-correlation regime. The critical phase boundary of
the Mott metal-insulator transition is discussed in terms of the van Hove singularity evident in the calculated
density of states and single-particle spectral function.
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I. INTRODUCTION
The physics of geometrical frustration in strongly correlated
electron systems has long attracted much attention [1–3].
In particular, the possible absence of magnetic long-range
orders at zero temperature in the Heisenberg and Hubbard
models defined on frustrated lattices, or the realization of a
spin-liquid phase as an exotic state of matter, has been one
of the major issues in this field. The Mott metal-insulator
transition is also a fundamental phenomenon in the field of
strongly correlated electron systems [4,5], which has attracted
much experimental and theoretical interest as well. As one of
the simplest models with geometrical frustration and Mott
transition, we therefore study the Hubbard model at half
filling defined on the triangular lattice in this paper, where
not only the nearest-neighbor hopping parameters but also the
next-nearest-neighbor ones are included.
Much effort has so far been devoted in the study of the
triangular-lattice Hubbard model with anisotropic nearest-
neighbor hopping parameters [6–14], which was motivated
by experimental findings of possible spin-liquid states in
some organic Mott insulators such as κ-(ET)2Cu2(CN)3
[15–18] and EtMe3Sb[Pd(dmit)2]2 [19,20]. The triangular-
lattice Heisenberg model with the anisotropic exchange in-
teractions has also been studied to find a variety of ordered
phases such as Ne´el and spiral orders, as well as the quantum
disordered (or spin-liquid) phases in between [21–23].
However, to the best of our knowledge, the isotropic
triangular-lattice Hubbard model with both the nearest-
neighbor (t1) and next-nearest-neighbor (t2) hopping pa-
rameters has not yet been addressed, the study of which
will therefore provide useful information on the physics of
magnetic frustrations and Mott metal-insulator transition in
strongly correlated electron systems.
The isotropic Heisenberg model with the nearest-neighbor
(J1) and next-nearest-neighbor (J2) exchange interactions,
which may be derived by the second-order perturbation of
the above-mentioned Hubbard model in the strong-correlation
limit, has, on the other hand, been studied much in detail,
mostly from the theoretical point of view [24]. In the classical
Heisenberg model where the spins are treated as classical
vectors, it is known that a single phase transition occurs at
J2/J1 = 1/8 between the three-sublattice 120◦ Ne´el-ordered
state and an infinitely degenerate four-sublattice magnetically
ordered state [25]. This degeneracy is lifted by quantum
fluctuations, thereby selecting a two-sublattice stripe-ordered
state through the so-called order-by-disorder mechanism
[25–28]. One may then expect in the corresponding quantum
Heisenberg model that an intermediate phase can appear near
the classical critical point at J2/J1 = 1/8, for which many
studies have been carried out to predict that the nonmagnetic
disordered phase bordered by the 120◦ Ne´el-ordered phase at
J2/J1  0.05–0.12 and the stripe-ordered phase at J2/J1 
0.14–0.19 actually emerges. In particular, recent studies
actually predict the emergence of either a gapless or gapped
spin-liquid phase in this intermediate region [29–35]. These
results of the Heisenberg model may be compared with those
of our Hubbard model in the strong-correlation limit (as we
see below).
In this paper, motivated by the above developments in the
field, we study the triangular-lattice Hubbard model at half
filling with the isotropic nearest-neighbor and next-nearest-
neighbor hopping parameters in its entire interaction strength.
We use the variational cluster approximation (VCA), one of the
quantum cluster methods based on the self-energy functional
theory (SFT) [36–40], which enables us to take into account
the quantum fluctuations of the model with geometrically
frustrated spin degrees of freedom. We thereby calculate the
grand potential of the system as a function of the Weiss
fields for spontaneous symmetry breakings; here, we take
the 120◦ Ne´el and stripe magnetic orders and evaluate the
order parameters and critical interaction strengths. We also
calculate the charge gap as well as the density of states
(DOS) and single-particle spectral function using the cluster
perturbation theory (CPT) [40] and determine the ground-state
phase diagram of the model in its entire parameter region.
We thereby show that in the strong-correlation regime the
120◦ Ne´el- and stripe-ordered phases appear and, in between,
the nonmagnetic insulating phase caused by the quantum
fluctuations in the frustrated spin degrees of freedom emerges,
in agreement with the Heisenberg model studies. We also show
that in the intermediate-correlation regime the nonmagnetic
insulating phase expands to wider parameter regions located
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around 0  t2/t1  0.3 and 0.4  t2/t1  1, which go into a
paramagnetic metallic phase in the weak-correlation regime
via the second-order Mott transition. The characteristic be-
havior of the critical phase boundary of the Mott transition is
discussed in terms of the van Hove singularity appearing in
the calculated DOS and single-particle spectral function.
The rest of the paper is organized as follows. In Sec. II,
we introduce the model and discuss the method of calculation
briefly. In Sec. III A, we present our results obtained in the
strong-correlation regime and compare them with those of
the Heisenberg model. In Sec. III B, we present our results
obtained in the intermediate- to weak-correlation regime and
discuss the phase diagram of our model. The critical phase
boundary of the Mott transition is also discussed. A summary
of the paper is given in Sec. IV.
II. MODEL AND METHOD
We consider the triangular-lattice Hubbard model
[see Fig. 1(a)] defined by the Hamiltonian
H = −t1
∑
〈i,j〉
∑
σ
c
†
iσ cjσ − t2
∑
〈〈i,j〉〉
∑
σ
c
†
iσ cjσ
+U
∑
i
ni↑ni↓ − μ
∑
i,σ
niσ , (1)
where c†iσ (ciσ ) creates (annihilates) an electron with spin σ at
site i, and niσ = c†iσ ciσ . 〈i,j 〉 indicates the nearest-neighbor
bonds with the hopping parameter t1 and 〈〈i,j 〉〉 indicates the
next-nearest-neighbor bonds with the hopping parameter t2.
We consider the parameter region 0  t2/t1  1, including
two limiting cases, t2 = 0 (isotropic triangular lattice) and
t2 = t1. U is the on-site Coulomb repulsion between two
electrons and μ is the chemical potential maintaining the
system at half filling.
In the large-U limit, this model may be mapped onto the
triangular-lattice Heisenberg model of spin-1/2 defined by the
Hamiltonian
H = J1
∑
〈i,j〉
Si · Sj + J2
∑
〈〈i,j〉〉
Si · Sj (2)
with the exchange coupling constants of J1 = 4t21/U and J2 =
4t22/U for the nearest-neighbor and next-nearest-neighbor
FIG. 1. Schematic representations of (a) the triangular-lattice
Hubbard model with the nearest-neighbor (t1) and next-nearest-
neighbor (t2) hopping parameters, (b) the 120◦ Ne´el order, and (c) the
stripe order. The arrows represent the directions of electron spins on
the A, B, and C sublattices defined by different colors.
bonds, respectively. The spin operator is given by Si =∑
αβ c
†
iασ αβciβ /2 with the vector of Pauli matrices σ αβ .
The results obtained for the Hubbard model [Eq. (1)] in
the strong-correlation regime are compared with those of the
Heisenberg model [Eq. (2)].
Let us describe the VCA briefly, which is a many-body
variational method based on the SFT, where the grand
potential of the system is formulated as a functional of the
self-energy [36–38]. The ground state of the original system
in the thermodynamic limit can thus be obtained via the
calculation of the grand potential of the system with the exact
self-energy. Then, in the VCA, restricting the trial self-energy
to the self-energy of the reference system ′, we obtain the
approximate grand potential as
[′] = ′ + Tr ln (G−10 − ′
)−1 − Tr ln (G′−10 − ′
)−1
,
(3)
where ′ is the grand potential of the reference system, and
G0 and G′0 are the noninteracting Green’s functions of the
original and reference systems, respectively. The Hamiltonian
of the reference system, H ′, is defined below. Note that the
short-range correlations within the clusters of the reference
system are taken into account exactly. See Refs. [39,40] for
recent reviews of the method.
The advantage of the VCA is that the spontaneous symme-
try breaking can be treated within the framework of the theory,
where we introduce the Weiss fields as variational parameters.
In the present case, the Hamiltonian of the reference system is
taken as H ′ = H + HM with the Weiss fields
HM = H120◦ + Hstr, (4)
H120◦ = h′120◦
∑
i
eai · Si , (5)
Hstr = h′str
∑
i
ei Qstr·r i Szi , (6)
where h′120◦ and h′str are the strengths of the Weiss fields for
the 120◦ Ne´el- and stripe-ordered states, respectively. For the
Ne´el order, the unit vectors eai are rotated by 120◦ to each
other, where ai (=1,2,3) is the sublattice index of site i. For
the stripe order, the wave vectors can be taken equivalently
as Qstr = (π,π/
√
3), (π, − π/√3), or (0, − 2π/√3). The
variational parameters are optimized on the basis of the
variational principle, i.e., ∂/∂h′ = 0, for each magnetic
order, where the solution with h′ 
= 0 corresponds to the
ordered state.
In our VCA calculations, we use the 12-site cluster shown in
Fig. 2 as the reference system. This is the best appropriate and
feasible choice of the reference cluster because we can treat
the two-sublattice order (stripe order) with an equal number
of up- and down-spin electrons and the three-sublattice order
(120◦ Ne´el order) with an equal number of the three sublattice
sites ai = 1, 2, and 3. The cluster-size and cluster-shape
dependencies of our results are discussed in the Appendix.
Note that longer period phases such as the spiral phase
mentioned in a different system [11] cannot be treated in the
present approach; in our analysis, we fix the pitch angle of the
spiral order to be 120◦ (or the three-sublattice of ai = 1,2,3)
even for t2 
= 0. The charge orderings discussed in the extended
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FIG. 2. (a) The reference system of the 12-site cluster used in our
analysis; the three-sublattice system corresponding to the 120◦ Ne´el
order (left) and the two-sublattice system corresponding to the stripe
order (right). (b) The first Brillouin zone of our triangular-lattice
Hubbard model: 
(0,0), K(4π/3,0), and M(π,π/√3).
Hubbard model with intersite Coulomb repulsions [41] are
also neglected. To our knowledge, no other orders have
been predicted in the present triangular-lattice Hubbard and
Heisenberg models.
III. RESULTS OF CALCULATION
A. Strong-correlation regime
First, let us discuss the strong-correlation regime, U/t1=60.
We calculate the ground-state energies E =  + μ (per
site) and magnetic order parameters M defined as M120◦ =
(2/L)∑i eai · 〈Si〉 for the 120◦ Ne´el order and Mstr =
(2/L)∑i ei Qstr·r i 〈Szi 〉 for the stripe order, where 〈· · · 〉 stands
for the ground-state expectation value. The results are shown
in Fig. 3, where we find three phases: the 120◦ Ne´el-ordered
phase around t2/t1 = 0, the stripe-ordered phase around
t2/t1 = 1, and the nonmagnetic disordered phase in between.
At t2/t1 = 0, the 120◦ Ne´el-ordered state has the lowest
energy and with increasing t2/t1 it approaches the energy of the
nonmagnetic disordered state gradually. Then, at t2/t1 = 0.20,
the 120◦ Ne´el-ordered state disappears continuously. The
calculated order parameter M120◦ also indicates the continuous
(or second-order) phase transition. On the other hand, at
t2/t1 = 1.0, the stripe-ordered state has the lowest energy and,
with decreasing t2/t1, the energy of the stripe order crosses to
that of the nonmagnetic state at t2/t1 = 0.50, indicating the
discontinuous (or first-order) transition between the stripe and
disordered phases. The calculated order parameter Mstr also
disappears discontinuously at t2/t1 = 0.50.
These results may be compared with the previous studies
on the J1-J2 triangular-lattice Heisenberg model [29–34].
The transition point between the 120◦ Ne´el and nonmagnetic
phases has been estimated to be J2/J1 = 0.05–0.12, which
corresponds to t2/t1 = 0.22–0.35 of our Hubbard model
parameters. A reasonable agreement is thus obtained. The
transition point between the stripe and nonmagnetic phases
has also been estimated to be J2/J1 = 0.14–0.19, which
corresponds to t2/t1 = 0.37–0.44 of our Hubbard model
parameters. We again find a reasonable agreement with our
estimation. The orders of the phase transitions, i.e., the second
order for the 120◦ Ne´el phase and the first order for the stripe
phase, are also in agreement with the previous study of the
Heisenberg model [31]. We may point out that the strong
quantum fluctuations in the frustrated spin degrees of freedom
cause this nonmagnetic phase because the classical spin model
FIG. 3. Calculated ground-state phase diagram of our model in
the strong-correlation regime (U/t1 = 60). Top: the order parameters
of the 120◦ Ne´el- and stripe-ordered phases. Solid (open) symbols
indicate that the state is stable (metastable). Bottom: the ground-state
energies (per site) of the ordered phases compared with that of the
disordered phase. Inset: the enlargement of the energy difference E
between the 120◦ ordered and disordered phases.
predicts either the 120◦ Ne´el or four-sublattice ordered phase
without any intermediate nonmagnetic phases [25–28].
B. Intermediate- to weak-correlation regime
Next, let us discuss the intermediate- to weak-correlation
regime 0  U/t1  10. We here calculate the total energies,
order parameters, and charge gaps of the model, as well as the
grand potential as a function of the Weiss fields, and summarize
them as the ground-state phase diagram in the parameter space
(t2/t1,U/t1), as shown in Fig. 4. We find four phases: the 120◦
Ne´el- and stripe-ordered phases at large U/t1, which are
continuous to the phases at U/t1 = 60 discussed above, and
the nonmagnetic insulating phase in between, as well as the
paramagnetic metallic phase in the weak-correlation regime.
In the intermediate-correlation regime, the nonmagnetic insu-
lating phase expands to wider parameter regions, which are
around 0  t2/t1  0.3 and around 0.4  t2/t1  1. We note
that the presence of the nonmagnetic insulating phase around
0  t2/t1  0.3 is in agreement with previous studies of the
triangular-lattice Hubbard model at t2/t1 = 0 [12,13,42–46].
The calculated order parameters of the 120◦ Ne´el and stripe
phases are shown in Fig. 5 as a function of U/t1 for several
values of t2/t1. We find that the transition to the stripe-ordered
phase is continuous, irrespective of t2/t1, up to a large value
of U/t1 ∼ 30, but it changes to the discontinuous transition as
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FIG. 4. Calculated ground-state phase diagram of our model
in the intermediate- to weak-correlation regime, which includes
the 120◦ Ne´el-ordered, stripe-ordered, nonmagnetic insulating, and
paramagnetic metallic phases. The circle and triangle at U/t1 = 60
indicate the calculated phase boundaries of the 120◦ Ne´el order and
stripe order, respectively, shown in Fig. 3.
seen in Fig. 3 at U/t1 = 60. We also find that the transition to
the 120◦ Ne´el-ordered phase is discontinuous at 0 < t2/t1 
0.35 for U/t1  6 but it is continuous for larger values of U/t1.
The transition at U/t1 = 60 is also continuous (see Fig. 3).
These behaviors are observed also in the calculated Weiss-field
dependence of the grand potentials of our model.
The charge gap is evaluated from the total number of
electrons as a function of μ (see Fig. 5) to examine the
Mott metal-insulator transition of the system. We find that
the transition is continuous (or second order) and the phase
boundary is located around U/t1  4 − 6, as shown in Fig. 4.
We note that the phase boundary decreases (shifts to a lower
U/t1 side) with increasing t2/t1 up to t2/t1  0.5, but it
increases for larger values of t2/t1. This behavior is in contrast
FIG. 5. Calculated charge gap (top) and order parametersM120◦
and Mstr (bottom) of our model as a function of U/t1.
FIG. 6. Calculated DOS of our model in the metallic state (left)
and insulating state without long-range magnetic orders (right).
η/t1 = 0.1 is assumed. The vertical line in each panel indicates the
Fermi level.
to that of the square-lattice Hubbard model with the next-
nearest-neighbor hopping parameters, where a monotonous
increase in the critical interaction strength is observed [47–49],
which is due to the monotonous increase in the bandwidth of
the model.
To find out the origin of this behavior, we calculate the
DOS ρ(ω) and single-particle spectral function A(k,ω) in the
paramagnetic state of the system using the CPT, which are
defined as
ρ(ω) = 1
L
∑
k
A(k,ω), (7)
A(k,ω) = − 1
π
lim
η→0
ImGCPT(k,ω + iη), (8)
with the CPT Green’s function [40]
GCPT(k,ω) = 1
Lc
Lc∑
i,j=1
Gij (k,ω)e−ik·(r i−rj ), (9)
where we define the Lc × Lc matrices for the cluster of size Lc
as G(k,ω) = [G′−1(ω) − V (k)]−1 with V (k) = G′−10 − G−10 .
The exact Green’s function of the reference system G′(ω) is
given by
G′ij (ω) = 〈ψ0|ciσ
1
ω − H ′ + E0 c
†
jσ |ψ0〉
+ 〈ψ0|c†jσ
1
ω + H ′ − E0 ciσ |ψ0〉, (10)
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FIG. 7. Calculated single-particle spectral function A(k,ω) in the paramagnetic state of our model. The wave vector k is chosen along the
line connecting 
, K, and M points of the Brillouin zone [see Fig. 2(b)]. η/t1 = 0.1 is assumed. The noninteracting band dispersion is also
shown by a thin solid curve in each of the upper panels. The Fermi level (indicated by the vertical line) is set at ω/t1 = 0.
where |ψ0〉 andE0 are the ground state and ground-state energy
of H ′.
The calculated results for the DOS and single-particle
spectral function of our model are shown in Figs. 6 and 7,
respectively. We find that the sharp peak appearing above the
Fermi level at t2/t1 = 0, which is caused by the van Hove
singularity in the triangular lattice, shifts to the lower-energy
side with increasing t2/t1, and at t2/t1 = 0.5, the peak position
FIG. 8. Calculated generalized magnetic susceptibility in the
noninteracting limit χ0(q) defined in Eq. (11). The corresponding
Fermi surface is shown in each panel, where the first Brillouin zone
is indicated by a hexagon.
coincides with the Fermi level (see Fig. 6). This situation of
the high DOS at the Fermi level is energetically unstable [50],
so that the band gap opens to gain in the band energy in the
presence of the Hubbard interaction U . With further increasing
t2/t1, the peak shifts to the higher-energy side again. The
Hubbard band gap is then the largest at t2/t1 = 0.5 as seen in
Figs. 5 and 6. This singularity is also seen in the single-particle
spectral function as the presence of the flat-band region around
the K point of the Brillouin zone (see Fig. 7). This behavior
thus explains why the critical interaction strength becomes
small at around t2/t1  0.5.
To confirm the absence of any magnetic instability in
our model in the weak-correlation regime, we here calculate
the generalized susceptibility (or Lindhard function) in the
noninteracting limit, which is defined as
χ0(q) = 1
L
∑
k
f (εk) − f (εk+q)
εk+q − εk , (11)
where εk is the corresponding noninteracting band dispersion
and f (ε) is the Fermi function. The calculated results at
temperature 0.01t1 are shown in Fig. 8, where we find that,
in accordance with the absence of significant Fermi-surface
nesting features, no singular behaviors actually appear in
χ0(q), indicating the absence of magnetic long-range orders
in the weak-correlation limit. This result supports the validity
of our phase diagram shown in Fig. 4 in the weak-correlation
regime.
IV. SUMMARY
We have studied the Mott metal-insulator transition and
magnetism of the triangular-lattice Hubbard model at half
filling in the entire region of the interaction strength, taking
into account the next-nearest-neighbor hopping parameters
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for the effects of magnetic frustrations. We have employed
the method of VCA based on the SFT, which has not been
used for the present purposes. We have thereby calculated
the grand potential of the system as a function of the Weiss
fields for the 120◦ Ne´el and stripe magnetic orders, and have
determined the order parameters. We have also calculated
the DOS and single-particle spectral function as well as the
charge gap of the system. These results have been summarized
as the ground-state phase diagram of the system.
We have found four phases: In the strong-correlation
regime, there appear (i) the 120◦ Ne´el-ordered phase in a wide
parameter region around t2/t1  0 and (ii) the stripe-ordered
phase in a wide parameter region around t2/t1  1, and, in
between, (iii) the nonmagnetic insulating phase caused by
the quantum fluctuations in the geometrically frustrated spin
degrees of freedom emerges. The obtained phase boundaries
in the strong-correlation limit have been compared with those
of the corresponding Heisenberg model to find a reasonable
agreement. The orders of the phase transitions of the two
magnetically ordered phases have also been determined. In the
intermediate-correlation regime, the nonmagnetic insulating
phase expands to a wider parameter region of t2/t1. Then, de-
creasing the interaction strength further, the system turns into
(iv) the paramagnetic metallic phase in the weak-correlation
regime via the second-order Mott metal-insulator transition.
The characteristic behavior of the critical phase boundary of
the Mott transition has also been discussed in terms of the
shift in the van Hove singularity due to the presence of t2,
as seen in the calculated DOS and single-particle spectral
function.
We suggest that the phase diagram obtained here may
contain different types of nonmagnetic insulator (or spin-
liquid) states depending on the region in the parameter space.
The characterization of the states is, however, beyond the
scope of the VCA approach based on the self-energy (or
single-particle Green’s function), for which we hope that our
results will encourage future studies.
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APPENDIX: CLUSTER DEPENDENCE
OF THE PHASE BOUNDARIES
In the VCA, or in any other quantum cluster methods,
we can in principle calculate the physical quantities in the
thermodynamic limit, but the calculated results necessarily
depend on the size and shape of the solver cluster. Thus,
the choice of the solver cluster is important in the present
approach. In the main text, we have chosen the 12-site cluster
shown in Fig. 2, which is the most appropriate one because it
is first of all computationally feasible and also because it fits
with both the three-sublattice 120◦ order and the two-sublattice
FIG. 9. (a) Cluster-size and cluster-shape dependencies of the
phase boundaries between the 120◦ Ne´el-ordered, stripe-ordered,
nonmagnetic insulating, and paramagnetic metallic phases. Unla-
beled lines are the results shown in Fig. 4. (b) Schematic represen-
tations of the clusters used in the calculations; in the six-site cluster
calculation, we combine two of them to reproduce the 120◦ Ne´el
order.
stripe order without introducing unnecessary frustrations.
However, it seems instructive to check the cluster-size and
cluster-shape dependencies of our results presented in the main
text.
Here, we choose several clusters [see Fig. 9(b)] that fit
either with the 120◦ order or with the stripe order, and we
calculate the phase boundaries to check the solver cluster
dependence of the ground-state phase diagram shown in Fig. 4.
The calculated results for the phase boundaries are shown
in Fig. 9(a). We thus find that the phase boundary between
the 120◦ Ne´el-ordered and nonmagnetic insulating phases is
located around 0  t2/t1  0.4 in an intermediate to large
U/t1 (6) region and that the phase boundary between the
stripe-ordered and nonmagnetic insulating phases is located
around 0.5  t2/t1  1 in an intermediate to large U/t1 (7)
region, irrespective of the appropriate choices of the solver
cluster. We also find that the phase boundary of the Mott metal-
insulator transition is located around U/t1  4–6 with a min-
imum at t2/t1  0.5, irrespective of the choices of the solver
cluster.
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Abstract. Magnetic orders of the square-lattice Hubbard model with the anisotropic next-
nearest-neighbor hopping parameters at half lling are studied by the variational cluster
approximation based on the self-energy functional theory. We show that in the strong correlation
region at zero temperature the disordered phase appears between the collinear-ordered and 120-
ordered phases due to frustration in the spin degrees of freedom of the model. We also show
that the phase transitions to the two ordered phases from the disordered phase are of the rst
order.
1. Introduction
Physics of geometrical frustration in strongly correlated electron systems has attracted much
attention. In particular, magnetic orders of the triangular-lattice Hubbard and related models
have been one of the major issues in this eld. Here, the presence of the spin-liquid phase has
been of great interest. Experimentally, the organic charge-transfer salts -(BEDT-TTF)2X are
a good example of such systems: the compound with X=Cu[N(CN)2]Cl displays a long-range
antiferromagnetic order in its Mott-insulating phase [1, 2] and the compound with X=Cu2(CN)3
exhibits spin-liquid behaviors at low temperatures, where the bulk spin susceptibility is strongly
suppressed by the eects of frustration in the spin degrees of freedom [3, 4].
The emergence of the spin-liquid phase has been studied using a number of theoretical
methods for the isotropic and anisotropic triangular-lattice Hubbard models with hopping
parameters t and t0 and on-site Hubbard repulsion U . The isotropic and anisotropic Heisenberg
models have also been studied. In the isotropic case, the 120 ordered phase was shown to
be stable for the Heisenberg model in the linear spin-wave theory (LSWT) [5, 6], but it was
reported that a spin-liquid phase can exist in the model when the parameters are close to the
metal-insulator transition [7, 8, 9]. In the anisotropic case, the existence of the spin-liquid phase
was predicted to occur in the model with the anisotropic hopping parameters t0=t < 1, which
was not found by the LSWT [5, 6]; many numerical techniques were employed including the
path-integral renormalization group (PIRG) method [10], dynamical mean-eld theory (DMFT)
[11], exact diagonalization (ED) method [12, 13], and the nite-temperature Lanczos method
[14]. A wider range of t0=t was studied by the variational Monte Carlo (VMC) [15] method,
which indicated possible existence of the spin-liquid phase in a large-U region. The variational
cluster approximation (VCA) was also used to show that the metal-insulator transition from the
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Figure 1. Schematic representations of the square-lattice Hubbard model with the isotropic
nearest-neighbor hopping parameter t1 and the anisotropic next-nearest-neighbor hipping
parameters t2 and t
0
2. Illustrated are (a) the isotropic triangular lattice with t1 = t2 = t
and t02 = t0 = 0, (b) the anisotropic lattice with the next-nearest-neighbor hopping parameters
t2 = t1 = t and t
0
2 = t
0, and (c) the square lattice with the isotropic next-nearest-neighbor
hopping parameters t2 = t
0
2 = t1 = t. The arrows represent the directions of the electron spins
on the A, B and C sublattices dened by colors.
metallic phase to the nonmagnetic insulating phase occurs [16, 17]. The spin-liquid phase in the
triangular-lattice Heisenberg model with the next-nearest-neighbor exchange couplings was also
studied recently by VMC [18], where the spin-liquid phase appears between the 120 ordered
phase and stripe antiferromagnetic ordered (or collinear ordered) phase.
In this paper, motivated by such developments in the eld, we study the eects of frustration
in the spin degrees of freedom on the magnetic behaviors of the square-lattice Hubbard model
at half lling, where the anisotropic next-nearest-neighbor hopping parameters are included.
We in particular focus on the region of strong electron correlations at a large U=t value. We
employ the method of VCA based on the self-energy functional theory (SFT) [19, 20, 21], which
is useful for predicting the presence of the spontaneous symmetry breaking of the model. We
will thereby show that the nonmagnetic disordered phase appears between the collinear-ordered
and 120-ordered phases and that the phase transitions to the two ordered phases from the
disordered phase are of the rst order.
2. Model and method
The Hubbard model we consider is dened on the square lattice with the isotropic nearest-
neighbor hopping parameter t1 and anisotropic next-nearest-neighbor hopping parameters t2
and t02, as is illustrated in Fig. 1. The Hamiltonian is given by
H =   t1
X
hi1j1i;
cyi1cj1   t2
X
hi2j2i;
cyi2cj2   t02
X
hi02j02i;
cy
i02
cj02 + U
X
i
ni"ni#;
where hi1j1i indicates the nearest-neighbor bonds, and hi2j2i and hi02j02i indicate the next-
nearest-neighbor bonds. ci is the annihilation operator of an electron with spin  at site i,
and ni = c
y
ici is the number operator. U is the on-site Coulomb repulsion. In this paper, we
consider the case at half lling and the large U region assuming a value U=t1 = 60, where the
Mott insulating phase is realized. We choose this value of U=t because we are interested in the
frustration in the spin degrees of freedom of the model and want to avoid the metal-insulator
transition occurring at smaller U=t values. We should moreover mention that the method of
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VCA cannot be applied to the Hesenberg-like spin models. We in particular consider the case
at t1 = t2 = t and t
0
2 = t
0 [see Fig. 1(b)], including the two limiting cases at t1 = t2 = t and
t02 = t0 = 0 [isotropic triangular lattice, see Fig. 1(a)] and at t1 = t2 = t02 = t = t0 [square lattice
with the isotropic next-nearest-neighbor hopping parameters, see Fig. 1(c)]. It has been reported
that the 120 ordered phase is realized for the isotropic triangular lattice shown in Fig. 1(a) [7]
and the collinear ordered phase is realized for the lattice shown in Fig. 1(c) [22]. In this paper, we
will discuss how the above two ordered phases change when the hopping parameters t1 = t2 = t
and t02 = t0 are varied as 0 < t0 < t, which has not been studied so far.
We employ the method of VCA based on the self-energy functional theory [19, 20, 21].
The advantage of VCA is that the spontaneous symmetry breaking can be treated within the
framework of the theory. The stability of the ground state of the original system can be examined
via the calculation of the grand potential 
 of the system from the exact self-energy. The grand
potential 
 is expressed as a functional of the self-energy  based on the self-energy functional
theory:

[] = 
0 +Tr ln(G 10   ) 1   Tr lnG0;
where 
0 is the exact grand potential of the reference system and G0 is the noninteracting Green
function. We use the exact self-energy 0 of the reference system, which is replaced by the Green
function of the reference system G0 1 = G0 10   0. To investigate the spontaneous symmetry
breaking in VCA, we introduce the Weiss elds as variational parameters. In the present case,
the Hamiltonian of the reference system is given by H 0 = H +Htri +Hcol with
Htri = htri
"X
i2A
eA  Si +
X
i2B
eB  Si +
X
i2C
eC  Si
#
Hcol = hcol
X
i
eiQcolri(ni"   ni#);
where eA, eB and eC are the unit vectors rotated each other by 120
 dened on the A, B and
C sublattices, respectively, and Si is the spin operator at site i [16, 17]. htri and hcol are the
strengths of the Weiss elds for the 120 ordered and collinear ordered states, respectively. We
dene Qcol to be either (; 0) or (0; ). We use the clusters of the size Lc = 2 3 = 6 sites for
calculating the 120 ordered phase and Lc = 2 2 = 4 sites for calculating the collinear ordered
phase. Note that longer period phases such as the spiral phase mentioned in a dierent system
[15] cannot be treated in the present approach.
3. Results of calculation
Figures 2 (a) and (b) show the calculated results for the grand potential 
  
0 (per site) as a
function of the Weiss eld, where 
0 is the grand potential at zero Weiss elds. We nd that
the grand potentials of both the 120 ordered and collinear ordered states have two minima at
h = 0 and h 6= 0 and a maximum between the two minima, indicating that the stable point
of hcol and htri changes discontinuously from zero to a nite value at the critical point of t
0=t.
More quantitatively, we nd that htri 6= 0 at t0=t < 0:214 and hcol 6= 0 at t0=t > 0:589, and that
the nonmagnetic disordered phase appears at 0:214  t0=t  0:589. These results indicate that
both of the magnetic phase transitions from the disordered phase are discontinuous, or of the
rst order, with respect to the parameter t0=t.
Figures 2 (c) and (d) show the calculated ground-state energies E = 
 +  (per site) of the
120 ordered and collinear ordered phases compared with the energy of the disordered phase
as a function of t0=t. We nd that the critical point of the 120 ordered phase is located at
t0=t = 0:214 and that of the collinear ordered phase is located at t0=t = 0:589, and the disordered
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Figure 2. Calculated results for (a) the grand potential (per site) as a function of the Weiss
eld htri, (b) that of the Weiss eld hcol, (c) the ground-state energy (per site) of the 120

ordered phase compared with that of the disordered phase as a function of t0=t, and (d) that of
the collinear ordered phase. In (a) and (b), the stationary points are marked by black dots. In
(c) and (d), the inset enlarges the region near the critical point.
phase appear in-between at 0:214  t0=t  0:589. The ground-state energies of the ordered and
disordered phases cross at the critical point [see the insets of Figs. 2 (c) and (d)], indicating
again that the two magnetic phase transitions are of the rst order.
Finally, let us calculate the magnetic order parameters of the 120 ordered and collinear
ordered phases in VCA. The order parameter M may be dened as the expectation value of the
one-body operator O as
hOi = 1
Lc
X
;
O
D
cyc
E
=
1
Lc
X
Q
Z
C
dz
2i
Tr
OG(Q; z);
where G is the one-particle Green function G = (G 10  0) 1 calculated in VCA and the path C
in the contour integrals encloses the poles of the integrand on the real axis below the chemical
potential. The one-body operator for the 120 ordered phase is dened as Otri =
P
i ei Si for
the three sublattices i (= A, B and C) of the triangular lattice. The one-body operator for the
collinear ordered phase is dened as Ocol = 12
P
i e
iQri(ni"   ni#) with Q = (; 0) or (0; ).
Figure 3 shows the calculated ground-state phase diagram as a function of t0=t, where the
order parameters Mtri for the 120
 ordered phase and Mcol for the collinear ordered phase
are given. The 120 ordered phase appears at 0  t0=t  0:214, which vanishes abruptly at
t0=t = 0:214. The collinear ordered phase appears at 0:589  t0=t  1:0, which vanishes abruptly
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Figure 3. Calculated ground-state phase diagram of the square-lattice Hubbard model at
half lling with the anisotropic next-nearest-neighbor hopping parameters, where the order
parameters (or sublattice magnetizations) Mtri and Mcol are shown as a function of t
0=t.
at t0=t = 0:589. The disordered phase then appears in-between. The phase transitions to the
two magnetic phases from the disordered phase is thus of the rst order.
Note that the present Hubbard model in the strong correlation limit may be mapped onto the
frustrated spin-1/2 Heisenberg model dened on the same lattices with the exchange coupling
constants of Jij = 4t
2
ij=U for the bonds with the hopping amplitude tij . Assuming J = 4t
2=U and
J 0 = 4t02=U at U=t = 60, we predict that the 120 ordered phase appears at 0  J 0=J  0:045,
the collinear ordered phase appears at 0:347  J 0=J  1:0, and the nonmagnetic disordered
phase appears in-between, i.e., at 0:045  J 0=J  0:347. We note that the metastable magnetic
phases exist at 0:214  t0=t  0:239 (or 0:045  J 0=J  0:057) for the 120 ordered phase
and at 0:502  t0=t  0:589 (or 0:252  J 0=J  0:347) for the collinear ordered phase. The
corresponding Heisenberg-model calculations have not been carried out as far as we know, which
should be done in future and compared with the present results.
4. Summary
We have employed the method of VCA based on SFT to study the eects of frustration in the
spin degrees of freedom on the magnetic orders of the square-lattice Hubbard model at half
lling with the anisotropic next-nearest-neighbor hopping parameters at zero temperature. We
have focused in particular on the strong correlation region of the model and have shown that
the disordered phase appears between the collinear-ordered and 120-ordered phases. We have
also shown that the phase transitions to the two ordered phases from the disordered phase are
of the rst order.
Although we have restricted ourselves to the study of the Hubbard model at t1 = t2 in this
paper, the full magnetic phase diagram of the t1  t2  t02 Hubbard model in its entire parameter
space needs to be claried for future study, including the presence of the spin-liquid phase caused
by the frustration in the spin degrees of freedom.
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幾何学的フラストレート量子系の
金属絶縁体転移と磁性に関する
理論的研究
理学研究科
強相関電子系理論研究室
14SD2102 三角一真
学位論文本審査会概要
・金属絶縁体転移に関する次近接ホッピングt2の効果
（②のみ）
・絶縁体状態における磁気秩序の解明
・金属絶縁体転移点付近での磁気無秩序状態の解析
フラストレート系の基底状態に関する理論的研究
① 2次元正方格子t1-t2-t’ハバード模型2
② 2次元三角格子t1-t2ハバード模型
イントロダクション
・幾何学的フラストレーションに関する説明
・三角格子系有機導体κ-(BEDT-TTF)2X塩の研究紹介
1. イントロダクション
フラストレーションとは？
正方格子
強磁性状態 反強磁性状態
三角格子
スピンが反強磁性的に
相互作用しているとき
に、スピンの方向が定
まらないサイトが存在
する。
幾何学的な条件により、磁気秩序状態が実現しない格子系
「幾何学的フラストレーション」を持つ格子系
例）
三角格子 カゴメ格子 パイロクロア格子
Andersonにより、三角格子系の基底状態として
RVB状態が提唱される。
P. W. Anderson, Mat. Res. Bull 8, 153 (1973).
長距離秩序のないスピン液体
スピン波理論の発展などにより、120゜秩序状態
（q = (2π/3, 2π/3)のスピン波状態）が基底状態と
して提唱される。
極低温においても長距離的な磁気秩序を示さない物質（(BEDT-TTF)2X塩、
X[Pd(dmit)2]塩）が発見されたことで、三角格子系におけるスピン液体の発現の
可能性について再度注目を集めている。
三角格子模型とスピン液体
磁気的フラストレーションの解消
κ-(BEDT-TTF)2X塩
構造：BEDT-TTF分子の層と陰イオンXの層が積み重なり、前者が三角格子構造を
持つ分子性導体。
T. Komatsu et al., J. Phys. Soc. Jpn. 65, 1340 (1996).
antibonding band
bonding band
X=Cu2(CN)3
X=Cu2(CN)3のときに
長距離磁気秩序のない
（モット）絶縁体状態が発現。
Y. Shimizu et al., 
Phys. Rev. Lett. 91,
107001 (2003).
κ-(BEDT-TTF)2X塩の物性
S. Elsässer et al., 
Phys. Rev. B 
86, 155150 (2012).
帯磁率 NMRスペクトル
電気抵抗
X=Cu2(CN)3, Cu2[N(CN)2]Cl
異方的三角格子ハバードモデル
X=Cu2(CN)3 : U/t = 7.3, t’/t = 0.83±0.08
磁気秩序のない絶縁体状態
Non-Magnetic Insulator (NMI)
H. C. Kandpal et al., Phys. Rev. Lett. 103, 
067004 (2009).
R. T. Clay, H. Li, and S. Mazumdar, Phys. Rev. Lett. 
101, 166403 (2009).
X=Cu2(CN)3
X=Cu2[N(CN)2]Cl
フラストレート系の一つである三角格子構造を持つ物質におけ
る磁気秩序を持たない絶縁体状態の発現が現在も議論されて
いる。
関連模型を用いて、金属状態から磁気秩序のない絶縁体状態
への転移を議論できないか？
変分クラスター近似（VCA）による計算
・正方格子t1-t2-t’ Hubbard模型2
・三角格子t1-t2 Hubbard模型
2.フラストレート量子系における
基底状態の解析
2-1. 2次元正方格子t1-t2-t’ハバード模型2
t2 = t’ = 0 2
最近接正方格子
, t’ = 0 2 t2 = t’ = t12
次近接正方格子
t1 : 正方格子における最近接ホッピング
t2 : 正方格子における（1, 1）方向の次近接ホッピング
2
U : クーロン相互作用
反強磁性
(AFM)
t1 = t2
等方的三角格子
120゜秩序
(120゜Spiral)
ストライプ
秩序
(Collinear)
t’ : 正方格子における（1, -1）方向の次近接ホッピング
最近接
正方格子
（AFM）
等方的
三角格子
次近接
正方格子
( 120゜Spiral)
t2 = t’ 2
t’  = 02
t’  ≠ 02
①
②
③ t1 = t2
( Collinear )
最近接
正方格子
（AFM）
等方的
三角格子
( 120゜Spiral )
次近接
正方格子
( Collinear )
①
②
③
金属絶縁体転移点付近で
磁気無秩序相は出現するのか？
変分クラスター近似（VCA）
参照系の厳密対角化
変分原理
（変分パラメータ） 熱力学極限の
グランドポテンシャル Ω
熱力学極限の物理量
自己エネルギー汎関数法
グランドポテンシャル
G’
V
eA
120゜
eB eC
collinear
120゜Spiral
変分ハミルトニアン
AFM
onsite 粒子数調整 (n = 1)
参照系ハミルトニアン : 
参照系（12サイト）
先行研究（VCA）
A. H. Nevidomsky et al., 
Phys. Rev. B 77, 064427 (2008).
M. Laubach et al., Phys. Rev. B 91, 245125 (2015).
参照系： 2×4 = 8サイト正方格子
参照系： 6サイト三角格子
次近接正方格子 （ t2 = t’ = t’） 異方的三角格子 （ t’ = 0, t2 = t’ ）22
金属相から磁気無秩序な絶縁体相への転移あり
① ②
Collinear
Néel
一粒子ギャップ、秩序変数（①）
①
一粒子ギャップ、秩序変数（②）
②
一粒子ギャップ、秩序変数（③）
③
相図
U/t1 = 10.0
U/t1 = 6.0
U/t1 = 2.0
U/t1を大きくすることで
金属相から無秩序絶縁体相への
転移がみられる領域が存在する
相図 (U = 60)
①
②
③
(t2/t1, t’/t1) = (0.75, 0.75), (1, 0.5), (0.5,1) 周辺：無秩序相
(J2/J1, J’/J1) = (0.56, 0.56), (1, 0.25), (0.25,1) 
2
2
古典系との比較
量子揺らぎの導入によって、磁気無秩序な絶縁体相が発生している。
t2/t1 = t’/t1 = 0.0 t2/t1 = 1.0,
t’/t1 = 0.82
帯磁率 χ(q) (U = 0, T = 0.01t1)
t’/t1 = 0.02
t2/t1 = 1.0,
2
t2/t1 = t’/t1 = 1.02
まとめ
120˚スパイラル相
・t2/t1 = 1.0 
無秩序相 Collinear秩序相
t’の増加 金属絶縁体転移点Ucの値減少傾向2
・金属絶縁体転移
金属相から無秩序絶縁体相への転移
U/t1 = 10.0
U/t1 を大きくする
K. Misumi, T. Kaneko, and Y. Ohta, J. Phys. Soc. Jpn. 
85, 064711 (2016).
2-2. 三角格子t1-t2ハバード模型
次近接相互作用 t2 を導入した三角格子ハバード模型
ハイゼンベルグ模型
古典解
120˚ 4-sublattice state
1/8
J2/J10
1 2
34
S1 + S2 + S3 + S4 = 0
量子揺らぎで
Stripe order
120゜反強磁性秩序相と
ストライプ反強磁性秩序相
との間に磁気秩序の出ない相
が発生している。
R. Kaneko et al., J. Phys. Soc. Jpn. 83, 093707 (2014).
・金属絶縁体転移点付近で磁気無秩序相が出現するのか？
・次近接相互作用を導入したときの金属絶縁体転移は？
先行研究（ハイゼンベルグ模型）
VCAを用いた計算で解明する
eA
120゜
eB eC
Stripe
120˚ 秩序
変分ハミルトニアン
onsite 粒子数調整 (n = 1)
参照系ハミルトニアン : 
参照系（12サイト）
左図：120˚秩序
右図：Stripe秩序
≤0.0    t2/t1 0.20≤ ≤ ≤(0.0    J2/J1 0.04) : 
≤0.51    t2/t1 1.0≤ ≤ ≤(0.26    J2/J1 1.0) : 
120˚ 秩序, 2次転移
ストライプ秩序, 1次転移
基底状態 (U/t1 = 60)
無秩序状態
2種の磁気秩序状態間に無秩序状態が出現
120˚ 秩序 ストライプ秩序
≤0.20    t2/t1 0.51≤ ≤ ≤(0.04    J2/J1 0.26) : 
一粒子ギャップ、秩序変数
0.0    t2/t1 0.5≤ ≤ 0.5    t2/t1 1.0≤ ≤
相図
・無秩序な絶縁体相が金属相と
磁気秩序絶縁体相の間に存在
している。
・金属絶縁体転移点のU の値が
0.0    t2/t1 0.5の間で減少
している。
≤ ≤
次近接正方格子の場合
A. H. Nevidomskyy et al., 
Phys. Rev. B 77, 064427 (2008).
Γバンド構造、状態密度(DOS)
t2/t1 = 1.0t2/t1 = 0.5t2/t1 = 0.0
U/t1 = 6.0 (金属)
U/t1 = 8.0 (絶縁体)
U/t1 = 6.0 (金属)
U/t1 = 8.0 (絶縁体)
U/t1 = 3.0 (金属)
U/t1 = 6.0 (絶縁体)
EF
・DOSのピークの位置がt2/t1 = 0.5付近で最もフェルミ面に近くなる。
・K点付近のバンドの形状が変化している。
t2/t1 = 0.5で金属状態が不安定になりやすい
金属相から無秩序絶縁体相への転移が
広範囲で見られる。
まとめ
120˚
反強磁性相
・金属絶縁体転移点Ucの変化
・強結合領域（U/t1 = 60）
・ハバード模型（U/t1 ≤ 10）
0.0 ≤ t2/t1 ≤ 0.5 : 金属絶縁体転移点Ucの値減少
無秩序相
ストライプ
反強磁性相
エネルギーバンドや状態密度の形状
Phys. Rev. B に現在投稿中
K. Misumi, T. Kaneko, and Y. Ohta
金属状態の不安定性
総括
・正方格子t1-t2-t’ Hubbard模型2 ・三角格子t1-t2 Hubbard模型
幾何学的フラストレート量子系
・金属絶縁体転移点付近における非磁性な絶縁体相の出現
・ユニークな金属絶縁体転移の発現（後者）
フラストレート量子系の金属絶縁体転移や磁性に対して
新たな知見を提供した。
