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Abstract










(N)) by realizing it as
a subalgebra of the dierential algebra Diff(
N
q
) on the quantum Euclidean space
N
q
; in fact, we






) through the introduction of





) turn out to be of highest weight type and rather simple \ lattice-regularized " versions
of the classical ones. The vectors of a basis of the singlet (i.e. zero-spin) irrep can be realized
as normalizable functions on
N
q
, going to distributions in the limit q ! 1.
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Introduction
One of the most appealing fact explaining the present interest for quantum groups [5]
is perhaps the idea that they can be used to generalize the ordinary notion of space(time)
symmetry. This generalization is tightly coupled to a radical modication of the ordinary notion
of space(time) itself. From this viewpoint inhomogenous group symmetries such as Poincare's





one are then the corresponding space(time) manifolds.
A major physical motivations for such generalizations is the desire to discretize space(time)
(or momentum space) in a \ wise " way for QFT regularization purposes. As known, standard
lattices used in regularizing QFT do not carry representations of discretized versions (in the form
of discrete subgroups) of the associated inhomogenous groups; actually, the notion of a group
is too tight for this scope. For instance, the Euclidean cubic lattice is invariant only under a
discretized version of the translation subgroup of the Euclidean group, but not of the rotation
one. On the contrary, the notion of symmetry provided by quantum groups is broad enough
to allow the existence of lattices whose points are mapped into each other under the action of
inhomogeneous q-groups, as we will explicitly see in the case of the Euclidean symmetry.
One way to develop the inhomogeneous quantum-group program is to introduce a pair con-
sisting of a \ homogeneous " (e.g. Lorentz's, resp. SO(N)) quantum group and the associated
quantum space [7, 20] comodule algebra; the quantum group coacts homogeneously on the quan-
tum space. The inhomogeneous quantum group [26] can be constructed by doing the braided
semi-direct product [17] of the homogeneous one with the corresponding quantum space itself,
thought as braid group [16] of translations. The latter is the proper generalization of the ordinary
group of translations.
This approach is probably closest to most physicists' way of thinking of and dealing with
space(time) and its inhomogeneous symmetry; it turns out to be a rather viable one for q-
deformations, too. Here we adopt it in considering the N -dimensional (N  3) Euclidean space
N
q





(N) symmetry [16; 26].
In absence of deformations, the generators of Euclidean Lie algebra e
N
can be realized as
dierential operators acting on Fun(
N
), more precisely the generators of so(N)-rotations can
be realized as the angular momentum components and the generators of translations as pure
derivatives respectively. In other words the algebra Fun(
N
) of functions on
N
is the base
space of (reducible) representations of so(N), of the abelian group
N




Since the structure of Fun(SO
q




and of the SO
q
(N)-covariant dierential calculus [2] which can be built on it, it is interest-




) can be considered as a left (or right) module of the universal enveloping al-
gebra U
q
(so(N)), the latter being realized as some subalgebra U
N
q







, and of some suitable q-deformed version of the abelian algebra of in-
nitesimal translation; altogether, whether Fun(
N
q
) can be considered as a left (or right) module
of some suitable q-deformed version of the euclidean algebra of u.e.a. type.





) of the Euclidean algebra of u.e.a. type by requiring that the previous





) (chapter 3). Chapter 1 provides the reader with the necessary preliminaries, so that the
whole paper is basically self-contained. For more details see Ref. [12].
2
The construction is based on our work in Ref. [11], of which this is the natural develop-
ment. There we realized the Hopf algebra U
q
 1







precisely, we found Diff(
N
q




showed how the Hopf structure of U
q
 1
(so(N)) can be derived in a natural way from the simple






Legitimated by these positive results, in the present work we extend U
N
q





) by adding to its Drinfeld-Jimbo generators the q-derivatives @
i
as generators of




















) the resulting Hopf algebra. In section 2.2


























(N) (corresponding to the two possible braidings,
see section 1.2).h e real structure of Diff(
N
q





). The -structure however is not compatible with the Hopf one, due to the presence








), where the -structure
is incompatible with the algebra.
1
In section 2.3 we dene a new set of generators of the











g (the coordinates and derivatives, i.e. the generators of Diff(
N
q
)) with already xed





algebra, Hopf algebra and -algebra structures, together with a bunch of representations (the
ones contained in the reducible representation Fun(
N
q
), i.e. having zero \ spin "). Actually, the











) gets a bial-
gebra by deriving the natural coalgebra structure associated to it when we think of its elements
as dierential operators on Fun(
N
q
); the compatibility of the coalgebra with the algebra follows






); nally, the antipode is found by consistency.




) is determined in this way, we abstractly postulate it, so as to allow







) is in many aspects the Euclidean analogue of the q-deformed Poincare' Hopf algebra
of Ref. [29]. In both cases the inhomogeneous Hopf algebra contains the homogeneous one as a
Hopf subalgebra which can be obtained by setting p
i





) are homogeneous in p, contrary to what happens for inhomogenous Hopf
algebras obtained through contractions [4, 14, 15].





); since we are interested in potential applications to quantum physics, we look









) is involved (the Hopf structure is irrelevant at level of irreducible
representations), so no problem of compatibility of  with the coalgebra arises.
In section 3.1 we do an abstract study. We choose a Cartan subalgebra (i.e. a complete set of
commuting observables) consisting basically of two parts, [
N+1
2




] angular momentum components. In subsection 3.1.1, 3.1.2 we do their spectral analysis
separatly; this is possible by means of the L generators introduced in section 2.3. The points of
the spectra make up a q-lattice. One important fact is that the irreps turn out to be of highest
1
This is an already known problem [29], common to many approaches to inhomogeneous quantum groups.
We think that the way out should be seeked in a non-standard way to realize Hilbert space tensor products of
elementary systems into composite ones, and hope to report progress on this point elsewhere.
3
weight type, and they can be obtained from tensor products of a single one (the singlet, i.e. the










(so(N)). The spectra of all observables are discrete, in particular the spectra of squared
momentum components, as expected. The corresponding eigenvectors are normalizable and
make up an orthogonal basis of the Hilbert space of each irrep. In other words we have \ lattice-
regularized " the irrep, in the sense mentioned before. In subsection 3.1.3 we concentrate on the
structure of the singlet representation. Moding out singular vectors amounts to strenghtening
the Serre relations of the L-roots; a cumbersome \ kinematical parity asymmetry " appears in
the structure of the spectra of the angular momentum observables, which is an anusual feature
for a \ lattice " theory [22]; of course, it disappears in the limit q ! 1.
In section 3.2 we nd a nonstandard conguration-space realization of the abstract singlet
representation, actually based on a pair (the unbarred and the barred) realizations of the ab-
stract vectors as functions on
N
q
; the two realizations are put together in the denition of the
scalar product as a
N
q
-space integral. For instance, in the N = 2n+ 1 the highest weight vector
is represented by a q-plane wave directed in the x
0
-direction. A suggestive nal comment to
sections 3.1, 3.2 singles out that ultimately the x
i
-coordinate description of the space of phys-
ical states (heuristically, the Euclidean space itself) arises naturally from the existence of its
Hilbert-space structure.
In section 3.3 we briey analyze the limit q ! 1 of the representations.
We can think of the irreps studied in chapter 3 as describing the (time-independent) dynamics





















of the system; therefore all states with a given energy should be obtained from each other




), as in the classical case, dierent eigenspaces of the energy should be
obtained from each other by the action of the dilatation operators 
1
. More interestingly the
study of chapter 3 can be considered as a warm-up before the construction of positive mass
q-Wick-rotated versions of the representations [25] of the q-Poincare algebra of Ref. [29, 21], in
view of a q-Euclidean formulation of QFT. In fact, the q-deformed version of Wick-rotation in




) into the q-deformed Poincare'algebra of that
Ref. For such (socalled virtual) representations one has to impose a condition equivalent to the
positivity of the energy in Minkowski spacetime[6]. We hope to report on this point elsewhere.
As anticipated in Chapter 2, there are some alternative approaches to inhomogeneous quan-
tum groups. A dierent (and chronologically preceding) approach is based on contractions of
homogeous quantum groups of higher rank, see for instance Ref. [4, 14, 15]; another one based
on projections of bicovariant dierential calculi on homogeous quantum groups of higher rank
has been recently proposed in Ref. [3]
Some notational remarks are necessary before the beginning. We will assume that q is
generic; in chapter 3 we have to consider q 2 R
+
, and we will assume that 0 < q  1; the case
q > 1 can be treated in an analogous way, and in doing so one essentially will interchange the
roles of annihilation and creation operators. We set h = h(N) =

0 if N = 2n+ 1
1 if N = 2n
to allow
a compact way of writing relations valid both for even and odd N . In our notation a space index
i takes the values i =  n; n+1; :::; 1; 0; 1; :::n if N = 2n+1, and i =  n; n+1; :::; 1; 1; :::n
4
if N = 2n. When N = 2n there is a complete symmetry of Diff(
N
q









, and this implies a complete invariance of the validity of all the results of
this chapter and of the following ones under the exchange of indices  1 $ 1, so that we will
normally omit writing down explicitly the results that can be obtaind by such an exchange. We
will often use the shorthand notation [A;B]
a
:= AB   aBA () [; ]
1
= [; ]). Finally, in our
conventions := f0; 1; 2; :::g.
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1 Preliminaries
In this chapter we recollect some basic denitions and relations characterizing:










, N  3, and the algebra Diff(R
N
q




 2) the quantum group Fun(SO
q













 3) the exterior algebra on
N
q
and the q-epsilon tensor;









) as determined in Ref.
[11].
















jj is the braid matrix for the quantum group SO
q
(N) (it can be found for instance









The q-deformed metric matrix C := jjC
ij





























  n) if N = 2n + 1
(n  1; n  2; :::; 0; 0; :::; 1  n) if N = 2n:
(3)
Notice that N = 2   2
n
both for even and odd N . C is not symmetric and coincides with its
inverse: C
 1
















R depend on q and are real for q 2 R.
^





















are the projection operators onto the three eigenspaces of
^







; 1): they project the tensor product x
x of the fundamental
corepresentation x of SO
q
(N) into the corresponding irreducible corepresentations (the symmet-
ric modulo trace, antisymmetric and trace, namely the q-deformed versions of the corresponding
ones of SO(N)). The projector P
1























; C satisfy the relations
[f(
^
R); P  (C 


















































Let us recall that the unital algebra Diff(R
N
q












































(actually we will enlarge it a bit more by allowing also arbitrary integer powers of the dilatation
operator , which is dened below). The subalgebra Fun(R
N
q






g only. Below we will give the explicit form of these relations.





























uniquely determined) upon using the derivation relations () to move step by step the
derivatives to the right of each x
l
variable of each term of the power expansion of f , as far as




f j. This denes the action of @
i
as a dierential operator
@
i





f j 2 Fun(R
N
q
): we will say that @
i
f j is the \ evaluation " of @
i






























By its very denition, @
i




















. In a similar way one can dene [11] the evaluation of dierential operators corre-
sponding to the angular momentum components. One of the results of this paper will be that we
will be able to write explicitly the linear operators O
j
i




















). On the basic variables x
i










whereas the complex conjugates of the derivatives @
i
are not combinations of the derivatives

















They satisfy relation (7) and the analogue of (8) with q;
^





























if N = 2n + 1
0 if N = 2n;
and 0 < j  n (15)
(when this causes no confusion we will also use the notation a  b := (a  b)
n
).
Relations (7), (8) dening Diff(R
N
q
























































































































































; (only for N odd):
(17)













































































The dilatation operator  is given by

2












(x  x)(@  @) (20)
(note the change of convention ! 
2


























(@  @)] (22)







  1)(x  @)] =: 
 1
B (23)
and satises the relations











By denition a scalar I(x; @) 2 Diff(R
N
q
) transforms trivially under the coaction 
L






 I . In Ref. [8] we showed that any scalar I(x; @) 2 Diff(R
N
q
) can be written as a function of
xx; @ @. Using relations (20),(23) it is straightforward to verify that the product (xx)(@ @) can
be written as a linear combination of 
2
; B; 1. Therefore any scalar I with natural dimension
zero can also be written as a function I = I(B;) only.





















(N) [16] with the two possible
covariant braidings; in this way the braided Hopf algebra
N
q
is embedded into an ordinary one,
a process which was called \ bosonization " [16]. The result is the one which was found in Ref
[26] and which we briey review here.
8








(N)) as an algebra is unital and is




































































































































(w) = w 















































are extended as algebra (anti)homomorphisms as usual. Fun(SO
q
(N)) is the Hopf




























(28)-(31); the corresponding generators of translations will be denoted by y (instead of y). Note










in the notation of that reference.












































adopted for the quantum space
N
q
















































and is extended as an algebra homomorphism; the SO
q






by setting w = 1; y = 0 in the previous formula.














 = 0 = P
1
; (34)
it is equipped with the same comodule structure as Fun(R
N
q






) admits only subspaces of forms of degree m  N , and that there exists
a unique N -form (the \ volume " form dV ), which transforms as a scalar (since it is mapped
by the coaction to itself times the q-determinant, and the latter is essentially equal to one).
9
The existence of such a N -form implies the existence of a q-deformed completely antisymmetric































We give the explicit expression for the tensor "
q





















































































































































































































transforms under the coaction as a scalar.







Theorem 1 ([11]) The Hopf algebra of u.e.a. type U
q
 1
(so(N)) can be realized as \ the alge-
bra of the angular momentum on R
N
q











A Poincare-Birkho-Witt basis of U
N
q
is provided by the generators fB; l
ij
g, where B was
























(note the change of convention L! l w.r.t. Ref. [11]). Of course the l
ij
are not all algebraically
independent and have rather involved commutation relations.
There exist closed commutation relations between the generators l
ij



























































































































We nd relation (40) if we collect terms in B@
i





, use relation (21) and the denition B = B
 1
. }
A more manageable Poincare-Birkho-Witt basis of U
N
q





(i < j; 6=  j; n  l > 1), which was constructed in Ref. [11]; k
i
's generate a Cartan subalgebra.














, coinciding with the Drinfeld-Jimbo generators of U
N
q
up to rescaling of the roots L
by suitable functions of k
i
. All the other roots L
ij

























; n  k > l > j 

0 if N = 2n+ 1










































1 < k  n if N = 2n+1: (45)
Then the commutation relations satised by the Chevalley generators can be summarized in the














if i = k  n
q
2






] = 0; (46)











m 1 = k
1 if k 6= m;m 1










































































q if j = 0
q
 1



































if N = 2n + 1: (52)





































if N = 2n
(53)
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if N = 2n+ 1; (55)









































































are the same, since @
i


























) (see formula (11)) one gets the Hopf algebra structure of U
q
 1
(so(N)) in a natural way
[11]. In particular the Leibnitz rule of these dierential operators determines its coassociative
































































1 if N = 2n+ 1




here denotes the unit ofDiff(R
N
q








), and is extended to all of U
N
q
as an homomorphism. The counit  is






j u 2 U
N
q























j = 1: (61)




(f  g)j = (k
i
f j)  (k
i




which is a consequence of commutation relations (54) and denition (60). The validity of the
axioms of a bialgebra follow from the properties of Diff(
N
q
), in particular the coassociativity




), and the fact that ;  are algebra homorphisms follows from the associa-
tivity of the whole Diff(
N
q
). Finally the antipode  is found by consistency with the coalgebra;





































1 if N = 2n+ 1
2 if N = 2n
(64)







will be determined by exactly
the same procedure.
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) of u.e.a. type
















(so(N)), more precisely by adding to
the generators of the latter \ innitesimal " generators p
i













) (see Chapter 2)
through two dierent parings.





The dual of a copy
N
q;~x
of the Euclidean quantum space (thought as the braid group of
nite translations) is another copy
N
q;~p












(N)) coacts on it in the same way (see formula (33)), provided we






















The dual version of the statement that Fun(SO
q
(N)) coacts on Fun(
N
q;~p










the same as those with x
i







satisfy commutation relations (54)- (56)). We rewrite them here for convenience. Let





























































































= 0 for the remaining pairs (m; i)
;
(67)
We see that the algebra generated by L; k; p is closed.





= 0 [; k] = 0 [; L] = 0; (68)
we will see that it is the dual of w of section 1.2.
Note that all the commutation relations involving p, (65)-(68), are homogeneous in these
generators.









algebra generated by L; k; p;
1












) as subalgebras; more precisely these subalgebras can be projected
into each other by setting  = 1 and p = 0 respectively in formulae (650-(68).








) obtained by setting










) where either i or j takes the values
(n + 1).




) one should take the





and one particular momentum component (e.g. p
n
), since
equations (66) can be used to define the others; then relations (67) will be linear in p and
13
of degree d  1 in the Chevalley generators and will play a role analogous to Serre relations
























































The commutation relations among L; k; p; have been determined by realizing these gener-
ators as dierential operators on Fun(
N
q
); now we can think of them as abstract generators of
an algebra, i.e. no more as elements of Diff(
N
q
). At the representation-theoretic level this will












) with some Hopf structures compatible with its algebraic struc-
ture.
































) is a realization
of the p
i
's as dierential operators on
N
q
. The following theorem shows that there are no more
alternatives.
Theorem 2 The only way to realize the generators p
i













); ;  2 ; f(t) 2 [t] (71)
Proof . The commutation relations (66)-(67) impose for p
i


















) are scalars. The commutation relation (68)
1
implies that the natural




are given by d(S
1
) = 0, d(S
2
) = 2. Hence, using the results mentioned













(recall that B 2 U
N
q
). Now we replace this general form for p
i
into the commutation relations










by using relations (18),(21),(23). The three























































































() and use the commutation relations (40) to
move the @ (resp. the x) to the right of all the B's in the rst (resp. third) equation; we get an





. Setting all their coecients equal
to zero implies S
0
i;n
 0 n  1 (only the coecient of the constant term vanishes automatically
































@  @ = 0; (73)
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This implies that the term in square brackets must vanish. A nontrivial solution of the equations



























s() + s(q) = 0: (74)
Expanding s() in power series one immeditely nds that the general solution of the latter








, a 2 , which yields the remaining solutions of the claim (after use of
eq. (72)). }






) for all realizations (71) of p
i
; for, if e.g. we had picked @
i
as
original realizations of p
i


























), and then convert it into a Hopf one by nding the antipode. We
follow the same approach used in section 1.4 with U
N
q
, i.e. the counit derives from evaluation
of dierential operators on the unit 1 2 Fun(
N
q
), the coproduct from their Leibnitz rules, and
the antipode from consistency with the coproduct, according to the axioms of a Hopf algebra.
Because of the remark following theorem 1, it is sucient to show explicitly the exixtence




; even better, only
on one particular \ momentum " component, say @
n
. In fact, we can determine the action of
;  on the other components @
i






, and on the other realizations (71) by using relation (75). In both steps, we
































; jlj < n (77)
we infer
() := 















































), since the basic axioms












































































, in principle the actions of
; ;  can be determined from formula (75) in the remark, but practically it is more convenient
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So far we have not considered the -structure. Of course, we would be nally interested in
a -Hopf algebra, i.e. in a Hopf algebra endowed with a  operation which is compatible with
the Hopf axioms. Whenever q 2
+
, the -structure of Diff(
N
q
) induces at the algebra level a









is a -algebra. We can select a particular realization (71) of the momenta p
i
by imposing the












Corollary 1 The only way to realize the generators p
i
satisfying the algebra (65)-(68) and the
-relations (84) as elements of Diff(
N
q












However, this is not of much help, since
Proposition 2 The above -structure is incompatible with the Hopf one.
Proof . That  and  do not commute can be immediately checked on :
[( 





















) is not a -Hopf algebra. This is a major problem for physical applications,
since it prevents the standard construction of Hilbert space representations of composite physical
systems through tensor product of Hilbert space representations of fundamental ones, and is
common to many inhomogeneous q-deformed Hopf algebras.
We think that the way out of this problem should be seeked in a non-standard way to perform
tensor products of Hilbert spaces.
The -algebra structure is all what we will use to nd the fundamental (i.e. one-particle)




) (see Chapter 3). On p
i
we will then impose the -




conguration space ", i.e. realize the carrier space of this representation
as a subspace of Fun(
N
q






in a non-standard way (section (3.2).



















h; h + 1; :::; n) and p
n





isfy the commutation relations (46)-(52), (65)-(68). The Hopf structure is given by (58)-
(61),(63),(64),(78),(79).
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) of the Euclidean Hopf algebra of functions-on-the-group type introduced in Ref. [26],

























)) satisfying linearity and the two postulates
< ab; A >=< a
 b; 
E
(A) > < a;AB >=< (a); A
B > (87)




); A; B 2 Fun(E
N
q

















) are not dual quasitriangular Hopf algebras (implying that the basic
commutation relations between all its generators cannot be put in the form (26)
1
, with a suitable
^
R matrix), the pairing cannot be introduced through a big
^
R matrix as in the homogeneous case.
Nevertheless, it is natural (and, as we are going to see, correct) to introduce it as an extension






(N)) exhibited in Ref. [7].
It is sucient to exhibit such a pairing on a pair of sets of generators of the two Hopf
algebras, since then it can be extended in a consistent way from the generators to the rests of
the algebras.






































) (see section 2.4). Thus, our problem is reduced
to exhibiting a pairing such that the U
N
q































































































































































>= 0 < k
i















Of course the pairing of the generators with the units is given by < 1
0
; A >:= "(A),






), A; 1 2 Fun(E
q
 1





Proof : See the Appendix }
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the subalgebra P of translation generators extends in a trivial way, < P;U
N
q
>= 0, whereas the
























































if m = l;
(92)






. Here, (with a notation
suggested by, but slightly dierent from that of Ref. [18])
























) of momenta and the braid group
N
q;~x
of nite translations x are \ braided " paired,
in the sense that their pairing is generated from the basic formulae (91),(87), provided 
E
is
replaced by the coaddition 













From the viewpoint of duality the diculty one meets in nding -structures compatible



































) are all related
and are a general feature of inhomogeneous quantum groups of BWM type [1].





In Chapter 3 we will construct the fundamental Hilbert space representations of the Euclidean
algebra. We will show (Proposition 7) that for such representations either (p p)
i
 0 identically,
8i  h, or all (p  p)
i




, in the latter case, which we here consider, it follows that we can dene
the inverse of (p  p)
i
.
Let us consider the relations
[L
 m;m+1
; (p  p)
l
] = 0 if l 6= m; (94)
[L
 m;m+1





























which can be easily drawn from equations (66),(67). As a consequence of the second formula,
L would not map eigenvectors of (p  p)
m
into each-other. However, one can dene improved



















































































). Note that this redenition is possible only when q 6= 1. The basic property



















; (p  p)
i
] = 0 = [L
 m 1;m
; (p  p)
i
] 8i;m; (99)
moreover, it is easy to see that the L's satisfy the same *-conjugation relations as the L's.
Let us nd out now the commutation relations satised by the L's. We can dene other
roots L starting from simple ones, just in the same way as we did with the L's, using relations
(43)-(45) (with the replacement L! L). L roots can be divided into positive and negative ones
according to the same convention used for the L's.












m 1 = k






















































































































; m  1: (104)
Proof . Use equations (47)-(48),(96),(99) perform explicit computations. }
The list of commutation relations involving the L's is completed by the following proposition:
Proposition 5 The [k; L] relations, the Serre relations and the -relations for the L generators
are the same as those of the L generators
Proof : explicit computations. }
Summing up, the commutations relations among the L's are the same as those among the
L's, if we add some \ central charges " (C
m
).








) mentioned after formula (68) is










) having i = (n+1)
for some space index i.
Denition We denote by u
;N
q




) generated by the positive roots L's













) has n+ 1  h casimirs; their denition mimics the classical one.
















l = 0; 1; :::; n  1: (105)
























if N = 2n+ 1; (107)
where dV denotes the volume N   form, and ? denotes the Hodge duality operation introduced
in section 2.4.1





] commutation relations and of specic properties of the q-deformed completely
antisymmetric projector with m  N indices. The theorem will be veried in the cases N = 3; 4
using the L generators in next subsection. }




) are characterized by the values of the casimirs.




 (p  p)
n
; (108)
when N = 4, 

1
is the q-deformed analogue of the Wick-rotated casimir which is constructed










and gives the intrinsic spin of each
irrep. Using the properties of the 
q
tensor, one can show that w
i
really generate a quantum











Of course, the casimirs 

l
, l  1, are zero in the singlet representation, i.e. that characterized





































) in the cases N = 3; 4 in terms of the L; k; p generators
Proposition 6 When N = 3; 4, the Casimirs 

1
(107), (106) in terms of p; L; k generators





































































































































Proof . We prove that 

1
as dened by equation (107), (106) take the forms (110),(111); then




) using the commuation relations
of the preceding subsection.
Case N = 3. Using the denition of P
A





































see ref. [11]. B can

















































































This allows an expression for 

1







and nds the expression (110).
The case N = 4 can be proved in a similar way [13]. }










) is a  algebra, with -relations (14),(25),(53). We remind
that a -representation   [27] of -algebra A on a Hilbert H space (briey: Hilbert space







of T ) at least on a dense subset of the Hilbert space. In this section we will determine the









) are to be represented as operators on the elements of the basis. We will not deal with
questions regarding domains of denition of the operators; this is premature at this stage, and
is out of the scope of this work. The positivity of the scalar product

(u; u)  0; ;
(u; u) = 0 , u = 0;
8u 2 H (114)
will be imposed apriori at each step of our construction, and of course will be essential in
determining the structure of the representations.
3.1.1 Spectra and eigenspaces of the squared momentum observables; the action
of p; k; L on the points of the \ q-lattice "
Contrary to the classical case, the momenta p
i
don't commute with each-other, therefore
cannot be chosen as (part of) a set of commuting observables to study the Hilbert spaces of
the irreps. Among the commuting observables of a complete set characterizing an irrep we can
always take (see sections 1.4, 2.1)
p
0
; (p  p)
1
; :::; (p  p)
n 1








 0 if N = 2n) (115)
(in fact we will see that they actually make up a complete set for the \ singlet " irrep). Notice












) that the sign of
p
0
will be the same within each irrep.
We make an ansatz, assuming existence of eigenspaces of the rst n+h observables consisting
only of normalizable eigenvectors; then we nd that H consists of eigenspaces of normalizable
eigenvectors, too.




). Given an eigenspace
^

























is a nonnegative constant characterizing the irrep; it has
















) characterized by M = 0, i.e. (p  p)
n
 0, is









Proposition 7 There are only the following two alternatives in H:

1) (p  p)
i
 0 identically 8i = h; h+ 1; :::; n;
2) (p  p)
i
> 0 strictly 8i = h; h+ 1; :::; n:
(116)
Proof . As a trivial observation, (p  p)
i



















Suppose now that (p p)
m
> 0 (starting fromm = n), and assume (per absurdum) that there
exists j >2 H such that (p  p)
m 1




















j > 6= 0; (117)



























j >= 0: } (118)
In the sequel M
2






























is positive denite () (p  p)
l
> (p  p)
l 1
> 0 8l).
Assume that j >2 H is an eigenvector of all (p  p)
i







j > (r 2 ; l  n) will also be an eigenvector of all of them; the eigenvalues of j >; j 
l;r
>
will dier by an integer power of q. Let a
i
be the eigenvalues of (p  p)
i
on j >. The norm of
j 
l; r 1






















j >= 0, otherwise the above norm would
get negative for large r. In other words there must exist a state which is annihilated by p
 l
.
Let us start by setting l = n in the previous argument; then we iterate it by setting l =

























































































respectively, as one can easily check using equations (119). Therefore we arrive
at the proposition
22



























of orthogonal eigenspaces H
~


















l = h; h+ 1; :::; n: (122)
In the case N = 2n+ 1 we will attach superscripts  when we want to specify that we are
























Remarks. As expected the spectra of (p p)
i
are discrete; they are particularly simple, since
they consist only of q-powers. Note that none of them contains the zero eigenvalue (but the
latter is an accumulation point of the spectra); in particular (p  p)
n
> 0 always, i.e. \ there
is no state in which the nonrelativistic quantum particle is at rest ". Furthermore, note that
xing the values of the observables (p  p)
i
selects a n-Torus within momentum space, in other
words H
~











(i = 1; 2; :::; n) will play the role of \ action variable " observables
conjugated to the n \ angle " variables of the torus.






j > 8i = 1; :::; n. It is easy
to realize from eq.s (46),(67)
1






















. We can assume




. We will see in the sequel which further restrictions




. Summing up, our Hilbert space will be spanned by orthonormal
vectors j~;
~



























j; > : (124)
 stands for possible further labels necessary to completely identify the vectors of a basis of
H. They occur if the set of commuting observables (115) is not complete on H; they label the
eigenvalues of the commuting observables which are to be added to the ones reported in formula
(115), to get a complete set.
In the case N = 2n+ 1 we will attach superscripts  when we want to specify that we are





























vectors which is consistent with all the algebra relations; maximal extension of the domain of
these operators (in particular of the symmetric ones, in order to get self-adjoint operators in H)





convenient to separate the action of changing ~ from that of changing
~
j by using the operators






Theorem 4 On a basis fj~;
~

















































































































j;  >; if N = 2n+1; j~;
~




















>; if N = 2n
(128)



























































depend on the particular irrep under consideration; the precise domain
of
~
j will be given in formula (152).











;  >, takes the norm of this vector, uses hermitean conjugation
and knowledge of the eigenvalues of formula (7.7) to nd jAj
2
; the arbitrary phase factor of A










implies that the range of j
1
in the case N = 2n is .





















, on which the states of H
~
have support. However, the additional specication of
a vector
~
j selects in H
~
state(s) having well-dened angular momentum components k
i
, but






. For no choice of a complete set of commuting observables the corresponding
eigenvectors would have a point-like support in
N
~p
, since no such set can include N functions
of the (non-commuting variables) p
i
's. The q-lattice f(~;
~
j)g has to be understood in a space
where n + 1   h dimensions (corresponding to the rst n + 1   h observables (115)) are of \
momentum " type, and the remaining are of \ angular momentum " type. The action of the
generators p; L;
1
on a vector j~;
~
j;  > can be visualized as a mapping of the point (~;
~
j) of
the q-lattice into one of its nearest neighbour points.










case N = 3.
The number and the form of the extra paramaters , the domain of
~
j's, the values of 
i
of





can be determined only after a detailed study of
the structure of the subspaces H
~
. Due to equations (98),(121), if we knew the structure of any
subspace H
~
and the way the L's operators act on it, we would be able to extend this knowledge
in a straightforward way to all the other subspaces, through application to H
~
of powers in the
momenta.
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3.1.2 Structure of H
~
0
As a particular subspace we take H
~
0
; next, we are going to investigate its structure. Note that

























if N = 2n and m = 2
(130)












































































































if N = 2n.
As a rst task we want to determine the constants 
i
involved in the denition (124) of the
eigenvalues of the k
i
.
To each triad T
m










, separatly. Therefore well-known results concerning the irreps of
U
q
(su(2)) imply that there exists l 2 characterizing each irrep of T
m
















) 2 in all H
~
0
. We recall that these




It remains to evaluate 
1
. We are going to show that this constant is not constrained by the









-irreps of these latter algebras. Let us study them.
We start from the rst algebra (i.e. with odd N). It is immediate to realize that, because
of the embedding mentioned after Proposition 5, the casimir 
 of the algebra (131) is formally

















































































































> would get negative for largem unless it vanishes









































see that its norm keeps positive for large m, hence there exists no lowest weight vector and
no restriction on the value of 
s
. The initial vector j > can be reconstructed from j
s
>































If it were  < 0 we would nd a lowest weight vector and no highest weight, on the contrary;
for the sake of brevity, in the sequel we will assume that  > 0..







are mapped into each other by the
remaining L operators - as well as by the p
i
- in such a way that the k
1
eigenvalues are only






) involved in the k
1




) irrep and unconstrained. Its value is a function of the





 6= q is available.
Now we consider the N = 2n case. Since the expression for the casimir of the algebra
(132)+(133) is not so simple, we prefer to use the Lemma 3 of the appendix to prove the
existence of highest weight vectors (in the sense of vectors that are annihilated by L
1;2
). In






j > is an independent one 8l 2 .
For proving that the whole representation space can be reconstructed from the highest weight
vectors one needs using the explicit expression for the casimir, and we omit the computations
here. Reasoning as in the N = 2n+1 case one concludes as before that there is a unique constant

1
(involved in the k
1
eigenvalue) characterizing the irrep.
Let P
+;N




) generated by p
l














were dened at the end of section 2.3). As a second point comes
Theorem 5 The subspace H
G
of \ highest weight vectors ", i.e.
H
G
:= fj >2 H j Lj >= 0; p
 l
j >= 0 8L 2 u
+;N
q
; l > hg (138)








. It is one-dimensional in the case N = 2n + 1 and innite
dimensional in the case N = 2n. In the latter case a basis of H
G





j >; r 2 g, where j > is any nontrivial vector of H
G
. Using the results of Proposition
8 we can say that j > is cyclic in H w.r.t. the subalgebra u
c;N
q
. (In the sequel by \ the
highest weight vector " we will mean a particular one of these vectors, in the case N = 2n).
The eigenvalues k
i
of the operators k
i
















, is a function of the casimirs characterizing the irrep.
Proof . We note that it is sucient to prove the theorem in H
~
0
, by proposition 41. The proof
for N = 3; 4 amounts to the discussion preceding the claim. The general proof will be partially
given in the appendix.
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Remark: The existence of highest weight vectors follows from the requirement (114)
1
.
Contrary to the case of representation theory of U
q








in the commutation relations (131), (133)
when N is respectively odd, even. For this reason the application of u
 ;N
q
to a highest weight
vector generates an innite dimensional space (the whole H
~
0
when N = 2n + 1, its subspace
characterized by odd/even j
1
if N = 2n).
In the sequel we will stick to irreps characterized by  = 1; q (among which we can nd those
having classical analogue).








vector ~w depends on the casimirs and together with the value of M completely characterizes
an irrep. We will therefore attach it as a superscript to the symbol H and write H
~w
when we
want to specify that we are considering the irrep with highest weight ~w; correspondingly, we






; the highest weight vector itself will




. So far we have avoided an heavy notation distinguishing the abstract
generators p; L; k; L of the Euclidean algebra from their realizations as operators belonging to
a particular representation of the algebra. From now on we will denote by  
~w
the Irrep with




(L); ::: instead of p; L; ::: when we want to stress
that we are dealing with operators on H
~w
representing p; L; :::.
Denition We dene the singlet Irrep as the one characterized by the highest weight ~w = 0.
It will play a crucial role in the sequel, as one expects from comparison with the classical case.












values (see formulae (110),(111)), since they annihilate the corresponding highest weight states.
This is no surprise, since they vanish in the classical case as well.
Now we are going to determine possible highest weights ~w and construct generic (not neces-




) from tensor products. It is easy to verify that by making the tensor












































































































) are the same as
in the singlet Irrep (i.e. the \ mass " scale M characterizing the Irrep is the same); in fact, for



























































m  1 (140)
where the central charges C
m
were dened in formulae (103),(104).




. In the classical theory this
can be done imposing the \ wave-equations " on the tensor product space; each kind of wave
equation selects the subspace corresponding to an Irrep, which consists of the tensor product
27
of a one-dimensional representation (characterized by a vector ~p) of the translation subalgebra
and an Irrep of the little subgroup SO(N   1)  SO(N) of the direction of ~p in the momentum
space. An equivalent approach is to tensor this one-dimensional representation directly to the
little group of ~p. It seems dicult to apply either approach in the q-deformed case, since we
don't know natural embeddings U
q
(so(N   1)) ,! U
q
(so(N)), except when N = 3; 4. When
N = 3 we have in fact a natural embedding U(so(2))  U(1) ,! U
q
(so(3)): U(so(2)) is the
classical subalgebra generated by k
1

















for any N , due to the fact
that the representation is of highest weight type; it is the usual procedure that e.g. one uses to
determine the irrep decomposition of the tensor product of two irreps of the same (classical) Lie
algebra. Using orthogonality, one determines all the highest weight vectors contained in H
~u
.


















) (in the sense of theorem 1) and when we apply u
 ;N
q

























j = ~u   ~y
1



















jj~u >), its orthogonal complement is one-dimensional and we





















































(as usual, the tensor product scalar product is dened on the vector of a basis as the product












is a -representation, and
when we apply u
 ;N
q






). It is evident that if we
reiterate this procedure 2u
1
times we nd 2u
1
+ 1 Irreps.









). We conjecture that all highest weights (for the class of representations with 
1
= 1; q)
can be obtained in this way. The nal result is summarized in the




) (characterized by integer 
1
) are highest weight irreps.
Possible highest weights are of the form ~  0, ~w  ~u   l~y
1
, 0  l  2u
1
, if N = 2n + 1,
~w  ~w(l; l
0

























N = 2n; ~u denote weights of U
N
q
. In particular, when N = 3; 4 the sets f~wg of weight satisfy
the relations fw
1
g, f~wg  




































if N = 2n+ 1
(143)
Highest weight vectors can be easily determined from the above described tensor product con-
struction procedure.
Note that the irreps with w
1
< 0 have no classical analogue.
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3.1.3 Moding out singular vectors in the singlet irrep
According to theorem 5, H
~
0




its highest weight vector. A Poincare-Birkho-Witt basis for u
 ;N
q





















if N = 2n+ 1




we denote the L
j;k
corresponding to the negative root 
i
(i = 1; 2; :::; s), and the roots have been ordered according




if i > l). Then, to each such monomial there corresponds
a vector of H
~
0
; not all of these vectors, however, can be considerated as independent.
In fact, as in the classical case, the requirement that the representation is of Hilbert space
type makes many combinations of the previous vectors singular. We remind that a vector j >
is said to be singular if <  j >= 0 8j >2 H
~
0
. The simplest examples of singular vectors can






0 >, where i > h + 1.
Actually they are orthogonal to all vectors with dierent weights, by the hermicity of the k
l
,
and have zero norm because of eq (102)
1
, (130) and the denition of the singlet irrep. Therefore







0 >= 0 (144)
if we want the basic requirement (114)
2
of a Hilbert space to be satised. A slightly more





















0 >, since we nd, after straightforward











>= 0 =< 2j2
0
> ) <  j2
0



























as it can be easily veried by applying commutation relations (100),(102)
1
.
An Irrep of our algebra is obtained by moding out all singular vectors which are generated
in the previous construction. Now we want to identify them.
















































































= 0 i > h (148)
and their hermitean conjugates hold. All singular vectors of the singlet representation can be
obtained by application either of any element of u^
 ;N
q
to a singular vector, or of some g
i
to a


















































0 > if N = 2n
(149)
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where the integers J
i









the eigenvalues of k
i










Proof : see the appendix.
Remarks
 It is easy to show that the above relations are compatible with the Serre relations of
Proposition 5, and the commutation relations (98), namely they yield identities 0 = 0
when plugged into the latter. The validity of commutation relations (147), (148) depends




6= 0 in relations (102).
 As a consequence of formula (149), each weight in the singlet irrep has multiplicity 1, in
other words we don't need extra parameters  to identify the vectors of the basis B
q
. This
is a strong indication that it is convenient to introduce a \ conguration space realization
" of the singlet irrep; actually we will see in section 3.2 how to represent its vectors as
functions on the quantum Euclidean space.














). Its singular vectors can be determined
using relations (147),(148) in H
~
0





Proposition 9. Of course, in building H
~w
through application of u
c;N
q





, one has to impose relations (147),(148) only on the generators L acting on the rst
tensor factor (the singlet representation) of the product (139). The existence of singular vectors
in H
~w











Finally, let us summarize and comment a little on the structure of the pre-Hilbert spaces H
~w
.
First, we note that the domain of the labels
~
j of the vectors j~;
~















; i = h+ 1; h+ 2; :::; n; j
1
2 if N = 2n:g (152)
This follows from inequalities (150), the tensor product construction of Proposition 9 and for-
mulae (98).
Remark. The explicit form of the highest weight vectors (which can be determined according
to the procedure sketched in the proof of Proposition 9) and the knowledge of the singular vectors
of the singlet representation allow in principle to x for each the extra parameter  appearing





appearing in Theorem 4.
We give an intuitive picture of the physical content of the spectra of the observables (115) in


















= (p  p)
i
  (p  p)
i 1



















  1); the latter quantity never vanishes when q 6= 1.
This means that the there is always a \ point zero " momentum component available in the
plane of the coordinates i; i. Now let us ask in which \ directions " of this plane this point
zero momentum component can be pointed.




), i.e. of the angular momentum component in the plane,
are j
i
 0 (see (150)) and show that (except when N = 2n, i = 1) only a \ clockwise " or \

















has a denite sign. We nd a sort of a purely \ kinematical " parity asymmetry of the
allowed momentum space, which is a surprising feature for a lattice theory; in fact, at least usual
equispatiated lattice theories, which are commonly used nowadays for regularization purposes,
cannot have a parity asimmetry by a well-known no-go-theorem [22]. In next section we will see
in which sense in the classical limit q ! 1, however, parity symmetry is recovered.
Both for odd and even N value of j
i
is not bounded from below; larger and larger absolute
values of the angular momentum with a xed amount of momentum available in the plane




= (p  p)
i
  (p  p)
i 1
) can be intuitively
described only if the corresponding states have larger and larger values of the mean distance




with larger and larger jj
i
j





3.2 Conguration space realization of the singlet irrep
As known, the undeformed Euclidean algebra e
N
can be realized in the singlet representation
as the algebra of dierential operators acting on suitable subspaces of the algebra of \ functions
" on
N
conguration space (e.g. the subspace of smooth functions, or square integrable, or
distributions...). Working in conguration-space realization rather than at an abstract level
is very useful in the classical context for many purposes; for instance, questions regarding in
concrete cases the domain of denition of some elements of U(e
N
), considered as operators in
the singlet representation, - e.g. the essential self-adjointness domain of would-be observables,
Fourier (anti)transforms performed by integration in conguration (or momentum) space, etc -
are best treated in conguration (or, depending on cases, momentum) space realization. The
occurence of distributions is (ultimately) related to the the fact that the spectrum of each
position/momentum operator is continuous.
In the case q 6= 1 the spectrum is discrete, as we have seen, and the corresponding eigenvectors





), we would now be happy to nd its corresponding q-deformed conguration-space
counterpart, if any, in view of further developments of the theory (concerning, for instance,
domain or Fourier transform questions). The existence of such a counterpart is expected also




0 > is too heavy to
identify a basis of H
~
0
once one has moded out the singular vectors. The vectors of the basis
B
q












0 >; in other words these vectors don't depend (apart from a factor) on the
order in which these generators are applied. This result can be obtained in a natural way in a
conguration-space realization.
The standard way to represent momenta operators p
i
satisfying the reality relations (84)
31
through q-derivatives would be to dene them as the real combination (85); then, the scalar
product of two vectors would be computed formally as in the case of undeformed quantum me-
chanics by a q-integral involving the corresponding two wave-functions. Concrete computations










with x have no simple expression such as (8) in terms of some
^
R matrix, but involve ; l
ij
; B in
the RHS, so that solving the eigenvalue equations gets rather involved. In Ref. [8] we solved a




by using a non-standard way of realizing the momentum operators p
i
in \ conguration
space representation " as a pair of realizations such as @;

@. We adopt the same approach here








of the standard or nonstandard approach is irrelevant, since they are represented by the same






















































; (u) := u =: (u) 8u 2 U
N
q
() :=  := () (154)




), dened in formulae










where  denotes the complex conjugation in Diff(
N
q
). To be precise we dene the homomor-
phisms ;  rst on the vectors of the basis B
q
(see theorem 6), and then we extend them linearly
to all of H.
The ; -images of the vectors of the basis B
q
are determined by the requirement that they
satisfy q-dierential equations which are respectively the - and -image of the equations satised
by j >. Actually we can limit ourselves to the search of - and -images of the highest weight
vector(s), since they are cyclic in the representations spaces. If we nd solutions to these




); then we have to see whether
they are  representations and, if so, identify them with some irreps studied in the previous
section.
This is the program before us. We will see that it can carried through, and that we obtain
a unique conguration-space realization of the singlet irrep based on the use of a pair of non--
representations (the unbarred and the barred).
All choices of a in equation (154) are essentially equivalent. The choice a =  1 will be
particularly convenient for representing scalar products in H
~
0




we adopt it here.
Then we can easily prove the important
32





+ u)j >= 0; A 2 ; u 2 U
N
q





and ' := (j >) 2 Fun(
N
q
) is the function that represents j > in the unbarred realization with



















Proof: After a shift x! q
 1
























then the thesis can be veried by a straightforward calculation, using the expression (22) of

@





































Proposition 10 One can solve the highest weight vector conditions (138) in the ;  realiza-











































































































































was dened in formula (151).




























The requirement that it is annihilated by (p
 i
), i > h, implies that there can be no dependence
on x
i











, the requirement that it is annihilated by L
1 i;i
implies that there
can be no dependence on x
 i
. This is straightforward to check when i > h+1, and a little more


















































































= 0 if i
 1
> 0. Finally
the requirement that '
0
is an eigenvector of (p
0














>= 0) yields the expression (160).
A direct application of the commutation relations (55),(57) yields the expression in formula





); the commutation relations (147), (148) can be easily checked applying
them to the elements of this basis.




). They coincide with the singlet repre-
sentation of the previous section since the eigenvalues of k
i
on the highest weight vectors coincide
with those of the singlet representation both in the unbarred and in the barred case. }
It remains to realize the scalar product yielding the hermiticity structure described in the
abstract context in section 7.1.
The relevance of the double realization manifests itself in the
Theorem 7 The scalar product in H
~
0




















V is the integration rst dened in [8], with a suitable normalization.











































is a well dened inner product in H
~
0
: in fact, the integral (7.56) is well dened according








x  x], which can be taken as \ reference function of the integration" : in the frame of








(x) in powers of x, perform the integrations and
resum the terms to obtain the above integral. From the practical point of view it is convenient,












0 > stands for the cyclic vector, as (non-
scalar) reference function of the integration (in the sense mentioned in ref. [8]), since, as we will
see below, all integrals of the form (165) can be evaluated from this basic integral.
Because the integration satises Stoke's theorem with derivatives @;

@ [8], i.e. \ boundary
terms " vanish, and formula (155) holds, the complex conjugation  followed by an exchange





respect to the scalar product of H
~
0
. This ensures that the inner product < ; >
0
preserves the





since they have dierent



















































>, if any, will contribute to the
above integral. This explains why the evaluation of all integrals of the form (165) is reduced




















= 1. This concludes the proof that < ; >
0
=< ; >. }
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Remark 1 To recognize that the inner product < ; >
0
is sesquilinear it is convenient to
























(alternatively one could include in the RHS only the second term). In fact, the sesquilinearity
of the scalar product is immediate in this form. That this form is equivalent to the former can
be esaily understood. Actually each one of the two terms separatly allows to formally realize




, and the whole Hilbert space H
~
0
is built up from a single cyclic vector through application




); as we have seen all inner products are therefore completely determined










and (167) involving the cyclic state j
0
>.
It sucient to normalize both equal to 1 to make them coincide.
Remark 2. Formula (165) allows to explain from the point of view of conguration space
the regularizing eect of taking the q-deformed version of the Euclidean Hopf-algebra instead of





x  x] 6= 1 in the integral (165)
makes the norms of eigevectors of the observables (115) nite.
Remark 3 The nal lesson we learn from interpreting the results of sections 3.1,3.2 is the
following. Requirement (114)
1










), then the fact that power series in the coordinates x
i










) which we have constructed) arise as a natural basis to identify




) (instead of the vectors obtained by applying combinations
of the elements of a Poincare'-Birkho-Bott basis of u
c;N
q
to the highest weight state) ultimately
is traced back to the requirement (114)
2
that the scalar product is nondegenerate. In fact,
equation (114)
2
eliminates makes a huge amount of singular vectors to appear within the space
of such combinations; having moded the latter out, we have shown that the abovementioned
power series in Fun(
N
q
) are sucient to identify the remaining vectors.
3.3 Classical limit of the singlet irrep











) goes to an Irrep U(e
N
) in the limit q ! 1. If we compare the














)), we nd important dierences. For








) can be obtained by







; (p  p)
1
; :::; (p  p)
n 1



























g which has classical commutation relations
in the limit q ! 1. The eigenvalues of the observables (115) label the vectors of an orthonormal
basis B
q
(149) (of eigenvectors) of the singlet Irrep for all q 2
+
; when q = 1 the vectors of
this basis are distributions (see the conguration space realization of the preceding section), i.e.
H
q=1







For each xed eigenvector j~;
~









) don't depend on q and
are integers; whereas the eigenvalues of (p  p)
i

















j > : (169)
Therefore all vectors j~;
~




j would have separatly the same limit when q ! 1,



















cannot be given a literal sense.
However, we can give a weaker sense to the above limit, as we are going to explain. Assume










, 0  r
i
 1


































)] ([a] denotes the integral part















= 1 whenever r
i
< 1. If q < 1



















































































are related to j
i











and small " > 0 we can nd a q < 1 and








such that the corresponding eigenvalues of the observables (p  p)
i
dier by less than ": indeed, we only need to set q  1  "q
 r
n












 , get \ dense " in all the momentum space when q ! 1.
Note that the convergence of the q-deformed eigenvalues (selected in this way) to the classical
ones is uniform only \ on the states localized on the sphere (pp)
n
= c ", i.e. within each subspace
characterized by a xed value (p  p)
n
= c.
In the limit q ! 1 the \ parity asymmetry " in the spectrum of the observables (115) noticed
at the end of section 3.1.4 disappears, in the sense that the range of each j
i
(as a function of
the square momenta) becomes the whole set , whenever r
i 1
< 1, i.e. (p  p)
i 1
< (p  p)
i
, i.e.
\ almost everywhere " in momentum space. (In fact, the condition (p  p)
i 1
= (p  p)
i
xes a
cylinder in the classical momentum space
N
~p
, this is a subset of
N
~p
of zero measure). The same is
true also in the Irreps with highest weight 6= 0.
4 Appendix










(N)) are known [7] to be Hopf dual, we only need to
check the compatibility of the new commutation relations of either algebra with the coalgebra
structure of its dual partner.
The pairing of the homogenous Hopf sub-algebras on the generators L


































here one uses the basis fL
;i
j








so(N), in the notation
of Ref [7]. Using the transformation [7] from these generators to the Drinfeld-Jimbo ones, and
the transformation [11] from the latter to our generators fL; kg, one can easily arrive at some
useful pairing relation between the T
0






































































Note that the matching of conventions of Ref. [7] with ours requires: 1) shifting the i indices in
[7], all indices by  n  1 in the N = 2n+1 case, the rst n indices by  n  1 and the remaining
by  n in the N = 2n case; 2) the inverse ordering of the spots of the so(N) Dynkin diagrams.
Let us consider the unbarred Hopf algebras. As a rst step we consider the compatibility



















































































hence one easily realizes that the check with higher powers in w; T; y in the RHS is trivial, in









) >=0. Now we go on by writing down explicitly only




is trivial, the check of relations (69)
4
is


























































































































































[7, 2]. The second step is to consider the compati-








































































































The proof for the barred Hopf algebras is analogous. }
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4.2 Proof of Theorem 5






the eigenspace of all k
i
's with eigenvalues 
i





is nite dimensional 8~ 2 R
n









obtained by applying zero-graded (w.r.t. the grading of k
i





(a are the roots of U
N
q







introduced in section 2.3; But these operators make up a nite-dimensional vector
space L
0






are proportional to the identity operator within each irrep. Then, one can easily realize that
within each irrep there is only a nite number of linearly independent polynomial operators
of the kind mentioned, since one can iteratively mode out casimirs from polynomials of higher
degrees in the roots, so as to reduce them to polynomials of lower degree, until one reduces them
to combinations of the elements of a nite \ basis " of low degree polynomials.
Assume for brevity that all eigenvalues 
i
are positive. Let L be one of the positive roots,
L
 






(1 + d)  k
1  a
 1
; 0 < a < 1; c > 0 [k; L]
a
 2






where k is an element of the Cartan subalgebra, and in the sequel
a =







Lemma 2 Let L; L
 
; k satisfy relations (183) and let L
 
L be hermitean positive denite (both






= 0; if 1 + d < 0, then 9m
0













be a basis of H
~
0;~
consisting of eigenvectors of L
 
L and let l
i
be the












































. We see that l(l
i
; m)  l(b;m) (b  l
i
8i), and that




>= 0 8i 2 I .
Similarly one proves the second part of the Lemma. }.
Applying repeatedly Serre relations (50)-(52) one can prove the following











q if i = k; j 6= 1  i; i  1
q
 1
if i < k; j = i; 1  i
1 if i < k; j 6= i;(i  1);
(185)















The same holds if we replace the L by the L roots.
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. We prove only the rst part of the thesis, stating the existence of a highest weight vector
and its uniqueness. The rest of the proof will be given elsewhere [13], where we will use some























by setting L  L
01
if N = 2n + 1 and L  L
1;2



















































































> if N = 2n;
(188)
this means that j 
1


















>= f0g, j = 2; :::; n. Moreover, assume that we have
determined integers p
l




































































In fact, on one hand we set L  L
i 1;j
and try to apply lemma 3. It is well known that when L
is not simple the Cartan-Weyl partner of L, L
 







expression in terms of simple negative roots can be obtained from the one of L
 j; i
by the
replacement q ! q
 1







can be obtained from the one of L
i 1;j












































; u 2 u
+;N
q























>, because of the induction hypothesis (189). Therefore we are in the conditions









is positive denite and
L; L
 
belong to a Cartan-Weyl triple.
On the other hand, one can easily show that the generators L
1 k;k











































































































































































































>= f0g, i.e. the induction hypothesis for the
subsequent step.




>= 0 trivially, because of equation (190) and the denition





>= f0g because U
+;2j+1+h
q
annihilates by construction each of
the vectors (189)
a
The rst part of the thesis is proved if we set j >= j 
1 n;n
>.
To prove the uniqueness of the highest weight vector in the case N = 2n + 1 (resp. the
-structure of H
G
in the case N = 2n) we can proceed as follows. Let j >; j
0
> the highest













) dierent from (p  p)
n
are independent functions of the generators
and when acting on highest weight vectors as j >; j
0
> will reduce to n   h independent
functions of k
i
only. In fact, the casimirs are sum of zero-graded (w.r.t. k
l
) monomials in L; k
which can be written in a form where L 2 u
+;N
q
stand at the right of L 2 u
 ;N
q
, and the former
annihilate j >; j
0
>. But since these casimirs take the same values on H
~
0
, this implies that
j >; j
0
> have the same k
i





are highest weight eigenvectors 8r 2 ). This implies the claim on the dimensionality of H
G
, since
as a consequence Oj >= j
0
> implies that O is a zero-graded (w.r.t. to k
i
, i = h+1; h+2; :::; n)
operator, and up to a constant such an operator acts on a highest weight vector as the identity,
in the case N = 2n+ 1, and as some powers of p
1
in the case N = 2n. }
4.3 Proof of theorem 6


















g. The proof of these equations is by induction in the
weights
~














































































First part of the thesis: if j > is singular, then for any u 2 u^
 ;N
q
uj > is. It is sucient
to consider only u = p
1
or u = L
 l;l 1







are two ordered polynomials in the generators of u^
 ;N
q
; in fact, by the induction hypothesis
the latter are singular. Any other singular vector can be expressed as a combination of singular
vectors of this form.












0 > v 2 u^
 ;N
q




j > is trivially orthogonal to any vector
corresponding to a dierent weight. In addition it is orthogonal to the only two independent









































































































j > +c < 2jj > +b
0
< 1j >= 0; (200)











>= 0. Summing up, j
0
> is singular. The corresponding
result for ~g
1
is a direct consequence of the above.
Now we consider the remaing commutation relations (148) (for even and odd N at the same














































if m = i  1
1 otherwise;
(201)










































j > is trivially orthogonal to any vector corresponding to a dierent








j >= 0 (203)













j > is singular.
Again, we consider rst relations (147) in the case N = 2n. As already noticed, it is easy to









0 >; then the proof that j
0

















































































in the RHS by their
expressions (202), and we nd that the RHS vanishes. A similar argument can be used when
i = h + 1, and also when the order of the two positive roots appearing in the LHS is reversed.





















= 0 a =











































































j >= 0; (206)


































j > is singular in H
~
0
and must be set equal to zero. }
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