It is known that for memoryless sources, the average and maximal redundancy of fixed-to-variable length codes, such as the Shannon and Huffman codes, exhibit two modes of behavior for long blocks. It either converges to a limit or it has an oscillatory pattern, depending on the irrationality or rationality, respectively, of certain parameters that depend on the source. Here, we extend these findings for the Shannon code to the case of a Markov source, which is considerably more involved.
I. INTRODUCTION
Recent years have witnessed a resurgence of interest in redundancy rates of lossless coding, see, e.g., [1] , [3] , [4] , [7] , [9] , [10] , [12] , [13] , [14] . In particular, in [14] Szpankowski derived asymptotic expressions of the (unnormalized) average redundancy R n , as a function of the block length n, for the Shannon code, the Huffman code, and other codes, focusing primarily on the binary memoryless source parameterized by p -the probability of '1'. A rather interesting behavior of R n was revealed in [14] , especially in the cases of the Shannon code and the Huffman code: When α = log 2 [(1 − p)/p] is irrational, then R n converges to a constant (which is 1/2 for the Shannon code), as n → ∞. On the other hand, when α is rational, R n has a non-vanishing oscillatory term whose fundamental frequency and amplitude depend on the source statistics in an explicit manner.
More precisely, confining the discussion to the Shannon code, in [14] the average unnormalized redundancy R n = E { − log 2 P (X 1 , . . . , X n ) + log 2 P (X 1 , . . . , X n )} , (1) was analyzed for large n, assuming that the source P governing the data to be compressed, X 1 , X 2 , . . ., is a binary memoryless source. A straightforward extension (see also [10] ) of the Shannon-code redundancy result of [14] , to a general r-ary alphabet memoryless source, with letter probabilities p 1 , . . . , p r , yields the following expression: (1) otherwise (2) where β = − log p 1 , α j = log p j /p 1 , j = 2, 3, . . . , r, u is the fractional part of a real number u (i.e., u = u − u ), and M is the smallest common multiple of all denominators of the rational numbers {α j } when presented as ratios between two relatively prime integers. This erratic behavior, where R n is either convergent (and then the limit is always 1/2) or oscillatory, depending on the rationality of {α j }, was related in [10] to wave diffraction patterns of scattering from partially disordered media, where the existence/non-existence of Bragg peaks depends on the rationality/irrationality of certain optical distance ratios.
Our goal is to extend the scope of this analysis to irreducible Markov sources and to evaluate precisely (for large n) the average redundancy of the Shannon code for a finite alphabet, first order Markov source with given transition probabilities. In doing so, we also provide a more complete analysis than in [10] and [14] . As will be seen, this extension to the Markov case appears rather non-trivial, both from the viewpoint of the conditions for oscillatory behavior and from the aspect of the asymptotic expression of R n in the oscillatory mode. These depend strongly on the dominant eigenvalues and on the detailed structure of the matrix of transition probabilities. For example, in contrast to the memoryless case, where there is only one oscillatory term, when it comes to the Markov case, in the oscillatory mode there are, in general, contributions from multiple oscillatory terms, and in the convergent mode, R n may converge to a constant other than 1/2 (see Example 2). Moreover, it turns out that the behavior of the redundancy depends quite strongly on important dynamical properties of the Markov chain, such as reducibility/irreducibility and periodicity/aperiodicity.
We begin our study from the relatively simple case where all single-step state transitions have positive probability. Our main result in Section 2, Theorem 1, is then an extension of formula (2) to the Markov case with strictly positive state transition probabilities. To give the reader a general idea of this theorem, an informal description of it can be stated as follows: Rather than the parameters {α j } of the memoryless case, we now define a matrix {α jk } r j,k=1 of log-ratios of certain transition probabilities (the exact definition will be provided in the sequel). If at least one of these parameters is irrational, then similarly as in the memoryless case, R n = 1 2 + o (1) . If, on the other hand, all these parameters are rational, then as in the memoryless case, let M be their smallest common denominator. In this case, R n = Ω n + o(1), for "most large values" of n, where Ω n is a linear combination of certain functions of n, for which we have an explicit formula in terms of the source parameters. These functions oscillate as n varies, with amplitude 1/M and a fundamental frequency that depends on the source parameters.
Then we relax the strict positivity assumption, but still assume the Markov chain to be irreducible. Under this assumption, we first assume that the chain is also aperiodic, and then further extend the scope to allow periodicity. It is also demonstrated (in Example 2) that the irreducibility assumption is essential, since the above described two-mode behavior ceases to exist when this assumption is dropped.
We should point out that minimax redundancy and regret for the class of Markov sources were studied in the pastsee, e.g., [7] , [12] . Interestingly enough, the minimax regret for memoryless and Markov sources does not exhibit the twomode behavior of either convergent or oscillatory mode [3] . This dichotomy, of convergent vs. oscillatory behavior, with dependence on rationality/irrationality of certain parameters, is a well recognized phenomenon in mathematics and physics, ranging across a large variety of areas, including renewal theory, ergodic theory [5] , local limit theorems and large deviations for discrete distributions [2] , This phenomenon, however, was observed in information theory only relatively recently [5] , [14] . On the other hand, the oscillatory phenomenon for discrete random structures is a well known fact in analysis of algorithms [15] , and also in information theory [3] , [9] , [15] .
In this conference version we omit most proofs which can be found in the full version of this paper [11] .
II. MAIN RESULTS FOR POSITIVE TRANSITION MATRICES
Throughout, we adopt the customary notation conventions: Random variables will be denoted by capital letters (e.g., X), specific values they may take will be denoted by the corresponding lower-case letters (e.g., x), and their alphabets will be denoted by the corresponding calligraphic letters (e.g., X ). Random vectors of length n (e.g., (X 1 , X 2 , . . . , X n )) will be denoted by capital letters superscripted by n (e.g., X n ), and specific values of these vectors (e.g., (x 1 , x 2 , . . . , x n )) will be denoted by lower-case letters superscripted by n (e.g., x n ). Finally, the set of vectors of length n, with components taking on values in X , will be denoted by X n . Logarithms will always be understood to be taken w.r.t. the base 2. The function I(·) will denote the indicator function, that is, for a given statement E,
Consider a source sequence X 1 , X 2 , . . ., X t ∈ X = {1, 2, . . . , r} (r -positive integer), t = 1, 2, . . ., governed by a first-order Markov chain with a given matrix P of state-transition probabilities {p(j|k)} r j,k=1 . The initial state probabilities will be denoted by p k , k = 1, 2, . . . , r. The stationary state probabilities will be denoted by π k , k = 1, 2, . . . , r. Thus, the probability of a given source string x n = (x 1 , . . . , x n ) ∈ X n , under the given Markov source,
The average unnormalized redundancy of the Shannon code is defined as
where here and throughout the sequel, E{·} denotes the expectation operator w.r.t. the underlying Markov source μ.
As mentioned in the Introduction, we assume that P is irreducible, that is, there is positive probability to pass from every state j ∈ X to every state k ∈ X within a finite number of steps. Furthermore, the period d j of a state j is the greatest common divisor of all integers n for which Pr{X n = j|X 0 = j} > 0. A state is called periodic if d j > 1 and aperiodic if d j = 1. The case where all entries of P are positive, henceforth referred to as the case of a positive matrix P , is obviously a case of an irreducible, aperiodic Markov chain.
Theorem 1: Consider the Shannon code of block length n for a Markov source μ with a given vector p = (p 1 , . . . , p r ) of initial state probabilities and a positive state transition matrix P . Define
Then, the redundancy R n is characterized as follows: (a) If not all {α jk } are rational, then
(b) If all {α jk } are rational, then for every j, k ∈ {1, . . . , r}, let
and
where (u) = u − u and M is the smallest common integer multiple of the denominators of {α jk }, when each one of these numbers is represented as a ratio between two relatively prime integers. Then, there exists a positive sequence ξ n → 0, which depends only the source parameters, such that R n is upper bounded and lower bounded as follows:
(10) As a technical comment, it should be pointed out that the choice of the index 1 in the conditioning of p(j|1) and p(k|1), that appear in the definition of α jk and in (7) , is completely arbitrary. One may choose any other index in {1, 2, . . . , r}, as long as it is the same index in both places in the expression of α jk , as well as in the second and third terms in the square brackets of (7) . Also, p(1|1) in (7) can be replaced independently by p(l|l) for any l ∈ {1, 2 . . . , r}.
Discussion. Theorem 1 tells us that, similarly as in the memoryless case, in the positive matrix case, R n has two modes of behavior. In the convergent mode, which happens when at least one α jk is irrational, R n → 1/2. In the oscillatory mode, which happens when all {α jk } are rational, R n oscillates and it asymptotically coincides with Ω n for most large values * of n, provided that log p(1|1) is irrational. This follows from the following consideration: If log p(1|1) is irrational, then by Weyl's equidistribution theorem [8] , the sequences {ζ jk (n)} n≥1 are uniformly distributed modulo 1, i.e., they fill the unit interval mod 1 with a uniform density as n exhausts the positive integers. Thus, for every fixed ξ,
[ζ jk (n)] / ∈ (ξ, 1−ξ) for a fraction 2ξ of the values of n. This means that for ξ n → 0, the terms I{ [ζ jk (n)] / ∈ (ξ n , 1 − ξ n )} vanish for most large values of n, and then the lower bound and the upper bound on R n asymptotically coincide with Ω n . If, on the other hand, log p(1|1) is rational, then [ζ jk (n)] are periodic sequences. If for none of the values n in a period, [ζ jk (n)] = 0, then beyond a certain value of n, ξ n is smaller than the minimum value of [ζ jk (n)] along the period and 1 − ξ n is larger than the maximum, and so,
which generates the gap between the upper bound and the lower bound on R n , can be interpreted as an asymptotic approximation of the probability that − log μ(X n ) falls in the vicinity (within distance O(ξ n )) of an integer. For example, when the source is purely dyadic (M = 1), then − log μ(X n ) is integer with probability 1, and indeed, the expression in the last display is equal to 1. In this case, Theorem 1 is useless, but it is also redundant, because in this case, we clearly know that R n vanishes. The reason for this "uncertainty" around integer values of − log μ(X n ) is that these are the discontinuity points of the function [− log μ(X n )], and in the proof of Theorem 1, the function is expanded as a series of trigonometric polynomials whose convergence is problematic in the neighborhood of discontinuities. Thus, we believe that the uncertainty in the characterization of R n around these points should be attributed more to the limitations of the analysis methods than to the real behavior of R n . In other words, we conjecture that, in fact, R n = Ω n + o(1) for all large n, and not just for most large values of n. * The statement "Rn asymptotically coincides with Ωn for most large values of n" means that for every > 0, the fraction of values of n, within the range {1, . . . , N}, for which |Rn − Ωn| > , tends to zero as N → ∞.
The expression of the oscillatory case, Ω n , is not quite intuitive at first glance, therefore, in this paragraph, we make an attempt to give some quick insight, which captures the essence of the main points. The arguments here are informal and non-rigorous (the rigorous proof can be found in [11] ). The Fourier series expansion of the periodic function is given by
a m e 2πimu (11) and the important fact about the coefficients is that they are inversely proportional to m, so that for every two integers k and m, a m·k = a m /k. Now, when computing R n = E{ [− log μ(X n )]}, let us take the liberty of exchanging the order between the expectation and the summation, i.e.,
It turns out that under the conditions of the oscillatory mode, E{e −2πim log μ(X n ) } tends to zero as n → ∞ for all m, except for multiples † of M , namely, m = M , l = ±1, ±2, . . .. Thus, for large n, we have
Now, consider the set of all {x n } that begin from state x 1 = j and end at state x n = k. Their total probability is about p j π k for large n since X n is almost independent of X 1 . It turns out that all these sequences have exactly the same value of [−M log μ(x n )], which is exactly [ζ jk (n)] (or, in other words, [−M log μ(x n )] = [ζ x1xn (n)] independently of x 2 , . . . , x n−1 ) and this explains the expression of Ω n . The reason for this property of [−M log μ(x n )] is the rationality conditions M · α uv = 0, u, v ∈ {1, 2, . . . , r}, which imply
, and so, that mod 1 we have
which, thanks to the telescopic summation, is easily seen to coincide with the fractional part of ζ jk (n), and of course, [ζ jk (n)] depends on ζ jk (n) only via its fractional part.
Main Ideas of the Proof. We sketch here informally the main ingredients of the proof (see [11] ). Let us pick up at equation † The convergent mode can be treated as a special case of this statement with M = ∞. (12) . We can re-write R n as
Define the r × r complex matrix A m whose entries are a jk (m) = p(k|j) exp [−2πim log p(k|j)] , j,k = 1, . . . , r.
(14) Also define the r-dimensional column vectors
and 1 = (1, 1, . . . , 1) T , where the superscript T denotes vector/matrix transposition. Then
Let l i,m and r i,m be, respectively, the left eigenvector and the right eigenvector (such that the scalar product l T i,m r i,m = 1) pertaining to the eigenvalue λ i,m (i = 1, 2, . . . , r) of the matrix A m , listed in non-increasing order of their modulus, that is,
Then by the spectral representation of matrices [6] , we have
leading to
Now, in principle, if all eigenvalues λ i,m < 1, then by Fejer's theorem we can conclude that R n → 1 2 . For the oscillatory case we need to argue that the largest modulus of the eigenvalues (spectral radius) of A m and P are equal to 1. This can be accomplished by appealing to the following lemma that is at the heart of our analysis.
Lemma 1: [6, Theorem 8.4.5, p. 509] Let F = {f kj } and G = {g kj } be two r × r matrices. Assume that F is a real, non-negative and irreducible matrix, G is a complex matrix, and f kj ≥ |g kj | for all k, j ∈ {1, 2, . . . , r}. Then, the spectral radii ρ(G) ≥ ρ(F ) with equality if and only if there exist real numbers s, and w 1 , . . . , w r such that G = e 2πis DF D −1 , where D = diag{e 2πiw1 , . . . , e 2πiwr }.
In our case, P is represented by F of Lemma 1 and the matrix A m takes the role of G. By non-negativity and irreducibility of P , we conclude that its spectral radius is ρ(P ) = 1. It is also obvious that the elements of P are the absolute values of the corresponding elements of A m , and so, all the conditions of Lemma 1 clearly apply. The lemma then tells us that ρ(A m ) = ρ(P ) = 1 if and only if there exist real numbers s and w 1 , . . . w r such that: where x = y mod 1 means that the fractional parts of x and y are equal, that is, x = y . Example 1. Consider a Markov source for which the rows of P are all permutations of the first row, which is p = (p 1 , . . . , p r ). Now, assuming that α j = log(p 1 /p j ) are all rational, let M be the least common multiple of their denominators (i.e., the common denominator) when each one of them is expressed as a ratio between two relatively prime integers. Then,
III. EXTENSIONS
We now discuss some extensions of Theorem 1, namely we first assume that P corresponds to an irreducible aperiodic Markov source, and then even drop the aperiodicity constraint.
Irreducible Aperiodic Markov Sources. When some of the entries of the matrix P vanish, then obviously, Theorem 1 cannot be used as is since the corresponding parameters α jk are no longer well defined. Lemma 1 can still be used as long as P is irreducible, but more caution should be exercised.
For example, if one or more diagonal element of P is positive, and at least one row of P is strictly positive, say, row number l, then the rationality condition of Theorem 1 (see also (20) ) is replaced by the condition that 
where s = arg{λ 1,M }/2π and w j = arg{x j }/2π, j = 1, 2, . . . , r, x j being the j-th component of the right eigenvector x of A M , which is associated with the dominant eigenvalue λ 1,M . Finally, it is instructive to demonstrate an example of a reducible Markov source, for which Theorems 1 and 2 do not hold, and see that even in a simple situation (r = 2), once the irreducibility assumption is dropped, the two-mode behavior, predicted by Theorems 1 and 2, disappears. Example 2. Reducible Markov source. Consider the case r = 2, where p(1|2) = 0 and α = p(2|1) ∈ (0, 1). Assume also that p 1 = 1 and p 2 = 0. Since this is a reducible Markov source (once in state 2, there is no way back to state 1), we cannot use Theorems 1 and 2, but we can still find an asymptotic expression of the redundancy in a direct manner: Note that the chain starts at state '1' and remains there for a random duration, which is a geometrically distributed random variable with parameter (1 − α). Thus, the probability of k 1's (followed by n − k 2's) is about (1 − α) k · α (for large n) and so the argument of the function (·) should be the negative logarithm of this probability. Taking the expectation w.r.t. the randomness of k, we readily have (1) . (27) We see then that there is no oscillatory mode in this case, as R n always tends to a constant that depends on α, in contrast to the convergent mode of Theorems 1 and 2, where the limit is always 1/2, independently of the source statistics. To summarize, it is observed that the behavior here is very different from that of the irreducible case, characterized by Theorems 1 and 2.
Irreducible Periodic Markov Sources. Consider now an irreducible periodic Markov source. The Perron-Frobenius theorem and Lemma 1 still hold [6] . However, the matrix P now has d eigenvalues on the unit circle, namely, all the d-th roots of unity [6] , where d is the period, i.e., λ t = e 2πit/d , t = 0, 1, . . . , d − 1.
The analysis is similar as in the aperiodic case, except that we now have d oscillatory terms, one for each eigenvalue on the unit circle. Indeed, suppose that for some m, the matrix A m has a modulus-1 eigenvalue λ = e 2πis . Therefore, A m has the following eigenvalues on the unit circle:
λ t,m = e 2πi(s+t/d) , t = 0, 1, . . . , d − 1.
Let us relabel, if necessary, the eigenvalues of A m such that s ∈ [0, 1/d). This means that the definition of s in Theorem 2 should be restricted to the half open interval [0, 1/d). Thus, Theorem 2 holds except that ζ jk (n) are replaced by ζ jkt (n) = M (n − 1) s + t d + w j − w k − log p j , (31) for j, k ∈ {1, 2, . . . , r}, t = 0, 1, . . . , d − 1, and the double summations over (j, k) with weights p j π k , are replaced by corresponding triple summations over (j, k, t) with weights p j r t,j l t,k , where l t,k is the k-th component of l t and r t,j is the j-th component of r t . Here r t and l t are the right-and the left eigenvectors of P that are associated with λ t . Note that r 0,j = 1 and l 0,k = π k , so for d = 1 we indeed obtain the expression (26) of the aperiodic case as a special case.
