Abstract. In this paper, we obtain a uniform W 2,ε -estimate of solutions to the fully nonlinear uniformly elliptic equations on Riemannian manifolds with a lower bound of sectional curvature using the ABP method.
space, a uniform W 2,ε -estimate (for some ε > 0) for linear, nondivergent elliptic operators with measurable coefficients was first discovered by Lin [L] . It is known that for any p ≥ 1, a uniform W 2,p -estimate for uniformly elliptic equations with measurable coefficients is not valid; see [PT, U] . In [C] [CC, Chapter 7] , Caffarelli dealt with W 2,ε -estimates for fully nonlinear elliptic operators, where the ABP estimate is a keystone in the proof together with the Calderón-Zygmund technique. The ABP estimate proved by Aleksandrov, Bakelman, and Pucci in sixties has played a crucial role in the Krylov-Safonov theory for nondivergent elliptic equations with measurable coefficients, and in the development of the regularity theory for fully nonlinear equations.
Making use of the ABP type estimate on Riemannian manifolds, we follow Caffarelli's approach to extend W 2,ε -estimates for fully nonlinear elliptic operators on Riemannian manifolds under the assumption that sectional curvature is bounded from below. It can be checked that the a straightforward adaptation of the Euclidean method yields the W 2,ε -estimate on Hadamard manifolds which are complete and simply-connected Riemannian manifolds with nonpositive sectional curvature everywhere. In general, it is not applicable directly due to the existence of the cut locus. Indeed, it is difficult to use the squared distance functions as global test functions as in the Euclidean case. To proceed with the ABP method, we introduce the notion of the special contact set in Definition 3.13 which consists of the points where the solution has a global tangent function which is a sum of the scale invariant barrier functions in Lemma 3.5 and squared distance functions. With the help of the Calderón-Zygmund technique, the notion of the special contact set enables us to employ an iterative procedure using the ABP type estimate in Proposition 3.14. Therefore we deduce a (locally) uniform W 2,ε -estimate for a class of solutions to the fully nonlinear uniformly elliptic equations in Definition 2.8 which includes the solutions to (1). Theorem 1.1 (W 2,ε -estimate) . Let M be a complete Riemannian manifold with the sectional curvature bounded from below by −κ for κ ≥ 0. Let 0 < R ≤ R 0 and x 0 ∈ M and f ∈ L nη (B 2R (x 0 )) for η := 1 + log 2 cosh(4 √ κR 0 ). There exist uniform constant ε > 0 and C > 0 such that if a smooth function u belongs to S * (λ, Λ, f ) in B 2R (x 0 ), then we have that u ∈ W 2,ε (B R (x 0 )) with the estimate B R (x 0 )
where ε > 0 and C > 0 depend only on n, λ, Λ, and √ κR 0 , and we denote Q f := For a smooth function u : M → R, the gradient ∇u of u is defined by ∇u, X := du(X)
for any vector field X on M, where du : T M → R is the differential of u. The Hessian D 2 u of u is defined as
for any vector fields X, Y on M, where ∇ denotes the Riemannian connection of M. We observe that the Hessian D 2 u is a symmetric 2-tensor over M, and D 2 u(X, Y) at x ∈ M depends only on the values X, Y at x, and u in a small neighborhood of x. By the metric, the Hessian of u at x is canonically identified with a symmetric endomorphism of T x M:
We will write
In terms of local coordinates
where Γ k i j are the Christoffel symbols of the Riemannian connection ∇ of M.
Here and in what follows, we adopt the Einstein summation convention. In [H] (see [Au] ), the norm of the Hessian of u, |D 2 u| is defined in local coordinates by
Denote by R the Riemannain curvature tensor defined as
for any vector fields X, Y, Z on M. For two linearly independent vectors X, Y ∈ T x M, the sectional curvature of the plane generated by X and Y is defined as
The Ricci curvature tensor denoted by Ric is defined as follows: for a unit vector X ∈ T x M and an orthonormal basis {X, e 2 , · · · , e n } of T x M,
l, Ric ≥ κ on M (κ ∈ R) stands for Ric x ≥ κg x for all x ∈ M. We refer to [D, Le] for Riemannian geometry.
Assuming the Ricci curvature to be bounded from below, Bishop-Gromov's volume comparison theorem says that the volume of balls does not increase faster than the volume of balls in the model space (see [V] for instance). In particular, the volume comparison implies the following (locally uniform) volume doubling property.
Theorem 2.1 (Bishop-Gromov). Assume that Ric ≥ −(n − 1)κ on M for κ ≥ 0. For any 0 < r < R, we have
where D is the so-called doubling constant.
One can check that the doubling property (2) yields that for any 0 < r < R < R 0 ,
According to the volume comparison, it is easy to prove the following lemma. Below and hereafter, we denote Q f :=
Lemma 2.2. Assume that for any z ∈ M and 0 < r < 2R 0 , there exists a doubling constant
Then we have that for any B r (y) ⊂ B R (z) with 0 < r < R < R 0 ,
In particular, if the sectional curvature of M is bounded from below by −κ (κ ≥ 0), then (3) holds for η := 1 + log 2 cosh(4 √ κR 0 ).
A Hessian bound for the squared distance function is the following lemma which is proved in [CMS, Lemma 3.12 ] making use of the formula for the second variation of energy provided that the sectional curvature is bounded from below. 
where H (t) := t coth(t) for t ≥ 0.
It is not difficult to obtain the following corollary modifying the proof of [CMS, Lemma 3.12] with the help of the monotonicity of a composed function ψ.
. According to [CMS, Proposition 2.5] , the cut locus of y ∈ M is characterized as the set of points at which the squared distance function d 2 y is not smooth. We state it as a lemma which says that the semi-convexity of the squared distance functions fails at the cut locus. Let M and N be Riemannian manifolds of dimension n and φ : M → N be smooth. The Jacobian of φ is defined as
Now we state the area formula, which can be proved by using the area formula in Euclidean space and a partition of unity: For a Lipschitz continuous function φ : M → M, and a measurable set E ⊂ M, we have
where H 0 is the counting measure. Now, we present a standard theorem called the weak type (1, 1) estimate in the classical harmonic analysis, which will be used in the proof of our key estimate in Proposition 3.14. The proof relies on the volume doubling property and Vitali's covering lemma; see [St, Chapter 1] for details. 
Then there exists a uniform constant C 1 := 2D 1+log 2 5 for the doubling constant
For the rest of this section, we recall the concept of the uniformly elliptic operators. Let Sym T M be the bundle of symmetric 2-tensors over M. An operator F : Sym T M × M → R is said to be uniformly elliptic with the so-called ellipticity constants 0 < λ ≤ Λ, if we have
for any S ∈ Sym T M, and positive semi-definite P ∈ Sym T M. As extremal cases of the uniformly elliptic operators, Pucci's operators are defined as follows: for any x ∈ M, and
where e i = e i (S x ) are the eigenvalues of S x . We will usually drop the subscripts λ and Λ, and write M ± . When λ = Λ = 1, M ± simply coincide with the trace operator, that is, M ± (D 2 u) = ∆u. We observe that (H1) is equivalent to the following: for any
The following lemma is concerned with basic properties of the Pucci operators; see [CC, Chapter 2] for details.
Lemma 2.7. Let Sym(n) denote the set of n × n symmetric matrices. For S , P ∈ Sym(n), the followings hold:
where A λ,Λ consists of positive definite symmetric matrices in Sym(n), whose eigenvalues lie in [λ, Λ] .
In order to study a uniform W 2,ε -regularity for a class of uniformly elliptic equations such as (1), we introduce a more general class of solutions to the uniformly elliptic equations by using the Pucci operators as in [CC, Chapter 2] . We notice that the solution to the fully nonlinear elliptic equation (1) belongs to the class
Definition 2.8. Let Ω ⊂ M be open, and let 0 < λ ≤ Λ. We define a class of supersolutions
Similarly, a class of subsolutions
We also define
We write shortly S( f ), S( f ),and
Uniform W
2,ε -estimate for elliptic operators 3.1. ABP type estimate. We recall the ABP type estimate on Riemannain manifolds established by Cabré [Ca] that plays an important role in the proof of the Harnack inequality and W 2,ε -estimate for fully nonlinear elliptic operators in nondivergence form. A major difficulty in proving the ABP estimate on manifolds is that non-constant affine functions can not be generalized to an intrinsic notion on general manifolds. Cabré [Ca, Lemma 4 .1] replaced affine functions by quadratic functions which are squared distance functions in order to show the ABP type estimate. On the basis of this idea, Wang and Zhang [WZ] introduced the contact set defined as follows; see [CC, S, W] for the Euclidean case.
Definition 3.1 (Contact set). Let Ω be a bounded, open set in M and let u ∈ C(Ω). For a given h > 0 and a compact set E ⊂ M, the contact set associated with u of opening h with vertex set E is defined by
It is easy to check that u ≥ u cc and u cc is continuous in Ω if c is continuous. One can also prove that for c (x, y 
We refer to [V, Chapter 5] for more details about c-convex functions.
To prove the ABP type estimate, Jacobian of the normal map φ on the contact set below, which corresponds to the image of the gradient mapping in the Euclidean space, was computed explicitly by Cabré. The following lemma is an improved estimate by Wang and Zhang [WZ, Theorem 1 .2] using a standard theory of Jacobi fields. For a given point x ∈ Ω, assume that [0, 1] ∋ t → exp x t∇u(x) is a unique minimizing geodesic joining x to φ(x). Then we have
where H (τ) = τ coth(τ), and S (τ) = sinh(τ)/τ for τ ≥ 0.
Using the Jacobian estimate of the normal map in Lemma 3.3, we have the following ABP type estimate in [Ca, Lemma 4 .1] and [WZ, Theorem 1.2] .
Lemma 3.4 (ABP type estimate [Ca, WZ] 
Then we have that
where
. Making use of the ABP type estimate and well-understood barrier functions below, we will investigate in Lemma 3.8 the measure of the contact set at which the second derivatives of the supersolution have a uniform lower bound. First, we recall from [Ca] the barrier function on Riemannian manifolds and its scale invariant properties.
Lemma 3.5. Assume that
, and v δ satisfies the following:
where H (t) := t coth(t) for t ≥ 0. Here, the constant C δ > 0 depends only on δ, n, λ, Λ, and H (2 √ κR 0 ) (independent of r and z 0 ).
Proof. We give a sketch of the proof; see [Ca, Lemma 5.5] and [WZ, Lemma 4 .2] for details. Fix 0 < δ < 1 and consider
for a positive constant α to be chosen later, which will depend only on δ, n, λ, Λ, and H (2 √ κR 0 ). After fixing a large contant α > 0, we will extend ψ δ smoothly in R to be an even function and to satisfy that ψ ′ > 0 in (0, +∞). Now we define
where d z 0 is the distance function to z 0 . It is clear that (i), (vi) and (ii) hold for α ≥ 1. In order to check (iii), we recall that a closed set Cut(z 0 ) has measure zero and that
from Lemma 2.3. As in the proof of [Ca, Lemma 5.5] and [WZ, Lemma 4 .2], we can select α > 0 sufficiently large so that (ii), (iii) hold, where α > 0 depends only on δ, n, λ, Λ, and H (2 √ κR 0 ). Lastly, for a fixed α > 0, it is not hard to check (iv) and (v) using Corollary 2.4 since ψ Since the barrier function in Lemma 3.5 are not smooth on the cut locus of the center point, we need the following technical lemma to apply the ABP type estimate to a sum of a smooth function and the scale invariant barrier function directly in Lemma 3.8. 
Then we have the following:
(ii) w is smooth at x, and satisfies that r 2 |∇w(x)| = d y 0 (x) < 2R and
where C δ > 0 is the constant as in Lemma 3.5
Proof. Once (i) is proved, (ii) easily follows from Lemma 2.3 and Lemma 3.5. Note that
H is nondecreasing in [0, +∞). So it suffices to show that
Cut(y j ).
We will only prove that x Cut(z 0 ) since the proofs for the other cases are similar.
Suppose to the contrary that x ∈ Cut(z 0 ). Since w − w(x) lies above − 
Combined with Remark 3.6 and Lemma 2.3 , this implies that for any unit vector X ∈ T x M,
Using strict monotonicity of ψ δ in Lemma 3.5, we find a positive constant c 0 > 0 such that for small |t| ∈ (0, 1)
where we notice that x z 0 and hence ψ ′ d 2 z 0 (x)/r 2 is positive since we assume x ∈ Cut(z 0 ). Thus we deduce that for any unit vector X ∈ T x M,
which contradicts to the assumption that x ∈ Cut(z 0 ) from Lemma 2.5. Therefore, x is not a cut point of z 0 , which finishes the proof.
In the following, we obtain the measure estimate of the contact set that consists of points, where u + v δ has a global tangent concave paraboloid from below. [Ca, Lemma 5 .1], [K, Lemma 3 .1] and [WZ, Proposition 4 .1] dealt with estimates of the measure of the level sets of the solution u to establish pointwise estimates; the Harnack estimate and the weak Harnack inequality. In order to study the bound of the second derivatives of the solution, we keep the barrier function in the estimate of Lemma 3.8. This is the first step to estimate the distribution function of |D 2 u|, the norm of the Hessian. For a given δ ∈ (0, 1), there exist uniform constants ǫ δ > 0 and µ δ > 0 depending only on δ, n, λ, Λ and Proof. Let Ω := B R (x 0 ), E := B 7r (z 0 ), and
According to Lemma 3.7, one can check that x Cut(z 0 ) ∪ Cut(y), We use (4) and the properties (i),(ii) of v δ (·; r; z 0 ) in Lemma 3.5 to deduce that
where we refer to the proof of [Ca, Lemma 4 .1] for details. From Remark 3.2 and Lemma 3.7, we observe that G r −2 (w) is measurable and
for some C > 0, where φ is Lipschitz in a bounded, open set Ω 0 . Note that a closed set Cut(z 0 ) has measure zero. Now we apply the area formula to obtain
By making use of Lemma 3.3 and Lemma 3.7, we have that for x ∈ G r −2 (w),
where we recall that S (τ) and H (τ) are nondecreasing for τ ≥ 0. From Lemma 3.5, we notice that
in B 7r (z 0 ) \ Cut(z 0 ) for C δ > 0 as in Lemma 3.5, where χ B δr (z 0 ) stands for the characteristic function. Combined with (5) and (6), this provides that
for a uniform constantC > 0 depending only on δ, n, λ, Λ, and √ κR 0 . Using BishopGromov's Theorem 2.1, we have that
Corollary 3.9. Assume that Sec ≥ −κ for κ ≥ 0. For z 0 , x 0 ∈ M and 0 < r ≤ R ≤ R 0 , assume that B 7r (z 0 ) ⊂ B R (x 0 ). Let u be a smooth function on B R (x 0 ) and let
Then we have
where G r −2 (ũ + v δ (·; r; z 0 )) := G r −2 ũ + v δ (·; r; z 0 ); B 7r (z 0 ); B R (x 0 ) and the uniform constants ǫ δ , µ δ > 0 are as in Lemma 3.8.
Proof. Letw :=ũ + v δ (·; r; z 0 ). From Lemma 3.7, we observe that
for some C > 0. We note that G r −2 (w) is measurable according to Remark 3.2 and that a closed set
Cut(y j ) has measure zero. Thusw is smooth inΩ 0 and the functionφ :
is Lipschitz continuous inΩ 0 . The remaining part of the proof is the same as the proof of Lemma 3.8.
3.2. Calderón-Zygmund Technique. We quote this subsection from [Ca, Section 6 ] to introduce the Calderón-Zygmund techinque which is one of main tools for the proof of uniform L p -estimates of the Hessian of solutions to uniformly elliptic equations. We first present the Christ decomposition [Ch] , which generalizes the Euclidean dyadic decomposition for so-called "spaces of homogeneous type" (see Theorem 3.10). In harmonic analysis, a metric measure space X = (X, d, ν) is called a space of homogeneous type when a nonnegative Borel measure ν satisfies the doubling property with a doubling constant
A Riemannian manifold with nonnegative Ricci curvature has the volume doubling property with the doubling constant D = 2 n . When a Riemannian manifold M has a negative lower bound of the Ricci curvature, the Riemannian measure of M has a locally uniform doubling property; see Bishop-Gromov's Theorem 2.1. As a matter of fact, one can see that the following Christ decomposition is valid for the metric measure space equipped with a local doubling measure. 
The open set Q k,α in Theorem 3.10 is called a dyadic cube of generation k on M. The property (iii) asserts that for any α ∈ I k , there is a unique
We call Q k−1,β the predecessor of Q k,α which is denoted by Q k,α for simplicity. For the rest of the paper, we fix some small numbers; (7) δ := 2c 1 c 2 δ 0 ∈ (0, δ 0 ), and δ 1 := δ 0 (1 − δ 0 ) 2 ∈ 0, δ 0 2 , where δ 0 ∈ (0, 1), c 1 and c 2 are the constants in Theorem 3.10. For a given R > 0, we define k R ∈ N to satisfy c 2 δ
The number k R means that a dyadic cube of generation k R is comparable to a ball of radius R. The following technical lemma is quoted from [Ca, Lemma 6.5] , which deals with the relation between dyadic cubes and comparable balls. 
and
In fact, for k ≥ k R , the radius r k is defined by
hence (8) and (9) hold for some z ∈ Q and r k = r k R = 1 2 c 2 δ
Using the Calderón-Zygmund technique, Lemma 3.12 follows from Theorem 3.10; the proof can be found in [Ca, Lemma 6.3] . 3.3. Proof of W 2,ε -estimate. This subsection is devoted to the proof of a (locally) uniform W 2,ε -estimate for uniformly elliptic operators. Instead of the contact sets in Definition 3.1, we introduce the special contact set so as to proceed with the ABP method using Lemma 3.8 in Proposition 3.14 with the help of the Calderón-Zygmund technique. For the special contact set, we make use of sums of the barrier functions and the squared distance functions as global test functions on a Riemannian manifold since the scale invariant barrier functions are well-understood in Lemma 3.5. With the choice of δ ∈ (0, 1) in (7), the barrier function v δ (·; r; z) in Lemma 3.5 will be denoted by v(·; r; z) below and hereafter. 
For u ∈ C(Ω), and k ∈ N, define the special contact set associated with u of degree k over Ω by
Now, we obtain the following power decay estimate of the measure of the special contact set with respect to the degree, using Lemma 3.8. 
be the radius in Lemma 3.11 (ii) . Then we have
where the uniform constants K ∈ N and C ≥ 1 depend only on n, λ, Λ, and √ κR 0 , and the constants ǫ := ǫ δ , µ := µ δ are as in Lemma 3.8 with (7).
Proof. (i) First, we prove
In fact, from Lemma 3.11, we find z k R ∈ Q 1 and r k R ∈
We notice that 0 ≤ u + 1 2 ≤ 1 in B 7R (x 0 ) and recall from Lemma 2.2 that
Thus we apply Lemma 3.8 to u + 1 2 in order to obtain
Since we have
we deduce that
which implies (11).
(ii) For i ∈ N, we define 
From Lemma 3.11 and (12), we have
which is bounded by a uniform constant depending only on n, and √ κR 0 from BishopGromov's Theorem 2.1. Hence we have that β j ≤ CK − jnη for a uniform constant C > 0.
Therefore we select K > (1 − µ)
nη sufficiently large so that
which implies (10).
Proposition 3.14 yields a power decay estimate (16) of the distribution function of |D 2 u|, the norm of the Hessian of the solution u to the uniformly elliptic equation. for uniform constants ǫ 0 ∈ (0, 1) and C > 0 depending only on n, λ, Λ, and √ κR 0 , and hence
where ε ∈ (0, 1) and C > 0 are uniform constants.
Proof. Applying Proposition 3.14 to ±u, we have
In order to prove (16), we claim that for any i ∈ N ∪ {0} (18) G where C > 0 is a uniform constant depending only on n, λ, Λ, and √ κR 0 . In fact, fix i ∈ N ∪ {0}, and x ∈ G Proof of Theorem 1.1 According to [WZ, Theorem 1 .5], we have the weak Harnack inequality which provides a uniform L ε -estimate of u. By passing from cubes to balls with the help of Bishop-Gromov's Theorem 2.1, we conclude a uniform W 2,ε -estimate; refer to Remark 8.3 and Theorem 8.1 of [Ca] for details.
