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A glimpse at where some of this work might be 







n  From 1 Ghz to 300 Ghz in the next 15 years 
w We get this from Moore’s Law 
5 
Moore’s Law 
In 1965, Gordon Moore (co-founder of Intel) identified 
an empirical relationship between time and the 
number of transistors that could be placed on an 
integrated circuit. 
Moore’s Law states that the pace of microchip 
technological change is such that the number of 
transistors a microchip can hold doubles every 12 to 
18 months. 
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Lots of processor cycles 
What will we do with all of these cycles? 
n  Well, this is a fairly common question in computer science 
when it appears we are entering an era of apparently 
limitless resources. 
w  We saw this with transistors in the early days of VLSI design - we 
had smart people question whether we could ever really use all 
those millions of transistors. 
n  The answer is, we always consume all available computing 
resources. 
n  And over the next 15 years, we will have many cycles to spend. 




Hardware - Memory 
CPU memory and non-volatile disk storage are 
about to become nearly free. 
n  Disks 
w Today -  
n  30GB common (this laptop). 
w Next two to three years -  
n  IBM technology -  400 GB 2.5 inch disks (200 GB for laptops 
will be able to store 42 DVD movies). 100B bits/square inch. 
w We may no longer delete files or objects! 
n  But we will need to have some strategy for backups … 
10 
New memory technologies 
Recent patent - solid state memory system with a 
capacity of 86GB per square centimeter of surface 
area. 
n  Technology - magneto-optical system similar to the CD-
ROM and can be used as computer & processor memory 
for credit & smart cards. 
n  3.4TB of memory within the surface area of a credit card. 
n  3cm x 3cm x 1.5cm for $43.60/chip, available within 2 
years. 
n  Source cnn.com 15 February 2001 
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How big is this? 
3.4TB Memory Chip (3.4 x        ) 
n  What if we put a small video camera 
and microphone on our shoulder & 
recorded full rate video 24/7? 
w  60k bps per frame, at 30 fps (Media 100 
natural video rate). 225k bytes per 
second. 
n  1.51 x        seconds at 8.64 x      sec/
day 
n  1.748 x       days --> 175 days! 
n  The real question is how do we index 










How big is this? 
10TB --> the printed collection of the US Library of 
Congress 
2TB --> the contents of an academic research library. 
1TB --> the daily rate of all EOS (earth observatory 
satellite) data. 
n  Source http://www.cacr.caltech.edu/~roy/dataquan/ 
How many DVDs is this? 
n  425 DVDs at 8GB/DVD movie. 
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Hardware - Graphics 
Graphics 
n  From 50M polygons per second to 5B polygons 
per second in three years? 
w You can’t buy a motherboard from Intel without 3D 
from nVidia. And that is all the way down to $900 
commodity computers. 
w If you ask nVidia in private, they say they are heading 
towards 5B polygons per second … 
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nVidia GeForce3 
GeForce3 specification (NV20) 
n  57 million transistors  
n  50 M polygons/second 
n  0.15 technology  
n  200 MHz graphics core clock speed 
n  4 rendering pixel pipelines  
n  2 texture blocks per rendering pipeline  
n  4 textures on one pixel (two clocks are needed)  
n  128 bit memory interface  
n  DDR SDRAM/SGRAM support 
n  When released the NV20 based cards will be 
equipped with 3.8 ns memory working at 230 
(460) MHz 
n  over 7 Gbps peak memory bandwidth with 230 
MHz DDR bus 
n  Up to 128 MBytes local memory (the majority of 
the first cards will have 64 MB)  
n  RAMDAC: 350 MHz  
n  Max resolution: 2048x1536@75 Hz  
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nVidia nForce  
invades Intel’s space? 
Comparison 
n  57M transistors in GeForce3. 
n  42M transistors in Intel 
Pentium 4. 
n  We would expect to see 
nVidia start designing their 
own CPUs soon since they 
have access to a FAB that can 
make high transistor count 
parts. 
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Hardware - Graphics 
Computer graphics hardware developments 
are being driven by the demands of the 
entertainment industry, most specifically the 
3D video game and console market. 
n  We are about to see a revolution on the future 
form factor of our computers (game console or 




- Game Machine Platforms 
Playstation 2 --> Rasterize 
75M polygons/second 
and transform 66M 
polygons/second. 
Playstation 3 --> 1,000 
times faster than that in 
five years?  




Sony PlayStation 2 (October 2000):  
Processor: 128-bit "Emotion Engine" 300 
MHz  
n  Floating point unit (FPU) co-processor  
n  Maximum bus transfer rate of 3.2 GB per 
second  
n  Includes current PlayStation CPU core  
Graphics: "Graphics Synthesizer" 150 MHz  
n  Embedded cache  
n  4 MB VRAM  
n  66 million polygons per second  
Audio: SPU2 (+CPU), 48 channels, 44.1- or 
48-KHz sampling rate, 2 MB memory  
RAM: 32 MB RDRAM  
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Playstation-2 
Game medium: Proprietary 4.7-GB DVD 
and original PlayStation CDs  
Modem: 56K modem  
Controller: Two controller ports, "Dual 
Shock 2" analog controller  
Other features:  
n  Two memory card slots  
n  Optical digital output  
n  Two USB ports  
n  FireWire port  
n  Type III PCMCIA card slot  
n  Support for audio CDs and DVD-
Video  
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Platform Polygons/Second Display Resolution Availability Notes
Playstation 2 66M 640 x 480 Mar-00 Emotion Engine & Graphics Synthesizer
Emotion Engine is the CPU & has 13M transistors
0.18 micron process.
$1.1B fab!
$472M for Emotion Engine fab
$660M for the Graphics Syn. Fab.
Creative Workstation 10 x PS-2 1920 x 1080/60p 2000 Parallel faster versions
Phase 1 660M? (progressive) of Emotion Engine & Graphics Synthesizer
in Playstation 2.
Creative Workstation 100 x PS-2 1920 x 1080/60p 2002 Emotion Engine 2
Phase 2 6.6B? 24 to 75 fps Graphics Synthesizer 2
CPU 40M transistors
0.13 micron process
Will be able to handle movie production.
Creative Workstation 1000 x PS-2 4000 x 2000 2005/6 Emotion Engine 3
Phase 3 66B? 24 to 120 fps Graphics Synthesizer 3
Radically different architecture
Server for theaters?
Playstation 3 66B? 2005/6 Based on Phase 3
Reference
Yoshiko Hara, "Microprocessor Forum: Sony to us Playstation 2 technology for workstation line,"
7 October 1999, EE Times


















Microsoft Xbox (Fall 2001):  
Processor: Modified Intel Pentium III 
733 MHz  
Maximum bus transfer rate of 6.4 GB 
per second  
Graphics: Custom nVidia 3-D graphics 
chip 300 MHz  
Approximately 150 million polygons per 
second  
Audio: Custom 3-D audio processor  
RAM: 64 MB (Xbox has a unified 
memory architecture -- the memory 
can be allocated to graphics, audio, 




Game medium: Proprietary 4.7-GB DVD  
Modem/network:Media communications 
processor (MCP), 10/100-Mbps 
Ethernet, broadband enabled, 56K 
modem (optional)  
Controller: Four game controller ports  
Other features:  
n  8-GB built-in hard drive  
n  5X DVD drive with movie playback  
n  8-MB removable memory card  
n  Expansion port  
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Nintendo GameCube 
Nintendo GameCube (October 2001):  
Processor: "Gekko" IBM Power PC 
microprocessor 405 MHz  
Cache:  
n  level 1: 32 KB Instruction and 32 KB Data  
n  level 2: 256 KB  
n  32-bit address, 64-bit data bus  
n  Maximum bus transfer rate of 3.2 GB per 
second  
n  0.18 micron copper interconnects  
Graphics: "Flipper" ATI graphics chip 202.5 
MHz  
n  1 MB embedded texture cache  
n  3 MB Mosys 1T-SRAM (This static RAM 
uses a single transistor per cell, like 
DRAM.)  




Audio: Special 16-bit digital signal processor, 
64 channels, 48-KHz sampling rate  
RAM: 40 MB (24 MB 1T-SRAM, 16 MB of 
100-MHz DRAM)  
Game medium: Proprietary 1.5-GB optical 
disc  
Modem: Conexant V90 56K modem (This will 
be replaced later by a broadband modem.)  
Controller: Four game controller ports, 
Wavebird wireless game controller  
Other features:  
n  Handle for carrying  
n  Two slots for 4-MB Digicard Flash memory 
cards or a 64-MB SD-Digicard adapter  
n  High speed parallel port  
n  Two high speed serial ports  
n  Analog and digital audio-video outputs  
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Visual Reality 
Visual reality is 80M polygons/
picture [Catmull,1984] & [NRC 95, 
pg. 252]. 
n  80M polygons/picture at 60 pictures/
second (fps) is 4.8B polygons/second. 
n  We are talking about machines that 
can visually display computer images 




n  With such graphics hardware, the problems we 
focus on become very different. 
w We no longer worry about culling polygons from the 
graphics pipeline but rather more about how we reach 
out and grab a polygon and do something with it. 
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Broadband Network 
By the year 2003, broadband connectivity will pass by 
100 million homes in the United States. 
n  We hope - with the economic downturn, this may take 
longer. But it will happen. 
n  This is connectivity in the range of 10M bps to 100M bps 
to the home. 
w  What bandwidth do we need for streaming content? 
n  100M bps 
w  What quality of service will we need? 
n  We need reliable, guaranteed bandwidth. 
31 
High Speed Access 
32 
Wireless, handheld … 
Computers that are small enough to roll up in 
our sleeve & are fully connected to the net 
where ever we are,with connectivity in the 
10M bps to 100M bps range. 
n  And these computers have the video camera & 
microphone & the 3.4TB chip for storage & have 
long lasting batteries … 
33 
So we have all the hardware & 
networking we need, soon … 
It is a simple mater of some research 
investments & a place for that 
research to be performed … 
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A proposal for a new laboratory 
The Future of Interactive Networked 
Entertainment Laboratory 
35 
Laboratory for the Future of Interactive 
Networked Entertainment - A Vision 
Examine, develop and guide the network infrastructure & 
software architectures necessary for interactive networked 
entertainment.  
Participate in the development of the technology for the digital 
distribution of motion pictures and home cinema.  
Guide the technology for the distribution of music. 
Examine, develop and select technologies for its content 
creation futures. 
Transition those developed technologies to the various 
corporate divisions. 
36 
FINE Laboratory Component Parts 
The Networked Entertainment Environments 
Group 
The Cinema of Tomorrow Group 
The Future of Music Group 
The Content Creation Futures Group 
The Technology Transition Group 
37 
The Networked Entertainment 
Environments Group 
The Networked Entertainment Environments Group would look at all issues 
relating to networking infrastructure, and software architectures.  
A nexus for focusing on the network infrastructure and the software 
architectures for current and future networked entertainment 
environments.  
Current issues that would be examined by this group include wireless 
delivery systems, the advent of broadband, streaming solutions, and 
secure networked content management.  
Near future issues include the potential of fiber to the home, high bandwidth 
networks, the Next Generation Internet, streaming media, quality of 
service management, interoperability software architectures, 
architectures for dynamic extensibility, and VR Broadband. 
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The Cinema of Tomorrow Group 
The Cinema of Tomorrow Group would look at all issues 
relating to technologies for digital and home theaters.  
We place Filmed Entertainment and Cable Networks both 
under the Cinema of Tomorrow Group as there are 
commonalities of technologies with respect to next 
generation cinemas and home theaters.  
Issues of immediate importance for this group include digital 
movie distribution, quality digital projection, quality sonic 
immersion (DTS, THX, SurroundSound), and DVD.  
Near future issues include interactive cinema, interactive 
television, HDTV, spatial sound, and set-top boxes. 
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The Future of Music Group 
The Future of Music Group would look at all issues relating to e-Music.  
A current issue this group would be examining is the fact that we can’t 
control the flow of music.  
Ripping a song from a music CD and flinging it onto the Internet is possible 
with any home computer and 60% of American homes have computers. 
So we need to think and plan on what to do.  
In the mix are Napster/Gnutella type streaming solutions, intellectual 
property security, Internet radio/webcasting, and the distribution and sale 
of MP3s.  
Near future issues this laboratory might be looking at include wireless digital 
music (handhelds, mobile phones), planning for the advent of 
broadband, streaming for the Next Generation Internet, and technologies 
for royalty collection (net-based automatic music recognition and their 
derivatives). 
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The Content Creation Futures Group 
The Content Creation Futures Group would look at all issues 
relating to using the latest in computing and networking 
technology in the production of prototypes of the future of 
interactive networked entertainment.  
This group will play a crucial part as the video game industry is 
now larger than the motion picture industry.  
Current issues this group would examine are set-top boxes 
versus game consoles (X-Box, Playstation-2), mobile 
delivery systems, and the analysis and coherent planning for 
the utilization of 3D graphics.  
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The Content Creation Futures Group 
Near-future issues include novel display technologies and their 
impact on content creation, technologies for human body 
tracking for interactive TV, full sensory interfaces for LBEs 
(visual, auditory, olfactory, and haptic), VR Broadband (3D 
virtual environments and games on the Internet), content 
creation tools, computer-generated autonomy and computer-
generated characters, story line engines for the rapid 
prototyping of interactive content and motion picture story, 
technologies for autonomous, real-time story direction and 
interaction.  
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The Technology Transition Group 
The Technology Transition Group would look at all issues 
relating to taking the center’s developed technologies and 
content prototypes and hardening them for placement into 
the field, on the Internet, and into the hands of the 
entertainment buying public.  
It is expected that members of this group will come from the 
other groups as technologies and content delivery systems 
become ready and that this group will productize those 
technologies, utilizing members of the original development 
teams.  
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For each of these groups 
For each of these groups, we plan on 
evaluating the developed technologies using 
world-renowned social psychologists and 
technical anthropologists so that we can 
insure that what we are developing provides 
a desirable, consumer pre-tested experience 
of the materials proposed to be offered for 
our community of members. 
44 
Where are these investments 




n  Just interested in the D of R&D 
AOL Time Warner? 
n  Spending most of its time with its merger & 
layoffs 
Internet Startups? 
n  Yeah, right - for a couple of years, which now 




There are a few that have laboratories that are 
working on many of these issues (with a defense 
focus, of course): 
n  The MOVES Institute, Naval Postgraduate School 
n  UCF IST 
n  USC ICT 
n  Of course, others for pieces & parts … 
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Research, application and education in the grand 
challenges of modeling, virtual environments and 
simulation. 
n  3D Visual Simulation 
n  Networked Virtual Environments 
n  Computer-Generated Autonomy 
n  Human Performance Engineering 
n  Technologies for Immersion 
n  Defense and Entertainment Collaboration 




n  Michael Zyda 
Technical Directorate 
n  John Hiles - Computer-Generated Autonomy 
n  Don Brutzman - 3D Visual Simulation & Networked Virtual 
Environments 
n  Rudy Darken - Human Performance Engineering & 
Technologies for Immersion 
n  Michael Capps - Defense & Entertainment Collaboration 




n  John Falby 
Research Programs Director 
n  Open 
Products Director 
n  David Williams  
Technical Writer & Web Support 
n  Margaret Davis 
Technical Support 
n  Meg Boone 
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Executive Advisory Board 
Executive Advisory Board provides guidance on funding for 
research and products.  
n  VADM Richard Mayo, USN - N6 
n  RADM Lee Kollmorgen, USN (ret) 
n  CAPT Dennis McBride, USN (ret), PhD - VP, Potomac Institute 
n  Dr. Harold Hawkins, ONR 
n  CAPT Mike Lilienthal, USN - Director of DMSO 
n  Dell Lunceford - Director of AMSO 
n  Dr. Mike Bailey - Director, USMC Combat Developments Center 




Technical Advisory Board 
Technical Advisory Board provides guidance on technical 
alternatives to proposed research and products.  
n  Dr. Phil Barry, DMSO Chief of S&T Division 
n  CAPT Richard Bump, USN - Director, Navy Modeling & Simulation 
Management Office, N6M 
n  Jim Weatherly - Deputy Director, Navy Modeling & Simulation 
Management Office, N6M 
n  LCDR Dylan Schmorrow, USN – ONR VIRTE Program Manager & 
DARPA Program Manager 
n  Dr. Bowen Loftin - Old Dominion University, Director VMASC 










George Mason University 
Georgia Tech, MSREC 
INRIA 
Miami University 
MIT Lincoln Laboratories 
Academic 








University of Newcastle, 
Newcastle-upon-Tyne 
University of Virginia 
Non-Profit 
Fraunhofer Center for 




Institute for Defense 
Analysis 
MBARI 
Monterey Bay National 
Marine Sanctuary 
Sea Grant 




















Red Storm Entertainment 
Rolands & Associates 
SAIC 









HS-8 - Helicopter Anti-
Submarine Squadron 
EIGHT, FRS 
HS-10 - Helicopter Anti-
Submarine Squadron TEN, 
FRS 





Naval Research Laboratory 
Marines 
Marine Corps Combat 
Developments Center 
Marine Forces Pacific 







Naval Sea Systems 
Command, Advanced 
Systems & Technology 
Office 
Naval Submarine School 
Navy Toxicology 
Detachment, Wright 
Patterson Air Force Base 
Naval Undersea Warfare 
Center, Newport 
NAWC-TSD 







Defense Modeling & 
Simulation Office 
Defense Threat Reduction 
Agency 
J9 
Office of the Director, 
Operational Test & 
Evaluation 
Office of the Secretary of 
Defense 
OSD Program Analysis & 
Evaluation 
Army 
Army Research Office 
Assistant Sec. Army for 
Manpower & Reserve 
Affairs 




USA OTC, Fort Hood 
Air Force 
Medical Command, San 
Antonio 
Other 





3D Visual Simulation 
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3D Visual Simulation 
n  Project VAST - Virtual At Sea Training 
n  Third Fleet - Tactical Information Visualization 
n  Generic Hub: XML-Based Information 
Interchange for Defense Messaging, Shipboard/
Theater Command & Control, and Distributed 3D 
Battlespace Visualization 
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n  NPSNET-V - An Architecture for Constructing 
Scalable, Dynamically Extensible, Networked 
Virtual Environments 
n  Explorations in Dynamic Extensibility & Dynamic 
Behavior Protocols for Web-Based, Networked 
Virtual Environments 








n  A Symbolic Reactive Agent Architecture for Multi-
Agent Systems 
n  Interactive Computer Generated Stories 




Prof. John Hiles 
Jhiles@mindspring.com 
 




“… skilled storytelling techniques help 
participants in a virtual environment sense 
that they are in a real environment and 
behave accordingly.” 
 
Develop autonomous agent technology to carry out 
high level behavior of characters in a networked 
virtual environment 
 
Develop technology to guide those behaviors 
within the parameters of a given story line. 
 
Modeling & Simulation - Linking 
Entertainment & Defense 
66 
Motivation 
National Research Council Report 
Applications 
n  Scenario Based Training 
n  War Gaming 




Believable Autonomous Characters 
Interactive User – Direct or indirect participant 







Believable Autonomous Characters 
Dramatic Presentation (Narrative Structure) 











SCA SCA SCA SCA SCA SCA 
Symbolic  
Inner  






Agent Actions Sensed Input 
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Tickets 
Constrain agent behavior when appropriate and 













Allows the story to progress from it’s beginning, 
through the body of the story and finally to a 
climactic ending. 
 
Aristotle’s Poetics [Aristotle, ≈ 350 BC] 
Storytelling in the New Hollywood [Thompson, 1999] 
The Anatomy of a Screenplay [Siegel, 2001] 
Myth and the Movies [Voytilla, 1999] 
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Dynamic Storyline 
Storyline that adapts to the participant’s interaction and the 
state of the participant's character 
Bottom up approach 
Story elements combined at runtime to generate the story 
 
Scenes Interactions Characters 
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Scene: Smoking 
Main character is asked by a friend to sneak out of 
school for a cigarette. 
Characters: Jones (Main Character), buddy (student), 
Teacher, Principal 




n  Risk Management 
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So what’s the point? 
Create realistic, believable stories and scenarios from a 
knowledge base of story elements relevant to a given 
problem domain 
Capture tacit knowledge and project through meaningful 
training scenarios and stories 
An advanced  technique coupling autonomous believable 




The Center  
for Potential Outcomes 
81 




n  Virtual Environment Spatial Knowledge Training 
& Acquisition 
n  Virtual Technologies & Environments - Navy & 
Marine Corp Expeditionary Warfare 
n  DARPA Augmented Cognition - The Context 










VIRTUAL ENVIRONMENT TRAINING SYSTEMS 
§  Deployable: For use on-ship, very small footprint 
§  Accessible: Affordable, allowing easy-access as needed 
§  Reconfigurable: Multiple configurations and uses 
§  Interoperable: Multi-platform operations for team coordination 
§  Team training: Both within and between platforms 
§  Novel operations: Capable of simulating highly variable scenarios 
LPD-17 San Antonio Class 
Amphibious Warfare Ship 
“Address the shortfall in the training 
cycle in between shore-based 
readiness training and arrival in 
theater. Maintain trained personnel.” 
Contact: Professor Rudy Darken, CDR(sel) Joe Sullivan, LCDR Russ Shilling 
Training Requirements 
•  Navigation 
•  Cultural feature and terrain recognition 
•  Cockpit aids (TACNAV, GPS, INS, etc.) 
•  Weapons employment procedures 
•  Sensor employment  
•  Coordinating procedures 
•  Target/threat recognition  
•  Communications 
•  Crew/Flight/Mission 
•  Aircraft Survivability Equipment (ASE) 
•  Programming/Recognition/Reaction 
•  Procedural elements of basic flight maneuvers 
•  Advanced Inter-Deployment Training Cycle (IDTC) events 
• Starlight formation flight , LZ tactics and procedures 
• Fastrope, SPIE, duck operations, etc. 
•  Emergency procedures 
Basic Principles 
1.  Retrofitted fixed wing trainers and mission rehearsal 
systems don’t work for helicopter pilots. Mission profiles 
are way too different, thus the fidelity and interface 
requirements are completely different. 
2.  If a pilot doesn’t have access to these trainers regularly, 
they won’t be used at all. It needs to be a squadron level 
asset, thus it must be inexpensive and have a small 
footprint. 
3.  Part-task trainers work in many cases, so they need to be 
integrated with full task trainers whenever possible. 
Implementation 
PC-based to ensure both deployable and highly accessible 
Integrated with existing planning tools (Plan a mission on PFPS, 
train that mission on VE-HELO) 
Communicate via HLA and MAGTF/FOM, JSAF 
Tailored to rotary wing platforms 
•  High fidelity terrain and urban models, but matched to the 
characteristics of low level, low airspeed flight 
•  Wide field of view display 
Computer Generated Forces, Agent models (hostile & friendly) 
Instructional agent system for immediate performance monitoring 
and feedback 
Scripted scenarios that can be modified 
Approach 
Multiple configurations easily tailored based on: 
•  What part of task is being trained? 
•  Who am I training with (individual/crew/mission)? 
•  What level of instruction/evaluation is required? 
Individual through CVW/MEU level coordination 
Example configurations 
•  AGM-114(K) remote designation procedures tutorial 
•  Reactionary CSAR training mission 




Chromakey™ “Bluescreen” approach to embedded training 
Contact: Professor Rudy Darken, CDR(sel) Joe Sullivan, Erik Johnson, LCDR Russ Shilling 
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•  Dynamic Sea 
•  Stern Wake 
•  Rear Fan Spray (color-based on terrain) 
•  Hover-Spray (color-based on terrain, with wind dynamics) 
•  Rotating Rear Fans (speed based on Prop Pitch) 
•  Semi-functional Autopilot-LCAC 
In cooperation with NAWC-TSD 
Team coordination Building clearing 
VIRTUAL ENVIRONMENT TRAINING SYSTEMS 
§  Cognitive Task Analysis: Document elements of the task 
§  Deployable: Very small footprint, man portable 
§  Networked: Support large teams 
§  Autonomous agents: High fidelity, robust human behavior 
§  Contingency preparation: Experience high variability in uncontrollable events 
§  Usability engineering: Easy for anyone to use 
§  Training effectiveness studies: Ensure that CQC skills are being trained 
Initiative based tactics 
Contact: Professor Rudy Darken, Barry Peterson, MAJ Simon Goerger, LCDR Russ Shilling 
• Cover immediate danger areas 
• Shoot threat targets 
• Protect each other 
*Images taken from Rogue Spear from Red Storm, Inc. 
“Focus on team building, cooperation, and 
communication between team members … the cognitive 
elements of CQC” 
Forward Observers 
Air Combat Element 
Naval Surface Fire Support 
Amphibious Assault 
Air Transport 
Call for Fire 
CSAR/TRAP Operations 
Ground Combat Element 
MOUT Operations 




Pedagogical interfaces to virtual environments 
Technical Approach 
⊕  Describe a General Model of Tutoring 
Interactions 
⊕  Validate the General Model by Studying 
Real Tutors interacting... 
u ...face-to-face  
u ...over a computer network 
⊕  Determine Which Tutoring Interactions 
A Computer-Mediated Tutor can 
Achieve 
⊕ Describe how tutors provide information 
and feedback 
u pedagogical context of usage 
u content of information and feedback 
⊕ Demonstrate how this description can 
improve student learning from virtual 
tutor sessions 
⊕  Improved understanding of: 
u the Structure of Context 
u our Sensing of Context  
⊕ AugCog Systems Able to Process 
Contextual Information  
⊕ AugCog Systems Display Feedback and 
Information that is more timely and 
valuable through context-sensitivity 
89 




n  CDTEMs - A VR CAVE for the MOVES Institute 
n  Hybrid Inertial Motion Tracking for Inserting 
Humans into Networked Synthetic Environments 
91 
Evolving Operational Modeling 
92 
Evolving Operational Modeling 
n  Modeling Tactical Level Combat Using A Multi-Agent System Design 
Paradigm (GI-AGENT) 
n  Modeling Conventional Land Combat Using Generalization of the 
Different Combat Entities and Combat Operations in a Multi-Agent 
System 
n  Scenario Authoring and Visualization for Advanced Graphical 
Environments (SAVAGE): Amphibious Raid at Red Beach, Camp 
Pendleton California 
n  Modeling and Simulation of the Ocean Environment 
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Evolving Operational Modeling 
n  Evolving Operational Modeling - Navy Concepts, 
Research, & Analysis Network (NCRAN) 
n  Course Development 
w Hands-on Operational Modeling 
w Current Programs in Operational Modeling 
 
94 
Defense & Entertainment 
Collaboration 
95 
Defense & Entertainment 
Collaboration 
n  Audio Engineering and Sound Design Issues in 
VE: Lessons Learned from the Entertainment 
Industry  
n  The MOVES Institute War Game Laboratory - A 
Videogame Research & Production Facility 
w SimSecurity - A Distance Learning and Virtual 
Laboratory for Information Assurance 
w Army Game Project 
96 
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Weapons animation 
100 
In closing 
http://movesinstitute.org 
