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Abstract
We study in this paper a control problem in a space of random variables. We show that its Hamilton
Jacobi Bellman equation is related to the Master equation in Mean field theory. P.L. Lions in ([14]),([15]
introduced the Hilbert space of square integrable random variables as a natural space for writing the
Master equation which appears in the mean field theory. W. Gangbo and A. Święch [10] considered this
type of equation in the space of probability measures equipped with the Wasserstein metric and use the
concept of Wasserstein gradient. We compare the two approaches and provide some extension of the
results of Gangbo and Święch.
1 INTRODUCTION
We study first an abstract control problem where the state is in a Hilbert space. We then show how this
model applies when the Hilbert space is the space of square integrable random variables, and for certain
forms of the cost functions. We see that it applies directly to the solution of the Master equation in Mean
Field games theory. We compare our results with those of W. Gangbo and A. Święch [10] and show that
the approach of the Hilbert space of square integrable random variables simplifies greatly the development.
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Kong. Research supported by the National Science Foundation under grant DMS-1303775 and the Research Grants Council of
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2 AN ABSTRACT CONTROL PROBLEM
2.1 SETTING OF THE PROBLEM
We begin by defining an abstract control problem, without describing the application. We consider a Hilbert
space H, whose elements are denoted by X. We identify H with its dual. The scalar product is denoted
by ((, )) and the norm by ||.||. We then consider functionals F(X) and FT (X) which are continuously
differentiable on H. The gradients DXF(X) and DXFT (X) are Lipschitz continuous
||DXF(X1)−DXF(X2)|| ≤ c||X1 −X2|| (2.1)
||DXFT (X1)−DXFT (X2)|| ≤ c||X1 −X2||
To simplify notation, we shall also assume that
||DXF(0)||, ||DXFT (0)|| ≤ c (2.2)
So we have
||DXF(X)|| ≤ c(1 + ||X||) (2.3)
and
|F(X)| ≤ C(1 + ||X||2), (2.4)
where we denote by C a generic constant. The same estimates hold also for FT (X).
A control is a function v(s) which belongs to L2(0, T ;H). We associate to a control v(.) the state X(s)
satisfying
dX
ds
= v(s) (2.5)
X(t) = X
We may write it as XXt(s) to emphasize the initial conditions and even XXt(s; v(.)) to emphasize the
dependence in the control. The function X(s) belongs to the Sobolev space H1(t, T ;H). We then define the
cost functional
2
JXt(v(.)) =
λ
2
ˆ T
t
||v(s)||2ds+
ˆ T
t
F(X(s))ds + FT (X(T )) (2.6)
and the value function
V (X, t) = inf
v(.)
JXt(v(.)) (2.7)
2.2 BELLMAN EQUATION
We want to show the following
Theorem 1. We assume (2.1), (2.2) and
λ > cT (1 + T ) (2.8)
The value function (2.7) is C1 and satisfies the growth conditions
|V (X, t)| ≤ C(1 + ||X||2) (2.9)
||DXV (X, t)|| ≤ C(1 + ||X||), |
∂V (X, t)
∂t
| ≤ C(1 + ||X||2)
where C is a generic constant. Moreover DXV (X, t) and
∂V (X, t)
∂t
are Lipschitz continuous, more precisely
||DXV (X1, t1)−DXV (X2, t2)|| ≤ C||X1 −X2||+ C|t1 − t2|(1 + ||X1||+ ||X2||) (2.10)
|
∂V (X1, t1)
∂t
−
∂V (X2, t2)
∂t
| ≤ C||X1 −X2||(1 + ||X1||+ ||X2||) + C|t1 − t2|(1 + ||X1||2 + ||X2||2)
It is the unique solution, satisfying conditions (2.9) and (2.10) of Bellman equation
∂V
∂t
−
1
2λ
||DXV ||
2 + F(X) = 0
V (X,T ) = FT (X) (2.11)
The control problem (2.5), (2.6) has a unique solution.
Proof. We begin by studying the properties of the cost functional JXt(v(.)). We first claim that JXt(v(.)) is
3
Gâteaux differentiable in the space L2(t, T ;H), for X, t fixed. Define Xv(s) by
dXv(s)
ds
= v(s), Xv(t) = X
and Zv(s) by
−
dZv(s)
ds
= DXF(Xv(s)), Zv(t) = DXFT (Xv(T ))
then we can prove easily that
d
dµ
JXt(v(.) + µv˜(.))|µ=0 =
ˆ T
t
((λv(s) + Zv(s), v˜(s)))ds (2.12)
Let us prove that the functional JXt(v(.)) is strictly convex. Let v1(.) and v2(.) in L2(t, T ;H). We write
JXt(θv1(.) + (1− θ)v2(.)) = JXt(v1(.) + (1− θ)(v2(.) − v1(.)))
= JXt(v1(.)) +
ˆ 1
0
d
dµ
JXt(v1(.) + µ(1− θ)(v2(.)− v1(.))) dµ
From formula (2.12) we have also
d
dµ
JXt(v(.) + µθv˜(.)) = θ
ˆ T
t
((λ(v(s) + µθv˜(.)) + Zv+µθv˜(s), v˜(s)))ds
Therefore
ˆ 1
0
d
dµ
JXt(v1(.) + µ(1− θ)(v2(.)− v1(.))) dµ = (1− θ)
ˆ 1
0
dµ
{ˆ T
t
((λ(v1(s) + µ(1− θ)(v2(s)− v1(s)))
+ Zv1+µ(1−θ)(v2−v1)(s), v2(s)− v1(s) ))ds
}
Similarly we write
JXt(θv1(.) + (1− θ)v2(.)) = JXt(v2(.) + θ(v1(.)− v2(.)))
= JXt(v2(.)) +
ˆ 1
0
d
dµ
JXt(v2(.) + µθ(v1(.)− v2(.))) dµ
and
4
ˆ 1
0
d
dµ
JXt(v2(.) + µθ(v1(.) − v2(.))) dµ = θ
ˆ 1
0
dµ
{ˆ T
t
((λ(v2(s) + µθ(v1(s)− v2(s))) +
+ Zv2+µθ(v1−v2)(s), v1(s)− v2(s) ))ds
}
We shall set Z1(s) = Zv1+µ(1−θ)(v2−v1)(s) and Z2(s) = Zv2+µθ(v1−v2)(s). Combining formulas, we can write
JXt(θv1(.) + (1− θ)v2(.)) = θJXt(v1(.)) + (1− θ)JXt(v2(.))+ (2.13)
+θ(1− θ)
[
−
λ
2
ˆ T
t
||v1(s)− v2(s)||2ds+
ˆ 1
0
dµ
ˆ T
t
((Z1(s)− Z2(s), v2(s)− v1(s) ))ds
]
Let X1(s) and X2(s) denote the states corresponding to the controls v1(.) + µ(1 − θ)(v2(.) − v1(.)) and
v2(.) + µθ(v1(.)− v2(.)). One checks easily that
X1(s)−X2(s) = (1− µ)
ˆ s
t
(v1(σ)− v2(σ))dσ
and from the definition of Z1(.), Z2(.) we obtain
||Z1(s)− Z2(s)|| ≤ c[||X1(T )−X2(T )||+
ˆ T
s
||X1(σ)−X2(σ)||dσ]
and combining formulas, we can assert
||Z1(s)− Z2(s)|| ≤ c(1− µ)(1 + T )
ˆ T
t
||v1(σ) − v2(σ)||dσ
Going back to (2.13) we obtain easily
JXt(θv1(.) + (1− θ)v2(.)) ≤ θJXt(v1(.)) + (1− θ)JXt(v2(.))+ (2.14)
−
θ(1− θ)
2
(λ− cT (1 + T ))
ˆ T
t
||v1(s)− v2(s)||2ds
and from the assumption (2.8) we obtain immediately that JXt(v(.)) is strictly convex. Next we write
F(X(s)) −F(X) =
ˆ 1
0
((DXF(X + θ
ˆ s
t
v(σ)dσ),
ˆ s
t
v(σ)dσ))
so , using (2.3) we obtain
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|F(X(s)) −F(X)| ≤ c(1 + ||X||)||
ˆ s
t
v(σ)dσ|| +
c
2
||
ˆ s
t
v(σ)dσ||2
≤
c2(1 + ||X||)2
2δ
+
c+ δ
2
||
ˆ s
t
v(σ)dσ||2
for any δ > 0. Using (2.4) we can assert that
|F(X(s))| ≤ Cδ(1 + ||X||2) +
c+ δ
2
T
ˆ T
t
||v(σ)||2dσ
A similar estimate holds for FT (X(T )). Therefore, collecting results, we obtain
|
ˆ T
t
F(X(s))ds + FT (X(T ))| ≤ Cδ(1 + ||X||
2)(1 + T )
+
c+ δ
2
T (1 + T )
ˆ T
t
||v(s)||2ds
It follows that
JXt(v(.)) ≥
λ− (c+ δ)T (1 + T )
2
ˆ T
t
||v(s)||2ds− Cδ(1 + ||X||
2)(1 + T ) (2.15)
Since λ−cT (1+T ) > 0,we can find δ > 0 sufficiently small so that λ−(c+δ)T (1+T ) > 0. This implies that
JXt(v(.)) → +∞ as
´ T
t ||v(s)||
2ds→ +∞. This property and the strict convexity imply that the functional
JXt(v(.)) has a minimum which is unique. The Gâteaux derivative must vanish at this minimum denoted
by u(.). The corresponding state is denoted by Y (.). From formula (2.12) we obtain also the existence of a
solution of the two-point boundary value problem
dY
ds
= −
Z(s)
λ
, −
dZ
ds
= DXF(Y (s)) (2.16)
Y (t) = X, Z(T ) = DXFT (Y (T ))
and the optimal control u(.) is given by the formula
u(s) = −
Z(s)
λ
(2.17)
In fact, the system (2.16) can be studied directly, and we can show directly that it has one and only one
solution. We notice that it is a 2nd order differential equation, since
6
d2Y
ds2
=
1
λ
DXF(Y (s)) (2.18)
Y (t) = X
dY
ds
(T ) = −
1
λ
DXFT (Y (T ))
We can write also (2.18) as an integral equation
Y (s) = X −
s− t
λ
DXFT (Y (T ))−
1
λ
ˆ T
t
DXF(Y (σ))(s ∧ σ − t)dσ (2.19)
and we can view this equation as a fixed point equation in the space C0([t, T ];H), namely Y (.) = K(Y (.)),
where K is defined by the right hand side of (2.19). One can show that K is a contraction, hence Y (.) is
uniquely defined. Note also, that if we have a solution of (2.16) and if u(.) is defined by (2.17) the control u(.)
satisfies the necessary condition of optimality for the functional JXt(v(.)). Since this functional is convex,
the necessary condition of optimality is also sufficient and thus u(.) is optimal. The value function is thus
defined by the formula
V (X, t) =
1
2λ
ˆ T
t
||Z(s)||2ds+
ˆ T
t
F(Y (s))ds + FT (Y (T )) (2.20)
We now study the properties of the value function. We begin with the first property (2.9). Using (2.15) we
obtain
V (X, t) ≥ −C(1 + ||X||2)
On the other hand, we have
V (X, t) ≤ JXt(0) = (T − t)F(X) + FT (X) ≤ C(1 + ||X||2)
and the first estimate (2.9) is obtained.
We proceed in getting estimates for the solution Y (.) of (2.19). We write
||Y (.)|| = sup
t≤s≤T
||Y (s)||
Using easy majorations, we obtain
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||Y (.)|| ≤
||X||λ + cT (T + 1)
λ− cT (T + 1)
(2.21)
||Z(.)|| ≤
λ(1 + T )c(1 + ||X||)
λ− cT (T + 1)
||u(.)|| ≤
(1 + T )c(1 + ||X||)
λ− cT (T + 1)
We then study how these functions depend on the pairX, t.We recall that Y (s) = YXt(s). Let us consider
two points X1, t1 and X2, t2 and denote Y1(s) = YX1t1(s), Y2(s) = YX2t2(s). To fix ideas we assume t1 < t2.
For s > t2 we have
Y1(s)− Y2(s) = X1 −X2 −
1
λ
(DXFT (Y1(T ))−DXFT (Y2(T )))(s − t2)−
1
λ
DXFT (Y1(T ))(t2 − t1)
−
1
λ
ˆ T
t2
(DXF(Y1(σ))−DXF(Y2(σ)))(s ∧ σ − t2)dσ −
1
λ
ˆ t2
t1
DXF(Y1(σ))(s ∧ σ − t1)dσ
From which we obtain
sup
t2≤s≤T
||Y1(s)− Y2(s)|| ≤ ||X1 −X2||+
c
λ
T (1 + T ) sup
t2≤s≤T
||Y1(s)− Y2(s)||+
+
t2 − t1
λ
[||DXFT (Y1(T ))||+
ˆ T
t1
||DXF(Y1(s))||ds]
Using the properties of DXF and DXFT and (2.21) we can assert that
sup
t2≤s≤T
||Y1(s)− Y2(s)|| ≤
λ
λ− cT (T + 1)
(
||X1 −X2||+ (t2 − t1)(1 + T )c
1 + ||X1||
λ− cT (T + 1)
)
More globally we can write
sup
max(t1,t2)≤s≤T
||YX1t1(s)−YX2t2(s)|| ≤
λ
λ− cT (T + 1)
(
||X1 −X2||+ |t2 − t1|(1 + T )c
1 + max(||X1||, ||X2||)
λ− cT (T + 1)
)
(2.22)
In particular
sup
t≤s≤T
||YX1t(s)− YX2t(s)|| ≤
λ||X1 −X2||
λ− cT (T + 1)
(2.23)
Recalling that from the system (2.16) we have
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Z(s) =
ˆ T
s
DXF(Y (σ))dσ +DXFT (Y (T ))
and noting Z(s) = ZXt(s) we deduce from (2.23) that
sup
t≤s≤T
||ZX1t(s)− ZX2t(s)|| ≤
c(T + 1)λ||X1 −X2||
λ− cT (T + 1)
(2.24)
We next write
JX1t(u1(.)) − JX2t(u1(.)) ≤ V (X1, t)− V (X2, t) ≤ JX1t(u2(.))− JX2t(u2(.))
where u1(.) and u2(.) are the optimal controls for the problems with initial conditions (X1, t) and (X2, t),
respectively. Denoting by YX1t(s) and YX2t(s) the optimal states and by YX1t(s;u2(.)), YX2t(s;u1(.)) the
trajectories ( not optimal) when the control u2(.) is used with the initial conditions (X1, t) and when the
control u1(.) is used with the initial conditions (X2, t), we have
YX1t(s;u2(.)) − YX2t(s) = YX1t(s)− YX2t(s;u1(.)) = X1 −X2
Therefore
V (X1, t)− V (X2, t) ≤
ˆ T
t
(F(YX2t(s) +X1−X2)−F(YX2t(s)))ds+FT (YX2t(T ) +X1−X2)−FT (YX2t(T ))
and by techniques already used it follows
V (X1, t)− V (X2, t) ≤ ((
ˆ T
t
DXF(YX2t(s))ds +DXFT (YX2t(T )),X1 −X2)) +
c
2
(1 + T )||X1 −X2||2
which is in fact
V (X1, t)− V (X2, t) ≤ ((ZX2t(t),X1 −X2)) +
c
2
(1 + T )||X1 −X2||2 (2.25)
By interchanging the roles of X1 and X2 we also obtain
V (X1, t)− V (X2, t) ≥ ((ZX1t(t),X1 −X2))−
c
2
(1 + T )||X1 −X2||2 (2.26)
Using the estimate (2.24) we can also write
9
V (X1, t)− V (X2, t) ≥ ((ZX2t(t),X1 −X2))− c(T + 1)[
λ
λ − cT (T + 1)
+
1
2
]||X1 −X2||2 (2.27)
Combining (2.25) and (2.27) we immediately get
|V (X1, t)− V (X2, t)− ((ZX2t(t),X1 −X2))| ≤ c(T + 1)[
λ
λ − cT (T + 1)
+
1
2
]||X1 −X2||2 (2.28)
This shows immediately that V (X, t) is differentiable in X and that
DXV (X, t) = Z(t) = −λu(t) (2.29)
From the 2nd estimate (2.21) we immediately obtain the 2nd estimate (2.9). We continue with the derivative
in t. We first write the optimality principle
V (X, t) =
λ
2
ˆ t+ǫ
t
||u(s)||2ds+
ˆ t+ǫ
t
F(Y (s))ds + V (Y (t+ ǫ), t+ ǫ) (2.30)
which is a simple consequence of the definition of the value function and of the existence of an optimal
control. From (2.28) we can write
V (X2, t)− V (X1, t)− ((ZX2t(t),X2 −X1)) ≤ C||X1 −X2||
2
where C is the constant appearing in the right hand side of (2.28). We apply with X2 = Y (t + ǫ) ,
X1 = X,t = t+ ǫ. We note that ZY (t+ǫ),t+ǫ(t+ ǫ) = ZXt(t+ ǫ) = −λu(t+ ǫ),since u(s) for t+ ǫ < s < t is
optimal for the problem starting with initial conditions Y (t+ ǫ), t+ ǫ. Therefore
V (Y (t+ ǫ), t+ ǫ)− V (X, t+ ǫ) ≤ −λ((u(t+ ǫ),
ˆ t+ǫ
t
u(s)ds)) + C||
ˆ t+ǫ
t
u(s)ds||2
Using this inequality in (2.30) yields
V (X, t)−V (X, t+ ǫ) ≤
λ
2
ˆ t+ǫ
t
||u(s)||2ds+
ˆ t+ǫ
t
F(Y (s))ds−λ((u(t+ ǫ),
ˆ t+ǫ
t
u(s)ds))+C||
ˆ t+ǫ
t
u(s)ds||2
from which we obtain
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lim inf
ǫ→0
V (X, t+ ǫ)− V (X, t)
ǫ
≥
λ
2
||u(t)||2 −F(X) (2.31)
Next we have
V (X, t+ ǫ) ≤
λ
2
ˆ T
t+ǫ
||u(s)||2ds +
ˆ T
t+ǫ
F(Y (s)−
ˆ t+ǫ
t
u(σ)dσ)ds + FT (Y (T )−
ˆ t+ǫ
t
u(σ)dσ)
therefore
V (X, t+ ǫ)− V (X, t) ≤ −
λ
2
ˆ t+ǫ
t
||u(s)||2ds−
ˆ t+ǫ
t
F(Y (s))ds+
+
ˆ T
t+ǫ
(F(Y (s)−
ˆ t+ǫ
t
u(σ)dσ) −F(Y (s)))ds+
+FT (Y (T )−
ˆ t+ǫ
t
u(σ)dσ) −FT (Y (T ))
and using assumptions on F , FT it follows that
V (X, t+ ǫ)− V (X, t) ≤ −
λ
2
ˆ t+ǫ
t
||u(s)||2ds−
ˆ t+ǫ
t
F(Y (s))ds+
−((
ˆ T
t+ǫ
DXF(Y (s))ds +DXFT (Y (T )),
ˆ t+ǫ
t
u(σ)dσ)) +
c
2
(1 + T )||
ˆ t+ǫ
t
u(σ)dσ||2
which means
V (X, t+ ǫ)− V (X, t) ≤ −
λ
2
ˆ t+ǫ
t
||u(s)||2ds−
ˆ t+ǫ
t
F(Y (s))ds+
+λ((u(t+ ǫ),
ˆ t+ǫ
t
u(σ)dσ)) +
c
2
(1 + T )||
ˆ t+ǫ
t
u(σ)dσ||2
We then obtain
lim sup
ǫ→0
V (X, t+ ǫ)− V (X, t)
ǫ
≤
λ
2
||u(t)||2 −F(X) (2.32)
and comparing with (2.31) we obtain immediately that V (X, t) is differentiable in t and the derivative is
given by
∂V
∂t
(X, t) =
λ
2
||u(t)||2 −F(X) (2.33)
Recalling (2.29) we see immediately that V (X, t) is solution of the HJB equation (2.11). The 2nd estimate
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(2.9) is an immediate consequence of the equation and the estimate on ||DXV (X, t)||. We next turn to check
the addtional estimates (2.10). We have
DXV (X1, t1)−DXV (X2, t2) = ZX1t1(t1)− ZX2t2(t2)
We assume t1 < t2 then we can write
ZX1t1(t1)− ZX2t2(t2) =
ˆ t2
t1
(DXF(YX1t1(s))−DXF(YX2t2(s)))ds+
+DXFT (YX1t1(T ))−DXFT (YX2t2(T )) (2.34)
Using previously used majorations, we can check
||ZX1t1(t1)− ZX2t2(t2)|| ≤
λc(T + 1)
λ− cT (T + 1)
(
||X1 −X2||+ |t2 − t1|(1 + T )c
1 + max(||X1||, ||X2||)
λ− cT (T + 1)
)
(2.35)
and the first estimate (2.10) follows immediately. The 2nd estimate (2.10) is a direct consequence of the
HJB equation and of the first estimate (2.10). So the value function has the regularity indicated in the
statement and satisfies the HJB equation. Let us show that such a solution is necessarily unique. This is a
consequence of the verification property. Indeed consider any control v(.) ∈ L2(t, T ;H) and the state X(s)
solution of (2.5). Let V (x, t) be a solution of the HJB equation which is C1 and satisifies (2.9), (2.10). Then
the function V (X(s), s) is differentiable and
d
ds
V (X(s), s) =
∂V
∂s
(X(s), s) + ((DXV (X(s), s), v(s))) =
=−F(X(s)) +
1
2λ
||DXV (X(s), s)||2 + ((DXV (X(s), s), v(s)))
≥−F(X(s)) −
λ
2
||v(s)||2
from which we get immediately by inegration V (X, t) ≤ JXt(v(.)). Now if we consider the equation
dXˆ(s)
ds
= −
1
λ
DXV (Xˆ(s), s), Xˆ(t) = X (2.36)
it has a unique solution, since DXV (X, s) is uniformly Lipschitz in X. If we set vˆ(s) = −
1
λ
DXV (Xˆ(s), s),
we see easily that V (X, t) = JXt(vˆ(.)). So V (X, t) coincides with the value function, and thus we have only
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one possible solution. This completes the proof of the theorem. 
3 THE MASTER EQUATION
3.1 FURTHER REGULARITY ASSUMPTIONS.
We now assume that
F , FT are C2 (3.1)
The operators D2XF(X),D
2
XFT (X) belong to L(H;H). According to the assumptions (2.1) we can assert
that
||D2XF(X)||, ||D
2
XFT (X)|| ≤ c (3.2)
where the norm of the operators is the norm of L(H;H). Recalling the equation (2.19) for Y (s), we differ-
entiate formally with respect to X to obtain
DXY (s) = I −
s− t
λ
D2XFT (Y (T ))DXY (T ) (3.3)
−
1
λ
ˆ T
t
D2XF(Y (σ))DXY (σ)(s ∧ σ − t)dσ
so, DXY (.) appears as the solution of a linear equation, and we see easily that it has one and only one
solution verifying
sup
t≤s≤T
||DXY (s)|| ≤
λ
λ− cT (T + 1)
(3.4)
It is then easy to check that DXY (s) is indeed the gradient of YXt(s) with respect to X, and the estimate
(3.4) is coherent with (2.10). Since DXV (X, t) = Z(t) = ZXt(t) with
Z(t) =
ˆ T
t
DXF(Y (s))ds +DXFT (Y (T ))
we can differentiate to obtain
D2XV (X, t) =
ˆ T
t
D2XF(Y (s))DXY (s)ds +D
2
XFT (Y (T ))DXY (T ) (3.5)
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and
||D2XV (X, t)|| ≤
λc(T + 1)
λ− cT (T + 1)
(3.6)
which is coherent with (2.24).
3.2 MASTER EQUATION
We obtain the Master equation, by simply differentiating the HJB equation (2.11) with respect to X. We
set U(X, t) = DXV (X, t). We know from (2.21) that
||U(X, t)|| ≤
λ(1 + T )c(1 + ||X||)
λ− cT (T + 1)
(3.7)
The function U(X, t) mapsH×(0, T ) intoH. From (3.6) we see that it is differentiable inX, withDXU(X, t) :
H× (0, T )→ L(H;H) and
||DXU(X, t)|| ≤
λc(1 + T )
λ− cT (T + 1)
(3.8)
From the HJB equation we see that U(X, t) is differentiable in t and satisfies the equation
∂U
∂t
−
1
λ
DXU(X, t)U(X, t) +DXF(X) = 0 (3.9)
U(X,T ) = DXFT (X)
We have the
Proposition 2. We make the assumptions of Theorem1 and (3.1). Then equation (3.9) has one and only
one solution satisfying the estimates (3.7), (3.8).
Proof. We have only to prove uniqueness. Noting that
DXU(X, t)U(X, t) =
1
2
DX ||U(X, t)||2
we see immediately from the equation that U(X, t) is a gradient. So U(X, t) = DX V˜ (X, t). Therefore (3.9)
reads
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DX(
∂V˜
∂t
−
1
2λ
||DX V˜ ||
2 + F(X)) = 0
DX V˜ (X,T ) = DXFT (X)
We thus can write
∂V˜
∂t
−
1
2λ
||DX V˜ ||
2 + F(X) = f(t)
V˜ (X,T ) = DXFT (X) + h
where f(t) is purely function of t and h is a constant. If we introduce the function ϕ(t) solution of
∂ϕ
∂t
= f(t), ϕ(T ) = h
the function V˜ (X, t) − ϕ(t) is solution of the HJB equation (2.11) and satisfies the regularity properties of
Theorem 1. From the uniqueness of the solution of the HJB equation we have V˜ (X, t)−ϕ(t) = V (X, t) the
value function, hence U(X, t) == DXV (X, t), which proves the uniqueness.
4 FUNCTIONALS ON PROBABILITY MEASURES
4.1 GENERAL COMMENTS
If we have a functional on probability measures, the idea , introduced by P.L. Lions [14], [15] is to consider
it as a functional on random variables, whose probability laws are the probability measures. Nevertheless, it
is possible to work with the space of probability measures directly, which is a metric space. The key issue is
to define the concept of gradient. For the space of probability measures, it is the Wasserstein gradient. We
shall see that, in fact, it is equivalent to the gradient in the sence of the Hilbert space of random variables.
4.2 WASSERSTEIN GRADIENT
We consider the space P2(Rn) of probability measures on Rn , with second order moments, equipped with
the Wasserstein metric W2(µ, ν),defined by
W 22 (µ, ν) = inf
γ∈Γ(µ,ν)
ˆ
Rn×Rn
|ξ − η|2γ(dξ, dη) (4.1)
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where Γ(µ, ν) denotes the set of joint probability measures on Rn×Rn such that the marginals are µ and ν
respectively. It is useful to consider a probability space Ω,A, P and random variables in H =L2(Ω,A, P ;Rn).
We then can write µ = LX and
W 22 (µ, ν) = inf
X,Y ∈ H
LX = µ
LY = ν
E|X − Y |2
When the probability law has a density with respect to Lebesgue measure, say m(x) belonging to L1(Rn)
and positive, we replace the law by its density. Note that
´
|x|2m(x)dx < +∞. We call L2m(R
n;Rn) the
space of functions f : Rn → Rn such that
´
Rn |f(x)|
2m(x)dx < +∞. We consider functionals F (µ) on
P2(Rn). If µ has a density m we write F (m). If m ∈ L2(Rn), we say that F (m) has a Gâteaux differential
at m, denoted by
∂F (m)
∂m
(x) if we have
lim
θ→0
F (m+ θµ)− F (m)
θ
=
ˆ
Rn
∂F (m)
∂m
(x)µ(x)dx, ∀µ ∈ L2(Rn) (4.2)
and
∂F (m)
∂m
(x) ∈ L2(Rn). For probability densities, we shall extend this concept as follows. We say that
∂F (m)
∂m
(x) ∈ L1m(R
n) is the functional derivative of F at m if for any sequence of probability densities mǫ
in P2(Rn) such that W2(mǫ,m)→ 0 then
∂F (m)
∂m
(.) ∈L1mǫ(R
n) and
F (mǫ)− F (m)−
´
Rn
∂F (m)
∂m
(x)(mǫ(x)−m(x))dx
W2(mǫ,m)
→ 0, as ǫ→ 0 (4.3)
The function
∂F (m)
∂m
(.) is called the functional derivative of F (m) at point m. Let us see the connection
with the concept of Wasserstein gradient on the metric space P2(Rn) . We shall simply give the definition
and the expression of the gradient. For a detailed theory, we refer to Otto [16], Ambrosio- Gigli- Savaré [1],
Benamou-Brenier [2], Brenier [6], Jordan-Kinderlehrer-Otto [11], Otto [16], Villani [17].
The first concept is that of optimal transport map, also called Brenier’s map. Given a probability
ν ∈ P2(Rn),the Monge problem
inf
{T (.)| T (.)m=ν}
ˆ
Rn
|x− T (x)|2m(x)dx
has a unique solution which is a gradient T (x) = DΦ(x). The notation T (.)m = ν means that ν is the image
of the probability whose density is m. The optimal solution is the Brenier’s map. It is noted T νm. We do not
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necessarily assume that ν has a density. The following property holds
W 22 (m, ν) =
ˆ
Rn
|x−DΦ(x)|2m(x)dx (4.4)
This motivates the definition of tangent space T (m) of the metric space P2(Rn) at point m as
T (m) = {DΦ|Φ ∈ C∞c (Rn)}
We next consider curves on P2(Rn), defined by densities m(t) ≡ m(t)(x) = m(x, t). The evolution of m(t) is
defined by a velocity vector field v(t) ≡ v(t)(x) = v(x, t) if m(x, t) is the solution of the continuity equation
∂m
∂t
+ div (v(x, t)m(x, t)) = 0 (4.5)
m(x, 0) = m(x)
We can interpret this equation in the sense of distributions, and it is sufficient to assume that
´ T
0
´
Rn |v(x, t)|
2m(x, t)dxdt
+∞, ∀T < +∞. This evolution model has a broad sprectrum and turns out to be equivalent to the property
that m(t) is absolutely continuous in the sense
W2(m(s),m(t)) ≤
ˆ t
s
ρ(σ)dσ, ∀s < t
with ρ(.) locally L2. Now, for a given absolutely continuous curve m(t), the corresponding velocity field is
not necessarily unique. We can define the velocity field with minimum norm, i.e. vˆ(x, t) solution of
inf
{ˆ T
0
ˆ
Rn
|v(x, t)|2m(x, t)dxdt
∣∣∣∣ ∂m∂t + div (v(x, t)m(x, t)) = 0
}
(4.6)
The Euler equation for this minimization problem is
ˆ T
0
ˆ
Rn
vˆ(x, t).v(x, t)m(x, t)dt = 0, ∀v(x, t)|div (v(x, t)m(x, t)) = 0 a.e.
which implies immediately that vˆ(t) ∈ T (m(t)) a.e. t. Consequently, to a given absolutely continuous curve
m(t) we can associate a unique velocity field vˆ(t) in the tangent space T (m(t)) a.e. t. It is called the tangent
vector field to the curve m(t). It can be expressed by the following formula
vˆ(x, t) = lim
ǫ→0
T
m(t+ǫ)
m(t) (x)− x
ǫ
(4.7)
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the limit being understood in L2m(t)(R
n;Rn). The function Tm(t+ǫ)m(t) (x) is uniquely defined. Since by (4.3) ,
||T
m(t+ǫ)
m(t) (x)− x||L2
m(t)
=W2(m(t),m(t + ǫ)), we see that. for any absolutely continuous curve
W2(m(t),m(t + ǫ)) ≤ C(t)ǫ (4.8)
In the definition of the functional derivative, see (4.3) we can write
F (mǫ)− F (m)−
´
Rn
∂F (m)
∂m
(x)(mǫ(x)−m(x))dx
ǫ
→ 0, as ǫ→ 0 (4.9)
provided the sequence mǫ is absolutely continuous.
Suppose that we consider the curve corrresponding to a gradient DΦ(x) where Φ(x) is smooth with
compact support, i.e the curve m(t) is defined by
∂m
∂t
+ div (DΦ(x)m(x, t)) = 0 (4.10)
m(x, 0) = m(x)
Since it is a gradient, DΦ(x) has minimal norm and we can claim from (4.7) that
DΦ(x) = lim
ǫ→0
T
m(ǫ)
m (x)− x
ǫ
in L2m(R
n;Rn) (4.11)
We consider now a functional F (m) on P2(Rn), and limit ourselves to densities. We say that F (m) is
differentiable at m if there exists a function Γ(x,m) belonging to the tangent space T (m) with the property
F (m(ǫ)) − F (m)−
´
Rn Γ(x,m).(T
m(ǫ)
m (x)− x)m(x)dx
W2(m,m(ǫ))
→ 0, as ǫ→ 0 (4.12)
We recall that , see ( 4.4)W2(m,m(ǫ)) = ||T
m(ǫ)
m (x)−x||L2m . The function Γ(x,m) is called the Wasserstein
gradient and denoted ∇Fm(m)(x). If we apply this property to the map m(t) defined by (4.10), this is
equivalent to
F (m(ǫ)) − F (m)
ǫ
→
ˆ
Rn
Γ(x,m).DΦ(x)m(x)dx
From the continuity equation (4.10), using the regularity of Φ, we can state that
m(x, ǫ)−m(x)
ǫ
→ −div (DΦ(x)m(x)), as ǫ→ 0, in the sense of distributions
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If F (m) has a functional derivative we obtain
F (m(ǫ))− F (m)
ǫ
→ −
ˆ
Rn
∂F (m)
∂m
(x)div (DΦ(x)m(x))dx
Therefore we obtain
ˆ
Rn
Γ(x,m).DΦ(x)m(x)dx = −
ˆ
Rn
∂F (m)
∂m
(x)div (DΦ(x)m(x))dx
=
ˆ
Rn
D
∂F (m)
∂m
(x).DΦ(x)m(x)dx
If we assume that D ∂F (m)∂m (x) ∈ L
2
m(R
n;Rn), we can replace DΦ(x) by any element of T (m). Since Γ(x,m)
and D ∂F (m)∂m (x) belong to T (m), it follows that
∇Fm(m)(x) = D
∂F (m)
∂m
(x) (4.13)
So the Wasserstein gradient is simply the gradient of the functional derivative.
Remark 3. The concept of functional derivative, defined in (4.3) uses a sequence of probability densities
mǫ → m, so it is not equivalent to the concept of Gâteaux differential in the space L2(Rn), which requires
to remove the assumptions of positivity and
´
Rn m(x)dx = 1. We will develop the differences in examples in
which explicit formulas are available, see section 8.
4.3 GRADIENT IN THE HILBERT SPACE H.
The functional F (m) can now be written as a functional F(X) on H , with m = LX . We assume that
random variables with densities form a dense subspace of H. Consider a random variable Y ∈ H and let
π(x, y) be the joint probability density on Rn × Rn of the pair (X,Y ). So m(x) =
´
Rn π(x, y)dy. Consider
then the random variable X + tY. Its probability density is given by
m(x, t) =
ˆ
Rn
π(x− ty, y)dy
and it sastisfies the continuity equation
∂m
∂t
= −div (
ˆ
Rn
π(x− ty, y)ydy)
We have F(X + tY ) = F (m(t)). Next
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lim
t→0
F(X + tY )−F(X)
t
= ((DXF(X), Y ))
and
lim
t→
F (m(t))− F (m)
t
= −
ˆ
Rn
∂F (m)
∂m
(x)div (
ˆ
Rn
π(x, y)ydy)dx
=
ˆ
Rn
D
∂F (m)
∂m
(x).(
ˆ
Rn
π(x, y)ydy)dx
= ((D
∂F (m)
∂m
(X), Y ))
Thus necessarily
D
∂F (m)
∂m
(X) = ∇Fm(m)(X) = DXF(X) (4.14)
So, the gradient in H reduces to the Wasserstein gradient, in which the argument is replaced with the
random variable. In the sequel, we will use the gradient in H.
5 MEAN FIELD TYPE CONTROL PROBLEM
5.1 PRELIMINARIES
Consider a function f(x,m) defined on Rn × P2(Rn). As usual we consider only m which are densities of
probability measures, and use also the notation f(x,LX). We then define F(X) = Ef(X,LX). This implies
F(X) = Φ(m) =
ˆ
Rn
f(x,m)m(x)dx (5.1)
We next consider the functional derivative
∂Φ(m)
∂m
(x) = F (x,m) = f(x,m) +
ˆ
Rn
∂f
∂m
(ξ,m)(x)m(ξ)dξ (5.2)
and we have
DXF(X) = DxF (X,LX) (5.3)
We make the assumptions
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|DxF (x,m)| ≤
c
2
(1 + |x|+ (
ˆ
|ξ|2m(ξ)dξ)
1
2 ) (5.4)
|DxF (x1,m1)−DxF (x2,m2)| ≤
c
2
(|x1 − x2|+W2(m1,m2)) (5.5)
which implies immediately the properties (2.1), (2.2).
5.2 EXAMPLES
We consider first quadratic functionals. We use the notation x¯ =
´
Rn xm(x)dx. We then consider
f(x,m) =
1
2
(x− Sx¯)∗Q¯(x− Sx¯) +
1
2
x∗Qx (5.6)
then assuming that
´
Rn m(x)dx = 1, i.e. m is a probability density we have
F (x,m) =
1
2
x∗(Q+ Q¯)x+
1
2
x¯∗S∗Q¯Sx¯− x¯∗(Q¯S + S∗Q¯− S∗Q¯S)x (5.7)
DxF (x,m) = (Q+ Q¯)x− (Q¯S + S∗Q¯− S∗Q¯S)x¯ (5.8)
We see easily that assumptions (5.4),(5.5) are satisfied.
We can give an additonal example
f(x,m) =
1
2
ˆ
Rn
K(x, ξ)m(ξ)dξ (5.9)
with K(x, ξ) = K(ξ, x) and
|K(x1, ξ1)−K(x2, ξ2)| ≤ C(1 + |x1|+ |x2|+ |ξ1|+ |ξ2|)(|x1 − x2|+ |ξ1 − ξ2|) (5.10)
|DxK(x1, ξ1)−DxK(x2, ξ2)| ≤
c
2
(|x1 − x2|+ |ξ1 − ξ2|) (5.11)
|DxK(0, 0)| ≤
c
2
We have
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∂f
∂m
(ξ,m)(x) =
1
2
K(ξ, x) =
1
2
K(x, ξ)
hence
´
Rn
∂f
∂m(ξ,m)(x)m(ξ)dξ = f(x,m) which implies
F (x,m) = 2f(x,m) =
ˆ
Rn
K(x, ξ)m(ξ)dξ (5.12)
We thus have
|DxF (x,m)|| ≤
ˆ
Rn
|DxK(x, ξ)|m(ξ)dξ ≤
≤
c
2
(1 + |x|+
ˆ
|ξ|m(ξ)dξ) ≤
≤
c
2
(1 + |x|+ (
ˆ
|ξ|2m(ξ)dξ)
1
2 )
If we take 2 densities m1,m2, we may consider 2 random variables Ξ1,Ξ2 with the probabilities m1,m2.
Therefore
|DxF (x1,m1)−DxF (x2,m2)| ≤ |
ˆ
Dx(K(x1, ξ)−K(x2, ξ))m1(ξ)dξ||+
+|E Dx(K(x2,Ξ1)−K(x2,Ξ2))| ≤
c
2
|x1 − x2|+
c
2
√
E|Ξ1 − Ξ2|2
and since Ξ1,Ξ2 are arbitrary, with marginals m1,m2we can write (5.5). In the sequel we also consider a
functional h(x,m) with exactly the same properties as f and write
FT (x,m) = h(x,m) +
ˆ
Rn
∂h
∂m
(ξ,m)(x)m(ξ)dξ (5.13)
FT (X) =
ˆ
Rn
h(x,m)m(x)dx, DXFT (X) = DxFT (X,LX)
5.3 MEAN FIELD TYPE CONTROL PROBLEM
We can formulate the following mean field type control problem. Let us consider a dynamical system in Rn
22
dx
ds
= v(x(s), s) (5.14)
x(t) = ξ
where v(x, s) is a feedback to be optimized. The initial condition is a random variable with probability
density m(x).The Fokker-Planck equation of the evolution of the density is
∂m
∂s
+ div(v(x)m) = 0 (5.15)
m(x, t) = m(x)
We denote the solution by mv(.)(x, s). Similarly we call the solution of (5.14) x(s; v(.)). We then consider
the cost functional
Jm,t(v(.)) =
λ
2
ˆ T
t
ˆ
Rn
|v(x, s)|2mv(.)(x, s)dxds +
ˆ T
t
ˆ
Rn
mv(.)(x, s)f(x,mv(.)(s))dxds+ (5.16)
+
ˆ
Rn
mv(.)(x, T )h(x,mv(.)(T ))dx
which is equivalent to the expression
Jm,t(v(.)) =
λ
2
ˆ T
t
E|v(x(s; v(.)))|2ds+
ˆ T
t
Ef(x(s; v(.)),Lx(s))ds+ Eh(x(T ; v(.)),Lx(T )) (5.17)
This is a standard mean field type control problem, not a mean field game. In [3] we have associated to it
a coupled system of HJB and FP equations, see p. 18, which reads here
−
∂u
∂s
+
1
2λ
|Du|2 = F (x,m(s)) (5.18)
u(x, T ) = FT (x,m(s))
∂m
∂s
−
1
λ
div(Dum) = 0
m(x, t) = m(x)
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This system expresses a necessary condition of optimality. The function u(x, t) is not a value function, but
an adjoint variable to the optimal state, which is m(x, s). The optimal feedback is given by
vˆ(x, s) = −
1
λ
Du(x, s) (5.19)
We proceed formally, although we shall be able to give an explicit solution of this system. If vˆ(x, s) is the
optimal feedback, then the value function V (m, t) = Jm,t(vˆ(.)) is given by
V (m, t) =
1
2λ
ˆ T
t
ˆ
Rn
m(x, s)|Du(x, s)|2dxds+
ˆ T
t
ˆ
Rn
m(x, s)f(x,m(s))dxds+ (5.20)
+
ˆ
Rn
m(x, T )h(x,m(T ))dx
The value function is solution of Bellman equation, see [4], [13], written formally (it will be justified later)
∂V
∂t
−
1
2λ
ˆ
Rn
|Dξ
∂V (m, t)
∂m
(ξ)|2m(ξ)dξ +
ˆ
Rn
f(ξ,m)m(ξ)dξ = 0 (5.21)
V (m,T ) =
ˆ
Rn
h(ξ,m)m(ξ)dξ
5.4 SCALAR MASTER EQUATION
We derive the master equation, by considering the function
U(x,m, t) =
∂V (m, t)
∂m
(x)
and we note that
∂U
∂m
(x,m, t)(ξ) =
∂2V (m, t)
∂m2
(x, ξ)
therefore the function is symmetric in x, ξ which means
∂U
∂m
(x,m, t)(ξ) =
∂U
∂m
(ξ,m, t)(x)
By differentiating (5.21) in m, and using the symmetry property, we obtain the equation
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∂U
∂t
−
1
λ
ˆ
Rn
Dξ
∂U
∂m
(x,m, t)(ξ).DξU(ξ,m, t)m(ξ)dξ− (5.22)
−
1
2λ
|DxU(x,m, t)|2 + F (x,m) = 0
U(x,m, T ) = FT (x,m)
This function allows to uncouple the system of HJB-FP equations, given in (5.18). Indeed, we first solve
the FP equation, replacing u by U, i.e.
∂m
∂s
−
1
λ
div(DU m) = 0 (5.23)
m(x, t) = m(x)
then u(x, s) = U(x,m(s), s) is solution of the HJB equation (5.18), as easily checked. In particular , we
have
u(x, t) = U(x,m, t) (5.24)
5.5 VECTOR MASTER EQUATION
We next consider U(x,m, t) = DxU(x,m, t). Differentiating (5.22) we can write
∂U
∂t
−
1
λ
ˆ
Rn
Dξ
∂U
∂m
(x,m, t)(ξ)U(ξ,m, t)m(ξ)dξ −
1
λ
DxU(x,m, t)U(x,m, t) +DxF (x.m) = 0 (5.25)
U(x,m, T ) = DxFT (x.m)
6 CONTROL PROBLEM IN THE SPACE H.
6.1 FORMULATION
If we set
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F(X) = Ef(X,LX) =
ˆ
f(x,m)m(x)dx (6.1)
FT (X) = Eh(X,LX ) =
ˆ
h(x,m)m(x)dx
F (x,m) = f(x,m) +
ˆ
∂f(ξ,m)
∂m
(x)m(ξ)dξ (6.2)
FT (x,m) = h(x,m) +
ˆ
∂h(ξ,m)
∂m
(x)m(ξ)dξ
We have
DXF(X) = DxF (X,LX) (6.3)
DXFT (X) = DxFT (X,LX)
We assume that
|DxF (x1,m1)−DxF (x2,m2)| ≤
c
2
(|x1 − x2|+W2(m1,m2)) (6.4)
|DxFT (x1,m1)−DxFT (x2,m2)| ≤
c
2
(|x1 − x2|+W2(m1,m2))
|DxF (x,m)| ≤
c
2
(1 + |x|+
√ˆ
Rn
|ξ|2m(ξ)dξ) (6.5)
|DxFT (x,m)| ≤
c
2
(1 + |x|+
√ˆ
Rn
|ξ|2m(ξ)dξ)
It follows that
||DXF(X1)−DXF(X2)|| ≤ ||DxF (X1,LX1)−DxF (X2,LX1)||+
+||DxF (X2,LX1)−DxF (X2,LX2)||
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≤ c||X1 −X2||
and similar estimate for FT .Therefore the set up of section 2.1 is satisfied. We can reinterpret the problem
(5.14), (5.17) or (5.15), (5.16) as (2.5), (2.6) which has been completely solved in Theorem 1. We shall study
the solution of the abstract setting. Of course, the initial state X has probability law LX = m.
6.2 INTERPRETATION OF THE SOLUTION
The key point of the proof of Theorem 1 is the study of the system (2.16) which has one and only one
solution. We proceed formally. Consider the HJB-FP system (5.18). The initial conditions are the pair
(m, t), so we can write the solution as um,t(x, s), mm,t(x, s). We introduce the differential equation
dy
ds
= −
1
λ
Du(y(s), s) (6.6)
y(t) = x
The solution ( if it exists) can be written yxmt(s).Now let us set zxmt(s) = Dumt(yxmt(s), s). Differentiating
the HJB equation (5.18) and computing the derivative
dz
ds
we obtain
−
dz
ds
= DxF (y(s),m(s)) (6.7)
z(T ) = DxFT (y(T ),m(T ))
Now, from the definition of m(s) solution of the FP equation, we can write
m(s) = ymt(s)(.)(m) (6.8)
in which we have used the notation ymt(s)(x) = ymt(x, s) = yxmt(s) and ymt(s)(.)(m) means the image
measure of m by the map ymt(s)(.). So we can write the system (6.6), (6.7) as
d2y
ds2
=
1
λ
DxF (y(s), y(s)(.)(m)) (6.9)
y(t) = x
dy
ds
(T ) = −
1
λ
DxFT (y(T ), y(T )(.)(m))
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This is also written in integral form
y(s) = x−
s− t
λ
DxFT (y(T ), y(T )(.)(m)) (6.10)
−
1
λ
ˆ T
t
DxF (y(σ), y(σ)(.)(m))(s ∧ σ − t)dσ
Now if we take yX,LX ,t(s), then y(s)(.)(LX ) = Ly(s) . Writing yX,LX ,t(s) = Y (s) to emphasize that we are
dealing with a random variable, we can write (6.10) as
Y (s) = X −
s− t
λ
DxFT (Y (T ),LY (T ))− (6.11)
−
1
λ
ˆ T
t
DxF (Y (σ),LY (σ))(s ∧ σ − t)dσ
which is nothing else than (2.6) recalling the values ofDXF(X), DXFT (X), cf (6.3). We know from Theorem
1that (6.11) has one and only one solution in C0([t, T ];H) and in fact in C2([t, T ];H). This result, of course,
does not allow to go from (6.11) to (6.10), but it easy to mimic the proof. We state the result in the following
Proposition 4. We assume (6.4),(6.5) and condition (2.8). For given m, t there exists one and only one
solution ymt(x, s) of (6.10) in the space C(t, T ;L2m(R
n;Rn)).
Proof. We use a fixed point argument. We define a map from C(t, T ;L2m(R
n;Rn)) to itself. Let z(x, s) a
function in C(t, T ;L2m(R
n;Rn)). We define
ζ(x, s) = x−
s− t
λ
DxFT (z(x, T ), z(T )(.)(m))−
−
1
λ
ˆ T
t
DxF (z(x, σ), z(σ)(.)(m))(s ∧ σ − t)dσ
We have
|ζ(x, s)| ≤ |x|+
T
λ
c
2
(1 + |z(x, T )| + (
ˆ
Rn
|z(ξ, T )|2m(ξ)dξ)1/2)+
+
cT
2λ
ˆ T
t
(1 + |z(x, σ)| + (
ˆ
Rn
|z(ξ, σ)|2m(ξ)dξ)1/2)dσ
hence , from norm properties
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√ˆ
Rn
|ζ(x, s)|2m(x)dx ≤
√ˆ
Rn
|x|2m(x)dx+
T
λ
c
2
(1 + 2(
ˆ
Rn
|z(ξ, T )|2m(ξ)dξ)1/2)+
+
cT
2λ
ˆ T
t
(1 + 2(
ˆ
Rn
|z(ξ, σ)|2m(ξ)dξ)1/2)dσ
and we conclude easily that ζ belongs to C(t, T ;L2m(R
n;Rn)). We set ζ = T (z). Using the assumptions and
similar estimates, one checks that T is a contraction. We prove indeed that
||T (z1)− T (z2)||C(t,T ;L2m) ≤ (1−
cT (T + 1)
λ
)||z1 − z2||C(t,T ;L2m) (6.12)

It follows immediately that the solution yxmt(s) = ymt(x, s) satisfies the estimate
||ymt(.)||C(t,T ;L2m) ≤
λ
√´
Rn |x|
2m(x)dx+ cT (T + 1)
λ− cT (T + 1)
(6.13)
Since YXt(s) = yX,LX ,t(s) we deduce the first estimate (2.21). We consider next
zxmt(s) = zmt(x, s) = DxFT (y(x, T ), y(T )(.)(m))+ (6.14)
+
ˆ T
s
DxF (y(x, σ), y(σ)(.)(m))dσ
and from the assumption (6.5) we obtain easily
||zmt(.)||C(t,T ;L2m) ≤ c(1 + T )(1 + ||ymt(.)||C(t,T ;L2m))
hence
||zmt(.)||C(t,T ;L2m) ≤ λc(1 + T )
√´
Rn |x|
2m(x)dx+ 1
λ− cT (T + 1)
(6.15)
Clearly Z(s) = ZXt(s) = zX,LX ,t(s), see (2.16), and we recover the 2nd estimate (2.21).
We can give more properies on yxmt(s). We write first
29
ymt(x1, s)− ymt(x2, s) = x1 − x2 −
s− t
λ
(DxFT (ymt(x1, T ), ymt(T )(.)(m)) −DxFT (ymt(x2, T ), ymt(T )(.)(m)))−
−
1
λ
ˆ T
t
(DxF (ymt(x1, σ), ymt(σ)(.)(m)) −DxF (ymt(x2, σ), ymt(σ)(.)(m)))(s ∧ σ − t)dσ
From (6.4) we obtain easily
sup
t<s<T
|ymt(x1, s)− ymt(x2, s) ≤
λ|x1 − x2|
λ− cT (T + 1)
(6.16)
Also
sup
t<s<T
|ymt(x, s)| ≤ λ
|x|+
Tc(1 + T )(1 +
√´
Rn |ξ|
2m(ξ)dξ)
λ− cT (T + 1)
λ− cT (T + 1)
(6.17)
A similar estimate holds for supt<s<T |zmt(x, s)|.
7 BELLMAN EQUATION AND MASTER EQUATION
7.1 THE VALUE FUNCTION
The value function of the control problem in H is given by
V (X, t) =
1
2λ
ˆ T
t
||Z(s)||2ds+
ˆ T
t
F(Y (s))ds + FT (Y (T ))
in which Y (s) =yX,LX ,t(s) and Z(s) = zX,LX ,t(s). From this representation and the definition of F and FT
we can assert that V (X, t) depends only on LX and thus can be written V (m, t) with
V (m, t) =
1
2λ
ˆ T
t
ˆ
Rn
|zxmt(s)|2m(x)dxds +
ˆ T
t
ˆ
Rn
f(yxmt(s), ymt(s)(.)(m))m(x)dxds+ (7.1)
+
ˆ
Rn
h(yxmt(T ), ymt(T )(.)(m))m(x)dx
From (6.15) we have
ˆ T
t
ˆ
Rn
|zxmt(s)|2m(x)dxds ≤
Tλ2c2(1 + T )2(1 +
´
Rn |x|
2m(x)dx)
(λ− cT (T + 1))2
and |F(Y (s))| ≤ C(1 + ||Y (s)||2), therefore
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|ˆ
Rn
f(yxmt(s), ymt(s)(.)(m))m(x)dx| ≤ C(1 +
ˆ
|yxmt(s)|2m(x)dx)
and from the estimate (6.13) we obtain
|
ˆ T
t
ˆ
Rn
f(yxmt(s), ymt(s)(.)(m))m(x)dxds| ≤ CT [1 +
λ2
´
Rn |x|
2m(x)dx+ T 2(T + 1)2
(λ− cT (T + 1))2
]
and the third term in the right hand side of (7.1) satisfies a similar estimate. We thus have obtained
|V (m, t)| ≤ C(1 +
ˆ
Rn
|x|2m(x)dx) (7.2)
which is, of course, equivalent to the 1st estimate (2.9).
We turn now to U(x,m, t) =
∂V (m, t)
∂m
(x). We have seen formally in (5.24) that U(x,m, t) = u(x, t) =
umt(x, t). We need to prove it. We begin by giving a solution to the system HJB-FP equations (5.18). We
have the
Lemma 5. We make the assumptions of Proposition 4. We can give an explicit formula to the system
(5.18). We have
umt(x, t) =
1
2λ
ˆ T
t
|zxmt(s)|2ds+
ˆ T
t
F (yxmt(s), ymt(s)(.)(m))ds+ (7.3)
+ FT (yxmt(T ), ymt(T )(.)(m))
and mmt(s) = ymt(s)(.)(m).
Proof. Indeed, if we look at F (x,m(s)) and FT (x,m(T )) in which m(.) is frozen, the HJB equation appears
as a standard one for a deterministic control problem. This problem is simply
dx
ds
= v(s)
x(t) = x
Jxt(v(.)) =
λ
2
ˆ T
t
|v(s)|2ds+
ˆ T
t
F (x(s),m(s))ds + FT (x(T ),m(T ))
in which the function m(s) is frozen, but not arbitrary. It is the function solution of the FP equation, in
the system (5.18) If we write the necessary conditions of optimality, one checks easily that in view of the
specific value of m(s),the optimal state is yxmt(s) and the optimal control is −
1
λ
zxmt(s). In plugging these
values in the cost function, we obtain formula (7.3). 
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We may assume that
|F (x,m)|, |FT (x,m)| ≤ C(1 + |x|2 +
ˆ
|ξ|2m(ξ)dξ) (7.4)
We shall also assume that
|
∂F (x,m)
∂m
(ξ)|, |
∂FT (x,m)
∂m
(ξ)| ≤ C(1 + |x|2 + |ξ|2 +
ˆ
|η|2m(η)dη) (7.5)
|DxDξ
∂F (x,m)
∂m
(ξ)| ≤ C (7.6)
We also make an assumption which simplifies proofs, but which can be overcome, with technical difficulties.
ˆ
Rn
(F (x,m1)− F (x,m2)(m1(x)−m2(x))dx ≥ 0 (7.7)
ˆ
Rn
(FT (x,m1)− FT (x,m2)(m1(x)−m2(x))dx ≥ 0
This assumption allows to obtain the following interesting in itself result
Proposition 6. We assume (7.7). Then considering the system of HJB-FP equations (5.18) with initial
conditions m1(x) and m2(x) and calling u1(x, s),m1(x, s), respectively u2(x, s),m2(x, s) the solutions, we
have the property
ˆ
Rn
(u1(x, t)− u2(x, t))(m1(x)−m2(x))dx ≥ 0 (7.8)
Proof. From the system HJB-FP we can write
−
∂
∂s
(u1 − u2) +
1
2λ
|Du1|
2 −
1
2λ
|Du2|
2 = F (x,m1(s))− F (x,m2(s))
u1(x, T )− u2(x, T ) = FT (x,m1(T ))− FT (x,m2(T ))
∂
∂s
(m1 −m2) =
1
λ
div(Du1m1 −Du2m2)
m1(x, t)−m2(x, t) = m1(x)−m2(x)
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then a simple calculation shows that
d
ds
ˆ
Rn
(u1(x, s)− u2(x, s))(m1(x, s)−m2(x, s))dx = −
ˆ
Rn
(F (x,m1(s))− F (x,m2(s)))(m1(x, s)−m2(x, s))dx
−
1
2λ
ˆ
Rn
(m1(x, s) +m2(x, s))|Du1(x, s)−Du2(x, s)|2dx
and the result follows immediately, recalling that m1,m2 are positive and using the assumption (7.7). 
We now state the
Proposition 7. We make the assumptions of Proposition 4 and (7.4), (7.5), (7.6), (7.7). We then have
U(x,m, t) =
∂V
∂m
(m, t)(x) = umt(x, t) (7.9)
Moreover, we have the estimate
|U(x,m, t)| ≤ C(1 + |x|2 +
ˆ
Rn
|ξ|2m(ξ)dξ) (7.10)
Proof. We recall the definition of the value function V (m, t), see section 5.3, and formulas (5.20) and (7.3).
Let m1(x) be some probability density and the functions u1(x, s) = um1t(x, s), m1(x, s) = mm1t(x, s)
solutions of the system HJB-FP (5.18). The feedback vˆ1(x, s) = −
1
λ
Du1(x, s) is optimal for the control
problem (5.14), (5.15), (5.16). The corresponding optimal trajectory, starting from a deterministic value x
is yxm1t(s). The probability density mvˆ1(x, s) corresponding to the feedback vˆ1(x, s) is the image of m1 by
the map x→ yxm1t(s), so we can write
m1(s) = mvˆ1(s) = ym1t(s)(.)(m1)
We now consider another initial probability density m2(x) and the same feedback vˆ1. Namely we compute
Jm2t(vˆ1(.)). The probability density at time s, with initial condition at time t equal to m2 and feedback vˆ1
is ym1t(s)(.)(m2) denoted m12(s) = m12(x, s). It is solution of the FP equation
∂m12
∂s
−
1
λ
div(Du1(x)m12) = 0
m12(x, t) = m2(x)
We can then write
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Jm2t(vˆ1(.)) =
1
2λ
ˆ T
t
ˆ
Rn
|Du1(x, s)|2m12(x, s)dxds +
ˆ T
t
ˆ
Rn
m12(x, s)f(x,m12(s))dxds+
+
ˆ
Rn
m12(x, T )h(x,m12(T ))dx
Therefore we have the inequality
V (m2, t)− V (m1, t) ≤ Jm2t(vˆ1(.))− Jm1t(vˆ1(.)) (7.11)
=
1
2λ
ˆ T
t
ˆ
Rn
|Du1(x, s)|2(m12(x, s)−m1(x, s))dxds+
+
ˆ T
t
ˆ
Rn
(m12(x, s)f(x,m12(s))−m1(x, s)f(x,m1(s)))dxds+
+
ˆ
Rn
(m12(x, T )h(x,m12(T ))−m1(x, T )h(x,m1(T )))dx
We note that
∂(m12 −m1)
∂s
−
1
λ
div(Du1(x)(m12 −m1)) = 0
m12(x, t)−m1(x, t) = m2(x)−m1(x)
−
∂
∂s
u1 +
1
2λ
|Du1|
2 = F (x,m1(s))
u1(x, T ) = FT (x,m1(T ))
hence, as easily seen
ˆ
Rn
u1(x, t)(m2(x)−m1(x))dx =
1
2λ
ˆ T
t
ˆ
Rn
|Du1(x, s)|2(m12(x, s)−m1(x, s))dxds+
+
ˆ T
t
ˆ
Rn
F (x,m1(s))(m12(x, s)−m1(x, s))dxds +
ˆ
Rn
FT (x,m1(T ))(m12(x, T )−m1(x, T ))dx
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Combining with (7.11) we can write
V (m2, t)− V (m1, t) ≤
ˆ
Rn
u1(x, t)(m2(x)−m1(x))dx+
+
ˆ T
t
ˆ
Rn
[m12(x, s)f(x,m12(s))−m1(x, s)f(x,m1(s))− F (x,m1(s))(m12(x, s)−m1(x, s))]dxds+
ˆ
Rn
[m12(x, T )h(x,m12(T ))−m1(x, T )f(x,m1(s))− FT (x,m1(T ))(m12(x, T )−m1(x, T ))]dx
Recalling that F (x,m) is the functional derivative of
´
Rn f(x,m)m(x)dx, we can write the above inequality
as follows
V (m2, t)− V (m1, t) ≤
ˆ
Rn
u1(x, t)(m2(x)−m1(x))dx+ (7.12)
+
ˆ T
t
ˆ
Rn
ˆ
Rn
ˆ 1
0
ˆ 1
0
θ
∂F
∂m
(x,m1(s)+θµ(m12(s)−m1(s))(ξ)(m12(x, s)−m1(x, s))(m12(ξ, s)−m1(ξ, s))dxdξdsdθdµ+
+
ˆ
Rn
ˆ
Rn
ˆ 1
0
ˆ 1
0
θ
∂F
∂m
(x,m1(T )+θµ(m12(T )−m1(T ))(ξ)(m12(x, T )−m1(x, T ))(m12(ξ, T )−m1(ξ, T ))dxdξdθdµ
Recalling that m12(s) = ym1t(s)(.)(m2) and m1(s) = ym1t(s)(.)(m1), we can write for a test function ϕ(x, ξ)
ˆ
Rn
ˆ
Rn
ϕ(x, ξ)(m12(x, s)−m1(x, s))(m12(ξ, s)−m1(ξ, s))dxdξ =
ˆ
Rn
ˆ
Rn
ϕ(yxm1t(s), yξm1t(s))(m2(x)−m1(x))(m2(ξ)−m1(ξ))dxdξ
We introduce a pair of random variables X1,X2whose marginals are m1,m2.We then introduce an inde-
pendent copy Y1, Y2. It is easy to convince oneself that we have the relation
ˆ
Rn
ˆ
Rn
ϕ(yxm1t(s), yξm1t(s))(m2(x)−m1(x))(m2(ξ)−m1(ξ))dxdξ =
ˆ 1
0
ˆ 1
0
EDξDxϕ(yX1m1t(s) + θ(yX2m1t(s)− yX1m1t(s)), yY1m1t(s) + µ(yY2m1t(s)− yY1m1t(s)))
(yX2m1t(s)− yX1m1t(s))(yY2m1t(s)− yY1m1t(s))dθdµ
If we have ||DξDxϕ(x, ξ)|| ≤ C,then we get
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|ˆ
Rn
ˆ
Rn
ϕ(yxm1t(s), yξm1t(s))(m2(x)−m1(x))(m2(ξ)−m1(ξ))dxdξ| ≤ |
CE|yX2m1t(s)− yX1m1t(s)||yY2m1t(s)− yY1m1t(s)
and from the independence property
≤ C(E|yX2m1t(s)− yX1m1t(s)|)
2 ≤ CE|yX2m1t(s)− yX1m1t(s)|
2
Using property (6.16) we obtain also
|
ˆ
Rn
ˆ
Rn
ϕ(yxm1t(s), yξm1t(s))(m2(x)−m1(x))(m2(ξ)−m1(ξ))dxdξ| ≤ CE|X2 −X1|
2
and sinceX1,X2 have an arbitrary correlation, this implies also
|
ˆ
Rn
ˆ
Rn
ϕ(yxm1t(s), yξm1t(s))(m2(x)−m1(x))(m2(ξ)−m1(ξ))dxdξ| ≤ CW
2
2 (m1,m2)
We may apply this result with ϕ(x,ξ) = ∂F∂m(x,m1(s) + θµ(m12(s)−m1(s))(ξ). Thanks to assumption (7.6)
the same result carries over. Therefore we conclude easily the estimate
V (m2, t)− V (m1, t) ≤
ˆ
Rn
u1(x, t)(m2(x)−m1(x))dx+ CW 22 (m1,m2) (7.13)
Interchanging the role of m1,m2, we have also
V (m1, t)− V (m2, t) ≤
ˆ
Rn
u2(x, t)(m1(x)−m2(x))dx + CW 22 (m1,m2)
≤
ˆ
Rn
u1(x, t)(m1(x)−m2(x))dx +
ˆ
Rn
(u2(x, t)− u(x1, t)(m1(x)−m2(x))dx + CW 22 (m1,m2)
and from Proposition 6 and assumption (7.7) the 2nd integral is negative, which implies
V (m1, t)− V (m2, t) ≤
ˆ
Rn
u1(x, t)(m1(x)−m2(x))dx+ CW 22 (m1,m2)
or
V (m2, t)− V (m1, t) ≥
ˆ
Rn
u1(x, t)(m2(x)−m1(x))dx− CW 22 (m1,m2)
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and comparing with (7.13) we can assert
|V (m2, t)− V (m1, t)−
ˆ
Rn
u1(x, t)(m2(x)−m1(x))dx| ≤ CW 22 (m1,m2) (7.14)
Now we have
|umt(x, t)| ≤ C(1 + |x|2 +
ˆ
Rn
|ξ|2m(ξ)dξ (7.15)
So for any curve mǫ ∈ P2, umt(x, t) ∈ L1mǫ . From the estimate (7.14) we get immediately the result (7.9).
The proof has been completed. 
7.2 OBTAINING BELLMAN EQUATION
We have seen in section 6.2that
zxmt(s) = Dumt(yxmt(s), s)
and thus
DxU(x,m, t) = zxmt(t) (7.16)
Therefore from the estimate (6.17) we can assert that
|DxU(x,m, t)| ≤ C[1 + |x|+
√ˆ
|ξ|2m(ξ)dξ] (7.17)
In particular, we can see that DxU(x,m, t) belongs to L2m(R
n;Rn). But then, recalling the correspondance
V (X, t) = V (m, t)|m=LX ,we can write
DXV (X, t) = DxU(X,LX , t) (7.18)
and
||DXV (X, t)||2 =
ˆ
Rn
|Dx
∂V (m, t)
∂m
(x)|2m(x)dx
If we look at the Bellman equation in the Hilbert space H, see (2.11) we obtain exactly (5.21). So we can
state
Proposition 8. We make the assumptions of Proposition 7. The value function V (m, t) of the problem
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(5.14),(5.17) or equivalently (5.15),(5.16) satisfies the estimates (7.2), (7.10) (with U(x,m, t) =
∂V (m, t)
∂m
(x)
) and (7.17). It is the unique solution, satisfying these estimates, of the Bellman equation (5.21). Moreover,
we have the explicit formula (7.1) with yxmt(s) being the unique solution of (6.10) and zxmt(s) = −λ
dyxmt(s)
ds
7.3 OBTAINING THE SCALAR MASTER EQUATION
We can derive the scalar master equation from the probabilistic master equation (3.9), which we write as
follows
∂U
∂t
−
1
2λ
DX ||U(X, t)||2 +DXF(X) = 0 (7.19)
U(X,T ) = DXFT (X)
We know that U(X, t) = DxU(X,LX , t) and U(x,m, t) = umt(x, t) and Dxumt(x, t) = zxmt(t). Therefore
||U(X, t)||2 =
´
Rn |DξU(ξ,m, t)|
2m(ξ)dξ. Since this functional of m only has a derivative in the Hilbert space
H it can be written as follows
DX ||U(X, t)||2 = Dx
∂
∂m
(
ˆ
Rn
|DξU(ξ,m, t)|
2m(ξ)dξ)(X)
Recalling that DXF(X) = DxF (X,m), DXFT (X) = DxFT (X,m), we see that (7.19) can be wriiten as
follows
Dx[
∂U(X,m, t)
∂t
−
1
2λ
∂
∂m
(
ˆ
Rn
|DξU(ξ,m, t)|
2m(ξ)dξ)(X) + F (X,m)] = 0
DxU(X,m, T ) = DxFT (X,m)
This leads to
∂U(x,m, t)
∂t
−
1
2λ
∂
∂m
(
ˆ
Rn
|DξU(ξ,m, t)|
2m(ξ)dξ)(x) + F (x,m) = 0
U(x,m, T ) = FT (x,m)
which we can write as (5.22), taking account of the symmetry property
∂
∂m
U(x,m, t)(ξ) =
∂
∂m
U(ξ,m, t)(x).

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This proof is not fully rigorous. It assumes implicitly the existence of
∂
∂m
U(x,m, t)(ξ), which is the 2nd
derivative of the function V (m, t). To study it rigorously and give an implicit formula for
∂
∂m
U(x,m, t)(ξ)
, one can use the system of HJB-FP equations (5.18) and write the solution as umt(x, s),mmt(x, s) to em-
phasize the initial conditions m, t. We then consider the functional derivatives
∂umt(x, s)
∂m
(ξ),
∂mmt(x, s)
∂m
(ξ)
and differentiate formally the system of HJB-FP equations. To simplify notation, we take a test function
m˜(ξ) and consider
ˆ
Rn
∂umt(x, s)
∂m
(ξ)m˜(ξ) dξ,
ˆ
Rn
∂mmt(x, s)
∂m
(ξ)m˜(ξ) dξ
which we note u˜mt;m˜(x, s), m˜mt;m˜(x, s) and to simplify further u˜(x, s), m˜(x, s). In particular , u˜(x, t) =´ ∂
∂m
U(x,m, t)(ξ)m˜(ξ) dξ. The pair u˜(x, s), m˜(x, s) is solution of a system of linear P.D.E. as follows
−
∂u˜
∂s
+
1
λ
Du˜.Du =
ˆ
∂F
∂m
(x,m(s))(ξ)m˜(ξ, s)dξ (7.20)
u˜(x, T ) =
ˆ
∂FT
∂m
(x,m(T ))(ξ)m˜(ξ, T )dξ
∂m˜
∂s
−
1
λ
div(Du˜m+Dum˜) = 0
m˜(x, t) = m˜(x)
This system is obtained by linearization of the system (5.18). The functions u(x, s),m(x, s) are solutions of
the system (5.18). We can write also
u˜(x, s) =
ˆ T
s
ˆ
Rn
∂F
∂m
(yxmt(σ), ymt(σ)(.)(m))(ξ)m˜(ξ, σ)dξdσ+
ˆ
Rn
∂FT
∂m
(yxmt(T ), ymt(T )(.)(m))(ξ)m˜(ξ, T )dξ
(7.21)
We can then study (7.21) as a fixed point equation in the function u˜(x, s).
8 QUADRATIC CASE
8.1 ASSUMPTIONS
We consider the quadratic case, (5.6). We also take
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h(x,m) =
1
2
(x− ST x¯)∗Q¯T (x− ST x¯) +
1
2
x∗QTx (8.1)
In the space H we have
F(X) =
1
2
EX∗(Q+ Q¯)X +
1
2
EX∗(S∗Q¯S − Q¯S − S∗Q¯)EX
FT (X) =
1
2
EX∗(QT + Q¯)X +
1
2
EX∗(S∗Q¯S − Q¯S − S∗Q¯)EX (8.2)
We can write F(X) = Ef(X,LX) with
f(x,m) =
1
2
(x− Sx¯)∗Q¯(x− Sx¯) +
1
2
x∗Qx (8.3)
in which x¯ =
´
xm(x)dx, assuming the probability law of X has a density, m. So we can also write
F(X) = Φ(m) =
1
2
ˆ
Rn
x ∗ (Q+ Q¯)xm(x)dx+
1
2
ˆ
Rn
x∗m(x)dx (S∗Q¯S − Q¯S − S∗Q¯)
ˆ
Rn
xm(x)dx
=
ˆ
Rn
f(x,m)m(x)dx
If we take m ∈ L2(Rn) ∩ L1(Rn) not necessarily a probability density, then we have to introduce m1 =´
Rn m(x)dx and write
Φ(m) =
ˆ
Rn
f(x,m)m(x)dx = (8.4)
=
1
2
ˆ
Rn
x ∗ (Q+ Q¯)xm(x)dx+
1
2
x¯∗S∗Q¯Sx¯m1 −
1
2
x¯∗(Q¯S + S∗Q¯)x¯
We have noted F (x,m) =
∂Φ(m)
∂m
(x). Then as a Gâteaux differential we have
F (x,m) =
1
2
x ∗ (Q+ Q¯)x+ x¯∗(S∗Q¯S m1 − Q¯S − S∗Q¯)x+
1
2
x¯∗S∗Q¯Sx¯ (8.5)
We note that
DXF(X) = (Q+ Q¯)X + (S∗Q¯S − Q¯S − S∗Q¯)EX (8.6)
So the equality DXF(X) = DxF (X,m) is true only when m1 = 1. It is important to keep in mind that
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when we work with Gâteaux differentials, we have to make calculations with the term m1,even though that
eventually, when applied to m = probability density, we shall have m1 = 1. To understand further this
point, let us compute the 2nd derivative. We have
∂F
∂m
(x,m)(ξ) = x¯∗S∗Q¯S(x+ ξ) + ξ∗(S∗Q¯S m1 − Q¯S − S∗Q¯)x (8.7)
We see that this formula is symmetric in x, ξ as needed. Without the term m1 in (8.5) this will not be true.
We have
D2xF (x,m) = Q+ Q¯, DxDξ
∂F
∂m
(x,m)(ξ) = (S∗Q¯S m1 − Q¯S − S∗Q¯)
and , see [5]
D2XF(X)Z = D
2
xF (X,LX)Z + EY Z˜DxDy
∂F
∂m
(X,LX)(Y )Z˜ =
= (Q+ Q¯)Z + (S∗Q¯S − Q¯S − S∗Q¯)EZ
which is exactly what we obtain by differentiating (8.6) in the Hilbert space.
8.2 BELLMAN EQUATION
Bellman equation ( 5.21) writes
∂V
∂t
−
1
2λ
ˆ
Rn
|Dξ
∂V (m, t)
∂m
(ξ)|2m(ξ)dξ+ (8.8)
+
1
2
ˆ
Rn
ξ ∗ (Q+ Q¯)ξm(ξ)dξ +
1
2
x¯∗S∗Q¯Sx¯m1 −
1
2
x¯∗(Q¯S + S∗Q¯)x¯ = 0
V (m,T ) =
1
2
ˆ
Rn
ξ ∗ (QT + Q¯T )ξm(ξ)dξ +
1
2
x¯∗S∗T Q¯TST x¯m1 −
1
2
x¯∗(Q¯TST + S∗T Q¯T )x¯
The solution is
V (m, t) =
1
2
ˆ
Rn
ξ ∗ P (t)ξm(ξ)dξ +
1
2
x¯∗Σ(t;m1)x¯ (8.9)
with
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dP
dt
−
P 2
λ
+Q+ Q¯ = 0 (8.10)
P (T ) = QT + Q¯T
dΣ
dt
−
1
λ
(ΣP + PΣ)−
1
λ
Σ2m1 + S∗Q¯S m1 − (Q¯S + S∗Q¯) = 0 (8.11)
Σ(T ;m1) = S∗T Q¯TST m1 − (Q¯TST + S
∗
T Q¯T )
8.3 MASTER EQUATION
The scalar Master equation (5.22) reads
∂U
∂t
−
1
λ
ˆ
Rn
Dξ
∂U
∂m
(x,m, t)(ξ).DξU(ξ,m, t)m(ξ)dξ −
1
2λ
|DxU(x,m, t)|2 (8.12)
+
1
2
x ∗ (Q+ Q¯)x+ x¯∗(S∗Q¯S m1 − Q¯S − S∗Q¯)x+
1
2
x¯∗S∗Q¯Sx¯ = 0
U(x,m, T ) =
1
2
x ∗ (QT + Q¯T )x+ x¯∗(S∗T Q¯TST m1 − Q¯TST − S
∗
T Q¯T )x+
1
2
x¯∗S∗T Q¯TST x¯
Its solution is
U(x,m, t) =
∂V (m, t)
∂m
(x) =
1
2
x∗P (t)x+ x¯∗Σ(t;m1)x+
1
2
x¯∗
∂Σ(t;m1)
∂m1
x¯ (8.13)
We have
DxU(x,m, t) = P (t)x+Σ(t;m1)x¯ (8.14)
∂U
∂m
(x,m, t)(ξ) = x¯∗
∂Σ(t;m1)
∂m1
(x+ ξ) + ξ∗Σ(t;m1)x+
1
2
x¯∗
∂2Σ(t;m1)
∂m21
x¯
Dξ
∂U
∂m
(x,m, t)(ξ) =
∂Σ(t;m1)
∂m1
x¯+Σ(t;m1)x
We note that Γ(t;m1) =
∂Σ(t;m1)
∂m1
satisfies the equation
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dΓ
dt
−
1
λ
(Γ(P +Σm1) + (P +Σm1)Γ)−
1
λ2
Σ2 + S∗Q¯S = 0 (8.15)
Γ(T ;m1) = S∗T Q¯TST
and we check easily that the function U(x,m, t) defined by (8.13) is solution of the scalar master equation
(8.12).
We turn to the vector master equation (5.25) which reads
∂U
∂t
−
1
λ
ˆ
Rn
Dξ
∂U
∂m
(x,m, t)(ξ)U(ξ,m, t)m(ξ)dξ −
1
λ
DxU(x,m, t)U(x,m, t)+ (8.16)
+(Q+ Q¯)x+ (S∗Q¯Sm1 − Q¯S − S∗Q¯)x¯ = 0
U(x,m, T ) = (QT + Q¯T )x+ (S∗T Q¯TSTm1 − Q¯TST − S
∗
T Q¯T )x¯
whose solution is
U(x,m, t) = DxU(x,m, t) = P (t)x+Σ(t;m1)x¯ (8.17)
This statement is easily verified.
8.4 SYSTEM OF HJB-FP EQUATIONS
We now look at the system (5.18) which reads
−
∂u
∂s
+
1
2λ
|Du|2 =
1
2
x ∗ (Q+ Q¯)x+ x¯∗(s)(S∗Q¯S m1(s)− Q¯S − S∗Q¯)x+
1
2
x¯∗(s)S∗Q¯Sx¯(s) (8.18)
u(x, T ) =
1
2
x ∗ (QT + Q¯T )x+ x¯∗(T )(S∗T Q¯TST m1(T )− Q¯TST − S
∗
T Q¯T )x+
1
2
x¯∗(T )S∗T Q¯TST x¯(T )
∂m
∂s
−
1
λ
div(Dum) = 0
m(x, t) = m(x)
It is immediate to see that m1(s) = m1.The function x¯(s) represents the mean
´
Rn ξm(ξ, s)dξ.We do not
need to obtain the full probability m(x, s).The mean is sufficient. One can check the formula
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u(x, s) =
1
2
x∗P (s)x+ x∗Σ(s;m1)x¯(s) +
1
2
x¯(s)∗
∂Σ(s;m1)
∂m1
x¯(s) (8.19)
In particular u(x, t) = U(x,m, t) given by (8.13). Also u(x, s) = U(x,m(s), s). Note that x¯(s) evolves as
follows
dx¯
ds
+
1
λ
(P (s) +m1Σ(s;m1))x¯(s) = 0 (8.20)
x¯(t) = x¯
We have seen that U(x,m, t) is differentiable in m with
∂U
∂m
(x,m, t)(ξ) = x¯∗
∂Σ(t;m1)
∂m1
(x+ ξ) + ξ∗Σ(t;m1)x+
1
2
x¯∗
∂2Σ(t;m1)
∂m21
x¯
If we consider a test function m˜(ξ) and define
u˜(x, t) = u˜mt;m˜(x, t) = lim
θ→0
um+θm˜,t(x, t)− umt(x, t)
θ
we get
u˜(x, t) = x∗Σ(t;m1)˜¯x+ x¯∗
∂Σ(t;m1)
∂m1
˜¯x+ m˜1(x¯∗
∂Σ(t;m1)
∂m1
x+
1
2
x¯∗
∂2Σ(t;m1)
∂m21
x¯) (8.21)
We can also compute
u˜(x, s) = u˜mt;m˜(x, s) = lim
θ→0
um+θm˜,t(x, s)− umt(x, s)
θ
We have
u˜(x, s) = x∗(Σ(s;m1)˜¯x(s) +
∂Σ(s;m1)
∂m1
x¯(s)m˜1) + x¯∗(s)
∂Σ(s;m1)
∂m1
˜¯x(s) + m˜1
1
2
x¯∗(s)
∂2Σ(s;m1)
∂m21
x¯(s) (8.22)
in which
d˜¯x(s)
ds
+
1
λ
(P (s) +m1Σ(s;m1))˜¯x(s) +
1
λ
m˜1(Σ(s;m1) +m1
∂Σ(s;m1)
∂m1
)x¯(s) = 0 (8.23)
and where m˜1 =
´
Rn m˜(ξ)dξ. The function u˜(x, s) is the solution of the linearized equation (7.20), namely
44
−
∂u˜
∂s
+
1
λ
Du˜.(P (s)x+Σ(s;m1)x¯(s)) = x∗
(
S∗Q¯S x¯(s)m˜1 + (S∗Q¯S m1 − Q¯S − S∗Q¯)˜¯x(s)
)
+ (8.24)
+x¯(s)∗S∗Q¯S ˜¯x(s)
u˜(x, T ) = x∗
(
S∗Q¯S x¯(T )m˜1 + (S∗Q¯S m1 − Q¯S − S∗Q¯)˜¯x(T )
)
+
+x¯(T )∗S∗Q¯S ˜¯x(T )
which can be checked by direct calculation.
8.5 STATE EQUATION
We consider equation (6.10) in the quadratic case. Since we know the function umt(x, s) see (8.19) the best
is to use the fact that yxmt(s) is the solution of
dy
ds
= −
1
λ
Du(y(s), s)
y(t) = x
We get the explicit solution
yxmt(s) = exp−
1
λ
ˆ s
t
P (σ)dσ x−
1
λ
ˆ s
t
(exp−
1
λ
ˆ s
σ
P (τ)dτ Σ(σ) exp−
1
λ
ˆ σ
t
(Σ(τ) + P (τ))dτ)dσ x¯] (8.25)
8.6 FORMULATION IN THE HILBERT SPACE
We can formulate Bellman equation and the Master equation in the Hilbert space H . We have first Bellman
equation
∂V
∂t
−
1
2λ
||DXV ||
2 +
1
2
EX∗(Q+ Q¯)X +
1
2
EX∗(S∗Q¯S − Q¯S − S∗Q¯)EX = 0 (8.26)
V (X,T ) =
1
2
EX∗(QT + Q¯T )X +
1
2
EX∗(S∗T Q¯TST − Q¯TST − S
∗
T Q¯T )EX
whose solution is
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V (X, t) =
1
2
EX∗P (t)X +
1
2
EX∗Σ(t)EX (8.27)
with Σ(t) = Σ(t; 1). The Master equation reads
∂U
∂t
−
1
λ
DXU(X, t)U(X, t) + (Q+ Q¯)X + (S∗Q¯S − Q¯S − S∗Q¯)EX = 0 (8.28)
U(X,T ) = (QT + Q¯T )X + (S∗T Q¯TST − Q¯TST − S
∗
T Q¯T )EX
whose solution is U(X, t) = P (t)X + Σ(t)EX. Note that DXU(X, t)Z = P (t)Z + Σ(t)EZ . The state
equation is the solution of
dY
ds
= −
1
λ
(P (s)Y (s) + Σ(s)EY (s)) (8.29)
Y (t) = X
hence the formula
Y (s) = exp−
1
λ
ˆ s
t
P (σ)dσX− (8.30)
−
ˆ s
t
(exp−
1
λ
ˆ s
σ
P (τ)dτ Σ(σ) exp−
1
λ
ˆ σ
t
(P (τ) + Σ(τ))dτ)dσ)EX
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