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Since the full General Theory of Relativity has been unveiled to the scientific com-
munity in 1915, many solutions to the vacuum Einstein field equations have been
found and studied [1]. This paper aims at documenting exhaustively the derivation
of the shape of the patch of the sky that is left completely black by a spinning black
hole described by the Kerr solution in Boyer-Lindquist coordinates. This dark zone
in the observer’s sky is called the black hole shadow. Conserved quantities that al-
low for the analysis of particle orbits are first introduced, with the help of which
the trajectories of photons are uniquely described by two impact parameters (Spe-
cific angular momentum in the azimuthal direction -L- and dimensionless Carter’s
constant -Q◦-). We then derive the conditions on those parameters required for a
photon to be captured by the black hole. These conditions are then translated into
an equation for the black hole shadow. We conclude the paper by drawing out the
black hole shadows for an equatorial observer for two separate cases.
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I. INTRODUCTION
The Kerr solution to the Einstein Vacuum Field Equations was first introduced by Roy
Patrick Kerr in 1963 [2, 3]. This solution came after many failed attempts from notable scien-
tists (such as Lewis and Papapetrou) to crack the equations into an exact and asymptotically
flat description of spacetime outside a rotating object [4]. It was originally discovered in
Eddington-Finkelstein coordinates -named after the Eddington-Finkelstein coordinates of
the Schwarzschild metric it reduced to for the non-rotating limit-. Later simplified into the
Boyer-Lindquist coordinates in 1967, this new coordinate gave a better insight into the im-
portant surfaces of the metric, along with an easy ”conversion” of the metric to its charged
counterpart : the Kerr-Newman metric. In these coordinates, the line element of the metric
reads
ds2Kerr =
gtt︷ ︸︸ ︷
−(1− 2Mr
Σ
) dt2 −
2gtφ︷ ︸︸ ︷
4Mra sin2 θ
Σ
dtdφ+
grr︷︸︸︷
Σ
∆
dr2
+
gθθ︷︸︸︷
Σ dθ2 +
gφφ︷ ︸︸ ︷
(r2 + a2 +
2Ma2r sin2 θ
Σ
) sin2 θ dφ2.
(1)
With a ≡ J
M
, Σ ≡ r2 + a2 cos2 θ and ∆ ≡ r2 − 2Mr + a2.
Or equivalently, since ds2 = gµνdx
µdxν , expressing gµν and its inverse g
µν in matrix form
gµν =

−(1− 2Mr
Σ
) 0 0 −2Mra sin2 θ
Σ
0 Σ
∆
0 0
0 0 Σ 0
−2Mra sin2 θ
Σ
0 0 (r2 + a2 + 2Mra
2 sin2 θ
Σ
) sin2 θ
 . (2)
gµν =

− 1
∆
(r2 + a2 + 2Mra
2 sin2 θ
Σ
) 0 0 −2Mra
∆Σ
0 ∆
Σ
0 0
0 0 1
Σ
0
−2Mra
∆Σ
0 0 ∆−a
2 sin2 θ
∆Σ sin2 θ
 . (3)
It can be seen to be azimuthally symmetric - metric independent on the azimuthal angle
φ- and static - metric independent on the coordinate time t -. This solution to the vacuum
field equation is associated with the spacetime around -not inside- a rotating body of mass
∗Electronic address: ucanokonur@gmail.com
3M and angular momentum J . [5]
In the following few sections of this paper, we will study the infinite redshift surfaces, followed
by the event horizon associated with this metric.
We follow up by introducing the reader to conserved quantities for a free particle inside
this spacetime, which are used in the expression of the equations governing the trajectories
of these particles. These equations will give us some foothold onto which we shall build
the understanding that photon orbits are uniquely defined by the conserved charges defined
previously, most notably upon the azimuthal angular momentum L and the Carter’s constant
Q◦.
We notice that the parameters required by a photon to either escape or get captured by the
black hole are separated by some critical impact parameters Lc and Q◦c , represented by a
curve in the parameter space, which we draw for visualization.
We then initiate the reader with Celestial Coordinates : coordinates defined in the sky dome
of the observer. For an observer sufficiently far from the black hole, we convert the critical
parameters to the sky of the observer, such that we get an equation of the outlines of the
shadow of this black hole.
We finally finish things off by considering an equatorial observer looking at the black hole,
and draw the outlines of the dark region of its sky for both slowly rotating black holes
(α 1) and extremal black holes. (α ≈ 1)
The main objective of this paper has been to create an understandable and comprehensive
derivation of the process of finding a black hole shadow associated with a rotating black
hole.
II. INFINITE REDSHIFT SURFACE
Let us investigate the redshift of a photon propagating radially out of this black hole.
pµ = (ω, ~p, 0, 0) p′µ = (ω′, ~p, 0, 0)
r
r′
Figure 1: Free photon propagating radially outwards. The photon at r is propagated to r′. Since
no external forces are present, ~p is untouched.
Knowing that for an affinely parametrized photon momentum, we have pµpµ = 0 [6].
pµpµ = 0,
−(1− 2Mr
Σ
)ω2 +
Σ
∆
~p 2 = 0.
p′µp′µ = 0,
−(1− 2Mr
′
Σ′
)ω′2 +
Σ′
∆′
~p 2 = 0.
(4)
4For a free particle, the spatial component of the momentum ~p does not change under trans-
lation. Using this, we equate the ~p 2 terms, getting a relation between the frequencies at
these different points
∆
Σ
(1− 2Mr
Σ
)ω2 =
∆′
Σ′
(1− 2Mr
′
Σ′
)ω′2. (5)
In other words, for a photon released on the surface I on which gtt|I = 0, the redshift further
away becomes so large that the signal is infinitely redshifted (ω′ = 0). This surface is called
the infinite redshift surface, the equation of which can be found;
gtt|I = −(1− 2Mr
Σ
) =
−r2 − a2 cos2 θ + 2Mr
Σ
= 0. (6)
The denominator is never singular, so this equation for the surface is well defined everywhere.
Solving the second degree polynomial in the numerator, we get the inner and outer infinite
redshift surfaces rrs for the black hole
rrs = M ±
√
M2 − a2 cos2 θ. (7)
α = 0 α = 0.33
α = 0.67 α = 1
Figure 2: Inner (red) and outer (green) infinite redshift surfaces drawn for various spin parameter
α = aM of the black hole
5It is tempting to surmise that this surface is the event horizon of the black hole -the point
after which nothing can return-. After all, light gets infinitely redshifted, so does that not
mean that it cannot escape the black hole after that point ? To get further insight into this
surface’s properties, let us denote it’s normal nµ = ∂µ(r − rir). Writing explicitly all of its
components to find its norm :
nµ = (0, 1,± a
2 sin θ cos θ√
M2 − a2 cos2 θ , 0).
nµn
µ|I = grr + gθθ a
4 sin2 θ cos2 θ
M2 − a2 cos2 θ =
∆
Σ
+
a4 sin2 θ cos2 θ
Σ(M2 − a2 cos2 θ)
=
(M2 − a2 cos2 θ)
=a2 sin2 θ︷ ︸︸ ︷
(r2 − 2Mr + a2) +a4 sin2 θ cos2 θ
Σ(M2 − a2 cos2 θ)
=
M2a2 sin2 θ
Σ(M2 − a2 cos2 θ) .
(8)
So for a < M , it is always true that both of these surfaces have spacelike normal vectors.
This implies the surfaces themselves are merely timelike -very much roamable by causal
creatures such as us-.
III. THE EVENT HORIZON
The critical surface ∆ = 0 seems like a good second candidate for an event horizon. The
surface’s equation in terms of the coordinates can be found as follows
∆ = r2 − 2Mr + a2 = 0.
r± = M ±
√
M2 − a2. (9)
With a normal vector nµ = ∂µ(r− r±), when expressed term by term, we can find its norm.
nµ = (0, 1, 0, 0).
nµnµ = g
rr|∆=0 = ∆
Σ
|∆=0 = 0.
(10)
This surface is indeed null, as we expect an event horizon to be.
6α = 0 α = 0.33
α = 0.67 α = 1
Figure 3: Inner (gray) and outer (black) event horizon surfaces drawn for various spin parameter
α of the black hole
Assume an observer in the equatorial plane (θ = pi
2
and θ˙ = 0) doing circular motion
(r = rc and r˙ = 0). Its four velocity can be taken as
uµ =
ηµ
(η2)
1
2
Where ηµ = (1, 0, 0, ω). (11)
This vector has different norms for different ω values :
ηµηµ = gtt + 2gtφω + gφφω
2. (12)
The roots of the above second degree polynomical are the points when the sign of the norm
of uµ changes.
ω± =
−gtφ ±
√
g2tφ − gttgφφ
gφφ
. (13)
7We should expand on the term in the square root, since that is going to determine the nature
of the roots.
g2tφ − gttgφφ =
4M2r2a2 sin4 θ
Σ2
+ (1− 2Mr
Σ
)(r2 + a2 +
2Mra2 sin2 θ
Σ
) sin2 θ
=
(


: i4M2r2a2 sin2 θ
Σ2
+ r2 + a2 +
2Mra2 sin2 θ
Σ
− 2Mr
3
Σ
− 2Mra
2
Σ 


: i
−4M
2r2a2 sin2 θ
Σ
)
sin2 θ
=
(
r2 + a2 − 2Mrr
2 + a2 − a2 sin2 θ
Σ
)
sin2 θ
=
(
r2 + a2 − 2Mr
=Σ︷ ︸︸ ︷
r2 + a2 cos2 θ
Σ︸ ︷︷ ︸
=∆
)
sin2 θ
= ∆ sin2 θ.
(14)
Since 0 ≤ sin2 θ ≤ 1 for real θ, we can classify the possible sign of the norm of uµ as follows:
1. When ∆ > 0 (outside the event horizon), the roots are distinct
ω
uµuµ
ω− ω+
+ 0 − 0 +
There are values of ω for which the motion is timelike. We conclude that particles can
be made to enter circular motion outside the event horizon. One thing to note is that
inside the infinite redshift surface, we have gtt > 0 which implies that ω− is positive
valued (ω+ is positive, too). This, in turn, implies that particles inside the ergosphere
(The region of the manifold between the event horizon and the infinite redshift surface)
can only be corotating with the black hole.
2. When ∆ = 0, the roots are equal
ω
uµuµ
ω±
+ 0 +
The motion can never be timelike for any ω±. So the only equatorially circular motion
on the event horizon can be achieved by massless particle. Please note that this
analysis doesn’t assume particles on geodesics. In this case, a free massless particle
cannot do a circular motion on top of the event horizon. Such a motion is only possible
in the presence of some external force.
3. When ∆ < 0, the roots are imaginary
8ω
uµuµ +
The motion is spacelike for all values of ω. Even with external force, there is no way
for a particle to enter circular motion inside the event horizon.
IV. EQUATIONS OF MOTION FOR AN ARBITRARY PARTICLE
One might be tempted to use the geodesic equations to find the equations of motion
generally for an arbitrary particle. Although this seems feasible at first, writing down these
equations gives us a multitude of coupled second degree non linear differential equations,
from which it is hard to derive the real physics at play [7]. To remedy this, we need a couple
of specifications about the orbiting particle; conserved charges, along with Hamilton-Jacobi
Theory.
In the coordinates (t, r, θ, φ) given above, the Killing vector field corresponding to the field
being static is Kµt = (1, 0, 0, 0) while the Killing vector field corresponding to the azimuthal
symmetry is Kµφ = (0, 0, 0, 1). Conserved charges associated with these are (See Appendix
C & D)
E = −pµKµt = −gµνpµKνt = −gtt t˙− gtφ φ˙
= (1− 2Mr
Σ
)t˙+
2Mra sin2 θ
Σ
φ˙ .
L = pµK
µ
φ = gµνp
µKνφ = gtφt˙+ gφφφ˙
= −2Mra sin
2 θ
Σ
t˙+
(
r2 + a2 +
2Mra2 sin2 θ
Σ
)
sin2 θ φ˙ .
(15)
Where the dot denotes derivative with respect to the proper time τ chosen for our desired
particle’s study. ( d
dτ
= ˙). Another thing to note here is that L is strictly the azimuthal
component of the angular momentum of the particle.
Consider the lagrangian for this particle :
L(xµ, x˙µ) = m
2
gµν x˙
µx˙ν . (16)
The conjugate canonical four-momenta can be defined as
pµ =
∂L
∂x˙µ
= mgµν x˙ν → x˙µ(pα) = 1
m
gµνpν . (17)
And the hamiltonian is defined as
H(xα, pα) = pν x˙ν(pα)− L(xµ, x˙µ(pα)) = 1
m
gµνpνpµ − m
2
gµν x˙
µ(pα)x˙
ν(pα)
= pµpµ − 1
2m
δ αν︷ ︸︸ ︷
gµνg
µα gνβpαpβ =
1
2m
pµpµ.
(18)
Consider now a transformation which preserves the first degree derivative nature of the
hamiltonian equations ∂K
∂xα
= −p˙α and ∂K
∂pα
= x˙α (Where K represent the new hamiltonian
9in this new coordinate). These are called canonical transformation [8]. The generating
function U = U(xµ, τ) defined as the function which generates the new hamiltonian K from
the old H with the following Hamilton-Jacobi equation K = H(xµ, ∂U
∂xµ
) + ∂U
∂τ
= 0. This
generating function U satisfies ∂U
∂xµ
= pµ by construction.
The conserved charges we’ve found above, coupled with our ∂U
∂xµ
= pµ andH(xµ, ∂U∂xµ )+∂U∂τ = 0
conditions gives us the first form for our generating function U(xµ, τ) (See Appendix A)
U(xµ, τ) =
m
2
τ − Et+ Lφ+ Urθ(r, θ). (19)
Where Utθ(r, θ) is some r and θ dependent function which encodes the dynamics in those
coordinates. We pick this function to be decomposable into Urθ(r, θ) = Ur(r) + Uθ(θ).
U(xµ, τ) =
m
2
τ − Et+ Lφ+ Ur(r) + Uθ(θ). (20)
Plugging the Hamiltonian equation H = 1
2m
pµpµ into the Hamilton-Jacobi equation with
pµpµ = −m2
H(xµ,
∂U
∂xµ
) +
∂U
∂τ
= 0
1
2m
gµνpνpµ +
m
2
= 0
gttptpt + 2g
tφptpφ + g
rrprpr + g
θθpθpθ + g
φφpφpφ +m
2 = 0.
(21)
For the momenta, we merely replace pt = −E and pφ = L for the cyclic coordinates, while
we write out the non-cyclic ones in terms of derivatives of Ur/θ. Further simplifications then
leads to
gttE2 − 2gtφEL+ grr
(
∂Ur(r)
∂r
)2
+ gθθ
(
∂Uθ(θ)
∂θ
)2
+ gφφL2 +m2 = 0
− 1
∆
(r2 + a2 +
2Mra2 sin2 θ
Σ
)E2 +
4Mra
∆Σ
EL+
∆
Σ
(
∂Ur(r)
∂r
)2
+
1
Σ
(
∂Uθ(θ)
∂θ
)2
+
∆− a2 sin2 θ
∆Σ sin2 θ
L2 +m2 = 0.
(22)
Simplifying the E2’s coefficient term
r2 + a2 +
2Mra2 sin2 θ
Σ
=
(r2 + a2)(r2 + a2 cos2 θ) + 2Mra2 sin2 θ
Σ
=
(r2 + a2)2 − (r2 + a2)a2 sin2 θ + 2Mra2 sin2 θ
Σ
=
(r2 + a2)2 − a2 sin2 θ
∆︷ ︸︸ ︷
(r2 + a2 − 2Mr)
Σ
=
(r2 + a2)2 − a2 sin2 θ∆
Σ
.
(23)
10
Using the fact that Σ 6= ∞, we get rid of the denominator. The Hamilton-Jacobi equation
becomes
(−(r
2 + a2)2
∆
+ a2 sin2 θ)E2 +
4Mra
∆
EL+ ∆
(
∂Ur(r)
∂r
)2
+
(
∂Uθ(θ)
∂θ
)2
+(
1
sin2 θ
− a
2
∆
)L2 + (r2 + a2 cos2 θ)m2 = 0.
(24)
This equation can be split into two separate equations with a separation constant C which
will soon be related to another quantity Q called Carter’s constant.(
∂Uθ(θ)
∂θ
)2
+ a2 sin2 θE2 +
L2
sin2 θ
+m2a2 cos2 θ =
−∆
(
∂Ur(r)
∂r
)2
+
(r2 + a2)2
∆
E2 − 4Mra
∆
EL+
a2
∆
L2 −m2r2.
(25)
Substracting a 2aEL term to both sides(
∂Uθ(θ)
∂θ
)2
+
(
a sin θE− L
sin θ
)2
+m2a2 cos2 θ = −∆
(
∂Ur(r)
∂r
)2
+
(
(r2 + a2)E − aL)2
∆
−m2r2.
(26)
Both sides of the equation are dependent on only one of two independent variables r and θ.
They are thus equal to some constant C
∆
(
∂Ur(r)
∂r
)2
−
(
(r2 + a2)E − aL)2
∆
+m2r2 = −C,(
∂Uθ(θ)
∂θ
)2
+
(
a sin θE − L
sin θ
)2
+m2a2 cos2 θ = C.
(27)
Which we can rewrite as(
∂Ur
∂r
)2
=
R(r)
∆2
with R(r) ≡ ((r2 + a2)E − aL)2 −∆(m2r2 + C),(
∂Uθ
∂θ
)2
= Θ(θ) with Θ(θ) ≡ C − (a sin θE − L
sin θ
)2 −m2a2 cos2 θ. (28)
Or replacing ∂Ur
∂r
and ∂Uθ
∂θ
with pr and pθ respectively
∂Ur
∂r
= pr =
∂L
∂r˙
=
∂
(
m
2
grrr˙r˙
)
∂r˙
=
Σ
∆
mr˙,
∂Uθ
∂θ
= pθ =
∂L
∂θ˙
=
∂
(
m
2
gθθ˙θ˙
)
∂θ˙
= Σmθ˙.
(29)
Plugging back into equation (28)
Σmr˙ = ±
√
R(r),
Σmθ˙ = ±
√
Θ(θ).
(30)
11
We can find the cyclic t and φ coordinates’ equation through
pt =
∂L
∂t˙
=
∂
(
1
2
gttt˙t˙+ gtφt˙φ˙
)
∂t˙
−E = (−1 + 2Mr
Σ
)t˙− 2Mra sin
2 θ
Σ
φ˙,
pφ =
∂L
∂φ˙
=
∂
(
gφtφ˙t˙+
1
2
gφφφ˙φ˙
)
∂φ˙
L = −2Mra sin
2 θ
Σ
t˙+ (r2 + a2 +
2Mra2 sin2 θ
Σ
) sin2 θ φ˙.
(31)
Decoupling these equations gives us the equations of motion.
Σmφ˙ = −(aE − L
sin2 θ
) +
a
∆
(E(r2 + a2)− La),
Σmt˙ = −a sin2 θ(aE − L
sin2 θ
) +
r2 + a2
∆
(E(r2 + a2)− La).
(32)
The dynamical equations can be affinely reparametrized as m d
dτ
= d
dλ
= ′ to account for
the massless cases (It is now well defined for m→ 0 [9]).
Σr′ = ±
√
R(r) with R(r) ≡ ((r2 + a2)E − aL)2 −∆(m2r2 + C),
Σθ′ = ±
√
Θ(θ) with Θ(θ) ≡ C − (a sin θE − L
sin θ
)2 −m2a2 cos2 θ,
Σφ′ = −(aE − L
sin2 θ
) +
a
∆
(E(r2 + a2)− La),
Σt′ = −a sin2 θ(aE − L
sin2 θ
) +
r2 + a2
∆
(E(r2 + a2)− La).
(33)
The sign assigned to the radial and zenithal equations depend on the direction of the motion
(Radially incoming case −√R(r) in contrast to the radially outgoing case +√R(r) or the
zenith value increasing +
√
Θ(θ) or zenith value decreasing −√Θ(θ)).
V. LIGHT’S RADIAL EQUATION AND CONSTANT RADIAL COORDINATE
ORBITS
General equations of motion for light can be written by taking the limit m→ 0. Defining
dimensionless quantities E = E
M
, L = L
EM
, Σ◦ = Σ
EM
, ∆◦ = ∆
M2
, C◦ = C
E2M2
and the new
dimensionless coordinates ρ = r
M
and T = t
M
.
Σ◦ρ′ = ±
√
R(ρ) with R(ρ) ≡ (ρ2 + α2 − αL)2 −∆◦C◦,
Σ◦θ′ = ±
√
Θ(θ) with Θ(θ) ≡ C◦ − sin2 θ(α− L
sin2 θ
)2
,
Σ◦φ′ = −(α− L
sin2 θ
) +
α
∆◦
(ρ2 + α2 − αL),
Σ◦T ′ = −α sin2 θ(α− L
sin2 θ
) +
ρ2 + α2
∆◦
(ρ2 + α2 − αL).
(34)
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We call the coordinate ρi at which ρ
′|ρ=ρi = 0 radial turning points, since that is where
the particle’s trajectory changes direction in the radial direction. We similarly define the
turning points for other coordinates (θ′|θ=θi = 0 and φ′|φ=φi = 0).
To find the nature of the possible orbits for our massless particle, we need to investigate the
roots of R = 0. Any fourth degree polynomial equation with ρ4’s coefficient taken as unity
can be factorized into its roots as follows
R = (ρ− ρ1)(ρ− ρ2)(ρ− ρ3)(ρ− ρ4) = 0
= ρ4 − (ρ1 + ρ2 + ρ3 + ρ4)ρ3 + (ρ1ρ2 + ρ1ρ3 + ρ1ρ4 + ρ2ρ3 + ρ2ρ4 + ρ3ρ4)ρ2
− (ρ1ρ2ρ3 + ρ1ρ2ρ4 + ρ1ρ3ρ4 + ρ2ρ3ρ4)ρ+ ρ1ρ2ρ3ρ4.
(35)
To estimate how many real roots this function could have outside the horizon, we look into
the case where all roots are real. We note that within our current case, R has no ρ3 term.
This implies the that the radial equation’s roots must satisfy : ρ1 + ρ2 + ρ3 + ρ4 = 0. One
of the roots, say, ρ1, has to be negative valued. To see whether we have a roots outside the
event horizon ρ+ (∆
◦|ρ=ρ+ = 0), we need to evaluate the sign of R on it.
R|ρ+ =
(
ρ2+ + α
2 − αL)2 = (2ρ+ − αL)2 ≥ 0. (36)
Knowing on top of this result that as limρ→∞R → ∞, we surmise that outside the event
horizon, we may either have two distinct real roots, two coinciding roots, or no roots at all.
You can see the illustration for the sign of R outside the event horizon for all three cases
below. A physical motion is described where this function is positive valued (so long as that
the square root remains real).
1. When there are two distinct roots outside the horizon
ρ
R
ρ+ ρ3 ρ4
+ 0 − 0 +
This case encompasses
(a) Photon leaving the horizon ρ+, propagating to the turning point ρ3, ending up
captured by the black hole.
(b) Photon coming from infinity, propagating to the turning point ρ4, ending up
propagating back to infinity.
2. When there are two coinciding roots outside the horizon
ρ
R
ρ+ ρ3/4
+ 0 +
This case encompasses
(a) Photon leaving the horizon ρ+, propagating to the turning point ρ3/4, where it
ends up in a constant ρ orbit.
13
(b) Photon coming from infinity, propagating to the turning point ρ3/4, where it ends
up in the same constant ρ orbit.
3. There are no roots outside the event horizon
ρ
R
ρ+
+
This case encompasses
(a) Photon leaving the horizon ρ+, propagating to infinity
(b) Photon coming from infinity, propagating to the horizon ρ+
One should note that the nature of the roots is completely determined by an initial selection
of the dimensionless impact parameters L and C◦ related to the massless particle’s initial
configuration. Once this is given, the particle’s radial motion will strictly be one of the above
cases. For a particle coming from infinity, the various outcome of its motion (falls into the
black hole, orbits circularly or escapes back to infinity) are distinguished by some critical
values of the dimensionless impact parameters [5]. These ideas will be further developed
while studying the shadow of a black hole.
Let us briefly investigate the stability of the constant ρ orbits (When R = 0 and dR
dr
= 0).
It’s stability can be checked by seeing how R behaves around these coordinates, which can
be argued from the Taylor series expansion of R around that point
R(ρ) =
∞∑
n=0
R(n)|ρ3/4
n!
(ρ− ρ3/4)n. (37)
from which the first two terms vanish due to our roots being coinciding turning points. For
a small perturbation ξ around our constant radius orbit ρ = ρ3/4 +ξ, our expansion becomes
R(ξ) = R
(2)|ρ3/4
2
ξ2 +O(ξ3). (38)
Where we can deduce from our second sign table that R(2)|ρ3/4 is positive valued. This
implies R(ξ) will be real valued, which allows radial perturbation to be carried out without
restrain. This behaviour makes the orbit unstable.
VI. CONSTANTS OF MOTION AND RESTRICTIONS FOR A GENERAL
MASSLESS CASE
Manipulating the general equations for a massless case back in (34), specifically defining
Carter’s constant Q ≡ C − (aE − L)2, or in dimensionless form, Q◦ ≡ C◦ − (α − L)2,
14
we simplify the behaviour of the massless trajectory in the zenithal and radial directions.
Writing out R(ρ) and Θ(θ) in terms of this new quantity,
R(ρ) = (ρ2 + α2 − αL)2 −∆◦C◦ = ρ4 + (2α(α− L)− C◦)ρ2 + 2C◦ρ− α2(C◦ − (α− L)2)
= ρ4 +
(
(α− L)(α + L)−Q◦
)
ρ2 + 2(Q◦ + (α− L)2)ρ− α2Q◦.
(39)
And
Θ(θ) = C◦ − (α sin θ − L
sin θ
)2 = C◦ − (α− L)2︸ ︷︷ ︸
≡Q◦
+(α− L)2 − (α sin θ − L
sin θ
)2
= Q◦ + α2: i−2αL+ L2 − α sin2 θ: i+2αL − L
2
sin2 θ
= Q◦ + α cos2 θ − L2 cot2 θ
= Q◦ + cos2 θ
(
α2 − L
2
sin2 θ
)
.
(40)
We can write the equation of motion as
Σ◦ρ′ = ±
√
R(ρ) with R(ρ) ≡ ρ4 +
(
α2 − L2 −Q◦
)
ρ2 + 2(Q◦ + (α− L)2)ρ− α2Q◦,
Σ◦θ′ = ±
√
Θ(θ) with Θ(θ) ≡ Q◦ + cos2 θ
(
α2 − L
2
sin2 θ
)
,
Σ◦φ′ = −(α− L
sin2 θ
) +
α
∆◦
(ρ2 + α2 − αL),
Σ◦t′ = −α sin2 θ(α− L
sin2 θ
) +
ρ2 + α2
∆◦
(ρ2 + α2 − αL).
(41)
We now focus on the zenithal equation to find restrictions on the impact parameters that
might exclude a certain photons irrelevant to our study. Substituting u = cos θ and thus
u′ = −θ′ sin θ, we get
Σ◦u′ = ±
√
Θ(u) with Θ(u) ≡ −α2u4 +
(
α2 − L2 −Q◦
)
u2 +Q◦ (42)
The motion is only possible for coordinates for which Θ(u) ≥ 0. The coordinates for which
Θ(u) = 0 are the zenithal turning points of the motion. At the extremities u = 1 and u = −1
(or θ = 0 and θ = pi), our function becomes negative : Θ(1) = Θ(−1) = −L2, meaning that
for an approaching photon, we should have at least two root 0 ≤ u2± ≤ 1 between which
there can be angles for which Θ(u) can become positive.
But of course, the nature of the roots will depend on the physical quantities α, L and Q◦
u2± =
α2 − L2 −Q◦ ±√(α2 − L2 −Q◦)2 + 4α2Q◦
2α2
(43)
Let us demonstrate how these roots change according to the sign of Q◦
(i) Q◦ > 0
The only root among u2± to be positive is the u
2
+ root. This leaves us with two final
roots for u ; −u+ and u+. The sign of Θ can be
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u
Θ
−1 −u+ u+ 1
− 0 + 0 −
Which simply corresponds to the particle going back and forth between the angles
corresponding to −u+ and u+, while passing through the equatorial plane.
(ii) Q◦ = 0
The possible roots become u2− = 0 and u
2
+ = 1 − L
2
α2
. The u2− root is always a valid
one, while the u2+ root can only be valid for L ≤ α.
For a motion with L > α, the sign of Θ goes as
u
Θ
−1 ±u− 1
− 0 −
which corresponds to a motion constrained to the equatorial plane.
While for L ≤ α, the sign of Θ goes as
u
Θ
−1 −u+ ±u− u+ 1
− 0 + 0 + 0 −
which, in turn, corresponds to a motion which can oscillate between the angles corre-
sponding to −u+ and u+, with an unstable equatorial angle motion.
(iii) Q◦ < 0
The sum of the roots can be expressed as u2−+u
2
+ =
α2−L2−Q◦
α2
, while their product gives
u2−u
2
+ =
−Q◦
α2
> 0. This implies the roots are either both positive or both negative at
the same time (none of them are zero). In order to have both of them positive valued,
we require α2 − L2 − Q◦ > 0 to strictly hold. We shall see why in our case, this is
ruled out physically.
The analysis above is valid for any general motion.
For our black hole shadow application, we want to understand the behaviour of photons
coming from very far away from the black hole (”very far” is used interchangeably with
”infinity” in this context). Which ones among these photons make it to an observer very far
away, and which ones are captured by our black hole ? This question is readily answered by
the radial equation on its own. As seen previously in Section 5, depending on the impact
parameters L and Q◦, the particle coming from infinity may encounter a turning point ρ4
before the horizon (or it may not). If it does, this means the photon will bounce back
from this point back to infinity, meaning it can reach our observer. Since the function R is
continuous in these parameters, the roots ρ3/4 will also show similar continuous behaviour
in these parameters. This indicates a smooth passage from the case of two distinct roots
outside the event horizon (Scenario 1 in Section 5) to the case of two coinciding roots
(Scenario 2 in Section 5), and from there, to the case of no roots (Scenario 3 in Section
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5) as we continuously vary the impact parameters. One can infer from this that the case
of coinciding roots -unstable constant ρ orbits- is effectively separating a captured photon
from an escaping one. We shall now inspect these critical impact parameters Lc and Q◦c in
the (L,Q◦) parameter space. We will notice that we can represent these with a parametric
curve.
To this end, we now focus on what impact parameters are required for our photon to be
entering constant ρ orbits. We require R(ρc) = dRdρ |ρ=ρc = 0 [10], where ρc denotes the
dimensonless radial coordinate at which a photon coming in with some specific parameters
L and Q◦ exhibits circular orbit. Solving the system of equations for these parameters gives
us two class of solutions in terms of the constant ρc of the orbit:
(a) La = ρ2c+α2α , Q◦a = − ρ
4
c
α2
.
(b) Lb = α(ρc+1)+ρ2c(ρc−3)α(1−ρc) , Q◦b =
ρ3c
(
4α2−ρc(ρc−3)2
)
α2(1−ρc)2 .
Among (a) class solutions, we can quickly see how Q◦a < 0 is always the case. We saw earlier
in our analysis that in order to have some valid roots u2± of the Θ function, we require
α2 − L2a −Q◦a > 0 to hold. Writing the inequality out explicitly for (a) ;
α2 − L2a −Q◦a = −2ρ2. (44)
Which is strictly negative valued for real ρ. This implies that this first class of solution
cannot describe a motion which eventually ends up in a constant ρ orbit, and so, is no use
to us.
We now turn our attention to the solution class (b). Q◦b has no immediate sign that can be
assigned to it, but let us check the sign of α2 − L2a −Q◦a > 0 to see if we can exclude some
region of Q◦b . Writing the inequality out explicitly for (b)
α2 − L2b −Q◦b =
−2ρc
(
ρc(ρ
2
c − 3) + 2α2
)
(1− ρc)2 . (45)
The sign of this function is not clear at first sight. The drawn out examples below illustrates
the sign of this quantity for any ρc.
α = 0
2.5 3.0 3.5 4.0 4.5 5.0
ρ
-20
-15
-10
-5
0
-L2 -Qo +α2 α = 0.33
2.5 3.0 3.5 4.0 4.5 5.0
ρ
-20
-15
-10
-5
0
-L2 -Qo +α2
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α = 0.67
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2 3 4 5
ρ
-20
-15
-10
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-L2 -Qo +α2
Figure 4: The value graphs of α2 −L2b −Q◦b as we scan through different ρc values for different α.
Its values are negative.
We thus surmise that this class of solutions also cannot admit Q◦ < 0 as a motion ending
up in a constant ρ orbit. The orbits of interest are thus strictly satisfying Q◦b ≥ 0, and
possess class (b) type of impact parameters only. For notation’s sake, we shall get rid of the
b subscripts and denote these critical parameters as Lc and Q◦c .
We can imagine Lc and Q◦c as parametric curves in the (L, Q◦) parameter space, defined
through ρc. As we ”scan” through values of ρc (equivalent to “scanning” for photons coming
from different polar angles in the observer’s sky), we are essentially finding the points on
the parameter space for which a constant ρ = ρc motion happens.
Escaping Photon Zone
Captured Photon Zone
-8 -6 -4 -2 2 L
10
20
30
Q
o
Figure 5: Drawn out parameter space (L, Q◦) for α = 0.9, where the curve drawn are the critical
parameters Lc andQ◦c , separating the parameters with which a photon can escape -Escaping Photon
Zone- and with which a photon is captured -Captured photon zone-. The values for which Q◦ < 0
cannot admit critical photons.
All photons with parameters inside the Captured Photon Zone are eventually captured
by the black hole. Any photon with parameters on top of the curve are eventual constant ρ
orbit photons. Photons with any other parameter finally escapes the black hole. [7]
The captured photons are evidently invisible to someone looking at the black hole. The
question motivating the next chapter is then: “What regions of the sky stays in the shadow
of this black hole for an observer looking at it from a distance ?”.
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VII. OBSERVER’S SKY AND BLACK HOLE SHADOW
Assume the space in question only contains this Kerr black hole, an observer and a source
of light. Both the observer and the source of light are taken to be very far away from the
black hole, enough so that the observer is seeing its neighborhood as flat spacetime (which is
due to this space being taken as asymptotically flat). This observer can thus pick a cartesian
space coordinate system with its origin taken at the center of the black hole, while picking
the orientation such that its positioned at ~r0 with no azimuthal components, while having
some zenithal angle θ0. Of course, around the black hole, where the space isn’t flat, this
coordinate system does not coincide with the Boyer-Lindquist coordinates introduced above.
Only at infinities does the x2 + y2 + z2 = r2 relation hold, and the spaces agree on distances
between points [7]. As far as the observer is concerned, photons arrive to it in this locally
flat spacetime, in some direction in its perceived sky. This Observer’s Sky is essentially a 2
dimensional dome, but since we are only interested in the incoming light from around the
black hole (which represents a very small solid angle of this dome), we can approximate this
part of the sky to some 2 dimensional plane, whose embedding is illustrated in the figure
below. The plane’s points can be described with some 2 dimensional cartesian coordinate
(ξ, η).
Figure 6: Illustration of the observer’s sky coordinate system as embedded into the 3-dimensional
space. Since the neighborhood of the black hole represents a very small portion of the observer’s
sky, we approximate this part of the sky as a plane.
We should note here that a point (ξ, η) in the observer’s sky (also called the celestial
plane) is embeded onto (−η cos θ0, ξ, η sin θ0) in the observer’s coordinate system.
The incoming photon’s trajectory curve in this 3 dimensional space can be expressed para-
metrically in terms of its distance to the black hole (which is monotonically increasing around
the observer) as follows
~rγ =
(
x(r), y(r), z(r)
)
. (46)
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Whose tangent vector at the observer’s position ~r0 can be expressed simply as
~vγ|~r0 =
(dx
dr
|~r0 ,
dy
dr
|~r0 ,
dz
dr
|~r0
)
. (47)
Tracing back this vector from the observer’s position to the celestial plane,
~r0 − r0~vγ|~r0 = (r0 sin θ0 − r0
dx
dr
|~r0 ,−r0
dy
dr
|~r0 , r0 cos θ0 − r0
dz
dr
|~r0). (48)
Where we have taken the negative of the tangent vector to trace the photon backwards, and
we have used r0 as a multiplier since all of the points around the black hole and on top of
this celestial plane are approximately r0 distance away from the observer.
Figure 7: Illustration of the incoming photon’s real trajectory (red), and the tracing back of the
incident photon onto the celestial plane (dashed, blue).
We can now relate the celestial coordinates ξ and η to these quantities by using the
embedding mentionned in the previous page. We simply equate each of the x, y and z
components individually :
−η cos θ0 = r0 sin θ0 − r0dx
dr
|~r0 x component,
ξ = −r0dy
dr
|~r0 y component,
η sin θ0 = r0 cos θ0 − r0dz
dr
|~r0 z component.
(49)
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Going to spherical coordinates using x = r sin θ cosφ, y = r sin θ sinφ and z = r cos θ, which
in turn implies
dx
dr
= sin θ cosφ+ r cos θ cosφ
dθ
dr
− r sin θ sinφdφ
dr
dx
dr
|~r0 = sin θ0 + r0 cos θ0
dθ
dr
|~r0 ,
dy
dr
= sin θ sinφ+ r cos θ sinφ
dθ
dr
+ r sin θ cosφ
dφ
dr
dy
dr
|~r0 = r0 sin θ0
dφ
dr
|~r0 ,
dz
dr
= cos θ − r sin θdθ
dr
dz
dr
|~r0 = cos θ0 − r0 sin θ0
dθ
dr
|~r0 .
(50)
We can now solve (49) for ξ and η
−η cos θ0 =:r0 sin θ0 −:r0 sin θ0 − r20 cos θ0
dθ
dr
|~r0
η:cos θ0 = r
2
0 
:cos θ0
dθ
dr
|~r0 Since cos θ0 6= 0 in general.
η = r20
dθ
dr
|~r0 .
(51)
It can be checked similarly that the third equation of (49) gives the same relation. The
result for the second equation is straightforward
ξ = −r20 sin θ0
dφ
dr
|~r0 . (52)
For large r0, we can approximate our
dθ
dr
|~r0 and dφdr |~r0 terms using our dynamical equations.
dθ
dρ
= ±
√√√√ Q◦ + cos2 θ(α2 − L2sin2 θ )
ρ4 +
(
α2 − L2 −Q◦
)
ρ2 + 2(Q◦ + (α− L)2)ρ− α2Q◦
dθ
dρ
|~r0 = ±
1
ρ20
√
Q◦ + cos2 θ0(α2 − L
2
sin2 θ0
)
dθ
dr
|~r0 = ±
M
r20
√
Q◦ + cos2 θ0(α2 − L
2
sin2 θ0
).
(53)
And
dφ
dρ
=
−(α− L
sin2 θ
) + α
∆◦ (ρ
2 + α2 − αL)√
ρ4 +
(
α2 − L2 −Q◦
)
ρ2 + 2(Q◦ + (α− L)2)ρ− α2Q◦
dφ
dρ
|~r0 =
1
ρ20
L
sin2 θ0
dφ
dr
|~r0 =
M
r20
L
sin2 θ0
.
(54)
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Where in both results, we have used the fact that the radial equation’s sign (the ”value” of
the ±) is taken to be positive for a radially outgoing photon, while the sign of the zenithal
equation can be both positive or negative, depending on the motion.
We can thus finally write out the explicit relations for the celestial coordinates
ξ = −r20 sin θ0
M
r20
L
sin2 θ0
= −M L
sin θ0
,
η = ±r20
M
r20
√
Q◦ + cos2 θ0(α2 − L
2
sin2 θ0
)
= ±M
√
Q◦ + cos2 θ0(α2 − L
2
sin2 θ0
).
(55)
One can check that these coordinates satisfy the following equation (Defining new dimen-
sionless celestial coordinates ξ◦ = ξ
M
and η◦ = η
M
)
(ξ◦ − α sin θ0)2 + η◦ 2 = Q◦ + (L+ α)2. (56)
What this equation tells us is that while we look around a Kerr black hole with spin param-
eter α, photons coming from celestial coordinates (ξ◦,η◦) possesses impact parameters Q◦
and L satisfying the above equation.
One form of (56) that will be usefull to us soon is writing it out in terms of the critical
radial coordinate ρc, which we can do by substituting the class (b) solutions of Q◦c and Lc
into it
(ξ◦ − α sin θ0)2 + η◦ 2 = 4(α
2 + ρ2c(2ρc − 3))
(ρc − 1)2 . (57)
We could note here that the extermities of the black hole shadow have the same form as
a parametric polar plot, where the parameter expressed in the last expression is the ρc
parameter for a fixed black hole of spin parameter α.
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α sin(θ0) ψR(ψ)
Figure 8: An example of a parametric polar plot, with parameter ψ, which corresponds to the
polar angle on this graph. The illustration is that of the curve
(ξ◦ − α sin θ0)2 + η◦ 2 = R(ψ)2, where R(ψ) = 2 + sin(ψ)
For each polar angle ψ for the drawn out shadow, we have a corresponding critical radius
ρc for photons coming in from that polar angle in our observer’s sky.
Lc
Lc
Lc
+ ϵ
- ϵρc
Figure 9: A crude illustration of how slight variations around the critical impact parameter Lc
changes the orbits of incoming photons -For the same impact parameter Q◦-. The photon with
red trajectory escapes to the observer. The green trajectory photon ends up in a constant radius
orbit, while the blue trajectory photon ends up captured by the black hole.
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VIII. DRAWN OUT EXAMPLES OF BLACK HOLE SHADOWS
Let us consider two extreme cases and draw out the corresponding outlines of their
shadows
A. α 1 for an observer in the equatorial plane θ0 = pi/2
Let us remember the two conditions needed to be satisfied by the critical radius ρc :
R(ρc) = 0 and dRdρ |ρc = 0. One simple trick we might use to facilitate our calculations
would be to note that if the mentioned system of equations are correct, so are R(ρc)
ρc
= 0 and
d
dρ
(R
ρ
)|ρc = 0. These correspond to the following equations, respectively
ρ3c + (L2c +Q◦c)ρc + 2(L2c +Q◦c − 2αLc) +O(α2) = 0
3ρ2c − (L2c +Q◦c) +O(α2) = 0.
(58)
Using the second equation to substitute Q◦c into the first one, we get
− 2ρc
(
ρ2c(ρc − 3) + 2αLc
)
= 0. (59)
Solving this perturbatively (by substituting ρc = ρ0 + αρ1), then equating α terms to one
another, one finds
ρc = 3− α2Lc
9
+O(α2). (60)
Plugging this back into (57), we get the outlines of the shadow of the black hole as a relation
on the sky coordinates
(ξ◦ − α)2 + η◦ 2 = 27− 2αLc. (61)
One could extract from (55) that for this case (θ0 = pi/2), Lc = −ξ◦, thus simpliying the
relation to
(ξ◦ − α)2 + η◦ 2 = 27 + 2αξ◦
(ξ◦ − 2α)2 + η◦ 2 = 27. (62)
The shadow has the same radius as a Schwarzschild Black Hole of the same mass (ρSch =
3
√
3), but the center of the shadow is shifted by 2α towards the positive ξ◦ direction, or in
other words, ”towards” the rotation of the black hole.
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Figure 10: Black hole shadow for small rotational rapidity parameter α = aM . For the sake of
visualizing the shift of the circle’s center clearly, I have taken α = 0.3 to satisfy α 1.
B. α ≈ 1 for an observer in the equatorial plane θ0 = pi/2
For this calculation, take the class (b) solutions for the critical impact parameters while
setting α to unity. We get
Lc = −ρ2c + 2ρc + 1,
Q◦c = ρ3c(4− ρc).
(63)
Solving for ρc inside the first equations, we get
ρc = 1 +
√
2− Lc. (64)
Where we have safely ommited the root which is ρc < 1, since it will be inside the event
horizon.
Substituting this into the Q◦ equation
Q◦c =
(
1 +
√
2− Lc
)3
(3−
√
2− Lc). (65)
Now from (55), we know L = −ξ◦ and Q◦ = η◦ 2. Finally substituting these into our last
equation yields the relation between the points of the extremities of the black hole shadows
η◦ 2 =
(
1 +
√
2 + ξ◦
)3(
3−
√
2 + ξ◦
)
. (66)
25
-6 -4 -2 0 2 4 6
-6
-4
-2
0
2
4
6
Figure 11: The extremity of the black hole shadow as drawn from the relation (66). Note that
there is a degenerate part to the left of the curve, where it is not obvious how the extermity of the
shadow behaves.
So where are the outlines to the left of the figure ? Where does this shadow end ?
Let us try to figure out what the curvature ( d
2ξ◦
dη◦ 2 ) of the curve will be where it cuts the ξ
◦ axis,
to the left. As we have just shown through Q◦c = η◦ 2, this corresponds to photons coming
with parameter Q◦c = 0. Solving for our critical radius, knowing Q◦c =
ρ3c
(
4α2−ρc(ρc−3)2
)
α2(1−ρc)2 , we
know that the following has to be satisfied
4α2 − ρc(ρc − 3)2 = 0
ρ3c − 6ρ2c + 9ρc − 4α2 = 0
ρ3c − 6ρ2c + 9ρc − 4 = 0 For α ≈ 1.
(67)
Which corresponds to a double root at ρc = 1 and a root at ρc = 4. Photons coming from the
left can pass closer to the black hole, and thus will have a lower critical radius ρlc = 1 than
the ones coming from the right, which have a critical radius ρrc = 4. Every other incoming
photons coming in from different polar angles ψ have a corresponding critical radius ρc(ψ)
which takes on a value strictly between ρlc < ρc(ψ) < ρ
r
c.
Using the impact parameters found in terms of ρc in section 6, it can then be checked with
the help of some mathematical tool like Matlab or Mathematica that, d
2ξ
dη2
|ρlc = 0 [5], implying
the curvature of the shadow at the left of the graph is vanishing for an extremal black hole.
We can ”tie things off” by drawing a straight line tying together the extermities of our graph
to give us the final shadow for an extremal black hole.
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Figure 12: The full shadow of an extremal Kerr black hole as seen by an observer at the equatorial
plane.
IX. CONCLUSION
We have used the properties of the Kerr spacetime to derive the conserved quantity
Q◦ throughout the motion of a particle -in this case a photon-, which then allowed us to
express the equations of motion in concise, first degree equations for that particle. We have
seen that the motion of such a photon is charaterized by this constant Q◦, along with the
azimuthal specific angular momentum L. Through our analysis, we have uncovered that
in the parameter space, there is a captured photon region of parameters for which photons
having said parameters cannot escape to infinity. These allowed us to distinguish photons
that can make it to an observer far away and those that cannot. We then introduced the
celestial coordinates of the observer for the patch of the sky around the black hole, with the
use of which we have translated the captured photon region of the parameter space into the
observer’s sky coordinates. Finally, we have illustrated this patch of the sky with the help
of computer generated graphics to get a visualization of what we might expect to see when
looking at a spinning black hole from its equatoral plane.
Appendix A : Lagrangian formulation, Hamiltonian formulation and the Hamilton
Jacobi Equation
In classical mechanics, we define the action S of a system as follows
S =
ˆ
dτL(x, x˙, τ). (68)
Where the Lagrangian L contains information about the dynamics of the system. We recover
the equations of motion by varying this action and applying the hamilton’s equations. We
also have the conjugate momentum of xµ defined as pµ =
L
∂x˙µ
.
But our lagrangian is defined it terms of x˙µ, and not the conjugate momenta pµ of the
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coordinates used. We would like to optain a quantity which encodes similar dynamics about
the system, but which is given in terms of a variable which is more natural to work with.
To achieve this, notice the differential form dL to be
dL = ∂L
∂xµ
dxµ +
∂L
∂x˙µ
dx˙µ +
∂L
∂τ
dτ =
∂L
∂xµ
dxµ + pµdx˙µ +
∂L
∂τ
dτ
=
∂L
∂xµ
dxµ + d(pµx˙µ)− x˙µdpµ + ∂L
∂τ
dτ,
d(L − pµx˙µ) = ∂L
∂xµ
dxµ − x˙µdpµ + ∂L
∂τ
dτ.
(69)
Rebranding the left hand side of the above equation into a new quantity H defined as
H ≡ pµx˙µ − L, we can note the following
dH = − ∂L
∂xµ
dxµ + x˙µdpµ − ∂L
∂τ
dτ. (70)
While the following allows us to reword our equations of motion into this new language
dH = ∂H
∂xµ
dxµ +
∂H
∂pµ
dpµ +
∂H
∂τ
dτ,
∂H
∂xµ
= − ∂L
∂xµ
= − d
dτ
( ∂L
∂x˙µ
)
= −p˙µ,
∂H
∂pµ
= x˙µ,
∂H
∂τ
= −∂L
∂τ
.
(71)
Where in the second line, we have made use of the Euler-Lagrange equations of motion.
The lagrangian L and the hamiltonian H are said to be the Legendre transform of one
another. The usefulness of hamiltonian mechanics comes from the fact that the equations
obtained are of first order, and have their dynamical equations in a single, simple form.
Now consider a transformation with generating function F which transforms the phase space
(xµ,pµ) into (X
µ,Pµ). This will relate the old and the new hamiltonian with
x˙µpµ −H = X˙µPµ −K + dF
dτ
. (72)
Picking F = U(xµ, Pµ, τ)−XµPµ
x˙µpµ −H =
*
X˙µPµ −K + ∂U
∂xµ
x˙µ +
∂U
∂Pµ
P˙µ +
∂U
∂τ

:−X˙µPµ −XµP˙µ,
x˙µ(pµ − ∂U
∂xµ
)−H = P˙µ( ∂U
∂Pµ
−Xµ)−K + ∂U
∂τ
.
(73)
Since (xµ,pµ) and (X
µ,Pµ) are taken to be independent, we know
pµ =
∂U
∂xµ
,
Xµ =
∂U
∂Pµ
,
K = H +
∂U
∂τ
.
(74)
28
In addition, we would like our new coordinates to be cyclic. Meaning that in our new
formulation,
∂K
∂Xµ
= −P˙µ = 0,
∂K
∂Pµ
= X˙µ = 0.
(75)
Hinting at the constancy of K with respect to these new coordinates. We can pick K = 0
without loss of generality.
From (74), we then get
K = H +
∂U
∂τ
= 0→ ∂U
∂τ
=
m
2
. (76)
Along with an anzats to the function U
U =
m
2
τ − Et+ Lφ+ Ur(r) + Uθ(θ). (77)
Where, as seen from (74)
pr =
∂Ur(r)
∂r
,
pθ =
∂Uθ(θ)
∂θ
.
(78)
Appendix B : Free test particle lagrangian and equations of motion
Consider a test particle of mass m in an arbitrary metric gµν - we specified test particle to
infer the particle’s contribution to the curving of spacetime is negligible -. The lagrangian
for such a system can be written in the form
Lm = m
2
gµν(x)
dxµ
dτ
dxν
dτ
. (79)
S =
m
2
ˆ
dτ gµν(x)
dxµ
dτ
dxν
dτ
,
δS =
m
2
ˆ
dλ
(dxµ
dτ
dxν
dτ
δgµν(x) + 2gµν(x)
dxµ
dτ
δ
dxν
dτ
)
= m
ˆ
dλ
(1
2
dxµ
dτ
dxν
dτ
∂ρgµνδx
ρ + gµν(x)
dxµ
dτ
d
dτ
δxν
)
= m
ˆ
dλ
{ d
dτ
(
gµν
dxµ
dτ
δxν
)− (gµν d2xµ
dτ 2
+
dxµ
dτ
dxρ
dτ
∂ρgµν − 1
2
dxµ
dτ
dxρ
dτ
∂νgµρ
)
δxν
}
= m
ˆ
dλ
{ d
dτ
(
gµν
dxµ
dτ
δxν
)− (d2xσ
dτ 2
+
1
2
gνσ(∂ρgµν + ∂µgρν − ∂νgµρ)︸ ︷︷ ︸
Γσµρ
dxµ
dτ
dxρ
dτ
)
δxσ
}
= m
ˆ
dλ
{ d
dτ
(
gµν
dxµ
dτ
δxν
)− (d2xσ
dτ 2
+ Γσµρ
dxµ
dτ
dxρ
dτ
)
δxσ
}
.
(80)
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The boundary term vanishes since the variation δxν is taken to be vanishing at the bound-
aries, whilst the second integrand should satisfy Hamilton’s principle for arbitrary values of
δxσ throughout the motion. We recover the geodesic equation :
D2xσ
dτ 2
=
d2xσ
dτ 2
+ Γσµρ
dxµ
dτ
dxρ
dτ
= 0. (81)
Appendix C : Lie derivative and Killing vector fields
A vector field vµ defined everywhere on the manifold can help us quantify some infinites-
imal transformation along that vector field of each point xµ to a new nearby point x′µ
xµ → x′µ = xµ + vµ(x) Where  is some arbitrarily small parameter. (82)
Under such a coordinate transformation, it is easy to check that a scalar field φ(x) defined
on the manifold transforms as
φ(x)→ φ(x′) = φ(x+ v) = φ(x) + vµ∂µφ. (83)
The quantity of change of this scalar field under such a transformation along vµ is said to
be the Lie Derivative of φ by v, and is expressed as
Lvφ = vµ∂µφ. (84)
We can extend the definition of Lie Derivatives to covariant vector fields, say, ωµ. Using the
invariance of the combination ωµdx
µ (This implies ωµ(x)dx
µ will strictly go to ωµ(x
′)dx′µ
after the transformation)
ωµ(x)dx
µ → ωµ(x′)dx′µ = ωµ(x+ v)
(
dxµ + (∂αv
µ)dxα
)
=
(
ωµ(x) + ∂αωµv
α
)(
dxµ + (∂αv
µ)dxα
)
= ωµ(x)dx
µ + 
(
vα∂αωµdx
µ + wµ∂αv
µdxα
)
+O(2).
(85)
From which we obtain
Lvωµ = vα∂αωµ + ωα∂µvα. (86)
One can similarly calculate the Lie Derivative of a second rank covariant tensor (say, the
metric tensor two form components gµν).
Lvgµν = vα∂αgµν + gαν∂µvα + gµα∂νvα. (87)
Which can be reexpressed as follows
Lvgµν = vα∂αgµν + gαν∂µvα + gµα∂νvα = vα∂αgµν − vα∂µgαν − vα∂νgµα︸ ︷︷ ︸
2vαΓαµν
+∂µvν + ∂νvµ
= ∇µvν +∇νvµ.
(88)
Any vector field vµ which leaves the metric components unchanged along itself is called
Killing vector field. We will denote them as Kµ. It is straightforwards from the result we
have just found above that a killing vector field Kµ satisfies
∇µKν +∇νKµ = 0. (89)
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Appendix D : Conserved charge from Killing vector fields
Let us now inquire the result of the following total proper time derivative, where Kµ is
a Killing vector field and xµ are geodesics.
d
dτ
(
gµνK
µdx
ν
dτ
)
= Kµ
d
dτ
(
gµν
dxν
dτ
)
+ gµν
dKµ
dτ
dxν
dτ
= Kµ
d
dτ
(
gµν
dxν
dτ
)
+ gµν∂αK
µdx
α
dτ
dxν
dτ
.
(90)
Where we can work on the d
dτ
(
gµν
dxν
dτ
)
term using the geodesic equation (Check Appendix
B)
d
dτ
(
gµν
dxν
dτ
)
=
dgµν
dτ
dxν
dτ
+ gµν
d2xν
dτ 2
= ∂αgµν
dxα
dτ
dxν
dτ
− gµνΓναβ
dxα
dτ
dxβ
dτ
=
(
∂αgµβ − 1
2
(∂αgµβ + ∂βgµα − ∂µgαβ)
)dxα
dτ
dxβ
dτ
=
(
∂αgµβ − ∂αgµβ + 1
2
∂µgαβ)
)dxα
dτ
dxβ
dτ
=
1
2
∂µgαβ
dxα
dτ
dxβ
dτ
.
(91)
Where on the fourth line, we have made use of the symmetric nature of the α↔ β indices.
Returning to the quantity we were evaluating
d
dτ
(
gµνK
µdx
ν
dτ
)
=
1
2
Kµ∂µgαβ
dxα
dτ
dxβ
dτ
+ gµν∂αK
µdx
α
dτ
dxν
dτ
=
1
2
(
Kµ∂µgαβ + gµβ∂αK
µ + gαµ∂βK
µ︸ ︷︷ ︸
LKgαβ
)dxα
dτ
dxβ
dτ
=
1
2
LKgαβ dx
α
dτ
dxβ
dτ
= 0.
(92)
Where on the second line, we have yet again made use of the symmetry in the α↔ β indices.
Along a Killing vector field, the metric’s Lie derivative is identically zero. Thus, the quantity
gµνK
µ dxν
dτ
is conserved.
Acknowledgments
I would like to thank Prof. Dr. Bayram Tekin for his answers to my numerous questions
and comments on various parts of this paper.
Special thanks to my family for always supporting me through any of my endeavors.
[1] H. Stephani, “Exact solutions of Einsteins field equations,” Cambridge University Press,
2003.
31
[2] R. P. Deser, “Gravitational Field of a Spinning Mass as an Example of Algebraically Special
Metrics,” Physical Review Letters, vol. 11, p. 237-238, Jan 1963.
[3] S. P. Teukolsky, “The Kerr Metric,” Classical and Quantum Gravitation, vol.32, p. 124,
Jan 2015.
[4] G. Dautcourt, “Race for the Kerr field,” General Relativity and Gravitation, vol. 41, p.
1437-1454, 2008.
[5] V. P. Frolov and I. D. Novikov, “Black hole physics: Basic concepts and new developments,”
Kluwer, 1998.
[6] S. Carroll, “Spacetime and Geometry: Pearson New International Edition: an Introduction
to General Relativity,” Pearson, 2008.
[7] S. E. Vazquez and E. P. Esteban, “Strong field gravitational lensing by a Kerr black hole,”
arXiv gr-qc/0308023, 2003
[8] H. Goldstein, C. P. Poole and J. L. Safko, “Classical Mechanics,” Pearson, 2014
[9] F. Atamurotov, A. Abdujabbarov and B. Ahmedov, “Shadow of rotating non-Kerr black
hole,’ ’ Physical Review D, vol. 88, March 2013.
[10] E. Teo, “Spherical photon orbits around a Kerr black hole,” General Relativity and Grav-
itation, vol. 35, no. 11, p 1909-1926, 2003.
[11] V. B. Braginsky and K. S. Thorne, “Gravitational-wave bursts with memory and experi-
mental prospects,” Nature, vol. 327, no. 6118, p 123-125, 1987.
[12] D. Christodoulou, “Nonlinear nature of gravitation and gravitational-wave experiments,”
Physical Review Letters, vol 67., no.12, p. 1486-1489, 1991.
[13] E. Altas and B. Tekin, “Nonstationary energy in General Relativity,”, Physical Review D,
vol.101, no. 2, 2020.
[14] L. D. Landau and E. M. Lifshitz, “The Classical Theory of Fields Vol. 2,” Elsevier
Science, 2013.
[15] H. S. Burton, PhD Thesis, 1998.
[16] L. Ryder, “Introduction to General Relativity,”, Cambridge University Press, 2020.
[17] R. Bellman, “Introduction to matrix analysis,” SIAM, 1997.
