Abstract. Recent SVD-free matrix factorization formulations have enabled rank minimization for systems with millions of rows and columns, paving the way for matrix completion in extremely large-scale applications, such as seismic data interpolation.
1. Introduction. Sparsity-and rank-regularization have had tremendous impact in many areas over the last several decades. Sparsity in certain transform domains has been exploited to solve underdetermined linear systems with applications to compressed sensing [9, 8] , natural image denoising/inpainting [34, 22, 24] , and seismic image processing [17, 27, 16, 25] . Analogously, low rank structure has been used to efficiently solve matrix completion problems, including the Netflix problem, along with many other applications, including control, system identification, signal processing, and combinatorial optimization [10, 29, 7] , and seismic data interpolation and denoising [28] .
Regularization formulations for both types of problems introduce a regularization functional of the decision variable, either by adding an explicit penalty to the data-fitting term In these formulations, x may be either a matrix or a vector, · may be a sparsity or rank promoting penalty such as · 1 or · * , A may be any linear operator that predicts the observed data vector b of size p × 1, and ρ(·) is typically taken to be the 2-norm. These approaches require the user to provide regularization parameters whose values are typically not known ahead of time, and otherwise require fitting or cross-validation procedures.
The alternate formulation has been successfully used for the sparse regularization of large scale systems [4] , and proposed for nuclear norm regularization [5] . This formulation requires the user to provide an acceptable error in the data fitting domain (BPDN η ), and is preferable for many applications, especially when practitioners know (or are able to estimate) an approximate data error level.
A practical implementation of (BPDN η ) for large scale matrix completion problems is difficult because of the tremendous size of the systems of interest, which makes SVD-based approaches intractable. Fortunately, a growing literature on factorization-based rank optimization approaches has enabled matrix completion formulations for (QP λ ) and (LASSO τ ) approaches for extremely large-scale systems that avoiding costly SVD computations [31, 21, 30] . In this paper, we extend the framework of [5] to incorporate matrix factorization ideas, enabling the (BPDN η ) formulation for rank regularization of extremely large scale problems, such as seismic data interpolation.
In factorized formulations, the user must specify a factor rank. From a computational perspective, it is better that the rank stay small; however if it is too small, it may be impossible to solve (BPDN η ) to a specified error level η. Fortunately, factor rank can be adjusted on the fly within the framework we develop.
While formulations in [4, 5] choose ρ in (BPDN η ) to be the quadratic penalty, recent extensions [1] allow more general penalties to be used. In particular, robust convex (see e.g. [18] ) and nonconvex penalties (see e.g. [19, 2] ) can be used to measure misfit error in the (BPDN η ) formulation. These extensions are also captured by the framework we propose for the rank optimization problem, and allow matrix completion problems that are robust to data contamination.
Finally, subspace information can be used to inform the matrix completion problem, analogously to how partial support information can be used to improve the sparse recovery problem [12] . This idea is especially important for seismic interpolation, where frequency continuation is used. We show that subspace information can be incorporated into the proposed framework using reweighting.
To summarize, we design factorization-based formulations and algorithms for matrix completion that 1. Achieve a specified target misfit level provided by the user (i.e. solve (BPDN η )).
2. Achieve recovery in spite of severe data contamination using robust cost functions ρ in (BPDN η ) 3. Incorporate subspace information into the inversion using re-weighting. The paper proceeds as follows. In section 2, we briefly discuss and compare the formulations (QP λ ), (LASSO τ ), and (BPDN η ). We also review the SPG 1 algorithm [4] to solve (BPDN η ), along with recent extensions for (BPDN η ) formulations developed in [1] . In section 3, we formulate the convex relaxation for the rank optimization problem, and review SVD-free factorization methods. In section 4, we extend analysis from [6] to characterize the relationship between local minima of rank-optimization problems and their factorized counterparts in a very general setting. In section 5, we propose an algorithm that combines matrix factorization with the approach proposed by [4] and extended in [1] . We develop the robust extensions in section 6, and reweighting extensions in section 7. Numerical results for both the Netflix Prize problem and for seismic trace interpolation of real data are presented in section 8.
Regularization formulations.
Each of the three formulations (QP λ ), (LASSO τ ), and (BPDN η ) controls the tradeoff between data fitting and a regularization functional using a regularization parameter. However, there are important differences between them.
From an optimization perspective, most algorithms solve (QP λ ) or (LASSO τ ), together with a continuation strategy to modify τ or λ, see e.g., [11, 4] . However, from a modeling perspective (BPDN η ) has a significant advantage, since the η parameter can be directly interpreted as a noise ceiling. In many applications, such as seismic data interpolation, scientists have good prior knowledge of the noise floor, or a threshold beyond which noise is commensurate with the data. In the absence of such knowledge, one still wants an algorithm that returns a reasonable solution given a fixed computational budget.
van den Berg and Friedlander [4] proposed the SPG 1 algorithm for optimizing (BPDN η ) that captures the features discussed above. Their approach allows solving (BPDN η ) using a series of inexact solutions to (LASSO τ ). The bridge between these problems is provided by the value function
where the particular choice of ρ(·) = · 2 was made in [4, 5] . The (BPDN η ) problem can be solved by find the root of v(τ ) = η using Newton's method: 
where A * is the adjoint to the operator A, · d is the dual norm to · , andx solves LASSO τ . For example, when the norm · in (2.1) is the 1-norm, the dual norm is the infinity norm, and (2.3) evaluates to the maximum absolute entry of the gradient. In the matrix case, · is typically taken be the nuclear norm, and then · d is the spectral norm, so (2.3) evaluates to the maximum singular value of A * ∇ρ(r). To design effective optimization methods, one has to be able to evaluate v(τ ), and to compute the dual norm · d . Evaluating v(τ ) requires solving a sequence of optimization problems (2.1), for the sequence of τ given by (2.2). These problems can be solved inexactly, with increasing accuracy as the optimization proceeds [4] . For large scale systems, the method of choice is typically a first-order method, such as spectral projected gradient. Fast projection is therefore a necessary requirement for tractable implementation, since it is used in every iteration of every subproblem.
With the inexact strategy, the convergence rate of the Newton iteration (2.2) may depend on the conditioning of the linear operator A [4, Theorem 3.1]. For well-conditioned problems, in practice one can often observe only a few (6-10) (LASSO τ ) problems to find the solution for (BPDN η ) for a given η. As the optimization proceeds, (LASSO τ ) problems for larger τ warm-start from the solution corresponding to the previous τ .
3. Factorization approach to rank optimization. We now consider (BPDN η ) in the specific context of rank minimization. In this setting, · taken to be the nuclear norm, where for a matrix X ∈ R n×m , X * = σ 1 , where σ is the vector of singular values. The dual norm in this case is σ ∞ , which is relatively easy to find for very large systems.
Much more difficult is solving the optimization problem in (2.1). For the large system case, this would require projecting onto the set X * ≤ τ , which requires repeated application of SVDs. This is not feasible for large systems.
Factorization-based approaches allow matrix completion for extremely large-scale systems by avoiding costly SVD computations [31, 20, 30] . The main idea is to parametrize the matrix X as a product, 1) and to optimize over the factors L, R. If X ∈ R n×m , then L ∈ R n×k , and R ∈ R m×k . The decision variable therefore has dimension k(n + m), rather than nm; giving tremendous savings when k m, n. Aside from the considerable savings in the size of the decision variable, the factorization technique gives an additional advantage: it allows the use of a factorization identities to make the projection problem in (LASSO τ ) trivial, entirely avoiding the SVD.
For the nuclear norm, we have [31] 
Working with a particular representation X = LR T , therefore, guarantees that
3)
The nuclear norm is not the only formulation that can be factorized. [21] have recently introduced the max norm, which is closely related to the nuclear norm and has been successfully used for matrix completion.
4. General Burer-Monteiro Result. All of the algorithms we propose for matrix completion are based on the factorization approach described above. Even though the change of variables X = LR T makes the problem nonconvex, it turns out that for a surprisingly general class of problems, the change of variables does not introduce any extraneous local minima, and in particular any local minimum of the factorized problem corresponds to a local or global minimum of a related un-factorized problem. This result appeared in [6, Proposition 2.3] in the context of SDP; however, it holds in full generality, as the authors point out [6, p. 431] .
Here, we state the result in full generality for a broad class of problems, which is general enough to capture all of our formulations of interest. For completeness, we provide a proof in the appendix.
Theorem 4.1 (General Factorization Theorem). Consider an optimization problem of the form
where Z ∈ R n×n is positive semidefinite, and f, g i , h i are continuous. Using the change of variable Z = SS T , take S ∈ R n×r , and consider the problem
ConsiderZ =SS T , whereZ is feasible for (4.1). ThenZ is a local minimum of (4.1) if and only ifS is a local minimum of (4.2).
In order to apply Theorem 4.1 to the formulations of interest, we need to show that these formulations can be expressed in terms of a positive semidefinite matrix Z. The connection comes from the SDP characterization of the nuclear norm.
It was shown in [29, Sec. 2] that the nuclear norm admits a semi-definite programming (SDP) formulation. Given a matrix X ∈ R n×m , we can write X * using an auxiliary matrix Z ∈ R (n+m)×(n+m)
where Z 1,2 is the upper right n × m block of Z, and Z 2,1 is the lower left m × n block. More precisely, the matrix Z is a symmetric positive semidefinite matrix having the structure
where L and R have the same rank as X, and Tr(Z) = L where R(Z) extracts the upper right n × m block of Z.
5. Factorized Pareto Algorithm. The factorized formulations in the previous section have been used to design several algorithms for large scale matrix completion and rank minimization [21, 30] . However, all of these formulations take the form (QP λ ) or (LASSO τ ) that have the disadvantage of having to identify the parameters λ and τ ahead of the optimization procedure.
Instead, we propose to use the factorized formulations to solve the (BPDN η ) problem by traversing the Pareto curve of the nuclear norm minimization problem. In particular, we integrate the factorization procedure into the SPG 1 framework, which allows to find the minimum rank solution by solving a sequence of factorized (LASSO τ ) subproblems (5.2). The cost of solving the factorized (LASSO τ ) subproblems is relatively cheap and the resulting algorithm takes advantage of the inexact subproblem strategy in [4] .
For the classic nuclear norm minimization problem, we define
and find v(τ ) = η using the iteration (2.2). However, rather than parameterizing our problem with X, which requires SVD for the projection, we use the factorization formulation, exploiting Theorem 4.1 and Corollary 4.2. When evaluating the value function v(τ ), we actually solve
By Theorem 4.1 and Corollary 4.2, any local solution to this problem corresponds to a local solution of the true LASSO problem, subject to a rank constraint on X. For any convex ρ, every local minimum of (LASSO τ ) is also a global minimum, though it is not necessarily unique. When the rank of the factors L and R is smaller than the rank of the optimal LASSO solution, the algorithm looks for local minima of the rank-constrained LASSO problem.
The problem (5.2) is optimized using the spectral projected gradient algorithm. The gradient is easy to compute, and the projection requires rescaling all entries of L, R by a single value, which is fast, simple, and parallelizable.
To evaluate v (τ ), we use the formula (2.3), treating X = LR T as a matrix in its own right. This requires computing the largest singular value of
which can be done relatively quickly.
5.1.
Increasing k on the fly. An important aspect to the factorization formulation is the choice of rank for the factors L, R in (3.1). The choice of rank k directly controls the rank of X = LR T , and picking k too small makes it impossible to fit the data up to a target level η. Moreover, a large enough rank guarantees that the factorized formulation will find a global minimum to the LASSO problem. It is therefore desirable to be able to dynamically increase k, especially for problems with multiscale structure (e.g. seismic data, where k is expected to grow with frequency).
Fortunately, adding columns to L and R can be done on the fly, since
Moreover, the proposed framework for solving (BPDN η ) is fully compatible with this strategy, since the underlying root finding is blind to the factorization representation. Changing k only affects iteration (2.2) through v(τ ) and v (τ ).
Computational efficiency.
One way of assessing the cost of the factorized Pareto algorithm is to compare the computational cost per iteration of the factorization constrained LASSO subproblems (5.2) with that of the nuclear norm constrained LASSO subproblems (5.1). We first consider the cost for computing the gradient direction. While both methods must compute the action of A * on a vector, the factorized formulation must modify factors L, R (at a cost of O(k(n + m)) and re-form the matrix X = LR T (at a cost of at most O(knm), for every iteration and line search evaluation. Note that when A is a sampling matrix, it is sufficient to form only the entries of X that are sampled by A, thus reducing the cost to O(kp), where p is the dimension of the measurement vector b. The sparser the sampling operator A, the greater the savings; however, the factorized approach incurs a cost proportional to the rank k of the factors. The standard approach must modify the iterate X, at a cost of O(nm), for every iteration and line search evaluation. If the fraction sampled is smaller than the chosen rank k, the factorized approach is actually cheaper than the standard method.
We now consider the difference in cost involved in the projection. The main benefit for the factorized formulation is that projection is done using the Frobenius norm formulation (5.2), and so the cost is O(k(n + m)) for every projection. In contrast, any classic implementation that computes the full SVD in order to accomplish the projection (see e.g. [3] ) is dominated by the cost of this calculation, which is O(nm 2 ), assuming without loss of generality that n ≥ m. This cost, incurred at every projection, becomes prohibitively expensive for large scale computation. Finally, both standard and factorized versions of the algorithm require computing the maximum singular value in order to compute v (τ ).
It can be seen that for a large number of projected gradient iterations, the cost of the nuclear norm formulation becomes significantly larger than our factorized formulation. Moreover, based on the analysis in section 4, if the rank of the factors L and R is at least equal to k, then the factorized LASSO subproblems are guaranteed to find a global minimum for the nuclear norm LASSO subproblems. Consequently, both formulations will have the same number of Pareto curve updates, since the derivates are necessarily equal at any global minimum whenever ρ is strictly convex 2 . Therefore, when the chosen rank of the factors L and R is appropriately large, our factorized formulation will not require additional Pareto curve updates compared to the classic nuclear norm (BPDN η ) formulation.
Note that it may also be possible to take advantage of randomization techniques as proposed in [15] , and/or Lanczos methods, to speed up standard SVD-based approaches. However, we do not know of an existing algorithm for rank minimization that implements this strategy. For this reason, in section 8, we compare only with TFOCS [3] for the least squares (BPDN η ) formulation (see Table 8 .3).
6. Robust Formulations. Robust statistics [18, 26] play a crucial role in many real-world applications, allowing good solutions to be obtained in spite of data contamination. In the linear and nonlinear regression setting, the least-squares problem
corresponds to the maximum likelihood estimate of X for the statistical model
where is a vector of i.i.d. Gaussian variables. Robust statistical approaches relax the Gaussian assumption, allowing other (heavier tailed) distributions to be used. Maximum likelihood estimates of X under these assumptions are more robust to data contamination. Heavy-tailed distributions, in particular the Student's t, yield formulations that are extremely robust to outliers [19, 2] . This can be explained by their re-descending influence functions [26] . The relationship between densities, penalties, and influence functions is shown in figure 6 . Assuming that has the Student's t density leads to the maximum likelihood estimation problem where ν is the Student's t degree of freedom. A general version of (BPDN η ) was proposed in [1] , allowing different penalty funtionals ρ. The rootfinding procedure of [4] was extended in [1] to this more general context, and used for root finding for both convex and noncovex ρ (e.g. as in (6.2)).
The use of alternative penalties as constraints in (BPDN η ) does not follow directly from considering statistical models of the form (6.1). However, we can think about penalties ρ as agents who, given an error budget η, distribute it between elements of the residual. The strategy that each agent ρ will use to accomplish this task can be deduced from tail features evident in Figure 6 . Specifically, the cost of a large residual is prohibitively expensive for the least squares penalty, since its cost is commensurate with that of a very large number of small residuals. For example, (10α) 2 = 100α 2 ; so a residual of size 10α is worth as much as 100 residuals of size α to the least squares penalty. Therefore, a least squares penalty will never assign a single residual a relatively large value, since this would quickly use up the entire error budget. In contrast, |10α| = 10|α|, so a residual of size 10α is worth only 10 residuals of size α when the 1-norm penalty is used. This penalty is likely to grant a few relatively large errors to certain residuals, if this resulted in a better fit. For the penalty in (6.2), it is easy to see that the cost of a residual of size 10α can be worth fewer than 10 residuals of size α, and specific computations depend on ν and actual size of α. A nonconvex penalty ρ, e.g. the one in (6.2), would happily let outliers have large residuals, as long as the majority of the remaining residuals could stay very small.
From the discussion in the previous paragraph, it is clear that robust penalties are useful as constraints in (BPDN η ), and can cleverly distribute the allotted error budget η, using it for outliers while fitting good data. The framework proposed in this paper captures the robust extension, allowing robust data interpolation in situations when some of available data is heavily contaminated. To develop this extension, we follow [1] to define the generalized value function
and find v ρ (τ ) = η using the iteration (2.2). As discussed in section 2, for any convex smooth penalty ρ,
where · 2 is the spectral norm, andr = A(X) − b for optimal solutionX that achieves v ρ (τ ). For smooth non-convex ρ, e.g. (6.2), we still use (6.4) in iteration (2.2). Just as in the standard least squares case, we use the factorization formulation to avoid SVDs. Note that Theorem 4.1 and Corollary 4.2 hold for any choice of penalty ρ. When evaluating the value function v ρ (τ ), we actually solve
For any smooth penalty ρ, including (6.2), this problem can be solved using the projected gradient method.
7. Reweighting. Every rank-k solutionX of (BPDN η ) lives in a lower dimensional subspace of R n×m spanned by the n × k row and m × k column basis vectors corresponding to the nonzero singular values of X. In certain situations, it is possible to estimate the row and column subspaces of the matrix X either from prior subspace information or by solving an initial (BPDN η ) problem.
In the case where X is a vector, it was shown that prior information on the support (nonzero entries) of X can be incorporated in the 1 -recovery algorithm by solving the weighted-1 minimization problem. In this case, the weights are applied such that solutions with large nonzero entries on the support estimate have a lower cost (weighted 1 norm) than solutions with large nonzeros outside of the support estimate [12] .
When X is a matrix, the support estimate is replaced by estimates of the row and column subspace bases U 0 ∈ R n×k and V 0 ∈ R m×k of the largest k singular values of X. Let the matrices U ∈ R n×k and V ∈ R m×k be estimates of U 0 and V 0 , respectively. The weighted nuclear norm minimization problem can then be formulated as follows:
where
and ω is some constant between zero and one. Here, we use the notation U ⊥ ∈ R n×n−k to refer to the orthogonal complement of U in R n×n , and similarly for V ⊥ in R m×m .
Note that matrices Q and W are invertible, and hence the reweighed LASSO problem still fits into the class of problems characterized by Theorem 4.1. Specifically, we can write any objective f (X) subject to a reweighted nuclear norm constraint as and R ∈ R m×k . In particular, we can solve a sequence of (LASSO τ ) problems
where Q and W are as defined above. Problem (7.2) can also be solved using the spectral projected gradient algorithm. However, unlike to the non-weighted formulation, the projection in this case is nontrivial. Fortunately, the structure of the problem allows us to find an efficient formulation for the projection operator.
7.1. Projection onto the weighted Frobenius norm ball. The projection of a point (L, R) onto the weighted Frobenius norm ball
The solution to the above problem is given by
where µ is the Lagrange multiplier that solves f (µ) ≤ τ with f (µ) given by
The optimal µ that solves equation (7.1) can be found using the Newton iteration
where ∇f (µ) is given by Tr −2ω
7.2. Traversing the Pareto curve. The design of an effective optimization method that solves (wBPDN η ) requires 1) evaluating problem (7.2), and 2) computing the dual of the weighted nuclear norm QXW * .
To compute the dual of the weighted nuclear norm, we follow Theorem 5.1 of [5] which defines the polar (or dual) representation of a weighted gauge function κ(Φx) as κ o (Φ −1 x), where Φ is an invertible linear operator. The weighted nuclear norm QXW * is in fact a gauge function with invertible linear weighting matrices Q and W . Therefore, the dual norm is given by
We test the performance of our algorithm on two example applications. In section 8.1, we consider the Netflix Prize problem, which is often solved using rank minimization [13, 14, 30] . Using this problem, we compare and discuss advantages of regularization formulations, as opposed to algorithms; in particular we emphasize the advantages the (BPDN η ) formulation from a modeling perspective.
In section 8.2, we apply the proposed methods and extensions to seismic trace interpolation, a key application in exploration geophysics [33] , where rank regularization approaches have recently been successfully used [28] . We compare with classic SVD-based approaches for (BPDN η ) formulation in section 8.2.1, show results for robust completion in section 8.2.2, and present results for the weighted extension in section 8.2.3.
8.1.
The Netflix problem. We tested the performance of our algorithm on the Movielens (1M) dataset, which contains 1,000,209 anonymous ratings of approximately 3,900 movies made by 6,040 MovieLens users. The ratings are on an integer scale from 1 to 5. The ratings matrix is not complete, and the goal is to infer the values in the unseen test set. In order to test our algorithm, we further subsampled the available ratings by randomly removing 50% of the known entries. We then solved the (BPDN η ) formulation to complete the matrix, and compared the predicted (P) and actual (A) removed entries in order to assess algorithm performance. We report the signal-to-noise ratio (SNR):
for different values of η in the (BPDN η ) formulation.
Since our algorithm requires pre-defining the rank of the factors L and R 3 , we perform the recovery with the rank k ∈ {5, 10, 30, 50}. Table 8 .1 shows the reconstruction SNR for each of the ranks k and for a relative error η ∈ {0.5, 0.3, 0.2} (the data mismatch is reduced to a fraction η of the initial error). The last row of table 8.1 shows the recovery for the unconstrained factorized formulation obtained using LSQR; this corresponds to η ≈ 0. It is clear that for small k, we get good results without regularization; however, as k increases, the quality of the LSQR results quickly decay. The best results are obtained by picking a reasonably high k and using regularization. This observation demonstrates the importance of the nuclear norm regularization, especially when the underlying rank of the problem is unknown. Table 8 .2 shows the value of X * of the reconstructed signal corresponding to the settings in Table 8 .1. While the interpretation of the η values are straightforward (they are fractions of the initial data error), it is much more difficult to predict ahead of time which value of τ one may want to use when solving (LASSO τ ). This illustrates the modeling advantage of the (BPDN η ) formulation: it requires only the simple parameter η. Once η is provided, the algorithm (not the user) will instantiate (LASSO τ ) formulations, and find the right value τ that satisfies v(τ ) = η. Table 8 .2 Nuclear-norms of the solutions X = LR T for results in Table 8 .1, corresponding to τ values in (LASSOτ ). These values are found automatically via root finding, but are difficult to guess ahead of time. 
Seismic missing-trace interpolation.
In exploration seismology, large-scale data sets (often on the order of petabytes) must be acquired and processed in order to determine the structure of the subsurface. In many situations, only a subset of the complete data is acquired due to physical and/or budgetary constraints. Recent insights from the field of compressed sensing allow for deliberate subsampling of seismic wavefields in order to improve reconstruction quality and reduce acquisition costs [17] . The acquired subset of the complete data is often chosen by randomly subsampling a dense regular source or receiver grid. Interpolation algorithms are then used to reconstruct the dense regular grid in order to perform additional processing on the data such as removal of artifacts, improvement of spatial resolution, and key analysis, such as migration.
In this section, we apply the new rank-minimization approach, along with weighted and robust extensions, to the trace interpolation problem for two different seismic acquisition examples. We first describe the structure of the datasets, and then present the transform we use to cast the interpolation as a rankminimization problem.
The first example is a real data example from the Gulf of Suez. Seismic data are organized into seismic lines, where N r receivers and N s sources are collocated in a straight line. Sources are deployed sequentially, and receivers record each shot record for a period of N t time samples. The Gulf of Suez data contains N s = 354 sources, N r = 354 receivers, and N t = 1024 with a sampling interval of 0.004s, leading to a shot duration of 4s and a maximum temporal frequency of 125 Hz. Most of the energy of the seismic line is preserved when we restrict the spectrum to the 12-60Hz frequency band. Figs. 8.1(a) and (b) illustrate the 12Hz and 60Hz frequency slices in the source-receiver domain, respectively. In order to simulate missing traces, we apply a subsampling mask that randomly removes 50% of the sources, resulting in the subsampled frequency slices illustrated in Figs. 8.1 (c) and (d) .
State of the art trace interpolation schemes transform the data into sparsifying domains, for example using the Fourier [33] and Curvelet [17] transforms. The underlying sparse structure of the data is then be exploited to recover the missing traces. The approach proposed in this paper allows us to instead exploit the matrix structure of seismic data, and to design formulations that can achieve trace interpolation using matrix-completion strategies.
The main challenge in applying rank-minimization for seismic trace interpolation is to find a transform domain that satisfies the following two properties: To show that the midpoint-offset transformation achieves aims 1 and 2 above, we plot the decay of the singular values of both the 12Hz and 60Hz frequency slices in the source-receiver domain and in the midpoint-offset domain in Figs. 8.2 (a) and (c) . Notice that the singular values of both frequency slices decay faster in the midpoint-offset domain, and that the singular value decay is slower for subsampled data in Figs. 8.2 (b) and (d) .
Let X denote the data matrix in the midpoint-offset domain and let R be the subsampling operator that maps Figs. 8.1 (e) and (f) to Figs. 8.1(g) and (h). Denote by S the transformation operator from the source-receiver domain to the midpoint-offset domain. The resulting measurement operator in the midpoint-offset domain is then given by A = RS H . We formulate and solve the matrix completion problem (BPDN η ) to recover a seismic line from Gulf of Suez in the (m-h) domain. We work with monochromatic frequency slices and adjust the rank while going from low to high frequency slices. We use 300 iterations of SPG 1 for all frequency slices. Figures 8.3(a) and  (b) show the recovery and error plot for the low frequency slice at 12 Hz, respectively. Figures 8.3(c) and  (d) show the recovery and error plot for the high frequency slice at 60 Hz, respectively. Figures 8.4 shows a common-shot gather section after misisng-trace interpolation from Gulf of Suez data set.
In the second acquisition example, we implement the proposed formulation on the 5D synthetic seismic data provided by BG. We extract a single 4D monochromatic frequency slice from this data set and perform the missing-trace interpolation. Each monochromatic frequency slice has 400 × 400 receivers spaced by 25m and 68 × 68 sources spaced by 150m. To obtain the observed data, we apply sub-sampling masks that randomly remove 25% and 50% of the shots. In case of 4D, we have two choices of matricization, as shown in Figures 8.5(a,b) , where we can either place the (ReceiverX,ReceiverY) dimensions in the rows and (SourceX,SourceY) dimensions in the columns, or (ReceiverY,SourceY) dimensions in the rows and (ReceiverX,SourceX) dimensions in the columns. We observed the same behavior of singular value decay as shown in Figure 8 .5(e,f), for each of these strategies. We therefore selected the transform domain to be the permutation of source and receivers coordinates, where matricization of each 4D monochromatic frequency slices is done using (SourceX, ReceiverX) and (SourceY, ReceiverY) coordinates. We use rank 120 for the interpolation, and run the solver for a maximum of 1000 iterations. Figures 8.6 and 8.7 show the interpolation results for 25% and 50% subsampling ratios, respectively. The resulting interpolations have low reconstruction error.
In order to illustrate the importance of the nuclear-norm regularization, we solved the interpolation problem using a simple least-squares formulation on the same seismic data set from Gulf of Suez. The least squares problem was solved using the L, R factorization structure, thereby implicitly enforcing a rank on the recovered estimate (i.e, formulation (5.2) was optimized without the τ -constraint). The problem was then solved with the factors L and R having a rank k ∈ {5, 10, 20, 30, 40, 50, 80, 100}. The reconstruction SNRs comparing the recovery for the regularized and non-regularized formulations are shown in Fig. 8 .8. The figure shows that the performance of the non-regularized approach decays with rank, due to overfitting. The regularized approach, in contrast, obtains better recovery as the factor rank increases.
Comparison with classical nuclear-norm formulation.
To illustrate the advantage of proposed matrix-factorization formulation (which we refer to as LR below) over classical nuclear-norm formulation, we compare the reconstruction error and computation time with the existing techniques. The most natural baseline is the SPG 1 algorithm [5] applied to the classic nuclear norm (BPDN η ) formulation, where the decision variable is X, the penalty function ρ is the 2-norm, and the projection is done using the SVD. This example tests the classic formulation against LR, in the same algorithmic framework. The second comparison is with the TFOCS [3] algorithm, which can also solve the (BPDN η ) formulation.
The comparisons are done using two different data sets. In the first example, we generated a rank 20 matrix of size 100 × 100. We subsampled the matrix by randomly removing 50% of the data entries. The synthetic low-rank example in table 8.3 shows the comparison of SNR and computational time. The rank of the factors was set to 20, the true rank of the data matrix, in this experiment. Both the classic SPG 1 algorithm and the LR reformulation are faster than TFOCS. The speed advantage increases as the error threshold η decreases. LR is faster than the classic SPG 1 , and this advantage also increases as the data is required to be fit more tightly. The standard SPG 1 formulation and TFOCS produce roughly the same quality of result for each iteration. LR gives uniformly better SNR results, and the improvement is very significant for lower error thresholds. The high quality of these results are due to the fact that the rank of the factors was set to the true rank of the data matrix 4 . In the second example, we interpolated missing traces of a monochromatic frequency slice (of size 354 × 354), extracted from Gulf of Suez data set. We subsampled the frequency slice by randomly removing the 50% of shots and performed the missing-trace interpolation in (m-h) domain. We compares the SNR and computation time for a fixed set of iterations and η. The rank of the factors was set to 35. The seismic example in table 8.3 shows the results. Once again, both the classic SPG 1 algorithm and LR are faster than TFOCS. Moreover, on this larger example LR is also significantly faster than SPG 1 . Note that our implementation of LR does not take advantage of the clever residual formation idea discussed in section 5.2, since we form the full matrix LR T each time to compute the residual. Implementing a routine that only computes the entries required to compare with b would introduce additional savings (in this case, we would expect the LR formulation to be twice as fast). In the quality of recovery, both SPG 1 and LR have better SNR than TFOCS. LR achieves lower SNR than SPG 1 for high error thresholds, but better results for lower thresholds. Table 8 To illustrate the utility of robust cost functions, we consider a situation where observed data are heavily contaminated. The goal here is to simultaneously denoise interpolate the data. We work with same seismic line from Gulf of Suez. To obtain the observed data, we apply a sub-sampling mask that randomly removes 50% of the shots, and to simulate contamination, we replace another 10% of the shots with large random errors, whose amplitudes are three times the maximum amplitude present in the data. In this example, we formulate and solve the robust matrix completion problem (BPDN η ), where the cost ρ is taken to be the penalty (6.2); see section 6 for the explanation and motivation. As in the previous examples, the recovery is done in the (m-h) domain. We implement the formulation in the frequency domain, where we work with monochromatic frequency slices, and adjust the rank and ν parameter while going from low to high frequency slices. Figure 8 .9 compares the recovery results with and without using a robust penalty function. The error budget plays a significant role in this example, and we standardized the problems by setting the relative error to be 20% of the initial error, so that the formulations are comparable.
We can clearly see that the standard least squares formulation is unable to recover the true solution. The intuitive reason is that the least squares penalty is simply unable to budget large errors to what should be the outlying residuals. The Student's t penalty, in contrast, achieves a good recovery in this extreme situation, with an SNR of 17.9 DB. In this example, we used 300 iterations of SPG 1 for all frequency slices. 8.2.3. Re-Weighting. Re-weighting for seismic trace interpolation was recently used in [23] to improve the interpolation of subsampled seismic traces in the context of sparsity promotion in the curvelet domain. The weighted 1 formulation takes advantage of curvelet support overlap across adjacent frequency slices.
Analogously, in the matrix setting, we use the weighted rank-minimization formulation (wBPDN η ) to take advantage of correlated row and column subspaces for adjacent frequency slices. We first demonstrate the effectiveness of solving the (wBPDN η ) problem when we have accurate subspace information. For this purpose, we compute the row and column subspace bases of the fully sampled low frequency (11Hz) seismic slice and pass this information to (wBPDN η ) using matrices Q and W . residual of the frequency slice with and without weighting. The reconstruction using the (wBPDN η ) problem achieves a 1.5dB improvement in SNR over the non-weighted (BPDN η ) formulation.
Next, we apply the (wBPDN η ) formulation in a practical setting where we do not know subspace bases ahead of time, but learn them as we proceed from low to high frequencies. We use the row and column subspace vectors recovered using (BPDN η ) for 10.75 Hz and 15.75 Hz frequency slices as subspace estimates for the adjacent higher frequency slices at 11 Hz and 16 Hz. Using the (wBPDN η ) formulation in this way yields SNR improvements of 0.6dB and 1dB, respectively, over (BPDN η ) alone. We demonstrated the modeling advantages of the (BPDN η ) formulation on the Netflix Prize problem, and obtained high-quality reconstruction results for the seismic trace interpolation problem. Comparison with state of the art methods for the (BPDN η ) formulation showed that the factorized formulation is faster than both TFOCS and classic SPG 1 formulations that rely on the SVD.
We also proposed two extensions. First, using robust penalties ρ in (BPDN η ), we showed that simultaneous interpolation and denoising can be achieved in the extreme data contamination case, where 10% of the data was replaced by large outliers. Second, we proposed a weighted extension (wBPDN η ), and used it to incorporate subspace information we learned on the fly to improve interpolation in adjacent frequencies.
Appendix.
Proof of Theorem 4.1. Recall [6, Lemma 2.1]: if SS T = KK T , then S = KQ for some orthogonal matrix Q ∈ R r×r . Next, note that the objective and constraints of (4.2) are given in terms of SS T , and for any orthogonal Q ∈ R r×r , we have SQQ T S T = SS T , soS is a local minimum of (4.2) if and only ifSQ is a local minimum for all orthogonal Q ∈ R r×r . IfZ is a local minimum of (4.1), then any factorS withZ =SS T is a local minimum of (4.2). Otherwise, we can find a better solutionS in the neighborhood ofS, and thenZ :=SS T will be a feasible solution for (4.1) in the neighborhood ofZ (by continuity of the map S → SS T ). We prove the other direction by contrapositive. IfZ is not a local minimum for (4.1), then you can find a sequence of feasible solutions
Since Z k are all feasible for (4.1), so S k are feasible for (4.2). By assumption {Z k } is bounded, and so is S k ; we can therefore find a subsequence of S j →S withSS T =Z, and f (S j S T j ) < f (SS T ). In particular, we havē Z =SS T =SS T , andS is not a local minimum for (4.2), and therefore (by previous results)S cannot be either. Fig. 8.8 . Comparison of regularized and non-regularized formulations. SNR of (a) low frequency slice at 12 Hz and (b) high frequency slice at 60 Hz over a range of factor ranks. Without regularization, recovery quality decays with factor rank due to over-fiting; the regularized formulation improves with higher factor rank. Recovery results of practical scenario in case of weighted factorized formulation over a frequency range of 9-17 Hz. The weighted formulation outperforms the non-weighted for higher frequencies. For some frequency slices, the performance of the non-weighted algorithm is better, because the weighted algorithm can be negatively affected when the subspaces are less correlated.
