We assume that the queue is invisible, in the sense that waiting customers do not obtain any information regarding the queue size or their remaining waiting time before admitted to service. Queues of this type are especially relevant to remote service systems, such as telephone call centers or Internet-based services; hence, we refer to them as tele-queue. For a discussion of the central role that customer patience plays in tele-queues see Garnett et al. (1999) .
The foundation for our model is the hypothesis that customers' patience significantly depends on their expectations regarding the waiting time in the system. These expectations, in turn, are formed through 140, 180, and 240 seconds, respectively. Nonetheless, the fraction of abandoning customers (among those delayed) is remarkably stable at 38%, for all periods. This stands in striking contrast to traditional queueing models, where patience is assumed unrelated to system performance: Such models would predict a strict increase of the abandonment fraction with the waiting time, as in systems with a single customer type, and Mandelbaum and Shimkin (2000) consider a heterogeneous customer population, in terms of utility functions and the resulting abandonment profiles. In these models, the optimal abandonment decision depends on the entire waiting-time distribution offered by the system.
Unlike this prescriptive approach, we consider here a descriptive model, where the dependence of patience on system performance is explicitly specified within the model primitives, in much the same way that a demand function is assumed to be given in economic models. Such an explicit model can be more directly related to experimental data, and is not restricted by the assumption and consequences of strictly rational behavior of the customers.
Our model is highly simplified by assuming that customers' patience depends on the waiting time in the queue only through its average, namely the mean wait; thus, the patience depends on a single performance parameter rather than an entire distribution. The motivation for this simplified model is threefold. First, the mean arguably presents a natural parameter that summarizes customers' expectations regarding their waiting time; indeed, a typical customer can hardly be expected to form a clear estimate of the entire waiting time distribution based on limited experience. Second, the dependence on a single parameter makes it much easier to relate the model to empirical data; see ?4. And third, it offers a considerable simplification in performance analysis (com-
pared, say, with Mandelbaum and Shimkin 2000).
Outline of the Paper. Section 2 presents the basic queueing model, which incorporates the dependence of the patience profile on the average waiting time, and defines the system equilibrium point.' We distinguish between the average waiting time assumed by the customers (denoted x), which determines the patience profile, and between the actual quantity, namely the offered expected wait that results from this patience profile. Simply put, equilibrium is achieved when the two coincide.
The term equilibrium in this paper refers to an operating point of the system, as used in standard market and supply-demand models, and should not be confused with the Nash equilibrium or other game-theoretic concepts.
In ?3, we analyze the equilibrium and its properties, focusing first on existence and uniqueness. Assuming that customer patience decreases as the (assumed) average wait x increases, existence and uniqueness of equilibrium follow from basic monotonicity considerations, as shown in ?3.1. The more interesting case is when patience is allowed to increase with x (?3.2). Here customers adjust their behavior to comply with their expectations. When patience can grow not more than proportionally with x, existence and uniqueness of the equilibrium can still be established and the equilibrium point may be calculated. When this growth condition is violated, multiple equilibria are feasible, as we explicitly demonstrate there.
In ?3.3, we apply the proposed model to address the following question: What is the required dependence of customer patience, so that the abandonment fraction is kept constant despite varying congestion conditions. This question is motivated by the relative insensitivity of the abandonment fraction that was revealed in Figure 1 . Section 4 presents additional empirical support for the dependence of customer patience on the anticipated waiting time. Section 5 provides a brief survey of the literature on patience modeling. Our basic equilibrium model assumes that the system is in steady state, in the sense that the system characteristics are stationary and the customers are well acquainted with those characteristics that are relevant to their behavior. In ?6, we complement the static equilibrium viewpoint with a dynamic learning model, which incorporates the additional ingredient of learning by the customers, and traces the system evolution towards a possible equilibrium. Indeed, the average waiting time parameter x is not initially known, but may be estimated by the customers based on their accumulated experience. We briefly address the issue of censored sampling that arises here: In those customer's visits that end up with abandonment, the offered wait itself is not observed but rather a lower bound on it, namely the abandonment time. As consistent estimation of the mean is quite complicated in this case, we also consider a simpler nonconsistent estimator and its effect on the equilibrium point. The dynamics of the queueing system which incorporates the proposed learning process is examined 
Model Formulation
Consider an M/M/m queue with Poisson arrivals at rate A, and an exponential service time with mean /-~ at each of the m servers. The service discipline is firstcome-first-served. Waiting customers may abandon the queue at any time before admitted to service. Potential abandonment times of individual customers are assumed independent and identically distributed, according to a probability distribution G(.) over the nonnegative real line. We shall refer to G as the patience distribution function. Let G = 1-G denote the survival function; thus G(t) is the probability that a waiting customer will not abandon within t time units. We allow G to depend on a parameter x to be specified below, so that G(t) = G(x, t). When convenient, we shall suppress the dependence on x. While we assume here for simplicity that the arrival rate A is constant, our model and analysis easily extend to the case where A depends on the same parameter x; see the remark at the end of ?3.
Let V denote the offered waiting time, or offered wait, which is the time that a (nonabandoning) customer would have to wait until admitted to service. We assume throughout that the system is in steady state, so that the distribution of V is the same for all customers. Under the stability condition mAu > AG(oo), the density Fv of V is given by (Baccelli and Hebuterne 1981) F,(t) = APm_1 exp(J(t)), t >0, with Pm-_ specified below, and
Let Pj denote the stationary probability for exactly j occupied servers; thus, V has an atom at 0, with P(V = 0) = E-1 pj. We shall also refer to the distribution Fo of (VIV > 0), namely the distribution of the waiting time V given that the customer is not immediately admitted to service; the corresponding density is obviously given by the expression (3) with Km set to zero.
Consider next the dependence of the patience function G on system performance. As discussed in the introduction, we focus here on a simplified model which assumes that this dependence is expressed through a single parameter x, corresponding to the average offered wait in the system. Specifically, we shall consider the following two alternatives:
1. x = E(V), the expected wait. 2. x = E(VIV > 0), the expected wait given that the wait is nonzero (all servers busy upon arrival). These two options correspond to slightly different evaluations of the waiting time, and lead to some differences in the analysis. The expected waiting time may be the most natural single parameter that comes to mind as a summary of waiting time performance. Still, the probability of finding a vacant server upon arrival becomes irrelevant to customers who are required to wait, and therefore the second option may turn out to be more appropriate.
We remark that for modeling purposes, it may be useful to specify the dependence of G on x in two steps. First, let Gn be some parameterized family of probability distributions. For example, Gn may be the set of exponential distributions, with /q the expected value. Or it may the set of degenerate distributions, where now q7 is the deterministic time of abandonment. Further, let the parameter 7 be determined by the value of the performance parameter x, namely T = rj(x). The actual patience distribution G is thus selected out of the family G, and it depends on x according to G = G(X). This parameterization will be employed in some of our examples. Air / \ 1i!~ We have thus parameterized the patience distribution G in terms of the performance parameter x, which may be one of the two options itemized above. This completes the model description. We can now consider the ensuing operating point of the system in equilibrium. Note that the operating point is fully specified once the value of the parameter x has been determined.
We proceed to characterize the equilibrium conditions explicitly. Of the two options specified above, first consider the case of x = E(V). 
We assume throughout that the stability condition G(x, oo) < m,i holds for some x. Both expected values vi(x) are finite at these values of x.
Equilibrium Analysis
We now turn to examine the system equilibrium and analyze its properties-focusing first on the questions of existence and uniqueness of the equilibrium point. We shall then employ the model to address some performance analysis issues, related to the feasibility of maintaining a constant abandonment fraction despite different load conditions, as depicted in Figure 1 
and let D(t) = G2(t)-G (t). By our assumption, D > 0.
Thus, t J2(t) = J1 (t) +A D(s)ds > J (t). (8)
The hazard rate functions Hi corresponding to these waiting time distributions are given by
Hi(t) = F-(t) exp(Ji(t)) F (t) ft exp(J(v))dv'
t>0.
To establish F1 <st F2, we shall in fact prove the stronger property that Fl(t)/F2(t) is (weakly) decreasing in t. The latter is equivalent to dominance in the hazard rate order; see Shaked and Shanthikumar (1994, Chapter 1). To establish that F1/F2 is a decreasing function, it suffices to show that H (t) > H2(t) for
all t > 0, and that at the discontinuity point at t = 0, we have F1(0)/F2(0) < 1. By substituting (8) in the expression for H1, we obtain: 
H2(t) = 7[exp(J (t)) exp(A fo D(s) ds) (10) At [exp(J(v))exp(A /o D(s) ds)] dv

But by the assumed positivity of D, we have that exp(A fo D(s) ds) > exp(A fo D(s) ds) for all v > t, which immediately implies H(^ (t) exp(J1 (t)) =H (t). 2(t) < exp(J,(v))dv=
PROOF. Recall that X <st Y implies E(X) < E(Y).
From the last proposition, we therefore obtain that both functions v (x) and v2(x) are decreasing in x, and uniqueness of the solution follows immediately. As for existence, the assumed continuity condition is easily shown to imply the continuity of v1 and v2. Since our model assumes that both functions are finite for some x, existence follows. O
Increasing Patience
We shall now relax the decreasing-patience assumption, and replace it by a bound on the growth rate of the patience distribution (Assumption 2). The main result here is Theorem 3.3, which extends the results of the previous section while relying on them for the proof.
Assumption 2 allows an increase in the customer's patience with the performance parameter x, but essentially requires that the rate of increase of the former does not exceed that of the latter. That is, when x (the anticipated average wait) increases by 8, the patience (willingness to wait) of the customer population will increase by 8 at the most. Some growth condition of that nature is essential to guarantee uniqueness, as demonstrated by the example that closes this subsection. ASSUMPTION 2. Let T(x) be a random variable with distribution G(x, .). Then the family of random variables {T(x) -x} is decreasing in x, in stochastic order.
An equivalent statement of the last condition is that T(x + y) <st T(x) + y for every y > 0. In terms of the distribution functions, it may be expressed as
G(x + y, .) <st G(x, + y). It implies, in particular, that E(T(x)) -x is decreasing in x.
We establish below that under Assumption 2, the functions vi(x)-x (i = 1, 2) are strictly decreasing in x. This immediately implies uniqueness of the corresponding equilibria defined in (5) or in (6). To establish existence, it is further required to show that vi(x) -x < 0 for x large enough (note that vi(O) > 0). However, Assumption 2 alone may not suffice here (as may be verified via a simple example, e.g., with a deterministic T(x) = x). The existence claim will thus require an additional condition, which is either a system stability requirement or a slight strengthening of Assumption 2, as specified below. Assume, then, that the latter holds. In terms of the distribution functions, our assumption is that G(x + y, t) = G(x, t -y), and we wish to show that Fo(x + y, t) Fo(x, t-y) for all t. As in the proof of 
t>y, where K(x, t) := /uG(x, t) -mA, and C(x) is a normalization constant. Note that Fo(x, t -y) = 0 for t < y. On the other hand, F(x + y,t) =C(x+y)expf K(x+y,s)ds), t>O.
But our assumption on G implies that K(x + y, s) = K(x, s-y). We thus obtain
Fo(x + y, t) = C(x +y) exp(Y K(x, s) ds) = C(x+y) exp(f K(x, s) ds x exp( K(x, s) ds).
Comparing the expressions above, it is apparent that (11) holds with equality for t > y. For t < y the righthand side of (11) is null, so that inequality holds trivially. Moreover, since the left-hand side is nonzero for 0 < t < y, then strict inequality holds on that interval. This implies that Fo(x + y, t) < Fo(x, t-y), with strict inequality holding on some interval; hence Fo(x + y, .) <st Fo(x, .). This establishes the main claim of this lemma. Since v2(x) = E(W(x)), the second claim follows immediately. C We proceed to establish the uniqueness of the equilibrium defined in (5), with vl(x) = Ex(V). To relate this case to the previous one, observe that vl(x)= po(x)v2(x), where po(x) = P{V > 0} is the probability that an arriving customer does not find an available server. It was shown above that v2(x + y) < v2(x) + y. However, as G(x, ) increases so does po(x), and we ZOHAR, MANDELBAUM, AND SHIMKIN Adaptive Behavior of Impatient Customers in Tele-Queues cannot infer from the above equality a similar relation for vl(x). On the technical side, the distribution Fv(x, *) of V obviously contains a jump at t = 0 (with magnitude po(x)), and this prevents the application of the hazard-rate comparison argument which was used in Lemma 3.4. We therefore resort in the analysis below to direct calculation of vl(x) and its derivative. REMARK. So far we have assumed a constant arrival rate A. It stands to reason that the arrival rate would also depend on the system performance. In our model, we may assume that A depends on the system performance parameter x, and is naturally decreasing as x increases. It may be verified that the offered waiting time V (possibly conditioned on V > 0) is stochastically decreasing in A, so that the previous results hold in this case as well.
Maintaining a Constant Abandonment
Fraction We shall briefly examine here certain aspects of system performance using the adaptive patience model and the related equilibrium framework. As has been observed in ?4, one possible effect of customer adaptation is to keep the abandonment fraction approximately constant, even under varying congestion conditions. It may thus be of interest to find the precise patience variation that would keep the abandonment fraction constant. A reasonable conjecture in this regard, which we verify below, is that patience should be approximately proportional to the offered waiting time in order to keep the abandonment fraction fixed. This indeed conforms well with the empirical relation that will be observed between these quantities in Figure 4 .
We shall consider as before an M/M/m + G queue, with m,L fixed (normalized to 1), and let the arrival rate A serve as a parameter that controls the system load. We require Pab = 3, with 3 a specified constant (taken as 0.3 below), and Pab is the fraction of abandoning customers out of those that are not immediately admitted to service. The patience distribution G depends on a system performance parameter x, taken as x = v2 := E(VIV > 0). We are thus considering the system equilibrium defined in Equation (6). We specify G as a member of some parametric family {G }, where the parameter r1 is also the mean of G , and depends on x according to some relation 7 = 7r(x), which is determined below. We shall consider two parametric families:
1. Deterministic: G,(t) = l{t > 7}. Thus, T .
Exponential: G,(t) = 1 -exp(-t/r7).
We now wish to compute the required dependence of r7 on x so that the abandonment fraction is fixed at 
is not feasible since it implies a service rate which is higher than the server capacity.) It may be seen that the ratio is approximately constant over the entire range of A, which means that indeed 7r should be approximately
proportional to x to obtain a fixed abandonment rate. It is interesting to note that the required ratio of qT to x is significantly lower for the deterministic case. Finally, we examine the relation between patience and perceived system performance. To this end, Patience will be represented by E[time-to-abandon], while system performance will be measured by E[offered-waitlwait > 0]. For experienced callers, we expect that actual performance, represented by this measure, coincides with anticipated performance, the latter being forged through previous experience. In other words, with enough service (sampling) experience, the distribution of the offered wait would be unraveled to experienced customers; they summarize this distribution via its mean, which in turn approximates their anticipation. Further work is required to establish analytical abandonment models that are based on the integration of a psychological framework with experimental and empirical data.
Empirical Support
Modeling the Learning Process
Our equilibrium model assumes that customers know the average waiting time in the system. The model is thus static with respect to the customer's knowledge. In practice, however, the customer assessment of the waiting may be evolve through experience.
In this section, we consider a simple model for such a learning process, where each customer estimates the average waiting time based on personal experience, namely his own waiting times in previous visits. He then goes own to modify his abandonment decision according to the current estimate. Of prime interest to us here is the long-term or steady-state behavior of this learning process, which serves to validate our equilibrium analysis and examine some of its hypotheses. The transient behavior of the process may also be of considerable importance, for example to assess the time it takes to reach the steady operating point after the system is considerably modified, but we shall not address this aspect here.
Learning processes of similar nature have been considered in Altman and Shimkin (1998), Ben-Shachar et al. (2000) in the context of bulking decisions. In our case, abandonments complicate the estimation process, since the observations of the offered waiting time are censored by abandonment; that is, a customer who abandons the queue before being admitted to service does not observe the required wait but rather a lower bound on it. We are thus faced again, as in ?4, with the need to estimate the mean of a distribution based on censored data.
We first employ a standard nonparametric estimator for censored data, namely the Kaplan-Meier (KM) estimator mentioned before, which provides a consistent estimator of the mean. It will be demonstrated that when each simulated customer uses KM, the system does indeed converge to its unique equilibrium point.
The KM estimator relies on complex computations, and in practice the customers' estimates are likely to be formed by much simpler procedures. It is therefore of interest to examine the consequences of using simpler estimators. The estimator we consider here is a (parametric) maximum likelihood estimator, which is derived based on the assumption that the estimated quantity (the virtual waiting time in our case) is exponentially distributed (or equivalently that the hazard rate of entering service is constant). This assumption, while false in the presence of abandonments, is a reasonable starting point from the customer's viewpoint, and leads to a simple estimator. It is given by (Miller 1981 trials, namely those that ended up with a service and were not censored by abandonment. We shall refer to this estimator as the Censored MLE. If T is not exponential, the estimator is biased enough to be inconsistent. Since the exponential assumption is false in our system, the Censored MLE turns out to be biased, and thus leads to a steady state of the learning system that differs from the previously postulated equilibrium. Our simulations will demonstrate convergence to this alternative steady state.
The online learning model that we propose is based on the following scenario. Each customer initially pos-sesses some estimate x of the average waiting time, and his abandonment time (or distribution) is given by a function T(x). The queueing system is that of ?2, with the specific customer to enter the queue at each arrival is chosen randomly from a finite population. When the customer leaves the queue, either through service completion or abandonment, he updates his estimate x, and returns to the pool of idle customers. A slight modification was implemented in these simulations regarding the choice of abandonment times. Every once in a while (on each 30th trial), each customer was allowed to stay in the queue until admitted to service, instead of abandoning at T(x). This allowed customers with low patience to sample the actual waiting time more fully, and turned out to be important for a reasonable convergence of the estimators. 
Simulation Results
