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The first essay investigates the evolution of attribute-specific preferences through 
consumer learning. Most extant consumer learning models allow for learning about 
alternative-specific preferences such as brand preference in a brand choice model.  
However, there exist product categories which offer many varieties of products with 
different attributes. In such cases, it is important to model consumer learning of attribute-
specific preferences rather than simply modeling alternative-specific preferences in order 
to more accurately and parsimoniously describe consumer behavior. In this paper, we 
propose a structural model of consumer’s Bayesian learning of attribute-specific 
preference, using scanner panel data. We show that the proposed model and empirical 
results can enable marketing researchers to identify whether a certain attribute is 
characterized by significant consumer learning, and to capture the possible separate 
learning processes of preferences for multiple attributes.  Moreover, the model results 
provide insights into the dynamics of preferences of different product attributes. We 
conduct policy evaluations of marketing strategies such as free sample promotions and 




 The second essay examines the effect of gift exchange on the purchase behavior. 
While the marketing manager’s interest in the gift behavior is increasing, there has been 
little empirical research on the gift exchange of consumers in the marketing literature. In 
this essay, we analyze the effect of gift exchange on the consumer’s purchase by 
analyzing a social network service dataset. More specifically, our proposed model 
operationalizes the item experience as a combination of accumulated purchase, gift 
giving and receiving experiences. The empirical findings include that the shapes of 
preference evolutions vary across different item experience variables, and that the gift 
receipts from individuals and those from corporations have quite different influences on 
the consumers’ preferences. For managerial implications, we suppose a situation that a 
marketer is searching for an optimal target strategy for cross-selling by sending item gifts 
to the target. Among various possible marketing decisions, targeting based on our 
empirical results show the best performance with the least input. As shown in this 
managerial application example, our proposed model enables marketers to optimize their 






ESSAY ONE: EVOLUTION OF ATTRIBUTE-SPECIFIC 




Many product markets are characterized by turbulence and shifting consumer preferences, 
as new products or new attribute levels are introduced and promoted (Erdem and Keane 
1996).  Compared to the marketers in relatively stable markets, it is more imperative for 
those in turbulent markets to understand consumer preferences for product attributes and 
their dynamics in order to develop suitable responses in terms of the marketing mix.  
There have been three broad approaches in the marketing literature to gain insight into 
consumer behavior towards product attributes in highly competitive markets.  In the first 
approach, the research focus is on identifying the hierarchy of product attributes that best 
describes aggregate consumer behavior in the market (Kalwani and Morrison, 1977; 
Urban, Johnson and Hauser, 1984).  For example, the question addressed in this 
approach is whether aggregate consumer behavior is best described as consumers' first 
choosing between decaffeinated and caffeinated coffee and then between brands of coffee 
or vice versa.  A second approach generalizes this approach to allow for different 
consumers in the market to make their purchase decisions using different hierarchical 
sequences of attributes (Kannan and Wright, 1991).  A third approach (Fader and Hardie, 
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1996) estimates a discrete choice model describing consumer’s purchase from the set of 
individual products (stock-keeping units, or SKUs) in the market, where each SKU can 
be regarded as a bundle of the related attribute levels (e.g. Maxwell House brand + 
decaffeinated + ground coffee).  
 A limitation of the above approaches is that if they do capture dynamics in 
consumer preferences, they do so in an ad-hoc fashion using exponentially smoothed 
averages of past attribute choices.  To overcome this limitation, we propose a structural 
consumer learning model to capture the dynamics in consumer preferences for attributes.  
In the marketing literature, Erdem and Keane (1996) present a structural consumer 
learning model in which consumers learn about the quality of brands in Bayesian fashion 
through signals from their purchase experience, and make brand choices.  Erdem and 
Keane (1996) argue that such structural models are more suited to conducting policy 
experiments, as these models are not subject to the Lucas critique (Lucas, 1976).  The 
Bayesian learning model in the marketing literature has been applied in various contexts 
including consumer packaged goods (e.g., Erdem and Keane, 1996), pharmaceutical 
drugs (e.g., Crawford and Shum, 2005), insurance services (e.g., Israel, 2005), and high-
tech durable goods (e.g., Erdem et al., 2005).  However, all of these extant applications 
of structural Bayesian learning model assume that consumers learn about the overall 
quality of a brand or a choice alternative.  In contrast, the spirit of past approaches to 
market structure analysis is to understand consumer preferences for product attributes 
such as “decaffeinated” or “ground” coffee.  Since there exist product categories which 
offer many varieties of products with different attributes, it is also important to model 
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consumer learning about attribute-specific preferences rather than to simply model 
learning about overall quality of choice alternatives.  For instance, when a consumer 
anticipates the expected utility from consuming a wine offering from the Kendall-Jackson 
brand that she has not tried before, she might utilize learning from past experience of the 
related attribute levels from other wine products, e.g.  products of Yellow Tail brand, 
with the same type of grapes and country of origin as the Kendall-Jackson product.  
Thus, there is a need to combine the structural modeling approach of Erdem and Keane 
(1996) with the attribute focus of previous market structure analysis. 
 Consistent with the above discussion, this paper proposes a structural model of 
consumer's learning process for attribute-specific preference.  Unlike past research, the 
proposed model allows Bayesian consumer learning not only for brand qualities (or 
preference) but also for preferences of other attributes such as flavor or type of package.   
We use a decompositional approach in which consumer utility of a product (stock-
keeping unit or SKU) is modeled as the sum of the utilities from the product attributes as 
in Fader and Hardie (1996). Unlike Fader and Hardie (1996), we allow for consumer 
learning of product attributes thereby incorporating dynamics in consumer preferences.  
Gu and Yang (2010) have a parallel research paper that models consumer learning of 
product attributes using ready-to-eat cereal purchase data. Unlike our decompositional 
approach, Gu and Yang (2010) incorporate learning by allowing for correlation in 
preferences across SKUs that share common attributes. While their approach is less 
parsimonious, their model can allow for the utility from an attribute such as “caffeinated” 
to vary across SKUs for a given consumer. On the other hand, policy implications of 
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introducing a new SKU are more easily studied with our decompositional approach. 
Moreover, the correlation in preferences across SKUs in Gu and Yang’s model may be 
difficult to identify depending on the data. Chan et al. (2010) model physician learning of 
product attributes for a prescription drug. Their approach, however, relies on both 
prescription data and survey data on product attributes.  
 To summarize, our model contributes to the marketing literature as follows. First, 
the proposed model offers marketing researchers an approach to identify consumer 
learning of preferences for attributes rather than learning of an overall quality measure 
for a brand as in Erdem and Keane (1996) using household purchase data.  Further, by 
modeling at the attribute level, the proposed model can more parsimoniously capture 
learning when there are many product alternatives (SKUs). Gu and Yang (2010) and 
Chan et al. (2010) offer alternative approaches to the modeling of consumer learning of 
preferences in different contexts as discussed above. Second, because consumers’ 
perception or preferences for attributes may diverge over time because of differences in 
experience, our model can help in understanding and predicting the dynamics in 
consumer preferences for product attributes (cf. Kalwani and Morrison, 1977; Urban, 
Johnson and Hauser, 1984). Third, because our model is a structural model, policy 
evaluations by managers are not subject to the Lucas critique. Thus, for example, 
managers can use the proposed model to assess the market share and profit impact of 
providing samples to consumers of products with specific attributes. Moreover, we can 
apply our model to design the optimal new product line extensions by predicting their 
demand evolution using the estimated attribute preference dynamics. 
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 The rest of this paper is organized as follows: In the next section, we propose our 
model and describe the specifications with discussion about identification and estimation 
of the parameters.  In the following sections, we describe our dataset, and provide the 
empirical analysis.  Based on the estimates, we perform policy evaluations in the 
following sections.  In the last section, we conclude with implications of the empirical 




1.2.1 Model Specification 
In our attribute-learning model, we specify the utility of consumer i for SKU j at purchase 
occasion t as follows: 
𝑈𝑈�𝑖𝑖𝑖𝑖𝑖𝑖 = ∑ ∑ 𝐴𝐴𝑖𝑖𝑗𝑗𝑗𝑗𝐿𝐿𝑛𝑛𝑗𝑗=1 𝑄𝑄�𝑖𝑖𝑗𝑗𝑗𝑗𝑖𝑖𝑁𝑁𝑗𝑗=1 + 𝑋𝑋𝑖𝑖𝑖𝑖𝑖𝑖𝛽𝛽𝑖𝑖 + 𝜀𝜀𝑖𝑖𝑖𝑖𝑖𝑖,                                       (1)                         
 In the above equation, 𝑄𝑄�𝑖𝑖𝑗𝑗𝑗𝑗𝑖𝑖 is consumer i's perceived utility or preference of 
level l of the n-th attribute of SKU j at purchase occasion t and 𝐴𝐴𝑖𝑖𝑗𝑗𝑗𝑗 is an indicator 
variable which equals to 1 if SKU j possesses level l of the n-th attribute, and equals zero 
otherwise.  Note that an SKU is described by the values 𝐴𝐴𝑖𝑖𝑗𝑗𝑗𝑗 for each of the 𝐿𝐿𝑗𝑗 levels 
for every attribute n of the SKU, n = 1, 2, 3…, N, with ∑ 𝐴𝐴𝑖𝑖𝑗𝑗𝑗𝑗
𝐿𝐿𝑛𝑛
𝑗𝑗=1 = 1 for every n. Thus, 
the term ∑ ∑ 𝐴𝐴𝑖𝑖𝑗𝑗𝑗𝑗
𝐿𝐿𝑛𝑛
𝑗𝑗=1 𝑄𝑄�𝑖𝑖𝑗𝑗𝑗𝑗𝑖𝑖 𝑁𝑁𝑗𝑗=1  in the above utility function specification stands for the 
consumer’s utility from the attributes of SKU j.  Among the other terms in equation (1), 
𝑋𝑋𝑖𝑖𝑖𝑖𝑖𝑖 is a vector of marketing mix variables for SKU j during purchase occasion t of 
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consumer i, 𝛽𝛽𝑖𝑖  is the corresponding column vector of marketing mix response 
coefficients, and  𝜀𝜀𝑖𝑖𝑖𝑖𝑖𝑖  is the random error utility component that is unobserved by the 
researcher. We assume 𝜀𝜀𝑖𝑖𝑖𝑖𝑖𝑖  to be independently and identically distributed (i.i.d.) 
random variables following a Type I Extreme Value distribution. 
 We assume that 𝑄𝑄�𝑖𝑖𝑗𝑗𝑗𝑗𝑖𝑖  in equation (1) is stochastic with the following 
distribution that represents consumer i’s uncertainty about the utility from attribute levels 
at purchase occasion t.  
𝑄𝑄�𝑖𝑖𝑗𝑗𝑗𝑗𝑖𝑖~ 𝑁𝑁(𝜇𝜇𝑖𝑖𝑗𝑗𝑗𝑗𝑖𝑖 ,𝜎𝜎𝑖𝑖𝑗𝑗𝑗𝑗𝑖𝑖2 ),                        (2) 
Thus 𝜇𝜇𝑖𝑖𝑗𝑗𝑗𝑗𝑖𝑖 is consumer i's expected utility from level l of attribute n at time t, while 
𝜎𝜎𝑖𝑖𝑗𝑗𝑗𝑗𝑖𝑖
2  is the perceived variance from the utility of this attribute level at time t. Consumers 
update their attribute preferences, 𝑄𝑄�𝑖𝑖𝑗𝑗𝑗𝑗𝑖𝑖 , based on signals that they receive when 
consuming products with those attributes.  Let 𝑠𝑠𝑖𝑖𝑗𝑗𝑗𝑗𝑖𝑖 denote the utility signal from level 
l of attribute n that consumer 𝑖𝑖 receives after consuming an SKU with this attribute level 
following purchase occasion t. We assume that the utility signal is distributed as follows:  
𝑠𝑠𝑖𝑖𝑗𝑗𝑗𝑗𝑖𝑖~ 𝑁𝑁(𝜃𝜃𝑖𝑖𝑗𝑗𝑗𝑗  ,𝜎𝜎𝑆𝑆𝑛𝑛𝑛𝑛2 ),                                                       (3) 
 The 𝜃𝜃𝑖𝑖𝑗𝑗𝑗𝑗 can be considered as consumer i’s true utility or match value from 
level l of attribute n while 𝜎𝜎𝑆𝑆𝑛𝑛𝑛𝑛
2  is the signal variance or noise for the corresponding 
attribute level.  As Narayanan and Manchanda (2009) indicate, match values can be 
interpreted as the ultimate steady-state of a consumer’s dynamic preference, 𝑄𝑄�𝑖𝑖𝑗𝑗𝑗𝑗𝑖𝑖. We 
assume that after consumption following purchase occasion t, consumers update their 
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beliefs about 𝑄𝑄�𝑖𝑖𝑗𝑗𝑗𝑗𝑖𝑖 using Bayes rule. Thus, the updated mean and variance of 𝑄𝑄�𝑖𝑖𝑗𝑗𝑗𝑗𝑖𝑖 
after purchase occasion t is given as follows:  
1
𝜎𝜎𝑖𝑖𝑗𝑗𝑗𝑗𝑖𝑖
2 = 1𝜎𝜎𝑖𝑖𝑗𝑗𝑗𝑗,𝑖𝑖−12 + 𝑦𝑦𝑖𝑖𝑗𝑗𝑗𝑗𝑖𝑖 1𝜎𝜎𝑆𝑆𝑛𝑛𝑛𝑛2                                                       (4) 
𝜇𝜇𝑖𝑖𝑗𝑗𝑗𝑗𝑖𝑖 = 𝜎𝜎𝑖𝑖𝑗𝑗𝑗𝑗𝑖𝑖2𝜎𝜎𝑖𝑖𝑗𝑗𝑗𝑗,𝑖𝑖−12 𝜇𝜇𝑖𝑖𝑗𝑗𝑗𝑗,𝑖𝑖−1 + 𝑦𝑦𝑖𝑖𝑗𝑗𝑗𝑗𝑖𝑖 𝜎𝜎𝑖𝑖𝑗𝑗𝑗𝑗𝑖𝑖2𝜎𝜎𝑆𝑆𝑛𝑛𝑛𝑛2 𝑠𝑠𝑖𝑖𝑗𝑗𝑗𝑗𝑖𝑖,                                      (5) 
 In the above equations, 𝑦𝑦𝑖𝑖𝑗𝑗𝑗𝑗𝑖𝑖 is an indicator variable, the value of which is 1, if 
the product chosen by consumer i contains level l of attribute n at purchase occasion t, 
and 0, otherwise.  Equations 4 and 5 imply that the posterior expectation is the weighted 
average of the prior expectation and the utility signal, with the weight being given by the 
precision of each of these quantities. Over successive purchase occasions, equations (4) 
and (5) iteratively lead to the following expressions for  𝜇𝜇𝑖𝑖𝑗𝑗𝑗𝑗𝑖𝑖 and 𝜎𝜎𝑖𝑖𝑗𝑗𝑗𝑗𝑖𝑖2 , where 𝜇𝜇𝑖𝑖𝑗𝑗𝑗𝑗1 
and 𝜎𝜎𝑖𝑖𝑗𝑗𝑗𝑗12  are consumer i’s  initial (at t = 1 ) perceived mean and variance of the utility 
𝑄𝑄�𝑖𝑖𝑗𝑗𝑗𝑗1 of level l of attribute n. 
1
𝜎𝜎𝑖𝑖𝑗𝑗𝑗𝑗𝑖𝑖
2 = 1𝜎𝜎𝑖𝑖𝑗𝑗𝑗𝑗,12 + ∑ 𝑦𝑦𝑖𝑖𝑗𝑗𝑗𝑗𝑖𝑖𝑖𝑖−1𝑖𝑖=1𝜎𝜎𝑆𝑆𝑛𝑛𝑛𝑛2                                                          (6) 
𝜇𝜇𝑖𝑖𝑗𝑗𝑗𝑗𝑖𝑖 = 𝜎𝜎𝑖𝑖𝑗𝑗𝑗𝑗𝑖𝑖2𝜎𝜎𝑖𝑖𝑗𝑗𝑗𝑗,12 𝜇𝜇𝑖𝑖𝑗𝑗𝑗𝑗,1 + 𝜎𝜎𝑖𝑖𝑗𝑗𝑗𝑗𝑖𝑖2𝜎𝜎𝑆𝑆𝑛𝑛𝑛𝑛2 �𝑦𝑦𝑖𝑖𝑗𝑗𝑗𝑗𝑖𝑖𝑠𝑠𝑖𝑖𝑗𝑗𝑗𝑗𝑖𝑖𝑖𝑖−1𝑖𝑖=1  







𝜎𝜎𝑖𝑖𝑗𝑗𝑗𝑗,12 + ∑ 𝑦𝑦𝑖𝑖𝑗𝑗𝑗𝑗𝑖𝑖𝑖𝑖−1𝑖𝑖=1                                           (7) 
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 We allow for heterogeneity in the vectors of marketing mix response parameters, 
βi, initial mean attribute-specific utilities, µi1, and match values for attribute levels,  Θi, 
by specifying a hierarchical relationships of the consumer-specific parameters with 
consumer demographic information as follows; 
𝛽𝛽𝑖𝑖|𝛥𝛥,𝑉𝑉𝛽𝛽 ,𝑍𝑍𝑖𝑖~𝑀𝑀𝑉𝑉𝑁𝑁�𝛥𝛥𝑍𝑍𝑖𝑖,𝑉𝑉𝛽𝛽�,                                                    (8)  
𝜇𝜇𝑖𝑖𝑗𝑗𝑗𝑗,1|𝛬𝛬,𝑉𝑉𝜇𝜇1 ,𝑍𝑍𝑖𝑖~𝑀𝑀𝑉𝑉𝑁𝑁�𝛬𝛬𝑍𝑍𝑖𝑖 ,𝑉𝑉𝜇𝜇1�,                       (9)                                                               
𝜃𝜃𝑖𝑖𝑗𝑗𝑗𝑗|𝛤𝛤,𝑉𝑉𝛽𝛽 ,𝑍𝑍𝑖𝑖~𝑀𝑀𝑉𝑉𝑁𝑁(𝛤𝛤𝑍𝑍𝑖𝑖,𝑉𝑉𝜃𝜃),                      (10)                                                            
 In the above equations, 𝑍𝑍𝑖𝑖 is the vector of consumer demographic variables 
including an intercept term, 𝛥𝛥,𝛬𝛬,𝛤𝛤,𝑉𝑉𝛽𝛽 ,𝑉𝑉𝜇𝜇1, and 𝑉𝑉𝜃𝜃 are hierarchical parameters.1  
 We assume that consumers maximize expected utility given their uncertainty 
about the attribute utilities that affect the utility of individual SKU.  In addition, we 
assume the risk neutrality of consumers, consistent with the approaches of Ackerberg 
(2003), Mehta et al. (2003), and Shin et al. (2012).  Thus, the consumer i’s choice at 
purchase occasion t is governed by the expected utility from each SKU j calculated as 
follows.   
𝑈𝑈𝑖𝑖𝑖𝑖𝑖𝑖









𝜇𝜇𝑖𝑖𝑗𝑗𝑗𝑗𝑖𝑖 + 𝑋𝑋𝑖𝑖𝑖𝑖𝑖𝑖𝛽𝛽𝑖𝑖 + 𝜀𝜀𝑖𝑖𝑖𝑖𝑖𝑖                                                               (11) 
1 Detailed information about the variables and estimation schemes are in Appendix A. 
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 Note that the expectation is not over the stochastic term, 𝜀𝜀𝑖𝑖𝑖𝑖𝑖𝑖, in equation (11) 
because 𝜀𝜀𝑖𝑖𝑖𝑖𝑖𝑖 is random only from the researcher’s viewpoint. Given our assumptions 
about the distribution of 𝜀𝜀𝑖𝑖𝑖𝑖𝑖𝑖, the probability of consumer i choosing SKU j at purchase 
occasion t, Prob𝑖𝑖𝑖𝑖(𝑗𝑗), is given by the standard multinomial logit formula: 
𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑖𝑖𝑖𝑖(𝑗𝑗) = 𝑒𝑒𝑥𝑥𝑥𝑥 �𝑈𝑈𝑖𝑖𝑖𝑖𝑖𝑖𝐸𝐸 �
∑ 𝑒𝑒𝑥𝑥𝑥𝑥(𝑈𝑈𝑖𝑖𝑖𝑖𝑖𝑖𝐸𝐸 )𝐽𝐽𝑖𝑖=1                                                      (12) 
 
1.2.2. Identification  
As is standard for a logit choice model, we set 𝑄𝑄�𝑖𝑖𝑗𝑗𝑖𝑖𝑖𝑖 = 0, for a baseline level b of each 
attribute n for all t to enable model identification. Moreover, equation (7) taken in 
conjunction with equation (11) suggests that 𝜎𝜎𝑗𝑗𝑗𝑗,12  and 𝜎𝜎𝑆𝑆𝑛𝑛𝑛𝑛2  are not separately 
identifiable (cf. Mehta et al. 2003 and Shin et al. 2012).  Therefore, we set 𝜎𝜎𝑖𝑖𝑗𝑗𝑗𝑗,12 ≡ 1 
for identification, so that the 𝜎𝜎𝑆𝑆𝑛𝑛𝑛𝑛
2  that we estimate effectively captures 
𝜎𝜎𝑆𝑆𝑛𝑛𝑛𝑛
2
𝜎𝜎𝑖𝑖𝑛𝑛𝑛𝑛,12 , which is 
the ratio of attribute utility signal variance to the initial perception variance.   We tested 
our model with simulated data and the result showed good recovery of these parameters. 
1.2.3 Estimation 
We use a Markov Chain Monte Carlo (MCMC) algorithm to generate random draws from 
the joint posterior distribution. Our algorithm uses a combination of Gibbs sampling and 
Metropolis-Hastings steps. The full details of the MCMC algorithm and prior densities 




1.2.4 Benchmark Models 
A natural benchmark of comparison for our attribute-learning model is the SKU choice 
model of Fader and Hardie (1996) (F&H), whose principal difference from our model is 
that they do not incorporate consumer uncertainty about attribute utilities or an explicit 
attribute preference learning process for consumers. Thus, 𝑄𝑄�𝑖𝑖𝑗𝑗𝑗𝑗𝑖𝑖 is replaced by a non-
stochastic 𝑄𝑄𝑖𝑖𝑗𝑗𝑗𝑗𝑖𝑖 in equation (1) under the F&H model. Instead of an explicit learning 
process, the F&H model incorporates preference dynamics in 𝑄𝑄𝑖𝑖𝑗𝑗𝑗𝑗𝑖𝑖 by employing an 
exponential smoothing process similar to Guadagni and Little (1983) as follows: 
𝑄𝑄𝑖𝑖𝑗𝑗𝑗𝑗𝑖𝑖 = 𝑄𝑄0𝑖𝑖𝑗𝑗𝑗𝑗 + 𝑄𝑄1𝑖𝑖𝑗𝑗𝐴𝐴𝐴𝐴𝐴𝐴𝐿𝐿𝐴𝐴𝐴𝐴𝑖𝑖𝑗𝑗𝑗𝑗𝑖𝑖 ,                                            (13) 
 In the above equation, 𝐴𝐴𝐴𝐴𝐴𝐴𝐿𝐿𝐴𝐴𝐴𝐴𝑖𝑖𝑗𝑗𝑗𝑗𝑖𝑖  is consumer i's exponentially smoothed 
loyalty variable (cf. Guadagni and Little 1983) for level l of attribute n at purchase 
occasion t.2  𝑄𝑄0𝑖𝑖𝑗𝑗𝑗𝑗 and 𝑄𝑄1𝑖𝑖𝑗𝑗 are the i-th consumer’s attribute level utility intercept and 
attribute loyalty coefficient respectively. We refer to the F&H model as Baseline 2 model 
in the rest of the paper. We also compare our model with a second benchmark model, 
which is the static version of the F&H model obtained by setting 𝑄𝑄1𝑖𝑖𝑗𝑗 = 0. We refer to 
this benchmark model as the Baseline 1 model.  For both baseline models, we allow for 
heterogeneity of consumer-level parameters through a hierarchical relationship with 
consumer demographics, similar to our proposed model.   
  
2 Further details of the F&H model and the G&L variables are described in Appendix B. 




We use household-level scanner panel purchase data collected in Pittsfield, Massachusetts 
during 2001-2005 for the coffee category by Information Resources, Inc. (IRI) 
(Bronnenberg, Kruger, and Mela, 2008). The data consists of 4,218 households with 
124,808 purchase observations amounting to an average purchase frequency per 
household of 29.6 times over the five-year period.  From the dataset, we randomly 
selected 150 households who made more than 20 purchases during the data period, with 
constant family size and income in the research period.  The selected dataset includes 
9,019 purchase observations with an average of 60.1 purchase observations per 
household.  For demographic variables, we utilized family size and income of the 
selected panels.  The marketing mix variables used in our model include unit price, 
feature, and in-store displays. 3  
 We selected five key attributes - Grinding, Caffeine, Brand, Flavor, and Package 
Size – which together lead to 20 attribute levels, considering the attribute importance 
based on the past literature (e.g. Kalwani and Morrison (1979), Urban et al. (1984), Fader 
and Hardie (1996), Bell et al. (2005)).  Table 1.1 shows the key attribute and their levels 
along with their choice shares. Based on the levels of the key attributes, we identified 153 
distinct SKUs in the data. We classified the 649 UPCs in the data into one of these 153 
SKUs based on the levels of the key attributes. 
  
3 We did not include the price reduction flag variable in the IRI dataset because the price 
variable already reflects the price reduction information. 
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 We observe in our data that some of the 153 SKUs have no purchase 
observations in some weeks, perhaps because of not being stocked by the store that the 
consumer visited. Therefore, we assume that an SKU is available for purchase by a 
household at a store on a purchase occasion only if the store visited by the household 
shows any sales during a six-week horizon before or after the purchase occasion. To 
estimate parameters, we ran 35,000 MCMC iterations for each model including a burn-in 
period of 30,000 iterations and checked the convergence of posterior distributions.   
 
1.4 Results 
Table 1.2 shows the comparison of fit measures with in-sample and out-of-sample data 
for the models.  We use the last 5% of purchase occasions for each household as out-of-
sample data for predictive validation.  As seen in Table 1.2, our model performs better 
than both of the baseline models on all five criteria - marginal likelihood, Bayes factor, 
predictive posterior distribution, in-sample hit rate, and out-of-sample hit rate.  Further, 
the Baseline 2 dynamic model performs better than the Baseline 1 static model. 
 Table 1.3 presents the coefficient estimates of the attribute learning model. We 
find that the second-level coefficients of demographic variables that affect first-level 
models parameters (see equations (8) through (10)) to be statistically not significant. 
Therefore, we omit these second-level demographic coefficients from Table 1.3 and 
present only the intercept (which represents the average first-level coefficient across 
households) and the variance of the random-effect term representing unobserved 
heterogeneity (diagonal terms of 𝑉𝑉𝛽𝛽 ,𝑉𝑉𝜇𝜇1, and 𝑉𝑉𝜃𝜃). In Table 1.3, the average (intercept) 
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values of the attribute part-worth or utility parameters are generally negative because we 
typically set the utility of the attribute level with the highest market share to zero for 
identification. The negative value indicates a lower utility in relation to the baseline level.  
 Note that the average values of the initial attribute utility (𝜇𝜇𝑖𝑖𝑗𝑗𝑗𝑗,1) and the match 
value (𝜃𝜃𝑖𝑖𝑗𝑗𝑗𝑗), which represents the attribute utility in the long run, are generally different 
suggesting that the consumer preferences are evolving as a result of learning. The rate of 
this evolution for an attribute level would depend on the precision of the signal received 
about the attribute level from a consumption experience. This precision is given by the 
inverse of the signal variance (𝜎𝜎𝑆𝑆𝑛𝑛𝑛𝑛
2 ) for that attribute level.4 A high value of 𝜎𝜎𝑆𝑆𝑛𝑛𝑛𝑛
2  for an 
attribute level indicates that the signal for that attribute level is quite noisy making it 
harder for consumers to learn their true utility from that attribute level.  Table 1.3 shows 
the estimated signal variances for the attribute levels. The results show that attribute 
levels differ widely in the ease with which they can be learned. In general, households 
appear to be able to learn quickly about their utility for attributes such as size, 
caffeination, or their need for ground or whole bean. However, learning for some brands 
and flavors appear to be much slower because of the noisy nature of the signals.  
 The variances of the coefficients in Table 1.3 show that there is significant 
unobserved heterogeneity across consumers in their response to marketing mix 
coefficients. Further, households are also heterogeneous in their initial perception of the 
attribute utilities (𝜇𝜇𝑖𝑖𝑗𝑗𝑗𝑗,1) as well as the expected attribute utilities in the long run (𝜃𝜃𝑖𝑖𝑗𝑗𝑗𝑗). It 
4 Recall that σSnl
2  is really the ratio of signal variance to the initially perceived variance 
(σSnl
2 σinl,12� ) because we set  σinl,12  equal to 1 for identification. 
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is interesting to note that there is significant heterogeneity in the perceived utilities of low 
market-share brands and for niche flavors such as hazelnut.  
 Our hierarchical Bayes procedure allows us to estimate initial expected attribute 
utilities (𝜇𝜇𝑖𝑖𝑗𝑗𝑗𝑗,1) and the long-run match values (𝜃𝜃𝑖𝑖𝑗𝑗𝑗𝑗) at the household level. We also 
estimate the expected attribute utility for households at the end of the estimation period 
(𝜇𝜇𝑖𝑖𝑗𝑗𝑗𝑗𝑖𝑖). In comparison to 𝜇𝜇𝑖𝑖𝑗𝑗𝑗𝑗,1, 𝜇𝜇𝑖𝑖𝑗𝑗𝑗𝑗𝑖𝑖  would show evolution towards the long-rum 
match values for households as a result of their consumption experience.  Table 1.4 
presents the aggregate means and standard deviations of 𝜇𝜇𝑖𝑖𝑗𝑗𝑗𝑗1, 𝜇𝜇𝑖𝑖𝑗𝑗𝑗𝑗𝑖𝑖, and 𝜃𝜃𝑖𝑖𝑗𝑗𝑗𝑗 across 
households for the proposed attribute learning model as well as for the baseline models. 
The table shows that the two dynamic models, the Baseline 2 model and the attribute 
learning model, lead to different assessments about the evolution in the aggregate mean 
attribute utilities. For example, the attribute learning model suggests that mean expected 
utilities for Maxwell House, Chase & Sanborn, and Other Brands increased during the 
estimation period, while the Baseline 2 model suggests the opposite 
 Figure 1.1 compares the evolution of selected aggregate mean attribute utilities 
under the different models. The figure shows that the attribute learning model indicates 
somewhat different dynamics in the mean attribute utilities than the Baseline 2 model. 
For example, an interesting question would be whether the dramatic increase in choice 
share of extra-large coffee SKUs from 4.9% in Year 1 to 10.6%  in Year 5 as observed in 
the data indicates an underlying change in preference for extra large sizes among 
consumers or is a result of other marketing mix actions such as price promotions.  
Interestingly, the Baseline 2 model shows aggregate mean utility for an extra-large size 
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decreased from −0.36 to −2.54 in the same period, while the attribute learning model 
shows that preference for this attribute increased from −2.99 to −2.18. Thus, these two 
models can lead to different implications: a brand may consider offering an extra-large 
size based on the attribute learning model but may not do so with the Baseline 2 F&H 
model. In contrast to the above two models, the Baseline 1 model captures no dynamics 
in attribute preference as it assumes a constant preference.  
 While aggregate mean utilities for an attribute level may evolve slowly, it does 
not necessarily imply that the perceived utilities of individual households also evolve 
slowly.  Figure 1.2 presents the evolution in expected utilities (𝜇𝜇𝑖𝑖𝑗𝑗𝑗𝑗𝑖𝑖 ) of selected 
households for the Maxwell house brand and for the Colombian flavor. The figures show 
that the change in attribute preferences for an individual household can be higher or 
lower than the change at the aggregate average level (represented by the solid line in the 
figures).  
 
1.5 Policy Evaluation 
Apart from providing insights into the evolution of preferences for attributes, our 
structural model is particularly useful for examining policy evaluations as such models do 
not suffer from the Lucas critique (Lucas 1976). To provide managerial insights, we 
perform policy evaluations of three marketing actions – a price promotion, free sample 




1.5.1 Price Promotions to Induce Trial 
An important aspect of our structural model is that consumers learn about their 
preference for attributes including brands through consumption experience. An important 
objective of price promotions is to increase long-term sales of products in the brand by 
stimulating consumer learning through trial purchases.  In order to highlight the long-
term sales effect of price promotion, we suppose a brand manager temporarily cut the 
prices of a subset of products in the brand, which accelerates consumers’ learning process 
of the related attribute levels of the products.  Thus, the temporary price cut may affect 
subsequent purchase choices by inducing the trial of the promoted product and 
consumption experiences of the related attribute levels. In this section, we compare the 
long term impact of alternative price promotion policies as predicted by the different 
models considered in this study.  It should be noted that the static model (Baseline 1) 
does not allow price promotion experiments, because price promotion has no long run 
impact on the subsequent choices under this model (cf. Erdem 1996).  Therefore, we 
compare the results of policy experiments from the Baseline 2 and the attribute learning 
model. 
 In price promotion decisions, brand managers often have to decide the subset of 
products to promote and the amount of price discount. For illustration purposes, we 
consider three alternative price promotion policies for the Maxwell House brand:  (i) 
policy PP1, with no temporary price cuts; (ii) policy PP2, a 25% price cut on all Maxwell 
House coffee SKUs and (iii) policy PP3, a 75% price cut for Maxwell House SKUs with 
Colombian flavor. We assume that the price cuts are instituted at a time that coincides 
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with the second purchase occasions of households of Year 2 (the 53th – 104th week).5  
We also assume that the temporary price promotion affects only the households’ choice of 
SKU, but not their timing or frequency of purchases.  Note that we do not consider 
reactions by competing brands to the price cut in our policy experiment. 
 We measure the long-term effect of the price promotion by examining their 
choices on the ten purchase occasions following the price promotion. Table 1.5 exhibits 
the actual number of choices from the 1st to 10th available purchase occasions for 
households who are observed at least two purchases in Year 2. Table 1.6 (a) reports the 
simulated purchases over the next ten purchase occasions by the panel of households 
under policy PP1. Policy PP1 serves as the baseline to compare the other policies, PP2 
and PP3. Table 1.6 (b) presents the incremental number of purchases compared to Table 
1.6 (a) under policies PP2 and PP3 in comparison to PP1.  Note that under both models, 
the temporary price cut generates incremental purchases for the Maxwell House Brand 
(brand B1 in the table) during the period of the price cut (period 2) but in subsequent 
period as well (period 6).  However, for the attribute learning model, the simulation 
results show that PP2 is better than PP3, while the Baseline 2 model reaches the opposite 
conclusion.   
1.5.2 Targeted Sample Mailing 
In this section, we examine the targeted sample mailing policies. For marketers, it is 
important to decide which product to provide as free sample, and whether to distribute 
5 96 percent of panels (144 among 150 panels) are observed to purchase at least twice in the 
period. 
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free samples to all consumers or targeted consumers.  We suppose Maxwell House 
brand distributes their free samples to all or targeted households after the 1st purchase 
and before the 2nd purchase of the 2nd year in the sample period. The static or ad-hoc 
dynamic model (Baseline 1 and 2) does not allow free sample experiments, because the 
consumption experience of free sample has no effect on the subsequent choices in the 
static preference or state dependence on the past purchase context.  Consistent with the 
free sample experiment of Erdem (1998), we define free sample as a product a consumer 
gets the chance to try for free, and assume that every consumer who gets the free sample 
consumes it. 
 We compare various free sample policies as described in Table 1.7 for products 
listed in Table 1.8.  Consistent with the price promotion policy experiments, we 
compare the simulated number of choices the first 10 available purchases after Year 1 for 
the households who are observed to purchase coffee products at least twice in Year 2.  It 
should be noted that Policy TS1 is same as Policy PP1, so the simulated result under 
Policy TS 1 for those purchases is same as Table 1.6.  Table 1.9 presents incremental 
sales under Policy TS 2-4, compared with Policy TS1 (Table 1.6).  The simulation 
results imply that providing SKU 26 to all households is better than providing SKU 89, 
and targeting households can enhance the brand choice in subsequent purchase occasions.  
In the simulation, we target the households whose brand choice for the simulated 
purchase increase, and found 6 households who meet this criteria.  It is noteworthy that 
targeting based on our proposed model enables marketers to enhance the subsequent 
brand choices better even with lower expenditure. 
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1.5.3  New Line Extensions 
In making decisions of new product introduction, brand managers face two managerial 
questions; (1) Which new product to introduce, and (2) How the competing brand’s 
reacting new product introduction will affect the brand sales.  In this section, we 
perform policy experiments to address these questions.  In addition, we compare the 
simulation results from the proposed model and baseline models.  As was mentioned in 
the previous sections, the sample period of our coffee data set is 5 years period. In Year 3, 
we found 17 products were introduced in the dataset, and selected 4 products introduced 
in the 3rd Quarter of the year, which cover 78% of choice share among the 17 product.  
The descriptive statistics related to the selected products are appeared in Table 1.10.  
Based on these selected products, we set various policies including competing brand’s 
reacting product introduction, as described in Table 1.11. 
 We suppose Eight O’ Clock brand manager is considering new product 
introduction as of the end of 2nd Quarter of Year 3.  Given the purchase data available at 
this time, we simulated purchase choices according to various policies, for the 10 
available subsequent purchases of households after the 2nd Quarter of Year3.  Table 
1.12 exhibits the actual number of choices for those purchase occasions.  In the 
simulation, we relevantly modified consumer’s accessibility of products in their visited 
stores, according to various policies.  In addition, we set predicted marketing mix 
variables (Price, Feature, and Display) for products by utilizing the estimates of 
regression of attribute level dummy variables on marketing mix variables.  Up to the 
2nd Quarter of Year 3, the past purchase data was utilized to update the estimated 
20 
 
attribute-specific preferences, while the simulated purchase data was added to update the 
attribute-specific preferences in the simulation period.  Signals received from the 
simulated purchase occasions were assumed to be expected value of signals (match 
value).  Further, we assume no category expansion for the purpose of comparison of 
different line extension policies, consistent with the assumption of Fader and Hardie 
(1996) in their line extension simulation.  
 Table 1.13 (a) reports the simulated result under Policy LE 1, the number of 
purchases from the 1st to 10th simulated number of choices of households after the 2nd 
Quarter of Year 3. Table 1.13 (b) reports the incremental number of purchases compared 
to Table 1.13 (a) to highlight the comparison of new product introduction policies (Policy 
LE 2-5) with no product introduction policy (Policy LE 1).  
 As for the question (1), we can compare the Policy LE 2 and LE 3 by supposing 
the Eight O’ Clock brand manager considers introducing SKU 8 or SKU 11.  Solely 
based on the simulated number of purchases, different models will lead to different 
decision makings, because Policy LE 2 is better in Baseline 1 & 2 models, while Policy 
LE 3 is better in the proposed model.  Related to question (2), we compare Policy LE 2 
and Policy LE 4, how the simulated number of purchases of SKU 8 introduction would 
be affected by the competing Chase & Sanborn’s introduction of SKU 69.  Again, 
different models induce different decision makings. Compared to Policy LE 1, the 
number of Eight O’ Clock brand choices in simulated period is negatively affected by the 
competing brand reaction under Policy LE 4 in Baseline 1 and the proposed model, while 
not affected in Baseline 2 model.  Additionally, we simulated under Policy LE 5, same 
21 
 
as the real policy situation, and the result shows both of dynamic models (Baseline 2 and 
Proposed) predict less incremental purchase than the static models (Baseline 1), which 
might induce different policy evaluations depending on the models.  
 Lastly, we compare the forecasting simulation results of models.  Table 1.14 
reports the forecasting measure (mean squared error; MSE) for different models, 
calculated by comparing the simulated 10 purchase occasions for new products under 
Policy LE 5 with actual purchases.  The result shows our proposed model is better than 
other two baseline models, in forecasting the number of purchases for the new products.  
 
1.6 Conclusions and Future Research 
 
We propose an attribute learning model to capture dynamics in preferences in frequently 
purchased categories. Our attribute learning model relies on decomposing the utility of an 
SKU in a product category into the utilities for its attributes and marketing mix variables 
(cf. fader and Hardie 1996). However, unlike previous research, we allow for consumers 
to be uncertain about their utility for product attributes and to learn this utility through 
consumption experiences. Our structural attribute learning model is more suitable for 
conducting policy simulations than erstwhile reduced-form models. We estimate at our 
attribute learning model using coffee purchase data and find that our model fits the in-
sample and out-of-sample data better than benchmark choice models incorporating 
product attributes from previous literature.   
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 Through policy evaluations, we demonstrate that the attribute learning model can 
be used to evaluate effects of price promotions, sample promotions and product line 
extensions. In coffee product category, consumers are learning for multiple attribute 
levels such as brand, flavor, grinding type, caffeine type, and package size. Therefore, 
considering multiple learning for these attribute levels are appropriate for various policy 
evaluations of coffee product category.  As was mentioned in the policy evaluation 
section, the static attribute preference model (Baseline 1) does not allow policy 
simulations for price promotion and free sample promotion, and the ad-hoc dynamic 
attribute preference model (Baseline 2) does not allow free sample promotion policy 
experiments. On the contrary, our structural attribute-specific preference model allows 
all of these policy experiments, which implies flexibility in policy experiments.  The 
main simulation results include the different models can induce different decision 
makings in price promotion and product line extension, since the way of capturing 
dynamic preference is different each other.  We showed our proposed model can give 
valuable insights for brand managers by evaluations of various policies upon managerial 
questions such as which product is better to promote and the long term effects of the 
promotions on the brand choices of subsequent purchase occasions.   Moreover, the 
proposed model showed better forecasting results compared to baseline models in new 
line extension simulation. 
 Several extensions of our attribute learning model are worthy of consideration in 
future research.  It may be useful to consider risk aversion of consumers. Considering 
the risk averseness by CARA form can be an example.  In the markets where the risk 
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averseness of consumers greatly impacts on the choice, such as pharmaceutical drugs or 
high-tech product markets, more sophisticated specification of utility considering the risk 
averseness can be more appropriate.  Another possible extension of the proposed model 
is considering forward-looking behavior of consumers.  The identification of the initial 
preferences utilizing preference information stated by consumers can be another 
sophistication of the proposed model, when the stated preference information is available 
to researchers.  In addition to these extensions discussed, many extensions to our work 




[Table 1.1] Attribute Levels and Choice Shares (%) 
Attribute Level Choice Share (%)  
Grinding Type  
Ground (b) 92.8 
Whole Bean 7.2 
Caffeine Type  
Caffeinated (b) 89.4 
Decaffeinated 10.6 
Brand  
Folgers (b) 30.0 
Maxwell House 25.3 
Chock Full O’ Nuts 9.5 
Eight O’ Clock 6.6 
Chase & Sanborn 3.5 
Private Label 13.2 
Other Brands 11.9 
Flavor  
Regular (b) 56.5 
Colombian 13.1 
French Roast 5.6 
Hazelnut 6.2 
Other Flavors 18.6 
Package Size  
Medium (b) 83.0 
Small 4.7 
Large 3.2 
Extra Large 9.1 
Note: *(b) represent baseline attribute level of the attribute. The most frequently chosen 







 [Table 1.2] Comparison of Fit Measures of Models 
Fit Measure Baseline1 Baseline2 Proposed 
Log Marginal Likelihood -18,386.2 -18,081.5 -15,128.9 
Log of Bayes Factor - 304.7 3,257.3 
Log of Predictive Posterior 
Distribution*  -1172.7 -1164.9 -1161.0 
Hit Rate - In Sample (%) 49 50 53 
Hit Rate - Out of Sample (%)* 37 38 39 
 
Note: *Out of sample fits were calculated by assuming that the last updated preferences 
in the in-sample period were maintained in the out-of-sample period.  This assumption 
is needed for comparison purpose because no future purchase occasions were observed as 
of prediction time. 
 
 
[Table 1.3] Hierarchical Bayes Parameter Estimates of the Proposed Model 
Coefficients Intercept Diagonal Elements of V 
Marketing Mix Coefficients (𝛽𝛽𝑖𝑖)   𝑉𝑉𝛽𝛽 
Unit Price -5.62 (0.57) 26.7 
Feature 1.54 (0.53) 1.0 
Display 1.27 (0.55) 1.2 
Initial Preference �𝜇𝜇𝑖𝑖𝑗𝑗𝑗𝑗,1�   𝑉𝑉𝜇𝜇1 
Whole Bean -3.24 (0.68) 7.1 
Decaffeinated -2.46 (0.45) 7.3 
Maxwell House -0.22 (0.30) 5.9 
Chock Full O' Nuts -1.34 (0.28) 7.0 
Eight O' Clock -1.67 (0.59) 19.0 
Chase & Sanborn -2.20 (0.63) 6.4 
Private Label -1.07 (0.35) 8.3 
Other Brands -1.15 (0.45) 5.9 
Colombian -1.68 (0.29) 6.0 
French Roast -2.82 (0.27) 5.3 
Hazelnut -4.51 (0.95) 17.7 
Other Flavors -0.67 (0.35) 3.2 
Small -1.45 (0.57) 7.2 
Large -3.60 (0.64) 5.0 




[Table 1.3, continued] 
Coefficients Intercept Diagonal Elements of V 
Match Value (𝜃𝜃𝑖𝑖𝑗𝑗𝑗𝑗)   𝑉𝑉𝛩𝛩 
Whole Bean -0.77 (1.07) 13.0 
Decaffeinated -1.82 (0.90) 24.6 
Maxwell House 0.19 (0.32) 5.0 
Chock Full O' Nuts -0.86 (0.89) 10.0 
Eight O' Clock -3.22 (1.96) 61.7 
Chase & Sanborn 1.08 (1.38) 21.4 
Private Label -0.54 (0.51) 9.7 
Other Brands 0.26 (0.63) 9.9 
Colombian -0.62 (0.38) 6.4 
French Roast -1.24 (0.55) 5.7 
Hazelnut -1.47 (1.50) 25.8 
Other Flavors -0.23 (0.55) 5.4 
Small -0.66 (0.98) 11.8 
Large 0.28 (1.11) 8.2 
Extra Large -0.91 (0.37) 1.7 
Signal Variance �𝜎𝜎𝑆𝑆𝑛𝑛𝑛𝑛
2 �    
Whole Bean 1.15 (0.52)  
Decaffeinated 1.48 (0.74)  
Maxwell House 1.64 (0.80)  
Chock Full O' Nuts 2.10 (1.27)  
Eight O' Clock 3.61 (1.23)  
Chase & Sanborn 1.98 (0.72)  
Private Label 1.86 (0.46)  
Other Brands 2.05 (0.57)  
Colombian 3.18 (0.88)  
French Roast 1.36 (0.44)  
Hazelnut 1.52 (0.39)  
Other Flavors 3.33 (0.86)  
Small 1.47 (0.40)  
Large 1.57 (0.48)  
Extra Large 1.25 (0.34)  
Note: The figures of the intercept parameter estimates are mean (standard deviation) of 




[Table 1.4] Aggregate Means and Standard Deviations of the Initial and the Last 
Preferences 
Model Baseline 1 Baseline 2 Proposed 
Attribute Level 𝜇𝜇𝑖𝑖𝑗𝑗𝑗𝑗  𝜇𝜇𝑖𝑖𝑗𝑗𝑗𝑗1 𝜇𝜇𝑖𝑖𝑗𝑗𝑗𝑗𝑖𝑖 𝜇𝜇𝑖𝑖𝑗𝑗𝑗𝑗1 𝜇𝜇𝑖𝑖𝑗𝑗𝑗𝑗𝑖𝑖 𝜃𝜃𝑖𝑖𝑗𝑗𝑗𝑗 
Whole Bean -2.37 (1.77) -4.61 (0.24) -4.14 (1.49) -3.28 (1.82) -2.88 (2.35) -0.85 (1.76) 
Decaffeinated -2.41 (2.58) -1.47 (0.19) -3.11 (1.58) -2.47 (2.20) -2.52 (2.88) -1.84 (3.15) 
Maxwell House -0.15 (1.84) -0.07 (0.27) -0.19 (1.26) -0.25 (1.94) -0.15 (1.98) 0.23 (1.75) 
Chock Full O' Nuts -1.28 (1.92) -0.51 (0.59) -1.18 (1.09) -1.33 (2.17) -1.53 (2.12) -0.86 (1.96) 
Eight O 'Clock -1.64 (2.37) -0.16 (0.57) -0.89 (1.12) -1.68 (3.73) -2.48 (3.41) -3.23 (5.38) 
Chase & Sanborn -1.57 (2.09) -0.39 (0.63) -1.15 (0.97) -2.18 (1.80) -1.73 (2.37) 1.14 (2.31) 
Private Label -1.12 (2.15) -0.45 (0.56) -1.01 (1.18) -1.06 (2.49) -1.33 (2.41) -0.64 (2.06) 
Other Brands -0.83 (2.28) 0.01 (0.73) -0.47 (1.54) -1.13 (2.03) -0.79 (2.51) 0.29 (2.01) 
Colombian -1.64 (2.14) 0.00 (0.54) -1.39 (0.95) -1.69 (2.19) -1.62 (2.18) -0.62 (1.64) 
French Roast -2.56 (2.03) -0.70 (0.58) -2.23 (0.77) -2.84 (1.97) -2.66 (2.08) -1.27 (1.42) 
Hazelnut -4.09 (3.09) -1.44 (1.20) -2.92 (1.92) -4.52 (3.42) -4.59 (3.47) -1.55 (2.67) 
Other Flavors -0.56 (1.34) 0.59 (0.36) -0.37 (1.04) -0.72 (1.44) -0.54 (1.56) -0.17 (1.41) 
Small -1.70 (1.86) 1.03 (0.66) -1.33 (0.75) -1.48 (1.83) -1.55 (1.84) -0.69 (1.46) 
Large -4.32 (2.50) -1.27 (0.88) -3.62 (1.02) -3.61 (1.58) -3.40 (1.96) 0.27 (1.51) 
Extra Large -2.42 (1.44) -0.36 (0.41) -2.54 (0.68) -2.99 (1.06) -2.18 (1.53) -0.88 (0.75) 
Average -1.91 (2.09) -0.65 (0.56) -1.77 (1.16) -2.08 (2.11) -1.99 (2.31) -0.85 (1.76) 
 
 
Notes: 1. Since Baseline1 model is static model, the initial and the last preferences are 
same. 
2. Baseline 2 model preferences are adjusted values, the attribute level preferences minus 




[Table 1.5] Actual Number of Choices for 10 Available Purchase Occasions of 
Households from the 1st purchase of Year 2  
Period B1 B2 B3 B4 B5 B6 B7 
1 32 36 16 13 16 17 14 
2 36 36 23 9 9 18 13 
3 39 42 14 9 5 21 14 
4 44 35 20 9 8 13 15 
5 40 40 10 7 7 18 22 
6 44 42 16 8 7 12 15 
7 46 37 19 7 5 13 17 
8 43 43 12 6 3 19 17 
9 35 36 15 8 9 19 21 
10 44 37 13 13 7 15 14 
 
 
Note: 1. Period number (n) means the n-th purchase occasion of households starting from 
the 1st purchase of Year2. 
2. B1-B7 are acronyms for brand- B1:Maxwell House, B2:Folgers, B3:Chock Full O’Nut, 




[Table 1.6] Price Promotion Policy Experiments 
(a) No Price Promotion Policy (PP 1) ; Number of Purchases 
Period 
 





B1 B2 B3 B4 B5 B6 B7 
 
B1 B2 B3 B4 B5 B6 B7 
1 
 
32 36 16 13 16 17 14  32 36 16 13 16 17 14 
2 
 
41 38 19 8 9 16 13  38 43 21 8 7 16 11 
3 
 
44 41 12 7 8 20 12  43 43 11 7 5 20 15 
4 
 
39 37 21 8 8 18 13  36 42 19 7 7 16 17 
5 
 
47 39 10 6 12 15 15  37 47 8 6 7 17 22 
6 
 
48 41 10 6 11 17 11  45 43 10 7 9 14 16 
7 
 
42 38 15 6 6 23 14  34 42 16 5 7 22 18 
8 
 
46 41 15 4 5 19 13  39 49 14 4 4 19 14 
9 
 
39 35 20 5 12 16 16  33 39 13 7 13 17 21 
10 
 





[Table 1.6, continued] 
(b) Comparison of Price Promotion Policies (PP 2&3) with No Price Promotion Policy 
(PP 1); Incremental Number of Purchases 
Period  Baseline 2 Model  Proposed Model PP 2  B1 B2 B3 B4 B5 B6 B7  B1 B2 B3 B4 B5 B6 B7 1  0 0 0 0 0 0 0  0 0 0 0 0 0 0 2  3 -1 -1 -1 0 0 0  6 -4 0 -2 0 0 0 3  0 0 0 0 0 0 0  0 0 0 0 0 0 0 4  0 -1 0 0 0 0 1  0 0 0 0 0 0 0 5  0 -1 0 0 0 1 0  0 0 0 0 0 0 0 6  1 -1 0 0 0 0 0  1 -1 0 0 0 0 0 7  0 0 0 0 0 0 0  0 0 0 0 0 0 0 8  0 0 0 0 0 0 0  0 0 0 0 0 0 0 9  0 0 0 0 0 0 0  0 0 0 0 0 0 0 10  0 0 0 0 0 0 0  0 0 0 0 0 0 0 PP 3 
  
                1  0 0 0 0 0 0 0  0 0 0 0 0 0 0 2  3 0 -1 -1 0 -1 0  4 -2 0 0 -1 -1 0 3  0 0 0 0 0 0 0  0 0 0 0 0 0 0 4  0 0 0 0 0 0 0  0 0 0 0 0 0 0 5  0 0 0 0 0 0 0  0 0 0 0 0 0 0 6  1 0 0 -1 0 0 0  0 0 0 0 0 0 0 7  1 0 0 -1 0 0 0  0 0 0 0 0 0 0 8  0 0 0 0 0 0 0  0 0 0 0 0 0 0 9  0 0 0 0 0 0 0  0 0 0 0 0 0 0 10  0 0 0 0 0 0 0  0 0 0 0 0 0 0  
 
 [Table 1.7] Targeted Sample (TS) Policy  
Policy Promoted SKU Target 
TS 1 No - 
TS 2 SKU 26 All 
TS 3 SKU 37   All 





[Table 1.8] Free Sample Products Descriptive Statistics 
Free 








of the 1st Year  
SKU 26  Maxwell House Colombian Ground Caffeinated Extra Large 0.1% 
SKU 37 Maxwell House Regular Ground Caffeinated Large 2.1% 
  
[Table 1.9] Comparison of Targeted Sample Policies (TS 2-4) with No Free Sample 
Policy (TS 1); Incremental Number of Purchases 
Period  Proposed Model TS 2  B1 B2 B3 B4 B5 B6 B7 1  0 0 0 0 0 0 0 2  1 -1 0 0 0 0 0 3  -1 2 0 0 0 -1 0 4  -1 1 0 0 1 -1 0 5  2 -2 0 0 1 -1 0 6  2 -1 0 0 0 -1 0 7  2 -1 0 0 0 -1 0 8  1 -1 0 0 -1 0 1 9  2 -1 0 0 -1 0 0 10  0 1 0 -1 0 0 0 TS 3 
  
        1  0 0 0 0 0 0 0 2  1 -1 0 0 0 0 0 3  0 0 0 0 0 0 0 4  -1 0 0 0 1 0 0 5  2 -2 0 0 0 0 0 6  2 -2 0 0 0 0 0 7  1 -2 0 0 0 0 1 8  1 -1 0 0 0 0 0 9  1 -1 0 0 0 0 0 10  0 0 0 0 0 0 0 TS 4 
  
        1  0 0 0 0 0 0 0 2  2 -2 0 0 0 0 0 3  1 -1 0 0 0 0 0 4  1 -1 0 0 0 0 0 5  1 -1 0 0 0 0 0 6  3 -3 0 0 0 0 0 7  2 -2 0 0 0 0 0 8  2 -2 0 0 0 0 0 9  2 -2 0 0 0 0 0 10  0 0 0 0 0 0 0 
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 [Table 1.10] New SKU Descriptive Statistics 
New 




Type Package Size 
Purchase Frequency 
Yr. 3 Yr. 4 Yr. 5 
         
SKU 8 Eight O’ Clock Colombian Ground Caffeine Medium 6 6 12 
SKU 11 Eight O’ Clock Hazelnut Ground Caffeine Medium 4 17 7 
SKU 13 Eight O’ Clock Regular Ground Caffeine Medium 2 15 22 
SKU 69 Chase & Sanborn Other Flavor Ground Caffeine Medium 19 49 90 
 
[Table 1.11] New Product Line Extension (LE) Policy  
Policy 
New Product Introduction 
BRAND 
Eight O’ Clock Chase & Sanborn 
LE 1 No No 
LE 2 SKU 8 No 
LE 3 SKU 11 No 
LE 4 SKU 8 SKU 69 
LE 5 SKU 8, 11, 13 SKU 69 
 
[Table 1.12] Actual Number of Choices for 10 Available Purchase Occasions of 
Households after the 2nd Quarter of Year3  
Period B1 B2 B3 B4 B5 B6 B7 
1 33 68 12 6 2 13 14 
2 41 46 12 9 7 18 15 
3 38 52 16 2 7 18 14 
4 49 44 12 6 2 15 19 
5 42 40 16 12 7 14 13 
6 39 45 14 4 4 17 16 
7 46 44 10 8 2 15 12 
8 42 39 8 10 6 15 15 
9 35 32 13 10 10 16 16 
10 35 39 15 6 6 17 12 
 
Note: 1. Period number (n) means the n-th purchase occasion of households after the 1st 
half of Year3. 
2. B1-B7 are acronyms for brand- B1:Maxwell House, B2:Folgers, B3:Chock Full O’Nut, 










[Table 1.14] New Product Line Extension (LE) Policy  
Error Measure Model 
 Baseline 1 Baseline 2 Proposed 
MSE* 31.70 15.97 14.35 





[Figure 1.1] Evolution of Selected Aggregate Mean Attribute Utilities 
 
 
         (a) Brand: Maxwell House             (b) Grinding Type: Decaffeinated 
 
 
         (c) Flavor: French Roast               (d) Size: Extra Large 
 
Notes: 1. The plots shows aggregate means of the preferences in the given week 
following the models. blue line - Baseline 1 Model; green curve - Baseline 2 Model; red 
curve - The Proposed Model. 
2. Since the Baseline 1 model is static model, the Baseline 1 solid curve is constant. 
3. The Baseline 2 model preferences are adjusted values to be comparable with the 





 [Figure 1.2] Preference Evolutions of the Selected Households 135 - 140 
 
          (a) Brand: Maxwell House                (b) Flavor: Colombian 
 
Notes: 1. Colored solid lines indicate individual specific preference evolutions for 
household 135-140 in the proposed model. 
2. Black dotted lines indicate the aggregate level preference evolution of the selected 










Gift giving exists everywhere, entwined in rituals of all cultures (Otne and Beltramini, 
1996, p.3). Marketers have been interested in the gift-giving rituals, because the gift 
giving behavior has huge economic consequences (Rugimbana et al, 2003). Nowadays, 
the importance of the gift market is increasing as a consequence of increasing gift 
consumptions (Kim, 2012). Unity Marketing announced that the gift market had become 
a $300 billion business – approximately 10 per cent of the whole retail economy – by 
2006 (Hauben, 2010). As Joo et al. (2011) indicated, consumers construct their own 
social networks in the recent online business environment, and through the networks they 
build relationships with other consumers. Therefore, the need for better understanding of 
gifting behavior in the purchase context is getting increased, as the social network 
services’ overall influence is getting higher.  
 In spite of the enormous magnitude of gifting market and increasing need of 
understanding the influence of gift behavior, there has been little systematic attempt to 
analyze the impact of gift giving or receiving on the consumer’s purchase behavior 
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through empirical approach in the marketing literature. As Oh (2011) argued, most prior 
marketing literature about gift behavior is a theoretical or an experimental research 
(Camerer 1988; Sherry 1983). One of the obstacles to the empirical research on this issue 
has been the difficulty in discerning whether a purchase event is for gift giving to others 
or for self-consumption.  As for the items not explicitly designed for just one of the 
purposes, such as a gift card or a prescribed drug, it is hard to discern whether the item 
purchased by a consumer is for gift giving or self-consumption.  Nowadays, the 
emergence of social network services (SNS) and online game services facilitate the 
researchers to discern the purpose of purchase, which allows various researches related to 
the issue.  For example, a customer of SNS companies not only consumes digital 
decorative products with which customers can adorn their online avatars, but also 
exchanges these products as gifts with other customers (Joo, 2011). The marketing 
managers of these companies can access the information about the purpose of the 
purchase, through their customer database. 
 In the economics and marketing literature, there has been widespread research on 
the state dependence of consumer’s purchase. One of the explanations of the state 
dependence is inertia, persistence whereby consumers more frequently choose products 
which they have purchased previously (Dube et al., 2010). Another explanation for the 
state dependence is consumer learning, which postulates that consumers who have 
incomplete knowledge of product attributes, learn about product attributes through 
receiving signals from use experience or advertising (Erdem and Keane, 1996; Ching et 
al., 2013). However, these researches on the state dependence have considered the impact 
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of past purchase on the current purchase probability without allowing analysis on the 
impact of past or current gift giving or receiving behavior. 
 For better understanding of the dynamic preference, purchase behavior for self-
consumption and gift giving should be separately treated. Thaler(1985)’s thought 
experiment – consumers would buy more expensive wine as a gift than a wine for 
themselves – shows consumer’s mental accounting based on the transaction utility leads 
to different purchase choice depending on the purchase context – whether it is for gift or 
self-consumption.  Therefore, we examine the separate impact of purchase context of 
the gift giving or self-consumption on the purchase probability. We also examine the role 
of gift receiving, as well as gift giving behavior.  While gift receiving has received little 
attention than the gift giving in the marketing literature, Nguyen (2006) showed that 
consumer’s brand attitude can be changed after receiving a gift through a group 
experiment. It shows that it is worthwhile to examine the gift receiving experience in 
addition to the gift giving and self-consumption experience. Therefore, we analyze the 
cumulative impact of self-consumption, gift giving, and gift receiving experiences on the 
current purchase behavior, while Heilman et al. (2000) operationalize category 
experience as only cumulative purchase in investigating the dynamic preferences. 
 The purpose of this research is constructing a model to examine the separate 
impacts of cumulative experiences of the past self-consumption, gift-giving and gift 
receiving along with the current purchase context – whether it is for gift giving or self-
consumption. On the academic perspective, this research contributes to the extant 
marketing literature by empirical analysis of separate impacts of the past item 
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experiences on the purchase behavior. This framework provides better understanding of 
state dependence of consumer’s choice, by investigating purchase and gift experiences as 
drivers of dynamic preferences. On the substantive front, marketers can attempt to 
enhance the consumer’s preference by utilizing the gift giving as a marketing event, 
based on the insights derived from our model. We illustrate a managerial application of 
our model to pursue cross-selling strategy, as an exemplary suggestion. 
 
2.2 Model Specification 
Heilman et al. (2000) proposed a model to capture the role of category experience in the 
evolution of brand preference. Consistent with Heilman et al. (2000), we operationalize 
category experience as consumer knowledge which results from the consumers’ product-
related experiences following Alba and Hutchinson’s argument (1987, p.411). We begin 
















                            (1)
 
,where ijtP  is the probability of consumer i’s purchase of product j at time t, ijtX is a (1 × k) vector of marketing variables of product j at time t including intercept term, and 
itβ  is the related (k × 1) vector of coefficients. Consistent with the operationalization 
of Heilman et al. (2000), we decompose the time-varying coefficient ijtβ into variant 
consumer experience itY and non-variant coefficient iΓ ; 
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itiit YΓ=β                                (2) 
 For construction of itY  variable, we use various information about self-
consumption purchase, gift giving, and gift receiving, while Heilman et al. (2000) use 
only the information about cumulative purchases as a measure of category experience,. In 
our operationalization, itY is a (m × 1) vector including intercept, cumulative number 
of self-consumption purchase, gift giving purchase, and gift receiving event of consumer 
i at time t.  Here, iΓ  is the related (k × m) coefficient matrix. Now we can get the 
















                           (3) 
 The iΓ  can be interpreted as the impacts of consumer’s item experiences ( itY ) 
on the itβ  coefficients. Another possible interpretation of iΓ  is the coefficients of 
interaction between ijtX and itY  variables.  
 In order to estimate parameters, we utilize Bayesian estimation scheme with 
Markov Chain Monte Carlo (MCMC) methods and the random walk Metropolis-Hastings 
algorithm. For marketing managers, the understanding of consumer heterogeneity in 
consumer preference is essential to differentiate marketing activities (Allenby and Rossi, 
1999). The hierarchical Bayes model is useful to characterize heterogeneity of individual 
preferences (Allenby and Ginter, 1995), and valuable in incorporating consumer 
heterogeneity under the limited amount of information (Rossi and Allenby, 2003). 
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Therefore, our model adopts hierarchical Bayesian framework by using customer 
demographic information. The hierarchy is described such as; 
),(~,, VZMVNVZ iii ∆∆γ                       (4) 
 In this equations, iγ is the (km × 1) vectorization of iΓ , and Zi is the (n × 1) 
vector of consumer demographic variables which is demeaned except for intercept terms. 
In addition, ∆  is the (km × n)  parameter matrix and V is the (kmn × kmn) 
variance-covariance matrix.6 
 
2.3 Data Overview 
For empirical analysis, we use a dataset obtained from a social network service (SNS) 
website. In the website, consumers can purchase some virtual items for their own purpose, 
or send these items as gifts to the other members of the website. These virtual items can 
be purchased by virtual money, and the virtual money can be purchased by real money. 
We focus on a specific virtual item, decorated with some images designed by content 
providers. The item has four types and five durations. Among those durations, we analyze 
only the shortest duration which is the most frequently selected by consumers, to avoid 
possible multi-collinearity problem between duration and price variables. The data period 
is one year, from October 2011 to Sep 2012. We randomly selected 340 panels who 
registered during the 4th quarter of 2011, and visit the website continuously after their 
6 Further details for estimation of the proposed model are described in Appendix C. 
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registration – at least 4 times a month – and have at least one purchase experience of the 
item during the data period. The selected panels show 1,209 purchase experiences and 
408 gift receipt experiences. The average of age is 14.29 years old, and female consumers 
are 75% among the selected panels. 
 Table 2.1 shows the summary statistics of transactions in the selected panel 
dataset. The item type  shows dominant market share, 81.3%, and other types show 
relatively small number of transactions. The actual price, the actually paid amount to 
purchase a specific item, can often be different from regular price for various reasons, 
such as price promotion or adding special feature. The average and standard deviations of 
actual price is calculated within purchase transactions, either self-consumption or gift 
giving. In every item type, the actual price average of purchases for gift giving is higher 
than that of purchases for self-consumption. We discern difference between individual 
and corporations in gift receipt transaction, because the gift from corporation can be 
recognized by consumers as a promotion event, which is different from usual gift from 
other individual users. The gift receipts from corporations are much frequent than those 
from individuals. Since there is no transaction of gift giving to corporations, we do not 
discern individual and corporations in the gift giving transactions. 
 
2.4 Empirical Analysis 
In our empirical analysis, we used item type dummy variables and price as marketing 
variables ijtX . For item type dummy variables, we set j=2, j=3, and j=4 dummy variables, 
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respectively, while item type 1 (j=1) is set as a default alternative for parameter 
identification. In addition, we utilized customer’s gender and age as demographic 
variables iZ  to induce individual heterogeneity. The itY  for our model is such as 
follow; 
itY  = {Intercept, PurCont, LnCumSC, LnCumGT, LnCumRI, LnCumRC} 
The explanation for each variable of itY  is described in Table 2.2. In our proposed 
model, itY  takes logarithm of cumulative consumer experiences. It is consistent with 
Heilman et al.(2000)’s approach to take logarithm of cumulative consumer experience, 
and it can describe non-linear relation between the marketing variable coefficient itβ  and 
the cumulative consumer experiences better. For parameter estimation, we used Bayesian 
estimation procedure with 40,000 MCMC iterations including 30,000 burn-in period.  
 Table 2.3 shows the result for iΓ  estimates at aggregate level. The iΓ  
estimates for the intercept reflect the general tendency of itβ estimates, without 
considering the impact of other itY variables such as the purchase context or the past item 
experiences. As expected, the signs of all the iΓ  estimates for the intercept are negative, 
since we set the most popular item type, item type 1, as a default item type, j=1, and the 
price coefficients are usually negative. Although the market share of item type 3 is less 
than that of item type 2, the intercept coefficient for item type 3 is more than that of item 
type 2, because of the higher regular price of item type 3. 
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 We compared itβ  estimates calculated by our model with those of the base 
model, which has only intercept variable as itY . Since the itβ  estimates in Table 2.3 are 
not directly comparable, we calculated the aggregate itβ  of our proposed model by 
incorporating  itY  such as;  




















11                   (5) 
,where iT  is the total number of consumer i’s experiences. Table 2.4 shows the 
comparison of aggregate mean of itβ  which is calculated in this way. Both of the itβ  
estimates are close each other, with correlation coefficients of 0.96, which implies the 
appropriate parameter estimates of our proposed model. By using Table 2.3 and 2.4, we 
can find linear relationship between the itY  variables and the itβ  estimates. For 
example, the value of itβ  for price at aggregate level in Table 2.4, -5.17, can be broken 
into the combination of itiYΓ , such as; 
LnCumRCLnCumRILnCumGTLnCumSCPurContit ⋅−⋅+⋅+⋅−⋅−−= 54.159.068.05.05.081.4β
 
This linear expression of itβ  at aggregate level is insightful to measure the relative 
impact of each item experience on the preference. Based on this relationship, we can 
analyze the graph of itβ along with the item experience axis. 
 Figure 2.1 depicts the item type preference evolution along with increasing 
cumulative item experiences, through which we can observe the aggregate tendencies 
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about itβ  estimates. We find that the shapes of preference evolutions of a specific item 
type vary across itY  variables. For instance, the preference for item type 3 increases 
with cumulative gift receipt, while decreases with cumulative self-consumption and gift 
giving. These opposite signs across different itY  variables validate the usefulness of 
breakdown of cumulative experiences in our model. In addition, the influence of a 
specific itY  variable on the item type preferences varies across the item types. In Figure 
2.1 (C) and (D), we can find the preference for item type 3 is increasing, while the 
preference for item type 4 is decreasing according to increasing gift receipt experiences. 
Figure 2.2 is the graph of itβ  estimates for gift giving for the selected panels (i=31, 32, 
… , 35). Generally, the difference across individuals is getting bigger and bigger as the 
number of cumulative gift giving experiences increases. If we compare the preference of 
i=31 and i=33, the difference between the two preferences was 3.27 at first, but it became 
16.72 at CumGT=10. However, some individuals get closer as the itY  increases before 
cross points. The difference of preferences between i=32 and i=35 was -1.56 at first, but 
it become -0.18 at CumGT=10. This gives us an insight that increasing item experiences 
generally diversify the individual preferences, but not across all the individuals at all 
times. Some individuals get closer in their preferences as their item experiences increase 
before their lines cross at some point. This information can be utilized in dynamic 
segmentation. 
 In Figure 2.3 we find that the gift receipt from individuals alleviates price 
sensitivity, while the gift receipt from corporations increases price sensitivity. It is 
interesting that consumers clearly recognize whether the gift is from individual or 
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corporations, and that the corresponding response in price sensitivity has opposite 
direction. Marketers should not expect the same response as the gift receipt from 
individuals when they consider offering gift to consumers. Figure 2.4 demonstrates graph 
of itβ  estimates related with cumulative gift receipt from corporations for the selected 
panels. The graph of dynamic price sensitivity according to the gift receipt from 
corporations is valuable to marketing managers, especially in considering sending gifts to 
some targeted consumers to control their price sensitivity. If the marketers intend to 
alleviate the consumers’ price sensitivity by sending gifts, they can target i=1, and 4 in 
this graph. 
 
2.5 Marketing Decisions 
By implementing our model, marketers can predict market share better with the 
knowledge about heterogeneous impacts of gift receipt on the item type preferences and 
price sensitivity. Figure 2.5 illustrates the distribution of heterogeneity in the selected itβ  
and iΓ estimates at the end of data period, which enables marketers to understand the 
relationship between the gift experiences and preferences more precisely. The analysis of 
heterogeneity distribution and specific persons is important in finding optimal marketing 
policy, and valuable in identifying target marketing opportunities (Allenby and Ginter, 
1995).  
 As an application of our model, we search for an optimal marketing decision as a 
cross-selling strategy based on the estimation results. For marketing managers, there exist 
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several motivations to pursue cross-selling. Kamakura et al. (2003) indicated that the 
cross-selling is helpful to reduce customer churn by raising switching cost, and to 
increase customer satisfaction by providing greater opportunities for the marketers to 
learn about customer’s preferences and purchase behavior. In addition, marketers might 
need to promote other item types which some consumers have not purchased previously, 
in order to reduce the inventory level, or to enhance the gross margin of total sales. In 
marketer’s perspective, understanding the impact of item experience in various purchase 
contexts can be utilized in cross-selling strategy. 
 Suppose a marketing manager of the SNS website considers providing an item 
gift, in order to promote to purchase other types of item as a strategy of cross-selling. The 
goal of the marketer is to increase the market share of non-general item types j=2, 3, and 
4, for the next purchase occasion. We assume that there exist four possible marketing 
decisions; (1) doing nothing, (2) item gifts to all, (3) item gifts to those who have 
experiences only for item type 1, (4) item gifts to the consumers targeted based on our 
proposed model. More specifically, the targeting on the proposed model is sending item 
gifts only to those who are expected to increase the purchase probability for non-general 
item types after the gift-receipt experience, based on our estimation results. The timing of 
this marketing event is assumed at the end of data period. We compare the predictive 
market share of each item type according to each marketing decision, for the next 
purchase occasion. To simplify the analysis, all the purchase contexts of the next 
purchase occasions are assumed to be self-consumption contexts. Table 2.5 describes itβ
estimates at aggregate level for the next purchase, and Table 2.6 demonstrates the 
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expected market share of the next time purchase of the panels. Among 340 panels, 208 
customers were targeted at Decision 3, and 186 customers were targeted at Decision 4. 
 The performance of each decision can be measured by the sum of the market 
share for the other item types in Table 2.6. While Decision 2 and 3 show moderate 
performances, 2.75% and 2.49% increase of market share for other item types compared 
to the default strategy (Decision 1), Decision 4 shows the best result, 5.08% increase of 
market share for other item types. It is noteworthy that the number of targets for Decision 
4 is less than that of Decision 3, which means more output with less input, more efficient 
marketing decision. These simulation results show that our proposed model can enhance 
the efficiency of marketing by utilizing the further knowledge about heterogeneous 
relationships with gift-exchange experiences and preferences. We expect that there exist 
many marketing opportunities where marketers can enhance the performance of 
marketing events by our proposed model, like this example of the application for cross-
selling.  
 
2.6 Concluding Remarks 
In this study, we proposed a model to capture the effects of gift on the purchase behavior, 
by incorporating interaction parameters between preference and item experiences. The 
main contribution of the paper is the capability of investigating separate impacts of the 
past item experiences broken into the self-consumption, gift giving and gift receiving. 
The proposed model provides valuable insights about heterogeneous relations between 
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gift exchange and preferences, by recognizing gift experience as a driver of dynamic 
preferences. 
 In the empirical analysis using SNS website dataset, we find that the shapes of 
preference evolutions vary across different item experience variables, and that the gift 
receipts from individuals and those from corporations have quite different influences on 
the consumers’ preferences. As a managerial implication, we provide an example of 
finding optimal target for cross-selling based on the estimation results of our proposed 
model. The simulation results clearly demonstrate that our proposed model can enhance 
the efficiency of marketing events. Marketing managers can effectively utilize the 
knowledge about the gifts to affect consumers’ preferences in various marketing goals, 
such as up-selling by reducing price sensitivity, and cross-selling by enhancing 
preferences for the non-popular items. 
 We recognize several limitations of this study, which can also provide directions 
to future research developments. First, we do not have information about the identity of 
gift giver or recipient, who sent the gift to the panel or to whom the panel sent the gift. 
This limitation makes it impossible to track the subsequent results of gift exchange across 
the social network. It would be a good development of this study to investigate the flows 
of gift as a type of connections across the members in the social network. Second, our 
model does not utilize the feedback information from the gift recipient to gift giver, 
which is important for the subsequent preference updates of gift giver. Further 
investigation of the feedback information about gift giving would be a great source of 
quality signals which can be utilized to build up advanced consumer learning models. 
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 In some industries where the customer gift exchange data is available and 
informative, such as SNS providers or online retailers, the product diffusion across the 
social network is especially important. For the marketing managers in such industries, 
this research can provide a useful empirical model to derive useful insights from the gift 
exchange data. Our research makes an attempt to activate more advanced marketing 
activities and research utilizing the gift exchange information.  
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[Table 2.1] Summary Statistics of Transactions in the Selected Panel Dataset 
 Item Type 1 Item Type 2 Item Type 3 Item Type 4 
Price     
Regular Price 
(Unit: Virtual Money) 
7 7 10 7 
Actual Price Average (S.D.) 
- Purchases for Self-Consumption 5.1 (2.9) 6.1 (2.3) 5.3 (4.9) 6.8 (0.9) 
Actual Price Average (S.D.) 
- Purchases for Gift to Others 
6.6 (1.8) 7.0 (0.0) 10.0 (0.0) 7.0 (0.0) 
Transaction     
Purchase for Self-Consumption 874 209 47 18 
Purchase for Gift to Others 50 10 1 1 
Gift Receipt from Individuals 81  2 3 













   
[Table 2.2] Variable itY  Description  
Variable Description Mean (S.D.) 
PurCont purchase context of the current purchase occasions (0:Self Consumption, 1:Gift to Others) 
0.05 
(0.22) 
LnCumSC ln(1+CumSC), where CumSC is the cumulative number of the past purchases for self- consumption 
1.06 
(0.91) 
LnCumGT ln(1+CumGT), where CumGT is the cumulative number of the past purchases for gift-giving to others 
0.07 
(0.24) 
LnCumRI ln(1+CumRI), where CumRI is the cumulative number of the past receiving gifts from individuals 
0.10 
(0.32) 
LnCumRC ln(1+CumRC), where CumRC is the cumulative number of the past receiving gifts from corporations 
0.61 
(0.23) 
Note: The mean and standard deviation for each variable are calculated within all the 
purchase transactions in the selected dataset.  
54 
 
[Table 2.3] iΓ  Estimates at Aggregate Level 
itβ  Intercept PurCont LnCumSC LnCumGT LnCumRI LnCumRC 
j=2 -2.74 (3.05) -0.03 (3.26) -0.04 (2.31) -0.60 (4.23) -2.46 (4.81) 0.86 (2.24) 
j=3 -0.99 (4.09) 3.13 (4.62) -2.11 (3.70) -0.79 (2.45) 2.90 (3.99) 1.15 (2.25) 
j=4 -2.21 (2.59) -1.13 (3.43) -0.34 (3.23) -3.30 (4.18) -2.29 (4.48) -1.65 (0.85) 
price -4.81 (2.35) -0.50 (3.71) -0.50 (2.90) 0.68 (2.99) 0.59 (1.94) -1.54 (3.00) 
Note: Aggregate Mean and Standard Deviation of Individual Gamma Estimates. 
[Table 2.4] Comparison of itβ  Estimates at Aggregate Level 
 Base Model Proposed Model 
j=2 -2.42  (7.35) -2.80  (3.79) 
j=3 -0.78 (12.68) -1.08  (4.91) 
j=4 -6.10  (7.94) -5.42  (3.44) 
Price -7.55  (3.17) -5.17  (3.05) 
 
[Table 2.5] itβ Estimates at Aggregate Level for the Next Purchase Occasion 
 Decision 1 Decision 2 Decision 3 Decision 4 
j=2 -2.12 (4.38) -2.42 (5.44) -2.19 (4.96) -2.02 (5.16) 
j=3 -0.37 (5.97) -0.73 (5.98) -0.54 (6.08) -0.51 (6.02) 
j=4 -6.57 (3.27) -7.93 (4.61) -7.43 (4.10) -7.25 (4.36) 
Price -6.32 (4.74) -6.04 (4.79) -6.13 (4.87) -6.10 (4.56) 
Note: Average (Standard Deviation) of itβ Estimates at Aggregate Level 
[Table 2.6] Expected Market Share for the Next Purchase Occasion 
 Decision 1 Decision 2 Decision 3 Decision 4 
j=1 75.82% 73.07% 73.33% 70.74% 
     Other Item Types (j=2,3,4)     
j=2 20.57% 21.42% 22.18% 23.56% 
j=3 0.96% 1.22% 1.01% 1.32% 
j=4 2.65% 4.29% 3.48% 4.38% 
Sum of the Market Share 
 for the Other Item Types  




[Figure 2.1] itβ  estimates at aggregate level – item type preference coefficients  
 
 
(A) Purchase for Self-Consumption (LnCumSC)    (B) Purchase for Gift Giving (LnCumGT) 
 
 



























[Figure 2.2] itβ  estimates for the selected panels: the effects of LnCumGT on 




[Figure 2.3] itβ  estimates at aggregate level: price sensitivity  
 
Note: SC: Purchase for Self-Consumption, GT: Purchase for Gift to Others, RI: Gift-
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[Figure 2.5] The Distribution of Heterogeneity: itβ  and iΓ Estimates at the End of Data 
Period 
 
   (a) itβ  item type j=3                       (b) itβ  price sensitivity  
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Appendix A: Details for Estimation of the Proposed Model in Essay One 
 
We can reparameterize 𝑠𝑠𝑖𝑖𝑗𝑗𝑗𝑗𝑖𝑖 by utilizing 𝜂𝜂𝑖𝑖𝑗𝑗𝑗𝑗𝑖𝑖 ≡ (𝑠𝑠𝑖𝑖𝑗𝑗𝑗𝑗𝑖𝑖 − 𝜃𝜃𝑖𝑖𝑗𝑗𝑗𝑗) 𝜎𝜎𝑆𝑆𝑛𝑛𝑛𝑛2�  , an alternative expression 
of Equation (3).   
𝑠𝑠𝑖𝑖𝑗𝑗𝑗𝑗𝑖𝑖 = 𝜃𝜃𝑖𝑖𝑗𝑗𝑗𝑗 + 𝜎𝜎𝑆𝑆𝑛𝑛𝑛𝑛2 ∙ 𝜂𝜂𝑖𝑖𝑗𝑗𝑗𝑗𝑖𝑖,    where   𝜂𝜂𝑖𝑖𝑗𝑗𝑗𝑗𝑖𝑖 ~ 𝑁𝑁 (0, 1). 
In this case, 𝜂𝜂𝑖𝑖𝑗𝑗𝑗𝑗𝑖𝑖 can be interpreted as the standardized signal noise. We use the following prior 
densities for parameters: 
𝜂𝜂𝑖𝑖𝑗𝑗𝑗𝑗𝑖𝑖 ~ 𝑁𝑁(𝑤𝑤,𝑊𝑊), 
𝑙𝑙𝑙𝑙(𝜎𝜎𝑆𝑆𝑛𝑛𝑛𝑛2 ) ~ 𝑁𝑁(𝑃𝑃,𝑅𝑅), 
𝛿𝛿 = 𝑣𝑣𝑒𝑒𝑣𝑣(𝛥𝛥′)  ~ 𝑀𝑀𝑉𝑉𝑁𝑁(𝑑𝑑,𝐷𝐷),   𝑉𝑉𝛽𝛽 ~ 𝐼𝐼𝑙𝑙𝑣𝑣𝑒𝑒𝑃𝑃𝑠𝑠𝑒𝑒 𝑊𝑊𝑖𝑖𝑠𝑠ℎ𝑎𝑎𝑃𝑃𝑎𝑎(𝑃𝑃,𝐵𝐵), 
𝜆𝜆 =  𝑣𝑣𝑒𝑒𝑣𝑣(𝛬𝛬′) ~ 𝑀𝑀𝑉𝑉𝑁𝑁(𝑚𝑚,𝑀𝑀),    𝑉𝑉𝜇𝜇1  ~ 𝐼𝐼𝑙𝑙𝑣𝑣𝑒𝑒𝑃𝑃𝑠𝑠𝑒𝑒 𝑊𝑊𝑖𝑖𝑠𝑠ℎ𝑎𝑎𝑃𝑃𝑎𝑎(𝑣𝑣,𝐶𝐶), 
𝛾𝛾 = 𝑣𝑣𝑒𝑒𝑣𝑣(𝛤𝛤′) ~ 𝑀𝑀𝑉𝑉𝑁𝑁(𝑔𝑔,𝐺𝐺),    𝑉𝑉𝛩𝛩 ~ 𝐼𝐼𝑙𝑙𝑣𝑣𝑒𝑒𝑃𝑃𝑠𝑠𝑒𝑒 𝑊𝑊𝑖𝑖𝑠𝑠ℎ𝑎𝑎𝑃𝑃𝑎𝑎(ℎ,𝐻𝐻) 
 
Directed Acyclic Graph (DAG) 
 
𝑉𝑉𝛽𝛽 

























Description of Variables 
 
Let 𝑘𝑘1= rank(X) = 3, 𝑘𝑘2= rank(A)-number of baseline attributes = 15,  and 𝑘𝑘3 = rank(Z) = 3.  
𝑍𝑍𝑖𝑖 is a 𝑘𝑘3 × 1 column vector of the customer characteristics including 1 as a value of the first 
element; 𝛽𝛽𝑖𝑖  is a 𝑘𝑘1 × 1  column vector, �𝛽𝛽𝑖𝑖,1, … ,𝛽𝛽𝑖𝑖,𝑖𝑖1�′,  centered on 𝛥𝛥𝑍𝑍𝑖𝑖 ; 𝛥𝛥  and 𝑉𝑉𝛽𝛽  are 
𝑘𝑘1 × 𝑘𝑘3  matrix and 𝑘𝑘1 × 𝑘𝑘1  matrix parameters, respectively; 𝛿𝛿  is  𝑘𝑘1𝑘𝑘3 × 1  dimensional 
column vectors;  𝛩𝛩𝑖𝑖  is 𝑘𝑘2 × 1  vector  �𝜃𝜃𝑖𝑖,1,1, … ,𝜃𝜃𝑖𝑖,1,𝐿𝐿1 ,𝜃𝜃𝑖𝑖,2,1, … ,𝜃𝜃𝑖𝑖,2,𝐿𝐿2 , … ,𝜃𝜃𝑖𝑖,𝑁𝑁,1, … ,𝜃𝜃𝑖𝑖,𝑁𝑁,𝐿𝐿𝑁𝑁�′ , 
centered on 𝛤𝛤𝑍𝑍𝑖𝑖 ; 𝛤𝛤  is 𝑘𝑘2 × 𝑘𝑘3  dimensional coefficient matrix; 𝛾𝛾  is 𝑘𝑘2𝑘𝑘3 × 1 dimensional 
vectors; 𝜇𝜇𝑖𝑖,1  is 𝑘𝑘2 × 1 vector, �𝜇𝜇𝑖𝑖,1,1,1, … , 𝜇𝜇𝑖𝑖,1,𝐿𝐿1,1,𝜇𝜇𝑖𝑖,2,,1,1, … , 𝜇𝜇𝑖𝑖,2,𝐿𝐿2,,1, … , 𝜇𝜇𝑖𝑖,𝑁𝑁,1,1, … , 𝜇𝜇𝑖𝑖,𝑁𝑁,𝐿𝐿𝑁𝑁,1�′ , 
centered on 𝛬𝛬𝑍𝑍𝑖𝑖 ; 𝛬𝛬 is 𝑘𝑘2 × 𝑘𝑘3  dimensional coefficient matrix; 𝜆𝜆 is 𝑘𝑘2𝑘𝑘3 × 1 dimensional 
column vectors; 
 Hereinafter, we omitted subscripts for attribute and attribute level, n and l, for simple 
notation. We set hyper parameters such as follows; 𝑑𝑑 = 𝐴𝐴𝑖𝑖1∙𝑖𝑖3,1 = 𝐴𝐴3∙3,1 = 𝐴𝐴9 ; 𝐷𝐷 = 100 ∙
𝐼𝐼𝑖𝑖1∙𝑖𝑖3 = 100 ∙ 𝐼𝐼3∙3 = 100 ∙ 𝐼𝐼9  ; 𝑃𝑃 = 𝑘𝑘1 + 1 = 3 + 1 = 4  ; 𝐵𝐵 = 𝐼𝐼𝑖𝑖1 = 𝐼𝐼3  ; 𝑚𝑚 = 𝐴𝐴𝑖𝑖2∙𝑖𝑖3 =
𝐴𝐴15∙3,1 = 𝐴𝐴45 ; 𝑀𝑀 = 100 ∙ 𝐼𝐼𝑖𝑖2∙𝑖𝑖3 = 100 ∙ 𝐼𝐼15∙3 = 100 ∙ 𝐼𝐼45  ; 𝑣𝑣 = 𝑘𝑘2 + 3 = 15 + 3 = 18  ; 
𝐶𝐶 = 𝐼𝐼𝑖𝑖2 = 𝐼𝐼15  ; g = 𝐴𝐴𝑖𝑖2𝑖𝑖3 = 𝐴𝐴15∙3,1 = 𝐴𝐴45  ; 𝐺𝐺 = 100 ∙ 𝐼𝐼𝑖𝑖2𝑖𝑖3 = 100 ∙ 𝐼𝐼15∙3 = 100 ∙ 𝐼𝐼45  ; 
ℎ = 𝑘𝑘2 + 3 = 15 + 3 = 18 ; 𝐻𝐻 = 𝐼𝐼𝑖𝑖2 = 𝐼𝐼15  ; 𝑤𝑤 = 0  ; 𝑊𝑊 = 1  ; r = −0.03125  , and 
𝑅𝑅 = (0.25)2 ,where 𝐴𝐴 is a null vector and 𝐼𝐼 is an identity matrix.  The values for w and W 
reflects the standardization of signal noise.  The values for r and R are selected to maintain the 
mean of prior log normal distribution of alpha one, based on the assumption that variance of 




Full Joint Posterior Distribution 
𝑃𝑃(𝜂𝜂𝑖𝑖𝑖𝑖 , 𝑙𝑙𝑙𝑙(𝜎𝜎𝑆𝑆𝑛𝑛𝑛𝑛2 ),𝛥𝛥,𝑉𝑉𝛽𝛽 ,𝛽𝛽𝑖𝑖,𝛤𝛤,𝑉𝑉𝜃𝜃,𝛩𝛩𝑖𝑖,𝛬𝛬,𝑉𝑉𝜇𝜇1 , 𝜇𝜇𝑖𝑖,1|𝐷𝐷𝑎𝑎𝑎𝑎𝑎𝑎) 
∝ 𝑃𝑃��𝑦𝑦𝑖𝑖,𝑖𝑖�|�𝜂𝜂𝑖𝑖,𝑖𝑖−1�, ln (𝜎𝜎𝑆𝑆𝑛𝑛𝑛𝑛2 ),𝛥𝛥,𝑉𝑉𝛽𝛽 ,𝛽𝛽𝑖𝑖,𝛤𝛤,𝑉𝑉𝛩𝛩,𝛩𝛩𝑖𝑖,𝛬𝛬,𝑉𝑉𝜇𝜇1 , 𝜇𝜇𝑖𝑖,1, �𝑋𝑋𝑖𝑖𝑖𝑖𝑖𝑖�, �𝑦𝑦𝑖𝑖,𝑖𝑖−1�,𝑍𝑍𝑖𝑖�𝑃𝑃��𝜂𝜂𝑖𝑖,𝑖𝑖−1��𝑤𝑤,𝑊𝑊� 
∙ 𝑃𝑃�𝑙𝑙𝑙𝑙�𝜎𝜎𝑆𝑆𝑛𝑛𝑛𝑛
2 ��𝑃𝑃,𝑅𝑅� ∙ 𝑃𝑃(𝛥𝛥|𝑑𝑑,𝐷𝐷)𝑃𝑃�𝑉𝑉𝛽𝛽|𝑃𝑃,𝐵𝐵�𝑃𝑃�𝛽𝛽𝑖𝑖|𝛥𝛥,𝑉𝑉𝛽𝛽 ,𝑍𝑍𝑖𝑖� ∙ 𝑃𝑃(𝛬𝛬| 𝑚𝑚,𝑀𝑀)𝑃𝑃�𝑉𝑉𝜇𝜇1|𝑣𝑣,𝐶𝐶�𝑃𝑃�𝜇𝜇𝑖𝑖,1|𝛬𝛬,𝑉𝑉𝜃𝜃,𝑍𝑍𝑖𝑖�















12 �𝑙𝑙𝑙𝑙(𝜎𝜎𝑆𝑆𝑛𝑛𝑛𝑛2 ) − 𝑃𝑃�′𝑅𝑅−1�𝑙𝑙𝑙𝑙(𝜎𝜎𝑆𝑆𝑛𝑛𝑛𝑛2 ) − 𝑃𝑃�� 
∙ 𝑒𝑒𝑥𝑥𝑥𝑥 �−


















12 (𝛤𝛤 − 𝑔𝑔)′𝐺𝐺−1(𝛤𝛤 − 𝑔𝑔)� ∙ |𝑉𝑉𝛩𝛩|−ℎ−𝑖𝑖2−12 𝑒𝑒𝑥𝑥𝑥𝑥 �−12 𝑎𝑎𝑃𝑃�𝐻𝐻 ∙ 𝑉𝑉𝛩𝛩−1��







Conditional Posterior Distribution and Markov Chain Monte Carlo (MCMC) procedure 











(0) Set initial values for parameters 
(1) Draw �𝜂𝜂𝑖𝑖,𝑖𝑖−1�𝑖𝑖=2,..,𝑖𝑖𝑖𝑖  using Independence Chain Metropolis Hastings algorithm from  
𝑃𝑃��𝑦𝑦𝑖𝑖,𝑖𝑖�| ∙� 𝑃𝑃��𝜂𝜂𝑖𝑖,𝑖𝑖−1��𝑤𝑤,𝑊𝑊�
∝  ���� 𝑒𝑒𝑥𝑥𝑥𝑥 �𝑈𝑈�𝑖𝑖𝑖𝑖𝑖𝑖𝐸𝐸 �











and calculate 𝑆𝑆𝑖𝑖𝑖𝑖 = 𝛩𝛩𝑖𝑖 + �𝜎𝜎𝑆𝑆𝑛𝑛𝑛𝑛2 ∙ 𝜂𝜂𝑖𝑖𝑖𝑖 
(2) Draw ln(𝜎𝜎𝑆𝑆𝑛𝑛𝑛𝑛2 ) using Random Walk Metropolis Hastings (RW-MH) algorithm from  
𝑃𝑃��𝑦𝑦𝑖𝑖,𝑖𝑖�| ∙� 𝑃𝑃�𝑙𝑙𝑙𝑙�𝜎𝜎𝑆𝑆𝑛𝑛𝑛𝑛2 ��𝑃𝑃,𝑅𝑅�
∝  ���� 𝑒𝑒𝑥𝑥𝑥𝑥 �𝑈𝑈�𝑖𝑖𝑖𝑖𝑖𝑖𝐸𝐸 �






12 �𝑙𝑙𝑙𝑙�𝜎𝜎𝑆𝑆𝑛𝑛𝑛𝑛2 � − 𝑃𝑃�′𝑅𝑅−1�𝑙𝑙𝑙𝑙�𝜎𝜎𝑆𝑆𝑛𝑛𝑛𝑛2 � − 𝑃𝑃��� 
and calculate attribute level-specific variance of signal, 𝜎𝜎2 = 𝑒𝑒𝑥𝑥𝑥𝑥(𝑙𝑙𝑙𝑙(𝛼𝛼)) = 𝛼𝛼 
(3) Draw 𝛥𝛥| 𝑑𝑑,𝐷𝐷,𝛥𝛥,𝑉𝑉𝛽𝛽 ,𝑍𝑍𝑖𝑖~𝑀𝑀𝑉𝑉𝑁𝑁�𝛿𝛿̅,𝑉𝑉𝛿𝛿�, where  𝛿𝛿̅ = �𝑉𝑉𝛽𝛽−1 ⊗ 𝑍𝑍′𝑍𝑍 + 𝐷𝐷−1�−1 
∙ ��𝑉𝑉𝛽𝛽
−1 ⊗ 𝑍𝑍′𝑍𝑍�𝛿𝛿 + 𝐷𝐷−1𝑑𝑑�, and 𝑉𝑉𝛿𝛿 = �𝑉𝑉𝛽𝛽−1 ⊗ 𝑍𝑍′𝑍𝑍 + 𝐷𝐷−1�−1 
(4) Draw 𝑉𝑉𝛽𝛽| 𝑃𝑃,𝐵𝐵,𝛥𝛥,𝑉𝑉𝛽𝛽 ,𝑍𝑍𝑖𝑖~𝐼𝐼𝑊𝑊�𝑃𝑃 + 𝐼𝐼,𝐵𝐵 + ∑ [(𝛽𝛽𝑖𝑖 − 𝛥𝛥𝑍𝑍𝑖𝑖)(𝛽𝛽𝑖𝑖 − 𝛥𝛥𝑍𝑍𝑖𝑖)′]𝐼𝐼𝑖𝑖=1 �. 
(5) Draw 𝛽𝛽𝑖𝑖 using RW-MH algorithm from 
𝑃𝑃��𝑦𝑦𝑖𝑖,𝑖𝑖�| ∙� 𝑃𝑃(𝛽𝛽𝑖𝑖|𝛥𝛥,𝑉𝑉𝛽𝛽 ,𝑍𝑍𝑖𝑖)  
∝  ���� 𝑒𝑒𝑥𝑥𝑥𝑥 �𝑈𝑈�𝑖𝑖𝑖𝑖𝑖𝑖𝐸𝐸 �











(6) Draw 𝛬𝛬| 𝑚𝑚,𝑀𝑀,𝑉𝑉𝜇𝜇1 ,𝑍𝑍𝑖𝑖~𝑀𝑀𝑉𝑉𝑁𝑁(?̅?𝜆,𝑉𝑉𝜆𝜆), where ?̅?𝜆 = �𝑉𝑉𝜇𝜇1−1 ⊗ 𝑍𝑍′𝑍𝑍 + 𝑀𝑀−1�−1 
∙ ��𝑉𝑉𝜇𝜇1
−1 ⊗ 𝑍𝑍′𝑍𝑍�?̂?𝜆 + 𝑀𝑀−1𝑚𝑚�, and 𝑉𝑉𝜆𝜆 = �𝑉𝑉𝜇𝜇1−1 ⊗ 𝑍𝑍′𝑍𝑍 + 𝑀𝑀−1�−1 
(7) Draw 𝑉𝑉𝜇𝜇1|𝑣𝑣,𝐶𝐶, 𝜇𝜇𝑄𝑄𝑖𝑖𝑛𝑛𝑛𝑛,1 ,𝛬𝛬,𝑍𝑍𝑖𝑖~𝐼𝐼𝑊𝑊 �𝑣𝑣 + 𝐼𝐼,𝐶𝐶 + ∑ ��𝜇𝜇𝑖𝑖,1 − 𝛬𝛬𝑍𝑍𝑖𝑖��𝜇𝜇𝑖𝑖,1 − 𝛬𝛬𝑍𝑍𝑖𝑖�′�𝐼𝐼𝑖𝑖=1 � 
(8) Draw 𝜇𝜇𝑖𝑖,1 using RW-MH algorithm from 
𝑃𝑃��𝑦𝑦𝑖𝑖,𝑖𝑖�| ∙� 𝑃𝑃�𝜇𝜇𝑖𝑖,1�𝛬𝛬,𝑉𝑉𝜇𝜇1 ,𝑍𝑍𝑖𝑖�
∝  ���� exp�𝑈𝑈�𝑖𝑖𝑖𝑖𝑖𝑖𝐸𝐸 �






12 �𝜇𝜇𝑖𝑖,1 − 𝛬𝛬𝑍𝑍𝑖𝑖�′𝑉𝑉𝜇𝜇1−1�𝜇𝜇𝑖𝑖,1 − 𝛬𝛬𝑍𝑍𝑖𝑖���𝐼𝐼
𝑖𝑖=1
 
(9) Draw 𝛤𝛤| 𝑔𝑔,𝐺𝐺,𝑉𝑉𝛩𝛩,𝑍𝑍𝑖𝑖~𝑀𝑀𝑉𝑉𝑁𝑁(?̅?𝛾,𝑉𝑉𝛾𝛾), where ?̅?𝛾 = �𝑉𝑉𝛩𝛩−1 ⊗ 𝑍𝑍′𝑍𝑍 + 𝐺𝐺−1�−1 ∙ ��𝑉𝑉𝛩𝛩−1 ⊗ 𝑍𝑍′𝑍𝑍�𝛾𝛾� +
𝐺𝐺−1𝑔𝑔� , and 𝑉𝑉𝛾𝛾 = �𝑉𝑉𝛩𝛩−1 ⊗ 𝑍𝑍′𝑍𝑍 + 𝐺𝐺−1�−1 
(10) Draw 𝑉𝑉𝛩𝛩|ℎ,𝐻𝐻,𝜃𝜃𝑖𝑖𝑗𝑗𝑗𝑗,𝛩𝛩~𝐼𝐼𝑊𝑊�ℎ + 𝐼𝐼,𝐻𝐻 + ∑ [(𝛩𝛩𝑖𝑖 − 𝛤𝛤𝑍𝑍𝑖𝑖)(𝛩𝛩𝑖𝑖 − 𝛤𝛤𝑍𝑍𝑖𝑖)′]𝐼𝐼𝑖𝑖=1 �. 
(11) Draw 𝛩𝛩𝑖𝑖 using RW-MH algorithm from  
𝑃𝑃��𝑦𝑦𝑖𝑖,𝑖𝑖�| ∙� 𝑃𝑃({𝛩𝛩𝑖𝑖}|𝛤𝛤,𝑉𝑉𝛩𝛩,𝑍𝑍𝑖𝑖)
∝  ���� 𝑒𝑒𝑥𝑥𝑥𝑥 �𝑈𝑈�𝑖𝑖𝑖𝑖𝑖𝑖𝐸𝐸 �






12 (𝛩𝛩𝑖𝑖 − 𝛤𝛤𝑍𝑍𝑖𝑖)′𝑉𝑉𝛩𝛩−1(𝛩𝛩𝑖𝑖 − 𝛤𝛤𝑍𝑍𝑖𝑖)��𝐼𝐼
𝑖𝑖=1
 
 (12) repeat (1)-(11) to obtain sufficient draws needed to analyze the posterior distribution.  





Appendix B: The Details of the F&H Model and the G&L Variable 
 
 The F&H model captured consumer heterogeneity through 𝑄𝑄𝑖𝑖𝑗𝑗𝑗𝑗𝑖𝑖 by utilizing Kamakura 
and Russel's (1989) latent class segmentation framework.  From the Equation (13), 𝑄𝑄𝑖𝑖𝑗𝑗𝑗𝑗𝑖𝑖 
conditional on the segment 𝑆𝑆𝐸𝐸𝐺𝐺 can be expressed by the following equation; 
𝑄𝑄𝑖𝑖𝑗𝑗𝑗𝑗𝑖𝑖|𝑆𝑆𝐸𝐸𝐺𝐺 = 𝑄𝑄0𝑆𝑆𝐸𝐸𝑆𝑆,𝑗𝑗𝑗𝑗 + 𝑄𝑄1𝑆𝑆𝐸𝐸𝑆𝑆,𝑗𝑗𝐴𝐴𝐴𝐴𝐴𝐴𝐿𝐿𝐴𝐴𝐴𝐴𝑖𝑖𝑗𝑗𝑗𝑗𝑖𝑖. 




ˑ �𝑄𝑄0𝑆𝑆𝐸𝐸𝑆𝑆,𝑗𝑗𝑗𝑗 + 𝑄𝑄1𝑆𝑆𝐸𝐸𝑆𝑆,𝑗𝑗𝐴𝐴𝐴𝐴𝐴𝐴𝐿𝐿𝐴𝐴𝐴𝐴𝑖𝑖𝑗𝑗𝑗𝑗𝑖𝑖� + 𝑋𝑋𝑖𝑖𝑖𝑖𝑖𝑖𝛽𝛽𝑆𝑆𝐸𝐸𝑆𝑆 . 
 Finally, the F&H model obtains the choice probability conditional on the segment to 
which the i-th consumer belongs to such as; 
𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖|𝑆𝑆𝐸𝐸𝐺𝐺 = exp�𝑣𝑣𝑖𝑖𝑖𝑖𝑖𝑖�𝑆𝑆𝐸𝐸𝐺𝐺�∑ exp�𝑣𝑣𝑖𝑖𝑖𝑖′𝑖𝑖�𝑆𝑆𝐸𝐸𝐺𝐺�𝑖𝑖′  , for 𝑗𝑗′ ≠ 𝑗𝑗. 
Thus, the unconditional probability of the i-th consumer's choice for SKU j is; 
𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖 = �𝜌𝜌𝑆𝑆𝐸𝐸𝑆𝑆 ∙ 𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖|𝑆𝑆𝐸𝐸𝐺𝐺
𝑆𝑆𝐸𝐸𝑆𝑆
, 
where 𝜌𝜌𝑆𝑆𝐸𝐸𝑆𝑆 is the probability of the consumer's belonging to the segment 𝑆𝑆𝐸𝐸𝐺𝐺. 
 The evolution of the G&L variables according to time horizon is characterized by; 
𝐴𝐴𝐴𝐴𝐴𝐴𝐿𝐿𝐴𝐴𝐴𝐴𝑖𝑖𝑗𝑗𝑗𝑗𝑖𝑖 = 𝑆𝑆𝐶𝐶𝑗𝑗ˑ𝐴𝐴𝐴𝐴𝐴𝐴𝐿𝐿𝐴𝐴𝐴𝐴𝑖𝑖𝑗𝑗𝑗𝑗,𝑖𝑖−1 + (1 − 𝑆𝑆𝐶𝐶𝑗𝑗)𝑦𝑦𝑖𝑖𝑗𝑗𝑗𝑗,𝑖𝑖−1 
where 𝑆𝑆𝐶𝐶𝑗𝑗 is the smoothing constant of the n-th attribute.  The values of G&L variables at the 
initial choice occasion are specifically assigned such as; 𝐴𝐴𝐴𝐴𝐴𝐴𝐿𝐿𝐴𝐴𝐴𝐴𝑖𝑖𝑗𝑗𝑗𝑗,1 =  𝑆𝑆𝐶𝐶𝑗𝑗 for all i and l, if 
the SKU, the n-th attribute level of which is l, was chosen at the first purchase occasion by the 
customer; (1 − 𝑆𝑆𝐶𝐶𝑗𝑗)/(𝐿𝐿𝑗𝑗 − 1), otherwise.  Here, 𝐿𝐿𝑗𝑗  is the number of levels of the n-th 
attribute. Consequently, 𝐴𝐴𝐴𝐴𝐴𝐴𝐿𝐿𝐴𝐴𝐴𝐴𝑖𝑖𝑗𝑗𝑗𝑗,1 can be expressed as the following equation. 
𝐴𝐴𝐴𝐴𝐴𝐴𝐿𝐿𝐴𝐴𝐴𝐴𝑖𝑖𝑗𝑗𝑗𝑗,1 = 𝑦𝑦𝑖𝑖𝑗𝑗𝑗𝑗,1𝑆𝑆𝐶𝐶𝑗𝑗 + �1 − 𝑦𝑦𝑖𝑖𝑗𝑗𝑗𝑗,1�(1 − 𝑆𝑆𝐶𝐶𝑗𝑗)(𝐿𝐿𝑗𝑗 − 1)−1  
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Appendix C: Details for Estimation of the Proposed Model in Essay Two 
 
Model Assumption 
),(~,, VZMVNVZ iii ∆∆γ  
We can write out the hierarchy of this model as a sequence of conditional distributions,  
VData i ,,∆γ  
ii ZV ,,∆γ  
Dd ,∆  
BbV ,  
 
 
Full Joint Posterior Distribution 
( )DataVP ij ,,∆γ  
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,where d, D, b, and B are hyper parameters, and ijtC is 1, when the i-th consumer purchases the j-




Conditional Posterior Distributions for Gibbs Sampler and Metropolis-Hastings Algorithm 
Markov Chain Monte Carlo (MCMC) procedure 
(0) Set initial values for parameters 
(1) Draw 𝛥𝛥| 𝑑𝑑,𝐷𝐷,𝛥𝛥,𝑉𝑉,𝑍𝑍𝑖𝑖~𝑀𝑀𝑉𝑉𝑁𝑁�𝛿𝛿̅,𝑉𝑉𝛿𝛿�, where  𝛿𝛿̅ = �𝑉𝑉−1 ⊗ 𝑍𝑍′𝑍𝑍 + 𝐷𝐷−1�−1 
∙ ��𝑉𝑉−1 ⊗ 𝑍𝑍′𝑍𝑍�𝛿𝛿 + 𝐷𝐷−1𝑑𝑑�, and 𝑉𝑉𝛿𝛿 = �𝑉𝑉−1 ⊗ 𝑍𝑍′𝑍𝑍 + 𝐷𝐷−1�−1. 
(2) Draw 𝑉𝑉| 𝑃𝑃,𝐵𝐵,𝛥𝛥,𝑍𝑍𝑖𝑖~𝐼𝐼𝑊𝑊�𝑃𝑃 + 𝐼𝐼,𝐵𝐵 + ∑ �(𝛾𝛾𝑖𝑖 − 𝛥𝛥𝑍𝑍𝑖𝑖)(𝛾𝛾𝑖𝑖 − 𝛥𝛥𝑍𝑍𝑖𝑖)′�𝐼𝐼𝑖𝑖=1 �. 











































(4) repeat (1)-(3) to obtain sufficient draws needed to analyze the posterior distribution.  Keep 
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