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a b s t r a c t
Both the cloud model and type-2 fuzzy sets deal with the uncertainty of membership
which traditional type-1 fuzzy sets do not consider. Type-2 fuzzy sets consider the
fuzziness of the membership degrees. The cloud model considers fuzziness, randomness,
and the association between them. Based on the cloud model, the paper proposes an
image segmentation approachwhich considers the fuzziness and randomness in histogram
analysis. For the proposed method, first, the image histogram is generated. Second, the
histogram is transformed into discrete concepts expressed by cloud models. Finally, the
image is segmented into corresponding regions based on these cloudmodels. Segmentation
experiments by images with bimodal and multimodal histograms are used to compare
the proposed method with some related segmentation methods, including Otsu threshold,
type-2 fuzzy threshold, fuzzy C-means clustering, and Gaussian mixture models. The
comparison experiments validate the proposed method.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
In order to deal with the uncertainty of image segmentation, fuzzy sets were introduced into the field of image
segmentation, and some methods were proposed in the literature. From the perspective of scene understanding and image
interpretation, a segmentation method was proposed [1]. The method fits fuzzy membership functions to the modes of
interest in histograms. A voxel which has a peak in a histogram is assigned the maximum confidence 1, and monotonically
decreasing levels are assigned to the voxels on both sides of the peak. Image segmentation is performed based on fuzzy
labels [1]. A histogram-based method to generate membership functions for extracting features of brain tissues on MRI
(Magnetic Resonance Imaging) images is proposed [2], which detects the peak or valley features of the histogram, and then
transforms the histogram to fuzzy membership functions corresponding to brain tissue types [2].
Themethods based on fuzzy sets transform the histogram into correspondingmembership degrees. They do not consider
the uncertainty of membership functions and membership degrees. Zadeh notes this problem and proposes type-2 fuzzy
sets [3]. Mendel makes a good contribution to the development of type-2 fuzzy sets [4]. An image thresholding method
based on type-2 fuzzy sets has been proposed in [5]. Although these methods consider the fuzziness of membership
functions and membership degrees, they do not consider the randomness. Randomness and fuzziness are the two most
important uncertainties, and many concepts simultaneously contain randomness and fuzziness. Considering the fuzziness,
randomness, and their association relationship, Li proposes the cloud model based on the normal distribution and the
Gaussian membership function [6,7]. This uses a whole model including many discrete cloud drops to express a concept.
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Every observation point corresponds to multiple membership degrees, which fit a kind of probability distribution rather
than a fixed number or a range. Based on the idea of considering fuzziness, randomness and their relationship, many
techniques based on the cloud model are proposed, such as normal cloud generator, normal cloud transformation, normal
cloud synthesis and uncertainty reasoning [6,8]. Recently, the cloud model has been successfully applied into some fields,
such as traffic control, image segmentation, remote sensing image classification etc. [9–11].
The traditional image segmentationmethods with uncertainty only consider randomness or only consider fuzziness. The
image segmentation method based on the cloud model can consider randomness, fuzziness and their association. Based on
the cloud model, the paper proposes an image segmentation method which transforms histograms into cloud models with
uncertain membership degrees; the image segmentation is realized by the extraction of concepts, which are expressed by
normal cloud models. The method first transforms the feature points (valleys and peaks) of histogram into membership
degrees, then uses the objective function to transform the histogram between two near valley points into corresponding
cloud drops. The method uses the whole cloud model to express a concept. Each concept corresponds to an image class.
Each pixel is assigned to an image class with maximummembership degree based on the maximum discriminant principle.
Image segmentation is realized last. In the end, the paper compares the proposed method with some related segmentation
methods based on Otsu threshold, type-2 fuzzy threshold, fuzzy C-means clustering (FCM), and Gaussian mixture models
(GMMs). The experimental results validate the proposed method.
The remainder of the paper is organized as follows. Section 2 introduces the basic principles of the cloud model.
Section 3 describes the proposed method of image segmentation. The experimental analysis and conclusions are presented
in Sections 4 and 5, respectively.
2. Basic principles of the cloud model
There are various implementation approaches of the cloudmodel, resulting in different kinds of cloudmodels. The normal
cloud model is the most commonly used model, which is based on the normal distribution and the Gaussian membership
function. It can be described as follows.
Let U be a quantitative universal set and C be the qualitative concept related to U . If x ∈ U , which is a random realization
of the concept C , and x satisfies x ∼ N(Ex, En′2), where En′ ∼ N(En,He2), and the certainty degree of x on C is
µ = exp
[
− (x− Ex)
2
2(En′)2
]
(1)
then the distribution of x on U is a normal cloud [7], and every x is defined as a cloud drop.
The normal cloud model employs the expected value Ex, the entropy En, and the hyper-entropy He to represent the
concept. Ex is the mathematical expectation of the cloud drops distributed in the universal set. En is the uncertainty
measurement of the qualitative concept. From the perspective of probability theory, it is similar to standard variance of
random variables. From the point of view of fuzzy set theory, it represents the value scope which the drop is acceptable by
the concept, and it defines the support set of the concept withmembership degrees larger than 0. As a result, the correlation
of randomness and fuzziness is reflected by the same numerical character.He is the uncertaintymeasurement of the entropy
En, i.e., the second-order entropy of the entropy [6].
Given the three parameters Ex, En, He, the normal cloud model can be generated [6].
Input: Ex, En, He, and the number of the cloud drops n.
Output: n of cloud drops x and their degree µ, i.e., drop (xi, µi), i = 1, 2, . . . , n.
Step 1. Generate a normally distributed randomnumber En′i with expectation En and varianceHe
2, i.e.,En′i = NORM(En, He2).
Step 2. Generate a normally distributed random number xi with expectation Ex and variance En′2i , i.e., xi = NORM(Ex, En′2i ).
Step 3. Calculate
µi = exp
[
− (xi − Ex)
2
2(En′i)2
]
. (2)
Step 4. xi with certainty degree of µi is a cloud drop in the domain.
Step 5. Repeat Steps 1 to 4 until n cloud drops are generated.
For example, the concept ‘‘number near 25’’ expressed by cloud C (25, 3, 0.3), n = 10,000 is illustrated in Fig. 1.
Traditional type-1 fuzzy sets do not consider the uncertainty of membership functions. To deal with the problem, Zadeh
proposes type-2 fuzzy sets, the extension of ordinary fuzzy sets [3]. The membership degrees of such sets themselves
are type-1 fuzzy sets [12]. Gaussian membership function is the most widely-used one in fuzzy sets, and generally
represented as
µA(x) = exp
[
− (x− µ)
2
2σ 2
]
. (3)
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Fig. 1. Concept ‘‘number near 25’’ expressed by cloud C (25, 3, 0.3).
Fig. 2. Type-2 fuzzy sets. (a) With uncertainty mean; (b)with uncertainty standard variance.
If the uncertainty of µ or σ is considered, for example, µ ∈ [µ, µ¯], or σ ∈ [σ , σ¯ ], the type-2 fuzzy sets can be
generated [13]. Fig. 2(a) illustrates the type-2 fuzzy set with uncertainty mean µ; Fig. 2(b) illustrates the type-2 fuzzy set
with uncertainty standard variance σ . The shaded areas are FOU (footprint of uncertainty) which represent the uncertainty
regions.
From the point of view of fuzzy set theory, the normal cloud model is similar to the type-2 fuzzy set with uncertainty
standard variance σ . But cloud drops represent the randomness of membership function andmembership degree, and type-
2 fuzzy set only considers the fuzziness. Fig. 3 illustrates the cloud drops of the cloudmodel. According to the ‘‘3En principle’’
which is similar to the ‘‘3σ principle’’ of normal distribution, 99.7% of cloud drops are included between the upper cloud
curve yuc and the lower cloud curve ylc , which are defined in Eqs. (4) and (5), and illustrated in Fig. 3. However, there are
about 0.3% cloud drops which cannot be included between the two curves, so the boundary of cloud drops is of uncertainty.
yuc(x; Exi, Eni,Hei) = exp
[
− (x− Exi)
2
2(Eni + 3Hei)2
]
(4)
ylc(x; Exi, Eni,Hei) = exp
[
− (x− Exi)
2
2(Eni − 3Hei)2
]
. (5)
The normal cloudmodel produces multiple membership degrees for a random variable x in the universe of discourse [6],
which is shown in Fig. 4(a) with multiple points in vertical line. And the multiple membership degrees have a stable
tendency; they fit a probability distribution which is illustrated in Fig. 4(b). Suppose a variable x = 23; its maximum
probability of membership lies in the point (0.8, 0.341), whichmeans that the variable x = 23 has themaximum probability
0.341 at the point whose membership degree is equal to 0.8.
According to the bijective transformation method [14–16], the probability distribution of membership degree of a
random variable can be transformed to a fuzzy set. The bijective transformation method is represented as follows.
Let X = {xi| i = 1, 2, . . . , n} be the universe of discourse. Let xi be ordered such that p1 ≥ p2 ≥ · · · ≥ pn, where pi is the
probability value of occurrence of xi. Let πi denote the corresponding possibility value. A bijective transformation between
probabilities and possibilities may be defined as follows [15,16]:
πi =
n−
j=1
min(pi, pj) = ipi +
n−
j=i+1
pj (6)
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Fig. 3. The distribution range of cloud drops.
1 0.35
0.3
0.25
0.2
0.05
0.1
0.05
0.8,0.341
0
0.8
0.6
0.4
0.2
0
10 15 20 25 30 35 40 0 0.2 0.4 0.6 0.8 1
a b
Fig. 4. Multiple membership degrees of variable x. (a) Multiple membership degrees; (b) the probability distribution of membership degrees.
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Fig. 5. The secondary membership degrees of the normal cloud model.
and
pi =
n−
j=1
(πj − πj+1)/j. (7)
According to the possibility/probability consistency principle and the bijective transformation method, the secondary
membership degree of primary membership degree ‘‘0.8’’ is 1 for the variable x = 23. Then the secondary membership
degrees of variables in the range of [Ex− 3En, Ex+ 3En] are calculated. They are illustrated in Fig. 5.
3. Image segmentation method
If imagehistogram includes somepeaks,we can separate it into a number ofmodes. Eachmodepossibly corresponds to an
image class [17]. The Image segmentation methods based on statistics apply probability density functions to express image
types, each class corresponds to a probability density function [18]. The methods based on fuzzy set theory understand
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Fig. 6. Synthetic image and its histogram. (a) The image. (b) The histogram.
image types as fuzzy sets, each class corresponds to a fuzzy set which is expressed by a membership function. However,
there simultaneously exist randomness and fuzziness during the process of image segmentation. The traditional methods
of image segmentation with uncertainty only consider randomness or fuzziness. Based on the cloud model which considers
randomness, fuzziness and their association, the paper proposes an image segmentation method which extracts concepts
from histogram based on the cloud model.
Fig. 6(a) shows a synthetic experimental image, which is composed of four ellipsoidal objects and a background. The gray
mean values of these ellipsoidal objects are 35, 117, 129 and 219, and the gray mean value of the background is 81. Fig. 6(b)
shows the image and its histogram.
The proposed method of image segmentation is as follows.
Step 1. Calculate the image histogram.
Step 2. Calculate and locate the peaks and valleys of the histogram.
Step 3. Transform the frequency distribution between two valleys into possibility distribution according to the bijective
transformation method.
Step 4. Transform the membership degrees distribution between two valleys into the cloud model.
According to the ‘‘3En principle’’, 99.7% of cloud drops are included between the upper cloud curve yuc and the lower
cloud curve ylc , which are illustrated in Fig. 3. The objective function is constructed as follows.
J(x; Exi, Eni,Hei) =
−
((yuc − π(x))2 + (ylc − π(x))2). (8)
The objective function is based on the idea of regression analysis. Suppose the cloud model has a regression ‘‘curve’’
(a virtual curve with uncertainty) about the possibility π(x). According to the ‘‘principle of least squares’’, minimize the
mean square error (MSE) sum from the points in curve yuc and curve ylc to the ‘‘virtual regression curve’’ of the cloud
model. Calculate the values of Exi, Eni and Hei which make the objective function (8) minimizes, and then the cloud model
is generated.
If the two parts of membership distribution of one peak are asymmetrical, two half-clouds are used to express them. The
asymmetric cloud model is denoted as Ci (Exi, En_left i, En_right i, He_left i, He_right i), which is illustrated in Fig. 7. On the two
sides near 0 or 255, half-clouds are used to express the membership distribution.
Step 5. Repeat Step 4 until multiple cloud models are generated from the histogram. The result is illustrated in Fig. 8.
Step 6. Divide image pixels into corresponding image types according to the principle of maximum membership degree.
Calculate the membership degree of each pixel, and select the cloud model with maximummembership degree, and take it
as the membership cloud.
The discriminant principle is:
Decide Ci if µi(x) > µj(x) (9)
where i, j = 1, 2, . . . ,m,m is the number of cloud models.
The membership degree µi(x) of x to cloud Ci is calculated by
µi(x) = exp
[
− (x− Exi)
2
2(En′i)2
]
(10)
where En′i is a normal random variable which takes Eni as expectation value, andHe
2
i as variance, i.e., En
′
i ∼ NORM(Eni,He2i ).
The membership degree of the cloud model for gray-level value is a random variable. The principle of maximum
discrimination of the cloud model is illustrated in Fig. 9. Each pixel is discriminated into an image class represented by
the cloud model with the maximummembership degree.
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Fig. 7. The cloud model with asymmetric sections.
Fig. 8. Cloud models generated from histogram.
Fig. 9. Principle of maximum discrimination.
According to the principle of maximum discrimination of the cloud model, every pixel is discriminated into an image
class, and then the image is segmented into different classes. Fig. 10 illustrates the segmentation result.
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Fig. 10. The result of image segmentation.
Fig. 11. The segmentation experiments of images with bimodal histogram. (a) The original images. (b) The histograms. (c) The results of the proposed
method. (d) The results of Otsu threshold. (e) The results of type-2 fuzzy threshold.
4. Experimental analysis
In order to validate the proposed method, four images with bimodal histogram and four images with multimodal
histogram are selected for the experimental analysis. All these images are selected from the image dataset of the computer
vision group in the University of California, Berkeley.1 For the experimental images with bimodal histogram, the paper
compares the proposed method with Otsu threshold and type-2 threshold. The Otsu threshold segmentation method
selects a threshold automatically from a gray level histogram by the measure of separability of the resultant classes in gray
levels [19]. Type-2 image threshold employs ultrafuzziness to select threshold automatically from a gray level histogram
which captures/eliminates the uncertainties within fuzzy systems using regular fuzzy sets [5].
The images with bimodal histogram are showed in Fig. 11(a), and their histograms are showed in Fig. 11(b). The
segmentation results of the proposed method, the Otsu threshold method and the type-2 fuzzy threshold method are
illustrated in Fig. 11(c)–(e), respectively.
The original images with multimodal histogram are showed in Fig. 12(a), and their histograms are showed in Fig. 12(b).
The image segmentationmethod based on fuzzy C-means (FCM) and themethod based onGaussianmixturemodels (GMMs)
are used to comparewith the proposedmethod. The results of the proposedmethod, the FCMmethod and the GMMmethod
are showed in Fig. 12(c)–(e), respectively.
1 http://www.eecs.berkeley.edu/Research/Projects/CS/vision/grouping/segbench/BSDS300/html/dataset/images.html.
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Fig. 12. The segmentation experiments of images with multimodal histogram. (a) The original images. (b) The histograms. (c) The results of the proposed
method. (d) The results of FCM. (e) The results of GMMs.
Fig. 13. Ground truth images with bimodal histogram.
Fig. 14. Ground truth images with multimodal histogram.
The ground truth images with bimodal histogram in Fig. 11 and the ground truth images with multimodal histogram in
Fig. 12 are illustrated in Figs. 13 and 14, respectively.
In order to quantificationally compare the segmentation results, we take the index of misclassification error (ME) as the
decision criterion, which can be calculated by comparing the segmentation results with their ground truth images. In the
case of two-class segmentation, the calculation method of ME is illustrated in Eq. (11).
ME = 1− |BO ∩ BT | + |FO ∩ FT ||BO| + |BT | (11)
where |BO| and |BT | represent the background pixel numbers of the reference image and the segmented image, respectively;
|FO| and |FT | represent the object pixel numbers of the reference image and the segmented image, respectively; |BO ∩ BT |
represents the number of pixels correctly segmented to the background, and |FO ∩ FT | represents the number of pixels
correctly segmented to the object.
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Table 1
Comparison of ME values of segmentation methods for images with bimodal histogram.
Images ME values
The proposed method (%) Otsu method (%) Type-2 fuzzy method (%)
1st example in Fig. 11 2.24 4.65 2.51
2nd example in Fig. 11 0.41 1.76 4.06
3rd example in Fig. 11 0.53 0.64 0.58
4th example in Fig. 11 0.18 1.50 2.28
Table 2
Comparison of ME values of segmentation methods for images with multimodal histogram.
Images ME values
The proposed method (%) FCM method (%) GMMs method (%)
1st example in Fig. 12 3.52 26.50 38.13
2nd example in Fig. 12 25.26 32.09 36.60
3rd example in Fig. 12 4.86 5.25 15.57
4th example in Fig. 12 8.20 8.85 8.21
Similarly, we can get the calculation method of ME of multi-class segmentation. The calculation method of ME is
illustrated in Eq. (12).
ME = 1− |FR1

SR1| + · · · + |FRi SRi| + · · · + |FRn SRn|
|FR1| + · · · + |FRi| + · · · + |FRn| (12)
where |FR1|, |FR2|, . . . , |FRi|, . . . , |FRn| represent the pixel number of each region in the reference image, respectively.
|SR1|, |SR2|, . . . , |SRi|, . . . , |SRn| represent the pixel number of each region in the segmented image, respectively. |FRi ∩ SRi|
represents the number of pixels correctly segmented to the object.
Table 1 shows the values of ME of images with bimodal histogram based on the proposed method, the Otsu threshold
method and the type-2 fuzzy thresholdmethod. Table 2 shows the values ofME of imageswithmultimodal histogram based
on the proposed method, the FCMmethod and the GMMmethod.
From Tables 1 and 2, we can see that the ME values of the proposed method are generally lesser. The theoretical analysis
of experimental results are as follows. Otsu threshold does not consider the uncertainty in image segmentation, and it is a
kind of ‘‘hard’’ image segmentation method. The Gaussian mixture model employs Gaussian distributions to express image
classes, the histogram is approximated in the least square sense by a sum of Gaussian distributions, and statistical decision
procedures are applied. However, it does not consider the fuzziness in image segmentation. There is a one-to-one choice for
every site to belong or not to each region. Fuzzy C-means (FCM) considers the fuzziness in image segmentationwhich allows
one piece of data to belong to two ormore classes. The certainmembership function is used to express the image class. Type-
2 fuzzy sets deal with the uncertainty of membership which traditional type-1 fuzzy sets do not consider. It considers the
fuzziness of the membership degrees, but it ignores the randomness. The cloud model considers fuzziness, randomness,
and the association between them, and it more comprehensively analyzes the uncertainty in image segmentation. The
comparison results validate the proposed method.
The principle of maximum discrimination of the cloud model in the proposed method is different from statistical
decision procedures and fuzzy decision procedures. For example, GMMs transform the frequency distribution into several
Gaussian distributions and use Bayesian decision theory to realize the data division, and it can be used in the field of image
segmentation [18]. In GMM pattern classification, we would have a number of GMMs, one for each category, and classify a
test observation x according to themodel with the highest class-conditional probability p(x|j), which is called the likelihood
of the jth GMM with respect to x [13]. For simplicity, let us consider the case for two-category classification in Fig. 15(a),
which represents the class-conditional densities p(o|λ) of class λ1 and λ2 [13]. There is a threshold in the intersection of
two Gaussian distributions. According to Bayesian decision theory, that is, for minimum classification error rate, we can get
the discriminant principle by
Decide λi if p(x | λi) > p(x | λj). (13)
The principle of maximum discrimination of the cloudmodel considers not only the membership degrees of observation
points, but also provides a method to represent the probability distribution of membership degrees. So image segmentation
based on the cloud model can deal with fuzziness and randomness. In Fig. 15(b), the pixels with gray-level values less than
a or larger than b have certainty division, but the pixels with gray-level values between a and b have uncertainty division.
The overlay section of two cloud models lies in the range of [a, b], and it is also the fuzzy section between two concepts,
which is difficult to be divided from the view of fuzzy sets.
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Fig. 15. The discriminant principles. (a) The overlap of two normal distributions. (b) The overlap of two cloud models.
5. Conclusions
Fuzzy set theory provides a method to transform image histogram into corresponding membership functions and carry
out the image segmentation. However, traditional fuzzy sets do not consider the uncertainty of membership function
and membership degree, and type-2 fuzzy sets only consider the fuzziness of membership. The paper proposes a kind of
image segmentation approach based on the cloud model, which considers the randomness and fuzziness of membership
simultaneously. For a random variable of the cloud model, its membership degrees are multiple, which fit a probability
distribution. For the images with bimodal histogram, the paper compares the segmentation results of the proposed method
with the Otsu threshold method and the fuzzy-2 fuzzy threshold method. For the images with multimodal histogram,
the FCM method and the GMM method are used to compare with the proposed method. The comparative experiments
validate the proposed method based on the cloud model, and prove that it is good for the images with both bimodal and
multimodal histograms. The future researchwill focus on expanding the proposedmethod to color image segmentation and
multispectral remote sensing image classification.
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