The software architecture of most systems is describ ed informally and diagrammatically.
Introduction
Software architecture ia an important level of description for software systems. At the software architectural level of abstraction, a system is typically described as a collection of interacting components. Components perform the primary computations of the system. Interactions between components include high level communication abstractions such ss pipes, procedure calls, message passing, and event broadcast [8] .
The software architecture of most systems is usually described informally and diagrammatically using boxes to represent components and lines to represent connections between components.
In order for these descriptions to be meaningful at all, figures are typically understood by interpreting the boxes and lines in specific, conventionalized ways. For example, for one system boxes might represent filters and lines might represent pipes connecting ports of those filters.
In another, boxes might represent abstract data types It is difficult to compare two different descriptions, even for the same interpretation.
The most common solution to this problem is to constrain the architectural notation so that it mapa directly into a well-defined execution model. For example, interfaces to components can be described solely in terms of their procedure signatures, and connectors can be restricted to procedure call, Other execution models include tasks with IPC and event-based ayatema [9] . When so constrained, descrip tions can be mapped directly to module facilities of a programming language or other executable implementations, and can thereby be given precise meaninge.
This approach, however, haa a number of problems. Most significant tly, it limits the expressiveness of architectural description to just those structures and building blocks sup ported by the target implementation language or system. If, for instance, architectural connections have to be phrased in terms of procedure calls, then higher-level interactions (such aa protocols of communication)
cannot be expressed directly. In addition, the relatively low level of description may make it difficult to reason about the architect urrd design. We argue that what is needed instead ia a way to give conventionalized interpretations of architectural descriptions a more formal basis. Designers can use the abstractions that are appropriate to the architectural description at hand, but still have the precision of a formaf model. Our approach will be to view the collection of conventions that are used to interpret a description as defining an architectuml style. We then show that architectural styles can be described formally in terms of a small set of semantic mappings, and illustrate how these mappings can be used to define formally two common architectural styles.
The approach thus provides a framework in which new styles can be defined by a similar set of definitions.
Finally, we demonstrate that having carried out this exercise, it ia possible to use the formal descriptions to gain insight into the properties of a style and its relationships to other styles. The main thrust of our argument and examplea will be to demonstrate how to give meanings to architecturrd descriptions.
In one respect this is nothing new; programming language researchers have been providing denotational sem antics of programming languagea for years. What is novel, however, is the specialization of the general semantic ap preach to the problem of underatanding software architecture. As we will show, this can be done by providing a syntactic and semantic framework in which architectural stylee can be given meanings. Each connector provides a way for a collection of ports to come into contact. A connector, rather than being bound unchangeably to specific ports on specific components, provides placeholders for these ports, as roles in the communication,
The description of the precise com municat ions protocol provided within a connector is separated in the same way that we separate the computation description in a component from its port interface.
The exact language used to describe this communication behavior is an issue for the connector's concrete syntax, and we represent it here as only a placeholder.
Again, we are not yet concerned with the details of roles or communication description, so we introduce them as given sets in this specification. An architectural connector is modeled as a collection of roles together with a description of its communication protocol, as defined in the schema Connector, [ROLE, COiViVDESC] r These can be modeled as state machines that receive their input and place their output as sequences on data ports. We do not wish to uncover the details of how the internal state and data are described, so we declare them as given sets in our specification.
Data ports define the interfaces for filters and we also introduce them as a given set in our model. These are to be distinguished from the ports that form the interface for unnamed components in the syntactic descriptions.
STATE, DATA, DATA PORT]
In order to define the behavior of a filter, we must know its input and output ports and the type of data that may be passed along each port.
This latter information can be represented by a (partial) function from data ports to their alphabet.
At any point in time, the ports of the filter will hold all data (as a sequence) that has been received (for input ports) or produced (for output ports)
but not yet removed. 
We can define an operational semantics for the computational behavior of a filter. At any point time, a filter is defined by its current internal state, constrained to be in the set of possible states for the filter, and the data at each of its input and output ports (which must be in the alphabet of that port). In Section 4.4 we wiii discuss what constraints on components must hold in order to give them meaning in the PF style.
That is, we wiii explicitly define the domain of the function M$fmP.
Connectors are given meaning in PF by interpreting them as pipes.
The concrete syntax for pipes specifies the type of data transmitted.
Two pipes are considered equivalent if they have the same alphabets.
Of course, in the context of a set of interacting filters, the pipes are distinguished by the dataports they connect.
I '5C.. This also results in a proof obligation.
Since M~~nn as defined could be total, however, the proof is trivial.
As one might expect, the constraints we enforce on configurations are more complex. For the pipe and filter style defined above these are:
1. Each named component is a legal filter.
2. Each named connector is a legal pipe.
3. Every pipe source is attached to a unique filter output with the same alphabet.
Every pipe sink is attached
to a unique filter input with the same alphabet.
In the following schema, the first two predicates below the line express the first two constraints above. The third predicate below states that all pipe sources and sinks are attached to some named ports. Thw concludes our formal definition of the PF style. In Section 6 we investigate other syntactic constraints that can be used to define PF e.ubstyles and discuss some analysis that can be performed on the semantic domain of PF.
Event System Style
In this section, we show (more briefly) how the same method of definition for the PF style can be used to describe another common architectural style, the event system (ES). Event systems are increasingly important as a flexible tool integration technique, since they allow the implicit invocation of tools when some other tool announces an event [6, 11] .
For the purposes of this paper we will treat each component in an event system as a collection of methods sharing a state. A component responck to an incoming method by transforming its internal state and announcing some events. Connection in the system consists of an association between events and the methods that should be invoked when those events are announced.
Semantic Domain
The ES style interprets components ss objects with a vocabulary of methods and events. Here we will model an object as a state machine with a transition function relating method invocations to state transitions and event announcement.
[iMETHOD, EVENT]
. We have defined the static view of the semantic model for event systems.
We will only outline the model for the dynamic behavior of ES. At any point in time, each object in the system will be in some legal state and will have some methods that have been invoked but not executed. The system will also hold a set of announced events that have not yet been interpreted and distributed as method invocations to the relevant objects. The meaning of a configuration is derived from the meaning of its components, its connectors, and the attachment function.
The attachment links events announced by an object to the same event received by one or more distributors. Also the attachment links methods received by an object to the same method invoked by one or more distributors. Syntactic Constraints
The syntactic constraints in the ES style can be expressed by making explicit the domain for the meaning functions. For components, we simply restrict interpretation to those whose computation can be described using the concrete language of ObjectDescriptions.
-LegalObject Component description E ObjectDescriptions
Similarly for distributors, we restrict the abstract syntax to include only those connectors whose protocol can be described by the language of DistributorDe.scriptiorz.~.
_LegalDistributor Connector description G DistributorDescriptions
A legal configuration is one in which the components are legal objects, the connectors are legal distributors, and attachments only occur between event roles and event ports or between method roles and method ports.
-LegalESConjig Conjigumtion seq COMPNAME I ran ji2ters = dom wmponents q connect = {i :1. . (#filters -1) q (falters(i), jilters(i + l))} A PF substyle allowing only fan-out has a connection graph whose inverse is a function, that is, components are connected to a unique parent component that provides its input.
I connect-E COMPNAME + COMPNAME Garlan and Notkin have used the event system model to investigate the differences between various implementations of an implicit invocation mechanism [6] . Their examples concentrate on restrictions to the kinds of events that objects can announce and the form of the event to method binding that a distributor allows.
Since we have left the interpret ation of events and methods open and allow dw tributors to bind events to methods arbitrarily, idl of those styles are substyles of ES as it appears in this paper.
Another substyle of ES is one with a global event name space. In this substyle, different objects can announce the same event.
In that sense, it is the component port that uniquely identifies events and not the named port instance. This substyle can be expressed as a constraint that events must be distributed to the same method invocations regardless of which component announces the event. One way to express this constrain t syntactically is shown below.
. GlobalEvents LegalESConjig
Vnl, n2 : COMPNAME; p : PORT I (nl, p) c dom EventasPort Ap~(components(nl )).ports Ap C (component$(rz2 ) we can see that in general this result does not hold for event systems. When a set of interacting objects is collapsed into a single object any event-method connections internal to the set of objects will result in a computation that cannot be made to correspond to any visible method invocation. This is a useful result, because it tells us that if we want to provide hierarchical event systems we must do one of two things.
Either we have to change the semantic model, or we have to find ways to restrict the class of descriptions to a subset that allows hierarchical decomposition.
In the former case we would need to view method invocation as non-atomic.
In the latter case we might restrict decompositions to be configurations that do not have any internal event-method bindings.
Conclusion
We have argued that a formal approach to architectural style permits the precise interpretation and analysis of architec- 
Z Notation Used in this Paper
The Z notation is a mathematical language developed mainly at the Programming Research Group at the University of Oxford over the last 15 years. The mathematical roots of Z are in first order logic and set theory.
The notation uses standard logical connective (A, V, +, etc. ) and settheoretic operations (6, U, (3, etc. ) with their standard semantics.
Using the language of Z, we can provide a model of a mathematical object. That these objects bear a resemblance to computational objects reflects the intention that Z be used as a specification language for software engineering. In this appendix, we describe the basics of the Z notation used in this paper. The standard reference for practitioners of Z, and the basis for our use of Z, is Spivey 's reference manual [12] .
A An element of a type is declared using a colon (:). So we would write author : AUTHOR and read this as 'author is of type AUTHOR", meaning author is an element in the set of values defined by AUTHOR.
Since AUTHOR is a set, we could also write author c A UTHOR, using the set membership function C. Z uses the : notation when a variable is declared and e to express predicates over bound variables. New types can also be defined by constructing them from primitive types using the following type constructors:
q P X is the set of alf subsets with elements from type X, also called the powerset of X.
q X x Y is the type consisting of all ordered pairs (z, y) whose first element is of type X and whose second element is of type Y, also caJled the cross-product of X and Y.
+ seq X is the set of all sequences, or lists, of elements from X, including empty and infinite sequences.
c bag X is the set of all bags of elements from X. -X -+ Y is the set of all total functions. Total functions are defined on all elements of the domain type.
-X w Y is the set of all partial functions from X to Y whose inverse is a partial function from Y to X (also called 1-1 or infective).
-X = Y denotes the total injective functions from x to Y.
-X+ Y denotes the bijective functions from X to Y, i.e., the functions from X to Y that are a 1-1 correspondence (total, injective and subjective).
Z has a special type constructor, called the schema, an abstract version of the Pascal record or the C struct type constructors.
A schema defines a binding of identifiers (or variables) to their values in some type. For example, we could specify the type Proceedings as a schema for a typical con ference proceedings.
The information we might want to specify about a proceedings would be the set of all authors and an index from authors to the papers they wrote. We represent this binding in the boxed schema notation below. 
