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RÉSUMÉ
 
Le Modèle Régional Canadien du Climat (MRCC) fait partie d'une grande variété de 
modèles climatiques développés à travers le monde. Basé sur les lois fondamentales 
de la physique et sur les techniques numériques les plus modernes et les plus 
performantes, il génère des variables avec une bonne résolution spatiale qui sont 
physiquement cohérentes entre elles. Dans le cadre de cette thèse, le MRCC est utilisé 
pour étudier une large gamme de processus liés au cycle de l'eau. Une approche 
intégrée d'analyse et de validation du cycle hydrologique du modèle a été 
développée. Cette approche comprend une analyse à l'échelle multi-annuelle pour 
l'ensemble d'un bassin versant et intègre les deux branches du cycle hydrologique : 
atmosphérique et terrestre. Cette façon de procéder nous a permis d'évaluer la 
capacité de trois versions du MRCC à simuler correctement chacune des composantes 
du bilan hydrologique. Parallèlement, la sensibilité de ces composantes aux différents 
paramétrages physiques a été examinée. 
Dans un premier temps, les comosantes du cycles hydrologiques sur le bassin versant 
du Mississippi simulées par les versions 3.6 et 4.0 du MRCC ont été comparées et 
évaluées par les observations et quasi-observations (estimations basées sur les 
observations et sur une analyse du bilan de l'eau). Les changements entre la version 
3.6 et 4.0 portent sur plusieurs éléments: le schéma de radiation solaire à deux 
bandes a été remplacé par un schéma à quatre bandes; le schéma de surface de la 
première génération a été changé par un schéma beaucoup plus sophistiqué de la 
deuxième génération ; les traitements de couverture des nuages et du transfert 
turbulent dans la couche limite ont été également améliorés. L'effet net de tous ces 
changements dans les paramétrages physiques du MRCC est une réduction 
importante des biais moyens annuels d' évapotranspiration (de 42% à 10%) et de 
précipitation (de 17% à -6%) ainsi qu'une meilleure représentation de la distribution 
spatiale de ces variables. Les cycles annuels de précipitation, d'évapotranspiration, de 
convergence de flux d'humidité et de tendance dans le stockage de l'eau terrestre ont 
également montré une amélioration importante. Cependant, le biais annuel du 
ruissellement a légèrement augmenté (de -41 % a -45%). 
XVll 
Dans un deuxième temps, une paire de simulations se distinguant seulement 
par le paramétrage de processus de surface a été analysée afin de mieux comprendre 
le rôle de ces processus dans le cycle hydrologique du modèle. Les résultats de 
l'analyse, effectuée sur trois grands bassins versants (Mississippi, Saint-Laurent et 
Mackenzie), montrent que le schéma simple de la première génération a 
d'importantes limitations dans la simulation des processus associés à 
l'évapotranspiration. Si les biais dans les moyennes annuelles des composantes 
principales du cycle de l'eau pour les simulations basées sur les deux schémas de 
surface sont plutôt similaires, les cycles annuels basés sur le schéma de la première 
génération montrent des biais très grands. L'analyse d'une autre paire de simulations, 
générées avec la même version du modèle, mais pilotées avec des réanalyses 
atmosphériques différentes, a mis en évidence la sensibilité du cycle hydrologique 
aux données utilisées pour piloter le modèle régional à ses frontières. La sensibilité 
aux données du pilote est en général plus faible que la sensibilité au schéma de 
surface et s'est montrée plus grande pour les bassins nordiques (Mackenzie et Saint­
Laurent). L'analyse d'une troisième paire de simulations avec des conditions initiales 
différentes a montré que la variabilité interne du modèle à l'échelle multi-annuelle sur 
l'ensemble d'un bassin versant est négligeable par rapport aux modifications 
introduites par le changement du schéma de surface et du pilote. 




1.1 Problématique et contexte de la recherche 
Une grande quantité d'eau circule continuellement dans le système climatique. 
Sous ['effet du rayonnement solaire, l'eau s'évapore des océans, des lacs, des rivières, 
du sol, etc. pour rejoindre l'atmosphère. De l'eau est également transférée depuis la 
surface terrestre vers l'atmosphère par la transpiration de la végétation et la 
sublimation de la neige et de la glace. Dans l'atmosphère, l'eau est transportée d'un 
endroit à l'autre par la circulation atmosphérique sous forme de vapeur d'eau, de 
liquide ou solide dans les nuages. La précipitation de l'eau sous forme liquide ou 
solide retourne cette eau à la surface terrestre. Le transfert direct de la vapeur d'eau 
atmosphérique vers le sol peut aussi avoir lieu (rosée, givre). L'eau qui atteint la 
surface est soit ré-évaporée, soit infiltrée dans le sol, soit transportée par les 
écoulements de surface et souterrains jusqu'aux océans, et le cycle recommence. 
2 
Les effets du cycle hydrologique sur le système climatique sont multiples. Il joue un 
rôle important dans le bilan énergétique de la Terre. Du côté du rayonnement, les 
nuages prennent part de différentes façons en fonction de leur altitude et de leur 
composition au bilan radiatif, la vapeur d'eau est un des principaux absorbants du 
rayonnement infrarouge et solaire, tandis que la quantité de neige et de glace au sol 
ainsi que l'humidité du sol influence l'albédo de la surface terrestre. Le cycle 
hydrologique participe également au bilan énergétique du système climatique par 
l'effet de la chaleur latente : lorsque l'eau change de phase, la chaleur latente est 
libérée ou absorbée, l'atmosphère se refroidit ou se réchauffe, ce qui affecte la 
circulation atmosphérique. Ces processus contribuent de façon majeure au transfert 
méridien de chaleur sur la planète. 
L'équation du bilan de l'eau dans une colonne atmosphérique est donnée 
comme (Peixoto et Oort, 1992) : 
aw
-+V·Q=E-P (1.1 ) 
at 
où W (kg/m2) est la quantité d'eau précipitable dans la colonne; C = -V· Q (kg/m2s) 
est la convergence de l'humidité, Qest l'intégrale verticale du transport horizontal de 
la vapeur d'eau (Q = qV dp ; q est l'humidité spécifique; Vest le vecteur du vent1
o g 
horizontal et Po est la pression à la surface); P (kg/m2s) est le taux de précipitation, 
E (kg/m2s) est le taux d'évapotranspiration. 
L'équation du bilan de l'eau dans le sol peut être écrite (Roads et al., 2002) : 
ae M + S) = P _ E _ R (1.2) 
dt 
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où M (kg/m2s) est le stockage de l'eau dans le sol; S (kg/m2s) est le stockage dans le 
couvel1 nival; R (kg/m2s) est l'écoulement. 
La grande complexité des processus impliqués dans le cycle de l'eau dont les 
échelles spatiales varient énormément (e.g. 10-6 m, nucléation des gouttelettes et des 
cristaux; 107 m, circulation à l'échelle planétaire) et la nécessité de mieux 
comprendre ces processus et leurs interactions ont mené au lancement de l'expérience 
mondiale du cycle de l'eau et de l'énergie (GEWEX, http://www.gewex.org) en 1990. 
Le but principal de GEWEX est de comprendre, quantifier et fermer les bilans d'eau 
et d'énergie. Durant sa première phase (1990-2002), le développement de nouvelles 
bases de données (régionales et globales) à haute résolution, ainsi que le 
développement de modèles constituaient le cœur des efforts. Afin d'assurer un 
fonctionnement efficace, les activités de GEWEX ont été divisées en trois secteurs: 
l'hydrométéorologie, l'énergie, ainsi que la modélisation et la prévision. 
Les activités d'hydrométéorologie, coordonnées par le « GEWEX 
Hydrometeorology Panel» (GHP), sont concentrées sur l'étude de différents 
processus hydrologiques à l'échelle régionale (continentale). Le but visé est de mieux 
comprendre les processus clés du cycle hydrologique et de fermer le bilan de l'eau 
dans les grands bassins versants en combinant de nouvelles données d'analyse et de 
réanalyse d'observations avec celles des modèles. Un bassin versant peut être défini 
comme l'unité géographique où toutes les eaux souterraines et superficielles 
s'écoulent vers le point le plus bas en suivant la pente naturelle et se rejoignent pour 
former une rivière ou un fleuve ou un lac ou une nappe souterraine avant d'atteindre 
finalement la mer (http://www.cite-sciences.fr). Sur le continent américain, les études 
ont porté sur les bassins du Mississippi (Berbery and Rasmusson 1999; Berbery et al. 
1999; Yarosh et al. 1999; Roads et Betts 2000; Maurer et al. 2001; Roads et al. 2002; 
Berbery et al. 2003; Ek et al. 2003; Roads et al. 2003), du Mackenzie (Stewart et al. 
1998 ; Rouse, 2000 ; Stewart et al. 2002 ; Strong et al. 2002) et de l'Amazone (Betts 
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et al. 2005, Marengo 2005 ; Marengo 2006). En Europe, de nombreuses études ont 
été réalisées dans la région de la mer Baltique (Raschke et al. 1998 ; Jacob 2001 ; 
Graham et Bergstrom 2001 ; Bengtsson 2001). Les moussons asiatiques ont été 
étudiées dans les régions de la Thaïlande, du Tibet, de la Sibérie et de la Chine de 
l'Est. Récemment, des études ont été lancées dans les bassins d'Australie, de La Plata 
de l'Amérique du Sud et en Afrique de l'Ouest (voir Fig.!). Toutes ces expériences 
sont connues sous le nom «GEWEX Continental Scale Experiments (GEWEX 
CSEs)>>. 
De nombreux modèles climatiques, globaux (MCG) et régionaux (MRC), sont 
utilisés dans le cadre de GEWEX CSEs. Ces modèles sont basés sur des lois 
fondamentales de la physique, représentés par des équations différentielles non­
linéaires. La forte non-linéarité de ces équations empêche leur résolution analytique 
par les méthodes mathématiques classiques. Les équations originales, décrivant le 
spectre entier de la circulation atmosphérique, doivent être estimées par des 
techniques de discrétisation spatiales (différences finies, méthodes spectrales) et 
temporelles (explicites, implicites) et résolues numériquement. Les modèles 
climatiques peuvent donc êtres considérés comme des programmes informatiques 
utilisés pour obtenir une solution numérique du système d'équations décrivant 
l'évolution des variables météorologiques. Les modèles d'aujourd'hui exigent une 
grande puissance de calcul, offerte par les superordinateurs. 
Un MCG se compose de deux parties principales: la dynamique et la 
physique. La « dynamique» correspond aux processus de la dynamique des fluides et 
traite la conservation de la quantité de mouvement, de la masse et de l'énergie dans 
l'atmosphère à l'échelle de la grille du modèle. Elle se compose d'équations du 
mouvement, d'équations de continuité pour l'air sec et la vapeur d'eau, d'une 
équation de la thermodynamique et d'une équation d'état du fluide atmosphérique. 
Les variables pronostiquées de la « dynamique» sont: la vitesse et la direction du 
5 
vent, la température, l'humidité de l'atmosphère et la hauteur géopotentielle (la 
pression). L'existence de la deuxième composante d'un MCG dite « physique» est 
imposée par la discrétisation spatiale. Elle correspond aux processus d'échelle 
inférieure à la grille du modèle, regroupées dans les termes sources (puits) des 
équations de conservation. Il s'agit ici des processus radiatifs, de transfert turbulent, 
de dissipations, des processus liés à la formation des nuages, etc. Ces processus sont 
décrits schématiquement en fonction des variables résolues du modèles (celle traitées 
par la dynamique). Les procédés mathématiques impliqué sont connus sous le nom de 
« paramétrage ». Peixoto et Oort (1992) expliquent la distinction entre la composante 
« dynamique» et la composante « physique» d'un MCG par des considérations 
historiques. Les premiers MCG, apparus dans les années soixante, étaient dérivés des 
modèles de prévision et résolvaient principalement la dynamique de l'atmosphère. La 
nécessité de prendre en compte de nombreux autres processus physiques, regroupés 
sous le terme « physique », devient évidente avec l'application des MCG dans les 
études de climat. Ainsi, l'utilisation de ces modèles pour simuler l'évolution du 
système climatique met en évidence la nécessité d'inclure non seulement le 
comportement de l'atmosphère, mais aussi le comportement des quatre autres 
composantes du système climatique : hydrosphère, cryosphère, lithosphère et 
biosphère. L'addition de sous-modèles qui décrivent les processus de ces 
composantes augmente beaucoup la quantité du calcul et limite la résolution spatiale. 
De nos jours, les GCM se caractérisent par une résolution d'environ 200 km. 
Les simulations efficaces du climat à des résolutions spatiales beaucoup plus 
fines (d'environ 50 km) sur une région donnée sont possibles avec un modèle 
régional du climat (MRC) ou encore avec un GCM à résolution variable. Les MRC 
ont besoin de conditions frontières latérales provenant d'une simulation de GCM ou 
d'une réanalyse d'observations dont la résolution spatiale est inférieure à celle du 
MRC. Les simulations avec un MRC sont donc contrôlées par les flux venant de leur 
pilote et sont sensibles à la dimension du domaine, aux saisons et à la circulation 
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atmosphérique de grande échelle dans le domaine (Giorgi et Bi 2000). Les détails de 
fines échelles développés par le MRC doivent se superposer à la grande échelle du 
pilote pour produire des champs cohérents à hautes résolutions. 
Vu la nature chaotique de la dynamique de l'atmosphère que les GCM et les 
RCM tentent de représenter ainsi que les nombreux processus de rétroaction prenant 
place dans le système climatique, la circulation atmosphérique simulée (de même que 
la circulation réelle) est sensible à de petites perturbations dans les conditions 
initiales. Ceci implique un phénomène dit « variabilité interne» qui rend possible 
plusieurs solutions de la circulation atmosphérique malgré des forçages externes 
identiques. La variabilité interne est donc considérée comme une propriété 
intrinsèque des modèles cli matiques (et du système climatique réel) responsable de la 
divergence de simulations réalisées avec les mêmes forçages externes mais avec des 
conditions initiales différentes. Afin de couvrir le spectre des solutions possibles, les 
scientifiques génèrent des ensembles d'un certain nombre de simulations en 
introduisant une source de perturbation, habituellement dans les conditions initiales. 
Le degré de dispersion (d'écart) entre les membres d'un ensemble représente une 
mesure de la variabilité interne. 
La variabilité interne dans un GCM, mesurée avec la dispersion entre les 
membres d'un ensemble, devrait être similaire à la variabilité interannuelle présentée 
dans une longue simulation de MCG. Cette association est permise par l'application 
de l'hypothèse d'ergodicité selon laquelle l'évolution d'un signal aléatoire et 
stationnaire dans le temps apporte la même information et a la même variabilité qu'un 
ensemble de réalisations. L'étude de la variabilité interne d'un MCG peut donc être 
faite à partir d'une seule, mais assez longue, simulation. L'hypothèse d'ergodicité ne 
s'applique pas dans le cas d'un MRC parce que les conditions aux frontières agissent 
comme un forçage (Lucas-Picher 2007). Pour étudier la variabilité interne d'un MRC, 
il convient donc de lancer plusieurs simulations avec des conditions initiales 
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différentes. Puisque le climat est défini par la moyenne des conditions 
atmosphériques pour une période assez longue, l'ordre des événements 
météorologiques, qui change avec le changement des conditions initiales, ne doit pas 
influencer le climat simulé de manière significative. 
Par contre, les nombreuses études ont démontré que le climat simulé par les 
MCG et MRC est sensible à des propriétés de la surface terrestre et au paramétrage 
des processus y prenant place. Par exemple, la modification de l'albédo et de la 
rugosité a des conséquences significatives sur la circulation simulée à grande échelle 
ainsi que sur l'évaporation et la précipitation (Chamey et al. 1977 ; Sud et al. 1986 ; 
Mintz 1982 ; Sato et al. 1989 ; Viterbo and Beljars, 1996; Twine et al. 2004; Jiao et 
Caya 2006). Des effets semblables se produisent lorsque le paramétrage de 
l'hydrologie du sol ou la représentation de la végétation (implicite, explicite, pas 
inclus) est changé. Une revue des principaux schémas de surface utilisés dans les 
modèles climatiques qui décrivent les échanges d'eau et d'énergie prenant place à 
l'interface sol-végétation-atmosphère est présentée à l'appendice A. 
L'application des MCG et des MRC pour les projections du climat futur a mis 
en évidence la nécessité de quantifier l'incertitude associée aux projections 
climatiques. Un des principaux facteurs d'incertitude vient du fait que les 
changements proj etés du climat régional par différents modèles peuvent être 
divergents, malgré les mêmes scénarios de forçage anthropogène. La stratégie 
adoptée par la communauté scientifique pour aborder ce problème est d'utiliser un 
ensemble des simulations, produites par différents modèles ou par un seul modèle en 
différentes configurations expérimentales (différents schémas de paramétrages, 
différentes bases de données de champ géophysique, différentes données du pilote 
dans le cas d'un MRC, etc.). Le signal du changement climatique pour une région 
donnée et l'incertitude associée doivent donc être basés sur des informations venant 
d'un ensemble de simulations. Pour extraire les informations les plus fiables de 
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chacune des simulations d'ensemble et pour minimiser la contribution des modèles 
dont les performances sont faibles (les biais pour le climat actuel), l'utilisation d'une 
moyenne pondérée des résultats des simulations est parfois retenues. Une des 
méthodes pour calculer la moyenne pondérée d'un ensemble de simulations, ainsi que 
l'incertitude et la fiabilité des changements climatiques à l'échelle régionale, a été 
proposée par Giorgi and Mearns (2002, 2003). Elle est connue sous le nom de 
« reliability ensemble averaging (REA) method » et tient compte de deux critères: (i) 
critère de fiabilité, basé sur les performances des modèles pour le climat actuel et (ii) 
le critère de convergence des changements simulés à travers les modèles. 
L'évaluation des modèles est donc primordiale pour établir le niveau de 
fiabilité des projections climatiques, ainsi que pour leur développement. 
Malheureusement, certaines variables sont difficiles à mesurer et sont rarement 
disponibles à l'échelle des MRC actuels. De plus, les observations sont elles mêmes 
associées à des erreurs qui généralement ne sont pas négligeables. Dans ce contexte, 
un des objectifs principaux de la deuxième phase de GEWEX (2003-2013) est la 
production de bases de données d'observations, incluant une évaluation des erreurs, 
qui vont servir dans l'analyse du bilan de l'eau et de l'énergie ainsi que dans la 
validation et le développement des modèles (Lawford et al. 2004). 
Le présent travail s'insère dans cette optique. Il utilise le Modèle Régional 
Canadien du Climat (MRCC; Caya et Laprise 1999) pour étudier de façon 
quantitative les processus liés au cycle de l'eau. Une approche intégrée d'analyse et 
de validation du cycle hydrologique simulé par les modèles a été développée. La 
validation de certaines composantes du cycle de l'eau du MRCC a été faite par 
plusieurs chercheurs en utilisant différentes approches (p.ex., Sushama et al. 2006 ; 
Frigon et al. 2006 ; Brochu et Laprise 2007). La méthode devrloppée dans cette 
thèse comprend une analyse à l'échelle multi-annuelle faite à l'échelle d'un bassin 
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versant et intègre les deux branches du cycle hydrologique (atmosphérique et 
terrestre). Cette approche intégrée nous a permis d'évaluer la performance de trois 
versions du MRCC (MRCC_V3.6, MRCC_V3.7 et MRCC_V4.0) pour simuler les 
composantes principales du cycle hydrologique. L'analyse porte sur trois grand 
bassins versants d'Amérique du Nord se retrouvant dans des régions avec des climats 
très différents: le Mississippi, le Mackenzie et le Saint Laurent (voir Tableau 1.1). La 
sensibilité des composantes du cycle hydrologique aux différents paramétrages 
physiques des processus de sous-échelle, aux données utilisées pour piloter le modèle 
et aux conditions initiales a aussi été examinée. 
1.2 Objectifs 
L'objectif général de cette thèse et d'affiner la compréhension du cycle 
hydrologique à l'échelle régionale et de développer une méthode d'analyse et de 
validation permettant une évaluation la plus complète possible du cycle hydrologique 
simulé par des modèles climatiques. Dans ce contexte, les objectifs spécifiques 
suivants ont été définis: 
•	 Évaluer la capacité du MRCC à simuler correctement chacune des 
composantes du bilan hydrologique dans des régions se caractérisant par des 
conditions climatiques différentes; 
•	 Évaluer la sensibilité du cycle hydrologique simulé à la formulation des 
processus de surface afin de mieux comprendre les effets des interactions 
prenant place à l'interface sol-végétation-atmosphère ; 
•	 Évaluer la sensibilité du cycle hydrologique du MRCC aux données utilisées 
pour piloter le modèle et aux conditions initiales; 
•	 Préciser, autant que l'on peut, l'origine des biais du cycle hydrologique du 
MRCC et orienter les efforts futurs pour diminuer ces biais. 
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1.3 Méthode générale 
La méthode utilisée dans la présente étude est décrite en détail aux chapitres Il 
et lli de la thèse. Pour cette raison, seule la méthode générale est brièvement décrite 
dans la présente section. 
Tel que mentionné plus tôt, trois versions du MRCC, soit MRCC_V3.6, 
MRCC_V3.7 et MRCC_V4.0, sont utilisées dans cette étude. Le MRCC est un 
modèle à aire limitée (Caya et Laprise, 1999) piloté soit par des ré-analyses pour les 
simulations du climat présent, soit par un Modèle de Circulation Générale (MCG) 
pour les simulations du climat futur. La formulation dynamique du MRCC provient 
du modèle MC2 (Bergeron et al. 1994), tandis que les paramétrages constitutant la 
physique proviennent du MCG Canadien (MCGC) développé par le Centre Canadien 
de la Modélisation et de l'Analyse Climatique. La physique du MRCC_V3.6 est 
basée sur les paramétrages physiques du MCGC Il (McFariane et al. 1992), ajustés à 
la résolution plus fine du MRCC, alors que le MRCC_V4.0 utilise le module 
physique du MCGC Ill. Les modifications principales entre ces deux versions du 
modèle portent sur les éléments suivants: (a) le schéma de radiation; (b) le 
traitement de nuages; (c) le schéma de transfert turbulent dans la couche limite; et 
(d) le schéma de surface. Quant à la version intermédiaire du modèle (MRCC_V3.7), 
elle se distingue de la version 4.0 seulement par le paramétrage des processus de 
surface (voir Tableau 1.2). Notez aussi qu'il existe une différence dans les champs 
géophysiques. Les caractéristiques du sol (texture, couleur, porosité, capacités 
hydrique et thermique, etc.), ainsi que de la végétation (primaire et secondaire) dans 
les versions 3.6 et 3.7 du MRCC sont tirées de la base de données de Wilson and 
Henderson-Sellers (1985). Le MRCC_V4.0 utilise la même base de données pour 
définir les propriétés géophysiques de trois couches de sol, tandis que les principales 
classes de la végétation (conifères, feuillus, terres arables, herbes et toundra) et ses 
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nombreux paramètres (fraction de canopée végétale, masse de canopée végétale, LAI 
(<< Leaf Area Index »), profondeur des racines, longueur de rugosité, albédo, etc.) 
sont basés sur GCL2000 (Global Land Cover 2000). Fig. 1.2 montre la fraction de 
canopée végétale (analogue de l'usage des sols) dans CLASS (MRCC_V4.0). 
La sensibilité aux différents paramétrages physiques, aux données utilisées 
pour piloter le modèle et aux conditions initiales a été évaluée en se concentrant sur 
les moyennes climatologiques des composantes du bilan de l'eau (moyennées 
spatialement sur un bassin versant), leurs cycles annuels et leurs variabilités 
interannuel1es. Le domaine d'intégration nommée AMNO est commun pour toutes 
les simulations utilisées dans cette étude et couvre la totalité de l'Amérique du Nord. 
Étant donné qu'aucun des ensembles de données présentement disponibles ne 
permet une évaluation complète de toutes les composantes du cycle hydrologique 
simulées par les modèles, nous proposons ici une approche d'analyse à l'échelle 
multi-annuel1e pour l'ensemble d'un bassin versant qui intègre les deux branches du 
cycle hydrologique (atmosphérique et terrestre). Basée sur la loi de conservation de la 
masse d'eau appliquée sur la totalité d'un bassin versant, cette approche pennet 
l'estimation des composantes du cycle hydrologique pour lesquelles les données 
d'observation sont rares ou absentes. Un des avantage de l'analyse à l'échelle du 
bassin versant est la possibilité de profiter de données historiques de débits fluviaux. 
Lorsque le débit mesuré (m3/s) est divisé par la superficie du bassin ((m\ il peut être 
directement comparé avec le ruissellement simulé (kg m-2 S-I) par le modèle. Ainsi, la 
quantité d'eau qui sort d'un bassin versant par le ruissel1ement (moyennée sur une ou 
plusieurs années) donne une mesure de quantité d'humidité qui entre dans ce bassin 
par la circulation atmosphérique. Finalement, le bilan effectué sur un bassin assez 
grand devrait être moins sensible aux erreurs des champs observés et simulés. La 




La thèse comporte quatre chapitres dont deux correspondent à des articles 
soumis pour publication. Le présent chapitre présente l'étude réalisée d'une façon 
plutôt générale. Le chapitre 11 est constitué d'un article intitulé «Evaluation of the 
Hydrological Cycle over the Mississippi River Basin as Simulated by the Canadian 
Regional Climate Model (CRCM)>>, il a été publié dans le <<Journal of 
Hydrometeorology» (Music and Caya, 2007). Le chapitre 111 est constitué d'un article 
intitulé « Investigation of Sensitivity of the CRCM Water Cycle Components to the 
Land Surface Parameterization, the Lateral Boundary Data and the Internai 
Variability » par Biljana Music et Daniel Caya, et il a été soumis pour publication 
dans le «Journal of Hydrometeorology». Le chapitre IV conclut l'étude réalisée au 
cours de cette thèse. 
Les aspects plus théoriques de la recherche sont présentés au chapitre II. Tout 
d'abord, ce chapitre présente d'une façon générale les bilans de l'eau dans 
l'atmosphère ainsi qu'à l'interface terre-atmosphère et il présente en détail une 
approche d'analyse et de validation du cycle hydrologique simulé par les modèles 
climatiques. Les données observées qui servent dans l'analyse sont également 
présentées. De plus, les techniques impliquées dans la construction de ces bases de 
données ainsi que la fiabilité de celles-ci sont discutées. L'approche est appliquée à 
l'évaluation du cycle hydrologique du bassin versant du Mississippi simulé par les 
versions 3.6 et 4.0 du MRCC. L'évaluation a été faite pour une période de dix ans 
(1988-1997). Dans un premier temps, l'analyse porte sur les moyennes annuelles du 
bassin. Dans un deuxième temps, les cycles annuels de toutes les composantes du 
bilan simulé par les deux versions du modèle ont été comparés avec les cycles 
provenant d'observations. Finalement, les distributions spatiales de la précipitation, 
du ruissellement et de l'évapotranspiration sur le bassin ont été évaluées. Étant donné 
que les modifications entre les versions 3.6 et 4.0 du modèle portent sur plusieurs 
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éléments, l'effort a été mis pour distinguer les effets de ces changements sur les 
composantes principales du cycle hydrologique. 
Le chapitre III présente une étude de sensibilité du cycle hydrologique au 
paramétrage des processus de surface et aux conditions latérales et initiales du 
modèle. Cette étude a été réalisée sur trois grands bassins se caractérisant par des 
conditions climatiques différentes: le Mississippi, le Saint-Laurent et le Mackenzie. 
Plus particulièrement, les sensibilités des moyennes climatologiques pour une période 
couvrant 39 ans, des cycles annuels climatologiques et de la variabilité interannuelle 
des composantes principales du cycle de l'eau ont été évaluées. Les effets du 
changement de paramétrage de surface ont été mis en contexte en faisant la 
comparaison de deux simulations, l'une réalisée avec le MRCC 4.0 et l'autre avec le 
MRCC_V3.7. Notons ici que la seule différence entre ces deux versions du modèle 
est dans leur représentation de la surface. L'analyse et la comparaison d'une 
deuxième paire de simulations effectuées avec la même version du modèle 
(MRCC_V4.0) mais pilotées avec des réanalyses atmosphériques différentes, nous 
ont pennis d'évaluer la sensibilité aux données du pilote. Une troisième paire de 
simulations se distinguant seulement par les conditions initiales a été analysée pour 
estimer la variabilité interne du modèle. De plus, les biais de toutes les simulations 
par rapport aux observations ont été évalués et comparés. 
Le chapitre IV conclut l'étude réalisée en présentant les contributions, les 
applications, les limites et les perspectives de la recherche. 
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Tableau 1.1 Moyennes spatiales de température et de précipitation pour les bassins du 
Mississippi, Saint-Laurent et Mackenzie, calculées à partir des données de CRU 
(Mitchell and Jones 2005). 
Mississippi Saint-Laurent Mackenzie 
Température 
moyenne annuelle (oC) 10,8 5,1 -3,9 
Précipitation moyenne 
annuelle (mm/jour) 2,20 2,56 1,02 
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Tableau 1.2 Paramétrages physiques utilisés dans le MRCC. 
MRCC V3.6 MRCC V3.7 MRCC V4.0 
Première génération: Première génération: Deuxième génération: 
« Beautified bucket » ­ « Bucket »-capacité en CLASS 
Schéma de surface capacité en eau du sol eau du sol uniforme de (Verseghy 1991, 
varie spatialement 100mm Verseghy et al. 1993) 
(McFarlane et al. 1992) 
Schéma à deux bandes de Schéma à quatre bandes 
radiation solaire de radiation solaire et un 
Schéma de radiation continuum de vapeur Puckrin et al. (2004) 
plus détaillé 
(Puckrin et al. 2004) 
Définition selon Modification dans la 
1'humidité relative formation des nuages: 
Nuages critique et couplage avec ajout de paramètre de Paquin and Harvey 
le Bechtold-Kain-Fritsch stabilité (Paquin and (2003) 
(BKF) schéma (Bechtold Harvey 2003) 
et al. 2001) 
Distribution locale de flux Distribution de flux de 
de surface à travers la surface à travers 
Transfert turbulent plus basse couche de plusieurs niveaux de 
dans la couche limite modèle modèle, i.e. à travers la Jiao and Caya 2006 
couche limite de 
l'atmosphère (J iao and 
Caya 2006) 
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GEWEX Americas GEWEXAsian 









Murray-Darling Basin (MDB) 
Fig. 1.1 Les régions incluses dans les expériences « GEWEX CSEs» (source: Lawford el al. 2004) 
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Abstract 
Water cycle over a given region is governed by many complex multi-scale 
interactions and feedbacks whose representation in climate models can vary in 
complexity. Evaluation and validation of aIl components of the simulated water cycle 
are required in order to understand which of the key processes require better 
representation, Adequate assessment of simulated hydrological cycle over a given 
region is not trivial because observations for various water cycle components are 
seldom available at regional scale. 
ln this paper, a comprehensive validation method of the water budget 
components over a river basin is presented. ln addition, the sensitivity of the 
hydrological cycle in the Canadian Regional Climate Model (CRCM) to a more 
realistic representation of the land surface processes, as weIl as radiation, cloud cover 
and atmospheric boundary layer mixing is investigated. The changes to the physical 
parameterisations are assessed by evaluating the CRCM hydrological cycle over the 
Mississippi River Basin. The first part of the evaluation looks at the basin annual 
means. The second part consists in the analysis and validation of the annual cycle of 
aIl water budget components. FinaIly, the third part is directed toward the spatial 
distribution of the annual mean precipitation, evapotranspiration and runoff. 
Results indicate a strong response of the CRCM evapotranspiration and 
precipitation biases to the physical parameterisation changes. Noticeable 
improvement was obtained in the simulated annual cycles of precipitation, 
evapotranspiration, moisture flux convergence and terrestrial water storage tendency 
when more sophisticated physical parameterisations are used. Sorne improvements 
are also observed for the simulated spatial distribution of precipitation and 




The hydrological cycle controls and regulates climate in a fundamental way 
through many complex interactions (Peixoto and Oort 1992). Inadequate 
understanding of the hydrological cycle and limited ability to model and predict the 
various hydrological cycle processes and their associated feedbacks contribute to 
many of the uncertainties associated with our understanding of long-term changes in 
the climate system (Watson et al. 200 l). An international effort focusing on the 
understanding, measurement and modelling of water and energy cycles within the 
climate system at the continental scale has been undertaken within the framework of 
Continental-Scale Experiments (CSEs) of the Global Energy and Water Cycle 
Experiment (GEWEX) Hydrometeorological Panel (HP). 
GEWEX initiated the Continental-Scale International Project (GCIP) in the 
early 1990s. The goals of GCIP were to understand the hydrology and water balance 
of the Mississippi River basin (Robock 2003). GCIP has recently transitioned into the 
GEWEX America Prediction Project, which aims to demonstrate skill in predicting 
changes in water resources at seasonal and annual timescales, as an integral part of 
the climate system. Many studies realised during GCIP have relied on global, 
regional mesoscale, land surface and hydrological models. Roads et al. (2003) 
provide a comprehensive description of GCIP water and energy budget synthesis 
(WEBS) by summarizing the estimates of several models as weil as data of global 
and regional reanalyses. The models in their study include global circulation, regional 
climate and macroscale hydrologie models. They concluded that despite sorne 
agreement between the modelled and observed water budget components, there is still 
much quantitative uncertainty. Many other authors have undertaken water and energy 
budget studies over the region (e.g., Berbery and Rasmusson 1999, Berbery et al. 
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1999, Yarosh et al. 1999, Roads and Betts 2000, Maurer et al. 2001, Roads et al. 
2002, Berbery et al. 2003, Ek et al. 2003). Effort is being carried out in these studies 
to understand improvements that are necessary in the models, reanalyses as well as 
observation products to better describe and eventually predict water and energy 
cycles. 
Regional climate models (RCMs) can be powerful tools in quantitative studies 
of the hydrological cycle at the continental and sub-continental scales. These models, 
based on the fundamental laws of physics, can reproduce many of the complex 
processes in the hydrological cycle and can generate information about hydrological 
cycle components that are difficult to measure. Unfortunately, deficiencies in 
hydrological cycle modelling induce errors in RCMs simulations. These errors 
depend on the skill of the RCM itself, but also on the quality of the data used to drive 
the RCM at its boundaries. Model validation is therefore required to evaluate the 
magnitude of these errors. A thorough evaluation is also useful to identify errors in 
the model formulation and eventually correct them. Usually, only precipitation and 
river streamflow long-term observations are available at the regional scale. Surface 
flux measurements of latent and sensible heat that are very useful in model 
validations are extremely rare. Soil moisture and snow water equivalent, whose 
tendencies are important components of the water budget, are sporadically available 
in sorne regions. Therefore, we need to develop methodologies to carry out the 
validation of hydrological cycle components, takeing into account the available 
observations. 
In the present study, we investigate the influence of changes in the physical 
parameterisation on the hydrological cycle of the Canadian Regional Climate 
(CRCM) by validating its water budget components using observations over the 
Mississippi River basin. Two model versions referred to here as CRCM_V3.6 and 
CRCM_V4.0 are used in this investigation. Atmospheric and terrestrial water budgets 
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are combined to estimate the components of the hydrological cycle that are not 
directly observed. These components are hence referred to as "quasi-observed" 
components and serve to validate the corresponding simulated fields. The paper is 
structured as follows: the water budget analysis and the validation approach are 
presented in section 2. Section 3 describes the CRCM and the experimental 
configuration. The datasets used for the validation of CRCM hydrological cycle are 
presented in section 4. Section 5 presents the validation of annual means of all water 
budget components for a 1O-year period (1988-1997), the annual cycle validation and 
a comparison of the spatial distribution of sorne hydrological cycle components with 
the corresponding reference fields. The paper concludes in section 6. 
2.2 Water budget analysis 
The application of water mass conservation in a given control volume results 
in the water budget analysis. In this section, the atmospheric, terres trial and combined 
water budget equations are presented as well as their application in the evaluation of 
the CRCM hydrological cycle. 
2.2.1 Water budget equations 
The water budget equation for an atmospheric column (per unit area) may be 
written as: 
aw 
---at=-V H 'Q-(P-E), (2.1) 
where W (kg m-2) is the precipitable water in the atmosphere, which represents the 
amount of water that would precipitate if a1l the water vapor in a column of the 
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latmosphere were condensed E (kg m-l sol) is evapotranspiration, and P (kg m- S·I) is 
precipitation. Note that the contribution of cloud water in the column can be 
neglected (see Paquin and Laprise 2003). The operator "V' H ." represents the 
horizontal divergence and Q is the vertically integrated horizontal water vapour flux: 
(2.2) 
where q, V and g represent specific humidity, horizontal velocity vector, and 
gravitational acceleration, respectively. The lower limit in the integral (Ps) is the 
surface pressure and Prop is the pressure at the model lido 
Let us now consider the water balance requirement for the terres trial branch of 
the hydrological cycle. Applying the water conservation law to a land column, the 
terrestrial water budget can be expressed as: 
(2.3) 
where M + S (kg mol) represents the storage of soil moisture (M) and the 
accumulated snowpack (S), and R (kg m-l S-I) is the total runoff, which includes the 
surface runoff and recharge from the ground water reservoir (subsurface runoff). 
The term (P - E) is common for equations (2.1) and (2.3) and it establishes 
the connection between the terrestrial and atmospheric branches of the hydrological 
cycle. Elimination of (P - E) between these two equations yields a combined budget 
equation: 
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_aw + C = ae M + S) + R (2.4)
at at ' 
with C = -V H • Q. Equation (2.3) links the two branches of the hydrological cycle 
(Peixoto and Oort 1992). A schematic illustration of the combined water balance is 
shown in Fig. 2.1. 
2.2.2 Validation methodology 
An integrative analysis approach is used in the validation of the CRCM 
hydrological cycle. This approach links both the terrestrial and atmospheric branches 
and involves a long-term time mean of the hydro10gical cycle components, spatially 
averaged over a large area; in our case, the Mississippi River basin. 
1) Numal means analysis approach 
Taking time and spatial averages of the atmospheric and terrestrial water 
budget equations (2.1) and (2.3) over a multiyear period and over the whole basin 
leads to the following equations: 
[C] = []5] - [l], (2.5) 
and 
[R] = []5] -[l], (2.6) 
where X represents the time average of component X, and [XJ is the spatial average 
(over the entire Mississippi River basin). Annual mean tendencies of atmospheric and 
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. [aw] [a(M + S)]terrestnal water storage (---al and at )can safely be neglected because they 
tend towards zero when averaged over long period of time. 
In order to validate the various components of equations (2.5) and (2.6) from 
the simulation, the corresponding observed values must be known. An estimation of 
annual mean precipitation for the basin ([p) ) can be obtained from existing
ons 
gridded precipitation analysis data sets. River streamflows observed at gauging 
stations are available for many river basins, so a fairly good accuracy can be obtained 
for the armual mean runoff for the Mississippi River basin ['R) . 
oas 
Evapotranspiration observations are seldom available at the regional scale and 
evapotranspiration must be estimated as a residual using the water budget analysis. 
We used the time- and space- averaged terres trial water budget equation (2.6) to 
obtain the "quasi-observed" evapotranspiration: 
(2.7) 
The model-simulated atmospheric water vapour convergence over the basin 
can be compared with the convergence computed from reanalysis data ([C) ). It 
REAN 
must be emphasized that the characteristics of reanalysis data, such as spatial and 
temporal sampling, vertical resolution, and treatment of the lower boundary layer in 
the computation, limit the accuracy of estimated water vapour convergence. 
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2) Annual cycle analysis approach 
The validation of the annuai cycle of water budget components is more 
complex and involves larger uncertainties. While terrestrial and atmospheric water 
storage components can be neglected for multi-year means, they cannot be neglected 
for monthly means, as these terms can be particularly large during spring and fall 





where X = ..!. '" X . is the climatological monthly mean for month "i", based on J 
1 ] L.J 1.) 
j=1 " 
years, with X;,j the monthly mean for month "i" and year "j", 
Quasi-observed climatological monthly evapotranspiration can now be 
obtained as a residual of the atmospheric water balance as: 
[-] [aw] [-] [-]E =-' -C +P (2.10) 
, QOBS al ' REAN ' OBS' 
REAN 
Finally, climatological monthly values of quasi-observed terrestrial water 
storage tendencies can be computed as residuals from the combined water budget 
equation (2.4): 
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[aCM+S);] =[c] _[aw;] -[R] (2.11 ) at ; REAN at ; OBS 
QOBS REAN 
The tenus [Ji] ,[ï{] ,[aw;] and [C] can be obtained from one of 
1 08S OBS 1 REANat 
REAN 
the existing datasets based on in situ observations (first two terms) and from 
reanalysis (last two tenus). The accuracy of atmospheric water balance estimations 
depends on the investigated domain area. Seneviratne et al. (2004) have shown that 
the critical domain size for the water-balance estimation for terrestrial water storage 
using water vapour flux convergence from high-resolution ECMWR reanalysis 
(ERA-40) is 2 x 105 km 2 . Earlier studies (Rasmusson 1968, 1977) based on raw 
radiosonde data over North America, recommended even larger regions, larger than 
106 km2 . The surface of the Mississippi River basin is approximately 3.2 x] 06 km2 , 
thus satisfying both criteria. 
2.3 CRCM description and experimental configuration 
2.3.1 Model description 
The CRCM is a limited-area nested model, originally developed at Université 
du Québec à Montréal, based on the fully elastic non-hydrostatic Euler equations. 
These equations are solved by non-centred semi-implicit and semi-Lagrangian 
numerical algorithm (Caya 1996; Laprise et al. 1998; Caya and Laprise 1999). The 
CRCM horizontal grid is unifonu in a polar stereographie projection, with a typical 
45 km grid mesh (true at 60° N) and its vertical resolution is variable using a Gal­
Chen scaled-height terrain-following coordinate. In this study, two versions of the 
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CRCM referred to as CRCM_V3.6 and CRCM_V4.0 are used. In the following 
paragraphs, some model characteristics, pertaining to the hydrological cycle are 
described. 
The CRCM_V3.6 shares most of the subgrid-scale physical parameterisation 
package of the second generation Canadian Coupled General Circulation Model 
(CGCM2, Flato and Boer 2001; McFariane et al. 1992). The stratiform precipitation 
is parameterized as a simple supersaturation-based condensation scheme, while the 
convective processes are described by the Bechtold-Kain-Fritsch (BKF) mass flux 
scheme (Bechtold et al. 2001), adapted to the CRCM resolution. 
The land surface processes in the CRCM_V3.6 are described by Manabe­
based (1969) land surface scheme originally presented in McFariane and Laprise 
(1985) and McFariane et al. (1992). This scheme treats soil moisture storage as a 
single layer, with gains and losses occurring only at the surface via infiltration and 
evapotranspiration (drainage from the bottom of the layer is neglected). Infiltration is 
assumed to equal rainfall until the soil moisture exceeds the soil water-holding 
capacity, the excess water is assigned to runoff. The surface evapotranspiration rate is 
defined as a product of potential evapotranspiration and the factor of moisture 
availability (13 -function), which is a simple function of the total soil moisture amount 
and soil water holding capacity. As discussed by McFarlane et al. (1992), the use of 
13 function is appropriate when dealing with bare soil alone. To take into account - to 
some extent - the effects of vegetation on surface evaporation (the canopy is not 
modelled explicitly), the soil water holding capacity is made to vary with both 
vegetation and bare soil characteristics of the surface. The Wilson and Henderson­
Sel1ers (1985) land-surface global dataset is used to specify soil properties and to 
determine the most frequently occurring primary and secondary vegetation classes. 
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The updated version of the model (CRCM V4.0) is an important evolution 
from the previous version. The parameterisation package of the CRCM_V4.0 
includes change to: the radiation scheme; the treatment of cloud cover; the boundary 
layer mixing scheme; and the land surface parameterisation scheme. A new radiation 
scheme uses four bands in the visible and near infrared region, replacing an earlier 
two-band parameterisation, to describe solar radiation heating. The treatment of the 
terrestrial radiation uses broad-band emissivities and a more detailed vapour 
continuum (Puckrin et al. 2004). A new cloud scheme adds layer stability to relative 
humidity as a parameter for triggering cloud fonnation (Paquin and Harvey 2003). 
The boundary layer mixing scheme has been modified to include non-local mixing of 
heat and moisture. Instead of mixing surface fluxes only with the lowest modellayer, 
the new mixing scheme evenly adds fluxes to whole boundary layers so as to mimie 
the vertical profiles of water vapour and potential temperature in a well-mixed 
planetary boundary layer (Jiao and Caya 2006). The Manabe-based fonnulation of the 
land surface processes is replaced by a state of the art land surface scheme (Canadian 
LAnd Surface Scheme, CLASS_2.7, Verseghy 1991; Verseghy et al. 1993) in order 
to provide a more realistic description ofwater and energy exchange between the land 
surface and the atmosphere. The soil column in CLASS comprises a 10-cm surface 
layer, 25-cm vegetation root zone and a 3.75-m deep soillayer. The layers' liquid and 
frozen moisture contents as well as temperature are prognostic variables. They evolve 
following energy and moisture fluxes at the top and bottom of each layer. CLASS 
uses Darcy's equations to evaluate water fluxes between the layers. Water infiltration 
into the upper soillayer is treated as a downward propagation square wave (Mein and 
Larson 1973). When the infiltration capacity is exceeded, water is allowed to pond on 
the surface up to a maximum surface retention capacity, which varies according to 
land cover. The overflow of the surface retention capacity is assumed to be surface 
runoff. The subsurface runoff refers to the drainage of water from the deep soil 
column and is parameterized as Qd = ksat(wd /w sm )2b+3, where wd is the volumetrie 
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water content (m3 m- ) in the deep soillayer, W sar is the saturation soil water content, 
ksar is the saturation hydraulic conductivity. The h, w and ksar depend on soil type. sar 
Vegetation canopy in CLASS is treated explicitly. The vegetation properties are 
determined based on the following vegetation types: coniferous trees deciduous trees, 
crops and grass. The leaf area index, roughness length, area mass, and rooting depth 
of each of those groups are considered as varying over seasonal timescale. 
Evapotranspiration over land originates from the following sources: bare soil 
evaporation from the topsoil layer, potential evaporation of the canopy intercepted 
water and transpiration from the root zone. The canopy interception capacity is a 
function of the leaf area index and varies for liquid or solid precipitation. 
Transpiration is controlled by the bulk canopy stomatal resistance, which is a 
function of leaf area index, incoming solar radiation, atmospheric vapour pressure 
deficit, temperature, and soil moisture tension. 
As mentioned above, the CRCM uses the semi-Lagrangian numerical scheme, 
which results in a slight non-conservation of transported fields. A corrective factor 
that takes into account this inaccuracy is introduced in the CRCM_V4.0 and is 
applied to the specifie humidity values at each grid point. The calculation of the 
corrective factor is presented in Paquin and Laprise (2003). 
Finally, it should be noted that, in both the CRCM_V3.6 and the 
CRCM_V4.0, the atmospheric moisture flux is calculated on each modellevel (Gal­
Chen) and vertically integrated at each time step. Moisture flux convergence is 
derived from accumulated (during 6-hour time interval) vertically integrated 
atmospheric moisture flux. 
2.3.2 Experimental setup 
36 
Two model simulations will be analyzed in this study; one perfonned using 
CRCM_V3.6, while the other one uses CRCM_V4.0. The computational domain for 
both models covers the whole of North America (AMNO domain; Amérique du 
Nord, in French), and parts of the adjacent Pacifie, Atlantic and Arctic Oceans. The 
simulations were driven by 6-hourly NCEP/NCAR reanalyses over the 1959-1999 
period, linearly interpolated in time to the model's 15-minute time step. The sea­
surface temperature and sea-ice coverage are taken from the AMIP-II database 
(Fiorino 1997). In addition to the nesting method of Davies (1976) used in most 
regional climate models to specify their lateral boundaries and to ensure coherence 
between the large-scale circulations of the driving and driven models over the large 
AMNO domain, the large-scale (length scale longer than 1400 km) horizontal wind 
field from the CRCM was nudged toward the large-scale wind of the driving data 
(Riette and Caya 2002). The nudging coefficient increases linearly above 500 hPa to 
reach 0.05 at the top level. The simulations were perfonned at a 45-km horizontal 
resolution using 29 unequally spaced Gal-Chen levels. The lowest thennodynamic 
level is at about 170 m above the surface, and the computational !id is near 29 km. 
Most of the vertical levels are assigned to the lower troposphere in order to allow the 
planetary boundary layer and lower troposphere to be weil resolved. Fig. 2.2 presents 
the domain where the analysed region over the Mississippi River basin is indicated. A 
discretization of major river basins at 5' resolution by Graham et al. (1999) is used as 
a template to define the Mississippi basin. 
2.4 Validation Datasets 
The components derived directly from observations or closely connected to 
them, can be used as reference fields in the validation of model simulated 
hydrological cycle components. In this section, we describe the datasets used to 
supply sorne of the observations to validate the hydrological cycle components. 
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2.4.1 Precipitation dataset 
Precipitation estimates, both global and regional, can be derived from either 
surface gauge measurements or satellite sensors. Satellite measurements provide 
complete spatial coverage, but their main disadvantage is that only relatively short 
records exist, accompanied with discontinuities occurring from sensor and platfonn 
changes and orbital variations. On the other hand, precipitation gauges provide 
records covering the entire twentieth century, however their disadvantage is that they 
coyer only about 25% of Earth's surface (New et al. 2001). The most impoliant 
source of error in gauge measurements arises because of gauge undercatch, which 
usually occurs during snowfall in colder area. Legates and Willmott (1990) estimated 
a global mean undercatch of total precipitation (rain and snow) to about Il %. 
Undercatch also varies with gauge type, therefore instrumental changes can result in 
non-homogeneities in the records. The correction of individual records requlres 
detailed local meteorological and station meta-information. 
For climate model evaluation, the use of gridded dataset of precipitation is 
preferred. Gridding is a necessary preliminary step that helps to reduce biases arising 
from the irregular station distribution. Several gridded datasets of monthly 
precipitation have been developed in recent years by groups such as the Climatic 
Research Unit (CRU; Hulme 1994; New et al. 2000; Mitchell and Jones 2005), the 
Global Precipitation Climatology Project/Centre (GPCP; Rudolf et al. 1999, Adler et 
al. 2003), the Center for Climatic Research (CCR: Willmott and Matsuura 2004), and 
the Global Historical Climatology Network (Peterson and Vose 1997). New et al. 
(2000) specify that the major sources of difference in gridded precipitation datasets 
are due to insufficient station coverage as weil as by using different interpolation 
methods. The Mississippi River basin has good station coverage (see Fig. 2.2c in 
Roads et al. 2003), as such, there should not be significant differences between 
existing precipitation gridded datasets for this region. 
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The data of three available gridded monthly precipitation datasets were used 
in this study: CRU (Mitchell and Jones 2005), CCR (Willmott and Matsuura 2004) 
and GPCP (Adler et al. 2003). The CRU gridded dataset, already available for 1901­
1995 (New et al. 2000), has recently extended to 2000 by Mitchell and Jones (2005). 
The primary variables (precipitation, mean temperature and diurnal temperature 
range) were interpolated directly from station observations to a regular 0.5 0 latitude x 
0.5 0 longitude grid following a method adapted from Piper and Stewart (1996). The 
correction for undercatch of precipitation was not carried out. The CCR (Willmott 
and Matsuura 2004) precipitation dataset covers the 1950-1999 period. Surface 
station observations were interpolated to a 0.5 0 lat x 0.5 0 Ion grid using a spherical 
version of Sherpard's method (Shepard 1968, Willmott et al. 1985). As for CRU, 
CCR precipitation data did not correct for undercatch of precipitation. The approach 
used by Adler et al. (2003) in the production of GPCP dataset (for 1979-2003 period) 
involved combining the precipitation information available from different sources 
into a final merged product. The surface rain gauge data were corrected for 
undercatch of precipitation using Legates' (1987) method. The station data were first 
interpolated using Wilmott et al. (1985) method to a regular 0.5 0 latitude x 0.5 0 
longitude grid and then averaged to provide area mean precipitation on 2.5 0 grid 
cells. A gauge analysis is merged to precipitation data obtained from low-orbit 
microwave and geosynchronous orbit satellite infrared measurements. The higher 
accuracy of the low-orbit microwave observations is used to ca1ibrate the more 
frequent geosynchronous infrared observations. 
2.4.2 RunofJdatasets 
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The total runoff from a drainage basin can be estimated from streamflow 
observations at gauging stations, where the direct observation of the stream water 
level is transfonned to discharge via a rating curve. The rating curve is constructed by 
fitting discrete coincident observations of water level and discharge. For the 
Mississippi River basin, the observed data can be obtained from the US Geological 
Survey (USGS) measurements (http://waterdata.usgs.gov/nwis/sw), which routinely 
collect streamflow data at numerous gauging stations (see Fig. 2.2d in Roads et al. 
2003). Since the Mississippi River basin is affected by water management practices, 
the so-called naturalized runoff (removing the effect of water management) is 
preferred for model validation purpose. Maurer and Lettenmaier (200 l) estimated 
naturalized runoff using streamflow at the USGS gauge at Vicksburg MS and 
extrapolated this value to the entire Mississippi River basin. The dataset contains 
monthly and annual series for the period 1988-2000. We used this dataset for 
validation of the CRCM runoff averaged over basin. This is also used for estimations 
of mean annual evapotranspiration over the basin and monthly tendencies of 
terrestrial water storage (see Eqs 2.7 and 2.11). 
In order to validate the spatial distribution of simulated runoff (Sections 2.5.5 
and 2.5.6), the composite grided runoff dataset, developed by the Global Runoff Data 
Center (GRDC) can be used. It has a high resolution (0.5° latitude xO.5° longitude), 
however the water management effect is neglected. The dataset is constructed using 
USGS observation data and data from other National Hydrological Services, along 
with GRDC climate-driven water balance model (Fekete et al. 2000). The observation 
data covers mid-1960s to the mid-1980s period. We also use the Variable Infiltration 
Capacity (VIC) model runoff data at 118 degree resolution (Maurer et al. 2002). As 
suggested by Roads et al. (2003), VIC may actually provide a realistic geographic 
distribution of Mississippi runoff. It must be emphasized however, that the VIC 
model is tuned to reproduce observed runoff at the outlet of major tributaries of the 
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Mississippi and its pattern is not realistic in the central, northern part of the basin 
(Roads et al. 2003). 
2.4.3 Reanalyses Datasets 
The global and regional reanalysis products, such as those from the National 
Centers for Environmental PredictionlNational Center for Atmospheric Research 
(NCEP/NCAR), National Centers for Environmental Prediction/U.S. Department of 
Energy (NCEP/DüE), European Centre for Medium Range Weather Forecasting 
(ECMWF) as wel1 as NCEP North American Regional Reanalysis (NARR) provide 
long time series of optimal estimations of the 4-dimensional state of the atmosphere. 
The motivation for the reanalysis projects was the apparent "climate change" detected 
in the standard analysis data resulting from many changes introduced into data 
assimilation systems in order to improve the forecasts. The basis of these projects was 
to use a frozen version of a numerical weather prediction model retrospectively and 
perform data assimilation using an observed database as completely as possible. In 
this regard, the reanalyses can provide an excellent source for the estimation of 
variables that are closely linked to assimilated variables. 
In the present study, we use the vertically integrated moisture convergences 
and precipitable water tendencies computed from NCEPINCAR and ECMWF 40-yr 
reanalyses (ERA-40). The NCEPINCAR system is based on a numerical weather 
prediction model with T62 spectral resolution (;::;200 km) and 28 sigma levels in the 
vertical with five of those levels in the atmospheric boundary layer. Kalnay et al. 
(1996) classify the quality ofNCEPINCAR reanalysis variables based on how closely 
related an archived variable is to assimilated observations. Ali variables are separated 
into three classes: A to C, where A class variables are directly influenced by 
observations; B class variables are partly influenced by the reanalysis model; and 
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variables assigned to class C are completely determined by the mode!. Under this 
scheme, variables required for moisture flux convergence calculations (atmospheric 
profiles of wind and moisture) are assigned to classes A and B, respectively. The 
precipitable water, which is a variable of interest in the current study, belongs to class 
B. Satellite data of moisture have been made available to the global analysis systems 
since 1979, from TIROS (Television Infra-Red Observing Satellite) Operational 
Vertical Sounder (TOVS). After July 1987, the fields of precipitable water and other 
quantities from Special Sensor Microwave/ Imager (SSM/I) became available. 
Trenberth (1997) discusses the apparent differences when the computations of 
budget components from the reanalyses are performed on the model (sigma) and on 
pressure coordinates. He emphasized how the best possible accuracy of the budget 
products is obtained when the full-resolution 4-time daily data on model coordinates 
are used in calculations. This is particularly important for the moisture flux 
ca1culation since the moisture transport in the lower troposphere cannot be weil 
resolved when pressure level fields are used. 
The monthly senes of vertical integrated moisture convergence and 
precipitable water tendencies, derived from NCEPINCAR full-resolution data are 
obtained from UCAR Climate and Global Dynamics Division 
(http://www.cgd.ucar.edu/cas/catalog/newbudgets/index.html).This dataset spans the 
1979-2001 period, and incorporates TOVS reruns in addition to the grid correction 
implemented by NCEP for reanalysis data covering the period of March 1979 through 
October 2001. For the moisture flux calculations, the fields of eastward and 
northward wind components and specifie humidity at a 6-hour interval on each model 
(sigma) level are used. The monthly mean of the basic (u, v, q) and derived variables 
(uq, vq) are computed from the 6-hour data before any vertical integration is 
performed. 
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The ERA-40 model has a T 159 spherical harmonie representation of the 
atmospheric dynamical and thermodynamical fields, and a gridpoint representation of 
humidity and cloud variables (Hortal and Simmons 1991). In the horizontal, the so­
called reduced Gaussian grid is used with a grid spacing of about 112 km. A vertical 
coordinate is a hybrid sigma-pressure coordinate with 60 levels in the vertical (15 of 
those levels are in the first 2000m). The monthly series of moisture flux convergence 
and precipitable water tendency, derived from ERA-40 full resolution has been 
provided by ECMWF. For a detailed description of the computation ofmoisture flux 
convergence, the reader is referred to Seneviratne et al. (2004). 
2.5 ResuUs and discussion 
The annual and monthly means of the CRCM-simulated hydrological cycle 
components over the Mississippi River basin are analyzed and compared with the 
available reference fields. The analysis is restricted to the 1988-1997 period for which 
monthly series of the naturalized runoff, ERA-40 moisture flux convergence and 
precipitable water tendency were available. 
2.5.1 Analysis of the CRCM_V3.6 simulation: annuaI means of water budget 
components 
Water mass conservation, when applied to the annual scale over the basin, 
requires that the atmospheric moisture flux convergence balances the difference 
between precipitation and evapotranspiration (P - E) and therefore the runoff (see 
Eqs. 2.5 and 2.6). As can be seen from Fig. 2.3, where the summary of the annual­
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mean analysis is presented, the CRCM V3.6 moisture flux convergence 
(CCRCM _ V36 = 0.28 mm dai 1) does not exactly balance the simulated (P - E) 
(PCRCM _ V36 - ECRCM _ V36 = 0.39 mm dai l ) and runoff (RCRCM _ V 36 = 0.39 mm dai ') 
i.e., the model hydrological cycle is closed with an error of about 0.1 mm day-I. 
Because the moisture flux convergence is calculated within the model using aB levels 
and time steps, a fair part of this error in the atmospheric budget is related to the 
semi-Lagrangian numerical scheme, which induces a slight non-conservation of the 
prognostic variables (Paquin and Laprise 2003). 
Comparing the moisture flux convergence calculated from the NCEPINCAR 
reanalysis (CNCEP = 0.50 mm dai ') to the naturalized runoff (RNAT = 0.66 mm day-\ 
an error in the closure of the quasi-observed water budget of cQOBS = 0.16 mm dai' is 
also seen in our analysis. This lack of balance could be related to inaccuracies in the 
atmospheric moisture flux convergence calculated from NCEPINCAR reanalysis 
data, or in the runoff data and gives an approximation of the error bars on our 
observations. The coarse horizontal and vertical resolutions and the time sampling for 
calculating the fluxes ofNCEPINCAR reanalysis as weB as NCEP model physics can 
introduce errors in atmospheric moisture and wind vertical profiles. As weB, the 
estimation of water management effects can introduce errors to the naturalized runoff 
value. In addition, the streamflow measurements at the outlet of streams are an 
imperfect measure of complete runoff. An evaluation of the uncertainties in the 
moisture flux convergence calculated from the reanalysis data could be undertaken by 
comparing the NCEPINCAR convergence to those calculated from ERA40. The 
difference between annually averaged moisture flux convergences from the ERA40 
and NCEPINCAR reanalyses for the Mississippi River basin is 0.2 mm dai'. The 
ERA40 moisture flux convergence (CERA40 = 0.70 mm dai ') balances much better the 
naturalized runoff, while the NCEPINCAR convergence is closer to the observed 
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runoff, derived from streamflow observations at Vicksburg, MS (ROBS = 0.57 mm dai 
1). 
Mean annual precipitation over the basin simulated by the CRCM is compared to 
precipitation obtained from three observation datasets (CRU2, GPCP and CCR). The 
uncertainty of observed precipitation, which is annually averaged over the basin, is 
much smaller than the uncertainty associated with the reanalysis moisture 
convergence: the maximum difference between precipitation datasets used for this 
analysis is 0.08 mm da/ (see Fig. 2.3). 
The CRCM V3.6 annual mean precipitation (PCRCMj36 = 2.63 mm dai') is 
higher than observed by about 0.4 mm dai' (+ 17%). The comparison of the 
CRCM_V3.6 simulated evapotranspiration (ECRCMj36 = 2.24 mm dai l ) to quasi­
observed (EQOBS = 1.58 mm da/) indicates a positive bias in the model of about 0.7 
mm dai ' (+42%). Since the quasi-observed evapotranspiration is estimated from the 
multi-year observed precipitation (average ofthree datasets) and from the naturalized 
runoff (see Eq. 2.7), it should be relatively realistic. The simulated annuai mean 
runoff RCRCMj36 = 0.39 mm dai l is smaller than the naturalized runoff by about 0.3 
mm dai 1 (-41 %). This discrepancy is related to the excess in evapotranspiration bias 
with respect to the precipitation bias. When the simulated atmospheric moisture flux 
convergence (CCRCMj36 = 0.28 mm dai') is compared to the NCEPfNCAR and 
ERA40 convergences, the modei biases of -0.2 (-44%) and -0.4 mm dai 1 (-60%) are 
obtained. 
The results presented above show that the hydrologicai cycle over the Mississippi 
River basin as simulated by the CRCM_V3.6 basin is characterized by a relatively 
large deficit of moisture convergence and by excess evapotranspiration. Hence, the 
simulated moisture convergence cannot be the cause of the excess of the mean annuai 
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precipitation over the basin. Therefore, the excessive evapotranspiration could be a 
major source of the error in the precipitation. 
The CRCM_V3.6 evapotranspiration is conditioned by its simple single-layer 
surface scheme. The prescribed soil water-holding capacity in this model version 
seems to be very large (average value over the basin is 528 kg m-2). The soil water­
holding capacity is an important parameter affecting evapotranspiration: a too small 
water-holding capacity will favour more runoff (the soil rapidly reaching is saturated 
value) thus reducing the water available for evaporation; a too large value al!ows for 
a larger fraction of precipitation to be stored and later released for evaporation 
therefore reducing the runoff. As such, the large CRCM_V3.6 water-holding capacity 
can be linked to the excessive evapotranspiration and inadequate runoff. An 
additional reason for the excessive evapotranspiration rate is the lack of vegetation 
stomatal resistance, which could reduce the evapotranspiration considerably. 
2.5.2 Analysis of the CRCM_V3.6 simulation: climatological annual cycle ofwater 
budget components 
Figure 2.4 presents the mean annual cycles for al! components of the monthly 
averaged atmospheric water budget equations (Eqs. 2.8 and 2.9). In Fig. 2.4a, the 
observed and simulated annual cycles of precipitation are compared. Since the 
uncertainty of observed monthly mean precipitation is smal!, we can safely take an 
average of our three precipitation datasets to represent observed precipitation over the 
basin. The CRCM_V3.6 slightly underestimates observed precipitation during 
November to March, but largely overestimates it during summertime. The positive 
precipitation bias (BIAS_P) of the CRCM_V3.6 on the annual time-scale is therefore 
caused mainly by an extensive over-estimation of the precipitation from June to 
August. 
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The simulated annual cycles of evapotranspiration are compared to the quasi­
observed values in Fig. 2Ab. The monthly mean of quasi-observed 
evapotranspirations are derived as a residual from the atmospheric water budget using 
mean observed precipitation and NCEPINCAR (ERA40) moisture convergences and 
precipitable water tendencies (see Eq. 2.10). An estimation of the uncertainty in the 
quasi-observed evapotranspiration derived from the atmospheric water budget could 
be obtained by comparing its annual mean to the one derived from the land water 
budget using Eq. 2.7. The annual mean evapotranspiration derived from the 
atmospheric water budget using NCEPINCAR (ERA40) data is higher (smaller) by 
0.2 mm day"' (0.02 mm day"l) than residual evapotranspiration derived from the 
terrestrial water budget. The major differences in the quasi-observed 
evapotranspiration derived from the atmospheric water budget appear during spring 
(see Fig. 2Ab). 
The CRCM V3.6 evapotranspiration IS larger than both quasi-observed 
evapotranspirations throughout the year. The positive evapotranspiration bias 
(BIAS_E) increases during spring and reaches its maximum in June, which is related 
to the warrn air temperature and large soil moisture available for evapotranspiration 
during this period of the year. 
The NCEPINCAR, ERA40 and CRCM_V3.6 annual cycles of the atmospheric 
moisture flux convergence are compared in Fig. 2Ac. The NCEPINCAR shows 
atmospheric moisture flux convergence during October to May, reaching a maximum 
in January and moisture flux divergence during June to September with a maximum 
in July. As discussed by Roads (2002), the large summertime divergence seen in the 
reanalysis is disconcerting since it occurs at a time when the low-level jet is usually 
active and thought to be a strong contributor to moisture convergence in the region. 
However, the ERA4ü reanalysis also shows a moisture flux divergence in summer, 
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which is even slightly higher than that of NCEPfNCAR. On the other hand, 
NCEPfNCAR moisture flux convergence from October to May is smaller than the 
ERA40. The most significant difference between the two reanalyses appears during 
March to May, reaching a maximum of 0.54 mm dai 1 in May. Despite this 
uncertainty, it can be seen that the increasing observed precipitation during spring 
over the Mississippi River basin is related only to the increasing evapotranspiration 
because moisture flux convergence derived from NCEPfNCAR (ERA40) slightly 
decreases (remain similar) from March to May. 
Similar to the reanalyses, the CRCM_V3.6 shows atmospheric moisture flux 
divergence over the Mississippi River basin during the summer and at the beginning 
of the fall, and a moisture flux convergence during the rest of year. However, the 
simulated annual cycle amplitude is smaller compared to those from the reanalyses: 
while the moisture flux divergences from the reanalyses are strong during July to 
August and drop in September, the CRCM_V3.6 moisture divergence keeps a similar 
magnitude from July to September. In addition, the simulated atmospheric moisture 
convergence, which appears over the basin in October and lasts until May, is smaller 
than those from the reanalyses. 
The quasi-observed monthly tendencies of the atmospheric water storage (Fig. 
2.4d) are relatively small and CRCM_V3.6 captures them weil. 
In order to better understand the model behaviour, we compared the CRCM_V3.6 
simulation biases of the atmospheric water budget components to each other in Fig. 
2.5a. Since precipitation removes moisture from the atmosphere and 
evapotranspiration represents a source of atmospheric humidity, the negative 
difference between BIAS_P and BIAS_E from September to May could generate a 
positive bias of simulated atmospheric specifie humidity, which in tum could be 
compensated by the decreasing moisture flux convergence over the basin. It is 
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interesting to note that the underestimation of the moisture flux divergence (with 
respect to the one computed from NCEPINCAR and ERA40), from July to August, is 
linked to the excess in precipitation bias with respect to the evapotranspiration bias. 
The error in closure of the simulated atmospheric water budget is also shown in Fig. 
2.Sa and has a maximum value in summer. 
Figs. 2.6 and 2.7 present mean annual cycles of the terrestrial water budget 
components and corresponding CRCM biases. The naturalized, observed and the 
CRCM_V3.6 runoff are compared in Fig. 2.6a: runoff is underestimated by the 
model, throughout the year, particularly in the first three months, when the negative 
bias reaches 0.4 mm dai 1• There are two sources of runoff underestimation by this 
model version. The first is related to the deficiencies in the "bucket" surface scheme: 
runoff is generated only when soil moisture content exceeds the prescribed water­
holding capacity, which is too large. The second one is related to the biases of 
simulated precipitation and evapotranspiration. The negative bias in the difference 
between precipitation and evapotranspiration i.e., the underestimation of the (P - E) 
term (simulated and quasi-observed (P - E) are compared in Fig. 2.6b), which 
moistens the soil during September to May, contributes to the runoff underestimation 
throughout the year by the mode!. 
The annual cycle of the CRCM tenestrial water storage tendency and the quasi­
observed one (derived from naturalized runoff and moisture convergences and 
precipitable water tendencies of the reanalyses, see Eq. 2.11) are compared in Fig. 
2.6c. It should be emphasized that the quasi-observed monthly tendencies of the 
terrestrial water storage are not free from errors. Rough error estimation by 
calculating quasi-observed annual mean tendency, gives -0.2 mm dai l (with 
NCEPINCAR moisture flux convergence) and 0.08 mm day-l (with ERA40 moisture 
flux convergence). These errors are linked to the error in the closure of quasi­
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observed water balance. Unfortunately, the seasonal etTOr distribution In water 
balance estimates is unknown. 
The terres trial water tendencies simulated by the CRCM_V3.6 are relatively close 
to the quasi-observed, except during summer, when the evapotranspiration exceeds 
precipitation and hence the soil dries. In summer, the positive bias in precipitation 
exceeds bias in evapotranspiration, which is consistent with the summer soil drying 
underestimation. In addition, the negative runoff bias contributes to the summer soil 
drying underestimation. 
2.5.3 Analysis of the CRCM V4.0 simulation: annuaI mean of water budget 
components 
The changes in the physical parametetisation between model versions 3.6 and 4.0, 
described in Section 2.3.1, result in a significant decrease of 0.50 mm day·' in the 
annual mean evapotranspiration over the Mississippi River basin. As can be seen 
from Fig. 2.3, the annual mean of simulated evapotranspiration by the updated model 
version ( ECRCM _ V40 = 1.74 mm day·') is closer to the quasi-observed. Implementation 
of CLASS in the CRCM provides a more realistic parameterisation of the 
evapotranspiration including the stomatal resistance effect in its vegetation. This 
resistance restricts transpiration of water extracted from the soil by vegetation roots. 
Modifications of the radiative scheme and treatment of the cloud cover result in an 
increased atmospheric absorption of the incoming solar radiation and an increased 
planetary albedo. As a consequence, the net radiative energy at the surface (Rllet ), 
which is mainly partitioned between latent and sensible heat fluxes, is decreased. This 
can be seen in Fig. 2.8, which also shows how R
nel is partitioned between latent and 
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sensible heat in both model versions: latent heat of the CRCM V 4.0 is smaller than 
the one from the CRCM_V3.6, while the sensible heat is larger. 
Another water budget component that has changed significantly is the annua! 
mean precipitation: the decrease of the annual mean evapotranspiration of 0.50 mm 
dai 1 over the basin is associated with a decrease of annual mean precipitation of 0.47 
mm dai'. Simulated precipitation is now much closer to the observed: precipitation 
bias is reduced from 0.4 to -0.1 mm day-I. Changes in the annual mean moisture flux 
convergence and runoff are smaller than the error in closure of the annual mean water 
budget of the CRCM_V3.6 (0.1 mm day-I). The annual mean of the CRCM_V4.0 
moisture flux convergence (CCRCM _ HO = 0.36 mm dai l ) exactly balances the 
difference between precipitation and evapotranspiration «(P - E)CRCM _ V40 = 0.36 mm 
day-l) as weil as runoff (RCRCM _ V40 = 0.36 mm da/). Elimination of the water budget 
closure error is provided by introducing a small correction to the specific humidity 
values at each grid point (Paquin and Laprise 2003). 
2.5.4 Analysis of the CRCM_V4.0 simulation: climatological annual cycle ofwater 
budget components 
Figure 2.5b shows the CRCM_V4.0 biases of the monthly averaged atmospheric 
water budget components. These biases are noticeably smaller compared to those of 
CRCM_V3.6. Although the simulated annual cycle of precipitation by the updated 
model version matches the observed precipitation better, it is now underestimated 
throughout most of the year (July ta March), especially from July to October. The 
negative bias in precipitation is mainly related to the underestimation of 
evapotranspiration (see also Fig. 2.4). 
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As discussed in the previous section, the significant change in the simulated 
annual mean evapotranspiration does not noticeably affect the annual mean simulated 
moisture flux convergence; the change being smaller than the error in closure of the 
CRCM_V3.6 arumal water budget. However, from Fig. 2.9 (where the difference 
between the atmospheric water budget components of the CRCM_V4.0 and 
CRCM_V3.6 is shown) it can be seen that the moisture flux convergence (as weil as 
precipitation) actually responds to the evapotranspiration change: a decrease of the 
evapotranspiration is associated with an increase in the moisture flux convergence 
from September to May. Despite this change, the moisture flux convergence over this 
period remains smaller than those from the reanalyses. Summer moisture flux 
divergence from the CRCM_V4.0 is larger than the one from CRCM_V3.6 and 
matches those of the reanalyses better. The bias in the precipitation is now almost 
equal to the bias in evapotranspiration because of the larger decrease in precipitation 
than in evapotranspiration. Such a large decrease in summer precipitation is related to 
the combined effects of the evapotranspiration reduction and stronger mixing in the 
CRCM_V4.0 boundary layer water vapour. The new vertical diffusion scheme 
distributes the water vapour on more levels within the boundary layer and therefore 
avoids the excessive accumulation of moisture in the near surface boundary layer. 
Jiao and Caya (2006) demonstrated how the accumulation of moisture in the lower 
boundary layers with the old scheme provides favourable conditions for triggering the 
convection. The new vertical diffusion scheme implemented in CRCM_V4.0 together 
with the reduced evapotranspiration, results in less favourable conditions for 
convection, therefore reducing condensation and precipitation. 
Figure 2.7b shows the CRCM_V4.0 biases of the monthly averaged terrestrial 
water budget components. Despite sorne improvement in the simulated annual cycle 
of the moisture storage tendency as well as the (P-E) term (see also Fig. 2.6), the 
CRCM V4.0 runoff remains underestimated throughout most of the year. The 
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negative runoff bias (BIAS_R) of the CRCM_V4.0 is even larger than the one of the 
CRCM_V3.6, from May to December. 
2.5.5 Spatial distribution: validation ofthe CRCM_V3.6 simulatedfields 
In the previous sections, the hydrological cycle components averaged in time 
(1988-97) and in space (over the entire Mississippi River basin) have been discussed. 
The spatial distribution of precipitation, runoff and evapotranspiration over the basin 
is now investigated when averaged over the same period. 
The precipitation fields simulated by the CRCM are compared to those of 
CRU, CCR and GPCP in Fig. 2.10. There is generally good agreement between the 
observed precipitation patterns: precipitation is largest at the outlet of the basin and 
decreases northwestward. Note that CRU and CCR precipitation fields are better 
spatially correlated to each other than with GPCP. Both CRU and CCR datasets have 
not been corrected for gauge biases by undercatch of sol id precipitation. The GPCP 
precipitation dataset is a merged product of the surface gauge, low-orbit microwave 
and geosynchronous infrared measurements. 
The CRCM_V3.6 precipitation, which is largely influenced by the abundant 
summertime precipitation, does not reproduce the observed dry area west of the 
basin. Precipitation is overestimated almost everywhere over the basin with the 
exception of the southern part of the basin where it is underestimated. 
As discussed in Section 2.4.2, a relatively good estimate of the spatial 
distribution of the Mississippi runoff can be obtained from the VIC model, which is 
tuned to reproduce the observed Mississippi runoff. Therefore, the VIC monthly data 
series provided by Maurer et al. (2002) are used to calculate a runoff field 
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representati ve of the 1988-1997 period. Additional information on the spatial 
distribution of the Mississippi runoff based on observations can be obtained from the 
GRDC gridded composite runoff dataset. It should be kept in mind that the GRDC 
dataset is climatology from the mid-1960s to the mid 1980s, which does not match 
the 1988-97 period analysed in our study. In Fig. 2.11, the two runoff fields are used 
to validate runoff simulated by the CRCM. As can be seen, runoff is largely 
underestimated by the CRCM_V3.6 in the southeast part of the basin and 
overestimated in the mountainous region to the west. 
Figure 2.12 shows the simulated evapotranspiration fields together with two 
quasi-observed fields. The first is derived as the difference between averaged 
precipitation (average of ail three datasets) and the VIC runoff, while the second is 
the difference between averaged precipitation and the GRDC runoff. Despite sorne 
discrepancies between the two quasi-observed fields, which are more apparent in the 
southeast region of the basin, they provide useful information on the 
evapotranspiration pattern over the Mississippi River basin. Similar to the observed 
precipitation, the northwest-southeast gradient in the quasi-observed 
evapotranspiration fields is simulated, but it is weaker. The simulated 
evapotranspiration by the CRCM_V3.6 is overestimated throughout the basin except 
at its outIet, which is consistent with the precipitation overestimation. 
2.5.6 Spatial distribution: validation ofthe CRCM_V4.0 simulatedfields 
As can be seen in Fig. 2.10, the CRCM_V4.0 shows a noticeable 
improvement in the simulated precipitation pattern. Although slightly underestimated, 
the northwest-southeast gradient is weil captured by CRCM_V4.0. However, the 
precipitation is still underestimated in the southeast basin region and overestimated in 
the mountainous region to the northwest. Sorne improvement is obtained also in the 
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spatial distribution of the simulated evapotranspiration over the basin (see Fig. 2.12). 
However, the simulated runoff by the updated model version (see Fig. 2.11) is 
relatively similar to the runoff simulated by the CRCM_V3.6, despite the important 
changes in the simulated evapotranspiration and precipitation. 
2.6 Summary and conclusion 
Current inability of climate models to adequately simulate many of the 
complex multi-scale processes involved in the water cycle is a major source of 
uncertainty in long-term climate-change projections. Model evaluation and 
development are therefore crucial for improvement of the reliability of climate 
projection. Once models will be capable to successfully simulate present water cycle 
behavior, it is likely that they can more accurately assess potential changes due to 
changes in greenhouse gas concentration in the atmosphere. Various studies 
performed with different climate models have demonstrated better agreement of 
simulated and observed hydrological variables when more realistic physical 
parameterisations are used (e.g., Viterbo and Beljaars 1995, Beljaars et al. 1996, 
Duchame et al. 2000, Bk et al. 2003, Hagemann et al. 2004, Anderson et al. 2004, 
Hagemann et al. 2006). The incentive to create a model that realistically represents 
many of the complex subgrid-scale processes involved in the water cycle has to 
comply with the need to have computationally fast enough models so that ensemble 
of multi-year integrations can be performed. The optimal level of complexity in 
physical parameterisations designed for use in climate models is still an unresolved 
issue. The only way to address this question is to evaluate simulated water budget 
components by comparison with observations wherever possible. The high 
complexity of the multi-scale processes involved in the hydrological cycle and their 
associated feedbacks as weil as scarcity of observations for sorne water cycle 
components contribute to the problem of assessing simulated hydrological cycle over 
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a given region. Usually, for regional scale studies, only simulated precipitation and 
runoff are evaluated. 
In this paper, a comprehensive validation of ail water budget components over 
the Mississippi River basin as simulated by the Canadian Regional Climate Mode1 
(CRCM) was performed. In addition, the sensitivity of simulated hydrological cycle 
to a more realistic representation of the land surface processes, as weil as radiation, 
cloud cover and atmospheric boundary layer mixing is investigated. Two simulations 
using different model versions (CRCM_V3.6 and CRCM_V4.0) were analyzed and 
compared with the corresponding values derived from observations or quasi­
observations. The analysis was first performed for the annual means where the 
contributions of water budget components were integrated in space over the entire 
basin, and in time over the 1988-1997 period. The analysis highlighted a closure error 
in the CRCM_V3.6 simulated water budget: the simulated annual mean atmospheric 
moisture flux convergence does not balance the simulated runoff exactly. Since the 
moisture flux convergence is calculated within the model using ail levels and time 
steps, a fair part of this error in the atmospheric budget is related to the semi­
Lagrangian numerical transport scheme, that does not ensure conservation of the 
prognostic variables (Paquin and Laprise 2003). 
Comparing the annual mean observed to the simulated precipitation over the 
Mississippi River basin, a large positive bias is found in the CRCM_V3.6. It is 
thought that the positive precipitation bias is mainly caused by an overestimation of 
the annual mean evapotranspiration. The CRCM_V3.6 has a single-layer Manabe­
based land surface scheme, which cannot adequately represent many of the effects of 
vegetative control on evapotranspiration. The prescribed water-holding capacity 
appears excessive resulting in an excessive evapotranspiration. On the other hand, the 
annua1 means of the runoff and atmospheric moisture flux convergence are 
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underestimated, which is linked to the excess in evapotranspiration bias with respect 
to the precipitation bias. 
Implementation of the Canadian Land Surface Scheme (CLASS) in the 
CRCM_V4.0 as weil as changes to the radiation, cloud cover and boundary-Iayer 
mixing treatment have resulted in significant improvements to the simulated annual 
mean evapotranspiration over the basin. As a consequence, the annual mean bias of 
the CRCM_V4.0 precipitation is strongly reduced. Simulated annual mean of the 
atmospheric moisture flux convergence is slightly increased and now balances annual 
mean runoff. Elimination of the water budget closure error is obtained by introducing 
a small correction to the specific humidity values at each grid point, which takes into 
account the inaccuracy related to the semi-Lagrangian numerical scheme. 
The annual cycle analysis shows that the annual positive precipitation bias of 
the CRCM_V3.6 is caused mainly by an excessive overestimation of the precipitation 
during summer. Such a large positive precipitation bias is related to the combined 
effects of an excessive summer evapotranspiration and inadequate moisture 
distribution in the CRCM_V3.6 lower boundary layer. Similarly to the NCEPINCAR 
and ERA40 reanalyses, the CRCM_V3.6 shows a moisture flux convergence 
(divergence) over the Mississippi River basin from October to May (in summer), but 
the model underestimates this. The CRCM_V3.6 underestimates runoff throughout 
the year, and underestimates soil drying in summer. As weil, the absolute value of the 
difference between precipitation and evapotranspiration, Ip - El, is underestimated by 
the CRCM_V3.6 throughout the year. This is consistent with the underestimation of 
summer soil drying and summer moisture flux divergence: the (P-E) terrn dries the 
soil in summer but moistens the atmosphere because during this time 
evapotranspiration exceeds precipi tation. Similarly, the negative bias in the difference 
between precipitation and evapotranspiration is linked to the underestimation of the 
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atmospheric moisture flux convergence and runoff from September to May when the 
(P-E) tenu dries the atmosphere and moistens the soil. 
The companson of the annual cycles of the water budget components 
simulated by the CRCM_V3.6 and CRCM_V4.0 demonstrated that the atmospheric 
moisture flux convergence (as weil as precipitation) responds to changes in the 
evapotranspiration. A decrease in the evapotranspiration is associated with an 
increase in the atmospheric moisture flux convergence from September to May. 
Inversely, precipitation is decreased throughout most of the year. In summer, the 
decrease in precipitation is larger than the decrease in evapotranspiration because of 
the combined effect of the evapotranspiration reduction and stronger mixing of the 
water vapour in the CRCM_V4.0 boundary layer, which means less favourable 
conditions for triggering convection. As a consequence, summer moisture flux 
divergence is increased and matches those of reanalyses more accurately. 
Analysis of the spatial distribution has shown that the CRCM_V4.0 captures 
observed precipitation patterns better then the CRCM_V3.6. As weil, sorne 
improvement is obtained in simulated spatial distribution of evapotranspiration. 
However, the simulated runoff of the updated model version is relatively similar to 
the runoff simulated by the CRCM_V3.6, despite the important changes in the 
simulated evapotranspiration and precipitation. 
In summary, implementation of a four-band instead of the two-band radiation 
scheme in the CRCM and an improved treatment of cloud coyer results in reduction 
of the net radiation at the surface and therefore in decreased latent and sensible heat 
fluxes. Replacing the Manabe-based parameterisation with a state-of-the-art land 
surface scheme, which provides more realistic land-surface processes by taking into 
account stomatal resistance of vegetation results in an important reduction of 
simulated evapotranspiration. Finally, stronger mixing of the water vapour in the new 
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boundary-layer scheme results in less favorable conditions for convection, therefore 
reducing condensation and precipitation. Overall effect of the changes to the physical 
parameterisation of the CRCM is an improved annual cycle (and annual mean) of 
simulated precipitation, evapotranspiration, moisture flux convergence and terrestrial 
water storage tendency. Despite these improvements, simulated runoff remains 
underestimated throughout the year (except for March). ln a continuing effort to 
improve parameterisation of subgrid processes in the CRCM, work is underway to 
irnprove runoff generation and water transfer in soil. 
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Fig. 2.3 Annual means (1988-1997) of the atmospheric and terrestrial water budget components, in mm/day, over 
the Mississippi River basin. 
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Figs. 2.4 Climatological annual cycles of simulated and observed (quasi-observed) atmospheric water budget 
components averaged over the Mississippi River basin: (a) precipitation, P; (b) evapotranspiration, E; (c) 
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Fig. 2.5 The CRCM simulation biases of precipitation (BIAS_P), atmospheric moi sture flux convergence 
(BIAS_Cl, atmospheric water storage tendency (BIAS_AWST). The en'or in closure of the water budget is 
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Fig. 2.6 Annual cycle of simulated and quasi-observed terrestrial water budget components averaged over the 
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Fig. 2.8 Annual cycle of the CRCM simulated net radiative energy at the surface (RN), latent heat flux (LH) and 



























Fig. 2.9 Annual cycle of the difference between the CRCM_V4.0 and CRCM_V3.6 evapotranspiration 
(DELTA_E), precipitation (DELTA]), atmospheric moisture flux convergence (DELTA_C), atmospheric 































































Fig. 2.12 CRCM annual mean evapotranspiration and corresponding reference fields. 
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Abstract 
Regional Climate Models (RCMs) allow about one-order higher spatial 
resolution than Global Climate Models (GCMs). Credible climate-change projections 
from ReMs can only come from detailed assessment of their performance at 
simulating the components of the climate system. RCM simulations require to be 
continuously forced by lateral boundary conditions, usually taken from a low­
resolutions reanalysis or a GCM simulation, and are therefore affected by these lateral 
boundary conditions. The land surface scheme provides time-dependent lower 
boundary conditions over land surface, also affects RCM simulations. The non-linear 
nature of the climate system implies that simulations initialised with different initial 
conditions result in different sequences of weather events. 
The present study investigates the sensitivity of the components of the 
hydrological cycle simulated by the Canadian Regional Climate Model (CRCM) to 
the formulation of land surface processes (LSS), lateral boundary and initial 
conditions. This helps in estimating the uncertainty associated to RCMs' c1imate­
change projections. Sensitivity analysis was carried out for climatological means, 
climatological annual cycles and interanual variability, over the period 1961-1999 for 
three North American River basins, selected to coyer a wide range of climate 
conditions: the Mississippi, the St.-Lawrence and the Mackenzie River basins. Three 
pairs of simulations have been used: the first one was generated using two different 
LSSs (a simple Manabe-based and complex second-generation scheme); the 
simulations in the second pair differing in driving data (NCEPINCAR vs ERA40 
reanalysis); and simulations in the third pair were started at different times. An 
evaluation of the simulated water budget components with respect to the observations 
is presented. 
Results indicate that changes in c1imatological means and annual cycles of the 
water budget components resuiting from different land surface parameterisations and 
from different lateral boundary conditions vary from basin to basin. Sensitivity to 
lateral boundary conditions was in general smaller than sensitivity to the LSS and 
tended to be stronger for the northern basins (Mackenzie and St. Lawrence). 
Interannual variability was not much affected by the change in LSS and driving data. 
Internai variability triggered by the non-linear nature of the climate model (i.e. 
change in initial conditions) does not significantly affect neither 39-year climatology 
nor climatological annual cycles and interanual variability. Comparison with 
observation pointed out that while simple Manabe-based LSS may be adequate for 
simulations of climatological means, skilful simulation of annual cycles require the 
use of second-generation LSS. 
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3.1 Introduction 
A large number of models are available today to simulate the evolution of the 
climate system. The growth in their complexity and physical realism fol1ows 
development in computer technology. For climate simulations on decadal to century 
time scales, the so-called coupled Global Climate Models (GCMs) are the most 
complete and accurate representation of the physical processes taking place in the 
climate system. These models have full four-dimensional (3 in space and one in time) 
representation of the atmosphere and the ocean circulations in addition to sea-ice and 
land-surface modules. However, long climate integrations with coupled GCMs at a 
high resolution are still computational1y prohibitive. For that reason, the horizontal 
resolution of coupled GCMs is typically limited to a few hundred kilometers. 
In the last two decades, there has been a growing need by the climate impact 
community for climate simulations at higher spatial resolutions. This is particularly 
important for the variables related to the water cycle because of their important 
spatial variability. Nested limited-area regional climate models (RCMs) represent an 
appealing approach to achieve finer spatial resolution simulation at an affordable 
computational cost (Laprise et al. 2003). An alternative to nested limited-area RCMs 
is the use of stretched-grid global models (Déqué et al. 1998, Fox-Rabinovitz et al. 
2001). 
Because of their limited area, RCMs require time-dependent lateral boundary 
conditions. Low-resolution reanalyses or GCM simulations usually provide these 
conditions that force the RCM simulations. Recent studies showed that, when driven 
by accurate boundary conditions, regional climate models are capable of capturing 
the overal1 observed regional climate evolution and can add realistic spatial and 
temporal information to the information provided by the driving model (Denis et al., 
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2002, Giorgi et al., 2001; Frei et al., 2003). However, it should not be expected that 
the large-scale errors in the global model circulation to be corrected by a RCM. 
RCMs also require time-dependent lower boundary conditions for the land 
and sea surfaces. In most RCMs, sea surface temperature and sea-ice amount are 
taken from a climatological database for present climate or from GCM simulations 
for future climate. The fluxes of radiation, momentum, sensible and latent heat across 
the land surface - atmosphere interface are provided by the land-surface scheme. 
These fluxes are governed by the low-leve1 atmospheric humidity, as weil as by the 
surface albedo, aerodynamic roughness length and soil moisture availability, which 
depends on soil type, moisture content, vegetation type and density, fractional snow 
coyer and snow age. Therefore, the land-surface scheme has a strong influence on the 
water cycle in the simulated climate through the control of land evaporation. 
There are three main generations of land-surface scheme. The first generation 
was based on Manabe' s (1969), the so-called bucket approach. A single soil layer, 
with a constant moisture holding capacity is used to represent the soil moisture 
regime and any moisture in excess is considered as runoff. The surface fluxes are 
parameterized in terrns of a simple energy balance equation relating the energy fluxes 
to the surface temperature. Evaporation is expressed as a function of soil moisture 
availability (the so-called f3 function) and energy-driven potential evaporation. 
Vegetation is not considered explicitly. 
The development of second-generation land-surface parameterisations was 
initiated by Deardorff (1978). He proposed an alternative approach in land surface 
model1ing, introducing a greater emphasis of the role of vegetation in the regulation 
of land-surface interactions with the atmosphere. His model included an explicit 
foliage layer and muIti-layer representation of soil moisture and temperature regimes. 
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Bare ground evaporation, canopy transpiration (water extracted by plants from the 
soil root zone), evaporation of canopy-intercepted water as weil as the influence of a 
plant stomata on transpiration were parameterized explicitly. Soon after Deardorffs 
(1978) work, a large number of fairly sophisticated biophysically based land-surface 
models followed: BATS (Dickinson et al., 1986), SiB (Sellers et al., 1986), CLASS 
(Verseghy 1991; Verseghy et al. 1993), BEST (Pitman and Desborough 1996). Since 
the 1990s there has been a tendency in the climate community for implementation of 
biophysically-based land surface model into GCMs. Effects of replacing Manabe's 
approach by Deardorfs have been investigated by many authors. For example, Sato 
et al. (1989) and Chen et al. (1997) show that climate simulated by a GCM coupled to 
a biophysically-based land surface model is more realistic. Verseghy et al. (1993) 
demonstrated that implementation of CLASS within the Canadian GCM resulted in a 
reduction of the wet and cold surface biases that were present with the Manabe's 
based parameterization of land surface processes. 
The third-generation land-surface parameterisations, published in late 1990s 
(Bonan 1995, Sellers et al. 1996, Dickinson et al. 1998), combine consistent 
description of the physical climate system transfer processes for energy, momentum, 
water and heat, with the biophysics of photosynthesis (IPCC 2001). Therefore, third 
generation land-surface parameterisations allow the carbon budget to be carried out 
along with conventional surface water and energy budget calculations. 
An interesting twist on the evolution from the very simple Manabe (1969) 
land model to the complex schemes of today is that recent research seems to indicate 
that increase in complexity of land surface parameterisation does not directly leads to 
smaller biases in climate simulations (McGuffie and Henderson-Sellers 2001). For 
example, Desborough (1999) has shown that a simple surface parameterization with a 
suitably prescribed surface resistance is as appropriate as a more complex 
parameterisation for simulations of the annual, monthly and seasonally averaged 
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evapotranspiration. The impact of any "improved" paramererisation on climate model 
simulations should be assessed critically by carying out sensitivity studies. Moreover, 
for hydrological applications, the investigation should look at aIl components of the 
hydrological cycle and not only to the precipitation field. 
The present study investigates the sensitivity of ail the components of the 
hydrological cycle simulated by the Canadian Regional Climate Model (CRCM) to 
the formulation of land-surface processes, lateral boundary and initial conditions. 
Pairs of multi-year simulations were perforrned with the CRCM over North America 
in a way to assess the sole effect of the land-surface scheme and the lateral boundary 
driving data. Another pair of simulations was used to assess the internaI variability 
associated with the selected CRCM configuration. The analysis is carried out over 
three North American River basins differing in their location, size and topography. 
The document is organized as follows: the next section describes the methodology 
and experimental setup. Section 3 presents the results of the analysis of simulated 
water budget components spatially averaged over a river basin and Section 4 
summarizes the results of this study. 
3.2 Methodology and experimental setup 
Ali simulations used in the present investigation are generated over the same 
domain covering the whole of North America and parts of the adjacent Pacifie, 
Atlantic and Arctic oceans (hereinafter referred to as the AMNO domain for 
"AMérique du NOrd" i.e. North America in French) as depicted in Figure 3.1. Table 
3.1 describes the configuration of the CRCM simulations used to build the pairs of 
simulations mentioned in the previous section. The so-called Reference Simulation 
(RS) is carried out for the period January 1st 1959 to December 31 st 1999. The same 
period is used for two other simulations with modifications in the model 
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configuration (change in the Surface Scheme SS, change in the Boundary Conditions 
BC), while the simulation lC (change in Initial Conditions) was initialised one year 
earlier. The CRCM is driven either by 6-hourly NCEPINCAR (simulations RS, SS 
and lC) or ERA 40 (simulation BC) reanalysis, linearly interpolated in time to the 
model 's 15-minute time step. A 45-km horizontal mesh on a polar-stereographie 
projection (true at 60° N) with 29 levels in the vertical is used. The one-way nesting 
method of Davies (1976) is applied over a nine grid-point wide buffer zone. In 
addition, to assure coherence between the large-scale circulations of the driving and 
driven models over the large AMNü domain, the large-scale (length scale longer than 
1400 km) horizontal wind field from the CRCM is weakly nudged toward the large­
scale wind of the driving data following Riette and Caya (2002). The sea-surface 
temperature and sea ice amount as weil as the Great Lakes surface temperature and 
ice are taken from the AMlP II observations database (Fiorino, 1997). 
Three simulations (RS, BC and lC) were generated with the CRCM_Version 
4.0 (CRCM_V4.0), where the Canadian LAnd Surface Scheme (CLASS, Verseghy, 
1991; Verseghy et al. 1993) was used to describe the exchange of water and energy at 
the land surface-atmosphere interface. The simulation SS used CRCM_Version 3.7 
(CRCM_V3.7). This model version uses the same physical parameterisations as 
CRCM_V4.0, with the sole exception of the Manabe-based land-surface scheme 
(hereinafter MAN) being used instead of CLASS. In the original version of MAN, 
presented in McFarlane and Laprise (1985) and McFariane et al. (1992), the soil 
water-holding capacity varied in space depending on both vegetation and bare soil 
characteristics. However, in the simulation SS, the water holding capacity was set to 
100 mm because the fonner spatially varying values were found excessively high, 
resulting in large overestimation of evaporation and precipitation during summer (cf 
CRCM_V3.6 in Music and Caya 2007). Note that the value of 100 mm is somewhat 
low compared to a typically used soil water capacity of 150 mm and represents a 
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decrease of between a factor of two and eight from the soil water capacity used in 
Music and Caya (2007). This value was found to give the most accurate surface water 
vapour flux over the AMNü domain. 
Comparison of SS and RS allows to investigate the sensitivity of the CRCM 
hydrological cycle variables on land surface processes parameterization. The pair BC­
RS is used to estimate the sensitivity of the CRCM water cycle to the driving data 
used at the lateral boundary of the CRCM integration domain. As discussed in Caya 
and Biner (2004), any real influence of modification in the model configuration 
cannot be evaluated without previous estimation of model internai variability, which 
is a consequence of the chaotic nature of the climate system. In other words, it is 
necessary to determine if changes in simulated water budget components caused by 
modification of the CRCM configuration are significant compared to the changes due 
solely to the internai variability. An investigation of internai variability is desirable 
each time sensitivity studies are attempted because of the internai variability 
dependence on experimental configuration (Caya and Biner 2004; Lucas-Picher et al. 
2004; de Elia et al. 2007). The appropriate assessment requires a sizeable ensemble of 
simulations, however given the cost in computer resources, only one pair of 
simulation (IC-RS) were used to obtain a crude estimate of the internai variability in 
the simulated climate; it is assumed here that this estimated internai variability is 
representative of ail experiments carried out in this investigation. 
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3.3 Results and discussion 
3.3.1 Analysis ofclimatological means 
1) Sensitivity ofthe water budget components 
This section analyses and compares climatological means for the period 1961­
99 of simulated water budget components over the three North American river basins 
that were selected to coyer a wide range of climate conditions (Mississippi, St. 
Lawrence and Mackenzie). Fig. 3.1 shows the CRCM integration domain; the three 
investigated river basins are outlined in black. The Mississippi and St. Lawrence 
basins represent the hydrology of central and northeast regions of North America, 
while the Mackenzie River basin characterizes the hydrological regime of a colder 
Northem region. In addition, an evaluation of the simulated climatological means, 
using various sets of observations is carried out. 
There are four important tenns in annual atmospheric and terres trial water 
budgets: precipitation, evapotranspiration, vertically integrated atmospheric moisture 
flux convergence (sometimes identified as atmospheric run-in) and runoff. Table 3.2 
summarizes simulated climatological means of the water budget components 
averaged over each basin and indicate their sensitivity to the land surface 
parameterisation, lateral boundary and initial conditions. Table 3.2 also indicates the 
error in closing the simulated water budget for each of the investigated basins, 
ranging from 0.01 mm dail (Mississippi River basin) to 0.04 mm dai' (Mackenzie 
River basin). As discussed by Music and Caya (2007), this error is associated to the 
CRCM semi-Lagrangian numerical scheme, which is responsible for a slight non­
conservation in prognostic variables. The smaller error is found over the Mississippi 
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basin and can be explained by the larger area (~3.2 X 106 km2) compared to the areas 
of the Mackenzie (~1.7 X 106km2) and St. Lawrence (~1.1 X 106 km2) river basins. 
In ail simulations, the largest precipitation is simulated over the St. Lawrence 
River basin followed by the Mississippi River basin, while the Mackenzie River basin 
receives only half the St. Lawrence precipitation. It is interesting to partition the 
relative contributions from the evapotranspiration and atmospheric moisture 
convergence to the precipitation over each basin. The relative contribution of the 
evapotranspiration to the precipitation over the Mississippi River basin is 84% in the 
reference simulation (as weil as in IC and BC), while in SS it is 78%. Such a large 
relative contribution in aIl simulations suggests that the rates of precipitation and 
evapotranspiration over the Mississippi River basin are linked through a strong 
positive feedback related to the local (regional) moisture recyc1ing. Consequently, 
moisture flux convergence over the basin (averaged over 39 years) and the associated 
runoff are relatively small. The relative contributions of the evapotranspiration to the 
precipitation for the St. Lawrence and Mackenzie basins in RS (as weil as in IC) are 
60% and 53%, respectively. In simulation SS, it is 62% over both basins, while in 
BC, the contributions are similar as in reference simulation (61 % and 52%). Overall, 
for ail three river basins, moisture recyc1ing is most affected by the change in the 
representation of the land surface CSS is characterized by the largest differences with 
respect to the reference simulation). 
Since evapotranspiations In RS and SS simulations are governed by 
fundamentally different parameterisations of the land surface, differences in their 
climatological means are Dot surprising. As can be seen from Table 3.2, changes in 
evapotranspiration resulting from the use of CLASS or MAN differ in magnitude as 
weil as in sign, from basin to basin. While c1imatological mean of simulated 
evapotranspiration over the Mississippi River basin decreased by 0.17 mm day"1 
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(10%), it increased by 0.15 mm dai 1 (25%) over the Mackenzie River Basin. 
Changes over both basins are statistically significant. The statistical significance was 
assessed with a Student's and Wilcoxon rank-sum test using a level of confidence of 
a = 0.05. Climatological mean of evaporation over the St. Lawrence River basin was 
not much affected by the change in the land surface scheme, however climatological 
means of precipitation and moisture flux convergence (and runoft) are affected, 
although not statistically significant. The response of the investigated river basins to 
the land surface parameterisation change is investigated further by the analysis of the 
climatological annual cycles in Section 3.3.2. 
Both atmospheric-moisture flux convergence and precipitation over the 
Mississippi and Mackenzie basins respond to the change in annual mean 
evapotranspiration induced by the modification of the land surface scheme. The 
decreased evapotranspiration over the Mississippi River basin by 0.17 mm dai l 
results in an increase in the moisture flux convergence by 0.10 mm dail (statistically 
significant) and decreased precipitation by 0.07 mm dai 1 (not statistically 
significant). This means that 41 % of total evapotranspiration change goes to the 
precipitation decrease (for a small relative change of 4% in precipitation) and 59% to 
the moisture flux convergence increase (for a relative change of 32% in moisture flux 
convergence). The change in moisture flux convergence is reflected to the runoff 
generation that changes by the same amount (an analysis of the water budget 
equations shows that runoff must equals moisture flux convergence when integrated 
over long periods, see Music and Caya 2007 for details). For the Mackenzie River 
basin, where the change in the land surface parameterisation increased the overall 
evaporation, the situation is somewhat different. About half of the evapotranspiration 
increase is returned to the basin by increased precipitation while the other ha If 
reduces the moisture flux convergence. Changes in ail components of the 
hydrological cycle over the Mackenzie River basin are statistically significant. 
Overa11, the change in evapotranspiration (increase or reduction), induced by 
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modification in the land surface parameterisation, seems to affect somewhat equally 
both moisture flux convergence and precipitation. 
Comparing BC with RS allows us to estimate the sensitivity of the simulated 
water budget components to specification of the lateral boundary conditions. Over the 
Mississippi River basin, the differences between climatological means of the BC and 
RS simulations are smaller than the one induced by the land surface scheme. 
However, the precipitation increase from RS to BC over Mackenzie River basin is 
slightly larger (0.10 mm dai 1 or 9%) than the increase from RS to SS since both 
moisture flux convergence and evapotranspiration are increased (significantly) when 
NCEPfNCAR driving model is replaced by ERA40. The St. Lawrence River basin 
behaves similarly (climatological means of aU water budget components are 
increased from RS to BC), but the changes are slightly smaller. Note that over the 
Mississippi River basin, the annual mean precipitation as well as the 
evapotranspiration are higher in simulation BC when compared to the reference 
simulation, however the differences are not statistically significant. The signal of the 
atmospheric moisture flux convergence over the Mississippi River basin to changes 
in the lateral boundary conditions, is equal to the closure error of the simulated water 
budget (0.01 mm dai 1). 
Comparing lC with the reference simulation shows that differences in the 
climatological means of the water budget components are very small and not 
statistically significant. 
2) Comparison with observations 
Agreement between simulated and observed climatological means of the 
water budget components over each basin is assessed over a ten-year period for which 
observations were available (see Fig. 3.2). In order to evaluate uncertainty in 
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observed and quasi-observed values (interval in which estimated data vary), several 
datasets from different sources were used: for the Mississippi basin, gridded­
precipitation analyses from the Center for Climate Research (CCR, Willmott and 
Matsuura 2004), Global Precipitation Climatology Project/Centre (GPCP, Adler et al. 
2003) and Climate Research Unit (CRU, Mitchell et al. 2005); for the Mackenzie and 
St. Lawrence River basins, the Canadian Gridded-precipitation dataset (CANGRID, 
Louie et al. 2002; McKenney et al. 2005) as well as CRU and GPCP. The largest 
uncertainty in observed precipitation is over the Mackenzie River basin where 
differences between the 3 datasets can reach 0.21 mm day-' (20%). This is mostly 
related to the density of precipitation gauge station, which is particularly low in the 
northem region of the Mackenzie River basin. Gauge undercatch, which is important 
in high-latitude regions (Legates and Willmott 1990), is also suspected. Over the St. 
Lawrence and Mississippi basins the differences are much smaller and less than 5%. 
Note that CANGRID and OPCP precipitation are corrected for gauge undercatch 
while CRU and CCR are not. 
Vertically integrated moisture flux convergence has been obtained from two 
different sources: National Centers for Environmental PredictionINational Center for 
Atmospheric Research (NCEPINCAR reanalysis) and European Centre for Medium 
Range Weather Forecasting (ERA40 reanalysis). The largest discrepancy in 
reanalysis moisture flux convergences is found over the Mississippi River basin 
where ERA40 is higher than NCEPINCAR by 0.20 mm dai l (40%). Over the St. 
Lawrence and Mackenzie basins, ERA40 convergence is also higher than that of 
NCEPINCAR one, but the difference is much smaller: 0.07 mm dai ' (8%) and 0.05 
mm dai' (8%), respectively. 
A ten-year average of observed runoff over each basin (R_OBS) is obtained 
using monthly streamflows observations from U.S. Oeological Survey and from 
Canadian Hydrographie Service (see Table 3.3). For the Mississippi River basin, data 
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of naturalized runoff (Maurer and Lettenmaier 2001) were also available. St. 
Lawrence River basin is highly regulated, and to our best knowledge, there is no 
naturalized runoff data for this river basin. For that reason, two additional runoff 
datasets were used: (1) runoff simulated by the Variable Infiltration Capacity (VIC) 
hydrologie model driven by observed meteorological data (Maurer et al. 2002); and 
(2) gridded climatological runoff dataset provided by Global Runoff Data Center 
(GRDC, Fekete et al. 2000). GRDC runoff is obtained by combining streamflow 
observations (during 1965-85) with the simulated runofffrom a climate-driven water 
balance model. As can be seen from Fig. 3.2, runoff climatology (for 1987-96) based 
on VIC, over the St. Lawrence basin, differs from observed by only 0.01 mm dai 1 
(1 %). Larger difference is present between the GRDC and observed runoff (0.17 mm 
dai ' or 20%). Since the average of the observed, VIC and GRDC runoff(R_MEAN) 
agree weil with averaged NCEPINCAR and ERA40 moisture flux convergences (the 
difference is only 0.05 mm da/ or 5%), biases in simulated runoffs over the St. 
Lawrence basin were ca1culated with respect to this average (see Table 3.4). 
The climatological mean for evapotranspiration was estimated from the 
terrestrial water budget (labelled as E_EST_TB in Fig. 3.2) as a difference between 
the observed precipitation and runoff. For the Mississippi River basin, naturalized 
runoff (R_NAT) and averaged observed precipitation (P_MEAN) were used because 
of the relatively good agreement between the CCR, GPCP and CRU precipitations 
over this basin. For the Mackenzie and St. Lawrence basins, E_EST_TB is calculated 
separately from each of the three precipitation data sets (see Label Identifier in Fig. 
3.2). A second estimate of evapotranspiration over each basin is computed from the 
atmospheric water budget (E_EST_AB) as a difference between the observed 
precipitation and atmospheric moisture flux convergence computed from both 
reanalyses data. Since NCEPINCAR and ERA40 moisture flux convergences agree 
weil over the St. Lawrence and Mackenzie basins, average from both reanalyses 
(C_MEAN) is used to estimate the quasi-observed evapotranspiration. The largest 
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uncertainty in quasi-observed evapotranspiration is found over the Mackenzie River 
basin, related to the uncertainty of observed precipitation as weil as to the error in 
closing the quasi-observed water budget (observed runoff does not equal reanalysis 
moisture flux convergence). For example, evapotranspiration estimated as a 
difference between CRU precipitation and C_MEAN (E_EST_AB (CRU, 
C_MEAN)) is smaller than the one estimated using CANGRID precipitation and 
observed runoff(E_EST_TB (CANGRID, R_OBS)) by 0.38 mm day-' (51%). For the 
Mississippi and St. Lawrence basins, the maximum differences between the values of 
quasi-observed evapotranspiration are 0.20 mm dai' (12%) and 0.18 mm dai' 
(10%). 
Table 3.4 shows that precipitation over the Mississippi River basin is 
underestimated by ail simulations reaching a maximum bias of -12% in simulation 
SS. Precipitation biases in RS and BC are -10% and -7%, respectively. Biases in 
simulated evapotranspiration and runoff however are smaller in SS (-4% and -33%) 
than in RS (+6% and -48%) and BC (+11% and -50%). For the St. Lawrence River 
basin, observed annual mean precipitation is underestimated in ail simulations. 
Again, simulation SS is characterized by the largest precipitation bias of about -14%, 
while in simulations RS and BC, precipitation biases are about -12% and -8%, 
respectively. Runoff biases over the St. Lawrence basin are relatively small in ail 
simulations (:S 8%), which is consistent with the underestimation of 
evapotranspiration in aIl simulations. Contrary to the Mississippi and St. Lawrence 
basins, simulated precipitations over the Mackenzie River basin are larger than the 
average of CANGIRD, GPCP and CRU precipitation. However, it should be kept in 
mind that there is relatively large uncertainty in observed precipitation over this 
basin. Simulations SS and BC have similar precipitation biases of about +14% (with 
respect to the observed average), however runoff simulated in BC is larger than 
observed by 22%, while runoff simulated in SS is equal to the observed one. This is 
consistent with the larger overestimation of evapotranspiration in SS than in BC. 
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Precipitation and runoff biases for the RS simulation are +8% and + 14% respectively. 
Note that biases in simulated moi sture flux convergence (calculated with respect ta 
the average of NCEPINCAR and ERA4ü moisture flux convergence, see Table 3.4) 
differ from runoffbiases, particularly over the Mackenzie River basin, where error in 
closing the quasi-observed water budget is the largest. 
In summary, the above analysis suggests that the land surface scheme sensitivity 
(MAN with respect to CLASS) results in: 
(1) Increase in bias of precipitation climatological mean over ail three river 
basins; 
(2) Relatively large increase in bias of climatological mean of evapotranspiration 
over the Mackenzie basin and sorne decrease in evapotranspiration bias over the 
Mississippi and St. Lawrence basins; 
(3) Relatively large decrease in bias of climatological mean of runoff over the 
Mississippi and Mackenzie basins and sorne increase in runoff bias over the St. 
Lawrence basin. 
Lateral boundary sensitivity (ERA4ü with respect to NCEPINCAR) results in: 
(1) Sorne decrease in bias of c1imatological means of precipitation over the St. 
Lawrence and Mississippi river basins and sorne increase in bias over the 
Mackenzie basin; 
(2) Sorne decrease in bias of climatological mean of evapotranspiration over the 
St. Lawrence basin and sorne increase in evapotranspiration bias over the 
Mississippi and Mackenzie basins; 
(3) Sorne increase in bias of climatological mean of runoff over ail three river 
basins. 
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3.3.2 Analysis ofthe climatological annual cycles 
1) Sensitivity ofthe water budget components 
An analysis of the climatological annual cycle of the water budget 
components was done to further investigate the sensitivity analysis carried out in the 
previous section. Differences in simulated mean annual cycle of the atmospheric 
water budget components for the SS-RS simulations pair are shown in Fig. 3.3a, 3.3c 
and 3.3e. As it can be seen, the significant reduction in evapotranspiration 
c1imatological mean over the Mississippi River basin from RS to SS resulted from a 
decrease in evapotranspiration from June to November. From February to May, 
however, evapotranspiration is larger in SS. Evaporation in MAN is strongly linked 
to the availability of soil water and is strongly impeded when soil moisture is low. 
During spring, soil is almost saturated (moisture is accumulated in the soil or in the 
snow pack from October to February) and MAN allows a larger evaporation than 
CLASS, for which canopy resistance limits excessive evapotranspiration. Large 
evaporation over the basin during spring in simulation SS, as weil as a relatively 
smail water-holding capacity (l 00 mm) of the bucket, results in very low soil water 
content during summer and early fall, and hence evaporation in SS is largely reduced 
in this period of the year. 
The change in the atmospheric moisture convergence (from RS to SS) over 
the Mississippi basin behaved in opposition to the evapotranspiration change. The 
decrease in evapotranspiration from July to November is counteracted by an 
increased atmospheric moisture flux convergence over the basin and a decreased 
precipitation. For February and March, evapotranspiration and moisture flux 
convergence changes had the same sign (both are increased) and therefore both 
contributed to precipitation increase. A similar situation is seen in June, where 
evapotranspiration and moisture flux convergence changes are both negative, 
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decreasing precipitation. 
In the previous section, it was shown that climatological mean water budget 
components over the St. Lawrence River had not changed significantly from RS ta 
SS. However, Fig. 3.3c shows that changes in the climatological annual cycles of 
evapotranspiration and precipitation are as strong as over the Mississippi River basin: 
large evapotranspiration and precipitation increases are noted during spring and early 
summer, and decreases from July to October. As well, the changes of the atmospheric 
moisture convergence and evapotranspiration have opposite signs during most of the 
year. However, the relatively large increase in moisture flux convergence over the 
Mississippi basin from July to September is not present over the St. Lawrence basin 
despite a comparable decrease in evapotranspiration (moisture flux convergence only 
increases in August). During summer, the expanded Atlantic subtropical anticyclonic 
circulation largely influences the Mississippi basin (Roads et al. 2003) and the 
reduced low-level atmospheric humidity caused by the decreased evapotranspiration 
could be compensated by moisture from the Gulf of Mexico. [t should be kept in 
mind that low-Ievel atmospheric specifie humidity over ocean is strongly influenced 
by sea-surface temperatures, which are the same in both (RS and SS) simulations. 
The response of the Mackenzie basin to the change of land-surface scheme is 
somewhat different from the other two basins. From late summer to winter, the water 
budget components remain essentially unchanged. As shown later, the snowmelt over 
the Mackenzie basin generally begins one or two months later than over the other twa 
basins. Therefore, the soil of the Mackenzie basin still con tains relatively large 
amount of water in summer and fall, allowing evaporation in simulation SS in late 
summer and faU, and reducing the difference between SS and RS. Nevertheless, 
larger evaporation in MAN than in CLASS is clearly visible during spring and early 
summer 
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Changes in the terrestrial components of the water budget (simulated runoff 
and terrestrial water storage tendency) by replacing CLASS with MAN are shown in 
Figs. 3.3b, 3.3d and 3.3f. The figures also show the change in precipitation minus 
evapotranspiration (P-E) that gives information about the net amount of moisture that 
the soil gains or looses in its interaction with the atmosphere. Over the Mississippi 
River basin, simulated runoff in SS is larger than in RS, from November to May (see 
Fig. 3.3b), which is mainly related to the difference in simulated terrestrial water 
storage: relatively small water holding capacity of the bucket (in simulation SS) 
limits the amount of water that can be absorbed and stored in soil, and the bucket 
often overflows. During July to October, runoff over the Mississippi basin is nearly 
equal in both simulations despite significant difference in simulated P-E. ln this 
period of the year, an important soil moisture deficit over the basin is present and 
almost ail the precipitation is stored in the soil (runoff is close to zero in both 
simulations). 
Runoff over the St. Lawrence basin is significantly decreased from June to 
October as a response to the replacement of CLASS with MAN, and significantly 
increased in March resulting from the snowmelt that is important enough to make the 
bucket to overflow with MAN. Over the Mackenzie basin, a large decrease of runoff 
in May is found, which is actually responsible for significant decrease in 
climatological runoff mean (see Table 3.2). Over the rest of the year, runoff over the 
Mackenzie basin remains similar in both simulations, except in March and July, when 
it is significantly increased. Such a large reduction in May runoff is partly related to 
decrease in simulated (P-E) (see Fig. 3.3f), but the main reason is a large decrease in 
simulated snow amount from RS to SS (Fig. 3.4). Note that over the Mackenzie River 
basin, snow generally melts in May. Fig. 3.4 shows that the use of MAN in lieu of 
CLASS results in snow-depth reduction over ail three river basins, but the change 
over the Mackenzie basin is the largest. Smaller snow amount are simulated by the 
land surface schemes, that use composite snow-soil parameterization (as is the case in 
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MAN) compared to the schemes where snow is parameterized as a discrete layer (as 
in CLASS), has been reported in the Project for lntercomparison of Land-Surface 
Parameterization Schemes (PlLPS; Bowling et al. 2003). 
Change in climatological aru1Ual cycles of the water budget components due 
to replacing NCEPINCAR by ERA40 driving data are shown in Fig. 3.S. In general, 
these changes are much smaller than those caused by the change of land surface 
scheme. Student's t-test and Wilcoxon rank-sum test, applied on data of each month 
separately, demonstrates that there is no statistically significant change in the water 
budget components over the Mississippi and St. Lawrence basins. The significant 
increase in climatological means of evapotranspiration over the St. Lawrence river 
basin (found in Section 3.3.1) is therefore related to the slight increase in 
evapotranspiration throughout the year. For the Mackenzie River basin, 
evapotranspiration is significantly increased during July to October when 
NCEPINCAR is replaced by ERA40. As weil, a significant increase in precipitation is 
present over Mackenzie basin in August and September. 
The comparison of lC and RS simulations shows that the changes in 
climatologal annual cycle (due to internai variability) can reach 0.07 mm dai' for 
sorne months. Spring and summer are the most affected seasons (see Fig. 3.6), while 
the most affected basin by internai variability is the St. Lawrence basin. However, 
changes in annual cycles of water budget components due to internai variability are 
much smal1er than those resulted from alternation of land surface scheme and driving 
data and are not statistically significant. 
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2) Comparison with observations 
Since internaI variability has little impact on the climatological arnmal cycles, 
validation (over a ten year period) is performed only for the RS, SS and Be 
simulations. 
Over the Mississippi River basin (see Fig. 3.7), precipitation and 
evapotranspiration are characterized in all simulations by positive biases during 
spring and negative biases during summer and faU. Note that annual cycles of quasi­
observed evapotransipration are derived as a residual from the atmospheric water 
budget, using monthly time series of observed precipitation as well as moisture flux 
convergence and atmospheric water storage tendency (AWST) calculated from 
atmospheric reanalyses (see Music and Caya 2007 for details). Relatively large 
uncertainty in evapotranspiration estimation during spring is related to the 
discrepancy of ERA40 and NCEPINCAR moisture flux convergence. Despite this 
uncertainty, it can be seen that the annual cycles of the atmospheric water budget 
components simulated in RS and BC are closer to quasi-observations than those 
simulated in SS (see also Fig. 3.8 and 3.9, for biases). 
The runoff is underestimated throughout the whole year (with the exception of 
March and April) in RS and BC, and from May to November in SS (see Fig. 3.7e). 
Simulated snow water equivalent in SS is closer to the observations (Brown et al. 
2003) than snow water equivalent simulated in RS and BC (see Fig. 3.7h). 
The agreement between the various sources of precipitation observations for 
the St. Lawrence basin is not as good as for the Mississippi basin (see Fig. 3.10). 
However, all three observation datasets show that precipitation increases from March 
to July, then remains relatively constant from July to November, and then begins to 
decrease in winter. The simulated precipitation decreases from May to September in 
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SS and from June to September in RS and BC. This creates a negative bias in late 
summer and fall for all simulations. From April to June, precipitation is 
overestimated in ail simulations. The biases in precipitation allOuai cycles seem to be 
linked to the out of phase reduction in the simulated evapotranspiration since the 
reanalysis moisture flux convergence and AWST are weil captured in all simulations. 
As for Mississippi basin, simulated annual cycles of precipitation and 
evapotranspiration in RS and BC are in better agreement with observations (see also 
Fig. 3.11 and 3.12, for biases). 
Simulated allOuai cycle of runoff over the St. Lawrence basin is compared to 
the observed, VIC and GRDC runoffs in Fig. 3.1 Oe. Since observed monthly runoff is 
affected by water regulation activities and GRDC runoff is not wholly appropriate for 
the period studied here (1987-96), we believe that the hydrological model VIC forced 
with observed meteorological data actually provides the "best" estimate of the natural 
allOuaI cycle of runoff over the St. Lawrence River basin. As can be seen, RS and BC 
runoffs are characterized by somewhat smaller biases (with respect to the VIC runoff) 
than SS runoff during June to October as weil as in March. Biases in simulated runoff 
are partly related to the biases in simulated (P-E). For example, negative biases in (P­
E) from May to October in the SS simulation contribute to the runoff underestimation 
in this period of the year. 
Simulated snow water equivalents over the St. Lawrence River basin are 
smaller than observed in ail simulations and biases in SS are somewhat larger than in 
RS and BC (see Fig. 3.l0h). Note that snow observations over the St. Lawrence basin 
show that an important amount of snow melts from March to April and hence runoff 
reaches its maximum in April. This is not seen in runoff derived from the streamflow 
observations, but VIC as well as GRDC runoff has a maximum in April. 
Simulated and observed (quasi-observed) allOuai cycles of the water budget 
lOI 
components over the Mackenzie River basin are compared in Fig. 3.13, while 
simulation biases are shown in Figs. 3.14 and 3.15. As for the other two river basins, 
arumal cycles of observed (quasi-observed) atmospheric water budget components are 
better captured in RS and BC than in SS simulation. In summer, simulated moisture 
flux convergences in RS and BC are somewhat smaller than those based on 
NCEPINCAR and ERA40 reanalyses while evapotranspiration is slightly larger than 
the quasi-observation and therefore the simulated annual cycle of precipitation 
appears to be weil captured. In simulation SS, an overestimation of precipitation and 
evapotranspiration is visible during spring and early summer. The atmospheric 
moisture flux convergence in SS is underestimated from April to October. Note that 
ERA40 and NCEPINCAR annual cycles of the moisture flux convergence are very 
close, but it should kept in mind that their climatological means are overestimated 
when compared to climatological mean of observed runoff. Runoffs simulated in RS 
and BC reach their maxima in Mayas in the observations, but a large positive bias is 
present. This bias is related to the overestimation of observed snow water equivalent 
(see Fig. 3.13h). For the rest of the year, runoff in ail simulations is underestimated, 
especially during summer, partly related to the to the (P-E) negative bias. 
3.3.3 Investigation ofinter-annual variability 
In order to determine magnitudes of interannual variability of the water 
budget components over the investigated river basins and to assess its sensitivity to 
the change in land surface parameterisations, lateral boundary and initial conditions, 
the interannual standard deviation (SD) of the water budget components is computed 
for each simulation as: 
1/21 N=39 
SD, == -- 2(X,) - X,)2 , (3.1) 
( ]N-l )=1 
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where J( is climatological mean of variable X (spatially averaged over a basin) 
from simulation i (RS, SS, BC or lC), and X ij is the annual mean for year j for 
simulation i. Table 3.5 presents the interannual standard deviations of the water 
budget components in the reference simulation and summarises their sensitivity to the 
model configuration change. A Fisher's test applied to the data of the SS-RS, BC-RS 
and IC-RS simulations pair shows that changes in interannual standard deviation are 
not statistically significant (except for SS-RS evapotranspiration for the St. Lawrence 
basin) at the level of a = 0.05. 
Table 3.5 also shows the coefficient of variations (CV) of the water budget 
components of the reference simulation, which is the ratio of standard deviation to the 
climatological mean and is a useful statistic for comparing the degree of variation of 
variables having different clîmatological means. Mississippi River basin has the 
largest coefficient of variation of ail water budget components, meaning the largest 
interannual variability in its hydrological cycle. 
3.4 Summary and conclusion 
The goal of the present study was to assess the sensitivity of the water budget 
components of the Canadian Regional Clîmate Model (CRCM) to the formulation of 
land surface processes, lateral boundary and initial conditions. This helps in 
estimating the uncertainty in the simulated water budget components that is required 
to assess the signal to noise ratio (measure of signal strength relative to background 
noise) in climate change projections. An ensemble of multi-year simulations 
generated over North America was used. The first simulation pair (referred to as SS­
RS) was built in a way to assess the sole effect of the land surface scheme: the 
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simulation RS was based on a state-of-the-art land surface scheme (CLASS, 
Verseghy et al. 1993), while in SS a Manabe-based land surface scheme (MAN) with 
a constant water holding capacity of 100 mm was used. The second pair (BC-RS) 
consists of simulations differing only in 1ateral boundary conditions: RS was driven 
by NCEPINCAR and BC with ERA40 reanalyses. InternaI variability of the selected 
CRCM configuration was evaluated using another pair of simulations (lC-RS) 
differing on1y in initial conditions. Sensitivity analyses were carried out for 
climatological means, climatological annual cycles and interanual variability over 
three North American River basins that were selected to coyer a large range of 
climate conditions: Mississippi, St. Lawrence and Mackenzie River basins. In 
addition an evaluation of simulated water budget components from various sets of 
observations was done. 
Change in climatological mean of the water budget components from the 
change in land-surface parameterisation varied from basin to basin. Over the 
Mississippi and Mackenzie River basins, there was a statisticaUy significant change 
in climatological means of aU water budget components, with the exception of 
precipitation over the Mississippi basin. Climatological means of the water budget 
components over the St. Lawrence basin due to change in land surface 
parameterisation were not affected by the in a statistically significant way. 
Analysis of climatological annual cycles indicated that there was an important 
increase in evaporation from RS to SS during spring and early summer over aU three 
river basins. In general, the increased spring evaporation was counteracted by 
decreased moisture flux convergence and increased precipitation. Snow dept was 
reduced over aIl three basins, but the change over the Mackenzie basin was the 
largest. During late summer and faU, there was a large reduction in evaporation and 
precipitation from RS to SS over the Mississippi and St. Lawrence river basins, while 
changes over the Mackenzie basin were relatively small. The larger availability of 
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soil water limits the summer reduction in evaporation and precipitation over this 
basin. 
Comparison with observations indicated somewhat smaller biases of 
precipitation climatological means in simulation RS than in SS, over aIl three river 
basins. However, over the Mississippi and Mackenzie basins, climatological mean of 
simulated runoff in SS was in better agreement with observations. Biases in 
climatological mean of evaporation over the Mississippi and St. Lawrence basins 
were smaller in SS. The comparison of simulated with observed (derived from 
observations) annual cycles showed that the use of a state-of-the-art land surface 
scheme provide more realistic climatological annual cycles of the water budget 
components for all three river basins. 
Sensitivity of the water budget components to the change in lateral boundary 
conditions was much smaller than sensitivity to the change in land-surface 
parameterisation. It is important to keep in mind that ERA40 and NCEP data are in 
much better agreement to each other than are model data obtained from different 
GCMs. The sensitivity from reanalysis data to GCM data will be investigated in a 
forthcoming paper together with the climate-change signal in all the water budget 
components. Mackenzie river basin is the most sensitive to the change in boundary 
conditions: climatological means for ail water budget components were increased 
significantly. Over the St. Lawrence basin only evapotranspiration was increased 
significantly, while over the Mississippi river basin, the changes were not statistically 
significant. Changes in climatological annual cycles from RS to BC were relatively 
small. 
Comparison of the IC to the reference simulation indicated that changes in 
climatological means over the investigated river basins were smaller or equal to 0.01 
mm dai l . The most sensitive seasons to internaI variability were spring and summer 
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and the most affected basin was the St. Lawrence basin. None of these changes with 
lC were statistically significant. 
Results of analysis of inter-annual variability demonstrated that there were no 
statistically significant changes in interannual standard deviation for SS-RS, BC-RS 
and IC-RS simulation pairs. 
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Table 3.1 Experimental configurations of the CRCM simulations. 
Name Model version Nesting data Period 
RS CRCM 4.0 NCEPINCAR 1959-1999 
SS CRCM 3.7 NCEPINCAR 1959-1999 
BC CRCM 4.0 ERA40 1959-1999 
lC CRCM 4.0 NCEPINCAR 1958-1999 
- - - -
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C 
Table 3.2 Change in climatological mean (in mm da/ and in %) of the water budget 
components for the period 1961-99 as a response to the change in land-surface 
parameterisation (MAN vs CLASS), lateral boundary conditions (ERA40 vs NCEP) 
and internai variability (initial conditions). The error in closing the simulated water 
budget is also indicated. A star indicates a statistically significant change at the level 
a = 0.05. 
-XRS (Xss - XRS ) (XBC - XRS ) (X IC - XRS ) 
(mm/day) MAN vs CLASS ERA40 vs NCEP INTERNAL_VARIAB. 
-
-
Mississippi 1.96 -0.07 (-4%) +0.04 (+2%) 0.00 (0%) 
St-Lawrence 2.30 -0.06 (-3%) +0.08 (+3%) -0.01 (-0.4%) 
P 
Mackenzie l.l5 +0.08* (+7%) +0.10* (+9%) 0.00 (0%) 
Mississippi 1.64 -0.17* (-10%) +0.03 (+2%) 0.00 (0%) 
St- Lawrence 1.39 0.00 (0%) +0.05* (+4%) 0.00 (0%) 
E 
Mackenzie 0.61 +0.15* (+25%) +0.04* (+6%) 0.00 (0%)
 
Mississippi 0.31 +0.10* (+32%) -0.01 (-3%) 0.00 (0%)
 
St-Lawrence 0.94 -0.06 (-6%) +0.03 (+3%) -0.01 (-1%)
 
Mackenzie 0.58 -0.07* (-12%) +0.06* (+10%) 0.00 (0%)
 
Mississippi 0.32 +0.11*(+34%) -0.01 (-3%) 0.00 (0%)
 
St-Lawrence 0.91 -0.06 (-7%) +0.03 (+3%) -0.01 (-1%)
 
R 
Mackenzie 0.54 -0.08* (-15%) +0.04* (+7%) 0.00 (0%) 
Closure Mississippi 0.01 0.00 0.00 0.00
 
error St-Lawrence 0.03 0.00 0.00 0.00
 
(mm/d) Mackenzie 0.04 0.00 0.00 0.00
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Table 3.3 Streamflow data sources 
Basin name Station name Data source Drainage area (km2 ) 
Mississippi Vicksburg USGS' 2868901 
St. Lawrence Cornwall HYDATb 774000 
Mackenzie Arctic Red River HYDAT 1 680000 
a U.S. Geological Survey (for data download, see http://waterdata.usgs.gov/nwis/sw).
 
b HYDAT. 1999. Canadian hydrologieal data available on CD-ROM (version 99­

2.00), National Water Data Archive, Environment Canada, available through the
 





Table 3.4 Biases of simulated climatological means (in mm dai 1 and in %) of 
precipitation (BIAS_P), evapotranspiration (BIAS_E), vertically integrated moisture 
flux convergence (BIAS_C) and runoff(BIAS_R). BIAS_P is calculated with respect 
to the mean observed precipitation; BIAS_E is calculated with respect to the average 
of the estimates based on terrestrial water budget; BIAS_R is ca1culated with respect 
to naturalized runoff (R_NAT) for the Mississippi basin, observed runoff (R_OBS) 
for the Mackenzie basin, and averaged runoff (observed, VIC and GRDC runoff, 
R_MEAN) for the St. Lawrence basin; BIAS_C is calculated with respect to the 
averaged NCEPINCAR and ERA4ü convergence. 
RS SS Be 
Mississippi -0.23 (-10%) -0.28 (-12%) -0.16 (-7%) 
BIAS P St-Lawrence -0.33 (-12%) -0.36 (-14%) -0.21 (-8%) 
Mackenzie 0.09 (8%) 0.16 (14%) 0.15 (14%) 
Mississippi 0.09 (6%) -0.07 (-4%) 0.17 (11%) 
BIAS E St-Lawrence -0.35 (-20%) -0.30 (-17%) -0.29 (-17%) 
Mackenzie 0.02 (3%) 0.16 (26%) 0.04 (6%) 
Mississippi -0.32 (-48%) -0.22 (-33%) -0.33 (-50%) 
BIAS R St-Lawrence 0.00 (0%) -0.07 (-8%) 0.06 (7%) 
Mackenzie 0.07 (14%) 0.00 (0%) 0.11 (22%) 
Mississippi -0.27 (-45%) -0.13 (-22%) -0.27 (-45%) 
BIAS e St-Lawrence 0.00 (0%) -0.09 (-10%) 0.06 (6%) 
Mackenzie -0.06 (-9%) -0.13 (-19%) -0.02 (3%) 
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Table 3.5 Change in interannual standard deviation (SD) of the water budget 
components for the period 1961-99 as a response to the change in land surface 
parameterisation (MAN vs CLASS), lateral boundary conditions (ERA4ü vs NCEP) 
and initial conditions (InternaI variability). The error in closing the simulated water 
budget is also indicated. A star indicates a statistically significant change at the level 
a=O.05. 
SDRS SDss ­ SDRS SDBC -SDRS SD1C -SDRS CVRS 
MAN vs CLASS ERA40 vs NCEP INTERNAL VARIAS 
P Mississippi 0.20 0.00 0.03 0.01 0.10 
(mm/d) St-Lawrence 0.19 0.03 0.00 0.00 0.08 
Mackenzie 0.08 0.09 0.00 0.00 0.07 
E Mississippi 0.12 -0.01 0.02 0.00 0.07 
(mm/d) St-Lawrence 0.05 0.05* 0.00 0.00 0.03 
Mackenzie 0.04 0.00 0.01 0.00 0.06 
C Mississippi 0.10 0.02 0.02 0.01 0.33 
(mm/d) St-Lawrence 0.19 -0.02 0.00 0.00 0.20 
Mackenzie 0.08 -0.01 0.01 0.00 0.14 
R Mississippi 0.10 0.02 0.01 0.00 0.31 
(mm/d) St-Lawrence 0.15 0.02 0.00 0.00 0.17 
Mackenzie 0.05 0.00 0.01 0.00 0.10 
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Fig. 3.1 CRCM simulation domain and topography. The Mississippi, St. Lawrence and Mackenzie River basins 
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Label Identifier for different estimates of 
evapotranspiration 
Mississippi River basin: 
E_EST_TB(P_MEAN, R_NAT): difference between 
the average of observed precipitation (P_MEAN) and 
naturalized runoff (R_NAT); 
E_EST_AB(P_MEAN, C_NCEP/ERA4ü): difference 
between the P_MEAN and reanalysis moisture flux 
convergence; 
St. Lawrence River basin: 
E_EST_TB(CANGRID/GPCP/CRU, R_MEAN): 
diference between CANGRID/GPCP/CRU precipitation 
and the average oF observed, VIC and GRDC mnoff 
(R_MEAN); 
E_EST_AB(CANGRID/GPCP/CRU, C_MEAN): 
diference between CANGRID/GPCP/CRU precipitation 
and the average of NCEP/NCAR and ERA4ü 
convergence (C_MEAN); 
Mackenzie River basin: 
E_EST_TB(CANGRID/GPCP/CRU, R_OBS): 
diference between CANGRID/GPCP/CRU precipitation 
and observed runoFf (R_OBS); 
E_EST_AB(CANGRID/GPCP/CRU, C_MEAN): 
diference between CANGRID/GPCP/CRU precipitation 
and the average of NCEP/NCAR and ERA4ü 
conver ence C MEAN; 
Fig. 3.2 Comparison of simulated and observed (quasi-observed) water budget components averaged in space over 
a basin and in time over a ten-year period. C: Convergence; P: Precipitation; E: Evapotranspiration; EST: 
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Fig. 3.3 Difference belween climatological monthly means of the almospheric (Ieft) and terrestrial (right) water 
budget components for the SS/RS simulation pair. Value on the curve identified by a star indicates 
slatistically significant difference at the level a = 0.05. 
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Fig. 3.5 Difference between climatological monthly means of the atmospheric and terrestrial water budgets for the 




-DELTA P MISSISSIPPI	 -OELTA_TWSI 0.08	 0.08JC-R5	 -DELTA-E JC·R5 - DELTA_(P-E)
-DELTA-C0.06	 0.06 -DELTA RDELTA-AWST 
0.04	 0.04 







.§. -0.02 l ·0.02
 Ê
./	 < 














008	 -DELTA-E ST-LAWRENCEIC-RS 

































IC-RS	 -OELTA E IC-RS 
0.06	 0.06 
-DELTA AWST	 -DELTA R 
0.04	 0.04 
0.02	 ~ 0.02 
...... ~	 ~ <:> E 
-0.02 4 5 6 ?~ Il --12 3~4 5 ~~VIO 11 ----12.§. -0.02 
0.04	 -0.04 
0.06	 -0,06 





rime (months)	 Tlme (monlhs) 
Fig_ 3.6 Difference between climatological monthly means of the atmospheric and terrestrial water budgets for the 
ICIRS simulation pair. 
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Fig. 3.7 Climatological annual cycle of simulated and observed (quasi-observed) water budget components over 
the Mississippi River basin for the period 1988-97: (a) precipitation, P; (b) evapotranspiration, E; (c) 
vertically integrated horizontal moisture convergence, C; (d) atmospheric water storage tendency, AWST; (e) 
runoff, R; (f) terres trial water storage tendency, T WST; (g) difference between precipitation and 
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Fig_ 3.8 The simulation biases for the atmospheric water budget components for the Mississippi basin: bias of 
simulated P with respect to the average of CCR, GPCP and CRU precipitation, BIAS](MEAN); bias of the 
simulated C with respect to the one of the NCEPINCAR and ERA40, BIAS_CCNCEP/ERA40); bias of the 
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Fig. 3.9 The simulation biases for the terres trial water budget components for the Mississippi basin: bias of 
simulated R with respect to the naturalized runoff, BIAS_R; bias of the simulated TWST, 
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Fig. 3.10 Climatological annual cycle of simulated and observed (quasi-observed) water budget components over 
the St. Lawrence basin for the period J988-97. (a) precipitation, P; (b) evapotranspiration, E; (c) vertically 
integrated horizontal moisture convergence, C; (d) atmospheric water storage tendency, AWST; (e) runoff, 
R; (f) terrestrial water storage tendency, TWST; (g) difference between precipitation and evapotranspiration, 
poE; (h) snow water equivalent, SWE. 
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Fig.	 3.11 The simulation biases for the St. Lawrence RB: bias of simulated P with respect to the 
CANGRID/GPCP/CRU precipitation, BIAS](CNGRD/GPCP/CRU); bias of the simulated C with respect 
to the averaged NCEP/NCAR and ERA40 moisture flux convergence, BIAS_C(MEAN); bias of the 
simulated AWST, with respect to the averaged NCEPINCAR and ERA40 AWST, BIAS_A WST(MEAN). 
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Fig. 3.12 The simulation biases for the terres trial water budget components for the St. Lawrence basin: bias of 
simulated R with respect to the VIC runoff, BIAS_R; bias of the simulated TWST with respect to the 
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Fig. 3.13 Climatological annual cycle of simulated and observed (quasi-observed) water budget components over 
the Mackenzie basin for the period 1987-96. (a) precipitation, P; (b) evapotranspiration, E; (c) vertically 
integrated horizontal moisture convergence, C; (d) atmospheric water storage tendency, AWST; (e) mnoff, 
R; (f) terrestrial water storage tendency, TWST; (g) difference between precipitation and evapotranspiration, 
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Fig.	 3.14 The simulation biases for the Mackenzie basin: bias of simulated P with respect to the 
CANGRD/GPCP/CRU precipitation, BIAS](CNGRD/GPCP/CRU); bias of the simulated C with respect 
to the averaged NCEPINCAR and ERA40 moisture flux convergence, BIAS_C(MEAN); bias of the 
simulated AWST, with respect to the averaged NCEPINCAR and ERA40 AWST, BIAS_AWST(MEAN). 
The error in c10suring the simulation water budget is also shown. 
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Fig. 3.15 The simulation biases for the terrestrial water budget components for the Mackenzie basin: bias of 
simulated R with respect to the VIC runoff, BIAS_R; bias of the simulated TWST with respect to the 





4.1 Conclusions principales de la recherche 
Dans un cadre général, la présente recherche nous a permis d'affiner notre 
compréhension des différents processus reliés au cycle de l'eau en utilisant le Modèle 
Régional Canadien du Climat (MRCC). L'utilisation des modèles comme des outils 
permettant l'approfondissement de nos connaissances nous oblige à confronter leur 
réalité virtuelle avec le monde réel, que malheureusement nous ne comprenons que 
partiellement. De nombreuses incertitudes impliquées dans l'évaluation du cycle 
hydrologique simulé par un modèle sont donc inévitables et imposent d'une certaine 
manière les échelle spatiale et temporelle qui peuvent être traitées. L'approche 
développée dans cette thèse comprend une analyse à l'échelle multi-annuelle pour 
l'ensemble d'un bassin versant assez grand, permettant une évaluation par une 
réduction importante des erreurs dans les champs observés et simulés. 
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Un des volets importants de cette recherche était d'évaluer si tout le 
développement qui a eu lieu dans le module physique du MRCC de la version 3.6 
vers la version 4.0 a changé son habileté à simuler les composantes principales du 
bilan de l'eau. Autrement dit, il a permi d'évaluer si une meilleure représentation des 
processus sous maille dans le MRCC_V4.0 ait rendu son cycle hydrologique plus 
réaliste. Notons ici que le MRCC_V3.6 utilise le module physique de la première 
version du MRCC développé vers le milieu des années 1990 (Caya et Laprise, 1999). 
Les résultats d'évaluation du cycle hydrologique simulé par le MRCC_V3.6 
sur le bassin versant du Mississippi (chapitre II) ont montré les limites de cette 
version du modèle à reproduire correctement les valeurs annuelles ainsi que le cycle 
annuel des composantes principales du bilan d'eau. Des biais importants dans les 
valeurs moyennes annuelles d'évapotranspiration (+0.7 mm jour- I i.e. +42%), de la 
précipitation (+0,4 mm jour-' i.e. + 17%)) et du ruissellement (-0,3 mm jour-' -41 %)) 
ont été identifiés. L'analyse du cycle annuel a montré des surestimations de 
l'évapotranspiration et de la précipitation durant l'été. Par contre, la convergence 
d'humidité et le ruissellement sont sous-estimés pour la plupart de l'année. Une 
erreur de fermeture du bilan annuel de l'eau simulé de 0,1 mm jour-' a été notée. 
Étant donné que la convergence de flux de l'humidité est calculée à chaque pas de 
temps pour tous les niveaux du modèle, cette erreur est attribuée au schéma 
numérique semi-Iagrangien qui introduit une légère non-conservation des variables 
pronostiques. Notons ici que le schéma semi-Iagrangien permet l'utilisation d'un pas 
de temps plus long par rapport au schéma eulérien et diminue le coût de calcul de 
façon importante. 
La conclusion tirée de l'évaluation du cycle hydrologique du MRCC_V3.6 sur 
le basin du Mississippi est que la représentation simplifiée des processus de surface 
est à l'origine de ces biais. Le schéma de surface utilisé dans le MRCC_V3.6 est 
constitué d'une seule couche où la végétation est traitée implicitement. Dans les 
133 
années 1980, lors du développement de ce schéma, des valeurs de capacité de 
rétention de l'eau dans le sol (WCAP) plus élevées ont été retenues pour prendre en 
compte les effets de la végétation dont les racines, notamment celles des arbres, 
peuvent prélever de l'eau jusqu'à une profondeur de plusieurs mètres. Par 
conséquent, la capacité en eau du sol et le facteur d' évapotranspiration f3 ont été 
définis en fonction du type de sol et de la végétation. L'influence des stomates des 
plantes sur la transpiration n'est cependant pas considérée. Les valeurs assez grandes 
de capacité en eau (528 mm, moyenné sur le bassin du Mississippi) ainsi que 
l'absence des résistances des stomates et du drainage vertical du sol résulte en une 
grande quantité d'eau stockée dans le sol, prête à retourner dans l'atmosphère par 
évaporation lorsque suffisamment d'énergie est fournie par la radiation. En été, 
lorsque l'énergie radiative est importante, une forte surestimation de l'évaporation a 
été notée. 
Les changements entre la version 3.6 et 4.0 du modèle ont été introduits afin 
de rendre l'évapotranspiration du modèle plus près de la réalité. Le remplacement du 
schéma de radiation solaire à deux bandes avec le schéma à quatre bandes (Puckrin et 
al. 2004) ainsi que le traitement amélioré de la couverture des nuages ont réduit le 
rayonnement net à la surface et par conséquence les flux de chaleur latente et 
sensible. L'utilisation d'un schéma de surface de la deuxième génération (CLASS, 
Verseghy 1991, Verseghy et al. 1993) qui, entre autres, introduit le paramétrage 
explicite de résistance des stomates de la végétation, contribue à la réduction 
d'évapotranspiration entre les versions 3.6 et 4.0. Finalement, un mélange plus 
efficace dans la couche limite (non-local mixing) de la chaleur et l'humidité introduit 
par un nouveau schéma de transfert turbulent (Jiao et Caya 2006) implique des 
conditions moins favorables à la convection, réduisant la précipitation. L'effet total de 
tous ces changements dans les paramétrages physiques du MRCC est une réduction 
importante des biais moyens annuels d'évapotranspiration (de 42% à 10%) et de 
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précipitation (de 17% à -6%) ainsi qu'une meilleure représentation de la distribution 
spatiale de ces variables. Les cycles annuels de précipitation, d'évapotranspiration, de 
convergence de flux d'humidité et de tendance dans le stockage de l'eau terrestre ont 
également montré une amélioration importante. Cependant, on n'a pas noté de 
changements significatifs de la convergence d'humidité atmosphérique ni du 
ruissellement annuel. 
Afin de mieux comprendre le rôle de paramétrage des processus de surface 
dans le cycle hydrologique du MRCC, nous avons, au chapitre JII, analysé une paire 
de simulations basée sur deux versions du modèle (MRCC_V3.7/MRCC_V4.0) où la 
seule différence était le paramétrage des processus de surface. La version 3.7 du 
MRCC utilise un schéma de type Manabe (<< bucket ») qui est en fait le schéma utilisé 
dans la version 3.6, mais avec une capacité de rétention de l'eau du sol réduit et 
uniformisé à 100 mm. L'objectif de cette réduction importante de la capacité de 
rétention par rapport aux valeurs utilisées dans le MRCC_V3.6 était de réduire 
l'évaporation excessive pendant l'été à des valeurs plus près des observations. Cette 
réduction de l'évaporation par conservation a réduit également la précipitation. 
Notons ici que Manabe (1969) a proposé une valeur de 150 mm à partir des 
contraintes de son modèle (production de ruissellement à partir d'une certaine 
humidité) et non à partir d'observations. De l'analyse effectuée sur les trois grands 
bassins versants (Mississippi, Saint-Laurent et Mackenzie) nous concluons que le 
schéma simple basé sur Manabe (1969) a d'importante limitation dans la simulation 
des processus associés à l'évapotranspiration. Si les biais dans les moyennes 
annuelles des composantes principales du cycle de l'eau pour les simulations basées 
sur les deux schémas de surface sont plutôt similaires, les cycles annuels utilisant le 
schéma de Manabe montrent des biais très grands. Cependant, la simplicité du 
schéma de Manabe diminue le coût de calcul de façon importante et il est encore 
utilisé dans la construction d'ensemble de simulations nécessaires pour établir des 
projections climatiques. 
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Nous avons également analysé la sensibilité du cycle hydrologique du modèle 
face aux données utilisées pour le piloter à ses frontières. Sachant que le MRCC est 
un modèle régional, ses simulations sont contraintes par les informations provenant 
du pilote au travers de ses frontières. L'analyse de différences entre deux simulations 
générées avec le MRCC_V4.Û dont une pilotée par la réanalyse NCEPINCAR et 
l'autre par la réanalyse ERA4û a mis en évidence cette sensibilité. Par exemple, sur le 
bassin de Mackenzie, les moyennes climatologiques de toutes les composantes du 
bilan de l'eau provenant de la simulation pilotée par la réanalyse NCEPINCAR ont 
été significativement plus grandes que celles qui sont basées sur la simulation pilotée 
par la réanalyse ERA4û. 
L'analyse d'une troisième paire de simulations avec des conditions initiales 
différentes a montré que la variabilité interne du modèle à l'échelle des bassins 
versants est négligeable par rapport aux modifications introduites par le changement 
du schéma de surface et du pilote. Cette analyse de la variabilité interne permet de 
dire que les différences observées dans nos expériences sont réellement le fruit des 
modifications apportées dans la configuration du modèle et ne sont pas simplement 
liées au « bruit» généré par la variabilité interne. 
En résumé, une méthode intégrée d'analyse et de validation du cycle 
hydrologique simulé par des modèles du climat a été développée au cours de cette 
thèse. Elle a permis l'évolution du cycle hydrologique simulé par trois versions du 
MRCC se caractérisant par des niveaux de complexité différents. La sensibilité des 
composantes principales du cycle de l'eau aux différents paramétrages physiques, aux 
données utilisées pour piloter le modèle et aux conditions initiales a également été 
examinée. L'ensemble des résultats a montré que l'introduction de nouveaux 
paramétrages dans le MRCC permet de minimiser les biais de son cycle 
hydrologique. 
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4.2 Pertinence de la recherche, contribution à l'avancement des 
connaissances et originalité 
Une gestion appropriée des ressources en eau est primordiale. Les 
informations quantitatives sur les composantes principales du cycle hydrologique 
sont à la base de toutes réflexions au sujet de la gestion des eaux. Étant donné que les 
modèles régionaux peuvent fournir ces informations tant pour le climat actuel que 
pour le climat futur, il est de grande importance d'évaluer et d'améliorer leurs cycles 
hydrologiques. En effet, une évaluation compréhensive du cycle hydrologique ainsi 
qu'une bonne compréhension des processus y prenant place est primordiale au 
développement des modèles. 
La présente thèse contribue à l'avancement des cOimaissances sur les capacités 
et limitations impliquées dans la quantification du cycle de l'eau par des simulateurs 
du climat, ainsi que par les observations disponibles. La méthodologie développée 
combine les simulations effectuées avec le MRCC avec diverses bases de données 
d'observations et de réanalyses et met l'accent sur leurs limitations inhérentes. Les 
résultats permettent de mieux comprendre le fonctionnement du climat et de 
quantifier divers termes du bilan hydrique ainsi que les incertitudes associées à 
l'échelle des bassins versants. Ces études sont essentielles pour cerner les incertitudes 
associées aux simulations du climat présent, ainsi que celles associées aux projections 
des changements climatiques. 
L'originalité principale de la thèse consiste en: (i) la mise en commun de 
multiples sources d'informations, simulations et mesures, afin de « fermer» le bilan 
et d'obtenir une vision complète des divers termes contribuant à l'équilibre du bilan 
de l'eau à l'échelle de bassins versants; (ii) la quantification de chacune des 
composantes du bilan de l'eau à l'échelle de bassins versants; (iii) l'évaluation de la 
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sensibilité de chacune des composantes du bilan de l'eau à l'échelle des bassins 
versants au schéma de surface, aux données du pilote et aux conditions initiales. 
La présente thèse doit beaucoup aux travaux des nombreux chercheurs de 
l'UQÀM et d'Ouranos qui ont participé au développement de trois versions du 
MRCC utilisé dans cette étude ainsi qu'à l'équipe Simulations climatiques d'Ouranos 
qui a effectué les longues simulations analysées. Ma contribution personnelle consiste 
principalement dans la recherche et la manipulation des vastes archives de données 
provenant des réanalyses et des observations. J'ai développé la méthodologie et 
accompli tous les calculs diagnostiques nécessaires pour quantifier le cycle de l'eau 
sur les trois bassins versants étudiés, ce qui requiert une application adéquate des 
méthodes de calcul et informatiques scientifiques avancées. 
4.3 Limites de la recherche 
La méthode intégrée d'analyse et de validation du cycle hydrologique simulé 
par un modèle du climat est attirante et raisonnable, cependant il est très important de 
reconnaître ses limites. Certaines de ces limites proviennent de l'incertitude sur les 
données observées. Premièrement, il faut mettre l'accent sur l'incertitude de la 
convergence de flux d'humidité atmosphérique calculé à partir des variables 
assimilées (1 'humidité et la vitesse du vent) des réanalyses. La résolution spatiale 
(horizontale et verticale) et temporelle des données atmosphériques et le traitement 
des processus de surface dans le modèle de réanalyse peuvent avoir une influence 
importante sur le champ calculé du flux d'humidité. Plusieurs chercheurs ont attiré 
l'attention sur la différence qui apparaît quand le calcul est exécuté sur la coordonnée 
verticale du modèle de réanalyse et sur la coordonnée de pression (Trenberth, 1995; 
Trenberth and Guillemot 1995; Trenberth, 1997; Seneviratne et al. 2004). La 
meilleure estimation est atteinte si le calcul est effectué sur les coordonnées propres 
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du modèle et à sa résolution originale. Nous avons montré l'existence d'une 
différence assez importante entre la convergence de flux d'humidité provenant des 
deux réanalyses (NCEPINCAR et ERA40) qui utilisent différents modèles et 
méthodes d'assimilation de données. Le plus grand désaccord a été trouvé sur le 
bassin du Mississippi où la différence entre les moyennes annuelles basées sur dix 
ans était 0.2 mm/jour ou 40%. Notons que la convergence du flux d'humidité a été 
calculée à partir des données de réanalyses NCEPINCAR et ERA40 à leurs 
résolutions originales et sur les coordonnées des modèles. 
Une autre façon d'évaluer la fiabilité de la convergence d'humidité des 
réanalyses consistait à comparer la moyenne annuelle sur un bassin donné avec la 
quantité d'eau qui sort du bassin par l'écoulement terrestre, le débit à l'exutoire. 
Toutefois, les mesures des débits des rivières sont aussi affectées par de nombreux 
facteurs tels: la régulation aux barrages, les détournements d'eau, la croissance de la 
glace fluviale au cours de la saison hivernale, etc. D'autres sources de données 
relativement fiables du ruissellement sont les modèles hydrologiques forcés avec des 
données météorologiques observées. Ces modèles doivent cependant êtres étalonnés; 
ce qui demande une longue série d'observations journalières de précipitation et de 
débit. 
Les estimations des précipitations à partir des données observées peuvent 
aussi être biaisées dans certaines régions. Les ensembles de données historiques de 
précipitation sont basés sur des mesures aux stations météorologiques avec des 
capteurs (précipitomètre) qui peuvent ne pas capturer toute la précipitation. En plus, 
les stations météorologiques sont distribuées de façon irrégulière et sont 
essentiellement centrées dans les zones densément peuplées et à basse altitude. Par 
conséquent, les estimations de taux de précipitation dans les régions où il y a peu de 
stations météorologiques se caractérisent par une fiabilité limitée. 
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Il faut aussi souligner que les contraintes reliées à la disponibilité des données 
d'observations nous avaient obligé d'effectuer la comparaison des bilans simulé et 
quasi-observé sur une periode de 10 ans. Les statistiques issues de cette periode 
relativement courte pourait gagner en fiabilité si la periode de reference était plus 
longue. 
Finalement, il faut reconnaître que le cycle de l'eau est étroitement lié à celui 
de l'énergie et une évaluation intégrée de tous les termes impliqués dans les bilans 
d'eau et d'énergie est donc préférable. Cependant, les données historiques des 
différents termes du bilan radiatif et des flux énergétiques dans l'atmosphère et en 
surface ne sont pas disponibles. Récemment (en 1998), un programme de mesure des 
flux d'énergie, d'eau et de CO2 sur plusieurs sites couvrant certaines régions du globe 
a été lancé dans le cadre de « Fluxnet Network » (Baldocchi et al. 2001). Les 
méthodes d'assimilation des données pour obtenir les meilleures estimations de flux à 
partir des ces observations (comme, par exemple, dans le cas des réanalyses) ne sont 
pas encore élaborées (Roads et al. 2003). Certains chercheurs comparent les flux 
énergétiques simulés par leurs modèles avec ceux des réanalyses, malgré le fait que 
les flux énergétiques des réanalyses soient purement les résultats du modèle de 
réanalyse (n'étant pas contraints par des observations). Ainsi, d'autres chercheurs 
entreprennent les inter-comparaisons des flux provenant de leurs modèles avec 
d'autres modèles (voir Bengtsson 2001, Jacob et al. 2001). 
En résumé, on devrait porter une attention particulière aux limites de la 
fiabilité des résultats obtenus lorsque l'on évalue les cycles de l'eau et de l'énergie 
simulés par un modèle avec des données provenant d'observations et de « quasi­
observations ». 
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4.4 Travaux futurs et recommandations 
Les travaux réalisés dans le cadre de cette thèse nous ont permis de quantifier 
chacune des composantes du bilan de l'eau (branches atmosphérique et terrestre) sur 
trois grands bassins versants en Amérique du Nord pour le climat actuel ainsi que 
d'évaluer les perfonnances des trois versions du MRCC. Un travail de très grande 
importance serait d'entreprendre un type similaire d'étude dans un contexte du 
changement climatique, c'est-à-dire de quantifier les composantes du bilan hydrique 
en utilisant les simulations du climat futur provenant de ces différentes versions du 
modèle. Ceci va pennettre d'acquérir une meilleure compréhension de l'influence des 
biais du modèle sur les projections du changement des divers termes du bilan 
hydrologique, ainsi que de quantifier les incertitudes de ces projections. Dans les 
deux derniers rapports de l' IPCC, il a été souligné qu'en moyenne et à l'échelle du 
globe, le contenu en vapeur d'eau, l'évaporation et les précipitations devraient 
augmenter. Cependant, à l'échelle régionale, on prévoit à la fois des augmentations et 
des diminutions de la précipitation et de l'écoulement. Pour certaines régions, les 
changements projetés sont caractérisés comme probables ou très probables, mais pour 
d'autres régions, les changements projetés montrent une forte divergence. Il faut aussi 
souligner que ces projections ont été principalement basées sur les modèles globaux 
dont la résolution spatiale demeure faible pour des études des impacts des 
changements climatiques sur le régime hydrologique à l'échelle régionale. Dans ce 
contexte, les projections provenant des modèles régionaux du climat sont préférables. 
Afin que les projections du changement du régime hydrique avec le MRCC 
soient considérées comme fiables, il est de très grande importance de continuer son 
développement ainsi que la validation sur d'autres régions (bassins versants). D'une 
part, nous estimons qu'un traitement adéquat de la variabilité sous maille de la 
précipitation, par exemple par l'application d'une distribution de probabilité 
appropriée, aurait comme effet une amélioration du réalisme du cycle hydrologique 
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simulé par le MRCC. Les paramétrages d'écoulement de surface et d'écoulement 
profond, de même que le paramétrage de la neige qui est particulièrement important 
pour l'hydrologie des régions froides, méritent également d'être révisés. D'autre part, 
la circulation générale (partie dynamique) du modèle devrait aussi être examinée pour 
une évaluation du transport d'humidité au-dessus des bassins étudiés. 
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APPENDICE A 
LAND-SURFACE PARAMETERISATION: A REVIEW 
Biljana Music 
Abstract 
Energy, momentum and water fluxes at the lower boundary of the atmosphere 
have notable effects on the physical climate system as simulated by climate models. 
As a consequence, the main objective of any land surface model (LSM) designed for 
use in a climate model is to supply the correct energy, momentum and water fluxes 
across the soil-biosphere-atmosphere interface. 
The present paper aims to provide a reasonably comprehensive review of the 
land surface parameterizations developed within the most commonly used LSMs 
(BATS, SiB, CLASS, ISBA, etc.). Over the last few decades, land surface 
parameterizations have evolved from the very simple first generation of land surface 
schemes, where the exchanges from the vegetation canopy with the atmosphere was 
not considered explicitly, to fairly sophisticated second and third generation models 
that emphasize the role of vegetation in the regulation of land surface-atmosphere 
interactions. Incorporation of biophysics as weil as multilayer representations of soil 
thermal and hydrological regimes into the second-generation LSMs made them more 
realistic and capable of calculating surface-atmosphere fluxes more accurately than 
their predecessor. Inclusion of biochemical models of leaf photosynthesis into the 
third generation LSMs allows the carbon balance to be performed along with 
conventional surface water and energy balance calculations. However it is not yet 
clear how detailed land surface parameterizations for use in climate models need to 
be. The impact of any "improved" parameterization on climate model simulations 
should be assessed critically. 
Many aspects in land surface modeling remain to be addressed. Work is 
continuing to improve the realism of turbulent exchanges between the land surface 
and the atmosphere, water transfer in soil, the parameterization of snow processes as 
weil as the parameterization of subgrid spatial variability of the land surface and its 
impact on surface turbulent and radiative fluxes and soil hydrology. Additionally, 
there is an effort now for developing interactive vegetation models (fourth generation 
LSMs) that will be able to simulate changes in vegetation parameters and carbon 
cycle variables in response to climate change. 
146 
A.t Introduction 
Atmospheric models used for c1imate simulations and weather forecasting 
require the fluxes of radiation, momentum, sensible and latent heat across the soil­
vegetation-atmosphere (S-V-A) interface. These fluxes are provided by land surface 
parameterization schemes. Until 1980s, land-surface parametrization schemes within 
atmospheric models were based on Manabe's (1969) soil model, where vegetation 
was not considered explicitly. The radiative and turbulent fluxes were parameterized 
simply in tetInS of a single surface energy balance equation relating the energy fluxes 
to the surface temperature. Evaporation was expressed as a simple function of soil 
moisture availability (so-called f3 function) and energy-driven potential evaporation. 
Soil moisture holding capacity was assumed to be 150 mm globally and any moisture 
in excess was considered as runoff. The land-surface properties such as albedo and 
roughness, which regulate the exchange of radiation, momentum, moisture and heat 
at the S-V-A interface, were prescribed and often uniform. Although this early 
modeling approach was not very realistic, it was used in numerous c1imate sensitivity 
studies in which the influence of albedo, surface roughness and the surface hydrology 
(moisture availability for evaporation) were investigated separately. Thus, Charney et 
al. (1977) perforrned experiments with their General Circulation Model (GCM) by 
changing albedo of sorne land regions and observed significant consequence in the 
large-scale atmospheric circulation and rainfall. Mintz (1982) reviewed the c1imate 
sensitivity experiments related to land-surface boundary condition performed with 
different GCMs and highlighted that ail experiments show large changes in simulated 
circulation and rainfall when the prescribed surface albedo or available soil moisture 
change. Sud et al. (1986) have shown that changing the land surface roughness 
changes the convergence of horizontal water vapor transport in the atmospheric 
boundary layer and produces large changes in the distribution of convective 
precipitation. 
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During 1980s, many problems have been identified with the use of Manabe's 
approach and oversimplification of land-surface processes. Sato et al. (1989) 
demonstrated that the concept of f3 -function is fundamentally in error for the 
calculation of land surface evapotranspiration. Verseghy et al. (1993) showed that 
using Manabe-based land surface scheme within the Canadian GCM model generates 
a land surface climate that is considerably too co Id and too wet compared with 
observations. 
Deardorff (1978) proposed an alternative approach to that of Manabe (1969), 
introducing a greater emphasis on the role of vegetation in the regu1ation of land 
surface interactions with the atmosphere. His model included an explicit foliage layer 
and multiple energy exchange sites. He differentiated between direct canopy 
evaporation (evaporation of canopy intercepted water), canopy transpiration (water 
extracted by plants from the soil root zone) and bare ground evaporation, and each of 
these evaporation components had their own resistance parameterization. Deardorff 
formulated an explicit parameterization of the influence of a plant's stomata on 
transpiration and included a multi-layer representation of soil temperature and 
moisture content. 
Deardorffs (1978) work as weil as Mintz's (1982) review of GCM sensitivity 
experiments stimulated development of sophisticated biophysically based, so-called 
second generation land surface models (LSMs), for use in GCMs such as BATS 
(Dickinson et al., 1986, 1993; Yang and Dickinson, 1996), SiB (Sel1ers et al., 1986), 
CLASS (Verseghy, 1991; Verseghy et al., 1993), BEST (Pitman and Desborough, 
1996), etc. Sorne scientists have constructed their models on the basis of Deardorffs 
philosophy with a focus on decreased complexity such as ISBA (Noilhan and Platon, 
1989) and SSIB (Xue et al., 1991). In ail these models the effort was made to let the 
vegetation determine the way in which the land surface interacts with the atmosphere. 
These efforts can be summarized as follows: 
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(i) Vegetation changes the solar radiation absorbed by the land surface: Vegetation 
is highly absorbent in the visible wavelength interval (0.4-0.7 im), frequently 
referred to us as photosynthetically active radiation (PAR), and moderately reflective 
in the near-infrared region (0.7-4.0 im). In contrast, bare ground reflectivity 
generally increases with wavelength over the solar spectrum interval (0.0-4.0 im ). 
(ii) Vegetation controls turbulent transfer (momentum, sensible heat and latent heat): 
Vegetation canopy is usually a rough surface and enhances the transport of sensible 
and latent heat away from the surface, while a drag force may be significantly larger 
than that produced by bare ground. 
(iii) Vegetation controls the evapotranspiration and precipitation input in the soil: 
Solar radiation energy absorbed by the plants is used to combine water and 
atmospheric carbon dioxide (C02) into sugars and organic compounds. This process 
is called photosynthesis. Plants allow the transfer of the CO2 from the atmosphere to 
the cellular sites of photosynthesis located inside the leaves. This necessitates the 
maintenance of an open pathway between the atmosphere and the saturated tissues 
inside the leaf, which leads to an Inevitable loss of water vapor over the same route. 
The plants regulate the amount of gas exchange, and hence water loss, by means of 
the valve-like structures on the leaf surface, called stomata. Under normal conditions, 
the stomata regulate gas exchange with the atmosphere in a way that maximises CO2 
influx and minimizes water loss. However, there are sorne additional effects that are 
induced as a leaf response to stress. For example, when the atmosphere becomes very 
dry, the stomata tend to close. A similar stomatal closure response appears when soil 
moisture decreases. Vegetation canopy can also intercept the precipitation, and this 
intercepted precipitation evaporates directly from the canopy. In this way the 
precipitation input to the soil is reduced. 
(iv) Vegetation controls soi! moisture avai!ability the depth and density of the 
vegetation root systems determines the amount of soil moi sture available for 
evapotranspiration. 
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The biophysically based models are largely used to study the impact of land 
surface change on the regional and global climate. Lean and Warrilow (1989) showed 
that large scale Amazonian deforestation could lead to a decrease in regional 
evapotranspiration and precipitation, and an increase in surface temperature. Xue and 
Shukla (1991) investigated the influence of vegetation on precipitation patterns in the 
Sahelian Africa, and found that replacement of seasonal forest and grassland by 
desert led to a displacement of the seasonal rainfall patterns to the south. 
The focus of this study is to review the main methods of modelling of water 
and energy fluxes at the soil-vegetation-atmosphere (S-V-A) interface, which are 
used in land surface schemes designed for climate models in the last few decades. 
The paper is structured as follows. The radiative transfer modelling at the S-V-A 
interface is presented in section 2. Section 3 describes the approaches used ta 
describe turbulent transfer between the land surface and the atmosphere. Surface 
energy balance parameterizations and the governmg equations for 
soil/vegetation/snow temperature are discussed in section 4, while the water balance 
parameterization methods are considered in section 5. Section 6 presents snow cover 
and its effects as parameterized in the land surface schemes. Finally, sorne results and 
aspects of validation and intercomparison between current land-surface models are 
discussed in section 7. The paper concludes in section 8. 
A2. Radiative transfer between the land surface and the atmosphere 
An adequate description of the radiative transfer at the S-V-A interface is an essential 
precursor to quantifying the net energy at the land surface available for transfer into 
other energy fonns. Taking into account the radiative properties of the vegetation is 
important for an adequate calculation of the soil surface and canopy temperatures, 
which is in turn important for calculation of the surface fluxes. The net radiative 
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energy at the surface, Rn , is defined as the sum of the absorbed solar energy and the 
absorbed downward long-wave radiation emitted by the overlying atmosphere minus 
the long-wave radiation emitted by the surface: 
Rn =Rs(l-a )+RL -EoT,4 (A2.1) 
where R is the solar radiation incident on the surface, is the net downward s RL 
longwave radiation absorbed by the surface, T 
s 
is land surface (canopy-ground) 
temperature, a is the surface albedo (integrated reflectance of the surface over the 
solar spectrum, E is the surface emissivity, and a is Stefan-Boltzmann constant. The 
terms R
s 
and R L represent forcing terms and are provided by the atmospheric model. 
On the other hand, the land surface scheme provides E , a , and T 
s
. 
In reality, the surface emissivity E (both soil and vegetation) varies according 
to the surface type and is wavelength dependent; however, in practice it is assumed to 
be unity in almost all models. In contrast, there is a variety of approaches for the 
specification of surface albedo used in land surface modelling. Surface albedo of 
snow-free surface depends on the solar zenith angle, the spectral distribution of the 
incident solar radiation beam and whether that radiation is direct or diffuse, the soil 
type, the soil moisture, as well as on the type and density of the vegetation. Until the 
early 1980s, three basic approaches for surface albedo determination could be 
distinguished in land surface modelling (Carson, 1982): (i) single specified albedo 
value (usually a = 0.2 or a = 0.14 for ail continental surfaces); (ii) latitudinal 
variation albedo based on Posey and Clapp (1964); (iii) specified geographical 
distribution of albedo for 12 natural surfaces (Holloway and Manabe, 1971). After 
Chamey's (1975) work, which emphasized the importance of albedo variation on 
climate, much more attention has been paid to the calculation of albedo, especially 
with the introduction of vegetation within LSMs. Dickinson (1983) adapted the 
Meador and Weaver (1980) two-stream method used to describe solar (0.0 - 4.0 .um) 
radiation fluxes in the atmosphere, in order to describe radiative transfer in vegetation 
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canoples. The two-stream approach forms the basis of solar radiative transfer 
packages in SiB and BATS and is briefly presented here. 
In nature, the direct beam radiation intercepted by the leaves may be scattered 
(reflected and transmitted) into infinite number of radiances. A two-stream model 
considers only two integrated fluxes for the diffuse radiation, one upward and one 
downward. The original equations for the diffuse solar radiative fluxes as specified by 
Dickinson (1983) are: 
dl 
- lU dZ + (1- (1- f3)w )lllp - (ùf3ldown = wuKf3oe -KL (A2.2)l
dl 
-lU ;zn +(l-(1-f3)w)ldown -wf3l up =wuK(1-f3o)e-KL (A2.3)l
where lup and 1down are the upward and downward diffuse solar radiative fluxes, 
normalized by the incident beam, K = Geu) / lU is the optical depth of the direct 
beam per unit leaf area (,u is the cosine of the zenith angle of incident beam, Geu) is 
the projected area of leaves in the direction ,u), Ji is the average inverse diffuse 
optical depth per unit leaf area, 13 and 130 are the upscatter parameters for the diffuse 
and direct beams, w is the scattering coefficient of leaves (reflectance plus 
transmission coefficient), and L is the leaf area index. These equations can be solved 
for the canopy-ground system using the incident solar radiative flux above the canopy 
and the upward diffuse flux reflected by the soil (upper and lower boundary 
conditions). In this way, the canopy reflectance, absorbance, and transmittance can be 
specified, and the solar radiation absorbed by the canopy and soil from each incident 
component supplied by the atmospheric model (four components in ail: direct and 
diffuse beam of visible and near-infrared radiation) can be calculated. A weighted 
average of the resulting four reflectances provide an estimation of the albedo term as 
used in Eq. (A2.1). It should be noted that the parameters in Eqs. (A2.2) and (A2.3) 
depend on the leaf angle distribution function (canopy geometry) and incident beam 
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zenith angle (K, G(.u)) as weil as on the leaf optical properties (f3 and f3 0). The 
parameter ;li is a function of canopy geometry only. 
A3. Turbulent transfer between the land surface and the atmosphere 
Because the wind velocity, temperature and humidity at the land surface are 
different from those in the layers of air above, there are exchanges of momentum, 
heat and water between them. The nature of this exchange is turbulent and its proper 
modeling is a complex process. The LSMs developed for use in climate models 
commonly use an eddy-diffusion approach to describe turbulent transfer between the 
land surface and the atmosphere. This approach is often called K-theory or first-order 
closure and is comprehensively described by Stull (1988) and Garratt (1992). More 
sophisticated treatments of turbulent transport are based on higher-order closure 
methods, which avoid the need to use eddy-diffusivity coefficients but are 
computationally expensive. 
Considering that turbulent transfer is a process analogous to molecular 
diffusion, the vertical turbulent flux Fx of a conservative quantity X per unit area is 
written as: 
(A3.1 ) 
where p(z) is air density and K x (z) is the eddy-diffusion coefficient. Assuming that 
Fx is constant with height between z = z, and z = Z2' and integrating in vertical, Eq. 
(A3.1) becomes: 
(A3.2) 
where Pais the average air density defined as : 
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and the aerodynamic resistance for the transfer of quantity X between 2 = 2, and 
2 = 2 2 can be defined as: 
(A3.4) 
Generally, 2, = ü is the ground and 2 2 = 2 r is the lowest level in the atmospheric 
model (reference level). 
The surface turbulent exchanges of momentum, heat and moisture are 
parameterized in such a way that they can be determined from values of wind, 
temperature and humidity at the lowest atmospheric level and from values of surface 
properties such as surface roughness, temperature and wetness. Tt is standard practice 
to express the mean vertical surface turbulent flux, F", of the quantity X (wind 
velocity, temperature or humidity) as: 
Fx = Paur Cx[X(2r )-X(Ü)] (A3.5) 
where Ur is the wind speed at the reference level and Cx is the so-called bulk 
transfer coefficient. Numerous field and laboratory experiments show that Cx is 
different for each X. It is a complicated function of height, atmospheric stability, 
surface roughness and other physical and physiological characteristics of the surface 
vegetation. The relation between aerodynamic resistance and the bulk transfer 
coefficient can be obtained by comparing Eq. (A3.5) to Eq. (A3.2), which is written 
for 2, = 0 (ground level) and 2 2 = 2 r (reference level), and gives: 
l 
r =-- (A3.6). 
a UrC X 
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A3.J. Momentum turbulent flux 
The deceleration force exerted on the horizontal wind flow (u) as it moves 
over a rough surface induces the transfer of momentum from the atmosphere to the 
surface. The bulk transfer coefficient (drag coefficient) for momentum transfer, CD' 
can be parameterized in different ways. One of the approaches, widely used in many 
of the second-generation LSMs, is based on the Monin-Obukbov (MO) similarity 
theory (Monin and Obukbov, 1954). According to this theory, within the atmospheric 
surface layer (a layer of constant turbulent fluxes) under neutral atmospheric 
conditions one can write (see Eq. 3.1): 





Here F:11 is the vertical transfer of horizontal momentum (shear stress), KM is the 
eddy-diffusion coefficient for momentum given as KM = lu., where 1 is the mixing 
length scale (1 = kz, k = 0.41 is the von Karman constant) and u. is the so-called 
friction velocity. The constant in Eq. (A3.8) is the turbulent flux at the surface, i.e. 
const = FM (z = 0) = Pau;. Integration of Eq. (A3.8), from Zo (surface roughness 
length) to z, gives an expression for the logarithmic wind profile in the surface layer, 
i.e.	 u(z) = li. In ~. Since the atmospheric boundary layer can deviate from neutral 
k Zo 
stratification, Monin and Obukbov suggested a stability correction in the following 
form: 
u. Z 
u()Z = -----:..(ln- -'!jJ(z/ L))	 (A3.9) 
k Zo 
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where L is MO length scale and 'V(!..-) is an empirical function. The empirical 
L 
nature of 'V(!..-) has resulted in a great variety of possible formulations. Therefore, 
L 
the bulk transfer coefficient for momentum transfer, CD' can be parameterized as: 
(A3.10).
CD = :~(~(:)~1 = (,,~;) )' = (InfZ!z)~ 'l'(z!LS 
Another way to parameterize CD is to define <1:>-2 = (1- 1/J(z /L) ), where <1:> could be 
1n(z/zo) 
seen as a new empirical function. Louis (1979), Hack et al. (1993), Abdella and 
McFarlane (1996) and many others consider <1:> as a function of the Richardson 
number Ri: 
(A3.11). 
Here CD,n = (k Iln(z /zo))2 describes transfer under neutral atmospheric conditions 
(neutral drag coefficient). Following Eg. (A3.5), the mean vertical transfer of 
horizontal momentum from the reference level to the surface can be expressed as: 
(A3.12). 
Under neutral atmospheric conditions it is therefore given as: 
F _ lir : 2(-------,--k (A3.13).M - Pa 1
n(z)zo) 
The roughness length, zo' is different for bare soil and for vegetated surface 
and also depends on the vegetation type. Rough surfaces such as forests are more 
strongly coup1ed to the atmosphere via turbulent transfer than smooth surfaces such 
as bare-soil. 
In BATS, roughness length for bare soil is taken to be Zo b = 0.01 m, while 
the value for a vegetation canopy is specified for each vegetation type. In addition, 
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when a vegetation canopy is present, the logarithmic wind profile in the surface-layer 
is effectively shifted upward by a distance d , the so-called zero-plane displacement 
height, and thus the neutral drag coefficient over a canopy is: 
(A3.l4) 
where 2 0 ,c is the roughness length for canopy. For a grid square, which is covered 
with severa1 vegetation types, an effective (composite) canopy roughness length has 
to be determined. Assuming partial vegetation coverage, the neutral drag coefficient 
is calculated as: 
k 2 ( k )2C = A + 1- A A3.15 
0,11 V (In((zr-d)/zoJ ) ( J ln((zr)/zo.b) ( ) 
where Av and (1- AJ are the area fraction of the vegetation and the bare soil, 
respectively. The stability function, <I>(R), in BATS is defined foUowing Hack et al. 
(1993). 
In CLASS, the same formulation of the neutral drag coefficient is used, while 
the stability function is taken from Abdella and McFariane (1996). The parameters 2 0 
and d in CLASS are calcu1ated from the canopy height Z, using the simple relations 
2 0 = 0.10Z and d = 0.70Z . In ISBA a simi1ar formulation is used, whi1e the stability 
function is taken from Louis (1979). 
Sellers et al. (1986, 1996) developed more detailed formulations for 
momentum transfer where different turbulent regimes be10w a vegetation canopy, 
within the canopy and above the canopy are considered (see Fig. Al). Under neutral 
conditions, equations for the transfer of momentum below, above and within the 
canopy in SiB2 (SeUers et al. 1996) are given as: 
(i) Be10w the canopy (2 < 2 1) it is assumed that a logarithmic wind profile is valid 
with the constant shear stress, given as: 
(A3.l6) 
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where Zs = 0.05 m is the ground roughness length and U j is the wind speed at ZI. 
(ii) Above the canopy (z > Z2)' two sub-layers are specified with different turbulent 
reglmes: 
(a) The upper sub-layer (z/ < Z < zr)' where logarithmic wind profile is assumed ta 
be valid with a constant shear stress, is described by the following equations: 
z/ = Z2 + 11.785zo (A3.1?) 
du 
FM=PaKM- (A3.18)dz 
- K' - k ( d) _ eu(z - d)K M - M - U. Z - - (A3.19)
z-dIn--
Zo 
where z0 is the roughness length, K:r = ku. (z - d) is the value of the eddy-diffusion 
coefficient for a logarithmic wind profile, d is zero-plane displacement height. The 
friction velocity is related to wind speed at the reference level as u. = kulln(r - d). 
Zo 
(b) The lower sub-layer ( Z2 < Z < zr): Shear stress is assumed to be constant, but the 
eddy-diffusion coefficient KM differs from K:r (it is assumed that KM decreases 
linearly from its value at z = Z2 (higher than K ,:r ) to K:r at z = z/): 
(A3.20). 
Higher values of KM in this sub-layer are introduced in order to take into account the 
intense local turbulence generated by roughness elements at the top of the canopy. Ta 
maintain constant shear stress throughout the same layer, the wind profile must differ 
from the logarithmic profile. 
(iii) Within the canopy (Zl < z < Z2)' the momentum absorption is described by: 
aFM C,Ld 2
--=P --li (A3.21)
aZ a Ps 
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where C, is the leaf drag coefficient that can be specified empirically from field data 
(Monteith, 1973), Ps is the so-called shelter factor, and Ld is leaf area density given 
as: 
(A3.22) 
where i = 1 or 2, depending on whether z: Zc (see Fig. AI). The constants Qi and bi 
can be obtained from the total leaf area index (Lr = 
z,
JLddz, Lr is defined as the 
" 
green leaf area per unit ground area, and is a time-varying vegetation-type-dependent 
parameter). The shelter factor p s accounts for the observation that the drag 
coefficient of an ensemble of densely clustered phytoelements is less than the sum of 
tbeir individual drag coefficients. Following observation of Thom (1971) it is given 
by: 
= 1+ L06 (A3.23).Ps d 
The variation of KM within the canopy air space is defined to be proportional to the 
local wind speed, u: 
KM = 1u (A3.24) 
where 1 is the mixing length. The zero-plane displacement height is defined as the 
moment height for momentum absorption (Sellers et al., 1996) and is expressed as: 
l2 L Cf_d_1 t?zdz 
d = l, Ps (A3.25). 
l2 LdC, 2d LI 
--[t z+­f
l, Ps Pa 
Replacing Eq. (A3.22) in Eq. (A3.21), which is combined with (A3.l8) and (A3.24) 
yields an expression for the wind profile within the canopy (z, < z < Z2): 
d 2 2 2 dz 2 (u ) = (Ai + Biz)u (A3.26) 
where Ai = 2aiCI / pi and Bi = 2b,CI / Psi (i = 1 or 2, depending on whether z: zc)' 
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Manipulating Eqs. (A3.16) to (A3.26), with the specified boundary conditions at ZI' 
Z2 and z,' allows the profiles of u and KM (from the surface to the reference level) 
and the solution for Zo and d to be obtained. The parameters that must be specified 
are: z" Z2' Ze' 4, CI and zs· The calculated profiles of u and KM are then used ta 
derive the aerodynamic resistances for heat (water) transfer, rd' ra and rh (see Fig. 
Al), needed for calculation of sensible and latent heat fluxes. Note that the constants 
used in Eqs. (A3.l7) and (A3.20), i.e. 11.785 and 0.449, are obtained by optimization 
of the calculated values of Zo and d, derived by this model, against values of Zo and 
d calculated by a second-order closure model (Sellers et al., 1996). 
A3.2. Sensible heat fluxes 
The net radiative flux at the surface is mainly partitioned between sensible 
and latent heat fluxes, which have profound effects on weather and climate. The 
sensible heat flux released from the land surface warms the overlying air, while the 
latent heat flux has a nonlocal impact on the atmosphere because water vapour is 
transported through the atmospheric circulation and warms the atmosphere where 
condensation occurs (sometimes very far away from its source region). The clouds 
formed during condensation have strong effects on the radiation budget. Thus, the 
turbulent transfer of heat and water vapor from the land surface (canopy and soil) ta 
the air above should be very carefully modeled within a LSM. Fairly sophisticated 
models such as SiB (and SiB2) and BATS use comprehensive formulations for 
evaluating flux components from the soil beneath the canopy, from the canopy to the 
reference level as weIl as from open areas between the canopy elements. Sorne 
models such as ISBA and SSiB do not predict soil fluxes beneath the vegetation. 
Transfer pathways for sensible heat as conceptualized in SiB2 are shown in 





where c is the specifie heat of air, H" is the flux from the ground to the canopy air 
p " 
space, He is the flux from canopy to the canopy boundary layer, and Hu is the flux 
from the canopy air space to the reference level, T, is the soil surface temperature 
(prognostic variable), Tcas is the canopy-air space temperature that is expressed in 
terms of the canopy temperature, Tc, (prognostic variable), the reference level 
temperature, T
r 
, and the soil surface temperature, T:. The quantity rd is the 
aerodynamic resistance for heat (vapour) transfer between the ground and canopy air 
space, rb is the aerodynamic resistance between canopy surface and canopy air space 
(bulk canopy boundary layer resistance) and ra is the aerodynamic resistance 
between the canopy air space and the reference height. 
Given profiles of li and KM under, within and above the canopy (the 
equation set for calculation of these profiles are shown in section 3.1), the 
aerodynamic resistances rb, rd and ra (under neutral atmospheric conditions) are 
expressed by the following equations: 
(A3.30) 
ha 1 C 
rd == f~Z ==_2 (A3.31) 




where Ld and Ps are the leaf area density and shelter factor, lw is the leaf width, U z 
and Ur are the wind speed at the level Z2 and zr' zs(=O.Olm) is the soil roughness 
length, ha is the water vapour and sensible heat source height (see Fig 1), which is 
the center of action of rb in the canopy (its fOlmulation is similar to the Eq. (A3.25) 
for zero-plane displacement height d). Eq. (A3.30) for the bulk canopy boundary 
layer resistances is based on the experimentally determined equation for a resistance 
exerted by a single leaf for many species (Goudriaan, 1977), and the assumption that 
individual resistances act in parallel. The coefficients CI' Cl and C) (depending of 
the total leaf-area index and canopy type) in the last three equations are calculated for 
each vegetation type and for different values of leaf-area index. 
The formulation of the sensible heat transfer pathway in BATS is similar ta 
that in SiB2 but the aerodynamic resistance formulations differ. Thus, the bulk 
canopy boundary layer resistances is given by: 
1 (A3.33)
'b = L'al 
SA} 
where LSAI is the sum of the leaf area index and stem area index, and rai is the 
aerodynamic resistance for a leaf, defined as: 
(D )'12 1 
II' (A3.34)'al = J O.OlLSAf (u cns ) -
Here DJ is the characteristic dimension of the canopy in the wind direction. The 
quantity ucus is the wind speed within the canopy air space, calculated from the wind 
speed at the reference level, U,., and from the momentum drag coefficient, CD' as 
U
cas 
= (CD YI2 Ur. The aerodynamic resistance between the ground and canopy air 
space, rd' and the aerodynamic resistance between the canopy air space and the 






where CD.soil = 0.004 is the drag coefficient of soil. The variable ua is expressed in 
terrn of the wind speed within the canopy air space, u ' and the wind speed at thecas 
reference level, u,.: 
(A3.37). 
where zO,c is the canopy roughness length and Av is area fraction of the vegetation. 
ln CLASS (Verseghy et al., 1993), sensible heat flux from the ground under 
the canopy is set to be zero under stable conditions, and under unstable conditions, 
the Deardorff (1972) equation for free convection is used: 
H = 1.9 X 10-3 Pae p(T, - T,J(T, - r,.:)'13 (A3.38) 
where ~ and T, are the actual and r; and 1, are the virtual temperatures of canopy 
and ground surface under the canopy. The heat flux from the canopy to the reference 
level is: 
(T -T)H = P c c ,. (A3.39)
a p 
fa 
with the aerodynamic resistance fa calculated as: 
1 
, =-- (A3.40). 
a CHUr 
The bulk transfer coefficient for heat and water vapor CH differs from drag 
coefficient CD used to describe momentum transfer and is given by: 
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where Zo.H is the roughness length for heat, which is obtained from the momentum 
roughness length zo' i.e. zo.H = Zo /2, for trees, zo.H = Zo /7 for crops, zo,H = Zo 112 
for grass, and zo,H = Zo 13 for bare soil. 
Equations (3.39) and (3.40) are also used in ISBA, though unlike CLASS, 
which has prognostic equations for the canopy as weU as for the ground temperature, 
in ISBA there is only one energy balance equation for the whole surface 
soil/vegetation system, resulting in only one (composite) surface soil/vegetation 
temperature. As a result, heat and mass transfers between the surface and atmosphere 
in ISBA are related to this temperature. 
A3.3. Latent heat fluxes 
Formulation of latent heat flux involves sorne additional problems compared 
to the sensible heat flux formulation because it should include aU processes that limit 
evapotranspiration. In addition, there are different sources of water vapour on the 
land surface, which behave in very different way. 
A typical equation describing evapotranspiration from the land-surface in 
second-generation models is: 
}.,E = (e.(TJ-eJ Pacp (A3.42) 
raer + rs y 
where ÀE is latent heat flux (À -latent heat of vaporization, E -evapotranspiration), 
e. CT,) is the saturated water vapor pressure at the surface temperature, T" e,. is the 
water vapor pressure at the reference level, y is the psychometrie constant and r 
aer 
is 
the aerodynamic resistance. The remaining term, r 
s
' is the surface resistance, 
representing resistance to water evaporating from bare soil and through stomata. This 
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equation differs fundamentally from the equation used in first-generation LSMs that 
IS: 
}Œ = f3 (e.(~) - eJ poe p (A3A3) 
r yaer 
where the resistance, rs' has been omitted and a function describing the moisture 
availability f3 has been added (Pitman, 2003). The f3 -function is formulated to vary 
from 1 (freely available soil moisture) to 0 (dry soil condition) and this simple 
parameterization attempts to describe the full complexity of the surface resistance 
terrn. Fig. A3 illustrates the transfer pathways for latent heat as conceptualized in first 
generation land-surface models and in SiB2, one of the more sophisticated LSMs. 
The resistance terms shown in Fig. A3b are: (i) the aerodynamic resistance for water 
vapour transfer between the ground and canopy air space, denoted as rd; (ii) the 
aerodynamic resistance between the canopy air space and the reference height, f~; 
(iii) the aerodynamic resistance between canopy surface and canopy air space, rb; (iv) 
the resistance to transfer of water through pores in the soil surface, rso;!; and (v) the 
resistance to water evaporating through plant stomata, r ' 
c 
Most of the current LSMs describe separately bare soil evaporation, canopy 
transpiration through stomata, evaporation from water and snow intercepted by the 
canopy, and evaporation from snow intercepted by the soil surface. Evaporation from 
lakes typically is not done in the land surface model developed for use in climate 
models. The correct calculation of lake evaporation requires inclusion of an extra 
temperature for the lake surface, i.e. a separate energy balance equation, as weil as 
the accounting mixing within the lake. 
A3.3.1. Bare sail evaporation 
Evaporation from bare soil is governed by (i) the molecular diffusion from the 
water in the soil pores up to the surface-atmosphere interface and (ii) laminar and 
165 
turbulent exchange in the air above the soil (Mahfouf and Noilhan, 1991). The first 
process involves a soil resistance (rsoil ) depending on the soil type and relative 
humidity of the air in the soil pores while the second one can be described using 
aerodynamic resistance concepts. An accurate description of bare soil evaporation 
requires the soil model to have several layers in the top 5 cm of the soil (Mahfouf and 
Noilhan, 1991). ln the LSMs designed for use in climate models, the typical depth of 
the first soil layer is a few cm, which is too coarse resolution to define explicitly the 
molecular diffusion of the water vapour from the water trapped in the soil pores. 
The bulk parameterization approaches (a -type, f3 -type) and demand-supply 
method are commonly used in LSMs to parameterize bare soil evaporation. ln a­
methods, evaporation is modeled as a bulk transfer of water vapour between the 
surface-atmosphere interface and a reference height. These methods are based on the 
soil water content in the top layer of soil. ln f3 -methods, evaporation is a fraction 
( f3 ) of the water vapour bulk transfer between air in the soil pores (close to the water 
in soil) and the reference height. The f3 -method requires specification of the relative 
humidity of the air in the soil pores. ln demand-supply methods, evaporation 
proceeds at the potential rate except for a diffusion limited maximum evaporation. 
ln SiB2 (see Fig. A3 b), where f3 -methodology is used, evaporation from the 
bare soil is described by: 
(A3.44) 
where e is the water vapour pressure in canopy air space and h is the relative 
ras 
humidity of the air in the soil pores defined as: 
h = exp( 'ljJg) (A3.45) 
R~ 
Here 'ljJ is the soil water potential in the top layer of soil and R is the gas constant. 
The soil resistance, ' is an empirical term that can be derived from surface flux rSOil 
observations. Verseghy (1991) also used this methodology and the same formulation 
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for h. In the ISBA model, where the a -formulation is used, the evaporation from 
bare ground is defined as: 
(A3.46) 
where CH is the heat (water vapour) bulk transfer coefficient, q* (T,.) is the saturated 
specifie humidity at T, (surface temperature) and qr is the specifie humidity at the 
reference height. The quantity h" is the relative humidity at the soil-atmosphere 
interface, which is a function of the moisture content, w
s
' in the top layer of soil, 
glven as: 
1.[1- cos(~JT)]' w,. < W Je h = 2 W, (A3.47)
II Je {
1, W s ;::: W Je 
where is the volumetrie soil water content at the field capacity. In BATS, the W jc 
demand-supply approach is used. The actual evaporation is the 1esser of the potential 
evaporation (atmospheric demand) and the maximum rate at which water can diffuse 
upward to a dry surface (soil supply): 
(A3.48) 
where Ep = PaCDur(q*(T,.) - q,.) is the potential evaporation and Eo is the diffusion­
limited maximum evaporation. Eo is determined from the results of the multi-layer 
soil model integration, dimensional analysis and physical reasoning (Dickinson, 
1984; Dickinson et al., 1993) and is given by: 
(A3.49). 
Here Ernax is the function of the saturation soil water potential, saturation hydraulic 
conductivity and soil porosity and s s is the ratio of the surface soil layer water 
content to its maximum amount. The quantity s is expressed as s = S:-br'S;+b , where 
Sr is the ratio of the root zone soil layer water content to its maximum amount, b is a 
nondimensional parameter depending on soil texture (taken from Clapp and 
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Homberger, 1978) and bj is a function of the saturated hydraulic conductivity and 
parameter b. 
A3.3.2. Wet canopy evaporation and dry canopy transpiration 
The wet part of the canopy, covered by a thin film of water, evaporates at the 
potential rate shortly after a precipitation event or deposition of dew (Deardorff, 
1978). In order to establish how long evaporation from the canopy can continue at the 
potential rate, a predictive equation for the intercepted water is required. ln addition, 
the wet fraction of the canopy must be also specified. 
The wet canopy evaporation in SiB2 is described as: 
(A3.S0). 
Here rb is the aerodynamic resistance between canopy surface and canopy air space, 
Jew is the canopy wet fraction, defined as Jew = (M cW + Mes) / Se' where ( M ew + Mes) 
is amount of water and snow intercepted on the canopy, and Se is the maximum 
amount of water and snow the canopy can hold. The quantity Se is a function of a 
number of factors (precipitation intensity, wind speed, etc.) but it is usually expressed 
as a function of the total leaf area index only (in SiB2, Se = O.lLT ). In Eq. (A3.S0), 
the resistance, rb , is doubled because it is assumed that water vapour exchange occurs 
from only one side of the leaf. BATS and CLASS use the same equation for canopy 
wet fraction, Jew (except Se = 0.24 in CLASS), while ISBA use the Deardorff 
(1978) formulation (Jew = (Mew + Mes) / Se JI3 . 
Wben the moisture stored on the canopy has been evaporated, transpiration of 
water from vegetation through stomata takes place. Transpiration is a complex 
process controlled by leaf photosynthesis and its modelling is very difficult. The rate 
of water extraction from the soil is parameterized in such a way that it can be 
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detennined from the fractional volume of roots and the soil moisture potential 
(content) in the rooting zone of the soil. Usually, the fractional root volume is 
parameterized as an exponential function of soil depth below a given threshold, which 
coefficients depend on the canopy type. For the resistance of canopy leaves to 
transpiration, the assumption that leaf resistances act in parallel is usually made and 
the resistance of the whole canopy is expressed as: 
1 LT
-=- (A3.51) 
where is the resistance of a single leaf and LT is the leaf area index. The last'SI 
equation is commonly called a "big leaf' model, since it represents the whole canopy 
as a single big leaf of resistance rc (bulk stomatal resistance). 
The variation in can be caused by a variety of environmental factors that 'SI 
r
may act upon the canopy to produce stress. As a response to the stress, the stomata 
tend to close in order to prevent excessive transpiration, thus leading to an increase in 
si • The second-generation LSMs commonly use the Jarvis (1976) empirical model as 
a basis for bulk stomatal resistance formulation. The general form of the model of 
Jarvis (1976) is: 
(A3.52) 
where rs: is an unstressed (minima) resistance. The functions FI' F2 , F}, F4 and Fs 
describe the 'st dependence on the radiation, soil moisture, vapour pressure deficit, 
temperature and CO2 concentration, respectively. Details of the functional fonns of 
each of FI to Fs can be found in Dickinson et al. (1986), Sellers et al. (1986) Noilhan 
and Platon (1989), and Verseghy et al. (1993). In summary little agreement exists 
conceming the functional fonns of each of FI to Fs . Moreover, a large number of 
parameters are required for estimation of these functions, ail of which are highly 
empirical and defined from a very sparse collection of measurements. 
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In the 1ate 1990s, the serni-ernpirica1 photosynthesis-conductance (resistance) 
rnode1s, developed by plant physiologists (see Collatz et al., 1992), have been 
introduced in sorne LSMs (e.g., Sellers et al., 1996 and Dickinson et al., 1998). Leaf 
conductance (inverse ofresistance) in these rnode1s is given as: 
(A3.53) 
where An is the 1eaf assimilation rate, Cs is the partial pressure of COz at the leaf 
surface, h
s 
is the relative humidity at the 1eaf surface and m is an ernpirical 
coefficient and b is the minimum stomatal conductance. Sellers et al. (1992) derived 
methods to scale up these 1eaf-Ieve1 models in order to describe vegetation canopy 
processes at regiona1 scale using satellite data. In this way, so-called third generation 
LSMs were bom. As discussed in IPCC (2001), biology and atmospheric physics in 
these models are combined in an economical way requiring fewer parameters than 
their empirical predecessors. 
A4. Surface energy balance and soil and/or canopy ternperature 
Calculation of the latent and sensible heat fluxes at the S-V-A interfaces 
requires, among others, knowledge of the surface soil and canopy temperature. 
Detennination of this is based on the surface energy balance equations applied to the 
upper thin soil layer and to the canopy layer, or to the composite surface soil­
vegetation layer. In the first case, two temperatures are determined: the surface soil 
layer temperature and canopy temperature. In the second case, only one surface 
temperature is obtained and is representative of the whole surface soil-vegetation 
system. 
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Many LSMs use a so-called force-restore method (Deardorff, 1978) to 
formulate the prognostic equation for the surface soil temperature. In the following 
paragraphs, sorne basic ideas ofthis method are presented. 
Neglecting the horizontal heat transfer in soil, the conservation equation for a 
homogeneous soil in the absence of phase change of the soil water is given by: 
àTg (z,t) = __1 !-F(z,t) (A4.1) 
at Cg az 
where Cg is the volumetric heat capacity of the soil and F(z,t) is the vertical heat 
flux in soil. 
Assuming that the soil surface is heated in a simple periodic way we can write: 
Tg (O,t) = ~ + Qo sinwt (A4.2). 
Here Tg is the mean soil temperature and Qo = Q(z = 0) IS the amplitude of the 
temperature oscillation at the surface with angular frequency w = 2Jr: Ir (r is the 
oscillation period). Defining now the vertical heat flux in soil as: 
aTg (z,t)
F()z t =-x (A4.3) 
, g az 
where X g is the thermal conductivity of the soil and using Eq. (A4.1), the soil heat 
diffusion equation can be obtained as: 
aTg (z ,t) a2Tg (z, t) 
-"--- = k ----"----- (A4.4)2
at az 
where k = Xg / Cg is the thermal diffusivity of the soil. Assuming that the amplitude 
of the temperature oscillation tends to zero when z -'» 00 and using Eq. (A4.2), the 
solution of the soil heat diffusion equation is: 
Tg (z,t)= Qo exp(- z / d.J2 )in ~t - z / d.J2 ~ (A4.5) 
where d=~Xgr/2Jr:Cg. As can be seen from Eq. (A4.5), the amplitude of the 
temperature oscillation is reduced by a factor of e-lof its surface value at a depth of 
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dJ2 (e-folding depth of the temperature wave). Bhumralkar (1975) proposed the 
temperature of the thin surface soil layer, with a depth b « d, be computed and used 
as the soil surface temperature (i.e. ~(b,t) "" ~(O,t) = T,). Integrating Eq. (A4.1) from 
the ground z = 0 to a depth band assuming Cg is constant gives the prognostic 
equation for T.~(b,t): 
aI' (b,t)
Cgb g = F(O, t) - F(b,t) (A4.6).
at 
Here F(O,t) = Go = Rn - H - ÀE is the energy flux at the surface and F(b,t) is the 
vertical soil heat flux at depth b that can be derived from Eqs. (A4.3) and (A4.5). In 




=RII-H-ÀE- ~WC.X~( ~ -)(A47)..C.	 u+ -' T.(u,l)-T
"( 2wC A al '-y----------' 2·' g 
g	 G" 
The above equation is used by Bhumralkar (1975) to compute the surface soil layer 
temperature. Using the condition b « d, we can neglect band Eq. (A4.7) becomes: 
ar., =2 ~G _ 2n (T -7: )	 (A4.8)
at VX T s0TC	 gg g 
that is Deardorffs (1978) force-restore equation. The first term on the right-hand side 
represents the diurnal forcing of Ts by the surface heat flux Go' and the second term 
tends to restore T to the mean soil temperature ~. Therefore, the force-restore s 
method requires additional information about the restore temperature ~ and its 
formulation differs between LSMs. Usual1y, ~ is obtained from a second prognostic 
equation for temperature related to the deeper subsurface soil layer. The coefficient 
2 ~ = Cc in Eq. (A4.8) describes the thermal properties of the soil and ~ XgT Cg 
depends on the soil texture and the soil moisture. 
In ISBA (version implemented within the Météo-France Climate Model 
ARPEGE, Mahfouf et al., 1995) the fol1owing force-restore equations are used: 
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a~ 2n ­
-=C (R -H-}Œ)--(T-T) (A4.9)al n ' 8T LI 
aT 1 - 2n­
_8 =-(T -T)--(T -T. ) (A4.10)s g g c Iimal L 2LI 
where T 
s 
corresponds to the composite surface soil-vegetation layer, CT is a 
combined thermal coefficient for soil and vegetation, L, = 1 day, L 2 = 20 day, Tc lim is 
the c1imatological deep soil temperature (updated with the time constant 
L 2 = 20 day), toward which the mean temperature Tg is restored. The coefficient CT 
is given by: 
(A4.11) 
where, Av is the vegetation fraction, Cv(= 10-3 Km2r l ) is the thermal coefficient for 
vegetation and Cc = 2 ~ (note that for bare ground conditions CT = Cc, and ~ XgLCg 
Eq. (A4.9) becomes the same as Eq. (A4.8). The dependence of the soil thermal 
coefficient, Cc, on soil texture and water content is given as: 
C = C ( W sai ) b / 2 log' 0 (A4.12)C Csat 
W 2 
where coefficient b depend on soil texture, w2 is the total soil volumetrie water 
content, w
sat is its value at saturation (maximum amount of water that a given soil 
can hold). The variables wsal ' CCs", and the coefficient b, which are different for each 
soil texture are taken from Clapp and Homberger (1978). 
In the recent force-restore version of ISBA (Bonne et al., 2000), where the 





Here C; and C~ are corresponding thermal coefficients. The quantity 'Al (Sm - ifJWi_J 
is phase change term ('Al is latent heat of melting (freezing), Sm is snowmelt rate, 
ifJWi_s is the rate of surface soil ice freezing or melting, and ifJWi_2 is the rate of soi! ice 
freezing or melting in the total soil layer. The temperature T 
s 
in the Eq. (A4.13) 
corresponds to the composite surface soil-vegetation-snow temperature and the 
thermal coefficient, C;, includes also the thermal effect of sail ice and snow: 
(A4.1S) 
where Asno\V is the snow fraction. C~ in Eqs. (A4.14) and (A4.IS) is the composite 
thermal coefficient for soil and is given as: 
(w SQr(1 )' (C C .2 )b!2Inlo) CCC* = - W i.2 min C\Vi!r' CSQr -- + W i .2 , (A4.16) 
W 2 
where Wi,2 is total ice volumetrie content, C, = 2(n / XicePicecic;r\ )"2 is the thermal 
coefficient for ice in the soil, (ciee -ice specifie heat, Xice -ice thermal conductivity, 
Pice -ice density) and CCsar and CCwi'! are the thermal soil coefficients at saturation 
and wilting point water content (amount of soil water below which it is assumed that 
plants are unable to pump water from the root zone to stomatal cells), respectively. 
The asterisk superscript in the above equations is introduced to denote the 
coefficients and terms that have been modified relative to the model presented by 
Noilhan and Platon (1989) to allow the inclusion of soil ice. 
The prognostic equations for soil temperature in BATS and SiB are also based 
on the force-restore method. Dickinson (1988) generalized the force-restore treatment 
for heterogeneous soil layer (when snow and soil co-exist) and this is included in 
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BATS (Dickinson, 1993). The prognostic equations for surface and subsurface soil 
layer temperature (that is identified with the annual temperature wave) in BATS are: 
aT ' 2n ­(1 + FCTI)-S = CT(Rn - H - ÀE - À/Sm) - -(T, - T,) (4.17) at L \ 8 
(4.18) 
where La = 365 days, da and dd are e-folding depths of the annual and diurnal 
temperature wave that are weighted averages according to the snow depth. The 
thermal coefficient of the composite surface soil-snow layer, C~, is given as: 
. n 1/2 n 1/2
CT = (1- f snow)2( C) + f snow2( C) (4.19) 
L1Xg g L\Xsnow 'now 
'-----v-----' ' v 
Cc c,,'"" 
where J,now is a function of the fraction snow coyer. The coefficient Fcn and Fcn 





is the surface soil water (in meters) and Frs is the fraction of upper layer 
soil water that does not freeze, Z, is the depth of upper soil layer (l 0 cm) and 
I1T = 4 K (it is assumed that water freezes uniformly between 0 C and -4 C). The 
coefficient Fen for the subsurface soillayer is parameterized in the same manner. 
In many LSMs, the soil temperature is solved by discretization of the heat 
diffusion equation, for example CLASS (Verseghy, 1991), the ECMWF LSM 
(Viterbo and Beljaars, 1995), LEAF (Avissar and Pielke, 1989) and VIC (Liang et al., 
1994). The soil in these models are discretized by three or more layers. For example, 




where Cg1 is the volumetrie heat capacity of the surface soil layer, do is its depth, 
and Go is the heat flux into the surface soil layer. The quantity G I is the heat flux 
into the second layer, which has a depth of dl and mean temperature T., : 
G -_ 1;-1; (A4.22) 
1 - Xgl O.5(d + dl) 
o 
The temperature of the second layer, T." is govemed by a prognostic equation similar 
to (4.21), with the heat flux G2 , evaluated from the temperature of the second and 
third layer. 
The temperature of the vegetation canopy in these models is calculated from a 
separate energy balance equation. This means that sensible and latent heat fluxes as 
well as the radiative flux at the canopy surface are calculated also. For example, in 
CLASS, the canopy temperature is calculated by an iterative solution of the canopy 
energy balance equation: 
o'Z 
C c -=Rne -HC' -}Œ c +Sc (A4.23)ot . 
where R 
n
.e is the net radiation at the canopy surface, He and }.Ee are the canopy 
sensible and latent heat fluxes, Sc is the energy transfer due to water phase changes 
on the canopy and Cc is the effective heat capacity of the canopy (a weighted average 
of the vegetation heat capacity and the heat capacity of the water and snow stored on 
the canopy). 
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AS. Surface water balance 
A5.l. Prognostic equations for soil moisture 
Water and energy fluxes at the land surface are closely linked to the amount 
of available soil moisture. First-generation LSMs tended to incIude a single layer for 
simulation of soil moisture. Following Manabe (1969), the prognostic equation for 
soil moisture in these models is: 
aw
-=P+S -E-R (AS.l)at ln 
W
where W is the soil moisture content (in mm) of the single soil layer, P is 
precipitation rate, E is the evaporation, Sm is the snowmelt rate, and R is the runoff 
rate. Soil moisture holding capacity, W
sal ' was prescribed and any excess of W over 
Sal is taken to be the runoff. ln second generation LSMs, the calculation of soil 
moisture is usually performed by soil discretization into two or more layers. 
Deardorff (1978) extended the force-restore method developed for soil temperature 
calculation to soil moisture. He proposed two prognostic equations, one for surface 
soil moisture and the other for bulk soil moisture: 
aws =Jl[(1-A )P+S -E -R )J-C ws -w2 (AS.2)
.:1 d v m b s 2 
ut Pw 1 LI 
aW2 1 [ ]
-=-- (l-A )P+S -E -E -R (AS.3).at d v ln b 1,. 2Pw 2 
Here CI and C2 are dimensionless force-restore coefficients, Av is the area fraction 
of the vegetation, w
s 
is the volumetrie water content (m3m -3) in the surface layer, 
w2 is the bulk volumetrie water content of the soil, dl is the superficial soil layer 
depth (the depth to which the diurnal moisture cycle extends), d2 is the total soil 
depth that includes the vegetation root zone, Eb is bare soil evaporation rate, El,. is 
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the transpiration rate from root zone layer, R
s 
is the surface runoff and R2 is the total 
soil runoff. Runoff occurs when W or exceeds the saturation value. Deardorff 
s 
w2 
parameterized the force-restore coefficients empirically using Jackson (1973) data 
that are strictly applicable to only one kind of soi 1. 
Many second-generation LSMs use the force-restore method to describe the 
soil moisture regime (e.g., ISBA, PLACE (Wetze1 and Chang, 1988) and CSIRü 
(Kowalczyk et al., 1991)). However, the formulation of the force-restore coefficients 
varies between the models. In ISBA, for example, the parameterization of these 
coefficients is based on the integrations of a more detailed one-dimensional (ID) 
model. Soil temperature and water profiles in this ID mode1 are solved by 
discretization of the diffusion equation for heat transfer and Richards (1931) equation 
for movement of water in the unsaturated soil in 26 1ayers. 
In order to improve the soil moisture calcu1ation ln ISBA, sorne other 
modifications of the Deardorff (1978) soi1 moisture equation were made: Noilhan and 
Platon (1989) replaced the restore water content (mean volumetrie water content), 
w2 ' in Eq. (AS.2) by w seq that is an equilibrium value of surface moisture attained 
when gravity balances the capillarity forces (i.e., à'ljJ 1àz = 1, where 'ljJ is soil water 
potential). Mahfouf et al. (1995) modified the prognostic equation for the mean 
volumetrie water content, W 2 ' in order to include deep drainage by gravity at the 
lower soil boundary that was neglected in Noilhan and Platon (1989): 
àW2 1 ( C] (0 (
- = (-- P - E - E - R ) - - max w - w » (ASA)àt d g b Ir 2 ' 2 JePlV 2 il 
where P g is the flux of liquid water reaching the soil surface, the coefficient C] 
characterized the ve10city at which the water profile is restored to the field 
capacity, wfe (it is assumed that W fe corresponds to the hydraulic conductivity of 0.1 
mmlday). 
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In recent version of ISBA (Boone et al., 2000) where the soil ice is included, 
the prognostic equations for liquid (w and w2 ) and frozen (w / and W2f ) moistures s






is a canopy drip rate, Ebi is the bare soil sublimation, R; and R; are the 
surface soil runoff and total soil runoff, respectively, occurring when W or 
s 
w2 
exceeds the saturation value, 1Jwi_s is the rate of surface soil ice freezing or melting, 
and 1Jwi 2 is the rate of soil ice freezing or melting in the total soillayer. 
Many LSMs such as SiB, BATS, CLASS, SSiB, MOSAIC (Koster and 
Suarez, 1992) and BASE (Desborough and Pitman, 1998) use three or more soil 
layers to compute the soil water content profile. The vertical transfer of water 
between soil layers in these models is usually based on Darcy's law (Darcy and 
Bazin, 186S), which describes the hydraulic diffusion and gravitational drainage of 
water in the soil and is given as: 
Q=k(d'ljJ +1) (AS.9)
dZ 
where hydraulic conductivity, k, and soil water potential, 'ljJ , both depend on soil 
moisture. The expressions provided by Clapp and Homberger (1978), which describe 
these dependences are commonly used in LSMs, largely due to their simplicity: 
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W -b 
1jJ = 1jJ saI (-) (AS.IO) 
W Sal 
k = k 
saI 
(~)2b+3 (AS. Il ) 
W sar 
where saturated hydraulic conductivity, ksar' saturated soil water potential, 1jJ sar' and 
coefficient b depend on soil type. The tabulated values of b, 1jJ saI' k and W forSlll SU1 
the Il soil classes of the U.S. Department of Agriculture (USDA) soil classification 
are provided by Clapp and Hornberger (1978) and Cosby et al. (1984), and are based 
on measurements over a large number of samples. 
The governing equations for soil moisture in SiB are: 
àW 1 = ~ (1 _ Q __1 E ) (AS.I2)à d 1.2 b 
t 1 PlV 
(AS.13) 
(AS.I4) 
where w; is the volumetric water content in the layer i, 1 is the infiltration of 
precipitation into the upper soil moisture reservoir, Q;,i+l is water flux between the 
layers i and i+1 and Q3 is the gravitational drainage out of the bottom of the soil 
column (subsurface runoff). Infiltration is defined as a difference between the water 
reaching the soil surface (canopy can store a fraction of the precipitation) and surface 
runoff. The surface runoff is parameterized as the saturation excess of the surface soil 
layer, taking into account spatial variability of convective precipitation. It is assumed 
that convective rainfall is spatially distributed according to a simple exponential 
function, with a coefficient that can be adjusted to represent large-scale (spatially 
uniform) precipitation. Subsurface runoff is parameterized as: 
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1 
Q3 = f(~) SinCPksat(~) 2b+3 +0.001 w3d3 (AS.IS) 
( LIW sat 
where the factor f(Tg ) is the function of the deep soit temperature, allowing for a 
progressive reduction in soil hydraulic conductivity as the soil freezes, and cp is the 
local s10pe angle. The subsurface runoff (base flow) together with the surface runoff 
creates the total runoff. 
CLASS also uses Darcy's equations to evaluate fluxes between the layers. 
Water infiltration into the upper soil layer in CLASS is treated as a downward 
propagating square wave (Mein and Larson, 1973). When the infiltration capacity is 
exceeded, water is allowed to pond on the surface up to a maximum surface retention 
capacity, which varies according to the land coyer. The overflow of the surface 
retention capacity is assumed to be surface runoff. The subsurface runoff refers to the 
drainage of water out of the soil column and is parameterized as: 
(AS.16) 
In BATS, the prognostic equations for soil moisture are: 
a:s = P(l- AJ - R s + r lVl - Gwl - f3E lr - E + Do + Sm (AS.17) 
aWr = P( 1_ A ) - R + r - G - E - E + D + S (AS.18)al v S w2 w2 Ir 0 m 
aw, 
- = pel - A ) - R - R - E - E + D + S (AS.l9)at basev s Ir u m 
where W is the amount of surface soil water (in meters), w,. is the water amount in s 
the rooting zone of the soil, and W, is the total water amount in the soil. Further, Rs 
is the surface runoff, Rbase is drainage out of the modeled soi l, r wl(2) is the capillary 
movement of water between the soil layers, G
wl (2) is the gravitational drainage 
between the soillayers, Do is rate ofwater dripping from canopy, Sm is the rate of 
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snow melt and f3 is the fraction of transpiration from the top soil layer. The surface 
runoff is defined as: 
Rs = y max(O,P(l- AJ + Do - E) (AS.20). 
s+s)m) {l,Tg < 273.16KHere y = min 1, _5__' , where m = . The quantity ss is the ratio ( ( 2 4,Tg ~ 273.16K 
of the soil water in the surface soil layer to its maximum amount, and sr is the ratio 
of the soil water in the root zone layer to its maximum amount. InternaI soil water 
fluxes in BATS are governed by the capillary movement of the water and 
gravitational drainage and are parameterized based on the multilayer soil model 
integrations. The gravitational drainage of soil water from the soil lower boundary ta 
underlying ground water (base flow) is given as: 
K 2b+3Rbase = OS, (AS.21) 
where K0 is an adjustable constant (4 x 10-4 mm/s, by default) The total runoff is 
defined as: 
(AS.22). 
Here, Rexcess is the saturation excess from the total soil layer. 
A5.2. Prognostic equations for canopy intercepted water 
Precipitation arriving at the vegetation canopy is either intercepted by the 
foliage or falls though gaps in the canopy to the ground. As a result the precipitation 
input in the soil is reduced. Therefore, the effects of canopy interception should be 
inc1uded in LSMs. This is done by carrying an equation for amount of the water 
residing on the foliage: 
aMc; = A P - E - D (AS.23)at v 1'/ 0 
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where is the amount of water (snow) intercepted on the canopy, is wetM 
ci E ci 
canopy evaporation (discussed in section 3.3.2) and Do is the canopy drip rate. In 
sorne LSMs (e.g., SiB), allowance is made for precipitation attenuation through the 
canopy, i.e. an attenuation factor is included in the first term on the right of Eg. 
(A5.23). The maximum water amount that can be stored on the canopy is expressed 
as a function of the total leaf area index (see section 3.3.2). Effects of the spatial 
variability of the rainfall over the grid area on the canopy interception is taken into 
account in sorne models by describing the local precipitation rate (over a fraction of 
grid area) by a given probability distribution function to reduce interception. 
A6. Snow coyer in Land Surface Models 
The most important properties of snow with respect to c1imate are its high 
albedo, low thennal conductivity and roughness length and ability to store water 
within the hydrological cycle. Many LSMs (e.x., BATS, SiB, ISBA, SSIB) 
parameterize snow as part of the upper soil layer for thennal processes (composite 
snow modelling) and as a separate layer for hydrological processes. Models such as 
CLASS (Verseghy, 1991) and BASE (Desborough and Pitman, 1998) simulate snow 
as a discrete layer for both thennal and hydrological processes. In recent years, many 
authors included a multi-layer snow scheme within their LSMs (e.x., ISBA-ES, 
Habets et al., 2003). 
As discussed by Dickinson et al. (1993) and Yang et al. (1997), the most 
important conceptual errors in the composite soil-snow models occur during times of 
snowmelt or rainfall on a snow pack. ln nature snowmelt or rainfall on a snow pack 
percolates through the snow pack and may refreeze. In the composite soil-snow 
models water on the snow surface is placed directly into the soil. Melting at the 
bottom of the snow pack due to heat conducted from the ground also caIUlot be taken 
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into account. On the contrary, when the snow cover is represented as a separate layer 
these processes can be modeled. In CLASS, for example, melting of the snow pack 
appears if the solution of the surface energy balance equation results in a value of 
temperature greater than ace. The energy available for snowmelt (estimated by 
setting the surface temperature back to acc and reca1culating surface energy fluxes) is 
used to melt the layer of snow from the top of the pack. If the snow-layer temperature 
is below acc, the melted snow percolates into the pack and refreezes, releasing latent 
heat and increasing the snow-layer temperature and density until the snow 
temperature reaches a°e. Thereafter, melt-water infiltrates or ponds on the soil 
surface. Metting of snow pack can occur also by conduction of heat from the soil 
underlaying the snow pack, if snow temperature raises above zero. In this case, melt­
water is supplied directly to the soil surface. 
It is weil known that snow albedo, fractional snow cover, and their interplay 
have a large effect on the amount of solar radiation absorbed by the surface. 
Theoretically, snow albedo depends on grain size, snow density, and the rate of 
growth of snow grains that is a complicated function of water va pour movement, the 
initial snowflake geometry, and freeze-thaw cycles (Verseghy, 1991). However, 
computational expense does not allow the inclusion of the full physics of snow 
processes in climate models. A variety of methods for the parameterization of snow 
albedo within the LSMs have been used. For example, in CLASS and ISBA albedo is 
expressed as a function of snow age, while in BATS, it is a function of age and solar 
zenith angle. Sorne models have fixed values of snow albedo (e.x., BUCKET, 
Robock et al., 1995). The fractional snow cover is parameterized either as a linear 
function of snow depth (e.g., SSIB) or as a linear function below a threshold of 1acm 
(e.g., CLASS). In ISBA, BATS and BASE the fractional snow cover is expressed as: 
dsnowF = (A6.1)
snow d 
snow + cZo.c 
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where dsnolV is snow depth, zo c is the roughness of vegetation canopy and c is a 
constant. The thermal conductivity of snow is expressed as a linear, quadratic or 
exponential function of the snow density, the specification of which also differs 
between models (fixed value or exponential/linear function of time), with the value 
usually between 100 and 350 kg/m3• ln general, the way in which snow is modeled 
deserves more attention and remains a significant limitation in current LSMs. 
A7. Validation and intercomparison of Land Surface Models 
Any land surface parameterization scheme designed for use in climate models 
should be validated whenever possible against observed data in order to assess the 
degree of its physical realism. Numerous field experiments have been done over the 
last years with the objective of evaluating current LSMs and improving our 
understanding of the processes at the S-V-A interface: HAPEX-MOBILHY (André et 
al., 1986), FIFE (Sellers et al., 1988), BOREAS (Sellers et al., 1997), CABAUW 
(Beljaars and Bosveld, 1997) etc. The comparison between LSMs developed 
worldwide by different modelling groups is undertaken within the Project for 
Intercomparison of Land-Surface Parameterization Schemes (PILPS). This project 
was initiated in 1992 and its goal is to understand any differences found in the 
behavior of LSMs (Henderson-Sellers et al., 1995). 
PILPS consist of four phases. Phase 1 of PILPS has been focused on local 
(point) evaluations of LSMs. The models are driven using atmospheric forcing 
generated from a GCM for two grid points, representative of a tropical forest and a 
mid-latitude grassland (Pitman et al., 1993). In Phase 2, LSMs have been driven 
using observed meteorological data (off-line simulation). Data from CABAUW were 
used in PILPS-2a (Chen et al., 1997) and HAPEX-MOBILHY in PILPS-2b (Shao 
and Henderson-Sellers, 1996), where LSM simulations were performed for one year 
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at the local scale. In PILPS-2d, LSM simulations over Valdai (Russia) were 
performed and evaluated at the local scale but for multi-year period (Schlosser et al., 
2000). The first attempt by PILPS to address LSMs behavior at a regional (a river 
basin) scale, at 10 x 10 spatial resolution, and in multi-year time scales was 
undertaken in PILPS-2c (Wood et al., 1998) where the simulated hydrology over the 
southem Central-Plains of the US were evaluated using a river routing model and 
observed river discharge. PILPS-2e (Lettenmaier and Bowling, 2000) is similar to 
phase 2c, except that the river basins are located at relatively high latitude (Tome­
Kalix rivers in northem Scandinavia; Mackenzie River in Canada; Lena River in 
Russia), and hence river-flows are primarily controlled by snowmelt and soil freeze­
thaw. In phase 3, land surface models are evaluated as an interactive component of 
the atmospheric GCMs participating in the Atmospheric Model Intercomparison 
Project (AMIP, Gates 1992), which offers a first step toward evaluating the behavior 
of land surface schemes within fully coupled ocean-atmosphere global climate 
models (PILPS phase 4, Henderson -Sellers et al., 1995). 
Following the PILPS approach, in recent years, the Rhône-Aggregation (Rhône­
AGG) land surface scheme intercomparison has been undertaken (Soone et al., 
2004). In the Rhône model domain, the atmospheric forcing and river network is at a 
significantly higher spatial resolution (8 km x 8 km), allowing the effects of spatial 
resolution change on LSM simulations to be examined. 
To get an idea about differences in surface energy and water fluxes simulated by 
different models, sorne of the results from PILPS-2c, PILPS-2e and Rhône-AGG are 
presented in the following paragraphs. 
Liang et al. (1998) analyzed simulations over the Red and Arkansas River basins 
for the period 1980-1986, which were performed with 16 LSMs that participated in 
PILPS-2c. As can be seen from Fig. A4, where simulated energy fluxes are 
compared, the net radiation, absorbed solar radiation and surface temperature 
generally agree among the models. The sensible heat fluxes have larger differences 
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among the models than the latent heat fluxes (the maximum difference of the latent 
heat flux is about three times smaller than that of sensible heat flux), and the ground 
heat fluxes show the largest variations among the energy components. 
Fig. A5 shows the averaged annual cycle of the simulated evapotranspiration by 
the PILPS-2c models against the atmospheric water budget estimated 
evapotranspiration. Generally, the models tended to underestimate evapotranspiration 
in summer and overestimate it in winter. The average annual cycle of the runoff (see 
Fig. A6) show that the models produce quite different mean seasonal runoff, but in 
genera1 have the minimum runoff occurring in the summer. 
The partitioning of total runoff into surface and subsurface runoff for each of the 
16 PILPS-2c models, averaged over the years 1980-1986, are shown in Fig. A7. The 
runoff from the Cogley (1991) c!imatology and from the naturalized streamflow data 
are also shown. As can be seen, the total runoff is dominated by subsurface drainage 
for sorne models (e.g., BASE). Others are dominated by surface runoff (e.g., BUCK, 
which is a standard Manabe's mode l, and CLASS), while sorne models have a more 
balanced division of surface and drainage runoff (e.g., BATS and SSiB). By 
comparing the predicted streamflow from PILPS-2c models to natura1ized steamflow 
(not shown here), Liang et al. (1998) concluded that the models with a significant 
surface runoff production have more rea!istic hydrograph timing (subsurface­
dominated models generally have their peak streamflow 2 to 7 days later than the 
naturalized streamflow). On the contrary, the models with subsurface-dominated 
production have more realistic behavior during the low-flow period (July-September). 
Model-derived seasonal cycle of the soil moisture storage tendencies (see Fig. 
A8) are qualitatively similar to that infelTed from observations (dashed !ine in Fig. 
A8), but most models do not predict the decrease in April soil moisture storage. 
The performances of the LSMs in high-latitude environments, where the snow 
coyer and small available net radiation dominate the surface energy and water fluxes, 
are presented by results obtained from simulations over Tome and Kalix River basins 
in northem Scandinavia (PILPS 2e). Fig. A9 shows the basin snow water equivalent 
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(SWE) averaged over la years for 21 LSMs (mean March SWE is used as a sUITogate 
for maximum annual accumulation). As can be seen, there are large differences in 
predicted SWE among models. 
Comparing Fig. A9 to Fig. A10, where mean annual sensible and latent heat flux 
are shown, we can see that the models with large latent heat flux and negative 
sensible heat flux tend to have the smallest snow accumulation. Note that annual 
sensible heat flux is the net result of a positive sensible heat flux (away from the 
surface) in spring and summer and a negative sensible heat flux during the fall and 
winter. 
In Fig. A Il, the mean annual basin sublimation and snowmelt is presented. As 
can be seen, sublimation varies widely among the models, ranging from small 
negative amounts to about 100 mm (the snowmelt presented in Fig. A Il is calculated 
as the difference between the prescribed snowfall and the simulated sublimation, 
assuming that the mean annual change in snow storage is negligible). The comparison 
of Fig. AIl to Fig. A 1a shows that the models that have large amounts of sublimation 
generally have a negative sensible heat flux. 
The simulated annual runoff over the Torne-Kalix river basin, as well as its 
partitioning into surface and subsurface runoff is presented in Fig. A 12. The total 
runoff varies among the models from 301 to 481 mm, while the observed value is 403 
mm. It is largely controlled by the snow amount, i.e. the models with high SWE tend 
to have the highest annual runoff. The mean annual cycles of the runoff (see Fig. 
A 13) are characterized by the strong snowmelt peak in May and June, followed by a 
graduaI recession during the summer and fall. In winter, runoff is small because 
snowmelt is negligible and most of the precipitation is stored in the snowpack. In 
conclusion, aIl models capture the broad dynamics of snowmelt and runoff over the 
catchments, but there are large differences in simulated snow accumulation and 
ablation, turbulent fluxes and streamflow. 
In the Rhône-AGG experiment, 3-year simulations with 15 LSMs were 
performed. The obtained intermodel scatter of simulated energy and water budget 
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components 1S typical of differences previously found in other intercomparison 
studies. Boone et al. (2004) highlight that most of the LSMs simulate similar total 
evapotranspiration and runoff but the partitioning between the various components 
varies greatly. The averaged total soil moisture is significantly different between the 
LSMs (ranging from 0.1 to 1 m) but the monthly storage changes are similar when 
averaged over the entire basin. The LSMs having explicit snow schemes demonstrate 
better snow simulation compared to those with simpler composite schemes. 
Composite snow schemes generally simulate too much snowmelt before the observed 
springtime discharge peak (peak runoff generally occurs 2-4 weeks early). 
The sensitivity of LSMs to the spatial resolution change is examined by running 
Rhône-AGG models at 8-km resolution, at 1° x 1° resolution (GCM grid box) and at 
Wx Yz°resolution (regional climate model grid box). The sensitivity varies widely 
among the models, although the trends tend to be similar for most of them. The 
variable most strongly affected by scaling is SWE, which is reduced by 25%-60% 
when moving from 8 km x 8km resolution to the 1°x 1° resolution. Several variables 
behave reasonably weil such as latent heat flux, soil moisture and subsurface runoff 
(total relative differences were generally less than 10%). Surface runoff is 
significantly decreased in most LSMs primarily because of the upscaling of the 
precipitation forcing. This result emphasizes the need for implementation of subgrid 
precipitation algorithms in large-scale LSM applications (Boone et al., 2004). 
The assigning of simulation differences to specifie parameterization differences 
within the experiments such as PILPS is often very difficult because of the 
complexity of CUITent LSMs as weil as the non-linearity of the many of the land­
surface processes. Even in an experiment where meteorological forcing and many of 
the land surface characteristics are prescribed, the non-linearity of land-surface 
processes causes small differences in model parameterization to lead to large 
differences in model outputs. One solution to this problem is to conduct experiments 
within a more controlled environment where each aspect of the parameterization can 
be isolated. This approach has been proposed by Koster and Suarez (1994) and by 
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Desborough (1997, 1999). They developed the CHAmeleon Surface Model 
(CHASM), which has the ability to operate within a variety of configurations, where 
land surface parameters and other aspects of land surface parameterization are treated 
identically. Table 1 summarizes the CHASM experimental configurations in 
Desborough's (1999) study. The simplest of CHASM modes (SIMPA) resemble to 
that of the standard Manabe (1969) model (M69), having a single surface energy 
balance, single evaporation flux, and no surface resistance and stability correction. 
The next configuration (SIMP) is similar to the SIMPA except it includes the stability 
correction. The intermediate RS mode is obtained by adding temporally invariant 
surface resistance (r
s 
) to the SIMP, the RS-I mode has an additional explicit 
parameterization of canopy interception and the RS-GI mode includes bare ground 
evaporation. The last two configurations (SLAM-1 T and SLAM) are the most 
complex, having explicit parameterization for canopy resistance, canopy interception 
and bare ground evapotranspiration. The SLAM-I T mode resolves only a single 
surface energy balance equation for the composite soil-canopy-snow surface, while 
the SLAM land surface is divided into bare ground-snow surface and vegetation 
surface, where each has its own energy balance equation. 
Figure 14 shows how SIMP-A, SIMP and SLAM evaporation compares to that of 
ail PILPS models for two sites: TRF (Tropical Forest Site, Pitman et al., 1993) and 
HAP (Hapex-Mobilhy, Shao and Henderson-Sellers, 1996). As can be seen, in TRF 
the stability-corrected SIMP mode (thick dashed line in Fig. A 14) behaves more like 
the complex PILPS (unmarked thin lines) and SLAM (thick solid line) models than 
like M69 (indicated by a star). However, removing SIMP's stability correction has 
much less effect on HAP. 
The simulations from intermediate RS, RS-I, RS-GI and SLAM-1T modes are 
used to examine geographic and sub-annual temporal variability aspects of 
evaporation parameterizations. As discussed by Desborough (1999), the largest 
sensitivity to the evaporation parameterization is seen at the daily time scale. Fig. 
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A15 compares daily average evaporation in each of the RS, RS-I, RS-GI simulations 
to that in SLAM-lT. The surface resistance, r ' in RS, RS-I, RS-GI was previously s 
calibrated in order to obtain the same annual evaporation as in SLAM-1 T. lt should 
be noted that the calibrated r, values vary considerably across the sites, indicating the 
presence of geographic information in the SLAM-l T parameterization. The left 
panels in Fig. A 15 indicate how daily evaporation is altered when temporal variations 
in canopy resistance are removed from SLAM-lT, the middle panels show also the 
effect of removing bare ground evaporation and the panels on the right show what 
happens when explicit interception is also removed. Daily averaged evaporation in 
the simpler RS mode is quite different from that of SLAM-l T, even with calibrated 
annual evaporation. 
AS. Conclusion and point of view 
Numerous investigations have demonstrated that simulated climate by 
General Circulation Models (GCMs) and Regional Climate Models (RCMs) are 
sensitive to the formulation of land surface processes. Modifying land surface 
properties such as albedo and roughness length has significant impacts on simulated 
large-scale atmospheric circulation, evaporation and precipitation. Similar effects 
appear when the parameterization of surface hydrology is altered or whether 
vegetation is included or not within a land surface scheme. As a result of a general 
recognition of the importance of land surface processes in climate modelling, LSMs 
have evolved from very simple first generation LSMs based on Manabe's (l969) 
(MAN69) approach to fairly sophisticated second and third generation models, that 
include an explicit representation of vegetation. 
Incorporation of biophysics and a multilayer representation of soil thermal and 
hydrological regimes into the second-generation LSMs made them more realistic than 
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the first-generation models. Improvement of the simulated continental 
hydrometeorology is shown in many studies in which the simulations produced by a 
biophysical model coupled to a GCM are compared to the simulations produced by a 
bucket hydrology model coupled to the same GCM (Sato et al., 1989, Verseghy et al., 
1996, Viterbo and Beljaars, 1996). Continental evaporation ca1culated by biophysical 
LSMs was consistently lower compared to the non-biophysical simulations, mainly 
because of the inclusion of stomatal resistance in the biophysical LSMs. As a 
consequence, reduced and more realistic continental precipitation fields are 
simulated. Similarly, in the offline intercomparison experiments of PILPS, it was 
found that the standard MAN69 model behaves in an anomalous way compared to the 
other models, producing significantly larger evaporation rates and smoller sensible 
heat fluxes. However, LSMs participating in the PILPS project, as weil as in the 
recent Rhône-AGG project, showed a wide range of behavior despite using the same 
atmospheric forcing and land surface parameters. Attempts were made in these 
projects to relate simulation differences to specific parameterization differences but 
these efforts were sometimes unsuccessful because of the large number of potential 
sources of these differences. In addition, due to non-linearity of the land-surface 
processes small differences in model parameterizations can lead to large differences 
in model output. Thus, the sources of variability in LSM behavior are not fully 
resolved. The problems were identified also with identically named parameters 
having different effective meanings in each LSM. 
The appropriate level of complexity of land-surface models for use in c1imate 
models and the relative usefulness of MAN69 and Deardorffs (1978) approaches are 
still unresolved issues. Both basic approaches in land surface modeling continue to 
coexist. Desborough (1999) showed that a simple surface energy balance 
parameterization with a constant surface resistance is as appropriate as a more 
complex parameterization for simulations of the annual, monthly and seasonally 
averaged evapotranspiration. However, complex aspects of canopy interception, bare 
ground evaporation and canopy resistance contain substantial geographic and daily 
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functionality that are not present in the simpler parameterizations. LSM perfonnance 
must be ultimately assessed by how well observations are reproduced. The only way 
ahead to develop and improve parameterization is validation and comparison with 
observations. The impact of "improved" parameterizations on climate simulations 
should be assessed taking into account statistical significance of the induced changes. 
It is also important to compare simulated land surface climatology with observations 
over a range of climate conditions and for different surface types. Both coupied and 
offline simulations are required in order to improve our understanding of the 
feedback mechanisms acting between the atmosphere and underlaying surface. 
Many problems in land-surface modelling remain to be addressed. The 
parameterization of subgrid spatial variability of soil type, vegetation characteristics 
and topography and their impact on surface turbulent and radiative fluxes and near­
surface hydrology needs to be improved. The implementation and validation of 
different averaging schemes (aggregation rules) used to define effective parameters 
over large areas is required. The development and improvement of existing methods 
accounting for subgrid effects on certain land surface variables are also important. A 
probability distribution function should be applied to certain LSM variables (such as 
soil moisture) and to the atmospheric forcing variables (such as precipitation). 
Altematively, the so-called mosaic (tile) approach proposed by Koster and Suarez 
(1992), which has the advantage of explicitly representing very distinct surface types 
and the surface properties assigned to each tile, can be used, but it is computationally 
more expensive compared to the effective surface treatment. 
Effort is also required to improve the realism of vertical soil water transfer and to 
describe the effects of within grid cell horizontal transfer of soil water. The 
parameterization of surface and subsurface runoff in CUITent LSMs, as weil as snow 
processes, must also be improved. The available global land coyer data sets 
(providing a global time-series of vegetation and soil parameters) designed for use in 
LSMs need to be further improved. 
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Finally, it should be mentioned that the climate community now needs LSMs able 
to provide the internally consistent carbon balance to be perfonned a10ng with 
conventiona1 surface water and energy balance calculation. Furthennore, some land 
surface modeling groups are now working on development of the interactive 
vegetation models that will be able to simulate changes in vegetation parameters and 
carbon cycle variables in response to climate change (lpee, 2001). 
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Table Al. Summary of CHASM's experimental configurations (Desborough, 1999). 
Surface mode	 Stability Surface Canopy Bare ground Canopy Temperature 
correction resistance interception evaporation resistanœ differentiation 
SIMP-A 
SIMP	 ,/ 
RS	 ,/ ,/ 
RS-I	 ,/ ,/ ,/ 
RS-GI	 ,/ ,/ ,/ ,/ 
SLAM-I T	 ,/ ,/ ,/ ,/ ,/ 
SLAM	 ,/ ,/ ,/ ,/ ,/ ,/ 
Zr	 . Ur 
l.----------- _ 
WRl Sfeecl lu) -
Fig. A 1. Turbulent transfer regimes considered in SiB2 (modified from Sellers et al., 1996): ZI-height of canopy 
bottom, Zz- height of canopy top, Zc- inflection height for leaf-area density, Zs· ground roughness length, 
Zr - reference height, Zo - canopy roughness length, d - canopy zero plane displacement height, ha - water 
vapour and sensible heal source height, Ul' Uz and U - wind velocity at Zl' Zz and Zr' respectively,r
'd -aerodynamic resistance for heat (vapour) transfer between the ground and canopy air space, 'a­
aerodynamic resistance between the canopy air space and the reference height, and 'b -aerodynamic 















Fig. A2. Transfer pathways for sensible heat as conceptualised in SiB2 (modified l'rom Sellers et al., \996). 
a) b) Reference Helghl e,. 



















Fig. A3. Transfer pathways for latent heat as conceptualized in the first-generation LSMs, modified from Pitman 
(2003) (a) and in SiB2, modified from Sellers et al. (1996) (b). 
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Fig.A4. Annual average (1980-1986) model-simulated net radiation (a), absorbed solar radiation (b), surface 





Fig. A6. Mean monthly runoff (1980-1986) over the Arkansas and Red River basins routed to respective basin 
outlets, compared to observed monthly mean naturalized streamflows summed at basin outlets (Lohmann et 
al., 1998). 
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Model 
Fig. A 7_ Model partitioning of runoff into surface and subsurface runoff, averaged over the years 1980-1986. Aiso 
shown are the runoff from the Cogley (1991) climatology and from the naturalized streamflow data 
(Lohmann et al., J998). 
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Fig. A8. Mean monthly (1980-1986) water balances: soil moisture tendency (dS/dt), evapotranspiration (E), 
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Fig. A9. Basin average snow water equivalent (SWE) for March (surrogate for maximum) for the period 
(1989-1998) (IefL panel) and model identifiers (right panel) (Bowling ct al., 2003) 
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Fig. Al O. Mean annual basin-wide turbulent heat fluxes. The dashed line shows the water balance based estimate 
of the latent heat flux over the basin (Nijssen et al., 2003). Model identifiers are the same as in Fig. 9. 
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Fig.	 AlI. Mean annual basin-wide sublimation and melt (Nijssen et al., 2003). Model identifiers are 
the same as in Fig. 9. 
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Fig. A12. Total basin mean annual surface and subsurface runoff. The dashed horizontal line represents mean 
annual runoff at the mouths of the Tome and Kalix Rivers combined (Nijssen et al., 2003). Model identifiers 
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Fig. A14. Monthly evaporation cycles for CHASM's SLAM and SIMP modes compared to results from the 
corresponding PILPS experiments for (TRF a) and HAP (b). A thick solid line is used for SLAM, a thick 
dashed line for SIMP with an aerodynamic stability correction and a thick dotled line for SIMP without a 
stability correction (SIMP-A). M69-PILPS simulations are indicated by stars (*) and the simulations of other 
PILPS models are represented as unmarked thin lines (Desborough, 1999). 
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Fig. AIS. Daily evaporation for TRF (a) and HAP (b) in CHASM's RS-GI, RS-I and RS calibrated constant 
surface resistance modes compared to corresponding values in simulations with SLAM-lT (Desborough, 
1999). 
