We analyze the conditioning properties of classical shape-perturbation methods for the prediction of scattering returns from rough surfaces. A central observation relates to the identification of significant cancellations that are present in the recurrence relations satisfied by successive terms in a perturbation series. We show that these cancellations are precisely responsible for the observed performance of shape-deformation methods, which typically deteriorates with decreasing regularity of the scattering surfaces. We further demonstrate that the cancellations preclude a straightforward recursive estimation of the size of the terms in the perturbation series, which, in turn, has historically prevented the derivation of a direct proof of its convergence. On the other hand, we also show that such a direct proof can be attained if a simple change of independent variables is effected in advance of the derivation of the perturbation series. Finally, we show that the relevance of these observations goes beyond the theoretical, as we explain how they provide definite guiding principles for the design of new, stabilized implementations of methods based on shape deformations.
INTRODUCTION
Analytical and numerical methods based on shape deformations have been widely used in scattering calculations since the original work of Rayleigh 1 and Rice 2 and have successfully led to new insights in a variety of applications, including acoustics, spectroscopy, optics, remote sensing, etc. Besides being simple to implement, these perturbative approaches generally lead, quite efficiently, to quality predictions within their domain of applicability. Indeed, it was these characteristics that prompted a number of investigations in the last 30 years, mainly in the area of scattering by rough surfaces, and that resulted in a variety of low-order theories (see, e.g., Refs. [2] [3] [4] [5] [6] [7] [8] [9] . The efficiency of these approaches naturally led to consideration of their applicability and accuracy; despite significant advances in the elucidation of these properties over the last decade, some important aspects remain unresolved.
The issue of applicability of shape-perturbation methods is, of course, closely related to the order of the perturbation expansion and therefore to its convergence properties.
These properties, in turn, have apparently generated a controversy in the literature, dating back to the work of Meecham 10 and Uretsky 11 and further enhanced by the limited success of straightforward attempts at high-order expansions in numerical simulations (see, e.g., Refs. [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] . A definitive answer to the question of convergence of shape-perturbation expansions was finally provided in Ref. 23 , where it was proved that, for analytic scattering surfaces, the scattered fields are analytic functions of a deformation parameter. For the case of infinite (periodic) rough surfaces, this result asserts that the scattered field analytically continues to that of a flat surface, thereby guaranteeing the convergence of the series, at least for small perturbations. More importantly perhaps, in this case the theoretical results in Ref. 23 (subsequently illustrated in numerical simulations in Refs. [24] [25] [26] [27] [28] [29] establish that the fields corresponding to a flat surface analytically continue to perturbations of arbitrary size. Of course, such perturbations may not be attainable by a simple Taylor-series sum; rather, alternative summation (i.e., analytic continuation) mechanisms may be necessary (see, e.g., Refs. 25 and 26) .
The issue of accuracy and, more precisely, conditioning of shape-perturbation approaches, on the other hand, has remained largely unexplored. This is, in fact, apparently the case for all perturbative schemes, including alternatives such as the operator expansion (OE) method of Milder et al. [30] [31] [32] [33] [34] [35] [36] [37] [38] In this paper, we address this issue as we uncover the precise mechanism giving rise to potential instabilities in classical shape-perturbation methods. As we demonstrate, these instabilities arise as a result of significant cancellations that occur in the recurrences underlying a typical shape-deformation scheme. Indeed, we show that these cancellations are precisely responsible for the observed performance of these methods, which typically deteriorates with decreasing regularity of the scattering surfaces. We further show that the cancellations preclude a straightforward recursive estimation of the size of the terms in the perturbation series, which, in turn, has historically prevented the derivation of a direct proof of its convergence. On the other hand, we also show that such a direct proof can be attained if a simple change of independent variables is effected in advance of the derivation of the perturbation series. In addition to providing a more straightforward path to convergence than that presented in Ref. 23 , which we therefore hope will be more readily accepted by practitioners, these observations have immediate practical relevance, as they provide definite guiding principles for the design of new, stabilized implementations of boundary perturbation methods.
The rest of the paper is organized as follows. In Section 2, we introduce our notation, and we briefly review some of the most commonly used shape-perturbation methods. In Section 3, we discuss the conditioning issues that we alluded to above, as we describe the way in which cancellations arise at both low and high orders of the recurrences. Section 4 is devoted to the convergence properties of the perturbation series. There we first explain how the cancellations preclude an iterative estimation of the terms in the series in the original variables. We then also show that a simple change of variables can be effected to implicitly account for cancellations, thus permitting a direct, inductive bound of the perturbation coefficients that delivers a convergence result. Finally, some concluding remarks are presented in Section 5, which include a set of guidelines for the design of improved numerical simulation strategies based on shape deformations.
SHAPE-DEFORMATION METHODS
As we mentioned, we shall be centrally concerned with stability properties of shape-perturbation methods in rough-surface-scattering calculations. For simplicity, we shall restrict our discussion to the scalar case in two space dimensions, although our observations and algorithms clearly extend to the full vector equations in threedimensional space; see the remarks at the end of this section. Here we first set up our notation and then briefly review some classical perturbative algorithms.
A. Scattering by Rough Surfaces
We shall consider the scattering of an acoustic or electromagnetic time-harmonic plane wave
and we shall be interested in predictions of the generated scattered field
Here, of course, ṽ denotes the pressure in acoustics or the component of the electric or magnetic field parallel to the invariant (z) direction in electromagnetics. In any case, the (reduced) scattered field v scat (x, y) propagates according to the Helmholtz equation
, where the wave number k satisfies 2 and is the wavelength of radiation. The uniqueness of solutions coupled to the periodicity of the profile g(x) then implies that v scat will be ''quasiperiodic'' in x, that is,
Any of a number of physically relevant boundary conditions can be imposed on the rough surface. For the sake of definiteness, we shall work with a pressure release or perfectly conducting (TE) surface, where
Finally, the Sommerfeld radiation condition must be imposed to specify the physical solution. Within the present context, this condition can be stated in terms of the Rayleigh series: If a is any number satisfying a Ͼ max͉ g(x)͉, then the scattered field in y Ͼ a must admit a representation
as a superposition of outgoing waves. Here
Equivalently, the radiation condition can be stated in terms of a ''Dirichlet-to-Neumann'' operator (DNO), with the advantage that the resulting problem is formulated in a bounded domain. We recall that given a surface y ϭ (x) the DNO T( ) associated with the scattering problem (2.1) and (2.2) on y Ͼ (x) is an operator that acts on (quasi-periodic) functions (x) defined on y ϭ (x): The operator maps the function onto a function T( )͓͔, also defined on the surface, according to
where v scat is the (quasi-periodic) solution to Eq. (2.1) with boundary condition
Hence an equivalent form of Sommerfeld's condition is given by ‫ץ‬v scat
Summarizing, and denoting v scat (x, y) by v(x, y), we shall seek a solution of the system of equations
B. Field Expansions
The basic idea behind shape-perturbation methods is to exploit the explicit solvability of Eqs. (2.5) in the case where g(x) ϵ 0, that is, for a flat surface. In this case, the law of reflection gives, for y Ͼ 0, 6) and, more generally, if replaced by ␦g(x), are sought in the form of a perturbation series:
Indeed, as can be readily checked, the functions v n are, at least formally, solutions to scattering problems over a flat interface and can therefore be explicitly found. More precisely, the functions v n satisfy (see, e.g., Ref. 24)
To find the specific form of the ''incident field'' P n (x), one resorts to the condition satisfied by
(2.9)
Formal differentiations with respect to ␦ then yield 10) so that the equations can be solved recursively, starting from Eq. (2.6), to define
This formal procedure (or slight variations thereof ) has been used extensively in both low-and high-order implementations. It has been referred to by a variety of names, including small-perturbation method, 38, 39 Rayleigh-Fourier Method, 17 Rayleigh-Rice theory, 16 iterative series solution, 15 etc. Here we shall refer to it with the generic name of method of ''field expansion'' (FE). Our choice for this name is motivated by the actual expansion of fields that underlies the method; this name will also help us distinguish it from the operator expansion (OE) method, which we review in Subsection 2.C.
As we mentioned in Section 1, the convergence of the series in Eq. (2.11) was a subject of much controversy over the last 50 years and was eventually resolved in Ref. 23 . There it was also shown that, for analytic profiles g(x), the function (scattered field) V(x, y;␦) is analytic for all values of ␦ on the real line. Besides its intrinsic theoretical value, this observation has a significant practical consequence, as it guarantees that the Taylor coefficients v n (x, y) contain all the necessary information to determine the values of V(x, y;␦) for every ␦, even beyond the disk of convergence of the series. As proposed in Ref. 23 , the FE approach can be combined with mechanisms of analytic continuation (e.g., conformal mappings, 24 Padé approximation, 25, 26, 29 etc.) to produce a method that can accurately compute scattering returns for large deformations of a plane that lie well beyond the radius of convergence of the perturbation series.
For a practical implementation of this approach, it is convenient to work in Fourier space. More precisely, the most general solution to Eqs. (2.8a), (2.8c), and (2.8d) is of the form
for some coefficients d n, p . Equations (2.8b) and (2.10) then translate into a recursion for these coefficients 24 :
where 
C. Operator Expansions
An alternative and elegant shape-perturbation scheme was pioneered by Milder et al. [30] [31] [32] [33] [34] [35] [36] 38 in scattering calculations, based on earlier work on simulations of the evolution of gravity water waves [40] [41] [42] (see also Refs. 43 and 44). In the context of two-dimensional, periodic scattering configurations, this approach starts with consideration of the Helmholtz integral for the scattered field in y Ͼ g(x):
is the (periodized) free-space Green's function and n(x) ϭ ‫ץ(‬ x g(x), Ϫ1) is the (unnormalized) outward normal vector to the scattering surface. Next, we introduce the Dirichlet-to-Neumann operator (DNO) T( g), as defined in Subsection 2.A, in terms of which Eq. (2.16) can be written in the form
where we have used v(x, g(x)) ϭ Ϫv inc (x, g(x)) and have set
Substituting the modal expansion of the Green's function (2.17) into Eq. (2.18), we obtain, for
where
As follows from Eq. (2.20), a central component of the method relates to the calculation of the DNO. For this, a perturbative scheme appears to be particularly appropriate, as we recall (cf. Subsection 2.A) that the operator can be explicitly found for a flat interface. Indeed, letting a ϭ 0 in Eq. (2.4), we have
For a general surface y ϭ g(x), we shall seek an expression for the operator T( g) in the form of a perturbation series:
To find a recursion for the (operator) coefficients T n ( g), we note that the functions
solve Eqs. (2.5a), (2.5c), and (2.5d), so that
Expanding Eq. (2.24) in powers of ␦ and equating like powers, we obtain
then, using the linear character of the operator T n ( g), we find that
and introducing a (pseudo-differential) operator ␤ D , defined by 27) we can write Eq. (2.25) as
A further simplification is possible at this point, as first noted in Refs. 45 and 46. Indeed, note that Eq. (2.28) for T n ( g) involves the operators T l ( g), 0 р l р n Ϫ 1, evaluated on functions that change with the order n. In contrast, using the self-adjointness of these operators (and the fact that the operator ␤ D commutes with differentiation), we can rewrite Eq. (2.28) in the form
This latter form significantly reduces the computational effort, as now the operators T l ( g), 0 р l р n Ϫ 1, are always evaluated on the same function , independently of n, and can therefore be stored and reused at each order. In fact, with this addition, a numerical implementation of this approach can be attained with prescriptions similar to those described above in the context of the FE procedure. Indeed, here the values of T l ( g)͓͔ on a fixed equispaced grid can, once again, be recursively obtained from Eq. (2.29) by effecting multiplications in physical space and applications of ␤ D in the frequency domain and by alternating between these by means of FFTs.
D. Partial Field Expansions
When one is interested in the scatter off a specific surface y ϭ g(x) [and not on that generated by the intermediate 30) so that, at zero order, we have
Indeed, in this case, Eqs. (2.8) are replaced by a similar recursion, but now P n in Eq. (2.10) takes on the simpler form
As expected, this modified approach, which we shall refer to as a partial field expansion (PFE), generally exhibits better convergence properties than the FE method; see Fig. 1 . As follows from Eqs. (2.13), (2.29), and (2.31) and as explained above, methods based on shape deformations lead, in this case, to very simple and efficient algorithms, entailing only straightforward FFTs and multiplications. In fact, it is these characteristics that can make these approaches the method of choice over other classical procedures (e.g., integral equations, finite elements, etc.) in many instances; see, e.g., Refs. 47 and 48 for a recent example of application and comparison with alternative methods.
In fact, the advantages of shape-deformation methods over other rigorous numerical schemes can become more pronounced for scalar and vector problems in three dimensions. Indeed, in this case, finite-element approaches, for instance, must deal with volumetric discreti-zations and artificial boundary conditions, 49 while the design of efficient integral equation methods faces significant challenges in the design of both appropriate quadrature rules and efficient matrix inversion mechanisms; see, e.g., Refs. 39 and 50. In contrast, the FE and PFE approaches described above can be readily extended to these cases, leading to similarly simple recurrences. 26, 28, 48 The OE approach can also be extended, although, for general three-dimensional electromagnetic problems, it requires a more careful treatment on account of the more complicated boundary conditions that must be enforced in this case and that lead to a correspondingly more complicated definition for the relevant DNO. 36, 37 [In this connection, we point out that the treatment in Refs. 36 and 37 does not constitute the only possibility, and, in fact, a perhaps more natural version of the recurrence can be derived. Indeed, for instance in the case of perfectly conducting surfaces, such a recurrence can be derived by defining the DNO as directly providing the surface current from knowledge of the electric field on the surface for use in a Stratton-Chu formula 51 -the analog of Eq. (2.16). The recurrence for the perturbation coefficients of the DNO can then be derived by simply enforcing that the operator vanish on normal fields and that it satisfy the analog of Eq. (2.24) on electric fields that are tangential to the surface.]
The aforementioned advantages of shape-deformation methods hold throughout their domain of applicability. And, as was shown in Refs. 23 and 52, the theoretical validity of boundary perturbation expansions extends to perturbations of arbitrary order and arbitrary size. However, a numerical implementation of these schemes leads to a restricted domain of applicability on account of inaccuracies that arise from finite arithmetic and roundoff errors, which have, until now, remained unexplained. The origins of these instabilities are elucidated in Section 3 in the context of both the OE and FE implementations.
CANCELLATIONS AND CONDITIONING
It is important to note that the derivations of the recursions in Section 2 are formal in nature. Indeed, as we mentioned, the question of convergence of shapeperturbation expansions has a long history, as does the question of validity of recursions such as those in Eqs. 
From this, in turn, it also follows that the series (2.7) converges inside the domain y Ͼ ␦g(x). However, these results do not shed light on the, perhaps more important, issue of validity of the recursive formulas. This, in fact, is a more subtle issue, as it involves the behavior of the fields on the boundary y ϭ ␦g(x) of their domains of definition. An affirmative answer on the validity of the recursive relations was finally provided in Ref. 23 for the case where g(x) is an analytic function.
The discrepancy in the smoothness requirements of the results quoted above, Lipschitz regularity for Ref. 54 and analyticity for Ref. 23 , can be used to motivate one of our main observations. Indeed, the analyticity assumption in Ref. 23 was fundamental to the derivation of the recurrence (2.8), which, when analyzed in detail, can be shown to involve derivatives of g(x) of arbitrarily high order. This property is shared by the recurrence (2.29), where it is, in fact, much more obvious (␤ D is a pseudo-differential operator of order 1; i.e., with regard to regularity properties, it acts like differentiation). On the other hand, as we said, the results in Ref. 54 apply to general ''rough'' (Lipschitz) perturbations of a plane. As we have shown, 55, 56 this apparent contradiction is at the heart of the instabilities that may arise in OE and FE calculations. Indeed, as argued there, substantial cancellations occur in Eqs. (2.8b) and (2.29), so that the overall sums on their respective right-hand sides give rise to finite quantities in spite of possible singularities in the individual terms.
In the remainder of this section, we shall substantiate this argument with some analytical remarks and some numerical examples. In particular, we shall first explain the manner in which the cancellations manifest themselves at low orders, where explicit calculations can be performed to reveal them. In addition to providing a direct verification of their presence, these low-order calculations will also shed light on the rather dramatic effect of cancellations in high-order simulations (Subsection 3.C). In Section 4, we shall further demonstrate how these cancellations preclude an iterative estimation of the functions v n in Eqs. (2.8) or T n ( g)͓͔ in Eq. (2.29), as any use of the triangle inequality destroys these, rendering a useless bound. Interestingly, we will also show that a simple change of independent variables can be made to implicitly account for cancellations, allowing then for an iterative estimation in the new coordinates.
A. Cancellations in the Operator Expansion Method
In the OE formulation, a cancellation of high-order derivatives occurs at every order and can, in fact, be explicitly identified at low orders in Eq. (2.29). Indeed, for n ϭ 0, 1, 2, Eq. (2.29) reads as 
where R f ͓͔ is more regular than either of the two terms on the left-hand side (in particular, it is itself squareintegrable). In other words,
Thus we can write
and since
we see that the second derivatives of and the term involving k 2 exactly cancel out, yielding
Similarly, using Eq. (3.4) in Eq. (3.1c) and expanding the derivatives, we get
or, deleting terms that exactly cancel out (first/third/ fourth and second/sixth terms on the right-hand side),
where the operator S f is defined as
Again here, and in contrast with the individual terms on the right-hand side of Eq. (3.1c), the right-hand side of Eq. (3.5) is square-integrable, as the operator S f in Eq. (3.6) maps square-integrable functions onto functions with a square-integrable derivative (see Appendix A, Theorem A.2).
B. Cancellations in Field Expansion Methods
Not surprisingly, the cancellations in the FE and PFE approaches lead to consideration of the same operators as those in Subsection 3.A. The behavior of the ''cancelled equations'' in this case, however, is somewhat different
As discussed in Subsections 2.B and 2.D, the recurrences for the FE and PFE approaches are similar in nature and differ only in the manner in which the incident wave is treated. For this reason, cancellations in these procedures arise in precisely the same way, which, for the sake of brevity, we shall exemplify on the PFE approach; as will be clear from these developments, entirely analogous remarks apply to the FE scheme.
To shed light on the cancellations in the PFE method, we begin by noting that the partial derivatives with respect to the transverse ( y) variable in Eq. (2.31) are closely related to the operator ␤ D in Eq. (2.27); indeed, we have
For n ϭ 0, 1, 2 then, and letting denote the incident wave on the scattering surface, we can write the PFE recurrences as
If has a square-integrable derivative, it follows from Eqs. (3.7) that both v 0 and v 1 are well defined. To see how cancellations arise in v 2 , we write, from Eq. (3.7c),
where we have used Eqs. (3.7a) and (3.7b) and the equality (3.3). Then, from Eq. (3.2),
On the other hand, we also have that (3.10) so that Eq. (3.9) can be transformed to
or, by using Eq. (3.6),
As follows from the above derivation, this last form of definition for v 2 
Then the first term in Eq. (3.7c) is 12) while that in Eq. (3.11) reads as
(3.13)
The issue here then is the approximation of the Fourier coefficients in Eqs. (3.12) and (3.13) with the use of truncated series, that is, as
respectively. The benefits of the formulation (3.11) are now evident from Eqs. (3.14) and (3.15) as the additional factor ␤ p (Ϸ͉ p͉) inside the sum of the former decreases the rate of convergence of the series and translates into larger errors. In fact, these effects are clearly influenced by the regularity, or lack thereof, of both the profile g and the incidence , as it is these characteristics that determine the decay of the coefficients C 2,r and b r (and thus the speed of convergence of the series). Moreover, even in the case of smooth data, the detrimental effects of these cancellations are consistently accentuated at higher orders. Indeed, proceeding as in the derivation of Eq. (3.11), we also find that, after significant cancellation,
can be reduced to (3.17) where again the first term entails the most singular part, on account of Theorem A.2; in fact, it can be shown inductively that As follows from these calculations, the cancellations are very significant, as they occur in the most singular part on the right-hand sides in Eqs. (2.29) and (2.31). Within a numerical implementation, this amounts to calculating relatively small numbers (e.g., the Fourier coefficients of T n ( g)͓͔) as a difference of very large numbers [e.g., the Fourier coefficients of each (singular) individual term in the recurrence], which is, of course, a recipe for ill-conditioning (see Fig. 2 ).
C. Effect of Cancellations in High-Order Implementations
In connection with calculations of arbitrary order, the arguments in the preceding sections also suggest that this ill-conditioning should increase with increasing interface roughness as the terms in the recursions become more singular. Moreover, even for very smooth profiles, the instabilities should be enhanced as the number of Fourier modes in a calculation are increased, since the small contributions to high wave numbers are still attained as differences of large numbers (e.g., as in Fig. 2) . The next series of numerical experiments (Figs. 3 and 4) were designed to confirm these predictions. To this end, we selected scattering profiles given by 
and, to minimize the effects of aliasing errors, we approximate them by their truncated Fourier series:
Indeed, if P Ӷ N x /2, the number of modes in our numerical approximation, the effects of aliasing will be minimal (in fact, no aliasing occurs if nP ϩ F р N x /2, where n is the degree of the perturbation series and F is the number of Fourier modes in the Dirichlet data). Figures 3 and 4 
T͑ g ͓͒exp͕i␣
As explained in Subsections 2.B and 2.C, the approximations are computed by using (fast) Fourier collocation on N x equally spaced nodes x j on ͓0, d͔. 57 When truncated and summed up to order n, this approach produces an approximation T n,N x approx for which the error is defined as
The figures display this error as a function of n, the number of terms retained in the Taylor series, for each of the profiles (P ϭ 40, ␦ ϭ 0.09 for g s and ␦ ϭ 0.03 for g r and g L ). For comparison purposes, the figures also display the results corresponding to a more stable algorithm, labeled partial transformed field expansions (PTFEs). This latter scheme corresponds to the implementation of alternative recursions that can be obtained much as in the PFE approach but with the addition of a nonlinear transformation effected a priori of the expansion (thus the PTFE name). As we shall see, our theoretical results in Section 4 guarantee that the transformation implicitly accounts for all cancellations and thus they predict the observed enhanced stability of the method. The effect of the ill-conditioning of the OE and PFE formulas is evidenced in Fig. 3 and 4 in the form of an explosive divergence of the series beyond a few terms. Moreover, as predicted, the onset of this divergence is precipitated by a profile's roughness. Indeed, the figures show that as the profile is varied from smooth to rough to Lipschitz, the onset of divergence for the OE approach changes from n ϭ 13 to 7 to 6 while that for the PFE procedure occurs at n ϭ 15, 9, and 7, respectively (note that, in contrast, the results of PTFE are consistently stable). A further refinement of the discretization (from N x ϭ 64 for g s and N x ϭ 256 for g r ) results in a loss of accuracy for both the smooth and rough profiles, indicating that conditioning errors overcome those that may arise from aliasing. For the Lipschitz profile, on the other hand, a discretization with N x ϭ 512 actually produces slightly better results, but they again deteriorate at N x ϭ 1024; see Fig. 4 .
CONVERGENCE
As we demonstrated in Section 3, the cancellations appear at every order n and, in fact, they become more severe with increasing n. In this section, we address the consequences of these observations on attempts at establishing the convergence of the perturbation series. Indeed, we shall first explain how what is perhaps the most natural approach cannot succeed, precisely on account of cancellations. In this connection, it can be argued that it is the failure of this approach that largely contributed to the historical confusion over the convergence of shapeperturbation expansions. We shall further show here that a strategy, based on a change of independent variables, can be devised to implicitly account for cancellations in a manner that then allows for a rather straightforward proof of the convergence of the perturbation series.
To begin, we note that a most natural attempt at the convergence of the series (2.7) or (2.22) would be to try to estimate the growth of the terms in the series inductively, appealing to the corresponding recursions. Indeed, if we could show that the size of the nth term in the series is bounded by B n , for some constant B, then the existence of a positive radius of convergence will follow. Now, rather clearly, such a procedure cannot succeed, as any attempt at estimating the right-hand sides of the recursions will destroy the cancellations. This, in fact, can be easily illustrated within the Fourier version (2.13) of Eqs. Then, from Eq. (2.13), it follows that
where D l is the amplitude of the highest-order Fourier mode at order l:
In Fig. 5 , we show some numerical results obtained from implementation of Eq. (4.1) in the most favorable case of an analytic boundary
the wave number is k ϭ 1, and the incidence is normal. Figure 5 (a) shows the effect of cancellations on the accuracy that can be attained: At sufficiently high orders, round-off errors completely overcome the values of interest. These errors, of course, arise from computing smaller values (i.e., the values of D n ) as differences of larger numbers [i.e., the individual terms on the righthand side of Eq. (4.1)]. The fact that these large numbers do indeed significantly cancel out is further demonstrated in Fig. 5(b) , which also exemplifies the effect of straightforward bounds on the recursion. For this, we introduce the majorizing sequence ⌬ n , defined by the recurrence
Clearly,
as Eq. (4.2) can be obtained from Eq. (4.1) upon use of the triangle inequality. As we show in Fig. 5(b) , this estimate, which destroys the cancellations in Eq. (4.1), leads to a series with a vanishing radius of convergence. 58 Interestingly, however, a direct estimation of the terms of the series can be achieved if a change of independent variables is effected before the perturbation expansion. Indeed, consider the transformation
which maps the domain g(x) Ͻ y Ͻ a to the strip 0 Ͻ yЈ Ͻ a. Problem (2.5) then transforms into Note that, coincidentally, this change of independent variables agrees with that used in the C method of Chandezon et al. 59, 60 Our use of the transformation, however, differs from that of the C method, where it is introduced to conveniently recast Eqs. (4.4) in the form of an eigenvalue problem for the vertical propagation constants. In contrast, our appeal to the transformation (4.3) is based on an entirely different property, specifically related to conditioning and convergence of shape-perturbation approaches. Indeed, dropping primes and formally expanding
n ), we obtain
for 0 Ͻ y Ͻ a, where ␦ n, j is the Kronecker delta,
Equations (4.6) are obviously similar in structure to Eqs. (2.8). There are, however, significant differences. Most notably, in contrast with Eqs. (2.8), Eqs. (4.6) do not involve high-order derivatives of lower-order iterates ͕u l ͖ lϭ0 nϪ1 , and thus they do not require derivatives of the profile g(x) of increasingly high order. In fact, at this point, under the sole assumption that g(x) has two continuous derivatives, it can be inductively shown, by using the techniques of Ref. 55 , that
for some constants K 1 , B Ͼ 0, where the (Sobolev) norm of index s is defined by
Indeed, in contrast with the solutions to Eqs. (2.8), the solutions u n to Eqs. (4.6) can be iteratively bounded in these Sobolev norms with a direct use of the triangle inequality on the right-hand sides F n and R n that depend on
. Such a strategy readily delivers inequality (4.7), which, in particular, demonstrates that the transformed field u is analytic with respect to the perturbation parameter ␦ under rather permissive smoothness restrictions on
g(x).
In more detail, classical results from the theory of elliptic partial differential equations 61, 62 indicate that if (x, y), (x), and (x) are such that
are all bounded, then there exists a unique solution of
w͑x, 0͒ ϭ ͑x͒,
for some K e Ͼ 0. Now, the explicit solution of Eqs. (4.6) at order 0 verifies the inequality (4.7) for n ϭ 0. On the other hand, if we assume the inequality (4.7) for all n Ͻ N, it can be shown, again as in Refs. 52 and 55, by using the triangle inequality, that
where K 0 Ͼ 0, and C g Ͼ 0 is a constant bounding the second (continuous) derivative of g(x) on ͓0, d͔. Then, from inequalities (4.9) and (4.10), we have
͓3K e /(K 1 N!)͔ 1/N ␤͖, which, by induction, proves the inequality (4.7). We remark again that the success of this argument relied on the possibility of bounding the norms of F n and R n by the sum of the norms of each of their constitutive terms to obtain the inequalities (4.10), a possibility that, in turn, relies on the absence of cancellations in these sums.
Finally, by similar arguments, 52 it can be shown that if 
CONCLUDING REMARKS
In this paper, we have analyzed the conditioning properties of shape-deformation methods for rough-surfacescattering simulations. In particular, we have presented a theory that explains the observed behavior of these schemes, whose performance typically deteriorates with increasing surface roughness and/or increasing number of discretization points beyond a threshold. The theory attributes this behavior to significant cancellations in the recursions underlying these numerical procedures. A variety of analytical and numerical results, encompassing both low-and high-order calculations, were presented that support this contention. Our discussion also addressed theoretical and numerical consequences of these cancellations. On the theoretical side, we showed how they prevent a most straightforward proof of convergence of the perturbation series, and we suggested that this significantly added to the historical controversy over the properties of the series. Moreover, we also showed that a simple change of independent variables can be used to rectify the cancellations and allow for a new, direct demonstration of convergence. As for numerical implementations, we showed that the cancellations are always significant and that they become more pronounced with decreasing surface regularity. In particular, even for smooth profiles, the cancellations impose certain restrictions on the discretizations (in either physical or Fourier space), as these must balance accuracy requirements, which demand a large number of points, with stability, which favors a small number of frequencies.
Finally, our results can be interpreted as providing guidelines for the design of new, stabilized implementations of boundary perturbation methods. Indeed, our very precise identification of the origins of instabilities can be used in attempting to mollify them. In the case of low-(first-, second-) order calculations, the relative simplicity of the recurrence could potentially allow for an explicit account of cancellations, that is, for a restatement of the formulas in a manner that explicitly avoids the calculation of small numbers (e.g., high-frequency Fourier coefficients) as differences of large ones. For higher-order simulations, on the other hand, this strategy becomes increasingly complex, as the formulas get progressively more complicated. In this case, however, our theoretical results suggest a number of schemes to implicitly account for cancellations. Indeed, as we stated, the success of our approach to convergence of the perturbation series implies that the newly derived recursions in the transformed variables do not exhibit significant cancellations and thus they must lead to a well-conditioned scheme (in fact, the curves labeled PTFE in Figs. 3 and 4 , which precisely correspond to such a scheme, provide some evidence to support this assertion). More generally, a more fundamental property of the transformed recursions that could prove useful in the design of new implementations is that, in contrast with the original recurrences, they are derived without the need to differentiate the fields across the boundary of their domains of definition. Indeed, it is this characteristic that eventually leads to formulas that do not involve high-order derivatives of the surface [cf. Eqs. (4.6)] and that, more generally, could guide the design of alternative stabilized schemes.
APPENDIX A: SMOOTHNESS OF REMAINDERS IN LOW-ORDER OPERATOR EXPANSION AND PARTIAL FIELD EXPANSION FORMULAS
For the sake of completeness, in this appendix we present a discussion on the regularity properties of the operators R f and S f introduced in Subsection 3.A [cf. Eqs. Note that this result implies that R f ͓͔ is more regular than either ␤ D ͓ f͔ or f␤ D ͓͔.
Proof. We begin by introducing the function
where the sum is to be understood in the sense of Abel. 63 We note that the function Q has a (periodic) quadratic singularity at x ϭ 0. In fact, from the asymptotic expansion
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