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Abstract
Let G be a connected graph with vertex set V (G) and edge set E(G). Let Tr(G) be
the diagonal matrix of vertex transmissions of G and D(G) be the distance matrix of G.
The distance Laplacian matrix of G is defined as L(G) = Tr(G) − D(G). The distance
signless Laplacian matrix of G is defined as Q(G) = Tr(G) +D(G). In this paper, we give
a lower bound on the distance Laplacian spectral radius in terms of D1, as a consequence,
we show that ∂L1 (G) ≥ n + ⌈
n
ω
⌉ where ω is the clique number of G. Furthermore, we give
some graft transformations, by using them, we characterize the extremal graph attains the
maximum distance spectral radius in terms of n and ω. Moreover, we also give bounds on
the distance signless Laplacian eigenvalues of G, and give a confirmation on a conjecture
due to Aouchiche and Hansen [4].
AMS Classification: 05C50
Key words: Distance Laplacian matrix; Distance signless Laplacian matrix; Distance
Laplacian eigenvalue; Distance signless Laplacian eigenvalue
1 Introduction
All graphs considered here are simple, undirected and connected. Let G be a graph with
vertex set V (G) and edge set E(G). For u, v ∈ V (G), we denote by u ∼ v if u is adjacent to v,
and u 6∼ v otherwise. Let NG(v) be the neighborhood of v and d(v) = |NG(v)| be the degree of
v. We denote by δ(G) and ∆(G) the minimum and maximum degrees of the vertices of G. The
distance between vertices u and v, denoted by dG(u, v) or simply by d(u, v), is the length of a
shortest path from u to v. The diameter diam(G) is the maximum distance between any two
vertices of G. The Wiener index W (G) of a connected graph G is defined to be the sum of all
∗Supported by National Natural Science Foundation of China (No. 11471121).
†Corresponding author. Email: jie xue@126.com (J. Xue), huiqiulin@126.com (H. Lin).
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distances in G, i. e.,
W (G) =
1
2
∑
u,v∈V (G)
d(u, v).
Let X and Y be two subsets of vertices of a graph G. We denote by EG[X,Y ] the set of edges
of G with one vertex in X and the other in Y . Let G[X ] be the subgraph of G induced by X .
We denote by G− e be the graph obtained from G by deleting an edge e ∈ E(G). In particular,
we denote by Kn − kK2 the graph obtained form a complete graph by deleting k independent
edges, where 1 ≤ k ≤ ⌊n2 ⌋. The union of graphs G1 and G2 is the graph G1 ∪G2 with vertex set
V (G1) ∪ V (G2) and edge set E(G1) ∪ E(G2). The join of G1 and G2, denoted G1 ∨ G2, is the
graph obtained from G1 ∪G2 by adding edges joining every vertex of G1 to every vertex of G2.
As usual, denoted by Pn, Cn, Kn and Sn the path, cycle, complete graph and star of order n.
Let S+n be the n-vertex unicyclic graph obtained by adding an edge to Sn. The clique number
ω(G) is the number of vertices of the largest clique of G. Let Kn−ωω be the graph obtained from
a clique Kω and a path Pn−ω by adding an edge between an endvertex of the path and a vertex
from the clique. The Tura´n graph Tn,ω is a complete ω-partite graph on n vertices whose parts
have equal or almost equal sizes (that is, ⌈n
ω
⌉ or ⌊n
ω
⌋).
Let G be a graph with vertex set V (G) = {v1, v2, . . . , vn}. The distance matrix of G, denoted
by D(G), is the symmetric real matrix with (i, j)-entry being d(vi, vj). Up to now, the distance
matrix has been most extensively studied. We refer the reader to the survey [1] for more details
about distance eigenvalues of graphs and their applications. For vi ∈ V (G), the transmission of
vi, denoted by Tr(vi) (Di or Dvi), is the sum of distances from vi to all other vertices of G, that
is,
Tr(vi) =
∑
vj∈V (G)
d(vi, vj).
It is clear that 2W (G) =
n∑
i=1
Tr(vi) and Tr(vi) is the sum of i-th row of D(G). Let Tr(G) =
diag(Tr(v1), T r(v2), . . . , T r(vn)) be the diagonal matrix of vertex transmissions of G. Aouchiche
and Hansen [2] introduced the distance Laplacian matrix of a connected graph G as
L(G) = Tr(G)−D(G).
Obviously, L(G) is a positive semi-definite symmetric matrix, and we denote its eigenvalues by
∂L1 (G) ≥ ∂L2 (G) ≥ · · · ≥ ∂Ln (G) = 0. The distance signless Laplacian matrix of G is defined as
Q(G) = Tr(G) +D(G).
Evidently, Q(G) is irreducible, non-negative, symmetric and positive semidefinite. Let ∂Q1 (G) ≥
∂Q2 (G) ≥ · · · ≥ ∂Qn (G) denote the eigenvalues of Q(G). As usual, we call ∂L1 (G) and ∂Q1 (G) the
distance Laplacian spectral radius and distance signless Laplacian spectral radius, respectively.
Some more details about distance (signless) Laplacian spectral eigenvalues, see [2, 3, 4, 5].
Recently, the distance Laplacian and distance signless Laplacian matrix of a graph has re-
ceived increasing attention. In [3], Aouchiche and Hansen first establish some properties of the
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distance Laplacian spectral eigenvalues. They also proposed some conjectures about some par-
ticular distance Laplacian eigenvalues of a graph: (a) the multiplicity of the largest eigenvalue
∂L1 (G) ≤ n− 2 if G ≇ Kn; (b) for any graph, the path is the unique graph with the maximum
distance Laplacian spectral radius; (c) for unicyclic graph, ∂L1 (G) ≥ ∂L1 (S+n ) with equality if and
only if G ∼= S+n ; (d) for a tree, ∂L2 (G) ≥ 2n− 1 with equality if and only if G ∼= Sn; (e) for any
graph, ∂L2 (G) ≥ n with equality if and only if G ∼= Kn or G ∼= Kn− e. Lin et al. [10] proved the
conjecture (a), it is also resolved in [20] by other method. In [19], Marques da Silva and Nikiforov
confirmed conjecture (b). (c), (d) and (e) were proved by Tian et al. [21]. Nath and Paul [17]
considered the graphs with complement graph a tree or a unicyclic of order n and characterized
the graphs among them having the second smallest distance Laplacian eigenvalue n+1. Lin and
Zhou [12] determined the graph with minimum distance Laplacian spectral radius among con-
nected graphs with fixed number of pendent vertices, the tree with minimum distance Laplacian
spectral radius among trees with fixed bipartition, the graph with minimum distance Laplaicn
spectral radius among graphs with fixed edge connectivity at most half of the number of vertices.
Niu et al. [16] considered the graph with minimum distance Laplacian spectral radius among
all connected bipartite graphs with a given matching number and a given vertex connectivity.
Furthermore, Tian et al. [22] considered a more general case, they determined the graph with
minimum distance Laplacian spectral radius among general graphs with given matching number.
Aouchiche and Hansen [3] described some elementary properties on distance signless Laplacian
eigenvalues. Meanwhile, some conjectures about distance signless Laplacian eigenvalues are also
proposed, for example: (f) for a tree, ∂Q2 (G) ≥ ∂Q2 (Sn) with equality if and only if G ∼= Sn; (g) for
a unicyclic graph, ∂Q2 (G) ≥ ∂Q2 (S+n ) with equality if and only if G ∼= S+n . These two conjectures
were proved by Das [7]. In [21], Tian et al. also gave a proof of the conjecture (f). In [23, 24],
Xing et al. considerd the distance signless Laplacian spectral radius of some special graphs.
Lin and Lu [9] determined the extremal graphs with maximum and minimum distance signless
Laplacian spectral radius among all connected graphs with a given clique number. In [13], Lin
and Zhou studied the effect of three types of graft transformations to decrease or increase the
distance signless Laplacian spectral radius, by using these graft transformations, they determined
some extremal graphs with the smallest distance signless Laplacian spectral radius among some
special graph classes. In [11], Lin and Das determined all graphs with ∂Qn (G) = n − 2 and all
graphs with ∂Q2 (G) ∈ [n − 2, n], they also gave a lower bound on ∂Q2 (G) with independence
number and the extremal graph is also characterized.
In this paper, we study the distance Laplacian eigenvalues and distance signless Laplacian
eigenvalues of connected graphs. In section 3, we give an improved lower bound for the distance
Laplacian spectral radius. As a consequence, we characterize all connected graphs with distance
Laplacian spectral radius not exceeding n + 2. In section 4, we present two upper bounds for
the distance Laplacian spectral radius. In section 5, we determine the graphs with maximum
and minimum distance Laplacian spectral radii among all connected graphs with a given clique
number. In section 6, first, we obtain a lower bound for distance signless Laplacian spectral
radius. Then, an upper bound for the difference between the distance Laplacian spectral radius
and the distance signless Laplacian spectral radius of a graph is presented. Finally, we consider
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the upper bounds for the smallest distance signless Laplacian eigenvalue. In the last section,
we determined the graph with maximum distance signless Laplacian spectral radius among all
connected unicyclic graphs, that prove a conjecture proposed by Aouchiche and Hansen [4].
2 Preliminaries
In this section, we shall list some previously known results which are needed in the following
sections. The following result is the well-known Cauchy interlacing theorem (see, for example,
[18]).
Lemma 2.1 (Cauchy interlacing theorem) Let A be a Hermitian matrix with order n and
let B be a principal submatrix of A with order m. If λ1(A) ≥ λ2(A) ≥ · · · ≥ λn(A) list the
eigenvalues of A and λ1(B) ≥ λ2(B) ≥ · · · ≥ λm(B) list the eigenvalues of B, then
λn−m+i(A) ≤ λi(B) ≤ λi(A)
for i = 1, . . . ,m.
Consider an n× n matrix
M =


M1,1 M1,2 · · · M1,m
M2,1 M2,2 · · · M2,m
...
...
. . .
...
Mm,1 Mm,2 · · · Mm,m

 ,
whose rows and columns are partitioned according to a partitioning Y1, Y2, . . . , Ym of {1, 2, . . . , n}.
A quotient matrix R is the m×m matrix whose entries are the average row sums of the blocks
Mi,j of M .
Lemma 2.2 ([8]) Let M be a symmetric n× n matrix with eigenvalues λ1(M) ≥ · · · ≥ λn(M)
and R be an m×m matrix with eigenvalues λ1(R) ≥ · · · ≥ λm(R). Suppose that R is a quotient
matrix of partitioned matrix M . Then λ1(M) ≥ λ1(R).
Lemma 2.3 ([2]) Let G be a connected graph of order n and m (≥ n) edges. Consider the
connected graph G˜ obtained from G by the deletion of an edge. Let ∂L1 (G) ≥ ∂L2 (G) ≥ · · · ≥ ∂Ln (G)
and ∂L1 (G˜) ≥ ∂L2 (G˜) ≥ · · · ≥ ∂Ln (G˜) denote the distance Laplacian eigenvalues of G and G˜,
respectively. Then ∂Li (G˜) ≥ ∂Li (G), for all i = 1, 2, . . . , n.
A similar result about the distance singless Laplacian eigenvalues is also given.
Lemma 2.4 ([2]) Let G be a connected graph of order n and m (≥ n) edges. Consider the
connected graph G˜ obtained from G by the deletion of an edge. Let ∂Q1 (G) ≥ ∂Q2 (G) ≥ · · · ≥
∂Qn (G) and ∂
Q
1 (G˜) ≥ ∂Q2 (G˜) ≥ · · · ≥ ∂Qn (G˜) denote the distance Laplacian eigenvalues of G and
G˜, respectively. Then ∂Qi (G˜) ≥ ∂Qi (G), for all i = 1, 2, . . . , n.
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3 Lower bound on distance Laplacian spectral radius of graphs
In this section, we present some lower bounds on the distance Laplacian spectral radius. Let
G be a connected graph with transmissions D1 ≥ D2 ≥ · · · ≥ Dn. Recently, Lin et al. [10] gave
the following result.
Lemma 3.1 ([10]) Let G be a connected graph of order n and D1 be the maximum transmission
of G. Then
∂L1 (G) ≥ D1 +
D1
n− 1 .
As a consequece, by D1 ≥ n− 1, they got a lower bound on the distance Laplacian spectral
radius of graphs.
Lemma 3.2 ([10]) Let G be a connected graph of order n. Then
∂L1 (G) ≥ D1 + 1 ,
equality holds if and only if G ∼= Kn.
Here, by using the quotient matrix technique, we present a lower bound which improves the
Lemma 3.2 when G ≇ Kn.
Theorem 3.3 Let G (≇ Kn) be a connected graph with maximum transmission D1. Then
∂L1 (G) ≥ D1 + 2.
Moreover, if diam(G) ≥ 3, then ∂L1 (G) > D1 + 2.
Proof. Let G be a connected graph with vertex set {v1, v2, . . . , vn} and diam(G) ≥ 2. We
may assume that Dv1 = D1. Let A = NG(v1) and B = {v ∈ V (G) : d(v, v1) = 2}. Let G′ be
the graph obtained from G by adding edges (if necessary) such that G[A] is a clique and each
vertex in A is adjacent to each vertex in B. It is clear that ∂L1 (G) ≥ ∂L1 (G′). Let D′v1 be the
transmission of v1 in G
′. Note that D′v1 = D1. It suffices to show that ∂
L
1 (G
′) ≥ D′v1 + 2. Then
{v1}, A, V (G′)\({v1} ∪ A) is a partition of V (G′). Then we obtain a quotient matrix of L(G′):
R =


D′v1 −|A| −D′v1 + |A|
−1 D′v1 − n+ 2 −D′v1 + n− 1
|A|−D′v1
n−|A|−1
−|A|(D′v1−n+1)
n−|A|−1
|A|(D′v1−n+1)−(|A|−D
′
v1
)
n−|A|−1

 .
By a direct calculation, we have
|(D′v1 + 2)I −R| =
−n(D′v1 + 2)(D′v1 − 2n+ |A|+ 2)
n− |A| − 1 .
Since D′v1 ≥ |A|+2(n− |A| − 1) = 2n− |A| − 2, it follows that |(D′v1 +2)I −R| ≤ 0. Therefore,
λ1(R) ≥ D′v1 + 2. From Lemma 2.2, we have ∂L1 (G′) ≥ λ1(R) ≥ D′v1 + 2, as desired.
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So in the following, we may assume that diam(G) ≥ 3. If there exists a vertex v ∈ V (G′)
such that dG′(v, v1) ≥ 3, then D′v1 > 2n − |A| − 2, and so λ1(R) > D′v1 + 2. This implies
∂L1 (G
′) > D′v1 + 2. Otherwise, V (G) = {v1} ∪ A ∪ B. Let v be an arbitrary vertex in A. Then
we have ∑
u∈V (G)\A
dG(u, v) = 1 + (n− |A| − 1) + ε(v) = n− |A|+ ε(v)
where ε(v) is a non-negative integer corresponding to v. We may let a =
∑
v∈A
ε(v)
|A| . For the
partitioning {v1} ∪ A ∪B of V (G), we get a quotient matrix of L(G):
R∗ =


tr(v1) −|A| −tr(v1) + |A|
−1 n− |A|+ a 1− n+ |A| − a
|A|−tr(v1)
n−|A|−1
−|A|(n−|A|+a−1)
n−|A|−1
tr(v1)−|A|−|A|(1−n+|A|−a)
n−|A|−1

 .
Since Dv1 = 2n− |A| − 2, by a simple calculation, we have
|(Dv1 + 2)I − R∗| =
−a|A|(2n− |A|)
n− |A| − 1 .
Clearly, a ≥ 0. If a > 0, then |(Dv1 + 2)I − R∗| < 0. Hence λ1(R∗) > Dv1 + 2. It follows from
Lemma 2.2 that ∂L1 (G) ≥ λ1(R∗) > Dv1 + 2. If a = 0, then ε(v) = 0 for v ∈ A. This implies
every vertex in A is adjacent to every vertex in V (G)\A, which contradicts diam(G) ≥ 3. This
completes the proof. ✷
Using Theorem 3.3, we characterize all connected graphs with distance Laplacian spectral
radius not exceeding n+ 2.
Theorem 3.4 Let G be a connected graph of order n. Then we have the following statements.
(1) ∂L1 (G) = n if and only if G
∼= Kn.
(2) If G ≇ Kn, then ∂
L
1 (G) ≥ n + 2 with equality holding if and only if G ∼= Kn − kK2 where
1 ≤ k ≤ ⌊n2 ⌋.
Proof. According to Lemma 3.1, the conclusion (1) follows immediately. So in the following,
we may assume that G ≇ Kn, then ∆(G
c) ≥ 1. If ∆(Gc) ≥ 2, then D1 ≥ (n − 3) + 4 = n+ 1.
By Theorem 3.3, it follows that ∂L1 (G) ≥ n + 3. If ∆(Gc) = 1, then G ∼= Kn − kK2 where
1 ≤ k ≤ ⌊n2 ⌋. Furthermore, it is easy to check that ∂L1 (Kn − kK2) = n+ 2. Thus conclusion (2)
holds. ✷
4 Upper bound on distance Laplacian spectral radius of graphs
In this section, we present some upper bounds on the distance Laplacian spectral radius of a
connected graph. The following two lemmas are needed.
Lemma 4.1 ([2]) Let G be a connected graph on n ≥ 3 vertices. Then ∂Li (G) ≥ ∂Li (Kn) = n,
for all 1 ≤ i ≤ n− 1, and ∂Ln (G) = ∂Ln (Kn) = 0.
6
Lemma 4.2 ([21]) For any graph G on n ≥ 4 vertices, ∂L2 (G) ≥ n with equality if and only if
G ∼= Kn or G ∼= Kn − e for some e ∈ E(Kn).
The next theorem gives a sharp upper bound on the distance Laplacian spectral radius of a
graph.
Theorem 4.3 Let G be a connected graph on n ≥ 4 vertices with Wiener index W . Then
∂L1 (G) ≤ 2W − n(n− 2)
with equality holds if and only if G ∼= Kn.
Proof. It is clear that
n∑
i=1
∂Li (G) = D1 +D2 + · · ·+Dn = 2W.
Then, by Lemmas 4.1 and 4.2, we have
∂L1 (G) ≤ 2W − ∂L2 (G)− ∂L3 (G) − · · · − ∂Ln−1(G) ≤ 2W − n(n− 2).
Further, if the equality holds, then ∂L2 (G) = n, and so G
∼= Kn or G ∼= Kn − e. Recall that
the distance Laplacian eigenvalues of Kn is {nn−1, 01} and the distance Laplacian eigenvalues of
Kn − e is {n+ 21, nn−2, 01} (see [2]). It is easy to check that the equality holds only if G ∼= Kn.
Thus we complete the proof. ✷
Another upper bound for the distance Laplacian spectral radius of a graph is the following.
Theorem 4.4 Let G be a connected graph of order n. Then
∂L1 (G) < D1 +
√√√√2 ∑
1≤i<j≤n
d2ij −
1
n
n∑
i=1
D2i , (1)
where Di is the transmission of the vertex vi and D1 ≥ D2 ≥ · · · ≥ Dn.
Proof. Let X = (x1, x2, . . . , xn)
t be a unit eigenvector corresponding to ∂L1 (G) of the distance
Laplacian matrix L(G) of G. Then we have L(G)X = ∂L1 (G)X . For vi ∈ V (G), we have
∂L1 (G)xi = Di xi −
n∑
k=1
dik xk ,
that is,
(∂L1 (G)−Di)2 x2i =
( n∑
k=1
dik xk
)2
. (2)
By Cauchy-Schwarz inequality, we have(
n∑
k=1
xk
(
dik − 1
n
n∑
k=1
dik
))2
≤
n∑
k=1
x2k
n∑
k=1

d2ik + 1n2
(
n∑
k=1
dik
)2
− 2
n
dik
n∑
k=1
dik

 (3)
=
n∑
k=1
d2ik −
1
n
(
n∑
k=1
dik
)2
( since
n∑
i=1
x2i = 1).
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It is well known that
n∑
i=1
xi = 0. Then it follows that
(
n∑
k=1
dik xk
)2
=
(
n∑
k=1
xk
(
dik − 1
n
n∑
k=1
dik
))2
≤
n∑
k=1
d2ik −
1
n
(
n∑
k=1
dik
)2
.
Taking summation from i = 1 to n, we get
n∑
i=1
(
n∑
k=1
dik xk
)2
≤ 2
∑
1≤i<j≤n
d2ij −
1
n
n∑
i=1
D2i .
Using (2) with the above result, we have
(∂L1 (G) −D1)2 ≤
n∑
i=1
(∂L1 (G) −Di)2 x2i ≤ 2
∑
1≤i<j≤n
d2ij −
1
n
n∑
i=1
D2i . (4)
Now we only need to show that the inequality in (1) is strict. Assume to the contrary that
the equality holds in (1). Then all the inequalities in the above must be equalities. From the
equality in (4), we get D1 = D2 = · · · = Dn = D, (say). From the equality in (3), we have
di1 − 1n Di
x1
=
di2 − 1n Di
x2
= · · · = din −
1
n
Di
xn
for each i ∈ [n],
that is,
di1 − 1n D
x1
=
di2 − 1n D
x2
= · · · = din −
1
n
D
xn
= ri, (say), for each i ∈ [n].
If ri = 0, then di1 = di2 = · · · = din = 1n D, a contradiction. Otherwise, ri 6= 0 for any i. Since
dii = 0, we have rixi = − 1nD for i ∈ [n]. Moreover, for i 6= j, dij = rixj + 1nD = Dn
(
1− ri
rj
)
and dji =
D
n
(
1− rj
ri
)
. Since dij = dji, we must have ri = rj . Hence dij = 0, a contradiction.
This completes the proof. ✷
5 Distance Laplacian spectral radius and clique number
In this section, we focus on the distance Laplacian spectral radii of connected graphs with a
given clique number. We consider the following question.
Which graphs attain the maximum and minimum distance Laplacian spectral radii among all
connected graphs with a given clique number?
In this section, we give the following two main results.
Theorem 5.1 Let G be a connected graph with order n and clique number ω. Then
∂L1 (G) ≥ ∂L1 (Tn,ω) = n+
⌈n
ω
⌉
.
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Moreover, if n = kω or n = kω − 1, then equality holds if and only if G ∼= Tn,ω. If n =
(k − 1)ω + t (0 < t < ω − 1), then equality holds if and only if G ∼= H1 ∨ · · · ∨ Ht ∨ H, where
Hi (1 ≤ i ≤ t) is an empty graph of order k and H is a graph of order n− kt with clique number
ω − t and algebraic connectivity not less that n− k(t+ 1).
Theorem 5.2 Let G be a connected graph with order n and clique number ω. Then ∂L1 (G) ≤
∂L1 (K
n−ω
ω ), and the equality holds if and only if G
∼= Kn−ωω .
Recently, the Theorem 5.2 was proved by Lin and Zhou in [14]. Here, we give a different
proof.
First, we consider the graphs attain the minimum distance Laplacian spectral radii among
all connected graphs with a given clique number.
Let Kn1,...,nk be a complete k-partite graph. All the distance Laplacian eigenvalues of
Kn1,...,nk is given by the following result.
Lemma 5.3 Let G = Kn1,...,nk be a complete k-partite graph with order n. Then the distance
Laplacian characteristic polynomial of G is
P (x) = x(x − n)k−1
k∏
i=1
(x− n− ni)ni−1.
Proof. Clearly, the distance Laplacian matrix of G is
DL(G) =


(n+ n1)In1− 2Jn1×n1 −Jn1×n2 · · · −Jn1×nk
−Jn2×n1 (n+ n2)In2− 2Jn2×n2 · · · −Jn2×nk
...
...
. . .
...
−Jnk×n1 −Jnk×n2 · · · (n+ nk)Ink− 2Jnk×nk

 .
Then
det(xI −DL(G)) =
k∏
i=1
(x− n− ni)ni−1
∣∣∣∣∣∣∣∣∣∣
x− n+ ni n2 · · · nk
n1 x− n+ n2 · · · nk
...
...
. . .
...
n1 n2 · · · x− n+ nk
∣∣∣∣∣∣∣∣∣∣
= x(x− n)k−1
k∏
i=1
(x− n− ni)ni−1,
as required. ✷
Using Lemma 5.3, we get the distance Laplacian spectral radius of Tura´n graph.
Corollary 5.4 Let Tn,ω be the ω-partite Tura´n graph on n vertex. Then ∂
L
1 (Tn,ω) = n+ ⌈nω ⌉.
The following result is the well-known Tura´n theorem (see, for example, in [6]).
Lemma 5.5 Let G be a graph with n vertices without an (ω+1)-clique. Then |E(G)| ≤ |E(Tn,ω)|
and the equality holds if and only if G ∼= Tn,ω.
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Let G be a graph with clique number ω. According to Lemma 5.5, it is easy to see that the
minimum degree δ(G) ≤ n− ⌈n
ω
⌉.
Let Diag(G) be the diagonal matrix of vertex degrees of G and A(G) be the (0, 1) adjacency
matrix of G. The matrix L(G) = Diag(G) − A(G) is called the Laplacian matrix of G. Let
σ1(G) ≥ σ2(G) ≥ · · · ≥ σn(G) = 0 denote the eigenvalues of L(G). It is well know that
σn−1(G) > 0 if and only if G is connected. We call α(G) = σn−1(G) the algebraic connectivity of
G. If the diameter is 2, then the distance Laplacian spectral radius will be given by the algebraic
connectivity.
Lemma 5.6 ([2]) Let G be a connected graph on n vertices with diameter diam(G) ≤ 2. Then
∂L1 (G) = 2n− α(G).
Lemma 5.7 ([15]) Let G be a non-complete graph on n vertices with clique number ω(G) ≤ ω.
Then
α(G) ≤ α(Tn,ω).
Moreover, if n = kω or n = kω − 1, then equality holds if and only if G ∼= Tn,ω. If n =
(k − 1)ω + t (0 < t < ω − 1), then equality holds if and only if there exist graphs H1, . . . , Ht of
order k with no edges and H of order n−kt not containing Kω+1−t such that G = H1∨. . .∨Ht∨H
and α(H) ≥ n− k(t+ 1).
Now, we are ready to present the proof of Theorem 5.1.
Proof of Theorem 5.1. Let k = ⌈n
ω
⌉. If diam(G) = 2, then it follows from Lemma 5.6 that
∂L1 (G) = 2n − α(G). Hence, the Theorem follows immediately from Lemma 5.7. So in the
following, we may assume diam(G) ≥ 3. Let v ∈ V (G) with d(v) = δ(G). Since δ(G) ≤ n − k
(due to Tura´n theorem), it follows that
Dv ≥ δ(G) + 2(n− 1− δ(G))
= 2n− 2− δ(G)
≥ n+ k − 2.
According to Theorem 3.3, we have ∂L1 (G) > Dv + 2 ≥ n + k = ∂L1 (Tn,ω). This completes the
proof. ✷
In order to prove Theorem 5.2, we give some graft transformations on the distance Laplacian
spectral radius. These two graft transformations in Theorem 5.8 and Theorem 5.10 were also
given in [14]. We prove them by using a different method in this paper.
Let G be a connected graph and X be a unit eigenvector of G corresponding to ∂L1 (G). It will
be convenient to associate with X a labelling of G in which vertex vi is labeled as xvi . It is easy
to see that the vector 1 = (1, 1, . . . , 1)t is an eigenvector of L(G) corresponding to ∂Ln (G) = 0.
Then we have X⊥1 and ∑
vi∈V (G)
xvi = 0. Recall that
∂L1 (G) = X
tL(G)X =
∑
{vi,vj}∈V (G)
d(vi, vj)(xvi − xvj )2.
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The eigenvalue equation L(G)X = ∂L1 (G)X should be interpreted as
∂L1 (G)xvi =
∑
vj∈V (G)
d(vi, vj)(xvi − xvj ) = Dvixvi −
∑
vj∈V (G)\{vi}
d(vi, vj)xvj .
1u
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1ku -
k
u
1v
2v
1lv -
l
v
G
( ), 1 1,k lG u v ( )1, 1 1 1,k lG u v+ -
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3v
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2u
1ku -
k
u
1v
2v
1lv -
G
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Fig.1. Graphs Gk,l(u1, v1) and Gk+1,l−1(u1, v1).
Let G be a connected graph with vertex set V (G) = {u1, v1, w1, w2, . . . , wn−k−l}, where
n > k + l. Suppose that vertex u1 is adjacent to vertex v1 and NG(u1) = NG(v1). Adding an
edge between u1 and an end-vertex of a path Pk−1, then performing the same operation between
v1 and an end-vertex of a path Pl−1, one obtains a connected graph, denote by Gk,l(u1, v1).
Theorem 5.8 Let Gk,l(u1, v1) be the graph defined above. If k ≥ l ≥ 2, then
∂L1 (Gk+1,l−1(u1, v1)) ≥ ∂L1 (Gk,l(u1, v1)).
Moreover, if the equality holds, then there exists a unit eigenvector corresponding to ∂L1 (Gk,l)
taking the same value on vertices of V (G).
Proof. For simplicity, we may take ∂ = ∂L1 (Gk,l(u1, v1)) and ∂
′ = ∂L1 (Gk+1,l−1(u1, v1)). Let
X = (xw1 , . . . , xwn−k−l , xu1 , . . . , xuk , xv1 , . . . , xvl)
t
be a unit eigenvector corresponding to ∂. Constructing a new vector
Z = (zw1 , . . . , zwn−k−l , zu1 , . . . , zuk+1 , zv1 , . . . , zvl−1)
t
on the vertices of Gk+1,l−1(u1, v1) such that

zu1 = xv1 ,
zui = xui−1 for 2 ≤ i ≤ k + 1,
zvi = xvi+1 for 1 ≤ i ≤ l − 1,
zwi = xwi for 1 ≤ i ≤ n− k − l.
Obviously, Z is also a unit vector. Hence
∂′ − ∂ ≥ ZtL(Gk+1,l−1(u1, v1))Z −XtL(Gk,l(u1, v1))X
=
k∑
j=1
n−k−l∑
i=1
(xuj − xwi)2 −
l∑
j=2
n−k−l∑
i=1
(xvj − xwi)2.
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Let
Σ =
k∑
j=1
n−k−l∑
i=1
(xuj − xwi)2 −
l∑
j=2
n−k−l∑
i=1
(xvj − xwi)2.
So in the following, we only need to show that Σ ≥ 0.
Case 1. k ≥ l + 1.
Let X∗ be a vector on the vertices of Gk,l(u1, v1), such that

x∗wi = xwi for 1 ≤ i ≤ n− k − l,
x∗vi = xuk−l+i for 1 ≤ i ≤ l,
x∗ui = xuk−l−i+1 for 1 ≤ i ≤ k − l,
x∗ui = xvi−k+l for k − l + 1 ≤ i ≤ k.
It is clear that X∗ is also a unit vector, then we obtain
XtL(Gk,l(u1, v1))X −X∗tL(Gk,l(u1, v1))X∗
=
k∑
j=k−l+1
n−k−l∑
i=1
(k − l)(xuj − xwi)2 +
k−l∑
j=1
n−k−l∑
i=1
(2j − k + l − 1)(xuj − xwi)2
−
l∑
j=1
n−k−l∑
i=1
(k − l)(xvj − xwi)
≥ 0.
Since k − l > 2j − k + l− 1 for 1 ≤ j ≤ k − l, it follows that
(k − l)Σ
= (k − l)

 k∑
j=1
n−k−l∑
i=1
(xuj − xwi)2 −
l∑
j=2
n−k−l∑
i=1
(xvj − xwi)2


≥ (k − l)

 k∑
j=1
n−k−l∑
i=1
(xuj − xwi)2 −
l∑
j=1
n−k−l∑
i=1
(xvj − xwi)2


≥
k∑
j=k−l+1
n−k−l∑
i=1
(k − l)(xuj − xwi)2 +
k−l∑
j=1
n−k−l∑
i=1
(2j − k + l − 1)(xuj − xwi)2
−
l∑
j=1
n−k−l∑
i=1
(k − l)(xvj − xwi)
≥ 0.
This implies Σ ≥ 0, therefore ∂′ ≥ ∂. Further, if ∂′ = ∂, then (k − l)Σ = 0. According to the
above inequality, it can easily be seen that
n−k−l∑
i=1
(xu1 − xwi)2 = 0 and
n−k−l∑
i=1
(xv1 − xwi)2 = 0.
Consequently, xu1 = xv1 = xwi for 1 ≤ i ≤ n− k − l. Hence the result holds.
Case 2. k = l ≥ 1.
Let Y = (yw1 , . . . , ywn−k−l , yu1 , . . . , yuk , yv1 , . . . , yvk)
t be a unit eigenvector corresponding to
∂. Giving a vector Y
′
= (yw1 , . . . , ywn−k−l , yv1 , . . . , yvk , yu1 , . . . , yuk)
t, which is obtained from Y
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by exchanging the values on vi and ui for 1 ≤ i ≤ k. It is clear that Y ′ is also a unit eigenvector
corresponding to ∂. Let Y
′′
= Y + Y
′
. We divide our proof into two subcases.
Subcase 2.1. Y
′′ 6= 0.
If Y
′′ 6= 0, then we take X = αY ′′ where α is a constant such that X is a unit vector.
Clearly, X is a unit eigenvector corresponding to µ and xui = xvi for 1 ≤ i ≤ k. Then we have
Σ =
n−2k∑
i=1
(xu1 − xwi)2 ≥ 0, and so ∂′ ≥ ∂. If equality holds, then Σ =
n−2k∑
i=1
(xu1 − xwi)2 = 0, so
xwi = xu1 . Hence the result holds.
Subcase 2.2. Y
′′
= 0.
If Y
′′
= 0, then we have Y = (0, . . . , 0, yu1 , . . . , yuk ,−yu1 , . . . ,−yuk)t. Let X = αY be a unit
vector where α is a constant. Thus X is a unit eigenvector corresponding to µ. Note that xwi = 0
for 1 ≤ i ≤ n− 2k and xvi = −xui for 1 ≤ i ≤ k in this case. Therefore Σ = (n− 2k)x2u1 ≥ 0 and
equality holds if and only if xu1 = 0. It is evident to see that the theorem holds. This completes
the proof. ✷
Corollary 5.9 Let Gk,2(u1, v1) be the graph defined above. If k ≥ 2, then
∂L1 (Gk+1,1(u1, v1)) > ∂
L
1 (Gk,2(u1, v1)).
Proof. We prove this corollary by contradiction. Suppose that ∂L1 (Gk+1,1(u1, v1)) = ∂
L
1 (Gk,2(u1, v1)).
We may take ∂ = ∂L1 (Gk,2(u1, v1)). It follows from Theorem 5.8 that there exists a unit eigen-
vector X corresponding to ∂ such that xwi = xu1 = xv1 for 1 ≤ i ≤ n − k − 2. By eigenvalue
equation, we have
∂xu1 = Du1xu1 −
n−k−2∑
i=1
d(u1, wi)xwi − xv1 − 2xv2 −
k∑
i=2
(i − 1)xui (5)
and
∂xv1 = Dv1xv1 −
n−k−2∑
i=1
d(v1, wi)xwi − xu1 − xv2 −
k∑
i=2
ixui . (6)
Note that Dv1 = Du1 + k − 2 and X⊥1. Taking the difference between equations (1) and (2),
we have
(n− 2)xv1 + 2xv2 = 0. (7)
Similarly
∂xv1 − ∂xv2 = Dv1xv1 −Dv2xv2 + xv1 − xv2 +
n−k−2∑
i=1
xwi +
k∑
i=1
xui
= Dv1xv1 − (Dv2 + 2)xv2 .
Then
(∂ −Dv1)xv1 = (∂ −Dv2 − 2)xv2 . (8)
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Since ∂ > Dv2 + 2 (by Theorem 3.3), we have
{
xv1xv2 ≤ 0
xv1xv2 ≥ 0
from equations (7) and (8).
Therefore, xv1 = xv2 = 0. These two identities
k∑
i=2
xui = 0 and
k∑
i=2
(i − 1)xui = 0 will be implied
through equations (5) and (6). It follows that
∂xu2 = Du2xu2 −
k∑
i=3
(i− 2)xui = Du2xu2 .
The relation ∂ > Du2 can be obtained from Theorem 3.3, further we figure out xu2 = 0.
Analogously, these parameters admit xu3 = · · · = xuk = 0. This implies X = 0, a contradiction.
Thus we complete the proof. ✷
Let u be a vertex of a connected graph G. Denote by Gk,l(u) the graph obtained from
G∪Pk−1∪Pl−1 by adding two edges between u and end-vertices of Pk−1 and Pl−1. An argument
similar to the one used in Theorem 5.8 and Corollary 5.9, we obtain the following result.
Theorem 5.10 Let Gk,l(u) be the graph defined above. If k ≥ l ≥ 2, then ∂L1 (Gk+1,l−1(u)) ≥
∂L1 (Gk,l(u)). Moreover, if l = 2, then ∂
L
1 (Gk+1,1(u)) > ∂
L
1 (Gk,2(u)).
Using Theorem 5.10, we immediately get the path Pn attains the maximum distance spectral
radius among all graphs which is a conjecture from Aouchiche and Hensen [3, 5], was solved by
da Silva Jr. and Nikiforov [19].
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Fig.2. Graphs Kn−ωω and H .
Now, we are ready to give the proof of the Theorem 5.2.
Proof of Theorem 5.2. Recall that ∂L1 (G) ≤ ∂L1 (Pn) with equality holds if and only if
G ∼= Pn(see [19]). According to this conclusion, it is evident to see that the theorem holds
when ω = 2. So in the following, we may assume that ω ≥ 3. Suppose that G is an extremal
graph which attains the maximum distance Laplacian spectral radius. It is suffices to show that
G ∼= Kn−ωω . Let S be an ω-clique of G.
Claim 1. There is exactly one component in G− S.
Otherwise, suppose that there are t (≥ 2) components G1, G2, . . . , Gt in G − S. For i = 1
and 2, by deleting edges in EG[S, V (Gi)] (if necessary), we get a graph G
′ from G such that
EG′ [S, V (Gi)] is a cut edge in G
′. With the monotonicity of distance Laplacian spectral radius
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when removing edges, it admits ∂L1 (G
′) ≥ ∂L1 (G). Let EG′ [S, V (G1)] = e1 and EG′ [S, V (G2)] =
e2. Suppose that e1 and e2 are incident with a same vertex in V (S). Combining the monotonicity
of distance Laplacian spectral radius and Theorem 5.10, it is easy to verify that there is a graph
G′′ such that ∂L1 (G
′′) > ∂L1 (G
′), a contradiction. Suppose that e1 and e2 are incident with two
different vertices. Analogously, we can also get a contradiction in accordance with Theorem 5.8
and Corollary 5.9. Thus claim holds.
Claim 2. There is exactly one vertex of V (G)\S, which is adjacent to vertices in S.
Suppose that there are two vertices v1, v2 ∈ V (G)\S adjacent to vertices in S. Let E∗ be a
minimal edge cut separating v1 and v2 in G − S, and let G′ = G − E∗. Then ∂L1 (G′) ≥ ∂L1 (G).
However, there are two components in G′ − S, this contradicts claim 1. Thus claim holds.
Claim 3. G− S is a path.
We first assume that there is a vertex v ∈ V (G)\S with dG−S(v) ≥ 3. Let G′ be a graph
obtained from G by deleting edges in G − S such that G′ − S is a tree and the degree of v is
unchanged. There are at least three components in G′ − S − v. Then by an argument similar
to the proof of claim 1, we can find a graph G′′ such that ∂L1 (G
′′) > ∂L1 (G
′) ≥ ∂L1 (G), a
contradiction. Thus we infer that G − S is a cycle or a path. Suppose that G − S is a cycle.
Denote by G−S = v1v2 . . . vn−ωv1. Let G′′′ be a graph obtained from G by deleting some edges
of EG[S, V (G)\S] such that EG′′′ [S, V (G)\S] is a cut edge of G′′′. Without loss of generality,
we may assume v1 is an end-vertex of this cut edge. According to Theorem 5.10, we have
∂L1 (K
n−ω
ω ) > ∂
L
1 (G
′′′ − v2v3) ≥ ∂L1 (G), a contradiction. Therefore the claim holds.
LetG−S = v1v2 . . . vn−ω be a path. By claim 2, there is exactly one vertex v ∈ {v1, v2, . . . , vn−ω}
that adjacent to vertices in S. If v /∈ {v1, vn−ω}, then it follows from Theorem 5.10 that
∂L1 (K
n−ω
ω ) > ∂
L
1 (G), a contradiction. So, we may assume that v = v1. If v1 is adjacent to
exactly one vertex in S, then G ∼= Kn−ωω . Otherwise, it is easy to verify that ∂L1 (G) ≤ ∂L1 (H),
where H is the graph shown in Fig. 2. Let X = (xu1 , xu2 , . . . , xuω , xv1 , xv2 , . . . , xvn−ω) be a unit
eigenvector corresponding to ∂L1 (H). Then
∂L1 (K
n−ω
ω )− ∂L1 (H) ≥ XtL(Kn−ωω )X −XtL(H)X =
n−ω∑
i=1
(xu2 − xvi)2 ≥ 0.
If
n−ω∑
i=1
(xu2 −xvi )2 = 0, we obtain xu2 = xv1 = xv2 = · · · = xvn−ω . It is easy to see that xu1 = xu2
and xui = xu3 for 3 ≤ i ≤ ω. By eigenvalue equation, we have
∂L1 (H)xv1 = (2ω − 2)xv1 − xu1 − xu2 − 2(ω − 2)xu3
and
∂L1 (H)xu1 = (ω − 1)xv1 − xu2 − (ω − 2)xu3 .
Hence (ω − 2)xu1 = (ω − 2)xu3 , that is, xu1 = xu3 . Therefore X = α1, where α is a constant.
This leads to a contradiction. Consequently, the inequality ∂L1 (K
n−ω
ω ) > ∂
L
1 (H) holds. This is
contrary to the maximality of ∂L1 (G). Thus we complete the proof. ✷
15
6 The distance signless Laplacian eigenvalues of graphs
In this section, we will give some results about distance signless Laplacian eigenvalues. Let
G be a connected graph with vertices set {v1, v2, . . . , vn}. Let X = (x1, x2, . . . , vn)t be a unit
eigenvector of G corresponding to ∂Q1 (G). Recall that
∂Q1 (G) = X
tQ(G)X =
∑
{vi,vj}∈V (G)
d(vi, vj)(xi + xj)
2.
Let G+ e be a graph obtained from G by adding an edge. Note that the distance between each
pair of vertices is nonincreasing and one pair is decreasing. It is straightforward to show that
∂Q1 (G) > ∂
Q
1 (G+ e).
Using this inequality, we have ∂Q1 (G) ≥ ∂Q1 (Kn) = 2n − 2. However, most of the time, if G is
not a complete graph, then the distance signless Laplacian spectral radius of G is considerably
larger than 2n− 2. Then we establish a lower bound for ∂Q1 (G).
Theorem 6.1 Let G be a connected graph with order n and diameter d ≥ 3. Then
∂Q1 (G) > 2n− 4 + 2d.
Further, if the diameter is at least 4, then we have ∂Q1 (G) >
d(n+2)
2 .
Proof. Let u, w be the end-vertices of a diametral path of G. Let X be a vector, where the
values of the components corresponding to u,w are 1, otherwise the value is 0. If d(u,w) ≥ 4,
then we have
∂Q1 (G) >
XtQ(G)X
XtX
=
Du +Dw + 2d
2
≥ (n− 2)d+ 4d
2
≥ 2n− 4 + 2d.
If d(u,w) = 3, then we can decompose V (G) = V0 ∪ V1 ∪ V2 ∪ V3, where V0 = {u}, V1 = {v ∈
V (G) : d(u, v) = 1}, V2 = {v ∈ V (G) : d(u, v) ≥ 2}\{w} and V3 = {w}. We may assume that
|V1| = n1 and |V2| = n2. Note that ∂Q1 (G) > ∂Q1 (G + e) where e /∈ E(G). Then we can add as
many edges as possible until G[Vi ∪ Vi+1] is a clique for i = 0, 1, 2. We denote the new graph by
G′. Consider the quotient matrix R of DQ(G′) for the partition of the vertex set V (G′) into 4
parts {u}, V1, V2 and {w}. This quotient matrix can be expressed as
R =


n1 + 2n2 + 3 n1 2n2 3
1 2n1 + n2 + 1 n2 2
2 n1 n1 + 2n2 + 1 1
3 2n1 n2 2n1 + n2 + 3

 .
By a simple calculation, we have
det((2n− 4 + 2d)I −R) = −4(n31 + 8n21 + 15n1 + n32 + 8n22 + 15n2) < 0,
this implies λ1(R) > 2n−4+2d. Consequently, we have ∂Q1 (G) ≥ ∂Q1 (G′) ≥ λ1(R) > 2n−4+2d,
as required. ✷
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Let G be a connected graph of order n. It is easy to see that ∂Q1 (G) ≥ ∂L1 (G). Further, if
n ≥ 3, then ∂Q1 (G) > ∂L1 (G). However, a question arises: how large the value of ∂Q1 (G)− ∂L1 (G)
can be? We give an upper bound for ∂Q1 (G) − ∂L1 (G) when the diameter is small. In order to
prove the result, we need the following lemma.
Lemma 6.2 ([2]) Let S+n be the unicyclic graph obtained from star Sn by adding an edge. Then
the distance signless Laplacian spectral radius of S+n is the largest root of the following equation:
f(x) = 0,
where f(x) = x3 − (7n− 15)x2 + (14n2 − 63n+ 72)x− (8n3 − 52n2 + 108n− 68).
Theorem 6.3 Let G be a graph of order n with diameter d ≤ 2. Then
∂Q1 (G) − ∂L1 (G) ≤
n− 6 +√9n2 − 32n+ 32
2
(9)
with equality holding if and only if G ∼= Sn .
Proof. If d = 1, then G ∼= Kn and hence
∂Q1 (G)− ∂L1 (G) = n− 2 <
n− 6 +√9n2 − 32n+ 32
2
.
Otherwise, d = 2. Thus we haveDi = di+2(n−1−di) = 2n−2−di. ThereforeD1 = 2n−2−δ.
First we assume that δ ≥ 2. Recall that ∂Q1 (G) ≤ 2D1 and ∂L1 (G) ≥ D1 + 2. Then
∂Q1 (G)− ∂L1 (G) ≤ 2D1 −D1 − 2 = D1 − 2 = 2n− 4− δ ≤ 2n− 6 <
n− 6 +√9n2 − 32n+ 32
2
.
Next we assume that δ = 1. Since d = 2, therefore we have ∆ = n− 1 and D1 = 2n− 3. If
G ∼= Sn, then the equality holds in (9). Otherwise, m ≥ n and ∆ = n − 1 and hence G k S+n .
By Theorem 3.3, ∂L1 (G) ≥ D1 + 2 = 2n− 1. Then by Lemmas 6.2, we obtain ∂Q1 (G) ≤ a, where
a is the largest root of the equation f(x) = 0, where
f(x) = x3 − (7n− 15)x2 + (14n2 − 63n+ 72)x− (8n3 − 52n2 + 108n− 68).
Therefore we have to prove that
∂Q1 (G)− ∂L1 (G) ≤ a− 2n+ 1 ≤
n− 6 +√9n2 − 32n+ 32
2
,
that is,
a ≤ 5n− 8 +
√
9n2 − 32n+ 32
2
. (10)
We have f(b) = 12n+ 4
√
9n2 − 32n+ 32− 20 > 0, where
b =
5n− 8 +√9n2 − 32n+ 32
2
.
Moreover, since f(n) > 0 and f(2n) < 0, it follows that a < b. This completes the proof. ✷
Now, we consider the smallest eigenvalue of the distance signless Laplacian matrix.
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Theorem 6.4 Let G be a connected graph with order n and Wiener index W . Then
∂Qn (G) ≤
2W
n
− 1.
Moreover, If G ∼= Kn, then the equality holds.
Proof. Suppose that the transmissions are D1 ≥ D2 ≥ · · · ≥ Dn and u, v are the vertices with
Du = Dn and Dv = Dn−1. Giving a vector X = (x1, . . . , xn)t where
xi =


1, if vi = vn,
−1, if vi = vn−1,
0, otherwise.
Then
∂Qn ≤
XtQX
XtX
=
Dn +Dn−1 − 2d(u, v)
2
≤ 2W
n
− 1.
If G ∼= Kn, then ∂Qn = n− 2 = 2Wn − 1. ✷
In view of the proof of Theorem 6.4, if Du = Dv = Dn, then we obtain the following corollary.
Corollary 6.5 If G has two vertices with row sum Dn, then ∂
Q
n (G) ≤ Dn − 1.
Further, for an arbitrary connected graph, one can see that ∂Qn (G) is less than Dn.
Theorem 6.6 Let G be a connected graph with order n. Suppose that D1 ≥ D2 ≥ · · · ≥ Dn,
then
∂Qn (G) < Dn.
Proof. Suppose that u is the vertex with Du = Dn. Giving a vector X = (x1, . . . , xn)
t, where
xi =
{
1, if vi = vn,
0, otherwise.
Then
∂Qn ≤
XtQX
XtX
= Dn.
If X is the eigenvector of DQ corresponding to ∂Qn (G), then it must orthogonal to eigenvector of
∂Q1 (G). It follows that X is not the eigenvector of D
Q, then ∂Qn (G) < Dn. ✷
We remark that there exist graphs such that Dn > ∂
Q
n (G) > Dn − 1. Recall that the small-
est distance signless Laplacian eigenvalue of Sn is
5n−8−√9n2−32n+32
2 (see [2]) and the smallest
transmission of Sn is n− 1. It is easy to check that
5n− 8−√9n2 − 32n+ 32
2
> n− 2
for n ≥ 3. That is Dn > ∂Qn (Sn) > Dn − 1. Thus a question naturally arises: which graphs
satisfy Dn > ∂
Q
n (G) > Dn − 1.
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7 The distance signless Laplacian spectral radius of unicyclic graph
A kite Kin,3 is the unicyclic graph obtained from a cycle C3 and a path Pn−3 by adding
an edge between an endpoint of the path and a vertex of C3 (see Fig.3). In [4], Aouchiche and
Hansen proposed the following conjecture.
Conjecture 7.1 Let G be a connected unicyclic graph on n ≥ 6 vertices. Then ∂Q1 (G) ≤
∂Q1 (Kin,3) with equality holds if and only if G
∼= Kin,3.
Lin and Zhou [13] proved that the conjecture is correct when the length of the cycle is odd.
Here, we completely solve the conjecture. In order to prove this conjecture, we need the following
results.
Lemma 7.2 ([9]) Let Gk,l(u) be the graph defined above. If k ≥ l ≥ 2, then ∂Q1 (Gk+1,l−1(u)) >
∂Q1 (Gk,l(u)).
Lemma 7.3 ([9]) Let Gk,l(u1, v1) be the graph defined above. If k ≥ l ≥ 2, then ∂Q1 (Gk+1,l−1(u1, v1)) >
∂Q1 (Gk,l(u1, v1)).
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Fig. 3. Graphs Kin,3, T
∗, U3n1,n2 and U
4
n1,n2
.
In the next, we consider some special graphs. A tree is starlike if exactly one of its vertices
has degree larger than 2, and T-shape if it is starlike with maximal degree 3. We will denote by
T (n1, n2, n3) the unique T-shape tree such that T (n1, n2, n3)− v = Pn1 ∪Pn2 ∪Pn3 , where Pni is
the path on ni vertices (i = 1, 2, 3), and v the vertex of degree 3. Let T
∗ denote the T-shape tree
T (2, 2, n− 5). Let U4n1,n2 be a unicyclic graph obtained from C4 by attaching two path Pn1−1,
Pn2−1 to a pair nonadjacent vertices of C4, where n1 ≥ n2. We denote by U3n1,n2 the unicyclic
graph obtained from U4n1,n2 by adding the edge w1w2 and deleting the edge v1w2 (see Fig 3).
The following lemmas compare the distance signless Laplacian spectral radii of the graphs.
Lemma 7.4 Let T ∗ be a tree of order n ≥ 7 which shown in Fig. 3. Then ∂Q1 (T ∗) < ∂Q1 (Kin,3).
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Proof. Let X = (xu1 , xu2 , xv1 , xv2 , xw1 , . . . , xwn−4)
t be a unit eigenvector corresponding to
∂Q1 (T
∗). It is obvious that xu1 = xv1 and xu2 = xv2 . Then
∂Q1 (Kin,3)− ∂Q1 (T ∗) ≥ XtQ(Kin,3)X −XtQ(T ∗)X
=
n−4∑
i=1
(xu1 + xwi)
2 +
n−4∑
i=1
(xu2 + xwi)
2 +
n−4∑
i=1
(xv2 + xwi)
2 + (xv1 + xv2)
2
−(xu1 + xv1 )2 − 2(xu1 + xv2)2 − (xu2 + xv1 )2 − 3(xu2 + xv2)2
=
n−4∑
i=1
(xu1 + xwi)
2 + 2
n−4∑
i=1
(xu2 + xwi)
2 − 6x2u1 − 14x2u2 − 4xu1xu2 .
Note that X is a positive vector. If n ≥ 14, then we obtain
n−4∑
i=1
(xu1 + xwi)
2 + 2
n−4∑
i=1
(xu2 + xwi)
2 − 6x2u1 − 14x2u2 − 4xu1xu2
≥ 10x2u1 + 20x2u2 − 6x2u1 − 14x2u2 − 4xu1xu2
= 4x2u1 + 6x
2
u2
− 4xu1xu2
> 0.
Therefore, ∂Q1 (Kin,3) > ∂
Q
1 (T
∗). When 7 ≤ n ≤ 13, by calculation, it is evident to see that the
lemma holds (see Table 1). This completes the proof. ✷
Table 1: The distance signless Laplaican spectral radii of Kin,3 and T
∗.
n = 7 n = 8 n = 9 n = 10 n = 11 n = 12 n = 13
∂Q1 (Kin,3) 31.1081 41.6987 53.7733 67.3260 82.3525 98.8494 116.8142
∂Q1 (T
∗) 29.5507 38.9173 50.0328 62.7797 77.0989 92.9528 110.3381
Lemma 7.5 Let U4n1,n2 and U
3
n1,n2
be the unicyclic graphs of order n. If n ≥ 7, then ∂Q1 (U4n1,n2) <
∂Q1 (U
3
n1,n2
).
Proof. Let X = (xw1 , xw2 , xv1 , . . . , xvn1 , xu1 , . . . , xun2 )
t be a unit eigenvector corresponding to
∂Q1 (U
4
n1,n2
). Clearly, xw1 = xw2 . Then we obtain
∂Q1 (U
3
n1,n2
)− ∂Q1 (U4n1,n2) ≥ XtQ(U3n1,n2)X −XtQ(U4n1,n2)X
=
n1∑
i=1
(xw2 + xvi)
2 − (xw1 + xw2)2
=
n1∑
i=1
(xw2 + xvi)
2 − 4x2w2
20
Since X is a positive vector, if n1 ≥ 4, then
∑n1
i=1(xw2 + xvi)
2 − 4x2w2 > n1x2w2 − 4x2w2 ≥ 0.
The remaining graphs are U43,3 and U
4
3,2. By calculation, we have ∂
Q
1 (U
4
3,2) < ∂
Q
1 (U
3
3,2) and
∂Q1 (U
4
3,3) < ∂
Q
1 (U
3
3,3). Thus we complete the proof. ✷
Now we are ready to prove the conjecture.
Theorem 7.6 Let G be a connected unicyclic graph on n ≥ 6 vertices. Then ∂Q1 (G) ≤ ∂Q1 (Kin,3)
with equality holds if and only if G ∼= Kin,3.
Proof. Let G be a connected unicyclic graph of order n ≥ 6. It is easy to check that the result
holds when n = 6. We may assume that Ck is the unique cycle in G and n ≥ 7.
Claim 1. If k = 3, then ∂Q1 (G) ≤ ∂Q1 (Kin,3) with equality holds if and only if G ∼= Kin,3.
Suppose that G ≇ Kin,3. If there is only one vertex in C3 whose degree is at least 3, then it
follows from Lemma 7.2 that ∂Q1 (G) < ∂
Q
1 (Kin,3). Otherwise, according to Lemma 7.3, we also
have ∂Q1 (G) < ∂
Q
1 (Kin,3).
Claim 2. If k = 4, then ∂Q1 (G) < ∂
Q
1 (Kin,3).
If there are two adjacent vertices in C4 whose degree is at least 3, then according to Lemma
7.3 it follows that ∂Q1 (G) < ∂
Q
1 (U
4
n1,n2
). Moreover, since ∂Q1 (U
4
n1,n2
) < ∂Q1 (U
3
n1,n2
), then it follows
from claim 1 that ∂Q1 (U
4
n1,n2
) < ∂Q1 (Kin,3). Thus claim holds.
Claim 3. If 4 ≤ k ≤ n− 1, then ∂Q1 (G) < ∂Q1 (Kin,3).
Let v be a vertex in Ck with d(v) ≥ 3 and e be an edge of Ck which has the longest
distance to v. It is easy to see that G − e is a tree. According to Lemma 7.2, it follows that
∂Q1 (G− e) ≤ ∂Q1 (T ∗). Consequently, we have ∂Q1 (G) < ∂Q1 (G− e) ≤ ∂Q1 (T ∗) < ∂Q1 (Kin,3).
Claim 4. ∂Q1 (Cn) < ∂
Q
1 (Kin,3).
Clearly, the distance Laplacian spectral radius of Cn is
∂Q1 (Cn) =


n2
2 , if n is even,
n2−1
2 , if n is odd.
Note that the Wiener index of Kin,3 is W (Kin,3) =
1
6n(n−1)(n−2)+ 12 (n−1)(n−2)+2. Then
we have
∂Q1 (Kin,3) ≥
4W (Kin,3)
n
>
2
3
(n− 1)(n− 2) + 2
n
(n− 1)(n− 2) > 1
2
n2 ≥ ∂Q1 (Cn),
when n ≥ 7. ✷
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