Abstract. Grid-based deterministic dose-calculation methods for radiotherapy planning require the use of six-dimensional phase space grids. Because of the large number of phase space dimensions, a growing number of medical physicists appear to believe that grid-based deterministic dose-calculation methods are not competitive with Monte Carlo methods. We argue that this conclusion may be premature. Our results do suggest, however, that finite difference or finite element schemes with orders of accuracy greater than one will probably be needed if such methods are to compete well with Monte Carlo methods for dose calculations.
Introduction
In current clinical practice, dose calculations for radiotherapy planning are typically performed using methods based on a combination of analysis and laboratory measurements; see Jette (1995) for a survey. However, other types of dose-calculation method are currently under development. Among these, the two main families are Monte Carlo methods and gridbased deterministic numerical methods; see, for example, Bielajew (1993) and Bielajew and Rogers (1993) for an introduction to Monte Carlo dose-calculation methods, and Janssen et al (1994 Janssen et al ( , 1997 for grid-based deterministic methods.
A growing number of medical physicists appear to believe that routine clinical dose calculations will in the future be performed using Monte Carlo methods, and that gridbased deterministic methods are unlikely to ever become competitive because the large number of phase space dimensions (three space and three velocity dimensions) makes them too expensive in terms of calculation time. McLellan (1996) has presented a careful version of such an argument for deterministic methods based on discretizing convolution integrals that represent the solution, as described for instance by McLellan et al (1992) .
Undoubtedly finite difference or finite element dose calculations are very expensive. But is it clear a priori that they are more expensive than Monte Carlo dose calculations? We discuss this question from the point of view of the notion of asymptotic complexity of a numerical method. Let W denote the cost of a computation (we take this to be the number of arithmetic operations), and E the approximation error. Of course, E ought to tend to zero as W tends to infinity. In many cases, E ∼ W −q for some q > 0. The symbol ∼ will be used frequently in this article. If A and B are expressions depending on a parameter, for example W, then A ∼ B indicates that inequalities of the form cB A CB hold, with positive constants c and C independent of the parameter. For example, E ∼ W −q means that inequalities of the form
(1) 0031-9155/98/030517+12$19 .50 c 1998 IOP Publishing Ltd hold, with positive constants c and C independent of W. A method with E ∼ W −q 1 is less accurate than one with E ∼ W −q 2 if q 2 > q 1 , for large W. The reason is that as W → ∞, the ratio C 2 W −q 2 /c 1 W −q 1 tends to zero regardless of the values of c 1 and C 2 , as long as c 1 > 0 and C 2 < ∞. So the notion of asymptotic complexity allows us to compare the performance of numerical methods in the limit W → ∞, i.e. E → 0, that is, for sufficiently stringent accuracy requirements.
For a Monte Carlo method, the error and work are random quantities. We then define E to be the standard deviation of the error (we assume that the error has the expected value zero), and W the expected amount of work.
A closely related but more special concept is that of order of accuracy of a numerical method. To review this notion, think of a computation on a d-dimensional uniform rectangular grid with n × · · · × n grid cells, and define h = 1/n. We say that the order of accuracy of the approximation is p if the error E in the computed result is ∼h p . In section 2, we relate p and q to each other for dose calculations. That is, we think about a hypothetical deterministic dose calculation based on discretizing the system of linear Boltzmann equations describing photon/electron/positron transport (see for instance Lorence et al 1989) using a uniform rectangular six-dimensional phase space grid, and calculate q for a finite difference or finite element scheme of order of accuracy p.
In section 3, we calculate q for Monte Carlo dose calculations. The main step in our argument is a formula showing the dependence of the statistical error in Monte Carlo estimates of voxel doses on the number of simulated trajectories, voxel size, voxel dose and mass stopping power. This formula is derived in appendix A, and confirmed by numerical experiments for a model problem in appendix B. Using it, we obtain q = 2/7.
We conclude from this that Monte Carlo methods are comparable to grid-based deterministic methods on uniform phase space grids with order of accuracy p with
The precise value of p depends on details explained in sections 2 and 3.
Grid-based deterministic dose calculations
A grid-based deterministic dose calculation involves the solution of a boundary value problem for a coupled system of linear Boltzmann equations describing photon/electron/positron transport. The unknowns in this system are the phase space number densities of photons, electrons and positrons. The dose is then obtained from the phase space densities of the massive particles (electrons and positrons) by computing an integral over the direction and energy variables. We assume that the phase space region of interest is a six-dimensional rectangular box, that a uniform rectangular phase space grid with n×· · ·×n grid cells is used, and we define h = 1/n. Let p denote the order of accuracy of the finite difference or finite element scheme for the system of linear Boltzmann equations, so E ∼ h p . The discretized problem is a system of ∼1/h 6 linear equations in equally many unknowns, which we briefly write in matrix-vector notation as
The meanings of A, x and b depend on the details of the finite difference or finite element scheme. The entries of the matrix A are the coefficients in the finite difference or finite element equations. For a simple finite difference scheme, the entries in the vector x are the approximations to the phase space number densities at the grid points, and the nonzero entries of the vector b are proportional to the rates at which particles enter the patient's body (or more generally, the spatial domain on which the computation is performed). Because a scattering event can lead to any arbitrary direction change and energy loss, every velocity is coupled to every other velocity with equal or lower energy, and the average number of nonzero entries per row of A is ∼1/h 3 . Therefore the total number of nonzero terms in A is ∼1/h 9 . We assume that we have an 'optimal' iterative solution algorithm for the system (4), that is, that the number of arithmetic operations needed to perform one iteration is proportional to the number of nonzero entries in A, i.e. ∼1/h 9 , and the factor by which an iteration reduces the error is bounded by a number γ < 1 independent of h. This is not unrealistic; see for instance Morel and Manteuffel (1991) and Börgers (1997) for multigrid and domain decomposition methods for mono-energetic model problems that are optimal in this sense.
Reduction of the initial error by a factor of > 0 then requires k iterations, where k is the smallest integer with γ k , i.e.
Since γ is a constant (that is, independent of h and ), the number of iterations needed to reduce the initial error by a factor of is ∼ ln(1/ ). The number of operations needed to perform these iterations is ∼ log(1/ )/ h 9 . If the initial error is ∼1, as it will be if the iteration is started for instance with a zero initial guess, then this is also the number of operations needed to solve (4) up to an error ∼ .
Choosing ∼ h p , we see that the system can be solved in ∼ log(1/ h)/ h 9 operations up to an error that is of the same magnitude as the discretization error. We neglect the logarithmic factor; using the idea of the 'full multigrid method' (see for instance Stüben and Trottenberg 1982) , it could probably be removed.
We note that the 'phase space energy evolution' method of Janssen et al (1994) can be interpreted as a particular way of discretizing the linear Boltzmann equation describing electron transport, then solving the resulting system of linear equations by marching in the direction of decreasing energy. The number of arithmetic operations necessary to exactly solve the discretized problem is, in this case, proportional to the number of nonzero entries in A; compare p 1361 of Janssen et al (1994) .
So W ∼ 1/h 9 and E ∼ h p , where p denotes the order of accuracy. This implies E ∼ W −p/9 , and therefore
Larger values of q are obtained when making the continuous-slowing-down or the full Fokker-Planck approximation; for an introduction to these approximations, see for example appendix A of Larsen et al (1997) . If the continuous-slowing-down approximation is made and the energy drift term (see equations (A.11)-(A.13) of Larsen et al 1997) is discretized using a difference quotient, the total number of nonzero terms in A is reduced to ∼h −8 . The arguments above then yield
If the full Fokker-Planck approximation is made and the Fokker-Planck operator (see equation (A.15) of Larsen et al 1997) is discretized using difference quotients, the total number of nonzero terms in A is ∼h −6 , and
Monte Carlo dose calculations
Under some simplifying assumptions, we compute the exponent q for a Monte Carlo dose calculation in this section. We assume that the spatial domain is a cube of side length L, and that the voxels used for scoring are cubes of side length hL. We denote by N the number of simulated particle histories. We focus on a single voxel V . Let X V ,i denote the energy deposited in V by the ith simulated particle, multiplied by the total number of incident physical particles. The Monte Carlo estimate of the total energy deposited in V is then
A Monte Carlo estimate of the average dose D V to the voxel V is obtained by dividing (9) by the total mass in the voxel V :
where ρ V denotes the average density in V . We assume that D V ,N is unbiased, i.e. that the expected value of D V ,N equals D V . This is optimistic-in reality, particle histories are not simulated with complete accuracy, but in condensed form (Berger 1963) , and this will at least slightly bias D V ,N . We assume that the mass stopping power is approximately constant. This is realisticfor example, the mass stopping power of an electron in the relevant energy range (0.5 MeV to 30 MeV) in air, water, muscle or bone is fairly close to 2 MeV cm 2 g −1 ; see the tables on pp 27-8 of Klevenhagen (1993) . Thus we assume that there exists a constant S such that the energy per unit distance travelled deposited by a single particle, multiplied by the total number of incident physical particles, is ∼Sρ, where ρ denotes the mass density. We assert that
where 'var' denotes the variance. That varD V ,N is proportional to 1/N follows from elementary probability theory and is well known. It is plausible that varD V ,N ought to depend on S, D V , and hL in addition to N . Considering that varD V ,N is the square of a dose, and that the simplest expression involving S, D V and hL with the dimension of the square of a dose is SD V /(hL) 2 , formula (11) is not completely surprising. A much stronger (although not entirely rigorous) derivation of (11) is presented in appendix A, and numerical evidence is given in appendix B.
The estimated voxel doses D V ,N can be used to construct an approximate dose distribution defined everywhere in the region of interest. The simplest and most customary way of doing this is to let the approximate dose distribution be equal to the constant D V ,N everywhere in V . If the exact dose distribution is sufficiently smooth (that is, has bounded first derivatives), this approximation involves an error ∼h. We adopt a more accurate and almost equally simple definition. We think of D V ,N as an approximation to the dose in the centre of V . We then use piecewise trilinear interpolation to construct the dose everywhere. If the exact dose distribution is sufficiently smooth (that is, has bounded second derivatives), this approximation involves an error ∼h 2 ; see appendix C. For optimal efficiency, this error should be balanced with the statistical error, that is:
With this choice, the overall error is
The simulation of a single trajectory involves at least ∼1/h arithmetic operations on the average, since a typical trajectory travels through ∼1/h voxels, and for each of these voxels, the amount of energy deposited must be computed and recorded. We assume that the average work per trajectory is not greater than ∼1/h. Then
Combining (13) and (14), we find
In combination with (6), (7) or (8) this yields p ≈ 2.57, 2.23 or 1.71. If the method by which we construct, from the voxel doses D V ,N , an approximate dose distribution defined everywhere gives rise to an error ∼h rather than ∼h 2 , the above arguments lead to q = 1/5. In combination with (6), (7) or (8) this yields p = 1.8, 1.6 or 1.2.
Conclusions and discussion
Our results suggest that finite difference or finite element schemes with order of accuracy greater than one will be needed if grid-based deterministic dose-calculation methods are to compete well with Monte Carlo methods. We note that the phase space evolution method described by Janssen et al (1994 Janssen et al ( , 1997 uses what amounts to a first-order finite difference scheme for the convection term in the Boltzmann transport equation; compare in particular figure 2 of Janssen et al (1994) . On the other hand, from the point of view taken here, it appears that deterministic dose-calculation methods based on finite difference or finite element schemes with order of accuracy two or three may well be competitive.
This does not contradict the conclusions of McLellan (1996) . McLellan's analysis refers to methods based on discretizing convolution integrals representing the phase space density. Our discussion refers to methods based on discretizing the system of linear Boltzmann equations describing time-independent photon/electron/positron transport.
The formula varD V ∼ SD V /N(hL) 2 leads to two general rules for Monte Carlo dose calculations. First, when reducing the voxel diameters by a factor of two, preservation of statistical accuracy requires an increase in the number of simulated histories by a factor of four-not eight, as one might first think. The second is that the standard deviation √ varD V is approximately proportional to √ D V . Several objections to our discussion of the comparison between Monte Carlo and grid-based deterministic methods can be made. The first and most important is that asymptotic complexity considerations are relevant only for 'sufficiently stringent accuracy requirements', and one does not know a priori what that means. In fact, reasonable accuracy requirements for dose calculations in radiation therapy planning are not extremely stringent. It is probably useless to try to achieve an error of less than 1%, considering patient alignment errors, uncertainty about the response of biological tissue to radiation etc. On the other hand, computational science is full of examples for which order of accuracy considerations do yield correct and relevant insight-see for example almost any book on computational fluid dynamics. In most of those examples, one could object to the use of the notion of order of accuracy on similar grounds.
The number of arithmetic operations may not be the right measure of computational cost-if CPU time were used instead, the picture would almost certainly change in favour of the Monte Carlo methods, since they are so easily parallelizable. Also, taking into consideration the cost of developing software would probably favour the Monte Carlo methods because of their conceptual simplicity.
In addition, the data for dose-calculation problems in radiation therapy planning typically contain spatial near-discontinuities, corresponding to nearly sharp beam edges, and directional near-δ-functions, corresponding to nearly mono-directional incidence. We have ignored these singularities in this article. They are less difficult to handle in a Monte Carlo method, where any accuracy problems due to large dose gradients will be local, than in a grid-based deterministic method, where careless treatment of singularities can spoil higher-order accuracy globally; see Gustafsson et al (1995) , ch 8, for finite difference schemes for convection problems with discontinuous initial data, and Kreiss et al (1970) for finite difference schemes for diffusion problems with δ-function initial data.
Nevertheless, there is one conclusion that we can state with confidence: Arguments based on the high dimensionality of phase space, which in essence are asymptotic complexity arguments, do not make a convincing a priori case against grid-based deterministic dosecalculation methods.
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Appendix A. Derivation of var D V ,N ∼ SD V /N (hL)
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In section 3, we stated the assumption that D V ,N is an unbiased estimate of D V , that is,
where E denotes the expected value. (10) implies
where 'var' denotes the variance. Let l V ,i denote the length of the intersection of the ith simulated particle trajectory with V . We make the simplifying assumption that either l V ,i = 0 or l V ,i ∼ hL. In reality, values of l V ,i much smaller or much larger than hL can, of course, occur; however, we believe that they are unlikely enough for our conclusions to remain valid. A rigorous mathematical proof of this point would have to be much more technical than the rest of this paper, and we have not attempted it. The argument given in this appendix is therefore not a complete proof. This is why we supplement it with the numerical experiments of appendix B.
Recalling the definition of S from section 3, we now conclude that X V ,i is either 0 or ∼Sρ V hL. Therefore
where P denotes probability. Similarly,
From (A3),
Using (A5) in (A4),
and therefore
Using (A1) in (A7),
Using (A8) in (A2),
As h tends to zero, (hL) 2 D V becomes negligible in comparison with the constant S, so we obtain our assertion.
Appendix B. Numerical experiments
In this appendix, we present numerical experiments confirming formula (11). To keep our experiments simple and transparent, we use a test code solving a very simple model problem. The test code, written in Fortran 77, is available from the author by e-mail (borgers@math.tufts.edu). We simulate a broad beam of circular cross section normally incident on a cube of side length L filled with a homogeneous material of density ρ. This is illustrated by figure B1 , which shows 200 sample trajectories. (The three bold lines in figure B1 will be discussed in the next paragraph.) The particle transport is assumed to be governed by the Fokker-Planck equation. We make the simplifying assumption that the mass stopping power S and the transport mean free path λ tr are constants independent of the particle energy. As discussed in Börgers and Larsen (1996) , we approximately solve the Fokker-Planck equation by performing a Monte Carlo simulation of a transport process, using a deterministic polar scattering angle θ 0 with 0 θ 0 π , and a random, uniformly distributed azimuthal scattering angle ϕ with 0 ϕ < 2π. The mean free pathλ used in our calculations is much greater than the physical mean free path, but the value of θ 0 is adjusted so thatλ tr /L =λ/(L(1 − cos θ 0 )) is physically realistic. We use the parameter values
As pointed out in section 3, the dependence of varD V ,N on N is well known from elementary probability theory. There is no need to verify it numerically, and we therefore fix
In figure B1 we have marked the centre axis of the beam and two lines parallel to it, one in the penumbra of the beam, and one outside the beam near the surface of incidence, but receiving some nonzero dose at greater depth. For the values of h used in our numerical experiments, each of the three lines passes through the centres of a column of voxels V . Figure B2 shows the doses D V ,N computed for these voxels. Figure B3 shows Monte Carlo We remark that for generating figure B3 , it is best not to adopt the common practice of dividing the simulated histories into a relatively small number of 'batches' and estimating variances of batch averages. With a fixed number of batches, figure B3 would not converge as the number of trajectories tends to infinity. This is not hard to see from equation (6.287) on p 429 of Lux and Koblinger (1991) †. We have not used any batches in our Monte Carlo simulations.
It is not surprising that we cannot confirm formula (11) where D V is very small. One reason is that the relative statistical error in the dose estimates is large where the dose is very small. In fact, in some cases D V ,N is precisely zero. This is why some parts of the graphs in figure B3 , corresponding to regions of small dose, are missing. A second reason is that the Monte Carlo estimates of varD V ,N become unreliable where the dose is very small. † The equation given by Lux and Koblinger contains a very minor error. To see that their formula cannot be quite correct, check the special case N = 2. To obtain the correct formula, multiply the second summand on the right-hand side of the equation given by Lux and Koblinger (the correction due to the fact that the variance estimate is based on the sample mean, not on the exact mean) by two.
Appendix C. Construction of pointwise dose from Monte Carlo results
Let D = D(x) and ρ = ρ(x) denote the dose and density as functions of position x = (x, y, z). Let V denote a voxel, assumed, as before, to be a cube with side length hL. Let x c denote the centre of V . Then the total amount of energy deposited in V equals
This is the quantity estimated by a Monte Carlo dose calculation. The total amount of mass in V equals
The voxel dose is the ratio E V /m V . It is close to D(x c ):
provided that D and ρ have bounded second derivatives. To see this, replace ρD and ρ in (C1) and (C2) by their linear approximations at x c , and use Taylor's theorem to estimate the errors:
and
Using V (x − x c ) dx = 0, these equations become 
(C12) follows from Taylor's theorem, (C13) holds because trilinear interpolation of a linear function gives back the linear function, (C14) follows from Taylor's theorem, (C15) follows from (C10) and (C17) follows from (C8), again using (C10). In summary, the approximation 
