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CHAPTER I 
INTRODUCTION 
The term "noise" is a generic word and therefore has physical 
meaning only when defined in the context of the specific system to which 
it is applied. This thesis concerns itself entirely with the measurement 
and evaluation of very low frequency (frequencies less than 1 Hz) elec-
tronic noise arising in electronic systems and devices. 
Electronic noise generally takes on the character of very small and 
random fluctuations in tbe measurable parameters of the device or system 
under consideration. The parameter most often measured in a study of 
this type is usually either an output voltage or current. 
Various types of electronic noise have been postulated, observed, 
and to an extent clearly understood in the past. Examples of these types 
are Nyquist or thermal noise, generation-recombination noise, and shot 
noise (for discussion of these see [33]). There is at least one type of 
noise referred to as l/f or excess noise for which no generally accept-
able theory has yet been presented. In addition the physical process 
which gives rise to this type of noise remains to be clearly identified. 
The reference to this noise as l/f is loose. The l/f term arises from 
the observed properties of the power spectral density of this noise. 
From the standpoint of its power spectrum, l/f noise can be regarded 
as a low frequency phenomenon which usually is observed at frequencies 
less than 10 Hz. It has been observed in numerous devices (for examples 
1 
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see [31], [4], [23], and [7]) and in fact no device as yet has been shown 
to be l/f noise free. As its name implies, the character of this noise 
is such that its power spectral density increases with decreasing fre-
quency. A more precise form for describing this noise is 
where 
S(f) = K 
fa 
S(f) =noise power spectral density (V2/Hz), 
f =frequency (Hz), and 
Kand a= constants. 
(1-1) 
The constant "K" varies widely (several orders of magnitude) depending 
on the device being studied and the value of 11 a11 generally lies between 
O. 8 and 2, 
Since there is no generally accepted theory or explanation for the 
l/f noise phenomenon, the case for l/f noise rests solely on empirical 
evidence and its documentation. (In fact it is the empirical evidence 
which makes it difficult to find an appropriate theory.) 
The essence of this thesis is to make reliable and calibrated meas-
urements of noise at frequencies below 1 Hz thereby adding to the infor-
mation available on this phenomenon. It is hoped that such measurements 
would contribute to the development of a satisfactory model for this 
noise and an understanding and identification of the physical process 
responsible for the phenomenon. 
Techniques which provide for a reliable and calibrated measurement 
of low frequency noise are in themselves of practical importance. Since 
noise imposes limits on sensitivity and accuracy in the measurement ·of 
physical quantities, its identification and minimization are of primary 
concern to the solid state physicist or semiconductor device design 
engineer. Here measured data is the only means available by which the 
noise characteristics of a new process or device may be evaluated. 
Conventional analog techniques for measuring noise become impracti-
3 
cal at frequencies less than 1 Hz. As a result digital recording and 
processing of noise data is used in this study. A substantial portion of 
this thesis is devoted to a description and discussion of the equipment 
which was designed and constructed to make low frequency noise studies 
possible. This equipment was used to investigate the low frequency noise 
behavior of Zener diodes in the frequency range of 0.4 Hz to 8 x 10-S Hz. 
Reports on Zener diode noise have previously appeared in the literature 
(see Haitz [16] and Ringo [28]); however, this investigation is apparently 
the first at frequencies below 0.1 Hz. 
There are two important reasons for choosing to investigate the 
noise characteristics of Zener diodes. First, these devices are basic-
ally used as secondary voltage references. These noise measurements can 
be used as a measure of the stability of these devices, at least in the 
short term sense, thereby giving an indication of their quality as refer-
ences. Also, these devices have the semiconductor phenomenon of 
"avalanching" as the physical mechanism basic to their operation. An 
investigation of the noise characteristics of this type of device below 
0.1 Hz provides primary information on the noise behavior of such in this 
frequency range. 
Chapters II, III, and IV of this thesis discuss the electronic 
equipment that was designed and constructed for the study of low fre-
quency noise. The processing techniques used on the measured data are 
treated in Chapter V. Calibration information .of the noise measuring 
system is in Chapter VI. Chapters VII and VIII are devoted to the Zener 
diode noise measurements and their evaluation. Chapter IX covers the. 
concluding remarks. 
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CHAPTER II 
SPECTRUM ANALYZER 
Introduction 
This chapter concerns itself with a description of the data spectrum 
analyzer that was designed and constructed for the low frequency noise 
measurements reported in this work. Figure 1 shows a simplified block 
diagram of this analyzer which may be divided into three major parts. 
The first of these is a sensitive moving mirror galvanometer whose output 
is a beam of light. It is to this device that the data signals to be 
measured are fed. The second and most complex part of the system is the 
positional scanner. The function of this part is to periodically measure 
the deflection of the light beam from the galvanometer. The third part 
is composed of the digital timer, card punch interface, and card punch 
shown in Figure 1, and is referred to simply as the digital recorder. 
The function of this part is to permanently record the output from the 
positional scanner. The subsequent sections of this chapter deal with 
the details of each of these parts. 
Galvanometer 
Physical Description 
A moving coil, mirror type, galvanometer is used to detect the input 
to the spectrum analyzer. The galvanometer used here is a modified Lange 
5 
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model MG2 manufactured by the Dr. B. Lange Company of Berlin, Germany. 
Modifications were made to this instrument to make it compatible with the 
rest of the system. The built in optical system consisting of several 
fixed mirrors was disabled and the self contained light source removed. 
The light source that is now used is a low power He-Ne gas laser (Univer-
sity Laboratories Model 200). The galvanometer mirror is not optically 
flat. To compensate for the resulting light beam divergence, a 15 mm 
diameter, 101 mm focal length, positive meniscus lens was positioned be-
tween the laser and galvanometer. The galvanometer and lens assembly is 
contained in a metal box that was constructed to minimize air drafts, 
dust, and 60 Hz hum effects. Figure 2 shows a view of the box containing 
the galvanometer and lens assembly with its cover removed. The front 
portion of the laser can also be seen. 
Specifications 
The optical arm length of the galvanometer was measured and found to 
be 2.89 ± 0.01 m with a beam diameter at the end of the arm of 
3.0 ± 0.5 mm. At this arm length, the sensitivity of the beam position 
to variations in room temperature was found to be less than 0.1 mm/°C. 
The input resistance of this instrument was determined to be 
1330 n ± 1% and its input voltage sensitivity is 1.56 ± 0.03 µV/mm. The 
frequency response of the spectrum analyzer is determined by that of the 
galvanometer. Figure 3 shows this response for four different values of 
external damping. These curves are closely approximated by a second 
order, low pass, filter function of the following form, 
I A I = l 
[l + ci )41112 (2-1) 
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ID 
where 
I A I = magnitude of the voltage response, 
f =frequency (Hz), and 
f and f = parameters determined by the galvanometer and its 
c 0 
external damping. 
For an external damping of 750 ~ the value of f and f are: 
c 0 
f = 0.0937 ± 0.0004 (Hz) 
c 
10 
(2-2) 
f = 0.51 ± 0.02 (Hz) 
0 
Additional detail regarding the measurement results presented in this 
section will be found in Chapter VI. 
Positional Scanner 
Introduction 
The positional scanner is optically connected to the galvanometer 
through the reflected light beam. The function of the scanner is to 
periodically measure the position of the beam. The output from this 
device is a rectangular pulse whose width is a measure of the beam's 
position, and a momentary switch closure between each of these measure-
ments. The switch closure is part of the required interface to the 
digital recorder discussed in the next section of this chapter. 
Physical Description 
A rear view of the positional scanner is shown in Figure 4. As can 
be seen in the figure, the scanner is basically a disc of 24 cm radius 
which rotates with constant speed. The mechanical drive for the disc is 
Figure 4. Rear View of the Positional Scanner 
I-' 
I-' 
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provided by a 3 phase, 1800 rpm synchronous motor. This motor is coupled 
to the disc through a speed reducing arrangement consisting of two "0" 
belts and two pairs of sheaves. The minor output requirement of a momen-
tary switch closure is simply accomplished by a mechanical switch mounted 
to the frame supporting the disc. This switch is actuated by a cam on 
the axle of the rotating disc once for each revolution. 
Principles of Operation 
The geometry of the undeflected galvanometer light beam and the disc 
is such that the beam is roughly parallel to the disc's axis of rotation 
and strikes the disc 20.7 cm directly above this axis. The beam's path 
of travel for the driven galvanometer is along a horizontal line near the 
top of the disc. Near the edge of the disc and along a line of radius is 
a 24.6 mm long and 0,79 mm wide slit. This slit will be irradiated by 
the light beam once for each revolution of the disc for a time td 
approximately given by the following equation, 
where 
d 
td = wr 
w = the angular velocity of the disc, 
(2-3) 
r = the distance from the axis of rotation to the point where the 
beam and slit intersect, and 
d = diameter of the galvanometer beam. 
There will always be this slit-beam intersection once each revolution so 
long as the beam falls on the disc and gets no nearer than 8 mm to the 
edge of the disc. The slit is coupled to a light sensitive photodiode 
operational amplifier combination (United Detector Technology Inc. 
13 
UDT-400) by means of optical fibers. This light sensitive device is 
rigidly mounted in front of the disc and along the disc's axis of rota-
tion. The optical fibers are used to mechanically decouple the rotating 
disc from this light detector. 
A fixed reference point is established on the disc by means of a 
small hole. This hole is 1.6 mm in diameter and is located opposite the 
center of the disc and along the diagonal which contains the slit. This 
hole together with an incandescent light source and a phototransistor, 
provide a means of detecting the instant a particular angular position of 
the rotating disc occurs during each revolution. An equation of the same 
form as (2-3) gives the time that this light source irradiates the photo-
transistor each revolution. Figure 5 shows the dimensional layout of the 
disc along with the relative locations of the slit, reference hole, and 
beam path. 
The light sensitive device coupled to the slit, and the phototran-
sistor associated with the reference hole, provide input signals to an 
electronic circuit. During the course of each disc revolution the photo-
transistor produces a pulse when the reference hole passes between it and 
its light source. Similarly the photodiode operational amplifier pro-
duces a pulse when the slit intersects with the galvanometer light beam. 
The risetime associated with both of these pulses is primarily governed 
by the angular velocity of the disc. For the rotational speed of 
0.89 rps, these risetimes were measured and found to be on the order of 
300 µs. The pulse arising from the reference hole, "start-pulse", is 
used to set a flip-flop circuit. The pulse due to the slit, "stop-
pulse", is used to reset this flip-flop. Referring again to Figure 5, 
the physical location of the phototransistor is such that the start-pulse 
rd 
y 
is 
Ws 
D 
rs 
I.. D --1 LIGHT·BEAM [
GALVANOMETER 
1 Ws 1 PATH 
I -- --- ~l'..I 
,_-- I 
:-:,:::::=--i--==-rr-:1s - --
1 / ! !' 
I / I 
I I i 
I I I 
y I I I 
J / I 1¢/, I 
IL I 
I /'-9 I i/ _j_J _________ _ 
~~x~ 
I 
rd I 
I 
I 
I 
I 
I 
I 
1/---START HOLE 
/ No. 52 DRILL 
rs 
w --
D 1RECT10 N OF ROTATION 
= 24.00 ±0.05cm 
= 20.72 ±0.05cm 
= 2.46 ±0.03cm 
= 0.79 :!:0.03cm 
= 20.40 :!:0.05cm 
= 7.30 ±0.03cm 
Figure 5. Dimensional Layout of the Rotating Disc 
14 
15 
defines e = O. The stop-pulse occurs at the value of e corresponding to 
the beam-slit intersection. This value is clearly related to the time 
the flip-flop is in its set condition by the following formula, 
where 
e = 
2'TTt 
s 
-
'r 
t = the time the flip-flop is in its set state, and 
s 
' = rotational period of the disc. 
(2-4) 
From this and Figure S, it follows that the horizont~l position X of the 
beam at the time it intersects with the slit is given by 
here 
2'TTt 
s X = Y Cot (e) = Y Cot (~) 
'r 
(2-5) 
X = horizontal displacement of the beam with zero being defined as 
X0 when e = 'TT/2, and 
Y = a length parameter which is defined in Figure 5. 
Thus the flip-flop's output, after suitable buffering, provides the pri-
mary ou~put from the positional scanner. A circuit diagram of the elec-
tronics associated with the positional scanner is given in Appendix A. 
There is a detail to be noted with regard to this positional meas-
uring scheme; The rotating disc produces a measurement for each revolu-
tion. However, the time at which this measurement is made corresponds to 
exactly when the beam intersects the slit. Therefore, if the beam moves 
during a rotational period of the disc, the time between successive 
measurements fluctuates accordingly. This phenomenon is systematic and 
is accounted for in the data processing procedures discussed in Chapter 
v. 
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Specifications 
The rotational frequency of the disc was measured and found to be 
0.8902 ± 0.0006 rps. This was determined by measuring the time for the 
disc to make 3200 revolutions. Eight such measurements were made 
amounting to just under eighty hours of observation. 
The dominant source of noise in the data acquisition system is 
traceable to fluctuations in the rotational period of the disc. These. 
fluctuations were observed to be random with an effective rms value of 
180 ± 10 µs. This number was obtained by fixing the beam from the gal-
vanometer and taking 240 measurements of the width of the output pulse 
from the positional scanner. The relationship of these fluctuations to 
the measurement of the beam's position can be expressed using Equation 
(2-4). 
2TI(t - 6t ) 
X + 6X = Y Cot [ s s ] 
L 
(2-6) 
where 
6ts = effective rms fluctuation in the disc period, and 
6X = the equivalent rms fluctuation in the position of the beam. 
If the value of 6t is small then 6X can be approximated by the following 
s 
expression, 
2TI6t 
6X = Y( , s) (2-7) 
6X in turn can be related to an input voltage to the galvanometer by the 
equation 
2TI6t 
6V = S6X = SY( s) 
L (2-8) 
where 
AV = the equivalent rms fluctuation of an input voltage to the 
galvanometer (µV), and 
S =sensitivity of the galvanometer (1.56 µV/mm). 
Measurements· of Ats (Ats = 180 µs) show that these fluctuations corres-
pond to 0.21 mm (Equation 2-7) or to 325 nV (Equation 2-8). 
17 
The maximum peak-to-peak detectable excursion of the galvanometer 
beam was measured and found to be 204.0 ± 0.5 mm. This correspond~ to a 
maximum measurable peak-to-peak voltage signal of 312 µV referred to the 
input of the galvanometer. 
Digital Recorder 
Physical Description 
Three commercially available electronic instruments comprise the . 
digital recorder section of the spectrum analyzer. They are a Dymec 
2401A Integrating Digital Voltmeter, a Dymec 2526A Card Punch Interface 
Unit, and an IBM 526 Assembly Keypunch. This equipment performs the 
function of encoding onto punch cards the information output from the 
positional scanner. Figure 6 shows the physical appearanc~ of the 
digital recorder. 
Principles of Operation 
The rectangular pulse output from the positional scanner is used as 
an input signal to the digital voltmeter. The digital voltmeter, which 
is also a frequency counter, is used as a time measuring device, which 
measures the width of this pulse. The voltmeter's internal oscillator 
serves as a time base which is gated to its counting circuits by the 
pulse from the scanner. This timing information is routed through the 
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interface unit to the keypunch where it is recorded on cards. The switch 
closure provided by the positional scanner rese~s the counting circuits 
between each successive timing measurement. 
Specifications 
The internal time base for the digital voltmeter is a 100 kHz quartz 
crystal oscillator. Five digits of timing information are capable of 
being recorded. The accuracy of this unit is specified by the manufac-
turer as ± 1 digit in the least significant place which clearly implies 
± 10 µs accuracy on the width measurement of th·e pulse from the 
positional scanner. 
The interface unit is operated solely as intended by its manufac-
turer and therefore will not be further discussed. 
The maximum rate with which the keypunch can encode data is eleven 
digits per second. Thus the maximum sample rate for the spectrum 
analyzer is about two samples per second. The punch cards used for 
storing the data are the standard IBM eighty column type. The format 
used for storing data on these cards is sixteen, five digit data samples 
per card. 
CHAPTER III 
CONSTANT TEMPERATURE THERMOSTAT 
Introduction 
A major problem that generally occurs in making low level, low fre-
quency measurements is the effect of fluctuations in the ambient tempera-
ture on those measurements. This can readily be seen by comparing the 
Nyquist noise voltage of a 10 kn resistor, in a 1 Hz bandwidth, to its 
noise resulting from a fluctuating temperature. If the current through 
this resistor is 1.0 mA and the temperature coefficient of its resistanc~ 
-5 0 is ~R/R~T = 10 ppm = 10 I C, then the resulting voltage due to an 
-3 0 effective temperature variation of 1 x 10 C will be about 10 times 
larger than its Nyquist noise voltage. 
A simple approach to the temperature control problem is to well 
insulate the device under study thereby attenuating the effects of the 
outside fluctuations to the point where they are negligable. Ringo [28] 
had success with this technique in his Zener diode power spectral studies; 
however he restricted himself to frequencies above 0.1 Hz. On the other 
hand, Blakemore, in similar studies on operational amplifiers found it to 
-3 be useless at frequencies below 1 x 10 Hz due to the practical consid-
erations involved [10], 
A second, but considerably more complicated, approach to the problem 
involves the use of electronically controlled fluid bath type thermo-
stats. At least two such thermostats with rather impressive 
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specifications have been reported in the literature (see Baldinger and 
Niiesch [3] and Harvey [17]). 
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The thermostat constructed for this study is similar to those cited 
in the above references. However, it differs from that reported by 
Baldinger and Niiesch in that it is a single thermostat (Baldinger and 
Niiesch used a thermostat within a thermostat arrangement). It differs 
from Harvey's in that his thermostat involved forced cooling whereas 
this one does not ... Obviously since no forced cooling is utilized, the 
operating temperature of the termostat is necessarily above that of the 
environment because its heat losses are depended on to prevent thermal 
run-away. Figure 7 shows the physical appearance of the thermostat used 
in this study. 
Physical Description 
Mechanical Construction 
Figure 8 shows a cross-sectional view of the thermostat. As can be 
seen, the thermostat basically is composed of a fluid container isolated 
from the environment by a thick layer of insulation. 
The fluid container is fabricated with 18 gauge (1.27 mm) stainless 
steel. The ductwork is entirely aluminum (for a similar mechanical . lay-
out see reference [18], pp. 295-296). The purpose of the ductwork is to 
direct the flow and prevent vortexing of the fluid which is stirred 
during operation. 
A minimum thickness of 10 cm of formed-in-place polyether urethane 
foam is used to insulate t4e fluid container from the environment. The 
chemicals used to make this foam are manufactured by the Upjohn Company, 
and marketed as type 323. The specified thermal conductivity "k" for 
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this insulation is 0.11 to 0.14 BTU in/(ft2 h °F) [21] (this can be ex-
pressed as 0.016 to 0.020 W/(m °C)). It is used because it is rigid, 
providing support for the fluid and its container, and because of its 
excellent insulating properties compared to other materials [32]. An 
estimate of the heat loss through the insulation is given later in this 
chapter. 
The cover for the thermostat is a two lid structure as is shown in 
Figure 8. The larger of the two covers the entire fluid bath container 
24 
and provides mechanical support for the stirring motor. Within this lid 
is a smaller cover. It is through this smaller cover that access to the 
working volume of the thennostat is provided while it is in operation. 
This smaller lid also provides mechanical support for a differential 
thermometer which is used to monitor the bath temperature at a location 
within the flow duct. 
Fluid Bath and Stirring Motor 
Ethylene glycol is used for the bath fluid. Reasons for choosing it 
for the bath include: it is non-corrosive; it is non-volatile; and it 
has .a relatively high specific heat, C = 0.56 cal/(g °C) [C = 2340 W p p 
s/(kg °C)] [24]. The density p of ethylene glycol is 1.113 kg/i with the 
thennostat bath using 23.8 i. Thus a thennal capacity of 6.21 x 104 W 
s/°C is achieved with this bath fluid. 
The fluid circulating motor is a 600 rpm, 1/300 HP hysteresis synch-
ronous motor (Ashland Electric Products Inc., number C73EZU-l). This 
motor drives a 6.2 cm diameter propeller located near the botton of the 
fluid container. A crude estimate of the ptunping action of this motor 
with its propeller, based on rpm and pitch, is about 0,5 i/s. 
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Bath Heater and Temperature Sensor 
The heating element is a conventional resistive type manufactured 
for home water heaters. It is rated at 1500 W although in this applica-
tion it is operated at considerably reduced power levels (details are 
given later in this chapter). The location of this element is just below 
the fluid propeller, and close to the temperature sensing element. It is 
generally desirable to have the heating and sensing elements in close 
proximity to minimize the response time between these elements [17]. The 
response time for this thermostat based on an estimated fluid velocity of 
2.5 cm/s and the sensor characteristics is about .11 seconds. The loca-
tion of the temperature sensor is about 10 cm downstream from the heating 
element.· 
The temperature sensor is a dual 100 Q (at 0 °C) platinum wire 
resistive element, type 8922, supplied by the Leeds & Northrup Company 
(for information on choice of sensors see Larsen [20]), It has a speci-
fied temperature coefficient of 0.00385 Q/(Q °C). Both of these elements 
are contained in a single sealed stainless steel tube which is 6.4 mm in 
diameter and 10 cm long. Its thermal time constant is specified as 7 
seconds and its resistance change is less than 0.05 Q over 10000 hours of 
operation (this may be expressed as 1.4 x io-11/s). It is assumed that 
this instability in the resistance value is largely due to a drift re-
sulting from incomplete annealing in manufacturing (see "Mechanisms Af-
fecting Resistance" in platinum resistance thermometers [18]). Based on 
this assumption, an absolute drift of no more than 1.2 x 10-4 Q is ex-
pected in any 24 hour period. This value corresponds to an equivalent 
temperature drift of 300 µ °C/day. 
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Copper Block Sample Holder 
The working volume of the bath is located in the center of the fluid 
flow duct. In order tv immerse devices into the bath it was necessary to 
construct an enclosure to protect those devices from the fluid (cursory 
checks showed low values of electrical resistance of about 150 kn/cm and 
therefore direct immersion of devices is not allowed). 
This enclosure was. machined from two solid copper blocks which are 
fastened together with screws forming a sealed container. Entry into the 
enclosure is through two small holes connected to the smaller lid of the 
thermostat with rubber surgical tubing. The outside dimensions of this 
container are 5. 92 cm x 8. 2 cm x 1. 9 cm. The. inner volume is about 
3 34 cm . A view of this copper enclosure can be seen in Figure 9. 
Contained in this enclosure is a precision platinum resistance 
thermometer. This thermometer was a model Sl061J obtained from Minco 
ProductsJ Inc. It has a specified R of 470.40 n at 0 °C with a maximum 
0 
fluctuation of 10 ppm per year (3.2 x l0-13/s), This thermometer is 
snugly fitted into a groove that was machined into the copper block and 
is used to monitor the block's temperature. 
The devices that are normally contained in this enclosure are con-
nected to the outside by wires. To estimate the thermal loss through 
these wirest calculations were made based on a perfectly thermally insu-
lated copper wire whose ends are maintained at temperatures which differ 
by 10 °C (the typical temperature differential between the room and the 
fluid is about 8 °C). The results of these calculations show that a heat 
out7flow of about 270 µW/wire can be expected. 
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Bath Temperature Control 
Introduction 
The control of the bath temperature is done with electronic cir-
cuitry. Precision control of temperature generally reduces to the prob-
lem of small signal detection [17]. The circuitry that was designed for 
this thermostat can be broken into four major groups: (1) an a.c. bridge 
temperature sensor; (2) a high gain tuned error signal amplifier; (3) a 
phase detector and control signal source; and (4) a controlled d.c. bath 
heater power supply. Figure 10 is a block diagram showing the relation 
of the above to the system and Figure 11 shows the physical appearance of 
this equipment. · The remainder of this section will discuss each of the 
above groups. Complete schematic' diagrams will be found in Appendix B. 
Bridge 
A basic diagram of the temperature sensing bridge is included in 
Figure 10. The two temperature sensitive elements are the platinum wire 
resistance elements previously described and the other two resistors are 
each 113 Q ± 0.01% with temperature coefficients of 1 ppm (Vishay type 
Sl02). A 2.0 V pp, 102 Hz sinusoidal oscillator provides the input power 
to the bridge. There are several reasons for choosing a.c. as a bridge 
power source. Thermocouple effects can be eliminated; transformer coup-
ling the error signal from the bridge is permitted, thus avoiding ground 
loop problems; and narrow bandwidth a. c. high gain amplifying techniques 
can be used in handling the output error signal. For additional informa-
tion see Baldinger and Niiesch [3]. 
For the input voltage V of 2.0 V pp, the corresponding bridge 
osc 
THERMOSTAT 
(ETHYLENEGLYCOL BATH) 
n 
BATH 
HEATER 
t 
1-------- -REF. OSC . . 
I .INPUT 
I r; -
\ ... "'l../ t: ERROR . 
k SIG. I OUTPUT { T~ f / ' 
' I ...... / 
T 
TEMPERATURE 
SENSING BRIDGE 
OSCILLATOR DUAL TRACE 
(102 Hz) OSCILLOSCOPE 
REFERENCE SIGNAL 
~ ERROR SIGNAL 
r------1 --- -------, 
ERROR l ERROR PHASE I 
SIGNAL I SIGNAL DETECTOR HEATER I 
1 AMPLIFIER ANO POWER I 
I CONTROL SUPPLY j L_____ I 
THERMOSTATCONTROL-- _ _J 
D.C. POWER TO HEATER 
Figure 10. Block Diagram of the Bath Temperature Control System 
N 
ID 
.. - ·1 
'f, 
Figure 11. Physical Appearance of the Bath 
Temperature Control System 
(.M 
0 
31 
output error signal ~VB' for a ~T 
is given through 
-3 0 
= 1.0 x 10 C temperature excursion, 
where 
oB = 1.71 x l0-3/°C, the sensitivity of the bridge determined 
r 
(3-1) 
through its parameters. 
-3 0 This error signal, for 1.0 x 10 C, is sufficiently high to make de-
tection and amplification achievable with standard techniques. 
There are two details with regard to using an a~c. bridge to sense 
temperature variations worth noting. The first is that the bridge must 
be balancable in the a.c. sense. To achieve this it was found necessary 
,. to pad each of the platinum elements with a small capacitor. The re-
quired capacitor values. were determined by trial and error and found to 
be on the order of 10 pF. The second detail involves the nature of the· 
output error signal. The magnitude of this signal gives only information 
about the excursion of the temperature from balance. To be able to tell 
if an excursion represents an excess or under temperature condition, it 
is necessary to compare the phase of the error signal to that of a fixed 
reference. Thus, for an a.c. temperature sensing bridge scheme, an added 
requirement·· of phase· sensing must be incorporated into the control 
system. 
Error Signal Amplifier 
Four commercially available IC operational amplifiers make up the 
error signal amplifier. The front end is a low noise (10 nV/vHZ@ 
100 Hz) model AD504M unit supplied by Analog Devices. This amplifier is 
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transformer coupled to the temperature sensing bridge and is followed by 
another "op-amp" whose purpose is additional gain. The remaining units 
form a two stage, bridge-tee, band pass gain section. The combination of 
these units provide for a measured voltage gain of G = 3.5 x 106 ± 10% at 
a tuned frequency of 102 Hz with a 4 Hz half-power bandwidth. The output 
of the error signal amplifier along with the oscillator signal supplying 
the bridge are displayed by a dual trace oscilloscope for monitoring 
purposes during thermostat operation. 
Phase Detector and Control Signal Source 
The output from the error signal amplifier goes to the phase de-
tector circuit where its phase is compared to that of a reference oscil-
lator. If the phase relation between these two signals indicate an under 
temperature condition exists in the thermostat, a d.c. control signal is 
developed whose value is proportional to the magnitude of the amplified 
error signal. This control signal, through an incandescent lamp and 
photo-conductive resistor arrangement, is used to control the power 
supplied to the thermostat heater. 
Heater Power Supply 
The thermostat heater is supplied d.c. current from the heater power 
supply. The level of current, during thermostatic operation, supplied to 
the heating element ranges from a maximum value of about 0,6 A to a mini-
mum value of a few milliamperes. The 0,6 A value corresponds to a heater 
power dissipation of 3.7 W. 
When the thermostat is initially being brought up to its operating 
temperature, a manual switch allows for an increase in supply current 
output to about 4.5 A. At this current level in heater power is about 
200 W. A 2.7 x 10- 3 °C/s temperature rise in the bath is observed when 
the heater is supplying 200 W. 
Performance of the Thermostat 
~Temperature Stability 
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Direct observation of the differential thermometer, resistance meas-
urements of the platinum resistance thermometer contained in the copper 
block, and error signal measurement from the bridge in the control cir-
cuitry were used to estimate the fluctuation of the bath temperature (see 
the previous sections of this chapter for the physical locations and 
specifications for the above). 
The differential thermometer has 10 x 10- 3 °C graduations. A small 
fixed telescope was use4 to observe the height of its mercury column. No 
observable change in its height was noted in 17 readings taken over a 
I I -3 0 period of 3 days ( ~T < 3 x 10 C). 
Six resistance measurements on the platinum wire thermometer over a 
period of 10 hours indicated a 2.5 x 10- 3 a peak excursion in the resist-
ance from its mean value. This corresponds to a maximum variation of 
-3 
approximately ± 1.4 x 10 °C from the mean temperature of the bath. 
This result can be considered an upper limit on tne bath variation in 
that it includes thermocouple effects and systematic errors due to ther-
mometer self heating. The manufacturer specified this thermometer's self 
heating effect to be negligable if the measuring current was kept below 
0.5 mA. However, in this installation, on the order of 2 mA was used. 
The output signal from the error signal amplifier contained in the 
control circuitry was measured with a true rms voltmeter (HP 3400A). The 
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The output from the voltmeter was recorded by a strip chart recorder. 
Figure 12 shows about 15 minutes of a 4 hour recording. This curve indi-
cates the rms value of the error signal as it varies about the balance 
point of the sensor bridge. The temperature calibration is based on the 
bridge transfer function, the reported gain of the error signal ampli-
fier, and the temperature coefficient of the platinum wire sensors. 
Based on the fact that the error signal is sinusoidal, it is a 
simple matter to estimate the peak bath temperature excursion from the 
curve shown in Figure 12 over the time interval shown. The temperature 
sensitivity of the error signal amplifier output signal, cV , is given 
eo 
by 
where 
= 1.20 x 104 V /°C pp 
G = gain of the error signal amplifier. 
(3-2) 
From Equation (3-2), the temperature sensitivity cT can be expressed in 
terms of the output error signal voltage as 
cT = [cV ]-l = 83.5 µ °C/V 
eo pp (3-3) 
The result of Equation (3-3) may be expressed in terms of the rms value 
of the error signal amplifier output voltage as 
oT = /8 [cv 1-1 = 236 µ 0 c;v 
eo rms 
(3-4) 
Although the curve in Figure 12 does.not give a voltage scale, an equiva-
lent temperature excursion is shown. From this curve the peak tempera-
ture excursion is seen to be less than 1 x 10-3 °C, 
Variations in room temperature were recorded during thermostat 
SHORT-TERM TEMPERATURE FLUCTUATION 
OF THERMOSTAT 
Figure 12. Short Term Temperature Fluctuation of the Thermostat 
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operation. These records show that room temperatures have a total varia-
tion of as much as 4 °C over a period of 24 hours. Assuming that the 
bath temperature variation given above holds for the same length of time, 
a thermostat to room temperature stability factor of 5 x 10-4 can be 
given. The above assumption appears to be valid in that continuous oper-
ation of the thennostat for a period of 4 days gave no indication of any 
changes in stable operation or thermal drift. 
Absolute Bath Temperature 
The absolute bath temperature is not an important consideration for 
the study for which this thermostat was constructed. An indication of 
the bath temperature was obtained by measurements made with two mercury 
column thermometers with 0.1 °C graduations. Both thermometers indicated 
temperatures of about 32.26 ± 0,03 °C, 
Thermostat Heat Losses 
The following technique was used to estimate the heat losses of the 
bath to the environment. Stable thermostatic conditions were established. 
The thermostat was switched off and the time required for the bath temp-
erature to drop one degree was noted. This was done three times with an 
average time of about 16 hours resulting. The room temperature during 
these checks was monitored. A maximum variation of about 2 °C occurred 
during each of the 16 hour periods. This variation was always in the 
form of slow drifts which seemed to track the daily temperature varia-
tions of the building in which the thermostat is located. For a tempera-
ture differential of 8 °C (maximum bath temperature minus the average 
room temperature) a bath heat loss time constant of approximately 120 
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hours can be inferred assuming a simple exponential decay in temperature, 
The heat loss of the bath to the environment can be estimated with 
the following formula, 
Here 
!9. =heat loss (W), ~t 
!Q. = m C 6.T ::: 1 W 
tit p M 
6.T 
'Kt= rate of temperature change (°C/s), 
[l °C/16 h = 1.7 x 10-5 °C/s], 
m =mass of glycol bath (kg), 
[{l.113 kg/t)(23.8 t) = 26.5 kg], and 
C = glyco~ specific heat= 2340 W s/(kg °C). p 
(3-5) 
CHAPTER IV 
SPECTRUM ANALYZER PREAMPLIFIER 
Introduction 
A preamplifier was constructed for the low frequency spectrum 
analyzer described in Chapter II. Its purpose is to provide the input 
signals to the analyzer with a voltage gain and to isolate the input 
source from the 1330 Q input resistance of the galvanometer (see Galva-
nometer, Chapter II). Measuring the Nyquist noise of a 10 MQ resistor is 
an example of a case for which both the input signal levels are too low 
and the impedance matching requirements are too severe for the analyzer 
to handle directly. The use of a preamplifier makes this measurement 
possible (see Nyquist Noise, Chapter VI). A side benefit connected with 
preceding the spectrum analyzer (galvanometer) with a preamplifier is 
that it makes it possible to fix the external damping on the galvanometer 
independent of the signal source. The analyzer's frequency response is 
thereby independent of the signal source's output impedance which simpli-
fies interpreting measured results (for details concerning spectrum 
analyzer frequency response and galvanometer damping see Galvanometer, 
Chapter II). 
Physical Description 
Figure 13 shows a schematic diagram of the preamplifier. It is a 
two stage, differential-input differential-output, circuit with the 
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first stage providing the voltage gain and the second serving as a buf-
fer. The dual field effect transistors (FET) are similar in character-
istics to 2N5564's. They are selected low noise units that were provided 
by National Semiconductor. The required gate bias for the input FET's is 
a detail which is taken care of when connection to a particular source is 
considered. The drain resistors used in the first stage are bulk metal 
(Vishay Sl02). Their resistance values are matched to 0.01% with a 
specified temperature coefficient of 1 ppm/°C or less. The measured 
noise index (NI) of these units are -50.1 db and -49.7 db based on meas-
urements in the frequency range of 12 to 250 Hz (for details on NI see 
Motchenbacher and Fitchen [25]). The other resistors used in the circuit 
are precision metal film ± 1%. 
The preamplifier is assembled on an epoxy glass printed circuit 
board which is mounted in the copper block sample holder described in 
Chapter III (see Copper Block Sample Holder, Chapter III)o The FET's are 
thermally tied to, but electrically insulated from, the copper block with 
beryllium copper cup clips (Wakefield 2604SH18B). The power supply for 
the preamplifier is discussed later in.this chapter. 
Specifications 
The preamplifier operates with a nominal supply voltage of 13 V to 
16 V. A voltage gain of 20.9 was measured for the preamplifier with the 
output loaded with 1300 n (approximate load represented by the galvanom-
eter). The output impedance was determined to be approximately 680 n 
based on loaded and unloaded gain measurements. A common mode rejection 
ratio (CMRR) of approximately 1200 for the preamplifier was determined 
based on the following method: The gates of the input FET's were 
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connected to a common potential provided by a simple voltage divider 
connected from the power supply to ground. The power supply voltage was 
increased in 100 mV steps from 15,0 V to 15,6 V. A change in output 
voltage of 1.8 mV was observed for each of these steps. The CMRR follows 
directly from 
b.V b.V b.V 
CMRR = (b.Vps)(b.V~) = (~) A ::: 1200 b.V v (4-1) 
0 in 0 
where 
/iV 
(/iVps) = change in power supply voltage for a corresponding change 
0 
in output voltage, and 
/iV 
0 (/iV. ) = Av = voltage gain of preamplifier (1300 Q load). 
in 
The input impedance was not measured but it is assumed to be at 
least several hundred MQ due to the general characteristics of FET's. 
Due to the narrow bandwidth and low frequency nature of the spectrum 
analyzer (low pass frequency response with a bandwidth less than 1 Hz) 
the frequency response of the preamplifier is not seriously considered 
since a cursory check indicated an upper cut-off frequency in the 100 kHz 
range. 
Power Supply 
The preamplifier's power supply is a commercially available unit 
manufactured by "Power Designs Incorporated'.' model 2020. This supply is 
specified to have an internal resistance whose value is less than 0.001 Q 
at d.c. with a maximum noise level at its output, including 60 Hz ripple, 
less than 100 µV pp. A noise power spectrum in the frequency range of 
80 µHz to 0.4 Hz was measured for this supply and is reported in Chapter 
VI (see Power Supply Noise, Chapter VI). The instability of the output 
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voltage is given as 0.001% + 100 µV per 8 hour period or 0,005% + 250 µV 
per week, for constant load, line voltage, and temperature. The voltage 
temperature coefficient is specified to be less than 0,001% or 50 µV, 
whichever greater, per °C in the temperature range of 15 °C to 45 °C. 
CHAPTER V 
SPECTRAL ESTIMATION OF SAMPLED WAVEFORMS 
Introduction 
The output of the data acquisition system is a set of numbers which 
represent the time-amplitude history of a random waveform. These data 
are transformed and operated on such that an estimate of their power spec-
tral density results. This chapter discusses the particular method used 
to estimate the power spectral density along with the other numerical 
procedures necessary in preparing the data for transformation. 
Power Spectral Density Estimation: 
The General Problem 
There are three generally accepted digital procedures for estimating 
the power spectral density given a finite length random data record, 
These are: (1) the Blackman-Tukey method which involves taking the Fou-
rier transform of the data's autocorrelation function; (2) the direct 
method which involves taking the Fourier transform of the time domain 
data; and (3) the .method of using digital filters which simulate the 
techniques common to conventional analog measurements. A detailed des-
cription of these procedures may be found in Otnes and Enochson [26] ·and 
a comprehensive comparison is given by Mansour, Hawkins, and Bloodworth 
[22]. 
In this study, the direct method is used to obtain the power 
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spectral density estimates, This choice was made for the following 
reasons. First, the computational efficiency of this method is the high-
est [26], This is due primarily to the development of an algorithm which 
minimizes the number of required mathematical operations required to per-
form the Fourier transform [14]. This algorithm is commonly referred to 
as the "Fast Fourier Transform" (FFT) and specifics regarding the proper-
ties of it can be found in the text by Brigham, "The Fast Fourier Trans-
form" [12]. Also, this method is basically a one-step operation in that 
only the transform of the recorded data is required as opposed to first 
having to obtain the autocorrelation function as in the Blackman-Tukey 
method. FinallyJ this method has the advantage that different bandwidths 
may be chosen for each spectral estimate [26]. 
The primary disadvantage of the FFT is that in order for it to be 
indeed fastJ it is desirable that the input data record be composed of 
K 
exactly 2 samples where K is an integer. Thus data acquisition times 
are fixed to periods corresponding to the above number of samples. 
Power Spectral Density by Direct 
Fourier Transform 
The Fourier transform of a record of x(t) is defined by the follow-
ing relation 
00 
X(f) = J x(t)e-j 2 ~ft dt (5-1) 
-00 
where 
f = frequencyJ and 
t = time. 
In practice the record x(t) represents the measured data, Realistic 
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constraints placed on any physical measurement force this record to be 
finite in length. Therefore, a more appropriate form of the Fourier 
transform is the finite-range Fourier transform which is defined as 
where 
X(f,T) J x(t)e-j 2nft dt 
0 
T =length of the data record x(t). 
Now in a sampled data system only discrete values of x(t) are known. 
(5-2) 
Hence, the data record x(t), frequency f, and time tare expressed as 
x (t) = x (n b.t) n = 0,1,2,···,N-l, (5-3) 
n 
k k k 0,1,2,·••,N-l, (5-4) fk = T = NM = 
t = n D.t n = 0,1,2,···,N-L (5-5) n 
In these 
b.t = the interval between individual data points (samples) commonly 
referred to as the sample period, 
T = length of the data record, and 
N = the number of samples in the data record. 
From this it follows that the discrete version of Equation (5-2) is 
N-1 
X(fk,T) = b.t l x(n b.t)e-j 2nkn/N 
n=O 
k = 0,1,2,•••,N-l (5-6) 
Normalizing the scale factor in front of the summation in Equation (5-6) 
yields 
N-1 
l 
n=O 
where 
-j2nkn/N 
x e 
n 
k = 0,1,2,•••,N-l (5-7) 
x = x(n t.t). 
n 
and 
Equation (5-7) is the generally accepted defining relation for the dis-
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crete finite Fourier transform, The FFT is an efficient algorithm which 
evaluates the Xk's of this equation, 
For a finite data record x(t) from the stationary random process 
{x(t)}, the one-sided power spectral density of the process is defined as 
S (f) = 2 lim -T1 E[IX 0 (f,T)l 2J 
x T-roo "" 
(5-8) 
where 
E[IXQ,(f,T) 12] =the expected value operation over the ensemble 
index Q,, and 
T =time interval or period of each data record x(t). 
If only a single data record of finite length is considered, then an 
estimate of S (f) at any frequency f is given by the following, 
x 
Here the tilde implies that this is an estimated quantity, Using 
Equation (5-7), the discrete version of (5-9) can be expressed as 
. 2 
- - ) 2 I . 12 2 lit I 12 = 2Nfl t I xk· 12 8k = S(fk = 'f xk flt = N flt xk 
(5-9) 
(5-10) 
Here the individual spectral estimates are interpreted to be at the dis-
crete frequencies fk given by Equation (5-4). The equivalent bandwidth 
BW of each of these estimates is given by 
1 BW = 1 (5-11) 
The formula (5-10) is used to arrive at the power spectral estimates 
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presented in later chapters. A detailed development of Equations (5-1) 
through (5-11) can be found in Bendat and Piersol [6]. Given a data 
record of N samples and Equation (5-7), it can be seen that only N dis-
tinct frequency components are evaluated (the interpretation of these 
components is such that they are symmetrically spaced in frequency about 
f = 0). Thus the one sided power spectral density estimates Sk of Equa-
tion (5-10) will have N/2 components with the highest frequency fk of 
estimation being at 1/(2 ~t) (for details on the. interpreted location in 
the frequency domain of the spectral components see Brigham [12]). 
Introduction 
Problems Related to the Finite 
Fourier Transform Method 
Two problems arise in using a finite transform to estimate the power 
spectral density of a random process. The first is related to the fact 
that only a finite length sampled data record can be practically consid-
ered. This fact gives rise to a phenomenon called leakage [26]. The 
second problem is associated with the statistical error of the spectral 
estimate produced by the transform method. This section discusses these 
problems and the steps that can be taken to minimize their effects. 
Leakage 
Leakage is a phenomenon which arises in practice because only a 
finite length data record x(t) can be measured of a given random process 
{x(t)}, Mathematically the restriction of finite length on the data 
record shows up as 
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00 
X(f,T) = J x(t)Ur(t)e-j 2Tift dt (5-12) 
-00 
where 
Ur(t) = a for t < 0, 
= 1 0 < t < T 
= 0 t > T. 
The Ur(t) function expresses the fact that x(t) is a finite length data 
record. Making use of the convolution theorem [12], Equation (5-12) 
becomes 
X(f ,T) = X(f)*UT(f) (5-13) 
where 
* = the convolution operation. 
The UT(f) function that appears in Equation (5-13) is the Fourier trans-
form of the "box-car" uT(t) time function, Thus, UT(f) is of the general 
[sin (Y)/Y] form (for a derivation of this see any elementary text on 
Fourier transforms). In the transform method of evaluating S (f), the 
x 
main lobe of the UT(f) function centers on the frequency at which Sx(f) 
is being evaluated, In addition, the width of this lobe, which is meas-
ured between the first zeros of UT(f), corresponds to twice .the bandwidth 
of the estimate specified in Equation (5-11). Unfortunately however, 
UT(f) has significant side lobes which extend from both sides of this 
main lobe, The presence of these side lobes do have a decided effect on 
Sx(f) and its relation to Sx(f) [26]. The effect of leakage on S (f) can 
x 
be reduced by modifying Ur(t) in some way such that the magnitudes of 
these side lobes are reduced. This modification is commonly referred to 
as tapering the data record x(t) or simply as "windowing". The Hann 
window [26] is but one example of how uT(t) may be modified to reduce 
49 
leakage. (this particular window was not used in this study because of 
computational efficiency reasons). This window has the following form 
UT (t) = 0 for t < 0 
H 
= Sin (7Tt) T 0 < t < T (5-14) 
= 0 t > T. 
This window function does reduce the side lobes to a certain extent. 
However, the price which is paid for this is that the width of the main 
lobe is increased. This increase reduces bandwidth resolution of S (f}. 
x 
This side lobe verses bandwidth trade off is in general common to all 
such leakage reducing recipes [26]. 
It should be noted that this problem of side lobes is common to all 
finite power spectral density estimation methods. Their suppression is a 
subject on which much has been written. Further details can be found in 
Akaike [2], Blackman and Tukey [9], Jenkins and Watts [19], and Parzen 
[27] to cite but a few of the available sources. 
In the case where x(t) represents a noise voltage measurement, this 
corresponds to a decrease in the power represented by the data record. 
This reduction in power can be expressed as 
1 T 2 
T f [uT (t)] dt 
0 w ~..--~~~~~- = A 
1 T 2 
- f [u...(t)] dt 
T O T 
where 
~w (t) = modified window function used to reduce leakage, and 
~(t) =boxcar window associated with Equation (5-12). 
The power spectral density of x(t) is multiplied by 1/A in order to 
(5-15) 
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restore this loss in power (see Parsev~l's theorem [12]). 
Statistical Error 
The second problem which ari~es in using the direct finite transform 
method for c~lculating the power spectral density estimates is the sta-
tis ti cal error associated with these estimates. Assuming that. the 
sampled data record is from a gaussian distributed random process, the 
individual spectral estimates sk will be x2 (chi-square) distributed with 
\) ' 
two degrees of freedom. Therefore, the relative mean-square error will 
be given by 
2 (J-
2 sk 2\1 1 E = 
_2 = -= r 2 
sk 
\) 
(5-16) 
where 
- -Sk =mean value of Sk (expected value), 
cr~ = variance of sk' and 
sk 
\I = degrees of freedom in the x~ statistic = 2. 
The .relative rms (root-:mean-square) error Er in this case is also unity 
implying that.the standard deviation of the estimate is equal to the 
quantity being estimated. 
The error can be improved by averaging neighboring spectral esti-
mates. Thi.s operation is conunonly referred· to as frequency smoothing 
(see Bendat and Piersol [ 6]). If 11m11 spectral components are averaged, 
the number of degrees of freedom of the x~ statistic will be 2m. From 
Equation (5-16) it follows that 
2 = 2 (2m) 
Er 2 (2m) 
1 (5-17) = -m 
Thus the averaged spectral estimate Sk which is given by 
will have a relative rms error er given by 
1 
rm 
-
sk+m-1] 
1he bandwidth associated with each sk will now be 
BW' = (m)(BW) 
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(5-18) 
(5-19) 
(5-20) 
1his represents a traQ.e-off between st~tistical acct,lracy of the spectrq.l 
estimates and the frequency resolution. A more detailed discussion on· 
statistical error may be found in Otnes and Enochson [26]. 
Power Spectral Density Estimation From a 
Recorded Sampled Data Record 
Introduction 
The previous sections of t}J.is chapter introduced a method and its 
associated problems of power spectral density estimation from a finite 
length data record. This section deals with the specific operations done. 
on the recorded data whose spectra are reported in later chapters. 
1he .data which are recorded by the apparatus of Chapter II appear as 
digital numbers encoded on standard IBM eighty column punch cards. 1his 
allows for direct processing of this d~ta by digital computing techniques. 
The digital computer that was used here is an IBM 360/65 system. The 
program used to process the data was written in the FORTRAN IV language 
compatible ·with the G-level compiler supplied by IBM (the FFT algorithm 
was available as a subroutine from the computer system library). A com-
plete listing of this program is included in the appendices. Figure 14 
DATA IS EDITED 
DATA IS TIME CORRECTED 
DATA IS CONVERTED 
FROM TIME TO 
DISPIACEMENT FORM 
MEAN VALUE IS 
COMPUTED AND REMJVED 
TIME DOMAIN POWER 
IS COMPUTED 
LINEAR TREND IS . 
COMPUTED AND REMOVED 
TIME DOMAIN POWER 
IS COMPUTED 
Yes 
MEAN, VARIANCE, & 
STANDARD DEVIATION 
CALCUIATIONS 
WINDOW IS APPLIED 
TO DATA 
DATA IS FOURIER 
TRANSFORMED (FFT) 
VOLTAGE SPECTRAL 
COMPONENTS ARE CONVERTED TO 
POWER SPECTRAL COMPONENTS 
POWER IN FREQUENCY 
DOMAIN IS COMPUTED 
POWER SPECTRAL 
COMPONENTS ARE AVERAGED 
Figure 14. Flow Diagram Showing Major Steps Used in 
Processing a Data Record 
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shows.in flow diagram form the major operations done on each data set in 
order to obt<'l,in its spectrum. ' Details of each of these steps will now be 
given. For the purposes of this description each x(n ~t) will be identi-
fied as ·xi where the .index "i" equals 11n11 • Also the number of data 
samples per record is required to be equal to 2K where K is an integer. 
As mentioned earlier, this condition arises from the FFT algorithm which 
is used in obtaining the spectral estimates. 
~Editing 
The first step in the processing seque~ce is to edit each individual 
x.. Each x. value is checked to see if it falls within the allowable 
1 1 
range of the sampling system. Occasionally the keypunch unit fails to 
properly record a data value. In this case, the value that is 'punched 
generally turns out to be outside the possible numeric range for the data 
set by the characteristics of the spectrum analyzer (see Chapter II), If· 
a particular xi is outside its permissible range, it is "corrected" 
according to the formula 
[x. 1 + x. l] 1- 1+ (5-21) 
As can be seen, this is a simple linear interpolation correction, three 
assumptions go with the use of (5-21). The first is that the most prob-
able value of x. is given by it. The second is that the first value x. 
1 1 
is correctly recorded. And finally, if x. is in error, x. 1 and x. 1 are 
' 1 1+ 1-
not. Preliminary tests of the data acquisition system and processing 
program included spectrum sensitivity to omitted data points. It was 
found that for random data with a st<'l,tionary mean as much as a 1% 
sequence of the record could be omitted without noticable effects on the 
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resulting spectrum. Therefore 1 the validity of the first assumption is 
thought to be secondary in importance, Assumptions two and three are 
mechanical and easy to check. These checks amount to visually inspecting 
the first data point of each record and having the computer print the 
value of the index 11 i 11 on all corrected points. If all the printed 
values of "i" differ from each other by at least two then the conditions. 
imposed by the third assumption are satisfied. 
Time Correction 
Recalling the discussion in.Chapter II on the disc sampler, it 
should be remembered that the resulting data record is composed of 
samples which are not uniformly spaced in time. This timing error is 
systematic and can be corrected. The method used for correcting this 
error is a second order (three point) Lagrange interpolation routine [l]. 
This is represented mathematically as 
(5-22) 
i = 2,3,•••,N 
where 
t. 1 = X. 1 I 1- 1-
t. = x, + fl.t I 
1 1 
t. 1 = x. 1 + 2 lit, 1+ 1"' 
lit = the sampling period, and 
N = total number of data points in the record. 
The + symbolizes a 11redefining11 type of operation. In the above it is 
interpreted to mean that x. is redefined to have the value resulting from 
1 
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the evaluation of the expression to the right of this symbol. This 
symbol, with the same meaning attached, will be used throughout this 
section. 
Here again the first value of the data record is taken to be.correct, 
This routine starts by considering the values of the first three x. 's. 
]. 
This allows x2 to be interpolated. Then x1 is dropped and x4 is added to 
the group allowing x3 to be interpolated. The routine continues in this 
fashion until all N values of the data record are corrected. To acconnno-
date the .last point xN, the value of xN+l is assumed equal to the uncor-
rected value of xN. 
Voltage Conversion and Mean Removai 
The data are now converted into equivalent voltage samples according 
to the following expression 
(5-23) 
This expression was developed in Chapter. II and will not be rediscussed 
here .. 
The mean value of the data record is computed in the standard 
fashion (see section on Mean, Variance, and Standard Deviation) and this 
value is subtracted from each x.. The presence of a .non-zero mean is 
1 
considered to be systematic and its removal is straight forward. 
Time Domain Power 
Power in the time domain Ptd represented by the data record is now 
computed. It is evaluated by the following forI!lllla 
(S-24) 
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This formula is taken from the discrete data version of Parseval's 
theorem which is found in Brigham [12]. 
Removal of a Linear Trend 
At this point in the data processing a linear trend can be removed 
from the data. Whether or not this is done is dependent on the value of 
a variable, called a flag, which is defined at the time the data are read 
by the computer. The trend of the data is computed by finding the linear 
mean square fit to all the x .• The trend is then removed from the data 
1 
by subtracting this straight line from the record. The formulas used in 
finding the best fitted straight line are the standard ones found in most 
elementary texts on statistics and therefore will not be given here. 
There are.reasons why it is generally desirable to remove any dis-
cernible trend from the data record. First, note that it is impossible 
to make a meaningful spectral estimate at frequencies whose periods are 
longer than that represented by the data record. Also a property of the 
discrete Fourier transform is that it imposes periodicity on the data 
record [12]. As far as the transform is concerned, a linear trend in the 
data has the same effect as if a sawtooth type function with period equal 
to, that .of the record were present. This has the effect of increasing 
the power density estimates at the low end of the spectrum. Therefore, 
the removal of any linear trend is considered both warranted and justi-
fied. As a matter of routine, if a linear trend is removed from the 
data, the power in the time domain i,s then recomputed. 
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Mean, Variance, and Standard Deviation 
At this point the record is in a uniformly time sampled data form 
with zero mean and no linear trend, assuming any trend was removed. This 
record is now divided into groups of 256 data points (the program assumes 
that a data record contains at least this many points). The purpose for 
doing this is to be able to investigate the time history of the data 
record to see if any peculiar or interesting variation is present in any 
of these quantities. In addition, the mean, variance, and standard devi-
ation of the complete record is also computed. The standard statistical 
formulas shown below are used in these computations. 
1 N 
x. = - l x. 1 N i=l 1 (5-25) 
N 
- 2 l (x. - x.) 
2 i=l 1 1 (J = N l x. -
(5-26) 
1 
(J = [ (J2 ] 1/2 x. x. (5-27) 
1 1 
Window Function and Power Spectral Density 
Estimates 
The particular leakage reducing window function used in this program 
has been referred to in the literature as the "Tukey interim recipe" 
[26]. For a discussion of this window see Bingham, Godfrey, and Tukey 
[8]. This wind9wing operation has the functional form 
x. + (x. )(u.) 
1 1 1 
i = l,2,3,•••,N (5-28) 
where 
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.!. {1 
- Cos [ 107f (i - l)J} for 1 < i N + 9 u. = < 10 1 2 N - 1 -
1 N + 9 < i < 9N + 1 = 10 10 
.!. {1 Cos [ 107f (i - 1)]} 9N + 1 < i < N = 2 N - 1 10 
The factor by which each spectral estimate is multiplied to account for 
the resulting decrease in variance is 8/7 (see Equation (5-15)). 
The data record is now transformed according to Equation (5-7), A 
standard FFT subroutine that is provided by our computational center is 
used. Information on this subroutine is given in Brenner's paper, "Fast 
Fourier Transform of Externally Stored Data" [11]. 
The power spectral density estimates are now computed by Equation 
(5-10) with the constant multiplier of 8/7 associated with the window 
included. 
Frequency Domain Power 
Power in the frequency domain, Pfd' is evaluated according to the 
following equation 
(5-29) 
This formul~.is obtained from the discrete data version of Parseval's 
theorem [12]. 
Spectral Component Averaging 
The final step in the processing program is spectral averaging, Th~ 
averaging begins at the low end of the spectrum, The first 16 components 
are averaged in groups of 4. The next 144 in groups of 8. This is fol-
lowed by 18 groups of 16, and 18 groups of 32. The group number is now 
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changed to 16 with the number of components averaged doubling each time 
the components contained in the 16 groups are exhausted. This procedure 
continues until all spectral estimates are considered, The reason that 
this particular scheme is used is as follows. For all but the first 22 
averaged estimates, the resolution bandwidth is at least 10 times narrow-
er than the center frequency of the estimate. Of the first 22, all but 
the first 2 have bandwidths which are at least twice as narrow. This is 
a reasonable compromise where both statistical accuracy and low frequency 
spectral estimation are important. From the section on statistical 
error, the probability density of one estimate is assumed to follow a x2 
\) 
distribution with 2 degrees of freedom (v = 2), Averaging over several 
neighboring estimates one uses the fact that the rms error associated 
with this average will be given by l/vrn (see Equation (5-19)) where m is 
the number of individual components over which the average is computed, 
In addition the bounds of an averaged estimate S. at a chosen level of 
1 
confidence can be found using a table of percentage points of the chi-
square distribution (for such a table see reference [26]), This can be 
expressed as the following relation 
(lower bound) S. < S. < (upper bound) S. 
1 - 1 1 
(5-30) 
In words, the relation expressed in (5-30) may be stated as follows, At 
the level of confidence chosen, the true spectral value S. lies within 
1 
the interval determined by (lower bound) S. and (upper bound) S. where S. 
1 1 1 
is the averaged estimate of S., Table I lists these bounds at the 90% 
1 
confidence level for the number of spectral components averaged in the 
program, Also listed is the relative rms error of these averages. 
TABLE I 
.... 
UPPER AND LOWER BOUNDS AND RELATIVE RMS ERROR OF AVERAGED SPECTRAL ESTIMATES 
Number of Spectral Relative Degrees of 90% Level of Confidence 
Components Averaged RMS Error 2 Freedom Cx) (Lower Bound) S. < S. < (Upper Bound) S. 1 
v = 2m 1 - 1 - 1 m e: = - (Lower Bound) r m (Upper Bound) 
1 1 2 0,334 19.4 
2 0.707 4 0.421 5.63 
4 0.500 8 0.516 2.93 
8 o. 354 16 0.608 2.01 
16 0.250 32 0,751 1.44 
32 0,177 64 0,764 1.37 
64 0,125 128 0.824 1.24 
128 0.0884 256 0.870 1.16 
256 0,0625 512 0,905 Lll 
512 0.0442 1024 0.931 1.08 
°' 0 
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System Frequency Response and Aliasing 
Considerations 
The frequency response of the system was shown in Chapter II, The 
attenuation has the effect of lowerin$ the spectral estimates at the 
corresponding frequencies, Correcting for it is a simple matter, Each 
averaged spectral estimate is multiplied by the reciprocal of the func-
tion describing the system response squared (for a description of the 
frequency response of the spectrum analyzer used in this study see 
Chapter II), 
The problem of aliasing is more complex. From the sampling theorem 
it is known that a continuous waveform can be uniquely determined from 
its sample values if the sampling frequency is at least twice the highest 
frequency component contained in the waveform [12]. This frequency 
requirement is expressed in the following relation 
where 
f l_ > 2f 
s ~t - m 
f = the sampling frequency, and 
s 
f = the highest frequency component contained in the sampled 
m 
waveform, 
(5-31) 
The sampling rate corresponding to f s = 2f is known as the "Nyquist 
m 
sampling rate" [12] and will be denoted as f , 
n 
When (5-~l) is not satisfied aliasing occurs.. Aliasing is the 
phenomenon by which energy contained at frequencies greater than f mas-
n 
querade at frequencies lower than f , This apparent low frequency energy 
n 
shows up directly in the power spectral estimates. The aliased spectral 
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components can be expressed as [22] 
00 
A A A 
= ST(fk) + I [ST(nfs + fk) + ST(nfs - fk)] 
n=l 
(5-32) 
where 
SA(fk) - spectral estimate at fk which contains aliasing contribu-
tions, and 
ST(fk) = spectral estimate at fk if there were no aliasing, 
The problem with the practical use of Equation (5-32) is that it assumes 
prior knowledge of the spectral characteristics. Nevertheless, a hypo-
thetical spectrum can be considered and the effect of aliasing can then 
be determined. As·an example two such spectra along with the system fre-
quency characteristic were considered, One of the spectra was specified 
to be independent of frequency (white) and the other to be inversely 
proportional to frequency (1/ f), Tab le II summarizes the results ob- . 
tained, where the hypothetical spectra are assumed to be.filtered by a 
second order low-pass ~ilter with f = 0.094 Hz and f = 0,51 Hz (see 
c 0 
Chapter II, Equation (2-1)), 
The results given in Table II show that for the recording system 
used in this study, the effects of aliasing are dominant only at high 
frequency ends of the assumed spectra, In particular, at frequencies a 
decade or more below the Nyquist frequency, aliasing can be expected to 
contribute no more than 3% to an estimated spectrum. This of course 
assumes that an estimated spectrum is closely represented by one of the 
hypothetical spectra, 
The procedural steps that are taken to correct for aliasing in com-
puted spectra are straight forward, First the shape of the spectral 
density a decade below the Nyquist frequency is determined, This shape 
Relative 
TABLE II 
RELATIVE EFFECT OF ALIASING ON BANDLIMITED POWER 
SPECTRAL DENSITY ESTIMATES 
Frequency of Estimate 
SA(f)* 
ST(f) 
f** 
r ST(f) K*** = n 
1 2.20 
0.8 1.62 
0,6 1 •. 27 
0.4 1.13 
0.2 1.04 
0.1 1.03 
o. 1.03 
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ST(f) K*** = f 
2.00 
1.35 
1. 09 
1.03 
LOl 
1.00 
1.00 
*The entries were based on a bandwidth limited measuring system 
whose frequency response is determined by a second order low-pass filter, 
fc = 0.094 Hz and f 0 = 0.51 Hz were used as the filter parameters in 
pre·paring this table (see Equation (2-1), Chapter II). 
**The Nyquist sampling frequency fo:r; the system described in this 
study is f = 0.89 Hz. n . 
***K is a constant. 
is assumed not to change in the decade just below f or above, The 
n 
factor by which each estimate should be corrected is then determined by 
Equation (5-32). The series in the equation is evaluated term by term 
until the contribution of the next term is less than 0.5%, 
A FORTRAN program was written to make the corrections discussed in 
this section. Since it is relati~ely simple and straight forward the 
details of it will be omitted. 
64 
CHAPTER VI 
CALIBRATION OF SPECTRUM ANALYZER 
Introduction 
This chapter deals with calibration and performance tests which were 
run on the spectrum analyzer described in Chapter II, These tests can be 
broken into three categories, They are: (1) those involving determin-
istic waveforms, (2) measurements to detennine the ambient noise level of 
the system, and (3) spectral measurements of known input noise sources, 
Calibration Using Deterministic Waveforms 
Introduction 
The initial calibration of the system was.done with a low frequency 
function generator, A Wavetek model 133 was used for this purpose, This 
generator was connected to the galvanometer through a balanced resistive 
voltage divider, The reason for the voltage divider is twofold, It 
allows for adjustment of source resistance which in turn determines the 
external damping on the galvanometer, and it allows the generator to 
operate at an output level which is in the range of easy adjustment, 
. 
All measurements .were performed with the system in its normal 
operating configuration, The output signals from the function generator 
for these tests were measured and monitored with an oscilloscope 
(HP 141B) which was calibrated before the tests, The accuracy to which 
65 
66 
these output signals were known approaches 1%. The resistors used in the 
voltage divider were precision types, with 1% resistance tolerances, 
Therefore, the accuracy with which the amplitude of the input signals to 
the galvanometer were known are about 2%, The galvanometer output sig-
nals were measured by observing beam displacements at the positional 
scanner (see Chapter II). For the signal levels used in these tests, the 
accuracy with which the beam displacement was measured was better than 
19" 0 0 
Sinusoidal Waveform Measurements 
Low frequency sinusoidal waveforms were used to determine the fre-
quency response of the galvanometer, Response measurements were made for 
source resistances of 1300, 1000, 750, 423, 100, and 51 Q, These source 
resistances are accurate to 1%. These measurements are the basis for the 
selected galvanometer relative response curves that were included in 
Chapter II. In addition to relative response measurements, absolute 
measurements were also made, From these, the input resistance of the 
galvanometer was determined to be 1330 Q ± 1% and the system sensitivity, 
S = 1.56 ± 0.03 µV/mm, established, Also it was verified that in the 
useful operating range of the system, the frequency response of the 
galvanometer is insensitive to amplitude. 
System Noise Measurements 
Positional Scanner ~ Galvanomet~r Noise 
Figure 15 shows the results of two different system spectral noise 
measurements. The first is a spectrum of the noise of the positional 
scanner alone, To obtain this result, the beam from the galvanometer was 
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positionally fixed, This was accomplished by allowing the beam to pass 
through a small hole in a mechanically fixed metal plate, The location of 
this plate was about 3 cm in front of the positional scanner. The data 
record from which this spectrum was computed consisted of 16384 = 214 
samples with a sample period of 1,12 second (1.12 s = l/f = 1/0.89, see 
s 
Chapter II). The spectrum shown represents an average of all of the 
"raw" averaged spectral components resulting from processing the data. 
There was no discernible drift in the data and no system frequency re-
sponse or aliasing corrections were applied as described in the section 
on "System Frequency Response and Aliasing" in Chapter V, 
Also included in this figure is a spectrum representing the noise of 
the galvanometer and positional scanner combination, For this measure-
ment, the input to the galvanometer was shorted through a 750 n resistor. 
The data record contained 32768 = 215 points and the sample period was 
1,12 second, Here again there was no discernible drift in the data and 
no corrections for system frequency response or aliasing were used, 
A comment at this point appears to be in order, An inspection, of 
Figure 15 shows.that for all' practical purposes the two spectra are 
identical, This implies that the intrinsic noise of the galvanometer 
plays little if any part in the system's overall noise characteristic, 
Power Supply Noise 
Figure 16 shows the power spectral density estimates for the power 
supply (Power Designs Inc,, model 2020) used to power the preamplifier 
described in Chapter IV. This supply was also used to power the devices 
and input circuits used in later measurements. To make the measurements, 
the input circuit shown in Figure 17 was used, with output connected 
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directly to the galvanometer. This provided an extenlal damping on the 
galvanometer of 750 Q, A two power supply configuration was used to keep 
the d.c. offset to the galvanometer at a minimum. The output voltage of 
supply 1 and 2 was set to a nominal 14.134 V and 14.121 V, respectively, 
to null the d.c. output to the galvanometer (see Chapter IV). This null 
was achieved by noting the position of the galvanometer beam before the 
power supplies were connected an.d then adjusting the supply voltages to 
return the beam to that position after (fonnection. These supplies are 
"identical" units of the same model supplied by the same manuf~rcturer 
(see Chapter IV for their specifications), 
+ 
ow er 
upply 
o, 1 
R Output to 
---·u Galvanometer 
R 
R 
R 
+-
Power 
Supply 
No, 2 
R = 750 Q ± 1% wirewound 
Figure 17. Diagram of Input Circuit to the Galvanometer for 
the Power Supply Noise Measurement 
The noise voltage output to the galvanometer is assumed to represent 
that of a.single supply with no amplitude scaling. This assumption is 
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valid if the random voltage fluctuations of the supplies are uncorrelated 
with respect to one another and their spectra are identical. 
The data record for this measurement contained 16384 = 214 points 
with a sample period of 1.12 second. The result of fitting a straight 
line to the data showed a linear trend of 2.6 nV/s. This corresponds to 
48 µV of drift over the period of the measurement. Based on the specifi-
cations of these supplies, about 90 µV could have been expected. The 
spectrum shown in Figure 16 was arrived at with the following procedure. 
The spectral estimates were calculated as described in Chapter V. From 
these raw estimates, the system noise of Figure 15 was subtracted. The 
remaining estimates were then corrected for the roll-off characteristic 
of the spectrum analyzer's frequency response. Dealiasing was performed 
assuming a K/fl.O type spectral dependence. 
Spectrum Analyzer Noise With Preamplifier 
The noise power spectral density for t4e system as a unit is shown 
in Figure 18. This unit includes the preamplifier of Chapter IV immersed 
in the operating thermostat (32.26 °C), the associated preamplifier power 
supply, and the galvanometer and positional scanner. For this measure-
ment both input terminals to the preamplifier were connected to the same 
point. A voltage divider network consisting of a Zener diode (device 
#302405, see Chapter VII for the characteristics of this diode) and a 
995.5 n metal film resistor formed the input circuit with the preampli-
fier being connected to the diode-resistor junction. The power for the 
voltage divider was derived from the same supply that powered the pre-
amplifier. The power supply voltage for this measurement was 13.S V, A 
diagram showing the detail of the input connections is given in Figure 19. 
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v = 13.5 v 
cc 
Zener diode 
996 n 
Output to 
Galvanometer 
Figure 19. Diagram Showing Preampli-
fier Input Connections 
for System Noise Test 
15 A data record of 32768 =· 2 points was recorded with a sample 
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period of 1.12 second. There was for all practical purposes no dis~ern-
ible drift in .the data. A "best" fitted straight line to the data had a 
slope corresponding to 14 pV/s, This for the record length of just over 
10 hours corresponds to a total drift of approximately 0.5 µV which is 
less than a factor of 2 above the system noise voltage fluctuation of 
325 nV (see Chapter II), The spectrum is in its raw estimated form with 
no system frequency response or aliasing corrections applied. 
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Spectral Estimation of Known Noise Sources 
Noise Generator Noise Measurement 
The measured noise power spectral density of a Quantech model 420 
white noise generator i~ shown in Figure 21, The noise generator was 
connected directly to the galvanometer through a resistive attenuator. A 
diagram of this setup is shown in Figure 20. The gairi of the loaded 
-2 divider was measured and found to be 4.88 x 10 and its output resist-
ance was calculated to be 765 n. The noise voltage level to the galva-
nometer, based on the output reading of the generator and the divider 
properties, was 9.76 µV/!fiZ. Thus a noise signal with a white power 
. -11 2; spectral density of 9.53 x 10 V Hz was put into the system. 
Quante ch 
Model 420 
Noise Generator 
R0 = 600 n 
V0 "" 200 µV/lfi'Z 
9090 n 
825 n 
825 n Galvanometer R. = 1330 n in 
Figure 20. Diagram of Noise Gen~rator and 
Galvanometer Conne~tion 
A comparison of the input noise level to the spectral estimates 
shows excellent agreement in that the straight line of Figure 21 corres-
ponds to 9.40 x l0- 11 v2/Hz. These estimates were made from a 4096 = 212 
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point data record. The sample period was 1.12 second which is repre-
sented in the figure as f , A total drift in the input signal of 1, 8 µV 
c 
was observed in the data record but was not removed, The calculated 
spectral estimates were corrected to account for the system's frequency 
response, The system cut-off frequency of 0,094 Hz is also shown in 
Figure 21, Aliasing corrections were also applied and based on an 
assumed constant spectral density, 
Resistor Noise Measurement 
Figure 23 is the result of a spectral measurement of the Nyquist 
noise (white) of a 10 M\l resistor, This measurement required the use of 
the preamplifier and the thermostat (T = 32, 26 °C), The preamplifier 
power supply (14,54 V for this measurement) was used to provide the 
necessary bias to the input, A circuit diagram of the input circuit 
arrangement is shown in Figure 22, The spectrum resulted from a 
16384 = 214 data point record with a sample period of 1,12 second, No 
discernible trend in the data was present, System frequency response 
corrections were made and dealiasing was done based on an assumed 
constant spectra:\. density, 
v = 14.54 v 
cc 
+ 
10 MQ 
619 kQ (noise source) 
715 kQ 
Output to 
Galvanometer 
1------<0 
Figure 22. Diagram of Inpu~ Circuit Used for the 10 MQ 
Nyquist Noise.Measurement 
Noise Measurement of !!:. Ion-Implanted 'Resistor 
The last spectral estimate in this series is a measurement of the 
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noise power density of an ion-implanted resistor (R68 , device number 27 
[30]). In this device only the high frequency (frequencies above 10 Hz) 
noise behavior was known. For further details on this see Tandon [30], 
Figure 25 shows the results of the noise measurement on this device to-
gether with the known high frequency noise behavior. The frequency 
range~ unfortunately, of the .. spectrum analyzer does not allow for spec-
tral estimates at frequencies above.the sampling Nyquist frequencies 
(f = 0.45 Hz). Nevertheless, the extrapolated spectra overlap and the 
n 
system is taken to be calibrated against the known high frequency 
spectrum. 
The preamplifier and thermostat (T = 32.26 °C) were used in this 
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measurement. The input circuit arrangement to the preamplifier is shown 
in Figure 24. This arrangement allows the ion-implanted resistor to be 
biased without disturbing the input d.c. off-set to the preamplifier. 
The resistance value of R68 is 89.4 kn and its bias current was.set to 
6,8 µA. The other resistors used in the input network are 1% precision 
metal film, Two power supplies were required by this network. V was 
cc 
the same supply used by the preamplifier. VBB was a 1.43 V mercury 
battery (Mallory type RM 640) that was located inside the thermostat. 
The operating temperature of the thermostat was 32.26 °C. 
v = 14.10 v 
cc 
100 kn 
619 kn 
133 kn 
ns kn 
89.4 k~ 
121 kn 
Output to 
Galvanometer 
1-----<G> 
Figure 24. Diagram of Input Circuit to the Preamplifier for 
the Ion-Implanted Resistor Noise Measurement 
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The data record from which the spectral components were estimated 
contained 16384 = 214 data points; The sampling period was 1.12 second. 
A linear trend of 0.6 nV/s (11 µV total drift for the record) was re-
moved, The estimates were corrected for the system's frequency reponse 
and dealiasing was done assuming a K/fl.O type spectral density 
characteristic, 
Since the analyzer measures the noise that is present at the input 
terminals of the preamplifier, the spectral estimates had to be multi-
plied by an additional factor which accounts for signal attenuation in 
the input circuit used (see Figure 24). A value of 5.5 was calculated 
for this factor, The spectral estimates shown in Figure 25 include this 
factor. 
CHAPTER VII 
LOW FREQUENCY NOISE OF ZENER DIODES 
Introduction 
Two low frequency noise power spectral density measurements-were 
made using three Zener diodes. The diodes used in this study are temper-
ature compensated, manufactured by International Rectifier. The I-V 
characteristics along with their temperature dependence for the Zener 
diodes used in the noise measurements are given in Figures 26, 27, and 28. 
The first spectrum presented in this chapter represents the noise 
from two of these diodes and uses the preamplifier in the spectrum ana-
lyzer system. The second spectrum also used two diodes but is inter-
preted to represent the noise from only one of these devices, No 
preamplifier is used in this measurement, Both of the spectral figures 
presented contain a dashed cul'Ve, This curve, in each figure, represents 
previously published noise data for these devices which extends down to 
0,1 Hz. A discussion of the spectra along with their evaluation i~ given 
in Chapter VI I I, 
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Noise Measurement of Zener Diodes 
304303 and 302405 
Input Circuit 
The input circuit to the spectrum analyzer is shown in Figure 29, 
The two Zener diodes were chosen based on similar I-V characteristics and 
high frequency noise behavior, A two diode bridge arrangement is used to 
provide reasonable rejection to the common mode noise signals from the 
power supply. The power supply used is the same supply which powers the 
preamplifier (see Chapter iv) and its low frequency noise spectrum is 
given in Chapter VI. 
304303 
v 
+ 
c 
Output to 
Preamplifier 
302405 
Figure 29, Input Circuit for Noise Measurement 
of Zener Diodes 304303 and 302405 
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The circuit shown in Figure 29 is mounted inside the copper enclo-
sure (see Chapter III) along with the preamplifier. The copper enclosure 
was immersed in the operating thermostat during the measurements. The 
cathodes of the diodes were mechanically tied to the copper block to 
maintain them at the thermostat's temperature. 
The electrical details of the circuit shown in Figure 29 are given 
in Table III. 
TABLE III 
OPERATING CONDITIONS AND SPECIFICATIONS OF INPUT CIRCUIT USED TO 
MEASURE NOISE OF ZENER DIODES 304303 and 302405 
Device Number 
Diode Voltage [V 2 (V)] 
Diode Current [I (mA)] 
z 
0 
Dynamic Resistance [rd(n)] 
Voltage Temperature Coefficient 
/:J.V 
[TC= /:J.Tz I =I (V/°C)] 
z z 
0 
Bridge Element Rl (Q) 
Bridge Element R2 (rl) 
Bridge CMRR 
Power Supply Voltage [V (V)] 
(Power Designs Inc, M8ae1 2020) 
Zener Diodes 
304303 
6.315 
8.30 
9.30 
-5 4,8 x 10 
302405 
6.315 
7.46 
9,86 
-5 L6 x 10 
Bridge 
882,5 
995,5 
1610 
13,615 
88 
Power Spectrum 
Figure 30 shows the noise power spectral density that was obtained 
from measurements on diodes 304303 and 302405, This curve is interpreted 
to represent the noise power contribution from both diodes. It is as-
sumed that the metal film resistors used in the bridge are relatively 
noiseless and therefore make no noise contribution to the measurement, 
The bridge CMRR of 1610 gives a noise contribution from the power supply 
at least four orders of magnitude down from the level shown in Figure 16, 
The spectrum shown was computed from a data record of 32768 = 215 
samples, 
. -1 
The sample period was 1.12 second (f = l,12 = 0,89 Hz), 
s 
Figure 31 shows the first 30 minutes of the recorded noise voltage output 
from the bridge, Although the total record length is about 10.2 hours, 
the 30 minute segment shown is representative of the character of the 
noise voltage waveform, Included in Figure 31 is a curve which repre-
sents the drift of the mean value of the recorded waveform. This curve 
was plotted from mean values of the data record computed over groups of 
2048 samples (approximately 38 minute periods). A curve representing the 
fluctuations in room temperature is also given in Figure 31, A compari-
son of the drift and temperature curves shows that they are unrelated, 
Computational Procedures 
A straight line was fitted to the data record and subtracted from 
the record. The slope of this was found to be -45.7 pV/s which amounts 
to about 1,7 µV of drift over the entire data record, 
The procedure for correcting the raw spectral estimates was as fol-
lows. Prior to measuring the Zener diode noise, the noise of the spec-
trum analyzer was measured. This was done by connecting both inputs of 
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the preamplifier to one of the two output terminals from the bridge shown 
in Figure 29 (further details on the measurement of the system noise can 
be found in Chapter VI). The resulting system noise spectrum is sub-
tracted from the raw Zener diode spectrum. The resulting spectrum is 
then corrected for the spectrum analyzer's frequency response 
(f = 0.094 Hz, see Chapter II) and aliasing effects. These procedures 
c 
along with their relative effects are shown in Figure 32. As a measure 
of the effect on the spectral estimates of not removing the calculated 
linear trend, the data record was also processed with no trend remova+. 
The result of this on the raw spectrum is shown in Figure 32. 
Noise Measurement of Zener Diode 293809 
Input Circuit 
For this measurement the input circuit shown in Figure 33 was used. 
A two diode bridge was used in this measurement again to minimize the 
effect of the connnon mode noise from the power supply. Although no pre-
amplifier was used in this case, the bridge power supply is the same 
supply which normally powers the preamplifier described in Chapter IV~ 
The output from the bridge is used to directly drive the galvanometer 
input of the spectrum analyzer. 
The circuit shown in Figure 33 was mounted inside the copper enclo-
sure and immersed into the operating thermostat during the measurement-
(see Chapter III). The cathodes of the two Zener diodes were mechanically 
fastened to the copper enclosure to insure good thermal contact. 
The electrical characteristics of the bridge are summarized in 
Table IV. 
304303 
v 
+ c 
Output to 
----<1-al vanometer 
293809 
Figure 33. Input Circuit for Noise Measurement 
of Zener Diode 293809 
TABLE IV 
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OPERATING CONDITIONS AND SPECIFICATIONS OF INPUT CIRCUIT USED TO 
MEASURE NOISE OF ZENER DIODE 293809 
Device Number 
Diode Voltage [Vz(V)] 
Diode Current [I (mA)] 
z 
0 
Dynamic Resistance [rd(n)] 
Voltage Temperature Coefficient 
t:N 
[TC = t:,. T z I =I (V /° C) ] 
z zo 
Bridge Element R1 (n) 
Bridge Element R2 (Q) 
Bridge Element R3 (n) 
Bridge CMRR 
Bridge Output Resistance R (n) 
0 
Power Supply Voltage [V (V)] 
(Power Designs Inc. M8ae1 2020) 
Zener 
293809 
6.33 
1.44 
40 
2.3 x 10-4 
Diodes Bridge 
304303 
6.21 . 
1~59 
46 
2,2 x 10-4 
998.9 
74.41 
904.4 
12,7 
145 
7. 768. 
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Power Spectrum 
The noise power spectral density for Zener diode 293809 is presented 
in Figure 34. This spectrum is attributed solely to this diode.for the 
following reasons. First, it can be seen on comparing the level of the. 
noise power density of Figure 34 with that presented in Figure 30 that 
this spectrum is about an order of magnitude higher (note the spectrum of 
Figure 30 represents the noise of two diodes). The diode 304303 used in 
this input circuit for this measurement happens to be one of those whose 
noise is documented in.Figure 30. From this, plus the noise voltage 
attenuation of 304303 by resistor R2 and R3 of the bridge, it is con-
cluded that the measurement represents the noise of diode 293809. Of 
course it is assumed that the resistors in the bridge and power supply 
also make no contribution (the CMRR of 12.7 makes the noise power level 
from the power supply about two orders of magnitude below that shown in 
Figure 16). 
14 The data record for this measurement was. composed of 16384 = 2 
samples. -1 The sample period was 1.12 second (fs = 1.12 = 0.89 Hz) 
making for a record length of about 5 hours. Figure 35 shows 30 minutes 
of the voltage waveform from the bridge which is considered representa-
tive of the total record. Also in Figure 35 are curves which show the 
variation of the mean voltage from the bridge and the room temperature 
during the experiment. 
Computational Procedures 
The trend in the mean voltage shown in Figure 35 was removed by 
fitting a straight line to the data record and subtracting this line from 
the data. The slope of this line was .computed to be -5. 2 nV /s which 
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amounts to about 95 µV of drift over the entire record. Reasons for 
trend removal are discussed in Chapter VIII. 
The remaining procedures are identical to those.outlined in the 
previous diode noise measurement (diodes 304303 and 302405). Figure 36 
summarizes graphically the results of these procedures. 
It should be noted that the output resistance of the bridge was 
145 n. · This changes the spectrum analyzer's frequency response from 
f = 0.094 Hz which occurs when the external damping of the galvanometer 
c 
is 750 n to a lower value of about 0.07 Hz (see Chapter II). This change 
was considered when correcting the spectrum £or the frequency response of 
the analyzer system. 
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CHAPTER VIII 
EVALUATION OF ZENER DIODE SPECTRA 
Intro.ductory .·Remarks 
Both Zener diode spectra presented in Chapter VII are based on noise 
measurements coming from the input bridge circuit. Thus, in reality, it 
is the noise properties of the bridge which are measured. The CMRR of 
the bridges used are high (1610 and 12.7, respectively) so that the con-
tribution to the measured noise from the power supply is negligible (see 
power supply noise spectrum in Chapter VI). In the worst case (noise 
measurement of Zener diode 293809) it is down at least an order of magni-
tude from the level of the spectral estimates. The noise from the metal 
film resistors used in the bridges are assumed to make no contribution to 
the noise measurement. Therefore, the spectrum shown in Figure 30 is 
interpreted to represent the noise of Zener diodes.304303 and 302405. 
Baseq on this measurement, the noise level of the results shown in Figure 
34 are taken to represent the. noise of the single Zener diode 293809. 
This assessment is additionally supported by noise data on the diodes at 
frequencies above 0.1 Hz. These data suggest that the noise level of 
diode 293809 can be expected to be 20 to 30 times larger than either 
304303 or 302405 (for details on these .data see Ringo [28]). 
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Recorded Noise Data 
Data Errors 
The spectra reported in Chapter VII were computed from data records 
15 14 
of 32768 = 2 and 16384 = 2 samples, respectively. The number of 
falsely recorded data samples that were corrected in each record (see 
Chapter V for details on data editing) were 21 and 8. This indicates a 
failure rate in the recorded data of about O. 05% (these 11errors" are as-
sumed to arise from malfunctions in the equipment that comprised the 
spectrum analyzer discussed in Chapter II). 
Both data records appear to be free of unusually large amplitude 
spikes and "popcorn" noise. This is based on a computer check of the 
data records to see if the value of adjacent data samples varied by more. 
than about 10 µV (the standard deviation of the data records was approxi-
mately 0 ,.5 µV and L 8 µV, respectively). In both cases no such "jumps" 
in the data were detected. 
Trend Removal 
A linear trend in each data record was computed by fitting a 
straight line (least mean square sense) to the data. This straight line 
was subsequently subtracted from the record. The effect of not removing 
this apparent trend is shown in Figures 32 and 36 in Chapter VII. It may 
be argued that any such operation on.the data, which represent an actual 
noise voltage measurement, is not legitimate. However, for the spectra 
reported i~ this work, the removal of any trend from the data is neces-
sary and probably justified. 
The necessity for trend removal arises from the periodicity forced 
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on the data record by the FFT algorithm used in obtaining the spectral 
estimates. Non-removal of trend has the same effect on the voltage 
spectrum as if there were a "sawtooth" waveform of period equal to the 
data record length present in the data, This as expected, erroneously 
raises the spectral components at the low end of the spectrum (see Fig-
ures 32 and 36). Of ·course .the way to avoid this problem is to record 
data for periods .10 to 100 times longer than the period of the lowest 
frequency at which an estimate is desired. However, this was not con-
sidered practical for this work. 
A second reason for removing any trend is based on the argument that 
in measurements of this.type.it is not possible to realistically assess 
the spectral effects due to frequencies whose apparent periods are longer 
than the period of measurement. Therefore, since trend can be considered 
as a frequency lower than that which can be accommodated by the measure-
ment, its removal seems justified. 
Although the FFT algorithm forces periodicity onto the recorded 
random noise voltage, the effects of this are not noticeable. This 
statement is based on a test which involved computing the power spectrum 
for half the length of a data record and comparing it to the spectrum for 
the whole record. Both spectra .were within the bounds of each other's 
statistical error (see Chapter V). The implication of this cursory test 
is that periodicity forced on a data record of a.random process which 
goes through many "wiggles" (well over 103 in a 16384 point record) in 
the course of its recording has little .if any effect on the resulting 
spectral density of that process. 
The process of removing a linear trend in effect throws away some. 
of the recorded information. This is verified by comparing variances 
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of the data before and after trend removal in a given record. In the 
case of Zener diode 293809 this variance was 770 (µV) 2 before removal and 
3 (µV) 2 after. For the Zener diodes 304303 and 302405 measurement it was 
0.5 (µV) 2 before and 0.3 (µV) 2 after. Had the trend not been removed in 
particular for the 293809 diode noise measurement, the resulting power 
spectrum would have been highly dominated by this trend rather than the 
random noise voltage fluctuations. 
The trend that was very apparent in the 293809 diode appears to be 
associated with that device itself. The 95 µV drift measured over the 
record period is at least 15 times larger than that which could.be ac-
counted for by the power supply. Preliminary observations indicate that 
the drift decays with time suggesting that if the device had been kept 
under power at constant temperature for a few days the trend may have 
been considerably reduced. In fact, in the case of the other diode 
measurements the devices were kept under power at constant temperature 
for about 36 hours prior to their noise measurement. Therefore, the 
linear trend, although apparently a device phenomenon, is thought not to 
be a random process in the sense of noise and consequently it was removed 
from the data record. 
Slope. 
Low Frequency Spectral Properties 
of the Zener Diodes 
The Zener diode spectral estimates have relative errors of ± 71% at 
the lowest frequency estimates to about 5% at the highest frequencies. 
These values are based on the variance of an averaged estimate being 
proportional to the square root of the reciprocal of the number of 
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independent estimates averaged (see Chapter V). The log-log plot 0£ the 
spectral estimates shown for the Zener diodes can be easily accommodated 
with a straight line implying that.the noise properties in the measured 
frequency range follow a simple power .law. In fact there is nothing in 
these spectra which even tends to suggest that a departure from the power 
law character should be emminent. The general form of the spectra can be 
expressed throughout the entire frequency range as 
where 
K S(f) = 
fa 
2 S (f) = power spectral density (V /Hz) , 
. 2 K =constant (V ), and 
f = frequency (Hz). 
(8-1) 
A value of l. 05 for "a" was determined for the 304303 and 302405 Zener 
diode measurement.and 1~16 for diode 293809 with the value of K equ~l to 
-5 -13 8.2 x 10 and 1.0 xlO , respectively. 
Stability of S (f) Versus Time 
v . 
The diodes used in this study are the very same.devices reported on 
by Ringo [28] in 1971. The spectra shown in Chapter VII show, in addi-
tion to the measurements reported in this work, the results of Ringo on 
these devices. His work goes down to 0.1 Hz whereas the spectra pre-
sented in this thesis go up to 0.45 Hz. This allows for about a half 
decade of frequency over which direct comparison may be made. At the 
frequency of 0.159 Hz (w = l rad/s) the magnitude of the two power 
densities agree to 20% and 2%, respectively. The values of "a" (exponent 
of f) agree to 6% and 14%. The systematic errors inherent in the 
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measuring apparatus are estimated to be such that absolute power spectral 
density values are not thought to be better than about 20%, Therefore, 
the Zener diode spectra are considered to be consistent with those of 
Ringo. 
This stability in the spectra strongly suggests that some form of 
stationarity is present in the process or processes which give rise to 
their l/f character, This form of stationarity must be different than 
the conventional "wide-sense" notion in that the process's associated 
autocorrelation function will not converge for large ' if S (f) is as-
v 
sumed to strictly behave as l/f. Thus the process cannot be "wide-sense" 
stationary, Nevertheless, it is concluded that these S (f), which are 
v 
interpreted as relatively short term average power spectral densities 
with any linear trend removed, are independent of time. This statement 
is made in view of the fact that the spectra for the Zener diodes pre-
sented in Chapter VII are entirely consistent with the measurements of 
Ringo [28] on these same devices made some 4 years earlier. 
Prediction of Device Voltage Drift 
From its Noise Spectrum 
As previously mentioned, the.noise characteristics of the devices 
used in this study in the frequency range above 0.1 Hz are documented; in 
addition, a possible correlation between the l/f noise and the voltage 
drift of the devices was suggested (see Ringo and Lauri ts en [29]), In 
particular, the mean square voltage drift of these devices over a sample 
period of one week was computed and compared to that predicted from the 
measured high frequency noise power spectra extrapolated down to the 
corresponding frequency. The results, which showed possible correlation 
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in some cases, indicated a measured value about-three orders of magnitude 
larger than that predicted. This in turn implied that a distinctive 
change must occur in the power spectral density curve between the fre-
quencies of 0,1 Hz to 2 µHz in order to accommodate the measured drift 
data. 
The power spectral estimates (after trend removal) on the three of 
-4 thes.e devices used in this study. went down. to frequencies below 10 Hz 
with no significant departure from the simple power ·.1aw characteristic 
being noticed. It is thus concluded that if the voltage drift measure-
ments are comparable at: all, a different physical mechanism probably 
accounts for the observed voltage drifts· and therefore such drifts are. 
not predictable from short term device noise measurements. 
CHAPTER IX 
CONCLUSIONS 
Accomplishments 
The instrumentation necessary to make low frequency noise measure-
ments on electronic devices has been designed and constructed. This 
system consists primarily of the Spectrum Analyzer, Constant Temperature 
Thermostat, and Preamplifier described in Chapters II, III, and IV. This 
system makes possible calibrated noise power studies at frequencies below 
1 Hz and at voltage levels as low as 325 nV. 
The spectra presented in this work appear to confirm the usefulness· 
and validity of direct transform t~chniques (FFT approach) in estimating 
power spectral densities at low frequencies. Although these techniques 
and their use in themselves are not new, the.ir application in the study 
of electronic noise at frequencies below 1 .Hz is relatively new and only 
sparse information appears in the literature. 
The first measurement on the spectral noise properties of Zener 
diodes in the frequency range of 8 x 10-5 Hz to 0.4 Hz is here reported. 
The results show that the l/f character of the spectrum is preserved to 
-4 
at least 10 Hz. The notion that the physical process responsible for 
this noise is stationary at least in some sense is established by the 
fact that the spectra are stable. They agree well with higher frequency 
noise measurements made on the same devices some four years prior. 
The literature shows that l/f noise appears at frequencies at least 
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as low as 10 Hz in germanium filaments [31], bipolar transistors [4], 
and MOSFET's [23]. This type of noise is now shown.to be also present, 
at these frequencies and lower, in devices where the physical phenomenon 
of "avalanching" forms the basis for their operation, 
Specific Limitations and Problems 
The limitations and problems encountered in this work fall into two 
categories, those associated with the spectrum analyzer, and those with 
the processing of the recorded data. 
In the case of the spectrum analyzer, these center around the me-
chanical card pi.mch unit. This unit limits the maximum sample rate to no 
more than about two samples per second thus limiting the highest frequency 
for spectral estimation to 1 Hz. Conventional analog spectrum analyzers 
typically do not go down to frequencies below 10 Hz. This clearly causes 
problems when trying to compare existing noise data with new measurements 
made with this system, The card punch unit for practical reasons, also 
limits the length of the data record. 15 For data runs of 2 samples, the 
number of cards punched is 2048, Beyond this number of samples the num-
16 ber of cards begin to become unmanageable (2 samples = 4096 cards and 
so on). This, coupled with the necessity to continually monitor the card 
punching operation sets the practical record length to less than 24 hours 
(the continuous monitoring arises from having to supply fresh cards and 
remove punched cards about,every two hours if the sample rate of approxi-
mately one sample per second is maintained). 
It should be mentioned that the normal problem areas which include 
mechanical vibrations, thermocouple voltages, and drift in the instru-
mentation appear to have been avoided. 
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The problems in the area of data processing arise primarily from the 
fact that little is known about the errors that may be introduced into an 
estimate. These may result from the techniques used in going the direct 
transform route to the power spectral density of random data. In partic-
ular, the optimum choice of data "windows" for reducing leakage is an 
open question as is the necessity for pre-whitening data [9] whose 
spectral density is not constant. No pre-whitening of data was done in 
this study. The errors that have been discussed in this thesis are all 
based on the assumption that the measured data come from a physical 
process which is both gaussian and stationary. That this is in fact 
true, is also unresolved, Of course these problems can be avoided by 
choosing not to transform the data into the frequency domain for inter-
pretation. An alternative is to investigate the statistics of the data 
directly. This idea is further discussed in the section on recommenda-
tions for further study later in this chapter. 
Suggested Spectrum Analyzer Improvements 
The sensitivity of the spectrum analyzer is probably its weakest 
point. This sensitivity is governed by the minute fluctuations in the 
rotating speed of the disc (positional scanner). It is felt that the 
sensitivity can be somewhat improved (perhaps by a factor of 3) by going 
to a direct drive system using a 600 rpm motor. However, the best solu-
tion to this problem appears to be a closed loop active speed control 
system, Such systems have reported stabilities which indicate that at 
least an order of magnitude of improvement in this area could be 
expected. 
Another area in which improvement seems possible is the preamplifier 
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for the analyzer. The nois~ characteristics of this circuit are higher 
than expected based on high frequency noise measurements (frequencies 
higher than 10 Hz) made on the FET's. These measurements suggest that at 
least a factor of 10 reduction in noise in this circuit is possible. 
Finally a major improvement in the system would be to replace the 
card punch data recording scheme with a magnetic tape recording system 
for storing data. The reliability of such systems appear to be superior, 
they can be left unattended, and the possibility of high density data. 
records which extend over periods of months becomes very practical. 
Recommendations for Further Study 
The spectrum analyzer and thermostat make possible a multitude of 
low level and low frequency measurements. The validity of the noise 
model for FET's at frequencies below 1 Hz with gate currents less than 
1 pA is one example. Drift characteristics of standard voltage cells is 
another, A more intriguing area though is a study of the statistical 
properties of random noise waveforms. Preliminary work in this area has 
already been reported by Bell [SL Brophy [12], and Greenstein and Brophy 
[15]. It .is anticipated that such studies may lead to a definite identi-
fication of the process associated with l/f noise and the properties of 
that process. Such information in turn may suggest a more satisfactory 
physical mechanism responsible for this phenomenon. 
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APPENDIX A 
POSITIONAL SCANNER CIRCUIT DIAGRAM 
This appendix contains the circuit diagram of the electronic 
circuitry associated with the positional scanner discussed in Chapter II. 
The power for the circuit is obtained from two HP 721A power supplies 
set for +.and - 15 V, respectively. 
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APPENDIX B 
CONSTANT TEMPERATURE THERMOSTAT 
CIRCUIT DIAGRAMS 
Contained in this appendix are the electronic circuit diagrams of 
the circuitry associated with the thermostat presented in Chapter I II. 
This circuitry is presented in four separate schematic diagrams with a 
fifth diagram detailing the interconnections. The power for the circuits 
presented is supplied by two Harrison Labs 865C power supplies which 
are set for+ and - 15 V, respectively. The reference oscillator signal 
is supplied by a Wavetek 133 low frequency function generator. 
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APPENDIX C 
FORTRAN LISTING OF PROGRAM USED FOR 
NOISE DATA PROCESSING 
The complete program that was used to process the noise voltage data 
and described in Chapter V is listed in this appendix. The programming 
language used for this program is FORTRAN IV. The FFT (Fast Fourier 
Transform) routine used is contained in the library of subroutines of the 
computational facility at Oklahoma State University. The calling name 
for the FFT is FOUR2. 
The input data set for this program consists of two cards and the 
measured noise data. The first card is simply a title card which normal-
ly contains information identifying the noise data set. It is read ac-
cording to a 20A4 format. The second card contains the values for the 
following variables in the order given. These variables are: NN - the 
number of samples in the data set, DUL - the upper allowable limit on 
each data value, DLL - the lower allowable limit on each data value, 
DXR - the maximum allowable change in value between adjacent data samples, 
POD - the data sample period in seconds, YL - a sensitivity parameter for 
the spectrum analyzer, IXT - a flag denoting if the data set should be 
corrected for a linear trend (IXT ~ 0 if this is desired), and IAC - a 
flag denoting if program output is desired on punched cards (IAC F 0 if 
punched card output is desired). The values of these variables are 
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punched on the second card according to a lilO,SFl0.0,215 format. The 
noise data set 1 which fol19ws 1 is read according to a 16FS. 0 format. · 
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FORTRAN IV G LEVEL 21 MAIN lJATE 75302 15/46/ll 
0001 
0002 
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0004 
0005 
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0007 
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0017 
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0019 
0020 
0021 
0022 
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0024 
0025 
0026 
0027 
0028 
0029 
0030 
0031 
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0034 
0035 
0036 
0037 
0038 
0039 
0040 
0041 
0042 
0043 
0044 
0045 
0046 
0047 
0048 
0049 
REAL*B XAVt DNN 
DIMENSION Ql201, Xl327701 
1 FORMAT ( 1Hl) 
2 FORM'AT I 20A41 
3 FORMAT 11Hl,15X,20A41////11H0,15X123HNUMBER OF DATA POINTS =,117 1/ 
l 11HO, l 5X, l 5HSAMPLE PER IOO = t 1F7 .4, 2X, 7HSECONOS,/, lHO, 15X ,z lHUPPE R 
2LIMIT ON DATA =,lFB.l1/11H0,15X121HLOWER LIMIT ON lJATA =,1F8.l,/// 
3/,lH0,31X,llHOATA ERRORS,/,lH+131X1llllH_J,/1lH0,15X,9HPOINT N0.,5 
4Xt lOHDATA VALUE ,4X 115HCORRECTEO VAL UE1/ 1 lH+ ,15x, 9( lH_ I, sx. l O(lH _I' 
54X11511H_l1/I 
4 FORMAT llH ,1zx,1110,5x,1F10.o,1x,1F10.u 
5 FORMAT llH0115X,18HNUMBER OF ERRORS =tll6,///I 
6 FORMAT llll0,5Fl0.0,2I51 
7 FORMAT UHl1lll013FJ.0.112F15.4,21l0,//) 
8 FORMAT Cl6F5.0I 
9 FORMAT llH0,15X120HMEAN VALUE OF DATA =,lEl40613X1llHMICRO-VDLTSJ 
READ (5,ZJ IQILI, L=l120) 
READ 15,6) NN, DUL, Oll, OXR, POO, VLt IXT, IAC 
READ 15,81 IXIIl1 Izl,NNJ 
WRITE 16,7) NN, DUL, OLL1 OXR, POD, VL, IXT, IAC 
WRITE (6131 (Q(LI, L=l120), NN, POD, DUL, DLL 
TP ~ ll.OE+05)*POO 
NOE = 0 
DO 13 1=2,NN 
xx = x (l) 
IFCOUL-XXJ12olZ,lO 
10 IFIXX-DLU12ol21ll 
11 AVX = ABSCXCIJ-XCI-l)J 
1FIDXR-AVXJ12112tl3 
12 XllJ = IXCI-U + Xll+UJ/2o0 
NOE = NOE + l 
WRITE 16,4) I, XX, XIII 
13 CONTINUE 
WRITE (6,5) NOE 
CAL. TCTDINN,TP,XI 
CALL CTPUCNN,TPtYL,XJ 
XAV = O.O 
DO lit l=l1NN 
XA V = XA V + XI I I 
14 CONTINUE 
DNN = NN 
XA V = XA V/DNN 
WRITE 16,9) XAV 
DO 15 K=ltNN 
XCKI = XIKI - XAV 
15 CONTINUE 
CALL PITDCNN,XI 
IFllXTH6tl7,l6 
16 CALL SLRMINN,POO,XI 
CALL P ITO INN ,x I 
17 CALL SOVAMINN,XI 
CALL PHORTINN,IAC,POO,Q,X) 
STOP 
END 
FORTRAN IV G LEVEL 21 TCTD 
0001 
0002 
0003 
0004 
0005 
0006 
0007 
0008 
0009 
0010 
0011 
0012 
0013 
0014 
0015 
0016 
0017 
0018 
0019 
0020 
0021 
0022 
0023 
0024 
C025 
0026 
SUBROUTINE TCTO(N,TP,XI 
DIMENSION Z(3), T(3l, Xtll 
DO 7 K=2,N 
ZIU = XtK-ll 
lt 2 I = X t Kl 
IF( N-Kll .l r2 
1 Zt3J = 2.0•Z(2) - Ztll 
GO TO 3 
2 Zl31 XCK+U 
3 T(lJ = ZIU 
T(21 = Zl21 + TP 
Tl 31 = l ( 3) + 2 • J* Ti> 
TX Zill + TP 
GX O.O 
DO 6 L=t,3 
AL 1.0 
uO 5 J=l ,3 
IFIL-JJ4,5,4 
4 XL = XL*ITX - TtJll/(T(L} - TIJll 
5 CONTINUE 
GX = GX + XL*ZILl 
6 CONTINUE 
XI KI = G X 
7 CONTINUE 
RETURN 
END 
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DATE 75302 15/">o/ll 
FORTRAN IV G LEVEL 21 CTPU 
0001 
0002 
0003 
0004 
0005 
0006 
0007 
0008 
0009 
SUBROUTINE CTPU(NN,TP,YL,Xl 
DIMENSION XIU 
Pl= 3.14159265 
A = 2.0*PIITP 
DO 1 I =l, NN 
XIII= YL*COTANIA*XIIll 
l CONTINUE 
RETURN 
END 
125 
DATE 7530< 15/46/l: 
FORTRAN IV G LEVEL 21 Pl TD 
SUBROUTINE PITO(NN,XJ 
DIMENSION Xlll 
DATE 
126 
75302 1.5/46/ll 
0001 
0002 
0003 l FORMAT (1H0,15Xt35HPOWER IN THE TIME DOMAIN WAVEFORM =tlP1El4.6,3X 
0004 
0005 
0006 
0007 
0008 
000~ 
0010 
0011 
0012 
0013 
l,24H(HEAN MICROVOLT SQUAREDll 
DNN = NN 
M = NN - 1 
A= X(ll*Xlll + X(NNJ*X(NNJ 
DO 2 1=2,H 
A= A+ X(IJ*XCII 
2 CONTINUE 
POW "' A/DNN 
WRITE (6,1) POW 
RETURN 
END 
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FORTRAN IV G LEVEL 21 SLRM DATE 75302 15/46/ll 
0001 
0002 
0003 
0004 
coos 
0006 
0007 
0008 
0009 
0010 
0011 
0012 
0013 
0014 
0015 
0016 
0017 
0018 
0019 
0020 
0021 
0022 
0023. 
0024 
0025 
0026 
SUBROUTINE SLRM(N,SP,Xl 
0 I ME NS I IJt. X '11 
l FORMAT 11H0,/,1HO,l5X,55HLINEAR TREND REMOVED FROM OATA (LEAST ME 
lAN SQUARE FIT),/,1H0,15X,21HTIME AXIS INTERCEPT =11PlEl4.6,3X,llHI 
2MICROVOLTl,/,1H0,1sx,1HSLOPE =olP1El4.6,3X,18HIMICROVOLT/SECONDll 
ON = N 
A = DN*IDN + 1.01/2.0 
B = A• 12.o•ON + l.Ol/3.0 
AB = DN*B - A*A 
T ;.. o.o 
sx = o.o 
SXY = O.O 
00 2 K=ltN 
T = T + 1.0 
SX = SX + XIKl 
SXY z SXY + T*XlKI 
2 CONTINUE 
Q = IB*SX - A*SXY)/AB 
R = IDl\•SXY - A*SXl/AB 
RN = R/SP 
WRITE 16,lJ Q, RN 
T = O.O 
DO 3 l=l,N 
T = T + 1.0 
XIII = X(Il - IQ+ R*TJ 
3 CONTINUE 
RETURN 
END 
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FORTRAN IV G LEVEL 21 SDVAM DATE 75302 15/46/11 
0001 
0002 
0003 
0004 
0005 
0006 
0007 
0008 
0009 
0010 
0011 
0012 
0013 
0014 
0015 
0016 
0017 
0018 
0019 
0020 
0021 
0022 
0023 
0024 
0025 
0026 
0027 
0028 
0029 
0030 
0031 
0032 
0033 
0034 
0035 
0036 
0037 
0038 
0039 
0040 
0041 
0042 
0043 
0044 
0045 
0046 
0047 
0048 
0049 
SUBROUTINE SOVAM(NN,XI 
DIMENSION XM(l50J, VSll50J, X(lJ 
1 FORMAT (1Hl,9X,21HOATA POINTS PER SET .. ,115,J,J.H0,9X,l6HNUMBEil. OF 
lSETS =,ll5,//,1H0,9X,10HSET NUMBER16X14HMEAN,7X,8HVARIANCE16X1lBHS 
2TANDARO DEVIATION,/) 
2 FORMAT llH ,5x,1110,1x,1P1El0.3,3X,lP1El0.3,8X,lP1El0.31 
3 FORMAT I lHO, lOX, SHALL SETS,4XtlPlE10.3 ,3x,lP1El0.3 ,ax,1 Pl"l0.3o// J 
K = 256 . 
N .: NN/K 
WR ITE C o, 11 K , N 
AN = N 
AK = K 
BK = AK - loO 
ANK = NN 
BNKR = l.O/IANK - 1.01 
JI = 1 
JK = K 
00 12 I=l,N 
xx = o.o 
00 10 J=JI ,JK 
XX = XX + X C JI 
10 CONTI NI.£ 
XX = XX/AK 
XMCII =XX 
SS = o.o 
DO 11 J=JI,JK 
VY = IX(J) - XXl*lXIJI - XXJ 
SS = SS + YY 
11 CONTINUE 
SS = SS/BK 
VSlll =SS 
SO = SQRHSSJ 
WRITECo,21 11 XX, SS, SO 
Jl=JI+K 
JK = JK + K 
12 CONTINUE 
XT = o.o 
DO 13 Il=l,N 
XT = XT + XMllI1 
13 CONTINUE 
XT = XT/AN 
VT = O.O 
DO 14 JJ=l,N 
ll = CXT - XMIJJll*CXT - XMIJJJJ 
VT = VT + BK*VSIJJI + AK*ZZ 
14 CONTINUE 
VT = BNKR*VT 
SOT= S1.1KTIVTI 
WRITEC b.31 XT, VT, SOT 
RETUil.N 
ENO 
FORTRAN IV G LEVEL 21 PHO RT 
SUBROUTINE PHORT(NN,IPUN,TP,AEQ,X) 
DIMENSION NC U, AEQC U, XC 11 
1 FORMAT ClHU 
2 FORMAT C 20A41 
3 FORMAT C2I10t1Fl0.5) 
4 FORMAT C4E20.6l 
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OAT!: 75302 15/46/ll 
0001 
0002 
0003 
0004 
0005 
0006 
0007 5 FORMAT ClH1,15Xt20A4,///,lHO,lSX,2BHNUMBER OF DATA PUINTS =11171/1 
0008 
0009 
0010 
0011 
0012 
0013 
0014 
0015 
0016 
0017 
0018 
0019 
0020 
0021 
0022 
0023 
0024 
0025 
0026 
0027 
0028 
0029 
0030 
0031 
0032 
0033 
0034 
0035 
11H0115Xt 15HSAMPLE PERIOE> =,lf7.4,ZX17HSECONDSl 
WR IT E ( 6, 5) UE Q ( I >, I'"' l , 20 l , NN, T P 
NU> = NN 
CALL WNFNCNN1Xl 
CALL FOUR2CX1Ntl1-l,OI 
B = lo l't2857 
ONN = NN 
NPO "" NN + 1 
TFQ = O.O 
DTFQ '"' 1.0/lONN*TPI 
TPSB = 2.0•TP*TP*DTFQ*B 
00 6 l=l1NP012 
II = I + 1 
Xl "" X( I l 
X2 "' X(l I) 
XIIl=TFQ 
X(III = lXl•Xl + x2•x21•TPSB 
TFQ = TFQ + OTFQ 
6 CONTINUE 
CALL PRFOCNN,OTFQ,XI 
CALL AGEO(NN,TP,XI 
CALL AVFCINN,TP,KL,Xl 
IF( IPUNI 71807 
7 WRITE (7,ZJ l~EQCU, L=l,20) 
wRITE 17,3) KL, NN, TP 
WRITE 17,41 lX(IIlo II•l1Kll 
8 WRITE (6,1) 
RETURN 
ENO 
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FORTRAN IV G LEVEL 21 WNFN one = 75302 15/46/11 
0001 SUBROUTINE WNFNCNN1Xl 
0002 DIMENSION Xll) 
0003 DNN = NN 
0004 Pl • 3.14159265 
0005 8 = 0.5 
0006 A = 10.0•PI/DNN 
0007 CC = CCSCA) 
0008 CMO = 1. 0 
0009 CMZ = CC 
0010 XCl) = o.o 
0011 XCNN) = O.O 
0012 IL = NN/10 
0013 I U = NN - 1 
0014 00 1 K=2t IL 
0015 SS = B*Cl.O - CMZ) 
0010 XCK) = SS*XCK) _. 
0017 XUU) = SS•XC IU) 
0018 CMT = CMG 
0019 CMO = CMZ 
0020 CMZ = 2.o•CMO•CC - CMT 
0021 IU = IU - 1 
0022 l CONTINUE 
0023 II = IL + 1 
0024 a = 2.o•a 
0025 DO 2 J=II,IU 
0026 XCJ) = B*XCJ) 
0027 2 CONTINUE 
0028 RETURN 
0029 END 
FORTRAN IV G LEVEL 21 PRFO 
SUBROUTINE PRFO(NN,OTFQ,XI 
DIMENSION Xlll 
DATE 
131 
75302 15/46/ll. 
0001 
0002 
0003 l FORMAT 11H0,15X,31HPOWER IN THE FREQUENCY DOMAIN =,1P1El4.6,3X 9 24H 
0004 
0005 
0006 
0007 
0008 
0009 
0010 
OOll 
0012 
llMEAN MlCROVOLT SQUARED)) 
A = IXl21 + XINN+211/2o0 
B = o.o 
00 2 1=4,NN,2 
B = B + X( 11 
2 CONTINUE 
POW = DTFQ*IA + Bl 
WRITE 16,U POW 
RETURN 
ENO 
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FORTRAN IV G LEVEL 21 AGEO DATE 75302 15/46/ll 
0001 
0002 
0003 
0004 
0005 
0006 
0007 
0008 
0009 
0010 
0011 
0012 
0013 
0014 
0015 
0016 
0017 
0018 
0019 
0020 
0021 
0022 
0023 
0024 
0025 
0026 
0027 
0028 
0029 
0030 
0031 
0032 
0033 
0034 
0035 
0036 
SUBROUTINE AGEO(NN,TP,XJ 
DI MENS ION XUJ 
1 FORMAT (lH, ///,16X,52HPOINTS NUMBER OF RAW SPECTRAL ESTIMATE 
lS AVERAGED,/,1H0,15X,57HBANDWIDTH BANDWIDTH OF THE SPECTR4L ES 
2TIMATE (HERTZJ ,/ ,lHOtl5X,76HFREQUENCY APPROXIMATE CENTER FREQ 
3UENCY OF THE SPECTRAL ESTIMATE (HERTZl,/,1H0,15X,76HESTIHAT~ 
4VALUE OF THE POWER SPECTRAL ESTIMATE (MICROVOLT SQUARED/HERTZ),// 
5// ,1H0,24X,38HPO.WER SPECTRAL DENS ITV ANALYSIS OUTPUT,/, lH+t 21tX, 381 
6lH_J,/,lH0,15X16HPOlNTS,6X19HBANDWIDTH,9X,9HFREQUENCY,9X,8HESTIHAT 
7E,/,lH+,15X,6(lH_),bX,9(lH_J,9X,91lH_l,9X,81lH_)) 
2 FORMAT (lHo,1ox.119,1p3E18.51 
NNN = NN 
NE "' -3 
DO 4 M:sl,20 
IF I NNN 15, 5, 3 
3 NNN = NNN/2 
NE = NE + 1 
4 CONTINUE 
5 ONN = NN 
BW = 1.0/IDNN•TPI 
L. = 1 
CFQ = O.O 
WRITE I 6,11 
WRITE 16121 Lt aw~ aw, Xl4) 
L = 6 
MM = 2 
DO 7 J=l,NE 
SUM = O.O 
DO 6 l=l,HH 
SUH = SUH + X(LJ 
L =;. L + 2 
6 CONTINUE 
OHM = MM 
SUM = SUM/DMM 
HTT = 2*HH 
DHT = MTT 
FRQ = BW*IDMT + DMM - loOl/2.0 
BWA = OMM*BW 
WRITE (6,2J HM, 8WA, FRQ, SUM 
HM = MTT 
1 CONTINUE 
RETURN 
END 
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FORTRAN IV G LEVEL 21 AVFC DATE 75302 15/tt6/ll 
0001 
0002 
0003 
0004 
0005 
0006 
0007 
0008 
0009 
0010 
0011 
0012 
0013 
0014 
0015 
0016 
0017 
0018 
0019 
0020 
0021 
0022 
0023 
0024 
0025 
0026 
0027 
0028 
0029 
0030 
0031 
0032 
0033 
0034 
0035 
0036 
0037 
0038 
0039 
0040 
0041 
0042 
0043 
0044 
0045 
0046 
0047 
0048 
0049 
0050 
0051 
0052 
0053 
0054 
0055 
0056 
0057 
0058 
SUBROUTINE AVFClNN,TP,KL,XJ 
DIMENSION Xlll 
1 FORMAT (lHlt ///,l6X152HPOINTS NUMBER OF RAW SPECTRAL ESTIMATE 
lS AVERAGED1/1lH0115X157HBANOWIDTH = BANDWIDTH OF THE SPECTRAL ES 
2TIMATE (HERTZ I ,/,1H0,15X,76HFREQUENCY APPROXIMATE CENTER FR Hi 
3UENCY OF THE SPECTRAL ESTIMATE lHERTZ),/,lH0,15X,76HESTIMATE 
4VALUE OF THE POWER SPECTRAL ESTIMATE (MICROVOLT SQUARED/HERTZI,// 
5//,1H0,24Xo38HPOWER SPECTRAL DENSITY ANALYSIS OUTPUT,/,1H+,24X,38( 
6lH_),/,lH0,15X,6HPOINTS,6X,9HBANOWIDTH,9X,9HFREQUENCY,9X,8HESTIMAT 
7E,/ olH+,l 5X,6ClH_ I 16X, 9UH_ I t9X ,9 Cl H_I ,9X, 8( lH_ I J 
2 FORMAT UH0,1ox.u9,1p3E18.5) 
3 FORMAT (lH ;37X,1P2El8.5) 
WRITE (boll 
ONN = NN 
BW = 1.0/(DNN*TPI 
FS = i.s•aw 
BWA = 4.0*BW 
NPA "' 4 
K "' 2 
00 11 I=2,NN, 8 
XlK) = (X(I) + Xll+2) + X(I+4J + Xll+611/4.0 
K = K + 2 
11 CONTINUE 
DO 12 J=l,7.2 
X(JI = FS 
FS = FS + BWA 
12 CONTINUE 
WRITE (6,21 NPA, B.WAt Xlll, XC21 
WRITE (6,3) lXlLl,XlL+U, L=3,7,2) 
KK = 9 
K = 10 
L = 10 
LF • 32 
II I "' 18 
FS = le5*BW + 4.0•BWA 
13 NPA = 2*NPA 
NPA TT = 2*NP A 
FS = FS + 0.5*BWA 
BWA = 2.0*BWA 
NM = NPA/4 
ONM = NM 
DO 19 II =l .I II 
LF "' LF + NPATT 
IFlNN-LF)22,14,14 
14 SUM = O.O 
DO 15 JJ=l,NM 
SUH = SUM + XCLI 
l = l + 2 
15 CONTINUE 
X(K) = SUM/DNH 
XCKKI = FS 
1Flll-lll6tl6tl7 
16 WRITE Cb,21 NPA, BWAt XlKKlt XCKI 
GO TO 18 
17 WP.ITE (6,3l XlKKI, X(Kl 
18 K = K + 2 
KK = KK + 2 
F S = F S + BWA 
19 CONTINUE 
1Fl2048-LFJ20,20,21 
20 II I = 16 
21 GO TO 13 
22 Kl = K - 2 
RETURN 
END 
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