












































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Hilbert space structure on D, i.e., the inner product space D; (:; :) is densely embedded in
some Krein space [4] (cf. formulae (1), (2) below).
Having in mind that the "whole theory" is encoded in W , one is led to the task of estab-
lishing conditions upon W such that a Hilbert space structure exists on D. Such conditions
were given in [30], [18], [1], [21], [15]. In the following condition (H) taken from [15] will
be considered. It is then of interest whether or not the Gram operator J connecting the
inner product (:; :) with the positive denite (scalar) product of the Krein space leaves the
domain D invariant. Remember also that such a Hilbert space structure, if it exists, is
not uniquely dened in general. For an explicite example of an inner product space which
allows to dene a whole family of non-equivalent Hilbert space structures, the reader is
referred to [2] (cf. questions (Q1), : : : , (Q3)).
In [11], [13], those questions were answered for hermitian linear functionals of the structure
of (generalized) free elds on tensor algebras (cf. Prop. 3.1, 3.4, Cor. 3.3, below). The
present paper is aimed at an investigation of the above questions for the case of hermitian
linear functionals again of the structure of free elds, where the two-point functional W
2
is
now dened by the regularization of a divergent integral. Considering QFT with infrared
singularities, one meets such W
2
([22],[5, section 11.1.]). In contrast to [22], it is stated
that the Gram operator J leaves the domain D invariant (Corollary 3.3). Furthermore all
possible regularizations are considered and it is shown that they may in general lead to
non-equivalent Krein space structures.
The pattern of the present paper is as follows. While in Section 2 the GNS representation
with hermitian linear functionals and questions related to the Hilbert space structure are
recalled, Section 3 is devoted to the structure of the representation space D for the special
case of functionals of the free-eld type. In Section 4 some facts about the regularization
of divergent integrals are recalled, and then, in Section 5, applied to the GNS representa-
tion using an hermitian linear functional W
2
which is obtained by the regularization of a
divergent integral.
2 On the GNS Representation with Hermitian Linear
Functionals
Let A denote an (associative) *-algebra with unity 1 and W a linear and hermitian func-
tional on A satisfying W (1) = 1. Recall the following GNS-like reconstruction theorem
due to Scheibe.
Proposition 2.1. Under the above assumptions there are
(i) a vector space D with an inner product (:; :),
(ii) a vector  
0






(iii) a representation f 7! 
W
(f) of A by linear operators on D such that





















f 2 A; ';  2 D.




(:) are uniquely dened by (i),: : : ,(iii) up to isometric linear
isomorphisms.
Proof. See [24, 30].
Remark 2.2. Noticing that an inner product (f; g) := W (f

g); f; g 2 A, is dened on A,
consider the isotropic part
A
0
= ff 2 A; (f; g) = 0 for all g 2 Ag ;
and the quotient space D = A=A
0




= (f; g), where
:^ = f+A
0
g denotes the residue class containing  (cf. [3, Ch. I, x1.8]). In the following it
is written (:; :) instead of (:; :)

.
In order to make the theory mathematically manageable one has to dene a Hilbert space
structure on D, i.e., there is a positive denite inner product [:; :] and a linear operator
J = J







[:; :]; such that
('; ) = ['; J ]; (1)
kJk := sup
k k1
kJ k <1 ; (2)
'; 2 H, where the continuously extended inner products onto H are also denoted by








) denote the completed hull of a set
 relative to the (locally convex) topology dened by k:k (resp.  ).) Let the above Hilbert
space structure be denoted by (H; J).




); j = 1; 2; are called equivalent, if
the two positive denite inner products [:; :]
j
satisfy




















also that if the inverse operator J
 1
exists as a bounded linear operator on H, then there is




) given by ['; ]
0





, '; 2 H
([8, x2.7(3)]). Noticing that J
0













a Krein space structure.
The existence of a Hilbert space structure has the following consequences:
3
1) there is a maximal Hilbert space structure,
2) the theory of unbounded representations applies, and consequently, the theory is
well-understood and mathematically manageable (see [25]).





) satisfying H $ H
1
. Recall the following.
Proposition 2.3. The following are equivalent.
(i) (H; J) is a maximal Hilbert space structure,
(ii) J
 1
is a bounded operator on H,
(iii) H is a Krein space.
Proof. (i), (ii) : [21, Theorem 5], (ii), (iii) : [4, V.1.3].
Along these lines, the following questions arise.
Questions
(Q1) Which conditions must the functional W satisfy such that a Hilbert space structure
exists on D?
(Q2) Under which conditions does the Gram operator J satisfy J : D! D ?
(Q3) Under which conditions does exactly one maximal Hilbert space structure exist on
D ?
For answering (Q1), the following Hilbert-space structure condition is introduced.
(H) There is a quadratic seminorm p on A such that for each g 2 A there is a constant
C
g




p(f) is satised for all f 2 A.
(Remember that a seminorm p is called quadratic (or Hilbertian), if a semi-scalar product
[:; :] exists such that p(f) =
p
[f; f ]; f 2 A.) Noticing that
(f; g) =W (f

g) (3)
denes an inner product on A, recall that a locally convex topology  on A is called a
partial majorant (resp. majorant), if the inner product (:; :) is separately continuous (resp.
continuous) relative to  . (H) means then that p denes a quadratic and partial majorant
on A.
4
Theorem 2.4. The following are equivalent:
(i) Condition (H) is satised,
(ii) a quadratic majorant exists on D,
(iii) a Hilbert-space structure (H; J) exists on D,




) exists on D.
Proof. See [15, Theorem 3].
An answer to (Q2) is given next. Recall that the non-degenerate inner product space









are positive / negative denite subspaces of D, and (
:
+) denotes the
orthogonal direct sum relative to the inner product (:; :).
Theorem 2.5. The following are equivalent:
(i) there is a Krein-space structure (H; J) on D such that J : D! D,
(ii) D; (:; :) is a decomposable, non-degenerate inner product space.
Proof. See [15, Theorem 4].
In order to discuss (Q3), the special case that Theorem 2.5 (ii) applies is considered now.

















fundamental symmetry, and P

: D ! D
()
are the fundamental projections dened
by the decomposition (4). Recall that there is a one-to-one correspondence between the
fundamental symmetries and the fundamental decompositions of a decomposable inner





called decomposition majorant (belonging to the above fundamental decomposition), and
that there are inner product spaces having non-equivalent decomposition majorants ([4,
Ex. IV.4.4]).
An answer to (Q3) is given now.
Proposition 2.6. If D; (:; :) is a non-degenerate and decomposable inner product space,
the following are equivalent:
5
(i) Exactly one Krein-space structure exists on D; (:; :),





















] is complete, and thus a Hilbert space,





























] is complete, and thus a Hilbert space.
Proof. See [16, Proposition 3], [29, Satz 9].
For the important class of quasi-positive (resp. quasi-negative) inner product spaces, i.e.,
D does not contain any negative denite (resp. positive denite) subspace of innite
dimension, the following gives an answer to (Q3).
Corollary 2.7. If D is quasi-positive or quasi-negative, then there exists exactly one Krein-
space structure on D.
Proof. Proposition 2.6 ((ii) ) (i)) readily yields the statement under consideration. See
also [15, Corollary 2].
3 On the GNS Representation with Free-Field-Like
Functionals
3.1 Free-Field-Like Functionals on Tensor Algebras










denote the tensor algebra (Borchers-Uhlmann algebra) over the basic space E, where E
0
=
C (eld of complex numbers), E
n
= E 
    




becomes a *-algebra with unity 1= (1; 0; 0; : : : ) 2 E


, where the algebraic operations
are dened as usual (e.g., see [9], [10]).




denes an inner product on E by






x; y 2 E, let the following assumption about as well the structure of the inner product
space E; (:; :) as its involution "*" be made.
6




be given such that E; (:; :) is



























are pre-Hilbert spaces with respect to




































































































for  2 A
 




2 A, is satised.
Consider then the hermitian linear functional (pseudo-Wightman functional)




; : : : )






































2 A (j = 1; 2; : : : ; 2n); and the sum
P
(i;j)





































; n 2 N.












2 A (j =













; : : : ; 
n
)







3.2 The Structure of the Representation Space
Notice that the sesqui-linear form (f; g) := W (f

g); f; g 2 E


, denes an (indenite)
inner product on E



















f) = 0 for all g 2 E












Let the non-degenerate sesqui-linear form induced by (:; :) on D also be denoted by (:; :).








































denotes the set of all the permu-




























2 A (j = 1; 2; : : : ;m)g; (7)
m = 2; 3; : : : , ker(S
1
) = f0g.
Proposition 3.1. Letting Assumption I be satised, it follows:















































(j = 1; 2; : : : ;m)g:


















































































; : : : ; 
n
) is oddg






; n = 1; 2; : : : , where (?) denotes orthogonality relative to the












Proof. See [13, Theorem 3.3, Lemma 3.4a)].
Remark 3.2.













are orthogonal to each other relative to the inner product








denotes the fundamental symmetry belonging to the fundamental












is the fundamental symmetry
belonging to (10). Furthermore, the fundamental symmetry J : D ! D belonging






; : : : ); J
0
= I (identity mapping).
Corollary 3.3. If Assumption I applies, then a Krein-space structure (H; J) exists on D
such that J : D! D.
Proof. Proposition 3.1b) and Theorem 2.5 ((ii)) (i)) yield the statement under consid-
eration.
The remainder of this section is devoted to question (Q3). Consider rst the "one-particle"
space D
1




. Due to Proposition 3.1a)




. In general, however, Propo-

















endowed with the inner product (:; :)
(n)





; n 2 N.










, n 2 N,
b) on D; (:; :), there are non-equivalent Krein-space structures.




































positive, too. The statement under consideration now follows from Corollary 2.7.




















































; J are taken from Remark 3.2b).




































; : : : ; x
+
n











; : : : ; x
 
2n+1
; 0; 0; : : : ) 2 D
( )











as n!1. Since x
(1)
62 D, the proof is complete.
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4 On the Regularization of Integrals with Algebraic
Singularities
In order to apply the results of the preceeding section to some special hermitian linear
functionals, some notions and facts from the theory of divergent integrals and their regu-





= f' 2 S(R
d




; d 2 N:
Here S(R
d
) denotes the Schwartz space of test functions of rapid decrease.
Let some (real) function f : 
 ! R; 
  R
d
; d 2 N be given. The function f is then
called tempered on 






































(f) := inffm  0 j 9U(x
0
) : (12) is bounded on U(x
0
)g:


























: If furthermore the above T
f
is hermitian, then it is
called an hermitian regularization of f .
Recall the following basic facts from regularization theory which is well developed in [7].
For the sake of simplicity, x
0
= 0 is assumed.
10
Proposition 4.1. a) Let f be a tempered function on R
d
n f0g: If 0 is an algebraic singu-




















' denotes the Taylor series of order l, 1
for the test function ' about the point 0:  is the Heaviside step function:
(1, jxj) =

1 : jxj  1
0 : jxj > 1
:
(In (13) one subtracts from the test function '(x) 2 S(R
d
) so many members of the Taylor
series at x
0










Remembering that every distribution with support in f0g is a nite sum of the delta
function and derivatives of the delta function, the general form of the regularization can
be given.




;    ; c
n
; 0;    ) = c 2 d(R).
Suppose that f is a tempered function on 
 = R
d
n f0g: Let 0 be an algebraic singularity















Remark 4.3. If the singularity at x
0
is not an algebraic singularity, then there exists in
general no regularization relative to S:
5 The Decomposition of S(R
+
) with Respect to Inner
Products Induced by Regularized Integrals
5.1 The Regularized (1=x)
+
In this section those inner products on the test function space S(R
+
) = S(R) = f' 2




1=x'(x) dx. They arise for example in the theory of the quantized massless scalar eld
in two-dimensional spacetime (see e.g. [22]).


















(0); : : : ).
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This gives a well-dened sesquilinear and hermitian inner product on S(R
+
).
Some special functions in S(R
+
)
The following linearly independent family of test functions will be used to construct the
negative denite subspaces of S(R
+










a > 0 ; k 2 N
0
= N [ f0g ; l 2 N :
The rst entries of the signature of 
a;k;l

































1 ; n, k = 0






= (0; : : : ; 0;1; 0; : : : ; 0;?; ?; : : : ) :
" " "
0 k k + 2l
(16)
Here and in the following the question mark indicates that the corresponding entry is
irrelevant (and in general not just a simple constant).
In order to calculate the inner product (15) for 's with dierent values of k, it is necessary,









In the case k + k
0























































where , is Euler's function.
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For k = k
0







































































































dx = ln b, ln a :











































Now, using these results, the desired decomposition of S(R
+
) into a positive and a negative
denite part can be described. The general scheme for this decomposition is as follows.








= f' 2 S(R
+
) j'(0) = 0; '
0
(0) = 0; : : : ; '
(D)





; : : : ; 
D
g ; (20)




; : : : ; 
D
are elements of S(R
+





for i; j = 0; : : : ;D, i.e. the corresponding signatures are

0
: (1; 0; 0; : : : ; 0; ?; ?; : : : )

1






: (0; 0; 0; : : : ; 1; ?; ?; : : : ):
(21)
It follows that S(R
+










) = D + 1 ; (22)
where the decomposition of ' 2 S(R
+






















Now, given a sequence c, i.e. a specic inner product of the form (15), the problem is to
choose the number D and the functions 
0
; : : : ; 
D
in such a way, that (i) the signatures
are as in (21), (ii) the inner product is positive denite on S
(+)




Notice that the decomposition yielded by this procedure is not a fundamental one, because
it is not orthogonal. It can be made orthogonal using the following Proposition.
13








is positive/negative denite and dim(D
( )
) = n <1.
Then there is another positive denite subspace D
(+)
1








Proof. Observe rst, that D is non-degenerate.
Since D
( )
is nite-dimensional, it is possible to construct an orthonormal basis b
1








. Use this to dene a projection P : D! D
( )











= fx, Px jx 2 Dg.





are orthogonal to each other and that they together span the
full space D. Because of the non-degeneracy of D their intersection is equal to f0g. These








It remains to show that D
(+)
1
is positive denite. To this end suppose rst the existence
of an x 2 D
(+)
1
satisfying (x; x) < 0. Then spanfx;D
( )
g would be a negative denite
subspace (since x ? D
( )
) with dimension n + 1 in contradiction to the fact that there
cannot be a negative denite subspace of dimension greater than n (the codimension of





must be positive semidenite.
Now suppose x 2 D
(+)
1
and (x; x) = 0. Cauchy-Schwarz' inequality on the semideniteD
(+)
1
implies x ? D
(+)
1
. But also x ? D
( )
. Thus x = 0, again because of the non-degeneracy of
D. This completes the proof.
Remark 5.2. In the situation of Proposition 5.1 it is in general impossible to leave the
innite-dimensional part unchanged and to nd an appropriate nite-dimensional comple-
ment. A given positive denite subspace can only be used to construct a fundamental
decomposition, if it is even uniformly positive (see [4, Thm. V.7.1.] for details, and cf. also
the conclusion in the next section).
Investigation of the possible cases
a) c = (0; 0; : : : ):
Set D = 0, so that S
(+)
is positive denite.
As the  choose 
a;0;1
, the signature of which is (1; 0; ?; : : : ), and which thus has the
right properties (independently of a).









, ln a will be negative,
i.e., with this a the inner product is negative denite on S
( )
.
b) c = (c
0
; 0; 0; : : : ), c
0
6= 0:
D = 0) S
(+)
is positive denite. The : 
a;0;1










, ln a+ c
0
(see (15) together with (18) and the above signature).








; 0; 0; : : : ), c
1
6= 0:
Literaly like in case b).






; 0; 0; : : : ), c
2
6= 0:




D = 0) S
(+)
is positive denite. The : 
a;0;2





















,  = (1; 0; 0; 0; ?; : : : ),

a;1;2
,  = (0; 1; 0; 0; 0; ?; : : : ).
Now, a has to be chosen so that the following matrix (the representation of the inner
product in the basis of S
( )






















































According to Hurwitz' theorem, this can be done by ensuring that the main subde-



























These inequalities become true for suciently large a, because the rst expression
tends to ,1, the second one to +1 as a!1 (since c
2
< 0).








; 0; 0; : : : ), c
3
6= 0:










( 2 R),  = (0; 1; ; 0; 0; ?; : : : ).



























































































< 0 (this is possible since c
3
6= 0), and then a large enough.
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; : : : ; c
2n+1
; 0; 0; : : : ), c
2n+1
6= 0 (n = 2; 3; 4; : : : ):
D = n) S
(+)
is positive denite.
The 's: 0 1 2 : : : n n+1 : : : 2n 1 2n 2n+1 : : :
# # # # # # # #

a;0;n+1







(0;1;0;: : :;0; 0 ;: : :; 0 ;
1







(0;0;1;: : :;0; 0 ;: : :; 
2
; 0 ; 0 ;?; : : : )
         
         









;: : :; 0 ; 0 ; 0 ;?; : : : ):
For brevity, the corresponding matrix representation is not written out here in detail.
It can be made negative denite similarly as in part e) by choosing appropriate values
for a, 
1
; : : : ; 
n
.




; : : : ; c
2n
; 0; 0; : : : ), c
2n




D = n , 1) S
(+)
is positive denite.
The 's: 0 1 2 : : : n 1 n n+1 : : : 2n 2 2n 1 2n 2n+1 : : :
# # # # # # # # # #

a;0;n+1







(0;1;0;: : :; 0 ;0; 0 ;: : :; 0 ; 
1







(0;0;1;: : :; 0 ;0; 0 ;: : :; 
2
; 0 ;0 ; 0 ;?; : : : )
           
           
           

a;n 1;n+1
+ (0;0;0;: : :; 1 ;0;
n 1









D = n) S
(+)
is positive denite.
The 's: 0 1 : : : n 1 n n+1 : : : 2n 1 2n 2n+1 : : :
# # # # # # # #

a;0;n+1







(0;1;: : :; 0 ;0; 0 ;: : :; 
1
;0 ; 0 ;?; : : : )
         
         







(0;0;: : :; 1 ;0;
n 1
;: : :; 0 ;0 ; 0 ;?; : : : )

a;n;n+1
(0;0;: : :; 0 ;1; 0 ;: : :; 0 ;0 ; 0 ;?; : : : ):
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5.2 Conclusion
It has been shown that in each of the cases the inner product space S(R
+
) admits a
decomposition according to (22). Then Proposition 5.1 shows that there even exists a






Setting E = S(R
+
) in section 3 and dening W
2
by the above inner product, one obtains
a free-eld-like structure for which Assumption I. is satised, so that all the results of this
section apply, including Proposition 3.4.











1=x'(x) (x) dx (in each of the
cases but d)(i) and g)(i)), one is lead to conjecture, that in all of these cases a Krein space
containing S(R
+





the completion of S
(+)
with respect to the inner product. Then, choosing dierent reg-
ularizations would only result in dierent dimensions for the negative part. But, as was
stressed in Remark 5.2, for S
(+)
to be part of a fundamental decomposition, it is nessecary
and sucient that it is uniformly positive with respect to some Krein space structure of
S(R
+









from Proposition 5.1. Now, uniform positivity




 0 holds for
every ' 2 S
(+)
, where P is the orthogonal projection onto S
( )
(cf. the proof of Proposi-
tion 5.1). Consider case a), i.e., S
( )

















































); '(0) = 0:
This condition is not fullled, as can be seen by considering a sequence '
n
of positive test
functions that approximates the characteristic function of the interval (0; 1). So, there is




as its positive part.
The section is closed by a summary of the results concerning the dimensions of the negative
denite subspaces: dim(S
( )




(0; 0; : : : ) 1 a)
(c
0
; 0; 0; : : : ) c
0
6= 0 1 b)
(c
0
; : : : ; c
2n+1





6= 0 n+ 1 c), e), f)
(c
0
; : : : ; c
2n
; 0; 0; : : : ) (n 2 N)
c
2n
> 0 n d)(i), g)(i)
c
2n
< 0 n+ 1 d)(ii),
g)(ii).
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5.3 The Regularized (1=x)
k
+






































































= f' 2 S(R
+
) j'(0) = 0; '
0
(0) = 0; : : : ; '
(D)
(0) = 0 g ;




; : : : ; c
k 1







; : : : ; c
2n+1






; : : : ; c
2n
; 0; 0; : : : ) (2n > k , 1)
c
2n
> 0 n, 1
c
2n
< 0 n :
S
(+)
is a positive denite subspace of nite codimension D + 1 (cf. (22)). This means
that there can be no negative denite subspace of greater dimension than D + 1. So,
S(R
+
) equipped with the given inner product is quasi-positive and thus decomposable.
The dimension of the negative part of the fundamental decomposition must be less or
equal to D + 1. Again, the assumptions of section 3 are satised.
Here only one-dimensional integrals were considered. If an inner product on S(R
d
) is
dened by a regularization of some d-dimensional function with a nite number of algebraic
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