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CAPITOLO IV 
 
TECNICHE DI MITIGAZIONE DEL 
MULTIPATH 
 
 
In questo capitolo verranno presentati e discussi due algoritmi iterativi per la stima di 
canale utilizzati originariamente nei campi dell’array processing e dei sistemi di 
comunicazione radio mobili: l’algoritmo EM e l’algoritmo SAGE. In particolare, verrà 
studiata la potenziale applicazione del secondo dei due in un ricevitore per sistemi di 
posizionamento come tecnica per la mitigazione del multipath. 
 
IV.1 – Introduzione 
 
Nel capitolo precedente è stato sottolineato come l’inefficienza dei circuiti di 
sincronizzazione convenzionali nel controbattere gli effetti del multipath sia dovuta 
principalmente all’utilizzo di una approssimazione dello stimatore a massima 
verosimiglianza del ritardo per singola onda incidente: la soluzione più ovvia a questo 
problema appare allora essere quella di implementare al ricevitore un algoritmo ML per la 
stima congiunta dei parametri di tutti i segnali incidenti. 
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Se si suppone per il momento che il ricevitore sia equipaggiato con un’antenna ad 
array dotata di M  sensori, il caso specifico di nostro interesse può essere caratterizzato 
utilizzando il modello generale 
 
i ( ) ( ) i ( )
0
;
L
l l
l
Y t s t N tθ
=
= +∑                (IV.1) 
 
che descrive la vasta casistica dei problemi riguardanti la ricezione di più segnali 
sovrapposti immersi in rumore additivo. In questa espressione i ( ) i ( ) i ( )1 ,..., TMY t Y t Y t⎡ ⎤= ⎣ ⎦  e 
i ( ) i ( ) i ( )1 ,..., TMN t N t N t⎡= ⎣ ⎤⎦  rappresentano rispettivamente il vettore degli M  segnali in 
banda base all’uscita dell’array e il vettore delle corrispondenti componenti complesse di 
rumore, cioè i ( ) ( ) ( )m mR mIN t N t jN t= +  per 1,...,m M=  dove , ,…, 
,  sono processi di rumore Gaussiano bianco a media nulla, indipendenti e 
con densità spettrale bilatera pari a . La componente l-esima di segnale 
( )1RN t ( )1IN t
( )MRN t ( )MIN t
0N ( );ls t lθ  è 
invece completamente nota a meno del vettore di parametri deterministici incogniti lθ . Al 
fine di mantenere una notazione compatta definiamo inoltre 
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dove [ ]1 ,..., Lθ θ θ . 
La funzione di log-verosimiglianza (log-Likelihood Function o log-LF) di θ  dato 
i ( )  ( )Y t y t=  sull’intervallo di osservazione  è pari a 0T
 
 ( )( ) ( )  ( ){ } ( )
0 0
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0
1; 2 Re '; ' ' '; '
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y t s t y t dt s t dt
N
θ θ⎡ ⎤Λ −⎢ ⎥⎣ ⎦∫ ∫ θ          (IV.3) 
 
dove ( )H⋅  rappresenta l’operatore hermitiano, mentre { }Re ⋅  e ⋅  sono rispettivamente la 
parte reale e la norma dell’argomento. La stima a massima verosimiglianza di θ  è allora 
quel valore di θ  stesso che massimizza  ( )( );y t θΛ , ovvero 
 
 ( )  ( )( ){ }arg max ;ML y yθ tθ θ∈ Λ               (IV.4) 
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La procedura di massimizzazione (IV.4) costituisce nella pratica un problema di difficile 
risoluzione a causa dell’elevato numero di parametri incogniti e poiché non esiste modo per 
esprimere in forma chiusa il massimo globale della funzione non lineare  ( )( ;y t )θΛ ; anche 
i classici algoritmi iterativi di ricerca quali il metodo di Gauss o di Newton-Raphson si 
rivelano proibitivi dal punto di vista computazionale e inadatti ad applicazioni in tempo 
reale. 
Tutto ciò ha portato negli ultimi anni ad un fiorire di tecniche per la stima efficiente dei 
parametri caratteristici del canale di propagazione, specialmente nei campi dell’array 
processing e dei sistemi di comunicazione radio mobili. Molti di questi metodi sono a livello 
teorico direttamente applicabili, pur con qualche modifica, al problema della mitigazione del 
multipath nel contesto dei sistemi di posizionamento e in questo lavoro di Tesi ne 
prenderemo in considerazione in particolare due, appartenenti alla classe degli stimatori di 
parametri deterministici (Deterministic Parametric Estimation o DPE): l’algoritmo EM e 
l’algoritmo SAGE. 
L’idea alla base di entrambi i metodi, come vedremo meglio nei prossimi paragrafi, è quella 
di decomporre l’osservato  ( )y t  nelle sue singole componenti di segnale e stimare 
separatamente i parametri di ciascuna. Questo processo avviene in maniera iterativa 
utilizzando le stime attuali per decomporre meglio l’osservato e migliorare la precisione 
delle stime al passo successivo.  
 
IV.2 – L’algoritmo EM 
 
L’algoritmo EM (Expectation Maximization), formulato da Dempster et al. in 
[Dem77], è un metodo generale iterativo per la risoluzione di problemi di stima ML a 
partire da dati incompleti (incomplete data), situazioni cioè in cui parte dell’osservato è 
mancante o “censurato”; l’altra nozione chiave è quella di dati completi (complete data) X , 
non osservabili direttamente e legati all’osservato iY  dalla relazione 
 
( ) iH X Y=                  (IV.5) 
 
dove  rappresenta una qualsiasi trasformazione non invertibile. ( )H ⋅
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Indicata con ( ;f y )θ  la densità di probabilità (ddp) di iY  e con ( );f x θ  quella di X , 
entrambe dipendenti dal vettore dei parametri incogniti θ , si può scrivere 
 
( ) i ( ) ( ); ;f x f x Y y f y;θ θ θ= = ⋅               (IV.6) 
 
con i ( );f x Y yθ =  ddp di X  condizionata a i Y y= . 
Applicando a entrambi i membri della (IV.6) il logaritmo e quindi l’aspettazione 
condizionata a i Y y=  per un certo valore 'θ  dei parametri si ottiene la relazione 
 
( ) ( ) i { } i ( ) i { }log ; log ; ; ' log ; ; 'f y E f x Y y E f x Y y Y yθ θ θ θ= = − = θ=   (IV.7) 
 
Utilizzando per semplicità le definizioni 
 
( ) ( )log ;L f yθ θ= ,                (IV.8) 
 
( ) ( ) i { }; ' log ; ; 'U E f x Y yθ θ θ= = θ ,             (IV.9) 
 
( ) i ( ) i { }; ' log ; ; 'V E f x Y y Y yθ θ θ= = = θ .          (IV.10) 
 
possiamo riscrivere la (IV.7) come 
 
( ) ( ) ( ); ' ; 'L U Vθ θ θ θ θ= −              (IV.11) 
 
dove ( )L θ  rappresenta la funzione di log-verosimiglianza dei dati osservati y  che 
vogliamo massimizzare rispetto a θ . Per la disuguaglianza di Jensen si ha che 
 
( ) ( ); ' ' ; 'V Vθ θ θ≤ θ ;             (IV.12) 
 
quindi se 
 
( ) ( ); ' ' ; 'U Uθ θ θ> θ              (IV.13) 
 
ne consegue facilmente 
 
( ) ( )'L Lθ θ> .              (IV.14) 
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Le relazioni (IV.13)-(IV.14) costituiscono la base dell’algoritmo EM; se con  ( )nθ  
indichiamo la stima dei parametri dopo  iterazioni, il ciclo successivo dell’algoritmo può 
essere descritto in due passi come segue: 
n
 
Expectation step (E-step): calcolo della funzione 
 
 ( )( ) ( ) i   ( ){ }; log ; ;n nU E f x Y yθ θ θ θ= = ;           (IV.15) 
 
M
 
aximization step (M-step): calcolo della nuova stima dei parametri come 
 ( )  ( )( ){ }1 arg max ;n nUθθ θ+ ∈ θ .            (IV.16) 
 
Se ( ; 'U )θ θ  è continua sia in θ  che in 'θ  l’algoritmo converge ad un punto stazionario 
della funzione di log-verosimiglianza, [Fed88]; la massimizzazione in (IV.16) assicura 
inoltre che ad ogni passo di iterazione la verosimiglianza dei parametri stimati aumenta e 
cioè che la sequenza di valori   ( )( ){ }; ny θΛ  generata è non decrescente (proprietà di 
monotonia). 
La velocità di convergenza dell’algoritmo dipende in maniera inversa dalla informazione di 
Fischer associata allo spazio dei dati completi e l’utilizzo di spazi meno “informativi” porta 
ad un migliore rate di convergenza asintotica, ma generalmente anche a M-step più 
complessi, [Fes94]: basti pensare, ad esempio, che lo spazio dei dati completi meno 
informativo in assoluto è costituito dall’osservato stesso! 
Bisogna sottolineare che l’algoritmo EM non è univocamente specificato poiché la 
trasformazione  che mette in relazione ( )H ⋅ X  con iY  può essere una qualsiasi 
trasformazione non invertibile; esistono quindi diversi spazi di dati completi che generano il 
medesimo osservato e una scelta “sfortunata” può influenzare in maniera critica la 
complessità e la velocità di convergenza dell’algoritmo rendendolo in pratica inutilizzabile. 
Fortunatamente per la classe di problemi descritta dal modello (IV.1) l’opzione più ovvia e 
diretta, cioè quella di decomporre l’osservato nelle sue singole componenti di segnale, 
conduce ad un algoritmo molto semplice oltre che stabile numericamente e statisticamente. 
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Con questa scelta lo spazio dei dati completi assume la forma 
 
( ) ( )  ( );l l l lx t s t n tθ= +             (IV.17) 0, 1, ,l L= …
 
dove i termini  ( )  ( )l ln t n tβ ⋅  rappresentano una scomposizione arbitraria del rumore 
totale  ( )n t  e i lβ  sono valori reali non negativi ( 0lβ ≥ ) che devono soddisfare la 
condizione , in modo tale che sia verificato 
0
1
L
l
l
β
=
=∑
 
 ( )  ( )
0
L
l
l
n t n t
=
=∑               (IV.18) 
 
Dalle (IV.17)-(IV.18) si vede facilmente che tra l’osservato  ( )y t  e i dati completi ( )x t  
sussiste una semplice relazione lineare data da 
 
 ( ) ( )
0
L
l
l
y t x t
=
= ∑ .              (IV.19) 
 
Questa caratteristica insieme alla proprietà che ( )x t  e  ( )y t  sono, sotto le ipotesi di 
partenza del modello (IV.1), congiuntamente Gaussiani permette di ricavare una espressione 
analitica in forma chiusa per ( ; 'U )θ θ  che in definitiva porta nel caso specifico alla 
seguente implementazione del E-step e del M-step per il generico passo n -esimo di 
iterazione, [Fed88]: 
 
Expectation step: calcolo per  di  0, 1,...,l L=
 
 ( ) ( )  ( )( )  ( )  ( )( )
0
; ;
Ln n
l l l l ll
l
x t s t y t s tθ β θ
=
⎡ ⎤= + −⎢⎣ ⎦∑
n ⎥
L
;          (IV.20) 
 
Maximization step: calcolo per  della nuova stima di 0, 1,...,l = lθ  come  
 ( )  ( )( ){ }1 arg max ;lnl lxθ n lθ θ+ ∈ Λ .                       (IV.21) 
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Nella (IV.21) compare la funzione 
 
 ( ){ } ( )  ( ) ( ){ } ( )
0 0
2
0
1; 2 Re ' ; ' ' ' ; '
2
n nH
l l l l l l lT T
l
x s t x t dt s t dt
N
θ θβ
⎡ ⎤Λ = −⎢ ⎥⎣ ⎦∫ ∫ θ      (IV.22) 
 
che rappresenta naturalmente la funzione di log-verosimiglianza di lθ  dato  ( ) ( )nlx t  su . 0T
Come è chiaro dalle (IV.20)-(IV.21) nel E-step, dati l’osservato e la stima dei parametri al 
passo precedente, si stimano le singole componenti di segnale (ovvero i dati completi) e 
sulla base di queste nel M-step si effettua in parallelo la stima ML di ogni corrispondente 
vettore dei parametri. In effetti, la caratteristica più interessante dell’algoritmo EM risiede 
nel fatto che separa la complicata procedura di massimizzazione (IV.4) in  procedure 
ML separate di dimensione minore. 
( 1L + )
In Figura IV.1 è riportato uno schema a blocchi riassuntivo dei passi dell’algoritmo EM. 
 
 
 
Figura IV.1  Grafo di flusso dell’algoritmo EM. 
 
A parte verificare la condizione 
0
1
L
l
l
β
=
=∑ , i lβ  sono parametri liberi che possono essere 
selezionati per massimizzare la velocità di convergenza dell’algoritmo ed evitare 
possibilmente la convergenza ad un punto stazionario indesiderato della funzione di log-
verosimiglianza. 
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IV.3 – L’algoritmo SAGE 
 
L’algoritmo SAGE (Space Alternating Generalized Expectation-Maximization) è 
un’estensione dell’algoritmo EM sotto due distinti punti di vista. 
Primo, ogni iterazione del SAGE è una iterazione EM nella quale vengono aggiornati solo 
gli elementi di un certo sottoinsieme di θ  mentre le stime degli altri parametri rimangono 
fisse. A ognuno di questi sottoinsiemi è associato uno spazio di dati che deve risultare 
completo per il rispettivo sottoinsieme sotto l’ipotesi che gli elementi di θ  appartenenti 
all’insieme complementare siano noti. Questi spazi sono indicati come admissible hidden 
data space e la loro selezione e scelta assicura che l’algoritmo SAGE conservi l’importante 
proprietà di monotonia dell’algoritmo EM, [Fle99]. 
Secondo, la nozione di dati completi è generalizzata nel senso che la relazione tra lo spazio 
dei dati completi e quello dei dati incompleti può anche non essere di tipo deterministico 
come quelle considerate nel paragrafo precedente, [Fle99]. 
Il SAGE quindi aggiorna i parametri in maniera sequenziale alternandosi di iterazione in 
iterazione tra più spazi di dati che presentano in generale un contenuto informativo molto 
minore del singolo spazio di dati completi; i vantaggi rispetto all’algoritmo EM risiedono 
chiaramente in una velocità di convergenza asintotica superiore e in una complessità 
minore, [Fes94]. 
Per il problema della stima di segnali sovrapposti descritto dalla (IV.1), anche in 
questo caso come per l’EM la scelta più ovvia, ovvero quella di selezionare come 
sottoinsiemi di θ  i parametri lθ  delle singole componenti, si rivela appropriata visto che gli 
( )lx t  definiti in (IV.17) costituiscono un insieme naturale di dati ammissibili per i lθ . Al 
fine di migliorare il rate di convergenza asintotica dell’algoritmo si utilizzerà per tutti gli 
( )lx t  il valore 1lβ = , in modo da attribuire ad ogni spazio dei dati l’intera covarianza del 
rumore e minimizzare così l’informazione di Fischer ad essi associata; in questo caso, tra 
l’altro, si vede bene come la relazione tra dati completi e incompleti non è più di tipo 
deterministico. 
Inoltre l’evidenza sperimentale mostra che questa scelta porta ad un incremento maggiore 
della funzione di verosimiglianza fin dai primi passi dell’iterazione, [Fes94]. 
- 78 - 
Tecniche di mitigazione del multipath 
 
In Figura IV.2 è riportato lo schema a blocchi riassuntivo dell’algoritmo SAGE: il M-step è 
ancora costituito dalla procedura ML (IV.21) per la singola componente di segnale, 
applicata alla stima di ( )lx t  ottenuta dal E-step (IV.20) ponendo 1lβ = : 
 
 ( ) ( )  ( )  ( )( )'
' 0, '
;
Ln n
l l
l l l
x t y t s t θ
= ≠
= − ∑ l             (IV.23) 
 
Notiamo come al -esimo passo di iterazione del SAGE vengono ristimati i parametri della 
componente 
n
( )mod 1l n L= + . 
Definiamo allora un ciclo di iterazione dell’algoritmo SAGE come gli  passi 
consecutivi necessari per aggiornare una volta la stima dei parametri di tutte le componenti 
di segnale. La complessità computazionale di un ciclo di iterazione del SAGE risulta 
identica quindi a quella di un passo di iterazione dell’EM. 
( 1L + )
 
 
 
Figura IV.2  Grafo di flusso dell’algoritmo SAGE ( ( )mod 1l n L= +  ). 
 
Gli indubbi vantaggi del SAGE rispetto all’algoritmo EM in termini di rate di convergenza e 
complessità lo rendono tra i due il candidato migliore all’implementazione in un ricevitore 
per sistemi di posizionamento quale tecnica di mitigazione del multipath; per questo motivo 
nel paragrafo seguente sono presentate le modifiche apportate all’algoritmo di partenza per 
adattarlo al caso in esame, nonché la sua forma finale che verrà utilizzata nelle simulazioni. 
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IV.4 – Implementazione dell’algoritmo SAGE 
 
Il problema della mitigazione del multipath nel contesto dei sistemi di 
posizionamento è reso maggiormente complicato e di più difficile risoluzione, rispetto ad 
altri settori, da alcune caratteristiche specifiche dell’applicazione in esame. Uno dei 
principali fattori che complicano la situazione è legato alla natura geometrica del fenomeno 
del multipath. I ricevitori convenzionali equipaggiati con un’antenna singola non sono 
infatti in grado di distinguere i diversi segnali incidenti in base alla loro direzione d’arrivo 
(Direction Of Arrival o DOA) ovvero di sfruttare l’informazione legata al comportamento 
dispersivo a livello spaziale del canale di propagazione. 
Questo fa si che, in un canale statico, due repliche di segnale non possano essere distinte 
quando il loro ritardo relativo tende a zero. 
Tuttavia, da un punto di vista pratico, una tecnica di mitigazione per questo caso risulta 
molto vicina ad una implementazione reale, visto che la maggior dei ricevitori sono proprio 
ad antenna singola; per questo motivo nel proseguo della trattazione verrà sempre posto 
1M = .  
Consideriamo allora il modello di segnale ricevuto da un singolo satellite (III.1), o 
meglio il suo equivalente in banda base, di cui riportiamo per comodità l’espressione 
 
 ( ) ( )  ( )
0
l
L
j
l l
l
y t e u t n tϕα τ
=
= ⋅ ⋅ − +∑             (IV.24) 
 
nella quale per semplificare la notazione è stata omessa la dipendenza dal tempo dei 
parametri lα , lϕ  e lτ . Il termine  ( )n t  rappresenta la componente complessa di rumore, cioè 
 ( ) ( ) ( )R In t n t jn t= +  dove  e ( )Rn t ( )In t  sono processi di rumore Gaussiano bianco a 
media nulla, indipendenti e con densità spettrale bilatera pari a . 0N
Dal confronto tra la (IV.1) per 1M =  e la (IV.24) si deduce che nel nostro caso vale 
 
( ) (; ljll ls t e u tϕ )lθ α= ⋅ ⋅ −τ              (IV.25) 
 
e che il vettore dei parametri della generica componente di segnale è dato da 
( , ,l l l l )θ α ϕ τ= . Nella pratica oltre ai vettori lθ  bisogna stimare anche il numero  di 
segnali incidenti, stima della quale però non ci occuperemo in questo lavoro di Tesi 
supponendo di conoscere a priori il valore esatto di tale parametro. 
L
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Deriviamo ora l’espressione del M-step: sostituendo la (IV.25) nella (IV.22) si può 
dimostrare che il valore di lα  che massimizza  ( ){ };nl lx θΛ  può essere derivato in forma 
chiusa come funzione di ( ,l l )ϕ τ , [Fle99]. 
Sostituendo tale valore di lα  in  ( ){ };nl lx θΛ  si ottiene la seguente procedura per il calcolo 
del M-step: 
 
l ( ) ( )( ) ( )  ( )( )1 1 ,, arg max , ;n n nl ll z xϕ τϕ τ ϕ τ+ + ⎧ ⎫= ⎨ ⎬⎩ ⎭            (IV.26) 
 
l ( )
l ( ) ( )  ( )( )1 11
0
, ;
n n n
l lln
l
z x
T
ϕ τ
α
+ +
+ =

             (IV.27) 
 
Il funzionale  risulta pari a ( , ; lz ϕ τ )x
l dt
 
( ) ( ) ( )
0
, ; ' ' 'jl Tz x u t e x t
ϕϕ τ τ −= − ⋅∫            (IV.28) 
 
e rappresenta banalmente la funzione di cross-correlazione periodica su  tra il segnale di 
ranging  e una versione opportunamente ruotata di 
0T
( )u t ( )lx t . 
Dalle (IV.26)-(IV.28) si capisce come il M-step consista essenzialmente in una procedura di 
massimizzazione in due dimensioni di ( ), ;z ϕ τ x ; per ridurre ulteriormente la complessità 
del SAGE vogliamo sostituire la (IV.26) con due procedure in una sola dimensione, dove 
ogni parametro viene stimato individualmente. Questo può essere realizzato dividendo ogni 
sottoinsieme di parametri lθ  rispettivamente nei due sottoinsiemi ( ),l lτ α  e ( ,l l )ϕ α  per 
ognuno dei quali gli ( )lx t  definiti in (IV.17) costituiscono ancora un insieme di dati 
ammissibili. 
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Applicando allora il SAGE (sempre con 1lβ = ) si ottiene la seguente concatenazione di 
procedure per la stima dei parametri di una singola componente di segnale: 
 
( ) l ( )  ( )( )1 arg max , ;nn nl llz xττ ϕ+ ⎧ ⎫= ⎨ ⎬⎩ ⎭ τ            (IV.29) 
 
l ( ) ( )  ( )( )1 1arg max , ;n n nl ll z xϕϕ ϕ τ+ +⎧ ⎫= ⎨ ⎬⎩ ⎭            (IV.30) 
 
l ( )
l ( ) ( )  ( )( )1 11
0
, ;
n n n
l lln
l
z x
T
ϕ τ
α
+ +
+ =

            (IV.31) 
 
Notiamo dalle (IV.29)-(IV.31) che dopo l’aggiornamento dei parametri lτ  e lϕ , non 
vengono calcolate le nuove stime della componente di segnale  ( )lx t  e cioè vengono saltati 
due dei tre E-step che sarebbero normalmente previsti dal SAGE: ciò si spiega considerando 
che la scelta 1lβ = , come mostrato dalla (IV.23), rende la stima di  ( )lx t  indipendente dai 
componenti di lθ  facendo diventare superflui questi due passaggi e rendendo necessario 
solo il calcolo del primo E-step (non riportato nella sequenza sopra) per la stima di  ( )lx t . 
Inoltre, anche la stima intermedia di lα  dopo la (IV.29) non è richiesta per il calcolo della 
(IV.30) e può essere scartata portando ad una ulteriore riduzione della complessità 
dell’algoritmo. 
Ottenuta la forma finale del SAGE, possiamo andare a valutare il suo carico 
computazionale; pur senza entrare nei particolari, si può facilmente concludere che il 
numero di prodotti e somme tra numeri complessi richiesto dalla singola iterazione è 
proporzionale al quadrato del numero di campioni osservati, dato da ( )0 c sT R N⋅ ⋅ . 
Questo termine, che risulta essere quello dominante nel computo del numero di operazioni 
richieste, è dovuto alla procedura di massimizzazione (IV.29) del M-step. Naturalmente nel 
calcolo totale bisogna tenere conto anche del fatto che vengono effettuate  
iterazioni, dove  rappresenta il numero di cicli dell’algoritmo. 
( )1SAGEN L⋅ +
SAGEN
Per concludere, osserviamo che nel DDLL il numero di entrambi i tipi di operazioni varia 
linearmente con il numero di campioni osservati. 
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IV.4 – Prestazioni dell’algoritmo SAGE 
 
In questo paragrafo verranno illustrati i risultati di alcune simulazioni del 
funzionamento dell’algoritmo SAGE in ambiente multipath allo scopo specifico di 
confrontarli con i corrispondenti risultati ottenuti per il DDLL. Le grandezze per la 
valutazione delle prestazioni sono quindi le stesse utilizzate nel terzo capitolo, ovvero 
l’errore medio e il RMSEE della stima del ritardo di propagazione del LOS in metri. 
Il SAGE è stato implementato seguendo la struttura ricavata nel paragrafo precedente: la 
stima dei parametri della componente l -esima di segnale all’interno del generico ciclo di 
iterazione è costituita dal E-step (IV.23) e dal M-step dato dalla concatenazione delle 
(IV.29)-(IV.31). 
Una volta terminato il processo di iterazione, stante la validità dell’ipotesi 0 lτ τ<  per 
, viene scelta come stima del ritardo del LOS il valore più piccolo tra tutti i ritardi 
stimati. 
1, ... ,l = L
Vogliamo sottolineare che non verranno riportati i risultati concernenti le stime di tutti gli 
altri parametri di canale visto che nell’ambito del positioning non rivestono un interesse 
diretto, ma sono visti solo come funzionali al miglioramento della precisione della stima del 
range satellite-utente. 
Essendo un algoritmo di tipo iterativo, il SAGE necessita naturalmente di una stima iniziale 
 ( )0θ  dei parametri; escludendo di utilizzare le stime provenienti dallo stadio di acquisizione, 
si può effettuare un ciclo completo dell’algoritmo a partire da valori dei parametri 
identicamente nulli ovvero settando inizialmente [ ]0,0, ... ,0θ = . 
In questo modo la prima procedura di massimizzazione (IV.29) del M-step si riduce a 
 
( ) ( )  ( ) ( ){ }
0
1
arg max ' ' '
n n
l l
T
u t x t dtττ τ+ = − ⋅∫            (IV.32) 
 
e cioè a una sorta di stima non coerente del ritardo lτ , visto che non è disponibile alcuna 
conoscenza a priori della fase lϕ . Le altre due procedure del M-step rimangono invariate, 
mentre il E-step consisterà semplicemente nel sottrarre ad ogni passo le stime delle 
componenti di segnale delle quali sono già stati inizializzati i parametri dall’osservato  ( )y t . 
Tale tecnica di inizializzazione è indicata comunemente come Successive Interference 
Cancellation (SIC) e sarà quella utilizzata nelle simulazioni. 
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Inoltre si è scelto di fissare un numero di cicli di iterazione dell’algoritmo, escluso il ciclo di 
inizializzazione, pari a 10 ( ), valore per il quale la sequenza 10SAGEN =  ( )  ( )( ){ }; ny t θΛ  
dimostra di essersi già ampiamente stabilizzata, [Fle99].  
Un’alternativa a questa scelta a priori potrebbe essere quella di interrompere il processo di 
iterazione non appena la differenza tra due stime successive dei parametri è minore di una 
certa soglia prefissata, ma ha il difetto di non assicurare un tempo di elaborazione costante e 
questo non è sicuramente proponibile nell’ambito dei sistemi di posizionamento. 
Prima di presentare i risultati delle simulazioni è opportuno precisare meglio i termini del 
confronto tra il SAGE e il DDLL in modo che questo risulti il più “equo” possibile e non 
porti a conclusioni fuorvianti. Il problema risiede nel fatto che le due tecniche di 
sincronizzazione in esame, pur derivando entrambe dallo stimatore a massima 
verosimiglianza, hanno delle implementazioni di natura totalmente differente. 
Il SAGE raffina le sue stime lavorando sul medesimo blocco di dati osservati e fornisce le 
stime finali dei parametri quando viene interrotto , a seconda del criterio, il processo di 
iterazione. 
Il DDLL invece elabora il segnale in maniera “sequenziale” rispetto al flusso dei dati poiché 
corregge la propria stima di 0τ  utilizzando un certo numero di blocchi di dati in successione 
temporale, finiti i quali fornisce agli altri stadi del ricevitore l’aggiornamento della stima. 
Perché il confronto sia equo bisognerebbe quindi utilizzare il SAGE su un osservato di 
lunghezza  pari alla metà dell’inverso di 0T LB  il che, visti i valori in gioco, è chiaramente 
proibitivo dal punto di vista computazionale. La soluzione da noi adottata consiste nel 
dividere l’intervallo di osservazione in  blocchi della medesima durata e applicare il 
SAGE ad ogni singolo blocco utilizzando come stima iniziale quella ricavata dal blocco 
precedente. La procedura di inizializzazione SIC viene quindi applicata una sola volta al 
primo blocco di dati dell’osservato. La stima finale viene poi calcolata come media su  
delle stime ottenute dai singoli blocchi. 
BN
BN
Questo metodo è sicuramente sub-ottimo, ma costituisce un valido trade-off tra due esigenze 
contrastanti visto che ci permette di sfruttare l’osservato nella sua interezza e 
contemporaneamente di limitare la mole di calcoli richiesti dall’algoritmo. 
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Per quanto riguarda le caratteristiche del canale di propagazione e del segnale trasmesso si 
fa riferimento al modello di canale statico a due raggi e ai valori fissati nel paragrafo III.3, al 
quale si rimanda. 
A seguire sono riportati i grafici dell’errore medio di range e del RMSEE per il SAGE in 
funzione del ritardo relativo τ∆ ; l’intervallo di osservazione ha durata  secondi 
(equivalente nel DDLL a 
0 0.5T =
1LB Hz= ) e si sono considerati due casi per 500BN =  e 
, corrispondenti rispettivamente a blocchi di 10230 e 102300 chips. Per facilitare il 
confronto sono riportate anche le curve d’errore del DDLL con early-late spacing . 
50BN =
0.25∆ =
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Figura IV.3  Errore medio di range per C/No=45 dBHz. 
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Figura IV.4  RMSEE per C/No=45 dBHz (raggi in fase). 
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Figura IV.5  RMSEE per C/No=45 dBHz (raggi in opposizione). 
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Figura IV.6  Errore medio di range per C/No=40 dBHz. 
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Figura IV.7  RMSEE per C/No=40 dBHz (raggi in fase). 
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Figura IV.8  RMSEE per C/No=40 dBHz (raggi in opposizione). 
 
 
Dai grafici riportati nelle Figure IV.3-IV.8 si nota prima di tutto il notevole miglioramento 
delle prestazioni dell’algoritmo SAGE nel passaggio dalla divisione dell’osservato in 500 
blocchi a quella in 50 blocchi, corrispondente ad utilizzare singoli intervalli di osservazione 
10 volte più lunghi (tendenza confermata anche per valori di  minori). BN
Limitandoci a quest’ultimo caso osserviamo un miglioramento delle curve dell’errore e del 
RMSEE rispetto al DDLL con early-late spacing 0.25∆ =  di un fattore compreso all’incirca 
tra due e quattro per valori di τ∆  superiori ai 40 ns; il SAGE limita quindi l’influenza delle 
componenti multipath che presentano ritardi relativi superiori a tale valore mentre le curve 
del DDLL presentano un andamento pressoché piatto su un ampio intervallo di valori. 
Il comportamento per ritardi maggiori del periodo di chip , circa 97 ns, è invece 
praticamente identico. 
cT
Di contro bisogna sottolineare il peggioramento pronunciato delle prestazioni del SAGE al 
diminuire del rapporto segnale-rumore  (anche se a 40 dBHz si mantiene ancora al di 
sotto delle corrispondenti curve del DDLL), che mette in risalto un notevole punto di 
0/C N
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differenza con il DDLL, del quale avevamo rimarcato la robustezza nei confronti del rumore 
termico. 
Un possibile rimedio a questo problema consiste nell’utilizzare intervalli di osservazione 
ancora più lunghi, ma questo, come abbiamo già osservato, si scontra con i limiti posti 
dall’aumento della complessità computazionale dell’algoritmo. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
- 89 - 
Pietro Nieddu               Tecniche di mitigazione del multipath in sistemi di posizionamento satellitari 
 
   
 
 
- 90 - 
