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a b s t r a c t
We investigate explicit higher order time discretizations of linear second order hyperbolic
problems. We study the even order (2m) schemes obtained by the modified equation
method. We show that the corresponding CFL upper bound for the time step remains
bounded when the order of the scheme increases. We propose variants of these schemes
constructed to optimize the CFL condition. The corresponding optimization problem is
analyzed in detail. The optimal schemes are validated through various numerical results.
© 2010 Published by Elsevier B.V.
1. Introduction
Here we are concerned with the numerical approximation of abstract second order hyperbolic problems, more precisely
problems of the form
d2u
dt2
+Au = 0, (1)
whereA is a linear unbounded positive self-adjoint operator in some Hilbert space V . This appears to be a generic abstract
model that includesmathematicalmodels forwave propagation in various domains of applications, in particular in acoustics,
electromagnetism, and elasticity [1], where A is a second order elliptic differential operator in space. During the past four
decades, a considerable literature has been devoted to the construction of numerical methods for the space approximation
of (1). These methods lead us to consider a family (indexed by h > 0, the approximation parameter which tends to 0 —
typically the stepsize of the mesh in space) of problems of the form:
d2uh
dt2
+Ahuh = 0, (2)
where the unknown uh is a function of timewith value in some Hilbert space Vh (with norm ‖ ·‖) andAh denotes a bounded
self-adjoint and positive operator in Vh (namely an approximation of the operator A). Of course, the norm of Ah blows up
when h goes to 0, typically in O(h−2) for second order differential operators. Several approaches lead naturally to problems
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of the form (2), among which finite differences [2,3], finite element methods [4,5], mixed finite element methods [6],
conservative discontinuous Galerkin methods [7,8]. It is well known that one has conservation of the discrete energy:
Eh(t) = 12
∥∥∥∥duhdt
∥∥∥∥2 + 12 ah(uh, uh),
where ah(·, ·) is the continuous symmetric bilinear form associated withAh. In what follows, we are interested in the time
discretization of (2) by explicit finite difference schemes. To preserve the conservation of energy after time discretization,we
shall favor centered finite difference schemes. The most well known scheme is the classical second order leap frog scheme.
Let us consider a time step∆t > 0 and denote by unh ∈ Vh an approximation of uh(tn), tn = n∆t . This scheme is
un+1h − 2unh + un−1h
∆t2
+Ahunh = 0. (3)
By construction, this scheme is second order consistent in time. It is well known that this scheme is stable under the abstract
CFL condition
∆t2 ‖Ah‖ ≤ 4. (4)
WhenAh is an approximation of a second order differential operator, this condition means that the ratio between∆t and h
has to be bounded.
Next we investigate one way to construct more accurate (in time) discretization schemes for (2). This is particularly
relevant when the operator Ah represents a space approximation of the continuous operator A in O(hk) with k > 2: if
one thinks about taking a time step proportional to the space step h (a usual choice which is in conformity with a CFL
condition), one would like to adapt the time accuracy to the space accuracy. In comparison to what has been done on the
space discretization side, we found very few work in this direction, even though it is very likely that a lot of interesting
solutions could probably be found in the literature on ordinary differential equations [9]. Most of the existing work is in the
context of finite difference methods, compact schemes, etc: see for instance [3,10,2,11] or [12] in the context of first order
hyperbolic problems.
A large part of the material of this work has been developed in [13] with a lot of details. The content of the rest of
this paper is as follows. In Section 2, we investigate a class of methods for the time discretization of (2), based on the so-
called modified equation approach. These schemes can be seen as higher order variations around the leap frog scheme of
which they preserve explicit nature, time reversibility and energy conservation. It is of course important to evaluate the
corresponding computational time. It appears that the computational cost of one time step of the scheme of order 2m is m
times larger than for one step of the second order scheme. This can be counterbalanced if one can use larger time steps
than for the second order scheme. However the stability analysis shows that even though the maximum allowed time
step increases with m (particularly for small even values of m), it remains uniformly bounded with m (Theorem 2.2). In
Section 3, we investigate the question of constructing new schemes, conceived as modifications of the previous one, that
should preserve the explicit nature and accuracy but allow us to use of larger maximal time steps. We formulate this as a
family of optimization problems that we analyze in detail. We prove the existence (Theorem 3.1) and the uniqueness of the
solution of these problems and give necessary and sufficient conditions of optimality (Theorem 3.2) that we use to construct
an algorithm for the determination of the optimal schemes (Section 4). Theorem3.3 proves that an arbitrary accuracy in time
can be obtained for no additional cost (for arbitrary large m) with respect to the second order leap frog scheme. Finally, in
Section 5 we present various numerical results that illustrate the practical interest of these new numerical schemes.
2. Higher order schemes by the modified equation approach
The so-called modified equation approach [10,14,3] is a particular technique for constructing higher order time
discretization for (2). The idea is to try to improve the truncation error of the leap frog scheme. More precisely, using a
Taylor expansion we have
uh(tn+1)− 2uh(tn)+ uh(tn−1)
∆t2
= 2
m∑
k=1
∆t2k−2
(2k)!
d2kuh
dt2k
(tn)+ O(∆t2m).
Since d
2kuh
dt2k
(tn) = (−1)kAkhuh(tn), we also have:
uh(tn+1)− 2uh(tn)+ uh(tn−1)
∆t2
+Ah
[
uh(tn)+ 2
m−1∑
k=1
(−1)k ∆t
2k
(2k+ 2)! A
k
huh(t
n)
]
= O(∆t2m)
which suggests the following numerical scheme (Sm) (of order 2m),
un+1h − 2unh + un−1h
∆t2
+A(m)h (∆t) unh = 0, A(m)h (∆t) = Ah Pm(∆t2Ah),
Pm(x) = 1+ 2
m−1∑
l=1
(−1)l x
l
(2l+ 2)! .
(5)
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Using Horner’s rule for the representation of the polynomial Pm reduces the calculation of un+1h tom successive applications
of the operator Ah(∆t). In other words, the computational cost for one time step of the scheme of order 2m is only m
times larger than the computational cost for one time step of the scheme of order 2. Moreover, this additional cost could be
counterbalanced if one would be able to choose the time step proportionally to m. To check if this is possible, we have to
look at the stability condition of the scheme.
Theorem 2.1. A sufficient stability condition for scheme (Sm) is given by,
∆t2 ‖Ah‖ ≤ αm, (6)
where αm = sup{α/∀ x ∈ [0, α], 0 ≤ Qm(x) ≤ 4}, (7)
with Qm(x) = xPm(x) = x+ 2
m−1∑
l=1
(−1)l x
l+1
(2l+ 2)! . (8)
Proof. It is based on vonNeumann analysis [15] using the fact that the spectrumofAh is composed by positive real numbers,
see [13]. 
The finiteness of αm for each m is quite obvious. However, its value is difficult to compute explicitly, except for the first
values ofm. One has in particular
α1 = 4, α2 = 12, α3 = 2
(
5+ 5 13 − 5 23
)
' 7.572, α4 ' 21.4812, . . . (9)
Other values of αm are given in the column ‘‘k = 0’’ of Fig. 2. It is particularly interesting to note that for the fourth order
scheme, one is allowed to take a time step which is (α2/α1)1/2 (' 1.732) times larger than for the second order scheme,
which almost balances the fact that the cost of one time step is twice larger. In the same way, with the scheme of order 8,
one can take a time step (α4/α1)1/2 ('2.317) times larger (while each time step costs four times more). Surprisingly, the
scheme of order 6 seems less interesting: the stability condition is more constraining that for the fourth order scheme. From
the theoretical point of view, it would be interesting to know the behavior of αm for largem. We have to distinguish between
the even and odd sequences α2m and α2m+1.
Theorem 2.2. Let αm be defined by (7), then:
lim
m→+∞α2m = 4pi
2, lim
m→+∞α2m+1 = pi
2. (10)
Proof. It is based on the observation thatQm(x) is an alternate sequence that converges toQ∞(x) = 2
(
1− cos√x) ofwhich
is a truncated Taylor expansion, see [13] for more details. 
From Theorems 2.1 and 2.2 one sees that ∆t has to be bounded when m increases. That is the reason why we are going to
look for new schemes.
3. Modified higher order schemes: An optimization approach
Let Pk−1 be the set of polynomials of degree less or equal than k − 1. To each Rk ∈ Pk−1 we can associate an explicit
scheme (Sm(Rk)) of order 2m
un+1h − 2unh + un−1h
∆t2
+ [Pm(∆t2Ah)+∆t2mAmh Rk(∆t2Ah)] Ahunh = 0. (11)
The cost of this new scheme is a priori (m+ k)/m times larger than the cost of the scheme (Sm) (≡ (Sm(0)), see Eq. (5)). As
in Theorem 2.1, one can show that the stability condition of (Sm(Rk)) is:
∆t2 ‖Ah‖ ≤ αm(Rk), (12)
where αm(R) := sup{α/∀ x ∈ [0, α], 0 ≤ x[Pm(x)+ xmR(x)] ≤ 4}. (13)
To maximize the allowed time step at fixed cost per time step, we are thus lead to solve the optimization problem:
Find Rm,k ∈ Pk−1/αm(Rm,k) = sup
R∈Pk−1
αm(R). (14)
Then, assuming that this problem has a solution Rm,k, one gets the optimal CFL constant for the schemes in the class, namely
αm,k = αm(Rm,k). (15)
Clearly, αm,k > 0 (since Pm(0) = 1) and αm,k increases with k (Pk−1 ⊂ Pk).
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For what follows, it is useful to introduce the following affine map in P := ∪k Pk
Qm[·] : R ∈ P −→ Qm[R] := Qm + xm+1R ∈ P (16)
where we recall that Qm(x) = x Pm(x). Note that Qm[·] maps Pk−1 into Pm+k. The optimization problem is not standard
because the function αm(·) is not convex and even not continuous (see Theorem 3.1). It is however a ‘‘nice’’ problem. We
begin by an existence result (see [13] for the proof):
Theorem 3.1. Let Dk be the set of polynomials R ∈ Pk−1 such that
∃ x∗ ∈ ]0, αm(R)[ /Qm[R](x∗) = 0 or 4. (17)
The function R→ αm(R) is discontinuous at every point of Dk and continuous everywhere else. However
• It goes to 0 at infinity: αm(R)→ 0 when ‖R‖ → +∞.
• It is upper semi-continuous: Rn → R H⇒ αm(R) ≥ lim supαm(Rn).
As a consequence, the optimization problem (14) has (at least) one solution and each solution belongs to Dk.
The next theorem gives the uniqueness result and a characterization of the solution of (14). From Theorem 3.1, we know
that any solution R of (14) is such that the set TR of the tangent points of Qm[R]
TR ≡
{
τ ∈]0, αm,k[/Qm[R](τ ) = 0 or 4
}
is nonempty. Theorem 3.2 says that it contains at least k points.
Theorem 3.2. The optimization problem (14) has an unique solution R := Rm,k. Moreover, if R ∈ Pk−1 is such that P = Qm[R]
satisfies{
P has k tangent points {τj}kj=1, 0 < τk < · · · < τ1 < τ0 = αm(R)
P(τj)+ P(τj+1) = 4 for j = 0, . . . , k− 1, (18)
then R is the solution of problem (14).
Proof. The details are given in [13]. One first proves that the condition (18) for P = Qm[R] is a sufficient optimality condition,
then, one shows that this condition entirely determines R. 
The condition (18) means that the graph of Qm[Rm,k] equi-oscillates between 0 and 4 in the interval [0, αm,k] as illustrated
in Fig. 1(a). From this property, one deduces that the solution of (14) form = 1 is known explicitly:
Q1[R1,k](x) = 2
[
1− Tk+1
(
1− 2x
α1,k
)]
, and α1,k = 4(k+ 1)2, (19)
where Tk is the Chebyshev polynomial of degree k. For other values of m, it is possible, by a very indirect method to obtain
an upper bound for αm,k:
αm,k ≤ 4(m+ k)2. (20)
More important is to get a lower bound for αm,k. Let us concentrate ourselves on the case m = k which we shall call the
diagonal schemes in the following. For the scheme Sm,m the cost of each time step is simply the double as the cost for the
scheme Sm, that is to say, 2m times larger than the cost per time step of the leap frog scheme. On the other hand one has
Theorem 3.3. The sequence αm,m admits the lower bound
αm,m ≥ βm = 2 1m (2m)! 1m , with βm ∼ 4m2/e2(m→+∞). (21)
Proof. We consider the case where m is odd (the reasoning is similar for m even, it suffices to replace Qm by 4 − Qm; the
details are left to the reader), in which case we know that Qm−1(x) ≤ Q∞(x) ≤ Qm(x), which implies in particular that
Qm(x) ≥ 0 and Qm−1(x) ≤ 4. On the other hand, we have
Qm(x) = Qm−1(x)+ 2 x
m
(2m)! ≤ 4
(
1+ x
m
2(2m)!
)
.
As long as x ≤ βm = 2 1m (2m)! 1m , 1− xm2(2m)! ≥ 0 so that:
0 ≤ Qm(x)
(
1− x
m
2(2m)!
)
≤ 4
(
1− x
2m
4(2m)!2
)
≤ 4.
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Fig. 1. (a) In solid blue Q5[R5,5], in dashed black Q5[R5,0], in dashed red Q∞ , (b) αm,m,m ∈ {1, . . . , 8}. (For interpretation of the references to colour in this
figure legend, the reader is referred to the web version of this article.)
Next, setting
R̂m(x) = − Pm(x)2(2m)! ∈ Pm−1 , (22)
it is easy to check that (use Qm(x) = xPm(x) and the definition (16) of Qm[·])
Qm(x)
(
1− x
m
2(2m)!
)
= Qm[Rˆm](x).
Thus we have proven that
∀x ∈ [0, βm], 0 ≤ Qm [̂Rm](x) ≤ 4, which implies that αm(̂Rm) ≥ βm.
Since R̂m ∈ Pm−1, this shows that αm,m ≤ βm. Finally using Stirling’s formula, it is a simple exercise to show that
βm ∼ 4m2/e2(m→+∞). 
Joining Theorem 3.3 and the CFL condition (12), one deduces that for the diagonal scheme Sm,m the time step∆t can be
taken proportional tom. This result is quasi-optimal, taking into account the upper bound (20). This allows us to compensate
the additional cost of each time step and provides (asymptotically inm) an arbitrary accuracy in time for almost no additional
cost. Our conjecture is that the same observation remains true for schemes Sm,k when k increases proportionally tom.
4. Numerical determination of the optimal schemes Sm,k
Standard optimization algorithms applied to problem (14) do not work well. That is why we have designed a specific
algorithm based on the optimality condition (18). The idea is to parameterize the searched polynomial R by its tangent
points: Given τ ∈ D = {(τ1, . . . , τk) ∈ Rk/τ1 > · · · > τk}, there is a unique Rτ ∈ Pk−1 such that Qm[Rτ ](τ1) = 0 or 4 and
Qm[Rτ ](τj)+ Qm[Rτ ](τj+1) = 4, j ∈ {1, . . . , k− 1}, (23)
determined in practice by the inversion of a Vandermonde system. Next we consider the mapping
Fm,k : τ ∈ D −→
(
Qm[Rτ ]′(τ1), . . . ,Qm[Rτ ]′(τk)
)t∈ Rk.
Using Theorem3.2, it is clear that for the optimal Rm,k satisfies Rm,k = Rτ with Fm,k(τ ) = 0. In practice, we solve this equation
by using a Newton’s type method adapted to take into account the constraints τ1 > · · · > τk. We refer the reader to [13]
for more details on the algorithm.
This algorithm has been used to compute the optimal polynomials Rm,k with (m, k) varying from 1 to 8 (see Remark 4.1).
In Fig. 2 we show the corresponding values of αm,k.
• The first column confirms the behavior of αm,0 of Theorem 2.2. In the other columns, we still observe distinct behaviors
whenm is odd orm is even.
• We recover the result (19) by looking at the first line.More generally, we can check on each line thatαm,k increaseswith k.
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Fig. 2. Computed values of the first αm,k ’s.
a b
Fig. 3. (a) Ratio∆tm,m/∆t1,0 , (b) Ratio∆tm,m/∆tm,0 .
In Fig. 1(b), we plot the variations of αm,m as a function ofm and observe two parabolas (form odd andm even) which in
agreement with Theorem 3.3. Introducing the maximal time step for the scheme Sm,k
∆tm,k :=
(
αm,k
‖Ah‖
) 1
2
,
we plot in Fig. 3 the ratios∆tm,m/∆t1,0 (on the left) and∆tm,m/∆tm,0 (on the right). We can see that those quantities behave
approximately in a linear way, which is in agreement with Theorems 3.3 and 2.2. While the maximal time step for the
schemes Sm,0 remains boundedwhenm increases, it grows linearly for the schemes Sm,m. This implies that the gain in terms
of numerical cost when using Sm,m instead of Sm,0 will increase linearly withm (we remind that the diagonal scheme is only
twice as expensive per time step as the modified equation scheme).
Remark 4.1. In practice, to counterbalance the rounding errors we request the sequence Qm[Rτ ](τj), j ∈ {1, . . . , k − 1} to
equi-oscillate between the values ε and 4− ε (instead of 0 and 4) for a given ε > 0 small enough. In this way, the computed
pseudo-optimal polynomials will be tangent to the lines y = ε and y = 4− ε ensuring the stability under the CFL condition.
5. Validation of the method
On this section we validate the new schemes built on the previous sections. We consider the following model problem
inΩ = [−1, 1] × [−1, 1]∣∣∣∣∣∣
∂2u
∂t2
−∆u = 0, inΩ × [0, 8],
u = 0, on ∂Ω × [0, 8].
(24)
The initial conditions are chosen such that the exact solution is given by (we have 3 oscillations in the x direction and 4 in
the y direction)
u(x, y, t) = sin (3pi(x− 1)) cos (4pi(x− 1)) cos (5pi t) . (25)
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Fig. 4. (a) Error for (S1,0,Ah(2m, T lh )), (b) Error for (Sm,0,Ah(2m− 1, T lh )).
To validate the method we use a higher order Discontinuous Galerkin method for the discretization in space based on the
DG library Sledge++. More precisely, we rewrite (24) as a first order system introducing the auxiliary unknowns p = ∂u/∂t
and v = ∇u. We discretize that system using a discontinuous Galerkin method with central fluxes. Each component of the
solution will belong to the space (mth order polynomials)
Xmh :=
{
uh ∈ L2(Ω) such that uh|T ∈ Pm(T ),∀T ∈ Th
}
,
where Th is a conforming triangulation ofΩ . We then eliminate the vectorial unknown v obtaining a differential system of
the form (2)with a discrete operatorAh ≡ Ah(m, Th) that is positive and self-adjoint.We integrate in time this systemusing
the scheme Sm,k introduced on the previous sections with∆t = 0.95∆tm,k. The pseudo-optimal polynomials are computed
with ε = 10−5 in order to avoid instabilities coming from rounding errors (see Remark 4.1). The scheme is initialized by
taking u0h and u
1
h the interpolation of the exact solution (25) at times t = 0 and t = ∆t . The numerical scheme obtained for
the global discretization will be called (Sm,k,Ah(m, Th)).
To study the numerical rates of convergence we consider five (nested) structured triangular meshes T lh , l ∈ {1, . . . , 5}:
the square Ω is divided into uniform sub-squares that are divided into two triangles. The mesh T lh has 2
2l+1 triangles. We
will compare the exact solution with the discrete solution using the `∞([0, 8], L2(Ω)) norm (we observe the solution over
10 periods)
|||u− uh||| := sup
n∈{0,...,[8/∆t]}
(∫
Ω
|u(x, n∆t)− unh(x)|2dx
) 1
2
.
• On the first numerical experiment, we exhibit the importance of using higher order methods not only in space but also
in time. To do so, we compare the errors (plotted on Fig. 4 as a function of h in log–log scale) obtained with the scheme
(S1,0,Ah(2m, T lh )),m ∈ {1, . . . , 5} (i.e. a 2m order in space and second order in time scheme) with those obtained with
the schemes (Sm,0,Ah(2m−1, T lh )),m ∈ {1, . . . , 4} (i.e. the globally 2m order schemeprovided by themodified equation
approach without any further modification). In Fig. 4(a) the second order error coming from the time discretization
becomes predominant penalizing the global accuracy. The curves obtained in Fig. 4(b) indicate the higher order 2m
accuracy in space and time (we point out that the second order scheme is not in the convergence regime yet, even for
the finest mesh). Clearly, the higher order methods in space and time perform better. We point out that for a fixed mesh
the first family of methods is much more expensive that the second: the number of degrees of freedom in space is larger
and∆t is smaller.
• On the second numerical experiment, we compare the schemes provided by the modified equation approach with the
new schemes obtained through the optimization process. In Fig. 5(a) we plot the error as a function of h in log–log scale
for the schemes (Sm,m−1,Ah(2m−1, T lh )),m ∈ {1, . . . , 4} (we point out that form = 1we obtain the leap frog scheme).
We observe again the behavior of a 2m order method in space and time. Moreover, comparing Fig. 4(b) with Fig. 5(a) we
remark that the errors are comparable. In Fig. 5(b) we show the error for the schemes (S4,k,Ah(7, T lh )), k ∈ {0, . . . , 3}.
The errors for all values of k been comparable, we conclude that the modification allowing to optimize the CFL constant
do not perturb the accuracy. In terms of numerical cost, we point out that, even if the scheme (Sm,m−1,Ah(2m− 1, T lh ))
is almost twice as expensive per time step than the scheme (Sm,0,Ah(2m − 1, T lh )), it is globally less expensive since a
much larger∆t can be used (see Section 4 for more details).
Finally, we have selected the following five schemes (S4,k,Ah(7, T 3h )), k ∈ {0, . . . , 3} and (S1,0,Ah(10, T 5h )) in order
to compare their numerical cost on the previous numerical experiment. We point out that all of them provide a similar
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Fig. 5. (a) Error for (Sm,m−1,Ah(2m− 1, T lh )), (b) Error for (S4,k,Ah(7, T lh )).
Fig. 6. Computational time in seconds. The five methods provide a L2([0, 5], L2(Ω)) error (approximately) equal to 10−3 .
L2([0, 5], L2(Ω)) error, that is approximately equal to 10−3 (see Figs. 5(b) and 4(a)). As we can see in Fig. 6, using higher
order methods in both space and time is really advantageous when dealing with long time integration problems. We also
observe that the computational cost of the schemes (S4,k,Ah(7, T 3h )), k ∈ {0, . . . , 3} decreases with k. Even though, the
effective gain remains relatively modest for the value m = 4. It is easy to show that the theoretical computational gain of
the scheme Sm,k with respect to the scheme Sm,0 (the 2m order modified equation scheme) is given by
m
m+ k
√
αm,k
αm,0
,
formula that is coherent with the values in Fig. 6. In particular, when k = m, Theorems 3.3 and 2.2 show that this quantity
increases (asymptotically) linearly withm. We can thus expect a much better performance for larger values ofm.
Remark 5.1. In reference to Remark 4.1, we have realized that computing the optimal polynomialswith ε too small provides
optimal schemes that converge with the same order as those presented here but where the error is considerably larger. We
will study in forthcoming works if this behavior is due to numerical issues (rounding errors, . . . ) or due to the nature of the
numerical schemes themselves.
6. Conclusion
In this paper we have constructed, analyzed and tested new high order time discretizations for second order hyperbolic
problems. We believe that our results illustrate both, the theoretical and practical interest of these new schemes. However,
many questions such as the coupling of these methods with absorbing boundary conditions or PML’s or its extension to first
order hyperbolic systems has to be investigated in order to apply these methods to more realistic situations.
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