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Pri izdelavi kompozitnih izdelkov nastanejo zračni žepi, ki poslabšajo določene mehanske 
lastnosti kompozita. V nalogi je prikazan razvoj slikovnega sistema za pregledovanje 
kompozitnih izdelkov, ki vključuje osvetljevanje s strukturirano svetlobo, zajem slike 
osvetljene površine ter skeniranje izdelka. V nadaljevanju je zajet teoretični in eksperimentalni 
prikaz prepoznave zračnih žepov z uporabo konvolucijskih nevronskih mrež. Globoko učenje 
smo izvedli s pomočjo sistema YOLO, ki je namenjen prepoznavi objektov na slikah. Vsi 
pomožni programi za predobdelavo slik in ustvarjanje baze podatkov so bili razviti v 
programskem okolju Python. Končne uteži globokega učenja in delovanje zaznave zračnih 
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During the manufacture of composite products, air voids are formed which affect certain 
mechanical properties of the composite. This paper presents the development of an imaging 
system for viewing composite products, which includes structured light illumination, image 
acquisition of the illuminated surface, and scanning of the composite product. This is followed 
by a theoretical and experimental demonstration of air voids detection using convolutional 
neural networks. Deep learning was performed using the YOLO system, which is designed to 
recognize objects on images. All programs for image preprocessing and database generation 
were developed in the Python software environment. The final weights of the Deep Learning 
and the functioning of the air voids detection were then successfully tested on test images after 
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1.1 Ozadje problema: 
 
Sodobna industrija dandanes posega po nekovinskih materialih. Vedno bolj pogosta uporaba 
nekovinskih zmesi je vidna v avtomobilski, letalski in navtični industriji.  
Prisotnost nekovinskih komponent v sestavu ima veliko prednosti. Na trgu poznamo že več 
materialov, ki dosegajo lastnosti kovin, a imajo precej manjšo gostoto. Najbolj prepoznavna je 
uporaba ogljikovih oziroma karbonskih vlaken. Prepoznavna so predvsem po svojih mehanskih 
lastnostih, ki močno presegajo kovinske.  
Na področjih, kjer se ne potrebuje materialov s tako ekstremnimi mehanskimi lastnostmi, se 
uporablja druge kompozitne materiale, ki vseeno izkazujejo zelo dobre mehanske lastnosti. 
Problem nastane pri izdelavi kompozitnih izdelkov, saj se zaradi določenih proizvodnih metod 
pojavijo zračni žepi v materialu, ki negativno vplivajo na mehanske lastnosti. 
Pri nekaterih tehnologijah izdelave se pojavi nastanek zračnih žepov, ki zmanjšujejo gostoto 
materiala in povzročajo poroznost. Slednja neposredno vpliva na natezno trdnost, saj osnovni 
material kompozita na določenih odsekih ne nudi dodatne togosti. 
Kontrola kakovosti kompozitnih izdelkov s ciljem zaznave zračnih žepov običajno poteka 
vizualno ali s pomočjo ultrazvoka ter sodobnejših metod kot je optična koherentna tomografija 
(angl. OCT). Uporaba strojnega vida za kontrolo izdekov je dokaj enostavna, vendar pri 
zaznavi zračnih žepov kompozitne strukture zaradi njihove abstraknosti ne deluje dobro. Tu je 
možno iskati rešitev v smeri globokega učenja.  
Vpeljava strojnega vida v podobne procese je tako močno vplivala na razvoj pametnih kamer, 
ki podpirajo zajem in obdelavo slike v kratkem času znotraj kamere. Izhodni parametri 
omenjenih kamer tako niso slike temveč binarni signali, ki nam sporočajo rezultat vizualne 
kontrole. Pametne kamere ponujajo osnovna orodja kontrole kot so branje vzorca, štetje 
slikovnih elementov, svetlost in kontrast določene točke ter iskanje robov. Za problem 
prepoznave zračnih žepov osnovna orodja obdelave slik v pametnih kamerah ne zadostujejo. 
Potrebno je razviti namensko rešitev, ki je osnovana na konvolucijskih nevronskih mrežah za 






1.2 Cilji naloge 
 
Preprečitev nastanka večjih zračnih žepov je možna z boljšim in intenzivnejšim obvladovanjem 
proizvodnega procesa. Nastankom manjših zračnih žepov se običajno ne moremo izogniti. 
Izdelan kompozitni izdelek lahko vizualno pregledamo in lociramo manjše zračne žepe, ki so 
vidni pod delno prosojno površino. 
Osrednji cilj naloge je tako razvoj merilne metode za zaznavo zračnih žepov in njihovih 
lastnosti. Razvoj merilne metode bo temeljil na slikovnem sistemu, ki bo vključeval 
osvetljevanje s strukturirano svetlobo, zajem slike osvetljenega dela površine ter skeniranje 
določenega območja kompozitnega izdelka.  
Zaradi abstraktnosti zračnih žepov, ki jih želimo s pomočjo obdelave slik prepoznati, bo 
potrebno vzpostaviti sistem konvolucijske nevronske mreže. Osnova za razvijanje takega 
sistema predstavlja učna množica. Slednjo bo potrebno ustvariti s pomočjo slik površine 
kompozitnega izdelka in označevanjem posameznih zračnih žepov. 
Delovanje razvitega sistema želimo preizkusiti in ovrednotiti na realnih industrijskih izdelkih 
na katerih lahko opazimo podoben problem. Sistem mora pravilno klasificirati in prepoznati 




























Kompozit je material sestavljen iz dveh ali več komponent z različnimi kemičnimi in 
fizikalnimi lastnostmi, ki se jih optimalno izkorišča. V praksi se pogosto izdela material, ki bo 
na različnih delih imel različne lastnosti. Glavna značilnost kompozitov je, da ravno zaradi 
medsebojnih kombinacij različnih komponent njihove lastnosti presegajo lastnosti osnovnih 
materialov. Večinoma so sestavljeni iz osnovnega materiala (t.i. smole) in utrditvenega 
materiala (t.i. vlakna), ki poskrbi za dodatno togost in trdnost. 
Poznamo več vrst kompozitov. V strojni industriji se najpogosteje srečamo s polimernimi 
kompoziti. Večinoma so to duroplasti ali termoplasti ojačani z aramidnimi, steklenimi in 
ogljikovimi vlakni. Z omenjenimi armaturami povečamo mehanske lastnosti, elastični modul 
in temperaturno obstojnost.  
 
 
Slika 2.1 Tehnologije izdelave kompozitnih izdelkov 
 
Na sliki 2.1 imamo razčlenjene metode za izdelavo kompozitnih izdelkov. Izbira metode za 
idelavo določenega dela je vedno odvisna od uporabljenih materialov, zasnove dela in končne 
aplikacije. Med procesom izdelave tako nastanejo različne usmeritve vlaken v kompozitu 
predvsem pa se pojavijo anomalije v notranjosti kompozitnega izdelka. Slednje lahko 
nadzorujemo z vizualnim pregledom kompozita, v kolikor lastnosti materiala to dopuščajo [1]. 
 





2.2 Obdelava slike 
 
Vsako sliko sestavljajo slikovni elementi (angl. pixels). V kolikor imamo barvno sliko je vsak 
slikovni element kombinacija treh osnovnih barv. Te imenujemo pod-elementi (angl. sub-
pixels). Po standardu so slikovni elementi sestavljeni iz rdečega, zelenega in modrega segmenta 
(RGB) [2].  
Resolucija slike je podana neposredno preko števila slikovnih elementov v horizontalni in 
vertikalni smeri. Vedno je definirana preko širine in višine slike. Večja kot je resolucija slike, 
bolj razločna je podoba na sliki. Zmnožek števila slikovnih elementov predstavlja velikost 
slike. Podatkovna velikost slike se nanaša neposredno na število slikovnih elementov. 
Tipično je vsak slikovni element sestavljen iz 8-bitnega celega števila (angl. integer). Tako se 
lahko nahaja v 256 različnih stanjih. Ta stanja predstavljajo intenzivnost posamezne barve. V 
kolikor zavzema vrednost 0 je prikazan najtemnejši odtenek določene barve, medtem ko 
vrednost 255 predstavlja najsvetlejši odtenek barve. 
Za digitalne naprave je interpretacija slike drugačna. Vse grafično podprte naprave sliko vidijo 






𝑓(0,0)          𝑓(0,1)
𝑓(1,0)          𝑓(1,1)
         
⋯           𝑓(0,0)
⋯           𝑓(1,0)
𝑓(2,0) 𝑓(2,1)
⋮ ⋮
𝑓(𝑀 − 1,0) 𝑓(𝑀 − 1,1)
                  ⋯ 𝑓(2,0)
⋱ ⋯
𝑓(𝑀 − 1,2) 𝑓(𝑀 − 1, 𝑁 − 1))
 
 
.       (2.1) 
 
Srečamo se s štirimi različnimi tipi slik. Binarne slike so sestavljene iz črnih in belih slikovnih 
elementov. Črno-bele slike so sestavljene iz slikovnih elementov, ki zavzemajo vse vrednosti 
od 0 do 255. Navadne barvne slike so po navadi 8-bitne in tudi najbolj pogoste. Bolj 
kompleksnejšo verzijo za interpretacijo slike predstavljajo 16-bitne slike, kjer slikovni element 
lahko zavzema katerokoli vrednost od 0 do 65536 [2]. 
Osnovna interpretacija digitalne slike nam tako podaja temelj za razumevanje digitalne 
slikovne obdelave. Ta ni nič drugega kot manipulacija slik oz. slikovnih elementov s pomočjo 
digitalnega računalnika in nekaterih algoritmov. Za slikovno obdelavo je vedno zaželena 
izostrena slika in dobra definicija slikovnih elementov brez zamegljevanja, česar pri nekaterih 
aplikacijah ni mogoče doseči zaradi visoke globinske ostrine.  
Digitalna slikovna obdelava vpelje večdimenzionalne sisteme. Pri dekonvoluciji slike je vedno 
prisotnih več slojev. V kolikor želimo vpliv različnih faktorjev v končno sliko vključimo sloje 
različnih tipov slik. Namesto slojev R, G in B tako sestavimo sliko, ki vsebuje drugačne 
informacije in ne količino določene barve v specifičnem slikovnem elementu. Vse informacije 
dobimo z manipulacijo slike do določene stopnje. Za namen strojnega vida so tako 
najpogostejše osnovne morfološke transformacije [3]. 





2.2.1 Morfološke transformacije 
 
Teorija matematične morfologije se uporablja za analizo in procesiranje geometrijskih struktur 
na podlagi teorije množic, topologije, teorije mrež in naključnih funkcij. Osnovne funkcije kot 
so dilatacija (angl. dilation), erozija (angl. erosion), odpiranje (angl. opening) in zapiranje 




Slika 2.2 Primer uporabe morfoloških transformacij a) Erozija, b) Dilatacija, c) Odpiranje slike, d) 
Zapiranje slike, e) Morfološki gradient 
 
2.2.1.1 Erozija slike 
 
Erozija binarne slike poišče centre strukturnih elementov in njim pripadajoče robove. Vse 
robove pomakne proti centrom za določeno vrednost, kar je prikazano na Slika 2.2 Primer 
uporabe morfoloških transformacij a) Erozija, b) Dilatacija, c) Odpiranje slike, d) Zapiranje slike, e) 
Morfološki gradient pod oznako a). Ta je neposredno povezana z jakostjo erozije, ki jo na sliki 
želimo. 
 
Postopek lahko pojasnemo tudi v matematičnem izrazoslovju [5]: 
𝐴 ⊝ 𝐵 = {𝑧 ∈ 𝐸|𝐵𝑧 ⊆ 𝐴} ,       (2.2) 
 






a) b) c) 
d) e) 






2.2.1.2 Dilatacija slike 
 
Dilatacija slike je eroziji obratni proces. Na sliki se poišče centre posameznih strukturnih 
elementov s pripadajočimi robovi. Tokrat se robovom prišteje vrednost, ki je neposredno 
povezana z jakostjo želene dilatacije. Elementi na sliki se tako ojačajo, kot je prikazano na sliki 
2.2 pod oznako b). Dilatacija je definirana z operatorjem ⊕. 
 
Matematično lahko dilatacijo pojansemo z naslednjim obrazcem, kjer velja omeniti, da je 
dilatacija komutativni izračun [5]: 
 
𝐴 ⊕ 𝐵 = ⋃𝐴𝑏
𝑏∈𝐵
       (2.3) 
 
2.2.1.3 Odpiranje slike 
 
Odpiranje slike je kombinacija obeh postopkov erozije in dilatacije. Sprva so strukturni 
elementi podvrženi eroziji in nato dilataciji. Tako se znebimo t.i. šuma oziroma vseh manjših 
motenj na sliki, kot je vidno na sliki 2.2 pod oznako c). Jakost obeh postopkov je enaka. 
Operacija odpiranja je definirana z operatorjem ∘. 
 
Kombinacijo obeh postopkov tako zapišemo matematično [5]: 
𝐴 ∘ 𝐵 = (𝐴 ⊝ 𝐵) ⊕ 𝐵. (2.4) 
  
2.2.1.4 Zapiranje slike 
 
Zapiranje slike je postopek podoben odpiranju, le da je pri tem drugačen vrstni red operacij. 
Celoten strukturni element je sprva obdelan s postopkom erozije in nato dilatacije. V kolikor 
želimo ohraniti osnovno obliko osrednjega strukturnega elementa morata biti jakosti obeh 
postopkov enaki. Binarni sliki tako odstranimo motnje oziroma šum znotraj strukturnega 
elementa, kar je prikazano na sliki 2.2 pod oznako d). 
 
Matematični zapis zapiranja slike je podoben odpiranju z drugačnim vrstnim redom operacij. 
Operacija odpiranja je definirana z operatorjem • [5]: 
 
𝐴 • 𝐵 = (𝐴 ⊕ 𝐵) ⊝ 𝐵. (2.5) 
 
 






2.2.1.5 Morfološki gradient 
 
Razlika med erozijo in dilatacijo slike se imenuje morfološki gradient. Robovom osrednjega 
strukturnega elementa se prišteje vrednost, ki je povezana z jakostjo dilatacije in nato odšteje 
rezultat erozije, kar vidimo na sliki 2.2 pod oznako e). Omenjena jakost vpliva na končno 
debelino pasu, ki ga ustvari razlika. Debelina nam neposredno poda morfološki gradient. 
 
Za lažjo matematično predstavo si lahko pomagamo z enačbo [5]: 
𝐺(𝐵) = (𝐴 ⊕ 𝐵) ⊝ (𝐴 ⊝ 𝐵).       (2.6) 
  
2.2.2 Stiskanje slike 
 
Pri stiskanju slike govorimo o stiskanju podatkov digitalnih slik. Cilj procesa je zmanjševanje 
končnega obsega podatkov oziroma stroška shranjevanja slike. Algoritmi izkoriščajo vizualno 
zaznavanje in statistične lastnosti podatkov slike. Tako zagotovijo boljše rezultate v primerjavi 
z generičnimi metodami, ki se uporabljajo za stiskanje drugih digitalnih podatkov. 
Kompresija slike je lahko narejena na več načinov. Uporabimo lahko rezanje višje-frekvenčnih 
komponent, zmanjševanje barvnih komponent (angl. downsampling), kodiranje po metodi 
ponavljajočih vrednosti (angl. run length encoding) ali pa uporabimo kodiranje po Huffmanu.  
Slabost stiskanja slike je izguba določenih informacij v sliki. Pretirana stopnja kompresije 
lahko močno deformira originalno sliko, medtem ko najmanjša stopnja kompresije sploh ne 
poda opazne razlike med originalno in kompresirano sliko. Pri strojnem vidu vedno stremimo 
k minimalni kompresiji slike, da zajamemo čim večjo količino informacij. Uporablja se 
brezizgubno kodiranje, ki je nasprotje od izgubnega kodiranja. Končna kompresija nam vedno 
poda format slike in s tem način uporabljenega kodiranja. 
 
2.3 Obstoječe industrijske rešitve 
 
Nadzor kakovosti izdelkov na proizvodni liniji je ključen za obvladovanje in zagotavljanje 
ciljne kvalitete. Z razvojem industrije 4.0 se odpirajo različne možnosti za sprotni nadzor 
polizdelka v različnih fazah proizvodnje kot tudi različnih nastavitev in procesnih parametrov. 
Vizualna kontrola se ne uporablja le za nadzor kakovosti izdelkov temveč tudi za podajanje 
ocene delovanja različne opreme v proizvodnem obratu, kot so rezervoarji, tlačne posode, 
cevovodi in druga oprema [2]. 





Proces nadzora se odvija v rednih časovnih intervalih. Večkrat je bilo dokazano, da rezultat 
vizualnega pregleda odkrije večino skritih napak že med proizvodnjo. Dodatno k temu je 
priporočljivo na izhodu izdelovalnega procesa zagotoviti še dodatno redno vizualno kontrolo. 
Motivacija za uvedbo stroge kontrole kakovosti izdelave kompozitnih izdelkov izhaja iz 
potecialno visokih stroškov morebitnih napak, kot so izguba opreme, poškodbe, izguba stranke 
ali celo smrt zaposlenega. 
Človeško oko je sposobno zaznati tudi najmanjše napake, vendar se s časom in monotonostjo 
procesa ta sposobnost precej zmanjša. Zaradi naštetih dejavnikov je prišlo do vpeljave strojnih 
rešitev vizualne kontrole. Slednje nam zmanjšajo čas pregleda ter hkrati omogočajo doseganje 
višjih toleranc ob primernih pogojih. Pri vseh novodobnih rešitvah so prisotne kamere, bodisi 
pametne ali navadne s pripadajočim grafičnim vmesnikom, ki nam omogoča večjo fleksibilnost 
v kolikor na kamero namestimo ustrezen algoritem [2]. 
Pametne kamere zajemajo slike brez grafičnega vmesnika oz. zaslona, ki bi nam sliko 
prikazoval. Vsaka pametna kamera ima možnost razširitve za prikaz slike vendar za izvajanje 
vizualne kontrole tega ne potrebuje. Večina kamer zajema slike v sivinskem spektru. Temu 
primerno so predstavljena tudi možna orodja. Za aplikacije, kjer je potrebno pregledovanje 
določene barve se uporabi barvna kamera. Algoritmi pametnih kamer za iskanje vzorcev 
slonijo na teoriji prepoznavanja vzorcev (angl. pattern recognition). 
V primeru uporabe industrijskih kamer je potrebna vzpostavitev komunikacije med kamero in 
računalnikom, poleg tega pogosto potrebujemo še grafični vmesnik, ki vizualizira zajete slike 
in sam potek prepoznave vzorca ter statusa krmilnih signalov. Po vzpostavljeni komunikaciji 
kamere z drugimi komponentami potrebujemo še program za zajem slik in nadaljnje 
procesiranje (angl. image proccesing).  
 
2.3.1 Prepoznavanje vzorcev 
 
Pri prepoznavanju vzorca je ključni cilj klasifikacija objektov v kategorije ali razrede. Objekti 
so lahko različni vzorci, slike ali kakršnekoli podobne oblike meritev, ki se jih lahko klasificira 
[6].  
Običajno se objekte oziroma vzorce kategorizira glede na vrsto učnega postopka, s katerim se 
generira izhodne vrednosti. V praksi poznamo nadzorovano učenje (angl. supervised learning), 
ki temelji na podanem nizu vhodnih podatkov. Vsi podatki izhajajo iz nabora primerov, ki se 
nanašajo na kasnejšo uporabo v aplikaciji. Podatke primerno označimo ter s tem podamo 
pravilni izhod oz. rezultat, ki ga od omenjenga algoritma pričakujemo. Nasprotje od 
nadzorovanega učenja predstavlja nenadzorovano učenje (angl. unsupervised learning), pri 
katerem podatkov ne označimo. Algoritem v njih poskuša prepoznati določene vzorce in si 
tako sam ustvarja bazo primerov s katero nam nato podaja izhode oz. rezultate. Na področju 
prepoznavanja vzorcev se je razvila tudi kombinacija obeh omenjenih metod (angl. semi-
supervised learning), kjer se za primere uporablja označene in neoznačene podatke. Označeni 





podatki predstavljajo le inicialno znanje algoritma za preizkušanje le tega na neoznačenih 
podatkih [7]. 
2.3.1.1 Verjetnostni klasifikatorji 
 
Številne običajne metode za prepoznavanje vzorcev so verjetnostne narave, saj s pomočjo 
statističnega sklepanja poiščejo najbolj primeren izhod za dani primer. Druge metode izpišejo 
še verjetnost oz. verodostojnost podanega rezultata. Največkrat izpišejo tudi ostale najboljše 
rezultate s pripadajočimi verodostojnostmi [8]. 
Verodostojnost danega rezultata najlažje pojasnemo z verjetnostnimi klasifikatorji, kjer se 
matematično gledano vzorcu x dodeli oznako razreda ŷ. Vzorci prihajajo iz nabora podatkov 
X, medtem ko končne oznake tvorijo nabor rezultatov Y. Za izpis verjetnosti se uporablja [8]: 
 
ŷ = argmax𝑦 P(𝑌 = 𝑦|𝑋) . 
 
(3.1) 
Verodostojnost rezultatov se izpisuje že med postopkom globokega učenja in nam tako skupaj 
z napako sproti podaja informacije o verodostojnosti celotnega modela. 
 
2.3.1.2 Globoko učenje 
 
Temelj za izvajanje algoritma prepoznavanja vzorca predstavlja t.i. globoko učenje (angl. deep 
learning). Modelu posredujemo vhodne parametre in pričakujemo, da nam poda pravilne 
oznake oziroma rezultate.  
Omenjeno nadzorovano in nenadzorovano učenje se neposredno nanaša na teorijo globokega 
učenja. Gre za področje umetne inteligence, pri kateri obravnavamo večslojne nevronske 
mreže. Zaradi večjega števila slojev mreže dobimo izraz »globoko učenje«. 
Celotna problematika v uvodu razložene tematike temelji na implementaciji globokega učenja 















2.4 Splošno o nevronskih mrežah 
 
Nevronske mreže nam podajajo osnovno povezavo med odzivom sistema in podanimi 
vhodnimi parametri. V grobem lahko govorimo o povezavi vhodnih parametrov z izhodnimi. 
Poznamo več različnih vrst nevronskih mrež, ki se razlikujejo po svoji arhitekturi. Vsaka je 
prilagojena uporabi na različnih aplikacijah. Za globoko učenje se v praksi večinoma uporablja 
preproste umetne nevronske mreže [9]. 
 
2.4.1 Arhitektura nevronskih mrež 
 
Nevronske mreže so navadno sestavljene iz vhodnega, izhodnega in skritega nivoja, kot je 
prikazano na sliki 2.3. Skritih nivojev je lahko več. Vsak posamezen skriti nivo je sestavljen iz 
poljubnega števila nevronov. Število nevronov na vhodnem nivoju je enako številu atributov, 
medtem ko je število nevronov na izhodnem nivoju enako številu vseh razredov pri klasifikaciji 
in enega pri regresiji. Izhodni nevron vedno poda oceno regresijske spremenljivke [9].  
 
 
Slika 2.3 Diagram troslojne nevronske mreže 
 
Izhod je preko skritega nivoja  povezan z vhodnimi parametri preko sinaps. Vsaka povezava 
ima svojo utež (𝑾𝒊𝒋
𝒎). Krogi ponazarjajo posamezen nevron. Tako imamo predstavljeno 
nevronsko mrežo z enim skritim nivojem s posameznimi nevroni (𝑽𝒊
𝒎−𝟏), tremi nevroni na 
vhodu in enim (𝑽𝒊
𝒎) na izhodu [10]. 
 





Algoritem učenja deluje za vsako 𝑀 + 1 nivojsko nevronsko mrežo po zaslugi verižnega 
pravila diferenciacije. 
V prvem koraku se naključno določi vrednosti vseh uteži. Vhodnemu nivoju (𝑚 = 0) podamo 
vhodni vektor I  in pričakovan izhodni vektor 𝑶, tako, da velja 𝑽𝟎 = 𝑰 [10]. 
 
Za vse ostale sloje (𝑚 = 1,…𝑀) se izvede naslednji preračun [10]: 
 
𝑉𝑖




) , (4.1) 
 
kjer 𝑊𝑖𝑗
𝑚 predstavlja utež določene povezave med 𝑉𝑖𝑗
𝑚 in 𝑉𝑖
𝑚. Pri izrazu je uporabljena 





 , (4.2) 
 
kjer 𝜃 predstavlja vrednost pristranskosti (angl. bias value). Ta podatek je vrednost, ki jo 
nevron sam doda že uteženi vsoti. Omenjena aktivacijska funkcija ima definicijsko območje 
definirano za vsa realna števila in zalogo vrednosti na odprtem intervalu (0, 1). 




















V zadnjem koraku se prilagaja vse uteži v mreži. Preračun omogoča enačba [10]: 
 
𝑤𝑖𝑗






kjer parameter 𝜂 predstavlja parameter pridobitve. 
Postopek se ciklično ponavlja s prehodom na enačbo 4.3. Prilagajanje uteži oziroma t.i. 
globoko učenje poteka toliko časa, dokler nismo zadovoljni z napako 𝛿 na izhodu.  





2.4.2 Gradientni spust 
 
Za nadzorovano učenje nevronskih mrež se uporablja algoritem imenovan gradientni spust 
(angl. gradient descent). Slednji minimizira napako v ciklu in hkrati maksimizira 
klasifikacijsko točnost. Uporablja se za optimizacijo pri več vrstah matematičnih modeliranj, 
predvsem pri strojnem učenju [10].  
Gradientni spust uvršačmo med iterativne algoritme prvega reda za iskanje minimuma 
diferenciabilne funkcije. Govorimo o gradientskem vektorju, ki kaže v smeri vzpona funkcije 
















kjer n ponazarja število vseh spremenljivk funkcije 𝑓( ). 
Algoritem vedno deluje v nasprotni smeri kazanja. Zaradi usmerjenosti gradienta proti smeri 
vzpona funkcije, ta deluje proti smeri največjega padanja funkcije. Posledično tako dosežemo 
lokalni minimum. 
Za strojno učenje tako uporabimo algoritem gradientnega spusta pri računanju napake, ki je 













kjer pomen simbolov iz prejšnjega poglavja ostane enak. Gradient tako izračunamo s 



























]  (4.8) 
 
Za izračun gradienta tako iteriramo skozi naš nabor podatkov z uporabo novih vrednosti 
pristranskosti 𝜃 in uteži 𝑤𝑖
𝑚, da izračunamo vrednosti parcialnih odvodov. Izračunani gradient 
nam poda naklon naše funkcije napake v trenutni točki. Velikost enega koraka izračuna 
imenujemo tudi stopnja učenja (angl. learning rate) [10]. 
V praksi se lahko  nevronska mreža ujame v lokalni minimum. Tukaj nastopi uporaba 
gradientnega spusta z momentom. Funkcija napake ima lahko lokalni minimum v katerega se 
gradient ujame. Posledično iterira v neskončnost in prestopa med dvema pobočjima funkcije. 





Z uporabo momenta nadgradimo gradientni spust tako, da vanj vključimo parameter λm 
(stopnja momenta). Ta vključuje majhen delež vseh prejšnjih gradientov. Ko pridemo do 
prvega pobočja funkcije gradient po pravilih obrne smer, a zaradi velikega momenta še vedno 
potujemo v prvotni smeri. Omenjena metoda nam tako omogoča, da zapustimo lokalni 
minimum. 
 
2.5 Globoka konvolucijska nevronska mreža za dekonvolucijo 
slike 
 
Velika večina osnovnih slikovno povezanih problemov vključuje dekonvolucijska orodja, saj 
v praksi algoritmi težko obdelajo model do stopnje, ko bi le ta bil v skladu z linearnim 
konvolucijskim modelom. Vzrok za neskladja so tako kompresija slike, nasičenost, šum 
kamere itd. Rešitev je tako vzpostavitev povezave med tradicionalno strukturo, ki temelji na 
optimizaciji in arhitekturo nevronske mreže [11]. 
V aplikacijah kjer se zajema slike s kamerami so tako zgoraj naštete lastnosti praktično 
neizogibne. Ena od možnosti za odstranitev teh lastnosti je uporaba generativnih modelov, ki 
so bili ustvarjeni ob močnih predpostavkah, kar morda ne velja za slike zajete z naše strani. 
Tako uporabimo konvolucijsko nevronsko mrežo (CNN). Slednja od nas ne zahteva 
predpriprave slike za razliko od ostalih bolj konvencionalnih pristopov. Ravno zaradi naštetih 
motečih lastnosti pri zajemu slike je učenje parametrov take mreže precej bolj zahtevno [11]. 
 
2.5.1 Konvolucija v matematičnem okolju 
 
Konvolucija v matematiki predstavlja operacijo za povezovanje dveh funkcij. Povezujemo 
funkciji I(x), ki predstavlja vidno polje in g(x), ki predstavlja filter. Rezultat je tako funkcija 
IG(x), ki je pravzaprav transformiranka funkcije I(x) z vsebovanim filtrom g(x). Matematično 
povezavo razložimo z naslednjo enačbo [12]: 
 
𝐼𝐺(𝑥) = 𝑔(𝑥) ∙ 𝐼(𝑥) =  ∫ 𝑔(𝑢)
+∞
−∞
∙  𝐼(𝑥 − 𝑢)𝑑𝑢 (5.1) 
 
oz. v diskretnem prostoru lahko trdimo [12]:  
𝐼𝐺(𝑥) = 𝑔(𝑥) ∙ 𝐼(𝑥) =  ∑ 𝑔(𝑢)
+∞
𝑢=−∞
∙  𝐼(𝑥 − 𝑢)𝑑𝑢 . 
 
(5.2) 





Filter je vedno prilagodljiv. Opišemo ga z velikostjo in standardnim odklonom. Prikažemo ga 
lahko z matriko. Za opis celotnega postopka uporabe konvolucije na določenih vhodnih 
parametrih si pomagamo s sliko 2.4. 
 
 
Slika 2.4 Uporaba filtra na vhodnih parametrih 
 
2.5.2 Arhitektura konvolucijske nevronske mreže 
 
Za pojasnjevanje arhitekture konvolucijske nevronske mreže si pomagamo z razlago pod 
poglavjem 2.4.1 in uporabo psevdo inverznih jeder (angl. pseudo inverse kernels). Upoštevamo 
preprost model linearnega zamegljevanja [11]:  
 
𝑦 = 𝑥 ∙ 𝑘, (5.3) 
 
kjer lahko prostorsko konvolucijo pretvorimo v množenje frekvenčnega področja [11]: 
 
ℱ(𝑦) = ℱ(𝑥) ∙ ℱ(𝑘). (5.4) 
 
Z oznako ℱ( ) označujemo diskretno Fourierjevo transformacijo (DFT). Tako lahko 
pojasnemo vrednost x [11]: 
 
𝑥 =  ℱ−1 (
ℱ(𝑦)
ℱ(𝑘)
) = ℱ−1 (
1
ℱ(𝑘)
) ∙ 𝑦, (5.5) 
 
kjer je ℱ−1 inverzna fourierjeva transformacija. Tako smo napisali rešitev za vrednost x v obliki 
prostorske konvolucije s filtrom ℱ−1 (
1
ℱ(𝑘)
). Filter je v tem primeru pravzaprav ponavljajoči 
signal. S povečanjem šuma se prilagajajo pogoji za regularizacijo, da se izognemo deljenju z 
vrednostjo 0. 
 





Klasična Wienerjeva dekonvolucija tako uporabi Tikhonov regulator. Izraz za Wienerjevo 
dekonvolucjo je tako izražen kot [11]: 
 








}) ∙ 𝑦 = 𝑘† ∙ 𝑦, (5.6) 
 
kjer je SNR razmerje signala proti velikosti šuma (angl. signal to noise ratio). S simbolom 𝑘† 
smo označili psevdo inverzen filter [11]. 
 
2.5.2.1 Ločljivost filtrov 
 
Pri vpeljavi psevdo inverznega filtra v konvolucijsko mrežo smo upoštevali teorem o ločljivosti 
filtrov. Mreža tako postane bolj izrazita pri prilagajanju nelinearnosti in uporabi več dimenzij. 
Primerna ločljivost filtra je dosežena s pomočjo razčlenitve posamezne vrednosti (angl. 
singular value decomposition – SVD). Filtre (matrike) označujemo z vrednostmi U in V. 
Posamezno vrednost v filtru označimo z 𝑢𝑗  in 𝑣𝑗 , medtem ko j-to singularno vrednost podamo 
z oznako 𝑠𝑗. Z upoštevanjem enačbe 5.6 tako zapišemo enakost [11]: 
 




∙ 𝑦) (5.7) 
 
Zgornja enačba tako dokazuje, da je 2D konvolucijo mogoče šteti kot sešteto vsoto posameznih 
1D filtrov s pripadajočimi utežmi. V praksi lahko tako vrednost 𝑘† opišemo z majhnim 
številom filtrov, saj izločimo vse vrednosti 𝑠𝑗, ki so zanemarljivo majhne. Z omenjenim 

















3.1 Merilna metoda 
 
Uporabljena merilna metoda je bila podobna laserski triangulaciji. Z lasersko svetlobo smo 
osvetljevali površino kompozitnega izdelka. Izbira črtnega laserja nam je omogočila 
opazovanje širšega območja površine, kjer se laserska svetloba difuzno odbije v prostor in 
notranjost kompozitnega izdelka. Ob delni prosojnosti osnovnega materiala kompozita tako 
svetloba doseže zračne žepe. Slednji postanejo zaradi osvetljevanja z močno svetlobo krepko 
vidni.  
Na območju, kjer je laserska svetloba neposredno pronicala v notranjost kompozita je bila 
prisotna svetlobna nasičenost. Nas je zanimala okolica omenjenega območja, kjer smo med 
meritvami opazili zračne žepe različnih oblik in velikosti. Opazili smo, da se zračni žepi ne 
nahajajo na enakih globinah. V globoko učenje smo tako vključili klasifikacijo zračnih žepov, 
ki se razlikujejo po velikosti in se nahajajo na različni globini.  
Definicija globine zražnih žepov z uporabo razvitega sistema ni bila možna. Tega smo nato 
dodelali s stereo vidom s katerim bi bilo možno izračunati dispariteto in posledično določiti 
globino posameznega zračnega žepa.  
Izhodišče za razvoj slikovnega sistema, ki je zadostoval našim potrebam prikazuje slika 3.1. 
Za lažje razumevanje smo uporabili terminologijo triangulacije. Vir laserske svetlobe in 
kamera sta bila na našem sistemu postavljena pod kotom, ki smo ga imenovali triangulacijski 







Slika 3.1 Laserska triangulacija 
 
Za delovanje sistema smo morali zagotoviti temu primeren odboj svetlobe na površini. Odboj 
je lahko difuzen, kjer se vpadli žarek odbije v vse smeri prostora.  Pri zrcalnem odboju imamo  
namreč čisto, bleščečo zrcalno površino, kjer je vpadni kot enak odbitemu kotu. Svetloba tako 
ne bi pronicala v notranjost kompozita.  V našem primeru imamo difuzni odboj, kjer zaradi 
loma svetlobe postanejo vidni bližnji zračni žepi .  
Pri postopku osvetljevanja in zajemanja slik smo bili pozorni na nelinearnost sistema in optične 
popačitve. Zaradi tega je bila potrebna programska nastavitev sistema. S pomočjo programske 
opreme kamere smo lahko spreminjali izpostavljenost senzorja (angl. exposure). S 
spreminjanjem zaslonke objektiva smo lahko spreminjali globinsko ostrino. Vse slike, ki smo 















Preizkuševališče so sestavljali glavno ogrodje na katerega je bil pritrjen pomičen nosilec s 
kamero in laserjem. Sistem je prikazan na sliki 3.2. Linearen pomik sistema kamere z laserjem 
smo zagotavili s koračnim motorjem, ki se je s pomočjo zobatega jermena in navojnega vretena 
vertikalno premikal glede na glavno ogrodje. 
Pomični del je bil sestavljen iz ALU profilov povezanih s pripadajočimi kotniki. Sistem kamere 
z laserjem je moral biti fleksibilen za lažje spreminjanje in določanje triangulacijskega kota. 
Os laserja je bila za namene določanja triangulacijskega kota strogo vzporedna s horizontalno 
ravnino sistema. Nosilec na katerem je bila nameščena kamera je bil zasukan za določen kot. 
Slednji je bil enak vrednosti triangulacijskega kota. 
Vse skupaj smo krmilili s pomočjo osebnega računalnika, kjer smo imeli nameščeno 




















Širina vidnega polja je znašala 80 mm. Višino smo poljubno definirali v programu za zajemanje 
slik. Debelina kompozitnega kosa na območju skeniranja je znašala približno 9 mm. 
Kompozitni kos, ki je prikazan na sliki 3.3 je bil narejen s pomočjo vakuumske vreče, kjer se 
je v prostor z vlakni brizgalo smolo na drugem koncu pa odsesavalo zrak in tako doseglo 
podtlak.  
Na kompozitnem kosu so bile prisotne raze in naknadne obdelave, ki so bile uporabljene za 
namene drugih testiranj. Vse ostale anomalije na kompozitnem kosu smo kasneje za lažje 

















3.3 Stereo vid 
 
Obstoječemu sistemu smo za namen končne analize želeli izboljšati zaznavo globine in jo 
ovrednotiti. Z obdelavo zajetih slik to ni bilo mogoče, saj nikjer nismo imeli podane 
informacije o dejanski globini zračnih žepov. Informacijo o globini bi tako lahko dobili z 
dvema slikama istega območja zajetima pod različnim zornim kotom.  
Okolje, ki ga dojemamo z očmi je 3-dimenzionalno. S stereo vidom zaznamo globino s širino 
in višino. Intuituvno se naučimo ekstrapolirati tridemenzionalno okolje z dvema različnima 
dvodimenzionalnima slikama, ki jih preko oči prenesemo v možgane. Če želimo tehniko 
zaznavanja globine prenesti na področje kamer si lahko pomagamo z lasersko triangulacijo.  
Stereovid omogoča zaznavanje globine in tridimenzionalne strukture. Uporablja različne 
učinke in metode za zaznavanje prostorske geometrije. Predmeti v bližini so večji, svetlejši in 
bolj podrobni kot oddaljeni predmeti. Velikost objektov v prostoru ali gibanje paralakse se 
lahko zazna z enim sprejemnikom, medtem ko zaznavanje prostora in tridimenzionalne 
strukture zahteva dva sprejemnika informacij.  
Sistem smo tako v naslednjem koraku dodelali z implementacijo stereo vida. Uporabili smo 
princip ene kamere z dvema ogledaloma. Osnovali smo sistem, kjer smo pred objektiv kamere 
namestili dve prizmi in tako simulirali stereo vid. Shematska postavitev sistema simulacije 
stereovida je prikazana na sliki 3.4. 
 
 
Slika 3.4 Stereovid z eno kamero in dodatno optiko 
 
Pogoj za stereo vid sta tako dve sliki istega prostora z različnega zornega kota in dve enaki leči. 
S prikazano postavitvijo se dobi občutek globine, kar se lahko koristi za izračune relativnih 







Slika 3.5 Konfiguracija aktivnega stereo vida 
 
S prikazane slike 3.5 lahko razberemo podobna trikotnika. Za lažjo razlago teorije izračuna 
podobnih trikotnikov sistem poenostavimo. Poenostavitev je prikazana na sliki 3.6, kjer imamo 
prisotnih več podobnih tikotnikov. Za interpretacijo vzamemo podobna trikotnika P'ZG in 
P0'GZ. Pri izračunih si lahko pomagamo s teorijo podobnih trikotnikov. 
 
Slika 3.6 Shema podobnih trikotnikov 
 
Naš sistem za zajem slike stereo vida uporablja dodatno optiko. Oba ogledala horizontalno 
ločita delovno območje kamere v dve sekciji. Prizmi nato pogled preneseta v kamero. Vsi 
opisani elementi niso nameščeni pravokotno na os glavne kamere, zato lahko pride do zamika 
posameznega pogleda. Na ogledala smo tako namestili dodatne vijake s katerimi smo 
nastavljali kot odboja.  
Rezultat našega sistema je tako predstavljal simulacijo dveh virtualnih kamer. Z novim 












Različni načini osvetljevanja omogočajo opazovanje različnih geometrij in geometrijskih 
vzorcev. Konfiguracija osvetlitve neposredno vpliva na končno procesiranje slike na osebnem 
računalniku. Z določenimi koti osvetlitve in postavitvami lahko poudarimo določene oblike 
objekta, ki jih želimo opazovati. V praksi je poznanih več načinov osvetljevanja.  Poznamo 
osvetlitev v osi, osvetlitev pod kotom, osvetlitev od zadaj in osvetlitev, ki je pravokotna glede 
na smer opazovanja. 
Za izbiro načina osvetljevanja moramo poznati odboj svetlobe svetlobe na površini 
opazovanega objekta. Upoštevamo Lambertov model odboja svetlobe, ki enači količino prejete 
svetlobe z vsoto difuzivne odbite svetlobe, zrcalno odbite svetlobe, absorobirane svetlobe in 
transmisivne svetlobe. Posledično moramo poznati tudi površinske lastnosti objekta kot sta 
barva in hrapavost.  
Objekt se lahko osvetljuje z različnimi barvnimi spektri. Osvetljujemo ga lahko z belo svetlobo, 
pozameznimi barvami RGB spektra ali pa monokromatsko svetlobo, za katero velja, da je 
valovna dolžina konstantna (laser). 
Kos  smo osvetljevali z linijskim laserjem podjetja Osela, ki je prikazan na sliki 3.8. Laserska 
svetloba se je na prehodu v material širila v več smeri, kar nam je omogočalo vpogled v 







Preglednica 3.1 Specifikacije  Laserja SL-450-100 [14] 
Moč diode [mW] 500 
Valovna dolžina [nm] 450 
Toleranca valovne dolžine [nm] +10/-10 
Tok delovanja [mA] (*25°C 5V) 100 
 
 
Slika 3.8 Laser SL-450-100. Povzeto po [14] 
3.3.1.2 Zajem slike 
 
Zajemanje slike opazovanega objekta je ključnega pomena saj nam postavi temelje za nadaljnje 
raziskovanje in končno ekspertizo. Način zajemanja definiramo preko zgradbe slikovnega 
sistema prikazanega na sliki 3.9. Parametri sistema morajo biti strogo definirani in opisani, saj 
le tako lahko prepoznamo možna odstopanja in napake pri prikazovanju digitalizirane slike. 







Slika 3.9 Zgradba splošnega slikovnega sistema 
Osvetlitev 







Za opazovanje objekta v prostoru potrebujemo osvetlitev. Pri strojnem vidu ne zadostuje 
osvelitev dnevne svetlobe temveč dodaten svetlobni vir. Z žarki svetlobe tako obstreljujemo 
opazovan objekt na katerem imamo prisoten difuzni odboj. Žarki se tako odbijajo v vse možne 
strani v prostoru, ki jih lahko popišemo z odbojnim kotom. Nekaj žarkov se odbije proti optiki 
kamere.  
Optični del kamere skupaj z osvetlitvijo predstavlja primarno zaznavalo slikovnega sistema. 
Skozi lečo kamere pronicajo žarki po načelih geometrijske optike. Pozicija leče je vedno 
definirana glede na razdaljo do sekundarnega zaznavala. S spreminjanjem te razdalje vplivamo 
na lokacijo goriščne točke.  
Sekundarno zaznavalo (CCD, CMOS) digiralizira sliko in pošlje prejete signale naprej na 
modifikacijske module. Slednji omogočajo razne ojačitve, filtre, spreminjanje časa osvetlitve 
itd. Vsi modifikacijski moduli so krmiljeni preko osebnega računalnika na katerega preko 
povezave prenesemo zajete in modificirane signale. Potovanje signala od sekundarnega 
zaznavala do končnega prikaza na zaslonu osebnega računalnika predstavlja električni del 
slikovnega sistema. 
Za zajemanje slike smo uporabili kamero proizvajalca The Imaging Source, ki je vidna na sliki 
3.10. Na kamero smo namestili dodatni fotografski objektiv Pentacon f1/8 – 50 mm. Dodatne 
specifikacije kamere se nahajajo v preglednici 3.2. 
 
 
Slika 3.10 Uporabljena kamera DMK 33GX174. Povzeto po [15] 
 
Preglednica 3.2 Specifikacije kamere The Imaging Source DMK 33GX174 [15] 
Dinamični razpon (bit) 12 
Resolucija 1920 x 1200 (2.3MP) 
Hitrost sličic (FPS) 50 
Izhodni format 8,12,16-bit (enobarvna) 
Tip senzorja CMOS Pregius 
Velikost slikovnega elementa (µm) 5.86 x 5.86 






3.3.1.3 Programska oprema 
 
Za krmiljenje koračnih motorjev smo si pomagali s programsko opremo Universal GCode 
Sender – UGS. Generirali smo G kodo, ki je translatorno premikala sistem laserja s kamero po 
vertikalni osi.  
Za zajem slike smo uporablili programsko opremo IC Capture, kjer je mogoče nastavljati 
parametre kot so ISO vrednost in osvetlitveni čas. Z omenjenima parametroma smo lahko v 
kombinaciji z zapiranjem in odpiranjem zaslonke ter nastavljanjem globinske ostrine dobili 
željeno podobo.  
 
3.4 Skeniranje površine 
 
Omenjen način zajemanja slik je zahteval dodatno obdelavo. S skeniranjem površine smo 
dobili videoposnetek pomikanja laserske črte po kompozitnem izdelku. Videoposnetek smo 
nato pretvorili v množico večih slik, sestavljen iz območij opazovanja, ki so definirani pod 
sliko 3.11. Zlaganje posameznih delov videoposnetka nam je tako podalo končno skenirano 








Slika 3.11 Način zajemanja posameznih segmentov 
 
Oddaljenost segmenta od laserske črte smo določili sami. Na območju tik ob laserski črti je 
bila prisotna svetlobna nasičenost, medtem ko je bila na oddaljenem območju jakost svetlobe 
že zelo slaba. Primer prikazuje slika 3.12 Na obeh območjih smo imeli veliko izgubo 
informacij. Posledično smo oddaljenost segmenta določili glede na vidno prisotnost 
posameznih lastnosti zračnih žepov. 
 
 








Slika 3.12 Primer zajete slike 
 
Z danimi nastavitvami smo tako dobili celoten spekter slik. Primer množice zaporednih slik se 
nahaja na sliki 3.13. 
 
 
Slika 3.13 Množica zaporednih slik 
 
3.5 Izdelava učne množice 
 
Pred zagonom globokega učenja je bila potrebna izdelava učne množice, na osnovi katere se 
je kasneje oblikovala konvolucijska nevronska mreža. Za potrebe globokega učenja je potrebna 
večja učna množica. Uporaba skromne učne množice rezultira v končnem označevanju s slabo 
zanesljivostjo ali celo napačno klasifikacijo. Večji nabor slik s pripadajočimi oznakami nam je 
tako omogočal večjo zanesljivost rezultatov. 
Za izdelavo učne množice smo uporabili zajete slike. Vsaki sliki smo dodali besedilno 
datoteko, kjer so se nahajali podatki o oznakah. Za lažjo prepoznavo območja interesa smo 
uporabili morfološke transformacije. 
 
3.5.1 Označevanje slik 
 
Na slikah so bile prisotne različne anomalije. Za klasifikacijo različnih zračnih žepov smo 
uvedli razrede (angl. classes). Za vsako sliko smo ustvarili tabelo (Preglednica 3.3), kjer smo 
vnesli parametre, ki smo jih kasneje potrebovali pri globokem učenju. Za hitrejše in lažje 
ustvarjanje tabel smo napisali program v programskem okolju Python, ki je ustvaril besedilno 





Preglednica 3.3 Primer pripadajoče tabele 
Razred Lokacija X Lokacija Y Širina X Višina Y 
1 X1 Y1 XX1 YY1 
2 X2 Y2 XX2 YY2 
3 X3 Y3 XX3 YY3 
4 X4 Y4 XX4 YY4 
Glede na zajete slike smo definirali štiri različne razrede: 
• Manjši površinski zračni žep – 1: 
o Relativna širina X: 0,01 – 0,06 
o Relativna višina Y: 0,03 – 0,11 
• Večji površinski zračni žep – 2 
o Relativna širina X: 0,1 – 0,5 
o Relativna višina Y: 0,1 – 0,3 
• Manjši globinski zračni žep – 3 
o Relativna širina X: 0,01 – 0,6 
o Relativna višina Y: 0,01 – 0,08 
• Večji globinski zračni žep – 4 
o Relativna širina X: 0,1 – 0, 6 
o Relativna višina Y: 0,1 – 0,4 
V napisanem programu smo naredili pripomoček s katerim lahko obkrožimo zračni žep ter mu 
dodelimo razred. Postopek lahko pojasnemo s sliko 3.13 in korelacijskimi parametri iz 
preglednice 3.3.  
 
 
Slika 3.14 Primer označevanja slike 
 
Vsi parametri so podani relativno glede na širino oziroma višino slike. Osnovna enota za 
podajanje velikosti označevalnega pravokotnika je definirana kot razmerje med velikostjo slike 








3.5.2 Uporaba morfoloških transformacij 
 
Pri definiciji razredov smo se zanašali na določitev tipa zračnega žepa s prostim očesom. V 
program za notiranje slik smo vključili knjižnice programskih funkcij OpenCV (angl. Open 
Source Computer Vision Library). Ta nam je omogočila precej svobode pri procesiranju in 
obdelavi slik ter hkrati pospešila proces globokega učenja.  
Knjižnica vsebuje vse omenjene morfološke transformacije, ki so pojasnjene pod poglavjem 
2.4.1. Za lažje klasificiranje zračnih žepov slike transformiramo z morfologijami, ki lahko 
poudarijo določene lastnosti. Uporabili smo kombinacijo različnih morfologij, da smo iz slike 
izluščili zasenčene dele anomalij, ki jih vsebujejo površinski zračni žepi. Tako smo iz prvotne 
zajete slike dobili binarno sliko, ki nam je olajšala označevanje slik. Primer uporabe 
morfologije je prikazan na sliki 3.14. 
 
Slika 3.15 Implementacija morfološke transformacije na površinskem zračnem žepu 
 
Omeniti velja, da nam uporaba morfoloških transformacij ni podala dejanske globine zračnih 
mehurjev. Pomagala nam je poiskati željene kontraste na slikah, da smo lažje označili zračne 
žepe istega razreda. Za kasnejše globoko učenje je pomembno, da je označevanje slik zelo 
natančno in jasno definirano, saj le tako dosežemo primerne in zanseljive rezultate. 
 
3.6 Globoko učenje s sistemom YOLO 
 
3.6.1 YOLO sistem 
 
Sistem YOLO (angl. You Only Look Once) je sistem, ki je bil razvit za namene zaznavanja in 
klasificiranja objektov v realnem času. YOLO detektira objekte na videoposnetkih v zelo 
kratkih časih in precejšnjo natančnostjo. Deluje na podlagi konvolucijskega nevronskega 
omrežja. Sistem je uporabniku prijazen in primeren za treniranje modela na poljubnih objektih. 
Temelji na uporabi odprtokodne knjižnice za globoko učenje Keras in že omenjenih knjižnic 
OpenCV. V primerjavi z drugimi metodami sistem YOLO dosega najvišje vrednosti povprečne 







Že samo ime sistema YOLO nam sugerira število obdelav ene slike. Vhodne slike so obdelane 
s konvolucijsko nevronsko mrežo le enkrat. V tem času sistem sliko razdeli z določeno mrežo 
in za vsako celico napove geometrijo oznake, tip oznake s pripadajočo zanesljivostjo in izdela 
mapo napovedi. Vsi izračuni bazirajo na učni množici, ki smo jo ustvarili z zajemanjem in 
označevanjem slik. 
Sistem zahteva vhodne parametre kot so bile v našem primeru slike in pripadajoče tekstovne 
datoteke z vsebovanimi oznakami objektov na slikah. Za pričetek treniranja smo sistemu 
definirali še število razredov, nastavitve gradientnega spusta, ločljivosti jeder, število filtrov 
ter tekstovne datoteke, ki definirajo lokacijo slik, uteži in omenjenih nastavitev. 
YOLO uporablja arhitekturo imenovno Darknet [16]. Slednja je sestavljena iz 21 različnih 
slojev. Omenjena arhitektura vzame vhodno sliko in ji spremeni velikost, ki jo definiramo v 
nastavitveni datoteki. Večja je velikost, bolj natančna je lahko napoved objekta pri testiranju  
končnih uteži. Izbrali smo velikost slike 416x416. Definirali smo 13 konvolucijskih slojev, 6 
združevalnih slojev (angl. max-pool) in 2 YOLO sloja, ki sta za naše rezultate ključnega 
pomena.   
Razvijalci sistema v svojem naboru ponujajo več arhitektur Darknet. Uporaba različne 
arhitekture zavisi od števila objektov, ki jih želimo na slikah zaznati. Za naše potrebe smo 
izbrali t.i. majhno arhitekturo, saj je naše število razredov majhno. Arhitektura je prikazana na 
sliki 3.16. V primeru večjega števila razredov je potrebno uporabiti splošno arhitekturo, ki za 
treniranje posledično porabi več časa.    
Ločljivost filtrov, ki je interpretirana z enačbo 5.7 je avtomatsko privzeta s strani izbrane 
arihtekture. Skozi postopek globokega učenja se ločljivost izračuna na začetku in je določena 







Slika 3.16 Shema t.i. male arhitekture Darknet 
 
Celotna arhitektura je razdeljena na dva večja aparata. Imenujemo jih ekstraktor in detektor 
značilk. Slika, na kateri imamo prisotne objekte, je sprva obdelana s strani ekstraktorja značilk. 
Ta iz slike izvleče podobo objekta in jo pošlje na obdelavo z detektorjem značilk. Del 
arhitekture, ki vsebuje detekcijo značilk nam na koncu poda obdelano sliko s pripadajočimi 
oznakami razreda. 
V našem primeru rezultat ekstraktorja predstavljata 2 YOLO sloja, ki sta prikazana na sliki 
3.16.  Omenjena sloja sta v naslednjem koraku obdelana z detektorjem značilk.  
Lažjo delitev slike po konvolucijskih slojih predstavlja slika 3.17. V prikazani arhitekturi je 
uporabljenih več konvolucijskih slojev in tri napovedi sistema YOLO. Za zaznavo 








Slika 3.17 Splošna arhitektura YOLO – Darknet. Povzeto po [16] 
 
Sistem YOLO napove oznako vsakega objekta s pripadajočim verjetnostnim klasifikatorjem. 
Vhodno sliko razdeli z mrežo velikosti V x V. Vsaka celica znotraj katere se nahaja center 
objekta, napove tip oznake s pripadajočimi parametri in verjetnost. Oznaka C predstavlja 
število razredov. Oznaka B je neposredno povezana s številom uporabljenih sider (angl. 
anchors). Vsaka oznaka vsebuje 5+C parametrov. Število pet predstavlja parametre [17]: 
•  center oznake (bx,by), 
•  velikost oznake v vertikalni smeri(bh), 
•  velikost oznake v horizontalni smeri (bw), 
•  verjetostni klasifikator ŷ. 
 
Uporabljeni parametri so definirani pod Prilogo A. 
Rezultat obdelave slike s pomočjo konvolucijske nevronske mreže je tako 3-D tenzor, saj smo 
obdelali sliko z velikostjo mreže V x V. Tako je naš rezultat definiran kot [V, V, B ∙ (5 + C)]. 
Za lažjo interpretacijo obdelave slike z ustvarjeno konvolucijsko nevronsko mrežo si 






















Slika 3.18 Primer obdelave slike s konvolucijsko nevronsko mrežo 
 
Vhodna slika na sliki 3.18 je razdeljena z mrežo velikosti 13 x 13. Po obdelavi s konvolucijsko 
nevronsko mrežo imamo rezultat dveh YOLO slojev, ki so nastali na 16. in 20. sloju. Prikazana 
sta na sliki 3.16. Naša izhodna 3-D tenzorja sta tako pri uporabi mreže velikosti 13 x 13 [13, 
13, 2 ∙ (5 + 4)] in pri uporabi mreže velikosti 26x26 [26, 26, 2 ∙ (5 + 4)]. 
Sistem YOLO lahko deluje za prepoznavo večih objektov, kjer se en sam objekt nanaša na eno 
mrežno celico. V primeru, kjer se centra dveh zaznanih objektov nahajata v eni mrežni celici 
se uporabi sidrna polja (angl. anchor boxes). S tem dovolimo eni mrežni celici, da lahko vsebuje 
več centrov oznak objektov. Posledično imamo lahko prekrivanje dveh objektov in kljub temu 
uspešno zaznavo. 
Z definiranimi sidrnimi polji se tako ustvari daljši vektor ene mrežne celice in tako lahko z 
vsako mrežno celico povežemo več razredov. Za vsa sidrna polja velja določeno razmerje 
stranic. V primeru, ko imamo v eni mrežni celici prisotnih več centrov zaznanih objektov se 
definira več sidrnih polj z različnimi razmerji stranic. V kolikor se na sliki nahaja objekt, ki je 
v vertikalni smeri večji kot v horizontalni, se definira sidrno polje, ki zajame celoten objekt. 
To sidrno polje bi imelo obliko ležečega pravokotnika. Ker imamo v isti mrežni celici prisoten 
še en objekt je potrebna definicija še enega sidrnega polja. Objekt je tokrat oblike, ki je v 
Obdelava 
Mreža 13 x 13 
Vhodna oblika [416, 416, 2)] 
Izhodna oblika 
[13,13, 2∙ (5+4)] 
(2 ∙ 9) 
(2 ∙ 9) 
13 
13 





horizontalni smeri večji kot v vertikalni. Definira se novo sidrno polje, ki ima obliko 
pokončnega pravokotnika. 
Sidrna polja se definirajo pred začetkom globokega učenja. Z združevanjem dimenzij  oznak 
iz učne množice se poiščejo najpogostejše oblike objektov. Razvijalci sistema YOLO so 
uporabniku olajšali postopek definicije sidrnih polj z dodano funkcijo izračuna. Tako smo pred 
pričetkom globokega učenja uporabili naslednji ukaz: 
 
darknet.exe detector calc_anchors data/obj.data -num_of_clusters 6 -width 416 -height 416 
 
V ukazni vrstici smo s prvim argumentom pognali zagonsko datoteko sistema YOLO. Z drugim 
argumentom smo zagnali detektor in s tretjim uporabili funkcijo za izračun sider. Uporabili 
smo 6 sider. Končna dobljena sidra se nahajajo v Prilogi A. 
Po eni obdelavi slike z uporabo konvolucijske nevronske mreže YOLO sistem predlaga več 
oznak istega razreda. Za končno odločitev pravilnejše napovedi sistem uporabi ne-maksimalno 
zatiranje (angl. non-maximum suppression). V prvem koraku so odstranjene vse napovedi, ki 
se nahajajo pod zahtevano mejo zanesljivosti. Nato so ostale napovedi razvrščene po 
zanesljivosti od najboljše do najslabše. V drugem koraku sistem poišče napovedi, ki imajo 
presečišče čez unijo (angl. intersection over union) pod zahtevnim pragom. Postopek se 
ponavlja, dokler ni izbrana oznaka z najboljšimi rezultati.  
Večina sodobnih sistemov za zaznavanje objektov zahteva veliko grafične moči. V praksi se 
uporabi več grafičnih kartic oz. procesorskih jeder. Razvijalci sistema YOLO so prilagodili 
postopek globokega učenja tako, da so uporabili manjšo velikost serije (angl. batch size). Ta 
nam definira število obdelanih slik pred posodobitvijo oziroma prilagoditvijo uteži. Velikost 
serije je ob nalaganju mreže razdeljena na pododdelke. Slednji so definirani preko količine slik, 
ki jih lahko obdelamo z dano grafično procesno enoto. Vsaka ponovitev (angl. iteration) pri 
globokem učenju predstavlja t.i. mini serijo. Za globoko učenje našega modela smo uporabili 
velikost serije 16. Razdelili smo jo na 8 pododdelkov, saj mora biti velikost serije večkratnik 
števila pododdelkov.  
V primerjavi s konkurenčimi sistemi je uporabljen sistem YOLO najbolj primeren za naše 
potrebe. Za razvoj industrijske aplikacije je potrebno zaznavanje objektov v zelo kratkih časih. 
Hrbtenica našega sistema YOLO je zmožna generirati napovedi z 44% srednjo povprečno 
natančnostjo v skrajno hitrem času. Pri uporabi videoposnetka visokoresolucijske slike in s 65 
sličicami na sekundo lahko sistem generira napovedi zadovoljivih natančnosti v realnem času.  
Hitrost generiranja napovedi in čas samega globokega učenja ponovno zavisi od uporabljene 
grafične in procesne moči. Časi za generiranje oznak so trenutno med 0,06 s in 0,51 s. Z 
uporabo dodatnih knjižnic in večjo grafično močjo lahko dosegamo precej višje čase. V te 
namene je bila razvita različna namenska strojna oprema, ki omogoča hitrejšo obdelavo slik in 
posledično hitrejše čase napovedi. Z uporabljeno strojno opremo osebnega računalnika smo 






3.6.2 Nastavitve in priprava arhitekture Darknet 
 
S spleta smo si pridobili datoteke potrebne za ustvarjanje sistema YOLO glede na zmogljivosti 
našega računalnika. Hitrost globokega učenja je močno odvisna od strojnih komponent 
osebnega računalnika, ki jih nameravamo vključiti v postopek globokega učenja. Ključnega 
pomena sta zmogljivost procesorja grafične kartice (angl. GPU) in zmogljivost centralne 
procesne enote (angl. CPU).  
V mapi, kjer smo namestili datoteke sistema YOLO se nahaja datoteka z imenom Makefile. V 
njej smo definirali knjižnice in druge programe, ki smo jih želeli pri učenju uporabiti. Za naše 
globoko učenje smo tako uporabili vzporedno računalniško platformo CUDA (angl. Compute 
Unified Device Architecture) ter knjižnice CUDNN (angl. Cuda Deep Neural Network). Oba 
sta trojno pospešila proces globokega učenja. Dodatno nam je k hitrosti učenja pripomogla 
visoko optimizirana knjižnica OpenCV, ki smo jo že uporabili pri morfoloških transformacijah 
slik. 
Po preverjanju strojnih komponent računalnika smo se lotili namestitve aplikacij. Za 
generiranje datotek smo potrebovali integrirano razvojno okolje Microsoft Visual Studio 2019 
IDE in izvršljiv program cMake-GUI. Slednji odpre že omenjeno datoteko Makefile in ustvari 
dodatne datoteke, ki vsebujejo kodo za koriščenje željenih komponent in knjižnic. S 
programom Microsoft Visual Studio 2019 smo nato generirali rešitev oziroma zagonsko 
datoteko s katero smo kasneje zagnali globoko učenje.  
Pred pričetkom učenja je bilo potrebno prilagoditi še parametre v nastavitvenih datotekah. V 
konfiguracijski datoteki, ki smo jo kasneje uporabili pri zagonu smo definirali število razredov, 
ki je v našem primeru 4 ter število filtrov za posamezen YOLO sloj. Ostali parametri so 
definirani pod prilogo A.  Filtre smo izračunali po enačbi: 
 
Š𝑡𝑒𝑣𝑖𝑙𝑜 𝑓𝑖𝑙𝑡𝑟𝑜𝑣 =  (š𝑡𝑒𝑣𝑖𝑙𝑜 𝑟𝑎𝑧𝑟𝑒𝑑𝑜𝑣 + 5) ∙ 3 = 9 ∙ 3 = 27. 
 
Sistemu smo definirali še lokacijo posameznih datotek, ki smo jih generirali z zgoraj 
omenjenima programoma. Potrebno je bilo definirati lokacijo uteži, slik in njim pripadajočih 











3.6.3 Zagon globokega učenja 
 
Po končani konfiguraciji modela je bil naš sistem pripravljen za zagon. S spleta smo prenesli 
uteži, ki so bile primerne za našo arhitekturo. S pomočjo ukazne vrstice smo tako zagnali 
globoko učenje. Pri zagonu smo ponovno definirali lokacijo nastavitvene datoteke, slik in uteži, 






Slika 3.19 Ukazni poziv za zagon globokega učenja v mapi YOLO 
 
Ob zagonu učenja so se nam izpisali vsi sloji in pripadajoča ločljivost jeder, ki smo jo definirali 
v nastavitvah. Nato se nam je z vsako iteracijo izpisovala jakost napake in število slik, ki jih je 
sistem že predelal. Postopka nato nismo prekinjali dokler nismo dosegli želenih rezultatov 
oziroma zgornje meje napake, ki jo sistem z napovedmi ustvarja. Merilo za uspešnost delovanja 
je srednja povprečna natančnost (angl. mean average precision). Priporočljiva je prekinitev 
učenja, ko je skupna izguba (angl. loss) obeh YOLO slojev dovolj majhna ob zadovoljivo 
visoki srednji povprečni natančnosti. Tako smo po doseženi vrednosti presečišča nad unijo  



















4.1 Izdelava učne množice 
 
S pomočjo razvitega sistema, ki je prikazan na sliki 3.2, smo zajeli tri videoposnetke na 
različnih delih kompozitnega kosa. Območja kompozitnega izdelka so označena na sliki 4.1.  
 
 





Specifikacije kodeka zajetih videoposnetkov so predstavljene v preglednici 4.1. Zaradi možne 
izgube informacij, smo videoposnetke kljub velikosti obdržali v formatu .avi, ki je uporabila 
manjšo stopnjo kompresije.  
 
Preglednica 4.1 Podatki o kodeku videposnetkov 
Format Audio Video Interleave 
Kodek 8 – bitna sivinska slika (Y800) 
Hitrost sličic (FPS) 50 
Ločljivost posamezne slike 1904x260 
 
Iz zajetih videoposnetkov smo shranjevali slike, kjer so vidni zračni žepi. Vsako zajeto sliko 
smo pripravili za označevanje. Slike na katerih v našem območju opazovanja ni bilo vidnih 
zračnih žepov smo izpustili. 
Učno množico je tako sestavljalo 72 slik podobnim primerom pod sliko 4.2. Vsak manjši zračni 
žep je bil na prikazani velikosti zelo slabo viden. Posamezno sliko smo tako vertikalno razdelili 
na tri pasove. Na večini slik smo imeli prisoten vsak tip oznake. Količinsko je prevladovala 
oznaka manjšega zračnega žepa.  
Določenih zračnih žepov nismo mogli v celoti označiti, saj so bili na sliki le delno vidni oz. 
odrezani. Manjše površinske zračne žepe, ki so bili zanemarljivo majhni smo izpustili. Večina 
zračnih žepov se je zaradi osvetljevanja s strukturirano svetlobo lepo videla nad območjem 
osvetljevanja. Pod območjem so bili zračni žepi temnejši in slabše vidni. Pri uporabi 
morfoloških transformacij smo jih tako izločili iz postopka označevanja.  
V nastavitveni datoteki sistema YOLO smo vključili opcijo, da se pri globokem učenju slika 
enega območja interesa zrcali v vertikalni in horizontalni smeri ter rotira za določen kot, ki je 
naključen. S tem smo povečali učinkovitost učne množice saj se označen zračni žep 

















Slika 4.2 Primeri zajetih slik 
 
Zgornji primer na sliki 4.2 prikazuje večji nabor manjših globinskih zračnih žepov. Spodnja 
slika nam ponuja spekter manjših zračnih žepov, medtem ko imamo na srednji sliki opazno 
razliko med večjim globinskim in manjšim površinskim zračnim žepom.  
Z uporabo morfoloških transformacij smo označene dele na slikah obdelali do mere, da je na 
njih ostalo to kar smo želeli, da nevronska mreža označi kot zračni žep. Primer implementacije 
morfologije na zajete slike prikazuje slika 3.7 pod poglavjem Metodologija dela. 
V programskem okolju Python ustvarjen program za označevanje slik zaporedno prikaže vsako 
sliko, uporabniku pa omogoča podajanje oznake za posamezen objekt z izbiro različnih 
razredov. Vsak zračni žep smo nato klasificirali glede na predpostavko o zamegljenosti 
zračnega žepa. Predpostavili smo, da so manj zamegljeni zračni žepi bližje površini kot tisti 








Slika 4.3 Označevanje slik v ustvarjenem programu 
 
4.2 Globoko učenje 
 
Za pripravo modela na globoko učenje je bilo potrebno besedilne datoteke združiti s 
pripadajočimi slikami. V programskem okolju Python smo ustvarili še dva programa. Prvi je 
bil namenjen preimenovanju datotek v istoimenske datoteke pripadajočih slik. Sistem YOLO 
kasneje avtomatsko v korenski mapi poišče datoteke različnih istoimenskih formatov.  
Sistemu YOLO je bilo potrebno definirati katere slike smo uvrstili v učno množico. V ta namen 
je bilo potrebno ustvariti dodatno besedilno datoteko. Tako smo ustvarili v programskem 
okolju Python ustvarili drugi program, ki je bil namenjen definiciji lokacije slik. Primera 
besedilnih datotek, ki sta izredno pomembna za globoko učenje, sta prikazana na sliki 4.4. 
 
 
Slika 4.4 a) Tekstovna datoteka lokacije slik b) Tekstovna datoteka o lastnosti oznak 
Na primeru b) slike 4.4 imamo prikazano tabelo, ki smo jo definirali pod poglavjem 3.5.1. Ta 
nam v prvem stolpcu poda tip razreda. V naslednjih dveh stolpcih imamo definirano relativno 
lokacijo oznake na sliki in relativno velikost oznake glede na sliko. 
Po nastavljeni konfiguraciji datotek sistema YOLO, ki so obrazložene pod poglavjem 
Metodologija dela, smo pričeli z globokim učenjem. Nastavitve, ki smo jih uporabili so 
prikazane v Prilogi A. Po ukazu, ki je predstavljen na sliki 3.14 pod poglavjem se nam je sprva 
izpisala uporabljena strojna oprema, knjižnice, posamezen konvolucijski sloj in pripadajoči 







Slika 4.5 Izpis vseh slojev na začetku globokega učenja 
 
Skozi proces globokega učenja se je nam izpisovalo pet različnih parametrov. Število 
zaporedne serije, povprečna napaka do trenutka izpisa (avg loss), stopnja učenja (angl. learning 




Slika 4.6 Izpisovanje parametrov 
Za eno serijo je sistem YOLO potreboval 118,8 s. Stopnjo učenja, ki je na začetku znašala 
0,0001, smo vsakih 10000 serij pomnožili za faktor 0,1. Skozi proces globokega učenja se naš 
model z zmanjševanjem povprečne napake izboljšuje. Zaradi povečevanja natančnosti je lahko 
stopnja učenja vedno manjša. 
 
Zaradi uporabe vzporedne računalniške platforme CUDA in knjižnic OpenCV je proces 
globokega učenja potekal izredno hitro. Razvijalci sistema YOLO zagotavljajo, da so rezultati 
zadovoljivi, ko  napaka pade pod vrednost 0,6. Tako smo s povprečno napako 0,2116  proces 
učenja prekinili. Povprečna natančnost (angl. mAP) je znašala 90%. Uteži so se vsakih 100 
serij shranile pod datoteko, ki smo jo definirali v začetni konfiguraciji. 
 
Konvolucijski 











Slika 4.7 Graf natančnosti napovedi v odvisnosti od števila iteracij 
 
V prvih 10000 serijah smo dosegli zahtevano povprečno napako 0,6. Kljub temu zaradi 
globalnega padanja povprečne napake procesa nismo prekinili. Slednja se nam je še nekajkrat 
lokalno povečala, a nikoli dvignila nad priporočljivo mejo razvijalcev sistema YOLO. 
Povprečna natančnost se je s povečevanjem števila serij dvigovala. V prvih 2200 serijah je 
dosegla vrednost 50%. Do konca učenja je počasi konvergirala proti vrednosti 90%.  Z 














4.3 Uporaba modela na testni množici 
 
Za prvo validacijo modela smo uporabili slike učne množice, da smo lahko preverili parametre 
prikazane na sliki 4.7. Kot vhodno sliko smo uporabili naključen primer, ki je prikazan na sliki 
4.8. 
 
Slika 4.8 Uporabljena slika za validacijo modela 
 
Na sliki lahko s prostim očesom vidimo več manjših površinskih zračnih žepov nad območjem 
osvetljevanja s strukturirano svetlobo. Pod tem območjem imamo prisotna slabše vidna dva 
večja globinska zračna žepa. V ukazni vrstici smo definirali lokacijo slike, nastavitveno 
datoteko in lokacijo uteži ter pričeli z obdelavo slike. 
 
 
Slika 4.9 Validacija parametrov obdelave slike 
 
Izpisali so se nam rezultati oznak in čas potreben za obdelavo ene slike. Ta je znašal 280 ms. 
Iz slike 4.9 je razvidno, da se vrednosti zanesljivosti nahajajo v območju med 78 % – 100 %. 
Povprečje znaša 95,86 %. Zaznana je bila velika večina s prostim očesom vidnih zračnih žepov. 
Na prikazani sliki 4.9 so bili zaradi boljše preglednosti odstranjeni besedilni deli oznak manjših 






4.3.1 Testiranje modela 
 
Sledil je postopek testiranja ustvarjenih uteži na drugih slikah testne množice. Po zagonu ukaza 
se nam je ponovno izpisala uporabljena strojna oprema, knjižnice in konvolucijski sloji s 
pripadajočimi filtri. Primere zajetih slik smo uporabili kot vhodne slike za testiranje uteži. Vzeli 
smo primere, ki so prikazani pod sliko 4.2. 
 
 
Slika 4.10 Rezultat prepoznave zračnih žepov 
 
Po obdelavi posamezne slike je sistem YOLO s pomočjo uteži ustvaril oznake. Vsaka od oznak 
ima predpisano lokacijo in velikost. V naslednjem koraku je nato združil vhodno sliko z 
ustvarjeno oznako. 
Rezultat združitve vhodne slike in oznake sistema YOLO smo imenovali napoved. Primere teh 
imamo prikazane pod sliko 4.10. Proces ustvarjanja napovedi smo dodelali še z izpisom 
besedilne datoteke, ki je vsebovala podatke o lokaciji in velikosti oznak. Zaradi nadaljnje 
uporabe oznak pri analizi rezultatov je bila omenjena datoteka po obliki identična tisti, ki smo 






Uteži smo nato testirali na slikah zajetih s stereovidom. Za bolj podrobne rezultate smo slike 
vertikalno razdelili na 3 dele. Rezultati so bili identični slikam zajetim s pomočjo 
videoposnetka površine. Rezultat uporabe uteži na stereovidinih slikah je prikazan na sliki 4.11. 
 
 
Slika 4.11 Testiranje uteži na stereovidnem primeru 
 
Pričakovali smo, da bodo oznake na obeh pogledih stereovida identične, saj je zajeta ista 
površina le z drugega zornega kota. Velikosti oznak kot tudi lokacija posamezne oznake v x 
smeri niso bile enake. Razlog za zamik posamezne oznake istega zračnega žepa v horizontalni 
smeri smo pripisali postavitvi optike v sistemu. Velikost oznake je bila vedno definirana s strani 
sistema YOLO in je ni bilo mogoče spreminjati. 
Večina oznak je imela svoj pripadajoči par na drugem pogledu stereovida. Nas je zanimalo 
število slikovnih elementov med posameznima oznakama. Razlika med centroma oznak v 
vertikalni smeri bi nam teoretično lahko podala informacijo o globini zračnega žepa. Omenjeno 












4.4 Interpretacija in analiza rezultatov 
 
Zanesljivosti vseh izpisanih napovedi so bile v povprečju znotraj intervala 85 % - 100 % 
(vrednost je podana s strani sistema YOLO za vsak posamezni zračni žep). Primerjava 
napovedanih oznak s slikami je pokazala, da je večina napovedi pravilna. Označene slike smo 
nato naknadno obdelali s programom, ki nam je podal dispariteto med posameznimi oznakami 
istih zračnih žepov na obeh pogledih stereo vida. Za izračun disparitete dveh istih zračnih žepov 
iz posamezne slike smo uporabili ujemanje predlog (angl. template matching) obstoječe 
knjižnice OpenCV. 
Sprva smo opazovani zračni žep izrezali iz osnovne slike in ga uporabili kot predlogo za iskanje 
istega zračnega žepa na drugem pogledu stereo vida. Predlogo smo pomikali vertikalno po 
omejenem pasu slike navzdol in z uporabo konvolucije iskali najboljše ujemanje. Postopek je 
prikazan na sliki 4.12.  
Osnovo za izrez predloge je predstavljala napoved sistema YOLO. Območje oznake smo imeli 
definirano v besedilni datoteki, ki jo je z našo dopolnitvijo ustvaril sistem YOLO. Definirana 
je bila lokacija in velikost oznake. Rezultat postopka je bila razlika dveh točk v x in y smeri. 
Prvo točko je program zaznal na zgornjem delu stereovida, drugo na spodnjem. 
 
 
Slika 4.12 Iskanje ujemanja predloge na podlagi konvolucije 
 
Z uporabo dimenzij našega sistema in ustvarjenega programa smo tako lahko izračunali 
potreben pomik predloge med obema pogledoma enega zračnega žepa.  Programska koda se 











Preverjanje globine zračnega žepa, kot smo jo določili pri prvotnem označevanju slik s 
sistemom YOLO, demonstriramo na primeru dveh predlog, ki sta bili različno označeni. Prva 
oznaka je predstavljala razred 1 oziroma manjši površinski zračni žep. Druga oznaka je 
predstavljala razred 4 oziroma večji globinski zračni žep. Izrezani oznaki sta predstavljeni na 
sliki 4.13. 
 
   
Slika 4.13 Izrezane oznake a) Razred 4, b) Razred 1 
 
Za lažji pregled napovedi smo se osredotočili le na en opazovan par. Sledil je izračun disparitete 
zračnih žepov v obeh smereh. Rezultati so prikazani pod posameznim primerom na sliki 4.14. 
 
 
Slika 4.14 Izračun disparitete za različno globoke zračne žepe 
 
Na sliki stereovida smo opazili, da je bilo odstopanje disparitet zračnih žepov v horizontalni 
smeri precej večje kot v vertikalni smeri. Razliko v horizontalni smeri smo pojasnili kot deloma 
posledico konkavnosti kompozitnega izdelka ter zamika optik v horizontalni smeri.  
Rezultat izračuna disparitete v vertikalni smeri se razlikuje za 3 slikovne elemente. Pričakovali 
smo, da bo razlika med oznakama enaka. Spreminjati bi se morala razdalja oznake zračnega 
žepa od referenčne točke na posameznem pogledu stereo vida. V primerjavi omenjenih razlik 





Ponovoljivost rezultatov za napoved globine posamezenga zračnega žepa smo še dodatno 
testirali na več enakih razredih. Uporaba postopka na drugih primerih je prikazana na sliki 4.15 
in sliki 4.16. 
 
 
Slika 4.15 Uporaba predloge razreda 1 
 
 





Na obeh prikazanih primerih smo lahko opazili odstopanja disparitet v vertikalni smeri. V 
primeru uporabe tipa razreda 1 je dispariteta med lokacijama predlog v vertikalni smeri znašala 
557 in 544 slikovnih elementov. Po ponovljenem postopku s predlogo razreda 4 smo opazili, 
da so odstopanja disparitet še večja. Ta je v vertikalni smeri znašala 540 in 570 slikovnih 
elementov. 
Odstopanja med v ponovljivosti disparitet za enake razrede v vertikalni smeri lahko deloma 
pripišemo nevzporednosti ogledal. Večje verjetnosti za odstopanja so v tem, da so zračni žepi 
dejansko na različnih globinah in da predpostavka o povezavi ostrine slike z globino ne drži v 
celoti. To bi bilo potrebno preveriti z neodvisno merilno metodo kar ni bil cilj te naloge. 
Na osnovi referenčnih meritev z neodvisno merilno metodo, bi lahko ugotovili ali obstaja 






































Razvit slikovni sistem za zaznavanje zračnih žepov lahko deluje pod pogojem delne prosojnosti 
osnovnega materiala kompozita. V kolikor bi imeli kompozit iz neprosojne smole, bi se morali 
posluževati drugačnih merilnih metod, ki izključujejo uporabo kamere. 
Sistem YOLO, ki je namenjen prepoznavi vsakodnevnih objektov, je možno implementirati v 
slikovni sistem zaznave zračnih žepov kompozitnega izdelka. Uporaba konvolucijskih 
nevronskih mrež na obravnavani tematiki prinaša ogromno fleksibilnosti. Za zanesljivo 
delovanje je potrebna priprava velike učne množice. 
Končni rezultati napovedi sistema YOLO so zanesljivi v območju od 80% do 100%. Ta 
vrednost konvergira proti stoodstotni vrednosti z: 
- daljšim časom globokega učenja, 
- večjo učno množico,  
- bolj natančnim označevanjem, 
- uporabo dodatnih knjižnic strojnih komponent. 
 
Označevanje je potekalo s pravokotnim območjem interesa, ki je prekrilo posamezni zračni 
žep. Za klasifikacijo zračnih žepov smo uporabili štiri tipe razredov. Na koncu smo ugotovili, 
da klasifikacija ne bi bila potrebna, saj bi na globine posameznih zračnih žepov sklepali iz 
izračunov disparitete.  
Globoko učenje v praksi bazira na širokem spektru vhodnih informacij. Za naš problem smo 
uporabili 72 vhodnih slik, kar je približno 100-krat premalo. Za uteži, ki bi rezultatsko 
napovedovale 95-odstotno zanesljivost, bi potrebovali 8000 slik.  
Zaradi majhnega nabora slik smo uporabili arhitekturo Darknet-Tiny, ki je bila narejena ravno 
za globoka učenja kvantitativno manjših učnih množic. Kljub majhni bazi in zadostnemu času 
učenja smo dobili zadovoljive rezultate, ki so nam pomagali pri nadaljnji analizi in obdelavi 
podatkov. Pri testiranju uteži na novem naboru slik, smo ugotovili, da so nekateri zračni žepi 






Za določitev disparitete med zračnimi žepi kompozitnega materiala smo potrebovali delujoč 
sistem s stereo vidom. Disparitete med posameznimi zračnimi žepi v materialu so zelo majhne, 
zato postopek zahteva visoko natančnost določanja. Skozi proces zajema slik smo ga 
konstantno izpopolnjevali z namenom doseganja jasnejših rezultatov. Dispariteta je najbolje 
zaznavna, ko je kompozitni izdelek blizu optike večje povečave. V našem primeru je bila 
razdalja med kompozitnim izdelkom in optičnim sistemom precejšnja. Pogled prve navidezne 
kamere je bil približno pravokoten na površino kompozitnega izdelka medtem, ko je pogled 
druge znašal približno 30°. 
Ta konfiguracija nam je podala vpogled v tridimenzionalno dojemanje notranjosti 
kompozitnega izdelka. Pri tem smo se močno zanašali na natančnost celotnega sistema in na 
napovedane oznake sistema YOLO. Napovedane oznake zračnih mehurčkov na paru slik niso 
vedno bile enake velikosti. Zaradi omenjenega dejstva smo začetni približek dispartitete 
računali s težišči  in podatki o velikosti pozamezne oznake. Dispariteto smo natančno izračunali 
s pomočjo konvolucije. 
Postopek izračuna bi morali ponoviti na večjem številu kompozitnih izdelkov in na umerjenem 
sistemu stereo vida. Za potrditev relativne globine posameznega zračnega žepa bi morali 
narediti primerjavo določanja globine s kakšno drugo neodvisno metodo npr. ultrazvokom. 
Končni rezultat dela potrjuje možnost identifikacije zračnih žepov kompozitnega izdelka ter 





















Glavni cilj zaključne naloge je bil razvoj merilnega sistema za prepoznavo zračnih žepov v 
kompozitnih izdelkih. Površino kompozitnega izdelka osvetljujemo z močnim laserjem tako, 
da svetloba prodira v delno prosojno površino kompozita. Tam se svetloba difuzno razprši in 
osvetljuje zračne žepe. Ti so najbolje vidni v bližini laserske osvetlitve. Za zajem slike in za 
zaznavo globine uporabimo stereo vid z eno kamero. Zajete slike obdelamo z YOLO sistemom 
za prepoznavo objektov. Razvit slikovni sistem smo testirali in prišli do naslednjih ugotovitev:  
 
1) Ugotovili smo, da uporabljena metoda z laserskim osvetljevanjem delno prosojnega 
kompozita razkrije zračne žepe. Sliko teh lahko zajamemo z industrijskimi kamerami.  
2) Sistem YOLO, ki se ga uporablja za identifikacijo vsakodnevnih objektov je možno 
implementirati v namen prepoznave zračnih žepov kompozitne strukture. 
3) Rezultati prepoznave zračnih žepov s sistemom YOLO so zanesljivi v 90% primerov 
testiranih slik. Hitrost zaznave zračnih žepov zadosti potrebam. 
4) Oznake sistema YOLO niso geometrijsko ponovljive. Za namen določevanja 
disparitete zračnih žepov na sliki stereo vida bi bilo potrebno uporabiti bolj natančen 
sistem. 
5) Ugotovili smo, da postavitev kamer v stereo vidu slabo zaznava globino zračnih žepov. 
Zaznana dispariteta se giblje v velikostnem razredu 5-ih slikovnih elementov. 
6) Za implementacijo sistema, kjer imamo prisotno identifikacijo objektov z uporabo 
konvolucijskih nevronskih mrež se potrebuje velika učna množica katere izdelava je 
zahtevna in časovno potratna. 
 
Predlogi za nadaljnje delo 
 
Uporaba konvolucijskih nevronskih mrež zahteva veliko učno množico, katere priprava je 
časovno zelo potratna. Večja učna množica pomeni boljše in zanesljivejše napovedi modela 
globokega učenja. V ta namen bi bilo potrebno razviti programsko opremo s katero bi lažje in 





Za definiranje globine posameznega zračnega žepa bi bila potrebna umeritev optičnega 
sistema. Potrebno bi bilo preučiti in najti najbolj ugodno postavitev kamer, ki bi razkrila 
globino zračnih žepov. 
Za končnega uporabnika bi bilo zanimivo, če bi sistem dodelali z algoritmom izračuna deleža 
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mask = 3,4,5 
anchors = 9, 15,  17, 23,   9, 








ignore_thresh = .7 






#scale_x_y = 2.0 
 
[route] 
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import numpy as np 
from PIL import Image, ImageDraw, ImageFont 
import sys 
 
img = cv2.imread("slika.png")  #OSNOVNA SLIKA 
grey_img = cv2.cvtColor(img, cv2.COLOR_BGR2GRAY) 
template = cv2.imread("template.png", 0)   #VZOREC KI GA IŠČEMO 
w, h = template.shape[::-1] 
res = cv2.matchTemplate(grey_img, template, cv2.TM_CCORR_NORMED ) 
threshold = 0.985;  #PRAG SPREJETJA UJEMANJA 
loc = np.where(res >= threshold) 
 
y2 = loc[0].flatten()[-1] 
y1 = loc[0].flatten()[0] 
x2 = loc[-1].flatten()[-1] 
x1 = loc[-1].flatten()[0] 
 
for pt in zip(*loc[::-1]): 
    cv2.rectangle(img, pt, (pt[0] + w, pt[1] + h), (0, 0, 255), 2) 
     
dis_x = x2 - x1 
dis_y = y2 - y1  
 
print("Razlika (x,y) =","(",dis_x,",", dis_y,")") 
sys.stdout=open("Razlika2.txt","w")     #ZAPIS TEKSTOVNE DATOTEKE 
print("Razlika (x,y) =","(",dis_x,",", dis_y,")") #RACUNANJE RAZLIKE 
Priloga B 
 
60 
 
sys.stdout.close() 
 
cv2.imshow("img", img) 
cv2.waitKey(0) 
cv2.destroyAllWindows() 
