Nuisance parameters do not pose any problems in Bayesian inference as marginalisation allows for study of the posterior distribution solely in terms of the parameter of interest. However, no general solution is available for removing nuisance parameters under the frequentist paradigm. In this paper, we merge the two approaches to construct a general procedure for frequentist elimination of nuisance parameters through the use of matching priors. In particular, we perform Bayesian marginalisation with respect to a prior distribution under which posterior inferences have approximate frequentist validity. Matching priors are constructed as solutions to a partial differential equation. Unfortunately, except in simple cases, these partial differential equations do not yield to analytical nor even standard numerical methods of solution. We present a numerical/Monte Carlo algorithm for obtaining the matching prior, in general, as a solution to the appropriate partial differential equation and draw posterior inferences. To be specific, we develop an automated routine through an implementation of the Metropolis-Hastings algorithm for deriving frequentist valid inferences via the matching prior. We illustrate our results in the contexts of fitting random effects models, fitting logistic regression models and fitting teratological data by beta-binomial models.
I
From a Bayesian point of view, nuisance parameters typically do not pose any problems. Suppose the parameter vector h is divided into a parameter of interest h 1 and a vector of nuisance parameters h 2 so that h=(h 1 , h 2 ). Let the random vector X have sampling distribution f (x; h 1 , h 2 ), and suppose that we observe X=x. Given a prior density p(h 1 , h 2 ), we use Bayes' rule to calculate the full posterior density p(h 1 , h 2 | x). Inferences about the parameter of interest h 1 may be drawn from the marginal posterior distribution p(h 1 | x), which is straightforwardly calculated from 128 R A. L  G C
where L (h 1 , h 2 | x) is the likelihood function. From a frequentist viewpoint the situation can be far more complicated and is really only satisfactorily solved for a few types of problem (Bernardo & Smith, 1994, § B.4.2) . One frequentist approach is to try to develop procedures in which the relevant sampling distributions do not depend on the nuisance parameters. The removal of this so-called ancillary information contained in the nuisance parameters is not a trivial problem, and a general solution is typically not available.
In this paper we attempt to merge the two approaches. We use the Bayesian method of marginalisation to eliminate the nuisance parameter, but do it in such a way as to maintain a valid frequentist inference. We do this by using specific prior distributions for which the posterior quantiles have frequentist validity up to O(n−1); that is, Bayesian credible sets derived for the parameter of interest by 'integrating out' the nuisance parameters may be interpreted as frequentist confidence regions. The prior under which Bayesian inferences have approximate frequentist validity are called matching priors.
Matching priors were first considered by Welsh & Peers (1963) and then by Peers (1965) . They showed that posterior quantiles have approximate frequentist coverage for priors that satisfy a given partial differential equation in the parameters h. Recent renewed interest in matching priors has been influenced by the work of Stein (1985) . Daata & Ghosh (1995) , Mukerjee & Dey (1993) and Tibshirani (1989) discuss simple circumstances under which these partial differential equations may be solved analytically, particularly in the presence of orthogonal parameters. Unfortunately, except for these cases, the solution of the resulting partial differential equation becomes quite a hurdle; our only hope is to find numerical solutions to these partial differential equations.
In § 2, we describe methods for constructing matching priors in practice when closedform solutions of the associated partial differential equation are not available. We define the matching prior, discuss the structure of the ensuing partial differential equations, and describe analytical solutions presented in the statistics literature. In § 3, we outline the numerical/Monte Carlo algorithm for obtaining the matching prior, in general, as a solution of the appropriate partial differential equation and for drawing posterior inferences. We further show how to implement Monte Carlo techniques such as the MetropolisHastings algorithm to use these priors for constructing posterior inferences. In § 4, we illustrate the techniques presented through three examples, namely fitting a random effects model to simulated data, fitting a logistic regression model to coronary heart disease data from Hosmer & Lemeshow (2000) , and fitting a beta-binomial model of Ryan (1995) to teratological data. Section 5 concludes with some remarks for discussion.
M 
Matching prior distributions are distributions under which posterior confidence regions have approximate frequentist validity. Let X 1 , . . . , X n represent possibly vector-valued random variables, independent and identically distributed with common density f (x; h), where h=(h 1 , h 2 ). For simplicity, we consider a two-parameter model here where h 1 is the parameter of interest and h 2 is the nuisance parameter. Matching priors for frequentist inference Daata & Ghosh (1995) show that under certain regularity conditions the frequentist coverage probability of the posterior region for h matches the nominal level with remainder O(n−1) if the prior p satisfies the partial differential equation
More precisely, if p(h) satisfies equation (1), then, for aµ(0, 1),
where z a (X) is the upper a confidence point, pr p {.|X} is the posterior probability of h 1 under p, and pr h {.} is the probability distribution of X under h. The solution of (1) is one of the easiest routes to a matching prior. For example, Mukerjee & Dey (1993) define a second partial differential equation in addition to (1) under which the posterior regions have frequentist validity up to o(n−1). Tibshirani (1989) considers an identical problem but uses the notation of Stein (1985) . His partial differential equation and subsequent solutions are less general than in Daata & Ghosh (1995) , in particular assuming orthogonal parameters. Daata & Ghosh (1995) present the partial differential equation for a situation where we are interested in one parameter but may have qÁ1 nuisance parameters h 2 , . . . , h q . As the extension of (1) is obvious in this case, but the notation is messy, we will consider the two-parameter case for the remainder of this section.
The equation (1) can be solved analytically in simple circumstances that include the normal model, random effects model (Daata & Ghosh, 1995) and exponential regression (Mukerjee & Dey, 1993 The orthogonalisation procedure of Cox & Reid (1987) requires solutions to partial differential equations that are of similar form, and thus similar difficulty, to (1). If the orthogonal parameters for the model under study are not obvious, the problem of orthogonalisation is analogous to that of finding the matching prior as a solution to (1).
A solution to (1) always exists, but, except for simple cases, closed-form expressions of the prior are not readily available. In § 3, we suggest methods for finding solutions to the partial differential equation and performing posterior inference when analytical solutions are not available.
S     
3·1. Preamble The partial differential equation (1) can be rewritten in the form of a first-order linear differential equation. In particular, using the product rule, we have that (1) is equivalent
Partial differential equations in this form are solvable by the algorithm of Colton (1987) . However, if the functions g(h) and h(h) are even moderately complex, as in the logistic regression and teratological problems discussed in § 4, closed-form solutions are not attainable. Numerical solutions do present themselves however. In § 3·2, we will present the analytical solution of the partial differential equation (2). In § § 3·3-3·4, we discuss solving the partial differential equation numerically and using the solution to draw posterior inferences.
3·2. Analytical solution of the partial diVerential equation
The first-order partial differential equation may be solved by the method of characteristics (Broman, 1989, Ch. 7) . In particular, transform the parameters to
where c and y are continuously differentiable functions with nonzero Jacobian
The method of characteristics defines the function y(h 1 , h 2 ) implicitly as the solution to the ordinary differential equation
where the functions g(h) and h(h) are from (2). Equation (5) is called the characteristic equation. Upon solving (5), we choose c(h 1 , h 2 ) to ensure that the Jacobian (4) does not vanish. In particular, if we choose c(h
an ordinary differential equation in j depending on g. The solution to equation (6) is
where k(g) is an arbitrary function of g,
Here h 2 (j, g) is determined by solving the equations in (3); see Colton (1987, pp. 6-9 ) for more details.
The solution (7) appears analytically tractable. However, the transformation (3) may not be easily solvable to yield the inverse transform h 2 (j, g). More specifically, the solution involves solving two ordinary differential equations and transforming back to the original parameter space. Unfortunately, the characteristic equation (5) may not lend itself to a simple analytical solution and, in fact, may be solvable only numerically. As g is implicitly Matching priors for frequentist inference defined as the solution to the characteristic equation, the transformation between the (j, g) and (h 1 , h 2 ) spaces are not necessarily trivial. In § 3·3 we discuss numerical techniques for using the method of characteristics to obtain numerical forms of the matching prior.
3·3. Numerical solution of the partial diVerential equation
The method of characteristics outlined in § 3·2 requires the solution of two ordinary differential equations as well as a transformation of variables. Note that the solution to the characteristic equation (5) takes the form h 2 =h 2 (h 1 )+c for some arbitrary constant c. If we set y(h 1 , h 2 )=c, then the transformation (3) is
The algorithm for solving (2) numerically then has the following steps.
Step 1. Solve the characteristic equation numerically to obtain the solution h 2 (h 1 ).
Step 2. Transform (h 1 , h 2 ) to (j, g).
Step 3. Solve (6) numerically to obtain the solution w(j, g).
Step
The numerical solution obtained in
Step 4 is the matching prior. Packages such as Mathematica and Maple are equipped to solve first-order partial differential equations like (2) numerically; see for example Kythe et al. (1997, Ch. 2) . The algorithm in Mathematica, used in the examples in § 4, switches between the Adams and Gear methods, allowing the user to specify the order of precision desired; see Wolfram (1996, Ch. 1.5.8, 3.9.7) and Van Loan (1997, Ch. 9) .
The algorithms require specification of appropriate initial and boundary conditions. As there are an infinite number of solutions to the partial differential equation, we must narrow the scope in the hope of finding one of these solutions in reasonably usable form, and not just a function of arbitrary constants or functions.
Recall that the solutions to the partial differential equations are distributions. The boundary conditions may thus require the solution to have exponential or polynomial tails and limiting values of zero on the boundaries. Such boundary conditions are not as easily specified as boundary conditions of partial differential equations occurring in physics, such as the heat or wave equation (Broman, 1989, Ch. 8; Rhee et al., 1986) . In our experience with partial differential equations (2), specification of the boundary conditions to force structure on the matching prior distribution has not yielded numerical solutions.
3·4. Posterior inference
The algorithm of § 3·3 provides a solution to (2). As we are using the matching prior as a tool for constructing confidence intervals in the presence of nuisance parameters, identification of an appropriate prior is sufficient for our goals. The matching prior has no meaning beyond providing frequentist validity to the Bayesian credible sets, but it still satisfies our ultimate goal of constructing Bayesian credible sets through the marginal posterior distribution of the function of interest as discussed in § 1.
The prior that results from our algorithm does not have a closed-form expression, but rather is a numerical interpolating function. We thus use a Monte Carlo sampling procedure to generate samples from the posterior and construct the credible sets.
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Recall that the posterior distribution is proportional to the likelihood times the prior. We have a closed-form expression for the likelihood and a numerical approximation of the prior. We can thus use the random walk Metropolis-Hastings algorithm (Robert & Casella, 1999, § 6.3 .2) to generate a sample from the posterior. In particular, we generate a Markov chain h(1), . . . , h(T) via a Metropolis-Hastings algorithm with the candidate distribution being a random walk.
The algorithm operates in the transformed space l=(j, g) and then back-transforms to generate the desired sample. We initiate the algorithm with l(0)=(j(0), g(0)) and then, at iteration t, perform the following steps.
Step 1. Generate a Un(−1, 1) random variate U.
Step 2. Set y t =l(t−1)+U.
Step 3. Solve (6) numerically for w(t)(j, y t (2)), where y t (2) is the second component of y t .
Step 4. Back-transform y t to h*=(h(t) 1 , h(t) 2 ) through (8) to obtain p(t)(h*).
Step 5. Take
h(t−1) otherwise.
Step 6. Repeat Steps 1-5 until convergence.
Finally, we compute (1−a) posterior percentiles for h 1 from the generated sample {h(t) 1 }. The random walk is initiated by a random perturbation of the previous iterate with a uniform variate. The ordinary differential equation in j, equation (6), is solved at each iteration of the Metropolis-Hastings algorithm since the solution depends on g. Thus we solve the ordinary differential equation at the candidate g(t) value, namely Y t (2), at each iteration t. Note too that the acceptance probability in Step 6 is a ratio of the posterior at the current candidate value of h and the value from the previous iteration. Since the normalising constant is independent of either of these sample points, it does not affect the ratio.
The routine induces an ergodic Markov chain with stationary distribution p(h | x). Hence the variates h(1), . . . , h(T) are a sample from the joint posterior distribution p(h | x). The constructed posterior credible regions have correct frequentist coverage up to o(n−1); we may thus interpret them as confidence regions to this order of accuracy.
E 4·1. Preamble
We consider a random effects model fitted to simulated data, a logistic regression model fitted to coronary heart disease data, and a beta-binomial model fitted to teratological data. The random effects model lends itself to analytical expressions for the matching priors and posterior distribution. Hence we can compare our numerical routine to the true posterior inferences. The matching prior partial differential equations for the logistic regression and beta-binomial model are solvable neither analytically nor numerically by Matching priors for frequentist inference the built-in routines of Mathematica or Maple. Our algorithm is thus required for constructing frequentist valid Bayesian credible sets for the coronary heart disease and teratology applications. All computations are performed in Mathematica on a 500 MHz Pentium III PC with 256 MB RAM.
4·2. Random eVects model
Consider the balanced one-way random effects model. Assume for j=1, . . . , k and i=1, . . . , n that X ij =h 1 +a i +e ij , where the random effects a i~N (0, h 2 ) and the error terms e ij~N (0, h 3 ) are mutually independent random variables for all i and j. We use simulated data from this model with n=3, k=10, h 1 =10 and h 2 =h 3 =1. Assume that h 3 , the error variance, is the parameter of interest. The mean h 1 is orthogonal to the variance components. We take an empirical Bayes approach and substitute the maximum likelihood estimate h @ 1 =X 9 .. =10·85, the sample mean, for h 1 . The problem is then reduced to two parameters. We found in this problem that such a reduction affects neither the prior nor the posterior inferences.
The matching prior partial differential equation (2), with h 3 as the parameter of interest, can be written as
If we use the method of characteristics described in § 3·2, the solution is k(h 2 +h 3 ) for an arbitrary function k. We can therefore use the prior p(h)3{h 3 (h 3 +kh 2 )}−1 analogous to the prior suggested by Daata (1996) and Ghosh & Mukerjee (1993) .
We apply the algorithm presented in § 3·4 to generate a sample from the marginal posterior distribution of interest. The Metropolis-Hastings algorithm was run for 50 000 iterations. Cusum and time series diagnostic plots indicated that such a large Monte Carlo sample was a conservative estimate of the number of iterations under which to achieve convergence of the sampler. Table 1 illustrates the efficacy of our numerical approach on two fronts. First, the (1−a) one-sided credible sets from the analytical and Monte Carlo estimates match almost exactly. In fact, a plot of the analytical and Monte Carlo estimated marginal posterior distribution p(h 3 | x), not shown for brevity, shows exact alignment of these two curves. Secondly, the frequentist coverage probability of the one-sided credible sets is within the expected error of approximation (nk)−1=0·033. Table 1 also presents the analytical and Monte Carlo estimated posterior mean of h 3 . For purposes of comparison, the maximum likelihood estimate of h 3 for this simulated dataset was 1·00. We ran a similar analysis on data simulated from the random effects model with n= 30 and k=10. The Metropolis-Hastings algorithm was again run for a conservative 50 000 iterations with h @ 1 =10·16 in this simulation. The results are also presented in Table 1 . Note again the closeness of the Monte Carlo estimated one-sided credible sets to the analytical estimates and the accuracy of the frequentist coverage probabilities.
To check the efficacy of our method further, we performed a simulation exercise to study the frequentist coverage of the credible sets produced by our algorithm. We simulated 1000 datasets from the random effects model with n=3 and k=10 and constructed 95% credible sets about h 3 for each. The average posterior mean over the 1000 simulations was 1·05; the average of the maximum likelihood estimates over the 1000 simulations was 1·00. In 923 out of the 1000 datasets, the credible set contained the true parameter value of h 3 =1. This confidence level of 92·3% is within the expected error of approximation, 3%, of the 95% level. For comparison, the 95% confidence intervals based on the maximum likelihood estimate covered the true parameter in 919 out of the 1000 datasets.
In an analogous simulation study with n=30 and k=10, the average posterior mean of h 4 over the 1000 simulations was 1·00, as was the average of the maximum likelihood estimates. In 94·5% of the 1000 datasets, the credible set contained the true parameter value. The 95% confidence intervals based on the maximum likelihood estimate covered the true parameter in 948 out of the 1000 datasets.
4·3. L ogistic regression
We analyse the data from Hosmer & Lemeshow (2000, Table 1 .1). The goal is to study the relationship between age, x, and coronary heart disease status, y. One hundred subjects were included in the study and divided into eight age groups. We fit the logistic model with h 1 denoting the unknown intercept and h 2 denoting the unknown effect of age on heart disease status. Here h 2 is the parameter of interest. We wish to integrate out h 1 using Bayesian marginalisation and derive frequentist valid confidence sets under the matching prior.
The matching prior partial differential equation (2) is too complicated to be written down; the functions g(h) and h(h) are hideous. Analytical solutions are thus not readily available. Furthermore, solution of the partial differential equation seems beyond the grasp of the numerical routines in Mathematica or Maple. However, we can apply the algorithm of § 3·4.
Before analysing the data, we performed a small simulation experiment to study the efficacy of our algorithm with respect to frequentist coverage of the credible sets. We simulated 1000 datasets from the logistic regression model for sample size n=30 with h 1 =−1 and h 2 =0·5. The 30 subjects were divided equally among three age groups. For each dataset, we ran our algorithm to compute 95% credible intervals for h 2 . In 926 of the 1000 datasets, the credible interval contained the true parameter, within the expected error of approximation of 3%.
For the analysis of the coronary data with n=100 subjects, based on a MetropolisHastings run of 50 000 iterations, including a burn-in of 25 000 iterations, the matching prior analysis finds a posterior mean of 0·57 and five and ninety-five posterior percentiles of 0·32 and 0·80 respectively. The Monte Carlo sampling procedure of § 3·4, which includes Matching priors for frequentist inference the Metropolis-Hastings step and solutions of the requisite ordinary differential equation, requires 1·5 seconds per iteration. The frequentist coverage probability of the one-sided credible sets corresponding to these percentiles are 0·05 and 0·95 respectively, to two decimal places. The credible set limits are thus within the expected error of approximation 1/n=0·01.
We may also perform approximate frequentist inference about h 1 by reversing the roles of nuisance parameter and parameter of interest in the matching prior partial differential equation. The Bayesian analysis based on the matching prior finds a posterior mean of −2·85 with five and ninety-five posterior percentiles of −3·86 and −1·59 respectively. These estimates are based on the last 30 000 iterations of a Metropolis-Hastings run of 100 000 iterations. The Monte Carlo sampling procedure requires 2·4 seconds per iteration. Again, the frequentist coverage probabilities of the corresponding one-sided credible sets are within the expected error of approximation 1/n=0·01, being 0·05 and 0·95, respectively, to two decimal places.
4·4. T eratogenesis experiment
We analyse teratological, i.e. developmental toxicity, data from Williams (1975) . The experiment consists of two diets, control and test chemical, given to 16 pregnant female rats each during pregnancy and lactation. The data contain the number of rat pups in each litter alive after the 21-day lactation period. The researchers were interested in the effect of exposure to the test substance on the rat pups to assess the potential danger such a substance may hold for a developing human foetus.
The analysis suggested by the literature considers a beta-binomial distribution for modelling the response for each litter (Ryan, 1995) . Let Y ij denote the number of defects and n ij the number of offspring born to rat j=1, . . . , 16 under dose group i=1, 2. The beta-binomial distribution assumes for all i and j that Y ij~B i(n ij , p i ) with p i~B e(a i , b i ), where a i and b i are unknown parameters for the distribution of response probabilities p i
. We reparameterise to the exposure effect m i =a i /(a i +b i ) and the intra-litter correlation g i =1/(a i +b i +1). It can be shown that m 1 is orthogonal to m 2 and g 2 . The only nuisance parameter then, when analysing m 1 , is g 1 . Similarly, m 2 is orthogonal to m 1 and g 1 . Thus, when m 2 is the parameter of interest, g 2 is the only nuisance parameter of concern. Standard conditional, marginal and quasilikelihood approaches and estimating equation methods for finding the maximum likelihood estimate are difficult because of the awkward form of the likelihood (Ryan, 1995; Liang & Hanfelt, 1994) . The methods discussed in § 3, however, present a natural approach of fitting the computationally awkward likelihood function while avoiding the difficult problem of determining an appropriate maximum likelihood estimation procedure.
The coefficients g(m i , g i ) and h(m i , g i ) in (2) are formidable, being expected values of particular partial derivatives of the loglikelihood associated with the beta-binomial distribution; see § 2. Consequently, neither analytical nor simple numerical solutions to (2) are available. We thus apply our numerical algorithm of § 3·4.
The Metropolis-Hastings algorithm was run for 10 000 iterations. The estimate stabilised by this iteration, though the routine requires 46 seconds per iteration. The posterior mean of m 1 under the matching prior analysis is 0·90, with five and ninety-five percentiles 0·87 and 0·93 respectively. The posterior mean of m 2 under the matching prior analysis is 0·73, with five and ninety-five percentiles 0·66 and 0·80 respectively.
Recall that our Metropolis-Hastings algorithm generates samples from the marginal posterior distributions p(m 1 |Y ) and p(m 2 |Y ). We may therefore estimate the log-odds log(Y )=log[m 2 (1−m 1 )/{m 1 (1−m 2 )}]
by transforming according to this equation. In particular, we find Y C =−0·52 with five and ninety-five percentiles −0·77 and −0·27 respectively; the exposure is more harmful to pups whose mothers are fed the substance under study.
5. D A common way of solving the problem dealt with in this paper is a two-stage process. In the first stage, numerical values of the matching prior are sought, and these values are then used in the second stage for computing the posterior distribution. As pointed out by a referee, the numerical approach proposed in this paper overcomes the difficulties inherent in this two-stage procedure by combining the two stages into a unified MetropolisHastings algorithm without the need to save intermediate numerical values of the matching prior.
Although our numerical procedure is of general applicability in practice, the routine may require substantial computational power particularly for solving the differential equations at each step of the Metropolis-Hastings algorithm. The example in § 4·3 required 21 hours of computing time and the example in § 4·4 required 128 hours of computing time. Nonetheless, improvements are likely in the contexts of software, hardware and mathematics. First, we rely on Mathematica, a notoriously slow numerical software package, whereas low-level languages such as Fortran and/or C++, in addition to parallel implementations of our algorithm, provide viable alternatives for the skilful programmer to speed up our algorithms substantially. Secondly, given the ever-improving power in computing technologies, the algorithm will become feasible in increasingly complex problems. Thirdly, simplifications in the expressions for the functions g(h) and h(h) in the matching prior partial differential equation (2) will vastly improve computational performance.
We have focused this paper on the application of matching priors for frequentist inference, but the matching prior also appears as a viable default prior in the literature for Bayesian inference. Our algorithm is thus useful to Bayesians applying the matching prior to draw posterior inferences.
