In this study, we provide a new semilocal convergence theorem for Newton's method. It is assumed that an operator is twice continuously Fréchet-differentiable at only one point. Finally, a simple numerical example is given to show that our results can apply, but earlier similar ones fail.
Introduction
Let X, Y be Banach spaces. We study the problem of approximating a locally unique solution x * of the equation Newton's method
E-mail address: huzhongyongce@sohu.com (Z. Hu). has been applied extensively to generate a sequence {x n } (n 0) converging to x * . Therefore, there exists a vast amount of the literature on the convergence of Newton's method [1] [2] [3] [4] [5] [6] [7] [8] [9] .
In particular, Argyros [1] provides a semilocal convergence theorem assuming the Fréchet-differentiability at only one point. We include the following condition.
Condition. Let F be a continuous operator defined on an open convex subset D of a Banach space X with values in a Banach space Y , and continuously Fréchet-differentiable at some
The hypothesis on the operator F implies: for all > 0 there exists = ( ) > 0 such that
for
Under this condition, one can obtain error estimates and show the existence and uniqueness of the solution. But sometimes this condition may fail.
Using (2), we get = 1. Then, we obtain (3) is violated. That is why we introduce a new condition, under which Newton's method (1) starting from x 0 = 0 in the above example does converge.
Convergence analysis
In this section, we present and prove our convergence result concerning Newton's method. 
and
where D is an open convex subset of X. Then, Newton's method {x n } (n 0) generated by (1) is well defined, remains in U(x 0 , ) for all n 0, and converges to a solution x * ∈ U(x 0 , ) of the equation F (x) = 0. Moreover, the following error bounds hold for all n 0:
Proof. We first note that if x, y ∈ U(x 0 , ),
That is x + t (y − x) ∈ U(x 0 , ). Using (1) we get for n = 0
Hence, we deduce that x 1 ∈ U(x 0 , ). Then, by (4), (8) and the Neumann lemma, we obtain that F (x 1 )
exists and
Moreover, (1) gives for n = 1
and by (4), (6), (11) and (12) we deduce in turn
That is x 2 ∈ U(x 0 , ). Assume (9) and x k ∈ U(x 0 , ) hold for all k = 0, 1, . . . , n − 1. It follows from (5) that F (x k ) −1 exists and
Using (6) and (13), we obtain in turn
which shows (9) for all n 0. Then, we can deduce
which shows x n ∈ U(x 0 , ) for all n 0. Let k 0, m 0. We obtain
Estimate (14) shows that the sequence {x n } (n 0) is Cauchy in a Banach space X and it converges to some x * ∈ U(x 0 , ). By letting n −→ ∞ in (1), we get F (x * ) = 0. Estimate (10) follows from (14) by letting m −→ ∞. Finally, to show uniqueness let x * , y * ∈ U(x 0 , ) with F (x * ) = F (y * ) = 0. Consider the approximation
Since L is invertible, we obtain y * = x * . That completes the proof.
Numerical example
Returning back to the numerical example, we get b = 0, = 1 by (6). Choose = 1 2 and take = (1 + √ 2) 4/5 . Moreover, (7) is satisfied. Hence, all hypotheses of our theorem are satisfied. That is, our theorem guarantees that the Newton's method {x n } (n 0) generated by (1) and starting from x 0 = 0 converges to the unique solution x * of the function F .
