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Abstract
We consider multiple testing means of many dependent Normal random variables when
these random variables have a principal correlation structure and different variances. We
extend Jin’s estimator of the proportion of nonzero Normal means to this setting and show
that the extended estimator is consistent. We also show that the false discovery rate of the
adaptive single-step multiple testing procedure that employs this estimator can be consis-
tently estimated by its false discovery proportion and that the rejection threshold of the
procedure can be explicitly determined to ensure the conservativeness of the procedure. The
extended estimator and adaptive procedure are applied to multiple testing in an association
study based on brain imaging data.
Keywords: Fourier transform; adaptive multiple hypotheses testing; principal correlation
structure; proportion of nonzero Normal means
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1 Introduction
We consider the multiple testing scenario where the means of many dependent Normal random
variables are simultaneously tested. This scenario is a classic subject of theoretical study in
statistics. It has also been conducted when implementing a strategy called “marginal regression
followed by multiple testing”, where many marginal regression models are obtained, a null
hypothesis is that a regression coefficient is zero, the associated test statistic follows a Normal
distribution and has mean zero under the null hypothesis, and all regression coefficients are
simultaneous assessed; see, e.g., Owen (2005), Fan et al. (2012) and Azriel and Schwartzman
(2015).
Due to the large number of null hypotheses to test simultaneously, it is often desirable to
control the false discovery rate (FDR) in order to identify a set of regression coefficients for
further study. However, the Normally distributed test statistics can be highly dependent, and
the behavior of the false discovery proportion (FDP) of a multiple testing procedure (MTP)
is unstable and sometimes even unpredictable; see, e.g., Finner et al. (2007). To investigate
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this issue, Chen and Doerge (2017) showed that, when the test statistics follow a joint Normal
distribution with a known covariance matrix and have “principal correlation structure (PCS)”,
the FDP of a single-step MTP satisfies a strong law of large numbers as the number of means
to test tends to infinity.
In this article, we study the FDP of an adaptive single-step MTP when each pair of test
statistics follows a bivariate Normal distribution and all the test statistics have PCS. Firstly, we
extend the estimator of Jin (2008) and show that the extended estimator still consistently esti-
mates the proportion of nonzero Normal means. However, the sparsest proportion the extended
estimator can consistently estimate depends critically on the index of PCS and the maximal
variance of the Normal random variables. Further, PCS subsumes the two types of dependence,
short-range dependence and strongly mixing, considered in Jin (2008) and Jin and Cai (2007),
and the techniques we use to prove the consistency of the extended estimator are quite differ-
ent than those in these two works and are of independent interest. Then, building upon the
results of Chen and Doerge (2017), we show that the FDP of the adaptive single-step MTP that
employs the extended estimator satisfies a weak law of large numbers (WLLN). Therefore, the
FDR of the procedure can be consistently estimated by its FDP, and the rejection threshold of
the procedure can be explicitly determined to control its FDR at a desired level. Our simulation
study investigates the performances of the extended estimator and that of Meinshausen and
Rice (2006) for three types of dependence, none of which has been considered in the simulation
studies of Meinshausen and Rice (2006), Jin and Cai (2007) or Jin (2008), and it enriches our
understanding of these estimators.
The rest of the article is organized as follows. In Section 2 we state the model for multiple
testing Normal means, the definition of PCS and its implications on the concentration of FDP.
In Section 3 we extend Jin’s estimator and show the consistency of the extended estimator under
PCS. We provide a simulation study in Section 4 and an application of the extended estimator
and adaptive single-step MTP in Section 5. We end the article with a discussion in Section 6
and relegate all proofs into Appendix A.
2 Multiple testing Normal means
In order to present our technical analysis, we use the following conventions and notations:
(Ω,F ,P) is the probability space on which all random vectors are defined, where Ω is the sample
space, F a sigma-algebra on Ω, and P the probability measure on F ; E [·], var [·] and cov [·, ·]
are the expectation, variance and covariance operators; w ∼ Nm (u,S) denotes that w is an m-
dimensional Normally distributed random vector with mean vector u and covariance matrix S,
and Φ the cumulative distribution function (CDF) of w ∼ N1 (0, 1); for two sequences {am}m≥1
and {bm}m≥1, the “big O” notation am = O (bm) means that |am| ≤ M |bm| for some constant
M > 0 for all sufficiently large m; for a matrix A, let ‖A‖1 =
∑
i,j |A (i, j)| ; 1A is the indicator
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of a set A; [x] denotes the integer part of a real number x.
2.1 Model for multiple testing Normal means
Let z = (z1, . . . , zm) with zi ∼ N1 (µi, σii) have covariance matrix Σ = (σij) and mean vector
µ = (µ1, ..., µm). Consider simultaneously testing the null Hi0 : µi = 0 versus the alter-
native Hi1 : µi 6= 0 for 1 ≤ i ≤ m, which we refer to as the “Normal means problem”.
Let Q0,m = {1 ≤ i ≤ m : µi = 0} be the set of true nulls with cardinality m0, and Q1,m =
{1 ≤ i ≤ m : µi 6= 0} the set of false nulls with cardinality m1. Then the proportion of nonzero
Normal means is defined as pim = m1m
−1, and the proportion of zero Normal means pi0,m =
m0m
−1 = 1− pim.
Define pi = 1−Fi (zi) as the one-sided p-value and pi = 2Fi (− |zi|) as the two-sided p-value
for zi, where Fi is the CDF of zi when µi = 0. Consider the single-step MTP with a rejection
threshold τ ∈ [0, 1] that rejects Hi0 if and only if pi ≤ τ . Then Rm (τ) =
∑m
i=1 1{pi≤τ} is the
number of rejections and Vm (τ) =
∑
i∈Q0,m 1{pi≤τ} the number of false discoveries. Further, the
FDP and FDR of the MTP are respectively
FDPm (τ) =
Vm (τ)
max {Rm (τ) , 1} and FDRm (τ) = E [FDPm (τ)] . (1)
When m is large, we aim to control the FDR of the MTP at a given level α ∈ (0, 1) by choosing
an appropriate τ or to estimate the FDR of the MTP for a given τ .
2.2 Principal correlation structure and concentration of FDP
Let R = (rij)m×m be the correlation matrix of z. If
m−2 ‖R‖1 = O
(
m−β
)
for some β > 0, (2)
we say that z has a “principal correlation structure (PCS)” as defined by Chen and Doerge
(2017) and call β the PCS index. PCS says that the sum of the absolute correlations among all
components of the random vector z accumulates at a slower rate than the squared dimensionality
of z. Note that β in (2) has to be no larger than 1. A related concept is “weak dependence”.
We say that {zi}mi=1 are “weakly dependent” if
m−2 ‖Σ‖1 = O
(
m−δ
)
for some δ > 0. (3)
δ in (3) can be greater than 1 when some σii’s are zero. However, β ≤ 1 has to hold in (2).
When limm→∞min1≤i≤m σii > 0, (2) and (3) are equivalent.
It is easily to verify that PCS subsumes strongly mixing and short-range dependence con-
sidered in Jin and Cai (2007). Specifically, we can construct z such that (2) holds and that for
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some finite k, say, k = 10−1
√
m, all entries of the covariance matrix of the 2k components zj
and zm+1−j for 1 ≤ j ≤ k are uniformly bounded in m from below by a positive constant, and
thus the sequence {zi}mi=1 is neither strongly mixing nor have short-range dependence; see also
the “Long Range” dependence in the simulation study in Section 4.
One implication of {zi}mi=1 having PCS is the following concentration property shown by
Chen and Doerge (2017):
Proposition 1. If z has a joint Normal distribution and (2) holds, then almost surely both
lim
m→∞m
−1 |Rm (τ)− E [Rm (τ)]| = 0 and lim
m→∞m
−1 |Vm (τ)− E [Vm (τ)]| = 0
hold. If further lim infm→∞m−1Rm (τ) > 0 almost surely, then
lim
m→∞ |FDPm (τ)− E [FDPm (τ)]| = 0 almost surely.
Proposition 1 asserts that, for multiple testing means of a Normal random vector that has
PCS, if the MTP always makes a positive proportion of rejections, then the difference between
the FDP and FDR of the MTP converges to zero almost surely. In other words, the FDR
of the MTP can be estimated arbitrarily well by its FDP as the number of tests increases.
The condition lim infm→∞m−1Rm (τ) > 0 holds whenever there is always a positive proportion
of rejections among all the hypotheses. Further, the assumption of joint Normality of z in
Proposition 1 can be relaxed to the assumption that each pair (zi, zj) , i 6= j is bivariate Normal
since the proof of this proposition is based on properties of bivariate Normal distributions; see
the proof of Proposition 3.3 in Chen and Doerge (2017).
3 Adaptive multiple testing Normal means
Even though Proposition 1 characterizes for the Normal means problem a large class of depen-
dence under which the FDP of a single-step MTP concentrates almost surely around its FDR,
we can potentially improve the MTP as follows: firstly, we will make it into an adaptive pro-
cedure by incorporating into it a consistent estimator of the proportion pi0,m of zero Normal
means; secondly, using Proposition 1 we can consistently estimate the FDR of the adaptive
MTP; finally, we can choose the rejection threshold for the adaptive MTP so that its FDR as
close as possible to a prespecified level. We choose to extend the estimator of the proportion pim
of nonzero Normal means developed by Jin (2008) (referred to as “Jin’s estimator”) since it fully
utilizes the location-scale property of the family of one-dimensional Normal distributions but its
(uniform) consistency has only been justified when the Normal random variables are strongly
mixing or have short-range dependence in Jin and Cai (2007) and Jin (2008).
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3.1 The extended estimator and its consistency under PCS
Recall z = (z1, . . . , zm) with zi ∼ N1 (µi, σii) and Σ = (σij) as the covariance matrix. We will
extend Jin’s estimator of pim to our setting where the σii’s can be all different from each other
and show the uniform consistency of the extended estimator when {zi}mi=1 are weakly dependent
and max1≤i≤m σii ≤ 1. Let
φµ,σ (x) =
(√
2piσ
)−1
exp
(
−2−1σ−2 (x− µ)2
)
, µ ∈ R, σ > 0
and ω (·) be a real-valued function defined on (−1, 1) that is bounded by some finite constant
K > 0, symmetric around 0 and Lebesgue integrates to 1. Define
κσ (t;x) =
∫
(−1,1)
ω (ζ) exp
(
2−1t2ζ2σ2
)
cos (tζx) dζ, (4)
and
ψ (t;µ) =
∫
(−1,1)
exp
(√−1tµζ)ω (ζ) dζ.
Then ψ (t; 0) = 1 for all t, and E [κσ (t,X)] = ψ (t;µ) = ωˆ (tµ) for all t and µ when X ∼
N1
(
µ, σ2
)
, where ωˆ denotes the Fourier transform of ω. Further, the identity
(κ1 (t; ·) ∗ φ0,1) (µ) = ψ (t;µ) = (κσ (t; ·) ∗ φ0,σ) (µ) (5)
holds, where ∗ denotes the convolution. Therefore, 0 ≤ ψ (t;µ) ≤ 1 for all t and µ. Finally,
limt→∞ ψ (t;µ) = 0 for each fixed µ 6= 0 by Riemann-Lebesgue lemma.
Since zi ∼ N1 (µi, σii), we define the underlying phase function
ϕ (t;µ) =
1
m
m∑
j=1
[1− ψ (t;µj)] (6)
and empirical phase function
ϕm (t; z) =
1
m
m∑
j=1
[
1− κ√σii (t; zj)
]
. (7)
Then limt→∞ ϕ (t;µ) = pim for all m, E [ϕm (t; z)] = ϕ (t) for all t, and ϕm (t; z) estimates pim.
We remark that κσ in (4) and ϕm in (7) generalize corresponding functions in Jin (2008) by
allowing each zi to have its own variance σii. The estimator ϕm (t; z) reduces to Jin’s estimator
in Jin (2008) when σii = 1 for all i and is referred to as the “extended estimator”.
As does Jin’s estimator, the performance of ϕm (t; z) hinges upon how accurately ϕm approx-
imates ϕ. Specifically, the smaller the difference ϑm (t) = |ϕm (t; z)− ϕ (t)| is for large t,
the more accurately ϕm (t; z) estimates pim. So, we need to bound ϑm (t). Recall (3), i.e.,
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m−2 ‖Σ‖1 = O
(
m−δ
)
for some δ > 0. Set σ(m) = max1≤i≤m σii and K = supζ∈(−1,1) |ω (ζ)|.
The following theorem describes the magnitude of oscillations of ϑm (t).
Theorem 1. Let pm (t) = m
−1 + t2m−2 ‖Σ‖1. Assume each pair (zi, zj) , i 6= j is bivariate
Normal. Then
E
[
|ϕm (t; z)− ϕ (t)|2
]
≤ 4K2 exp (t2σ(m)) pm (t) , (8)
and, for any ε > 0, with probability at least 1− ε−2pm (t),
|ϕm (t; z)− ϕ (t)| ≤ 2εK exp
(
2−1t2σ(m)
)
. (9)
If further σ(m) ≤ 1 and (3) holds, then, for any three constants η, γ and δ′ such that 0 < γ < η
and 2η < δ′ < min {δ, 1},
sup
t∈( 0,√2γ logm]
|ϕm (t; z)− ϕ (t)| ≤ 2Km−(η−γ), (10)
holds with probability at least 1− Cm−(δ′−2η) for some constant C that is determined by (3).
Theorem 1 provides an integrated view on the relationship between the strength of depen-
dence among the Normal random variables m−2 ‖Σ‖1, their maximal variability σ(m), and the
magnitude of oscillations of ϑm (t) = |ϕm (t; z)− ϕ (t)|. In particular, it asserts that, when the
Normal random variables have maximal unit variance and are weakly dependent, with over-
whelming probability, for any γ and η such that 0 < γ < η and 2η < min {δ, 1}, ϕm (t; z)
uniformly consistently estimates ϕ (t) for all t ∈ (0,√2γ logm] and that for such t the stochas-
tic fluctuation of ϑm (t) is upper bounded in order by m
−(η−γ). It also provides in (8) an upper
bound on the variance of the estimator ϕm (t; z), which helps characterize its stability.
When the Normal random variables are mutually independent and have unit variance,
m−2 ‖Σ‖1 = m−1 and δ = 1. Accordingly, the range for γ is
(
0, 2−1
)
in Theorem 1 whereas the
range for γ is (0, 2−1] in Jin (2008), meaning that the difference between the two is the singleton{
2−1
}
. Such a difference is mainly due to Lemmas 4 and 5 in Jin (2008), no longer applicable
to the setting of PCS here, that give
sup
t∈( 0,√2γ logm]
|ϕm (t; z)− ϕ (t)| = O
(
mγ−1/2√
logm
)
for γ ∈ (0, 2−1], (11)
where the gain (logm)−1/2 in (11) allows γ = 2−1. Nonetheless, this does not reduce the
applicability of the extended estimator.
Let µ∗ = min {|µi| : µi 6= 0}. Using the bound on |ϕm (t; z)− ϕ (t)| provided in Theorem 1,
we obtain the following result.
Theorem 2. Assume each pair (zi, zj) , i 6= j is bivariate Normal. Further, assume (3),
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σ(m) ≤ 1, limm→∞ µ∗
√
2γ logm = ∞ and limm→∞ pimmη−γ = ∞, where γ and η are speci-
fied in Theorem 1. Then
P
(∣∣∣pi−1m ϕm (√2γ logm; z)− 1∣∣∣→ 0)→ 1 as m→∞. (12)
Theorem 2 justifies the consistency of the extended estimator for a range of pim values
when zi’s have unit maximal variance and are weakly dependent. In particular, it implies the
consistency of Jin’s estimator when zi’s have unit variance and PCS. The condition σ(m) ≤ 1 is
very intuitive since the less variable all the Normal random variables are, the easier their means
can be assessed, and so is estimating the proportion pim via Fourier transform. On the other
hand, Theorem 2 reveals that, under PCS and provided σ(m) ≤ 1, the most difficult setting for
estimating pim is where σii = 1 for all i, which we will choose for our simulation study. The
condition limm→∞ µ∗
√
2γ logm = ∞ simply requires the minimal magnitude of the nonzero
Normal means not to be extremely small, and it is satisfied when µ∗ ≥ log logm√2 logm and γ > 0 as
assumed in Jin (2008).
In Theorem 2, the condition pimm
η−γ →∞ means that, under weak dependence, the sparsest
pim that can be consistently estimated by the extended estimator has to be denser than m
−(η−γ)
with 0 < γ < η and 2η < min {δ, 1}. This is due to the fact that the stochastic fluctuation
of ϕm
(√
2γ logm; z
)
around ϕ (t) under weak dependence, even though converging to 0 as
m→∞, can be as large in order as m−(η−γ). In contrast, when the Normal random variables are
independent and have unit variance, the sparsest pim in Jin (2008) is allowed to be m
−(2−1−γ)
with γ ∈ (0, 2−1] due to (11). Regardless, the level of sparsity of pim for which pim can be
consistently estimated by the extended and Jin’s estimators is largely determined by the PCS
index.
Let tγ,m =
√
2γ logm with γ specified in Theorem 1 and pˆi = ϕm (tγ,m; z). Then, as long as
pimm
η−γ →∞, pˆim consistently estimate pim when the zi’s have unit maximal variance and are
weakly dependent.
3.2 Consistent FDR estimation for the single-step adaptive procedure
Recall zi ∼ N1 (µi, σii). A zi with limm→∞ σii = 0 asymptotically does not contribute to ‖Σ‖1
and will be equal to its mean µi almost surely, so that its mean can eventually be almost surely
assessed. On the other hand, in practice usually each zi is already standardized with σii = 1.
Therefore, for the rest of the article, we assume σii = 1 for all 1 ≤ i ≤ m and all m. Under
such circumstances, Σ = R, the conditions (2) and (3) are all equivalent, and {zi}mi=1 have PCS.
Recall that each pair (zi, zj) , i 6= j is bivariate Normal for all 1 ≤ i, j ≤ m rather than z being
a Normal random vector.
Recall the non-adaptive single-step MTP defined in Section 2.1. With the estimator pˆim of
pim given in Theorem 2, for α ∈ (0, 1) we can construct an adaptive single-step MTP as follows:
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define
αm (τ) = (1− pˆim) P (pi0 ≤ τ)
m−1Rm (τ)
(13)
for some i0 ∈ Q0,m and
τˆ = sup {τ ∈ [0, 1] : αm (τ) ≤ α} (14)
and reject Hi0 : µi = 0 if and only if pi ≤ τˆ . Denote the FDR of the adaptive MTP by q, i.e.,
q = E [FDPm (τˆ)].
Theorem 3. Suppose zi ∼ N1 (µi, 1) for each 1 ≤ i ≤ m. Then αm (τˆ) ≤ α almost surely. If
the conditions of Theorem 1 hold and lim infm→∞m−1Rm (τˆ) > 0 almost surely, then
lim
m→∞P (|FDPm (τˆ)− q| > ε) = 0 = limm→∞P (|αm (τˆ)− q| > ε)
for any fixed ε > 0.
Theorem 3 asserts that the FDP of the adaptive procedure satisfies the WLLN and converges
in probability to the FDR of the procedure and that the FDR of the procedure is bounded by α
and can be consistently estimated by αm (τˆ). The condition lim infm→∞m−1Rm (τˆ) > 0 almost
surely requires that there is always a positive proportion of rejections, and it is not restrictive in
practice. However, when pim is very close to zero, there may be little or no gain in power when
using the adaptive procedure compared to its non-adaptive counterpart. The adaptive MTP can
be easily implemented once we are able to verify m−2 ‖R‖1 = O
(
m−β
)
for some β > 0 without
consistently estimating R.
4 Simulation study
In this section, we provide a simulation study on the estimator pˆim = ϕm
(√
2γ logm; z
)
and
the adaptive single-step MTP. We will compare the estimator pˆim, denoted now by pˆiJ and
implemented with the triangular density ω, with the estimator pˆiMR in Meinshausen and Rice
(2006). Since pˆiMR is based on p-values, we will convert each observed Normal random variable
zi into pi = 2Φ (− |zi|) and apply pˆiMR to {pi}mi=1 to estimate pim.
4.1 Simulation design
Recall that ζ ∼ Nm (µ,Σ) with µ = (µ1, . . . , µm)T . We consider 10 values for m as 103, 2×103,
4×103, 6×103, 8×103, 104, 2×104, 4×104, 8×104 and 105, set Σ = (σ˜ij) as a correlation matrix,
and consider 3 types of dependence encoded by Σ that satisfy principal correlation structure
(PCS). Recall m0 as the number of zero µi’s and pim = 1−m0m−1 as the proportion of nonzero
µi’s. We consider 6 sparsity levels for pim, i.e., the dense regime pim = 0.05, four moderately
sparse regimes pim = m
−0.1, m−0.2, m−0.3, m−0.4, and the very sparse regime pim = m−0.7.
The nonzero µi’s are generated independently such that their absolute values |µi| are from the
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uniform distribution on the compact interval [0.5, 3.5] but each µi has probability 0.5 to be
negative or positive. The simulation is implemented by independently repeating 200 times each
experiment determined by the triple (m,pi1,m,Σ).
The 3 types of correlation matrix Σ = (σ˜ij) are given below:
• “Autoregressive”: σ˜ij = ρ|i−j|1{i 6=j} with ρ = 0.7, i.e., Σ is the autocorrelation matrix of
an autoregressive model of order 1, such that
m−2 ‖Σ‖1 =
1 + ρ
1− ρm
−1 +O
(
m−2
)
for ρ ∈ (0, 1) . (15)
• “Long Range”: σ˜ij = ρ = 0.7 for i = 1 and j = m−[
√
m]+1, ...,m and σ˜ij = 0 for all other
distinct pairs (i, j). Namely, z1 is equally correlated with each zj for j = m−[
√
m]+1, ...,m,
inducing long range dependence, and
m−2 ‖Σ‖1 = 2ρm−1 +O
(
m−2
)
. (16)
• “Moving Average”: Σ is a banded matrix of bandwidth b = [0.5√m], such that σ˜ij =∑b−|i−j|
l=1 blb|i−j|+l with bi =
1√
b
when 0 < |i − j| < b. Namely, Σ is the autocorrelation
matrix of a moving average model of order b. The smallest off-diagonal nonzero entry of
Σ is b−1, and
m−2 ‖Σ‖1 =
3
8
m−1/2 +O
(
m−1
)
. (17)
The Moving Average and Autoregressive dependencies are respectively short range and strongly
mixing, whereas Long Range dependence is neither strongly mixing nor short range. However,
all three types of dependence satisfy PCS.
4.2 Simulation results
An estimator of the proportion pim is said to be better if it is no larger than pim in expectation
and has smaller bias and standard deviation (i.e., is more accurate and stable). Recall that µ∗ is
the minimum of the absolute values of the nonzero means, and that limm→∞ µ∗
√
2γ logm =∞
is required to ensure the consistency of pˆiJ. Here µ∗ = 0.5. Since δm = log logm√2 logm is decreasing in
m when m is large and δm = 0.509 when m = 10
5, the requirement is approximately satisfied.
Figure 1 shows the effects of the tuning parameter γ on the estimator pˆiJ when m = 10
5 and
γ ranges from 0.01 to 0.5 with stepsize 0.01. We see the following when γ ranges within the
theoretical range
(
0, 2−1β
)
where β is the PCS index: (1) pˆiJ usually underestimates pim; (2)
as γ increases, pˆiJ becomes more accurate and more varying; (3) the variance of pˆiJ usually has
smaller magnitudes than its bias unless pim is in the very sparse regime pim = m
−0.7. Note that
Jin (2008) observed (1) and (2) in the dense regime pim = 0.2, whereas we investigate the effects
of γ on pˆiJ across 6 sparsity settings for pim. We also observe the following: (4) if γ is much
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larger than 2−1β, pˆiJ can overestimate pim, and the larger γ is, the more pˆiJ overestimates pim; see
results for Moving Average dependence when pim = 0.05 or pim = m
−0.7; (5) for γ in
(
0, 2−1β
)
,
pˆiJ may still accurately estimate pim when pim = m
−0.7; see results for Autoregressive and Long
Range dependencies. These have not been observed in Jin (2008) or Jin and Cai (2007) since
the very sparse regime pim = m
−0.7 was not considered there, and are likely due to the fact that
the bounds on |ϕm (t; z)− ϕ (t)| obtained through ‖Σ‖1 are not necessarily tight when Σ is not
diagonal.
Figure 2 shows the comparison between the estimators pˆiJ and pˆiMR as m increases, where
pˆiJ is implemented with γ = 0.24 for Moving Average dependence with PCS index β = 0.5 and
with γ = 0.49 for Autoregressive and Long Range dependencies with PCS index β = 1. The
following can be observed: (6) in general pˆiJ is more accurate than pˆiMR for all three types of
dependence across the dense and moderately sparse regimes; (7) for Moving Average dependence,
pˆiMR seems to be more accurate than pˆiJ when pim is close to the critical regime pim = m
−0.5;
(8) both estimators are relatively stable when m is large but can be unstable when both m and
the PCS index β are small; see results for Moving Average dependence; (9) both estimators can
overestimate pim in the very sparse regime pim = m
−0.7 when the PCS index is small (see results
for Moving Average dependence), and pˆiMR may do so in the dense regime pim = 0.05. Note
that neither the very sparse regime pim = m
−0.7 nor the relatively more dependent setting the
Moving Average dependence with β = 0.5 was considered in Meinshausen and Rice (2006), Jin
and Cai (2007) or Jin (2008).
Figure 3 records the FDR of the adaptive MTP as m increases, where pˆiJ is implemented with
γ = 0.24 since the smallest PCS index is β = 0.5 for the three types of dependence. We see that
the FDR of the adaptive procedure is always upper bounded by the nominal FDR level α = 0.05
and that its convergence to the nominal FDR level α = 0.05 as m increases can be observed.
This well supports our theory on estimating the FDR of the adaptive procedure. Note that the
FDR of the procedure seems to converge to α in the regimes pim = m
−0.4 for Moving Average
dependence and pim = m
−0.7 for all three types of dependence, despite a potential violation of
the assumption limm→∞ pimmη−γ =∞ needed for Theorem 3.
5 An application to multiple testing in brain image study
As an application, we apply the estimator and adaptive MTP to analyzing a data set that was
obtained from brain imaging in a study of the cortical thickness of adults who had a diagnosis of
attention deficit/hyperactivity disorder (ADHD) as children (Proal et al.; 2011). The data set
contains cortical thickness measurements for around m′ = 80000 cortical voxels and behavioral
measurements for each of the n = 139 individuals. The study aimed to identify voxels that
may affect the overall behavior of an individual by assessing the association between the cortical
thickness of each voxel to a global assessment of behavior. Namely, the response variable y is the
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global assessment of behavior and the covariates {xi}m
′
i=1 are the voxel-wise cortical thicknesses.
To this end, for each i, the marginal regression model
yj = αi0 + αi1xij + εij , j = 1, . . . , n,
is used, where εij ’s are i.i.d. with mean 0 and standard deviation λ. Let αˆi1 be the least squares
estimate of αi1, si be the sample standard deviation of xi, and
zi =
αˆi1
λ/ (
√
nsi)
.
Then, each zi will be approximately zi ∼ N1 (µi, 1) with µi =
√
nαi1si/λ. Further, conditioning
on all xij ’s, the correlation rij between each pair (zi, zj) , i 6= j, is the sample correlation between
xi and xj . When εij ’s are Normally distributed, each pair (zi, zj) , i 6= j will approximately follow
a bivariate Normal distribution. Now testing if αi1 = 0 is equivalent to testing Hi : µi = 0, i.e.,
assessing if an xi is associated with y is converted to testing Hi : µi = 0. In practice, λ
2 can be
estimated by
λˆ2 =
1
m (n− 2)
m∑
i=1
n∑
j=1
(y˜j − αˆi1x˜ij)2
when n > 2, where x˜ij = xij − n−1
∑n
j=1 xij and y˜j = yj − n−1
∑n
j=1 yj . Since m (n− 2) is
usually large, the variability of λˆ2 can be ignored so that λˆ2 can be taken as λ2.
To ensure that the Normality assumption in each marginal regression model is not seriously
violated, we apply the Shapiro test to assess the Normality of the residuals for each marginal
regression and select zi’s for which the Shapiro test has p-value greater than 0.05. Among these
zi’s, we further select those that have PCS with PCS index β = 0.1. This gives 2202 zi’s,
to which we apply the estimators and the adaptive MTP. In this setting, the proportion pi of
nonzero Normal means is the ratio to 2202 of the number of voxels whose cortical thicknesses
are associated with the global assessment of behavior. The extended estimator p˜i is applied with
γ = 0.0495 and yields an estimate 0.270 for pi. At the nominal FDR level α = 0.05, the adaptive
MTP makes 1475 rejections and its FDR is estimated to be 0.0498. However, the estimator of
Meinshausen and Rice (2006) gives an estimate of pi as 0.978, which may be misleading.
6 Discussion
For multiple testing means of Normal random variables, we have extended Jin’s estimator in
Jin (2008) of the proportion of nonzero Normal means to the case where these random variables
have different variances upper bounded one and have a principal correlation structure (PCS).
However, the level of sparsity for the proportion that the extended estimator can consistently
estimate depends on the PCS index. Under the same settings, we have also shown that the
adaptive single-step MTP employing this estimator is conservative and that its FDR can be
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consistently estimated.
The construction of Jin’s estimator depends crucially on the location shift property of the
distributions of the random variables under investigation. Thus, when the distributions of
the random variables do not have this property, a different strategy is needed to estimate the
proportion of random variables that have some fixed mean or median. For random variables
whose distributions form natural exponential families, many of which are not location shift
families, we may be able to develop a uniformly consistent estimator of the proportion by
exploiting their mean-variance relationships and Mellin transform. We will report this in another
article.
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A Proofs
In this section, we provide the proofs of Theorem 1, Theorem 2 and Theorem 3.
A.1 Proof of Theorem 1
Recall z = (z1, . . . , zm)
T with mean vector µ = (µ1, ..., µm)
T and covariance matrix Σ =
(σij). Also recall σ(m) = max1≤i≤m σii and K = supζ∈(−1,1) |ω (ζ)|. Fix a ζ ∈ [−1, 1]. Let
sm (t) = m
−1 m∑
j=1
cos (tζzj) and dm (t) = sm (t) − E [sm (t)]. In order to bound the oscil-
lations of |ϕm (t; z)− ϕ (t)|, we will bound the variance var [dm (t)] of dm (t) and then apply
Markov’s inequality to dm (t). Clearly, var [dm (t)] = I1 + I2, where I1 = m
−2 m∑
i=1
var [cos (tζzi)],
I2 = 2m
−2 ∑
1≤i<j≤m
cij and cij = cov [cos (tζzi) , cos (tζzj)] for i 6= j. Since |cos (tζzi)| is upper
bounded by 1 uniformly in t, ζ and zi, we see
I1 = m
−2
m∑
i=1
var [cos (tζzi)] ≤ m−1. (18)
Now we bound I2. Let xi = exp
(√−1tζzi) for 1 ≤ i ≤ m. Since zi + zj is Normally
distributed with mean µi + µj and variance aij = σii + σjj + 2σij for i 6= j, we have
E [xixj ] = exp
(√−1tζ (ui + uj)) exp (−2−1t2ζ2aij) .
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Therefore, cov [xi, xj ] = exp
(√−1tζ (ui + uj)) gij with
gij = exp
(−2−1t2ζ2 (σii + σjj)) (exp (−t2ζ2σij)− 1) . (19)
Similarly, since zi−zj is Normally distributed with mean µi−µj and variance bij = σii+σjj−2σij
for i 6= j, we have cov [xi, xj ] = exp
(√−1tζ (ui − uj))hij , where xj is the complex conjugate of
xj and
hij = exp
(−2−1t2ζ2 (σii + σjj)) (exp (t2ζ2σij)− 1) . (20)
Therefore,
cij = cov [cos (tζzi) , cos (tζzj)]
= 2−1 [< (cov [xi, xj ]) + < (cov [xi, xj ])]
= 2−1 {gij cos (tζ (ui + uj)) + hij cos (tζ (ui − uj))} , (21)
where < (·) denotes the real part.
Since
∣∣exp (±t2ζ2σij)− 1∣∣ = t2ζ2 |σij | exp (t2ζ2σ′ij)
≤ t2ζ2 |σij | exp
(
t2ζ2 |σij |
)
(22)
for some σ′ij that lies strictly between 0 and ±σij , we see from (21), (19) and (20) that, for each
fixed t and ζ,
|cij | ≤ max {gij , hij}
≤ t2ζ2 |σij | exp
(−2−1t2ζ2 (σii + σjj)) exp (t2ζ2 |σij |)
= t2ζ2 |σij | exp
(−2−1t2ζ2 (σii + σjj − 2 |σij |)) . (23)
By Ho¨lder’s inequality, |σij | ≤ √σiiσjj . So,
σii + σjj − 2 |σij | ≥ σii + σjj − 2√σiiσjj =
(√
σii −√σjj
)2 ≥ 0,
and (23) implies |cij | ≤ t2ζ2 |σij |. This implies
|I2| ≤ 2m−2
∑
1≤i<j≤m
|cij | ≤ t2ζ2m−2
∑
1≤i<j≤m
|σij | = t2m−2 ‖Σ‖1
and
var [dm (t)] ≤ m−1 + t2m−2 ‖Σ‖1 . (24)
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Set pm (t) = m
−1 + t2m−2 ‖Σ‖1. By Markov’s inequality,
P ({|dm (t)| > ε}) ≤ Var [dm (t)]
ε2
≤ pm (t)
ε2
. (25)
Recall dm (t) = sm (t) − E [sm (t)]. Since E [ϕm (t; z)] = ϕ (t) for all t and µ, applying Fubini’s
theorem and noticing (25), we obtain
ϕm (t; z)− ϕ (t)
= m−1
m∑
j=1
∫
(−1,1)
exp
(
2−1t2ζ2σjj
)
(cos (tζzj)− E [cos (tζzj)])ω (ζ) dζ
and
|ϕm (t; z)− ϕ (t)| ≤ 2
∫
(0,1)
exp
(
2−1t2ζ2σ(m)
) |ω (ζ)| |sm (t)− E [sm (t)]| dζ (26)
= 2εK
∫
(0,1)
exp
(
2−1t2ζ2σ(m)
)
dζ
≤ 2εK exp (2−1t2σ(m)) (27)
with probability at least 1− ε−2pm (t). On other hand, applying Ho¨lder’s inequality and (24) to
(26) gives
var [ϕm (t; z)] = E
[
(ϕm (t; z)− ϕ (t))2
]
≤ 4K2 exp (t2σ(m)) pm (t) . (28)
This proves the claims on the oscillations of |ϕm (t; z)− ϕ (t)|.
Now we show the second claim. Let Am (γ) = (0,
√
2γ logm
]
and Bm (γ) =
[
0,
√
2 logm
]
.
Since m−2 ‖Σ‖1 ≤ Cm−δ for some constants C, δ > 0 for all sufficiently large m, we see
sup
t∈Bm(γ)
pm (t) = m
−1 + sup
t∈Bm(γ)
t2m−2 ‖Σ‖1 ≤ Cm−δ
′
for any 0 < δ′ < min {δ, 1}. Pick two constants η, γ such that 0 < γ < η and 2η < δ′, and set
ε = m−η. If σ(m) ≤ 1, then (27) implies
sup
t∈Am(γ)
|ϕm (t; z)− ϕ (t)| ≤ 2εK sup
t∈Am(γ)
exp
(
2−1t2σ(m)
) ≤ 2Km−(η−γ). (29)
This completes the proof.
A.2 Proof of Theorem 2
The proof is similar to that for Theorem 5 in Jin (2008). Recall Q1,m = {1 ≤ j ≤ m : |µj | > 0}
and the positive constants specified in Theorem 1, i.e., η, γ and δ′ satisfy 0 < γ < η and
2η < δ′ < min {δ, 1}. Let tγ,m =
√
2γ logm. Using the decomposition ϕm (tγ,m; z)−pim = r1+r2,
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where r1 = ϕm (tγ,m; z)− ϕ (tγ,m) and r2 = ϕ (tγ,m)− pim, we proceed as follows.
First, we deal with r1. By Theorem 1, we have |ϕm (tγ,m; z)− ϕ (tγ,m)| ≤ 2Km−(η−γ) with
probability at least 1− Cm−(δ′−2η). However, limm→∞ pimm−(η−γ) =∞ by assumption. So,∣∣∣∣ r1pim
∣∣∣∣ = ∣∣∣∣ϕm (tγ,m; z)− ϕ (tγ,m)pim
∣∣∣∣ ≤ 2Km−(η−γ)pim → 0
with probability tending to 1 as m→∞.
Now we deal with r2. Recall the cardinality of Q1,m as m1 and
ψ (t;µ) =
∫
(−1,1)
exp
(√−1tµζ)ω (ζ) dζ.
Since limm→∞ µ∗
√
2γ logm =∞ by assumption, the definitions of ϕ and ψ imply∣∣∣∣ r2pim
∣∣∣∣ = ∣∣∣∣ϕ (tγ,m)pim − 1
∣∣∣∣ = 1m1 ∑
j∈Q1,m
|ψ (t;µj)|
≤ sup
{tµ:tµ≥µ∗√2γ logm}
|ψ (t;µ)| → 0
as m → ∞, where we have applied the Riemann-Lebesgue lemma to ψ (t;µ). Therefore, as
m→∞
P
(∣∣∣pi−1m ϕm (√2γ logm; z)− 1∣∣∣→ 0)→ 1.
This completes the proof.
A.3 Proof of Theorem 3
αm (τˆ) ≤ α almost surely by the definition of τˆ . In the rest of this proof, m is sufficiently
large and each limit is for when m → ∞. Recall pim = m−1m1 and the cardinality m0 of
Q0,m = {1 ≤ i ≤ m : µi = 0}. Let r∗ = lim infm→∞m−1Rm (τˆ) > 0. Then r∗ > 0 almost surely
by assumption, and
FDPm (τˆ) =
m−1Vm (τˆ)
m−1Rm (τˆ)
= (1− pim) m
−1
0 Vm (τˆ)
m−1Rm (τˆ)
.
Recall q = E [FDPm (τˆ)] and fix any ε > 0. Applying Fubini’s theorem, Proposition 1 and the
dominated convergence theorem (DCT), we see
lim
m→∞P (|FDPm (τˆ)− q| > ε) ≤ limm→∞E [|FDPm (τˆ)− q|]
= E
[
lim
m→∞E [|FDPm (τˆ)− q| τˆ ]
]
= E [0] = 0. (30)
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This justifies the first part of the claim.
Now we show the second part. Pick some i0 ∈ Q0,m and let cτˆ = P (pi0 ≤ τˆ). Recall
αm (τˆ) =
cτˆ (1− pˆim)
m−1Rm (τˆ)
and let
hm (τˆ) =
cτˆ −m−10 Vm (τˆ)
m−1Rm (τˆ)
.
Then
αm (τˆ)− FDPm (τˆ) = (pˆim − pim) m
−1
0 Vm (τˆ)
m−1Rm (τˆ)
+ (1− pˆim)hm (τˆ) . (31)
Denote the first and second summand in (31) respectively byO1 andO2. Firstly, P
(|O1| > 2−1ε)→
0 since pˆim is consistent and almost surely
m−10 Vm (τˆ)
m−1Rm (τˆ)
≤ 1
r∗
<∞.
Further, limm0→∞m
−1
0 Vm (τˆ) = cτˆ almost surely conditional on τˆ by Proposition 1, and
|hm (τˆ)| ≤
∣∣cτˆ −m−10 Vm (τˆ)∣∣
r∗
almost surely. So,
lim
m→∞P
(|hm (τˆ)| > 6−1ε) ≤ lim
m→∞E
[
E
[
1{|cτˆ−m−10 Vm(τˆ)|>6−1εr∗}
∣∣∣ τˆ]]
= E
[
lim
m→∞E
[
1{|cτˆ−m−10 Vm(τˆ)|>6−1εr∗}
∣∣∣ τˆ]]
= E [0] = 0,
where we have used the DCT to obtain the first equality. Namely, P
(|hm (τˆ)| > 6−1ε) → 0.
Clearly, P (|1− pˆim| ≤ 3)→ 1 since pim ≤ 1 and pˆim is consistent. So,
P
(|O2| > 2−1ε) ≤ P (|1− pˆim| > 3) + P (|hm (τˆ)| > 6−1ε)→ 0.
Thus, the identity (31) implies
P (|αm (τˆ)− FDPm (τˆ)| > ε)→ 0. (32)
Combining (30) and (32) gives P (|αm (τˆ)− q| > 2ε)→ 0. This completes the proof.
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Figure 1: Bias and standard deviation (“Std Dev” in the color legend) of the extended estimator
when m = 105. The horizontal line marks zero bias, and the vertical line 2γ = 0.88 beyond
which the estimator starts to have positive bias when pim = 0.05.
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Figure 2: Biases and standard deviations (“Std Dev” in the color legend) of the extended
estimator (“J”) and the estimator (“MR”) in Meinshausen and Rice (2006) as m ranges from
103 to 105. The horizontal line marks zero bias.
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Figure 3: The FDR and standard deviation of the false discovery proportion (FDP) (“Std Dev”
in the color legend) of the adaptive procedure as m ranges from 103 to 105. Note that the
expectation of FDP is FDR. The horizontal line marks the nominal FDR level α = 0.05.
20
