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Nous prksentons quelques propri&is structurelles des syst&nes linbaires mod6lisbs 
par bond graph. Apr&s l’dtablissement d’nne analogie entre Ies digraphes et Its hontl 
graphs, une comparaison du rang de la matrice d’dtat, pllis de I’dtude de la commantl- 
aMit. en &tat strncturelle par les dew approches sera faite. Des m&hodes de calclll 
finmel utilisant nniquement le modGle bond graph seront proposies. Elks concement 
notammcnt Ic polyn&ne caract&istique, les matrices de commandabilitG cat d’oh- 
servnbilit6. 0 Elsevier Sciencr Inc., 1997 
INTRODUCTION 
L’approche structurelle a 634 introduite pour des systknes h param&res 
inconnus par manque de valeurs quantitatives ou incorrects pour des raisons 
d’erreurs de mesure, ce dernier aspect &ant in&table dans la mod&sation 
de processus physiques. 11 s’agit done &exploiter au maximum sa structure 
avant tout calcul numkique. Les m&hodes se basant sur la th&orie des 
graphes perdent parfois certaines informations lors de l’&riture du graphe dca 
*E-mail: rahmaniQec- lille. fr 
LINEAR ALGEBRA AND ITS APPLICATlONS 259:101-131 (1997) 
0 Else~ier Science Inc., 1997 0024.3795/97/$17.00 
655 A\c~nur of the Amrricas, New York, NY 10010 PI1 s0024-079s(9s~00.?45-r, 
102 A. RAHMANI, C. SUEUR, AND G. DAUPHIN-TANGUY 
structure (ou matrice de structure) representant la structure du syst&me. Ceci 
est d;l au fait que la construction se fait en g&&al B partir de l’equation 
d&at, qui n’explicite pas totalement toutes les relations constitutives du 
systeme &lie. L’outil bond graph (ou graphe B liens) defini dans [l] 
formal& dans [2] et [S], est un langage de type reseau qui permet de 
rep&enter graphiquement, avec un langage unique, de nombreux systemes 
physiques. I1 se place comme &ape interm&liaire entre la description physique 
dun systeme dynamique et la phase de construction dun modele mathema- 
tique, par representation graphique des &changes de puissances entre les 
differents constituants du systeme. La modelisation dun systeme physique 
par bond graph ne necessite pas l’ecriture de lois g&&ales de conservation. 
Elle repose essentiellement sur la carackisation des phenomenes d&changes 
de puissance au sein du systeme. 
Dans la premiere partie de ce papier, une rapide presentation des deux 
outils sera faite avant d’etablir une analogie entre les digraphes et les bond 
graphs. Dans la dew&me partie, apres un rappel des prop&t& structurelles, 
nous rappellerons l’interpretation du rang de la matrice d&at structurelle par 
les digraphes puis par les bond graphs. Une methode de calcul formel des 
coefficients du polyn6me caractkistique dun systeme sera presentee. Dans la 
troisieme partie, dans le cadre de l’etude de la commandabilite en &tat 
structurelle des systemes lin&ires, nous comparons les approches par les 
digraphes et par les bond graphs, puis nous proposons une m6thode de calcul 
formel des matrices de commandabilitk et d’observabilit6. Enfin, nous pro- 
posons d’appliquer ces r&ultats sur le mod&le bond graph simplifi6 d’un bras 
de robot flexible. 
I. ANALOGIE ENTRE DIGRAPHES ET BOND GRAPHS 
En se basant sur les resultats p&sent& dans [4], une comparaison t&s 
d&ill&e entre les graphes hn6aires et les bond graphs a 6th faite dans [5]. 
Des similar&s et des differences entre les deux approches des points de vue 
modelisation et mise en equation ont et6 expos&es. 
1.1. Technique des Graphes Orient& 
Pour 1’6tude des systemes dynamiques par les graphes, il est approprie 
d’utiliser des graphes orient& i poids que l’on appelle aussi digraphes i poids 
ou simplement digraphes [6]. 
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Un digraphe G(X’, 8) es une structure mathematique determinee par la t 
don&e de: 
(i) Un ensemble fini & = {z,, . . . , zll] d’klements appeks sommets (ou 
nwuds). 
i 
g= {u I,..., u,,}, 
_z=sYu~uy avec CT= {x,, . . . , IT,,}, (1) 
.Y= {Yl>...> y,}. 
Si Cardinal 3 = n (&gal au nombre de sommets), le digraphe G(X, 8) est 
d’ordre II. 
(ii) Un ensemble fini 8 = {c,, . . . , e,,,} dont les elements sont des cou- 
ples ordonnes de sommets appeles des arcs. Si e = (zi, zj) est un arc dc 
G(Z’, Z), zi est son extremite initiale et zj son extremite finale. 
DEFINITIONS 1 
(1) Un chemin (dirige) est une sequence d’arcs 9 = {e,, e2,. . . , es} 
orient& dans le m6me sens ayant la forme e1 = (+,, zr), e2 = (z,, z.,), . . . , 
e = (z _I, z”, > (le sommet initial de l’arc suivant est le sommet final de l’arc 
p’kcedekt). Le sommet initial du premier arc et le sommet final du demier 
arc sont appeles respectivement sommet initial et sommet final du chemin. 
(2) Le nombre d’arcs contemls dans la sequence 9 = {er, e,, . . . , e(,} (les 
arcs de cette sequence ne sont pas necessairement distincts) est appele 
longueur de ce chemin. 
1.2. Pr&entation des Bond Graphs 
Dans un bond graph, la notion de causalite permet de mettre en evidence 
la relation de cause a effet au sein dun systitme et de degager un modele 
mathematique associe. De plus, la nature graphique du modele bond graph 
associee a la causalite peut &re u&see directement pour I’analyse des 
prop&t& du systeme physique, en parcourant le modele bond graph causal 
suivant des chemins particuliers appeles chemins causaux. 
Considerons un systeme linkire multivariable (C), d&r-it par son &qua- 
tion d&at (2). 
(2) 
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(2) est le modkle d&at deduit du modele bond graph, ou dim x = rz est 
le nombre d’&ments dynamiques (I ou C) en causalit& integrale quand le 
modhle bond graph est en causalit integrale, dim u = m est le nombre 
dent&es, sources d’effort ou de flux (S, ou Sr), presentes dans le modele 
bond graph et dim y = p est le nombre de sorties, detecteurs d’effort ou de 
flux (0, ou Of>, presentes dans le modele bond graph. 
On suppose que les bond graphs contiennent uniquement des liens de 
puissance (absence de signaux) et que l’equation d&at associee aux modeles 
bond graphs &&s est suppoke h&ire. 





















p, et qc sont des variables de moment g&r&alise et de d&placement 
g&rali& associees respectivement aux elements I et C. 
Par abus de langage, un element dynamique (I ou C) et sa variable 
dynamique associ&e xi seront confondus. 
DEFINITIONS 2. 
(1) Un chemin causal dans un bond graph causal (causalite affect&e) est 
une succession de liens et de jonctions liant deux elements bond graph ei de 
type (S,, Sf, Z, C, fi) et ej de type (Z, C, R, D,, Df) PI. 
(2) La longueur, not&e L,, dun chemin causal, reliant un element ej a 
un element e,, avec ej appartenant i (Se, Sf, I, C} et e, appartenant i 
{De, Of}, est &gale au nombre k d’&ments Z ou C en causalite integrale 
rencontrk, quand on parcourt le chemin causal de ej vers e,. Dans le cas O?I 
ej appartient a (Se, Sf, I, C} et e, appartient i {I, C}, la longueur du chemin 
causal reliant ej a ei est &gale a k + 1 et not&e L, + 1. 
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(3) Le gain d’un chemin causal est don& par (4): 
ncl = le nombre total de changements d’orientation des liens i la jonc- 
tion 0, quand on parcourt le chemin causal en suivant la variable 
flux. 
n, = le nombre total de changements d’orientation des liens h la jonc- 
tion 1, quand on parcourt le chemin causal en suivant la variable 
effort. 
(Y = le nombre de transformateurs intervenant dans le chemin causal. 
p = le nombre de gyrateurs intervenant dans le chemin causal. 
rni, r; = respectivement le module du lame transformateur et le module drr 
@me gyrateur. 
h, = + 1 suivant la causalit& affect&e au i&me transformateur. 
k,, = f 1 suivant la causalit affect&e au @me gyrateur. 
T, = le produit d es transmittances des &ments l-port (I, C, 011 HI 
intervenant dans le chemin causal. Si aucun &ment (I, C. ou H) 
n’intervient dans le chemin causal, alors T, = 1 [7]. 
L,e terme constant de G(s) est not& par d(z). 
1.3. Caruc&isation d’un Digruphe 
Dans son texte classique sur la theorie des graphes, K&g [9] utilise deus 
types de sommets pour rep&enter une matrice par un graphe. Les premiers 
reprkentent les lignes de la matrice et les seconds ses colonnes. La repr&en 
tation qui nous int&esse par la suite est celle utilisee dans [lo] dans le cadre 
de la r&solution des equations alg&briques lineaires par le graphe de fluenw 
(“flow graph”). 
1.3.1. A Purtir d’une Repksentation d&at. Pour une matrice car&e 
A = {ati; i,j E cl,..., n)} d’ordre n don&e, il y a une correspondence 
entre la matrice A et le digraphe G(A) qui poss;de n sommets z3i E 3. II 
existe un arc dir@ ( zi, zj) du sommet initial z. vers le sommet final z:, si 
l’&ment de la matrice ajj est non nul [i,j E 1,. . t . , n>l. Le poids de I’arc 
est don& par la valeur de nil. 
La representation des matrices de commande B et de sortie C se fait 
suivant le meme principe. 
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Considerons le circuit electrique de la figure 1. Ce systeme dynamique 






























Le digraphe representant ce systeme est don& par la figure 2. 
Le digraphe structurel, note G([ A], [B], [CT]), associe aux matrices struc- 
turelles [A], [ B] et [C] issues respectivement de A, B et C, ne tient pas 
compte des poids des arcs mais de leur seule existence. 
L3.2. A Partir d’un Mo&le Bond Graph 
(a) MLthode indirecte. Chaque terme aij de la matrice d&at A est don& 
par la somme des gains des chemins causaux de longueur 1 reliant un 
element dynamique xj (I ou C) i un autre element dynamique xi (I ou C), 
multiplie par le terme constant de la transmittance elementaire de l’element 
xj. 
Chaque terme ?I,, de la matrice de commande B est don& par la somme 
des gains des chemins causaux de longueur 1 reliant une entree ui (S, ou Sf) 
?I un element dynamique xi (I ou C). 
Chaque terme cjj de la matrice de sortie C est don& par la somme des 
gains des chemins causaux de longueur 0 reliant un element dynamique xj 
(I ou C) i une sortie yi (0, ou Of). 
FIG. 1. Circuit Blectrique. 
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c, 
FIG. 2. Digraphe G( A, B, C). 
Ainsi, les matrices don&es par (Fj) peuvent &re d&d&es directement a 
partir du modele bond graph de la figure 3. 
Nous pouvons done constuire un digraphe a partir du module bond graph 
dune man&e indirecte. Pour cela, il suffit de: 
(i) determiner la representation d&at B partir du modele bond graph, 
(ii) constuire le digraphe correspondant. 
Nous proposons de supprimer la premiere &tape et de construire le 
digraphe directement ?I park du modele bond graph. 
(b) M&hook directe. La methode directe consiste i utiliser les chemins 
causaux dans un modele bond graph pour construire le digraphe equivalent. 
Pour cela, nous enonsons la regle suivante (voir le tableau 1): 
R~CLE [ll]. 
(1) Chaque &ment dynamique (I ou C) en causalit& inthgrale dans un 
modele bond graph est represent6 par un sommet &at lci dans le digraphe 
associk. 
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TABLEAU 1 
Eltment dans un modtle bond graph Gain Element du digraphe 
dquivalent 
‘:I+ l+ O+R:R, 
::R,+{ O.+ l+ I:I, 
s,-+ l.-+ I:I, 
%1-r, O,Cc:C, 
l:I, R:R, 1 :I, 
I :I, R :R, I :I, 
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TABLEAU 1 
COhTIKUEI> 
lhrq-- i, De: De, 
1 J Tf f Tlf 
I :I, R:R, 
I iT I&T!,: De, 
1 J Tf f Tlf 
1:X, R :R, 
(2) Chaque source d’entke (S,, ou Sr> dans un mod&le bond graph rst 
reprksentke par un sommet entke ui dans le digraphe. 
(3) Ch, q d’t t d ue e ec eur de sortie (D, ou D/> clans un modGle bond graph 
est rep&sent& par un sommet sortie yi dans le digraphe. 
(4) Un chemin causal de longueur 1 reliant une source (Se ou Sf) i un 
Gment dynamique (I ou C) est rep&sent& par un arc reliant un sommet 
entrke tli i un sommet &at xi. 
(5) Un chemin causal de longueur O reliant un Gment dynamique (I OLI 
C) a un dgtecteur (0, ou Dr> est rep&sent& par un arc reliant un sommet 
&at xi i un sommet sortie yi. 
(6) Un chemin causal de longueur 1 reliant deux Gments dpamiques 
(1 ou C> est remplacg par un arc reliant deux sommets &tats X, et s,. 
(7) Les gains des chemins causaux correspondent aux poids des arcs. 
KEMt\RQUES. 
(i) Lors de la transformation d’un chemin causal sur un modsle bond 
graph en un arc sur un digraphe, il faut respecter les points de d&art et 
d’arrivke. 
(ii) Le digraph e obtenu i partir d’un mod&le bond graph acquiert 
quelques prop&t& caractkant le bond graph (1 e sous-graphe des sommets 
&at est sp&rique et surtout, il est fortement connexe). 
EXEMPLE 1. En application de cette rhgle, nous proposons de rep&enter 
directement le mod&le bond graph de la figure 4 par un digraphe. 
110 A. RAHMANI, C. SUEUR, AND G. DAUPHIN-TANGUY 
FIG. 4. Bond graph causal. 
En regroupant tous les &men& nous obtenons le digraphe de la fig- 
ure 5. 
EXEMPLE 2. Consid&ons le circuit Glectrique de la figure 6. Le mod;le 
bond graph causal correspondant est don& par la figure 7. Ce modhle bond 
graph contient un Gment en causalit& d&iv&e (l’t%ment CJ, done l’&qua- 
tion d’&at correspondante peut &tre &rite sous la forme (6) [121: 
0 u,:s,, 





FIG. 5. Digraphe Qquivdent. 
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FIG. 6. Circuit Glectrique. 
Calcul de la matrice W: 
i=l ,...,n; 
ou 6,1(x,, xi)d est le terme constant du gain du chemin causal de longueur 1, 
reliant l’element dynamique (I ou C) en causalite integrale (associi i la 
variable dynamique xi> i lui-m6me a travers les 6lements (I ou C) en 
causal& d&iv&e. 
tclj = hFH (dL,!xj, 3~~)~)~’ i = l,..., n, j = l,..., 12; i Zj (8) 
ou (;‘Li(xj, xiId est le terme constant du gain du chemin causal de longueur 1, 
reliant I’&Sment dynamique (I ou C) en causalit; intkgrale (associe a la 
variable dynamique xj) i l’&Gment dynamique (I ou C) en causalit integrale 
(associe i la variable dynamique xi) B travers les Gments (I ou C) en 
causal& d&&e. 
R :R, C:C, C:c, r 1 T 
%.$,-A 1 l-7 0 .-A 1 -------/IO-W% 
T c c--c, i-1 0 -A I.-L, 
FIG. 7. Bond graph causal. 
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Cette kquation est l’interpr&ation directe du calcul de 
l’aide de l’kquation de structure de jonction [I3]. 
I.4. Equivalence bond graph / digraphe 
l’kquation &&at & 
Dans [4], [5] et [14], les diffgrents auteurs ont &abli une comparaison 
entre les bond graphs et les graphes lin&res des points de vue mod&ation 
et mise en kquations. Ils ont par ailleurs propos6 la conversion d’un bond 
graph en un graphe lin&ire. Une conversion des bond graphs i partir des 
matrciides a 6th propok dans [I5]. 
Notre propos concerne l’introduction d’une nouvelle notion relative aux 
bond graphs, intitulge famille de cycles causaux comme une kquivalence 2 la 
notion de famille de cycles dans un digraphe. 
DEFINITIONS 3 [ll]. 
(1) Un cycle causal est un chemin causal ferm6 pouvant contenir plusieurs 
616ments dynamiques (I ou C) distincts. 
(2) Un cycle causal propre ne contient que des liens de puissance. Un 
cycle causal impropre contient au moins un lien &information. 
(3) Un cycle causal est d’ordre (ou largeur) k s’il contient k Gments 
dynamiques distincts (I ou C) en causalit& inthgrale. 
(4) Le gain d’un cycle causal propre est &gal au produit des gains des 
Gments dynamiques (I ou C> et des gains des chemins causaux qui 
composent ce cycle. 
(5) Deux cycles causaux sont diffbrents s’ils n’ont aucun &Gment dy- 
namique (I ou C) en commun. 
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(6) Une famille de cycles causaux est un ensemble de cycles causaux 
diffkrents. 
(7) Une famille de cycles causaux est d’ordre (ou largeur) k si elk 
contient k &ments dynamiques distincts (I ou C) en causalit& intkgrale. 
(8) Le gain d’une famille de cycles causaux est &gal au produit des gains 
des diffkents cycles causaux qui composent cette famille. 
II. RANG DE LA MATRICE D’I?TAT 
Pour l’ktude des prop&es structurelles des matrices, plusieurs termi- 
nologies ont kt& utilikes afin de d&signer la notion de rang. Les dgfinitions 
les plus rkpandues sont le rang g&&ique, le rang terme et le rang structurel. 
ZZ. 1. Prop&t& Structurelles 
Les premi&res investigations des prop&t& structurelles des matrices ont 
& faites par Frobenius [16], et de man&e plus g&&ale par Kijnig [9]. 
Quelques dkennies plus tard, Lin [17] propose une condition nkessaire et 
suffisante de commandabilit& structurelle des systhmes monovariables [18, 191 
i l’aide de la thkorie des graphes, qui a ensuite &k &endue aux systirmes 
multivariables. Parallglement i ces travaux, Glover et Silverman [20] ont 
propos& une approche alternative en utilisant des opkrations boolkennes. 
Depuis, ces &udes ont fait l’objet de nombreux travaux (cf. [21, 221). 
DEFINITIONS 4. 
(1) Une prop&t& d’un systgme est dite “structurelle” si elle ne d&pend 
que du type d’&l&ments qui composent ce sys&me et de la fason dont ils sont 
interconnect&, non pas de la valeur numkique de ses paramktres. 
(2) Une prop&t& est dite “structurelle” si elle est v&ifi&e pour toutes les 
valeurs des paramgtres sauf kventuellement pour quelques valeurs 
particuli&es. 
(3) Une matrice structurelle, not&e [A], est cornpoke de zkros fix&s, 
not& 0, et de termes de valeurs non nulles mais ind&ermi&es, not& *, I,, 
ou X. Les termes non nuls sont suppos& indkpendants les uns des autres. 
Nous rappelons ici la dkfinition du rang structurel. Pour cela, nous 
rappelons la dhfinition de termes indhpendants: 
DEFINITION 5 [9, 161. Un ensemble de termes indhpendants d’une 
matrice A est un ensemble de termes non nuls dont un seul apparait par 
ligne et par colonne. 
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11.2. Rang Structure1 
La notion de rang structure1 est un element essentiel dans 1’6tude des 
proprietds structurelles des systemes dynamiques. Cette notion est t&s li6e i 
la forme de representation des matrices structurelles. 
DEFINITION 6 [6]. Le rang structure1 de [A], note rang-s[ A], est &gal au 
nombre maximal d’elements contenus dans au moins un ensemble de termes 
independants. 
ZZ.3. Rang Bond Graph 
L,e mod&le bond graph peut &re consider6 comme un graphe, quand on 
le parcourt en suivant les chemins causaux. La matrice d’dtat associ6e aux 
modeles bond graphs consid&& (sans signaux) a une forme particuli&e 21 
cause du choix des variables d&tat: deux termes symetriques par rapport i la 
diagonale sont simultanement nuls ou non nuls. Aucune hypothke sur 
l’independance des termes n’est faite a priori. La m&ode de calcul du rang 
structure1 de la matrice d&at A conduit i la determination du nombre de 
valeurs propres structurellement nulles de la matrice d&at, c’est-i-dire la 
valeur de l’exposant 9 telle que le polyn8me caract&istique de A s’ecrive: 
P(s) = det(sZ -A) = s9(sn-9 + -** +a,_,). (9) 
Cependant, certaines valeurs particuli&es des parametres des elements bond 
graphs peuvent conduire i l’annulation du coefficient a,,_ 4, ce qui intro- 
duirait alors une autre valeur propre nulle, mais non dkcelable par les 
manipulations causales propokes. 
La demarche s’adresse surtout aux utilisateurs de modeles bond graphs, 
car elle permet de mettre en evidence des prop&.& structurelles directe- 
ment i park du bond graph. 
THEO&ME 1 [23]. Le rang-bg de la matrice d’6tat fotmelle (A) 
associke ci un mo&le bond graph est egal ci n - 9, avec: 
n = non&e d’Ll&wnts 1 ou C en causalite’ inthgrale quand le mo&le bond 
graph est en causalite’ integrale (ce 9ui correspond au nombre de 
variables statiquement ina%pendantes). 
9 = nombre d’&ments dynamiques I ou C restant en causalite’ integrale 
lorsque la causal& dkrivee est imposee sur le mo&le bond graph. 
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c, 
R1 c; r3 - 
FIG. 8. Circuit 6lectrique. 
REMARQUES. 
(1) La causal& d&iv&e affectee sur le modele bond graph doit eviter les 
conflits de causalite et les problemes qui pourraient appa&tre, tels que les 
boucles de causal& non solvables. 
(2) L’equation d&at associee i un bond graph en causal& integrale, 
s’ecrit X = Ax + Bu. Imposer la causal& d&i&e sur le modele bond graph 
equivaut i &ire cette equation sous la forme x = A-l(i - Bu) lorsque 
celle-ci est possible. L’inversibilite de A est done Ii&e i la possibilite 
d’affecter une causalite d&i&e B tout le bond graph. 
11.4. Comparaison entre le Rung Structure1 et le Rang Bond Graph 
Considerons le systeme electrique trits simple de la figure 8 et son modele 
bond graph associe represent6 par la figure 9. 
L’equation d&at formelle, associee B ce modele bond graph, est don&e 
par (lo), -1 1 
- - XT R,C, R&J, 
I 1 4 1 -1 x= c’* 1 1 9 (10) c2 - - R,C, R,C, 
c:c, c:c, 
S,:%, t-o -( 1 M R:R, 
FIG. 9. Bond graph causal. 
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c:c, c: c, 
I 1 
S+r,~ o------_il 1 I-/ R:R, 
FIG. 10. Bond graph en causalit& d&iv&e. 
11.4.1. Rang Structurel. La matrice d&at structurelle [ A] associee a la 
representation (10) est don&e par (ll), 
[A]=[: :I. (11) 
Rang-s[ A] = 2, conformement i la definition 2. 
11.4.2. Rang Bond Graph. Les 2 elements dynamiques C, et C, ont 
une causalite integrale, done n = 2. 
Lorsque la causalite d&iv&e est imposee au modele bond graph (figure 
lo), l’dement C, doit rester en causalite integrale pour eviter de creer un 
conflit de causalitk a la jonction 0. Done, 4 = 1 et rang-bg( A) = 1. 
IL4.3. Rang R&el. 
detA=GX&-&X--&=0, 
1 2 1 2 
(12) 
rang A = 1. 
11.4.4. Znterpr&tation. L,e resultat obtenu par l’approche bond graph 
correspond au rang reel de A, contrairement au resultat obtenu par le rang 
structurel. La raison est que les termes de la matrice A ne sont pas 
independants. La condition d’independance entre les parametres est neces- 
saire au niveau structure1 pour que les methodes &on&es (hors bond graph) 
soient valides. Cette hypothese peut ne pas 6tre v&&e, dun point de vue 
structurel, a cause de la physique du systeme, comme cela appardt dans cet 
exemple. 
A l’inverse, la methode bond graph tient compte de ces dkpendances 
formelles g&e i la coherence des regles d’affectation de la causal& et des 
relations causales implicites apparaissant sur le bond graph. Elle foumit done 
plus un rang “formel” que “structurel”. 
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III. DkTERMINANT DE sl - A 
Considerons un systirme C( A, R) de dimension n. Le polyn8me 
caract&istique dune matrice A, note P,(s), est egal au determinant de la 
matrice sl, - A. I1 peut s’ecrire sous la forme (13). 
P,,,(s) = det (sZ, - A) = S” + i ais”-‘. 
i=l 
(13) 
Le calcul direct du dhterminant de la matrice sZ, - A est assez complexe 
surtout pour des syst&mes de grande dimension. C’est pourquoi, des methodes 
graphiques se basant sur la r&gle de Mason ont et& introduites. 
Reinschke [6] a p&sent& une m&hode permettant de calculer les coeffi- 
cients du poly&me caract&istique d’un systhme en boucle ouverte represente 
par un digraphe. Cette r;gle se base sur la notion de familles de cycles dans 
le digraphe G(A). Nous proposons une mhthode equivalente permettant la 
d&termination des coefficients du poly&me caract&istique dun systeme 
mod&se par bond graph. Pour cela, une famille de cycles dans un digraphe 
sera remplacee par une famille de cycles causaux dans un bond graph. 
THI?OR~ME 2 [24]. La valeur de chaque coejkient a, (1 Q i < n) du 
poly&me caract&istique P,(s), &j?ni par l’+ation (13), est &ale au terme 
constant du gain total des families de cycles causaux d’ordre i dans le mo&le 
bond graph. Le gain de chaque famille de cycles causaux intervenant doit &-e 
multiplie’ par ( - lId si la famille est constitke ~JJ d cycles causaux diff&ents. 
Considerons le modele bond graph represent& figure 4. Le bond graph 
possede trois &ments dynamiques en causalit& integrale (n = 3), done le 
polyn;me caract&istique recherche sera de la forme (14), 
PA(s) = det (sZ, - A) = s3 + als2 + a,s + a3. (14 
Le tableau 2 met en &dence les diffkrentes familles de cycles causaux 
necessaires au calcul du polyn6me caracteristique. 
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TABLEAU 2 
CALCUL DES COEFFICIENTS DU POLYNi)ME CARACT&ISTIQUE 
Familles de cycles causaux 
l:I,h-1tg O&,R:R, 
(a) Cycle d’ordre 1 (d = 1) 
R:R,,+ o+l-+I:I, 
(b) Cycle donire 1 (d = 1) 
l:I,b~-llrp- O++R:R, 
R:R,,+ o + 11~1 :I, 




G,,, = (-1) x 3 
I 
G,., = 2 x 3 
, I 
I :I, R:R, I:I, 
(d) Cycle d’ordre 2 (d = 1) 
G,,, = (-1) x 4 
4 C, s 
G,,, =(-1)x-1 
Is c, s’ 
(e) Cycle d’mlre 2 (d = 1) (0 Cycle d’ordre 2 (d = 1) 
1:1,1,11*p- O+,R:R, 
c:c, I :I* 
3 
I T 5 
O&l 
G,,, = 3 x -1 
1,s I, c,s= 
(g) Famille d’ordre 3 (d = 2) 
R:R,,~orC9--(1--~1:1, 
(h) Famille d’ordre 3 (d= 2) 
(i) Cycles d’ordrc 3 (d = 1) (i) Cycles d’ordre 3 (d = 1) 
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La somme des termes constants des differentes expressions nous permet 
d’obtenir le resultat suivant (151, 
P,(s) = s3 + s2 (?+?)+s(S+&-2+&J 
i 
-4 R, -R, R, +- - 
+ z,z,c, + 
-+- 
1, WI 1, &Cl I z,z,c, ’ (15) 
PA(S) = s3 + s2 (?+y+&+&)- 
REMARQUES. 
(1) Le terme constant us de P,(s) s’annule formellement. Ce resultat 
itait p&visible puisque le rang de la matrice A est deg&&e. 
(2) En regle g&&ale, avant d’entamer le calcul des coefficients du 
polynSme caracteristique, il faut exploiter toutes les informations structurelles 
dont nous disposons, notamment, le rang-bond graph de la matrice d&at A 
obtenu par une simple manipulation causale. 
TV. coh1h4~wxRIL1~6 EN STAT STKUCTURELLE 
L’importance des notions de commandabilite et d’observabilite dans 
l’etude des systemes n’est plus i demontrer. Ces notions ont et& introduites 
par Gilbert [25]. Kalman [26] a present& une description mathematique des 
systemes, en faisant apparaitre la structure canonique qui d&it les differents 
sous-espaces en fonction de leurs prop&t& de commandabilite et d’ob- 
servabilite. Rosenbrock [27] a &labor& une theorie i l’aide de la representation 
sous forme de matrice systeme. L’approche geometrique, quant B elle, a et& 
introduite par Wonham [28]. L’approche par bond graphs a egalement et& 
exploitee pour traiter ce probleme [23, 29-311. 
Notre propos conceme essentiellement l’etude de la commandabilite en 
itat, sachant que par simple dualitk les mgmes resultats peuvent &re obtenus 
pour l’observabilite. 
120 A. RAHMANI, C. SUEUR, AND G. DAUPHIN-TANGUY 
IV.1. C&&es graphiques 
DEFINITIONS 7. 
(1) Un systkme structure1 C([ A], [IS]) est structurellement commandable 
si tous les systi?mes compl&tement commandables, au sens num&ique, ont la 
mSme structure. 
(2) Un syst2me structure1 2([ A], [B]) est structurellement commandable 
s’il est commandable au sens num&ique pour presque toutes les valeurs des 
paramstres. 
IV.1 .l. Approche par les Graphes. Une p&-condition de la command- 
abilitg en &at est que les variables d’entrbes soient capables d’influencer 
toutes les variables d’kat, ce qui se traduit, en th&orie des graphes, par la 
notion d’accessibilit& 
DEFINITION 8. Sur le digraphe G(X, 8), un sommet &at xi EX est 
accessible en entrGe s’il existe au moins un chemin reliant ce sommet &at i 
un sommet entrke ui E X. 
TH~~OR~ME 3. Un .syst&ne structure1 I%([ Al, [ BI) est structurellement 
commandable si et seulement si, les prop&& (a> et (b) sont v&fi&es: 
(a) Sur le digraphe G(X, a), t ous les sommets &tats xi E Pz sont accessi- 
ble en entr&e, ci partir d’au moins un des m sommets entrke ui E ST. 
(b) Rang-s([ A] [B]) = n). 
Pour l’gtude de la commandabilit&, Reinschke [6] consid&e la matrice 
structurelle [Q1] d’f e mie par (16) oii E est une matrice de retour d’&at 
pleine, 
[Al PI 
[Q11= p] () . 
[ 1 (16) 
TH~~OR~ME 4 [6]. Le syst&ne structure1 C([ Al, [ BI) est structurellement 
commandable si et seulement si le digraphe G([Q,]) vtkifie les deux condi- 
tions suivantes : 
(a) Chaque sommet &tat xi E Z est accessible en entrie par au nwins un 
des m sommets entke u i. 
(b) I1 existe au nwins une famille de cycles d’ordre n dans G([Q,]). 
lV.1.2. Approche par les Bond Graphs. LES wit&es de command- 
abilit& structurelle sur un mod2le bond graph, sont une reprise de ceux 
p&sent& pour les digraphes. La notion d’accessibilit& en entrhe s’exprime sur 
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le modele bond graph en causalite integrale par l’existence dun chemin 
causal entre les sources et les 6Xments dynamiques ( Z ou C > en causalit 
integrale. 
PRO~RIBTB 1 [23]. Si rang-bg( A) = n - q, alors q est le nombre mini- 
mal d’entrees necessaires pour commander le systeme CC A, B). 
THI?OR&ME 5 [23]. Un systeme C(A, B) est structurellement command- 
able si et seulement si les prop&t& (a) et (b) sont v&ifZes: 
(a) Tous les &ments dynamiques (I ou C> en causalite integrale sont 
causalement atteints par une source d’entree. 
(b) Rang-bg( A B) = n. 
Le calcul du rang-bg de la matrice (A B) est determine ?I I’aide de 
manipulations causales que nous rappelons, 
PR~PRIGTB 2 [23]. 
Rang-bg(A B) =n-t 
avec t nombre d’&knts dynamiques (I ou C > restant en causalite integrale 
quand les assertions (a) et (b) sont appliquees: 
(a) La causalit d&v&e est aflectee au mo&le bond graph. 
(b) La dualisation du nom&e maximal de sources d’entrees est effect& 
afin d’&miner les causalit& integrales restantes, si c’est possible sans crier 
o!es conflits de causal& ou des boucles de causal& non solvables. 
Considerons le circuit electrique de la figure 11. Le modele bond graph 
correspondant est don& par la figure 12. 
FIG. 11. Circuit Clectrique. 
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c:c, c:c, 
I I 
%:%I4 lc-----_7 0 
1 
R :R, 
FIG. 12. Bond graph causal. 













avec X= qc, 
[ 1 4c, ’ u = [%J - 
R, 
(17) 
(1) C&%-e graphique de Reinschke. Considerons le digraphe structure1 
G([Q,]) don& par la figure 13. 
(a) Chaque sommet xi est accessible a part+ de u. 
(b) Nous pouvons extraire au moins une famille de cycles d’ordre 2. Un 
choix possible est don& figure 14. 
Le modele represent6 par l’equation (17) est done structurellement 
commandable au sens des graphes. 
(2) C&r-e structure1 relatif au bond graph. 
(a> 
(b) 
Les deux elements dynamiques C, et C, en causalite integrale sont 
accessibles B partir de la source d’effort Se1 par au moins un chemin 
causal. 
Calcul de rang-bg( A B). 
(i) Quand nous mettons le bond graph en causal& d&iv&e @gure 
15), l’element dynamique C, garde sa causalite integrale. 
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FK. 13. Digraphe structure1 G([ 9~1). 
FIG. 14. Une famille de cycles d’ordl ‘e 2. 
C:C, c:c, 
I T se:s,+ 1 -b 0 
? 
R:R, 
FIG. 15. Bond graph en causalitk d&iv&e. 
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(ii) 
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La dualisation de la source d’effort Se1 laisse inchangee la causalitk 
integrale de C, (figure 16) et entraine une mise en causalit& 
integrale de C,; cette dualisation n’est done pas utile, et seul C, 
peut &re mis en d&iv&e. 
Done rang&$ A B) = n - t = 1, ce qui implique que le systeme n’est 
pas structurellement commandable. 
(3) Rang reel de C,. 
1 -1 1 
- --- 
detC,=det(B AB)=det 
R, R;ZC, R$, 
1 _1 1 
- --- 





* rangC, = 1. (18) 
Done le systeme n’est commandable ni structurellement ni formellement. 
(4) Znterpdation. Le resultat obtenu par l’approche bond graph est le 
seul qui corresponde i la proprGt6 reelle du systsme contrairement 21 ceux 
obtenus par d’autres wit&es structurels. Ces demiers u&sent l’hypothese 
d’independance entre les termes des matrices A et B, alors que dans 




S&l~ 1 7 0 
I 
R :R, 
FIG. 16. Bond graph apr& dualisation de S,. 
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lV.2. Calcul Formel de Matrices 
L,e calcul formel des matrices de commandabilite C, = [B AB ... 
A”-‘B] et d’observabilite (O,)t = [C’ (CA)f . . .(CA”P1)f] peut &re rela- 
tivement difficile dans le cas des systemes de grandes dimensions, du fait du 
calcul des puissances successives de la matrice A. Dans le cas g&&al, ou la 
matrice A est quelconque, le recours a des algorithmes de calcul formel 
s’impose. 
Dans la theorte des graphes, le &me terme du vecteur AkBj peut etre 
interpret6 comme un chemin de longueur k reliant un sommet entree f~,] a 
un sommet &at xi. Pour calculer le gain de ce vecteur. il suffit de calculer le 
produit des poids des arcs qui composent le chemin. Dans le m6me esprit, 
nous proposons une interpretation bond graph des termes des matrices de 
commandabilite et d’observabilitk. 
IV.2. I. Matrice de Commandubilit& 
THI?OR?ME 6 [32]. Dans la matrice C,, le i&e terme du vecteur AkB, 
est don& par (19): 
( AkBj)(i) = c (dLi+ ,(*l,,, x,)),, 06 i = 1,. . , II, 
h E 11 
0; (=L,,,(llj, xi) est le terme constant 
L,, 1 entre ui associee ci S, ou S, 
integrale. ’ 
I 
j = l,..., n1. 0 < k < n - 1 ( 19) 
du gain du chemin causal de longueur 
et xi associee a 1 ou C en causalite 
H est la liste de tous les chemins causaux liant 14,~ et x,. 
IV.2.2. Matrice d’Observabilite. 
THBOR~ME 7 [S]. Dans la matrice O,, le i&me terme du vecteur C, A” 
est obtenu par (20): 
012 i = l,..., n, r= l,...,p. O<k<n-I (20) 
avec GI+( xi, y,), le terme constant du gain du chemin causal de longueur L, 
entre xi associee a I ou C en causalite integrale et yI- associee a D, ou Df. H 
est la liste de tous les chemins causaux liant xi et yr. g< xi> est le terme 
constant du gain de xi associee a Z ou C en causalite integrale [g(Z) = l/I et 
g(c) = l/Cl. 
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IV.2.3. Matrice de Passage. Le rang-bond graph de la matrice de 
commandabilite C, = [B AB *** A”-lB] note rang-bg(A B) est &gal i 72 si 
et seulement si le modele est structurellement commandable. A partir de C,, 
n colonnes independantes peuvent &tre extraites, de differentes fasons, par 
exemple Cg (21) et C,” (22>, ou toutes les matrices dkduites par permutation 
a partir de Ci et C,:. 
C,l = [B, AB, ... A”l-‘B, B, AB, ... 
xAY2-lB2 ... B, AB, ... A”o- ‘B,1, (21) 
ou 
C,z = [B, B, ... B, AB, AB, a** AB, .*a 
XA“-lB 1 A A‘-1B . . . 2 AC”t”Rq] (22) 
avbec 9 < m et pi, i E { 1, . . . , q} sont les indices de commandabilit&. 
Les matrices Cg et Cp peuvent &re utilisees comme matrices de change- 
ment de base [33, 341 pour faire du placement de p6les par exemple. Nous 
avons choisi de presenter uniquement le calcul formel de la matrice CJ. Celui 
de Cf a et& present& dans [B]. 
Le calcul de la forme Ci est immediat pour un modele bond graph en 
observant qu’un sous-espace commandable est associe a chaque entree. 
Pour un modele d&at deduit dun bond graph, la matrice C,: est toujours 
la mGme. Si rang-bg[A] = n - 9, alors 9 sources dent&es sont necessaires 
pour commander le modhle, les (9 - 1) vecteurs colonnes independants de 
Ci sont composes des (9 - 1) vecteurs colonnes Bj de la matrice B. Les 
(n - 9 + 1) vecteurs colonnes independants restant sont compos& des 
vecteurs [ Bj AB. 
sake. En effet, f 
*a* A”-qB,], avec j l’indice de la 9eme entree n&es- 
e rang-bg( A Bj) calculk en utilisant la prop&t& 1 avec 
uniquement la jeme entree dans le modele bond graph, est &gal i n - 9 + 1. 
Le choix de l’ordre des sources dent&e est arbitraire. Done le choix de 72 
vecteurs colonnes lirkirement independants donne Ci (231, 
Cf=[B, ABj ... A”-“Bj B, B 2 ... Bj_l Bj+l Bj+z ... Bq]. (23) 
Les termes de Ct sont calcules en utilisant (19). 
PROPOSITION 3 [B]. Le rang-bg( B) (resp. le rang-bg(C)) est &gal au 
nombre ok source d’entr&es (resp. &tecteurs de sortie) qui peuvent Ztre 
dual& sur le modsle bond graph en causalit int&grale, sans introduire de 
conjlits et en acceptant les causalit& d&iv&es sur les Gnents dynamiques. 
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REMARQUE. La proposition 2 now permet de choisir le nombre et 
l’emplacement des sources et des capteurs necessaires dans le modele bond 
graph pour eviter la redondance et garantir ainsi le bon fonctionnement du 
systeme. 
Ainsi, considerons le circuit electrique de la figure 17. Le modele bond 
graph correspondant est don& par la figure 18. 










s uz= es. 
u3 I I s e, 
(a) Commundubdite’ en hat. 
(i) Quand la causalite d&i&e est imposee au modele, les elements 
dynamiques I: L,, I: L, et I: L, restent en causahte integrale. Nous 
pouvons alors conclure que rang-b$ A) = 5 - 3 = 2 et que trois sources 
dent&es sont nicessaires pour commander le modele. 
(ii) La dualisation separee de chacune des sources permet de faire passer 
en causalite d&i&e un des elements rest& en integrale, ce qui s’exprime par: 
rang-bg[ A ~11 = 3, rang-bg[ A z%] = 3, rang_bg[ A R3] = 3. 
(iii) Pour faire dispar&tre ces causalit& integrales, la dualisation simul- 
tan&e des trois sources dent&e est appliquee sur le modele bond graph. Tous 
les elements dynamiques (I, C) admettent une causalite dkivee. Nous pou- 
vons alors conclure que rang-bg[A B, B, ~~1 = 5. Le systeme est struc- 
turellement commandable en &at par les trois sources. 
FIG. 17. Circuit Glectrique. 
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se:sez- 1 A R.R 1 
1 -1 
I:L, I:L, 
FIG. 18. Bond graph causal. 
(b) Calcul de Ci. rang-bg[A B,] = 3, rang-bg[A B2] = 3, rang-bg[A B3] 
= 3, done trois choix sont possibles pour former la matrice de passage Cg. 
C,l = [B, AB, A2B, B, *31 (24a) 
ou 
C,l = [B, AB, A2B, B, BJ] (24b) 
ou 
C,l = [B3 AB, A2B, B, B2]. (24c) 
Pour une raison de simplicith de prksentation, nous proposons l’expression de 
la forme (24a). Le calcul des diffkents termes de cette matrice se fait avec 













Connaissant, dune part l’importance des prop&t& structurelles utiles 
avant tout calcul numkique, d’autre part la complexite des calculs matriciels 
necessaires dans I’etude des prop&t& de commande, nous nous sommes 
interesses a trouver des methodes consacrees a la determination, a partir du 
modele bond graph, des matrices sous forme d’expressions formelles. Ces 
mkthodes sont graphiques et se basent sur la regle de Mason appliquke aux 
bond graphs. El1 es sont pratiques puisqu’elles reposent uniquement sur le 
parcours des chemins causaux dans un modele bond graph. Ces regles de 
calcul nous permettent d’eviter le calcul matriciel qui n’est pas toujours facile 
B realiser. Les resultats obtenus s’affliquent pour l’etude de l’inversibilite [35], 
du placement de p6les par retour d&at [32] et du decouplage par retour 
d’etat. Une analyse graphique est faite lors de la resolution de chaque 
probliime ainsi qu’une expertise a chaque &ape pour bien choisir le nombre 
et l’emplacement des sources d’energie et des capteurs necessaires afin de 
commander ou de d&coupler les systemes, et d’eviter ainsi la redondance. 
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