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ABSTRACT
The Regula-Falsi method to solve the equation f (x) = 0 is very adecuate when in the two first iterates x0 and x1, f (x) 
have opposite signs. Howewer, in some cases, the convergence of this method can be very slow, specially when i) 
the images through f of the extreme points of the search interval differ, at least, in one order of magnitude; ii) in the 
zone where f (x) is smaller, f (x) ≈ 0 and iii) the root of f (x) is approximately in the mean of the search interval. For 
this cases, in this paper we propose a convergence accelerator function, wich is then used to calculate a adiabatic 
flash, where are present the characterisitcs of f mentioned above.
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RESUMEN
El método de Regula-Falsi para resolver la ecuación f (x) = 0 resulta adecuado cuando en las dos iteraciones iniciales 
la función presenta distinto signo. En tal caso es posible estructurar un proceso de búsqueda de la raíz de la función 
de modo que la velocidad de convergencia esté asegurada, aun en los casos en los cuales dicha convergencia, 
debido a la característica de la función involucrada, fuera sumamente lenta. Funciones cuyas velocidades de 
convergencia son muy lentas se presentan, por ejemplo, en la separación de algunos componentes utilizando 
destilación flash en condiciones adiabáticas. Desde el punto de vista matemático, el problema consiste en encontrar 
la temperatura y el grado de vaporización a partir de las ecuaciones de Rachford-Rice. En este trabajo, presentamos 
un método que asegura buena velocidad de convergencia, aun para aquellos casos en que, normalmente, dicha 
velocidad fuera prohibitivamente lenta.
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introducción
Para la búsqueda de raíces de ecuaciones no lineales 
en una variable real, existen dos tipos de métodos: de 
convergencia por intervalos y puntual. Los métodos de con-
vergencia por intervalos parten de un intervalo que acota la 
raíz y, en cambio, los puntuales parten de una estimación 
inicial de la raíz y tratan de aproximarse a ella. Para los 
primeros la convergencia está garantizada aunque suelen 
ser más lentos; para los segundos, la convergencia no está 
garantizada, aunque son más rápidos cuando la búsqueda 
se realiza en las cercanías de la raíz.
Los métodos de convergencia por intervalos se basan 
en el teorema de Bolzano, que garantiza para toda función 
continua en un intervalo en el que cambia de signo, (o sea 
f (x)∈C0 en [a, b], con f (a) f (b)<0 ), que existe al menos una 
raíz ξ∈ (a, b) de f (x) = 0.
El método de Regula–Falsi (1) se basa en el Teorema 
de Bolzano; caracteriza la recta que corresponde a una 
interpolación lineal de la función entre los puntos (a, f (a)) 
y (b, f (b)) y realiza la búsqueda de su raíz. Dicha raíz es el 
punto que se toma como próxima iteración. El algoritmo 
que se utiliza tiene los siguientes pasos:
 1– Encontrar un intervalo [a, b] tal que f (a) f (b)<0 sea 
a = x0.
 2– Caracterizar la función de la línea recta que une los 
puntos (a, f (a)) y (b, f (b)):
         ax
ab
afbfafxf 


 3– Encontrar la raíz de f (x):
 
     abafbf
afaxn 

 4– Si f (xn) = 0, hemos terminado.
 5– Si f (a) f (xn)>0 y f (b) f (xn)<0, elegir como intervalo 
[xn, b].
 6– Si f (b) f (xn)>0 y f (a) f (xn)<0, elegir como intervalo 
[a, xn].
 7– Condición de parada: si |xn - xn-1|>ε entonces repetir el 
paso (3). En otro caso, terminar tomando a xn como raíz 
del problema, con un error acotado por ε.
Si bien el algoritmo tiene convergencia superlineal, 
existen casos para los cuales la velocidad de convergencia 
es prohibitivamente lenta. Como ejemplo, puede citarse las 
funciones f (x) = exp (-2x)-0,1, para x∈ (0,3) y f (x) = x10-1, 
con x∈ (0, 1,25), donde, para cualquiera de ellos, para 
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conseguir que |f(x)|<10-6 o |xk+1-xk|<10-6 se requieren 
más de cuarenta pasos.
Para ambos casos se cumplen las siguientes caracte-
rísticas:
 i) Las funciones, evaluadas en los extremos de los inter-
valos de búsqueda, difieren en un orden de magnitud.
 ii) La derivada en la zona de menor valor está próxima a 
cero.
 iii) La raíz se encuentra en un valor medio del intervalo.
En Ingeniería química, funciones similares se presentan 
en la separación de algunos componentes utilizando des-
tilación flash en condiciones adiabáticas. Desde el punto 
de vista matemático, el problema consiste en encontrar la 
temperatura y el grado de vaporización a partir de las ecua-
ciones de Rachford–Rice (2–4), optimizando la velocidad 
de convergencia (5). 
Si bien se encuentran métodos diseñados para mejorar 
el comportamiento del algoritmo (6, 7), ninguno de ellos 
plantea el diseño de una función aceleradora como la que 
se propone en este trabajo, que tiene la ventaja de ser 
simple, eficaz y aplicable para todos los casos que reúnan 
las condiciones planteadas en los ejemplos. Asegura buena 
velocidad de convergencia aun para aquellos casos en que, 
normalmente, dicha velocidad fuera muy lenta.
caracteriZación del MÉtodo 
El proceso iterativo de Regula–Falsi, cuando se consi-
dera a x0 fijo, se reduce a:
( 0k
0k
0
01k xxff
fxx 







 
(1)
Si se supone que |f0|>>|f1|, (f1 = -|α|f0, |α|<<1) y que en 
las proximidades de x1, fk≈f1 + f’1(xk - x1), con f’1≈0, se 
puede poner (1) como:
 0k01k 1
1 xxxx 
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y, por lo tanto:
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(3)
y puede verse que el proceso iterativo {x0, x1....} comen-
zará en las proximidades de x1 y se irá moviendo muy 
lentamente hacia la raíz, ya que el factor entre paréntesis 
es levemente inferior a la unidad.
Si consideramos otra función g(x) que, en el intervalo 
[x0, x1] tiene las mismas raíces que f (x), pero donde g(x1)≈-
g(x0), puede acelerarse el proceso de convergencia. En 
efecto, si: g(x) = (c0 + c1x)f (x) = h(x)f (x) con:
01
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1
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entonces:
 i) Es fácil probar que g(x1) ≅ -g(x0). En efecto:
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  A partir del valor de r y del hecho de que f (x0)f(x1)<0, 
queda probado de que g(x0) = -g(x1).
  ii) La función g(x) = (c0 + c1x)f (x), en el intervalo 
[x0, x1], tiene las mismas raíces que f (x). En efecto, la 
raíz de la función c0 + c1x es:
0
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  y, por ende, g(x) se anula cuando lo hace f (x) en el 
mencionado intervalo.
  Introduciendo la función h(x) la relación (1) queda:
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  y, por lo tanto:
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Comparemos las expresiones (4) y (3). La función 
h(xk)=c0 + c1xk transforma elementos del intervalo [x0, x1] 
en elementos de [1, r]. En efecto:
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 11
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Teniendo en cuenta, además, la linealidad de h(xk), 
queda probada la afirmación anterior. Analicemos ahora el 
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comportamiento del factor:
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Por hipótesis, la raíz de f (x) está, aproximadamente, 
en el valor medio del intervalo [x0, x1]. Si suponemos 
que dicho valor está exactamente en el medio entonces la 
sucesión ^ f` 1kkx  estará acotada por el valor:
2
01
0
xxxx  f
Para dicho valor tendremos:
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y, por consiguiente:
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Entonces, cuando k = 1 en la sucesión ^ f` 1kkx , a(xk) = ½ 
y, a medida que k crece, a(xk)→⅔ con lo que queda probado 
que la inclusión de la función h(xk) acelera notablemente la 
convergencia del método, bajo las hipótesis enunciadas1.
1– Queda evidente que la convergencia se desacelera cuanto más cerca 
se encuentre la raíz de x0.
aplicación del MÉtodo propueSto al 
cÁlculo de un “FlaSH” adiaBÁtico
Uno de los procesos de separación más difundidos a 
nivel industrial es la destilación, ya que permite obtener 
productos de elevada pureza y recuperar sustancias que 
pueden ser reincorporadas al proceso. Uno de los casos 
es la destilación flash, la que consta de una sola etapa de 
equilibrio. El estudio de esta operación en particular es de 
interés, debido a que una columna de destilación completa 
puede considerarse como una sucesión de cámaras de flash 
adiabáticas. Se trata de un problema en el que no se agrega 
ni se extrae calor de un tanque como el que aparece en la 
Figura 1.
El balance de calor a presión constante es:
FhF + Q = VH + Lh (6)
donde Q es la cantidad de calor agregada por unidad de 
tiempo. Si hacemos qf = Q/F, entonces la ecuación (6) se 
puede poner de la forma:
hF + qF = vH + (1-v)h (7)
Por otra parte, a partir de las relaciones:
F = V + L
Fzi = Vyi + Lxi
yi=kixi y
¦ ¦
  
 
m
i
m
i
xy
1 1
ii 0
surge que:
 
 ¦  
m
1i i
ii 0
11
1
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(8)
Figura 1. Tanque “Flash” adiabático.
V, yi, H
F, zi, hF
L, xi, h
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Desde el punto de vista matemático el problema consiste 
en encontrar la temperatura y el grado de vaporización que 
satisfagan las ecuaciones (7) y (8) a la presión y entalpías 
dadas. En otras palabras, habrá que resolver el sistema no 
lineal que sigue:
    
     

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11
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FF2
m
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ii
1
hvvHqhT,vf
kv
kzT,vf
 
(9)
Para resolver el sistema, tenemos como datos P, hF + qF 
y {Zi} y tendremos que suponer T0, {xi} e {yi}. El proceso 
de resolución se puede efectuar de acuerdo al algoritmo que 
aparece en la Figura 2.
El lazo interior se puede resolver utilizando el método 
de convergencia de Newton, ya que es factible calcular 
la derivada de f 1 sin dificultades; con ello se asegura una 
convergencia de primer orden. En el lazo externo, como 
no se puede evaluar la derivada de f 2 en forma explícita, 
es necesario recurrir a un método que no la requiera, por 
ejemplo el Regula–Falsi. Por las características de f 2, la 
convergencia puede ser muy lenta, por lo que es convenien-
te utilizar un acelerador de convergencia del tipo que se ha 
presentado. Aplicándolo, tendremos el siguiente proceso 
iterativo: 
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Tomemos:
g(t) = (c0 + c1T)fT (11)
donde:
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Con ello, (10) queda:
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donde
 
0
0
1
21
f
f D
Aplicaremos las relaciones halladas en el siguiente ca-
so2: utilizando un flash adiabático, se procesa una corriente 
de seis hidrocarburos que se dan más abajo. La entalpía de 
la alimentación es 13210 Btu y la presión es de 300 psia. 
La composición de la alimentación y los valores de k son:
3
i4
2
i3i2i1
3
1
i tatataa
t
k
,,,, 


 ; (t = °R)
comp. zi a1.10
2 a2.10
5 a3.10
8 a4.10
12
C2H4 0.02 -5.177995 62.124576 -37.562082 8.0145501
C2H6 0.03 -9.8400210 67.545943 -37.459290 -9.0732459
C3H6 0.05 -25.09877 102.39287 -75.221710 153.84709
C3H8 0.1 -14.512474 53.638924 -5.3051614 -173.58329
nC4 0.6 -14.181715 36.866353 16.521412 -248.23843
iC4 0.2 -18.967651 61.239667 -17.891649 -90.855512
Entalpía (T en °R)
  2i3,i2,i1,21i TcTcch  ;
 
  2i3,i2,i1,21i TeTeeH  
comp. c1 c2.10 c3.10
5 e1 e2.10
4 e3.10
6
C2H4 -7.2915 1.5411962 -1.6088376 56.79638 615.9315 2.408873
C2H6 -8.4857 1.6286636 -1.9498601 61.33452 588.7543 11.948654
C3H6 -12.427 1.8834652 -2.4839140 71.82848 658.5513 11.299585
C3H8 -14.500 1.9802223 -2.9048837 81.79591 389.8191 36.4709
nC4 -20.298 2.3005743 -3.8663417 152.6679 -1153.48 146.64125
iC4 -16.553 2.161865 -3.1476209 147.6541 -1185.29 152.87778
Nota. Base para la entalpía: líquido saturado a -20º
 
F.
Solución
punto de burbuja punto de rocío
TempB 650,129199 Temp (ºR) 679,280769 650,13
Comp. 679,28
1 0,09722985 1 0,00371299 0,0001
2 0,11358372 2 0,00700504
3 0,08736710 3 0,02380853
4 0,15459855 4 0,05325172
5 0,38401642 5 0,72030445
6 0,16321387 6 0,19218782
Sum(Yi) 1,00000952 Sum(Xi) 1,00027054
Balances externos de entalpía Solución del problema
temp. 
operación
Fracción 
vap.
nº iter.
Punto de burb. -1186,3215
Punto de rocío 5533,66097 R. Falsi 659,971487 0,15026638 25
R. Falsi mej. 659,971488 0,15026639 8
2– Este ejemplo está tomado de (3); las unidades no han sido transfor-
madas al sistema internacional (SI) debido a que nuestro interés está en 
conocer el número de iteraciones necesarias para llegar a la solución del 
problema más que su solución.Figura 2. Diagrama de solución de un sistema para el “Flash” adiabático.
f1(v)<
f2(t)
f2(v)<
fin
T
Método de Newton
T0
v0
f1(v)
v
Rev. Cienc. Tecnol. / Año 11 / Nº 11 / 2009
reSultadoS y diScuSión
Bajo las hipótesis enunciadas, esta función aceleradora 
produce un aumento considerable de la velocidad de con-
vergencia (alrededor del 30 % para el caso del ejemplo). 
Por consiguiente, resulta ventajosa su utilización, especial-
mente en aquellos casos donde la derivada de la función 
en aquel extremo donde toma menor valor, es casi nula. Es 
necesario remarcar que el método propuesto se ha diseñado 
pensando en problemas específicos de Ingeniería Química, 
en los cuales no es posible utilizar el método de Newton; 
si se pudiera utilizar un algoritmo Newton, seguramente su 
velocidad será superior al método propuesto. Finalmente, 
la función aceleradora propuesta tiene como una ventaja 
adicional: su implementación no trae dificultades matemá-
ticas de ningún tipo. 
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