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Abstract
A vector space S of linear operators between finite-dimensional vector
spaces U and V is called locally linearly dependent (in abbreviate form:
LLD) when every vector x ∈ U is annihilated by a non-zero operator in
S. By a duality argument, one sees that studying LLD operator spaces
amounts to studying vector spaces of matrices with rank less than the num-
ber of columns, or, alternatively, vector spaces of non-injective operators.
In this article, this insight is used to obtain classification results for
LLD spaces of small dimension or large essential range (the essential range
being the sum of all the ranges of the operators in S). We show that such
classification theorems can be obtained by translating into the context of
LLD spaces Atkinson’s classification of primitive spaces of bounded rank
matrices; we also obtain a new classification theorem for such spaces that
covers a range of dimensions for the essential range that is roughly twice as
large as that in Atkinson’s theorem. In particular, we obtain a classifica-
tion of all 4-dimensional LLD operator spaces for fields with more than 3
elements (beforehand, such a classification was known only for algebraically
closed fields and in the context of primitive spaces of matrices of bounded
rank).
These results are applied to obtain improved upper bounds for the max-
imal rank in a minimal LLD operator space.
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1 Introduction
Throughout the paper, all the vector spaces are assumed to be finite-dimensional.
1.1 Local linear dependence
Let U and V be finite-dimensional vector spaces over a field K, and S be a linear
subspace of the space L(U, V ) of all linear maps from U to V . We say that S
is locally linearly dependent (LLD) when every vector x ∈ U is annihilated
by some non-zero operator f ∈ S. Given a positive integer c, we say that S is
c-locally linearly dependent (c-LLD) when, for every vector x ∈ U , the linear
subspace {f ∈ S : f(x) = 0} has dimension at least c.
Alternatively, a family (f1, . . . , fn) is called LLD when, for every x ∈ U , the
family (f1(x), . . . , fn(x)) is linearly dependent in V . Obviously, this property
is satisfied if and only if either f1, . . . , fn are linearly dependent in L(U, V ) or
span(f1, . . . , fn) is an LLD operator space. Moreover, if some linear subspaceW
of V contains the image of each fi and dimW < n, then f1, . . . , fn are obviously
LLD.
The following example plays a central part in this article: let ϕ : U ×U → V
be an alternating bilinear map (with U non-zero), and assume that ϕ is fully-
regular, that is V = span{ϕ(x, y) | (x, y) ∈ U2} and ϕ(x,−) 6= 0 for all non-zero
vector x ∈ U . Then, the linear subspace Sϕ := {ϕ(x,−) | x ∈ U} of L(U, V ) is
LLD as, for every non-zero vector x ∈ U , one has ϕ(x, x) = 0 with ϕ(x,−) 6= 0.
We shall say that Sϕ is an operator space of the alternating kind. An obvious
example is the one of the standard pairing ϕ : U × U → U ∧ U .
Two operator spaces S ⊂ L(U, V ) and S ′ ⊂ L(U ′, V ′) are called equivalent,
and we write S ∼ S ′, when there are two isomorphisms F : U
≃
→ U ′ and
G : V ′
≃
→ V such that S = {G◦g ◦F | g ∈ S ′}, in which case we have a uniquely
defined isomorphism H : S
≃
→ S ′ such that
∀f ∈ S, f = G ◦H(f) ◦ F.
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The corresponding notion for spaces of rectangular matrices is the standard
equivalence relation, where two matrix subspaces M ⊂ Mm,n(K) and M
′ ⊂
Mp,q(K) are equivalent if and only if m = p, n = q and there are non-singular
matrices P ∈ GLm(K) and Q ∈ GLn(K) such that M = PM
′Q. Obviously, the
operator spaces S and S ′ are equivalent if and only if they are represented (in
arbitrary bases of U , V , U ′ and V ′) by equivalent matrix spaces, or, alternatively,
if and only if there are choices of bases of U , V , U ′ and V ′ for which the same
space of matrices represents both S and S ′.
Note that if S ∼ S ′ and S is c-LLD, then S ′ is also c-LLD. Moreover, if S is
minimal among the c-LLD subspaces of L(U, V ) and S ∼ S ′, then S ′ is minimal
among the c-LLD subspaces of L(U ′, V ′). By the classification of minimal c-LLD
operator spaces, we mean their determination up to equivalence.
1.2 The duality argument
Let S be a n-dimensional linear subspace of L(U, V ). The adjoint map of the
natural embedding S →֒ L(U, V ) is
x ∈ U 7−→
[
f 7→ f(x)
]
∈ L(S, V ),
and we denote its image by
Ŝ :=
{
f 7→ f(x) | x ∈ U
}
⊂ L(S, V ).
One sees that S is LLD if and only if Ŝ is defective, i.e. no operator in Ŝ is
injective, that is to say
∀ϕ ∈ Ŝ, rkϕ < n.
Similarly, S is c-LLD if and only if Ŝ is c-defective, i.e. the kernel of every
operator in Ŝ has dimension at least c, i.e.
∀ϕ ∈ Ŝ, rkϕ ≤ n− c.
By choosing respective bases of S and V , one represents Ŝ as a linear subspace
M of Mm,n(K) (the space of m × n matrices with entries in K), where m :=
dimV . For S to be LLD (respectively, c-LLD), it is necessary and sufficient that
rkM ≤ n−1 (respectively, rkM ≤ n−c) for allM ∈ M. Thus, the study of LLD
operator spaces is tightly connected to the one of linear subspaces of matrices
with rank bounded above, a theory which has been developed in the last sixty
years (see e.g. [1, 2, 6]) and for which we now have efficient computational tools
and classification theorems.
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1.3 Reduced operator spaces
When studying LLD operator spaces, only reduced ones matter: given a linear
subspace S of L(U, V ), the kernel of S is defined as
⋂
f∈S
Ker f , i.e. the set of
common zeros of the operators in S; the essential range of S is defined as∑
f∈S
Im f ; we say that S is reduced when its kernel is {0} and its essential range
is V .
Denote by U0 the kernel of S and by V0 its essential range. For every operator
f ∈ S, the inclusions U0 ⊂ Ker f and Im f ⊂ V0 show that f induces a linear
operator
f : [x] ∈ U/U0 7−→ f(x) ∈ V0.
We see that
S :=
{
f | f ∈ S
}
is a linear subspace of L(U/U0, V0) and f 7→ f is a rank-preserving isomor-
phism from S to S. Moreover, S is reduced, and we call it the reduced space
attached to S. One checks that S is c-LLD if and only if S is c-LLD.
Given a linear subspace S ′ of L(U ′, V ′) with kernel U ′0 and essential range
V ′0 , one checks that
S ∼ S ′ ⇔

S ∼ S ′
dimU = dimU ′
dimV = dimV ′.
It ensues that the classification of minimal c-LLD operator spaces amounts to
the one of minimal reduced c-LLD operator spaces.
1.4 Main goals
In a previous work [11], we have shown how the above duality argument reduces
the study of LLD operator spaces to the one of spaces of non-injective operators.
This was used to rediscover and expand the theory of the minimal rank in LLD
operator spaces and in non-reflexive operator spaces. In this article, we use the
duality argument to obtain significant advances in the following problems on
LLD spaces:
(1) Classify minimal LLD operator spaces up to equivalence. Prior to this article,
such classifications were known only for 2-dimensional and 3-dimensional
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LLD spaces, and for n-dimensional minimal LLD spaces with an essential
range of dimension
(
n
2
)
and, in each case, provided that the underlying
field be of large enough cardinality [4].
(2) Give an upper bound on the maximal rank in a minimal LLD operator space.
Recently, an intriguing connection between LLD operator spaces and spaces
of nilpotent matrices [9] has been uncovered: this gives a strong motivation for
studying Problem (1), as it is expected that classification results for minimal
LLD spaces can lead to a greater understanding of spaces of nilpotent matrices
with a dimension close to the critical one.
Problem (1) will be our main point of focus: with the duality argument,
we shall show that studying it essentially amounts to studying so-called semi-
primitive operator spaces, a notion that is closely connected to Atkinson and
Lloyd’s theory of primitive operator spaces [1, 2] later rediscovered by Eisenbud
and Harris in the more restrictive setting of algebraically closed fields [5]. Most
of our study revolves around obtaining classification results for semi-primitive
operator spaces that connect such spaces – when their essential range is large
enough – to operator spaces of the alternating kind. Our results on Problem (2)
will, for the most part, be obtained as corollaries of our classification results for
Problem (1).
The following theorem, which is already known (see [4]), will be reproved in
the course of the article (this is Corollary 3.9 from Section 3.6):
Theorem 1.1. Let S ⊂ L(U, V ) be a minimal reduced LLD operator space with
#K ≥ dimS. Then, dimV ≤
(
dimS
2
)
.
In [4], Chebotar and Sˇemrl went on to classify the spaces for which V has
the critical dimension
(
dimS
2
)
. We shall obtain this as a very special case
of the following two classification results: the first one will be deduced from
a generalized version of Atkinson’s classification theorem of [1] (which we will
reprove); the second one is entirely new.
Theorem 1.2 (First classification theorem for LLD spaces with large essential
range). Let S ⊂ L(U, V ) be a minimal reduced LLD operator space with dimen-
sion n. Assume that dimV > 1 +
(
n− 1
2
)
and #K ≥ n ≥ 3. Then, S is of the
alternating kind.
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Theorem 1.3 (Second classification theorem for LLD spaces with large essen-
tial range). Let S ⊂ L(U, V ) be a minimal reduced LLD operator space with
dimension n. Assume that dimV > 3 +
(
n− 2
2
)
and #K ≥ n ≥ 3. Then:
• Either S is of the alternating kind;
• Or there is a rank 1 operator g ∈ S such that, for the canonical projection
π : V ։ V/ Im g, the operator space {π ◦ f | f ∈ S} is an LLD subspace of
L(U, V/ Im g) of the alternating kind (with dimension n− 1).
Theorem 1.2 is Corollary 5.4 from Section 5.2, while Theorem 1.3 is Corollary
5.15 from Section 5.4.
It is possible to obtain a classification theorem with the improved lower
bound 6+
(
n− 3
2
)
, but both its statement and its proof are way more technical
than the ones of the above theorems: this will be the topic of a separate article
for which the present one will serve as a foundation.
1.5 Additional definition and notation
Throughout the article, the set of non-negative integers is denoted by N (follow-
ing the French convention).
Given positive integers m and n, one denotes by Mm,n(K) the vector space
of all matrices with m rows, n columns and entries in K. In particular, one sets
Mn(K) := Mn,n(K). One defines An(K) as the linear subspace of alternating
matrices of Mn(K).
Definition 1.1. Let S be a linear subspace of L(U, V ). The maximal rank of
an operator in S is called the upper-rank of S and denoted by urk(S).
For x ∈ S, one defines the space Sx := {f(x) | f ∈ S}; one sets
trk(S) := max
x∈U
dimSx,
called the transitive rank of S.
For linear subspaces of matrices, we define the same notation by identifying
Mm,n(K) with L(K
n,Km) in the standard way.
It is essential to note the following connection between transitive ranks and
upper-ranks:
trkS = urk Ŝ and urkS = trk Ŝ.
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Definition 1.2. Let U1, . . . , Un, V be vector spaces, and f : U1 × · · · ×Un → V
be an n-linear map. We say that f is regular with respect to the i-th
argument when, for every non-zero vector xi ∈ Ui, the map
f(−, . . . ,−, xi,−, . . . ,−) : U1 × · · · × Ui−1 × Ui+1 × · · ·Un −→ V
is non-zero, that is xi ∈ Ui 7→ f(−, . . . ,−, xi,−, . . . ,−) is one-to-one.
In the special case when n = 2, we say that f is left-regular (respectively, right-
regular) when it is regular with respect to the first argument (respectively, to
the second argument).
We say that f is essentially surjective when
span
{
f(x1, . . . , xn) | (x1, . . . , xn) ∈ U1 × · · · × Un
}
= V.
We say that f is fully-regular when it is essentially surjective and regular with
respect to all its arguments.
Remark 1.1. Note that f is essentially surjective if and only if the (n+1)-linear
form f˜ : (x1, . . . , xn, ϕ) ∈ U1×· · ·×Un×V
⋆ 7−→ ϕ(f(x1, . . . , xn)) ∈ K induced by
f is regular with respect to the (n+1)-th argument. Therefore, f is fully-regular
if and only if f˜ is regular with respect to every single argument.
At some point, we shall need to consider quadratic forms. Given scalars
a1, . . . , an in K, the quadratic form (x1, . . . , xn) 7→
n∑
k=1
akx
2
k on K
n is denoted
by 〈a1, . . . , an〉. If K has characteristic 2, then [a, b] denotes the quadratic form
(x, y) 7→ ax2 + xy + by2 on K2. In any case, one sets
K
[2] :=
{
x2 | x ∈ K
}
and (K∗)[2] :=
{
x2 | x ∈ K∗
}
.
1.6 Structure of the article
In Section 2, we shall remind the reader of some important key lemmas that
were reproved in [11].
The connection between primitive spaces of bounded rank matrices and LLD
operator spaces is fully established in Section 3 with the help of categorical struc-
tures. In that section, we shall also properly define semi-primitive matrix spaces,
together with the so-called column property for matrix spaces with bounded
rank. The column property is very important as it is satisfied by semi-primitive
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spaces while being preserved by specific block extractions, thus allowing induc-
tive proofs; on the contrary, the semi-primitivity assumption does not behave
well with such extractions. We shall review some results of Atkinson and Lloyd
on spaces with the column property, which yields interesting consequences on
LLD operator spaces, most notably Theorem 1.1.
Afterwards, we will tackle classification theorems for semi-primitive spaces:
they will be obtained as corollaries of classification theorems for spaces with the
column property. The first step consists of a systematic study of the operator
space Sϕ associated with a fully-regular alternating bilinear map ϕ : U×U → V .
We shall rediscover results from earlier works of Atkinson [1] and Eisenbud and
Harris [5] with a more systematic approach. In particular, we will give suffi-
cient conditions for such mappings to yield semi-primitive spaces (or primitive
spaces), and we will study the equivalence between such operator spaces and
its relationship with the congruence of alternating bilinear maps. Interestingly,
some of the results of this section are merely obtained as corollaries to general
results on semi-primitive operator spaces!
The next section is devoted to the statement and the proofs of the two main
classification theorems for spaces of matrices with the column property and to
their applications to minimal LLD operator spaces with large essential range.
In Sections 5.1 and 5.2, we rediscover the basic tools for proving Atkinson’s
classification theorem and then we generalize it to encompass spaces of matrices
with the column property. This is applied (Section 5.3) to provide a complete
classification of all 4-dimensional minimal LLD operator spaces, provided that
the underlying field has at least 4 elements. Before this article, such a classifica-
tion was not known, and the corresponding classification of primitive spaces of
matrices with rank at most 3 was known only for algebraically closed fields (see
[1] and [5]). Section 5.4 is devoted to a second order classification theorem for
minimal LLD operator spaces with large essential range: this theorem essentially
doubles the range of dimensions for which a classification is known and yields
Theorem 1.3 as a special case.
In the last section, we apply the previous classification theorems to obtain
a significant improvement over Meshulam and Sˇemrl’s estimate for the maxi-
mal rank in a minimal LLD space [8]. With the above duality argument, this
amounts to estimate the transitive rank of a semi-primitive space of bounded
rank matrices; a key argument is that we have a very low estimate for that
transitive rank when the matrix space under consideration is of the alternating
kind.
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2 Preliminary results from matrix theory
Here, we review some useful technical lemmas on spaces of bounded rank ma-
trices. They are all proved in Section 2 of [11].
2.1 The generic rank lemma
Definition 2.1. Let S be a linear subspace of Mm,n(K). Given a basis (A1, . . . , As)
of S and independent indeterminates x1, . . . ,xs, the matrix x1A1 + · · · + xsAs
of Mm,n
(
K[x1, . . . ,xs]
)
is called a generic matrix of S.
If we only assume that A1, . . . , As span S, then x1A1 + · · · + xsAs is called
a semi-generic matrix of S.
Note that the entries of x1A1 + · · · + xsAs are 1-homogeneous polynomials in
K[x1, . . . ,xs].
Lemma 2.1 (Generic rank lemma, Lemma 2.1 of [11]). Let S be a linear subspace
of Mm,n(K) with #K > urk(S), and A be a semi-generic matrix of S. Then,
urk(S) = rkA.
2.2 The Flanders-Atkinson lemma
The following lemma was first discovered by Atkinson [1], extending a result
of Flanders [6] (see [11] for a simplified proof). It will be one of our main
computational tools:
Lemma 2.2 (Flanders-Atkinson lemma, Lemma 2.3 of [11]). Let (m,n) ∈ (Nr
{0})2 and let r ∈ [[1,min(m,n)]] be such that #K > r.
Set Jr :=
[
Ir [0]r×(n−r)
[0](m−r)×r [0](m−r)×(n−r)
]
and consider an arbitrary matrix M =[
A C
B D
]
of Mm,n(K) with the same decomposition pattern.
Assume that urk(span(Jr,M)) ≤ r. Then,
D = 0 and ∀k ∈ N, BAkC = 0.
2.3 The decomposition lemma
The following decomposition principle for upper-ranks will be used frequently in
the rest of the article:
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Lemma 2.3 (Lemma 2.4 of [11]). Let S be a linear subspace of Mm,n(K) and
assume that there exists a pair (r, s), with 1 ≤ r ≤ m and 1 ≤ s ≤ n, such that
every matrix of S splits up as
M =
[
[?]r×s C(M)
B(M) [0](m−r)×(n−s)
]
, with B(M) ∈ Mm−r,s(K) and C(M) ∈ Mr,n−s(K).
Consider a semi-generic matrix of S of the form
M =
[
[?]r×s C
B [0](m−r)×(n−s)
]
.
Then, rkB = urkB(S), rkC = urkC(S) and
urk(S) ≥ urkB(S) + urkC(S).
3 Minimal LLD spaces versus primitive spaces of ma-
trices of bounded rank
Here, we uncover a deep connection between minimal LLD operator spaces and
the primitive spaces of matrices of bounded rank studied by Atkinson and Lloyd
[1, 2].
We remind the reader that all the vector spaces that we consider are assumed
to be finite-dimensional.
3.1 The category of operator spaces
We define the category of operator spaces, denoted by OS, as follows:
• An object of OS is a triple (U, V,S), where U and V are vector spaces
(over K) and S is a linear subspace of L(U, V );
• A morphism from (U, V,S) to (U ′, V ′,S ′) is a triple (f, g, h) ∈ L(U ′, U)×
L(V, V ′) × L(S ′,S) such that the following diagram is commutative for
every s′ ∈ S ′:
U
h(s′)

U ′
f
oo
s′

V
g
// V ′.
The composition of morphisms is deduced from the one of linear maps.
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Thus, two operator spaces S ⊂ L(U, V ) and S ′ ⊂ L(U ′, V ′) are equivalent if and
only if the objects (U, V,S) and (U ′, V ′,S ′) of OS are isomorphic.
3.2 The duality argument refined
The category of bilinear maps, denoted by BM, is defined as follows:
• An object of BM is a 4-tuple (U, V,W,B), where U, V,W are vector spaces
and B : U × V →W is a bilinear map;
• A morphism from (U, V,W,B) to (U ′, V ′,W ′, B′) is a triple (f, g, h) ∈
L(U ′, U) × L(V ′, V ) × L(W,W ′) such that ∀(x, y) ∈ U ′ × V ′, B′(x, y) =
h
(
B(f(x), g(y))
)
, i.e. the following diagram is commutative:
U × V
B

U ′ × V ′
f×g
oo
B′

W
h
//W ′.
Again, the composition of morphisms is the obvious one.
Two bilinear maps B : U×V →W and B′ : U ′×V ′ →W ′ are called equiva-
lent, and we writeB ∼ B′, when the objects (U, V,W,B) and (U ′, V ′,W ′, B′) are
isomorphic in BM. This means that there are isomorphisms f : U ′
≃
→ U , g : V ′
≃
→
V and h :W
≃
→W ′ such that ∀(x, y) ∈ U ′ × V ′, B′(x, y) = h
(
B(f(x), g(y))
)
.
The transposition functor T : BM→ BM assigns to every object (U, V,W,B)
the object (V,U,W,B′), where B′ : (x, y) 7→ B(y, x), and assigns to every mor-
phism (f, g, h) the morphism (g, f, h).
Notation 3.1. We denote by LRBM the full subcategory of BM in which the
objects are the 4-tuples (U, V,W,B) in which B is left-regular.
A linear subspace S of L(U, V ) always gives rise to a bilinear mapping
BS : (f, x) ∈ S × U 7−→ f(x) ∈ V,
and we note that:
(i) BS is always left-regular;
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(ii) BS is right-regular if and only if the kernel of S is {0};
(iii) BS is essentially surjective if and only if the essential range of S is V .
In particular, S is reduced if and only if BS is fully-regular.
We extend the above construction to a functor
B : OS −→ LRBM
by mapping the morphism (U, V,S)
(f,g,h)
−→ (U ′, V ′,S ′) to the morphism (S, U, V,BS)
(h,f,g)
−→
(S ′, U ′, V ′, BS′).
Conversely, let U , V and W be vector spaces, and B : U × V → W be
a left-regular bilinear map. Then, x ∈ U 7→ B(x,−) ∈ L(V,W ) defines an
isomorphism αB from U to a linear subspace SB of L(V,W ). Given a morphism
(U, V,W,B)
(f,g,h)
−→ (U ′, V ′,W ′, B′) in the category LRBM, we define a morphism
S(f,g,h) : (V,W,SB) → (V
′,W ′,SB′) in OS as (g, h, ϕ), where the linear map
ϕ : SB′ → SB is defined as αB ◦ f ◦ (αB′)
−1. One checks that this defines a
functor
S : LRBM −→ OS .
Finally, one checks that S◦B is the identity functor on OS, whileB◦S is naturally
equivalent to the identity functor on LRBM through the natural equivalence
(U, V,W,B) 7→ (αB , idV , idW ). From here, we conclude:
Proposition 3.1. Two operator spaces S and S ′ are equivalent if and only if
BS ∼ BS′. Two left-regular bilinear maps B and B
′ are equivalent if and only
if SB ∼ SB′ .
Thus, classifying reduced operator spaces up to equivalence amounts to clas-
sifying fully-regular bilinear maps up to equivalence.
Definition 3.2. We denote by ROS the full subcategory of OS in which the
objects are the triples (U, V,S) such that S is reduced.
We denote by FRBM the full subcategory of LRBM in which the objects are the
4-tuples (U, V,W,B) such that B is fully-regular.
Restricting the functors B and S gives rise to functors ROS → FRBM and
FRBM → ROS that are mutual inverses up to a natural equivalence. The
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composite of the three functors ROS → FRBM, T : FRBM → FRBM and
FRBM→ ROS yields the adjunction functor:
(̂−) : ROS −→ ROS .
In short, for every object (U, V,S) of ROS, one has
̂(U, V,S) = (S, V, Ŝ), where Ŝ =
{
f 7→ f(x) | x ∈ U
}
,
as in Section 1.2. One checks that (̂−) is an involution up to a natural equiv-
alence, to the effect that
̂̂
S ∼ S for every reduced operator space S; moreover,
given two reduced operator spaces S and S ′, one has
S ∼ S ′ ⇔ Ŝ ∼ Ŝ ′.
We finish by interpreting the c-LLD condition for reduced operator spaces.
Definition 3.3. Let B : U × V → W be a bilinear map. We say that B is c-
right-defective (respectively, right-defective) when the operator space
{
B(−, y) |
y ∈ V
}
⊂ L(U,W ) is c-defective (respectively, defective). We define left-
defectiveness likewise.
A linear subspace S of L(U, V ) is c-LLD if and only if the attached bilinear
map BS is c-right-defective. Conversely, given a c-right-defective and fully-
regular bilinear map B, the operator space SB is c-LLD, while ST (B) is reduced
and c-defective.
Given a non-negative integer c, denote by LLDR(c) the full subcategory of
ROS in which the objects are the c-LLD spaces, and by DR(c) the full subcat-
egory of ROS in which the objects are the c-defective spaces. Then, one checks
that the adjunction functor defines two functors, one from LLDR(c) to DR(c),
and the other one from DR(c) to LLDR(c), and that they are mutual inverses
up to a natural equivalence. From this, we draw a key principle:
Classifying, up to equivalence, reduced c-LLD operator spaces between
finite-dimensional vector spaces amounts to classifying, up to equivalence,
reduced c-defective operator spaces between finite-dimensional vector spaces.
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3.3 Semi-primitive operator spaces
Let U and V be finite-dimensional vector spaces, and S be a linear subspace of
L(U, V ). Denote by c the defectiveness index of S, so that S is c-defective but not
(c+ 1)-defective (with the convention that every operator space is 0-defective).
Consider the following conditions:
(i) There is no linear hyperplane U ′ of U such that {f|U ′ | f ∈ S} is a c-
defective subspace of L(U ′, V ).
(ii) There is no surjective linear mapping π : V ։ V ′, with dimV ′ = dimV −1,
such that {π ◦ f | f ∈ S} is a (c+ 1)-defective subspace of L(U, V ′).
Definition 3.4. We say that S is primitive when it is reduced and satisfies
conditions (i) and (ii) above.
We say that S is semi-primitive when it is reduced and satisfies condition (i)
above.
Note that semi-primitivity and primitivity are both invariant under equiva-
lence.
We define the notion of a semi-primitive/primitive c-defective subspace of
Mm,n(K) by referring to the semi-primitivity/primitivity of the subspace of
L(Kn,Km) associated with it in the canonical bases. These conditions are in-
variant under the equivalence of matrix spaces, i.e. it is invariant by left and
right-multiplication by non-singular square matrices. Another way to put things
is to say that a subspace S of Mm,n(K) is primitive if and only if it satisfies the
following conditions:
(A) S is inequivalent to a space of matrices of the form
[
[?]m×(n−1) [0]m×1
]
;
(B) S is inequivalent to a space of matrices of the form
[
[?](m−1)×n
[0]1×n
]
;
(C) S is inequivalent to a space S ′ of matrices of the formM =
[
H(M) [?]m×1
]
,
where H(S ′) is a subspace of Mm,n−1(K) with urkH(S
′) < urkS;
(D) S is inequivalent to a space S ′ of matrices of the form M =
[
H(M)
[?]1×n
]
,
where H(S ′) is a subspace of Mm−1,n(K) with urkH(S
′) < urkS.
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Moreover, S is semi-primitive if and only if it satisfies conditions (A), (B) and
(C); S is reduced if and only if it satisfies conditions (A) and (B) alone. Remark
also that S is primitive if and only if both S and ST are semi-primitive.
Remark 3.1. Let S be a semi-primitive subspace of Mm,n(K), with r := urkS
and n > 0. Then, S is defective; if r = n indeed, then deleting the last column
in the matrices of S yields a space in which every matrix has rank less than r.
It follows that if S is primitive, then either n = m = 0 or r < min(m,n).
Remark 3.2. Let V be a subspace of Mm,n(K) with urkV = 1. By a classical
theorem of Schur, one of the spaces V of VT is equivalent to a space of matrices
with all columns zero starting from the second one. Therefore, if V is reduced,
then m = 1 or n = 1. In particular, if we have a semi-primitive subspace V of
Mm,n(K) with upper-rank 1, then m = 1 and n ≥ 2.
Primitive matrix spaces with bounded rank were introduced by Atkinson
and Lloyd [2] and rediscovered later by Eisenbud and Harris [5]. They can
be considered as the elementary pieces upon which all the defective spaces are
built, according to the first statement in Theorem 1 of [2]. The next result
relates semi-primitive matrix spaces to primitive ones.
Proposition 3.2. Let S be a semi-primitive linear subspace of Mm,n(K) with
upper-rank r. Then, there are integers p ∈ [[0, r]] and q ∈ [[0, n]] such that q >
r − p, together with a space S ′ ∼ S of Mm,n(K) in which every matrix splits up
as
M =
[
[?]p×q [?]p×(n−q)
H(M) [0](m−p)×(n−q)
]
,
and H(S ′) is a primitive subspace of Mm−p,q(K) with upper-rank r − p.
Proof. The proof is essentially similar to that of the first statement of Theorem
1 of [2]. One takes the maximal integer p for which S is equivalent to a subspace
S ′ of Mm,n(K) in which every matrix M splits up as
M =
[
[?]p×n
Y (M)
]
and T := Y (S ′) ⊂ Mm−p,n(K) has upper-rank at most r−p. Obviously, urkT =
r − p. Denoting by t the dimension of the intersection of all the kernels of the
matrices in T , we see that no generality is lost in assuming that every matrix N
of T splits up as
N =
[
A(N) [0](m−p)×t
]
with A(N) ∈ Mm−p,n−t(K),
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and no non-zero vector belongs to the kernel of every matrix of A(T ). Obviously,
urkA(T ) = r − p. Let us prove that A(T ) is primitive.
Obviously, A(T ) satisfies condition (A) in the definition of a primitive space.
As S is reduced, one finds that the sum of all column spaces of the matrices in
T is Km−p, whence A(T ) satisfies condition (B) in the definition of a primitive
space.
Assume now that A(T ) does not satisfy condition (C). Then, without loss of
generality, we may assume that deleting the first column of every matrix of A(T )
yields a matrix whose rank is less than r− p. Then, deleting the first column of
every matrix of S ′ yields a matrix whose rank is less than r, contradicting the
assumption that S be semi-primitive. Thus, A(T ) satisfies condition (C).
Assume finally that A(T ) does not satisfy condition (D). Then, no generality
is lost in assuming that deleting the first row of every matrix of A(T ) yields a
matrix with rank less than r− p, in which case, from every M ∈ S ′, deleting the
p+ 1 first rows yields a matrix whose rank is less than r − p, contradicting the
definition of p.
Therefore, A(T ) is primitive.
We conclude this paragraph with an important statement that links semi-
primitive c-defective operator spaces to reduced minimal c-LLD operator spaces:
Proposition 3.3. Let S be a reduced LLD subspace of L(U, V ), and denote by c
the greatest integer for which S is c-LLD. Then, Ŝ is semi-primitive if and only
if S is minimal among c-LLD subspaces of L(U, V ).
Proof. Indeed, S is minimal among c-LLD spaces if and only if no linear hyper-
plane T of S is c-LLD; for any linear hyperplane T of S, the condition that T
is not c-LLD amounts to the property that, for some x ∈ U , the intersection of
the kernel of x̂ : f 7→ f(x) with T has dimension less than c, i.e.
{
x̂|T | x ∈ U
}
is not c-defective. As we know that Ŝ is reduced, this condition means that Ŝ is
semi-primitive.
3.4 The column property for matrix spaces
An important tool in the study of semi-primitive operator spaces is the so-
called column property, which is weaker than semi-primitivity provided that the
underlying field is large enough. The transposed counterpart of this property
was originally introduced by Atkinson and Lloyd [2], and the notion itself is
implicit in recent works of Chebotar, Meshulam and Sˇemrl [4, 8].
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Definition 3.5. Let (r, s) ∈ [[0,m]]× [[1, n]]. A linear subspace S of Mm,n(K) is
called (r, s)-decomposed when every matrix of S splits up as
M =
[
[?]r×s C(M)
B(M) [0](m−r)×(n−s)
]
, where B(M) ∈ Mm−r,s(K) and C(M) ∈ Mr,n−s(K).
The space B(S) is then called the lower space of S (as an (r, s)-decomposed
space).
If r > 0, the space S is called r-reduced when urkS = r and S contains[
Ir [0]r×(n−r)
[0](m−r)×r [0](m−r)×(n−r)
]
.
By the Flanders-Atkinson lemma, every r-reduced space is (r, r)-decomposed
provided that #K > r.
Definition 3.6. A linear subspace S of Mm,n(K) has the column property
when, for every (r, s) ∈ [[0,m]] × [[1, n]] and every (r, s)-decomposed subspace
S ′ ∼ S, the lower space of S ′ is defective. This property is obviously preserved
by replacing S with an equivalent space.
An operator space S ⊂ L(U, V ) has the column property when every matrix
space which represents it has the column property.
In other words, the operator space S has the column property if and only if,
for every vector space V ′ and every linear surjection π : V ։ V ′, the reduced
space associated with {π ◦ f | f ∈ S} is zero or defective. The special case
π = idV shows that an operator space with the column property is defective
whenever its source space is non-zero.
The following two lemmas are essential to our study. In [2], they were obtained
in the course of larger proofs without being formally stated:
Lemma 3.4. Let S be a semi-primitive subspace of Mm,n(K), with #K > urk(S)
and n > 0. Then, S has the column property.
Proof. Assume, for some (r, s) ∈ [[0,m]] × [[1, n]], that some space S ′ ∼ S is
(r, s)-decomposed; let us write every matrix M ∈ S ′ as
M =
[
[?]r×s C(M)
B(M) [0](m−r)×(n−s)
]
.
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Assume that B(S ′) is non-defective, to the effect that urkB(S ′) = s. Then,
Lemma 2.3 yields urkC(S ′) ≤ urkS − s. This would contradict the assumption
that S be semi-primitive, and more precisely that it should satisfy condition (C)
(to see this, simply delete the first column).
Lemma 3.5. Let (r, s) ∈ [[0,m]]× [[1, n]] and S be an (r, s)-decomposed subspace
of Mm,n(K) with the column property. Then, the lower space of S has the column
property.
Proof. The proof is given in the course of that of Lemma 6 of [1]. We restate
the argument as it is both short and crucial to our study.
Let us write every matrix M in S as
M =
[
[?]r×s [?]r×(n−s)
B(M) [0](m−r)×(n−s)
]
with B(M) ∈ Mm−r,s(K).
Set T := B(S). Let (p, q) ∈ [[0,m−r]]×[[1, s]] and T ′ ∼ T be a (p, q)-decomposed
linear subspace of Mm−r,s(K). Without loss of generality, we may assume that
T ′ = T , and then we write every N ∈ T as
N =
[
[?]p×q [?]p×(s−q)
C(N) [0](m−r−p)×(s−q)
]
with C(N) ∈ Mm−r−p,q(K).
Then, S is (r + p, q)-decomposed with lower space C(T ), and hence C(T ) is
defective. Therefore, T has the column property.
This last lemma may fail if the column property is replaced with the semi-
primitivity condition. The fact that the column property is inherited by extract-
ing lower spaces is the prime motivation for introducing this property. We finish
by noting that the column property is really weaker than the semi-primitivity
condition. Consider indeed a reduced subspace S ⊂ Mm,n(K) with the column
property and urkS < m, and define T as the space of all matrices of Mm,n+1(K)
of the form
[
S Y
]
with S ∈ S and Y ∈ Km. Then, T is not semi-primitive (it
fails to satisfy condition (C) in the definition of a semi-primitive space as, obvi-
ously, urkT = urkS + 1), whereas T is reduced and has the column property,
which follows from the observation that T x = Km for all x ∈ Kn+1r (Kn×{0})
together with the assumption that S is reduced and has the column property.
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3.5 Two decomposition lemmas
Here, we obtain two new decomposition principles for reduced spaces with the
column property. They will allow us to have a better grasp of such spaces in
specific situations.
Lemma 3.6. Let S be a reduced linear subspace of Mm,n(K) with the column
property and m ≥ 2. Set r := urk(S) and assume that #K > r and that there is
a vector x ∈ Kn such that dimSx = 1. Then, there is an integer q ∈ [[r, n − 1]]
and a space S ′ ∼ S such that every matrix M of S ′ splits up as
M =
[
[?]1×q [?]1×(n−q)
H(M) [0](m−1)×(n−q)
]
,
and H(S ′) is a reduced subspace of Mm−1,q(K) with the column property and
upper-rank r − 1. In particular, S is non-primitive.
Proof. By assumption, the space S is equivalent to a (1, n − 1)-decomposed
space. Consider the minimal integer q < n for which S is equivalent to a (1, q)-
decomposed space; denote then by S ′ such a subspace and split every M ∈ S ′
up as
M =
[
[?]1×q [?]1×(n−q)
H(M) [0](m−1)×(n−q)
]
, with H(M) ∈ Mm−1,q(K).
Since S is reduced, the sum of all column spaces of the matrices ofH(S) is Km−1.
If some non-zero vector y ∈ Kq were annihilated by all the matrices H(M),
then S would be equivalent to a (1, q − 1)-decomposed space, contradicting the
minimality of q. Thus,H(S ′) is reduced. Moreover, Lemma 3.5 shows thatH(S ′)
has the column property. Finally, Lemma 2.3 shows that urkH(S ′) ≤ urk(S)−1
as S is reduced, while obviously urk(S) ≤ 1+urkH(S ′). Thus, urkH(S ′) = r−1;
since S ′ has the column property, H(S ′) is defective and hence q ≥ r.
Deleting the first row of every matrix of S ′ yields a matrix with rank at most
q − 1, whence S is non-primitive.
The next lemma can be useful in the special case of spaces that are 1-defective
but not 2-defective:
Lemma 3.7 (Thin decomposition lemma). Let S be a reduced subspace of
Mm,n(K) with the column property, set r := urk(S) and assume that r = n − 1
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and #K > r. Let A ∈ S be with rank r. Let x ∈ KerA r {0}, and set
p := dimSx. Then, there is space T ∼ S, integers s ∈ [[0,m − r]], and
t ∈ [[0, r − p]], and linearly independent matrices B1, . . . , Bs of Ap(K) such that:
(i) T is r-reduced;
(ii) Every M ∈ T splits up as
M =

[?]p×p [?]p×t [?]p×(r−p−t) C(M)
[?](r−p)×p [?](r−p)×t [?](r−p)×(r−p−t) [0](r−p)×1
R(M) [?]s×t [?]s×(r−p−t) [0]s×1
[0](m−r−s)×p H(M) [0](m−r−s)×(r−p−t) [0](m−r−s)×1
 ;
(iii) For every M in T , one has
R(M) =
C(M)
TB1
...
C(M)TBs
 ;
(iv) If t > 0, then the space H(T ) ⊂ Mm−r−s,t(K) is reduced, has the column
property and urkH(T ) < t.
Proof. We lose no generality in assuming that A =
[
Ir [0]r×1
[0](m−r)×r [0](m−r)×1
]
and
that x is the last vector of the canonical basis of Kn. Thus, we may write every
matrix M ∈ S as
M =
[
[?]r×r C
′(M)
B′(M) [0](m−r)×1
]
, with B′(M) ∈ Mm−r,r(K), C
′(M) ∈ Mr,1(K)
and p = dimC ′(S). Changing the bases once more, we see that no generality is
lost in assuming that C ′(S) = Kp × {0}. Then, we rewrite every M ∈ S as
M =
 [?]p×p [?]p×(r−p) C(M)[?](r−p)×p [?](r−p)×(r−p) [0](r−p)×1
B(M) [?](m−r)×(r−p) [0](m−r)×1
 ,
so that C(S) = Kp. The Flanders-Atkinson lemma yields:
∀M ∈ S, B(M)C(M) = 0. (1)
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Polarizing this quadratic identity yields
∀(M,N) ∈ S2, B(M)C(N) +B(N)C(M) = 0.
For any N ∈ S such that C(N) = 0, we deduce that B(N)C(S) = 0 and hence
B(N) = 0. It follows that we have a linear map ψ : Kp → Mm−r,p(K) such that
∀M ∈ S, B(M) = ψ(C(M)), yielding matrices B1, . . . , Bm−r in Mp(K) such
that
∀M ∈ S, B(M) =
 C(M)
TB1
...
C(M)TBm−r
 .
Since C(S) = Kp, identity (1) shows that B1, . . . , Bm−r belong to Ap(K). Set
s := rk(B1, . . . , Bm−r). Using row operations on the last m−r rows, we see that
no generality is lost in assuming that B1, . . . , Bs are linearly independent and
Bs+1 = · · · = Bm−r = 0. Then, for all M ∈ S, we have
B(M) =
[
R(M)
[0](m−r−s)×p
]
, where R(M) =
C(M)
TB1
...
C(M)TBs
 ,
and we may write
M =

[?]p×p [?]p×(r−p) C(M)
[?](r−p)×p [?](r−p)×(r−p) [0](r−p)×1
R(M) [?]s×(r−p) [0]s×1
[0](m−r−s)×p T (M) [0](m−r−s)×1
 ,
where T (M) ∈Mm−r−s,r−p(K).
We finish by reducing T (S). If T (S) = {0}, then we are done. Assume
now that T (S) 6= {0}. Choosing a decomposition Kr−p = U ⊕
⋂
M∈S
KerT (M),
setting t := dimU and changing the bases once more, we may assume that, for
all M ∈ S, one has
T (M) =
[
H(M) [0](m−r−s)×(r−p−t)
]
, with H(M) ∈ Mm−r−s,t(K),
and the intersection of the kernels of the matrices H(M) is {0}. Finally, as the
sum of all column spaces of the matrices of S is Km, one obtains that the sum
of all column spaces of the matrices of H(S) is Km−r−s. Therefore, H(S) is
reduced. Finally, Lemma 3.5 shows that H(S) has the column property, and
hence urkH(S) < t.
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3.6 On the essential range of a minimal LLD operator space
Here, we recall and improve some known results on the essential range of a
minimal LLD operator space. Our starting point is the following lemma of
Atkinson and Lloyd [2, Lemma 6] (in [2], they actually state and prove the
“transposed” version):
Theorem 3.8 (Atkinson, Lloyd). Let S be a reduced subspace of Mm,n(K) with
the column property. Assume that #K > r. Then, m ≤
(
r + 1
2
)
. Moreover,
m ≤ 1 +
(
r
2
)
if n > r + 1.
The proof works by induction, using decompositions obtained by the Flanders-
Atkinson lemma, together with Lemma 3.5: we shall not reproduce it.
For minimal LLD spaces, the duality argument applied to semi-primitive
spaces yields the following corollary, which was later rediscovered by Chebotar
and Sˇemrl [4] (with a similar proof):
Corollary 3.9. Let S ⊂ L(U, V ) be a reduced minimal LLD space. Assume that
#K ≥ dimS. Then, dimV ≤
(
dimS
2
)
.
We finish by noting that in the situation considered by Chebotar and Sˇemrl,
an improved upper bound on dimV may be found in some cases:
Lemma 3.10. Let S be a reduced subspace of Mm,n(K) with the column property,
set r := urk(S) and assume that r = n− 1 and #K > r. Let A ∈ S be a rank r
matrix. Let x ∈ KerAr {0}, and set p := dimSx. Then,
m ≤
(
p+ 1
2
)
+
(
r − p+ 1
2
)
.
Proof. Indeed, by Lemma 3.7, and using the same notation, we have s ≤ dimAp(K) =(
p
2
)
. On the other hand, Theorem 3.8 applied toH(S ′) yieldsm−r−s ≤
(
t
2
)
≤(
r − p
2
)
. Thus,
m ≤ r +
(
p
2
)
+
(
r − p
2
)
=
(
p+ 1
2
)
+
(
r − p+ 1
2
)
.
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Remark 3.3. With r ≥ 2 fixed, the function
p 7→
(
p+ 1
2
)
+
(
r − p+ 1
2
)
is polynomial of degree 2 with a positive coefficient along p2, and it is symmetric
around r2 . It is therefore decreasing up to
r
2 , and increasing from that point on.
4 Operator spaces of the alternating kind
Let us restate that all the vector spaces are assumed finite-dimensional.
4.1 The operator space attached to an alternating bilinear map
Given a vector space U , we denote by B2(U) the space of bilinear forms on U ,
and by A2(U) the space of alternating bilinear forms on U .
Let ϕ : U × U → V be an essentially surjective alternating bilinear map.
Note that dimV ≤
(
dimU
2
)
. Note also that ϕ is left-regular if and only if it is
right-regular.
If ϕ is left-regular, then Sϕ ∼ Ŝϕ; as ϕ(x,−) vanishes at x for all non-zero
vector x ∈ U , one sees in this case that Sϕ is both an LLD subspace of L(U, V )
and a defective subspace of L(U, V ). Otherwise, we may split U = U0 ⊕ K,
where K := {x ∈ U : ϕ(x,−) = 0}, and one is reduced to the fully-regular
situation by noting that ϕ|U0×U0 : U0 × U0 → V is fully-regular. It ensues that
ϕ is fully-regular whenever dimV >
(
dimU − 1
2
)
.
Definition 4.1. An operator space is said to be of the alternating kind when
it is equivalent to a space of the form Sϕ, where ϕ : U×U → V is a fully-regular
alternating bilinear map.
The spaces of matrices representing such operator spaces are also said to be of
the alternating kind.
A prime example is the one of the standard pairing
ϕ : (x, y) ∈ U × U 7−→ x ∧ y ∈ U ∧ U.
In that case, ϕ is obviously fully-regular and Sϕ has upper-rank dimU − 1.
Let us recall the notion of congruent alternating bilinear maps:
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Definition 4.2. Let ϕ : U × U → V and ψ : U ′ × U ′ → V ′ be alternating
bilinear maps. We say that ϕ and ψ are congruent when there are isomorphisms
f : U ′
≃
→ U and h : V
≃
→ V ′ such that
∀(x, y) ∈ (U ′)2, ψ(x, y) = h
(
ϕ(f(x), f(y))
)
.
Note that ϕ and ψ are equivalent if they are congruent, but the converse
does not hold in general.
The rest of the section is laid out as follows: in Section 4.2, we describe
various ways to view essentially surjective alternating bilinear maps, and we
discuss the connection between them. In Section 4.3, we examine when the
operator space associated with such a map is semi-primitive. In particular, we
will see that it is always so provided that the cardinality of the underlying field
is large enough. In Section 4.4, we give a sufficient condition, based on the
dimension of the target space, for an operator space of the alternating kind
to have the greatest possible upper-rank with respect to the dimension of the
source space. From that, we obtain a sufficient condition for semi-primitivity
with no restriction on the cardinality of the underlying field. In Section 4.5, we
use those results to obtain sufficient conditions for the primitivity of an operator
space of the alternating kind. In Section 4.6, we give sufficient conditions for the
equivalence of the operator spaces Sϕ and Sψ to be equivalent to the congruence
of the fully-regular alternating bilinear maps ϕ and ψ. Finally, in Section 4.7,
we study when an operator space of the alternating kind can be equivalent to
the transpose of another such space.
4.2 Alternative descriptions of essentially surjective alternating
bilinear maps
For classification purposes, it is important to understand how essentially sur-
jective alternating bilinear maps may be obtained in practice. First of all, the
datum of such a map ϕ : U × U → V is equivalent to that of a surjective linear
map ϕ˜ : U ∧ U ։ V whose kernel we denote by Wϕ. Then, ϕ is congruent to
(x, y) ∈ U × U 7→
[
x ∧ y
]
∈ (U ∧ U)/Wϕ.
By transposing, the datum of ϕ˜ is seen to be equivalent to that of a linear
injection ϕ : V ⋆ →֒ (U ∧ U)⋆ ≃ A2(U), the image of which we denote by Vϕ.
Transposing back, we see that ϕ is congruent to
(x, y) ∈ U × U 7−→
[
f 7→ f(x, y)
]
∈ (Vϕ)
⋆
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Note that Wϕ corresponds to the dual orthogonal of Vϕ through the canonical
isomorphism between (U ∧ U)⋆ and A2(U).
The following results are obvious:
Proposition 4.1. Let ϕ : U × U → V be an essentially surjective alternating
bilinear map. The following conditions are equivalent:
(i) ϕ is left-regular;
(ii) There is no vector x ∈ U r {0} such that f(x,−) = 0 for all f ∈ Vϕ;
(iii) There is no vector x ∈ U r {0} such that Wϕ contains x ∧ U .
Proposition 4.2. Let ϕ : U × U → V and ψ : U ′ × U ′ → V ′ be essentially
surjective alternating bilinear maps. The following conditions are equivalent:
(i) ϕ and ψ are congruent;
(ii) There is a linear isomorphism f : U
≃
→ U ′ such that Vϕ =
{
(x, y) 7→
B(f(x), f(y)) | B ∈ Vψ
}
;
(iii) There is a linear isomorphism f : U
≃
→ U ′ such that Wψ = (f ∧ f)(Wϕ).
Setting n := dimU ,m := dimV and choosing a basis B of U , the subspace Vϕ
is represented in B by a linear subspace Vϕ,B of An(K) with dimension m. When
one varies the basis, the set of all such matrix spaces forms a congruence class
of m-dimensional subspaces of An(K). Note that ϕ is left-regular if and only if
Vϕ,B is incompressible, i.e. it is not congruent to a subspace of An−1(K)⊕{0}.
Similarly, we deduce an isomorphism U ∧U
≃
−→ An(K) from the alternating
bilinear map (x, y) 7→ XY T −Y XT , where X and Y are the respective matrices
of x and y in B. Thus, one recovers from Wϕ a linear subspace Wψ,B of An(K)
with dimension
(
n
2
)
−m. Varying B, we find that a whole congruence class of((n
2
)
−m
)
-dimensional subspaces of An(K) is attached to ϕ.
We interpret Proposition 4.2 by saying that ϕ is determined up to congruence
by the congruence class of Vϕ,B, and also by the one of Wϕ,B.
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Recall the standard non-degenerate symmetric bilinear form 〈− | −〉 on An(K),
defined, for A = (ai,j) and B = (bi,j) in An(K), by
〈A | B〉 :=
∑
1≤i<j≤n
ai,jbi,j.
One checks that, for all pairs ((x, y), b) in U2 ×A2(U),
〈XY T − Y XT |MB(b)〉 = b(x, y),
where X and Y represent x and y in B. Thus, Wϕ,B is the orthogonal of Vϕ,B
for 〈− | −〉.
Remark 4.1 (An explicit matrix parametrization). Let H be a linear subspace
of An(K), equipped with a basis (A1, . . . , Am). The operator space associated
with the essentially surjective alternating bilinear map
(X,Y ) ∈ Kn ×Kn 7−→ [M 7→ XTMY ] ∈ H⋆
is represented in the canonical basis of Kn and the dual basis of (A1, . . . , Am)
by the space of matrices {X
TA1
...
XTAm
 | X ∈ Kn}.
We close this paragraph by interpreting the dual operator space of the trans-
pose of Sϕ.
Proposition 4.3. Let ϕ : U×U → V be a fully-regular alternating bilinear map.
Then, through the natural isomorphism f ∈ L(U,U⋆)
≃
−→ [(x, y) 7→ f(x)[y]] ∈
B2(U), the operator space (̂Sϕ)T corresponds to Vϕ and is therefore represented,
in well-chosen bases, by a space of alternating matrices.
Proof. The operator space (Sϕ)
T is the range of the linear map{
U −→ L(V ⋆, U⋆)
x 7−→
[
f 7→ [y 7→ f(ϕ(x, y))]
]
.
The dual operator space (̂Sϕ)T is therefore the range of{
V ⋆ −→ L(U,U⋆)
f 7−→
[
x 7→ [y 7→ f(ϕ(x, y))]
]
,
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which, by identifying L(U,U⋆) and B2(U) through the above canonical isomor-
phism, reads {
V ⋆ −→ B2(U)
f 7−→
[
(x, y) 7→ (f ◦ ϕ)(x, y)
]
.
As Vϕ is the range of this last map, the conclusion follows.
4.3 Sufficient conditions for semi-primitivity
First of all, we note that an operator space of the alternating kind has always
the column property:
Proposition 4.4. Let ϕ : U × U → V be a fully-regular alternating bilinear
map. Then, Sϕ has the column property.
Proof. Assume that there are bases B = (e1, . . . , en) and C = (f1, . . . , fm), re-
spectively, of U and V such that the matrix space MB,C(Sϕ) is (r, s)-decomposed
for some r ∈ [[0,m]] and some s ∈ [[1, n]]. Set U ′ := span(e1, . . . , es), V
′ :=
span(fr+1, . . . , fm), and denote by π : V ։ V
′ the projection alongside span(f1, . . . , fr).
The above assumptions mean that π(ϕ(x, y)) = 0 for all x ∈ U and all y ∈
span(es+1, . . . , en), and we have to show that, for each x ∈ U , the operator
y ∈ U ′ 7→ π(ϕ(x, y)) has non-zero kernel. However, given x ∈ U r {0}, we may
split x = y + y′ with y ∈ U ′ and y′ ∈ span(es+1, . . . , en), and we note that
π(ϕ(x, y)) = −π(ϕ(x, y′)) = 0, and hence either y 6= 0 and then we are done, or
x ∈ span(es+1, . . . , en) and then π(ϕ(x, e1)) = −π(ϕ(e1, x)) = 0. This finishes
the proof.
Now, we give a sufficient condition for Sϕ to be semi-primitive.
Proposition 4.5. Let ϕ : U × U → V be a fully-regular alternating bilinear
map. Set r := urkSϕ and assume that U is spanned by the vectors x ∈ U for
which rkϕ(x,−) = r. Then, Sϕ is semi-primitive.
Proof. Assume that Sϕ is not semi-primitive. As Sϕ is regular, there must be
a linear hyperplane U0 of U such that rkϕ(x,−)|U0 < r for all x ∈ U . Let
x ∈ U rU0. Then, dimKerϕ(x,−) > dimKerϕ(x,−)|U0 since ϕ(x, x) = 0. The
rank theorem yields rkϕ(x,−)|U0 ≥ rkϕ(x,−). Therefore, rkϕ(x,−) < r for
every vector x ∈ UrU0, and hence all the vectors x ∈ U for which rkϕ(x,−) = r
belong to U0, contradicting our assumptions.
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Now, we prove that the condition #K > urkSϕ is sufficient for Sϕ to be
semi-primitive:
Lemma 4.6. Let S be a linear subspace of L(U, V ). Set r := urkS and assume
that #K > r. Then, S is spanned by its rank r operators.
Proof. Let α be a linear form on S such that α(f) = 0 for every rank r operator
f ∈ S. Choose respective bases B and C of U and V , and, for f ∈ S, consider
the matrix M(f) := A(f) ⊕ α(f), where A(f) = MB,C(f). Then, rkM(f) ≤ r
for all f ∈ S. As #K > r, Lemma 2.3 yields urkS +rkα = urkA(S)+ rkα ≤ r.
Therefore, α = 0, which proves our claim.
Corollary 4.7. Let ϕ : U × U → V be a fully-regular alternating bilinear map.
If #K > urkSϕ, then Sϕ is semi-primitive.
4.4 A sufficient condition for transitivity
Definition 4.3. Let ϕ : U ×U → V be a fully-regular alternating bilinear map.
We say that ϕ is transitive when some x ∈ U satisfies rkϕ(x,−) = dimU − 1,
i.e. when urkSϕ = dimU − 1, which is equivalent to having trkSϕ = dimU − 1.
In this paragraph, we discuss sufficient conditions on dimU and dimV for ϕ
to be transitive. The first set of conditions works for all fields and gives a stronger
conclusion than the mere transitivity. In it, we need a simple definition:
Definition 4.4. A 2-compound of a vector space V is a subset of the form
H1 ∪H2, where H1 and H2 are (linear) hyperplanes of V .
Note that a 2-compound of V is always a proper subset of V .
Proposition 4.8. Let ϕ : U×U → V be a fully-regular alternating bilinear map
with dimV >
(
dimU − 1
2
)
. Let C be either a 2-compound of U if #K > 2, or
a hyperplane of U otherwise. Then, C does not contain all the vectors x ∈ U
for which rkϕ(x,−) = dimU − 1. In particular, urkSϕ = dimU − 1.
In [2], Atkinson states a somewhat different version of Proposition 4.8, with
weaker assumptions and conclusions (the main assumption is that there is no
proper linear subspace U0 of U for which V = Φ(U0 × U0), and the conclusion
only involves hyperplanes). Atkinson derives his result from a generalization of
a theorem of Vaughan-Lee [12, Section 2]. Here, we do not need the weaker
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assumption, however the generalization to 2-compounds will be very useful in
what follows. This justifies that we devote a few lines to an elementary self-
contained proof of Proposition 4.8.
Note that the considerations of Section 4.2 show that the problem may be
entirely restated in terms of spaces of alternating matrices, so that Proposition
4.8 is equivalent to the following statement:
Lemma 4.9. Let V be a linear subspace of An(K). Let C be either a hyperplane
of V if #K = 2, or a 2-compound of V otherwise. Assume that the set E :={
x ∈ Kn : dimVx = n− 1
}
is included in C. Then, dimV ≤
(
n− 1
2
)
.
Proof. The result is obvious if n = 1. We proceed by induction: assume that
n ≥ 2 and that the result holds for n − 1. Note that E 6= Kn, in any case.
Denoting by (e1, . . . , en) the canonical basis of K
n, we see that no generality is
lost in assuming that en 6∈ C, and that C = span(e1, . . . , en−1) if #K = 2, and
otherwise that C = span(e1, . . . , en−1) ∪ H for some hyperplane H of K
n. In
this reduced situation, we write every matrix of V as
M =
[
K(M) −L(M)T
L(M) 0
]
, with K(M) ∈ An−1(K) and L(M) ∈M1,n−1(K),
and set
W := {M ∈ V : L(M) = 0}.
The rank theorem yields
dimV = dimK(W) + dimL(V).
If L(V) = {0}, then we readily have
dimV = dimK(W) ≤ dimAn−1(K) =
(
n− 1
2
)
.
From that point on, we shall identify Kn−1 canonically with the linear subspace
Kn−1 × {0} of Kn.
Assume now that L(V) 6= {0}. Then, we may find a hyperplane H1 of K
n−1
which contains every x ∈ Kn−1 satisfying xTMen = 0 for all M ∈ V.
We contend thatH1 contains all the vectors x ∈ K
n−1 for which dimK(W)x =
n − 2. Assume on the contrary that some x ∈ Kn−1 satisfies both xTVen 6=
{0} and dimK(W)x = n − 2. Let t be a non-zero scalar. One sees that
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K(W)x = Wx = W(x + t en) ⊂ V(x + t en), while dimK(W)x = n − 2 and
dim(V(x + t en)) ≤ n − 1. If dimV(x + t en) < n − 1, we would deduce that
V(x+ t en) =Wx ⊂ An−1(K)x, leading to x
TMen = t
−1 xTM(x+ t en) = 0 for
all M ∈ V. Thus, x+ t en ∈ E for every non-zero scalar t.
On the other hand, if #K = 2, then obviously x + en 6∈ C as C = K
n−1;
if #K > 2, then C = Kn−1 ∪ H for some linear hyperplane H of Kn which
does not contain en, and hence there is at most one non-zero scalar t such that
x+ t en ∈ H, while x+ t en 6∈ K
n−1 for all non-zero scalar t. In any case, there
is at least one non-zero scalar t such that x + t en 6∈ C, which contradicts the
assumption that E ⊂ C.
Thus, every vector x ∈ Kn−1 for which dimK(W)x = n− 2 must belong to
H1. By induction,
dimK(W) ≤
(
n− 2
2
)
.
Finally, as en 6∈ C and E ⊂ C, we have dimVen < n− 1, i.e. dimL(V) < n− 1.
We conclude that
dimV ≤
(
n− 2
2
)
+ n− 2 =
(
n− 1
2
)
.
Lemma 4.9 is optimal, which is demonstrated by the case of the subspace
An−1(K)⊕ {0} of An(K).
Here is a corollary to Proposition 4.8 and Corollary 4.7.
Corollary 4.10. Let ϕ : U ×U → V be a fully-regular alternating bilinear map
with dimV >
(
dimU − 1
2
)
. Then, Sϕ is semi-primitive.
For large enough fields, the condition on dimV in Proposition 4.8 may be sub-
stantially lowered. Interestingly, this is a consequence of Atkinson and Lloyd’s
lemma on the essential range of a space with the column property!
Proposition 4.11. Let ϕ : U × U → V be a fully-regular alternating bilinear
map. Set n := dimU and assume that dimV > 1 +
(
n− 2
2
)
and #K ≥ n− 1.
Then, urkSϕ = n− 1.
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Proof. Set r := urkSϕ and m := dimV and assume that r < n − 1. By
Proposition 4.4, the space Sϕ has the column property. Moreover, it is reduced
since ϕ is fully-regular. As r ≤ n − 2, Theorem 3.8 yields m ≤ 1 +
(
r
2
)
≤
1 +
(
n− 2
2
)
, which contradicts our assumptions.
The following corollary, which is stated in terms of the transitive rank of a
linear subspace of An(K), appears to be new:
Corollary 4.12. Let V be an incompressible linear subspace of An(K) with di-
mension m. Assume that m > 1+
(
n− 2
2
)
and #K ≥ n−1. Then, trkV = n−1.
That the lower bound 1 +
(
n− 2
2
)
is optimal is exemplified by the space
A2(K)⊕An−2(K).
4.5 Sufficient conditions for primitivity
Here, we apply the results of the previous sections to obtain necessary and
sufficient conditions for the primitivity of an operator space of the alternating
kind.
First of all, the following lemma is straightforward:
Lemma 4.13. Let ϕ : U × U → V be a fully-regular alternating bilinear map
with dimV > 0. Set r := urkSϕ. Then, Sϕ is primitive if and only if Sϕ is
semi-primitive and, for every surjective linear map π : V ։ V ′ with dimV ′ =
dimV − 1, the operator space Sπ◦ϕ has upper-rank r.
As a consequence of Proposition 4.8 and Corollary 4.10, we deduce:
Proposition 4.14. Let ϕ : U × U → V be a fully-regular alternating bilinear
map with dimV > 1 +
(
dimU − 1
2
)
. Then, Sϕ is primitive.
For large fields and large target spaces, we can give improved necessary and
sufficient conditions for Sϕ to be primitive:
Proposition 4.15. Let ϕ : U × U → V be a fully-regular alternating bilinear
map. Assume that dimV > 2 +
(
dimU − 2
2
)
and #K ≥ dimU − 1. Then, Sϕ
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is non-primitive if and only if there exists a linear hyperplane U0 ⊂ U together
with a non-zero vector x ∈ U0 such that Wϕ contains x ∧ U0.
Proof. Set n := dimU and m := dimV . Without loss of generality, we may
assume that V = (U ∧ U)/Wϕ and that ϕ is the standard alternating bilinear
map from U × U to V . By Proposition 4.8, we have urkSϕ = n− 1.
• Suppose that there exists a linear hyperplane U0 ⊂ U together with a non-
zero vector x ∈ U0 such thatWϕ contains x∧U0. Choose y ∈ UrU0. Note
thatWϕ cannot contain x∧y, for if it does then ϕ(x,−) = 0, contradicting
the assumption that ϕ be left-regular.
Thus H := Wϕ ⊕ K(x ∧ y) has codimension m − 1 in U ∧ U ; defining
π : (U ∧ U)/Wϕ ։ (U ∧ U)/H as the natural projection, we would find
that (π ◦ϕ)(x,−) = 0, so that π ◦ϕ is non-regular; then, urkSπ◦ϕ ≤ n− 2,
which shows that Sϕ is non-primitive.
• Conversely, if Sϕ is non-primitive, then one finds a linear surjection π :
V ։ V ′ to an (m − 1)-dimensional vector space V ′ such that ψ := π ◦ ϕ
satisfies urkSψ < n − 1. As m − 1 > 1 +
(
n− 2
2
)
and #K ≥ n − 1,
Proposition 4.11 shows that ψ is non-regular. This yields a non-zero vector
x such that x∧U ⊂ Wψ. As Wϕ is a hyperplane of Wψ, one deduces that
x ∧ U0 ⊂ Wψ for some hyperplane U0 of U . Finally, x ∈ U0, as x 6∈ U0
would yield ϕ(x,−) = 0.
4.6 On the equivalence of spaces of the alternating kind
We have seen that two operator spaces Sϕ and Sψ of the alternating kind are
equivalent if and only if the bilinear maps ϕ and ψ are equivalent. Here, we
investigate when the equivalence of fully-regular alternating bilinear maps imply
their congruence. Note that it suffices to consider bilinear maps with the same
source space and the same target space.
Lemma 4.16. Let ϕ : U × U → V be a fully-regular alternating bilinear map.
Assume that every automorphism u of U such that ∀x ∈ U, ϕ(u(x), x) = 0 is
a scalar multiple of the identity. Then, every fully-regular alternating bilinear
map that is equivalent to ϕ is actually congruent to ϕ.
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Proof. Let ψ : U ′ × U ′ → V ′ be a fully-regular alternating bilinear map which
is equivalent to ϕ. Without loss of generality, we may assume that U = U ′ and
V = V ′, and then we have automorphisms f , g and h, respectively, of U , U and
V such that
∀(x, y) ∈ U2, ψ(x, y) = h
(
ϕ(f(x), g(y))
)
.
Without loss of generality (using the congruence defined by the triple (g−1, g−1, id)),
we may assume that g = idU . As ∀x ∈ U, ϕ(f(x), x) = 0, we find a scalar α
such that f = α idU , and we deduce that
∀(x, y) ∈ U2, ψ(x, y) = (αh)
(
ϕ(x, y)
)
.
As f is non-zero, α is non-zero whence αh is an automorphism of V ; one con-
cludes that ϕ and ψ are congruent.
We finish with more useful sufficient conditions for equivalence to imply
congruence:
Proposition 4.17. Let ϕ : U × U → V and ψ : U × U → V be fully-regular
alternating bilinear maps, and set n := dimU . Assume that dimV >
(
n− 1
2
)
,
or that #K ≥ n and urkSϕ = n − 1. Then, ϕ and ψ are equivalent if and only
if they are congruent.
Proof. Let u be an automorphism of U such that (x, y) 7→ ϕ(u(x), y) is alter-
nating. By Lemma 4.16, it suffices to prove that u is a scalar multiple of the
identity. Assume that u 6∈ K idU . Then, the set E of eigenvectors of u is in-
cluded in a 2-compound of U , and it is even included in a hyperplane of U if
#K = 2. However, given a non-zero vector of U that is not an eigenvector for
u, the linearly independent vectors x and u(x) are both annihilated by ϕ(x,−),
which yields rkϕ(x,−) ≤ n − 2. Thus, every non-zero vector x ∈ U satisfying
rkϕ(x,−) = n − 1 must belong to E. If dimV >
(
n− 1
2
)
, this contradicts
Lemma 4.9.
Let us now assume that #K ≥ n and urkSϕ = n− 1. Lemma 4.6 shows that
u must be diagonalisable.
Consider a 2-dimensional subspace P of U , and suppose that the set of all
vectors x ∈ P for which rkϕ(x,−) = n− 1 is included in a 1-dimensional linear
subspace of P . Then, Lemma 4.6 applied to the operator space {ϕ(x,−) | x ∈ P}
yields that rkϕ(x,−) < n− 1 for all x ∈ P .
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Assume that u has more than two eigenvalues, consider an eigenvector x of
U and two eigenvectors y and z such that the respective eigenvalues of x, y and z
are pairwise distinct. Then, the eigenvectors of u in span(x, x+y+z) are included
in Kx, and one deduces from the above point that rkϕ(x,−) < n−1. Therefore,
rkϕ(x,−) < n − 1 for all eigenvectors x of u, as well as non-eigenvectors. This
contradicts our assumption that urkSϕ = n− 1.
Thus, u has two eigenvalues exactly. If dimU = 2, then, as ϕ is fully-
regular, we have dimV = 1, and hence rkϕ(x,−) = 1 for all non-zero vector
x ∈ U ; then, every non-zero vector of U would be an eigenvector of u, which is
false. Therefore, dimU > 2. Denote by λ and µ the two eigenvalues of u, with
dimKer(u − λ idU ) > 1. Let x be a non-zero vector of Ker(u − λ idU ). Choose
y ∈ Ker(u − λ idU ) r Kx, and z ∈ Ker(u − µ idU ) r {0}. Then, one sees that
the eigenvectors of u in span(x, y + z) belong to Kx. It follows from the above
considerations that rkϕ(x,−) < n− 1. Therefore, every vector x ∈ U for which
rkϕ(x,−) = n − 1 must belong to Ker(u − µ idU ), and hence those vectors do
not span U . This contradicts Lemma 4.6. Therefore, u is a scalar multiple of
the identity, as claimed.
Noting that Sϕ and Sψ are congruent if and only if Vϕ and Vψ are congruent,
the following known result ensues:
Proposition 4.18. Let V1 and V2 be incompressible linear subspaces of An(K).
Assume either that dimV1 >
(
n− 1
2
)
, or that trkV1 = n − 1 and #K ≥ n.
Then, V1 and V2 are equivalent if and only if they are congruent.
4.7 Triality
For further classification theorems, it is worthwhile to have necessary and suf-
ficient conditions for an operator space of the alternating kind to be equivalent
to the transpose of another such space. First of all, let us consider regular al-
ternating bilinear maps ϕ : U × U → V and ψ : U ′ × U ′ → V ′ such that Sϕ is
equivalent to STψ ; then, ϕ is equivalent to a bilinear map U
′×(V ′)⋆ → (U ′)⋆, and
hence dimU = dimU ′, dimU = dim(V ′)⋆ and dimV = dim(U ′)⋆; one concludes
that dimU = dimV = dimU ′ = dimV ′.
Proposition 4.19. Let ϕ : U × U → V be a fully-regular essentially surjective
bilinear map, with dimU = dimV . Then, the following conditions are equiva-
lent:
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(i) The space STϕ is of the alternating kind;
(ii) The bilinear map ϕ is equivalent to the bilinear map U×U → U⋆ associated
with a fully-regular alternating trilinear form B : U × U × U → K;
(iii) The space Sϕ is represented, in well-chosen bases, by a space of alternating
matrices;
(iv) The space STϕ is equivalent to Sϕ.
If those conditions hold, then Sϕ ∼ ŜTϕ and hence Sϕ is represented by Vϕ in
well-chosen bases.
Proof. Implications (iii) ⇒ (iv) and (iv) ⇒ (i) are obvious.
Assume that (ii) holds, and denote by t : U3 → K an alternating trilinear
form such that θt : (x, y) ∈ U
2 7→ t(x, y,−) ∈ U⋆ is equivalent to ϕ. Then, given
a basis B of U , one sees that Sθt is represented by alternating matrices in B and
its dual basis. This proves (iii), as Sϕ ∼ Sθt .
Finally, assume that (i) holds. We lose no generality in assuming that V =
U⋆. Then, there exists a regular alternating bilinear map ψ : U × U → U⋆
such that STϕ is equivalent to Sψ. Using ϕ and ψ, we define trilinear forms
ϕ̂ : (x, y, z) 7→ ϕ(x, y)[z] and ψ̂ : (x, y, z) 7→ ψ(x, y)[z] on U3. Thus, we obtain
automorphisms f , g and h of U such that
∀(x, y, z) ∈ U3, ψ̂(x, y, z) = ϕ̂
(
f(x), g(z), h(y)
)
.
Setting α := h ◦ f−1, we find
∀(x, y) ∈ U2, ϕ̂
(
x, y, α(x)
)
= ψ̂
(
f−1(x), f−1(x), g−1(y)
)
= 0.
Setting B : (x, y, z) 7→ ϕ̂(x, y, α(z)), one deduces that
∀(x, y, z) ∈ U3, B(x, x, y) = 0 = B(x, y, x).
As B is trilinear, this shows successively that B is skew-symmetric and that
∀(x, y) ∈ U2, B(y, x, x) = 0, whence B is alternating. This proves (ii) since α
is an automorphism of U . We conclude that conditions (i) to (iv) are pairwise
equivalent.
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In particular, an operator space of the alternating kind that is equivalent to
the transpose of such a space must stem from an alternating trilinear form.
Here is the most basic example. Consider a 3-dimensional vector space U
together with a non-zero alternating trilinear form ϕ : U3 → K. Obviously ϕ
is fully-regular, and hence the operator space associated with the bilinear map
Φ : (x, y) 7→ ϕ(x, y,−) is represented, in well-chosen bases, by a 3-dimensional
space of alternating 3 × 3 matrices, i.e. by A3(K). By the above theorem, any
subspace of M3(K) which is of the alternating kind and is equivalent to the
transpose of a space of the alternating kind must be equivalent to A3(K).
We finish this section by giving sufficient conditions for the equivalence of
fully-regular alternating trilinear forms to imply their congruence.
Proposition 4.20. Let ϕ : U3 → K and ψ : U3 → K be fully-regular alternat-
ing trilinear forms. Assume that there exists x ∈ U such that rkϕ(x,−,−) =
dimU − 1 and that #K ≥ dimU . Then, ϕ and ψ are equivalent if and only if
they are congruent.
Proof. The converse implication is obvious. Assume that ϕ and ψ are equivalent,
so that we have automorphisms f , g and h of U such that
∀(x, y, z) ∈ U3, ψ(x, y, z) = ϕ(f(x), g(y), h(z)).
Replacing ϕ with the congruent form (x, y, z) 7→ ϕ(f(x), f(y), f(z)), we see that
no generality is lost in assuming that f = idU . In that situation, we prove that
g and h are scalar multiples of the identity.
Consider the regular alternating bilinear maps
Φ : (x, y) ∈ U2 7→ ϕ(x, y,−) ∈ U⋆ and Ψ : (x, y) ∈ U2 7→ ψ(x, y,−) ∈ U⋆,
and note that urkSΦ = dimU − 1. Then,
∀(x, y) ∈ U2, Ψ(x, y) = hT
(
Φ(x, g(y))
)
.
Using the line of reasoning from the proof of Proposition 4.17, one finds a non-
zero scalar α such that g = α idU . Applying the same arguments to the alternat-
ing bilinear maps (x, y) ∈ U2 7→ ϕ(x,−, y) ∈ U⋆ and (x, y) ∈ U2 7→ ψ(x,−, y) ∈
U⋆ yields a non-zero scalar β such that h = β idU . Thus,
∀(x, y, z) ∈ U3, ψ(x, y, z) = (αβ)ϕ(x, y, z),
with (αβ) ∈ Kr {0}, as claimed.
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5 Classification theorems for minimal LLD spaces
In this section, we use the connection between minimal LLD operator spaces and
semi-primitive matrix spaces to obtain classification theorems for the former. We
will be mostly concerned with classifying reduced spaces of matrices with the
column property as that property behaves well with induction processes: the
results on semi-primitive spaces and on primitive spaces will appear as special
cases.
We are interested in two kinds of results, the latter of which will, for the
most part, be obtained as corollaries of the former.
(a) For arbitrary values of r, classify the reduced spaces S ⊂ Mm,n(K) with the
column property and upper-rank r, when m is close to the upper bound(
r + 1
2
)
. As that upper bound is attained by the operator space associated
with (x, y) ∈ (Kr+1)2 7→ x ∧ y, it is a reasonable guess that such spaces
should be very close to spaces of the alternating kind when m is “close to”(
r + 1
2
)
.
(b) Obtain classification results for all primitive spaces with small upper-rank r
and a field with more than r elements. The case r = 2 is known. We shall
give a complete classification for r = 3.
5.1 The reduction lemma
The following result is the key to the classification theorems that will follow. It
is implicit in Atkinson’s work [1]. For further developments on the topic, it is
necessary to state it precisely and to give a detailed proof of it.
Proposition 5.1 (Reduction lemma). Let S be a reduced subspace of Mm,n(K)
with urkS = n− 1. Set r := n− 1 and assume that #K > r. Assume that S is
r-reduced. Every matrix M in S splits up as
M =
[
A(M) C(M)
B(M) [0](m−r)×1
]
according to the (r, r)-decomposition. Set p := dimC(S) and assume that p ≥ 2.
Let
M =
[
A C
B [0](m−r)×1
]
,
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be a generic matrix of S.
(a) If rkB = r − 1, i.e. urkB(S) = r − 1, then rk
[
AC C
]
= 1.
(b) Assume that rk
[
AC C
]
= 1. Then, there exists a space T ∼ S and an
integer s ≤ m such that every matrix of T splits up as
M =
[
D(M) [?]s×(n−p−1)
[0](m−s)×(p+1) H(M)
]
,
where D(T ) is a semi-primitive subspace ofMs,p+1(K) of the alternating kind
with urkD(T ) = p, and H(T ) ⊂ Mm−s,n−p−1(K) has the column property
(and therefore has upper-rank less than n− p− 1 if s < m).
(c) With the assumptions from (b), if S is semi-primitive, then p = r and S is
of the alternating kind.
In the course of the proof, and later in this article, we will need the following
lemma, which generalizes a situation that appears in the proof of Theorem B of
[1]:
Lemma 5.2. Let R be a polynomial ring over K, and let p ≥ 2 and d ≥ 1 be
integers. Denote by  L the fraction field of R. Let X and Y be two vectors of Rp
and assume:
(i) That the entries ofX are 1-homogeneous and the ones of Y are d-homogeneous.
(ii) That X is not a multiple of a vector of Kp.
(iii) That X and Y are colinear in the  L-vector space  Lp.
Then Y = pX for some (d− 1)-homogeneous polynomial p ∈ R.
Proof. Writing X =
[
x1 . . . xp
]T
and Y =
[
y1 · · · yp
]T
, we have X 6= 0
and we deduce from assumption (iii) that there is a fraction p ∈  L such that
Y = pX. Assumption (ii) shows that there are distinct integers i and j such
that xi and xj are not linearly dependent over K; as they are 1-homogeneous
polynomials over K, they are mutually prime. As p = yi
xi
=
yj
xj
, one deduces
that p is a polynomial, and it is obviously (d− 1)-homogeneous.
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Proof of Proposition 5.1. Without loss of generality, we may assume that C(S) =
Kp × {0}. Assume that rkB = r − 1. The Flanders-Atkinson lemma yields
BAC = 0 and BC = 0, i.e. both vectors AC and C belong to the kernel of B,
which has dimension 1. This proves point (a) since C is non-zero.
If we now only assume that AC and C are colinear in the fraction field of
the considered polynomial ring over K, then, as p ≥ 2 and the entries of AC are
2-homogeneous polynomials, Lemma 5.2 yields a 1-homogeneous polynomial p
such that AC = pC. Let us write every matrix M of S as
M =
A′(M) [?]p×(r−p) C ′(M)L(M) [?](r−p)×(r−p) [0](r−p)×1
S(M) [?](m−r)×(r−p) [0](m−r)×1
 ,
where A′(M), L(M), S(M) and C ′(M) are, respectively, p × p, (r − p) × p,
(m − r) × p and p × 1 matrices. We have just found a linear form α : S → K
such that, for every M ∈ S,
A′(M)C ′(M) = α(M) · C ′(M) and L(M)C ′(M) = 0,
while S(M)C ′(M) = 0 by the Flanders-Atkinson lemma. Now, for M ∈ S, we
set
h(M) =
[
A′(M) C ′(M)
R(M) [0](m−p)×1
]
, where R(M) =
[
L(M)
S(M)
]
,
so that
A′(M)C ′(M) = α(M) · C ′(M) and R(M)C ′(M) = 0. (2)
Polarizing both quadratic identities in (2) leads to
∀(M,N) ∈ S2, A′(M)C ′(N)+A′(N)C ′(M) = α(M)·C ′(N)+α(N)·C ′(M) (3)
and
∀(M,N) ∈ S2, R(M)C ′(N) +R(N)C ′(M) = 0. (4)
LetN ∈ S be such that C ′(N) = 0. Since C ′(S) = Kp, identities (3) and (4) yield
A′(N)X = α(N)X and R(N)X = 0 for all X ∈ Kp. Thus, A′(N) = α(N) · Ip
and R(N) = 0. As S contains the matrix Jr =
[
Ir [0]r×1
[0](m−r)×r [0](m−r)×1
]
, we
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deduce the following parametrization: there are linear maps ϕ : Kp → Mp(K)
and ψ : Kp → Mm−p,p(K) such that h(S) is the set of all matrices of the form
E(X, a) :=
[
−aIp + ϕ(X) X
ψ(X) [0](m−p)×1
]
with a ∈ K and X ∈ Kp,
and then we have a linear form µ : Kp → K such that ∀X ∈ Kp, ϕ(X)X =
µ(X)X. Replacing ϕ with X 7→ ϕ(X)−µ(X)Ip, we may assume that ϕ(X)X =
0 for all X ∈ Kp. Thus, we have
∀X ∈ Kp,
[
ϕ(X)
ψ(X)
]
×X = 0. (5)
Now, consider the bilinear map
Φ :
([X
a
]
,
[
Y
b
])
∈ (Kp+1)2 7−→ E(X, a) ×
[
Y
b
]
∈ Km.
Using (5), we find that Φ is alternating; on the other hand, for all (X, a) ∈ Kp+1,
the partial map Φ((X, a),−) is represented in the canonical bases by E(X, a),
which is the zero matrix only if (X, a) = 0; thus, Φ is left-regular. Note that h(S)
represents the operator space
{
Φ((X, a),−) | (X, a) ∈ Kp+1
}
in the canonical
bases of Kp+1 and Km and that it contains a rank p operator. Denoting by V ′ the
essential range of Φ and by s its dimension, decomposingKm = V ′⊕V ′′, replacing
the canonical basis of Km by a basis that is adapted to this decomposition and
permuting the basis of Kn, we reduce the situation to the one where every matrix
of S splits up as
M =
[
D(M) [?]s×(n−p−1)
[0](m−s)×(p+1) H(M)
]
,
whereD(S) represents, in well-chosen bases, the fully-regular alternating bilinear
map Kp+1 × Kp+1 → V ′ deduced from Φ, to the effect that D(S) is of the
alternating kind with urkD(S) = p. As S has the column property, one finds
that H(S) also does and that its upper-rank is less than n − p − 1. Thus,
statement (b) is established.
Finally, statement (c) is an obvious consequence of statement (b).
5.2 First classification theorem for minimal LLD spaces
We are ready to extend Theorem C of [1]: this important classification theorem
was later rediscovered by Eisenbud and Harris for r ≤ 3 [5, Corollary 2.5] (in
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both [1] and [5], the theorem was stated for primitive spaces only, and, in [5],
for an algebraically closed field only). As we shall see in later sections, it is
crucial that this first classification theorem be stated for spaces with the column
property, instead of primitive spaces only:
Theorem 5.3 (First classification theorem). Let S be a reduced subspace of
Mm,n(K) with the column property. Set r := urk(S) and assume that m >(
r
2
)
+ 1 and #K > r ≥ 2. Then, r = n− 1 and S is of the alternating kind.
Using the duality argument, we deduce the structure of minimal reduced
LLD operator spaces with large essential range:
Corollary 5.4 (First classification theorem for minimal LLD spaces with large
essential range). Let S be a minimal reduced LLD subspace of L(U, V ), where U
and V are finite-dimensional vector spaces with dimV >
(
dimS − 1
2
)
+ 1 and
#K ≥ dimS ≥ 3. Then, S is of the alternating kind.
The critical case when dimV =
(
dimS
2
)
was rediscovered by Chebotar and
Sˇemrl [4, Theorem 1.2] with a stricter assumption on the cardinality of K: they
however missed the connection with Atkinson’s theorem and produced a proof
that is far longer than Atkinson’s.
Now, we obtain Theorem 5.3 as a rather straightforward byproduct of Propo-
sition 5.1 and of some earlier general considerations.
Proof of Theorem 5.3. If r < n − 1, then Theorem 3.8 yields m ≤ 1 +
(
r
2
)
,
which contradicts our assumptions. Thus, r = n− 1.
Now, we may assume that S is r-reduced, and set p := dimSen, where en is
the last vector of the canonical basis of Kn. As S is both reduced and r-reduced,
we have 1 ≤ p ≤ r. If 1 ≤ p ≤ r − 1, then Lemma 3.10 and the subsequent
remark show that m ≤ 1 +
(
r
2
)
, another contradiction. Therefore, p = r ≥ 2.
Splitting every matrix M of S along the (r, r)-decomposition as
M =
[
A(M) C(M)
B(M) [0](m−r)×1
]
,
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we find that urkB(S) ≤ r− 1 and that B(S) has the column property. Assume
that urkB(S) ≤ r − 2. Since S is reduced, we lose no generality is assuming
that we have an integer q ∈ [[0, r]] such that, for every M ∈ S, one has
B(M) =
[
B′(M) [0](m−r)×(r−q)
]
,
where B′(S) ⊂ Mm−r,q(K) is reduced with the column property and urkB
′(S) =
urkB(S). Then, Theorem 3.8 yields m− r ≤
(
r − 1
2
)
, and hence m ≤ 1+
(
r
2
)
,
contradicting our assumptions.
Therefore, urkB(S) = r − 1, and hence Proposition 5.1 yields that S is of
the alternating kind.
Recently, the special case m =
(
r + 1
2
)
in Theorem 5.3 has been spectacu-
larly applied to provide a short proof of the generalized Gerstenhaber theorem
for fields with large cardinality: see [9]. An earlier success of the above classifica-
tion theorem was the determination of the semi-primitive spaces with upper-rank
2. Let V be a semi-primitive subspace of Mm,n(K), with m ≥ 3, urkV = 2 and
#K > 2. By Theorem 5.3, one must have m = n = 3 and V must be of the
alternating kind. Moreover, there is exactly on such subspace up to equivalence.
As we have seen in Section 4.7, the space A3(K) qualifies. This yields:
Theorem 5.5. Let S be a semi-primitive subspace of Mm,n(K), with urkS = 2
and #K > 2. Then, either m = 2 or S ∼ A3(K). If in addition S is primitive,
then S ∼ A3(K).
Using the duality argument, Proposition 4.3 and the fact that a space S
of the alternating kind is always equivalent to its dual operator space Ŝ, one
recovers a theorem of Bresˇar and Sˇemrl [3] which kicked off the systematic study
of LLD operator spaces:
Corollary 5.6. Let S ⊂ L(U, V ) be a 3-dimensional reduced minimal LLD
operator space, with #K > 2. Then, either dimV = 2 or dimU = dimV = 3;
in the latter case, S is represented by A3(K) in some bases of U and V .
5.3 The full classification of minimal 4-dimensional LLD spaces
Here, we assume that #K > 3. The classification of all primitive spaces with
upper-rank 3 was achieved by Atkinson [1] for algebraically closed fields of char-
acteristic not 2, and later rediscovered by Eisenbud and Harris [5] with no re-
striction on the characteristic of the field. Here, we shall give the complete
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classification with the sole assumption that #K > 3, the only difference residing
in the structure of the spaces of 4 × 4 matrices, where the quadratic structure
of the field comes into play.
Letm and n be two integers withm ≥ 4 and n ≥ 4, and S be a semi-primitive
subspace of Mm,n(K) with upper-rank 3. Assume first that S is non-primitive.
Remember that no primitive space has upper-rank 1 and that the sole primitive
space with upper-rank 2 is A3(K), up to equivalence. Using Proposition 3.2, we
deduce that n = 4 and S is equivalent to a subspace of the space{[
L L′
[0]3×(p−3) A
]
| L ∈ M1,p−3(K), L
′ ∈ M1,3(K), A ∈ A3(K)
}
.
The classification, up to equivalence, of such semi-primitive subspaces seems
possible though tedious, and we shall not consider it.
From now on, we assume that S is primitive. If m ≥ 5, then Theorem 5.3
shows that S is of the alternating kind, and hence n = 4 and m ∈ {5, 6}. If
n ≥ 5, then, as ST is a semi-primitive space with upper-rank 3, we find that
m = 4, n ∈ {5, 6} and that ST is of the alternating kind.
Thus, only the case m = n = 4 is left to consider. The following result of
Atkinson - which we quickly reprove for completeness - answers the problem:
Theorem 5.7 (Atkinson). Let S be a primitive subspace of M4(K) with urkS =
3 and #K > 3. Then, one of the spaces S or ST is of the alternating kind.
Proof. We lose no generality in assuming that S is 3-reduced. Then, we choose
a generic matrix
[
A C
B 0
]
of S. The Flanders-Atkinson lemma yields
[
B
BA
]
×
[
C AC
]
= 0,
whence
rk
[
B
BA
]
+ rk
[
C AC
]
≤ 3.
As B 6= 0 and C 6= 0, we have rk
[
B
BA
]
≥ 1 and rk
[
C AC
]
≥ 1. Therefore,
one of the matrices
[
B
BA
]
or
[
C AC
]
has rank 1. Transposing S if necessary,
we may assume that the second matrix has rank 1. Finally, as S is primitive,
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Lemma 3.6 shows that dimSx ≥ 2 for all non-zero vector x ∈ K4, and hence
Proposition 5.1 yields that S is of the alternating kind.
Thus, we conclude:
Theorem 5.8 (Atkinson’s classification of primitive spaces with upper-rank 3).
Let S be a primitive subspace S of Mm,n(K) with upper-rank 3 and #K > 3.
Then, one and only one of the following conditions holds:
(i) n = 4, m ≥ 4 and S is of the alternating kind;
(ii) m = 4, n ≥ 4 and ST is of the alternating kind.
Proof. We have proved that at least one condition holds. If both hold, then
m = n = 4 and Proposition 4.19 shows that S is equivalent to a linear subspace
of A4(K); this is absurd as no matrix of A4(K) has rank 3 (the rank of an
alternating matrix is always even).
The exclusivity problem for m = n = 4 was not explained in [1], whereas, in
[5], it was proved only for algebraically closed fields by relying upon an explicit
parametrization of the primitive spaces of the alternating kind.
Now, we are essentially left with the problem of classifying, up to equivalence,
the operator spaces associated with fully-regular alternating bilinear maps ϕ :
K4 × K4 −→ Km for all m ∈ {4, 5, 6}. Using Corollary 4.10 and Proposition
4.14, we find that the space Sϕ is always semi-primitive with upper-rank 3, and
it is primitive if m > 4. Moreover, Propositions 4.2 and 4.17 show that the
equivalence class of Sϕ is entirely determined by a congruence class of (6−m)-
dimensional subspaces of A4(K), or, alternatively, by a congruence class of m-
dimensional subspaces. It remains to classify such classes and, in the casem = 4,
to determine which corresponding matrix spaces are primitive.
We denote by (Ei,j)1≤i,j≤4 the canonical basis of M4(K) and, for all (i, j) ∈
[[1, 4]]2, we set
Ai,j := Ei,j − Ej,i.
(1) The sole 6-dimensional subspace of A4(K) is itself. Putting the canonical
basis (Ai,j)1≤i<j≤4 of A4(K) in the lexicographical order and using Remark
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4.1, we find that an associated matrix space has the following generic matrix:
−b a 0 0
−c 0 a 0
−d 0 0 a
0 −c b 0
0 −d 0 b
0 0 −d c
 .
(2) Congruence classes of 1-dimensional subspaces of A4(K) are classified by the
rank of their non-zero elements. As every non-zero 4× 4 alternating matrix
has rank 2 or 4, we find exactly two such classes:
(i) The congruence class of KA3,4; its orthogonal subspace is spanned
by the basis (A1,2, A1,3, A1,4, A2,3, A2,4), which yields the matrix space
with generic matrix 
−b a 0 0
−c 0 a 0
−d 0 0 a
0 −c b 0
0 −d 0 b
 .
(ii) The congruence class of K(A1,2 − A3,4); its orthogonal subspace is
spanned by the basis (A1,2 + A3,4, A1,3, A1,4, A2,3, A2,4), which yields
the matrix space with generic matrix
−b a −d c
−c 0 a 0
−d 0 0 a
0 −c b 0
0 −d 0 b
 .
It remains to classify the 2-dimensional subspaces of A4(K) up to congruence.
This is where the nature of K comes into play. Recall that the pfaffian of a 4×4
alternating matrix M =

0 a b c
−a 0 d e
−b −d 0 f
−c −e −f 0
 is defined as
Pf(M) := af − be+ cd
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and satisfies
detM = (Pf(M))2.
The map Pf is a 6-dimensional hyperbolic quadratic form. Recall that a simi-
larity between two quadratic spaces (E, q) and (F, q′) is an isomorphism from
E to F for which there exists a non-zero scalar λ – which we call its similarity
factor – such that ∀x ∈ E, q′(u(x)) = λ q(x) (in other words, u is an isometry
from (E,λ q) to (F, q′)). We write q ∼ q′ when such a similarity exists - in which
case q and q′ are called similar - and q ≃ q′ when q and q′ are equivalent (i.e.
isometric).
We recall the following classical result on the positive isometries for the 4×4
pfaffian:
Theorem 5.9. The group O+(Pf) of all positive isometries of (A4(K),Pf) is
the set of all transformations of the form
M 7→ λPMP T , where P ∈ GL4(K), λ ∈ K
∗ and detP =
1
λ2
·
For fields of characteristic not 2, the corresponding statement for the spinor
group of Pf is entirely explained in [10, Chapter XXVIII, Section 3.2] and the
method may be adapted so as to yield the above result. For the characteristic
2 case, the necessary adaptations of the proof are discussed in Exercises 47 and
48 of [10, Chapter XXXIV].
We are interested in the following corollary whose knowledge does not seem
to be widespread:
Theorem 5.10. The group GO+(Pf) of all positive similarities of (A4(K),Pf)
is the set of all transformations of the form
M 7→ λPMP T , with λ ∈ K∗ and P ∈ GL4(K).
Before we obtain this corollary, we must explain what a positive similarity
is. Let (E, q) be an even-dimensional regular quadratic space. Assume first that
K is quadratically closed. Then, no scalar multiple of the identity is a negative
isometry of (E, q), and on the other hand every similarity u of (E, q) splits up
as u = µ v with µ ∈ K∗ and v ∈ O(q). In that case, K∗O+(q) is a subgroup of
index 2 in GO(q), and we denote it by GO+(q). If we do not assume that K
is quadratically closed, then we may still embed K into an algebraically closed
field K, leading to a natural embedding of the group GO(q) into GO(q
K
): the
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inverse image of GO+(q
K
) under this injection is denoted by GO+(q) and it is
obviously a subgroup of index 2 in GO(q). In particular, GO+(q) contains all
the scalar multiples of the identity and all the positive isometries (beware that
those special elements do not generate GO+(q) in general!). Now, we are ready
to prove Theorem 5.10.
Proof of Theorem 5.10. For λ ∈ K∗ and P ∈ GL4(K), we set uλ,P : M ∈
A4(K) 7→ λPMP
T , which is obviously an automorphism of A4(K). Let us
denote by K an algebraic closure of K. Let λ ∈ K∗ and P ∈ GL4(K). Choosing
µ ∈ (K)∗ such that µ2 = λ2 detP , we can write λPMP T = µ(λµ−1)PMP T for
all M ∈ A4(K), and (λµ
−1)2 detP = 1; therefore, Theorem 5.9 applied in A4(K)
yields that uλ,P is a positive similarity for Pf, with λ
2 detP as its similarity
factor.
Conversely, let s ∈ GO+(K), with similarity factor µ. Choose Q ∈ GL4(K)
with detQ = µ−1. Then, v := u1,Q◦s is a positive similarity of Pf with similarity
factor 1, that is v ∈ O+(Pf). This yields a pair (λ, P ) ∈ K∗ ×GL4(K) such that
v = uλ,P , and hence s = uλ,Q−1P .
It follows that two subspaces V1 and V2 of A4(K) are congruent if and only
they are conjugate under the action of GO+(Pf). From there, we use Witt’s
theorem to obtain:
Corollary 5.11. Let V1 and V2 be linear subspaces of A4(K). Assume that V1
is not a lagrangian for Pf. Then, V1 and V2 are congruent if and only if the
quadratic forms Pf |V1 and Pf |V2 are similar.
Proof. The direct implication is obvious from the above description of posi-
tive similarities. Assume now that there exists a non-zero scalar λ such that
Pf |V2 ≃ λ Pf |V1 , and choose a bijective isometry u : (V1, λPf |V1)
≃
→ (V2,Pf |V2).
In particular, V2 is not a lagrangian for Pf.
Since Pf is hyperbolic, it is isometric to λ Pf and hence Witt’s extension
theorem yields that u can be extended to an isometry v from (A4(K), λ Pf) to
(A4(K),Pf). Thus, v is a similarity of (A4(K),Pf). If v is a positive similarity,
then we deduce from Corollary 5.10 that V1 and V2 are congruent. Assume
now that v is a negative similarity; then, it suffices to find a negative isometry
of (A4(K),Pf) that stabilizes P2: if P2 contains a non-isotropic vector a, then
we simply take the reflection alongside Ka; ditto if P⊥2 contains a non-isotropic
vector a; if neither case holds, then P2 must be a lagrangian, which is forbidden.
Remark 5.1. With the same line of reasoning, one finds that there are at most
two orbits of lagrangians.
In particular, two planes P1 and P2 of A4(K) are congruent if and only if the
quadratic forms Pf |P1 and Pf |P2 are similar. Note also that any 2-dimensional
quadratic form is equivalent to a sub-form of Pf (a p-dimensional quadratic
form is always equivalent to a sub-form of a 2p-dimensional hyperbolic quadratic
form). Finally, we have seen in Proposition 4.15 that the operator space associ-
ated with a plane P ⊂ A4(K) is non-primitive if and only if P is congruent to
the space K of matrices described by the generic matrix
0 x y 0
−x 0 0 0
−y 0 0 0
0 0 0 0
 .
AsK is totally isotropic, one sees that a semi-primitive operator space associated
with a plane P of A4(K) is primitive if and only if Pf |P is non-zero. Thus, it
remains to classify the 2-dimensional quadratic forms up to similarity and to
exhibit a sub-form of Pf in each class. For fields of characteristic not 2, there
are two individual classes of degenerate forms, together with a family of classes
of regular forms indexed over the quotient group K∗/(K∗)[2]. In our typology,
Di means that we have a degenerate form of rank i, and R stands for “regular”:
Type D0 D1 R(δ)
Representative 〈0, 0〉 〈1, 0〉 〈1, δ〉, where δ ∈ K∗
is uniquely determined by its class in K∗/(K∗)[2]
Figure 1: The classification of 2-dimensional quadratic forms up to similarity, in
characteristic not 2.
This classification is easily obtained by noting that similarity preserves the
rank and the discriminant, and that every non-zero quadratic form is similar to
one that represents 1.
For each class, we give a corresponding plane P of A4(K), a basis of its
orthogonal subspace P⊥ with respect to the symmetric bilinear form 〈− | −〉
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of Section 4.2 (not the pfaffian!), and a generic matrix of an associated semi-
primitive matrix space; in each case, we specify whether the matrix space is
primitive or not.
Type Basis of P Basis of P⊥ Semi-primitive space Primitivity
D0 A2,4, A3,4 A1,2, A1,3, No
A1,4, A2,3

−b a 0 0
−c 0 a 0
−d 0 0 a
0 −c b 0

D1 A1,2 +A3,4 A1,2 −A3,4, Yes
A1,4 A1,3, A2,3, A2,4

−b a d −c
−c 0 a 0
0 −c b 0
0 −d 0 b

R(δ) A1,2 +A3,4, A1,2 −A3,4, A1,3, Yes
A2,3 + δA1,4 A1,4 − δA2,3, A2,4

−b a d −c
−c 0 a 0
−d δ c −δ b a
0 −d 0 b

Assume now that K has characteristic 2. Then, the similarity classes of 2-
dimensional quadratic forms are a bit more complicated. First of all, we consider
those of regular forms. The mapping P : x ∈ K 7→ x2 + x is an endomorphism
of the group (K,+). Every regular 2-dimensional quadratic form q is equivalent
to [a, b] for some (a, b) ∈ K2, and the class of ab in the quotient group K/P(K)
depends only on q: this class is called the Arf invariant of q and is denoted by
∆(q). Two regular 2-dimensional quadratic forms which take the value 1 are
equivalent if and only if they have the same Arf invariant. Finally, one checks
that λ[a, b] ≃ [λa, λ−1b] for all λ ∈ K∗ and all (a, b) ∈ K2, whence two similar
regular 2-dimensional quadratic forms have the same Arf invariant. Thus, to
each class δ in K/P(K) corresponds exactly one similarity class of 2-dimensional
regular quadratic forms over K: the one of [1, δ].
Now, we consider the situation of a non-regular 2-dimensional quadratic form
q. Note that K[2] is then a subfield of K. The polar form of q must be zero since
its rank is even, and hence q is simply a K-linear map from K ×K to K, where
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the target space is equipped not with its standard structure of K-vector space,
but with the one defined by α.x := α2x.
The equivalence class of q is then fully determined by the K[2]-linear subspace
Im q := q(K×K) of K. Thus, the similarity classes of non-regular 2-dimensional
quadratic form q are classified by the orbits of the d-dimensional linear subspaces
of the K[2]-vector space K, for d ∈ {0, 1, 2}, under multiplication by the groupK∗.
For each d ∈ {0, 1}, there is exactly one orbit: {0} and K[2], respectively. In the
case d = 2, we note that each orbit contains a subspace of the form K[2]⊕K[2]a,
with a ∈ K r K[2]. Note that K[2] ⊕ K[2]a = K[2][a] is a subalgebra of the K[2]-
algebra K. Therefore, given two non-square elements a and b of K, having a
non-zero scalar λ ∈ K for which K[2][a] = λK[2][b] implies that λ ∈ K[2][a], and is
therefore equivalent to having b ∈ K[2][a]. Introducing the equivalence relation
∼
2
on KrK[2] defined as
a ∼
2
b ⇔ b ∈ K[2][a] ⇔ ∃(x, y) ∈ K∗ ×K : b = ax2 + y2,
we conclude that the orbits, under multiplication by elements of K∗, of 2-
dimensional linear subspaces of the K[2]-vector space K are classified by the
equivalence classes of KrK[2] for ∼
2
.
Thus, we can give the complete classification of 2-dimensional quadratic
forms, up to similarity:
Type D0 D1 D2(t) R(δ)
〈1, t〉, where t ∈ KrK[2] [1, δ], where δ ∈ K
Representative 〈0, 0〉 〈1, 0〉 is uniquely determined is uniquely determined
by its class mod. ∼
2
by its class mod. P(K)
Figure 2: The classification of 2-dimensional quadratic forms up to similarity, in
characteristic 2.
Now, in the characteristic 2 case, we can describe the equivalence classes of
semi-primitive subspaces of M4(K) of the alternating kind with upper-rank 3: we
have two special classes, together with two families with respective parameters
t ∈ (K r K[2])/ ∼
2
and δ ∈ K/P(K). For the D0 and D1 types, the description
is the same one as in the characteristic not 2 case. For the D2(t) type, the
description is the same one as for the R(t) type in the characteristic not 2 case.
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It only remains to describe a primitive space associated with the R(δ) class in
the characteristic 2 case:
Type Basis of P Basis of P⊥ Primitive space
A1,4 +A2,3 +A3,4, A1,2 +A1,3,
R(δ) A1,3 + δA2,4 +A1,2 δA1,2 +A2,4 ,

b+ c a a 0
δb d+ δa 0 b
d c b a
d 0 d a+ c

A1,4 +A2,3,
A1,4 +A3,4
For a quadratically closed field, whatever its characteristic, this yields only
three similarity classes of quadratic forms: those of 〈0, 0〉, 〈1, 0〉 and the hyper-
bolic form (x, y) 7→ xy on K2. Thus, we find only two primitive subspaces of
M4(K) of the alternating kind, up to equivalence. For the hyperbolic form, we
can give a description which works regardlessly of the characteristic:
Type Basis of P Basis of P⊥ Primitive space
A1,4, A2,3 A1,2, A1,3,
Hyperbolic A2,4, A3,4

−b a 0 0
−c 0 a 0
0 −d 0 b
0 0 −d c

Theorem 1.2 of Eisenbud and Harris [5] then comes out as a very special case
of our study.
Now, we return to the initial issue of classifying reduced minimal LLD sub-
spaces with dimension 4. Let S be a reduced minimal LLD subspace of L(U, V )
with dimension 4, and assume that dimV ≥ 4 (otherwise, we are in the trivial
situation). There are three cases:
Case 1: Ŝ is represented by a subspace of
K ∨A3(K) :=
{[
a L
[0]3×1 A
]
| a ∈ K, L ∈ M1,3(K), A ∈ A3(K)
}
.
The classification of such spaces is possible but has limited interest.
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Case 2: Ŝ is of the alternating kind, and then S ∼ Ŝ is also of the alternating
kind: those spaces have already been described.
Case 3: Ŝ is the transpose of a primitive space of the alternating kind.
In Case 3, we use Proposition 4.3 to obtain the corresponding LLD operator
spaces, represented by matrix subspaces of A4(K):
Type Characteristic of the field Generic matrix for a corresponding LLD space
D1 indifferent

0 a b 0
−a 0 c d
−b −c 0 −a
0 −d a 0

R(δ) 6= 2

0 a b c
−a 0 −δ c d
−b δ c 0 −a
−c −d a 0

D2(t) = 2

0 a b c
a 0 t c d
b t c 0 a
c d a 0

R(δ) = 2

0 a+ δb a c+ d
a+ δb 0 c b
a c 0 d
c+ d b d 0

Figure 3: The matrix spaces associated with 4-dimensional reduced minimal
LLD spaces that are not of the alternating kind.
We finish this section with a little digression. To compute the different equiv-
alence classes of primitive spaces with upper-rank 3, Atkinson [1] relied upon
Gauger’s classification [7] of essentially surjective alternating bilinear maps from
K4 ×K4 to Km, for m ∈ {4, 5, 6}, over an algebraically closed field of character-
istic not 2.
In [7], Gauger also stated a theorem (Theorem 7.15) in which he classified
essentially surjective alternating bilinear maps from K4 × K4 to K3, up to con-
gruence, and for algebraically closed fields of characteristic not 2. He claimed
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that there are exactly 6 congruence classes of such maps, gave an explicit de-
scription of each one, and then performed lengthy tensor computations to prove
the result. His result is known to be incorrect, as the subspaces I4 and I6 in his
theorem are isomorphic (we shall explain why later on). Our techniques yield
a neat solution to this problem, as we know from Theorem 5.10 that solving it
amounts to classifying the orbits of 3-dimensional subspaces of A4(K) under the
action of the positive similarity group GO+(Pf). Remark 5.1 shows that there
are at most two orbits of lagrangians under this action: the two lagrangians
defined by the respective generic matrices
A1 :=

0 a b c
−a 0 0 0
−b 0 0 0
−c 0 0 0
 and A2 :=

0 0 0 0
0 0 a b
0 −a 0 c
0 −b −c 0

are obviously non-congruent as only the first one is incompressible, whence they
define the two orbits of lagrangians1. As any 3-dimensional quadratic form is
equivalent to a sub-form of Pf, Proposition 5.11 yields that we are reduced to
classifying all the non-zero 3-dimensional quadratic forms up to similarity. For
a quadratically closed field of characteristic not 2, there are exactly three such
quadratic forms, up to equivalence (and hence, up to similarity), namely 〈1, 0, 0〉,
〈1,−1, 0〉 and 〈1,−1, 1〉. For a quadratically closed field of characteristic 2, there
are also exactly three of them: 〈1, 0, 0〉, [0, 0]⊥〈0〉 and [0, 0]⊥〈1〉. Noting that
[0, 0] is hyperbolic in the characteristic 2 case, this leads to the following recti-
fication of Gauger’s theorem, with the characteristic 2 case taken into account:
Theorem 5.12. Let K be a quadratically closed field. Then, up to congruence,
there are exactly five 3-dimensional subspaces of A4(K). They are associated
with the following generic matrices: A1, A2,
A3 :=

0 a b c
−a 0 c 0
−b −c 0 0
−c 0 0 0
 , A4 :=

0 a b 0
−a 0 0 c
−b 0 0 0
0 −c 0 0
 and A5 :=

0 a b 0
−a 0 0 c
−b 0 0 a
0 −c −a 0
 .
1 It is a general fact that for a hyperbolic quadratic form q, there are exactly two orbits of
lagrangians under the action of GO+(q), and two lagrangians L1 and L2 belong to the same
orbit if and only if dim(L1 ∩L2) =
dim q
2
mod 2. In the case at hand, this helps one rediscover
that two transverse lagrangians must belong to two different orbits.
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In the characteristic not 2 case, we find the following correspondence, up to
congruence, between Gauger’s Ii spaces (see [7, Theorem 7.15]), the aforemen-
tioned quadratic forms, and the above generic matrices:
Type of space I1 I2 I3 I4 I5 I6
Quadratic form 〈0, 0, 0〉 〈0, 0, 0〉 〈1,−1, 0〉 〈1,−1, 1〉 〈1, 0, 0〉 〈1,−1, 1〉
Generic matrix A2 A1 A4 A5 A3 A5
In particular, this demonstrates that Gauger’s theorem is incorrect.
For general fields, congruence classes heavily depend on the quadratic struc-
ture of the underlying field. In the characteristic not 2 case, it is necessary
to classify the 3-dimensional regular quadratic forms with discriminant 1, up
to equivalence. For fields of characteristic 2, it is necessary to classify the 3-
dimensional subspaces of the K[2]-vector space K, up to multiplication by a
non-zero element of K, and to classify the forms of type 〈1〉⊥[a, b], up to equiv-
alence.
5.4 Second classification theorem for minimal LLD spaces
Here, we obtain a second classification theorem that covers a range of values of
m that is roughly twice as large as the one in the first classification theorem:
Theorem 5.13 (Second classification theorem). Let S be a reduced subspace of
Mm,n(K) with the column property. Set r := urk(S). Assume that #K > r ≥ 2
and that m > 3 +
(
r − 1
2
)
. Then, one of the following situations holds:
(i) S is of the alternating kind and r = n− 1.
(ii) There is a space S ′ ∼ S in which every matrix has the form
M =
[
[?]1×r [?]1×(n−r)
H(M) [0](m−1)×(n−r)
]
and H(S ′) ⊂ Mm−1,r(K) is of the alternating kind with urkH(S
′) = r− 1.
(iii) One has r = n− 1, and there is a space S ′ ∼ S in which every matrix has
the form
M =
[
H(M) [?]m×1
]
,
and H(S ′) ⊂ Mm,r(K) is of the alternating kind with urkH(S
′) = r − 1.
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Moreover, if S is semi-primitive, then Case (iii) cannot hold.
Note that nothing here is new when r ≤ 3, for in that case 3 +
(
r − 1
2
)
≥
1 +
(
r
2
)
, and hence Theorem 5.3 shows that Case (i) holds.
The following corollaries are obvious:
Corollary 5.14. Let S be a primitive subspace of Mm,n(K). Set r := urk(S)
and assume that #K > r ≥ 2 and m > 3 +
(
r − 1
2
)
. Then, r = n − 1 and S is
of the alternating kind.
Corollary 5.15. Let S be a reduced minimal LLD subspace of L(U, V ). Set
n := dimS and assume that #K ≥ n ≥ 3 and dimV > 3 +
(
n− 2
2
)
. Then:
• Either S is of the alternating kind;
• Or there is a rank 1 operator g ∈ S such that, for the canonical projection
π : V ։ V/ Im g, the operator space {π ◦ f | f ∈ S} is an LLD subspace of
L(U, V/ Im g) of the alternating kind (with dimension n− 1).
Proof of Theorem 5.13. If r ≤ 3, then Theorem 5.3 shows that Case (i) holds.
In the rest of the proof, we assume that r > 3.
Assume first that there exists a vector x ∈ Kn such that dimSx = 1. By
Lemma 3.6, we lose no generality in assuming that, for some q ∈ [[r, n−1]], every
matrix M of S splits up as
M =
[
[?]1×q [?]1×(n−q)
H(M) [0](m−1)×(n−q)
]
,
and H(S) is reduced, has the column property, and satisfies urkH(S) = r − 1.
If q > r, then Theorem 3.8 yields m − 1 ≤ 1 +
(
r − 1
2
)
, which is forbidden.
Therefore q = r. As m− 1 > 1 +
(
r − 1
2
)
, the first classification theorem yields
that H(S) is of the alternating kind, whence Case (ii) holds.
In the rest of the proof, we assume that no vector x ∈ Kn satisfies dimSx = 1.
Without loss of generality, we may also assume that S is r-reduced, so that every
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matrix of S splits up as
M =
[
A(M) C(M)
B(M) [0](m−r)×(n−r)
]
according to the (r, r)-decomposition. Then, urkB(S) + urkC(S) ≤ r, and
urkB(S) ≤ r − 1 since C(S) 6= {0}.
Case 1. urkB(S) = r − 1.
Then, urkC(S) = 1. As no 1-dimensional subspace of Kr may contain all the
columns of the matrices in C(S), the classical classification of matrix spaces with
upper-rank 1 shows that all the matrices of C(S) vanish everywhere on some
common linear hyperplane of Kn−r. This yields n = r + 1 since S is reduced.
Set p := dimSen, where en is the last vector of the canonical basis of K
n. Then,
2 ≤ p ≤ r. If 2 ≤ p ≤ r − 2, then Lemma 3.10 and Remark 3.3 show that
m ≤ 3+
(
r − 1
2
)
, contradicting our assumptions. If p = r, then Proposition 5.1
applies and shows, since S is reduced, that Case (i) holds.
Assume now that p = r − 1. As r − 1 ≥ 2, Proposition 5.1 yields an integer
s ∈ [[p,m]] and a space T ∼ S in which every matrix M splits up as
M =
[
D(M) [?]s×1
[0](m−s)×r H(M)
]
,
where D(T ) is of the alternating kind with urkD(T ) = r − 1, and H(T ) ⊂
Mm−s,1(K) has upper-rank less than 1. Thus, H(T ) = {0}. Since S is reduced,
it follows that m− s = 0, which shows that Case (iii) holds.
Case 2. urkB(S) ≤ r − 2.
If B(S) were reduced, then Theorem 3.8 would yield m− r ≤ 1 +
(
r − 2
2
)
, and
hence m ≤ 3 +
(
r − 1
2
)
. Thus, B(S) is not reduced. As in the proof of Lemma
3.6, we may assume that we have found an integer s ∈ [[0, r − 1]] such that, for
every M ∈ S, one has
B(M) =
[
R(M) [0](m−r)×(r−s)
]
,
where R(S) is a reduced subspace of Mm−r,s(K) with the column property. If
s ≤ r − 2, then we deduce from Theorem 3.8 that m − r ≤
(
r − 2
2
)
, which
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again is impossible. Thus, s = r − 1. As m− r > 1 +
(
r − 2
2
)
, we deduce from
Theorem 3.8 that urkR(S) = r − 2.
Now, we may find a generic matrix of S of the form
M =
[?](r−1)×(r−1) C′0 C′[?]1×(r−1) ? [?]1×(n−r)
R [0](m−r)×1 [0](m−r)×(n−r)
 ,
where R is a semi-generic matrix of R(S). Following the (r, r)-decomposition,
we may also write
M =
[
A C
B [0](m−r)×(n−r)
]
.
By the Flanders-Atkinson lemma, we have[
B
BA
]
×
[
C AC
]
= 0.
However, rk
[
C AC
]
≥ rkC ≥ 1, while rk
[
B
BA
]
≥ rkB = r − 2. Thus, either
rk
[
C AC
]
= 1 or rk
[
B
BA
]
= r − 2. In the first case, we note that rkC = 1,
which yields n = r+1, and then one may follow the line of reasoning from Case
1, using point (b) of Proposition 5.1 this time around. Then, we see that Case
(i) or Case (iii) holds by proving, as in Case 1, that dimSen ∈ {r − 1, r}.
Assume finally that rk
[
B
BA
]
= r − 2. We shall show that this leads to a
contradiction. Firstly,[
B
BA
]
=
[
R [0](m−r)×1
[?](m−r)×(r−1) RC
′
0
]
which, as rk
[
B
BA
]
= r − 2 = rkR, yields
RC′0 = 0.
On the other hand, BC = 0 leads to RC′ = 0. Denoting by C′1, . . . ,C
′
n−r the
columns of C′, this reads RC′i = 0 for all i ∈ [[1, n − r]]. Note that C
′
0 is non-
zero as no vector x ∈ Kn satisfies dimSx = 1. Moreover, the kernel of R cannot
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contain a non-zero vector of Kr−1 because R(S) is reduced. As rkR = r−2, the
vectors C′0 and C
′
1 are colinear in the fraction field of the polynomial ring used
to construct M, and their entries are 1-homogeneous polynomials. As r−1 ≥ 2,
Lemma 5.2 yields C′1 = λC
′
0 for some λ ∈ K. Thus, dimS(λ er − er+1) ≤ 1,
where (e1, . . . , en) denotes the canonical basis of K
n. This contradicts an earlier
assumption and finishes the proof.
6 On the maximal rank in a minimal LLD operator
space
Here, we tackle the maximal rank problem in minimal LLD spaces. In other
words, given such an LLD space, we want to give a good upper bound on urkS
with respect to the dimension of S. By the duality argument, this amounts to
giving an upper bound on trk Ŝ.
We will frequently use the basic remark that if S is of the alternating kind
and r = urkS, then trkS = r since S ∼ Ŝ. The following obvious result will
also be used often:
Lemma 6.1. Let S be an (r, s)-decomposed subspace of Mm,n(K), and denote
by T the lower space associated with such a decomposition. Then,
trkS ≤ trk T + r.
6.1 A known upper bound
Here, we reprove and extend the following theorem of Meshulam and Sˇemrl [8]:
Theorem 6.2 (Meshulam, Sˇemrl). Let S be a minimal LLD operator space with
dimension n. Assume that #K ≥ n. Then, rk f ≤ 1 +
(
n− 1
2
)
for all f ∈ S.
Note that Meshulam and Sˇemrl were only able to prove this under the tighter
condition #K ≥ n + 2 as their proof involved the use of Theorem 3.14 of [11],
which at the time was only known to hold under that condition.
Using the duality argument, Theorem 6.2 is a consequence of the following
more general theorem, which we derive from the first classification theorem:
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Proposition 6.3. Let S be a reduced linear subspace ofMm,n(K) with the column
property. Set r := urk(S) and assume that #K > r. Then,
trkS ≤
(
r
2
)
+ 1.
Proof. If r < n − 1, then we simply have m ≤
(
r
2
)
+ 1 by Theorem 3.8. If
r = n − 1 and m >
(
n− 1
2
)
+ 1, then the first classification theorem yields
trkS = n− 1 ≤
(
r
2
)
+ 1. In any case, the result ensues.
In [8], it is shown that the upper bound
(
r
2
)
+ 1 is optimal for all r ≤ 3.
6.2 An improved upper bound (I)
Using the second classification theorem, we are now able to improve the preced-
ing result for r ≥ 4:
Theorem 6.4. Let S be a reduced linear subspace of Mm,n(K). Set r := urk(S)
and assume that #K > r ≥ 2.
(a) If S has the column property and r ≥ 4, then trkS ≤
(
r
2
)
.
(b) If S is semi-primitive, then trkS ≤ 3 +
(
r − 1
2
)
.
In terms of LLD spaces, point (b) reads as follows:
Corollary 6.5. Let S be a minimal c-LLD operator space with dimension n.
Assume that #K > n− c ≥ 2. Then, urkS ≤ 3 +
(
n− c− 1
2
)
.
Proof of Theorem 6.4. Note that 3 +
(
r − 1
2
)
≥ 1 +
(
r
2
)
if and only if r ≤ 3,
and 3 +
(
r − 1
2
)
≥
(
r
2
)
if and only if r ≤ 4.
Using Proposition 6.3, we may then assume that r ≥ 4 and that S has the
60
column property. If m ≤ 3 +
(
r − 1
2
)
, then we are done. Assume now that
m > 3 +
(
r − 1
2
)
, so that Theorem 5.13 applies to S.
• If Case (i) in Theorem 5.13 holds, then we have trkS = r ≤ 3 +
(
r − 1
2
)
.
• If Case (ii) holds, we have trkS = r ≤ 3 +
(
r − 1
2
)
.
• If Case (iii) holds, then S is not semi-primitive and trkS ≤ m ≤
(
r
2
)
.
In any case, the claimed results are established.
The upper bound in (a) is optimal: with r ≥ 3, take indeed m =
(
r
2
)
,
together with a semi-primitive subspace S of Mm,r(K) (with upper-rank r − 1),
and denote by T the space of all matrices
[
S Y
]
with S ∈ S and Y ∈ Km.
The space T has the column property because S does. Moreover, urkT = r and
dimT er+1 = m =
(
r
2
)
, where er+1 is the last vector of the canonical basis of
Kr+1. Thus, trk T =
(
r
2
)
.
As for the upper bound in (b), it is optimal for r = 3, but probably not for
r = 4 (we conjecture that the best upper bound is 5 rather than 6).
6.3 An improved upper bound (II)
We finish with a new improved upper bound for semi-primitive spaces of matri-
ces.
Theorem 6.6. Let S be a semi-primitive subspace of Mm,n(K). Set r := urk(S)
and assume that #K > r ≥ 2. Then, trkS ≤ 6 +
(
r − 2
2
)
.
Corollary 6.7. Let S be a minimal c-LLD operator space with dimension n.
Assume that #K > n− c ≥ 2. Then, urkS ≤ 6 +
(
n− c− 2
2
)
.
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Proof of Theorem 6.6. If r ≤ 5, then the result follows from that of Theorem
6.4 because 6 +
(
r − 2
2
)
≥ 3 +
(
r − 1
2
)
. From now on, we assume that r ≥ 6.
The structure of the rest of the proof is close to that of Theorem 5.13. First
of all, we assume that some x ∈ Kn satisfies dimSx = 1. By Lemma 3.6, we
have an integer q ∈ [[r, n− 1]] for which every matrix M of S splits up as
M =
[
[?]1×q [?]1×(n−q)
H(M) [0](m−1)×(n−q)
]
,
where H(S) is a reduced subspace of Mm−1,q(K) with the column property and
urkH(S) = r − 1. If m − 1 ≤ 3 +
(
r − 2
2
)
, then we readily have trkS ≤ m ≤
6 +
(
r − 2
2
)
. Assume now that m − 1 > 3 +
(
r − 2
2
)
. As r − 1 ≥ 2, Theorem
5.13 applies to H(S). We examine the three cases separately:
1. In Case (i), we have trkH(S) = r − 1, and hence trkS ≤ 1 + r − 1 = r ≤
6 +
(
r − 2
2
)
.
2. In Case (ii), we have trkH(S) ≤ 1+(r−2) and we conclude as in the first
case.
3. Assume finally that Case (iii) holds. Then, q = r and we lose no generality
in assuming that, for everyM ∈ S, we have H(M) =
[
K(M) [?](m−1)×1
]
,
where rkK(M) ≤ r−2. Thus, deleting the r-th column from every matrix
of S yields a matrix with rank less than or equal to r−1, which contradicts
the assumption that S be semi-primitive.
Now, we assume that no vector x ∈ Kn satisfies dimSx = 1. Without loss
of generality, we assume that S is r-reduced, and we split every M ∈ S up as
M =
[
A(M) C(M)
B(M) [0](m−r)×(n−r)
]
,
according to the (r, r)-decomposition. Note that urkB(S) + urkC(S) ≤ r and
urkB(S) ≤ r − 1.
Case 1: urkB(S) = r − 1.
Then, urkC(S) ≤ 1, which yields n = r + 1 (with the same line of reasoning as
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in the proof of Theorem 5.13). Proposition 5.1 applies to S, with 2 ≤ p since no
vector x ∈ Kn satisfies dimSx = 1. As S is semi-primitive, one deduces that S
is of the alternating kind, and hence trkS = r ≤ 6 +
(
r − 2
2
)
.
Case 2: urkB(S) ≤ r − 2.
If urkB(S) ≤ r−3, then, applying Proposition 6.3 to a reduced space associated
with B(S), we find trkB(S) ≤ 1+
(
r − 3
2
)
, and hence trkS ≤ r+1+
(
r − 3
2
)
<
6 +
(
r − 2
2
)
· Until the end of the proof, we assume that urkB(S) = r − 2.
Subcase 2.1: B(S) is reduced.
If m − r ≤ 3 +
(
r − 3
2
)
, then we readily have m ≤ 6 +
(
r − 2
2
)
. Assume now
that m − r > 3 +
(
r − 3
2
)
. Then, one may apply Theorem 5.13 to B(S). As
urkB(S) = r − 2, Case (ii) must hold, and we deduce that trkB(S) ≤ r − 2.
Thus, trkS ≤ 2r − 2 ≤ 6 +
(
r − 2
2
)
(as r ≥ 4).
Subcase 2.2: B(S) is not reduced.
From there, using the fact that S is semi-primitive, the line of reasoning from
Case 2 in the proof of Theorem 5.13 applies here and shows that S is of the
alternating kind. This yields trkS = r ≤ 6 +
(
r − 2
2
)
.
Noting that, over the integers, the minimum of the function t 7→
(t+ 1)t
2
+
(r − t+ 1)(r − t)
2
is
⌊
(r + 1)2
4
⌋
, we suggest the following conjecture:
Conjecture 6.1. Let S be a semi-primitive subspace of Mm,n(K) with #K >
r := urk(S). Then,
trkS ≤
⌊
(r + 1)2
4
⌋
.
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