Hybrid dynamic systems are systems consisting of a non-trivial mixture of discrete and continuous components, such as a controller realized by a combination of digital and analog circuits, a robot composed of a digital controller and a physical plant, or a robotic system consisting of a computer-controlled robot coupled to a continuous environment. Hybrid dynamic systems are more general than traditional real-time systems. The former can be composed of continuous subsystems in addition to discrete and event-controlled components.
Motivation and Introduction
A dynamic system is de ned on a structure hT ; Ai where T is a time structure and A is a domain structure; the time and domain structures can be either continuous or discrete. Table 1 shows examples of four basic types of models of dynamic systems.
We call a dynamic system composed of components of more than one basic type a hybrid system, for example, a controller realized by a combination of digital and analog circuits, a robot composed of a digital controller and a physical plant, and a robotic system consisting of a computer-controlled robot coupled to a continuous environment. Hybrid dynamic systems are more general than traditional real-time systems. The former can be composed of continuous subsystems in addition to discrete and event-controlled components.
The development of models for hybrid systems has been very active over the last two years 20, 15, 21, 3] . We take a di erent approach to the study of hybrid systems. Our approach is motivated by the following arguments. First, hybrid systems consist of interacting discrete and continuous components. Instead of xing a model with particular time and domain structures, a model for hybrid systems should be developed on both abstract time structures and abstract data types. Second, hybrid systems are complex systems with multiple components. A model for hybrid systems should support hierarchy and modularity. Third, hybrid systems are generalizations of basic discrete or continuous systems. A model for hybrid systems should be at least as powerful as existing computational models. In short, the model should be unitary, modular, and powerful.
We start with a general de nition of time as a linearly ordered set with an initial time point, a metric space and a measure space. Then we examine domain structures in abstract algebra and topology. With any time structure and domain structure, we can de ne basic types of elements in dynamic systems: traces, which are functions of time, and transductions, which are mappings from traces to traces. The constraint net model (CN) is then developed on an abstract dynamics structure composed of a trace space and a set of basic transductions: transliterations, which are memoryless combinational processes, unit delays and transport delays, which are for sequential processes, and event-driven transductions. Event-driven transductions play an important role in this model as channels between continuous and discrete time components, or as synchronizers among asynchronous components.
The syntax of a constraint net is a bipartite graph with two types of nodes: locations and transductions, and a set of connections between locations and transductions. A constraint net can be composed hierarchically via modular and aggregation operators. Semantically, a constraint net represents a set of equations, with locations as variables and transductions as functions. The semantics of the constraint net, with each location denoting a trace, is the least xpoint of the set of equations. The semantics of a system can be obtained hierarchically from the semantics of its components and internal connections. In this model, temporal integration is de ned on vector spaces using in nitesimal transport delays.
CN is a deterministic dynamic process model; nondeterminism can be modeled via hidden or uncontrolled inputs. Thus, while more powerful, and simpler, than most inherently nondeterministic models, probabilistic and stochastic analysis can be incorporated. CN is also an abstract and general dynamic process model, while discrete state machines and di erential state equations are particular instantiations of the model.
In summary, CN satis es our objective which is to provide a model that is formal and general, modular and composite, as well as powerful and practical.
The rest of the paper is organized as follows. Section 2 introduces the syntactic structure of constraint nets. Section 3 develops the topological structure of dynamic systems. Section 4 presents the semantics of constraint nets using xpoint theory and de nes temporal integration using in nitesimal transport delays. Section 5 discusses modeling in constraint nets. Section 6 surveys the existing hybrid system models. Section 7 concludes this paper and points out related research. Appendix A presents the mathematical preliminaries; the proofs of theorems and propositions are in Appendix B.
Syntactic Structure of Constraint Nets
In this section, we introduce the syntax of constraint nets and characterize the composite structure and modularity of the model.
Syntax
Intuitively, a constraint net consists of a nite set of locations, a nite set of transductions and a nite set of connections. Each location is of xed sort; a location's value typically changes over time. A location can be regarded as a wire, a channel, a variable, or a memory location. Each transduction is a causal mapping from inputs to outputs over time, operating according to a certain reference time or activated by external events. Connections relate locations with ports of transductions. A clock is a special kind of location which connects to the event port of an event-driven transduction.
Syntactically, a constraint net is a triple CN = hLc; Td; Cni, where Lc is a nite set of locations, each of which is associated with a sort; Td is a nite set of labels of transductions, each of which is associated with a set of input ports and an output port and each port is associated with a certain sort;
Cn is a set of connections between locations and ports of transductions of the same sort, with the following restrictions: (1) there is at most one output port connecting to each location, (2) each port of a transduction connects to a unique location and (3) no location is isolated.
A location l is an output location of a transduction F i there is a connection between the output port of F and l; l is an input location of F i there is a connection between an input port of F and l.
A location is an output of the constraint net if it is an output location of a transduction otherwise it is an input. The set of input locations of a constraint net CN is denoted by I(CN), the set of output locations is denoted by O(CN). A constraint net is open if there is an input location otherwise it is closed.
A constraint net is represented by a bipartite graph where locations are depicted by circles, transductions by boxes and connections by arcs. For example, Figure 1 , where f is a transliteration of a state transition function and is a unit delay, is an open net, which can represent a state automaton:
s(0) = s 0 ; s(n + 1) = f(i(n); s(n)), given time as the set of natural numbers. Figure 2 is a closed net, A compound module can be constructed from simple ones. There are three basic operations that can be applied to modules to obtain a new module. The rst is union, which generates a new module from two modules, with these two modules side by side. The second is coalescence, which coalesces two locations in the interface of a module into one location, with the restriction that at most one of these two locations is an output location. The third is hiding, which deletes a location from the interface.
In addition to the three basic operations, we can de ne three combined operations. The rst is cascade connection which connects two modules in series. The second is parallel connection which connects two modules in parallel. The third is feedback connection which connects an output of the module to an input of its own (Figure 3 ). There are three reasons for introducing modules. First, modules create a hierarchical composition structure for complex systems. For example, a state automaton module SA is created if we select locations i; s or i; s 0 of the constraint net in Figure  1 as the interface. An input/output automaton IOA is then developed using a cascade connection of SA and a transliteration g (Figure 4 ). IOA de nes a transduction from input traces to output traces. Third, modules capture the notion of abstraction via hidden locations. Clearly, hidden outputs encapsulate internal states of a system. However, the role of hidden inputs is not obvious. Consider again the state automaton in Figure 1 . If the only input location i is chosen to be hidden, a module of a closed nondeterministic state transition system is generated. In particular, the state transition function f de nes a state transition relation R S S, (s; s 0 ) 2 R i 9i 2 I; s 0 = f(i; s), or equally, the set of next possible states of a state s is ff(i; s)ji 2 Ig. In general, any module CN(I; O) with I I(CN) de nes a nondeterministic system. Thus, while more powerful, and simpler, than most inherently nondeterministic models, probabilistic and stochastic analysis can be incorporated. Similar concepts have been explored earlier in general systems theory 18].
Topological Structure of Dynamic Systems
In this section, we discuss the topological structure of time, domains, traces and transductions, which are basic elements of dynamic systems. The mathematical preliminaries on general topology, partial orders and metric spaces are presented in Appendix A.
Time structures
Understanding time is the key to understanding dynamics. We formalize time using abstract structures which capture the important aspects of time: linearity, metric and measure. A time structure, in general, can be considered as a linearly ordered set with a start time point, an associated metric for quantifying the distance between any two time points and a measure for estimating the duration of hT ; d; i forms a measure space with as a Borel measure. Let t 1 ; t 2 ) = ftjt 1 t < t 2 g. Clearly is de ned for all sets with form 0; t) and for the total set T . Furthermore, we let ( t 1 ; t 2 )) = ( 0; t 2 )) ? ( 0; t 1 )) and m(t) = d(0; t). For simplicity, we will use T to refer to time structure hT ; d; i when no ambiguity arises.
A time structure T is discrete i T has no Cauchy sequence. T is dense i for all t 1 < t 2 , there exists t 0 , such that t 1 < t 0 < t 2 ; it is continuous i its metric space is connected. Clearly, a continuous time is also dense, but not vice versa. For example, N, the set of natural numbers, and R + , the set of nonnegative real numbers, with d(t 1 ; t 2 ) = jt 1 ?t 2 j and ( 0; t)) = t, are time structures. N is discrete and R + is continuous. The set of rational numbers Q with the same metric and measure forms a dense time structure. The set f 2 n ?1 2 n jn 2 Ng f1g or f0g f 1 2 n jn 2 Ng with the same metric and measure de nes a time structure which is neither discrete nor dense. Even though our de nition of time structures is extremely general, discrete or continuous time structures are most commonly used.
A time structure T may be related to another time structure T r by a reference time mapping h : T ! T r where the order among time points is preserved: t < t 0 implies h(t) < r h(t 0 ), the least element is preserved: h(0) = 0 r , the distance between two time points is preserved: d(t 1 ; t 2 ) = d r (h(t 1 ); h(t 2 )), and the measure on any nite interval of time points is preserved: ( 0; t)) = r ( 0 r ; h(t))). T r is a reference time of T , and T is a sample time of T r . For example, if h : N ! R + is de ned as h(n) = n, R + is a reference time of N. For any time structure T , a reference time of T is as \dense" as T .
Domain structures
As with time, we formalize domains as abstract structures so that discrete as well as continuous it is a simple domain; or it is a composite domain, i.e. it is the product of a family of domains fhA i ; A i ; i ig i2I such that hA; A i is the product partial order of the family of partial orders fhA i ; A i ig i2I and hA; i is the product space of the family of spaces fhA i ; i ig i2I .
Note that we have no restriction on the index set I which can be arbitrary ( nite or in nite, countable or uncountable etc.). For simplicity, we will use A to refer to domain hA; A ; i when no ambiguity arises. For example, let n 2 N be some natural number, R n is a composite domain with n components; N ! B, or equally, B N , is a composite domain with in nitely many components. We take a signature as a syntactical structure of a class of multi-sorted domains with associated functions de ned on these domains. Let = hS; Fi be a signature where S is a set of sorts and F is a set of function symbols. F is equipped with a mapping type: F ! S S where S denotes the set of all nite tuples of S. For any f 2 F, type(f) is the type of f. We use f : s ! s to denote f 2 F with type(f) = hs ; si. For example, the signature of Boolean algebra can be described as Given a time structure T , let T 1 be the set of downward closed intervals, i.e. for any T 2 T 1 , t 2 T implies that for all t 0 t, t 0 2 T. Obviously T 2 T 1 . A trace v : T ! A can be extended to its completion v 1 : T 1 ! A as: v 1 (T) = lim v jT where v jT denotes the restriction of v onto T. A trace completion provides values at in nite as well as nite time points. For any trace v : T ! A, v 1 (T ) = lim v can be considered as the \ nal" value. For simplicity, we will use v to refer to both v and its completion v 1 when no ambiguity arises. Furthermore, let pre(t) = ft 0 jt 0 < tg and t ? = ft 0 jt 0 < t; d(t; t 0 ) g for 2 R + . Clearly, pre(t) 2 T 1 when t > 0, t ? 2 T 1 when m(t) > 0, and pre(t) = t ? 0. A time structure T is semi-discrete i 8t > 0; pre(t) has a greatest element; T is well-de ned i 80 < W m(T ); ftjm(t) g has a greatest element.
Trace structures are derived as follows. Given a time structure T and a domain hA; A ; i, the trace space is a triple hA T ; A T ; ?i where A T is the product set, i.e. the set of all functions from T to A, A T is the product partial order relation of the partial order relation A and ? is the product topology of the derived metric topology . For simplicity, we will use A T to refer to trace space hA T ; A T ; ?i when no ambiguity arises.
Given a linear set of traces V : L ! A T , limits and the limit of V are de ned as follows. A trace V 2 A T is a limit of V , written V ! V , i V is a limit of V in the derived metric topology. Similar to the properties with limits of a linear set of values, the properties of limits of a linear set of traces are as follows. T e T is de ned as: T e = f0g ft > 0je(t) 6 =? B ; e(t) 6 = e(pre(t))g, i.e., each transition point of the event trace de nes a time point ( Figure 5 ).
8t 2 T e , e ( 0; t)) = ( 0; t)). Let T = ftje(t) 6 =? B g. e (T e ) = (T).
Proposition 3.7 The sample time structure generated by any event trace is semi-discrete and wellde ned. An event space is a triple hE T ; E T ; ? 0 i where T is a time structure, E T B T is the set of all event traces on the time structure T , E T is the subpartial order relation of the partial order relation B T and ? 0 is the subspace topology of ?.
Transductions
A transduction is a mapping from input traces to output traces which satis es the causal relationship between its inputs and outputs, i.e. the output value at any time depends only on inputs up to that A transliteration is a pointwise extension of a function. Given f : A ! A 0 , f T : A T ! A 0T is the pointwise extension of f onto a time structure T : f T (v) = t:f(v(t)): We will also use f to denote transliteration f T if no ambiguity arises. Intuitively, a transliteration is a transformational process without memory or internal state, such as a combinational circuit.
Let A be a domain, v 0 2 A be an initial output value and T be a time structure, a unit delay A unit delay A T (v 0 ) acts as a unit memory for data in domain A, given a semi-discrete time structure T .
We will use (v 0 ) to denote unit delay A T (v 0 ) if no ambiguity arises. Unit delays are not meaningful for non-semi-discrete time structures. Transport delays are essential for sequential behaviors in dynamic systems. Let A be a domain, v 0 2 A be an initial output value, T be a time structure and > 0 be time delay, a transport delay A T ( )(v 0 ) : A T ! A T is a transduction de ned as:
We will use ( )(v 0 ) to denote transport delay A T ( )(v 0 ) if no ambiguity arises.
Primitive transductions are functional compositions of basic transductions, namely transliterations and delays, with all the input/output traces sharing the same time structure. However, a hybrid system consists of components with di erent time structures. In the rest of this section, we consider event-driven transductions which constitute an important aspect of our model. ( v(h ?1 (t r )) if 9t 2 T ; r ( 0 r ; t r )) ( 0; t)) or r ( 0 r ; t r )) < (T ) ? A otherwise where h ?1 (t r ) = ftjh(t) r t r g 2 T 1 . Sampling is a type of transduction whose output is a sample trace of the input. Extending is a type of transduction whose output is an extension trace of the input. An event-driven transduction is a primitive transduction augmented with an extra input, an event trace; it operates at each event point and the output value holds between two events. The additional event trace input of an event-driven transduction is called the clock of the transduction. An eventdriven transduction works as follows. First, sample the input trace from the reference time T onto the sample time T e generated by the event trace e. Then, perform the transduction in T e . Finally, extend the output trace from T e back to T . Let E T be the set of all event traces on time structure T , and F T : A T ! A 0T be a primitive transduction. We de ne an event-driven transduction on time structure T as F T : E T A T ! A 0T , F T (e; v) = We will use F to denote event-driven transduction F T if no ambiguity arises.
Dynamics structures
Finally, with preliminaries established, we can characterize the abstract structures of dynamics. Let = hS; Fi be a signature. Given a -domain structure A and a time structure T , a -dynamics structure D(T ; A) is pair hV; Fi where V = fA T s g s2S E T is an S-sorted set of trace spaces together with the event space; F = F T F T where F T = ff A T g f2F f As T (v s )g s2S;vs2As f As T ( )(v s )g s2S; >0;vs2As is the set of basic transductions, F T = fF jF 2 F T g is the set of event-driven transductions.
So far we have presented a topological structure of dynamics by formalizing time, domains and traces in topological spaces and by characterizing primitive and event-driven transductions. With such a topological structure, continuous as well as discrete time and domains can be represented uniformly, and a hybrid dynamic system can be studied in a unitary model.
The advantages of developing an abstract dynamics structure are the following:
Algebraic speci cation for the domain structure can be extended to the dynamics structure.
Algebraic transformation can be applied to control synthesis.
A real-time programming semantics can be developed on a sound mathematical base.
A dynamic system can be analyzed at di erent levels of abstraction in topological spaces.
The Semantics of Constraint Nets
So far we have presented the syntactical structure of constraint nets, which is graphical and modular. However, syntax only serves as a mechanism for creating a model, the meaning of the model is not provided. There are many models with syntax similar to constraint nets (Petri nets 23] for example) that have totally di erent interpretations. Since transductions are mappings from traces to traces, one direct interpretation of a constraint net is to denote by each location a trace of the right sort. Thus, a constraint net denotes a set of equations with locations as variables and transductions as functions; the semantics of the constraint net is a (the) solution of the set of equations.
Given a set of equations, there are only three possibilities: the set of equations has (1) no solution,
(2) exactly one solution and (3) more than one solution. For example, if x 2 R, x = x ? 2 has no solution, x = 0:5x ? 2 has one solution ?4, and x = x 2 ? 2 has two solutions, ?1 and 2. A common technique is to de ne the semantics to be the least element in the solution set w.r.t. a partial order. Even though we have de ned a partial order for any trace space, it is not guaranteed that the least solution exists for any set of equations and it is not clear how to solve the set of equations.
In this section, we rst present xpoint theorems in partial orders and then examine the properties of a dynamics structure in partial order topologies. With these established, we can de ne the semantics of constraint nets using xpoint theorems in partial orders.
Fixpoint theorems and continuous domain structures
The xpoint theorems used here are for complete partial orders (cpo's). Continuous functions are functions which are continuous in partial order topologies. We call f a strict extension of function f, or a strict continuous function. For example, let r = hr; f0; +; gi with 0 :! r, + : r; r ! r and : r; r ! r. Then hR; f0; +; gi is a continuous r -domain structure, where + and are addition and multiplication on R. We will also use f to denote its strict extension if no ambiguity arises. Finally, we come to the theorem on -dynamics structures.
Theorem 4.3 (Continuous -dynamics structure) If A is a continuous -domain structure and T is a well-de ned time structure, the -dynamics structure D(T ; A) = hV; Fi satis es (1) V is a multi-sorted set of cpo's and (2) all transductions except unit delays in F are continuous in the partial order topology. If T is also semi-discrete, all transductions in F are continuous.
Fixpoint semantics of constraint nets
In this section, we come to the semantics of constraint nets composed of primitive transductions and event-driven transductions. Intuitively, a constraint net is a set of equations, with locations as variables and transductions as functions. We take the least xpoint of the set of equations as the semantics of the net. The semantics of a constraint net CN de ned on a continuous -dynamics structure is the least xpoint of the set of equations fo = F o (~i)g o2O(CN) ; it is a transduction from the input trace space to the output trace space, i. Even though every constraint net de ned on a continuous dynamics structure has a least xpoint, the least xpoint may not be well-de ned. For example, x = 0:5x ? 2, x 2 R, has ? R as its least xpoint, and ?4 as another xpoint. The relationship among well-de nedness of constraint nets, strict continuous functions and algebraic loops has been studied 31].
Parameterized nets and temporal integration
Finishing up this section, we introduce parameterized nets, a net associated with a set of parameters, then discuss limiting behaviors of parameterized nets, which will be used for providing a semantics of constraint nets with temporal integration. Many systems share the same structure or follow the same law, while exhibiting di erent behaviors w.r.t. di erent parameters. A parameter is a variable whose value does not change with time, but di ers from system to system, for example, mass, friction coe cient, initial state, time delay, gain, threshold, etc. Let P be a set of parameters, associated with each parameter p 2 P is a set of values D p . CN P is a parameterized net i CN is a constraint net and P is a set of parameters in CN. The So far we have no de nition for temporal integration, the most important type of transduction for continuous time structures. We now de ne temporal integration on vector spaces and provide the semantics of constraint nets with temporal integration using limiting semantics.
Let U be a topological vector space 29], which is a special class of domain structures, with functions + : U U ! U and : R U ! U continuous in both the partial order and the derived metric topology.
A temporal integration R (s 0 ) : U T ! U T with an initial state s 0 2 U can be de ned as follows.
First, consider the case where T is a discrete time structure. Given T discrete, pre(t) has a greatest element for any t > 0, which will also be denoted by pre(t). Temporal ( pre(t); t)) otherwise: Now given that T is an arbitrary time structure, let T e be a discrete sample time of T , generated by an event trace e. In particular, let e be the solution of e = ( )(0)(:e) for an in nitesimal . Let int s 0 (u; s) = (s 0 )(s) + dt (0)(u), a temporal integration R (s 0 ) corresponds to a module CN(u; s)
where CN is represented by following two equations: s = int s 0 (e; u; s); e = ( )(0)(:e) with > 0 as an in nitesimal. This de nition can be considered as derived from the forward Euler method; however, we are interested in semantics, rather than numerical simulation of di erential equations.
For example, let us investigate the limiting semantics of the net in Figure 2 with U as R, T as R + and f : R ! R where f = s:(?s). This closed net is represented by three equations: s = int s 0 (e; u; s); e = ( )(0)(:e); u = ?s: Using limiting semantics, other forms of temporal integration, such as temporal integration with bounded state/output values or with a reset input, can also be de ned 31].
Modeling in Constraint Nets
We have presented a formal model, constraint nets (CN), for hybrid dynamic systems: the syntax of CN is graphical and modular, the semantic of CN is denotational and composite. The modular aspect of CN not only provides hierarchical structures of system composition, but also provides a simple and general concept for nondeterminism. The denotational semantics using xpoint theorems in partial orders provides a rigorous and straightforward interpretation for the meaning of CN. Finally, parameterized nets and temporal integration increase the representation power of CN. As a result, CN can be used to model hybrid discrete/continuous dynamic systems with various event-driven components, while events can be generated in the feedback loop of other computations.
A hybrid dynamic system consists of modules with di erent time structures, with its domain structure multi-sorted. A typical hybrid domain structure would include a continuous domain, the set of real numbers R, and a discrete or nite domain, S, with associated functions. A typical reference time for a hybrid dynamic system is the set of nonnegative real numbers R + . Event-driven modules can be associated with di erent clocks, characterizing di erent sample time structures generated by event traces. An event trace can be either with xed sampling rate t s , generated by e = (t s )(0)(:e), or created by some discrete event generator, for instance, a transition is generated whenever the system enters (leaves) a prede ned set of states. Multiple event traces can also be combined to generate other event traces. Typical event interactions are \event or", \event and", and \event select" which can be de ned in terms of event logics 25]. With event logic modules, asynchronous components can be coordinated.
A typical hybrid system is a robotic system which consists of a robot coupled to a continuous environment, while the robot itself is an integration of a continuous plant with a discrete controller. This hybrid system consists of three subsystems: the plant, the controller and the environment, each of which can be modeled as a constraint net (Figure 6 ). We have been able to model hybrid systems such as an elevator system 33], with an event-driven control structure, and a robot car soccer player 14], with both discrete and continuous components.
Unlike most computational models which are developed on a particular algebra, the constraint net model is an abstraction. However, we have been able to prove that constraint nets can compute any partial recursive function, given a simple domain structure 31]. Traditional analog computation 24] ts this model as well. Since we de ne both time and domains as topological spaces, we can study various levels of abstraction via homomorphisms. We have studied time and domain abstraction and re nement, trace and transduction abstraction and equivalence, behavior speci cation, robustness and complexity within this framework 31].
Models for Hybrid Systems
Research on hybrid systems has been carried out for several years. In this section, we survey some typical models for hybrid systems from an historical point of view.
One branch of interest in hybrid system models originated from concurrency models and evolved to timed concurrency models. For example, Alur Some e ort has been made recently to develop models for hybrid systems by generalizing timed transition systems to phase transition systems 15, 21] in which computations consist of alternating phases of discrete transitions and continuous activities. A hybrid system speci cation using Z was described in 30]. A duration calculus based on continuous time was developed 10] in which integrators can be applied to predicates over a time interval. The use of weakest-precondition predicate transformers in the derivation of sequential, process-control software was discussed in 16] .
The constraint net model is more closely related to data ow-like models and languages, such as the operator net model, LUSTRE, SIGNAL and temporal automata. The operator net model 2], abstracted from Lucid 28], is de ned on continuous algebras using xpoint theory. The most attractive feature of this model is its independence of any particular algebra. Given a continuous algebra which speci es data types and basic operations, a sequence (continuous) algebra is obtained on which an operator net can be de ned. (This idea was used in the development of the constraint net model.) LUSTRE 6], a development based on Lucid, is a real-time programming language, in which sequences are interpreted as time steps. In addition, LUSTRE introduces clocks, so that any expression is evaluated at its clock's sampling rate. However, time structures in LUSTRE are discrete, rather than continuous. SIGNAL 4, 3] , similar to LUSTRE, is a real-time (reactive) programming language. As in LUS-TRE, clocks are introduced to trigger various components. Again, the semantics of SIGNAL is based on discrete time structures.
The temporal automaton model 13] is a step towards modeling causal functions in multiple time domains. The temporal automaton model provides explicit representation of process time, symmetric representation of a machine and its environment, and aggregation of individual machines to form a machine at a coarser level of granularity. Even though time can be continuous in this model, there remain untackled problems in modeling continuous change and event control.
A standard hybrid systems modeling language (SHSML) was proposed recently 26]. SHSML is based mostly upon the conceptual de nition of a hybrid system that underlies hybrid DSTOOL 9] and on the modeling and simulation environment provided by SIMNON 7] . A system modeled by SHSML consists of continuous (continuous time and domain, for example, di erential equations), discrete (discrete time and continuous domain, for example, di erence equations) and logic (discrete time and domain) components. SHSML can be considered as an architecture de nition language for software and hardware codesign. However, there is still no formal semantics for this language.
A topological structure for hybrid systems has been studied recently by Nerode and Kohn 20] . Continuity in hybrid systems can be represented via the introduction of small topologies. The topology of domains in the constraint net model has been in uenced by this development.
Conclusion and Related Work
We have developed a unitary model, constraint nets (CN), for hybrid dynamic systems. In order to make the model general, we have studied abstract time and domain structures, from which abstract dynamics structures are derived. The syntactic structure of the model is graphical and modular, while the semantics is denotational and composite.
In summary, the major contributions of CN are: (1) CN models asynchronous and synchronous components, as well as coordination among components with di erent time structures; (2) CN supports abstract data types and functions, as well as algebraic speci cations; (3) CN provides a programming semantics for the design and analysis of hybrid real-time embedded systems; (4) CN serves as a foundation for the speci cation and veri cation of hybrid systems.
While modeling focuses on the underlying structure of a system as well as the organization and coordination of its components, global behaviors of the system are not explicitly represented. We have developed a timed linear temporal logic and timed 8-automata 31] as speci cation languages 34]. Formal, semi-automatic and automatic veri cation methods for timed 8-automata are developed by integrating a generalized model checking technique for 8-automata with a generalized stability analysis for dynamic systems 34, 35, 31] .
A good design methodology can simplify the veri cation of a robotic system. Control synthesis and system veri cation can be coupled via requirement speci cations. We have explored a relation between constraint satisfaction and dynamic systems via constraint methods 32], and proposed a systematic approach to control synthesis from requirement speci cations 31].
The goal of this research is to provide theoretical underpinnings for robot engineering and the systematic development of real-time, hybrid, embedded control systems.
A Mathematical Preliminaries
In this appendix, we summarize the mathematical preliminaries required for this paper, based on 8, 29, 27, 11] . We start with general topologies, and then focus on two special kinds of topologies: partial order topologies and metric topologies. Some related concepts will also be stated.
A. A subset B of is said to be a basis for the topology i each member of is the union of members of B. A subset S of is said to be a subbasis for i the set B = fBjB is the intersection of nitely many members of Sg is a basis for .
Let hX i ; i i; i 2 I be a family of topological spaces, and let I X i be the product set. Let S = f I V i jV i = X i for all but one i 2 I and each V i is an open subset of X i g: A topology on I X i is the product topology i S is a subbasis of . h I X i ; i is called the product space of the spaces hX i ; i i. If X i = X with the same topology for all i 2 I, I X i is denoted by X I .
Let X 0 X; 0 = fWjW = X 0 \ U; U 2 g. It is easy to check that 0 is a topology on X 0 ; 0 is called the subspace topology on X 0 . hX 0 ; 0 i is called the subspace of hX; i.
Two topologies on a set can be compared in the following sense: 1 is a ner topology than 2 i 1 2 . The trivial topology is the coarsest and the discrete topology is the nest. In the next two sections, we will introduce two important types of topologies which are between these two extremes: partial order topologies and metric topologies. Partial order topologies are typical non-Hausdor topologies and metric topologies are typical Hausdor topologies.
A.2 Partial order topology
A binary relation on a set is called a partial order relation i it is re exive, transitive and antisymmetric. Let X be a set, X be a partial order relation on X, hX; X i is a partial order. X is a linear order i 8x 1 ; x 2 2 X, either x 1 X x 2 or x 2 X x 1 . For any partial order relation X , let X denote the inverse of X , and let < X (> X ) denote the strict relation of X ( X ). We will use X to denote partial order hX; X i if no ambiguity arises.
An element ? X 2 X is a least element i for all x 2 X, ? X X x. Least elements, if they exist, are unique.
A partial order X is at i there is a least element ? X and for any x; y 2 X, x X y implies that either x = y or x =? X .
An Proposition A.1 A at partial order is a cpo.
Let fX i g i2I be a set of partial orders. The product partial order relation on X = I X i is de ned as x X x 0 i x i X i x 0 i for all i 2 I. hX; X i is called the product partial order of fhX i ; X i ig i2I . Proposition A.2 The product partial order of cpo's is a cpo.
Let X be a partial order. The subpartial order relation on X 0 X is de ned as x 1 X 0 x 2 i x 1 X x 2 , and x 1 ; x 2 2 X 0 . hX 0 ; X 0 i is called the subpartial order of hX; X i. 
A.5 Vector space
A vector space is a set X for which are de ned the functions: + : X X ! X and : R X ! X and with an element 0 X 2 X satisfying the following conditions: x + y = y + x; (x + y) + z = x + (y + z); Proofs of Propositions 3.5 and 3.6: Proofs are similar to Proposition 3.2, 3.3.
Proof of Proposition 3.7: If T e is not semi-discrete, there is t 2 T e , pre(t) T e has no greatest element, i.e. for any t 0 < e t, there is t 00 ; t 0 < e t 00 < e t, which means there is in nitely many transitions between t 0 and t, then e(pre(t)) will not be de ned. Similarly, T e is well-de ned.
Proofs Proof of Proposition 4.6: For any unit delay A T (v 0 ) : A T ! A T , let D A T be directed and v be the least upper bound of D. Since T is semi-discrete, pre(t) has a greatest element, which will also be denoted by pre(t). Proof of Proposition 4.7: Since T is well-de ned, t ? has a greatest element when m(t) .
Proof 
