It is well known (cf., [1, pp. 267-266] and [7, Ch. 2]) that after the transformations mentioned above, the honzonta,lly-polazized shear waves (S1l-waves) may be separated from the compressional and vertically-polarized shear waves (P-SVwaves). In Section 2 we write each of these systems in the form where @ is a vector derived from the Fourier-Hankel transforms of components of u and~. In (1.6) A and 1? are matrices depending on the frequency U, the density p, the Lam6 parameters A and p, and the depth z. In Section 6 we show that acoustic waves in water a3so satisfy an equation of the form (1.6).
The equation (1.6) looks like an eigenvalue problem with eigenvalue k2. Seemingly, one needs only to prescribe boundary conditions as follows. The traction (r,,, r,=,~z@) vanishes at the free surface, z = O. If the problem has an interface between water and solid, then at that surface Uz and~== are continuous, and the shear stress components~rz and~zo vanish. The final boundary condition is that there are no incoming waves from infinite depth.
The system (1.6) is not in standard Sturm-Liouville form for an eigenvalue problem for two reasons. For one thing, the matrices A and B are nonsymmetric. More important, the matrix B has determinant zero. For the SW-system and the system for acoustic waves in water there are transformations taking (1.6) to Sturm-Liouville form, but no such transformation exists for the P-S V-system. The consequences of this situation were discussed by Chapman and Woodhouse [3] and Woodhouse [14] , and they are examined in more detail in Section 3. The most significant of these is that one must also solve the adjoint equation -i?z@T -@TA = k2U!TB.
(1.7)
Observe that the adjoint equation (1.7) involves the transposition operation T, but it does not involve complex conjugation.
The boundary cond~tions for (1.7) are chosen so as to obtain the following biorthogonality relation. Suppose that we have two eigenvalues k. and kc with kg # k;. Suppose also that @(n) is a solution of (1.6) with k = k. and that Nl(t) satisfies (1.7) with k = kc, each with appropriate boundary conditions. Then the biorthogonality relation is
The biort.hogonality is important in that it determines the form taken by the equation for the coefficients of the eigenfunction expansion.
Section 4 begins our discussion of computational considerations. We have chosen to use the simplest approximation of Preuss type [9] , in whkh the matrices A and 2? are replaced by piecewise-constant matrices. That is, we replace the medium by homogeneous layers. One may use a more accurate method, such as by using layers in which the P-wave speed is linear and the S-wave speed constamt [2]. The issuea we treat here extend immediately to such methods.
The approximation of the medium by homogeneous layers converts the eigenvalue problem (1.6) to one of finding the zeros of the determinant of a matrix.
Therefore in Section S we examine the question of computing such determinants in a numerically stable manner. Fhdly, Section 6 is devoted to the modifications introduced when one of the layers is a fluid.
SW-and P-S V-waves.
In this section we identify the vector @ and the matrices A and II corresponding to the eigenvalue problem (1.6) for horizontaUypolarized shear waves (SII-waves) and the system of compressional waves and vertically-polarized shear waves (P-SV-waves) in a linear, isotropic, horizontally-stratified elastic me&um. Our presentation follows that of Woodhouse [13) and Takeuchi and Saito [11] . 
The P-SV eigenvalue problem. Nowthat we have selected a vector @ for cylindrical P-SV-wave solutions of (1.3-1.5), we write the corresponding matrices A and B for the P-SV-system (1.6). We refer the reader to Woodhouse [13] , where it is shown that for P-SV-waves with @ as in (2.2-2.3) we have We are also interested in the boundary conditions for a solid-fluid interface, but we postpone a discussion until we treat fluid layers in Section 6. The boundary conditions are that *2 = Oat a fr~surface or at a solid-fluid interface and that there be no incoming waves from infinite depth.
It is clear that the matrix B in (2.11) is rank deficient, but in the case of (2.10-2.11) there exists a transformation of (1.6) to Sturm-Llovilie form. In fact, upon elimination of @2, we find that *1 satisfies the selfadjoint equation One way to view this situation is to say that for SH-waves the displacement may be expanded in terms of eigenfunctions, but the shear stress is a derived quantity to be obtained from the displacement by (2.9) and 'Iq= /Ji)z@~.
(2.13)
The only possible peculiarity we might mention about (2.12) is that there is no inherent reason why k2 must be positive. Thus, it is perfectly reasonable that k in (2.12) be pure imaginary. Such points in the spectrum represent waves which propagate vertically and (by (2.8)) decay radkdly. We shall find in Section 4 that we must also include the possibility y of P-S V-waves of this sort.
3. The adjoint P-SV problem. In this section we examine the adjoint equation (1.7) in the P-SV case. That is, the matrices A and B are given by (2.4-2.5).
We present the result of Chapman and Woodhouse [3] showing that the adjoint eigenfunction !2 may be written in terms of a permutation and scaling of the components of~. We then discuss the implications of this result for eigenfunction expansions.
The boundary conditions for (1.7) are chosen so as to ensure that for every solution @ of (1.6) with boundary condhions (2.6-2.7) the boundazy terms vanish in the formula for integration by parts, It remains to verify that * = Q* satisfies the boundary conditions (3.3-3.4). Because of (2.6), it is clear from (3.6) that the conditions (3.3) at z = Oare satisfied. We postpone until the next section a proof of the fact that for a homogeneous halfk.pace the outgoing condition at z = 00 for @ in (2.7) is carried over to W by (3.6). Once this is done, the theorem will be proved.
Remarks.
The reader may be familiar with applications in which the solution of the adjoint problem involves the complex conjugate of the eigenfunction. This does not happen in our case because the matrix A + k2B is not skew hermitian.
Note also that any nonzero constant multiple of Q@ is a solution of the adjoint problem (1.7) with boundary conditions (3.3-3.4). The normalization is a matter of convenience.
Orthogonality relations.
We assume that the boundazy-value problem (1.6) in the P-SV-case (2.4-2.7) has some discrete eigenvalues kc, counted by integer L Let 0(1) and T(f)T denote the correspondhg eigenfunctions. Remarks. The denominatorof (3.12) suggeststhe normalization(Q(l), 0(4)) = 1, but tim (3.10) it is not clear that (@(l),@(t!))is positive, or even that it is nonzero. In our computations we.have not seen any cases of (*(4),@(t)) <0, hoWever. Ifit shouldhappen that (@(l),~(l)) = Oforsome valueof 1, then an expansion (3.11) is impossible unless {~(t), fl) = O,and in that case c(t) is indeterminate.
Note that in our use of the 'innerproduct'in (3.12) the factor~(t) is an eigenfunction. Recall also that in our dhcussion of the eigenvalueproblemfor Sl!f-waves, we used the differential equation (2.13) to eliminate one component in order to obtain the equation for the other component (2. 12) in standard form. These considerations suggest that we might be able to a more reasonable 'inner product' by making analogous substitutions in (3.10). In fact, because the components f12 and f14 play no rble in the product Ml, it seems naturaJ to eliminate @2 and @A from (3.10). From (1.6) with A and J3 as in (2.4-2.5) we see that (3.13)
Hence, upon substituting (3.13) into (3.10), for eigenfunctions @(l) we obtain The first two terms in the integrand (3.14) look sensible in an inner product, but the last two do not. So, in the form (3.14) our 'inner product' is still very strange.
We are left with some uncomfortable facts regarding the eigenfunction expansion (3.11). Not only can we not guarantee that (@(t),@(t)) # O, but we also have no idea about the completeness of the expansion. Furthermore, because of the form of (3.14), if there is completeness for the expansion (3.11) 
(Z -20)} + c2vp(_) exp {-q3(z -~o)} + C'3VO(+) exp {-vO(zl -z)} + c4v~(+)
exp {-vp(zl -z)} .
(4.5)
We have chosen this representation because it malies the maximum values of the exponential be 1 when the eigenvalues are real. if~= LU. One must be very careful about the numerical linear algebra in this factorization, particularly when the mat~Al is nearly singular. We also do not want to destroy the block structure of (5.2) by doing Gaussian elimination with unrestricted row pivoting. We therefore use a Gaussian elimination algorithm with row pivoting within blocks.
The case of imaginary v. or VP. Note that when the Lad parameters are real and v= or VOis pure imaginary, it is still possible to use a representation equivalent to (4.5) with real functions. In fact, if v~is imaginary, the terms c2qj(-) @w {-W(Z -Z())} + c4vp(+)
We also mo&fy the Gaussian elimination so as to proceed alternately from the top and bottom of the matrix h4, choosing the row with the larger pivot. Thus, we do not need to rely on the migration of the nearzero pivot to the last row of the matrix. We have found this strategy to be essential when there are Stoneley waves, since it is our experience that a wave at an interface generally produces a very small pivot element in the block corresponding to that interface. Observe also, that to a fluid, namely, the vanishing of the shear components @(t)3 and 03. Thus, in computing 'inner products' we use (3.10) or (3.14) over elastic layers and integrate (6.21) over fluid layers.
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