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Svoboda posameznika v času umetne inteligence 
 
V diplomskem delu se posvečamo vprašanju svobode posameznika v času umetne inteligence. 
Z diskusijo o umetni inteligenci, množičnem nadzoru in pojavom velikega podatkovja 
odpiramo nove dimenzije zmožnosti in napredka umetne inteligence. Revolucija v tehnologiji 
postavlja temeljna vprašanja dostopa do podatkov, ki so osnovnega pomena za dvig kakovosti 
delovanja umetne inteligence, posledično pa se soočamo z grožnjo zasebnosti, ki ima ključen 
pomen pri aktualizaciji posameznikove svobode. V diplomskem delu natančneje preučimo 
različne tipe nadzora z umetno inteligenco in uporabo algoritmično podkrepljenega 
napovedovanja, ki je predvsem značilen za posamične družbene podsisteme, slednji pa močno 
oblikujejo posameznikove možnosti in priložnosti na različnih področjih njegovega življenja. 
Skozi kontekstualizacijo nadzorovanja preko umetne inteligence, ki večinoma poteka v 
domeni zasebnega sektorja ali preko novih konfiguracij med državo in zasebnim sektorjem, 
bomo preučili nove centre moči in na kakšen način umetna inteligenca spreminja oblast. 
Ključne besede: umetna inteligenca, veliko podatkovje, svoboda posameznika, nadzor, 
zasebnost. 
 
Freedom of the individual in the age of artificial intelligence 
 
In the thesis we focus on the issue of individual freedom in the time of artificial intelligence. 
By discussing artificial intelligence, surveillance, and the emergence of big data, we are 
opening up new dimensions of artificial intelligence capabilities and advances. The revolution 
in technology raises fundamental questions of access to data, which are essential to raise the 
quality of artificial intelligence. Consequently, we face the threat of privacy, which is crucial 
in the actualization of individual freedom. In this thesis we examine in detail the different 
types of surveillance with artificial intelligence and the use of algorithmically supported 
prediction, which is mainly characteristic of individual social subsystems, and the latter 
strongly shape the individual's opportunities in different areas of his life. Through the 
contextualization of surveillance through artificial intelligence, which mostly takes place in 
the domain of the private sector or through new configurations between the states and the 
private sectors, we will examine new centers of power and how artificial intelligence changes 
the authority over humanity. 
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Z razsvetljenstvom posameznik stopi v ospredje kot subjekt pravic in dolžnosti, posameznik, 
ki je vreden spoštovanja ne glede na njegovo članstvo v skupnosti, družbi, državi. Na tem 
konceptu posameznika danes temelji tudi sodobna družba, ki se imenuje liberalna. Večina 
sodobno – zahodnih družb še vedno temelji na tej miselnosti oziroma samodefiniciji. Danes 
pa realnost nakazuje drugače; ob vseprisotnosti vsakdanjega nadzora nad posamezniki, z 
razvojem naprednih tehnologij, umetne inteligence in pojavom velikega podatkovja se 
posamezniki resnično lahko začnemo spraševati ali ta samoopredelitev še sploh drži. Sodobni 
posameznik je pod pritiski imperativnega kapitalizma in domnevnimi nevarnostmi pred 
terorizmom, kriminaliteto in ostalih umetno napihnjenih groženj, kontinuirano in nenehno 
nadzorovan, njegovo območje svobode in avtonomije pa postaja čedalje bolj skrčeno. Redko 
kdaj pa se posameznik sploh zaveda, da je z uporabo pametnih stvari še bolj nadzorovan kot 
kadarkoli prej, posledično se malokdaj tudi uspe vprašati čemu se odreka s svojo participacijo 
proti takšnim praksam, na drugi strani pa je za to tudi pogostokrat prezaposlen. 
Umetna inteligenca postopoma, a vztrajno prodira na vsa področja našega vsakdanjega 
življenja, po navadi pa se niti ne zavedamo njene prisotnosti. Nedvomno je, da nam umetna 
inteligenca olajšuje življenje na marsikaterem področju, vendar na drugi strani pa njen 
bliskovit napredek prinaša tudi negativne posledice za posameznika. Predvsem z vidika 
posameznikove zasebnosti in dostopa do njegovih osebnih podatkov, ki so temeljnega 
pomena za dvig kvalitete in interoperabilnosti umetne inteligence. Globalne korporacije 
izkoriščajo splet za preučevanje in usmerjanje našega razmišljanja in vedenja, algoritmi 
umetne inteligence pa analizirajo navade potrošnikov in oblikujejo potrebe po novih 
produktih. Zdi se, da kapitalizem išče načine kako priti še do neosvojene meje – to je 
posameznikov um. Danes algoritmi umetne inteligence dobro vedo kaj počnemo, kaj mislimo 
in kako se počutimo. Pogosto so priporočila, ki nam jih algoritmi ponujajo tako primerna, da 
se odločitve, ki iz njih izhajajo, posamezniku zdijo kot, da so te odločitve njegove, čeprav le-
te niso. Pravzaprav smo na takšen način daljinsko nadzorovani še bolj uspešno. Bolj kot je o 





Cilj pričujočega diplomskega dela je raziskati ali sta razvoj velikega podatkovja in umetne 
inteligence prispevala še bolj k učinkovitejšemu nadzoru nad posameznikom, tako s strani 
države in korporacij ter posledično kakšen vpliv imajo te tehnologije na posameznikovo 




2 POMEN SVOBODE V DEMOKRATIČNO – KAPITALISTIČNI DRUŽBI 
 
Posameznikova svoboda se najbolj jasno odraža v specifičnem načinu njegovega delovanja, 
saj za razliko od ostalih živih bitij deluje po svoji volji. Vendar je posameznikova svoboda 
delovanja v različnih časovnih obdobij bila odvisna od naravne in družbene danosti, ki so 
ovirale in preprečevale posameznikovo uveljavljanje svobode (Juhant, 2002, str. 35). 
Demokracija kot oblika ureditve in vodenja države, z vidika vladanja in upravljanja je tesno 
povezana s svobodo posameznika in s svobodno družbo. Kot navaja Jambrek (2002) to 
vzajemnost izraža tudi pojem ustavne ureditve svobodne demokratične družbe. Svoboden je 
tisti subjekt, ki sam odloča o lastnem mišljenju in delovanju na podlagi pravice do avtonomije 
in samoodločbe. Jambrek (2002) prav tako navaja, da je izhodišče ''konkretne žive in dejavne 
ustavne ureditve'' posameznikova svoboda in dostojanstvo.  
Križaj (1989, str. 297) pravi, da je pri etičnem vidiku svobode bistveno, da je posamezniku 
dana možnost izbiranja in odločanja. ''Vsak posameznik se opredeljuje in odloča v skladu s 
svojimi moralnimi vrednotami in normami'' (prav tam, str. 297). Koliko so posameznikove 
odločitve resnično svobodne in koliko so kot take predmet moralne sodbe je težko zanesljivo 
presoditi. Občutek, da je človek pri svojem odločanju svoboden ni nujno dokaz njegove 
dejanske svobode misli in odločitve. S postavljanjem tega vprašanja začnemo posegati tudi na 
področje filozofskega in psihološkega vidika svobode. Pojmovanje moderne svobode se zelo 
približa pojmovanju svobode v obdobju renesanse, kjer se je svobodo dojemalo kot neoviran 
razvoj človeške osebnosti. Do takšnega pojmovanja svobode se je opredelil tudi teoretik Karl 
Marx z rekom ''Svoboden razvoj vsakega posameznika kot pogoj za svobodo vseh'' (Križaj, 
1989, str. 298). 
Posameznik svobodo doživlja kot osebni doživljaj prostosti, njegovo avtonomijo in 
neoviranost. Ta potreba, ki je temeljna človekova potreba je skozi zgodovino bila odvisna 
predvsem od konkretnih družbenih in kulturnih pogojev (Križaj, 1989, str. 297). V procesu 
oblikovanja posameznikove svobode, pa le-ta ni zgolj produkt zgodovine, temveč tudi njen 
(so) ustvarjalec. Tukaj predvsem mislimo na posameznikov družbeni značaj, ki se je glede na 
različna obdobja spreminjal. Le-ta je bil bistveno drugačen v dobi renesanse, kot je v današnji 
poindustrijski družbi. Kot je ugotavljal že Fromm (1964, str. 38, v Križaj, 1989, str. 297): 
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''Človekova narava ni biološko določena in urejena zbirka nagonov, niti ni življenjska senca 
kulturnih opravil, katerim se z lahkoto prilagaja, temveč je proizvod človekove evolucije, ki 
vsebuje tudi določene, njemu lastne mehanizme in zahteve. Posameznik je po takšnem 
pojmovanju ujetnik zgodovine in družbe, v kateri živi, vendar hkrati ima kot ustvarjalno bitje 
večje ali manjše možnosti, da to družbo spreminja v skladu s svojimi potrebami.
1
'' 
Posameznikova svoboda je odvisna od stopnje njegove določenosti kot generičnega bitja in od 
določenosti družbenih odnosov v katere je vključen. Pri preveliki določenosti posameznika in 
družbenega okolja ni pravih pogojev za človekovo svobodo – človek največkrat tudi ne čuti 
potrebo po njej. Nasprotno pa visoka stopnja nedoločenosti vedno znova potrjuje človekovo 
potrebo po svobodni presoji, odločitvi, izbiri in opredelitvi (Križaj, 1989, str. 299). 
V nedemokratičnih družbah prevladujejo deterministične ideje o posameznikovi svobodi, kjer 
se svobodo dojema kot nujnost doslednega spoštovanja političnih, naravnih, družbenih, 
verskih in ostalih veljavnih zakonitosti. S takšnim verovanjem v dovršeno determiniranost 
posameznika in družbe vodi v usojenost in neprisotnost vsake posameznikove svobode ter 
ustvarjalne dejavnosti. Indeterministične ideje so v njihovem skrajnem razumevanju 
nerealistične in neuresničljive, saj v svoji absolutizaciji posameznikove svobode zanikajo 
obstoj družbenih, psiholoških, bioloških in drugih dejavnikov, ki omejujejo njegovo svobodo. 
Takšno razumevanje ne priznava obstoj nujnosti, objektivnih zakonitosti in vzročnosti. V 
demokratičnih družbah se predvsem izpostavlja dialektično razmerje med določenostjo in 
nedoločenostjo subjekta. Bolj kot je družba demokratična, tem manj pomembnosti pripisuje 
določenosti posameznika in vplivu določenosti naravnih in družbenih pogojev. Pogoj za 
uresničevanje prevlade avtonomnih nad heterogenimi procesi pa je mogoče zgolj v 
demokratičnih družbah, kjer se svoboda celotne družbe ocenjuje na podlagi svobode 
posameznikov, ki to družbo tvorijo. Uresničiti in uveljaviti jo je mogoče samo v tisti družbi v 
kateri višji družbeni cilji nimajo prednosti pred interesi in potrebami tistih, ki to družbo 
tvorijo. Zgolj v takšnih okoliščinah postane posameznik gospodar svoje lastne usode, ki jo 
glede na svoje potrebe oblikuje, in v okviru danosti, ki jih namenoma in zavestno upošteva 
(Križaj, 1989, str. 299-301). 
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 Fromm, E. (1694). Bekstvo od slobode. Beograd: Nolit. 
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Svoboda posameznika je v večji meri odvisna tudi od razmerja med državo in družbo. Bolj 
kot država posega v delovanje družbe, predvsem pa v tista področja, ki niso odločilna za 
obstoj države, tem manj je verjetna uveljavitev osebnih svoboščin, kot tudi zasebnosti (Križaj, 
1989, str. 289) 
Rawls (1992, str. 161-162) je domneval, da je svobodo mogoče razložiti s sklicevanjem na tri 
izhodišča:  
- agente, ki so svobodni; 
- na ovire ali omejitve, ki jim agenti niso zavezani; 
- kaj je tisto, kar svobodno storijo ali ne storijo. 
Popolna pojasnitev svobode ponudi ustrezno informacijo o teh treh stvareh. Splošni opis 
svobode ima torej naslednjo obliko: ta ali ona oseba (osebe) je nezavezana (ali zavezana) tej 
ali oni omejitvi (ali množici omejitev), da stori (ali ne stori) tako in tako.  
 
2.1 O dveh konceptih svobode 
Za natančnejše razumevanje koncepta svobode v liberalni demokraciji se moramo ozreti k 
Berlinovi konceptualizaciji svobode. Berlin v svojem eseju Dva koncepta svobode na 
sistematičen način prikaže razlike med svobodnim in negativnim konceptom svobode. Berlin 
(1992) razmeji sledeča koncepta tako, da si na samem začetku eseja postavi dve vprašanji, in 
sicer negativni koncept svobode spoznamo v odgovoru na vprašanje ''Katero je tisto območje, 
znotraj katerega subjektu – osebi ali skupini oseb – je ali bi moralo biti prepuščeno, da počne 
ali je, kar je zmožen početi ali biti, brez vmešavanja drugih oseb?'' Na drugi strani, pozitivni 
koncept svobode spoznamo v odgovoru na vprašanje: ''Kdo ali kaj je izvir nadzora ali 
vmešavanja, ki lahko nekomu določi, da počne ali da je raje to kot ono?'' (Berlin, 1992, str. 
69). Berlin si interpretira oba pojma svobode, kot izmikanje nekomu ali nečemu, tj. instanci, 
ki posega v posameznikovo območje oziroma avtonomijo in, ki nad njim skuša vzpostaviti 





2.1.1 Negativni koncept svobode  
Negativna konceptualizacija svobode utemeljuje, da je posameznik svoboden toliko, kolikor 
nobena oseba ali ustanova ne ovira dejavnosti tega posameznika. V tem smislu je politična 
svoboda območje, v katerem lahko posameznik deluje, ne da bi ga drugi ovirali pri tem. Če 
drugi posamezniku preprečujejo početi tisto, kar bi sicer počel, se posameznika smatra za 
nesvobodnega. Kadar to območje ljudje skrčijo preko določenega minimuma, je posameznika 
mogoče šteti za prisiljenega ali celo zasužnjenega. V tem pomenu besede, prisila pomeni 
namerno vmešavanje drugih človeških bitji v območje, v katerem bi posameznik sicer lahko 
deloval (Berlin, 1992, str. 69-77). Merilo zatiranja je vloga, ki jo po Berlinovem mnenju 
igrajo človeška bitja z namenom oviranja posameznikovih ciljev, bodisi direktno ali 
indirektno, namerno ali nenamerno. Če izpeljemo Berlinovo misel: ''Pod biti svoboden v tem 
smislu razumem to, da se drugi ne vtikajo vame. Širše kot je območje nevmešavanja, širša je 
moja svoboda'' (prav tam, str. 70). Takšno pojmovanje svobode, so mislili klasični angleški 
politični filozofi
2
, ki pa se niso zedinili kako široko bi bilo to področje. Le-ti so 
predpostavljali, da to področje ne sme biti neomejeno, saj bi to vodilo v stanje, ko bi ljudje 
lahko prosto posegali v stvari drugih ljudi, posledično pa bi to vodilo v družbeni kaos v 
katerem osnovne posameznikove potrebe ne bi bile izpolnjene ali kot je dejal Berlin 
''svoboščine šibkih bi zatrli močni'' (prav tam, str. 71). Bili so mnenja, da človekove 
dejavnosti in postopki niso v harmonizaciji, hkrati pa so zelo visoko vrednotili srečo, enakost, 
pravičnost in varnost posameznika. Za spoštovanje teh vrednot, so bili pripravljeni zmanjšati 
svobodo in doumeli, da je potrebno zakonsko omejiti širše območje posameznikovih 
dejavnosti, saj brez te zakonske omejitve bi bilo težko kreirati takšno družbo, ki bi bila 
zaželena. Nekateri klasični liberalci kot so Locke, Mill in Tocqueville zagovarjajo, da mora 
biti jasno opredeljeno in zagotovljeno minimalno območje posameznikove svobode v katero 
noben ne sme poseči, v nasprotnem posameznik ne more uresničevati svojih naravnih 
zmožnosti in tistih ciljev, ki jih ljudje mislimo za dobre in pravične. V tem kontekstu je 
potrebno narediti jasno ločnico med območjem zasebnega življenja in območjem oblasti, 
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 Pravičnost trdi, da so vsi posamezniki upravičeni do minimuma svobode, zato je nujno potrebno vsem drugim 
posameznikom preprečiti, tudi z silo, da bi to svobodo zaščitili. Lassalle je opisal, da je celotna funkcija zakona 




vendar ravno v tej ločnici nastane konflikt, ker ljudje v večji meri živimo v soodvisnosti en od 
drugega, vsaka posameznikova dejavnost pa ne more vedno biti zasebna saj v večjem obsegu 
velja pravilo ''svoboda nekaterih je odvisna od omejitev drugih''
3
. Politični aktivist in teoretik 
Benjamin Constant, ki je bil velik zagovornik svobode in zasebnosti posameznika, je bil 
močnega prepričanja, da pred samovoljnim poseganjem mora biti zaščitena vsaj svoboda vere, 
mišljenja, govora in lastnine. Koncepcija negativne svobode v tem smislu pomeni svobodo 
od; odsotnost vmešavanja onkraj premakljive, a vselej razpoznavne meje. ''Edina svoboda, ki 
si zasluži to ime je svoboda iskanja svoje lastne koristi na svoj lastni način'' (prav tam, str. 
74). Naloga države in zakona je preprečevanje vdiranja v območje minimalne posameznikove 
svobode
4
. Groziti posamezniku z preganjanjem, če se v življenju ne pokori, je bistvo 
Berlinove negativne konceptualizacije svobode. Takšno svobodo so si zamislili liberalci v 
sodobnem svetu. ''Vsak zagovor državljanskih svoboščin in pravic posameznika, vsak protest 
proti izkoriščanju in ponižanju, proti zlorabi javne oblasti, množični hipnozi običajev ali 
organizirane propagande, izvira iz te individualistične, sicer močno zavračane koncepcije 
človeka'' (prav tam, str. 74).  
Drugi aspekt konceptualizacije negativne svobode je še nekoliko pomembnejši v 
razumevanju, da svoboda ni nespojljiva z nekaterimi vrstami aristokracije ali z odsotnostjo 
samoupravljanja. V tem konceptu se svoboda predvsem nanaša na območje nadzora in ne na 
njen izvor. Tako kot demokracija posamezniku de facto odvzame ogromno svoboščin, ki bi 
jih morebiti v neki drugi družbeni obliki - liberalno misleč despot dopustil svojemu 
podložniku veliko mero osebne svobode. Despot, ki podložnikom dovoljuje širše območje 
svobode, je lahko nepravičen in pripomore k neenakosti, ne poskrbi za red, varnost in znanje, 
vendar jo omejuje manj kot drugi režimi. V tej konceptualizaciji svoboda posameznika in 
demokracija nimata nujne povezave. Z odgovorom na vprašanje: ''Kdo mi vlada?'' in ''Koliko 
se oblast vtika vame?'' dobimo logično nasprotje. V srži tega nasprotja dobimo ključno razliko 
med negativno in pozitivno konceptualizacijo svobode.  
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 Thomas Hobbes je trdil, da je svoboden posameznik tisti, ki ni oviran storiti tisto kar želi.  
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2.1.2 Pozitivni koncept svobode 
Pozitivni koncept svobode izhaja iz vprašanja: ''Kdo mi vlada?'' ali ''Kdo lahko zapoveduje, 
kaj moram biti in kaj ne, kaj morem in česar ne smem početi?''. Berlin pozitivno koncepcijo 
svobode definira kot izraz posameznikove želje, da bi bil sam svoj gospodar, ter da bi bile 
njegove odločitve odvisne zgolj in samo od njega samega, z odsotnostjo kakršnihkoli zunanjih 
sil. Posamezniku je cilj biti inštrument svojih lastnih dejanj in volje, ne pa inštrument dejanj 
volje drugih ljudi. Želi biti subjekt in ne objekt; posameznik strmi k temu, da ga ženejo zgolj 
njegovi lastni razlogi in zavestni cilji, ne pa vzroki ki na slehernega delujejo od zunaj (Berlin 
1992, str. 77). Posameznik se zaveda samega sebe kot dejavnega in mislečega bitja, ki je 
odgovoren za svoje izbire in jih posledično lahko tudi pojasni, sklicujoč se na lastne ideje in 
cilje. Berlin želi s tem konceptom pozitivne svobode izpostaviti, da se posameznik počuti 
toliko svobodnega, kolikor verjame, da je to res in toliko zasužnjenega, kolikor je primoran 
ugotoviti, da to ni res (Berlin, 1992, str. 78). 
  
2.2 F. A. Hayek in koncept negativne svobode 
Odnos med ustavo in družbo razumemo prav tako, kot odnos med ustavo v ozkem pomenu in 
političnim sistemom. Ustava narekuje zakone, ki urejajo skupno življenje. Vprašanje, ki se na 
tem mestu pojavlja je, kakšne lastnosti mora imeti ta socialna institucija, če naj si zasluži 
pridevnik liberalna, oziroma, bolje rečeno, da lahko rečemo, da spoštuje svobodo 
posameznikov? Svoboda ni nič drugega kot odsotnost omejitve, toda sam pojem omejitve ni 
razločnejši od svobode in zahteva posamično opredelitev. Aron v svojem prispevku liberalna 
definicija svobode, v kateri predvsem sloni na kritiki avtoritete modernega liberalizma 
Friedricha A. Hayeka, poda sledeči definiciji: ''Omejitev obstaja, kadar so dejanja 
posameznika podvržena volji in nameri drugega'' in ''Omejitev vsebuje grožnjo s škodo, s 
čimer naj bi dosegli določeno ravnanje'' (Aron, 1992, str. 108). S slednjima definicijama Aron 
prikaže na kakšen način je Hayek razumel svobodo. Hayek se navezuje na ''dolgo in slavno 
tradicijo, ki zamenjuje svobodo z upoštevanjem zakonov in se trudi čimbolj zmanjšati pomen 
vpliva, ki ga določeni ljudje izvajajo na druge'' (Aron, 1992, str. 112). Tisti, ki se omejitvi 
pokori, izgubi sposobnost uporabe svojega razuma in ne izbira več lastnih sredstev in ciljev. 
Takšen posameznik postane orodje tistega, katerega volji je podrejen. Neoliberalci 
zagovarjajo pomen negativne svobode kot idealni pogoj za demokratično družbo, ker ravno ta 
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koncepcija svobode predstavlja razliko, ki separira libertarno - demokratično ureditev od 
preostalih tipov vladavine. Hayek se izrazi kot predstavniška figura liberalne misli, saj s svojo 
mislijo neomajno temelji na koncepciji negativne svobode.  Besedo svoboda vedno uporablja 
v ednini, ne govori o svoboščinah, ampak o pravicah – gre za naštevanje tistega, kar običajno 
vsebuje zasebna sfera, ki pripada vsakemu posamezniku. V nadaljevanju bomo izpostavili 
nekatere začetne definicije, ki sprožijo nekatera temeljna vprašanja, s katerimi se predvsem 
ukvarja filozofija svobode (Aron, 1992, str. 109): 
1. Ali je možno od zunaj začrtati področje omejitve in strogo razločevati med 
omejevalnimi in neomejevalnimi vplivi, ki jih ljudje izvajajo eden na drugega? 
2. Ali je ob tem razločevanju možno vztrajati pri radikalni delitvi na svobodo kot 
privatno odločevalno sfero in med drugimi pomeni svobode? 
3. Ali je pojmovanje svobode kot odsotnost omejitve legitimen kriterij za določanje 
dobre oziroma svobodne družbe? 
 
Posameznika ne moremo definirati kot svobodnega, če sam ne izbere svojega cilja, svojega 
načrta in svojih sredstev, na drugi strani pa ga ne moremo definirati niti kot omejenega ali 
zatiranega, če odobri in prizna potrebnost ali legitimnost zapovedi, ki ji je podložen. Hayek je 
želel opredeliti svobodo kot odsotnost omejitve, omejitev pa kot objektivno razpoznaven 
položaj. Bil je prepričanja, da v svobodni družbi ljudje ne vladajo ljudem, ampak so zakoni 
tisti, ki enako vladajo vodečim in vodenim
5
. S tega aspekta je oblast potrebna zgolj za 
uresničevanje abstraktnih pravil, ki varujejo posameznika pred poseganjem drugih v področje 
posameznikove svobode. Cilj svobodne družbe zatorej mora biti največja možna omejitev 
vladanja ljudi ljudem in razširitev vladavine zakonov nad ljudmi. Slednje je osnovni imperativ 
liberalizma, ki ga je zasnoval F. A. Hayek, vendar mu na tej točki Aron zameri neupoštevanje 
dejstva, da so splošna pravila lahko zatiralske narave in, da v končni fazi o resnični stopnji 
svobode v dani družbi odloča odnos med legitimnimi pričakovanji posameznika na eni strani 
in vsebino prepovedi in obveznosti na drugi strani. Med drugim, je Hayek nedvomno 
                                                 
5
 Če vladati pomeni za ljudi ubogati voljo drugega, potem za tako vladanje v svobodni družbi ni prostora. 
Koncept zakonske svobode (freedom under the law) temelji na predpostavki, da spoštovanje zakonov oziroma 
splošnih pravil, ki ne izvzemajo nobenega posameznika, izključuje podrejenost volji drugega posameznika. V 
tem smislu je posameznik svoboden. 
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zagovornik individualizma in trdi, da si svobodo lahko obeta zgolj tisti posameznik, ki je 
zmožen odgovornosti za svoja dejanja in, ki je zmožen delovati razumno.  
 
2.3 Izhodiščna nesvoboda v razmerju do zasebnih korporacij 
Z vsakodnevnim vstopom v sodobne kapitalistično koncipirane gnane službe, ki temeljijo na 
kapitalističnih načelih - na pritiskih po stalni rastoči učinkovitosti in produktivnosti, se v 
takšnem okolju, posameznikova svobodnost izkaže kot breme: ''predvsem breme za 
delodajalca in za naš karierni razvoj v takšni organizaciji in družbi'' (Peršak, 2005, str. 239).  
Danes se sodobno fleksibilnost razume predvsem kot sposobnost prilagajanja in sprejemanja 
novih nalog, kljub temu, ali so te zadolžitve smiselne in moralno (ne)oporečne. ''Fleksibilnost, 
kot jo večinoma tolmači, pomeni narediti nalogo hitro, hitreje in se tako prilagajati 
eksponencialno rastočemu tržnemu sistemu, pomeni sposobnost ukrivljanja hrbtenice, pomeni 
nikoli reči ne, le do kdaj. Takšen politično-ekonomski sistem je strukturno gledano najboljši 
nadzorovalec zaposlenega'' (prav tam, str. 239). Pred bojaznijo izpada dohodka, izgube 
samospoštovanja, soočanja s težavo preživetja družine in izgube vrednosti v očeh družbe, je 
posameznik oziroma delavec pripravljen storiti in sprejeti tako rekoč vse. Posebej, če se ta 
nahaja na hierarhično nižji lestvici delovnih mest. Da bi bilo delo učinkovito in čim hitreje 
opravljeno tj., da se delovni čas ne porablja za opravljanje nalog, ki ne prinašajo dobička 
lastniku in so posledično takšne dejavnosti nezaželene, pa ''poznamo tudi vrsto prefinjenih 
nadzorovalnih in disciplinirajočih mehanizmov, ki delavca zlepa ali zgrda usmerijo zopet na 
pravo pot'' (Peršak, 2005, str. 240). 
Produkcija v sodobno kapitalističnih podjetjih se konstantno podreja vsakršnim spremembam 
in potrebam kapitalističnega trga, posledično se tudi pri zaposlenih iščejo drugačne ali nove 
sposobnosti oziroma veščine. Sennett (2008, str. 25) meni, da se sodobni delavec mora nujno 
znati spopasti z sledečimi izzivi: mora biti zmožen opravljati kratkotrajne naloge in se 
prilagajati razmeram, posedovati mora sposobnost konstantnega učenja in ko je potrebno, se 
mora nemudoma prilagoditi ter brez obžalovanja odmisliti vse okove, ki so ga vezale v 
preteklosti. Kot pravi Močnik (2006, str. 131) ''za uspešno delo niso več pomembne zgolj 
telesne in mehanične spretnosti, vzdržljivost ipd., zdaj so pomembni ekipni duh, privrženost 
skupini, enoti, korporaciji, čustvena kompetenca, tovarištvo, nekonfliktnost in podobne 
individualne psihične lastnosti''. 
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V fordizmu je bilo značilno, da si je kapital podrejal telesa, lastnost postfordizma pa je 
podrejanje posameznikove duhovne plati – duše, čustev in inteligence. Ni več dovolj, da 







Kovačič (2006, str. 11) pravi, da je zasebnost za posameznika pomembna predvsem z vidika 
varovanja njegove svobode. V splošnem, za tradicionalnega nasprotnika zasebnosti pretežno 
velja država, vendar se svoboda ne nanaša zgolj na posameznika do politične oblasti, temveč 
tudi do družbe. Zato je danes bolje rečeno, primarni akter, ki ogroža zasebnost posameznikov, 
družba, država pa je nosilec ambivalentne vloge, saj na eni strani posega v zasebnost 
posameznikov, na drugi strani pa posameznika ščiti pred vplivi družbe. Vloga družbe pri 
omejevanju posameznikove zasebnosti postane izrazita zlasti ''po zgodovinskem pregledu 
odnosa med zasebno in javno sfero ter pri analizi sodobnega nadzorovanja, ki kaže, kako se je 
izoblikovalo tisto, čemur danes pravimo družba nadzora'' (prav tam, str. 11). Zasebnost kot 
pravica se dejansko izrazito veže na zahodni kapitalizem in na nastanek individualizma ter 
človekovih pravic. V moderni družbi zasebnost čedalje bolj postaja tržno blago, s katerim je 
možno trgovati in ne več pravica, ki jo je potrebno zavarovati. Univerzalne definicije tako 
pravice do zasebnosti, kot tudi zasebnosti ni. Kovačič pravi, da je vzrok v temu, da je 
zasebnost relativna, kontekstualna in subjektivna. Vsak posameznik ima drugačna 
pričakovanja kar zadeva zasebnosti in tudi ta se spreminjajo glede na družbeni kontekst. 
Težava pri definiciji zasebnosti je tudi v tem, da zasebnost ščiti svobodo posameznika, kot je 
ugotavljal Gutwirth (2002, str. 3) individualna svoboda ne more biti ne napovedana, ne 
pogojena, saj ima za vsakogar drugačen pomen. 
 
3.1 Pomen zasebne sfere za posameznikovo svobodo 
Zasebnost je zatorej bistvena, ker ščiti svobodo posameznika. ''Posamezniku omogoča 
svobodno odločanje, odločanje brez vmešavanja in prisile drugih, pri čemer je treba poudariti, 
da prisila ni nujno samo neposredna, fizična ali vidna, temveč gre lahko tudi za manipulacijo 
in pritiske normalizacije'' (Kovačič, 2006, str. 12). Zgodovinsko gledano je zasebna sfera iz 
sfere življenjske nujnosti prešla na polje svobode. Zasebnost s tem postane vrednota in je 
predpogoj posameznikove svobode in emancipacije. Posameznik s tem zaščiti sebe od 
vplivov, ki prihajajo od zunaj, ravno tako pa ga to območje zaščiti pred tem, da svetu ne 
postane viden. Iz tega dejstva lahko sklenemo, da je zasebnost ločnica med posameznikom in 
19 
 
drugimi, naloga te meje je filtriranje pretoka informacij z obeh strani. Zasebna sfera je 
pomembna z aspekta, da nudi zavetje in zaščito pred družbo in državo. Posameznik se lahko 
samo v tej sferi razvije v svobodno in avtonomno človeško bitje, saj vdor v zasebnost lahko 
spodkoplje posameznikovo avtonomijo, individualnost, njegovo dostojanstvo in neodvisnost. 
Lahko zaključimo, da je zasebnost pomemben dejavnik, ki omogoča posameznikovo svobodo. 
Ali kot pravi Sykes: ''Nekateri pravijo, da je zasebnost bistvena za biti človek, vendar je v 
resnici povsem mogoče biti človek brez zasebnosti. Bolj točno je reči, da je zasebnost nujna 






Po besedah Benigerja (1986, str. 7, v Kovačič, 2006, str. 22),  ki nadzor definira kot 'usmerjen 
vpliv na zastavljeni cilj'
6
, obdelovanje informacij pa kot bistvo vseh k cilju usmerjenih 
dejavnosti. Kovačič pravi, da je vloga nadzora v sodobni družbi ambivalentna - na eni strani 
je namenjena upravljanju posameznikov, na drugi strani pa je pomembna z vidika 
omogočanja življenja v družbi, vendar je pomembno razlikovati med nadzorom nad stvarmi in 
nadzorom nad ljudmi, kjer se dotikamo vprašanja prisile in drugih oblik usmerjanja delovanja 
posameznikov. Kljub temu, da nadzor poteka dvosmerno, torej da oblast in družba nadzor 
izvajata proti posameznikom, istočasno posameznik lahko nadzor uporabi proti oblasti, ''pa 
sodobna tehnologija omogoča nadzorovanje predvsem v eno smer, torej bolj nadzorovanje 
posameznikov kot nadzorovanje oblasti'' (Kovačič, 2006, str. 22). Četudi je nadzor 
navsezadnje običajno razumljen kot nekaj negativnega in kot nekaj kar prisiljuje, pa je 
nasprotno v sodobni družbi, dobilo prijazen – hinavski obraz. Nadzorovanje je postalo skrito, 
a vendarle povsod prisotno, postalo je prijazno in prostovoljno (prav tam). 
V splošnem, poznamo dve obliki nadzorovanja: formalno (državno) in neformalno 
(nedržavno), vendar se danes med slednjima vedno bolj briše meja, saj se v sodobni družbi 
čedalje bolj pojavljajo nove oblike nadzora, ki jih ne moremo umestiti v nobeno kategorijo 
(Drev 2010, str. 13).  
Formalni nadzor ''je vsako usmerjeno, sistematično in rutinsko pridobivanje informacij o 
posamezniku z namenom vplivanja na posameznika in usmerjanja njegovega ravnanja v 
skladu s pričakovanji izvajalca nadzora, obenem le-to temelji na specifičnih protokolih in 
tehnikah'' (Razpet, 2016, str. 12). Tovrstni nadzor se uveljavlja na podlagi prava, usmerjen pa 
je v regulacijo deviantnega obnašanja na podlagi formalnih sankcij, kot so globe in zapor, ki 
jih izvaja država. Poleg tega je formalni nadzor mogoče razčleniti še na državni in 
institucionalizirani nedržavni nadzor. Država preko svojih institucij policije, tožilstva, sodišč, 
zaporov, bolnišnic, šol in centrov za socialno delo vzdržuje in utrjuje obstoječi pravni red. 
''Institucionalizirani nedržavni nadzor izvajajo institucije, ki so del privatnega sektorja 
                                                 
6
 Beniger, R. J. (1986). The Control Revolution. Cambridge: Harvard University Press. 
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nevladne organizacije, družbe za zasebno varovanje, detektivske agencije, redarstva, čedalje 
pogosteje pa tudi podjetja, ki se ukvarjajo z zbiranjem in prodajo podatkov posameznikov'' 
(Drev, 2010, str. 14). 
Kot je ugotavljal Pečar (1991, str. 14) neformalni nadzor poteka brez vpletanja države in ni 
neposredno utemeljen v pozitivnem pravnem redu. Izvršuje se znotraj primarnih in 
sekundarnih družbenih skupin: v družini, med prijatelji, sorodniki, znanci, sodelavci. ''Tak 
nadzor temelji na sistemu vrednot, kulturnih norm, morale in običajev, ki jih posamezniki v 
procesu vzgoje ponotranjijo. Izvaja se s pomočjo nagrajevanja in kaznovanja. Med nagrade 
običajno sodi odobravanje ali hvaljenje nekega vedenja, med kazni pa neodobravanje, 
posmeh, kritika, grožnje, diskriminacija, včasih celo izključitev iz skupine'' (Drev, 2010, str. 
14). 
 
4.1 Sodobna nadzorovalna tehnologija kot nova vidnost posameznika 
Michael Foucault v svojem delu Nadzorovanje in kaznovanje: nastanek zapora (1984),  
utemeljuje organizacijo oblasti v sodobni družbi in spremenjen odnos med vidnostjo in 
oblastjo. ''Z moderno posameznik ni več objekt vidne kaznovalne oblasti, kot je to bilo 
običajno v nekdanjih starih družbah spektakla, kjer je oblast javno razkazovala svojo moč z 
javnim kaznovanjem, temveč nasprotno, posameznik postane objekt nevidne, skrite oblasti 
discipline'' (Trampuž, 2002, str. 351). Formirala se je nova metoda za izvajanje kaznovalne 
oblasti: ''Kaznovala naj ne bi nič manj, pač pa naj bi kaznovala bolje. Nemara naj bi 
kaznovala manj strogo, zato pa naj bi kaznovala bolj univerzalno'' (Foucault 1984, str. 83). 
Benthamov panoptični model, ki je ponazarjal model discipliniranja in, ki se ga je prvotno 
osmišljalo le v zaporih, je ustrezal novemu tipu suverenosti, ki pa ni več temeljil na 
razkazovanju oblasti, marveč na oblasti, ki posameznika konstantno nadzoruje in gleda. 
Foucault je trdil, da je panoptični model mogoče uporabljati tudi zunaj zapora in deluje po 
principu, da se posameznika čim bolje in učinkovitejše izpostavi pogledu in ne izvrženju ter 
predvsem, da ta nadzor ni zgolj skoncentriran na enega posameznika, ampak se vidnost širi na 
celoten družbeni prostor, torej tudi na nenevarne, družbeno koristne in poslušne državljane. 
Ta družbeni prostor pa naj bi bil čimbolj pregleden in dostopen kontroli. Kot je že ugotavljal 
Foucault (1984, str. 203) ''Panoptikon deluje kot nekakšen laboratorij oblasti. Z opazovalnimi 
mehanizmi se povečata njegova učinkovitost in zmožnost za prodiranje v obnašanje ljudi; ob 
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vseh prodorih oblasti se poveča vednost in na vseh površinah, na katerih se ta oblast izvršuje, 
odkriva objekte, ki jih je treba spoznati''.  
Salecl (1991) meni, da so danes predvsem prisotne nove dimenzije nadzorovanja – nove 
metode množičnega zbiranja podatkov, medicinski eksperimenti ipd., ki nadgrajujejo 
mehanizme disciplinske oblasti. Staples (1997, str. 11, v Trampuž, 2002, str. 352) definira: 
''Sodobne disciplinarne prakse imajo štiri ključne značilnosti: so izrazito tehnološko 
usmerjene, sistematične, metodične, avtomatske, uporabljene anonimno in običajno oblikujejo 
stalno bazo podatkov. Telo obravnavajo kot objekt, ki ga je mogoče podvreči opazovanju, 
ocenjevanju in manipulaciji. Pogosto so lokalne in delujejo v našem vsakdanjem življenju. 
Uspe jim preiskovati celotno populacijo in ne le deviantnih posameznikov''
7
. Staples s 
takšnimi sodobnimi disciplinarnimi značilnostmi, misli predvsem na ''mikro tehnike discipline 
in družbenega nadzora, ki so danes povečane z uporabo informacijskih komunikacijskih in 
medicinskih tehnologij'' (prav tam, str. 352). V to štejemo vse tiste dejavnosti, ki vključujejo 
nadzor, zbiranje informacij ter analiziranje. Oblastne so pa predvsem zato, ker so primarno 
določene za discipliniranje posameznikov oziroma družbe in, ker so drugi takšno dejavnost 
opredelili kot zakonito ter ocenili kot ustrezno in normalno (prav tam). 
Povečana moč nadzorovanja je tudi v tem, da vse naprednejša tehnologija omogoča 
povezovanje zbranih podatkov. Kovačič (2006, str. 30) opozarja, da danes več ni nujno, da 
nadzorovanje poteka v obliki enega orwellovskega Velikega brata, temveč poteka razpršeno. 
Sistemi umetne inteligence omogočajo povezavo več baz podatkov, kot tudi njihovo obdelavo 
in bistveno pripomore k pridobivanju novih pomembnih podatkov in informacij. S podobnimi 
naprednimi sistemi umetne inteligence, izkopavanja podatkov (ang. data mining) in 
naprednimi statističnimi tehnikami prehajamo na čisto novo raven, to je raven preventive in 
predvidevanja. Kot je že bilo omenjeno, je v družbi tveganj, nadzorovanje usmerjeno 
predvsem k preprečevanju deviantnosti in ne zdravljenju. Sodobna informacijsko 
komunikacijska tehnologija pa je namenjena za doseganje tega cilja. Podatki, ki se množično 
zbirajo s prej omenjenimi novimi nadzorovalnimi tehnikami, ustvarijo razrede posameznikov, 
ki bodo v bodoče morebiti predstavljali tveganje za deviantno vedenje, pa čeprav ti 
                                                 
7
 Staples, G. (1997): The Culture of Surveillance: Discipline and Social Control in the United States. New York: 
St. Martin's Press. 
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posamezniki sploh ne kažejo nagnjenosti k takšnemu vedenju (Staples, 1997). ''Sodobna 
panoptična tehnologija ne čaka, da se nekaj zgodi, temveč ukrepa že vnaprej na podlagi 
zbranih podatkov in ocenjenih predvidevanj; posameznike razvršča v kategorije tveganja, 
zaradi česar se odpirajo nove možnosti za različne oblike statistične diskriminacije'' 
(Whitaker, 1999, str. 30). Sodobni nadzorovalni sistemi ne ločujejo več med možnim in 
uradnim krivcem.  
Takšna tehnologija omogoča, da nadzorovanje postaja čedalje bolj obsežnejše, nezaznavno, 
instrumentalizirano, neselektivno in preventivno. V tem kontekstu čedalje bolj spodkopava 
človekove pravice in svoboščine (Kovačič, 2006, str. 27). 
Kot pravi Deleuze, danes posameznik ni več objekt disciplinske oblasti temveč nadzorovalne 
oblasti; ne označuje ga več njegov podpis ali matična številka, ampak koda ''numerični jezik 
nadzora je sestavljen iz kod, ki dopuščajo ali zavračajo dostop do informacij'' (Deleuze, 1992, 
str. 5). Po njegovem mnenju ni več individuumov, temveč smo vsi postali dividualni, 
množice, vzorci, podatki. Sam pravi, da ''stroji izražajo družbeno okolje; vsakemu tipu družbe 
očitno ustreza neki tip stroja: preprosti ali dinamični stroji družbam suverenosti, energetski 
stroji discipliniranim družbam, kibernetični stroji ali računalniki družbam nadzora'' (Deleuze, 
2002, str. 172). Zato ni presenetljivo, da je sodobni množičen nadzor nastal s kapitalizmom, 
industrijskih mest, vladne administracije, predvsem pa z nastankom informacijsko 
komunikacijskih tehnologij. ''Strahovi glede informacijske zasebnosti so se razvili kot 
neposreden odgovor na razvoj informacijskih tehnologij'' (Kovačič, 2006, str. 29).  
 
4.2 Nadzorovanje in discipliniranje kot del strukturnega nasilja vsakdana 
Ob preučevanju šole, vojske, tovarn in zaporov, Foucault pride do spoznanja, da obstaja 
podobnost med slednjimi institucijami kar zadeva nadzorovanja. ''Organizacija zapora naj bi 
bila strukturno enaka šoli, vojski, tovarni, saj gre pri vseh v bistvu za to, da se posamezniku 
odredi natančno določeno mesto v strukturi ter, da se zameji določen prostor, kot tudi čas in 
njegove dejavnosti, to pa so vse metode discipline oziroma discipliniranja'' (Peršak, 2005, str. 
240).  
Zaradi lažjega nadzora se prostor zapira, posamezniku pa se nameni točno določeno mesto. Iz 
tega lahko sklepamo, da panoptični model ne služi zgolj discipliniranju zapornikov, pač pa 
24 
 
tudi pri poučevanje učencev in študentov, nadzorovanju delavcev ipd. Na tem mestu si lahko 
postavimo vprašanje – ali se z uporabo sodobne informacijsko komunikacijske tehnologije 
uporabnika ravno tako zapira v določen, sicer virtualni prostor za lažje nadzorovanje? Z 
uporabo pametnih telefonov in raznoraznih aplikacij, ki jih giganti, kot so Apple, Google, 
Amazon in Facebook v zameno za pridobivanje naših podatkov, nudijo tako rekoč 
brezplačno, seveda z našo privolitvijo, ki pa je velikokrat žal nezavedna. Ta virtualni prostor 
uporabniku ne da občutka, da je omejen, še manj nadzorovan. Srečujemo se s popolnoma 
drugačno strukturo, ki nas ne zapira med štiri stene, kot je to značilno za zapor, izobraževalne 
ustanove in tovarne, ampak nam daje občutek virtualne svobode. Tako kot posameznik izgubi 
nadzor nad svojim telesom v takšni instituciji, se z uporabo pametnih telefonov izgubi nadzor 
nad svojim časom in napredkom v času. Kot je ugotavljal tudi Foucault, je individualizacija 
učinek discipliniranja, katere cilj je posameznika podrediti, ga osamiti, individualno 
analizirati in dokumentirati. Zdi se, da je z uporabo informacijsko komunikacijskih, pametnih 
tehnologij to še veliko lažje storiti.   
Panopticizem in vsevidljivost je v današnji družbi nadzora popolnoma normalizirana. 
Predhodno je ta vsevidljivost obstajala izključno v tistih okoljih kjer so bivali družbi nevarni 
ljudje, danes pa se le ta širi na celoten družbeni prostor. Kot ugotavlja Peršak (2005) s 
teoretsko – filozofskega vidika gre za nekaj več oziroma drugačnega ''Današnja mentaliteta, ki 
se kot rak razrašča po telesu sodobne, kapitalistične, globalizacijske, potrošniške, pozno-
moderne, razdrobljene, medijsko-spektakelske, postfordistične, neoliberalne družbe tveganj, 
tako predpostavlja, da smo vsi sumljivi, vsi potencialni kriminalci, potencialno družbeno 
subverzivni'' (prav tam, str. 241). Ker pa velja prepričanje, da je bolje preprečiti kot zdraviti, 
pa je smiselno, da se abstraktno nevarno populacijo nadzoruje in v začetni točki prepreči 
morebitno ''regresijo, prevrat, upor, revolucijo, ekonomsko stagnacijo, izgubo dobička'' (prav 
tam, str. 241). Ne smemo pa pozabiti, da se disciplinira tudi v korist produktivnosti in boljši 
učinkovitosti. Boj proti vsiljenemu oziroma heteronomnemu delu nasprotujoč nenehnim, kot 
tudi rastočim zahtevam kapitalistično tržnega sistema, je v temelju devianten in subverziven, 
slednje pa je v današnji družbi tveganj že tako rekoč kriminalno. Moderna družba dovoljuje, 
da se posameznika obravnava kot sovražnika, ki ni spoštoval družbene pogodbe pa čeprav 




4.3 Onkraj Benthamovega panoptikona 
Panoptični model, ki je prvotno postavil okvir teoretičnem premisleku o nadzoru, v sodobni 
postmoderni informacijski družbi, ki obsega številne anomalije, jih teoretično ni več zmožen 
pojasniti (Lyon, 1994). Danes se z razvojem informacijsko komunikacijske tehnologije 
srečujemo s popolnoma novimi nadzornimi mehanizmi. Posledično se je povečal nadzor v 
vsakdanjem življenju posameznikov. ''Procesi klasifikacije, zbiranja, zapisovanja podatkov in 
informacij se neprenehoma širijo, življenja navadnih posameznikov pa postajajo čedalje bolj 
transparentna'' (prav tam, str. 14). Z razcvetom računalniške in informacijske tehnologije, 
skupaj z naprednimi statističnimi tehnikami, razvojem umetne inteligence in sistemi 
izkopavanj podatkov, prehajamo na popolnoma novo raven nadzora, ki deluje razpršeno. 
Deleuze in Guattari nadzor v disciplinarnih družbah ponazorita z deblom z vejami, medtem 
ko pri sodobnih družbah nadzora le-to ponazorita s koreninami, ki so skrite, neopazne in 
decentralizirane. Posledično je nadzor danes tudi veliko bolj učinkovitejši, kajti nadziranim 
posameznikom daje lažen občutek svobode in brezskrbnosti, istočasno pa z vse prisotnimi 
panoptičnimi očesi na omrežju omogoča celovit nadzor in pregled nad posamezniki. 
 
4.4 Nadzor državljana in nadzor potrošnika 
Foucault dodeljuje nadzoru disciplinsko in regulacijsko funkcijo. Obe funkciji je mogoče 
opaziti tako v zasebnem kot javnem sektorju. Zasebni sektor disciplinski nadzor izvršuje na 
delovnem mestu, regulacijskega pa nad potrošniki z marketingom. Država ob pomoči 
represivnih organov izvaja disciplinski nadzor, regulacijskega pa preko državne statistike in 
tajnih služb, upoštevajoč, da tajne službe ob zaznavanju določenih negativnih pojavov v 
družbi, lahko delujejo tudi disciplinsko. Zatorej smo hkrati ''posamezniki – državljani, 
posamezniki – potrošniki in posamezniki – delojemalci, smo dividuelni'' (Kovačič, 2006). 
Zgodovinsko gledano je bila največja grožnja posameznikovi zasebnosti država, vendar danes 
trendi kažejo drugače. Zasebni sektor v sodobni družbi nadzora vedno bolj postaja lokomotiva 
tega procesa. Kot meni Lyon (1994, str. 25) je nadzorovanje v zasebnem sektorju povzročilo 
nastanek kapitalizma. ''Menedžment je prvotno bil razvit za discipliniranje delavcev, 
kapitalizem pa je zelo hitro začel uporabljati nadzorne tehnologije ne samo za nadzor 
zaposlenih, temveč tudi za nadzor potrošnikov'' (prav tam, str. 25). Predvsem pa je težavno to, 
da ima danes zasebni sektor veliko več kapitala za obdelovanje osebnih podatkov 
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posameznikov kot pa država sama. V nadaljevanju diplomske naloge pa bomo tudi pokazali, 
da je povezovanje zasebnega in državnega nadzorovanja stalnica liberalnih demokracij, ki so 
venomer uokvirjene s kapitalističnim sistemom.  
Čeprav je danes nadzorovanje navidezno prijazno, saj se potrošniku prilagaja in mu venomer 
nudi dobrine in vsebine, ''ki ustrezajo njegovemu izmerjenemu okusu in ocenjenim potrebam, 
pa je pravzaprav potrošnik tisti, ki je v podrejenem položaju, torej tisti, ki v resnici ni 
svoboden'' (Kovačič, 2006, str. 33).  
Danes živimo v svetu, kjer smo državljani in potrošniki nezavedno prisiljeni odpovedati se 
svojemu delu zasebnosti in posledično tudi svobodi, v korist večje funkcionalnosti in udobja. 
Moderni Panoptikon pa je zasnovan tako, da se posamezniki nadzoru podrejamo celo 
prostovoljno (Kovačič, 2006). ''Panoptizem deluje, proizvaja subjektivnosti, kakršne 
kapitalistični sistem potrebuje za lastno preživetje'' (Završnik, 2010, str. 184). 
 
4.5 Nadzor na delovnem mestu 
Izvajanje nadzora nad zaposlenimi s strani delodajalca ni novejša dejavnost, so se pa vsekakor 
iznašli novejši načini nadzorovanja, kot tudi obsežnost in invazivnost samega nadzora, ki sta 
ga na prvem mestu povzročila razmah informacijske tehnologije in umetne inteligence. Kot je 
že ugotavljala Rajgelj (2019, str. 31) smo priča številnim primerom iz tujine, kjer je vse več 
zaposlenih primorano uporabljati nosljivo delovno opremo, katera konstantno beleži njihovo 
''gibanje in lokacijo, delovne aktivnosti in odmore, tako zbrani podatki pa se pogosto 
analizirajo in uporabijo za oceno produktivnosti in sposobnosti'' (prav tam, str. 32). Namen 
takšne nosljive tehnologije je za ''vodenje delavcev v skladišču, sistemi podjetjem omogočajo 
sprotno kritiko in pohvalo nadrejenih, GPS sistemi omogočajo natančen nadzor nad lokacijo, 




5 UMETNA INTELIGENCA 
 
Vloga računalnikov v sodobnem vsakdanjem življenju postaja vse pomembnejša. Brez dvoma 
računalniki prevzemajo naloge, ki so bile še pred kratkim rezervirane samo za ljudi in je 
predvsem veljalo prepričanje, da stroji zagotovo teh nalog ne bodo zmogli opraviti. S časom 
je sposobnost računalnikov naraščala, tako z vidika hitrosti procesiranja, kot tudi v smislu 
zapletenosti in kompleksnosti programov, ki jih izvajajo. Vedno bolj se je začela pojavljati 
potreba po inteligentni obdelavi velike količine podatkov, ravno tako po inteligentem 
samostojnem odločanju velikih sistemov. Naloga teh sistemov je hitro reagiranje na zunanje 
spremembe, njihova prednost je, da porabijo manj časa kot človek za reševanje kompleksnih 
nalog (Konenko in Robnik Šikonja, 2010).  
 
5.1 Definicija umetne inteligence 
Razvoj umetne inteligence nedvomno narašča, kot tudi njena raba v vsakdanjem življenju. 
Preden obravnavamo pojem umetne inteligence je potrebno razumeti, kaj pravzaprav je 
inteligenca. Teoretiki še do danes niso uspeli doseči konsenz o tem kaj je inteligenca, vendar 
pa so uspeli uveljaviti določene kriterije, ki naj bi jih inteligentna entiteta izpolnjevala. Med te 
kriterije sodijo: ''sposobnost komuniciranja, samozavedanje, zavedanje okolice, sposobnost 
imeti cilj, ustvariti načrt za njegovo dosego in slediti temu načrtu ter sposobnost biti 
kreativna'' (Jakšić, 2017, str. 17). Te kriterije si prizadevajo spremljati tudi proizvajalci pri 
izdelovanju pametne tehnologije. Lahko sklepamo, da je inteligenca sposobnost. Umetni 
sistemi pridobivajo in bodo v prihodnosti še pridobivali na sposobnosti. Inteligenco lahko 
definiramo kot nabor lastnosti uma. V to vključujemo sposobnost načrtovanja in reševanja 
problemov. Še nekoliko preprostejša definicija bi lahko bila, da je inteligenca zmožnost 
opraviti pravilno odločitev glede na niz vložkov različnih možnih dejanj (Jones, 2008, str. 9). 
Definicija umetne inteligence ni enoznačna in enotna. Različne definicije izvirajo predvsem iz 
različnega pojmovanja človeške inteligence in cilja, ki ga pričakujemo od računalniškega 
sistema. Mnogo teoretikov se sprašuje ali je vse kar človek počne, inteligentno – njegovi 
refleksi, nekonsistentnost, napake in učinkovitost? Ali zasledovati modeliranje človeka ali 
modeliranje ideala, ki temelji na principu racionalnosti in optimalnosti, v smislu delati 
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pravilno. Od tod tudi izvira problem definiranja inteligence in posledično tudi umetne 
inteligence. V nadaljevanju bomo povzeli nekoliko različnih definicij umetne inteligence.  
Koncepti učenja, znanja in inteligence so medsebojno tesno povezani. Kljub temu, da ne 
obstaja enotna definicija inteligence, jo lahko na grobo definiramo kot ''sposobnost 
prilagajanja okolju in reševanja problemov'' (Konenko in Robnik Šikonja, 2010, str. 28). V tej  
opredelitvi lahko zasledimo učenje kot prilagajanje. Za reševanje problemov pa je nujno 
potrebno znanje in njegova raba (prav tam).  
Slovar angleškega jezika (The New International Webster's Comprehensive Dictionary of the 
English Language Encyclopedic Edition, 2003) umetno inteligenco opredeljuje kot: 
- znanost na področju računalništva, ki je predvsem koncepirana na razvoj računalniške 
zmogljivosti, v smeri vključevanja človeških miselnih procesov, kot so učenje, 
sklepanje in samoregulacija; 
- pojem za katerega velja prepričanje, da je stroje mogoče izboljšati do te mere, da 
prevzamejo nekatere človeške zmogljivosti in za katere velja, da so podobne človeški 
inteligenci, kot so učenje, prilagajanje in samoregulacija. 
 
Konenko in Robnik Šikonja (2010, str. 1) umetno inteligenco opredeljujeta kot področje 
znanosti, ki s svojimi dosežki omogoča razvoj umetnih inteligentnih sistemov, ki se 
inteligentno obnašajo v kompleksnih situacijah. Pri umetni inteligenci gre za 
interdisciplinarno področje, ki ob računalništvu zajema tudi druga področja, kot so 
matematika, statistika in kongitivne znanosti, ki poleg psihologije zajema prav tako fiziko 
kompleksnih sistemov, nevrofiziologijo, lingvistiko in antropologijo (prav tam). Metode 
umetne inteligence običajno temeljijo na posnemanju človekovega pristopa do reševanja 
problemov. Cilj umetne inteligence je predvsem razumeti in zgraditi inteligentne sisteme na 
osnovi razumevanja človeškega razmišljanja, sklepanja, učenja in komuniciranja – izvajanja 
dejanj, pojasnjevanja in komentiranja (Konenko in Robnik Šikonja, 2010). ''Umetna 
inteligenca je sistem, ki je ustvarjen umetno, a hkrati vsebuje karakteristike, ki so lastne 
človeku. Sposobna je učenja na podlagi izkušenj, razumevanja, logičnega sklepanja in 
reševanja zapletenih problemov. Kot taka poskuša imitirati človeško razmišljanje. Njena 
najimenitnejša lastnost je avtonomnost, ki se kaže v sprejemanju odločitev, ki so neodvisne od 
proizvajalca, programerja, imetnika ali končnega uporabnika – človeka.'' (Jakšić, 2017, str. 
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17). Od tod tudi izvirajo pomisleki, da bi umetna inteligenca v prihodnosti imela možnost in 
moč preseči človeške intelektualne zmožnosti, kar je dolgoročni cilj raziskovanja tistih, ki 
raziskujejo ali umetna inteligenca oziroma njena sposobnost lahko doseže in preseže človeško 
inteligenco (Konenko in Robnik Šikonja, 2010, str. 39). Da bi bolje razumeli vse možnosti 
umetne inteligence, je pomembno razumevanje sledečih vidikov: ''vpliv učenja na inteligenco, 
hitrost reševanja problemov, omejitve Turingovega stroja ter oponašanje inteligentnega 
obnašanja'' (prav tam, str. 39). 
Russell in Norvig (2009, str. 1-3) opredelita umetno inteligenco v štiri  kategorije (glej Tabelo 
5.1). Slednje opredelitve se razlikujejo po dveh glavnih dimenzijah, pri čemer se definiciji na 
vrhu ukvarjata z miselnimi procesi in sklepanjem, medtem ko spodaj pa z vedenjem. 
Definiciji na levi strani merita uspeh z vidika človeških učinkovitosti, na desni pa merita 
idealen koncept inteligence -  racionalnost.  
Tabela 5.1: Definicije umetne inteligence, organizirane v štiri kategorije 
Sistemi, ki mislijo kot ljudje Sistemi, ki misijo racionalno 
Sistemi, ki delujejo kot ljudje Sistemi, ki delujejo racionalno 
Vir: Russel in Norvig (2009, str. 2) 
Poole in Mackworth (2010, str. 3-4) definirata umetno inteligenco kot področje računalništva, 
ki se ukvarja z sintezo in analizo računalniških agentov, ki delujejo inteligentno. Agent je 
nekaj kar deluje v okolju in izvede določeno nalogo. Agente delimo na biološke, kot so ljudje 
in živali, ter na umetne, kot so roboti in programi. Tisti agenti, ki za uporabnika izvedejo 
določeno nalogo, imenujemo programski agenti. ''Zelo splošno lahko agenta definiramo kot 
entiteto, ki lahko izvrši različne akcije za rešitev določenega problema'' (Konenko in Robnik 





5.2 Področja in podpodročja umetne inteligence 
Slika 5.1: Področja umetne inteligence 
 
 Vir: Mills (2016, str. 3).  
Nabor področij in podpodročij umetne inteligence je izjemno veliko (glej Sliko 5.1). Število 
podpodročij umetne inteligence je odgovor na zapletenost in celovitost naloge kreirati umetno 
inteligenco. Med slednjimi so močne povezave in vzajemnost, nova podpodročja pa še 
nastajajo. Med glavna področja umetne inteligence sodijo: vizualna inteligenca, katere 
domena je prepoznavanje oblik, obrazov, okolice, prstnih odtisov in slik; govorna inteligenca, 
ki preučuje prepoznavanje govora in njegovo sintezo; manipulativna inteligenca katere 
domena je nadzor gibanja; racionalna inteligenca, ki se ukvarja z podatkovnimi bazami in 
ekspertnimi sistemi – to so sistemi, ki slonijo na ozko specializiranem znanju. Namenjeni so 
reševanju specifičnih problemov iz realnega sveta. V praksi to pomeni, da so sposobni 
simulirati oziroma posneti strokovnjaka na nekem določenem področju (Hlede, 2009). Med 
podpodročja umetne inteligence pa v grobem sodijo: strojno učenje – to so stroji z 
sposobnostjo učenja. V zadnjih dvajsetih letih je to podpodročje močno napredovalo, kar se 
predvsem odraža v ''številnih komercialnih sistemih za strojno učenje in njihovi uporabi v 
31 
 
industriji, medicini, ekonomiji, naravoslovnih in tehničnih raziskavah, bančništvu'' (Konenko 
in Robnik Šikonja, 2010, str. 300). Strojno učenje se predvsem uporablja za analizo podatkov 
in odkrivanje zakonitosti v podatkovnih bazah – tj. podatkovno rudarjenje ter za avtomatsko 
generiranje baz znanja za ekspertne sisteme, igranje iger, učenje načrtovanja, za 
razpoznavanje naravnega jezika in prevajanje, klasifikacijo tekstov, razpoznavanje govora in 
pisav. Temeljni princip strojnega učenja je avtomatsko opisovanje oz. modeliranje pojavov iz 
podatkov s katerimi razpolaga. ''Naučeni modeli poskušajo razlagati podatke, iz katerih so bili 
modeli zgenerirani in se lahko uporabijo za odločanje pri opazovanju modeliranega procesa v 
bodočnosti –  napovedovanju, diagnosticiranju, nadzoru, preverjanju in simulacijah'' 
(Konenko in Robnik Šikonja, 2010, str. 300). Obdelava naravnega jezika – prepoznavanje 
govora, prevajanje, pisanje besedila na podlagi govora in pridobivanje informacij; 
računalniški vid - katerega domena je pridobivanje, obdelava, analiziranje in razumevanje 
digitalnih fotografij, kot tudi pridobivanje podatkov iz realnega sveta iz katerih lahko ustvari 
informacije; govor – primarna naloga je preučevanje govornih signalov in metod obdelave teh 
istih signalov. Vidiki govora zajemajo pridobivanje, spreminjanje, shranjevanje, prenos in 
ustvarjanje govornih signalov. Prepoznavanje govora je običajno vhodni signal, ki se ga 
uporablja pri obdelavi govora, izhodni signal pa imenujemo ustvarjanje govora; nevronske 
mreže – izdelani po vzoru človeških možganov in robotika – roboti, ki jih uporabljamo v 
različne namene. Robotika se predvsem ukvarja z načrtovanjem, gradnjo, delovanjem in 
uporabo robotov ter računalniškimi sistemi za njihov nadzor in obdelavo senzoričnih 
povratnih informacij (Hlede 2009; Mills 2016). 
 
5.3 Šibka in močna umetna inteligenca 
V grobem umetno inteligenco delimo tudi na šibko in močno umetno inteligenco. Kadar 
govorimo o šibki umetni inteligenci, mislimo predvsem na tiste inteligentne sisteme, ki 
opravljajo predhodne načrtovane procese, ki izhajajo iz eksplicitnih pravil in so osredotočene 
na točno določen cilj. Šibko umetno inteligenco najdemo tako rekoč vsepovsod – 
gospodinjskih napravah, pametnih telefonih, internetnih brskalnikih, v napovedanem 
policijskem delu, v zavarovalništvu, bančništvu ipd. Navedene uporabe algoritmov in 
velikega podatkovja (skupno umetne inteligence) predvsem odpirajo nova vprašanja 
pristranskosti odločanja. Le-to je značilno za posamične družbene podsisteme, kot smo že 
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omenili – predvsem v bančnem in zavarovalniškem sektorju, zaposlovanju, sodnem in 
varnostno-obveščevalnem sistemu, nekatere težave pa so skupne celotnemu algoritmičnemu 
delovanju. Več besed o podkrepljenem načinu odločanja v določenih družbenih podsistemih, 
ki znatno vplivajo na določene posameznike in skupine, bomo namenili v nadaljevanju, 
natančneje pri napovedanem policijskem delu in problematizaciji avtomatiziranega odločanja 
(Završnik, 2018). Kot primer šibke umetne inteligence lahko navedemo tudi igranje šaha proti 
računalniku, kjer računalnik nima vnaprejšnjega razmisleka kot človek, temveč izbira in 
izvaja poteze na podlagi podatkov, ki jih je prej vnesel človek. Računalnik se vede 
inteligentno z vidika, da izbere pravilne poteze ob pravem času. Pri šibki umetni inteligenci je 
pomembno opozoriti, da jo najpogosteje ne dojemamo kot umetno inteligenco. Velikokrat se 
je posamezniki niti ne zavedamo in spregledamo, slabo smo ozaveščeni o meji med 
tehnologijo, ki vključuje elemente umetne inteligence in tehnologijo, ki funkcionira 
avtonomno od inteligence (Edwards, 2015). Na drugi strani imamo močno umetno 
inteligenco, ki v večji meri imitira človeško inteligenco oziroma človeški um, njegovo 
vedenje in mišljenje. Popolna umetna inteligenca pa v celoti preslika človeški um. Takšna 
umetna inteligenca še ne obstaja. Veliko znanstvenikov, ki se ukvarja z razvijanjem umetne 
inteligence, se sprašuje ali je popolno umetno inteligenco sploh mogoče razviti. Če in ko bo 
takšna umetna inteligenca obstajala, bomo prišli tudi do tako imenovane točke singularnosti, 




6 VELIKO PODATKOVJE 
 
Kot je ugotavljala Škarf (2018) ''razvoj umetne inteligence se je pred vstopom v dobo 
velikega podatkovja znašel v slepi ulici. Ne glede na to, kakšen napredek so znanstveniki 
dosegli v razvoju algoritmov, se rezultati, ki jih je dosegala umetna inteligenca niso 
izboljševali''. Ob pojavu velikega podatkovja so znanstveniki prišli do odkritij, da rezultati, ki 
jih je dosegala umetna inteligenca, niso imeli nikakršne povezave z kakovostjo algoritmov, 
temveč je ključnega pomena s kolikšno količino podatkov umetna inteligenca razpolaga. S 
tega gledišča je veliko podatkovje doprineslo k razvoju umetne inteligence, kot tudi je že 
sedaj doseglo kar  ''nekaj pomembnih mejnikov, za katere je dolgo veljalo prepričanje, da so 
človeštvu nedosegljivi'' (prav tam). 
Danes, v tako imenovanem nadzorstvenem kapitalizmu, posamezniki vedno bolj puščamo za 
sabo digitalne sledi, ki kreirajo veliko količino osebnih podatkov, tj. veliko podatkovje (ang. 
big data). Brašanac (2017) veliko podatkovje definira kot ''zbirko podatkov, ki obsega več 
terabajtov ali celo petabajtov informacij. Ustvarjeno je z veliko hitrostjo in nastaja v 
resničnem času, torej že medtem, ko merjen proces poteka. Vsebuje raznolik nabor 
strukturiranih in nestrukturiranih podatkov, ki vključujejo skoraj celotno populacijo ali sistem. 
Baze podatkov omogočajo združevanje in primerjanje informacij iz več baz skupaj, kar jim 
omogoča razširjanje na druga polja in hitro večanje baze''. Završnik (2018) pravi, da 
pokazatelj kako obširno je veliko podatkovje, nakazuje podatek, da smo samo v letu 2016 
ustvarili toliko podatkov kot v celotni človeški zgodovini, kar 90 odstotkov podatkov na svetu 
pa v zadnjih dveh letih. 
V grobem lahko naštejemo šest glavnih značilnosti velikega podatkovja: 
1. obsega veliko količino podatkov (angl. volume of data) internet stvari, ki povezuje 
milijarde senzorjev, vgrajenih v različne vsakdanje predmete in naprave, ustvarja 
številne podatke, ki se pretakajo med predmeti in napravami; 
2. velika hitrost obdelovanja podatkov, ki poteka v realnem času; 
3. večja raznolikost podatkov, ker so uporabljene različne oblike podatkov, tj. strojno 
berljivi in neberljivi podatki, strukturirani in nestrukturirani podatki. Kar je ključno je, 
da se nova vednost ne ustvarja zgolj na podlagi medstrojnega komuniciranja, tj. 
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strukturiranih podatkov, ampak tudi iz nestrukturiranih podatkov, ki izvirajo iz 
posameznikove komunikacije z drugimi ljudmi, običajno na spletnih družbenih 
omrežjih, kot so npr.: objavljene fotografije, videi in dokumenti, ki so precejšen izziv 
za analizo – kako pridobiti pomen besed in ugotoviti občutenja javnosti iz 
večpomenskih besed, katerih pomeni se v času spreminjajo; 
4. točnost podatkov, ki se nanašajo na (dvomljivo) kakovost podatkov; 
5. vrednost podatkov, saj naj bi slednji bili nova nafta in strateška surovina, ki poganja 
gospodarsko rast 
6. ranljivost podatkov, upoštevajoč dejstvo, da so baze velikega podatkovja pogostoma 
tarče napadov in so podatki posledično kompromitirani, ukradeni in uporabljeni za 
namene, v nasprotju z nameni njihovega zbiranja.  
Tehnološki napredek omogoča analizo velikih baz podatkov preko umetne inteligence in 
strojnega učenja, slednja pa imata sposobnost razpoznati vzorce, ustvarjati modele, ki lahko 
napovedujejo in optimizirajo izide napovedi. Pomembno je opozoriti, da je veliko podatkovje 
samo po sebi neuporabno, če ne vključuje umetne inteligence. Umetna inteligenca je 
pomembna z vidika razpoznavanja smiselnosti podatkov, kot tudi napovedovanja o določenih 
izidih, torej je pomembna predvsem z vidika obdelovanja velike količine podatkov. Podatke, 
ki so uporabljeni v takšnih analizah, posamezniki prispevamo sami z uporabo pametne 
tehnologije, povezanih na internet in tvorijo internet stvari (ang. internet of things – IoT). Viri 
podatkov so raznovrstni, npr. podatki iz  tako imenovanih pametnih mest, iz prometne, 
električne in vodovodne infrastrukture, na drugi strani se ravno tako zbirajo zaradi načina 
delovanja javnih telekomunikacijskih omrežij kot so internet in mobilna telefonija. Podatke 
zagotavljamo prostovoljno oz. bolj nezavedujoč, tudi uporabniki sami z uporabo različnih 
družabnih omrežij (Završnik, 2018). Kot je že ugotavljal Dredge (2014) ''Twitter zagotavlja 
močno novo lečo, skozi katero opazujemo svet – kot platforma za stotine milijonov 
potrošnikov, poslovnih strokovnjakov in kot sintetizator trendov, se za te podatke zanimajo 
tudi nepodatkovna podjetja in oblasti''.  
Veliko podatkovje ali masovne podatke razumemo kot posebno novo orodje, ki obsega veliko 
količino raznovrstnih podatkov kot tudi načine, postopke in metode njihovega osmišljanja z 




6.1 Veliko podatkovje in nadzor 
Pomembno je omeniti, da so analize velikega podatkovja danes postale novo orodje delovanja 
obveščevalnih služb, kot tudi drugih varnostnih organov in pomembno sredstvo kriminalitetne 
politike. ''V financializiranih tehnokratskih družbah prevladuje prepričanje, da bodo digitalne 
tehnologije z velikim podatkovjem in samoučečimi se algoritmi, ki so srčika umetne 
inteligence, rešile številne družbene probleme, vključno s preprečevanjem kriminalitete in 
odkrivanjem storilcev kaznivih dejanj'' (Završnik, 2017, str. 135). Kot sta dejala Mayer-
Schonberger in Cukier (2013) bo ta nova revolucija, ki bo spremenila, kako delujemo in 
mislimo, bo tudi močno vplivala na izvrševanje formalnega in neformalnega družbenega 
nadzorstva. V nadaljevanju bomo pod poglavjem o tipih nadzora z umetno inteligenco, tudi 
namenili nekaj več pozornosti napovedanem policijskem delu, ki deluje po zgoraj opisanem 
principu.  
Kot je že bilo omenjeno, se avtomatizirano odločanje z uporabo algoritmov pojavlja tako na 
področju formalnega in neformalnega nadzora. V obliki neformalnega nadzora se npr. le-to 
kaže v skrbi za zdravje posameznikov, pri katerem nas nosljivi produkti vodijo in usmerjajo k 
pravemu življenjskemu slogu, kot npr. ko naprave računajo naše porabljene kalorije, korake, 
srčni utrip in priporočajo temu primerne aktivnosti posameznika (Završnik, 2017). ''Gre za 
silo normalizacije, torej oblike družbenega nadzorstva, ki se uveljavlja – v opisanem primeru 
– s potrošniškimi izdelki zabavne elektronike'' (prav tam, str. 136).  
 
6.2 Veliko podatkovje kot strateška surovina 
Veliko podatkovje (ang. Big Data) ima danes zelo pomembno in veliko vlogo pri zbiranju 
podatkov in zato je za zasebne korporacije strateškega pomena. Zraven velikega sistema 
medsebojno povezanih procesorjev, sistemi za strojno učenje potrebujejo veliko podatkov. 
Tako dostopnost in razpoložljivost podatkov, ki so podlaga za učenje umetne inteligence, 
danes predstavljajo ključno uspešnost korporacij, ki aktivo razvijajo in delujejo z umetno 
inteligenco (Dolenc, 2017). Posledično, za pridobitev čim večje količine podatkov, ki 
omogočajo efektivnejše učenje in delovanje njihove umetne inteligence, te iste korporacije 
ponujajo uporabnikom vedno več aplikacij in ugodnih storitev, ki jih danes z uporabo 
informacijsko komunikacijske tehnologije tudi množično uporabljamo. Pomembno je omeniti, 
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da so tovrstne storitve najpogosteje brezplačne narave, saj primarni namen teh korporacij na 
zaslužkarstvo temveč pridobivanje podatkov o uporabnikih. Problem takšnega pridobivanja 
podatkov je, da ti podatki večinsko ostanejo v lasti korporacije, ki jih akumulira. Glede na to, 
da so podatki danes pomembni za strojno učenje, velja pravilo, da bolj kot je neka aplikacija 
uspešna in priljubljena pri uporabnikih in, ki posledično več podatkov tudi akumulira, se zato 
tudi hitreje izboljšuje. Tisto kar danes prinaša pomembno strateško ekonomsko prednost 
korporacij pred ostalimi, so prav zbirke velikih podatkov. ''Ker so prav podatki temelj za 




7  TIPI NADZORA Z UMETNO INTELIGENCO 
 
Organizacija Carnagie Endowment for International Peace je prva organizacija, ki je razvila 
Artificial Intelligence Global Surveillance Index (v nadaljevanju AIGS index). Slednje 
predstavlja eno izmed prvih raziskovanj na področju uporabe tehnologije z umetno 
inteligenco v namene nadzora. Raziskave so pokazale, da je vse več držav, ki uporablja ali pa 
tudi zlorablja tehnologijo in napredna orodja z umetno inteligenco za spremljanje, sledenje in 
nadzorovanje posameznikov, z namenom realizacije različnih političnih ciljev (Feldstein, 
2019). V nadaljevanju bomo predstavili tri ključna napredna orodja z umetno inteligenco v 
namene nadzora, ki so vključena v AIGS indeks: pametna mesta, sistem za prepoznavanje 
obraza in napovedano policijsko delo.  
 
7.1 Pametna mesta 
Pametno mesto je pojem sodobnejšega izvora in predstavlja rabo informacijsko 
komunikacijske tehnologije v mestih kot tudi ''tehnološke in socialne posledice tega procesa'' 
(Avsec, 2019). Slednje tehnologije akumulirajo in tudi uporabljajo za različne namene, velike 
količine podatkov, ''s ciljem, da se zagotovi trajnostni razvoj mestnih območij na podlagi 
inovacij in konkurenčnosti - pametno gospodarstvo, družbenega in socialnega kapitala - 
pametni posamezniki, sodelovanja pri odločanju - pametno upravljanje, prevoza in 
komunikacij - pametna mobilnost, naravnih virov - pametno okolje in kakovosti življenja - 
pametno življenje'' (prav tam). Z dobo velikega podatkovja je nastal tudi koncept pametnega 
mesta, ki podatke množično kopiči in osmišlja za različne namene. Z vidika podatkov, ki jih 
zgoraj naštete inovacije prinašajo, mesta postajajo ''živ organizem ali kibernetski 
informacijski laboratorij: podatke je mogoče prestrezati, shranjevati, analizirati, se iz njih 
nekaj naučiti, da bi lahko tudi povratno posegli v realni svet z izbranimi političnimi cilji, 
ideologijo in specifičnimi željami'' (Završnik, 2018, str. 15). Tako mesta in njihovo 
prebivalstvo postajajo živeči laboratorij za zbiranje in osmišljanje velikega podatkovja (prav 
tam). Čeprav se na prvi pogled zdi, da pametna mesta imajo mnogo prednosti, pa je v njih na 
drugi strani povečana zaskrbljenost zaradi množičnega nadzora in vsiljive varnostne 
zmogljivosti. International Business Machines Corporation (v nadaljevanju IBM), so eden 
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izmed prvih snovalcev izraza pametnih (tudi varnih) mest, ki so oblikovali model kjer se 
ključne informacije iz pametnega mesta centralizirano obdelujejo in analizirajo. 
Najpomembnejši vidik IBM pametnih mest je javna varnost, ki vključuje vrsto senzorjev, 
sledilnih naprav in ostalih nadzornih tehnologij, podkrepljenih z umetno inteligenco, ki 
povečajo zmogljivost policijskih in varnostnih sil (Feldstein, 2019).  
Bistvena podlaga za kritično in morebiti tudi pesimistično naravnanost do tako imenovanih 
pametnih mest so nevarnosti, ki iz sodobne tehnologije izhajajo za zasebnost posameznikov. 
Sodeč po sodobnih praksah je razvoj pametnih mest veliko večje koristi doprinesel 
korporacijam kot prebivalcem.  
Kitajski Huawei je vodilni proizvajalec tehnologij za pametna mesta. Huawei svojo 
tehnologijo trži kot tehnologijo, ki bo oblastem pripomogla k preprečevanju in zmanjševanju 
kriminala, ter reševanju novih in obstoječih groženj. Omenjeni proizvajalec v svoji AI 
Security White Paper iz leta 2016 opisuje tehnologije podkrepljene z umetno inteligenco - 
video nadzor, video komunikacijo, centralizirano vodenje in nadzor prekrškov, digitalni oblak 
ipd., vse za podpro lokalnim oblastem – tako kazenskim, policiji in pravosodju. Huawei ravno 
tako svojo tehnologijo za pametno in varno mesto povezuje z regionalnimi varnostnimi izzivi, 
v največji meri preprečevanja ekstremizma na Bližnjem Vzhodu, zniževanju kriminala v 
Latinski Ameriki, kot tudi pomoči pri napredovanju raznoraznih programov boja proti 
ekstremizmu (Feldstein, 2019). 
Kitajski proizvajalec Huawei je tudi največji svetovni prodajalec zgoraj opisane napredne 
tehnologije drugim državam - tudi tistim z liberalno demokratično ureditvijo, kar naposled 
ugotavlja tudi AIGS indeks. Pametne mestne platforme z neposredno uporabo tehnologij 
nadzora z umetno inteligenco je prisotno v kar 56 od 75 držav, ki so bile vključene v 
raziskavo (Feldsten, 2019).  
 
7.2 Sistemi za prepoznavanje obrazov 
Temeljna zamisel in delovanja sistemov za prepoznavanje obrazov, ki vsebujejo biometrično 
tehnologijo, je identifikacija posameznikov, ki jih sistem zazna in identificira s pomočjo že 
obstoječih baz podatkov. Na želenem nadzorovanem območju, se postavijo video nadzorne 
kamere, s katerimi se želi nadzorovati mimoidočo množico posameznikov. Z uvedbo takšnih 
39 
 
sistemov ni potrebna neprestana prisotnost človeka, saj le-ti to počno avtomatizirano namesto 
nadzornikov. Poleg tega se takšne sisteme uporablja tudi za skeniranje značajskih lastnosti 
obraza, za namen ustvarjanja podrobnih biometričnih profiliranj posameznikov, brez da bi od 
njih pridobili soglasje, kot tudi za izvedbo analize občutkov množice (Feldsten, 2019). 
''Sistemi za prepoznavanje obrazov so v zadnjih letih doživeli velik raziskovalni preporod in 
razvoj, saj so v njih prepoznale potencial številne države, kot tudi komercialne aplikacije'' 
(Gorenšek, 2017, str. 26).  
Li in Jain (v Gorenšek, 2017, str. 26) govorita o treh glavnih sodobnih dejavnikih, ki so 
močno vplivali na to, da so sistemi za prepoznavanje obrazov danes postala pomembnejša 
biometrična metoda: napredek sodobne tehnologije, ki je privedel do tega, da smo 
posamezniki na dnevni bazi povezani z napravami na svetovni splet, kot so to pametni 
telefoni, fotoaparati in tudi nadzorne kamere; dosegljivost večjih količin fotografij obrazov na 
spletu (npr. fotografije, ki jih objavljamo na različnih družbenih omrežjih: Facebook, 
Instagram, Twitter ipd.) ter vse večje potrebe po boljši in večji varnosti. Prav potrebe po 
zadnjih – prepoznavanju teroristov in nadzoru množic pa je danes čedalje več. 
Eden izmed takšnih primerov uporabe naprednih sistemov za prepoznavanje obrazov 
poznamo v Maleziji, kjer so varnostne sile sklenile partnerstvo s kitajskim tehnološkim 
podjetjem Yitu, da bi tamkajšnje policiste opremili s kamerami za prepoznavanje obrazov. To 
bo policistom, kot varnostnim uslužbencem omogočilo, da v realnem času primerjajo 
fotografije ali posnetke v živo s tistimi iz podatkovne baze (prav tam).  
Kar nekaj strokovnjakov na tem področju podaja več pomislekov povezanih s sistemi za 
prepoznavanje obraza. Kako, kje in zakaj države uporabljajo fotografije, ki jih takšni sistemi 
zajamejo ter kako dolgo so fotografije hranjene v bazah podatkov.  
Po ugotovitvah AIGS indeksa kar 60 držav od 75, aktivno uporablja in izvaja nadzor prek 
sistemov prepoznavanja obraza (Feldsten, 2019).   
 
7.3 Napovedano policijsko delo  
Veliko podatkovje in tehnologije, podkrepljene z umetno inteligenco, ki omogočajo zbiranje 
in analiziranje oziroma obdelovanje velike količine podatkov prispevajo tudi k odkrivanju, 
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preprečevanju in obvladovanju kriminalitete. Ideja, ki stoji za napovedanim policijskim 
delom, je zbiranje podatkov o prebivalstvu ter, da so le-ti policiji oziroma organom pregona 
vedno dostopni. Z vse večjo uporabo nadzornih kamer, ki so zmožne prepoznavati obraze, 
odprto kodnimi informacijami iz družbenih omrežij, biometričnimi podatki, ki izhajajo iz tako 
imenovanih pametnih mest, ima policija dostop do ogromne palete podatkov o posameznikih 
(Feldsten, 2019). 
Eno izmed področji, ki v zadnjem času deležno veliko pozornosti z strani države in organov 
pregona je predvidevanje kaznivih dejanj oziroma policijsko predvidevanje. Ta tehnika se je 
predvsem v Združenih državah Amerike zelo razširila, nasploh po tem, ko je Nacionalni 
inštitut za pravosodje pričel izdajati nepovratna sredstva za pilotne projekte v zvezi S 
policijskim napovedovanjem oziroma predvidevanjem. Tehnologije in metode, ki policijsko 
predvidevanje omogočajo so sestavljeni tako, da na podlagi upoštevanja vseh zgoraj že 
navedenih podatkov o posamezniku z veliko natančnostjo uspejo predvideti in napovedati 
kdaj in kje bo storjeno kaznivo dejanje (prav tam).  
To algoritmično napovedovanje v družbenem nadzorstvu, pomembno spreminja napovedano 
policijsko delo. Eden izmed takšnih računalniških programov je IBM-ov Blue Crush. Slednji 
program temelji na obsežni količini policijskih podatkov, kot tudi drugih že zgoraj naštetih, 
predvsem pa z spletnih družbenih omrežij. Ti podatki so zelo različni; od strukturiranih do 
nestrukturiranih, strojno berljivih in neberljivih, poleg pa je potrebno zajeti tudi kakovost teh 
podatkov, saj so objave z strani uporabnikov različnih platform družbenih omrežij, lahko tudi 
neresnične. A vendarle, takšen program proizvede verjetnostno poročilo za prihodnjo 
kriminaliteto. ''Verjetnost, ki je izračunana, pa zahteva presojo odločevalca – ali sploh in kako 
se odzvati – torej odločitev, ki jo računalnik ne more izračunati'' (Završnik, 2017, str. 135). 
Pomembno je omeniti, da so slednja poročila zelo konkretne narave – katera vrsta kaznivega 
dejanja, kje in kdaj bo storjena v prihodnjih 24 urah. ''Poleg policije, kot temeljnega agenta 
formalnega družbenega nadzorstva, tudi kazenska sodišča in drugih organov kazenskega 
pravosodja, uporabljajo veliko podatkovje in algoritme umetne inteligence za napovedovanje 
prihodnjega vedenja posameznika'' (prav tam, str. 135). 





7.3.1 Problematizacija avtomatiziranega odločanja 
Potreben je tudi razmislek in kritičen pogled na sisteme strojnega učenja, ki se uporabljajo pri 
napovedanem policijskem delu, pri čemer se že obstoječi podatki vnesejo v algoritme, ki 
napovedujejo kriminaliteto. Splošna obramba takšnih praks temelji na predpostavki, da so 
sistemi umetne inteligence nevtralni in objektivni, v primerjavi z zaposlenimi v organih 
pregona. Vendar je potrebno upoštevati dejstvo, da se algoritmi napovedovanja napajajo iz 
preteklih podatkov storjenih kriminalnih dejanj. Na pojavnost kriminalnih dejanj vplivajo tudi 
drugi dejavniki, kot so: spol, starost, nacionalnost oziroma etnična pripadnost in družbeni sloj. 
Vemo, da so v Združenih državah Amerike pogosto marginalizirane skupnosti temnopoltih ter 
Latinoameričanov, predvsem na način, da so te skupnosti v preteklosti bile veliko bolj 
izpostavljene, morda tudi nepravično - nadzoru organom pregona, posledično je bilo odkritih 
več kaznivih dejanj in aretacij kar privede do neverodostojnih oziroma nereprezentativnih 
realnih podatkov (Zimmermann, Rosa in Hockan, 2020). Zato ne bi smeli biti presenečeni nad 
tem, da algoritmi proizvajajo napovedi, ki v resnici zrcalijo pretekle vzorce. Novonastali 
podatki pa se vrnejo v ta tehnološki model in ponovno ustvarjajo škodljive povratne 
informacije, v katerih se strukturno nepravično obravnavanje samo še bolj podvaja in dodatno 
ukoreninja. Strukturno nepravično obravnavanje tako prinaša pristranske podatke prek 
različnih mehanizmov – vidno vključuje visoko reprezentativnost podatkov zgolj iz strani 
nekaterih skupin, na drugi strani pa so podatki pomanjkljivi. Tudi, če bi problemi glede 
nadzora kakovosti, povezani z odločitvenimi pravili algoritma, bili odpravljeni, bi še vedno 
ostal temeljni problem; takšni sistemi bi se še vedno opirali na podatke s katerimi razpolagajo, 
ti podatki pa so bili ustvarjeni na pogojih prodornih in dolgotrajnih strukturnih krivic in 
neenakosti (Zimmermann in drugi, 2020).  
Poznamo tudi druge primere uporab algoritmično podkrepljenega odločanja (šibke umetne 
inteligence), in sicer na področju kazenskega pravosodja. Nedavno je raziskava ProPublica 
dokazala, da naj bi delovanje algoritma podjetja Northpointe, ki ga večinsko uporabljajo 
ameriške zvezne države pri ocenjevanju tveganja in odločanja o kazenskih sankcijah, bilo 
rasno pristransko; pripadniki temnopolte rase so bili bolj možno prepoznani  kot povratniki, 
medtem ko so pripadniki bele rase bili prepoznani kot manj verjetni povratniki – gledano z 
stališča ponovitve storjenega kaznivega dejanja. Namesto, da bi algoritmi opravljali funkcijo 
odpravljanja predsodkov, so pokazatelji, ki nakazujejo, da algoritmi umetne inteligence še 
kako ohranjajo in perpetuirajo predsodke in še bolj povečujejo družbene neenakosti. Pogosto 
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se algoritmi opirajo na socialno-demografske podatke, kot so starost, spol, izobrazba, bivalna 
stabilnost, pretekla kriminalna dejanja družine ipd. Čeprav algoritem v takšnih primerih ne 
vključuje spremenljivke za raso, lahko algoritem posredno izračuna iz prej opisanih socialno-
demografskih značilnosti. ProPublica se je na očitke podjetja Northpoint, da več temnopoltih 
prejme oceno visokega tveganja zato, ker so temnopolti kot skupina bolj verjetno prijeti 
zaradi povratništva, odgovorila, da je poglavitni problem statistike, ko nastane situacija, da je 
sicer sistem lahko pravilno umerjen, v tem primeru za vse rasne skupine, toda je še vedno 
nepravičen za posamezno skupino. Z vidika uporabnika – sodnika je nepristranski, z vidika 
posameznika kot prestopnika pa pristranski (Završnik 2018; Zimmermann in drugi, 2020).  
Narava podatkov za tako imenovane samoučeče algoritme umetne inteligence je zato 
pomemben in primaren izziv podatkovne analitike. ''Podatki morajo biti primerni, kar pomeni 
natančni, kakovostni, raznoliki, dovolj poglobljeni in objektivni. Podatke je mogoče prikrojiti, 
prav tako so lahko tendenciozni, odražajo lahko kulturne, spolne ali druge preference ali 
predsodke, lahko so preprosti napačni'' (Završnik, 2018). 
Raba algoritmov in velikega podatkovja na represivnem področju imajo daleč najbolj 
odločilne posledice na posameznika in skupine, vendar na drugi strani poznamo tudi druga 
področja, ki nakazujejo na veliko nadzorstveno moč teh tehnologij. Takšne primere najdemo 
na zaposlitvenem področju. Tako imenovani zaposlitveni algoritmi rudarijo po javno 
dostopnih osebnih podatkih o posamezniku, kot tudi plačljivih zbranih podatkih in ustvarijo 
celosten profil posameznika – njegove osebnostne in strokovne ustreznosti za določeno 
delovno mesto. Tukaj gre predvsem za problem nejasnosti kateri podatki so bili zajeti v 
takšnih analizah. Pri zaposlovanju prihaja do diskriminacij tudi pri oglasih o prostih delovnih 
mestih v odjemalnikih novic (ang. news feed) na družbenih omrežjih, kjer določene oglase 
prejemajo zgolj specifični profili posameznikov, ki delovnem mestu ustrezajo. ProPublica je 
dokazala diskriminacijo starejših oseb, ko so se oglasi o prostih delovnih mestih v 
odjemalnikih novic prikazovale zgolj mladim uporabnikom družbenega omrežja – natančneje 
v starostni skupini od 25 do 35 let, ki so kazali interes za finance in, ki so v zadnjem letu 
obiskali ameriško prestolnico Washington. Za ostale uporabnike delovno mesto ni obstajalo 
(Završnik, 2018, str. 38). Takšni sistemi podobno vplivajo na posameznikove možnosti v 
bančništvu, kot tudi pri zavarovanju. Pri bančnem poslovanju službe izdelujejo ukrojene 
obrestne mere, ki ustrezajo finančnemu tveganju specifičnega posameznika glede na različne 




Obstoječe in potencialne uporabe inteligentnih umetnih sistemov in velikega podatkovja v 
odločevalskih procesih čedalje bolj odpirajo vprašanja  pravne in etične narave, ki se v osnovi 
tičejo družbenega razvrščanja prebivalstva, zasebnosti posameznika, načela enakosti in 
socialne pravičnosti, diskriminacije, kot tudi na temeljnih demokratično urejenih družb 
(Završnik, 2018, str. 41). 
 
7.4 Nevarnosti strojnega učenja  
Helbing (2019) v svojem prispevku Kaj si misliti o strojih, ki mislijo? zelo dobro povzame 
svoja razmišljanja - eksponentno večanje moči obdelave podatkov, ki jih omogočajo algoritmi 
strojnega učenja, so doprinesli k temu, da inteligentnih sistemov (v nadaljevanju umetne 
inteligence) ni več potrebno programirati, temveč se lahko razvija, uči in predvideva izide 
sama in to z hitrostjo, ki je veliko hitrejša od človeka samega.  
Priča smo izgradnji planetarnega digitalnega živčnega sistema, ki krepi podatkovni 
nadzorstveni kapitalizem. Do danes so se že oblikovale nove vrste tako imenovanih 
kibernetskih družb, ki temeljijo na masovnem zbiranju in uporabi podatkov pridobljenih iz 
množičnega nadzora. Takšen sodobni ultimativni primer je Singapur, ki velja za socialni 
laboratorij, kjer tehnokratska elita z velikim podatkovjem in napovedano analitiko izvaja 
totalni množični nadzor. Program popolnega zavedanja o varnostni situaciji združuje 
videoposnetke iz videonadzora javnega prostora, podatke iz prometne signalizacije, podatke o 
internetnem prometu, podatke o rezervaciji poletov, zdravniške izvide ipd. Sistem, ki ga je 
razvila ameriška agencija DARPA, so začeli razvijati zaradi zgodnjega odkrivanja epidemij 
Sars, vendar se danes naposled uporablja za preprečevanje nemirov, zatiranje sovražnega 
govora, načrtovanje proračuna, gospodarske napovedi, načrtovanje politike priseljevanja in 
številne druge državne politike (Završnik, 2018, str. 71-72). Zaradi zagotavljanja varnosti 
pred terorizmom je dovoljena koncentracija velike količine podatkov vsakega posameznega 
državljana. Ti podatki se hranijo v sistemih umetne inteligence, ti sistemi pa se učijo kako se 
obnaša vsak posameznik. Podoben sistem razvija tudi Kitajska, ki naj bi ravno do tega leta 
2020 razvila vsemogoč sistem tako imenovanega družbenega točkovanja državljanov The 
citizen store, ki je koncipirano na ocenjevanju posameznikov na podlagi njihovega obnašanja, 
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nakupovalnih navad, spremljanja mobilnih telefonov, iskanja določene vsebine na internetu, 
aktivnosti na družbenih omrežij, kot tudi političnega mnenja. Vsako posameznikovo dejanje 
je ocenjeno z plus ali minus točkami. Namen takšnega ocenjevanje je koliko je posamičen 
državljan vreden zaupanja, glede na rezultate pa se vsakega posameznika tudi rangira 
(Helbing, 2019, str. 17). Rezultati in rangiranje močno določajo posameznikove priložnosti in 
možnosti, npr. kreditne pogoje, delovna mesta, nakup nepremičnin itd. Z drugimi besedami - 
družbeno točkovanje je mehanizem, ki ima tako rekoč sodno funkcijo o prihodnosti nekega 
posameznika in je predvsem koncipirana po merilih, ki jih določi država ali korporacije (prav 
tam). Po besedah ekonomista Richarda Thalerja je napačno misliti, da se takšni sistemi 
uporabljajo zgolj na Kitajskem, Singapurju in ZDA. V vsaj 90 državah so ustanovljene 
skupine za vedenjske vpoglede, neuradno znani kot Nudge Unit. Do danes, je o teh enotah 
zelo malo znanega, vendar po besedah Thalerja gre zelo verjetno za močno informacijsko 
infrastrukturo, ki se dopolnjuje z osebnimi podatki, zbranimi z množičnim nadzorom in 
profiliranjem posameznikov z strani zasebnih podjetij in korporacij (prav tam).  
Zelo verjetno je cilj takšnih mehanizmov predvsem v nadzorovanju družbe. Konceptualizacija 
se vrti okoli podatkovne – kibernetske družbe, ki je nadzirana z strani držav in korporacij. 
Lahko rečemo, da je takšen pristop zagotovo nezdružljiv z demokratičnimi načeli in ustavnimi 
pravicami, na drugi strani pa niti ne moremo z zagotovostjo trditi, da se takšni primeri ne 
pojavljajo tudi v liberalnih (venomer uokvirjenih z kapitaličnim sistemom) demokracijah, kjer 
je povezovanje zasebnega in državnega nadzorovanja prek takšne informacijske strukture 
dejansko tako rekoč subtilno prikrita stalnica.  
Z uporabo naših osebnih podatkov, z drugimi besedami – nastajajo digitalni dvojniki nas 
samih, za katere se misli, da replicirajo naše lastne odločitve in misli. Vendar je potrebno 
vedeti, da takšno repliciranje ni popolno – iz takšnih razlogov so bile razvite metode za 
manipulacijo posameznikovih odločitev, kot tudi za nadzor nad njegovim vedenjem (Helbing, 
2019, str. 23).  
Ti pristopi so bili zgrajeni na študiji Burrhusa Frederica Skinnerja, ki je podgane in pse 
postavil v tako imenovane Skinnerjeve škatle in jim zadajal določene dražljaje. Ob pravilnem 
vedenju jih je nagradil s hrano, v nasprotnem pa kaznoval z električnim šokom. Z dražljaji je 
uspel živali pripraviti oziroma spodbuditi, da izvajajo določene vrste vedenj. Omenjeni avtor 
je bil pristaš determinizma, saj je bil prepričanja da je vedenje posameznikov pod nadzorom 
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dražljajev. Zanj je svobodna volja iluzija. Nedvomno smo tudi sami postali eksperimentalni 
subjekti spletnih gigantov, kot sta Facebook in Google, ki izvajajo številne samodejne 
poskuse, za katere niti ne vemo, da smo del njih. Sodobni primer Skinnerjeve škatle je tako 
imenovani ''filter mehurček'', ki je ustvarjen okoli vsakega posameznika, to so prilagojene 
informacije, ki jih prejemamo na dnevni bazi prek pametnih telefonov, družbenih omrežij. Na 
takšen način smo izpostavljeni točno določenim dražljajem. Sistemi umetne inteligence pa se 
učijo kako se na te dražljaje odzivamo in kako se dražljaje lahko uporabi za sprožitev 
določenih vedenjskih odzivov (Hlebing, 2019, str. 27-28).  
Z drugimi besedami, trend sega od programiranja računalnikov do programiranja ljudi. Ta 
manipulacija je pogosto tako subtilna, da je sploh ne opazimo. To kar dojemamo kot lastne 
odločitve, v resnici pogosto določajo drugi in nam jih na skrivaj vsiljujejo. Tehnologija, 
razvita za personalizacijo oglasov, ki je vedno bolj učinkovita, sedaj postaja tudi orodje v 
rokah politike. Za večji vpliv na javno mnenje in rezultate volitev se uporablja pristop 
dreganje (ang. nudging). Dreganje ima pomembno mesto v vedenjski ekonomiji, vključuje 
veliko podatkovje in umetno inteligenco za namene manipuliranja z ljudmi pri njihovem 




8  NOVI CENTRI MOČI ALI KAKO ALGORITMI IN UMETNA INTELIGENCA 
SPREMINJAJO OBLAST? 
 
Zelo malo verjetno je, da bi svetu zavladala umetna inteligenca oziroma stroji, vendar je 
veliko verjetneje, da nas bodo stroji poznali veliko bolje kot mi sami sebe in bodo v 
prihodnosti imeli možnost pritiskati in vplivati na naše odločitve – če že to seveda ni v 
zdajšnji praksi, v korist elite, da bi nam prodali karkoli že - ideologijo, stvari. Kot je že 
napovedoval Harari (2019, str. 35) ''koncentracija bogastva in moči se bo zgodila ob lastništvu 
nad podatki in nadzoru nad tokom podatkov''. Umetna inteligenca je nevarna iz razlogov, ker 
omogoča koncentracijo vednosti in oblasti. Kot smo videli to že počne Kitajska kjer z 
družbenim kastnim sistemom rangirajo posameznike. Takšen sistem krepi državni vpliv, ki 
ocenjuje, rangira in določa priložnosti in možnosti posameznikov. Umetna inteligenca je 
ravno tako nevarna z vidika perpetuiranja že obstoječih strukturno neenakopravnih stanj – še 
bolj krepi in utrjuje asimetrična oblastna razmerja, hierarhijo ter izključevanja.  
Veliko podatkovje in algoritmi umetne inteligence ne spreminjajo le posamičnih družbenih 
podsistemov. Foucault je identificiral preskok moči iz oblasti suverena, kjer se je moč 
manifestirala z javnim prikazovanjem kaznovanja telesa. Disciplinska oblast je moč 
udejanjala prek treninga telesa in tako prišla do pokornih posameznikov, danes pa smo priča 
manifestaciji moči, ki se izvaja prek podatkov. ''Kdor razpolaga z podatki, ima novo moč. 
Zato ni nenavadno, da sta osumljenca nove moči dva – države in digitalni mastodonti'' 
(Završnik, 2018, str. 53). Podatkovna znanost spreminja porazdelitev družbene moči kot tudi 
politični ustroj zahodnih demokracij – nedvomno krepi tiste, ki si podatkovno analitiko in 
avtomatizacijo lahko privoščijo (prav tam).  
Kakor meni Poster (1995, str. 85, v Trampuž, 2002, str. 353-354) 'baze podatkov niso 
nikogaršnje in vendar pripadajo nekomu, družbeni instituciji, ki si jih lasti kot imetje, 
korporaciji, državi, vojski'
8
. Sodobna družba se srečuje s čedalje večjo neenakostjo, ki je 
prisotna med tistimi posamezniki, ki vsakodnevno zagotavljajo osebne podatke in puščajo 
digitalne sledi, ter med tistimi, ki te podatke z množičnim nadzorom, masovno zbirajo. Gandy 
                                                 
8
  Poster, M. (1995). The Second Media Age. Cambridge: Polity Press. 
47 
 
(1989) pravi, da informacijsko dobo najbolje opisuje neenakost v moči med posamezniki in 
organizacijami. Moč posameznika proti moči organizacij, ki so imetnice njegovih osebnih 
podatkov, je tako rekoč nepomembna. Kdor ima lastništvo nad podatki in napredno 
tehnologijo, ima tudi moč. Kot bi dejal Poster (1995, str. 85, v Trampuž, 2002, str. 354) 'baze 
podatkov so diskurz, ki neposredno veča moč lastnika'.  
Spremembe v nadzoru, ki so jih prinesle nove tehnologije nadzora ne ogrožajo zgolj 
zasebnosti in posameznikove pravice temveč tudi v temelju spreminjajo družbeno tkivo, tj. da 
se v osnovi spreminja odnos posameznika do državne oblasti in da imajo čedalje večjo moč 
korporacije, ki usmerjajo in organizirajo delo in potrošnjo. Med drugim se spreminja odnos 
tudi med posamezniki samimi, saj lažje ''vohunimo'' en za drugim, spreminja se pa tudi proces 
samooblikovanja posameznika (Završnik, 2010).  
 
8.1 Povezovanje zasebnega in državnega nadzorovanja 
Danes ni več vprašanje kdo je bolj nevaren ali manj nadzorljiv – države ali internetna 
podjetja/korporacije. Internet je koncipiran za nadzor nad podatki, od česar imajo korist tako 
države in korporacije, ki tvorijo sodobni nadzorstveno-industrijski kompleks. Korporacije z 
akumulacijo podatkov ustvarjajo dobiček, država pa v zameno za podatke, manjšo regulacijo 
teh korporacij. Zato lahko govorimo o povsem novem konceptu nadzora, ki ga je treba 
razumeti prek ''prizme dveh centrov moči: tradicionalne in razpršene moči'' (Završnik in 
Levičnik, 2014). Prvi aspekt tradicionalne moči se vrti okoli institucionalizirane moči držav in 
korporacij – moč slednjih se čedalje veča. Korporativna moč se krepi ''z novimi oblikami 
storitev v poglabljanju digitalne ekonomije'' (prav tam, str. 118); z iznajdbo družbenih omrežij 
ali s storitvami tako imenovanega računalnika v oblaku. Pri slednjem se podatki kopičijo v 
centralni oblak, kar pospeši nadzor korporacij nad podatki in lažje obdelovanje ter analiziranje 
podatkov. Drugi aspekt tradicionalne moči pa so vlade oziroma države, ki pridobivajo na 
moči ''s paktiranjem z industrijo, ki masovno kopiči prometne in lokacijske meta podatke in 
tudi vsebino'' (prav tam, str. 118). Podatki pa proizvajajo sodobno paradigmo vednosti 
velikega podatkovja, ki je zmožno s pomočjo umetne inteligence tudi napovedovanja in 
predvidevanja. Z uporabo napredne tehnologije čedalje bolj puščamo za sabo digitalne sledi 
kar pa državi in korporacijam ''omogoča večjo cenzuro'' in ''proaktivne propagandne 
dejavnosti vlad'' (prav tam, str. 118). 
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8.2 Primer ''Snowden''  
Edward Snowden, nekdanji ameriški obveščevalec, svetovni javnosti znan kot žvižgač, je leta 
2013 nepooblaščeno razkril zaupne informacije ameriške Agencije za nacionalno varnost (v 
nadaljevanju NSA). Ta odmevni primer je najširšo javnost opozoril, da je vlada sposobna 
množično nadzirati prek telefonskih in spletnih platform. Zbirka dokumentov, ki jih je 
Snowden razkril o nadzoru nad ljudmi, ki jih je izvajala NSA v povezavi z zasebnimi 
digitalnimi korporacijami, pričajo kako je sodobni nadzor vseobsežen. Mnogi od programov, 
ki jih je NSA uporablja pri množičnem nadzoru, so bili usmerjeni ne zgolj na ameriško 
prebivalstvo, temveč tudi na druge države - med njimi demokratične države, ki se smatrajo za 
ameriške zaveznice, kot so Francija in Nemčija, ki so ravno tako bile ciljne tarče množičnega 
nadzora. Na osnovi teh dokumentov ni bilo več dvoma, da NSA poleg varnostnega nadzora 
opravlja tudi gospodarsko, industrijsko in diplomatsko vohunjenje, kot tudi nadzor celotnega 
prebivalstva posamičnih držav (Greenwald, 2014). V nadaljevanju bomo posvetili nekaj 
pozornosti programom, ki jih je NSA uporabljala v namene množičnega nadzora. Ravno tako 
primer ''Snowden'' lahko razumemo kot sedanji kontekst nadzorovanja prek umetne 
inteligence, ki večinoma poteka bodisi v kontekstu zasebnega sektorja, bodisi preko 
konfiguracij med državo in zasebnim sektorjem na polju nadzorovanja. Ravno ameriški 
sistem prepleta obveščevalne službe in zasebne korporacije – kot je v tem primeru podjetje 
Palantir, ki je NSA tehnološko omogočil množično nadzorovanje. Povezovanje zasebnega in 
državnega nadzorovanja pa je dejansko danes subtilna stalnica liberalnih demokracij.  
 
8.2.1 Prism, Xkeyscore in BOUDNLESS INFORMANT 
XKeyscore je program, ki ga je NSA začela uporabljati leta 2007 in je ključen za 
pregledovanje interneta. NSA ga uporablja za zbiranje privatnih informacij ciljnega 
posameznika. Kot ugotavlja Greenwald (2014)  je v dokumentih, ki jih je Snowden razkril, 
razvidno, da je Xkeyscore najobsežnejši program za nadziranje in zbiranje informacij na 
internetu. Slednji program išče in akumilira praktično vse kar posameznik počne na internetu, 
od e-maila do iskanja določene vsebine. Z druge strani program PRISM, za razliko od 
Xkeyscore-a ni namenjen pregledovanju internetnih aktivnosti, temveč je program, ki podatke 
zbira iz serverjev devetih največjih internetnih podjetij: Google, Microsoft, Apple, Yahoo, 
Facebook, Skype, Youtube, AOL in PalTalk. Program PRISM NSA uporablja za korporativni 
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nadzor internetnih gigantov v namene izvajanja državnega množičnega nadzora nad družbo. 
BOUNDLESS INFORMANT je svojevrstna baza podatkov za spremljanje in analizo 
podatkov, ki jih drugi programi akumulirajo. Natančneje, takšen program kategorizira podatke 
po državah in po vrsti informacije – meta podatki ali vsebina sporočil. Ostali dokumenti, ki so 
vezani za BOUNDLESS INFORMANT razkrivajo, da je NSA v samo mesecu dni pridobila 
več od tri milijard telefonskih klicev in elektronske pošte v Združenih državah Amerike, 
istočasno pa je pridobivala tudi podatke iz drugih držav – Nemčije, Brazilije, Indije, Francije, 
Španije, Italije in drugih držav sveta (Greenwald, 2014).  
Snowden je z razkritji o zmožnostih programov, ki jih NSA uporablja prikazal moč in obseg 
ameriškega nadzorovanja. Xkeycore dokazuje, da se ne zbirajo zgolj meta podatki temveč 
tudi privatna internet komunikacija med posamezniki ipd., zatem PRISM dokazuje kako 
ameriška vlada iz korporativnega nadzora velikih internetnih korporacij izkorišča le-te za bolj 
učinkovit nadzor na internetu in nenazadnje podatki v programu BOUNDLESS 
INFORMANT zelo jasno razkrivajo obsežnost že zgoraj navedenega nadzora in tehnološko 
moč NSA. Snowdenova razkritja so prvič v zgodovini dale možnost spoznanja ljudem kakšne 






Razvijalci umetne inteligence in izvajalci formalnega in neformalnega nadzora bi se pri 
vpeljevanju tehnologij z umetno inteligenco, nujno morali vprašati kakšne posledice na 
družbo imajo takšni sistemi. Družboslovna vprašanja se pri samem obravnavanju umetne 
inteligence premalokrat naslavljajo. Katere težave želimo odpraviti s to tehnologijo? Ali te 
težave lahko rešimo brez teh tehnologij in predvsem kakšne težave lahko povzročimo z 
vpeljevanjem tehnologije umetne inteligence? Množični nadzor predstavlja zaton družbe 
razvoja in tega se premalokrat zavedamo. Da bi odkrili tisti majhen odstotek ljudi, ki ogrožajo 
družbo, bomo nadzorovali večino prebivalstva. Pri vsem tem pa pozabimo in se niti ne 
zavedamo, da možgani posameznika, ki ne bo več zmožen razmišljati svobodno, kot tudi ne 
delovati svobodno, ne bo več sposoben delovati tako kot sedaj. Vsega tega bi se tako 
razvijalci umetne inteligence kot izvajalci konstantnega nadzora (država in korporacije) 
resnično morali zavedati in nujno v debate vključevati tudi družboslovce.  
Umetna inteligenca, veliko podatkovje in nove tehnologije povezane z slednjima niso 
doprinesle in pomagale pri osvoboditvi posameznika od nadzora oblasti, temveč so ga oblasti 
še bolj podredile, dodatno pa so ga podredile tudi zasebnim korporacijam. Namesto, da bi 
inteligentni sistemi doprinesli k delovanju družbe skladno s splošnim dobrim, so prinesle 
dobro le nekaterim izbranim in zadostile uresničevanju tistega dobrega, ki so ga izbrani 
nekateri kot takšnega za večino tudi definirali.  
Glede na to, da lahko umetna inteligenca razbira zelo osebne podrobnosti posameznika in to 
zgolj na podlagi korelacij iz različnih podatkovnih baz, se na tej podlagi že lahko določa 
kakšen bo digitalni pogled posameznika na svet. Z omenjenimi pristopi dreganja in filter 
mehurčka oziroma prilagojenih informacij, ki jih posameznik na dnevni bazi prejema in 
podobne manipulacije z volilnim telesom (primer Cambridge Analytica) - podjetja, ki trguje z 
velikim podatkovjem nam daje uvid v politično moč algoritmov in umetne inteligence – 
orodje za propagando temelječo na inteligentnih sistemih, ki je uporabljena za manipulacijo 
mnenj posameznikov v podporo specifični politični agendi. Posameznik je resda svoboden pri 
izbiri sprejeti ali zavrniti že predhodno izdelane poglede, vendar na neki točki lahko postane 
porabnik vnaprej izdelanih idej, mnenj in pogledov neučinkovit posameznik, ki je manj 
sposoben delovati razumsko. 
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Pri avtomatiziranem algoritmično podkrepljenem napovedovanju smo videli, da je nemogoče 
misliti, da takšna napovedovanja niso produkt kulturnega in socialnega konteksta; konteksta, 
ki ga globoko oblikuje zgodovina neenakosti in nepravičnosti. Spremenljivke, ki so vključene 
v avtomatizirane sisteme odločanja, pomembno vplivajo na to, kako algoritem obdeluje 
podatke in kakšen je rezultat oziroma priporočila, ki jih na koncu poda. Nepredvidljivost ni 
izgovor za ''moralno spokojnost'' tehnoloških velikanov in ustvarjalcev tehnologije umetne 
inteligence in algoritmov avtomatiziranega odločanja, še manj pa ne takrat, ko le-te znatno 
ogrožajo svoboščine posameznikov. Če je tehnologija umetne inteligence res nepredvidljiva, 
to mora predstavljati še več razlogov za previdnost in zmernost uporabe takšnih tehnologij v 
različne namene. Razvijalci se ne morejo vprašati zgolj: ''Kaj moram storiti, da popravim moj 
algoritem?'', temveč se morajo vprašati: ''Kako moj algoritem vpliva na družbo, upoštevajoč z 
njenimi že obstoječimi strukturnimi neenakostmi''? 
Ko se sprašujemo, kdo (nam) vlada, lahko vidimo, da gre za sprego nekaterih vlad in 
korporacij. Danes živimo v nadzorstveno-industrijskem kompleksu. S pojavom velikega 
podatkovja, so podatki postali nova nafta – lahko govorimo o trenutku, ko se je svet pokoril 
diktaturi podatkov. Zato lahko rečemo, da se grožnja demokraciji kaže in postopoma 
nadomešča, če lahko parafiziramo – z algokracijo, vladavino avtomatiziranih algoritmov. 
V sklepnih mislih pričujoče diplomske naloge namenimo še nekaj pozornosti premisleku o 
sedanjosti in prihodnosti, predvsem v kontekstu pandemije Covid-19.  V namen zamejitve 
pandemije, so tako zasebna podjetja in države razpoznale potencial velikega podatkovja in 
digitalnih tehnologij z razvijanjem in uporabo različnih mobilnih aplikacij. Tehnologije, ki so 
namenjene nadzorovanju gibanja prebivalstva so problematične z veliko aspektov, zlasti z 
stališča komunikacijske zasebnosti in varstva osebnih podatkov, poleg tega pa tovrstne 
tehnološke rešitve imajo veliko možnosti vpliva na druge aspekte človekovih pravic, kot tudi 
lahko pomembno vplivajo na prihodnost življenja v naši družbi. Zelo pomembno je, da 
konsistentno poizprašujemo uporabo tovrstnih tehnologij nadzorovanja, v tem primeru – v 
namen zajezitve pandemije, predvsem z vidika nujnosti, sorazmernosti, učinkovitosti in 
začasnosti. Zlasti kadar je država tista, ki obvezno predpiše vpeljavo takšnih orodij in je 
potrebna realna ocena učinkovitosti doseganja zastavljenega cilja. Vseprisotna ideologija tako 
imenovanega tehnološkega solucionizma ali sodobna normalnost, da bomo z uporabo 
tehnologije rešili vse družbene probleme, nas pripeljejo do temeljnih vprašanj, ki so vezani na 
pravni in etični vidik. Z vidika učinkovitosti je zato potrebno preizpraševati tovrstne 
52 
 
nadzorstvene mehanizme, sploh takrat, ko lahko imajo znatne posledice na pravice 
posameznika in konstitucijo demokratične družbe. Poznamo tudi nekaj praks zamejevanja 
širjenja Covid-19, kjer države ne spremljajo ljudi prek prostovoljnih aplikacij za pametne 
telefone, temveč to izvajajo prek baze podatkov, imenovane Toll (Meaker, 2020). Te podatke 
zagotavljajo telekomunikacijska podjetja, ki ves čas zbirajo zgodovino klicev, sporočil in 
lokacij. Akumuliranje podatkov o telekomunikacijah ali kar je zdaj postalo znano kot 
nadzorovanje Covid-19, se odpira novo poglavje v dolgi zgodovini sodelovanja med 
telekomunikacijskimi podjetji in vladami. Niso samo tehnološki/spletni velikani, kot so 
Google, Facebook in Apple tisti, ki ogrožajo našo zasebnost, temveč tudi telekomunikacijska 
podjetja.  
Prihodnost nam verjetno ne bo prinesla le uničujočih posledic po pandemiji, temveč tudi 
naraščajoče neenakosti, grožnje demokraciji in družbene preobrate. Kako naprej? Bolj kot se 
predajamo avtomatizaciji in tehnologiji, bolj smo odrezani od svoje domišljije in človeških 
zmožnosti. Postanemo tako imenovani narkotizirani prejemniki svoje prihodnosti in ne aktivni 
soustvarjalci. Postajamo zasužnjeni. Kot pojasnjuje Heffernan v svoji knjigi Uncharted: How 
to Navigate the future (2020), je prva stvar, ki se je moramo zavedati je, da živimo v 
nestanovitnem, globalizirano medsebojno povezanem svetu, ki se spopada z nepredvidljivimi 
dogodki. Potrebno je preseči občutek nemoči in se opirati na tisto kar Heffernan imenuje 
ustvarjalnost medčloveške interakcije. Spodbuda k eksperimentiranju in sodelovanju med 
različno mislečimi posamezniki lahko privede do pozitivnih rezultatov. Moramo postati 
aktivni posamezniki in ne ohranjati obstoječega stanja, še najmanj tisto kar so določili drugi - 
vladajoči. Heffernan zasleduje tesno povezavo med determinizmom in avtoritarizmom in 
opozarja, da si avtokrati kot korporativni izvršni direktorji prizadevajo, da smo vodljivi in se 
predamo lažnemu občutku gotovosti. V realnosti so naše možnosti in omejitve tolikšne, 
kolikor si jih sami omejimo. Če lahko ohranjamo moč možnosti izbire, lahko ostanemo 
svobodni. Napredek lahko dosežemo le, če zaupamo v legitimnost celotnega sistema v 
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