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I. INTRODUCTION
Probability density function ͑pdf͒ methods offer a promising approach for modeling reactive scalar mixing in turbulent flows. [1] [2] [3] [4] In the pdf balance equation chemical source terms appear in closed form, thereby avoiding the difficult closure problems faced by moment methods. Nevertheless, in the balance equation for the one-point pdf of a diffusing scalar, the turbulent molecular mixing term must be modeled. The accuracy and practical utility of pdf computations thus depends crucially on the performance of the scalar mixing model. Research in scalar mixing models has focused primarily on the ability of models to predict the relaxation of the composition pdf in homogeneous turbulence in the absence of a mean scalar gradient from an arbitrary initial shape to a nearly Gaussian limiting form. [5] [6] [7] Work on predicting the scalar dissipation rate, in particular its dependence on the velocity-to-scalar integral length-scale ratio, has also been reported. 8 In contrast, the effect of velocity-scalar correlations on scalar mixing has received relatively little attention, 2,9 despite the fact that direct numerical simulation ͑DNS͒ data exist that clearly demonstrate that such correlations have a non-negligible effect on the scalar dissipation rate in a homogeneous turbulent shear flow, 10, 11 and the fact that local isotropy requires a velocity-conditioned scalar mixing model. 2 It is important to note that the velocity-scalar correlations in homogeneous flows investigated in this work are fundamentally different than those due to turbulent intermittency near the free boundaries of inhomogeneous shear flows for which models are widely available in the literature. 4 The correlations of interest here are ''subgridscale'' phenomena and result from the fine structure of the ''mixing cascade '' 8 in the inertial-convective subrange ͑and beyond͒ of the scalar energy spectrum. Thus, for inhomogeneous flows, both types of velocity-scalar correlations will be present and should be included in flow models.
The main objective of this work is thus to investigate velocity-conditioned scalar mixing in homogeneous turbulent flows with a uniform mean scalar gradient. In such flows, it is well known that the composition pdf attains a nearly Gaussian form. 10, 12 This makes them ideal for the purposes of the present study since one can easily separate questions concerning the shape of the composition pdf from the question of velocity conditioning. Indeed, it is well known that for a Gaussian composition pdf the simple interaction by exchange with the mean ͑IEM͒ model 2 ͑also referred to in the literature as the LMSE model 13 ͒ is exact. Thus, while the numerical implementation of velocity-conditioned scalar mixing presented in this work is easily extendible to other scalar mixing models, the IEM model will be employed for all computations. The proposed algorithm is also not restricted to homogeneous flows. As is customary in turbulence modeling, we argue that the homogeneous flow algorithm ͑possibly with a more sophisticated scalar mixing model͒ developed in this work carries over to inhomogeneous flows with one caveat: As noted above, large-scale inhomogeneities in the turbulence field may intensify the effects of velocity conditioning ͑i.e., increase local anisotropy͒ and/or require additional terms in the flow model. 4 The IEM model is widely used in pdf computations due to the simplicity of its numerical implementation. 14 In its original formulation, the model was proposed as a closure for the molecular mixing term in the composition pdf balance equation:
where D is the molecular diffusion coefficient, ϭk/⑀ the turbulent mixing timescale, C a model constant with a stana͒ Electronic mail: rofox@eece.ksu.edu dard value of 2, and ͗͘ the scalar mean. However, it is routinely employed to close a similar term in the joint velocity, composition pdf balance equation:
thereby neglecting possible effects of the velocity on either the mixing timescale or the effective ''local'' scalar mean. Pope 2 for one has noted that, in general, there is no theoretical justification for assuming that the scalar mixing term is independent of velocity. Pope 15 has also noted that since the IEM model predicts
͑3͒
where ЈϭϪ͗͘ and u i ϭU i Ϫ͗U i ͘, use of Eq. ͑2͒ is at odds with local isotropy of the scalar field. On the other hand, a velocity-conditioned version of the IEM model,
where ͉͗V͘ is the scalar mean conditioned on U i ϭV i , preserves local isotropy. For homogeneous scalar fields in the absence of a mean scalar gradient, Eqs. ͑2͒ and ͑4͒ are equivalent since the velocity and scalar fields will be uncorrelated. However, in the presence of a mean scalar gradient, ͉͗V͘ ͗͘ and thus the predicted scalar mixing rate can be significantly lower. Theoretically, local isotropy should prevail as Re→ϱ. However, for moderate Reynolds numbers, local anisotropy may be significant. We shall thus introduce a ''local anisotropy'' parameter so that the velocity-conditioned IEM ͑VCIEM͒ model becomes
where ϭ0 corresponds to local isotropy, and 0Ͻр1 represents the ''degree of local anisotropy.'' Note that both C and in Eq. ͑5͒ may exhibit a Reynolds number dependence. Defining the scalar dissipation by
the VCIEM model yields
͑7͒
where the velocity-to-scalar timescale ratio is defined by
Likewise, defining the velocity-scalar correlation vector by
͑9͒
͑Greek indices imply no summation͒, and the velocitygradient, scalar-gradient correlation vector by
computation of ͗u ␣ Dٌ 2 ͘ with the VCIEM model yields
where Scϭ/D is the Schmidt number. Local isotropy implies ٌu ␣ ,ٌ ϭ0, and hence ϭ0. For homogeneous turbulence, the ratio ͗͗Ј͉u͘ 2 ͘/͗Ј 2 ͘ can be determined from the Reynolds stresses and the velocity-scalar correlation vector ͓Eq. ͑49͔͒. Thus, experimental or DNS data that include ٌu ␣ ,ٌ can be employed with Eqs. ͑7͒ and ͑11͒ to estimate the Reynolds-number dependence of C and . Note that in liquids where Scӷ1, the right-hand side of Eq. ͑11͒ will be small so that Ϸ0 even for moderate Reynolds numbers.
From a modeling standpoint, the primary effect of velocity-conditioned scalar mixing is to modify both the scalar dissipation rate ͑as opposed to changing the shape of the composition pdf͒ and the balance equation for the scalar flux.
14 Physically, a reduced scalar dissipation rate could be due to small-scale correlations between the velocity and scalar fields. For example, fluid elements located at a particular location with the same velocity will have a high probability of remaining together over a time interval ⌬tϽ L ϰ k/⑀ ͑i.e., the Lagrangian autocorrelation time͒. If these fluid elements are moving up the mean scalar gradient, then their mean concentration will tend to be lower than the unconditional mean concentration, i.e., ͗Јu ʈ ͘Ͻ0, where u ʈ is the fluctuating velocity component parallel to the mean scalar gradient. Conceptually, one can think of velocity-conditioned scalar mixing as occurring between fluid elements that arrived in the same physical eddy, while unconditional scalar mixing occurs between all fluid elements regardless of their origin. For example, in homogeneous turbulent shear flows, coherent motion of the scalar field is induced by hairpin-like structures in the velocity field and can result in local anisotropy. 10 Likewise, for inhomogeneous flows such as turbulent mixing layers 16 turbulent intermittency results in scalar field segregation into zones of high and low turbulent intensity 4 which may also induce local anisotropy. Velocity-conditioned scalar mixing models should thus prove useful for incorporating the effects of local anisotropy and/or a mean velocity gradient on the scalar mixing process in full velocity, composition pdf simulations of turbulent flows and in full second-order ͑scalar, velocity͒ turbulence models. In this work, we shall focus exclusively on velocity-conditioned scalar mixing in homogeneous flows; nevertheless, inhomogeneous flows offer a fruitful area of great practical importance for future study.
Despite its theoretical significance, implementation of velocity-conditioned scalar mixing in Monte-Carlo pdf codes must overcome the limitations imposed by using a finite sample to estimate conditional scalar statistics. An objective of this work is thus to implement a velocity-conditioned mix-ing model in a joint velocity, composition pdf code ͑pdf2ds͒. Typically, scalar statistics are estimated by performing ͑weighted͒ ensemble averages using all notional particles in the neighborhood of the spatial point where the estimate is needed. Statistical error is reduced by employing 100-300 notional particles in each ensemble average. Estimation of velocity-conditioned statistics requires a further classification of the notional particles into ensembles with similar velocities. Obviously, since velocity phase space is three dimensional and unbounded, the probability of finding a notional particle in a small subvolume of velocity phase space will be very small and thus the statistical error in the ensemble averages will be large, even if the total number of notional particles is increased by several orders of magnitude.
From a computational standpoint, it is clear that, at best, estimation of conditional scalar statistics will be possible only when conditioned on one variable ͑e.g., one component of velocity͒, and even then only when conditioned on a ͑small͒ finite number of events corresponding to the variable falling into non-overlapping intervals. Thus, in order to implement the velocity-conditioned mixing model, it will be necessary to determine a unique projection of the velocity vector onto a one-dimensional subspace of velocity phase space, and to specify the number and size of conditioning intervals in this subspace. Based on its relationship to the physical structure of the scalar field found in DNS data for homogeneous turbulent shear flows, 10 the velocity-scalar correlation vector is employed to define the one-dimensional subspace and an efficient numerical routine is developed for estimating the velocity-conditioned scalar statistics.
The remaining sections of this work are arranged as follows. In Sec. II we review the theory of velocity-conditioned scalar mixing and show that the VCIEM model admits a Gaussian composition pdf. In addition, we derive a set of scalar statistics for comparison with DNS data. In Sec. III we introduce two test cases: stationary, isotropic turbulence and a homogeneous turbulent shear flow. In Sec. IV, the numerical implementation of velocity-conditioned scalar mixing is outlined. In Sec. V, the numerical implementation is verified by comparing pdf simulation results to the analytical solutions and DNS data. In Sec. VI, conclusions are drawn.
II. THEORY
The balance equation for the joint velocity, composition pdf can be found in the literature.
2 For constant-density flows, it contains unclosed terms for scalar mixing ͑the focus of this work͒ and for transport in velocity phase space due to viscous forces and the fluctuating pressure gradient. Closures for the latter two phenomena are at the heart of pdf modeling of the velocity field and determine, for example, the model for the scalar fluxes. 15 In this work, we shall employ the Langevin model; 15, 17 nevertheless, many of the conclusions drawn concerning the effect of velocity conditioning and its numerical implementation should be independent of the choice of the velocity field closure.
The main objective of this section is threefold. First, we will demonstrate that, in a homogeneous turbulent shear flow with a mean scalar gradient, velocity-conditioned scalar mixing admits a joint Gaussian pdf for the velocity and an inert, passive scalar as observed in DNS 10 and experiments. 12 Second, we will show that a Gaussian limiting pdf results if and only if the scalar mixing model is linear in and V i in the limit of large time. And third, we will derive a set of scalar statistics that are compared with DNS data in Sec. V.
In order to show that velocity-conditioned scalar mixing admits a joint Gaussian pdf, it suffices to consider the VCIEM model. With the Langevin and the VCIEM models, the joint velocity, composition pdf balance equation becomes
where repeated indices imply summation and the tensor G i j is a specified function of local values of the Reynolds stresses, the mean velocity gradient and turbulence dissipation rate. 15 Integration of Eq. ͑12͒ over composition phase space yields the velocity pdf balance equation.
2 Written in terms of the velocity fluctuations, the balance equation becomes
where
Hereinafter, we shall assume that the velocity fluctuations are statistically homogeneous, thereby eliminating the last two terms on the left-hand side of Eq. ͑13͒. Furthermore, we shall restrict our attention to fully developed homogeneous turbulent shear flows wherein the turbulent time scale, k/⑀, is constant ͑although individually k and ⑀ are increasing function of time. [10] [11] [12] 15 ͒ Due to the linearity of G i j *v j with respect to v j , the resultant pdf for the velocity fluctuations is Gaussian with a Reynolds stress tensor independent of x i :
where N is a normalization constant and C i j (t) the inverse of the Reynolds stress tensor ͑i.e., the inverse of the velocity covariance matrix͒. Thus, in order to show that f is Gaussian, it suffices to show that the velocity-conditioned composition pdf is Gaussian. In principle, Eq. ͑12͒ could be solved for the joint velocity, composition pdf. However, this process is non-trivial since moments such as ͗U i ͘ and the conditional moment ͉͗v͘ are involved. Instead, we shall derive an expression for the composition pdf conditioned on velocity,
and use it to derive an expression for ͗Ј͉v͘. An important result of this analysis, that will be compared to DNS data in Sec. V, will be that the limiting form ͑i.e., for large time͒ of ͗Ј͉v͘ is linear in v i . The VCIEM model will thus be linear in and v i , which is a necessary and sufficient condition for f to be Gaussian. 13 Employing Eqs. ͑12͒, ͑13͒ and ͑16͒, it is easily shown that ‫ץ‬ f ͉u ‫ץ‬t
After invoking Eq. ͑15͒, this expression can be rewritten in terms of the scalar fluctuations:
͑19͒
Finally, by restricting our attention to a statistically homogeneous scalar field with a uniform mean scalar gradient,
the balance equation becomes
͑21͒
This expression is the starting point for deriving balance equations for velocity-conditioned scalar statistics such as ͗Ј͉v͘. Note that in order for the limiting form of f Ј ͉u to be Gaussian, the last term on the right-hand side ͑i.e., ͗Ј͉v͘) must be linear in v i .
The governing equation for ͗Ј͉v͘ follows directly from Eq. ͑21͒:
͑22͒
This expression has a particular solution of the form
where the dimensionless coefficient vector ␥ i obeys
͉␤͉ is the magnitude of ␤ i , e i the unit vector in the direction of ␤ i and
The limiting solution is thus
is the inverse of the matrix with components
͑28͒
A general solution to Eq. ͑22͒ can be found by expanding ͗Ј͉v͘ in a power series in v i . However, since the meangradient source term is linear in v i , it is easily shown that the coefficients of all non-linear terms converge to zero for large time. Thus, the general form of the limiting solution for the velocity-conditioned mean fluctuations of a passive, inert scalar in homogeneous turbulent shear flows found with the VCIEM model is linear in v i . It then follows immediately that the limiting form of the joint velocity, composition pdf is Gaussian. The correction term to the scalar dissipation rate ͓Eq. ͑7͔͒ can be found from Eq. ͑23͒ in terms of the anisotropy tensor:
͑30͒
Note that Eqs. ͑23͒ and ͑26͒ lead to a turbulent scalar flux model that is identical to the algebraic model of Rogers et al.:
where the expected value in the middle term is with respect to velocity pdf f u . Also note that although ␥ i attains a limiting solution in a homogeneous turbulent shear flow, the function ͗Ј͉u͘ is statistically non-stationary, due to the non-stationarity of the Reynolds stress tensor ͑i.e., through the random vector u). Finally, note that in the absence of a mean scalar gradient the final term on the right-hand side of Eq. ͑24͒ will be null; hence, ␥ i →0 for arbitrary initial conditions. This is a direct consequence of the fact that in the absence of a mean scalar gradient the velocity and scalar fields will become uncorrelated, and the form of the scalar pdf is determined solely by molecular diffusion. For homogeneous flows, velocity-conditioned scalar mixing is thus important only for cases with a mean scalar gradient where the limiting form of the scalar pdf is dominated by ''turbulent diffusion.'' As noted above, one important consequence of the linearity of ͗Ј͉v͘ with respect to v i is that the stationary form of the statistically homogeneous composition pdf in the presence of a uniform mean scalar gradient will be Gaussian for arbitrary values of ͑that f is Gaussian when ϭ1 is well known 13 ͒. It can be seen from the above analysis that the limiting linear form of ͗Ј͉v͘ is a direct result of the Gaussian velocity pdf and the linearity ͑in both Ј and v i ) of the scalar mixing model. In more complex, inhomogeneous flows the velocity pdf is also often nearly Gaussian. 15 Moreover, it has been argued that any generally applicable scalar mixing model must be linear in Ј.
2 Indeed, we can conclude from the above analysis that any scalar mixing model that predicts a Gaussian limiting form for the composition pdf must be linear in Ј and v i in the limit of large time ͑i.e., it must reduce to the VCIEM model͒. Thus, the linear form of ͗Ј͉v͘ should extend to a wider class of inhomogeneous flows that exhibit a nearly Gaussian composition pdf, and be independent of the scalar mixing model employed to model such flows. On the other hand, the addition of non-linear terms ͑in either Ј or v i ), such as those introduced by chemical reactions for reactive scalars, will generally invalidate the linear form of ͗Ј͉v͘, and result in a non-Gaussian composition pdf.
Another important consequence of linearity that will be useful in the numerical implementation of velocityconditioned mixing models is that ͗Ј͉v͘ will be constant on two-dimensional subspaces of velocity phase space, thereby reducing velocity conditioning to a one-dimensional subspace. This fact is exploited in numerical implementation of the VCIEM model outlined in Sec. IV. In the more general context of scalar mixing models for cases with a nonGaussian composition pdf ͑e.g., due to initial conditions͒ where the VCIEM model may be inadequate, onedimensional velocity conditioning can be incorporated as a modeling assumption in any of the available scalar mixing models. It must be reiterated, however, that in the absence of a mean scalar gradient ͑i.e., the usual test case for scalar mixing models͒ the manner in which velocity conditioning is implemented will be irrelevant since and u i will quickly become uncorrelated.
Other quantities of interest in the study of turbulent scalar mixing, that we will compare to DNS data in Sec. V, are the scalar variance ͗Ј 2 ͘ and the scalar fluxes ͗u i Ј͘. The governing equation for the scalar variance can be found directly from Eq. ͑12͒:
͑32͒
For the homogeneous, uniform mean-scalar-gradient case considered above, this expression simplifies to
The governing equation for the scalar fluxes can also be found from Eq. ͑12͒:
and simplifies to
Note that the scalar flux equations, coupled with a Reynolds stress model, form a closed system of equations that does not involve velocity-conditioned statistics. Local anisotropy (0Ͻ) reduces the scalar flux through the last term on the right-hand side of Eq. ͑35͒. On the other hand, the scalar variance equation involves the velocity-conditioned statistic ͗͗Ј͉u͘ 2 ͘. Thus, as noted in the Introduction, the primary effect of velocity-conditioned scalar mixing is to couple the scalar dissipation rate to the structure of the velocity field as manifested in the velocity-scalar and velocity correlation tensors. Nevertheless, other velocity-conditioned mixing models may affect the scalar flux differently than the VCIEM model. In a homogeneous turbulent shear flow, the scalar variance and fluxes grow continuously due to the nonstationarity of k. Thus, following Pope, 15 we define the normalized scalar variance,
the normalized conditional scalar variance,
and the normalized scalar flux,
The velocity-scalar correlation vector can be expressed in terms of normalized variables as
Note that all of normalized variables reach stationary values in a homogeneous turbulent shear flow. In terms of the normalized variables, Eqs. ͑30͒, ͑33͒, and ͑35͒ become, respectively,
and
where k(tЈ) can be found starting from Eq. ͑13͒. In Sec. III, we shall consider the limiting forms of Eqs. ͑40͒-͑42͒ for two test cases wherein k is time independent. These results are compared with DNS data in Sec. V. Before considering the numerical implementation of velocity conditioning in Sec. IV, it is useful to note that the linear form of ͗Ј͉v͘ leads to a linear relationship between the velocity-scalar and the velocity correlation tensors, where the latter is defined by
͑no summation on Greek indices͒. Indeed, since ͗Ј͉v͘ is linear in v i , we can express it in terms of a new set of linear coefficients ␣ i defined by
where the standardized velocity is given by
It then follows immediately that since
the linear coefficients ␣ j can be found by solving
it also follows that
In the numerical implementation of velocity-conditioned scalar mixing models, i and i j can be computed directly from the joint velocity, composition pdf. Thus, the linear coefficients ␣ i can be used to define a plane in velocity space upon which the velocity-conditioned mean is constant ͓i.e., Eq. ͑44͔͒, thereby reducing the conditioning problem to a onedimensional subspace as noted earlier. Finally, note that in a full second-order model for the Reynolds stresses and the scalar fluxes, the right-hand side of Eq. ͑49͒ will be known; hence, the scalar dissipation rate term in Eq. ͑41͒ will be closed once has been modeled. ͓Recall that at sufficiently high Reynolds ͑Schmidt͒ numbers, Ϸ0.͔
III. TWO TEST CASES
In order to investigate the effect of velocity-conditioned scalar mixing, two test cases will be considered: ͑A͒ stationary, isotropic turbulence with a mean scalar gradient, and ͑B͒ a homogeneous turbulent shear flow with a mean scalar gradient. For both cases, the limiting composition pdf is Gaussian so that the VCIEM model is exact. Moreover, Eqs. ͑39͒-͑42͒ have analytical solutions that will be used in Sec. V to verify the numerical implementation of the VCIEM model discussed in Sec. IV. For case B, Eqs. ͑39͒-͑42͒ are closed if the components of b i j are known. These can be found by solving the Langevin model ͑cf. Pope 15 ͒. Velocityconditioned scalar mixing results for both cases are compared to DNS data in Sec. V.
A. Stationary, isotropic turbulence
For stationary, isotropic turbulence, the anisotropy tensor is null (b i j ϭ0) and the Langevin model becomes
͑50͒
Thus, G i j *ϭG i j , C i j ϭ3␦ i j /2k and
͑51͒
In the absence of mean shear, the orientation of the mean scalar gradient is unimportant. Letting e 1 ϭ1, the non-zero component of ␥ i for large time is
. ͑52͒
Note that stationary, isotropic turbulence does not exist in nature, but can be produced numerically by adding a forcing term at low wavenumbers. Since velocity-scalar correlations will be affected by the manner with which forcing is implemented, agreement of model results with DNS data may vary with different forcing schemes. The limiting non-zero solutions to Eqs. ͑39͒-͑42͒ for this case are
Note that 1 is independent of and thus is not affected by velocity conditioning. This result differs from that found by Song 9 who employed a velocity-conditioned version of Curl's mixing model. Since Curl's model does not yield a limiting Gaussian pdf, 2 Song's result may be due to this fact, or to his numerical implementation of velocity conditioning. Notice also that the scalar flux and variances are largest when ϭ0. Indeed, using standard values of the model constants (C 0 ϭ2.1 and C ϭ2), the RMS scalar fluctuations are over 60% larger than when ϭ1, and 1 ϭϪ0.623 which is ͑fortuitously?͒ near the experimental value of Ϫ0.65 found by Sirivat and Warhaft. 18 Note also that the ratio
is independent of the degree of local anisotropy and that
Thus, since both 1 and ⌽/⌽ v depend only on the ratio C 0 /C , they will be used to cross-validate C 0 and C using DNS data in Sec. V. Likewise, since Eq. ͑58͒ is a direct result of ͗Ј͉v͘ being linear in v i , it will be employed as an indirect validation of the linear form for the DNS data.
B. Homogeneous turbulent shear flow
For the second test case, we will consider a homogeneous turbulent shear flow with ͗U 2 ͘ϭ͗U 3 ͘ϭ0 and
Unlike the previous test case, the DNS implementation of homogeneous turbulent shear flows requires no artificial forcing terms to sustain the turbulence. 10 Moreover, the longtime behavior of the scalar dissipation rate depends on the orientation of the mean scalar gradient, 10 a sign that the effect of local anisotropy and/or the mean velocity gradient are significant for this case.
For a fully developed homogeneous turbulent shear flow, the ratio ⑀/k is constant; however, both ⑀ and k increase in the streamwise direction. Theoretically, the flow can be made stationary by rescaling which adds an additional linear dissipation term in the balance equations for k and ⑀. Doing so, the simplified Langevin model for this case becomes
Thus,
͑62͒
In addition, for this case, the simplified Langevin model predicts b 11 ϭϪ2b 22 , b 13 ϭb 23 ϭ0, b 33 ϭb 22 ,
The expression for the normalized flux contains the matrix inverse:
͑65͒
Letting e 2 ϭ1, the non-zero components of the flux are
Likewise, defining
͑68͒
the limiting non-zero components of ␥ i can be written as
with
and ͉b͉ϭ͑3b 11 ϩ1 ͒͑ 3b 22 ϩ1 ͒Ϫ9b 12 2 . ͑74͒
Finally, the normalized conditional variance becomes
and ⌽ and i follow from Eqs. ͑41͒ and ͑39͒, respectively. Hereinafter, we shall follow Pope 15 and consider the case where C*ϭ0. 8 . ͑77͒
The normalized conditional variance is given by
and the normalized variance and velocity-scalar correlation vector follow from Eqs. ͑41͒ and ͑39͒, respectively. Note that with C ϭ2, 1 varies from 0.738 to 0.727, and 2 from Ϫ0.443 to Ϫ0.544 as varies from 0 to 1. Thus, unlike in the case of stationary, isotropic turbulence, the velocity-scalar correlation vector is affected by velocity conditioning for a homogeneous turbulent shear flow. Pope 15 has shown that all forms of the Langevin model underpredict the experimental value of 2 ϭϪ0.45 found by Tavoularis and  Corrsin: 12 the VCIEM model with ϭ0 agrees well with the experimental value. In addition, the RMS scalar fluctuations predicted by the VCIEM model with ϭ0 are 75% larger than those predicted by the IEM model. In Sec. V, the analytical results are used to verify a numerical implementation of the VCIEM model.
IV. NUMERICAL IMPLEMENTATION
An objective of the present work is to propose and validate an efficient numerical implementation of velocityconditioned scalar mixing that can be employed in a velocity, composition pdf code.
2 Although described here in terms of the VCIEM model, the numerical implementation strategy is completely general, and can be used with any other scalar mixing model ͑e.g., Curl's model͒ by applying the mixing model only within each conditioning interval ͑defined below͒. Velocity, composition pdf codes employ a large ensemble of notional particles from which one-point statistics such as ͗u i u j ͘ and ͗u i Ј͘ can be efficiently estimated. As in many statistical methods, the estimation error is inversely proportional to the square-root of the number of notional particles used in the estimate. Furthermore, for inhomogeneous fields, one-point statistics will depend on the spatial location and thus only notional particles ''near'' the spatial point where the statistic is desired ͑e.g., in the same computational grid cell͒ are used in the estimation procedure.
2 In practice, this implies, for example, that although the total number of notional particles in a 2D simulation may be on the order of 10 6 , only 10 2 -10 3 ͑sample size͒ are employed in the estimation of any one-point statistic.
Conditional one-point statistics such as ͉͗v͘ can also be estimated from the notional particles, but for a fixed sample size have much larger statistical error. Indeed, for the 10 3 notional particles located near a particular spatial location, only a small subset will also have say uϷ0. Since the statistical error is inversely proportional to the square-root of the number of notional particles in the subset, it may be relatively large compared to the statistical error associated with unconditional statistics, even in homogeneous flows. This trade-off between conditioning and statistical error thus precludes the use of conditional scalar statistics that involve more than one variable. This rules out, for example, any conditional statistic that is inhomogeneous along more than one direction in velocity phase space.
As noted in the Introduction, DNS studies have demonstrated that the strongest velocity-scalar correlations in homogeneous turbulent shear flows are generated by hairpinlike structures and are in the direction of the scalar flux. 10 Indeed, analysis of the DNS data has shown that near the hairpin-like structures fluid particles are separated into streams that move ''coherently'': 10 The fluid between the legs of the hairpin-like structure moves in the direction opposite of the surrounding fluid. This structure has a strong effect on the velocity-scalar correlation vector, and presumably on any local anisotropy that might be present. Based on these observations, we can postulate that since the alignment of the velocity-scalar correlation vector is strongly correlated with the underlying velocity field, it will be a good candidate for defining a one-dimensional subspace of velocity phase space. This conclusion is strengthened by the finding in Sec.
II that ͗Ј͉v͘ is homogeneous on a two-dimensional subspace of velocity phase space defined in terms of the velocity-scalar correlation vector ͓i.e., Eq. ͑44͔͒. Thus, in order to estimate velocity-conditioned scalar statistics, we shall employ the linear coefficient vector, ␣ i , to project the standardized velocity vector ͓Eq. ͑45͔͒ onto a onedimensional subspace ͑hereinafter referred to as -space͒ of velocity phase space.
In the numerical implementation of velocity-conditioned scalar mixing, the projection onto -space (u ) is found from u ϭ␣ i u i * .
͑80͒
It follows immediately that ͗u ͘ϭ0 and ͗u 2 ͘ϭ␣ i i j ␣ j .
͑81͒
Furthermore, if the velocity is Gaussian, then so is u . In the numerical implementation of the VCIEM model, the velocity-conditioned scalar mean is estimated by
where ͉͗v ͘ is the expected value of the scalar conditioned on u ϭv . ͑Recall that this expression is exact for a Gaussian composition pdf.͒ In the more general context of velocity-conditioned scalar mixing models, conditioning with respect to u ϭv will have the status of a modeling assumption whose validity can be tested against DNS and experimental data. The statistical error of a conditional expected value conditioned on only one variable may still be large if the variable has a wide range of values. In the present case, u may lie anywhere on the real line; thus, the statistical error in the numerical implementation may still be unacceptable. In order to overcome this problem, -space will be further subdivided into N c conditioning intervals I j chosen so that the probabilities of u /u Ј falling into an interval are equal:
. These probabilities for a standard Gaussian random variable are readily available in the form of statistical tables. For example, the end points of the positive conditioning intervals for a Gaussian velocity field with N c ϭ32 are given in Table I .
Note that the use of a finite number of conditioning intervals can engender its own numerical error. For example, ͗Ј͉v ͘ was shown in Sec. II to be a linear function of v . In the numerical implementation outlined below, the continuous function is replaced by a piece-wise constant ͑i.e., non-linear͒ approximation. Therefore, since ͗Ј͉v ͘ must be exactly linear for Gaussian behavior, the resultant composition pdf will be non-Gaussian, even when a relatively large number of conditioning intervals is employed. ͓Indeed, since the piece-wise constant approximation is worse in the tails of the pdf due to the larger relative width of the conditioning intervals ͑cf. Table I͒, the tails of the composition pdf will be the most affected. The largest errors should thus appear in the higher-order central moments as is seen in Sec. V.͔ Increasing N c to reduce the approximation error will be of diminishing return since it leads to a decrease in the number of samples per interval, and thus an increase in the statistical error. ͑In most pdf simulations of inhomogeneous flows, the number of notional particles per computational grid is on the order of 300. Using N c ϭ32 will thus yield a relatively large statistical error on the order of 0.3.͒ By comparing the results found with various values of N c to the analytical results for the two test cases, the accuracy of the proposed approximation is evaluated in Sec. V. In these comparisons, the statistical error is kept relatively small ͑on the order of 0.02 with N c ϭ32) by using a homogeneous flow with a total of 10 5 notional particles.
The VCIEM model has been implemented in a standard velocity, composition pdf code as follows: ͑1͒ Fix N c , assume z is Gaussian ͑i.e., u is Gaussian͒ and input I j from a statistical table. ͑2͒ At each time step, estimate the required one-point statistics: i , i j , ␣ i and u Ј . ͑3͒ For each notional particle, compute zϭu /u Ј and use it to set a pointer to the notional particle's conditioning interval I j .
͑4͒ Estimate ͉͗I j ͘ for jϭ1, . . . ,N c using the notional particles whose pointer values are equal to j. ͑5͒ Advance each notional particle's composition using the VCIEM model:
with the ͉͗I j ͘ corresponding to its pointer value.
For other scalar mixing models, steps 4 and 5 must be modified. For example, with Curl's model, 2 step 4 is dropped and step 5 replaced by random mixing events between notional particles selected from the whole ensemble with probability and from notional particles with the same pointer value with probability (1Ϫ). Note that since
where w j (Ϸ1/N c ) is the total normalized ''weight'' of all notional particles with pointer value equal to j, the mixing step leaves the scalar mean unchanged as required. The additional computational load introduced by velocity conditioning is modest. Reviewing the five steps in the algorithm, it can be seen that step 2 requires the estimation of up to nine additional quantities ͑the correlation tensors͒, each requiring a summation over all notional particles in the system. Step 3, however, is potentially the most expensive since the notional particles must be sorted according to their conditioning interval. On the other hand, the final two steps are computationally identical to the unconditioned mixing algorithm. Overall, the results reported in Sec. V for the VCIEM model required up to 50% (N c ϭ32) additional CPU time as compared to the IEM model.
V. RESULTS AND DISCUSSION
The velocity-conditioned scalar mixing algorithm described in Sec. IV has been implemented in a velocity, composition pdf code ͑pdf2ds͒. The computational domain was 2D and orthogonal with x 1 ͓0.0,⌬ x ͔,x 2 ͓0.0,⌬ y ͔ and periodic boundary conditions. The mean gradients were generated by applying jump periodic boundary conditions. For example, the homogeneous turbulent shear flow with a mean scalar gradient in the x 2 direction was generated using ϱ ⌬ x ϭ1.0 was employed except when specified otherwise. The model parameters were set at C 0 ϭ2.1, C ϭ2.0 and ϭ0.
As can be seen from their definitions, the normalized scalar statistics ͑e.g., ⌽) are independent of the Reynolds numbers and thus independent of the choice of k and ⑀. For this study, we have set kϭ167.0 m 2 / s 2 and k/⑀ϭ1 s ͑i.e., Re Ϸ8000 for air͒. Finally, since a Cartesian coordinate system is employed, all notional particles have equal weight.
In order in ensure local mass conservation in the mixing step, local averages have been computed using cell averages. In the presence of a mean gradient, cell averages differ from the true averages by a bias term:
Thus, in order to control the estimation error due to the bias, ⌬ y must be chosen such that
͑94͒
In all the simulations, the statistical error due to the finite number of notional particles was controlled by fixing the total number of notional particles at 10 5 ͑statistical error on the order of 0.003 when N c ϭ1).
The time-stepping error was controlled by choosing ⌬ t such that
͑95͒
For small shear rates (Sр⑀/k), Eqs. ͑94͒ and ͑95͒ yield
while for Sу⑀/k,
In both cases, ⌬ y was chosen first and then used to fix ⌬ t . Each simulation was run until a statistically stationary state had been achieved. For the two cases considered here, this condition required a total simulation time T such that
With all other errors kept on the order of 10 Ϫ2 , the largest error in the resultant statistics was due to the use of a finite number of conditioning intervals. As noted in Sec. IV, this error manifests itself in non-Gaussian tails for the composition pdf.
A. Stationary, isotropic turbulence
Comparison with analytical results: Results for stationary, isotropic turbulence with a mean scalar gradient are given in Table II . The first and last columns in the table are the theoretical results from Sec. III. The last two rows are the normalized fourth and sixth moments of the composition pdf. For arbitrary , the composition pdf is Gaussian so that the normalized moments are 3 and 15, respectively. The results shown in columns 2-7 were found from the pdf simulations with ⌬ y ϭ0.1 m, ⌬ t ϭ5.0ϫ10 Ϫ3 s, Tϭ10.0 s and with the number of conditioning intervals doubled for each successive column. Column 2 ͑one conditioning interval͒ is equivalent to the IEM model (ϭ1) and, except for ⌽ v , agrees within statistical error with column 1. With 2 ϭ0 for this case, ϭ0 corresponds to N c ϭϱ. At N c ϭ32, most scalar statistics are within 1% of their limiting values. Only the normalized moments in the last two rows, which as noted earlier are sensitive to the tails of the pdf, differ significantly from the limiting values. The agreement could be improved by increasing N c . However, as noted in Sec. IV, this will be of little practical value since for inhomogeneous pdf simulations it would result in too small of a sample in each conditioning interval. The velocity-conditioned scalar variance, ⌽ v , has been estimated from ͗Ј͉I j ͘:
As expected, for small N c , the estimated values of ⌽ v deviate significantly from the theoretical value; however, by N c ϭ32 the agreement is excellent. Overall, we can conclude On the other hand, C increases with increasing Reynolds number, resulting in an increasing velocity-to-scalar timescale ratio (R). However, like C 0 , one would expect C to approach a finite limiting value as Re →ϱ. Thus, additional DNS runs at Re ϭ185 and higher are needed to obtain good estimates of the limiting value of C . Values of the ratio C 0 /C computed using Eqs. ͑53͒ and ͑57͒ are shown in the Table III show the same trend as those found by Pope 14 using only velocity field statistics.
N c

B. Homogeneous turbulent shear flow
Comparison with analytical results: Results for a homogeneous turbulent shear flow with a mean scalar gradient in the x 2 direction are presented in Table IV 19, 20 and the VCIEM model. C and have been computed from Eqs. ͑7͒ and ͑11͒. (C 0 /C ) 1 has been computed from Eq. ͑53͒, (C 0 /C ) 2 from Eq. ͑57͒, and C 0 is found by averaging these values. CI 90 are the 90% confidence intervals for ⌽ v based on 16 independent DNS runs. The DNS data for Re ϭ185 are based on a single simulation and thus subject to significant statistical error. 20 that as the number of conditioning intervals increases, the limiting values of the statistics found by conditioning on u again tend within statistical error toward the theoretical values. As previously observed in Table II , the normalized moments in the last two rows of Table IV approach the Gaussian limiting values, but are more sensitive to the number of conditioning intervals than the other statistics. Similar conclusions apply when the mean scalar gradient is aligned in the streamwise (x 1 ) direction as can be seen from the simulation results in Table V .
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Comparison with DNS:
Rogers et al. 10, 11 have carried out an extensive DNS study of passive scalar mixing in a homogeneous turbulent shear flow. They have shown that scalar transport in these flows is strongly influenced by hairpin-like structures in the velocity field resulting in the unalignment of the scalar flux and the mean scalar gradient vectors. In the pdf code, the magnitude and alignment of the scalar flux vector depends primarily on the turbulence model.
14 The simplified Langevin model does not predict exactly the anisotropy tensor for homogeneous turbulent shear flows ͑compare, for example, ⌽ in Tables IV and V to  Table VI͒ ; thus, we will limit ourselves here to a qualitative comparison with the DNS data. Nevertheless, despite the simple form of the simplified Langevin model, many statistics, such as the relative angle of the scalar flux vector as a function of the direction of the mean scalar gradient, are in good agreement with the DNS data. For example, the DNS data have been used in Eq. ͑49͒ to compute ⌽ v /⌽ for the VCIEM model which appear in Table VI , and are in good agreement with the DNS data. Likewise, the DNS data have been employed to compute the standardized velocityconditioned scalar mean:
in terms of the standardized x 1 and x 2 velocities: u* and v*. According to Eq. ͑44͒, this data should fall on a plane in u*-v*-z phase space. Subtracting Eq. ͑44͒ ͑with the coefficients determined from the DNS data in Table VI͒ from Eq. ͑101͒, the plane can be rotated into the u*-v* plane. The results for two different mean scalar gradient orientations, TABLE V. Scalar statistics for a homogeneous turbulent shear flow with a mean scalar gradient in the x 1 direction found from the velocity-composition pdf code ͑pdf2ds͒ using the VCIEM model. Parameters same as in Table IV except ␤ 1 ϭ1.0 m Ϫ1 and ⌬ x ϭ0.02 m. For this flow, 12 ϭϪ0.550. In order to keep the mean scalar field stationary, the calculations were carried out with the scalar source term ͓S␤ 1 (x 2 Ϫ⌬ y /2)͔ derived by Rogers et ϭϪ0 .495. The non-zero component of the mean scalar gradient is indicated in the first column. ⌽ v /⌽ for the VCIEM model has been computed from Eq. ͑49͒ using the DNS data. The local anisotropy parameter, , has been computed from Eq. ͑103͒ by assuming that C ϭ2.70 is independent of the alignment of the scalar gradient and that 3 is given by Eq. ͑100͒. The DNS data have been employed in Eq. ͑11͒ to estimate ٌu ␣ ,ٌ . ' s DNS results include cases where the mean scalar gradient is aligned in each of the three coordinate directions. As one would expect to see for velocitydependent scalar mixing, the velocity-to-scalar time-scale ratio clearly depends on the direction of alignment ͑see Table  VI͒ . A priori there is no theoretical justification for assuming that C does not depend on the relative angle of the mean scalar and velocity gradient vectors. ͑The dependence could be tested using Eqs. ͑7͒ and ͑11͒; however, ٌu,ٌ is not available for this data set.͒ However, if we assume that C is independent of the alignment of the mean scalar gradient, when the mean scalar gradient is aligned in the x 3 direction, Eq. ͑7͒ becomes
where the subscripts are a reminder that the degree of local anisotropy ( 3 ) is expected to depend on the alignment of the mean scalar gradient. On the other hand, if the mean scalar gradient is aligned in the x 2 ͑viz., x 1 ) direction, the time-scale ratio is reduced by a factor dependent on the degree of local anisotropy and the conditional scalar statistics:
For the DNS data ͑see Table VI͒, R 3 ϾR 1 ϾR 2 in the fully developed flow. Given 3 , Eq. ͑103͒ can be employed with the DNS data to estimate 1 and 2 . We will thus make the additional assumption that when the scalar gradient is normal to the velocity gradient ͑e.g., in the x 3 direction͒, the dependence of on Re is the same as in isotropic turbulence ͓Eq. ͑100͔͒. The DNS data 11 for case C128U at dimensionless time Stϭ12 (Re ϭ108) are given in Table VI and, with the above assumptions, yield 3 ϭ0.20 and C ϭ2.70. These data have been used with Eq. ͑103͒ to compute and, using Eq. ͑11͒, the components of ٌu ␣ ,ٌ . It is clear from these results ( 3 Ϸ 2 Ͻ 1 ) that for homogeneous turbulent shear flows the magnitude of the local anisotropy must depend on the alignment of the mean scalar gradient with respect to the mean velocity gradient. Since local anisotropy enters the VCIEM model through ٌu ␣ ,ٌ in Eq. ͑11͒, experimental and/or DNS data for ٌu ␣ ,ٌ in turbulent shear flows are needed to completely validate the VCIEM model, and to determine the dependence of and C on the alignment of the mean scalar gradient relative to the mean velocity gradient.
Finally, in contrast to scalar mixing in isotropic turbulence, the Reynolds number increases continuously in the homogeneous turbulent shear flow DNS data, but the ratios R i /R 3 reach nearly constant values. Thus, the DNS data suggest that, even at high Reynolds numbers, scalar mixing in turbulent shear flows will require velocity-conditioned scalar mixing to correctly capture the effect of a mean velocity gradient. This observation is consistent with the predictions of the VCIEM model: as Re →ϱ local isotropy should prevail so that →0 and Eq. ͑103͒ predicts that R i /R 3 will depend on the alignment of the mean scalar gradient with respect to the mean velocity gradient through ⌽ v /⌽ ͓i.e., Eq. ͑49͔͒.
VI. CONCLUSIONS
An efficient numerical implementation of velocityconditioned scalar mixing based on conditioning on a onedimensional subspace of velocity phase space has been presented. While the algorithm is applicable to any scalar mixing model, numerical results are presented for the VCIEM model since it is exact for the Gaussian composition pdf seen in fully developed homogeneous scalar mixing in the presence of a uniform mean scalar gradient. It was shown that the effect of velocity conditioning on scalar mixing ͑i.e., through local anisotropy and/or a mean velocity gradient͒ in homogeneous flows with a mean scalar gradient can be significant and is successfully captured by the numerical imple- Table VI͒. mentation as demonstrated using full pdf simulations of scalar mixing in stationary, isotropic turbulence and in a homogeneous turbulent shear flow.
A comparison with DNS data for stationary, isotropic turbulence has demonstrated that the Langevin model for the velocity field with C 0 a function of the Reynolds number captures correctly the physics of scalar transport. For this case, the effect of local anisotropy on scalar mixing was shown to be significant at all Reynolds numbers for which DNS data are available. However, for very large Reynolds numbers local isotropy should prevail so that Ϸ0. Higher Reynolds number DNS data are needed to completely determine the Reynolds-number dependence of C in the VCIEM model.
Theoretically, due to the presence of coherent structures, the local anisotropy in turbulent shear flows should be more significant and persist at higher Reynolds numbers. This effect can be captured by modeling the ''degree of local anisotropy'' in a velocity-conditioned scalar mixing model. Furthermore, even for high Reynolds number, locally isotropic flows the VCIEM model predicts that the scalar dissipation rate will depend on the alignment of the mean velocity and scalar gradient vectors through ⌽ v /⌽. DNS data for scalar mixing with an arbitrarily aligned mean scalar gradient in a moderate Reynolds number homogeneous turbulent shear flow have been used to test this prediction. Future DNS and experimental investigations are urged to report values for ٌu ␣ ,ٌ , ⌽ v and other velocity-conditioned scalar statistics in order to allow for direct comparison with velocityconditioned scalar mixing models.
In conclusion, notwithstanding the need for further validation ͑in particular for inhomogeneous flows͒, this study has clearly demonstrated that velocity-conditioned scalar mixing models offer a numerically tractable approach for modeling the effect of local anisotropy and/or a mean velocity gradient on scalar mixing in both one-point velocity, composition pdf codes and second-order moment closures. An effect that cannot be captured using only the composition pdf or existing moment closures.
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