Abstract. For a general renewal process N (allowing delay, defect and multiple simultaneous arrivals) the independence of the first renewal epochs of the marked processes got from N by Bernoulli 0/1 thinning is characterized. This independence is well-known to hold true in the case of homogeneous Poisson processes; by way of corollary one obtains the interesting observation that, when coupled with some minimal extra conditions, it in fact already identifies them. The proof is analytic in character.
‚ (Watanabe) N has jumps of size 1 a.s. and pN t´c tq tPr0,8q is a martingale [9, Theorem 6.5.5(c)].
‚ N is an ordinary (i.e. non-delayed non-defective no-simultaneous-arrivals) renewal process that is stationary, with its inter-renewal times having mean c´1: follows from [2, Corollary V.3.6] coupled with the elementary observation that invariance under the transformation of the integrated tail characterizes the exponential distribution.
‚ (Srivastava) A non-trivial Bernoulli marking (thinning) of N results in independent marked processes and EN t " ct for t P r0, 8q: this is a particular case of the more general character- [18, 14] for the order statistics property; [10, 16, 13] concerning age (a.k.a. spent or current life) and residual life; finally [15, 8, 7] that deal with marking (thinning) of renewal processes.
In this paper we present another characterization of HPPs in the context of marking (thinning) a general renewal process. To this end we first fix some notation.
Let, on a probability space pΩ, F, Pq, T " pT i q iPN be a sequence of independent random variables with values in r0, 8s. Let T j , j P N ě2 , be identically distributed. Define S n :" ř n i"1 T i for n P N, and then N t :" ř nPN ½pS n ď tq for t P r0, 8q -the associated renewal process (allowing delay: T 1 does not necessarily have the same distribution as T 2 ; defect: T i , i P N, can take on the value 8;
and multiple simultaneous arrivals: T i , i P N, can take on the value 0).
Let furthermore p P p0, 1q, and let X " pX i q iPN be a sequence of independent, identically distributed (i.i.d.) random variables taking values in t0, 1u, independent of T , and with X 1 "
Berppq, where Berppq is the Bernoulli law: Berppqpt1uq " 1´Berppqpt0uq " p. Define the marked processes N 1 and N 0 as follows:
½pS n ď t, X n " iq, t P r0, 8q, i P t0, 1u.
The strong Markov property for i.i.d. sequences implies that N 0 and N 1 are again renewal processes (with delay and defect): for i P t0, 1u, if one defines S i 0 :" 0 and inductively S i n`1 :" inftm ą S i n : X m " iu, n P N 0 , then pS i n`1´S i n q nPN 0 (where we set e.g. 8´8 " 8 on the negligible event on which such a difference may occur) is an i.i.d. sequence, independent of T , and a.s. the sequence of the inter-renewal epochs of N i is given by p
Finally define, for i P t0, 1u, R i :" inftt P r0, 8q : N i t ě 1u, the time of the first renewal of the process N i , and L i :" inftj P N : X j " iu. Then, on tL i ă 8u and hence a.s., R i "
We observe: if N " HPPpθq for some θ P p0, 8q, then N 0 and N 1 , in particular R 0 and R 1 , are independent [20, Theorem 4.4.1] . It is then natural and interesting to ask, whether or not the latter property of the independence of R 0 and R 1 already characterizes HPPs. Indeed we will demonstrate the validity of Theorem 1. Assume PpT 1 ă ǫq ą 0 for all ǫ ą 0, and that either T 2 is non-arithmetic or else
PpT 1 " 0q " 0. Then R 0 and R 1 are independent if and only if N " HPPpθq for some θ P p0, 8q.
The same equivalence obtains if N is assumed to be ordinary (i.e. non-delayed, non-defective, and not having multiple simultaneous arrivals) instead.
Here: Definition 2. T 2 is non-arithmetic, if there is no α P p0, 8q with PpT 2 P tαn : n P N 0 Y t8uuq " 1.
Theorem 1, whose proof is given at the end of Section 2, is most closely related to the findings of [8, 7, 15] . Let us see how it compares. On the one hand, [7 give that, when either T 1 has the distribution of the integrated tail of T 2 with (implicitly) ET 2 P p0, 8q, or else when T 1 has the same distribution as T 2 , PpT 2 ă 8q " 1 and T 2 is non-arithmetic (respectively, when Pp0 ă T 1 q " 1 and (as implicitly assumed in the proof; not all the assumptions appear to be given explicitly) PpT 1 " 8q ă 1; when Pp0 ă T 1 , 0 ă T 2 q " 1 and PpT 1 ă ǫq ą 0 for all ǫ ą 0), then covpN 0 t , N 1 t q " 0 for all t P p0, 8q implies N " HPPpθq for some θ P p0, 8q. (Strictly speaking the quoted result of [8] is false. For, given a κ P p0, 8q, we can take independent T 1´κ " Exppλq and T j " Exppλq for j P N ě2 (a deterministically delayed HPP).
This situation is however precluded by the conditions of [7, 15] .) On the other hand, the condition of Theorem 1 is one on the independence of the first renewal epochs R 0 and R 1 only, and not (a priori ) on the absence of correlation of the processes N 0 and N 1 at all deterministic times (viz. the condition of [8, 7, 15] ). In a similar vein, Theorem 1 is not subsumed in the result of Samuels described above (final bullet point on p. 2): in the case that N is an ordinary renewal process, for sure N 0 and N 1 are ordinary renewal processes that superpose into N , but the condition of Theorem 1 is not (a priori ) on N 0 and N 1 being independent. Thus Theorem 1 is a complement to existing characterizations of HPPs in the context of marked renewal processes.
In fact we shall prove slightly more than what is the contents of Theorem 1. Specifically, we
shall provide a precise characterization of the independence of R 0 and R 1 (see Proposition 3 in the section following), whose immediate corollary will be Theorem 1. Excepting degenerate and trivial cases, and modulo deterministic time delay and scaling, we obtain here besides HPPs also what are continuous-time-embedded discrete-time stationary "geometric" renewal processes. It is interesting that these yield independence of the first renewal epochs of the two marked processes, however not the independence of the marked processes in their entirety (see Remark 4(iii)).
In addition to its theoretical appeal, our result appears to have some potential practical (statistical) relevance as well. We mean here a situation in which, for some reason, N may be assumed to satisfy the assumptions of Theorem 1, but it is not clear whether N is an HPP. Then this can be statistically tested, via independent trials, based on (also) the hypothesis of the independence of the first renewal times R 0 and R 1 of a non-trivial Bernoulli marking (possibly of unknown parameter p) of N . This might in particular be useful when data is limited to R 0 and R 1 . Compare the study [3] of a test for Poisson processes, based on the characterization result of Fichtner alluded to above.
On a more pure level, note that R 0 and R 1 are relatively simple functionals of the paths of N 0 and N 1 , and as such, in some given context, their independence may be more easily susceptible to analysis, than that of the whole of the processes N 0 and N 1 , or of N .
The result and its proof
So as to be able to state the precise result of this paper succinctly, let us agree on the following pieces of notation: LpV q denotes the law of a random element V ; for x 0 P r0, 8s, δ x 0 is the Dirac measure at x 0 ; then for r P p0, 1q, geom N prq :"
is the geometric law on N, respectively N 0 , with success parameter r. Now the result of this paper follows. (a) PpT 1 " 8q " 1.
(b) There exists κ P r0, 8q such that PpT 2 " 0q " PpT 1 " κq " 1.
(c) There exist κ P r0, 8q and q 0 P p0, 1q such that LpT 1 q " p1´q 2 0 qδ κ`q 2 0 δ 8 and LpT 2 q " p1´q 0 qδ 0`q0 δ 8 .
(d) There exist κ P r0, 8q and θ P p0, 8q such that T 1´κ " Exppθq and T 2 " Exppθq.
(e) There exist q 0 P p0, 1q, κ P r0, 8q and α P p0, 8q such that LppT 1´κ q{αq " geom N 0 p1´q 2 0 q and LpT 2 {αq " p1´q 0 qδ 0`q0 geom N p1´q 2 0 q.
(i) The conditions of the proposition are clearly mutually exclusive.
(ii) In cases (a), (b) and (d) even the processes N 1 and N 0 in their entirety are independent.
(iii) In cases (e) and (c), N 1 and N 0 are not independent. This may be seen as follows. Let B i :" tN i κ " 1u, i P t0, 1u. We compute PpB 0 q "
q 0 p1´q 2 0 qp1´pq{p1´p1´q 0 qpq 2 , and similarly PpB 1 q " q 0 p1´q 2 0 qp{p1´p1´q 0 qp1´pqq 2 , finally PpB 1 X B 0 q " 2p1´q 2 0 qp1´q 00 pp1´pq. Let furthermore A 0 :" tN 0 κ " 0u. We compute PpA 0 q " q 2 0`ř 8 k"1 p1´q 2 0 qp1´q 0 q k´1 q 0 p k " q 2 0`p 1´q 2 00 p{p1´p1´q 0 qpq " q 0 pq 0`p´p q 0 q{p1´p`pq 0 q and also PpA 0 X B 1 q " p1´q 2 0 qpq 0 . Elementary simplifications reveal that PpB 0 XB 1 q " PpB 0 qPpB 1 q is equivalent to q 0 p1`q 0 q " 2rq 0`p´p q 0 s 2 r1´p`q 0 ps 2 , whilst PpA 0 X B 1 q " PpA 0 qPpB 1 q is equivalent to rq 0`p´p q 0 sr1´p`q 0 ps " q 0 . Both equalities together yield q 0 p1`q 0 q " 2q 2 0 , contradicting q 0 P p0, 1q. (iv) The last case (item (e)) is (modulo the deterministic time delay by κ and the scaling α) a stationary renewal process in discrete time that has been embedded into continuous time. For, if U 1 " geom N 0 p1´q 2 0 q and U k " p1´q 0 qδ 0`q0 geom N p1´q 2 0 q for k P N ě2 are independent, then we can easily convince ourselves that, for k P N 0 , PpU 1 " kq " PpU 2 ą kq{EU 2 (U 1 has the distribution of the "summed tail" of U 2 ), and consequently (e.g. via moment functions) that the expected number of renewals at time k P N 0 , i.e.
E ř 8
n"1 ½p ř n l"1 U l " kq, is equal to 1{EU 2 " p1´q 2 0 q{q 0 , and hence does not depend on k (property of stationarity; cf. [4, pp. 34-36]). For completeness' sake: the renewal process L in discrete time, associated to the sequence pU k q kPN , is of course given by L n :"
The proof of Proposition 3 will be via Laplace transforms. Let us recall this notion.
Definition 5. For a law L on the Borel subsets of r0, 8s we define the Laplace transform of L as the function r0, 8q Q λ Þ Ñ ş r0,8q e´λ x Lpdxq P r0, Lpr0, 8qqs. We denote it by L L .
Remark 6. Such a Laplace transform is by bounded convergence continuous with limit lim 8 L L "
Lpt0uq at 8, its value at 0 is L L p0q " Lpr0, 8qq, and it is nonincreasing. It also determines the law ("injectivity of the Laplace transform"): if for two laws L 1 and L 2 on the Borel subsets of r0, 8s,
For, the restrictions of the measures L 1 p¨X r0, 8qq and L 2 p¨X r0, 8qq to the Borel subsets of r0, 8q then have the same (finite) Laplace transform on some neighborhood of 8, and are thus the same [5, Theorem 8.4] . It follows that
We now prove Proposition 3. Briefly, the idea is to reduce the independence of R 0 and R 1 to the factorization of their Laplace transforms. This yields a functional equation for the Laplace transforms of the laws of T 1 and T 2 . The latter is in turn analysed using the methods of regular variation, a technique that may be of independent interest.
Proof. Let ϕ :" L LpT 1 q , respectively φ :" L LpT 2 q , be the Laplace transform of the law of T 1 , respectively T 2 . It follows from the relevant independences, i.e. from the fact that the law LppX, Tof pX, T q on the space p ś iPN t0, 1uqˆp ś iPN r0, 8sq is given by the product law
LpT 2, from the a.s. equality Ω " pY kPN tX 1 " 0u X tL 1 " k`1uq Y pY kPN tX 1 " 1u X tL 0 " k`1uq, and from the countable additivity of mathematical expectation, that, for tλ, µu Ă r0, 8q, on the one hand:
and on the other hand:
analogously:
The class of bounded functions K :" te´λ¨½ r0,8q : λ P r0, 8qu is closed under multiplication and generates the Borel σ-field on r0, 8s. The functional monotone class theorem hence implies that the independence of R 1 and R 0 is equivalent to
Indeed, the latter condition is clearly necessary. To see how the functional monotone class theorem intervenes in the proof of the sufficiency, note that for a fixed µ P r0, 8q, the class of bounded measurable functions f : r0, 8s Ñ R for which Erf pR 1 qe´µ R 0 ½pR 0 ă 8qs " Erf pR 1 qsEre´µ R 0 ½pR 0 ă 8qs is a vector space over R closed under nondecreasing limits of nonnegative functions. Since it contains the class K and also ½ r0,8s , so by monotone class, Erf pR 1 qe´µ R 0 ½pR 0 ă 8qs " Erf pR 1 qsEre´µ R 0 ½pR 0 ă 8qs prevails for all bounded measurable f : r0, 8s Ñ R. With this having been established, it remains to repeat the preceding argument essentially verbatim, except that now with a fixed bounded measurable f : r0, 8s Ñ R, and for the class of bounded measurable g : r0, 8s Ñ R for which Erf pR 1 qgpR 0 qs " Erf pR 1 qsErgpR 0 qs.
Using the computations from the beginning of the proof, after some algebraic rearrangement, (1) rewrites into ϕpλ`µq rφpλq`φpµq´φpλqφpµqs " ϕpλqϕpµq, tλ, µu Ă r0, 8q.
The sufficiency of the conditions of the proposition may now be checked as follows. Under (a)
N " 0 a.s., hence R 0 and R 1 are equal to 8 a.s. and so trivially independent. Under (b), a.s.
N is zero up to κ and then jumps to 8 at κ, whence R 0 and R 1 are both equal to κ a.s., again trivially independent. (d) is the case of a deterministically delayed (by κ) HPP, in which case the independence of R 0 and R 1 is well-known, as we have noted. 1 (c). The deterministic delay by κ does not affect independence; we may assume κ " 0. Then ϕ " 1´q 2 0 , φ " 1´q 0 and (2) becomes p1´q 2 0 qr2´2q 0´p 1´q 0 q 2 s " p1´q 2 0 q 2 , which holds true. (e). Again without loss of generality κ is set equal to 0; similarly the scaling of time by the factor α is immaterial to independence, and we may assume α " 1. In that case we identify ϕpλq " , λ P r0, 8q. Tedious but straightforward algebraic manipulations then yield (2).
We now prove necessity of the conditions. Set q 0 :" PpT 2 ą 0q.
1 Indeed, in all the previous three cases, we see that even N 0 and N 1 are independent (viz. Remark 4(ii)).
Assume PpT 1 ă 8q ą 0 (otherwise we get (a)) and hence ϕ ą 0. We see from (2) that then φ ı 0, hence PpT 2 ă 8q ą 0, equivalently φ ą 0. Also from (2), for each µ P r0, 8q, there exists the limit lim λÑ8 ϕpλ`µq ϕpλq " ϕpµq 1´q 0`φ pµqq 0 P p0, 1s.
From the characterization of regular variation [6, Theorem 1.4.1] for the function ϕ˝ln | r1,8q it follows that there exists a ρ P R, for which ϕpln rq 1´q 0`φ pln rqq 0 " r ρ for all r P r1, 8q;
necessarily κ :"´ρ P r0, 8q. In other words ϕpµq " e´κ µ p1´q 0`φ pµqq 0 q for µ P r0, 8q.
If PpT 2 " 8q " q 0 , equivalently if LpT 2 q " p1´q 0 qδ 0`q0 δ 8 , then φ " 1´q 0 , and we obtain ϕ " e´κ¨p1´q 2 0 q, whence from the injectivity of the Laplace transform, LpT 1 q " p1´q 2 0 qδ κ`q 2 0 δ 8 -that is to say, we obtain (b) and (c), according as to whether q 0 " 0 or q 0 ą 0.
Assume now PpT 2 " 8q ‰ q 0 , equivalently PpT 2 " 8q ă q 0 , in particular q 0 ą 0 and φ ą 1´q 0 . The functional equation (2) may then be rewritten in the form p1´q0`q0φpλ`µqq rφpλq`φpµq´φpλqφpµqs " p1´q0`q0φpλqqp1´q0`q0φpµqq, tλ, µu Ă r0, 8q.
Introducing the substitution ξ :" pφ´p1´q 0 qq{q 0 , we obtain ξpλqξpµq " ξpλ`µqp1´q 2 0`q 2 0 pξpλq`ξpµq´ξpλqξpµqqq, tλ, µu Ă r0, 8q. Another substitution ψ :" ξ´1´1 yields ψpλ`µq " ψpλq`ψpµq`ψpλqψpµqp1´q 2 0 q, tλ, µu Ă r0, 8q.
When q 0 " 1, this is Cauchy's functional equation for ψ. The latter being a monotone function, it follows that there exists an α P R, such that ψpµq " αµ for all µ P r0, 8q. From PpT 2 ą 0q " q 0 ą 0 we have of course α ‰ 0 and θ :" α´1 P p0, 8q. So in this case, for all µ P r0, 8q, φpµq " ξpµq " p1`ψpµqq´1 " θ{pθ`µq. Then the injectivity of the Laplace transform implies that T 2 " Exppθq.
Similarly it follows that T 1´κ " Exppθq. In other words, we have case (d).
Finally we are left with the case of q 0 ă 1. When so, we get from (3) and lim 8 ψ " 8 that for each µ P r0, 8q there exists the limit lim λÑ8 ψpλ`µq ψpλq " 1`ψpµqp1´q 2 0 q P r1, 8q.
The characterization of regular variation gives the existence of an α P R, such that 1`ψpµqp1´q 2 0 q " e αµ for µ P r0, 8q;
necessarily α P p0, 8q. In other words we obtain φpµq " 1´q 0`q0 1´q 2 0 e αµ´q2 0 and ϕpµq " e´µ κ 1´q 2 0 1´q 2 0 e´α µ for µ P r0, 8q.
The injectivity of the Laplace transform finally implies that LpT 2 {αq " p1´q 0 qδ 0`q0 geom N p1´q 2 0 q and LppT 1´κ q{αq " geom N 0 p1´q 2 0 q, viz. case (e).
As mentioned, Proposition 3 has as its corollary Theorem 1.
Proof of Theorem 1. The conditions that 0 belong to the support of the law of T 1 , and that T 2 be non-arithmetic or else the law of T 1 have no atom in zero, exclude the cases (a)-(b)-(c)-(e) and force κ " 0 in (d) of Proposition 3. Clearly the same transpires also when N is ordinary.
