Abstract. Two triangles are called almost disjoint if they are either disjoint or their intersection consists of one common vertex. Let f (n) denote the maximum number of pairwise almost disjoint triangles that can be found on some vertex set of n points in 3-space. Here we prove that f (n) = (n 3/2 ).
Introduction
Two triangles are called almost disjoint if they are either disjoint or their intersection consists of one common vertex. Let f (n) denote the maximum number of pairwise almost disjoint triangles that can be found on some vertex set of n points in 3-space. Note that in a set of almost disjoint triangles, any vertex can be incident to at most (n − 1)/2 triangles, thus f (n) = O(n 2 ). The study of this function was suggested by Kalai [3] . For other extremal problems concerning families of triangles in 3-space we refer to [1] and [5] .
The problem is closely related to the existence of closed polyhedral 2-manifolds in 3-space with unusually large genus. A result of McMullen et al. [6] implies f (n) = (n log n). The main goal of this paper is to prove the following lower bound on f (n).
Theorem 1. f (n) = (n 3/2
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We present two constructions to prove this theorem, each based on the following idea. For every m ≥ 3, first we construct a set R = {R 1 , R 2 , . . . , R m } of m points and a set Q = {Q ij | 1 ≤ i < j ≤ m} of m 2 points such that the triangles R i R j Q ij are almost disjoint. Then we "blow up" the construction by considering translates
for every m ≥ 3, and the theorem follows. The second construction, found by the first author, exploits both the combinatorial and the geometric properties of cyclic polytopes. Although it is quite involved, we think that an argument using cyclic polytopes is quite natural here, and may serve as a basis for an improvement on Theorem 1 if one can reduce the cardinality of the set Q. While refereeing the original version of this paper, the second author found, based on some of the same principal ideas, a strikingly simple construction that does not depend on cyclic polytopes. Since we do not know if Theorem 1 is best possible, we found it reasonable to publish both proofs in the same paper. We also believe that both constructions can be useful in the study of further extremal problems concerning geometric hypergraphs.
We organize this paper as follows. The first construction, which is very easy to describe, is presented in Section 2. In Section 3 we give a concise introduction to cyclic polytopes and formulate the results that are essential to the second construction. In the last section we sketch an alternative proof of Theorem 1. Unfortunately, it is not clear how to transfer these constructions to closed polyhedral manifolds. Thus we address the following problem.
Problem 2.
Is there, for n arbitrarily large, a closed polyhedral manifold in 3-space with n vertices whose genus is (n 3/2 )?
The First Construction
Let R = {R 1 , R 2 , . . . , R m } be a set of m ≥ 3 points in general position in 3-space, that is, no three collinear and no four coplanar. Let v be a vector that is not parallel to any 
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Cyclic Polytopes
Let 0 ≤ t 0 < t 1 < · · · < t m+2 , and consider the points
, and also every subsequence of length ≥ 4 form the vertex array of a cyclic polytope. It is known that no four points on the moment curve are coplanar, in particular, cyclic polytopes are simplicial polytopes. If T 1 , T 2 , . . . , T is the vertex array of the cyclic polytope C = conv{T 1 , T 2 , . . . , T }, then Gale's evenness condition implies that for 1 ≤ i < j < k ≤ , T i T j T k is a face of C if and only if either i = 1 and k = j + 1 or k = and j = i + 1. For Gale's evenness condition, and for the introduction of cyclic polytopes in general we refer to the monographs [2] and [7] . For every two point P = Q, let r (PQ) be the closed ray which starts at P and passes through Q, and we define ray r * (PQ) by removing the segment PQ, open at the end Q, from the ray r (PQ). Thus, r * (PQ) = r (QR) for any point R incident to line PQ such that Q lies between P and R. Intuitively, this must be true if the multiplicative constant 2 is replaced by a very large number. From the analysis of the proof that follows one can readily check that it can be replaced by the somewhat smaller unique positive root of the polynomial To see that R b is indeed closer to H xyz than R a we only have to show that the fraction δ a /δ b is greater than 1, and we do this as follows:
and in a similar way
Now we are able to state the main result of this section.
Lemma 4. Let m ≥ 3, and consider points R
i = (t i , t 2 i , t 3 i ) for i = 0, 1, . . . , m + 2, where t i = 2 − 2 −i .
There is a finite system H of hyperplanes not parallel to the (x, y)-plane such that for every 4-tuple of indices
(i, j, k, l) with 1 ≤ i < j ≤ m, 1 ≤ k < l ≤ m, i < k,
there exists a hyperplane H (ijkl) ∈ H that is not parallel to lines R m+2 R i and R m+2 R k , and which weakly separates r
Proof. Note first that the numbers t i satisfy the condition of Lemma 3. We will show that in fact the statement of the lemma is valid for the system 
this case let H (ijkl) = H (i−1)kl and apply Lemma 3 with s
Since R m+2 ∈ H + \H , this also implies that line R m+2 R k is not parallel to H and r * (R m+2 R k ) ⊂ H − . We also see that R l ∈ H ⊂ H − . Putting all this information together we obtain that H ∈ H is not parallel to lines R m+2 R i and R m+2 R k , r
and apply Lemma 3 with
Moreover, if j = k − 1, then R j ∈ H , and if j < k − 1, then H separates R j and R m+2 by Gale's evenness condition; in any case R j ∈ H − . On the other hand, R l ∈ H ⊂ H + , and the result follows. (iii) j > k > i + 1. In this case let H (ijkl) = H (i+1) j ( j+1) and apply Lemma 3 with r = i, s = i + 1, t = k, u = j, v = j + 1. As in the previous case, we obtain that
because either l ∈ { j, j + 1}, in which case R l ∈ H , or k < l < m + 2, and l is separated from m + 2 by either no or by exactly two indices in the set {i + 1, j, j + 1}, in which case Gale's evenness condition implies R l ∈ H + . (iv) j > k = i + 1. In this case let H (ijkl) = H ij( j+1) and apply Lemma 3 with
We can check that R l ∈ H + in exactly the same way as in the previous case. On the other hand, R i , R j ∈ H ⊂ H − , and since R m+2 ∈ H + \H , we can argue that H is not parallel to line R m+2 R i , and r * (R m+2 R i ) ⊂ H − . Thus the proof of the lemma is complete.
For technical reasons we also need the following simple lemma. Proof. One can readily check that c 2 +cb+b
Lemma 5. Suppose that
and the result follows.
The Second Construction
Let points R 0 , R 1 , . . . , R m+2 be as in Lemma 4. The geometric picture we have in mind is that if we pick the points Q ij for 1 ≤ i < j ≤ m along the rays r i = r * (R m+2 R i ), then two triangles R i R j Q ij and R k R l Q kl cannot cross each other, assuming that the distances between consecutive points R i and R i+1 decrease considerably. This is indeed justified by Lemma 4. To be more precise, we can prove the following: Corollary 6. Let ϕ > 0 be a sufficiently small angle and denote by C i the half-cone whose axis is r i and whose apex angle is 2ϕ. Suppose that points Q ij are interior points of
Proof. It follows from Lemma 4 that H (ijkl) weakly separates the two triangles. Moreover, points Q ij and Q kl are not incident to H (ijkl). Therefore the only common points of the two triangles belong to the intersection of segments R i R j and R k R l . Since they are also weakly separated by H (ijkl) and no four points of the moment curve are coplanar, we only have two possibilities. First, if points R i , R j , R k , R l are all distinct, then were the intersection of the two segments non-empty, it would consist of one of these points, which is not possible since no three points of the moment curve are collinear; thus, in this case the two triangles are disjoint. In the other case, R j equals one of the endpoints of R k R l , when the intersection of the two segments, and hence also of the two triangles, is {R j }, proving that the two triangles are indeed almost disjoint.
Note that this corollary leaves the case i = k uncovered. Thus, we have to investigate how to position points Q ij in C i (where 1 ≤ i ≤ m − 1 is fixed) such that each pair of the triangles {R i R j Q ij | i < j ≤ m} is also almost disjoint. To do this, consider for every i < j ≤ m, the half-plane G ij bounded by line i = R m+2 R i and which contains ray r (R i R j ). Since no three points on the moment curve are collinear, these half-planes are uniquely defined, and they are also pairwise distinct, since no four points on the moment curve are coplanar. Moreover, if g ij denotes the ray where G ij intersects the horizontal plane H 0 through R m+2 , then it follows from Lemma 5 that g ij lies inside the positive quadrant of H 0 . Assume that Q ij ∈ G ij \ i , then triangles R i R j Q ij and R i R k Q ik lie in the different half-planes G ij and G ik , respectively. Therefore any point common to both triangles must lie on the intersection of these two planes, that is, on i . However, i contains only one vertex of each triangle, namely R i , and it follows that the triangles are almost disjoint.
In order to be able to blow up the construction, we must have more freedom in selecting the position of Q ij . To this end choose, for every 1 ≤ i ≤ m − 1, some small but positive angle γ i and rotate G ij through the angle γ i in both directions about i to obtain half-planes G Now we sketch how to blow up the construction. Here we omit the technical details which are rather tedious; the interested reader can find them in [4] . Choose a "long" horizontal vector v which is in general position with respect to the points R i in an appropriate sense. Let R = {R 1 , R 2 , . . . , R m } and define R It can be shown that Q ij is an infinite domain which contains points of arbitrarily small third coordinate, that is, points arbitrarily far from H 0 . It follows from Lemma 7 that if Q ij ∈ Q ij for every 1 ≤ i < j ≤ m, then for every fixed 1 ≤ κ ≤ m, the triangles R Once again, the heavy details can be found in [4] .
