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ABSTRACT
Human-robot interaction is an area of interest that is becoming increasingly important in robotics
research. Nonlinear control design techniques allow researchers to guarantee stability, perfor-
mance, as well as safety, especially in cases involving physical human-robot interaction (PHRI).
In this dissertation, we will propose two different nonlinear controllers and detail the design of an
assistive robotic system to facilitate human-robot interaction.
In Chapter 2, to facilitate physical human-robot interaction, the problem of making a safe compli-
ant contact between a human and an assistive robot is considered. Users with disabilities have a
need to utilize their assistive robots for physical interaction during activities such as hair-grooming,
scratching, face-sponging, etc. Specifically, we propose a hybrid force/velocity/attitude control for
our physical human-robot interaction system which is based on measurements from a force/torque
sensor mounted on the robot wrist. While automatically aligning the end-effector surface with the
unknown environmental (human) surface, a desired commanded force is applied in the normal di-
rection while following desired velocity commands in the tangential directions. A Lyapunov based
stability analysis is provided to prove both convergence as well as passivity of the interaction to
ensure both performance and safety. Simulation as well as experimental results verify the perfor-
mance and robustness of the proposed hybrid force/velocity/attitude controller in the presence of
dynamic uncertainties as well as safety compliance of human-robot interactions for a redundant
robot manipulator.
Chapter 3 presents the design, analysis, and experimental implementation of an adaptive control
enabled intelligent algorithm to facilitate 1-click grasping of novel objects by a robotic gripper
since one of the most common types of tasks for an assistive robot is pick and place/object re-
trieval tasks. But there are a variety of objects in our daily life all of which need different optimal
force to grasp them. This algorithm facilitates automated grasping force adjustment. The use
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of object-geometry free modeling coupled with utilization of interaction force and slip velocity
measurements allows for the design of an adaptive backstepping controller that is shown to be
asymptotically stable via a Lyapunov-based analysis. Experiments with multiple objects using a
prototype gripper with embedded sensing show that the proposed scheme is able to effectively
immobilize novel objects within the gripper fingers. Furthermore, it is seen that the adaptation
allows for close estimation of the minimum grasp force required for safe grasping which results in
minimal deformation of the grasped object.
In Chapter 4, we present the design and implementation of the motion controller and adaptive
interface for the second generation of the UCF-MANUS intelligent assistive robotic manipulator
system. Based on usability testing for the system, several features were implemented in the inter-
face that could reduce the complexity of the human-robot interaction while also compensating for
the deficits in different human factors, such as Working Memory, Response Inhibition, Processing
Speed; , Depth Perception, Spatial Ability, Contrast Sensitivity. For the controller part, we de-
signed several new features to provide the user has a less complex and safer interaction with the
robot, such as ‘One-click mode’, ‘Move suggestion mode’ and ‘Gripper Control Assistant’. As
for the adaptive interface design, we designed and implemented compensators such as ‘Contrast
Enhancement’, ‘Object Proximity Velocity Reduction’ and ‘Orientation Indicator’.
iv
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CHAPTER 1: INTRODUCTION
With the latest advances in the field of robotics, the robot manipulator is being utilized increas-
ingly outside the caged industrial environment that it was initially developed for. Professional and
personal service robots are increasingly working with humans in their daily lives at work and at
home. One class of personal service robots is assistive robotics which is the field of robotics meant
to assist users with activities of daily living. These may be aging users who are weak and eas-
ily fatigued or individuals with disabilities that may have trouble with control in the upper and/or
lower extremities. It is well know from previous research that users of assistive robotics prefer to
have the ability to interact with a robot especially because robots are not as context and situation
aware as their human counterparts even though they may be more consistent in interactions with
environments that they are specifically trained for. However, the control of a robot manipulator
is very different from the control of a human arm. Human can easily move all the joints of the
arm with respect to a target simultaneously. Take the shaving task for example, the wrist can align
the razor with face while the razor is moving along the face. If this task is to be done through
a robot, manual control is almost impossible to achieve during human-robot interaction since the
robot usually can only be commanded to move each joint or axis separately, while these physical
human-robot interaction tasks need the motion in different axes simultaneously. Furthermore, even
for tasks such as object retrieval/pick-and-place, standard user interfaces do not allow for efficient
motion of the robot end-effector toward the target and the eventual application of optimal force(s)
to safely immobilize the object within the robot gripper. To facilitate such human-robot interac-
tion problems, we propose and design two nonlinear controller as well as implement an intelligent
assistive robotic system, namely the UCF-MANUS Gen 2 system.
In Chapter 2, a physical human-robot interaction is considered. While assistive robotic devices
such as Wheelchair Mounted Robotic Arms (WMRAs) [1–5] and Companion Robots [6–10] tradi-
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tionally help users with object retrieval [49] or pick and place tasks [12], they are also quite capable
of physical interaction with the user themselves. Users with disabilities have a need for assistance
with activities such hair-grooming, scratching, face-sponging etc.; all these daily activities require
physical interaction with various surfaces on the human body. Under this need, the assistive robot
has to be able to align with the unknown (human) surface, and also apply a desired force in the
normal direction while following the surface based on desired velocity profiles that the user can
command to the robot. It is critical that the assistive robot be able to execute a safe compliant
contact with the human user.
In Chapter 3, an adaptive grasping force control algorithm is presented. To assist the human to
achieve daily activities, the ability to appropriately grasp an object is essential for most robotic
manipulators. There can exist a large variation between the different objects that a robot is required
to grasp which makes the grasping problem complicated. It becomes even more challenging in
unstructured scenarios, i.e., when the robot has no previous knowledge of the object’s shape or
size. If the robot grasps an object too loosely, it will be unable to pick the object or lose it during
transit; on the other hand, too tight a grasp can inadvertently crush or damage some objects. Even
when an object is previously known, it is hard to distinguish its true state without interacting with
it, e.g., an empty versus full soda can. The requirement for successful grasping thus boils down to
the application of a minimal force which immobilizes the object between the gripper fingers, i.e.,
no slip must be ensured between the object and gripper fingers.
In Chapter 4, the UCF-MANUS assistive robot system is presented. The UCF-MANUS assistive
are aimed at compensating for limits in the cognitive and/or motor functions of user such as help-
ing wheelchair-bound individuals retrieve objects in their environment, feed themselves, and so on.
Based on our previous research, we have found users prefer more interaction with the robot rather
than the cede control to autonomous functions by the robot. Based on this, we are motivated to
design a shared control framework for assistive robots. The users can always take over robot con-
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trol function or share workload with the robot’s software agent that is imbued with autonomy and
exhibits situational awareness; in other words, collaborative control with sliding scale autonomy
allows for reduction of task complexity.
3
CHAPTER 2: ROBUST HYBRID IMPEDANCE CONTROL FOR
PHYSICAL HUMAN ROBOT INTERACTION (P-HRI)
Background
To achieve the hybrid position/force control on surface, researchers have proposed various ways to
solve it. In [13],the author used the exact CAD model for polishing position/force control. With
the CAD/CAM model, they are able to track the desired trajectory, force, and contact direction.
Since it requires the exact CAD model of the environment, therefore this method will not works
will for the physcial human-robot interaction problem. In [14],the authors designed and imple-
mented a compliant arm to perform bed bath for patient hygiene. A bang-bang controller was
utilized to maintain the z-axis force against the body between 1-3N while a laser range finder was
utilized to retrieve the skin surface point cloud of the skin followed by selection of wiping area by
the operator. This method also required to obtain the point cloud of the environment. The authors
of [15] proposed a contact force model for wiping and shaving tasks. They captured the face point
cloud and the force profile of health participants performing daily living tasks such as wiping and
shaving. Then, they built a three-parameter trapezoidal force model of each stroke and the force
dependency on face area. Besides assuming previous knowledge of the environment, there are
other approaches for the unknown environment. In [16], the author proposed two methods for ex-
ploring unknown surfaces with discontinuities by using only a force/torque sensor. They rotating
the direction of the desired motion/force instead of rotating the end-effector to keep moving and in-
serting force on unknown surface. But this method can’t be used for certain physical human-robot
interaction which needs the alignment between the end-tool and human body, such as shaving.
In [17], the authors proposed a hybrid position-force sliding mode control for surface treatment
such as polishing, grinding, finishing, and deburring – the end-effector can apply the desired pres-
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sure on the surface and also keep the end-effector orientation perpendicular to the surface. But
the orientation constrain is not considered for moving along a frictional environment. In [18],the
author proposed a deformation-tracking impedance control for interacting with unknown surfaces
by using an extended Kalman filter to estimate the parameters of the environment, thereby con-
trolling the interaction force indirectly by tracking the desired deformation without force sensing.
But this method can’t estimate the interaction torque, therefore during the aligning phase of the
assembly task, their desired interaction torque is just determined experimentaly. In [19], an artifi-
cial neural network-based proportional-integral gain scheduling force controller was proposed to
track the desire interaction force while estimating the environment parameter online. In [20], the
author proposed an inverse differential kinematic based position/force control for cleaning an un-
known surface. They utilized a force/torque sensor to provide feedback for the force control part.
However, this velocity control-based algorithm is not considered safe for human-robot interaction;
furthermore, the evaluation of surface alignment is also missing.
Problem statement
The research objective is to align the robot end-effector with the unknown environment and apply
a desired force in the normal direction while following a commanded velocity profile along the
tangential directions. In order to guarantee safe human-robot interaction, another research objec-
tive is to ensure that the robot acts as a passive system while transmitting user intent to and during
interaction with the environment. To design and implement our robust impedance control frame-
work, we assume knowledge of the joint position/velocity measurements as well as the interaction
force at the end-effector using a wrist mounted 6-axis force/torque sensor. We assume uncertainty
in the robot dynamics and no prior knowledge of the location/orientation of the environmental
surface with respect to the robot coordinate system. While we assume that the surface presents
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damping and stiffness in the normal direction and pure damping along the surface, we assume no
prior knowledge of the parameters.
Modeling
Manipulator Model
The dynamics of an n degree-of-freedom robot are given by
M(q)q̈+ C(q, q̇)q̇+G(q) = τ+ τenv − τf (2.1)
where M(q) ∈ Rn×n is the symmetric positive definite inertia matrix, C(q, q̇) ∈ Rn×n is the
matrix of Coriolis and centrifugal torques, G(q) ∈ Rn×1 is the vector of gravitational torques,
q, q̇, q̈ ∈ Rn×1 denote, respectively, the joint angle, joint velocity and joint acceleration vectors,
τ ∈ R6×1 is the control input vector of joint torques, τenv = JTFe,e ∈ R6×1 is the external torque






fe,x fe,y fe,z τe,x τe,y τe,z
]T
∈ R6×1 is
the interaction force measured by the force/torque sensor mounted on the wrist, J ∈ R6×n is the
Jacobian matrix, while τf ∈ R6×1 denotes joint friction. The joint velocity and acceleration for a
redundant robot (i.e., n > 6) can be written as follows
q̇ = J+ẋ+ (I− J+J)b (2.2)













∈ R6×1 denote end-effector velocity and acceleration
vectors, respectively, vb and ωb are the end-effector translation and angular velocity expressed
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in the base frame, J+ , JT(JJT)−1 denotes the right pseudoinverse of the Jacobian matrix, while
b ∈ Rn is an arbitrary vector utilized to accomplish secondary objectives such as joint limit,
collision avoidance, etc. For ease of presentation, we choose b = 0 for the remainder of the paper.
After replacing the joint acceleration and velocity by (2.2) and (2.3), we can obtain the task space
robot dynamics as follows
MJ+ẍ−MJ+J̇J+ẋ+ CJ+ẋ+G− JTfe,e + τf = τ (2.4)
To accomplish our tangential velocity tracking objectives, we define errors in the end-effector
frame as follows
ev = ẋe − vd (2.5)
where vd (t) ,
[
vd,x (t) vd,y (t) 0 0 0 0
]T
∈ R6×1 denotes the desired velocity in the




denotes the actual end effector velocity expressed
in the end-effector frame, ve = [ ve,x ve,y ve,z ]
T and ωe = [ ωe,x ωe,y ωe,z ]
T are the end-




Rbe (t) ∈ SO(3) denotes the rotation matrix between the robot base frame and the end-effector
frame. By rearranging (2.5) and taking its time derivative, one can obtain the following expres-
sions for ẋ (t) and ẍ (t)
ẋ = Rev + Rvd (2.6)
ẍ = Rėv + Rv̇d + Ṙev + Ṙvd (2.7)
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By substituting (2.6) and (2.7) in (2.4), we can obtain the open-loop error dynamics as follows
MJ+Rėv = τ+ τenv − τf −G+Hẋ−MJ
+Rv̇d (2.8)
where H ,MJ+J̇J+ − CJ+ −MJ+ṘRT . We can model the unstructured uncertainties in the robot
dynamics as follows
M = M̂+ M̃ H = Ĥ+ H̃
G = Ĝ+ G̃
where M̂, Ĥ, Ĝ denote best estimates of M,H,G respectively while M̃, H̃, G̃ denote the corre-
sponding uncertainties. Based on this, we can rewrite the open-loop error dynamcis as follows
M̂J+Rėv = τ+ τenv − Ĝ+ Ĥẋ− M̂J
+Rv̇d + M̂D (2.9)
where D , M̂−1(−G̃ + H̃ẋ − M̃J+Rv̇d − τf) is a lumped disturbance term. Motivated by the
structure of the robot dynamics and the ensuing control development and stability analysis, we
assume the existence of the following properties:
Property 1 All kinematic singularities are always avoided and the inverse of the manipulator Ja-
cobian denoted by J+(q), is assumed to always exist.
Property 2 The actual value and best estimate value ofM,G,H are always bounded by a positive
constant, such that ‖M‖ ≤ bM, ‖G‖ ≤ bG, ‖H‖ ≤ bH0 + bH1 ‖q̇‖ ,
∥∥M̂∥∥ ≤ bM̂, ∥∥Ĝ∥∥ ≤
bĜ,
∥∥Ĥ∥∥ ≤ bĤ0 + bĤ1 ‖q̇‖.
Property 3 The lumped disturbance D is bounded by a function of joint velocity [23] such that
‖D‖ < bD0 + bD1 ‖q̇‖+ bD2 ‖q̇‖2.
Property 4 The end-effector initial orientation is pointing to the environment, such that the end-
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effector will make contact with the environment.
Environment Model
We model the environment as a spring-damper which provides the environmental force in object
(environment) frame as follow
fe,o = Ke(xn − xo) + Bevo (2.10)
where Ke = diag[ 0 0 ke ], Be = diag[ be be 0 ] ∈ R3×3 are diagonal matrices of the
environment stiffness and damping, while xn ∈ R is the z-axis neutral position of the environment
in the object frame, xo ∈ R1×1 is the z-axis position of the end-effector position expressed in
the object frame, vo = Roeve is the interaction velocity between the end-effector and the object,
ve is the end-effector translational velocity as defined earlier, Reo is the unknown rotation matrix
between the object frame and end-effector frame. In the end-effector frame, the environmental
torque in end-effector frame can be defined as follow
τe = re × fe,e (2.11)
where re is the unknown position vector from the center of the sensor to the contact point while
fe,e = R
e
ofe,o is the environment force expressed in the end-effector frame. The model of the
interaction between the end effector and the environment is shown in Figure 2.1.
We also model the end-tool for the manipulator as a rigid partial sphere as specified in Figure
2.2. In the figure, xee denotes the center of the robot wrist where the 6-axis force/torque sensor is
mounted, xc denotes the center of the sphere, rR is the position vector from the sphere center of the
end-tool to the contact point, while roff is the position vector from the sphere center to the robot
9
wrist center and is parallel with the end-effector z-axis denoted by ẑe.
Figure 2.1: Spring-Damper environmental model.
Figure 2.2: End-tool geometry. The end-tool is a partial sphere, xee is the position of the end-
effector and the center of the sensor, xc is the center of the sphere, rR is the position vector starts
from the sepheire center of the end-tool to the contact point. roff is the position vector starts from
the sepheire center to the rotation center, and it parrale with the end-effector z axis.
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Control Design and Stability Analysis for Frictionless Environment
Control Design
The proposed control design has an inner loop and an outer loop. While the inner loop is a robust
controller to compensate for the system uncertainties and linearize the robot dynamics, the outer
loop reshapes the linearized dynamics to the desired dynamics. In what follows, we discuss the
design of control strategies within the two loops that guarantees robust stability, convergence, as
well as passivity.
Design of the inner loop
Based on the structure of the open-loop error dynamics in (2.8) and our desire to obtain an
impedance controller, we first design a computed torque inner loop controller to linearize the dy-
namics as follows
τ = M̂aj − τenv + Ĝ− Ĥẋ+ M̂J
+Rv̇d (2.12)
By substituting (2.12) into (2.9), we can obtain
J+Rėv = aj −D (2.13)
In (2.12), aj is an auxiliary control term that is designed to compensate for the disturbance using a




where ax , [ ax,v ax,ω ]
T where ax,v, ax,ω are yet to be designed auxiliary control terms which
are related to the desired dynamics, Q is the gain for the sign() (the standard signum) function.
Inspired by [23], we design Q = bD0 + bD1 ‖q̇‖ + bD2 ‖q̇‖2 + α, where α is a positive constant,










Ṡ = J+(Rėv − ax) (2.16)
Then we can have following result for the inner loop:
Lemma 2.0.1. Consider the robot system in (2.8) under the control law of (2.12) and (2.14), the
sliding surface S and the derivative of sliding surface Ṡ will converge to zero in finite time t1, and
remain there in subsequent time, such that lim
t→t1 S = 0, limt→t1 Ṡ = 0.





After time differentiating (2.17) and utilizing (2.16), (2.13), and (2.14), we can obtain
V̇S = S
T(−D−Qsign(S)) (2.18)
≤ −(Q− bD0 + bD1 ‖q̇‖+ bD2 ‖q̇‖2) ||S||
≤ −α ||S|| ≤ 0 (2.19)
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Since sliding mode control [22] has a finite convergence time t1, then we can have lim
t→t1 S = 0,
lim
t→t1 Ṡ = J+Rėv − J+ax = 0.
Design of the Desired Dynamics
To finalize the controller design, we first designed our desired dynamics in translational axis as
follow
Mdėv + Bdev + Kd
∫
ev = ef. (2.20)
where Md , diag{md,xy,md,xy,md,z}, Bd , diag{bd,xy, bd,xy, bd,z}, Kd , diag{kd,xy, kd,xy, 0}
denote the desired mass, damping, and stiffness matrices, all elements in the matrices are positive
constants, and ef , [ 0 0 fe,z − fd,z ] denotes the force error. Then we design the auxiliary
control term ax,v as follow
ax,v = R{M
−1
d [−Bdev − Kd
∫
ev + ef] + v̇d} (2.21)
For the angular axis, we designed a quaternion based control to align the end-effector with the
unknown environment. The quaternion between the end-effector Z axis ẑe and environment normal
n̂o can be extract from the torque and force feedback as follow.
Based on the definition of the environment torque (2.11) and the geometry of the end-tool in Figure
(2.2), we can rewrite the environment torque as follow
τe = re × fe,e (2.22)
= (ReorR − roff)fe,e
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Since there is no friction on the environment surface, based on the geometry of the end tool, we
can have ReorR//fe,e//n̂o, roff//ẑe. Then we can simplify the environmental torque as follow
τe = fe,e × roff (2.23)
= ‖fe,e‖ ‖roff‖ n̂o × ẑe
such that we can find that the direction of the environmental torque vector is parallel with the cross








Since the rotation direction is already contains in vector n, then the range of the angle θm between
n̂o and ẑe is [0, π2 ). And according to the definition of torque, if we have the length of roff, then we





Since we only have the measurement of τe and fe,e, then we can only have the value of ‖roff‖ sin(θm).





where k , ‖roff‖‖rM‖ ∈ (0, 1] is a positive constant. Then we define θ́m , arcsin(k sin(θm)), and we


















After we have the quaternion q(q, q0) which related to the alignment between n̂o and ẑe, then we
can design the desired dynamics in angular axis as follow
Idω̇e + Bd,ωωe = τa (2.28)
where Id , diag{Id,x, Id,y, Id,z}, Bd,ω = 12(q0IdK1+4P+[q]×) is a positive varying damping, τa =
−(K1− I)q is the auxiliary torque, P and K1 are positive definite diagonal matrix. Then we design
the auxiliary control term ax,ω as follows
ax,ω = RI
−1
d [τa − Bd,ωωe] (2.29)
The overall proposed controller is shown in Figure 2.3.
Figure 2.3: Block diagram of the proposed controller.
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Stability Analysis
Before presenting the main results, we state the following lemmas which will be invoked later.
Lemma 2.0.2. The desired dynamics of the angular axis in (2.28) is locally exponentially stable
at the equilibrium point (ωe = 0, q0 = 0, q = 1) when the robot is interacting with a frictionless





and a positive constant γ. Furthermore the states of the angular axisωe, q ∈ L1.
Proof. we can define a nonnegative function Vω as follow
Vω = q
Tq+ (q0 − 1)
2 + rTIdr (2.30)
≤ max{2, λmax(Id)
2
}(‖q‖2 + ‖r‖2) (2.31)
where r = ωe + K1q. after taking the derivative of (2.30) along (2.28) and (2.27) we can get
V̇ω = −q
TK1q+ q
Tr+ rT(−Pr− q) (2.32)
= −qTK1q− r
TPr
then we can have q, r ∈ L2 ∩ L∞,ωe, q̇, ṙ ∈ L∞, then one can utilize Barbalat’s lemma to proof
lim
t→∞q = limt→∞ r = 0, this also implies that limt→∞ωe = 0, limt→∞q0 = 1. Inspired by [21], we can also
to proof that
V̇ω ≤ −min{λmin(K1), λmin(P)}(‖q‖2 + ‖r‖2) (2.33)
where λmin(∗) and λmax(∗) denoting the minimum and maximum eigenvalue of(∗). From (2.31)




. Thus we can conclude that the
equilibrium point (q0 = 1, q = 0,ωe = 0) is exponentially stable. Therefore, we can have ‖q‖ ≤














Thus we can haveωe, q ∈ L1.
Lemma 2.0.3. The desired dynamics of the translational axis in (2.20) is Globally exponentially
stable at the equilibrium point (ev = 0, ėv = 0) when the robot is interacting with a friction-
less environment, in the sense that ‖ve,z‖ ≤ ‖ve,z(0)‖ e−δt, ‖v̇e,z‖ ≤ ‖v̇e,z(0)‖ e−δt, ‖ėv,xy‖ ≤
‖ėv,xy(0)‖ e−δt, ‖ev,xy‖ ≤ ‖ev,xy(0)‖ e−δt for ev(0) ∈ R and a positive constant δ . Furthermore
ve,z, v̇e,z, ėv,xy, ev,xy ∈ L1 ∩ L∞, fe,o, τe ∈ L∞.











where ev,xy = ve,xy − vd,xy, ve,xy = [ ve,x ve,y ]
T , vd,xy = [ vd,x vd,y ]
T ,
Md,xy = diag[ md,xy md,xy ], Bd,xy = diag[ bd,xy bd,xy ], Kd,xy = diag[ kd,xy kd,xy ]. It is






since kd,xy,md,xy are positive, then all the eigenvalue has a negative real part, thus we can conclude
that the X,Y axis are exponential stable at the equilibrium point (ev,xy = 0, ėv,xy = 0).
As for the Z axis, since we are assuming there is no friction on the environment, then we can










where A = [ 0 0 1 ]T . To facilitate the analysis, we can substitute (2.35) and (2.36) into the










mdzv̇e,z + bdzve,z + fdz
ATReoA
(2.38)





v̇e,z − keve,z (2.39)























where x = [ v̇e,z ve,z e−βt ]





















, when ε is sufficient small, then V̇0 will be negative
definite, therefor we can conclude the nominal system is exponential stable at the equilibrium
point (v̇e,z = 0, ve,z = 0). After extensive algebraic manipulation ( ) the perturbation can be linear
growth bounded by the states as follow
G1 ≤ max(γ1, γ2, γ3) ‖x‖
Based on the perturbed system analysis in [22], we can calculate the derivative of V along the
trajectories of the perturbed system in (2.37)







≤ −[λmin(Q) − ‖P‖max(γ1, γ2, γ3)] ‖x‖2
the V̇ will be negative definite for λmin(Q) > ‖P‖max(γ1, γ2, γ3). We also have
V̇ ≤ −[λmin(Q) − ‖P‖max(γ1, γ2, γ3)] ‖x‖2 (2.44)
≤ δV
where δ is a positive constant. Then we can have the states of the Z axis is exponential stable at
the equilibrium point(x = 0). Then we have ‖x‖ ≤ ‖x(0)‖ e−δt, ‖ve,z‖ ≤ ‖ve,z(0)‖ e−δt, ‖v̇e,z‖ ≤
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‖v̇e,z(0)‖ e−δt, δ = λmin(Q)‖P‖ − max(γ1, γ2, γ3). With the same process in the proof of Lemma 2.0.2,
we can have ve,z, v̇e,z, ėxy, exy ∈ L1∩L∞, and according to (2.35), we can have fe,o ∈ L∞.We also
have lim
t→∞ ve,z = limt→∞ v̇e,z = 0,and limt→∞ fe,e = fd,z, and since τe = fe,e × roff ≤ ‖fe,e‖ ‖roff‖ <=
sup{‖fe,e‖} ‖roff‖ <∞, we can have τe ∈ L∞.
From the Lemma 2.0.1 we can have the closed loop dynamics achieves the desired dynamics in
(2.20), (2.28). Such that we can project the desired impedance on the frictionless environment.
Based on Lemma 2.0.2, since the quaternion which represents the misalignment converge to zero,
then we can have that the robot end-effector align with the frictionless environment. Furthermore,
according to Lemma 2.0.2 we can have the end-effector can control the end-effector velocity on
the environment tangential axes, also apply the desired amount of force in the environment normal
direction.
From the above Lemmas, we can also have the main passivity result for the proposed controller in
the following theorem:
Theorem 2.0.4. The proposed control law can ensure the work done by the robot to the frictionless




Tvedt ≤ c <∞.
Proof. (1) Before reach the desired dynamics
Since the sliding mode control has a finite time convergence. It will drive the system dynamics to
the desired dynamics in finite time t1. After t1, S and Ṡ will converge to 0. So the work done by

















Based on the stability analysis of the sliding mode controller, we can have S ∈ L1 ∩ L∞, Ṡ ∈ L∞
in [0,∞], then we can also have S, Ṡ ∈ L∞ in [0, t1]. According to (2.15), (2.14) and (2.21),we
can have J+Rėv,e, J+ax ∈ L∞ in [0, t1]. Assume the manipulator never runs into singularity, then
we can have J+ ∈ L∞, since R is also bounded, then we can have ev, ef, ve, Fenv ∈ L∞.Therefore








(2) After reach the Desired Dynamics































































m − 2qm0[qm]×, then we can have
ATxyR
e




















Since qm, ve,z,ωe are exponential stable, then we can proof q, ve,z,ωe ∈ L1, then we can have∫t
t1
|q|dt ≤ c2 < ∞, ∫tt1 |ve,z|dt ≤ c3 < ∞, ∫tt1 |ωe|dt ≤ c4 < ∞, where c2, c3, c4 are positive
constant. Then we can boundedWa as follow
Wa ≤ 2 sup{‖ve,xy‖} sup{‖fe,o‖}c2 (2.52)
+ sup{‖fe,z‖}c3 + sup{‖τe,e‖}c4
≤ ctotal




During the simulation, 0s-5s is the initial alignment phase, the command velocity in X and Y direc-
tion are both 0cm/s. From 5s-20s and 20s-35s, we command the desired velocity for ±1.5cm/s
along the end-effector Y direction. And from 35s-40s, we also command 0cm/s velocity on the
tangential direction of end-effector.
From the Figures 2.4-2.8, we can see that the proposed controller can regulated the force error
in end-effector Z direction to zero after the initial alignment process. The end-effector velocity
along the tangential directions also tracks the desired velocity within a near 0 tracking error. As
for the alignment, the norm of the quaternion ‖q‖ and the misalignment angle decrease to 0. We







which represents the length of the projection of level arm re in end-effector x,y plane, when the
end-effector is aligned with the environment, rtan also converges to zero. In Figure 2.8, we can also
see that the rtan decreased to 0 as the misalignment angle converge to 0.













Figure 2.4: External force profile. The top plot is the result of proposed robust controller. The
bottom plot is the result of the hybird controller without SMC.
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Figure 2.5: Velcity tracking profile.
























































Figure 2.8: Misalignment evaluation. The top plot is the misalign angle between the end-effector
z diretion and norm of the contact surface. The bottom plot is the equivalent lever in end-effector
tangential direction.
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Control Design and Stability Analysis for Frictional Environment
Control Design
In above section, we can see that the proposed controller is safe and performance good with the
frictionless environment. In this section we will introduce the controller for the frictional environ-
ment which is closer to the real world. For the case with friction, we can design the sliding mode
control and torque input the same with (2), but if we don’t compensate the friction, even though
the equilibrium of the angular axis remains the same (q0 = 1, q = 0,ωe = 0), but the quaternion
is now representing the rotation between re and fe,e, then the equilibrium represents re//fe,e. And
the fe,e = fo+ ff which is the net force of the friction force ff and the normal force fo, so the angle
between the environment normal and the re is θo = arctan( fffo ), and according to the geometry, we
can have the misalignment angle θm between the end-effector and the environment normal








which is related to the surface friction and environment normal force. The relative position between
the end-effector and environment is also shown in Figure 2.9.
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Figure 2.9: Geometry of the end-tool. Left plot is the general misalign case for the environment
with friction. Middle plot is the equilibrium of the controller in last section is applied in the
frictional environment. The right plot is the desired equilibrium for the frilctional environment.
To align the end-effector with the environment, we have to compensate the effect from the friction.
We designed a desired torque τd , rd × fe,e and extract the desired quaternion qd(qd, qd0) which
representing the rotation between the desired level arm rd , (‖rR‖ − ‖roff‖)ẑe and environment
force fe,e. Similar with the case without friction in (2), since we don’t know the value of ‖re‖, so






























, and k2 < 1 is a constant, k2 ≤ k1 ≤ 1 is varying respect to θc. Then we
27
define the quaternion error e(e, e0) based on q and qd
e = q−1d ◦ q (2.57)
e0 = q0q0d + q
Tqd
e = q0dq− q0qd + [q]×qd









Then the desired dynamics of the rotation axis are as follow
Idω̇e + Bd,ωfωe = τa,f (2.59)
where r = ωe+K1e, Bd,ωf = 12(e0IdK1+ 4P+ [e]×), τa,f = −Pe− e. Then we have the auxiliary
control term ax,ω as follow
ax,ω = RI
−1
d [τa,f − Bd,ωfωe] (2.60)
Stability Analysis
Lemma 2.0.5. The desired dynamics of the angular axis in (2.59) is locally exponentially stable
at the equilibrium point (ωe = 0, e = 0, e0 = 1) when the robot is interacting with a frictional





and a positive constant γ. Furthermore the states of the angular axisωe, e ∈ L1.
Proof. For the environment with friction, our sliding mode control remains the same, but the de-
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sired dynamics in angular axis are different. Based on the desired dynamics in (2.59) and the
dynamics of quaternion error in (2.58) we can define a positive function similar with (2.30) as
follow
Vω = e
Te+ (e0 − 1)
2 + rTIdr (2.61)




With the similar process in (2), we can also have the angular axis is still exponential stable at the
equilibrium point(e0 = 1, e = 0,ωe = 0). Therefore, we can have ‖e‖ ≤ ‖e(0)‖ e−γt, ‖ωe‖ ≤













Thus we can haveωe, e ∈ L1.
Lemma 2.0.6. The desired dynamics of the translational axis in (2.20) is globally exponentially
stable at the equilibrium point (ev,e = 0, ėv,e = 0) when the robot is interacting with a fric-
tional environment, in the sense that ‖ve,z‖ ≤ ‖ve,z(0)‖ e−δt, ‖v̇e,z‖ ≤ ‖v̇e,z(0)‖ e−δt, ‖ėv,xy‖ ≤
‖ėv,xy(0)‖ e−δt, ‖ev,xy‖ ≤ ‖ev,xy(0)‖ e−δt for ev,e(0) ∈ R and a positive constant δ. Furthermore
ve,z, v̇e,z, ėxy, exy ∈ L1 ∩ L∞, fe,o, τe ∈ L∞.
Proof. The analysis for rotational axis and X,Y axis remains the same in (2). But the model of the
environmental force has the damping term as shown in (2.10). Then we have the derivative of fe,o
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as follow





e v̇e + R
o
e [ωe]×ve) (2.62)
then we can re-write the dynamics of Z axis in second order form as follows
mdzv̈e,z = −bdzv̇e,z +A
T Ṙeofe,o +A
TReoḟe,o (2.63)





e v̇e + R
o
e [ωe]×ve)]
The new dynamics of Z axis (2.63) shares the same nominal system with non-friction case. After
extensive algebraic manipulation ( ), we can bounded H2 exponentially. Since H2,ωe are expo-
nentially bounded, ve,xy ∈ L∞, with the similar process in ( ), we can bounded the perturbation
term G+G2 as follows
‖G1 +G2‖ ≤ γ4 ‖v̇e,z‖+ γ5 ‖ve,z‖+ γ6e−βt (2.64)
≤ max(γ4, γ5, γ6) ‖x‖







which has the same definition of x, P with (2.41). Then we can have the derivative of (2.65)








≤ −λmin(Q) ‖x‖2 + ‖x‖ ‖G1 +G2‖ ‖P‖
≤ −[λmin(Q) − max(γ4, γ5, γ6)] ‖x‖2
the V̇f will be negative definite for λmin(Q) > ‖P‖max(γ4, γ5, γ6)). We also have
V̇f ≤ −[λmin(Q) − ‖P‖max(γ4, γ5, γ6)] ‖x‖2 (2.67)
≤ δ2Vf
where δ2 is a positive constant. Such that, we have the ve,z = 0, v̇e,z = 0 are also exponential
stable. With the same analysis in the proof of Lemma 2.0.3 we can also have fe,o, τe ∈ L∞.
Similar with Remark 2. From the lemma 2.0.1 we can have the closed loop dynamics achieves the
desired dynamics in (2.20), (2.59). Such that we can project the desired impedance on the fric-
tional environment. Based on Lemma 2.0.5 and 2.0.6, we can have that the robot end-effector will
align with the frictionless environment and control the end-effector velocity on the environment
tangential axes, also apply the desired amount of force in the environment normal direction.
Then is the passivity result of the manipulator:
Theorem 2.0.7. The proposed control law can ensure the extra work done by the robot to the
frictional environment(human) is limited.
Proof. Because of the environment surface is a resistive environment, so any relative motion in the
surface will generate a certain mount of energy. In this case, the passivity in the end-effector X,Y
axis is not valid. But we can still define a baseline for the work done by the end-effector to the
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environment in X,Y axis Wd ,
∫
Pd. Pd , −fTf vd,xy is the power of the friction force and desired
velocity along the environment. Therefore Wd, Pd is the minimum work and power for approach
the desired movement along the environment.


























































Since we have H2 and e are exponentially stable and H2, e ∈ L1, then we can rearrange (2.70)
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bounded the difference betweenWxy andWd as follow









where cxy is a positive value. Then we can conclude that the extra work done by the robot compared
with the desired minimum work is bounded. The work done by the robot to the environment in the















where Wxy is the work done by the end-effector on X,Y axis. since we have fe,o, vxy, τe,e ∈ L∞,












c3 < ∞, ∫tt1 ‖ωe‖dt ≤ c4 < ∞, where c3, c4 are positive constant. Then we can bounded W as
follow
Wr ≤ sup{‖fe,z‖}c3 + sup{‖τe‖}c4 (2.74)
≤ cr
From (2.71) and (2.74), we can conclude that the proposed controller will only apply a limit amount
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of work to the environment with friction. So the proposed controller is safe for the environment
with friction as well.
Simulation Results
In order to closely mirror experimental reality, we add joint friction, measurement noise, imperfect
gravity compensation, and imperfect robot inertial matrix to the simulation studies. The joint
friction model utilized is as follows








where Fc, Fs, Fv are the Coulomb, static, and viscous friction coefficients while vs is the Stribeck pa-
rameter. We also add measurement noise which follows a normal distribution with µ = −0.0001, σ =
0.0315. We assume there is a 3% imperfect gravity compensation in the simulation. As for the
imperfect robot inertial matrix, we assume there is a constant 20% error of the inertial matrix for
the last three joints. We modeled plane surface for the simulation. We also replace the sign(S)
function in the sliding mode control with a continues function tanh(S) for decrease the chattering
phenomenon. All the parameters for each joint are listed in Table 2.1.
From Figures 2.10-2.14, we can see the similar performance with the proposed control with fric-
tionless environment. The force error in Z axis is regulated within 0.5N. The force in Y axis is
the friction force from the environment surface. And the quaternion error is also regulated within
0.01 which means the relative attitude between the end-effector Z axis and environment normal
converges to qm(qm = 0, qm0 = 1). We can also see the same alignment results from Figure
2.13, the misaligned angle converges to 0. The velocity and position tracking in X,Y axis also
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Table 2.1: Simulation parameters
Fc = diag[ 0.07 0.07 0.07 0.07 0.014 0.014 0.0035 ]
Fs = diag[ 0.14 0.14 0.14 0.14 0.028 0.028 0.007 ]
Fv = diag[ 0.13 0.13 0.13 0.13 0.026 0.026 0.013 ]
vs = diag[ 0.01 0.01 0.01 0.01 0.01 0.005 0.005 ]
Md,v = diag[ 1 1 10 ]
Id = diag[ 0.3 0.3 0.3 ]
Bd,v = diag[ 10 10 70 ]
Kd = diag[ 30 30 0 0 0 0 ]
Q = diag[ 24 48 48 60 72 72 84 ]
P = diag[ 4 4 4 ]
K1 = diag[ 10 10 10 ]
Ke = diag[ 0 0 506 ]
Be = diag[ 100 100 0 ]
performs as expected, the tracking error is regulated within 0.2 cm. From the Figure 2.14, we
can see that the sliding mode control signal will always covers disturbance, therefore converge the
system dynamics to the desired dynamics.












Figure 2.10: Force tracking profile for frictional environment.
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Figure 2.14: SMC performance for frictional environment.
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Experimental Results
For the experiment, the Baxter robot from Rethink Robotics was used as the testbed. The ATI
Mini45 force/torque sensor was mounted on the wrist of the Baxter to sense the interaction force/-
torque. The sensor was covered by a soft rubber to lower the stiffness of the end-tool. As for the
signal processing, we utilized an averaging filter with 45-sample window on the 1000Hz Baxter
status publish node. In the experiments, we simplified the controller (2.14) and (2.60) as follow
aj = J
+ax − KS−Q tanh(S) (2.76)
ax,ω = RI
−1
d [−Bdωωe + eτ] (2.77)
where eτ , τe − τd, τd , rd × fe,e, K is a constant diagonal matrix, Id , diag{id, id, id},
Bdω , diag{bd,ω, bd,ω, bd,ω} denote the desired rotational inertia, damping, all elements in the
matrices are positive constant. The experiments include 1) align the end effector to a yoga ball, 2)
move the end effector along the yoga ball, 3) move the end effector along a mannequin.
In the first alignment experiment, we command 0cm/s velocities to the end-effector and (1 −
e−0.2∗t) ∗ 10N as the desired force in the end-effector Z direction. From Figures 2.15 - 2.19, we
can see that the interaction force along the end-effector Z direction was regulated around 10N with
±0.5N error. And the position error is less than 0.2cm after the end-effector aligned with the
surface. The interaction torque also decreases to less than 0.005N ·m, and the equivalent lever




























































































Figure 2.18: Position tracking and error for ball environment alignment experiment.
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Figure 2.19: Alignment evaluation for ball environment alignment.
In the second experiment, we also command (1 − e−0.2∗t) ∗ 10N as the desired force in the end-
effector Z direction and the desire velocity was set to 0 from 0-10s for the initial alignment,
±1.5cm/s along end-effector x direction during the movement. From the Figure 2.20 - 2.24,
the force along end-effector Z direction still can regulated around 10N, and also moves on the
yoga ball with the desired velocity. And we can notice that the torque error on pitch axis is around
±0.015N · m. As we discussed in simulation part, this torque error drives the end-effector to
perform a constant angular velocity to align with the surface during the movement.





























































































Figure 2.23: Position tracking for moving on ball environment.










Figure 2.24: Alignment evaluation for moving on ball environment.
For the third experiment, in order to prove the proposed algorithm can achieve the real-world ap-
plication, we replace the ball environment to the mannequin which is a irregular surface. From
0s-10s, we command the same force along the end-effector Z direction. Then we set vdx =
0cm/s, vdy = 0.15cm/s for 10s-30s, vdx = 0.05cm/s, vdy = 0cm/s for 30s-50s, vdx =
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0cm/s, vdy = 0cm/s for 50s-55s, then command the same velocity in opposite direction. From
the Figures 2.25 - 2.29, we can see that the overall performance is not as good as the second exper-
iment. This degradation is mainly affected by the irregular environment. When the end-effector
moves toward to the sharp curve on the mannequin, such as 13s-18s, 40s-45s, 70s-73s, 88s-93s,
the force tracking and position tracking and alignment was all affected. The force in end-effector
z direction will goes to 4N for about 0.1s, the position error will in crease to 0.6cm, the equivalent
level also increase to 1− 1.5cm, but all the degradation just happens in a very short period.


























































































Figure 2.28: Position tracking and error profile for moving on mannequin.
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Figure 2.29: Equivalent lever in the tangential plane of end-effector.
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CHAPTER 3: ADAPTIVE CONTROL BASED APPROACH FOR
1-CLICK GRIPPING NOVEL OBJECTS
c© [2019] IEEE
Z. Ding, N. Paperno, K. Prakash and A. Behal, ”An Adaptive Control-Based Approach for
1-Click Gripping of Novel Objects Using a Robotic Manipulator,” in IEEE Transactions on
Control Systems Technology, vol. 27, no. 4, pp. 1805-1812, July 2019.
Background and Motivation
Various slip sensors and slip prevention methods have been proposed in literature by researchers to
achieve the aforementioned immobilization goal. One way to sort the approaches is by utilization
of the signal used for slip detection such as pressure/force-based, vibration-based, or optical sensor-
based. In [25] and [26], slip was considered to have occurred by monitoring the deviation in force
from static condition over a chosen threshold or the rate of change of aforestated deviation below
another chosen threshold; when slip was detected, the desired target grasp force was increased
by a known amount. In [27], researchers detected the high frequency vibration of the shear force
derivative to measure slip based on which a sliding mode controller was developed to estimate the
grasping force. In [28], a biomimetic tactile sensor was utilized to achieve the force estimation
and slip detection/classification. Slip was detected by observing change in the tangential force and
slip-related micro-vibration signal from the built-in pressure sensor. In the force estimation part,
machine learning techniques were used to map the raw reading from the sensor to the actual force
and gripper force was adjusted by estimating the friction coefficient. In [29], pressure conductive
rubber was utilized as the detection element to build a highly sensitive slip sensor. Initial slip
was detected by monitoring the high frequency component of the sensor output; once initial slip
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was detected, gripping force was increased proportional to the slip detection signal. In [30], a
slip detection and correction strategy using a tactile sensor was devised – slip was detected by
observing the covariance of different tactile sensor readings. Their force regulation considered the
magnitude of the slip which could ensure that the slip is eliminated without excessive force. In [31],
the performance of an optical sensor as a slip sensor was tested for different textures. In [32], an
optical sensor was utilized to detect the slip and a closed-loop control system was designed to
adjust the grasping force; however, only one object was tested and the amount of deformation in
the object was not specified. In [33], a combined optical-mechanical tactile sensing method with
high sensitivity slip detection was developed to enable fine finger-force control needed for grasping
different objects in a home use manipulation system; upon detection of slip, the finger was closed
by a pre-defined amount to prevent further slip.
In previous work by the authors [43], an open-loop force flatness-based adaptive algorithm was
described in order to grasp a large class of novel objects involved with activities of daily living. The
algorithm obviated the need for exactly calibrated force sensing because the inference was based
on deviation. For the sake of completeness, we briefly describe the algorithm in what follows.
Since many objects have an enclosed surface or at least some reinforcement where the surface is
not enclosed, they show compliance when pushed and offer gradually increasing stiffness before
yielding which leads to a characteristic flattened “hump-like” profile when the gripper is allowed
to close in open-loop. This flatness in the force profile can be used as a leading indicator of the
onset of the yield point and used to adaptively find a grasping force setpoint for different objects
and for different states of the same object. A robust ‘flatness’ of force profile is assessed using a





∣∣∣∣ < ε (3.1)
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where f(t) denotes the interaction force, ∆T is a user-defined sliding time window width, while ε
is a small constant which denotes numerical tolerance. While this method works for many objects,
it is not effective when applied to “soft” objects such as empty paper, plastic, or Styrofoam cups
which do not offer any usable flatness profile before being crushed and deformed while being
grabbed. This motivates us to develop a closed-loop adaptive scheme which is applicable over a
wider class of objects and is able to grasp with further reduction in deformation.
Problem Statement and Modeling
The research objective is to utilize adaptive control in order to drive a robot gripper to grasp novel
objects without slippage and with minimal deformation. By embedding sensors in the gripper
fingers, object slip velocity and gripper force are available to us as measurements while gripper
velocity in the opening/closing direction is available as the control input. It is assumed that no
information about object geometry, weight, and texture is available which implies that the distur-
bance force acting on the object (e.g., due to a gravity field) as well as the frictional force between
the object and the gripper are unknown. As shown in Figure 3.1, consider an arbitrary object be-
tween the gripper fingers acted upon by a constant disturbance force W, applied gripper force Fa,
and frictional force Ff = µFa where µ is the coefficient of friction between the gripper and the
object such that the dynamics of the slip velocity v (t) can be written as
mv̇ =W − µFa. (3.2)
Since it is not possible to directly control and apply the gripper force Fa (t), we model the incre-
mental displacement xg (t) of the gripper as proportional to the applied force such that
Fa ∝ xg (3.3)
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the time derivative of which can be related to the control input signal, the gripper velocity vg (t) as
follows
Ḟa = κvg. (3.4)
Thus, (3.2) and (3.4) denote the overall system dynamics. Here, in deference to our problem
statement above, W,µ,and κ are assumed to be unknown parameters which will be adapted for
during the control design process.
Figure 3.1: Free Body Diagram for Gripper Object Interaction
Control Design and Stability Analysis
Based on our desire to utilize an adaptive backstepping approach to the problem, we design a
desired gripper force based on (3.2) as follows
Fd , µ̂
−1(Ŵ + k1v) (3.5)
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where k1 > 0 is a control gain, while µ̂ (t) and Ŵ (t) are yet to be designed parameter estimates
such that the dynamics of (3.2) can be rewritten as
mv̇ = W̃ − k1v− µ̃µ̂
−1(Ŵ + k1v) − µFe (3.6)
Here, Fe (t) is an auxiliary variable defined as follows
Fe , Fa − Fd, (3.7)
whereas µ̃ (t) , W̃ (t) are parameter estimation errors defined as follows
µ̃ , µ − µ̂
W̃ ,W − Ŵ
(3.8)
To motivate the design of the adaptive parameter estimation and understand the rationale behind













where γ1 and γ2 are positive constants. Differentiating (3.9) along the trajectory of (3.6) yields
V̇0 =
(





˙̂W − γ−12 µ̃ ˙̂µ− µFev
(3.10)
which can be conveniently rearranged as follows
V̇0 = −k1v













Based on the structure of the parenthesized terms in (3.11), one can design adaptive estimation for
µ̂ (t) and Ŵ (t) as follows
˙̂W , γ1v (3.12)
˙̂µ , −γ2µ̂−1(Ŵ + k1v)v (3.13)
where we can utilize a projection algorithm (e.g., see [36]) to ensure that µ̂ (t) > 0. By substituting
(4.1) and (4.2) in (3.11), we can obtain
V̇0 = −k1v
2 − µFev (3.14)
which would be negative semi-definite if the error between the desired and actual gripper force is
zero. Proceeding further with the design, one can time differentiate (3.7) to obtain the dynamics of
Fe (t) as follows
Ḟe = κvg − Ḟd (3.15)
where we have utilized (3.4). Explicit time differentiation of (3.5) and elimination of the immea-
surable v̇ (t) via (3.2) yields








which can be compactly written as
Ḟd = Ḟdm + Yθ (3.17)
where Ḟdm = − ˙̂µµ̂−2(Ŵ + k1v) + µ̂−1
˙̂W is the measurable part of Ḟd (t) while the immeasurable
part is linearly parameterizable as Yθ; here, Y is a measurable regression vector while θ denotes an
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After substituting (3.17) into (3.15), we can design the control input vg (t) as follows
vg = κ̂
−1(v− k2Fe + Yθ̂+ Ḟdm) (3.19)
where k2 > 0 is a control gain, while κ̂ (t) and θ̂ (t) are parameter estimates which are yet to be
designed. After substituting for (3.19) into (3.15), utilizing (3.17), and rearranging terms, one can
obtain the closed-loop dynamics of the force error as follows
Ḟe = v− k2Fe − Yθ̃+ κ̃κ̂
−1(v− k2Fe + Yθ̂+ Ḟdm) (3.20)
where κ̃ (t) , θ̃ (t) are parameter estimation errors defined as follows
κ̃ , κ − κ̂
θ̃ , θ− θ̂
(3.21)
To finalize the stability analysis for the overall system and motivate the design of the adaptive pa-
rameter estimation for κ̂ (t) and θ̂ (t), we augment the function V0 (t) of (3.9) to generate another
positive-definite function V (t) as follows













where γ3 and γ4 are positive constants. After differentiating (3.22) along (3.14) and (3.20), sim-













˙̂κ− κ̂−1(v− k2Fe + Yθ̂+ Ḟdm)Fe
]
.
Motivated by the structure of the bracketed terms in (3.23), the adaptive update laws for κ̂ (t) and
θ̂ (t) can be designed as follows
˙̂κ = −γ3κ̂−1(v− k2Fe + Yθ̂+ Ḟdm)Fe, (3.24)
˙̂θ = γ4YTFe, (3.25)
where, as similarly done above, we can utilize a projection algorithm (e.g., see [36]) to ensure that
κ̂ (t) > 0. Substituting of (3.24) and (3.25) in (3.23) produces a negative semi-definite expression




e ≤ 0 (3.26)
It is clear to see from (3.22) and (3.26) that v (t) , Fe (t) ∈ L2∩L∞ while Ŵ (t) , µ̂ (t) , κ̂ (t) , θ̂ (t) ∈
L∞. Based on previous assertions, it is also clear to see from (3.6) and (3.20) that v̇ (t) , Ḟe (t) ∈
L∞. Thus, one can utilize Barbalat’s Lemma [37] [38] to prove that lim





The UCF-MANUS platform [35] with the newly designed gripper (as described above) was used
as the experimental testbed for this paper. Empty, half and full water bottles, empty and full
Styrofoam cups, empty paper cup and cereal box were used as test objects for the experiments. The
full water bottle was filled with water and capped while the full Styrofoam cups were filled with
sand (instead of water) to prevent any possible damage to the sensors and other electronics. For all
objects, comparison was made between the gripping forces and resultant deformation when using
(a) no algorithm, (b) open-loop adaptive grasping as described in Section 3, or (c) the proposed
closed-loop adaptive grasping algorithm.
Experimental Protocol
To test gripping using the proposed closed-loop adaptive algorithm, a two-step process is utilized
in which a light initial grasp is made followed by adaptive regrasping if slippage is detected upon
lifting the object from its resting surface. For ease of presentation, the flowchart shown in Figure
3.2 captures the various steps involved in initial grasping and adaptive regrasping as needed.
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Figure 3.2: Flowchart of the proposed grasping algorithm.
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Initial Grasping
Specifically, the initial grasp proceeds as follows. Since the gripper is asymmetric in terms of
measurements (i.e., force sensing on one side and slip sensing on the other), both the slip and force
sensors are employed to ensure that both fingers are touching the object. It was determined exper-
imentally that a force measurement of greater than 0.5N combined with a detected slip velocity of
at least 0.1mm/s ensures a bilateral contact condition. We note here that friction between the ob-
ject base and its resting surface as well as asymmetric object placement within the gripper prevents
us from using just the force sensor to detect the bilateral contact condition. It is also important
to note that the laser sensor, due to its high sensitivity to any displacement in its vicinity, reports
low velocities which we are able to take advantage of in order to determine object contact on both
gripper fingers. Once the contact condition is satisfied, the initial grasping phase concludes and an
attempt is made to separate the object from its resting surface. If no slip is detected, the grasp is
deemed successful and the algorithm terminates.
Adaptive Regrasping
If the force applied by initial grasping is not enough, slip will be detected which activates the
adaptive regrasping controller in order to immobilize the object between the gripper fingers. In
order to simplify application of the controller described in Section 3, we assume a separation of
timescales and divide the controller into an outer loop which computes the setpoint for desired
gripper force Fd and an inner loop which applies the appropriate gripper velocity command vg
to null the difference between Fd and the actual gripper force Fa. The simplified nested adaptive
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˙̂µ , −γ2µ̂−1(Ŵ + k1v)v
vg = −k2 (Fa − Fd)
(3.27)
and can be represented in a block diagrammatic form as shown in Figure 3.3. Table 3.1 shows the
values of the control gains as well as initial values of the parameter estimates. We note here that
practical termination of regrasping is based on the force error being less than a small, specifiable
threshold which is dependent on the available resolution of commands to the gripper.
Table 3.1: Controller Parameters
k1 = 1.1e3 k2 = 5
γ1 = 1e3 γ2 = 5e1
Ŵ (0) = 2 µ̂ (0) = 2




Figure 3.4 visually demonstrates the differences between no adaptation, open-loop adaptive grasp-
ing, and the proposed algorithm. As can be seen in the top row, the empty Styrofoam cups goes
from being crushed (Fa = 4N) to medium deformation (Fa = 2N) to low deformation (Fa = 1.1N)
as we move from left to right. Similar, though not as stark, differences are seen in the bottom row
using a Styrofoam cup filled with sand where medium (Fa = 9.1N) to low (Fa = 3.4N) to no de-
formation (Fa = 1.2N) is observed. As expected, more gripping force is applied for the full versus
empty Styrofoam cup. It is notable to observe that the state of the Styrofoam cup (whether empty
or filled) is accounted for automatically by the algorithms during force application without any
knowledge of such state having being provided to the gripper. Figure 3.5 shows the time evolution
of force for each of the algorithms under both empty and filled cup conditions. Table 3.2 summa-
rizes the applied force and deformation level for various objects and states under application of all
three gripping schemes. In each of these cases, it is clear to see that the proposed scheme results
in the least applied force resulting in slight to no deformation.
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Figure 3.4: Deformation results for Styrofoam cup.








EmptyWaterBottle 5.5N(high) 3.1N(medium) 1.1N(none)
EmptyFoamCup 4.0N(high) 2.0N(medium) 1.1N(low)
FullFoamCup 9.1N(medium) 3.4N(low) 1.2N(none)
EmptyPaperCup 6.0N(high) 3.1N(medium) 1.2N(low)
CerealBox 8.6N(low) 3N(low) 1.0N(none)
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Figure 3.5: Initial Grasping Force profile for empty (top) and full (bottom) styrofoam cup.
Slip Detection and Adaptive Regrasping
While the results described above objects that could be effectively grasped using only the initial
grasping portion of the proposed algorithm, this section describes results for objects that slipped
during lifting after initial grasping and required adaptive regrasping. Both the half and fully filled
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water bottles full were not grabbed with enough force during initial grasp resulting in slipping be-
tween the gripper fingers and the bottle during lifting. However, adaptive regrasping was employed
successfully per the flowchart shown in Figure 3.2. Figure 3.6 visually demonstrates the deforma-
tion difference between aforestated algorithms. Figure 3.7 shows the time evolution of force for
each of the algorithms for the half-filled water bottle while Figure 3.8 shows the corresponding
results for the full bottle. Table 3.3 summarizes the applied force and deformation level for the
half and full water bottles under application of all three gripping schemes. As can be seen moving
from left to right in the table, the proposed closed-loop adaptive algorithm performs better than the
open-loop adaptive algorithm which performs better than a simple hardware limited termination of
gripper motion. Similarly, moving from top to bottom along the columns shows that less force is
applied for the half bottle than the full bottle as expected. In Table 3.4, we show the comparison
between the actual and the estimated values of the parameters W and µ. It is clear to see that W
and µ are estimated very close to their actual values for the half-filled bottle but they are not quite
closely estimated for the full bottle. However, our stability analysis does not provide any guaran-
tees that these adaptive estimates will indeed converge to their actual values. However, the ratio of
these two parameters gives the grasping force that gets applied to the object, and it is imperative
from the practical perspective of not deforming the object that this force be close to the minimum
force needed to grasp. In fact, Table 3.4 does show that the force estimated and applied by the pro-
posed closed-loop adaptive grasping scheme compares closely with the average minimum force
(determined experimentally) needed to pick up the same object, viz., 1.1N (actual) versus 1.26N
(estimated) for the half bottle, and 2.1N (actual) versus 2.2N (estimated) for the full bottle.
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Figure 3.6: Half (top) and full WaterBottle (bottom) being grasped with no algorithm (left), open-
loop adaptive grasping (middle), and proposed grasping algorithm( right).
Figure 3.7: Slip detection and regrasping of half-filled water bottle.
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Figure 3.8: Slip detection and regrasping of fully-filled water bottle.
Table 3.3: Comparative force and degree-of-deformation of half and fully filled water bottle during







HalfWaterBottle 6.7N(high) 3.0N(medium) 1.26N(none)
FullWaterBottle 8.04N(high) 3.8N(medium) 2.2N(none)
Table 3.4: Actual and Estimated Parameter Value
Parameters
Half-filled Bottle Fully-filled Bottle
Value W µ = Fa/W Fa W µ = Fa/W Fa
Actual 2.5N 2.27 1.1N 5.0N 2.38 2.1N
Estimated 2.48N 1.96 1.26N 3.84N 1.72 2.2N
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CHAPTER 4: UCF-MANUS ASSISTIVE ROBOT SYSTEM DESIGN AND
IMPLEMENTATION
Background and Motivation
Robotic assistive devices can be operated through various interface modalities, such as joysticks or
touch-screens. In a robotic arm, for example, users are required to control the movement of mul-
tiple (up to 7) arm segments and the opening and closing of the gripper segment itself. Assistive
technologies present usability difficulties, especially for individuals who may have upper-body,
extremity, or cognitive limitations [39] [40]. To reduce the control burden of users, some re-
searcher have addressed this problem by using automation [41] [42]. A user selects an object on
a touchscreen and a robotic arm retrieves the item completely on its own. Although this elimi-
nates some of the user limitations, previous research has shown that disabled individuals prefer to
retain control over the robotic arm as they have already lost a large measure of control over their
environments [43]. Completely autonomous systems are also not preferred by the users because
they may be sub-optimal and/or error-prone because of technology or algorithmic limitations. Our
proposed solution presents an adaptive user interface (UI) which offers multiple control modali-
ties and compensations adjustable to each user’s individual preference for level of interactivity as
well as perceptual, cognitive, and physical limitations. To reduce the manual control complexity,
the authors of [52] proposed a novel orientation control algorithm which is more intuitive for a
broad range of users. Instead of using the original setting of the end-effector coordinate frame,
the author defined an adaptive end-effector coordinate frame for generating the end-effector an-
gular motion. Usability testing shows that the task errors and processing times are significantly
lower than the original orientation control. To approach the same goal, an automatic control mode
switching algorithm for the manual control of an assistive robot was proposed in [55]. Based on a
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time-optimal model, they used Dijkstra’s algorithm to predict when the robot should automatically
change modes for the user. The authors of [54] proposed a multimodal body-machine interface for
body and head-motion control for severely impaired people. A wearable and wireless body sensor
network is utilized to support inertial measurement units (IMUs) and surface electromyography
(sEMG) sensor nodes and also translate the upper-body gestures to control commands. There are
other control modality was utilized for human-robot interaction such as through eye gaze [56] [57].
Previous research by our research group has identified some visual, cognitive, and physical abilities
that can affect the performance of a user’s interaction with robotic assistants [44]. Decrements
in dexterity, processing speed, spatial ability, visual ability, and working memory can result in
difficulty interacting with assistive technology, increased time on task, added user frustration, and
decreased feelings of autonomy. The current assistive robot system offers a user-centered approach
to the development of an adaptive assistive robot system. This assistive robot system aims to
design compensations specifically targeted for disabled users of the system, as well as other general
compensations which will benefit robot operators at large. The needs, abilities, and limitations of
assistive technology users are evaluated and applied to the design of the assistive robot system,
developing a system that is cognizant of the user needs and can carry out tasks effectively, safely,
and with minimal physical and cognitive workload [46].
System hardware and software Architecture
Manipulator
The manipulator for our UCF-MANUS assistive robot system remains the same as the last genera-
tion [43]. It is based on the ARM (assistive robotic manipulator) manufactured by Exact Dynamics
of Netherlands. It weighs ˜19 lbs. The arm is designed for wheelchair mounting and can be used
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for a wide variety of tasks such as eating/drinking and picking objects from the floor. The arm can
carry up to 4.5 lbs of weight in its gripper. It has 6 translational and rotational degrees of freedom
that allow the robot to maintain orientation of a grasped object while bringing it back to the user.
The gripper has two hinged finger tips covered with anti-slip material to allow a firm grasp of
almost any object.
Sensing
For the second generation of the UCF-MANUS, we updated the sensing system on the gripper. As
shown in Figure 4.1, the gripper system has several embedded sensors for vision, tactile, force,
etc. For 3D vision, a PrimeSense RGB-D Camera can provide the color view of the scene to the
user and a depth map for the robot system (indicating the information relating to the distance of
the surfaces of scene objects from a viewpoint). 3D printed (using ABS Plastic material) frames
attach around the two fingers of the bare MANUS ARM gripper. The frames were designed with
appropriately sized cavities and channels for mounting and wiring various sensors. The mounted
sensors include: (a) Force sensor mounted on the right finger of the gripper, providing the applied
grasping force to the object; (b) LASER sensor-based slip sensor inserted in the left gripper glove
for detecting the slippage between the object and the gripper [49], [50]; (c) Two sets of optical
gates embedded in the glove for detecting position of object inside gripper; (d) Two sets of tactile
sensors mounted along both sides of the gripper for providing collision information between the
gripper and its environment.
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Figure 4.1: Sensor embedded gripper
Software Architecture
The overall software architecture remains the same with last generation [43]. Under the Microsoft
Visual Studio integrated development environment, C/C++ language is employed to implement all
the necessary software modules. Besides the compatible libraries we used for last generation, we
added other libraries such as OpenNI, OpenCV2 for the video stream and better image processing.
For the middleware of our system, we still using the server-client communication protocol using
TCP/IP sockets. The server directly communicates with the sensing hardware as well as the GUI
and the vision computational modules all of which are treated as clients. It is easy to add or remove
a client without affecting the remaining components. However, since sockets-based communica-
tion requires making copies of the data packets, it is not used for high bandwidth data transfers,
e.g., video frames are shared between different processes through mapped memory—thus, this data
are restricted to be local to the machine with the attached visual sensing hardware.
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Figure 4.2: UCF-MANUS Modular System Architecture
Assistive controller design and implementation
According to our previous usability research [43], fully autonomous function ability is not appeal-
ing to the user. This motivates us to refine our human-robot interaction framework, and update
our technology. Under our modified human-robot interaction framework, the user can at any time
take over control of the robot. The robot will only take over the control in certain situations such
as when the grasped object is slipping, and the latency inherent in transferring control to the user
or seeking user permission would lead to irretrievable loss of the object from within the fingers
of the gripper. The original fully manual and fully autonomous control modes available in the
first-generation UCF-MANUS are now the two opposing limits for our HRI framework. With new
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technology and advanced algorithms, we are able to fill the gap between the two aforementioned
limits. Specifically, we design and implement the following control approach for our new HRI
system.
Human-robot interaction framework
As shown in Figure 4.3, the user can control the robot via the manual control command and the
assistive control command. The assistive control allows the robot’s intelligent software agent take
over all or part of the control, but the user still has overall supervisory control to command the
robot. Furthermore, all the system events are classified as three different levels: suggested, re-
stricted and prohibited. For the suggested events, the system will notify the user such as ‘Object
is in the gripper’, ‘Approaching to the object’, etc. The restricted event include some constraint
on the robot, such as ‘Food may spill if gripper rolls further’. As for prohibited events, it includes
collision events or physical motion limits of the robot.
Figure 4.3: Human-robot interaction framework.
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Autonomous grasping
Object Detection and Position Estimation
In our second generation UCF-MANUS assistive robot system, we utilized another novel object
6D pose estimation algorithm which is based on single 2D depth image [51]. Specifically, contact
regions are determined based on edge geometric features derived from analysis of the depth map
data. But the output of this algorithm is a set of graspable pairs. The user still need to manual select
the grasping edge. To improved the user experience, we implemented an automatics pair selection
algorithm. By scoring the feature of the edge pair candidate, we selected the highest scored edge
pair to grasp.
To be specific, we defined a vector fi ∈ R7×1 to store all the feature for each edge pair
fi =
[





where er,i is the error of the RANSAC algorithm which represents the quality of the fitted plane,
l1,i and l2,i are the length of each edge, n1,i and n2,i are the pixel number of each edge, θz,i is the
angle of the surface normal and z- axis of base frame, θx,i is the angle of the surface normal and x-
axis of base frame.
To make all the score comparable, we defined the normalized feature vector Fi for each edge pair
as follow Fi = [er,i l1,i/l1,max l2,i/l2,max n1,i/n1,max n2,i/n2,max θz,i/θz,max π2 − θx,i/θx,max]
where l1,max, l2,max, n1,max, n2,max, θz,max, θx,max the max value of those feature in all the edge pair
candidates. Then we will pick the highest score as the target graspable edge pair and output the




∈ R6×1 to the robot control module.
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Auto Object approaching control
In this auto control mode, the system will automatically generate the motion control of the end-
effector to approaching the detected object. The translation axis controller will drive the end-
effector to the desired approaching position, while the rotational axis controller will keep the end-
effector always pointing to the detected object.
Once we have the estimated object position and orientation X̂o from the Depth image based au-





where xd = x̂o − xoffn̂x, n̂x is the unit vector of the x- direction of the estimated object surface,
xoff is the distance from the object surface to the desired approaching position.
For the translation motion, we used a Proportional (P) position controller; here, the position error
is defined as
ex = xd − x




where Vl is the preset translation velocity for the end-effector.
As for the rotational axis, we designed an algorithm to generate the desired orientation for the
end-effector to satisfy the FOV constraint. Then we utilized a P orientation controller to regulate
the orientation of the end-effector to the desired orientation. First we can define the object position
error as follows
eo = x̂o − x
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where x ∈ R6×1 is the current position and orientation. Based on the object position error eo, we
can define the desired yaw and pitch angle for the end-effector FOV constraint and the angle error
as follows











θyd − θy θpd − θp 0
]T




where Vω is the preset angular velocity for the end-effector.
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Figure 4.4: Video frames of the autonomous grasping. a) Begninning of the process, system is
locating the object. b) System found the object. c) User using the ‘click to approach’ button to
activate the autonomous motion. The gripper is reaching the object automaticaly. d) Gripper reach
the pre-approaching position, Starts to approach the object. e) When the object is in the gripper,
the algorithm will stop the approaching motion, and suggest user to close the gripper. f) User close
the gripper and lift the object.
Robust approaching
With our last generation of robust approaching algorithm, we can only compensate the position
error along the end-effector x axis. But the new object position estimation algorithm used an eye
on hand system. But due to the kinematic uncertainty in the robot owing to extensive gearing and
transmission, the estimated object position could has an error to the actually position. Once the
system estimated the object position and drive the end-effector reach the pre-approaching position,
the end-effector velocity control will only command the end-effector x axis velocity to approach
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the object until the gripper sense the object is in the gripper. Since the estimated object position
could contains such estimation error, then this open loop approaching process could fail, such as
push the object. For this situation, embedded tactile sensors along the gripper fingers to augment
our robust approaching control for tolerating position error along end-effector Y-axis also.
This algorithm will generate the adjusted pre-approaching position based on the tactile sensor feed-
back. Once the collision was sensed, the end-effector will retreat to the adjusted pre-approaching





then the adjusted approaching position can be defined as follow
Xd,adj = Xd + Ladn̂ad
where n̂ad ∈ R6×1 is the direction of adjusting, each element was defined by the collision position.





er = xd,adj − x
and the approaching velocity command is
va = Vln̂x
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Figure 4.5: Video frames of robust approaching. Top left figure shows the estimated pre-
approaching gripper position. Top right figure shows the collision between gripper and the target
object. Buttom left figure shows the adjustted pre-approaching position. Buttom right figure shows
the final sucess grasping.
Safe Grasping
Once the object is within the fingers of the gripper, the following process is utilized for applying
the minimal force required to immobilize the object. Since ADL activities require interaction with
novel objects, the exact amount of gripping force is not known in advance. If the grasping force is
too little, the object may slip away; on the other hand, if the grasping force is too much, the gripper
could crush the object. Based on these needs, we designed an adaptive algorithm for determining
optimal grasping force [49]. This algorithm enables the robot to grasp different objects without
crushing or dropping the object. By utilizing a Lyapunov-based analysis, we designed the control
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law for gripper finger velocity vg (t) as follows
vg = κ̂
−1(v− k2Fe + Yθ̂+ Ḟdm)
where Fe , Fa−Fd is the grasping force error, Fa is the applied gripper force, Fd , µ̂−1(Ŵ+k1v)












are auxiliary signals, while Ŵ (t) , µ̂ (t) , κ̂ (t) , θ̂ (t) are parameter estimates that are dynamically
updated as follows
.
Ŵ , γ1v (4.1)
.
µ̂ , −γ2µ̂
−1(Ŵ + k1v)v (4.2)
.
κ̂ = −γ3κ̂




From Figures 4.6-4.7, we can see that the proposed adaptive grasping force controller can suc-
sessfully stop the slippage and regrasp target objects. A video showing the initial grasping, slip
detection, and adaptive regrasping has been made available online [58].
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Figure 4.6: Slip detection and regrasping of half-filled water bottle. Initial grasping stage lasts
between t = 0s and t = 5.4s using an initial grasp force of 1.05N. Robot starts lifting the bottle
at t = 5.4s and the algorithm detects slipping at t = 5.7s at which time the proposed closed-loop
adaptive algorithm activates to stop slipping using final grasping force of 1.26N.
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Figure 4.7: Slip detection and regrasping of fully-filled water bottle. Initial grasping stage lasts
between t = 0s and t = 5s using an initial grasp force of 1.05N. Robot starts lifting the bottle and
slipping is detected at t = 5.7s at which time the proposed closed-loop adaptive algorithm activates
to stop slipping using final grasping force of 2.2N.
Movement Suggestion
Besides the fully manual and fully autonomous approaching control , we also provide the user
with a movement suggestion mode. Under this suggestion mode, the user still operates the robot
manually, but the assistive robot system also volunteers some possible movement suggestions for
the user in case they are having trouble reaching the object.
Specifically, in the suggestion mode, we define a configuration error eX = X − Xd, where X =
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[ x θ ]
T ∈ <6 is the current configuration of the end-effector. Since the user can only control
one axis at each time, so the minimum operation for the end-effector to reach the desired pre-
approaching position needs 6 operations. Even though the final configuration required for the
robot is the desired configuration, it is possible that the object, during the movement operation,
may move out of the view due to movements in a certain axis or group of axes. To keep the object
always in the view, we design a finite state machine to send the suggested movement. As shown
in Figure 4.8, each block represents one movement suggestion. We sort the motion in the six axes
into three groups. The condition for switching to the next group/state is when the group/temporary
desired position is reached. The only exception for the state changes is the collision warning. If the
desired position will lead the robot arm to collide with the camera, the system will change to the
next state to avoid potential collision in current axis movement. To make sure that the final position
is reached in all axes, after the third group desired position is reached, the system will check for
all the final desired positions having been reached or not. If not, the suggestion will switch to the
first state. Otherwise the system will notify the user to manually approach the object.
Figure 4.8: Move suggestion finite state machine. Each block represents on move suggestion,
arrows indicates state transition.
To generate the desired position when the system just changes to the other state, a temporary de-
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sired position will be calculated. The temporary desired position will be initialized as the final
desired position. Then the system will check the object pixel position in the temporary desired po-
sition. Since we have the estimated position of the target object, we can use the camera model and
camera position to calculate the pixel position of the object in the camera view. Before suggesting
the motion, the algorithm will first calculate the object pixel position of the temporary waypoint
Xd,i = Xi −NeX,i, where N = diag{x, y, z, yaw, pitch, roll} is the suggested axis, the value of
the suggested axis will be 1, and the rest are 0. Here eX,i is the position error at the beginning ith









where fx, fy, or.oc are intrinsic parameters of the camera. Base on the predict object pixel position,
we can determine if the object is in the view or not. If the temporary desired position Xd,i is pro-
jected to lose the object from camera view, we define another updated temporary desired position
Xud,i = Xi −NeX,i/kc, where kc ∈ N is the coefficient to update the temporary desired position.
Adaptive Interface design and implementation
Since potential users include a broad set of people with disabilities, the users are likely to need
different modes and levels of assistance. To adapt to different users and provide useful compensa-
tion for them, we picked some common human factors to compensate. The map between assistive
function/compensation and human factors are shown in Table 4.2. Before the user operates the
robot, we provide the user with a series of tests for different human factors. Then, the system
automatically turns compensation features ON or OFF according to these test scores; however, the
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users are able t override these choices at any time. In our adaptive UI, controls are organized by
task. The UI design is shown in Figure 4.9. The right side of the display has two control boxes
and two functional buttons. The upper box controls all the commands related to gripper motions,
such as open/close, rotate the wrist up/down, etc. The lower box contains all the arm translational
motions, such as moving forward/backward etc. The ‘Assistant’ button toggles the assistant sys-
tem for Move Suggestions or Click to Approach compensations, but also indicates assistant status.
A ‘1 Click’ button is used to control ‘Click to Approach’ movement. The middle of the inter-
face has a viewfinder for the gripper mounted camera. A black background box can provide the
feedback of the system (such as ‘Found the Object, ready to assist’) or warning message (such as
‘Environment Collision’), all the system feedback are listed in Table 4.1. On the left side of the
interface are the preset arm position buttons which can provide users a quicker way to navigate
the arm to one of many commonly needed positions. A SpaceMouse mode icon informs the user
on the current mode of the SpaceMouse by both text and sign. The other three buttons allow for
control of compensations for different human factors. The ‘Contrast Enhancement’ button can
switch between ‘off’,‘low’ and ‘high’ three different enhancment level. The ‘Robot Speed’ button
can switch between ‘low’, ‘medium’, ‘high’, ‘auto’ four speed options. The ‘auto’ speed mode is
‘Object Proximity Velocity Reduction’ in 4. The ‘Assistive mode’ button is for the movement sug-
gestion, user can select the ‘off’, ‘Button only’ and ‘Button + Voice’. In the ‘Button only mode’,
the system will high light the suggested movment button as a reference for the user. As for the
‘Button + Voice’ mode, the system will read out the suggested button once when the button is just
highlighted.
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Figure 4.9: UCF-MANUS adaptive user interface
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Robot forward limit reached.
Robot in motion.
Finding the object.
Found the object, ready to assist.
Can’t find the object.
Object is too far away.
Getting closer to object.
Reaching for object.
Adjusting the gripper.
Please reach for object.





Table 4.2: Compensation map with evaluation for deficiencies. (WM: Working Memory; RI: Re-
sponse Inhibition; PS: Processing Speed; DP: Depth Perception; SA: Spatial Ability; CS: Contrast
Sensitivity.) ‘++’ and ‘+’ stands for ‘most appropriate’ and ‘may be useful’ respectively.
Dexterity WM RI PS DP SA CS
Finger Wrist Arm Head/Neck
One-click to approach + + + ++ + +
Safe Grasping ++ + +
Move Suggestion ++ ++
Orientation Indicator ++
Object Proximity Velocity Reduction + ++ ++ ++
Contrast Enhancement ++
Contrast Enhancement
Users with visual contrast sensitivity deficiency may have difficulty perceiving objects in camera
view. It could also affect the depth estimation of the user. For compensating the visual contrast sen-
sitivity deficiency. We convert the view from RGB color space to HSV color space and then change
the saturation and brightness of the picture, the brightness of the background and foreground will
change, therefore enhancing the contrast of the view. As such, this compensation artificially am-
plifies the contrast of a scene in the UI view. Furthermore, the user has the ‘low’ and ‘high’ option
for the level of enhancement. Figure 4.10 shows the view without contrast enhancement and the
enhanced view.
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Figure 4.10: Camera view without Contrast enhancement
Object Proximity Velocity Reduction
Difficulty in motor control, as well as decreased processing speed, can lead to difficulties making
the fine motor movements required near objects. To compensate, arm movement is segmented into
operations requiring fine motion (close to object) and gross motion (far from objects). The arm
will operate at a slower speed when it detects that it is near an object, thus allowing for greater
decision and reaction time for the user. Distance from the gripper to the object is obtained from the
RGB-D camera. This velocity reduction can also be selected manually; specifically, it has three
speed options, namely, ‘slow’, ‘medium’, and ‘high’.
Orientation indication
Users with deficient spatial orientation or visualization ability may have difficulty determining the
position of the arm or gripper, including its relationship to the object they wish to manipulate.
This may be magnified by an SCI user’s limited dexterity and difficulty with controls. In settings
with limited visual references, it may be difficult to determine the orientation of the gripper. The
orientation indicator provides an artificial horizon, as well as a gripper position indicator.
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Results
To test the effectiveness of these assitive modes, we tested them with pick and place task 5 times
under each mode. The manual mode data is collected with an able-bodied and experienced user, so
the manual mode data could be used as a benchmarkfor the upper limit of performance for a user.
The comparision of all three modes of the end-to-end task is shown in Table 4.3. The end-to-end
operation under one-click mode and move suggestion mode is shown in Figure 4.4 and Figure
4.11. We can see that the move suggestion mode and one-click mode both need extra time for
detecting the object. But for the manual mode, we cannot simply separate the observation time
during operation. So we compare the ‘object detection’ and ‘Reaching to object’ phase together.
The manual mode averages 24.2s. The one-click mode averages 30s, but the move suggestion
mode averages 57s. The one-click mode costs slightly more time than the manual mode, but the
commands are reduced from 10 to 4. The suggestion mode costs more time, but the average total
commands are similar to the manual mode. After reaching the object, the ‘grasp and lift’ basically
cost the same time and the same number of operations. For the overall performance, the one-click
time used the minimum commands and slightly more time than the manual mode, and the user has
the control of the robot during the whole process. The move suggestion mode costs more time
than the manual mode, but it can keep the total commands at the same level as the manual mode. It
can still reduce the control complexity for the user who lacks experience or has deficits in working
memory or spatial ability.
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Table 4.3: Assistive mode comparison
Object Reaching Grasp Total Total
detection time to object and Lift Time Commands
Manual Mode 0s 24.2±1.4s 3.9±0.18s 28.1±4.1 s 10.6±2.4
Move Suggestion Mode 16±1.7s 41.2±0.9s 4.4±0.55s 62±2.7s 10
One-Click Mode 14±2.2s 16.7±0.5s 4.1±0.3s 34.9±2.12s 4
Figure 4.11: Video frames of the move suggestion mode. a) Object detection start. b) Object
detected. c)Suggest move up. d) Suggest move left. e) Suggest pan right(break down the left
motion to prevent object lost in the view) f) Suggest move left again. g) Suggest move forward. h)
Reach to the object, user start approach to the object. i) Grasp and lift the object.
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CHAPTER 5: CONCLUSION
In this dissertation proposal, two nonlinear control and one assistive robot system has been im-
plemented for facilitating human-robot interaction. Via these assistive control, the user control
complexity was reduced significantly.
For the physical human-robot interaction(P-HRI), the passive hybrid impedance control which
relying on the wrist force/torque and robot joint position/velocity feedback. reduced the 6 axis
control to 2 axis. Furthermore, a Lyapunov based stability analysis is provided to prove both con-
vergence as well as passivity of the interaction to ensure both performance and safety. Simulation
as well as experimental results verify the performance and robustness of the proposed impedance
controller in the presence of dynamic uncertainties as well as safety compliance of physical human-
robot interactions for a redundant robot manipulator.
To facilitating the control complexity of the grasping task, an intelligent single-click adaptive
grasping algorithm for novel objects has been implemented relying on slip and force measure-
ments from gripper embedded sensors. Experimental data for applied force and resultant object
deformation show that the algorithm applies close to the minimal force needed to safely grasp an
object without risk of slipping or excessive deformation. Comparisons are provided with an open-
loop adaptive grasping algorithm as well as hardware limited grasping. Experimental results using
the UCF-MANUS robotic system show that the algorithm is robust, safe, and computationally ef-
ficient. Furthermore, it is easy and inexpensive to implement on any standard gripper.
To provide user more assistive function and compensation for certain human factors, we improved
our UCF-MANUS assistive robot system. the design and implementation of the assistive controller
and adaptive user interface of our UCF-MANUS assistive system. All these new features are for
compensating the selected human factors which cover dexterity, working memory, response inhibi-
tion, processing speed, depth perception, spatial ability, contrast sensitivity. And the results show
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the assistive control mode can reduce the control complexity and also task execution time. The
one-click mode reduces the operation complexity significantly while the move suggestion mode
makes sure that the number of user commands matches with that for an able-bodied experienced
user. However, the object detection time is higher than in the manual mode, and it consumes at
least 25% of the whole processing time. This can be improved by implementing the algorithm in
other programming languages or on GPU-based platforms.
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APPENDIX : PROOF OF LEMMA
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Proof of Linear Growth Bound of G1(t)
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from the proof of Lemma 2 we have ‖H‖ ≤ 4 ‖qm‖ , ‖H‖2 ≤ 16 ‖qm‖2 ≤ 16 ‖qm‖, and qm is
exponentially stable, then we can have





According to ( .5),( .6) and ( .7), we can have the perturbation term ( .1) was linear growth bounded
as follow
G1 ≤ γ1 ‖v̇z‖+ γ2 ‖vz‖+ γ3e−βt (.9)
≤ max(γ1, γ2, γ3) ‖x‖
where γ1, γ2, γ3 are positive constant.
Proof of Exponential boundedness of H
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We defined another quaternion qm(qm0, qm) which is the quaternion represents the rotation be-
tween n̂o, ẑe, where qm0 = cos(θm2 ), qm = sin(
θm
2
)n. It shares the same rotation axis n with
q(q0, q), while θm is the misalignment angle between n̂o, ẑe as shown in Figure 2.2. Based on
(2.26) and ‖q‖ ≤ ‖q(0)‖ e−γt, we can have





e−γt, then we have qm is also bounded exponentially, such that lim
t→∞qm =
0, lim
t→∞qm0 = 1, limt→∞Reo = I. Based on qm(qm0, qm) we can have the rotation matrix between





2qm0[qm]×. Then we can bounded H as follow
H = −2qTmqmI+ 2qmq
T
m − 2qm0[qm]× (.10)
≤ 4 ‖qm‖2
≤ 4 ‖qm‖
Then we can have H is also exponentially bounded.
Proof of Exponential boundedness of H2
Since we normalized the ‖rd‖ and ‖re‖ in last section, Then the rotation Reo between the end-
effector frame and the object frame can’t be expressed with quaternion error e(e, e0). Then
we define another quaternion qm(qm, qm0) to represent the rotation between n̂o and ẑe. qm =
sin(θm
2
)nm, qm0 = cos(θm2 ), nm =
re×rd
‖re×rd‖
where θm is the angle between n̂o and ẑe,
Since we have e, e0 are exponential stable, based on the equation between θ́c, θ́d and θc, θd, we
can also have θc will also converge to θd exponentially, then we define θe to represents the angle
between re and rd as shown in Figure 2.9, then we also have ‖θe‖ ≤ b exp(−γt), since θe = θo+
θm = f(θm)θm, f(0) = 0, then we can have ‖θm‖ ≤ ‖θe‖ ≤ b exp(−γt). Then we have qm, qm0
are also exponential stable at the equilibrium ( qm = 0, qm0 = 1), so we have the Reo(qm, qm0) =
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I +H2 will converge to I exponentially fast, and ‖H2‖ is also bounded exponentially similar with
the case in Lemma 2.0.2.
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