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NOTAÇÃO GERAL 
Nl:'st-1:' nosso trabalho, 
not.açâ:o 
CapÍ~ulos - A numeração será em algarismo romano, precedida de CAP. 
Tópicos e Subt.ópicos - A numeraçâ:o será em let.ras do t-ipo orador 
constando o número do capítulo, seguido primeiram12>nt.e do número do 
tópico dent-ro daquele capít-ulo e post.erioment.e do número do subt.Ópico. 
Exemplo : 4.3.1 - re~ere-se ao primeiro subt.Ópico do t-erceiro t-Ópico 
do quarto capítulo. 
Figuras e Tabelas Serão identi~icadas por números pequenos que 
identi~icarão a ~igura, ou tabela, e o capít-ulo da qual ela ~az part.e, 
a numeração das ~iguras serâ:o precedidas de fi.g. enquanto as tabelas 
terão TAB. a frente da numeração. 
Usualmente teremos neste t-rabalho 
O = [ a , b J X [ c , d J 
Õ = Fecho de O. 
8 O = Fronteira de O. 
hx = X- X, j J-1 
hy = 
F , G , H -Funções escalares F, G, H, ... de n variáveis. 
" " u F • •.. V • • t. ID ..... evores pervencen es ao ~
F.-, A i -és i ma component.e do vet.or F. 
'i/ F " Vet.or gradi ent.e de F, t.al que F i = C iiF / il xi) i=t 
" 
- Divergent.e do vet.or U = E 
i. =1 
C 8lJ./ 8 X. ) 
' ' 
A 
'i/ X U- Rot.acional do vet.or U. SeU e ~9 • 'i/XU = 
A F - Operador Laplaciano . . ..... 
iiUa 
ilxzE 
iiUt 
CJXãE-
iiUz 
ilxzE-
L2 C11) - Espaço das funçÕes de qudrados int.agraveis sobre n. 
iiUz 
ilxs 
iiUs 
7iXi: 
iiUt 
ilxz 
H' - Subespaço de Sobolev, das funções que tem gradiente em L2 Cn), e 
o 
anulam-se na ~ron~eira. 
H1 - Subespaço de Sobolev , das funções que t.em gradient.e em L2 Cn). 
A e B - Produt.o t.ensorial ent.re A e B. 
<f,g>=fJf.g dxdy 
o 
-CAP. I INTRODUÇAO 
t1 - INTRODUÇÃO. 
No t-empo em que vi vemos, ainda é crescent-e o 
interesse na descoberta de jazidas de petróleo. Fontes alternativas de 
energia, no que pesem suas ericiências, podem acarretar danos que não 
compensem a sua utilização. A título de exemplo podemos citar duas 
alt&rnati vas e suas der i ciências: no caso da energia nuclear est.á 
demonstrado que o risco de catástrores e o lixo atômico podem 
comprometer seriamente sua utilização. Por out-ro lado a geração de 
energia hidrelét.rica está associada a construções de hiper-est.rut.uras 
com conseqüentes desmat.ament.os e inundações que podem modiricar o 
sist.ema ecológico de vast.as regiões e provocar danos imprevisíveis. 
Geofísicos com inLeresse na prospecção de 
jazidas de pet.róleo, desenvolvem mét.odos soristicados para det.ect.ar e 
dimensionar est.as jazidas. Muit-os desses podem ser classiricados numa 
sub classe que é conhecida como •• Métodos: Sísmicos: "-
O est.udo da propagação de ondas em meios 
acúst.icos e elást.icos t.em despert.ado muit-o int.eresse por part.e dos 
georísicos. Os Mét.odos Sí-smicos são gerados pela modelagem mat.emát.ica 
dest.e renômeno risico; basicamente t.rata-s:e de um sist.ema de equações 
direrenciais parciais com condições iniciais e condições de cont.orno 
adequadas. 
O prinçípio básico dos mét.odos sísmicos pode 
ser visualizado pela rigura simpliricada L • . 
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FROPAGáCAO DE ONI~ EM miO IMSlDJ 
FIO • t. :l 
Numa simples descrição, um abalo é pr-oduzido 
por- uma ou mais f"ont.es de pr-opagação s! smi c a C di nami t.e por-
!"AO. G 
-CAP. I INTRODUÇAO 
exemplo ) , posicionadas numa determinada localização da terra C que 
pode estar na superf'Ície ou no subsolo) Ondas propagam-se a parti r 
da localização da fonte e são parcialmente ref'letidas para a 
superf'fcie produzindo movimento superficial. A componente vertical do 
movimento é detectada por sismômelros localizados lambém na superfície 
ou no int..erior da t.erra; esses aparelhas gravam os sinais recebidos: 
para posterior análise. 
Matematicamente podemos caracterizar dois 
grandes problemas associados à interpretação das r-espostas obtidas 
para o modelo e/ou dos sinais captados pelos sismômetros. O primeiro 
usualmente é denominado de problema inverso em que se tenta, através 
de métodos matemáticos, descobrir os parâmetros característicos dos 
meios (densidade módulo de elasticidade, etc ... ) . O segundo 
conhecido como problema di reto. no qual se parte do pressuposto de 
que os parâmetros do meio são conhecidos e t.ent.a-se at.ravés da 
resolução de equações diferenciais parciais obter o deslocamento no 
caso elástico, ou a pressão no caso acústico, decorrente do abalo. 
sísmico. Neste segundo caso as soluções das equações diferenciais que 
modelam o movi ment.o podem ser obtidas tanto por me i os anal! ti cos 
quanto por meios numéricos: (diferenças: finitas, elementos: f'initos, 
colocação, etc ... ), ou por uma combinação de métodos analíticos e 
O empenho nestes tipos de problemas é de 
fundamental importância e podemos dizer que eles interagem nb sentido 
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de que ao resolvermos um problema inverso devemos consLaLar a exaLidão 
dos resulLados pelo méLodo direLo, e vice-versa. 
Podemos considerar esLe nosso esLudo como 
inLroduLÓrio no campo da pesquisa de méLodos numéricos para problemas 
di r eLos, e aqui obLeremos solução di screLa pelo uso do méLodo de 
Galerlcin. 
Nosso ponLo de parLida roi o esLudo da Leoria 
da elasLicidade aLé a dedução da equação do movimenLo para um meio 
elásLico homogêneo isoLrÓpico, equação esLa que servirá de modelo para 
a obtenção do deslocamenLo. EsLudamos ainda as soluções analíticas da 
onda livre, ou seja, aquela em que o Lermo ronLe .é desprezado. 
Na busca de soluções discreLas para a equação 
do movimento na presença do Lermo ronLe (situação esta de maior 
sentido prático), Lentamos inicialmenLe aLacar direLamente esta 
equação pelo méLodo de Galerlcin e chegamos a um sistema de equações 
direrenciais que seria de complexa resolução. Resolvemos então adotar 
a sugesLão proposta em [1J,[8J,[5J,[6J, onde o deslocarnenLo e a ronte 
são decompostos de maneira adequada. Chega-se então a duas equações 
da onda acúsLica em Lermos de poLenciais que, desde que conhecidos, 
nos permiLem calcular o deslocamenLo através de simples derivações. 
Com relação aos méLodos numéricos de resolução 
de ondas acúsLicas, inicialmente LenLamos o método de Galerlcin e 
Li vemos problémas quanLo a espaço de mémória. quer seja a nível de 
microcompuLador.es pessoais Lipo IBM-PC. ou mesmo no computador VAX/VMS 
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Versão 4.5 da UNICAMP. OpLamos enLão pelo méLodo da colocação naLural 
com B-Splines e pela colocação orLogonal nos nós gaussianos: ci.a. 
parLição ( 13]. nes:t.e caminho nos deparamos com problemas: de 
ins:labilidade numérica. 
Fizemos uso enLão do méLodo de Galerkin cor~ 
direções allernadas: [3]; o problema de inslabilidade é conLornado pela 
i nLrodução de um novo Lermo envolvendo um parâmeLro i ndeper,denLe da 
partição no espaço ou no "Lempo. Est.e mét.odo f.tlost.rou-se eficient..e par:=. 
nossos propósilos. 
Desenvolvemos Lambém um sof~- \.·, ·~e 
correspondenLe que pode ser usado nas duas equações acÚsLi( ... 
surgidas em decorrência da decomposição em ondas: longiLudin.:d e 
t.rans:vers:al. Tomando por base as proposições de [ 3l e ['L . 
a.present..aremos a solução para es:s:as equaçoe$ em função 
pot.enciais, oblendo daí o deslocamenlo corres:pondenle a uma 
delerminada !"onle, para urna Única camada, com condição d. conl::>r no 
expliciLada e co~dições iniciais caraclerisLicas do nosso problema. 
·Encerrando o t.rab.alho apres:ent.aremos as 
conclusões e s:uges:.t..ões que acredit.amos serão de validade para 
t.rabalhos: post.eriores. 
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2.1 - INTRODUÇÃO. 
Mui tos f'enómenos f'is:icos :são observados a 
partir de uma perturbação inicial, que chamaremos condições iniciais 
ou condições em t = O. Nesta ocasião, são produzi dos movimentos 
ondulatórios com origem no local da perturbação. Estes f'enómenos são 
.:..::,:.:-.ecidos como radiação e dentre .as várias situações f'ísicas desta 
natureza podemos citar os abalos provocados por terr-emotos ou 
explosões nucleares subterrâneas. Um problema típico de radiação e o 
resultante de um abalo produzido em um meio ilimitado por uma ou m.ai• 
f'ontes distribuídas sobre uma região f'inita do meio O movi ment-e 
decorrente das perturbações provocadas por estas f'ontes atuando nun, 
meio elás~ico homogêneo e isoLrópicct é mate~~ticamenle modelado de 
uma maneira convenient..e pela equaç~o do movimento ; descrever-emos est,e 
modelo nesse capitulo. 
Com no modelo, .admitindo que o 
desl ocamente C que será a incógnita da equação do movimento ) e a 
!'orça possam ser decompostos convenientemente em somas de campos 
vetoriais:, é possível estabelecer uma nova f'ormulação que simplif'ica o 
cálculo do deslocamento. Para tornar o problema matematicamente bem 
colocado, condições de contorno e condições iniciais serão juntadas às 
equações dif'erenciais:. Trataremos também da validade desse tipo de 
decomposição, assim comó das implicações dela decorrentes quando da 
resolução numérica. 
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2.2- EQUAÇÃO DA ONDA ELÁSTICA. 
O sistema de equações que rege o movimento de 
um dado corpo ocupando uma região regular V de um m"'i o "'l.ásti co 
homogêneo e isotrópico, de fecho V e contorno S é obtido a partir das 
seguintes relações [6J: 
i ) Equação do movimento de tensões.. 
ii ) Lei de Hooke. 
i i i ) Relação deforrnação-desl ocamente. 
Se relação deformação-deslocamento for 
substituída na lei de Hook..,, obt..ém-se um sistema completo de equações 
diferenciais parciais. para as tensões e deformações, se substituirmos 
a equação resultante em i) teremos o sistema de equações par-a 
determinação do deslocamento, que é matematicamente descrito por: 
c:lU 
p = ~ A u + CÀ + ~) 9 9 • u + r 
(J t% 
C2.1) 
onde: 
u = vetor desloc::amerit.o. 
p = densidade do meio. 
À e 1-J = constantes: de Lamé c caracteristicas: do m"'io ) . 
~ 
F' = 'r orças: do corpo C por unidade de volume). 
!J. = operador Laplaciano. 
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De um modo geral, devemos t.er·: 
ÚCx;.,xz,xs,t) e Cz CV X T) n C 1 CV X D 
e 
FC X1 • X2. X9. t.) e C CV X T) . 
Devemos ainda lhe prescrever condições na 
rront.eira S. As mais comuns utilizadas são : 
i ) Condição sobre o Deslocamento. 
Quando as componentes do vetor desl ocament.o 
devem ser estipuladas a prior! na região de rronleira. 
ii ) Condição de Tração. 
Neste caso, são impostas condições de tração, 
o que corresponde a pré determinar as componentes do tensor tensão. 
iii ) Condição Mista 
Corresponde a estabelecer condições do tipo i) 
numa região S• de S, e do tipo ii) em outra parte S - S.. 
Há necessidade também de s:e estabelecer 
condições iniciais:. Devemos: então ler inrormações no t.empo t. = o. 
s:obre o deslocamento e s:óbre s:ua derivada com relação a variável 
tempo. 
~ identidade vetorial 
À +21-J 
p 
A equação Cê.1) pode ser reescrita ut.ilizando 
.t.U : V V • U - V X V X U 
u 1 p 
A 
F cz. ê) 
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2.3- DECOMPOSIÇÃO DA ONDA ELÁSTICA. 
Se t-ent.ar-mos: at-acar- a equação C2. 2), com as: 
suas condições de cont-er no e condições: iniciais:, ver- emas: que ser á 
necessário resolver um s:is:t-ema de equações: dif'erenciais não muit.o 
simples:. Para cont.ornar est.e problema, opt.amos: por decompor o vet.or-
deslocament.o, assim como o vet.or- da !'orça, de uma maneir-a adequada em 
t-ermos de pot.enciais. Esses, quando desacoplados, sat-isf'azem as 
equações da onda, daí af'irmarmos que a equação C2.1) descreve um 
moviment-o ondulat-ório. 
numa soma vet.or-ial: 
A 
+ u 
T 
onde: 
e 
u = li'~ 
L 
Dessa !'arma, o vet-or deslocament-o é decompost.o 
C2. 3) 
por nós: denominada de Onda Longit-udina. 
par- nós denominada de Onda TransVersal. 
Para ~ e ~ , !'unções: do t.empo e var-iáveis: no 
espaço, us:ualment-.., t-ambém chamadas: dê pof.-énciais és:calar- e vetorial 
res:pect.i vament.e. 
De maneira idênt-ica C à da decomposiçli:o 
pr-opost.a par-a o vet-or- des:l ocament-e) pr-océdér-emos: '"'"' relação ao vet.or-
F', sendo: 
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CJZ 
[ 
CJt 2 
V 'P +V X 
"' 
)= 
+ 9 
onde: 
z 
c = 
L 
e 
2 
c 
'I' 
e assim: 
2 
c 
L 
À'P -
= 
1 
p 
z 
c 
L 
X 
ONDA ELASTI CA. 
(2. 4) 
Substituindo C2.3) e (2.4) em (2_.2), teremos: 
v "' . [ 
"' 
1 
"' 
) + p 
~ 
'P +9 X 
"' 
)-
[ 9 O' + 9 X 
2 
c 
'I' 
z 
c 
'I' 
~ 
X ) 
"l X 
1 
p 
9 X [ 
"' 'P 
C2. 6) 
c 2. 15) 
X l = O cz. 7) 
que satisfaz a equaç~o do movimento C2.1) se simultaneamente tivermos: 
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1! 1 
c A<p = c 
L p 
2 
c 
T 
1 
p 
ONDA ELÁSTICA. 
c a. 8) 
c a. 9) 
Assim os potenciais f> e 1p são sol uç5es: das 
equações: das ondas C2.8) e C2.9) respectivamente, onde: 
e 
c = -1 ,.., >"p 
T 
c / c 
L T 
é a velocidade da onda longitudinal. 
é a velocidade da onda transversal. 
Observe que das express5es: de c e c tiramos: 
L T 
portanto, como 1-' > O e X~ O para materiais reais, temos que: 
-lê: c 
T 
(2. 10) 
ou seja, a onda longitudinal propaga-se com maior velocidade do que a 
onda transversal. 
A seguir mos:t.ramos uma. tabela com alguns valores 
aproximados para a densidade e para as velocidades das ondas 
longitudinal CCL) e t.ransversal CCT) de alguns meios: 
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Meio p c !I Kg,...m ) CLC m,...:s:) CTCm/s) 
Ar Lê 34-0 -
_Agua 1000 14.80 -
Aço 7800 5900 3<'!00 
Cobre 8900 4.1500 ê300 
Aluminio ê700 15300 3100 
Vidro 2500 5800 3400 
TAB. 2. t 
Fisicamente, veri~ica-se que a decomposição 
prc~csta em C2.3) e Cê.4) é procedente , e que a equação do movimento 
C2. D contém implicitamente dois tipos de onda: 1 ongi t udi nal 
t.ransversal. 
A onda longitudinal tem movimento paralelo à 
direção de propagação, e a onda transversal ~em seu movimen~o 
perpendicular A direção de propagaç~o-
As. ondas, longitudinal e transversal, também 
recebem ouLras denominaç~es. 
Pela decomposição proposta em C2. 3), podemos 
observar que 9 X U = O 
L • 
o que t..orna na.t,ural .a sua denomi naç~o de 
onda irrotacional, outros: nomes ainda lhe são 
dilatacional, compres:sional, primAria ou onda P. 
Veriricamos também que s:e em C2.3) 
atribui dos: 
U=VXyt 
T 
teremos que 9 U =O, dai a natural nomenclatura de onda solenoidal, 
T 
mas: também a encontramos: com os nomes: de r ot aci anal , c i sal h ante, 
secundária ou ondaS [4J. 
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2.4- ONDA ELÁSTICA EM DUAS DIMENSÕES ESPACIAIS. 
Em várias s:it.uações f"ísicas o modelo 
bidimensional pode ser ut.ilizado na análise do moviment.~; nesse casa, 
a represent.ação de U é mais simplif"icada. De C2.3), podemos obt.er as 
expressões das duas únicas component.es de O : 
u = 
• 
u = 
2 
()rp + 8'1' 
8x bx 
• 2 
(2.11) 
O mesmo ocorrerá com as component.es da !"orça, que devido a C2. 4.) 
serão : 
e 
F' = 
• 
lJ a 
{l X 
• 
{j o 
8 X 
2 
+ bx 
(J X 
2 
iJx 
(J X 
• 
<:2.12:) 
Como observamos ant.eriormEmt.e, os pot.enciais, 
escalar e vet.orial, são !'unções variã.veis no espaço e no t.empo, e 
aqui. o potencial vet.orial é do t.ipo 
ocorrendo com a component.e vet.orial da 
>p C O. O. >p( x , x • t.)) • o mesmo 
• z 
f"orça, assim sendo, daqui 
por diant.e, quando est.ivermos t.rat.ando de problemas bidimensionais no 
espaço, !"aremos referência apenas às funções >p e x ,respect.ivament.e. 
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2.5- CONDIÇÕES DE CONTORNO. 
Se o meio é homogêneo, ou seja, a densidade, 
assim como as constantes de Lamé não variam, as ondas longitudinal e 
transversal não interagem enquanto se propagam. Por outro lado, se as 
constantes variam no meio, o que se cost-uma razer é esLraLiricá-lo 
como se possui ssem di ver-s.as camadas: homogêneas.. Nesse c as: o. a onda 
longitudinal ao entrar em contacto com uma out-ra camada irá gerar uma 
onda ~ransversal e vice-versa; ai ent~o. essas inLeraçães devem estar 
cont-idas implicit-amente nas condições de cont-orno. Em [1] encont-ramos 
os diversos Lipos·de condições de contorno correspondent-es a situações 
f"isicas reaiS:. No no.s:s:o est.udo. nos limit-aremos a um único meio 
homogêneo em conLacLo com uma superi1cie S, inrinit.amenLe rigida, , ou 
seja de um alLissimo módulo de elast-icidade; nesse caso : 
u 1 = o j s j = 1 ,2 C2. 13) 
l<'..aLemaLi camenLe es:sa é uma 
A 
contorno do tipo Dirichlet, ou seja, U = O na ironteira. 
2.6 - CONDIÇÕES INICIAIS. 
Como cit.amos ant.eriormer.t.e, 
condição 
para que 
de 
um 
problema de evolução, matematicamente caract-erizado como uma equação 
hiperbólica de segur.da ordem, est-eja bem post-o há de se est-abelecer 
duas condi ç1:5es iniciais: o valor ·da solução e de sua derivada com 
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r~lação ao L~mpo no inst.ant.~ inicial L = O. Considerando que no Lempo 
zero est.aremos em repouso complet.o, admiLir~mos condições iniciais 
homogêneas : 
U Cx , x , 0) = O 
t 2 
U Cx , x , 0) = O 
l 1 2 
2.7- ARGUMENTAÇÃO MATEMÁTICA. 
(2.14) 
(2.16) 
AnLes de prosseguirmos na ere~iva resolução do 
modelo propos~o. analisaremos alguns aspec~os que nos garan~em a 
exis~ência de uma decomposição veLorial do Lipo C2. 3) e C2. 4), bem 
como a exis~ência de solução para o problema mat.emát.ico C2.1) com suas 
respect.ivas condições de cont.orno e condições iniciais. 
A quest.ão da decomposição roi demonst.rada 
primeirament.e há mais de um século por Clebsch em 1863 Cde !'a~o num 
~rabalho da~ado de 1861), embora seus argumen~os "t.enham sido 
considerados insaLis!'at.órios do pont.o de visLa maLemát.ico. Duhem 
provou de modo acei Lável em 1898 [!3). Em [8) encont-ramos a 
d~monst.ração do Leorema a seguir que nos garan~e a decomposição 
propost-a. 
~ [L2(ffi]n, Teo. 2.1 - Para cada !'unção u do 
exi st.em uma !'unçl!i:o <p e H1cro e uma !'unçl!i:o 'I' E H
1 Cm se n = 2 
~ 
CH1cm)!l c respect-ivament-e 'I' e se n .,. 3 ·),t-ais que 
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{ :t 
~ 
---+ u = grad " + 
rot 
~ 
---+ c u grad " ) -
onde 
'P se 
~ 
'P se 
-
v = o 
" '1/1 --) {j X 
1 
n 
n 
= 2 
= 3 
ONDA ELA-.<:TI CA. 
(2.16) 
" !p 2 
, FX 
1 
{J !p 
1 ) 
{J X 
2 
e ;::;-" é o vetor unitário normal exterior a n . 
Como nosso atual estudo está sendo ~eito para 
duas coordenadas espaciais, estaremos Lra~ando do caso em que n = 2. 
Dessa f'orma t.eremos uma única !:unção escalar 
" C a menos: de uma constante .adi ti v.a ) , que é determinada por: 
{ em lJO = div-U em o = (2.17) 
e uma única ~unção ~p, tal que 1p = O em 8 O, que é determinada por 
A 
rot U em o C2.18) 
em . 110 
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A equação C2. 17) é pr-ontamente obtida quando 
tomamos as equações de C2.11) e fazemos: 
+ 
li u 
2 
li x2 
(2.19) 
enquanto que as condições de contor-no sur-gem como conseqtiência da 
condição de existência da decomposição vetor- i al que ser- á imposta no 
pr-óxi m1 o teor-ema 2. 2. 
Par-a obter-mos a equação (2.18) devemos então 
tomar- as equações de C2.11) e fazer-: 
b u 
i 
b X 
2 
b u 
2 
iJ X 
i 
Em [8J encont.ramos 
C2. 20) 
ainda, como ficam as 
condições de contor-no par-a C2.17) e (2.18) quando tr-atamos de diver-sas 
c amadas . 
Quanto à questão da existência de solução par-a 
C2.1), baseada na aplicação do teor-ema 2.1 e outr-os ar-gumentos 
matemáticos, encontramos em [6 pag. 86l a demonstr-ação do seguinte 
teor-ema: 
~ 
Teo. 2.2 - Sejam U C x , t ) e F C X t ) 
satisfazendo as condições: 
~ z 
UeCCVxT)e A F e C C V x T ) e a 
equação 
~-
p = ~ A U + CÃ + ~) V V 
CJ t.2 
U + F 
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A 
Onde F = "l c + "l X X Ent.ão exi s:t.em uma !'unção es:cal ar- p C x, t. ) e 
A ,... A .;.. 
uma !'unção vet.or-ial ~C x, t. ), t.ais: que UC x,t. ), é r-epr-es:ent.ado por-
onde cp = o ~ e onde p C x, t. ) e ~ 
Cx,t.) s:at.is:fazem as: equações: das: ondas: não homogêneas: : 
{J2rp 2 1 2 À + a,_, 
- c h. 'P = C! c = L L p 
éJ t.2 p 
2A 
A 1 ô ~ 2 2 1:: c h. ~ = X c = T T p 
éJ t.2 p 
2.8- FONTES PARA O PROBLEMA. 
A decomposição da f'ont.e de maneir-a análoga à 
do deslocament-o, r-equer- o conheciment-o de funções: c e :t que 
sat.isf'açam as: condições: est-abelecidas: em C2:.17) e (2.18) par-a a 
decomposição de F em "l c + "l X X . Tomar-emos ent.ão funções: c e X 
que com as seguint-es: condiç~es: de cont.or-no: 
X= O e F 
-
v em lJ o 
de posse des:s:as: !'unções: c e X as: component-es da f'ont.e s:er-ão 
F 
s 
a a 
c + 
lJ xt 
8 :t 
8 x
2 
(2. 21) 
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F 
2 
= iJ X 
2 
res:pect.ivament.e. 
ONDA ELÁSTICA. 
(2. 22) 
2.9 - CONDIÇÕES DE CONTORNO E CONDIÇÕES INICIAIS PARA OS POTENCIAIS. 
Em 2.5 esLabelecemos as condiç~es de conLo~no 
pa.~a o deslocamenLo. Há na enLar'It.o, neces::si da. de de conhecer mos as. 
condições de conLo~no dos poLenciais ~ e ~ com as quais ~esolve~emos 
as equações das ondas acúsLicas não homogêneas esLabelecidas em (2.8) 
e C2.9). 
O poLencial veLorial ~ Le~á condição do Lipo 
DirichleL, idenLicamenLe nulo na r~onLei~a. em razão de sua unicidade 
quando da decomposição, ou seja: 
em " n. C2. 23) 
Para exisLéncia da decomposição, o poLencial 
escala~ Lem que obedecer a seguinLe condição de r~onLeira: 
"" 
~ 
-
" ti 
= u 'U em l10 (2. 24.) 
~ 
e como u 
-
o em 
" n, Leremos enLão 
" rp = o em 
" n. c E:. 25) 
" tJ 
Po~LanLo o poLencial escala~ Ler à 
PAO. 19 
CAP. II ONDA ELASTI CA. 
condição de fron~eira do ~ipo Neumann homogêneo. 
As condiç~es iniciais para os po~enciais serão 
idên~icas às do ve~or deslocamen~o uma vez que os mesmos surgiram como 
desdobramen~os no espaço e não no ~empo; por~an~o. os po~enciais, 
assim como as suas derivadas primeiras em relação à variável t.empo 
serão nulas no ins~an~e inicial. 
2.10- EQUAÇÕES A RESOLVER. 
Para obt.ermos o vet.or deslocamen~o. solução da 
equação do movimen~o para um meio El.ást.ico homogêneo e isot.rópico, 
modelado ma~em.át.icament.e em Cê.D devemos ent.ão resolver- as 
seguin~es equaç~es das ondas acúst.icas para os pot-enciais ~ e ~ 
2 
c 
L 
h p = 1 p 
f) C X , X , 0) = f) C X , X , 0) = 0 
i 2 l i 2 
.~=O 
" v 
"2"' 
" t. z 
z 
c 
T 
e 
1 
=--;r p 
l/1 ex. ,x2 ,0) = VJlC:xt ,:x2 ,0) =o 
= o ·em 
em 
em 
t. E I O, T J 
Cx ,X) e n 
• 2 
n E IR2 t.. E [ 0, T ] 
C2. ê5) 
C2. 27) 
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De posse dos pot.enci ais f> e 'I' • calculamos o 
deslocament-o correspondent-e A font-e por n6s impost-a em e.e, por meio 
das equações de C 2. 11) . 
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3.1 - INTRODUÇÃO. 
No segundo capitulo verificamos que para 
determinarmos o vetor deslocamento em meios elásticos homogêneos e 
isotrópicos, modelado matematicamente pela equação C2.1), de um modo 
que nos facilitasse a implementação de métodos numéricos, fizemos uma 
decomposição dos vetores fonte e deslocamento; em raz:l!i:o disso 
obtivemos duas equações de ondas acústicas para os potenciais escalar 
e vetorial. De posse dos potenciais, através das equações C2.11) 
podemos obter o deslocamento correspondente. 
Nesse capitulo nos deteremos no tratamento 
numérico usado na obtenção da soluç:l!i:o discreta das referidas equações 
acúst.icas, -ist.o é,. as equações hiperbólicas do tipo C2.25) e C2.26). 
Tra.t.aremos aqui de um caso mais genérico. ou s:ej.a. resolveremos não 
somente par a os casos de condições i ni ci ais homogêneas C como nos 
nossos problemas), mas para as situações em que as condiç~s iniciais 
sejam.funções quaisquer. 
De um modo geral, nos basearemos nas 
proposições das referências [ 3J e [ 4J. Na primeira Douglas: elabora um 
estudo completo de como o método de direções alternadas pode ser 
para problemas elipticos, aplicado na formulação de Galerkin, 
parabólicos e hiperbólicos quando o domínio de definição das 
variáveis espaciais é retangular . Por outro lado, na segunda 
referência Fairweather generaliza as idéias de Douglas, para regiões 
que possam ser decompostas em retângulos C regiões em forma de L ou U 
por exemplo ) . Aqui pouco nos deteremos nas demonstrações das 
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proposições con~idas nes~as duas rererências. 
O mé~odo de Galerl::in com direções al ~ernadas 
apresentado por Douglas mostrou-se de uma complexidade computacional 
n~o muito elevada, e de uma boa eCiciência, principalmente no tocante 
a espaço de memória, o que permite a implemen~ação a n1vel de micro 
computadores. Quando já se ouve ralar em mul~i-processadores como algo 
de Cácil acesso dentro em breve, a nível nacional,acreditamos também 
que esse método deva adap~ar-se com vantagens às máquinas com essas 
caracteristicas, uma vez que diversas tareras podem ser realizadas 
simultaneamente. 
Abordaremos inicialmen~e a equação C2. 25), 
mostrando depois como atacar C2.26), de maneira que ambas possam ser 
resolvidas por um ónico programa de computador. 
3.2 - GALERKIN COM DIREÇÕES ALTERNADAS. 
Consideremos o problema hiberb6lico de segunda 
ordem: 
Encon~rar U = UCx,y,t) tal que 
acx,y) A U = rcx.y,t) 
Cx,y) E 8 0 
UCx,y,O) = U
0
Cx,y) 
U Cx,y,O) "' U Cx.y) 
l 1 
} 
Cx,y) E O c IR2 
Cx,y) E Cl 
onde aCx,y) é uma Cunção conhecida, ~al que 
O < t ~ T 
(3.1) 
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O < a . :S aC x, y) :S a < a> 
mt.n max 
e t'Cx,y,t), U Cx,y) e UCx,y) também são !'unções conhecidas. 
o 1 
A seguir introduziremos alguns espaços de 
dimensão t'inita que usaremos nas discret.izações posteriores. 
O método das direções alternadas consiste 
basicamente em reduzir um problema multi-dimensional para um conjunto 
de problemas uni -dimensionais. Para que isso seja possível, devemos 
t'azer uma escolha apropriada de um subespaço ~ , que será representado 
por um produto tensor i al de subespaços de dimensão !'i ni ta o qual 
utilizaremos no método de Galerkin. Ass:im s:endo, tomemos ~ um 
subespaço de dimensão t'inita de H:~.cm tal que 
o 
E • 2 ._. em 
para todo v e ~ . 
No que segue, estaremos considerando O= [0,11 
X [0,1J e, ~ = ~ e. ~ onde ~ e ~ são também subespaços de 
" y " y 
dimensão f"ini ta de 
respectivamente , 
e 
portanto, 
H 1 C[0,1D, 
o 
ou seja: 
~ = 
" 
s:pan 
cujas bases são 
(a,. ....... oc '). 
:1. Nx 
~ = span c~, ....• ~ ) y :1. Ny 
.M = .Me-~- = Ca.~ .a.~ •· .... ,a. ~ ) 
x y 1:1. t2 NxNy 
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Observe que ~ é obLido aLravés de um produLo 
Lensorial em que o primeiro f"aLor estará na direção x enquanLo o 
segundo esLará na direção y . 
A f"ormulaç~o f"raca para esse problema pode ser 
obLida da maneira usual, isLo é, parLindo da f"ormulação clássica 
C3.1), aplicando a idenLidade de Green e as condições de conLorno. Na 
variável tempo usando dif"erenças f"iniLas centrais, tem-se 
FORMULAÇÃO FRACA 
< 
onde: 
V V E ~ 
< g , h> = fj g.h dx dy 
n 
ü" = U Cx,y,L ) 
... 
n f" = f" Cx,y,t ) 
n 
e 
para n = 1. a ..... 
(3. 2) 
Seguindo as idéias de Douglas introduzidas em 
[3], ao método das direções alLernadas esLá associada uma perLurbação 
da equação (3.2) aLravés da inLrodução de dois termos : 
PAO. 25 
---I 
CAP. III 
<-z::c.__ 
( .6.t-) 2 
GALERKI N - DI REÇOES ALTERNADAS 
2 
. v>+ 'A.<'íl z .v v)+ 'A. 2 C.6.t-) 2 < "z 
8x 8y 
< a vun • 'íl v> = < ~n. v) 
para n ~ 1 e V Ve .<!! 
(3. 3) 
A modi~icação da equação nos permi t.e ~at.orar 
(3.3) num produt-o t.ensorial. Como veremos a seguir, o sist.ema linear 
associado à discret.ização poderá ent.ão ser decompost-o em dois 
sist.emas, um em cada direção. 
O escalar À surgido em (3. 3) é um parAmet.ro 
requisit-ado para est-abilidade do mét.odo, que é obt.ida quando 
> 1 
4 a 
"'""' 
(3. 4) 
Escrevendo a aproximação da solução a cada 
nível do t.empo. uncx.y) • em t-ermos da base propost-a para ~. como 
U .. a,CX) e (H.y) 
•J ' J 
(3. 5) 
t-omando a equação C3.3) para V = a (X)~ Cy) e agrupando adequadament.e 
p q 
os t-ermos obt.idos, podemos reescrever aquela equação agora numa ~orma 
decompost.a: 
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e c" i.j = 
A" = 
i.j 
~ 
s 
o 
~ 
s 
o 
GALERKJN - DIREÇOES ALTERNADAS 
n 
= - < a V U , V a ~ 
p q 
> + 
a Cx) a .Cx) dx 
i. J 
a'(X) a'(X) dx 
t j 
cY = 
i.j 
s 
n . 
<f,a~ > p q 
o 
~.c y) (j c y) dy 
t J 
C3. 8) 
• 
o 
~~Cy) W.Cy) dy 
' J 
Corno podemos observar, a matriz do 
(3. 6) 
(3. 7) 
sistema 
result.ant.e (3.6) é um produt.o possuindo um rat.or em cada direção. 
Logo, desde que t.enharnos U0 e U 1 e .Al para 
inie:iar o processo. obt...emos 2 .. ... u . u •... u através dê C3. 6), ond"' 
. C como vimos ant.eriormente) • 
t.éremos a aproximação da solução pelo uso de C3. 6). 
Se 
escolhermos funções 
chamarmos TI e = UCx,y, tn) 
teste convenientemente; 
e portanto , 
ucx.y), 
manipularmos 
algebricament.e a equação em cada nível de tempo; somarmos as equações 
correspondentes aos diversos níveis e aplicarmos a desigualdade de 
Gronwall podemos mostrar (procedimento adotado por Douglas: em [3D 
que: 
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A e 2 11 l llz tt> + ( àt.) .. 
2 
Al e li 2 ro 
L X L L X L 
[ CAD• + 11 
2· 
c o z ~ z o 2 .. " o 2 e li 1 + li e li 1 + 11 Ale li z + C AO li iJxity A e 11 + l 
H H L L 
o o 
(3. 9) 
li " 6 u 
2 
+ li 8 6 u 2 A2 6 z li 1 li + li u 11 z + l 2 l z Q) l z 
H X L " L X L L X L 
o 
CAt.) • { llaz 86u 
2 
axa-.r L li 2 m 
L X L 
+ 11 A 2 6UJ12 ltxity l 2 2 
L X L } 1 
Obs:er vamos: ainda que a aplicação do lema de 
Gronwall só ~ possível com a hipót.es:e rundament.al À > !. 4 a max 
Veremos: a seguir que é possível escolher as: 
aproximações: iniciais uf e tf. de t.al modo que 
o 2 11e11 1 + 
H 
o 
1. 2 11e11 1 
H 
o 
seja da ordem de CAt.) 4 [ O CCAt.) 4 ) J. · C3. 10) 
Procederemos de modo a explorar a mesma 
est.rut.ura de C3.6), o que racilit.a a implementação computacional no 
sent.ido de que poucos .acréscimos .ao progra·ma serão necessários:. 
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Desse modo, adotamos: os: procedimentos: 
propostos: por Douglas: em [31.-
No tempo zero, fazemos:: 
C3.11) 
onde 
a.~ >+<VU,9a.~ >+< p q o p q 
2 
{J CJ.~ > 
lJx{Jy P q 
Com erro na norma L 2 sendo () CC .O.t) ~. Logo, não 
há incompatibilidade com o erro do procedimento previst.o em C3.6). 
No t.empo 1, fazemos: 
C3.12D 
onde: 
,a(3 >+<VS.Va~ p q p q 
e 
c .bt.) 2 S = At U + [ 9 • C a V U ) + f 0 ) ] 
• 2 o 
Observa-se que a expressão C3.12) não pode ser 
:fatorada. Assim, sugere-se um processo iterativo C convergência 
comprovada em [3J ), tal que, para ctf- uf) arbit.rário, teremos: 
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C c" + At Ax ) 0 C cY + At.. Ay ) CU1 -U0 )qu = 
CAD 2 C 1- CAt..) 2 ) Ax0 Ay C U~- if')q + ~~ 
onde ~·é calculado como proposto em (3.12). 
Uma razoável aproximação 
(3. 13) 
inicial para a 
solução do sist..ema C3.13) é t..omá-la igual a zero, o que signi:fica 
dizer que u' é igual a U0 • port..ant..o, desde que .não t..enhamos grandes: 
variações, a convergência será at..ingida em poucas it..erações. 
Volt.ando a examinar a est.imat..iva de erro das 
aproximações at.ravés do mét..odo de Galerkín-Direções Alternadas obt.ida 
em C3.9) veri:ficamos que o espaço de aproximação .AI pode então ser 
escolhido apropriadamente em termos de h = 1/CNro. de elementos numa 
dada direção). De :fato, a análise da precisão do método de Galerkín 
est..á intimamente ligada ao estudo das propriedades de aproximação dos 
espaços escolhidos Muit.os matemáticos têm dedicado especial 
atenção a est..e problema, e os espaços conhecidos por Splínes ou 
polinômios de Hermite por partes têm sido usados com :frequência. As 
propriedades de aproximações e a possibilidade de construção de bases 
locais destes espaços os deixam em posição de dest.aque. 
A título de exemplo, consideraremos os espaços 
dos polinômios de Hermit.e associados a uma partição n do intervalo I. 
Est..es espaços podem ser caracterizados por : 
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li. é polinômio de grau am-1 } 
j 
c 3. 14) 
Nest.a not.ação, c'"'-1C!) represent.a o conjunt.o 
das runções com derivadas até a ordem m-• contínuas em I e os I. são 
J 
os diversos subintervalos associados à partição n Observe que 
nada mais é do que o conjunto dos splines lineares gerados 
pelas r unções 11 Chapéu.. das quais nos utilizaremos nos nossos 
experimentos comput.acionais. Por outro lado, m ; 2 nos dará as runções 
de Herrni t.e t.ambém ampl ament.e conheci das e para as quais é possível 
est-abelecer Dases locais com ót.imas propriedades [11J e [12J. 
Os espaços HCm)Cn) possuem a propriedade de 
que para qualquer runção t.l E HjCI) C espaço de Sobolev de ordem j ) 
ti e HCm)Cn) e uma const.ante c. independente de h e de t.1 t.al que : 
para t.odo O oS l oS m • 
Cm ; 2) t.eremos: 
l; o 
"l 
C hr li t.1 li 
J 
Assim, como exemplo, 
C3.15) 
os Her-rni t.e 
ist.o é, as aproximações são da 0Ch4 ) para funções t.1 E H4CI), 
cúbicos 
C3.15) 
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l "' 1 (3.17) 
ou seja, a aproximação da derivada é da 0Ch3) para runções de H4Cl), 
l = 2: C3. 18) 
.. 
nes:s:e caso, as: apr oxi maçõ"'s par a a d"'r i vada segunda são da OC h 'J par a 
Em resumo, obt.i vemos um resul t.ado que nos 
rornece est.imat.ivas de erro para as aproximações calculadas por C3.3). 
De rat.o, as est.imat.ivas most.ram que se : 
i ) ~é solução de C3.2:) eU é solução d"' C3.3) 
ii ) ~. ut' 1.1ll são suficient.ement.e regulares 
i i i ) t-omarmos .AI = HC m) C n) 
ent.ão exist-e uma const.ant.e C independent.e de h e At. t.al que 
Em particular, sem = 2: CHermite cúbico) 
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ttl X L 
3.3- PROCEDIMENTO GERAL 
) (3. 20). 
Em resumo, es~abelecemos um algori~mo que 
permi~irá o cálculo de soluções aproximadas para a equação C3.1). 
Nes:~e procedimen~o. a cada nível de ~empo, precisamos resolver os 
seguin~es sis~emas lineares 
c c" + J.J Ax ) e c cY + J.J AY ) z = b 
onde: 
No ~empo zero ~eremos:: 
J.J = 1 
z c tf' 
b como previs~o em C3.11). 
No ~empo 1 t.eremos: 
J.J = .6.t. 
z = tf- tf' 
b como previ st.o em C 3. 13). 
C3. 21) 
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Nos demais ~empos: 
b como p~evis~o em (3.7). 
3.4 - NUMERAÇÃO DA MALHA. 
Como o p~oblema que es~amos ~~a~ando C3.1) ~em 
f~on~ei~a nula, conside~amos apenas os n6s in~e~nos; a nume~ação su~ge 
de um modo na~u~al pela manei~a como ~esolve~emos os sis~emas 
linea~es, is:~o é, p~ocede~emos a enume~ação de baixo pa~a cima e da 
esque~da pa~a a di~ei~a : 
1 
' 2: ' lNE-1 CNE-1)! ~-: ----:_ 
':_·,_ ~ 
l l 
: 2: i 
i:l. ----! 
~-------- j-
o : : 1 
FIO. S.1 
Pa~a efei~o de simplificação, como estamos 
~~abalhando em domínios quad~angula~es, es~a~emos conside~ando uma 
malha possuindo a mesma quan~idade de elemen~os em ambas as di~eções. 
Denomina~emos de NE o núme~o de elemen~os em cada di~eção. 
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3.5- BASE PARA O ELEMENTO FINITO. 
Passando agora à fase de cálculos efet-ivos, 
precisamos exibir as mat-rizes A e C de (3.8). Nest-a et-apa é necessário 
escolher uma base convenient-e para ~- Sabemos que no método do 
element-o finit-o CM.E.F') o espaço ~ é gerado por funções que são 
polinômios por partes com um certo grau de regularidade no domínio. De 
acordo com o que vimos na seção 3.2, aument-ando o grau dos polinômios 
que compõe a base é possível obter melhores aproximações; por outro 
lado, as matrizes A e C terão estrut-ura com grau também crescente de 
complexidade , assim como o próprio cálculo dos element-os a .. e 
tJ 
c .. 
tJ 
deve ser mais criterioso. Portanto, no método dos elementos finitos há 
um forte compromisso custos x benefícios. Do lado dos custos est-ão a 
complexidade do programa, a capacidade de memória para executá-lo e o 
tempo de processament.o. Nos benef'icios estão principal mente a 
regularidade e o grau de aproximação das soluções obtidas. 
Os resullados teóricos, de est-imativas para 
erros associados ao M.E.F', são desenvolvidos principalment-e para 
equações diferenciais que admitam soluções suficientemente regulares e 
para subespaços de dimensão f'init-a que permit-am um grau de aproximação 
suf'icientement-e bom. 
No nosso trabalho opt-amos pela simplicidade ao 
escolhermos a base para .J!L Tomamos então elementos lineares em cada 
direção, ou seja, ~ 
" 
= ~ .. Hu. 1 C n) . 
y A seguir descreveremos 
rapidamente estes espaços. 
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A 
Seja n o elemen~o padrão: 
FIO. 3. Z 
A ' 1 
V'({) = - ( 1 - ~ ) ~ 2 
No elemen~o genérico nk 
V' e ~ 
Para escrever as :funções 
( 3. 22) 
~eremos associados 
usamos a 
~rans:formação que leva do elemen~o padrão no elemen~o genérico : 
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X + X h k·H 1:: 
F C{) = z { + ------
2 
assim, 
desse modo, teremos no elemento genérico, 
e 
1p (X) = 
1 
V' (X) = 
z 
- X 
h 
X- X 
1: 
h 
(3. 23) 
1 (3. 24) 
(3. 26) 
Derinida a base global; tomando as expressões 
que derinem as matr-izes A e C e calculando as integrais nos 
elementos genér-icos ter-emos : 
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h i = J 3 se X yk+~ k+~ 
ex cY. I YJ_(X) >jJ.(X) dx I '1'. Cy) 'I'. Cy) dy h 11-j 1=1 = = = = 6 se •J • J • J • J 
xk yk o se li-J 1>1 
1 i = j h se xk+1 Yk+s 
X Ay. I V'~ c X) yJ~(X) dx I V'~ c y) Y''.Cy) dy -1 li-j 1=1 A.. = = = = h se 'J 'J ' J ' J 
xk yk o se li-j 1>1 
(3. 26) 
Ainda na no~ação usual do mé~odo dos elemen~os 
~initos, a ma~riz de rigidez por elemento será 
onde~ é o parâme~ro de~inido em (3.21). 
~- ~ l 
h + !:! 
3 h 
(3. 27) 
2 X 2 
Procedendo o agrupamen~o dos element-os 
(denominado Assernbly na li~era~ura especializada), a rna~riz do rigidez 
global t-erá urna estru~ura muito simples : 
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Z*[ ~ + ~ ) h ~ h 6 h 
h ~ 
e; h 
K = c!' + /..1 A" = cY + /..1 Ay = 
h ~ 
6 h 
• 
h 
- ~ 2*( h + ~ ) 6 h 3 h 
C3. Z8) 
Em ou~ras palavras, K é uma ma~riz de dimensão 
CNE - 1). simé~rica e ~ri diagonal • sendo que ~odos os elemen~os de 
uma mesma diagonal são iguais. ; o fa~or dois surgido na diagonal é 
devido às con~ribuições de elemen~os vizinhos. 
3.6 - RESOLUÇÃO DOS SISTEMAS LINEARES. 
Como vimos na seção 3.2 
• 
procedida a 
dis:cret.ização, t.eremos de resolver um sist.ema linear que possui a 
seguint.e est.rut.ura 
(3. 29) 
Por definição, o produ~o ~ensorial ent.re duas 
ma t.r i z es Am><n e Brx: é : 
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C3. 30) 
observa-se que a ma~riz resul~an~e ~em mxr linhas e nxs colunas. Da 
def'inição acima algumas propriedades do produ~o ~ensorial podem ser 
es~abel eci das [ 1 6J ; 
i ) A e B e c = c A e B ) e c = A e c B e c ) 
ii ) C A + B) e C C + D) =A e C + A e D + B e C + B e D 
i i.i ) C A e B ) C C e D ) = CA O e CB 0) 
Observe que ~an~o em ii) quan~o em iii) 
exis~em res~rições nas dimensões das ma~rizes envolvidas de modo a 
permi~ir as operações adição e mul~iplicação. 
Usando em C3.aQ) a propriedade iii) com B ~I, 
C = I, A = c?' + 1-J A" e verif'icamos que aquela 
expressão é equivalente a 
[ C c?' + 1-J A" ) e I l [ I e C cY + 1-J Ay ) l z = h C3. 31) 
Es~a nova maneira de escrever o sistema se 
torna ú~il por permi~ir a decomposição em dois sis~emas mais simples : 
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C3. 32) 
e depois: 
[ I e C Cy + ~ Ay ) J z = r C3. 33) 
Chamando A e 
[ I ® C cY + 1.1 AY ) l de B , teremos que resolver 
i\y=b C3.34J 
e 
§ z =r C3. 36) 
Olhando para a expressão que de~ine A e para 
C3.29), vemos que 
A\s A\z 
A\ a ~: ~= Ã'izl A = • • • C3. 36) 
• • • 
• • 
• 
• z 
' 
Assim, essa matriz é simétrica e tridiagonal 
por blocos, cujo~ blocos C A\s e A\z ) são matrizes diagonais. Nos 
blocos das diagonais secundárias C A\z ), os elementos serão iguais a 
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, enquanto nos blocos da diagonal principal C A\' ) ,os 
elementos ser :io iguais a 2MC h/3 + p/h ) . 
Procedendo analogamente em relaçâ:o a 
B, verificamos que ala terá a seguinte estrutura : 
lB 
C3. 37) 
= • 
• 
• 
Portanto, a matriz do sistema linear C3.35) , 
§, é diagonal por blocos; cada um desses blocos C lB ) 
simétrica e tridiagonaí, cujos elementos das diagonais secundárias são 
iguais a 
iguais 
e cujos elementos da di agona1 pr i nci pa1 são 
Como vimos anteriormente, em razão de termos 
tomados o mesmo número de elementos por direção , A e ~ s!o matrizes 
de ordem C NE - 1 ) 2 , enquanto os blocos A\s , A\2 e lB s~o de 
ordem C NE - 1 ) . 
Em [4], é apresentada a sugestão de efetuarmos 
2 
, onde P ó uma matriz de permutação de ordem CNE-1) de modo a 
transformar o sistema C3.34), num sistema diagonal por blocos, ou 
seja, com mesma estrutura de C3. 36). Optamos por outro caminho 
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julgamos melhor efetuar p Ã transformando o sistema C3. 34) num 
sistema triangular superior por blocos com a seguinte estrutura: 
I 
P A = A = 
-l 1!1. .. 
• • 
• • 
• 
• • A\~ .. 
I 
onde n é igual a NE - 1 
(3. 38) 
Como citamos anteriorment.e, as matrizes !1.1 e 
!l.z são diagonais e possuem todos os el ement..os iguais, port.ant..o a 
inversa de !1.1 C!l.~j,) será facilment..e calculada; é t.ambém uma mat.riz 
diagonal com t.odos os element.os iguais ao inverso mult.iplicat.ivo dos 
el ement.os de 1!1.•. 
k.s = IM - ~ 
lo• = IM 
• 
• 
Tomando 
A matriz 
-s -1 ;.... ~ = l!l.z!i.s , e 1M = l!l.~k.z t.emos ent.ao 
(3. 30) 
de "' permut.açao que t.omamos, 
responsável pela t..riangularização de Ã e que devemos mult.iplicar pelo 
vetor b ao resolver o sist.ema (3.34) , é t.riangular inferior, com a 
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A\. i 
-[A\aA\s] -i [A\aA\zl -l 
- [ A\o&A\aA\z l -t [A\o&A\zl -t 
• 
• 
P= • 
• 
• 
• 
• 
~êm sinal nega~ivo. 
t-ransformado em: 
Ã r= h 
de blocos 
b = 
9& 
Bz 
• 
• 
• 
• 
• 
• • 
• 
• 
• 
• • 
• 
• 
• • • • • 
• 
• 
• 
• 
• 
• 
• 
-t 
• -[ lil>n+ t A\nlil>z] 
(3. 40) 
Os blocos que ficam nas subdiagonais Ímpares 
Dessa 
Onde 
maneira, o 
{ Ã = P A e b = p b 
sis~ema (3. 34) ficou 
(3. 41) 
Se ~ornarmos o ve~or b com a seguin~e est.rut.ura 
(3. 42) 
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então b será 
fàt ~ Bt 
-r là!l~ • l-"" B • + r A'l!IA'lz ] 1 Bz 
b = p b = 
• 
• 
!r "-~• .. "s"•l- 1 8• + -• -• ''" ' ' - •••• -[ ~n-H •• ~!1~2) BN-t+ [ ~ndA'l:tl BN 
C3. 43) 
3.7 - ARMAZENAMENTO. 
... 
Do exposto anteriormente, estamos em condições 
de analisar aquilo que consideramos um ganho na opção pelo método 
elementos f"initos com direções alternadas em contraste com o método 
elementos f"initos na sua f"ormulação tradicional. Como sabemos,· na 
f"ormulação tradicional do método elementos f"initos a discretização nos 
conduz a um sistema de CNE - 1)2 equações, até aqui temos sempre nos 
ref"erido às matrizes dos sistemas lineares que iremos resolver com a 
ordem de CNE-1) 2 , portanto não havendo vantagem quanto a espaço de 
memória requerido. Na verdade, nosso procedimento será feito de um 
modo diferente. 
De !'ato, apesar das matrizes dos sistemas 
C3.34) e C3.35) serem de ordem CNE-1)2 resolveremos sistemas de ordem 
NE-1, constituidos pelos "blocos que descrevemos anteriormente, e a 
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solução será armazenada no próprio ve~or do lado direi~o do sis~ema. 
Assim. para resolver C3. 34) precisaremos de 
espaço para armazenar o veLar b ocupando CNE-1) 2 posições de memória, 
C na verdade b) e a matriz de permutação que, por ser consti tuida de 
blocos que são diagonais com ~odes os elemen~os iguais, s:erá 
armazenada num ve~or de NE-Z posições. Como ci~amos anteriormen~e. a 
solução será armazenada no próprio vetor b. Resolvido o sis~ema 
provenien~e de (3.34) , cujos bloco, matrizes dos coericien~es, são da 
ordem NE-1, deveremos resolver os sistemas de C3.35). 
Em (3.35) temos ~odes os blocos iguais C veja 
3.37 ); além disso, observamos que eles são tridiagonais, simé~ricos e 
posi~ivos derinidos • utilizamos en~ão a decomposição de Choleslcy üma 
única vez a cada intervalo de ~empo Cde rato somen~e nos ~rês 
primeiros tempos, pois nos demais tempos não haverá necessidade de 
refazer a·decomposição uma vez que a matriz dos coericien~es não se 
alterará). Resolvemos en~ão dois sistemas ~riangulares ob~endo a 
solução para aquele de~erminado ~empo. 
Podemos en~ão veriricar a validade da 
afirmação que rizemos anteriormen~e de que a numeração dos nós surge 
de uma maneira na~ural quando da resolução dos sistemas. De ra~o. toda 
vez que resolvermos um bloco de C3. 34) es~aremOs: determinando a 
solução na direção de y, ou seja, os resultados nos nós verticais; 
como resolveremos de trás para a frente, resolver um bloco de (3.35) 
signirica retroceder um nó na direção de x. 
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Em t.ermos de armazenament-o para resolver 
(3.35), seguimos a sugestão de [11], em que, dado um sistema linear 
cuja matriz dos coef'icient.es é de ordem N, simét.rica e de banda m , 
devemos armazená-la numa matriz retangular de ordem !Cm + t) x Nl, de 
modo ,-Fle a diagonal t'ique na primeira coluna e as subdiagonais 
ou inf'eriores) nas colunas post.eriores. Esse t-ipo de 
procedi ment.·c armazena 2 em + m )/z zeros, o que no nosso caso não se~á 
muito . Como nossos blocos são t.ridiagonais Cm = 1) armazenamos apena~ 
a diagonal e uma subdiagonal, ou seja, guardamos numa mat.riz cuja 
dimensão é [CNE-1) X 2 l; armazenamos port.ant.o um único zero. Usamos 
est.e procedimento· tanto na hora da decomposição quanto na hora de 
resolver os sistemas t-riangulares. 
3.8 - PROBLEMA COM CONDIÇÃO DE NEUMANN NA FRONTEIRA. 
No capít.ulo anterior vimos que lemos de 
resolver dois problemas da equação da onda um com condição de 
t'ront.eira do t-ipo Dirichlet. nulo e outro com condição de Neumann 
homogêneo na f'ronleira. 
At.é aqui, nos detivemos no problema com 
condições de Dirichlet., que por t.er a solução valor nulo na t'ronleira, 
não numeramos os nós do bordo da malha. 
Ao resolvermos o problema com condição de 
Neumann homogênea na t'ront.eira, devemos estar at.ent.os ao t'at.o de que a 
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solução não será nula na :fr-ont..eir-a, mas sim a sua derivada normal 
ext..erior-. Por-t..ant..o t..er-emos de acr-escent-ar, de alguma for-ma, os nós da 
t·ront..ei r a. 
A formulação fraca para esse problema é a 
mesma de (3.2); no ent..ant..o algumas alt-erações surgem nos passos 
seguint-es Em pr-imeiro lugar observamos que o espaço de aproximação, 
nesse problema não mais poderá ser H0 pois a solução não será nula o • 
na front..eira; t-omaremos o espaço de aproximação H'. 
Nosso raciocínio foi no sent..ido de não 
acrescent-armos muit..as al t..erações no programa comput-ador 
desenvolvido para resolver o problema ant..erior. Assim, sugerimos o 
procediment-o a seguir. 
Simulamos uma ampliação do domínio, de modo 
que nesse novo domínio a solução assuma valores nulos na front..eira. 
Observamos que est..a ampliação é equivalent-e a usar- H' no domínio não 
ampliado, quando, como é o nosso caso, a base para o H' :for- compost-a 
pelos splines lineares. Em t..ermos prát..icos est..e procediment-o 
cor-responde a aumentar em dois o número de nós em cada direção. Nest..a 
nova malha podemos ut..ili:zar o mesmo programa desde que em algumas 
part..es do mesmo fique especificada a ident-ificação de qual dos dois 
problemas est..ará t..rat..ando naquele inst..ant..e. 
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Dessa forma, nosso domínio foi ampliado para 
FIO. 9. 4 
Deveremos est.ar at.ent.os ao efet.uar os cálculos 
do 1 ado di rei t.o dos si st.emas 1 i neares. No cál cu! o das i nt.egr ais. 
deve-se ident.ificar quando est.aremos na região da expansão da 
front.eira C área hachureada); nesse caso, a cont.ribuição será nula. 
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4.1 - INTRODUÇÃO. 
No capít.ulo ant.erior !'ornecemos: in!'ormações: 
que nos pos:sibilit.am elaborar um programa que implement.ado em um 
comput.ador operacionalize os procediment.os ali pres:crit.os, ou seja, 
que nos dê condições: de e!'et.i vament.e resolver as equações: C 2. 26) e 
CC:. 2.7), descri t.as no capít.ulo 11. Nest.e capít.ul o descreveremos a 
maneira como realizamos est.a et.apa de progr·amação do esquema de 
cálculo proposto. 
Nosso programa será desenvolvida na linguagem 
FORTRAN, e !'oi implementado inicialmente em microcomputadores pessoais 
do tipo IBM-PC. Com a !'inalidade de obt.ermos soluções no menor tempo 
possivel, assim como pela possibilidade de avaliação de malhas com um 
maior número de elementos por direção, !'izemos post.erior implement.ação 
no comput.ador VA.X/VI>'..S Versão 4. 5 da UNI CAMF', e os resul t.ados aqui 
apresentados !'oram obt.idos nesse t.ipo de equipamento. 
Inicial ment.e descreveremos o algoritmo 
utilizado para det.,.rminar o vetor deslocam,.nto ""m (2.1) t.omando por 
bas"" as decomposições propos:t.as: em C2. 3) e C2. 4.7). Apres:ent.ar,.mos: o 
!'luxograma com os procediment.os adotados: ao r""s:olver (2.26) ou (2..27). 
Quando resol v .. mos numer i cam .. nt.e · uma equação 
cuja solução é conhecida, pod,.mos: ent.ão analisar o comport.ament.o da 
aproximação pela medidA do erro em redação à solução exat.a. Nest."" 
cap!t.ulo apresentaremos alguns exemplos: d"" equações em qu,. a solução é 
conhecida; !'ornE>ceremos: m""didas para os erros comet.idos para est.es 
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exemplos. 
Por ~im apresen~amos resul~ados da equação das 
ondas acús~icas C quando não conhecemos a solução exat-a). Exibiremos 
ainda grá~icos para as ondas longi~udinal e t-ransversal . 
4-.2 - ALGORITMO. 
Como vimos no cap!~ulo dois, deveremos 
resolver duas equações uma para a onda 1 ongi ~udi nal e out.ra para a 
onda t-ransversal; a primeira t.em condição de ~ron~eira do ~ipo Neumann 
homogêneo e a segunda tem condição do t.ipo Dirichlet. nulo no bordo. De 
posse dos pot.enciais ob~idos 
supra-mencionadas, podemos ob~er 
diferenciação cit.ada·em ca.-11). 
das 
o 
resoluções das equações 
vet.or deslocamen~o pela 
Apr esent.amos a segui r o al gor i t.mo ut.i 1 i zado 
nesse nosso t.rabalho. 
1. Entrada dos dados. Deve-se ~ornecer os seguin~es dados 
1.1 Número de element-os por direção? 
1.2 Número de intervalos de t.empo? 
1.3 Valor de À da pert.urbação do mét.odo de Galerkin com 
direções alt.ernadas ? 
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2. Resolução da equação da onda acús~ica C2.26). 
2.1 Iden~irica o problema. 
2.2 Ques~iona se ~em solução exa~a. 
2.3 Solução em ~oda a malha? 
2. 4 Aproximação para o processo i~erat.ivo surgido no 
~empo 1 ? 
3. Resolução da equação da onda acústica Cê.ê7). 
3.1 Iden~irica o problema. 
3.2 Questiona se t.em solução exata. 
3.3 Solução em toda a malha? 
3.4 Aproximação para o processo it.erat.ivo surgido no 
tempo 1 ? 
4.3- FLUXOGRAMA PARA ONDAS ACÚSTICAS. 
Apresentamos a seguir c rluxcgrama com os 
procedimentos utilizados quando da resolução das equações das ondas 
acústicas Cê.ê6) e C2.27). 
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ENTRADA OOS DAOOS 
IT = 1 , NT 
CALCULA LADO DIREITO 
DO SISTEMA LINEAR - b 
IT < 
MODIFICA b 
RESOLVE SI STEHAS 
UNEARES 
SIM 
RESUL TAOOS NO TEMPO . 
IT - 1 
FJ:O. -•. 1 
FERRAMENTAS COMPUTACIONAIS 
MONTA MATRIZ 
ATUALIZA b NO 
PROCESSO I TERA TI VO 
NÃO 
IT = Indicador do nível de ~empo. 
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NT = Número de intervalos de Tempo. 
4.4 - O PROGRAMA DE COMPUTADOR. 
Passamos agora a descrição do programa 
computacional que ef'et.iva os procedimentos previstos: na· f'igura 4..1, e 
que tem a seguinte estrutura: 
2 
9 
6 
~ 
!PROGRAMA PRINCIPAL 
7 
'-O 
.. 
-
.. 
~ .. 
ENTRAO 
4 I GRADRES 
.__ ___ V~E~T~O~R~B~-------L~-~--~·L---~~~~=-----_j 
- 'I~ ____ F_O_R_,MA ________ ~ 
MODFB 
B I CHOLEAL r--.~~~------~~~: L--~~===---~ SOLVSIS - _ I PROGREGR 
PRITERBl 
SAI ERRO 
"FIO. 4. Z 
4.4.1 - VARIÁVEIS COMUNS. 
Nes:s:es: nossos: programas: t.emos: os: s:eguint.es 
blocos: comuns 
BL1/NE,NN,NI,ND,NT 
BLZ/H,DT,XLAMB,AP,P1,PZ 
onde 
NE ~ Número de elementos: por direção 
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NN ~ NE - 1 para condição de conLorno do t.ipo 
Dirichl.et nulo no bordo; se condição de cont.orno t'or do Lipo Neumann 
homogêneo NN = NE + 1. 
NI ~ NE - a para condição de conLorno do tipo 
Dirichl.et nulo no bordo, se condição de conLorno t'or do t.ipo Neumann 
homogêneo NI = NE 
ND ~ C NN )a 
NT ~ Número de inLervalos de Lempo 
H ~ ComprimenLo do sub-inLervalo no espaço 
DT ~ ComprimenLo do sub-inLervalo no t.empo 
XLAMB ... Parâmet-ro requisi Lado para est-abilidade }, 
AP ~ Velocidade do meio 
P1 e P2 ~ Nós gaussianos num elemento genérico 
4.4.2 - PROGRAMA PRINCIPAL 
Nesse programa t.emos a dest.acar 
AA e BC que servirão para compor as mat.r-izes. Observe que isso 
soment-e é t'eit.o at.é o t.erceiro nível de tempo, uma vez que nos demais 
ela não se al~erará. 
AK e EMAX erro relat.ivo e erro relat-ivo máximo ocorridos no 
processo iterativo do tempo 1. 
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EPS é o criLério de parada para o processo iteraLivo_ 
SUB-ROTINA PRITERB1 calculará a primeira parcela do processo 
i ter aLi vo ocorri do no Lempo 1 C Vi) _ J;; de se noLar que se I TER 
Ccontador das iterações neste processo) Cor igual a zero não 
chamaremos esLa sub-roLina. isto ocorre porque Ceamo citamos no 
capítulo III) a aproximação inicial é nula. 
Vetor B guarda o lado direi to do sistema linear e também a 
solução. 
Vetor RES1 guarda a solução de duas: iterações: anteriores:. 
Vetor RESG guarda a solução da iteração imediaLamente anterior. 
C)()()()()()()( )(X)( M W*X )(X )()(X )( )( )( )( )( )( )( X)()( )( M )()( )( lf Jf)( )( )( )( )( )( )( )( )( )( M )( )( )( )()( )( )( )( )(: )( )()( M M lrf: )f)()()()()( 
C RESOLVE E~ DA ONDA BIDIMENSIONAL PELO METODO DAS DIRECOES * 
C ALTERNADAS COM CONDICAO DE FRONTEIRA TIPO DIRICHLET OU * 
C NEUMANN HOMOGENEOS. * 
CMM)()(lfk)(JE)I(M'tfM)()I()()rt')(JOf)(tf)()()()()(!I()(MM!KM)(M)I()()i()()()()(li()fl!l()()()(}f)(!KM)()()()(~)()()()()(N!M)()()()()( 
c 
c 
c 
c 
c 
c 
c 
c 
c 
PARAMETER CMZ=100) 
PARAMETER CMM=MZ*MZ) 
REAL*B BC~,H.XXCMZ),YYCMZ),DT,XTCMZ),XLAMB,AA,BC 
REALOfS EPS, V1 C~ , PC MZ)·, UMI , P1·; PZ 
REAL*8 RES1 C MM) , RES2C MM) , AP. EMAX , 81 C MM) , BZC MM) , AC MZ, 2:> 
COMMON/BL1 /NE, NN .-NI , ND, NT 
COMMON/BL2/H,DT.XLAMB.-AP.P1,P2 
-
ENTRADA DOS DADOS DO PROBLEMA 
CALL ENTRADCXX, YY ,XT ,IND,ISE,ISS> 
**** LACO NO TEMPO ........ 
DO 40 IT=1.NT 
-
COMPOE O LADO DIREITO ........ 
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CALL VETORBCXX,YY,XT,IT,RESG,B,IND) 
c 
C NO TEMPO 1CIT=ê) B1CI) E'C:A. PARCELA CALCULADA PELA INTEGRAL 
C BêCD SOL. NO PASSO ANTERIOR E A APROXIMACAO INICIAL E'NULA 
c 
DO !5 I =1, ND 
I FCI T. EQ. ê) THEN 
BêC D =O. 00 
B1CD.=BCD 
ELSEIFCIT.GT.2)THEN 
BCI)=BCI)*DT*DT 
ENDIF 
5 CONTINUE 
c 
c 
c 
c 
c 
c 
11 
c 
c 
c 
c 
c 
c 
c 
c 
12: 
MONTAGEM DAS MATRIZES DO SISTEMA 
IFCIT. LT. 4)THEN 
IFCIT.EQ.1) THEN 
UMI=1. 00 
ELSEIFCIT.EQ.2)THEN 
ITER=O 
WRITECM,it)'EPSLON P/ PARADA' 
READC *, it) EPS 
UMI=DT 
ELSE 
UMI =XLAMB*DDtDT 
ENDIF 
AA=CH/3.DO+UMI/H)*ê.DO 
BC=H/6. DO-UMI /H 
ENDIF 
.. _ 
MODIFICA O LADO DIREITO 
CALL MODFBCAA,BC,P,B) 
--
RESOLVE ÓS SI SfEMAS 
CALL SOLVSISCIT,A,AA,BC,P,B) 
I FCI T. EQ. ê) THEN 
PROCESSO ITERATIVO NO TEMPO 1 
IFCITER.EQ.O)GOTO 21 
EMAX=O. DO 
IFCITER.GT.O)THEN 
DO 12 J=1,ND 
AK=ABSCCB2CJ)-BCJ))/BCJ)) 
IFCAK.GT.EMAX)EMAX=AK 
ENDIF 
........ 
PAO. 57 
CAP. 
21 
c 
c 
c 
c 
c 
c 
14 
c 
c 
c 
c 
c 
c 
IV FERRAMENTAS COMPUTACIONAI2 
IFCEMAX.GT.EPS.OR.ITER.EQ.O)THEN 
CALCULA O PRIMEIRO TERMO DO Bl CV1) 
CALL PRITERB1CB,V1) 
ATUALIZA PROCESSO ITERATIVO 
DO 14. I=l,ND 
B2CD=BCD 
BCD =VlCD +B1CD 
ITER=ITER+l 
ENDIF 
IFCEMAX.GT.EPS.OR.ITER.EQ.l)GOTO 11 
WRITECM,M)'NA ITERACAO ',ITER,' ERRO MAX. REL. ',EMAX 
ENDIF 
**** 
SAlDA DOS RESULTADOS E DO ERRO 
**** 
CALL SAIERROCB,XX,YY,XT,IT,RES1,RES2,ISS,ISE) 
--
ATUAL! ZA RESULTADOS 
DO 15 IP=1,ND 
RES1CIP)=RES2CIP) 
15 RES2CIP)=BCIP) 
4.0 CONTINUE 
END 
4.4.3 - ENTRADA DOS DADOS DO PROBLEMA. 
Consideramo$ essa sub-rotina auto explicativa; 
ela nada mais contém do que os dados de entrada, os cálculos das 
partições assim como das coordenadas no espaço e no tempo e os nós: 
gaussianos. Aqui também é t'eita a identi!"icação de que problemas 
estaremos tratando, se com condição de !"ronteira do tipo Neumann ou 
0irichlet homogêneos. Acreditamos que os próprios comentários sejam 
u!"icientes para esclarecer qualquer dúvida. 
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c ENTRADA DOS DADOS .. 
CMMMM:J()()()()()()[KKMMM)()I(l()()()()()()()()()()()()t)()(X 
SUBROIITINE ENTRADCXX, YY, XT, IND, ISE, ISS) 
PARAMETER CMZ=100) 
c 
c 
REALM8 XI,XF,H,F,X,Y.XXCMZ),YYCMZ),XTCMZ),DT,XLAMB,AP,PR,P1,P2 
COMMON/BL1/NE,NN,NI.ND,NT 
COMMON/BL2/H,DT,XLAMB,AP,P1,P2 
XI=O.DO 
XF=1. DO 
WRITEC*,*)' NRO. DE ELEMENTOS EM X E Y ,CDEVEM SER IGUAIS)' 
READC*,M)NE 
WRITEC65,M)'N~o. DE ELEMENTOS. ',NE 
WRITECM,*)' NRO DE TEMPOS' 
READC*•*)NT 
WRITEC55,*)'Nro. DE TEMPOS',NT 
DT=i.DO/DBLECCNT-1)) 
WRITEC*,*)' VALOR DA VELOCIDADE <A>' 
READC*•*)AP 
WRITEC65,*)'VALOR DA VELOC. <A>',AP 
WRITECM,M)' LAMBDA' 
READC *, *) XLAMB 
WRITEC55,*)'LAMBDA',XLAMB 
H=CXF-XI)/DBLECNE) 
WRITEC*•*)' C. DE CONTORNO TIPO NEUMANN? C1) OU DIRICHLET' 
READC*•*)lND 
WRITECM,*)' POSSUI SOL. EXATA SIM=l' 
?-EADC *. *)I SE 
IFCISE. EQ.DTHEN 
WRITEO<,M) 'RESULTADO EM TODA MALHA CS=1)' 
READC *, M) ISS 
ELSE 
ISS=l 
. ENDIF 
C .CONDICAO DE NEUMAN NN=NE+1 E NI=NE,SE DIRICHLET NN=NE-1 E NI=NE-2 
C NEUMANN O OOMI NI O E' AM?LI ADO E LACO E' MAl OR 
c 
IFCIND. EQ.DTHEN 
NN=NE+1 
NI=NE 
XXC1) =XI-H 
YYCD=XI-H 
NLACO=NE+3 
ELSE 
NN=NE-1 
NI=NE-2 
XXC1)=XI 
YYC1)=XI 
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c 
IV 
NLACO=NE+1 
ENDIF 
ND=NNMNN 
FERRAMENTAS COMF'UTACI ONAI S 
C DIRICHLET O LACO EH ATEH NE+1 DE NEUMAN EH ATEH NE+3 
c 
00 10 I=Z,NLACO 
J=I-1 
XXCD=XXCJ)+H 
10 YYCI)=XXCI) 
XTC1)=0.00 
00 20 J=Z,NT+l 
I =J-1 
80 XTCJ)=XTCl)+DT 
C NOS GAUSS! ANOS 
PR=1.00/SQRTC3.00) 
P1=.500MHMC1.DO-PR) 
Pe=.500MHMC1.DO+PR) 
RETURN 
END 
4.4.4 - CÁLCULO DAS INTEGRAIS. 
Ao calcularmos a m.at..riz do sist..em.a linear 
result..ant..e da discret..ização, não t..ivemos muit..o t..rabalho e os cálculos 
envolvidos roram razoavelment..e simples e reit..os precisament..e em runção 
de h, À e At... Agora precisamos calcular as int..egrais para obt..enção do 
lado direit..o do sist..ema linear. 
Para o cálculo, rizemos o percurso no sent..ido 
de baixo para cima e da esquerda para a direit..a, como é reit..a a 
própria enumeração das nossas malhas. 
No t.empo zero e no t..empo um, nossos cálculos 
roram fei t.os exc:lusi vament..e usando Quadrat..ura Gaussiana com dois nós 
em cada direção por element..o. 
Para exemplo, suponhamos que est..ejamos no nó 
pq, onde p = 1 •... ,NN e q = 1, ... ,NN, ou seja, que queiramos calcular 
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o elemento Cp-1)WCNN) + q do vetor do lado direito do sistema linear. 
Tomemos então a !'igura abaixo para melhor visualização 
P-:1. Q~1 
P-1 Q 
P-1. Q-i. 
IV III 
1 pa" 
--------···----·--r-·····-----------
I ' 1 
II 
p Q-1 
FIO. "'- 9 
P+f Q 
P·U Gl-.t 
Estando no nó pq, começaremos identi!'icando os 
4 nós gaussianos na direção de x e na direção de y, partindo do no 
p-l,q-1 Nosso caminho será no sentido anti-horário percorrendo os 
quadrantes I,II,III. e IV, daí o laço que é dado em I de 1 até 4. 
Como est.á comentado, Kx e Ky servirão para 
ident.i!'icar quais nós gaussianos, XG e YG, devem ser t.omados num 
det.ermi nado quadrant.e. 
Assim procedendo t.eremos a int.egral num 
determinado quadrant.e I igual a : 
2 
< H • v > : rr H . V dx dy I: HC XG( i) , YGC j)). VC XG( i) , YGC j)) 
I j=t 
C4.D 
Tomando v para !"unções de f"orma. 
ef"eti vamos os cál cul eis de : 
No t.empo zero 
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<U,o.(3 
o p q > < v u c ,Va.(3 p q > e 
2 
{J u 
< o 
ltxhy 
onde U é a condição inicial da solução. 
o 
No t-empo 1 
<S,a.(3 
p q > 
onde s = llt. u 
• 
< v s 
Cl>U 2 
+ 2 
• v C!. (3 > p q e < 
2 
" s 
lJxhy 
[ V • Ca V U ) + !' 0 J 
o 
a.(3 
p q 
a.(3 
p q 
> 
> 
e U é a condição inicial da derivada com relação ao t-empo . 
• 
(4_ 2J 
(4. 3) 
Nos demais t-empos, t-eremos que calcular as 
seguint-es int-egrais 
... 
- < a. V U , V a (3 > p q + < !'.-.. Q( (3 > p q (4. 4) 
observamos que o cálculo da segunda int-egral nest-es tempos é !'eita de 
modo similar às que t-ínhamos nos casos anteriores, o mesmo não se pode 
dizer em relação a primeira delas, uma U"' ' vez que e a sol uç:ão no 
t-empo imediat-amente anterior portanto um resultado numérico e não uma 
expressão algébrica. 
Uma saí da para a situação criada acima ser i a 
!'azer uma int-erpolação bidimensional de modo a obter uma aproximação 
para o gradient-e da solução no t-empo anterior nos: nós: gaus:sianos, e 
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assim ut-ilizar quadrat-ura. No ent.ant.o, com receio de compromet-er a 
precisão opt-amos por desenvolver o produt-o int-erno analit-icament-e em 
t-ermos das !'unções de !'orma e assim obt-er expressões para a primeira 
int-egral de C4.4); port.ant.o, não usamos quadrat-ura gaussiana no 
cálculo dessa int-egral e o result-ado será !'ornecido pela sub-rot-ina 
GRADRES. 
ICON é um cont-ador que será ut-ilizado quando o problema que 
eslivermos lralando possuir condi ç.ão de !'ronlei r a do li po Nel.lllla.nn 
homog~nea. No final do capílulo anlerior chamamos a alenção de que a 
r-egião de ampliação ficlícia da !"ronleira não deve conlribuir no 
cálculo das inlegrais. Quando est-ivermos nos nós da f"ronleira devemos 
saber em que elemenlos devemos e!"eluar os cálculos para compor o lado 
direi lo do sislema linear, isso ocorrerá, segundo est.a eslrulura de 
dados que ut-ilizamos, quando ICON !'or igual a zero; nos element.os 
dos cant.os ICON será igual a 2 e nos out.ros element.os marginais ICON 
ser-á igual a 1, nessas duas sit.uações não ef"et.uamos os cálculos. 
C~~MMMMM~~~~W*WM~MMMMM***MMKMMMMM 
C CALCULA AS I N1EGRAI S :~t 
C )f)( M X JE )( )( )( M )()( )( M X l()( )( K X)()()()()()( )f)( M )(*taf 
c 
SUBROUTINE VETORBCXX,YY,XT,IT,RESZ,B,IND) 
PARAMETER CMZ,100) 
PARAME1ER CM.'~=MZ!tMZl 
REAL:~t8 S1,S2,X1,X2,Y1,Y2,H,XGC4),YGC4),PP,PQ,F,FIC4) 
REAL*8 XXCMZl,YYCMZl,S3,S4,GC2),0XF,DYF,FONT1,XLAMB,DT 
REAL*S DFIC2,4),02FJC4),RESZCMM),XTCMZl,BCMMD,RR,ARRC4),AP 
REAL*8 DDF,D3,04,DX11,DY11,DD11,F11,Pl,P2 
COMMON/BL1/NE,NN,NI,ND,NT 
COMMON/BL2/H,DT,XLAMB,AP,P1,P2 
DO 50 IM=l,NN 
Xl=XXCJM) 
X2=XXCIM+D 
XGCD=X1+P1 
UNICAMP I 
~-~~~1-0TF~-~-~ -~~~ 
PAO. (53 
CAP. 
c 
IV 
XGC2)=X1+P2 
XGC 3) =X2+P1 
XGC 4.) =X2+P2 
DO 50 IN=1,NN 
JJ=NNM<:IM-D+IN 
FERRAMENTAS COMPL~ACIONAIS 
C K E' UTILIZADO NA SUBROTINA GRADRES 
c 
c 
K=JJ-NN-1 
Yl=YYCIN) 
Y2=YYCIN+1) 
YGC 1) =Y1 +Pl 
YGC<D =Yl +P2 
YGC3)=Y2+P1 
YGC 4.) =Y2+P2 
S1=0.DO 
DO 20 1=1. 4. 
C ICON DIFERENTE DE ZERO IDENT. QUADRANTE FORA DO DOM. REAL 
c 
ICON=O 
c 
C KX E KY SERVEM P/ SABER QUAIS NOS GAUSSIANOS DEVEM SER 
C TOMADOS E P/ INDICAR SE OS MESMOS ESTAO FORA DO DOMINIO 
C REAL QUANDO USAMOS CONDICAO DE NEUMM{N 
c 
c 
c 
c 
c 
IFCI.EQ.1.0R.I.EQ.4.)THEN 
KX=O 
ELSE 
KX=ê: 
ENDIF 
IFCI. LT. 3)THEN 
KY=O 
ELSE 
KY=2 
ENDIF 
COM C. DE NEUMANN VERIFICA SE ESTA' FORA DO DOMINIO REAL 
IFCIND.EQ.l)THEN 
IFCIN. EQ.l. OR. IM. EQ.l. OR. IN. EQ. NN. OR. IM. EQ. NN)THEN 
KW=KX+1 
KZ=KY+1 
IFCXGCKW). LT. O. OR. XGCKW). GT. DICON=ICON+1 
IFCYGCKZ). LT. O. OR. YGCKZ). GT.DICON=ICON+1 
ENDIF 
IFCICON.GT.O)GOTO 20 
ENDIF 
C S2 PRI MEl RA INTEGRAL S3 A SEGUNDA E S4- A TERCEIRA 
c 
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c 
S2=0. DO 
S3=0.DO 
S4=0.DO 
C CHAMA ROTINA QUE I DENTI FICA SOL. NO TEMPO ANTERIOR 
c 
c 
c 
5 
c 
IFCIT.LT.3)GOTO 5 
CALL GRADRESCRES2,I,JJ,K,IN,RR,ARR) 
DO 10 JX=1,2 
DO 10 JY=1,2 
PP=Y.GCKX+JX) 
PQ=YGCKY+JD 
C CHAMA AS FUNCOES DE FORMA 
c 
CALL FORMA1CI, IT, IN, IM, XX, YY, PP, PQ, FI, DFI, D3FD 
IFCIT. EQ.DTHEN 
GC 1) =DXFCPP; PQ) 
GC 2) =DYFC PP, PQ)_ 
D3=FC PP, PQ) 
D4=DDFCPP,PQ) 
ELSE. IFCIT.EQ.2)THEN 
GC1)=DX11CPP,PQ,AP,DT) 
GC 2) =DY11 CPP, PQ, AP, DD 
D3=F11CPP,PQ,AP,DD 
D4=DD11 CPP, PQ, AP, DT) 
ELSE 
D3=FONT1CPP.PQ,XTCIT-1)) 
ENDIP 
IFCIT. LT. 3)THEN 
S3=S3+GC1)it0FI C 1 , I) +GC 2)it0FI C Z, I) 
S4=S4+04it03FICI) 
ENDIF 
10 S2=S2+D3itFICD 
IFCIT. EQ.DTHEN 
Sl=S1+.Z5DO*SZ+.25DOitS3+.2600iltS4 
E!SEIFCIT.EQ.Z)THEN 
Sl=S1+.Z500iltS2+.25DOMS3MDT+.Z5D0*54MDTMDT*DTMDT 
ELSE 
S1=S1+.25DOMS2-AP*RR 
ENDIF 
ZO CONTINUE 
BCJD=Sl 
50 CONTINUE 
RETURN 
END 
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4.4.5 - FUNÇOES DE FORMA. 
Como comentamos no capitulo III, adotamos 
para nossos espaços de aproximação .A! e 
" 
.A! 
y 
Assim • 
elemento genérico, teremos para "'~ e >p
2 
. 
X - X 
'f (x) k+~ = l h 
e 
X 
x_. 
X - xk 
V' c x) = FIO. ..... 2 h 
Olhando para a figura 4.3 quando da colocação 
das funções de forma, teremos a seguinte perspectiva: 
FIO. 4.5 
Assim teremos 
PAC. ÔÔ 
no 
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No Primeiro Quadran~e 
C4. 5) 
FIO. 4.6 
No Segundo guadran~e 
F'IC2) ; V! (x) V! Cy) ; 
~ 2 
( X - x) C y - yk) 
k-ti 
FIO. 4. 7 ( 4-. 6) 
No Terceiro guadran~e 
FI C 3) = 'I' C x) 'I' C y) = 
i i 
1 Cx - x) C y - y) h 2 Jc.,.i Jc+t 
Fl:O. 4.8 
No auar~o auadran~e 
-~ ~~7 
FXO. o&.P 
C4. 7) 
1 C X - ~ ) C y - ylc ) 
hz 
C4. 9) 
A, B, C e D servem exa~amen~e para iden~iricar os nós an~eriores e 
pos~eriores ao elemen~o pq da figura 4.3. 
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I informa em que quadrant-e est-amos, o desvio será para 10, 20,30, 
ou 40 , para I igual a 1. 2. 3 ou 4 respectivamente, aí os cálculo$ 
são :feitos somente naquele quadrante e retorna imediatamente para a 
sub-rotina VETORB. 
Somente nas 2 primeiras iterações é que se calcula DFI E D2FI. 
C*************************** 
C FUNCOES DE FORMA * 
c~~~~~~~******************** 
c 
c 
SUBROUTINE FORMA1CI,IT,IN,IM,XX,YY,S,T,FI,DFI,D2FI) 
PARAMETER CMZ=100) 
REAL*8 S,T,A.B,C.D,FIC4),DFIC2,4),XXCMZ),YYCMZ),D2FIC4) 
A=XXCIM) 
B=XXCIM+2) 
C=YYCIN) 
D=YYCIN+2) 
C FI=FUNCOES DE FORMA DFI=DERIVADA D2FI=DERIV. SEGUNDA 
c 
GOTOC10,20,30,40)I 
10 FICD=CS-AJ*CT-0 
IFCIT. LT. 3)THEN 
DFICl,l)=(T-C) 
DFICZ,1)=CS-A) 
DZFI C 1) =1 . DO 
ENDIF 
RETURN 
20 FICID=C-S+B)*CT-0 
IFCIT.LT.3)THEN 
DFICl ,2)=-CT-C) 
DFIC2,2)=C-S+B) 
D2FI C 2) =-1 . DO 
ENDIF 
RETURN 
30 FI C 3) =C -S+B) *C -T+D) 
IFCIT.LT.3)THEN 
DFIC1 , 3) =-C ~T+D) 
DFIC2,3)=-C-S+B) 
D2FIC3)=1.DO 
ENDIF 
RETURN 
40 FIC4)=CS-A)*C-T+D) 
IFCIT. LT. 3)THEN 
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c 
DFIC1,4)=C-T+D) 
DFIC8,4)=-CS-A) 
D2FI C 4) =-1. DO 
ENDIF 
RE11JRN 
C I F PORQUE SO NOS DOIS PRIMEIROS TEMPOS CALCULA-SE DFI E 02FI . 
c 
END 
4.4.6 - INTEGRAL ENVOLVENDO GRADIENTE DA SOLUÇÃO NA ITERAÇÃO 
ANTERIOR. 
Como ci~amos na seção an~erior. "" nas it.era.çoQ& 
maiores que dois, há uma integração que, em troca da precisão, "" nao 
utilizávamos quadratura gaussiana; isso ocorre quando temos que 
calcular : n < a'i7U • '\la. (3 >. 
p q 
O que f'izamos f'oi desenvolvar esse produt.o 
interno em termos de : 
u" = l 
n < ai7U • '\lo. (3 > = p q 
'J 
U __ a_Cx) (3_Cy) 
\.J \. J 
(4. 9) 
Dessa forma, teremos 
u_- [ 
•J 
0.~ 
• .. 
o.' f> f> + o._ o. !3'. f>' p ''j ,, p • p J ,, p 
.. y y J} 
C4. 10) 
onde os .Índices mais abaixo Cx e y) evidenciam em relaçâ:o a que 
variável é ~eita a di~erenciação. 
Ainda tomando como referência a figura 4. 3 
No Primeiro Quadrante 
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U"=U a {3 +U a{3 +U a{3 +U a{3 
p-l q-• • • p q-t 2 • pq 2 2 p-l q • 2 
efe~uando os devidos cálculos encon~ramos 
n < a'i7U, 
r 
17a{3>=al-P q 
No Segundo Quadrante 
!.u 3 p-1 q-l 1_ u ê +- u 6pq-t 3pq 
u" = u a (3 + u cc f3 + u cc f3 + u p q-l • • p+i q-l 2 • p+l q 2 2 p q 
"' a i nt.<>gral 
(4. 11) 
n < a'i7U, 17a(3 > p q =a[-
1
u iS" p q-l 1 u ~ p+l q-t 1 u + iS" p+• q ~ upq ] 
(4.14) 
No Terceiro Quadrant-e 
U"=U a{3+U a{3+U a{3+U 
pq '' p+tq 2t p+j,q•t. 22 pq•t 
e a in~egral 
1 u 3 p+t q+i !. u ] 6 p q+2. 
(4.16) 
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No QuarLo QuadranLe 
u" "' U a ~ + u a R + U a 11
2 
+ U (J p-:t q-:1 t :1 p+:t q-s z s pq z· p-1 q a:t: z 
e a inLegral 
T\ <a'i7U,'i7a~ >=a 
p q ( ~u +ê.u -~u - 6 p-1 q-1 3 p1-:l q-:1 6 pq 
Observe que os. valores 
c 4. 1 7) 
~ u ] 3 p-:1 q 
2 
( 4. 18) 
1 
6 e 
1 
3 
repeLem-se alLernadamenLe; o veLar ARR guarda esses valores e 
uLilizamos uma esLruLura de dados que Loma as seqüências prescritas 
acima, sendo que o vetor IB será o apontador das mudanças que devem 
ocorrer de um quadrante para o outro. 
PS é um vetor que esLando num quadranLe 
localiza os quatro valores da solução no Lempo anterior. 
AQ é um vet.or- auxiliar que guarda 
temporariamenLe o valor de ARR. 
RR é o valor da inLegral no quadrante. 
Cto!to!W)O!lt)O!)O!)f!W:)O!)O!!I(!I()t)t)t)f)t)O!M)f)tl(l()El()()()()()()()()()()()()(')f)()!)()()()(')f)(!IEJ()()(J()()()()()(J(I( 
C PROGRAMA PARA CALCUL.AR A INTEGRAL· DO PRODUTO x 
C ENTRE O GRAD. DA SOLUCAO NA ITERACAO ANTERIOR x 
C E O GRADIENTE DAS FUNCOES DE FORMA * 
C)( M M M M liE lE M lE M M MIEM lE M 11M 11M M 11M M M M M lE M lE M MM 'I X M M lE M M X X X >ef 'EM X M M )( M X)( X M M )( M 
c 
SUBROUTINE GRADRESCRESZ,I,JJ,K,IN,RR,ARRJ 
PARAMETER CMM=10000) 
REALMB RES2CMMJ,?SC4J,RR,ARRC4J,AQC4) 
I NTEGER I BC 4) 
COMMON/BL1/NE,NN,NI,ND,NT 
IBC1J=O 
I BC8:>=NN 
I BC3) "'1 
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IBC4):-NN 
K=K+IBCl) 
KK:K 
DO 30 J:1,4 
KK:KK+IBCJ) 
11 =IN-1 +I/3+J/3 
IZ:IN+I/3+J/3-NN-2 
FERRAMENT !.:E COM'"UTACl ONA:: ::0 
IFCCKK.GT.O).AND.CKK.LE.ND).AND.Cil.GT.O).AND.CIZ.NE.OJ)THEN 
PSC J) :RES2C KK) 
ELSE 
PSCJ):O. DO 
ENDIF 
30 CONTI l·JUE 
RR:O.OO 
IFCI.GT.l)GOTO 32 
ARRCl):-l.D0/3.00 
ARRCZ)=-1.00/6.00 
ARRC3):2.D0/3.00 
ARRC4):ARRC2) 
32 DO 34 IX=1,4 
34 AQC!X)=ARRC!X) 
DO 40 JJ:1,4 
I FCI . EQ. 1) GOTO 35 
KP:JJ-I +5 
IFCKP.GT.4)THEN 
KP=MODC KP, 4) 
ENDIF 
ARRC J J) :AQC KP) 
35 RR:RR+ARRCJJ)*PSCJJ) 
4.0 CONTINUE 
RETURN 
END 
4.4.7 - MODIFICA O VETOR B. 
No capí~ulo an~erior. verif"icamos que ao 
r-esolver o s:is~em.a linear C3.34) fazíamos uma pré mult-iplicação por 
uma ma~riz P, e dessa forma nossa matr-iz A ficava transformada em A e 
o ve~or b do lado direito do sistema passava a ser b. Aqui fazemos: 
essa transformação. 
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Cl corresponde a ~ . 
p(1) será correspondent-e a ~3 e PCI) • ~ 1+2 
Convém observar que !11 não será t-rat-ado como 
uma maLriz, o mesmo ocorrendo com ~. isso porque Lra~am-se de maLrizes 
diagonais com t-odos os el emenLos iguais; por ess:a r az.ão armazenamos 
esses valores e os deles decorrenLes num veto~. 
C******************************* 
C MODIFICA O VETOR b * 
C******************************* 
c 
SUBROUTINE MODFBCAA,BC,P,B) 
PARAMETER CMZ=100) 
PARAMETER CMM=MZ*MZ) 
REAL*S BCMM),PCMZ),Cl,AA,BC 
COMMON/BLl/NE,NN,NI,ND,NT 
Cl=AA/BC 
PC 1) =Cl -BC/ AA 
DO ZO I=Z,NI 
20 PCI) =C1-1. DO/PC I -1) 
DO 30 I=1,NN 
30 BCI)=BCI)/AA 
DO 40 KC=1 , NI 
K1 =NN*C KC-1) 
K2=NN*KC 
DO 40 J=l,NN 
K=Kl+J 
JK=K2+J 
40 BCJK)=C-BCK)+BCJK)/BC)/PCKC) 
RETURN 
END 
4.4.8 - RESOLUÇÃO DOS SISTEMAS LINEARES. 
Aqui temos a dest-acar a mont-agem de um bloco 
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da mat.riz B do s:ist.ema C3. 35) C são t.odos: iguais), observe que essa 
mont.agem só é efet.ivada nas: t.rês primeiras: it.erações, uma vez que nas 
demais ele não se modifica. 
Como A decorrente de (3.34) foi const.ruida de 
maneira a possuir os blocos na diagonal iguais à ident.idade e os 
out.r os blocos da di .agonal superior são t.odos i gu.ai s e obt.i dos em 
função do vet.or P~ ao ~esolvermos o primeiro sisLema não montamos a 
mat.riz e o result.ado (como comentado no c.apft.ulo anterior) f"icará 
armazenado no próprio vet.or b C que depois da s:ub-rot.ina ant.erior 
passou a ser b ) . 
Observamos: que a mat.riz B é armazenada na 
f"orma ret.angular com duas colunas: e NN (igual a NE-1 para condição de 
cont.orno de Dirichlet homogêneo e igual a NE+1 para condição de 
cont.orno do t.ipo Neumann homogêneo) linhas. Verif"icamos também que a 
decomposição de Choles:ky só é f"eit.a uma vez a cada nível de t.empo e 
samen~e a~é a terceira iteração. depois, como já ciLamos, a ma~riz não 
se modif"ica. 
CM)()()()()()()()()()()()(!Ief)()()()()()()()(}()()()()()(****W*)()()()()(;t(M 
c RESOLVE OS SISTEMAS LINEARES 
CMKMMKMMKMKMMKKKMKMMMMKMMMMKMXMMMMMMMMMMHMK 
SUBROUTINE SOLVSISCIT,A,AA,BC,P,B) 
PARAMETER CMZ=100) 
PARAMETER CMM=MZ*MZl 
REAL*S ACMZ,a),BCMID;PCMZ:>,XCMZ:>,BBCMZ:>,C1,RJ,AA,BC 
COMMON/BL1/NE,NN,NI,ND;NT 
c 
C COMPOE A MATRIZ A NAS 3 PRIMEIRAS ITERACOES 
c 
IFCIT. LT. 4)THEN 
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00 10 I =1 ,NN 
ACI ,l)=AA 
1 O AC I , ê:) =BC 
ACNN,ê:)=O 
ENDIF 
c 
C RESOLVE O PRIMEIRO SISTEMA 
c 
00 60 IK=1,NN 
I FCI K. EQ. 1) THEN 
RJ=O.OO 
ELSE IFCIK.EQ.NN)THEN 
RJ=BC/AA 
ELSE 
RJ=1. 00/PCNN-IK) 
ENDIF 
00 50 K=l,NN 
NP=NN-K+l 
NQ=HD-IK>ENN+HP 
50 BBCNP)=BCNQ)-RJ>EBBCNP) 
c 
C RESOLVE O SEGUNOO SISTEMA 
FERRAMENTAS COMPUTACIONAIS 
C DECOMPOE UMA UNICA VEZ ATE A 3A. ITERACAO, DEPOIS USA A DECOMP. 
c 
IFCIK.GT.1.0R.IT.GT.3)GOTO 55 
c 
C DECOMPOE CHOLESKI NA PRIMEIRA VEZ 
c 
CALL CHOLEALC 10 
c 
C RESOLVE SISTEMAS TRIANGlJl~ARES 
c 
55 CALL PROGREGRCA,BB,X) 
c 
C ARMAZENA EM B O RESULTAOO 
c 
00 60 JJ=1,NN 
NR=NN-JJ+l 
NS=ND-IK>~NN+NR 
60 BC NS) =XCNR) 
80 CONTINUE 
RETURN 
END 
4.4.9- DECOMPOSIÇÃO DE CHOLESKY. 
Essa sub-~oLina roi feiLa pa~a ereLua~ a 
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decomposição de Cholesky em ma~rizes simé~ricas, posi~ivas derinidas 
de banda M, e que es~ejam armazenadas numa forma re~angular con~endo a 
diagonal principal na primeira coluna e as demais subdiagonais 
Csomen~e as inferiores ou somen~e as superiores), nas colunas 
res~an~es. Em vir~ude de ~ermos u~ilizado funções "chapéu" para a 
base do elemen~o rini~o. nossos blocos ffi são ~ridiagonais, por~an~o a 
banda é 1, se usarmos ou~ro ~ipo de base haverá variação no valor de 
M, e o programa con~inua válido desde que se ajus~e esse parâme~ro. 
C********************************************************* 
C FAZ A DECOMPOSICAO DE CHOLESKY NA MATRIZ RETANGULAR * 
C*************M*~*************************************~* 
c 
SUBROUTI NE CHOLEAL( A:! 
P ARAMETER C MZ=l 00) 
REAL MS AC MZ, 2) 
COMMON/BL1/NE,NN,NI,ND,NT 
C M E' A BANDA, ELEM. LIN. M=l 
c 
M=1 
DO 50 MP=1 , NN 
ACMP,l)=SQRTCACMP,l)) 
00 10 J=2,M+1 
ACMP,J)=ACMP,J)/ACMP,l) 
IFCNN.LT.MP+M)THEN 
MI=NN 
ELSE 
MI=MP+M-1, 
ENDIF 
10 CONTINUE 
00 ao I =MP+1 , MI +1 
IFCI.GT.NN)GOTO 20 
MK=M+MP-1+1 
MJ=l-MP 
DO 15 J=1 ,MK : 
15 ACI ,J)=ACI ,J)-A~MP.MJ+DMA(MP,MJ+J) 
20 CONTINUE 
50 CONTINUE 
RETURN 
END 
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4.4.10 - RESOLUÇAO DOS SISTEMAS TRIANGULARES. 
Essa sub-rotina resolve os dois sistemas 
triangulares surgidos na decomposição de Cholesky; aqui também 
consideramos as matrizes dos sistemas triangulares dispostos na ~erma 
retangular que f' oi descr 1 ta na seção anterior , e o mesmo comentários 
ali contidos são válidos para o parâmetro M. 
c RESOLVE OS SISTEMAS TRIANGULARES 
C!!E***-*********"***'*M)( M" K )(X x M lE l!lE lE M ){ Y.)( lEM:'****~ 
SUBROUTINE PROGREGRCA,BB,X) 
c 
P ARAMETER C MZ=1 00) 
REAL*8 ACMZ,Z),BBCMZJ,XCMZJ,S 
COMMON/BLl. /NE, NN, NI , ND, NT 
C M E' A BANDA, ELEM. LINEARES M=l 
c 
M=l 
c 
C SUBST. PROGRE:s:s:I VA 
c 
.XC~)=BBC1J/AC1,1) 
DO .ao J=Z,NN 
S=O.DO 
DO 10 I=1,.J-1 
IFC.J-I. GT. MJGOTO 10 
S=S+ACI,J-I+1J*XCI) 
10 CONTINUE 
ZO XC.D=CBBC.J)-S>/AC.J,D 
c 
C SUBST. REGRESST VA 
c 
XCNNJ=XCNN)/ACNN.1) 
DO .-4-0 I =NI ,1 , -1 
S=O.DO 
DO 30 J=l +1,NN 
lFCJ-I. GT. M:lGOTO 30 
S=S+ACI,J-I+1)MXCJ) 
30 CONTINUE 
40 XCI)=CXCl)-SJ/ACI ,1) 
RETIJRN 
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END 
4..4..11- CÁLCULO DO PRIMEIRO TERMO NO PROCESSO ITERATIVO. 
No t.empo 1 t.emos um processo ·i ter ativo e o 
lado direito do sist.ema é determinado por 
(4. 19) 
~ onde~ e calculado pela soma das integrais de C4.3). 
Dando para cd- Cve"lor de 
) 2 - • • CNN posiçoes) a es~ru~ura de blocos 
u = C4. êOJ 
e t-omando k = Cát.J 2C1-CAt.J ":>; t.eremos: o primeiro t.ermo do processo 
it.erat.ivo igual a : 
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k 
h 
. 
--------------------------------·--·····-~---------
. 
----················------------------------------·- ···-----··· ··---------·-----
C4. 21) 
Lembrando sempr-e que C devi do a base por nós: 
adot-ada) 
2 i j h s:e = 
X Ay 1 Ji-J I 1 C4. 22) A.- = = h se = l J l J 
o s:e Ji-J I > 1 
PM no programa é o valor que acima chamamos de k. 
V é o vet-or do lado direit.o já at.ualizado e mod.i:ficado. e 
corresponder-á a um bloco que descrevemos aciw~. 
• Vl é o vet.or de saída com os valores que serão adicionados a w . 
CWM)[)()(!I()()()()()()()()()()()()()(!Jf)()()()()()()(J()(}(!t{)()()()()()()()()()f)()()(}()(!J()()()()( 
c CALCULA O PRI MElRO 1ERMO DE B NO 1EMPO 1 .. 
C ieaf )()(X )()( M X )()( )( )( )( )()()(X)( X)()( )( )( )()(XX)()( )( X)()( )( X )()(X)( X )(X)()( X**** 
SUBROUT!NE PRI1ERB1CV,V1) 
c 
PARAME1ER CMZ=100) 
PARAME1ER CMM=MZMMZ) 
REAL*8 A1,B1,C1,A2,B2,C2,VCMMD,BCMMD,PM,H,V1CMMD 
REAL*8 AP,XLAMB,DT,Pl,P2 
COMMON/BLl/NE,NN,NI,ND,NT 
COMMON/BL2/H.DT,XLAMB.AP,Pl,P2 
PM=DTMDT*C1.DO-CDTMÓT))/(HMH) 
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DO 10 I=1,NN 
DO 10 J=1,NN 
I K=CI -1 )*NN+J 
MK=IK-NN 
NK=IK+NN 
I FC I . EQ. 1) TiiEN 
A1 =0. DO 
C1=VCNK) 
ELSE IFCI.EQ.NN)TiiEN 
A1 =VCMK) 
Cl=O.DO 
ELSE 
A1 =VCMIO 
C1 =VCNK) 
ENDIF 
Bl=VCIK) 
1 O BC I K) =-A1 +2. DCH'fB1 -C1 
00 20 I =1 ,NN 
00 20 J=l,NN 
JK=CI -1)*NN+J 
IFCJ. EQ.DTHEN 
A2=0.00 
C2=BCJK+l) 
ELSE IFCJ.EQ.NN)TiiEN 
A2=BCJK-1) 
C2=0.00 
ELSE 
A2=BCJK-1) 
CZ=BCJK+D 
ENDIF 
B2=BCJK) 
V1CJK)=C-A2+2.DO*B2-C2)*PM 
20 CONTINUE 
RETURN 
END 
FERRAMENTAS COMPUTACIONAIS 
4.4.12 - SAÍDA DOS RESULTADOS E ANÁLISE DO ERRO. 
Essa sub-rot.ina processa os resul t.ado a cada 
it.eração, pois como vimos na seção 3. 3, as soluções dos sist.emas 
lineares (2) poderão não ser a solução do nosso problema, mas algo 
obt.ido em sua função; assim t.eremos: 
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No Tempo ~ 
if = z c 4. 23) 
c 4. 24) 
C4. 25) 
A ef'et.ua os cálculos da solução em cada nó. 
B é um vet-or- que armazena a solução a cada ni vel do t-empo_ 
Nessa sub-rot-ina colocamos t.ambém a opção de 
aval i ar a medi da do erro no caso de se conhecer a solução exat-a_ A 
2 
medida t'oi t'ei t.a na norma do L , e a int.egraç.ão realizada pelo mélodo 
de Simpson [17J; ut.ilizamos est.e mét-odo e não quadrat.ura para 
ganharmos no f'alor t-empo. 
ERR calcula o erro ent.re A e UEX (solução exat.a) em cada nó_ 
SSS é o acumulador do erro_ 
c SAIDA DOS RESULTADOS E DO ERRO RELATIVO .. 
C)( )()()f)()( )( )( )( M' )( )[:Wif)f X)()()()( M )(XX)()()()( )( M J( M )( )( K )('X)( lf X)()()()( X)( X)( l r )f)( 
SUBROUTI NE SAI ERROC B, XX , YY , XT, I T, RES1 , RES2. ISS, I SE) 
PARAMETER CMZ=100) 
c 
PARAMETER CMM=MZ*MZ> 
REALO<S BCMM),ER,SSS,UEX,XXCMZ),YYCMZ),XTCMZ>,AB 
REAL*B RES1CMM),RES2CMM),A,P1,PZ,H,DT,XLAMB,AP 
COMMON/BL2/1-I, DT, XLAMB, AP, P1 , P2 
COMMON/BL1/NE,NN,NI,ND,NT 
SSS=O. DO 
IFCISS.EQ.1.AND.ISE.EQ.1)THEN 
WRITEC*,40) 
ELSEIFCISS_EQ.1.AND.ISE.NE.1)THEN 
WRITEC*,45) 
ENDIF 
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c 
DO 10 I =1 ,NN 
DO 10 J=1,NN 
JN~NN*C I -1) +J 
I P~Morx: I , 2) 
IJ=MODCJN,2) 
IFCIT. EQ. DTHEN 
A=BCJN) 
ELSE IFCIT.EQ.2)THEN 
A~BC JN) +RESê:C JN) 
ELSE 
A~BCJN)+2.DOMRES2CJN)-RES1CJN) 
ENDIF 
C SE POSSUIR SOL. EXATA ANALISA O ERRO 
c 
IFCISE.EQ.1)THEN 
AB=UEXCXXCI+D, YYCJ+D .XTCJT)) 
ER~A-AB 
I F'Cl P. EQ. 1) THEN 
I F'CIJ. EQ. DTHEN 
ER=ER*ERW16.0DO 
ELSE 
ER~ER*ERw8.0DO 
ENDIF' 
ELSEIFCIP.EQ.O)THEN 
IFCIJ. EQ. O)THEN 
ER=ERwERw8.0DO 
ELSE 
ER=ER*ER*4..0DO 
ENDIF' 
ENDIF 
IFCISS.EQ.1)THEN 
WRITECW,50)XXCI+1),YYCJ+1),A,AB 
ENDIF 
sss~SSS+ER 
ELSE 
IFCISS.EQ.1)THEN 
WRITECW,60)XXCI+1),YYCJ+1),A 
ENDIF' 
ENDIF 
WRITEC98,w)A 
BCJN)=A 
10 CONTINUE 
IFCISE.EQ.1)THEN 
SSS=SQRTCSSSWH*H/9.000) 
WRITECW,W)' ERRO NA NORMA L2 NO TEMPO',IT-1,' E ',SSS 
WRITEC65,*)' ERRO NA NORMA La NO TEMPO' ,IT-1,' E ',SSS 
ENDIF' 
4.0 F'ORMATC//,' X',7X,'Y',8X,'SOL. APROX',4.X,'SOL. EXATA') 
4.5 FORMATC//,' X',7X,'Y',8X,'SOL. APROX') 
50 FORMATC1X,F6.4.,3X,F6.4,3X,F11.8,3X,F'11.8) 
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60 FORMATC1X,F6.4,3X,F6.4,3X,F11.8) 
RETURN 
END 
4.4.13 - FUNÇÕES. 
Há necessidade de se acr-escent.ar- ao pr-ogr-ama 
as condições iniciais, assim como out.r-as ~unções que ser-ão ut.ilizadas 
nos cálculos das int.egr-ais; colocamos abaixo essas funções sendo que 
aqui os valor-es apr-esenLados ser-vem par-a o seguint.e exemplo 
cl 2 U 
"t.2 
A U = O n = ( o. 1 J x( o, 1 J t. e [ 0, Tl 
UCX,Y,O) = SENCPI*X)SENCPI*Y) 
U CX,Y,O) =O 
t 
UCX,Y,t.) =O CX,Y) e cl O 
A solução exat.a par-a esse pr-oblema é 
c~uo< )f)( ><><><1EM?O ZERO I T=1 )f )f )f,.,.,.,.,.,.,.,.,. 1m,.,.,.,. )fi()( )()f,.,.)( )f,. )()f)( I( I( I()( )()f,.,.,.,. )()f)fl(l(,. 
C VALOR INICIAL DA SOLUCAO Uo 
REAL*8 FUNCTION FCX,Y) 
REAL*S X,Y 
F=DSINC3.141592ô53DO*X)><DSINC3.141592553DO><Y) 
RETURN 
END 
C DERIVADA EM REL. A X DE Uo 
REAL*8 FUNCTION DXFCX,Y) 
REAL*8 X,Y 
DXF=3.141592653DD*DCOSC3.14159Z653DOMX)><DSINC3.141592653DO><Y) 
RETURN 
END 
C DERIVADA EM REL. A Y DE Uo 
REAL><8 FUNCTION DYFCX,Y) 
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REAL*S X,Y 
DYF=3.141592653DO*~NC3.141592653DO*X)*DCOSC3.141592653DO*Y) 
RETURN 
END 
C DERIVADA êa. EM REL. A X E Y DE Uo 
REAL*S FUNCTI ON DDFC X, Y) 
REAL*S X,Y 
DDF=9.8696044DO*DC~3.141592653DO*X)*DC~3.141592653DO*Y) 
RETURN 
END 
C***************TEMPO UM I T=2***************************** 
C COND. INICIAL DA DERIV. 
REAL*8 FUNCTION GCX,Y) 
REAL*S X, Y 
G=O.DO 
RETURN 
END 
C LAPLACIANO DA COND. INICIAL DA FUNCAO 
REAL*S FUNCTION LAPLCX,Y) 
REAL*S X,Y 
LAPL=-19.7392088DO*~NC3.141592653DO*X)*DSINC3.141592653DO*Y) 
RETURN 
END 
C FONTE NO TEMPO ZERO 
REAL*S FUNCTI ON FONTEC X, Y) 
REAL*S X, Y 
FONTE=O.DO 
RETURN 
END 
C DERIV. DA COND. INICIAL DA DER. G EM REL. A X 
REAL*S FUNCTI ON DGXC X, Y) 
REAL*S X,Y 
DGX=O. DO 
RETURN 
END 
C DERIV. DO LAPLAC. EM REL A X 
REAL*S FUNCTION LAPXCX, Y) 
REAL><S X, Y 
LAPX=-62.0125534DO*DCOSC3.141592653DO*X)*~NC3.141592653DO*Y) 
RETURN 
END 
C DERIV. DA FONTE NO Tzero EM REL. A X 
REAL*S FUNCTION FOTXCX,Y) 
REAL*S X,Y 
FOTX=O. DO 
RETURN 
END 
C DERIV. DA COND. INICIAL DA DER. G EM REL. A Y 
REAL*8 FUNCTION DGYCX,Y) 
REAL*S X,Y 
DGY=O.DO 
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RETURN 
END 
C DERIV. DO LAPLAC. EM REL. A Y 
REAUt8 FUNCTI ON LAPYC X , n 
REAUt8 X, Y 
LAPY~-ô2.0125534DD*~NC3.141592653DOMX)MDCOSC3.141592653DOMY) 
RETURN 
END 
C DERIV. DA FONTE NO Tzero EM REL. A Y 
REALM8 FUNCTION FOTYCX, Y) 
REALw8 X,Y 
FOTY=O. DO 
RETURN 
END 
C DERIV. 2a. DA COND. INICIAL DA DERIV. EM X e Y 
REALM8 FUNCTION DGXYCX,Y) 
REAL*S X,Y 
DGXY=O.DO 
RETURN 
END 
C DERIV. 2a. DO LAPL. EM X e Y 
REALwS FUNCTION LAPXYCX,YJ 
REALM8 X,Y 
LAPXY=-194.818182D0MDCOSC3.141592653DOMX)MDCOSC3.141592653DOMY) 
RETURN 
END 
C DERIV. Za. DA FONTE NO Tzero EM REL. A X e Y 
REAL*8 FUNCTION FOTXYCX,Y) 
REALM8 X,Y 
FOTXY=O. DO 
RETURN 
.END 
C F'RI MEI RO TERMO C S) NO TEMPO 1 
REALM8 FUNCTION F11CX,Y,A,DTJ 
REALM8 X,Y,DT,A,G,LAPL,FONTE 
F11=DT*GCX,YJ+.5DOMDTMDTMCA*LAPLCX,YJ+FONTECX,Y)J 
RETURN 
END 
C DERIVADA DE S EM REL A X 
REALMS FUNCTION DX11CX,Y,A,DTJ 
REALMS X,Y.DT,A,DGX,LAF'X,FOTX 
DX11=DTMDGXCX,YJ+.5DO*DTMDTMCAMLAPXCX,YJ+FOTXCX,YJ) 
RETURN 
END 
C DERIVADA DE S EM REL. A Y 
REAL*8 FUNCTION DY11CX,Y.A.DTJ 
REAL*S X,Y,DT,A,DGY,LAPY,FOTY 
DY11=DTMDGYCX,Y)+.5DOMDTMDT*CAMLAPYCX,YJ+FOTYCX,YJ) 
RETURN 
END 
C DERIVADA 2a. DE S EM REL. A X E Y 
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REAL*8 F'UNCTION DD11CX,Y,A.DT) 
REAL*B X,Y,DT,A,DGXY,LAPXY,FOTXY 
DD11=DT*DGXYCX,Y)+.5DO*DTMDT*CAMLA?XYCX,Y)+FOTXYCX,Y)) 
RETURN 
END 
CM!IOf)()()(*MTEMPO N I 'D =3M*)()()()()()()(-l'f)()()()(!l()()(!l()()()()()(*iHf--)(MMMMMM 
C FONTE DO PROBLEMA EM TODOS OS TEMPOS 
REALMB FUNCTION FONT1CX,Y,1J 
REALMB X,Y,T 
FONT1=0. DO 
RETURN 
END 
C SOL. EXATA DO PROBLEMA 
REALMB FUNCTION UEXCX,Y,T) 
REAL*B X,Y,T 
UEX=DSINC3.141592653DOMX)*DSINC3.141592653DOMY) 
$*DCOSC4.442882938DO*T) 
Para esse exemplo cem as s~guin~es en~~adas 
Nro. de Elementos por direção = 40 
Tempo Final = 1 s 
Nro. de Tempos = 101 
Coef'iciente (a) = 1 
Parâmetro de Estabilidade c)\_) = 10 
obtivemos os seguintes resultados: 
ERRO NA NORMA L2 NO TEMPO 0.00 s E 4.727E-05 
ERRO NA NORMA L2 NO TEMPO 0.10 s E 1. 017E-03 
ERRO NA NORMA L2 NO TEMPO 0.20 s E 3.37SE-03 
ERRO NA NORMA L2 NO TEMPO 0.30 s E 6.165E-03 
ERRO NA NORMA L2 NO TEMPO 0.40 s E S.122E-03 
ERRO NA NORMA L2 NO TEMPO 0.50 s E S.OS6E-03 
ERRO NA NORMA L2 NO TEMPO 0.60 s E 5.358E-03 
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ERRO NA NORMA L2 NO TEMPO O. 70 s E 2.064E-05 
ERRO NA NORMA L2 NO TEMPO O. 80 s E 7.191E-ú3 
ERRO NA NORMA L2 NO TEMPO O. 90 s E 1. 460E.-()2 
ERRO NA NORMA L2 NO TEMPO 1 . 00 s E 1.539E-02 
TesLamos o programa com codição do Lipo Dirichlet 
2 2 homogêneo para o problema cuja solução ey~ta é U = xy Cx-1)Cy-1)L .no 
dominio [0,1JX[0,1J, com as seguinLes enLradas: 
Nro. de ElemenLos por direção = 80 
Tempo Final = 1 s 
Nro. de Tempos = 101 
Coef'iciente (a) = 1 
ParâmeLro de EsLabilidade 00 = 10 
obtivemos os seguintes resultados: 
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ERRO NA NORMA LZ NO TEMPO 0.00 s E O.OOOE+OO 
ERRO NA NORMA L2 NO TEMPO 0.0!5 s E 1.B87E-07 
ERRO NA NORMA L2 NO TEMPO 0.10 s E 3.34.4E-07 
ERRO NA NORMA L2 NO TEMPO 0.1!5 s E 4..629E-07 
ERRO NA NORMA L2 NO TEMPO 0.20 s E 5.70BE-07 
ERRO NA NORMA L2 NO TEMPO 0.25 s E 6.571E-07 
ERRO NA NORMA L2 NO TEMPO 0.30 s E 7.229E-07 
ERRO NA NORMA LZ NO TEMPO 0.35 s E 7.715E-07 
ERRO NA NORMA L2 NO TEMPO 0.40 s E B.072E-07 
ERRO NA NORMA L2 NO TEMPO 0.45 s E B.349E-07 
ERRO NA NORMA LZ NO TEMPO 0.50 s E B.599E-07 
ERRO NA NORMA L2 NO TEMPO 0.55 s E B.B62E-07 
ERRO NA NORMA LZ NO TEMPO 0.60 s E 9.170E-07 
ERRO NA NORMA L2 NO TEMPO 0.65 s E 9.547E-07 
ERRO NA NORMA LZ NO TEMPO 0.70 s E 1. 001E-06 
ERRO NA NORMA LZ NO TEMPO 0.75 s E 1. 060E-06 
ERRO NA NORMA LZ NO TEMPO O.BO s: E 1.132E-06 
ERRO NA NORMA L2 NO TEMPO 0. 8!5 S· E 1. 217E-06 
ERRO NA NORMA L2 NO TEMPO 0.90 s E 1. 312E-06 
ERRO NA NORMA L2 NO TEMPO 0.95 s E 1. 4.13E-06 
ERRO NA NORMA L2 NO TEMPO 1.00s E 1.525E-06 
Exemplos como es~es: últimos:, são de pouca 
aplicabilidade física, podemos até dizer que suas finalidadessão mais 
de caráter acadêmico, não somente por conhecermos a solução exata mas 
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~ambém por não simularem si~uaçÕes reais. 
Apresenlaremos a seguir um exemplo que melhor 
aproxima o fenômeno físico, em que se ~em uma fonle punlual localizada 
no cenlro de um domínio quadrangular, apresent-ando um decaimenlo 
brusco com o lempo. Malemalicamenle essa fonle pode ser vi sla como 
uma função della de Dirac. 
a 2 u 
a l 2 
Á u = 
u ex. Y. O) = o 
u ex. Y ,O) = o 
l 
u ex. Y .l) = o 
100 -50 e 
v 
z z [cx-.5> .. <y-.5> 1 z -40t 
e 
0 = [ 0, 1 J X[ 0, 1 J 
CX,Y)ebO 
l E lO,Tl 
Os gráficos que apresent-aremos a seguir foram 
oblidos com o auxílio do aplicalivo Energraph. Nesse primeiro exemplo 
livemos as seguinles enlradas : 
Nro. de Elemenlos por direção = 25 
Tempo Final = 1.5 s 
Nro. de Tempos = 101 
Coeficient-e (a) = . 25 
Parântãt.ro de Est-abilidade ()-.) = 10 
Os valores abaixo de cada gráfico represent-am 
o lempc Cem segundos) em que o mesmo foi lraçado. 
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0.10 Qj. 20 
0.30 0.40 
0.50 0.60 
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0
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caso (.32;.32) e simulamos o seguinLe sismograma. 
s 
I 
SISHOGRAMA EM (.32;.32) 1.29 ..,...-----------------, 
1.09 
9.89 
H 9.69 
A 
I 
// 
_______ ./,., 
. 9. 99 ~-=;:...-,....--,---.,..-,--.....,.....----,.--,---,-----i 
L 
9.49 
9.29 
9.99 9.19 9.29 9.39 9.49 0.50 9.69 9.79 9.89 9.99 1.00 
TEMPO 
?ara a mesma ronLe e condições iniciais idênticas ao do 
problema. anLerior, execuLamos nosso programa dessa reiLa com condição 
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de fronLeira do Lipo Meumann homogênea; nesse casa abLivemos os 
próx.i mos resul t.ados . 
Chamamos a aLenção para o significado físico que possui 
essa situação. Quando impomos condição do tipo Neumann, :fisicamenLe 
es:Lamos tratando do fluxo que estará saindo do nos:s:o domínio. Se a 
derivada normal nas limi Les: de nossa região for nula C condição de 
contorno tipo Neumann homogêneo), estaremos: tratando de uma situação 
em que o fluxo não passa para o exterior. Essa situação é bem 
vi s:uali zada pelos: pró:r.imos: grá.fi c os:, obtidos quando res:ol vemos : 
.,zu 
" t. 2 
2 2 
h. U = 100 e -5o [ <x-. 5 > -Hy-. 5 >. l 
2 
-40t 
e 
u o:. y ,0) = o 
U CX,Y,O) =O 
l 
b U C X, Y, t) = O 
h n 
v 
O= [0,1Jx[0,1l 
ex. Y) e " o 
com as mesmas: entradas: do problema anterior. 
t e [O,Tl 
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(1).50 11).60 
11).80 
0. 90 1. 00 
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1. 1 (2) 1. 2(2) 
1.30 L 4e-
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Ao t-érmino desse t-rabalho podemos verif'icar 
quão grande é a amplit-ude dos campos do conheciment-o cient.Íf'ico, em 
que os mét-odos da análise aplicada est.~o inseridos. 
Polo <>st.udo por nó .. <>f'et.uado v<>rif'icamos qu<> 
as respost-as provenient-es do Mét-odo dos Elementos Finit-os 
const-it-uem-se de uma boa aproximação. Nos foi possível observar também 
que a perspect-iva é de um aperf'eiçoament.o cada vez maior no sent-ido de 
que seja possível obt-er melhores result-ados dispendendo menor esf'orço 
a cada aprimorament-o do mét-odo. Out-ra vant-agem do mét-odo , e, sem 
dÚvida, a possibilidade de obt.enç~o de result-ados em regiÕes de 
complexa geometria, o que por cert-o melhor aproxima os result-ados das 
sit-uações reais. 
A est-rat-égia das DireçÕes Alt-ernadas por sua 
vez most-rou-se ef'icient.e, minimizando o problema de espaço de memória 
computacional requerida quando da aplicação do Mét-odo dos Element-os 
Finit-os, o que torna possível sua implementação a nível de micro 
... 
computadores pessoais, o que nao deixa de ser uma grande vantagem. 
Acreditamos que o objet-ivo desse nosso 
trabalho,Cestudo do problema direto dos Mét-odos S!smicos com o uso do 
Mét-odo de Galerkin com DireçÕes Alternadas), f'oi atingido e que 
trabalhos posteriores virão aprof'undar o conhecimento até aqui 
adquirido. 
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Portanto concluímos que o problema por ' nos 
tratado continua em aberto • deixando espa90 para muitos outros 
~rabalhos nessa ' area de conhecimento, -o que nao deixa de ser 
interessante. Esperamos que as colocayÕes feitas aqui sejam .:Íteis 
quando na elaboração de outras pesquisas. 
É de se evidenciar ainda que todo passo 
adiante, nesse campo, tem validade, principalmente se considerarmos o 
objetivo final a que ele se prop~e. 
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Como ci~amos, o problema por nós abordado 
n9sse t.rabalho cont.inua em abert.o, ou seja, ainda não conseguimos 
atingir a plenitude dos resultados esperados. Numa visão o~imis~a. 
acredi t.amos que isso possa ocorrer num fut.uro próximo desde que 
disponhamos fundament.alment.e de pesquisadores da área de Mat.emát.ica 
Aplicada at.uando em conjunt.o com pesquisadores da GeofÍsica, além de 
um razoável suport.e de equipamentos. 
P9lo realizado nesse t.rabalho, podemos dar 
algumas .. sugest.oes que poderão ser Út.eis a pesquisas post.eriores a 
eaaa. Fundamentalmonto sugerimos o seguinte: 
a) Resolução do problema em diversas camadas. 
b) Ut-ilização de outras bases para os Elementos Finitos. 
c) Resolução do problema evitando as ref1ex<5es espÚrias, 
surgidas quando se limita o domínio, criando-se com isso fronteiras 
que fisicament-e não existem. 
d) Realiza9ão de um estudo no sentido de obten9ão de um 
parâmet.ro de estabilidade C À), Ót.imo. 
e) Aprimorament-o do programa computacional para aplicação em 
equipamentos que disponham de processadores em paralelo. 
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APÊNDICE - MÉTODO DA COLOCAÇÃO 
Na busca de soluções para as equaçÕes hiperbólicas 
C2.2S) e (2.26), t.ent.amos f'azer uso do "Mét.odo da Colocação". A razão 
para essa aplicação foi principalment-e a simplicidade da implement.ação 
comput.aciona.l. uma voz quo assim procodendo -na o resolver!amoso as 
int.egrais que somos forçados a resolver quando usamos o Mét.odo de 
Galerlc:in. Descreveremos aqui em linhas gerais os procediment-os 
adot.ados quando fazemos uso da Colocação. 
Vamos supor que est.ejamos procurando uma solução para um 
problema envolvendo a seguint.e equação : 
O = C0,1J X C0,1l 
Cx,y) e 8 O CA.D 
Escolhendo espaços de dimensão f' i ni t.a f> C x) e f> C y) de 
modo que 'P. Cx,y) = rp,Cx) rp,Cy). O Mét.odo da Colocação consist.e em 
1.J \. J 
ancon~rar uma aproximação CA. 2) 
onde os coef'icient.es a .. serão obt.idos de modo que : LJ 
L cu ex. ,y .)) = fCx,. ,yJ.) 
H L J 
CA. 3) 
e O = x < x < •••• <x = 1 
I. 2 n 
e o= y< y< •••• <y = 1 
1 2 n -
sao pont.os do 
domínio C ; aqui denominados de nós nat.urais da part.ição. 
Se UN exist.e, ent.ão dizemos que ela "coloca.. f' C x. tY.) 
L J 
nos pont.os ex. ,y.) de modo a sat.isfazer a equação CA.1). 
. L J 
Daí -a razao 
do mét.odo rocober o nome de Colocação. 
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A oh~enção daa aproximaçõoa depende ~undamon~almon~o da 
escolha dos espaços de aproximação e dos pon~os escolhidos para se 
~azor a colocação. 
Quando a colocação é ~ei~a nos nós na~urais da par~ição, 
uma escolha razoável para as bases .,Cx:> e .,Cy) são as funçÕes 
conhecidas como B-Splinos. 
A li ~era~ura especializada denomina de ..Colocação 
Or~ogonal" aquela em que os pon~os escolhidos são os nós gaussianos da 
nesse caso, a escolha na~ural 
aproximação -sao os polinômios de Hermit.e cúbico, e comprovadament-e 
a aproximação é melhor do que a obt-ida no caso em que se ut-iliza 
B-Splines com a colocação sendo ~eit.a nos nóco nat.uraico da part-ição 
[13]. 
Em problemas de evolução os coe~icient.es 01 .. sao funções 
•J 
da variável t-empo. 
~ convenient.e observar que para. o sucesso na aplicação 
desse mét.odo em problemas de evolução, há necessidade de se possuir um 
esquema est-ável para a discret-ização da variável t.empo, de modo a não 
compromet-er a aproximação. 
A ~alt.a de result.ados t-eóricos para -equaçoes 
hiperbólicas, e a inst-abilidade surgida quando discret-izamos a 
variável t-empo nos ~ez procurar ou~ro mé~odo que con~ornasse esse 
probloma surgido. Dossa ~erma chegamos ao mét-odo do Galerlc:in com 
direções alt.ernadas. 
f PAO. 102 
