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Abstract
The equivalence of several definitions of convolution of two Roumieu ultradistri-
butions is proved. For that purpose, the ε tensor product of
˙˜B{Mp} and a locally
convex space E is considered.
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0 Introduction
Characterizations of the convolution of Roumieu type ultradistributions through the dual-
ity arguments for integrable ultradistributions was an open problem for many years. This
paper gives such characterizations.
The existence of convolution of distributions was considered by Schwartz [14], [15]
and later by many authors in various directions. In [14], it is proved that if S, T ∈
D′ (Rd) are two distributions such that S ⊗ T ∈ D′L1 (R2d) then the convolutions S ∗
T can always be defined as an element of D′ (Rd). Later on, Shiraishi in [16] proved
that this condition is equivalent to the condition that for every ϕ ∈ D (Rd), (ϕ ∗ Sˇ)T ∈
D′L1
(
Rd
)
. Many authors gave alternative definitions of convolution of two distributions
and were proved that are equivalent to the Schwartz’s definition (see, for example [1]-[4],
[9]-[11], [16], [17]). We refer also to an interesting resent paper related to the existence
of the convolution [9]. In the case of ultradistributions, the existence of convolution of
two Beurling ultradistributions was studied in [12] where the convolution is defined in
analogous form to that of Schwartz. Later, in the case of Beurling ultradistributions, in
[5] was proved the equivalence of that definition and the analogous form of the Shiraishi’s
definition, as well as few other definitions. Our goal here is to give the equivalence of the
1
2Schwartz’s and Shiraishi’s definition in the case of Roumieu ultradistributions. Note that
the sequential definitions or definitions through the Fourier transformations (and positions
of wave fronts) are not considered in this paper although with the presented results such
characterizations can be obtained. Our investigations are related essentially to the analysis
of tensor product topologies within Roumieu type spaces so that the characterizations of
convolution appear as consequences of characterizations of the ε tensor product of ˙˜B{Mp}
and a locally convex space E. Topological structure of Roumieu type spaces involves more
complicated assertions and the proofs than in the case of Beurling type spaces where one
can simply transfer the assertions from the Schwartz theory.
1 Preliminaries
The sets of natural (including zero), integer, positive integer, real and complex numbers
are denoted by N, Z, Z+, R, C. We use the symbols for x ∈ Rd: 〈x〉 = (1 + |x|2)1/2,
Dα = Dα11 . . .D
αd
n , D
αj
j = i
−1∂αj/∂xαj , α = (α1, α2, . . . , αd) ∈ Nd. A closed ball in Rd
with the center at x0 and radius r > 0 is denoted by KRd(x0, r). As usual, in this theory,
by Mp, p ∈ N, M0 = 1, is denoted a sequence of positive numbers for which we assume
(see [6]): (M.1) M2p ≤Mp−1Mp+1, p ∈ Z+; (M.2) Mp ≤ c0Hp min
0≤q≤p
{Mp−qMq}, p, q ∈ N, for
some c0, H ≥ 1; (M.3)
∞∑
p=q+1
Mp−1/Mp ≤ c0qMq/Mq+1, q ∈ Z+.
For a multi-index α ∈ Nd, Mα means M|α|, |α| = α1 + ... + αd.
Let U ⊆ Rd be an open set and K ⊂ U be a compact set. We will always use the
notation K ⊂⊂ U. Recall, E{Mp},h(K) is the space of all ϕ ∈ C∞(U) which satisfy pK,h(φ) =
sup
α∈Nd
sup
x∈K
|Dαϕ(x)|
hαMα
< ∞ and D{Mp},hK as its subspace with elements supported by K.Then
E{Mp}(U) = lim
←−
K⊂⊂U
lim
−→
h→∞
E{Mp},h(K), D{Mp}K = lim−→
h→∞
D{Mp},hK , D{Mp}(U) = lim−→
K⊂⊂U
D{Mp}K . The
spaces of ultradistributions and ultradistributions with compact support of Roumieu type
are defined as the strong duals of D{Mp}(U) and E{Mp}(U). We refer to [6] for the properties
of these spaces. In the sequel we will exclude the notation U when U = Rd.
As in [6], we define ultradifferential operators. It is said that P (ξ) =
∑
α∈Nd
cαξ
α, ξ ∈ Rd,
is an ultrapolynomial of the class {Mp}, whenever the coefficients cα satisfy the estimate
|cα| ≤ CLαMα, α ∈ Nd, for every L > 0 and the corresponding CL > 0. Then P (D) =∑
α cαD
α is an ultradifferential operator of the class {Mp} and it acts continuously on
E{Mp}(U) and D{Mp}(U) and the corresponding spaces of ultradistributions.
By R is denoted a set of positive sequences which monotonically increases to infinity.
For (tj) ∈ R, denote by Tk the product
k∏
j=1
tj and T0 = 1. It is proved in [8] that the
3seminorms pK,(tj)(ϕ) = sup
α∈Nd
sup
x∈K
|Dαϕ(x)|
TαMα
, when K ranges over the compact subsets of
U and (tj) in R, give the topology of E{Mp}(U). Also, for K ⊂⊂ Rd, the topology of
D{Mp}K is given by the seminorms pK,(tj), when (tj) ranges in R. From this it follows that
D{Mp}K = lim←−
(tj )∈R
DMpK,(tj), where D
Mp
K,(tj)
is the Banach space of all C∞ functions supported
by K for which the norm pK,(tj) is finite. In the next sections we will need the following
technical result.
Lemma 1.1. Let (tp) ∈ R. There exists (t′p) ∈ R such that t′p ≤ tp and
p+q∏
j=1
t′j ≤ 2p+q
p∏
j=1
t′j ·
q∏
j=1
t′j, for all p, q ∈ Z+.
Proof. Define t′1 = t1 and inductively t
′
j = min
{
tj ,
j
j − 1t
′
j−1
}
, for j ≥ 2, j ∈ N. The
monotonicity of (tp) implies t
′
j+1 ≥ t′j, j ∈ Z+. To prove that t′j → ∞, assume the
contrary. Then, for large enough j0 and for j > j0, t
′
j = (j/j0)t
′
j0
→ ∞, j → ∞, which is
a contradiction; so (t′j) ∈ R. Note that, for all p, j ∈ Z+, we have t′p+j ≤
p+ j
j
t′j ; thus,
T ′p+q = T
′
p ·
q∏
j=1
t′p+j ≤
(p+ q)!
p!q!
T ′pT
′
q ≤ 2p+qT ′pT ′q.
As in [13], we define D˜{Mp}L∞
(
Rd
)
as the space of all C∞ (Rd) functions such that,
for every (tj) ∈ R, the norm ‖ϕ‖(tj) = sup
α∈Nd
sup
x∈Rd
|Dαϕ(x)|
TαMα
is finite. The space D˜{Mp}L∞
is complete Hausdorff locally convex space (from now on abbreviated as l.c.s.) because
D˜{Mp}L∞ = lim←−
(tj )∈R
D˜MpL∞,(tj), where D˜
Mp
L∞,(tj)
is a Banach space ((B) - space) of all C∞ functions
for which the norm ‖ · ‖(tj ) is finite. Denote by ˙˜B{Mp} the completion of D{Mp} in D˜{Mp}L∞ .
The strong dual of ˙˜B{Mp} will be denoted by D˜′{Mp}L1 . In the next sections we will need the
following lemma that characterizes the elements of ˙˜B{Mp}.
Lemma 1.2. ϕ ∈ ˙˜B{Mp} if and only if ϕ ∈ D˜{Mp}L∞ and for every ε > 0 and (tj) ∈ R there
exists a compact set K such that sup
α∈Nd
sup
x∈Rd\K
|Dαϕ(x)|
TαMα
< ε.
Proof. Let E be the subspace of D˜{Mp}L∞ defined by the conditions of the lemma. It is enough
to prove that E is complete and that D{Mp} is dense in E. By the standard arguments one
can prove that E is closed and so complete. The proof will be done if we prove that D{Mp}
is sequently dense in E. Let ϕ ∈ E. Take χ ∈ D{Mp} such that χ = 1 on the ball KRd(0, 1)
4and χ = 0 out of KRd(0, 2). Then |Dαχ(x)| ≤ C1h|α|Mα for some h > 0 and C1 > 0. For
n ∈ Z+, put χn(x) = χ(x/n) and ϕn = χnϕ. Then ϕn ∈ D{Mp}. Let (tj) ∈ R. We have
|Dαϕ(x)−Dαϕn(x)|
TαMα
≤ |1− χ(x/n)| |D
αϕ(x)|
TαMα
+
∑
β≤α
β 6=0
(
α
β
)∣∣Dβχ(x/n)∣∣ ∣∣Dα−βϕ(x)∣∣
n|β|TαMα
≤ |1− χ(x/n)| |D
αϕ(x)|
TαMα
+
C1‖ϕ‖(tj/2)
n
∑
β≤α
β 6=0
(
α
β
)
h|β|Tα−β
2|α|−|β|Tα
≤ ε+ C1C2‖ϕ‖(tj/2)
n
, n > n0,
independently of x and α, for large enough n0. This implies the assertion.
Also we have the following easy fact.
Lemma 1.3. The bilinear mapping D˜{Mp}L∞ × ˙˜B{Mp} −→ ˙˜B{Mp}, (ϕ, ψ) 7→ ϕψ, is continuous.
2 ε tensor product of ˙˜B{Mp} with a complete l.c.s.
Let E and F be l.c.s. and Lc(E, F ) denote the space of continuous linear mappings from
E into F with the topology of uniform convergence on convex circled compact subsets of
E. E ′c denotes the dual of E equipped with the topology of uniform convergence on convex
circled compact subsets of E. As in Komatsu [8] and Schwartz [14], we define the ε tensor
product of E and F , denoted by EεF , as the space of all bilinear functionals on E ′c × F ′c
which are hypocontinuous with respect to the equicontinuous subsets of E ′ and F ′. It is
equipped with the topology of uniform convergence on products of equicontinuous subsets
of E ′ and F ′. Moreover, the following isomorphisms hold:
EεF ∼= Lǫ (E ′c, F ) ∼= Lǫ (F ′c, E) , (1)
where Lǫ (E ′c, F ) is the space of all continuous linear mappings from E ′c to F equipped
with the ǫ topology of uniform convergence on equicontinuous subsets of E ′, similarly for
Lǫ (F ′c, E). It is proved in [14] that if both E and F are complete then EεF is com-
plete. The tensor product E ⊗ F is injected in EεF under (e ⊗ f)(e′, f ′) = 〈e, e′〉〈f, f ′〉.
The induced topology on E ⊗ F is the ǫ topology and we have the topological imbedding
E ⊗ǫ F →֒ EεF .
We recall the following definitions (c.f. Komatsu [8] and Schwartz [14]). The l.c.s.
E is said to have the sequential approximation property (resp. the weak sequential ap-
proximation property) if the identity mapping Id : E −→ E is in the sequential limit set
(resp. the sequential closure) of E ′ ⊗E in Lc(E,E). The l.c.s. E is said to have the weak
approximation property if the identity mapping Id : E −→ E is in the closure of E ′ ⊗ E
in Lc(E,E). We also need the next proposition ([8], proposition 1.4., p. 659).
5Proposition 2.1. If E and F are complete l.c.s. and if either E or F has the weak
approximation property then EεF is isomorphic to E⊗ˆǫF .
ForK ⊂⊂ Rd, we denote by C0(K) the (B) - space of all continuous functions supported
by K endowed with ‖ · ‖L∞ norm.
Lemma 2.1. Let K1 and K2 be two compact subsets of R
d such that K1 ⊂⊂ intK2. Then
there exists a sequence Sn of (C0(K1))′ ⊗ C0(K2) such that Sn −→ Id, when n −→ ∞, in
Lc (C0(K1), C0(K2)).
Proof. For every n ∈ Z+, choose a finite open covering {U1,n, ..., Ukn,n} of K1 of open
sets each with diameter less than 1/n such that U¯j,n ⊆ intK2, j = 1, ..., kn. Let χj,n,
j = 1, ..., kn, be a continuous partition of unity subordinated to {U1,n, ..., Ukn,n}. For every
j ∈ {1, ..., kn}, choose a point xj,n ∈ suppχj,n ∩K1. Define Sn =
kn∑
j=1
δ (· − xj,n) ⊗ χj,n ∈
(C0(K1))′ ⊗ C0(K2). Let V = {ϕ ∈ C0(K2)|‖ϕ‖L∞ ≤ ε} and B a compact convex circled
subset of C0(K1). Let M(B, V ) = {T ∈ L (C0(K1), C0(K2)) |T (B) ⊆ V }. By the Arzela -
Ascoli theorem, for the chosen ε there exists η > 0 such that for all x, y ∈ K1 such that
|x − y| < η, |ϕ(x) − ϕ(y)| ≤ ε for all ϕ ∈ B. Let n0 ∈ N is so large such that 1/n0 < η.
Then, for n ≥ n0 and x ∈ K1, we have
|Sn(ϕ)(x)− ϕ(x)| =
∣∣∣∣∣
kn∑
j=1
ϕ (xj,n)χj,n(x)−
kn∑
j=1
ϕ(x)χj,n(x)
∣∣∣∣∣
≤
kn∑
j=1
|ϕ (xj,n)− ϕ(x)|χj,n(x) ≤ ε,
for all ϕ ∈ B. Note that, for x ∈ K2\K1, ϕ(x) = 0 and |Sn(ϕ)(x)| ≤
kn∑
j=1
|ϕ (xj,n)|χj,n(x) ≤
ε. So, Sn − Id ∈ M(B, V ) for n ≥ n0.
Lemma 2.2. B is a precompact subset of ˙˜B{Mp} (Rd) if and only if B is bounded in
˙˜B{Mp} (Rd) and for every ε > 0 and (tj) ∈ R, there exists K ⊂⊂ Rd such that
sup
ϕ∈B
sup
α∈Nd
x∈Rd\K
|Dαϕ(x)|
TαMα
≤ ε.
Proof. ⇒. Let ε > 0 and (tj) ∈ R and V =
{
ϕ ∈ ˙˜B{Mp}|‖ϕ‖(tj) ≤ ε/2
}
. There exist
ϕ1, ..., ϕn ∈ B such that for each ϕ ∈ B there exists j ∈ {1, ..., n} such that ϕ ∈ ϕj + V .
Let K ⊂⊂ Rd such that |Dαϕj(x)| /(TαMα) ≤ ε
2
for all x ∈ Rd\K, α ∈ Nd, j ∈ {1, ..., n}.
Let ϕ ∈ B. There exists j ∈ {1, ..., n} such that ‖ϕ−ϕj‖(tj ) ≤ ε/2. The proof follows from
|Dαϕ(x)|
TαMα
≤ |D
α (ϕ(x)− ϕj(x))|
TαMα
+
|Dαϕj(x)|
TαMα
≤ ε
2
+
ε
2
= ε, x ∈ Rd\K,α ∈ Nd.
6⇐. Let V =
{
ϕ ∈ ˙˜B{Mp} (Rd) |‖ϕ‖(tj) ≤ ε
}
. Since B is bounded in the Montel
space E{Mp} (Rd), it is precompact in E{Mp} (Rd). Thus, there exists a finite subset
B0 = {ϕ1, ..., ϕn} of B such that, for every ϕ ∈ B, there exists j ∈ {1, ..., n} such that
pK,(tj)(ϕ− ϕj) ≤ ε. If ϕ ∈ B is fixed, take such ϕj ∈ B0. Then,
|Dαϕ(x)−Dαϕj(x)|
TαMα
≤ ε,
for all x ∈ K,α ∈ Nd. Also, by the assumption,
|Dαϕ(x)−Dαϕj(x)|
TαMα
≤ |D
αϕ(x)|
TαMα
+
|Dαϕj(x)|
TαMα
≤ ε
2
+
ε
2
= ε,
for all x ∈ Rd\K, α ∈ Nd. So, the proof follows.
Proposition 2.2.
˙˜B{Mp} (Rd) has the weak sequential approximation property.
Proof. Let Kn = KRd(0, 2
n−1), n ≥ 1. Let θ ∈ D{Mp}K1 is such that θ = 1 on KRd(0, 1/2).
Define θn(x) = θ(x/2
n), n ∈ Z+. Then θn ∈ D{Mp}Kn+1 and θn = 1 on Kn. Let Tn ∈
L
(
˙˜B{Mp} (Rd) , ˙˜B{Mp} (Rd)), defined by Tn(ϕ) = θnϕ. Let µ ∈ D{Mp}K1 , µ ≥ 0, is such
that
∫
Rd
µ(x)dx = 1 and define a delta sequence µm = m
dµ(m·), m ∈ Z+. For each fixed
n ∈ Z+, by lemma 2.1, we find
Sk,n =
jk,n∑
l=1
δ (· − xl,k,n)⊗ χl,k,n ∈ (C0(Kn+1))′ ⊗ C0(Kn+2)
such that Sk,n −→ Id, when k −→ ∞, in Lc (C0(Kn+1), C0(Kn+2)), where χl,k,n are con-
tinuous function with values in [0, 1] that have compact support in intKn+2 and xl,k,n are
points in suppχl,k,n∩Kn+1. Moreover the support of χl,k,n has diameter less then 1/k and
jk,n∑
l=1
χl,k,n(x) ≤ 1 on Kn+2 and
jk,n∑
l=1
χl,k,n(x) = 1 on Kn+1. Define, k,m, n ∈ Z+,
Tk,m,n =
jk,n∑
l=1
θnδ (· − xl,k,n)⊗ (µm ∗ χl,k,n) and Tm,n : ϕ 7→ Tm,n(φ) = µm ∗ (θnϕ).
First we prove that for each fixed m,n ∈ Z+, Tk,m,n → Tm,n, when k →∞, in
Lc
(
˙˜B{Mp} (Rd) , ˙˜B{Mp} (Rd)). Let V = {ϕ ∈ ˙˜B{Mp} (Rd) ∣∣‖ϕ‖(tj) ≤ ε
}
, B a convex circled
compact subset of ˙˜B{Mp} (Rd) and
M(B, V ) =
{
T ∈ L
(
˙˜B{Mp} (Rd) , ˙˜B{Mp} (Rd)) ∣∣∣T (B) ⊆ V }
7(a neighborhood of zero in Lc
(
˙˜B{Mp} (Rd) , ˙˜B{Mp} (Rd))). Let ϕ ∈ B. Then
|DαTk,m,n(ϕ)(x)−DαTm,n(ϕ)(x)|
TαMα
(α ∈ Nd, x ∈ Rd)
=
1
TαMα
∣∣∣∣∣∣(D
αµm) ∗

 jk,n∑
l=1
θn (xl,k,n)ϕ (xl,k,n)χl,k,n − θnϕ

 (x)
∣∣∣∣∣∣
≤ md‖µ‖(tj/m)
∫
Kn+2
jk,n∑
l=1
|θn (xl,k,n)ϕ (xl,k,n)− θn(y)ϕ(y)|χl,k,n(y)dy.
Because the mapping ϕ 7→ θnϕ, ˙˜B{Mp}
(
Rd
) −→ C0(Kn+1) is continuous, it maps the
compact set B in a compact set in C0(Kn+1), which we denote by B1. By the Arzela -
Ascoli theorem, for the chosen ε there exists η > 0 such that for all x, y ∈ Kn+1 such that
|x− y| < η ⇒ |θn(x)ϕ(x)− θn(y)ϕ(y)| ≤ ε
md‖µ‖(tj/m)|Kn+2|
, ϕ ∈ B.
If we take k0 large enough such that 1/k0 < η, then, for all k ≥ k0,
|DαTk,m,n(ϕ)(x)−DαTm,n(ϕ)(x)|
TαMα
≤ ε, x ∈ Rd, α ∈ Nd, ϕ ∈ B.
That is Tk,m,n−Tm,n ∈M(B, V ) for all k ≥ k0. Now we prove that, for each fixed n ∈ Z+,
Tm,n −→ Tn, when m −→ ∞, in Lc
(
˙˜B{Mp} (Rd) , ˙˜B{Mp} (Rd)). We use the notation as
above. Because of lemma 1.1, without losing generality, we can assume that (tj) is such
that Tp+q ≤ 2p+qTpTq, for all p, q ∈ N. Then, for ϕ ∈ B, α ∈ Nd, x ∈ Rd,
|DαTm,n(ϕ)(x)−DαTn(ϕ)(x)|
TαMα
≤
∫
Rd
µm(y)
|Dα(θnϕ)(x− y)−Dα(θnϕ)(x)|
TαMα
dy.
Let t′1 = t1/(4H) and t
′
p = tp−1/(2H), for p ∈ N, p ≥ 2. Then (t′j) ∈ R. For the moment,
denote θnϕ by ϕn. By the mean value theorem, we have
|Dαϕn(x− y)−Dαϕn(x)| ≤
√
d‖ϕn‖(t′j )T ′|α|+1M|α|+1||y|
≤
c0t1M1
√
d‖ϕn‖(t′
j
)TαMα|y|
2
.
Note that ‖ϕn‖(t′j) ≤ ‖θ‖(t′j/2)‖ϕ‖(t′j/2). So, by the definition of µm, we obtain
|DαTm,n(ϕ)(x)−DαTn(ϕ)(x)|
TαMα
≤
c0t1M1
√
d‖θ‖(t′j/2)‖ϕ‖(t′j/2)
2m
.
Now, there exists C > 0 such that sup
ϕ∈B
‖ϕ‖(t′j/2) ≤ C. If we take large enough m0, such
that 1/m0 ≤ 2ε/
(
c0Ct1M1
√
d‖θ‖(t′j/2)
)
, then, for all m ≥ m0, Tm,n − Tn ∈M(B, V ).
8Now, we prove that Tn −→ Id in Lc
(
˙˜B{Mp} (Rd) , ˙˜B{Mp} (Rd)). Let B, V andM(B, V )
be the same as above. There exists C > 0 such that ‖ϕ‖(tj/2) ≤ C, for all ϕ ∈ B.
Moreover, by lemma 2.2, for the chosen ε and (tj), there exists K ⊂⊂ Rd such that
|Dαϕ(x)|
TαMα
≤ ε
2 (1 + ‖θ‖L∞) for all α ∈ N
d, x ∈ Rd\K and ϕ ∈ B. There exists n0 such
that K ⊂⊂ intKn0 and C‖θ‖(tj/2)/2n0 ≤ ε/2. So, for n ≥ n0, we have
|DαTn(ϕ)(x)−Dαϕ(x)|
TαMα
≤ |1− θ(x/2n)| |D
αϕ(x)|
TαMα
+
∑
β≤α
β 6=0
(
α
β
)∣∣Dβθ(x/2n)∣∣ ∣∣Dα−βϕ(x)∣∣
2n|β|TαMα
≤ ε
2
+
‖θ‖(tj/2)‖ϕ‖(tj/2)
2n
≤ ε,
that is Tn − Id ∈ M(B, V ), for all n ≥ n0. Thus, Id belongs to the sequential closure of(
˙˜B{Mp}
)′ (
R
d
)⊗ ˙˜B{Mp} (Rd).
If E is a complete l.c.s., by proposition 2.2, proposition 1.4. of [8] and (1), we have the
following isomorphisms of l.c.s.
˙˜B{Mp} (Rd) εE ∼= Lǫ
((
˙˜B{Mp}
)′
c
(
R
d
)
, E
)
∼= Lǫ
(
E ′c,
˙˜B{Mp} (Rd)) ∼= ˙˜B{Mp}⊗ˆǫE. (2)
Let E be a complete l.c.s. Define the space ˙˜B{Mp} (Rd;E) as the space of all smooth
E−valued functions ϕ on Rd so that
i) for each continuous seminorm q of E and (tj) ∈ R there exists C > 0 such that
q(tj )(ϕ) = sup
α∈Nd
sup
x∈Rd
q
(
Dαϕ(x)
TαMα
)
,
ii) for every ε > 0, (tj) ∈ R and q a continuous seminorm on E, there exists K ⊂⊂ Rd
such that q
(
Dαϕ(x)
TαMα
)
≤ ε, for all α ∈ Nd and x ∈ Rd\K.
We equip ˙˜B{Mp} (Rd;E) with the locally convex topology generated by seminorms q(tj),
q are seminorms on E and (tj) ∈ R. This topology is obviously Hausdorff and hence,
˙˜B{Mp} (Rd;E) is a l.c.s.
Proposition 2.3.
˙˜B{Mp} (Rd;E) and ˙˜B{Mp} (Rd) εE, are isomorphic l.c.s.
9Proof. By (2), it is enough to prove that ˙˜B{Mp} (Rd;E) ∼= Lǫ
(
E ′c,
˙˜B{Mp} (Rd)). Let ϕ ∈
˙˜B{Mp} (Rd;E), e′ ∈ E ′ and ϕ˜e′(x) = 〈e′, ϕ(x)〉, x ∈ Rd. Clearly, ϕ˜e′ is smooth and Dαϕ˜e′ =
〈e′, Dαϕ〉. Let (tj) ∈ R and ε > 0. Then
|Dαϕ˜e′(x)|
TαMα
=
∣∣∣∣
〈
e′,
Dαϕ(x)
TαMα
〉∣∣∣∣ ≤ C1q
(
Dαϕ(x)
TαMα
)
≤ C1q(tj )(ϕ), α ∈ Nd, x ∈ Rd,
and there exists K ⊂⊂ Rd such that q (Dαϕ(x)/(TαMα)) ≤ ε/C1, for all α ∈ Nd and
x ∈ Rd\K. Similarly as above, one obtains that |Dαϕ˜e′(x)| /(TαMα) ≤ ε for all α ∈ Nd
and x ∈ Rd\K, i.e. ϕ˜e′ ∈ ˙˜B{Mp}
(
Rd
)
. Let ϕ ∈ ˙˜B{Mp} (Rd;E) and observe the mapping
Tϕ : E
′ −→ ˙˜B{Mp} (Rd), e′ 7→ Tϕ(e′) = ϕ˜e′ .
We prove that Tϕ ∈ L
(
E ′c,
˙˜B{Mp} (Rd)). Let A = {Dαϕ(x)
(TαMα
∣∣∣x ∈ Rd, α ∈ Nd}. We will
prove that A is precompact in E. Let U = {e ∈ E|q1(e) ≤ r, ..., qn(e) ≤ r} be a neigh-
borhood of zero in E. For the chosen r, (tj) and q1, ..., qn, there exists K ⊂⊂ Rd such
that ql (D
αϕ(x)/(TαMα)) ≤ r
2
, for all α ∈ Nd, x ∈ Rd\K and l = 1, ..., n. Moreover,
there exists C > 0 such that ql,(tj/2)(ϕ) ≤ C, for all l = 1, ..., n. Take s ∈ Z+ such that
1/2s ≤ r/(2C). Then, if |α| ≥ s, we have ql (Dαϕ(x)/(TαMα)) ≤ r
2
for all x ∈ Rd. The set
A′ =
{
Dαϕ(x)/(TαMα)
∣∣∣x ∈ K, |α| < s} is obviously compact in E. So, there exists a finite
subset B′0 of A
′ such that A′ ⊆ B′0+U . Take x1 ∈ K, x2 ∈ Rd\K and let β ∈ Nd be a fixed
d-tuple such that |β| > s. Consider the set B0 = B′0
⋃{
Dβϕ(x1)/(TβMβ), ϕ(x2)
} ⊆ A. If
|α| < s and x ∈ K, Dαϕ(x)/(TαMα) ∈ B0 + U . If |α| ≥ s and x ∈ K, we have
ql
(
Dαϕ(x)
TαMα
− D
βϕ(x1)
TβMβ
)
≤ ql
(
Dαϕ(x)
TαMα
)
+ ql
(
Dβϕ(x1)
TβMβ
)
≤ r, l = 1, ..., n.
Also, if x ∈ Rd\K and α ∈ Nd, we have
ql
(
Dαϕ(x)
TαMα
− ϕ(x2)
)
≤ ql
(
Dαϕ(x)
TαMα
)
+ ql (ϕ(x2)) ≤ r, l = 1, ..., n.
We obtain that A ⊆ B0 + U . Thus, A is precompact.
Let V =
{
ψ ∈ ˙˜B{Mp} (Rd) ∣∣‖ψ‖(tj) ≤ ε
}
be a neighborhood of zero in ˙˜B{Mp}. Because
A is precompact and E is complete l.c.s., A˜ - the closed convex circled hull of A is compact.
Let W =
(
1/εA˜
)◦
(◦ means the polar). Let e′ ∈ W . Then
|DαTϕ(e′)(x)|
TαMα
=
∣∣∣∣
〈
e′,
Dαϕ(x)
TαMα
〉∣∣∣∣ ≤ ε, α ∈ Nd, x ∈ Rd,
and the continuity of Tϕ follows.
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Now we prove that the topology of ˙˜B{Mp} (Rd;E) is the induced topology from Lǫ
(
E ′c,
˙˜B{Mp} (Rd))
when we consider it as a subspace of the latter by the injection ϕ 7→ Tϕ. Let M(B, V ) be
a neighborhood of zero in Lǫ
(
E ′c,
˙˜B{Mp} (Rd)), where V is as above and B is an equicon-
tinuous subset of E ′. Let U = {e ∈ E|q1(e) ≤ r, ..., qn(e) ≤ r} be a neighborhood of zero
in E such that |〈e′, e〉| ≤ ε, when e ∈ U and e′ ∈ B. Let
W =
{
ϕ ∈ ˙˜B{Mp} (Rd;E) ∣∣q1,(tj)(ϕ) ≤ r, ..., qn,(tj)(ϕ) ≤ r
}
.
Then, for ϕ ∈ W , D
αϕ(x)
TαMα
∈ U for all α ∈ Nd and x ∈ Rd. Hence, for e′ ∈ B,
|DαTϕ(e′)(x)| /(TαMα) ≤ ε, α ∈ Nd, x ∈ Rd, i.e. Tϕ ∈ M(B, V ), for all ϕ ∈ W .
Conversely, let W be a neighborhood of zero in ˙˜B{Mp} (Rd;E) given as above. Con-
sider U as above and B = U◦. If ϕ ∈ W and e′ ∈ B, then ‖Tϕ(e′)‖(tj) ≤ 1. Let
V =
{
ψ ∈ ˙˜B{Mp} (Rd;E) |‖ψ‖(tj) ≤ 1
}
and G˜ =M(B, V ) ∩
{
Tϕ|ϕ ∈ ˙˜B{Mp}
(
Rd;E
)}
. Let
Tϕ ∈ G˜. Then, for all e′ ∈ B, Tϕ(e′) ∈ V , i.e. ‖Tϕ(e′)‖(tj) ≤ 1. So, we have∣∣∣∣
〈
e′,
Dαϕ(x)
TαMα
〉∣∣∣∣ = |D
αTϕ(e
′)(x)|
TαMα
≤ 1, α ∈ Nd, x ∈ Rd, e′ ∈ B.
We obtain that, for all α ∈ Nd and x ∈ Rd, D
αϕ(x)
TαMα
∈ B◦ = U◦◦ = U . But this means that
ϕ ∈ W . Hence, we proved that ϕ 7→ Tϕ is a topological imbedding of ˙˜B{Mp}
(
Rd;E
)
into
Lǫ
(
E ′c,
˙˜B{Mp} (Rd)). It remains to prove that this mapping is a surjection. By theorem 1.12
of [8], ˙˜B{Mp} (Rd) εE ∼= Lǫ
(
E ′c,
˙˜B{Mp} (Rd)) is identified with the space of all f ∈ C (Rd;E)
such that:
i) for any e′ ∈ E ′, the function 〈e′, f(·)〉 is in ˙˜B{Mp} (Rd);
ii) for every equicontinuous set A′ in E ′, the set {〈e′, f(·)〉|e′ ∈ A′} is relatively compact
in ˙˜B{Mp} (Rd).
Every such f generates an operator L′ ∈ L
(
E ′c,
˙˜B{Mp} (Rd)) by L′(e′)(·) = f˜e′ = 〈e′, f(·)〉,
which gives the algebraic isomorphism between the space of all f ∈ C (Rd;E) which satisfy
the above conditions and L
(
E ′c,
˙˜B{Mp} (Rd)). We will prove that every such f belongs to
˙˜B{Mp} (Rd;E) and obtain the desired surjectivity. So, let f ∈ C (Rd;E) be a function that
satisfies the conditions i) and ii). By the above conditions, f˜e′ ∈ ˙˜B{Mp}
(
Rd
) ⊆ E{Mp} (Rd),
so, by theorem 3.10 of [8], we get that f ∈ E{Mp} (Rd;E). Hence f is smooth E-valued
and from the quoted theorem it follows that Dαf˜e′(x) = 〈e′, Dαf(x)〉. Let (tj) ∈ R. Then
∣∣∣∣
〈
e′,
Dαf(x)
TαMα
〉∣∣∣∣ =
∣∣∣Dαf˜e′(x)
∣∣∣
TαMα
≤
∥∥∥f˜e′
∥∥∥
(tj)
.
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So, the set
{
Dαf(x)
TαMα
∣∣∣α ∈ Nd, x ∈ Rd
}
is weakly bounded, hence it is bounded in E. Let q
be a continuous seminorm in E and U = {e ∈ E|q(e) ≤ ε} in E. There exists C > 0 such
that q (Dαf(x)/(TαMα)) ≤ C, for all α ∈ Nd and x ∈ Rd. Since A′ = W ◦ is equicontinuous
set in E ′,
{
f˜e′|e′ ∈ A′
}
is relatively compact in ˙˜B{Mp} (Rd). By lemma 2.2, for the chosen
(tj), there exists K ⊂⊂ Rd such that
∣∣∣Dαf˜e′(x)
∣∣∣ /(TαMα) ≤ 1, for all α ∈ Nd, x ∈ Rd\K
and e′ ∈ A′. We obtain that, for α ∈ Nd and x ∈ Rd\K, D
αf(x)
TαMα
∈ A′◦ = U◦◦ = U .
But then, q (Dαf(x)/(TαMα)) ≤ ε, for all α ∈ Nd and x ∈ Rd\K. We obtain that
f ∈ ˙˜B{Mp} (Rd;E).
Hence, if we take E = ˙˜B{Mp} (Rm), we get,
˙˜B{Mp}
(
R
d; ˙˜B{Mp} (Rm)
) ∼= ˙˜B{Mp} (Rd) ε ˙˜B{Mp} (Rm) ∼= ˙˜B{Mp} (Rd) ⊗ˆǫ ˙˜B{Mp} (Rm) . (3)
Proposition 2.4.
˙˜B{Mp} (Rd1+d2) ∼= ˙˜B{Mp} (Rd1) ⊗ˆǫ ˙˜B{Mp} (Rd2).
Proof. By (3) it is enough to prove ˙˜B{Mp} (Rd1+d2) ∼= ˙˜B{Mp} (Rd1 ; ˙˜B{Mp} (Rd2)). Let f ∈
˙˜B{Mp}
(
Rd1 ; ˙˜B{Mp} (Rd2)). Put ϕ(x, y) = f(x)(y), x ∈ Rd1 , y ∈ Rd2 . One can prove in a
standard way that ϕ is smooth on Rd1+d2 and that DαxD
β
yϕ(x, y) = D
β
y (D
α
xf(x)) (y) for
all α ∈ Nd1 , β ∈ Nd2 and (x, y) ∈ Rd1+d2 . Let (tj) ∈ R and α ∈ Nd1 , β ∈ Nd2 and
(x, y) ∈ Rd1+d2 . Then
∣∣DαxDβyϕ(x, y)∣∣
Tα+βMα+β
≤
∥∥∥∥D
αf(x)
TαMα
∥∥∥∥
(tj)
≤ sup
α∈Nd1
sup
x∈Rd1
∥∥∥∥D
αf(x)
TαMα
∥∥∥∥
(tj )
,
which is a seminorm in ˙˜B{Mp}
(
Rd1 ; ˙˜B{Mp} (Rd2)). Moreover, if ε > 0, then there exists
K1 ⊂⊂ Rd1 such that sup
α∈Nd1
sup
x∈Rd1\K1
∥∥∥∥D
αf(x)
TαMα
∥∥∥∥
(tj )
≤ ε. In the proof of proposition 2.3 we
proved that A =
{
Dαf(x)
TαMα
∣∣∣α ∈ Nd1 , x ∈ Rd1
}
is a precompact subset of ˙˜B{Mp} (Rd2). So,
by lemma 2.2, for the chosen (tj) and ε, there exists K2 ⊂⊂ Rd2such that
∣∣Dβy (Dαxf(x)) (y)∣∣
TαTβMαMβ
≤ ε, α ∈ Nd1 , β ∈ Nd2 , x ∈ Rd1 , y ∈ Rd2\K2.
Then ∣∣DαxDβyϕ(x, y)∣∣
Tα+βMα+β
≤ ε, (x, y) ∈ Rd1+d2\K,K = K1 ×K2, α ∈ Nd1 , β ∈ Nd2 .
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Hence, we obtained that ϕ ∈ ˙˜B{Mp} (Rd1+d2). and that the injection
f 7→ ϕ, ˙˜B{Mp}
(
R
d1 ; ˙˜B{Mp} (Rd2)) −→ ˙˜B{Mp} (Rd1+d2)
is continuous.
Now, let ϕ ∈ ˙˜B{Mp} (Rd1+d2). Let f be the mapping x 7→ f(x) = ϕ(x, ·), Rd1 −→
˙˜B{Mp} (Rd2). Again, by the standard arguments we have that f is a smooth mapping of
R
d1 into ˙˜B{Mp} (Rd2). Moreover, Dαf(x) = Dαxϕ(x, ·). Let (tj), (t˜j) ∈ R. By lemma 1.1,
we can choose (t′j) ∈ R such that t′j ≤ tj , t′j ≤ t˜j and T ′j+k ≤ 2j+kT ′jT ′k, for all j, k ∈ N.
Because ∣∣DαxDβyϕ(x, y)∣∣
TαT˜βMαMβ
≤ c0(2H)
|α|+|β|
∣∣DαxDβyϕ(x, y)∣∣
T ′α+βMα+β
≤ c0‖ϕ‖(t′j/(2H)),
for all α ∈ Nd1 , β ∈ Nd2 and (x, y) ∈ Rd1+d2 , we get
sup
α∈Nd1
sup
x∈Rd1
∥∥∥∥D
αf(x)
TαMα
∥∥∥∥
(t˜j)
≤ c0‖ϕ‖(t′j/(2H)).
Let (tj), (t˜j) ∈ R, ε > 0 be fixed and choose (t′j) ∈ R as above. Denote t′′j = t′j/(2H).
Then there exists K ⊂⊂ Rd1+d2 such that∣∣DαxDβyϕ(x, y)∣∣
T ′′α+βMα+β
≤ ε
c0
, α ∈ Nd1 , β ∈ Nd2 , (x, y) ∈ Rd1+d2\K.
Let K1 be the projection of K on R
d1 . Then K1 is a compact subset of R
d1 and if
x ∈ Rd1\K1 is fixed, by the above estimates, we have that
∥∥∥∥D
αf(x)
TαMα
∥∥∥∥
(t˜j )
≤ ε, for all
α ∈ Nd1 . Because x ∈ Rd1\K1 is arbitrary, it follows that f ∈ ˙˜B{Mp}
(
Rd1 ; ˙˜B{Mp} (Rd2)).
From the above estimates, it follows that the mapping ϕ 7→ f , ˙˜B{Mp} (Rd1+d2) −→
˙˜B{Mp}
(
Rd1 ; ˙˜B{Mp} (Rd2)), which is obviously injection, is continuous. Observe that the
composition in both directions of the two mappings defined above is the identity mapping.
So ˙˜B{Mp} (Rd1+d2) ∼= ˙˜B{Mp} (Rd1 ; ˙˜B{Mp} (Rd2)).
3 Existence of convolution of two Roumieu ultradis-
tributions
We follow in this subsection the ideas for the convolution of Schwartz distributions but
since in our case the topological properties are more delicate, the proofs are adequately
more complicate.
13
We define an alternative l.c. topology on D˜{Mp}L∞ such that its dual is algebraically
isomorphic to D˜′{Mp}L1 (c.f. [11] for the case of Schwartz distributions). Let g ∈ C0
(
Rd
)
(the
space of all continuous functions that vanish at infinity) and (tj) ∈ R. The seminorms
pg,(tj)(ϕ) = sup
α∈Nd
sup
x∈Rd
|g(x)Dαϕ(x)|
TαMα
, ϕ ∈ D˜{Mp}L∞
generate l.c. topology on D˜{Mp}L∞ and this space with this topology is denoted by ˜˜D{Mp}L∞ .
Note that the inclusions D˜{Mp}L∞ −→ ˜˜D{Mp}L∞ and D{Mp} −→ ˜˜D{Mp}L∞ −→ E{Mp} are continuous.
Lemma 3.1. Let P (D) =
∑
α cαD
α be an ultradifferential operator of class {Mp}. Then
P (D) is a continuous mapping from ˜˜D{Mp}L∞ to ˜˜D{Mp}L∞ .
Proof. We know that cα are constants such that for every L > 0 there exists C > 0 such
that sup
α
|cα|Mα/L|α| ≤ C. So, by lemma 3.4 of [8], there exists (rj) ∈ R and C1 > 0 such
that sup
α
|cα|RαMα ≤ C1. Let g ∈ C0 and (tj) ∈ R. Take (s′j) ∈ R such that s′j ≤ rj and
s′j ≤ tj (Sk ≤ Tk, Sk ≤ Rk). By lemma 1.1, there exists (sj) ∈ R such that sj ≤ s′j and
Sj+k ≤ 2j+kSjSk, for all j, k ∈ N. Then, for ϕ ∈ ˜˜D{Mp}L∞ , we have|g(x)Dα (P (D)ϕ(x))|
TαMα
≤
∑
β
|cβ|
∣∣g(x)Dα+βϕ(x)∣∣
TαMα
≤ C1pg,(sj/(4H))(ϕ)
∑
β
Sα+βMα+β
(4H)|α|+|β|TαRβMαMβ
≤ c0C1pg,(sj/(4H))(ϕ)
∑
β
SαSβ
2|α|+|β|TαRβ
≤ C2pg,(sj/(4H))(ϕ), α ∈ Nd, x ∈ Rd.
Note that we can perform the same calculations as above without g, from what it will
follow that P (D) is well defined mapping from ˜˜D{Mp}L∞ into ˜˜D{Mp}L∞ and by the above, it is
continuous.
Denote by
(
˜˜D{Mp}L∞
)′
the strong dual of ˜˜D{Mp}L∞ . By the use of cutoff functions one
obtains the next lemma.
Lemma 3.2. D{Mp} is sequentially dense in ˜˜D{Mp}L∞ . In particular, the inclusion
(
˜˜D{Mp}L∞
)′
−→
D′{Mp} is continuous.
Lemma 3.3. The bilinear mapping (ϕ, ψ) 7→ ϕψ, ˜˜D{Mp}L∞ × ˜˜D{Mp}L∞ −→ ˜˜D{Mp}L∞ is continuous.
Proof. Let g ∈ C0 and (tj) ∈ R. Obviously, g˜(x) =
√|g(x)| ∈ C0. Let ϕ, ψ ∈ ˜˜D{Mp}L∞ . Then
|g(x)Dα (ϕ(x)ψ(x))|
2αTαMα
≤ 1
2α
∑
β≤α
(
α
β
) |g(x)| ∣∣Dβϕ(x)∣∣ ∣∣Dα−βψ(x)∣∣
TαMα
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≤ Cpg˜,(tj/2)(ϕ)pg˜,(tj/2)(ψ), x ∈ Rd, α ∈ Nd.
Proposition 3.1. The sets D˜′{Mp}L1 and
(
˜˜D{Mp}L∞
)′
are equal and the inclusion
(
˜˜D{Mp}L∞
)′
−→
D˜′{Mp}L1 is continuous.
Proof. Since, ˙˜B{Mp} is continuously and densely injected in ˜˜D{Mp}L∞ , it follows that the
injection
(
˜˜D{Mp}L∞
)′
−→ D˜′{Mp}L1 is continuous. Let T ∈ D˜′{Mp}L1 . Then, by theorem 1 of [13],
there exist an ultradifferential operator P (D), of class {Mp} and F1, F2 ∈ L1 such that
T = P (D)F1 + F2. Let ϕ ∈ D{Mp}. Then
|〈P (D)F1, ϕ〉| = |〈F1, P (−D)ϕ〉| =
∣∣∣∣
∫
Rd
F1(x)P (−D)ϕ(x)dx
∣∣∣∣ .
Because F1 ∈ L1 ⊆ M1 (integrable measures), by proposition 1.2.1. of [11], there exists
g1 ∈ C0 such that
∣∣∣∣
∫
Rd
F1(x)f(x)dx
∣∣∣∣ ≤ ‖fg1‖L∞ , for all f ∈ BC (BC is the space of
continuous bounded functions on Rd). Let (tj) ∈ R. We obtain, by lemma 3.1, that for
some g˜1 ∈ C0, (t′j) ∈ R and C1 > 0,
|〈P (D)F1, ϕ〉| ≤ ‖g1P (−D)ϕ‖L∞ ≤ pg1,(tj)(P (−D)ϕ) ≤ C1pg˜1,(t′j)(ϕ).
Similarly, there exist g˜2 ∈ C0, (t′′j ) ∈ R and C2 > 0 such that |〈F2, ϕ〉| ≤ C2pg˜2,(t′′j )(ϕ), for
all ϕ ∈ D{Mp}. By lemma 3.2, T ∈
(
˜˜D{Mp}L∞
)′
.
Lemma 3.4. Let S, T ∈ D′{Mp} (Rd) are such that, for every ϕ ∈ D{Mp} (Rd), (S⊗T )ϕ∆ ∈
D˜′{Mp}L1
(
R2d
)
. Then F : D{Mp} (Rd) −→ ( ˜˜D{Mp}L∞
)′ (
R2d
)
defined by F (ϕ) = (S ⊗ T )ϕ∆ is
linear and continuous.
Proof. By proposition 3.1, (S⊗T )ϕ∆ ∈
(
˜˜D{Mp}L∞
)′ (
R
2d
)
for every ϕ ∈ D{Mp} (Rd). Because
D{Mp} is bornologic, it is enough to prove that F maps bounded sets into bounded sets.
Let B be a bounded set in D{Mp} (Rd). Then, there exist K ⊂⊂ Rd and h > 0 such that
B ⊆ D{Mp},hK and B is bounded there. It is obvious that, without losing generality, we can
assume that K = KRd(0, q), for some q > 0. Take χ ∈ D{Mp} such that χ = 1 on K and
0 outside some bounded neighborhood of K. Then, for ϕ ∈ B and ψ ∈ ˜˜D{Mp}L∞
(
R2d
)
, we
have
〈
(S ⊗ T )ϕ∆, ψ〉 = 〈(S ⊗ T )χ∆ϕ∆, ψ〉 = 〈(S ⊗ T )χ∆, ϕ∆ψ〉 ,
where, in the last equality, we used that (S⊗T )χ∆ ∈
(
˜˜D{Mp}L∞
)′ (
R2d
)
and ϕ∆ ∈ ˜˜D{Mp}L∞
(
R2d
)
when ϕ ∈ D{Mp} (Rd). Let ψ ∈ B1 for some bounded set B1 in ˜˜D{Mp}L∞ (R2d). Let g ∈
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C0
(
R2d
)
and (tj) ∈ R. Then, for ϕ ∈ B and ψ ∈ B1, we have∣∣g(x, y)DαxDβy (ϕ∆(x, y)ψ(x, y))∣∣
Tα+βMα+β
≤
∑
γ≤α
δ≤β
(
α
γ
)(
β
δ
) |g(x, y)| ∣∣Dγ+δϕ(x+ y)∣∣ ∣∣Dα−γx Dβ−δy ψ(x, y)∣∣
Tα+βMα+β
≤ pK,h(ϕ)pg,(tj/2)(ψ)
∑
γ≤α
δ≤β
(
α
γ
)(
β
δ
)
(2h)|γ|+|δ|
2|α|+|β|Tγ+δ
≤ CpK,h(ϕ)pg,(tj/2)(ψ).
Since pK,h(ϕ) and pg,(tj/2)(ψ) are bounded when ϕ ∈ B and ψ ∈ B1, the set{
θ ∈ ˜˜D{Mp}L∞
(
R2d
) |θ = ϕ∆ψ, ϕ ∈ B, ψ ∈ B1
}
is bounded in ˜˜D{Mp}L∞
(
R2d
)
. This implies that〈
(S ⊗ T )ϕ∆, ψ〉 = 〈(S ⊗ T )χ∆, ϕ∆ψ〉 is bounded, for ϕ ∈ B and ψ ∈ B1. Thus, F (ϕ) =
(S ⊗ T )ϕ∆, ϕ ∈ B is bounded.
Definition 3.1. Let S, T ∈ D′{Mp} (Rd) are such that for every ϕ ∈ D{Mp} (Rd), (S ⊗
T )ϕ∆ ∈ D˜′{Mp}L1
(
R2d
)
. Define the convolution of S and T , S ∗ T ∈ D′{Mp} (Rd), by
〈S ∗ T, ϕ〉 = ( ˜˜D{Mp}
L∞
)′
〈
(S ⊗ T )ϕ∆, 1〉 ˜˜D{Mp}
L∞
; (1(x) = 1 ∈ ˜˜D{Mp}L∞ ).
For every a > 0, define the space B˙{Mp}a =
{
ϕ ∈ ˙˜B{Mp} (R2d) |suppϕ ⊆ ∆a
}
, where
∆a =
{
(x, y) ∈ R2d||x+ y| ≤ a}. With the seminorms ‖ϕ‖(tj) (now over R2d), B˙{Mp}a be-
comes a l.c.s. Define the space B˙{Mp}∆ = lim−→
a→∞
B˙{Mp}a , where the inductive limit is strict;
B˙{Mp}∆ is a l.c.s. because we have a continuous inclusion B˙{Mp}∆ −→ E{Mp}.
Lemma 3.5. Let a > 0. Then D{Mp}∆a
(
R2d
)
=
{
ϕ ∈ D{Mp} (R2d) |suppϕ ⊆ ∆a} is sequen-
tially dense in B˙{Mp}a .
Proof. Let ϕ ∈ B˙{Mp}a . Take χ ∈ D{Mp}
(
R2d
)
such that χ(x, y) = 1 on KR2d(0, 1) and
χ(x, y) = 0 out of KR2d(0, 2). For n ∈ Z+, put χn(x, y) = χ(x/n, y/n). Then ϕn = χnϕ ∈
D{Mp}∆a
(
R2d
)
for all n ∈ Z+. Let (tj) ∈ R. We have∣∣DαxDβyϕ(x, y)−DαxDβyϕn(x, y)∣∣
Tα+βMα+β
≤ |1− χ(x/n, y/n)|
∣∣DαxDβyϕ(x, y)∣∣
Tα+βMα+β
+
∑
γ≤α
δ≤β
γ+δ 6=0
(
α
γ
)(
β
δ
)∣∣DγxDδyχ(x/n, y/n)∣∣ ∣∣Dα−γx Dβ−δy ϕ(x, y)∣∣
n|γ|+|δ|Tα+βMα+β
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≤ |1− χ(x/n, y/n)|
∣∣DαxDβyϕ(x, y)∣∣
Tα+βMα+β
+
C1C2‖ϕ‖(tj/2)
n
By lemma 1.2 and by the way we chose χ, it follows that the above two terms tend to zero
uniformly in (x, y) ∈ R2d and α, β ∈ Nd when n→∞.
Because D{Mp} (R2d) = ⋃
a∈R+
D{Mp}∆a
(
R
2d
)
, by lemma 3.5, it follows that D{Mp} (R2d) is
dense in B˙{Mp}∆ . Moreover, one easily checks that the inclusions B˙{Mp}∆ −→ E{Mp}
(
R2d
)
and
D{Mp} (R2d) −→ B˙{Mp}∆ are continuous, hence, the inclusion
(
B˙{Mp}∆
)′
−→ D′{Mp} (R2d) is
continuous (
(
B˙{Mp}∆
)′
is the strong dual of B˙{Mp}∆ ).
Theorem 3.1. Let S, T ∈ D′{Mp} (Rd). The following statements are equivalent:
i) the convolution of S and T exists;
ii) S ⊗ T ∈
(
B˙{Mp}∆
)′
;
iii) for all ϕ ∈ D{Mp} (Rd), (ϕ ∗ Sˇ)T ∈ D˜′{Mp}L1 (Rd) and for every compact subset K
of Rd, (ϕ, χ) 7→ 〈(ϕ ∗ Sˇ)T, χ〉, D{Mp}K × ˙˜B{Mp} (Rd) −→ C, is a continuous bilinear
mapping;
iv) for all ϕ ∈ D{Mp} (Rd), (ϕ ∗ Tˇ )S ∈ D˜′{Mp}L1 (Rd) and for every compact subset K
of Rd, (ϕ, χ) 7→ 〈(ϕ ∗ Tˇ )S, χ〉, D{Mp}K × ˙˜B{Mp} (Rd) −→ C, is a continuous bilinear
mapping;
v) for all ϕ, ψ ∈ D{Mp} (Rd), (ϕ ∗ Sˇ) (ψ ∗ T ) ∈ L1 (Rd).
Proof. i)⇒ ii). Let a > 0. Choose ϕ ∈ D{Mp} (Rd) such that ϕ = 1 onKRd(0, a) and ϕ = 0
on the complement of some bounded neighborhood of this set. Then, there exist (tj) ∈ R
and C > 0 such that
∣∣〈(S ⊗ T )ϕ∆, ψ〉∣∣ ≤ C‖ψ‖(tj) for all ψ ∈ D{Mp}∆a (R2d) ⊆ ˙˜B{Mp} (R2d).
Since
〈
(S ⊗ T )ϕ∆, ψ〉 = 〈S ⊗ T, ϕ∆ψ〉 = 〈S ⊗ T, ψ〉 , it follows that |〈S ⊗ T, ψ〉| ≤ C‖ψ‖(tj)
for all ψ ∈ D{Mp}∆a
(
R2d
)
. By lemma 3.5, it follows that S⊗T is a continuous linear mapping
from B˙{Mp}a to C. Hence S ⊗ T ∈
(
B˙{Mp}∆
)′
.
ii)⇒ i). Let ϕ ∈ D{Mp} (Rd) with support in KRd(0, a) for some a > 0. Then, for that
a, there exist (tj) ∈ R and C > 0 such that |〈S ⊗ T, ψ〉| ≤ C‖ψ‖(tj) for all ψ ∈ B˙{Mp}a . Let
ψ ∈ D{Mp} (R2d). Then ϕ∆ψ ∈ D{Mp}∆a ⊆ B˙{Mp}a and by lemma 1.3
∣∣〈(S ⊗ T )ϕ∆, ψ〉∣∣ = ∣∣〈S ⊗ T, ϕ∆ψ〉∣∣ ≤ C ∥∥ϕ∆ψ∥∥
(tj)
≤ C˜ ‖ψ‖(t′j) ,
17
for some (t′j) ∈ R and C˜ > 0 that depend on ϕ and (tj). Thus, (S ⊗ T )ϕ∆ ∈ D˜′{Mp}L1 .
ii) ⇒ iii). Let F and K1 be compact subsets of Rd. Take K to be a compact set in Rd
such that F ⊂⊂ intK and let ϕ ∈ D{Mp}K1 , ψ ∈ D
{Mp}
K and χ ∈ D{Mp}
(
Rd
)
. Then
〈((
ϕ ∗ Sˇ)T ) ∗ ψ, χ〉 = 〈S ⊗ T, ϕ(x+ y) (ψˇ ∗ χ) (y)〉 .
There exists a > 0 such that suppϕ∆(x, y)
(
ψˇ ∗ χ) (y) ⊆ ∆a, for all ϕ ∈ D{Mp}K1 , ψ ∈ D{Mp}K
and χ ∈ D{Mp} (Rd). Then, for that a, there exist (tj) ∈ R and C1 > 0 such that
|〈S ⊗ T, θ〉| ≤ C1‖θ‖(tj) for all θ ∈ B˙{Mp}a . So we obtain∣∣〈((ϕ ∗ Sˇ)T ) ∗ ψ, χ〉∣∣ = C1 ∥∥ϕ∆(x, y) (ψˇ ∗ χ) (y)∥∥(tj ) .
We have∣∣DαxDβy (ϕ∆(x, y) (ψˇ ∗ χ) (y))∣∣
Tα+βMα+β
≤
∑
δ≤β
(
β
δ
)∣∣Dα+β−δϕ(x+ y)∣∣ ∣∣Dδ (ψˇ ∗ χ) (y)∣∣
Tα+βMα+β
≤ ‖ϕ‖(tj/2)
∑
δ≤β
(
β
δ
)∣∣Dδ (ψˇ ∗ χ) (y)∣∣
2|α|+|β|−|δ|TδMδ
≤ |K|‖ϕ‖(tj/2)‖ψ‖(tj/2)‖χ‖L∞ .
Hence
∣∣〈((ϕ ∗ Sˇ)T ) ∗ ψ, χ〉∣∣ ≤ C1|K|‖ϕ‖(tj/2)‖ψ‖(tj/2)‖χ‖L∞ , for all ϕ ∈ D{Mp}K1 , ψ ∈
D{Mp}K and χ ∈ D{Mp}
(
Rd
)
. Thus,
((
ϕ ∗ Sˇ) T ) ∗ ψ ∈ M1. Since ((ϕ ∗ Sˇ) T ) ∗ ψ ∈
E{Mp} (Rd), it follows that ((ϕ ∗ Sˇ)T ) ∗ ψ ∈ L1. Let ϕ ∈ D{Mp}K1 be fixed. Then the map-
ping ψ 7→ ((ϕ ∗ Sˇ)T ) ∗ ψ, D{Mp}K −→ D′{Mp} is continuous and has a closed graph. Since((
ϕ ∗ Sˇ)T ) ∗ ψ ∈ L1 and if we consider the above mapping from D{Mp}K to L1, it has a
closed graph and so, it is continuous. (L1 is a (B) - space and D{Mp}K is a (DFS) - space.)
Hence, there exist (rj) ∈ R and C1 > 0 such that∥∥((ϕ ∗ Sˇ)T ) ∗ ψ∥∥
L1
≤ C1‖ψ‖K,(rj). (4)
By lemma 1.1, we can assume, without losing generality, that (rj) is such that Rj+k ≤
2j+kRjRk, for all j, k ∈ N. Let r′j = rj/(2H) and θ ∈ DMpF,(r′j). Then, there exist ψn ∈ D
{Mp}
K ,
n ∈ Z+ such that ψn −→ θ in DMpK,(rj). The mapping θ 7→
((
ϕ ∗ Sˇ)T )∗θ, DMpK,(rj) −→ D′{Mp}
is continuous. So, if ψn ∈ D{Mp}K tends to θ ∈ DMpF,(r′j) in the topology of D
Mp
K,(rj)
then((
ϕ ∗ Sˇ)T ) ∗ ψn −→ ((ϕ ∗ Sˇ)T ) ∗ θ in D′{Mp}. By (4), we have ∥∥((ϕ ∗ Sˇ) T ) ∗ ψn∥∥L1 ≤
C1‖ψn‖K,(rj). So,
((
ϕ ∗ Sˇ)T )∗ψn is a Cauchy sequence in L1, hence it must be convergent
and it must converge to
((
ϕ ∗ Sˇ)T ) ∗ θ, because it converge to that ultradistribution in
D′{Mp}. Consequently, ((ϕ ∗ Sˇ) T ) ∗ θ ∈ L1 for all θ ∈ DMpF,(r′j) and if we let n −→ ∞
in the last inequality, we get
∥∥((ϕ ∗ Sˇ)T ) ∗ θ∥∥
L1
≤ C1‖θ‖K,(rj), for all θ ∈ DMpF,(r′j). By
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corollary 1 of [13], it follows that
(
ϕ ∗ Sˇ) T ∈ D˜′{Mp}L1 . Now, we prove that the mapping
(ϕ, χ) 7→ 〈(ϕ ∗ Sˇ)T, χ〉, D{Mp}K (Rd)× ˙˜B{Mp} (Rd) −→ C, is continuous, for every compact
set K. There exists a > 0 such that K ⊂⊂Rd (0, a). Take θ ∈ D{Mp} such that θ = 1 on
KRd(0, a) and θ = 0 on the complement of some bounded neighborhood of this ball. Then
ϕ∆θ∆ = ϕ∆ for all ϕ ∈ D{Mp}K . Let ϕ ∈ D{Mp}K and χ, ψn ∈ D{Mp}, n ∈ Z+, such that
ψn −→ δ, when n tends to infinity, in E ′{Mp}. Then〈(
ϕ ∗ Sˇ)T, χ〉 = lim
n→∞
〈((
ϕ ∗ Sˇ)T ) ∗ ψn, χ〉
= lim
n→∞
〈
S ⊗ T, ϕ∆(x, y) (ψˇn ∗ χ) (y)〉 = 〈S ⊗ T, ϕ∆(x, y)χ(y)〉
=
〈
S ⊗ T, ϕ∆(x, y)θ∆(x, y)χ(y)〉 = 〈(S ⊗ T )ϕ∆, 1x ⊗ χ(y)〉 ,
where the last tow terms are in the sense of the duality
〈
˜˜D{Mp}L∞ ,
(
˜˜D{Mp}L∞
)′〉
. Now, let
χ ∈ ˙˜B{Mp} (Rd) and take ψ ∈ D{Mp} (Rd) such that ψ = 1 on KRd(0, 1) and ψ = 0 out
of KRd(0, 2). Put ψn(x) = ψ(x/n), n ∈ Z+, and χn(x) = ψn(x)χ(x). Then, one eas-
ily checks that 1x ⊗ χn(y) −→ 1x ⊗ χ(y) in ˜˜D{Mp}L∞
(
R2d
)
, n −→ ∞. Because (ϕ ∗ Sˇ)T ∈(
˜˜D{Mp}L∞
)′ (
Rd
)
= D˜′{Mp}L1
(
Rd
)
and (S⊗T )ϕ∆ ∈
(
˜˜D{Mp}L∞
)′ (
R2d
)
= D˜′{Mp}L1
(
R2d
)
(c.f. propo-
sition 3.1), we have
〈(
ϕ ∗ Sˇ) T, χ〉 = lim
n→∞
〈(
ϕ ∗ Sˇ)T, χn〉 = lim
n→∞
〈
(S ⊗ T )ϕ∆, 1x ⊗ χn(y)
〉
=
〈
(S ⊗ T )ϕ∆, 1x ⊗ χ(y)
〉
, ϕ ∈ D{Mp}K , χ ∈ ˙˜B{Mp}
(
R
d
)
.
Also (S⊗T )θ∆ ∈
(
˜˜D{Mp}L∞
)′ (
R2d
)
and by the construction of θ, (S⊗T )θ∆ϕ∆ = (S⊗T )ϕ∆.
Hence
〈(
ϕ ∗ Sˇ)T, χ〉 = 〈(S ⊗ T )θ∆, ϕ∆(x, y)χ(y)〉 , ϕ ∈ D{Mp}K , χ ∈ ˙˜B{Mp} (Rd) . (5)
Since the bilinear mapping
(ϕ(x), χ(y)) 7→ ϕ∆(x, y)χ(y),D{Mp}K × ˙˜B{Mp}
(
R
d
) −→ ˜˜D{Mp}L∞ (R2d)
is continuous and (S ⊗ T )θ∆ ∈
(
˜˜D{Mp}L∞
)′ (
R2d
)
, it follows that the bilinear mapping
(ϕ(x), χ(y)) 7→ 〈(S ⊗ T )θ∆, ϕ∆(x, y)χ(y)〉 ,D{Mp}K × ˙˜B{Mp} (Rd) −→ C
is continuous. Hence, by (5), we obtain the desired continuity.
ii)⇒ iv) The proof is analogous to ii)⇒ iii).
ii)⇒ v). Let K ⊂⊂ Rd and let ϕ, ψ ∈ D{Mp}K , χ ∈ D{Mp}. Then〈(
ϕ ∗ Sˇ) (ψ ∗ T ), χ〉 = 〈〈S(x), ϕ(x+ t)〉〈T (y), ψ(t− y)〉, χ(t)〉
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= 〈((S ⊗ T )(x, y))⊗ 1t, ϕ(x+ t)ψ(t− y)χ(t)〉
=
〈
(S ⊗ T )(x, y),
∫
Rd
ϕ(x+ t)ψ(t− y)χ(t)dt
〉
.
Let θ(x, y) =
∫
Rd
ϕ(x + t)ψ(t − y)χ(t)dt. Let a > 0 be such that K ⊂⊂ KRd(0, a). One
prove that supp θ ⊆ ∆2a. Now, because ϕ, ψ ∈ D{Mp}K , there exist h1, h2, C1, C2 > 0 such
that |Dαϕ(x)| ≤ C1h|α|1 Mα and |Dαψ(x)| ≤ C2h|α|2 Mα. Let (tj) ∈ R. We have∣∣DαxDβy θ(x, y)∣∣
Tα+βMα+β
≤
∫
Rd
|Dαϕ(x+ t)| ∣∣Dβψ(t− y)∣∣ |χ(t)|
Tα+βMα+β
dt
≤ ‖χ‖L∞
∫
K
|Dαϕ(x+ y + t)| ∣∣Dβψ(t)∣∣
Tα+βMα+β
dt ≤ C1C2C3|K|‖χ‖L∞ .
It follows that the mapping χ 7→
∫
Rd
ϕ(x+t)ψ(t−y)χ(t)dt, C0
(
Rd
) −→ B˙{Mp}2a is continuous,
i.e. this mapping is continuous as a mapping from C0
(
Rd
)
to B˙{Mp}∆ . But, S⊗T ∈
(
B˙{Mp}∆
)′
,
so the mapping
χ 7→
〈
(S ⊗ T )(x, y),
∫
Rd
ϕ(x+ t)ψ(t− y)χ(t)dt
〉
, C0
(
R
d
) −→ C,
is continuous. Since
(
ϕ ∗ Sˇ) (ψ ∗ T ) ∈ M1 and it belongs to E{Mp}, it follows (ϕ ∗ Sˇ) (ψ ∗
T ) ∈ L1.
iii) ⇒ i). Let ϕ ∈ D{Mp} (Rd) and let K ⊂⊂ Rd such that suppϕ ⊂⊂ intK.
By the assumption, the bilinear mapping G : D{Mp}K × ˙˜B{Mp}
(
Rd
) −→ C, G(ψ, χ) =〈(
(ψϕ) ∗ Sˇ) T, χ〉, is continuous. Hence G extends to a linear continuous mapping, Gˆ,
on the completion of the tensor product D{Mp}K ⊗ˆ ˙˜B{Mp}
(
Rd
)
(D{Mp}K is nuclear and the π
topology coincides with the ǫ topology). Let θ ∈ D{Mp}K be a function such that θ = 1 on
suppϕ. Then, the mapping F : ˙˜B{Mp} (Rd) −→ D{Mp}K , F (χ) = θχ is continuous. So, the
mapping
F ⊗ǫ Id : ˙˜B{Mp}
(
R
d
)⊗ǫ ˙˜B{Mp} (Rd) −→ D{Mp}K ⊗ǫ ˙˜B{Mp} (Rd)
is continuous and by proposition 2.4, we have the continuous extension F ⊗ˆǫId : ˙˜B{Mp}
(
R2d
) −→
D{Mp}K ⊗ˆǫ ˙˜B{Mp}
(
Rd
)
. Thus, we have the continuous mapping
G˜ : ˙˜B{Mp} (R2d) F ⊗ˆǫId−−−−→ D{Mp}K ⊗ˆǫ ˙˜B{Mp} (Rd) Gˆ−→ C,
i.e. G˜ ∈ D˜′{Mp}L1
(
R2d
)
. For ψ, χ ∈ D{Mp} (Rd),
G˜(ψ ⊗ χ) = Gˆ (F (ψ)⊗ χ) = G(θψ, χ) = 〈((θψϕ) ∗ Sˇ)T, χ〉
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= 〈(S ⊗ T )ϕ∆, ψ(x+ y)χ(y)〉.
Let Θ be the linear transformation Θ(x, y) = (x + y, y) and denote by Θ˜ the linear
operator Θ˜f(x′, y′) = f ◦ Θ(x, y) = f(x + y, y). It is obviously an isomorphism of
D{Mp} (R2d) and of ˙˜B{Mp} (R2d), hence, the transposed mapping tΘ˜ is an isomorphism
of D′{Mp} (R2d) and of D˜′{Mp}L1 (R2d). It follows that G˜(ψ⊗χ) =
〈
(S ⊗ T )ϕ∆, Θ˜(ψ ⊗ χ)
〉
=〈
tΘ˜
(
(S ⊗ T )ϕ∆) , ψ ⊗ χ〉. Because D{Mp} (Rd)⊗D{Mp} (Rd) is dense in D{Mp} (R2d), G˜ =
tΘ˜
(
(S ⊗ T )ϕ∆) in D′{Mp} (R2d). G˜ ∈ D˜′{Mp}L1 (R2d), so tΘ˜ ((S ⊗ T )ϕ∆) ∈ D˜′{Mp}L1 (R2d), i.e.
(S ⊗ T )ϕ∆ ∈ D˜′{Mp}L1
(
R
2d
)
.
iv)⇒ i) The proof is analogous to the previous one.
v)⇒ i). Let K and K1 be compact subsets of Rd such that K1 ⊂⊂ intK and both sat-
isfy the cone property (for the definition of the cone property see [7], p. 614). Observe the
mapping G : D{Mp}K × D{Mp}K −→ M1, G(ϕ, ψ) =
(
ϕ ∗ Sˇ) (ψ ∗ T ). Note that the mapping
ϕ 7→ (ϕ ∗ Sˇ) (ψ ∗ T ) is continuous from D{Mp}K to D′{Mp} and hence, it has a closed graph.
BecauseM1 is a (B) - space and D{Mp}K is a (DFS) - space, from the closed graph theorem,
it follows that G is separately continuous in ϕ and similarly in ψ. D{Mp}K is a (DFS) -
space, hence G is continuous. It can be extended to a continuous mapping, Gˆ, on the
completion of the tensor product D{Mp}K ⊗ˆD{Mp}K . Since D{Mp}K ⊗ˆD{Mp}K ∼= D{Mp}K×K (theorem
2.1. of [7]), the mapping D{Mp}K×K ×C0
(
Rd
) −→ C, (f, θ) 7→ 〈Gˆ(f), θ〉, is continuous because
it is the composition of the mappings
D{Mp}K×K × C0
(
R
d
) Gˆ×Id−−−→M1 (Rd)× C0 (Rd) 〈·,·〉−−→ C,
where the last mapping is the duality of C0 and M1. Hence, the mapping D{Mp}K×K ×
˙˜B{Mp} (Rd) −→ C, (f, χ) 7→ 〈Gˆ(f), χ〉, is continuous. So, this mapping can be extended to
G˜ on the completion of the tensor product D{Mp}K×K⊗ˆ ˙˜B{Mp}. Take θ ∈ D{Mp}K such that θ = 1
onK1 and put θ1(x) = θ(x) and θ2(y) = θ(y). Because ψ 7→ θ1θ2ψ, ˙˜B{Mp}
(
R
2d
) −→ D{Mp}K×K,
is continuous, the mapping ψ ⊗ ϕ 7→ θ1θ2ψ ⊗ ϕ, ˙˜B{Mp}
(
R2d
)⊗ǫ ˙˜B{Mp} (Rd) −→ D{Mp}K×K ⊗ǫ
˙˜B{Mp} (Rd) is continuous and it extends to a continuous mapping V on the completion of
these spaces. By proposition 2.4, the composition G˜ ◦V is continuous from ˙˜B{Mp} (R3d) to
C. That means that there exist (tj) ∈ R and C1 > 0 such that
∣∣∣G˜ ◦ V (f)∣∣∣ ≤ C1‖f‖(tj), for
all f ∈ ˙˜B{Mp} (R3d). Let ϕ, ψ, χ ∈ D{Mp} (Rd), then
G˜ ◦ V (ϕ⊗ ψ ⊗ χ) = G˜(θ1ϕ⊗ θ2ψ ⊗ χ) =
〈(
(θ1ϕ) ∗ Sˇ
)
((θ2ψ) ∗ T ), χ
〉
= 〈(S(x)⊗ T (y))⊗ 1t, θ1(x+ t)ϕ(x+ t)θ2(t− y)ψ(t− y)χ(t)〉.
By nuclearity and theorem 2.1. of [7], we have continuous dense inclusions(D{Mp} (Rd)⊗D{Mp} (Rd))⊗D{Mp} (Rd) −→ D{Mp} (R3d) .
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So, for ϕ˜ ∈ D{Mp} (R3d), there exists a net ϕ˜ν ∈ (D{Mp} (Rd)⊗D{Mp} (Rd))⊗D{Mp} (Rd)
such that ϕ˜ν −→ ϕ˜ in D{Mp}
(
R
3d
)
. But then the convergence holds in ˙˜B{Mp} (R3d) and,
for ϕ˜ ∈ D{Mp} (R3d) ,
G˜ ◦ V (ϕ˜) = 〈(S(x)⊗ T (y))⊗ 1t, θ1(x+ t)θ2(t− y)ϕ˜(x+ t, t− y, t)〉.
Let ϕ ∈ D{Mp} (Rd), K1 = KRd(0, a), where a > 0 is such that suppϕ ⊂⊂ intK1. Let
K = KRd(0, a + 2) and K
′ = KRd(0, a + 1). Choose θ ∈ D{Mp}
(
Rd
)
to be equal to 1
on K ′ and has a support in intK. Take µ ∈ D{Mp} (Rd) with support in the open unit
ball and
∫
Rd
µ(x)dx = 1. Let χ ∈ D{Mp} (R2d) be arbitrary and consider the function
f(x, y, t) = ϕ(x− y)χ(x− t, t− y)µ(x). Obviously f ∈ D{Mp} (R3d) and
G˜ ◦ V (f) = 〈(S(x)⊗ T (y))⊗ 1t, θ1(x+ t)θ2(t− y)f(x+ t, t− y, t)〉
= 〈(S(x)⊗ T (y))⊗ 1t, θ1(x+ t)θ2(t− y)ϕ(x+ y)χ(x, y)µ(x+ t)〉.
By construction θ1(x+ t)µ(x+ t) = µ(x+ t), for all x, t ∈ Rd. Let x, y, t ∈ Rd are such that
ϕ(x+y)µ(x+ t) 6= 0. Then |x+y| < a and |x+ t| < 1. So, |t−y| ≤ |x+y|+ |x+ t| < a+1,
hence θ2(t− y) = 1. We have
G˜ ◦ V (f) = 〈(S(x)⊗ T (y))⊗ 1t, ϕ(x+ y)χ(x, y)µ(x+ t)〉
=
〈
S(x)⊗ T (y), ϕ(x+ y)χ(x, y)
∫
Rd
µ(x+ t)dt
〉
=
〈
(S(x)⊗ T (y))ϕ∆(x, y), χ(x, y)〉 .
One easily obtains the following estimate for the derivatives of f :
∣∣DαxDβyDγt f(x, y, t)∣∣
Tα+β+γMα+β+γ
≤ ‖ϕ‖(tj/4)‖µ‖(tj/4)‖χ‖(tj/4).
Hence, ∣∣〈(S(x)⊗ T (y))ϕ∆(x, y), χ(x, y)〉∣∣ = ∣∣∣G˜ ◦ V (f)∣∣∣ ≤ C1‖f‖(tj)
≤ C1‖ϕ‖(tj/4)‖µ‖(tj/4)‖χ‖(tj/4), χ ∈ D{Mp}
(
R
2d
)
.
Since D{Mp} (R2d) is dense in ˙˜B{Mp} (R2d), the proof follows.
Remark 3.1. Let χ ∈ D{Mp} (Rd) is equal to 1 on the KRd(0, 1) and has a support in
KRd(0, 2). Put χn(x) = χ(x/n), n ∈ Z+. If for S and T the equivalent conditions of
the above theorem hold and ϕ ∈ D{Mp} (Rd), then, similarly as in the proof of ii) ⇒ iii),
we can prove that
〈(
ϕ ∗ Sˇ)T, χn〉 = 〈(S ⊗ T )ϕ∆, 1x ⊗ χn(y)〉. But then, by construction,
χn −→ 1 in ˜˜D{Mp}L∞
(
Rd
)
and 1x ⊗ χn(y) −→ 1x,y in ˜˜D{Mp}L∞
(
R2d
)
. Hence 〈S ∗ T, ϕ〉 =〈
(S ⊗ T )ϕ∆, 1〉 = 〈(ϕ ∗ Sˇ) T, 1〉. Similarly, 〈S ∗ T, ϕ〉 = 〈(ϕ ∗ Tˇ )S, 1〉.
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