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Abstract
The leaves play an important role in the development of a plant and
are an integral component of any plant model. Mathematical models
of leaves are therefore essential for their accurate representation and
may be used only for visualization purposes, or for the purposes of
studying biological processes such as photosynthesis [34], or a canopy
light environment [14, 1]. This paper presents a brief survey of surface
fitting strategies and then a new hybrid technique for modelling a leaf
surface is proposed, which is based on combining the Clough-Tocher
and radial basis function methods. We demonstrate the accuracy of
this hybrid approach by applying it to two scattered data sets. The
first set is taken from Franke [17], while the second set is sampled from
an Anthurium leaf using a laser scanner [23]. It is found that the new
hybrid surface fitting methodology produces an accurate and realistic
leaf surface representation.
1 Introduction
The application of surface fitting techniques to the construction and recon-
struction of leaf images is one of the primary aims of this paper. This is
an important research topic because the accurate representation of leaves is
required for the development of a virtual plant model. In this research we
∗mailto:{m.oqielat,i.turner,j.belward}@qut.edu.au
1
investigate scattered data interpolation methods based on radial basis func-
tions and Clough-Tocher methods for the purposes of developing the desired
leaf surface representation. These methods have the advantage of providing
good accuracy near the boundary of their domain.
Although the modelling of plant architecture has been researched exten-
sively over the last few decades [13, 32, 30, 1], one notes that models of
leaf surfaces have not been generated with great accuracy or level of detail
until recently when Loch [23] presented two finite element based methods
(piecewise linear triangular and piecewise cubic Clough-Tocher triangular).
Loch used these methods to model accurate leaf surfaces for Frangipani, An-
thurium, Flame, and Elephant’s ear leaves in three dimensions. These meth-
ods used a large number of data points sampled from the real leaf surface
using a laser scanner to construct the interpolant.
The research presented in this paper at first surveys existing interpola-
tion techniques based on the Clough-Tocher methodology for surface fitting.
Then, a new hybrid surface fitting technique that combines Clough-Tocher
with radial basis function techniques is proposed. Finally, this hybrid strat-
egy is applied to a large number of three-dimensional data points captured
from an Anthurium leaf surface. This work forms the foundation for which
future research can be built, for example, accurate leaf surface representation
may be used in the context of modelling surface droplet movement.
The research is presented over four main sections of the paper. In §2
a brief overview of surface fitting methods is presented. These methods
are interpolation methods based on the Clough-Tocher (CT) method, the
radial basis function (RBF) method and a hybrid (CT-RBF) method that
combines the Clough-Tocher method with radial basis functions. The choice
of the RBF, together with a suitable width parameter c that is associated
with the RBF, are also described in this section. In §3, the accuracy of
the different surface fitting methods is assessed using the set of data points
taken from Franke [17] for six test functions. The numerical results are
analysed using the root mean square error (RMS) and the maximum error as
metrics to measure the quality of the approximation for each of the methods
considered. In §4 these surface fitting methods are applied to construct a
surface representation for an Anthurium leaf surface. Finally, the work is
concluded in §5, where future work and further applications of our research
are also discussed.
2
2 Surface Fitting Methods
Three interpolation methods, CT, RBF and the hybrid CT-RBF will be
described in this section together with the application of these methods to
a set of data points. The bivariate interpolation problem of scattered data
points is stated formally as follows:
Given N scattered data points (xi, yi), and corresponding function values
zi, i = 1, 2, . . . , N, find a function f : D ⊂ R2 → R that interpolates these
data satisfying
f(xi, yi) = zi, i = 1, . . . , N. (1)
The pairs (xi, yi) are referred to as nodes, which are assumed to be distinct
and not all collinear, D is the domain of the function.
Finite element methods are based on dividing the domain on which the
data points are given into subdomains and then applying either a triangu-
lation or rectangulation to the data points to form elements on which inter-
polants can be constructed in a piecewise manner. Triangulation is perhaps
the most commonly used approach and will also be adopted in this paper.
In this method the function value is assigned at the triangle vertices and a
surface function (polynomial) is fitted for the interpolation in each triangle.
Derivatives may need to be estimated if they are not provided with the data.
The complete surface is then generated by joining the polynomials on each
subdomain. The interested reader is referred to [22] for more information on
this topic.
2.1 The Clough-Tocher finite element method
The Clough-Tocher (CT) method, introduced originally by Clough and Tocher
[12], is used to minimize the degree of the polynomial interpolant without
losing the continuity of the gradient over the whole domain. The method
has the advantage that it results in a smooth surface. The CT method is
a seamed element approach, whereby each triangle is treated as a macro-
element that is split into subtriangles, which are called micro-elements. An
interpolating cubic polynomial is then constructed on each subtriangle to
enable a bivariate piecewise cubic interpolant to be devised which is contin-
uously differentiable over the entire domain. The CT interpolant has the
form:
ϕ(x, y) =
3∑
i=1
(fibi(x, y) + (ci, di) · ∇fi) +
3∑
j=1
(
∂f
∂nj
)ej. (2)
In this representation the functions bi(x, y), ci(x, y), di(x, y) and ej(x, y) are
cardinal basis functions (see Lancasteret al.[22]), that is have the property
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Figure 1: The Clough-Tocher triangle showing subdivision into three subtri-
angles. The directional derivatives at triangle vertices and normal derivatives
at side midpoints are pictured as arrows
that just one of them is unity and the reminder zero at each of the node points
P1, P2 and P3 where these nodes represent the triangle vertices. Thus 12 in-
dependent pieces of information are needed to determine ϕ. As can be seen
from equation (2), the CT method requires twelve pieces of information, the
function values and the gradient at each vertex, as well as the normal direc-
tional derivative information along the edges (refer again Figure 1). A more
detailed description of this approach, together with the precise set of cardinal
basis functions can be found in [22]. It is often the case that the derivatives
at the midpoints of each side and the derivative information at the vertices
of the triangular elements are unavailable. One possibility for overcoming
this missing data is to approximate the vertex gradients from neighbouring
data information and thereafter estimate the edge normal derivatives as the
mean of the normal derivatives from the two vertices associated with the edge
[22]. This approximation is based on the assumption that the normal slope
along the sides of the triangle changes linearly. Breslin [6] and Loch [23] used
this approximation for rainfall data and leaf surface construction. Recently
the authors [4] presented an analysis of least squares gradient approximation
methods where the accuracy of this approach was assessed.
In the sequel we adopted a similar approach for our gradient estimation
and used the set of nearest neighbours closet to each vertex and edge mid-
point to generate approximate directional derivatives using a truncated mul-
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tivariable Taylor series expansion. This procedure enables an overdetermined
linear system to be constructed that can be solved in the least squares sense
to extract the required gradient approximation. The closest points were used
to estimate respectively the first, second and third derivative information in
the Taylor series approximation. Two strategies were used, first strategy es-
timates the gradient at the midpoints using the least squares method were
used and second strategy the mean of the gradients at the two vertices as-
sociated with the same side were used. The latter method is a little less
expensive than the first.
We now give a brief overview of this process. Let Z = f(x), x ∈ R2
be the surface of interest. The aim is to approximate the gradient of F at
some point xj by computing the difference quotients from nearby scattered
data points. Let {xi, i = 1, . . . ,m} be the set of spatial locations of the
neighbours of the point xj where the gradient estimate is required. Consider
the truncated Taylor expansion:
f(xj + hi) = f(xj) +
k∑
ℓ=1
1
ℓ!
(hi · ∇)ℓf(xj), i = 1, . . . ,m, (3)
where
hi = (∆xi,∆yi)
T , ∆xi = xi − xj, ∆yi = yi − yj.
By truncating at k = 1 (linear), k = 2 (quadratic) or k = 3 (cubic), an
overdetermined linear system is obtained that can be solved in the least
square sense to estimate the required derivatives. This system can be ex-
pressed as
Au = q, (4)
where A, u and q are given (for the case k = 1 as an example) by:
A =


∆x1 ∆y1
∆x2 ∆y2
...
...
∆xm ∆ym

 , u =
[ ∂f
∂x
∂f
∂y
]
, q =


f(xj + h1)− f(xj)
f(xj + h2)− f(xj)
...
f(xj + hm)− f(xj)

 .
Intuitively, one might expect that this approach offers a gradient estimate
of O(hnmax), where hmax = max1≤i≤m ‖hi‖2; numerical experiments reported
by Belward [4] are consistant with the conjecture for k = 2.
2.2 Radial Basis Functions
Suppose that Z = f(x), x ∈ R2 is a real-valued function that must be ap-
proximated in some region Ω. A Radial Basis Function (RBF) approximation
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to f is a function S of the form:
S(x) =
N∑
i=1
aiR (‖x− xi‖) , x ∈ R2 (5)
where R(r) is a fixed real-valued function of ri = ‖x− xi‖ with ‖.‖ denoting
the Euclidean norm. The points xi, i = 1, 2, . . . , N are called the centres of
the RBF approximation. The function S(x) interpolates f at x1, . . . , xN if
ai, i = 1, . . . , n satisfies the system
Λa = f with Λij = R (‖xj − xi‖) i, j = 1, . . . , N (6)
and
f = (f1, . . . , fN)
T .
Radial basis function schemes are often used to obtain a smooth surface repre-
sentation that allows the function values to be estimated at points other than
data points. The method has found application in areas such as geodesy [20],
hydrology [5] and medical imaging [10]. Hardy [19] also presents applications
of RBFs in geodesy, geophysics, photogrammetry, remote signal processing,
geography, surveying and mapping, hydrology and the solution of parabolic,
elliptic and hyperbolic partial differential equations. A review of the theory
of RBF approximation is given by Powell [29]. Radial basis functions are
nowadays also applied in software to drive laser scanners [8, 9].
A major problem of the radial basis function method concerns its appli-
cation to large sets of data points where the computational costs involved
in fitting and evaluating the RBF can become time consuming. This cost
manifests because in order to compute the RBF coefficients ai, i = 1, 2, .., N
in equation (6), a large dense matrix system of size N ×N has to be solved.
Typically, this system can become severely ill-conditioned with several very
small in magnitude singular values evident [17]. Franke [17], for example,
suggested that the application of global methods be restricted to sets of up
to 100-200 data points, and he compared around 30 interpolation schemes in
two-dimensions to reach this conclusion. Franke found that two of the most
accurate schemes were based on fitting RBFs. Cherrie [11] suggested that a
way to considerably reduce the cost of evaluating the radial basis function
was by applying fast evaluation techniques (see also [2, 3]).
Two well known examples of radial basis function methods include Hardy’s
multiquadric and thin plate splines. The Hardy’s multiquadric RBF [19] is
given by:
R(r) =
√
r2 + c2. (7)
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The parameter c is specified by the user, however, it is well known that the
accuracy for interpolating scattered data with radial basis functions depends
strongly on this parameter, see for example [7, 17, 31]. Theoretical results
show that multiquadric interpolation becomes more accurate as the multi-
quadric parameter c increases [24]. For some values of c the problem may
become ill-conditioned [21, 15, 26]. Franke [17] used c = 1.25 D√
N
where D
is the diameter of the minimal circle enclosing all data points. A similar
suggestion was made also by Foley [16]. Hardy [18] suggested a value of
c = 0.815d where d =
Pn
j=1 dj
n
and dj is the distance between the j
th data
point and its closest neighbour.
The accuracy of the multiquadric and inverse multiquadric interpolant
was studied by Carlson and Foley [7] as well as by Franke [17]. They con-
cluded that the accuracy greatly depends on the choice of the parameter c.
They used six different test functions and six different sets of data points
for their analyses. A root mean square (RMS) error was computed between
the interpolating radial basis function and the test function, where the RMS
error depends on the choice of the parameter c. Carlson and Foley specified
the optimal value of c that minimizes the RMS by repeating the compu-
tation of the RMS error with different choices of c. Rippa [31] repeated
some of the experiments performed by Carlson and Foley on the influence
that the parameter c has on the quality of the approximation obtained using
multiquadric, inverse multiquadric and Gaussian interpolants (see Table 1)
and confirmed that the accuracy of these three RBF interpolants depends
significantly on the choice of c. Rippa considered two sets of data points
and nine different test functions defined on the unit square. A data vector
f = (f1, f2, . . . , fN)
T was constructed by evaluating each test function over
the set of data points so that
S(xi) = fi, i = 1, 2, . . . , N. (8)
Rippa suggested an algorithm for selecting a good value for the parameter c
in the sense that the quality of the approximation of the interpolant defined
with this value is comparable to the quality of the approximation of the
interpolant defined with the optimal value. The latter is defined as the value
of c that minimizes the RMS error between the RBF interpolant and the
unknown function from which the data vector f was sampled. The Rippa
algorithm was based on minimizing a cost function that approximates with
considerable economy the RMS error.
This cost function is defined as follows:
Let E be the vector
E = (E1, . . . , EN)
T (9)
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with
Es = fs − Ss(xs), s = 1, . . . , N, (10)
where Ss is the interpolant to the data set with the point (xs, fs) removed,
so that:
Ss(x) =
N∑
i=1,i6=s
asiR (‖x− xi‖) . (11)
Rippa showed that
Es =
as
ass
, (12)
where as is as defined in equation (6) and a
s is the solution of
Λas = es, (13)
where es is the sth column of the N ×N identity matrix.
Finally, the cost function C(c) is given by:
C(c) = ‖E(c)‖1 , (14)
and
copt = argmin
c∈R
‖E(c)‖1 . (15)
For more details on this process the interested reader is referred to Rippa
[31].
2.2.1 The solution of the linear system Λa = f using TSV D.
The interpolation problem of equation 6 has a unique solution if and only
if the matrix Λ in equation 6 is invertible. Micchelli [25] gave conditions on
Λ that can be checked for many problems. In particular, the RBFs listed in
Table 1 ensure invertibility. However, due to the poor conditioning of Λ for
Table 1: Choices of R for which the interpolation matrix Λ is invertible Rippa
[31].
Name R(r)
Multiquadric (r2 + c2)1/2, c ≥ 0
Inverse multiquadric (r2 + c2)−1/2, c > 0
Gaussian e−r
2c2 , c > 0
a wide variety of c values, the truncated singular value decomposition TSVD
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[35] was applied to compute an approximate solution of the linear system.
This method is based on the singular value decomposition of Λ:
Λ = UΣV T =
N∑
i=1
uiσiv
T
i , (16)
where the left and right singular vectors ui and vi are the columns of the
matrices U and V , respectively, and σi are the singular values of Λ.
Small singular values are discarded by applying TSVD [27] according to
the criterion whereby the singular values that are less than, or equal to,
the product of the largest singular value with a chosen target ε are ignored.
Thus, if σi ≤ σ1ε we ignore σi, i = 2, . . . , N . The target ε is a tolerance used
to determine near singularity and rank, which is taken here as the machine
epsilon. A new matrix Λt is then formed with rank t defined by:
Λt =
t∑
i=1
uiσiv
T
i , t ≤ rank(Λ) (17)
and the solution to (6) is then approximated by:
a = Λ†tf =
t∑
i=1
uTi f
σi
vi, (18)
where the matrix Λ†t is the pseudoinverse of the matrix Λt.
2.3 Hybrid Method
As was mentioned above, the CT method requires derivative estimates at the
vertices and midpoints of the elements for its evaluation. We propose here a
new hybrid approach for surface fitting that is based on using a multiquadric
RBF (either local or global) to estimate the gradient at the vertices and
midpoints of the Clough-Tocher triangle. The multiquadric RBF interpolant
is given by:
SN(x) =
∑N
i=1 aiR(ri),
where R(r) is given in equation (7). The gradient of SN based on using N
data points is then given by:
∇SN(x) =
N∑
i=1
ai∇R(ri), (19)
where
∇R(ri) = x− xi
ri
R
′
(ri), (20)
and R
′
represents the derivative of the radial basis function.
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2.3.1 Local and Global Hybrid approximations
Our method of surface reconstruction proceeds by selecting a set of subset
n (typically n = 100 in our case) points from the complete data set to
generate a triangulation of the surface. These n points form the vertices of
the triangular mesh elements that are used for the CT method. We then
consider two particular variants of the hybrid method outlined above, which
we refer to as the global and local approaches. In the global hybrid method we
use these n points to construct a global multiquadric RBF interpolant Sn(x),
from which ∇Sn(x) is subsequently used to evaluate the gradients for all
CT triangles in the mesh. However, for the local hybrid method only a local
subset of size p (typically p = 20 or p = 40 in our numerical experiments)
of the N points is used to construct a local RBF interpolant Sp(x) for each
triangle. Then, ∇Sp(x) is used to evaluate the required gradients for the CT
element. Note that these p points typically represent the closest points to
each of the vertices and edge midpoints for the CT element of interest.
The procedure that uses this hybrid approach for the purpose of surface
fitting is summarised in the following algorithm:
Algorithm 1: Surface Fitting using the Hybrid RBF-CT Method
INPUT: N data points {(xi, fi), i = 1, . . . , N}
Step 1: Choose a subset of n data points from the given N points to triangulate the
surface.
Step 2: Using either a global multiquadric RBF interpolant constructed from the n
triangulation points OR, a local multiquadric RBF interpolant constructed on each
triangle using a local subset of p points, generate the RBF linear system (6).
Step 3: Approximately solve this linear system using the TSVD method.
Step 4: Use the RBF coefficients to construct either the global or local gradient.
Step 5: Apply the hybrid CT-RBF method to construct the surface using either ∇Sn(x)
(global) or ∇Sp(x) (local) to provide the necessary derivative information for the
construction of the CT interpolant.
We investigate two different strategies for the choice of the width param-
eter c for use in the multiquadric RBF. Our strategies are based on either
local or global implementations of the Rippa algorithm outlined in §2.2. For
the global strategy, all points on the surface (100 points in total) are used to
apply the algorithm to produce one global value of copt that is used for all
CT elements; whilst in the local strategy the algorithm was applied many
times (using either 20 or 40 points) to obtain a local estimate of copt that
could then be used with each CT element.
10
3 Numerical Experimentation for Franke[17]
Data Set.
In this section we present the results of our numerical experiments for each
of the mathematical methods of surface fitting discussed in §2. We chose the
data set from Franke [17] to assess the accuracy of these methods. This data
set consists of two subsets and six test functions (see appendix) defined on
the unit square [0, 1]2. The first subset contains 100 data points distributed
more or less uniformly over the unit square, while the second subset contains
33 points with larger variations in the density of the data points. The 100
points are used for triangulating the surface for the CT method, while the
q = 33 points are used to measure the quality of the algorithmic estimate by
finding the root mean square error (RMS) (see Rippa [31]), which is given
by
RMS =
√∑q
i=1[S(ai, bi)− F (ai, bi)]2
q
, (21)
where F (ai, bi) represents the exact value of the function for the set of data
points and S(ai, bi) represents the algorithmic estimate at the same data
points.
3.1 Clough-Tocher method
Table 2: A comparison of the RMS error for the six test functions using
the CT method with exact gradients and 1st, 2nd and 3rd order Taylor series
expansions to estimate the gradient at the vertices and edge midpoints of
each triangle.
Function Exact 1st order 2ndorder 3rdorder
F1 0.0026 0.0117 0.0152 0.0090
F2 0.0021 0.0077 0.0068 0.0057
F3 1.4417e-004 0.0018 0.0017 0.0011
F4 4.1433e-005 8.2730e-004 4.367e-004 4.3777e-004
F5 2.5522e-004 0.0019 0.0018 0.0010
F6 8.7073e-005 0.0025 8.6981e-004 4.7116e-004
Table 2 shows the RMS errors obtained for the CT method for each of
the six test functions when the exact function gradient and the first (k = 1),
second (k = 2) and third (k = 3) order Taylor series methods given in
equation (3) are used to estimate the gradients at the vertices and edge
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Table 3: A comparison of the RMS error for the six test functions using the
1st, 2nd and 3rd order Taylor series to estimate the gradient at the vertices of
the triangle. The gradients at edge midpoints are estimated by taking the
mean of the gradients at the two vertices on the same edge.
Function 1st order 2ndorder 3rdorder
F1 0.0118 0.0157 0.0101
F2 0.0079 0.0068 0.0056
F3 0.0019 0.0018 0.0012
F4 8.9048e-004 4.3193e-004 4.4877e-004
F5 0.0019 0.0018 0.0012
F6 0.0026 8.7581e-004 4.6830e-004
midpoints of the triangle. Here, the gradients were approximated in the
least squares sense by choosing the closest 7, 12 and 20 points to each of
the vertices and edge midpoints respectively to generate the overdetermined
system (4). In Table 3 the gradients at each of the edge midpoints were
estimated by taking the average of the gradient at the two vertices along the
same edge, implying that three less gradient estimates are required for each
CT element. Note that the exact gradient entries in Table 2 produce the
best RMS errors one could expect to achieve using the CT method and as a
consequence, these should therefore be used as the benchmark for comparison
of all methods discussed in this section.
We observe from Tables 2 and 3 that the RMS errors obtained for the
third order Taylor series method was only slightly more accurate than that
produced using first and second order Taylor series. Furthermore, using
second order Taylor series offered only minor improvements in RMS error
over the first order Taylor series, except in the case of the first function F1,
which is probably related to the behaviour of the function as well as to the
selection of the data points. Note, however, that when increasing the order
of the Taylor series, the computational effort for the solution of the least
squares also increases. One must therefore question whether this additional
computational effort is justified given the minimal improvements observed.
It is also apparent from these tests that the additional work required to
estimate the gradient at the edge midpoints (Table 2) rather than simply to
use the average (Table 3) did not produce a sufficient improvement to justify
its usage.
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3.2 Hybrid Clough-Tocher Radial basis function method
The global multiquadric RBF interpolant that uses all N = 100 data points
(here N = n) and the local multiquadric RBF interpolants that use p = 20
or p = 40 data points are now applied in the hybrid framework to construct
the gradient of the CT triangle for the Franke data set. The parameter c in
the three cases was either estimated globally using the n = 100 data points
(Table 4), or locally using a selection of p = 20 or p = 40 neighbouring data
points for each CT element (Table 5).
Table 4: A comparison of the RMS error for the six test functions using the
hybrid global (n = 100 points) and hybrid local multiquadric RBF inter-
polants (p = 20 or p = 40 points). The parameter c was computed globally
using the n = 100 points.
Function c Hybrid Global RBF Hybrid Local RBF
p=40 p=20
F1 0.2506 0.0033 0.0035 0.0037
F2 0.1560 0.0037 0.0035 0.0034
F3 0.5907 1.7161e-004 1.8218e-004 2.2748e-004
F4 1.1974 4.1439e-005 3.9326e-005 4.3299e-005
F5 0.4909 2.5663e-004 2.8235e-004 3.9592e-004
F6 8.9018 6.9382e-004 3.3908e-004 2.2838e-004
Table 5: A comparison of the RMS error for the six test functions using the
hybrid local multiquadric RBF interpolant (p = 20 or p = 40 points). The
parameter c was computed locally using the same (p = 20 or p = 40) points.
Function Hybrid Local RBF (p=40) Hybrid Local RBF (p=20)
[cmin cmax] RMS [cmin cmax] RMS
F1 [0.1706 3.3519] 0.0034 [0.1282 11.1452] 0.0056
F2 [0.0544 3.8690] 0.0035 [0.0258 26.1493] 0.0042
F3 [0.4655 3.9275] 3.2636e-004 [0.3533 10.3444] 4.3312e-004
F4 [0.8555 2.5426] 3.9095e-005 [0.8288 10.2650] 1.9164e-004
F5 [0.2873 0.7660] 3.1309e-004 [0.2360 9.7754] 0.0012
F6 [1.5453 16.180] 3.7796e-005 [2.2192 10.0326] 2.2152e-004
Tables 4 and 5 show the RMS errors for the six test functions using the
global and local hybrid approaches. We remark that, in both cases, the
RMS errors are almost as good as the (exact) benchmark values given in
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Table 2. It is also possible to observe that the RMS errors produced using
the global hybrid method appear similar to those produced using the local
hybrid method. Note that using c locally is more computationally costly
than using c globally because each time the local RBF is constructed a new
value of c must be calculated. Table 5 shows the range of c values obtained
using the local approach. As one would hope, the global values of c were
always contained in the local ranges of c given for each of the functions.
Another observation from these tables for both cases where c is approxi-
mated either globally (Table 4) or locally (Table 5), was that the RMS error
produced using the local hybrid method constructed with p = 40 points was
always found to be more accurate than the RMS produced for the surface
representation constructed from p = 20 points. Furthermore, it appears from
our numerical experimentation for the Franke data that the local gradient
estimates obtained when p = 40 using a globally determined value of c would
be the most computationally competitive of all of our methods when p is
large.
In summary, a comparison of the different surface fitting approaches high-
lights for the Franke data set that the hybrid CT-RBF method (see Tables 4
and 5) produces a more accurate surface representation for the CT method
than the Taylor series approach (see Tables 2 and 3). In fact the hybrid
method gives RMS errors quite close to the case where the exact gradient is
used (see Table 2). We now carry this finding to the next section and explore
the suitability of the hybrid surface fitting strategy for a real leaf data set.
The computational expenses of the different methods mentioned was
studeied. In Clough-Tocher method when Taylor series used to estimate
the gradient of the CT triangle (see Tables 2 and 3), the computational ex-
penses was increased when the order of the Taylor series increased i.e. when
we move from first order to second order to third order Taylor series, because
a system of size 7× 2 (first order) or 12× 5 (second order) or 20× 9 (third
order) was built on each of the triangle vertices and midpoints. Then pesued-
invers was used to solve this overdetermined system. Moreover, estimate the
gradient at the edge midpoints (see Table 2) is more expensive than using the
average (see Table 3) where using average implies that three less gradients
are required.
In the hybrid method the computational expenses was increased when we
moved from global hybrid CT-RBF (Table 4)where the c value was estimated
globally, to local hybrid CT-RBF (Table 4)where the c value was estimated
globally also, to local hybrid CT-RBF (Table 5)where the c value was esti-
mated locally. Using global hybrid CT-RBF only one large system consist
of the whole data points used to build one global RBF as well as one value
of the c. then pesuedinvers used to solve this system and then to estimate
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the gradients at the all triangles vertices and midpoints. Using local hybrid
CT-RBF (Table 4) where c value computed once, one system was built on
each triangle and then pesuedinvers was used to solve this system and finally
to estimate the gradients at the vertices and midpoints of that particular
triangle. On other hand, using local hybrid CT-RBF (Table 4) where c value
computed locally on each triangle (Table 5). One system was built on each
triangle where this system was solved using pesuedinversused and then each
time we built the local system we evaluated the c value and finally we esti-
mated the gradients at that particular triangle. This results were confirmed
using MatLab profiler where we have done profiling for all the methods using
one of the six functions.
In the context of the leaf, the computational time of the different methods
to construct the leaf surface is similar to the computational expenses of the
methods on Franke data.
4 Application of the Hybrid method to a Leaf
Data Set
The reconstruction of the shape of a leaf using surface fitting techniques re-
quires a set of representative data points sampled from the leaf surface. Loch
[23] sampled data points using a laser scanner for Frangipani, Anthurium,
Flame and Elephant’s Ear leaves. We now assess the accuracy of the hybrid
CT-RBF method and the CT method based on using Taylor series to estimate
the gradients for the CT triangle for a laser scanned Anthurium leaf data set
[23]. This leaf data set consists of two subsets of data. The first subset con-
tains 4,688 points, which represent the entire set of leaf surface points, while
the second subset contains 79 points that represent the boundary points of
the Anthurium leaf surface, see Figure 2. In order to apply the two CT based
surface fitting methods to the Anthurium leaf data a preprocessing phase is
necessary, which includes the determination of a new reference plane for the
data and the subsequent triangulation for the leaf surface mesh.
4.1 Leaf reference plane
The reference plane of the set of measured leaf data may not necessarily co-
incide with the data point coordinate system. A solution is to use a reference
plane that is a least squares fit to these data points and then to rotate the
coordinate system so that the reference plane becomes the xy-plane. These
rotations can be achieved by at first rotating the normal vector of the refer-
ence plane about the y-axis into the yz-plane and then rotating about the
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(a) (b)
Figure 2: (a) Anthurium Leaf data points. There are 4,688 surface points
(represented by the smaller dots) and 79 boundary points (represented by
the larger dots); (b) Anthurium leaf surface model for these data point.
x-axis into the xz-plane (see equation 22).
Given the data points Pi = (xi, yi, zi), i = 1, . . . , N , the least square plane
is the function p(x, y) = a1x+ a2y + a3, for which
E(p) =
∑N
i=1(zi − p(xi, yi))2
is minimized as a function of a1, a2 and a3 in the least square sense to obtain
the best fit. The data points (P
′
) after they are projected to the new reference
plane are given by:
P
′
= R[xi, yi, zi]
T , i = 1, 2, . . . , 4, 688. (22)
In equation (22) R = Rx ·Ry represents the rotation matrix that rotates the
unit normal vector of the least square plane about the x−axes and y−axes,
where Rx and Ry are defined respectively as:
Rx =

 1 0 00 cosα sinα
0 − sinα cosα

 , Ry =

 cos β 0 sin β0 1 0
− sin β 0 cos β

 (23)
and cosα = 1√
a2
2
+1
, sinα = a2√
a2
2
+1
, cos β =
√
a2
2
+1
a2
1
+a2
2
+1
, sin β = a1√
a2
1
+a2
2
+1
.
4.2 Triangulation of the leaf surface
Given that the Anthurium leaf data set is large (here 4,688 points), the
computational expense for surface fitting can be reduced by selecting only
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a subset of these data to generate a triangulation of the leaf surface. Here,
this triangulation is generated using the EasyMesh mesh generator, which is
a software written in the C language by Bojan Niceno [28]. EasyMesh gen-
erates two-dimensional Delaunay and constrained Delaunay triangulations
in general domains. The software returns a good quality triangulation if the
domain is convex. However, because the 79 chosen boundary points of the
Anthurium leaf shown in Figure 3(a) do not enclose a convex set, EasyMesh
was unable to produce the desired triangulation in this case. To overcome
this problem an algorithm (Sedgewick [33]) was employed to generate a con-
vex hull from the entire set of leaf data points, which provided the 49 points
shown in Figure 3(b). Next, the closest from the original 79 boundary points
to these 49 points were then found using the Matlab command dsearch, re-
sulting in a set of 38 boundary points that defined the convex domain shown
in Figure 3(c).
In the interior of the convex hull either a horizontal or vertical line can
be defined in the domain to enable EasyMesh to produce fewer and better
shaped triangles. For the Anthurium leaf the vertical line exhibited in 3(c)
produced a more suitable triangulation than the horizontal line.
Thus, in summary, the following steps are applied to construct the trian-
gulation of the Anthurium leaf using EasyMesh:
Step 1: EasyMesh is provided with an input file that contains the 38
boundary points, together with the vertical line description and the desired
triangle edge length for the mesh elements. EasyMesh then returns a node
file that contained the same boundary points along with some additional
boundary points (28 points in this case) introduced during the meshing pro-
cedure. Easymesh also provides the set of points distributed inside the leaf
(146 internal points in this case), which represent the vertices of the mesh
structure shown in Figure 3(d).
Step 2: This node file was then imported toMatlab and the closest points
in the leaf data set were located from the internal points generated in step
1 using dsearch. These resulting points were used as the triangle vertices of
the leaf surface mesh structure.
Step 3: To obtain the boundary points of the leaf for which we do not
have surface values, we find the closest points from the leaf data set to the
EasyMesh boundary points and use their surface values.
Step 4: Finally, we use the Matlab command delaunay to triangulate
the leaf points that were obtained from steps 2 and 3.
These four steps produce the final triangulation for the leaf surface shown
in Figure 4. After the triangulation of the Anthurium leaf surface was con-
structed, the hybrid CT-RBF method (using the multiquadric RBF to esti-
mate the gradients at the vertices and edge midpoints of the triangles) and
17
−20 0 20 40 60 80 100
−150
−100
−50
0
50
100
 
 
79 boundary points
−20 0 20 40 60 80 100
−150
−100
−50
0
50
100
 
 
49 convex hull points
(a) (b)
−20 0 20 40 60 80 100
−150
−100
−50
0
50
100
 
 
49 cv points
38 boundary points
vertical line
−20 0 20 40 60 80 100
−150
−100
−50
0
50
100
 
 
28 points
146 internal points
38 points
(c) (d)
Figure 3: (a) The 79 Anthurium leaf boundary points. (b) The 49 points
generated from the convex hull algorithm. (c) The square points represent the
final 38 boundary points. (d) The vertices of the mesh structure generated
using Easymesh. The square points represent the 38 boundary points that
are given to Easymesh; the dot points represent the 28 extra points added
by Easymesh, while the × points represent the 146 internal points.
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the CT method (using Taylor series to estimate the gradients at the vertices
and edge midpoints of the triangles) were applied to construct the surface
of the leaf. The local hybrid approach for the leaf surface reconstruction is
based on choosing the set of 30 nearest neighbors closest to each of the ver-
tices and to the center of the triangle. Then, a local radial basis function is
built from these 120 points on each triangle and used to estimate the gradient
at the triangle vertices and midpoints for the CT method. The global hybrid
approach was also applied by constructing one global RBF from the triangu-
lation points and then using it to evaluate the gradients at the vertices and
midpoints of all triangles in the mesh. The parameter c in both cases was
estimated globally using the triangulation points following the Rippa [31]
framework. The results obtained for these surface fitting methods are shown
in Table 6.
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Figure 4: Triangulation of the 212 points of the Anthurium leaf surface
generated using EasyMesh.
For the CT method, the gradients are estimated in a least squares sense
by choosing either 6, or 20, neighbours to produce linear or cubic gradient
estimates at the vertices and midpoints of the CT elements.
4.3 Numerical Experiments for the Leaf Surface
In this section we present the results of applying the hybrid method and the
CT method to the Anthurium leaf data. After the triangulation points were
selected, the remaining data points (say r) were used to measure the quality
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Figure 5: The triangulation of (a) coarser grid of 103 points and (b) a re-
fined grid using 762 points of the Anthurium leaf surface generated using
EasyMesh.
of the approximation of the methods using two error metrics. The first error
metric is the root mean square error RMS (see equation 21), while the second
error metric measured the quality in terms of the maximum error associated
with the surface fit in relation to the maximum variation in z as
maximum error = max(|S(ai,bi)−z(ai,bi)|)
max(z(ai,bi))−min(z(ai,bi)) ,
where
S(ai, bi), i = 1, 2, . . . , r
are the CT estimated values at the data points (r) and
z(ai, bi), i = 1, 2, . . . , r
are the given function values at the same data points.
Three different sets of the surface triangulation points were constructed
using EasyMesh for the purpose of obtaining a more accurate surface rep-
resentation and to check that our findings were consistent as the mesh was
refined. These triangular meshes depicted in Figures 4 and 5(a)-(b) respec-
tively, consisted of 178, 391 and 1,486 triangles. Note that some of the leaf
data points occur outside of the virtual leaf mesh; these points were ignored
in the quality analysis.
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4.3.1 Estimation of the gradients of the CT Method (Hybrid
method) using the multiquadric RBF.
Table 6: RMS computed using the local and global hybrid CT-RBF method
for the Anthurium leaf data points together with the maximum error associ-
ated with the surface fit.
Hybrid Local Hybrid global
RBF RBF
Relative RMS 0.0119 0.0156
maximum error 0.0761 0.0910
No. of Triangles 178 178
Relative RMS 0.0038 0.0065
maximum error 0.0293 0.0382
No. of Triangles 391 391
Relative RMS 0.0017 0.0022
maximum error 0.0244 0.0229
No. of Triangles 1486 1486
Table 6 shows the relative RMS and the maximum errors using the local
and global hybrid methods for the three different triangulations of the An-
thurium leaf data set shown in Figures 4 and 5. The relative RMS given in
the table was computed using:
Relative RMS = RMS
max(z(ai,bi))−min(z(ai,bi)) , i = 1, 2, . . . , r.
Note that the exhibited triangulations of the leaf consisted respectively of
178, 391 and 1,486 triangles, giving a total of 4,427, 4,460 and 3,793 data
points to assess the accuracy of the surface representation in each case. Note
also that these EasyMesh triangulations comprised respectively 103 vertices
including 52 boundary points for the first mesh; 212 vertices including 66
boundary points for the second mesh; and 762 vertices including 106 bound-
ary points for the third mesh. There were respectively 166, 59 and 144 points
ignored in the analysis because these points were deemed to lie outside of
the leaf mesh structure.
One observes from the table that using the local hybrid method produced
more accurate RMS values and maximum errors than using the global hybrid
method in all three cases. Furthermore, when the number of triangular ele-
ments increase, the RMS errors and the maximum errors decrease, resulting
in a more accurate surface representation. This observation is one that is ex-
pected and one that provides a good validation for the hybrid methodology
for obtaining the leaf surface representation.
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It is important to note that the selection of the local set of points used for
the construction of the local RBF is crucial for the accuracy of the estimated
gradients. For the results reported in Table 6 we have used the closest 30
points to each vertex and to the centroid of the triangle to construct this
local RBF. Using this point set produced the best results of all numerical
experimentation for a reasonable computational expense. Using less than 30
points, say for example 10 or 20, reduced the accuracy of the fit because of
insufficient points being used to provide a good local representation of the
surface to ensure reasonable gradient estimates. On the other hand, using
too many points increases the computational overheads considerably for only
a moderate improvement in accuracy.
Finally, we would like to point out to the reader that care must be taken
with the implementation of the local hybrid method to ensure continuity of
the CT surface. For example, the gradient ∇Sp(x) obtained from one local
point set for a given triangle used to evaluate the gradients along the common
edge need not necessarily match the values estimated from a neighbouring
triangle due to the different point sets being used.
To investigate this discrepancy we carried out a numerical experiment
on function F6 from the Franke data set [17]. We selected a subset of six
triangles and then estimated (using the local hybrid method) the gradient at
the midpoint of the common edges. We also evaluated the exact gradient at
the same points and used these to measured the relative error of the estimated
gradients. The relative error at these common midpoints is shown in Table 7.
Clearly these differences are insignificant highlighting that there is no major
concern for this strategy.
Table 7: The relative error of the estimated gradients at the common mid-
point of the six triangles using local hybrid RBF method.
fx fy
1st triangle 0.0044 0
2nd triangle 0 0.0010
3rd triangle 0.0022 0.0006
4th triangle 0 0.0012
5th triangle 0.0032 0.0025
4.3.2 Estimation of the gradients for the CT Method using Taylor
series
Table 8 shows the relative RMS and the maximum errors for the three differ-
ent triangulations of the Anthurium leaf data sets using the 1st and 3rd order
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Table 8: RMS and maximum error computed using 1st and 3rd order Taylor
series. In the 1st and 3rd columns, the gradient was estimated at the vertices
and edge midpoints, while in the 2nd and 4th columns, the gradient at the
edge midpoints was estimated by taking the mean of the gradients at the two
vertices at the same edge.
1st order 1st(Average) 3rd order 3rd(Av.)
Relative RMS 0.0102 0.0110 0.0127 0.0139
maximum error 0.0554 0.0573 0.0875 0.0897
No. of Triangles 178 178 178 178
Relative RMS 0.0036 0.0039 0.0036 0.0039
maximum error 0.0288 0.0288 0.0290 0.0286
No. of Triangles 391 391 391 391
Relative RMS 0.0015 0.0015 0.0010 0.0010
maximum error 0.0162 0.0160 0.0115 0.0094
No. of Triangles 1486 1486 1486 1486
Taylor series expansions. The trends depicted in Table 6 appear consistent
with the observations from Table 8.
Note in this case however that estimating the gradients at the vertices and
midpoints of the triangles produces a slightly more accurate RMS error than
taking the average of the gradients at the edge midpoints. Moreover, a more
accurate surface representation is obtained when the number of triangular
elements increases.
In conclusion, it appears from the results given in the table that this
approach produces similar accuracy for the CT method to that offered by
the local and global hybrid method results given in table 6).
5 Conclusions and Future Research
The work presented in this paper discusses different mathematical techniques
for surface fitting that allow the user to construct accurate leaf surface rep-
resentations from three-dimensional data sets. A new mathematical surface
fitting technique based on a hybrid CT-RBF methodology has been success-
fully applied and compared with other interpolation methods and shown to
produce a good accuracy for the leaf surface representation compared with
the other methods.
The research described here provides a basis on which future research can
be built. For example, the surface representation can be extended to gener-
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ate not only realistic images of leaves but it can also be applied in models
that determine water droplet, or pesticide paths along a leaf surface before
it falls from or comes to a standstill on the surface. The latter will help with
the evaluation of differing pesticide formulations and the effectiveness of a
treatment. This model development will form the basis of future research.
Appendix. In the numerical experiments and as mentioned before
two subsets of data points and six test functions defined on the unit square
[0, 1]2 were taken from Franke [17]. The first subset contains 100 data points
distributed over the unit square, while the second subset contains 33 points
with more variations in the density of the data points. The six test functions
are given by:
F1(x, y) = 0.75 exp
(
−(9x− 2)
2 + (9y − 2)2
4
)
+ 0.75 exp
(
−(9x+ 1)
2
49
− 9y + 1
10
)
+ 0.5 exp
(
−(9x− 7)
2 + (9y − 3)2
4
)
− 0.2 exp (−(9x− 4)2 − (9y − 7)2);
F2(x, y) =
tanh(9y − 9x) + 1
9
;
F3(x, y) =
1.25 + cos(5.4y)
6(1 + (3x− 1)2) ;
F4(x, y) =
exp (−81
16
((x− 0.5)2 + (y − 0.5)2))
3
;
F5(x, y) =
exp (−81
4
((x− 0.5)2 + (y − 0.5)2))
3
;
F6(x, y) =
√
64− 81((x− 0.5)2 + (y − 0.5)2)
9
− 0.5.
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