Points-to analysis, widely used in program analysis and compiler optimizations, is an analysis technique for computing a relation between variables of pointer types and their allocation sites. It is commonly used to reason the may/must points-to sets of the reference variables, while it may not be easily used in speculative optimizations because they usually require quantitative information on the likelihood of the points-to relation. Although there are some probabilistic points-to analyses for C language, there is no probabilistic points-to analysis for Java so far. In this paper, we propose a context-insensitive and flow-sensitive (CIFS) probabilistic points-to analysis for Java (JPPA) that is used to statically predict the probability of each points-to relation at each program point for Java programs. We also conducted an experiment to compare JPPA with a traditional CIFS points-to analysis approach in order to demonstrate that JPPA provides an accurate resolution.
Introduction
Points-to analysis is a useful technique which is widely used in compiler optimization and program analysis tasks [1, 2] . The goal of points-to analysis is to compute a pointsto relation between variables of pointer types and allocation sites. Context-sensitivity and flow-sensitivity are two major aspects of points-to analysis for improving the precision of the analysis, which is extremely important for compiler optimization and program analysis. Context-sensitive points-to analysis [3, 4] distinguishes among the different contexts under which a method is invoked, and analyzes the method separately for each context. Flow-sensitive points-to analysis [5, 6] takes into account the flow of control between program points inside a method, and computes separate solutions for these points. Specially, in flow-sensitive analysis, points-to analysis can be used to deduce that for each points-to relation whether it definitely exists, or maybe exists at any program point. However, for the cases that a points-to relation maybe exists, the conventional points-to analysis cannot provide the quantitative information of the likelihood of the points-to relation holding.
Probabilistic points-to analysis, which defines the probability of each points-to relation, becomes a promising technique in speculative optimizations for providing the compiler with more optimization chances. Although there are some probabilistic pointsto analysis for C language, there is no probabilistic points-to analysis for Java so far.
Furthermore, there is a big challenge how to compute the probability reflecting the likelihood of the points-to relation in the real program execution at an acceptable cost. In this paper, we propose a static context-insensitive and flow-sensitive (CIFS) Probabilistic Points-to Analysis for Java (JPPA) that is used to statically predict the probability of each points-to relation at each program point for Java programs. JPPA extends the traditional points-to analysis by introducing the probability. In JPPA, the points-to relationship is not confined to yes/no but is associated with a real number representing the likelihood, which enlarges the application of the points-to analysis. JPPA uses a novel algorithm based on data-flow analysis which can propagate points-to relations efficiently. Our analysis does not rely on the runtime profiling information of the program and can optionally use edge profiling. In addition, we have developed a JPPA tool that implements a static probabilistic CIFS points-to analysis, which is safe, accurate, and can scale to the benchmark programs with Java library code.
The algorithm proposed in this paper is expected to benefit the speculative optimization [7] [8] [9] . A speculative optimization is a code transformation which allows ambiguous memory access in a potentially unsafe order and requires a recovery mechanism to ensure program correctness. Especially, speculative multithreading (SpMT) [10, 11] , an optimization technique for achieving faster execution of sequential programs on multiprocessor hardware, can benefit from the probabilistic points-to analysis algorithm. In SpMT architecture, sequential program is divided into threads running in the processor. When two threads lead to data dependence violation, the recovery mechanism is triggered to ensure the correctness of sequential semantics. Although hardware provide the recovery mechanism, the compiler needs to estimate the likelihood of dependence so that it can enlarge the number of parallelable threads and reduce the number of threads violating dependence. Therefore, probabilistic points-to analysis can be a significant technology to guide the extraction of the threads from the sequential programs in the speculative multithreading model. This paper makes the following contributions:
1. We propose a novel static probabilistic points-to analysis algorithm for Java which extends the traditional context-insensitive and flow-sensitive points-to analysis by introducing the probability;
2. We provide JPPA, a probabilistic points-to analysis for Java. JPPA is based on dataflow analysis technique and also takes into account the main object-oriented features, for instance inheritance and polymorphism;
3. We have developed a JPPA tool and conducted an experiment using JPPA tool to analyze nearly 24K lines of Java code within 2 minutes on average and obtain the average points-to set size with 1.5.
The remainder of the paper is organized as follows. Section 2 presents an example to illustrate how the analysis algorithm works. Section 3 presents the algorithm for probabilistic points-to analysis from intraprocedure to interprocedure. Section 4 describes the implementation of JPPA. Section 5 presents our experimental results. Section 6 compares the related work that has been compared in. Section 7 concludes this paper.
Example
We next use an example to illustrate how our analysis works. Fig. 1 shows a Java program that contains four classes: Shape, Round, Square and Main. Classes Round and Square extend class Shape. In the sample program, the objects created are identified by the comments with the form //oi (i=1,2,3,4,5,6,7). The method set assigns the objects to the fields of the classes Shape, Round and Square. The method randomRealNum simulates the actual input data. The method Main is the entry method that contains if-else branch, sequence and loop structure. And it contains four reference variables p, q, r and t and an array type variable list.
There is a field area in class Shape and a shadow declaration of the field area in the class Round. In order to distinguish these two fields, the field declared in class Shape is marked as Shape.area. The problem does not happen in class Square, because it just inherits area from class Shape. In this simple case, we assume that randomRealNum generates the real numbers in the range from -5 to +5 complying to the uniform distribution. The probabilities of the if-else branch can easily be referred in the method main that the if statement in line 31 is taken with probability 0.25 and the else statement in line 34 is taken with a probability of 0.75. In line 38, the method set is called and the return value is assigned to the variable r. The code from line 39 to 41 is the operation on the array type variable. The loop structure is demonstrated from line 43 to 49. In the following, we start to illustrate our analysis with the example.
There are four steps of our analysis procedure. At the beginning, the analysis scope should be established. Call graph (CG) is used to reduce the unreachable methods. The right part of Fig. 2 illustrates the call graph of the program in Fig. 1 built using the points-to information provided by the traditional CIFS points-to analysis. The second step is to construct intraprocedural control flow graph for each method in the call graph. Fig. 3 (a) shows the control flow graphs (CFG) of method main, Round.set and Square.set respectively. Each node corresponds to a statement in the sample program with the line number. Each edge is labelled with a probability from the source node to the destination node. The back-edge in the loop structure is identified.
The third step is to combine the CFGs of the methods being analyzed into one interprocedural CFG (ICFG). The probability on the interprocedural edges are adjusted according to the probability of the receiver object during the whole analysis. Fig. 3 (b) reveals the ICFG with the stable probability on the interprocedural edges. There are additional nodes generated in the ICFG. In line 38, there is method invocation. Line 38' node is the copy of the node labelled with line 38, which is used for receiving return value. In the method Square.set, Entrance node assigns the actual parameters to the formal parameters and Return node makes the return value unique.
The final step is to analyze each statement on the ICFG. Fig. 4 illustrates the probabilistic points-to analysis from line 27 to line 37 in the method main. The probabilistic points-to graphs (a) and (b) are calculated after analyzing lines 32 and 35. Before the line 37, graph (c) is generated by merging (a) and (b). The graph (d) is the analysis result after analyzing line 37. Because of the polymorphism in line 38, the methods named set both in classes Round and Square are involved in the invocation site. The probabilities on the return edges from Square.set and to main is computed according to the points-to possibilities in the points-to set of the variable p. For example, the probability of p pointing to object o1 is 0.25 and the type of o1 is Round, it can be inferred that the probability of the return edge from Round.set to main is 0.25. Fig. 5 manifests the analysis in Round.set and Square.set. Fig. 6 shows the analysis from the end of method call to the end of method main. The graph (l) is built by merging the graph (h) and (k), in which the local variables are eliminated and the return value is marked by the dish square node. The graph (m) represents the points-to graph after the method call that is generated by updating the graph (d) before the method call using the graph (l) and replacing the return node by r node. The graphs (n), the incremental or change parts of the graph (m) because of the clarity. The graphs (n) and (o) represent the analysis after lines 40 and 41 respectively. There are two situations taken into account when handling the loop. The first situation is to enter the loop with infinite time. The loop body ranged by back-edge is unfolded repetitively until the analysis result dose not change. The graph (p) illustrates the result of this situation. The second situation is not entering the loop. The graph (q) as a part of (m) manifests this situation. Considering these two situations comprehensively, the graph (r) is calculated by merging the graphs (p) and (q) with equal probability.
Probabilistic Points-to Analysis
We next present our probabilistic points-to analysis for Java. Section 3.1 describes the probabilistic points-to graph and the program representation. Section 3.2 represents the intraprocedural probabilistic points-to analysis. Section 3.3 extends the intraprocedural analysis to interprocedural analysis Section 3.4 discusses the safety about our analysis.
Probabilistic Points-to Graph and Program Representation
We first introduce the conventional points-to graph representation [3] . To perform pointsto analysis for Java programs, three sets are defined. The first is set Ref which contains all reference variables in the analyzed program and also includes the static fields in classes. The second is set Obj which contains the names of all objects that are created at object allocation sites; for each allocation site s i , object name o i ∈ Obj is unique in whole program. The third is set F ield which contains instance fields in the classes, but not includes the static fields. There are two types of edges in the points-to graphs. Edge where Expected(s) denotes the number of times a program point s is expected to turn up on program execution path and Expected(s,d) denotes the number of times relation d is expected to hold dynamically at program point s [12] . The discrete probability distribution (distribution for short) is introduced into our analysis framework, because it is convenient to compare the probability of points-to relation within one points-to set. A discrete probability distribution over a set O is a mapping
The support of ∆ is given by
If ∆ i is a distribution for each i in some finite index set I and
also a distribution and given by
Every distribution can be represented as a linear combination of the point distributions and can be written in the following form
For a fixed program point s, the points-to set of a heap reference r or o i , f with probability can be seen as a probability distribution over object set Obj. The probabilistic points-to relationships at that point can be seen as a set of the distributions.
For example, the distribution of variable p before line 38 can be represented as follows:
The probabilistic points-to graph (PPG) is a directed multi-graph which has the same types of nodes with the conventional one and contains two kinds of edges a little different from that. Each edge has a probability of points-to relation keeping. The directed edges only with probability label which represents the points-to relationship from a variable to an object. The edges from an object to another means the field of one object points to another object and these edges has both a class field label and a probability label.
The probabilistic points-to graph can be denoted as a distribution set of the reference variables. For example, at the program point after line 38 in Fig.1 , the probabilistic points-to graph are the distributions of p, q, r, and object field references.
Program is represented by the ICFG whose edges are labelled with a probability. For the case that the edges share one destination node with different source nodes, the probability of each edge can be computed as follows
where e i , i ∈ I are all edges which share a certain destination node, F req(e i ) is the execution frequency of edge e i . These probabilities can be computed by either static or dynamic way.
In Java there are four basic ways to assign a value to a reference variable which may change the points-to relation:
Intraprocedural Analysis
The conventional points-to analysis can be formulated as a data flow framework [5] . The data flow framework includes transfer functions which formulate the effect of statements on points-to relations. Either a statement or a block (i.e. a sequence of the statements) can be seen as a node in the CFG. The next discussion based on that one statement corresponds one node in the CFG.
A monotonic dataflow analysis problem is a tuple (L, , F un, P, Q, E, ι, M ), where:
-is the meet operator -F un ⊆ L → L is a set of monotonic functions from L to L -P is the set of the statements labels -Q is the set of flows between statement labels which is the subset of {(l, l )|l, l ∈ P } -E is the initial set of statements labels -ι specifies the initial analysis information -M : E → F is a map from control flow edges to transfer functions Under the conventional points-to analysis scenario, a points-to graph can be regarded as an element of a lattice L. The partial order over L is determined by the points-to set inclusion relation of each variable in graph. And the meet operation of the two graphs is to union the points-to set for each variable.
Let l be the label of a statement s, G in (l) and G out (l) represent the points-to graph at the program points before and after the statement s respectively. The statement labelled with l is associated with the transfer function that transforms G in (l) to G out (l). The computations of G in (l) and G out (l) are as follows:
where f l ∈ F is the transfer function of the statement labelled l. The analysis iteratively computes the G in (l) and G out (l) for all nodes until convergence. The transfer function of a block can be easily lifted by the composition of the transfer functions of the statements within the block.
The probabilistic points-to analysis can be formulated as a data flow framework as well. In our analysis, E only contains the label of the first statement during the program execution and ι is a special probabilistic points-to graph which all the reference variables point to undefined target (i.e. UND) with total probability.
Basic Points-to Assignment Statements
For each kind of statement l, there is a transfer function F l corresponding to it. F l takes G in (l) as input and computes the result G out (l). The transfer functions first copy G in (l) to G out (l) and then update G out (l) using the data in G in (l) or not. Fig. 7 describes these transfer functions. . These three cases are strong updating which change the left distribution by the right part entirely. The last case is a weak updating, because the points-to relation before the statement execution has been reserved according to some probability. Moreover, it also updates multiple distributions in the form o.f .
In Java language, array provides the most efficient way to store and access object reference sequence randomly. Since the usage of array in Java is common, probabilistic points-to analysis should take array into account. An array can be regarded as a multiple reference variable. Since every array is in the constructor new C [n] and n can be either a constant or a variable, it is difficult to infer the range of n in our analysis framework. A heuristic is used to approximate how many references are represented by a given multiple reference variable if this information cannot be determined statically. The initialization of an array can be formulated as follows:
When accessing the element of array by this way array[i] = obj, obj is added to the points-to set of array (the points-to set of array can be represented by P t(array)) and each points-to probability is recalculated by the following equation:
where |P t(array)| means the number of the elements in P t(array). When handling v = array[i], the distribution of v is updated by the distribution of array.
For example, at the program point after line 41 in Fig. 1 , the distribution of the variable list is computed by two steps. First, the points-to set is calculated.
And then distribution is computed.
Branch When the multiple nodes directly reach the destination node in the CFG, the meet operation is involved in the calculation of the PTG incoming the destination node. Compared with the meet operation in the traditional points-to analysis, it is changed due to the probability being introduced. Suppose the program point l is the successor of the program points l i (i ∈ I). The following condition is satisfied i∈I P rob((l i , l)) = 1
where P rob((l i , l)) represents the probability from program point l i to l when execution. The meet operation can be described by the following equation.
The most commonly used conditional is the if-then-else construct. Suppose G out (l then ) and G out (l else ) are the sets of points-to relations at the exit points of then and else branches respectively, while p t and p f are the branching probabilities of then and else branches respectively and p t + p f = 1. Then the sets of probabilistic points-to relations at the merge point join can be computed by meet operation.
Loop A loop can iterate an arbitrary number of times in a program due to the backedge. Specifically, the back-edge of the loop is shown in Fig. 8(a) and the loop body B can be unfolded arbitrary times, as shown in Fig. 8(b) . When handing the loop, two problems should be taken into account carefully. The first is how to estimate the upper-bound and lower-bound of iteration number. The second is how to estimate the possibility for a given iteration number. The computation can be formulated as follows:
where α and β are the upper-bound and lower-bound of iteration number, F is the transfer function of loop body B. In JPPA, only two situations are taken into account when dealing with loop:
1. The probability entering the loop with a fixed iteration number; 2. The probability not entering the loop.
The approximate of the iteration number is that after that number, the probabilistic points-to graph under the transfer function of the loop body is stable.
The transfer function is the composition of the four kinds of basic functions. When the results of each iteration stable, the graph G satisfies the constrains with the following form:
The last formula can be simplified as follows:
For example, in Fig. 1 , if the probability entering and not entering the loop is equal, then the distribution of o1.Shape.area and o2.area are changed after analyzing the loop.
The iteration is convergence under the four forms of the constrains mentioned above. In order to accelerate the speed of convergence, we set a small number . If the distance of the two graphs is smaller than , the two graphs can be seen as the same one.
Exception Handling
The exception handling in Java encapsulates exception in class, uses the exception handling mechanism of try-catch-finally and gets more robust exception handling code finally. Exception handling has effect on program analysis and testing [13] .
For the program testing and debugging, probabilistic points-to information in the exception block is quite useful. In JPPA framework, the probabilistic points-to analysis can easily go deep into the exception blocks through building the CFG for them. In the try-catch structure, the exceptions are thrown out from every program point in the try block, then the edges from the program points to the entry point of catch block are generated.
Interprocedural Analysis
The algorithm for interprocedural probabilistic points-to analysis is to perform the analysis crossing the boundary between methods. At each call site, points-to relationships are mapped from actual parameters to formal parameters by the algorithm, and the results are mapped back to the variables in the caller.
In JPPA, the interprocedural edges are carefully taken into account. At a method call site, partial PPG is propagated to the callee method. The partial PPG is a forest in which the root nodes of the trees are static fields and actual parameters. Algorithm 1 takes a root reference set and a PPG as input and computes all the objects and their fields which can be visited through the points-to relations. This partial PPG includes all the objects and their fields that may be effected by the called method. When passing the return value to the variable in the caller method, not only the return value but also all the points-to relation changes should be presented on the graph. Algorithm 2 describes the computation of PPG after method call. In the algorithm, the input PPG is a copy of the PPG before the method call. The input graph is updated using all the points-to relation changes caused by the analysis of called method.
Since Java programs heavily use libraries that contain many unused methods, a probabilistic interprocedural points-to analysis requires an approximation of the call graph to avoid analyzing unused code. This can be constructed in advance using a technique such as CHA [14] , RTA [15] and VTA [16] . Another way is to keep track of all Algorithm 2: UpdatePPG reachable methods on-the-fly as the points-to set of the receiver variable is computed at each call site during the analysis. However, this approach gives somewhat higher precision and requires more iteration as the interprocedural edges are added to the ICFG.
The call graph as the input data of JPPA is used to construct the ICFG. Thus, the call graph can be built by CHA, RTA, or VTA algorithm. CFGs of methods can be created according to intraprocedural analysis and through each method call these CFGs can be combined with a whole program ICFG. At each call site, two kinds of auxiliary nodes are generated. One kind named entrance node deals with the parameters passing which records the map from actual parameters to formal parameters. And the other kind named return node handles the method return. All values returned by the method are assigned to an auxiliary variable included in the return node, which makes each method have a unique return variable.
Because JPPA is context-insensitive analysis which dose not distinguish the different contexts under which a method is invoked, it may share one callee method under different calling contexts. In this situation, the analysis should handle meet operation as follows:
where m means the callee method, G in (l m ) means the PPG before entering the method m, CS denotes the set of call sites with callee method m, P rob(e csi ) denotes the probability of method m called happens at cs i , G out (P P csi ) represents the PPG after parameter passing at cs i .
Polymorphism Polymorphism is the capability of a method to do different things based on the receiver object. Polymorphism gives us the ultimate flexibility in extensibility. But it also brings to us some difficulties in static program analysis since it is hard to get the target method called in run-time at a call site. At a call site, the target method is contained in an approximation set of methods called.
this as an implicit formal parameter should be mapped to the receiver object in the caller method as usual. In the case of polymorphism, this should be carefully taken into account according to the type of the receiver object. In our framework, handling this is a little different from handling usual formal parameters. Suppose the method m() is declared in class C and at each call site cs i (i ∈ I) method m() may be called in the form r i .m(). At each call site cs i , there exits an object set
where M atchedClass(C, m()) is the class set which contains the class C and its subclasses not overriding method m(). The distribution of this can be computed by the following equations
where P rob(e csi ) denotes the probability of m() being called at the call site cs i .
For example, in Fig. 1 , the distribution of this in method Round.set is
At a virtual call site, return value should also be considered. Suppose a virtual call site s : v = r.m(). According to the points-to set of r, the target methods with the same method signature can be deduced and represented in the form m j (), j ∈ J. The distribution of variable v is calculated as follows
where P rob(e) denotes the probability of m j () being called at the call site s, ∆ returnm j denotes the return value distribution of method m j (). Fig. 1 , the distribution of variable r is 0.25
For example, in
Library Code So far as we know, user code and library code have intricate interconnections and one cannot perform points-to analysis on Java user code without considering libraries. Analyzing library code is also emphasized in this paper.
From the observations, we found that a lot of methods in library code called in the user code do not effect the points-to analysis. If these irrelevant methods are taken into account, more time and space are consumed while there is no precision improvement. For example, System.out.println() covers 60156 lines of code in static singleassignment (SSA) form and 2229 methods in the library code. In these library code, 33680 object references and 4825 objects are involved. However, System.out.println() does not change any points-to relations during the analysis. It does not lose any precision of the probabilistic points-to analysis and saving much time and space without considering these irrelevant code.
We also found that the small part of the library code tend to change the points-to relations. These classes are the java container classes under the package java.util. So, these class should be taken into account during the analysis.
Thus, a flexible measurement is taken. The coverage of the library code analyzed is controlled in JPPA. For different application program, the library code being analyzed can be configured in the file by package names.
Safety
Compared with the conversional context-insensitive and flow-sensitive points-to analysis, JPPA computes a safe result. A support set of the distribution ∆ v is the points-to set of the reference v, which can be represented as P t(v). The operation on the distribution is associated with the operation on the points-to set. Fig. 9 reveals different operation between probabilistic points-to analysis and conversional points-to analysis. Because of the flow-sensitive, when dealing with branch merging in the ICFG, the meet operator is .
The conversional context-insensitive and flow-sensitive points-to analysis can be seen as the problem that computes the least fix-point over a finite lattice. After a finite Fig. 9 . Comparison between PPA and TPA.
iteration, the points-to sets at each program points is stable. At this point, our analysis also calculates the same points-to sets as the conversional one.
In the previous sections, we discuss three structures which are sequence, branch and loop in intraprocedural analysis. It is easy to proof that our algorithm in these basic structure is convergence. For the interprocedural analysis, handling recursive procedures is important. From the call graph, the SCCs (strong connection component) are computed and the ICFG can be divided into small parts. According to their dependences, each part is analyzed by a certain order to reduce the iteration number. For a single SCC, the back-edges are recognized to break the loop. In order to ensure the safety and termination, a small is chosen to measure the distance between two probabilistic points-to graphs. In an SCC, the worklist algorithm is applied and the analysis terminates in line with the change distance of each PPG that is less than .
The JPPA Infrastructure
In this section an implementation of JPPA is described. Fig. 10 is a block diagram of JPPA infrastructure. The input of JPPA is Jimple [17, 18] code, a typed 3-address intermediate representation (IR) generated by Soot [19] from Java source code. The call graph by RTA algorithm is built by Soot and all reachable methods can be covered in order to avoid analyzing dead code. The intraprocedural CFG for each method is constructed. Then, JPPA begins by combining all CFGs to an ICFG according to the call graph. Each edge is annotated with a probability indicating the expected frequency of the edge during the execution. Next, all the references and objects are extracted from Jimple IR and each of them is given a global unique name and ID. Finally, the work list algorithm is applied to the nodes of ICFG and the points-to graph for each point of the program is computed.
To construct an ICFG, we first use Soot to trace the program from the main method and get all reachable methods and their invocation relations shown in the call graph. Then we combine all CFGs to build an ICFG. For each call site, we add two special nodes representing parameter passing and return value passing. We add an edge from the parameter passing node to the entry of the callee and an edge from the exit point of the callee to the call site. We also handle the exception mechanism by adding edges from each statement in the try block to the entry of the catch block. After the ICFG is constructed, we label each edge with their probabilities. For those edges lacking such information, we assume that all fan-in probabilities at all incoming branches, entitled as the reciprocal of the number of incoming branches as well, are of equal value.
To perform the analysis, all the reference variables and objects of the program are represented. The objects can be simply identified with object creation statement. The reference variables can be categorized into three groups: local variables, instance fields and static fields. When analyzing all the methods in ICFG, the local variables can be easily identified by its declaration in method body. However, each instance field can only be preliminarily extracted when encountering an object allocation site. In that case, fields in super classes are considered. Static fields can be extracted from all the classes of the program being analyzed.
Additionally, the inheritance of classes and the shadowing declarations of class fields are also taken into account. The class field access table is built to relate each class field visited to its static declaration according to the class hierarchy graph. For example, in Fig. 1 classes Shape, Round and Square are declared. The declaration of area in Shape is shadowed by the declaration of area in Round. The field access table of the program in Fig. 1 is illustrated in Fig. 11 . The form <classname: fieldclass fieldname> denotes a field access, where classname means the static class of the reference variable, fieldclass means the field type and fieldname means the field name. For the statement Shape p = new Round(), the field access of p.area is <Shape: Double area>. When dealing with Round p = new Round(), the field access p.area is <Round: Double area>. From Fig. 11 Once the ICFG and global names for all references and objects in the program are built, the work list algorithm can be applied. Each node is initialized with an empty points-to graph and added to the work list. Every time one node is retrieved from the work list and calculated the G in and G out points-to graph according to the transfer functions. And if G in or G out of the node is changed, compared to the previous one, all the successive nodes of it are added back into the work list. This procedure is repeated until the work list is empty.
Evaluating JPPA
We implemented our analysis using Soot 2.3.0 [19] . The analysis includes the Sun JDK 1.6.0 10 libraries. All experiments were performed on a machine with an AMD Sempron(tm) 1.80GHz CPU, and ran with 1G heap size (option -Xmx1024m). Table. 1 shows the set of benchmark programs, which includes the SIR suite [20] , programs from the Ashes suite [21] , programs from the DaCapo suite [22] , and two other programs. The analysis begins with the main method and gets all the reachable methods in the call graph built by RTA algorithm. Table 1 illustrates the total number of statements (#Statements) in Jimple representation and the basic blocks (#Blocks) of these benchmark programs. 
Points-to Analysis Precision
The accuracy of a conventional points-to analysis algorithm is typically measured and compared by computing the average size of points-to sets. Table 2 illustrates the average sizes of the points-to sets for each benchmark studied, showing the max size of the points-to sets during the analysis and percentage of the points-to set with only one object. From Table 2 , we can see that for each benchmark the average size of points-to sets is under 2 and the max size of the points-to sets is below 20. The average size of points-to sets is closer to 1, there are more useful information benefitting the traditional optimization. There are still large points-to sets in the benchmarks, for instance tobas and java cup which means it may have a lot of optimization chances for the speculative optimizations. 
Probabilistic Precision
We now measure the accuracy of the probabilities computed by JPPA by comparing the two probability points-to graphs G s and G d at some special program points which are before or after the basic blocks. G s represents the probability points-to graphs generated statically. There are the following two variations of points-to analysis:
1. Probabilistic points-to analysis based on static probabilities (PPA). A probability is assigned to each incoming edge of ICFG which is equal for the edges to the same destination node, and the probabilistic points-to analysis algorithm is executed based on these edge probabilities; 2. Traditional points-to analysis (TPA). The probability of each points-to relation within a points-to set is assumed to be equal.
G d represents the dynamic probability points-to graph calculated by the points-to profiler. In particular, we want to quantify the accuracy of the probability points-to graph G s that are statically computed at the program points. So far as we known, a software may contain a lot of functions, but only major functions are used usually by an user. If all the input data are taken into account equally, the analysis can not place emphasis on the program points covered by the major functions. So, the runtime probabilistic points-to graph data are gathered on the pathes executed as frequently as possible.
The distance of two probability points-to graphs can be calculated as follows:
where program points means the the program points on the pathes we have studied.
To compare the two distributions in a meaningful way, we compute the normalized Euclidean distance as defined by:
The metric distance summarizes the average error uniformly across all probability points-to graph at the program points on a scale that ranges from zero to one, where a zero means no discrepancy between dynamic and static graphs, and a one means there is always a contradiction at the program point. Fig. 12 manifests the distance between the probability points-to graph created by PPA and TPA and by the runtime points-to profile. In most cases, PPA result is better than TPA result, and PPA average distance is 0.17. However, in the cases hsqldb and Jtopas, these two distances is very close. Through the investigation, we found that, the usage of the object array in these programs effects PPA. If the object array are heavily used in the source code, the precision of PPA drops to that of TPA. Table 3 shows the running time and memory usage for the analysis and also reports the number of the references, static fields and the objects. After analyzing the result data, we detect that the distributions of the static fields directly effect the performance, since the static field distributions are propagated to all the nodes in the ICFG. If the distributions of the static fields have big support sets, the propagation consumes both time and space. Another important factor effecting the analysis performance is the usage of object array. Since the object array is handled by a conservative way that puts all its object elements into one points-to set. If the object array is used frequently in the program, both performance and precise of the analysis decline. 
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Related Work
In the past several years, points-to analysis has been an active research field. A very good overview of the current state of algorithms and metrics for points-to analysis are given by Hind [23] .
Conventional points-to analysis. Context-sensitivity and flow-sensitivity are two major dimensions of pointer analysis precision. The most accurate algorithms are both context-sensitive and flow-sensitive (CSFS) [24] [25] [26] [27] [28] [29] ; however, these approaches are difficult to scale to large programs. Recently proposed idea of bootstrapping by [30] enables context-sensitive and flow-sensitive algorithms to scale. Context-insensitive and flow-insensitive (CIFI) algorithms [31, 32] have the best scalability on the large programs with overly conservative results. Equality-based analysis and subset-based analyses become the two wildly accepted analysis styles. In [33] , Liang et al. test several variations of Java points-to analyses, including subset-based and equality-based variations.
How well the algorithms scale to large programs is an important issue. Trade-offs are made between efficiency and precision by various points-to analysis. One choice is context-sensitive and flow-insensitive (CSFI) analysis [3, 34, 4, 35] . The other is contextinsensitive and flow-sensitive (CIFS) analysis [5, 6] . However, all these conventional points-to analyses can not give the probability for the may-be points-to relation.
Probabilistic pointer analysis for C. With the proposition of the speculative optimizations, the probability theory is introduced into the conventional program analysis. In earlier work, Ramalingam [12] proposes a generic data flow frequency analysis framework that can compute the probability a fact holds true at every control flow node using the edge frequencies propagation. It provides a formulation that can be used for probabilistic points-to analysis based on data flow analysis framework.
Chen et al. [36, 37] develop CSFS probabilistic point-to analysis algorithm. Their algorithm is based on an iterative data flow analysis framework, which computes the transfer function for each control flow node and propagates probabilistic information additionally. Their interprocedural approach is based on Emami's algorithm [24] and therefore loses some scalability. Their experimental results demonstrates that their technique can estimate the probabilities of points-to relations in benchmark programs with reasonable accuracy although they did not disambiguate heap and array elements. JPPA is also based on an iterative data flow analysis framework but with context-insensitive analysis. The conception of the discrete probability distribution are introduced. In every control flow node, the state of the program is a probabilistic points-to graph which can be represented as a set of the distributions and every transfer function operates on these distributions.
Silva and Steffan [38] propose a one-level context-sensitive and flow-sensitive probabilistic pointer analysis algorithm that statically predicts the probability of each pointsto relation at every program point. Their algorithm computes points-to probabilities through the use of linear transfer functions that are efficiently encoded as sparse matrices. Through the experiments, they demonstrate that their analysis can provide accurate probabilities. However, in their framework, they use a one-level unsafe transformation to model load and store assignment, which ignores the alias between the shadow variables. JPPA avoids this unsafety for that the transfer functions of instance field read and write propagate the distribution without using the shadow variables.
Conclusions
In this paper we have presented JPPA, a probabilistic points-to algorithm for Java that is context-insensitive and flow-sensitive. JPPA predicts the likelihood of points-to relations without depending on expensive runtime profiles. In order to ensure the safety of the result, JPPA takes Java library code into account. JPPA has a flexible mechanism which enables adjusting the probability of each edge during the analysis. We have compared JPPA with the conventional context-insensitive and flow-sensitive points-to analysis. The experimental results manifest that the probabilistic points-to graph computed by JPPA is closer to the condition that software is used in practice. In addition, JPPA can produce accurate probabilities for each points-to relation which uses static heuristics rules.
In the future research, we would like to improve the convergence of our analysis algorithm by reasonable partition of the ICFG. In order to promote the precise of the object array analysis, we would also like to introduce abstract interpretation and domain theory to analyze the index of the array. Finally, we would like to extend JPPA by copying the method nodes in the call graph for a context-sensitive analysis.
