Through the use of the technique of time-of-flight mass spectroscopy, we obtain strong-field ionization yields for randomly oriented 1,2-dichloroethylene (1,2-DCE) (C 2 H 2 Cl 2 ) and 2-butene (C 4 H 8 ). We are interested in studying the effect of conformal structure in strong-field ionization and in particular the role of molecular polarity. That is, we can perform strong-field ionization studies in polar vs non-polar molecules that have the same chemical composition. We report our findings through the ionization yields and the ratio (trans/cis) of each stereoisomer pair as a function of intensity.
. The (a) standard deviation of the residuals, (b) average of the residuals, and (c) retrieved intensity calibration coefficients as a function of the number of points removed in the robust fitting procedure using both NTI and ADK ionization methods.
Figure 2.
A map of which points in the data set were removed as a function of the number of points removed in the robust fitting procedure using (a) ADK theory and (b) NTI theory.
Additionally, notice how in Fig. 2(a) , the removed points are grouped together in a particular intensity range, and then, there is a drastic change after 12 points are removed. The removed points remain grouped together, but consist of a different set of data points in a different intensity range. Note, this drastic shift is also reflected in the intensity calibration coefficients shown in Fig. 1(c) , where an increase of 13% occurs from 12 to 18 data points removed. A visualization of the experimental data and fitted theoretical data is shown in Fig. 6 of the main text for ADK with 20 points removed.
It is enough to condemn these fits based on the high standard deviation values of the weighted residuals and the nonconstant average values, however, that does not determine the mechanism at fault. In Fig. 2(a) , the first 12 removed data points of the ADK method are removed from the middle of the intensity range. Past 12, suddenly, removed data points come from the high intensity regime. The fact that the removed points originally came from the middle intensity regime indicates heteroscedasticity caused by a poor model. It is unlikely that the middle intensity regime would be at fault more than the low intensity regime in terms of a carefully performed experiment. It is clear that the middle residuals were being compensated by both the high and low intensity regimes. Once that was no longer the case, i.e. enough points were removed, the model switched to a different fit that favored the middle intensity regime more. It should be noted that the high intensity regime was anticipated to be favored based on the knowledge that ADK works better in the tunneling regime, γ << 1. In practice, however, the lower intensity regime was favored. This is due to the small data set and larger experimental error in the low intensity regime which allows more flexibility in the fitting in that regime. One main disadvantage of the robust fitting analysis is that sufficient data points over a large enough intensity range need to be taken in the experiment in order to determine a "good fit". Misleading results can be observed if too many points are removed. The absolute break down of the method is when more than half of the points are removed.
Results: NTI Theory In this example, we identify a "good fit" and reliable calibration within the error of both the experiment and theoretical model. The argon experimental ionization yield data set is identical to the one used in the previous subsection where ADK theory was utilized. In Fig. 1(b) , we reach a "steady-state" average value of ≈ −0.75 after the removal of 8 data points. Unfortunately, a "steady-state" alone does not indicate that the fits are now homoscedastic. In Fig. 1(a) , a standard deviation of 2 or lower occurs after 8 data points are removed. Note that in order to confirm homoscedasticity, the variance of the residuals must be constant even if more points are removed from the data set. Unfortunately, the small data set prevents a constant standard deviation. However, we can infer homoscedasticity based on a "steady-state" of the average residual value, meaning the remaining "would be removed" data points do not significantly contribute to the overall fit and, also, the remaining "would be removed" data points become spread out over the entire data set as shown in Fig. 2(b) . Note, the point at which homoscedasticity is reached is also reflected in the values of the intensity calibration coefficients, however, much more subtly. In Fig. 1(c) , the coefficients do change as a function of data points removed, however, the change from all points to "steady-state" is small and on the order of 1%. The coefficient used for this article was α = 4.5 × 10 12 resulting from the removal of 8 data points. For a visualization of the experimental data and fitted theoretical data, see Fig. 6 in the main body.
The main advantage of the robust fitting procedure and its inherent analysis is the insight it gives into the quality of the experiment. In Fig. 2(b) , the main data points contributing to the misidentification of the true intensity calibration coefficient were data points in the high intensity regime. In this regime, two things occur, detection saturation and yield saturation with volume averaging effects. Although both issues could be contributing, it is more likely that detection saturation is occurring. In the counting method, the yield analysis described in the main article, there is the possibility of being unable to temporally resolve single counts if too many arrive to the detector at similar times per laser shot. This causes an artificial decrease in yield at high intensity which would not be expected to be reflected in any of the ionization models. A volume averaging effect, on the other hand, should be less likely to contribute since the ionization model has already taken that into account. In our intensity calibration model, we do assume a gaussian laser profile. If this is not the case in the actual experiment, then volume yield saturation may influence the ionization yields significantly starting at the incorrect intensity. This would cause the model to also be incorrect at higher intensities.
