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Abstract
In this paper we study the generalized Clifford algebra defined by Pappacena of a
monic (with respect to the first variable) homogeneous polynomial Φ(Z,X1, . . . , Xn) =
Zd −∑dk=1 fk(X1, . . . , Xn)Zd−k of degree d in n+ 1 variables over some field F . We
completely determine its structure in the following cases: n = 2 and d = 3 and ei-
ther char (F ) = 3, f1 = 0 and f2(X1, X2) = eX1X2 for some e ∈ F , or char (F ) 6= 3,
f1(X1, X2) = rX2 and f2(X1, X2) = eX1X2 + tX
2
2 for some r, t, e ∈ F . Except for a
few exceptions, this algebra is an Azumaya algebra of rank nine whose center is the
coordinate ring of an affine elliptic curve. We also discuss representations of arbi-
trary generalized Clifford algebras assuming the base field F is algebraically closed
of characteristic zero.
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1. Introduction
Given a homogeneous polynomial f(X1, . . . , Xn) in n variables of degree d over
a field F , its Clifford algebra Cf is defined to be the quotient of the free associative
F -algebra F{x1, . . . , xn} by the ideal generated by the elements (a1x1+· · ·+anxn)d−
f(a1, . . . , an) for all a1, . . . , an ∈ F . This definition was introduced by Roby in [18].
It generalizes the classical notion of the Clifford algebra of a quadratic space. If the
quadratic space is regular, its Clifford algebra is known to be a tensor product of
quaternion algebras over F if the dimension is even or over a quadratic extension of
F if the dimension is odd (see [15] or [13]).
The Clifford algebra is invariant under linear change of variables, and therefore it
is used for classifying homogeneous polynomials. Another use of the Clifford algebras
is in the study of central simple algebras. Given a central simple algebra A that
contains an F -vector subspace V such that vd ∈ F for all v ∈ V , the subalgebra F [V ]
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of A is a representation of the Clifford algebra Cf where f(X1, . . . , Xn) = (v1X1 +
· · ·+vnXn)d for some fixed basis v1, . . . , vn of V . Consequently, the representations of
the Clifford algebras, and in particular their simple images, are of great importance.
The case of n = 2 and d = 3 was first considered by Heerema in [12]. Haile
studied these algebras in the series of papers [6, 7, 8, 9]. He showed that in charac-
teristic not 2 or 3, if the binary cubic form f is nondegenerate, Cf is an Azumaya
algebra of rank 9, whose center is isomorphic to the coordinate ring of the affine
elliptic curve s2 = r3 − 27∆ where ∆ is the discriminant of f . Hence the simple
homomorphic images of Cf are cyclic algebras of degree 3. Moreover, there is a one-
to-one correspondence between Galois orbits of points on that affine elliptic curve
and the simple homomorphic images of Cf . The induced mapping from the group
of F -rational points on the elliptic curve described above with the point at infinity
as unity to the Brauer group of F is a group homomorphism with image the relative
Brauer group of the function field of the curve C given by Z3−f(X, Y ) = 0. Finally,
he proved that Cf is split if and only if the curve C has an F -rational point.
On the other hand, irreducible representations of Clifford algebras were studied
in papers such as [4, 11, 19]. It was shown in [11] that if f is nondegenerate and
F is an infinite field, the dimension of any representation of Cf is divisible by the
degree of f . In the case where F is algebraically closed of characteristic 0, Van den
Bergh in [19] showed that the equivalence classes of dr-dimensional representations
of Cf are in one-to-one correspondence with isomorphism classes of certain vector
bundles (later known as Ulrich bundles) of rank r on the hypersurface in Pn given
by the equation Zd − f(X1, . . . , Xn) = 0. Advanced results on representations of
Clifford algebras were recently derived in [4] via the study of the Ulrich bundles on
the geometric side of this correspondence.
In [16], Pappacena generalized the notion of the Clifford algebra to the algebra
associated to a monic polynomial (with respect to the first variable) over F of the
form Φ(Z,X1, . . . , Xn) = Z
d −∑dk=1 fk(X1, . . . , Xn)Zd−k where each fk is a homo-
geneous polynomial of degree k. This algebra, denoted there by CΦ, is defined to be
the quotient of the free associative F -algebra F{x1, . . . , xn} by the ideal generated
by the elements
(a1x1 + · · ·+ anxn)d −
d∑
k=1
fk(a1, . . . , an)(a1x1 + · · ·+ anxn)d−k
for all a1, . . . , an ∈ F . The algebra CΦ is called the generalized Clifford algebra
of the monic polynomial Φ. Pappacena proved in that paper that if d = 2 then
this generalized Clifford algebra is isomorphic to the classical Clifford algebra of a
quadratic form, and therefore its structure is known. However, he said little when
d ≥ 3.
In [14], Kuo studied the generalized Clifford algebra of the monic polynomial
Φ(Z,X, Y ) = Z3 − eXY Z − f(X, Y ) in characteristic not 2 or 3 and derived the
results very similar to those obtained by Haile when Φ is absolutely irreducible. In
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particular, CΦ is an Azumaya algebra of rank 9 and its center is isomorphic to the
coordinate ring of an affine elliptic curve whose closure in P2 is the Jacobian of
the cubic curve given by Φ(Z,X, Y ) = 0. This result was recently applied in [5]
to solving a problem about 3 × 3 × 3 cubes, which relates to the computation of
the Cassels-Tate pairing on the 3-Selmer group of an elliptic curve over a number
field. These generalized Clifford algebras with e 6= 0 were also used in [10], where
the reducible case was fully understood, to classify hyperbolic planes in the space
of reduced trace zero elements in a division algebra of degree three into three basic
types.
The contents of this paper are structured as follows. In Section 2 we present the
basic tool, namely the eigenvector decomposition, which enables us to obtain the re-
sults in the following sections. In Section 3 we study the generalized Clifford algebra
of the monic polynomial Φ(Z,X, Y ) = Z3−rY Z2−(eXY +tY 2)Z−(αX3+βX2Y +
γXY 2+ δY 3) in characteristic not 3. The formulas for the simple homomorphic im-
ages provided in this section fill the gap that was left open in [14], where formulas
were provided only in the case of r = t = β = γ = 0. In Section 4, we study the gen-
eralized Clifford algebra of the monic polynomial Φ(Z,X, Y ) = Z3−eXY Z−f(X, Y )
in characteristic 3. This complements the results in [14], which were derived only for
characteristic different from 3. In Section 5, we study representations of arbitrary
generalized Clifford algebras assuming F is algebraically closed of characteristic zero.
We shall give positive answers to both parts of Question 5.2 in [16].
2. Eigenvector Decomposition
Let d be a positive integer. In an associative algebra A over a field F , a non-
central element x ∈ A satisfying xd ∈ F and xk 6∈ F for any 1 ≤ k < d is called
d-central. The main tool we will be using in Section 3 to analyze the structure of
the generalized Clifford algebra is the eigenvector decomposition of elements with
respect to conjugation by a d-central element. The following lemma is taken from
[2].
Lemma 2.1. In an associative algebra A over a field F of characteristic prime to d
containing a primitive dth root of unity ρ, if x is a d-central element with xd 6= 0 then
for every y ∈ A, there exist elements y0, y1, . . . , yd−1 such that y = y0+y1+ · · ·+yd−1
and ykx = ρ
kxyk.
Proof. Take yk =
1
d
(y + ρkxyx−1 + · · · + ρk(d−1)xd−1yx1−d) for 0 ≤ k ≤ d − 1. It is
easy to see that y = y0 + y1 + · · ·+ yd−1 and ykx = ρkxyk.
In case F is of characteristic prime to d and contains a primitive dth root of unity
ρ, d-central elements play an important role in cyclic algebras of degree d over F .
Every cyclic algebra over F of degree d has a symbol presentation
(α, β)d,F = F 〈x, y : xd = α, yd = β, yxy−1 = ρx〉
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for some α, β ∈ F×. The elements x and y are clearly d-central. In fact, for ev-
ery d-central element x in such an algebra there exists another d-central element y
satisfying yxy−1 = ρx, and so the algebra has the symbol presentation (xd, yd)d,F .
Furthermore, if x, y are invertible elements such that yxy−1 = ρx, then they are
d-central and the algebra has the symbol presentation (xd, yd)d,F .
In characteristic p > 0, there are two interesting types of elements, the Artin-
Schreier elements, that is, elements that satisfy an equation of the form xp − x = α
for some α ∈ F , and p-central elements as defined above. In this case, however, the
p-central elements generate purely inseparable field extensions over the base field,
while the Artin-Schreier elements generate Galois field extensions.
The following two lemmas are the results of decomposition of elements with
respect to these two special types of elements, and will be used in Section 4. We write
[µ, ν]1 = [µ, ν] = νµ − µν and define [µ, ν]k for k > 1 inductively as [[µ, ν]k−1, ν] =
ν[µ, ν]k−1 − [µ, ν]k−1ν. Also, [µ, ν]0 is defined to be µ.
Lemma 2.2. In an associative algebra A over a field F of characteristic p, if x
is Artin-Schreier then for every z ∈ A, there exist {zk : k ∈ Zp} such that z =
z0+ z1+ · · ·+ zp−1 and [zk, x] = kzk. By taking tp−k = zk, we have z = t0+ · · ·+ tp−1
and [x, tk] = ktk.
Proof. Let z0 = z − [z, x]p−1, and for 1 ≤ k ≤ p − 1, zk = −(kp−2[z, x]1 + · · · +
k[z, x]p−2+[z, x]p−1). An easy calculation shows that [zk, x] = kzk. It is obvious that
z0 + z1 + · · ·+ zp−1 = z.
Lemma 2.3. In an associative algebra A over a field F of characteristic p, if y
is p-central then for every z ∈ A, there exist {zk : k ∈ Zp} such that [z0, y] = 0,
[zk, y] = zk−1 for each k 6= 0, and z = zp−1 − zp−2.
Proof. For k 6= 0, let zk = [z, y]p−1−k + [z, y]p−k + · · ·+ [z, y]p−1. Let z0 = [z, y]p−1.
It is clear that they satisfy the requirements.
Artin-Schreier elements and p-central elements play an important role in cyclic
algebras of degree p over F . Every cyclic algebra over F of degree p has a symbol
presentation
[α, β)p,F = F 〈x, y : xp − x = α, yp = β, yxy−1 = x+ 1〉
for some α, β ∈ F . The element x is clearly an Artin-Schreier element and the
element y is p-central. In fact, for every Artin-Schreier element x in such an algebra
there exists some p-central element y satisfying yxy−1 = x + 1, and so the algebra
has the symbol presentation [xp − x, yp)p,F . Similarly, for every p-central element y
there exists an Artin-Schreier element x such that yxy−1 = x + 1. Furthermore, if
there exist two elements x and y satisfying yxy−1 = x+ 1, then x is Artin-Schreier,
y is p-central and the algebra has the symbol presentation [xp − x, yp)p,F .
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3. Characteristic not three
In this section we study the generalized Clifford algebra of the monic polynomial
Φ(Z,X, Y ) = Z3− rY Z2− (eXY + tY 2)Z − (αX3+ βX2Y + γXY 2+ δY 3) over the
field F assuming the characteristic of F is not 3. As mentioned in the introduction,
the case of r = t = 0 was studied in [14], where the simple homomorphic images
were described explicitly only in the diagonal case β = γ = 0. Here we will apply the
eigenvector decomposition to provide formulas for the simple homomorphic images
of CΦ.
For the sake of simplicity, we adopt the notation used in [17]: xd11 ∗ · · · ∗ xdtt
denotes the sum of all the products where each xi appears di times. For example,
x2∗z2 = xxzz+xzxz+xzzx+zxxz+zxzx+zzxx. As usual we may omit exponents
di = 1, so that x
2 ∗ y = xxy+ xyx+ yxx. This notation is commutative in the sense
that xd11 ∗ · · · ∗ xdtt = x
dσ(1)
σ(1) ∗ · · · ∗ x
dσ(t)
σ(t) for any permutation σ ∈ St.
The algebra CΦ is by definition
CΦ = F 〈x, y : x3 = α,
x2 ∗ y = rx2 + ex+ β,
x ∗ y2 = rxy + ryx+ tx+ ey + γ,
y3 = ry2 + ty + δ〉.
We assume that α 6= 0 and F contains a primitive third root of unity ρ. According
to Lemma 2.1, since x3 ∈ F×, there exist y0, y1, y2 ∈ CΦ such that
y = y0 + y1 + y2 and yix = ρ
ixyi. (1)
In this case, we say that yi ρ
i-commutes with x. Under this decomposition, the
relation x2∗y = rx2+ex+β is equivalent to y0 = (3α)−1(ex2+βx+αr). Substituting
this in the relation x ∗ y2 = rxy+ ryx+ tx+ ey+ γ, we obtain by a straight-forward
calculation that
y1y2 = ρy2y1 +
(1− ρ)D1
3α
x2 − (1− ρ)D2
9α
(2)
where
D1 = γ +
er
3
− β
2
3α
and D2 = eβ − 3αt− αr2.
Let
w = x−1y2y1 + ρ
2D1
3α
x+
D2
9α
x−1.
Lemma 3.1. The elements w, y31 and y
3
2 are in the center of CΦ.
Proof. Clearly, w commutes with x. By Equation (2) we see that yiw = wyi, i = 1, 2.
Thus, w commutes with y and hence is central in CΦ. Similarly, one can check that
y31 and y
3
2 are central in CΦ.
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The relation y3 = ry2+ ty+δ may be split into three parts due to conjugation by
x. The part on the left-hand side which ρ-commutes with x is y20 ∗y1+y21 ∗y2+y22 ∗y0
and on the right-hand side it is ry0 ∗ y1 + ry22 + ty1. A direct computation shows
that y20 ∗ y1 = (3α)−1eβy1 + 3−1r2y1 − (3α)−1ρerx2y1 − (3α)−1ρ2βrxy1, y21 ∗ y2 =
−(3α)−1D2y1, y22∗y0 = ry22 and ry0∗y1 = 3−12r2y1−(3α)−1ρerx2y1−(3α)−1ρ2βrxy1.
Thus, y20 ∗ y1 + y21 ∗ y2 + y22 ∗ y0 is equal to ry0 ∗ y1 + ry22 + ty1. Similarly, the part
on the left-hand side which ρ2-commutes with x is equal to that on the right-hand
side: y20 ∗ y1 + y21 ∗ y2 + y22 ∗ y0 = ry0 ∗ y2 + ry21 + ty2. So let us consider the parts on
both sides which commute with x:(
1
3α
(ex2 + βx+ αr)
)3
+y31+y
3
2+
1
3α
(ex2+βx+αr)∗y1∗y2 = ry20+ry1∗y2+ty0+δ.
(3)
We first compute
(ex2 + βx) ∗ y1 ∗ y2
= e((2 + ρ2)x2y1y2 + (2 + ρ)x
2y2y1) + β((2 + ρ)xy1y2 + (2 + ρ
2)xy2y1)
= e
(
−3ρ2x2y2y1 − ρD1x+ ρD2
3α
x2
)
+ β
(
D1 − D2
3α
x
)
= e
(
−3ρ2αw − D2
3α
x2
)
+ β
(
D1 − D2
3α
x
)
where the second equality holds by applying Equation (2). Substituting this in
Equation (3) we then obtain by another straight-forward calculation that
D + y31 + y
3
2 − ρ2ew = 0, (4)
where
D =
e3
27α
+
β3
27α2
− 2r
3
27
+
β
3α
D1 − rt
3
− δ.
Consequently, via the decomposition in (1) with y0 taken as (3α)
−1(ex2 + βx+ αr),
CΦ is an F -algebra generated by x, y1, y2 subject to the relations x
3 = α, yix = ρ
ixyi
and Equations (2), (4). Thus we have the following result.
Lemma 3.2. As an F [y31, w]-module, CΦ is finitely generated by the 27 elements
xiyj1y
k
2 , where 0 ≤ i, j, k ≤ 2.
Let us consider the algebra after the localization CΦ[y
−3
1 ]. Since in this algebra
y1 is invertible, from the choice of w, we have
y2 = xy
−1
1 w − ρ2
D1
3α
x2y−11 −
D2
9α
y−11 , (5)
and so
y32 = αy
−3
1 w
3 − D
3
1
27α
y−31 −
D32
729α3
y−31 − ρ2
D1D2
9α
wy−31 .
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Therefore, substituting this in Equation (4) we get
D + y31 + αy
−3
1 w
3 − D
3
1
27α
y−31 −
D32
729α3
y−31 − ρ2
D1D2
9α
wy−31 − ρ2ew = 0.
Consequently,
(D − ρ2ew)y31 + y61 + αw3 −
D31
27α
− D
3
2
729α3
− ρ2D1D2
9α
w = 0. (6)
The last equality also holds in CΦ.
We next show that the center Z of CΦ is F [y
3
1, w] and it is isomorphic to the
coordinate ring of the affine elliptic curve
E : (D − ρ2eR)S + S2 + αR3 − D
3
1
27α
− D
3
2
729α3
− ρ2D1D2
9α
R = 0, (7)
where the discriminant is assumed to be nonzero. Let E also denote the elliptic
curve with affine piece given by Equation (7).
Proposition 3.3. There is an F -algebra isomorphism from CΦ[y
−3
1 ] into the symbol
algebra (α, S)3,F (E) over the function field F (E) of the elliptic curve E.
Proof. Let u, v be the generators of (α, S)3,F (E) satisfying u
3 = α, v3 = S and vu =
ρuv. Let φ be the F -algebra homomorphism from CΦ into (α, S)3,F (E) defined as
follows
φ : CΦ → (α, S)3,F (E)
x 7→ u
y1 7→ v
y2 7→ u
(
R− ρ2D1
3α
u− D2
9α
u−1
)
v−1.
One can check that x3 = α, yix = ρ
ixyi and the relations in Equations (2) and (4)
are preserved under the map φ. Thus it is well-defined and φ(w) = R. Furthermore,
it induces a homomorphism from CΦ[y
−3
1 ] to (α, S)3,F (E), which we also denote by φ.
Notice that from Equations (5) and (6), CΦ[y
−3
1 ] as an F [y
±3
1 ]-module is finitely
generated by the 27 elements xiyj1w
k, where 0 ≤ i, j, k ≤ 2. Since the images of
these elements are linearly independent over F [S±1] and φ when restricted to F [y±31 ]
is injective, it follows that φ itself is injective.
Corollary 3.4. The center Z of CΦ is F [y
3
1, w] and it is isomorphic to the coordinate
ring F [E] of the affine elliptic curve E.
Proof. By Proposition 3.3, F [y31, w]
∼= F [E], a Dedekind domain. Furthermore, we
see from its proof that φ(CΦ)F (E) = (α, S)3,F (E). In particular, the center of φ(CΦ)
is contained in F (E). Therefore F [E] = φ(F [y31, w]) ⊆ φ(Z) ⊆ F (E). It follows
from Lemma 3.2 and the injectivity of φ that Z = F [y31, w]
∼= F [E].
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Now the center of CΦ[y
−3
1 ] is Z(y31) = F [y
±3
1 , w]
∼= F [E](S) in which y31 is invertible.
Thus we have the following result.
Corollary 3.5. CΦ[y
−3
1 ] is the symbol Azumaya algebra (α, y
3
1)3,F [y±31 ,w]. Similarly,
CΦ[y
−3
2 ] = (y
3
2, α)3,F [y±32 ,w].
From now on, we restrict ourselves to the following conditions: D 6= 0 and the
subalgebra F [x : x3 = α] is a field.
Proposition 3.6. In every homomorphic image of CΦ, either y
3
1 6= 0 or y32 6= 0. In
particular, if the image is simple then either y31 or y
3
2 is invertible.
Proof. Assume to the contrary that y31 = y
3
2 = 0. Then by Equation (4), D = ρ
2ew.
If e = 0, then D = 0, a contradiction. If e 6= 0, then by the choice of w, we have
that y2y1 = ρe
−1Dx − (3α)−1ρ2D1x2 − (9α)−1D2, which is invertible as a nonzero
element of the field F [x]. However this means that y1 is invertible too, which is a
contradiction.
Corollary 3.7. The algebra CΦ is Azumaya of rank 9.
Proof. By Corollary 3.4 and Lemma 3.2, CΦ is finitely generated as a module over
its center Z = F [y31, w]. For every maximal ideal m of Z, it follows from Proposition
3.6 and Corollary 3.5 that CΦ/mCΦ is a central simple algebra of degree 3 over the
field Z/m. Therefore, CΦ is Azumaya of rank 9.
Remark 3.8. Another way to prove that CΦ is Azumaya is the following: Every
Φ(Z,X, Y ) = Z3 −∑3k=1 fk(X, Y )Z3−k can be linearly transformed over F¯ into the
one with f1 = 0, f2 = eXY and f3 = X
3 + Y 3 for some e ∈ F¯ (in characteristic
not 2 or 3), and therefore that CΦ is Azumaya follows immediately from [14] and the
fact that the construction of CΦ is functorial in F .
We finally are able to describe explicitly the simple homomorphic images of CΦ.
Theorem 3.9. There is a one-to-one correspondence between the simple homomor-
phic images of CΦ and the Galois orbits of F¯ -rational points on the affine ellip-
tic curve E as follows: the Galois orbit containing (R0, S0) on E gives rise to the
F (R0, S0)-central simple algebra (α, S0)3,F (R0,S0) if S0 6= 0 and (ρ2eR0−D,α)3,F (R0,S0)
if S0 = 0.
Proof. Since CΦ is Azumaya, there is an one-to one correspondence between its sim-
ple homomorphic images and maximal ideals of its center Z ∼= F [E]. Furthermore,
y31, w in the center correspond to S,R. Thus by Equation (4), y
3
2 corresponds to
ρ2eR − S − D. Therefore, the result follows from Proposition 3.6 and Corollary
3.5.
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Define the function Ψ from the group E(F ) of F -rational points on the elliptic
curve E into the Brauer group of F as follows
Ψ: E(F )→ Br(F )
(R0, S0) 7→
{
[(α, S0)3,F ] if S0 6= 0
[(ρ2eR0 −D,α)3,F ] if S0 = 0
O 7→ 1.
We next show that the arguments used in [14, Section 4] can be applied here to show
that Ψ is a group homomorphism.
Proposition 3.10. The function Ψ is a group homomorphism.
Proof. Identify Z = F [y31, w] with F [E]. Similar to the proof of [14, Corollary 4.3],
the Brauer class of CΦ in Br(F (E)) is unramified everywhere. Thus, the algebra CΦ
can be extended to a Brauer class in Br(E). Also, CΦ ⊗F [E] F (E) = (α, S)3,F (E) =
(α, T )3,F (E), where T = R
3/S2. By Equation (7) we see that
T =
D − ρ2eR
−αS −
1
α
+
D31
27α2S2
+
D32
729α4S2
+
ρ2D1D2R
9α2S2
. (8)
Let ν be the discrete valuation on F (E) corresponding to O. Then ν(R) = −1 and
ν(S) = −3/2. Thus ν(T ) = 0 = ν(α), and hence the specialization of CΦ⊗F [Ea]F (E)
at O is (α, T¯ )3,F where T¯ is the image of T in the residue field of O. By Equation
(8), T¯ = −1/α = NF ( 3√α)/F ((−1/α) 3
√
α2). Thus, the specialization at O of the class
of CΦ in Br(E) is trivial. Therefore, similar to the proof of [14, Theorem 4.1], the
result now follows from Lemma 3.2 and Theorem 3.5 of [3].
Since CΦ is Azumaya of rank 9, one can check that the homogeneous polynomial
Φ(X, Y, Z) over F is then absolutely irreducible. Let C denote the cubic curve given
by the equation Φ(X, Y, Z) = 0. The computations in [1] show that the elliptic
curve E is the Jacobian of the cubic curve C. We have the following two analogues
of Proposition 4.5 and Theorem 4.6 of [14] with similar proofs, which we therefore
skip.
Proposition 3.11. The group homomorphism Ψ: E(F ) → Br(F ) maps onto the
relative Brauer group Br(F (C)/F ).
Proposition 3.12. The Azumaya algebra CΦ is split if and only if the cubic curve
C has an F -rational point.
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4. Characteristic three
In this section we study the generalized Clifford algebra of the monic polynomial
Φ(Z,X, Y ) = Z3− eXY Z− (αX3+βX2Y +γXY 2+ δY 3) for some e, α, β, γ, δ ∈ F ,
assuming that the field F is of characteristic 3. The algebra CΦ is by definition
F 〈x, y : x3 = α, y3 = δ, x2 ∗ y = ex+ β, x ∗ y2 = ey + γ〉.
We assume that α 6= 0 and treat the two cases of e = 0 and e 6= 0 separately.
4.1. e = 0
In this case, CΦ is simply the ordinary Clifford algebra of the form f(X, Y ) =
αX3 + βX2Y + γXY 2 + δY 3. The element x is 3-central. Therefore, according to
Lemma 2.3, we can decompose y as
y = y2 − y1
such that
xy2 − y2x = y1, xy1 − y1x = y0, where y0x = xy0. (9)
Substituting this in the relation x2 ∗ y = β, by a straight-forward calculation we get
y0 = β. Thus from the relation x ∗ y2 = γ, we then get
y1y2 − y2y1 = γ. (10)
Substituting this further in y3 = δ leaves
y32 − y31 = δ. (11)
Therefore, CΦ is an F -algebra generated by x, y1, y2 subject to the relations x
3 = α,
Equation (9), where y0 = β, and Equations (10), (11). We shall see in particular
that, unless f is diagonal, CΦ is Azumaya.
Let w = βy2 + γx+ y
2
1. It is a straight-forward calculation to see that w, y
3
1 and
y32 commute with x, y1 and y2, and therefore they are central in CΦ. Consider the
following affine curve
E∆ : s
2 = r3 +∆,
where ∆ = −γ3α + γ2β2 − β3δ + β6. We next show that in the case of β 6= 0, CΦ is
Azumaya of rank 9 and its center is isomorphic to the coordinate ring of E∆.
Lemma 4.1. If β 6= 0 then the subalgebra F [w, y31] of the center of CΦ is isomorphic
to the coordinate ring F [r, s] of the affine curve E∆. In particular it is an integral
domain.
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Proof. If β 6= 0, then y2 = β−1(w − γx − y21) and substituting it in Equation (11)
yields β−3(w3 − γ3α− y61 + γ2β2)− y31 = δ, or equivalently,
w3 +∆ = (y31 − β3)2.
Consequently F [w, y31] is the F -subalgebra generated by w and y
3
1 subject only to the
relation in the equation above. Thus the map defined by sending r, s to w, y31 − β3
clearly gives an F -algebra isomorphism.
Note that E∆ is smooth (and then an affine elliptic curve) if and only if its
discriminant is nonzero or ∆ 6= 0. In this case, its coordinate ring is a Dedekind
domain. In the following, for any integral domain R, q(R) stands for its quotient
field.
Theorem 4.2. If β 6= 0 then
(1) CΦ is Azumaya of rank 9.
(2) The center of CΦ is the subalgebra F [w, y
3
1], and it is isomorphic to the coordi-
nate ring of E∆.
(3) There is a one-to-one correspondence between the Galois orbits of F¯ -rational
points on E∆ and the simple homomorphic images of CΦ, taking each Galois
orbit containing (r0, s0) to the degree 3 cyclic algebra [αβ
−3(s0+β3), α)3,F [r0,s0].
Proof. In this case, y2 = β
−1(w − γx − y21). Let z = β−1xy1. It is a straight-
forward calculation to see that xz − zx = x and z3 − z = αβ−3y31. Consequently, in
CΦ⊗F [w,y31] q(F [w, y31]), x and z generate over q(F [w, y31]) a cyclic algebra of degree 3
in which x is 3-central and z is Artin-Schreier. The subalgebra q(F [w, y31])[x, z] in fact
contains all the generators of CΦ, and therefore q(F [w, y
3
1])[x, z] = CΦ⊗ q(F [w, y31]).
In particular, the center of CΦ ⊗ q(F [w, y31]) is q(F [w, y31]), and hence the center of
CΦ is F [w, y
3
1], which is isomorphic to the coordinate ring F [r, s] of the affine curve
E∆ by the Lemma above. Identifying F [w, y
3
1] with F [r, s], we have r = w and
s = y31 − β3.
Let there be a simple homomorphic image A of CΦ. Let r0, s0, x
′ and y′1 be the
images in A of r, s, x and y1, respectively. In particular x
′3 = α and y′31 = s0 + β
3.
Furthermore, A is generated by x′ and z′ = β−1x′y′1 over F [r0, s0], where z
′3 − z′ =
αβ−3(s0+β3). These two elements satisfy x′z′−z′x′ = x′, and therefore A is a cyclic
algebra of degree 3 over F [r0, s0] in which x
′ is 3-central and z′ is Artin-Schreier.
Hence A has the symbol presentation [z′3−z′, x′3)3,F [r0,s0] = [αβ−3(s0+β3), α)3,F [r0,s0].
In particular, this implies that CΦ is Azumaya of rank 9. Consequently, the simple
homomorphic images of CΦ are determined by the maps taking F [r, s] to F [r0, s0] for
F¯ -rational points (r0, s0) on the curve E∆, whose formula is given as above, and this
provides a one-to-one correspondence between the Galois orbits of the F¯ -rational
points on E∆ and the simple homomorphic images of CΦ.
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In case β = 0, γ 6= 0 and furthermore δ 6= 0, we can simply switch the roles
of x and y and get a similar result to Theorem 4.2. What remains is the case of
β = γ = 0.
Theorem 4.3. If β = γ = 0 then
(1) The center of CΦ is the polynomial ring F [y1].
(2) The algebra CΦ[y
−1
1 ] is Azumaya of rank 9 with the Laurent polynomial ring
F [y1, y
−1
1 ] as its center.
(3) There is a one-to-one correspondence between the Galois orbits of F¯× and the
simple homomorphic images of CΦ[y
−1
1 ], taking each Galois orbit containing
s0 ∈ F¯× to [α(s30 + δ)s−30 , α)3,F [s0]
(4) The algebra CΦ is not Azumaya.
Proof. In this case, the algebra CΦ is an F -algebra generated by x, y1, y2 subject to
the relations x3 = α, [x, y1] = [y2, y1] = 0, xy2− y2x = y1 and y32 − y31 = δ. Therefore
y1 is central in CΦ and it generates over F a free algebra in one indeterminate.
The algebra CΦ ⊗F [y1] q(F [y1]) contains the elements z = xy2y−11 and x. By a
straight-forward calculation we see that xz − zx = x and z3 − z = αy32y−31 . Since
y32−y31 = δ, we obtain z3−z = α(δ+y31)y−31 ∈ q(F [y1]). Thus the q(F [y1])-subalgebra
of CΦ ⊗ q(F [y1]) generated by x, z is cyclic of degree 3, and since it contains all the
generators of CΦ, we see that q(F [y1])[x, z] = CΦ⊗ q(F [y1]). Therefore the center of
CΦ ⊗ q(F [y1]) is q(F [y1]), and hence the center of CΦ is F [y1].
Let A be a simple homomorphic image of CΦ[y
−1
1 ]. The image of y1 in A is
some element s0 ∈ F¯×. Let x′ and y′2 be the images of x and y2 in A. Now, x′
and z′ = x′y′2s
−1
0 generate a cyclic F [s0]-subalgebra of degree 3, and since they also
generate A over F [s0], we conclude that A is a cyclic algebra over F [s0] of degree 3
with the symbol presentation [z′3 − z′, x′3)3,F [s0] = [α(s30 + δ)s−30 , α)3,F [s0]. Therefore
CΦ[y
−1
1 ] is Azumaya of rank 9 and the statement (3) follows.
The algebra CΦ is not Azumaya, however, because there is one image that is
obtained by sending y1 to 0, namely the commutative F -algebra generated by the
images x¯, y¯2 of x, y2, satisfying x¯
3 = α, y¯2
3 = δ.
4.2. e 6= 0
By changing the variable X with X ′ = eX , we could assume that e = 1 in the
first place. Now, by choosing the new pair of variables X ′ = X+Y and Y ′ = X−Y ,
we then may assume the polynomial Φ is of the form
Φ(Z,X, Y ) = Z3 − (X2 − Y 2)Z − (αX3 + βX2Y + γXY 2 + δY 3).
The algebra CΦ thus in this case is
F 〈x, y : x3 − x = α, y3 + y = δ, x2 ∗ y − y = β, x ∗ y2 + x = γ〉.
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The element x is Artin-Schreier. According to Lemma 2.2, y = y0 + y1+ y2 such
that ykx − xyk = kyk for k = 0, 1, 2. Substituting that in x2 ∗ y − y = β leaves
y0 = −β. From x ∗ y2 + x = γ we then obtain y1y2 − y2y1 + x = γ. Furthermore, a
straight-forward calculation shows that y3 + y = δ becomes
y31 + y
3
2 = δ + β
3 + β. (12)
One can check that w = y2y1 − x2 + (1− γ)x, y31 and y32 are central in CΦ.
Lemma 4.4. The subalgebra F [w, y31] of the center of CΦ is isomorphic to the coor-
dinate ring of the affine curve
E : s2 = r3 + r2 − (γ2 + γ)r − α2 − αγ3 + αγ + (δ + β3 + β)2.
In particular it is an integral domain.
Proof. A straight-forward calculation shows that
w3 = y32y
3
1 + w
2 + (γ2 + γ)w − α2 − αγ3 + αγ
= (δ + β3 + β)y31 − y61 + w2 + (γ2 + γ)w − α2 − αγ3 + αγ.
Thus F [w, y31] is the algebra over F generated by w and y
3
1 subject only to the relation
in the equation above. The map defined by sending r, s to −w, y31+(δ+β3+β) then
gives an F -algebra isomorphism.
Theorem 4.5. Assuming that δ + β3 + β 6= 0,
(1) The algebra CΦ is Azumaya of rank 9.
(2) The center of CΦ is the subalgebra F [w, y
3
1], which is isomorphic to the coordi-
nate ring of E.
(3) There is a one-to-one correspondence between the Galois orbits of F¯ -rational
points on E and the simple homomorphic images of CΦ, taking each Galois
orbit containing point (r0, s0) to the algebra [α, s0 − (δ + β3 + β))3,F [r0,s0] if
s0 6= δ + β3 + β, and to [−α, δ + β3 + β)3,F [r0] if s0 = δ + β3 + β.
Proof. The element y1 is invertible in CΦ⊗F [w,y31]q(F [w, y31]), and so inside this algebra
y2 = (w + x
2 − (1 − γ)x)y−11 . Thus CΦ ⊗ q(F [w, y31]) is generated over q(F [w, y31])
by x and y1. Since x is Artin-Schreier, y
3
1 is central and y1x− xy1 = y1, the algebra
CΦ ⊗ q(F [w, y31]) is the cyclic algebra [α, y31)3,q(F [w,y31]). Thus the center of CΦ being
the intersection of CΦ and the center of CΦ ⊗ q(F [w, y31]) is F [w, y31].
Every homomorphism from CΦ to a simple algebra A takes F [w, y
3
1] to a field
F [r0, s0] where (r0, s0) is an F¯ -rational point on the affine curve E and y
3
1 is sent
to s0 − (δ + β3 + β) by the lemma above. If s0 6= δ + β3 + β then A is generated
by the images x′, y′1 of x, y1 such that A is the cyclic algebra [x
′3 − x′, y′31 )3,F [r0,s0] =
[α, s0 − (δ + β3 + β))3,F [r0,s0]. If s0 = δ + β3 + β then y31 is sent to 0 and hence y2 is
sent to the invertible element s0 = δ + β
3 + β by Equation (12). This means that A
is generated by the images x′, y′2 of −x, y2, satisfying y′2x′−x′y′2 = y′2. Thus A is the
cyclic algebra [x′3 − x′, y′32 )3,F [r0] = [−α, δ + β3 + β)3,F [r0]. In particular, it implies
that CΦ is Azumaya of rank 9 and the statement (3) follows.
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Remark 4.6. If δ + β3 + β = 0 then for similar arguments as in the last proof,
CΦ[y
−3
1 ] is Azumaya of rank 9, and there is a one-to-one correspondence between its
simple homomorphic images and the Galois orbits of the F¯ -rational points (r0, s0)
on E with s0 6= 0, taking each such Galois orbit to the algebra [α, s0)3,F [r0,s0].
In this case, the algebra CΦ is not necessarily Azumaya, for instance if further-
more γ3 − γ − α = 0 then F is a simple homomorphic image of CΦ, and then CΦ is
definitely not Azumaya.
5. Algebraically closed and characteristic zero
In this section we study representations of the generalized Clifford algebra of the
monic polynomial Φ(Z,X1, . . . , Xn) = Z
d−∑dk=1 fk(X1, . . . , Xn)Zd−k where each fk
is a homogeneous polynomial over the field F of degree k.
Recall that an m-dimensional representation of an F -algebra A is an F -algebra
homomorphism φ : A→ Mm(K) where K is an extension field of F . Such a represen-
tation is said to be irreducible if φ(A)K = Mm(K). The algebra φ(A) is sometimes
referred to as a representation of A. The following result is a generalization of [14,
Proposition 2.13] with a similar proof.
Proposition 5.1. If Φ is absolutely irreducible, then every representation of the
generalized Clifford algebra CΦ has dimension at least d.
Proof. Let φ : CΦ →Mm(K) be a representation. For each j = 1, . . . , n, let Aj be the
image of xj under φ. Then the element X1A1 + · · ·+XnAn in Mm(K(X1, . . . , Xn))
satisfies Φ regarded as a polynomial in Z with coefficients in K(X1, . . . , Xn). Note
that the polynomial Φ in Z is irreducible over the field K(X1, . . . , Xn); otherwise,
Φ as a polynomial in K[Z,X1, . . . , Xn] would be reducible over K, a contradiction.
Thus Φ is the minimal polynomial of X1A1+ · · ·+XnAn and hence m is at least the
degree of Φ.
From now on assume that Φ is absolutely irreducible. We have the following
result analogous to [11, Corollary 1.2].
Corollary 5.2. Every d-dimensional representation of CΦ is Azumaya of rank d
2.
Moreover the representation is irreducible and the kernel of the representation is a
prime ideal of CΦ.
Proof. Let φ : CΦ → Md(K) be a d-dimensional representation. Then φ(CΦ) satisfies
all d× d multilinear identities. Assume A is a simple homomorphic image of φ(CΦ)
satisfying some l × l multilinear identity for l < d. By the Artin-Procesi theorem, l
is at least the degree of A, say r. Let L be a splitting field of A. Then A⊗Z(A) L ∼=
Mr(L), where Z(A) denotes the center of A. It follows that CΦ has a representation
of dimension r < d, a contradiction to Proposition 5.1. Thus no simple homomorphic
image of φ(CΦ) satisfies any l× l multilinear identity, where l < d. Therefore by the
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Artin-Procesi theorem, φ(CΦ) is Azumaya of rank d
2 over its center Z = Z(φ(CΦ)).
It follows that the K-subalgebra φ(CΦ)K of Md(K) is Azumaya of rank d
2 over its
center ZK. Thus φ(CΦ)K =Md(K); that is, φ is irreducible. In particular, Z ⊆ K.
Now, let I and J be two ideals of φ(CΦ) such that IJ = 0. Then (I ∩Z)(J ∩Z) = 0
in Z, so I ∩ Z = 0 or J ∩ Z = 0. Since φ(CΦ) is Azumaya, we then have I =
(I ∩ Z)φ(CΦ) = 0 or J = (J ∩ Z)φ(CΦ) = 0. Thus φ(CΦ) is a prime ring and hence
the kernel of φ is a prime ideal of CΦ.
Here comes the question whether there exists any d-dimensional representation
of CΦ. From now on, the field F is assumed to be algebraically closed of charac-
teristic 0, and for an m-dimensional representation of CΦ, we mean an F -algebra
homomorphism CΦ → Mm(F ).
Let YΦ be the hypersurface in P
n given by the equation
YΦ : Φ(Z,X1, . . . , Xn) = 0.
Let R = F [X1, . . . , Xn] equipped with a grading such that deg(Xj) = 1. Let SΦ be
the homogeneous coordinate ring of YΦ; that is,
SΦ = R[Z]/(Φ(Z,X1, . . . , Xn)).
The gradation on R extends naturally to SΦ.
The following result is an analogue of [19, Proposition 1 in Section 1]. We first
recall that two representations φ, φ′ : CΦ → Mm(F ) are equivalent if there exists an
invertible matrix Q ∈Mm(F ) such that φ′(xj) = Qφ(xj)Q−1, j = 1, . . . , n.
Proposition 5.3. There is a one-to-one correspondence between
(1) Equivalence classes of m-dimensional representations of CΦ.
(2) Graded isomorphism classes of graded SΦ-modules that are isomorphic to R
m
as R-modules.
Proof. Suppose that φ : CΦ → Mm(F ) is a representation sending xj to Aj, j =
1, . . . , n. Define the graded F -algebra homomorphism R[Z] → Mm(R) by send-
ing Xj to XjIm, j = 1, . . . , n and Z to X1A1 + · · · + XnAn. Then this induces
a graded homomorphism ψ : SΦ → Mm(R), which clearly is compatible with the
R-module structure. Via the map ψ, Rm forms a graded SΦ-module in the usual
way. Conversely, every graded homomorphism from SΦ into Mm(R) which is com-
patible with the R-module structure gives rise to a representation of CΦ. More
explicitly, let ψ : SΦ → Mm(R) be such a graded homomorphism. Because of the
property of compatibility with the R-module structure, we have ψ(Xj) = XjIm,
j = 1, . . . , n. Let B = (prs) ∈ Mm(R) be the image of Z under ψ. It follows from
Φ(B,X1Im, . . . , XnIm) = 0 that each prs is a homogeneous polynomial of degree 1
in R. For each j = 1, . . . , n, let Aj be the matrix in Mm(F ) such that the rs entry
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is the coefficient of Xj in prs, where 1 ≤ r, s ≤ m. Then φ : CΦ → Mm(F ) sending
xj to Aj, j = 1, . . . , n, is a representation.
Now, suppose that φ, φ′ : CΦ → Mm(F ) sending xj to Aj, A′j , respectively, are
two equivalent representations; that is, there exists an invertible matrix Q ∈Mm(F )
such that A′j = QAjQ
−1, j = 1, . . . , n. Let ψ, ψ′ : SΦ →Mm(R) be the corresponding
graded homomorphisms. Then ψ′(Xj) = Qψ(Xj)Q−1, j = 1, . . . , n+1, whereXn+1 =
Z. Let P = P ′ = Rm be the corresponding graded SΦ modules via ψ, ψ′, respectively.
The map P → P ′ defined by sending each m-tuple a˜ to Qa˜ is an isomorphism of
graded SΦ-modules. Conversely, suppose that P = P
′ = Rm form two graded SΦ-
modules via the graded homomorphisms ψ, ψ′ : SΦ →Mm(R), respectively, and that
Ψ: P → P ′ is a graded SΦ-module isomorphism. Since Ψ is of degree 0, it acts as
the multiplication on the left by an invertible matrix Q in Mm(F ). Furthermore,
for each a˜ ∈ P , since Ψ(Xj · a˜) = Xj · Ψ(a˜), it follows that Qψ(Xj) = ψ′(Xj)Q,
j = 1, . . . , n + 1. Let φ, φ′ : CΦ → Mm(F ) be the two representations induced by
ψ, ψ′ as described above. Then ψ(Z) = Σnj=1Xjφ(xj) and ψ
′(Z) = Σnj=1Xjφ
′(xj).
Thus Σnj=1XjQφ(xj) = Σ
n
j=1Xjφ
′(xj)Q and hence φ′(xj) = Qφ(xj)Q−1 for each j =
1, . . . , n; that is, φ and φ′ are equivalent.
From this proposition we derive the following corollary, which answers the second
part of Question 5.2 in [16] in a better way than Proposition 5.1.
Corollary 5.4. The dimension of every representation of CΦ is divisible by d.
Proof. Notice that Φ is assumed to be irreducible. In particular, fd(X1, . . . , Xn) in
the definition of Φ is nonzero. Thus the SΦ-modules given as in Proposition 5.3 are
torsion-free, and hence must have R-ranks divisible by d.
Since there is a one-to-one correspondence between graded SΦ-modules and OYΦ-
modules, it follows that there is a one-to-one correspondence between graded iso-
morphism classes of graded SΦ-modules as in Proposition 5.3(2) and isomorphism
classes of OYΦ-modules M such that pi∗M ∼= OmPn−1 , where pi : YΦ → Pn−1 is the
projection which forgets the variable Z. From now on assume that the hypersurface
YΦ is nonsingular, which implies that M is locally free. Therefore, we conclude the
following result from Proposition 5.3 and Corollary 5.4.
Proposition 5.5. There is a one-to-one correspondence between
(1) Equivalence classes of dr-dimensional representations of CΦ.
(2) Isomorphism classes of vector bundles M of rank r on YΦ such that pi∗M ∼=
Odr
Pn−1
.
Such a vector bundle M on YΦ in the proposition above is called Ulrich (cf. [4,
Definition 2.6]). With Proposition 5.5 at hand, one can check that the remaining
arguments in [19] and [4] for the Clifford algebra of a form can go through as well
in this case of the generalized Clifford algebra CΦ. Thus we list the following results
without proofs.
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Proposition 5.6. (cf. [4, Corollary 2.19]) In any case, the generalized Clifford
algebra CΦ admits an irreducible representation.
This gives a positive answer for the first part of Question 5.2 in [16].
Proposition 5.7. (cf. [19, Proposition 2]) In the case of n = 2 and d = 3, all
irreducible representations of CΦ have dimension 3, and are in one-to-one corre-
spondence with the points of YΦ \O, where O ∈ YΦ.
This result in particular is in concert with what we have derived in Section 3.
As for the case of n = 2 and d > 3 and the case of n = 3 and d = 3, the following
two propositions show that CΦ admits irreducible representations of arbitrary high
dimension. In particular, CΦ is not finitely generated over its center.
Proposition 5.8. (cf. [19, Theorem 4]) In the case of n = 2 and d > 3, there are
irreducible representations of CΦ of dimension dr for arbitrary r ≥ 1.
Proposition 5.9. (cf. [4, Corollaries 3.2 and 3.6]) In the case of n = 3 and
d = 3, there exist 3r-dimensional irreducible representations of CΦ for arbitrary
r ≥ 1. Moreover, for each r there are finitely many equivalence classes of such
representations and when r = 1 there are exactly 72.
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