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1 Introduction
Variational methods are broadly used in geometry, analysis and physics. Solutions of
variational problems can oftentimes be regarded as new geometric spaces conveying
information about the original problem. To understand these spaces and to extract
the information they carry, involves analytic problems now formulated on these spaces,
most obviously, induced from the original variational problems.
However, such spaces may carry delicate singularities. Their geometry and also the
analysis on these spaces generally degenerate towards these singular sets in a rather
complicated way. This causes difficult issues yet hardly understood.
The present paper is the first in a series, followed by [L1] and [L2], where we ad-
dress these issues for the case of singular area minimizing hypersurfaces. This is one
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of the principal model cases in this field and it exhibits characteristic peculiarities of
singular solutions of elliptic variational problems. Extensions, to cover more general
problems, including almost minimizers, will be discussed in later accounts.
Singular Area Minimzers The known attempts to get grip on singular area
minimizing hypersurfaces largely centered on the structure of the singular set and on
perturbation methods to avoid the occurrence of singularities. Examples of such ap-
proaches are found in the, in part already classical, work of Federer [F1],[F2] and of
Schoen, Uhlenbeck, Caffarelli, Hardt, Simon and White, [SU], [CHS], [HS], [Si1], [W].
Two of the best known results say, the singular set has codimension ≥ 7 within the
given hypersurface, [F2], and, in the analytic case, it is a rectifiable set [Si1].
We propose another strategy and shift the focus from singularities to their regular
complements. On these open manifolds we introduce new structural elements, the
skin structures, disclosing previously unapproachable and largely unexpected geomet-
ric and analytic properties of singular but also of regular hypersurfaces.
To give the reader a first impression, we informally describe some results we estab-
lish in this triple of papers, even before we properly explain what skin structures are.
In the next section, Ch.1.1, we give a broad overview of these topics, and references,
guiding through this series of papers. For now, let Hn ⊂Mn+1 be an area minimizing
hypersurface with singular set Σ ⊂ H , M a smooth compact Riemannian manifold,
and let scalX denote the scalar curvature of the underlying space X .
• We establish a basic boundary regularity of H \Σ, the skin uniformity of H \Σ,
where we view Σ as a boundary. This is a refined counterpart to concepts of non
tangentially accessibility of Euclidean domains, like that of uniform or NTA-domains,
known e.g. from potential theory or quasi-conformal geometry.
• We get a hyperbolic unfolding of H \ Σ, that is, a canonical conformal Gromov
hyperbolization of H \Σ to a complete space of bounded geometry. Its Gromov bound-
ary is homeomorphic to the singular set Σ of H .
• For a large class of elliptic operators, the skin adapted operators, the existence of
these unfoldings translates to fine controls for their potential theory and asymptotic
analysis, near Σ, on the degenerating original space H \Σ. For instance, their Martin
boundary on H \ Σ is homeomorphic to Σ and each boundary point is minimal.
• The conformal Laplacian LH = −∆ +
n−2
4(n−1)
· scalH is an interesting sample
case. LH is skin adapted, if and, in general, only if scalM ≥ 0. Also we recall the
well-known scal > 0-heredity principle: when M carries a scal > 0-metric, then H
can be conformally deformed to a scal > 0-space using the first eigenfunction of LH .
• Due to the presence of singularities, the latter scal > 0-heredity principle runs
into intractable problems, when we try to use it inductively, to build a structure the-
ory for scal > 0-geometries. We resolve this classical problem using skin structures,
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including the consequences of the skin adpatedness of LH . The outcome is a broader
strategy, the scal > 0-heredity with surgery. It allows us to also replace the singulari-
ties for regular ends and closures while keeping scal > 0.
• In turn, there are many applications of the scal > 0-heredity with surgery in
geometry and general relativity. More specific applications are considered in separate
accounts. They include proofs of long conjectured general versions of the positive
mass theorems, the Penrose inequality and the fact that so-called enlargeable manifolds
cannot admit scal > 0-metrics, results previously only approachable for spin manifolds
or in dimensions ≤ 7.
1.1 General Overview
We start with a broad overview of the main contents of the whole series with an em-
phasis on the pervasive use of skin structures. The results of the present foundational
paper are detailed in the next section Ch.1.2.
For this introduction we let (Hn, gH) ⊂ (M
n+1, gM), n ≥ 2 be a connected area
minimizing hypersurface. Mn+1 denotes a compact smooth Riemannian n+1-manifold,
Σ ⊂ H the singular set of H , which may also be empty. In the hypersurface case one
actually knows that Σ = ∅, when n < 7. Therefore we are primarily interested in the
higher dimensional case of dimension ≥ 7.
Skin Structures The basic skin structural notion is that of a skin transform, a
particular type of non-negative density function 〈A〉H naturally assigned to H .
To describe it intuitively, we consider the level setsAc := {x ∈ H\Σ | |AH |(x) = c},
for c > 0, of the norm |AH | of the second fundamental form AH of H . These level sets
may have all kinds of peculiar properties which reflect an inhomogeneous wrinkling of
H which occurs as we approach Σ.
The idea is to transform each of the Ac into an equalized enveloping hypersurface
Ac ⊂ H \ Σ, an |A|-skin. We assemble the collection of all |A|-skins to define a skin
transform 〈A〉. For this, we set 〈A〉(x) := c, for x ∈ Ac and canonically extend the
definition to points which do not belong to any |A|-skin.
The skin transform 〈A〉 detects inhomogeneities in the underlying space H \Σ and
gives us a means to uniformly reshape and unfold this delicate and wrinkled geometry.
In Ch.2, we describe ways to define such equalizing procedures transforming the Ac
into some Ac and, from these, skin transforms. These procedures satisfy a common set
of simple axioms for the resulting 〈A〉. This leads to an important simplification since
we can base our applications on only these axioms. For comparison, there are several
distinct constructions of the Brownian motion. They all satisfy the same set of ax-
ioms and most applications rely on the exclusive use of these few elementary properties.
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Such a concise axiomatic description for skin transforms reads as follows: An as-
signment H 7→ 〈A〉H , of a non-negative, measurable function to any connected area
minimizing hypersurface H , is called a skin transform provided
• 〈A〉H is naturally assigned to H , in other words, the assignment commutes with
the convergence of sequences of underlying area minimizers.
• 〈A〉H ≥ |AH | and for any f ∈ C
∞(H \ Σ,R) compactly supported in H \ Σ we
have the following Hardy type inequality*:∫
H
|∇f |2 + |AH |
2 · f 2dA ≥ τ ·
∫
H
〈A〉2H · f
2dA, for some τ = τ(〈A〉, H) ∈ (0, 1).
• 〈A〉H ≡ 0, if H ⊂ M is totally geodesic, otherwise, 〈A〉H is strictly positive.
• When H is not totally geodesic, the function δ〈A〉 := 1/〈A〉 is well-defined and it
is L〈A〉-Lipschitz regular, for some constant L〈A〉 = L(〈A〉, n) > 0:
|δ〈A〉(p)− δ〈A〉(q)| ≤ L〈A〉 · d(p, q), for p, q ∈ H \ Σ.
For further details and explanations we refer to Ch.1.2,Def.1 and to Ch.3.2, Rm.3.7,
for the relation of (*) to classical (metric) Hardy inequalities.
δ〈A〉 can be seen as a distance function to Σ more naturally associated to H than the
metric distance function dist(·,Σ). Up to some gauging, δ〈A〉(p) is a guessed distance
to Σ derived from knowing |A| locally around p. This gives δ〈A〉 a proper meaning even
when Σ = ∅. We call δ〈A〉 the 〈A〉-distance.
Skin Uniformity of H \ Σ In Ch.4 we establish a basic asymptotic regularity
result, the so-called skin uniformity, for the manifold H \ Σ.
To describe this key property, we recall that in dimension 2, the Riemann uni-
formization theorem shows that any domain D ⊂ R2 = C, D 6= C or C∗, admits a
conformally equivalent complete hyperbolic metric.
If we also want to ensure some finer details, like asymptotic homogeneity prop-
erties, we need to keep some control over the distortion while we approach ∂D. It
turns out that this precisely happens when ∂D is uniformly perfect, cf.[K] for a broad
discussion. This uniformity also ensures that the metric is Gromov hyperbolic, a hy-
perbolicity property oftentimes more appropriate for the asymptotic analysis of D
than classical hyperbolicity, cf.[An1].
Also one has a classification theory for Riemann surfaces due to Ahlfors and others
in terms of properties of (positive) harmonic functions on the surface which in turn re-
flect the asymptotic behavior of the surface towards ideal boundaries, cf.[FK],[AS],[CC].
Due to geometric work, in particular of Gehring, Osgood [GO] and Bonk, Heinonen,
Koskela [BHK] and analytic results of Jersion, Kenig [JK] and Aikawa [Ai1]-[Ai3],we
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have generalizations of such classically two-dimensional results for uniform domains
in Rn, for any n ≥ 2.
A domain D  Rn is called uniform provided any two points p, q ∈ D can be linked
by a path γ : [0, 1]→ D, so that for some c(D) ≥ 1, independent of p and q:
• l(γ) ≤ c · dD(p, q), for any two points p, q ∈ D
• lmin(γ(z)) ≤ c · dist(z, ∂D), for any z ∈ γp,q,
Here dD is the restriction of the Euclidean distance to D. The second condition says
that any point in D can be approached by a twisted cone within D, while the first
condition says that the soul of this cone is a quasi-geodesic arc.
Examples of uniform domains include smoothly bounded and Lipschitz domains
or the more general NTA-domains, cf.[JK], which played an important role in the
development of the potential theory on irregular domains. What makes the broader
concept of uniform domains remarkable is that uniformity of a Euclidean domain is
equivalent to each of the following two conditions, up to modest technical assumptions
we omit here, cf.[BHK],[Ai2],[Ai3]:
Firstly, the quasi-hyperbolic metric, we get from conformally deform the Euclidean
metric by dist(·, ∂D)−2, is Gromov hyperbolic and its Euclidean boundary is homeo-
morphic to the Gromov boundary and, secondly, uniformity is also equivalent to the
validity of boundary Harnack principles, for the Laplacian ∆, relative ∂D. This, in
turn, implies that the Euclidean boundary equals the Martin boundary for ∆.
The uniformity concept can also be considered for non-complete metric spaces,
with mild regularity properties, regarding the points added in their metric completion
as their boundary. These uniform spaces have a completely similar Gromov hyper-
bolization, cf.[BHK],[He].
However, for general uniform spaces, there is no proper counterpart to the asymp-
totic analytic theory on Euclidean uniform domains since uniformity cannot detect
fast degenerating geometries, like sharpening wrinkles, occurring while we pass to the
boundary.
This is our first occasion to appeal to skin structures. We show that H \ Σ is a
skin uniform space, a property stronger than uniformity of metric spaces. It asserts
that, for any p, q ∈ H \Σ, there is a rectifiable path γ : [a, b]→ H \Σ, for some a < b,
so that for any given skin transform 〈A〉, there is some sH ≥ 1 with
• l(γ) ≤ sH · dgH (p, q), for any two points p, q ∈ H \ Σ
• lmin(γ(z)) ≤ sH · δ〈A〉(z), for any z ∈ γp,q.
We shall see that skin uniformity of H \Σ gives us the same degree of control over
both the hyperbolicity properties and the asymptotic analysis of elliptic operators on
H \ Σ as we have on uniform domains in Rn and we also notice
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• skin uniformity⇒ uniformity, since the Lipschitz continuity of δ〈A〉 readily shows
that δ〈A〉 ≤ L ·dist(·,Σ). Indeed, skin transforms are not only a means to express
but also to prove both the skin uniformity and the, also previously unknown,
uniformity of H \ Σ, from the isoperimetric inequality for area minimizers.
• The optimal skin uniformity constant sH commutes with the convergence of se-
quences of minimal hypersurfaces, whereas the uniformity constant cH does not.
In particular, skin uniformity is a reasonable concept even when Σ = ∅ that
matches the singular cases under degenerations.
Gromov Hyperbolicity of H \ Σ Now we explain how skin uniformity gives
us means to literally unfold the geometry and analysis on H \ Σ.
In [L1],Ch.2, we first establish the relation between skin uniformity and hyperbolic
structures on H \Σ. For this we conformally deform gH by 〈A〉
2. The resulting metric
(1) d〈A〉(x, y) := inf
{∫
γ
〈A〉
∣∣∣ γ ⊂ H \ Σ rectifiable arc joining x and y}
for any two points x, y ∈ H \ Σ, is called the skin metric on H \ Σ. This metric is a
counterpart to the quasi-hyperbolic metric kH\Σ defined by
(2) kH\Σ(x, y) := inf
{∫
γ
1/dist(·,Σ)
∣∣∣ γ ⊂ H \ Σ rectifiable arc joining x and y}
which is basic in quasi-conformal geometry, cf.[Ai1],[BHK],[K].
The skin uniformity ofH\Σ reveals a combination of properties of d〈A〉 not available
from the uniformity of H \ Σ and not valid for the quasi-hyperbolic metric kH\Σ:
• (H \Σ, d〈A〉) is a complete, Gromov hyperbolic space with bounded geometry and
it admits quasi-isometric Whitney type regularizations to smooth manifolds (H \
Σ, d〈A〉∗). We call these spaces hyperbolic unfoldings of H \Σ of the conformally
equivalent skin uniform space (H \ Σ, gH).
• The Gromov boundary ∂G(H \ Σ, d〈A〉) of (H \ Σ, d〈A〉) equals Σ ⊂ H .
• The skin metrics commute with the convergence of minimal hypersurfaces. In
particular, d〈A〉 commutes with blow-ups leading e.g. to tangent cones.
• Also when ΣH = ∅, the metric space (H, d〈A〉) is still well-defined. In general, it is
homeomorphic to (H, gH), only whenH is totally geodesic it degenerates to a sin-
gle point, whereas (H, kH\Σ) always is the one-point space, since dist(·,Σ) =∞.
Potential theory and Asymptotic Analysis on H \ Σ It is the alliance of
hyperbolicity and bounded geometry that makes the unfolded versions of (H \ Σ, gH)
analytically approachable.
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In [L1],Ch.3, we consider the potential theory for a large class of elliptic operators
on the smooth manifold (H \Σ, d〈A〉∗). The point is that the potential theory, for rea-
sonably chosen operators, on Gromov hyperbolic manifolds with bounded geometry is
pleasantly transparent. This had been discovered by Ancona, cf. [An1], [An2].
We transfer this analysis from the hyperbolic unfolding (H \ Σ, d〈A〉∗) back to the
original hypersurface H \ Σ ⊂ M . One of the outcomes is a surprisingly simple
asymptotic analysis, towards Σ, for any skin adapted operator. A linear second order
elliptic operator L is skin adapted provided
• L does not degenerate faster than 〈A〉2 when we approach Σ.
• L satisfies a weak coercivity condition: we require that there is a subsolution
s > 0 of Lu = 0 and some ε > 0, so that: Ls ≥ ε · 〈A〉2 · s.
To mention some concrete results, we first consider the associated Martin theory.
In general, Martin boundaries, in particular of wrinkled spaces with irregular bound-
aries, like H \ Σ, are difficult to understand. But the skin uniformity, in the guise of
hyperbolic unfoldings, shows that the Martin boundary ∂M (H \Σ, L) of H \Σ for skin
adapted L simply equals the Gromov boundary of its unfolded version and, thus, it
can be identified with the singular set Σ:
∂M (H \ Σ, L) ∼= ∂G(H \ Σ, d〈A〉) ∼= Σ
where ∼= means homeomorphisms. Hence, for any positive function u on H \ Σ we
have: u solves Lv = 0 if and only if u admits a integral representation in terms of a
(uniquely determined) finite Radon measure µ = µu on Σ:
u(x) =
∫
Σ
kL(x; y) dµ(y),
where kL(x; y) denotes the Martin kernel, generalizing the Poisson kernel in the inte-
gral representation of harmonic functions on the unit disc of Herglotz, cf.[BJ],1.7.2.
We also get a fine control for the asymptotic behavior of positive solutions of
Lv = 0 along Σ. For instance, the quotient of any two positive solutions of Lv = 0 on
H \Σ, with minimal growth towards a given open subset A ⊂ Σ, admits a continuous
extension to A, whereas, the individual solutions usually diverge towards A.
A simple but important observation is that skin adaptedness persists under blow-
ups: induced operators on tangent cones are again skin adapted. This makes the anal-
ysis of skin adapted operators amenable to inductive dimensional reduction schemes
by means of blow-ups of singularities. This is a key detail in our applications of skin
structural concepts to scalar curvature geometry, in [L2], we shall illustrate below.
Hardy Inequalities In the results we described so far we exploited the axioms for
skin transforms, actually several times, with the exception of the Hardy type inequality∫
H
|∇f |2 + |AH |
2 · f 2dA ≥ τ ·
∫
H
〈A〉2H · f
2dA, for some τH > 0.
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Its role is to couple this theory to classical problems. To this end, we observe that the
class of skin adapted operators is rich but, a priori, it could be unrelated to the rele-
vant geometric analysis on (H\Σ, gH) and it depends on the chosen skin transform 〈A〉.
However, the Hardy inequality shows that, independent of the chosen skin struc-
ture, many interesting elliptic operators are indeed skin adapted. For now, we mention
only the one example of particular importance in scalar curvature geometry:
• The conformal Laplacian LH = −∆ +
n−2
4(n−1)
· scalH , is a skin adapted operator
on H \ Σ, if and, in general, only if scalM ≥ 0.
Note that, in turn, the statements of the results in the potential theory for LH on H ,
like the description of the Martin boundary, do not involve skin structures. In other
words, through the use of skin structures we can approach new, although classically
expressible results for area minimizers. Other examples, we already mentioned, are
the uniformity of H \ Σ and, thereby, the hyperbolicity of kH\Σ.
Scal>0-Heredity with Surgery Another application of skin structures is the
incorporation of singular area minimizing hypersurfaces in the study of scalar curva-
ture constraints in [L2].
We recall that when Mn+1 carries a scal > 0-metric, any area minimizer Hn ⊂
Mn+1 can be conformally deformed to a scal > 0-space. A simple variational argument
reveals that the first eigenvalue λ1 of the conformal Laplacian LH is positive. Then
the conformal defomation by eigenfunction φ > 0 gives a scal > 0-metric φ4/n−2 · gH :
(3) scal(φ4/n−2 · gH) · φ
n+2
n−2 = −△φ+
n− 2
4(n− 1)
· scalH · φ = λ1 · φ.
This remarkable scal > 0-heredity property, observed by Schoen and Yau in the
late 70ties, suggested an approach to scalar curvature geometry by means of an in-
ductive dimensional descent along towers of nested hypersurfaces until one reaches a
well-understood lower dimensional space, cf.[SY], [GL]. However, in these inductive
arguments singularities of H cause accumulating problems: they appear in dimensions
> 7 and have made the implementation of this idea intractable in higher dimensions.
In [L2], we introduce the broader strategy of a scal > 0-heredity with surgery to
replace the singularities for regular ends and closures, without sacrificing the scal > 0-
condition. Thereby, we can study scalar curvature problems in arbitrary dimensions.
The underlying core result of [L2] is the existence of conformal deformations of
H \ Σ to a scal > 0-space with a spreading open end along Σ retaining area minimiz-
ers within H \Σ from approaching Σ. To them, H \Σ appears to be a compact smooth
scal > 0-manifold, whereas Σ may be thought as lying beyond an inner horizon.
To indicate how these conformal deformations can be defined we first observe that
the skin adpatedness of LH shows that LH,λ := LH −λ · 〈A〉
2 · id is again skin adapted,
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when λ > 0 is small enough. Thus we have (many) positive solutions for the eigenvalue
equation for the skin conformal Laplacian δ2〈A〉 · LH with eigenvalue λ and get
(4) scal(v4/n−2 · gH) · v
n+2
n−2 = −△v +
n− 2
4(n− 1)
· scalH · v = λ · 〈A〉
2 · v on H \ Σ.
This suggests to exploit the Martin theory for LH,λ to find a solution u > 0 of (4) so
that (H \Σ, u4/n−2 · gH) has scal > 0 and it also contains a horizon shielding Σ. Note
that, since 〈A〉2 is locally Lipschitz, any such solution is C2,α-regular, for α ∈ (0, 1).
Heuristically, the strategy is to define an equidistributed positive Radon measure µ
on Σ and to use growth estimates for the Martin kernel to show that
(5) uµ(x) :=
∫
Σ
kLH,λ(x; y) dµ(y)
is a solution that induces an inner horizon shielding Σ. However, inhomogeneities of
H along Σ make it hard to describe or evaluate equidistributed measures on Σ directly.
But we can bypass this issue. In simple terms, we reduce the problem to the case
of couples Σ∗ ⊂ H∗, where Σ∗ and H∗ are simplicial complexes. The simplices of Σ∗
are pieces of symmetry axes of iterated tangent cones Cn of the original Σ ⊂ H , and
we define a compatible system of equidistributed measures for these (pieces of) cones.
This use skin structures in several ways: to control the again skin adapted operators
LC,λ, to geometrically exploit the scaling invariance of the 〈A〉-weighted eigenvalue λ
in (4) and to assemble the systems of equidistributed measures for Σ∗ ⊂ H∗. And, the
actual reduction to the approximating couples Σ∗ ⊂ H∗ uses again the skin uniformity.
Acknowledgements The author thanks Misha Gromov, Jan-Mark Iniotakis,
Matthias Kemper and Frederik Witt for many helpful suggestions on how to improve
the exposition of these papers. Part of this work, mainly the applications in scalar
curvature geometry in [L2], had been announced in [L3].
1.2 Results in the Present Paper
In this paper we introduce skin structures and apply them to derive basic structural
results for area minimizing hypersurfaces near their singularities. Our main focus will
be on the uniformity properties of the regular portion of such spaces.
Setup and Notations 1. Hn ⊂ Mn+1 is a connected locally area minimiz-
ing hypersurface without boundary in some C∞-smooth Riemannian n + 1-manifold
(M, gM). gH is the induced metric on the smooth portion of H .
In technical terms, H is a locally mass minimizing, integer multiplicity rectifiable
current of dimension n without boundary. The partial regularity theory for these
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minimizers says that H is a smooth hypersurface except for some singular set ΣH of
Hausdorff-dimension ≤ n− 7.
2. We consider the following classes of complete area minimizing hypersurfaces.
Hcn : H ⊂ M is a compact and connected hypersurface without boundary.
HRn : (M, gM) = (R
n+1, gRn+1), H is an oriented boundary of some open set A ⊂ Rn+1
and 0 ∈ H . Thus, H is non-compact and complete.
SHRn : SH
R
n ⊂ H
R
n is the subset of those hypersurfaces singular, at least, in 0.
The main class of hypersurfaces we study in this paper is given by
Hn := H
c
n ∪H
R
n and H :=
⋃
n≥1
Hn.
Hn is closed under blow-ups. That is, the limit of converging subsequences under
scaling by a diverging sequence of real numbers belongs to HRn .
3. In dimensional reduction arguments we also consider more particular classes of
minimal hypersurfaces:
Cn : Cn ⊂ H
R
n is the space of area minimizing n-cones in R
n+1 with tip in 0.
SCn : SCn ⊂ Cn is the subset of cones singular, at least, in 0
Kn−1 : For any area minimizing cone C ⊂ Rn+1 with tip 0, we get the non-minimizing
minimal hypersurface SC in the unit sphere
SC := ∂B1(0) ∩ C ⊂ S
n ⊂ Rn+1 and set Kn−1 := {SC |C ∈ Cn},
where Cn is the space of area minimizing n-cones in Rn+1 with tip in 0. We write
K =
⋃
n≥1Kn−1, for the space of all such hypersurfaces SC .
4. A = AH denotes the second fundamental form of H ⊂ M , |A| is the norm or
length of A and reg
|A|
H is the set of positive regular values of |A|. We denote |A|-level
sets, for c > 0, by Ac := |A|
−1(c) ⊂ H .
For readers not familiar with geometric measure theory we have included the nec-
essary background and references to the literature in the appendix.
Skin Transforms We start with an axiomatic description of skin transforms.
Intuitively, any skin transform is a distinguished averaging procedure for the norm of
second fundamental form defined from equalizing procedures transforming simultane-
ously all |A|-level sets Ac into better controlled wraps Ac, the so-called |A|-skins.
When |A| ≡ 0, that is, when H ⊂ M is totally geodesic, it is not hard to see that
Σ = ∅, that is, H is a smooth manifold. As usual, saying H is not totally geodesic,
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means there is at least one point where |A| 6= 0.
Definition 1 (Skin Transforms) An assignment 〈A〉 defined on H that gives
us for any H ∈ H a measurable and non-negative function 〈A〉H defined on H \ΣH is
called a skin transform when the following holds
(S1) Trivial Gauge 〈A〉H ≡ 0, if H ⊂M is totally geodesic.
(S2) Skin Property When H is not totally geodesic, then 〈A〉H is strictly positive.
Its level sets Ac := 〈A〉−1H (c), called the |A|-skins, surround the Ac := |A|
−1(c) ⊂
H, for c > 0:
〈A〉H ≥ |AH | and Ac ∩ Σ = ∅,
and, like |A|, 〈A〉 anticommutes with scalings, that is, 〈A〉λ·H ≡ λ
−1 · 〈A〉H , for
any λ > 0.
(S3) Hardy Inequality There is a positive constant τ = τ(〈A〉, H) ∈ (0, 1), so that
for any f ∈ C∞(H \ Σ,R) compactly supported in H \ Σ∫
H
|∇f |2 + |A|2 · f 2dA ≥ τ ·
∫
H
〈A〉2 · f 2dA.
τ is called the tightness of 〈A〉 on H.
(S4) Lipschitz regularity When H is not totally geodesic, we set δ〈A〉 := 1/〈A〉,
and call this quantity 〈A〉-distance∗. It is L〈A〉-Lipschitz regular, for some
constant L〈A〉 = L(〈A〉, n) > 0:
|δ〈A〉(p)− δ〈A〉(q)| ≤ L〈A〉 · d(p, q), for p, q ∈ H \ Σ, for any H ∈ Hn.
(S5) Naturality∗∗ The assignment 〈A〉 commutes with the convergence of sequences
of area minimizers Hi ∈ Hn, i ≥ 1 to a limit space H ∈ Hn, so that for any
α ∈ (0, 1): 〈A〉Hi
Cα
−→ 〈A〉H .
Remark 1 ∗When H is totally geodesic, and thus 〈A〉 ≡ 0, we set accordingly
δ〈A〉 ≡ +∞. Also, for totally geodesic hypersurfaces the assertions in this paper are
largely empty or may be taken as conventions.
∗∗Technical details, like the precise meaning of this commutativity or the Cα-
convergence are discussed in Ch.2.1. 
A basic model of skin transforms are interpolations between |A| and 1/dist(x,Σ).
Theorem 1 (Metric Skin Transforms) There is a family of skin transforms
〈A〉α, for any α > 0, with the following properties:
The |A|-skins Ac of 〈A〉α bound the outer α/c-distance collar of the level sets Ac
of |A| in H and we have:
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• 〈A〉α(x)→ |A|(x) in L
∞
loc, for α→ 0, on H \ Σ
• 1/α · 〈A〉α(x)→ 1/dist(x,Σ) in L
∞
loc, for α→∞, on H \ Σ.
The outer distance collar of Ac means the distance neighborhood of {x ∈ H \
Σ | |A|(x) ≥ c}.
Remark 2 The two limits |A| and c/dist(·,Σ) are no longer skin transforms. In
general Ac ∩ Σ 6= ∅ and there is no Lipschitz bound for the |A|-distance. Thus |A|
violates (S2) and (S4). In turn, there is no constant c > 0, so that c/dist(·,Σ) ≥ |A|,
as required for (S2), and there is no proper correlation between the singularities of
converging sequence of hypersurfaces and their limit. Thus 1/dist(·,Σ) also violates
the naturality axiom (S5). 
The space of all skin transforms is contractible and each skin transform comes with
entourage of others e.g. in dimensional reduction processes. Therefore, we focus on
results valid for all skin transforms. Later on, we employ skin structures, without
reference to their pedigree, exclusively based on the skin axioms of definition 1.
For the remainder of this introduction we may use any skin transform 〈A〉. The
results change only by global constants depending on the chosen 〈A〉.
Accessibility of Σ Now we turn to the central skin structural concept in this
series of papers. The description of the quality of the approachability of Σ from within
H \ Σ. To this end we use the notion of uniform spaces cf.[BHK], [V] and [He] as a
starting point.
Definition 2 (Uniform Spaces) A uniform space, more precisely a c-uniform
space, is a locally compact, non-complete, locally complete, rectifiably connected met-
ric space (X, d) so that there is a constant c ≥ 1 such that any two points can be joined
by a c-uniform curve.
A c-uniform curve joining p, q ∈ X is a rectifiable path γ : [a, b] → X, for some
a < b, from p to q so that γ satisfies the following two axioms
• Quasi-Geodesic: l(γ) ≤ c · d(p, q),
• Twisted Double Cones: lmin(γp,q(z)) ≤ c · dist(z, ∂X),
for any z ∈ γp,q. lmin(γp,q(z)) denotes the minimum of the lengths of the subarcs of γp,q
from p to z and from q to z.
In this terminology, we think of ΣH as a boundary of a singular area minimizer H ,
that is, we set X = H \ Σ, ∂X = Σ and X = H . We get a stronger version of this
purely metric type of uniformity which also naturally extends to the case of regular H .
Theorem 2 (Skin Uniformity of H \Σ) For any hypersurface H ∈ Hn with
singular set ΣH , which may also be empty, we have
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(i) H \ Σ and H are rectifiably connected. In particular, any compact H ∈ Hcn
has a finite intrinsic diameter: diamgHH <∞.
(ii) H\Σ is a c-skin uniform space, for some c > 0. That is, any pair p, q ∈ H\Σ
can be joined by a c-skin uniform curve in H \ Σ, i.e. a rectifiable path
γp,q : [a, b] → H \ Σ, for some a < b, with γp,q(a) = p, γp,q(b) = q, so that the
following skin uniformity conditions hold
• Quasi-Geodesic: l(γ) ≤ c · d(p, q),
• Twisted Double Skin Cones: lmin(γp,q(z)) ≤ c · δ〈A〉(z),
for any z ∈ γp,q.
Remark 3 1. The parameter c = c(H) is a natural invariant and thus relevant
for both, regular and compact H : for a sequence Hi ∈ Hn flat norm converging to a
minimizer H ∈ Hn, that the Hi and H are c-skin uniform, for the same c > 0. For to-
tally geodesic H , we have δ〈A〉 = +∞. Then, the twisted cone condition holds trivially.
2. In turn, for Σ 6= ∅, we will see that the skin uniformity condition still holds
for any p, q ∈ H , that is, we can also link singular points by c-skin uniform curves,
supported in H \ Σ, except for the endpoints.
3. Skin uniformity implies uniformity. For Σ 6= ∅, H \ Σ is also a uniform space.
Indeed, 〈A〉 ≥ |A| in (S2) and the Lipschitz condition in (S4) imply that for any
x ∈ H \ Σ, cf. 3.2: δ〈A〉(x) ≤ L · dist(x,Σ). 
For area minimizers in Rn+1, the latter result can be sharpened and we have bounds
for the skin uniformity parameter depending only on the dimension. This is useful since
this class of hypersurfaces comprises that of all blow-up limits.
Theorem 3 (Area Minimizers in Rn+1 and Blow-Ups)
• Any oriented minimal boundary H ⊂ Rn+1 is cn-skin uniform, for some constant
cn > 0, depending only on the dimension.
• For C ∈ Cn, SC \ σC = ∂B1(0) ∩ C \ σC is a c
∗
n-skin uniform space relative
〈A〉 := 〈A〉C|SC , for a constant c
∗
n, depending only on the dimension.
• Let H be some complete area minimizing hypersurface, so that H \Σ is a c-skin
uniform space, for some c > 0. Then, for any blow-up limit F , F \ ΣF is also
c-skin uniform. In particular, this applies to all tangent cones of H.
Note that the inheritance result merely assumes the completeness of H . Thus it
can be applied iteratively in cone reduction arguments.
In turn, in general, for non-compact H in a non-Euclidean ambient space, H \Σ is
not (skin) uniform. We can neither expect a uniform degree of non-tangential acces-
sibility of points of non-compact singular sets nor for points at infinity. In this case,
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similar problems cause a failure of the Hardy inequality (S3).
As explained in the overview Ch.1.1, the skin uniformity is a vital input to estab-
lish the conformal hyperbolization and to understand the potential theory of H \Σ in
[L1]. There are skin structural substructures which further amplify these links.
Theorem 4 (Skin Uniform Domains) Let H ∈ H be a c-skin uniform space
for some c(H) > 0. Then there are some ι(c), κ(c) > 1 so that for sufficiency small
a > 0, there is a skin uniform domain SD = SD(a) ⊂ H \ Σ:
• E(ι · a) ⊂ SD(a) ⊂ E(a), where E(a) := {x ∈ H \ Σ | δ〈A〉(x) ≥ a},
and any two points p, q ∈ SD can be linked by an arc γp,q ⊂ SD with
• l(γ) ≤ κ · dH(p, q),
• lmin(γ(z)) ≤ κ ·min{L〈A〉 · dist(z, ∂SD), δ〈A〉(z)}, for any z ∈ γp,q.
The class of domains SD(a) is naturally associated to H and their existence is (obvi-
ously) equivalent to the skin uniformity of H.
Organization of the paper In Chapter 2 we describe the naturality concept in
more detail and construct skin transforms. We verify the axioms, that is, we establish
Theorem 1 except for the Hardy inequality which is postponed to Chapter 3.
Then, in Chapter 3 we construct skin adapted covers by balls of radius comparable
to their 〈A〉-distance. We use them in different places: to derive the Hardy inequality,
Whitney type smoothings of skin transforms, we need in Martin theory in [L1], and
finally to define the skin uniform domains.
In Chapter 4 we discuss non-tangential accessibility concepts, prove the skin unifor-
mity of regular part of singular area minimizers and get Theorems 2, 3 and 4.
In this paper, area minimizing hypersurfaces are locally mass minimizing integer
multiplicity rectifiable currents of dimension n. This is a sufficiently large class of hy-
persurface to be able to find a mass minimizer in each n-dimensional homology class
of Mn+1 when we identify singular homology and integral current homology. (For
smooth manifolds these homology theories are isomorphic).
In the above results we always assumed that H is connected. If we need to consider
an area minimizer with several components we apply the result componentwise. This
happens, for instance, when we consider the mass minimizer that realizes a general
homology class.
These currents are sufficiently regular to locally decompose them into (locally
disjoint) oriented minimal boundaries of open sets, cf. 5.10 and 5.11 and [F],4.5.17,
[Si2],Ch.37 and [Si3]. The case of oriented boundaries is typically treated by means of
functions of bounded variations, cf.[AFP] and [Gi], and we occasionally refer to these
methods as the BV-techniques.
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These local decompositions allow us to use extrinsic arguments for oriented bound-
aries not available in the current setup and also to eliminate formal concerns. We
benefit from this decomposition in the study of intrinsic concepts like that of skin
structures.
In most places in this paper we may therefore assume, without loss of generality,
that H can locally be written as an oriented boundary of an open set in M . We
have included an appendix where we briefly outline these and other relevant pieces
of geometric measure theory. Only in chapter 4, where we use more specific results for
oriented boundaries, we discuss further details of this reduction.
2 Skin Structures and Naturality
In this chapter we describe approaches to define skin transforms. One important
property of these notions, which sets them apart from metric distance concepts, is
their naturality. We start with a discussion of what this naturality means.
2.1 Natural Structures
We define the notions of ID-maps and of natural structures. They come into play
when we use compactness theorems for area minimizers and try to extend these com-
pactness argument to structures assigned to hypersurfaces.
Natural structures are those continuously depending on the underlying area min-
imizer which amounts to an interchangeability of two limits: for any converging se-
quences of underlying spaces the attached structures converge to the one we assigned
to the limit space.
Trivial examples are curvatures or classical elliptic operators, but since we restrict
to the rather narrow class of area minimizers, such structures can also be non-locally
determined: their value, in a given point, may depend on details also from remote
parts of the underlying space.
Prototypical Setup There are two levels of compactness results we use for area
minimizers, the flat norm (sub)convergence of sequences with common intrinsic area
and extrinsic spatial bounds. Then, from the regularity theory of these minimizers,
we get a compact smooth (sub)convergence in those places where the limit minimizer
is smooth, cf. the appendix for a summary of this theory and some references.
Having this DeGiorgi-Allard theory at our disposal, we now describe the typical
situations we encounter later on and explain the recurrent pattern of how to exploit
these compactness results for area minimizers.
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As already announced in the introduction, we generally use the local decomposition
of rectifiable currents into oriented minimal boundaries of open sets in the ambient
space described in the appendix, part IV, to restrict the presentation to the less tech-
nical case of oriented minimal boundaries.
We start with a sequence of area minimizers Hni locally converging along with their
ambience Mn+1i to a limit hypersurface within a limit ambient space, where the M
n+1
i
are complete smooth Riemannian manifolds. The most important cases areM = Rn+1
and Mi = i ·M , or Mi = M , for all i ≥ 0, for a fixed manifold M .
In detail, we consider the mentioned two level convergence relative some fixed base
points pi ∈ Hi ⊂M
n+1
i :
Ambient Level The Mn+1i compactly C
k-converge, for some k ≥ 5, to a limit
manifold Mn, so that pi → p ∈ M
n, for i → ∞. This says, for any given R > 0 and
sufficiently large i, we have diffeomorphisms
Ψi : BR(pi)→ BR(p), so that |(Ψi)∗(gMi)− gM |Ck → 0 on BR(p).
Minimizer Level The Hi subconverge (that is a subsequence converges) to a
limit area minimizer H ⊂ M , with p ∈ H . This means for any R > 0, we get a
subconvergence within M
(6) Ψi(BR(pi) ∩Hi)→ BR(p) ∩H.
in flat norm, defined in appendix III (46), which, in this case, can also be expressed
in terms of Hausdorff distance.
Example 2.1 Common examples for the preceding setup appear in inductive cone
reductions and when we consider minimal hypersurfaces within symmetric spaces.
1. When we scale around a fixed singular point p ∈ Σ ⊂ H0 ⊂ M0, we set
Mi := τi ·M0 and Hi := τi · H0, for some sequence τi → ∞, for i → ∞. Then Mi
converges compactly to Rn+1 and we find a local flat norm subconvergence to a limit
space H ⊂ Rn+1. It is a standard fact, that H is an area minimizing cone, a so-called
tangent cone, cf. appendix, Ch.10.II and [Gi],9.3.
2. More generally, when we do not fix the base point, the subconvergence under
blow-ups still leads to a limit hypersurface H ⊂ Rn+1. It is a complete area minimizer
which is an oriented boundary in Rn+1. But, a priori, it need not to be a cone.
3. Another important example are sequences Hi = SCi = Ci ∩ S
n+1 ∈ Kn for some
area minimizing cones Ci ∈ Cn+1. Here we can choose R = diamS
n+1, this means
global flat norm convergence.
In this case, Hi ∈ Kn are critical points of the Area-functional, but they are not
area minimizing. But they are so-called almost minimizers cf.5.3 and share the regu-
larity theory of area minimizers, cf.Appendix II. 
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Remark 2.2 Technically, when Ψi is not an isometry or at least a global scaling,
the Ψi(BR(pi) ∩Hi) are almost minimizers in M , cf. Ch.5.II. Using Euclidean charts
we can also locally view H ⊂ M as an almost minimizer in Rn. The analysis of the
convergence of the Hi is properly covered from Allard regularity theory and, by similar
arguments, from the regularity theory of almost minimizers in Rn, a natural extension
of the theory for area minimizers. 
Smooth Approximation Now, on the minimizer level in this setup, we assume
that BR(p)∩H is smooth. Then the regularity theory says that the flat norm conver-
gence of Ψi(BR(pi)∩Hi) implies that, for sufficiently large i, the BR(pi)∩Hi will also
be smooth (for possibly slightly shrinked radii) and the flat norm convergence induces
a Ck-convergence in the following sense.
We denote the normal bundle of BR(p) ∩ H by ν. Then, for i large enough, the
Ψi(BR(pi) ∩ Hi) become local C
k-sections Γi of ν from using Fermi coordinates. In
other words the regularity theory gives us canonical identifying diffeomorphisms
Γi : BR(p) ∩H → Ψi(BR(pi) ∩Hi).
Moreover, the flat norm convergence implies a Ck-convergence of the Γi to the zero
section ≡ BR(p) ∩ H . Actually, when the ambient remains fixed and Ψi = idM , the
DeGiorgi theory, cf. appendix II, gives a C1 convergence which, by standard elliptic
theory, can be upgraded to Cm,α, for any m ≥ 0, α ∈ (0, 1). Composed with the Ψi,
this gives a Ck-convergence.
This way we get, for large i, a canonical local diffeomorphism between BR(p) ∩H
and BR(pi) ∩Hi. We use the following mnemonic to describe this particular map.
Definition 2.3 (ID-map) For sufficiently large i, we call the uniquely determined
section Γi of ν over BR(p) ∩H
ID := Γi : BR(p) ∩H → Ψi(BR(pi) ∩Hi)
the asymptotic identification map, briefly the ID-map.
Obviously we can extend the notion of ID maps to any domain on H with compact
closures in H \ ΣH .
Remark 2.4 We gently suppressed that ID(∂BR(p)) 6= ∂BR(pi) but only gradu-
ally approaches ∂BR(pi), for i→∞. However, it is only the portion away from these
boundaries we are interested in. Thus we may easily adjust the definitions near the
boundary to our needs and henceforth ignore these negligible adjustments.
When we write idH for the zero section of the normal bundle ν, the mentioned
local Ck-convergence of the Hi can be expressed in terms of a local convergence
|ID− idH |Ck → 0.
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Also, since we use almost minimizers, a way to omit the use of the maps Ψ is to
locally embed the converging sequences into Rn+1 in the first place. The DeGiorgi-
Allard regularity theory, cf.[Si2],Ch.5, give us, for any given pair of smooth balls
B1 ⊂ B1 ⊂ B2 ⊂ H , bounds |ID− idH |Ck in terms of the flat norm distance and the
local distortion of Mi relative M . 
Keeping the setup and notations we discussed so far, we define a notion to describe
structures naturally assigned to hypersurfaces H ∈ H.
Definition 2.5 (Natural Structures) An assignment F of functions H 7→ FH de-
fined on H \ ΣH , for any H ∈ H, is called natural, when FH commutes with conver-
gence of the underlying spaces in the following sense:
For any compactly flat norm converging sequence Hi ∈ H and pi ∈ Hi \ ΣHi,
pi → p ∈ H \ ΣH as above, there is a neighborhood U(p) ⊂ H \ ΣH , so that
|FHi ◦ ID− FH |Ck(U(p)) → 0, for i→∞,
for some k = k(F ) > 0.
More generally, when the assignment H 7→ FH maps H to some FH in a category of
objects that admits an ID-map pull-back to U(p) and a topology so that the pull-backs
converge to the object assigned to H we call the assignment a natural structure.
Example 2.6 (Naturality on H) The Ck convergence of the minimizers readily
shows that algebraic expressions in terms of germs of gH and AH , like the classical
curvatures or the norm |A|, are natural functions. The Laplacian, the Jacobi field
operator JH or the conformal Laplacian LH are natural operators.
However, the metric distance function to the singular set dist(·,Σ) is not natural,
since the singular sets of converging hypersurfaces and their limits are hardly corre-
lated, for instance, when smooth hypersurfaces degenerate to singular ones.
On the other hand, since we restrict to H ∈ H, we can find natural structures not
defined from merely local data, and this includes skin transforms.
2.2 Metric Skin Transforms
In this and the next chapter we describe methods to define skin transforms. In both
cases we start with the definition of |A|-skins and use them to assemble functions.
Basic Concepts and Results The easiest way to define skin transforms is to use
distance tubes of the |A|-level sets, where we rescale the distance according to the
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value of |A| on the level sets, to ensure the cone reducibility of the definition.
More precisely, for any non-totally geodesic H ∈ H, any given α > 0 and c > 0,
we define the |A|-skins Ac = Ac(α) of the desired skin transform 〈A〉α as
Ac(α) := the boundary of the α/c-distance tube Uαc of |A|
−1([c,∞)).
We have Uαd ⊂ U
α
c and therefore Ac ∩ Ad = ∅, for c < d, since |A|
−1([d,∞)) ⊂
|A|−1([c,∞)) and α/d < α/c.
Thus we can uniquely define
(7) 〈A〉α(x) := c, for x ∈ Ac.
However, usually
⋃
c>0Ac 6= H \ Σ. There could be open sets where |A| remains con-
stant, when H is non-analytic. (These jump values are non-regular and thus the set
of such values has measure zero and actually in the present case it is countable.) Also
|A| vanishes identically on any totally geodesic path component H0 ⊂ H .
But we can canonically extend this definition. We set 〈A〉α ≡ 0 on path compo-
nents of H \ Σ which are totally geodesic. Thus we may assume H \ Σ is connected
and not totally geodesic. (There is no need to distinguish between the connectivity
properties of H and of H \ Σ, since H is connected ⇔ H \ Σ is connected, cf. 4.12.)
From this, we notice that H \ Σ =
⋃
c>0U
α
c .
Definition 2.7 (Metric Skin Transforms) For α > 0, we define
(8) 〈A〉α(x) := sup{c | x ∈ Uαc }.
for any x ∈ H \ Σ. For totally geodesic H, we set 〈A〉α ≡ 0.
Proposition 2.8 (Relations between 〈A〉α, |A| and distances) For any non-
totally geodesic H we have the following estimates.
A. Growth Estimates and Lipschitz Properties
(i) For any x ∈ H \ Σ we have
(9) 〈A〉α(x) ≥ α/dist(x,Σ)
(ii) δ〈A〉α = 1/〈A〉α is compatible with the usual distance function
(10) |δ〈A〉α(p)− δ〈A〉α(q)| ≤ d(p, q)/α
In more analytic terms, δ〈A〉α is an 1/α-Lipschitz function.
B. Interpolation Properties
(i) 〈A〉α ≥ 〈A〉β, for α ≥ β > 0.
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(ii) 〈A〉α → |A| in L
∞
loc, for α→ 0.
(iii) 1/α · 〈A〉α → 1/dist(·,Σ) in L
∞
loc, for α→∞.
Here, d(x, y) denotes the distance between x and y, dist(·,Σ) the distance to Σ on H
in terms of gH . The latter convergence results are on H \ Σ.
Proof For A(i) we note that c = 〈A〉α(x) means that |A| ≤ c on Bα/c(x). Thus
we infer from 5.6 that for all balls Br(x), with r < α/c: Br(x) ∩ Σ = ∅.
In other words: dist(x,Σ) ≥ α/c and thus 〈A〉α(x) ≥ α/dist(x,Σ).
For A(ii), again we may assume that p ∈ Ac and q ∈ Ad for some d > c > 0.
|δ〈A〉α(p)− δ〈A〉α(q)| = |1/〈A〉α(p)− 1/〈A〉α(q)| = α
−1 ·
∣∣∣α
c
−
α
d
∣∣∣ ≤ d(p, q)/α.
The latter inequality follows from the inclusion Uαd ⊂ U
α
c .
B(i) and B(ii) follow easily from the definitions. Note that Uβc ⊂ U
α
c , for α ≥ β >
0.
For B(iii), we observe that the definition d := 〈A〉α(x) = sup{c | x ∈ Uαc } means
that dist(x, |A|−1([d,∞))) ≤ α/d. Also we recall that |A|−1([d,∞)) shrinks to Σ, while
d→∞ and we conclude that for fixed x ∈ H \Σ and any ε > 0 there is some d0(ε) > 0
so that for any d ≥ d0(ε)
(11) dist(z,Σ) ≤ (1 + ε) · α/〈A〉α(z), for any z ∈ Bdist(x,Σ)/4(x)
Now A(i) tells us that α→∞ implies 〈A〉α(z)→∞ in a locally uniform manner.
Therefore, for any given ε > 0, we can find an α0(ε) > 0 so that for α > α0,
(11) holds. Using A(i) again, gives us the reversed inequality and we conclude the
L∞loc-convergence of 1/α · 〈A〉α(x) to 1/dist(x,Σ). 
Proposition 2.9 〈A〉α is a skin transform, for any α > 0.
Proof With the preparation above we can now check the validity of the axioms
from Definition 1 in Ch.2.
(S1) and (S2) The properties that 〈A〉H ≡ 0, if H ⊂M is totally geodesic and when
H is not totally geodesic, then 〈A〉H is strictly positive with 〈A〉H ≥ |AH |. Since
distances on H resp. |A| scale by λ resp. 1/λ under scalings of H by λ, we get
〈A〉λ·H ≡ λ
−1 · 〈A〉H right from the definition.
(S3) The proof of the Hardy inequality uses some additional techniques we yet have
to develop. We postpone the proof to Ch.3.2 below.
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(S4) The Lipschitz regularity of δ〈A〉α := 1/〈A〉α with Lipschitz constant 1/α is
2.8A(ii).
(S5) The naturality of 〈A〉α follows from that of |A| and the regularity theory. Namely,
the convergence of a sequence Hi ∈ H to a limit H ∈ H, expressed in terms of
ID-maps, in an arbitrarily small ball of H , extends to compact smooth conver-
gence on the entire space H \ ΣH , in fact, for connected H , this complement is
rectifiably connected cf. 4.12.
From a compact convergence of minimizers, we get compact convergence of |A|
and thus compact L∞-convergence of 〈A〉α: either the value in a converging se-
quence of pi ∈ Hi\ΣHi remains lower positively bounded by some d > 0 and then
pi ∈ Uαd and thus p ∈ U
α
d so that the convergence of |A| even gives a convergence
of the values 〈A〉α(pi). Or 〈A〉α(pi)→ 0, but then the definition shows that the
Hi converge to a totally geodesic limit.
Next, we have a uniform Lipschitz estimate for δ〈A〉α on all minimizers, therefore
the Rellich compactness gives us the Ho¨lder convergence under smooth conver-
gence of the underlying hypersurfaces. 
Alternative Approaches Arguably, this is the simplest construction of a skin
transform. Alternative definitions of |A|-skins use hypersurfaces within H \Σ spanned
over the sets |A|−1([c,∞)) by other natural processes. We mention two of them.
1. We can choose area minimizing hypersurfaces within H \ Σ with obstacles
|A|−1([c,∞)). Then the |A|-skins have non-negative mean curvature relative H and
suggest a decomposition of H into pieces with area minimizing boundaries, cf. [G] for
a discussion of the closely related concept of Plateau-Stein manifolds due to Gromov.
Due to results of David and Semmes [DS], we explain in 4.2 below, these |A|-skins
bound domains with regularity properties allowing a particularly simple definition of
skin uniform domains, cf.Ch.4.4.
Also the local distances between any two adjacent |A|-skins Aa,Ab are mutually
controlled through Harnack inequalities since Aa can locally be regarded as positive
solutions of elliptic equations on Ab and vice versa. This is the source for the Lipschitz-
continuity of the associated 〈A〉-distance, based on arguments of Solomon [So].
2. Alternatively, we observe that being an area minimizer is a scaling invari-
ant property. The compactness result for these minimizers cause some coarse self-
similarities of area minimizers and their singular sets when we zoom into the singular
set. We use this observation, for instance, in the assembly of surgeries along Σ in [L2].
Now, the treatment of multifractals, cf.[Fa],Ch.17, suggests methods to interpolate
between fractals of different degree of complexity. In our case this would be Σ versus
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H \ Σ and can be adapted to define skin transforms.
We discuss particularities and applications of such alternative approaches to skin
transform elsewhere. 
Derived Skin Structures By definition, we consider skin structures on area
minimizing hypersurfaces in the class H =
⋃
n≥2Hn described in the introduction.
This class is closed under blow-ups around singular points. To incorporate also di-
mensional reduction arguments it is important to also include the following natural
class K of non-minimizing hypersurfaces:
For any area minimizing cone C ⊂ Rn+1 with tip 0, we define SC := ∂B1(0) ∩
C ⊂ Sn ⊂ Rn+1 in the unit sphere Sn. We set Kn−1 := {SC |C ∈ Cn} and write
K =
⋃
n≥2Kn−1, for the space of all such hypersurfaces.
As mentioned earlier, the SC ∈ K are almost minimizers, cf.Appendix II, 5.3. They
share crucial properties including the regularity theory with proper area minimizers,
since the cone C over SC is area minimizing. This also applies to skin structures.
Lemma 2.10 Let 〈A〉 be a skin transform on H, then the skin axioms still hold on
K, for the restriction 〈A〉SC := 〈A〉C |SC , for any C ∈ Cn, n ≥ 2.
The proof is largely straightforward. We notice 〈A〉SC = 〈A〉C
∣∣
SC
≥ |AC |
∣∣
SC
=
|ASC |. Also the skin transform induced on blow-ups around any singular point p ∈ SC
equals the restriction of the skin transform on the product tangent cone R × C∗ in
(1, p) ∈ C to {0} × C∗. The remaining details are left to the reader. 
Alternatively to the given definition 〈A〉SC := 〈A〉C|SC , we could go back to the
construction of the given 〈A〉 and rebuild it also for the SC , C ∈ Cn. Let us call the
result 〈A〉∗SC . Then we experience that 〈A〉SC 6= 〈A〉
∗
SC
. However, the choice we made
is the preferable one, since it is directly linked to that on C. We actually use this in
the other direction, to study 〈A〉 on C from 〈A〉SC .
Metric Skin Transforms and Regularity Theory There is an another inter-
pretation of 〈A〉1 in the regularity theory of area minimizers which widens the scope of
this particular approach in a rather different direction. In recent and complementary
work of Cheeger and Naber [CN] we find the notion of the regularity scale rH defined
for any p ∈ H \Σ used to refine classical regularity estimates for area minimizers and
estimates for the dimension of the singular set.
It is defined as rH(p) := sup{r > 0 | r
2 · |A|2 ≤ 1 on Br(p)}. Using this type of
invariants can be traced back to the 50s when Heinz [Hz] revisited the Bernstein the-
orem. He showed that for minimal graphs over B ⊂ R2 the scaling invariant quantity
r2 · |A|2(p) on disks B with center p and radius r, can be a priori estimated from
above. (Thus when r → ∞, we get |A| → 0 and the graph must be a plane, proving
the classical Bernstein theorem.)
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Now, there is a pleasingly simple relation to 〈A〉1: δ〈A〉1 = rH . Namely, we no-
tice that ρ := rH(p) = 1/maxBρ(x) |A| =: 1/m. Now take some y ∈ B1/m(x) with
|A|(y) = m. Then x has distance ≤ 1/m from y. Thus m ≤ m∗ := sup{c | x ∈ U1c}. In
fact, m = m∗, otherwise we had a point z ∈ B1/m(x) with |A|(z) = m
∗ > m.
In turn, the regularity theory in [CN] involves versions of rH containing higher
derivatives of |A|, made of the terms rk+1 · |∇kA|, which could also be chosen as a
basis to define further examples of skin transforms. 
The Space of Skin Transforms The previous discussion shows that besides
the different methods to define skin transforms, any given skin transform induces
others we also need to take into account. We mention two further operations on the
space of skin transforms.
• Convexity With any two skin transforms 〈A〉 and 〈A〉∗ any convex combination
c · 〈A〉+ (1− c) · 〈A〉∗, c ∈ (0, 1) is again a skin transform. Thus the space of all
skin transforms is convex and thus contractible.
• Natural Averages Mollifiers applied to |A|, defined by convolution integrals
with smoothing kernels, so that the smoothing kernel is sized by δ〈A〉, in place of
the typically chosen 1/dist(·,Σ), give new skin transforms. One version of this
idea is the Whitney type smoothing we discuss in 3.3 below.
Summarizing, there is no use to stick with one particular model of a skin transform.
Instead, we always consider the class of all skin transforms, this automatically brings
us to focus on the axioms for 〈A〉.
3 Localizations and Controlled Covers
We first describe a technique to find locally finite covers of area minimizers by balls
with well-controlled geometry and intersection numbers, in 3.1. These skin adapted
covers are used to localize analytic problems on area minimizers.
In 3.2 we use such a cover to prove the remaining axiom (S3) for the 〈A〉α of 2.2,
the Hardy inequality. Thereby we complete the certification process for one working
model of a skin transform. We keep it as a gold reserve, since, from that point on, we
no longer refer to a particular model of a skin transform but use an arbitrary one.
We derive all further results directly for the axioms (S1)-(S5). This said,
the axiom (S3) will not be exploited in this paper, but only in [L1] and [L2], where it
is used to couple the developed potential theoretical results to classical operators.
Finally, in 3.3, we use the covering techniques of 3.1 to derive smoothing techniques
in the style of Whitney [Wh1] and Stein [St]. We apply them to the a priori merely
locally Lipschitz skin transforms.
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3.1 Skin Adapted Covers
For the purposes of this section we use an assignment 〈A〉 that satisfies all axioms of
a skin transform except for (S3), we call it a pre-skin transform. That is, we do not
presume that the Hardy inequality holds since we use the argument of this section to
establish the Hardy inequality for the 〈A〉α. Actually all results in this paper hold
for pre-skin transforms. The validity of axiom (S3) is only used in the analytic and
geometric applications we discuss in [L1] and [L2],
Here we prove the existence of covers of H \Σ particularly adapted to 〈A〉. To this
end we recall two classical covering methods for sets in Rn:
• Any subset P ⊂ Rn admits covers by balls of various radii but with bounded
covering number, the so-called Besicovitch covers, cf.[Di], Ch.18.
• For closed P ⊂ Rn, Rn \ P admits Whitney covers by closed cubes with disjoint
interior with the particular property that the diameters of the cubes are compa-
rable to their distance to P , cf.[Wh1], and [St],Ch.6.
On H \Σ the geometry degenerates while we approach Σ and to mimic the classical
covering methods we also need to use gradually smaller balls the closer we approach
Σ. However, to keep the cover useful for analytic estimates we need that - after scaling
to unit size - all these balls belong to some compact class of smooth geometries with a
positive lower bounded Hausdorff distance to the flat metric. Thus we need to balance
the decay of the radii towards Σ.
We accomplish these somewhat opposing goals through a blend of the Besicovitch
and the Whitney covering methods with the additional twist that the radii are con-
trolled from a pre-skin transform. For the sake of a consistent statement, we include
the case where H is totally geodesic. Then this result merely expresses the surjectiv-
ity of the exponential map with an infinitely sheeted covering in the case where H is
compact. In the proof we focus on the non-totally geodesic case.
Proposition 3.1 (Skin Adapted Covers) For any H ∈ H and any size parameter
ξ ∈ (0, ξ0), for some ξ0(n, L〈A〉) ∈ (0, 1/(10
3 · L〈A〉)), we get:
A locally finite cover A of H \ Σ by closed balls
A = {BΘ(p) | p ∈ A},with radius Θ(p) := ξ/〈A〉(p) = ξ · δ〈A〉(p),
for some discrete set A ⊂ H \ Σ, so that for a suitably small neighborhood Q of Σ:
(C1) For p ∈ Q the exponential map expp |B100·Θ(p)(0) is bi-Lipschitz onto its image,
for some bi-Lipschitz constant l(n) ≥ 1
(C2) AQ := A ∩Q splits into c(n) disjoint families AQ(1), ..., AQ(c) with
(i) B10·Θ(p)(p) ∩ B10·Θ(q)(q) = ∅, for p and q in the same A
Q(k)
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(ii) q /∈ BΘ(p)(p), for any two p, q ∈ A
Q.
In particular, the covering number for z ∈ Q, for any ρ ∈ (0, 10), by balls centered in
A ∩Q, is uniformly bounded:
(12) #(A ∩Q, z, ρ) := #{x ∈ A ∩Q | z ∈ Bρ·Θ(x)(x)} ≤ c(n).
We call such a cover A, a skin adapted cover. The covering method also ensures
the following details.
(i) Let H ⊂ Rn be a complete, non-totally geodesic area minimizing hypersurface.
Then we may choose Q = H.
(ii) For any ε > 0, we can find some ξε ∈ (0, ξ0(n, L〈A〉)) so that, for every p ∈ H \Σ
the exponential map expp |B100·ξε/〈A〉(p)(0) is bi-Lipschitz onto its image with bi-
Lipschitz constant 1 + ε.
In the proof of 3.1, and of many other results below, we use the following variations
of the Lipschitz continuity property of the 〈A〉-distance δ〈A〉
Lemma 3.2 Let 〈A〉 be a pre-skin transform, so that the 〈A〉-distance is Lipschitz
continuous with Lipschitz constant L > 0. Then we have
(i) For any x ∈ H \ Σ
(13) L · 〈A〉(x) ≥ 1/dist(x,Σ) or equivalently δ〈A〉(x) ≤ L · dist(x,Σ)
(ii) 〈A〉 is locally Lipschitz
(14) |〈A〉(x)/〈A〉(p)− 1| ≤ 2 · L · 〈A〉(p) · d(x, p)
for any q ∈ B1/(2·L·〈A〉(p))(p)
Proof For (i), we use the particularity of area minimizing hypersurfaces that
for any p ∈ Σ there is a sequence pn → p, with |A|(pn) → ∞, for n → ∞, cf.5.6.
〈A〉 ≥ |A| implies that also 〈A〉(pn)→∞.
Thus, for k > 0, we have some nk, so that for n ≥ nk: 〈A〉(pn) ≥ k. Then we have
for any x ∈ H \ Σ with d(x, pn) ≤ 2 · (k · L)
−1
δ〈A〉(x) ≤ |δ〈A〉(x)− δ〈A〉(pn)|+ 1/k ≤ L · d(x, pn) + 1/k ≤ 3/k
We may assume that d(p, pn) < (k · L)
−1 and thus δ〈A〉(x) ≤ 3/k on B(k·L)−1(p). In
other words, we get the coarse estimate that 〈A〉 ≥ k on U(3·k·L)−1(ΣH).
We use this when we start from |δ〈A〉(x) − δ〈A〉(p)| ≤ L · d(x, p), for x, p ∈ H \ Σ.
Now we consider a sequence pn ∈ H \ Σ with pn → p∞ ∈ Σ, n → ∞, so that
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d(x, pn) ≤ dist(x,Σ). Since δ〈A〉(pn)→ 0, the claim follows.
(At this point we not yet know that dist(x,Σ) <∞ and thus that the assertion is
non-trivial. This is only proved in 4.8.)
For (ii), we choose any two points p, q ∈ H \ Σ. Then the Lipschitz inequality
|δ〈A〉(p)− δ〈A〉(q)| ≤ L · d(p, q) can be rewritten as
|〈A〉(p)− 〈A〉(q)| ≤ L · 〈A〉(p) · 〈A〉(q) · d(p, q)
From this we see
(15) 〈A〉(x) ≤ 2 · 〈A〉(p), for all x ∈ B1/(2·L·〈A〉(p))(p)
Thus we have
|〈A〉(p)− 〈A〉(q)| ≤ 2 · L · 〈A〉2(p) · d(p, q)
for any q ∈ B1/(2·L·〈A〉(p))(p). 
Proof of 3.1 There are three main steps. In the first two steps we introduce two
scalings to derive pointwise estimates for the volume of balls within BΘ(p)(p). We use
the Harnack type inequality (14) for 〈A〉 to turn these estimates into locally uniform
estimates. Finally we show how this fits into the typical combinatorics of Besicovitch
type covers to derive the claimed properties of A.
In each substep of the argument we choose the most appropriate local scaling of
H to derive the needed estimates for the subsequent steps. These are only temporary
scalings and we undo them once we derived the result.
Step 1 (Scaling of Σ ⊂ H ⊂M)
As before L = L(〈A〉) > 0 denotes the Lipschitz constant for the 〈A〉-distance.
|δ〈A〉(p)− δ〈A〉(q)| ≤ L · d(p, q), for p, q ∈ H \ Σ.
Scaling of any ball B1/(L·〈A〉(p))(p), for p ∈ H \Σ by L · 〈A〉(p) produces a ball of radius
1 in the scaled space L · 〈A〉(p) ·H .
B1(p) ⊂ L · 〈A〉(p) ·H ⊂ L · 〈A〉(p) ·M
Since L · 〈A〉(x) ≥ 1/dist(x,Σ), we observe that the closer p approaches Σ, the
stronger the scaling of the smooth compact ambient manifold M of H becomes, that
is, L · 〈A〉(p) ·M will look nearly flat, for p very close to Σ.
Formally, we denote the exponential map of s · M in p, scaled by s ≥ 1, by
expp[s ·M ] : TpM → s ·M . TpM carries the flat metric gTpM .
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Then, for any ε > 0, we find a neighborhood W (ε) ⊂ H of Σ so that for any
p ∈ W (ε):
(16) | exp∗p[〈A〉(p) ·M ](L
2 · 〈A〉(p)2 · gM)− gTpM |C5(B100(0)) ≤ ε
where the C5-norm and the radius are measured relative 〈A〉(p) ·M .
Step 2 (Locally Uniform Estimates on H \Σ)
1. The first step says that, when our region of interest W (ε) shrinks to Σ, that is,
we choose some small ε, and we scale M by 〈A〉(p), for p ∈ W (ε), then M becomes
virtually flat since we have a lower bound for 〈A〉|W (ε) that diverges, when ε→ 0.
H behaves differently, since approaching Σ also means that |A| diverges. This time
〈A〉 ≥ |A| shows that
|A|(p) ≤ 1 after scaling by 〈A〉(p).
This pointwise estimate implies also local estimates when we use the Harnack type
inequality (14) below, for 〈A〉:
(17) |〈A〉(x)/〈A〉(p)− 1| ≤ 2 · L · 〈A〉(p) · d(x, p) ≤ 1,
for any p ∈ H \ Σ, x ∈ B1/(2·L·〈A〉(p))(p) ⊂ H .
〈A〉 ≥ |A| and (17) imply that there is a constant An ≥ 1 depending only on n so
that
|A| ≤ An on B1(p) ⊂ L · 〈A〉(p) ·H.
2. This locally uniform bound on |A| implies some locally uniform volume estimates
for balls in H : Gauss equations relating the curvature tensors ofH andM and Rauch’s
comparison theorem show that for some ε > 0 small enough, we can find positive
functions Λ(ζ), η(ζ) with
Λ(ζ)→∞, η(ζ)→ 0, for ζ → 0,
so that for any p ∈ W (ε), measured relative to Λ(ζ) · L · 〈A〉(p) · H , expp[Λ(ζ) · L ·
〈A〉(p) ·H ] is a local diffeomorphism from B103(0) onto its image in H , so that
(18) | exp∗p[Λ(ζ) · L · 〈A〉(p) ·H ](Λ
2(ζ) · L2 · 〈A〉(p)2 · gH)− gTpH |L∞(B100(0)) ≤ η(ζ).
The regularity theory of H allows us to upgrade to Ck-estimates for any given k ≥ 0
and we get, keeping the same constants for simplicity,
(19) | exp∗p[Λ(ζ) · L · 〈A〉(p) ·H ](Λ
2(ζ) · L2 · 〈A〉(p)2 · gH)− gTpH |C5(B100(0)) ≤ η(ζ).
27
3. Thus, once ε > 0 has been chosen small enough, we have a uniform control, for
any p ∈ W (ε):
3.A. expp[Λ(ζ) · L · 〈A〉(p) ·H ] is a bi-Lipschitz map from B100(p) to its image for
a bi-Lipschitz constant l(ζ) ≥ 1, with l(ζ)→ 1 for ζ → 0.
3.B. When we choose ζ > 0, so that l(ζ) ∈ [1, 2], the following set of volume
estimates hold for z ∈ B50(p) with volumes and radii measured relative Λ(ζ) · L ·
〈A〉(p) ·H
(20) k1 ≤ V ol(B1/3(z)) and V ol(B30(z)) ≤ k2,
for some constants ki(n, 〈A〉) > 0, i = 1, 2.
4. We choose some ζ ≪ 1, so that Λ(ζ) ≫ 1, in particular, with L · Λ(ζ) > 100,
we set ξ(ζ) := 1/(L · Λ(ζ)) and
(21) Θ(p) := ξ(ζ)/〈A〉(p) = 1/(L · Λ(ζ) · 〈A〉(p)).
Step 3 (Combinatorics)
We choose a countable dense set S ⊂ H \ Σ, S = {am |m ∈ Z≥0} and start with
the cover
B = {BΘ(p)(p) | p ∈ S}
Now we define a map i : S → Z≥0 by induction: we set i(a0) := 1 and
i(ak+1) := 0, if ak+1 ∈
⋃
i≤k
BΘ(ai)(ai), and, otherwise,
i(ak+1) := min({m ≤ k | d(am, ak+1) > 10 ·Θ(am) + 10 ·Θ(ak+1)} ∪ {k + 1}).
We define
A(j) := {BΘ(p)(p) | p ∈ S, i(p) = j}, A :=
⋃
j≥1
A(j) and A := {a ∈ S | i(a) ≥ 1}
We observe that A(i) ∩ A(j) = ∅ for i 6= j. Also these families satisfy the asserted
properties (i) and (ii).
Now we prove that there is a neighborhood Q of Σ and a constant c(n, 〈A〉) so
that A(i) = ∅ for i > c. This also implies the local finiteness of A since there are only
finitely many balls in A with center point in H \Q.
From (17) and (21) we may assume that
(22) 9/10 ·Θ(p) ≤ Θ(x) ≤ 11/10 ·Θ(p), for any x ∈ B100·Θ(p)(p).
We claim that for
(23) c(n, 〈A〉) := (the smallest integer ≥ k2/k1), with ki as in (20):
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A(i) = ∅, for i > c. Otherwise, we had some BΘ(p)(p) ∈ A(c+ 1) and thus
B10·Θ(p)(p) ∩ B10·Θ(xi)(xi) 6= ∅
for at least c different xi ∈ A. But then we get a contradiction from the following
estimates which use (22) to see that the (c+1) balls B1/3(xi) and B1/3(p) are pairwise
disjoint. We use (20) relative Λ(ζ) · L · 〈A〉(p) ·H to see
(c+ 1) · k1 ≤
∑
V ol(B1/3(xi)) + V ol(B1/3(p)) =
V ol
(⋃
B1/3(xi) ∪B1/3(p)
)
≤ V ol(B30(p)) ≤ k2.
Finally, we observe that A is a cover: assume there is some point q ∈ U c = U \⋃
p∈ABΘ(p)(p). Since A is locally finite, this complement is open and thus there is a
point z ∈ U c ∩ S with BΘ(z)(z) ∈ A and q ∈ BΘ(z)(z), a contradiction. 
3.2 Hardy Inequalities on H \ Σ
Here we resume our discussion of the 〈A〉α of 2.7 and notice that we already verified
all axioms for a skin transform except for (S3) requiring the validity of the Hardy type
inequality for 〈A〉, which actually is a Hardy inequality for the operator −∆ + |A|2
relative to the 〈A〉-distance δ〈A〉.
In this section we prove this Hardy inequality and apply it to deduce the Hardy
inequality also relative to the distance dist(·,Σ).
To this end we observe that the construction of skin adapted covers of 3.1 did not
use axiom (S3). Thus we may use 3.1 in the proof of (S3) for 〈A〉α. Thereby, we
complete the proof of Theorem 1 asserting that 〈A〉α is a skin transform.
Proposition 3.3 For any α > 0 and any compact area minimizing hypersurface
Hn ⊂Mn+1, there is a constant kα,H > 0, so that
(24)
∫
H
|∇f |2 + |A|2 · f 2dA ≥ kα,H ·
∫
H
〈A〉2α · f
2dA
for any smooth f compactly supported in H \ Σ.
The argument for 3.3 uses the fact that H is compact. However, in the case where
the ambient space is the Euclidean space the result also holds, with an actually uniform
estimate for the Hardy constant:
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Proposition 3.4 For any α > 0, there is a constant kα,n > 0, so that for any
oriented minimal boundary Hn ⊂ Rn+1,
(25)
∫
H
|∇f |2 + |A|2 · f 2dA ≥ kα,n ·
∫
H
〈A〉2α · f
2dA
for any smooth f compactly supported in H \ Σ.
Both 3.3 and 3.4 also trivially hold for totally geodesic H . We henceforth assume
that H is non-totally geodesic.
Remark 3.5 In the proof that follows we will see that 3.3 is largely a consequence
of 3.4 from some blow-up argument.
This is the reason why we consider complete area minimizing hypersurfaces in Rn+1
and not only minimal cones. Blow-ups around a fixed singular point lead to cones,
but here we use blow-ups with possibly varying basepoints. This may lead to more
general oriented boundaries than cones. 
We already know that 〈A〉α(x) ≥ α/dist(x,Σ), for x ∈ H \ Σ, cf. 2.8(ii). Hence,
for α = 1, we also get a Hardy inequality for 1/dist(x,Σ).
Corollary 3.6 For any compact area minimizing hypersurface Hn ⊂ Mn+1, there
is a constant k∗H > 0, namely k
∗
H := k1,H , so that
(26)
∫
H
|∇f |2 + |A|2 · f 2dA ≥ k∗H ·
∫
H
1/dist(x,Σ)2 · f 2dA
for any smooth f compactly supported in H \ Σ.
Similarly, we get a k∗n > 0, so that for any oriented minimal boundary H
n ⊂ Rn+1,
(27)
∫
H
|∇f |2 + |A|2 · f 2dA ≥ k∗n ·
∫
H
1/dist(x,Σ)2 · f 2dA
and for any smooth f compactly supported in H \ Σ.
Before we turn to the proof we review these inequalities in a wider context.
Remark 3.7 1. The latter inequalities (26) and (27) are weaker than the skin
versions (24) and (25), since the inequality 〈A〉α(x) ≥ α/dist(x,Σ) is far from being
sharp. For instance, we could have sequences pi ∈ H \ Σ, pi → p∞ ∈ Σ so that
〈A〉α(pi) · dist(pi,Σ)→∞ when i→∞,
when the pi belong to increasingly sharp but still smooth wrinkles of H . However,
although 3.6 is weaker than 3.3 and 3.4, it is not simpler, but a proper consequence of
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3.3. cf. 3.9 below.
2. The Hardy inequality for a Lipschitz regularly bounded domain D ⊂ Rn says:∫
D
|∇φ|2dV ≥ cD ·
∫
D
(1/dist(x, ∂D))2 · φ2dV,
for some constant cD > 0 and any smooth function φ supported in D. This is a
stronger version of the usual Poincare´-Sobolev inequality, cf.[An3], [BM] and the re-
cent extensive expositions in [BEL] and [GN].
3. The codimension of the singular set Σ is larger than 2, and due to the compact-
ness of H , the appropriate coarea formula e.g. [GMS], Vol1, Ch.2.1.5, Th.3, p.103,
shows that
inf
f∈C∞c (H\Σ)
∫
H
|∇f |2dA/
∫
H
〈A〉2α · f
2dA = 0,
where C∞c (H \ Σ) denotes the smooth functions supported in H \ Σ.
In turn, |A| usually vanishes or converges to zero along suitable point series to Σ.
This corresponds to rays in tangent cones so that the cone is totally geodesic along this
ray. But 〈A〉α remains positively lower bounded and actually converges to +∞. Then,
without a term that prevents the support of a series of test functions to concentrate
around these points, we get
inf
f∈C∞c (H\Σ)
∫
H
|A|2 · f 2dA/
∫
H
〈A〉2α · f
2dA = 0.
That is, the use of the balanced couple of integrands on the left hand side of (24)
is indispensable to ensure a positive constant kH . 
Now we collect some tools and observations for the proof of 3.3. We first note that
the optimal constant kα,H in 3.3 is nothing but the first eigenvalue for the weighted
operator
Pαu := 〈A〉
−2
α ·
(
−∆u + |A|2 · u
)
on smooth functions defined on H \Σ. Since 〈A〉 is locally Lipschitz, standard elliptic
theory implies that eigenfunctions of Pα are C
2,γ-regular, for any γ ∈ (0, 1), cf. [GT],
6.4.
More explicitly, the first eigenvalue λPα = kα,H of the weighted operator Pα can be
obtained from its variational characterization (Rayleigh quotient) taken over the set
C∞c (H \ Σ) of all smooth f compactly supported in H \ Σ:
(28) λPα = inf
f∈C∞c (H\Σ),f 6≡0
∫
H
|∇f |2dA+ |A|2 · f 2dA
/∫
H
〈A〉2α · f
2dA
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To estimate this eigenvalue we localize the problem to Neumann eigenvalues on
regular balls. Then we take covers with controlled covering numbers (Besicovitch cov-
ers) by such balls and use them to derive a positive lower estimate for the eigenvalue
λPα.
Neumann eigenvalues of Pα on balls We observe from the shape of (28) that
the (Neumann) eigenvalues of Pα on balls are scaling invariant:
For any ball Br(p) ⊂ H \ Σ, r > 0 and any scaling factor µ > 0 we have:
(29) να(Br(p)) = να(µ · Br(p))
Namely, when we scale Br(p), by any µ > 0, the integrands of the Rayleigh quotient
|∇f |2+ |A|2 (numerator) and 〈A〉2 (denominator) change by the same factor µ−2 > 0.
Now we want to get lower estimates for να(Br(p)). We note that there is no uni-
form positive lower bound for r → 0, when |A|(p) = 0. Conversely, when the balls
are too large, we can hardly control its geometry and we can neither understand the
eigenvalues nor the covering numbers.
However, when we approach Σ we get better and better local approximations by
analytic hypersurfaces in Rn (after rescaling to a unit size). This leads us to the idea
to let 〈A〉 determine the radius of the balls when we are close to Σ.
To this end we notice that 〈A〉α(x) ≥ α/dist(x,Σ) means that for any p ∈ H \Σ:
Bα/〈A〉α(p)(p) ∩ Σ = ∅. For these balls we have the following estimates
Lemma 3.8 For any α ∈ (0, 1] and any µ ∈ (0, 1/2), there is a neighborhood Uα,µ
of Σ and a constant ζ(Uα,µ) > 0, so that
(30) να(Bµ·α/〈A〉α(p)(p)) ≥ ζ
for any p ∈ Uα,µ \ Σ.
Proof To simplify the notations we only consider the case α = 1. Now we ex-
plicitly use the definition of 〈A〉1.
We assume there is a sequence of points pi ∈ H \ Σ with pi → p∞ ∈ Σ so that
ν1(Bµ/〈A〉(pi)(pi)) → 0. When we scale Bµ/〈A〉1(pi) by 〈A〉1(pi) to the size Bµ(pi) ⊂
〈A〉1(pi) ·H we first notice that (after scaling by 〈A〉1(pi))
sup{|A|(x) | x ∈ B1(pi) ∩ 〈A〉1(pi) ·H} = 1.
And we get a subsequence of the sequence of pointed spaces (〈A〉1(pi) · H, pi) which
converge compactly in flat norm.
(〈A〉1(pi) ·H, pi)→ (H∞, 0) ⊂ (Rn+1, 0)
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Since the limit is smooth on B1(0)∩H∞ (which we can see as in 5.8) the convergence
towards this subset can be upgraded to Ck-topology for any given k ≥ 0.
We notice that
sup{|A|(x) | x ∈ B1(pi) ∩ 〈A〉1(pi) ·H} = 1 and thus 〈A〉1(0) = 1.
Moreover, we know from 5.8 for any µ ∈ (0, 1], there is a constant c(µ, n) > 0, so that
sup{|A|(x) | x ∈ Bµ(0) ∩H∞} ≥ c.
Now we claim that the first Neumann eigenvalue ν1(Bµ(0)∩H∞) for P1 on Bµ(0)∩
H∞ is positive:
inf
f∈C∞(Bµ(0)∩H∞),f 6≡0
∫
Bµ(0)∩H∞
|∇f |2dA+ |A|2 · f 2dA
/∫
Bµ(0)∩H∞
〈A〉21 · f
2dA > 0
Since 〈A〉1 is positively upper bounded on Bµ(0)∩H∞, it suffices to consider the usual
non-weighted Neumann eigenvalue
ν(Bµ(0) ∩H∞) = inf
f∈C∞(Bµ(0)∩H∞),f 6≡0
∫
Bµ(0)∩H∞
|∇f |2dA+ |A|2 · f 2dA.
Clearly, ν(Bµ(0)∩H∞) ≥ 0, and for ν(Bµ(0)∩H∞) = 0, we had a smooth positive
function u with ∆u = |A|2 · u and vanishing normal derivative along ∂Bµ(0) ∩ H∞.
But then Stokes theorem says that
∫
Bµ(0)∩H∞
∆u = 0, whereas
∫
Bµ(0)∩H∞
|A|2 · u > 0.
Thus we infer that for sufficiently large i:
ν1(Bµ/〈A〉1(pi)(pi)) ≥ ν1(Bµ(0) ∩H∞)/2 > 0
and this contradicts ν1(Bµ/〈A〉1(pi)(p))→ 0. 
Now we combine these estimates for Neumann eigenvalues using particular covers
to derive 3.3.
Proof of 3.3 and 3.4 We first consider 3.3. We start with the two easy cases:
when H is totally geodesic, then 〈A〉α ≡ 0 and the Hardy inequality becomes trivial.
Thus we may assume H is connected and not totally geodesic. Then we have 〈A〉α > 0
on H .
Secondly, when H is regular, we note that 〈A〉α > 0 is upper bounded on H , and it
suffices to see the positivity of the usual eigenvalue of −∆+ |A|2. Indeed, |A|2 ≥ 0 and
in some open set it is positive. Thus, for any smooth positive function u (including
the first eigenfunction) we have
∫
H
∆u = 0, whereas
∫
H
|A|2 · u > 0 and therefore the
eigenvalue of −∆+ |A|2 cannot be zero.
Now we turn to the main case where H is singular. We notice that for sufficiently
small smoothly bounded neighborhoods W of Σ ⊂ H :
να(H \W ) > 0.
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This follows as above: for sufficiently small W , H \W contains an non-empty open
ball where |A| > 0. For fixedW we have positive bounds for 〈A〉α, and we can consider
the standard Neumann eigenfunction and the same Stokes theorem argument as above
shows that να(H \W ) > 0.
Also we observe: once we have found one neighborhood W with να(H \W ) > 0,
the positivity holds for all such neighborhoods W ∗ of Σ with W ∗ ⊂ W . Albeit, this
argument does not yet give a uniform positive lower bound while W ∗ shrinks to Σ.
Now we build a cover of H \ Σ. H is merely weakly controlled away from Σ, since
the second fundamental form is not enough to control the geometry in a curved am-
bient manifold. Thus to get at least a positive bound we use that να(H \W ) > 0 for
sufficiently small open neighborhoods W of Σ.
Next we use the skin adapted covers A(Vα,µ) from 3.1, of small neighborhoods
Vα,µ ⊂ Uα,µ of Σ by balls Bµ·α/〈A〉α(p)(p) ⊂ H \ Σ, for p ∈ Uα,µ \ Σ with some upper
bounded covering numbers N .
Then we get the following estimate for any f ∈ C∞c (H \ Σ), f 6≡ 0, writing briefly
W = Vα,µ and B(p) = Bµ·α/〈A〉α(p)(p):∫
H
|∇f |2dA+ |A|2 · f 2dA ≥
1/(N + 1) ·

∫
H\W
|∇f |2 + |A|2 · f2 dA+
∑
B(p)∈A
∫
B(p)
|∇f |2 + |A|2 · f2 dA

 ≥
1/(N + 1) ·

να(H \W ) ·
∫
H\W
〈A〉2α · |f |
2 dA+
∑
B(p)∈A
να(B(p)) ·
∫
B(p)
〈A〉2α · |f |
2 dA


≥ 1/(N + 1) ·min{να(H \W ), inf
B(p)∈A
να(B(p))} ·
∫
H
〈A〉2α · |f |
2dA
Now we use 3.8 (30) saying that all the Neumann eigenvalues να(B(p)) are uni-
formly lower bounded by να(Bµ·α/〈A〉α(p)(p)) ≥ ζ . Thus, we get
λPα ≥
min{να(H \W ), ζ}
N + 1
> 0,
In other words, the Hardy inequality holds for kα,H := λPα.
To verify 3.4 we review the previous argument for a complete area minimizing
hypersurface Hn ⊂ Rn+1. Then we get skin adapted covers not only of small neigh-
borhoods of Σ, but of the entire hypersurface cf.3.1. Hence, the previous chain of
inequalities collapses to ∫
H
|∇f |2dA+ |A|2 · f 2dA ≥
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1/N ·
∑
B(p)∈A
∫
B(p)
|∇f |2 + |A|2 · f 2 dA ≥ 1/N ·
∑
B(p)∈A
να(B(p)) ·
∫
B(p)
〈A〉2α · |f |
2 dA.
Thus, in this case, the Hardy inequality holds for kα,n := ζ/N . 
Remark 3.9 There is no similarly controlled cover with not too small balls (= with
lower bounded Neumann eigenvalues for ∆ + |A|2) when we use dist(·,Σ) in place of
1/〈A〉α, since the result relies on the fact that 〈A〉α ≥ |A| and thus 〈A〉α also controls
the local complexity of the underlying geometry.
Thus the Hardy inequality 3.6 for 1/dist(·,Σ) is not a parallel, but a proper con-
sequence, of the Hardy inequality for 〈A〉α. 
3.3 Whitney Smoothings
Here we discuss methods to improve the regularity properties of skin transforms and
of |A|-skins.
The axiom (S4) asserts that any skin transform 〈A〉 is locally Lipschitz regular.
In some cases we would rather like to have a proper smoothness. An instance is the
Ancona-Martin theory we consider in [L1], where we use smoothed versions of 〈A〉.
In turn, also the |A|-skins have some basic regularity properties. In the case of
minimizing cones an appropriate implicit function theorem shows that the |A|-skins
are locally Lipschitz submanifolds. Albeit, in general, there is no global estimate for
the Lipschitz constant.
Also we have seen that the |A|-skins Ac may satisfy particular additional properties
like an exterior ball property in the case of the 〈A〉α or they may have non-negative
mean curvature, as for 〈A〉. But we may need a higher regularity to use the |A|-skins
effectively.
However, we can hardly improve both regularity properties, that of 〈A〉 and its
|A|-skins, at the same time. But we can use skin adapted covers to either improve the
regularity of 〈A〉 or of its |A|-skins. This way we get two complementary descendants
with different characteristics.
The idea really is to use A to define a discretization of 〈A〉, respectively of δ〈A〉,
which can be reassembled in two complementary ways.
• δ〈A〉 → δ
∗
〈A〉 We merely keep the values of δ〈A〉 for the center points A of the
cover A. Then we extend them over the balls BΘ(p)(p) of a skin adapted cover,
cut them off by some smooth cut-off function when we leave B2·Θ(p)(p), p ∈ A,
and add them all up to get a smooth function that approximates δ〈A〉.
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• Ac → A∗c For the complementary problem, the regularity of the |A|-skins
and the domain they bound, we consider a specific subcollections A[c] of balls
BΘ(p)(p) in A so that {x ∈ H \ Σ | δ〈A〉(x) ≥ c} ⊂
⋃
A[c]BΘ(p)(p). Then we can
define new and better controlled |A|-skins by A∗c := ∂ (
⋃
BΘ(p)(p)∈A[c]
B2·Θ(p)(p)).
Here we focus on the smooth approximations δ〈A〉 → δ
∗
〈A〉. We return to the second
way of discretization in Ch.4.4, when we define skin uniform domains.
Proposition 3.10 (Smoothings) For any skin transform 〈A〉 there is a smoothed
version 〈A〉∗ on H \ Σ, so that
• c1 · δ〈A〉(x) ≤ δ〈A〉∗(x) ≤ c2 · δ〈A〉(x)
• |∂βδ〈A〉∗/∂x
β |(x) ≤ c3(β) · δ
1−|β|
〈A〉 (x),
for any x ∈ H \ Σ. β denotes the usual multi-index for derivatives, with respect to
normal coordinates around x ∈ H \ Σ, and ci > 0, i = 1, 2, are constants depending
on H, c3 > 0 depends on H and on β.
Proof We choose a smooth non-negative function φ on Rn with φ ≡ 1 on B1(0)
and φ ≡ 0 on Rn \B2(0). We consider, in 3.1 Step 2.2., expp[10 ·Λ(ζ) · 〈A〉(p) ·H ], for
some tiny ζ > 0.
For x ∈ H \ Σ we set
Φp(x) := φ(exp
−1
p [10 · Λ(ζ) · 〈A〉(p) ·H ](x))
Thus the expp-preimage of the ball B5(p) ⊂ 10 · Λ(ζ) · 〈A〉(p) · H is almost isometric
to B5(0) ⊂ TpH .
We notice that |∂βΦp/∂x
β |(x) ≤ k(β) · (10 ·Λ(ζ) · 〈A〉(x))|β|−1 on B5(p) ⊂ 10 ·Λ(ζ) ·
〈A〉(p) ·H . Now we define 〈A〉∗ through its 〈A〉-distance
δ〈A〉∗(x) := δ
∗
〈A〉(x) :=
∑
p∈A
δ〈A〉(p) · Φp(x)
This is obviously a smooth function and the claimed properties readily follow from the
upper bounded covering number of A.
〈A〉∗ satisfies the axioms (S1)-(S4). They are readily verified from those we pre-
sume for the skin transform 〈A〉. But due to the unavoidable breaking of symmetry
to define 〈A〉∗ it is only quasi-natural, in the sense, that the inherited quantities under
convergence, equal the genuine one up to fixed positive multiples. This follows from
(S5) for 〈A〉 and the inequalities c1 · δ〈A〉(x) ≤ δ〈A〉∗(x) ≤ c2 · δ〈A〉(x). 
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Remark 3.11 (Whitney smoothings) This smoothing process adapts the idea of
Whitney smoothings for the Lipschitz regular distance function to closed sets A ⊂ Rn,
like, ∂D for a domain D ⊂ Rn, [St], cf. Ch.6.2. There are also skin counterparts
to the extension results by Whitney in [Wh1]. The idea is to insert the cover A in
the extension operators defined by Stein in [St], Ch.6. We leave details to the reader. 
4 Non-Tangential Accessibility of Σ
The global analysis on spaces with boundary is significantly influenced from the cou-
pling of their interior shape with that of their boundary. The accessibility of boundary
points from the interior (or the exterior) plays a vital role in the elliptic theory on
these spaces. For the classical case of Euclidean domains equipped with the Laplacian
this is a broad topic in potential theory, cf.[AG],Ch.8 or [Do],Ch.XII.
Here we study the question whether Σ ⊂ H can be non-tangentially approached
from its complement through paths. There are two interpretations of this question,
an extrinsic and an intrinsic one.
From a classical viewpoint, to study the analysis on M \ H , we try to reach H ,
and in particular its most delicate constituent Σ ⊂ H , from M \H . We will see that
the minimality of H causes an extrinsic non-tangentially accessibility of H .
However, our main focus are potential theoretic and elliptic problems on H . For
this, we consider Σ as a boundary of H \Σ and ask whether Σ can be non-tangentially
approached from within H \ Σ. This intrinsic question introduces another twist since
H degenerates while we approach Σ.
It is the main goal of this chapter to establish a strong form of such an intrinsic
non-tangential accessibility of Σ, measured in terms of 〈A〉-distances. This is the skin
uniformity of H \ Σ. In [L1] this will be the essential basis to establish a natural
Gromov hyperbolic geometry on H \ Σ and to understand the potential theory of
typical elliptic operators on H \ Σ, for instance, in terms of a Martin theory.
4.1 Extrinsic Accessibility
We start with the question whether Σ can be extrinsically approached in a non-
tangential way from M \H . A basic way to describe such an approachability quanti-
tatively is that of inner cone conditions.
Definition 4.1 (John Domains) A domain D ⊂ Rn is called a John domain,
if, for some basepoint p0 ∈ D, any p ∈ D can be linked by a path γp ⊂ D to p0, so that
the length of the subarc γp(z) from p to any z ∈ γ can be estimated by a fixed multiple
c > 0 of the distance to the boundary:
l(γp(z)) ≤ c · dist(z, ∂X), for any z ∈ γp.
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In other words, there are twisted cones of lower bounded width in D pointing from
p0 to any p ∈ D.
With this concept we can give a first indication for the relevance of non-tangential
accessibility problems in the context of area minimizers. The following is a remarkable
result due to David and Semmes [DS](1.8) and (1.10), which, in particular, says that
any p ∈ Σ can be approached by a twisted cone in M \H .
Proposition 4.2 Let H ⊂ Rn+1 be a hypersurface that bounds two disjoint domains
H+ ∪H− = Rn \H. Then we have:
H+ and H− are John domains ⇔ H is a quasi-minimizer of the area functional.
Remark 4.3 We heuristically simplified the original statements, cf. [DS], Ch.1 for
the proper details. The authors use a non-standard, slightly stronger, definition of
John domains with some additional Lipschitz-constraints on the paths, cf.[DS](1.7).
Here, a hypersurface means an Ahlfors-regular set of dimension n−1, and a quasi-
minimizer is a minimizer of a generalized area functional. In particular, area min-
imizing hypersurfaces are also quasi-minimizers. We neither use these concepts nor
the result 4.2 in this series of papers. Therefore, we refer to [DS] for all further details.
In general, John domains show pathologies like the occurrence of several minimal
Martin boundary points in one given point in ∂D. They result from a missing control
over the length of curves in D relative to the metric distance between their endpoints.
In turn the sharpened concept of uniform domains, which precisely takes care of
this length control, resolves these issues. The notion of uniform domains was actually
independently suggested from different sources like Sobolev-theory, quasi-conformal
geometry or Martin theory. Also there is a satisfactory extension of the concept to
uniform metric spaces, cf.[Ai],[He],[V] or [BHK], Ch.1.
For our study of H \ Σ the language of uniform spaces is very natural. Therefore
we recall the definition of such spaces.
For a metric space (X, d) we recall that the length of a path or arc, meaning a
continuous map, γ : [0, 1]→ X , is defined as
l(γ) := sup
{ ∑
i=0,..,N
d(γ(ti−1), γ(ti))
∣∣∣ all partitions 0 = t0 ≤ t1... ≤ tN = 1}.
γ is called rectifiable, when l(γ) <∞. X is rectifiably connected, when each pair
of points in X can be joined by a rectifiable path.
Definition 4.4 (Uniform Spaces) For a locally compact, non-complete, locally
complete, rectifiably connected metric space X we set ∂X := X \ X, where X is the
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metric completion of X.
Such a metric space X is called a uniform space, more precisely a c-uniform
space, if there is a constant c ≥ 1 such that any two points can be joined by a c-
uniform curve in X.
A c-uniform curve joining p, q ∈ X is a rectifiable path γ : [a, b] → X, for some
a < b, running from p to q so that γ satisfies the following two axioms
• Quasi-Geodesic: l(γ) ≤ c · d(p, q),
• Twisted Double Cones: lmin(γp,q(z)) ≤ c · dist(z, ∂X),
for any z ∈ γp,q. lmin(γp,q(z)) denotes the minimum of the lengths of the subarcs of γp,q
from p to z and from q to z.
In this framework, a uniform domain D ⊂ Rn is a uniform space for the Euclidean
metric on D. If we choose to use the inner metric, that is the infimum over the length
of connecting paths in D we get the concept of an inner uniform domain.
4.2 Intrinsic Accessibility and Skin Uniformity
Skin Uniform Spaces Now we reach our main objective in this chapter, to un-
derstand the intrinsic accessibility of Σ from within H \ Σ. Thus we view Σ as ∂X
for the metric space X = H \ Σ and ask whether the axioms for uniform spaces are
satisfied. Actually, this is the case, but we need to go still one step further and first
establish a skin uniformity of X to conclude the uniformity.
To better understand this strategy, we observe that for Σ relative H\Σ the problem
of accessibility now also involves the diverging curvature of H \ Σ when we approach
Σ. This becomes an issue for both uniformity conditions since the complexity and
curvature of H \ Σ are not properly coupled to the metric distance to Σ.
Therefore it seems rather delicate to approach the proof of the desired metric
twisted cone condition
lmin(γp,q(z)) ≤ a · dist(z, ∂X)
directly. Instead, as in the case of the Hardy inequalities above, we need to prove a
sharpened skin version for a given skin transform 〈A〉:
lmin(γp,q(z)) ≤ b · δ〈A〉(z),
and, a posteriori, we infer the result also for dist(z, ∂X), from the general relation
δ〈A〉(z) ≤ c · dist(z, ∂X).
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We point out that the use of a skin version of the twisted cone condition is much
more than a technicality. Our intended analytic applications rely on this stronger skin
version (not on the usual metric variant) of uniformity.
To formulate our main result we fix some skin transform 〈A〉. Also for our nota-
tional convenience we assume that the Lipschitz constant for δ〈A〉 equals 1.
Proposition 4.5 (Skin Uniformity of H \Σ) For any hypersurface H ∈ Hn
with singular set ΣH , which may also be empty, we have
(i) H \ Σ and H are rectifiably connected. In particular, any compact H ∈ H
has a finite intrinsic diameter: diamgHH <∞.
(ii) H\Σ is a c-skin uniform space, for some c > 0. That is, any pair p, q ∈ H\Σ
can be joined by a c-skin uniform curve in H \ Σ, i.e. a rectifiable path
γp,q : [a, b] → H \ Σ, for some a < b, with γp,q(a) = p, γp,q(b) = q, so that the
following skin uniformity conditions hold
• Quasi-Geodesic: l(γ) ≤ c · d(p, q),
• Twisted Double Skin Cones: lmin(γp,q(z)) ≤ c · δ〈A〉(z),
for any z ∈ γp,q.
(iii) Any pair p, q ∈ H, that is, we also allow singular endpoints, can be joined by a
c-skin uniform curve supported in H \ Σ, except for its endpoints.
(iv) For H ∈ HRn , that is, for H ⊂ R
n+1, we get common constant cn depending only
on the dimension, so that H \ Σ is a cn-skin uniform space.
The proof is postponed to the next section. In this section we continue with some
remarks, immediate consequences and byproducts of the proof.
In simple terms, the connectivity follows from the isoperimetric inequality for area
minimizers and we exploit the naturality of δ〈A〉 to derive the skin uniformity from this
connectedness of H \ Σ based on compactness results for area minimizers.
In turn dist(·,Σ) does not behave naturally under convergence of the underlying
spaces and looses its meaning when Σ = ∅. Hence the strategy used in skin uniform
case does not apply. Nevertheless, skin uniformity trivially implies usual uniformity
and therefore we get
Corollary 4.6 (Uniformity of H \Σ) For any connected compact area minimiz-
ing hypersurface H ⊂M with singular set Σ 6= ∅, we have:
For X = H \ Σ, ∂X = Σ, X is a d-uniform space, for some d > 0.
We also notice that the same results hold for the minimal, although not area
minimizing, hypersurfaces SC ∈ K, where Kn−1 := {SC |C ∈ Cn} and K =
⋃
n≥2Kn−1.
In particular, we get
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Corollary 4.7 (Extension to Hypersurfaces SC ∈ K) For any hypersurface
SC ∈ K with singular set Σ 6= ∅, there is some c > 0, so that
• SC \ Σ and SC are rectifiably connected.
• SC \ Σ is a c-skin uniform space and, thus, c-uniform space.
The intrinsic properties of H \Σ asserted in 4.5 and 4.6 clearly rely on the extrinsic
property of H as an area minimizer in its ambient space M .
From this, we also get extrinsic estimates when H is an oriented boundary of some
open set A ⊂ Rn+1, that is, H ∈ HRn and, completely similarly for SC ∈ Kn−1 since
it bounds an open and connected set in Sn, as follows from the fact that any C ∈ Cn
bounds an open and connected set in Rn+1, cf. [BG],Th.1.
Lemma 4.8 (Intrinsic versus Extrinsic Metric) There are constants cRn ≥ 1
and cSn ≥ 1 depending only on the dimension n, so that
• For any H ∈ HRn and any two points p, q ∈ H ⊂ R
n+1 we have
dgH(p, q) ≤ c
R
n · dgRn+1 (p, q) ≤ c
R
n · dgH(p, q).
• For any SC ∈ Kn−1 and any two points p, q ∈ SC ⊂ S
n we have
dgSC (p, q) ≤ c
S
n · dgSn(p, q) ≤ c
S
n · dgSC (p, q).
The estimate dgSC (p, q) ≤ c
S
n · dgSn(p, q) readily implies the following uniform di-
ameter estimate.
Corollary 4.9 diam(SC , gSC) ≤ c
S
n · diam(S
n) <∞, for any SC ∈ Kn−1.
Occasionally, it is important to see the relation between the (skin) uniformity
constants of a hypersurface and of its blow-up geometries. This is easily accomplished
from the naturality property of 〈A〉 and can be stated as follows
Proposition 4.10 (Inheritance under Blow-Ups) Let H be some complete area
minimizing hypersurface, so that H\Σ is a c-skin uniform space, for some c > 0. Then,
for any blow-up limit F , F \ ΣF is also c-skin uniform. In particular, this applies to
all tangent cones of H.
Proof For any two points p, q ∈ F \ ΣF , we first find a rectifiable path γp,q :
[a, b]→ F \ ΣF , for some a < b, with γp,q(a) = p and γp,q(b) = q, so that
• l(γp,q) ≤ (c+ ε) · dgC(p, q),
• lmin(γp,q(z)) ≤ (c+ ε) · δ〈A〉(z), for any z ∈ γp,q.
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This follows from the fact that any compact portion of F \ ΣF admits an ε-fine
C3-approximations by suitable pieces of k ·H for some large k. As in Step 2 above we
can infer the existence of γp,q from that on k ·H .
Namely, when we have scaled H by a sufficiently large constant so that not only
the ID-images of p and q can de identified with points in H but also the c-skin uniform
path that joins them in H \ Σ is the ID-image we simply take the preimage of this
path in C and notice that it is (c + ε)-skin uniform, once we scaled H appropriately,
depending on the chosen p, q and ε > 0.
Finally, we send ε→ 0 and apply some BV-compactness results, like Helly’s selec-
tion principle, cf. [SG],4.5, to a sequence γn of such c+1/n-skin uniform curves to get
a limit curve that is c-skin uniform. 
We already noted in 2.10 and 4.7 that for any area minimizing cone C, 〈A〉SC :=
〈A〉C |SC , with SC := ∂B1(0) ∩ C ⊂ S
n ⊂ Rn+1, satisfies the the skin axioms and
SC \ ΣSC is skin uniform.
Corollary 4.11 For a complete singular area minimizing hypersurface H ⊂M with
singular set Σ 6= ∅, let H \ Σ be a c-skin uniform space, for some c > 0. Then, for
any of its tangent cones C,
SC \ ΣSC is d-skin uniform, for some d(c, n) > 0.
In particular, we get a constant c∗n depending only on the dimension, so that SC \σC =
∂B1(0) ∩ C \ σC is a c
∗
n-skin uniform space relative 〈A〉 := 〈A〉C |SC , for any C ∈ Cn.
Proof Given two points p, q ∈ SC \ΣSC , we use that C \σ is c-skin uniform and
the fact that the radial projection of curves in (C \ σ) \ B1(0) onto (C \ σ) ∩ ∂B1(0)
decreases the length to find a rectifiable path
γp,q : [a, b]→ C \ σ ∩ B1(0), for some a < b,
with γp,q(a) = p and γp,q(b) = q, so that
• l(γp,q) ≤ c · dgC(p, q),
• lmin(γp,q(z)) ≤ c · δ〈A〉(z), for any z ∈ γp,q.
Since 4.9 says that diam(SC , gSC) ≤ sn := c
S
n · diam(S
n) <∞, for any SC ∈ Kn−1,
we have l(γp,q) ≤ sn. On the other hand, δ〈A〉(p) ≤ L〈A〉 · dist(p, σC) shows that there
is some η(c) ∈ (0, 1), so that for any C:
δ〈A〉(z) ≤ c/10 on Bη(0) ∩ C and, hence, γp,q ⊂ (Bsn(0) \Bη(0)) ∩ C.
Now we radially project γp,q on SC and readily verify its d-skin uniformity for some
d(c, n) > 0. 
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4.3 From Isoperimetry to Uniform Networks
In this section we present a proof of 4.5. The other results will be natural byproducts,
consequences or intermediate steps. As usual the totally geodesic case is trivial and
we may assume that our hypersurfaces are non-totally geodesic. In particular, we can
use that 〈A〉 > 0 and that δ〈A〉 is Lipschitz continuous.
Proof of 4.5 We build skin uniform curves in several steps. The strategy is to
show that H \Σ is rectifiably connected and then to stepwise improve this to a quan-
titative connectivity result. We first get short quasi-geodesics arcs, assemble them in
pipelines and finally get the desired skin uniform arcs.
The main ingredients are the isoperimetric inequality for area minimizers and
the self-similarity of the pair (H, 〈A〉H), that is, the scaling invariance of the mini-
mizing condition for H and the naturality of 〈A〉.
Step 1 (Connectivity of H \ Σ)
We start from a connected area minimizing hypersurface H which, at this stage,
means a integer multiplicity rectifiable current.
Here we want to understand finer connectivity properties and prove that H \ Σ is
rectifiably connected.
Although the codimension of Σ is rather large, this is not evident. The partial
regularity theory merely represents H \Σ as a union of open C1-regular subsets of H
resulting from non-constructive selection processes using e.g. the theorems of Lusin
and Egoroff. Also H degenerates towards Σ and therefore it is by no means clear
whether deleting Σ could harm the connectivity of H .
Lemma 4.12 (Connectivity of H \Σ) H \ Σ is rectifiably connected.
Proof Connected Riemannian manifolds are rectifiably connected. They are
path connected since they are locally path-connected and moreover each continuous
path in a manifold can be approximated by a rectifiable one. Thus we may assume
Σ 6= ∅ and note that the remaining assertion we need to check is thatH\Σ is connected.
Let us assume that H \Σ contains (at least) two open, non-empty and disjoint path
components. We consider one such path component H1 ⊂ H \ Σ and its complement
H2 := (H \ Σ) \H1. The idea is to think of ∂Hi ⊂ Σ as the boundary of the minimal
current Hi and to see that even a local disconnectness of H \Σ is in conflict with the
isoperimetric inequality.
Technically, we want to reduce the problem to the case of oriented boundaries. To
this end, we use the local decomposition of the rectifiable current H into a locally
disjoint collection of oriented minimal boundaries described in the appendix, part IV.
However, since we are about to show that H \Σ is connected, this cannot be a global
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decomposition.
The way out is to prove the following stronger localized claim for the case where
H is an oriented boundary. Actually, cf. 5.11 and its discussion, for any p ∈ Σ, there
is an rp > 0 so that Brp(p) ∩H ⊂M is an oriented boundary within Brp(p) ⊂M .
Local Connectedness For any p ∈ Σ and r ∈ (0, rp), we choose the connected
component BHr (p) ⊂ Br(p) ∩H that contains p.
Then, for any sufficiently small r > 0, BHr (p) \ Σ is still connected.
In turn, since H is connected, this property readily implies that H \Σ is connected
also when H is a current. Thus, for the remainder of this argument, which amount to
prove this local connectedness, we may assume that H is an oriented boundary.
Assume there are arbitrarily small r ∈ (0, rp), so thatB
H
r (p)\Σ contains at least two
path components H1(r) ⊂ B
H
r (p)\Σ and its complement H2(r) := (B
H
r (p)\Σ)\H1(r).
Then we can rescale Br(p) ⊂ M to unit size and may assume that the resulting
geometry on B1(p) ⊂ r
−1 ·M is as near (in C5-topology) to that of a Euclidean ball
as we want.
For this rescaled ball B1(p), we choose a narrow tube U(1) of ∂H1(1) of small vol-
ume. This is possible since the Hausdorff-dimension of Σ is ≤ n− 7 ≤ n− 2: we get a
ball cover B[1], .., B[j] of Σ inM with arbitrarily small total area V oln(
⋃
k=1,..,j ∂B[k].
The minimality of H shows that V oln(H ∩
⋃
k=1,..,j B[k]) ≤ V oln(
⋃
k=1,..,j ∂B[k]).
Also we can make sure that ∂U(1)∩H2(1) is smooth with V ol(∂U(1)∩H2(1))≪ 1.
For instance, one can apply the coarea formula e.g. [GMS], Vol1, Ch.2.1.5, Th.3, p.103
to some mollified distance function see the existence of such tubes U(1).
Then we consider H∗1 := H1(1)∪U(1) and H
∗
2 := (B1(p) \Σ) \H
∗
1 . They are both
integral currents and we have a decomposition
B1(p) = H
∗
1 ∪H
∗
2 with V ol(B1(p)) = V ol(H
∗
1 ) + V ol(H
∗
2 ).
Now a variant of the isoperimetric inequality for oriented minimal boundaries
due to Bombieri and Giusti, cf.[BG], Th.2, p.31 says
V oln−1(∂H
∗
1 ∩ B1(p)) ≥ kn ·min{V oln(H
∗
1 ∩ Bβn(p)), V oln(H
∗
2 ∩ Bβn(p))}
n−1/n,
for some constants kn > 0, βn ∈ (0, 1) depending only on the dimension.
But this leads to a contradiction since the right hand side is positively lower
bounded whereas the left hand side becomes arbitrarily small when we shrink the
tube U(1) closer towards Σ so that V oln−1(∂U(1) ∩H2(1))→ 0. 
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From this we observe a refinement, which will be used in Step 4, in the case where
H is compact. Here, and for later use, we introduce the following notation
(31) E(ρ) := H \ I(ρ) and I(ρ) := {x ∈ H \ Σ | δ〈A〉(x) < ρ}, for any ρ > 0.
Corollary 4.13 Let H ∈ Hcn be a compact hypersurface and K ⊂ H\Σ any compact
subset. Then there are l = l(K) > 0, s = s(K) > 0 so that, any two points a, b ∈ K,
can be linked through a rectifiable curve in E(s) of length ≤ l.
Proof Indeed this is a finite problem: we can cover K by a finite collection of
small balls Bρ(p1), .., Bρ(pk), ρ≪ 1, so that B2·ρ(p1), ...B2·ρ(pk) ⊂ H \ Σ.
Now we first link both x and y to the center of one the balls they belong to, then
we link any two of these centers by a rectifiable curve in H \ Σ. But these are merely
finitely many, namely k !, compact sets Γ1, ..Γk ! in H \ Σ.
Therefore we can find some small s > 0 so that due to the compactness of the
union all the curves and balls B2·ρ(pi).
B2·ρ(p1) ∪ ...B2·ρ(pk) ∪ Γ1 ∪ ..Γk ! ⊂ E(s)
and we can choose
l(K) := max{l(Γ1), ..l(Γk !)}+ 2.

Step 2 (Short Quasi-Geodesic Arcs)
Here we derive the existence of short quasi-geodesic arcs with some controlled
〈A〉-distance. We start with the case we get after strong scaling H ⊂M .
Lemma 4.14 Let Hn ⊂ Rn+1 be a complete area minimizing hypersurface which
is an oriented boundary of an open set A ⊂ Rn+1. Then, for any t > 0, there is
some τ(t, n) < t and an L(t, n) > 0, so that any two points p, q ∈ E(t) ⊂ Hn with
dgEucl.(p, q) = 1 can be connected by a path:
(32) γp,q ⊂ E(τ) of length l(γp,q) ≤ L(t, n).
This is a quantitative version of the connectivity result 4.12. Again, we consider
oriented boundaries to derive an intrinsic result also for rectifiable currents in Step
4b below. In the present case, working with oriented boundaries allows us to prevent
extinctions of minimizing pieces when we apply compactness arguments to derive the
asserted estimates.
Proof Since Hn ⊂ Rn+1 is an oriented boundary it is connected and bounds a
connected open set UH ⊂ Rn+1, cf. [BG], Ch.2, Th.1 and its Corollary.
In particular, we infer, from Step 1, that H \ ΣH is rectifiably connected
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Now we assume there are no estimates as in (32), valid for all hypersurfaces. Then
there are a sequence of such hypersurfaces Hni ⊂ R
n+1, bounding connected open sets
UHi ⊂ R
n+1, and points pi, qi ∈ E(t) ⊂ Hni with dgEucl.(pi, qi) = 1, so that:
The intrinsic distance dE(1/i)(pi, qi) in I(1/i)c, that is, the infimum of the lengths
of all connecting arcs in I(1/i)c, determined using gHi, diverges:
dI(1/i)c(pi, qi) ≥ i, or it even equals +∞,
when E(1/i) is not connected and the points are in different components.
We may assume pi = 0 = (0, .., 0), qi = e1 = (1, 0, .., 0). Also we may assume that
the Hi converge compactly to a limit area minimizer H∞, cf. [Gi], 1.19 and 9.1.
The Lipschitz estimate |δ〈A〉(p)− δ〈A〉(q)| ≤ L · d(p, q), shows that
Br(pi), Br(qi) ⊂ E(t/2), for any r ∈ (0, t/(2 · L)).
Now we claim that these balls converge to corresponding balls in the limit. This
is not evident from the intrinsic geometry, since the balls ⊂ Hi could be approached
by other sheets of Hi and then be annihilated in the limit. This is another occasion
to apply the non-extinction result 5.7. As a consequence we have:
The limit points of the pi and qi, 0, e1 belong to E(t) ⊂ H∞.
Now, since, H∞ \ ΣH∞ is again rectifiably connected and 〈A〉 is a proper function
on BR(0)∩H∞ \ΣH∞ , for any given R > 0, cf.3.2(i), there is a smooth path γ in H∞,
that connects 0, e1 within ⊂ E(τ) for some suitably small τ ∈ (0, t).
Again the properness of 〈A〉 on BR(0) ∩ H∞ \ ΣH∞ shows that we can find a
smooth tube V around γ with V ⊂ E(τ/2) and thus we observe a smooth convergence
of suitably chosen sets Vi ⊂ Hi to V and rectifiable paths γi ⊂ Vi, connecting pi and
qi, to the path γ ⊂ H∞. We infer for large i:
l(γi) ≤ l(γ) + 1
contradicting the assumption. 
Step 3 (Pipelines of Short Quasi-Geodesics)
Now we assemble short quasi-geodesics to pipelines in sufficiently small but uni-
formly sized balls in H , where we deliberately allow center points in ΣH .
Lemma 4.15 Let Hn ⊂ Rn+1 be a complete area minimizing hypersurface which
is an oriented boundary of an open set A ⊂ Rn+1. Then, for any ̟ ∈ (0, 1) there is
some tn,̟ ∈ (0, 1), so that for any t ∈ (0, tn,̟), k ∈ Z and any two x, y ∈ H with
dRn+1(x, y) = 3/2
(33)
V oln(E(2−k · t) ∩B2−k+1 \B2−k(x) ∩H)
V oln(B2−k+1 \B2−k(x) ∩H)
≥ ̟,
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(34)
V oln(E(t/2) ∩B1 \B1/2(x) ∩B1 \B1/2(y) ∩H)
V oln(B1 \B1/2(x) ∩B1 \B1/2(y) ∩H)
≥ ̟,
where Ba \Bb(z) := Ba(z) \Bb(z) denote, differences of, distance spheres in Rn+1.
In particular, for any ε > 0 and ̟(ε) sufficiently close to 1, there is a point
zp ∈ E(2−k · t) ∩Bε(p) for any given point p ∈ B2−k+1 \B2−k(x).
Proof The isoperimetric inequality cf.[Gi],5.13-5.14, Ineq.(5.16) and a simple
comparison with the (larger) volume of ∂B1(0) give positive constants c
±
n depending
only on the dimension n, so that for any x ∈ H : c−n ≤ V oln(B1/2(x) ∩H) ≤ c
+
n .
For any given H and x ∈ H we know that
V oln(E(t/2) ∩B1 \B1/2(x) ∩H)
V oln(B1 \B1/2(x) ∩H)
→ 1, for t→ 0,
since
⋂
t>0 I(t/2) = Σ and V oln(Σ) = 0.
Therefore, compactness arguments for area minimizers, completely similarly to
those in 4.14, show that there is a tn,̟ ∈ (0, 1), so that for any t ∈ (0, tn,̟] and for
any point x ∈ H :
(35) V oln(E(t/2) ∩B1 \B1/2(x) ∩H) ≥ ̟ · V oln(B1 \B1/2(x) ∩H) ≥ ̟ · c
−
n .
This implies the assertion (33) for k = 0, the case for k 6= 0 follows from scaling by 2k
and the way 〈A〉 and the volumes transform under these scalings. The second claim,
that is (34), can be derived in the same manner. 
Now we return to the general case of H ∈ Hn, that is, H could also be a com-
pact area minimizer. Henceforth, we assume, similarly to earlier cases above, that M
had been scaled by some large constant, so that for some ̟ very close to 1, every ball
of radius r ≤ 10·L(tn,̟, n)+5 inM is very close to the ball Br(0) ⊂ Rn, in C5-topology.
In particular we may apply 4.14 and 4.15 within these balls.
Assembly of Pipelines Now we want to assemble quasi-geodesics which join
any given point x with points in B1 \B1/2(x) with controlled 〈A〉-distance.
From 4.15,(33) we can choose some pk ∈ E(2−k · tn,̟) ∩ B2−k+1 \ B2−k(x) ∩H , for
k ≥ 0 and may assume that the extrinsic distance dgM (pk, pk+1) = 2
−k. From 4.14 we
get
• For some τ(tn,̟, n) < tn,̟, pk and pk+1 can be connected by a path γpk,pk+1 with:
l(γpk,pk+1) ≤ L/2
k and γpk,pk+1 ⊂ E(2
−k · τ) ⊂ H
• Since L may be much larger than 1 we usually have
γpk,pk+1  E(2
−k · τ) ∩ B2−k+1 \B2−k(x) ∩H.
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However, since l(γpk,pk+1) ≤ L/2
k, we get, when we write τ ∗ := τ · 2−m and
m := the smallest integer ≥ log2(10 · L):
(36) γpk,pk+1 ⊂ E(2
−(k−m) · τ ∗) ∩ B2−(k−m)+1(x) ∩H.
Now we glue the paths γpk,pk+1, for all k ≥ 0, that is, we identify the endpoint of
γpk,pk+1 with the start point of γpk−1,pk and get a path Γ = Γp0,x from p0 to x.
Each point z on the subarc γpk,pk+1 ⊂ Γ remains within a distance ≤ L/2
k to both
endpoints pk and pk+1. This way we get estimates for any point z ∈ γpk,pk+1 ⊂ Γ and
for the subarc Γ(z) ⊂ Γ from x to z:
(37) dgH (x, z) ≤ l(Γ(z)) ≤
∑
a≥k
L/2a = L/2k−1 ≤ L · dgM (x, z) ≤ L · dgH(x, z)
and l(Γ(z)) ≤ 2 · L/τ · δ〈A〉(z).
For the latter inequality we use (36). It shows that Γ(z) ∈ E(2−k · τ), that is,
δ〈A〉(z) ≥ 2
−k · τ ≥ τ/(2 · L) · l(Γ(z)). 
Remark 4.16 Before we proceed with the concluding Step 4, we note some imme-
diate consequences of this construction: 4.8(i) and 4.9.
Any singular point can be linked to regular points in H by a rectifiable path. Since
H \ Σ is rectifiably connected we get that H is rectifiably connected. Also we
observe the one non-trivial inequality in 4.9: dgH(p, q) ≤ c
R
n · dgRn+1 (p, q). 
Step 4A (Skin Uniformity for Euclidean Hypersurfaces)
Now we assemble the pipelines of Step 3 to derive the skin uniformity in the case
of Euclidean minimal hypersurfaces in HRn .
We consider x, y ∈ H \Σ. The absolute value of the distance between x and y does
not matter since we are in a scaling invariant situation and also the skin uniformity
conditions are scaling invariant.
Thus we may assume that d = 3/2. Then, we consider the unit balls B1(x) ∩ H
and B1(y) ∩ H . Then (34) shows that we may choose a common start point p0 ∈
(B1(x) ∩B1(y)) ∩H , for the pipelines Γp0(x),x and Γp0(y),y described Step 3.
Now we use (37) to see that the composition of these two paths defines a c-skin
uniform curve linking x, y, for c := 4 ·L/τ +4 ·L. This c, depends only on the dimen-
sion, when 〈A〉 is given. This concludes the proof of 4.5(iii). 
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Step 4B (Skin Uniformity for Compact Hypersurfaces)
Finally, for compact hypersurfaces in Hcn, we combine the pipeline construction
with the coarse compactness argument of 4.13 to verify their skin uniformity.
We consider x, y ∈ H \ Σ with distance d := dM(x, y) > 0. For we assume M has
already been scaled as described in the beginning of the previous step, so that locally
it looks virtually like the Euclidean space.
We distinguish between different cases depending on the proximity of the points
to Σ and to each other. We note that we can always scale by a constant > 1 to un-
derstand the situation, since this only brings the geometry closer to that of Euclidean
hypersurfaces, the case we take the estimates from.
1. For d ≤ 1, we may assume that we have chosen a local decomposition of H
into oriented minimal boundaries and that x, y ∈ H \Σ belong to the same boundary.
Now we argue similarly as in the previous step. We scale M by 3
2·d
≥ 1 so that we
may assume that d = 3/2. Then, we consider the unit balls B1(x)∩H and B1(y)∩H .
Then (34) shows that we may choose a common start point p0 ∈ (B1(x)∩B1(y))∩H ,
for the pipelines Γp0(x),x and Γp0(y),y described Step 3.
Now we use (37) to see that the composition of these two paths defines a c-skin
uniform curve linking x, y, for c := 4 · L/τ + 4 · L.
2. For d > 1, we choose the compact set K = H \U1/4(Σ). When x or y ∈ U1/4(Σ),
we first choose closest points xK , yK ∈ K and this time we choose two local decompo-
sitions of H into oriented minimal boundaries and that the pairs x, xK and y, yK, but
not necessarily x and y, belong to the same boundary.
Now we define the pipelines Γx and Γy with endpoints in x and y as in Step 3. Of
course, when x or y /∈ U1/4(Σ), this is merely a constant path.
Next, for these xK , yK ∈ K, 4.13 of Step 1 gives us some l = l(K) > 0, s = s(K) >
0 so that they can be linked through a rectifiable curve γxK ,yK in E(s) of length ≤ l.
Since d(xK , yK) > 1/2, this can be rewritten as
(38) l(γxK ,yK) ≤ l = l/d · d ≤ 2 · l · dH(xK , yK)
and lmin(γxK ,yK(z)) ≤ l ≤ l/s · s ≤ l/s · δ〈A〉(z).
Now we append the pipelines Γx and Γy to γxK ,yK . This defines an arc Γx,y that
links x and y. We check its skin uniformity properties.
The curves Γx,y are quasi-geodesic as is easily seen using (37), (38) and the in-
equalities d(x, xK), d(y, yK) ≤ 1/4 ≤ d(x, y)/4:
l(Γx,y) ≤ 2 ·L/2+ 2 · l · dH(xK , yK) ≤ L · dH(x, y) + 2 · l · (dH(x, y) + dH(x, xK) + dH(y, yK))
≤ (L+ 4 · l) · dH(x, y)
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Now, for the doubled twisted cone condition, we start with an intermediate point z
on Γx, and observe that, along Γx,y, this point is closer to x than to y. Hence we have
from (37)
lmin(Γx,y(z)) = l(Γx(z)) ≤ 2 · L/τ · δ〈A〉(z),
and, similarly, we get the counterpart for z on Γy. For z on γxK ,yK , we first consider
the subcase z ∈ B1/8(xK) ∩ γxK ,yK . The Lipschitz continuity of δ〈A〉, with assumed
Lipschitz constant 1, then shows δ〈A〉(xK)/2 ≤ δ〈A〉(z) and hence we get
lmin(Γx,y(z)) = lmin(γxK ,yK(z)) + l(Γx) ≤
l/s · δ〈A〉(z) + 2 · L/τ · δ〈A〉(xk) ≤ (l/s+ 4 · L/τ) · δ〈A〉(z).
Again we similarly get its counterpart for z ∈ B1/8(yK) ∩ γxK ,yK . To understand the
remaining subcase, where z ∈
(
H \ (B1/8(xK)∪B1/8(yK))
)
∩γxK ,yK , we first note from
(38) that:
1/8 ≤ lmin(γxK ,yK (z)) ≤ l/s · δ〈A〉(z).
Therefore, we get for these z:
l(Γx) ≤ L · dgH(x, xK) ≤ L/4 ≤ 2 · l/s · L · δ〈A〉(z)
and consequently
lmin(Γx,y(z)) = lmin(γxK ,yK (z)) + l(Γx) ≤ (1 + 2 · L) · l/s · δ〈A〉(z).
Summarizing all cases, we get that H \ Σ is c-skin uniform for
c := 4 · (l + l/s+ L+ L/τ + L · l/s).

4.4 Skin Uniform Domains
Here we give another characterization of the skin uniformity of H \ ΣH in terms sub-
structures, the skin uniform domains SD ⊂ H \ ΣH . Their uniformity property takes
care of both, the metric and the 〈A〉-distance.
To exclude trivialities, we henceforth assume that our hypersurfaces are not totally
geodesic. The main goal of this section the proof of the following existence result. It
is again split in a number of subresults.
Proposition 4.17 (Skin Uniform Domains) Let H ∈ H be a c-skin uniform
space for some c(H) > 0. Then there are some ι(c), κ(c) > 1 so that for sufficiency
small a > 0, there is a domain SD = SD(a) ⊂ H \ Σ:
• E(ι · a) ⊂ SD(a) ⊂ E(a), where E(a) := {x ∈ H \ Σ | δ〈A〉(x) ≥ a},
and for any two points p, q ∈ SD can be linked by an arc γp,q ⊂ SD with
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• l(γ) ≤ κ · dH(p, q),
• lmin(γ(z)) ≤ κ ·min{L〈A〉 · dist(z, ∂SD), δ〈A〉(z)}, for any z ∈ γp,q.
For any converging sequence Hi → H∞ in H, skin uniform domains SDi(a) ⊂ Hi
subconverge to a skin uniform domain SD∞(a) ⊂ Hi.
Remark 4.18 1. For a compact H , every smoothly bounded domain D ⊂ H \Σ sat-
isfies the skin uniformity conditions for some sufficiently large ιD, κD > 0. However,
these ιD and κD depend on D. Thus, the critical and non-trivial detail is that the
SD(a) are κ-skin uniform, for some κ > 0 that is independent of a.
2. In turn, for a non-compact H , even the definition of one non-compact domain
D ⊂ H \Σ satisfying the conditions of 4.17 becomes non-trivial and uses much of the
skin uniformity of H \ ΣH .
3. Indeed, the existence of such a family of domains SD(a), for every small
a > 0, even implies the skin uniformity of H \ ΣH , as is readily seen from δ〈A〉(x) ≤
L〈A〉 · dist(x,Σ), when we let a → 0. In other words, the existence of these domains
also characterizes skin uniform spaces. 
Idea of the Proof To define the domains SD we start from the observation that
the domains E(a) = {x ∈ H \Σ | δ〈A〉(x) ≥ a} are already nearly skin uniform for pairs
of points sufficiently far away from ∂E(a). This is a quite immediate consequence of
the skin uniformity of H \ Σ.
But, for a general skin transform 〈A〉, we cannot expect the validity of the unifor-
mity conditions for pairs of points while we approach the rather uncontrolled border
∂E(a). (An exception are skin transforms with |A|-skins minimizing a generalized area
functionals as discussed in Ch.2.2. We know from 4.2 that for them we automatically
get some uniformity control. But we do not base our argument on this non-trivial re-
sult, since we want to derive a proof valid for any skin transform, from the axioms only.)
Thus we need to modify ∂E(a). The skin uniformity suggests to consider linking
paths also outside E(a). We adjoin these paths to E(a) and show that a particularly
adapted neighborhood of this extension is a domain with the asserted properties.
We define these neighborhoods from a discretization: we cover the path extension
by balls we take from skin adapted covers, as already indicated in Ch.3.3. To ensure
the uniformity conditions, we now also need some quantitatively controlled transversal
intersections, we use the QT-skin adapted covers we define below.
Remarkable schemes to treat such transversality problems had been developed by
Yomdin, using tools from real algebraic geometry cf.[YC]. However, for our problems
we give a self-contained construction without appealing to those methods. 
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Quantitative Transversality We add a further control to skin adapted covers
which says that the boundaries of any two balls in A intersect transversally with a
lower bound for the degree of transversality. More generally, any ball intersects the
intersection of other balls with such a controlled transversality.
Proposition 4.19 (Quantitative Transversality) There is a transversality con-
stant τn ∈ (0, 1), depending only on the dimension n, so that a cover A of H \Σ, can be
chosen so that, in addition to the properties in 3.1 we have the following intersection
estimates:
(QT1) B2·Θ(p)(p) ∩ B2·Θ(q)(q) 6= ∅ ⇒ B(2−τn)·Θ(p)(p) ∩ B(2−τn)·Θ(q)(q) 6= ∅,
(QT2) B2·Θ(p)(p) ∩ B2·Θ(q)(q) = ∅ ⇒ B(2+τn)·Θ(p)(p) ∩ B(2+τn)·Θ(q)(q) = ∅,
for any two p, q ∈ AQ. We call such a cover, a QT-skin adapted cover.
For the proof, we start from an arbitrary skin adapted cover A, for some very small
ξ > 0, as described in 3.1, and show that there is a perturbation scheme to readjust A
so that, afterwards, it also satisfies the transversality constraints (QT1) and (QT2).
Proof We start with the cover A of 3.1. Inductively, we slightly move all balls
in AQ(i), 1 ≤ i ≤ c(n), family by family. We do this by uniformly localized arguments
which apply simultaneously to the infinitely many balls in each AQ(i).
We note from the argument in 3.1, that for any tiny δ > 0, we can choose ξ so
small that all balls B10·Θ(p)(p), after scaling by 1/(10 ·Θ(p)), p ∈ Q are δ-close to the
Euclidean unit ball in C3 via exponential maps. Also due to the Lipschitz continuity
of δ〈A〉, we can assume that (1− δ) ·Θ(p) ≤ Θ ≤ (1 + δ) ·Θ(p) on B10·Θ(p)(p).
This shows that upon choosing δ > 0 small enough it suffices to solve the problem
for any given cover A of the Euclidean space by balls of radius 1 sorted in c(n) families
A(1), , , A(c(n)), so that
B10(p) ∩ B10(q) = ∅, for p, q ∈ A(k) and q /∈ B1(p), for any two p, q ∈ A.
Our aim is to move the points in A by at most 1/10, to get a new set A∗, so that, for
any two p, q ∈ A∗ and for any τ ∈ (0, τn], for some suitable τn ∈ (0, 1/10):
(QT1) B2(p) ∩ B2(q) 6= ∅ ⇒ B(2−τ)(p) ∩ B(2−τ)(q) 6= ∅
(QT2) B2(p) ∩ B2(q) = ∅ ⇒ B(2+τ)(p) ∩ B(2+τ)(q) = ∅
We work inductively. We leave the balls in A(1) unchanged, that is, A∗(1) := A(1).
Next, we assume we have constructed all families A∗(i), up to i ≤ m for some
constant τn[m] ∈ (0, 1/10), so that for any pair of points p, q ∈
⋃
j≤iA
∗(i), (QT1) and
(QT2) are satisfied for any τ ∈ (0, τn[m]], and so that the distance that any of the
points in
⋃
j≤iA(i) has been moved was ≤ 1/(100 · c(n)).
Now consider B2(p), for some p ∈ A(m+ 1). We reformulate the condition (QT1)
and (QT2): for a pair of points that does not satisfy these conditions, this means:
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(S1) B2(p) ∩B2(q) 6= ∅, but B(2−τ)(p) ∩B(2−τ)(q) = ∅ ⇔ 2 · (2− τ) ≤ d(p, q) ≤ 2 · 2,
(S2) B2(p) ∩B2(q) = ∅, but B(2+τ)(p) ∩B(2+τ)(q) 6= ∅ ⇔ 2 · 2 ≤ d(p, q) ≤ 2 · (2 + τ).
In other words, a failure of (QT1) and (QT2) can be expressed through shell con-
ditions (S1) and (S2) for shells around the q. We avoid these shells by appropriate
moves of p.
We know from the definition (23) of c(n) that, also after the perturbation of⋃
j≤iA(i) into
⋃
j≤iA
∗(i), (S1) or (S2) are satisfied for at most m ≤ c(n) balls B2(q)
with center in
⋃
1≤i≤mA(i)
∗, and some given τ ∈ (0, τn[m]).
For τ ∈ (0,min{τn[m], 1/(10
3 · c(n)}) chosen small enough, the shells of (S1) and
(S2) locally look like one-sided τ -distance collars of hyperplanes. The two collars on
both sides of the hyperplanes combine to the distance tube.
For such a τ > 0, we consider a ball Bε(z) ⊂ B2(p), for some small ε > 0.
• Bε(z) has volume V oln(Bε(z)) = vn · ε
n, for some constant vn > 0.
• For any hyperplane N , we have V oln−1(N ∩ Bε(z)) ≤ vn−1 · ε
n−1.
• For the intersection the τ -tube Uτ (N) of N we have
V oln(Uτ (N) ∩Bε(z)) ≤ 2 · τ · vn−1 · ε
n−1
Thus, for the intersection of Bε(z) with the union of the relevant hypersurface τ -tubes
the volume is ≤ 2·m·τ ·vn−1·ε
n−1. Therefore, when we take some τ < ε·vn/(2·m·vn−1),
the τ -tubes do not cover the entire ball Bε(z). In other words, we only need to move
p for a distance ≤ ε to shift the point away from the shells for any of the at most
m ≤ c(n) relevant balls.
We choose such an ε < 1/(104 · c(n)) and set
τn[m+ 1] := min{τn[m], 1/(10
3 · c(n)), ε · vn/(2 ·m · vn−1}.
Thus, after such a move for any p ∈ A(m + 1), conditions (QT1) and (QT2) and
the induction hypotheses for the next loop are satisfied for this τn[m+ 1].
Since we only need to repeat this process for c(n) times, the resulting transversality
constants τn := τn[c(n)] remains positive and we observe that it only depends on the
dimension n. 
An interpretation of this QT-enhancement is that any connected union of a sub-
collection of balls has quantitative connectivity properties.
To formulate this in detail, we choose again a small size parameter ξ. Then we
can assume that (1− δ) ·Θ(p) ≤ Θ ≤ (1 + δ) ·Θ(p) on B10·Θ(p)(p) for some tiny δ > 0
and, as in 4.19, Θ(p)−1 ·B10·Θ(p)(p) is arbitrarily close to the Euclidean ball B10(0) in
C3-norm and we can focus on the problem in the Euclidean model case.
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Corollary 4.20 For any two balls in A with B2·Θ(p)(p) ∩ B2·Θ(q)(q) 6= ∅ there is a
radius ωn > 0 so that, for the geodesic arc γp,q of length l(γp,q) ≤ 4 ·Θ(p) linking p and
q, we have
(39) Uωn·Θ(p)(γp,q) ⊂ B2·Θ(p)(p) ∪ B2·Θ(q)(q),
where Uωn·Θ(p)(γp,q) denotes the ωn ·Θ(p)-distance tube around γp,q.
Proof This follows from (QT1), i.e. B(2−τn)·Θ(p)(p) ∩ B(2−τn)·Θ(q)(q) 6= ∅, since
this translates into a lower estimate for the sinus of the largest opening angle for cones
with tip p disjoint to ∂B2·Θ(p)(p) \ B2·Θ(q)(q), that is, for cones passing through the
opening of this spherical complement. 
Now we turn to a microscopic variant of (39) to get locally uniform boundary con-
trols for the union V of subcollections of balls in some QT-skin adapted cover.
Since we only derive local estimates from given configurations it is enough to
consider some connected V which is a union of a finite collection B2·Θ(p1)(p1),...,
B2·Θ(pm)(pm), m ≤ c(n), of such balls and, as in 4.19, due to the Lipschitz continuity
of δ〈A〉 we may choose ξ so small, that we can assume that ΘV := Θ(p1) = ... = Θ(pm).
For some p ∈ ∂VΘV and a small ρ ∈ (0, ωn/10
5) we observe, again as in 4.19, up to
some arbitrarily small distortion:
(i) (ρ · ΘV )
−1 · (Bρ·ΘV (p) ∩ V ) is the intersection of the unit ball in R
n with the
union of (some of) the halfspaces Hk ⊂ Rn, each corresponding to some balls
B2·ΘV (pk) ⊂ V . At least one of the ∂Hk, say ∂H1, passes through p.
(ii) Due to (QT1) there is a uniform lower bound for the angles ∡(∂Hk, ∂Hj) along
intersections of any two balls B2·ΘV (pk), B2·ΘV (pj). There are some β
∗
n ≥ βn > 0,
with β∗n < π, so that
(40) β∗n ≥ ∡(∂Hk, ∂Hj) ≥ βn > 0.
(iii) From (QT2) we infer that any two Hj 6= Hk, both with non-trivial intersection
with the unit ball (ρ · ΘV )
−1 · Bρ·ΘV (p) intersect. (ii) shows that this happens
within a ball of radius ctn := cotangens(βn/2) centered in p.
We use (iii) to see that points x, y ∈ V sufficiently close to the boundary and to each
other can be linked by some effective path ⊂ V . In the terminology of uniform spaces
this is a cn-uniform arc.
Lemma 4.21 (Micro-Uniformity) For some ρn ∈ (0, 1) and some cn > 0, both
depending only on the dimension n, we have for any two points x, y ∈ Bρn·ΘV (p) ∩ V ,
for some p ∈ ∂V
(41) l(γ) ≤ cn · dRn(x, y) and lmin(γx,y(z)) ≤ cn · dist(z, ∂V ), for any z ∈ γx,y.
where lmin(γx,y(z)) denotes the minimum of the lengths of the subarcs of γx,y from x
to z and from y to z.
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Proof For d := dRn(x, y) < 2, we choose ρn ∈ (0, ωn/10
5) not only small enough
to ensure that observation (i)-(iii) apply, but that 10 · ctn · d ≪ ωn. That is, we act
only in regions of a size much smaller than that of the openings of 4.20.
We find, under the chosen halfspaces, two ones, labelled Hx and Hy, with x ∈ Hx
and y ∈ Hy, so that they either equal or intersect within the ball of radius ctn · d
around p.
In the first case, we can find a plane P perpendicular to ∂Hx = ∂Hy so that
x, y ∈ P . Now P ∩Hx is a halfplane and the Poincare´ model of the hyperbolic plane
shows that we can link x and y by a unique circle segment that extends to a halfcircle
that hits ∂(P ∩Hx) perpendicularly. These arcs satisfy (41) for some cn(1) > 0, since
we locally always have dist(·, ∂V ) ≥ dist(·, ∂Hx). Again, this is valid up to arbitrarily
small distortion, when ξ has only been chosen small enough.
For the second case, we use observation (iii) above to find a point p(x, y) ∈ Hx∩Hy
so that
d(x, p(x, y)), d(y, p(x, y)) ≤ 2 · ctn · d and dist(p(x, y), ∂(Hx ∪Hy))) ≥ ctn · d.
Then we repeat the construction of the first case two times: we choose a circle segment
that links x and p(x, y) in Hx and append another one from p(x, y) and y in Hy and
we verify the inequalities (41) for cn(2) := 5 · (1 + ctn) · cn(1) > cn(1) > 0. Thus, we
can choose cn := cn(2) and notice that the uniformity estimates only improve when
we take further half spaces into account. 
Assembly of the SD The domains SD result from some dual Stein-Whitney
regularization of the sets E(a) where we exploit the skin uniformity as already indicated
in 3.3. For starters, we describe the spaces we use to assemble the SD.
Definition 4.22 For any skin transform 〈A〉 and any c-skin uniform area minimiz-
ing hypersurface H ∈ H and a > 0, we define the following spaces
• The maximal link space Λmax(H, a) is the space of all c-skin uniform arcs in
H \ Σ linking points in E(a), Λmax(H, a) :=
{γ ∈ H \ Σ is a c-skin uniform arc and joins two points p, q ∈ E(a)}.
• A subset Λ ⊂ Λmax is called a link space if still any two points p, q ∈ E(a) can
be linked by some arc in Λ.
• The arc hull arcΛ is the union of all traces of arcs in a link space Λ,
arcΛ := arcΛ(IcH(a)) := {trγ | γ ∈ Λ} ⊂ H \ Σ.
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• For a QT-skin adapted cover A of H \ Σ, we consider the subcover AΛ which
contains those balls BΘ(p)(p) ∈ AΛ with BΘ(p)(p) ∩ arcΛ 6= ∅. We call the union
of the balls in BΘ(p)(p) ∈ AΛ of doubled radius
B
H
A,Λ,a :=
⋃
BΘ(p)(p)∈AΛ
B2·Θ(p)(p) ⊂ H \ Σ, a bubbled arc hull, briefly a B-hull.
The arc hulls arcΛ can be thought as weak forms of convex hulls which integrate
the skin uniformity of H into the definition. With the BHA,Λ we additionally regularize
the boundary. The BHA,Λ are our candidates for the desired domains SD. We start
with some basic properties of these hull concepts.
Proposition 4.23 (Arc Hulls) Let 〈A〉 be a skin transform with Lipschitz constant
L〈A〉, H ∈ H c-skin uniform and α := 1/(L · c+ 1) < 1. Then, for any link space Λ of
E(a) and a > 0, we have
(i) E(a) ⊂ arcΛ(E(a)) ⊂ E(α · a).
(ii) BA,Λ,a is rectifiably connected and for ξ ∈ (0, 1/(10
3 · L〈A〉)) we have
Uξ·α·a/4 (arcΛ(E(a))) ⊂ BA,Λ,a ⊂ E(α · a/4),
where Ud (arcΛ(E(a))) denotes the d-distance neighborhood of arcΛ.
(iii) For any converging sequence Hi → H∞, B
Hi
A,Λ,a ⊂ Hi compactly subconverges to
some bubbled arc hull BH∞A,Λ∞,a ⊂ H∞, for some link space Λ∞ ⊂ Λmax.
In general, we find Λ∞ $ Λmax, thus it does not make sense to focus on Λmax only.
Proof For (i), E(a) ⊂ arcΛ(E(a)) is obvious, since we link any point in E(a)
with some other one.
Now let γ be a c-skin uniform arc in (H \Σ, gH) that links two points p,p2 ∈ A1/a =
∂I(a). We get, as long as z ∈ γ is closer to p1 than to p2:
|δ〈A〉(p1)− δ〈A〉(z)| ≤ L · d(p1, z) ≤ L · lmin(γ(z)) ≤ L · c · δ〈A〉(z).
When z is closer to p2 we get the corresponding inequality, and thus δ〈A〉(z) satisfies
one of the following four inequalities
δ〈A〉(z) ≥ δ〈A〉(pi) = a or δ〈A〉(z) ≥ (L · c + 1)
−1 · δ〈A〉(pi) =: α · a, for i = 1, 2,
and, since α < 1, we see that in all cases δ〈A〉(z) ≥ α · a.
For (ii), we have Θ(p) = ξ/〈A〉(p), for some ξ ∈ (0, 1/(103 · L〈A〉)) and thus the
Lipschitz inequality for δ〈A〉 shows for any q ∈ BΘ(p)(p):
|δ〈A〉(q)− δ〈A〉(p)| ≤ 1/10
3 · δ〈A〉(p),
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in different terms
(1− 1/103) · δ〈A〉(p) ≤ δ〈A〉(q) ≤ (1 + 1/10
3) · δ〈A〉(p).
From this and the triangle inequality we observe that for any z ∈ arcΛ(E(a)),
BΘ(z)/2(z) ⊂ BA,Λ,a. Also, from (i), δ〈A〉(z) ≥ α · a/2. Hence, Bξ·α·a/4(z) ⊂ BA,Λ,a.
In turn, for any p ∈ BHA,Λ,a there is some z ∈ arcΛ(E(a)) so that
|δ〈A〉(z)− δ〈A〉(p)| ≤ L · 4 · ξ · a · α < a · α/10.
and we get, either δ〈A〉(p) ≥ δ〈A〉(z) > a ·α/2, or δ〈A〉(p) = δ〈A〉(z) + δ〈A〉(p)− δ〈A〉(z) =
δ〈A〉(z)− |δ〈A〉(z)− δ〈A〉(p)| > a · α/4.
For (iii), we argue similarly as in 4.10. For any two points p, q ∈ E(a) ⊂ H∞ we
find a sequence of c-skin uniform arcs in k ·H which converge some c-skin uniform arc
in H∞ linking the two points. The set of arcs Λ∞ we get from this limit process is
again a link space for IcH∞(α · a). 
Skin Uniformity of BA,Λ,a The way we defined the B-hulls allows us to sepa-
rate the verification of their uniformity properties in two different cases.
In 4.24, the micro-uniformity we derived for QT-skin adapted covers in 4.21 gives
us the existence of skin uniform curves for pairs of points close to each other and
close to the boundary. The chosen uniform arcs resemble hyperbolic geodesics in the
Poincare´ metric on the upper half plane.
In 4.25, we treat the complementary case of pairs of points with bounded distance
from the boundary or each other. The idea is to combine this lower bound and with
upper bounds for controlled paths from the given pair of points to pairs in I(a) which
are hot-wired by skin uniform curves in Λ.
Lemma 4.24 For any c-skin uniform H ∈ H, ξ ∈ (0,min{α, 1/(103 · L〈A〉)}) and
any pair p, q ∈ BHA,Λ,a with
dist(p, ∂BA,Λ,a), dist(q, ∂BA,Λ,a) ≤ ρn · ξ · a/10 and dH(p, q) ≤ ρn · ξ · a/10,
can be linked by a curve γ = γp,q ⊂ B
H
A,Λ,a, so that for any z ∈ γp,q:
(42) l(γ) ≤ cn · dH(p, q) and lmin(γp,q(z)) ≤ cn ·min{dist(z, ∂BA,Λ,a), δ〈A〉(z)},
where cn > 0 and ρn ∈ (0, 1) are the constants in 4.21.
Proof Most of the assertions have already been proved in 4.21. The additional
factor ξ < 1 only decreases the radius and, hence, the conclusions hold also for ξ · ρn.
In particular we get from 4.21,(41), and 4.23(ii), for any z ∈ γ ⊂ BHA,Λ,a:
l(γ) ≤ cn · dH(p, q) ≤ cn · ρn · ξ · a/10 ≤ cn · α · a/10 and α · a/4 ≤ δ〈A〉(z). 
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Lemma 4.25 For any c-skin uniform H ∈ H and ξ > 0 small enough, there is
some d(c, L, ξ) > 0 so that any pair of points p, q ∈ BHA,Λ,a satisfying
either p, q ∈ arcΛ, or p, q ∈ B
H
A,Λ,a with d(p, q) ≥ ρn · ξ · a/10,
can be linked through an arc γ = γp,q, so that for any z ∈ γp,q:
l(γ) ≤ d · d(p, q) and lmin(γp,q(z)) ≤ d ·min{dist(z, ∂BA,Λ,a), δ〈A〉(z)}.
Proof We follow the definition of BHA,Λ,a and consider pairs of points first in
E(a), then in arcΛ(E(a)) and finally in BA,Λ,a.
1. When p, q ∈ E(a), then the c-skin uniform arc γp,q in arcΛ(E(a)) that joins p, q
and satisfies for any z ∈ γp,q
l(γ) ≤ c · d(p, q) and lmin(γp,q(z)) ≤ c · δ〈A〉(z),
The remaining assertion is lmin(γp,q(z)) ≤ d · dist(z, ∂BA,Λ,a) for some suitable d > 0.
For this, we combine the estimates
lmin(γp,q(z)) ≤ c · δ〈A〉(z), ξ · α · a/4 ≤ dist(arcΛ(E(a)), ∂BHA,Λ,a)
and |δ〈A〉(p)− δ〈A〉(z)| ≤ L · d(p, z) :
When we start from p and run along γp,q, the length lmin(γp,q(z)) gradually increases
from 0. Now we distinguish two subcases:
1a. We reach the midpoint of γp,q before lmin(γp,q(z)) ≥ c · a. Then we have
lmin(γp,q(z)) ≤ c · a ≤ 4 · c/(ξ · α) · dist(arcΛ(E(a)), ∂BHA,Λ,a), for any z ∈ γp,q.
1b. There is a first point z0 where lmin(γp,q(z0)) = c · a = c · δ〈A〉(z0), when we pass
z0. Now, the twisted double cone condition for γ shows, that for the z ∈ γ between z0
and the midpoint of γp,q, δ〈A〉(z) > δ〈A〉(z0), that is, z /∈ IH(a), and it also implies
l(γp,q[z0, z]) ≤ c · (δ〈A〉(z)− δ〈A〉(z0)) ≤ c · L · dist(z, IH(a))
Thus, we get:
(43) lmin(γp,q(z)) ≤ c · L · dist(z, IH (a)) + 4 · c/(ξ · α) · dist(arcΛ(E(a)), ∂BHA,Λ,a) ≤
c ·L ·dist(z, IH(a))+4 · c/(ξ ·α) ·dist(E(a), ∂BHA,Λ,a) ≤
(
c ·L+4 · c/(ξ ·α)
)
·dist(z, ∂BHA,Λ,a).
2. For p, q ∈ arcΛ we recall that Uξ·α·a/4 (arcΛ(E(a))) ⊂ BA,Λ,a ⊂ E(α · a/4). Upon
choosing ξ small enough, we may assume Bξ·α·a/4(z), z ∈ arcΛ, is uniformly controlled
so that after scaling by (ξ ·α ·a/4)−1 it is ε-close to the unit ball in Rn in C3-topology,
for some tiny ε > 0.
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2a. In the case where d(p, q) ≤ ξ · α · a/10, we observe, that the shortest geodesic
arc linking them satisfies the asserted inequalities for uniformly controlled constants.
2b. Otherwise, we may assume d(p, q) ≥ ξ · α · a/10 and p ∈ arcΛ \ E(a), in par-
ticular δ〈A〉(p) ≤ a, belongs to some c-skin uniform arc γx,y ⊂ E(α · a) which joins two
points x(p), y(p) ∈ E(a).
Let x be the one closer to p, in path length. Then we infer lmin(γx(p),y(p)(p)) ≤
c · δ〈A〉(p) ≤ c · a. We get a similar point x(q) for q, the closer endpoint of another arc
in Λ, and the same inequality for q, if q ∈ arcΛ \ E(a). For q ∈ E(a) we just take the
constant path.
Now we define the curve γp,q from p to q as follows:
• Starting from p we follow some segment of some c-skin uniform arc ∈ Λ of length
≤ c · a until we reach x(p) ∈ E(a).
• Then we run from x(p) to x(q) along some c-skin uniform arc γx(p),x(q) ∈ Λ.
• Finally, we start from x(q) and return to q following the chosen short segment
of another c-skin uniform arc ∈ Λ of length ≤ c · a.
On the balance sheet, we get
l(γp,q) ≤ l(γx(p),x(q)) + 2 · c · a ≤ c · d(x(p), x(q)) + 2 · c · a ≤ c · d(p, q) + 4 · c · a,
with the lower bound d(p, q) ≥ ξ · α · a/10, this shows
l(γp,q) ≤ c · d(p, q) + 4 · c · a ≤ (c+ 40 · c/(ξ · α)) · d(p, q).
Also the estimate lmin(γx(p),y(p)(p)) ≤ c · a and arcΛ(E(a)) ⊂ E(α · a) show that
lmin(γp,q(z)) ≤ c · a+ c · δ〈A〉(z) ≤ (c/α + c) · δ〈A〉(z)
Finally we append the estimate for the length of the connecting arcs in γx,y from p
resp. q to arcΛ(E(a)), that is c · a, to (43) and apply 4.23(ii) to see
(44) lmin(γp,q(z)) ≤
(
c · L+ 4 · c/(ξ · α)
)
· dist(z, ∂BHA,Λ,a) + c · a
≤
(
c · L+ 4 · c/(ξ · α) + 4 · c/(ξ · α)
)
· dist(z, ∂BHA,Λ,a).
3. When p, q ∈ BA,Λ,a and d(p, q) ≥ ξ ·α ·a/10, we repeat the preceding arguments
and additionally choose radial arcs from p, q ∈ BA,Λ,a to points in arcΛ. 
Proof of 4.17 The properties collected in 4.22, 4.23 and the results for two
cases considered in 4.25 and 4.24 above settle the proof of 4.17 when we set
(45) SD(a) := BA,Λ,a,
for any link space Λ of E(a) and some QT-skin adapted cover A. 
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Remark 4.26 (NTA Regularity) A forerunner of the uniformity concept, due to
Jerison and Kenig [JK], is that of NTA-domains. Being an NTA (=non-tangentially
accessible) Euclidean domain D, can be described as being uniform with the additional
exterior condition that for any boundary point p ∈ ∂D there is twisted exterior cones
in the complement of D, pointing to p in the sense of 4.1.
At the time when NTA-domains were introduced the available techniques were not
sufficient to treat potential theory and, in particular, Martin theory from interior con-
ditions alone. Only later progress allowed to finally remove all exterior assumptions.
This is, in particular, due to Bass and Burdzy [BB] and Aikawa [Ai1], [Ai2].
We use B-hulls only in the context of Martin theory. Hence, we can base our con-
clusions on the more recent results for uniform domains. However, the NTA-condition
has its own benefits and is incorporated in important other work. To open optional
applications of B-hulls also in this context, we outline here a way to improve the uni-
formity of the SD, stated in 4.17, to that of being NTA-domains.
The main point is that QT-properties of our QT-skin adapted cover A can be re-
fined from pairwise quantitatively transversal intersections to its counterpart for finite
intersections of balls in A. The result now reads:
There is a transversality constant τn ∈ (0, 1), depending only on the dimension
n, so that a cover A of H \ Σ, can be chosen so that, in addition to the prop-
erties in 3.1 we have the following intersection estimates for any m ≤ c(n) balls
B2·Θ(p1)(p1), ..., B2·Θ(pm)(pm) ∈ A:
(QT1)* B2·Θ(p1)(p1) ∩ ...B2·Θ(pm)(pm) 6= ∅ ⇒ B(2−τn)·Θ(p1)(p1) ∩ ...B(2−τn)·Θ(pm)(pm) 6= ∅,
(QT2)* B2·Θ(p1)(p1) ∩ ...B2·Θ(pm)(pm) = ∅ ⇒ B(2+τn)·Θ(p1)(p1) ∩ ...B(2+τn)·Θ(pm)(pm) = ∅.
The proof follows the lines of 4.19 and inductively takes intersection of m ≤ c(n)
balls into account, with 4.19 settling the case m = 2. The additional twist is the
formulation of the shell conditions (S1) and (S2): in step m+1, we take shells around
the intersections of the m-balls and also in each step we get a counterpart to (40) now
for solid angles to make sure that these intersections do not move to far away when
the radii of the involved balls are changed.
The benefit of this extension to (QT1)* and (QT2)* is a refinement of the micro-
uniformity to an NTA-property near the boundary. Then the skin uniformity can be
used as before to globalize the NTA-property to SD. In turn, note that for H \Σ there
is no exterior part left and, thus, one could equally name it a skin NTA-space. 
5 Appendix: Oriented Boundaries and Rectifiable Currents
In this appendix we collect some pieces of the geometric measure theory for area min-
imizing hypersurfaces we used and referred to in the main body of this paper but also
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in the two follow-ups [L1] and [L2].
I. Existence of Area Minimizers A transparent approach to geometric mea-
sure theory is that of oriented boundaries we describe here. Good sources for further
reading are [AFP], [Gi], [M] and [MM].
The more technical but also more powerful approach using currents is explained in
part III below.
We start with some usually bounded open set Ω ⊂ Rm and define
∫
Ω
|Df |, for a
function f ∈ L1(Ω,R) as∫
Ω
|Df | := sup{
∫
Ω
f · divg dµ | g ∈ C10(Ω,R
m), |g|C0 ≤ 1}
and f is called of a function of bounded variation or just BV-function if
∫
Ω
|Df | <∞.
The BV-norm of a BV-function f is defined as
|f |BV (Ω) := |f |L1(Ω) +
∫
Ω
|Df |.
For the characteristic function χE of some Borel set E ⊂ Rm one calls
∫
Ω
|DχE|: the
perimeter P (E,Ω) of E in Ω. The explanation for this name also shows us the relation
of the BV -norm to geometry: P (E,Ω) equals the (m − 1) - dimensional Hausdorff-
measure Hm−1(∂E ∩ Ω) of the part of the boundary ∂E within Ω, as soon as ∂E is
sufficiently regular, e.g. C2-smooth, cf. [Gi], 1.4.
Thus to find area minimizing hypersurfaces one starts with a perimeter minimizing
sequence (of characteristic functions) of Caccioppoli sets Ej ⊂ Rm, i.e. Borel sets with
locally finite perimeter in Ω, subject to the condition that Ej \Ω ≡ L\Ω for some given
Caccioppoli sets L considered as boundary values. For the purposes of this paper, we
refer to it as the Plateau problem with boundary data ∂L ∩ ∂Ω within Ω, cf.
[GMS],Vol.II,p.565 and [Ag] for the varifold reformulation.
We presume ∂Ω is smooth enough so that Rellich compactness theorem holds on
Ω. That is, the embedding
BVloc(Ω) →֒ L
1
loc(Ω) is compact,
cf. [AFP], 3.23. Here we wrote the localized versions to include the case where Ω is
non-compact, which happens to the case when we consider cones.
A sufficient condition for this compactness to hold is that Ω is an extension do-
main, cf. [AFP], 3.20 - 3.23 and 3.49, which includes the cases of Lipschitz regular
boundaries and also the more general uniform domains cf. C.I.
Then there exists a minimizing Caccioppoli set E with E \ Ω ≡ L \ Ω:
P (E,Ω) ≤ P (F,Ω), for all Caccioppoli sets F with F \ Ω ≡ L \ Ω
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An outline of the argument reads as follows: Rellich compactness shows that sets
of functions uniformly bounded in BV-norm on Ω are relatively compact in L1loc (cf.
[Gi], 1.19). And actually the BV-norm of the
∫
Ω
|D · |-minimizing sequence χEj is
uniformly bounded since
0 ≤
∫
Ω
|DχEj | and 0 ≤ |χEj |L1(Ω) ≤ V ol(Ω).
Thus there is an L1loc-converging subsequence of the χEj and since this implies con-
vergence almost everywhere we may assume the L1loc-limit is again a characteristic
function χE for some E ⊂ Rm. Now one uses the semicontinuity of BV-norms (cf.
[Gi], 1.9), that is, for a sequence of functions fj in BV (Ω) which converges in L
1
loc to
a function f we have: ∫
Ω
|Df | ≤ lim inf
j→∞
∫
Ω
|Dfj|.
Thus, we observe that E is a Caccioppoli set with
P (E,Ω) ≤ lim inf
j→∞
P (Ej,Ω)
and hence we may think of ∂E as an area minimizing hypersurface within Ω. This
same method also proves the compactness theorem for the space
CΩ{Eα Caccioppoli set |Eα \ Ω ≡ L \ Ω} :
any
∫
Ω
|D ·|-bounded sequence, that is with uniformly bounded perimeter, in this space
has a L1loc-converging subsequence.
II. Regularity Theory for Almost Minimizers While the previously stated
compactness results for BV -functions provide the existence of some minimizer, the
yet proven L1loc-regularity for such a minimizer is rather weak. However, De Giorgi
and others developed a partial regularity theory for such minimizers and proved the
following classical result.
Proposition 5.1 (Partial Regularity of Minimizers) Let E ⊂ Rm be a mini-
mizing Caccioppoli set, then ∂E can be written as an analytic hypersurface except for
some singular set Σ of Hausdorff-dimension ≤ m− 8.
To formulate this result we actually merged two stages in the development of the
theory in 5.1. The first one is the genuine regularity theory and secondly, much lighter
in weight, the estimate for the size of Σ.
Stage 1 De Giorgi realized that partial regularity of ∂E is the achievable goal
to go for and proved central regularity results. Miranda refined his methods and the
final outcome was that ∂E can be written as an analytic hypersurface in Rm except
for some singular set of Hausdorff-dimension ≤ m− 1. Actually, the proof gives us a
description of ∂E as a countable disjoint union of pieces of C1-hypersurfaces and some
remaining set Σ of m− 1-measure zero.
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Note that the non-constructive methods to detect the C1-pieces renders Σ as a
terra incognita without a proper internal structure.
To further explain the nature of the regularity result we consider an already more
general case of almost minimizers due to Tamanini [T1], [T2], [MM], Bombieri [Bo]
and Allard [A]. The following result is the basic content of [T1],Theorem 1.
Proposition 5.2 Let Ω ⊂ Rm be open, E ⊂ Rm be a Caccioppoli set, which is almost
minimizing in Ω in the sense that the following estimate holds for some K > 0,
α ∈ (0, 1)
ψ(E,Bρ(x)) :=
∫
Bρ(x)
|DχE | − inf
{∫
Bρ(x)
|DχF |
∣∣∣F∆E ⊂⊂ Bρ(x)
}
≤ K · ρm−1+2·α
for any x ∈ Ω, ρ ∈ (0, R), for some R > 0 (where F∆E := F \ E ∪ E \ F ).
Then ∂E ∩ Ω can be written as a C1,α- hypersurface except for some singular set
of Hausdorff-dimension ≤ m− 8.
Remark 5.3 1. This includes the area minimizing case where ψ ≡ 0. The regularity
statement means that we can locally find a hyperplane ⊂ Rm so that ∂E is the graph
of some C1,α-function.
2. One readily checks that the minimal hypersurfaces SC = ∂B1(0) ∩ C, for any
area minimizing cone C, are almost minimizers. The SC are critical points of the area
functional, but they are not area minimizing and they cannot even be stable, since
RicSn > 0.
3. Images of almost minimizers under diffeomorphisms of the ambient space remain
to be almost minimizers. Since this is a statement on the behavior in arbitrarily small
balls around points in the image of the almost minimizer we only need to consider the
case of a linear isomorphism φ between Euclidean spaces.
Now in this case, there is some k ≥ 1 so that 1/k · |v| ≤ Dφ(v) ≤ k · |v|, for any
v ∈ Rn and therefore
∫
Bρ(φ(x))
|Dχφ(E)| − inf
{∫
Bρ(φ(x))
|DχF |
∣∣∣F∆φ(E) ⊂⊂ Bρ(φ(x))
}
≤
kn−1 ·
∫
Bk·ρ(x)
|DχE | − inf
{∫
Bk·ρ(x)
|DχG|
∣∣∣G∆E ⊂⊂ Bk·ρ(x)
}
It is noteworthy that this does not imply that bounds on the mean curvature to-
wards singular points would be preserved under local diffeomorphisms.
4. With these results for almost area minimizers we also get the regularity theory
also for area minimizers in Riemannian manifolds since we can now use local coor-
dinate charts. Under these maps area minimizers in a manifold become an almost
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minimizer in Rm. Then we apply 5.2 and transfer the regularity result back to the
manifold.
Further improvements of the smoothness result are owing to standard elliptic the-
ory. For instance, this shows that when the ambient manifold is analytic the regular
portion of an area minimizing hypersurface is also analytic cf. [Mo], 5.7. 
Two important consequences of 5.2 (part of [T1],Theorem 1) say that a sequence
of almost minimizers Ei converging to some limit E∞ will eventually become smooth
near smooth limit points in ∂E∞. And, secondly, the L
1
loc-convergence implies a C
1-
convergence when the limit is known to be C1,α-smooth. The latter may not be evident
from [T1] but could be derived from its sources. Explicitly this can be located in Al-
lard’s work, cf. [A] or [Si2], 23.1.
Technically, this reaches to the heart of the regularity theory and it exploits the
averaged oscillation of the normal vector, the excess. Since the control and effect of
thresholds for the excess are the clue to the following result
Corollary 5.4 Let Ei, i ≥ 0 be Caccioppoli sets satisfying the condition
ψ(Ei, Bρ(x)) ≤ K · ρ
m−1+2·α for fixed K > 0 and α ∈ (0, 1)
in some open Ω ⊂ Rm.
(i) Assume the Ei converge in L
1
loc to E∞, there are points pi ∈ ∂Ei which converge
to some p∞ ∈ ∂E∞ and that p∞ is a smooth point in ∂E∞. Then, for large i,
the pi are also smooth points xi ∈ ∂Ei.
(ii) If the limit E∞ in (i) has a C
1,α-boundary in Ω, then ∂Ei converges in C
1-
topology to ∂E∞.
Note that E∞ also satisfies the condition ψ(E∞, Bρ(x)) ≤ K · ρ
m−1+2·α which can
be proved as in [Gi],9.1. Thus, again, this result may be used in the Riemannian world
and, also, elliptic theory allows us to improve the C1-convergence to Ck-convergence
for any k ≥ 0 when the ambient Riemannian manifold is of class C∞. In other words, a
flat norm converging sequence of area minimizers will be locally Ck-converging around
smooth points of the limit surface, cf. [Gi],11.4 for more details. 
Stage 2 In 5.1 we also asserted an estimate for the dimension of the singular set.
It is based on a remarkable use of 5.4.
Federer, building on work of Bombieri, Giusti, De Giorgi, Simons, Almgren and
others, founded a way to estimate the dimension of the singular set more efficiently.
He used approximations by tangent cones to derive estimates for their size by a di-
mensional induction starting from the fact that all minimizing cones in dimension ≤ 7
are smooth hyperplanes and thus singularities are isolated points in dimension 8. The
result is
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Proposition 5.5 (Partial Regularity of Almost Minimizers) Let E ⊂ Rm be a
almost minimizing Caccioppoli set in the sense of 5.2, then the singular set Σm−8 ⊂ ∂E
is a closed subset of (potentially locally varying) Hausdorff-dimension ≤ m− 8.
The transfer to Riemannian manifolds is not a problem since the inductive cone re-
duction - which is the main new ingredient at this stage - considers an infinitely scaled
ambient geometry, that is, the same Euclidean geometry which is used for area mini-
mizers in Rm. 
Standard Applications This regularity theory is typical for hypersurfaces and
does not apply area minimizers in higher codimension. For reference in the main
body of the paper, we explicitly state some folklore applications we could not properly
localize in the literature. They are valid, again, only in the hypersurface case.
Corollary 5.6 Let D ⊂ H an open domain in an oriented minimal boundary H.
Then we the following statements are equivalent
• All points in D are regular (manifold points).
• Around any point p ∈ D, |A| ≤ c, for some c(p) > 0.
• For any p ∈ D, the hyperplane is a tangent cone.
Next we consider a non-extinction result for oriented minimal boundaries in Rn+1,
we need to properly apply compactness results. It shows that opposing sheets of
sequences of such minimizers cannot approach each others too closely and annihilate
in the limit. Implicitly this is contained in the estimate [Gi], Prop.5.14. For the sake
of completeness we include an argument.
Lemma 5.7 Let Hi ⊂ Rn+1 be a sequence of oriented minimal boundaries with
0 ∈ Hi and |A| ≤ 1 on B2(0) ⊂ Hi. Then, for any compactly converging subsequence
Hik , we have
• the limit hypersurface H∞ is an oriented minimal boundary,
• 0 ∈ H∞ and |A| ≤ 1 on B1(0) ⊂ H∞,
• B1(0) ⊂ Hik converge smoothly to B1(0) ⊂ H∞, in the sense of ID-maps.
Proof We show that, in Rn+1, the ball B1(0) ⊂ Hi is not approached from
Oi := Hi \ B2(0) when i → ∞. That is there is a lower positive distance bound
between these balls and the Oi, independent of i.
Otherwise, we get for i≫ 1, a subset of Oi which can be written as a smooth graph
Gi over B1(0) ⊂ Hi arbitrarily close to B1(0) in C
3-norm. This is a standard conse-
quence of DeGiorgi-Allard regularity theory, cf. [Si],24.2 and the Harnack inequality
cf.[So],p.73.
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Since the Hi bound open sets UHi ⊂ R
n+1 we may assume that Gi and Bi are
oppositely oriented. For i ≫ 1 we consider Gi ∪ Bi and join ∂Gi and ∂Bi linearly
through some hypersurface Fi. Then we add the bounded open set Vi ⊂ Rn+1 with
∂Vi = Gi ∪Bi ∪ Fi
to UHi and observe that this open set UHi ∪ Vi has an oriented boundary
∂(UHi ∪ Vi) ≡ Hi relative R
n+1 \ Vi.
And relative Vi, it has smaller area than Hi. For the latter assertion, we note that the
Bi have uniformly bounded geometry since |AHi|
∣∣
B2(0)
≤ 1.
For large i, ∂(UHi ∪ Vi) is an admissible compactly supported perturbation of Hi.
This contradicts the area minimizing property of Hi and shows that Oi remains in
a positively lower bounded distance of Bi, for all i. The remaining assertions follow
from the standard regularity theory. 
Also, we note some weak type of a Harnack inequality or a quantitative identity
theorem for |A|.
Lemma 5.8 For any λ ∈ (0, 1] and given radius R0 > 0, there is a constant c(λ, n, R0) >
0, so that for any oriented minimal boundary H ⊂ Rn+1 and any p ∈ H with
sup{|A|(x) | x ∈ BR0(p) ∩H} ≥ 1.
we have the positive lower estimate
sup{|A|(x) | x ∈ Bλ·R0(p) ∩H} ≥ c.
Proof It suffices to check the case where R0 = 1 and we may assume p =
0 ∈ Rn+1. Assume there is no such constant c > 0. Then there is some λ ∈ (0, 1)
and a sequence of such hypersurfaces Hk and points 0 ∈ Hk so that sup{|A|(x) | x ∈
Bλ(0) ∩Hk} ≤ 1/k.
Due to the minimality of the Hi a subsequence of the Hk which converges com-
pactly on Rn+1 in flat norm to some limit hypersurface H∞. As in the preceding result
we may assume from sup{|A|(x) | x ∈ Bλ(0) ∩ Hk} ≤ 1/k that, in Bλ(0), this is a
Ck-convergence, for some k ≥ 5.
Then the analytic minimizer H∞ is a hyperplane, since the limit of the Bλ(0)∩Hk
inH∞ must be flat. Note thatH\Σ is connected, for any oriented boundaryH , cf.4.12.
But then regularity theory transforms the flat convergence to Ck-convergence, also
outside Bλ(0). This shows that sup{|A|(x) | x ∈ BR(0)∩Hk} → 0, for any given R > 0,
which contradicts the assumption. 
III. Currents Currents can be viewed as a generalization of submanifolds, or
better to say chains and cochains. The basic concepts, due de Rham and Whitney
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[R],[Wh2] were introduced in a differential topological context. Later they became the
basis for geometric measure theory that formally includes the approach of oriented
boundaries we outlined above, cf. [F], [GMS] or [Si2] for comprehensive presentations.
The idea is to enlarge the space of submanifolds to the space of m-currents Dm(U),
with U ⊂ Rn open, which is the dual of Dm(U), the space of smooth m-forms com-
pactly supported in U . Integrating the forms over a submanifold N we can be interpret
N as a current denoted by JF K.
Towards a topological use of currents, we define the boundary ∂T ∈ Dm(U) of any
current T ∈ Dm+1(U) through
∂T (ω) := T (dω), for any compactly supported (m− 1)-form ω.
The support supp T of a current T is the complement of the union of all open
sets W with T (ω) = 0 for ω ∈ Dn(U) with supp ω ⊂ W. For any open W ⊂ U and
T ∈ Dm(U) we write TxW for the current in Dm(W ) we get from restricting T to W .
For any compactly supported current T ∈ Dm(U) we define its push-forward f♯T
by
f♯T (ω) := T (f
∗ω), for the pull-back f ∗ω of any m-form ω.
The weighted area of T ∈ Dm(U), its mass MU (T ), is defined by
MU(T ) = sup
|ω|≤1,suppω⊂U
T (ω).
We define the flat metric topology on Dm(U): For any open subsets of Rn: W ⊂W ⊂
U ⊂ Rn. Roughly, the flat (pseudo)metric measures the volume between two currents
C1, C2 ⊂ Dn−1(U):
(46) d ♭W (C1, C2) :=
inf{MW (S) +MW (R) |C1 − C2 = S + ∂R, S ∈ Dn−1(U), R ∈ Dn(U))}.
The family of these d ♭W generate the flat metric topology. When W is the entire ambi-
ent space, that is, Rn or the given manifold, we drop the indexW and merely write d ♭.
The geometrically most relevant spaces of currents are the spaces Rm(U) ⊂ Dm(U)
of integer multiplicity rectifiable currents and Im(U) ⊂ Dm(U) of integral currents. In-
tegral currents are those rectifiable currents with rectifiable boundary.
T ∈ Dm(U) is an integer multiplicity rectifiable current, if for any ε > 0 and any
compact set K ⊂ U there is a compactly supported m-dimensional polyhedral chain
with integer coefficients P = P (K, T, ε) ⊂ Rk of oriented simplices and a Lipschitz
map f : Rk → Rn so that supp f♯P ⊂ K and
MU(T − f♯P ) < ε.
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As in the BV-approach there are compactness results for integral currents now
expressed in flat metric topology in place of L1-topology.
These concepts and results extend to any compact manifold Mn, via local charts.
The following existence result follows from compactness results for subsets of In−1(M)
under mass bounds. For the existence we refer to [F1],4.2.17, 4.4.5 and 5.1.6, or [GMS],
5.4.1,Cor.1. For the regularity theory, cf. [F1],5.3 and for the dimension of the singular
set [F2].
Proposition 5.9 (Homological Minimizers) For any α ∈ Hn(M
n+1,Z) there is
a mass minimizing integral current Xn ∈ α whose support is a smooth hypersurface
except for some singular set ΣX of codim ≥ 8 in M
n+1.
The statement refers to the homology of integral currents defined using the bound-
ary operator ∂ on the space of integral currents.
Singular homology and integral current homology are isomorphic when the ambient
space is sufficiently regular, for instance a smooth manifold, cf. [Dp] and [H] for details.
IV. Decomposition of Rectifiable Currents In a rather concrete sense,
rectifiable currents can be understood from the case of oriented boundaries of measur-
able sets. Namely, there is a decomposition theorem for these currents into oriented
boundaries, cf.[F],4.5.17 and also [Si],Ch.37 or [GMS], I.4.3.1,Th.7.
Proposition 5.10 For any R ∈ Rn(Rn+1), with ∂R = ∅, there exist measurable
sets Ai ⊂ Rn+1, i ∈ Z, Ai ⊂ Ai+1 such that for any bounded open W ⊂ Rn+1:
R =
∑
i∈Z
∂JAiK and MW (R) =
∑
i∈Z
MW (∂JAiK).
In the case of a local mass minimizing R one may assume that the sets Ai are open
and the ∂JAiK are oriented boundaries, each of them minimizes the perimeter in the
BV-sense.
There is also a localized version of 5.10 for currents in a manifold Mn+1 which can
be directly be derived from 5.10.
When U is a proper ball in M and R ∈ Rn(U), we define some diffeomorphism
f : U → Rn+1, apply 5.10 to f♯R ∈ Rn(Rn+1) and consider the pull-back of the result-
ing decomposition on U with the retransformed masses.
More generally, we can use the long exact homology sequence for the homology of
integral currents to infer that for an open subset U ⊂ M with Hn(M,M \ U) = 0
there is a decomposition relative U .
The following result is a version of this local decomposition adapted to the case of
area minimizers.
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Proposition 5.11 (Local Decompositions) Any locally mass minimizing current
T ∈ Rn(U), with ∂T = 0, in an open subset U ⊂ M with Hn(M,M \ U) = 0, can
be decomposed in U into oriented boundaries ∂Mi, for open sets Mi ⊂ U , i ∈ Z,
Mi ⊂Mi+1, each locally area minimizing in U so that for any open W ⊂⊂ U
(47) TxU =
∑
i∈Z
∂JMiKxU and MW (TxU) =
∑
i∈Z
MW (∂JMiKxU).
In general, the latter sums may contain infinitely many terms. But we observe that
for a compact manifold M and T a mass minimizing current, that represents a given
homology class α ∈ Hn(M
n+1,Z), this sum is finite:
To see this, we choose a small ball B5·r(p) ⊂ U ⊂ M , so that (5 · r)
−1 · B5·r(p)
is nearly isometric to the unit ball in Rn+1. Then the minimality of each ∂Mi which
intersects Br(p) gives the estimate [Gi],Ineq.(5.16): MB2·ρ(p)(∂JMiKxU ≥ cn · r
n, for
some constant cn > 0 depending only on n, for each of its components. Thus the
finiteness of the total mass of T shows that there are only finitely many ∂Mi involved.
Finally, we note, from the indicated arguments, that the term local refers to the
choice of a suitable set U in the ambient manifold, independent of the given current.
This allows us to use the arguments, within the fixed set U , also when we consider
converging sequences of such currents.
An instructive example how such decompositions can be used to reduce problems
to oriented boundaries can be found in Simon’s proof of the strict maximum principle
for minimizing integral currents in [Si3],Ch.2. In turn, from this maximum principle,
the oriented boundaries in the sum (47) are locally either disjoint or, in cases of cur-
rents of higher multiplicities, they are equal.
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