Abstract-A moving horizon observer is analyzed for nonlinear N-detectable discrete-time systems. Conditions for global exponential stability are given. The algorithm can be implemented with regularization to ensure graceful degradation of performance when the data are not exciting. This regularization relies on monitoring an estimate of a Hessian-like matrix and conditions for local exponential convergence are given.
I. INTRODUCTION
Moving Horizon State Estimator (MHE) makes use of a finite memory moving window of both current and recent measurement data in a least-squares criterion, possibly in addition to a state estimate and covariance matrix estimate to set the initial conditions at the beginning of the data window, see [1] , [2] , [3] for different formulation relying on somewhat different assumptions.
Uniform observability is typically assumed for stability or convergence proofs. However, uniform observability is a restrictive assumption that is likely not to hold in certain interesting and important state estimation applications. This is in particular true for some combined state and parameter estimation problems, for systems that are detectable but not observable, or when the data may not be persistently exciting.
Consider the following discrete-time nonlinear system:
y(t) = h(x(t), u(t)),
where x(t) ∈ R n x , u(t) ∈ R n u and y(t) ∈ R n y are respectively the state, input and measurement vectors, and t is the discrete time index. In this paper a nonlinear MHE approach based on the work [4] , [5] , [6] is extended. In [4] , [5] , strongly detectable systems [7] are considered, and convergence on compact sets is analyzed. In [6] the strong detectability conditions is relaxed by using the concept of incremental input-to-state stability [8] and provide global conditions for exponential stability. The present paper provides additional results on the choice of weighting matrix in the moving horizon cost function in order to achieve regularization when data are not persistently exciting, based on monitoring of information contents using the singular value decomposition, similar to [4] , [5] . Conditions for local exponential stability are derived. tor.arne.johansen@itk.ntnu.no
II. PRELIMINARIES
The following notation and nomenclature is used. ||x|| 2 A = x T Ax by A ≥ 0. For two vectors x ∈ R n and y ∈ R m we let col(x, y) denote the column vector in R n+m where x and y are stacked into a single column. The composition of two functions f and g is written f
We define the notion of global incremental input-to-state stability [8] .
Definition 1: The system (1a) is globally incrementally input-to-state stable (δ ISS), if there exist a KL-function θ and a K ∞ -function γ u such that for any t ≥ 0, any initial conditions x(0),x(0) ∈ R n x and any u [t−1] ,ū [t−1] with u( j),ū( j) ∈ R n u , 0 ≤ j ≤ t − 1, the following is true:
(2) Definition 2: (δ ISS-Lyapunov Function) A continuous function V : R n x × R n x → R ≥ 0 is called a δ ISS-Lyapunov function for the system (1a) if the following holds:
3. There exists a K-function σ , such that for any x,x and any couple of input signals u,ū
with α 3 positive on R + . The following results are taken from [6] Theorem 1: If there exists a δ ISS-Lyapunov function for the system (1a), then the system (1a) is δ ISS. Moreover, the δ ISS property holds with
for some ρ ∈ [0, 1). Proof: Given in Appendix A for completeness. 
Lemma 1: Consider the system (1a) with f globally Lipschitz and continuously differentiable. The system has a quadratic δ ISS-Lyapunov function V with a symmetric matrix Q > 0 and a symmetric matrix ∆ > 0 and a Lyapunov matrix P = P T > 0 if for all x,x ∈ R n x and u ∈ R n u
for some symmetric Q > 0 and Λ(x,x) = 1 0
Proof: The proof is given in [6] .
III. NONLINEAR MHE PROBLEM FORMULATION
The N +1 consecutive measurements of outputs and inputs until time t are denoted as
. . .
To express Y t as a function of x(t − N) and U t , denote f u(t) (x(t)) = f (x(t), u(t)) and h u(t) (x(t)) = h(x(t), u(t)), and note from (1b) that the following algebraic map can be formulated [2] :
Definition 4:
The system (1a)-(1b) is globally Nobservable if there exists a K-function ϕ such that for any x 1 , x 2 there exists a U t such that
The input U t is said to be N-exciting for the globally N-observable system (1a)-(1b) at time t if there exists a K-function ϕ t such that for any x 1 , x 2 satisfying
Define the N-information vector at time t as
When a system is not N-observable, it is not possible to reconstruct exactly all the state components from the Ninformation vector. However, in some cases one may be able to reconstruct exactly at least some components, based on the N-information vector, and the remaining components can be reconstructed asymptotically. This corresponds to the notion of detectability [7] , where we suppose there exists a coordinate transform T :
that lead to the following form
This transform effectively partitions the state x into an observable sub-state z ∈ R n z and an unobservable sub-state ξ ∈ R n ξ , and the following global detectability definition can be given, [6] :
There exists a coordinate transform T that brings the system in the form (11a)-(11c).
2) The sub-system (11b)-(11c) is globally N-observable.
3) The sub-system (11a ) has a global quadratic δ ISSLyapunov function.
Definition 7:
The input U t is said to be N-exciting for a globally N-detectable system (1a)-(1b) at time t if it is Nexciting for the associated globally N-observable sub-system (11b)-(11c) at time t. The following regularity properties are assumed throughout this paper: (A1) The functions f and h are globally Lipschitz and twice differentiable.
(A2) The function T is continuously differentiable, globally Lipschitz and bounded away from singularity for all x ∈ R n x such that T −1 (x) is well defined. It is also assumed that T −1 (x) is globally Lipschitz. (A3) The system (1a)-(1b) is globally N-detectable and the input U t is N-exciting for all t ≥ 0. Moreover, the subsystem (11a ) has a global quadratic δ ISS-Lyapunov function
(A4) x(t), u(t) and y(t) are bounded for all t ≥ 0. The proposed MHE problem consists in estimating, at any time t = N, N + 1, . . ., the state vectors x(t − N), . . . , x(t), on the basis of a priori estimatesx(t − N) and the information vector I(t). It is assumed that an a priori estimator is determined from the last estimatex o (t − N − 1|t − 1), bȳ
A convergent estimator is pursued by minimizing the following weighted regularized least-squares criterion
TueC5. 3 with M ≥ 0 and W t ≥ 0 being symmetric time-varying weight matrices. The first term is a standard least-squares term, while the second term provides a regularizing effect as it penalizes deviation from an open loop observer. The regularization leads to graceful degradation of performance if data are not N-exciting and the system is subject to uncertainty such as noise and unknown disturbances.
be the associated optimal estimate, and the estimation error is defined as
IV. STABILITY OF NONLINEAR MHE
In the stability analysis we will need to make use of the coordinate transform into observable and unobservable states, although we emphasize that knowledge of this transform is not needed for the implementation of the observer. To express Y t as a function of z(t − N) and U t , the following algebraic mapping can be formulated similar to the mapping H:
In order to state the stability result and the proof, the following definitions are given:
Theorem 2: Suppose that assumptions (A1)-(A4) hold. Then for any M ≥ 0, there exists a sufficiently large weight matrix W t ≥ 0 such that the observer error dynamics is globally exponentially stable.
Proof: The proof is found in [6] , and repeated here for completeness since it is needed in the proof of the main result in the next section. The basic idea behind the proof consists in establishing upper and lower bounds on the optimal cost J o t , and use these bounds to show convergence.
Lower bound on the optimal cost J o t
Using the fact that system (1a)-(1b) can be transformed ) ) such that in the new coordinates, the system is in the form of (11a)-(11c). Note that the first term in the right-hand side of expression (13) in the new coordinates can be rewritten as
From Proposition 2.4.7 in [9] , since (A1) and (A2) hold, we have
Then we have
Taking zero as the lower bound on the second term of (13) we get
Upper bound on the optimal cost J o t
)). From the optimality ofx o (t − N|t), we have J o t ≤ J(x(t − N);x(t − N), I(t)). Combining the upper and lower bound on J o t , J(x(t − N);x(t − N), I(t)) ≥ ||z(t − N)
Proof of the stability.
Considering the cost function J(x(t −N);x(t −N), I(t)), ||Y t − H(x(t − N),U t )||
Therefore,
Consider a Lyapunov function V (s(t)) = ||s 1 (t)||
where s(t) = col(s 1 (t), s 2 (t)), P 1 > 0 and P 2 = P ξ (P ξ is given in (12)) for all t ≥ 0. Let
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In the following V (s(t))−V (s(t −1)) < 0, ∀s(t) = 0 for some W t is shown.
Considering the optimization problem (13), it is easy to know thatξ o (t − N|t) =ξ (t − N). Since (A3) holds, then there exists a global quadratic δ ISS-Lyapunov function such that (12) is true. Then,
Therefore, we know that
Since (A1)-(A4) hold,Φ t has full rank and ||Φ T tΦt || ≥ εI for some ε > 0, there always exists W t such that
It follows that
Then, we have
Since ||Υ t || and ||Γ t || are bounded, there always exists a sufficiently large weight matrix W t such that for all t ≥ 0
for some arbitrary symmetric∆ > 0. Then we have
which implies that s(t) is globally exponentially stable. Since (A2) holds, it is easy to obtain that the error dynamics is globally exponentially stable.
V. SELECTING WEIGHT PARAMETERS
This section presents the main result of the paper. From (23), we know that the condition on W t depends on Φ t ,Υ t ,Γ t , M and ∆ z . Unfortunately, sinceΦ t depends on the unknown state we cannot monitor it. Hence, we have to rely on some approximation or estimate ofΦ t . Since (A1)-(A2) hold, from Proposition 2.4.7 in [9] , we have
With z = ηd, we havẽ
Suppose that ||e(t − N)|| is sufficiently small. Then the following approximations can be made by neglecting higher order termsΦ
In this paper we propose to choose the matrix M such that
where β ≥ 0 is a scalar and define
Since ||Γ t+1 || is always bounded, there always exist a positive scalar γ such that
Similarly, since ||Υ t ||, ||Γ t || are bounded, there always exist a positive scalar δ such that
Since (A3) holds, there always exists a non-negative scalar
Theorem 3: Suppose that assumptions (A1)-(A4) hold. For any given β ≥ 0 and∆ = υηη T > 0 with a scalar υ > 0, if the choice of W t ≥ 0 satisfies
then the observer error dynamics is locally exponentially stable. Proof: From (23), it is easy to know that if the choice of W t ≥ 0 satisfies the following inequality,
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Therefore, since (33) holds for some W t ≥ 0, the observer error dynamics is locally exponentially stable.
There are many methods to find W t such that (33) holds. Here one possible W t is provided, similar to [4] , [5] . Consider a singular value decomposition (SVD) [10]
Any singular value (diagonal elements of the matrixS t ) that is zero or close to zero indicates that a linear combination of states is unobservable or the input is not N-exciting. Moreover, the corresponding row of the V t matrix will indicate which linear combination of states cannot be estimated (locally). The Jacobian has the structural property that its rank will be no larger than dim(z) = n z , due to a certain manifold being unobservable. The N-excitation of data may therefore be monitored through the robust computation of the rank of the Jacobian matrix using the SVD. We know that the convergence depends on W t being chosen such that (33) holds. To pursue this objective, we propose to choose W t such that, whenever possible,
where α > 0 is a scalar, and the thresholded pseudo-inversẽ S + ρ,t = diag(0, ..., 0, 1/σ t,1 , ..., 1/σ t,ℓ ) where σ t,1 , ..., σ t,ℓ are the singular values larger than some ρ > 0 and the zeros correspond to small singular values whose inverse is set to zero [10] . Then we have 
It should be necessary to note that the choice of α satisfying (37) is mostly relevant as a qualitative guideline rather than as a practical tuning method, since the scalars in (37) may be both hard to compute, and will in many cases also be conservative compared to the linear matrix inequality conditions (23). For inputs that are not N-exciting, the parameter ρ > 0 may be tuned in order to enhance robustness of the algorithm such that W t gives zero weight on state combinations that are not excited by the given input [4] , [5] . The effectiveness of this appraoch is studied in some case studies [11] , [12] .
VI. NUMERICAL EXAMPLE Consider the following systeṁ
It is clear that x 1 is not observable, but corresponds to a δ ISS system. It is also clear that the observability of x 3 will depend on the excitation u, while x 2 is generally observable. One may think of x 3 as a parameter representing an unknown gain on the input, where the third state equation is an augmentation for the purpose of estimating this parameter. The same observability and detectability properties hold for the discretized system with sampling interval t f = 0.1. It is easy to know that the sub-system (38a) has a quadratic δ ISS-Lyapunov function with P ξ = 1 and ∆ z = diag(0.02, 0.01).
In this simulation example we choose x 0 = [4, −7, 2],x 0 = [3, −5.9, −1]. Choose N = 2 and∆ = I 2×2 . Measurement noise, with independent uniformly distributed v ∈ [−0.5, 0.5], is added to the base case. The input is chosen with periods without informative data as follows: During 0 ≤ t < 30t f , u = 0. During 30t f ≤ t < 60t f , u is discrete-time white noise. During 60t f ≤ t ≤ 120t f , u = 0. In the simulation, true system has an input disturbance with u−0.15, and the model used in the MHE observer (13) has an input disturbance with u−0.3. In the following figures, true states are shown in solid line; estimated states of proposed work are shown in dash-dot line.
• Case 1: Choose β = 0.8, α = 1.3 and δ = 0.058. The simulation result is shown in Figure 1 .
• Case 2: Choose β = 0 and α = 1 and δ = 0.01. The simulation result is shown in Figure 2 . The regularization is achieved by β > 0 since otherwise the parameter estimation will be mainly dominated by noise, as shown by case 2. The threshold δ > 0 will effectively turn off the updating of the un-excited states which is seen in Case 1 for t < 30t f and t > 60t f , any may prevent undesired drift of the estimates.
VII. CONCLUSIONS
We propose a regularization-based adaptive weight selection method for nonlinear moving horizon estimators, similar to [4] , [5] . The class of nonlinear systems is slightly extended by considering a global N-detectability condition introduced in [6] . Conditions for exponential convergence are given, and the weight selection method is illustrated with simulations.
APPENDIX A-THE PROOF OF THEOREM 1
The proof is similar to the one in [13] . From the hypothesis we know that α 1 (||x −x||) ≤ V (x,x) ≤ α 2 (||x −x||). For x,x ∈ R n x \ {0}, due to V (x,x) ≤ α 2 (||x −x||), we obtain
V (x,x) α 2 (||x −x||) = 1 − α 3 (||x −x||) α 2 (||x −x||) V (x,x). Let ρ 1 (α 2 , α 3 ) = 1 − α 3 (||x−x||) α 2 (||x−x||) . Now we will show that ρ 1 (α 2 , α 3 ) ∈ [0, 1). Since (4) holds for u −ū = 0, 0 ≤ V ( f (x, u), f (x,ū)) ≤ V (x,x) − α 3 (||x −x||) ≤ α 2 (||x −x||) − α 3 (||x −x||).
From the above, ρ 1 (α 2 , α 3 ) ∈ [0, 1). Then it is easy to find ρ ∈ [0, 1) such that ρ ≥ ρ 1 (α 2 , α 3 ). Together with V (0, 0) − α 3 (||0||) = 0 ≤ ρV (0, 0), we have that V (x(t + 1),x(t + 1)) ≤ ρV (x(t),x(t)) + σ (||u(t) −ū(t)||).
We can apply the above inequality repetitively, which yields: 
