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This thesis focuses upon the detection and prediction of changepoints in time series.
In particular, we develop a range of methods, both parametric and non-parametric, to
detect, predict, and forecast in the presence of changepoints. We consider a range of
data applications. These include economic, environmental and telematics data sets.
The first part of this thesis concentrates on forecasting. We propose two approaches
to incorporate changepoints into the forecasting process. Each of these approaches
are flexible. Additionally, we develop methodology to predict future changepoints in
a time series. In particular, we can predict changepoints at both future time points,
and changes near the end of the time series for which we do not yet have enough
observations to detect. This also includes a new approach to pre-whitening time
series that accounts for changes in the second order structure of the explanatory time
series.
The second part of this thesis is concerned with changepoint detection. We introduce
methodology for detecting changes in both the variance and the autocovariance of time
series. To do this we consider a local measure of the variance and the autocovariance
over time. The approach is non-parametric and resilient to the presence of outliers.
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Data is becoming increasingly important to industries operationally and, with an up-
rise in the number of companies that provide data warehousing and other cloud based
data management services, it is becoming faster and cheaper to perform large scale
analytics. Consequently, time series are increasing in size.
Forecasting is one of the many important areas of time series analysis. When fore-
casting it is often assumed that the statistical properties of the time series remain
constant throughout time. However, as a time series becomes longer, this assumption
is less likely to hold. The focus of this thesis is the development of methods to detect
such changes and incorporate them into forecasting.
Chapter 2 provides a literature review of changepoint detection with a focus upon
time series. Throughout this review, it is apparent that change detection is of use
in a multitude of application areas. This is reflected within this thesis. Chapter 3
considers microeconomic data, whereas Chapters 4 and 7 focus upon Telematics data.
In contrast, Chapter 6 has an environmental focus.
Chapter 3 builds upon the changepoint methodology, reviewed in Chapter 2, to pro-
pose two methods for using changepoints to improve forecasts. The first considers
1
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identifying changes during the data preprocessing stage before building our forecast-
ing model. The second detects changes in the model we use to forecast the time series.
This chapter allows forecasts to be produced in the presence of changepoints however,
it does not have the facility to forecast changes explicitly. Hence, Chapter 4 introduces
a framework in which future changepoints can be predicted. This methodology relies
on constructing a relationship between two time series which both exhibit related
changes. The location of changes in one series are then used to estimate the changes
in the other. Chapter 4 also introduces an alternative approach to pre-whitening
time series, which does not rely on the assumption of second order stationarity. This
methodology exploits the changepoint detection methodology introduced in Chapter
3.
Chapters 3 and 4 highlight that many aspects of time series modelling rely on ef-
fectively capturing second order dependence structure. The methodology in Chapter
3 has the ability to capture changes in the second order structure of a time series,
however it is limited to assuming that the time series follows an autoregressive (AR)
or a moving average (MA) model. The remainder of this thesis seeks to remove this
AR/MA assumption. These chapters use wavelets in their approach. Wavelets are
suited to modelling the time-varying second order structure of time series due to
their localisation properties. Chapter 5 provides a review of wavelets and outlines the
methodology required as a basis for Chapters 6 and 7. Chapter 6 introduces a method
to detect changes in the variance of a time series and Chapter 7 generalises this to the
case of the autocovariance. These methods make no AR/MA assumptions on model




In this literature review we focus upon changepoint analysis. This provides a basis
for the first part of this thesis. In Chapter 5, we provide a separate literature review
on wavelets.
2.1 Introduction
A changepoint is a point, or position, in an ordered data sequence where the statistical
properties change in some way. For example a changepoint could represent a point
in time such that the variance of the observations prior to the change differ to those
after the change, see for example Figure 2.1a. Alternatively for genomic data, in
which observations are ordered by position on a chromosome, a changepoint could
indicate a position where the mean level of the copy number of the DNA is smaller
prior to the change, than afterwards, see for example Figure 2.1b.
Specifically in a time series setting, changepoints could occur in lower order struc-
tures, such as the mean, or they could occur in higher order structures such as the
autocovariance. More than one statistical property could change at the same time. It
3













































Figure 2.1: Two examples of changepoints: (a) a point in time where the variance
changes and (b) a position along a chromosome where the mean level changes.
is vital, in a modelling or forecasting setting, that we account for changepoints within
our frameworks, failure to do so will result in flawed inference. As a consequence of
the practical importance of changepoints, a vast literature surrounding the area has
arisen over the last fifty years.
Since the early work in changepoints by Page (1954) in the context of quality control,
changepoint detection methods have been extensively developed in a range of different
application areas. Some classical applications of changepoint detection include: cli-
matology (Reeves et al., 2007; Ruggieri et al., 2009); finance (Spokoiny, 2009; Andreou
and Ghysels, 2009); model validation (Fryzlewicz and Subba Rao, 2010). More mod-
ern applications include network security (Lvy-Leduc and Roueff, 2009; Bodenham
and Adams, 2014), neuroscience (Aston et al., 2012; Kirch et al., 2015) and linguistics
(Kulkarni et al., 2015).
In this chapter we discuss a range of approaches to the problem of detecting change-
points. We restrict our attention to the problem of retrospectively detecting change-
points in an “off-line” setting. The contrasting sequential setting is described by Lai
(1995) and Polunchenko and Tartakovsky (2012). For a general review of changepoint
detection we refer the reader to (Carlstein et al., 1994; Chen and Gupta, 2013; Eckley
et al., 2011; Jandhyala et al., 2013).
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The aim of this chapter is to form the basis for the work presented in Chapters 3
and 4 of this thesis. To begin, in Section 2.2 we introduce the single changepoint
model. Then in Section 2.3 we introduce binary segmentation and its variants. These
can be used to extend any single changepoint model into the multiple changepoint
setting. In Section 2.4 we describe the penalised cost function approach to multiple
changepoint detection and in Section 2.5 we briefly review some other changepoint
frameworks. Specifically, in Section 2.6 we review changepoint detection methods
focused on second order structure.
2.2 Single Changepoint Detection
Consider an ordered data sequence of length n, say y1:n = (y1, . . . , yn), and let Y1:n
be the corresponding sequence of random variables. Then, following the notation
of Eckley et al. (2011), a single changepoint occurs if there exists a location τ ∈
{1, . . . , n − 1} such that the statistical properties of {y1, . . . , yτ} and {yτ+1, . . . , yn}
differ. It is natural to introduce the detection of a single changepoint as a likelihood-
ratio test.
The likelihood approach to detect changepoints was first proposed by Hinkley (1970)
for detecting changes in mean within a sequence of i.i.d. Normally distributed obser-
vations. This was later generalised to other distributions, for example Gamma (Hsu,
1979), Exponential (Haccou and Meelis, 1988), and Binomial (Hinkley and Hinkley,
1970). It has also been extended to detect changes in other properties of the data,
for example the variance (Chen and Gupta, 1997).
In the likelihood approach, we present the detection of a single changepoint as a
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hypothesis test with the null and alternative hypothesis given by
H0 : No changepoint. H1 : A single changepoint.
Under the null hypothesis, H0, the maximum log-likelihood is given by `(y1:n|θˆ), where
`(·) is the log-likelihood of the probability density function associated with the entire
data and θˆ is the maximum likelihood estimator of the parameters.
Assuming independence across segments, under the alternative hypothesis, the max-
imum profile log-likelihood for a given changepoint τ ∈ {1, 2, . . . , n− 1} is given by
Pr`(τ) = `(y1:τ |θˆ1) + `(yτ+1:n|θˆ2),
where θˆi, i = 1, 2, are the maximum likelihood estimators of the parameters for
segment i. The location of the changepoint is discrete, therefore the maximum log-
likelihood under H1 is: maxτ Pr`(τ).








We then choose a threshold β such that if λ(y1:n) > β, we reject the null hypothesis. In
this case the position of the changepoint, τˆ , is estimated by the profile log-likelihood
for τ :
τˆ = arg max
τ
Pr`(τ).
In order to select the appropriate threshold β for a required significance level, the
asymptotic distribution for the likelihood ratio test must be attained. These distribu-
tions, and consequently the thresholds, for the case of Normal, Binomial and Poisson
distributions are derived by Chen and Gupta (2013).
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In the following section, we illustrate how the likelihood approach could be extended
into a multiple changepoint setting.
2.3 Binary Segmentation
Binary segmentation (BS), first introduced by Scott and Knott (1974), is arguably
the most widely used method for detecting multiple changepoints and can be used
to extend any single changepoint method, for example the likelihood-ratio approach
(Eckley et al., 2011).
To perform binary segmentation we first apply the chosen single changepoint detection
method to the entire data set. If no changepoint is found then the algorithm has
finished. If a changepoint is detected, call this τ , then the data is split into two
segments, y1:τ and yτ+1:n. We then apply the single changepoint method to the two
segments and repeat iteratively. We stop when no further changepoints are detected.
Binary segmentation has since been implemented by Venkatraman (1992) and Chen
and Gupta (1997) to detect changes in independent Normal observations. Cho and
Fryzlewicz (2012) and Killick et al. (2013) have used it in conjunction with the wavelet
spectrum to detect changes in the second order structure of time series. Venkatraman
(1992) and Cho and Fryzlewicz (2012) prove the consistency of the algorithm in the
case of an unknown number of changepoints with additive and multiplicative errors,
respectively.
Despite being fast, O(n log n), binary segmentation does have some disadvantages.
A drawback to its computational efficiency is that it is only approximate. This is
because the changepoint locations identified are conditional on previously identified
changepoints. Another drawback is that binary segmentation may fail to identify
small segments between larger ones, or ‘epidemic’ changepoints, when we have two
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changepoints and the first and last segment follow the same distribution.
To overcome these drawbacks, Olshen et al. (2004) introduce a modification of BS,
called circular binary segmentation (CBS). At each iteration, this algorithm can detect
either a single changepoint or two changepoints. As the name suggests, it considers
the data in a circular fashion, and at each iteration the data within which you are
searching for a changepoint/s is joined at either end to form a circle.
Willenbrock and Fridlyand (2005) and Lai et al. (2005) both compare circular binary
segmentation against other methods for detecting changepoints in comparative ge-
nomic hybridization (CGH) data and show that it performs well, however from the
methods compared, Lai et al. (2005) conclude that CBS is one of the slowest. The
loss in computationally efficiency of circular binary segmentation is attributed to the
non-parametric methods used to calculate the p-value, and as such, the algorithm
grows quadratically with the length of the data.
A faster CBS algorithm is later developed by Venkatraman and Olshen (2007) in
which the p-value of the test statistic is calculated using a Gaussian random field.
A stopping rule is also added which limits the number of iterations of the algorithm
when there is strong evidence of a change. The changes implemented by Venkatraman
and Olshen (2007) improve the efficiency of CBS with only a small loss in accuracy.
Another modification to binary segmentation (BS) is wild binary segmentation (WBS)
(Fryzlewicz et al., 2014). This calculates the test statistic on random draws from the
data thereby sacrificing computation time for an increase in accuracy. This modi-
fication also alleviates the small segment issue and can identify changes of smaller
magnitude.
More specifically, WBS calculates the test statistic on multiple intervals with start
and end points which are drawn uniformly, with replacement, from the set {s, . . . , e},
where s and e are the start and end points of the current segment. Having done this,
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the test statistics are weighted according to the length of the interval and the largest
test statistic is tested against the threshold value.
In the WBS setting, in addition to choosing a threshold for detecting a changepoint,
the number of intervals drawn at each iteration also needs to be chosen. This in-
troduces a trade off between accuracy and computationally efficiency. An increased
number of intervals will increase accuracy, but this comes at a loss of computational
efficiency. Fryzlewicz et al. (2014) discuss the choice of penalty and number of inter-
val in order to obtain good results. In addition to having more tuning parameters,
WBS has increased computational time over BS, because the test statistic needs to
be computed for multiple intervals.
In summary, BS is easy to understand and it can be used with any changepoint test
thus providing a simple route from single changepoint detection to multiple changes.
However, there are clear disadvantages in terms of approximation error, which are
not wholly overcome by the new variants. The following section discusses a penalised
cost function approach to changepoint detection which, in contrast to BS, can be
guaranteed to give the optimal solution.
2.4 Penalised Cost Functions
In a multiple changepoint setting, one commonly used method is the penalised cost
function approach. Following Eckley et al. (2011), consider m changepoints with
positions τ = (τ1, . . . , τm). Each changepoint position τi, is an integer between 1 and
n− 1 and we define: τ0 = 0 and τm+1 = n. The changepoints are ordered such that:
τi < τj ⇐⇒ i < j. Thus the m changepoints split the data series into m+1 segments
with the ith segment containing y(τi−1+1):τi . In practice we impose a minimum segment
length, g, such that τi+1 − τi ≥ g ≥ 2. Then, in order to determine the locations of
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where C is a cost function over a segment and βf(m) is a penalty based on the
number of changepoints m (Killick et al., 2012). The penalty term is introduced to
prevent over-fitting. An example penalty is the Schwarz Information Criterion (SIC,
(Schwarz et al., 1978)) (β = p log n), where p is the number of additional parameters
introduced by an additional changepoint. If this penalty is set too high, we run the risk
of under-fitting. Generally, the value of the threshold can have substantial impact on
the number of changepoints estimated, see Haynes et al. (2017a) for examples. The
function f(m) is often taken to be the number of changepoints m, resulting in a
penalty that is linear in the number of changepoints.
Detecting multiple changepoints is more computationally challenging than the single
changepoint case. Specifically, as the length of the data sequence increases, the num-
ber of possible changepoint positions increases rapidly. For this reason, much of the
multiple changepoint literature is dedicated to developing efficient algorithms.
In the following, in Section 2.4.1, we first review dynamic programming approaches
to solving the minimisation problem in equation (2.4). In Section 2.4.2 we discuss
the choice of cost function in equation (2.4). Finally, in Section 2.4.3 we discuss the
choice of penalty for equation (2.4).
2.4.1 Dynamic Programming
The first dynamic programming approach to changepoint detection was undertaken by
Auger and Lawrence (1989) in their Segment Neighbourhood Search (SNS) algorithm.
This assumes that there is some maximum number of changepoints, M , and for each
CHAPTER 2. LITERATURE REVIEW 11
number of changes 1, . . . ,M it determines the best partition of the data. This solves
a constrained version of equation (2.4). The computation is of order O(Mn2). This
method does not have a choice of penalty but as, in practice, the number of changes
is often unknown, it can be equally difficult to return a single segmentation.
Jackson et al. (2005) introduce Optimal Partitioning (OP) which improves upon Seg-
ment Neighbourhood Search. Optimal Partitioning requires no such assumption on
the number of changes in the data and is instead of order O(n2). It aims to solve
the penalised minimisation problem in equation (2.4). In contrast to creating a dy-
namic program across the number of changes, Jackson et al. (2005) create a dynamic
program across time. This requires no upper bound on the number of changes but a
penalty must be chosen.
Exploring the structure of this dynamic program further, OP first conditions on the
last point of change and then calculates the optimal segmentation of the data up
until that point. As the segments are independent, if we know the position of the last
changepoint, then we can use this to calculate those prior to it. Thus if for every time
point we know when the last change was prior to that, we can reconstruct the entire
segmentation.
Formally, let F (n) be a minimisation from equation (2.4) with f(m) = m. Then we
can write








Then, denote the last changepoint τm as τ
∗. If we condition on the location of the
last change, then we can obtain







[C(y(τi−1+1):τi)) + β]+ C(y(τ∗+1):n) + β
}
. (2.2)
This procedure can then be repeated for subsequent changepoints. To illustrate the
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iterative nature of this procedure, we can re-write equation (2.4.1) as
F (n) = min
τ∗
{
F (τ ∗) + C(y(τ∗+1):n) + β
}
.
Optimal Partitioning is of orderO(n2), so in order to make this approach faster, Killick
et al. (2012) introduces the Pruned Exact Linear Time (PELT) algorithm. PELT is
based on the Optimal Partitioning method of Jackson et al. (2005), but involves
an inequality based pruning step within the dynamic program. PELT reduces the
computational cost of OP whilst maintaining the exactness of the method.
PELT considers the data sequentially and the optimal segmentation up to that time
point. At each time point, Killick et al. (2012) demonstrate that the number of
changepoint configurations is restricted. For all times t < s < n, it is assumed there
exists a constant K such that,
C(y(t+1):s) + C(y(s+1):n) +K ≤ C(y(t+1):n).
Then, defining F (·) as in equation (2.4.1), if
F (t) + C(y(t+1):s) +K ≥ F (s)
holds, at a future time n > s, t can never be the optimal last changepoint prior to n.
This means that time t does not need to be considered in the calculations for future
times greater than n for the rest of the dynamic program. Most cost functions satisfy
this condition and Killick et al. (2012) provide details on the selection of K. If the cost
function is the negative log-likelihood, then K = 0. However, in order to obtain the
bound K, it must be assumed that the number of changepoints in the data increases
linearly with the length of the data. In such as case, implementing this restriction,
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or pruning step, means that the number of changepoint configurations is bounded by
a constant number, K, at each time step. Thus PELT is of order O(Kn). In the
case that the number of changepoint does not increase linearly with the length of the
data, PELT can not achieve O(Kn), and so PELT is best in applications where the
number of changepoints is large.
Maidstone et al. (2017) introduce a similar method to PELT which also uses inequality
based pruning, but instead they apply it to SNS and call it Segment Neighbourhood
with Inequality Pruning (SNIP), however this performs poorly in comparison to prun-
ing SNS using functional pruning.
Rigaill (2015) introduce an algorithm called pDPA, and this is a pruned version of
Segment Neighbourhood Search (Auger and Lawrence, 1989). Instead of performing
inequality based pruning, they use functional pruning. Rigaill (2015) show empirically
that the time complexity of pDPA is O(Kn log n). A drawback of pDPA is that it is
necessary to calculate and store the values of multiple cost functions. Additionally,
as it implements functional pruning, it can only be used to detect changes in a single
parameter.
Similarly, Maidstone et al. (2017) introduce Functional Pruning Optimal Partitioning
(FPOP) which uses functional pruning on OP and they show that this always prunes
more than PELT. They also perform an empirical study which suggests that FPOP is
computationally efficient for large datasets regardless of the number of changepoints.
However, once again, as this implements functional pruning, it can only be used to
detect changes in a single parameter.
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2.4.2 Cost Function
Cost functions for changepoint detection can be categorised as those which are para-
metric and based upon the likelihood of the data, and those which are non-parametric
and so make no assumptions on the distributional form of the data.
When using the likelihood as the basis for a cost function of a segment, we use a scaled
maximum log-likelihood: − log `(y(τi−1+1):τi |θˆ), where θ is the vector of parameters in
which we want to find changes in. For example, changes in mean in i.i.d. Gaussian
data can be detected by replacing the cost function C(·) in equation (2.4) with twice
the negative log-likelihood for a Gaussian distribution with common variance and
segment specific mean. For the data in a segment y(τi−1+1):τi , the segment cost of







where µˆ is the maximum likelihood estimator for the segment mean.
A likelihood based cost function is effective if the distributional assumptions are realis-
tic. However, as the data becomes increasingly different from the chosen distribution,
the power to detect a changepoint will decrease. Therefore, if we model the data
using the wrong distribution, changepoint locations are less reliable. Consequently, a
non-parametric cost function may be preferable.




(yt − θi)2 (2.3)
where θi is the mean of the segment containing data yτi−1+1:τi . The use of the quadratic
loss function can be seen in Inclan and Tiao (1994) and Rigaill (2015). The quadratic
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loss function (2.4.2) approach is susceptible to outliers and Fearnhead and Rigaill
(2018) suggest the use of a cost function that increases at a slower rate in |y − θ|,
these include the Huber loss and the biweight loss (Huber, 2011).
Alternatively, Zou et al. (2007) introduce a non-parametric equivalent to the scaled
log-likelihood. They propose a non-parametric log-likelihood function based upon the
empirical cumulative distribution function (CDF) and use this in a likelihood ratio
test to detect a single changepoint. This is later extended by Zou et al. (2014) into the
multiple changepoint setting using Segment Neighbourhood Search (SNS). Zou et al.
(2014)’s approach performs well however it is computationally slow, O(mn2+n3). This
complexity is attributed to the pre-computation of the segment costs and running the
SNS algorithm.
Later, Haynes et al. (2017b) build upon Zou et al. (2014)’s approach in order to
improve the computationally efficiency; they simplify the segment cost using an ap-
proximation and use PELT instead of SNS. The resulting algorithm, which they call
ED-PELT, runs with expected computational cost of O(n+ n2 log n).
Other approaches which use a non-parametric cost function include the “E-Divisive”
method of Matteson and James (2014). This uses a cost function which aims to
maximise a Euclidean distance between two sub-segments at each iteration of BS. It
is later used within a dynamic programming setting (James and Matteson, 2015).
Non-parametric approaches to changepoint detection can often be more robust as no
distributional assumptions are made, however if the distribution is known, a para-
metric approach will be more powerful.
Having discussed the choice of cost function for use in equation (2.4), we now turn
our attention to dynamic programming, an algorithm which can be used to solve this
minimisation problem.
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2.4.3 Penalty
In a penalized cost setting, the final model determined will be dependent upon the
penalty used in equation (2.4). This penalty, consists of two components. The first,
is the constant β and the second is the function f(m). Usually, we set f(m) = m
such that it is linear in the number of changepoints (Killick et al., 2012). Picard et al.
(2005) and Birge´ and Massart (2007) offer some discussion on alternative penalty
choices. Choices for the constant β are more varied in the literature.
Examples of penalties which are commonly used include Akaike’s information criterion
(AIC, (Akaike, 1974)), Schwarz information criterion (SIC, (Schwarz et al., 1978)) and
the Hannan-Quinn information criterion (Hannan and Quinn, 1979), defined as
AIC : β = 2p
SIC : β = p log n
Hannan-Quin : β = 2p log log n,
respectively. Asymptotically, the SIC and the Hannan-Quin penalties result the cor-
rect number of changepoints, see Yao et al. (1988) for details. Despite this, the
Hannan-Quin penalty is less popular. The AIC is still popular despite it asymptot-
ically over estimating the number of changepoints (Birge´ and Massart, 2001). This
has also been observed in practice by authors such as Haynes et al. (2017a), Kim et al.
(2009) and Lavielle (2005). Alternatively, Lavielle (2005) propose an adaptive choice
of penalty.
In many applications it may not be appropriate to choose only one penalty and seg-
mentation. It may be better to have multiple segmentations of the data and then
choose the most suitable according to a practitioner or the task at hand. Addition-
ally, if the assumed distributional form of the data is incorrect, then the assumptions
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that ensure these penalties provide consistent estimates may not be valid. For this
reason, more recently, Haynes et al. (2017a) propose a method “Changepoints for
a Range Of Penalties” (CROPS) which returns all possible segmentations for some
penalty range in a computationally efficient manner.
In the following, we now turn our attention to an alternative approaches to detecting
multiple changepoints.
2.5 Other Approaches
In Section 2.3 and 2.4 we described two approaches to detecting multiple changepoints.
Here we briefly review some alternative approaches to the problem. Specifically, in
Section 2.5.1 we describe a genetic algorithm approach, in Section 2.5.2 we describe
a hidden Markov model approach and finally in Section 2.5.3 we describe a Bayesian
approach to changepoint detection.
2.5.1 Genetic Algorithm
A genetic algorithm is like natural selection taking place in species evolution. Suppose
we have a set of solutions which have weights according to some optimization criterion,
then according to these weights, we select two ‘parent’ solutions. These two solutions
form a new ‘child’ solution whose genes consist of the best genes from the parents.
The procedure allows mutation to take place such that the algorithm does not get
stuck in local optima.
The use of a genetic algorithm for changepoint detection has been implemented by a
selection of authors. For example, Liang and Wong (2000) develop an evolutionary
Markov Chain Monte Carlo (MCMC) routine for changepoint detection, Davis et al.
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(2006) use a genetic algorithm to detect changes in autocovariance in a time series
and Li and Lund (2012) follow by example to detect changes in the mean of climatic
time series.
The genetic algorithm approach has the advantage that it will produce high quality
segmentations very quickly. However the search is approximate and repeated runs on
the same data may not produce the same results.
2.5.2 Hidden Markov Models
Hidden Markov models (HMMs) are an extension of Markov models first developed
by Baum and Eagon (1967) at the Institute for Defense Analyses. They are used in
applications such as pattern recognition (Rabiner, 1989) and clustering (Knab et al.,
2003). A HMM can be characterised by an underlying process generating an observ-
able sequence. This latent process is a Markov process and generates observations.
Luong et al. (2012) provide an introduction the use of HMMs for changepoint analysis.
A HMM can be fitted using either a classical frequentist or a Bayesian framework
and the hidden states (segmentations) can be inferred using, for example, Viterbi
(Viterbi, 1967) and Posterior Decoding (Juang and Rabiner, 1991) algorithms, or
the Forwards-Backward equations (Baum et al., 1970). For a recent contribution to
changepoint detection using HMMs, please see the work of Ko et al. (2015), who
propose an extension to the HMM of Chib (1998).
2.5.3 Bayesian Methods
A Bayesian framework for changepoint analysis was first introduced by Chernoff and
Zacks (1964) for detecting a change in the mean of a sequence of independent normal
random variables. In a Bayesian setting, we must specify a prior on the number of
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changepoints, the location of changepoints and also upon the parameters for each
segment. There are two ways to do this. The first is to put a prior on the number of
changepoints and then another prior for their position given the number of change-
points (Barry and Hartigan, 1992). The second formulation is to specify a prior for
both the number of changepoints and their positions indirectly through a distribution
for the length of each segment (Pievatolo and Green, 1998).
In the first case, if the number of changepoints is known, then Markov Chain Monte
Carlo (MCMC) is often used to estimate the changepoint locations and the asso-
ciated segment parameters (Stephens, 1994; Chib, 1996, 1998). When the number
of changepoints is unknown, a common approach is reversible jump MCMC (Green,
1995). Alternatively, Lavielle and Lebarbier (2001) propose a hybrid approach using
the Metropolis-Hastings algorithms with a Gibbs-sampler.
More recently, Schwaller and Robin (2017) extend the product partition model of
Barry and Hartigan (1992) by adding a graphical structure which could capture the
dependencies between multivariate observations.
In the second case, where a prior is placed on the duration of each segment, the
posterior can be sampled directly (Barry and Hartigan, 1993). This approach has
been taken by Liu and Lawrence (1999) for DNA sequencing and has been used
more generally by Fearnhead (2005) and Fearnhead (2006). This approach assumes
independence across segments. Consequently, Fearnhead and Liu (2011) extend their
approach to include dependence across segments.
More recent contributions include the work of Rigaill et al. (2012). They derive the
exact posterior distribution of changepoint locations for exponential random variables
with conjugate priors. This approach is later adapted by Cleynen and Robin (2016)
in order to compare multiple series. Most recently Hinoveanu et al. (2019) propose a
loss-based approach to Bayesian changepoint analysis.
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We refer the reader to Eckley et al. (2011) for a detailed outline of the Bayesian
changepoint framework and additional references can be found in Section 4.1.
2.6 Changes in Second Order Structure
Having focussed on changes in i.i.d. data sequences in the previous sections, in this
section we consider a different setting. Specifically, we review the literature on detect-
ing changes in the second order structure of a time series. We review contributions
made using the following three approaches: a classical likelihood approach, an ap-
proximate likelihood approach and finally a nonparametric approach. Davis et al.
(2006), Gombay (2008), Killick et al. (2013) and Fryzlewicz and Subba Rao (2014)
all take a likelihood approach to detecting changes in second order structure. Below
we briefly summarise each of these contributions.
The Auto-PARM approach of Davis et al. (2006) calculates the likelihood-based mini-
mum description length (MDL) (Jorma, 1998) of an autoregressive process of order p.
The basic idea of MDL is that the best-fitting model is the one than enables maximum
compression of the data. The best fitting model, as decided by the MDL, is deter-
mined by optimizing some criterion. Davis et al. (2006) use a genetic algorithm to
explore the search space of this optimization problem. This allows them to determine
the number and location of the changes in the AR model efficiently.
Gombay (2008) also consider detecting changes in an autoregressive process. To do
this they perform a hypothesis test for which the test statistics are based on the
likelihood of the data. Gombay (2008)’s approach enables the identification of which
parameters of the AR model have changed: the p AR coefficients, the mean and/or
the variance of the white noise process. Davis et al. (2006)’s approach does not allow
this, however Gombay (2008) can only detect a single change in the AR process.
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Fryzlewicz and Subba Rao (2014) also use a likelihood approach to detecting changes
in second order structure. They, however, consider multiple changepoints occurring in
ARCH and GARCH processes. They use the binary segmentation algorithm to detect
changes. Killick et al. (2013) also use binary segmentation in a likelihood framework.
Their approach consists of modelling the likelihood of the wavelet spectrum of a locally
stationary wavelet process.
An alternative approach to detecting changes in second order structure is to approxi-
mate the likelihood of the time series using the Whittle Likelihood (Whitle, 1951). In
contrast to the classical likelihood approaches, analysis takes place in the frequency
domain. This is because Whittle’s likelihood approximates the likelihood of a time
series in terms of its spectral density. Lavielle et al. (2000), Hsu and Kuan (2001),
Yamaguchi (2011) and Yau and Davis (2012) all use Whittle’s likelihood to detect
changes in second order structure.
Lavielle et al. (2000) uses Whittle’s pseudo-likelihood in a penalised cost function
framework in order to detect changes in the spectral density of a time series. They test
their approach on electroencephalogram (EEG) data. Alternatively, Hsu and Kuan
(2001) consider macroeconomic time series. They propose a two step procedure in
order to distinguish between the presence of long memory and changes in second order
structure. It is only applicable when there is a single change. Yau and Davis (2012) are
also interested in distinguishing between the presence of long memory and changes in
second order structure. Yamaguchi (2011) is too interested in long memory, however
they detect changes in the long memory parameter of an Autoregressive Fractionally
Integrated moving Average (ARFIMA) process (Hosking, 1981).
A third approach to detecting changes in second order structure is a non-parametric
one. For example, Giraitis et al. (1996) take an approach based upon Kolmogorov-
Smirnov type tests. They perform a hypothesis test which can detect changes in
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dependence in both short term and long term memory processes. In a very different
approach Ombao et al. (2001) introduce a new basis called smooth localized complex
exponential (SLEX) transforms to decompose a time series. Using this representation,
they detect changes in second order structure using a non-parametric test statistic.
They can however, only detect changes at dyadic points in time. Conversely, Cho
and Fryzlewicz (2012) use the locally stationary wavelet (LSW) representation of a
time series. In contrast to Killick et al. (2013), they model the the wavelet coefficients





Many economic and financial time series are subject to changepoints, see for example
the systematic study performed by Stock and Watson (1996) and additional works
such as Alogoskoufis and Smith (1991); Garcia et al. (1991); Bai and Perron (1998);
Hendry and Clements (2000); Timmermann (2001); Pesaran and Timmermann (2002).
The causes for these changes in economic or financial time series could be attributed
to things such as:
• changes in market sentiments or mechanisms;
• national or global recessions.
Consider, for example, Figure 3.1 which displays the United Kingdom’s Gross Domes-
tic Product (GDP) growth quarter on quarter. GDP is important as it enables policy
makers and central banks to determine if the economy is contracting or expanding
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Figure 3.1: United Kingdom’s Gross Domestic Product quarter on quarter growth
and if it needs a boost or restraint. In Figure 3.1 there are noticeable periods of time
for which the data are behaving differently to one another. This raises questions such
as, how much historical data should be used to build forecasting models, and should
the model for GDP prior to a recession be different to the one used afterwards? Ques-
tions such as these are considered by Pesaran and Timmermann (2002); Clark and
McCracken (2005); Elliott (2005) and in particular, Pesaran and Timmermann (2004)
discuss and quantify the costs associated with ignoring changepoints when forecasting
in an macroeconomic and financial setting.
In Pesaran and Timmermann (2002) the authors only use post-break data to estimate
the forecasting model, and they estimate the location of the break to be the most
recent changepoint which is obtained using a reversed CUSUM procedure (Brown
et al., 1975). In further work, Pesaran and Timmermann (2007) propose that if the
goal is to minimise the mean squared forecast error, then some pre-break data may
be useful for model fitting. This so called “trade off window” approach of Pesaran
and Timmermann (2007), which uses both pre- and post-break data, is motivated by
the trade off between bias and forecast error variance. Providing that the structural
break is not too large, by introducing more observations, they are reducing variance
at the cost of possible bias which may overall result in improved forecasts.
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In this chapter we propose an approach to forecasting using changepoints which uses
only post-break data to estimate the time series model we use to produce forecasts.
In order to detect the changepoints, we use a penalised cost function approach which
solves a constrained minimisation problem exactly. This approach allows us to control
the trade off between bias and forecast error variance from within the changepoint
framework.
The methodology we propose also takes into account the forecasting process as a
whole. Often when practitioners construct a model to produce forecasts, they do so
in multiple stages. The first of these involves a preprocessing step, this may consist of
identifying outliers or anomalies within the data, so in Section 3.2 we show how the
changepoint methodology can be implemented in the preprocessing stages of forecast-
ing. In particular, we illustrate how the changepoint approach can be used to identify
level shifts and incorporate these into the model. A second stage of the forecasting
process is identifying the best model for the data. Hence, in Section 3.3 we describe
a competing approach to using changepoints to improve forecasts which incorporates
changepoint detection into the model fitting stage of forecasting.
The structure of this chapter is as follows. In Sections 3.2 and 3.3 we describe our
two approaches to using changepoints to improve forecasts. In Section 3.4 we then
compare each of these methods with a stationary forecasting model and finally in
Section 3.5 we test our methods on the UK GDP data in Figure 3.1.
3.2 Preprocessing
Typically, when constructing a model to use for forecasting, it is common to perform
some sort of preprocessing. We propose here that testing for changepoints in the
historical data should form a part of this preprocessing step. This is our first approach
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Figure 3.2: (a) An i.i.d. Gaussian time series Xt with change in mean and (b) its
autocovariance function (ACF).
to using changepoints in forecasting.
By way of example, consider a time series of independent identically distributed Gaus-
sian observations of length 200 exhibiting a change in mean from zero to three at time
100. Figure 3.2 shows one realisation of this process together with the autocorrelation
of the time series. It is evident that despite the observations being i.i.d., autocorre-
lation is present. This is an example of a lower order structure change affecting the
estimates of higher order structures in a time series, and has also been observed by
Norwood and Killick (2018).
If we naively used the forecast package (Hyndman et al., 2007) to fit a model to
this data, we would typically first difference the data and then fit a time series model
to it. By analysing the autocorrelation function (ACF) and partial autocorrelation
function (PACF) of the differenced data, the appropriate model is an ARIMA(0,1,1)
model. Figure 3.3a shows the residual errors given by an ARIMA(0,1,1) model fit to
the data. We can see generally larger residuals around the location of the change in
mean.
Instead of differencing the data, one approach we can take is to detect the change in
mean during a preprocessing step, and then incorporate it explicitly into our forecast-
ing model as a dummy variable. When we do so, we correctly identify that there is

































Figure 3.3: The residuals for Yt when fitted with (a) an ARIMA(0,1,1) and (b) an
ARIMA(0,0,0) model with a regressor.
no autocorrelation in the process, and the most appropriate ARIMA model is white
noise. Figure 3.3b shows the residual errors for this model fit.
If we want to be robust to the presence of changes in mean, whilst correctly modelling
the autocorrelation structure of the data, it is important to consider changes in mean
as a part of the preprocessing step of building a model used to forecast. As such, here
we outline a changepoint preprocessing method which detects changes in mean and
incorporates these into the time series model.
3.2.1 The Model
As an introduction to building our model for forecasting, we first test for any changes
in mean. To do this, we take a penalized likelihood approach to changepoint detection,
as described in Section 2.4. In this setting, we replace the cost function C(·), in
equation (2.4), with twice the negative log-likelihood for a Gaussian distribution with
common variance and segment specific mean.
The second component of equation (2.4) is the penalty used to prevent over-fitting to
the mean of the data. We are assuming independent Gaussian observations. However,
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Figure 3.4: Receiver operating curves for (solid line) i.i.d. normal data and (dashed
line) correlated normal data (Autoregressive data with parameter 0.8) which exhibits
a change in mean from zero to a new mean level µ.
in a forecasting setting our data will most likely contain autocorrelation structure.
Despite this, the algorithm is still effective at locating changes in mean (Lavielle and
Moulines, 2000).
Figure 3.4 shows the receiver operating curves (ROCs) for detecting a change in mean
both with and without autocorrelation. In this simple example we can see that when
there is autocorrelation present, we have increased power to detect changes. However,
this results in an increased false positive rate. This inflation of the type I error rate
can also be seen in Lund et al. (2007). To remedy this, practically we inflate the
standard penalty chosen as suggested by Lavielle and Moulines (2000).
3.2.2 Forecasting
Once we have detected changes in mean, we can incorporate them into our time series
model using external regressors. Algorithm 1 provides pseudo code for forming a
matrix of regressors based upon the changepoint locations. Having attained a matrix
of regressors representing the level changes, we can fit a multiple linear regression
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between these and the data in order to remove the effect of the level shifts. This can
be done independently of the time series model, in which case we would fit the time
series model to the residuals of the linear regression, or it can be done as part of the
modelling process.
Algorithm 1: Incorporating mean changes into forecasts
Data: Time series Y = (y1, . . . , yn), xi ∈ R
Result: Matrix of external regressors representing mean changes to be used
for both model fitting and forecasting.
1 Let τ0 = 0 and τm+1 = m and detect changes in mean τj for j = 1, . . . ,m.;
2 if m = 0 then
3 V = NULL;
4 V out = NULL;
5 else
6 V ∈ Rm×n;
7 for j ∈ [1, . . . ,m] do
8 vj,i =
{
1 i ∈ (τj−1, τj],
0 otherwise.
9 end
10 V out = 0m×1;
11 end
12 return V , V out
In Section 3.4 we test this approach in a simulation study. In the next section, we turn
our attention to an alternative approach to using changepoints to improve forecasts.
3.3 Modelling
For the purpose of forecasting, we wish to detect statistically significant changes in
the model we are using to produce forecasts. Thus, in order to improve forecasts,
we propose to use a cost function, C(·), based upon the log-likelihood of our time
series model. In the following, we describe this for the case of using an autoregressive
moving average (ARMA) model for forecasting our time series. For an overview of
the use of ARMA models in time series, we refer the reader to Shumway and Stoffer
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(2000).
Suppose the time series we are trying to forecast, {yt}t=1,...,n is not stationary. To
model this non-stationarity, we can segment the data into stationary autoregressive
moving average (ARMA) processes. Let the ith segment of the series, yτi−1+1:τi , be
modelled by the ARMA(pi, qi) process




where φi(B) is the autoregressive operator and θi(B) is the moving average operator,
each represented as a polynomial in the backwards shift operator given as
φi(B) = 1− φi,1B − . . .− φi,piBpi ,
θi(B) = 1 + θi,1B + . . .+ θi,qiB
qi ,
and the noise process t,i is i.i.d. with mean zero and variance σ
2
i . Note that as well
as allowing both the order of the ARMA model to change, and the coefficients of the
fitted model, we are also allowing for a change in mean level to occur by the inclusion
of µi.
It is often the case that our time series will also have some seasonality structure with
seasonal cycle of length f . For example, the GDP data in Figure 3.1 is quarterly data
and we may wish to model this cyclic variation and allow for changes in the season-
ality structure. In this instance, we can model yτi−1+1:τi as a multiplicative seasonal
autoregressive moving average process, denoted ARMA(pi, qi)× (Pi,Qi)f , and write






f ) and Φi(B
f ) are the seasonal moving average and autoregressive opera-
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tors, respectively, given by
Φi(B) = 1− Φi,1Bf − . . .− Φi,piBfPi ,
Θi(B) = 1 + Θi,1B
f + . . .+ Θi,qiB
fQi .
In addition to exclusively modelling the response time series, it may also be necessary
to include external regressors into the model. In this situation we model the ith
segment of the series as linear regression model with seasonal ARMA errors. In this
case we have
yt = β0,i + β1,ix1,t + . . .+ βk,ixk,t + rt,i, τi−1 < t ≤ τj,
where the linear regression residuals follow a seasonal ARMA process as in equation
(3.3) and x = (x1, . . . , xk) are the explanatory variables. When the model is estimated,
it is important to remember that we minimize the sum of squared values t,i, and not
the rt,i.
Having specified the model for each of the segments of our data, we can detect the
locations of changes in the regression model for the time series by incorporating twice
the negative log-likelihood of the model into the optimisation problem in equation
(2.4). Appendix 3.A outlines a procedure for doing this in practice.
3.3.1 Forecasting
Once we have detected changes in the model we are using to forecast, we then forecast
the time series based on the most recent segment of data using the model for that
segment. As a consequence of this approach, once a changepoint has occurred, we are
deeming pre-change data uninformative. Recall, from Chapter 2, that when detecting
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multiple changepoints we impose a minimum segment length, g, such that τi+1− τi ≥
g ≥ 2. It important that our minimum segment length is not set so small such
we are producing out-of-sample forecasts based only on a small amount of data. In
particular, if the data has seasonality, then we must allow enough observations in a
segment to estimate this seasonality. Also, the longer the minimum segment length,
the more time we have to wait to detect a change. Consequently, we could be fitting
an incorrect model to the last segment of the data therefore introducing bias into
our model. In addition to this, penalty choice is important because it allow us to
control the sensitivity of the changepoint algorithm, if we set it high, then we are
only concerned with macro changes that occur in the data, if we set it low, then we
wish to detect more changes.
The combination of penalty and minimum segment length can have a large influence
on the detected changepoint locations and hence the window we are using to estimate
our forecasting model. The combination of these two allows us to control the trade off
between the bias and variance of our forecasts. As such, in practice, one could com-
pare, or combine, multiple forecasting models based upon the different segmentations
obtained when changing the combination of minimum segment length and penalty.
In the next section, we test the performance of the methodology described here in a
simulation study.
3.4 Simulation Study
In this simulation study we test the performance of using changepoints to improve
forecasts. We compare the following three models:
• M1: A stationary S/ARIMA model;
• M2: The preprocessing approach described in Section 3.2;
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• M3: A piecewise S/ARMA model.
In order to only access the relative gain from detecting changepoints, a S/AR(I)MA
model is used in all three models. To estimate this model, we use the forecast::auto.arima
function (Hyndman et al., 2007). This could be replaced with an alternative time se-
ries model, for example an exponential smoothing model.
To detect changes in mean for model M2 we use the changepoint::cpt.mean function
(Killick and Eckley, 2014). This function implements the PELT algorithm for a change
in mean under the assumption of Gaussian data. Note that the changepoint::cpt.mean
function assumes a variance of one. This means that the data should be pre-scaled to
variance one prior to detecting changes in mean.
In order to fit model M3, we adopt the approach outlined in Appendix 3.A.
In each instance we simulate 500 realisations of the models and report a selection of
commonly used in-sample and out-of-sample performance metrics:
• Mean Error (ME);
• Root Mean Squared Error (RMSE);
• Mean Absolute Error (MAE);
• Mean Percentage Error (MPE);
• Mean Absolute Scaled Error 1;
• The autocorrelation at lag 1 of the residual errors of the model (ACF1).
Each of these metrics for a model can be attained using the forecast::accuracy
function in R, providing convenient model evaluation for the user. These are reported
in Table 3.1 for the training (in-sample) set and in Table 3.2 for the test (out-of-
sample) set.
1MASE calculation is scaled using MAE of training set naive forecasts for non-seasonal time
series, training set seasonal naive forecasts for seasonal time series and training set mean forecasts
for non-time series data (Hyndman et al., 2007).
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ME RMSE MAE MPE MAPE MASE ACF1
Model A
M1 0.0016 1.0060 0.8037 47.0690 346.8433 0.9177 0.0023
M2 -0.0000 0.9914 0.7916 49.0590 336.7375 0.9040 0.0022
M3 0.0016 1.0060 0.8037 47.0690 346.8433 0.9177 0.0023
Model B
M1 0.0333 1.0255 0.8175 -1.3018 264.2667 0.9309 0.0029
M2 -0.0029 1.0002 0.7984 -13.5072 250.8929 0.9089 0.0016
M3 -0.0008 1.0017 0.7985 -12.6762 203.3246 0.9101 0.0048
Model C
M1 0.0003 1.0106 0.8055 52.8808 296.6232 0.8728 0.0012
M2 0.0017 0.9979 0.7951 39.7553 301.7013 0.8617 0.0016
M3 -0.0000 0.9966 0.7938 50.4126 263.5910 0.8392 0.0039
Model D
M1 0.0013 1.0400 0.8285 89.0696 293.5366 0.7906 0.0046
M2 -0.0008 1.0274 0.8186 86.7520 299.5224 0.7812 0.0029
M3 0.0001 1.0046 0.8034 70.5495 305.7549 0.8053 0.0020
Model E
M1 -0.0001 1.0206 0.8124 -10.0230 665.4235 0.5624 -0.0005
M2 -0.0007 1.0113 0.8056 -31.3873 679.9682 0.5569 -0.0004
M3 0.0037 1.0374 0.8261 -191.9323 604.2020 0.5932 -0.0005
Model F
M1 -0.0019 1.7558 1.3751 6461.9811 7115.0305 0.5908 0.0013
M2 -0.0011 1.7444 1.3670 6464.0948 7118.3103 0.5855 0.0013
M3 0.0167 1.2740 1.0198 41.7718 239.5152 0.8775 0.0226
Model G
M1 0.0030 2.3865 1.8896 34.7642 265.1804 0.5545 0.0029
M2 -0.0003 2.2755 1.7986 33.3716 255.8116 0.5286 0.0033
M3 -0.0087 1.8575 1.4690 34.4501 191.2260 0.4271 -0.0039
Table 3.1: Mean Error, Root Mean Square Error, Mean Absolute Error, Mean Per-
centage Error, Mean Absolute Square Error and the autocorrelation at lag 1, to four
decimal places, for the in-sample forecasts for 500 realisations of Models (A)-(G) using
methods M1 (stationary model), M2 (stationary model with level changes) and M3
(piecewise stationary model).
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ME RMSE MAE MPE MAPE MASE
Model A
M1 -0.1563 1.1671 1.0282 113.3594 169.0906 1.1740
M2 -0.2580 1.3524 1.1853 130.0618 184.9175 1.3521
M3 -0.1563 1.1671 1.0282 113.3594 169.0906 1.1740
Model B
M1 -0.1769 1.1521 1.0119 -17.0005 221.3590 1.1517
M2 -0.2434 1.3917 1.2360 -202.3013 456.4171 1.4062
M3 -0.1411 1.1583 1.0183 -17.8884 206.2740 1.1602
Model C
M1 0.1661 1.0751 0.9265 68.4680 188.4346 1.0055
M2 0.1211 1.1043 0.9442 110.8610 196.6434 1.0249
M3 0.1711 1.0643 0.9143 68.0920 156.3316 0.9695
Model D
M1 0.0313 0.9381 0.7881 102.6425 160.8289 0.7535
M2 0.0325 0.9767 0.8260 129.5255 207.3461 0.7888
M3 0.0354 0.9100 0.7644 76.8555 133.8241 0.7679
Model E
M1 -0.0711 1.1381 0.9713 90.1890 216.4954 0.6714
M2 -0.1162 1.1723 1.0029 100.3486 244.7225 0.6941
M3 -0.0752 1.1093 0.9436 86.3775 201.4708 0.6774
Model F
M1 -0.0669 1.8831 1.6579 117.3606 278.6023 0.7133
M2 -0.1936 2.1786 1.9157 178.7814 263.3264 0.8164
M3 -0.0197 1.7353 1.5182 90.9365 194.1363 1.3165
Model G
M1 -0.1240 2.7002 2.3515 81.9197 142.3822 0.6852
M2 0.0237 6.0104 5.3974 -54.1455 460.6030 1.5817
M3 -0.2269 2.1403 1.8835 61.0397 185.1860 0.5466
Table 3.2: Mean Error, Root Mean Square Error, Mean Absolute Error, Mean Per-
centage Error, Mean Absolute Square Error and the autocorrelation at lag 1, to four
decimal places, for the out-of-sample forecasts for 500 realisations of Models (A)-(G)
using methods M1 (stationary model), M2 (stationary model with level changes) and
M3 (piecewise stationary model).
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We simulate 500 realisations from the following scenarios, in which the residual process
is given by t ∼ N (0, 1).
(a) Stationary AR(2) model with no seasonal components. This scenario is
designed to asses the method when there are no changepoints. Specifically, for this
model, we simulate from
Yt = 0.8Yt−1 − 0.2Yt−2 + t, 1 ≤ t ≤ 512.
For scenario (a) the stationary model with mean level changes, M2, produces an
overall better in-sample fit than the other two models. For the test set, the stationary
model (M1) and the piecewise stationary model (M2) produce better out-of-sample
forecasts. Model M2 in this scenario is most likely to over-fit the data, producing a
better in-sample fit but consequently producing worse forecasts. This is because the
presence of autocorrelation can induce features which resemble changes in mean, a
feature previously noted in the literature by Beaulieu et al. (2012). Figure 3.5 shows
a single realisation from scenario (a) along with detected changes in mean. Despite
inflating the penalty to account for the presence of autocorrelation, changepoints are
still detected. Consequently, model M1 over-fits to the level of the time series, and as
a result, will misspecify the autoregressive parameters of the model.
Tables 3.2 and 3.1 for models M1 and M2 are the same to four decimal places, this
suggests a low false positive rate for the change in ARMA model.
(b) Stationary AR(2) model with no seasonal components and a change in
level. This scenario is designed to asses the method when there are no changes in
second order structure but there is a change in level. Specifically, for this model, we
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Figure 3.5: A realisation Yt from scenario (a) with detected changes in mean. We
can see that although there are no ’true’ changes in mean, the autocorrelation causes
them to be detected.
simulate from
Yt =
 0.8Yt−1 − 0.2Yt−2 + t 1 ≤ t ≤ 2562 + 0.8Yt−1 − 0.2Yt−2 + t 256 ≤ t ≤ 512
Overall for scenario (b) model M2 produces a better fit to the training set, this is
expected as it is the most appropriate method to use for the scenario. Out-of-sample
however, model M1 produces the best forecasts. In this case we expect M3 to perform
poorest because it should detect a change in the level of the AR model and then deem
pre-break information uninformative. As a result, the autoregressive coefficients will
be estimated using only a portion of the data.
(c) A piecewise stationary AR(2) model with changing coefficients. Specif-
ically, for this model, we simulate from
Yt =
 0.8Yt−1 − 0.2Yt−2 + t 1 ≤ t ≤ 2560.5Yt−1 − 0.1Yt−2 + t 256 ≤ t ≤ 512
For the piecewise stationary model in scenario (c), method M3 produces a better in-
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sample fit to the data, again we expect this because this model is most in line with
the nature of the behaviour of the time series. In this instance, the results for both
the training and test set support the use of model M3.
(d) A piecewise stationary AR model which changes from a third order
to a first order process with a short segment at the beginning of the time
series. Specifically, for this model, we simulate from
Yt =
 0.1Yt−1 − 0.6Yt−2 − 0.3Yt−3 + t 1 ≤ t ≤ 500.3Yt−1 + t 51 ≤ t ≤ 512
In scenario (d) both the order and the coefficients of the AR model change and model
M3, the piecewise stationary model, can capture this the best producing better in-
sample results, it also achieves better out-of-sample forecasts.
(e) A piecewise stationary AR model which changes from a third order to
a first order process with a short segment at the end of the time series.
Specifically, for this model, we simulate from
Yt =
 0.1Yt−1 − 0.6Yt−2 − 0.3Yt−3 + t 1 ≤ t ≤ 4620.3Yt−1 + t 462 ≤ t ≤ 512
In scenario (e) we again have a change in both the order and coefficients of the AR
model, however in contrast to scenario (d), the change occurs at the end of the time
series. Although the piecewise model M3 produces better out-of-sample forecasts than
the stationary model M1, we can see in Table 3.2 that the results differ less than in
scenario (d). This is expected because model (c) has a longer segment which will
produce a better model fit with less variability and thus improved forecasts. For the
in-sample errors in Table 3.1 we can see that for the training set, model M2 is actually
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providing a better fit to the data, which may be a consequence of over-fitting.
(f) A piecewise stationary SAR model, frequency 4, whose AR seasonality
component has a change in coefficients. Specifically, for this model, we simulate
from
Yt =
 0.9Yt−1 − 0.2Yt−2 − 0.9Yt−4 + t 1 ≤ t ≤ 2560.9Yt−1 − 0.2Yt−2 − 0.2Yt−4 + t 256 ≤ t ≤ 512
Here we extend the scenarios to include seasonality, in this case, we have a seasonal
frequency of four corresponding to one quarter in practice. The GDP data in Figure
3.1 is quarterly. In this case model M3 produces the best in-sample results and model
M1 produces the poorest.
(g) A piecewise stationary SAR model whose AR seasonality component
has a change in order. Specifically, for this model, we simulate from
Yt =
 0.9Yt−1 − 0.2Yt−2 − 0.9Yt−4 − 0.8Yt−5 + t 1 ≤ t ≤ 2560.9Yt−1 − 0.2Yt−2 − 0.9Yt−4 + t 256 ≤ t ≤ 512
In scenario (g) the seasonality component of the model exhibits a change in order.
Method M3 captures this the best in-sample and out-of-sample, with the stationary
model M1 producing the poorest results.
Overall we can conclude than the inclusion of changepoints in the modelling stages
of forecasting produces better results. In particular, when the time series exhibits
changes in its seasonal structure, or changes in order, then the piecewise stationary
approach to forecasting out-performs a stationary approach.
At times, the stationary approach to forecasting including changes in mean level can
over fit the data, however as those changes begin to occur in higher order structures
of the time series, for example in scenario (g), this approach produces better out-of-
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sample forecasts than the stationary approach alone.
In the following, we consider forecasting the UK’s GDP using each of the methods.
3.5 Application to the United Kingdom’s Gross
Domestic Product
Figure 3.1 shows the UK’s Gross Domestic Product quarter on quarter growth for the
period from Q2 1955 to Q3 2017. We want to test the performance of models M1,
M2 and M3. In order to do this, we set the following parameters:
• For model M2, we set a minimum segment length of g = 2. This allows for
changes in mean which are of at least length two. The penalty we use is a
scaled BIC (6 log n).
• For model M3, we set a minimum segment length of g = 8, i.e. two years. This
allows enough observation to fit a seasonal model. The penalty we use is the
Modified Bayes Information Criteria (MBIC) (Zhang and Siegmund, 2007).
The MBIC penalty accounts for the lengths of the segments and encourages changes
to be distributed evenly across the dataset. This is useful for forecasting as we want
to discourage small segment lengths in order to reduce the error variance.
We fit each of the S/AR(I)MA models using the same approaches as in Section 3.4, i.e.
using the forecast::auto.arima function (Hyndman et al., 2007). We fit a model
of the form ARMA(p, q)× (P,Q)f . We do not allow p, q, P or Q to exceed three. In
addition to this, we set the seasonality, f , to be four.
In order to assess the performance of each of the methods, we perform an extending
window estimation. To begin, we fix an initial estimation period from the start of the
GDP data up until Q1 1980. Then we forecast 4 steps ahead (one year) and calculate




































































































(d) Box Plot Comparison of the ME
Figure 3.6: The Mean Error for a four step ahead forecast with model estimation
period starting at Q2 1955 and ending as indicated by the x-axis of the plots. Figures
(a) - (c) show the expanding window Mean Error’s of the forecast for models M1, M2
and M3 respectively, and figure (d) compares the Mean Error’s for each of the models.
the mean error of the forecast. Having done this, we extend the estimation period
by one time step and again forecast a year ahead and calculate the mean error. We
iterate this procedure up until Q3 2016 to produce an expanding window forecast for
GDP.
Figure 3.6 shows the results for the expanding window forecasts. Each of the models
have a similar average mean error for the forecasts. However we can clearly see that
model M3, the piecewise model, is capturing the behaviour of GDP better as the
mean errors of the forecast look most like white noise. If we look at the box plot
in Figure 3.6d we can see that model M3 has less extreme forecast errors. This is a
consequence of the model’s improved performance around the recession.
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3.6 Discussion and Conclusion
In this chapter we have described two methods for using changepoints to improve
forecasts. We have shown that often the incorporation of changepoints into forecasting
produces improved results. In addition to this, we have shown that forecasts can be
based on less historical data, whilst still producing reasonable results. As data is
becomingly large scale, the need for reducing the amount of data used to fit models
is becoming increasingly important, and questions such as “how much of my data is
relevant for forecasting” can be answered using changepoint methodology.
Our modelling framework is flexible. We can produce variants on our model by
altering the minimum segment length and penalty choice, and we can also adapt our
methodology for any time series model provided we can define the cost function for
a segment. The choice of minimum segment length and penalty together, give us
control over the trade off between bias and forecast error variance.
It may be the case, that in practice, the cost function for a segment is hard to define.
In such a case, the preprocessing methodology we present could instead be used in a
post-processing step by applying the methodology to the residual errors of the forecast,
such an approach can be seen in Beaulieu and Killick (2018). Finally, we applied our
methodology to forecasting GDP and saw improved performance around the time of
the recession. In order to improve this forecasting model, we could use explanatory
variables for GDP, and also test for changes in their relationship to GDP.
3.A Appendix
In Section 3.3 we described modelling each segment of our data as an regression model
with seasonal ARMA errors. In order to build this into the penalised cost framework
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for changepoint detection, we need to estimate the log-likelihood of the model for each
segment. In the following, we outline one practical approach to doing this.
To attain the cost function for each segment of our piecewise regression model, we can
use the forecast::auto.arima function (Hyndman et al., 2007). This function is a
wrapper for the stats::arima function which fits autoregressive integrated moving
average (ARIMA) models by computing an exact likelihood using a state-space rep-
resentation of the ARIMA process. It returns the best ARIMA model according to
either Akaike’s information criterion (AIC, (Akaike, 1974)), the corrected AIC (AICc,
(Kletting and Glatting, 2009)) or the Schwarz information criterion (SIC, (Schwarz
et al., 1978)) value. It implements a stepwise model selection algorithm as outlined
in (Hyndman et al., 2007) where the default method for selecting seasonal differences
is based on an estimate of the seasonal strength (Wang et al., 2006). We refer the
reader to Hyndman et al. (2007) for further details.
The use of the forecast::auto.arima function allows us the flexibility to have chang-
ing model orders and coefficients, seasonal components, mean and regressors. These
components can be incorporated in order to attain the cost function for each seg-
ment of our piecewise regression model. Having performed model selection using the
forecast::auto.arima function, we can use the stats::logLik function to extract
the log-likelihood for use in equation (2.4).
In practice, the fitting of the regression model can be done using any method/program
available. As long as the log-likelihood or the Bayesian MAP can be determined for a
segment, it can be easily incorporated into the penalised cost framework for change-
point detection. In addition, the forecast::auto.arima function could be replaced
with a different time series modelling function, for example the forecast::ets func-
tion could be used to instead model the time series using an exponential state space




In Chapter 3 we considered the problem of forecasting in the presence of changepoints.
In particular, we highlighted that many time series, especially economic data, are
subject to changepoints and it is important to account for these during the forecasting
process.
Consider again the UK’s Gross Domestic Product (GDP) quarter on quarter growth
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Figure 4.1: United Kingdom’s Gross Domestic Product quarter on quarter growth.
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Figure 4.2: Wind speed in a region.
based on these for GDP. Methods of detecting and forecasting in the presence of
changepoints are well established, however there exists little active research into the
prediction of changepoints. However, as Hirade and Yoshizumi (2012) and Jiang et al.
(2013) have identified, often from an applied perspective there is a need to predict
the existence of changepoints. Some examples include:
• Microeconomics - predicting events such as recessions, or sudden increases in
unemployment, see for example Figure 4.1;
• Technology - predicting, for example, a change from acceleration to deceleration
in an hybrid car, enabling proactive control of the vehicle;
• Environmental - predicting changes in wind speed to more efficiently control
wind turbines, see for example Figure 4.2.
Consequently, given the well established forecasting and changepoint literature, and
worthy applications, the prediction of changepoints is potentially a very fruitful area
of research.
The literature concerning forecasting of changepoints is limited. Current contributions
tend to allow changepoints to occur out of sample, but future changepoint positions
are not explicitly located. The models adopted are primarily Bayesian and in general
the changepoint process is modelled as either a Geometric (Hashem Pesaran et al.,
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2006), Bernoulli (McCulloch and Tsay, 1993; Maheu and Gordon, 2008; Jochmann
et al., 2010; Geweke and Jiang, 2011) or Poisson process (Koop and Potter, 2007;
Maheu and Song, 2014).
Each of the Bayesian approaches assume that the changepoints are a part of the data
generating process, and so information concerning future changepoints is contained
in the time series itself. However, in a model where we only predict changepoints,
there would not, in general, be sufficient data to take this approach. Consequently, a
very large number of changepoints would have had to have to occurred. This perhaps
advocates the consideration of explanatory variables as an early warning that a change
is likely to occur. Below we briefly review recent contributions to the literature in
this area.
We start by considering the switching indicator model of McCulloch and Tsay (1993).
Here a Bernoulli probability of an out of sample changepoint is allowed to depend on
explanatory variables using a probit model. In a similar fashion, the non-Bayesian
model of Giacomini and Rossi (2009) regresses what they define to be the “surprise
loss function” on a set of explanatory variables. Neither of these models predict the
changepoint locations out of sample, however each are aware that external variables
will impact the probability of a future change. Hirade and Yoshizumi (2012) use ma-
chine learning techniques to predict future changepoints. They assume that the causes
for changepoints can be characterized by the time interval between a changepoint and
its symptom.
Adopting the use of explanatory variables, we develop a model which uses the time
delay between a changepoint in an explanatory variable (input) and a future change
in the variable of interest (response) in order to predict changepoints. In Section
4.2 we introduce our changepoint prediction methodology. Section 4.3 explains how
to predict future changepoints given the model in Section 4.2. In Section 4.4 we
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then conduct a simulation study to test our proposed method and in Section 4.5 we
introduce an extension to our original methodology which considers the presence of
changes in second order structure in the explanatory variable. Finally, in Section 4.6
we present an application of our method in predicting changepoints in vehicle speed
data.
4.2 Changepoint Prediction Methodology
Suppose that the time series we wish to predict changes in, y1:n, exhibits mY historical




position, τYi , is an integer between 1 and n− 1 and we define: τY0 = 0.
In order to predict future changes in yt, at times t > n, we propose to use the
relationship between yt, and some explanatory time series xt. One way we can relate
an explanatory series xt to a response series yt is using a transfer function model.
Definition 4.2.1. A transfer function model relates an explanatory series xt, to the
response series yt using the following




ixt−d + t. (4.1)
Here ν(B) is a polynomial in the backward shift operator, B, {t} are the set of
correlated observation errors, and d ∈ Z is the time delay. It is assumed that the
explanatory time series xt and the noise process t are both stationary and mutually
independent.
We can generalise the transfer function model in equation (4.2.1) to be a lagged
regression model with correlated observation errors.
Definition 4.2.2. A lagged regression model relates an explanatory series xt, to the
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response series yt using the following expression




ixt + t. (4.2)
Here ν(B) is a polynomial in the backward shift operator, B, and {nt} are the set of
correlated observation errors. It is assumed that the explanatory time series xt and
the noise process t are both stationary and mutually independent.
For notational convenience, let us define the following ordered sequence
S = {i|δi 6= 0}, i = 0, . . . , D, (4.3)
to be the indices of the non zero coefficients in (4.2.2). Then the first element in
this sequence is the delay, d, in equation (4.2.1), and the last is the parameter D in
equation (4.2.2). The parameter s in equation (4.2.1) can be expressed as: s = D−d.
Given the above, our changepoint prediction setting is the following. Suppose that a
response series yt is related to an explanatory series xt by equation (4.2.2). Further,
suppose that xt exhibits mX changes in mean with positions τ




Then, our goal is to predict the changes, τY , that will occur in yt. Our challenge
therefore is to be able to estimate the elements of the set S (4.2) and also the delay d
in equation (4.2.1). In doing so, we will be able to estimate how much time we must
wait until a change occurring in the explanatory series, will induce a change in the
response series. We outline our approach to achieving this below.
4.2.1 Estimating d and S
The changepoint prediction problem described above can be posed as a time delay
estimation problem, and also relies upon estimating the elements of the set S. The
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estimation of these require us to accurately describe the cross-correlation structure
between the impulse and response series. To achieve this we must first filter the two
time series. This ensures that we can identify the relationship between the two series.
In the literature, this is often called a pre-whitening procedure. Here we adopt the
method of Box et al. (2013) which is most commonly used in time series analysis.
The first step of this method is remove any auto-correlation from the impulse series
xt. This can be achieved by fitting an autoregressive moving average (ARMA) model
to the time series and taking the residuals of the model. The second step is to filter
the response series, yt, by the same transformation we applied to xt. This is required
in order to preserve the relationship in equation (4.2.1). Once the impulse series
has been pre-whitened and the response series has been filtered, the cross-correlation
between these two will reveal the form of the polynomial ν(B) in equation (4.2.1)
(Shumway and Stoffer, 2000, Chapter 5).
Once we have pre-whitened our input series xt, and filtered the response series yt,
we can examine the correlation between them in order to determine the delay d, in
equation (4.2.1), and the set S (4.2.1).
Let wt be the pre-whitened impulse series and y˜t be the filtered response series, both
of length n. Denote γˆy˜,w(κ) to be the sample cross-correlation function between y˜t
and wt at lag κ. Also, let Φ be the CDF for the Normal distribution and α the chosen
significance level. Then the elements of the sequence S (4.2) are given by all lags for





∣∣∣∣ γˆy˜,w(κ) > Φ−1(1− α)n
}
. (4.4)
The time delay d is the first element of the ordered set S (4.2). In other words, it can
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Figure 4.3: The response time series yt for the three changepoint cases.





∣∣∣∣ γˆy˜,w(κ) > Φ−1(1− α)n
}
. (4.5)






∣∣∣∣ γˆy˜,w(κ) > Φ−1(1− α)n
}
. (4.6)
Figure 4.4 shows illustrative plots of visual identification of d and D from a cross-
correlation plot.
In the next section, we formulate the methodology for estimating the location of
changepoints in the response series using estimates of the delay, dˆ, and of the set, Sˆ.
We do this first in the single changepoint case in Section 4.2.2, and then in Section
4.2.3 we extend to the multiple changepoint case.
4.2.2 Single Changepoint Case
Without loss of generality, assume that xt begins as an i.i.d Gaussian process with
zero mean. At time τ , xt≥τ exhibits an increase in mean to level µ > 0. The variance
of xt remains constant throughout time.














































































Figure 4.4: Cross-correlation patterns for the three changepoint cases.
Figure 4.3 pictorially shows how a single change in mean in xt would manifest in yt
for a specific case of the polynomial ν(B) in (4.2.1). In general, we have three cases:
• Case 1: A single change in mean in xt manifests as a single change in mean in
yt. This occurs when |S| = 1.
• Case 2: A single change in mean in xt manifests as a single change in mean in
yt however prior to this change there is a transition period with segment length
given by |S|. This occurs when |S| = D − d+ 1.
• Case 3: A single change in mean manifests itself as multiple changes in mean
in yt. This happens whenever |S| < D − d+ 1.
Figure 4.4 illustrates the patterns which would be seen in the cross-correlation plot
for each of these cases. Theoretically, we could also have a sequential combination of
the cases 1 through 3. In case 2, this transition period could take two forms. Either,
there will be a slope from the first mean level to the second, or there will be a change
in mean and variance. In either case, the form of the transition period is entirely
dependent upon the coefficients in (4.2.1). We formalise Cases 1-3 in the following
proposition.
Proposition 4.2.3. Let xt exhibit a change in mean at time point τX and suppose
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i xt + t, (4.7)
where E[t] = 0. Then, define the following ordered sequence
S = {i|δi 6= 0}, i = 0, . . . , D,
to be the indices of the non-zero coefficients in (4.2.3). Then locations of changes in
mean in yt, are given by
τYj = Sj + τ
X , for Sj ∈ S, j = 1, . . .mY ,
where mY = |S| and we define τY0 = 1.
Proof. The proof is given in Appendix 4.A.
Note that in Proposition 4.2.3, we are allowing for a change in mean of segment
length one. A sequence of changes in mean of segment length one is more accurately
described as a change in variance. To this end, define the following ordered sequence
S∗ = {S1} ∪ {Sk|Sk − Sk−1 6= 1} ∪ {S|S|}, for k = 2, . . . , |S| − 1.




X , for S∗j ∈ S∗, j = 1 . . .m∗Y ,
where m∗Y = |S∗| and we define τY0 = 1.
In addition to estimating the locations of the changepoints in the response series yt,
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we can also estimate the mean levels of the time series.







δSiµ2, for j = 0, . . . , |S|.
Proposition 4.2.3 and Corollary 4.2.4 extend to the multiple changepoint case provided
the minimum segment length for changepoint locations in xt exceeds D.
4.2.3 Multiple Changepoint Case
Previously, we described the case of a single changepoint in the impulse series resulting
in single or multiple changes in the response series. Now, we consider the case where
the impulse series, xt, exhibits multiple changes in mean, extending the propositions
from Section 4.2.2 into the multiple changepoint setting.
Proposition 4.2.5. Let xt exhibit mX changes in mean at time points τ
X = {τX1 , . . . , τXmX}





i xt + t, (4.8)
where E[t] = 0. Finally, define the following ordered sequence
S = {i|δi 6= 0}, i = 0, . . . , D,
to be the indices of the non-zero coefficients in (4.2.5). Then, provided τXj+1 − τXj <
D ∀ j, changes in mean in yt are given at times
τY = S + τX ,
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where |τY | = mY = |S| ×mX .
Note, again, that in Proposition 4.2.5 we are allowing for a change in mean of segment
length one. To this end, once again, define the following ordered sequence
S∗ = {S1} ∪ {S|Sk − Sk−1 6= 1} ∪ {S|S|}.
Then, provided τXj+1 − τXj < D ∀ j, changes in mean and/or variance in yt are given
by
τY = S∗ + τX ,
where |τY | = mY = |S∗| ×mX .
Proof. The proof is given in Appendix 4.A.
Similarly, we can extend Corollary 4.2.6 to the multiple changepoint case.







δSiµk+2, for j = 0, . . . , |S|, k = 0, . . . ,m−1.
Having outlined our model to estimate changes in mean in the response series yt,
based upon the locations of changes in mean in the impulse series xt, in the next
section we predict future changepoints in yt.
4.3 Predicting Future changepoints
In Sections 4.2.2 and 4.2.3 we considered estimating the locations of changes in mean
in yt using the changes in mean in the explanatory series xt for times t = 1, . . . , n.
These historical changepoints could, theoretically, be detected directly in the response
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series yt. We now turn our attention to predicting changepoints, i.e. we wish to predict
changes in yt for times t > n.
The forecast horizon will depend upon the relationship between the impulse and
response series (4.2.2). At any point in time, t ≤ n, we can only predict a changepoint
in yt a maximum of D (4.2.1) observations ahead from the most recent changepoint
in xt. Consequently, we may not be able to predict any future changepoints in yt for
times t > n.
In general, there are three scenarios that could occur. The first, is that we cannot
predict any future changepoints in yt, for times t > n. The second, is that we predict
a changepoint, but it has occurred at some time t ∈ [n−g, n), where g is the minimum
length of a segment. This would happen in the case where the changepoint in yt has
occurred too close to the end of the series for us to have the power to detect it. Lastly,
we can predict a future change to occur in yt at some time t > n. We formalise these
cases in the following proposition.
Proposition 4.3.1. Suppose we have detected mX changes in mean in xt with loca-
tions τX for which we have imposed a minimum segment length of g > D. Further,
suppose that xt is related to yt via the relationship in equation (4.2.2) and we have
estimated the set S using equation (4.2.1). Recall that d is the smallest value in this
set, and D is the largest. Then at time n, we can predict future changes in yt for
times t = n+1, . . . , n+h where the horizon for changepoint prediction h, is estimated
as
hˆ := min{0, τXmX + Dˆ − n},
where τˆXmX is the largest detected changepoint location in the impulse series xt. Then
• If τXm + Sˆi < n − g ∀ i, our forecast horizon is zero and there are no predicted
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future changepoints;
• If ∃ i s.t. n−g < τXmX + Sˆi ≤ n, we have in-sample predicted changepoints given
by
τˆYmˆY +i = τ
X
mX
+ {Sˆi|n− g < τXmX + Sˆi < n},
where mˆY = mX × |Sˆ|.
• If ∃ i s.t. n < τXmX + Sˆi, we have future (out-of-sample) predicted changepoints
given by
τˆYmˆY +i = τ
X
mX
+ {Sˆi|n < τXmX + Sˆi},
where mˆY = mX × |Sˆ|.
Proof. A proof is provided in Appendix 4.A.
Proposition 4.3.1 illustrates that the quality of our changepoint predictions relies
upon how well we estimate the relationship between the response series yt and the
explanatory series xt, and how accurate the changepoint locations are in xt. In Section
4.4, we perform a simulation study in order to access the quality of our methodology
for varying forms of the relationship between the two time series.
4.4 Simulation Study
In this simulation study we wish to compare how the model form of the response
series yt, and in particular the structure of the innovations in equation (4.2.1), affects
the performance of changepoint prediction.
In order to only consider the form of the response series, we keep the model of our
impulse series xt fixed. Explicitly, xt is drawn from an i.i.d. Gaussian random variable,
















Figure 4.5: A realisation of the impulse time series xt.
N (µt, 1), with mean vector µt given by
µt =

1 1 ≤ t < 100,
3 100 ≤ t < 300,
1.5 300 ≤ t < 500,
0 500 ≤ t < 580,
3 580 ≤ t < 600.
Figure 4.5 shows a realisation of the process xt.
In each instance we estimate and/or predict changes in the response series yt, using
the methodology described in Section 4.2, and then validate the quality of these by
detecting changes in mean and/or variance in yt directly. That is, we are comparing
the following:
1. Detection (CPdet)
Detecting changes in mean and variance in yt directly using the cpt.meanvar
function from the changepoint R package (Killick and Eckley, 2014);
2. Estimation or Prediction (CPpred)
First detecting changes in mean in xt, using the cpt.mean function from the
changepoint R package (Killick and Eckley, 2014) and then estimating or pre-
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Figure 4.6: A single realisation from the model described by (a) Case 1 (b) Case 2
and (c) Case 3 with i.i.d innovations.
dicting changes in mean or variance in yt by estimating the form of the transfer
function model between the two time series, as described in Section 4.2.
We investigate each of the changepoint scenarios described in Section 4.2.2 by simu-
lating the response series yt from the following models.
Case 1 - Each change in mean in xt causes a single change in mean in yt.
Specifically, we simulate our response series yt from the following model
yt,j = 0.8xt−15 + t,j,
where the innovations are given by
t,j ∼

N (0, 1) if j = 1;
AR(1) if j = 2;
MA(1) if j = 3.
(4.9)
Figure 4.6a shows a single realisation for yt,1 for Case 1. For this case, the delay d is
15 and the length of the last segment of the impulse series xt is 20. As such, the ‘true’
changepoints in yt should occur at times t < n = 600. We only present the results for
the different types of innovation for this Case 1. However, for Cases 2 and 3, the AR
and MA innovations had a similar impact on results.
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Figure 4.7: Histogram to show the number of detected changes in mean and variance
(CPdet) in yt (black bars) along with the estimated/predicted changes in mean and
variance (CPpred) (grey bars) for 500 realisations of Case 1.
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Figure 4.7 shows a histogram of the detected (CPdet) and the predicted or estimated
(CPpred) changepoints in the response series yt in the presence of each of the three
types of innovation (4.4). Overall, we can see that generally the type of innovation
does not affect the detection of changepoints we estimate in yt, however it is more
difficult to detect the changes in mean directly. This is expected because CPdet
assumes that the data we are detecting changepoints in are independently Gaussian
distributed. For the AR innovations, more changepoints are detected than estimated.
In general, there is larger uncertainty surrounding the locations of the estimated
changepoints than the detected changepoints. As expected, we cannot detect the
change in mean at the end of the time series however we can correctly predict it. This
illustrates an example of CPpred predicting changepoints in-sample.
Case 2 - Each change in mean in xt causes a single change in mean in yt
which is preceded by a period of disturbance. Specifically, we simulate from
the following model
yt = 1.6xt−15 − 1.2xt−16 + . . .+ 1.5xt−29 + 0.8xt−30 + t, (4.10)
where the innovations {t}t=1,...,n are a white noise process. For this scenario, the
disturbance is simulated to occur at time t < n = 600 and the change in mean at
t > n = 600. This is because the delay d is less than the length of the final segment
of xt (20), and the maximum lag for which xt and yt are related, D = 30, is larger
than 20.
Figure 4.8a displays the results for Case 2, when a single change in xt manifests as a
change in yt which is preceded by a disturbance period of length 15. When detecting
the changepoints, CPdet detects the location of the change in mean and often misses
the disturbance period prior to this. Figure 4.6b shows a single realisation from this
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model. It shows that the disturbance period manifests as a slope to the next mean level
in which the transition to the new mean level is the most abrupt towards the end of
this transition period. This explains why the changepoint detection algorithm prefers
this second change. The estimated changepoints (CPpred), on the other hand, detect
the first change more frequently than the second. This is because the coefficients in
the model (4.4) are larger for the smaller lags. Overall, detection rate (CPdet) is
generally lower than estimation (CPpred) rate. For Case 2, we predict changes at
times less than n = 600 and greater than n = 600. This illustrates an example of
CPpred predicting changes both in-sample and out-of-sample.
Case 3 - Each change in mean in xt causes two changes in mean in yt. For
this scenario, we consider the following model
yt = 2.1xt−25 − 1.2xt−35 + t, (4.11)
where the innovations {t}t=1,...,n are a white noise process. For this case, both of the
changes in mean occur at times t > n = 600. This is because the delay d and and the
maximum lag for which xt and yt are related (D), are both larger than the length of
the final segment of xt (20).
Figure 4.8b shows the results for Case 3, when a single change in xt manifests as two
changes in mean in yt. In this case, the changepoint detection algorithm (CPdet)
prefers the first induced change over the second. This is because the first coefficient
in equation (4.4) is almost twice as large as the second, this means the first change
in mean is of greater magnitude, this can be seen in the realisation of the model in
Figure 4.6c. When estimating the locations of the changepoints (CPpred), the pairs
of changes have greater separation than those detected in Case 2 (Figure 4.8a), this
is because we have two distinct changes in mean instead of a disturbance prior to
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Figure 4.8: Histogram to show the number of detected changes in mean and variance
in yt (black bars) along with the estimated/predicted changes in mean and variance
(grey bars) for 500 realisations of (a) Case 2 and (b) Case 3.
the change. In this case, both the changepoints are predicted in the forecast horizon
(out-of-sample) at times t > n = 600.
Overall, in each of the models, we estimate changes more frequently by first detecting
changes in xt and then estimating the changes in yt using the transfer function model
(CPpred). Despite this, there is greater uncertainty regarding the locations of the
changes because the locations of the estimated changes rely on the covariance structure
between the impulse and response time series.
For Cases 2 and 3, when detecting changes directly in yt (CPdet), we often only
detect one of the two changes induced. In practice, this would be dependent upon
the application at hand, we may need to decide if we would want to detect one or two
changes.
In all of the models, the AR distributed innovations made it most difficult to detect
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changes in yt accurately. This is because when autoregressive structure is present, we
have more power to detect changes in mean, however these are often false positives.
This feature was also encountered in Chapter 3 and has been noted by authors such
as Lavielle and Moulines (2000) and Beaulieu et al. (2012).
This simulation study has only considered the form of the response series yt and up
until now, we have only considered the case where xt is independently distributed or
it is second order stationary. It is often the case that our explanatory series is not
second order stationary. If this is the case, then our method of pre-whitening may
not uncover the true delay between the two time series, and as a consequence, our
predicted changepoint locations will be incorrect. The following section proposes a
method of pre-whitening which allows our explanatory series to be piecewise second
order stationary.
4.5 Piecewise Pre-whitening
The method of pre-whitening introduced by Box et al. (2013), and described in Section
4.2.1 assumes that the explanatory series xt is second order stationary. However, it
may be the case that it is piecewise second order stationary. Changes in mean are often
accompanied by changes in second order structure (Yau and Davis, 2012; Sturludottir
et al., 2017).
If xt experiences changes in second order structure, and we do not take these into ac-
count in our pre-whitening process, then we may estimate the parameters in equation
4.2.1 incorrectly. In particular, the transformed input series wt may not be a white
noise process and so the form of the polynomial in equation (4.2.1) may be misleading.
Section 4.5.1 outlines our proposed method for pre-whitening a time series when
there are changes in second order structure and in Section 4.5.2 we illustrate, using
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a simulation study, how not accounting for changepoints can lead to an incorrect
estimate of the delay d and the set S and how our approach rectifies this.
4.5.1 Method
Section 4.2.1 described the pre-whitening process of Box et al. (2013) used to remove
auto-correlation before using the cross-correlation to determine the delay between the
response and explanatory time series. This method, however, assumes second order
stationarity of the innovations of the explanatory series. We propose to test a new
method of pre-whitening which explicitly takes into account the presence of changes
in second order structure in the explanatory time series. This method is outlined
below.
During the usual pre-whitening of Box et al. (2013), an ARMA model is fit to xt and
the coefficients used to filter yt. Our amended method, changepoint pre-whitening
(CPPW), is to:
1. Fit a changepoint ARMA model to xt. This identifies both the location(s) of
any changepoints and also the ARMA models for each of the segments. We
detect changes in the ARMA model of xt using the methodology outlined in
Chapter 3;
2. Filter yt with the same segmented ARMA model.
If xt exhibits changes in second order structure, the auto-correlation induced in yt,
from xt, should now be removed accurately. The simulation study in Section 4.5.2
demonstrates this.
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4.5.2 Simulation Study
In this section we investigate the method of piecewise pre-whitening. We simulate
explanatory time series xt which exhibit changes in autocovariance, and from these
we simulate a response time series yt via a transfer function relationship (4.2.1).
In each case we simulate 100 realisations of each model and for each realisation we
estimate the delay d (4.2.1) and the elements of the set S (4.2.1) using standard
stationary pre-whitening and piecewise pre-whitening. Figure 4.9 shows histograms
for the estimated time delays using standard pre-whitening and changepoint pre-
whitening. Figure 4.10 shows histograms for the estimated elements of the set S.
For the response time series yt, we simulate from four types of transfer function model
(4.2.1), given by:
yt = 0.8xt−3 + t, (TF1)
yt = 0.8xt−5 + 0.6xt−12 + t, (TF2)
yt = 0.8xt−7 + 0.6xt−8 + t, (TF3)
yt = 0.8xt−10 + 0.6xt−11 + 0.4xt−12 + t, (TF4)
where the noise process t is given by the autoregressive process t = 0.8t−1 + ηt,
ηt ∼ N (0, 1). This allows us to consider a range of delays, d, and sets, S. For
models (TF1), (TF2), (TF3) and (TF4) there are 1, 2, 2 and 3 elements in the set S,
respectively.
In order to evaluate the effects of different types of changes in second order structure
in the impulse series xt, we simulate data from a range of ARMA models. We simulate
the impulse series xt from the following models.
(1) A stationary AR(2) model. This simulation is designed to asses the accuracy
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of the pre-whitening techniques when there are no changepoints. Specifically, for this
model, we simulate from
xt = 0.9xt−1 − 0.2xt−2 + ηt, 1 ≤ t ≤ 512.
Figures 4.9a and 4.10a show the results for the delay detected and the estimated set
S, respectively, for model (1). The results for stationary pre-whitening and piecewise
pre-whitening are almost the same - this indicates that there is a low false positive rate
for the changes detected in the explanatory series. We can also see that for transfer
function relationships (TF1), (TF2), (TF3) and (TF4), larger values of the true delay
are harder to estimate. This is logical because the sample covariance at higher lags
will be estimated using less observations than at the lower lags.
(2) A piecewise stationary AR model of order 3 with changing coefficients.
Specifically we simulate from
xt =
 0.9xt−1 − 0.2xt−2 − 0.4xt−3 + ηt for 1 ≤ t ≤ 300,0.2xt−1 − 0.3xt−2 + 0.7xt−3 + ηt for 300 < t ≤ 512.
In model (2) the order of the AR process remains constant however the coefficients of
the model change. From Figure 4.9b it can be seen that the delay is underestimated
considerably using stationary pre-whitening. This indicates that the auto-correlation
in xt has not been sufficiently removed during the pre-whitening process. This is
further supported by Figure 4.10b where we can see that, if changes in second order
structure are not taken into account, too many significant lags in the covariance
between xt and yt are detected. Using piecewise pre-whitening leads to improved
estimation of both the delay d and the set S in all instances of model (2).
(3) A piecewise stationary AR model which changes from a third order to
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a first order model. Specifically we simulate from
xt =
 0.1xt−1 − 0.6xt−2 − 0.3xt−3 + ηt for 1 ≤ t ≤ 2000.3xt−1 + ηt for 200 < t ≤ 512.
Figures 4.9c and 4.10c show the results for the delay detected and the estimated set
S, respectively, for model (3). In this case, the order of the AR model changes, and
this seems to impact the stationary estimation of the parameters less than a change in
coefficient. This suggests that during the stationary pre-whitening procedure, more
auto-correlation can be effectively removed.
For model (3) the stationary pre-whitening procedure would most likely over-fit the
model, fitting an AR(3) process to the entire time series. Despite being an incorrect
model, it would still remove much of the auto-correlation. However for model (2),
the fitted stationary model will tend to under-fit to the coefficients meaning much of
the auto-correlation at lower lags remains - this can be seen in Figure 4.9b where the
stationary approaches often selects the delay to be less than two.
(4) A piecewise stationary AR model which changes from a first order to
a third order model with a short segment at the beginning of the time
series. Specifically we simulate from
xt =
 0.3xt−1 + ηt for 1 ≤ t ≤ 500.1xt−1 − 0.6xt−2 − 0.3xt−3 + ηt for 50 < t ≤ 512.
Model (4) is similar to model (3) however the change in order of the autoregressive
process is reversed and the duration of the AR(3) segment is longer. We can see that
when there is a segment which is sustained for longer, the change in second order
structure has less of an impact on the estimate of d. The same can be seen in Figure
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4.10 for the estimation of the set S.
(5) A piecewise stationary AR model which changes from a third order to
a fifth order. Specifically we simulate from
xt =
 0.1xt−1 − 0.6xt−2 − 0.3xt−3 + ηt for 1 ≤ t ≤ 2560.9xt−1 − 0.2xt−2 − 0.4xt−4 + 0.3xt−5 + ηt for 256 < t ≤ 512.
In model (5) we increase the order of the AR model. From Figure 4.9e we can see
that for the transfer function models TF1 and TF3, the stationary pre-whitening
estimates the correct delay more often than the piecewise pre-whitening. In these two
cases piecewise pre-whitening is identifying an incorrect delay of zero more often than
stationary pre-whitening.
(6) A piecewise stationary AR model which changes from a third, to a
second and to a first order model. Specifically we simulate from
xt =

0.1xt−1 − 0.6xt−2 − 0.3xt−3 + ηt for 1 ≤ t ≤ 200
0.9xt−1 − 0.2xt−2 + ηt for 200 < t ≤ 400
0.5xt−1 + ηt for 400 < t ≤ 512.
Finally, in model (6) we consider three changes in AR order. From all of the models
that exhibit a change in AR order, we can see from Figure 4.9 and 4.10, that the
gain from using a piecewise pre-whitening approach is the largest for model (6). This
suggests that an increase in the number of changepoints has a larger effect on the
estimation of the delay d and the set S.
In general, piecewise pre-whitening offers significant improvements to the estimation
of the parameters used to predict changepoints. As the true delay increases, the
benefit from using a piecewise pre-whitening approach becomes larger. In particular,
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(f) Model 6
Figure 4.9: Histograms showing the estimated delay dˆ for 100 realisations of models (1)
- (6) for transfer function relationships (TF1), (TF2), (TF3) and (TF4). In each case,
the grey solid bars represent the piecewise pre-whitening approach and the coloured
unfilled bars represent a stationary pre-whitening approach. The solid cross is the
true value of the delay.
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(f) Model 6
Figure 4.10: Histograms showing the estimated elements of the set S for 100 realisa-
tions of models (1) - (6) for transfer function relationships (TF1), (TF2), (TF3) and
(TF4). In each case, the grey solid bars represent the piecewise pre-whitening ap-
proach and the coloured unfilled bars represent a stationary pre-whitening approach.
The solid crosses are the true elements of the set S.
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it helps to eliminate many of the incorrect lags of cross-covariance function between
the response and explanatory series, as we can clearly see in Figure 4.10.
Stationary pre-whitening gave the poorest results when the order of the AR process
remained the same, but the coefficients of the model changed, and also when there
was more than one change in the explanatory series.
In practice it is likely that our explanatory series will exhibit changes in second order
structure, and we have illustrated through simulations, that failing to consider these
will interfere with the estimation of the parameters of the transfer function model
(4.2.1) between the two time series. As a result, the estimated and predicted locations
of the changepoints in the response series yt will be incorrect.
In the following section, we test our changepoint prediction methodology on an ap-
plication to Telematics data.
4.6 Data Application
In this section we apply our methodology to an example relating to autonomous
driving, and in particular, to the haulage industry.
In the situation where a company has a fleet of vehicles, there is often a leading
vehicle and then other vehicles following behind them. The following vehicles could,
for example, be autonomous. In such a situation, the leading vehicle could inform the
vehicles that follow. So, if the leading vehicle experiences a change in mean speed,
we would expect the following vehicles to exhibit a change in mean in their speed at
a slightly later time, depending on how far the vehicles are from each other.
In Figure 4.11 we have two time series for the speed of two heavy goods vehicles
(HGVs). The data has been interpolated to ensure the observations are equally





























Figure 4.11: Speed over time of two HGVs performing the same journey one after
another along with detected changes.
spaced.
The HGVs are performing the same journey one after another, Figure 4.11a is the
leading HGV and Figure 4.11b is the one following. For the leading vehicle, Figure
4.11a also shows the detected changes in mean and variance (CPdet), and for the
following vehicle, Figure 4.11b shows the detected changes in mean.
In order to test our changepoint prediction methodology, using both piecewise and
stationary pre-whitening, we choose a selection of training periods for which we fit
the changepoint prediction models, and then estimate or predict changes. The first
training period we use is from the start of the journey up until time 05:50am, this
is indicated in Figure 4.12 by the vertical dashed orange line. Figure 4.12a shows
the detected changes in mean in the leading HGV. We have detected two changes
in mean. Figure 4.12b shows the detected changes in mean and variance (CPdet) in
the following HGV, along with changepoints that have been estimated or predicted
(CPpred). In this case, we have changes estimated within the training period, and
also changes we have predicted outside of the training period. If we compare these
changes to those we detected in Figure 4.11, then they seem reasonable.
It is interesting to compare the results obtained from stationary and from piecewise





























Figure 4.12: Speed over time of two HGVs performing the same journey one after an-
other with detected changepoints (vertical dashed black lines), estimated or predicted
changes using stationary pre-whitening (blue markers) and estimated or predicted
changes using piecewise pre-whitening (grey vertical lines). The vertical dashed or-
ange line is the end of the training period.
pre-whitening. If we consider the changes we have estimated within the training
period (CPpred), in Figure 4.12b, piecewise pre-whitening has identified a feature
that stationary pre-whitening has failed to capture. Specifically, we can see in Figure
4.12a that the leading HGV accelerates from being stationary very abruptly, however,
the following HGV has a different driving behaviour - it has a more gradual increase
in speed. The changepoints estimated using piecewise pre-whitening capture the start
and end of this incline in speed. The same features can be seen in Figure 4.11. For the
leading HGV, changes in mean level are captured using a single changepoint, however
for the following HGV, there is often two changes which enclose a slope. When we
asked an industry expert, they said that this is indicative that the following HGV
had a heavier load than the leading HGV. This is an illustration of the case where a
single change in the impulse series, manifests as a change in the response series with
some disturbance period beforehand.
The second training period we use is up until time 05:55am, this is indicated by the
vertical dashed orange line in Figure 4.13. For this time period we have detected 3





























Figure 4.13: Speed over time of two HGVs performing the same journey one after an-
other with detected changepoints (vertical dashed black lines), estimated or predicted
changes using stationary pre-whitening (blue markers) and estimated or predicted
changes using piecewise pre-whitening (grey vertical lines). The vertical dashed or-
ange line is the end of the training period.
changes in mean in the speed of the lead HGV, see Figure 4.13a. For the following
HGV, in Figure 4.13b, we estimate changes and predict changes (CPpred) both inside
and outside of the training period. We still only detect a single change in the training
period due to the change being close to 05:55am. Comparing the changes estimated
or predicted using stationary or piecewise pre-whitening, it seems that stationary pre-
whitening is detecting more spurious changepoints, implying that the pre-whitening
process did not remove enough auto-correlation in the speed of the leading HGV.
The last training period we consider is up until 06:10am, indicated by the vertical
dashed orange line in Figure 4.14. During this period of time, we detect 4 changes
in mean in the speed of the leading HGV and for the following HGV, we estimate
multiple changes within the training period and predict multiple changes outside of
the training period.
We can see in Figure 4.14a that when piecewise pre-whitening is used, twice as many
changes are estimated and predicted in the speed of the following vehicle. Overall,
it is difficult to determine which segmentation seems most reasonable, however using





























Figure 4.14: Speed over time of two HGVs performing the same journey one after an-
other with detected changepoints (vertical dashed black lines), estimated or predicted
changes using stationary pre-whitening (blue markers) and estimated or predicted
changes using piecewise pre-whitening (grey vertical lines). The vertical dashed or-
ange line is the end of the training period.
piecewise pre-whitening results in two very spurious changes prior to 06:00am. This
change was not estimated using piecewise pre-whitening when the training period
was smaller, however a similar change was identified using stationary pre-whitening
in Figure 4.13b. This could suggest that the model relating each of the HGVs is
changing over time.
4.7 Conclusions and Future Work
In this chapter we have developed a method to predict future changepoints based upon
a transfer function model between an explanatory and response series. In addition
to this, we have have developed a new approach to pre-whitening time series which
considers changes in the second order structure of the explanatory series. This is useful
in a wider time series and forecasting context, and does not need to be restricted to
predicting changepoints. We tested our changepoint prediction methodology using
a range of simulation studies and applied it to an example in the Haulage industry.
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We predicted changepoints in the mean speed of the following HGV successfully, and
were also able to identify interesting driving behaviours.
One potentially interesting avenue for future research would be to consider a model
which allows the delay between the two time series to vary overtime. The delay
between the two series relies on their cross-covariance, therefore to detect a change
in the delay, we would detect a change in the cross-covariance between the series.
This would be an important avenue for further research, especially in regards to the
example of a fleet of vehicles. This is because, as time increases we may expect the
delay between the two vehicles to increase or decrease as a function of time. This may
explain the results we obtained in Section 4.6.
In addition, in the future, we would like to extend this methodology to allow for the
prediction of different types of changes such as variance and trend. It would also be
interesting to extend the model to allow for more than one explanatory time series.
Another avenue of future research could be to amend the algorithm for an on-line
setting.
4.A Appendix
Proof of Proposition 4.2.3
The expectation of xt is given by: E[xt] = µ1I1≤t≤τX + µ2IτX+1≤t≤n. Then, the expec-
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 IτX+S|S|−1+1≤t≤τX+S|S| + |S|∑
j=1
δSjµ2IτX+S|S|+1≤t≤n.
Therefore the changes in mean in yt are given by τX + Sj, j = 1, . . . , |S|.
Proof of Proposition 4.2.5
By imposing that the minimum segment length be greater than D, where D :=
maxj Sj, the multiple changepoint case follows immediately from the single change-
point scenario.
Proof of Proposition 4.3.1
Let τXmX be the location of the most recent changepoint location in xt. Then, from
Proposition 4.2.5 the |S| most recent changes in yt are given by τYmY +i = τXmX + Si.
The result follows by considering the location of each of these changes in relation to
the end of in-sample period, n, and the minimum segment length, g.
Chapter 5
Wavelets
In the previous chapters of this thesis we have seen, that more often than not, many
of the data sets we encounter are non-stationary in nature. We have also seen that
in many important application areas, e.g. time series forecasting in Chapter 4, it
is important to capture the (temporal) dependence structure between observations
adequately, otherwise future predictions may be unreliable. In this chapter, we turn
our attention to a non-parametric framework in which we model such non-stationary
time series. Specifically, we introduce wavelets (Section 5.1) and review the literature
surrounding their application within locally stationary time series modelling (Section
5.2). Finally, in Section 5.3 we review the literature surrounding detecting change-
points using the model described in Section 5.2. These ideas will be used in Chapter
6 for proposing a new method for detecting changes in variance, and in Chapter 7 we
extend this into detecting changes in autocovariance.
78
CHAPTER 5. WAVELETS 79
5.1 Wavelets
Wavelets, as the name suggests, can be described as “little waves”. This is because
they are compactly supported functions. In contrast, the basis functions in a Fourier
transform have global support, i.e. the sines and cosines constitute “big waves”.
It is the compact support of wavelets that naturally lend them to modelling time
series whose properties vary over time. When we use the term term wavelet, we are
typically referring to the mother wavelet, ψ(x). Following Meyer and Salinger (1992),
we introduce wavelets in the following.
Definition 5.1.1. Let m ∈ N and x ∈ R. Then a function ψ(x) is called a mother
wavelet of order m if the following properties hold:
1. If m = 0, ψ(x) ∈ L∞(R). If m ≥ 1, then ψ(x) and all its derivatives up to order
m belong to L∞(R).
2. ψ(x) and all its derivatives up to order m decrease rapidly as x→ ±∞.
3. For each k ∈ {0, . . . ,m}, ∫ ∞
−∞
xkψ(x)dx = 0.
4. The collection {ψj,k}j,k∈Z forms an orthonormal basis of L2(R), the ψj,k being
constructed from the mother wavelet using the identity
ψj,k(x) = 2
−j/2ψ(2−jx− k).
In Definition 5.1.1, condition 1 expresses the smoothness of the wavelet. Figure 5.1
shows three examples of mother wavelets of increasing order. Conditions 2 and 3
address the localisation and oscillation of ψ. Condition 3 is often referred to as
the vanishing moments property. Finally, the parameters j and k, in condition 4,
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Figure 5.1: Examples of Daubechies extremal phase mother wavelets with (a) one,
(b) four and (c) nine vanishing moments.
correspond to the dilation (scale) and translation (location), respectively.
The Haar wavelet is a popular example of a wavelet. Haar wavelets are generated
from the following mother wavelet, of order zero
ψ(x) =

1 if 0 ≤ x < 1/2;
−1 if 1/2 ≤ x < 1;
0 otherwise .
The Haar mother wavelet is shown in Figure 5.1a.
In order to perform a wavelet transform, we rely on a multi-resolution analysis (MRA).
This provides a framework for examining functions at different scales. It enables us
to understand wavelet bases and construct new examples. Following Mallat (1989)
we define a multi-resolution analysis as follows.
Definition 5.1.2. A multiresolution analysis (MRA) is a nested sequence of closed
subspaces, Vj∈Z ⊂ L2(R),
. . . ⊂ V−2 ⊂ V−1 ⊂ V0 ⊂ V1 ⊂ V2 . . .
such that
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1. the spaces have an intersection which is trivial:
∩j∈ZVj = {0};
2. the spaces have a union which is dense in L2(R):
∪j∈ZVj = L2(R);
3. the spaces are constructed such that the following self similar relations exist:
(a) f(x) ∈ Vj ⇐⇒ f(2x) ∈ Vj+1 ∀j ∈ Z;
(b) f(x) ∈ V0 ⇐⇒ f(x− k) ∈ V0 ∀k ∈ Z;
4. there exists a unique scaling function, φ(x) ∈ V0, whose integer translations span
the space V0, and for which {2−j/2φ(2−jx − k)|k ∈ Z} is an orthonormal basis
of Vj.
Since V0 ⊂ V1, we can express the function φ(x) ∈ V0 as a linear combination of










for some coefficients hk. Equation (5.1) is called the scaling equation and an individual
element from the basis, for any location k, is denoted by
φj,k(x) = 2
−j/2φ(2−jx− k). (5.2)
The coefficients h = {hk}k∈Z are often referred to as wavelet filters. When associated
with an orthogonal MRA, they have two important properties, normalisation and








hkhk−2l = δl. (5.3)
We refer the reader to Vidakovic (2009) for proofs of (5.1).
The scaling equation (5.1) allows us to obtain an approximation of f(x) at a particular
scale, or resolution, j. Since {φj,k} is a basis for Vj, we can write an approximation




cj,kφj,x(x) = Pjf, (5.4)
for some coefficients {cj,k}k∈Z, where Pj is the projection operator introduced by
Daubechies (1988).
As the {φj,k}k∈Z are orthonormal, the coefficients {cj,k} are given by the inner product
of (a) the function f(x) which we are approximating, and (b) the basis elements φj,k,




Figure 5.2 shows approximations obtained when applying the Haar MRA to a piece-
wise polynomial used by Nason and Silverman (1995) and available in the wavethresh
R package (Nason, 2012). We can see that as j increases, the approximation becomes
increasingly coarser. This is because the projection in equation (5.1) is constructed
using the basis function (5.1). As j increases, the approximation uses less information
because of the 2−jx term in equation (5.1).
5.1.1 Fourier Properties of the Scaling Function
It can often be useful to consider the Fourier properties of the scaling function φ(x).
Following Vidakovic (2009), the Fourier transform of the scaling equation (5.1) is



















Figure 5.2: A piecewise polynomial function f with successive approximations,
f2, f4, f6 using the Haar MRA, obtained using the wavelets R package (Aldrich,











where Φ(·) should not be confused with the CDF for the Normal distribution used
in Chapter 4. Here the function, m0, describes the behaviour of the filter, hk, in the








Daubechies (1988) shows that the orthonormal properties of the scaling function leads
to the following condition
|m0(ω)|2 + |m0(ω + pi)|2 = 1, (5.6)
and we necessarily have |m0(0)| = 1 and |m0(pi)| = 0. Equation (5.1.1) is the Fourier
domain equivalent of Definition 5.1.2 part 4. I.e. that the translates of the scaling
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function, {φ(x − k)|k ∈ Z}, form an orthonormal basis for V0. In the following we
describe how to derive a wavelet from the scaling function.
5.1.2 Deriving a Wavelet Function from a MRA
Multi-resolution analysis is key to deriving a wavelet function. Specifically, a mother
wavelet is derived from a scaling function. This is achieved by considering the infor-
mation which is lost when we move from one resolution space Vj+1, down to a coarser
space Vj. Definition 5.1.3 formalizes this idea.
Definition 5.1.3. The detail space Wj is the orthogonal complement of Vj in Vj+1
Vj+1 = Vj ⊕Wj. (5.7)
This expresses the subspace Vj+1 as a composition of detailed information, Wj, and
coarse information, Vj. The detail space Wj captures information we would otherwise
lose if we considered a coarser scale.
Now, recall that the integer translations of the scaling function φj(x) (5.1) form an
orthonormal basis of Vj. Analogously, a function ψj(x) can be found such that its
integer translates form an orthonormal basis of Wj. This wavelet function ψj,k(x) is
defined as
ψj,k(x) = 2
−j/2ψ(2−jx− k), j, k ∈ Z. (5.8)
The set {ψj,k}j,k∈Z forms an orthonormal basis of L2(R).
In order to derive a wavelet function ψ(x) from the scaling function φ(x), we use the
fact that Wj ⊂ Vj+1 and hence ψj,k(x) ∈ Vj+1. Therefore, we can represent the wavelet
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−ikω, and must satisfy the following orthogonality conditions in relation
to the function m0
|m0(ω)|2 + |m1(ω)|2 = 1,
and
m0(ω)m1(ω) +m1(ω + pi)m0(ω + pi) = 0.
We refer the reader to Vidakovic (2009) for a proof.
It follows, that the filters h = {hk}k∈Z and g = {gk}k∈Z, associated with the scaling
relations (5.1) and (5.1.2) respectively, are related to one another by the so called
quadrature mirror filter relation: gk = (−1)kh1−k, in which the coefficients hk, k ∈ Z
combine to form a low-pass (averaging) filter and the gk coefficients form a high pass
filter. This relation allows us to take any scaling function, φj,k(x), which satisfies the
MRA properties and use it to derive a wavelet function using equation (5.1.2).
Now that we have established representations for both the detailed information, Wj,
and the coarse information, Vj, it is possible to extend the approximate representation
of a function f(x) in equation (5.1) into an exact wavelet representation.
We can extend the representation in (5.1), using the decomposition in equation (5.1.3),
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to also include detailed information























illustrating that a function can be approximated at scale j + 1 by the approximation
at the coarser scale j0 plus the detailed information in between.
The above decomposition can be iterated for an increasing number of scales and, as
j → ∞, more and more detail is included in the approximation yielding an exact










It is often the case that we do not want to decompose a continuous function f(x), but
instead we wish to analyse a set of discrete observations (x1, x2, . . .). In the following
section we outline the procedure for performing a wavelet transform on discrete data.
5.1.3 The Discrete Wavelet Transform
It is often the case that the data we are analysing is of a discrete nature. In such a
case the continuous representation in equation (5.1) is inappropriate. Instead we turn
to the the discrete wavelet transform (DWT), proposed by Mallat (1989). The DWT
filters a sequence of data {x1, . . . , xN} of dyadic length N = 2J into a wavelet de-
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composition sequence {cJ,0, dJ,0, dJ−1,0, dJ−1,1, . . . , d1,0, . . . , d1,N
2
−1}, in which the {cj,k}
and {dj,k} are defined as in equation (5.1) and (5.1.2) respectively. The coefficients
{cj,k} and {dj,k} are commonly known as the smooth and detail coefficients of the
transformation.
If the father wavelet φ(x) satisfies the properties of a MRA, then Mallat (1989)’s pyra-
midal algorithm can be used to efficiently calculate the smooth and detail coefficients
at scale j + 1, from the smooth coefficients at scale j. We describe this algorithm
below, following the notation of Nason (2010).
Recall that cj+1,k =
∫
R f(x)φj+1,k(x)dx, since the {φj,k}k∈Z is an orthonormal basis
for Vj+1. Then using the scaling equation (5.1) and the relationship in equation (5.1),








In a similar way, we can obtain the detail coefficients dj+1,k at scale j + 1, from the
smooth coefficients at scale j. In this case, instead of using the scaling equation (5.1),





The relations in (5.1.3) and (5.1.3) can be applied recursively for j = 1, . . . , J to obtain
the DWT coefficients {cJ,0, dJ,0, dJ−1,0, dJ−1,1, . . . , d1,0, . . . , d1,N
2
−1}. Figure 5.3a shows
the detail coefficients of the DWT for the function f , considered in Figure (5.2), for
J = 8. We can see that as the scale increases from j to j+1, the number of coefficients
halves.
It is often notationally convenient to express the operations described by equations
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Figure 5.3: The (a) DWT and (b) NDWT using the Haar wavelet for the function f
considered in Figure 5.2.
(5.1.3) and (5.1.3) using operators. Following Nason and Silverman (1995), let H and










Then, in order to obtain the operations described by (5.1.3) and (5.1.3), we could first
apply the convolution operators H and G to the coefficients cj,n and then choose even
elements of the new sequence. This second operation is known as dyadic decimation
and this can also be expressed as an operator. Following Nason and Silverman (1995),
define the (even) dyadic decimation operator D0 by (D0x)k = x2k. Then, using the
convolution operators H and G, we can re-express equations (5.1.3) and (5.1.3) as
cj+1 = D0Hcj and dj+1 = D0Gcj, (5.13)
in which it is clear that the length of the sequence at scale j + 1, is half that at scale
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j.
The DWT is an orthogonal transformation, however it is not translation equivariant.
To see this, note that in equation (5.1.3), we chose to perform an even dyadic decima-
tion step. Instead, we could have chosen to select every odd element of the sequence,
however this simple shift leads to a non-trivial change in the wavelet transform. A
wavelet transform which is translation equivariant is the non-decimated wavelet trans-
form (NDWT), which we describe in the following section.
5.1.4 Non-decimated Wavelet Transform
In Section 5.1.3 we described the decimated discrete wavelet transform (DWT), in
which we highlighted that the transformation, despite being orthogonal, is not trans-
lation equivariant. At each scale, we choose to perform an even or an odd decimation
step, but how about if we chose to perform both? If we do this, we are able to obtain
and make use of extra information from the transform. This is the key idea of the
non-decimated wavelet transform (NDWT). Following Nason and Silverman (1995),
we can implement the NDWT in the following way.
Let Z denote the operator which pads out a sequence with zeros as follows:
(Zx)2j = xj and (Zx)2j+1 = 0.
Then the NDWT uses filters which are defined recursively as follows:
H[0] = {hk}k∈Z, G [0] = {gk}k∈Z,
H[r] = ZH[r−1], G [r] = ZG [r−1].
Suppose cj and dj are the coarse and detail coefficients at scale j respectively. Then
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the coarse and detail coefficients at each scale are defined recursively as
cj+1 = H[j]cj and dj+1 = G [j]cj.
The decomposition of cJ is then given by the sequence {cJ , dJ , dJ−1, . . . , d1} of length
2J(J + 1).
The NDWT retains an equal number of wavelet coefficients at each scale, Figure 5.3b
shows the NDWT for the test function in Figure 5.2. This additional information
means that at medium and low resolution levels, it is more informative than the
DWT. However, this extra information comes at a cost, because the transformation
is a redundant, non-orthogonal representation of the original data.
In the following section we turn our attention to the use of wavelets in statistics and in
particular, how we can use these non-decimated wavelet transforms to model locally
stationary time series.
5.2 Locally Stationary Time Series
The remainder of this thesis applies wavelets in a time series context. This section
introduces a wavelet based approach to modelling locally stationary time series in-
troduced by Nason et al. (2000). Section 5.2.2 introduces the locally stationary time
series framework we assume in this context. We first provide an introduction to
classical (stationary) time series as a basis for the idea of locally stationarity.
5.2.1 Stationary Time Series
Suppose we have an observed (discrete) time series of length n which we denote by
x1, . . . , xn, and let Xt be the corresponding random variable. Various assumptions
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are made about the properties of a time series, to enable the modelling of the auto-
covariance structure. For example, a strictly stationary time series is one for which
the probabilistic behaviour of {Xt1 , . . . , Xtn} is identical to {Xt1+h, . . . , Xtn+h}, for all
ti, n and h. This precise form of stationarity is too strong, and so it is often sufficient
to impose an assumption of weak stationarity on a time series.
A time series Xt is said to be second-order (weakly) stationary if it has constant
expectation, E(Xt) = µ, and its autocovariance is not dependent upon time, i.e.
γ(h) = Cov (Xt, Xt + h) = E[(Xt+h − µ)(Xt − µ)]. In practice, we can estimate the






(xt+h − x¯)(xt − x¯), for h = 0, 1, . . . , n− 1.






where A(ω) is the amplitude of the process and dξ(ω) is an orthonormal increments
process. In equation (5.2.1), the amplitude A(ω) does not depend on time. Realis-
tically, for many applications, assuming that a time series is stationary over time is
a misconception. It may be reasonable however to assume that in some window the
series is stationary, however globally this property may not hold. This means, for
many applications, model (5.2.1) is not appropriate and time dependence needs to be
introduced.
There are many ways to represent local stationarity stemming from Dahlhaus et al.
(1997). Nason et al. (2000) enable time dependence by replacing the set of Fourier
functions {exp(iωt)}, ω ∈ (−pi, pi), by a set of discrete non-decimated wavelets. We
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describe the model of Nason et al. (2000) in the following section.
5.2.2 Locally Stationary Wavelet (LSW) Processes
In order to capture the time dependence within a locally stationary setting, Nason
et al. (2000) introduce the compactly supported discrete wavelets.
Definition 5.2.1. Let h and g be the low and high pass quadrature mirror filters used
in the construction of wavelet functions as described in Section 5.1.2. Nason et al.
(2000) construct the compactly supported discrete wavelets ψj = (ψj,0, . . . , ψj,(Nj−1))








hn−2kψj,k = gn, for n = 0, . . . , Nj − 1,
Nj = (2
j − 1)(Nh − 1) + 1.
Here δ0,k is the Kronecker delta, and Nh is the number of non-zero elements of hk.
We define the quantity ψj,k(τ) to be ψj,k−τ , the (k − τ)th element of the vector ψj.
As we describe below, Nason et al. (2000) use discrete non-decimated wavelets to
construct locally stationary stochastic processes. These permit a wavelet to appear
at each time point at each scale, so that ψj,k(τ) = ψj,k−τ .
Following Nason et al. (2000), a LSW process {Xt,T}t=0,...,T−1, for a dyadic length
of time T = 2J ≥ 1, is a doubly indexed stochastic process having the following
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where {ψj,k(t) = ψj,k−t}j,k is a set of discrete non-decimated wavelets and the pa-
rameter j represents the scale of the corresponding wavelet. The {ωj,k;T} are a set
of amplitudes or weights, which may be interpreted as a transfer function. Finally,
{ξj,k} is a random orthonormal increment sequence.
The use of the notation Xt,T rather than the traditional Xt is to emphasize the
triangular stochastic array across different T , although in practice dependence on T
is often suppressed within notation.
Nason et al. (2000) specify three sets of assumptions required of model (5.2.2). The
first and second assumptions concern the orthonormal increment process ξj,k, and the
third is placed upon the amplitudes {ωj,k}:
1. E[ξt] = 0;
2. cov(ξj,k, ξl,m) = δj,lδk,m;
3. For each scale j there exists a Lipschitz function Wj(z) : [0, 1)→ R such that:
• ∑∞j=1 |Wj(z)|2 <∞ where z ∈ (0, 1) is rescaled time z = kT ;
• ∑∞j=1 2jLj <∞;
• ∃ constants Cj satisfying
∑∞
j=1Cj <∞ such that, for each T,
sup
k=0,...,T−1
|ωj,k;T −Wj(k/T )| ≤ Cj/T.
The first assumption ensures that {Xt,T}t=0,...,T−1 is a zero mean process. The second
assumption means that the orthonormal increment sequence ξj,k is uncorrelated. This
results in a complete description of the dependence structure in ωj,k;T . The final set of
assumptions control the evolution of the weights ωj,k, ensuring that they can change
over time but this must happen slowly.
The non-decimated wavelet system is over-complete and hence the coefficients ωj,k
cannot be uniquely determined. However, the assumptions that Nason et al. (2000)
CHAPTER 5. WAVELETS 94
place upon the LSW model, described above, allow for the asymptotic evolutionary
wavelet spectrum (EWS) to be determined uniquely. The EWS measures the local
power in an LSW process. It is given by
Sj(z) := |Wj(z)|2 = lim
T→∞
|ωj(z)|2,
on the rescaled time interval z = k/T ∈ (0, 1).
The wavelet spectrum Sj(k/T ) = |Wj(k/T )|2 is estimated from the raw wavelet peri-
odogram, given by the squares of the detail coefficients of the non-decimated wavelet
transform:







The vector of periodograms is hence given by Ik := {Ij,k}j=1,...,J .
Due to the redundancy of the non-decimated wavelet transform, the wavelet spectrum
is biased. In fact, as (Nason et al., 2000, Proposition 4) establish, the expectation of




Aj,lSl(z) +O(T−1) ∀z ∈ (0, 1, ).
Here the operator Aj,l is the inner product of the autocorrelation wavelets : Aj,l :=
〈Ψj,Ψl〉 =
∑





Hence, in order to obtain an unbiased estimate of the wavelet periodogram, we need
to correct the periodogram by multiplying by the inverse of the inner product matrix
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of autocorrelation wavelets.
Lk := {Lj,k}j=1,...,J = A−1J Ik.
In addition to bias, the raw wavelet periodogram is also an inconsistent estimator.
This is due to the periodogram’s asymptotically non-vanishing variance. Nason et al.
(2000) show that the variance of the wavelet periodogram is given by






Therefore in order to obtain consistency, the wavelet periodogram needs to be smoothed.
In practice, Nason et al. (2000) recommend that we smooth and then correct as this
is theoretically easier to analyse. Nason et al. (2000) also recommend using wavelet
shrinkage to smooth the wavelet periodogram, whilst more recent work by Fryzlewicz
and Nason (2006) suggests using wavelet-Fisz transforms. Please see (Nason, 2010,
Chapter 6) for further details.
As we consider detecting changes in the local autocovariance estimates in Chapter 7,
we introduce here the time varying measure of the autocovariance of a time series as
described in Nason et al. (2000).
For a locally stationary wavelet process with evolutionary wavelet spectrum {Sj(z)},





Here the Ψj(τ) are the autocorrelation wavelets at lag τ (5.2.2). Nason et al. (2000)
show that the autocovariance of Xt,T , defined by,
cT (z, τ) = cov(XbzT c,T , XbzT c+τ,T ) (5.17)
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converges to c(z, τ) as T →∞.
Having focussed on non-stationary time series we now turn to consider the closely
related challenge of changepoint estimation for piecewise stationary time series.
5.3 Changepoint Detection using Locally Station-
ary Wavelet Models
In this section we summarise the literature surrounding changepoint detection using
the LSW model. We focus specifically on detecting changes in second order structure
using the LSW framework. This is one, of several potential changepoint approaches
using wavelet methods. However, for the purposes of this thesis we will focus on LSW-
based approaches due to its explicit modelling of non-stationary time series structure.
Those interested in learning about the other wavelet-based methods are referred to:
Whitcher et al. (2000), who detect changes in variance in long memory processes
using binary segmentation and the non-decimated wavelet transform to estimate the
location of changes; Gabbanini et al. (2004) use the Ljung-Box test for autocorrelation
on packets from the Discrete Wavelet Packet Transform, see (Nason, 2010, Section
2.11); Fernandez (2004) uses the cumulative sum of the wavelet variance to detect
changes in variance.
We begin our review by describing a particular extension of the LSW model of Nason
et al. (2000). This allows us to model processes whose second-order structure evolves
over time in a discontinuous fashion. Specifically, Fryzlewicz and Nason (2006) extend
the LSW model of Nason et al. (2000) to include time series with a piecewise second
order structure. Following Fryzlewicz and Nason (2006)’s modification, a triangular
stochastic array {Xt,T}t=0,...,T−1, for a dyadic length of time T = 2J ≥ 1, is a LSW
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where {ψj,k(t) = ψj,k−t}j,k is a set of discrete non-decimated wavelets and the param-
eter j represents the scale of the corresponding wavelet. The {Wj,k;T} are a set of
time varying amplitudes or weights, each of which is a real-valued piecewise constant
function with a finite number of jumps which is unknown a priori. The ξj,k in (5.3) are
zero-mean, orthonormal, identically distributed random variables ensuring {Xt,T} is a
zero mean process. Further, Fryzlewicz and Nason (2006) denote the total magnitude
of jumps in {W 2j,k;T} by Pj. Consequently, condition 3 in Definition 5.2.2 is replaced









jPj = O(log T ) where J = log2 T .
The above representation lends itself to modelling time series with discontinuous
second-order structure. This is the framework adopted by Cho and Fryzlewicz (2012)
to detect changes in second order structure. The methodology relies on the premise
that if a time series has piecewise second order structure, then its evolutionary wavelet
spectrum will be piecewise constant. Hence, a change in the autocovariance of a time
series, will result in a changepoint in at least one of the wavelet periodogram scales.
Cho and Fryzlewicz (2012) apply a BS algorithm to the wavelet periodograms sepa-
rately at each scale. Once they have done this, to attain consistency in the change-
point locations, they perform a within-scale and across-scale post-processing proce-
dure. Most binary segmentation routines for multiplicative models do not allow for
correlated data, see for example (Inclan and Tiao, 1994) and (Chen and Gupta, 1997).
However, the wavelet periodogram has a scaled χ2 distribution, and so Cho and Fry-
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zlewicz (2012)’s implementation of BS necessarily allows for correlated data.
Killick et al. (2013) extend the work of Cho and Fryzlewicz (2012) to a parametric
likelihood setting. This is motivated by a number of reasons. Firstly, Cho and Fry-
zlewicz (2012)’s method relies heavily on a variance stabilisation step. As such, if the
stabilisation step does not make the variance constant across time, the method begins
to break down because the assumptions placed upon the test statistic are violated.
Additionally, the method requires the specification of a range of parameters, each of
which influence the final result. Finally, it is often the case that a parametric test
statistic will outperform a non-parametric equivalent when the modelling assumptions
are reasonable.
Killick et al. (2013)’s likelihood approach involves detecting a single change in second
order structure using a likelihood ratio test. The log-likelihood is expressed in terms
of the wavelet spectrum using the definition of the covariance of an LSW process
(5.2.2). Killick et al. (2013) extend this into the multiple changepoint case using BS.
Other advances in the LSW literature include the work of Cho and Fryzlewicz (2015),
in which the authors introduce a multivariate extension to the LSW framework in
order to detect changes in autocovariance in high dimensional data. In parallel they
also develop a new modification to binary segmentation, termed “Sparsified Binary
Segmentation” (SBS). The sparsification step in the algorithm consists of only using
some of the information regarding changepoints from each of the time series sequences.
Before each of the CUSUM statistics for the time series are aggregated, they apply a
threshold to each of them, such that any sequences that do not meet the threshold,
and so do not contain changepoints, are excluded from the aggregation. They point
out that this characteristic is particularly useful in a high dimensional setting. They
also improve on Cho and Fryzlewicz (2012) by achieving better rates of convergence
for the location estimators of changepoints.
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More recently, Korkas and Fryzlewicz (2017) use another modification to BS, namely
Wild Binary Segmentation (WBS) developed by Fryzlewicz et al. (2014), in the same
setting as in Cho and Fryzlewicz (2012). The motivation for using this modified algo-
rithm is that it outperforms standard BS in cases where there are many changepoints
present in the model.
In order to apply the WBS algorithm to the wavelet periodogram, Korkas and Fry-
zlewicz (2017) have to adapt the procedure for a multiplicative model setting, where
the observations are scaled χ2 random variables. Similarly to Cho and Fryzlewicz
(2012) they include an across-scale post-processing step, essentially used for aggre-
gation of the scales. They suggest two methods for this, the first is similar to that
used in Cho and Fryzlewicz (2012) and the other is motivated by that used in Cho
and Fryzlewicz (2015). The two methods of aggregation can also be used when the
standard BS algorithm is implemented.
The work presented in the remainder of this thesis extends the work of Cho and Fry-
zlewicz (2012) and Killick et al. (2013) into the time domain. Instead of detecting
changes in the wavelet periodogram, we consider the local autocovariance function.
One elegance of this, is the ability to consider the cases of changes in variance and au-
tocovariance separately. Consequently, Chapter 6 introduces our method for detecting
changes in variance and in Chapter 7 we extend this to the case of the autocovariance.
Chapter 6
A Nonparametric Approach to
Detecting Changes in Variance in
Locally Stationary Time Series
6.1 Introduction
In this chapter we introduce a non-parametric method for detecting changes in vari-
ance in the presence of outliers and heavy tails. Data sequences are often prone to
outliers and/or heavy tail structures which the majority of approaches are intolerant
to. Typically some pre-processing of the data is often performed in an attempt to mit-
igate these effects (Candemir and Og˘uz, 2017). In some cases this is a straightforward
adaptation, however given the unprecedented volume of data now being generated,
pre-processing is becoming increasingly impractical and often subjective (Taleb et al.,
2015). This motivates the need for new methods that are inherently resilient to such
features.
The structure of this chapter is as follows. In Section 6.2 we introduce our non-
100
CHAPTER 6. CHANGES IN VARIANCE IN LSW TIME SERIES 101
parametric approach to change in variance detection. This approach is based upon the
Locally Stationary Wavelet (LSW) model of Nason et al. (2000), described previously
in Section 5.2. The LSW framework is used to provide a local estimate of the variance
of a time series. The method we present is then assessed under various simulation
scenarios in Section 6.3. Lastly, in Section 6.4 we apply our method to wind speed
data collected from a site in the UK.
6.2 A Nonparametric Approach to Detecting Changes
in Variance
In this section we describe our non-parametric method for detecting changes in vari-
ance. Our approach is based on the key insight that detecting a change in variance in
the time domain can be transformed into detecting a change in mean in a transformed
domain, given a suitable transformation. We are by no means the first to consider
this, see for example, Darkhovski (1994); Inclan and Tiao (1994). In contrast to this
earlier work we adopt a wavelet based approach.
6.2.1 Locally Stationary Wavelet Framework
Our method for detecting changes in variance relies upon capturing the local behaviour
of a time series’ variance. This could be achieved using a rolling window estimate of
the variance, but would require choice of a window size. Instead we choose to adopt
the locally stationary wavelet (LSW) framework which is built upon non-decimated
wavelets.
The advantage of the LSW framework is that it encompasses many common time
series processes, such as moving average and autoregressive processes. Of particular
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interest for this work, we can use the LSW framework to attain a local time-varying
measure of the variance.
Suppose we have a LSW process, Xt, which has a representation as in equation (5.3).







The dependence on time in equation (6.2.1) is introduced indirectly via the compact
support of the wavelet. Using the wavelet spectrum, Nason et al. (2000) introduce the






where z = k/N ∈ (0, 1) is rescaled time. If a time series has a constant variance, then
the dependence on z in equation (6.2.1) is lost and the localised measure becomes a
global one.
The time-varying estimate of the variance (6.2.1) can be interpreted as a windowed
rolling estimate of the variance of the time series. However, unlike a usual rolling
estimate, no consideration of the window length is required. The benefit of a wavelet
approach is that a variety of window sizes are used in the wavelet transform. Through
the compact support of the wavelets the representation in equation (6.2.1) is unique
given the wavelet (Nason et al., 2000).
Figure 6.1 shows an example of a process with (a) constant variance and (b) piecewise
variance and their associated smoothed and unsmoothed local variance functions in
(c), (d) and (e), (f) respectively. Figure 6.1(c) demonstrates that smoothing the
spectral estimate masks the abrupt change that is clearly visible in (b) and (f). For
this reason, the following section presents a method based on the unsmoothed localised
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variance.
6.2.2 The NPLE Method
As previously described, if a time series is second order stationary then its evolution-
ary wavelet spectrum will be constant across each scale. Similarly, if a time series
is piecewise second order stationary, then the spectrum will be piecewise constant
(Fryzlewicz and Nason, 2006). Consequently, as the localised variance function in
equation (6.2.1) is the sum of the spectrum over scales, this means that the localised
variance function will also be piecewise constant. In order to exploit this property
for changepoint detection, we need to translate it into a practical setting. Thus our









Recall, that the Aj,l are the inner products of the autocorrelation wavelets (5.2.2),
and the dl,z =
∑N
t=1Xtψl,z−t, are the empirical wavelet coefficients of an LSW process
Xt,N .
Due to the compact support of the wavelets it is clear that, for a signal with piecewise
constant variance, this estimate is also piecewise constant. The following section
outlines the method for detecting these changes in the localised variance.
The Nonparametric Model
The localised variance function (6.2.2) is a sum of correlated χ2 random variables. In
practice it is difficult to obtain the distribution for this (Gordon and Ramig, 1983).
Therefore, we choose to adopt a non parametric approach to this changepoint detec-
tion problem.
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Figure 6.1: A time series with (a) constant variance (b) piecewise variance with their
associated smoothed local variance function in (c) and (d) respectively, and their
unsmoothed local variance function in (e) and (f) respectively.
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We consider the localized variance, σ2, and model its cumulative distribution function,













where the σˆ2t are assumed to be independent and I(·) is the indicator function.
Then, for n i.i.d data points with CDF G(u), for a fixed value of u, the empirical
CDF satisfies nGˆ(u) ∼ Binomial(n,G(u)). Hence, following Zou et al. (2014), the
maximum log likelihood of G(u) is given by
n{Gˆ(u) log Gˆ(u) + (1− Gˆ(u)) log (1− Gˆ(u))}.
In order to identify changepoints, we can take a penalised cost function approach







where the cost function for segment i is given by the negative of the empirical log
likelihood of the CDF of the localised variance estimate:
−L(σˆ2{τi−1+1}:τi ;u) = (τi − τi−1)×
[





The above cost function only uses information about the CDF evaluated for a single
value of u. This choice of u can result in differing segmentations. To overcome this,
Zou et al. (2014) recommend an integrated form of the cost function:
∫ ∞
−∞
−L(σˆ2{τi−1+1}:τi ;u) dw(u), (6.4)
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where w(·) is a weight function, dependent upon the CDF of the data set, such that
the integral is finite. The consistency of this approach is detailed in Zou et al. (2014).
This allows information across all time points to be incorporated into the cost function.
The computational cost of the cost function suggested by Zou et al. (2014) is of order
O(Mn2+n3), where M is a specified maximum number of changepoints (Haynes et al.,
2017b). Zou et al. (2014) suggest a screening step to help reduce this computational
time; however this jeopardizes the accuracy of the locations of the changepoints.
Haynes et al. (2017b) suggest an improved segment cost that involves approximating
the integral in (6.2.2) by a sum with some fixed number of terms K. This improves
the computational time taken to calculate the cost for a given segment to O(log n).
The suggested approximation is as follows.
Following Haynes et al. (2017b), we fix a K and define γ = −log(2n−1)
K
. Time is then
rescaled according to quantiles dependent upon the choice of K. Let {tk}k=1,...,K. be
equal to the (1 + (2n − 1) exp {γ(2k − 1)})−1 empirical quantile of the data. The






Lnp(σˆ2{τi−1+1}:τi ; tk). (6.5)
We could use any search function in order to identify the changepoints using equation
(6.2.2). However, Haynes et al. (2017b) show that this cost function is compatible
with PELT (Killick et al., 2012), a computationally efficient search for changepoints.
We therefore use this search method in our simulation study in Section 6.3.
Based upon the above description, we choose to call the method outlined here Non-
Parametric change in variance detection using Localised Estimates, abbreviated to
NPLE.
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Figure 6.2: Example plot of the number of changepoints against the cost function for
a model with two changes in variance. From the plot we can correctly identify the
true number of changes to be two.
6.2.3 Penalty Choice
Penalty choice is a practical challenge in many changepoint settings. We choose to take
an adaptive approach to penalty selection following that of Lavielle (2005). Intuitively,
this approach involves selecting the segmentation which causes the most significant
decrease in the cost function. This can be presented graphically in an analogous way
to a scree plot used in Principal Components analysis (Jolliffe, 2002). Figure 6.2 shows
an example plot of a cost function against the number of changepoints identified for
a model with two true changepoints. It is visible that the true segmentation occurs
at the point of maximum curvature, or ‘elbow’, of the plot; where the largest relative
decrease in the cost function occurs. The procedure of identifying this ‘elbow’ can be
formalized, and automatized, as follows.
In line with Lavielle (2005), let mMAX be an upper bound on the number of change-
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points in the model. The PELT search algorithm results in a single optimal seg-
mentation for a given penalty value. In order to obtain segmentations for a range of
penalty values efficiently we utilize the CROPS method (Haynes et al., 2017a). From
this range of segmentations we then wish to determine mˆ; the estimated number of
changepoints in the model. Following Lavielle (2005), we obtain mˆ using the following
procedure:
1. For 0 ≤ m ≤ mMAX let
J˜m = JmMAX − JmJmMAX − J0
mMAX + 1,
where Jm is the cost for the segmentation corresponding to m changepoints at
locations τ1:m. The associated costs have now been normalised between 1 and
mMAX + 1.
2. Then, for 1 ≤ m ≤ mMAX − 1, let
Dm = J˜m−1 − 2J˜m + J˜m+1,
and D1 =∞.
3. The estimate for the true location of the changepoint is given by the largest
value of m such that the second derivative of Jm, Dm, is greater than some
threshold S,
mˆ = max {0 ≤ m ≤ mMAX − 1|Dm > S}.
The above procedure has also been implemented for penalty choice in a wavelet context
by Killick et al. (2013). The intuition behind this approach is that true changes will
be added to the segmentation first as they will result in the largest improvement to
the cost function. Following this we will start to add spurious changes to the data,
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which are just due to noise, and so the improvement in fit will be small. The aim of
the choice of S is to put a threshold on the rate of change in the scaled test statistic
as the number of changes increases. For an individual dataset we would do this using
the changepoint equivalent of a scree plot.
6.3 Simulation Study
In the following simulation study we test the robustness of NPLE against the log
likelihood of a Normal distribution with changing variance (MLvar) (Chen and Gupta,
2013) and the non parametric Cumulative Sums of Squares (CSS) (Inclan and Tiao,
1994). This allows for a comparison between both a parametric and non-parametric
method. Each of these are implemented using the changepoint package (Killick
et al., 2015; Killick and Eckley, 2014) in R (R Core Team, 2018). For the calculation
of the localised variance estimate we utilize the wavethresh package (Nason, 2012).
The study also considers departures from the idealised Normal distribution change in
variance setting. Specifically, the simulations study provides a practical assessment
of the resilience to departures from Normality, including outliers and heavy tailed
dependence structure.
6.3.1 Random Outliers
In this first study we seek to test how each of the methods performs with varying
degrees of outliers. To this end, we simulate time series with different proportions of
outliers. Specifically, we simulate epidemic changes in variance, σ = (1, 3, 1, 3, 1, 3)
from a Normal distribution of length 2048 with changes at 365i for i = 1, . . . , 5.
The timing of the outliers are simulated from a Unif(1, 2048) distribution. To create
outliers at these time points, we add a fixed constant, 15, to the existing observations.
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P 0 1 2 3 4 5 6 7 ≥ 8
0.00% 0.00 0.00 0.00 0.00 0.00 1.00 0.00 0.00 0.00
0.01% 0.00 0.00 0.00 0.00 0.00 1.00 0.00 0.00 0.00
NPLE 1.00% 0.00 0.00 0.00 0.00 0.02 0.98 0.00 0.00 0.00
5.00% 0.01 0.00 0.01 0.08 0.07 0.63 0.08 0.12 0.00
0.00% 0.00 0.00 0.00 0.00 0.00 1.00 0.00 0.00 0.00
0.01% 0.00 0.00 0.00 0.01 0.01 0.74 0.04 0.20 0.00
MLvar 1.00% 0.07 0.03 0.06 0.14 0.13 0.32 0.13 0.12 0.00
5.00% 0.28 0.00 0.21 0.06 0.17 0.06 0.11 0.11 0.00
0.00% 0.00 0.00 0.00 0.00 0.00 1.00 0.00 0.00 0.00
0.01% 0.00 0.00 0.01 0.28 0.00 0.66 0.00 0.01 0.04
CSS 1.00% 0.00 0.00 0.12 0.20 0.02 0.28 0.05 0.10 0.23
5.00% 0.00 0.01 0.14 0.11 0.04 0.10 0.00 0.07 0.53
Table 6.1: Proportion of changepoints detected for different percentages of outliers.























(a) P = 0.01%























(b) P = 1%

















(c) P = 5%
Figure 6.3: Density of detected changepoint locations using (blue) NPLE, (purple)
MLvar and (orange) CSS, when the percentage of outliers is equal to (a) 0.01% (b)
1% and (c) 5%.
We repeat this for P = 0.01%, 1% and 5% density of outlying observations within
each data set as well as the no outlier case for comparison. The choice to use additive
outliers instead of multiplicative outliers means that the size of the outliers will vary
less across segments with differing variances.
Table 6.1 shows the number of changepoints detected by each of the methods for the
four values of P over 500 repetitions. As expected, the performance of each method
degrades as the percentage of outlying values increases. However, this degradation is
not uniform across the methods. NPLE detects the correct number of changepoints
63% of the time when 5% of observations are outliers, in comparison, CSS achieves a
similar rate when only 0.01% of observations are outliers.
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Figure 6.3 shows the density of detected changepoint locations for each of the methods
for P equal to 0.01%, 1% and 5%. NPLE maintains accurate changepoint locations
as P increases, whereas the other methods are drawn to the outliers.
The results of these simulations demonstrate that NPLE is less sensitive to outliers
than the other methods. When using MLvar, and similarly CSS, the outliers con-
tribute to both the likelihood and the sum of squares directly and distort the esti-
mates.
In the next simulation study, we consider another model with outliers, however they
are located at fixed points in time.
6.3.2 Fixed Outliers
In this section we test the robustness of the model for increasingly sized changes in
variance, using variance changes that are more difficult to detect than those in Section
6.3.1. We simulated 500 repetitions of a Normal distribution of length 2048 with
changepoints at 365i for i = 1, . . . , 5 and σ = (1, 1.6, 1, 1.8, 1, 2). We also consider
the effect of proximity of outliers to changepoint locations. Hence, we introduce
multiplicative outliers located at times (361, 462, 723, 924, 1244, 1630, 1881) with
inflation factors (20, -20, 16, 18, 20, 10, 7).
Figure 6.4a shows a realisation of this model where it is important to note the location
of the outlier in relation to the location of the changepoint. The first and third outliers
occur close to changepoint locations; whereas the remaining outliers are firmly within
segments. Despite the locations of the outliers being fixed, in comparison to the
uncertain locations in Section 6.3.1, the size of the outliers are more variable as a
consequence of their multiplicative nature.
Figure 6.4b shows the density of detected changepoints and Table 6.2 gives the cor-
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(a) Realisation (b) Changepoint Locations
Figure 6.4: For the outliers model, (a) a realisation of the data and (b) density plots
for detected changes in variance using (blue) NPLE (purple) MLvar and (orange) CSS
for the outliers model.
responding numbers of changepoints detected. NPLE detects the true number of
changes 87% of the time, whereas MLvar and CSS achieve only 13% and 14% respec-
tively.
Turning consideration to the locations of the changes. For the first change, for MLvar
and CSS, the presence of the outliers near the changepoint means that there are two
distinct peaks corresponding the location of the change. This is not the case for
NPLE, but the outlier appears to result in the change being detected slightly early.
At the third change, MLvar and CSS often detect a change either side of the true
changepoint location.
All three methods perform similarly when detecting the second change.
Despite being the largest changes, the last three are detected correctly the least by
MLvar and CSS, this is probably a consequence of the methods detecting a larger
number of changes elsewhere, induced by the outliers. The large outliers at 462, 924,
and 1244 have clearly resulted in spurious changes for both MLvar and CSS.
Our final simulation study considered data which instead of having outliers, exhibits
heavy tail behaviour.
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0 1 2 3 4 5 6 7 ≥ 8
NPLE 0.00 0.00 0.00 0.02 0.00 0.82 0.01 0.15 0.00
MLvar 0.02 0.01 0.19 0.04 0.30 0.13 0.15 0.15 0.00
CSS 0.09 0.00 0.22 0.02 0.21 0.14 0.11 0.21 0.00
Table 6.2: Proportion of changepoints detected for the outliers model.
ξ 0 1 2 3 4 5 6 7 ≥ 8
0.00 0.00 0.00 0.00 0.01 0.01 0.11 0.02 0.85 0.00
NPLE 0.25 0.00 0.00 0.00 0.03 0.04 0.19 0.08 0.57 0.08
0.45 0.00 0.02 0.00 0.06 0.08 0.16 0.15 0.31 0.22
0.00 0.00 0.01 0.00 0.02 0.01 0.13 0.02 0.80 0.01
MLvar 0.25 0.00 0.03 0.02 0.11 0.04 0.20 0.10 0.30 0.20
0.45 0.00 0.06 0.08 0.12 0.08 0.20 0.11 0.15 0.2
0.00 0.00 0.00 0.00 0.01 0.00 0.06 0.00 0.87 0.05
CSS 0.25 0.02 0.08 0.01 0.12 0.02 0.17 0.02 0.33 0.22
0.45 0.06 0.07 0.09 0.15 0.05 0.16 0.07 0.15 0.19
Table 6.3: Proportion of changepoints detected for the simulated Generalised Extreme
Value data.
6.3.3 Heavy Tail Structure
In this section we consider data which is generated from a Generalised Extreme Value
(GEV) distribution, with zero mean (E(Xt) = 0), that exhibits varying changes in
variance. The changes are located at times 256i, i = 1 . . . 7 and the sequence of
standard deviations is given by σ = (1, 1.6, 1, 1.8, 1, 2, 1, 2.5). We consider three values
of the shape parameter for the GEV distribution: 0, 0.25 and 0.45. Note that as σ is
a function of the shape and scale parameters, we keep the shape constant and only
modify the scale across the segments to obtain the required σ. The tails become
heavier as the shape parameter, ξ, increases across simulations.
Table 6.3 shows the number of changepoints detected and Figure 6.5 show the cor-
responding densities for the locations. As expected, as the tails become heavier the
detection rate decreases for all methods. Whilst they all perform similarly for ξ = 0
as the shape parameter increases, NPLE is most resilient to the heavy tails providing
around double the detection rate as ξ = 0.25 and 0.45.
This illustrates NPLE’s reduced sensitivity to heavy tailed distributions. For MLvar
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(a) ξ = 0























(b) ξ = 0.25




















(c) ξ = 0.45
Figure 6.5: Density plots for detected changes in variance using (blue) NPLE (purple)
MLvar and (orange) CSS for 500 realisations of simulated Generalised Extreme Value
data.
we are using a Gaussian assumption and so we expect this method to perform poorly
but CSS does not have any tail assumptions.
6.4 Application to Wind Speed Characterization
We now turn to consider the detection of variance changepoints within a time series of
wind speeds. The data we analyse were obtained at a UK wind farm location during
November 2005. Each measurement represents the average wind speed obtained from
an anemometer at the farm. The series contains 4261 observations, as depicted in
Figure 6.6a.
Changepoint methods have been used extensively to derive insight for a number of
important environmental and ecological applications. See, for example, the important
work of Andersen et al. (2009); Evans et al. (2016); Hilborn et al. (2017); Richardson
et al. (2018). Here, we consider the problem of detecting changes in variance within
wind speed data related to challenges arising within the renewable energy sector.
Specifically, in recent years there has been an increasing focus on detecting damage in
wind turbine blades. As Chou et al. (2013) report, damage to these blades can cause
up to 19.4% of wind turbine damage. Such damage can be caused by various factors
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including severe environmental conditions such as gusty winds, lightening strikes and
storms (Herr and Heidenreich, 2015; Hoell and Omenzetter, 2015). Amongst a variety
of different analyses one might undertake, it may be of interest to segment the wind
speed observed at a given location into regions of differing variability to allow better
understanding of the wind gusts experienced by the turbine. Data of this form may
be heavy tailed, and subject to outliers.
To explore whether any changes in variance exist within this wind speed data, we
begin by taking first differences to remove the mean behaviour. The resulting series
has a very clear, non-constant variance structure (Figure 6.6b). There also appear to
be some anomalous observations that could potentially affect changepoint estimation.
Next, we apply both the NPLE and MLvar methods to the differenced wind speeds.
To provide a fair comparison between the methods we use the Lavielle (2005) method
for penalty choice for both methods. The diagnostic plots are give in Figure 6.7 where
it is clear that the elbow in the curve for NPLE is at 9 changes and for MLvar is at
8 changes.
The resulting changepoint plots for NPLE and MLvar are given in Figure 6.8. Note,
in particular, how MLvar appears to be inflating the variance estimate for the first
segment of data in response to the anomalous points. This results in a later change-
point than the NPLE method which chooses to use two changepoints to capture the
period of smaller variability. For operational decisions the segmentation provided by
NPLE is preferred.
6.5 Conclusion
In this Chapter we have introduced a novel changepoint detection procedure to detect
changes in variance (NPLE). The key benefits of our nonparametric approach are its
CHAPTER 6. CHANGES IN VARIANCE IN LSW TIME SERIES 116























































Figure 6.6: (a) Original Wind Speed data, (b) Difference of the data from (a).


























































Figure 6.7: Diagnostic plots for (a) NPLE and (b) MLvar.
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Figure 6.8: Changepoint plots for (a) NPLE with 9 changes and (b) MLvar with 8
changes following the method in Lavielle (2005).
capacity to provide changepoint estimates that are resilient to outliers and departures
from normality.
This method is shown to perform well against an established nonparametric method
(CSS) and penalised likelihood approaches (MLvar) in all simulated settings. We also
considered the utility of NPLE on data obtained from a UK wind farm. In Chapter
7 we extend our approach to detect changes in the local autocovariance.
Chapter 7





In Chapter 6 we considered the problem of detecting changes in the variance of a
locally stationary time series. In this chapter we extend the work presented in Chapter
6 to the case of changes in autocovariance.
The problem of detecting changes in autocovariance structure has been studied rel-
atively little in the literature. Notable contributions include the likelihood approach
taken by Davis et al. (2006) and Gombay (2008). These two approaches are specifi-
cally manufactured for detecting changes in autoregressive (AR) models. Davis et al.
(2006) introduce an Auto-PARM algorithm in which the test statistic is a penalised
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likelihood ratio and the penalty is the Minimum Description Length (MDL). The
solution space is searched using a genetic algorithm.
In contrast, previous non-parametric approaches to detecting changes in autocovari-
ance include Ombao et al. (2001) and Ahamada et al. (2004), the latter of which is
considered in a Fourier setting. More recently Cho and Fryzlewicz (2012) and Killick
et al. (2013) propose methods based in the locally stationary wavelet setting, the
former is non-parametric and the latter is parametric, each of these adopt a binary
segmentation (BS) (Scott and Knott, 1974) approach to changepoint detection. Most
recently, Korkas and Fryzlewicz (2017) propose an improvement to the approach of
Cho and Fryzlewicz (2012) by using an adaptation of the binary segmentation algo-
rithm which they call wild binary segmentation (WBS).
In this chapter we extend the work of Chapter 6 by developing a non-parametric
method of detecting changes in autocovariance in the presence of outliers. Our method
relies on modelling the data as a locally stationary wavelet (LSW) process; the frame-
work of which is built upon non-decimated wavelets. Our approach differs to that
of Killick et al. (2013) and Korkas and Fryzlewicz (2017) in that we use the LSW
framework to obtain a local measure of the autocovariance function over time. Hence,
within this setting, we conduct the changepoint analysis in the time domain and not
in the frequency domain.
The chapter is structured as follows, in Section 7.2 we describe our method for de-
tecting changes in autocovariance. This is based upon the Locally Stationary Wavelet
model of Nason et al. (2000), previously described in Chapter 5. The method is then
tested with various simulation studies in Section 7.3. Lastly, Section 7.4 applies our
method to Telematics data collected from a car journey.
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(a) (b)
Figure 7.1: The (a) smoothed and (b) unsmoothed local autocovariance function for
a piecewise MA(2) model.
7.2 A Nonparametric Approach to Detecting Changes
in Autocovariance
The Locally Stationary Wavelet (LSW) process has the ability to capture many depen-
dence structures. In particular, piecewise second-order stationarity can be captured
from piecewise constant sequences in the local wavelet periodogram. This feature has
already been used by Cho and Fryzlewicz (2012), Killick et al. (2013) and Fryzlewicz
et al. (2014) to detect changes in the second-order structure of a time series. In addi-
tion to this, piecewise second-order stationarity can also be captured from a piecewise
constant local autocovariance function. Here we outline methodology for detecting
changes in second-order structure using the local autocovariance function.
Figure 7.1 shows the local autocovariance function for a time series with piecewise
constant autocovariance. Note that the local autocovariance estimates in Figure 7.1a
are not strictly piecewise due to the slope induced around the change in autocovariance
at time 512. This is a consequence of smoothing the local autocovariance estimates to
obtain consistency. Figure 7.1b shows the unsmoothed estimates which has no such
slope. Consequently, for detecting changes in autocovariance, we will use an estimate
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of the unsmoothed local autocovariance function.
For a LSW time series, {Xt}t=0,...,N−1, of length N = 2J , the estimated unsmoothed









HereAj,l is the inner product of the autocorrelation wavelets: Ψj(ν) :=
∑
k ψj,k(0)ψj,k(ν).
The dl,z are the detail coefficients of the discrete non-decimated wavelet transform:
dl,z :=
∑
tXt,Nψl,z(t). Finally, z = k/N ∈ (0, 1), is rescaled time.
For a time series with piecewise second order structure, the estimate in equation
(7.2) will be piecewise constant for at least one ν ∈ {0, . . .}. It is likely that the
change in the local autocovariance function will occur for a multitude of lags simul-
taneously. For example, the autocovariance of an autoregressive model decays to
zero as the lag increases. The rate of this decay is dependent upon the coefficients
of the model. Hence, any changes in these coefficients which cause changes in the
autocovariance at multiple lags. Therefore, when we perform change detection, we
will detect changes simultaneously in the local autocovariance estimates for a range
of lags ν ∈ {0, . . . , νMAX}. The following section outlines the method for detecting
these changes in the local autocovariance function.
7.2.1 The Non-parametric Model
The local autocovariance function is a weighted sum of correlated chi-squared ran-
dom variables. As such, modelling the distribution of this weighted sum of this cor-
related sequence of random variables is notoriously complex and often this sum is
approximated (Chuang and Shih, 2012). Alternatively, Nason (2013) shows that the
smoothed local autocovariance estimates are approximately normal due to the asymp-
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totic Gaussianity of the running mean smoother used to obtain consistency. However,
because we are choosing not to smooth the estimates of the local autocovariance, the
results from Nason (2013) do not hold. Therefore, we choose to use a non-parametric
log-likelihood to model the local autocovariance function and extend the approach
outlined in Chapter 6. We summarise this in the following.
In Chapter 6 we detected changes in the local variance function of a LSW time
series using the ED-PELT algorithm of Haynes et al. (2017b) (Section 6.2). This
methodology is a special case of detecting changes in the local autocovariance. This
is because the local variance is the lag zero case of the local autocovariance.
With the above in mind, instead of only detecting changes in the local variance es-
timates, we extend the methodology outlined in Section 6.2 and detect changes (si-







Where the cost function for segment i at lag ν is given by the negative of the log-
likelihood of the empirical CDF of the localised autocovariance estimate (6.2.2). We
minimise equation (7.2.1) using a multivariate implementation of the ED-PELT algo-
rithm.
We call this extension to the method presented in Chapter 6, Non-Parametric change
detection using Localised AutoCovariance Estimations, abbreviated to NP-LACE.
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7.3 Simulation Study
In this simulation study we compare the performance of NP-LACE, against the
wavelet-based likelihood (WL) method of Killick et al. (2013), Auto-PARM (AP)
presented by Davis et al. (2006) and the wild binary segmentation method of Korkas
and Fryzlewicz (2017), referred to as KF. We replicate simulations from those pre-
sented in Killick et al. (2013), and in addition to these studies, we include the same
models but subject the processes to outliers. This will allow us to assess the relative
robustness of the models.
In all of the simulations presented, we report results using the Haar wavelet, however
similar results were obtained using different wavelets. For each of the simulation
scenarios, we choose the maximum lag for NP-LACE, νmax, to be three. We use an
adaptive penalty following that of Lavielle (2005) (described in Section 6.2.3). For
Auto-PARM, we use the default values as specified in Davis et al. (2006). For the
methods outlined in Korkas and Fryzlewicz (2017) we use the R package wbs (Korkas
and Fryzlewicz, 2018), in which the number of intervals drawn for WBS is selected to
be a linear function of the sample size of the time series. For calculation of the local
autocovariance estimate, we use the wavethresh package (Nason, 2012) in R (R Core
Team, 2018).
In each case we report both the location and the number of changepoints. Tables 7.1,
7.2 and 7.3 report the number of changepoint detected in each scenario and Figure
7.3 displays the density of identified changepoints for each of the models. We detail
the scenarios below.
(A) Stationary AR(1) process with no changepoints This scenario is designed
to test the methods when there are no changepoints in the process and to evaluate the
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Table 7.1: Results for scenario (A). We report the percentage of repetitions that
identified that number of changepoint with the true number in bold. Note: NP-LACE
has been abbreviated to NP.
Model A
num -0.7 -0.1
cps NP WL AP KF NP WL AP KF
0 97 100 100 94 100 100 100 94
1 2 0 0 1 0 0 0 5
≥2 1 0 0 5 0 0 0 1
no. of 0.4 0.7
cps NP WL AP KF NP WL AP KF
0 91 100 100 95 91 91 100 91
1 5 0 0 2 6 9 0 9
≥2 4 0 0 3 3 0 0 0
extent to which they identify false positives. We simulate from the following model
Xt = aXt−1 + t, (7.3)
for a range of parameter values a.
Table 7.1 shows the number of changepoint detected for Model A using each of the
methods. Auto-PARM performs best. NP-LACE performs better when the coefficient
in (7.3) is smallest and is comparable to WL and Auto-PARM. Generally, KF detects
the largest number of false positives.
(B) Piecewise stationary AR process with clearly observable changes We
simulate from the following model
Xt =

0.9Xt−1 + t if 1 ≤ t ≤ 512,
1.68Xt−1 +−0.81Xt−2 + t if 513 ≤ t ≤ 768,
1.32Xt−1 − 0.81Xt−2 + t if 769 ≤ t ≤ 1024.
From the results in Table 7.2 we can see that for Model B, NP-LACE and Auto-PARM
detect the true number of changes 94% of the time, in the cases that the incorrect
number of changes are identified, NP-LACE tends to underestimate the number of
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Table 7.2: Results for scenarios (B)-(D). We report the percentage of repetitions that
identified that number of changepoint with the true number in bold. Note: NP-LACE
has been abbreviated to NP.
num Model B Model C Model D
cps NP WL AP KF NP WL AP KF NP WL AP KF
0 5 0 0 0 8 0 0 0 12 4 0 14
1 1 0 0 12 3 0 0 1 87 95 100 60
2 94 98 94 53 88 94 100 73 1 1 0 16
3 0 2 6 22 1 6 0 20 0 0 0 10
≥4 0 0 0 13 0 0 0 6 0 0 0 0
changes whereas Auto-PARM overestimates the number of changes. WL detects the
true number of changes 98% of the time and KF often overestimates the number of
changes and detects the true number around half of the time.
From the density plot in Figure 7.3 (a) it can be seen that all of the methods capture
the location of the first change equally well with KF doing poorly on the second
change, this can be attributed to KF overestimating the number of changes.
(C) Piecewise stationary AR process with less clearly observable changes
We simulate from the following model
Xt =

0.4Xt−1 + t if 1 ≤ t ≤ 400,
−0.6Xt−1 + t if 401 ≤ t ≤ 612,
0.5Xt−1 + t if 613 ≤ t ≤ 1024.
The changes in this model are less clear and no longer occur at dyadic locations in
time. From Figure 7.3 we can see that all of the methods perform similarly in terms
of the locations of the changes detected. KF identifies extra changes in the centre of
the true changepoints more often than the other methods. Table 7.2 shows that KF
is overestimating the number of changes and NP-LACE underestimates the number
of changes 11% of the time.
(D) Piecewise stationary AR process with a short segment We simulate from
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Table 7.3: Results for scenarios (E)-(G). We report the percentage of repetitions that
identified that number of changepoint with the true number in bold. Note: NP-LACE
has been abbreviated to NP.
num Model E Model F Model G
cps NP WL AP KF NP WL AP KF NP WL AP KF
0 29 0 0 2 6 0 0 0 0 0 0 0
1 28 21 9 12 7 20 51 12 92 100 99 94
2 40 51 33 19 27 22 33 32 3 0 1 6
3 2 24 31 23 60 35 16 49 5 0 0 0
≥4 1 4 27 44 0 23 0 7 0 0 0 0
the following model
Xt =
 0.75Xt−1 + t if 1 ≤ t ≤ 50,−0.5Xt−1 + t if 51 ≤ t ≤ 1024,
This model has a short segment at the beginning of the time series. From Figure 7.3
(c) we can see that NP-LACE has the highest density for the changepoint location,
however we see that NP-LACE catches the change slightly early. On average, NP-
LACE captures the changepoint at t = 42. In Table 7.2 we can see that NP-LACE
underestimates the number of changes 12% of the time, KF identifies the true number
of changes 60% of the time and both underestimates and overestimates the number
of changes frequently.
(E) Piecewise stationary AR process with high autocorrelation We simulate
from the following model
Xt =

1.399Xt−1 − 0.4Xt−2 + t, t ∼ N (0, 0.82) if 1 ≤ t ≤ 400,
0.999Xt−1 + t, t ∼ N (0, 1.22) if 401 ≤ t ≤ 750,
0.699Xt−1 + 0.3Xt−2 + t, t ∼ N (0, 1.22) if 751 ≤ t ≤ 1024,
For this model all of the methods struggle to detect the true number of changes, see
Table 7.3. Model E is close to being non-stationary within segments. For this model,
the density of changepoint locations for NP-LACE, Figure 7.3 (d), is different to WL
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Figure 7.2: The local autocovariance function for Model E.
and KF, with four peaks instead of two. Auto-PARM has a similar peak to NP-LACE
at the beginning of the time series and WL seems to also be detecting some changes
around t = 600. If we inspect the local autocovariance function for Model E in Figure
7.2 we can see that does not have the piecewise constant structure our method relies
upon.




0.7Xt−1 + t + 0.6t−1 if 1 ≤ t ≤ 125,
0.3Xt−1 + t + 0.3t−1 if 126 ≤ t ≤ 352,
0.9Xt−1 + t if 353 ≤ t ≤ 704,
0.1Xt−1 + t − 0.5t−1 if 705 ≤ t ≤ 1024.
This model is different to the others because it incorporates a moving average term.
Figure 7.3 (e) shows the density of changepoint locations for Model F and Table 7.3
displays the number of changepoints detected. All of the methods prefer the last
change to the other two - this is because the change in autocovariance is largest- and
in general they all struggle to detect the correct number of changes. NP-LACE detects
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the true number of changes more often than the other methods, Auto-PARM detects
the last change the best, but this is somewhat attributed to it underestimating the
number of changes 84% of the time.
(G) Piecewise stationary MA process
Xt =
 t + 0.8t−1 if 1 ≤ t ≤ 128,t + 1.68t−1 − 0.81t−2 if 129 ≤ t ≤ 256.
For the moving average process all methods are comparable with AP and NP-LACE
most accurately identifying the location of the change, shown in Figure 7.3 (f). In
Table 7.3, we can see that NP-LACE identifies the true number of changes the least
at 92% of the time. However, this may be a consequence of the choice of maximum
lag considered for the study. For consistency we chose νMAX to be three. In the case of
autoregressive processes, this is suitable because long memory is induced, resulting in
changes being present in each lag of the local autocovariance function. However, for
a moving average model of order q, the estimates of the local autocovariance function
at lags greater than q, should be zero. We revisit this in Appendix A.
In summary, the simulation study shows that the fully non-nonparametric NP-LACE
method is comparable with the other methods presented. We perform particularly
well in Model F, the ARMA model, and in the case of a short segment. However,
NP-LACE is inclined to underestimate the number of changepoints. This could be
rectified by lowering the adaptive penalty threshold selected in the methodology of
Lavielle (2005), however this would increase the number of false positives obtained in
the no changepoint scenarios.
In the following, we turn our attention to including outliers in the models we have
tested.
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Figure 7.3: Density of changepoint locations detected for Models (B)-(G) using from
our method (NP-LACE), the wavelet-based likelihood method (WL) from Killick et al.
(2013), Auto-PARM (AP) and KF from Korkas and Fryzlewicz (2017).
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Outliers
In order to test how the methods perform when the data exhibits outliers, for the
models (B)-(G) above, we replace 1% of each of the data sets with additive outliers,
the locations of which are drawn randomly from a Uniform(a,b) distribution where
a = 1 and b is equal to the length of the data set.
The density of the changepoint locations in the case of models (B) to (G) are shown
in Figure 7.4 and the associated number of changepoints detected are given in Tables
7.4 and 7.5. When the data is exposed to outliers we can see that the accuracy of
NP-LACE is largely unaffected. As a consequence of the outliers, the other methods
tend to overestimate the number of changepoints.
From Figure 7.4 we can see that WL tends to find spurious changes at either end
of the time series. Auto-PARM also has some resilience to outliers, in terms of the
location of the changepoints, for Models C, D and E.
Table 7.4: Results for scenarios (B)-(D) when subjected to 1% outliers. Note: NP-
LACE has been abbreviated to NP.
num Model B Model C Model D
cps NP WL AP KF NP WL AP KF NP WL AP KF
0 5 0 0 0 4 0 0 0 18 0 0 2
1 4 0 0 0 3 2 0 0 28 1 0 1
2 68 1 0 0 26 0 0 1 3 1 0 3
3 2 1 0 0 16 0 0 7 14 1 0 14
≥4 21 98 100 100 51 98 100 92 37 97 100 80
Table 7.5: Results for scenarios (E)-(G) when subjected to 1% outliers. Note: NP-
LACE has been abbreviated to NP.
num Model E Model F Model G
cps NP WL AP KF NP WL AP KF NP WL AP KF
0 11 0 0 0 2 0 0 0 15 0 0 4
1 16 0 0 0 41 0 0 0 60 1 0 34
2 33 0 0 0 31 1 0 0 12 6 0 39
3 13 0 0 2 15 0 0 0 13 9 0 19
≥4 27 100 100 98 11 99 100 100 0 84 100 4
The results of this simulation study show that NP-LACE has more resilience to outliers
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Figure 7.4: Density of changepoint locations detected for Models (B)-(G), when 1%
of the observations are replaced with additive outliers, from our method (NP-LACE),
the wavelet-based likelihood method (WL) from Killick et al. (2013), Auto-PARM
(AP) and KF from Korkas and Fryzlewicz (2017).
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than the other methods considered.
In the following section, we apply each of the method to detecting changes in auto-
covariance in Telematics data.
7.4 Application to Telematics Data
We now consider detecting changes in the autocovariance of acceleration data from
a car journey. Figure 7.5 shows an example of acceleration data for a car journey of
approximately 55 miles beginning in Lancaster and ending in the Lake District.
The data was received as longitude and latitude coordinates with associated time
stamps. For each pair of coordinates we used the geosphere R package (Hijmans
et al., 2017) to calculate the distance between them. This transformation highlighted
that the data had been transmitted equidistantly. Then, in order to obtain accelera-
tion data, we divided the distances by the squared change in time.
From visually inspecting the data, it appears that there may be outliers. Telematics
data is often prone to outliers due to multipath propagation (Mikulski, 2013).
Figure 7.6 shows the route of the car journey and the detected changes in autocovari-
ance for (a) NP-LACE, (b) WL, (c) Auto-PARM, and (d) KF.
From visually inspecting the maps in Figure 7.6, NP-LACE appears to pick out the
changes in driving behaviour due to road type. In contrast, the segmentations of the
other methods do not appear to have any physical meaning. NP-LACE detects no
changes within the motorway segment of the journey and the two regions where it
detects three changes together are locations of roundabouts. The other methods place
changes within the motorway part of the journey due to the presence of outliers in
the acceleration data. This robustness of NP-LACE to outliers was demonstrated in
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Figure 7.5: Acceleration data for a car journey beginning in Lancaster and ending in
the Lake District.
the simulation study in Section 7.3.
The results suggest that detecting changes in the second-order structure of acceler-
ation data could represent the transitions between types of road. However, more
research would be required, and spatial variations and dynamics would need to be
carefully considered, in order to validate such an approach.
7.5 Conclusion
In this chapter we have extended the methodology from Chapter 6 and developed a
method (NP-LACE) for segmenting a time series that does not assume independence
of the observations. It is non-parametric and, further, does not require us to impose
a time series model form.
In a practical setting, where the data at hand are prone to outliers, NP-LACE main-
tains performance whilst the performance of the other methods is shown to degrade.
By exploiting this feature, we were able to segment a journey in an interesting way. It









































Figure 7.6: A map of the route for the data in Figure 7.5. The solid blue line indicates
the route taken by the car and the red dots indicate detected changes in second-order
structure using (a) NP-LACE (b) WL (c) Auto-PARM and (d) KF. Maps produced
using the ggmap R package (Kahle and Wickham, 2013).
CHAPTER 7. CHANGES IN AUTOCOVARIANCE IN LSW TIME SERIES 135
is possible that this approach could segment a journey into road types, which would
be of great interest to, for example, insurance and haulage companies. With many of
these companies now opting to use Telematics devices in their vehicles, the ability to
analyse such data automatically is becoming increasingly important. However, more
work would be needed to make such an analysis feasible. This is left as an intriguing
avenue for future research.
One interesting feature of the proposed method is that NP-LACE has the benefit that
we could consider the autocovariance at specified lags and hence specifically identify at
which lags the changes in autocovariance occur. In this case, we could specify whether
the second-order change occurred in the variance or the autocovariance, and if so at
which lag it occurred. It may be the case, that changes in certain lags represent
different driving behaviours and these features could be used to better classify a
person’s driving behaviour. This is an avenue for further work, for which an initial
investigation is presented in Appendix A.
Chapter 8
Conclusion
This thesis has focussed on the development of off-line changepoint algorithms for
times series. Specifically, the detection of changes in second order structure. One of
the many important aspects of time series is forecasting. As such, we have considered
the use of our changepoint methodology to improve forecasts and have developed
methodology to forecast changepoints themselves.
Chapter 3 integrated the cost function for an ARMA model into the PELT framework
(Killick et al., 2012). This provided an approach to using changepoints to improve
forecasts and the resulting methodology was used to forecast GDP data, with good
results.
Chapter 4 was also concerned with forecasting, however in contrast to Chapter 3,
the goal was to forecast changepoint times themselves. For the case of changes in
mean, a transfer function model was built between an impulse and response variable.
Changepoints in the response variable could then be forecast using the changepoints in
the impulse variable. One key element of this procedure was the pre-whitening of the
impulse variable. Drawing upon methodology from Chapter 3, a modified approach to
pre-whitening was introduced, which accounted for changes in second order structure
136
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of the explanatory time series. The changepoint prediction methodology was used to
predict changes in mean speed of a HGV.
Chapter 6 introduced a non-parametric approach to detecting changes in the variance
of a time series and Chapter 7 extended this work to changes autocovariance. Each of
these methods were robust to the presence of outliers and consequently, informative
segmentations for wind speed data and vehicle acceleration data were obtained.
This thesis is concluded by considering various avenues of future research, many of
which have already been discussed within individual chapters. For example, Chapter
4 predicted future changes in mean. It would be practically useful to extend this
work to allow for any type of change to occur. In doing so we could consolidate
the Telematics applications in Chapters 4 and 7 to allow for both the detection and
prediction of changepoints. It would also be useful to associate confidence intervals
with the predicted changepoint locations.
In Chapter 7 we used the local autocovariance function to provide interesting seg-
mentations for car journeys. Further work could include the classification of these
segmentations into road types. This could be useful in other application areas such
as freight transport. For example, Bonham et al. (2018) consider Automatic Identi-
fication System (AIS) data from freight ships. They use this data to segment ship
journeys.
The local autocovariance measure used in Chapter 7 has been investigated further in
Appendix A. It was found that if the time series can not be represented as a locally
stationary wavelet process, then the estimates at individual lags can be misleading. If
the methodology in Chapter 7 were to be extended to consider changes in individual
lags of the autocovariance, then some correction of the estimates would be required.
In Appendix A, we outline an initial approach to correcting the local autocovariance
at individual lags.
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A measure of the local cross-covariance (Park et al., 2014) could be used in Chapter 4
in order to detect changes in the delay between two time series. This would allow for
a dynamic changepoint prediction model. However, if the measure of the local cross-
covariance is susceptible to the same misrepresentation issues as those considered in
Appendix A, then these would first need to be addressed.
Finally, it would be useful to incorporate the changepoint prediction model into a
wider system in the Haulage industry. For example, the ability to consider a fleet
of vehicles would require extensions to multiple explanatory or response time series.
Additionally, in order to pro-actively control the vehicles, the algorithm would need
to operate in an online setting.
Appendix A
Local Autocovariance Estimation
Chapter 7 exploited the properties of the local autocovariance of Locally Station-
ary Wavelet (LSW) processes proposed by Nason et al. (2000) to detect changes in
piecewise second order stationary time series. The simulation study in Chapter 7.3
highlighted that in the case of a moving average model, it is important to choose the
maximum lag to be the order of the moving average model. If we consider lags larger
than this in the changepoint detection routine, changes in autocovariance are harder
to detect because the local autocovariance estimates at those lags should be zero and
constant. We discovered that in practice some structure is estimated at these lags.
In the following we provide initial research that investigates the local autocovariance
of Locally Stationary Wavelet (LSW) processes proposed by Nason et al. (2000). We
show that under certain conditions the estimates of the local autocovariance are not
representative of the true autocovariance.
The structure of this Appendix is as follows. In Section A.1 we introduce the curtailed
local autocovariance function (CLACV) and present a definition of finite sample LSW
representability. In particular, we illustrate how the CLACV, based upon the Haar
wavelet, can be expressed in terms of stationary autocovariances. In Section A.2 we
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generalise this for all wavelet families. Then in Section A.3 we describe an initial ap-
proach to rectifying the representability problems discovered in Sections A.1 and A.2.
These results constitute work in progress, in Section A.4 we conclude by highlighting
potential avenues for further research.
A.1 The Curtailed Local Autocovariance Function
Recall that for a locally stationary wavelet process Xt,T with wavelet spectrum Sj(z),







k ψj,kψj,k(ν) are the autocorrelation wavelets at lag ν and z = k/T
is rescaled time.
In reality, we do not observe a time series of infinite length and for this reason Eck-






where J = log2(T ) < ∞. The curtailed local autocovariance (A.1) is estimated
analogously to the local autocovariance.
Using the curtailed local autocovariance function in (A.1), we can introduce the notion
of finite sample LSW representability.
Definition A.1.1. A LSW process {Xt,T}t=0,...,T−1, for a dyadic length of time T =
2J ≥ 1, has an autocovariance which is finite sample (sparsely) LSW representable if
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Sj(z)Ψj(ν) = E[cJ(z, ν)].
In which case the curtailed estimator is equivalent to the standard estimator and the
finite sample estimator is unbiased. As a consequence, the summation over scales







It is possible to generate processes which are finite LSW representable by constructing
moving average processes from wavelet filter coefficients. In the following, we define
a Haar moving average process. This is generated from the filter coefficients of the
discrete Haar wavelet.
Definition A.1.2. A Haar moving average process of order q, HaarMA(q), is a
moving average process of order 2q− 1, with coefficients given by the filter coefficients








where t ∼ N (0, σ2).
The autocovariance of a Haar moving average process of order q is given by the
autocovariance wavelets, Ψj(ν) :=
∑
k ψj,k(0)ψj,k(ν), at scale q. As a consequence,
the autocovariance of a Haar moving average process of order q is always finite sample
LSW representable as long as we observe a minimum of J = q scales.
For the case of a second order stationary process, Eckley (2001) expresses the expecta-
tion of the CLACV as a weighted sum of stationary autocovariances. Let R(κ) be the
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autcovariance function, at lag κ, of the underlying stationary process. Eckley (2001)
shows that the expected value of the CLACV estimator, based on Haar wavelets, is
given by





































Eckley (2001) highlights that this expression for the expectation of the CLACV clearly
demonstrates that the estimator is biased by contributions from lags other than ν. For
example, consider a MA(3) process of length T = 128 = 27 whose true autocovariance
structure is given by R(ν) = γ0δ0,ν +γ1δ1,ν +γ2δ2,ν +γ3δ3,ν . Here, δn,ν is the Kronecker
delta. Then equation (A.1) corresponds to (to two decimal places)
E[cˆ7(z, ν)] =

1.00γ0 − 0.01γ1 − 0.01γ2 − 0.01γ3 for ν = 0;
0.00γ0 + 0.99γ1 − 0.01γ2 − 0.01γ3 for ν = 1;
0.00γ0 − 0.01γ1 + 0.81γ2 + 0.30γ3 for ν = 2;
0.00γ0 − 0.01γ1 + 0.35γ2 + 0.27γ3 for ν = 3.
(A.3)
The estimates at lags zero and one appear to be reliable however at lags two and
three there is contamination from other lags. In the following, we explore this bias
generally for other wavelet families.
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A.2 Extension to Locally Stationary Processes and
Other Wavelet Families
In Section A.1 we presented an expression for bias present in the local autocovariance
function for the Haar wavelet in a second order stationary setting. Here we wish
to explore the bias for general wavelet families. Recall the definition of the local











In order to investigate the local autocovariance function further, let us replace the local
autocovariance function in the inverse equation, with the true classical autocovariance










Using this expression, for each lag ν, the local autocovariance can be interpreted as a
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APPENDIX A. LOCAL AUTOCOVARIANCE ESTIMATION 144






Here κmax is the maximum lag for which the process has non-zero autocovariance.
This illustrates that at each lag ν, there are contributions from lags other than ν. We
formalise these contributions in the following.
Proposition A.2.1. The contribution to the local autocovariance function at lag ν,






where An,l := 〈Ψn,Ψl〉 =
∑
ν Ψn(ν)Ψl(ν) is the the inner product of the autocorrelation
wavelets at lag ν.
Proof. This follows directly from the representation in equation (A.2).
Definition A.2.2. The local autocovariance function is related to the classical auto-
covariance function by
c(z) = L cT(z), (A.6)
where L is the misrepresentation matrix. The (i, j)th element of the misrepresentation






A−1n,lΨl(j − 1)Ψn(i− 1), (A.7)
for i, j = 1, . . . , κmax +1.
In Section A.1 we introduced the curtailed local autocovariance function. Analogously,
we can define a curtailed equivalent of the misrepresentation matrix in Definition
A.2.2.
Definition A.2.3. The curtailed local autocovariance function is related to the clas-
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Figure A.1: An illustration of the leakage that occur across lags for the local autoco-
variance function when using the Haar wavelet.
sical autocovariance function by
cJ(z) = L
J cT(z),
where LJ is the curtailed misrepresentation matrix. The (i, j)th element of the cur-






A−1n,lΨl(j − 1)Ψn(i− 1), (A.8)
for i, j = 1, . . . , κmax +1.
If we evaluate the curtailed misrepresentation matrix (A.2.3) for the Haar Wavelet for
J = 7 and κmax = 3, we recover the system coefficients from (A.1). Figure A.1 shows a
heat map of the misrepresentation matrix for κmax = 10 for the Haar Wavelet. We can
see that as the lag increases, so do the contributions from other lags. In the following
example we consider the local autocovariance for a finite sample LSW representable
time series.
Example A.2.1
Suppose that the LSW process Xt,T is generated from a HaarMA(2) process,
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Figure A.2: The estimated local autocovariance function for (a) a HaarMA(2) process













and the autocovariance is given by
cT (ν) =

1 ν = 0
0.25 ν = 1
−0.5 ν = 2
−0.25 ν = 3
= Ψ2(ν).
The stationary local autocovariance estimated using the Haar wavelet, over
100 realisations of the process (A.2) is given by
cˆ(ν) =

1.011 ν = 0
0.254 ν = 1
−0.507 ν = 2
−0.254 ν = 3
≈ Ψ2(ν),
and Figure A.2a shows the estimated local autocovariance for the LSW process
in equation (A.2).
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The autocovariance estimates in Example A.2 are unbiased. However, Proposition
A.2.1 illustrates that the estimates of the local autocovariance at lags ν, are contam-
inated by contributions from lags other than ν. This implies that the misrepresen-
tation matrix is a left identity to the autocorrelation wavelet matrix. That is, for a
HaarMA(r) process, we have
c(ν) = L1:2rΨ
r = Ψr = cT (ν).
Here Ψr := [Ψ1(ν),Ψ2(ν), . . . ,Ψr(ν)] and is of dimension 2
r × r. We generalise this
to other wavelet families in the following proposition.
Proposition A.2.4. For a wavelet moving average process of order r, the misrepre-
sentation matrix is a left identity to the autocorrelation wavelet matrix
L1:s,1:sΨ
r = Ψr.
Here s is the length of the support of the autocorrelation wavelet Ψr(ν):
s := card ({ν ∈ R≥0|Ψr(ν) 6= 0}) .
Whilst Ψr := [Ψ1(ν),Ψ2(ν), . . . ,Ψr(ν)] has dimension s× r.
Proof. For a wavelet moving average process of order r, the dimension of L1:s,1:sΨ
r is
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In the following example we simulate a moving average process which is not con-
structed using wavelet filter coefficients and estimate its local autocovariance func-
tion.
Example A.2.2
Consider the following MA(3) process and its associated autocovariance func-
tion:
Xt = t + 0.8t−3, cT (ν) =

1.64 ν = 0;
0 ν = 1;
0 ν = 2;
0.8 ν = 3,
where  ∼ N (0, 1).
We use equation (A.2.2) to evaluate the local autocovariance and also approxi-
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1.639 ν = 0;
−0.001 ν = 1;
0.287 ν = 2;
0.224 ν = 3.
and cˆ(ν) =

1.639 ν = 0;
−0.003 ν = 1;
0.280 ν = 2;
0.219 ν = 3.
Figure A.2b shows the estimated local autocovariance function. It is clear that
c(ν) and cˆ(ν) do not estimate cT (ν) well.
Figure A.3 demonstrates the bias that occurs when estimating the local autocovariance
for Example A.2.1 compared to that in Example A.2.2. It can be seen, that for a
process which is both generated and analysed by the same wavelet, there is no bias as
T increases. However, we encounter some error when we observe too few observations.
For a process which is not constructed using wavelet filter coefficients, as T increases,
the bias converges to some non-zero value which increases with lag. This exact nature
of this bias, as T →∞, is an avenue for further research.
In the following, we demonstrate an initial approach to correcting for the bias in the
local autocovariance estimates.
A.3 Correcting the Local Autocovariance Function
In Section A.2 we established that the local autocovariance and the classical auto-
covariance are related as: c(z) = L cT(z). Consequently, to correct for the leakage
across lags, we can multiply the estimated local autocovariance by the inverse of the
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Figure A.3: The bias in the local autocovariance over lags zero to three as the length of
the time series increases. The dashed line shows bias using an estimated spectrum for
a HaarMA process (pink) and a non LSW process (blue). The solid blue line shows the
bias using the theoretical spectrum determined from the theoretical autocovariance
for the non LSW process. Finally, the grey line is the bias in the autocovariance when
using the theoretical wavelet spectrum for the HaarMA process, there is no bias in
this instance.




The measure of the stability of the system which relates the local to the classical
autocovariance, is given by the condition number of the misrepresentation matrix.
This is defined by
cond(L) = ||L|| ||L−1||.
For each wavelet family, this condition number increases as κmax increases. In par-
ticular, for the Haar Wavelet, the condition number of the misrepresentation matrix
(A.2.2) is unbounded for κmax larger than 3. In such instances, we can take a pseudo
inverse of the misrepresentation matrix when performing the correction. If the ma-
trix is indeed invertible, then the pseudo inverse will be the same as the true inverse
(Golub and Kahan, 1965).
Define `†i,j and and `
†
J i,j to be the elements of the pseudo inverse of the misrepresen-
tation matrix and the curtailed misrepresentation matrix respectively. Then we can
define the misrepresentation corrected LACV and CLACV.
Definition A.3.1. The misrepresentation corrected local autocovariance function at











where `†i,j and and `
†
J i,j are the elements of the pseudo inverse of the misrepresentation
matrix (A.2.2) and the curtailed misrepresentation matrix (A.2.3) respectively.
Figure A.4 shows the correction applied to the Haar moving average process A.4a,
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Figure A.4: The corrected estimated local autocovariance function for (a) a
HaarMA(2) process and (b) a MA(3) process.
in Example A.2.1 and the MA process A.4b, in Example A.2.2. The first case illus-
trates that correcting when a correction is in fact unnecessary leaves the estimates
unchanged. The latter shows how the correction leads to local autocovariance esti-
mates which are closer to the truth.
A.4 Conclusion
The local autocovariance function is a useful as it allows the autocovariance to be
measured over time. It offers a superior solution to a windowed estimate of the
classical autocovariance. It is therefore a unfortunate, that in practical circumstances,
the LACV can provide misleading estimates.
The bias in the LACV is an interesting avenue for future research. In particular, it
impacts the following two topics:
• Forecasting - Fryzlewicz et al. (2003) develop a method for forecasting which uses
the local autocovariance function. If the local autocovariance is miss-estimated,
then forecasts may not be reliable.
• Changepoint detection - In Chapter 7 we developed a method for detecting
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changes in the autocovariance of a time series. If we want to detect changes
at particular lags, then we may encounter problems resulting in an increased
number of false negatives or positives.
In addition, the LACV correction procedure could also be used as a tool for model
selection. If we construct the misrepresentation matrix using the same wavelet family
from which the process was generated, then the corrected estimates remain unchanged.
This means we could choose the wavelet family which best models our data by:
• Generating a range of misrepresentation matrices from different wavelet families;
• Correcting the estimates of the local autocovariance using each of these matrices
and finally,
• Selecting the wavelet family which corrects the estimates least.
This is left as an avenue for further research.
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