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Abstract. The construction of multiple partitions in consensus clustering with random initialization and various parameters 
values of clustering algorithm enable us to measure the stability of objects (points) in a cluster. The procedure to indicate 
stability is aided by the co-occurrences of pair objects (i,j ) allocated to the same cluster in each partition. In this paper, we 
propose a voting-merged method - a combination of voting-based method and merging process. Our experiment with 
simulations and real datasets shows better performance for well-separated clusters and low degree of overlapping. 
INTRODUCTION 
For more than a decade, consensus clustering has been introduced to obtain a better quality of cluster analysis by 
integrating the strength of different clustering algorithms. According to Topchy et. al [1], consensus clustering offers 
better performances than traditional clustering in term of robustness, novelty, stability and consistency in the clustering 
output. 
Stability, one of the indicators in consensus clustering, has become a popular measure of study among researcher to 
determine the number of clusters and it has been shown in numerous numbers or articles as in [2, 3, 4, 5]. The idea of 
stability is to develop a tendency of producing similar results from repeated partitioning procedure either on single 
clustering algorithm or on multiple algorithms. There are large numbers of published studies (e.g [2, 3, 4, 5]) that 
employed stability to determine an appropriate C. Others employed clustering stability on objective function of the 
algorithm [6]. However, there is a limited number of study regarding stability of objects (or individual object) in a 
clustering [7, 8]. In particular, recent work by Lord et. al [8] considered different approaches of individual stability as 
our approach did not cast off any objects that are not stable. The intuitive idea measures the stability of objects across 
multiple partitions and relabel the objects into class for the optimal partitions which further reallocate the objects 
according to the label. 
The implementation of weighted w helps to identify objects that performed well in clustering and allocated them 
to a specific cluster and further reduce the falsification that occurs in clustering. Not all clustering algorithms respond 
to weighted and there are clustering algorithms that are weight sensitive such as partitioning clustering. The 
responsiveness towards weighted also differs across clustering algorithms. 
In this paper, we propose a weighted voting-merge (WVm) approach which acts as a mechanism to allow the 
objects to fall accurately to their define clusters. The weighted, w takes into account the size of the group according to 
 from voting-based approach to form the final optimal partitions . We define the stability of an object based on the 
probability of occurrence of objects in its cluster with the aid of probability of co-occurrences between the objects. We 
present the result of the experiment through simulations and real datasets from UCI Machine Learning [9]. 
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PROBLEM FORMULATION 
Given an unlabeled dataset  of   matrix with p stand for numbers of features (or 
variables) and n is the number of objects in . The consensus partitions is represented as  
consists of clusters in which k is the number of clusters in each . The clustering results from 
H represent vector label, . 
The partitions of  of the set of objects  is breakdown into  fold cross-validation (CV). Since the multiple 
partitioning were constructed based on  fold CV, it is to be noted that there will be missing  in each partition for 
certain objects. Here, we performed 10-fold CV and meaningful information of  is represented by . We 
performed homogenous clustering algorithm with random initialization and different parameters, in 
each  at partitions generation stage. 
In this paper, we do not focus on partition generation. Instead, we discussed on our proposed method on obtaining 
final optimal partition,  through consensus function. However, we discuss briefly on how we gain information from 
the generation stage. Since the objects are unlabeled beforehand, we need to solve the labelling correspondence 
problem. To determine the appropriate labelling for H, we integrated the clustering algorithm with internal cluster 
validation index (ICV) to help in selecting the best  in each partition. For this paper, we opt for three ICV which are 
Silhouette Index (Sil) [10], Generalized Dunn Index (GDI)33 and GDI53 [11]. The final result is determined through the 
voting-based method. This method selects a winner from the one with the most count. Each partition is represented as 
voter that votes for representative parameter k chosen from ICV values. 
Stability of Individual Object 
The stability of individual object H is determined by counting the number of occurrences in its singleton clusters 
throughout . The procedure required the stability to be aided by the co-occurrence of objects in a cluster and is 
defined as follows: 
 
 (1) 
where  is the total objects Hi that belong to its clusters in . Hence, the probability,  are classified 
as stable and the maximum value for stability is set to 0.9. In this paper we are able to measure the stability of objects 
once  it has been  distributed as per class from Equation 1 based on Silhouette index. 
Split and Merged Approach 
The objects are then split to its defined clusters when the probability of co-occurrences is greater and equal to 0.7 
. The probability of co-occurrences functions as w in the formation of . At this stage, we almost resolved the 
label correspondence problem for . The next process is to merge the objects accordingly to relabeling the output in 
. The procedure required a mechanism that allows the objects to fall accurately to its defined groups. We proposed a 
weighted for relabeling which we denoted as .This approach takes into account: (i) the size of element in a group 
(cluster) and (ii) the number of k in . 











in which exemplify total number of objects  and  is the total number of objects in dataset .
The label correspondence problem is resolved and the objects are correctly assigned to their define clusters. 
A new information of dataset of   is form from  in :
    ( 5
The proposed method is described in the following Algorithm 1. 
Algorithm 1: Weighted voting-merge approach in measuring the stability of objects 
Input: 
Dataset unlabeled dataset  of n objects. 
Resampling breakdown of  into  partitions (employed q -fold approach). 
Split-merge new dataset  from  with  and . 
Output: 
                    optimal partition from voting-based
Relabeling,   method take into account the probability of co-occurrences of objects i and j. 
1. For  to  to generate : 
(i) execute clustering algorithm (k -medoid) in each partition with different parameters and ra
initialization through q -fold cross-validation.
(ii) employed ICVs on  to determine the appropriate .
(iii) generate  for objects for final . Take into account probability of co-occurrences of objects  
that belong to the same cluster.
2. Measure the stability of objects in .
3. Obtain an optimal partition, .
4. Split and merge objects  according to  to form . The mechanism involved:
(i) applied  to objects H based on 
(ii) employed clustering algorithm on .
Datasets 
The simulation datasets were generated using MixSim package [12] with variation in datapoints, outliers, 
overlapped, as well as dimension. The simulated datasets were generated from MixSim which has equal mixing 
proportions of Gaussian distribution with different level overlap. The overlapped allow us to control the degree 
of interaction between the mixture components. The datasets were formed with few conditions: 
(i) SD1 - mixture model with heterogenous components with ellipsoidal covariance matrices. No
outliers are produced and there is almost no overlapped between mixture components;
(ii) SD2 -difference from SD1 in Ω as well as d and maximum   and average  overlaps in dataset
and;
(iii) SD3 - as SD1 except the Ω and d with  overlap and outliers/noise in dataset;
(iv) SD4 - different from SD1 in term of Ω and d with  overlap in dataset; and
(v) SD5 - as SD1 except the Ω and d with  overlap and noise in dataset.
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EXPERIMENTAL RESULTS 
Simulation Evaluation Performances 
Table 1 summarizes the information of the simulated datasets where θ represent number of variables, d is 
dimension, μ indicate average overlapped, θ is the maximum overlapped, and n represent number of objects in dataset 
which include the noise/outliers. 
The purpose of voting-based method is to determine the best k for each partition from each of ICVs and select the 
winner based on majority as mentioned in the Problem Formulation section for relabeling purposes. The results from 
voting-based are presented in Table 1. In this paper, we can see variation in the class label with different ICVs is used. 
It is apparent from this table that most of the datasets tend to produce small number of clusters (the best  is 2).  
 
TABLE 1. Summary information of simulation data and voting-based results 
 Simulation dataset information Class relabeling,  
Dataset   Overlapped   noise/outliers GDI33 GDI53 Sil 
SD1 5 2  500 Null 5 2 3 
SD2 7 6  400 Null 2 4 4 
SD3 3 6  0.01 350 30 2 2 2 
SD4 4 5  0.001 300 Null 2 4 2 
SD5 3 4 0.001 200 10 2 2 2 
Stability of Objects 
It is well-known that the results of clustering are subjective and the position of objects is differ in each cluster as 
it is based on the similarity between objects. One of the advantages of consensus clustering is that it is capable of 
identifying the changes in the position of objects that differs in each run (or partitions). The consistent positions (or 
stability) in the clusters are illustrated in Table 2. From these results, it can be seen that objects in SD1 with  
were perfectly assigned (90%) to their clusters in through 10-fold approach, while for  the stability of objects 
assigned to its clusters is between 80% and 90%. As for , we have identified less than 1% of the objects which 
could be assigned to other than the given clusters. There were instability of appearances of the objects in SD2, 
especially in k = 4. This dataset contained a heavy degree of overlapping and the result has worsened as the number 
of clusters increase. As for SD5, the existence of outliers affect the stability of objects. Even though SD3 consist of 
outliers like SD5, however the percentage of stability was accounted to be less than one percent. The difference in the 
instability between SD3 and SD5 is influenced by the overlapping condition sets in these two datasets. For SD4 with 
, the result obtained was similar to SD1 . While SD4 , the objects’ stability revealed that the position 
of objects assigned to its define cluster is between 70% to 90%.   
 
TABLE 2. Stability of objects in multiple partitions. 




 5 0.40 
SD2 2 2.00 
 4 21.00 
SD3 2 0.86 






Performance of Optimal Partitions 
As for comparisons, we compared the results of clustering between the proposed method and the unmodified 
consensus clustering (without implementation of  on the objects) [3]. We further evaluated the  performance  of  
individual  objects   as  well  as  the  quality  of  clustering  on   and  compared  it  with unweighted consensus 
clustering,  based on Silhouette width as summarized in Table 3. The reallocation of objects is performed by 
introducing the  to the object from stability results in order to reduce the misclassification of objects. 
It was observed that through , the average width of objects has changed. As mentioned previously, SD1 almost 
have no overlapping objects. The reduction of the average width reflects the construction of define clusters and 
avoiding the objects which have the probability to be clustered to the nearest neighbour. Dataset SD2 with a higher degree 
of overlapping shows an increment in the average silhouette width which worsened the quality of clustering. 
Reallocating misclassification objects is hard to be performed in this dataset since the negative value obtained from 
the Silhouette value is greater.  
 
TABLE 3. Comparison results of  and  
  Individual Silhouette width Object Allocation (< 0) 
Dataset      
SD1 
2 0.73 0.65 Null Null 
3 0.77 0.76 Null Null 
5 0.84 0.84 Null Null 
SD2 
2 0.30 0.33 6 8 
4 0.29 0.29 22 22 
SD3 2 0.58 0.60 Null Null 
SD4 
2 0.55 0.66 Null Null 
4 0.60 0.61 Null Null 
SD5 2 0.53 0.61 3 Null 
 
While for datasets SD3, SD4 and SD5 which have a small degree of overlap between objects, shows the better 
quality performance of clustering in  compared to . Since the overlapping between of objects is small, the value 
of misclassification exhibits small negative value. The process of reallocation for these three datasets is well performed. 
Real Datasets Evaluation 
For real dataset, we selected three data from UCI Machine learning which are E.coli, blood transfusion and glass 
identification. It was found that glass identification dataset consists of outliers and gave high impact on our results. 
Therefore, we carried out Mahalanobies distance to remove the outliers for the analysis. The summary of the datasets 
is tabulated in Table 4. 
Throughout the partitions generation, each object in E.coli (for k  = 2 and k  = 3), blood transfusion  (k  = 2) and 
glass identification (k  = 2) datasets occurred 99.70% ,100% , 95.96% and 99.70% respectively in their clusters. As 
for individual Silhouette width between b∗ and , the performance of individual silhouette width is presented in 
Table 3. E.coli and blood transfusion consist of a high degree of overlapped in the dataset and therefore, the 
performance with the proposed method has worsened the results of clustering. Moreover, the results obtained are highly 
affected by the noise and outliers that exist in both datasets. While for glass identification dataset, the performance of 
clustering is better in b∗ since the outliers have been removed and there is an existence of a low degree of overlapping 
in the dataset. 
DISCUSSION 
Producing more clusters does not guarantee better results [13] especially in overlapping datasets. Besides, if the 
results consist to much low or negative value based on Silhouette index, it may trigger that we either create too many 
clusters or too less of clusters. This situation really has become a ’problem’ in clustering as it is known that different 
objects can share the same characteristics between each other in which it can be reflected in the distance measure. The 
co-association between the objects in a cluster helps to identify which objects have greater similarity between them to 
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allow us to identify the appropriate approach to reallocate them to correct labeling by integrating the information from 
the size of class. This proposed procedure has resulted in better performance for well-separated clusters and low degree 
of overlapping. Based on the performances of b∗ in both experiment and real datasets, these results reflect those in [14] 
that indicate a well-separated clusters is not weight-sensitive while objects that occur in more than one clusters are 
weight-sensitive. 
TABLE  4.  Information of real dataset 
Dataset   




GDI33 GDI53 Sil   
Blood 
transfusion 644 4 2 2 2 2 0.471 0.465 
Glass 
identification 206 13 2 2 2 2 0.590 0.818 
E.coli 336 7 3 2 2 2 0.431 0.378 3 0.465 0.451 
 
It is known that outliers give quiet impact on clustering. Although the main purpose introducing w in this study is 
to allocate the objects according to , we notice that w tried to “pull in” objects that lies in the cluster’s borders to 
obtain better results. Eventhough the implementation of weighted helps to segregate the objects which occur in more 
than one cluster, somehow it makes clustering become worse. There is a diversity of weights can be implemented in 
clustering. The practice with weighted seems to help users to understand an insight of clustering. Such studies can be 
seen in [14, 15, 16] and many more which reported elsewhere. 
 
CONCLUSION 
A small change in the data points resulted in differing clustering formation and even worse, it distorts the clear 
structure of clusters. Additionally, introducing the weighted in dataset with high degree of overlapping hardly improve the 
clusters separation as well as the objects reallocation. The more number of clusters being produce in datasets with a high 
degree of overlapping, the worst the result we obtained. The quality of the consensus solution depends on the accuracy 
of similarity values as estimated by the co-association values. A better mechanism (in term of weighted) should be 
implied on outliers so that it can form its own clusters. This is to avoid other objects to be pulled towards it and thus 
resulted in poor performance and quality of clustering. 
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