Abstract. In this paper, we collected the meteorological data and forest fire danger rating data of four stations in JiangXi (NanChang, JingDeZhen, GiAn, GanZhou) from 2013 to 2015, and build a neural network fire prediction model. Then use GA, PSO and PSO-GA hybrid algorithm to improve BP neural network.By contrasting the prediction results of BP network, GA-BP network, PSO-BP network and PSO-GA-BP network, the prediction accuracy of PSO-GA-BP network is the highest. The result of experiment shows that the effect of BP network optimized by PSO-GA is the best, compared with GA and PSO.
Introduction
The forest has abundant natural resources, the development of human society relies on the abundant resources of the forest. However, forest fires became one of the most serious natural disasters, it seriously threat to the existing forest resources. Therefore, the forest fire prediction has great significance for the development of human society, the protection of forest resources and ecological environment.
According to the data of Chinese bureau, from 2013 to 2004, the forest fire incidence in China is 86609, the total fire area is 1986127.27 hectares, the total affected forest area is 852558.59 hectares, the loss caused by fire is about 1.29 billion yuan. However, the forest fire incidence in JiangXi is 3254 accounting for 3.76% of the national forest fire, the total affected forest area is 34025.88 hectares(3.99%), the caused economic loss is about 102.8 million yuan accounting(7.98%), the total number of casualties are 102 , including death toll of 34. all kinds of fire data in JiangXi is located in the national top10 , and the losses caused by fire are huge.
Meteorological factor has been the important influence factors of forest fires. Many researchers use meteorological factor to build artificial neural network fire prediction model, and have some achievements. So the neural network fire prediction model can provide early warning for forest fire prevention work, and be good for forest fire prevention work.
The basic principle of neural network
Artificial neural network is a simulation of human brain neural network. We know that the brain is made of a large number of biological neurons, it is complex and has the function of processing and transmitting information.
The BP neural network BP neural network is a kind of multilayer neural network trained by error back propagation algorithm, it greatly promoted the development of the neural network and the most widely used at present. BP neural network is composed of input layer, output layer and hidden layer, the hidden layer can be a layer or multilayer. As shown in figure 1 , the neurons of three layers are linked by the weight W, but at the same layer neurons are not connected.
BP algorithm includes two processes, forward and back transmission. When input samples to BP network, it need forward transmission to get the output of all the network layer. When output layer get the actual output, we can calculate the error compared with the desired output. Then, the 2nd Workshop on Advanced Research and Technology in Industry Applications (WARTIA 2016) error is back transmitted to adjust weights and thresholds of each layer. Repeat the two processes to reduce the error of the output layer, until it no longer changed. 
Genetic Algorithm (GA)
Genetic algorithm is an intelligent algorithm to imitate biological evolution and genetic principle. It has three operations (selection, crossover and mutation).
(1) Selection Selection means choosing the individuals with high adaptability from groups to form new population. The selection of GA commonly uses the roulette wheel method, its mathematical expressions is shown below.
Among them, Pi means the probability to be selected of the individual, Fi is individual fitness value, n is the total number of individuals in the population.
(2) Crossover Crossover means two individuals exchange their chromosomes to form new chromosomes. GA has the crossover probability which means the probability to crossover of the selected individuals.
(3) Mutation Mutation is a kind of the genetic gene mutations, and is that the an individual chromosome has mutated to be a new individual. GA also has mutation probability, and it is very small.
Particle swarm optimization algorithm (PSO)
PSO is an algorithm to simulate birds feed. The position and velocity represent the characteristics of the particles in the algorithm, in addition, the fitness is used to judge good or bad of the particles. And particles will update their location and velocity based on two extreme value, one is individual extreme value (Pbest), the other is group extreme value (Gbest).
Assuming the dimension of searching space of the particle population is D, the number of particles in population X is n, ) , , , (
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  . In the iteration process of PSO, the updating formula of particle velocity and position is shown below. ) ( ) (
Build neural network prediction model
The design of the neural network structure In this paper, the topology of the network is 13-16-1. Input layer has 13 neurons, it depends on the number of meteorological factors, the 13 meteorological factors are shown in table1. The neurons number of hidden layer is 16, it is always determined by empirical formula and experiments. According to the theory of Hecht-Nielsen, network with single hidden layer can realize arbitrary function, so there is only one hidden layer. The output layer has one neuron which is the forest fire danger rating. 
Experimental data processing
In this paper, we have collected 1017 sets of experimental sample data with three forest fire danger rating classes, and each class has 339 groups of data. The data of BP contains the training data and testing data, there are 960 groups of data (320 for each class) for training, and 57 for testing.
The dimension of each meteorological factors is different, it will lead to different dispersion degree of the variables. So the original data need to be standardized, it can eliminate the effects caused by the different dimensions of data, and improve the accuracy of network computing. Before the prediction of network , we usually adopt data normalization method to deal with sample data, in order to transform it into the number between [0,1].
The steps and processs of PSO-GA
GA and PSO are used to optimize BP by optimizing its connection weights and threshold. In this paper, we mix GA and PSO, this algorithm adds GA into PSO. This hybrid algorithm combines their advantages, with less amount of calculation, fast convergence and good global convergence. The implementation steps of PSO-GA algorithm are shown in figure 2 .
(1) Initialize the particle population. Inludes the particle's position and velocity, and some parameters.
(2) Calculate the particle's fitness value and find Pbest and Gbest. The expression of the fitness function:
. Mse is a function of mean square error calculation in matlab. It means that the fitness value in this paper is the mean square error between prediction value and expectation of BP network output. The smaller the fitness value is, the smaller the error, the higher the prediction accuracy of the neural network. So the smaller fitness is the best value.
(3) Update the particle's position, speed and fitness value. (4) Order the fitness value from small to large, and divide it into two equal parts. The particle population with smaller fitness value is defined as P1, another is P2.
(5) Add the genetic algorithm. Process the selection and crossover for P2. (6) Order the fitness value again, and divide it into two equal parts (P3 and P4). (7) Process the mutation for P4. (8) Update Pbest and Gbest. Compare the particle's fitness value, the particle with the smallest value is the best.
(9) The end. When the number of iterations has been the setting maximum, or the fitness value has been better, the algorithm ends. Otherwise, return to step 2. 
The MATLAB simulation results
The simulation platform is matlab R2011b, we use the function newff of neural network toolbox to realize the construction, training and simulation of BP network. In this paper, there are four kinds of forest fire prediction model. The experimental results of the four models are shown in figure 3 .
The prediction accuracy of four networks is shown in table 2. We can see that, the prediction accuracy of PSO-GA-BP network model is 80.70%, the PSO-BP model is 75.44%, the GA-BP network model is 73.68%, the BP model without optimization is 70.18%. Among the four network model, the prediction accuracy of PSO-GA-BP network model is the highest. The prediction effect of PSO-GA-BP model is the best, the result shows that the mixture of PSO and GA algorithm can optimize BP network with better effects. fire d a n g e r ra tin g the rensult of PSO-GA-BP model pridiction expectation Fig.3 . the experimental results of four models
