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Abstract
Let X be a Banach space, (,, ) a ﬁnite measure space, and L1(, X) the Banach space of X-valued
Bochner -integrable functions deﬁned on  endowed with its usual norm. Let us suppose that 0 is a
sub--algebra of , and let 0 be the restriction of  to 0. Given a natural number n, let N be a monotonous
norm in Rn. It is shown that if X is reﬂexive then L1(0, X) is N-simultaneously proximinal in L1(, X)
in the sense of Fathi et al. [Best simultaneous approximation in Lp(I,E), J. Approx. Theory 116 (2002),
369–379]. Some examples and remarks related with N-simultaneous proximinality are also given.
© 2006 Elsevier Inc. All rights reserved.
1. Introduction and Main Theorem
Throughout this paper, (X, ‖.‖) is a Banach space, (,, ) a ﬁnite measure space, and
L1(, X) the Banach space of X-valued Bochner -integrable functions deﬁned on , with the
usual norm:
‖f ‖1 =
∫

‖f (s)‖ d
for every f ∈ L1(, X) (see [3]).
We wish to consider here a problem of simultaneous approximation in L1(, X), completing
the work initiated in [5].
Let X be a Banach space and let Y be a closed subspace of X. Given n points x1, . . . , xn in X,
there are several ways of simultaneously approximating them by an element y in Y (see [5] and
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the papers cited there). Through this note we will follow the way introduced by Fathi et al. [5]. It
is the following.
We say that a norm N in Rn is monotonous if for every t = (ti)1 in, s = (si)1 in ∈ Rn
such that |ti | |si | for i = 1, . . . , n we have
N(t)N(s).
Notice that usual norms in Rn are monotonous.
Deﬁnition 1 (Fathi et al. [5, Deﬁnition 1]). We say that y0 ∈ Y is a best N-simultaneous approx-
imation from Y of the vectors x1, . . . , xn ∈ X if
N
(‖x1 − y0‖, . . . , ‖xn − y0‖)N(‖x1 − y‖, . . . , ‖xn − y‖),
for every y ∈ Y .
Deﬁnition 2 (Fathi et al. [5]). If every n-tuple of vectors x1, . . . , xn ∈X admits a best
N-simultaneous approximation from Y, then Y is said to be N-simultaneously proximinal in X.
Of course, for n = 1 the preceding concepts are just best approximation and proximinality.
Natural subspaces of L1(, X) are either of the kind L1(, Y ), whereY is a closed subspace of
X, or of the kind L1(0, X), where 0 is the restriction of  to a certain sub--algebra 0 of .
In [5], simultaneous proximinality of subspaces of L1(, X) of the ﬁrst kind has been studied, so
our aim here is to study the situation for the subspaces of the second kind. These subspaces play
a very important role in approximation. They arise in connection with the notion of conditional
expectation and are essential in martingale theory (see, for instance, [3, Chapter V]). In the third
section of this paper (Example 2, Proposition 5 and Corollary 1) we work with some concrete
examples.
The ﬁrst result concerning L1(0, X) subspaces was obtained by Shintani and Ando [9] who
studied and solved the problem in themost simple situation: considering just proximinality (instead
of simultaneous proximinality) and working in the scalar case, that is, with n = 1 and X = R.
They showed that, in this case, L1(0, X) is proximinal in L1(, X). More recently, Papageorgiou
[8] extended Shintani andAndo’s result from R to reﬂexive spaces. As far as we know, no further
results have been obtained in this direction.
In this paper we will prove the following result:
Main Theorem. Let X be a reﬂexive Banach space, (,, ) a ﬁnite measure space, 0 a sub-
-algebra of , 0 the restriction of  to 0, n a natural number and N a monotonous norm in
Rn, then L1(0, X) is N-simultaneously proximinal in L1(, X).
Remark 1. We believe that this is a new result even when X is the scalar ﬁeld.
Remark 2. In our proof we do not use Shintani and Ando’s classical result [9], so we actually
provide an alternative proof of such a result. The key is the use of Kadec–Pełczyn´ski–Rosenthal
lemma (see Lemma 3).
Remark 3. The preceding result is also true for Lp(, X) with 1<p< + ∞. However, for these
p’s all the involved spaces are reﬂexive, and thus the result is trivial.
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Remark 4. One might think that reﬂexivity is a too restrictive hypothesis in our theorem. How-
ever, Corollary 1 at the end of the paper shows that, even for (ordinary) proximinality, the con-
clusion of the theorem fails for some equivalent norm as soon as one leaves reﬂexive spaces.
We have not found in the literature examples and results comparing the notions of proximinality
and simultaneous proximinality, which are obviously connected. This is why we devote the third
(and last) section of our paper to provide some examples and results making such connection
precise. We work in general spaces as well as in L1(, X) spaces.
2. Proof of the Main Theorem
We need a deﬁnition and a few previous results.
From now on n is a given natural number and N a monotonous norm in Rn.
Deﬁnition 3. Let x1, . . . , xn be vectors in X, we say that a sequence (yk)k1 in Y is N-
simultaneously approximating to x1, . . . , xn in Y, if
lim
k→∞ N
(∥∥x1 − yk∥∥, . . . , ∥∥xn − yk∥∥) = inf
z∈ Y N(‖x1 − z‖, . . . , ‖xn − z‖).
The following property of N-simultaneously approximating sequences will be useful.
Lemma 1. Let x1, . . . , xn be vectors in X, and let (yk)k1 be an N-simultaneously approximating
sequence to x1, . . . , xn in Y. Assume that (yk)k1 is weakly convergent to y0 ∈ Y . Then y0 is a
best N-simultaneous approximation from Y of x1, . . . , xn.
Proof. Since ‖.‖ is weakly lower semicontinuous (see, for instance, [2, Chapter II, Section 1,
Theorem 2]), for each i ∈ {1, . . . , n} we have
‖xi − y0‖ lim inf
k
‖xi − yk‖.
Then, using the monotonicity and continuity of N, we have
N
(‖x1 − y0‖, . . . , ‖xn − y0‖)  N( lim inf
k
‖x1 − yk‖, . . . , lim inf
k
‖xn − yk‖
)
= lim inf
k
N
(‖x1 − yk‖, . . . , ‖xn − yk‖)
= lim
k→∞ N
(‖x1 − yk‖, . . . , ‖xn − yk‖)
= inf
z∈ Y N(‖x1 − z‖, . . . , ‖xn − z‖).
Of course, this means that y0 is a best N-simultaneous approximation from Y of x1, . . . , xn. 
The next result gives a property of N-simultaneously approximating sequences in the space
L1(, X).
Lemma 2. Let 0 be a sub--algebra of  and 0 the restriction of  to 0. Let f1, . . . , fn
be functions in L1(, X), and let (gk)k1 ⊂ L1(0, X) be an N-simultaneously approximating
sequence to f1, . . . , fn in L1(0, X). If (Ak)k1 is a sequence of 0-measurable sets such that
limk→∞ (Ak) = 0, then (gkAck )k1 is also an N-simultaneously approximating sequence to
f1, . . . , fn in L1(0, X).
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Proof. For each k1,
0  N
(∥∥f1 − gkAck∥∥1, . . . , ∥∥fn − gkAck∥∥1)
− inf
h∈L1(0,X)
N(‖f1 − h‖1, . . . , ‖fn − h‖1)
= N
(∫
Ak
‖f1‖ d +
∫
Ack
‖f1 − gk‖ d, . . . ,
∫
Ak
‖fn‖ d +
∫
Ack
‖fn − gk‖ d
)
− inf
h∈L1(0,X)
N(‖f1 − h‖1, . . . , ‖fn − h‖1)
 N
(∫
Ak
‖f1‖ d, . . . ,
∫
Ak
‖fn‖ d
)
+N
(∫
Ack
‖f1 − gk‖ d, . . . ,
∫
Ack
‖fn − gk‖ d
)
− inf
h∈L1(0,X)
N(‖f1 − h‖1, . . . , ‖fn − h‖1)
 N
(∫
Ak
‖f1‖ d, . . . ,
∫
Ak
‖fn‖ d
)
+
(
N
(‖f1 − gk‖1, . . . , ‖fn − gk‖1)
− inf
h∈L1(0,X)
N(‖f1 − h‖1, . . . , ‖fn − h‖1)
)
.
Let us see now that the preceding expression tends to zero. On one hand limk→∞ (Ak) = 0 and
this implies
lim
k→∞ N
(∫
Ak
‖f1‖ d, . . . ,
∫
Ak
‖fn‖ d
)
= 0.
On the other hand, since (gk)k1 ⊂ L1(0, X) is an N-simultaneously approximating sequence
to f1, . . . , fn in L1(0, X), we have
lim
k→∞
(
N
(‖f1−gk‖1, . . . , ‖fn − gk‖1)− inf
h∈L1(0,X)
N(‖f1−h‖1, . . . , ‖fn−h‖1)
)
=0.
Therefore,
lim
k→∞ N
(∥∥f1 − gkAck∥∥1, . . . , ∥∥fn − gkAck∥∥1) = infh∈L1(0,X) N(‖f1 − h‖1, . . . , ‖fn − h‖1).
But this means that (gnAcn)n1 is an N-simultaneously approximating sequence to f1, . . . , fn in
L1(0, X). 
We also need a result which is probably the best “subsequence splitting lemma” known in
integrable function spaces:
Lemma 3 (Kadec–Pełczyn´ski–Rosenthal, [1, Lemma 2.1.3]). If (fm)m1 is a bounded sequence
in L1(), then there exist a subsequence (fmk )k1 of (fm)m1 and a sequence (Ak)k1 of
pairwise disjoint measurable sets such that (fmkAck )k1 is uniformly integrable.
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Recall that a subset K of L1(, X) is uniformly integrable if
lim
(E)→0
∫
E
‖f ‖ d = 0
uniformly in f ∈ K . These sets are particularly interesting because of the following result:
Theorem 1 (Dunford [3, p. 101]). If X is reﬂexive then a subset K ofL1(, X) is relatively weakly
compact if (and only if) K is bounded and uniformly integrable.
We can ﬁnally prove the announced result.
Proof of the Main Theorem. Let f1, . . . , fn be functions in L1(, X), and let (gm)m1 ⊂
L1(0, X) be an N-simultaneously approximating sequence to f1, . . . , fn in L1(0, X). We have
lim
m→∞ N
(‖f1 − gm‖1, . . . , ‖fn − gm‖1) = inf
h∈L1(0,X)
N(‖f1 − h‖1, . . . , ‖fn − h‖1).
Notice that for each m1 we have
N(1, . . . , 1)‖gm‖1N(‖f1 − gm‖1, . . . , ‖fn − gm‖1) + N(‖f1‖1, . . . ‖fn‖1).
Since N(‖f1 − gm‖1, . . . , ‖fn − gm‖1) is a convergent sequence, we deduce that (gm)m1 is
bounded in L1(0, X).
By the Kadec–Pełczyn´ski–Rosenthal Lemma 3, there exists a subsequence
(
gmk
)
k1 of
(gm)m1 and a sequence (Ak)k1 of pairwise disjoint0-measurable sets such that (gmkAck )k1
is uniformly integrable in L1(0, X).
On the one hand,
∞∑
k=1
(Ak) = 
( ∞⋃
k=1
Ak
)
() < ∞,
so we have limk→∞ (Ak) = 0. Therefore, by Lemma 2,
(
gmkAck
)
l1 is an N-simultaneously
approximating sequence to f1, . . . , fn in L1(0, X).
On the other hand, since (gmk )k1 is bounded and for each k1 we have∥∥gmkAck∥∥1‖gmk‖1,
we deduce that
(
gmkAck
)
k1 is bounded. Therefore, the Dunford Theorem just mentioned guar-
antees that
(
gmkAck
)
k1 is weakly relatively compact in L1(0, X). Of course, it follows from
this that
(
gmkAck
)
k1 has a weakly convergent subsequence. Let us denote g its weak limit. Since
L1(0, X) is weakly closed in L1(, X), g belongs to L1(0, X) and, by Lemma 1, it is a best
N-simultaneous approximation from L1(0, X) of f1, . . . , fn. This completes the proof. 
3. Some remarks and examples
It is clear that if Y is N-simultaneously proximinal in X, then it is proximinal in X in the usual
sense. It is enough to take in the deﬁnitions x1 = x2 = · · · = xn = x, and notice that the equality
N
(‖x − z‖, . . . , ‖x − z‖) = ‖x − z‖N(1, . . . , 1)
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implies that inequalities
N
(‖x − y0‖, . . . , ‖x − y0‖)N(‖x − y‖, . . . , ‖x − y‖)
and
‖x − y0‖‖x − y‖
are equivalent.
Of course, it seems that N-simultaneous proximinality must be strictly stronger than (ordinary)
proximinality. However, we have found no example in the literature showing this.We have realized
that to give some examples the key is to relate the notion of N-simultaneous proximinality with
an old deﬁnition. Let us do this.
Deﬁnition 4 (Veselý [10,11], see also Durier [4]). We say that x0 ∈ X is an N-center of the
vectors x1, . . . , xn ∈ X if
N
(‖x1 − x0‖, . . . , ‖xn − x0‖)N(‖x1 − x‖, . . . , ‖xn − x‖)
for every x ∈ X.
Notice that x0 is an N-center of the vectors x1, . . . , xn ∈ X if it is a best N-simultaneous
approximation from Y = X of the vectors x1, . . . , xn ∈ X. So we have
Proposition 1. Each n-tuple in X has an N-center if and only if X is N-simultaneously proximinal
in X.
We also have the following immediate consequence of the deﬁnitions:
Proposition 2. If Y is N-simultaneously proximinal in X then each n-tuple in Y has an N-center
in Y.
Once we have seen the connection between the N-simultaneous proximinality and the existence
(or lack) of N-centers we should recall the known results in this direction. They go back to
Garkavi [6, Theorem 1], who showed an example of a Banach space with a three point set with
no Chebyshev center (the ﬁrst case of N-center which was studied). Garkavi’s ideas were later
extended by Konyagin [7] and Veselý [10,11]. They are summarized in the following result.
Theorem of Veselý (Veselý [10, Theorem; 11, Theorem 2.4]). Let X be a nonreﬂexive Banach
space, then there exists a three-point set {x1, x2, x3} in X with the following property: for each
symmetricmonotone normNonR3 there exists an equivalent norm |||.||| onX such that {x1, x2, x3}
has no N-center in (X, |||.|||).
By Proposition 1, the conclusion of the preceding theoremmeans thatX is notN-simultaneously
proximinal in (X, |||.|||). Since X is of course proximinal in (X, |||.|||), the preceding theorem can
be read as follows:
Theorem of Veselý (simultaneous proximinality version). Let X be a nonreﬂexive Banach space
and let N be a symmetric monotone norm on R3, then there exists an equivalent norm |||.||| on X
such that Y = X is a proximinal non N-simultaneously proximinal subspace of (X, |||.|||).
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Clearly, the preceding theorem provides lots of examples of proximinal non N-simultaneously
proximinal spaces.However, theymight seem in a certain sense trivial because they always provide
Y = X as the involved subspace of X. Let us show how to drop this restriction.
Example 1. Given any symmetric monotone norm N onR3 there exists a Banach spaceX0 which
has a proper subspace Y that is proximinal but not N-simultaneously proximinal in X0.
Let Y be a Banach space such that some three-point set in Y has no N-center in Y (one can take
any of the spaces provided by the theorem of Veselý). Let Z be any Banach space and let X0 be
the 1-sum of Y and Z, that is, X0 is Y × Z endowed with the norm
‖(y, z)‖ = ‖y‖Y + ‖z‖Z,
where ‖.‖Y and ‖.‖Z are the norms in Y and Z, respectively. It is immediate that Y is proximinal
in X0, but, by Proposition 2, it is not N-simultaneously proximinal.
Remark 5. The preceding example can be modiﬁed in many ways, for instance, taking p-sums
instead of 1-sums. More in general, to guarantee that a certain subspace of a Banach space is
proximinal it is useful the following easy and well-known fact:
Proposition 3. Let P be a norm one projection in a Banach space X, then the kernel of P is a
proximinal subspace of X.
Proof. Given x ∈ X, x − P(x) belongs to the kernel of P and is a best approximation of x: for
each y in the kernel of P we have
‖x − (x − P(x))‖ = ‖P(x)‖ = ‖P(x) − P(y)‖ = ‖P(x − y)‖‖x − y‖. 
Since we have been dealingwithL1(, X) spaces, it seems interesting to provide some example
analogous to Example 1 in these spaces. To do this we need the following result, whose proof is
immediate.
Proposition 4. Let X be a Banach space such that each n-tuple in X has an N-center and let Y be
a norm-one complemented closed subspace of X. Then each n-tuple in Y has an N-center in Y.
Example 2. Let  be the -algebra in [0, 1] generated by the Borel sets of [0, 1/2] and the
intervals (1/2, 3/4] and (3/4, 1], and let 0 be the sub--algebra of  generated by the Borel sets
of [0, 1/2] and the interval (1/2, 1]. Let  be the Lebesgue measure on  and 0 the restriction
of  to 0. Given any symmetric monotone norm N on R3 there exists a Banach space X1 such
that L1(0, X1) is proximinal but not N-simultaneously proximinal in L1(, X1).
Let X1 be any Banach space such that some three-point set in X1 has no N-center in X1 (once
more, we can take any of the spaces provided by the theorem of Veselý).
Let us see ﬁrst that L1(0, X1) is not N-simultaneously proximinal in L1(, X1). Since X1 is
isometrically isomorphic to a norm one complemented subspace of L1(0, X1) (see, for instance,
[1, Section 1.4]), we deduce from Proposition 4 that some triplet in L1(0, X1) has no N-center
in L1(0, X1). Then, the conclusion follows from Proposition 2.
To show that L1(0, X1) is a proximinal subspace of L1(, X1), according to Proposition 3,
it is enough to see that it is the kernel of a norm one projection in L1(, X1). Notice that the
functions in L1(, X1) are just the X1-valued integrable functions on [0, 1] which are constant in
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the intervals (1/2, 3/4] and (3/4, 1]. So we can deﬁne the linear map
P : L1(, X1) −→ L1(, X1),
f (.)[0,1/2](.) + x1(1/2,3/4](.) + x2(3/4,1](.) −→
x1 − x2
2
(1/2,1](.).
It is immediate that P is a norm one projection whose kernel is L1(0, X1).
To see the result we announced in Remark 4 at the end of the ﬁrst section, let us recall that
given any three point set {x1, x2, x3} in X we say that x0 ∈ X is a Fermat center of {x1, x2, x3} if
‖x1 − x0‖ + ‖x2 − x0‖ + ‖x3 − x0‖‖x1 − x‖ + ‖x2 − x‖ + ‖x3 − x‖
for each x ∈ X.
Proposition 5. Assume that  admits a partition in three measurable sets A1, A2 and A3 of the
same (positive) measure, and let 0 be the trivial sub--algebra of , that is, 0 = {∅,}. If
L1(0, X) is proximinal in L1(, X) then any three point set {x1, x2, x3} in X has a Fermat center.
Proof. Assume L1(0, X) is proximinal in L1(, X), and let {x1, x2, x3} be any three point set in
X. Then the function A1(.)x1+A2(.)x2+A3(.)x3 ∈ L1(, X)must have a best approximation in
L1(0, X). Let (.)x0 be this best approximation. Let us denote (A1) = (A2) = (A3) = .
For every (.)x ∈ L1(0, X) we have
‖A1(.)x1 + A2(.)x2 + A3(.)x3 − (.)x0‖1
= (A1)‖x1 − x0‖ + (A2)‖x2 − x0‖ + (A3)‖x3 − x0‖
= (‖x1 − x0‖ + ‖x2 − x0‖ + ‖x3 − x0‖)

(‖x1 − x‖ + ‖x2 − x‖ + ‖x3 − x‖)
= ‖A1(.)x1 + A2(.)x2 + A3(.)x3 − (.)x‖1.
Therefore, we have
‖x1 − x0‖ + ‖x2 − x0‖ + ‖x3 − x0‖‖x1 − x‖ + ‖x2 − x‖ + ‖x3 − x‖
for every x ∈ X. This means that x0 is a Fermat center of {x1, x2, x3}. 
The following result is an immediate consequence of the preceding proposition and the theorem
of Veselý.
Corollary 1. Assume that  admits a partition in three measurable sets A1, A2 and A3 of the
same measure, and let 0 be the trivial sub--algebra of , that is, 0 = {∅,}. Let (X, ‖.‖) be a
nonreﬂexive Banach space, then X admits an equivalent norm |||.|||, such that L1(0, (X, |||.|||))
is not proximinal in L1(, (X, |||.|||)).
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