ABSTRACT. We study the optimal dividend problem in the dual model where dividend payments can only be made at the jump times of an independent Poisson process. In this context, Avanzi et al. [5] solved the case with i.i.d. hyperexponential jumps; they showed the optimality of a (periodic) barrier strategy where dividends are paid at dividend-decision times if and only if the surplus is above some level. In this paper, we generalize the results for a general spectrally positive Lévy process with additional terminal payoff/penalty at ruin, and also solve the case with classical bail-outs so that the surplus is restricted to be nonnegative.
INTRODUCTION
In risk theory, the model of periodic payments has drawn much attention recently. While a majority of the existing continuous-time models assume that dividends can be made at all times and instantaneously, in reality dividend decisions can only be made at some intervals. Solving the optimal dividend problem under periodic payments is in general difficult. However, thanks to the recent developments of theIn order to solve the problem, we use the recent results given in Avram et al. [7] . As has been already confirmed in [5] , the periodic barrier strategy is expected to be optimal. Namely, at each dividenddecision time, dividends are paid if and only if the surplus is above some barrier and then it is pushed down to the barrier. The resulting surplus process becomes the dual of the Parisian-reflected process considered in [7] . Therefore the expected net present value (NPV) of dividends can be computed concisely using the scale function, which enables one to follow the classical "guess and verify" technique described below:
(1) In the guessing step, the candidate barrier level b * is first chosen. Proceeding like in the existing literature (see, e.g., [6, 8, 9, 10, 14] ), b * (if strictly positive) is set so that the value function becomes "smooth" at the barrier. Differently from the classical dual model as in [8] where the value function becomes C 1 (0, ∞) (resp. C 2 (0, ∞)) for the case X is of bounded (resp. unbounded) variation (see [9] for the case there is a fixed cost), we shall see in the periodic payment case that the value function becomes C 2 (0, ∞) (resp. C 3 (0, ∞)) for the case X is of bounded (resp. unbounded) variation. (2) In the verification step, we first obtain the verification lemma, or sufficient conditions for optimality, and then show that the candidate value function corresponding to the selected periodic barrier strategy satisfies all the conditions. We shall see that its slope is larger (resp. smaller) than 1 at the position below (resp. above) the barrier. This together with the martingales constructed using scale functions completes the proof.
We see that b * = 0 can be possible and in this case the taking all the money and run strategy becomes optimal. As has been observed in [5] , this can happen even when (the terminal payoff is zero and) the underlying Lévy process drifts to infinity, while in the classical model this happens if and only if the process drifts to −∞ or oscillates.
In our second problem, we consider the case with classical bail-outs, where capital must be injected so that the surplus process remains nonnegative uniformly in time; see [4, 8] for the classical case. The objective is to maximize the expected NPV of dividends minus costs of capital injection. Using the results in [7] , the expected NPV under the periodic barrier strategy can be computed. Again, we select the candidate barrier b † using the same smoothness conditions described above. The optimality is shown similarly by the verification arguments. In fact, most of the results hold verbatim because the resulting value function admits the same form as that for the first problem, except that the barrier level is different. In both problems, the optimal barrier and the value function can be written concisely using the scale function. In order to confirm the obtained analytical results, we give a sequence of numerical experiments using the phase-type Lévy process that admits an analytical form of scale function, and hence the solutions can be instantaneously computed. We shall confirm the optimality and also analyze the behaviors as the frequency of dividend-decision opportunities increases.
The rest of the paper is organized as follows. In Section 2, we review the spectrally positive Lévy process and define the two problems to be considered in this paper. In Section 3, we define the periodic barrier strategy (with and without the classical reflection below) and construct the corresponding surplus process. We review the scale function and give the expected NPVs corresponding to these strategies. Sections 4 and 5 solve the first and second problems, respectively. We conclude the paper with numerical results in Section 6. The proofs of the verification lemmas are deferred to the appendix.
Throughout the paper, x+ := lim y↓x and x− := lim y↑x are used to indicate the right-and left-hand limits, respectively. We let ∆ζ(s) := ζ(s) − ζ(s−) and ∆w(ζ(s)) := w(ζ(s)) − w(ζ(s−)) for any process ζ.
PRELIMINARIES
2.1. Spectrally positive Lévy processes. Let X = (X(t); t ≥ 0) be a Lévy process defined on a probability space (Ω, F, P). For x ∈ R, we denote by P x the law of X when it starts at x and write for convenience P in place of P 0 . Accordingly, we shall write E x and E for the associated expectation operators. In this paper, we shall assume throughout that X is spectrally positive, meaning here that it has no negative jumps and that it is not a subordinator. We will assume throughout this work that its
is given, by the Lévy-Khintchine formula
where γ ∈ R, σ ≥ 0, and Π is a measure on (0, ∞) called the Lévy measure of X that satisfies
It is well-known that X has paths of bounded variation if and only if σ = 0 and (0,1) xΠ(dx) < ∞; in this case, X can be written as
where
and (S(t); t ≥ 0) is a driftless subordinator. Note that necessarily c > 0, since we have ruled out the case that X has monotone paths; its Laplace exponent is given by
For the rest of the paper, we assume that
so that the problem considered below will have nontrivial solutions.
2.2.
The optimal dividend problem with Poissonian dividend-decision times and terminal payoff/penalty at ruin. In our first problem, we will assume that the dividend payments can only be made at the arrival times of a Poisson process N r = (N r (t); t ≥ 0) with intensity r > 0, which is independent of the Lévy process X. The set of dividend-decision times is denoted by T r := (T (i); i ≥ 0), where T (i), for each i ≥ 0, represents the i th arrival time of the Poisson process N r . This implies that T (i)−T (i−1), i ≥ 1 (with T (0) := 0) are exponentially distributed with mean 1/r. Let F := (F(t); t ≥ 0) be the filtration generated by the process (X, N r ).
In this setting, a strategy π := (L π (t); t ≥ 0) is a nondecreasing, right-continuous, and F-adapted process where the cumulative amount of dividends L π admits the form
Here, for each t ≥ 0, ν π (t) represents the dividend payment at time t associated with the strategy π. In particular, the dividend payment at time T (i) is given by ν π (T (i)) for each i ≥ 1. In other words, a strategy π can also be defined by a set
The surplus process U π after dividends are deducted is such that
is the corresponding ruin time. Here and throughout, let inf ∅ = ∞. While the payment of dividends is allowed to cause immediate ruin, it cannot exceed the amount of surplus currently available. In other words, we also assume that
Let A be the set of all admissible strategies that satisfy all the constraints described above.
The problem is to maximize, for q > 0, the expected NPV of dividends paid until ruin and the terminal payoff at ruin ρ ∈ R (penalty if it is negative) associated with the strategy π ∈ A, defined as
Hence the problem is to compute the value function
and obtain the optimal strategy π * that attains it, if such a strategy exists.
2.3. Extension with classical bail-outs. In our second problem, we consider a version where the time horizon is infinity, and the shareholders are required to inject capital to prevent the company from going bankrupt, with extra conditions on the dividend strategy described below. A strategy is a pairπ := (Lπ(t), Rπ(t); t ≥ 0) of nondecreasing, right-continuous, and F-adapted processes where Lπ is the cumulative amount of dividends and Rπ is that of injected capital. The corresponding risk process is given by Uπ(0−) := x and Uπ(t) := X(t) − Lπ(t) + Rπ(t), t ≥ 0, and (Lπ, Rπ) must be chosen so that Uπ stays nonnegative uniformly in time.
In addition, we will assume that the cumulative amount of dividends can only occur at the arrival times of a Poisson process in T r , and so, in a similar way as in Section 2.2, we have that Lπ admits the form
where νπ(t) represents the dividend payment at time t associated with the strategyπ. Assuming that β > 1 is the cost per unit injected capital and q > 0 is the discount factor, we want to maximize
over the set of all admissible strategiesĀ that satisfy all the constraints described above and
Hence the problem is to compute the value function u(x) := sup π∈Ā uπ(x), x ≥ 0, and obtain an optimal strategyπ * that attains it, if such a strategy exists.
PERIODIC BARRIER STRATEGIES
Our objective for the first problem is to show the optimality of the periodic barrier strategy, say π b , with a suitable barrier level b ≥ 0. Namely, at each Poissonian dividend-decision time, dividends are paid whenever the surplus process is above b and is pushed down so that the remaining surplus becomes b.
The controlled process, which we formally construct below, is precisely the dual process of the Parisianreflected process considered in [7] . With T r = (T (i); i ≥ 1), the set of jump times of an independent Poisson process defined in Section 2, we construct the Lévy process with Parisian reflection above U b r = (U b r (t); t ≥ 0) as follows: the process is only observed at times T r and is pushed down to b if only if it is above b.
More specifically, we have
The process then jumps downward by X(T 
where (T + b (n); n ≥ 1) can be constructed inductively by (3.2) and T
is admissible for the first problem defined in Section 2.2. Its expected NPV of dividends is given by
For the second problem, we want to show the optimality of an extension of the above strategy with additional classical reflection (capital injection) below at 0, sayπ b , with a suitable Parisian reflection level b ≥ 0. Namely, dividends are paid whenever the surplus process is above b at dividend-decision times, while it is pushed upward by capital injection whenever it attempts to down-cross zero. The controlled process, which we define formally below, is again the dual of a process considered in [7] . We construct the process U 0,b r with additional (classical) reflection below as follows. Let
be the process reflected from below at 0. We have
where 
It is clear that the strategyπ
is admissible for the second problem described in Section 2.3. Its expected NPV is given by
3.1. Computation of the expected NPVs (3.4) and (3.6). The expected NPVs of dividends (minus capital injection) as in (3.4) and (3.6) can be computed directly by using the fluctuation theory. Toward this end, we first review the scale function.
Fix q > 0. We use W (q) for the scale function of the spectrally negative Lévy process −X. This is the mapping from R to [0, ∞) that takes value zero on the negative half-line, while on the positive half-line it is a continuous and strictly increasing function that is defined by its Laplace transform:
where ψ is as defined in (2.1) and
We also define, for x ∈ R,
If we define τ − 0 := inf {t ≥ 0 : X(t) < 0} and τ
,
Remark 3.1. Regarding the asymptotic behaviors near zero, as in Lemmas 3.1 and 3.2 of [15] ,
if X is of bounded variation,
On the other hand, as in Lemma 3.3 of [15] ,
Along this work we also define, for q, r > 0 and x ∈ R,
where the positivity holds because, by (3.7),
and define
Note that
The expected NPVs (3.4) and (3.6) can be written concisely by the scale functions defined above. All the fluctuation identities required here are essentially computed in [7] ; they studied the spectrally negative Lévy case where it is reflected from below at Poisson arrival times, and also its variation with additional classical reflection from above. Our processes U b r and U 0,b r are the dual of these processes and hence their results can be directly used.
Proof. Using Corollaries 3.1 (ii) and 3.2 (ii) in [7] , we obtain that, for x ≥ 0, 18) which show (3.16).
On the other hand, we have using Corollary 3.4 in [7] that
and using Corollary 3.3 in [7] we obtain
Subtracting the latter (times β) from the former, we have (3.17).
It is noted that the expressions (3.16) and (3.17) also hold for x ≥ b ≥ 0 with
SOLUTIONS TO THE OPTIMAL DIVIDEND PROBLEM WITH POISSONIAN DIVIDEND-DECISION

TIMES
In this section, we solve the first problem defined in Section 2.2. Focusing on the periodic barrier strategies (π b ; b ≥ 0), we shall first identify the candidate barrier b * so that the expected NPV v b * , if b * > 0, gets smoother at b * . We shall then show its optimality by verifying that v b * solves the required variational inequalities.
Smooth fit.
Motivated by many papers in the literature, we shall choose the barrier so that the degree of smoothness there increases by one. Differently from the classical dual model as in [8] where the value function becomes C 1 (0, ∞) (resp. C 2 (0, ∞)) for the case X is of bounded (resp. unbounded) variation, we shall see in this case that we will have C 2 (0, ∞) (resp. C 3 (0, ∞)) for the case X is of bounded (resp. unbounded) variation. Here, we shall show that the desired smoothness at b is satisfied on condition that (4.1)
.
For all b > 0 and x ∈ (0, ∞)\{b}, by differentiating (3.16),
where in particular, for x > b,
(ii) For the second derivative,
Hence, in order for the function v b to be twice continuously differentiable, we need to ask that
This means, in view of (3.11) , that while the twice continuous differentiability automatically holds for the unbounded variation case, for the bounded variation case it holds if and only if C b holds.
(iii) For the unbounded variation case, we will look for the continuity of the third derivative of the function v b . Using (3.11), (4.2), and (4.3), we obtain
Therefore the value function v b will have a continuous third derivative if
which holds if and only if C b holds. We shall now summarize the results obtained above. 
Proof. First it is clear that the condition C b is equivalent to the condition f (b) = 0 where
Differentiating this and by (3.15),
Hence, the function f is strictly increasing, and we note that, by ).
In view of Lemma 4.2, we will take, as the candidate optimal barrier b * , the unique root of (4.1) if (4.4) holds. For the case in which
holds, we will take the candidate optimal barrier as b * = 0; namely, the corresponding strategy takes all the money and run at the first Poissonian dividend-decision time. As has been observed in [5] (when ρ = 0), this can happen even when EX 1 = −ψ (0+) > 0, while in the classical model this happens if and only if EX 1 ≤ 0 (see [8] ).
Remark 4.1. Suppose ρ = 0. In view of (4.4), the threshold I r,q vanishes in the limit as r → ∞. In other words, the criterion for b * = 0 converges to that in the classical case as the frequency of dividenddecision opportunities increases to infinity.
On the other hand, as r → 0, I r,q → −∞, which means b * = 0 for small enough r > 0. This suggests to take all the money and run if one needs to expect a long time until the next dividend-decision time.
4
For the case b * > 0, because b * satisfies C b , the expected NPV (3.16) can be succinctly written
On the other hand, when b * = 0, we have
(4.8)
Our main result of this section is given as follows.
Theorem 4.1. The periodic barrier strategy π b * is optimal, and the value function is given by
In order to prove Theorem 4.1, we shall provide the verification lemma and show that v b * satisfies the stated conditions. We call a measurable function g sufficiently smooth if g is
when X has paths of bounded (resp. unbounded) variation. We let L be the operator acting on a sufficiently smooth function g, defined by
Here, we give a generalization of Lemma 3.4 in [5] , for a general spectrally positive Lévy process.
Lemma 4.3 (Verification lemma)
. Supposeπ ∈ A is such that vπ is sufficiently smooth on (0, ∞), right-continuous at zero with
and satisfies
Then vπ(x) = v(x) for all x ≥ 0 and henceπ is an optimal strategy.
Proof. See Appendix A.
In the rest of this section, we will show that our candidate value function v b * satisfies the sufficient conditions (4.11) (the condition (4.10) is clearly satisfied). Recall from Lemma 4.1 that v b * is sufficiently smooth. (4.12) and for the second derivative, by (3.15),
In other words, v b * is strictly increasing and concave on (0, ∞). In addition, by (4.12), we have v b * (b * ) =
1.
(ii) Suppose b * = 0. Differentiating (4.8), for x > 0,
In particular, 
We shall next show the following. 
On the other hand, by the identity (3.19) in [6] and (3.10), it follows that, for any 0 < x < b,
, whereẼ x is the law of the spectrally negative Lévy processX := −X withX(0) = x,τ − 0 := inf{t > 0 :X(t) < 0}, andτ + b := inf{t > 0 :X(t) > b}. By this and the strong Markov property (see Section 3.5 of [15] ), the stopped process
with T (0,b * ) := inf{t > 0 :X(t) ∈ (0, b * )} is a martingale. Hence, following the steps in the proof of Theorem 2.1 in [8] and noting that y → J (q,r) (y) on (0, ∞) is sufficiently smooth, we can conclude that
Now by applying (4.18) and (4.20) in (4.7), we have the result for 0 < x < b * .
(ii) For the case x > b * , first we note the following
Now, the equality (4.7), for x > b * , can be written,
Therefore we have for x > b * , by using (4.21) and (4.22) ,
Φ(q + r) .
which reduces to (4.17).
Now we have all the elements to prove Theorem 4.1.
Proof of Theorem 4. 
This together with Lemma 4.6 shows (4.11) with equality.
(ii) Suppose now b * = 0. Again, by substituting (4.8) in (4.15),
Combining this and (4.17), we have (4.11) with equality, as desired.
Remark 4.2 (Connection with the classical case).
Suppose ρ = 0. It is expected that as r → ∞ the optimal barrier b * as well as the value function v b * converge to those in the classical case (assuming
as obtained in Bayraktar et al. [8] .
This can be easily confirmed as follows. First, it is easy to see that the function f (b) as in (4.5) converges, as r → ∞, to Z (q) (b) + ψ (0+)/q, whose root becomesb * . Moreover, in view of the form of the value function (4.7),
This is a rough illustration of how the convergence holds. In Section 6, we numerically verify the convergence.
SOLUTIONS TO THE EXTENSION WITH CLASSICAL BAIL-OUTS
In this section, we solve the second problem as defined in Section 2.3. To this end, we take essentially the same steps as in the previous section: first choosing the candidate barrier b † using the smoothness conditions and then showing that u b † solves the required variational inequalities. Because of the similarities of the forms of v b (for ρ = 0) and u b as in (3.16) and (3.17) , the computation will be similar. In addition, it turns out that the value function will have the same form (with the different barrier) as that in the first problem and hence many of the results in Section 4 can be reused. 
is satisfied. Then, u b is C 2 (0, ∞) for the case X is of bounded variation, while it is C 3 (0, ∞) for the case X is of unbounded variation.
We shall now show the existence of b such that (5.1) holds. Differently from the first problem (see Lemma 4.2), such b exists all the time thanks to the assumption that β > 1. Proof. First notice, by (3.15) , that (5.1) is equivalent tof (b) = 0 wherê
Differentiating this and again by (3.15),
Therefore the functionf is strictly increasing, and we note that, by (3.12), lim b→∞f (b) = ∞. On the other hand, β > 1 implies thatf (0) = 1 − β < 0. Hence, there exists a uniqueb > 0 such thatf (b) = 0, as desired.
5.2.
Verification. Let b † > 0 be the unique root of (5.1) as in Lemma 5.2. By substituting (5.1) in (3.17), we can write
Remark 5.1. The function (5.3) has the same form as the value function for the first problem (4.7), except that the value of the barrier is different.
The main result of this section is as follows.
Theorem 5.1. The periodic barrier strategyπ b † with classical reflection from below at 0 is optimal and the value function is u(x) = u b † (x) for all 0 ≤ x < ∞.
As in Section 4.3 (for the proof of Theorem 4.1), we shall provide the verification lemma and then show that u b † satisfies the stated conditions. To this end, we extend the domain of the function uπ, for all π ∈Ā, as in (3.4) , to all R by setting uπ(x) := uπ(0) + βx for x < 0.
A sufficient condition for optimality is given as follows.
Lemma 5.3 (Verification lemma).
Supposeπ is an admissible dividend strategy such that uπ is sufficiently smooth on (0, ∞) and differentiable at zero (i.e. u π (0) = β), and satisfies (ii) The inequality (5.4) for x > 0 holds with uπ replaced with u b † .
Hence, we are only left to show (5.5) (with the differentiability at 0) and (5.6). For the former, by Lemma 5.4 (i), it is sufficient to show u b † (0) = β. This indeed holds because, by (5.1) and (5.3), we obtain
For the latter, it holds by Lemma 5.4 (i) and because u b † (0) is finite.
Remark 5.2 (Connection with the classical case).
Similarly to Remark 4.2, as r → ∞, the optimal barrier b † as well as the value function u b † are expected to converge to those in the classical case:
see Bayraktar et al. [8] . Indeed, it is easy to see that the functionf (b) as in (5.2) converges, as r → ∞, to Z (q) (b) − β, whose root becomesb † . The form of the value function also converges to that of (5.7) as in (4.24). This is numerically verified in Section 6.
NUMERICAL EXAMPLES
In this section, we confirm the analytical results obtained for the two problems through a sequence of numerical experiments. Throughout this section, we assume that the underlying process X is the spectrally positive version of the phase-type Lévy process (with a Brownian motion) of [1] , which admits an analytical form of scale function as in [13] . This process is particularly important because it can approximate any spectrally positive Lévy process (see [1] and [13] ). See, e.g., [1, 17] for stochastic control problems using this process.
More specifically, for some c ∈ R and σ > 0,
where B = (B(t); t ≥ 0) is a standard Brownian motion, N = (N (t); t ≥ 0) is a Poisson process with arrival rate κ, and Z = (Z n ; n = 1, 2, . . .) is an i.i.d. sequence of phase-type-distributed random variables with representation (m, α, T ), or equivalently the first absorption time in a continuous-time Markov chain consisting of a single absorbing state and m transient states with its initial distribution α and transition matrix T (see [1] for details). The processes B, N , and Z are assumed mutually independent. We refer the reader to [13, 15] for the forms of the corresponding scale functions.
6.1. Numerical results for the first problem. We first consider the first problem defined in Section 2.2 and confirm the results obtained in Section 4. Here, for X in (6.1), we set σ = 0.2 and κ = 2 and, for Z, we use the phase-type distribution with m = 6 that gives an approximation to the (folded) normal random variable with with mean 0 and variance 1, which are given in [18] (see [18] for the values of α and T ). For the drift parameter c, we consider Case 1 with c = 0.5 and Case 2 with c = 2.0 to obtain the cases b * > 0 and b * = 0, respectively. For the other parameters, let q = 0.05, r = 0.1 and ρ = 0 unless stated otherwise. The first step in the implementation is to compute the optimal barrier b * . In the left column of Figure   1 , we plot the function f as in (4.5) for Cases 1 and 2. In both cases, it can be confirmed that f is monotonically increasing. In Case 1, it starts at a negative value and hence its unique root becomes b We next study the behavior of the value function v b * with respect to r, as we have discussed in Remark 4.2. Here we use the same parameters as Case 1 above except for r. In Figure 2 (i), we plot v b * for an increasing sequence of r along with the value functionṽ given in (4.23) in the classical case. It is confirmed that v b * increases uniformly in x toṽ. The convergence of the optimal barrier b * tob * is also confirmed. Finally, we study the behavior of the value function v b * with respect to the terminal payoff at ruin ρ. Here we use the same parameters as Case 1 above except for ρ. In Figure 2 (ii), we plot v b * for an increasing sequence of ρ ranging from −20 to 20. It is confirmed that, as ρ increases, v b * increases uniformly in x while b * decreases. For sufficiently large ρ, b * becomes 0. Interestingly, for high enough ρ, the value function fails to be monotonically increasing; this is due to the fact that, while one wants to liquidate as quickly as possible to enjoy the terminal payoff at ruin, one must wait until the next dividend payment opportunity.
6.2.
Numerical results for the second problem. We now move on to the case with capital injection and confirm the analytical results obtained in Section 5. Here, we set β = 2 and use the same parameters as Case 1 above, unless stated otherwise.
In Figure 3 , we plot the functionf as well as the value function u b † along with suboptimal expected NPVs u b for b = b † . Heref always starts at a negative value (1 − β) and increases monotonically; its root becomes b † . The function u b † is confirmed to dominate u b uniformly in x. In Figure 4 , we show u b † for an increasing sequence of r along with those in the classical caseũ; see (5.7) and the discussion given in Remark 5.2. Again, the convergence of u b † and b † to the classical casẽ u andb † can be confirmed. By the definition of v as a supremum, it follows that vπ(x) ≤ v(x) for all x ≥ 0. We write w := vπ and show that w(x) ≥ v π (x) for all π ∈ A for all x ≥ 0.
Fix π ∈ A and the corresponding surplus process U π . Let (T n ) n∈N be the sequence of stopping times defined by T n := inf{t > 0 : U π (t) > n or U π (t) < 1/n}. Since U π is a semi-martingale and w is sufficiently smooth on (0, ∞), we can use the change of variables/Itô's formula (cf. Theorems II.31 and II.32 of [21] ) to the stopped process (e
Rewriting the above equation leads to In addition by the compensation formula (cf. Corollary 4.6 of [16] ), the process (M (t ∧ T n ); t ≥ 0) is a zero-mean P x -martingale. Now taking expectations in (A.2) and letting t and n go to infinity (T n n↑∞ −−→ τ π 0 P x -a.s.), Fatou's lemma (noting that w is bounded from below by ρ ∧ 0) and (4. By the definition of u as a supremum, it follows that uπ(x) ≤ u(x) for all x ≥ 0. We write w := uπ and show that w(x) ≥ uπ(x) for allπ ∈Ā and x ≥ 0. By β > 1 and the constraint that Uπ ≥ 0, we can focus onπ such that (2.4) holds with π replaced withπ.
Fixπ ∈Ā and Uπ the corresponding surplus process. Let (T n ) n∈N be the sequence of stopping times defined by T n := inf{t > 0 : Uπ(t) > n}. Since Uπ is a semi-martingale and w is sufficiently smooth on (0, ∞) and differentiable at zero by assumption, we can use the change of variables/Meyer-Itô's formula (cf. Theorems II.31 and II.32 of [21] ) to the stopped process (e −q(t∧Tn) w(Uπ(t ∧ T n )); t ≥ 0) to deduce under P x that, with Rπ e −qs dRπ(s) − M (t ∧ T n ) + e −q(t∧Tn) w(Uπ(t ∧ T n )).
Using the assumptions (5.4) and (5.6), we have w(x) ≥ − M (t ∧ T n ) + Now taking expectations in (B.1) (recall that M (· ∧ T n ) is a zero-mean martingale) and letting t and n go to infinity (T n ∞ P x -a.s.), the assumption (2.5) and the monotone convergence theorem give This completes the proof.
