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Abstract: In large-scale networks of uncertain dynamical systems, where communication is
limited and there is a strong interaction among subsystems, learning local models and control
policies offers great potential for designing high-performance controllers. At the same time,
the lack of safety guarantees, here considered in the form of constraint satisfaction, prevents
the use of data-driven techniques to safety-critical distributed systems. This paper presents a
safety framework that guarantees constraint satisfaction for uncertain distributed systems while
learning. The framework considers linear systems with coupling in the dynamics and subject
to bounded parametric uncertainty, and makes use of robust invariance to guarantee safety. In
particular, a robust non-convex invariant set, given by the union of multiple ellipsoidal invariant
sets, and a nonlinear backup control law, given by the combination of multiple stabilizing linear
feedbacks, are computed offline. In presence of unsafe inputs, the safety framework applies the
backup control law, preventing the system to violate the constraints. As the robust invariant
set and the backup stabilizing controller are computed offline, the online operations reduce to
simple function evaluations, which enables the use of the proposed framework on systems with
limited computational resources. The capabilities of the safety framework are illustrated by
three numerical examples.
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1. INTRODUCTION
Large-scale safety-critical distributed systems are chal-
lenging to model and control due to their complexity,
the interactions between subsystems, and their limited
communication capabilities. Examples include power net-
works, automated warehouses, or vehicle platoons. Data-
driven approaches for learning and control are appealing to
overcome these challenges, and have shown superior per-
formance compared to traditional control design method-
ologies via their capability of adapting the model and
controller from data, see e.g. Busoniu et al. (2008); Tuyls
and Weiss (2012); Nguyen et al. (2018). However, despite
the promising performance shown in research-driven ap-
plications Kar et al. (2013a,b); Varshavskaya et al. (2009),
and Zhang et al. (2018), the applicability of data-driven
techniques to safety-critical systems is severely limited by
the lack of theoretical guarantees on the system behavior.
Using learning-based controllers in closed-loop may lead
the system to unwanted and dangerous behavior, e.g., in
the form of constraint violation and instability. While safe
learning algorithms for single systems have been proposed,
e.g. in Gillula and Tomlin (2011); Berkenkamp and Schoel-
lig (2015); Wabersich and Zeilinger (2018b); Wabersich
et al. (2019); Fisac et al. (2019), the problem of guar-
anteeing constraint satisfaction while learning in multi-
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agent systems has received less attention, see e.g. Larsen
et al. (2017), Muntwiler et al. (2019), and Chen et al.
(2019). This paper introduces a distributed framework for
safe learning, in the form of an algorithm that prevents
constraint violation at all times based on local conditions
and controllers. We consider constrained distributed linear
systems subject to bounded parametric uncertainties, and
employ structured robust invariance at the core of the
framework. The set of safe states is defined as the union
of multiple ellipsoidal robust invariant sets, where each
ellipsoidal robust invariant set is associated with a stabi-
lizing linear feedback law. An input is considered unsafe
if the one-step prediction leads the system state outside
of the safe region. In the presence of unsafe inputs, the
safety framework applies a combination of backup control
laws to prevent the system from violating state and input
constraints. Both, ellipsoidal sets and linear feedback laws
are jointly precomputed offline via a distributed convex
optimization problem. This reduces the online operation
to a simple function evaluation, rendering the approach,
feasible for real-time application.
Related Work: In recent years, the interest in safe learning
has grown, see e.g. Garc´ıa and Ferna´ndez (2015) for a com-
prehensive overview in the context of reinforcement learn-
ing. Reachability analysis for dynamic systems is adopted
in Gillula and Tomlin (2011) and Gillula and Tomlin
(2012) to construct a safe set and backup controller. Safety
frameworks based on Model Predictive Control (MPC)
have been presented in Wabersich and Zeilinger (2018a,b);
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Wabersich et al. (2019), and Koller et al. (2018), where
robust and stochastic MPC formulations are used to guar-
antee constraint satisfaction at all times.
Safety frameworks for distributed linear systems with ad-
ditive uncertainty were introduced in Larsen et al. (2017)
and Muntwiler et al. (2019). The work in Larsen et al.
(2017) is based on the computation of structured el-
lipsoidal robust invariant sets. The approach presented
in Muntwiler et al. (2019) is instead based on a dis-
tributed MPC formulation, which is especially beneficial
if the optimal operation point of the network is close to
the border of the state constraints, but at the cost of a
higher computational burden. A multi-agent Lyapunov-
based safe feedback is also presented in Wieland et al.
(2007), and the proposed scheme is applied to a collision
avoidance problem. The safety framework in Chen et al.
(2019) exploits control barrier functions and robust invari-
ant sets to guarantee constraint satisfaction, where the
dynamic interaction among subsystems is reduced using
assume-guarantee contracts.
Contributions: The contribution of this paper is twofold.
First, we propose a safety framework that makes use of
robust invariant sets and stabilizing linear feedback con-
trollers for distributed constrained linear systems with
parametric uncertainty. The computation of the invari-
ant sets is based on the work presented in Conte et al.
(2016). Differently from the distributed safety framework
introduced in Larsen et al. (2017), we consider parametric
uncertainty instead of additive uncertainty, and make use
of multiple ellipsoidal robust invariant sets, thereby re-
ducing conservatism. Moreover, the optimization problem
for computing the invariant sets is a linear semidefinite
program (SDP) instead of a bilinear SDP. This renders
the optimization problem free of tuning parameters and
allows the use of standard SDP solvers, such as MOSEK
or SDPT3, see MOSEK ApS (2019) and Tu¨tu¨ncu¨ et al.
(2003), respectively. The second contribution is an explicit
description of the safe set through the union of ellipsoidal
invariant sets. Differently from Muntwiler et al. (2019),
the proposed algorithm moves most of the computational
burden offline, and the online operations reduce to simple
function evaluations, rendering the approach feasible for
real-time application.
The remainder of the paper is organized as follows: Sec-
tion 2 introduces preliminaries and the problem formu-
lation. The distributed safety framework is presented in
Section 3, and Section 4 discusses the numerical results.
Finally, Section 5 concludes the paper.
2. PRELIMINARIES
2.1 Notation
Let col(xi) define a column vector obtained by stacking the
vectors xi. The symbol ≥ (≤) used with matrices indicates
a positive (negative) semi-definite matrix. The notation [·]l
applied to a vector or matrix, denotes the l-th row of the
vector or matrix. Given a matrix A ∈ Rn, the trace of A
is indicated with tr(A).
2.2 Problem Formulation
Let G = (V, E) be an undirected communication graph,
where V = {1, . . . , N} represents the nodes of the network,
and E ⊆ V×V contains the unordered pairs of nodes {i, j}
which can communicate with each other. We denote with
Ni = {j | i, j ∈ E} ⊆ V the set of neighbors of node i. We
associate with each node i ∈ V a discrete-time dynamical
linear system with parametric uncertainty
xi,k+1 = Ai (θi)xNi,k +Bi (θi)ui,k, (1)
where xi ∈ Rni , xNi ∈ RnNi , ui ∈ Rmi are the state
of agent i, the state of agent i and its neighbors, and
the input of agent i, respectively. The uncertain vector θi
belongs to a polytopic set Θi ⊂ Rpi , i.e. θi ∈ Θi. Each
subsystem (1) is subject to polytopic state and input
constraints containing the origin in their interior
Xi = {xNi | HixNi ≤ hi},
Ui = {ui | Oiui ≤ oi}, (2)
where Hi ∈ Rnhi×nNi , hi ∈ Rnhi , Oi ∈ Rnoi×mi , and
oi ∈ Rnoi . Note that the state constraints can couple
neighboring subsystems, while the input constraints only
act locally. The dynamics of the overall network is given
by
xk+1 = A(θ)xk +B(θ)uk, (3)
where x = col(xi), u = col(ui), and θ = col(θi) represent
the state, the input, and the uncertain parameter vector,
respectively. The matrix A ∈ Rn×n is an appropriate
composition of the blocks Ai, and the input matrix is
block diagonal, i.e., B = diag(B1, . . . , BN ). The state
constraints for system (3) are given by X = {x | xNi ∈
Xi ∀i ∈ V}. Taking the cartesian product of all local
input constraints, we denote the global input constraint
set as U = U1 × · · · × UN . Additionally, we denote with
Ti ∈ {0, 1}ni×n and Wi ∈ {0, 1}nNi×n two lifting matrices
such that xi = Tix and xNi = Wix.
In the context of this paper, we refer to a learning
algorithm as a generic procedure used to either re-
trieve information from data during closed-loop operation,
e.g., to learn a model, see e.g. Chiuso and Pillonetto
(2019), or to train learning-based controllers, e.g., via Q-
learning, Watkins and Dayan (1992), or Proximal Policy
Optimization (PPO), Schulman et al. (2017). The learning
algorithm would apply an input uLi to each subsystem
in order to achieve its goal. Most available learning algo-
rithms, however, do not guarantee the satisfaction of state
and input constraints. Constraint satisfaction is particu-
larly challenging and crucial in distributed safety-critical
applications, where the interactions among subsystems can
render the global system unstable, see Blanchini et al.
(2015).
In this paper, we propose a safety framework for dis-
tributed systems that can augment any learning algorithm
to guarantee satisfaction of state and input constraints.
The proposed safety framework verifies if an input is safe
to apply and, if it is not, provides a backup control law
that guarantees constraint satisfaction for all future times.
Formally this is captured by the following definition of
a safety framework, a similar definition was introduced
in Wabersich and Zeilinger (2018b).
Definition 1. A distributed safety framework, defined by
the functions gi(xNi , ui) : RnNi × Rmi → Rmi for
i ∈ V, certifies an input uL
i,k¯
as safe for system (1) at
iteration k¯, if uL
i,k¯
= gi(xNi,k¯, u
L
i,k¯
). The application of
ui,k = gi(xNi,k, u
L
i,k) for all i ∈ V and for k ≥ k¯ guarantees
the satisfaction of constraints (2) at all times.
3. DISTRIBUTED INVARIANCE-BASED SAFETY
FRAMEWORK
In this section, we present the proposed distributed
safety framework for constrained linear systems subject
to bounded parametric uncertainty, defined in (1). We ad-
dress the problem by first introducing a safety framework
that implicitly defines the safe states and computes an
input that keeps the system safe by solving an optimization
problem. In order to address real-time requirements, we
then derive an explicit approximation of the safety frame-
work. A safe region of the state space and a backup control
law are explicitly computed in the form of a union of robust
invariant sets and stabilizing linear feedback laws.
3.1 Implicit Formulation
The safety framework is based on the concepts of robust
invariance and structured invariant sets, proposed in Conte
et al. (2016). The algorithm has two key features: 1) it
provides an implicit description of the set of safe states
and safe inputs through a convex optimization problem,
2) it allows for distributed computation.
The safety framework works as follows: Given a state
xi,k ∀i ∈ V, we certify a learning input uLi,k as safe,
by verifying that the uncertain one-step prediction lies
within a robust invariant set of the form X = {x |
xTPx =
∑N
i=1 x
T
i Pixi ≤ 1} ⊆ X for system (1) under a
stabilizing control law ui,k = KixNi , where Ki ∈ Rmi×nNi ,
and P = diag(P1, . . . , PN ). The following conditions are
sufficient for the existence of such a set:
(A(θ) +B(θ)K)TP (A(θ) +B(θ)K)− P ≤ 0, (4)
N∑
i=1
xTi,k+1Pixi,k+1 ≤ 1, (5)
Pi > 0 ∀i ∈ V, (6)
xi,k+1 = Ai (θi)xNi,k +Bi (θi)u
L
i,k, (7)
for all possible uncertain parameter values θi, where K
is an appropriate composition of the structured linear
feedback gains Ki. Note that (4) requires a matrix P which
makes X a robust ellipsoidal invariant set for the uncertain
autonomous linear system A(θ) + B(θ)K. The LMI (5)
verifies whether the learning inputs uLi,k are safe, i.e., the
one-step predictions satisfy xi,k+1 ∈ Xi ∀i ∈ V.
Remark 1. Condition (4) is a global condition, i.e., it has
to hold for the whole network of systems. However, this
condition can be distributed by upper bounding the global
Lyapunov decrease with a structured symmetric matrix.
More details are given in the proof of Proposition 1 and
can be found in Conte et al. (2016).
In order to define a distributed safety framework that
interferes as little as possible with the learning algorithm,
we propose the following approach. We introduce an op-
timization problem that ensures feasibility of (4) - (7) for
a safe input that is as close as possible to the learning
input uLi,k. This can be achieved by defining the safe input
as ui,k = u
L
i,k+∆ui,k, and minimizing ∆ui,k subject to (4)
- (7), and ui,k ∈ Ui.
The following proposition formalizes the distributed safety
framework described above.
Proposition 1. Consider system (1) subject to (2). Assume
xi,0 ∀i ∈ V to be a feasible initial condition for the
following optimization problem
min
E,Y,S,∆u
‖∆ui,k‖2 (8a)
s.t. ∀l ∈ {1, . . . , nhi} , ∀e ∈ {1, . . . , noi} ,
∀i ∈ V, θi ∈ Θi, (8b)
Ei > 0, (8c)[
Ei + SNi ?
ANi(θi)ENi +Bi(θi)Yi Ei
]
≥ 0, (8d)∑
r∈Ni
TiW
T
r SNrWrT
T
i ≤ 0, (8e)[
1/N xTi,k+1
xi,k+1 Ei
]
≥ 0, (8f)
Oi
(
∆ui,k + u
L
i,k
) ≤ oi, (8g)[
[hi]
2
l [Hi]l,∗Ei
Ei [Hi]
T
l,∗ Ei
]
≥ 0, (8h)[
[oi]
2
e [Oi]e,∗ Yi
Y Ti [Oi]
T
e,∗ ENi
]
≥ 0, (8i)
xi,k+1 = ANi(θi)xNi +Bi(θi)(u
L
i,k + ∆ui,k)
(8j)
where Ei = P
−1
i , ENi = WiEW
T
i , Ei = WiT
T
i EiTiW
T
i ,SNi = ENiΓNiENi and Yi = KiENi . Then
gi(xNi,k, u
L
i,k) = u
L
i,k + ∆ui,k (9)
defines a distributed safety framework according to Defi-
nition 1, where ∆ui,k is the solution of (8).
Proof. The proof is structured in three parts proving
that i) inequalities (8c)-(8e) define a structured robust
invariant set X , ii) inequalities (8f)-(8g) determine a
safe input uk, and iii) inequalities (8h)-(8i) ensure the
feasibility of the states and the inputs.
i) Using the distribution of the Lyapunov decrease con-
dition proposed in Conte et al. (2016), we reformu-
late (4) as a set of local inequalities coupled by a
global condition
(ANi(θi) +Bi(θi)Ki)
TPi(ANi(θi) +Bi(θi)Ki)
−WiTTi PiTiWTi ≤ ΓNi ∀i ∈ V, (10)
N∑
r=0
WTr ΓNiWr ≤ 0. (11)
Using the Schur complement on (10) and relaxing con-
dition (11) by upper bounding it with block diagnonal
matrices SNi , we obtain the LMIs (8c)-(8e).
ii) Using the Schur complement on (5) we obtain[
1/N xTi,k+1
xi,k+1 Ei
]
≥ 0, ∀i ∈ V,
where we use the fact that P and therefore E = P−1 is
block-diagonal. Condition (8f) guarantees that the un-
certain one-step prediction lies within the structured
robust invariant set Xi, while (8g) verifies that ui,k
satisfies the input constraints.
iii) Last, we consider the feasibility of the states and
inputs, which is guaranteed if
X ⊆ {x | OiKixNi ≤ oi, ∀i ∈ V} ∩ X.
Using standard techniques for containment of ellip-
soids in polyhedra, see e.g. Boyd et al. (1994), this can
be expressed as (8h) and (8i), see e.g. Gao (2001). 
Note that the objective of (8) is to minimize the modifica-
tion of the learning inputs uLi,k given by ∆ui,k. Problem (8)
is convex and structured, which renders the optimiza-
tion problem amenable to distributed optimization, see
e.g. Bertsekas and Tsitsiklis (1989) for an overview. Check-
ing all possible realizations of the uncertain parameter
space Θi could be computationally intractable. However,
given the fact that we are considering linear systems, it is
sufficient to check the extremal points of the polytopic
sets Θi to compute (8) ∀θi ∈ Θi, see e.g. Kharitonov
(1978).
The presented safety framework requires to solve (8) at
every iteration, which can be computationally demanding.
In the following section, we introduce an approximation
that reduces the online computational burden to simple
function evaluations.
3.2 Explicit Approximation
The explicit safety framework derived in this section
takes inspiration from explicit model predictive control
(MPC), Bemporad et al. (2002), and locally weighted
projection regression (LWPR), Vijayakumar and Schaal
(2000). Explicit MPC removes the need to solve an opti-
mization problem online by pre-computing the control law
offline, such that the online operations reduce to simple
function evaluations. LWPR achieves nonlinear function
approximation in high dimensional spaces by partitioning
the feature space using data, and fitting local linear models
to each partition.
The proposed explicit safety framework consists of two
phases: the initialization and the learning phase. The for-
mer is an offline phase, where the safe set is explicitly ap-
proximated. First, the state space is divided intoM regions
Rj with j ∈ M = {1, . . . ,M}, ensuring coverage of the
whole state space. Subsequently, a structured ellipsoidal
robust invariant set X j = {x | ∑Ni=1 xTi P ji xi ≤ 1} ⊂ X ,
such that X j ∩ Rj 6= ∅, and a corresponding structured
linear stabilizing controller Kji ∈ Rmi×nNi , ∀i ∈ V, is com-
puted for every region Rj . The overall safe set is defined as
the union of all robust invariant sets X j . By partitioning
the state space and requiring non-empty intersection of
each partition and the corresponding robust invariant set,
as well as by computing a linear feedback law for each
invariant set, the resulting robust invariant sets will have
different shapes and orientations, see e.g. Figure 1. The
union of ellipsoidal robust invariant sets will thereby result
in a larger safe set than achievable with a single robust
ellipsoidal invariant set.
The state space, delimited by the state constraints (2),
is divided into polytopic regions of the form Rj = { x |
ARjx ≤ bRj} using Voronoi partitioning, see e.g. Cortes
et al. (2004). The structured robust invariant sets X j
are computed in a distributed manner by modifying (8).
The non-empty intersection between the robust invariant
set X j and the region Rj is enforced with the following
convex constraint
xTP jx ≤ 1, (12a)
ARjx ≤ bRj . (12b)
The computation of the structured invariant sets and
the stabilizing control law is formalized by the following
proposition.
Proposition 2. Consider system (1) subject to (2). Given
M convex regions of the form Rj = { x | ARjx ≤ bRj}, M
structured robust invariant sets X j = {x |∑Ni=1 xTi P ji xi ≤
1} such that X j ∩ Rj 6= ∅, and M structured linear
stabilizing control laws uji = K
j
i xNi ∀i ∈ V with j ∈ M
can be computed with the following optimization problem:
min
E,Y,S,x
N∑
i=1
tr
(
Eji
)
(13a)
s.t. ∀l ∈ {1, . . . , nhi} , ∀e ∈ {1, . . . , noi} ,
∀i ∈ V, ∀j ∈ {1, . . . ,M}, θi ∈ Θi, (13b)
Eji > 0, (13c)[
E
j
i + SjNi ?
ANi(θi)E
j
Ni +Bi(θi)Y
j
i E
j
i
]
≥ 0, (13d)∑
r∈Ni
TiW
T
r S
j
NrWrT
T
i ≤ 0, (13e)[
[hi]
2
l [Hi]l,∗E
j
Ni
EjNi [Hi]
T
l,∗ E
j
Ni
]
≥ 0, (13f)[
[oi]
2
e [Oi]e,∗ Y
j
i
(Y ji )
T [Oi]
T
e,∗ E
j
Ni
]
≥ 0, (13g)[
1/N xTi
xi E
j
i
]
≥ 0, (13h)
WiARjWTi xNi ≤WibRj , (13i)
where Eji = (P
j
i )
−1, EjNi = W
T
i E
jWi , E
j
i =
WiT
T
i E
j
i TiW
T
i , and Y
j
i = K
j
iE
j
Ni .
Problem (13) is convex and can be solved in a distributed
manner using the same techniques as described in Subsec-
tion 3.1.
We now describe the learning phase. Given the state
xi,k ∀i ∈ V, the safety framework applies the learning
input uLi,k ∀i ∈ V if the uncertain one-step prediction
lies within one of the robust invariant sets X j with
j ∈ M. Otherwise, the safety framework applies one of
the precomputed structured linear stabilizing controllers
ui,k = K
b?
i xNi,k ∀i ∈ V, where b? is the index of the robust
invariant set that contains the current state and results in
the smallest modification of the learning input, i.e.,
b? = arg min
b
N∑
i=1
∥∥uLi,k −Kbi xNi,k∥∥
s.t. xi,k ∈ X bi , ∀i ∈ V.
(14)
We formalize the safety framework outlined above in the
following proposition.
Proposition 3. Consider system (1) subject to (2), given
the initial condition xi,0 ∈ X ji ∀i ∈ V for some j ∈ M,
where X ji are computed using (13). Then
gi(xNi,k, u
L
i,k) =
{
uLi,k if ∃j ∈M : xi,k+1 ∈ X ji ,∀i ∈ V
Kb
?
i xNi,k otherwise,
(15)
∀i ∈ V, with b? in (14), defines a distributed safety
framework according to Definition 1.
Proof. We prove the two distinct cases in (15) separately.
The first case follows directly from the fact that X j ⊂
X and constraint satisfaction in the future follows from
robust invariance of X j . The second case is trivial since
Kb
?
i is one of the safe control laws K
j
i , thus K
b?
i xNi,k
is always a safe input. Therefore, (15) defines a safety
framework according to Definition 1. 
Note that the safety framework defined by (15) can be
computed in a distributed fashion. The containment in
the invariant set can be cast as an averaging consensus
problem, where the cost to average is
J(x) =
1
N
xTP jx =
1
N
N∑
i=1
xTi P
j
i xi ∀j ∈M.
The containment is guaranteed if and only if the consensus
algorithm converges to a steady state smaller than or
equal to 1N , for more information on consensus problems
see Olfati-Saber et al. (2007). Similarly, the optimization
problem (14) can be solved using min-consensus where
the containment in the invariant set can be verified as
before. The explicit formulation of the safety framework is
summarized in Algorithm 1.
Algorithm 1 Explicit Distributed Invariance-based
Safety Framework
1: Intialization Phase (offline)
2: Compute the partitions Rj
3: Solve optimization problem (13)
4:
5: Learning Phase (online)
6: for k = 1, 2, . . . do
7: for ∀i ∈ V do
8: Measure xi,k
9: Exchange xi,k with neighbors
10: Obtain learning input uLi,k
11: Apply ui,k = gi(xNi,k, u
L
i,k), defined by (15)
12: end for
13: end for
4. NUMERICAL RESULTS
In this section, we show the effectiveness of the proposed
safety framework with three numerical examples. First,
we illustrate the application of the explicit approximation
presented in Subsection 3.2 in combination with a learning
algorithm on a small-scale system. Subsequently, we also
show the application to a large-scale system and end the
section showing the quality of the explicit approximation
−10 −5 0 5 10
x1
−10
−5
0
5
10
y 1
15% uncertainty
−10 −5 0 5 10
x1
30% uncertainty
Fig. 1. Invariant sets for one agent, using 10 partitions
with an uncertainty level of 15% and 30%.
compared to the implicit formulation presented in Subsec-
tion 3.1. All examples are implemented in Python using
CVXPY and OpenAI Gym, see Diamond and Boyd (2016)
and Brockman et al. (2016), respectively, and solved using
MOSEK, see MOSEK ApS (2019). The examples were run
on a machine equipped with an Intel Core i9 (3.1 GHz)
CPU and 32 GB of RAM.
4.1 Explicit Approximation in Combination with a Learning
Algorithm
In the first example, we make use of Proximal Policy
Optimization (PPO), see Schulman et al. (2017), to learn
a control policy for a three-agent mass-damper system,
where the individual agent’s dynamics are given by
mix¨i = aix˙i + dij (x˙j − x˙i) + ui,
miy¨i = aiy˙i + dij (y˙j − y˙i) + ui ∀j ∈ Ni, (16)
where dij is the damping coefficient, ai is a parameter
damping the agent’s local dynamics, and xi and yi are
the lateral and longitudinal axes in the two dimensional
plane, respectively. The parameter vector θi consists of the
parameter ai and the parameters dij , which couple agent
i to all neighboring agents. The uncertainty set reads as
Θi =
[
(1− γ) θnominali , (1 + γ) θnominali
]
,
where γ is the uncertainty level, and θnominali is the true
parameter vector, which is also used in the simulation
model. The agents’ state constraints are of the form (2)
and only constrain the local positions, while the local
velocities are unconstrained. As the communication graph
G we use again a line graph and the numerical values of
the example are given in Table 1.
To measure the performance of the explicit approximation
presented in Subsection 3.2, we compute the fraction of
the constrained state space covered by the union of pre-
computed robust invariant sets, i.e., vol(∪Nj=1X j)/vol(∪Ni=1Xi).
Figure 1 shows the union of the robust invariant sets for
the first agent for two levels of uncertainty. The shown
cross section illustrates the plane at zero velocity in both
directions x and y. The plot shows that a large portion
of the state space is covered, and that the use of multiple
robust invariant sets is beneficial to cover a larger area
of the state space. Figure 2 shows the fraction of the
constrained state space covered by the union of invariant
sets as a function of the number of regions in a partition
and the uncertainty level γ. Since the partitioning affects
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Fig. 2. Fraction of the constrained state space covered by
the union of pre-computed robust invariant sets for
different numbers of partitions and different uncer-
tainty levels.
the computation of the robust invariant sets, the coverage
results in Figure 2 are averaged over 20 Voronoi partitions
obtained from random initial conditions.
To demonstrate the ability of the explicit approximation to
ensure constraint satisfaction, we consider the aforemen-
tioned system in a learning context, where the goal is to
learn a controller, which regulates the state of each system
back to the origin. We set the uncertainty level to 20% and
the number of partitions M to 15. The learning setting is
episodic, and at the start of each episode, each system
is set to a random position in the two dimensional plane
within the state constraints. For the learning algorithm we
use PPO, which is also applicable in a multi-agent setting,
see e.g. Srinivasan et al. (2018). The learning curve for
PPO with and without the explicit approximation of the
distributed safety framework is depicted in Figure 3. In
this example, violating the state constraints would result
in a negative reward, which never happens if the safety
framework is active. In both cases, the learning algorithm
converges in about the same number of iterations, there-
fore the safety framework has no negative affect on the
learning rate in this example.
Table 1. Numerical values for the first example.
mi ai dij Hi hi Oi oi
1 0.1 0.5
 10 0 10 010 0 −10 0−10 0 10 0
−10 0 −10 0
 100100
100
100
 [ 1−1] [ 5−5]
4.2 Guaranteed Safety on a Large-Scale System
In the second example, we use a Gaussian Processes-based
exploration algorithm, see e.g. Todescato et al. (2017),
in combination with the proposed safety framework to
safely explore the state space of a large-scale system. The
Gaussian Process is exploited to estimate the uncertainty
at any point in the state space and to select the new
input locations in order to reduce the maximum of the
posterior covariance. We consider a 25-agent mass-spring-
damper system, where the individual agent’s dynamics are
described by
mix¨i = kij (xj − xi) + dij (x˙j − x˙i) + ui ∀j ∈ Ni, (17)
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Fig. 3. Learning curve for a simple regulation task, using
PPO with and without the explicit approximation of
the safety framework.
where kij and dij are the spring and damping coefficients,
respectively. Additionally, the dynamics (17) are subject to
constraints of the form (2) and the communication graph
G is a line graph. Table 2 provides the numerical values of
both, the dynamical parameters and the constraint matri-
ces. Figure 4 shows the ability of the safety framework to
keep the system safe, despite an input from the exploration
algorithm, which drives some agents close to or beyond the
state constraints, which is highlighted for a subset of the
25 agents. Note that the constraints shown in Figure 4 are
the state constraints of the individual agents and do not
include the additional constraints imposed by the dynamic
coupling, i.e., the restrictions on the state of agent i due to
the state of its neighbors, as these result in time-varying
local constraints.
Table 2. Numerical values for the second and
third example.
mi kij dij Hi hi Oi oi
1 2 1
 1 0−1 0
0 1
0 −1
  1−1
3
−3
 [ 1−1] [ 1−1]
4.3 Quality of the Explicit Approximation
In the third example, we use deep double Q-learning,
see van Hasselt et al. (2015), to learn a control policy
that regulates a three-agent mass-spring-damper system
back to the origin. The goal of this example is to evaluate
the quality of the explicit approximation by comparing
it against the implicit safety framework. We again use
the model in (17) with constraints (2) as in the second
example but reduce the number of agents, in order to
facilitate the use of a reinforcement algorithm. Figure 5
shows the learning curve in terms of the cumulative
reward for the system without a safety framework, for the
safety framework, and for its explicit approximation. We
tuned the hyper-parameters of the Q-learning algorithm
on the first setting and retrained it with the same hyper-
parameters in the latter two settings. In all three settings,
negative rewards indicate constraint violations. We can see
from the figure that both, the distributed safety framework
as well as the explicit approximation show comparable
behavior and guarantee constraint satisfaction at all times.
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Fig. 4. State evolution of eight selected agents driven by the unsafe exploration algorithm with and without the safety
framework.
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Fig. 5. Learning curve for deep double Q-learning on a
second-order system with three agents, using no safety
framework, the implicit formulation of the safety
framework, and its explicit approximation.
5. CONCLUSION
In this paper, we introduced an explicit safety framework,
which guarantees constraint satisfaction for distributed
uncertain linear systems based on local conditions. We
showed with three numerical examples the effectiveness of
the proposed algorithm in ensuring constraint satisfaction
while learning.
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