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A Stochastic Maximum Principle for Processes Driven by
G-Brownian Motion and Applications to Finance
Zhongyang Sun∗, Xin Zhang†, Junyi Guo‡
Abstract: In this paper, we consider the stochastic optimal control problems under model risk
caused by uncertain volatilities. To have a mathematical consistent framework we use the notion
of G-expectation and its corresponding G-Brwonian motion introduced by Peng [23]. Based on
the theory of stochastic differential equations on a sublinear expectation space (Ω,H, Eˆ), we prove
a stochastic maximum principle for controlled processes driven by G-Brownian motion. Then
we obtain the maximum condition in terms of the H-function plus some convexity conditions
constitute sufficient conditions for optimality. Finally, we solve a portfolio optimization problem
with ambiguous volatility as an explicitly illustrated example of the main result.
Keywords: G-expectation; G-Brownian motion; stochastic optimal control; stochastic maximum
principle; model uncertainty; ambiguous volatility
1 Introduction
Traditionally, we describe the risk with a unique probability measure. However, because of a variety
of uncertainties in the financial markets, we are often faced with Knightian uncertainty(model
uncertainty or ambiguity)(see Knight Frank [19]). Knightian uncertainty indicates that the decision
makers have a skeptical attitude on the model he used and unable to obtain an accurate form of
the model objectively, which is due to incomplete information, vague concept etc. In early 1961,
Ellsberg [8] put forward the famous Ellsberg paradox based on experiments, he pointed out the
existing of Knightian uncertainty would have an effect on decision makers’ behavior and this
behavior could not be described by a unique prior. So after the Ellsberg paradox the occurrence of
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ambiguity aversion and its effect on making economic decisions are well established. One possible
way to model decisions under Knightian uncertainty is to use multiple priors instead of analyzing
a problem in a single prior model as in the classical situation.
These models have gained much attentions in recent years. The decisions theoretical setting of
multiple priors was first put forth by Gilboa and Schmeidler [14] for a static setting and extended
to a dynamic model by Epstein and Schneider [11]. So a natural question is how to construct these
priors? Most literatures essentially focus on the modeling of multiple priors with respect to some
reference measures. The standing assumption is that all priors entertained by decision makers are
equivalent to a given reference probability measure, that is, they agree which events are null. This
is often a technical assumption in order to simplify mathematics. In diffusion models, by Girsanov’s
theorem this assumption only lead to uncertainty in the mean of the considered stochastic processes.
Under the model uncertainty, by using the method of robust control, Hansen et al. [15] discussed
min-max expected utility where an ambiguity about volatility was not considered. Also in Chen
and Epstein [4], Cheng and Riedel [5], Zhang and Siu [30] and Fei [12], all these papers have the
same assumption. So there is no ambiguity about volatility. Thus in finance, these multiple priors
just lead to drift uncertainty for the stock price.
We know that from economic perspective, the above equivalent assumption seems far from
innocuous. Obviously, one may imagine another source of uncertainty which involves the risk de-
scribed by the standard deviation of a random variable. Take the financial markets as an example,
we know that the price of an option written on a risky stock heavily rely on the underlying volatility.
Also, the value of a portfolio consisting of risky positions is strongly connected with the volatility
levels of the corresponding assets. In this sense it appears quite natural to permit volatility uncer-
tainty. So the ambiguity about volatility comes to people’s consideration. A large literatures have
argued that stochastic time varying volatility is important for understanding empirical features of
asset markets. For recent examples, see Drechsler [7], Bollerslev et al. [2], Campbell et al. [3] and
Bansal et al. [1] etc.
Thus we are led to develop a model of preference that accommodates ambiguity about volatility.
In the model the individuals take a stand only on bounds rather than on any particular parametric
model of volatility dynamics. So maximization of preference leads to decisions that are robust to
misspecifications of the dynamics of volatility (as well as drift). Epstein and Ji [9, 10] generalized
the Chen and Epstein [4] model and formulated a model of utility for a continuous time framework
that captures the decision makers’ concern with ambiguity about both volatility and drift. To
illustrate the latter perspective explicitly, consider a portfolio optimization problem in finance.
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Roughly, a risky stock’s price S is modeled by the family of processes
dSσt = rS
σ
t dt+ σtS
σ
t dBt
where B = (Bt) is a classical Brownian motion on a given probability space (Ω,F , P ) and σt
attains various values in [σ, σ¯] for all t. In this setting, we aim to solve
sup
P∈P
EP (U(XT )) and inf
P∈P
EP (U(XT ))
where XT denotes the terminal wealth of an investor, U is the utility function, and P presents a set
of various probability measures describing the model uncertainty. It is by no means clear whether
the expressions above are well-posed and how to choose P in this case. If σ = σ¯, this special case of
a single process for volatility indicates the investor’s complete confidence in the implied dynamics.
Otherwise, if σˆ 6= σ˜ we have 〈Sσˆ〉t 6= 〈Sσ˜〉t. P -almost surely which implies that the distributions
P ◦ (Sσˆ)−1 and P ◦ (Sσ˜)−1 are mutually singular, and hence not equivalent1. Thus this leads to a
set of nonequivalent priors P .
So when dealing with model uncertainty we need a consistent mathematical framework enable
us to work with processes under various probability measures at the same time. To this end, many
researchers investigate the characteristics of model uncertainty in order to provide a framework for
theory and applications. Motivated by measuring risk and other financial problems with uncer-
tainty, Peng [23] think that a classical Brownian motion can not characterize ambiguous volatility,
then he put forth G-Brownian motion and the related Itoˆ calculus which started a new area of
research. Recently, the theory of sublinear expectation space, which is a generalization of proba-
bility space, provides a new perspective for the stochastic calculus under Knightian uncertainty.
The G-expectation, a special type of sublinear expectation, has played an important role in the
researches of sublinear expectation space. More importantly it can be represented as an upper
expectation of a subset of linear expectations. In most cases, this subset reflects the uncertainty
degree of the decision maker. Within this G-expectation framework, the G-Brownian motion is
the canonical process. Besides, the notions of the G-martingale and the martingale representation
theorem under G-expectation is proven. Also, the existence and uniqueness of solution of a SDE
driven by G-Brownian motion can be proved in a way parallel to that in the classical SDE theory.
see Hu and Peng [16], Peng [22, 23, 24, 25]. Thus we utilize the framework of sublinear expectation
and G-Brownian motion in order to model and control model risk.
1Two measures P and P ′ on Ω are singular if there exists A ⊂ Ω such that P (A) = 1 and P ′(A) = 0. They are
equivalent, if for every A, P (A) = 0 if and only if P ′(A) = 0. Thus P and P ′ singular implies that they are not
equivalent, but the converse is false.
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Since it is important to study optimal stochastic controls from the perspective of economics,
and the classical stochastic control can not consider a model uncertainty(especially, ambiguity
about volatility). It is necessary to investigate a system with ambiguity by a calculus of sublin-
ear expectation. Our purpose is how we provide a framework of stochastic control system under
Knightian uncertainty. Recently, the study of optimal stochastic control including dynamic pro-
gramming principle and the corresponding HJB equations based on Peng’s sublinear expectation
is studied by Zhang [29], Fei and Fei [13] and Hu et al. [18]. To our best knowledge, the study of
stochastic maximum principle under G-expectation framework is still not found. The maximum
principle, formulated and derived by Pontryagin and his group in the 1950s, is truly a milestone of
optimal control theory. It states that any optimal control along with the optimal state trajectory
must solve the so-called Hamiltonian system, which consists of two backward stochastic differential
equations called adjoint processes, plus a maximum condition of a function called Hamiltonian.
The mathematical significance of the maximum principle lies in that maximizing the Hamiltonian
is much easier than the original control problem. Elegant investigation of the classical case is
provided by Peng [21] and Young and Zhou [28].
In this paper, we will investigate a set of necessary conditions that must be satisfied by any
optimal solution under the G-expectation framework. These necessary conditions become sufficient
under certain convexity conditions on the objective or constraint functions. Since the Itoˆ integral∫ t+ε
t
σdB(t) is only of order
√
ε under each prior P ∈ P . So, in deriving the maximum principle,
one first slightly perturbs an optimal control by means of the so-called spike variation, then
considers both the first-order and second-order terms in the Taylor expansion with respect to this
perturbation. By sending the perturbation to zero, one obtains a stochastic maximum principle
involving a stochastic Hamiltonian system that consists of two BSDE driven by G-Brownian motion
and a maximum condition. we refer the reader to Hu et al. [17] for more details of the G-BSDE.
In a word, when we are faced with Knightian uncertainty, the stochastic control system per-
turbed by G-Brownian motion will be important for characterizing the real world with both ran-
domness and ambiguity. Specially, it is necessary to study the problem of optimal stochastic
controls with ambiguity in a similar manner as in classical ones. To this end, we organize the
paper as follows: In section 2, we present some fundamental results on G-expectation theory and
adapt it according to our objective. In section 3, we give the statement of the problem and our
main assumptions. Section 4 gives our variational equations yε(·) and zε(·), we also treat the
estimations of these terms. Then we obtain the first- and second-order adjoint processes. Con-
sequently, the second-order variational inequality and our main result, the maximum principle is
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given in section 5. In section 6, we will show the maximum condition in terms of the H-function
plus some convexity conditions constitute sufficient conditions for optimality. As an application,
section 7 studies a portfolio optimization problem with ambiguous volatility from the deriving
results. Finally Section 8 concludes.
2 Preliminaries
For the convenience of the reader we review some basic notions and results of G-expectation, the
related spaces of random variables and the stochastic differential equations driven by G-Brownian
motion. The readers may refer to Peng [22, 23, 24, 25] for more details.
Let Ω be a given set and let H be a linear space of real valued functions defined on Ω, such
that c ∈ H for each constant c and |X | ∈ H if X ∈ H. H is considered as the space of random
variables.
Definition 2.1. A sublinear expectation E is a functional E : H → R satisfying the following
properties: for all X,Y ∈ H,
(i) Monotonicity: If X ≥ Y then E[X ] ≥ E[Y ];
(ii) Constant preservation: E[c] = c;
(iii) Sub-additivity: E[X + Y ] ≤ E[X ] + E[Y ];
(iv) Positive homogeneity: E[λX ] = λE[X ] for each λ ≥ 0.
The triple (Ω,H,E) is called a sublinear expectation space.
LetX1 andX2 be two n-dimensional random vectors in sublinear expectation space (Ω1,H1,E1)
and (Ω2,H2,E2) respectively. We denote by Cl,Lip(Rn) the space of real continuous functions
defined on Rn such that
|ϕ(x) − ϕ(y)| ≤ C(1 + |x|k + |y|k)|x− y| for all x, y ∈ Rn,
where k and C depend only on ϕ.
Definition 2.2. We call X1 and X2 identically distributed, denoted by X1
d
= X2, if for all ϕ ∈
Cl,Lip(R
n),
E1[ϕ(X1)] = E2[ϕ(X2)].
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Definition 2.3. In a sublinear expectation space (Ω,H,E), a random vector Y ∈ Hn is said to be
independent from another random vector X ∈ Hm under E[·], denoted by Y ⊥ X, if for each test
function ϕ ∈ Cl,Lip(Rn+m) we have
E[ϕ(X,Y )] = E[E[ϕ(x, Y )]x=X ].
Let 〈p, q〉 denote the inner product of vectors p, q ∈ Rd. We define
〈A,B〉 := tr(AB⊤) =
n∑
i=1
d∑
j=1
aijbij , for A,B ∈ Rn×d (2.1)
Definition 2.4. (G-normal distribution) A d-dimensional random vector X = (X1, · · · , Xd) on a
sublinear expectation space (Ω,H,E) is called G-normal distributed if for each a, b ≥ 0, we have
aX + bX¯
d
=
√
a2 + b2X
,where X¯ is an independent copy of X, i.e. X¯
d
= X and X¯ ⊥ X. Here the letter G denotes the
function
G(A) :=
1
2
E[〈AX,X〉] : S(d)→ R (2.2)
where S(d) denotes the collection of all d× d symmetric matrices.
Remark 2.5. It is easy to check that G is a monotonic sublinear function defined on S(d) and
G(A) := 12E[〈AX,X〉] ≤ 12 |A|E[|X |2] ≤ 12 |A|σ¯2 implies that there exists a bounded, convex and
closed subset Γ ⊂ S>0(d) such that
G(A) =
1
2
sup
γ∈Γ
tr(γA) =
1
2
sup
γ∈Γ
〈γ,A〉, (2.3)
where S>0(d) denotes the collection of nonnegative elements in S(d).
Let Ω = C0([0,∞);Rd) be the space of real valued continuous functions on [0,∞) with ω0 = 0
and let Bt(ω) = ωt be the canonical process. Set
Lip(Ω) := {ϕ(Bt1 , · · · , Btn) : n ≥ 1, t1, · · · , tn ∈ [0,∞), ϕ ∈ Cl,Lip(Rd×n)}.
Let {ξn : n ≥ 1} be a sequence of identically distributed d-dimensional G-normal distributed
random vectors in a sunlinear expectation space (Ω˜, H˜, E˜) such that ξi+1 is independent from
(ξ1, · · · ξi) for all i ≥ 1.
Definition 2.6. For each X = ϕ(Bt1 − Bt0 , Bt2 −Bt1 , · · · , Btn −Btn−1) ∈ Lip(Ω) with 0 ≤ t0 ≤
· · · ≤ tn, the G-expectation of X is defined by
Eˆ[X ] = E˜[ϕ(
√
t1 − t0ξ1, · · ·
√
tn − tn−1ξn)].
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The conditional G-expectation Eˆt of X with t = ti is defined by
Eˆti [ϕ(Bt1 −Bt0 , Bt2 −Bt1 , · · · , Btn −Btn−1)]
= ψ(Bt1 −Bt0 , Bt2 −Bt1 , · · · , Bti −Bti−1)
where
ψ(x1, · · · , xi) = Eˆ[ϕ(x1, · · · , xi, Bti+1 −Bti , · · · , Btn −Btn−1)].
(Ω, Lip(Ω), Eˆ) is called a G-expectation space. The corresponding canonical process (Bt)t≥0 is called
a G-Brownian motion.
We denote by LpG(Ω) the completion of Lip(Ω) under the norm ‖X‖p,G = (Eˆ[|X |p])1/p for p ≥ 1.
For each fixed T > 0, set
Lip(ΩT ) := {ϕ(Bt1 , · · · , Btn) : n ≥ 1, t1, · · · , tn ∈ [0, T ], ϕ ∈ Cl,Lip(Rd×n)}.
Obviously, Lip(ΩT ) ⊂ Lip(Ω), then we can similarly define LpG(ΩT ) for all p ≥ 1.
Definition 2.7. Let Mp,0G (0, T ;R
n) be the collection of processes in the following form: for a given
partition {t0, · · · , tN} = piT of [0, T ],
ηt(ω) =
N−1∑
j=0
ξj(ω)I[tj ,tj+1)(t),
where ξi ∈ Lip(Ωti), i = 0, 1, · · · , N − 1.
We denote by MpG(0, T ;R
n) be the completion of Mp,0G (0, T ;R
n) under the norm ‖η‖MpG =
{Eˆ[∫ T0 |ηs|pds]}1/p for p ≥ 1.
Definition 2.8. For each η ∈M2,0G (0, T ;Rn), we define
I(η) =
∫ T
0
ηtdBt :=
N−1∑
j=0
ξj(Btj+1 −Btj ). (2.4)
The mapping I : M2,0G (0, T ;R
n) → L2G(ΩT ) is continuous and thus can be continuously extended
to M2G(0, T ;R
n).
Definition 2.9. The quadratic variation process of G-Brownian motion is defined by
〈B〉t := B2t − 2
∫ t
0
BsdBs, (2.5)
which is a continuous, nondecreasing process.
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Definition 2.10. We now define the integral of a process η ∈M1,0G (0, T ;Rn) with respect to 〈B〉t
as follows:
Q0,T (η) =
∫ T
0
ηtd〈B〉t :=
N−1∑
j=0
ξj(〈B〉tj+1 − 〈B〉tj ), (2.6)
The mapping Q0,T :M
1,0
G (0, T ;R
n)→ L1G(ΩT ) is continuous and thus can be continuously extended
to M1G(0, T ;R
n).
Lemma 2.11. For the above η ∈M2,0G (0, T ;Rn), we have
Eˆ
[ ∫ T
0
ηtdBt
]
= 0 and Eˆ
[
(
∫ T
0
ηtdBt)
2
]
= Eˆ
[ ∫ t
0
η2t d〈B〉t
]
. (2.7)
From Soner et al. [26], or Epstein and Ji [10] we can define
vt = lim
ε↓0
1
ε
(〈B〉t − 〈B〉t−ε) (2.8)
where lim is taken componentwise. If P = P (σt) is a prior in P , then vt = σtσ⊤t ∈ Γ such that
d〈B〉t = vtdt = σtσ⊤t dt dt× P (σt) − a.e.
which shows that
Eˆ[〈A, vt〉] = 2G(A), ∀A ∈ S(d). (2.9)
Theorem 2.12. (G-Itoˆ Formula, Epstein and Ji [10]) Consider
Xt = X0 +
∫ t
0
αsds+
∫ t
0
γsdBs
where α ∈ M2,0G (0, T ;Rn) and γ ∈ M2,0G (0, T ;Rn×d) are bounded. We adapt the Itoˆ formula from
(Li and Peng [20] Theorem 5.4) and rewrite it in our context. Let 0 ≤ s ≤ t ≤ T ; define v = (vij)
by (2.8). Then, for any function f : Rd → R with continuous second order derivatives, we have
f(Xt)− f(Xs) =
∫ t
s
(fx(Xs))
⊤γsdBs +
∫ t
s
(fx(Xs))
⊤αsds+
1
2
∫ t
s
tr[γ⊤s fxx(Xs)vsγs]ds. (2.10)
Theorem 2.13. (Denis et al. [6], Hu and Peng [16]) There exists a family of weakly compact
probability measure P on (Ω,B(Ω)) such that
Eˆ[ξ] = sup
P∈P
EP [ξ] for all ξ ∈ L1G(Ω).
P is called a set that represents Eˆ.
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Let {Wt} be a classical d-dimensional Brownian motion on a probability space (Ω0,F0, P 0)
and let F 0 = {F0t } be the augmented filtration generated by W . Set
PM :=
{
Pθ : Pθ = P
0 ◦ (Bθ,0t )−1, Bθ,0t =
∫ t
0
θsdWs, θ ∈ L2F 0([0, T ]; Γ)
}
,
where L2F 0([0, T ]; Γ) is the collection of F
0-adapted square integrable measure processes with values
in Γ. Set P = PM the closure of PM under the topology of weak convergence, then P is weakly
compact. Denis et al. [6] proved that P represents Eˆ on L1G(ΩT ).
For this P , we define capacity
c(A) := sup
P∈P
P (A), A ∈ B(Ω).
a set A ∈ B(Ω) is polar if c(A) = 0. A property holds ”quasi-surly” (q.s. for short) if it holds
outside a polar set. In the following, we do not distinguish two random variables X and Y if
X = Y q.s..
Proposition 2.14. Let {Pn : n ≥ 1} ⊂ P converge weakly to P . Then for each ξ ∈ L1G(Ω), we
have EPn [ξ]→ EP [ξ].
Theorem 2.15. (Peng [25], Theorem VI-1.31) Let P be weakly compact and let {Xn}∞n=1 ⊂ L1c
be such that Xn ↓ X, q.s.. Then Eˆ[Xn] ↓ Eˆ[X ].
3 Statement of the problem
We first give the definition of admissible controls.
Definition 3.1. For each t ∈ [0, T ], u is said to be an admissible control, if it satisfies the following
conditions:
(i) u : [0, T ]× Ω→ U where U is a compact set of Rn;
(ii) u ∈M2G(0, T ;Rn).
The set of admissible controls on [0, T ] is denoted by U [0, T ].
We consider the following stochastic controlled system:

dXt = b(t,Xt, ut)ds+
d∑
i,j=1
hij(t,Xt, ut)d〈Bi, Bj〉t +
d∑
j=1
σj(t,Xt, ut)dB
j
t , t ∈ [0, T ],
X0 = x,
(3.1)
Where B = (Bt)t≥0 is a d-dimensional G-Brownian motion.
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First of all, we consider a controller makes a decision with pessimistic or negative attitude on
Knightian uncertainty. Thus, we may suppose that the cost functional of our control problem with
multiple priors P as follows:
J(u(·)) := sup
P∈P
EP
[ ∫ T
0
f(t,Xt, ut)dt+ g(XT )
]
= Eˆ
[ ∫ T
0
f(t,Xt, ut)dt+ g(XT )
]
. (3.2)
Since −Eˆ[−ξ] = inf
P∈P
Ep[ξ], we may also suppose that the cost functional is as follows:
J˜(u(·)) := inf
P∈P
EP
[ ∫ T
0
f(t,Xt, ut)dt+ g(XT )
]
= −Eˆ
[
−
∫ T
0
f(t,Xt, ut)dt− g(XT )
]
. (3.3)
Here we notice that a controller’s decision is based on a optimistic or positive attitude on Knightian
uncertainty. Since the derivation of the above two cases are similar, we only consider the first case.
In the above, b, hij : [0, T ]× Rn × U → Rn, σ : [0, T ]× Rn × U → Rn×d, f : [0, T ]× Rn × U →
R, and h : Rn → R for all 1 ≤ i, j ≤ d. We define:


b(t, x, u) =


b1(t, x, u)
...
bn(t, x, u),

 ,
σ(t, x, u) = (σ1(t, x, u), · · · , σn(t, x, u)),
σj(t, x, u) =


σ1j(t, x, u)
...
σnj(t, x, u)

 , 1 ≤ j ≤ d.
(3.4)
We now introduce our assumptions:
(1) b, hij , σ, f, g are twice continuously differentiable with respect to x. They and all their deriva-
tives bx, bxx, h
ij
x , h
ij
xx, σx, σxx, fx, fxx, gx, gxx are continuous in (x, u);
(2) There exists a constant L > 0, for any t ∈ [0, T ], x, x′ ∈ Rn, u, u′ ∈ U such that

|b(t, x, u)− b(t, x′, u′)|+
d∑
i,j=1
|hij(t, x, u)− hij(t, x′, u′)|+
d∑
j=1
|σj(t, x, u)− σj(t, x′, u′)|
≤ L(|x− x′|+ |u− u′|),
|f(t, x, u)− f(t, x′, u′)|+ |g(x)− g(x′)| ≤ L(|x− x′|+ |u− u′|);
(3) bx, bxx, h
ij
x , h
ij
xx, σx, σxx, fx, fxx, gx, gxx are bounded and

|bx(t, x, u)− bx(t, x′, u)|+
d∑
i,j=1
|hijx (t, x, u)− hijx (t, x′, u)|+
d∑
j=1
|σjx(t, x, u)− σjx(t, x′, u)|
≤ L(|x− x′|),
|fx(t, x, u)− fx(t, x′, u)|+ |gx(x)− gx(x′)| ≤ L(|x− x′|).
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From Peng [25], we see that under assumption (2), for any u(·) ∈ U [0, T ], the state equation
(3.1) admits a unique solution and the cost functional (3.2) or (3.3) are well-defined. In the case
that X(·) is the solution of (3.1) corresponding to u(·) ∈ U [0, T ], we call (X(·), u(·)) an admissible
pair, andX(·) an admissible state trajectory. Our optimal control problem can be stated as follows.
Problem 3.1. Minimize (3.2) over U [0, T ].
Any u¯(·) ∈ U [0, T ] satisfying
J(u¯(·)) = inf
u(·)∈U [0,T ]
J(u(·)) (3.5)
is called an optimal control. The corresponding (X¯(·), u¯(·)) is called an optimal pair.
4 Variational equations and their moment estimation under
G-expectation
The purpose of this section is to derive a kind of variational equations. Due to the appearance of
the control variable in σ(t, ·, ·) and the control domain U not necessarily convex, the usual first-
order expansion approach does not work. Hence, we introduce a second-order expansion method.
Let (X¯(·), u¯(·)) be an optimal pair. Then the following is satisfied:

dX¯t = b(t, X¯t, u¯t)ds+
d∑
i,j=1
hij(t, X¯t, u¯t)d〈Bi, Bj〉t +
d∑
j=1
σj(t, X¯t, u¯t)dB
j
t , t ∈ [0, T ],
X¯0 = x.
(4.1)
It is classical to construct a perturbed admissible control in the following way (spike variation):
For any u(·) ∈ U [0, T ] and ε > 0. Define
uεt =

 u¯t, t ∈ [0, T ]\Eε,ut, t ∈ Eε,
where Eε ⊂ [0, T ] is a measurable set with |Eε| = ε. Let (Xε(·), uε(·)) satisfy the following:

dXεt = b(t,X
ε
t , u
ε
t )ds+
d∑
i,j=1
hij(t,Xεt , u
ε
t )d〈Bi, Bj〉t +
d∑
j=1
σj(t,Xεt , u
ε
t )dB
j
t , t ∈ [0, T ],
Xε0 = x.
(4.2)
In order to estimate the moment of Xεt − X¯t under Eˆ, we prove an elementary lemma.
Lemma 4.1. Let Yt ∈M2G(0, T ;Rn) be the solution of the following:

dYt = {AtYt + αt}dt+
d∑
j=1
{BjtYt + βjt }dBjt +
d∑
i,j=1
{Cijt Yt + γij}d〈Bi, Bj〉t,
Y0 = y,
(4.3)
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where A,Bj , Cij ∈M2G(0, T ;Rn×n) are bounded, and α, βj , γij ∈M2G(0, T ;Rn) such that∫ T
0
{Eˆ|αs|2k} 12k ds+
∫ T
0
{Eˆ|βjs |2k}
1
k ds+
∫ T
0
{Eˆ|γijs |2k}
1
2k <∞,
for some k ≥ 1 and all 1 ≤ i, j ≤ d. Then
sup
t∈[0,T ]
Eˆ|Yt|2k ≤ K
{
|y|2k +
(∫ T
0
{Eˆ|αs|2k} 12k ds
)2k
+
d∑
j=1
(∫ T
0
{Eˆ|βjs |2k}
1
k ds
)k
+
d∑
i,j=1
(∫ T
0
{Eˆ|γijs |2k}
1
2k ds
)2k}
. (4.4)
Proof. Since a controller has a multiple priors set P which is weakly compact, for each P ∈ P ,
there exists a 0 < K(P ) <∞ depending on P such that (4.4) holds in a way similar to the proof of
Lemma III-4.2 in Young and Zhou [28]. Set K = sup
P∈P
K(P ). Thanks to P being weakly compact,
we have that K <∞. In fact, if the above claim is not true, then for each positive integer N > 0
there exists a PN ∈ P such that K(PN ) > N which shows that K(PN ) ↑ ∞. On the other hand,
by the weak compactness of P there exists a subsequence {PNk} of {PN} with K(PNk) ↑ ∞ such
that PNk
w−→ P ∈ P with K(P ) < ∞. Due to the weak convergence we have K(PNk) → K(P ).
This is a contradiction. Thus the proof is complete.
Theorem 4.2. Under our assumption (1)-(3). Then for any k ≥ 1,
sup
t∈[0,T ]
Eˆ|Xεt − X¯t|2k = O(εk). (4.5)
Proof. The proof is just similar to Theorem III-4.4 in Young and Zhou [28] for a direct calculation
by using lemma 4.1 and we omit it.
Next, we will use Theorem 4.2 to divide Xεt − X¯t into two parts which is of order
√
ε and order
ε, respectively. Then, yε(·) denotes the part with order √ε and zε(·) denotes the other part. For
simplicity of presentation, we define:

ϕx(t)
∆
= ϕx(t, X¯t, u¯t), ϕxx(t)
∆
= ϕxx(t, X¯t, u¯t),
δϕ(t)
∆
= ϕ(t, X¯t, ut)− ϕ(t, X¯t, u¯t),
δϕx(t)
∆
= ϕx(t, X¯t, ut)− ϕx(t, X¯t, u¯t),
δϕxx(t)
∆
= ϕxx(t, X¯t, ut)− ϕxx(t, X¯t, u¯t).
(4.6)
for ϕ = b, hij, σj , f and g (1 ≤ i, j ≤ d).
A direct calculation, Taylor expansion and Theorem 4.2 show that
Xεt − X¯t
12
=∫ t
0
(
b(s,Xεs , u
ε
s)− b(s, X¯s, u¯s)
)
ds+
d∑
i,j=1
∫ t
0
(
hij(s,Xεs , u
ε
s)− hij(s, X¯s, u¯s)
)
d〈Bi, Bj〉s
+
d∑
j=1
∫ t
0
(
σj(s,Xεs , u
ε
s)− σj(s, X¯s, u¯s)
)
dBjs
=
∫ t
0
(
bx(s, X¯s, u
ε
s)(X
ε
s − X¯s) + δb(s)IEε(s) +
1
2
bxx(s, X¯s, u
ε
s)(X
ε
s − X¯s)2
)
ds
+
d∑
i,j=1
∫ t
0
(
hijx (s, X¯s, u
ε
s)(X
ε
s − X¯s) + δhij(s)IEε(s) +
1
2
hijxx(s, X¯s, u
ε
s)(X
ε
s − X¯s)2
)
d〈Bi, Bj〉s
+
d∑
j=1
∫ t
0
(
σjx(s, X¯s, u
ε
s)(X
ε
s − X¯s) + δσj(s)IEε(s) +
1
2
σjxx(s, X¯s, u
ε
s)(X
ε
s − X¯s)2
)
dBjs + o(ε)
=
∫ t
0
(
bx(s)(X
ε
s − X¯s) + δb(s)IEε(s) +
1
2
bxx(s)(X
ε
s − X¯s)2
)
ds
+
d∑
i,j=1
∫ t
0
(
hijx (s)(X
ε
s − X¯s) + δhij(s)IEε(s) +
1
2
hijxx(s)(X
ε
s − X¯s)2
)
d〈Bi, Bj〉s
+
d∑
j=1
∫ t
0
(
σjx(s)(X
ε
s − X¯s) + δσjx(s)(Xεs − X¯s)IEε(s) + δσj(s)IEε(s)
+
1
2
σjxx(s)(X
ε
s − X¯s)2
)
dBjs + o(ε)
It is easy to check the underline parts are of order
√
ε and others are of order ε under Eˆ. So we
can define yε(·) and zε(·) be respectively the solution of the following G-SDE:


dyεt = bx(t)y
ε
t dt+
d∑
i,j=1
hijx (t)y
ε
t d〈Bi, Bj〉t +
d∑
j=1
{
σjx(t)y
ε
t + δσ
j(t)IEε(t)
}
dB
j
t , t ∈ [0, T ]
yε0 = 0.
(4.7)
and 

dzεt =
{
bx(t)z
ε
t + δb(t)IEε(t) +
1
2bxx(t)(y
ε
t )
2
}
dt+
d∑
i,j=1
{
hijx (t)z
ε
t + δh
ij(t)IEε (t)
+ 12h
ij
xx(s)(y
ε
t )
2
}
d〈Bi, Bj〉t +
d∑
j=1
{
σjx(t)z
ε
t + δσ
j
x(t)y
ε
t IEε(t)
+ 12σ
j
xx(t)(y
ε
t )
2
}
dB
j
t , t ∈ [0, T ]
zε0 = 0.
(4.8)
where for ϕ = b, hij , σj and ϕk denotes the k-th component.
ϕxx(t)(y
ε
t )
2 =


tr(ϕ1xx(t)y
ε
t (y
ε
t )
⊤)
...
tr(ϕnxx(t)y
ε
t (y
ε
t )
⊤)


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Equation (4.7) is called the first-order variational equation, and we call (4.8) the second-order
variational equation. Then we have the following estimation:
Theorem 4.3. Let assumption (1)-(3) hold. Then for any k ≥ 1,
sup
t∈[0,T ]
Eˆ|yεt |2k = O(εk), (4.9)
sup
t∈[0,T ]
Eˆ|zεt |2k = O(ε2k), (4.10)
sup
t∈[0,T ]
Eˆ|Xεt − X¯t − yεt |2k = O(ε2k), (4.11)
sup
t∈[0,T ]
Eˆ|Xεt − X¯t − yεt − zεt |2k = o(ε2k). (4.12)
Proof. The proof of the above theorem is in a way rather similar to Theorem III-4.4 in Young and
Zhou [28] by using lemma 4.1 and we omit the details.
Since u¯t is an optimal control, from Theorem 4.2 and 4.3 we can easily derive the following
Theorem.
Theorem 4.4. Under Theorem 4.2 and 4.3, we have
0 ≤ J(uε(·))− J(u¯(·)) ≤ Eˆ
{
〈gx(X¯T ), yεT + zεT 〉+
1
2
〈gxx(X¯T )yεT , yεT 〉+
∫ T
0
[
〈fx(t), yεt + zεt 〉
+
1
2
〈fxx(t)yεt , yεt 〉+ δf(t)IEε(t)
]
dt
}
+ o(ε). (4.13)
Proof. It is obvious J(uε(·))− J(u¯(·)) ≥ 0 by using u¯t is an optimal control.
Then, for notational simplicity, we define ξεt
∆
= Xεt − X¯t, ηεt ∆= Xεt − X¯t − yεt , and ζεt ∆=
Xεt − X¯t − yεt − zεt . By Sub-additivity of Eˆ and Taylor expansion, we have
J(uε(·))− J(u¯(·))
= Eˆ
{∫ T
0
f(t,Xεt , u
ε
t )dt+ g(X
ε
T )
}
− Eˆ
{∫ T
0
f(t, X¯t, u¯t)dt+ g(X¯T )
}
≤ Eˆ
{∫ T
0
[f(t,Xεt , u
ε
t )− f(t, X¯t, u¯t)]dt+ g(XεT )− g(X¯T )
}
= Eˆ
{
〈gx(X¯T ), ξεT 〉+
∫ 1
0
〈θgxx(θX¯T + (1− θ)XεT )ξεT , ξεT 〉dθ +
∫ T
0
[
δf(t)IEε(t)
+〈fx(t, X¯t, uεt ), ξεt 〉+
∫ 1
0
〈θfxx(t, θX¯t + (1− θ)Xεt , uεt )ξεt , ξεt 〉dθ
]
dt
}
= Eˆ
{
〈gx(X¯T ), yεT + ZεT 〉+ 〈gx(X¯T ), ζεT 〉+
1
2
〈gxx(X¯T )yεT , yεT 〉
14
+
1
2
〈gxx(X¯T )ηεT , ξεT + yεT 〉+
∫ 1
0
〈θ[gxx(θX¯T + (1− θ)XεT )− gxx(X¯T )]ξεT , ξεT 〉dθ
+
∫ T
0
(
δf(t)IEε(t) + 〈fx(t), yεt + zεt 〉+ 〈fx(t), ζεt 〉+ 〈δfx(t), ξεt 〉IEε(t)
+
1
2
〈fxx(t)yεt , yεt 〉+
1
2
〈fxx(t)ηεt , ξεt + yεt 〉+
1
2
〈δfxx(t)ξεt , ξεt 〉IEε(t)
+
∫ 1
0
〈θ[fxx(t, θX¯t + (1− θ)Xεt , uεt )− fxx(t, X¯t, uεt )]ξεt , ξεt 〉dθ
)
dt
}
≤ Eˆ
{
〈gx(X¯T ), yεT + ZεT 〉+
1
2
〈gxx(X¯T )yεT , yεT 〉+
∫ T
0
[
δf(t)IEε(t)
+〈fx(t), yεt + zεt 〉+
1
2
〈fxx(t)yεt , yεt 〉
]
dt
}
+ o(ε)
Where the last inequality is due to Sub-additivity; assumption (1)-(3); (4.5); and (4.9)-(4.12).
Hence, our conclusions follows.
So far, we have a necessary condition of the optimal pair (X¯(·), u¯(·)) in terms of yε(·) and zε(·)
that depends on the choice of u(·) ∈ U [0, T ]. However, (4.13) is only a sort of implicit necessary
condition that is not easily applicable, as it involves yε(·) and zε(·). So in order to get rid of them,
we have to introduce the adjoint processes.
5 Adjoint processes and the maximum principle
In this section, we introduce the first- and second-order adjoint processes for (4.7) and (4.8). With
these processes we are able to get rid of yε(·) and zε(·). Then our main results can be easily derived
by (4.13).
We are now in a position to to get rid of yε(·) and zε(·). To this end, we set pT = gx(X¯T ), by
G-Itoˆ formula:
〈pT , yεT 〉 = 〈p0, yε0〉+
∫ T
0
〈pt, dyεt 〉+
∫ T
0
〈yεt , dpt〉+ 〈p, yε〉T
=
∫ T
0
〈pt, bx(t)yεt 〉dt+
d∑
i,j=1
∫ T
0
〈pt, hijx (t)yεt 〉d〈Bi, Bj〉t +
d∑
j=1
∫ T
0
〈pt, σjx(t)yεt
+δσj(t)IEε(t)〉dBjt +
∫ T
0
〈yεt , dpt〉+ 〈p, yε〉T
Also, we can calculate 〈pT , zεT 〉 in the same manner. As we can see in the above equality and
(4.13). In order to get rid of the first-order terms in yε(·) and zε(·), we introduce the first-order
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adjoint equation as follows:

dpt = −
{
[bx(t)
⊤pt + fx(t)]dt+
d∑
i,j=1
[hijx (t)
⊤pt + σ
j
x(t)
⊤qit]d〈Bi, Bj〉t
}
+qtdBt, t ∈ [0, T ],
pT = gx(X¯T ).
(5.1)
Obviously, the above is a G-BSDE and the unknown is a pair of processes (p(·), q(·)) with
q(·) = (q1(·), · · · , qd(·)). Any pair of processes (p(·), q(·)) ∈ M2G(0, T ;Rn) × (M2G(0, T ;Rn))d sat-
isfying (5.1) is called an solution of (5.1). From Hu et al. [17], we will have the following: Under
assumptions (1)-(3), for any (X¯(·), u¯(·)) ∈ M2G(0, T ;Rn) × U [0, T ], (5.1) admits a unique solution
(p(·), q(·)).
Then
〈pT , yεT 〉 = −
∫ T
0
〈fx(t), yεt 〉dt+
d∑
j=1
∫ T
0
[
〈pt, σjx(t)yεt + δσj(t)IEε(t)〉+ 〈yεt , qjt 〉
]
dB
j
t
+
d∑
i,j=1
∫ T
0
〈qit, δσj(t)IEε(t)〉d〈Bi, Bj〉t. (5.2)
and
〈pT , zεT 〉 =
∫ T
0
[
〈pt, δb(t)IEε(t) +
1
2
bxx(t)(y
ε
t )
2〉 − 〈fx(t), zεt 〉
]
dt+
d∑
j=1
∫ T
0
[
〈pt, σjx(t)zεt
+δσjx(t)y
ε
t IEε(t) +
1
2
σjxx(t)(y
ε
t )
2〉+ 〈zεt , qjt 〉
]
dB
j
t
+
d∑
i,j=1
∫ T
0
[
〈pt, δhij(t)IEε(t) +
1
2
hijxx(t)(y
ε
t )
2〉 (5.3)
+〈qit, δσjx(t)yεt IEε(t) +
1
2
σjxx(t)(y
ε
t )
2〉
]
d〈Bi, Bj〉t.
Adding (5.2) and (5.3), appealing to (4.13), and using (2.7), we get
J(uε(·))− J(u¯(·))
≤ Eˆ
{∫ T
0
[
〈pt, δb(t)IEε(t) +
1
2
bxx(t)(y
ε
t )
2〉+ 1
2
〈fxx(t)yεt , yεt 〉+ δf(t)IEε(t)
]
dt
+
d∑
i,j=1
∫ T
0
[
〈pt, δhij(t)IEε(t) +
1
2
hijxx(t)(y
ε
t )
2〉+ 〈qit, δσj(t)IEε(t) (5.4)
+
1
2
σjxx(t)(y
ε
t )
2〉
]
d〈Bi, Bj〉t + 1
2
〈gxx(X¯T )yεT , yεT 〉
}
+ o(ε)
= Eˆ
{∫ T
0
[
(H(t, X¯t, ut, pt)−H(t, X¯t, u¯t, pt))IEε(t) +
1
2
tr(Hxx(t, X¯t, u¯t, pt)Y
ε
t )
]
dt
+
d∑
i,j=1
∫ T
0
[
〈pt, δhij(t)IEε(t) +
1
2
hijxx(t)(y
ε
t )
2〉+ 〈qit, δσj(t)IEε(t) (5.5)
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+
1
2
σjxx(t)(y
ε
t )
2〉
]
d〈Bi, Bj〉t + 1
2
tr(gxx(X¯T )Y
ε
T )
}
+ o(ε).
Where 
 H(t, x, u, p) = 〈pt, b(t, x, u)〉+ f(t, x, u),Y εt = yεt (yεt )⊤. (5.6)
We see that (5.5) no longer contains the first-order terms in yε(·) and zε(·). But, there are left
some second-order terms in yε(·), which are written in terms of the first-order in Y ε(·). Hence, we
want further to get rid of Y ε(·). To this end, we will introduce the second-order adjoint equation.
Let us first derive the G-SDE satisfied by Y ε(·). Applying G-Itoˆ formula to yεt (yεt )⊤ and noting
(4.7), one has
dY εt =
{
bx(t)Y
ε
t + Y
ε
t bx(t)
⊤
}
dt+
d∑
i,j=1
{
hijx (t)Y
ε
t + Y
ε
t h
ij
x (t)
⊤
}
d〈Bi, Bj〉t
+
d∑
j=1
{
Y εt σ
j
x(t)
⊤ + σjx(t)Y
ε
t + [y
ε
t δσ
j(t)⊤ + δσj(t)(yεt )
⊤]IEε(t)
}
dB
j
t (5.7)
+
d∑
i,j=1
{
σix(t)Y
ε
t σ
j
x(t)
⊤ + σix(t)y
ε
t δσ
j(t)⊤IEε(t) + δσ
i(t)(yεt )
⊤σjx(t)
⊤IEε(t)
+δσi(t)δσj(t)⊤IEε(t)
}
d〈Bi, Bj〉t.
Let PT = gxx(X¯T ), then we have
tr[PTY
ε
T ] = tr[P0Y
ε
0 +
∫ T
0
PtdY
ε
t +
∫ T
0
Y εt dPt + 〈P, Y ε〉T ]
= tr
[ ∫ T
0
(
Ptbx(t)Y
ε
t + PtY
ε
t bx(t)
⊤
)
dt+
d∑
i,j=1
∫ T
0
(
Pth
ij
x (t)Y
ε
t + PtY
ε
t h
ij
x (t)
⊤
)
d〈Bi, Bj〉t
+
d∑
j=1
∫ T
0
Pt
(
Y εt σ
j
x(t)
⊤ + σjx(t)Y
ε
t + (y
ε
t δσ
j(t)⊤ + δσj(t)(yεt )
⊤)IEε(t)
)
dB
j
t (5.8)
+
d∑
i,j=1
∫ T
0
(
Ptσ
i
x(t)Y
ε
t σ
j
x(t)
⊤ + Ptδσ
i(t)δσj(t)⊤IEε(t)
)
d〈Bi, Bj〉t +
∫ T
0
Y εt dPt
+〈P, Y ε〉T
]
+ o(ε).
Now we apply the above equality to (5.5). In order to get rid of Y ε(·) (noting tr[AB] = tr[BA]),
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we define the second-order adjoint equation as follows:


dPt = −
{[
bx(t)
⊤Pt + Ptbx(t) +Hxx(t, X¯t, u¯t, pt)
]
dt+
d∑
i,j=1
[
Pth
ij
x (t) + h
ij
x (t)
⊤Pt
+σix(t)
⊤Ptσ
j
x(t) +
n∑
k=1
(
qkit σ
kj
xx(t) + p
k
t h
ij,k
xx (t)
)
+σjx(t)
⊤Qit +Q
i
tσ
j
x(t)
]
d〈Bi, Bj〉t
}
+
d∑
j=1
Q
j
tdB
j
t , t ∈ [0, T ],
PT = gxx(X¯T ).
(5.9)
Where, (p(·), q(·)) is the solution to (5.1) and pk(·) (resp. qki(·)) denotes the k-th component
of p(·) (resp. qi(·)). In the above (5.9), the unknown is again a pair of processes (P (·), Q(·)) ∈
M2G(0, T ;S(n))×(M2G(0, T ;S(n)))d. Note that equation (5.9) is also a G-BSDE with matrix-valued
unknowns. As with (5.1), under assumptions (1)-(3), there exists a unique solution (P (·), Q(·))
to (5.9). We refer to p(·) (resp. P (·)) as the first-order (resp. second-order) adjoint process. In
what follows, if (X¯(·), u¯(·) is an optimal (resp. admissible) pair, and (p(·), q(·)) and (P (·), Q(·)) are
solutions of (5.1) and (5.9), respectively, then (X¯(·), u¯(·), p(·), q(·), P (·), Q(·)) is called an optimal
(resp. admissible) 6-tuple.
Then, combining (5.8) and (5.9), and substituting into (5.5), we get
J(uε(·))− J(u¯(·))
≤ Eˆ
{∫ T
0
[
H(t, X¯t, ut, pt)−H(t, X¯t, u¯t, pt)
]
IEε(t)dt+
d∑
i,j=1
∫ T
0
[
〈pt, δhij(t)〉+ 〈qit, δσj(t)〉
+
1
2
tr(δσi(t)Ptδσ
j(t)⊤)
]
IEε(t)d〈Bi, Bj〉t
}
+ o(ε) (5.10)
= Eˆ
{∫ T
0
[
H(t, X¯t, ut, pt)−H(t, X¯t, u¯t, pt) + 1
2
tr(F (t, X¯t, ut, pt, Pt)vt)
]
IEε(t)dt
}
(5.11)
+o(ε).
Where v = (vij) is symmetrical and defined by (2.8) and F (t, x, u, p, P ) ∈ S(d) with (for all
1 ≤ i, j ≤ d)
Fij(t, x, u, p, P ) = 〈pt, hij(t, x, u)− hij(t, x¯, u¯)〉+ 〈pt, hji(t, x, u)− hji(t, x¯, u¯)〉
+(q⊤t (σ(t, x, u) − σ(t, x¯, u¯)) + (σ(t, x, u) − σ(t, x¯, u¯))⊤qt)ij
+((σ(t, x, u) − σ(t, x¯, u¯))⊤Pt(σ(t, x, u) − σ(t, x¯, u¯)))ij (5.12)
= 〈pt, hij(t, x, u)− hij(t, x¯, u¯)〉+ 〈pt, hji(t, x, u)− hji(t, x¯, u¯)〉
+〈qit, σj(t, x, u)− σj(t, x¯, u¯)〉+ 〈σi(t, x, u)− σi(t, x¯, u¯), qjt 〉
+〈Pt(σi(t, x, u)− σi(t, x¯, u¯)), σj(t, x, u)− σj(t, x¯, u¯)〉. (5.13)
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Thus, by the optimality of u¯(·), (5.11) can be written as
Eˆ
{∫ T
0
[
H(t, X¯t, ut, pt)−H(t, X¯t, u¯t, pt) + 1
2
tr(F (t, X¯t, ut, pt, Pt)vt)
]
IEε(t)dt
}
≥ o(ε). (5.14)
By (2.9), Theorem (2.15) and our assumptions we can easily obtain
H(t, X¯t, ut, pt)−H(t, X¯t, u¯t, pt) +G(F (t, X¯t, ut, pt, Pt)) ≥ 0 ∀u ∈ U [0, T ], t ∈ [0, T ], q.s.. (5.15)
Remark 5.1. Here, we have used 〈pt, hij(t, x, u)− hij(t, x¯, u¯)〉+ 〈pt, hji(t, x, u)− hji(t, x¯, u¯)〉 and
(q⊤t (σ(t, x, u) − σ(t, x¯, u¯)) + (σ(t, x, u) − σ(t, x¯, u¯))⊤qt)ij in (5.12) instead of 2〈pt, hij(t, x, u) −
hij(t, x¯, u¯)〉 and 2(q⊤t (σ(t, x, u)−σ(t, x¯, u¯)))ij , respectively, Because of the fact that G is a function
from S(d) to R and tr[AB] = tr[A⊤B] for any symmetric matrices B.
Consequently, by the above procedure we have the following theorem:
Theorem 5.2. (Stochastic Maximum Principle) Let assumptions (1)-(3) hold. Let (X¯(·), u¯(·)) be
an optimal pair of Problem (3.1). Then there are pairs of processes
 (p(·), q(·)) ∈M
2
G(0, T ;R
n)× (M2G(0, T ;Rn))d,
(P (·), Q(·)) ∈M2G(0, T ;S(n))× (M2G(0, T ;S(n)))d.
(5.16)
satisfying the first-order and second-order adjoint equations (5.1) and (5.9), respectively, such that
the variational inequality (5.15) hold.
Remark 5.3. If we define an H function by
H(t, x, u) = H(t, x, u, p) +G(F (t, x, u, p, P )) (5.17)
Then we can rewrite the maximum principle (5.15) as
H(t, X¯t, ut)−H(t, X¯t, u¯t) ≥ 0, ∀u ∈ U [0, T ], t ∈ [0, T ], q.s.. (5.18)
Or, equivalently,
H(t, X¯t, u¯t) = min
u∈U
H(t, X¯t, u), ∀t ∈ [0, T ], q.s.. (5.19)
We also call (5.19) the maximum condition similar to the classical case.
6 Sufficient conditions of optimality
In this section we will show that for the controlled stochastic systems (3.1) formulated earlier,
the maximum condition in terms of the H function (see (5.19)) plus some convexity conditions
constitute sufficient conditions for optimality.
Let us first introduce an additional assumption.
19
(4) The control domain U ⊂ Rn is convex.
For each matrix A ∈ Γ (where Γ is defined by Remark 2.5). Then, we set F ∗(t, x, u, p, q) =
(F ∗ij(t, x, u, p, q))1≤i,j≤d with
F ∗ij(t, x, u, p, q) = 〈pt, hij(t, x, u)− hij(t, x¯, u¯)〉+ 〈pt, hji(t, x, u)− hji(t, x¯, u¯)〉
+(q⊤t (σ(t, x, u)− σ(t, x¯, u¯)) + (σ(t, x, u)− σ(t, x¯, u¯))⊤qt)ij (6.1)
and
H∗(t, x, u, p, A) = H(t, x, u, p) +
1
2
tr[F ∗(t, x, u, p, q)A], ∀t ∈ [0, T ]. (6.2)
H∗(t, x, u, A) = H(t, x, u, p) + 1
2
tr[F (t, x, u, p, P )A], ∀t ∈ [0, T ]. (6.3)
The following lemma involves in the so called Clarke’s generalized gradient and we refer the
reader to Young and Zhou [28] Lemma-III 2.3 for more details. However, it will play an important
role in the sequel.
Lemma 6.1. Let assumptions (1)-(3) and (4) hold. Let (X¯(·), u¯(·), p(·), q(·), P (·), Q(·)) be a given
admissible 6-tuple. Then
∂uH
∗(t, X¯t, u¯t, pt, A) = ∂uH∗(t, X¯t, u¯t, A), ∀t ∈ [0, T ]. (6.4)
Proof. Fix a t ∈ [0, T ]. Define

H∗(u)
∆
= H∗(t, X¯t, u, pt, A),
H∗(u) ∆= H∗(t, X¯t, u, A),
σ(u)
∆
= σ(t, X¯t, u),
ψ(u) = 12 tr[σ(u)
⊤Ptσ(u)A] − tr[σ(u)⊤Ptσ(u¯t)A] + 12 tr[σ(u¯t)⊤Ptσ(u¯t)A].
Then, by (5.12), (6.1), (6.2) and (6.3), we have
H∗(u) = H∗(u) + ψ(u)
Note that for any r ↓ 0, u, v ∈ U , with u→ u¯t,
ψ(u+ rv) − ψ(u) = 1
2
tr
{
[σ(u + rv) − σ(u)]⊤Pt[σ(u + rv) + σ(u)− 2σ(u¯t)]A
}
= o(r).
Thus,
lim
u→u¯t,u∈U
r↓0
H∗(u + rv)−H∗(u)
r
= lim
u→u¯t,u∈U
r↓0
H∗(u + rv)−H∗(u)
r
.
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Consequently, by the definition of Clarke’s generalized gradient in Young and Zhou [28] Lemma-III
2.3, the desired result follows.
Now we present the following sufficient conditions of optimality.
Theorem 6.2. Let assumptions (1)-(3) and (4) hold. Let (X¯(·), u¯(·), p(·), q(·), P (·), Q(·)) be an
admissible 6-tuple. Suppose that g(·) is convex, H∗(t, ·, ·, pt, A) is also convex for all t ∈ [0, T ] q.s.,
and
H(t, X¯t, u¯t) = min
u∈U
H(t, X¯t, u), ∀t ∈ [0, T ], q.s. (6.5)
Then (X¯(·), u¯(·)) is an optimal pair of Problem (3.1).
Proof. By the maximum condition (6.5), for each prior P ∈ P , there exists a vt ∈ Γ (see (2.8))
such that
H∗(t, X¯t, u¯t, vt) = min
u∈U
H∗(t, X¯t, u, vt), ∀t ∈ [0, T ], q.s. (6.6)
From Lemma III-2.3-(iii) in Young and Zhou [28] and Lemma (6.1), we have
0 ∈ ∂uH∗(t, X¯t, u¯t, vt) = ∂uH∗(t, X¯t, u¯t, pt, vt) (6.7)
Also by Lemma III-2.4 in Young and Zhou [28], we further conclude that
(H∗x(t, X¯t, u¯t, pt, vt), 0) ∈ ∂x,uH∗(t, X¯t, u¯t, pt, vt) (6.8)
Thus, by the convexity of H∗(t, ·, ·, pt, vt), one obtains
〈H∗x(t, X¯t, u¯t, pt, vt), Xt − X¯t〉 ≤ H∗(t,Xt, ut, pt, vt)−H∗(t, X¯t, u¯t, pt, vt) (6.9)
For any admissible pair (X(·), u(·)). Define ξt ∆= Xt − X¯t, which satisfies the following equation:

dξt =
{
bx(t, X¯t, u¯t)ξt + αt
}
dt+
d∑
i,j=1
{
hijx (t, X¯t, u¯t)ξt + γ
ij
t
}
d〈Bi, Bj〉t
+
d∑
j=1
{
σjx(t, X¯t, u¯t)ξt + β
j
t
}
dB
j
t , ∀t ∈ [0, T ],
ξ0 = 0,
(6.10)
where (for 1 ≤ i, j ≤ d)

αt
∆
= −bx(t, X¯t, u¯t)ξt + b(t,Xt, ut)− b(t, X¯t, u¯t),
γ
ij
t
∆
= −hijx (t, X¯t, u¯t)ξt + hij(t,Xt, ut)− hij(t, X¯t, u¯t),
β
j
t
∆
= −σjx(t, X¯t, u¯t)ξt + σj(t,Xt, ut)− σj(t, X¯t, u¯t).
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By the convexity of g(·), we have
g(X¯T )− g(XT ) ≤ 〈gx(X¯T ), X¯T −XT 〉. (6.11)
Then,combining (6.9), (6.10) and (6.11), we obtain
J(u¯(·)) − J(u(·)) = Eˆ
[ ∫ T
0
f(t, X¯t, u¯t)dt+ g(X¯T )
]
− Eˆ
[ ∫ T
0
f(t,Xt, ut)dt+ g(XT )
]
≤ Eˆ
{∫ T
0
[f(t, X¯t, u¯t)− f(t,Xt, ut)]dt+ g(X¯T )− g(XT )
}
≤ Eˆ
{∫ T
0
[f(t, X¯t, u¯t)− f(t,Xt, ut)]dt− 〈gx(X¯T ), ξT 〉
}
= Eˆ
{∫ T
0
[f(t, X¯t, u¯t)− f(t,Xt, ut)]dt− [〈pT , ξT 〉 − 〈p0, ξ0〉]
}
= Eˆ
{∫ T
0
[f(t, X¯t, u¯t)− f(t,Xt, ut)]dt−
∫ T
0
[
〈pt, αt〉+
d∑
i,j=1
〈pt, γijt vijt 〉
−〈fx(t, X¯t, u¯t), ξt〉+
d∑
i,j=1
〈qit, βjt vijt 〉
]
dt
}
= Eˆ
{∫ T
0
[f(t, X¯t, u¯t)− f(t,Xt, ut)]dt+
∫ T
0
[
〈H∗x(t, X¯t, u¯t, pt, vt), ξt〉
−〈pt, b(t,Xt, ut)− b(t, X¯t, u¯t)〉 −
d∑
i,j=1
〈pt, (hij(t,Xt, ut)− hij(t, X¯t, u¯t))vijt 〉
−
d∑
i,j=1
〈qit, (σj(t,Xt, ut)− σj(t, X¯t, u¯t))vijt 〉
]
dt
}
≤ Eˆ
{∫ T
0
[f(t, X¯t, u¯t)− f(t,Xt, ut)]dt+
∫ T
0
[
H∗x(t,Xt, ut, pt, vt)
−H∗x(t, X¯t, u¯t, pt, vt)− 〈pt, b(t,Xt, ut)− b(t, X¯t, u¯t)〉 −
d∑
i,j=1
〈pt, (hij(t,Xt, ut)
−hij(t, X¯t, u¯t))vijt 〉 −
d∑
i,j=1
〈qit, (σj(t,Xt, ut)− σj(t, X¯t, u¯t))vijt 〉
]
dt
}
= Eˆ
{∫ T
0
[f(t, X¯t, u¯t)− f(t,Xt, ut)]dt+
∫ T
0
[f(t,Xt, ut)− f(t, X¯t, u¯t)]dt
}
= 0.
Hence
J(u¯(·)) ≤ J(u(·)). (6.12)
Since u(·) ∈ U [0, T ] is arbitrary, the desired result follows.
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7 Applications to finance
In this section, we investigate a financial market under model risk caused by uncertain volatilities.
Then, we apply our maximum principle (Theorem (5.2)) and the sufficient conditions (Theorem
(6.2)) to obtain the optimal control.
Let us now come to the introduction of the financial market. We consider a Black-Scholes like
market with uncertain volatilities, i.e., the stock price S is modeled as a geometric G-Brownian
motion (see Vorbrink [27])
dSt = µStdt+ StdBt, S0 > 0. (7.1)
where the canonical process B = (Bt) is a one dimensional G-Brownian motion with parameters
σ¯ ≥ σ > 0 under G-expectation Eˆ. Where σ¯2 = Eˆ[B21 ] and σ2 = −Eˆ[−B21 ].
In this market, there also consists of a risk-less bond with price P is given by
dPt = rPtdt, P0 > 0. (7.2)
Here r and µ are constants with µ > r.
Let ut denotes the total market value of the investor’s wealth invested in the stock which we
call portfolio. Given the initial wealth X0 = x ≥ 0, combining (7.1) and (7.2), we can get the
following wealth dynamics:
 dXt = [rXt + (µ− r)ut]dt+ utdBt, t ≥ 0,X0 = x. (7.3)
Next, we discuss a mean-variance portfolio optimization problem. That is the investor’s object
is to find an admissible portfolio u¯t which minimizes the variance V ar(XT ) := E[XT − (EXT )2]
at some future time T > 0 under the condition that EXT = A for some given A ∈ R. Using the
lagrange multiplier method, we know that it is equivalent to study the following problem:
inf
u(·)∈U [0,T ]
E
[1
2
(XT − a)2
]
, (7.4)
where some a ∈ R is given.
In this paper, we consider a pessimistic investor with conservative attitude on Knightian un-
certainty. Thus, our object functional with multiple-priors P is as follows:
J(u(·)) := sup
P∈P
EP
[1
2
(XT − a)2
]
= Eˆ
[1
2
(XT − a)2
]
. (7.5)
and our portfolio optimization problem is to find a u¯(·) such that
J(u¯(·)) = inf
u(·)∈U [0,T ]
J(u(·)). (7.6)
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In other words, we want to minimize the maximum risk.
Suppose (X¯(·), u¯(·)) is an optimal pair (which we are going to identify). Then the corresponding
adjoint equations are 
 dpt = −rptdt+ qtdBt, t ∈ [0, T ],pT = X¯T − a, (7.7)
and 
 dPt = −2rPtdt+QtdBt, t ∈ [0, T ],PT = 1. (7.8)
Clearly, (Pt, Qt) = (e
2r(T−t), 0) is the only solution to (7.8). The corresponding H-function is
H(t, X¯t, u) = pt(rX¯t + (µ− r)u) +G(2qt(u − u¯t) + e2r(T−t)(u− u¯t)2). (7.9)
Then, by (2.3), there exists a Λ ∈ Γ = [σ2, σ¯2] such that
G(2qt(u − u¯t) + e2r(T−t)(u− u¯t)2) = 1
2
Λ(2qt(u − u¯t) + e2r(T−t)(u− u¯t)2). (7.10)
Note that the above is a convex function of u, so by Theorem (5.2), a necessary condition for u¯(·)
to be optimal is
pt(µ− r) + qtΛ = 0. (7.11)
Due to the terminal condition of (7.7), we try a process p(·) of the form
pt = φtX¯t + ψt. (7.12)
where φt, ψt are deterministic differentiable functions. Applying G-Itoˆ formula to (7.12), we have
dpt = [(φ˙t + rφt)X¯t + φt(µ− r)u¯t + ψ˙t]dt+ φtu¯tdBt. (7.13)
Combining (7.7), (7.11) and (7.13), we get
 (φ˙t + rφt)X¯t + φt(µ− r)u¯t + ψ˙t = −r(φtX¯t + ψt),φtu¯t = r−µΛ pt = r−µΛ (φtX¯t + ψt). (7.14)
By the first equation of (7.14), we get
u¯t =
(φ˙t + 2rφt)X¯t + rψt + ψ˙t
φt(r − µ) . (7.15)
and by the second equation, we get
u¯t =
r − µ
Λ
X¯t +
(r − µ)ψt
Λφt
. (7.16)
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Combining (7.15) and (7.16) (noting the terminal condition in (7.7)), we can easily obtain
 φ˙t = [
(r−µ)2
Λ − 2r]φt, φT = 1,
ψ˙t = [
(r−µ)2
Λ − r]ψt, ψT = −a.
(7.17)
The solutions to these equations are
 φt = e
(2r− (r−µ)
2
Λ )(T−t),
ψt = −ae(r−
(r−µ)2
Λ )(T−t).
(7.18)
With this choice of φt and ψt, we have a candidate for the optimal control given by (7.15) or
(7.16). In order to see that this choice of u¯t is indeed optimal, let us calculate
H∗(t, X¯t, u¯t, pt, vt) = pt(rX¯t + (µ− r)u) + qtvt(u− u¯t)
= (φtX¯t + ψt)(rX¯t + (µ− r)u) + r − µ
Λ
(φtX¯t + ψt)vt(u− u¯t).
which is convex in (x, u). Moreover, g(x) = 12 (x − a)2 is also convex. So the optimality follows
from Theorem (6.2). Then we have the following theorem.
Theorem 7.1. The optimal solution u¯(·) of our portfolio optimization problem with uncertain
volatilities (7.6), when the wealth dynamics obeys (7.3), is given in the state feedback form by
(7.15) or (7.16), for t ∈ [0, T ], where φt, ψt are given by (7.18).
In the above formula (7.15) or (7.16), since Γ reflects an investor’s uncertainty on the financial
environment which causes the multiple-priors P . So, the investor’s optimal portfolio decision with
pessimism is based on the factor Λ. This illustrative example shows the effect of an investor’s
Knightian uncertainty on optimal portfolio strategy.
8 Conclusion
In this paper, we present a general framework in order to deal with model risk caused by volatility
uncertainty. The G-framework summarized in Peng [25] gives us a meaningful and appropriate
setting. Then, both necessary and sufficient maximum principles for optimal control of stochastic
system under Knightian uncertainty are proved. The result is applied to a mean-variance portfolio
selection optimization problem and explicit expression of the optimal strategy is obtained with a
uncertain factor.
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