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ABSTRACT 
An analytical characterization of effective and of irreducible groups inducing cone 
orderings is given. The characterization implies easily a necessary condition for a 
group majorization to be a group induced cone ordering. 0 1998 Elsevier Science 
Inc. 
1. INTRODUCTION 
Vector preorderings are a subject of interest to many mathematicians. The 
classical majorization is an extremely important preordering of this kind, 
because of many applications in various branches of mathematics [see Mar- 
shall and O&in (1979)]. It was observed by Rado (1952) that this preordering 
is induced in some way by the permutation group. This fact allowed him to 
extend the notion of majorization to more general groups of linear operators. 
Some origins of the concept are also due to Mudholkar (1966). A group 
induced ordering (also called a group majorization), as defined in Eaton and 
Perlman (1977), is a vector preordering on a vector space V induced by a 
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group G of linear operators from V onto V in the following manner: y 5 x if 
y E C(x), where C(x) is the convex hull of the orbit orb(x) = {gz : g E G}. 
Some interesting applications of group majorizations in probability and 
statistics are given, among others, by Eaton and Perlman (1977), Eaton 
(1982, 1984, 1987a, b), Dean and Verducci (1990), Giovagnoli and Romanazzi 
(19901, and Pukelsheim (1993, Chapter 14). Many algebraic and analytic 
results can be obtained, too [see e.g. Giovagnoh and Wynn (1985), Ando 
(1989, 19941, Miranda and Thompson (1994), and Niezgoda (1997)j. 
A significant subclass of the class of group induced orderings are group 
induced tune orderings (for short, GIC orderings), originated by Eaton 
(1987b). The first reason of this is that many preorderings of practical interest 
are in this subclass. The second one is that there exist useful tools to explore 
such preorderings [cf. Marshall et al. (1967) and Niezgoda and Otachel 
(199511. And the third reason, perhaps the most important one, is a possibility 
to extend some results regarding the classical majorization to this subclass of 
preorderings. Therefore some criteria for a group majorization to be a GIC 
ordering are wanted. 
It is known that the set of all minimal points w.r.t. a group majorization 
induced by a group of orthogonal operators is equal to the set of all common 
fur points for this group. So the structure of the preordering is simpler if the 
zero vector is the only minimal point. In such a case the group is called 
effective. In this note we shall study this notion for groups inducing GIC 
orderings. 
In 1977 Eaton and Perlman proved that some properties concerning a 
group majorization, e.g. so-called convolution theorems, are inheritable from 
the whole space to an invariant (w.r.t. the group) subspace. On the other 
hand, the converse is also true, i.e., if the property holds for mutually 
orthogonal invariant subspace of the space, then it holds for the direct sum of 
the subspaces. Thus it is sufficient to study such properties on irreducible 
subspaces only. Recall that an invariant subspace is irreducible if any its 
proper subspaces is not invariant. In this case the group is said to be 
irreducible on the subspace. So it would be desirable to give a characteriza- 
tion of irreducible groups. A more geometrical description of irreducibility 
may be found in Eaton and Perlman (1977, Lemma 2.1). It seems that an 
analytical characterization will be useful, too. 
It is the purpose of this note to characterize effective groups and 
irreducible groups in the event that the groups induce GIC orderings. The 
characterization has the form of a simple inner product inequality. When it is 
known in advance that a group is effective or irreducible, then the inequality 
may be treated as a necessary condition for the group majorization to be a 
GIC ordering. 
GROUPS INDUCING CONE ORDERINGS 107 
2. GROUP MAJORIZATION 
This expository section presents the concept of group majorization and 
some its basic properties. 
Let V be a finite dimensional real linear space with inner product [., . 1. 
Denote by O(V) the orthogonal group acting on V. Assume that G is a 
closed subgroup of O(V). Group majorization with respect to the group G 
(for short, G-mujorization) is a relation =S on V defined by 
y<:x iff yEC(x), (2.’ ) 
where C(x) is the convex hull of the orbit orb(x) = (gz : g E GJ. If there is 
no possibility of confusion, then the dependence of the preordering and 
notions related to it on G is suppressed (throughout this note we mainlv 
consider only one group denoted by G). It is easy to check that s is Ii 
preordering in the following sense: (1) x s x for all x E V (reflexivity), arid 
(2) x s y, y =S z implies x s ;. for all x, y, =. E V (transitivity). Note that 
the preordering s is G-invariant, that is, y s x iff g, y s g2 x for all 
x, y E V and g,, g, E G. 
In general it is rather difficult to verify directly from the definition 
whether any two fKed vectors are comparable in s . In this context use of a 
technique based on the support functions is very useful. For details we refer 
the reader to Eaton (1984, Proposition 2) and Giovagnoli and Wynn (1985. 
Theorem 1). 
A great advantage of the support function technique is when a group 
majorization may be represented as a cone preordering. To explain this, recall 
that a nonempty set C c V is a convex cone if aC + PC C C for all scalars 
cy, p > 0. We call a set T c C a generator of the convex cone C if even; 
point of C can be expressed as a nonnegative linear combination of a finite 
number of points in T. A cone preordering on a set A c V induced bv a 
convex cone C c V is the preordering s on A defined by y s .T iff 
X-yEC. 
DEFINITION 2.1. A group majorization on V induced by a closed group 
G c O(V) is said to be a group induced cone ordering (for short, a GIG 
ordering) if there exists a nonemptv closed convex cone F c V such that 
(Al) orb(x) n F is nonempty for each r E I’, 
(A2) m(x, y) = [x, y] for all x, y E F, 
where m(x, y) = suprt o[x, gy] is th e support function of the set C( y ). 
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Note that (Al) means that for any fixed x E V 
satisfying gx E F. Moreover, (A21 is equivalent to the 
ment type inequalities: 
there exists g E G 
following rearrange- 
[r,y]>[x,gy] forall x,y~Fand gEG. (2.2) 
If a group majorization 6 is a GIC ordering, it is easy to see that s 
restricted to F is the cone preordering on F induced by dual, F = { y E 
W : [ x, y ] z 0, x E F}, the dual cone of F w.r.t. W = F - F. Namely, for 
X, y E F one has 
y =S x iff x - y E dual, F. 
In addition, if T is a generator of F, then 
(2.3) 
y 6 x iff [t, x - y] > 0 for all t E T. (2.4) 
It can be shown [see e.g. Eaton (1984, p. 15)] that under assumptions (Al) 
and (A2) there exists an idempotent operator (*)* : V + V with the range F 
such that for all X, y E V 
y s x iff y* % x* iff x* - y* E dual, F. (2.5) 
Following Eaton (1984, Example 2.2), we now present an illustrative 
example which leads to the classical majorization. 
EXAMPLE 2.1. Let V be the Euclidean space R” of all n X 1 real 
column vectors with the usual inner product [x, y ] = Cy= i xi yi. Take G to 
be the group of all real n X n permutation matrices. Recall that a permuta- 
tion matrix is a matrix with entries all 0 or 1 such that every row and every 
column contains exactly one entry equal to 1. It can easily be shown that with 
the choice F = {x E V: x1 3 *.. > xn} conditions (Al) and (A2) are met. 
Moreover, x* = (-1c,i], . . . , qnljT, where xnl 2 *** > x,~, are the entries of x 
in nonincreasing order and (-IT denotes the transposition operation. A 
generator of F is the set T = (tl, . . . , t,, t, + 1}, where ti = (1, . . . , IO, . . . , O>T 
are vectors whose the first i entries are 1 and the remaining ones are 0, 
i=l > . . . > n, and, in addition, t,+ I = -t,. Thus, by (2.4) and (2.5), we have 
y S x iff i yrjl < i xv], i = 1,2,. . . , n - 1, and eyi = tri, 
j=l j=l j=l j=l 
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ie. the classical majorization preordering between the vectors x and y [cf. 
Marshall and Olkin (1979, p. 7)]. 
3. EFFECTIVE AND IRREDUCIBLE GROUPS 
In this section, first we show how the idea of both effective and irre- 
ducible groups arises naturally in the group majorization theory. Next, we 
characterize these types of groups in the event that the preorderings gener- 
ated by them are GIC orderings. 
As before, suppose G is a closed subgroup of O(V) that induces the 
preordering s via (2.1). In the theory the linear subspace 
M={zEV:~Z=Z,~EG} (3.11 
appears in a direct way. Namely, it is known [see e.g. Steememan (1990, p. 
IO9>] that M is the set of all minimal points w.r.t. s . If the group G induces 
a GIC ordering, then we have an alternative characterization of the space M 
in term of the cone F. 
THEOREM 3.1. Assume that conditions (Al > and (A2) hold for a closed 
group G c O(V). Th en M = F n - F, and M is the largest linear space 
among all linear subspaces of V that are included in F. 
Proof. First we shall show the inclusion M c F n - F. Let z E M. 
Then, by virtue of (Al), g,z E F for some g, E G. Hence, in light of (3.1), 
we have z E F. On the other hand, --x E M, too. In a similar manner 
--z = gz( -z> E F for some g, E G. Thus z E F 17 - F, as desired. 
Now, we shall prove the converse inclusion. Assume that z E F n - F, 
i.e., 2, --z E F. Fix any g E G. Then, in view of (2.2) with x = y = Z, we 
have [z, z] > [z, gz].. Analogously, putting x = .z and y = --z, we get 
[z, -.zl > [z, g(-z)l. Th ere ore f 
[z, gz] = 11~11~ = llzll * Ilgzll. N 
we obtain [z, z] = [z, gz]. This implies 
ow the Cauchy-Schwarz inequality yields gz = 
hz for some positive real number A. But g is an isometry, so that go = Z, as 
desired. 
Now, it is obvious that M c F. Let W c V be a linear space satisfying 
W c F. It remains to show that W c M. Because W = -W, we have 
-W C F. Hence W c -F, and consequently W C F f’l - F = M. This 
completes the proof. ??
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Thus, for a GIC ordering, the space M of its minimal points is the set of 
all vectors .z E F such that --z E F. 
A linear subspace W c V is called G-invariant if gW = W for all 
g E G. In this case, the set G,, = {glw : g E G}, where g,, stands for the 
restriction of g to W, is a compact subgroup of the orthogonal group O(W). 
Note that the subspace M is G-invariant, and G,, = {ZIM} is the trivial group 
acting on M. 
DEFINITION 3.1. Let W be a G-invariant subspace of V. We say that G 
is e_@dive 072 W if the subspace M(W) = {z E W : gz = z, g E G} is equal 
to (0). If additionally W = V, then we say, for short, that G is efictive. 
In other words, G is effective iff the only minimal point w.r.t. the 
G-majorization is 0. So, under assumptions (Al) and (A2), by Theorem 3.1, 
one has that G is effective iff the convex cone F is pointed, that is, 
F I-I - F = {O}. 
Now we shall focus on irreducible groups. 
DEFINITION 3.2. Let W be a G-invariant subspace of V. We say that G 
is irreducible on W if the only G-invariant subspaces of W are {O} and W. 
When, in addition, W = V, then we call G irreducible. 
At this point we remark that if G is irreducible then G is effective (unless 
the dimension of V is 1 and G = {I}, w h ere Z is the identity operator; this 
trivial case is not considered in this note). 
Because G c O(V), it can be observed that the G-invariance of a 
subspace W c V implies the G-invariance of W ’ , the orthogonal comple- 
ment of W in V. So, by an iterative procedure, the space V may be 
represented in the form 
v = w, + *** +wJ., 
with all Wi, i = 1,. . . , k, being mutually orthogonal G-invariant irreducible 
subspaces of V. Putting Gi = Glwi, we may describe the structure of the 
preordering do induced by G in the following way. If x, y E Wi for some 
i, then y do x is equivalent to y =~c, x in the sense that y E 
codglwi x : glwi E Gi}. On the other hand, any two nonzero vectors x, y E V 
such that x E Wi and y e Wi are not comparable in s:c . Thus a key to 
analyzing G-majorization on the whole space V is to study its restriction on 
G-invariant irreducible subspaces. 
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Moreover, if conditions (Al) and (A2) are satisfied for G (with the cone 
F), then, denoting Fi = F n Wi, one has 
F = F, + .a. +Fk, 
and conditions of the type (Al) and (A2) hold for the triples (W,, Gi, E;), 
i = l,...,k, analogously as for the triple (V, G, F). So =+: is a CI(: 
ordering on W, induced by the group Gi. 
A geometrical characterization of effective groups and irreducible groups 
is included in Lemma 2.1 by Eaton and Perlman (1977). We cite it (with only 
minor modifications) for the convenience of the reader. 
LEMMA 3.1. 
(i) If 0 E C(x), then 0 b e ongs 1 to the relative interior of C( x >. 
(ii> Let W be a G-invariant subspace of V. Then G is effective on W iff 
0 E C(x)forx E w. 
(iii) Suppose G is eflective on W, and set d = dimension(W >. Then G is 
irreducible on W if Co(x) # 0 f or all 0 f x E W, where C”(x) denotes the 
(d-dimensional interior of C( x) in W. In this case, 0 E C”(x). 
The above description concerns all groups. However, for a group with 
conditions (Al) and (A2) somewhat more can be said. Namely, we have the 
following result. 
THEOREM 3.2. Assume that (Al) and (A21 hold for the triple (V, G, F). 
Then 
(i) G is efictive iff [x, y] > 0 for all x, y E F; 
(ii) G is irreducible ifl [x, y] > 0 for all nonzero x, y E F. 
Proof. (i), necessity: Let G be effective. Fix x, y E F with x, y z 0. 
Assume that [x, y] < 0; then [x, gy ] < 0 for all g E G. This implies that 
C(y)c{u EV:[ x, u] < 0) Hence 0 @ C(y), which is in contradiction with 
Lemma 3.1, part (ii). 
(i), sufficiency: Let [x, y] > 0 for all x, y E F. Suppose, contrary to our 
aim, that G is not effective. Then there exists a nonzero vector z E M. Now, 
in view of Theorem 3.1, Z, --z E F. So, by virtue of the assumption we have 
[z, -z] z 0, which implies (]z((~ = 0 and z = 0, a contradiction. So G must 
be effective. 
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(ii), necessity: Let G be irreducible. Hence G is effective. By the proved 
part (i) of the theorem we have [x, y ] > 0 for all x, y E F. To obtain a 
contradiction, suppose [x, y] = 0 for some nonzero vectors x, y E F. So, we 
have [x, gy] < 0 for all g E G. This implies that C(y) c {u E V : [r, ul < 
O], which is a half space in V. Since 0 E Co(y) on account of Lemma 3.1, 
part (iii), we must have 0 E {u c V : [x, U] < O}, which is impossible. Hence 
1x, yl > 0. 
(ii), sufficiency: Let [r, y] > 0 for all nonzero x, y E F. Suppose the 
assertion is false. Then we can find an G-invariant subspace W, c V such 
that {0} # W, # V. Denote W, = W,’ . Then W, is also G-invariant and 
(0) # W, # V. Let Gi = G,,, and Fi = F f7 Wi, i = 1,2. It is easy to show 
that (Al) and (A2) hold for (Wj, Gi, Fi>, b ecause Wi are G-invariant. Hence 
(0) + Fi. Moreover, F = F, + F,, and Fl J_ F,. So for any nonzero vectors 
x E Fl and y E F, we have [x, y] = 0, a contradiction. ??
The following simple example shows the idea of Theorem 3.2. 
EXAMPLE 3.1. Take V = R”, n > 1, with the usual inner product. Let G 
be the group of coordinate sign changes, i.e. the group of all real n X n 
diagonal matrices with the diagonal entries all 1 or - 1. It is well known [cf. 
Eaton (1984, Example 2.1>] that under F = {x E V : x1,. . . , x, > O} condi- 
tions (Al) and (A2) are satisfied. Of course [x, y] = Cy= rxi yi > 0 for all 
x, y E F. So, by Th eorem 3.2, the group G is effective. Another explanation 
of this fact is that -Z E G, where Z is the identity matrix, and - Zr # x for 
all 0 # x E V. On the other hand, for vectors ti = (0,. . . , 1,. . , , O)T, i = 
1 >*.*> n, whose the ith entry is 1 and the rest are 0, we have [ti, tj] = 0, 
i # j. Therefore, according to Theorem 3.2, G is not irreducible. In fact, for 
each i = I,..., n the subspace spanned by ti is a proper G-invariant 
subspace of V. 
Conditions 6) and (ii) of Theorem 3.2 can be expressed with the aid of a 
generator of the cone F. Namely, it is clear that the condition [x, y] > 0 for 
all x, y E F is equivalent to this one: [t, u] 2 0 for all nonzero t, u E T. 
Similarly, the conditions [ x, y ] > 0 for all nonzero x, y E F and [t, u] > 0 
for all nonzero t, u E T are also equivalent. 
EXAMPLE 3.2. Consider the linear space V of all n X n symmetric 
matrices with trace equal to 0. The inner product of x, y E V is [x, y] = 
tr xy, the trace of the matrix xy. Denote by G the group of all linear 
operators defined on V with values in V of the form x + grxg , where g 
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runs over the group of all n x n orthogonal matrices. Put F to be the convex 
cone of all n X n diagonal matrices in V with the diagonal entries in 
nonincreasing order, that is, F = {x E V : x = diag(x,,, . . . , x,,), xl1 > ... 
> x,,}. Then, analogously to Example 2.4 by Eaton (1984, p. 171, it can be 
shown that (Al) and (A2) hold for F. A generator of F is the set T = 
It r, . . . , tn_l), where ti = diag(l - i/n,. . . ,I - i/n, -i/n,. . . , -i/n) are 
the diagonal matrices whose the first i diagonal entries are 1 - i/n and 
remaining ones are -i/n. For any 1 < i <j < n - 1 we have [ti,t,] = 
$1 - i/nXl -j/n) + (j - ix-i/n)(l -j/n) f (n - j>( -i/nX-j/n) = 
i(l -j/n) > 0. So Theorem 3.2 and the above remark imply the irreducibil- 
ity of G. 
Sometimes Theorem 3.2 can be used to test whether condition (A2) holds 
for a convex cone F satisfying (Al). 
EXAMPLE 3.3. Let V = R2 and G = {riv,2 : i = 0, 1,2,3}, where r,,,2 
is the rotation in the counterclockwise direction through the angle ir/2. Of 
course, by Lemma 3.1, G is irreducible. A cone satisfying (Al) is, for 
instance, F = {x E R2 : x1, x2 > 0). However, F does not satisfy (A2), be- 
cause there exist two nonzero orthogonal vectors in F, which is impossible bv 
(ii) of Theorem 3.2. 
1 wish to thank the referee for his helpful suggestions improving both the 
mathematical content and the presentation of this paper, In fact, the proof of 
the necessity part of Theorem 3.2 is due to the referee. 
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