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The most elementary and valuable
statement in science, the beginning of
wisdom, is ’I do not know’.
(Data, Star Trek TNG, S2E2 )
Zusammenfassung
Bei warmer dichter Materie (WDM) handelt es sich um den Übergangsbereich von Festkörpern hin zu dichten Plasmen.
Die Vorkommen von WDM sind in Planetenkernen, deren Mantelregionen oder in den Oberflächenregionen von Weißen
und Brauen Zwergen. Dabei ist die Beschreibung mit den typischen Ansätzen der Festkörperphysik und der Plasmaphy-
sik nur sehr bedingt möglich. Durch die hohen Drücke und Temperaturen an diesen Orten ist eine Untersuchung im
Labor schwierig, da diese Bedingungen aufgrund der verfügbaren Präparationstechniken nur für kleine Proben und kur-
ze Zeiträume erreichbar sind. Auf der Erde wird in Experimenten zur Trägheitsfusion der Bereich der WDM während
des Aufheizens und vor dem Starten der Fusion durchlaufen. Bei diesen Experimenten ist das zu zündende Deuterium-
Tritium-Gemisch von hochdichtem Kohlenstoff oder Kunststoffen ummantelt. Dabei werden die festen Proben von einem
ersten Schock geheizt und verflüssigt, bevor die eigentliche Kompression startet. Gerade für das Verstehen des Verhaltens
von Kohlenstoff nach diesem ersten Schock und der damit eintretenden Phasenänderung sind Messungen an Kohlenstoff
von elementarer Bedeutung, um die Trägheitsfusion zum Erfolg zu führen. Diese Arbeit befasst sich mit der Messung von
Kohlenstoff im Bereich der WDM, um den Phasenübergang zu charakterisieren. Diese Messungen können im nächsten
Schritt mit theoretischen Beschreibungen verglichen werden, womit diese weiterentwickelt werden können.
Behandelt werden zwei Experimente, in denen Kohlenstoff im Bereich der WDM untersucht wurde bei Dichten von
3,30 g/cm3 bis 4,30 g/cm3, Drücken zwischen 100 GPa und 200 GPa und Temperaturen von 5 000 K bis 11 000 K. Der
Zustand der WDM wurde dabei mittels lasergetriebener Schockwellen erreicht. Die Untersuchung erfolgte durch Messen
des Strukturfaktors, der mittels Röntgen-Thomson-Streuung (X-ray Thomson Scattering, XRTS) bestimmt wurde.
Im ersten Experiment, das am Rutherford Appleton Laboratory im Vereinigten Königreich durchgeführt wurde, sind Gra-
phitproben nahe der natürlichen Dichte (2,25 g/cm3) und mit reduzierter Dichte (1,30 g/cm3 und 1,84 g/cm3) eingesetzt
worden, um im komprimierten Zustand verschiedene Temperaturen zu erreichen ((5 700±600) K bis (14 500±1700) K
nach HELIOS Hydro-Simulationen). Während des Kompressionsvorgangs wurden die Proben zunächst auf ihre natür-
liche Dichte komprimiert, wodurch sich die interne Energie erhöhte, bevor die eigentliche Kompression stattfand. Der
erreichte Endzustand wurde mittels XRTS in Rückstreugeometrie vermessen. Dabei ließ sich direkt der Strukturfaktor
bestimmen, der als Maß der Ionenordnung und der Teilchenbewegung gesehen werden kann. Über ihn lässt sich die
Phase einer Probe und die Temperatur einer Flüssigkeit bestimmen. Zur Erzeugung der für diese Messmethode erfor-
derlichen Röntgenstrahlung wurde ein Strahl des Vulcan Lasersystems auf eine Vanadiumfolie fokussiert, wodurch diese
K-α-Strahlung bei 4 952 eV emittierte. Mit dem beobachteten Streuwinkel von 126◦ und der Photonenenergie ergab sich
ein Streuvektor k von 4,47 · 1010 m−1. Dieser wurde so gewählt, dass er in einem Bereich liegt, in dem sich der Struktur-
faktor während der Phasenänderung sehr stark ändert und nicht von Bragg-Peaks des ungeschockten Graphits überlagert
wird. Bei diesem Experiment konnte gezeigt werden, dass es mit Laserintensitäten von 1013 W/cm2 möglich war, Proben
mit reduzierter Dichte zu verflüssigen. Proben mit natürlicher Dichte sind hingegen fest geblieben. Die unterschiedli-
chen Temperaturen im komprimierten Material resultierten aus einer erhöhten Entropie während der Kompression, für
Proben mit reduzierter Dichte. Der Druck und die Dichte waren im Endzustand für feste und flüssige Proben vergleichbar.
Aufbauend auf diesen Erkenntnissen wurde ein zweites Experiment an der Linac Coherent Light Source am
Stanford Linear Accelerator Center in Kalifornien, USA durchgeführt. Die Vorteile des Einsatzes eines Röntgen-Freie-
Elektronen-Lasers gegenüber einer lasergetriebenen Röntgenquelle sind ultrakurze Pulse, eine variable Photonenener-
gie und eine äußerst schmale Energiebandbreite von 0,3% bei etwa 3 · 1012 Photonen pro Puls. Rückstreuspektren
konnten damit in einer bisher unerreichten Qualität aufgenommen werden, die aufgrund der 50 fs Pulse einer Mo-
mentaufnahme entsprechen. Die Kompression erfolgte erneut mit lasergetriebenen Schockwellen, mit Intensitäten von
7·1012 W/cm2 und 1,4·1013 W/cm2. Um im Endzustand verschiedene Temperaturen zu erreichen, wurden Graphitproben
mit Dichten von 1,53 g/cm3, 1,84 g/cm3 und 2,21 g/cm3 komprimiert. Durch die Verwendung von Photonenenergien von
4 500 eV und 6 000 eV und verschiedenen Streuwinkeln konnten im Experiment die Streuvektoren k1 = 4,12 · 1010 m−1,
k2 = 4,39 · 1010 m−1, k3 = 4,43 ·1010 m−1, k4 = 5,36 ·1010 m−1, k5 = 5,58 · 1010 m−1 und k6 = 5,76 ·1010 m−1 untersucht
werden. Dies ist aufgrund der Energiebandbreite und Winkelverteilung möglich, die viel schmaler als die von lasergetrie-
benen Röntgenquellen ist. Die Strukturfaktormessungen für Streuvektoren von 5 ·1010 m−1 bis 6 ·1010 m−1 lagen teils um
einen Faktor 2 über dem erwarteten Wert. Dies ist auf Reststrukturen von komprimiertem Graphit oder der Formation von
kubischen oder hexagonalen Diamant zurückzuführen, die das elastische Streusignal von flüssigem Kohlenstoff überla-
gerten. Das Vorhandensein einer Diamantstruktur erlaubte es, mittels Röntgenbeugung direkt die Dichte im geschockten
Zustand zu bestimmen. Die zusätzliche Messung der Schockgeschwindigkeit ermöglichte eine genaue Positionsbestim-
IV
mung im Dichte-Druck-Phasendiagramm im Bereich von (3,73± 0,11) g/cm3 bis (4,54± 0,13) g/cm3 und Drücken von
(87±5) GPa und (195±6) GPa. Durch den weiteren Vergleich der gemessenen Strukturfaktoren mit DFT-MD Simulationen
ist eine Temperaturzuordnung für den flüssigen Kohlenstoff und damit eine Positionsbestimmung im Temperatur-Druck-
Phasendiagramm möglich. Abschließend sind diese Ergebnisse mit simulierten Phasendiagrammen verglichen worden.
Unabhängig von der Ausgangsdichte variierte der gemessene Strukturfaktor zwischen 0,46 ± 0,02 und 0,92 ± 0,05 für
k1 = 4,12 · 1010 m−1. Dies entspricht Temperaturen von 5300+100−100 K bis 11100+5700−1400 K. Die Strukturfaktormessungen aller
Streuvektoren zeigen für geschockte Proben mit reduzierter Dichte und Laserintensitäten von 1,4 · 1013 W/cm2, trotz
möglicher Signalüberlagerungen noch eine Übereinstimmung des allgemeinen Verlaufs der DFT-MD Simulationen, da
diese die größte Entropie erfahren haben, damit am Wärmsten sind und am wenigsten Reststrukturen enthalten.
Abstract
In this thesis, the behavior of carbon in the warm dense matter (WDM) regime is investigated. WDM is the transition
regime between a solid dense material and a hot dense plasma. In this research area the description with typical methods
from solid state physics and plasma physics is complicated or impossible. WDM conditions can be found in planet cores,
their mantle regions or in the surface regions of white and brown dwarfs. Due to the natural places where material in this
condition is occurring, a laboratory study is limited to small and briefly available samples. For example the WDM state
is reached in experiments for inertial confinement fusion during the heating process for the ignition of the fusion. For
these pre-ignition processes the behaviour of carbon is of fundamental importance, because the deuterium-tritium fuel is
encapsulated by high-density carbon or plastic. The samples are heated up from a first shock and reach the liquid phase
before the final compression starts. Of special interest is the behavior of carbon after this first shock and the initialized
phase change to realize the fusion. Due to this, this thesis deals with the analysis of the phase transition of carbon in the
WDM regime. Further measurements are of importance for testing theoretical models of the phase diagram of carbon
under these conditions and the prediction beyond them.
The presented work includes two experiments that have investigated carbon in the WDM regime at densities between
3.30 g/cm3 and 4.30 g/cm3, pressures between 100 GPa and 200 GPa, and temperatures of 5 000 K and 11 000 K. The
WDM phase was achieved with laser-driven shock waves. The study and characterization of the material was done via
the ion-ion structure factor, which was determined by X-ray Thomson Scattering (XRTS).
One first experiment was performed at Rutherford Appleton Laboratory in the United Kingdom, where graphite sam-
ples close to the natural density (2.25 g/cm3) and samples with reduced density (1.30 g/cm3 and 1.84 g/cm3) were
used to reach different temperatures in the compressed state. HELIOS hydro-simulations predicted a temperature from
(5 700±600) K to (14 500±1700) K. The samples were compressed to their natural density first while the internal energy
increased before the compression to the final state begins. The phase was determined by the ion-ion-structure factor,
which describes the order and disorder in a system. It was measured by XRTS in a backscattering geometry. With this
information, for example the phase and the temperature of a liquid can be determined. For the X-ray generation, a
short-pulse beam of the Vulcan laser was focused on a vanadium foil. This leads to emission of K-α line radiation from
vanadium with a photon energy of 4 952 eV. The used scattering angle of 126◦ and the photon energy result in a scattering
vector k of 4.47 · 1010 m−1. This scattering vector was chosen because in this region the ion-ion structure factor changes
significantly during the phase change at this point and the scattering signal is not superimposed by the Bragg peak of
graphite with the natural density. The experiment has shown that it is possible to generate liquid carbon from samples
with reduced density and that samples with natural density remain solid with a laser intensity of 1013 W/cm2. Different
temperatures in the final state result from the higher entropy during the compression process of samples with a reduced
density. Both pressure and density in the final state are comparable for all samples.
Based on these results a second experiment at an X-ray free-electron-laser (XFEL) the Linac Coherent Light Source at
the Stanford Linear Accelerator Center in California, USA, was performed. The advantages of an XFEL are ultra-short
pulses, a variable photon energy, and an extremely small spectral bandwidth of 0.3% with about 3 · 1012 photons per
pulse. Thus, it was possible to get backscattering spectra of unprecedented quality. Because of the 50 fs pulses, the
resulting spectra are snapshots of the current state. The compression was achieved with laser driven shock waves, with
intensities of 7 · 1012 W/cm2 and 1,4 · 1013 W/cm2. To reach different final temperatures, carbon samples with differ-
ent initial densities of 1.53 g/cm3, 1.84 g/cm3, and 2.21 g/cm3 were used. Due to photon energies of 4 500 eV and
6 000 eV, different scattering angles, and the advantages of the small spectral bandwidth, multiple scattering wave vec-
tors k1 = 4.12 · 1010 m−1,k2 = 4.39 · 1010 m−1, k3 = 4.43 · 1010 m−1, k4 = 5,36 · 1010 m−1, k5 = 5.58 · 1010 m−1 and
k6 = 5.76 · 1010 m−1 could be measured in the experiment. The use of multiple scattering angles was possible since the
spectral bandwidth and angular distribution of the XFEL is much narrower than that of laser driven X-ray sources. The
structure factor measurements for scattering vectors from 5·1010 m−1 to 6 ·1010 m−1 were by a factor 2 above the expected
values. This can be explained by an increased elastic scattering signal that was created by Bragg scattering caused by
remaining structures of compressed graphite or the formation of cubic or hexagonal diamond. This signal overlaps with
the XRTS signal from liquid carbon. The presence of a diamond structure allowed the direct measurement of the final
density of the shocked state by X-ray diffraction. With the additional measurement of the shock velocity, the accurate
position in the density-pressure-diagram was determined in the regime between (87±5) GPa and (195±6) GPa and den-
sities from (3.73± 0.11) g/cm3 to (4.54± 0.13) g/cm3. By additional comparison of the measured structure factors with
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DFT-MD simulations, a temperature mapping for liquid carbon was possible and thus allowed a position determination
in the temperature-pressure-diagram. Independent of the initial density the measured structure factor varied between
0.46±0.02 and 0.92±0.05 for k = 4.12 · 1010 m−1. This corresponds to temperatures of 5300+100−100 K to 11100+5700−1400 K.
The structure factor measurements of all scattering wave vectors allowed, despite possible signal interference, a confir-
mation of the general course of the DFT-MD simulations for shocked samples with reduced density and an intensity of
1,4 · 1013 W/cm2. This shocked samples have the lowest influencing structures inside.
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Das Gebiet der warmen dichten Materie (Warm Dense Matter, WDM) ist ein relativ neues Gebiet der Physik, welches
bisher noch nicht ausreichend verstanden ist [Lee 2002]. Es handelt sich um den Übergangsbereich zwischen der Fest-
körperphysik und der Plasmaphysik. Der Parameterbereich erstreckt sich dabei über Temperaturen von einigen tausend zu
mehreren hunderttausend Kelvin, bei Drücken beginnend bei einigen tausend Atmosphären bis hin zum millionenfachen
des Atmosphärendrucks. Die Dichte befindet sich dabei in der Größenordnung von Festkörpern. Für die Betrachtung sind
die sogenannten Zustandsgleichungen von besonderer Bedeutung. Sie verbinden die thermodynamischen Eigenschaften
Druck, Dichte und Temperatur miteinander. Für das Verständnis komplexer Systeme wie der WDM sind neben den ge-
nannten Parametern auch noch weitere materialabhängige Parameter von Bedeutung: Opazität, Energieabsorptionsraten
und Phasenübergänge.
Bedeutend ist WDM im Bereich der Geo- und Planetenphysik, im Speziellen in der Beschreibung des Erdkerns oder
des Mantels von Planeten und dem Planetenaufbau [Vocadlo 2003, Koenig 2010]. Beispiele hierfür sind: die Mantel-
und Kernregionen unserer äußeren Planeten (Jupiter, Saturn, Neptun und Uranus) oder die Oberflächenregionen von
Braunen und Weißen Zwergen [van Horn 1991, Dufour 2007, Madhusudhan 2012]. Ein anderes Beispiel ist die Wech-
selwirkung eines Hochenergielasers mit einem Festkörper. Dabei wird an der Oberfläche ein Plasma erzeugt und das
Material wird in einen Zustand versetzt, der im Bereich der Physik hoher Energien und Dichten (High-Energy-Density-
Physics, HEDP) liegt [Drake 2006]. Der Bereich der WDM fungiert in diesem Zusammenhang als eine Transitregion,
bevor das Material den Zustand der HEDP erreicht. Auf der Erde stehen Proben für Untersuchungen an Materialien im
Bereich der WDM nur sehr kurzzeitig und in kleinen Mengen zur Verfügung, dabei ist der Aufwand für die Erzeugung
dieser Proben sehr groß. Da das Erreichen des WDM Regimes mit statischen Methoden kaum und für Drücke größer
als 100GPa und Temperaturen über 5 000 K nicht mehr möglich ist, müssen dynamische Methoden verwendet werden.
Eine Möglichkeit der Erzeugung von WDM bietet das Heizen mit intensiven Teilchenstrahlen [Fortov 1996], wobei hier
die Bestimmung des erreichten Drucks und der Dichte problematisch ist. Eine bessere Möglichkeit der Erzeugung von
WDM bietet die Nutzung von Schockwellen. Schockwellen komprimieren und erhitzen das Material, während sie sich
in diesem ausbreiten. Schockwellen können dabei durch Explosionen, einschlagende Projektile sowie mit leistungsfä-
higen Lasersystemen erzeugt werden. Beim Komprimieren mit einer Schockwelle kann der Endzustand bezogen auf
Dichte und Druck durch die Rankine-Hugoniot-Gleichungen bestimmt werden [Zeldovic 1966]. Dies ist möglich durch
die direkte Messung der Schockgeschwindigkeit und der Teilchengeschwindigkeit im Material. Mit dieser Technik kön-
nen lediglich makroskopische Größen bestimmt werden, welche nur Hinweise über die mikroskopische Struktur liefern
[Knudson 2008, Eggert 2009]. Um Informationen über die mikroskopische Struktur zu gewinnen, eignet sich die Me-
thode der spektral aufgelösten Streuung von Röntgenstrahlung, die es erlaubt, trotz der nur kurzzeitig zur Verfügung
stehenden Proben, im Bereich der WDM Untersuchungen vorzunehmen [Garcia 2008, Glenzer 2009, Ma 2014].
Kohlenstoff ist das vierthäufigste Element im Universum und entstand großteils durch den Drei-Alpha-Prozess
[Binder 1999]. Auf der Erde stellen Kohlenstoffverbindungen die Grundlage allen Lebens dar. Der Einsatz von Kohlen-
stoffverbindungen spielt in nahezu allen Errungenschaften der Menschheit eine Rolle [Krüger 2007]. Die Frage, warum
Kohlenstoff im Bereich der WDM untersucht werden sollte, ist mit der möglichen Realisierung eines Fusionskraftwerks
verbunden und in dem besseren Verständnis von Planetenphysik innerhalb und außerhalb unseres Sonnensystems be-
gründet. Die Planeten Uranus und Neptun beinhalten in ihrer Mantelregion große Mengen von Methan, welches unter
den vorliegenden Bedingungen in seine Bestandteile Kohlenstoff und Wasserstoff dissoziieren kann und sich somit flüs-
siger Kohlenstoff bilden könnte [Ross 1981, Sherman 2012]. Dieser kann einen Beitrag zum magnetischen Moment der
Planeten liefern, das im Fall von Uranus und Neptun eine ungewöhnliche nicht-dipolare und nicht-achsensymmetrische
Charakteristik aufweist [Stanley 2004]. Außerhalb unseres Sonnensystems gibt es die Möglichkeit der Existenz von Plane-
ten mit sehr hohen Kohlenstoffanteilen [Madhusudhan 2012]. In der Trägheitsfusion (Inertial Confinement Fusion, ICF)
gibt es zwei Bereiche in denen WDM eine Rolle spielt. Einmal durch das Prinzip des indirekten Treibens der Kompression,
bei der ein Goldhohlraum geheizt und somit dieser in den Bereich der WDM gelangt. Dieser emittiert Röntgenstrahlung,
welche die Kompression und damit die Implosion des zu fusionierenden Deuterium-Tritium-Gemischs treibt. Im kompri-
mierten Zustand dieser Probe startet dann die Fusion und damit die Freisetzung von Energie [Lindl 2004]. Der zweite
Bereich ist, dass während der Kompression das Gemisch selbst den Bereich der WDM durchläuft. Das Deuterium-Tritium-
Gemisch selbst ist in Form einer Kugel von einem Ablationsmaterial eingeschlossen. Das Ablationsmaterial dient als
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Treiber der Implosion durch Nutzung der Impulserhaltung. Die momentan aussichtsreichsten Materialverbindungen für
diese Hülle enthalten Kohlenstoff und sind aus Kunststoff oder Diamant [MacKinnon 2014]. Im Experiment erfährt die
Probe zuerst einen relativ schwachen Schock. Einige Nanosekunden später erfolgt die eigentliche Kompression für die Fu-
sion mit einem stärkeren Schock. Der erste Schock dient dabei zum Homogenisieren und Vorheizen der Probe. An diesem
Punkt ist der fest-flüssig Übergang von Kohlenstoff im Bereich der WDM von speziellem Interesse, da die Ablatorschicht
nach dem ersten Schock wieder gefrieren oder sich mit dem Fusionstreibstoff vermischen kann [MacKinnon 2014]. Durch
das Gefrieren kann es zu einer Dichtefluktuation kommen, womit hydrodynamische Instabilitäten verursacht werden.
Damit dies vermieden werden kann, ist ein verbessertes Verständnis der mikroskopischen Struktur nahe des Phasenüber-
gangs nötig, um präzise Modelle für diese Experimente zu haben. Dabei ist gerade über den Übergang zum flüssigen
Kohlenstoff wenig bekannt, da Kohlenstoff unter Normalbedingungen direkt sublimiert. Erst unter hohem Druck können
die Übergänge von Diamant zu flüssig und Graphit zu flüssig stattfinden. Es können also keine Näherungen über den
Phasenübergang aus einfach zugänglichen Bereichen für den Bereich der WDM getroffen werden. Erste Experimente
haben gezeigt, dass es möglich ist, den Phasenübergang von Kohlenstoff mittels Röntgen-Streu-Experimenten zu mes-
sen [Kraus 2013]. Eine genauere Bestimmung der Position im Phasendiagramm steht noch aus. Dabei konnte auch der
Prozess des Ausbildens von kurzzeitigen Bindungen im Bereich von 100 GPa für flüssigen Kohlenstoff beobachtet wer-
den. Durch das Ausnutzen der Temperaturabhängigkeit dieser Bindungen sollte eine Temperaturbestimmung in diesem
Bereich möglich sein. Das Kohlenstoffatom, bestehend aus seinem Kern und seinen sechs Elektronen, ist relativ klein.
Dies erlaubt eine umfangreiche theoretische Betrachtung des Systems, bis hin zu ab-initio1 Methoden für die Simulation
[Correa 2006]. Aufgrund des gesteigerten Interesses und des Mangels an akkuraten Messungen an Kohlenstoff unter
eben diesen Bedingungen sind in den letzten Jahren viele Simulationen zum Verlauf des Phasenübergangs durchgeführt
worden (siehe Abbildung 1.1). Die Verläufe der Simulationen weichen um mehrere 1 000 K voneinander ab und weisen
ein unterschiedliches Verhalten in ihrem Verlauf auf. Für die Überprüfung der Simulationsergebnisse sind weitere Daten
nötig.




























































Abbildung 1.1.: Links: Dargestellt ist das Phasendiagramm von Kohlenstoff, mit allen möglichen Übergängen und den
vorliegenden Strukturen [Zazula 1997]. Rechts: Dargestellt sind mehrere simulierte Phasenverläufe von
Kohlenstoff.
1 ab-initio lateinisch für „von Anfang an“
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2 Experimente
Die Daten dieser Arbeit wurden in zwei Experimenten gewonnen. Das erste wurde am Rutherford Appleton Laboratory
(RAL) im Februar und März 2013 mit dem Vulcan Lasersystem durchgeführt. Das Vulcan Lasersystem bietet aufgrund
seiner Größe die Möglichkeit, größere und damit homogenere Proben zu erzeugen als in Vorläuferexperimenten. Zusätz-
lich steht ein Kurzpulslaser zur Verfügung, um Röntgenstrahlung für die Diagnostiken zu erzeugen.
Das zweite Experiment wurde am Stanford Linear Accelerator Center (SLAC) im Mai 2014 mit der Linac Coherent Light
Source (LCLS) durchgeführt. Die Möglichkeit der Verwendung einer Röntgenquelle der vierten Generation bietet höhere
Intensitäten, eine hohe Brillanz, bessere Zeitauflösung und die Möglichkeit, viele Messungen in kürzerer Zeit durchzu-
führen, als es mit lasergetriebenen Röntgenquellen möglich ist.
3 Struktur und Aufbau der Arbeit
Diese Arbeit setzt sich nach diesem Einleitungskapitel wie folgt zusammen: Im zweiten Kapitel wird die Theorie be-
schrieben, die für das Verständnis der Arbeit von Bedeutung ist. Angefangen bei der Definition von WDM über die
Photonenabsorption zum Treiben der Schockwellen und deren Charakterisierung weiter zur Erzeugung von Röntgen-
strahlung. Im nächsten Schritt wird auf die Streuprozesse der Photonen mit der WDM eingegangen. Im folgenden Kapitel
wird auf die Beschreibung von hydro- und ab-initio-Simulationen eingegangen, mit denen später die Messergebnisse ver-
glichen werden. Im vierten Kapitel werden die zwei Experimente dieser Arbeit vorgestellt. Diese werden jeweils einzeln
und in chronologischer Folge, zuerst das Experiment am RAL und dann das folgende Experiment an der LCLS, behandelt.
Dies beinhaltet jeweils das Ziel des jeweiligen Experiments, dessen Aufbau und die verwendeten Lasersysteme, Röntgen-
quellen, Graphitproben und Diagnostiken, dabei wird kurz ihre Bedeutung für das Experiment dargestellt. Darauf folgt
jeweils die Justierung und Kalibrierung der einzelnen Komponenten im Experiment. Anschließend werden die Ergebnisse
vorgestellt, mit Simulationen verglichen und diskutiert. In Kapitel fünf erfolgt die Zusammenfassung der gewonnenen
Erkenntnisse aus den Experimenten und leitet in den Ausblick auf zukünftige Anwendungen und Experimente über.
4 Einheiten und Begriffe
Im Allgemeinen sind die Einheiten immer in SI-Einheiten angegeben. Für eine bessere Handhabung wird in einigen Fällen
jedoch auf handlichere Einheiten oder den im Fachgebiet üblichen Terminus zurückgegriffen. So wird zum Beispiel die
Intensität von Laserstrahlung in W/cm2 und nicht in W/m2 angegeben. Die Kennzeichnung von Vektoren innerhalb von
Gleichungen erfolgt durch fett geschriebene Buchstaben.
Das englische Wort Target im Sinne von Ziel, steht in diesem Bereich der Physik für ein Objekt, auf das ein Lasersystem
ausgerichtet ist und das während des Experiments zerstört wird. Bei dem Objekt kann es sich um die zu untersuchende
Probe direkt oder um einen komplexeren Aufbau zur Röntgenerzeugung handeln.




Dieses Kapitel behandelt die physikalischen Grundlagen, die für das Verständnis und die Interpretation der gewonnenen
Daten von elementarer Bedeutung sind, beginnend bei den Grundlagen der Plasmaphysik und von WDM, über die Physik
von Schockwellen für die Erzeugung der WDM bis hin zur Behandlung der Röntgen-Thomson-Streuung (X-ray Thomson
Scattering, XRTS). Ein Schwerpunkt liegt hierbei auf der Wechselwirkung von intensiver Laserstrahlung mit Materie, um
WDM zu erzeugen und der Charakterisierung dieses Zustands. Soweit nicht anders angegeben, basieren die Grundlagen
der vorgestellten Physik auf den Werken von S. Eliezer, R. P. Drake, P. Mulser, Y. B. Zeldovic und Y. P. Raizer [Eliezer 2002,
Drake 2006, Mulser 2010, Zeldovic 1966].
1 Kohlenstoff
Kohlenstoff kann unter Normalbedingungen in den Strukturen Graphit, Diamant, hexagonaler Diamant1 [Bundy 1967]
und als Fulleren vorliegen. Die ersten drei Strukturen sind in Abbildung 2.1 dargestellt und ihre Gitterparameter in Ta-
belle 2.1 angegeben. Kohlenstoff liegt dabei zum Großteil, ungefähr 99%, als 12C Isotop vor. In dieser Arbeit wird die
Struktur von Kohlenstoff unter extremen Bedingungen untersucht. Dabei haben Isotope keinen Einfluss auf die Ergeb-
nisse und werden nicht weiter berücksichtigt. Kohlenstoff ist mit der Ordnungszahl sechs und dementsprechend sechs
Elektronen in der Hülle ein System mit wenigen Teilchen im Vergleich zu schwereren Elementen mit mehr Teilchen. Es
ist damit ein relativ einfaches System, das noch mit der verfügbaren Rechenkapazität per Simulation zugänglich ist.
Alle Kohlenstoffstrukturen sind unter Normalbedingungen einfach zu handhaben und Proben können damit einfach
vorbereitet werden. Das Verhalten von Kohlenstoff ist bis hin zu wenigen 10GPa und einigen Tausend Kelvin gut charak-
terisiert. Ein Phasendiagramm von Kohlenstoff wurde in Abbildung 1.1 dargestellt.
Abbildung 2.1.: Die Grafiken zeigen verschiedene Kohlenstoffstrukturen: Diamant (links), Graphit (mitte), hexagonaler
Diamant (rechts). Die Grafiken wurden aus [Ströck 2006] entnommen.
Graphit Diamant hexagonaler Diamant
Kristallsystem hexagonal kubisch hexagonal
Raumgruppe P63/mmc Fd3m P63/mmc
Abstand [10−10m] a = 2,461 a = b = c = 3,567 a = 2,52
c = 6,708 c = 4,12
Winkel α= β = 90◦ α= β = γ= 90◦ α= β = 90◦
γ= 120◦ γ= 120◦
Tabelle 2.1.: Gitterparameter von Kohlenstoffstrukturen. a, b und c sind dabei die Seitenlängen der Elementarzelle und
α,β und γ die Winkel zwischen den Kanten der Elementarzelle. Die Parameter sind aus den Mineralogischen
Tabellen von H. Strunz entnommen worden [Strunz 2001].
1 Wird auch als Lonsdaleit bezeichnet.
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Der Übergang von Graphit auf Diamant, welcher bei Raumtemperatur bei etwa 20GPa einsetzt, ist schon in den Achtzi-
gern untersucht worden [Gust 1980]. Bei Graphit setzt sich die Struktur aus Ebenen hexagonalen Strukturen zusammen,
die in vielen Ebenen übereinander geschichtet sind. Dabei ist jede folgende Ebene derart versetzt, dass jede darauf folgen-
de Ebene wieder über der ersten Ebene liegt. Die Kompression kann hier zuerst zwischen den Ebenen oder entlang der
Ebenen stattfinden. Dabei entstehen, abhängig von der Zusammensetzung und Ausrichtung der Graphitstruktur zur Kom-
pressionsrichtung, Diamant oder hexagonaler Diamant, wobei sich auch Mischformen bilden können [Kurdyumov 2012].
Die entstehenden Strukturen sind dabei zusätzlich abhängig von der Stärke und der Geschwindigkeit der Kompression
[Kraus 2016].
Der Phasenübergang von Graphit zu flüssigem Kohlenstoff ist, wie in der Motivation dargelegt, experimentell nur wenig
untersucht und auch nur schwer zugänglich. Die Untersuchung des Übergangs, beginnend von einer Diamantstruktur
zu flüssigem Kohlenstoff, ist mit Experimenten am OMEGA Laser [Bradley 2004, Eggert 2009] durchgeführt worden,
wobei Drücke von 600GPa erreicht worden sind. Als Proben sind monokristalline Diamanten verwendet und der Pha-
senübergang durch Änderungen in der Transparenz und der Reflektivität der Probe gemessen worden. Messungen
lassen vermuten, dass die Phasenänderung sehr schnell abläuft, bei Drücken um 20GPa in ein paar Nanosekunden
[Erskine 1991] und mit steigendem Druck schneller als eine Pikosekunde [Mundy 2008]. Für Übergänge von Graphit
zu flüssigem Kohlenstoff durch Schockkompression gibt es keine aussagekräftigen Messungen. Auch ab-initio Simulatio-
nen liefern noch kein eindeutiges Bild [Grumbach 1996, Wang 2005, Correa 2006, Correa 2008]. Aus der Betrachtung
der Schock-Hugoniot-Kurve müsste der Phasenübergang fest-flüssig für einen idealen Graphit-Kristall mit 2,26 g/cm3
zwischen 80 GPa und 300 GPa [Grover 1979, Nellis 2001] und bei Temperaturen von 6 000 K bis 8 000 K liegen. Für ge-
ringere Dichten muss der Übergang bei geringeren Drücken liegen, da diese eine höhere Temperatur erreichen (siehe
Abschnitt 4.1.4) [Batani 2004]. Simulationen zeigen auch, dass die Volumenänderung für diesen Übergang nur sehr
klein ist [Wang 2005] und es damit kaum möglich ist, diesen nur durch Bestimmen der Schockgeschwindigkeit und der
durch den Schock in Bewegung gesetzten Teilchen auf klassische Art zu bestimmen.
Durch Nutzen von Röntgen-Streuexperimenten ist es möglich, den Phasenübergang unter diesen extremen Bedingungen
auf der Strukturebene direkt zu beobachten [Kraus 2012]. Diese Art der Strukturbestimmung (siehe Abschnitt 5) wird in
dieser Arbeit verwendet, um die Struktur und Temperatur von Kohlenstoff in verschiedenen Endzuständen bezogen auf
Druck und Dichte zu messen. Kohlenstoff weist im Bereich der flüssigen Phase der WDM noch eine direkte Teilchenwech-
selwirkung auf, die zu einer Zweipeakstruktur des Strukturfaktors führt [Kraus 2013] und die Temperaturbestimmung
ermöglichen sollte.
Für das Verhalten von Kohlenstoff unter noch größeren Drücken oberhalb von 1 000 GPa existieren eine Reihe von Theo-
rien für eine mögliche metallische Phase von Kohlenstoff [Vechten 1973] oder eine BC8 Struktur2 [Correa 2008]. Die
sich ausbildenden Strukturen sind dabei stark temperaturabhängig.
2 Plasma und WDM
Die Einordnung des WDM Bereichs kann auch mit einer Reihe von Plasmaparametern erfolgen. Die Plasmaparameter
werden für Plasmen verwendet, um abzuschätzen mit welchen Methoden das Plasma beschrieben werden kann. In Ab-
bildung 2.2 sind die verschiedenen Bereiche der Plasmaphysik mit Fokus auf hohe Energiedichten und deren Vorkommen
oder technische Anwendung dargestellt. Zu diesem Bereich gehört auch die WDM. Das Plasma ist einer der Zustände der
modernen Physik neben den drei klassischen Zuständen: fest, flüssig und gasförmig. Bei einem idealen Plasma handelt
es sich um einen quasineutralen Zustand bestehend aus neutralen und ionisierten Atomen und Elektronen mit einem
kollektiven Verhalten, für dessen Beschreibung die Debyelänge und die Plasmafrequenz von Bedeutung sind.
Die Debyelänge lässt sich wie folgt erklären. Durch elektrostatische Anziehung und Abstoßung im Plasma befinden sich
im statistischen Mittel um einen Ladungsträger weniger Ladungsträger der gleichen Polarität als der entgegengesetzten.
Dies führt zu einer Abschirmung der Ladung nach außen. Diesem Prozess wird durch die thermische Bewegung der
Ladungsträger entgegengewirkt. Ein Maß für die Reichweite dieser Abschirmung ist die Debyelänge λD. Sie ist die Grenze,
an der das elektrische Potenzial einer lokalen Überschussladung auf 1/e abgefallen ist. Für die Debyelänge gilt unter















2 BC8 ist eine kubisch innenzentrierte Gitterstruktur (Body-Centered Cubic, BCC) mit acht Atomen pro Einheitszelle und gehört der Raum-
gruppe Ia3(T 7h ) an.
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Abbildung 2.2.: Bereiche der Physik mit hohen Energiedichten. Die Abbildung ist angelehnt an [Drake 2006]. Die Drucklini-
en für 1 Mbar und 1 Gbar entsprechen im horizontalen Teil dem Druck eines Strahlungsfeldes im Gleichge-
wicht mit dieser Temperatur. Oberhalb dieses Bereiches ist das Plasma strahlungsdominiert, sofern sich das
System im Gleichgewicht befindet. Das Abknicken der Linie erfolgt, wenn der thermische Druck größer
als der Strahlungsdruck wird.
mit e0 der Elementarladung, ε0 der elektrischen Feldkonstante, kB der Boltzmann-Konstante, ne der Teilchendichte der
Elektronen und Te Temperatur der Elektronen. Der Index α bezieht sich auf das Element des Ions, da ein Plasma meist aus
mehr als einer Komponente besteht. Dementsprechend ist ni,α Teilchendichte der Ionen, Zα die Ladungszahl der Ionen
und Ti,α die Temperatur der Ionen.
Die Plasmafrequenz beschreibt eine periodische Oszillation der Ladungsdichte in einem Plasma. Werden die freien Elek-
tronen verschoben oder verdichtet, wirkt diesem die Coulombkraft entgegen und versucht eine homogen verteilte La-
dungsdichte herzustellen. Durch die Trägheit der Ladungsträger werden diese über die neutrale Lage hinaus bewegt,





mit me der Elektronenmasse. Für die Berechnung der Plasmafrequenz wird von kalten Elektronen ausgegangen, wobei
die thermische Bewegung vernachlässigt wird.
Debyelänge und die Plasmafrequenz werden benötigt, um festzustellen, ob es sich um ein ideales Plasma handelt. Dafür
müssen folgende drei Bedingungen erfüllt sein:
• Das Plasmavolumen muss größer sein als eine Kugel mit der Debyelänge als Radius. Dies bedeutet, dass eine lokale
Überschussladung außerhalb dieser Kugel ausgeglichen ist und das Plasma von außen betrachtet neutral ist.
• Die Anzahl der Teilchen in einer Kugel mit dem Radius der Debyelänge ist viel größer als eins.
• Die Zeit zwischen zwei Stößen ist größer als die Periode der Plasmafrequenz.
Ein weiterer Parameter zum Beschreiben von Plasmen bietet der Entartungsparameter Θ, der die Entartung der Fermini-













mit Te der Elektronentemperatur und h = 2pi~ dem Planckschen Wirkungsquantum. Übersteigt die Dichte der Ladungs-
träger ein gewisses Level, steigt der Anteil der repulsiven Kräfte durch das Pauli-Verbot und damit der Einfluss von
quantenstatistischen Effekten im System. Die Abgrenzung zwischen entarteten und nicht entarteten Plasmen skaliert mit
T ∝ n2/3. Im entarteten Plasma ist die Fermienergie größer als die thermische Energie (Θ < 1) und die meisten Elektro-
nen besetzen Zustände innerhalb des Fermisees, in dem Quanteneffekte von Bedeutung sind.
Die thermodynamischen Eigenschaften eines idealen klassischen Plasmas sind gut bekannt, sofern es sich um dünne
Plasmen handelt. Die WDM befindet sich im Grenzbereich zu dichten Plasmen. Die Problematik bei der Beschreibung
von WDM ist, dass hier die Dichte zu hoch ist, um die Modelle der Plasmaphysik anwenden zu können, wobei die
Energie im System zu hoch ist, als dass Modelle für Festkörper verwendet werden könnten, da diese Modelle mit der
Annahme T = 0K arbeiten. Durch die hohe Dichte nimmt der Abstand der Teilchen immer weiter ab und die repulsiven
Wechselwirkungen der Teilchen untereinander nehmen zu. Für den mittleren Teilchenabstand da der Atome und de der
Elektronen gilt näherungsweise:














mit T der Temperatur des Systems. Diese Länge stellt die Reichweite des Pauli-Prinzips dar, ab der der Quantencharakter
der Plasmateilchen nicht mehr vernachlässigt werden kann. Mit der Kombination aus der Elektronendichte und der











e  1: Es handelt sich um ein nicht entartetes Plasma im klassischen Gleichgewicht.
• neΛ
3
e ≥ 1: Die Aufenthaltswahrscheinlichkeiten der Elektronen-Wellenfunktionen überlappen [Kremp 2005]. Die
Elektronen sind ununterscheidbar und Entartungseffekte3 können nicht vernachlässigt werden.
• neΛ
3
e > 10: Es handelt sich dabei um ein stark entartetes Plasma, für das ein vollständig entartetes Elektronengas
angenommen werden kann.
Im WDM Bereich gilt in etwa neΛ
3
e ≈ 1. Dabei überlappen sich die Aufenthaltswahrscheinlichkeiten der Elektronen
und es muss die Ununterscheidbarkeit der Plasmateilchen berücksichtigt werden. Damit ist die Beschreibung von WDM
kompliziert, da beide Modelle für nicht entartete und stark entartete Plasmen nicht direkt oder einzeln anwendbar sind.
Eine andere Möglichkeit der Abgrenzung bietet der Kopplungsparameter Γ , der das Verhältnis der Coulomb-Energie Epot

















Hierbei geben a und b die Teilchenarten an und Tab ist die effektive Wechselwirkungstemperatur. Dabei skaliert der
Abstand dab zur Dichte n mit dab ∝ n−1/3e , womit die Grenze zwischen schwach und stark gekoppelten Plasmen mit
T ∝ n1/3 skaliert. Anschaulich erklärt ist die Zahl der freien Elektronen in einer Debye-Kugel für ein stark gekoppeltes
Plasma viel kleiner als in einem schwach gekoppelten Plasma. Bei Γ < 1 handelt es sich um schwach gekoppelte Plasmen,
bei denen die Coulombwechselwirkung nur eine untergeordnete Rolle gegenüber der thermischen Bewegung spielt. Für
Γ  1 ähnelt das Verhalten des Plasmas immer mehr dem eines idealen Gases. Ist Γ > 1, steigen die Wechselwirkungen
der Teilchen untereinander stark an. Für den Bereich der WDM ist Γee ≈ 1. In diesem Zustand sind die Elektronen nur
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Abbildung 2.3.: Dargestellt sind der Kopplungsparameter zur Unterscheidung von stark- und schwachgekoppelten Plas-
men und die Entartung des Plasmas. Die Geraden entsprechen den Gleichungen 2.3 und 2.8 für ein reines
Wasserstoffplasma.
leicht gekoppelt, aber die Coulombwechselwirkung kann nicht mehr vernachlässigt werden. In Abbildung 2.3 sind ver-
schiedene Plasma-Regimes dargestellt.
Nach der vorgenommenen Abgrenzung der WDM von anderen Zuständen, wird jetzt auf die Herausforderungen und die
Problematiken beim Umgang mit WDM eingegangen. Messungen an WDM sind aufgrund der meist nur kurzzeitig zur Ver-
fügung stehenden Proben komplex. Zusätzlich ist die Präparation von homogenen Proben eine weitere Herausforderung.
Dabei sind die Proben undurchsichtig für optisches Licht, weshalb auf Röntgenstrahlung oder Teilchenstrahlung zurück-
gegriffen werden, um diese in ihrem Inneren zu untersuchen. Ein typisches Instrument für die Plasmacharakterisierung
bietet die optische Emissionsspektroskopie. Diese Technik ist eingeschränkt auf die Bestimmung von Oberflächenparame-
tern im Fall der WDM. Die momentan beste theoretische Beschreibung von WDM gelingt mit first principles oder ab-initio
Methoden. Diese Ansätze starten direkt bei den Grundlagen der Physik und es bedarf keiner weiteren Annahmen, wie
empirischen Modellen oder ein erweitertes Setzen von Anpassungsparametern. Dabei werden für kondensierte Materie
nur die Wechselwirkungen zwischen jedem Teilchen betrachtet und die Arten der Wechselwirkungen sind bekannt. Das
Problem ist die Anzahl an zu berücksichtigenden Teilchen, die diese Art von Simulationen sehr rechenintensiv macht.
Aus diesem Grund können keine Parameterstudien durchgeführt werden.
Der im Experimentalteil dieser Arbeit untersuchte Kohlenstoff, mit einer Temperatur von etwa 10000K und Dichten im
Festkörperbereich, befindet sich im Parameterbereich der WDM, in dem die klassischen Beschreibungen nicht greifen und
neue Ansätze für die Beschreibung entwickelt werden müssen. Um diese Modelle zu verbessern und zu vergleichen, sind
Messungen am Material unter diesen Bedingungen unabdingbar. Hierfür bietet sich Kohlenstoff an, da es eine niedrige
Ordnungszahl und damit wenige Elektronen hat. Dadurch ist eine Betrachtung mittels Simulationen möglich und öffnet
den Weg für die Untersuchung weiterer schwererer Elemente. Es ist ein Material, dessen Anwendungen im Bereich der
WDM in naher Zukunft greifbar werden und deshalb Wissen über sein Verhalten in den nächsten Jahren von Bedeutung
sein wird. Die experimentelle Untersuchung von Vorgängen und Strukturen im Inneren von Materie ist bei diesen Bedin-
gungen schwierig. Eine Möglichkeit zur Untersuchung bietet dafür die Röntgen-Thomson-Streuung Technik, diese wird
in Abschnitt 5 beschrieben.
3 Siehe entartete Materie, bei der aufgrund des Pauli-Prinzips zwei Fermionen nicht den gleichen Quantenzustand belegen können und zu
einen Entartungsdruck führt, der dem Gravitationsdruck entgegen wirkt.
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3 Radiale Verteilungsfunktion und statischer Strukturfaktor
Im Bereich der WDM liegen die Dichten in der Größenordnung von Festkörpern. Bei diesen Dichten können die Atome
größere Strukturen bilden oder aneinander gedrückt werden. Diese Systeme zeigen dann ein Verhalten der Teilchen un-
tereinander, die als geordnete und ungeordnete Systeme beschrieben werden können. Sehr geordnete Strukturen liegen
bei Kristallen vor, in denen sich die Strukturen über makroskopische Distanzen immer wiederholen und gleich bleiben.
In diesem Fall wird von einer Fernordnung gesprochen. In Flüssigkeiten gibt es keine weitreichende Ordnung (siehe






Abbildung 2.4.: Darstellung der Nahordnung in einem flüssigen System. Die Nahordnung besteht hier aus einem Ring
r1 + dr1 aus Atomen (magenta) um das Zentralatom (rot), während sich in der zweiten Reihe mit dem
Ring r2 + dr2 nur noch eine sehr geringe Ordnung bezogen auf das Zentralatom ergibt und wenige Ato-
me (blau) zentral in dr2 enthalten sind. Die aus dieser Nahordnung resultierende Verteilungsfunktion
entspricht in etwa der in Abbildung 2.5 dargestellten Funktion für Γ = 174.
Um etwas über die Ordnung herauszufinden, werden die Abstände zwischen zwei Teilchen verglichen. Für ein System
aus N identischen Teilchen im Volumen V , von denen nur n Teilchen betrachtet werden, während die restlichen N − n
Teilchen keinen Beschränkungen unterliegen, ergibt sich die radiale Verteilungsfunktion zu:
g(n)(r1, ..., rn) =
V nN !







mit UN der potenziellen Energie, β = 1/(kBT ), ri mit i = 1, ...,N Positionen der N Teilchen und ZN der Zu-
standssumme. Die Zahl der direkt betrachteten Atome n gibt auch die Ordnung der Korrelationsfunktion oder der
N-Punkt-Wahrscheinlichkeitsdichte wieder. Von besonderer Bedeutung ist die 2-Punkt-Wahrscheinlichkeitsdichte (n = 2)
g(2)(r1, r2). Die Paarverteilungsfunktion hängt für kugelförmige Teilchen nur vom Abstand zwischen r1 und r2 ab und
wird dann auch radiale Verteilungsfunktion genannt. Die Wahrscheinlichkeit nun ein Teilchen am Ort rn zu finden, wenn
sich am Ort r1 ein Teilchen befindet, ergibt sich aus:









V (N − 1)
N
〈δ(r− r1)〉 (2.10)
mit δ der Dirac’schen Delta-Funktion, 〈...〉 dem Ensemble-Mittelwert, ρTV der durchschnittlichen Teilchenzahl pro Volu-
men (ρTV = N/V ) und r= rn − r1.
In Abbildung 2.5 ist die Paarverteilungsfunktion von Systemen mit verschiedener Ordnung gezeigt. Dabei zeichnen sich
Kristallsysteme durch eine Fernordnung aus, die durch die Periodizität des Kristallgitters gegeben ist, in der in definierten
Abständen immer ein Teilchen zu finden ist und nur dort g(r) 6= 0 ist. Aufgrund der Nahordnung in einer Flüssigkeit wird
der Wert der Paarverteilungsfunktion g(r) für größere Abstände immer kleiner und es gilt g(r)
r→∞
= 1. Wird ein gewisser






































Abbildung 2.5.: Gezeigt ist die radiale Verteilungsfunktion für verschiedene Kopplungsparameter, nachempfunden aus
[Ma 2014]. Γ = 174 kann mit Abbildung 2.4 verglichen werden.
Für ein gegebenes Wechselwirkungspotenzial kann die radiale Verteilungsfunktion berechnet werden. Ansätze dafür
bieten Monte-Carlo-Methoden oder die Ornstein-Zernike-Gleichung unter der Verwendung von Näherungen, wie der
Percus-Yevick-Näherung oder der Hypernetted-Chain-Theorie (HCT) [Wünsch 2011]. Das Problem bei der Betrachtung
von WDM ist, dass die Wechselwirkungspotenziale für Materie unter diesen Bedingungen nicht bekannt sind. Aus der
radialen Verteilungsfunktion kann im nächsten Schritt mittels Fouriertransformation der Strukturfaktor bestimmt werden.
Der Strukturfaktor ist eine mathematische Beschreibung dafür, wie ein Material einfallende Strahlung streut. Der statische
Strukturfaktor ist S(k) = 1/N
¬∑N
i 6= j=1 exp(−ik(ri − r j))
¶

























e−ikr 〈δ(r− r1)〉dr (2.12)





mit r = r1 − r2 und ρTV der Teilchenzahl pro Volumen. Dies zeigt, dass der Strukturfaktor die Fouriertransformation der
radialen Verteilungsfunktion ist [Reichl 2004]. Diese Gleichung ist in dieser Form nur im Sinne von Distributionen richtig.
Ist g(r) nicht normalisiert (g(r)
r→∞
= 1), dann divergiert
∫
V g(r)dr und führt zu einem Dirac-Peak im Ursprung für den
Strukturfaktor. Da dieser Beitrag experimentell nicht zugänglich ist, kann er von der Gleichung abgezogen werden und
der Strukturfaktor als eine reguläre Funktion definiert werden.




Durch Umbenennen dieser Gleichung zu S(k)≡ S′(k) ergibt sich der Strukturfaktor. Der Strukturfaktor kann experimen-
tell durch Röntgenstreuung [Gregori 2004] oder auch mit Neutronenstreuung [Lovesey 1984] bestimmt werden. Durch
Messung des Strukturfaktors lässt sich eine Aussage über die Ordnung im System treffen und die Form, in welcher das
Material vorliegt. Der Vorteil ist, dass somit Informationen über das Innere von Proben gewonnen werden können, bei
denen das sonst nicht möglich wäre, wie im Bereich der WDM.
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4 Photon-Materie-Wechselwirkungen
Dieser Abschnitt beschäftigt sich mit den resultierenden Effekten durch die Wechselwirkungen von Photonen mit Ma-
terie. In dieser Arbeit werden Lasersysteme für die Erzeugung der WDM Proben und im ersten Experiment auch zur
Erzeugung der Röntgenstrahlung für die Röntgenstreuung verwendet. Bei beiden Prozessen wechselwirken Photonen
erst mit Festkörpern und dann mit dem erzeugten Plasma. Im zweiten Experiment sind die Photonen von einem Freie-
Elektronen-Laser (Free-Electron-Laser, FEL, siehe Abschnitt 4.2.2) erzeugt worden, die dann für die Röntgenstreuung
genutzt wurden. Dabei wurden für die Erzeugung der WDM Laserintensitäten von 1013W/cm2 und für die Röntgener-
zeugung Laserintensitäten von 1017W/cm2 verwendet [Kritcher 2007]. Um ein Plasma auf einer Oberfläche zu zünden,
werden zum Vergleich mindestens Intensitäten von 109W/cm2 benötigt [Mulser 2010].
Trifft ein Photon auf ein Medium, dringt es in dieses ein. Die Eindringtiefe hängt dabei von der Photonenenergie und dem
Material ab. Diese beiden Eigenschaften haben Einfluss auf den Absorptionskoeffizienten. Beim Durchlaufen der Photo-
nen durch das Material werden dementsprechend immer mehr Photonen absorbiert und es erfolgt ein exponentieller
Abfall der Intensität. Die Abschwächung einer Strahlung beim Durchlaufen einer Distanz x ergibt sich zu:
I(x) = I0e
−∫ x0 µ(x ′)dx′ (2.15)
mit I0 der Anfangsintensität und µ dem Absorptionskoeffizienten. Dabei sind, abhängig von der Photonenenergie, ver-
schiedene Streuprozesse von Bedeutung, die für den Absorptionskoeffizienten verantwortlich sind, da diese energieab-
hängige Wirkungsquerschnitte haben. Ist der Energieeintrag durch die Photonen groß genug, entsteht zuerst an der
Materialoberfläche ein Plasma. In Plasmen können Photonen nur bis in Bereiche eindringen, in denen die freie Elektro-








mit ωL der Laserfrequenz, λL der Laserwellenlänge, me der Elektronenmasse und ε0 der Dielektrizitätskonstanten. An
der kritischen Dichte werden die Photonen reflektiert oder absorbiert [Eliezer 2002]. Die Photonenfrequenz entspricht
dort der Plasmafrequenz der Elektronen. Abhängig von der Intensität der einfallenden Photonen können diese damit
eine Schockwelle oder eine Röntgenquelle induzieren. Dabei wird im Folgenden zuerst auf die Theorie von Schockwellen
eingegangen und im Anschluss auf die Röntgenerzeugung.
4.1 Schockwellen
Die in dieser Arbeit untersuchten WDM Proben wurden durch eine Schockwelle im Kohlenstoff erzeugt. Dabei wird das
Material zusammengepresst, womit die Dichte erhöht wird. Zeitgleich steigt die Entropie im Material, womit es zu einer
Temperaturerhöhung im Material kommt. Wird die Kompressibilität von Materie im Allgemeinen betrachtet, ist diese
stark abhängig von der Phase. Der große Unterschied zwischen Gasen, Flüssigkeiten und Festkörpern ist, dass die bei-
den Letztgenannten nur sehr schwer zu komprimieren sind. Dies liegt an den starken repulsiven Kräften zwischen den
Atomen, wenn versucht wird, diese näher aneinander zu schieben. Dabei tritt eine nennenswerte Kompression erst ab
Drücken von größer als 100GPa auf. Bei den in diesen Experimenten erreichten Drücken zwischen 100 GPa und 200 GPa
geht die Energie des Schocks in etwa zu gleichen Teilen in die kalte Kompression zum Überwinden der repulsiven Kräfte
der Atome und in thermische Energie über [Zeldovic 1966].
In den folgenden Abbildungen und der folgenden Betrachtung verläuft die Schockrichtung immer von links nach rechts.
In Abbildung 2.6 links ist eine Schockwelle schematisch dargestellt, in der der Schock für den Betrachter ruht4 und das
Material von rechts nach links in die Diskontinuität gelangt, während in der mittleren Abbildung der Beobachter die Be-
wegung der Schockwelle von außen beobachtet und diese von links nach rechts läuft. Dabei wird im Laborsystem v für
die Geschwindigkeit genutzt und in dem der Schockfront u. Weiter beschreibt der Index 0, dass das Material ungestört ist
und der Index 1 verweist auf das geschockte Material. Eine Schockwelle zeichnet sich dadurch aus, dass sich eine Dich-
teänderung im Material mit Überschallgeschwindigkeit ins ungestörte Material ausbreitet und die Zeit Ts, die es für die
Kompression braucht, kurz im Vergleich zu der Zeit ist, für die der hohe Druck und die Dichte existieren. Die Anstiegszeit
Ts beschreibt dabei die Zeit, die es braucht, bis das ungestörte Material maximal komprimiert ist (siehe Abbildung 2.6).
Hinter der Schockfront, im geschockten Material, ist die Schallgeschwindigkeit höher und die Schockfront bewegt sich
für diese Materialbedingungen mit Unterschallgeschwindigkeit.






















Abbildung 2.6.: Links: Das Schocksystem bewegt sich mit dem Schock. Dabei ist u0 = 0, u1 < 0 und es gilt u0 = −vs
mit vs der Schockgeschwindigkeit. Mitte: Laborsystem in dem der Beobachter ruht und die Schock-
welle sich bewegt. Die Anstiegszeit der Dichteänderung ist mit Ts angegeben. Rechts: Darstellung der
Materialänderung, die durch ein Schock verursacht wird.
Schockwellen für die Kompression können getrieben werden durch Explosionen, Flyer-Plates5 oder durch den Ablati-
onsdruck eines lasererzeugten Plasmas. Die folgenden Betrachtungen werden im Eindimensionalen durchgeführt. Damit
diese Annahme für die Betrachtung im Experiment gelten kann, muss die Fläche des zu schockenden Materials groß sein
im Verhältnis zur Dicke der Probe.
Für die Beschreibung wird zuerst auf die Hugoniot-Gleichungen eingegangen, über die die Bedingungen vor und hinter
der Schockfront miteinander verbunden sind. Im nächsten Schritt wird das Verhalten von Schockwellen an Grenzflächen
betrachtet und wie diese sich fortsetzen. Dies ist von Bedeutung für das Lösen der Hugoniot-Gleichung durch im Ex-
periment zugängliche Parameter. Die durch Folgen der Hugoniot-Kurve erreichbaren Endzustände im Phasendiagramm
und damit die Möglichkeiten der Untersuchung des Phasenübergangs sind begrenzt. Um den möglichen Bereich der
Endzustände zu erweitern, wird auf die Kompression von porösen Materialien, welche dies erlauben und auf die schock-
welleninduzierte Phasenänderung eingegangen. Abgeschlossen wird das Kapitel mit der Erzeugung von lasergetriebenen
Schockwellen und deren Aufbau.
4.1.1 Hugoniot-Gleichungen
Der Schockprozess wird durch die Euler-Fluidgleichungen6 beschrieben, wobei der Massen-, Impuls- und Energieer-

































































Dabei ist v die Fluidgeschwindigkeit, ρ die Dichte, P der Druck und E die spezifische innere Energie. In Abbildung 2.6
ist der Schock im Laborsystem und im sich mit der Schockfront bewegenden System dargestellt.
Im Folgenden wird eine 1D Schockwelle betrachtet, die durch ein ungestörtes Material (v0 = 0) läuft, mit Dichte ρ0,
Druck P0 und der Geschwindigkeit der Schockfront vs. Für eine Schockwelle ist entscheidend, dass die Schockge-
schwindigkeit größer sein muss als die Schallgeschwindigkeit im ungestörten Material, da sonst keine stabile Lösung
der Euler-Gleichung vorliegt. Hinter der Schockfront hat das Material die Dichte ρ1 und den Druck P1. Dabei bewegt
sich das Material mit der Teilchengeschwindigkeit vp = v1, die geringer ist als die Schockgeschwindigkeit vs. Für eine
5 Bei einer Flyer-Plate handelt es sich um eine Platte, die mit großer Geschwindigkeit auf ein Objekt trifft und dadurch eine Schockwelle
auslöst.
6 Mathematisches Modell für die Betrachtung von Strömungen in reibungsfreien und elastischen Fluiden.
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vereinfachte Betrachtung der thermodynamischen Bedingungen im geschockten und ungeschockten Material werden
die Geschwindigkeiten in das Koordinatensystem transformiert, in dem der Beobachter sich mit der Schockfront be-
wegt. In diesem System bedeutet dies für die Gleichungen 2.17 bis 2.19, dass diese in jedem Punkt Null sind. Für die
Transformation zwischen diesen beiden Systemen gilt:
u0 = v0 − vs u1 = v1 − vs (2.21)
Bei dieser Betrachtungsweise bewegt sich das ungestörte Material mit der Geschwindigkeit u0 = −vs in die Diskontinuität
(Schockfront) hinein und bewegt sich danach instantan mit der Geschwindigkeit u1 = −(vs − v1) weiter. Dabei sind die
Massen, Impulse und Energieströme vor und hinter der Schockfront gleich. Das gesamte Material, das in die Diskon-
tinuität läuft, verlässt diese auch wieder. Diese Zusammenhänge führen direkt zu den sogenannten Rankine-Hugoniot-
Gleichungen, welche die thermodynamischen Parameter vor und hinter der Schockfront verbinden. Im Folgenden sind
die Rankine-Hugoniot-Gleichung im System der Schockfront dargestellt. Für das Laborsystem müssen u0 und u1 durch
die Transformation in Gleichung 2.21 ersetzt werden.
ρ0u0 = ρ1u1 (2.22)
ρ0u
2
0 + P0 = ρ1u
2










































| vp |= u0 − u1 = [(P1 − P0)(V0 − V1)]1/2 (2.27)
Durch Substitution von u0 und u1 in Gleichung 2.24 wird eine Gleichung definiert, die alle thermodynamischen Zustände,
welche durch Schockkompression erreicht werden können, erfasst:
E1(V1, P1)− E0(V0, P0) = 12 (P1 + P0)(V0 − V1) (2.28)
mit E0 und E1 der spezifischen inneren Energie des Materials vor und nach dem Schock. Das thermodynamische Verhalten
E(V, P) ist die Zustandsgleichung des Materials. Durch Kenntnis von E(V, P) kann ein Graph P1 = P1(V1,V0, P0) bestimmt
werden, dessen Kurve als die Hugoniot-Kurve bezeichnet wird. Im Unterschied zu den Fällen einer Isentropen7 oder Iso-
thermen8, in denen die Kompression entlang eines thermodynamischen Pfads erfolgt, beschreibt die Hugoniot-Kurve alle
möglichen erreichbaren Zustände. Die erreichbaren Schockzustände (V1, P1) können nicht sukzessiv durch einen Schock-
prozess angefahren werden. Sie zeigt die möglichen Kompressionen für einen gegebenen Anfangszustand (V0, P0) an.
Die Verbindungslinie zwischen den Zuständen (V0, P0) und (V1, P1) wird Rayleigh-Linie genannt (siehe Abbildung 2.9).
Der Faktor 1/2 in Gleichung 2.28 zeigt, dass etwa die Hälfte der Kompressionsenergie in die interne Energie und die
andere Hälfte in die Beschleunigung des Materials auf v1 geht. Bei der Betrachtung verschiedener Kompressionsarten
(siehe Abbildung 2.7) ist zu erkennen, dass bei gleichem Druck die Kompression für eine Isentrope höher ist als für die
Hugoniot-Kurve und die höchste Kompression mit einer Isothermen erreicht wird.
Die Hugoniot-Gleichungen werden benutzt, um den Zustand des komprimierten Materials hinter der Schockfront zu
bestimmen. Unter der Annahme, dass die Parameter E0, v0, P0 und ρ0 des Anfangszustandes bekannt sind, gibt es für
dieses System fünf unbekannte Parameter E1, vp, P1,ρ1 und vs. Mit den drei Gleichungen 2.22 - 2.24 bleiben zwei
Parameter, die bestimmt werden müssen. Der einfachste zu bestimmende freie Parameter ist die Schockgeschwindig-
keit vs. Diese kann durch einfaches Messen der Durchlaufzeit der Schockwelle durch die Probe bei bekannter Dicke
7 Schnelle Kompression ohne einen Energieaustausch mit der Umgebung, dabei gilt: pV κ = const.









Abbildung 2.7.: Dargestellt sind die Kompressionskurven von Druck über Volumen mit gleichem Ausgangspunkt. Die Kur-
ven zeigen den thermodynamischen Pfad für eine isotherme und eine isentrope Kompression an. Die
Hugoniot-Kurve zeigt, welches Volumen und welcher Druck erreichbar sind. Dies ist kein thermodynami-
scher Pfad, der von einem Punkt zum nächsten führt, sondern die Summe der erreichbaren Punkte.
bestimmt werden. Die Teilchengeschwindigkeit ist für Drücke unterhalb von 300GPa in etwa linear mit der freien Ober-
flächengeschwindigkeit vFS des Schockausbruches verknüpft
9 [Benuzzi 2002] und wird als „doubling rule“ bezeichnet
[Zeldovic 1966, Eliezer 2002]. Dies ist allerdings nur eine grobe Abschätzung für die Teilchengeschwindigkeit mit
vFS ≈ 2vp. (2.29)
Damit wären zwei Parameter bestimmt und die Rankine-Hugoniot-Gleichungen können gelöst werden, um einen Punkt
im Druck-Dichte-Phasendiagramm zu bestimmen. Eine bessere Methode zur Bestimmung der Teilchengeschwindigkeit
besteht darin, diese zu messen. Dafür kann an die zu untersuchende Probe ein transparentes Material angebracht wer-
den, in das sich die Schockwelle weiter ausbreiten kann. In diesem Material kann, unter Berücksichtigung der Impedanz,
die Teilchengeschwindigkeit mittels eines Geschwindigkeits-Interferometer-System für jede Oberfläche (Velocity Inter-
ferometer System for Any Reflector, VISAR)-Systems gemessen werden. Die Bestimmung der Teilchengeschwindigkeit
wurde im RAL Experiment durch den Vergleich mit Messungen von W. H. Gust und M. van Thiel durchgeführt, während
für das LCLS Experiment ein VISAR-System zur Verfügung stand. Zusätzlich bestand am LCLS die Möglichkeit der Mes-
sung von Debye-Scherrer-Ringen, womit ein einfaches Bestimmen der Dichte im komprimierten Zustand möglich war
und damit zwei Parameter zum Lösen der Hugoniot-Gleichungen bekannt sind.
4.1.2 Schockgrenzflächen und Impedanz
Für das Bestimmen der Teilchengeschwindigkeit durch das Fortsetzen der Schockwelle in ein anderes Material muss der
Übergang der Schockwelle an dieser Grenze genauer betrachtet werden. Trifft die Schockwelle auf eine Grenzschicht
aus einem Material A und einem weiteren Material B, setzt diese sich darin fort und wird zum Teil reflektiert (siehe
Abbildung 2.8). Welcher Prozess der Wechselwirkung der Schockwelle an der Grenzfläche erfolgt, hängt von den Im-
pedanzen Z der beteiligten Materialien ab. Die Impedanz gibt an, welchen Widerstand ein Material einer Schockwelle
entgegensetzt. Die Impedanzen der Materialien A und B ergeben sich durch die Anfangsdichten und den Schockge-
schwindigkeiten in den Materialien mit ZA = ρ0,Avs,A und ZB = ρ0,Bvs,B. Ist ZA > ZB, läuft eine Verdünnungswelle in A,
während im Fall ZA < ZB die Schockwelle an der Grenzschicht reflektiert wird. In beiden Fällen setzt sich eine Schock-
welle im Material B fort. Die Hugoniot-Kurve kann neben der Druck-Volumen-Darstellung wie in Abbildung 2.7 auch im
Druck-Teilchengeschwindigkeits-Diagramm dargestellt werden (siehe Abbildung 2.9). Abgebildet ist der Fall ZA > ZB,
in welchem der Druck und die Teilchengeschwindigkeit im Material B mit dem Punkt B angegeben ist, der sich aus der
Hugoniot-Kurve HA im Material A und dessen Spiegelung (RH) ergibt. Der Punkt A beschreibt den Punkt, in dem die
Schockwelle die Grenze erreicht, aber noch nicht mit dem nächsten Material in Wechselwirkung getreten ist. Der Verlauf
der Hugoniot-Kurve kann für die Betrachtung an der Grenzfläche gespiegelt werden, wenn die Impedanzen von den Ma-
terialien A und B sehr ähnlich sind. In diesem Fall wird von „impedance matching“ gesprochen [Eliezer 2002]. Wobei im
Druck-Teilchengeschwindigkeits-Diagramm die Grenzfläche durch den Punkt vp,A gegeben ist. Die reflektierten Kurven









Abbildung 2.8.: Eine Schockwelle (SW) bewegt sich in einem Material A mit einer Impedanz ZA und trifft auf eine Grenz-
fläche zu einem Material B mit einer geringeren Impedanz ZB. Beim Passieren der Grenzfläche entsteht
eine Verdünnungswelle (RW), die zurückreflektiert wird, während sich die Schockwelle mit der Geschwin-












Abbildung 2.9.: Hugoniot-Kurven für Schockwellen in Material A (HA) und B (HB). Zusätzlich ist die Verdünnungswelle
(RW) und die reflektierte Hugoniot-Kurve (RH) dargestellt. In Orange sind zwei Rayleigh-Linien darge-
stellt. Der Winkel Θ des blauen und roten Dreiecks, kann in einer ersten Näherung als gleich angesehen
werden (siehe Gleichung 2.30) [Eliezer 2002].
geben dabei den Verlauf der Verdünnungswelle RW oder der reflektierten Hugoniot-Kurve RH wieder. In diesem Fall gilt
nach Abbildung 2.9 für das rote und blaue Dreieck:
tanΘ =
vp,B − vp,A












Z ≡ ρ0vs, P1 = ZAv1 = ρ0,Avs,Avp,A, P2 = ZBvp,B. (2.31)
Dieser Zusammenhang wird als Impedanzanpassungs-Gleichung bezeichnet [Eliezer 2002].
Für die Betrachtung von Schocks an einer Grenzfläche empfiehlt es sich, die Hugoniot-Gleichungen 2.22-2.24 im Labor-
system zu betrachten, da in diesem auch die Messungen vorgenommen werden. Das Verhalten einer Schockwelle, die
auf eine Grenzfläche trifft, ist in Abbildung 2.10 dargestellt. Für die Parameter gilt, dass der Druck und die Teilchenge-
schwindigkeit an der Grenzfläche konstant bleiben. Die Menge an komprimiertem Material pro Zeiteinheit ist ρ1(vs−v1).
Die komplette Kraft pro Fläche, die auf ein beliebiges Volumen wirkt, welches die Schockfront enthält, ist P1 − P0. Diese
Differenz muss gleich der Impulsänderung pro Zeiteinheit sein ∆mv1 = ρ0vsv1. Für einen starken Schock ist dieser Wert
näherungsweise gleich P1, da P0 viel kleiner als P1 ist.
ρ0vs = ρ1(vs − v1)⇒ ρ1 = ρ0 vs,1vs,1 − v1 P1 − P0 = ρ0vsv1⇒ P1 = ρ0vsv1 (2.32)
Für die Massenerhaltung der reflektierten Schockwelle im System der Schockwelle gilt:
ρ1us,r = ρ2(us,r − u2)⇒ us,r = ρ2u2




















Abbildung 2.10.: Links: Betrachtung einer Grenzfläche von Kohlenstoff mit einem Lithiumfluorid (LiF) Fenster. Mitte:
Eine Schockwelle passiert eine Grenzfläche aus Kohlenstoff und LiF. Der Druck und die Teilchenge-
schwindigkeit bleiben konstant am Ort der Dichteänderung. Für die Parameter am Übergang gilt damit
Pgrenz = P1,LiF und vgrenz = vp,LiF. Dabei ist vgrenz die Geschwindigkeit der Grenzflächen und vp,LiF der
Teilchen im LiF. Pgrenz stellt den Druck an der Grenzfläche dar und P1,LiF den Druck im LiF. Rechts: Dar-
stellung der Bewegung der Schockwellen und des Verhaltens der Grenzfläche, dabei ist vs,C die Schock-
geschwindigkeit im Kohlenstoff, vs,LiF die Schockgeschwindigkeit im LiF und vs,r die Geschwindigkeit der
reflektierten Schockwelle an der Grenzfläche. Die Grenzfläche ist durch die gestrichelte Linie dargestellt,
die sich nach dem Passieren des Schocks bewegt.
Dabei ist us,r die Geschwindigkeit der reflektierten Schockwelle und u2 die Teilchengeschwindigkeit der reflektierten
Schockwelle hinter der Grenzfläche. Mit der Transformation
u2 = v2 − v1 und us,r = vs,r − v1 (2.34)
des reflektierten Schocks in das Laborsystem ergibt sich für die Massen- und Impulserhaltung:
vs,r − v1 = ρ2(v2 − v1)









P2 − P1 = ρ1us,ru2 = ρ1(vs,r − v1)(v2 − v1). (2.37)
Mit den angepassten Hugoniot-Gleichungen und der Impedanzanpassung gibt es jetzt fünf Gleichungen für fünf Unbe-
kannte, um den Zustand eines schockkomprimierten Materials zu bestimmen. Für die in dieser Arbeit untersuchten Koh-
lenstoffproben bietet sich als zweites Material, in das sich der Schock fortsetzt, Lithiumfluorid (LiF) an. Die Verwendung
erfolgt, da LiF bis weit über 150 GPa transparent bleibt und eine ähnliche Impedanz wie Kohlenstoff hat [Wise 1986].
ρ1,C = ρ0,C
vs,C
vs,C − vp,C P1,C = ρ0,Cvs,Cvp,C vs,r =
ρ1,LiFvp,LiF −ρ1,Cvp,C
ρ1,LiF −ρ1,C (2.38)




Die bekannten oder messbaren Variablen sind mit ρ0,C die Ausgangsdichte des Kohlenstoffes, vs,C der Schockgeschwin-
digkeit im Kohlenstoff, ρ0,LiF der Ausgangsdichte von LiF und vp,LiF der Teilchengeschwindigkeit im LiF. Mit vp,LiF und der
SESAME Datenbank10 [Lyon 1992] kann die Schockgeschwindigkeit vs,LiF im LiF und der Druck P1,LiF im LiF bestimmt
werden. Die zu bestimmenden Unbekannten sind vp,C die Teilchengeschwindigkeit im Kohlenstoff, ρ1,C die erreichte Dich-
te im Kohlenstoff, P1,C der erreichte Druck im Kohlenstoff, ρ1,LiF die erreichte Dichte im LiF und vs,r die Geschwindigkeit
der reflektierten Schockwelle. Mit diesen Informationen kann die im Experiment erreichte Position im Phasendiagramm
für Dichte und Druck bestimmt werden (siehe Experimentdaten Abbildung 4.27).
10 Die SESAME Datenbank des Los Alamos National Laborators enthält Bibliotheken für Zustandsgleichungen und materialbezogene Informa-
tionen.
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4.1.3 Schockwellen in Festkörpern und porösen Materialien
Die vorherigen Abschnitte haben sich mit der theoretischen Beschreibung von Schockwellen und deren Verhalten an
Grenzflächen beschäftigt. In diesem Abschnitt wird auf die für Experimente näherliegenden Eigenschaften eingegangen,
die für die Untersuchung von Graphit im Bereich des fest-flüssig Übergangs notwendig sind. Der Übergang ist dabei
druck- und temperaturabhängig. Beim Schockkomprimieren wird die Probe neben der Kompression ebenfalls durch ei-
ne Erhöhung der Entropie erwärmt. Um die Phase am fest-flüssig Übergang zu untersuchen, muss die Temperatur, im
durch Schockkompression zugänglichen Bereich, variiert werden. Der Phasenübergang wird dabei maßgeblich durch die
Temperatur im Endzustand beeinflusst. Die Variation der Temperatur ist möglich durch die Verwendung von porösen
Materialien, da diese verschiedene Hugoniot-Kurven desselben Probenmaterials nutzen können, um verschiedene End-
temperaturen zu erreichen.
Poröse Materialien können verschiedene mikroskopische Strukturen haben. Dabei kann es sich um interne Fehlstellen
im Material, faserförmige Materialien oder um Pulver handeln. Zusätzlich können diese durch unterschiedliche Weiter-
verarbeitungstechniken verschiedene mikroskopische Strukturen bilden und unterschiedlichste Dichten, abweichend von
der natürlichen Dichte, erreichen. Das erreichbare Spektrum von Endzuständen kann noch durch unterschiedlich starke
Schocks erweitert werden. Im Experiment ist dies durch die Verwendung unterschiedlicher Laserintensitäten möglich.
Der benötigte Druck, um poröses Material mit einer porösen Dichte ρpor kleiner als die natürliche Dichte ρnat auf diese
zu komprimieren, ist viele Größenordnungen kleiner als der Druck, der benötigt wird, um Festkörper weiter zu kom-
primieren. Liegt die Dichte einer Probe unterhalb der natürlichen Dichte, wird diese zuerst auf die natürliche Dichte
komprimiert und folgt dann einer Hugoniot-Kurve, die steiler ist (siehe Abbildung 2.11) als die Hugoniot-Kurve, die
direkt bei der natürlichen Dichte startet. Es ist also mit Proben reduzierter Dichte möglich, mittels Schockkompression






Abbildung 2.11.: Druck-Volumen-Diagramm für Schockkompression von porösem Material. ρpor ist die Hugoniot-Kurve
für ein poröses Material, ρnat die Hugoniot-Kurve für dessen natürliche Dichte und ρc für die Isentrope
beziehungsweise kalte Kompression beginnend bei der natürlichen Dichte. Die rot markierten Flächen
geben dabei die aufgenommene spezifische innere Energie wieder.
Dies wird auch in Gleichung 2.28 über die Änderung der spezifischen inneren Energie widergespiegelt. In Abbildung
2.11 entspricht die spezifische innere Energie der Fläche des Dreiecks aus den Punkten (P2,V1), (V1, 0) und (V0, 0) oder
(V00, 0). Bei V0 handelt es sich um das Volumen der natürlichen Dichte eines Materials und bei V00 um eine poröse
Modifikation. Dabei ist darauf zu achten, dass im Fall von (V00, 0) die für die Kompression der porösen Probe auf ihre
natürlich Dichte benötigte Kompressionsenergie abgezogen werden muss. Dieser Vorgang sorgt für eine weitere Erhöhung
der Entropie im Material. Je größer diese ist, desto größer ist der thermische Druck. Soll die gleiche Kompression wie
mit der natürlichen Dichte erreicht werden, geht vorher Energie in die thermale Energie der Probe über. Prinzipiell
sind diese Effekte auch von der Anfangstemperatur und der Anfangsentropie abhängig, diese haben aber nur einen
untergeordneten Einfluss und ändern nichts an der quantitativen Betrachtung. Es können damit durch die Verwendung
von porösen Materialien bei etwa gleichem Druck unterschiedliche Temperaturen erreicht werden. Dies ermöglicht eine




















Abbildung 2.12.: Links: Druck-Volumen-Diagramm für eine isentrope Kompression mit Phasenänderung: Blaue Kurve für
T = 0K und Rote Kurve für T > 0K. Rechts: Druck-Volumen-Diagramm für verschieden starke Schock-
wellen in einem Material.
4.1.4 Schockwelleninduzierte Phasenänderung
Die meisten Materialien haben mehr als eine mögliche Anordnung der Atome zueinander, die von Druck und Tempe-
ratur abhängig ist. Die dafür nötigen Werte sind zum Teil sehr hoch im Vergleich zu den Normalbedingungen auf der
Erde. Wenn ein Material weiter als bis zu einem bestimmten Punkt komprimiert wird, kann eine Transformation der
Struktur einsetzen. Der Strukturübergang wird begleitet von einer Volumenänderung und der Absorption oder Emission
von latenter Wärme. Die Volumenänderung entsteht dadurch, dass die neue Gleichgewichtsposition im Mittel über alle
Atomabstände zu einem geringeren Atomabstand führt. Findet eine solche Transformation statt, zeigt sich diese in einem
horizontalen Versatz im Druck-Volumen-Diagramm (siehe Abbildung 2.12 links).
Betrachtet wird nun eine Hugoniot-Kurve mit einer Phasenänderung wie oben beschrieben. Wirkt ein Druck P konstant
auf eine Oberfläche, wird das Material komprimiert. Im Folgenden wird eine eindimensionale Geometrie betrachtet. Ist
der Druck P geringer als der benötigte Druck Ptrans für eine Phasenänderung, läuft eine Schockwelle durch das Material
und der Zustand hinter der Schockfront entspricht einem Punkt auf der Hugoniot-Kurve (Punkt C in Abbildung 2.12
rechts). Die Schockgeschwindigkeit vs ist bestimmt durch die Steigung der Geraden vom Anfangszustand V0 zum Punkt







Ist der Druck P größer als PE, findet eine vollständige Phasentransformation statt. Das Verhalten des Drucks ist in Abbil-
dung 2.13 links dargestellt. Der Druck PF in der Abbildung wird über einen Zwischenzustand M mit PM und VM erreicht.
Der Zwischenzustand M entsteht dadurch, dass die Relaxationszeit einer Phasentransformation viel größer als die benö-
tigte Zeit für das Herstellen eines thermodynamischen Gleichgewichts nach dem Schock ist. Der Zustand M befindet sich
auf der fortgesetzten Hugoniot-Kurve ohne Phasenänderung (siehe Abbildung 2.12 rechts). Liegt der Druck unterhalb von
PE, findet keine vollständige Phasentransformation statt und die Schockwelle spaltet sich auf. Die Schockgeschwindigkeit
des Zwischenzustandes A ergibt sich zu:
vs,A = V0
√√ PA − P0
V0 − VA , (2.41)
welche höher als die Schockgeschwindigkeit der Schockfront nach der Phasentransformation ist. Die zweite Schockfront
bewegt sich mit der Geschwindigkeit
vs,N = VA
√√ PN − PA
VA − VN (2.42)
plus der Teilchengeschwindigkeit vp,A des Materials hinter der ersten Schockfront
v ′s,N = vs,N + vp,A < vs,A. (2.43)
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Diese Geschwindigkeit ist unterhalb der Geschwindigkeit vs,A des ersten Schocks und kann die zweite Schockwelle nicht
überholen. Dabei findet die Phasenänderung in der zweiten Schockfront statt. Durch die Transformation ist die Dicke der
Schockfront zusätzlich stark verbreitert. Mit der fortlaufenden Schockwelle wird die Distanz zwischen beiden Fronten,
resultierend aus den unterschiedlichen Geschwindigkeiten, immer größer. In Abbildung 2.13 rechts ist das Verhalten des
Drucks durch die Schockfronten und der Phasenänderung dargestellt. Diese Zusammenhänge zeigen, dass die Phasenän-
derung bei einer Schockkompression nicht vollständig stattfinden muss und in dieser Arbeit nicht nur direkt eine flüssige
Phase mittels der Kompression erreicht werden kann, sondern, dass es noch Reste von Strukturen geben kann. Dabei














Abbildung 2.13.: Links: Druckverteilung einer Schockwelle mit Phasenwechsel. Rechts: Druckverteilung bei Aufspaltung
der Schockfronten in zwei Wellen (vergleiche Abbildung 2.12 rechts).
Die Simulationsmethoden für die Endtemperatur des geschockten Materiales sind äußerst kompliziert und es bedarf kom-
plexer Modelle, die die mikroskopische Struktur des komprimierten Materials berücksichtigen. Diese lässt sich momentan
am besten mit ab-initio Methoden bestimmen, die im Simulationskapitel Abschnitt 3 vorgestellt werden.
4.1.5 Lasergetriebene Schockwellen
Damit eine nahezu statische und eindimensionale Schockwelle von einem Laser erzeugt wird, muss dieser die Probe
so lange beleuchten, wie die Schockwelle zum Durchlaufen der Probe braucht und der beleuchtete Durchmesser dop-
pelt so groß sein wie die Dicke der Probe, damit keine 2D-Effekte zum Tragen kommen und die Rankine-Hugoniot-
Gleichungen angewendet werden können. Zusätzlich muss die Laserintensität homogen über die bestrahlte Fläche
verteilt sein [Eliezer 2002]. In Abbildung 2.14 sind die verschiedenen Regionen einer Schockwelle in einem Plasma,
welches durch einen Laser erzeugt wird, zu erkennen.
Korona
Die Laserabsorption geschieht in der Korona, die so lange geheizt wird, wie der Laserpuls anhält und dabei expandiert.
Das Plasma expandiert dabei mit hoher Geschwindigkeit von der Probenoberfläche weg, die in etwa der Ausbreitungsge-
schwindigkeit einer Ionen-akustischen Welle im Plasma entspricht:
cs,i =
√√ ZikBTe + 3kBTi
Mi
(2.44)
mit kB der Boltzmann-Konstante, Te der Temperatur der Elektronen, Ti der Temperatur und Mi der Masse der Ionen.
Wird von einer isothermen Expansion ausgegangen, kommt es zu einem exponentiell abfallenden Dichteprofil vor der
Probenoberfläche [Drake 2006]. Die Dichte bleibt dabei bei ρ < 0,01 g/cm3 und die Temperatur erreicht bis zu 1 000 eV.
Der Hauptabsorptionsmechanismus, der für das Heizen verantwortlich ist, ist die inverse Bremsstrahlung11.
Transport Region
Der Transportbereich liegt hinter der kritischen Dichte, in die der Laser nicht vordringt. Die Heizung erfolgt durch thermi-
sche Röntgenstrahlung aus der Korona und durch Elektronenwärmeleitung. Da dieses Material nicht mehr direkt durch
den Laser geheizt wird, liegt hier die Temperatur bei einigen Elektronenvolt.
11 Absorption eines Photons durch ein Elektron bei einem Streuprozess mit einem Ion.
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Abbildung 2.14.: Korona Region: ρ < 0,01 g/cm3, T ≈ 1 000 eV, Transport Region: Dichte zwischen ≈ 0,01 g/cm3 und
Festkörperdichte und Temperaturen zwischen 30 eV und 1 000 eV, Kompressionsbereich mit Dichten bis
zum vierfachen der Ausgangsdichte für eine ideale Schockwelle und einer Temperatur von 1 eV bis 30 eV.
Kompression
Die Kompression wird getrieben durch das expandierende Plasma, wodurch eine Schockwelle in die Probe expandiert.
Dabei ist dieser Teil durch die Schockwelle geheizt worden und die Dichte liegt oberhalb der Anfangsdichte der Probe.
4.2 Röntgenquellen
In der Plasmaphysik wird das Streuverhalten von Photonen aus dem sichtbaren Spektrum als Standardtechnik ver-
wendet um Informationen über die Temperatur, die freie Elektronendichte und den Grad der Ionisation zu gewin-
nen. Diese Techniken können für WDM nicht direkt genutzt werden, da die Proben für optische Photonen nicht
transparent sind. Dies liegt an der sehr geringen Absorptionslänge für Photonen im optischen Bereich. Dieser Vor-
gang lässt sich auch mit der kritischen Dichte erklären (siehe Gleichung 2.16). Für optisches Licht liegt die kriti-
sche Dichte bei ncrit ≈ 1021 cm−3 - 1022 cm−3. Für Röntgenstrahlung mit Energien oberhalb von 1 000 eV gilt ncrit >
7 · 1026 cm−3, womit Röntgenstrahlung in Plasmen mit Festkörperdichte eindringen kann. Die typische freie Weglänge
für ein 5 000 eV Photon in komprimiertem Kohlenstoff mit 4,00 g/cm3 ist etwa 200µm [Henke 1993]. Unter Berück-
sichtigung dieser Bedingung wurden in dieser Arbeit Photonenenergien von 4 500 eV, 4 952 eV und 6 000 eV verwen-
det. Erschwert wird die Untersuchung noch dadurch, dass die WDM Proben meist sehr klein sind (< 100µm) und
nur kurz zur Verfügung stehen (< 10ns). Für die Untersuchungen von WDM werden damit sehr hohe Photonen-
zahlen in kürzester Zeit im harten Röntgenbereich benötigt. Die einzigen Quellen dafür sind laserinduzierte Plasmen
[Riley 2002, Kritcher 2008, Kritcher 2009, LePape 2010] oder FEL im Röntgenbereich, wie die in dieser Arbeit genutz-
te Linac Coherent Light Source (LCLS) in Stanford [Ding 2009, Vinko 2012] oder der japanische Röntgen FEL Spring-8
Angstrom Compact free electron Laser (SACLA) [Huang 2012] und die im Aufbau befindliche Einrichtung European XFEL
[RDGroupSCSS 2005].
4.2.1 Laserröntgenquellen
Bei lasergetriebenen Röntgenquellen werden Metallfolien mit intensiven Laserstrahlen bestrahlt, die dann Röntgenstrah-
lung emittieren [Riley 2002, Kritcher 2007]. Dabei werden Elektronen aus den Grundniveaus der Atome entfernt und
die bei der Relaxation emittierten Photonen verwendet. Die emittierte Wellenlänge hängt vom Ionisationsgrad des Atoms
ab. Hierbei wird unterschieden zwischen quasi voll ionisierten und nicht ionisierten Atomen. Ist das Atom ionisiert, wird
entsprechend der Zahl der übrigen Elektronen von Atomen gesprochen, die ähnlich dem Atom sind, das im neutra-
len Zustand diese Anzahl von Elektronen hat12. Bei der emittierten Strahlung handelt es sich um die charakteristische
12 Bei vierfach ionisiertem Kohlenstoff wird dann von heliumgleichen Kohlenstoff gesprochen.
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Röntgenstrahlung, die abhängig von den beteiligten Energieniveaus ist. Die Benennung der Übergänge erfolgt nach der
Bezeichnung der Schale, in die das Elektron übergeht (K, L, M, usw.) und aus der das Elektron kommt (α,β ,γ, usw.).
Dabei wird α für ein Photon verwendet, das aus der direkt höheren Schale kommt und β für eins aus zwei Schalen
höher. Diese Nomenklatur setzt sich fort. Durch das Vorhandensein der Feinstruktur der Energieniveaus sind diese ab der
L-Schale weiter aufgespalten. Für die Unterscheidung wird ein weiterer Index verwendet. Die Aufspaltung ist für diese
Arbeit nicht von Bedeutung und wird nicht beachtet. In dieser Arbeit wurde die K-α Strahlung von nicht ionisiertem
Vanadium bei 4 952 eV verwendet [Bearden 1967]. Für dessen Erzeugung wird ein Plasma auf der Folienoberfläche von
Vanadium erzeugt. Das Plasma wird durch einen Laserpuls mit einer Intensität von etwa 1017 W/cm2 getrieben. Das
Plasma emittiert heiße Elektronen, die in das noch kalte Vanadium gelangen und dort die K-α Strahlung erzeugen. Über
die Zeit der Erzeugung der heißen Elektronen heizt sich das Vanadium immer weiter auf, sodass auch heliumgleiches
Vanadium und die weniger ionisierten Zustände des Vanadiums entstehen. Dadurch entsteht bei der Erzeugung der K-α
Strahlung auch immer He-α Strahlung und die α Linien der weniger ionisierten Zustände des Vanadiums. Diese Lini-
en werden im Allgemeinen Satellitenlinien genannt, wobei die Intensität der Linien der weniger ionisierten Zustände
immer schwächer wird und die Energie der emittierten Photonen abnimmt (vergleiche Messungen in Abbildung 4.8
mit der K-α Linie bei 4 952 eV und He-α Linie bei 5 204 eV). Die Prozesse zur Erzeugung von He-α Strahlung und K-α
Strahlung sind in Abbildung 2.15 dargestellt. Die Intensitäten der erzeugten Strahlung können nicht einfach bestimmt
werden [Rubenchik 1991], sondern sind experimentell bestimmt worden [Workman 2001, Riley 2002]. Die Pulslänge
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Abbildung 2.15.: Die Abbildungen zeigen die Entstehung von He-α und K-α Strahlung. a und b zeigen die Entstehung
von He-α Strahlung, bei der ein Atom bis auf zwei Elektronen ionisiert ist und von einem einfallenden
Elektron angeregt wird (a). Dabei gelangt eins der Elektronen von der K- in die L-Schale. Beim Relaxieren
des Elektrons wird die He-α Strahlung emittiert (b). c und d zeigen die Entstehung von K-α Strahlung.
Ein Elektron schlägt ein Hüllenelektron aus der K-Schale eines nicht ionisierten Atoms (c), worauf ein
Elektron aus der L-Schale relaxiert und dabei die K-α Strahlung emittiert (d).
4.2.2 Freie-Elektronen-Laser
Das Prinzip eines Freie-Elektronen-Lasers (Free-Electron-Laser, FEL) wurde erstmals von J. Madey [Madey 1971] um-
gesetzt. FELs erzeugen dabei Synchrotronstrahlung mit einer sehr hohen Brillanz, wobei diese von freien Elektronen
stammt. Da diese keine festen Energieniveaus haben, kann die Wellenlänge der Strahlung beliebig eingestellt werden.
In der Realität ist dies durch die maximal übertragbare Energie auf die Elektronen und der Magnetfelder im Undulator
begrenzt. Eine schematische Darstellung eines FEL ist in Abbildung 2.16 dargestellt. Ein FEL besteht dabei aus einer
Elektronenquelle mit anschließendem Linearbeschleuniger. Die beschleunigten Elektronen gelangen in einen Undulator,
in dem die Elektronen Energie in Form von Photonen abgeben. Bei Undulatoren handelt es sich um periodisch ange-
ordnete Dipolmagnete mit einem alternierenden Magnetfeld. In diesem wird die intensive Strahlung erzeugt, die in
einem schmalen Spektralband abgegeben wird. Im Undulator eines FELs interferiert die von jedem beschleunigten Elek-
tron kommende Bremsstrahlung konstruktiv. Ein FEL, der im Röntgenbereich arbeitet, wird als Röntgen-FEL (X-ray-FEL,
XFEL) bezeichnet. Die Intensität der erzeugten Röntgenstrahlung ist dabei proportional zu Ne der Anzahl der Elektronen
pro Puls [Schmüser 2009]. In XFELs ist die Elektronendichte, zum Beispiel durch Komprimierung des Elektronenpa-
kets13, so hoch, dass die erzeugte Bremsstrahlung intensiv genug ist, um eine Wechselwirkung mit dem Elektronenpaket
durchzuführen. Dies führt zu dem Phänomen, dass sich aus der Gesamtzahl der Elektronen mehrere Elektronenpakete
bilden. Aufgrund dieses Prozesses ist der Elektronenstrahl korreliert und die Strahlung ist kohärent zu einem Faktor N2e ,
der Zahl der Elektronen in einem Puls [Schmüser 2009]. Die Entstehung der Elektronenpakete erfolgt dabei spontan













Abbildung 2.16.: Oben: Aufbau eines FELs bestehend aus einer Elektronenquelle, Elektronenbeschleuniger und Undu-
latorstruktur (unten links). Unten rechts: Logarithmische Verstärkung der Strahlung über Undulatordi-
stanz.
aus dem Rauschen. Dieser Operationsmodus eines FELs wird self-amplification-of-spontaneous-emission (SASE) genannt
[Andruszkow 2000]. Startet der Puls nicht vom Rauschen und das Entstehen der Elektronenpakte wird durch einen Laser
induziert, so wird von einem seeded FEL [Yu 2000, Yu 2003] gesprochen. Die Vorteile von FELs gegenüber lasergetriebe-
nen Röntgenquellen sind die kürzeren Pulse, das Ausbleiben von elektromagnetischen Pulsen (EMP) durch einen Laser,
schmalbandige Photonenenergien und das Nichterscheinen von Satelliten-Linien. Demgegenüber steht die geringe Ver-
fügbarkeit von FELs im Röntgenbereich für die Untersuchungen. Bei dem in dieser Arbeit verwendeten FEL handelt es
sich um die Linac Coherent Light Source (LCLS) in Stanford, USA. Dieser basiert auf einem etwa 1 km langen Elektronen-
linearbeschleuniger mit einem darauffolgenden 130m langen folgenden Abschnitt mit Undulatoren. Dabei können bis
zu 120 Röntgenpulse pro Sekunde erzeugt werden. Diese liegen im Routinebetrieb bei Energien zwischen 250 eV und
12 000 eV [LCLS/MEC 2016].
5 Streuung von Photonen
Im vorherigen Abschnitt ist die Erzeugung von WDM und die Erzeugung von elektromagnetischer Strahlung im Rönt-
genbereich, mit der es möglich ist diese zu durchdringen, behandelt worden. In diesem Abschnitt werden die Streu-
mechanismen der elektromagnetischen Strahlung an der WDM behandelt. In der Plasmaphysik wird das Streuverhalten
von Photonen aus dem sichtbaren Spektrum als Standardtechnik verwendet um Informationen über die Temperatur, die
freie Elektronendichte und den Grad der Ionisation zu gewinnen. Die Verwendung von elektromagnetischer Strahlung
erlaubt es aber auch, Proben mit dieser in ihrem Inneren zu untersuchen, solange sie für die Strahlung nahezu trans-
parent sind und trotzdem mit ihr wechselwirken. Wenn ein Photon auf Materie trifft, kann es absorbiert oder gestreut
werden. Wird das Photon gestreut und es behält seine Energie, wird dieser Vorgang in der Literatur elastische, Thomson-
oder Rayleigh-Streuung genannt, oder auch quasi-elastische Streuung. Beide Prozesse, Thomson- und Rayleigh-Streuung,
vollführen elastische Streuung an freien Elektronen bei kleinen Photonenenergien (nicht relativistisch) und Streuung an
gebundenen Elektronen durch. Gibt das Photon Energie an das Atom ab und ändert seine Wellenlänge, wird der Vorgang
inelastische, modifizierte Compton- oder Raman-Streuung genannt. Die Wechselwirkungsquerschnitte der verschiedenen
Prozesse sind dabei energieabhängig. Diese sind in Abhängigkeit der Energie in Abbildung 2.17 gezeigt.
Bei dem Terminus Röntgen-Thomson-Streuung (X-ray Thomson Scattering, XRTS), streuen die Photonen an freien,
schwach gebundenen und stark gebundenen Elektronen. Im Bereich der Untersuchung von WDM handelt es sich bei
der XRTS um Raman-, Rayleigh- und Thomson-Streuung, die in diesem Bereich unter diesem Namen zusammengefasst
werden [Glenzer 2009].
XRTS beschreibt die Gesamtheit der Streuprozesse der Photonen an den Elektronen des Plasmas, die sich zusammen
zum Gesamtsignal addieren. Für bestimmte Grenzfälle sind Teile des Streuspektrums vergleichbar mit den klassischen
Streuprozessen und werden nach diesen benannt. Bei der Thomson-Streuung handelt es sich um einen Spezialfall der
Compton-Streuung für kleine Energien. Dabei ist die Photonenenergie viel kleiner als die Ruhemasse des Streupartners,
dem Elektron (hf  mec20).
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Abbildung 2.17.: Die Abbildung zeigt Wechselwirkungsquerschnitte für verschiedene Prozesse in Abhängigkeit der Pho-
tonenenergie für Kohlenstoff [Hubbel 1999].
Um die entstehenden Streuspektren zu verstehen, wird im Folgenden die Wechselwirkung von Photonen mit den Elek-
tronen betrachtet, die verantwortlich für die Streuung sind. Dabei wird zuerst auf die Beobachtung und Wechselwir-
kung eines einzelnen Photons mit einem sich bewegenden Elektron eingegangen. Das Prinzip der Wechselwirkung eines
Photons mit einem Elektron wird dann auf die Wechselwirkung mit einem Plasma erweitert. Dabei wird auf die oben
erwähnten stattfindenden Streuprozesse eingegangen und es erfolgt der Übergang auf den Strukturfaktor, mit dem der
Phasenübergang analysiert werden kann. In den Experimenten dieser Arbeit setzen sich die gemessenen Streuspektren
aus einer Kombination von klassischer Rayleigh-Streuung und Compton-Streuung zusammen. Abgeschlossen wird dieser
Abschnitt mit dem Spezialfall des Strukturfaktors für periodische Strukturen, der Bragg-Streuung.
5.1 Strahlung bewegter Ladung
Die Beschreibung von Strahlung von bewegten Ladungen ist in [Jackson 1975] und [Landau 1962] vorgestellt. Die für
diese Arbeit wichtigen Herleitungen sind im Folgenden grob skizziert. Das elektrische Feld im Abstand R von einer Ladung
q zum Zeitpunkt t stammt vom Verhalten der Ladung zum vorherigen Zeitpunkt t ′ (siehe Abbildung 2.18). Die Zeit der
Wechselwirkung ergibt sich aus der Laufzeit des Photons zwischen dem Emissionsort und dem Beobachter. Sie gibt an
wie viel Zeit vor der Beobachtungszeit t das Ereignis stattfindet und ergibt sich zu:
t ′ = t − R′
c0
. (2.45)
Wenn der Beobachter sehr weit vom Ort der Wechselwirkung entfernt ist und R′ ' R angenommen werden kann, lässt
sich die Zeit der Wechselwirkung bestimmen zu:
t ′ ≈ t − | R− sˆ · r(t ′) |
c0
. (2.46)
Der Einheitsvektor sˆ zeigt hierbei von der Ladung zum Beobachter und r(t ′) ist die Position der betrachteten Ladung zum
Beobachtungszeitpunkt t. Die Frequenzänderung wird dabei alsω=ωs−ωi = (ks−ki) ·v= k ·v dargestellt. Diese stellen
auch den Energie- und Impulserhalt dar. ki und ks sind die Wellenvektoren der einfallenden und der gestreuten Welle.
Der Streuprozess ist in Abbildung 2.19 dargestellt, mit dem Streuwinkel Θ. Damit ergibt sich | k | zu:











Abbildung 2.18.: Koordinatensystem eines Streuprozesses an einer bewegten Ladung q aus großer Entfernung. Das be-





k,ω =  k vLadung q Θ .
Abbildung 2.19.: Verhalten der beteiligten Wellenvektoren beim Streuprozess von Strahlung an einer bewegten Ladung
(blau).
Im Experiment kann die abgestrahlte Leistung pro Raumwinkel gemessen werden. Für langsame Ladungen q (v/c0 1)














Mit dieser Gleichung für das elektrische Feld, der Abhängigkeit des magnetischen Feldes B = E/c0 und dem Poynting-
Vektor S= (E×B)/µ0 ergibt sich die abgestrahlte Leistung pro Raumwinkel zu:
dPs
dΩ
= R2S · sˆ = R2c0ε0 | E2s |, (2.49)
mit Es dem elektrischen Feld. Im Experiment hat k noch eine weitere Bedeutung, da in dessen Abhängigkeit im Plasma
unterschiedliche Effekte, bezogen auf die Dimension, untersucht werden können. Aus Gleichung 2.47 ist ersichtlich, dass
k primär von der Wellenlänge und sekundär von der Streugeometrie abhängt. Für kleine Streuwinkel (kleines k) werden
primär kollektive Effekte untersucht, die auf große Skalen zurückgehen. Im Gegensatz zu großen Streuwinkeln, mit denen
meist nicht-kollektive Effekte untersucht werden, die auf kleinen Skalen ablaufen. Der Einfluss von Korrelationseffekten





beschrieben, mit λs der Korrelationslänge im Plasma oder der Abschirmlänge von elektrostatischen Kräften im Plasma.
Die Unterscheidung erfolgt durch die Plasmabedingungen. In nicht entarteten Plasmen entspricht die Korrelationslänge
der Debyelänge für Elektronen. Dabei wird α kleiner für größere Streuwinkel Θ. Für α größer eins ist die Streuung
kollektiver Art, die mit Plasmonen und akustischen Schwingungen verbunden ist. Während bei α kleiner als eins die
Röntgenstrahlung nur für Prozesse kleiner als die Abschirmlänge λs sensitiv ist und die nicht-kollektiven Effekte des
Plasmas untersucht werden.
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5.2 Klassische Beschreibung (Thomson-Formel)
Es wird eine ebene elektromagnetische Welle
Ei(r, t
′) = Ei0 cos(ki · r(t ′)−ωi t ′) (2.51)
betrachtet, mit der Amplitude Ei0, dem Ortsvektor r, der Frequenz der einfallenden Welle ωi und dem Wellenvektor












Abbildung 2.20.: Streugeometrie für Thomson-Streuung. Mit ki und ks den Wellenvektoren der einfallenden und gestreu-
ten Welle, den zugehörigen Feldern Ei0 und Es0 und Einheitsvektoren iˆ und sˆ. Θ ist der Streuwinkel,
bezogen auf die Ausbreitungsrichtung des einfallenden Photons. φ der Polarisationswinkel zwischen Ei0
und der Streuebene.
Bei diesem Prozess wird das Teilchen im elektrischen Feld zum Schwingen angeregt (beschleunigt) und emittiert die
aufgenommene Energie wieder in Form von Dipolstrahlung. Ohne Einfluss eines Magnetfeldes oder anderer Kräfte ergibt







′) = qEi0 cos[ki · r(t ′)−ωi t ′] (2.52)
mit v der Geschwindigkeit des Teilchens. Wird in Gleichung 2.46 die Bahn des Teilchens r(t ′) eingesetzt, die mit
r(t ′) = r(0) + vt ′ genähert werden kann, wird diese und Gleichung 2.52 in Gleichung 2.48 eingesetzt, ergibt sich das








[sˆ× (sˆ× Ei0)] cos[ksR−ωs t − (ks − ki) · r(0)] (2.53)
mit ωs = ωi(1 − iˆ · (v/c0))/(1 − sˆ · (v/c0)) der Frequenz der abgestrahlten Doppler-verschobenen Welle und ks = ωssˆ
dem Wellenvektor (siehe Abbildung 2.19). iˆ ist der Einheitsvektor der einfallenden Welle. Diese Formel wird auch die











sˆ×  sˆ× Eˆi02 cos2[ksR−ωs t − k · r(0)]. (2.54)






[sˆ× (sˆ× Ei0)]2 , (2.55)
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dabei ist r0 = e20/(4piε0mec
2
0) = 2,82 · 10−15 m der klassische Elektronenradius. Für unpolarisierte Strahlung kann über




 ; sˆ =
 sinθ0
cosθ




und unter Verwendung des trigonometrischen Pythagoras gilt:
[sˆ× (sˆ× Eˆi0)]2 = 12 (1+ cos
2Θ) | E2i0 | . (2.57)
Mit der einfallenden Intensität Ii =
1




















r20 ≈ 0,665b≈ 6,65 · 10−29m2, (2.60)
der Thomson-Wirkungsquerschnitt genannt wird. Da der Wirkungsquerschnitt sehr klein ist und sich die Plasmapara-
meter sehr schnell ändern, wird eine große Anzahl von Photonen in kurzer Zeit benötigt, um Experimente dieser Art
durchzuführen und ausreichend viele Photonen zu streuen. Im Weiteren zeigt dies auch, dass die Streuung von Atom-
kernen vernachlässigt werden kann, da sie viel schwächer ist (∝ m−2) als die der Elektronen. Im Folgenden wird die





5.3 Streuung am Plasma
Nachdem im vorherigen Abschnitt das Streuen einer Welle mit einer einzelnen Ladung behandelt wurde, wird nun
auf die Streuung an Materie eingegangen. Dabei wird im Wesentlichen der Argumentation von J. Chihara gefolgt
[Chihara 2000].
Ähnlich wie in Festkörpern und Flüssigkeiten wird die Streuung in WDM von Streuprozessen an Elektronen (freie und
gebundene) dominiert. Dabei wechselwirken optische Photonen primär mit freien Elektronen und werden dabei elas-
tisch gestreut. Für dichte Plasmen muss auf Röntgenstrahlung übergegangen werden. Diese tritt in Wechselwirkung mit
den freien und gebundenen Elektronen, wobei ein Energietransfer durch den Compton-Effekt vom Photon auf das Elek-
tron erfolgen kann und damit das Photon an Energie verliert. Der Streuvektor ist k = ks − ki mit dem Energieübertrag
~ω = ~ωs − ~ωi, mit ks dem Wellenvektor der gestreuten Welle mit der Frequenz ωs und ki dem Wellenvektor der
einfallenden Welle mit der Frequenz ωi. Um die Winkelabhängigkeit und die spektral aufgelöste Streuintensität zu be-
stimmen, wird ein Plasma mit N Ionen angenommen. Für einfallende Photonen mit Energien, die viel größer sind als die
Ionisationsenergie von gebundenen Elektronen und wenn Photon-Absorptionsprozesse vernachlässigt werden können,
gilt für die Zahl der kinetisch freien Elektronen pro Ion Zf = Zi+ Zv mit Zi Zahl der freien (ionisierten) Elektronen und Zv
Zahl der schwach gebundenen (Valenz-) Elektronen. Zb ist die Zahl der Kernelektronen, bei denen die Bindungsenergie
größer als die Compton-Verschiebung ist14. Dabei ist Z = Zf + Zb die Ladungszahl des Ions, also die Gesamtzahl der
gebundenen Elektronen im Grundzustand. Die Ladungsverteilung von gebundenen Elektronen bezogen auf die Atome N
kann klassisch geschrieben werden als [Chihara 2000]:




δ[Rk(t) + rk,α(t)], (2.62)
14 Die Compton-Verschiebung ist die Änderung der Wellenlänge eines Photons beim Streuen an einem Elektron.
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mit Rk(t) der Position des k-ten Atoms zum Zeitpunkt t und rk,α(t) den Positionen aller zum Atom k gehörigen Elektro-
nen. Für die folgende Betrachtung wird auf die Fourierdarstellung der Elektronen übergegangen.
ρc(k, t) =
∫











Diese kann durch das Produkt aus der Atomdichte ρA(k, t) =
∑N
k=1 exp(ik · Rk(t)) mit dem Atomformfaktor
f (k) = 〈ρe(k, t)〉 genähert werden. Dabei steht 〈X 〉 für den Ensemblemittelwert und ρe(k, t) =∑Zbα=1 exp(ik · rk,α(t))









eik·Rk(t) = f (k)ρA(k, t), (2.64)





Dabei ist rl(t) der zeitabhängige Positionsvektor des l-ten freien Elektrons. Die Gesamtelektronendichte ρ ergibt sich als
die Summe der Kernelektronendichte ρc und der Dichte der freien Elektronen ρf zu:










Dies stellt die Fourierdarstellung der Realraumdarstellung der Elektronendichte dar. Die gestreute Intensität eines Plas-
mas I(k,ω) kann geschrieben werden als:
I(k,ω) = N ITS(k,ω), (2.67)
mit N der Anzahl der Ionen, IT der Intensität für klassische Thomson-Streuung (siehe Gleichung 2.61) und dem totalen
dynamischen Strukturfaktor S(k,ω), der alle im Plasma enthaltenen Elektronen berücksichtigt. Der totale dynamische
Strukturfaktor ist das Leistungsspektrum der Zwischenstreufunktion F(k, t). Er enthält alle Informationen über das mi-






F(k, t)eiωtdt mit F(k, t) = 〈ρ(k, t)ρ∗(k, 0)〉 . (2.68)
Damit kann der dynamische Strukturfaktor für Festkörper und Plasmen nach [Chihara 2000] geschrieben werden als:










∫ eSce(k,ω−ω′)SS(k,ω′)dω′︸ ︷︷ ︸
Streuung an schwach gebundenen Elektronen
inelastische Streuung
(2.69)
Diese Gleichung behandelt einen weiten Bereich von Plasmaparametern und gilt auch für WDM. Der erste Term die-
ser Gleichung (Ionenstrukturterm) beschreibt die Elektronendichtekorrelation, welche der Ionenbewegung folgt. Diese
stammt von den Kernelektronen, die vom Atomstrukturfaktor fI(k) beschrieben werden und die das Ion umgebenden












eik·[Rl (0)−R j (t)]
+
eiωtdt (2.70)
wobei Rl(0)−R j(t) die zeitabhängige Positionsänderung der Ionen zueinander beschreibt. Er gibt die thermische Bewe-
gung der Ionen wieder. Eine weitere Betrachtung der elastischen Streuung und des Ion-Ion-Strukturfaktors erfolgt in
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Abschnitt 5.3.1. Ebenfalls im ersten Term enthalten ist der Ion-Formfaktor fI (k) und d(k) die Abschirmung der Ionen






















eik·[Rl (0)−r j (t)]
+
eiωtdt (2.72)
Der zweite Term in Gleichung 2.69 beschreibt die Streuung an freien Elektronen, die nicht der Ionenbewegung folgen,
mit














eik[rl (0)−r j (t)]
+
eiωtdt (2.74)
der Elektron-Elektron-Dichte-Korrelationsfunktion. Die weitere Betrachtung dieses Terms erfolgt in Abschnitt 5.3.2. Der
dritte Term in Gleichung 2.69 behandelt die inelastische Streuung an gebundenen Elektronen. Mit dem dynamischen
Strukturfaktor der gebundenen Elektronen











eik[Rl (t)+rl j (t)]eik[Rl′ (t)+rl′ j′ (t)]
+
eiωtdt (2.76)












In einem Isotropensystem hängt der totale dynamische Strukturfaktor nur vom Betrag des Streuvektors | k |= k ab.
5.3.1 Elastische Streuung
Im Folgenden wird der erste Term der Gleichung 2.69 betrachtet. Beim elastischen Anteil der Streuung, der durch die
Ionen entsteht, findet beinahe kein Energietransfer beim Streuprozess statt, der Anfangs- und Endzustand sind daher
gleich. Die Photonen streuen mit Elektronen der niedrigen Elektronenschalen und können diese nicht aus den tiefen
Zuständen in das Kontinuum oder in höher liegende Zustände anregen. Während dieses Prozesses nimmt das Ion den
Photonenimpuls auf und das Photon wird elastisch gestreut (siehe Abbildung 2.21). Die Bewegung der Ionen kann da-
bei in typischen Röntgenstreuexperimenten nicht aufgelöst werden. Sii(k,ω) ist sehr klein für Röntgenstrahlung (großes
ω). Da Ionen sehr viel schwerer als Elektronen sind, kann der dynamische Ion-Ion-Strukturfaktor für elastische Streu-
ung mit Sii(k,ω) = Sii(k)δ(ω) angenommen werden [Gregori 2003]. Sii(k) ist der statische Ion-Ion-Strukturfaktor, der
in Abschnitt 3 vorgestellt wurde und durch die radiale Verteilungsfunktion bestimmt werden kann. Der Ion-Formfaktor
fI(k) ist zugehörig zu der räumlichen Verteilung der Elektronen, die stark an die Ionen gebunden sind. Er kann zum
Beispiel exakt berechnet werden wenn dem Hartree-Fock-Ansatz, der selbst konsistenten Feldmethode, beschrieben von
R. W. James [James 1962], gefolgt wird. Ein anderer Ansatz ist es, stattdessen als Näherung auf Wasserstoffwellenfunk-
tionen zurückzugreifen. In dem Modell ergeben sich die Atomformfaktoren fn,l, mit n der Hauptquantenzahl und l der


















Abbildung 2.21.: Elastische Streuung von Photonen an gebundenen Elektronen. Dabei ist die Anregungsenergie Ei des
streuenden Elektrons größer als die Energie des Photons. Das Elektron kann nicht auf ein anderes Ener-
gieniveau gelangen und das Ion nimmt den Impuls des Photons auf, welches dann quasi elastisch ge-
streut wird.
mit aB dem Bohrschen Radius und Zn,l = Z − zn,l der effektiven Kernladung, die das Elektron im Quantenzustand n, l
wahrnimmt15. Die Abschirmkonstante zn,l hängt vom atomaren oder ionischen Zustand des Atoms ab und kann nach
L. Pauling und J. Sherman [Pauling 1932] berechnet werden. Diese Methode liefert gute Ergebnisse für leichte Elemente.





Wird ein neutrales und isoliertes Atom betrachtet, wird daraus der Atomformfaktor fA(k), welcher verfügbar ist für viele
Elemente, zum Beispiel durch die numerischen Näherungen von D. Waasmaier und A. Kirfel [Waasmaier 1995]. Der
Beitrag von d(k) kann sehr gering sein, so gilt für leichte flüssige Metalle genähert fA(k) ≈ fI(k) + d(k). Für den Fall
k > 2·1010m−1 ergibt sich fA(k)≈ fI(k) [Anta 2000]. Die Bestimmung von d(k) in WDM ist komplizierter [Gericke 2010].
In den im Rahmen dieser Arbeit durchgeführten Experimenten wurde eine Rückstreugeometrie gewählt, sodass d(k)
vernachlässigt werden kann [Wünsch 2011].
5.3.2 Inelastische Streuung an freien Elektronen
Der zweite Term in Gleichung 2.69 beschreibt die inelastische Streuung an freien Elektronen, die nicht der Bewegung
der Ionen folgen. Während der Streuung wird Energie vom Photon auf ein Elektron übertragen und das gestreute Photon





Abbildung 2.22.: Inelastische Streuung von Photonen an freien Elektronen. Das Photon wird absorbiert und versetzt das
Elektron in Schwingungen. Anschließend wird das Photon emittiert. Dabei ist die Energie des Photons
nun um die Eigenbewegung des streuenden Elektrons Doppler verschoben (ω1 >ω2).
der freien Elektronen im Plasma. Die Beschreibung erfolgt durch das Fluktuations-Dissipations-Theorem [Kubo 1957]










mit ε(k,ω) der dielektrischen Antwortfunktion des Elektrons. Für klassische Plasmen erfolgt die Betrachtung mit der um
Störungen erweiterten Vlasov-Gleichung [Landau 1995]. Wenn die Elektronen anfangen zu entarten und Quanteneffekte
beginnen zu dominieren, versagt diese Betrachtung. Solange die Wechselwirkungen zwischen den Teilchen schwach sind
15 Z1,0 = 5,81, Z2,0 = 3,96 und Z2,1 = 3,09 für Kohlenstoff nach L. Pauling und J. Sherman [Pauling 1932].
32
und nichtlineare Wechselwirkungen zwischen Dichtefluktuationen vernachlässigbar sind, kann die dielektrische Funktion
mit der Random Phase Approximation (RPA) behandelt werden [Bohm 1951, Pines 1952, Bohm 1953]. Eine weiterrei-
chende Behandlung als RPA für XRTS in dichten Plasmen erfolgt in der Arbeit von R. Redmer [Redmer 2005].
Im Allgemeinen können durch Messungen des inelastischen Streuverhaltens an freien Elektronen eine Reihe an Plas-
maparametern bestimmt werden. In dieser Arbeit sind aufgrund der geringen Temperaturen (≈ 1 eV) im geschockten
Zustand, nur wenige freie Elektronen vorhanden und selbst im komprimierten Zustand unwahrscheinlich. Der zwei-
te Term in Gleichung 2.69 liefert damit keinen signifikanten Beitrag zum Streusignal und kann deshalb vernachlässigt
werden.
5.3.3 Inelastische Streuung an gebundenen Elektronen
Der dritte Term der Gleichung 2.69 gibt die Dichtekorrelation der stark gebundenen Elektronen oder Kernelektronen
jedes Ions wieder. Dies beinhaltet zwei inelastische Streuprozesse. Bei der Raman-Streuung wird das Elektron in einen
angeregten Zustand gehoben. Ist der Energieübertrag größer als die Ionisationsenergie, gelangt das Elektron ins Konti-






Abbildung 2.23.: Inelastische Streuung von Photonen an gebundenen Elektronen. Ist die Energie eines Photons größer als
die Energie Ei, die es bedarf, um ein Elektron zu entfernen und das Atom zu ionisieren, hat das gestreute
Photon nach diesem Prozess eine verringerte Energie.
Der Anteil von Raman-Streuung bei der Verwendung von Röntgenstrahlung im WDM Bereich kann vernachlässigt wer-
den [Gregori 2003, Gregori 2004]. Der Hauptbeitrag der „bound-free“ Streuung kommt von besetzten Zuständen in
der L-Schale bei der Verwendung von Röntgenstrahlung in einer nicht kollektiven Streugeometrie. Dabei können die
Wechselwirkungen mit den Kernelektronen mit der Impulsnäherung (Impulse Approximation, IA) behandelt werden
[Eisenberger 1970, Currat 1971], solange | Eb/Ec |2 1 gilt mit Eb der Bindungsenergie des Elektrons und Ec =
~2k2/(2me) der Compton-Energie. Für die IA werden die Annahmen getroffen, dass die Elektron-Photon-Wechselwirkung
kurz ist und die Elektronen vor und nach dem Streuprozess das gleiche umgebende Kernpotenzial wahrnehmen. Die
Elektronen können beim Streuprozess als frei betrachtet werden. Nur die Änderung der kinetischen Energie muss be-
rücksichtigt werden. Die Energieänderung hängt von der Projektion des Elektronenimpulses auf den Streuvektor k
ab. Die Dopplerverbreiterung der gestreuten Photonen ist direkt abhängig von der Impulsverteilung der Elektronen
[DuMond 1929]. Mit der Wasserstoff-Näherung für die Startwellenfunktion und der Impulsverteilung der Elektronen






































16 Die erste Ionisierungsenergie für Kohlenstoff beträgt 11,26 eV.
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Der obere Index 0 gibt die Ordnung der Korrektur an. In weiterführenden Betrachtungen wird dieser durch die ent-
sprechende Ordnung ersetzt. Diese weiterführenden Modifikationen berücksichtigen dann die Energieverschiebung des
Streusignals [Issolah 1988]17. Weitere Verbesserungen erfolgen durch die Verwendung der Born-Näherung und Was-
serstoffwellenfunktionen für den Anfangs- und Endzustand [Eisenberger 1970, Bloch 1974, Bell 1986] oder durch Stö-
rungserweiterung des Endzustands [Gasser 1983, Holm 1989]. Die „bound-free“ Streuung ist nur erlaubt, wenn der
Energietransfer vom Photon auf das Elektron größer ist als die Bindungsenergie. Der dynamische Strukturfaktor hat
damit eine Grenzenergie für die Ionisation von K- und L-Schalen Elektronen. Der totale „bound-free“ dynamische Struk-
turfaktor kann für die IA nach [Glenzer 2009] geschrieben werden alseSce(k) = rk∑
n,l
Jn,l(ξ) (2.87)
mit der Summe über alle Beiträge der gebundenen Elektronen. Die Normierungskonstante rk berücksichtigt die Möglich-
keit von kohärenter Streuung [Paakkari 1974] und ist gegeben durch [James 1962]
rk = 1− 1Zb
∑
n




mit fn(k) den Atomformfaktoren (siehe Gleichungen 2.78 - 2.80) und dem Zusammenhang aus Gleichung 2.81.
5.4 Analyse Phasenübergang mit XRTS
Für den fest-flüssig Übergang ändert sich Sii(k,ω) sehr stark und erlaubt damit eine Untersuchung der Phase. Die Än-
derung erfolgt durch die sich ändernde Amplitude des elastisch gestreuten Signals für einen gegebenen Streuvektor.
Gleichzeitig bleibt die Intensität des inelastischen Signals konstant und kann zum Normalisieren verwendet werden. Für
WDM Bedingungen im nicht-kollektiven Streuregime und für freie Elektronen kann vom dynamischen Strukturfaktor
S(k,ω) auf den statischen Strukturfaktor S(k) übergegangen werden. Dafür wird der dynamische Strukturfaktor über
alle Frequenzen integriert und der statische Strukturfaktor dadurch erhalten.
Weiter kann die Gleichung 2.69 für den Bereich der WDM vereinfacht werden, da von einem niedrigen Ionisationsgrad
(keine freien Elektronen) ausgegangen werden kann und die Ionen als statisch betrachtet werden können. Damit ergibt
sich der erste Term der Gleichung mit den Erkenntnissen aus Abschnitt 5.3.1 zu | f (k) |2 Sii(k). Der zweite Term, die
Streuung an freien Elektronen, kann aufgrund der sehr geringen Anzahl von freien Elektronen vernachlässigt werden.
Aus dem dritten Term, dem inelastischen Streuen von Photonen an gebundenen Elektronen, ergibt sich der statische
Strukturfaktor aus der Summe der elektronischen Formfaktoren fn(k) für alle schwach gebundenen Elektronen Zb zu:
Sbf(k) = Zb
∫ eSce(k,ω−ω′)SS(k,ω′)dω′ = Zb∑
n=1
(1− | fn(k |2). (2.89)
Durch diese Vereinfachungen ergibt sich die Formel zu [James 1962, Gregori 2003, Gregori 2004]:




Mit diesen Annahmen ergibt die Messung des Verhältnisses der elastisch zu inelastisch gestreuten Intensität direkt den
statischen Ionenstrukturfaktor [Kraus 2013]:
Sii(k) =
1








Dabei muss das Verhältnis von elastisch gestreuter Intensität Iel zu inelastisch gestreuter Intensität Iinel vom Experiment
aufgelöst werden können. Dafür sind große Streuwinkel am besten geeignet, da hier die Verschiebung des inelastischen
Streusignals größer ist als für kleine Winkel [Redmer 2005] und damit leichter detektiert werden kann. Während des
Phasenübergangs ändert sich die Form des Strukturfaktorverlaufs von einzelnen Peaks, an denen die Bragg-Bedingung
erfüllt wird, zu einer kontinuierlichen Funktion (siehe Abbildung 2.5). Entscheidend für die Experimentgeometrie ist
dabei, dass keine Bragg-Peaks getroffen werden, da diese das Streusignal überlagern, sehr viel stärker sein können
als das XRTS Signal und ihr Anteil am Gesamtsignal unbekannt ist. Um dies zu gewährleisten, gilt es eine möglichst
schmalbandige Röntgenquelle zu verwenden und eine entsprechende Kombination aus Photonenenergie und Streuwinkel
zu wählen. Sofern nicht anders angegeben, bezieht sich der Begriff Strukturfaktor im folgenden Experimentalteil immer
auf den Ion-Ion-Strukturfaktor, da dies die im Experiment zugängliche Größe ist.
17 Siehe Compton-Defekt [Bergstrom 1997]
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5.5 Bragg-Streuung
Beim Effekt der Bragg-Streuung handelt es sich um einen Spezialfall der Strukturfaktorbetrachtung, wenn sehr peri-
odische Strukturen vorliegen. In diesem Fall bildet der Strukturfaktor scharf definierte Bereiche mit einer sehr hohen
Reflexion, die die sogenannten Bragg-Reflexe erzeugen. Durch die Anordnung der einzelnen Atome entstehen eine Rei-
he von Gitterebenen, an der es zu konstruktiver Interferenz kommt. Die Reflexion erfolgt in die Richtung, in die die
Bragg-Gleichung erfüllt ist [Bragg 1913].
nλ= 2d sin(θB) (2.92)
Dabei ist λ die Wellenlänge des Photons, d der Gitterebenenabstand, n die Beugungsordnung und θB der Winkel zwischen
dem Röntgenstrahl und der Gitterebene. Dieser Effekt kann für dispersive Elemente in einem Kristallspektrometer (siehe
Experimentalkapitel Abschnitt 1.2) zur Energieseparation verwendet werden, oder um eine mikroskopische Struktur-
oder Phasenänderung zu detektieren, bei der sich die Bragg-Reflexe verschieben oder verschwinden. In Abbildung 2.24








Um die gewonnen Daten der Experimente verstehen und interpretieren zu können, ist ein angemessenes Verständnis
des dynamischen Strukturfaktors nötig. Dafür muss besonders das Verhalten der Form der spektral aufgelösten Streu-
signale beachtet werden, welches von der theoretischen Seite her eine große Herausforderung für die Simulationen ist
[Wünsch 2011]. Der enorme Zuwachs an Rechenkapazität in den letzten Jahren erlaubt immer mehr den Einsatz von ab-
initio Methoden für die Berechnung des dynamischen Strukturfaktors von WDM [Garcia 2008], die über die Methoden
der IA und der Verwendung von Wasserstoffwellenfunktionen hinausgehen. Mit diesen Methoden wird die mikrosko-
pische Struktur betrachtet. Sie erlauben keine Betrachtung der Materialwechselwirkungen durch eine lasergetriebene
Schockwelle. Diese Vorgänge werden üblicherweise mit Hydrodynamik-Simulationen verglichen. Im Folgenden wird auf
die Funktionsweise von Hydrodynamik-Simulationen für die Wechselwirkung eines Lasers mit einer Probe eingegangen
und auf die direkte Anwendung des HELIOS-Simulations Programms [MacFarlane 2006] für die Experimentparameter.
Darauf folgt die Vorstellung von DFT-MD Methoden für die Betrachtung der mikroskopischen Struktur und die Vorstellung
von vergleichenden Simulationsergebnissen für die Experimente.
1 Funktionsweise der Hydrodynamik-Simulation
Die Wechselwirkung von Laserstrahlen mit Materie kann mit Modellen durchgeführt werden, die die Hydrodynamik, den





























Bei der Energieerhaltung sind vor allem die Quell- und Senkterme in Eqs = −∇ jtherm −∇S + qib von Bedeutung. Diese
betreffen die Zufuhr von Energie durch den Laser in Form von inverser Bremsstrahlung qib, Wärmeleitung −∇ jtherm
und Strahlungstransport ∇S. Der Strahlungstransport ergibt sich aus der Integration über alle Frequenzen der Strah-
lungstransportgleichung. Die Erhaltungssätze mit dem Strahlungstransport bilden allerdings kein komplett geschlosse-
nes System. Zusätzlich braucht ein Hydro-Code noch die Zustandsgleichung ε(ρ, P) und die Opazität κω(ε,ρ, P) des zu
berechnenden Materials, die vorab verfügbar sein müssen.
Diese Bedingungen müssen in den Bereichen der heißen dichten Plasmen beziehungsweise der WDM vom Hydro-Code
gelöst werden. Die Schwierigkeiten liegen bei den Zustandsgleichungen und den Opazitäten, da diese bei den vorlie-
genden extremen Bedingungen für die untersuchten Systeme nicht hinreichend genug bekannt sind. Als Datenbasis für
die Zustandsgleichungen und Opazitäten kann die SESAME Datenbank [Lyon 1992] verwendet werden. Im Hydro-Code
werden für die Simulationen die gewünschten Probenparameter: wie Dichte, Material und räumliche Dimension ange-
geben. Diese Informationen werden auf ein numerisches Netz mit festen Punkten und diskreten Werten gebracht. In
dieser Arbeit wurde der eindimensionale HELIOS Code 4.3 verwendet, der im nächsten Abschnitt vorgestellt wird. Die
Verwendung eines eindimensionalen Codes ist möglich, wenn die vom Laser beleuchtete Fläche vom Durchmesser her
mindestens dem Doppelten der Probendicke entspricht.
2 HELIOS-Simulation
Der Hydro-Code HELIOS löst die Strahlungs-Hydrodynamikgleichungen mit einem eindimensionalen Lagrange-Netz (La-
grangekoordinaten werden auch Massenkoordinaten genannt). Dabei können planare, zylindrische und sphärische Geo-
metrien verwendet werden. Der HELIOS Code ist weit verbreitet bei der Analyse von lasergetriebenen Schockwellen
für Röntgenstreuexperimente [Garcia 2008, Neumayer 2010]. Der Code von PRISM-CS [MacFarlane 2006] ist Teil des
Software Pakets PRISM Software. Die Strahlungs-Hydrodynamikgleichungen werden dabei für eine Einkomponentenflüs-
sigkeit gelöst, bei der die Elektronen und Ionen sich zusammen bewegen, während eine künstliche Flüssigkeitsviskosität
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die Stabilität der Schocklösung garantiert. Die Beiträge zum Druck der Bewegungsgleichungen kommen von den Elektro-
nen, Ionen, der Strahlung und dem Magnetfeld. Der Energietransport im Plasma kann mit einem Eintemperaturmodell
(Ti = Te) oder Zweitemperaturmodell (Ti 6= Te) behandelt werden. Dieser wird mit dem Spitzer-Modell [Spitzer 1953],
einem Modell mit konstanter Wärmeleitfähigkeit oder Hybridmodellen beschrieben. Für die Elektronen und Ionen wird
eine Maxwell-Verteilung der Temperaturen Te und Ti angenommen. Die Eigenschaften der Materialzustandsgleichungen
basieren auf den SESAME Tabellen [Lyon 1992] oder PROPACEOS1 Tabellen [MacFarlane 2006]. Die Opazitäten werden
ebenfalls durch PROPACEOS bereitgestellt. Die Laserenergie wird mit einem inversen Bremsstrahlungsmodell einge-
bracht, wobei keine Energie hinter die kritische Dichte eingebracht werden darf. Für eine planare Geometrie gelangt das
Laserlicht entlang eines einzelnen Strahls mit dem Einfallswinkel 0◦ auf die Probe. HELIOS erlaubt es Proben, bestehend
aus mehreren Lagen verschiedener Materialien, aufzubauen. Die ganze Probe wird zur Erstellung des Lagrange-Netzes
in Zonen aufgebaut, wobei die Anzahl der Zonen die Genauigkeit der Simulation bestimmt.
3 Ab-initio Simulationen
Das Hauptziel dieser Arbeit ist das Verstehen des Verhaltens von Kohlenstoff auf der mikroskopischen Ebene im flüs-
sigen Zustand. Durch quantenmechanische Berechnungen ist es möglich, viele Phänomene quantitativ vorherzusagen.
Die Lösung dieser quantenmechanischen Gleichungen werden als ab-initio Methoden bezeichnet, bei der die Schrödin-
gergleichung mittels quantenmechanischer Näherungen gelöst wird. Die besten Resultate für das Verhalten der Struktur
für WDM Bedingungen liefert die ab-initio Dichte-Funktional-Theorie (DFT) in Verbindung mit Monte-Carlo Simulation
für die Molekulardynamik (MD). Im Folgenden wird erst auf die DFT, dann auf die DFT-MD und abschließend auf die
Anwendung der DFT-MD für Kohlenstoff im Bereich der WDM eingegangen. Die Verwendung der DFT-MD erfolgt, da
diese eine gute Vorhersagekraft für thermodynamische und Transporteigenschaften in der WDM aufweist und diese mit
einer hohen numerischen Effizienz kombiniert.
3.1 DFT
Das Grundprinzip der DFT ist die Bestimmung der Elektronendichte im Grundzustand. Der Grundzustand eines Systems
aus N Elektronen weist eine eindeutige, ortsabhängige Elektronendichte ρ(r) auf, aus der alle weiteren Eigenschaften
des Grundzustandes bestimmt werden können und die ein Gesamtpotential Ψ(r) erzeugt. Die Energie eines Atoms lässt
sich aufgrund des Hohenberg-Kohn-Theorems [Hohenberg 1964] durch die Elektronendichte ρ(r) bestimmen. Der große
Vorteil der DFT ist, dass es nicht notwendig ist, die vollständige Schrödingergleichung für ein Vielelektronensystem zu
lösen. Dies reduziert den Rechenaufwand stark, weshalb sie weit verbreitet ist2. In der DFT ist die Energie E eine Funktion
der ortsabhängigen Elektronendichte ne(r).
E = E[ne(r)] (3.4)






In der DFT wird ein Funktional entwickelt, das die Energie und die Elektronendichte miteinander verknüpft. Die Grund-
zustandsenergie eines Systems mit N Elektronen kann nach [Kohn 1965] geschrieben werden als
E[ne(r)] = Ekin + Eek + Eee + Eaus. (3.6)
Diese setzt sich zusammen aus: der kinetischen Energie der Elektronen Ekin, der potenziellen Energie der Elektron-
Kern-Wechselwirkung Eek, der potenziellen Energie der Elektron-Elektron-Wechselwirkung Eee und der Austausch-
Korrelationsenergie Eaus, die Spin-Effekte der Elektronen berücksichtigt.
Die Wellenfunktion eines Systems aus N Elektronen beinhaltet 3 ·N Koordinaten3. Zur Bestimmung der Elektronendichte





| Ψi(r) |2 . (3.7)
1 Prism Opacity and Equation of State
2 Nobelpreis in Chemie 1998 für Walter Kohn
3 Wird der Spin berücksichtigt, 4 · N
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Durch Anwendung des Variationsprinzips auf die abgeleitete Elektronenenergie können diese bestimmt werden durch:
[Vww(r) + Vaus(r)]Ψi(r) = EiΨi(r). (3.8)
Mit Vww(r) der Summe der Beiträge aus der Bewegung der Elektronen, der Elektron-Kern-Wechselwirkung und der






Für die Lösung werden die Kohn-Sham-Gleichungen iterativ und selbstkonsistent gelöst. Die Startelektronendichte
wird durch Superposition der atomaren Elektronendichte bestimmt. Im nächsten Schritt wird das Austausch-
Korrelationspotenzial bestimmt, wofür die ungefähre Form der Abhängigkeit der Austausch-Korrelationsenergie von der
Elektronendichte angenommen wird. Damit wird die funktionale Ableitung aus Gleichung 3.9 bestimmt. Die einfachste




verwendet. Dabei ist εaus die Austausch-Korrelationsenergie eines Elektrons innerhalb eines homogenen Elektronen-
gases mit konstanter Dichte. Daraus werden die Kohn-Sham-Gleichungen gelöst und neue Orbitale bestimmt (neue
Ψi ’s). Durch diese Orbitale wird die Elektronendichte neu bestimmt. Diese entsprechen nun mehr der Realität als die
vorherigen Orbitale. Diese Schritte werden mehrmals durchgeführt, bis die Austausch-Korrelationsenergie und die Elek-
tronendichte nicht mehr variieren. Die Problematik besteht darin, dass keine exakten Funktionale existieren, welche die
Austausch-Korrelationsenergie beschreiben. In der LDA-Näherung hängt das Funktional nur von der Elektronendichte ab.
Ein anderer Ansatz ist hier die Gradienten-Näherung (generalized gradient approximation, GGA), bei der das Funktional
zusätzlich von der ersten Ortsableitung der Elektronendichte abhängig ist. Für Simulation im Bereich der WDM wird die
Perdew-Burke-Ernzerhof (PBE) [Perdew 1996] Methode für die Austausch-Korrelationspotentiale im Rahmen der GGA
verwendet. Mit diesem Formalismus ist es möglich, Systeme bis hin zu einigen tausend Elektronen zu betrachten.
3.2 DFT-MD
Die reine DFT berechnet den Grundzustand des Systems. Dieses Vorgehen ist im Bereich der WDM, in der die thermische
Energie und die Fermienergien vergleichbar sind, nicht anwendbar, da die Fermiverteilung durch eine Stufenfunktion
und der Annahme T = 0 behandelt wird. Um Temperatureffekte für die Elektronen zu berücksichtigen, kann diese mit
dem Mermin-Funktional [Mermin 1965] bestimmt werden, welches die Energieeigenzustände nach der realen tempera-
turabhängigen Fermifunktion besetzt. Für den Bereich der WDM muss auf die Born-Oppenheimer DFT-MD übergegangen
werden. Dabei behandelt die Molekulardynamik die Wechselwirkung zwischen Atomen und die daraus resultierende Be-
wegung, während die DFT die Elektronen behandelt. Die Berechnung des Systems erfolgt dabei iterativ. Die Beschreibung
der Ionen erfolgt mit der klassischen MD. Für die in dieser Arbeit gezeigten DFT-MD Simulation ist das Vienna Ab-Initio
Simulation Package (VASP) [Kresse 1993, Kresse 1994, Kresse 1996] verwendet worden. Dabei werden für eine gege-
bene Ionenkonfiguration die Kohn-Sham-Gleichungen gelöst und im nächsten Schritt die Energielevel entsprechend der
Fermiverteilung besetzt. Von der erhaltenen Elektronenkonfiguration werden die Elektronen-Ionen-Wechselwirkungen
berechnet, woraus sich die Bewegung der Ionen ergibt. Dieser Prozess wiederholt sich und die neue Elektronendichte für
die neue Ionenkonfiguration wird bestimmt. Dabei folgen die Elektronen instantan dem neuen Feld der Ionenkonfigura-
tion [Gericke 2010b].
3.3 DFT-MD für Kohlenstoff
Alle in dieser Arbeit gezeigten DFT-MD Simulationen sind von J. Vorberger4 durchgeführt worden. Für die Simulationen
wurde der VASP Code verwendet. Weitere Details zu den Simulationsparametern sind in [Kraus 2013 Support Material]
enthalten. Die Simulationen wurden für etwa 200 Kohlenstoffatome in einem begrenzten Volumen durchgeführt. Die
Anordnung der Atome beim Start der Simulation kann dabei eine Graphitstruktur, hexagonale Diamantstruktur, kubische
Diamantstruktur oder eine Flüssigkeit sein. Während der gesamten Simulation wurden die Temperatur und das Volu-
men festgehalten. Diese Simulationen liefern die radiale Verteilungsfunktion g(r) (siehe Theoriekapitel Abschnitt 3) aus
4 Jan Vorberger, Helmholtz-Zentrum Dresden-Rossendorf, Bautzner Landstraße 400, 01328 Dresden, Deutschland
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der mittels Fouriertransformation der Strukturfaktor bestimmt werden kann. Dabei ist der Strukturfaktor der im Expe-
riment zugängliche Parameter. Zusätzlich liefern die Simulationen Informationen über die Phase, indem die Bewegung
der Atome über die Simulationszeit verfolgt wurde. Der bestimmte Verlauf des Strukturfaktors hängt mit der Bewegung
der Teilchen über die gesamte Simulationszeit zusammen. Bewegen sich die Teilchen nicht, liegt eine feste Struktur vor.
Bewegen sie sich, befindet sich das Material in der flüssigen Phase. Der Verlauf der Teilchenbewegung von Kohlenstoffsi-
mulationen für verschiedene Dichten und Temperaturen ist in Abbildung 3.1 oben links und rechts dargestellt.
In der Abbildung oben links sind Simulationen dargestellt, die in der flüssigen Phase beginnen. Der Kohlenstoff bleibt
in den Simulationen für 6 000 K und 8 000 K während der gesamten Simulationszeit flüssig, während das Material in
den Simulation für 4 000 K nach kurzer Zeit kristallisiert. Dies zeigt sich durch das Verhalten der Teilchenbewegung.
Dabei bedeutet ein Ansteigen der Kurve, dass die Probe flüssig ist und eine Steigung von null, dass die Probe fest ist.
Die Steigung der Teilchenbewegung gibt damit auch an, wie weit die Probe von der Kristallisation entfernt ist. Damit
befindet sich die Simulation für 6 000 K kurz vor der Kristallisation und dem Phasenübergang. Die Simulationen oben
rechts in Abbildung 3.1 starten in einer Diamantstruktur für verschiedene Temperaturen und Dichten. Die Ergebnisse
zeigen für 9 000 K und 10 000 K bei einer Dichte von 4,28 g/cm3 ansteigende Geraden für die Teilchenbewegung und
zeigen damit eine flüssige Phase an, während für 8 000 K (4,28 g/cm3) die Struktur erhalten bleibt. Die simulierte Probe
für 8 000 K bei einer Dichte von 3,90 g/cm3 ist ebenfalls flüssig während das Ergebnis bei 7 000 K auf eine feste Phase
hinweist. Die Simulationsergebnisse für die beiden festen Phasen sind um einen Faktor 10 vergrößert dargestellt. Die
Simulation für 8 000 K und einer Dichte von 3,90 g/cm3 wurde über 12 000 fs simuliert. Dabei blieb das Material in den
ersten 6 000 fs fest und wurde erst danach flüssig. Die ersten 6 000 fs sind zur besseren Darstellung nicht mit angezeigt.
In Abbildung 3.1 unten links sind Ergebnisse von DFT-MD Simulation für den Strukturfaktor dargestellt. Dabei ist deut-
lich zu erkennen, dass sich der Strukturfaktor sehr stark in Abhängigkeit der Temperatur verändert. Die Simulationen
für 10 000 K (4,08 g/cm3), 8 000 K (3,90 g/cm3) und 5 000 K (4,08 g/cm3) starten von einer Diamantstruktur. Der Über-
gang zu einer Flüssigkeit zeichnet sich dadurch aus, dass die Bragg-Peaks von Diamant bei etwa k = 3,2 · 1010 m−1,
k = 5,2 · 1010 m−1 und k = 6,2 · 1010 m−1 verschwinden und ein glatter Kurvenverlauf sichtbar wird. Bei der Simulation
für 8 000 K (3,90 g/cm3) sind die Bragg-Peaks deutlich zu erkennen, obwohl die Teilchenbewegung (siehe Abbildung
3.1 oben rechts) zeigt, dass die Probe am Ende flüssig und nur am Anfang der Simulation fest ist. Eine, wenn auch nur
kurzfristige, feste Phase hat damit einen massiven Einfluss auf das Simulationsergebnis. Die Simulationen für 4 000 K,
6 000 K und 8 000 K bei einer Dichte von 4,00 g/cm3 starten in der flüssigen Phase. Die Simulationen für 6 000 K und
8 000 K zeigen eine flüssige Phase (vergleiche Abbildung 3.1 oben links). Die sehr geringe Teilchenbewegung bei 6 000 K
weist darauf hin, dass das Material in der Simulation kurz vor dem Phasenübergang ist. Die Struktur in der Simulation
für 4 000 K wird kurz nach dem Start der Simulation fest und das Ergebnis des Strukturfaktors sollte mehr dem Resultat
für 5 000 K bei einer Dichte von 4,08 g/cm3 ähneln.
Im Experiment werden eine Vielzahl von Endzuständen erreicht, die sich in Dichte und Temperatur unterscheiden. Ob
ein Endzustand fest oder flüssig ist, ist abhängig von der Dichte und der Temperatur. Aufgrund des Rechenaufwands
ist es nicht möglich, jeden Endzustand einzeln zu simulieren und aus der erhaltenen Teilchenbewegung zu entschei-
den, ob die Probe fest oder flüssig ist. Um diese Entscheidung allgemein anhand des Strukturfaktors treffen zu können,
muss eine Schmelzkurve aus einer sehr begrenzten Anzahl an Simulationen ermittelt werden. Ein Ansatz dafür ist die
Betrachtung der Teilchenbewegung für Simulationen, bei denen der Kohlenstoff flüssig ist. Verschiedene Positionen im
Phasendiagramm sind miteinander vergleichbar, wenn sie nach einer bestimmten Anstiegszeit der Teilchenbewegung die
gleiche Teilchenbewegung aufweisen. Diese Positionen befinden sich dann im gleichen Abstand zum Phasenübergang.
Dies erlaubt es, den Phasenübergang über einem Parameterbereich zu folgen. Aus allen durchgeführten Simulationen
wurden zwei mit sehr ähnlicher Teilchenbewegung identifiziert. Es handelt sich dabei um zwei Simulationen, die in der
Diamantstruktur bei 8 000 K (3,90 g/cm3) und 9 000 K (4,28 g/cm3) starten und nach 6 000 fs Simulationszeit, in der sich
die Teilchen bewegen, eine Teilchenbewegung von etwa 95·10−20 m2 aufweisen. Diese beiden Punkte befinden sich im
gleichen Abstand zum Phasenübergang. Der Verlauf zwischen ihnen wird als linear angenommen. Damit ist der Verlauf
des Phasenübergangs bestimmt, aber nicht seine Position.
Für die Positionsbestimmung wurden alle durchgeführten Simulationen betrachtet, in der der Kohlenstoff fest geblieben
ist. Dabei wird ein Simulationsergebnis als fest betrachtet, wenn die Teilchenbewegung unterhalb von 25·10−20 m2 bleibt.
Die Linie mit gleicher Teilchenbewegung wird durch die Simulation gelegt, die dieser am nächsten ist. Der dadurch be-
stimmte Kurvenverlauf wird als die Schmelzgrenze für die spätere Auswertung der experimentellen Daten verwendet.
Die auf diese Art erhaltene Schmelzkurve ist in Abbildung 3.1 unten rechts dargestellt. Eine bessere Bestimmung des
Kurvenverlaufes wäre mit einer Parameterstudie möglich, dessen praktische Umsetzung durch die begrenzten Rechen-
kapazitäten nicht möglich ist. Bei dem Kurvenverlauf handelt es sich nicht um den realen Kurvenverlauf, da sich die
Teilchen in der Simulation immer noch bewegen. Zudem sollte dieser nicht linear verlaufen.
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Abbildung 3.1.: Oben links: Verhalten der Bewegung der Kohlenstoffatome über die Simulationszeit, beginnend in der
flüssigen Phase. Die rote und grüne Simulation zeigen durchgehend flüssige Phasen, während die blaue
Simulation eine Kristallisation zeigt. Oben rechts: Bewegung der Kohlenstoffatome über die Simulations-
zeit, beginnend bei einer Diamantstruktur. Aufgrund der Teilchenbewegung sind die in Grün, Rot und
Cyan dargestellten Simulationsergebnisse als flüssig zu betrachten und die in Blau und Magenta dar-
gestellten Simulationsergebnisse als fest. Unten links: Die Simulationen zeigen die starke Änderung des
Strukturfaktors bei unterschiedlichen Temperaturen für verschiedene Anfangsparameter. Die Simulatio-
nen mit einer Dichte von 4,00 g/cm3 sind oben links dargestellt und beginnen in der flüssigen Phase.
Die Simulation für 4 000 K zeigt bei k = 5,5·1010 m−1 zwei Peaks, die ein Resultat des Auskristallisierens
sind. Die Simulation für 8 000 K und 3,90 g/cm3 zeigt das Verhalten einer festen Probe, obwohl, wie
oben rechts gezeigt, diese flüssig ist. Dies kommt durch die sehr viel intensiveren Bragg-Peaks, die am
Anfang in der festen Probe vorhanden waren und damit immer noch den Verlauf des Strukturfaktors
dominieren. Unten rechts: Die Linien zeigen Orte gleicher Teilchenbewegung an, deren Verlauf als line-
ar angenommen wird und durch Simulationen mit gleicher Teilchenbewegung (rote Sterne) bestimmt
wurde (blauer Kurvenverlauf). Dieser Kurvenverlauf (grüner Kurvenverlauf) wurde durch die Anfangsbe-
dingung der Simulation gelegt, bei der die Probe nicht flüssig geworden ist und diesem Kurvenverlauf




Die Daten dieser Arbeit wurden in zwei Experimenten gesammelt. Das erste Experiment wurde im Februar und März
2013 in der Central Laser Facility (CLF) am Rutherford Appleton Laboratory (RAL) im Vereinigten Königreich am Vulcan
Lasersystem in der Target Area West (TAW) durchgeführt. Das Ziel des Experiments lag darin, Graphittypen verschiedener
Dichte gleich stark zu komprimieren, dadurch im komprimierten Zustand unterschiedliche Temperaturen, aber gleiche
Drücke, zu erreichen und die Phasenänderung zu beobachten. Das zugrunde liegende Prinzip für das Erreichen der ver-
schiedenen Temperaturen wurde in Abschnitt 4.1.3 vorgestellt. Das zweite Experiment wurde im Mai 2014 im Stanford
Linear Accelerator Center (SLAC) in Kalifornien, USA an der Linac Coherent Light Source (LCLS) im Matter in Extreme Con-
ditions (MEC) Labor durchgeführt. In diesem Experiment wurde der Strukturfaktor für mehrere Streuvektoren gemessen
und die Temperatur im Kohlenstoff durch den Strukturfaktor bestimmt.
In diesem Kapitel werden die Experimente separat betrachtet und für jedes der Aufbau vorgestellt und auf die verwen-
deten Diagnostiken eingegangen. Im nächsten Schritt werden die jeweiligen Ergebnisse aufgeführt und abschließend
diskutiert.
1 Experiment RAL
Im folgenden Abschnitt wird das Experiment vorgestellt, das an der CLF am RAL im Vereinigten Königreich durchge-
führt wurde. Um warmen dichten Kohlenstoff bei gleichem Druck aber unterschiedlichen Temperaturen zu erzeugen,
wurden Graphittypen mit Dicken zwischen 70µm und 120µm und Ausgangsdichten von 1,30 g/cm3, 1,84 g/cm3 und
2,25 g/cm3 schockkomprimiert. Diese Proben werden in Abschnitt 1.2 vorgestellt. Die Begründung für die Dicken der
Proben ergibt sich aus der Betrachtung der Absorptionslänge für die verwendete Röntgenstrahlung und der Anforderung
einer eindimensionalen Schockwelle zum Lösen der Rankine-Hugoniot-Gleichungen um die Position im Druck-Dichte-
Diagramm bestimmen zu können. Die Absorptionslänge für Graphit mit der natürlichen Dichte von 2,26 g/cm3 beträgt
226,3µm bei einer Photonenenergie von 4 952 eV [Henke 1993]. Für höhere Dichten im komprimierten Zustand ist die
Absorptionslänge aufgrund der erhöhten Dichte des durchstrahlten Materials geringer. Wird wie in diesem Experiment
eine Rückstreugeometrie verwendet, kann die zurückgelegte Distanz für ein einfach gestreutes Photon bis zum dop-
pelten und mehr der Probendicke betragen, bevor es die Probe wieder verlässt. Damit sind Probendicken oberhalb der
halben Absorptionslänge nicht sinnvoll zu verwenden. Der Hauptabsorptionsprozess in diesem Energiebereich ist der
Photoeffekt (siehe Abbildung 2.17). Die Forderung nach einer eindimensionalen Schockwelle verlangt für eine laser-
getriebene Schockwelle mindestens einen Laserfokusdurchmesser vom doppelten der Probendicke. Für die Technik der
lasergetriebenen Schockwellen werden Intensitäten von 1012 W/cm2 bis 1013 W/cm2 über einen Zeitraum von mehreren
Nanosekunden benötigt. Idealerweise wird die Probe so lange bestrahlt, wie die Schockwelle zum Durchlaufen der Probe
braucht, um möglichst gleichbleibende Bedingungen zu schaffen. Aufgrund dieser Bedingungen wurden Probendicken
von maximal 120µm verwendet, damit noch genügend Photonen für die Detektion vorhanden waren.
Die Bestimmung der Position des geschockten Kohlenstoffes im Phasendiagramm kann durch die Messung der Geschwin-
digkeit der Schockwelle erfolgen. Dafür wurde die Durchlaufzeit der Schockwelle mit einer Schmierbild-Kamera (SBK)
gemessen und die Schockgeschwindigkeit mit der bekannten Probendicke berechnet. Die Phase konnte durch Beobach-
tung des Strukturfaktors ermittelt werden. Dieser wurde mittels XRTS bestimmt, für dessen Messung hochauflösende
Kristallspektrometer verwendet wurden.
Die Kombination aus Photonenenergie und verwendetem Streuwinkel muss so gewählt werden, dass die Messungen des
Strukturfaktors an einem Punkt erfolgen, an dem dieser sehr sensitiv auf die Änderung der Struktur reagiert und der
Detektionsbereich des Spektrometers nicht von Bragg-Peaks überlagert wird. Aufgrund dieser Überlegungen wurde die
K-α Linie von Vanadium bei 4 952 eV gewählt und ein Kristallspektrometer für einen Streuwinkel von 126◦ zur Rönt-
genausbreitungsrichtung verwendet. Dies ergibt einen Streuvektor von k = 4,47 · 1010 m−1. Der durch das Spektrometer
aufgrund der divergenten Röntgenquelle abgedeckte Bereich ist in Abbildung 4.1 gezeigt. Zusätzlich sind die Positionen
der Bragg-Peaks von Graphit für 4 952 eV Photonen vermerkt. Die Abbildung zeigt, dass nur wenige Positionen für das
Spektrometer möglich sind, an denen keine Bragg-Peaks das eigentliche Signal überlagern. Die verwendeten Röntgen-
strahlen wurden durch einen Pikosekunden-Laserpuls erzeugt, indem dieser auf die Vanadiumfolie des Röntgentargets
fokussiert wurde und K-α Strahlung erzeugte. Der Aufbau für die Erzeugung der Röntgenstrahlung (Röntgentarget) wird
in Abschnitt 1.2 vorgestellt. Der abgedeckte Winkel des Spektrometers bestimmt sich aus dem Öffnungsdurchmesser des
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Abbildung 4.1.: Position der Bragg-Peaks für K-α Photonen mit einer Energie von 4 952 eV von Graphit und Detektionsbe-
reich des Kristallspektrometers unter Berücksichtigung der Form und Divergenz der Röntgenquelle. Die
Position und Intensität der Bragg-Peaks wurde mit der Software Crystall Diffract Version 6.0.2 und der in
Tabelle 2.1 angegeben Graphitparameter bestimmt.
Röntgentargets, dem Abstand der Vanadiumfolie zu dieser, dem Abstand der Öffnung zur Probe, der Größe des Laserfo-
kus und dessen räumlichen Intensitätsprofils.
In Abschnitt 1.1 wird gezeigt, wie die aufgelisteten Anforderungen im Experiment erfüllt wurden. Die spezifischen Details
der verwendeten Diagnostiken sind in Abschnitt 1.2 zu finden. Im Anschluss wird die Kalibrierungsprozedur von dem
Experiment erklärt (Abschnitt 1.3). Die Messergebnisse der einzelnen Diagnostiken sind in Abschnitt 1.4 vorgestellt und
werden in Abschnitt 1.5 diskutiert.
1.1 Aufbau RAL
Der prinzipielle Aufbau des Experiments ist in Abbildung 4.2 dargestellt. Er bestand aus den Laserstrahlen des Vulcan
Lasersystems zum Schocktreiben und zur Röntgenerzeugung, den Graphitproben, den Röntgentargets, den Kristallspek-
trometern für die spektralaufgelöste Messung der XRTS, der Quellstrahlung und der Transmissionsstrahlung und einer
SBK für zeitaufgelöste Messungen.
Das Vulcan Lasersystem besteht aus Nd:Glas-Verstärkerketten und kann bis zu 2,6 kJ im Nanosekundenbereich und bis
zu 1PW Spitzenleistung in 500 fs bei einer Wellenlänge von 1 053 nm liefern [VULCANLaser]. Im Bereich der Laser-
physik wird ab Pulslängen von 1 ns von Langpuls- und darunter von Kurzpulslasern gesprochen. Das System besteht
aus acht Strahlen, wobei zwei als Kurzpuls und als Langpuls verwendet werden können. Weitere sechs Strahlen ste-
hen als Langpulse zur Verfügung. Die letzte Verstärkung der Kurzpulse erfolgt durch Chirped Pulse Amplification (CPA)
[Strickland 1985]. Die Strahlen können an den Experimentierplätzen TAW und Target Area Petawatt (TAP) genutzt wer-
den.
Vier Langpulsstrahlen des Systems wurden genutzt, um die Schockwelle zum Erzeugen der WDM zu treiben. Die einge-
stellten Parameter der vier Langpulslaser für die Erzeugung der Schockwelle waren pro Strahl jeweils 250 J bei 1 053 nm
in 6 ns bis 7 ns. Diese wurden frequenzverdoppelt und lieferten zusammen etwa 230 J bis 300 J bei 527nm. Die Strahlen
wurden jeweils maximal fokussiert und auf einen Punkt auf der Probe zusammengelegt. Durch Phasenplatten1 wurde
die Intensität auf einen Durchmesser von 700µm geweitet und über den beleuchteten Bereich gleichmäßig verteilt. Dies
entspricht einer Intensität von 8,7·1012W/cm2 für 250 J. Durch die Homogenisierung der Intensität im Fokus wurde eine
planare Schockwelle erreicht, die in das Material getrieben wurde. Ein Kurzpuls des Systems wurde zur Erzeugung der
Röntgenstrahlung verwendet. Die eingestellten Laserparameter für den Kurzpuls waren 250 J vor der CPA. Dies entsprach
etwa 150 J in 10 ps bis 20 ps nach der CPA2. Der Strahl wurde durch eine Fokusparabel auf 75µm fokussiert, womit eine
Intensität von etwa 1,7·1017W/cm2 erreicht wurde. Im Experiment selbst schwankte die Laserenergie zwischen 230 J
1 Phasenplatten sind transparente Optiken, welche die Form und Intensitätsverteilung eines Laserprofils durch Beugung verändern können
[Pepler 1993].

































Abbildung 4.2.: Experimenteller Aufbau am RAL mit Angaben der Laserparameter und Ausrichtung der Diagnostiken.
AK126, AKQuell und AKQuell sind die Abstände für die von-Hámos-Geometrie der Kristallspektrometer, die
in Tabelle 4.1 angegeben sind. θB ist der Bragg-Winkel für die Ausrichtung der HOPG-Kristalle. Die Ab-
strahlung der erzeugten K-α Strahlung (lila) erfolgt gleichmäßig in alle Raumrichtungen und wird durch
den Aluminium- und Goldkegel abgeschirmt. Aus Übersichtsgründen wurde auf eine Darstellung der in
Richtung Quellspektrometer abgestrahlten Röntgenstrahlung verzichtet.
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bis 300 J vor der CPA. Die Fokussierung der Laserenergie erfolgte auf eine 10µm dicke Vanadiumfolie, womit die K-α
Strahlung erzeugt wurde. Der Prozess der Erzeugung ist in Abschnitt 4.2.1 vorgestellt worden. Die Verwendung von
K-α Strahlung erlaubte eine zeitliche Auflösung im Pikosekundenbereich und wurde bereits erfolgreich in Schockexpe-
rimenten genutzt [Kritcher 2008, Kritcher 2009, LePape 2010]. Im Experiment musste sichergestellt werden, dass keine
Strahlung aus der Röntgenerzeugung in die Spektrometer gelangte. Dafür wurden weitere Abschirmungen zwischen dem
Röntgentarget und den Spektrometern angebracht.
Der Aufbau der SBK erfolgte so, dass die Rückseite der Graphitproben, aus der der Schock ausbrach, auf den Eintrittsspalt
der SBK abgebildet wurde. Beim Austritt der Schockwelle aus der Probe wurden durch Plancksche Strahlung Photonen
im sichtbaren Bereich emittiert, welche durch die SBK unter der Voraussetzung aufgenommen werden konnten, dass
andere Photonenquellen unterdrückt wurden. Vom Ort des Schockausbruchs wurden neben dem Licht vom Schockaus-
bruch ebenfalls reflektierte Photonen von der Röntgenquelle gemessen. Durch gleichzeitiges Aufnehmen von Lecklicht
von einem Spiegel eines Langpulses konnte das zeitliche Energieprofil dieses Pulses ebenfalls aufgenommen werden.
Durch Bestimmen der Distanzen für Photonen über beide Wege zur SBK konnte der Beginn des Langpulses auf der SBK
genutzt werden, um den Beginn der Schockwelle in der Probe zu bestimmen. Die Funktionsweise einer SBK ist in Ab-
schnitt 1.2 angegeben. Bei der eingesetzten SBK handelte es sich um eine vom Typ C5680-22 der Firma Hamamatsu. Für
die Beobachtungen wurde ein Zeitfenster von 20 ns gewählt. Die tatsächliche Zeit dieses Zeitfenster entspricht laut Da-
tenblatt der SBK 20,1 ns. Neben der Schockgeschwindigkeit konnte mit der SBK die zeitliche Energieverteilung in einem
der Langpulse und der Zeitpunkt des Auftreffens der Röntgenstrahlung auf die Probe gemessen werden.
Als Spektrometer wurden die in Abschnitt 1.2 vorgestellten Kristallspektrometer verwendet. Dort sind ebenfalls die Para-
meter der verwendeten HOPG-Kristalle notiert. Zur Aufnahme der Spektren wurden Fuji MS Bildspeicherplatten verwen-
det, deren Funktionsweise und Ausleseprozedur ebenfalls in Abschnitt 1.2 Bildspeicherplatten angegeben sind. Vor die
Bildspeicherplatte wurde eine 120µm dicke Berylliumfolie montiert. Beryllium blockt Photonen im optischen und XUV
Bereich sehr gut, während Röntgenphotonen aufgrund der sehr geringen Elektronenzahl ungehindert transmittieren kön-
nen. Sie sorgten damit für eine Reduzierung des Untergrundsignals auf den belichteten Bildspeicherplatten. Insgesamt
wurden drei Spektrometer verwendet: Eines wurde bei 126◦ zur Röntgenausbreitungsrichtung montiert für die Messung
des Strukturfaktors, eines zur Vermessung der Röntgenquelle mit direktem Blick auf die Vanadiumfolie und eines zum
Messen der Transmission durch die geschockte Probe.
Die Röntgentargets und Graphitproben wurden zusammen auf einem Halter justiert. Der Abstand zwischen beiden Ob-
jekten betrug 700µm bezogen auf die Kohlenstoffoberfläche und der Röntgentargetspitze (siehe Abbildung 4.3 für die
exakte Positionierung zueinander).
1.2 Details der Komponenten am RAL
Betrachtet werden die verwendeten Graphitproben, die Röntgentargets, die Funktionsweise der SBK, der Aufbau der
Kristallspektrometer und die Bildspeicherplatten.
Graphitproben
Die in dieser Arbeit untersuchten Proben wurden bei der Untersuchung zerstört, jede Graphitprobe stand nur einmal zur
Verfügung und konnte nicht wieder verwendet werden. Im Folgenden werden die unterschiedlichen Graphittypen und
deren Spezifikationen vorgestellt. Für die Experimente wurden drei Graphittypen mit unterschiedlicher Dichte verwen-
det. Beim ersten handelte es sich um einen Typ mit einer sehr geringen Dichte von 1,30 g/cm3, dies entspricht 57,5%
der Dichte eines idealen Graphitkristalls von 2,26 g/cm3. Die Produktion dieses Typs erfolgte durch mehrfaches Brechen
der Bindungen zwischen den Graphitschichten und anschließendem in Form pressen [Chung 2000]. Dieser wurde vom
Targetlabor der GSI Helmholtzzentrum für Schwerionenforschung GmbH (GSI) bezogen und stand in Dicken von 70µm
bis 120µm zur Verfügung. Der zweite Typ mit einer Dichte von 1,84 g/cm3, dies sind 81,4% der idealen Dichte, wurde
vom Unternehmen SGL Carbon [SGLCarbon] bezogen. Weitere Eigenschaften des Materials sind im Anhang 1 angege-
ben. Es handelte sich hierbei um einen steifen Graphit. Dieser wurde aus Graphitpulver unter isostatischem Druck und
Hitze hergestellt. Bei diesen beiden Typen handelte es sich um poröse Materialien, wie sie in Abschnitt 4.1.3 vorgestellt
wurden. Beim dritten Typ mit 2,25 g/cm3 handelte es sich um Highly Orientated Pyrolytic Graphite (HOPG), wie er
auch in den Spektrometern verwendet wurde. Bei HOPG handelt es sich um eine synthetisch hergestellte und äußerst
reine Form von Graphit (siehe Abschnitt Kristallspektrometer für weitere Informationen zu HOPG). Die Graphittypen
eins und drei wurden von der Target Fabrication des RALs bearbeitet. Die Proben wurden poliert und ihre Dicke mi-
krometergenau bestimmt. Ein Fehler für die Dicke der Proben wurde mit unter 1µm angegeben. Der zweite Typ wurde
vom Targetlabor der GSI weiterverarbeitet. Dieser wurde auf die Probendicken von etwa 100µm geschliffen und po-















Abbildung 4.3.: Aufbau der Röntgen- und Graphitproben wie sie am RAL verwendet wurden. Alle Abmessungen sind in
Mikrometern angegeben. Links: Aufbau zur Röntgenerzeugung. Rechts: Aluminiumplatte mit Bohrung
und aufgeklebten Graphit.
von etwa 100 nm im quadratischen Mittel erreicht. Die Proben wurden auf eine Aluminiumplatte mit einer Bohrung
in der Mitte gebracht (siehe Abbildung 4.3). Die Proben wurden zentrisch über der Bohrung platziert. Die Aluminium-
platte diente zum Abschirmen des Plasmas gegenüber dem 126◦-Spektrometer, welches durch die Langpulslaser entstand.
Aufbau Röntgenerzeugung (Röntgentarget)
Der Aufbau für die Röntgenerzeugung bestand aus einer Kegelstruktur (siehe Abbildung 4.3 links) mit einem Öffnungs-
winkel von 60◦. In dieser befand sich eine Vanadiumfolie mit einer Dicke von 10µm. Diese Konstruktion war notwendig,
da die erzeugte Röntgenstrahlung isotrop in den Raum abgestrahlt wurde und die Messungen winkelabhängig waren.
Damit diente der Goldkegel neben dem Tragen der Vanadiumfolie ebenfalls zum Abschirmen der Strahlung, damit keine
direkte Sichtlinie zu dem 126◦-Spektrometer bestand. Der Goldkegel wurde von einem Aluminiumkegel gehalten, der
ebenfalls der weiteren Abschirmung der Diagnostiken gegen Röntgenstrahlung diente. Die Position der Vanadiumfolie
war 1 000µm von der kleinen Öffnung des Kegels entfernt und auf einer Stufe aufgelegt. Der gesamte Kegel bestand
aus Gold, war etwa 1500µm lang und besaß keine Spitze. Stattdessen befand sich an der spitz zulaufenden Seite eine
250µm im Durchmesser große Öffnung. Die Konstruktion diente der Kollimierung der Röntgenstrahlung in Richtung
Probe.
Kristallspektrometer
Für die Detektion von Röntgen-Thomson-Streuung werden hocheffiziente und hochauflösende Spektrometer benötigt,
damit die unterschiedlichen Streuanteile aufgenommen werden können [Glenzer 2009]. In beiden Experimenten wur-
den dafür Kristallspektrometer verwendet, deren Energieseparation auf dem Prinzip der Bragg-Beugung basiert. Trifft ein
Photon unter einem bestimmten Winkel θB auf einen Kristall und erfüllt die Bragg-Bedingung, wird es reflektiert, wie in
Abschnitt 5.5 im Theorieabschnitt erklärt. Es erfolgt nur eine Reflexion von Photonen der gleichen Energie unter einem
bestimmten Winkel. Photonen mit höherer oder niedriger Energie werden nur unter anderen Winkeln reflektiert. Gelan-
gen Photonen vom selben Ort mit unterschiedlicher Energie auf einen Kristall, erfolgt die Reflexion an verschiedenen
Orten auf dem Kristall.
Graphitkristalle besitzen die höchste integrale Reflektivität von 6,2 · 10−3 mrad bei den verwendeten Photonenenergien
im einstelligen Kiloelektronenvolt-Bereich [Renninger 1956]. Da es keine ausreichend guten und großen Einkristalle für
Spektralanalysen gibt, werden diese technisch hergestellt und setzen sich aus vielen einzelnen Mosaikblöcken zusammen.
Die Mosaikblöcke erfüllen jeweils einzeln die Bragg-Bedingung. Dabei haben die Blöcke untereinander jeweils eine etwas
unterschiedliche Orientierung, deren mittlere Abweichung als Mosaizität bezeichnet wird. Diese unterschiedliche Orien-
tierung führt zu einer Reduzierung der integralen Reflektivität, weshalb möglichst kleine Abweichungen wünschenswert
sind. Die Herstellung der Kristalle erfolgt durch thermisches Spalten von Kohlenwasserstoffgas mit anschließender Ab-
scheidung unter geringem Druck und Härten unter Druck. Der erhaltene Kristall wird dann Highly Orientated Pyrolytic
Graphite (HOPG) genannt [Moore 1973] und die Mosaizität dieser Kristalle reicht dabei von 0,1◦ bis 1◦. Durch eine Wei-
terentwicklung des Herstellungsprozesses wurden Kristalle mit dem Namen Highly Annealed Pyrolytic Graphite (HAPG)
entwickelt [Legall 2006]. Diese Kristalle erreichen dabei Mosaizitäten von kleiner als 0,1◦ [Zastrau 2013]. Kristalle des
ersten Typs wurden am RAL Experiment verwendet und HAPG-Kristalle an der LCLS.
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Durch die Mosaizität können Photonen gleicher Energie unter leicht unterschiedlichen Winkeln reflektiert werden. Dieser







Abbildung 4.4.: Darstellung der Mosaikfokussierung. Die roten Striche stellen einzelne kleine Mosaikblöcke, aus denen
sich der Kristall zusammensetzt dar. Bei ΘB handelt es sich um den Bragg-Winkel. AK ist der Abstand
zwischen der Mitte des Kristalls und der Strahlungsquelle. KB die Distanz zwischen der Mitte des Kristalls
und dem Detektor. R ist die Verschiebung des Kristalls aus der Verbindungslinie zwischen Quelle und
Detektor. Im ideal Fall entspricht R dem Krümmungsradius für einen gekrümmten Kristall.
werden (siehe Abbildung 4.4). Dafür befindet sich der Kristall mittig zwischen der Röntgenquelle und dem Detektor. Da-
bei scheint das Bild, obwohl der Kristall in spektraler Richtung flach ist, fokussiert [Mizogawa 1997]. Im Kristall werden
Photonen der gleichen Energie aus der Röntgenquelle A von verschiedenen Blöcken entsprechend der Bragg-Bedingung
reflektiert. Die Strahlen dringen dafür so weit in den Kristall ein, bis sie auf einen entsprechend orientierten Block
treffen, der die Bragg-Bedingung erfüllt. Die reflektierten Strahlen konvergieren dann im Punkt B. Andere Energien
werden in einen anderen Punkt fokussiert. Anschaulich befinden sich die Blöcke auf einer gekrümmten Oberfläche,
an der die Bragg-Reflektion stattfindet. Die Blöcke liegen dafür auf dem sogenannten energieabhängigen Rowland-
kreis [Thorne 1999]. Durch die variable Ausrichtung einzelner Blöcke in alle Richtungen erfolgt zusätzlich noch eine





Abbildung 4.5.: Darstellung der von-Hámos-Geometrie für unterschiedliche Wellenlängen, mit dem durch die Mosaizität
gegebenen Akzeptanzbereich für eine Wellenlänge. Dabei ist die Wellenlänge λ1 kürzer als λ2 und wird
der Bragg-Bedingung entsprechend weiter entfernt von der Quelle reflektiert. R ist der Krümmungsradius
des Kristalls.
Hámos-Geometrie verwendet [Notley 1997, Zastrau 2012]. Dabei wird ein größerer Raumwinkel abgedeckt und mehrere
Photonen abgebildet, wie in Abbildung 4.5 dargestellt. Zusätzlich wird das reflektierte Signal ebenfalls auf eine Linie fo-
kussiert. Dort kann das Signal, beispielsweise mit Hilfe von Bildspeicherplatten oder elektronischen Detektoren, detektiert
werden. Für die Experimente wurden die Spektrometer in der von-Hámos-Geometrie aufgebaut und unter Ausnutzung
der Mosaikfokussierung verwendet. Die Abstände zwischen der Röntgenquelle A, dem Kristall K und Detektor B (siehe
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Abbildung 4.4) wurden entsprechend der photonenenergieabhängigen Bragg-Winkel ΘB und der Krümmungsradien R
der Kristalle gewählt mit der Beziehung:







In Tabelle 4.1 sind alle Parameter der verwendeten Kristalle angegeben.
Ausrichtung Dimension [mm2] Typ R [mm] Energie [eV] AK [mm]
RAL Quelle 70*30 HOPG 100,0 4 952 267,6
Transmission 70*30 HOPG 110,0 4 952 294,4
126◦ 70*30 HOPG 110,0 4 952 294,4
LCLS variabel 30*32 HAPG 51,7 6 000 167,6
variabel 30*32 HAPG 51,7 4 500 125,7
Tabelle 4.1.: In der Tabelle sind die Parameter der in den Spektrometern verwendeten Kristalle angegeben.
Bildspeicherplatten
Ein Problem bei der Verwendung von Hochleistungslasern mit großen Leistungen und kurzen Pulsen ist, dass diese einen
elektromagnetischen Puls (EMP) erzeugen, der eine Verwendung von elektrischen Geräten in ihrer Nähe erschwert oder
unmöglich macht. Durch den Kurzpulslaser, der zur Erzeugung der Röntgenstrahlung verwendet wurde, wurde am RAL
ein solcher EMP erzeugt, weshalb für die Aufnahme der Streuspektren Bildspeicherplatten (Image Plates, IP) statt elek-
tronischer Geräte verwendet wurden.
Diese wurden ursprünglich für medizinische Röntgenanwendungen entwickelt und finden auch Anwendung als Röntgen-
detektor in der Laser-Plasmaphysik [Izumi 2006, Paterson 2008] und sind wiederbeschreibbar3. Diese Detektionsmetho-
de beruht auf dem physikalischen Effekt der photostimulierten Lumineszenz (PSL) für das Beschreiben und Auslesen der
Platten. Durch Bestrahlung mit Röntgenstrahlung werden metastabile Zustände angeregt, sogenannte Farbzentren. Dabei
skaliert die photostimulierte Lumineszenz direkt mit der Dosis der absorbierten Strahlung und verhält sich linear über
viele Größenordnungen [Paterson 2008] von einigen eV bis hin zu mehreren hundert keV [Meadowcroft 2008]. Da für
das Beschreiben mindestens Photonenenergien von 10 eV benötigt werden [Ben-Kish 2000], können von Raum/Labor-
Beleuchtung keine Farbzentren angeregt werden. Erst die beleuchtete Platte muss vor Tageslicht geschützt werden, da
dieses die Rekombination startet und die Daten verfälscht. In diesem Experiment wurden Bildspeicherplatten des Typs
Fuji BAS-MS verwendet. Die Lumineszenz findet dabei in einer aktiven Schicht statt, die sich auf einer Anti-Halo-Schicht
und einer Trägerfolie mit einer darüber liegenden Schutzschicht befindet. Die gestreuten Photonen erzeugen in dieser
Elektron-Loch-Paare und die Elektronen werden in den Farbzentren gefangen. Diese geben die Elektronen durch Sti-
mulation mit rotem Laserlicht wieder ab, wobei blaues Licht emittiert und detektiert wird und über dessen Intensität
die gespeicherte Information abgerufen wird. Anschließend werden diese durch Bestrahlung mit weißem Licht komplett
gelöscht und sind wieder verwendbar. Um die Beeinflussung der IP durch Streulicht nach der Bestrahlung so gering wie
möglich und gleichmäßig zu halten, wurden im Experiment die IPs so schnell wie möglich nach jeder Messung ausgele-
sen. Dies geschah innerhalb von zehn Minuten nach der Exposition und von Lichtquellen abgeschirmt.
Zum Auslesen wurde ein Scanner vom Typ Fujifilm FLA 5100 verwendet, der ein 16 Bit Graustufenbild ausgibt. Aus
diesem kann die Zahl der gemessenen Photonen bestimmt werden. Sie wird in PSL angegeben. Dieser Wert ergibt sich












mit px = 50µm der Pixelgröße, S = 10000 der Sensitivität, L = 5 dem Dynamikbereich, QL dem Grauwert und G = 216
Graustufen.
Schmierbild-Kamera
Durch Schmierbild-Kameras (SBKs) können strahlungsemittierende Prozesse mit einer eindimensionalen räumlichen Auf-
lösung bis zu wenigen Pikosekunden zeitlich aufgelöst werden. Dabei gelangen Photonen durch einen Spalt auf eine
Photokathode und lösen Elektronen aus. Diese werden von dort beschleunigt und über eine Elektrode abgelenkt, durch
3 Im Gegensatz zu Röntgenfilmen, die nur einmal verwendet werden können.
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welche die zeitliche Auflösung erlangt wird. Die Elektronen gelangen dadurch auf räumlich getrennte Orte eines Phos-
phorschirms, der mit einer CCD-Kamera ausgelesen wird. Die zeitliche Auflösung wird begrenzt durch die Größe des
Eintrittschlitzes, der Abbildung der Photonen auf die Kathode, der Wechselwirkung der Elektronen untereinander, dem
Feld zur Ablenkung der Elektronen und der Auflösung des Phosphorschirms. Die Länge der Aufnahmen kann zwischen










Abbildung 4.6.: Schematischer Aufbau einer SBK
1.3 Kalibrierung und Justierung am RAL
Im Folgenden wird auf die exakte Justierung, Fokussierung und Synchronisation der Laserpulse untereinander und zur
SBK sowie auf die Kalibrierung der Spektrometer und der Positionierung der SBK eingegangen.
Der Aufbau des Experiments war so gewählt, dass der Punkt des Schockausbruchs an der Probenrückseite auf den Mittel-
punkt der Vakuumkammer (Target Chamber Center, TCC) erfolgte. Beim Aufbau des Experiments wurden zuerst die vier
Langpulse, um 100µm in Richtung der Langpulse von TCC versetzt, räumlich aufeinandergelegt4. Dafür wurde auf diesen
Punkt eine CCD-Kamera montiert, auf der alle Strahlen detektiert wurden. Dabei wurde gleichzeitig der Fokus durch das
Verschieben der Fokuslinsen minimiert. Im nächsten Schritt wurden die Phasenplatten für den 700µm Fokus eingebaut.
Das Vorgehen für die Justierung des Kurzpulses war identisch, nur dass der Fokuspunkt um 1700µm in die entgegenge-
setzte Richtung von TCC verschoben war und keine Phasenplatte verbaut wurde. Im nächsten Schritt wurden die Optiken
für die SBK aufgebaut und auf TCC ausgerichtet. Dazu wurde zusätzlich Lecklicht von einem Umlenkspiegel von einem
der Langpulse in die SBK eingekoppelt. Die Laufstrecken für das Licht wurden so gewählt, dass die Distanz für Licht von
TCC zur SBK gleich dem Weg des Lecklichts in die SBK war. Die Distanz für Licht von TCC war beim fertigen Aufbau
150mm kürzer als die für das Lecklicht. Dies führte zu einer Verschiebung der Signale von 500 ps zueinander auf der SBK.
Durch Einsetzen einer Photodiode an TCC konnten alle vier Pulse zeitlich synchronisiert werden, indem sie alle zum
gleichen Zeitpunkt mit einem Oszilloskop gemessen wurden. Die Synchronisation wurde durch das Verschieben von Ver-
zögerungsstrecken in den Strahlengängen der Langpulse bewerkstelligt. Der Kurzpuls für die Röntgenerzeugung wurde
auf 8ns nach dem Start der Schockwelle durch die Langpulse gelegt, indem dieser Puls zusätzlich mit der Photodiode
aufgenommen wurde. Das Spektrometer wurde entsprechend der gewählten 126◦, bezogen auf die von der Röntgenquel-
le ausgehenden Strahlung auf TCC, für die Position des HOPG-Kristall aufgebaut. Der Abstand des HOPGs zu TCC betrug
294,4 mm (siehe Formel 4.1). Ein weiteres Spektrometer wurde in Transmissionsrichtung aufgebaut, um die durch die
Probe transmittierte Strahlung zu untersuchen. Das Testen und die exakte Ausrichtung des 126◦- und Transmissionsspek-
trometers erfolgte mit der direkten Erzeugung von Vanadium K-α Strahlung durch eine frei stehende Vanadiumfolie an
TCC. Dafür wurde der Fokus des Kurzpulses auf TCC verschoben und nach dem Test wieder auf seine Experimentposition
zurückgesetzt. Durch diese Messungen wurde auch die Energiekalibrierung des 126◦-Spektrometers vorgenommen. Dies
geschah über die Position der bekannten Energie der K-α Linie und der He-α Linie von Vanadium. Dabei konnten die
Photonenenergien der Kanten des belichteten Teils der Bildspeicherplatte bestimmt werden. Diese Kanten wurden für die
Energiekalibrierung aller weiteren Messungen verwendet.
Zum Untersuchen der Röntgenquelle wurde für diese ebenfalls ein Spektrometer aufgebaut und justiert, welches im
Folgenden als Quellspektrometer bezeichnet wird. Im Anschluss wurden mehrere Tests durchgeführt, bei der nur Rönt-
4 100µm entsprach der durchschnittlichen Probendicke
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gentargets verwendet wurden, um sicherzustellen, dass hierbei nur das Quell- und Transmissionsspektrometer Strahlung
detektierten und keine Strahlung in das 126◦-Spektrometer gelangen konnte. Dafür wurden weitere Abschirmungen zwi-
schen Röntgenquelle und 126◦-Spektrometer aufgebaut, ohne dass die Sichtlinie des Spektrometers zu TCC behindert






















































Abbildung 4.7.: Die Grafiken zeigen oben die IP Aufnahmen für die Energiekalibrierung durch Röntgenerzeugung an
TCC. Die grünen Kästen zeigen den Bereich für die Bestimmung der Profile für die Energiekalibrierung,
die Unten gezeigt sind. Die Profile der Spektrometeraufnahmen wurden für die Energiekalibrierung auf
eins normiert. Links: Quellspektrometer, mitte: 126◦-Spektrometer, rechts: Transmissionsspektrometer.
Die Aufnahmen zeigen alle das Abbrechen der Intensität durch die Rahmen der Halter für die IPs. Die-
se Kanten wurden im Weiteren genutzt um die Energiekalibrierung im Experiment durchzuführen. Die
Messung für das 126◦-Spektrometer ist um den Faktor 100 vergrößert dargestellt, um die Abbruchkanten
zu zeigen.
verwendet wurden, um den Kohlenstoff zu komprimieren und deren Einfluss auf die Spektrometer und Messungen zu
testen. Die Kalibrierung des Quell- und Transmissionsspektrometers erfolgte auf die gleiche Weise wie für das 126◦-
Spektrometer. In Abbildung 4.7 oben sind die Rohdaten der IPs für die Energiekalibrierung nach der Umrechnung in PSL
dargestellt. Weiter ist der Bereich für die Datenentnahme markiert. Die energiekalibrierten Spektren sind in Abbildung
4.7 unten dargestellt. Nach dem Test aller Aufbauten wurden die eigentlichen Messungen an den drei vorgestellten Gra-
phittypen durchgeführt. Die Röntgentargets und Graphitproben wurden dafür zusammen auf einem Halter montiert. Die
Positionierung zueinander, wie in Abbildung 4.2 gezeigt, erfolgte mithilfe eines Justiertischs und Kameras. Die erreichte
Präzision lag dabei im einstelligen Mikrometerbereich. Nachdem das Experiment aufgebaut, justiert und kalibriert war,
wurden die Messungen am Kohlenstoff durchgeführt.
1.4 Ergebnisse RAL
In diesem Abschnitt werden einzelne Messungen aller Diagnostiken exemplarisch vorgestellt. Dies sind die gewonnenen
Daten der SBK, des Quellspektrometers und des 126◦-Spektrometers. In Abbildung 4.8 ist eine Aufnahme des Quellspek-
trometers zu sehen. Es zeigt die primär erzeugte K-α Linie und eine Reihe von Satellitenlinien. Dabei ist deutlich zu
erkennen, dass die K-α Linie dominant ist. Die Daten dieser Diagnostik wurden zum einfachen Kontrollieren der erzeug-
ten Röntgenstrahlung verwendet.
Ein Beispiel für die gewonnenen Daten mit der SBK ist in Abbildung 4.9 dargestellt. Der Kurzpuls ist real nur maxi-
mal 20 ps lang und nicht wie aufgenommen 0,8 ns. Dies resultiert aus der Eintrittsspaltbreite der SBK, aufgrund dessen
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Abbildung 4.8.: Die Abbildung zeigt eine Messung des Quellspektrometres der erzeugten Röntgenstrahlung, mit der K-α
Linie bei 4 952 eV auf der niederenergetischen Seite. Die höchstenergetische Linie ist die He-α Linie bei
5 204 eV, auf deren niederenergetischen Seite sich mehreren Satellitenlinien befinden.
dieses Signal verbreitert dargestellt wird. Aus diesen Daten und den Probendicken wurden die Schockgeschwindigkeiten
ermittelt. Der Startzeitpunkt der Schockwelle ist durch das Aufleuchten des Langpulses definiert und der Endzeitpunkt
wird durch das Aufleuchten des Schockausbruchs definiert. Dabei kam es vor, dass dieser vom Leuchten des Kurzpulses
überdeckt wurde. In diesem Fall wurde für die Auswertung angenommen, dass sich der Schockausbruch im zeitlichen
Mittelpunkt des Kurzpulses befand. Dies führt zu einer maximalen Abweichung von 0,4 ns für den Schockausbruch. Für
die Auswertung wurden die Aufnahmen entlang der Zeitachse ausgelesen. Für die Bestimmung der Anfänge der Pulse
wurde der Punkt verwendet, ab dem die Hälfte der gemittelten Intensität des Pulses oder des Ausbruchs erreicht wurde.
Da der Strahlengang für Photonen von der Probenrückseite 150mm kürzer war als der Weg für die Photonen des Langpul-
ses, wurde für die Berechnung der Schockgeschwindigkeit eine Zeit von 0,5ns hinzuaddiert. Die Schockgeschwindigkeit
konnte für jede Probe in Abhängigkeit der Dicke bestimmt werden. Die Ergebnisse der gemittelten Schockgeschwindigkei-
ten vs für jeden Probentyp sind in Tabelle 4.2 angegeben. Aus der gemessenen Schockgeschwindigkeit vs und bekannten
Hugoniot-Daten [Gust 1980, Thiel 1977] für vergleichbare Anfangsdichten, wurde der erreichte Enddruck bestimmt. Da-
für wurden die Hugoniot-Daten quadratisch für den Druck in diesem Experiment extrapoliert (siehe Abbildung 4.10). Die
quadratische Extrapolation folgt aus der Gleichung P1 = ρ0vsvp (siehe Gleichung 2.38 mitte), mit vs der gemessenen ge-
mittelten Schockgeschwindigkeit, vp der der Schockgeschwindigkeit zugeordneten Teilchengeschwindigkeit und ρ0 der
Ausgangsdichte, da sich die Schockgeschwindigkeit und Teilchengeschwindigkeit jeweils linear verhalten und zusammen
eine Quadratfunktion bilden. Die erreichte Dichte wurde mit der Gleichung 2.26, dem extrapolierten Druck, der Schock-
geschwindigkeit und der Anfangsdichte bestimmt. Die Ergebnisse sind in Tabelle 4.2 angegeben. Damit ist die Position
im Dichte-Druck-Phasendiagramm bestimmt.
Graphittyp Ausgangsdichte ρ0 [g/cm
3] Messungen vs [km/s] Laserenergie [J] Druck [GPa]
Porös 1,30 8 12,0 ±0,5 291,7 ±53,4 141 ±13
Porös 1,84 6 12,3 ±0,4 268,7 ±27,2 154 ±11
Pyrolytisch 2,25 4 13,0 ±0,6 243,4 ±15,9 183 ±20
Tabelle 4.2.: Die Tabelle zeigt die gemittelten Werte für den erreichten Endzustand der verschiedenen Graphittypen. Die
Spalte Messungen beschreibt die Anzahl an ausgewerteten Datensätzen für einen Graphittyp und vs die
gemessene Schockgeschwindigkeit. Die Laserenergie ist die kumulierte Energie der schocktreibenden Laser.
Abbildung 4.11 zeigt die Vorgehensweise bei der Bereinigung der Rohdaten, einer einzelnen Messung des 126◦-
Spektrometers und das Extrahieren der Daten. Dazu wurden neben der eigentlichen Messung zwei weitere Profile
entnommen. Letztere lagen oberhalb und unterhalb der Messung, sodass sie kein Streusignal enthalten, sondern nur
Untergrund. Anschließend wurde an jedem Profil die in Abschnitt 1.3 vorgestellte Kalibrierung anhand der Abbruch-





















Abbildung 4.9.: Die Abbildung zeigt eine SBK Aufnahme mit einem Langpuls vom Vulcan Lasersystem (linke Hälfte, grü-
nes Rechteck), der als Lecklicht eingekoppelt wurde und als Referenz für den Start der Schockwelle diente.
Weiter ist der Schockausbruch zu sehen (rechte Hälfte, rotes Rechteck). Dieser wird noch vom Kurzpuls zur
Röntgenerzeugung überdeckt (rechte Hälfte, violettes Rechteck). Die schwarze Linie markiert den Start
der Langpulse und die grüne Linie das Ende, hier bei 7,2 ns. Die rote Linie stellt den Beginn der Röntgen-
strahlung bei 8,3 ns dar und die dunkelgrüne Linie bei 9,1 ns das Ende und den spätesten Zeitpunkt, an
dem der Schock ausgebrochen ist. Aufgrund der unterschiedlichen Laufstrecken für die Photonen, muss-
























































Abbildung 4.10.: Die Abbildung zeigt die Messungen von M. van Thiel [Thiel 1977] (blaue Ringe) und W. H. Gust
[Gust 1980] (grüne Sterne), deren Ergebnisse quadratisch in den Druckbereich der WDM extrapoliert
wurden (rote Linie). Die schwarzen Kreuze mit den roten Fehlern stammen aus den Geschwindigkeits-
messungen der SBK. Die blauen Kreuze zeigen den mittels HELIOS-Simulationen bestimmten Druck.
(Ausgangsdichte: ρ0 = 1,30g/cm3 (links), ρ0 = 1,84g/cm3 (mitte), ρ0 = 2,21g/cm3 (rechts))
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und dieses von der Messung subtrahiert. Dafür musste die vertikale Breite der Profile identisch sein, da die Ermitt-
lung der Profile durch die Summation horizontaler Linien erfolgte. Das so erhaltene Spektrum enthält zusätzlich einen
dominierenden Anteil an Bremsstrahlung. Dieser konnte am besten mit einem Gauß-Profil genähert werden und wur-
de vom Signal abgezogen. Dies ergibt das untergrundkorrigierte Spektrum des Streusignals. Aufgrund des schlechten
Signal-Rausch-Verhältnisses werden alle Messungen einer Ausgangsdichte addiert.
4000 4500 5000 5500
Energie [eV]
4000 4500 5000 5500
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Abbildung 4.11.: Die Abbildung zeigt links: Rohdaten der IP des 126◦-Spektrometers. Mitte: Profile oberhalb (rot) und
unterhalb (grün) der eigentlichen Messung (blau) für die Untergrundkorrektur durch die belichtete IP.
Rechts: IP untergrundbereinigtes Profil (blau), Gauß-Profil für Bremsstrahlung (rot) und das komplett
korrigierte Profil (schwarz).
In Abbildung 4.12 sind die Ergebnisse für Messungen an Graphit mit Dichten von 1,30 g/cm3 und 1,84 g/cm3 enthalten.
Bei diesen Messungen ist ein elastisches Streusignal sichtbar, bei der Energie der K-α Linie von 4 952 eV. Zusätzlich wurde
mit Hilfe der Impulsnäherung (siehe Abschnitt 5.3.3) aus dem elastischen Streusignal das inelastische Streusignal berech-
net und dargestellt, wofür ein Strukturfaktor von 0,7 nach [Kraus 2013] angenommen wurde. In Abbildung 4.13 sind
die Ergebnisse für Graphit mit der Ausgangsdichte von 2,25 g/cm3 dargestellt. Bei diesen Messungen ist kein elastisches
oder inelastisches Streusignal zu erkennen.
1.5 Interpretation und Diskussion der RAL Daten
Im Folgenden werden die Ergebnisse der Messungen am RAL interpretiert und mit Simulationen verglichen. Als Si-
mulation für den erreichten Zustand dienen hier 1D HELIOS-Simulationen (siehe Simulationskapitel Abschnitt 2). Der
Vergleich mit 1D Simulationen ist möglich, da der Durchmesser der mit dem Lasersystem beleuchteten Fläche mit einem
Durchmesser von ≈ 700µm mehr als doppelt so groß ist, wie die Dicke der verwendeten Proben von etwa 100µm und
damit eine 1D Schockgeometrie angenommen werden kann. Die Simulationen sind für Anfangsdichten von 1,30 g/cm3,
1,84 g/cm3 und 2,25 g/cm3 durchgeführt worden. Als Laserpuls ist ein vom Vulcan Lasersystem geliefertes zeitliches
Pulsprofil, mit einer Anstiegsflanke von 0,5ns, einem Plateaubereich mit einer Intensität von 8,6·1012 W/cm2 über 7ns,
einem Abfallen der Intensität über 0,5ns auf Null und einer Wellenlänge von 527nm nachempfunden worden. Die Dicke
der simulierten Proben betrug 120µm, die in ein 1 200 Zonen großes Lagrange-Netz eingebunden wurden. Für die Zonen
wurde ein einfaches Zonenmodell5 verwendet, da die simulierten Proben nur aus einem Material bestehen6. Als Simu-
lationszeit wurden 12ns gewählt. Eine längere Simulationszeit war nicht nötig, da der Röntgenpuls zum Untersuchen
der Probe 8ns nach dem Einsetzen der Laserpulse zum Treiben der Schockwelle eintraf. Zu diesem Zeitpunkt hatte die
Schockwelle in den Simulationen noch nicht die Probenrückseite erreicht. Dies entspricht der Situation im Experiment,
bei der das Untersuchen der Proben ebenfalls vor dem Ausbrechen des Schocks passierte. Die Simulationen sind über
die Einkoppeleffizienz der Laserenergie kein auf die gemessene Schockgeschwindigkeit angepasst worden, sodass die si-
mulierte Schockgeschwindigkeit, der gemessenen entspricht. Für die Zustandsgleichung ist die SESAME Tabelle 7832 für
Kohlenstoff und für die Opazität des Kohlenstoffes die PROPACEOS 4.0.0 Datenbank verwendet worden. Die Ergebnisse
5 Einfaches Zonenmodell: Die Masse innerhalb einer Region ist überall gleich.
6 Besteht eine Probe aus mehreren Materialien mit Grenzflächen zwischen diesen, muss ein anderes Zonenmodell verwendet werden, um die
Massenänderung anzupassen.
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Abbildung 4.12.: Kumulierte Ergebnisse des 126◦-Spektrometers für Graphit mit 1,30 g/cm3 und 1,84 g/cm3. Für
1,30 g/cm3 wurde über acht (links) und für 1,84 g/cm3 über sechs (rechts) Messungen gemittelt. Die
rote Kurve stellt das aus den jeweiligen elastischen Streusignalen berechnete inelastische Streusignal da.
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Abbildung 4.13.: Kumulierte Ergebnisse über vier Messungen des 126◦-Spektrometers für Graphit mit 2,25 g/cm3. Bei
diesem Typ konnte kein Streusignal identifiziert werden.
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der Simulationen sind in Tabelle 4.3 angegeben und beziehen sich direkt auf einen Bereich hinter der Schockfront. Im
Anhang Abschnitt 3 sind diese Simulationen dargestellt.
Ausgangssdichte ρ0 [g/cm
3] kein Enddichte ρ1 [g/cm3] Temperatur [K] Druck [GPa]
1,30 0,54 3,30±0,12 14 500±1700 140±13
1,84 0,54 3,82±0,10 9 200±900 146±11
2,25 0,59 3,96±0,09 5 700±600 161±15
Tabelle 4.3.: Die Tabelle enthält die Ergebnisse der HELIOS-Simulation, angepasst für die Laserparameter des Experiments
am RAL. Die Ergebnisse geben die Parameter hinter der Schockfront zum Zeitpunkt der Wechselwirkung der
Röntgenstrahlung mit den Proben wieder, der bei 8 ns nachdem Start der schocktreibenden Laser lag. kein ist
die Einkoppeleffizienz der Laserenergie zum treiben der Schockwelle.
Die Simulationsergebnisse des Drucks stimmen damit gut mit den durch Messungen der Schockgeschwindigkeit erhalte-
nen Ergebnissen überein (siehe Tabelle 4.2 und Abbildung 4.10). Die Simulationen liefern eine Abschätzung der Tempe-
ratur und Dichte im Endzustand. Wie in Abbildung 4.1 gezeigt, ist in der gewählten Konfiguration und Photonenenergie
kein Streusignal von ungeschocktem Graphit enthalten. Dies bedeutet, dass wenn ein elastisches Streusignal gemes-
sen wird, dieses nicht von festen Strukturen kommen kann. Die Messungen an Graphit mit einer Anfangsdichte von
1,30 g/cm3 und 1,84 g/cm3 zeigen ein Streusignal (siehe Abbildung 4.12) bei der Energie der verwendeten K-α Linie
von Vanadium. Bei diesem Signal handelt es sich dementsprechend um elastisch gestreute Photonen. Dem Prinzip der
im Theorieteil Abschnitt 5.4 vorgestellten XRTS folgend müsste auch ein inelastisches Streusignal auf der niederener-
getischen Seite des gemessenen Signals liegen. Wird ein Strukturfaktor von Sii = 0,7, wie in [Kraus 2013] gezeigt,
angenommen, das inelastische Streusignal aus dem elastischen Streusignal berechnet (siehe Gleichung 2.91) und mit der
Messung verglichen, zeigt sich, dass das Signal im Rauschen der Messung verschwindet (siehe Abbildung 4.12). Das Vor-
handensein des elastischen Streusignals bei den Graphitproben mit reduzierter Dichte spricht dafür, dass diese sich in der
flüssigen Phase befanden, während der dritte Graphittyp mit einer Anfangsdichte von 2,25 g/cm3 sich aufgrund des nicht
vorhandenen elastischen Signals noch in der festen Phase befand. Aufgrund der Schockgeschwindigkeitsmessungen, der
Extrapolation des Drucks und der durch die Simulation bestimmten Temperatur ist die Position im Temperatur-Druck-
Phasendiagramm für die drei Ausgangsdichten bekannt. Mit der Information der Phase werden diese nun mit den in der
Motivation gezeigten Phasendiagrammen verglichen (siehe Abbildung 4.14). Dieser Vergleich zeigt, dass die Messungen
dieses Experiments mit den simulierten Phasenverläufen vereinbar sind. Die erreichten Parameter für die Proben nahe
der natürlichen Dichte sprechen für eine feste Phase und die der reduzierten Dichten für eine flüssige. Dies ist in Über-
einstimmung mit dem elastischen Streusignal als ein Indikator für den flüssigen Zustand.
Die Aussagen, die mit diesem Experiment am RAL zum Kohlenstoff getroffen werden können, sind:
• Für zwei Graphittypen mit reduzierter Dichte (57,5% und 81,4%) im Vergleich zur natürlichen Dichte ist flüssiger
Kohlenstoff in einem komprimierten Zustand erzeugt worden.
• Für komprimierte Graphitproben, deren Ausgangsdichte nahe der natürlichen liegt, konnte kein Streusignal ge-
messen werden, das auf eine flüssige Probe hinweist.
• Die drei in der Ausgangsdichte unterschiedlichen Graphittypen haben für Laserintensitäten von circa 1013 W/cm2
im komprimierten Zustand unterschiedliche Temperaturen bei ähnlichen Drücken von etwa 150 GPa.
• Die gemessenen Phasen stimmen mit den simulierten Phasen überein (siehe Abbildung 4.14).
Weiter konnte die Röntgenquelle nicht genügend Photonen liefern, um auch das inelastische Streusignal zu messen
und damit den Strukturfaktor zu bestimmen. Die Ergebnisse dieses Experiments wurden veröffentlicht [Helfrich 2015].
Anhand dieser Erkenntnisse wurde ein weiteres Experiment geplant, um den Strukturfaktor unter verschiedenen Streu-
vektoren k zu untersuchen und zu bestimmen. Um dieses durchzuführen, bedarf es einer stärker kollimierten und in-
tensiveren Röntgenquelle als es durch lasergetriebene Röntgenquellen möglich ist. Als beste verfügbare Röntgenquellen
bieten sich dafür XFELs an, die aufgrund der Strahlqualität, Intensität und Repetitionsrate alle Bedingungen erfüllen, um
Experimente dieser Art durchzuführen.
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Abbildung 4.14.: Die Abbildung zeigt mehrere Phasendiagramme von Kohlenstoff, die in den letzten Jahren vorhergesagt
worden sind. Die Positionen der Messergebnisse der verschiedenen Anfangsdichten sind mit Rauten
angegeben (rot ρ0 = 1,30 g/cm3 flüssig, cyan ρ0 = 1,84 g/cm3 flüssig und schwarz ρ0 = 2,25 g/cm3 fest).
2 Experiment LCLS
Im folgenden Abschnitt wird das Experiment vorgestellt, das an der LCLS am SLAC in Kalifornien durchgeführt worden
ist. Wie das Experiment am RAL gezeigt hat, ist es möglich ausgehend von Graphit mit verschiedenen Ausgangsdichten
ähnliche Drücke und Dichten bei unterschiedlichen Temperaturen im komprimierten Zustand zu erreichen. Aufbauend
auf diesen Erkenntnissen wurde das Experiment geplant, um den Verlauf des Strukturfaktors zu messen und den Phasen-
übergang im Phasendiagramm im Bereich der WDM zu bestimmen. Aufgrund der getesteten Methode für die Erzeugung
der WDM und der gleichbleibenden Diagnostiken wurden wieder Probendicken von etwa 100µm Dicke und verschie-
dene Ausgangsdichten von 1,53 g/cm3, 1,84 g/cm3 und 2,21 g/cm3 verwendet. Diese Proben werden in Abschnitt 2.2
vorgestellt. Die Kompression erfolgte erneut mittels lasergetriebener Schockwellen. Die Bestimmung der Position im Pha-
sendiagramm wurde durch Messen der Schockgeschwindigkeit, der Grenzflächengeschwindigkeit zwischen Graphit und
Lithiumfluorid (LiF) und durch Dichtemessungen im geschockten Zustand vorgenommen. Für die Messung der Schock-
geschwindigkeit und der Grenzflächengeschwindigkeit wurde ein VISAR-System verwendet. Die Messung der Dichte
erfolgte durch die Messung von Debye-Scherrer-Ringen.
Die Bestimmung des Verhaltens des Strukturfaktors für verschiedene Streuvektoren wurde durch Messungen für verschie-
dene Streuwinkel und der Variation der Photonenenergie erreicht. Die LCLS bietet als Röntgenquelle hierfür einzigartige
Bedingungen. Dies betrifft vor allem die Intensität der Strahlung, die relativ freie Auswahl der Photonenenergie und
die Röntgenpulslänge im Femtosekundenbereich. Mit diesen ultrakurzen Pulsen ist eine sehr viel genauere Definition des
Untersuchungszeitpunkts der Proben möglich. Im Gegensatz zu pikosekundenlangen K-α Pulsen entsteht eine Aufnahme,
die über einen kürzeren Zeitraum integriert ist. Hinzu kommt, dass aufgrund der spektralen Bandbreite von 0,3% eine
Vielzahl von Streuwinkeln verwendet werden kann, ohne dass es zu einer Überlappung mit Bragg-Peaks von ungeschock-
tem Graphit kommt. Der Strukturfaktor wurde erneut durch Messen des XRTS-Streusignals mittels eines hochauflösenden
Kristallspektrometers bestimmt. Im Experiment wurden Röntgenstrahlungsenergien von 4 500 eV und 6 000 eV verwen-
det. Für Graphit mit einer Dichte von 2,26 g/cm3 liegt die Absorptionslänge der niederenergetischen Strahlung bei etwa
168,3µm, die der höherenergetischen bei 410,9µm [Henke 1993]. Dabei wurden verschiedene Streuwinkel zwischen
170◦ und 90◦ untersucht.
Im folgenden Abschnitt wird zuerst der Aufbau des Experimentes vorgestellt7. Weiter wird auf die verwendeten Dia-
gnostiken eingegangen, warum sie verwendet wurden und ihre Besonderheiten (siehe Abschnitt 2.2). Darauf folgt die
Kalibrierung der Diagnostiken im Experiment (Abschnitt 2.3). Die Ergebnisse der Messungen werden im darauf folgenden
Abschnitt 2.4 vorgestellt und danach in Abschnitt 2.5 diskutiert.
7 Das Experiment wurde in fünf Schichten durchgeführt, die als Messtage bezeichnet werden.
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2.1 Aufbau LCLS
Der experimentelle Aufbau ist in Abbildung 4.15 skizziert. Er bestand aus einem Transmissionsspektrometer, einem win-
kelverstellbaren, hochauflösenden Kristallspektrometer (Rückwärtsspektrometer), einem VISAR-System, einem Flächen-
detektor (CSPAD) und einem Probenhalter, auf dem die Graphitproben montiert waren. Dazu kam ein Lasersystem für die


















Abbildung 4.15.: Experimentaufbau am LCLS. Die VISAR-Optiken befanden sich in der Hauptebene. Der Aufbau des
CSPADs befand sich oberhalb der Strahlebene, wie in Abbildung 4.16 dargestellt.
war auf den Mittelpunkt der Vakuumkammer TCC fixiert, an dem jede Probe positioniert wurde (siehe Abbildung 4.16).
Die Proben befanden sich auf einem Probenhalter, auf dem alle Proben für einen Messtag angebracht worden sind (siehe
Abbildung 4.17). Das Lasersystem für die Erzeugung der WDM bestand aus einem Laser, dessen Strahl in zwei Teile
aufgespalten wurde und jeweils in eine Nd:Glas Verstärkerkette gelangte [Nagler 2015]. Das System hatte eine funda-
mentale Wellenlänge von 1 054 nm und wurde frequenzverdoppelt auf 527nm. Auf der Probe standen pro Verstärkerkette
bis zu 25 J in 25ns zur Verfügung, mit einer Anstiegszeit von 200 ps und mit einem Jitter von 20 ps. Im Experiment wur-
den etwa 13 J in 10 ns pro Arm verwendet. Die Strahlen hatten einen Durchmesser von 40mm und wurden mit Linsen
der Brennweite 250mm auf die Proben fokussiert. Mit Hybridphasenplatten wurde die Intensität gleichmäßig auf den
beleuchteten Punkt auf einen Durchmesser von 150µm verteilt. Dadurch wurde eine Intensität von etwa 1013W/cm2
erreicht. Die generelle Erzeugung der Röntgenstrahlung, für die Diagnostiken durch einen FEL wurde im Abschnitt 4.2.2
des Kapitels 2 behandelt. Die Strahlparameter im Experiment betrugen 4 500 eV oder 6 000 eV Photonenenergie mit ei-
ner spektralen Bandbreite von 0,3% im SASE Modus bei einer Pulslänge von 50 fs. Der Durchmesser im Fokus wurde im
Experiment zwischen 20µm und 40µm variiert. Die Energie pro Puls betrug zwischen 3,2 mJ und 4,1 mJ, dies entspricht
etwa 1012 Photonen.
Eine Hauptachse des Experiments für den Aufbau wurde durch die Richtung des FELs, die durch TCC führt, vorgegeben
(siehe Abbildung 4.15). Der Probenhalter war bezogen auf diese Achse um 12◦ gedreht, damit die Probenoberfläche
senkrecht zur Richtung des Schocklasers und VISAR-Systems stand. Das VISAR-System diente zum direkten Messen
der Schockgeschwindigkeit, zur Bestimmung der Grenzflächengeschwindigkeit und zur Verbesserung der Synchroni-
sation zwischen Röntgenpuls und Schockausbruch während des Experiments. Die Darstellung der Funktionsweise des
VISAR-Systems erfolgt in Abschnitt 2.2. Beim Laser des VISAR-Systems handelte es sich um einen fasergekoppelten
Einmoden-Laser8 mit einer Wellenlänge von 532nm. Die beiden SBKs des VISAR-Systems waren von Hamamatsu aus
der C7700-Serie mit ORCA-R2 Digital CCD Kameras C10600-10B.
Bei der Hauptdiagnostik handelte es sich wie beim Experiment am RAL um ein Kristallspektrometer, wie es schon im
Abschnitt 1.2 des RAL Experiments vorgestellt worden ist. Mit diesem Spektrometer wurden die energieaufgelösten
XRTS-Spektren aufgenommen, um den Strukturfaktor zu bestimmen. Es wurde in einer von-Hámos-Geometrie aufgebaut
und verwendete einen gekrümmten HAPG-Kristall. Die Parameter des HAPG-Kristalls sind in Tabelle 4.1 im Abschnitt 1.3
des RAL Experiments angegeben. Eine komplette Charakterisierung des verwendeten Kristalls wurde von U. Zastrau
durchgeführt [Zastrau 2013]. Sein Aufbau befand sich um 15◦ gedreht von TCC bezogen auf die FEL-Achse. Dieses
Spektrometer befand sich auf einem 3-Achsen-Manipulator, mit dem jeder Streuwinkel von 0◦ bis 90◦, bezogen auf die

























Abbildung 4.16.: Links: Position des Rückwärtspektrometers mit Y, X und Φ den Winkeleinstellmöglichkeiten des Spek-
trometer, ΘB dem energieabhängigen Bragg-Winkel des HAPG-Kristalls und Θ dem Streuwinkel. Rechts:
Position des CSPAD zur Messung der Debye-Scherrer-Ringe. Der Detektor ist dabei um den Winkel α =
27◦ zur FEL-Strahlachse geneigt. Die weiteren Angaben sind für die folgende Pixel-Winkel-Kalibrierung
des Detektors von Bedeutung.
Vakuumkammerebene, angefahren werden konnte (siehe Abbildung 4.16 links). Zum Unterdrücken von Photonen mit
Energien kleiner als 1 000 eV waren vor dem Spektrometer 200µm starke Berylliumfilter montiert. Die Aufnahme der
energieaufgelösten Spektren erfolgten mit einem Cornell-SLAC Pixel Array Detector (CSPAD) (siehe Abschnitt 2.2) und
nicht wie am RAL mit Bildspeicherplatten. Dieses Spektrometer wird im Folgenden als Rückwärtsspektrometer bezeich-
net, da es die zurückgestreute Strahlung bezogen auf die Propagationsrichtung des FEL-Strahls aufnimmt.
Auf der FEL-Achse befand sich ein weiterer Detektor zum Messen der durch die Probe transmittierten Photonen (Trans-
missionsspektrometer). Dieser bestand aus einem Beugungskristall, der den Strahl spektral aufgelöst hatte und der ener-
gieabhängig gedreht werden konnte, um die Photonen auf einen Szintillator zu lenken. Das Szintillatorsignal wurde von
einer Adimec Opal 1000 [Opal 2016] Kamera aufgenommen. Für die Messung der Debye-Scherrer-Ringe wurde ein Flä-
chendetektor montiert. Es handelte sich dabei um das in Abschnitt 2.2 vorgestellte große CSPAD. Im Folgenden ist mit der
Bezeichnung CSPAD immer dieser Detektor gemeint. Die Position kann der Abbildung 4.16 rechts entnommen werden, sie
liegt leicht oberhalb der untersuchten Probe und des FEL-Strahls. Das CSPAD wurde gegen den EMP der schocktreibenden
Laser abgeschirmt. Dies erfolgte durch eine Ummantelung der Kabel und des Spektrometers selbst mit Aluminiumfolie,
soweit dies möglich war. Dieser Detektor wurde für die Messungen mit einer Photonenenergie von 4 500 eV entfernt und
anschließend wieder aufgebaut. Dies erfolgte aus geometrischen Gründen, da für niedrigere Photonenenergien ein weite-
res Kristallspektrometer9 näher an den Probenhalter gefahren werden musste (siehe Gleichung 4.1) und nicht genügend
Platz für beide Diagnostiken zur Verfügung stand.
2.2 Details der Komponenten am LCLS
In diesem Abschnitt werden die im Experiment verwendeten Komponenten vorgestellt, sofern sie nicht schon am RAL
verwendet und im Abschnitt 1.2 berücksichtigt worden sind. Es handelt sich dabei um die Graphitproben, das VISAR-
System und die verwendeten Flächendetektoren (CSPADs).
Graphitproben LCLS
Für die Dimensionierung der Proben galten die gleichen Überlegungen wie am RAL. Am LCLS wurden Graphittypen
mit Dichten von 1,53 g/cm3 und 1,84 g/cm3 vom gleichen Typ wie dem zweiten Typ der am RAL verwendeten Proben,
außerdem pyrolytischer Graphit mit einer Dichte von 2,21 g/cm3 verwendet. Der Graphit mit der Dichte von 1,53 g/cm3
wurde vom Targetlabor der GSI bezogen, der zweite mit 1,84 g/cm3 von der Firma SGL Carbon [SGLCarbon], der letzte
mit 2,21 g/cm3 von Goodfellow mit der Bezeichnung C000720. Alle Typen wurden vom Targetlabor der GSI auf eine
Dicke von unter 100µm geschliffen. Anschließend wurden diese vom Targetlabor der Technischen Universität Darmstadt
9 Im Experiment wurde noch ein Kristallspektrometer in Vorwärtsstreurichtung betrieben. Die Daten dieses Spektrometers sind nicht Teil dieser
Arbeit, es wird deshalb nicht weiter erwähnt und dargestellt im Aufbau.
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(TU Darmstadt) poliert, um die Oberflächenrauhigkeit zu reduzieren. Die Oberflächenrauhigkeit wurde mit einem Weiß-
lichtinterferometer auf maximal 150nm bestimmt. Eine Seite des Graphits wurde zusätzlich mit einer etwa 100nm dicken
Aluminiumschicht bedampft, um die Reflektivität für die VISAR-Messungen zu erhöhen. Für die Proben wurden einzeln
die Dicke und ihre Abweichungen gemessen. Dafür wurde die Dicke an fünf Orten in Form eines Kreuzes bestimmt und
die Standardabweichung ermittelt. Die Proben wurden gemeinsam auf Probenhaltern für die einzelnen Messtage ange-
bracht (siehe Abbildung 4.17).
Kohlenstoff 100 μm
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Abbildung 4.17.: Aufbau des Probenhalters mit Proben der verschiedenen Ausgangsdichten, wie sie am LCLS verwendet
worden sind. Auf der rechten Seite ist der Aufbau einer Graphit-LiF Probe für die VISAR-Messungen
dargestellt.
Für jeden Typ wurden Proben modifiziert, indem an diese ein Lithiumfluorid (LiF) Kristall angebracht wurde, um am
Graphit VISAR-Messungen durchzuführen. Das LiF war 1mm dick und mit einer Antireflexschicht für 532nm beschich-
tet, der Wellenlänge des VISARs. Diese wurden auf einem separaten Probenhalter montiert und nicht wie in Abbildung
4.17 dargestellt mit den einfachen Graphitproben zusammen. Der Aufbau des Probenhalters war ansonsten identisch.
VISAR-System
Während mit einer SBK nur die Durchlaufzeit einer Schockwelle gemessen werden kann, ist es mit einem
Geschwindigkeits-Interferometer-System für jede Oberfläche (Velocity Interferometer System for Any Reflector, VISAR)-
System [Barker 1972] auch möglich, die Schockgeschwindigkeit in transparenten Materialien zu messen. Ein VISAR-
System erlaubt es, zeitaufgelöste Geschwindigkeitsmessungen von sich schnell bewegenden Oberflächen unter Verwen-
dung von Laserinterferometrie durchzuführen. Dabei ist die Messung von Geschwindigkeiten bis zu mehreren Kilometern
pro Sekunde möglich. Ein VISAR misst dabei die Geschwindigkeit einer sich bewegenden Oberfläche über die Zeit. Ein
schematischer Aufbau ist in Abbildung 4.18 links gezeigt. Dabei wird ein Laserstrahl auf die Oberfläche der Probe gerich-
tet. Von dieser wird das Licht reflektiert und in ein Mach-Zehnder-Interferometer eingekoppelt. In diesem wird das Licht
auf zwei Arme aufgeteilt, wobei ein Strahl ein Etalon10 durchläuft und dabei verzögert wird. Anschließend werden die
Strahlen übereinandergelegt und es entstehen Interferenzstreifen, die zeitaufgelöst mit einer SBK aufgenommen werden
können (die Funktionsweise von SBKs wurde im Abschnitt 1.2 des am RAL durchgeführten Experiments vorgestellt).
Bewegt sich die Oberfläche mit einer Geschwindigkeit v , sind die Interferenzstreifen um die Distanz F zur Lage der sich
nicht bewegenden Oberfläche verschoben (Abbildung 4.18 rechts). Die Verschiebung der Interferenzstreifen erfolgt durch
die Doppler-Verschiebung der Laserwellenlänge an der sich bewegenden Oberfläche. Diese erfolgt proportional zu der
Geschwindigkeit der reflektierenden Oberfläche. Mit diesen Messungen ist es möglich, die Beziehung zwischen Dichte
und Druck eines Materials im geschockten Zustand zu bestimmen. Dies erfolgt mit den Rankine-Hugoniot-Gleichungen.
Damit ist es möglich, lasergetriebene Schockwellen zu charakterisieren.
Erfolgt die Geschwindigkeitsänderung durch eine Schockwelle sehr schnell, sieht es so aus, als würden die Streifen
springen und eine direkte Zuordnung der Geschwindigkeit ist nicht mehr möglich. Die Schwierigkeit der Zuordnung
entsteht dadurch, dass nicht bekannt ist, um wie viele Interferenzstreifenbreiten sich das Signal verschoben hat. Es
kann sich um exakt einen oder mehrere Breiten verschoben haben. Um die Anzahl der Verschiebungen bestimmen zu
können, besteht ein VISAR-System aus zwei einzelnen VISARs mit unterschiedlich dicken Etalons. Dies führt zu unter-
schiedlichen Geschwindigkeiten pro Interferenzstreifenbreite. Die Geschwindigkeit v p f (velocity per fringe) für eine
Interferenzstreifenverschiebung um eine Streifenbreite oder Phasensprung wird nach [Barker 1974] berechnet:



















Abbildung 4.18.: Links: Schematische Darstellung eines VISARs im VISAR-Systems am LCLS. Ein 532 nm Laser wird von
der Probenrückseite reflektiert und in ein Interferometer in Mach-Zehnder Geometrie geleitet, in des-
sen einen Arm ein Quarzglas-Etalon mit bekannter Dicke als optische Verzögerung eingesetzt ist. Das
Signal gelangt dann in eine SBK und wird aufgenommen. Rechts: VISAR-Aufnahme der Interferenzstrei-
fen mit Verschiebung durch einen Schockausbruch auf halber Höhe (grüne Linie). Der zeitliche Verlauf
erfolgt von oben nach unten. Der Abstand zweier Maxima entspricht der Geschwindigkeit v p f . F ist die
Verschiebung der Interferenzstreifen durch den Schockausbruch im Vielfachen des Streifenabstandes.









mit h der Dicke des Etalons, c0 der Lichtgeschwindigkeit und n0 dem material- und wellenlängenabhängigen Brechungs-
index des Etalons. Für das im Experiment genutzte Quarzglas gilt n0 = 1,4603 für 532nm Wellenlänge [Malitson 1965].
Der Dispersionskorrekturfaktor δ kann nach








berechnet werden. Er ist material- und wellenlängenabhängig mit dn/dλ = −46309m−1 für Quarzglas bei 532nm
[Malitson 1965]. Dies ergibt für die im Experiment verwendeten Etalons mit einer Dicke von 5mm eine v p f5mm =
9 966 m/s und für eine Dicke von 8mm eine v p f8mm = 6 229 m/s. Die Oberflächengeschwindigkeit v berechnet sich
dann nach
v = v p f · F (4.6)
mit der Anzahl F der Interferenzstreifenverschiebungen.
Durch Expansion der Schockwelle in ein Vakuum geht im Moment des Ausbruchs die Reflektivität der Oberfläche ver-
loren. Dies erlaubt es mit einem VISAR direkt den Schockausbruch zu messen und damit die Schockgeschwindigkeit zu
bestimmen. Als beschleunigende Oberfläche wurde am LCLS die Grenzfläche der Probenrückseite beim Ausbrechen der
Schockwelle aus dem Material beobachtet. Dafür wurde auf die Rückseite der Proben ein für den Laser transparentes
Material angebracht, in das sich die Schockwelle fortsetzen konnte. Damit war es möglich die Grenzflächengeschwindig-
keit, die der Teilchengeschwindigkeit des zweiten Materials entspricht, zu messen. Das zweite Material wird in diesem
Fall auch Fenster genannt. Damit kann die Teilchengeschwindigkeit des ersten geschockten Materials bestimmt werden.
Unter Berücksichtigung der in Abschnitt 4.1.2 des Theoriekapitels behandelten Impedanzanpassung und der Tatsache,
dass das Material transparent sein muss, wurde für die Messungen an Graphit Lithiumfluorid (LiF) als Fenstermaterial
gewählt. Für die VISAR-Messungen muss Gleichung 4.3 um den Brechungsindex des Fenstermaterials nFenster erweitert
werden zu [Barker 1974]:






Dabei ist v p fFenster die durch die Interferenzstreifenverschiebung im Fenstermaterial charakterisierte Geschwindigkeit.
nFenster ist der Brechungsindex des Fensters, für LiF bei 532nm gilt nFenster = 1,3935 [Li 1976]. Mit einem 5 mm-Etalon
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ergibt sich die Geschwindigkeit pro Streifen zu v p fFenster = v p fLiF,5mm= 7 152 m/s und mit einem 8mm-Etalon eine
v p fLiF,8mm = 4 470 m/s. Durch die Schockwelle, die in das LiF gelangt, verändert sich der Brechungsindex des Materials
nFenster, was ebenfalls berücksichtigt werden muss. In diesem Fall kann die wahre Grenzflächengeschwindigkeit vwahr mit
v
vwahr
= nFenster,0 −ρ dndρ (4.8)
bestimmt werden. Dabei ist ρ die Dichte im komprimierten Zustand, dn/dρ die Änderung des Brechungsindex in Ab-
hängigkeit von der Dichte, nFenster,0 der Brechungsindex des unkomprimierten Zustands und v die gemessene Grenzflä-
chengeschwindigkeit ohne Fensterkorrekturen [Hayes 2001] (vergleiche Gleichung 4.6). Die Bestimmung der Dichte im
geschockten Zustand und von dn/dρ ist in diesem Experiment nicht möglich. Um die korrekte Grenzflächengeschwin-
digkeit bestimmen zu können, wird auf die systematischen Messungen von D. Fratanduono zurückgegriffen, mit denen
von der gemessenen Grenzflächengeschwindigkeit direkt auf die wahre Grenzflächengeschwindigkeit geschlossen wer-
den kann [Fratanduono 2010]. Die Daten für den in dieser Arbeit relevanten Bereich sind im Anhang Abschnitt 2 in
Abbildung B.1 dargestellt.
CSPADs
Am LCLS werden statt IPs Cornell-SLAC Pixel Array Detectors (CSPADs) verwendet, um Röntgenstrahlung direkt aufzu-
nehmen [Blaj 2015]. Der Einsatz solcher Detektoren kann nur an Orten erfolgen, an denen keine starken EMPs auftreten,
wie sie zum Beispiel durch Hochenergie-Kurzpulslaser entstehen. Der Vorteil dieser Detektoren ist, dass die Daten sofort
zur Verfügung stehen und kein Belüften der Vakuumkammer notwendig ist. Im Experiment wurde für das Kristallspek-
trometer ein CSPAD mit 400× 400 Pixeln verwendet. Weiter ist ein CSPAD mit 825× 830 Pixeln zum direkten Messen
von Debye-Scherrer-Ringen verwendet worden, dabei erfolgte keine spektrale Auflösung der Strahlung. Die Größe der
Pixel beträgt 110×110µm2.
2.3 Kalibrierung und Justierung am LCLS
In Abbildung 4.19 sind die Rohdaten des Rückwärtsspektrometers gezeigt und die Aufnahmen für die Energiekalibrie-
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Abbildung 4.19.: Links: Messung des Rückwärtsspektrometers mit rot markiertem Bereich für das Spektrum. Rechts: Ge-
zeigt sind die Aufnahmen für die Energiekalibrierung des Rückwärtsspektrometers in der idealen von-
Hámos-Geometrie. Jede der dargestellten Messungen ist über zehn Einzelmessungen gemittelt worden.
Der Detektor ist aus zwei Arrays zusammengesetzt, woraus die Aufnahmelücke zwischen Pixel 185 und
214 resultiert.
Die Energiekalibrierung des Transmissions- und Rückwärtsspektrometer erfolgte durch mehrmaliges Verschieben der
Photonenenergie des FELs um 50 eV und des sich dadurch verschiebenden Streusignals auf den Spektrometern um
diese Energie. Dieses Vorgehen ist in Abbildung 4.19 rechts für das Rückwärtsspektrometer dargestellt. Die Energie-
auflösung des Transmissionsspektrometers beträgt (0,344±0,015) eV pro Pixel, die des Rückwärtsspektrometers beträgt
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(1,809±0,026) eV pro Pixel. Die Ortskalibrierung der Energie auf dem Detektor erfolgte durch die Positionsbestimmung
von elastischen Streusignalen bei bekannter FEL-Photonenenergie. Eine Normierung der Intensitäten war nicht notwen-
dig, da nur die Position des elastischen Peaks von Bedeutung für die Energiekalibrierung ist.
Weiter wurde die Detektorfunktion des Rückwärtsspektrometers bestimmt, da diese im Verlauf der Auswertung der
XRTS-Spektren benötigt wird. Dies geschah durch Entfalten des gemessenen Signals der K-α Linien von Mangan mit
der bekannten natürlichen Pulsform dieser Linien [Hölzer 1997]. Das natürliche Pulsprofil der Manganlinien und das
gemessene Signal der Manganlinien sind in Abbildung 4.20 links dargestellt. In der Mitte der Abbildung befindet sich
die ermittelte Detektorfunktion. Auf der rechten Seite ist das resultierende Profil aus der Faltung des natürlichen Pul-
sprofils mit der Detektorfunktion resultierende Profil mit dem gemessenen Signal der Manganlinien dargestellt. Dabei ist
zu erkennen, dass die beiden Pulsformen in guter Übereinstimmung sind und die ermittelte Detektorfunktion verwen-
det werden kann. Die K-α Linienstrahlung wurde durch Bestrahlen einer Manganfolie mit einer Photonenenergie von
6 697 eV erzeugt. Diese Energie ist größer als die Energie dieser Linien von 5 887 eV und 5 898 eV. Sie wurden dadurch
angeregt und es wurden Photonen emittiert.




















































Abbildung 4.20.: Links: Berechnete Linienform der K-α1 und K-α2 Linien von Mangan (blau) [Hölzer 1997]. Messsignal
der Mangan K-α Linien mit dem Rückwärtsspektrometer (grün). Mitte: Durch Entfaltung bestimmte
Detektorfunktion des Rückwärtsspektrometers. Rechts: K-α Linien gefaltet mit der Detektorfunktion
(blau) und Messsignal der K-α Linien (grün).
Das Anfahren der einzelnen Streuwinkel im Experiment erfolgte durch die Eingabe des Rückwärtsspektrometerwinkels
zur Horizontalen in die Steuerungssoftware des Spektrometers. Der tatsächliche Streuwinkel wurde dann aus der Geo-
metrie des Aufbaus und des eingestellten Winkels berechnet. Die angefahrene Position erfüllte dabei die Bedingungen
für die ideale von-Hámos-Geometrie.
Da es sich bei dem CSPAD zum Aufnehmen der Debye-Scherrer-Ringe um einen planaren Detektor handelt, dessen Auf-
bau sich relativ nahe am Streupunkt TCC befand, lag keine lineare Winkelverteilung auf dem Detektor vor. Im Folgenden
wird das Vorgehen zum Berechnen der Winkel-Pixel-Zuordnung des CSPADs beschrieben. Die Winkelbestimmung erfolg-
te über die Position der Bragg-Peaks der 002-Ebenen von Graphit dGraphit,002 = 3,345 · 10−10 m und der 111-Ebenen von
Aluminium dAl,111 = 2,337 · 10−10 m. Dafür wurden die Abstände dGraphit,002 und dAl,111 der Peaks zum ersten Pixel des
Detektors bestimmt (siehe Abbildung 4.16 rechts für Winkel-, Abstands- und Positionsbezeichnungen). Unter Berücksich-
tigung der Photonenenergie konnte mit der Bragg-Gleichung der Streuwinkel θ dieser Peaks bestimmt werden. Zusätzlich
wurde der Winkel α zwischen der Oberfläche des CSPADs und der Vakuumkammerebene zu 27◦ bestimmt. Damit konnte
der Winkel β bestimmt werden (β = 180◦ − 90◦ − α)11. Mit diesen Informationen, den Rechenregeln für Dreiecke und
der Normalen dn, die von der Detektoroberfläche durch die Probe geht, konnte der Abstand dDetektor zwischen der Probe
und dem ersten Pixel des Detektors mit dem Winkel θ0 berechnet werden. Zusätzlich war die Bestimmung des Winkels
γ0 möglich, der zwischen der Detektoroberfläche und der Verbindungslinie von der Probe zum untersten Pixel des Detek-
tors lag. Damit konnte jeder Pixel des Detektors eindeutig einem Streuwinkel θ zugeordnet werden. Beim Wiederaufbau
des Detektors nach den Messungen mit 4 500 eV erfolgte die Winkelkalibrierung über die Position der Bragg-Peaks von
Graphit-002, Graphit-010 und Aluminium-111, womit auf den Winkel α verzichtet werden konnte. Dabei wurden wieder
11 Diese Betrachtung gilt nur für den Bereich direkt über dem Röntgenstrahl, an dem auch die Auswertung vorgenommen wurde.
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die gleichen Parameter dDetektor, γ0 und θ0 bestimmt. Die Kalibrierungskurven für das CSPAD sind in Abbildung 4.21
gezeigt.



















Abbildung 4.21.: Dargestellt ist die Winkelkalibrierung des CSPADs vor und nach dem Experimentumbau, für die Messun-
gen mit 6 000 eV.
Im nächsten Schritt wurde das VISAR-System kalibriert. Das VISAR-System und das Lasersystem gehören zum Stan-
dardaufbau am MEC. Dadurch war die zeitliche Synchronisation schon vorher bekannt und es mussten nur geringe
Korrekturen vorgenommen werden. Die exakte zeitliche Synchronisation der Systeme konnte über das VISAR-System
durchgeführt und überprüft werden. Um den Beginn der Laserpulse für die Bestimmung der Schockgeschwindigkeit zu
bestimmen, wurden die Laserpulse direkt mit dem VISAR-System an einem streuenden Objekt an TCC aufgenommen.
Dieser Laserstartpunkt lag für die SBK-Aufnahmen des ersten Arms des VISAR-Systems bei Pixel 79,0 und bei Pixel 77,5
für die SBK-Aufnahmen des zweiten Arms12. Dies entspricht 1,55 ns und 1,18 ns nach der Kalibrierung der SBKs. Für die
Kalibrierung der Pixel-Position der SBK-Aufnahmen auf die Zeitachse für ein 20ns Aufnahmefenster gilt [Nagler 2014]:
VISAR 1: Zeit [ns] =
1,97374 · 10−2 · Pixel
1




3,3223 · 10−11 · Pixel3
3
+
4,79285 · 10−12 · Pixel4
4
(4.9)
VISAR 2: Zeit [ns] =
1,488 · 10−2 · Pixel
1
+
1,059 · 10−5 · Pixel2
2




Die reale Aufnahmezeit der ersten SBK für ein 20ns Aufnahmefenster entspricht 20,08ns und der zweiten SBK für
20ns entspricht 18,37ns. Im Experiment hat das VISAR-System den Schockausbruch durch Änderung der Reflektivi-
tät der Oberfläche gemessen, womit die Schockgeschwindigkeit mit dem Startzeitpunkt ermittelt werden konnte. Für
die Messungen an WDM soll möglichst viel Material in diesem Zustand vorhanden sein. Dies ist zum Zeitpunkt des
Schockausbruchs der Fall. Der zur Untersuchung genutzte FEL-Röntgenpuls und der Schockausbruch mussten also zeit-
lich möglichst exakt synchronisiert werden. Da sich die Reflektivität der Aluminiumschicht auf der Probenrückseite durch
die Röntgenstrahlung änderte, konnte hierfür das VISAR-System genutzt werden, sofern der Schock noch nicht ausge-
brochen war. Der exakte Ausbruch variierte aufgrund der Probendicke, des Probentyps und der Laserintensität (siehe
Abbildung 4.33). Im fortschreitenden Experiment konnte die Vorausberechnung des Schockausbruchs und damit die
Synchronisation Röntgenpuls zu Schockausbruch stetig verbessert werden. Weiter wurde, um festzustellen ob der Rönt-
genpuls die Probe heizen konnte, dieser maximal fokussiert (Strahldurchmesser 2µm) und 600 Messungen in kürzester
Zeit mit dem Rückwärtsspektrometer aufgenommen. Dabei konnte keine Veränderung der Pulsform gefunden werden,
die auf ein Aufheizen der Probe durch Röntgenpulse hinweisen könnte.
Die Positionierung der Proben erfolgte durch einen 4-Achsen-Manipulator. Die Position wurde durch eine Kamera für jede
Probe kontrolliert.
12 Als Startzeitpunkt wurde die halbe Anstiegsflanke des Pulses gewählt.
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2.4 Ergebnisse LCLS
Im Folgenden wird zuerst auf die Positionsbestimmung im Druck-Dichte-Diagramm durch VISAR-Messungen und Rönt-
genstreuung eingegangen. Im Anschluss erfolgt die Erläuterung der Bestimmung des Strukturfaktors durch XRTS.
2.4.1 Positionsbestimmung Druck-Dichte-Diagramm
Im Experiment wurden für jeden Dichtetyp VISAR-Messungen an Graphit mit aufgeklebtem LiF-Fenster vorgenommen,
um mit den Gleichungen 2.38 und 2.39 die Dichte und den Druck im geschockten Graphit bestimmen zu können. Ge-
messen wurde dafür die Schockgeschwindigkeit vs,C im Graphit und die Teilchengeschwindigkeit vp,LiF im LiF mit dem
VISAR-System. In Abbildung 4.22 sind Aufnahmen für beide Arme des VISAR-Systems dargestellt. Auf diesen ist zwi-
schen 10 ns und 11 ns der Schockausbruch durch eine sprunghafte Verschiebung der horizontalen Interferenzstreifen an
diesem Punkt zu erkennen. Diese Streifen schieben sich ab 15 ns wieder zurück. In diesem Zeitraum zwischen 10 ns und
15 ns wird die Bewegung der Grenzfläche zwischen Kohlenstoff und LiF beobachtet. Das Zurückschieben der Interfe-
renzstreifen erfolgt, da nach 10 ns der schocktreibende Laserpuls endet und eine Verdünnungswelle entsteht, welche die
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Abbildung 4.22.: Aufnahmen der beiden VISAR-Arme von Graphit mit einem LiF-Fenster, in das sich der Schock fortsetzt.
Dabei ist deutlich der Schockausbruch bei etwa 10 ns zu erkennen und das Verschieben und Zurückgehen
der vorher ungestörten horizontalen Interferenzstreifen. Die Kästen zeigen den Bereich an, in dem die
Geschwindigkeit im zweiten Material bestimmt wurde (siehe Abbildung 4.23). Die x -Achse zeigt die Zeit
der gewählten Aufnahmefenster der SBKs an.
sehen. Dort ist deutlich der Schockausbruch bei etwa 10 ns und die darauffolgende Bewegung der Grenzfläche, die der
Teilchengeschwindigkeit im LiF entspricht, zu erkennen. Für das Erstellen der Geschwindigkeitsprofile wurde ein hori-
zontaler Bereich der SBK Aufnahmen (siehe Abbildung 4.22) ausgewertet und die Verschiebung eines Interferenzstreifens
in diesem betrachtet. Dabei wurde der vertikale Verlauf der Interferenzstreifen als eine periodische Funktion betrachtet,
deren Verschiebung eine Geschwindigkeitsänderung darstellt. Dabei gilt, dass der vertikale Abstand zweier Streifenmaxi-
ma der Geschwindigkeit v p f (siehe Gleichung 4.3) entspricht. Dieser Wert wurde in Abschnitt 2.2 für die verwendeten
Etalons im VISAR-System bestimmt und für die Auswertung verwendet. Aus der Intensitätsänderung einer horizontalen
Linie kann dementsprechend die Geschwindigkeit bestimmt werden, in diesem Fall die der Teilchengeschwindigkeit im
LiF. Für die Bestimmung der Teilchengeschwindigkeit wurde über mehrere horizontale Linien gemittelt. Anschließend
wurde die durch die Druckänderung induzierte Brechungsindexänderung im LiF berücksichtigt und die wahre Teilchen-
geschwindigkeit bestimmt. Dies erfolgte durch die Anwendung der von D. Fratanduono bestimmten Relationen zwischen
gemessener und wahrer Teilchengeschwindigkeit im LiF [Fratanduono 2010] (siehe Anhang Abbildung B.1). Die für die
Auswertung benötigte Teilchengeschwindigkeit wurde durch Mitteln der wahren gemessenen Teilchengeschwindigkeit
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über mehrere Nanosekunden nach dem Schockausbruch bestimmt und die Standardabweichung errechnet. Die Mitte-
lung der Teilchengeschwindigkeit erfolgte so lange, bis die Teilchengeschwindigkeit begann abzunehmen. Im gezeigten
Beispiel wurde die gemittelte Teilchengeschwindigkeit im Zeitraum von etwa 10 ns bis 15 ns bestimmt.






























Abbildung 4.23.: Die Teilchengeschwindigkeit vp,LiF im LiF der in Abbildung 4.22 gezeigten VISAR Aufnahmen. Die darge-
stellte Teilchengeschwindigkeit ist um die Effekte der druckinduzierten Brechungsindexänderung im LiF
korrigiert.
Weiter wurde aus den VISAR-Daten die Schockgeschwindigkeit im Graphit bestimmt, die in allen Messungen auch ohne
zusätzliches LiF zugänglich war. Die Schockgeschwindigkeit konnte, wie in Abschnitt 2.3 geschildert, aus dem Startzeit-
punkt des Laserpulses und dem Zeitpunkt des Schockausbruchs ermittelt werden. Der Schockausbruch ist in den SBK
Aufnahmen klar definiert zu erkennen. Der Startzeitpunkt der Laser wurde in der Kalibrierung bestimmt und unterliegt
einem Jitter von 20 ps. Der Fehler konnte für alle Messungen der Schockgeschwindigkeit auf ∆vs < 150m/s bestimmt
werden. Dieser ergab sich aus der Ungenauigkeit des Auswertens der SBK Aufnahmen, der Abweichung der Probendicke
und dem Jitter des Lasersystems. Durch die Teilchengeschwindigkeit im LiF und der SESAME Tabelle 7270 [Lyon 1992]
für LiF wurde die Schockgeschwindigkeit und der Druck im LiF bestimmt. Mit den Gleichungen in 2.38 und 2.39 konnte
nun der Druck und die Dichte im Kohlenstoff bestimmt werden. Die Ergebnisse dieser Messungen sind in Abbildung 4.24
für jeden Graphittypen und den Daten von W. H. Gust und M. van Thiel dargestellt [Gust 1980, Thiel 1977]. Die Ergeb-
nisse der VISAR-Messungen weichen von diesen Messungen zum Teil sehr stark ab und können damit nur als ein grober
Richtwert gesehen werden. Die Begründung liegt in der Verbindung zwischen den Graphitproben und dem LiF, welche
aneinander geklebt worden sind. Durch diesen Prozess befand sich eine weitere Schicht zwischen diesen beiden Kompo-
nenten, dessen Einfluss auf die ursprüngliche Grenzfläche nicht bekannt ist und so nicht erwartet wurde. Dieser Effekt
hat dazu geführt, dass viele Messungen gar nicht ausgewertet werden konnten. Es waren zum Teil zwei Interferenzstrei-
fenverschiebungen sichtbar, eine durch das Laufen der Schockwelle in den Klebstoff und eine zweite beim Eintritt in
das LiF. Weitere Aufnahmen wurden durch Hohlräume zwischen den Schichten unbrauchbar. Weiteren Einfluss hat die
unstetige Geschwindigkeit der beschleunigten Grenzfläche, bei der die Betrachtung des Systems zu einem Zeitpunkt nach
der eigentlichen Kompression der Kohlenstoffproben erfolgt.
Um die erreichten Bedingungen im geschockten Kohlenstoff zu bestimmen, bedarf es zwei gemessener Parameter. Im
Experiment standen die benötigten LiF-Fenster nur in einer sehr begrenzten Anzahl zur Verfügung. Die Messungen mit
den LiF-Fenstern konnten nicht während der Röntgenstreumessungen durchgeführt werden, da diese das XRTS-Signal
beeinflussen. Die Messungen mit LiF-Fenstern wurden daher vor den XRTS-Messungen durchgeführt. Um ohne VISAR-
Messungen die Dichte und den Druck abschätzen zu können, müsste von der Schockgeschwindigkeit, auf einen zweiten
Parameter geschlussfolgert werden. Aufgrund der geringen Datenmenge aus den Messungen mit den LiF wäre die dafür
nötige Approximationsfunktion sehr ungenau und damit die Abschätzung des erreichten Punkts im Phasendiagramm
ebenfalls schwierig.
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Abbildung 4.24.: Gezeigt werden die erreichten Dichten und Drücke für die VISAR-Messungen mit LiF, die durch die ge-
messenen Schock- und Teilchengeschwindigkeiten berechnet wurden. Die Ergebnisse sind getrennt nach
den unterschiedlichen Ausgangsdichten in Rot dargestellt (ρ0 = 1,53 g/cm3 (links), ρ0 = 1,84 g/cm3
(mitte), ρ0 = 2,21 g/cm3 (rechts). Blaue Sterne [Gust 1980], Grüne Kreise [Thiel 1977], Schwarze Kreuze
[Kraus 2013].
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Statt des Messens der Teilchengeschwindigkeit in einem zweiten Material konnte auch die Dichte des geschockten Materi-
als direkt gemessen werden, womit zwei freie Parameter zum Lösen der Rankine-Hugoniot-Gleichungen bekannt waren.
Durch das Ausnutzen der Formation von Diamantstrukturen im geschockten Kohlenstoff und dem Verschieben der Debye-
Scherrer-Ringe dieser Strukturen war es möglich, die Dichte im geschockten Material zu bestimmen. Die Aufnahme der
Debye-Scherrer-Ringe erfolgte mit dem CSPAD. Beispielaufnahmen des CSPADs von ungeschocktem und geschocktem
Kohlenstoff mit einer Ausgangsdichte von 1,84 g/cm3 sind in Abbildung 4.25 dargestellt. Die Aufnahmen zeigen dabei
deutlich einen Teil der Ringstruktur im ungeschockten und geschockten Kohlenstoff, dabei sind die Bragg-Peaks der
Graphit 002-, 010- und 011-Ebenen im ungeschockten Material zu erkennen. Die Schockwelle hat in den dargestellten
Messungen noch nicht die Probenrückseite erreicht, weshalb in der Probe noch ungeschocktes Material vorliegt und ein


































Abbildung 4.25.: Die Abbildungen zeigen Aufnahmen vom CSPAD (siehe Abschnitt 2.2) für eine Graphitprobe mit der
Dichte 1,84 g/cm3 vor dem Schock (links) und im geschockten Zustand mit 13,4 J Laserenergie für die
Kompression (mitte) und eine weitere komprimierte Probe durch eine Laserenergie von 25,2 J (rechts).
Die roten Kästen zeigen den Bereich der Profile, die in Abbildung 4.26 mitte dargestellt sind.
Die Debye-Scherrer-Ringe sind in diesem Fall keine scharfen Linien, da die Proben keine Einkristalle sind, sondern es sich
um viele einzelne kleine Strukturen handelte, die das Streusignal erzeugten und im geschockten Zustand zusätzlich noch
unterschiedliche Dichten aufweisen konnten. Für die Auswertung wurde der Bereich direkt über dem FEL betrachtet,
der durch rote Kästen gekennzeichnet ist. Diese Profile sind in Abbildung 4.26 für jeden eingesetzten Graphittypen
dargestellt. Durch den Bragg-Peak der Diamant 111-Ebenen bei 60◦ bis 65◦ ist dabei die Formierung der Diamantstruktur
ersichtlich. Dieses Signal ist abhängig von der Ausgangsdichte und der eingesetzten Kompressionsenergie unterschiedlich
stark ausgeprägt. Dies ist auf die höheren Temperaturen für die Proben mit reduzierter Dichte im komprimierten Zustand
zurückzuführen. Für die ungeschockten Graphitproben sind die Streusignale in Abhängigkeit vom Herstellungsprozess
der verschiedenen Typen unterschiedlich ausgeprägt. Diese Graphitstreusignale verschwinden im geschockten Zustand.
Erfolgt die Untersuchung zu einem Zeitpunkt, an dem noch nicht alles Material der Proben geschockt ist, wird auch ein
Streusignal vom ungeschockten Material gemessen und ein schwaches Signal vom Aluminium, das sich auf der Rückseite
der Proben befindet.
Die Bestimmung der Dichte erfolgte dabei über die Position des Bragg-Peaks der Diamant-111-Ebenen. Der Abstand
dieser Ebenen dDia,111,mess konnte direkt über die Bragg-Gleichung mit dem Streuwinkel bestimmt werden. Für den
Abstand dieser Ebenen gilt dDia,111 ∝ V 3, er skaliert damit direkt mit der Dichte. Die erreichte Dichte ρC kann über






mit der Diamantdichte ρDia = 3,52 g/cm3 [Strunz 2001], dem Diamant 111-Ebenenabstand dDia,111 = 205,9pm im na-
türlichen Zustand13 und dem Abstand dDia,111,mess der Ebenen im geschockten Material berechnet werden. Der Fehler der
bestimmten Dichte ergibt sich aus der Ungenauigkeit des Auslesens des Diamant 111-Bragg-Peaks. Dieser Fehler wurde
zu maximal ∆θ = ±0,35◦ bestimmt und resultiert aus der Positionierung des Detektors und der damit einhergehenden
unterschiedlichen Winkelauflösung. Der durchschnittliche Fehler der Dichtemessungen ist ± 0,13 g/cm3. Die Ergebnisse
aller Messungen sind tabellarisch im Anhang Abschnitt 4 angegeben, mit den jeweiligen Einzelfehlern der Dichte und des
13 Der Ebenenabstand dDia,111 wurde mit der Software Crystall Diffract Version 6.0.2 bestimmt, unter der Verwendung der in Tabelle 2.1
angegebenen Parameter für kubischen Diamant.
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Abbildung 4.26.: Die Grafiken zeigen Profile vom CSPAD für die Graphitdichten von 1,53 g/cm3 (oben), 1,84 g/cm3 (mitte)
und 2,21 g/cm3 (unten), von vor und nach der Kompression. Die Aufnahmen zeigen im komprimierten
Zustand die Formierung der Diamantstruktur durch den Bragg-Peak der Diamant-111-Ebenen zwischen
60◦ und 65◦ und Reststreusignale von ungeschocktem Graphit. Die Achsenkalibrierung wurde entspre-
chend der in Abbildung 4.21 gezeigten Kalibrierung durchgeführt. Die Prozentangabe gibt an, wie viel
Probenmaterial zum Untersuchungszeitpunkt geschockt waren.
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Drucks. Der Druck wurde mit der Dichte und der gemessenen Schockgeschwindigkeit vs aus Gleichung 2.26 mit einem
durchschnittlichen Fehler von ± 7GPa ermittelt14. Für die Messungen mit 4 500 eV stand das CSPAD nicht zur Verfügung.
Um auch für diese Messungen eine Dichte angeben zu können, wurden aus den Messungen mit CSPAD und der gleich-
zeitig gemessenen Schockgeschwindigkeit Funktionen bestimmt, mit denen in Abhängigkeit der Ausgangsdichte und
der Schockgeschwindigkeit auf die erreichte Dichte geschlossen werden konnte. Der Druck konnte nun wie zuvor unter
Beachtung des größeren Fehlers der Dichte bestimmt werden. Unter Berücksichtigung des Fehlers der Schockgeschwin-
digkeit und der Funktionen ergibt sich der durchschnittliche Fehler zu ± 0,15 g/cm3. Die Ergebnisse der Bestimmung von

































Abbildung 4.27.: Die Grafiken zeigen die erreichte Dichte und den Druck für die Messungen der Dichte durch Debye-
Scherrer-Ringe mit dem CSPAD (separiert nach der Ausgangsdichte und der eingesetzten Laserener-
gie für die Kompression in blau ≈ 12,5 J und grün ≈ 25,0 J) und den VISAR-Messungen (rot). Der
Druck wurde mit den Rankine-Hugoniot-Gleichungen aus der Schockgeschwindigkeit und der gemes-
senen Dichte oder Teilchengeschwindigkeit berechnet (ρ0 = 1,53 g/cm3 (links), ρ0 = 1,84 g/cm3 (mitte),
ρ0 = 2,21 g/cm3 (rechts). Sterne magenta [Gust 1980], Kreise cyan [Thiel 1977], Kreuze schwarz nur für
1,84 g/cm3 [Kraus 2012]).
Druck und Dichte durch VISAR-Messungen und CSPAD-Dichtemessungen sind in Abbildung 4.27 dargestellt. Die Ergeb-
nisse der CSPAD-Dichtemessungen (blau, grün) weisen einen sehr viel geringeren Fehler als die der VISAR-Messungen
auf und sind in sich konsistenter, da hier direkt zwei Größen für das Lösen der Rankine-Hugoniot-Gleichungen zur Verfü-
gung stehen und nicht erst über eine indirekte Messung auf die Parameter geschlossen wird. Die VISAR-Messungen und
CSPAD-Messungen stimmen im Rahmen der Fehler teilweise überein, sofern Drücke größer 80 GPa betrachtet werden.
Die Abweichungen sind auf die oben genannten Fehler der Verbindung des Graphits mit dem LiF zurückzuführen, welche
eine Interpretation der VISAR-Messung erschweren. Da die CSPAD-Messungen bei jeder Messung durchgeführt werden
konnten und die VISAR-Messungen nur vorab für eine sehr begrenzte Anzahl an Proben durchgeführt wurden, ist die Me-
thode über die Messung der Debye-Scherrer-Ringe zur Bestimmung des Endzustands im Druck-Dichte-Phasendiagramm
besser geeignet und wird für die folgende Auswertung verwendet.
2.4.2 Bestimmung des Strukturfaktors
Nach der Bestimmung der Position im Phasendiagramm werden nun die Daten des Rückwärtsspektrometers für die
Phasen- und Temperaturbestimmung analysiert. Die Rohdaten dieses Spektrometers wurden in Abbildung 4.19 links ge-
zeigt. Im Folgenden bezieht sich der Begriff Spektrometer immer auf das Rückwärtsspektrometer, sofern nicht anders
angegeben. Für die Untersuchung des Kurvenverlaufs des Strukturfaktors mit dem Spektrometer sind Messungen bei den
Energien und Streuwinkeln der in Tabelle 4.4 angegeben Kombinationen vorgenommen worden. Der Streuwinkel setzt
14 Der Einzelfehler wurde durch Gaußsche Fehlerfortpflanzung bestimmt.
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Energie [eV] Spektrometerwinkel [◦] Streuwinkel θ [◦] k [1010 m−1]
6 000 15 160,57 5,99
6 000 35 143,11 5,76
6 000 45 133,66 5,58
6 000 55 124,05 5,36
4 500 25 152,23 4,43
4 500 30 143,11 4,39
4 500 50 128,87 4,12
Tabelle 4.4.: Die Tabelle enthält die am LCLS verwendete Energie, den eingestellten Spektrometerwinkel, den resultieren-
den Streuwinkel und den daraus resultierenden Streuvektor k (siehe Gleichung 2.47).
sich zusammen aus dem eingestellten Winkel des Spektrometers und dem 15◦ Winkel durch die Position des Spektrome-
ters im Aufbau (siehe Abbildung 4.15). Für die Datenauswertung musste zuerst die Spektrometereffizienz des Aufbaus
bestehend aus dem HAPG-Kristall, dem Detektor und der Geometrie zwischen Strahlungsquelle, Kristall und Detektor
berücksichtigt werden. Alle Messungen müssen um diese Spektrometereffizienz korrigiert werden. Im Folgenden wird
auf die Effekte eingegangen, welche die Spektrometereffizienz bestimmen.



























ivH Position 6000 eV
ivH Position 4500 eV
Abbildung 4.28.: Die Abbildung zeigt die angefahrenen Positionen des Spektrometers für 6 000 eV im Experiment (blau)
und die Spektrometerpositionen für die ideale von-Hámos-Geometrie (ivH) für 6 000 eV (grün) und
4 500 eV (rot). Die Messungen für 4 500 eV wurden in der idealen von-Hámos-Geometrie durchgeführt.
Die x -Achse ist der Abstand des Spektrometers in der Horizontalen und die y -Achse der Abstand in der
Vertikalen von der Probe (siehe Abbildung 4.16). Die Werte der Verschiebung zwischen der Spektrome-
terposition und der idealen von-Hámos-Geometrie sind in Tabelle 4.5 angegeben.
Im Experiment wurde das Spektrometer aus der idealen von-Hámos-Geometrie gefahren, um das Streusignal auf dem De-
tektor des Spektrometers zu verschieben. Damit ist eine bessere Ausnutzung der Detektorfläche möglich, da diese sich aus
zwei Arrays zusammensetzt und sich zwischen diesen eine Lücke befindet. Die Umpositionierung wurde vorgenommen,
da das Spektrometer für die Zentralenergie von 6 000 eV aufgebaut war und dieser Wert in der Mitte der Detektionsflä-
che lag, während im Experiment nur Streusignale aufgenommen wurden, deren Energien auf der niederenergetischen
Seite der FEL-Photonenenergie lagen. In Abbildung 4.28 sind die ideale Position des Spektrometers zum Erfüllen der
von-Hámos-Geometrie und die angefahrenen Positionen für die Messungen für jeden im Experiment genutzten Streu-
winkel angegeben. Die von-Hámos-Geometrie wurde dadurch insofern aufgehoben, dass der Mittelpunkt des Kreises mit
dem des Krümmungsradius R des Kristalls nicht mehr auf der Achse zwischen Quelle und Detektor lag. Dies führte zu
einer Verschiebung des Signals um weniger als 1 Pixel auf dem Detektor. Dieser Fehler ist damit sehr gering und wird im
Weiteren vernachlässigt. Einen weiteren Effekt hat das Verändern der Distanz zwischen der Signalquelle (TCC) und dem
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Spektrometer, welches dazu führte, dass der Streupunkt einer bestimmten Energie auf dem HAPG-Kristall verschoben
wurde. Dies folgt aus der Bragg-Bedingung, die für eine Energie nur einen bestimmten Winkel akzeptiert und reflektiert.
Im Experiment wurde der Peak der elastischen Streuung weiter an den energetisch höheren Rand des Detektors gescho-













Abbildung 4.29.: Links: Darstellung des Effektes, der eintritt, wenn das Spektrometer bestehend aus Detektor und HAPG-
Kristall verschoben wird. Das Signal gelangt nach der Positionsänderung noch zum Detektor und wird
dort auf einer anderen Position gemessen als zuvor. Θ0 ist der Bragg-Winkel. Rechts: Veränderung
der Position dk des Signals auf dem Kristall beim Verändern der Spektrometerposition in der x− und
y−Achse unter Beibehaltung des Streuwinkels.
Der Effekt auf die Streugeometrie, der durch das Verringern der Distanz zwischen Quelle und Kristall hervorgerufen wird,
ist in Abbildung 4.29 links dargestellt. Die Verschiebung des Signals auf dem Detektor in Pixeln entspricht dabei auch der
Verschiebung des Signals auf dem Kristall, da nicht die Geometrie zwischen Kristall und Detektor, sondern nur die Position
zwischen Spektrometer und der Probe verändert wird. Die Verschiebung des Signals auf dem Kristall ist in Abbildung 4.29
rechts dargestellt und dort mit dk angegeben. Dabei ist zu beachten, dass die Hypotenuse des Dreiecks, welches durch
die Veränderung der Spektrometerposition in der x− und y−Achse entsteht, nicht der Veränderung des Streupunkts
auf dem Kristall entspricht. Die Signalverschiebung dk auf dem Kristall kann durch die Verschiebung der Position zur
idealen von-Hámos-Geometrie und unter der Bedingung, dass der Einfallwinkel auf dem Kristall nicht verändert wird,
bestimmt werden. Dies ist möglich, da im Experiment nur die Position verändert, nicht aber der Winkel des Spektrometers
angepasst wurde. Mit der Distanz dk in Millimetern und mit der Pixelgröße von 110µm kann die messbare Verschiebung
auf dem Detektor bestimmt werden. In der idealen von-Hámos-Geometrie liegt die gleiche Energie immer auf demselben
Punkt auf dem Detektor. Durch die Geometrieänderung wird dieser um die Distanz dk verschoben. Die Verschiebungen
von dk sind in Tabelle 4.5 angegeben.
Einen weiteren großen Einfluss auf das Verhalten des Spektrometers hat die Mosaizität des verwendeten HAPG-Kristalls.
Aus der Mosaizität α des HAPG-Kristalls kann die Standardabweichung σ eines Gauß-Strahls berechnet werden. Die





Die Mosaizität gibt einen Bereich um einen Bragg-Winkel an, in dem ein Großteil der Intensität einer Energie gestreut
wird und ist keine absolute Grenze. Dementsprechend fällt die gemessene Intensität einer Energie nicht abrupt ab, wenn
das Messsignal an den Rand des Kristalls gelangt. Dies ist in Abbildung 4.30 dargestellt. Aufgrund der Mosaizität des
HAPG-Kristalls von 0,14◦ [Zastrau 2013], der Photonenenergie von 6 000 eV, dem Abstand AK (siehe Abbildung 4.4) und
dem Krümmungsradius R des Kristalls (siehe Tabelle 4.1), ergibt sich eine Kreisfläche mit dem Durchmesser von 1,33mm
auf dem Kristall, auf dem die Energie gestreut wird (bei 4 500 eV ist der Durchmesser 0,75 mm)15. Wird die Energie be-
trachtet, die genau auf der Kante des Kristalls liegt, dann gelangt nur noch die Hälfte der Intensität auf den Detektor,
15 Die Durchmesser beziehen sich hierbei auf die Projektion des Gauß-Profils auf den ebenen Kristall.
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Spektrometerwinkel [◦] Photonenergie [eV] dx [mm] d y [mm] dk [mm] dk [Pixel]
15 6 000 -10,5 -3,1 5,90 8
35 6 000 -1,4 -3,4 1,98 18
45 6 000 -2,1 -3,3 2,75 25
55 6 000 -3,2 -6,2 3,03 28
25 4 500 0 0 0 0
30 4 500 0 0 0 0
50 4 500 0 0 0 0
Tabelle 4.5.: Die Tabelle enthält die Verschiebung des Spektrometers aus der idealen von-Hámos-Geometrie und die Pi-
xelpositionskorrekturwerte dk für die Verschiebung der Intensitätsabbruchkante auf dem Detektor des
Rückwärtsspektrometers. Im Experiment wurden zweimal Messungen unter einem Winkel von 15◦ mit unter-
schiedlichen Positionen durchgeführt. Die Messungen bei 4 500 eV sind in der idealen von-Hámos-Geometrie
durchgeführt worden.
da nur noch die eine Hälfte des Signals vom Kristall gestreut werden kann. Im Resultat verringert sich die Intensität des
Signals und die Form bleibt erhalten. Aufgrund der Krümmung des Kristalls entspricht dieser Vorgang einem Gauß-Profil,
das im Zweidimensionalen über eine Kante geschoben wird und die Gesamtintensität sich aus dem Integral des Signals














Abbildung 4.30.: Die Abbildung zeigt das Vorgehen für das Bestimmen der Intensitätskorrekturfunktion für das Rück-
wärtsspektrometer. dx ist der Abstand zwischen der Quelle der gestreuten Strahlung und dem Ende
des HAPG-Kristalls, R ist der Radius des Kristalls, dR ist der Abstand des Mittelpunktes des projizierten
und gestreuten Gauß-Profils auf dem Kristall zur Quelle, σ die Standardabweichung des Gauß-Profils
und Θ0 ist der Bragg-Winkel. Die komplette Intensität ist die Intensität einer bestimmten Energie, wenn
das Signal komplett gestreut wird und den Detektor erreicht. Die gestreute Intensität ist die Intensität,
die den Kristall trifft und vom Detektor gemessen wird.
Um die Messungen zu korrigieren, muss die Energie gefunden werden, ab der das Signal anfängt vom Kristall zu laufen
und damit das Pixel auf dem Detektor, ab dem die Intensität korrigiert werden muss. Die Form dieser Funktion wird
durch die Integrale eines projizierten Gauß-Profils auf einer Ebene bestimmt, wobei sich der Ort des Profils auf der Ebe-
ne ändert und die Integration nur bis zu einem bestimmten Punkt durchgeführt wird. Die Bestimmung dieser Funktion
erfolgt schrittweise durch den sich verändernden photonenenergieabhängigen Bragg-Winkel θ0, wodurch der Ort der
Streuung auf dem Kristall verschoben wird. Im ersten Schritt wird über das komplette Profil integriert. Dieses Integral
bildet den ersten Wert und wird zum Normieren der Funktion verwendet. Für jeden folgenden Schritt wird über einen
geringeren Teil des projizierten Gauß-Profils integriert, bis das Integral null ergibt16. Dies entspricht dem Verhalten, dass
immer weniger Anteile des Signals vom Kristall gestreut werden.
16 Als Nullgrenze wurde eine 3σ Umgebung gesetzt.
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Für die Korrektur der Spektrometereffizienz ist das Ende des Integrationsbereichs die Kante des Kristalls im Abstand dx
von der Strahlungsquelle (siehe Abbildung 4.30), welche sich aus dem Abstand AK der entsprechenden Photonenenergie
und der halben Länge des HAPG-Kristalls von 16 mm ergibt. Für das Erstellen der Funktion wird die Energie mit der
Energieauflösung des Spektrometers von 1,809 eV schrittweise erhöht.
Mit Gleichung 4.12 kann aus der Mosaizität α die Standardabweichung des Gauß-Profils berechnet, unter Berücksichti-
gung des Bragg-Winkels auf den Kristall projiziert und eine Detektoreffizienzkurve berechnet werden. Die Detektoreffizi-
enzkurve ist stark von der Mosaizität abhängig, die auch den Punkt auf dem Detektor beeinflusst, ab dem die Intensität
korrigiert werden muss. Für die Bestimmung der richtigen Detektoreffizienzkurve wurde eine Näherung nach der Me-
thode der kleinsten quadratischen Abweichung durchgeführt. Dafür wurden Messungen bei gleicher FEL-Strahlintensität
an unterschiedlichen Orten auf dem Kristall aufgenommen und mit verschiedenen berechneten Detektoreffizienzkurven
verglichen. Als Messungen dafür wurden die Energiekalibrierungsmessungen verwendet (siehe Abbildung 4.19 rechts).
Diese Messungen wurden schnell hintereinander durchgeführt, sodass die Intensität des FELs nur einer sehr kleinen
Schwankung unterlag und die gestreute Intensität gleich blieb. Um Einflüsse des Streumaterials zu minimieren, wurde
dabei die gleiche Probe verwendet. Für die Vergleichbarkeit der Messungen wurden diese auf das Maximum der inelas-
tischen Streuung normiert, da bei dieser davon ausgegangen werden kann, dass die Gesamtintensität dieses Signals auf
dem Kristall lag und zum Detektor gelangt ist (siehe Abbildung 4.31 links).
Die für die Näherung variierten Parameter sind das Pixel auf dem Detektor, ab dem die gemessene Intensität korrigiert
werden muss, die Mosaizität und die Intensität der gemessenen Maxima. Die Variation der Maxima musste durchgeführt
werden, da nicht garantiert ist, dass das inelastische Streusignal der höchsten Energiekalibrierungsmessung komplett auf
dem Kristall lag. Zusätzlich ist für die Näherung ein Punkt eingefügt, ab dem sicher das Gesamtsignal auf dem Kristall
liegt und einer, ab dem sicher kein Signal mehr auf dem Kristall ist (siehe Abbildung 4.31 rechts). Das Ergebnis dieser
Näherung ist, dass eine Mosaizität von 0,408◦ vorliegt und dass das erste Pixel für die ideale von-Hámos-Geometrie,
der intensitätskorrigiert werden muss, das Pixel 232 des Detektors ist. Die Näherung ergibt weiter, dass die Intensität
der Messungen der Energiekalibrierung mit der höchsten Energie nur 98% der theoretischen Intensität beträgt.Eine Mo-
saizität von 0,408◦ bei einer Energie von 6 000 eV entspricht einem Signaldurchmesser von 3,88mm auf dem Kristall,
auf dem diese Energie gestreut wird. Für 4 500 eV und diese Mosaizität ergibt sich ein Signaldurchmesser von 2,18 mm.
Die Betrachtung einer größeren Fläche auf dem Kristall führt direkt zu einer Erhöhung der Mosaizität. Zusätzlich muss
aufgrund der Kristallkrümmung ein Streifen betrachtet werden, der die gesamte Kristallbreite (30mm) abdeckt und
3,88mm breit ist (siehe Abbildung 4.5). Diese Fläche ergibt eine deutlich größere Fläche als 1×2 mm2, auf der die Mo-
saizität von 0,14◦ des HAPG-Kristalls bestimmt worden ist [Zastrau 2013]. Dies führt zu einer höheren Mosaizität für
die Gesamtfläche. Weitere Abweichungen kommen zustande, da hier nicht die Mitte des Kristalls betrachtet wird, an
der die Mosaizität von 0,14◦ bestimmt worden ist, sondern der Rand des Kristalls. Am Rand des Kristalls kommen zu-
sätzlich Effekte wie das Abheben der etwa 100µm dicken HAPG-Folie vom Glassubstrat hinzu oder Gebrauchsspuren,
die durch jahrelanges Ein- und Ausbauen entstehen, da der Kristall im Jahr 2009 vermessen und das Experiment 2014
durchgeführt wurde. Unter Berücksichtigung dieser Effekte ist diese deutlich höhere Mosaizität plausibel [Zastrau 2016].
Der Begriff Mosaizität ist in diesem Fall nicht mehr angebracht, da mit ihm eine Eigenschaft des Kristalls beschrieben wird,
während hier auch weitere Effekte mit berücksichtigt werden. Es handelt sich um die Breite des Intensitätsverlusts, die
für eine perfekte Kante der Mosaizität gleichgesetzt ist und entsprechend auch mit einem Winkel angegeben werden kann.
Die Intensitätskorrekturkurve für die Pixel des Detektors ergibt sich aus der mit der Breite des Intensitätsverlusts von





Diese ist für die ideale von-Hámos-Geometrie in Abbildung 4.31 rechts dargestellt. Da diese im Experiment nicht exakt
eingehalten und das Spektrometer verschoben wurde (siehe Abbildung 4.29 rechts), muss die Anfangsposition angepasst
werden, ab der das Herunterlaufen vom Kristall beginnt. Dafür muss der in Tabelle 4.5 angegebene Wert dk in Pixeln für
den entsprechenden Winkel von der Anfangsposition der idealen von-Hámos-Geometrie bei Pixel 232 abgezogen und die
Kurve entsprechend verschoben werden.
Für die Auswertung wurden nur Messungen korrigiert und verwendet, in denen keine Anteile des elastischen Streusignals
von der Korrekturkurve um mehr als den Faktor 2 korrigiert werden mussten. Der Faktor 2 wurde gewählt, da ab diesem
Punkt weniger als 50% des Signals auf dem Kristall liegen und damit die Fehler sehr groß werden. Dafür wurde für jede
Messung die Position des elastischen Streusignals mit einem Gauß-Profil angenähert und dessen Schwerpunkt bestimmt.
Zu diesem Punkt wurde die Halbwertsbreite des Gauß-Profils addiert und dieser Wert als Signalgrenze der Messung fest-
gelegt. In der idealen von-Hámos-Geometrie wird ab dem Pixel 349 um einen Faktor größer 2 korrigiert. Alle Messungen
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Abbildung 4.31.: Links: Messungen der Energiekalibrierung des Rückwärtsspektrometers (siehe Abbildung 4.19) normiert
auf die Intensität der inelastischen Streuung. Rechts: Optimierung der Mosaizität und Herunterlaufen
vom Kristall. Die Sterne sind die Maxima der elastischen Streuung aus den links dargestellten Messun-
gen, ergänzt um einen Punkt für ein komplettes Streusignal (Stern bei Pixel 150, schwarz) und einen
Nullpunkt (Stern bei Pixel 600, schwarz). Die Effizienz des Spektrometers für 6 000 eV ist in Grün und
für 4 500 eV in Schwarz dargestellt. Die Korrekturfunktion für die Effizienz jedes Pixels für 6 000 eV ist
in Rot und für 4 500 eV in Gelb dargestellt. Das erste Pixel das korrigiert wird ist Pixel 232 für 6 000 eV
(linie, magenta) und Pixel 258 für 4 500 eV (linie, blau). Das Ende des Detektionsbereichs des Detektors
ist in Cyan markiert, der Bereich, ab dem das Signal anfängt vom Kristall zu laufen, ist für 6 000 eV in
Magenta und für 4 500 eV in Blau dargestellt.
mit einer Signalgrenze oberhalb dieses Pixels oder des entsprechenden um dk korrigierten Pixels werden nicht ausge-
wertet. Damit etwaiges Rauschen nicht von der Korrekturkurve verstärkt und nennenswert zum Signal beiträgt, werden
alle Pixelpositionen zehn Pixel oberhalb der Signalgrenze auf null gesetzt. Beispiele für korrigierte Messungen sind in
Abbildung 4.32 dargestellt. Im Folgenden sind alle gezeigten Messungen um die Detektoreffizienz korrigiert. Sämtliche
Fehler werden im Weiteren mit dem Wert der Detektoreffizienzkurve am Punkt der Signalgrenze multipliziert. Dies stellt
eine Obergrenze für den verursachten Fehler der korrigierten Messungen dar.
Bisher wurden nur die Messungen bei 6 000 eV betrachtet. Im Folgenden wird die Intensitätskorrektur für 4 500 eV be-
trachtet. Die Breite des Intensitätsverlusts wird maßgeblich von der Mosaizität des Kristalls bestimmt. Die Mosaizität
ist eine von der genutzten Photonenenergie unabhängige Größe. Da für 4 500 eV keine Messung der Detektoreffizienz
durchgeführt worden ist, wurde für die Detektoreffizienzkurve für 4 500 eV ebenfalls die Breite des Intensitätsverlusts von
0,408◦ verwendet. Der Fehler durch die Randeffekte wird damit nicht mehr korrekt berücksichtigt. Durch die verringerte
Photonenenergie ist die Akzeptanzfläche durch die Mosaizität kleiner und die Randeffekte haben nur für Signalpositio-
nen einen größeren Einfluss die näher am Rand sind, während Energien die weiter vom Rand entfernt sind geringeren
Randeinflüssen unterliegen.
Für das Bestimmen der zu verwendenden Detektoreffizienzkurve musste der Pixel ermittelt werden, ab dem das Signal
begann vom Kristall zu laufen. Dafür wurden die Ergebnisse des unkorrigierten Strukturfaktors betrachtet17. Die gemit-
telten Messergebnisse des Strukturfaktors bei k = 4,43 · 1010 m−1 und k = 4,39 · 1010 m−1 sollten aufgrund der Nähe
zueinander sehr ähnlich sein. Da diese Messungen jedoch an verschiedenen Orten auf dem Kristall stattgefunden haben,
weichen die Ergebnisse stärker voneinander ab als durch die Veränderung des Streuvektors k erwartet wurde. Die Po-
sitionsabweichungen kommen von unterschiedlichen Photonenenergien des FELs, da sich diese langsam über mehrere
Stunden veränderte. Die Korrektur der Photonenenergie ist zeitaufwendig und wird im Experiment erst bei größeren
Abweichungen durchgeführt. Die gemittelten Signalgrenzen für k = 4,43 · 1010 m−1 und k = 4,39 · 1010 m−1 liegen bei
den Pixelpositionen 334 und 319. Für die Bestimmung des ersten Pixels, der korrigiert werden muss, wurde der Start-
punkt der Detektoreffizienzkurve so lange variiert, bis die Ergebnisse des Strukturfaktors für k = 4,43 · 1010 m−1 und
k = 4,39 · 1010 m−1 gleich sind (siehe Abbildung 4.40). Die Lösung dieser Funktion ist eindeutig. Dafür wurden die
Strukturfaktoren für jede variierte Detektoreffizienzkurve bestimmt und die gemittelten Ergebnisse des gleichen Typs
17 Die Daten sind vor der Auswertung mit der korrigierten Detektoreffizienz schon einmal ausgewertet worden.
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untereinander verglichen. Damit wurde der Pixel 258 bestimmt, ab dem die Intensität für Messungen bei 4 500 eV korri-
giert werden muss. Die Detektoreffizienzkurve für 4 500 eV ist in Abbildung 4.31 dargestellt.
















































Abbildung 4.32.: Links: Intensitätskorrigierte Messung, die in der Auswertung verwendet wird. Rechts: Intensitätskorri-
gierte Messung, die aufgrund der großen Korrektur nicht verwendet wird. Die Korrekturkurve gibt den
Faktor an, mit dem jede Pixelposition für die Intensitätskorrektur zu multiplizieren ist.
Ist eine Probe nicht vollständig geschockt, enthält das Streusignal sowohl Streuung von geschocktem als auch von un-
geschocktem Material. Das Verhältnis von geschocktem zu ungeschocktem Material in der geschockten Messung lässt
sich mit den VISAR-Messungen bestimmen. Der Röntgenpuls verursacht beim Wechselwirken mit der Probe ebenfalls
eine Veränderung der Reflektivität der Aluminiumschicht der Probenrückseite (siehe Abbildung 4.33). Diese Änderung
der Reflektivität wurde mit dem VISAR aufgenommen und liegt nur vor, wenn der Messzeitpunkt vor dem Ausbruch
der Schockwelle liegt und dementsprechend das Streusignal auch Anteile von ungeschocktem Material enthält. Liegt der
















Abbildung 4.33.: Die Abbildung zeigt eine VISAR-Aufnahme. Durch den bekannten Startzeitpunkt des schocktreibenden
Lasers bei 0 ns (rote Linie), dem Schockausbruch (grüne Linie) bei 11,8 ns und der Probendicke kann
die Schockgeschwindigkeit bestimmt werden. Bei 10,2 ns (schwarze Linie) ist die Wechselwirkung des
Röntgenpulses mit der Probe und dem Aluminium sichtbar (Pixel 630-730). Durch die Wechselwirkung
ändert sich die Reflektivität der Oberfläche und der Anteil an geschocktem Material zum Zeitpunkt der
Messung kann bestimmt werden.
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Während des Experiments wurden an jeder Probe sowohl Messungen am ungeschockten als auch am geschockten Ma-
terial vorgenommen. Die Messungen am ungeschockten Material dienten der Charakterisierung des Streuverhaltens des
ungeschockten Materials. Nachdem die Intensitätskorrektur der Messungen am ungeschockten und geschockten Mate-
rial durchgeführt wurde, werden im nächsten Schritt die Messungen am geschockten Material von Streuanteilen durch
ungeschockte Anteile bereinigt. Ein Beispiel für ungeschockten und geschockten Kohlenstoff ist in Abbildung 4.34 links


























































Abbildung 4.34.: Links: Streusignal einer 91,2µm dicken Probe im ungeschockten und geschockten Zustand, die zu 89,3%
geschockt ist. Rechts: Die Messung nach der Bereinigung von Streubeiträgen von ungeschocktem Ma-
terial. Der Signalbeitrag vom ungeschockten Material ist aufgrund des Transmissionsverlusts der Streu-
geometrie zusätzlich reduziert. Der Bereich des inelastischen Streusignals ist zusätzlich vergrößert dar-
gestellt.
dargestellt. Dabei ist zu erkennen, dass sich das Signalverhältnis zwischen elastisch und inelastisch gestreutem Signal ver-
ändert hat. Im Experiment wurde versucht, an möglichst vielem Material im geschockten Zustand zu messen, gleichzeitig
sollte der Schock noch nicht ausgebrochen sein, um gut definierte Bedingungen zu haben und ein Auseinanderlaufen der
Probe zu verhindern. Das exakte Synchronisieren des Röntgenpulses mit dem Schockausbruch ist aufgrund der nicht ex-
akt vorherzusagenden Laufzeit der Schockwelle durch die Probe nicht möglich. Die meisten Proben waren zum Zeitpunkt
der Messung zu mehr als 95% geschockt.
Im Allgemeinen setzt sich die Gesamtintensität der zurückgestreuten Strahlung aus Streuung an verschiedenen Orten in
der Probe und dem Zustand des Materials zusammen. Die Beiträge von den Orten sind abhängig von der zurückgelegten
Distanz der Strahlung in der Probe. Streuung, die auf der strahlungsquellenabgewandten Seite in der Probe stattfindet,
wird stärker in der Probe selbst absorbiert als Streuung, die auf der strahlungsquellenzugewandten Seite stattfindet.
Der Intensitätsverlust der Strahlung beim Durchqueren einer Probe ergibt sich aus der Gleichung 2.15. Daraus lässt
sich auch die verbleibende zurückgestreute Intensität Iabs in Abhängigkeit der im Material zurückgelegten Strecke zur
Eingangsintensität I0 bestimmen zu:













l0 dx . (4.14)
Dabei ist l0 die Absorptionslänge im Material, α die Drehung der Schockrichtung zum FEL, θ der Streuwinkel zum
Spektrometer und x der Abstand von der Oberfläche in Schockausbreitungsrichtung. Eine Erklärung der Winkel ist in
Abbildung 4.35 zu sehen.
Um den Anteil des geschockten Materials am Streusignal zu bestimmen, wird wie folgt vorgegangen: Durch die Dicke
der Probe d = dx1 + dx2 und den 12◦-Winkel α zwischen der Röntgenstrahlung und der Probennormalen kann die Pro-
pagationsdistanz der Strahlung im geschockten dx1 und im ungeschockten dx2 Material durch die VISAR-Messungen
bestimmt werden. Die Intensität des Streusignals am geschockten Material Igeschockt kann mit der Eingangsintensität der
Strahlung I0 direkt mit der Gleichung 4.14 und der Distanz xgeschockt bestimmt werden. Für das Streusignal am unge-
schockten Material Iungeschockt muss zuerst die reduzierte Intensität I0,red nach der Transmission der Strahlung durch das












[eV] ρ0 [g/cm3] l [µm]
4 500 1,53 108,646
4 500 1,84 100,068
4 500 2,20 97,503
4 500 4,00 95,404
6 000 1,53 265,312
6 000 1,84 244,367
6 000 2,20 238,101
6 000 4,00 231,763
Abbildung 4.35.: Links: Streugeometrie für Intensitätsbeiträge zum Gesamtstreusignal. θ ist der Streuwinkel zum Spek-
trometer und α = 12◦ der Winkel zwischen Röntgenstrahl und Probe. d ist die Probendicke, dx1 der
Anteil des geschockten Materials und dx2 der Anteil des ungeschockten Materials. xgeschockt ist der
Punkt zwischen geschocktem und ungeschocktem Material und xungeschockt der Punkt, an dem die Pro-
be endet. Rechts: Absorptionslängen für Kohlenstoff bei verschiedenen Dichten und Photonenenergien
[Henke 1993].
der Absorptionslänge lgeschockt berechnet werden. Im nächsten Schritt wird das Streusignal vom ungeschockten Material
mit der Gleichung 4.14 mit den Integralgrenzen xgeschockt und xungeschockt und der Absorptionslänge lungeschockt bestimmt.
Dieses Streusignal muss, bevor es gemessen wird, durch das geschockte Material transmittieren, dessen Intensität sich
wieder nach Gleichung 2.15 reduziert. Die Intensität des gemessenen Streusignals IMess ergibt sich damit zu:
IMess =Igeschockt + Iungeschockt (4.15)
Igeschockt = Iabs(0, xgeschockt, lgeschockt) (4.16)
Iungeschockt = I0,red · Iabs(xgeschockt, xungeschockt, lungeschockt) · e−
dx1
cos(180◦−α−θ )·lgeschockt (4.17)
I0,red = I0 · e−
dx1
cos(α)·lgeschockt (4.18)
Die Absorptionslängen l sind in Abbildung 4.35 für die Anfangsdichten und für 4,00 g/cm3, was der Dichte im geschock-
ten Zustand entspricht, angegeben. Für die Berechnung der Streusignale wurde die Absorptionslänge entsprechend der
gemessenen Dichte für jede Probe verwendet (die Dichten sind über die Messungen mit dem CSPAD bestimmt worden).
Ein anschauliches Beispiel für die Korrektur der Streusignale ist in Abbildung 4.36 dargestellt. Aus den Messungen für die
geschockte und ungeschockte Probe, wurde jeweils das Verhältnis zwischen dem elastischen und inelastischen Streusi-
gnal bestimmt. Dabei enthält das Signal des geschockten Materials auch Anteile vom ungeschockten Material. Durch die
VISAR-Messungen konnte der prozentuale Anteil an geschocktem und ungeschocktem Material und damit die Ausdeh-
nung des geschockten Materials dx1 und ungeschockten Materials dx2 bestimmt werden. Mit dieser Information und den
Gleichungen 4.16 und 4.17 konnte die Streusignalintensität in die Anteile des geschockten (Igeschockt) und ungeschock-
ten (Iungeschockt) Materials separiert werden. Damit ist das Intensitätsverhältnis zwischen diesen beiden Anteilen in der
geschockten Probe bekannt. Das Intensitätsverhältnis zwischen elastisch (Iel) und inelastisch (Iinel) gestreuter Intensität
des ungeschockten Materials konnte direkt durch die Messungen der ungeschockten Probe bestimmt werden. Durch die
dadurch bekannten Verhältnisse konnten die Streusignalintensitäten der elastischen und inelastischen Streuung der un-
geschockten Probe im richtigen Verhältnis vom Streusignal der elastischen und inelastischen Streuung der geschockten
Probe abgezogen werden.
Nachdem die Messungen des Spektrometers um die Detektoreffizienz korrigiert und von Streusignalen von ungeschock-
tem Material bereinigt sind, sind die Messungen ausgewertet worden. Um den Strukturfaktor zu bestimmen, wurde das
Streusignal der elastischen und inelastischen Streuung betrachtet. Für die Bestimmung des Strukturfaktors wurde ein von
G. Gregori entwickelter Code zum Auswerten von Röntgenstreuspektren (X-ray Scattering, XRS) verwendet (XRS-Code
Version 6.1.0)18. Die Eingabeparameter für die jeweiligen Messungen waren die Photonenenergie, die Dichte der ge-
schockten Probe und die Energiepulsform der Röntgenstrahlung, letztere gemessen mit dem Transmissionsspektrometer.
18 Die physikalischen Grundlagen, auf denen dieser Code arbeitet, können den Veröffentlichungen von G. Gregori zu diesem Thema entnommen
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Abbildung 4.36.: Die Abbildung zeigt ein Beispiel für das Vorgehen zur Korrektur der Streusignale, um Streuung am un-
geschockten Material rauszurechnen.
Der Code bestimmt aus dem elastischen Streusignal das inelastische Streusignal und damit den Strukturfaktor. Beispiele
für die Messungen des Transmissionsspektrometers, welche das Spektrum des Röntgenpulses zeigt, ist 6 000 eV in Ab-
bildung 4.37 dargestellt. Die gezeigte Pulsform entspricht der Pulsform des elastischen Streusignals. Für die Messungen
bei 4 500 eV war die Beugungseffizienz des Kristalls des Transmissionsspektrometers zu gering, um qualitativ gute Mes-
sungen zu erhalten, sodass für diese Messungen direkt das elastische Streusignal des Rückwärtsspektrometers verwendet
wurde. Dabei bestand die Problematik darin, dass die Signale vom elastischen und inelastischen Signal teilweise überla-
gern und eine exakte Trennung nicht möglich war. Zum Trennen dieser beiden Streusignale wurde das inelastische Signal
mit einem Gauß-Profil genähert und vom Gesamtspektrum abgezogen. Das übrig bleibende elastische Streusignal wurde
im Anschluss als Eingabe für den XRS-Code verwendet.

















Abbildung 4.37.: Messung des Transmissionsspektrometers für 6 000 eV. Dieses Spektrum wurde aus dem rot markier-
ten Bereich der Rohdaten in Abbildung 4.19 links erstellt. Das Spektrum zeigt die Energieverteilung des
Röntgenpulses.
Der Code berechnet die Form des inelastischen Signals in Abhängigkeit der oben genannten Parameter. Wurden als Einga-
be die Messungen des Transmissionsspektrometers verwendet, musste das Ergebnis des Codes mit der Detektorfunktion
des Rückwärtsspektrometers gefaltet werden. Wurde als Eingabe die Messung des Rückwärtsspektrometers verwendet,
entfiel dieser Schritt. Das erhaltene Spektrum aus elastischem und inelastischem Signal wurde dann mit dem gemessenen
Signal verglichen, bis die Kurven (Messung und Rechnung) maximal übereinstimmen. Dafür wurden die Integrale der
Simulation und der Messung für das elastische und inelastische Streusignal miteinander verglichen. Die Detektorlücke
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wurde dafür mit einer linearen Funktion zwischen den Pixeln 185 und 214 aufgefüllt. Der Startwert für Pixel 185 ent-
sprach den Mittelwert der Pixel 180 bis 184 und der Endwert für Pixel 214 wurde aus den Mittelwert der Pixel 215 bis
219 ermittelt. Ist dies erreicht, wurde der vom Code für diese Bedingungen ermittelte Strukturfaktor als Ergebnis genom-
men. Da der Strukturfaktor über die Integrale der elastischen und inelastischen Streuung bestimmt wurde, wurde für die
Fehlerbestimmung ein Abweichen der Integrale von ±5% angenommen. Unter dieser Annahme wurde der dazugehörige
Strukturfaktor bestimmt und vom zuerst bestimmten Strukturfaktor abgezogen, um den Fehler des Strukturfaktors zu
bestimmen. Diese Differenzen sind im Folgenden als Fehler des Strukturfaktors bezeichnet. Aufgrund der Korrekturen
der Detektoreffizienz müssen diese Fehler noch mit dem Korrekturfaktor der Effizienz der ausgewerteten Signalgrenze
multipliziert werden. In Abbildung 4.38 ist das Ergebnis des Codes verglichen mit einer Messung dargestellt. Dieser Co-
de wurde auf alle Messungen angewendet. Die erhaltenen Ergebnisse für die Strukturfaktoren sind in Abbildung 4.39
dargestellt. Die Ergebnisse dieser Abbildung sind tabellarisch im Anhang Abschnitt 4 angegeben. Die Interpretation und
Analyse dieser Daten, in Kombination mit den Daten der Positionsbestimmung im Phasendiagramm, erfolgt im folgenden
Abschnitt.


































XRS−Code − 5% Fehler
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FEL−Energie = 5990 eV
Abbildung 4.38.: Die Abbildung zeigt das Ergebnis einer Messung und des XRS-Codes für diese Messung. Die Energie-
achse ist um die FEL-Energie versetzt. Links: Messung des Transmissionsspektrometers (TS), welche als
Eingabe für die Form der elastischen Streuung für den XRS-Code diente. Zusätzlich ist das Transmissions-
spektrometersignal gefaltet mit der Detektorfunktion des Rückwärtsspektrometers (TSG) und das elas-
tische Streusignal, gemessen mit dem Rückwärtsspektrometer (RS), dargestellt. Rechts: Ergebnis des
XRS-Codes gefaltet mit der Detektorfunktion des Rückwärtsspektrometers (rot) und zum Vergleich
die korrigierte Messung des Rückwärtsspektrometers (blau). Zusätzlich sind die Ergebnisse unter Be-
rücksichtigung der ± 5%-Abweichung in Grün und Cyan dargestellt. Der resultierende Strukturfaktor ist
Sii = 1,76±0,18. Der Bereich des inelastischen Streusignals ist zusätzlich vergrößert dargestellt.
2.5 Interpretation und Diskussion der LCLS Daten
In diesem Abschnitt werden die Ergebnisse der Messungen am LCLS interpretiert und mit Simulationen verglichen. Da-
bei ist zu beachten, dass die zum Vergleich gezeigten Simulationen sich immer auf eine bestimmte Dichte beziehen und
damit nur eine erste Zuordnung des gemessenen Strukturfaktors zu einer Temperatur ermöglichen.
In Abbildung 4.40 sind auf der linken Seite die Ergebnisse der Strukturfaktormessungen (Einzelmessungen in Abbil-
dung 4.39) gemittelten in Abhängigkeit von der Ausgangsdichte der Graphittypen und der eingesetzten Laserenergie,
erzeugt durch ein oder zwei Laser, dargestellt. Der angegebene Fehler ist die Standardabweichung. In der gleichen Ab-
bildung rechts sind die Ergebnisse für k = 4,12 · 1010 m−1, k = 4,39 · 1010 m−1 und k = 4,43 · 1010 m−1 vergrößert
dargestellt. Diese Ergebnisse sind in Tabelle 4.6 angegeben. Zusätzlich ist die aus der Laserenergie resultierende Schock-
geschwindigkeit vs mit angegeben. Für die Vergleichbarkeit des erreichten Endzustandes ist die Schockgeschwindigkeit
der Laserintensität vorzuziehen. Die Schockgeschwindigkeit ist unabhängig von Einkoppelungsmechanismen der Lase-
renergie oder Schwankungen der Laserintensität, für die Erzeugung des komprimierten Zustandes und findet direkt
Eingang in die Rankine-Hugoniot-Gleichungen für die Positionsbestimmung im Phasendiagramm.
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1,53 g/cm3, 12,5 ± 0,8 J
1,53 g/cm3, 25,2 ± 1,5 J
1,84 g/cm3, 12,5 ± 1,0 J
1,84 g/cm3, 24,6 ± 1,4 J
2,21 g/cm3, 12,5 ± 0,8 J
2,21 g/cm3, 24,7 ± 1,3 J
  6000 K
  8000 K
10000 K
x 1010
Abbildung 4.39.: Die Abbildung zeigt alle Einzelmessungen des Strukturfaktors für alle im Experiment untersuchten Streu-
vektoren. Dabei wird nach der Dichte der Ausgangsprobe und der Verwendung von einem oder zwei
Lasern für die Kompression unterschieden und dementsprechend, ob mit 12,5 J oder 25,0 J Laserener-
gie komprimiert wurde. Als Vergleich sind drei DFT-MD Simulationen von flüssigem Kohlenstoff für eine
Dichte von 4,00 g/cm3 bei unterschiedlichen Temperaturen gezeigt (siehe Simulationskapitel Abschnitt
3.3). Das Ergebnis und die Fehler jeder Messung kann den Tabellen im Anhang 4 entnommen werden.
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1,53 g/cm3, 12,5 ± 0,8 J
1,53 g/cm3, 25,2 ± 1,5 J
1,84 g/cm3, 12,5 ± 1,0 J
1,84 g/cm3, 24,6 ± 1,4 J
2,21 g/cm3, 12,5 ± 0,8 J
2,21 g/cm3, 24,7 ± 1,3 J
  6000 K
  8000 K
10000 K
x 1010





k  [m−1] x 1010
Abbildung 4.40.: Links: Gemittelte Strukturfaktoren der in Abbildung 4.39 gezeigten Einzelmessungen bezogen auf
den Probentyp und die eingesetzte Laserenergie. Rechts: Detailausschnitt der linken Ergebnisse für
k = 4,12 ·1010 m−1, k = 4,39 · 1010 m−1 und k = 4,43 · 1010 m−1. Zum Vergleich sind DFT-MD Simula-
tionen für flüssigen Kohlenstoff bei einer Dichte von 4,00 g/cm3 bei unterschiedlichen Temperaturen
gezeigt.
k Dichte Laser Energie vs Dichte Druck Sii Temperatur
[1010 m−1] ρ0 [g/cm3] [J] [km/s] ρ1 [g/cm3] [GPa] [K]
4,12 1,53 1 11,8 ± 0,3 11,0±0,5 3,90 ±0,06 113 ±11 0,61 ±0,05 5700+100−100
4,12 1,84 1 13,7 † 11,3± 0,2‡ 4,04±0,10‡ 129 ±7‡ 0,55 ±0,03‡ 5600+100−100
4,12 2,21 1 12,3 ± 1,0 10,7±0,6 3,92 ±0,07 112 ±16 0,48 ±0,05 5300+100−100
4,12 1,53 2 24,0 ± 0,5 13,4± 0,7 4,22 ±0,09 177 ±19 0,81 ±0,11 7800+3100−1600
4,12 1,84 2 24,0 ± 0,5 12,7± 0,5 4,23 ±0,07 168 ±16 0,86 ±0,09 9200+5700−1900
4,12 2,21 2 24,4 ± 0,3 12,9± 0,2 4,20 ±0,03 175 ± 6 0,55 ±0,04 5600+100−100
4,39 1,53 1 11,6 ± 0,2 10,7± 0,2 3,87 ±0,02 107 ± 4 0,65 ±0,05 5900+500−200
4,39 1,84 1 12,0 ± 0,6 10,6± 0,5 3,94 ±0,07 110 ±13 0,51 ±0,04 5500+100−100
4,39 2,21 1 11,9 ± 0,6 10,8± 0,6 3,93 ±0,07 114 ±15 0,62 ±0,05 5800+200−200
4,39 1,53 2 23,7 ± 0,9 13,0± 0,2 4,17 ±0,01 165 ± 2 0,76 ±0,06 7200+1100−1100
4,39 1,84 2 23,2 ± 0,1 12,7± 0,4 4,23 ±0,06 168 ±13 0,57 ±0,05 5700+100−100
4,39 2,21 2 24,0 ± 0,8 12,9± 0,3 4,20 ±0,04 174 ± 9 0,51 ±0,05 5400+200−200
4,43 1,53 1 13,1 ± 1,0 11,5± 0,4 3,97 ±0,05 126 ± 9 0,74 ±0,08 6900+1500−1000
4,43 1,84 1 11,3 ± 0,5 10,5± 0,2 3,92 ±0,01 107 ± 2 0,52 ±0,07 5500+200−200
4,43 2,21 1 12,1 ± 0,9 10,3± 0,5 3,87 ±0,06 101 ±12 0,64 ±0,08 5900+800−300
4,43 1,53 2 24,9 ± 0,3 13,1± 0,2 4,18 ±0,02 167 ± 4 0,71 ±0,10 6300+1400−500
4,43 1,84 2 24,1 ± 0,7 13,4± 1,3 4,32 ±0,20 191 ±49 0,54 ±0,08 5500+200−200
4,43 2,21 2 23,4 ± 1,2 12,6± 0,5 4,16 ±0,08 165 ±17 0,52 ±0,07 5500+200−200
Tabelle 4.6.: Die Tabelle zeigt die gemittelten Ergebnisse über alle Messungen für k = 4,12 · 1010 m−1, k = 4,39 · 1010 m−1
und k = 4,43 · 1010 m−1 eines Graphittyps, in Abhängigkeit der Schockgeschwindigkeit vs († eine Messung,
‡ Fehler der Einzelmessung).
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Zum Vergleichen der Messergebnisse werden DFT-MD Simulationen verwendet (siehe Abschnitt 3.2 im Simulati-
onskapitel). Bei der ersten Betrachtung wird deutlich, dass der gemessene Strukturfaktor für die Streuvektoren
k = 5,36 · 1010 m−1, k = 5,58 · 1010 m−1 und k = 5,76 · 1010 m−1 deutlich über den Simulationsergebnissen liegt. Wer-
den die gemessenen Strukturfaktoren mit DFT-MD Simulationen für verschiedene Strukturen wie Graphit, Diamant und
hexagonalen Diamant bei verschiedenen Temperaturen (siehe Abbildung 4.41 oben rechts, mitte links und mitte rechts)
verglichen, ist ersichtlich, dass in dem Bereich für k > 5 · 1010 m−1 für alle Strukturtypen die Möglichkeit der Bragg-
Streuung existiert. Die Positionen der Bragg-Peaks sind durch die Bereiche, an denen der Strukturfaktor in Form eines
Peaks größer wird und anschließend wieder abfällt, zu erkennen. Bei der Betrachtung der Simulationen ist wichtig, dass
es sich, sobald die Bragg-Peaks verschwunden sind, um eine Flüssigkeit handelt. Ab diesem Punkt kann nicht mehr zwi-
schen den Strukturen Graphit, Diamant und hexagonaler Diamant unterschieden werden. Das vorliegende Material wird
dann im Folgenden nur als Kohlenstoff bezeichnet. In den Überschriften der abgebildeten Strukturfaktorverläufen wird
die Bezeichnung der Ausgangsstruktur der Simulationen beibehalten.
Das schwach vorhandene Streusignal von Diamant auf dem CSPAD zeigt, dass bei der Kompression nicht nur eine Gra-
phitstruktur mit verschiedenen Dichten oder flüssiger Kohlenstoff vorliegt, sondern auch Teilbereiche, in denen eine
Diamantstruktur erzeugt worden ist (siehe Abbildung 4.26). Dabei sind nicht nur kubische, sondern auch hexagonale
Diamantstrukturen [Kraus 2016]19 erzeugt worden. Dies geschieht durch den schnellen Kompressionsprozess, bei dem
kleine Teilstücke der Proben bestehend aus der Graphitstruktur aneinandergepresst, die Hohlräume im Material aufgefüllt
und dabei aufgeheizt werden. Dabei können die Außenbereiche der Teilstücke abreißen, verbiegen oder sich verflüssigen,
während der Kern der Teilstücke nicht zerstört und geheizt, sondern nur komprimiert wird und eine Strukturänderung
erfährt. Das Verhalten dieser Kernstücke kann als ein Schweben eines Teilchens in einer Flüssigkeit betrachtet werden,
wobei die Flüssigkeit einen Druck von außen auf das Teilchen ausübt. Dies führt dazu, dass kleine Bereiche in der Pro-
be feste Strukturen aufweisen. Es liegen demnach keine reinen Proben vor, sondern welche, die Graphit, Diamant oder
hexagonalen Diamant enthalten können. Damit kann es zur Bragg-Streuung an diesen Strukturen kommen, wenn die
Bragg-Bedingung erfüllt wird. Die Bragg-Streuung überlagert das elastische Streusignal der XRTS und führt dazu, dass
der berechnete Strukturfaktor größer wird (Sii∝ (Iel + IBragg)/Iinel), vergleiche Gleichung 2.91.
Werden die Simulationen in Abbildung 4.41 oben links für eine Diamantstruktur bei verschiedenen Dichten betrach-
tet, ist die Verschiebung der Bragg-Peaks in Abhängigkeit der Dichte zu erkennen. Dargestellt sind die im Experiment
erreichten Dichten. Aufgrund der Präparationstechnik und der Kurzlebigkeit der Proben kann nicht von einer streng
homogenen Probe, sondern von einer inhomogenen Dichteverteilung ausgegangen werden. Dies geben auch die Mes-
sungen der Debye-Scherrer-Ringe wieder (siehe Abbildung 4.26), in denen ein breites Signal für die Dichtebestimmung
über das Streusignal der Diamant-111-Ebenen gemessen worden ist. Das Vorhandensein von Bereichen mit unterschiedli-
chen Dichten bedeutet, dass die durch Bragg-Peaks abgedeckten Bereiche zusätzlich verbreitert sind und die Möglichkeit,
dass Streuung an festen Strukturen stattfindet, weiter erhöht ist. Aus der Betrachtung der Positionen der Bragg-Peaks
dieser Strukturen und der DFT-MD Simulationen für die im Experiment erreichten Dichten kann für die Messungen des
Strukturfaktors für k > 5 · 1010 m−1 nicht davon ausgegangen werden, dass das gemessene Signal nur von einer reinen
Flüssigkeit stammt. Dies wird deutlich, wenn der gemessene Strukturfaktor für k = 5,36 · 1010 m−1 genauer betrachtet
wird. Bei diesen Messungen sind Werte für Sii > 3,5 bestimmt worden. Dieser Wert spricht nicht für eine rein flüssige
Probe und ist nicht vereinbar mit den Simulationen für eine Flüssigkeit. Die gemessenen Daten widersprechen dabei
nicht den Simulationen von reinen flüssigen Kohlenstoff, da der bestimmte Strukturfaktor nicht kleiner als der Wert der
Simulation ist. Er wird durch die zusätzliche Bragg-Streuung modifiziert und es kann keine Aussage darüber getroffen
werden, wie stark die Beeinflussung durch periodische Festkörperstrukturen ist.
Werden die Daten des CSPADs hinzugezogen, ist zu erkennen, dass das Diamantsignal der Debye-Scherrer Ringe für
die Proben mit reduzierter Dichte und hoher Laserintensität sehr viel schwächer ist, als für geringe Intensitäten und
höhere Ausgangsdichten (siehe Abbildung 4.26). Diesen Trend geben auch die Messungen des Strukturfaktors wie-
der, bei dem sich der Strukturfaktor für die geschockten Proben mit hoher Laserintensität und reduzierter Dichte
näher an den Ergebnissen der Simulation befindet als für geringe Laserintensität (siehe Abbildung 4.40 Messungen
für k > 5 · 1010 m−1). Dies spricht für das Erreichen einer Probe mit einer höheren Temperatur, da für höhere Tem-
peraturen von einer Probe mit höherem flüssigen Anteil auszugehen ist, die weniger Reststrukturen enthält. Dieses
Verhalten wird besonders deutlich für die Messungen an Proben mit 1,53 g/cm3 und 1,84 g/cm3 Ausgangsdichte so-
wie dem Einsatz von zwei Lasern für das Schocken der Proben für k = 5,76 · 1010 m−1. In diesem Bereich stimmen
die Messungen wieder gut mit dem Simulationswert überein. Eine exakte Aussage aus diesen Daten für eine siche-
re Phasen- und Temperaturbestimmung ist aufgrund der großen Fehler und des unbekannten Einflusses von festen
19 Diese Informationen wurden aus der Analyse der Streudaten des CSPADs des vorgestellten Experimentes gewonnen. Die exakte Analyse
dieser Daten ist nicht Teil dieser Arbeit. Die CSPAD Daten wurden für diese Arbeit nur auf die erreichte Dichte im geschockten Material hin
untersucht.
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Strukturen nicht möglich (siehe Abbildung 4.40 links). Die Daten in diesem Bereich zeigen nur den Trend und dass
die Ergebnisse der DFT-MD Simulationen den Messergebnissen nicht widersprechen. Dieses Verhalten, dass die Pro-
ben mit geringerer Dichte und hoher Laserintensität wärmer sind und weniger Reststrukturen enthalten geht aus
den Strukturfaktormessungen für k = 5,76 · 1010 m−1 deutlich hervor. Eine Überlagerung von Streusignalen mehrerer
Phasen kann nicht nur bei k > 5 · 1010 m−1 vorliegen, sondern bei einem genaueren Vergleich der DFT-MD Simulati-
on auch für Graphit und hexagonalen Diamant mit den Messungen des Strukturfaktors bei k = 4,39 · 1010 m−1 und
k = 4,43 ·1010 m−1. Dies wird deutlich bei der Betrachtung der Positionen der Bragg-Peaks für hexagonalen Diamant mit
einer Dichte von 4,00 g/cm3 (vergleiche Abbildung 4.41 mitte rechts hexagonaler Diamant für 4,39 g/cm3). Diese liegen
bei k = 3,00·1010 m−1, k = 3,17·1010 m−1, k = 3,38·1010 m−1, k = 4,36·1010 m−1, k = 5,19·1010 m−1, k = 5,63·1010 m−1
und k = 6,0 · 1010 m−1. Der Peak bei k = 4,36 · 1010 m−1 liegt sehr nahe an den Messpositionen k = 4,39 · 1010 m−1 und
k = 4,43 · 1010 m−1. Der Einfluss von festen Strukturen kann für diese Streuvektoren nicht ausgeschlossen werden. Die
Messungen, für die die geringste Beeinflussungen durch feste Strukturen zu erwarten sind, liegen bei k = 4,12 ·1010 m−1.
Zusätzlich kann diesen Messungen, aufgrund der im vorherigen Abschnitt vorgestellten Intensitätskorrekturen, am meis-
ten vertraut werden, da das Signal nahezu komplett auf dem Detektor lag und deshalb kaum Korrekturen vorgenommen
worden sind20.
Da es sich beim Verflüssigen durch Schockkompression von porösen Proben nicht um einen komplett stetigen Prozess
handelt und keine homogene flüssige Probe vorliegt, muss ein Kriterium gewählt werden, ab dem von einer flüssigen
Probe ausgegangen werden kann. Im nächsten Schritt werden die Strukturfaktorsimulationen für Graphit, Diamant und
hexagonalen Diamant in Abbildung 4.41 für verschiedene Temperaturen bei k = 4,12 · 1010 m−1, k = 4,39 · 1010 m−1
und k = 4,43 · 1010 m−1betrachtet. Eine große Veränderung des simulierten Strukturfaktors erfolgt für Graphit zwischen
7 000 K und 8 000 K, bei Diamant zwischen 8 000 K und 9 000 K und für hexagonalen Diamant zwischen 6 000 K und
7 000 K. Zwischen diesen Sprungtemperaturen findet die Phasenänderung statt, bei der die Bragg-Peaks verschwinden
und der Strukturfaktor einen kontinuierlichen Verlauf annimmt. Ab dieser Temperatur liegt der Strukturfaktor unabhän-
gig von der Temperatur bei allen Kohlenstoffstrukturen oberhalb von 0,8 für k = 4,12 · 1010 m−1 bis 4,43 · 1010 m−1. Es
kann damit für alle Messungen, bei denen der Strukturfaktor diesen Wert überschritten hat, von einer Flüssigkeit aus-
gegangen werden. Dies gilt unabhängig von möglichen Strukturen, die vorher erzeugt worden sind. Dieser Wert wird
im Folgenden als Grenzwert angesehen, ab dem von einer Flüssigkeit ausgegangen wird. Der Phasenübergang ist dabei
nicht nur von der Temperatur, sondern auch von der Dichte und dem Druck abhängig.
Die Parameter Dichte, Druck und Temperatur beeinflussen die Position des Phasenübergangs, aber nicht die Art der Än-
derung des Strukturfaktors beim Phasenübergang und wie er sich in einem definierten Abstand im Phasendiagramm
zu diesem verhält. Wird ein Strukturfaktor größer als 0,8 gemessen, liegt die Probe immer als Flüssigkeit vor, für
k = 4,12 · 1010 m−1, k = 4,39 · 1010 m−1 und k = 4,43 · 1010 m−1, die unabhängig von der Position im Phasendia-
gramm ist. Der Strukturfaktor von 0,8 ist nur ein Anhaltspunkt für den Phasenübergang. Für eine genauere Analyse
muss der Strukturfaktor bei der entsprechenden Dichte für jeden Streuvektor einzeln betrachtet werden. Der Einfluss der
Dichte auf den Strukturfaktorverlauf ist in Abbildung 4.41 unten links dargestellt. Für den Bereich der betrachteten Dich-
te und Streuvektoren verschiebt sich der Verlauf des Strukturfaktors dabei in Abhängigkeit der Dichte näherungsweise
linear mit zunehmender Dichte in Richtung höherer Streuvektoren.
Im Folgenden werden die Messungen für k = 4,12 · 1010 m−1, k = 4,39 · 1010 m−1 und k = 4,43 · 1010 m−1 genauer
analysiert. In Tabelle 4.6 sind die gemittelten Werte für alle Strukturfaktormessungen bezogen auf die Ausgangsdichte
ρ0 und die erreichte Schockgeschwindigkeit für diese Messungen angegeben. Die Ergebnisse zeigen, dass für gleiche
Schockgeschwindigkeiten, bei unterschiedlichen Ausgangsdichten, etwa die gleiche Dichte und der gleiche Druck für
die geschockten Proben vorliegen. Bei Schockgeschwindigkeiten um die 11,0 km/s lag die erreichte Dichte zwischen
3,85 g/cm3 und 4,04 g/cm3 bei einem Druck zwischen 100 GPa und 128 GPa. Für höhere Schockgeschwindigkeiten von
etwa 13,0 km/s lag die erreichte Dichte zwischen 4,16 g/cm3 und 4,32 g/cm3 und bei einem Druck zwischen 165 GPa
und 191 GPa. Dies entspricht den Erkenntnissen und Erwartungen nach den am RAL vorgenommenen Voruntersuchun-
gen (siehe Abschnitt 1.5).
Für den Streuvektor k = 4,12 · 1010 m−1 liegt der gemittelte Strukturfaktor Sii beim Einsatz von (12 ± 1) J für die
Kompression bei alle Proben unterhalb von 0,8, womit diese Proben als fest anzusehen sind. Die Messungen mit einer
Ausgangsdichte von 2,21 g/cm3 haben einen Strukturfaktor von 0,48±0,05, während für die reduzierten Ausgangsdich-
ten von 1,84 g/cm3 und 1,53 g/cm3 ein höherer Strukturfaktor von 0,55± 0,03 und 0,61± 0,05 gemessen wurde. Dies
kann als ein Einsetzten der Phasenänderung gesehen werden. Dieses Verhalten entspricht den Vorhersagen, dass Proben
mit reduzierter Dichte während der Kompression stärker aufgeheizt werden (siehe Abschnitt 4.1.3 im Theoriekapitel).
20 Aufgrund der Signalposition musste die hochenergetische Kante des Signals um weniger als 5% angehoben werden, um den Signalverlust
auszugleichen.
84



















3,70 g/cm3 6000 K
3,90 g/cm3 8000 K
4,08 g/cm3 8000 K
4,28 g/cm3 8000 K



















  6000 K
  7000 K
  8000 K
10000 K
20000 K



















  4000 K
  5000 K
  6000 K
  7000 K
  8000 K
  9000 K
10000 K



































































  6000 K (*)








Abbildung 4.41.: Die Grafiken zeigen die in Abbildung 4.40 dargestellten gemittelten Messungen des Strukturfaktors
und DFT-MD Simulationen ausgehend von verschiedenen Kohlenstoffstrukturen. Oben links: Einfluss der
Dichte auf die Position der Bragg-Peaks. Oben rechts: Graphitstruktur mit einer Dichte von 3,90 g/cm3
für Temperaturen zwischen 6 000 K und 20 000 K. Mitte links: Diamantstruktur mit einer Dichte von
4,08 g/cm3 für Temperaturen zwischen 4 000 K und 10 000 K. Mitte rechts: Hexagonale Diamantstruktur
mit einer Dichte von 4,39 g/cm3 für Temperaturen zwischen 4 000 K und 9 000 K. Unten links: flüssiger
Kohlenstoff mit einer Temperatur von 10 000 K bei verschiedenen Dichten. Unten rechts: Diamantstruk-
tur mit einer Dichte von 4,00 g/cm3 für Temperaturen zwischen 10 000 K und 34 812 K. (*) Simulationen
mit einer Dichte von 4,00 g/cm3 für 6 000 K und 8 000 K, die in der flüssigen Phase gestartet sind.
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Durch den Einsatz von (24± 1) J erreichten die Proben mit einer Ausgangsdichte von 1,53 g/cm3 und 1,84 g/cm3 einen
Wert von 0,81± 0,11 und 0,86± 0,09, womit diese Proben als flüssig angesehen werden können.
Die Ergebnisse mit einer Ausgangsdichte von 1,84 g/cm3 werden stark beeinflusst durch zwei Messungen, bei denen ei-
ne relativ erhöhte Schockgeschwindigkeit gemessen wurde und damit deutlich wärmer geworden sind als vergleichbare
Messungen. Damit lässt sich der höhere Wert für den gemittelten Strukturfaktor für die Ausgangsdichte von 1,84 g/cm3
im Vergleich zu den Messungen für 1,53 g/cm3 erklären (Sii = 1,01± 0,05 und Sii = 1,06± 0,06 für 1,84 g/cm3). Die
Proben mit einer Ausgangsdichte von 2,21 g/cm3 und (24±1) J Laserenergie erreichten einen Wert von Sii = 0,55±0,04.
Dieser Wert entspricht dem Strukturfaktor für Proben mit reduzierter Dichte von 1,84 g/cm3 und (12± 1) J, bei denen
dieser Wert für eine eingesetzte, aber nicht abgeschlossene Phasenänderung spricht. Dies stimmt mit den Messergebnis-
sen am RAL überein, in dem kein elastisches Streusignal für Graphit mit der Ausgangsdichte von 2,25 g/cm3 gemessen
worden ist. Somit lag für diese Messung kein flüssiger Kohlenstoff vor. Dass die Proben mit der geringsten Dichte den
höchsten Strukturfaktor und die Proben mit der höchsten Dichte den geringsten Strukturfaktor aufweisen, zeigen auch
die Messungen für k = 4,39 · 1010 m−1 und k = 4,43 · 1010 m−1.
In Abbildung 4.42 oben sind die erreichten Drücke und Dichten sowie der Strukturfaktor für die Messungen mit
k = 4,12 · 1010 m−1 dargestellt. Weiter ist der Phasenübergang aufgrund der Strukturfaktormessungen als Hinter-
grundfarbe dargestellt. In Abbildung 4.42 unten befinden sich die entsprechenden Angaben für k = 4,39 · 1010 m−1
und k = 4,43 ·1010 m−1, die aufgrund der relativen Nähe zueinander zusammen dargestellt werden. Der im Hintergrund
dargestellte Phasenübergang basiert in beiden Fällen auf den Messungen für k = 4,12 · 1010 m−1. Diese Abbildungen
zeigen damit den Übergang von festem zu flüssigem Kohlenstoff in Abhängigkeit von Dichte und Druck und das für die
verschiedenen Streuvektoren, ähnliche Zustände im Druck-Dichte-Diagramm erreicht wurden. Zusätzlich erweitern sie
die bereits vorhandenen Daten von M. van Thiel und W. H. Gust durch Schockkompression in einem Bereich von bis
zu 200 GPa durch Messung der Schockgeschwindigkeit und einer direkten Dichtemessung. Der Vorgang der Phasenän-
derung setzt für die Ausgangsdichte von 1,53 g/cm3 bei 110 GPa ein und ist bei 180 GPa abgeschlossen. Für die Dichte
von 1,84 g/cm3 startet der Prozess der Phasenumwandlung bei 130 GPa und ist bei 170 GPa abgeschlossen. Bei der Aus-
gangsdichte von 2,21 g/cm3 konnte noch keine Phasenumwandlung festgestellt werden. Es wurde nur ein Einsetzen der
Phasenumwandlung bei 175 GPa gemessen, eine Aussage über die abgeschlossenen Phasenänderungen kann damit nicht
getroffen werden.
Aufgrund der unterschiedlichen Streuvektoren, werden für den gemessenen Strukturfaktor verschiedene Werte erwartet.
Die Strukturfaktoren für die Streuvektoren von k = 4,39 · 1010 m−1 und k = 4,43 · 1010 m−1 befinden sich systematisch
unter den Werten für den Streuvektor k = 4,12·1010 m−1. Dies kann zu Teilen auf die Position im Verlauf des Strukturfak-
tors zurückgeführt werden, da sich diese Messungen mehr in der Sohle des Tals zwischen den Peaks befinden und nicht
an der Flanke (vergleiche Abbildung 4.41 unten rechts). Dieses Verhalten wird für höhere Dichten noch gravierender, da
sich der Strukturfaktor für k = 4,12 · 1010 m−1 in diesem Fall auf der Flanke immer weiter nach oben schiebt (vergleiche
die Verschiebung des Strukturfaktorverlaufs in Abbildung 4.41 unten links).
Eine Besonderheit ist bei den Messungen für die Proben mit einer Ausgangsdichte von 2,21 g/cm3 für k = 4,39 ·1010 m−1
und k = 4,43 · 1010 m−1 zu erkennen (siehe Abbildung 4.42 unten). Bei diesen wurde ein höherer Strukturfaktor für
die niedrigeren Schockgeschwindigkeiten bestimmt als für die höheren. Dies ist dadurch begründet, dass sich in diesem
Bereich (siehe Abbildung 4.41 oben rechts für 6 000 K zwischen k = 4,30 ·1010 m−1−4,50 ·1010 m−1) im komprimierten
Material ein Bragg-Peak von Graphit befindet. Für die höheren Schockgeschwindigkeiten und damit höheren Temperatu-
ren ist der Einfluss dieses Bragg-Peaks geringer und beeinflusst den untersuchten Strukturfaktor weniger.
Für eine Temperaturbestimmung des erreichten Zustands ist aus den Simulationen für flüssigen Kohlenstoff mit einer
Dichte von 4,00 g/cm3 der Strukturfaktor für alle simulierten Temperaturen bestimmt worden (siehe Abbildung 4.41 un-
ten rechts). Die exakte Temperaturbestimmung erfolgte aufgrund der begrenzten Zahl an Simulationen mittels linearer
Interpolation zwischen den aus den Simulationen erhaltenen Punkten. Die Punkte ergeben sich aus dem Strukturfaktor
und der zugehörigen Simulationstemperatur in Abhängigkeit des Streuvektors. Zur Temperaturbestimmung für Struktur-
faktoren kleiner als von der Simulation für 6 000 K vorhergesagt, wurde ein Strukturfaktor von null für alle Streuvektoren
bei einer Temperatur von 3 900 K angenommen. Diese Temperatur entspricht der Sublimationstemperatur von Graphit
unter Normalbedingungen [Zazula 1997]. Dies kann als Näherung angenommen werden, da für einen Festkörper ein
Strukturfaktor von nahe null abseits der Bragg-Peaks erwartet wird.
Die dargestellten Simulationen (siehe Abbildung 4.41 unten rechts) für 6 000 K und 8 000 K sind in der flüssigen Phase
gestartet, zusätzlich wurde eine Simulation für 4 000 K durchgeführt. Dabei ist das Material in den Simulationen bei
6 000 K und 8 000 K flüssig geblieben, wobei die Teilchenbewegung für 6 000 K kurz vor dem Stillstand ist. Während der
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Abbildung 4.42.: Die Abbildung zeigt die gemessenen Strukturfaktoren für k = 4,12 · 1010 m−1 (oben), k = 4,39 · 1010 m−1
und k = 4,43· 1010 m−1 (unten) in Abhängigkeit der Ausgangsdichte, des Drucks und der Dichte
(ρ0 = 1,53g/cm3 (links), ρ0 = 1,84g/cm3 (mitte), ρ0 = 2,21g/cm3 (rechts)). Die Strukturfaktormessungen
der letzten beiden Streuvektoren können zusammen dargestellt werden, da sie dicht beieinanderliegen
und entsprechend ähnlich sind. Zusätzlich sind die gemittelten Werte aus Tabelle 4.6 mit schwarzen
Quadraten (k = 4,12 · 1010 m−1 und k = 4,39 · 1010 m−1), schwarzen Rauten (k = 4,43· 1010 m−1) und Feh-
lerbalken entsprechend der Farbcodierung eingetragen. Die Änderung der Hintergrundfarbe von weiß
(fest) nach grau (flüssig) stellt die Phasenänderung dar, basierend auf den Erkenntnissen der Strukturfak-
tormessungen und den DFT-MD Simulationen (Sterne magenta [Gust 1980], Kreise cyan [Thiel 1977]).
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Kohlenstoff für 4 000 K nach kurzer Simulationszeit in eine feste Phase übergeht (vergleiche Abbildung 3.1 oben links).
Der Vorteil von Simulationen, die in der flüssigen Phase starten ist, dass, gegenüber Simulationen die in der festen Phase
gestartet sind, eine Temperaturzuordnung über den Strukturfaktor für niedrigere Temperaturen möglich ist, bevor der
simulierte Festkörper sich aufgelöst hat. Von der simulationsseitigen Betrachtung muss keine Energie im System verteilt
werden um die Bindungen zu lösen und eine Flüssigkeit zu erhalten. Die benötigte Energie ist für die verschiedenen
Strukturen unterschiedlich. Weiter wird der Strukturfaktor nicht von Anteilen der festen Phase beeinflusst, wenn die
Probe in der Simulation erst nach einer gewissen Zeit flüssig wird.
Der Einfluss der Dichte auf den Strukturfaktor (siehe Abbildung 4.41 unten links) ist für die Analyse wie folgt berück-
sichtigt worden. Bei der Betrachtung des Verlaufs des Strukturfaktors für verschiedene Dichten bei gleicher Temperatur
ist zu erkennen, dass sich der Verlauf im Dichtebereich zwischen 3,70 g/cm3 und 4,28 g/cm3 in etwa linear für den
Streuvektor zwischen 3 · 1010 m−1 und 6 · 1010 m−1 verschiebt21. Dies erlaubt es, den Strukturfaktorverlauf der Simu-
lationen für 4,00 g/cm3, entsprechend der Dichte für die jeweilige Messung zu verschieben und über den gemessenen
Strukturfaktor anhand des verschobenen Verlaufs die Temperatur zu bestimmen. Die Temperaturen für die gemittelten
Strukturfaktoren sind in Tabelle 4.6 mit angegeben. Die Temperaturen der Einzelmessungen für k = 4,12 · 1010 m−1,
k = 4,39 · 1010 m−1 und k = 4,43 · 1010 m−1 sind in Abbildung 4.43 dargestellt und werden dort mit Rechnun-
gen von M. van Thiel, F. P. Bundy, M. P. Grumbach, A. M. Molodets, L. E. Fried, L. M. Ghiringhelli, X. Wang und A.
A. Correa [Thiel 1992, Bundy 1996, Grumbach 1996, Molodets 1998, Fried 2000, Ghiringhelli 2005, Wang 2005] und
[Correa 2006] verglichen. Der dargestellte Fehler der Temperatur ist jeweils durch den Fehler des Strukturfaktors der
Einzelmessungen bestimmt worden. Dabei ist die Bestimmung der Temperatur für feste Proben nicht ideal, da der Tem-
peraturverlauf hier über einen großen Bereich linear genähert wurde. Die Temperaturangabe in diesen Bereichen ist
damit nur ein Näherungswert. Für Temperaturen oberhalb von 10 000 K sind die oberen Fehler sehr groß. Dies liegt
daran, dass die Differenz der Strukturfaktorverläufe durch das Zusammenlaufen der Kurven immer weiter abnimmt,
während sich der Fehler des Strukturfaktors weitgehend linear verhält. Weiter gibt es eine obere Temperaturgrenze für
den Strukturfaktor, ab dem dieser nur noch sehr langsam ansteigt. Aufgrund dieses Verhaltens konnte für zwei Mes-
sungen von Graphit mit der Ausgangsdichte von 1,84 g/cm3 durch den Vergleich mit den Simulationen die Temperatur
nicht mehr bestimmt werden: Sii = 1,01± 0,05⇒ T > 20000K und Sii = 1,06± 0,06⇒ T > 20000K. Aus den unte-
ren Fehlergrenzen der Strukturfaktoren ergeben sich die Temperaturen Sii = 1,01 − 0,05 = 0,96 ⇒ T = 15700K und
Sii = 1,06− 0,06= 1,00⇒ T = 19900K, in Abhängigkeit der jeweiligen Dichte.
Die Phasenbestimmung in Abhängigkeit der Dichte erfolgt durch die im Simulationskapitel Abschnitt 3.3 (siehe Abbil-
dung 4.41 unten rechts) bestimmte Schmelzkurve anhand der durch die Strukturfaktormessungen bestimmten Tempe-
ratur und der durch Röntgenbeugung bestimmten Dichte. Beim Vergleich der Messungen für die verschiedenen Streu-
vektoren bezogen auf Temperatur und Druck fällt auf, dass trotz sehr ähnlicher Endzustände (siehe Tabelle 4.6) nur
für k = 4,12 · 1010 m−1 einige Messungen als flüssig beschrieben werden können und für k = 4,39 · 1010 m−1 und
k = 4,43 ·1010 m−1 weniger Proben in der flüssigen Phase vorliegen. Da die Signalgrenze für k = 4,39 ·1010 m−1 bei Pixel
319 und k = 4,43 · 1010 m−1 bei Pixel 334 mehr am Rand des HAPG-Kristalls im Spektrometer lag, haben Randeffekte
auch eine größere Bedeutung als für k = 4,12·1010 m−1 bei Pixel 308. In der durchgeführten Intensitätskorrektur wurden
die Kristallparameter für Messungen bei 6 000 eV bestimmt und die gewonnene Breite des Intensitätsverlusts für die Be-
stimmung der Korrekturfunktion für die Messungen bei 4 500 eV verwendet. Die bestimmte Breite des Intensitätsverlusts
für 6 000 eV enthält dabei auch die Randeffekte für 6 000 eV, die sich bei 4 500 eV anders auswirken können und die Kor-
rektur unbekannt beeinflussen. Für die Bestimmung der Korrekturfunktion wurde die Fläche, an der gestreut wurde, über
eine perfekte Kante geschoben. Der Verlust der Intensität nur im elastischen Streusignal führt dazu, dass der ermittelte
Strukturfaktor niedriger ist, als der tatsächliche Wert. Durch den dadurch zu klein bestimmten Strukturfaktor wird auf
eine zu niedrigere Temperatur geschlossen. Ein weiterer Hinweis dafür, dass die Intensitätskorrektur für 4 500 eV nicht
alle Randeffekte berücksichtigt, ist, dass im Druck-Dichte-Diagramm für k = 4,39 · 1010 m−1 und k = 4,43 · 1010 m−1 die
gleichen Parameter erreicht wurden wie bei den Messungen für k = 4,12 · 1010 m−1, aber deren Temperaturen unterhalb
dieser Messungen liegen. Eine genauere Korrektur der Daten ist ohne weitere Kenntnisse über die Randeffekte des Kris-
talls nicht möglich.
Die aussagekräftigsten Ergebnisse, denen am meisten vertraut werden kann, sind die aus den Messungen für k =
4,12 · 1010 m−1 gewonnenen, da diese nur minimal korrigiert worden sind und die realen Randeffekte weniger Einfluss
besitzen. Beim Vergleich dieser Ergebnisse mit den Simulationen liegen die Simulationsergebnisse von L. M. Ghiringhelli,
A. M. Molodets, M. van Thiel, L. E. Fried und F. P. Bundy abseits der Messwerte, während die Übereinstimmungen mit den
Simulationen von M. P. Grumbach, X. Wang und A. A. Correa am größten sind. Die letzteren Simulationen basieren auf
21 Die Verschiebung von Sii = 0,5 zwischen den Dichten 3,70 g/cm3 und 4,28 g/cm3 bei k ≈ 3 · 1010 m−1 beträgt ∆k3 = 0,24 · 1010 m−1, für
k ≈ 6 · 1010 m−1 und Sii = 1,2 beträgt die Verschiebung ∆k6 = 0,23 · 1010 m−1.
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Abbildung 4.43.: Die Abbildungen zeigen die in der Motivation gezeigten Phasendiagramme von Kohlenstoff mit den
Ergebnissen der Messungen vom LCLS. Oben links k = 4,12 · 1010 m−1, oben rechts k = 4,39 · 1010 m−1
und unten links k = 4,43 · 1010 m−1 für flüssigen Kohlenstoff (rot) und für festen Kohlenstoff (blau).
Unten rechts sind diese Ergebnisse zusammengefasst: rot/blau k = 4,12 · 1010 m−1, gelb/grün k = 4,39 ·
1010 m−1, magenta/cyan k = 4,43 · 1010 m−1 (die erste Farbe markiert flüssige Zustände und die zweite
feste Zustände). Als Grenze für den Übergang von fest zu flüssig wurde die in Abbildung 3.1 unten
rechts gezeigte Kurve verwendet. Zusätzlich sind die Messergebnisse der verschiedenen Anfangsdichten
ρ0 = 1,30 g/cm3 (rot, flüssig), ρ0 = 1,84 g/cm3 (cyan, flüssig) und ρ0 = 2,25 g/cm3 (schwarz, fest) vom
RAL-Experiment mit Rauten angegeben.
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dem Prinzip der DFT-MD und verwenden Troullier-Martins Pseudopotentiale für die Wellenfunktionen [Troullier 1991].
Die Simulation von M. P. Grumbach verwendet für die Austausch-Korrelation die LDA, während X. Wang und A. A. Correa
die GGA verwendeten. Diese drei Modelle sind die am besten geeigneten um das System warmer dichter Kohlenstoff zu
beschreiben.
Zum weiteren Vergleichen der Messergebnisse sind Helios Simulationen für die Parameter der Messungen bei
k = 4,12 · 1010 m−1 durchgeführt worden. Die Ergebnisse sind in Tabelle B.4 im Anhang angegeben. Es wurden die
gleichen Simulationsparameter wie am RAL verwendet, dabei wurde das Laserpulsprofil entsprechend angepasst und
die Simulationen auf die gemessenen Schockgeschwindigkeiten optimiert. Die Auswertung der Simulationen erfolgte
hinter der Schockfront zum Zeitpunkt der Wechselwirkung des Röntgenpulses mit der Probe. Die Simulationsergebnisse
zeigen, dass diese den Phasenübergang nicht richtig berücksichtigen und eine höhere Temperatur bestimmen, während
sich der simulierte Druck im Rahmen der Fehler in guter Übereinstimmung mit dem gemessenen Druck befindet. Der Ver-
gleich der simulierten Dichte mit der gemessenen Dichte und deren Abweichung ist ein Hinweis auf die Fehler, die durch
die Verwendung der Hydrodynamik Simulationen entstehen. Bei diesen Simulationen wird nicht berücksichtigt, dass ein
Phasenübergang stattfindet und ein poröses Material komprimiert wird. Die Simulationsergebnisse geben die gemessen
Dichten meist zu niedrig an. Dabei werden die Abweichung zu den Messungen größer, je geringer die Ausgangsdichte
der Proben und je größer die Porosität ist. Damit stellt die Bestimmung der Temperatur über den Strukturfaktor eine
Alternative zu diesen Simulationen dar, da sie die den Phasenübergang berücksichtigt.
Abschließend lässt sich aus den Daten ein Bereich des Phasenübergangs bestimmen (siehe Abbildung 4.42 oben). Eine
exakte Temperatur für den Phasenübergang lässt sich nicht ermitteln, da besonders für das kältere Material, welches
noch nicht flüssig ist, schon ein von Null verschiedener Strukturfaktor gemessen wurde. Dieser liegt deutlich über dem
Untergrund der DFT-MD Simulationen und ist nicht mit einer starren Struktur vereinbar. Dieser Untergrund lässt sich
durch den schnell ablaufenden Prozess der Schockkompression erklären. Die Kompression des Materials erfolgt durch die
Schockfront, in unter 250 ps (siehe Abbildung 4.24 Anstiegszeit der Grenzflächengeschwindigkeit), wodurch die vorher
starre Struktur schon in Teilen aufgehoben und die Probe erwärmt wird. Damit lässt sich der von Null abweichende
Strukturfaktor für diesen festen Zustand erklären, während für Messungen, die nicht von festen Strukturen beeinflusst
werden, wie bei k = 4,12 · 1010 m−1 ein Strukturfaktor von größer als 0,8 einer Flüssigkeit zugeordnet werden kann.
Aufgrund der Formierung von Diamantstrukturen und deren Existenz zum Zeitpunkt der Messung kann nicht von einer
reinen Flüssigkeit gesprochen werden. Die Temperaturbestimmung ist nur in Bereichen möglich, die nicht von Bragg-
Peaks abgedeckt werden. Durch den Vergleich mit der Gesamtheit der DFT-MD Simulationen kann von einem Punkt
gesprochen werden, ab dem der Strukturfaktor definitiv einer Flüssigkeit zuzuordnen ist und die Temperatur dieser
bestimmt werden kann. Durch die Betrachtung von Simulationen, die in der flüssigen Phase starten, ist es weiter möglich




In dieser Arbeit wurde das Verhalten von Kohlenstoff im Bereich der warmen dichten Materie (WDM) untersucht. Dabei
wurde die Temperatur in diesem Bereich durch Messungen des Strukturfaktors mit Röntgen-Thomson-Streuung (XRTS)
und dem Vergleich mit DFT-MD Simulationen bestimmt sowie der Verlauf des Strukturfaktors betrachtet. Die Probenprä-
paration erfolgte mittels lasergetriebener Schockwellen und die Untersuchung der Proben mit Röntgenstrahlung, welche
durch lasergetriebene Röntgenquellen oder Röntgen-Freie-Elektron-Laser erzeugt wurde. Dafür sind zwei Experimente
durchgeführt worden.
Mit dem ersten Experiment am Rutherford Appleton Laboratory (RAL) ist gezeigt worden, dass es durch die Verwendung
von Graphitproben mit unterschiedlicher Ausgangsdichte (1,30 g/cm3, 1,84 g/cm3 und 2,25 g/cm3) möglich ist, ähnli-
che Dichten und Drücke im Endzustand zu erreichen. Durch die Entropiezunahme während des Kompressionsprozesses
wurden unterschiedliche Temperaturen in Abhängigkeit der Ausgangsdichte erreicht. Die größte Entropieänderung und
damit die höchste Temperatur, erhalten dabei die Proben mit der geringsten Ausgangsdichte. Die Proben wurden mit
der Methode der XRTS untersucht. Der im Experiment verwendete Streuvektor von k = 4,47 · 1010 m−1 war so gewählt,
dass er sich in einem Bereich befand, in dem sich der Strukturfaktor während des Phasenübergangs stark verändert
und das Messsignal nicht von möglichen Streueffekten von ungeschocktem Graphit überlagert wurde. Das Messen eines
elastischen Streusignals bei Proben mit reduzierter Dichte zeigt, dass sich diese in einer flüssigen Phase befinden, da
das elastische Streusignal bei Kohlenstoff für k = 4,47 · 1010 m−1 erst signifikant entsteht, wenn sich der Kohlenstoff
in flüssiger Form befindet. Es konnten Proben mit Anfangsdichten von 1,30 g/cm3 und 1,84 g/cm3 bei einer Dichte von
(3,30±0,12) g/cm3 und (3,82±0,10) g/cm3, bei Drücken von (141±13) GPa und (154±11) GPa und Temperaturen von
(14 500±1700) K und (9 200±900) K verflüssigt werden. Proben mit einer Ausgangsdichte von 2,25 g/cm3 können im
geschockten Zustand bei (3,96±0,09) g/cm3, (183±20) GPa und (5 700±600) K als fest angenommen werden. Diese Er-
gebnisse stimmen mit den vorhergesagten Phasendiagrammen überein.
Aufbauend auf den Erkenntnissen des ersten Experiments, wurde ein zweites Experiment an der Linac Coherent Light
Source (LCLS) am Stanford Linear Accelerator Center durchgeführt. Bei diesem wurden Graphitproben mit Dichten von
1,53 g/cm3, 1,84 g/cm3 und 2,21 g/cm3 verwendet, um ähnliche Drücke und Dichten bei unterschiedlichen Tempera-
turen zu erreichen wie im ersten Experiment. Zusätzlich wurde eine Variation der Laserintensität der schocktreiben-
den Laser vorgenommen, um einen größeren Bereich der zugänglichen Endzustände abzudecken (7 · 1012 W/cm2 und
1,4·1013 W/cm2). Die erreichte Dichte im geschockten Zustand lag zwischen (3,83±0,15) g/cm3 und (4,30±0,16) g/cm3
bei einem Druck zwischen 100 GPa und 200 GPa. Dabei konnte die Dichte mittels Röntgenbeugung bestimmt werden. Die
Bestimmung des Drucks erfolgte über die Rankine-Hugoniot-Gleichungen mittels der gemessenen Schockgeschwindig-
keit und der Dichte.
Mit der Verwendung eines Röntgen-Freie-Elektron-Laser für das Messen des XRTS-Signals war es möglich, Streuspek-
tren von bisher unerreichter Qualität aufzunehmen und diese zu analysieren. Durch die Verwendung dieser schmal-
bandigen und in der Energie variablen Röntgenquelle war es möglich, den Strukturfaktor für Streuvektoren von k1 =
4,12·1010 m−1, k2 = 4,39·1010 m−1, k3 = 4,43·1010 m−1, k4 = 5,36·1010 m−1, k5 = 5,58·1010 m−1 und k6 = 5,76·1010 m−1
zu untersuchen. Die Analyse der Strukturfaktormessungen und der Vergleich mit DFT-MD Simulationen für den erreich-
ten Endzustand ergaben, dass die gemessenen Strukturfaktoren für k4 = 5,36 · 1010 m−1, k5 = 5,58 · 1010 m−1 und
k6 = 5,76 · 1010 m−1 größer waren als durch die Simulationen erwartet. Dies ist auf die Formation von kubischen Dia-
mantstrukturen als auch von hexagonalen Diamantstrukturen und verbleibenden Graphitstrukturen zurückzuführen, de-
ren Bragg-Peaks in diesem Bereich liegen und das elastische Streusignal der XRTS überlagern. Dabei ist die Beeinflussung
durch feste Strukturen für höhere Laserintensitäten und reduzierte Ausgangsdichten der Proben deutlich geringer, kann
aber nicht ausgeschlossen werden. Diese Messungen erlauben eine grobe Bestätigung der vorhergesagten Strukturfakto-
ren für diese Streuvektoren. In dem Bereich um k = 4,12·1010 m−1 befinden sich keine Bragg-Peaks von festen Strukturen.
In ihm konnte erstmalig dem Endzustand eine Temperatur zugeordnet werden, in dem der gemessene Strukturfaktor mit
DFT-MD Simulationen verglichen wurde. Dabei sind Simulationen verwendet worden, die speziell für die erreichten Pa-
rameter durchgeführt worden sind. Abhängig von der Ausgangsdichte variiert der gemessene Strukturfaktor zwischen
0,46±0,02 und 0,92±0,05 für k = 4,12 · 1010 m−1. Dies entspricht Temperaturen von 5300+100−100 K bis 11100+5700−1400 K. Bei
Dichten von (3,84± 0,15) g/cm3 bis (4,30± 0,16) g/cm3 und Drücken von (99± 2) GPa und (195± 6) GPa. Für einen




Der Einsatz von lasergetriebenen Schockwellen erlaubt die Untersuchung von Materie, die in dem extremen Parameter-
bereich der WDM liegen und mit dem Zustand im Inneren von Planeten vergleichbar ist. Diese Bedingungen sind auf
der Erdoberfläche nicht alltäglich, aber für ein Verständnis des Universums und den Anwendungen der Physik im 21.
Jahrhundert sind diese Untersuchungen von Bedeutung.
Im Experiment konnte gezeigt werden, dass aus der Messung des Strukturfaktors die Temperatur im warmen dichten
Kohlenstoff bestimmt werden kann. Eine weitere Änderung des Strukturfaktors wird für noch höhere Temperaturen er-
wartet. Unter diesen Bedingungen sollte die Doppelpeakstruktur des Strukturfaktorverlaufs verschwinden und sich auf
einen Peak reduzieren (siehe Abbildung 4.41 unten rechts). Durch den Vergleich mit den Simulationen ist eine Tem-
peraturbestimmung bis zu Temperaturen von 20 000 K im Kohlenstoff möglich. Oberhalb dieser Temperatur wird die
Veränderung des Strukturfaktors zu gering um eine Temperaturbestimmung durchzuführen. Dieser Bereich kann durch
mehrfaches Schocken oder Schocken aus verschiedenen Richtungen erreicht werden. Bei diesen Temperaturen sollten
auch keine Reststrukturen von Graphit, Diamant oder hexagonalem Diamant mehr vorhanden sein, die das Messsignal
überlagern. Dabei kann das Heizen der Probe beispielsweise auch durch einen Teilchenstrahl erfolgen. Dafür werden
hochintensive Teilchenstrahlen benötigt, wie sie von laserbasierten Beschleunigungsmechanismen oder von der zukünf-
tigen Facility for Antiproton and Ion Research (FAIR) bereitgestellt werden können. Der Vorteil der FAIR Einrichtung ist
die Möglichkeit der Erzeugung größerer und damit homogenerer Proben.
Durch die Messung des Phasenübergangs von Kohlenstoff im Zustand der WDM können die Messergebnisse dieser Ar-
beit dazu beitragen, die Simulationen für den Phasenverlauf von Kohlenstoff zu verbessern. Dieses ist wichtig für die
Bestrebung auf der Erde Energie durch die Fusion von leichten Elementen oder Wasserstoffisotopen zu gewinnen. Dafür
werden zwei Wege verfolgt: zum einen die Trägheitsfusion, in der eine Probe sehr stark und schnell komprimiert wird
und die Fusion in Bruchteilen von Sekunden abläuft und zum anderen die Methode des magnetischen Einschlusses, bei
dem die Fusion länger aufrecht erhalten wird. Ein Problem an der National Ignition Facility in Kalifornien/USA auf dem
Weg zur Trägheitsfusion ist, dass sich die äußerste Hülle bestehend aus Kunststoffen oder hochdichtem Kohlenstoff mit
dem zu fusionierenden Deuterium-Tritium-Gemisch vermischt oder es zu einer erneuten Kristallisation des Kohlenstoffs
nach dem ersten Schock der Probe kommt, bevor die eigentliche Zündung der Fusion erfolgt. An diesem Punkt können
die Ergebnisse dieser Arbeit helfen, die Prozesse im Kohlenstoff nach dem ersten Schock besser zu verstehen.
Neben den Problemen bei der Fusion selbst bleibt die Fragestellung der Reaktorkonstruktion sowohl für die Trägheitsfusi-
on als auch für den magnetischen Einschluss offen. Die innere Wand des Fusionsreaktors muss den Bedingungen, welche
durch das Fusionsplasma erzeugt wird, über einen langen Zeitraum standhalten und den Wärmetransport an dahinter
liegende Wärmetauscher für die Energiegewinnung gewährleisten. Weiterhin dürfen sich keine Bestandteile der Reaktor-
wand lösen und mit dem Plasma interagieren. Aufgrund der unterschiedlichen Belastung der Wand in Abhängigkeit des
Orts und des Einsatzzwecks werden eine Vielzahl von Wandmaterialien zum Einsatz kommen.
Es gibt somit ein gesteigertes Interesse, kohlenstoffhaltige Verbindungen zu untersuchen. Dies sind zum einen Kunst-
stoffe für die Ummantelung des Fusionsgemisches und zum anderen widerstandsfähige, kohlenstoffhaltige Materialien
für den Aufbau der Wandmaterial tragenden Konstruktion von Fusionskraftwerken oder der Wandmaterialien selbst
[Lässer 2007, Duffy 2010]. Um diese Fragestellungen rund um den Einfluss von Kohlenstoffverbindungen zu untersu-
chen, sind weitere Experimente geplant.
Eins der möglichen Materialien für die Reaktorinnenwand oder für die tragende Konstruktion der Innenwandmaterialen
in Fusionskraftwerken ist Siliziumcarbid. Zu diesem Material soll ein Experiment am Z6 Experimentierplatz der GSI in
diesem Jahr durchgeführt werden. Dabei soll ebenfalls das Verhalten von Siliciumcarbid im Bereich der WDM bei 100 GPa
untersucht werden. Der Experimentablauf ähnelt dabei dem des vorgestellten RAL-Experiments. Die Schwierigkeit be-
steht darin, dass die Struktur, bestehend aus Silizium und Kohlenstoff, komplizierter als eine reine Kohlenstoffstruktur ist.
Dies resultiert aus der größeren Ordnungszahl des Siliziums, womit die Simulationen schwieriger und rechenintensiver
werden.
Das zweite Experiment wird die Phasentrennung von Kohlenwasserstoffen im Bereich der WDM untersuchen. Dieses
Experiment wird zum aktuellen Zeitpunkt im Mai 2016 an der LCLS durchgeführt. Dabei sollen die gleichen Techniken,
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wie sie in dieser Arbeit verwendet wurden, eingesetzt werden. Für das Erreichen der WDM Bedingungen werden die ge-
testeten Methoden der lasergetriebenen Schockkompression mit verschiedenen Schockarten verwendet: Einfach-Schock,
Doppel-Schock und Rampen-Kompression. Gemessen wird dabei der Strukturfaktor, der sensitiv auf die Mischung und
Entmischung des Kohlenstoffs und Wasserstoffs ist.
Durch das Aufkommen von weiteren XFELs neben der LCLS und SACLA wie der European XFEL stehen für zukünftige Ex-
perimente weitere Experimentierplätze zur Verfügung. Die großen Vorteile von XFELs sind die variable Photonenenergie
und die sehr viel schmalere spektrale Bandbreite, gegenüber lasergetriebenen Röntgenquellen. Das High-Energy-Density
Labor des European XFEL ist speziell für die Untersuchung von Materie im Bereich der Festkörperdichte und extre-
men Drücken ausgelegt [Nakatsutsumi 2013]. Damit ist es möglich, in den nächsten Jahren eine steigende Zahl an
Experimenten auf dem Gebiet der WDM durchzuführen.
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Eigenschaft Wert Test Standard
Durchschnitts Korngröße 7µm -
Material Dichte 1,84 g/cm3 DIN IEC 604113/203
Porösität 10 Vol. % DIN 66133
Porengröße 0,8µm DIN 66133
Druckfestigkeit 0,15GPa DIN 51910
Aschewert < 100 ppm DIN 51903
Tabelle B.1.: Materialeigenschaften Kohlenstoff bezogen von SGL Carbon [SGLCarbon], für das Experiment am RAL.
2 Geschwindigkeiten im LiF





















Abbildung B.1.: Dargestellt ist die wahre Geschwindigkeit einer Grenzfläche beobachtet durch ein LiF Fenster, in Abhän-
gigkeit der gemessenen Geschwindigkeit mit einem VISAR-System. Die Daten entstammen der Arbeit
von D. Fratanduono [Fratanduono 2010] und wurden bei einer Wellenlänge von 532 nm aufgenommen.
Diese Wellenlänge entspricht der Wellenlänge des VISAR-Systems am LCLS.
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3 Ergebnisse HELIOS-Simulationen
Abbildung B.2.: Ergebnisse der HELIOS-Simulation für die verwendeten Kohlenstoffproben mit einer Dichte von
1,30 g/cm3 am RAL.
Abbildung B.3.: Ergebnisse der HELIOS-Simulation für die verwendeten Kohlenstoffproben mit einer Dichte von
1,30 g/cm3 am RAL.
105
Abbildung B.4.: Ergebnisse der HELIOS-Simulation für die verwendeten Kohlenstoffproben mit einer Dichte von
1,84 g/cm3 am RAL.
Abbildung B.5.: Ergebnisse der HELIOS-Simulation für die verwendeten Kohlenstoffproben mit einer Dichte von
1,84 g/cm3 am RAL.
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Abbildung B.6.: Ergebnisse der HELIOS-Simulation für die verwendeten Kohlenstoffproben mit einer Dichte von
2,25 g/cm3 am RAL.
Abbildung B.7.: Ergebnisse der HELIOS-Simulation für die verwendeten Kohlenstoffproben mit einer Dichte von
2,25 g/cm3 am RAL.
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4 Ergebnisse Ion-Ion-Strukturfaktor und Helios Simulationen
Im Folgenden sind die Ergebnisse aller einzelnen Messungen des am LCLS durchgeführten Experimentes angegeben. Für
jeden Probe sind die gemessenen Parameter: Sii Ion-Ion-Strukturfaktor, vs Schockgeschwindigkeit, ρ1 Dichte, P Druck
jeweils mit Fehler, die FEL-Energie und die kumulierte Laserenergie. Im Anschluss befinden sich die Ergebnisse der
Helios Simulationen für k = 4,12 · 1010 m−1.
Messung Dichte k vs Sii Laser Dichte Druck
[g/cm3] [1010m−1] [km/s] [J] [g/cm3] [GPa]
97 2,21 5,76 13,0±0,2 1,76±0,18 25,2 4,38±0,12 184± 9
98 2,21 5,76 13,3±0,2 2,02±0,20 26,3 4,15±0,12 184± 5
100 2,21 5,76 11,6±0,2 2,19±0,23 13,7 3,98±0,12 132±10
102 2,21 5,76 9,9±0,2 1,70±0,33 12,5 3,77±0,12 91± 3
104 1,84 5,76 10,1±0,2 1,07±0,19 12,7 3,91±0,12 99± 2
106 1,84 5,76 10,6±0,2 1,13±0,22 12,7 3,94±0,12 110± 5
107 1,84 5,76 10,5±0,2 1,24±0,18 13,4 4,04±0,12 110±10
108 1,84 5,76 9,7±0,2 1,13±0,20 11,5 3,87±0,12 91± 9
109 1,84 5,76 12,3±0,2 1,15±0,29 26,4 4,27±0,12 159± 8
110 1,84 5,76 12,4±0,2 1,21±0,20 25,2 4,20±0,12 160±10
111 1,53 5,76 13,8±0,2 1,31±0,26 26,9 4,54±0,13 192±20
112 1,53 5,76 13,5±0,2 1,42±0,21 27,8 4,54±0,13 185±15
114 1,53 5,76 9,8±0,2 1,19±0,23 11,9 3,73±0,11 87± 5
115 1,53 5,76 9,7±0,2 1,22±0,28 11,9 3,87±0,12 87± 3
117 2,21 5,58 11,9±0,2 2,07±0,32 13,2 4,06±0,16 143± 5
118 2,21 5,58 10,8±0,2 2,47±0,39 12,8 3,86±0,12 111± 3
119 2,21 5,58 12,8±0,2 2,47±0,40 25,6 4,18±0,12 170± 4
120 2,21 5,58 13,2±0,2 2,24±0,36 27,1 4,27±0,12 186± 4
121 2,21 5,58 12,8±0,2 2,09±0,34 25,1 4,17±0,12 170± 2
122 1,53 5,58 13,5±0,2 1,95±0,29 27,1 4,29±0,15 179± 7
123 1,53 5,58 13,6±0,2 2,09±0,29 25,7 4,30±0,15 181± 7
124 1,53 5,58 13,4±0,2 2,10±0,38 25,3 4,06±0,12 170±14
125 1,53 5,58 11,0±0,2 1,90±0,28 13,0 4,01±0,12 115±15
126 1,53 5,58 10,3±0,2 1,87±0,42 13,2 3,96±0,12 99± 4
127 1,84 5,58 11,7±0,2 1,78±0,31 14,1 3,94±0,12 133± 6
128 1,84 5,58 10,7±0,2 1,81±0,21 13,1 3,97±0,12 113± 3
129 1,84 5,58 11,1±0,2 1,74±0,25 12,9 3,93±0,12 121± 2
130 1,84 5,58 12,7±0,2 1,85±0,32 25,5 4,14±0,12 164±12
145 2,21 5,36 10,5±0,2 3,64±0,44 13,0 4,00±0,12 110± 4
146 2,21 5,36 10,3±0,2 3,68±0,44 12,7 3,87±0,15 100± 2
147 2,21 5,36 10,5±0,2 2,48±0,28 13,0 3,92±0,12 107± 5
150 1,53 5,36 13,2±0,2 1,94±0,23 25,4 4,24±0,15 170±14
151 1,53 5,36 13,0±0,2 3,51±0,45 25,6 4,28±0,12 166±17
152 1,53 5,36 13,9±0,2 2,52±0,30 28,6 4,36±0,16 191±24
153 1,53 5,36 11,8±0,2 2,02±0,24 13,5 3,92±0,12 129± 3
154 1,53 5,36 11,2±0,2 2,44±0,31 13,0 4,01±0,12 119± 3
155 1,53 5,36 11,7±0,2 2,19±0,25 13,5 3,99±0,12 129± 2
156 1,84 5,36 12,1±0,2 4,25±0,51 24,6 4,45±0,13 159± 7
157 1,84 5,36 13,4±0,2 3,76±0,45 28,1 4,31±0,12 190±10
158 1,84 5,36 10,7±0,2 2,19±0,24 13,6 3,98±0,12 114± 9
159 1,84 5,36 10,1±0,2 2,52±0,25 11,9 3,95±0,12 101± 7
Tabelle B.2.: Die Tabelle enthält die bestimmten Parameter für jede verwendete Probe am LCLS, für Messungen mit
6 000 eV.
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Messung Dichte k vs Sii Laser Dichte Druck Temperatur
[g/cm3] [1010m−1] [km/s] [J] [g/cm3] [GPa] [K]
210 1,53 4,43 11,8±0,2 0,83±0,06 12,4 4,01±0,15 132± 5 8500+1100−1100
212 1,53 4,43 11,3±0,2 0,64±0,05 13,8 3,94±0,15 119± 7 5900+100−100
213 2,21 4,43 10,1±0,2 0,59±0,04 13,1 3,85±0,15 96± 2 5700+100−100
214 1,53 4,43 13,0±0,2 0,66±0,04 24,9 4,17±0,15 164±11 5900+100−100
215 1,53 4,43 13,1±0,2 0,74±0,05 24,6 4,18±0,15 167±13 6800+800−800
216 1,53 4,43 13,3±0,2 0,73±0,07 25,1 4,20±0,15 171±20 6500+1000−600
218 1,84 4,43 15,5±0,2 0,48±0,04 23,0 4,61±0,15 264±15 5300+100−100
219 2,21 4,43 12,8±0,2 0,60±0,04 24,7 4,18±0,16 170± 7 5700+100−100
220 2,21 4,43 13,0±0,2 0,48±0,04 23,2 4,22±0,16 179± 8 5400+100−100
221 2,21 4,43 12,0±0,2 0,48±0,04 22,4 4,07±0,16 146± 3 5400+100−100
222 2,21 4,43 10,9±0,2 0,59±0,04 11,9 3,93±0,15 115± 8 5700+100−100
223 2,21 4,43 9,9±0,2 0,75±0,05 11,4 3,83±0,15 92± 3 7000+900−900
224 1,84 4,43 12,3±0,2 0,59±0,04 24,2 4,17±0,10 155± 5 5700+100−100
225 1,84 4,43 13,0±0,2 0,58±0,04 24,5 4,27±0,10 177± 2 5600+100−100
226 1,84 4,43 12,7±0,2 0,51±0,03 24,6 4,23±0,10 168± 2 5400+100−100
227 1,84 4,43 10,5±0,2 0,58±0,05 10,9 3,93±0,10 107± 3 5700+100−100
228 1,84 4,43 10,5±0,2 0,45±0,03 11,8 3,93±0,10 108± 2 5300+100−100
229 1,84 4,43 10,3±0,2 0,53±0,04 11,2 3,91±0,10 104± 5 5500+100−100
230 2,21 4,39 10,4±0,2 0,60±0,03 11,5 3,88±0,15 103± 5 5300+100−100
231 2,21 4,39 11,3±0,2 0,64±0,04 12,3 3,98±0,15 125± 4 5900+100−100
232 2,21 4,39 13,1±0,2 0,51±0,03 24,8 4,23±0,16 181±10 5500+100−100
233 2,21 4,39 13,0±0,2 0,51±0,03 24,0 4,21±0,16 178± 7 5500+100−100
234 2,21 4,39 12,6±0,2 0,50±0,03 23,2 4,15±0,16 164± 4 5400+100−100
235 1,53 4,39 13,0±0,2 0,70±0,04 24,3 4,16±0,15 164± 3 6200+700−300
236 1,53 4,39 13,1±0,2 0,82±0,05 23,0 4,17±0,15 166± 3 8200+900−800
238 1,53 4,39 10,9±0,2 0,70±0,05 11,7 3,88±0,15 110± 3 6300+700−400
239 1,53 4,39 10,7±0,2 0,60±0,03 11,4 3,85±0,15 105± 2 5800+100−100
240 1,84 4,39 13,0±0,2 0,56±0,03 23,1 4,27±0,10 178± 3 5600+100−100
241 1,84 4,39 12,4±0,2 0,58±0,03 23,3 4,18±0,10 159± 8 5700+100−100
242 1,84 4,39 10,9±0,2 0,54±0,04 11,5 3,99±0,10 119± 4 5500+100−100
243 1,84 4,39 10,2±0,2 0,47±0,03 12,4 3,89±0,10 101± 3 5400+100−100
244 2,21 4,12 12,8±0,2 0,62±0,03 24,6 4,18±0,16 170±10 5800+100−100
245 2,21 4,12 13,0±0,2 0,47±0,03 24,2 4,22±0,16 179± 5 5400+100−100
246 2,21 4,12 11,4±0,2 0,46±0,02 13,3 4,00±0,15 130± 7 5300+100−100
247 2,21 4,12 10,2±0,2 0,51±0,03 12,1 3,86±0,15 99± 3 5400+100−100
248 2,21 4,12 10,6±0,2 0,46±0,03 11,4 3,90±0,15 107± 2 5300+100−100
249 1,84 4,12 12,2±0,2 0,65±0,03 23,5 4,16±0,10 154± 7 5900+500−100
250 1,84 4,12 13,0±0,2 1,01±0,05 24,5 4,27±0,10 178±17 > 20000†
252 1,84 4,12 11,3±0,2 0,54±0,03 13,7 4,04±0,10 129± 7 5600+100−100
254 1,53 4,12 13,1±0,2 0,78±0,04 23,3 4,18±0,15 167± 7 7500+800−600
255 1,53 4,12 13,7±0,2 0,92±0,05 23,6 4,26±0,16 184±16 11000+5700−1400
257 1,53 4,12 11,3±0,2 0,64±0,03 12,0 3,95±0,15 121± 8 5900+100−100
258 1,53 4,12 10,7±0,2 0,57±0,03 11,6 3,86±0,15 105± 5 5600+100−100
259 1,53 4,12 14,0±0,2 0,67±0,04 24,7 4,30±0,16 193±13 6000+100−500
272 1,53 4,11 14,0±0,2 0,84±0,04 24,2 4,30±0,16 195± 6 8900+1100−1000
273 1,53 4,11 13,5±0,2 0,74±0,04 24,0 4,23±0,15 178±12 6800+600−600
274 1,53 4,11 12,2±0,2 0,89±0,05 24,2 4,06±0,15 144± 7 9900+3900−1300
277 1,84 4,11 12,3±0,2 0,71±0,04 23,7 4,17±0,10 156±10 6400+600−400
278 1,84 4,11 13,2±0,2 1,06±0,06 24,4 4,30±0,11 185±12 > 20000†
Tabelle B.3.: Die Tabelle enthält die bestimmten Parameter für jede verwendete Probe am LCLS, für Messungen mit
4 500 eV. †: Temperatur oberhalb des durch die DFT-MD Simulationen bestimmbaren Bereichs.
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Messung Dichte vs Dichte Dichte Druck Druck Temperatur Temperatur
Messung Helios Messung Helios Messung Helios
[g/cm3] [km/s] [g/cm3] [g/cm3] [GPa] [GPa] [K] [K]
244 2,21 12,8±0,2 4,18±0,16 4,03±0,06 170±10 183±23 5800+100−100 4 900± 200
245 2,21 13,0±0,2 4,22±0,16 3,98±0,07 179± 5 171±22 5400+100−100 6 600± 300
246 2,21 11,4±0,2 4,00±0,15 3,88±0,07 130± 7 112±19 5300+100−100 4 200± 200
247 2,21 10,2±0,2 3,86±0,15 3,81±0,06 99± 3 89±17 5400+100−100 3 000± 100
248 2,21 10,6±0,2 3,90±0,15 3,83±0,08 107± 2 96±15 5300+100−100 3 100± 200
249 1,84 12,2±0,2 4,16±0,10 3,82±0,09 154± 7 138±16 5900+500−100 7 500± 300
250 1,84 13,0±0,2 4,27±0,10 3,84±0,07 178±17 163±20 > 20000† 9 400± 400
252 1,84 11,3±0,2 4,04±0,10 3,82±0,05 129± 7 133±14 5600+100−100 7 600± 300
254 1,53 13,1±0,2 4,18±0,15 3,56±0,07 167± 7 151±12 7500+800−600 13 600± 600
255 1,53 13,7±0,2 4,26±0,16 3,72±0,07 184±16 186±13 11000+5700−1400 15 500± 800
257 1,53 11,3±0,2 3,95±0,15 3,47±0,08 121± 8 118±10 5900+100−100 10 500± 400
258 1,53 10,7±0,2 3,86±0,15 3,55±0,10 105± 5 109±15 5600+100−100 8 000± 500
259 1,53 14,0±0,2 4,30±0,16 3,65±0,12 193±13 186±20 6000+100−500 14 600± 400
272 1,53 14,0±0,2 4,30±0,16 3,65±0,10 195± 6 187±18 8900+1100−1000 17 100± 1 000
273 1,53 13,5±0,2 4,23±0,15 3,64±0,10 178±12 166±17 6800+600−600 13 800± 800
274 1,53 12,2±0,2 4,06±0,15 3,63±0,09 144± 7 157±15 9900+3900−1300 14 200± 700
277 1,84 12,3±0,2 4,17±0,10 3,81±0,10 156±10 141±19 6400+600−400 7 500± 300
278 1,84 13,2±0,2 4,30±0,11 3,84±0,08 185±12 163±18 > 20000† 9 400± 200
Tabelle B.4.: Die Tabelle enthält die Ergebnisse der Helios Simulationen für die Messungen für k = 4,12 · 1010 m−1.
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