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У статті запропоновано підхід до побудо-
ви семантичної метрики на основі тезаурусу 
предметної області. Описано процес побудо-
ви такого тезаурусу. Запропоновано викори-
стати побудовану таким чином базу знань для 
пошуку потенційних партнерів, які займають-
ся подібними науковими проблемами в пред-
метній області, для якої побудовано тезаурус
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В статье предложен подход к построению 
семантической метрики на основе тезауруса 
предметной области. Описан процесс постро-
ения такого тезауруса. Предложено использо-
вать построенную таким образом базу знаний 
для поиска потенциальных партнеров, зани-
мающихся подобными научными проблемами 
в предметной области, для которой построен 
тезаурус
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1. Вступ
Пошукову систему називають інтелектуальною 
пошуковою системою (ІПС), якщо вона здійснює по-
шук на основі контексту [1].
Кількість користувачів мережі Інтернет на сьогод-
ні у світі сягає півмільярда і продовжує швидко зро-
стати. Зараз всесвітня павутина налічує понад 3 мі-
льярди документів, а обсяг текстової інформації, що 
зберігається в ній, складає сотні терабайт. Кількість 
даних, доступних нам, постійно збільшується, проте 
наша здатність сприймати і опрацьовувати цю інфор-
мацію залишається незмінною. Попит на високое-
фективні ІПС стрімко зростатиме і надалі, при цьому 
актуальною науково-технічною задачею є розроблен-
н я а втомат и зова н и х ІПС, 
здатних точно відображати 
інформаційні потреби своїх 
користувачів. Наприклад, у 
сфері наукових досліджень 
виникає задача знаходження 
партнерів для виконання різ-
ного роду грантів, наукових 
програм (наприклад, Temp-
us), або пошук опонентів під 
час захисту наукових робіт. 
Для розв’язання таких задач 
пошуку пропонується вико-
ристати тезаурус предметної 
області [2 – 3].
Процес функціонування 
системи такий: користувач 
вводить набір ключових слів, 
які належать до тезаурусу й на 
думку користувача повно опи-
сують специфіку певних на-
укових досліджень, в межах яких здійснюється пошук 
потенційних партнерів. ІПС на основі цих ключових 
слів, тезаурусу й деякої семантичної метрики знахо-
дить множину релевантних текстових документів, які 
рангуються згідно до значення семантичної метрики. 
Автори цих текстових документів будуть нашими по-
тенційними партнерами.
Отже центральною компонентою архітектури ІПС 
буде тезаурус предметної області як ядро бази знань 
такої системи. Іншим головним модулем буде модуль 
обчислення відстані між запитом користувача системи 
й знайденими текстовими документами.
Загалом архітектура пропонованої ІПС наведена 
на рис. 1.
Рис.1. Архітектура ІПС
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Центральним модулем такої системи є модуль об-
числення семантичної відстані, який базується на 
деякій метриці. Проаналізуємо відомі семантичні ме-
трики, які використовуються для розв’язування под-
ібних задач.
2. Аналіз літературних джерел
Виділяють кілька способів визначення семантич-
них метрик.
У табл. 1 наведені способи обчислення ступеня 
подібності текстових документів (ТД), засновані на:
• частотності слів у ТД;
• відстані в таксономії понять;
• одночасно і частотності слів, і відстані в таксоно-
мії понять.
Відстань Google – це міра семантичної зв’язності, 
яка обчислюється на основі числа сторінок, отриманих 
за допомогою пошукувача Google для заданого набору 
ключових слів. У табл. 1 наведена формула обчислен-
ня нормалізованої відстані Google (NGD) для двох 
слів: x і y, де М – це загальне число web-сторінок, про-
індексованих Google; f x( )  і f y( )  – число сторінок, що 
містять ключові слова x і y, відповідно; f x y,( )  – число 
сторінок, що містять відразу і x, і y. Якщо x і y на всіх 
сторінках зустрічаються разом, то вважають NGD=0, 
якщо тільки окремо, то NGD=∞.
Виділимо клас метрик, що обчислюють подібність 
на основі даних таксономії.
Дані метрики використовуються для обчислення 
подібності концептів WordNet [6], GermaNet, Вікіпедій 
[4]. 
У роботі [13] запропонована формула, що враховує 
як глибину концептів в ієрархії, так і глибину най-
ближчого спільного батька lcs (least common subsumer):
wup C C
lcs C C
depth C depth C1 2
1 2
1 2
,
,( ) = ( )( )+ ( ) .
Рєзник [8] запропонував вва-
жати, що два слова тим подібні-
ші, чим інформативніший кон-
цепт, до якого співвідносяться 
ці два слова, тобто чим нижче 
в таксономії знаходиться спіль-
ний верхній концепт (синсет у 
WordNet). При побудові ймовір-
нісної функції P C( ) , вважають, 
що ймовірність концепту повин-
на не зменшуватись під час руху 
нагору за ієрархією:
res C C P C
C S C C1 2 1 2
, max log
,
( ) = − ( )( ) ∈ ( ) .
Тоді абстрактніші концеп-
ти будуть менше інформатив-
ними. Рє зник за п ропон у ва в 
оцінювати ймовірність через 
частоту синонімів концепту в 
текстовому документі (ТД) та-
ким чином:
P C
freq C
N
( ) = ( ) , 
freq C count n
n words C
( ) = ( )
∈ ( )
∑ , 
де words C( )  – це іменники, що 
мають значення C; при цьому 
N – загальне число іменників у 
ТД.
У роботі [9] метрика Рєзника 
res була адаптована до вікіпе-
дій і інформативність категорії P C( )  
обчислювалася як функція від 
числа гіпонімів (категорій у ві-
кіпедії), а не статистично:
res C C
hypo lcs C C
Chypo 1 2
1 2
1
1
,
log ,
log
( ) = − ( )( )+( )( ) ,
Формула / посилання на опис алгоритму Назва
1. Частотність слів у ТД
NGD x y
f x f y f x y
M f x
,
max log ,log log ,
log min log ,log
( ) = ( ) ( )( ) − ( )− ( ) f y( )( )
Нормалізована відстань 
Google (NGD)
jaccard x y
Hits x y
Hits x Hits y Hits x y
,( ) = ∧( )( ) + ( ) − ∧( ) Jaccard [4]
2. Відстані в таксономії понять
Відстань відповідає числу ребер найкоротшого шляху між 
концептами
Метрика застосовувалася 
для концептів тезаурусу 
Роже [5]
lch C C
length C C
D1 2
1 2
2
, log
,( ) = − ( ) Leacock & Chodorov 1997, [6] стор. 265-283
wup C C
lcs C C
depth C depth C1 2
1 2
1 2
,
,( ) = ( )( )+ ( ) Wu & Palmer [7]
res C C
hypo lcs C C
Chypo 1 2
1 2
1
1
,
log ,
log
( ) = − ( )( )+( )( )
Метрика res [8], 
адаптована до таксономії 
категорій вікіпедії
3. Частотності слів і відстані в таксономії
res C C P C
C S C C1 2 1 2
, max log
,
( ) = − ( )( ) ∈ ( ) Відстань res [9]
lin C C
P C
P C P C1 2
0
1 2
2
,
log
log log
( ) = ⋅ ( )( )( )( ) + ( )( ) Відстань lin [10]
4. Перетин тексту
перетин тексту (на основі WordNet) Lesk [11]
extended gloss overlap – перетин текстів з врахуванням 
сусідніх концептів WordNet
Banerjee & Pedersen, 2003 
[12]
relate T T
overlap T T
length T lengtgloss text/
, tanh
,
1 2
1 2
1
( ) = ( )( )+ h T2( )
Відстань relate [4]
Таблиця 1
Класифікація семантичних метрик
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де lcs – найближчий спільний батько концептів C1  і 
C2 , hypo – число гіпонімів цього батька, а С – загальне 
число концептів в ієрархії.
У [10] Lin визначає подібність об’єктів А і B як від-
ношення кількості інформації, необхідної для опису 
подібності А і B, до кількості інформації, що цілком 
описує А і B. Для виміру подібності між словами lin 
враховує частотний розподіл слів у тексті (аналогічно 
до міри Рєзника):
lin C C
P C
P C P C1 2
0
1 2
2
,
log
log log
( ) = ⋅ ( )( )( )( ) + ( )( ) ,
де C0  – найближчий загальний супер-клас в ієрархії 
для обох концептів C1  і C2 , P – імовірність концепту, 
що обчислюється на основі частоти появи концепту в 
ТД. Відрізняється від формули res способом нормалі-
зації, коректним обчисленням lin x x,( )  (не залежить 
від положення концепту х в ієрархії), враховує наяв-
ність спільних та відмінних властивостей в об’єктах.
У роботі [4] подібність двох текстів T1  і T2  обчис-
люється з подвійною нормалізацією (по довжині тек-
сту і за допомогою гіперболічного тангенса) як:
relate T T
overlap T T
length T lengtgloss text/
, tanh
,
1 2
1 2
1
( ) = ( )( )+ h T2( )
,
overlap T T m
n
1 2
2,( ) = ∑ , 
де перетинаються n фраз та m слів.
Отже проведений аналіз показав, що жодна семан-
тична метрика не базується на тезаурусах, лише окре-
мі з них враховують таксономію понять. Тому актуаль-
ною є задача розробки методу контекстного пошуку на 
основі тезаурусу предметної області.
3. Семантична метрика на основі тезаурусу
Тезаурусний словник є переліком логіко-семан-
тичних відношень між лінгвістичними термінами. Цей 
тезаурус охоплює не тільки множину окремих термі-
нів, поданих у вигляді алфавітного списку з їхніми 
тлумаченнями, а й самі моделі показу зв’язків між 
термінами.
На основі досягнень сучасного мовознавства у ком-
пактній та доступній формі подано тлумачення термі-
нологічних одиниць з авторитетних джерел (близько 
тридцяти): термінологічних словників, граматик, мо-
нографій. До словника вміщено загальнолінгвістичні 
терміни, переважно іменники або іменникові слово-
сполучення, з усіх розділів граматики, лексикології, 
прикладної та комп’ютерної лінгвістики. Словникові 
одиниці до бази даних відбирали на евристичних за-
садах (знання укладачів тезауруса, експертів-лінгві-
стів).
Словниковими одиницями є вживані загально-
лінгвістичні терміни з морфеміки, словотвору, па-
радигматики, синтаксису, лексикології, семантики; 
терміни окремих прикладних напрямів, відомих в 
українській, російській, зарубіжній лінгвістиці; термі-
ни з комп’ютерної лінгвістики, пов’язані з автоматиза-
цією лінгвістичних процесів.
Побудова тезауруса (ТЗ) передбачає розкриття 
всіх типів відношень між поняттями, основними з 
яких є гіпонімія (рід–вид), супідрядність на одному 
рівні – парціація (частина–ціле), синонімія, кореля-
ція, асоціація, локалізація об’єкта, його призначення, 
функція, способи вираження функції, відношення 
тощо. Зміст відношень розширено настільки, щоб 
можна було охопити максимально широкий пласт тер-
мінів, з якими зв’язаний аналізований термін як реє-
стровий. Оскільки зміст тлумачення був недостатнім 
для здобуття всіх істотних для термінів відношень, ми 
орієнтувалися на енциклопедичні словники, наукові 
праці з конкретної проблематики, знання власні та 
лінгвістів-фахівців.
Назва відношення є двомісним предикатом R(А, В), 
який зв’язує заголовне слово статті (А) і введений цим 
предикатом термін (В) [14].
Множину відношень R поділимо на типи (рід–
вид, синонімія, частина–ціле, кореляти тощо) − 
R R R Rk= { }1 2, ,..., . Позначимо через ni  к ількість 
відношень типу Ri  у тезаурусі. Тоді зага льна 
кількість відношень складає N ni
i
k
=
=
∑
1
. Вважаємо, 
що тип відношення має більшу вагу, якщо цей 
тип частіше зустрічається у тезаурусі. Вагу типу 
відношення визначимо як L
n
Ni
i= .
Зважимо нашу семантичну мережу, яка задає теза-
урус. З цією метою задамо вагу зв’язку між термінами 
тезаурусу. Чим менша вага, тим терміни є більш под-
ібними. Тому вагу дуг семантичної мережі визначимо 
як обернено-пропорційну величину до ваги типу від-
ношення, яке задає цю дугу:
l
K
L
K N
nj i i
= = ⋅ , (1)
де K  – деяка константа, яка задає величину виміру 
ваг дуг семантичної мережі [15 – 17]. Використаємо 
таким чином зважену семантичну мережу для пошуку 
потенційних партнерів, які займаються подібними 
науковими проблемами в предметній області для якої 
побудовано тезаурус.
Для цього визначимо множину ключових термінів 
C C C Cn= { }1 2, ,...  взятих із тезауруса, які на нашу дум-
ку найкраще задають проблематику певних наукових 
досліджень. Пошукова система знаходить множину 
документів, в яких зустрічаються терміни, що нале-
жать до цього тезаурусу. Для кожного такого докумен-
ту Ts  побудуємо множину потужністю m , яка склада-
ється з термінів, які входять у тезаурус ПО й частіше 
зустрічаються у документі Ts : C C C C
s s s
m
s
   = { }1 2, ,..., . Ме-
тодом Флойда-Уоршалла або Дейкстри [18] знайдемо 
n m×  найкоротших відстаней d d C Cijs i js= ( ),  між тер-
мінами з множини C  та C
s
 . Тоді відстань до знайде-
ного документа Ts  обчислюється згідно до формули: 
d ds ij
s
j
m
i
n
=
==
∑∑
11
. Рангуємо знайдені документи згідно до 
зростання величини ds . Автори документів з вищим 
рангом можуть бути нашими потенційними клієнта-
ми [19 – 21].
Розглянемо приклад тезаурусу для предметної об-
ласті − ЛІНГВІСТИКА ТЕКСТУ.
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Вигляд семантичної мережі наведено на рис. 2. У 
вузлах мережі знаходяться терміни.
Зв’язки між термінами позначені: „С” – синоніми, 
„К” – корелят, „Г” – голонім, „М” – меронім, „Гіп” – гі-
перонім.
Використовуючи формулу (1) отримаємо, що вага 
дуг графа для синонімічного зв’язку рівна 1; кореля-
ту – 1,2; голоніму та мероніму – 1,4; гіпероніму – 1,5. 
Виходячи з цих ваг, отримаємо зважений концепту-
альний граф, який наведено на рис. 3.
Знайдемо найкоротші відстані між термінами цьо-
го графу, використовуючи алгоритм Флойда-Уоршал-
ла [18]. У результаті отримаємо таку таблицю відста-
ней (табл. 2).
Приклад . Нехай множина C  складається із 
двох термінів C = {‘рубрика’, ‘текст’} , а деякий тек-
стовий документ T  описується множиною C , яка 
складається із трьох термінів C ={‘назва’, ‘коге-
зія’, ‘наратив’}, то відстань до такого тексту рівна: 
d = +2 2, 6,4+4+2,4+3,8+1,4=20,2 .
З метою перевірки 
ефективності за про-
п о н о в а н о ї  у  р о б о т і 
семантичної метрики 
проведено серію експе-
риментів з оцінювання 
релевантності знайде-
них в мережі Інтернет 
наукових праць (ано-
тацій, документів) до 
запиту, у ролі якого 
вис т у п а л а м но ж и н а 
ключових слів розро-
бленого тезаурусу.
Д л я  п о р і в н я н н я 
в и к о н а н о  ч и с е л ь н і 
розрахунки подібно-
сті знайдених текстів 
до з а п и т у та кож з а 
іншими відомими ме-
триками – Джаккарда 
та WUP. Проведено 10 
експериментів за кож-
ним з методів. Резуль-
тати застосування ме-
тодів оцінював експерт. 
З множини документів, 
визнаних релевантни-
ми кожним із методів, 
він відбирав дійсно ре-
левантні на його думку 
з метою аналізу точно-
сті методів, що порів-
нювались:
�
�
�
�
�
�
������ �
�
�
Рис. 2. Семантична мережа тезаурусу розділу „ЛІНГВІСТИКА ТЕКСТУ”
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Рис. 3. Зважений концептуальний граф
1 2 3 4 5 6 7 8 9 10 11 12 13 14
1 1,2 2,2 3,8 2,6 4 5 5,2 5,2 6,4 5,4 4 7,4 6,2
2 1,2 1 2,6 1,4 2,8 3,8 4 4 5,2 4,2 2,8 6,2 5
3 2,2 1 3,6 2,4 3,8 4,8 5 5 6,2 5,2 3,8 7,2 6
4 3,8 2,6 3,6 1,2 2,6 3,6 3,8 1,4 2,6 4 2,6 3,6 2,4
5 2,6 1,4 2,4 1,2 1,4 2,4 2,6 2,6 3,8 2,8 1,4 4,8 3,6
6 4 2,8 3,8 2,6 1,4 1 1,2 4 5,2 1,4 1,2 6,2 5
7 5 3,8 4,8 3,6 2,4 1 2,2 5 6,2 1,5 1,2 7,2 6
8 5,2 4 5 3,8 2,6 1,2 2,2 5,2 6,4 1,5 1,4 7,4 6,2
9 5,2 4 5 1,4 2,6 4 5 5,2 1,2 5,4 4 2,2 1
10 6,4 5,2 6,2 2,6 3,8 5,2 6,2 6,4 1,2 6,6 5,2 1 2,2
11 5,4 4,2 5,2 4 2,8 1,4 1,5 1,5 5,4 6,6 1,4 7,6 6,4
12 4 2,8 3,8 2,6 1,4 1,2 1,2 1,4 4 5,2 1,4 6,2 5
13 7,4 6,2 7,2 3,6 4,8 6,2 7,2 7,4 2,2 1 7,6 6,2 3,2
14 6,2 5 6 2,4 3,6 5 6 6,2 1 2,2 6,4 5 3,2
Таблиця 2
Таблиця відстаней між термінами концептуального графа
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Рис. 4. Результати експериментального дослідження 
точності методів пошуку релевантних текстових 
документів
Таким чином, ефективність семантичних метрик 
оцінювалась за параметром точність τ: τ = ⋅r r
e
m
100 , де 
r Re e=  − потужність множини Re  релевантних до-
кументів, знайдених за відповідним методом (згідно 
оцінки експерта з даної ПО); r Rm m=  − потужність 
множини Rm  усіх документів, знайдених за відповід-
ним методом, R Re m⊆ .
Результати десяти експериментів наведено на рис. 4, 
з якого видно, що точність пошуку системою релевант-
них документів за розробленим у цьому дослідженні 
методом оцінювання подібності (темні стовпчики) є 
вищою, порівняно з методом Джаккарда (штриховані) 
та WUP (світлі стовпчики).
Загалом ефективність такого підходу, що ґрунту-
ється на використанні семантичної метрики на основі 
тезаурусу, визначена за параметром τ, в середньому на 
10...20% вища, порівняно з іншими метриками. По-
кращення досягається завдяки зважуванню концепту-
ального графа, який задає тезаурус.
4. Висновки
Отже у роботі запропоновано підхід до побудови 
семантичної метрики на основі тезаурусу предметної 
області. Детально описано процес побудови такого 
тезаурусу як семантичної мережі. Запропоновано за-
дати ваги дуг такої мережі як обернено-пропорційні 
величини до кількості відношень певного типу. По-
будовано семантичну метрику на основі зваженої 
таким чином семантичної мережі. Запропоновано 
використати цю метрику для пошуку потенційних 
партнерів, які займаються подібними науковими про-
блемами в предметній області, для якої побудовано 
тезаурус.
Встановлено, що метод порівняння за семантич-
ною метрикою Джаккарда у 40% знайдених текстів 
визначав найбільш подібними до запиту ті докумен-
ти, що мали найбільшу кількість спільних слів. Ме-
тод за семантичною метрикою WUP, який враховує 
лише кількість спільних зв’язків, також не дав задо-
вільний результат. У той же час врахування апріорної 
інформації про предметну область, завдяки викори-
станню тезаурусу та зважування зв’язків концепту-
альних графів, дає змогу виділяти документи, зміст 
яких найбільше відповідає множині ключових слів 
користувача.
Таким чином, використання семантичної метрики 
на основі тезаурусу, запропонованої в цьому дослід-
женні, дає змогу підвищити ефективність автомати-
зованого пошуку релевантних документів.
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Розглядаються методи розв’язання задачі проек-
тування складу бетону різних науково-дослідних шкіл 
матеріалознавства в Україні. Підкреслено доцільність 
застосування інформаційних технологій для форма-
лізації різних методів проектування складу бетону. 
Викладено функціональні вимоги до програмного забез-
печення, які розв’язують подібні задачі. Представлена 
логічна структура та інтерфейс користувача програм-
ного забезпечення розробленої інформаційної системи 
для розв’язку задачі проектування складу бетону
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Рассматриваются методы решения задачи проекти-
рования состава бетона различных научно-исследова-
тельских школ материаловедения в Украине. Отмечена 
целесообразность применения информационных техно-
логий для формализации различных методов проекти-
рования состава бетона. Изложены функциональные 
требования к программному обеспечению, решающему 
подобные задачи. Представлена логическая структура 
и интерфейс пользователя программного обеспечения 
разработанной информационной системы для решения 
задачи проектирования состава бетона.
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1. Введение
Для получения качественного продукта или изде-
лия необходимы качественные материалы (комплек-
тующие), из которых изготавливают конечный про-
дукт. Производство бетона, кроме этого, выдвигает 
требование соблюдения рецептуры и технологии про-
изводства. Даже использование высококачественных 
составляющих материалов (цемента высокой марки, 
щебня необходимой формы и песка с минимальным 
содержанием пылевидных частиц, модифицирующих 
высокоэффективных добавок) не гарантирует высокое 
