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ABSTRACT
ASYMPTOTIC BEHAVIOR OF THE RANDOM LOGISTIC MODEL AND OF PARALLEL
BAYESIAN LOGSPLINE DENSITY ESTIMATORS
MAY 2018
KONSTANDINOS KOTSIOPOULOS
B.S., UNIVERSITY OF CRETE, GREECE
M.S., UNIVERSITY OF MASSACHUSETTS AMHERST
Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST
Directed by: Professors Richard S. Ellis, Erin Conlon and Alexey Miroshnikov
This dissertation is comprised of two separate projects. The first concerns a Markov chain called
the Random Logistic Model. For r ∈ (0, 4] and x ∈ [0, 1] the logistic map fr(x) = rx(1 − x)
defines, for t ∈ N, the dynamical system xr(t + 1) = f(xr(t)) on [0, 1], where xr(1) = x. The
interplay between this dynamical system and the Markov chain xr,N (t) defined by perturbing the
logistic map by truncated Gaussian noise scaled by 1/
√
N , where N → ∞, is studied. A natural
question is whether one can quantify this interplay via probabilistic limit theorems for xr,N (t).
There are two possible limits: the vanishing-noise limit N → ∞ for fixed t ∈ N, then taking
t → ∞, and the ergodic limit t → ∞ followed by the vanishing-noise limit N → ∞. Both lead
to a set of probabilistic limit theorems where the underlying deterministic dynamics take over. A
particular case of interest is for r = 4.
In the second project we perform an asymptotic analysis of Bayesian parallel density estima-
tors which are based on logspline density estimation presented in [25]. The parallel estimator we
introduce is in the spirit of the kernel density estimator presented by Neiswanger, Wang and Xing
[17]. We provide a numerical procedure that produces the density estimator itself in place of the
sampling algorithm. We derive an error bound for the mean integrated squared error for the full data
posterior estimator and investigate the parameters that arise from the logspline density estimation
and the numerical approximation procedure. Our investigation leads to the choice of parameters
that result in the error bound scaling appropriately in relation to them.
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CHAPTER 1
INTRODUCTION
The work presented in this dissertation consists of two separate projects. The first can be categorized
under the fields of probability and dynamical systems, where the model of interest is a Markov chain
we call the Random Logistic Model. The second is placed under the field of mathematical statistics,
where the focus is on the model found in [17] and an algorithm, the direct density product method,
which was presented in [16]. Although unrelated, the connecting thread between the two projects
is the asymptotic analysis. For the Random Logistic Model, we obtain a set of probabilistic limits
that show the interplay between the stochastic model and the underlying deterministic dynamics in
the ergodic limit and the vanishing noise limit. For the direct density product method, we provide
the framework and obtain error estimates for the algorithm and how that scales for large number of
samples. Below we introduce the two projects in detail and present our main results.
1.1 Random Logistic Model
Ever since the biologist Robert May popularized the logistic map in 1976 [15], its wide usage in
various fields has grown tremendously. Starting as a model for population dynamics, it has been
successfully applied to model turbulent flows [19] and has been used as a tool in cryptography [29]
and as a model of critical phenomena in statistical mechanics [20], just to name a few. The logistic
map is defined as fr(x) = rx(1 − x), where r is a parameter whose values are restricted in the
interval (0, 4]. For r ∈ (0, 4] fr maps [0, 1] into [0, 1] and exhibits a wide variety of complicated
behaviors on that interval, which includes an infinite sequence of bifurcations of the set of fixed
points of fr as r increases. This behavior is summarized at the start of the next chapter. The logistic
map as a dynamical system is then defined for t ∈ N and x ∈ [0, 1] by
xr(t+ 1) = fr(xr(t)), xr(1) = x. (1.1)
Clearly, for t ∈ N satisfying t ≥ 2, xr(t) = f (t−1)(x).
The work presented in this dissertation focuses on the interplay between this dynamical system
and a random system defined by perturbing the logistic map fr by suitably scaled, additive white
noise. The study of such random systems has been carried out in many papers in the literature in-
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cluding [9, 30]. The main idea in these papers is to study the asymptotic behavior of the system on
the interval [0, 1] in the presence of this noise while at the same time trying to maintain control over
the iterates xr(t) so that they never escape from the interval. In most such studies the assumption is
that the intensity of the noise is weak enough to guarantee that control. However, from a mathemat-
ically rigorous perspective, this assumption is flawed since the additive white noise is a Gaussian
random variable. Therefore there is always a positive probability that an iterate escapes the interval
[0, 1] no matter how weak the noise is.
To correct this flaw, we construct a process by perturbing the logistic map fr by an additive
sequence ξt of truncated Gaussian random variables scaled by 1/
√
N . This process is a Markov
chain {xr,N (t, ω)}, called the random logistic model and indexed by r ∈ N, N ∈ N, t ∈ N,
x ∈ [0, 1], and ω lying in a probability space that can be taken to be RN. The random logistic model
is defined by the formula
xr,N (t+ 1, ω) = fr(xr,N (t, ω)) +
1√
N
ξt(fr(xr,N (t, ω))), xr,N (1) = x. (1.2)
Because of the properties of the truncated Gaussian noise, xr,N (t) lies in [0, 1] for all t ∈ N. The
concept of adding such a noise was proposed in [11]. We give complete details showing that the
random logistic model Markov chain is rigorously defined.
A natural question is whether one can quantify the interplay between xr,N (t) and xr(t) via
probabilistic limit theorems for the random logistic model Markov chain. There are two possible
limits of the Markov chain: the vanishing-noise limit N →∞ followed by the ergodic limit t→∞
and the ergodic limit t → ∞ followed by the vanishing-noise limit N → ∞. Part (a) of our first
theorem focuses on the N →∞ limit of the Markov chain while part (b) considers the double limit
N → ∞, then t → ∞. According to part (a), as N → ∞, the almost sure limit of the Markov
chain xr,N (t) equals f
(t−1)
r (x), which coincides with the deterministic value xr(t) of the dynamical
system at time t. This reduction can be seen by formally taking the limit N → ∞ in the definition
(1.2) of the Markov chain, yielding an equation having the identical form of the dynamical system
in (1.1). For the following let m denote Lebesgue measure on [0, 1].
Theorem 1.1. The Markov chain xr,N (t) defined in (1.2) has the following properties.
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(a) For fixed t ∈ N satisfying t ≥ 2
lim
N→∞
xr,N (t) = f
(t−1)
r (x) P -almost surely for ω ∈ RN.
(b) lim
t→∞ limN→∞
xr,N (t) = lim
t→∞ f
(t−1)
r (x) P -almost surely for ω ∈ RN.
Theorem 1.1 is based on an inductive argument and the repeated application of standard in-
equalities that are tight enough to show that for any ε > 0
∞∑
N=1
P (|xr,N (t)− f (t−1)r (x)| > ε) <∞.
This summability condition yields the conclusion of part (a). Part (b) is then answered by consid-
ering the limiting behavior of xr(t) as t → ∞ for the various values of r as outlined in Chapter
2.
A particular case of interest is the case r = 4, for which the logistic map f4 exhibits chaotic
behavior in the limit t→∞. The chaotic behavior of f4 includes the following features.
These are presented in detail in the first section of [6].
• f4 has periodic cycles of every integer order.
• For m-almost every initial value x ∈ [0, 1] the limit set of the sequence x4(t) = f (t−1)4 (x) as
t→∞ is the interval [0, 1], i.e. for m-almost every initial value x ∈ [0, 1] and any y ∈ [0, 1]
there exists a subsequence x4(tj) = f
(tj−1)
4 (x) for j ∈ N such that x4(tj)→ y as j →∞.
• Given ε > 0 small enough, for m-almost any x, y ∈ [0, 1] such that |x− y| < ε, there exists
a j ∈ N such that |f (j)4 (x)− f (j)4 (y)| > ε.
The limit lim
t→∞ f
(t−1)
4 (x) in part (b) of Theorem 1.1 involves the chaotic behavior of the logistic
map dynamical system as summarized in the three bullets preceding the statement of the theorem.
Clearly, part (b) of Theorem 1.1 does not quantify the chaotic behavior of this dynamical system.
Interestingly, this quantification is the content of part (b) of Theorem 1.2, which studies the
asymptotic behavior of the Markov chain x4,N (t) in the reverse double limit t → ∞ followed by
N → ∞. The statement of the theorem requires that we fill in some background. In Theorem 2.2
we prove that there exists a probability measure σr,N on [0, 1] with the following properties:
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• σr,N is the unique invariant measure of xr,N (t).
• As t → ∞, xr,N (t) converges in distribution to σr,N ; i.e., for any continuous function g
mapping [0, 1] into R and any x ∈ [0, 1]
lim
t→∞Ex(g(xr,N (t))) =
∫
[0,1]
g(x)σr,N (dx).
In this formula Ex denotes expectation conditioned on xr,N (1) = x. The limit in the second bullet
is the content of part (a) of Theorem 1.2 for r = 4. Part (b) of Theorem 1.2 involves a new quantity
σ∗, a probability measure on [0, 1] that is the unique invariant measure for the logistic map f4 that
is absolutely continuous with respect to Lebesgue measure on [0, 1]; i.e., for any Borel subset A of
[0, 1], σ∗(f−14 (A)) = σ
∗(A). The probability measure σ∗, which was discovered by Ulam and von
Neumann [27], has the density 1/[pi
√
x(1− x)] on [0, 1]. In part (b) we prove that the sequence
σ4,N converges weakly to σ∗ as N → ∞. The proof of part (b) is given in Chapter 5 and involves
the theory of Frobenius-Perron operators as well as Birkhoff’s pointwise ergodic theorem. In part
(c) of the theorem we combine the limits in parts (a) and (b) to show that in the limit t → ∞
followed by N → ∞ the Ulam-von Neumann Markov chain x4,N (t) converges in distribution to
the Ulam-von Neumann invariant measure σ∗.
Theorem 1.2. ForN ∈ N, σ4,N denotes the unique invariant measure of the Markov chain x4,N (t),
the existence of which is proved in Theorem 2.2. The quantity σ∗ is the Ulam-von Neumann invariant
measure for f4. Then for any continuous function g mapping [0, 1] into R the following conclusions
hold.
(a) lim
t→∞Ex(g(x4,N (t))) =
∫
[0,1]
g(x)σ4,N (dx).
(b) lim
N→∞
∫
[0,1]
g(x)σ4,N (dx) =
∫
[0,1]
g(x)σ∗(dx).
(c) It follows that
lim
N→∞
lim
t→∞Ex(g(x4,N (t))) =
∫
[0,1]
g(x)σ∗(dx).
A similar result was obtained by Katok and Kifer in [12]. They considered random perturbations
of the logistic map and obtained a set of weak limits for values of r close to 4, since they were
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interested in the case where the limit set of the logistic map contained an interval. In this work, we
apply a technique they used for r = 4 and present a modified proof for our model. Furthermore,
we consider other values of r that were not presented in their paper. The weak limit in those cases
expresses the limiting behavior of the deterministic system. There are three other cases considered:
(a) r ∈ (0, 1], where lim
t→∞xr(t) = 0 for xr(1) = x ∈ [0, 1].
(b) r ∈ (1, 3], where lim
t→∞xr(t) = 1 −
1
r
for xr(1) = x ∈ (0, 1) and xr(t) = 0 for all t when
xr(1) = x ∈ {0, 1}.
(c) xr(t) has a stable 2k-cycle
{
p
(1)
r,k , . . . , p
(2k)
r,k
}
when r ∈ (3, r∞) and k = k(r) is a positive
integer that depends on r. The constant r∞ is called the Feigenbaum number and is approximately
equal to 3.561547...
Specifically for case (c), the 2k-cycle satisfies fr
(
p
(i)
r,k
)
= p
(i+1)
r,k , i = 1, . . . , 2
k−1, and fr
(
p
(2k)
r,k
)
=
p
(1)
r,k . As for the values of k, there exists a sequence {rn}∞n=0 such that
• k = 1 for r0 = 3 < r ≤ r1 = 1 +
√
6.
• k = n for rn−1 < r ≤ rn, n ≥ 2.
• lim
n→∞ rn = r∞.
Considering the cases (a), (b) and (c), we obtain the following analogue to Theorem 1.2.
Theorem 1.3. For any continuous function g mapping [0, 1] into R and x ∈ [0, 1] the following
conclusions hold.
(a) For r ∈ (0, 1], lim
N→∞
lim
t→∞Ex(g(xr,N (t))) = g(0).
(b) For r ∈ (1, 3], lim
N→∞
lim
t→∞Ex(g(xr,N (t))) = g
(
1− 1
r
)
.
(c) For r ∈ (3, r∞), lim
N→∞
lim
t→∞Ex(g(xr,N (t))) =
1
2k
2k∑
i=1
g
(
p
(i)
r,k
)
.
In Chapter 2 we introduce the random logistic model and prove the existence and uniquenesses
of the invariant measure σr,N of the associated Markov chain. In Chapter 3 several properties of
the invariant density hr,N of σr,N are proved. Chapter 4 presents the details of the almost sure
convergence result as stated in Theorem 1.1, as well as convergence rates for the convergence in
probability. Chapter 5 presents the proof of the weak convergence result in part (b) of Theorem 1.2.
Finally, in the appendices we give full details concerning the measurability of the random logistic
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model and present all the tools needed from ergodic theory required to prove part (b) of Theorem
1.2.
1.2 Parallel Bayesian logspline estimators
The recent advances in data science and big data research have brought challenges in analyzing
large data sets in full. These massive data sets may be too large to read into a computer’s memory
in full, and data sets may be located on different machines. In addition, there is a lengthy time
needed to process these data sets. To alleviate these difficulties, many parallel computing methods
have recently been developed. One such approach partitions large data sets into subsets, where
each subset is analyzed on a separate machine using parallel Markov chain Monte Carlo (MCMC)
methods [14, 18, 22]; here, communication between machines is required for each MCMC iteration,
increasing computation time.
Due to the limitations of methods requiring communication between machines, a number of al-
ternative communication-free parallel MCMC methods have been developed for Bayesian analysis
of big data [16, 17]. For these approaches, Bayesian MCMC analysis is performed on each subset
independently, and the subset posterior samples are combined to estimate the full data posterior
distributions. Neiswanger, Wang and Xing [17] introduced a parallel kernel density estimator that
first approximates each subset posterior density and then estimates the full data posterior by multi-
plying together the subset posterior estimators. The authors of [17] show that the estimator they use
is asymptotically exact; they then develop an algorithm that generates samples from the posterior
distribution approximating the full data posterior estimator. Though the estimator is asymptotically
exact, the algorithm of [17] does not perform well for posteriors that have non-Gaussian shape. This
under-performance is attributed to the method of construction of the subset posterior densities; this
method produces near-Gaussian posteriors even if the true underlying distribution is non-Gaussian.
Another limitation of the method of Neiswanger, Wang and Xing is its use in high-dimensional
parameter spaces, since it becomes impractical to carry out this method when the number of model
parameters increases.
Miroshnikov and Conlon [16] introduced a new approach for parallel MCMC that addresses the
limitations of [17]. Their method performs well for non-Gaussian posterior distributions and only
analyzes densities marginally for each parameter, so that the size of the parameter space is not a
6
limitation. The authors use logspline density estimation for each subset posterior, and the subsets
are combined by a direct numeric product of the subset posterior estimates. However, note that this
technique does not produce joint posterior estimates, as in [17].
The estimator introduced in [16] follows the ideas of Neiswanger et al. [17]. Specifically,
let p(x|θ) be the likelihood of the full data given the parameter θ ∈ R. We partition x into M
disjoint subsets xm, with m ∈ {1, 2, ...,M}. For each subset we draw N samples θm1 , θm2 , ..., θmN
whose distribution is given by the subset posterior density p(θ|xm). Given prior p(θ), the datasets
x1, x2, . . . , xM and assuming that they are independent from each other, then the posterior density,
see [17], is expressed by
p(θ|x) ∝ p(θ)
M∏
m=1
p(xm|θ) =
M∏
m=1
pm(θ) =: p
∗(θ) ,
where p(θ|xm) := pm(θ) = p(xm|θ)p(θ)1/M .
(1.3)
We investigate the properties of the estimator pˆ(θ|x), defined in [16], that has the form
pˆ(θ|x) ∝
M∏
m=1
pˆm(θ) =: pˆ
∗(θ) , (1.4)
where pˆm(θ) is the logspline density estimator of pm(θ) and where we suppressed the information
about the data x.
The estimated product pˆ∗ of the subset posterior densities is, in general, unnormalized. This mo-
tivates us to define the normalization constant cˆ for the estimated product pˆ∗. Thus, the normalized
density pˆ, one of the main points of interest in our work, is given by
pˆ(θ) = cˆ−1pˆ∗(θ), where cˆ =
∫
pˆ∗(θ) dθ.
Computing the normalization constant analytically is a difficult task since the subset posterior den-
sities are not explicitly calculated, with the exception of a finite number of points
(
θi, pˆ
∗
m(θi)
)
,
where i ∈ {1, . . . , n}. By taking the product of these values for each i we obtain the value of
pˆ∗(θi). This allows us to numerically approximate the unnormalized product pˆ∗ by using Lagrange
interpolation. The approximating polynomial is denoted by p˜∗. Then we approximate the constant
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cˆ by numerically integrating p˜∗. The approximation of the normalization constant cˆ is denoted by c˜,
given by
c˜ =
∫
p˜∗(θ) dθ, and we set p˜(θ) := c˜−1p˜∗(θ).
The newly defined density p˜ acts as the estimator for the full-data posterior p.
We establish error estimates between the three densities via the mean integrated squared error
or MISE, defined for two functions f, g as
MISE(f, g) := E
∫ (
f(θ)− g(θ))2dθ. (1.5)
Thus, our work involves two types of approximations: 1) the construction of pˆ∗ using logspline
density estimators and 2) the construction of the interpolation polynomial p˜∗. The methodology
of logspline density estimation was introduced in [25] and corresponding error estimates between
the estimator and the density it is approximating are presented in [23, 24]. These error estimates
depend on three factors: i) the Nm number of samples drawn from the subset posterior density, ii)
the Km + 1 number of knots used to create the k-order B-splines, and iii) the step-size of those
knots, which we denote by hm.
We estimate the MISE between the functions pˆ∗ and p∗ by adapting the estimation techniques
introduced in [23, 24]. We then utilize this analysis to establish a similar estimate for the normalized
densities pˆ and p,
MISE(p∗ , pˆ∗) = O
(exp{ M∑
m=1
Km + 1− k
N
1/2
m
+ hj+1max
M∑
m=1
∥∥∥∥dj+1 log(pm)dθj+1
∥∥∥∥
∞
}
− 1
)2 ,
where hmax = maxm{hm} and j + 1 is the number of continuous derivatives of p. Notice that the
exponential contains two terms, where the first depends on the number of samples and the number
of knots and the other depends on the placement of the spline knots. Both terms converge to zero
and for MISE to scale optimally both terms must converge at the same rate. To this end, we choose
hmax and each Km to be functions of the vector N =
{
N1, . . . , NM
}
and scale appropriately with
the norm ‖N‖. This simplifies the above estimate to
MISE(p∗, pˆ∗) = O
(
M2−2β‖N‖−2β
)
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where the parameter β ∈ (0, 1/2) is related to the convergence of the logspline density estimators.
The estimate for MISE between p˜∗ and pˆ∗ is obtained in a similar way by utilizing Lagrange
interpolation error bounds, as described in [1]. This error depends on two factors: i) the step-size
∆x of the grid points chosen to construct the polynomial, where the grid points correspond to the
coordinates
(
θi, pˆ
∗
m(θi)
)
discussed earlier, and ii) the degree l of the Lagrange polynomial. The
estimate obtained is also shown to hold for the normalized densities p˜ and pˆ.
MISE(pˆ∗, p˜∗) = O
( ∆x
hmin(N)
M
)2(l+1) ,
where hmin(N) is the minimal distance between the spline knots and is chosen to asymptotically
scale with the norm of the vector of samples N, see Chapter 6.
We then combine both estimates to obtain a bound for MISE for the densities p and p˜. We obtain
MISE(p , p˜) = O
M2−2β‖N‖−2β +( ∆x
hmin(N)
M
)2(l+1) .
In order for MISE to scale optimally the two terms in the sum must converge to zero at the same
rate. As before with the distance between pˆ∗ and p∗, we choose ∆x to scale appropriately with the
norm of the vector N. This leads to the optimum error bound for the distance between the estimator
p˜ and the density p,
MISE(p , p˜) = O
(
‖N‖−2β
)
where we choose ∆x = O
(
‖N‖−β
(
1
l+1
+ 1
j+1
))
. (1.6)
The arrangement is as follows. In Chapter 6 we set notation and hypotheses that form the
foundation of the analysis. In Chapter 7 we derive an asymptotic expansion for MISE of the non-
normalized estimator, which are central to the analysis performed in subsequent sections. We also
perform there the analysis of MISE for the full data set posterior density estimator pˆ. In Chapter
8, we perform the analysis for the numerical estimator p˜. In Chapter 9 we showcase our simulated
experiments and discuss the results. Finally, in the appendices we provide supplementary lemmas
and theorems employed in Chapters 7 and 8.
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CHAPTER 2
PROPERTIES OF THE LOGISTIC MODEL MARKOV CHAIN
The Markov chain that we analyze is associated with a randomization of the well known logistic
map, some of the properties of which we now summarize [26, §10.3], [6, 1.1]. For r ∈ (0, 4] and
y ∈ [0, 1] we define the logistic map
fr(y) = ry(1− y), (2.1)
and for t ∈ Nwe consider the associated dynamical system yr(t+1) = fr(yr(t)), where yr(1) = y.
For these values of r, the dynamical system {yr(t), t ∈ N} is well defined because fr maps [0, 1]
onto [fr(0), fr(1/2)] = [0, r/4], which for r ∈ (0, 4) is a proper subset of [0, 1] and for r = 4
equals [0, 1].
As is well known, the structure of the set of fixed points of fr changes as r increases. For all
r ∈ (0, 4] the point x = 0 is a fixed point of the logistic map; it is stable for 0 < r ≤ 1 and unstable
for 1 < r ≤ 4. At r = 1 the logistic map undergoes a transcritical bifurcation as the fixed point
xr = 1− 1/r bifurcates from the 0 solution; this new solution is stable for 1 < r ≤ 3 and unstable
for 3 < r ≤ 4. At r = 3 the logistic map undergoes a flip bifurcation as a 2-cycle bifurcates from
the fixed point x3 = 2/3; this 2-cycle consists of a pair of points pr and qr that are given explicitly
in terms of r and satisfy fr(pr) = qr and fr(qr) = pr. It follows that pr and qr are each fixed
points of the second-iterate map f (2)r (x) = fr(fr(x)). For 3 < r < 1 +
√
6 both pr and qr are
stable fixed points of f (2)r . When r is just over 1 +
√
6 the 2-cycle {pr, qr} becomes repelling and
an attracting 4-cycle appears. In general, the behavior becomes much more complex as r increases
to 4. There exists an increasing sequence {rn} ⊂ (3, 4) such that for r ∈ (rn−1, rn], fr has one
repelling 2k-cycle for k = 1, . . . , n− 1 and one attracting 2n-cycle. The sequence {rn} has a limit
r∞ = 3.561547 . . . which is known as the Feigenbaum number. For r ∈ (r∞, 4) the behavior is
extremely irregular and we will not go into much detail. The case r = 4 is worth special attention
for a couple of reasons. First of all, f4 has periodic cycles of any order. Secondly, for m-almost
every y ∈ [0, 1] the limit set of {y4(t)} is the interval [0, 1], i.e. for any y0 and for m-almost every
y in the unit interval there exists a subsequence {y4(tj)} such that y4(tj)→ y0 as j →∞. Last but
not least, f4 is chaotic and it has an invariant measure σ∗ such that σ∗  m given in (B.4).
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We rigorously construct the random logistic model and study it for 0 < r ≤ 4, while the weak
limit theorems obtained in Chapter 5 are for r ∈ (0, r∞) ∪ {4} due to the well-defined nature
of the map. The method employed to obtain those results can be applied to isolated values of
r ∈ (r∞, 4). The random logistic model is defined by perturbing the logistic map with Gaussian
noise parametrized by a quantity N ∈ N; the limit N →∞ defines the vanishing-noise limit. This
model is defined in terms of a Markov chain {xr,N (t), t ∈ N} introduced in (2.3).
The definition of this Markov chain is based on a sequence {Gt, t ∈ N} of independent N(0, 1)
normal random variables that have mean 0 and variance 1 and are defined on a probability space
(Ω,F , P ). It is convenient to use the coordinate representation for this sequence [21, §II.9.2,
Remark 1], defining it on the canonical probability space (RN,B(RN), P ), where RN consists
of all sequences ω = {ωt, t ∈ N} with each ωt ∈ R, B(RN) is the Borel σ-algebra of sub-
sets of RN generated by the algebra of finite-dimensional cylinder sets [21, §II.2.4], and P is
the infinite product measure
∏
t∈N ρt(dωt) on B(RN) having identical one-dimensional marginals
ρt(dωt) = (2pi)
−1/2 exp
[−ω2t /2]dωt. The finite-dimensional cylinder sets have the form {ω ∈
RN : (ω1, ω2, . . . , ωn) ∈ B} for n ∈ N and B a Borel subset of Rn. For t ∈ N and ω =
(ω1, ω2, . . .) ∈ RN the sequence of independent N(0, 1) random variables is defined by Gt(ω) =
ωt, the projection of ω upon the coordinate ωt.
In terms of this i.i.d. sequence we define a family of random variables ξt(fr(x), N) that repre-
sent the noise in the random logistic model and assure that the Markov chain defined in (2.3) takes
values in [0, 1]. Such a cutoff is suggested in [11]. For t ∈ N, x ∈ [0, 1], and ω ∈ Ω we define
ξt(fr(x), N)(ω) to equal Gt(ω) conditioned on Gt ∈ [−
√
Nfr(x),
√
N(1− fr(x))]. For Γ a Borel
subset of R, ξt(fr(x), N) has the distribution
P (ξt(fr(x), N) ∈ Γ) (2.2)
= P (Gt ∈ Γ |Gt ∈ [−
√
Nfr(x),
√
N(1− fr(x))])
=
P (Gt ∈ Γ ∩ [−
√
Nfr(x),
√
N(1− fr(x))])
P (Gt ∈ [−
√
Nfr(x),
√
N(1− fr(x))]
=
1
αr,N (x)
·
∫
Γ∩[−√Nfr(x),
√
N(1−fr(x))]
exp
[
−1
2
w2
]
dw,
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where αr,N (x) is the normalization
αr,N (x) =
∫
[−√Nfr(x),
√
N(1−fr(x))]
exp
[
−1
2
w2
]
dw.
Fix r ∈ (0, 4]. For x ∈ [0, 1] define x(1) = x; although we do not assume this, x(1) can also
be a random variable whose distribution is a nontrivial probability measure on [0, 1]. For t ∈ N and
ω ∈ RN the random logistic model is defined as the Markov chain xr,N (t) = xr,N (t, ω) satisfying
the iteration
xr,N (t+ 1, ω) = fr(xr,N (t, ω)) +
1√
N
ξt(fr(xr,N (t, ω))), (2.3)
where fr(y) is the logistic map ry(1 − y) for y ∈ [0, 1]. In order to simplify the notation, we
write x(t) = xr,N (t), suppressing the dependence on r and N . This Markov chain is stationary
because its transition probability function does not depend on t. The explicit form of this transition
probability function is given in Theorem 2.1 where we use the independence proved in part (c) of
Lemma A.1.
Theorem 2.1. Fix r ∈ (0, 4] and N ∈ N. Let {x(t), t ∈ N} = {xr,N (t), t ∈ N} be the stationary
Markov chain on [0, 1] defined in (2.3). For x ∈ [0, 1] and Γ a Borel subset of [0, 1] the transition
probability function Kr,N (x,Γ) = P (x(t+ 1) ∈ Γ |x(t) = x) has the form
Kr,N (x,Γ) =
∫
Γ
qr,N (x, y) dy.
The transition probability density qr,N (x, y) is given by
qr,N (x, y) =
1
br,N (x)
· exp
[
−N
2
(y − fr(x))2
]
, (2.4)
where br,N (x) is the normalization
br,N (x) =
∫
[0,1]
exp
[
−N
2
(y − fr(x))2
]
dy.
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Proof. For any Borel subset Γ of [0, 1]
Kr,N (x,Γ) = P (x(t+ 1) ∈ Γ |x(t) = x)
= P (fr(x(t)) +N
−1/2ξt(fr(x(t)), N) ∈ Γ |x(t) = x)
= P (fr(x) +N
−1/2ξt(fr(x), N) ∈ Γ |x(t) = x)
= P (N−1/2ξt(fr(x), N) ∈ Γ− fr(x))
= P (N−1/2Gt ∈ Γ− fr(x) |N−1/2Gt ∈ [−fr(x), 1− fr(x)])
=
P (N−1/2Gt ∈ (Γ− fr(x)) ∩ [−fr(x), 1− fr(x)])
P (N−1/2Gt ∈ [−fr(x), 1− fr(x)])
=
1∫
[−fr(x),1−fr(x)] exp
[−N2 w2] dw ·
∫
(Γ−fr(x))∩[−fr(x),1−fr(x)]
exp
[
−N
2
w2
]
dw
=
1
br,N (x)
·
∫
Γ
exp
[
−N
2
(y − fr(x))2
]
dy.
The first two equalities follow from the definitions of K(x,Γ) and xt+1, the third equality by
conditioning on x(t) = x, the fourth equality from the independence of ξt(fr(x), N) and x(t)
[Lemma A.1(c)], the fifth through seventh equalities from the fact that N−1/2ξt(fr(x), N) equals
N−1/2Gt conditioned on N−1/2Gt ∈ [−fr(x), 1− fr(x)], and the last equality from the change of
variables y = w + fr(x). In the last line of the display br,N (x) is the normalization
br,N (x) =
∫
[0,1]
exp
[
−N
2
(y − fr(x))2
]
dy.
It follows that Kr,N (x,Γ) =
∫
Γ qr,N (x, y) dy, where qr,N (x, y) is defined in (2.4). This completes
the proof of the theorem.
In Theorem 2.1 we show that the Markov chain x(t) on [0, 1] has the transition probability den-
sity qr,N (x, y) defined in (2.4). For all r ∈ (0, 4] and N ∈ N, qr,N (x, y) is continuous and strictly
positive for (x, y) ∈ [0, 1] × [0, 1]. Hence we have the following result, which is a consequence of
standard ergodic theory for Markov chains [8, §VIII.7], [10, Thm. 1.2]. For m ∈ N, m ≥ 2 and Γ
a Borel subset of [0, 1] we denote by Kmr,N (x,Γ) the m-step transition probability function defined
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iteratively by
Kmr,N (x,Γ) =
∫
[0,1]
Kr,N (y,Γ)K
m−1
r,N (x, dy).
Theorem 2.2. Fix r ∈ (0, 4] and N ∈ N. Let {x(t), t ∈ N} = {xr,N (t), t ∈ N} be the stationary
Markov chain on [0, 1] defined in (2.3). The transition probability density qr,N (x, y) is defined in
(2.4). For all N ∈ N the following conclusions hold.
(a) The Markov chain {x(t), t ∈ N} is ergodic in the sense that there exists a probability
measure σr,N on [0, 1] such that for all x ∈ [0, 1] the following weak limit holds: for any continuous
function θ mapping [0, 1] into R
lim
m→∞
∫
[0,1]
θ(y)Kmr,N (x, dy) =
∫
[0,1]
θ(y)σr,N (dy). (2.5)
This weak limit is summarized by writing Kmr,N (x, ·)⇒ σr,N .
(b) The measure σr,N is the unique invariant measure of the Markov chain; that is, σr,N is the
unique probability measure on [0, 1] satisfying for any Borel subset Γ of [0, 1]
σr,N (Γ) =
∫
[0,1]
Kr,N (x,Γ)σr,N (dx). (2.6)
The invariant measure σr,N has a strictly positive, continuous density hr,N on [0, 1] satisfying for
all y ∈ [0, 1]
hr,N (y) =
∫
[0,1]
hr,N (x) qr,N (x, y) dx. (2.7)
Proof. (a) The existence of a probability measure σr,N satisfying a limit that implies the weak limit
(2.5) is proved in Theorem 1.2 in [10]. Assumption 1 of that theorem is satisfied with V (x) = 1 for
all x ∈ [0, 1] and K = 1. Since the density qr,N (x, y) is strictly positive for (x, y) ∈ [0, 1]× [0, 1],
Assumption 2 is satisfied by choosing α = 1√
2pi
√
Ne−N/2, which is less than 1 for any N , and
ν the Lebesgue measure on [0, 1]. The same limit also follows from Theorems 1 and 2 in Section
VIII.7 in [8]. As shown in Example (b) on page 265 of [8], these theorems are applicable since the
transition probability density qr,N (x, y) is strictly positive for (x, y) ∈ [0, 1] × [0, 1], making the
transition probability function Kr,N (x,Γ) a strictly positive regular kernel on the closed bounded
interval [0, 1] in the sense of Definitions 1 and 2 on page 264. In appendix C the proof of the
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ergodicity stated in [8] is given in detail.
(b) The fact that σr,N is the unique invariant measure of the Markov chain x(t) is a standard
consequence of the existence of the limit (2.5) for any continuous function θ mapping [0, 1] into R.
To show that σr,N has a strictly positive, continuous density, we substitute into (2.6) the following
formula, proved in Theorem 2.1 and valid for x ∈ [0, 1] and Γ a Borel subset of [0, 1]:
Kr,N (x,Γ) =
∫
Γ
qr,N (x, y) dy.
An application of the Fubini-Tonelli Theorem allows us to write
σr,N (Γ) =
∫
Γ
(∫
[0,1]
qr,N (x, y)σr,N (dx)
)
dy,
which identifies
hr,N (y) =
∫
[0,1]
qr,N (x, y)σr,N (dx)
as the density of σr,N . Since qr,N (x, y) is a strictly positive, continuous function on [0, 1] × [0, 1],
the strict positivity and continuity of hr,N (y) for y ∈ [0, 1] follow. In turn, since σr,N has the density
hr,N , the last display implies that for all y ∈ [0, 1]
hr,N (y) =
∫
[0,1]
qr,N (x, y)hr,N (x) dx,
which is equation (2.7). This completes the proof of the theorem.
In the next chapter we discuss the properties of the density hr,N of the invariant measure σr,N
of the Markov chain x(t), where we drop the subscripts r,N for convenience.
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CHAPTER 3
PROPERTIES OF THE INVARIANT DENSITY hr,N
In this chapter we study additional properties of the density hr,N of the invariant measure σr,N of the
Markov chain x(t). We refer to hr,N as the invariant density. The existence of hr,N , its continuity,
and strict positivity are proved in part (b) of Theorem 2.2. The properties of hr,N will be applied in
subsequent chapters where we determine the asymptotic behavior of hr,N and of xr,N (t).
We start by studying the asymptotic behavior of the normalization br,N of the transition proba-
bility density of the logistic Markov chain, the form of which is given in Theorem 2.1. For x ∈ [0, 1]
this normalization is defined by
br,N (x) =
∫
[0,1]
exp
[
−N
2
(y − fr(x))2
]
dy. (3.1)
For r ∈ (0, 4] this asymptotic behavior is a key component in the proof, given in part (b) of Propo-
sition 3.2, of the uniform positivity of br,N (x) for N ∈ N and x ∈ [0, 1]. In turn, the uniform
positivity of br,N (x) is used to prove the estimates on the invariant density hr,N in parts (a) and
(b) of Theorem 3.3 and is required in several crucial places in the proofs of the weak convergence
limits for hr, N in Chapter 5. The normalization br,N exhibits a slight change in behavior for r = 4.
Therefore, we will consider two cases in the following analysis, one where r ∈ (0, 4) and one
where r = 4. This difference is attributed to the fact that f4 maps the interval [0, 1] to [0, 1] with
f4(1/2) = 1.
The change of variables z =
√
N(y − fr(x)) in the definition of br,N gives
√
Nbr,N (x) =
∫ √N(1−fr(x))
−√Nfr(x)
exp
[
−1
2
z2
]
dz
For r ∈ (0, 4) and x ∈ (0, 1), we have fr(x) > 0 and 1− fr(x) > 0, and thus
lim
N→∞
√
Nbr,N (x) =
∫ ∞
−∞
exp
[
−1
2
z2
]
dz =
√
2pi.
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On the other hand, if x = 0 or x = 1, then fr(x) = 0, and therefore
lim
N→∞
√
Nbr,N (0) = lim
N→∞
√
Nbr,N (1) =
∫ ∞
0
exp
[
−1
2
z2
]
dz =
√
2pi
2
=
√
pi
2
.
For r = 4 and x ∈ (0, 12) ∪ (12 , 1), we again have fr(x) > 0 and 1− fr(x) > 0 and thus
lim
N→∞
√
Nbr,N (x) =
√
2pi.
The cases x = 0 and x = 1 yield the same result when r ∈ (0, 4).
Now let’s consider x = 12 . Then fr(
1
2) = 1 and thus
lim
N→∞
√
Nbr,N (1/2) =
∫ 0
−∞
exp
[
−1
2
z2
]
dz =
√
2pi
2
=
√
pi
2
.
These simple calculations reveal a singularity in the limiting behavior of
√
Nbr,N (x). For r ∈
(0, 4),
√
Nbr,N converges to
√
2pi for x ∈ (0, 1) and to √pi/2 for x = 0 and x = 1. For r = 4,
√
Nbr,N converges to
√
2pi for x ∈ (0, 1/2) ∪ (1/2, 1) and to √pi/2 for x ∈ {0, 1/2, 1}. Because
of this asymptotic singularity, the proof in Proposition 3.2 of the uniform positivity of br,N (x) for
N ∈ N and x ∈ [0, 1] is subtle. It depends on the next proposition, in part (a) of which we show
that for r ∈ (0, 4) and any ε ∈ (0, 1/2) the convergence of √Nbr,N (x) to
√
2pi is uniform for
x ∈ [ε, 1 − ε]. The uniform positivity of br,N (x) for N ∈ N and x ∈ [ε, 1 − ε], stated in part
(b), follows immediately. In part (c) we prove for r = 4 and any ε ∈ (0, 1/4) that √Nb4,N (x)
converges uniformly to
√
2pi for x ∈ [ε, 1/2− ε] ∪ [1/2 + ε, 1− ε] and part (d) states the uniform
positivity of b4,N (x) for N ∈ N and x ∈ [ε, 1/2− ε] ∪ [1/2 + ε, 1− ε].
Proposition 3.1. The normalization br,N (x) defined in (3.1) has the following properties.
(a) Fix r ∈ (0, 4) and ε ∈ (0, 1/2). We have the uniform limit
lim
N→∞
sup
x∈[ε,1−ε]
|
√
Nbr,N (x)−
√
2pi| = 0.
(b) With the same conditions as in part (a), there exists α1 > 0 such that
inf
N∈N
inf
x∈[ε,1−ε]
√
Nbr,N (x) ≥ α1 > 0.
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(c) Fix r = 4 and ε ∈ (0, 1/4). We have the uniform limit
lim
N→∞
sup
x∈[ε,1/2−ε]∪[1/2+ε,1−ε]
|
√
Nb4,N (x)−
√
2pi| = 0.
(d) With the same conditions as in part (c), there exists α2 > 0 such that
inf
N∈N
inf
x∈[ε,1/2−ε]∪[1/2+ε,1−ε]
√
Nb4,N (x) ≥ α2 > 0.
Proof. We use the fact that for any a ∈ (0,∞)
∫ ∞
a
exp
[
−1
2
z2
]
dz ≤
∫ ∞
a
z
a
exp
[
−1
2
z2
]
dz =
1
a
exp
[
−1
2
a2
]
.
The inequality holds since z ≥ a in the integral while the equality holds by integrating by parts. It
follows that for all N ∈ N and any x ∈ [ε, 1− ε]
0 <
√
2pi −
√
Nbr,N (x)
=
∫ ∞
−∞
exp
[
−1
2
z2
]
dz −
∫ √N(1−fr(x))
−√Nfr(x)
exp
[
−1
2
z2
]
dz
=
∫ ∞
√
Nfr(x)
exp
[
−1
2
z2
]
dz +
∫ ∞
√
N(1−fr(x))
exp
[
−1
2
z2
]
dz
≤
∫ ∞
√
Nfr(ε)
exp
[
−1
2
z2
]
dz +
∫ ∞
√
N(1−r/4)
exp
[
−1
2
z2
]
dz
≤ 1√
Nfr(ε)
exp
[
−N
2
(fr(ε))
2
]
+
1√
N(1− r/4) exp
[
−N
2
(1− r/4)2
]
.
We now choose any positive number c satisfying 0 < c < min(fr(ε), 1 − r/4); since r ∈ (0, 4),
this minimum is positive. Then for all N the following uniform bound holds:
0 < sup
x∈[ε,1−ε]
(√
2pi −
√
NbN (x)
)
≤ 2√
Nc
exp
[
−N
2
c2
]
.
This bound shows that
√
Nbr,N (x) converges to
√
2pi uniformly for x ∈ [ε, 1 − ε]. The proof of
part (a) is complete.
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(b) Part (a) implies that there exists N0 ∈ N such that for all N ≥ N0 and all x ∈ [ε, 1 − ε],
√
Nbr,N (x) ≥
√
2pi/2 =
√
pi/2. Since each of the functions
√
Nbr,N (x) for N ∈ {1, 2, . . . , N0 −
1} is strictly positive, there exists a constant α1 > 0 such that
√
Nbr,N (x) ≥ α1 for all N ∈ N and
all x ∈ [ε, 1− ε]. This proves part (b) of the proposition.
(c) The proof is the same as in part (a) with the difference that r/4 is replaced with f4(1/2− ε).
This yields 1− f4(1/2− ε) > 0 which, in turn, validates the proof.
(d) The proof is the same as in part (b) with the interval [ε, 1 − ε] replaced with [ε, 1/2 − ε] ∪
[1/2 + ε, 1− ε].
For r ∈ (0, 4) part (b) of Proposition 3.1 proves the uniform positivity of br,N (x) for N ∈ N
and x ∈ [ε, 1− ε] for any ε ∈ (0, 1/2). For r = 4 part (d) proves the uniform positivity of br,N (x)
for N ∈ N and x ∈ [ε, 1/2− ε] ∪ [1/2 + ε, 1− ε] for any ε ∈ (0, 1/4). We next give the extension
of parts (b) and (d) of Proposition 3.1 to show the uniform positivity of br,N (x) for N ∈ N and
x ∈ [0, 1].
Proposition 3.2. Fix r ∈ (0, 4]. The normalization br,N (x) defined in (3.1) has the following
property: there exists β > 0 such that
inf
N∈N
inf
x∈[0,1]
√
Nbr,N (x) ≥ β > 0.
Proof. We prove the proposition by contradiction, assuming that it is false; thus that
inf
N∈N
inf
x∈[0,1]
√
Nbr,N (x) = 0.
It follows that there exists an increasing subsequence {Nk, k ∈ N} in N and a sequence of points
{xNk , k ∈ N} in [0, 1] such that
lim
k→∞
√
Nkbr,Nk(xNk) = 0. (3.2)
Since [0, 1] is compact, there exists an increasing subsubsequence {Nk′ , k′ ∈ N} of {Nk, k ∈ N}
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and x¯ ∈ [0, 1] such that
lim
k′→∞
xNk′ = x¯ and limk′→∞
√
Nk′br,Nk′ (xNk′ ) = 0. (3.3)
First we will consider the case r ∈ (0, 4). There are three possibilities: either x¯ ∈ (0, 1) or
x¯ = 0 or x¯ = 1. If x¯ ∈ (0, 1), then the second limit in (3.3) contradicts part (b) of Proposition
3.1, which asserts the uniform positivity of br,N (x) for N ∈ N and x ∈ [ε, 1 − ε] for any positive
number ε satisfying 0 < ε < min(x¯/2, 1− x¯/2). It follows that the case x¯ ∈ (0, 1) cannot arise.
We now consider the case x¯ = 0. By a change of variables
√
Nk′br,Nk′ (xNk′ ) =
√
Nk′
∫
[0,1]
exp
[
−Nk′
2
(y − fr(xNk′ ))2
]
dy
=
∫ √Nk′ (1−fr(xNk′ ))
−
√
Nk′fr(xNk′ )
exp
[
−1
2
z2
]
dz.
Since by assumption xNk′ → x¯ = 0 as k′ →∞, in the upper limit of the integral fr(xNk′ )→ 0 as
k′ →∞. Since in the lower limit of the integral fr(xNk′ ) ≥ 0, there exists k0 ∈ N such that for all
k′ ≥ k0 √
Nk′br,Nk′ (xNk′ ) ≥
∫ √Nk′/2
0
exp
[
−1
2
z2
]
dz.
It follows that there exists k1 ∈ N such that for all k′ ≥ k1
√
Nk′br,Nk′ (xNk′ ) ≥
1
2
∫ ∞
0
exp
[
−1
2
z2
]
dz =
√
pi
8
.
Since
√
Nk′br,Nk′ (xNk′ ) > 0 for k
′ ∈ {1, 2, . . . , k1 − 1}, we conclude that there exists β > 0 such
that
√
Nk′br,Nk′ (xNk′ ) ≥ β > 0 for all k′ ∈ N. However, this assertion contradicts the limit (3.3),
proving that the case x¯ = 0 cannot arise.
By the same proof we show that the case x¯ = 1 also cannot arise.
Now we will fix r = 4. For this value of r we will investigate four possibilities: either x¯ ∈
(0, 1/2) ∪ (1/2, 1) or x¯ = 0 or x¯ = 1/2 or x¯ = 1. If x¯ ∈ (0, 1/2) ∪ (1/2, 1), then the second
limit in (3.3) contradicts part (d) of Proposition 3.1, which asserts the uniform positivity of b4,N (x)
for N ∈ N and x ∈ [ε, 1/2 − ε] ∪ [1/2 + ε, 1 − ε] for any positive number ε satisfying 0 < ε <
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min(x¯/4, 1− x¯/4). It follows that the case x¯ ∈ (0, 1/2) ∪ (1/2, 1) cannot arise.
We now consider the case x¯ = 1/2. By a change of variables
√
Nk′b4,Nk′ (xNk′ ) =
√
Nk′
∫
[0,1]
exp
[
−Nk′
2
(y − f4(xNk′ ))2
]
dy
=
∫ √Nk′ (1−f4(xNk′ ))
−
√
Nk′f4(xNk′ )
exp
[
−1
2
z2
]
dz.
Since by assumption xNk′ → x¯ = 1/2 as k′ → ∞, in the lower limit of the integral f4(xNk′ ) → 1
as k′ →∞. Since in the upper limit of the integral 1− f4(xNk′ ) ≥ 0, there exists k0 ∈ N such that
for all k′ ≥ k0 √
Nk′b4,Nk′ (xNk′ ) ≥
∫ 0
−
√
Nk′/2
exp
[
−1
2
z2
]
dz.
It follows that there exists k1 ∈ N such that for all k′ ≥ k1
√
Nk′b4,Nk′ (xNk′ ) ≥
1
2
∫ 0
−∞
exp
[
−1
2
z2
]
dz =
√
pi
8
.
Since
√
Nk′b4,Nk′ (xNk′ ) > 0 for k
′ ∈ {1, 2, . . . , k1 − 1}, we conclude that there exists β > 0 such
that
√
Nk′b4,Nk′ (xNk′ ) ≥ β > 0 for all k′ ∈ N. However, this assertion contradicts the limit (3.3),
proving that the case x¯ = 1/2 cannot arise.
The cases x¯ = 0 and x¯ = 1 are exactly the same as with the proof done for the values of
r ∈ (0, 4).
The proof of the proposition is complete.
The next theorem proves a number of properties of the invariant density hr,N needed in the
analysis of the asymptotic behavior of this quantity, carried out in later sections. In parts (a) and (b)
we obtain bounds on hr,N . The proof of the theorem uses the fact, proved in part (b) of Theorem
2.2, that for all y ∈ [0, 1]
hr,N (y) =
∫
[0,1]
hr,N (x) qr,N (x, y) dx. (3.4)
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The transition probability density kr,N (x, y) is given by
kr,N (x, y) =
1
br,N (x)
· exp
[
−N
2
(y − fr(x))2
]
,
where
br,N (x) =
∫
[0,1]
exp
[
−N
2
(y − fr(x))2
]
dy.
Substituting the formula for kr,N (x, y) into (3.4) gives
hr,N (y) =
∫
[0,1]
hr,N (x) · 1
br,N (x)
· exp
[
−N
2
(y − fr(x))2
]
dx. (3.5)
In part (b) of the theorem the notation Ranfr denotes the range of fr on [0, 1], which equals the
closed interval [fr(0), fr(1/2)] = [0, r/4].
Theorem 3.3. Fix r ∈ (0, 4]. The invariant density hr,N has the following properties.
(a) There exists a positive constant γ ∈ (0,∞) such that
0 < sup
y∈[0,1]
hr,N (y) ≤ γ
√
N.
The constant γ equals 1/β, where β ∈ (0,∞) is the constant in Proposition 3.2.
(b) Let y be any point in [0, 1] \ Ranfr = (r/4, 1]. Then (y − r/4)2 > 0 and
0 < hr,N (y) ≤ γ
√
N exp
[
−N
2
(y − r/4)2
]
,
where γ is the constant in part (a).
(c) For fixed N ∈ N, the invariant density hr,N is an analytic function.
Proof. (a) In Proposition 3.2 we prove that there exists β > 0 such that
inf
N∈N
inf
x∈[0,1]
√
Nbr,N (x) ≥ β > 0.
Since for all x and y in [0, 1] we have exp
[−N2 (y − fr(x))2] ≤ 1, it follows from (3.5) that
0 < hr,N (y) =
√
N
∫
[0,1]
hr,N (x) · 1√
Nbr,N (x)
· exp
[
−N
2
(y − fr(x))2
]
dx
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≤
√
N · 1
β
∫ 1
0
hr,N (x) dx = γ
√
N,
where γ = 1/β < ∞. The last equality follows from the fact that hr,N is a density and so has
integral 1 over [0, 1]. The proof of part (a) is complete.
(b) For all x ∈ [0, 1], (y − fr(x))2 ≥ (y − r/4)2 > 0. Hence by (3.5) and Proposition 3.2
0 < hr,N (y) =
√
N
∫
[0,1]
hr,N (x) · 1√
Nbr,N (x)
· exp
[
−N
2
(y − fr(x))2
]
dx
≤ 1
β
√
N · exp
[
−N
2
(y − r/4)2
]
·
∫ 1
0
hr,N (x) dx
=
1
β
√
N · exp
[
−N
2
(y − r/4)2
]
.
This gives the inequality in part (b) with γ = 1/β. The proof of part (b) is complete.
(c) For hN = hr,N to be analytic, we would like to have a positive radius of convergence around
x so we can write hN (y) =
∞∑
k=0
h
(k)
N (x)
k!
(y − x)k for some x ∈ (0, 1). That means having control
over the derivatives.
Let y ∈ (0, 1). Since hN (y) =
∫
[0,1]
hN (x)
1
bN (x)
exp
[
−N
2
(y − f(x))2
]
dx, differentiating under
the integral sign we have
h
(k)
N (y) =
∫
[0,1]
hN (x)
1
bN (x)
dk
dyk
exp
[
−N
2
(y − f(x))2
]
dx
=
∫
[0,1]
hN (x)
1
bN (x)
[
(−1)kN k2 Γk
(√
N |y − f(x)|
)]
exp
[
−N
2
(y − f(x))2
]
dx,
where Γk(x) is the k-th Hermite polynomial and is given explicitly by
Γk(x) = k!
[ k
2
]∑
n=0
(−1)n
n!(k − 2n)!
xk−2n
2n
.
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If |x| ≤ C for some C, then a bound for the k-th Hermite polynomial is
|Γk(x)| ≤ k!
[ k
2
]∑
n=0
|(−1)n|
n!(k − 2n)!
|x|k−2n
2n
≤ k!
[ k
2
]∑
n=0
1
n!(k − 2n)!
Ck−2n
2n
,
where the bound is independent of the variable x.
Back to the derivatives of hN . Taking absolute value we have
|h(k)N (y)| ≤
∫
[0,1]
hN (x)
1
bN (x)
∣∣∣(−1)kN k2 Γk (√N |y − f(x)|)∣∣∣ exp [−N
2
(y − f(x))2
]
dx
=
∫
[0,1]
hN (x)
1
bN (x)
N
k
2
∣∣∣Γk (√N |y − f(x)|)∣∣∣ exp [−N
2
(y − f(x))2
]
dx
≤ N k2 sup
x,y∈[0,1]
∣∣∣Γk (√N |y − f(x)|)∣∣∣ ∫
[0,1]
hN (x)
1
bN (x)
exp
[
−N
2
(y − f(x))2
]
dx.
Since exp
[−N2 (y − f(x))2] ≤ 1 and 1bN (x) ≤ γ√N from part (a) and the fact that hN is a
probability density on [0, 1] yield
∫
[0,1]
hN (x)
1
bN (x)
exp
[
−N
2
(y − f(x))2
]
dx ≤ γ
√
N
∫
[0,1]
hN (x)dx = γ
√
N.
Thus, we have that the k-th derivative of hN is bounded by
|h(k)N (y)| ≤ γ
√
NN
k
2 sup
x,y∈[0,1]
∣∣∣Γk (√N |y − f(x)|)∣∣∣ .
Since |y− f(x)| ≤ 1 and thus√N |y− f(x)| ≤ √N , we have from the bound we calculated above
for Γk that
|h(k)N (y)| ≤ γ
√
NN
k
2 k!
[ k
2
]∑
n=0
1
n!(k − 2n)!
(
√
N)k−2n
2n
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= γ
√
NN
k
2 k!
[ k
2
]∑
n=0
1
n!(k − 2n)!
N
k
2
−n
2n
= γ
√
NNkk!
[ k
2
]∑
n=0
1
n!(k − 2n)!(2N)n
≤ γ
√
NNkk!
[ k
2
]∑
n=0
1
n!(k − 2n)!2n
= γ
√
NNkT (k),
where the last inequality is due to the fact that
1
Nn
≤ 1 and T (k) is the k-th telephone number. For
more details on that sequence of numbers, the reader is referred to [2, 5].
At this point let’s write down the Taylor series for hN expanded around y = x:
hN (y) =
∞∑
k=0
h
(k)
N (x)
k!
(y − x)k.
Taking absolute values we get
∣∣∣∣∣
∞∑
k=0
h
(k)
N (x)
k!
(y − x)k
∣∣∣∣∣ ≤
∞∑
k=0
|h(k)N (x)|
k!
|y − x|k
≤
∞∑
k=0
γ
√
NNkT (k)
k!
|y − x|k
= γ
√
N
∞∑
k=0
T (k)
k!
(N |y − x|)k
= γ
√
N exp
(
(N |y − x|)2
2
+N |y − x|
)
,
where the last result is bounded for fixed N and |y − x| ≤ 1. It is due to the fact that
∞∑
k=0
T (k)
k!
yk = exp
(
y2
2
+ y
)
, y ∈ R,
and thus
∞∑
k=0
h
(k)
N (x)
k!
(y − x)k
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converges absolutely. The next and final step is to show that the series converges to hN itself.
To show convergence of the Taylor series to hN , we need to show that the remainder Rk(y)
converges to 0 as k →∞. Let y ∈ (0, 1). Then we have
0 ≤ |Rk(y)| =
∣∣∣∣∣
∫ y
0
h
(k+1)
N (t)
k!
(y − t)kdt
∣∣∣∣∣
≤
∫ y
0
|h(k+1)N (t)|
k!
(y − t)kdt.
Since 0 ≤ y − t ≤ 1 and |hk+1N (t)| ≤ γ
√
NNk+1T (k + 1), we have that
|Rk(y)| ≤
∫ y
0
γ
√
NNk+1T (k + 1)
k!
dt
=
γ
√
NNk+1T (k + 1)
k!
y
≤ γ
√
NNk+1T (k + 1)
k!
.
Now, using the fact that T (k + 1) = T (k) + kT (k − 1) ≤ (k + 1)T (k) we have that
∞∑
k=0
γ
√
NNk+1T (k + 1)
k!
≤
∞∑
k=0
γ
√
NNk+1(k + 1)T (k)
k!
≤
∞∑
k=0
γ
√
NNk+12k+1T (k)
k!
= γ
√
N2N
∞∑
k=0
(2N)kT (k)
k!
= 2γN3/2
∞∑
k=0
T (k)
k!
(2N)k
= 2γN3/2 exp
(
4N2
2
+ 2N
)
= 2γN3/2 exp
(
2N2 + 2N
)
.
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Therefore, the series
∞∑
k=0
γ
√
NNk+1T (k + 1)
k!
converges which means that
γ
√
NNk+1T (k + 1)
k!
→ 0 as k →∞.
Thus, we conclude that Rk(y)→ 0 as k →∞ which implies that for any x ∈ (0, 1)
hN (y) =
∞∑
k=0
h
(k)
N (x)
k!
(y − x)k, y ∈ (0, 1),
and thus hN is an analytic function.
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CHAPTER 4
FIRST RESULTS: CONVERGENCE ALMOST SURELY AND IN PROBABILITY
4.1 Almost sure convergence
The goal is to show that the Random Logistic Model reduces to the deterministic logistic map almost
surely as the noise vanishes. Therefore, we need to show that for fixed t ∈ N we have
lim
N→∞
xr,N (t) = f
(t−1)
r (y) with probability 1,
where x(1) = y ∈ [0, 1] fixed. The proof will be done by induction. First we prove that
lim
N→∞
xr,N (2) = fr(y) with probability 1
by using a known sufficient condition for almost sure convergence, which is stated in the following
lemma:
Lemma 4.1. Consider a sequence of random variables X1, X2, . . . . If for all ε > 0 we have
∞∑
n=1
P (|Xn −X| > ε) <∞
then Xn → X P -almost surely.
Now that we stated the above lemma, we are ready to state and prove the first of the two asymp-
totic results.
Theorem 4.2. For fixed r ∈ (0, 4] and xr,N (1) = y ∈ [0, 1], consider the random logistic model
defined by the Markov Chain {xr,N (t, ω)} which satisfies the iteration given in 2.3. Letting N →
∞, causing the noise to vanish, and fixing t ∈ N, t > 1, we obtain the following result:
P
(
ω ∈ RN : lim
N→∞
xr,N (t, ω) = f
(t−1)
r (y)
)
= 1.
Proof. The proof is done by induction. First we show that the noise term 1√
N
ξt(fr(xr,N (t, ω)))
converges with probability 1 to 0 as N →∞ for any t ∈ N. This is shown by applying Lemma 4.1.
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We need to verify that for any ε > 0
∞∑
N=1
P
(∣∣∣∣ 1√N ξt(fr(xr,N (t, ω)))
∣∣∣∣ > ε) <∞.
Pick ε > 0. By (2.2) we have that
P
(∣∣∣∣ 1√N ξt(fr(xr,N (t, ω)))
∣∣∣∣ > ε) = P (|ξt(fr(xr,N (t, ω)))| > √Nε)
= P
(
ξt(fr(xr,N (t, ω))) ∈ (−∞,−
√
Nε) ∪ (
√
Nε,∞)
)
≤ sup
x∈[0,1]
P
(
ξt(fr(x)) ∈ (−∞,−
√
Nε) ∪ (
√
Nε,∞)
)
= sup
x∈[0,1]
1
αr,N (x)
∫
[(−∞,−√Nε)∪(√Nε,∞)]∩[−√Nfr(x),
√
N(1−fr(x))]
exp
[
−1
2
w2
]
dw
≤ 1
β
∫
[(−∞,−√Nε)∪(√Nε,∞)]∩[−√N,√N ]
exp
[
−1
2
w2
]
dw,
where the last step is justified to due the fact that fr(x) ∈ [0, 1] and Proposition 3.2, since αr,N (x) =
√
Nbr,N (x) by a change of variables. There are two cases to take into account here. One for ε ≥ 1
and the other for 0 < ε < 1.
If ε ≥ 1, then [(−∞,−√Nε) ∪ (√Nε,∞)] ∩ [−√N,√N ] = ∅, which implies
P
(∣∣∣∣ 1√N ξt(fr(xr,N (t, ω)))
∣∣∣∣ > ε) = 0
for all N ∈ N and thus
∞∑
N=1
P
(∣∣∣∣ 1√N ξt(fr(xr,N (t, ω)))
∣∣∣∣ > ε) = 0 <∞.
Next we consider the case 0 < ε < 1. Then we have that
[(−∞,−
√
Nε) ∪ (
√
Nε,∞)] ∩ [−
√
N,
√
N ] = [−
√
N,−
√
Nε) ∪ (
√
Nε,
√
N ].
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Therefore,
P
(∣∣∣∣ 1√N ξt(fr(xr,N (t, ω)))
∣∣∣∣ > ε) ≤ 1β
∫
[(−∞,−√Nε)∪(√Nε,∞)]∩[−√N,√N ]
exp
[
−1
2
w2
]
dw
=
1
β
∫
[−√N,−√Nε)∪(√Nε,√N ]
exp
[
−1
2
w2
]
dw
=
1
β
∫ −√Nε
−√N
exp
[
−1
2
w2
]
dw +
1
β
∫ √N
√
Nε
exp
[
−1
2
w2
]
dw
=
2
β
∫ √N
√
Nε
exp
[
−1
2
w2
]
dw.
Replacing the upper limit in the last equality above with ∞ and applying the same technique we
used in the proof of Proposition 3.1, we have
P
(∣∣∣∣ 1√N ξt(fr(xr,N (t, ω)))
∣∣∣∣ > ε) ≤ 2β
∫ ∞
√
Nε
exp
[
−1
2
w2
]
dw ≤ 2
β
√
Nε
exp
[
−1
2
Nε2
]
.
Now, pick any integer N ′ >
(
2
βε
)2
. Then, for all N ≥ N ′ we have that 2
β
√
Nε
< 1.
Thus,
P
(∣∣∣∣ 1√N ξt(fr(xr,N (t, ω)))
∣∣∣∣ > ε) ≤ exp[−12Nε2
]
.
By summing from N ′ to∞ we have
∞∑
N=N ′
P
(∣∣∣∣ 1√N ξt(fr(xr,N (t, ω)))
∣∣∣∣ > ε) ≤ ∞∑
N=N ′
exp
[
−1
2
Nε2
]
=
∞∑
N=N ′
(
exp
[
−1
2
ε2
])N
≤ 1
1− exp
[
−1
2
ε2
] .
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The convergence is justified since 0 < exp
[
−1
2
ε2
]
< 1. An immediate consequence is that
∞∑
N=1
P
(∣∣∣∣ 1√N ξt(fr(xr,N (t, ω)))
∣∣∣∣ > ε) <∞ for ε ∈ (0, 1).
In conclusion, for any ε > 0 we have that
∞∑
N=1
P
(∣∣∣∣ 1√N ξt(fr(xr,N (t, ω)))
∣∣∣∣ > ε) <∞,
which implies the almost sure convergence of
1√
N
ξt(fr(xr,N (t, ω))) to 0 as N → ∞, for any
t ∈ N, ω ∈ RN.
The next step is to perform the induction and prove that lim
N→∞
xr,N (t) = f
(t−1)
r (y) with proba-
bility 1 for fixed xr,N (1) = y ∈ [0, 1].
We start with t = 2. By definition of the Markov Chain and equation (2.3), we have
xr,N (2) = fr(xr,N (1)) +
1√
N
ξt(fr(xr,N (1)))
= fr(y) +
1√
N
ξt(fr(y)).
Since fr(y) is constant and
1√
N
ξt(fr(y)) converges to 0 P-almost surely, we have
lim
N→∞
xr,N (2) = fr(y) P-almost surely.
This proves that for t = 2, the random variable xr,N (2), as the noise vanishes, with probability 1 it
is reduced to the deterministic logistic map.
Now for the induction step. Suppose that xr,N (t) converges with probability 1 to f
(t−1)
r (y) for
some t ∈ N as N → ∞ and y ∈ [0, 1]. We show it is true for t + 1. Again by equation (2.3) we
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have
xr,N (t+ 1) = fr(xr,N (t)) +
1√
N
ξt(fr(xr,N (t))).
Let’s investigate the two terms on the RHS separately as N →∞.
We have already proven that
1√
N
ξt(fr(xr,N (t)))→ 0 P-almost surely.
Now, by hypothesis of the induction step we have that xr,N (t) → f (t−1)r (y) P-almost surely. Also,
fr is a continuous function on [0, 1]. Thus, by the continuous mapping theorem, we have that
lim
N→∞
fr(xr,N (t)) = fr
(
f (t−1)r (y)
)
P-almost surely.
Therefore, we conclude that
lim
N→∞
xr,N (t+ 1) = fr
(
f (t−1)r (y)
)
= f (t)r (y) P-almost surely.
This concludes the induction and we have proven that for any t ∈ N and any initial value
xr,N (1) = y ∈ [0, 1], with probability 1 the random logistic model is reduced to the dynamics of
the logistic map fr as the noise vanishes.
A consequence of Theorem 4.2 is that if we take the limit of t → ∞ after the vanishing-noise
limit, the behavior is that of the logistic map as a dynamical system outlined in the beginning of
Chapter 2.
4.2 Convergence rates in probability
In Theorem 4.2 we proved the almost sure convergence result using the tightness argument. The
almost sure convergence implies convergence in probability and for r ∈ (0, 4] the convergence rates
are stated below
Theorem 4.3. Given ε > 0 and r ∈ (0, 4], the following convergence rates hold
P
{∣∣∣xr,N (t+ 1)− f (t)r (x)∣∣∣ ≥ } ≤ t 2tγ√
N
exp
[
−N 
2
22t−1
]
, when r ∈ (0, 1),
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and
P
{∣∣∣xr,N (t+ 1)− f (t)r (x)∣∣∣ ≥ } ≤ 2γt(2r)t−1√
N
exp
[
−N
2
2
(2r)2t−2
]
, when r ∈ [1, 4].
The proof will be based on the following lemma:
Lemma 4.4. For two random variables X,Y defined on a probability space (Ω,F , P ) and given
 > 0 we have
P (|X|+ |Y | ≥ ) ≤ P
(
|X| ≥ 
2
)
+ P
(
|Y | ≥ 
2
)
.
In general, for a sequence of random variables X1, . . . , Xn and given  > 0 we have that
P
(
n∑
i=1
|Xi| ≥ 
)
≤
n∑
i=1
P
(
|Xi| ≥ 
2n−1
)
.
Proof. Fix x1 = x ∈ [0, 1], pick  > 0 and let λ = 1/
√
N . The first step is to find a bound
for the term |xt+1 − f (t)(x)|. By the Mean Value Theorem there exists some c ∈ (0, 1) such that
f(b)− f(a) = f ′(c)(b− a). Thus, |f(b)− f(a)| ≤ sup
y∈(0,1)
|f ′(y)||b− a|. Since f ′(y) = r − 2ry,
we have that sup
y∈(0,1)
|f ′(y)| = r.
Therefore
|f(xt)− f (t)(x)| ≤ r|xt − f (t−1)(x)|. (4.1)
We will prove by induction for fixed t ∈ N and m = 0, 1, . . . , t− 1 the following result:
|xt+1 − f (t)(x)| ≤ rm|f(xt−m)− f (t−m)(x)|+
m∑
i=0
riλ|ξt−i|. (4.2)
For m = 0 it is true:
|xt+1 − f (t)(x)| = |f(xt) + λξt − f (t)(x)| ≤ |f(xt)− f (t)(x)|+ λ|ξt|
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and for m = 1 it is true:
|xt+1 − f (t)(x)| ≤ |f(xt)− f (t)(x)|+ λ|ξt|
≤ r|xt − f (t−1)(x)|+ λ|ξt|
= r|f(xt−1) + λξt−1 − f (t−1)(x)|+ λ|ξt|
≤ r|f(xt−1)− f (t−1)(x)|+ rλ|ξt−1|+ λ|ξt|
= r|f(xt−1)− f (t−1)(x)|+
1∑
i=0
riλ|ξt−i|.
Now assume the result is true for k ∈ {0, 1, . . . , t− 2}. We will show it holds for k + 1.
|xt+1 − f (t)(x)| ≤ rk|f(xt−k)− f (t−k)(x)|+
k∑
i=0
riλ|ξt−i|
≤ rkr|xt−k − f (t−k−1)(x)|+
k∑
i=0
riλ|ξt−i|
= rk+1|f(xt−k−1) + λξt−k−1 − f (t−k−1)(x)|+
k∑
i=0
riλ|ξt−i|
≤ rk+1|f(xt−k−1)− f (t−k−1)(x)|+ rk+1λ|ξt−k−1|+
k∑
i=0
riλ|ξt−i|
= rk+1|f(xt−k−1)− f (t−k−1)(x)|+
k+1∑
i=0
riλ|ξt−i|.
Thus, the result holds for k + 1 and we have concluded the induction. Setting m = t− 1 yields the
following
|xt+1 − f (t)(x)| ≤ rt−1|f(xt−t+1)− f (t−t+1)(x)|+
t−1∑
i=0
riλ|ξt−i|
= rt−1|f(x1)− f(x)|+
t−1∑
i=0
riλ|ξt−i|
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=t−1∑
i=0
riλ|ξt−i|,
since x1 = x. Therefore, we have
|xt+1 − f (t)(x)| ≤
t−1∑
i=0
riλ|ξt−i|. (4.3)
Assume that r ≥ 1.
P
(∣∣∣xt+1 − f (t)(x)∣∣∣ ≥ ) ≤ P ( t−1∑
i=0
riλ|ξt−i| ≥ 
)
,
and then by applying Lemma 4.4 we have
P
(
t−1∑
i=0
riλ|ξt−i| ≥ 
)
= P
(
t−1∑
i=0
ri|ξt−i| ≥
√
N
)
≤
t−1∑
i=0
P
(
ri|ξt−i| ≥
√
N

2t−1
)
=
t−1∑
i=0
P
(
|ξt−i| ≥
√
N

2t−1ri
)
≤
t−1∑
i=0
sup
y∈[0,1]
P
(
|ξt−i(f(y), λ)| ≥
√
N

2t−1rt−1
)
.
Let’s work with each probability in the sum individually and set t =

(2r)t−1
. We then have
P
(
|ξt−i(f(y), λ)| ≥
√
Nt
)
=
1
a(y, λ)
∫
[(−∞,−
√
Nt]∪[
√
Nt,∞)]∩B(y)
exp
[
−1
2
w2
]
dw,
where
a(y, λ) =
∫
B(y)
exp
[
−1
2
w2
]
dw and B(y) = [−
√
Nf(y),
√
N(1− f(y))].
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Notice that
[
(−∞,−
√
Nt] ∪ [
√
Nt,∞)
]
∩B(y) ⊂ (−∞,−
√
Nt] ∪ [
√
Nt,∞).
So we have
P
(
|ξt−i(f(y), λ)| ≥
√
Nt
)
=
1
a(y, λ)
∫
[(−∞,−
√
Nt]∪[
√
Nt,∞)]∩B(y)
exp
[
−1
2
w2
]
dw
≤ 1
a(y, λ)
∫
(−∞,−√Nt]∪[
√
Nt,∞)
exp
[
−1
2
w2
]
dw
=
2
a(y, λ)
∫ ∞
√
Nt
exp
[
−1
2
w2
]
dw
≤ 2
a(y, λ)
∫ ∞
√
Nt
w√
Nt
exp
[
−1
2
w2
]
dw
=
2
a(y, λ)
exp
[
−1
2
N2t
]
√
Nt
.
Since we know that a(y, λ) ≥ β for any N we finally have that
P
(∣∣∣xt+1 − f (t)(x)∣∣∣ ≥ ) ≤ P ( t−1∑
i=0
riλ|ξt−i| ≥ 
)
≤
t−1∑
i=0
sup
y∈[0,1]
P
(
|ξt−i(f(y), λ)| ≥
√
Nt
)
≤
t−1∑
i=0
2γ
exp
[
−1
2
N2t
]
√
Nt
≤
t−1∑
i=0
(2r)t−12γ
exp
[
−1
2
N
2
(2r)2t−2
]
√
N
= t(2r)t−12γ
exp
[
−1
2
N
2
(2r)2t−2
]
√
N
.
36
Similarly it is done for r < 1 where instead we obtain
P
(
t−1∑
i=0
riλ|ξt−i| ≥ 
)
= P
(
t−1∑
i=0
ri|ξt−i| ≥
√
N
)
≤
t−1∑
i=0
P
(
ri|ξt−i| ≥
√
N

2t−1
)
=
t−1∑
i=0
P
(
|ξt−i| ≥
√
N

2t−1ri
)
≤
t−1∑
i=0
sup
y∈[0,1]
P
(
|ξt−i(f(y), λ)| ≥
√
N

2t−1
)
,
and the bound is the one stated in the Theorem.
Remark 4.5. Notice that if t scales as a function of N , and specifically for c ∈ (0, 1/2),
t = c log2 (N), for r ∈ (0, 1)
and t = c log2r (N), for r ∈ [1, 4],
then as N →∞ we have that the bounds in Theorem 4.3 vanish, which implies that,
∣∣∣xr,N (t(N) + 1)− f (t(N))r (x)∣∣∣→ 0 in probability.
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CHAPTER 5
PROOF OF THE MAIN THEOREM: WEAK CONVERGENCE
Theorem 1.2, stated in the Introduction, consists of three parts. Part (a) states that as t→∞, x4,N (t)
converges in distribution to the probability measure σ4,N on [0, 1], which is the unique invariant
measure of the Markov chain. Part (a) is proved in Theorem 2.2. Part (b) of Theorem 1.2 states
that as N →∞ the sequence σ4,N converges weakly to the Ulam-von Neumann invariant measure
σ∗, which is absolutely continuous with respect to Lebesgue measure on [0, 1] and has the density
1/[pi
√
x(1− x)]. In this chapter we prove this convergence along with the related convergence
results for r ∈ (0, r∞) stated in Theorem 1.3. Part (c) of Theorem 1.2 combines the limits in parts
(a) and (b), deducing that the Ulam-von Neumann Markov chain converges in distribution to σ∗.
The proofs of Theorems 1.2 and 1.3 consist of the following three steps.
1. For any subsequence σr,N ′ of σr,N there exists a subsubsequence σr,N ′′ and a probability
measure σ on [0, 1] such that the subsubsequence σr,N ′′ converges weakly to σ. This property
follows from Prohorov’s Theorem and the compactness of [0, 1].
2. The measure σ is an invariant measure of the map fr. This is implied by Lemma 5.5, which
is proven using the operator approach described in the next section. The operators PN and its
dual UN that we define are viewed, respectively, as the generalized Frobenius-Perron operator
and its dual of the Markov chain xr,N . As shown in Lemma 5.3 and Theorem B.7, PN and
UN converge to the Frobenius-Perron operator of f4 and its dual as N →∞.
5.1 Generalized Frobenius-Perron operator
We begin the set-up by shifting our viewpoint to operators, specifically Markov operators and their
duals. For r ∈ (0, 4], N ∈ N, define an operator Pr,N on L1([0, 1]) such that for g ∈ L1([0, 1])
Pr,N [g(y)] =
∫ 1
0
g(x)
1
br,N (x)
e−
N
2
(y−fr(x))2dx. (5.1)
Our first goal is to show that Pr,N is a Markov operator.
Definition 5.1. A linear operator P : L1 → L1 is called a Markov operator if for any given density
g ∈ L1, P [g] is also a density. Thus, P is a Markov operator if P [g] ≥ 0 and ‖P [g]‖1 = 1.
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Lemma 5.2. For the operator Pr,N defined in equation (5.1) we have that Pr,N is a Markov opera-
tor.
Proof. We will show that Pr,N satisfies all the properties:
(a) Pr,N is a linear operator on L1([0, 1]). Suppose that g, h ∈ L1([0, 1]) and c, d are constants.
Pr,N [cg(y) + dh(y)] =
∫ 1
0
(cg(x) + dh(x))
1
br,N (x)
e−
N
2
(y−fr(x))2dx
=
∫ 1
0
cg(x)
1
br,N (x)
e−
N
2
(y−fr(x))2dx+
∫ 1
0
dh(x)
1
br,N (x)
e−
N
2
(y−fr(x))2dx
= cPr,N [g(y)] + dPr,N [h(y)].
Thus, Pr,N is linear.
(b) Take g ∈ L1([0, 1]). We will show that Pr,N [g] ∈ L1([0, 1]).
‖Pr,N [g]‖1 =
∫ 1
0
|Pr,N [g(y)]|dy
=
∫ 1
0
∣∣∣∣∫ 1
0
g(x)
1
br,N (x)
e−
N
2
(y−fr(x))2dx
∣∣∣∣ dy
≤
∫ 1
0
∫ 1
0
|g(x)| 1
br,N (x)
e−
N
2
(y−fr(x))2dxdy.
If we reverse the order of integration in the last step, we have
∫ 1
0
∫ 1
0
|g(x)| 1
br,N (x)
e−
N
2
(y−fr(x))2dydx =
∫ 1
0
|g(x)| 1
br,N (x)
(∫ 1
0
e−
N
2
(y−fr(x))2dy
)
dx
=
∫ 1
0
|g(x)|dx
= ‖g‖1,
where ‖g‖1 <∞ by assumption. Therefore, by Fubini-Tonelli we have
‖Pr,N [g]‖1 ≤
∫ 1
0
∫ 1
0
|g(x)| 1
br,N (x)
e−
N
2
(y−fr(x))2dxdy
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=∫ 1
0
∫ 1
0
|g(x)| 1
br,N (x)
e−
N
2
(y−fr(x))2dydx
= ‖g‖1.
Thus, ‖Pr,N [g]‖1 <∞ and so Pr,N [g] ∈ L1([0, 1]).
(c) Suppose g ∈ L1([0, 1]) is a density. Thus, g ≥ 0 and ‖g‖1 = 1. We will show that Pr,N [g] is
a density.
Since g ≥ 0 and 1
br,N (x)
e−
N
2
(y−fr(x))2 > 0 for any x, y ∈ [0, 1], then we have
Pr,N [g(y)] =
∫ 1
0
g(x)
1
br,N (x)
e−
N
2
(y−fr(x))2dx ≥ 0
for any y ∈ [0, 1]. Furthermore,
‖Pr,N [g]‖1 =
∫ 1
0
∣∣∣∣∫ 1
0
g(x)
1
br,N (x)
e−
N
2
(y−fr(x))2dx
∣∣∣∣ dy
=
∫ 1
0
∫ 1
0
g(x)
1
br,N (x)
e−
N
2
(y−fr(x))2dxdy.
Since g(x)
1
br,N (x)
e−
N
2
(y−fr(x))2 is non-negative, by Fubini-Tonelli we have
∫ 1
0
∫ 1
0
g(x)
1
br,N (x)
e−
N
2
(y−fr(x))2dxdy =
∫ 1
0
∫ 1
0
g(x)
1
br,N (x)
e−
N
2
(y−fr(x))2dydx
=
∫ 1
0
g(x)dx
= 1.
Thus, ‖Pr,N [g]‖1 = 1 and we have that Pr,N [g] is a density on [0, 1].
Parts (a), (b) and (c) yield the fact that Pr,N is a Markov operator.
Now that we have shown that Pr,N is a Markov operator, it is interesting to note that the density
hr,N of the invariant measure σr,N is a fixed point of the operator Pr,N . We can then rewrite equation
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(3.5) as
hr,N (y) = Pr,N [hr,N (y)]. (5.2)
At this point we will define the dual operator Ur,N of Pr,N . Assume g ∈ L1([0, 1]) and s is a
bounded function on [0, 1], i.e. s ∈ L∞([0, 1]). Set
〈Pr,N [g], s〉 =
∫ 1
0
s(y)Pr,N [g(y)]dy (5.3)
which is well-defined since
∣∣∣∣∫ 1
0
s(y)Pr,N [g(y)]dy
∣∣∣∣ ≤ ∫ 1
0
|s(y)||Pr,N [g(y)]|dy
≤
∫ 1
0
‖s‖∞|Pr,N [g(y)]|dy
= ‖s‖∞‖Pr,N [g]‖1 <∞.
The operator Ur,N will be such that for any g ∈ L1([0, 1]), s ∈ L∞([0, 1])
〈Pr,N [g], s〉 = 〈g, Ur,N [s]〉. (5.4)
Let’s calculate Ur,N . Assume g ∈ L1([0, 1]), s ∈ L∞([0, 1]).
〈Pr,N [g], s〉 =
∫ 1
0
s(y)Pr,N [g(y)]dy
=
∫ 1
0
s(y)
(∫ 1
0
g(x)
1
br,N (x)
e−
N
2
(y−fr(x))2dx
)
dy.
By substituting |s| and |g| for s and g in the above, we have by Fubini-Tonelli
∫ 1
0
|s(y)|
(∫ 1
0
|g(x)| 1
br,N (x)
e−
N
2
(y−fr(x))2dx
)
dy
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≤ ‖s‖∞
∫ 1
0
(∫ 1
0
|g(x)| 1
br,N (x)
e−
N
2
(y−fr(x))2dx
)
dy
= ‖s‖∞
∫ 1
0
(∫ 1
0
|g(x)| 1
br,N (x)
e−
N
2
(y−fr(x))2dy
)
dx
= ‖s‖∞
∫ 1
0
|g(x)| 1
br,N (x)
(∫ 1
0
e−
N
2
(y−fr(x))2dy
)
dx
= ‖s‖∞‖g‖1 <∞.
Therefore, again by Fubini-Tonelli we obtain
〈Pr,N [g], s〉 =
∫ 1
0
s(y)
(∫ 1
0
g(x)
1
br,N (x)
e−
N
2
(y−fr(x))2dx
)
dy
=
∫ 1
0
(∫ 1
0
s(y)g(x)
1
br,N (x)
e−
N
2
(y−fr(x))2dx
)
dy
=
∫ 1
0
(∫ 1
0
s(y)g(x)
1
br,N (x)
e−
N
2
(y−fr(x))2dy
)
dx
=
∫ 1
0
g(x)
1
br,N (x)
(∫ 1
0
s(y)e−
N
2
(y−fr(x))2dy
)
dx
= 〈g, Ur,N [s]〉,
where the operator Ur,N is defined as
Ur,N [s(x)] =
1
br,N (x)
∫ 1
0
s(y)e−
N
2
(y−fr(x))2dy. (5.5)
Thus, Ur,N : L∞([0, 1])→ L∞([0, 1]) since
|Ur,N [s(x)]| =
∣∣∣∣ 1br,N (x)
∫ 1
0
s(y)e−
N
2
(y−fr(x))2dy
∣∣∣∣
≤ 1
br,N (x)
∫ 1
0
|s(y)|e−N2 (y−fr(x))2dy
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≤ 1
br,N (x)
∫ 1
0
‖s‖∞e−N2 (y−fr(x))2dy
= ‖s‖∞ 1
br,N (x)
∫ 1
0
e−
N
2
(y−fr(x))2dy
= ‖s‖∞ <∞.
So Ur,N is a well-defined operator.
Now that we have defined the dual operator Ur,N of Pr,N , we will investigate the behavior of the
dual operator on continuous functions as N → ∞ . The behavior is stated in the following lemma
which we will subsequently prove.
Lemma 5.3. Fix r ∈ (0, 4]. Suppose Ur,N : L∞([0, 1]) → L∞([0, 1]) is defined as in equation
(5.5) and s ∈ C([0, 1]). Then
lim
N→∞
Ur,N [s(x)] = s(fr(x)) uniformly.
Proof. Since s is continuous on [0, 1], a compact interval, then s is bounded and thus Ur,N [s] is
defined. We will first prove the result for s1 ∈ C1([0, 1]),
Ur,N [s1(x)] =
1
br,N (x)
∫ 1
0
s1(y)e
−N
2
(y−fr(x))2dy.
Set z =
√
N(y − fr(x)), dz =
√
Ndy. We then rewrite Ur,N [s1(x)] as
Ur,N [s1(x)] =
1
br,N (x)
∫ √N(1−fr(x))
−√Nfr(x)
s1
(
fr(x) +
z√
N
)
e−
z2
2
1√
N
dz
=
1√
Nbr,N (x)
∫ √N(1−fr(x))
−√Nfr(x)
s1
(
fr(x) +
z√
N
)
e−
z2
2 dz.
For an arbitrary x ∈ [0, 1], set v(z) = s1
(
fr(x) +
z√
N
)
, where z ∈ [−√Nfr(x),
√
N(1−fr(x))].
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Since s1 is C1, we can define
v′(z) =
(
s1
(
fr(x) +
z√
N
))′
=
1√
N
s′1
(
fr(x) +
z√
N
)
.
Thus, for any z ∈ [−√Nfr(x),
√
N(1− fr(x))] we can write
v(z)− v(0) =
∫ z
0
v′(t)dt
and
s1
(
fr(x) +
z√
N
)
− s1(fr(x)) =
∫ z
0
1√
N
s′1
(
fr(x) +
t√
N
)
dt.
By taking absolute value on both sides we get
∣∣∣∣s1(fr(x) + z√N
)
− s1(fr(x))
∣∣∣∣ = ∣∣∣∣∫ z
0
1√
N
s′1
(
fr(x) +
t√
N
)
dt
∣∣∣∣
≤ 1√
N
‖s′1‖∞
∣∣∣∣∫ z
0
dt
∣∣∣∣
=
1√
N
‖s′1‖∞|z|,
which is finite since s′1 is continuous on a compact interval.
Therefore, we have
Ur,N [s1(x)] =
1
br,N (x)
∫ 1
0
s1(y)e
−N
2
(y−fr(x))2dy
=
1√
Nbr,N (x)
∫ √N(1−fr(x))
−√Nfr(x)
s1
(
fr(x) +
z√
N
)
e−
z2
2 dz
=
1√
Nbr,N (x)
∫ √N(1−fr(x))
−√Nfr(x)
[
s1
(
fr(x) +
z√
N
)
− s1(fr(x)) + s1(fr(x))
]
e−
z2
2 dz
=
1√
Nbr,N (x)
∫ √N(1−fr(x))
−√Nfr(x)
[
s1
(
fr(x) +
z√
N
)
− s1(fr(x))
]
e−
z2
2 dz
+
1√
Nbr,N (x)
∫ √N(1−fr(x))
−√Nfr(x)
s1(fr(x))e
− z2
2 dz
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=
1√
Nbr,N (x)
∫ √N(1−fr(x))
−√Nfr(x)
[
s1
(
fr(x) +
z√
N
)
− s1(fr(x))
]
e−
z2
2 dz + s1(fr(x)).
Placing s1(fr(x)) on the left-hand side and taking absolute value, we get
|Ur,N [s1(x)]− s1(f(x))| =
∣∣∣∣∣ 1√Nbr,N (x)
∫ √N(1−fr(x))
−√Nfr(x)
[
s1
(
fr(x) +
z√
N
)
− s1(fr(x))
]
e−
z2
2 dz
∣∣∣∣∣
≤ 1√
Nbr,N (x)
∫ √N(1−fr(x))
−√Nfr(x)
∣∣∣∣s1(fr(x) + z√N
)
− s1(fr(x))
∣∣∣∣ e− z22 dz
≤ 1√
Nbr,N (x)
∫ √N(1−fr(x))
−√Nfr(x)
1√
N
‖s′1‖∞|z|e−
z2
2 dz
=
1√
Nbr,N (x)
1√
N
‖s′1‖∞
∫ √N(1−fr(x))
−√Nfr(x)
|z|e− z
2
2 dz
≤ 1
β
√
N
‖s′1‖∞
∫ ∞
−∞
|z|e− z
2
2 dz,
where the β is the same bound given in Proposition 3.2. Let’s take a look at the terms separately.
As N →∞ we have the following:
1
β
√
N
||s′1||∞ → 0
and ∫ ∞
−∞
|z|e− z
2
2 dz = 2
∫ ∞
0
ze−
z2
2 dz = −2
[
e−
z2
2
]∞
0
= 2.
Therefore, the above yield
1
β
√
N
‖s′1‖∞
∫ ∞
−∞
|z|e− z
2
2 dz =
2
β
√
N
‖s′1‖∞ → 0
as N →∞, independent of the variable x which in turn implies
lim
N→∞
Ur,N [s1(x)] = s1(fr(x)) uniformly. (5.6)
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To show that the result holds for any s ∈ C([0, 1]), we use the fact that C1([0, 1]) is a dense
subset of C([0, 1]) when equipped with the supremum norm. So, given s ∈ C([0, 1]) and ε > 0,
there exists an s1 ∈ C1([0, 1]) such that
‖s− s1‖∞ < ε.
Thus,
|Ur,N [s(x)]− s(fr(x))| =
= |Ur,N [s(x)]− Ur,N [s1(x)] + Ur,N [s1(x)]− s1(fr(x)) + s1(fr(x))− s(fr(x))|
≤ |Ur,N [s(x)]− Ur,N [s1(x)]|+ |Ur,N [s1(x)]− s1(fr(x))|+ |s1(fr(x))− s(fr(x))|
= I1 + I2 + I3.
Let’s investigate each term separately
I1 = |Ur,N [s(x)]− Ur,N [s1(x)]|
=
∣∣∣∣ 1br,N (x)
∫ 1
0
s(y)e−
N
2
(y−fr(x))2dy − 1
br,N (x)
∫ 1
0
s1(y)e
−N
2
(y−fr(x))2dy
∣∣∣∣
=
∣∣∣∣ 1br,N (x)
∫ 1
0
(s(y)− s1(y))e−N2 (y−fr(x))2dy
∣∣∣∣
≤ 1
br,N (x)
∫ 1
0
|s(y)− s1(y)|e−N2 (y−fr(x))2dy
≤ 1
br,N (x)
∫ 1
0
‖s− s1‖∞e−N2 (y−fr(x))2dy
= ‖s− s1‖∞ 1
br,N (x)
∫ 1
0
e−
N
2
(y−fr(x))2dy
= ‖s− s1‖∞ < ε.
I2 = |Ur,N [s1(x)] − s1(fr(x))| → 0 as N → ∞ due to (5.6). Thus, there exists N0 large
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enough such that I2 < ε for N > N0. Finally,
I3 = |s1(fr(x))− s(fr(x))| ≤ ||s− s1||∞ < ε.
Therefore, for N > N0, we have that
|Ur,N [s(x)]− s(fr(x))| ≤ ε+ ε+ ε = 3ε
and we conclude that for any s ∈ C(0, 1),
lim
N→∞
Ur,N [s(x)] = s(fr(x))
uniformly for x ∈ [0, 1].
This is where our preliminary work ends towards the second asymptotic result. We are now ready
to state and prove it.
5.2 Main result
Theorem 5.4. Let r ∈ (0, 4]. Suppose {σr,N}N∈N is a sequence of measures given by σr,N (dy) =
hr,N (y)dy. Therefore, σr,N is the invariant measure for the Random Logistic Model. As N → ∞,
depending on the value of r, we have the following results:
(i) For r ∈ (0, 1] we have σr,N ⇒ δ0.
(ii) For r ∈ (1, 3] we have σr,N ⇒ δ1−1/r.
(iii) For r ∈ (3, r∞) we have σr,N ⇒ 1
2k
2k∑
i=1
δ
p
(i)
r,k
, where k = k(r).
(iv) For r = 4 we have σr,N ⇒ σ∗, where σ∗ is a measure with density h(y) = 1
pi
√
y(1− y) .
In the above results, ”⇒” denotes weak convergence and δx denotes the Dirac measure centered at
x.
Before we begin the proof we will make an observation and state and prove a lemma which will
be utilized in the proof. Since [0, 1] is a compact interval, then any sequence of measures defined
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on it is tight. Thus, take any subsequence {σr,N ′} of {σr,N}. Since {σr,N ′} is tight, there exists a
subsequence {σr,N ′′} of {σr,N ′} such that σr,N ′′ ⇒ σr for some measure σr.
Lemma 5.5. Suppose {σr,N ′′} is defined as above, which converges weakly to some measure σr on
[0, 1]. Then, for any t ∈ N and g ∈ C([0, 1]) we have
lim
N→∞
∫ 1
0
g(y) dσr,N ′′(y) =
∫ 1
0
g(f (t)r (y)) dσr(y). (5.7)
Proof. We will prove (5.7) by induction. First, let’s show it for t = 1:
Pick  > 0. Since g and fr are continuous functions on [0, 1] and fr ([0, 1]) ⊂ [0, 1], then the
composition g ◦ fr is defined, is continuous and bounded. Thus,
lim
N→∞
∫ 1
0
g(fr(y)) dσr,N ′′(y) =
∫ 1
0
g(fr(y)) dσr(y).
Now, ∫ 1
0
g(y) dσr,N ′′(y) =
∫ 1
0
g(y)hr,N ′′(y) dy
and by (5.2) and (5.4) we have
∫ 1
0
g(y)hr,N ′′(y) dy =
∫ 1
0
g(y)Pr,N [hr,N ′′(y)] dy =
∫ 1
0
Ur,N [g(y)]hr,N ′′(y) dy.
By Lemma 5.3 we have that Ur,N [g(y)] converges to g(fr(y)) uniformly.
Thus, there exists N1 large enough such that for N ′′ > N1
∣∣∣∣∫ 1
0
g(fr(y))dσr,N ′′(y)−
∫ 1
0
g(fr(y))dσr(y)
∣∣∣∣ < 
and there exists N2 large enough such that for N ′′ > N2
|Ur,N ′′ [g(y)]− g(fr(y))| <  for any y ∈ [0, 1],
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and therefore,
∣∣∣∣∫ 1
0
g(y)dσr,N ′′(y)−
∫ 1
0
g(fr(y))dσr,N ′′(y)
∣∣∣∣
=
∣∣∣∣∫ 1
0
Ur,N ′′ [g(y)]hr,N ′′(y)dy −
∫ 1
0
g(fr(y))hr,N ′′(y)dy
∣∣∣∣
=
∣∣∣∣∫ 1
0
(Ur,N ′′ [g(y)]− g(fr(y)))hr,N ′′(y)dy
∣∣∣∣
≤
∫ 1
0
|Ur,N ′′ [g(y)]− g(fr(y))|hr,N ′′(y)dy
≤
∫ 1
0
hr,N ′′(y)dy = .
So, assign N0 = max{N1, N2}. Thus, for N ′′ > N0 we have
∣∣∣∣∫ 1
0
g(y) dσr,N ′′(y)−
∫ 1
0
g(fr(y)) dσr(y)
∣∣∣∣
=
∣∣∣∣∫ 1
0
g(y) dσr,N ′′(y)−
∫ 1
0
g(fr(y)) dσr,N ′′(y) +
∫ 1
0
g(fr(y)) dσr,N ′′(y)−
∫ 1
0
g(fr(y)) dσr(y)
∣∣∣∣
≤
∣∣∣∣∫ 1
0
g(y) dσr,N ′′(y)−
∫ 1
0
g(fr(y)) dσr,N ′′(y)
∣∣∣∣+ ∣∣∣∣∫ 1
0
g(fr(y)) dσr,N ′′(y)−
∫ 1
0
g(fr(y)) dσr(y)
∣∣∣∣
≤ 2
which implies the result for t = 1.
Now suppose (5.7) holds for t = k. We will show it holds for t = k + 1. Pick  > 0. Therefore, by
assumption there exists N1 large enough such that for N ′′ > N1
∣∣∣∣∫ 1
0
g(y) dσr,N ′′(y)−
∫ 1
0
g(f (k)r (y)) dσr(y)
∣∣∣∣ < .
Now, as before, since compositions of fr with itself are continuous functions, then g◦fkr and g◦fk+1r
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are continuous functions on [0, 1] and thus bounded. So, by definition of weak convergence,
lim
N→∞
∫ 1
0
g(f (k)r (y)) dσr,N ′′(y) =
∫ 1
0
g(f (k)r (y)) dσr(y)
and
lim
N→∞
∫ 1
0
g(f (k+1)r (y)) dσr,N ′′(y) =
∫ 1
0
g(f (k+1)r (y)) dσr(y).
Thus there exists N2 large enough such that for N ′′ > N2
∣∣∣∣∫ 1
0
g(f (k)r (y)) dσr,N ′′(y)−
∫ 1
0
g(f (k)r (y)) dσr(y)
∣∣∣∣ < 
and ∣∣∣∣∫ 1
0
g(f (k+1)r (y)) dσr,N ′′(y)−
∫ 1
0
g(f (k+1)r (y)) dσr(y)
∣∣∣∣ < .
Finally, since Lemma 5.3 holds for any continuous function on [0, 1] and we have that g ◦f (k)r ∈
C([0, 1]), then
lim
N→∞
Ur,N [g(f
(k)
r (y))] = g(f
(k)
r (fr(y))) = g(f
(k+1)
r (y)) uniformly,
and thus there exists N3 large enough such that for any N ′′ > N3 we have
|Ur,N ′′ [g(f (k)r (y))]− g(f (k+1)r (y))| <  for any y ∈ [0, 1].
Therefore,
∣∣∣∣∫ 1
0
g(f (k)r (y)) dσr,N ′′(y)−
∫ 1
0
g(f (k+1)r (y)) dσr,N ′′(y)
∣∣∣∣
=
∣∣∣∣∫ 1
0
Ur,N ′′ [g(f
(k)
r (y))]hr,N ′′(y) dy −
∫ 1
0
g(f (k+1)r (y))hr,N ′′(y) dy
∣∣∣∣
=
∣∣∣∣∫ 1
0
(Ur,N ′′ [g(f
(k)(y))]− g(f (k+1)r (y)))hr,N ′′(y) dy
∣∣∣∣
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≤
∫ 1
0
|Ur,N ′′ [g(f (k)r (y))]− g(f (k+1)r (y))|hr,N ′′(y) dy
≤
∫ 1
0
hr,N ′′(y) dy
= .
Thus, by choosing N0 = max{N1, N2, N3}, for N ′′ > N0 we have
∣∣∣∣∫ 1
0
g(y)dσr,N ′′(y)−
∫ 1
0
g(fk+1r (y))dσr(y)
∣∣∣∣
≤
∣∣∣∣∫ 1
0
g(y)dσr,N ′′(y)−
∫ 1
0
g(fkr (y))dσr(y)
∣∣∣∣
+
∣∣∣∣∫ 1
0
g(fkr (y))dσr(y)−
∫ 1
0
g(fkr (y))dσr,N ′′(y)
∣∣∣∣
+
∣∣∣∣∫ 1
0
g(fkr (y))dσr,N ′′(y)−
∫ 1
0
g(fk+1r (y))dσr,N ′′(y)
∣∣∣∣
+
∣∣∣∣∫ 1
0
g(fk+1r (y))dσr,N ′′(y)−
∫ 1
0
g(fk+1r (y))dσr(y)
∣∣∣∣
≤ 4.
Thus, (5.7) holds for t = k + 1 which concludes the induction and the proof of the lemma.
Now let’s prove Theorem 5.4:
Proof. From the dynamics of the logistic map fr(x) = rx(1 − x), we know that f (t)r (x) → 0 as
t → ∞, r ∈ (0, 1] and x ∈ [0, 1]. Furthermore, for r ∈ (1, 3] we know that f (t)r (x) → 1 − 1/r as
t→∞ and x ∈ (0, 1). Take any g ∈ C([0, 1]). By continuity, we have
lim
t→∞ g(f
(t)(x)) = g(0), x ∈ [0, 1], r ∈ (0, 1],
lim
t→∞ g(f
(t)(x)) = g(1− 1/r), x ∈ (0, 1), r ∈ (1, 3].
(i) Since g is bounded on [0, 1] we can apply the Bounded Convergence Theorem to g ◦ f (t)r and for
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r ∈ (0, 1] we have
lim
t→∞
∫
[0,1]
g(f (t)r (y))dσr(y) =
∫
[0,1]
g(0)dσr(y)
= g(0)
∫
[0,1]
dσr(y)
= g(0).
Thus, pick  > 0. There exists t0 large enough such that for t > t0 we have∣∣∣∣∣
∫
[0,1]
g(f (t)r (y)) dσr(y)− g(0)
∣∣∣∣∣ < 
and applying Lemma 5.5 on g we have that there exists N0 large enough such that∣∣∣∣∣
∫
[0,1]
g(y)dσr,N ′′(y)−
∫
[0,1]
g(f (t)r (y))dσr(y)
∣∣∣∣∣ < .
Thus,
∣∣∣∣∣
∫
[0,1]
g(y) dσr,N ′′(y)− g(0)
∣∣∣∣∣
=
∣∣∣∣∣
∫
[0,1]
g(y)dσr,N ′′(y)−
∫
[0,1]
g(f (t)r (y)) dσr(y) +
∫
[0,1]
g(f (t)r (y)) dσr(y)− g(0)
∣∣∣∣∣
≤
∣∣∣∣∣
∫
[0,1]
g(y) dσr,N ′′(y)−
∫
[0,1]
g(f (t)r (y)) dσr(y)
∣∣∣∣∣+
∣∣∣∣∣
∫
[0,1]
g(f (t)r (y)) dσr(y)− g(0)
∣∣∣∣∣
≤ 2.
Since
g(0) =
∫
[0,1]
g(y) dδ0(y),
we have that σr,N ′′ ⇒ δ0. Now, since this holds for an arbitrary subsequence of a subsequence,
we conclude that the sequence itself must converge to the same limit and thus σr,N ⇒ δ0 which
concludes the proof of Theorem 5.4 (i).
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(ii) Suppose r ∈ (1, 3] and g ∈ C[0, 1]. Since lim
t→∞ g(f
(t)(x)) = g(1−1/r), x ∈ (0, 1), r ∈ (1, 3]
and g(f (t)(0)) = g(f (t)(1)) = 0, by applying the Bounded Convergence Theorem we obtain
lim
t→∞
∫
[0,1]
g(f (t)r (y)) dσr(y) =
∫
[0,1]
[
g(1− 1/r) · 1(0,1)(y) + g(0) · 1{0,1}
]
dσr(y)
= g(1− 1/r) σr((0, 1)) + g(0) σr({0, 1}).
At this point we can determine that σr({1}) = 0. Pick ε > 0 small enough. By Theorem 3.3 we
conclude that
σr
([r
4
+ ε, 1
])
=
∫ 1
r
4
+ε
hr,N (y) dy
≤
∫ 1
r
4
+ε
γ
√
N exp
[
−N
2
(y − r/4)2
]
dy
≤
∫ 1
r
4
+ε
γ
√
N exp
[
−N
2
ε2
]
dy
= γ
√
N exp
[
−N
2
ε2
]
(1− r
4
− ε),
which converges to zero as N →∞. As a consequence, σr([ r4 + ε, 1]) = 0. Therefore,
lim
t→∞
∫
[0,1]
g(f (t)r (y)) dσr(y) = g(1− 1/r) σr((0, 1)) + g(0) σr({0}).
Continuing as in part (i), we obtain the form for the weak limit of σr,N ′′ to be
σr = α1δ0 + α2δ1−1/r where α1 = σr({0}), α2 = σr((0, 1)), α1 + α2 = 1.
To conclude that σr = δ1−1/r, we show that σr({0}) = 0. To this end, we state and prove the
following claim:
Pick δ > 0 small. For any positive integer n and r ∈ (1, 3], we have
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σr,N ([0, δ)) ≤
∫
Aδ(n)
∫
Aδ(n−1)
· · ·
∫
Aδ(0)
hr,N (xn)qN (xn, xn−1) . . . qN (x1, y) dy dx1 . . . dxn
+ γ
√
Nδ
n−1∑
i=0
(
2
1 + r
)i
exp
−N2
[(
2
1 + r
)i
δ
]2(
r − 1
r + 1
)2(
1− 4r
r2 − 1
(
2
1 + r
)i
δ
)2
+ γ
√
Nδ exp
[
−N
2
δ2
] n∑
i=1
(
2
1 + r
)i
,
(5.8)
where the sets Aδ(n) are defined as
Aδ(n) =
[
0,
(
2
1 + r
)n
δ
)
, n ≥ 0,
and the densities
qN (x, y) =
1
br,N (x)
exp
{
−N
2
(y − fr(x))2
}
.
Proof of claim:
We show this by induction. Before we begin, we need to explain why we chose the sets above the
way we did. Since 1 < r ≤ 3, notice that 2/(1 + r) < 1 and, thus,
Aδ(n) ⊂ Aδ(n− 1).
Furthermore, compare the line y = [(r + 1)/2]x to the curve y = fr(x). We have that fr(x) =
[(r + 1)/2]x for x = 0 and x = 1/2 − 1/2r. On the interval (0, 1/2− 1/2r) we have that
fr(x) > [(r + 1)/2]x. Therefore, for δ < 1/2− 1/2r we have that
f−1− (Aδ(n− 1)) ⊂ Aδ(n).
These motivated us to define the sets. Now, we start with the base case, n = 1. Let I = [0, 1].
Applying (2.7) to σr,N ([0, δ)), we have
σr,N ([0, δ)) =
∫
Aδ(0)
hr,N (y) dy
=
∫
I
∫
Aδ(0)
hr,N (x)qN (x, y) dy dx
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=∫
I\[Aδ(1)∪(1−Aδ(1))]
∫
Aδ(0)
hr,N (x)qN (x, y) dy dx
+
∫
Aδ(1)
∫
Aδ(0)
hr,N (x)qN (x, y) dy dx +
∫
1−Aδ(1)
∫
Aδ(0)
hr,N (x)qN (x, y) dy dx
= I1 + I2 + I3,
where 1−Aδ(n) := {1−x | x ∈ Aδ(n)}. Notice that the term I2 is the first term in (5.8) for n = 1.
Now, by choosing δ small so that 1− δ > r4 + δ, we have from Theorem 3.3 that
I3 ≤
∫
1−Aδ(1)
hr,N (x) dx
≤ γ
√
N exp
[
−N
2
δ2
]
m(1−Aδ(1))
= γ
√
N exp
[
−N
2
δ2
]
δ
2
1 + r
,
which covers the third term of (5.8) for n = 1. Finally, for I1 observe that x /∈ Aδ(1)∪ (1−Aδ(1)),
which implies
|y − fr(x)| ≥ fr
(
2
1 + r
δ
)
− δ
= r
2
1 + r
δ
(
1− 2
1 + r
δ
)
− δ
=
r − 1
r + 1
δ − r 4
(1 + r)2
δ2
=
r − 1
r + 1
δ
(
1− 4r
r2 − 1δ
)
> 0.
This implies
qN (x, y) ≤ γ
√
N exp
{
−N
2
(
r − 1
r + 1
δ
)2(
1− 4r
r2 − 1δ
)2}
,
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and we conclude
I1 ≤ γ
√
N exp
{
−N
2
(
r − 1
r + 1
δ
)2(
1− 4r
r2 − 1δ
)2}
m(Aδ(0))
∫
I\[Aδ(1)∪(1−Aδ(1))]
hr,N (x) dx
≤ γ
√
Nδ exp
{
−N
2
(
r − 1
r + 1
δ
)2(
1− 4r
r2 − 1δ
)2}
.
This ends the base case. For the induction step, assume (5.8) holds for n and we will show it holds
for n+ 1. Consider the first term of that inequality and apply (2.7). This yields
∫
Aδ(n)
∫
Aδ(n−1)
· · ·
∫
Aδ(0)
hr,N (xn)qN (xn, xn−1) . . . qN (x1, y) dy dx1 . . . dxn =
=
∫
I
∫
Aδ(n)
∫
Aδ(n−1)
· · ·
∫
Aδ(0)
hr,N (xn+1)qN (xn+1, xn) . . . qN (x1, y) dy dx1 . . . dxn+1
=
∫
I\[Aδ(n+1)∪(1−Aδ(n+1))]
∫
Aδ(n)
∫
Aδ(n−1)
· · ·
∫
Aδ(0)
hr,N (xn+1)qN (xn+1, xn) . . . qN (x1, y) dy dx1 . . . dxn+1
+
∫
Aδ(n+1)
∫
Aδ(n)
∫
Aδ(n−1)
· · ·
∫
Aδ(0)
hr,N (xn+1)qN (xn+1, xn) . . . qN (x1, y) dy dx1 . . . dxn+1
+
∫
1−Aδ(n+1)
∫
Aδ(n)
∫
Aδ(n−1)
· · ·
∫
Aδ(0)
hr,N (xn+1)qN (xn+1, xn) . . . qN (x1, y) dy dx1 . . . dxn+1
= I ′1 + I
′
2 + I
′
3.
As in the base case, notice that I ′2 is the first term of (5.8) for n + 1. Next, I ′3 can be bounded as
follows by Theorem 3.3.
I ′3 ≤
∫
1−Aδ(n+1)
hr,N (xn+1) dxn+1
≤ γ
√
N exp
{
−N
2
δ2
}
m (1−Aδ(n+ 1))
= γ
√
N exp
{
−N
2
δ2
}(
2
1 + r
)n+1
δ,
which is then added to the third term of (5.8), and the exponential is justified by
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1−
(
2
1 + r
)n+1
δ > 1− δ > δ + r/4.
Finally, the term I ′1 is bounded as follows,
I ′1 ≤
∫
I\[Aδ(n+1)∪(1−Aδ(n+1))]
∫
Aδ(n)
hr,N (xn+1)qN (xn+1, xn) dxn dxn+1.
Observe that xn+1 /∈ Aδ(n+ 1) ∪ (1−Aδ(n+ 1)), which implies
|xn − xn+1| ≥ fr
((
2
1 + r
)n+1
δ
)
−
(
2
1 + r
)n
δ
= r
(
2
1 + r
)n+1
δ
(
1−
(
2
1 + r
)n+1
δ
)
−
(
2
1 + r
)n
δ
=
r − 1
r + 1
(
2
1 + r
)n
δ − 2r
1 + r
(
2
1 + r
)n( 2
1 + r
)n+1
δ2
=
r − 1
r + 1
(
2
1 + r
)n
δ
(
1− 2r
r − 1
(
2
1 + r
)n+1
δ
)
=
r − 1
r + 1
(
2
1 + r
)n
δ
(
1− 4r
r2 − 1
(
2
1 + r
)n
δ
)
.
The last expression above yields
I ′1 ≤ γ
√
N exp
{
−N
2
(
r − 1
r + 1
δ
)2( 2
1 + r
)2n(
1− 4r
r2 − 1
(
2
1 + r
)n
δ
)2}
m (Aδ(n))
= γ
√
N
(
2
1 + r
)n
δ exp
{
−N
2
(
r − 1
r + 1
δ
)2( 2
1 + r
)2n(
1− 4r
r2 − 1
(
2
1 + r
)n
δ
)2}
,
which is then added to the second term of (5.8) and, in turn, concludes the induction step and with
it the proof of the claim.
The next step is to show that the bound in (5.8) is asymptotically bounded by 2γ δ, which will
guarantee that σr({0}) = 0. Let’s start with the first term. Notice that it can be bounded as follows,
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∫
Aδ(n)
∫
Aδ(n−1)
· · ·
∫
Aδ(0)
hr,N (xn)qN (xn, xn−1) . . . qN (x1, y) dy dx1 . . . dxn
≤
∫
Aδ(n)
hr,N (xn) dxn
≤ γ
√
N m(Aδ(n))
= γ
√
N
(
2
1 + r
)n
δ.
The last expression aboves dictates that we should choose n to be a function of N so that the
expression is bounded as N →∞. We take n = n(N) such that
n =
[
log 1+r
2
(
√
N)
]
+ 1. (5.9)
Thus, with this choice we have
γ
√
N
(
2
1 + r
)n
δ ≤ γ
√
N
1√
N
δ = γ δ.
Next, consider the third term of (5.8). We immediately have
γ
√
Nδ exp
[
−N
2
δ2
] n∑
i=1
(
2
1 + r
)i
≤ γ
√
Nδ exp
[
−N
2
δ2
] ∞∑
i=1
(
2
1 + r
)i
= γ
√
Nδ exp
[
−N
2
δ2
]
2/(1 + r)
1− 2/(1 + r) → 0 as N →∞.
Now for the second term of (5.8). Consider it without the γ δ, so we have
n−1∑
i=0
√
N
(
2
1 + r
)i
exp
−N2
(
2
1 + r
)2i(
δ
r − 1
r + 1
)2(
1− 4r
r2 − 1
(
2
1 + r
)i
δ
)2 .
It is a two-step process to show that it is asymptotically bounded by 1. First we bound the sum using
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the following inequality. For any x ≥ 0, it holds that
√
x exp{−x} ≤ exp{−√x}, (5.10)
with equality only when x = 1.
n−1∑
i=0
√
N
(
2
1 + r
)i
exp
−N2
(
2
1 + r
)2i(
δ
r − 1
r + 1
)2(
1− 4r
r2 − 1
(
2
1 + r
)i
δ
)2
≤
n−1∑
i=0
√
N
(
2
1 + r
)i
exp
{
−N
2
(
2
1 + r
)2i(
δ
r − 1
r + 1
)2(
1− 4r
r2 − 1δ
)2}
≤ E(δ, r)−1
n−1∑
i=0
√
N
(
2
1 + r
)2i
E(δ, r)2 exp
{
−N
2
(
2
1 + r
)2i(
δ
r − 1
r + 1
)2(
1− 4r
r2 − 1δ
)2}
≤ E(δ, r)−1
n−1∑
i=0
exp
{
−
√
N
(
2
1 + r
)i
E(δ, r)
}
≤ E(δ, r)−3/2
n−1∑
i=0
N−1/4
(
2
1 + r
)−i/2
exp
{
−N1/4
(
2
1 + r
)i/2
E(δ, r)1/2
}
,
by applying (5.10) twice, where
E(δ, r) =
δ√
2
r − 1
r + 1
(
1− 4r
r2 − 1δ
)
.
This concludes the first step. For the next step, let
φ(x) = |x|((1+r)/2)n ,
which is a convex function. Thus, by applying Jensen’s inequality, we obtain
φ
(
n−1∑
i=0
E(δ, r)−3/2N−1/4
(
2
1 + r
)−i/2
exp
{
−N1/4
(
2
1 + r
)i/2
E(δ, r)1/2
})
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= φ
(
1
n
n−1∑
i=0
nE(δ, r)−3/2N−1/4
(
2
1 + r
)−i/2
exp
{
−N1/4
(
2
1 + r
)i/2
E(δ, r)1/2
})
≤ 1
n
n−1∑
i=0
[
n((1+r)/2)
n
E(δ, r)−3/2((1+r)/2)
n
N−1/4((1+r)/2)
n
(
2
1 + r
)−(i/2)((1+r)/2)n
× exp
{
−N1/4
(
2
1 + r
)i/2−n
E(δ, r)1/2
}]
= I4.
By taking into account (5.9) (and dropping the base for convenience), I4 turns into
I4 ≤ 1
log
(√
N
) log(
√
N)∑
i=0
E(δ, r)−3/2
√
N log
(√
N
)√N
N−1/4
√
N exp
{
−N1/4
(
2
1 + r
)i/2−n
E(δ, r)1/2
}
≤ 1
log
(√
N
) log(
√
N)∑
i=0
[(
N−1/4E(δ, r)−3/2 log
(√
N
))√N
× exp
{
−N1/4
(
2
1 + r
)log(√N)/2−log(√N)
E(δ, r)1/2
}]
≤
(
N−1/4E(δ, r)−3/2 log
(√
N
))√N
exp
{
−N1/4
(
2
1 + r
)log(√N)/2−log(√N)
E(δ, r)1/2
}
=
(
N−1/4E(δ, r)−3/2 log
(√
N
))√N
exp
{
−N1/4N−1/4E(δ, r)1/2
}
≤
(
N−1/4E(δ, r)−3/2 log
(√
N
))√N → 0 as N →∞.
Therefore,
φ
(
n−1∑
i=0
N−1/4
(
2
1 + r
)−i/2
exp
{
−N1/4
(
2
1 + r
)i/2
E(δ, r)1/2
})
→ 0,
and since φ(x) → 0 ⇐⇒ |x| ≤ 1, we finally conclude that the second term of (5.8) is bounded
by γδ as N →∞.
Now, if it were true that σr({0}) = α1 > 0, then for ε > 0 there exists N0 large such that
we would have σ4,N ′′([0, δ)) > α1 − ε for all N ′′ > N0. However, by picking δ small so that
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2γ δ < α1/2, we have
α1 − ε < σ4,N ′′([0, δ))→ 2γ δ < α1/2
which is a contradiction. Thus, we show that there can be no accumulation of probability mass at
x = 0, which implies
σr = δ1−1/r.
(iii) To prove this part first observe that the proof of σr({0}) = 0 in the previous part can be extended
to values of r ∈ (3, 4). Thus, in the case of the 2k-cycles, it still holds that σr({0}) vanishes.
Now, let p1, p2, . . . , p2k be the elements in the stable 2
k-cycle and B1, B2, . . . , B2k their basins of
attraction, respectively. Also note that fr(pi) = pi+1 for i = 1, . . . , 2k − 1 and fr(p2k) = p1. We
will prove that
σr =
1
2k
2k∑
i=1
δpi
using the above together with Lemma 5.5. Now, from that Lemma we obtain the following for
g ∈ C[0, 1] and t any positive integer.
lim
N ′′→∞
∫
I
g(x) dσr,N ′′(x) =
∫
I
g(f (jt)(x)) dσr(x),
for k ∈ {1, 2, . . . , 2n}. Thus, by summing both sides from 1 to 2n, we obtain
lim
N ′′→∞
∫
I
g(x) dσr,N ′′(x) =
1
2k
∫
I
 2k∑
j=1
g(f (jt)(x))
 dσr(x).
Using the basins of attraction and working in a manner as in the previous case, we can conclude the
result.
(iv) Pick any g ∈ C[0, 1]. To prove this weak convergence we first make an observation concerning
Lemma 5.5. Since the limit holds, independent of the number of compositions of f4 with itself on
the right-hand side, we have that
lim
N ′′→∞
∫ 1
0
g(y) dσ4,N ′′(y) =
∫ 1
0
g(f
(k)
4 (y)) dσ(y)
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for any k ∈ {0, 1, . . . ,M}, where M is a positive integer and k = 0 yields the identity function
f
(0)
4 (y) = y. By summing we obtain
(M + 1) · lim
N ′′→∞
∫ 1
0
g(y) dσ4,N ′′(y) =
M∑
k=0
∫ 1
0
g(f
(k)
4 (y)) dσ(y)
lim
N ′′→∞
∫ 1
0
g(y) dσ4,N ′′(y) =
1
M + 1
M∑
k=0
∫ 1
0
g(f
(k)
4 (y)) dσ(y)
(5.11)
The sum obtained above is true for any M positive which means it will still be true as M →∞. At
this point, notice that the distance
∣∣∣∣∫ 1
0
g(y) dσ4,N ′′(y)−
∫ 1
0
g dσ∗
∣∣∣∣
can be bounded in the following manner:
∣∣∣∣∫ 1
0
g(y) dσ4,N ′′(y)−
∫ 1
0
g dσ∗
∣∣∣∣ ≤
∣∣∣∣∣
∫ 1
0
g(y) dσ4,N ′′(y)−
∫ 1
0
1
M + 1
M∑
k=0
g(f
(k)
4 (y)) dσ(y)
∣∣∣∣∣
+
∣∣∣∣∣
∫ 1
0
1
M + 1
M∑
k=0
g(f
(k)
4 (y)) dσ(y)−
∫ 1
0
g(y) dσ∗(y)
∣∣∣∣∣
Therefore, to prove our main result, we require that the two terms above can be made arbitrarily
small. This is true for the first term by equation (5.11). However, for the second term we need to
do some more work. By applying Birkhoff’s pointwise ergodic theorem and by equation (B.5) and
Remark B.8, we have that for m-almost every x ∈ [0, 1]
lim
M→∞
1
M + 1
M∑
k=0
g(f
(k)
4 (y)) =
∫ 1
0
g dσ∗,
where σ∗ is the invariant measure for the map f4. The Bounded Convergence Theorem could be
applied in the second term to show that it can be made small if the measure we were integrating
with respect to was the Lebesgue measure m or, in general, a measure that is absolutely continuous
with respect to m. The latter is what we will show for σ. Specifically, we will show that for an open
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interval Q ⊂ [0, 1] = I there exists a constant D such that
σ(Q) ≤ Dm(Q).
Pick δ > 0 small enough and take an open interval Q ⊂ [f4(δ), f4(1/2− δ)]. Clearly, we have
σ4,N (Q) =
∫
Q
hN (y) dy =
∫
Q
(∫
I
hN (x)
1
bN (x)
exp
{
−N
2
(y − f4(x))2
}
dx
)
dy
=
∫
I
hN (x)
1
bN (x)
(∫
Q
exp
{
−N
2
(y − f4(x))2
}
dy
)
dx.
By setting z =
√
N(y − f4(x)), we obtain
σ4,N (Q) =
∫
I
hN (x)
1√
NbN (x)
(∫
QN (x)
exp
{
−z
2
2
}
dz
)
dx, (5.12)
where
QN (x) =
√
N(Q− f4(x)) =
{√
N(y − f4(x)) : y ∈ Q
}
.
Now, let Uρ(A) be the open ρ-neighborhood of a set A for some ρ > 0, meaning
Uρ(A) = {x : dist(x,A) < ρ}.
Using this we can write the right-hand side of (5.12) for N large enough as follows:
σ4,N (Q) =
∫
I\U
N
− 14
(f−14 (Q))
hN (x)
1√
NbN (x)
(∫
QN (x)
exp
{
−z
2
2
}
dz
)
dx
+
∫
U
N
− 14
(f−14 (Q))
hN (x)
1√
NbN (x)
(∫
QN (x)
exp
{
−z
2
2
}
dz
)
dx
= I1 + I2.
Let’s take a look at the two terms separately.
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For the term I1 we have that x ∈ I \ U
N−
1
4
(f−14 (Q)). First, notice that
f−14 (Q) ∩
(
[0, δ] ∪ [1/2− δ, 1/2 + δ] ∪ [1− δ, 1]
)
= ∅
since Q ∩
(
[0, f4(δ)] ∪ [f4(1/2− δ), 1]
)
= ∅
and f−14
(
[0, f4(δ)] ∪ [f4(1/2− δ), 1]
)
= [0, δ] ∪ [1/2− δ, 1/2 + δ] ∪ [1− δ, 1].
Therefore, it is clear that
U
N−
1
4
(f−14 (Q)) ∩
(
[0, δ −N− 14 ] ∪ [1/2− δ +N− 14 , 1/2 + δ −N− 14 ] ∪ [1− δ +N− 14 , 1]
)
= ∅.
We take N large enough so that N−
1
4 < δ. We will consider two cases for I1, one where
x ∈
(
1/2− δ +N− 14 , 1/2 + δ −N− 14
)
= U
δ−N− 14 ({1/2}) and the case where x /∈ Uδ−N− 14 ({1/2}).
If x ∈ U
δ−N− 14 ({1/2}) then f4(x) ∈
(
f4(1/2− δ +N− 14 ), 1
]
and since y ∈ Q, we have
|y − f4(x)| ≥ |f4(1/2− δ)− f4(1/2− δ +N− 14 )|
= f4(1/2− δ +N− 14 )− f4(1/2− δ)
= 1− 4(δ −N− 14 )2 − 1 + 4δ2
= 8δN−
1
4 −N− 12 ,
which then implies
N
2
(y − f4(x))2 ≥ N
2
(8δN−
1
4 −N− 12 )2 =
√
N
2
(8δ −N− 14 )2. (5.13)
If x /∈ U
δ−N− 14 ({1/2}) and y ∈ Q, then by the Mean Value Theorem we have
|y − f4(x)| ≥ min
z∈I\U
δ−N−
1
4
({1/2})
|f ′4(z)| · |f−14 (y)− x|
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≥ f ′4(1/2− δ +N−
1
4 ) ·N− 14
= [4− 8(1/2− δ +N− 14 )]N− 14
= (8δ − 8N− 14 )N− 14 .
Thus, we have
N
2
(y − f4(x))2 ≥
√
N
2
(8δ − 8N− 14 )2. (5.14)
Now, by Proposition 3.2 observe that the term I1 can be bounded in the following way:
I1 ≤ γ
∫
I\U
N
− 14
(f−14 (Q))
hN (x)
(∫
QN (x)
exp
{
−z
2
2
}
dz
)
dx ≤
= γ
∫
I\
(
U
N
− 14
(f−14 (Q))∪U
δ−N−
1
4
({1/2})
) hN (x)
(∫
QN (x)
exp
{
−z
2
2
}
dz
)
dx
+ γ
∫
U
δ−N−
1
4
({1/2})
hN (x)
(∫
QN (x)
exp
{
−z
2
2
}
dz
)
dx
and thus by equations (5.13) and (5.14), we obtain
I1 ≤ γ e−
√
N
2
(8δ−8N− 14 )2
∫
I\
(
U
N
− 14
(f−14 (Q))∪U
δ−N−
1
4
({1/2})
) hN (x)
(∫
QN (x)
dz
)
dx
+ γ e−
√
N
2
(8δ−N− 14 )2
∫
U
δ−N−
1
4
({1/2})
hN (x)
(∫
QN (x)
dz
)
dx
≤ 2γ
√
N e−32
√
N(δ−N− 14 )2 m(Q).
(5.15)
Now we investigate the term I2. Suppose that Q = (a, b). Then we have
f−14 (Q) =
(
f−1− (a), f
−1
− (b)
)
∪
(
f−1+ (b), f
−1
+ (a)
)
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and thus for any c, η > 0 we have
UcN−η(f
−1
4 (Q)) =
(
f−1− (a)− cN−η, f−1− (b) + cN−η
)
∪
(
f−1+ (b)− cN−η, f−1+ (a) + cN−η
)
.
By taking the image of the closure of the above set, we obtain
f4
[
UcN−η(f
−1
4 (Q))
]
=
[
f4(f
−1
− (a)− cN−η), f4(f−1− (b) + cN−η)
]
⊂ U4cN−η(Q) (5.16)
since
f4(f
−1
− (a)− cN−η) = 4(f−1− (a)− cN−η)(1− f−1− (a) + cN−η)
= f4(f
−1
− (a)) + 8f
−1
− (a)cN
−η − 4cN−η(1 + cN−η)
> a− 4cN−η
and f4(f−1− (b) + cN
−η) = 4(f−1− (b) + cN
−η)(1− f−1− (b)− cN−η)
= f4(f
−1
− (b))− 8f−1− (b)cN−η + 4cN−η(1− cN−η)
< b+ 4cN−η.
This means that for any x ∈ UcN−η(f−14 (Q)), f4(x) is strictly within the set U4cN−η(Q). Further-
more, notice that the following is true for large N :
If x /∈ UcN−η(f−14 (Q)), then f4(x) /∈ U4δcN−η(Q), (5.17)
which is shown by the calculation below.
f4(f
−1
− (a)− cN−η) = f4(f−1− (a)) + 8f−1− (a)cN−η − 4cN−η(1 + cN−η)
= a+ 8
(
1
2
− 1
2
√
1− a
)
cN−η − 4cN−η(1 + cN−η)
= a− 4cN−η(√1− a+ cN−η)
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≤ a− 4cN−η
√
1− f4(1/2− δ)
= a− 8δcN−η,
and f4(f−1− (b) + cN
−η) = f4(f−1− (b))− 8f−1− (b)cN−η + 4cN−η(1− cN−η)
= b− 8
(
1
2
− 1
2
√
1− b
)
cN−η + 4cN−η(1− cN−η)
= b+ 4cN−η
√
1− b− 4cN−2η
= b+ 4cN−η(
√
1− b− cN−η)
≥ b+ 2cN−η
√
1− f4(1/2− δ)
= b+ 4δcN−η,
where the two inequalities are justified by the fact that a < b ≤ f4(1/2 − δ) = 1 − 4δ2 and N is
taken large enough so that
√
1− b− cN−η ≥ √1− b/2.
Now, in order for us to bound the term I2, we will utilize the fact that the interval Q is totally
bounded. This technique has also been utilized in [12] by Katok and Kifer. Given N large enough
there exist kN points q1, q2, . . . , qkN ∈ Q such that
Q ⊂
kN⋃
i=1
UN−1/2({qi}) and m(Q) >
1
2
kN∑
i=1
m (UN−1/2({qi})) = N−1/2kN . (5.18)
The term I2 is then bounded as follows.
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I2 =
∫
U
N
− 14
(f−14 (Q))
hN (x)
(∫
Q
1
bN (x)
exp
{
−N
2
(y − f4(x))2
}
dy
)
dx
≤
kN∑
i=1
∫
U
N
− 14
(f−14 (Q))
hN (x)
(∫
U
N−1/2 ({qi})
1
bN (x)
exp
{
−N
2
(y − f4(x))2
}
dy
)
dx
=
kN∑
i=1
I2,i
(5.19)
We make the following claim for each term I2,i. For ε > 0 small and large n, we have
I2,i ≤ 2γN−1/2 + 2γ
n∑
k=1
(2δ)k−1N (1−2
−k+1)ε exp
{
−N
(2−2−k+1)ε
2
(4δk+1 − δk−1N−ε/2k)2
}
. (5.20)
Proof of claim:
Pick ε > 0. We first prove by induction that for any positive integer n we have
I2,i ≤
∫
I
∫
A(n,ε,i)
∫
A(n−1,ε,i)
· · ·
∫
A(0,ε,i)
hN (xn+1)qN (xn+1, xn) . . . qN (x1, y) dy dx1 . . . dxn+1
+ 2γ
n∑
k=1
(2δ)k−1N (1−2
−k+1)ε exp
{
−N
(2−2−k+1)ε
2
(4δk+1 − δk−1N−ε/2k)2
}
where
A(k, ε, i) = U
δkN
−1/2+∑k
j=1
ε/2j (f
−k
4 ({qi})) and we set A(0, ε, i) = UN−1/2({qi}),
and we have the density
qN (x, y) =
1
bN (x)
exp
{
−N
2
(y − f4(x))2
}
.
For n = 1 we have
I2,i =
∫
U
N
− 14
(f−14 (Q))
hN (x)
(∫
U
N−1/2 ({qi})
1
bN (x)
exp
{
−N
2
(y − f4(x))2
}
dy
)
dx
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=∫
U
N
− 14
(f−14 (Q))\A(1,ε,i)
hN (x)
(∫
U
N−1/2 ({qi})
1
bN (x)
exp
{
−N
2
(y − f4(x))2
}
dy
)
dx
+
∫
A(1,ε,i)
hN (x)
(∫
U
N−1/2 ({qi})
1
bN (x)
exp
{
−N
2
(y − f4(x))2
}
dy
)
dx
For the first integral in the sum where x /∈ A(1, ε, i), by (5.17) we have
f4(x) /∈ U4δ2N−1/2+ε/2({qi}).
This implies
|y − f4(x)| ≥ 4δ2N−1/2+ε/2 −N−1/2 = N−1/2+ε/2(4δ2 −N−ε/2)
and thus
exp
{
−N
2
(y − f4(x))2
}
≤ exp
{
−N
2
N−1+ε(4δ2 −N−ε/2)2
}
= exp
{
−N
ε
2
(4δ2 −N−ε/2)2
}
.
Finally, by applying equation (2.7) to the second integral we have
I2,i ≤
∫
I
∫
A(1,ε,i)
∫
U
N−1/2 ({qi})
hN (z)qN (z, x)qN (x, y) dy dx dz + 2γ exp
{
−N
ε
2
(4δ2 −N−ε/2)2
}
,
which concludes the base case. We move on to the induction step. Assume it is true for n, we will
show it holds for n+ 1. From above, we write the (n+ 2)-tuple integral as
∫
I
∫
A(n,ε,i)
∫
A(n−1,ε,i)
· · ·
∫
A(0,ε,i)
hN (xn+1)qN (xn+1, xn) . . . qN (x1, y) dy dx1 . . . dxn+1
=
∫
I\A(n+1,ε,i)
∫
A(n,ε,i)
∫
A(n−1,ε,i)
· · ·
∫
A(0,ε,i)
hN (xn+1)qN (xn+1, xn) . . . qN (x1, y) dy dx1 . . . dxn+1
+
∫
A(n+1,ε,i)
∫
A(n,ε,i)
∫
A(n−1,ε,i)
· · ·
∫
A(0,ε,i)
hN (xn+1)qN (xn+1, xn) . . . qN (x1, y) dy dx1 . . . dxn+1.
Again, for the first integral in the sum notice that xn+1 /∈ A(n+ 1, ε, i), which implies from (5.17)
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that
f4(xn+1) /∈ U
4δn+2N
−1/2+∑n+1
j=1
ε/2j (f
−n
4 ({qi})).
As with the base case, we have
exp
{
−N
2
(xn − f4(xn+1))2
}
≤ exp
{
−N
2
N−1+
∑n+1
j=1 ε/2
(j−1)
(4δn+2 − δnN−ε/2(n+1))2
}
= exp
{
−N
(2−2−n)ε
2
(4δn+2 − δnN−ε/2(n+1))2
}
.
From the previous inequality and by applying equation (2.7) to the second integral we have
I2,i ≤
∫
I
∫
A(n+1,ε,i)
∫
A(n,ε,i)
∫
A(n−1,ε,i)
· · ·
∫
A(0,ε,i)
hN (xn+2)qN (xn+2, xn+1) . . . qN (x1, y) dy dx1 . . . dxn+2
+ γ
√
N exp
{
−N
(2−2−n)ε
2
(4δn+2 − δnN−ε/2(n+1))2
}
m(A(n, ε, i))
+ 2γ
n∑
k=1
(2δ)k−1N (1−2
−k+1)ε exp
{
−N
(2−2−k+1)ε
2
(4δk+1 − δk−1N−ε/2k)2
}
.
Since m(A(n, ε, i)) = 2n2δnN−1/2+
∑n
j=1 ε/2
j
= 2n+1δnN−1/2+(1−2−n)ε, this concludes the in-
duction step.
Now, to prove (5.20), notice that the (n + 2)-tuple integral is a (n + 2)-step transition probability
and can be bounded as shown below.
∫
I
∫
A(n,ε,i)
∫
A(n−1,ε,i)
· · ·
∫
A(0,ε,i)
hN (xn+1)qN (xn+1, xn) . . . qN (x1, y) dy dx1 . . . dxn+1
≤
∫
I
∫
A(n,ε,i)
hN (xn+1)qN (xn+1, xn) dxn dxn+1
≤ γ
√
Nm(A(n, ε, i))
= γ
√
N2n+1δnN−1/2+(1−2
−n)ε
= 2γ(2δ)nN (1−2
−n)ε
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Since 2δ can be made arbitrarily small, we can take n large enough so that (2δ)nN (1−2−n)ε ≤
N−1/2. As with case (ii), we consider n = n(N) such that
n =
[
log2δ
(
N−1/2−ε
)]
+ 1.
This finally proves the claim.
Therefore, by putting together equations (5.15), (5.18), (5.19) and (5.20), we obtain
σ4,N (Q) ≤
(√
N
n∑
k=1
(2δ)k−1N (1−2
−k+1)ε exp
{
−N
(2−2−k+1)ε
2
(4δk+1 − δk−1N−ε/2k)2
}
+
√
N e−32
√
N(δ−N− 14 )2 + 1
)
2γ m(Q).
(5.21)
This immediately yields the next result for the open interval Q ⊂ [f4(δ), f4(1/2− δ)],
σ(Q) ≤ lim inf σ4,N (Q) = 4γ m(Q). (5.22)
The first term in the sum of (5.21) can be shown to be bounded in a similar manner as with the term
in (5.8) of case (ii) by using (5.10) and applying Jensen’s inequality with the convex function
φ(x) = |x|[1/(2δ)]n .
Next we consider the case where Q = (f4(1/2− δ), 1]. This is resolved by taking σ4,N (Q) and
applying (2.7) twice. By doing this, the result will be given by falling back to the previous case.
σ4,N (Q) =
∫
Q
hN (y) dy
=
∫
I
hN (x)
(∫
Q
qN (x, y) dy
)
dx
=
∫
I\U
N−1/4 (f
−1
4 (Q))
hN (x)
(∫
Q
qN (x, y) dy
)
dx+
∫
U
N−1/4 (f
−1
4 (Q))
hN (x)
(∫
Q
qN (x, y) dy
)
dx
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Observe that the preimage ofQ is the open interval f−14 (Q) =
(
f−1− (f4(1/2− δ)), f−1+ (f4(1/2− δ))
)
=
(1/2− δ, 1/2 + δ). Thus, if
x /∈ UN−1/4(f−14 (Q)) = Uδ+N−1/4({1/2}),
then
|y − f4(x)| ≥ f4(1/2− δ)− f4(1/2− δ −N−1/4)
= f4(1/2− δ)− [f4(1/2− δ)− 4N−1/4(
√
1− f4(1/2− δ) +N−1/4)]
= 4N−1/4(
√
4δ2 +N−1/4)
≥ 8δN−1/4.
Thus, for the first integral in the sum above we have
∫
I\U
N−1/4 (f
−1
4 (Q))
hN (x)
(∫
Q
qN (x, y) dy
)
dx ≤ γ
√
Nm(Q) exp
{
−N
2
(8δN−1/4)2
}
≤ γ
√
N(1− f4(1/2− δ)) exp
{
−N
2
64δ2N−1/2
}
= 4δ2γ
√
N exp
{
−32δ2
√
N
}
.
Now, the second integral is written as follows
∫
U
N−1/4 (f
−1
4 (Q))
hN (x)
(∫
Q
qN (x, y) dy
)
dx
=
∫
I
hN (z)
(∫
U
N−1/4 (f
−1
4 (Q))
qN (z, x)
(∫
Q
qN (x, y) dy
)
dx
)
dz
≤
∫
I
hN (z)
(∫
U
N−1/4 (f
−1
4 (Q))
qN (z, x) dx
)
dz.
Compare the last expression in the inequality above with the integral in (5.12) from the previous
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case. Also, notice that
UN−1/4(f
−1
4 (Q)) ⊂ [f4(δ), f4(1/2− δ)].
Therefore, the above integral falls back to the previous case. So (5.22) implies that
σ(Q) ≤ lim inf
(
4δ2γ
√
N exp
{
−32δ2
√
N
}
+
∫
I
hN (z)
(∫
U
N−1/4 (f
−1
4 (Q))
qN (z, x) dx
)
dz
)
= lim inf
(
4γ m(UN−1/4(f
−1
4 (Q)))
)
= lim inf
(
4γ m(f−14 (Q)) + 8γ N
−1/4
)
= 4γ m(f−14 (Q)).
In conclusion, for the case where Q = (f4(1/2− δ), 1], we have
σ(Q) ≤ 4γ
√
m(Q) = 8γ δ. (5.23)
We now consider the final case, Q = [0, f4(δ)). First, notice that
f−14 (Q) = [0, δ) ∪ (1− δ, 1].
Secondly, for any nonnegative integer n we have
f−1−
(
δ
2n
)
=
1
2
− 1
2
√
1− δ
2n
≤ 1
2
− 1
2
(
1− δ
2n
)
=
δ
2n+1
and similarly
f−1+
(
δ
2n
)
≥ 1− δ
2n+1
.
The above two inequalities yield
f−14
(
[0, 2−nδ)
) ⊂ [0, 2−(n+1)δ) ∪ (1− 2−(n+1)δ, 1], (5.24)
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which will be useful when calculating the bound for σ(Q), especially since m
(
f−14 ([0, 2
−nδ))
)
vanishes as n→∞. Now we make the following claim: for any integer n ≥ 1, we have
σ4,N (Q) ≤
∫
I
∫
Bδ(n)
hN (x)qN (x, y) dy dx+
n∑
i=1
∫
I
∫
1−Bδ(i)
hN (x)qN (x, y) dy dx
+ γ
√
N
(
f4(δ) exp
{
−N
2
[4δ(1− 4δ)]2
}
+ 8δ
n∑
i=2
2−i exp
{−N2−2i[δ(1− 4δ)]2}) , (5.25)
where the sets Bδ(n), motivated by (5.24), are defined as
Bδ(n) =
[
0, δ2−n+2
)
, n ≥ 1,
and
1−Bδ(n) = {1− x | x ∈ Bδ(n,N)}.
Proof of claim:
We start with the base case, n = 1. By definition and from (2.7), we have
σ4,N (Q) =
∫
Q
hN (y) dy =
∫
I
hN (x)
(∫
Q
qN (x, y) dy
)
dx
=
∫
I\[Bδ(1)∪(1−Bδ(1))]
hN (x)
(∫
Q
qN (x, y) dy
)
dx
+
∫
Bδ(1)
hN (x)
(∫
Q
qN (x, y) dy
)
dx+
∫
1−Bδ(1)
hN (x)
(∫
Q
qN (x, y) dy
)
dx
= I ′1 + I
′
2 + I
′
3.
Observe that f−14 (Q) ⊂ Bδ(1) ∪ (1−Bδ(1)). Thus, for the term I ′1 we have
|y − f4(x)| ≥ f4(2δ)− f4(δ)
= 8δ(1− 2δ)− 4δ(1− δ)
= 4δ(1− 3δ)
≥ 4δ(1− 4δ) > 0.
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Therefore,
I ′1 ≤ γ
√
N exp
{
−N
2
[4δ(1− 4δ)]2
}
m(Q)
∫
I\[Bδ(1)∪(1−Bδ(1))]
hN (x) dx
≤ γ
√
Nf4(δ) exp
{
−N
2
[4δ(1− 4δ)]2
}
,
which covers the third term in (5.25). By reapplying (2.7) to the terms I ′2 and I ′3, we obtain the other
terms in (5.25) for n = 1.
I ′2 =
∫
I
hN (z)
[∫
Bδ(1)
qN (z, x)
(∫
Q
qN (x, y) dy
)
dx
]
dz
≤
∫
I
hN (z)
(∫
Bδ(1)
qN (z, x) dx
)
dz,
and similarly for I ′3, which concludes the base case.
For the induction step, assume the claim holds for n, we will show it holds for n+ 1. We write the
first term of (5.25) in the following manner,
∫
I
∫
Bδ(n)
hN (x)qN (x, y) dy dx =
∫
I\[Bδ(n+1)∪(1−Bδ(n+1))]
∫
Bδ(n)
hN (x)qN (x, y) dy dx
+
∫
Bδ(n+1)
∫
Bδ(n)
hN (x)qN (x, y) dy dx
+
∫
1−Bδ(n+1)
∫
Bδ(n)
hN (x)qN (x, y) dy dx
= J ′1 + J
′
2 + J
′
3.
For the term J ′1, since x /∈ Bδ(n+ 1) ∪ (1−Bδ(n+ 1)) and y ∈ Bδ(n), we have
|y − f4(x)| ≥ f4(δ2−n+1)− δ2−n+2
= 4δ2−n+1(1− δ2−n+1)− δ2−n+2
= δ2−n+2 − δ22−2n+4
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= δ2−n+2(1− δ2−n+2)
≥ δ2−n+2(1− 4δ).
This implies
J ′1 ≤ γ
√
N exp
{
−N
2
[δ2−n+2(1− 4δ)]2
}
m(Bδ(n))
∫
I\[Bδ(n+1,N)∪(1−Bδ(n+1,N))]
hN (x) dx
≤ γ
√
Nδ2−(n+1)+3 exp
{
−N2−2(n+1)+6[δ(1− 4δ)]2
}
≤ γ
√
Nδ2−(n+1)+3 exp
{
−N2−2(n+1)[δ(1− 4δ)]2
}
,
which is added to the third term in (5.25). Next, the first and second terms of (5.25) for n + 1 are
obtained by applying (2.7) to J ′2 and J ′3.
J ′2 =
∫
I
∫
Bδ(n+1)
∫
Bδ(n)
hN (z)qN (z, x)qN (x, y) dy dx dz
≤
∫
I
∫
Bδ(n+1)
hN (z)qN (z, x) dx dz,
and similarly for J ′3 which is then added to the finite sum in (5.25). This concludes the induction
step and the proof of the claim. Immediately, we have
σ4,N (Q) ≤ 4γ
√
Nδ2−n +
n∑
i=1
∫
I
∫
1−Bδ(i)
hN (x)qN (x, y) dy dx
+ γ
√
N
(
f4(δ) exp
{
−N
2
[4δ(1− 4δ)]2
}
+ 8δ
n∑
i=2
2−i exp
{−N2−2i[δ(1− 4δ)]2}) ,
where each integral in the second term’s sum falls back to the previous case since each interval
1 − Bδ(i,N) is of the form (f4(1/2 − δ), 1]. Thus, taking n large enough, specifically n =[
log2(
√
N)
]
+ 1, we will have
σ(Q) ≤ 12γ δ + 4γ
√
2√
2− 1
√
δ (5.26)
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for Q = [0, f4(δ)), which concludes the third and final case. The sum in the third term
n∑
i=2
√
N2−i exp
{−N2−2i[δ(1− 4δ)]2}
again can be shown to be asymptotically bounded by 1 as with the term in (5.8) using (5.10) and
applying Jensen’s inequality with the convex function
φ(x) = |x|2n .
Therefore, the inequalities (5.22), (5.23) and (5.26) yield the fact that σ is an absolutely contin-
uous measure. We now return to the time average (5.11) and continue with the proof of showing
that σ = σ∗. We view the time average as a term in a sequence of functions {gM (y)}∞M=0, where
gM (y) =
1
M + 1
M∑
k=0
g(f
(k)
4 (y)), y ∈ [0, 1].
Since sup
y∈[0,1]
|gM (y)| ≤ ‖g‖∞ for all M ≥ 0, we apply the Bounded Convergence Theorem to the
sequence on the measure space ([0, 1],B[0, 1], σ) and we have
lim
M→∞
∫ 1
0
1
M + 1
M∑
k=0
g(f
(k)
4 (y)) dσ(y) =
∫ 1
0
(∫ 1
0
g dσ∗
)
dσ(y)
=
∫ 1
0
g dσ∗.
(5.27)
We can say this now due to the fact that σ  m. Therefore, we have
∣∣∣∣∫ 1
0
g(y) dσ4,N ′′(y)−
∫ 1
0
g dσ∗
∣∣∣∣ ≤
∣∣∣∣∣
∫ 1
0
g(y) dσ4,N ′′(y)−
∫ 1
0
1
M + 1
M∑
k=0
g(f
(k)
4 (y)) dσ(y)
∣∣∣∣∣
+
∣∣∣∣∣
∫ 1
0
1
M + 1
M∑
k=0
g(f
(k)
4 (y)) dσ(y)−
∫ 1
0
g(y) dσ∗(y)
∣∣∣∣∣
where by equations (5.11) and (5.27) the two terms above can be made arbitrarily small. In conclu-
sion,
lim
N ′′→∞
∫ 1
0
g(y) dσ4,N ′′(y) =
∫ 1
0
g dσ∗
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Thus, we have σ4,N ′′ converging weakly to σ∗, which implies the result for the sequence of measures
{σ4,N} since {σ4,N ′′} is a subsubsequence of an arbitrary subsequence. This concludes the proof
of our main theorem.
This is where the main part of the first project ends. Supplementary material can be found in the
appendices. In the next chapter we begin the discussion of the work on parallel Bayesian logspline
estimators by introducing notation and hypotheses.
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CHAPTER 6
PARALLEL BAYESIAN LOGSPLINE ESTIMATORS: NOTATION & HYPOTHESES
For the convenience of the reader we collect in this section all hypotheses and results relevant to our
analysis and present the notation that is utilized in the second project detailed in this dissertation.
(H1) Motivated by the form of the posterior density at Neiswanger et al. [17] we consider the
probability density function of the form
p(θ) ∝ p∗(θ) where p∗(θ) :=
M∏
m=1
pm(θ) (6.1)
where we assume that pm(θ), m ∈ {1, . . . ,M} have compact support on the interval [a, b].
(H2) For each m ∈ {1, . . . ,M} pm(θ) is a probability density function. We consider the estimator
of p in the form
pˆ(θ) ∝ pˆ∗(θ) where pˆ∗(θ) :=
M∏
m=1
pˆm(θ) (H2-a)
and for each m ∈ {1, . . . ,M} pˆm(θ) is the logspline density estimator of the probability
density pm(θ) that has the form
pˆm : R× Ωmnm defined by pˆm(θ, ω) = fm(θ, yˆ(θm1 , . . . , θmnm)), ω ∈ Ωmnm (H2-b)
We also consider the additional estimators p¯m of pm as defined in (G.12) and
p¯∗(θ) :=
M∏
m=1
p¯m(θ).
Here θm1 , θ
m
2 , . . . , θ
m
nm ∼ pm(x) are independent identically distributed random variables and
fm is the logspline density estimate introduced in Definition (G.1) with Nm number of knots
and the order of the B-splines is km.
Ωmnm =
{
ω ∈ Ω : yˆ = yˆ(θm1 , . . . , θmnm) ∈ RLm+1 exists
}
. (6.2)
where Lm := Nm − km.
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The mean integrated square error of the estimator pˆ∗ of the product p∗ is defined by
MISE[N] := MISE(p
∗, pˆ∗) = E
∫
(pˆ∗(θ;ω)− p∗(θ))2 dθ (6.3)
where we use the notation N = (Nm)Nm=1.
We assume that the probability densities functions p1, . . . , pM satisfy the following hypotheses:
(H3) The number of samples for each subset are parameterized by a governing parameter n as
follows:
N(n) = {N1(n), N2(n), N3(n), . . . , NM (n)} : N→ NM
such that for all m ∈ {1, 2, . . . ,M}
D1 ≤ Nm
n
≤ D2,
lim
n→∞Nm(n) =∞ .
(6.4)
Note that C1‖N(n)‖ ≤ Nm(n) ≤ C2‖N(n)‖.
(H4) For each m ∈ {1, . . . ,M}, k1 = k2 = · · · = kM = k for some fixed k in N. For the number
of knots for each m are parameterized by n as follows:
K(n) = {K1(n),K2(n),K3(n), . . . ,KM (n)} : N→ NM (6.5)
where Km(n) + 1 is the number of knots for B-splines on the interval [a, b] and thus
L(n) = {L1(n), L2(n), L3(n), . . . , LM (n)} : N→ NM with Lm(n) = Km(n)− k
and we require
lim
n→∞Lm(n) =∞ and limn→∞
Lm(n)
Nm(n)1/2−β
= 0, 0 < β <
1
2
.
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(H5) For the knots TKm(n) = (t
m
i )
Km(n)
i=0 , we write
h¯m = max
k−1≤i≤Km(n)−k
(tmi+1 − tmi ) and hm = min
k−1≤i≤Km(n)−k
(tmi+1 − tmi ). (6.6)
(H6) For each m ∈ {1, . . . ,M}, j ∈ {0, . . . , k − 1} and density pm ∈ Cj+1([a, b]) there exists
Cm,s ≥ 0 such that ∣∣∣∣dj+1 log (pm(θ))dθj+1
∣∣∣∣ < Cm,s for all x. (6.7)
(H7) Let ‖ · ‖2 denote the L2-norm on [a, b]. For p∗ defined as in H1, there exists C∗ ≥ 0 such that
‖p∗‖22 =
∫
(p∗(θ))2 dθ < C∗ . (6.8)
(H8) For each subset xm, the B-splines are created by choosing a uniform knot sequence. Thus,
h¯m = hm = hm, for m ∈ {1, . . . ,M}. (6.9)
Let
hmin = min
1≤m≤M
{hm} and hmax = max
1≤m≤M
{hm}. (6.10)
We assume that hmin, hmax scale in a similar way to the number of samples, i.e
c1‖N(n)‖−β ≤ hj+1min(n) ≤ hj+1max(n) ≤ c2‖N(n)‖−β,
where j ∈ {0, . . . , k − 1} is the same as in hypothesis (H6).
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CHAPTER 7
ANALYSIS OF MISE FOR pˆ
7.1 Error analysis for unnormalized estimator
Suppose we are given a data set x and it is partitioned into M ≥ 1 disjoint subsets xm, m ∈
{1, . . . ,M}. We are interested in the subset posterior densities pm(θ) = p(θ|xm). For each such
density we apply the analysis from before. Let pˆm and p¯m, m ∈ {1, . . . ,M} be the corresponding
logspline estimators as defined in (G.11) and (G.12) respectively. By definition of pˆm, that is equal
to the logspline density estimate on Ωmnm ⊂ Ω, where Ωmnm is the set defined in (G.10) for pˆm.
Definition 7.1. For m ∈ {1, . . . ,M}, let Ωmnm be the set defined in (6.2). We then set
ΩM,N :=
M⋂
m=1
Ωmnm where N = (n1, . . . , nm)
which is the set where the maximizer for the log-likelihood exists given each data subset and thus
all logspline density estimators pˆm exist.
Lemma 7.2. Suppose the conditions in (H3) and (H4) hold. Given the previous definition, we have
that
lim
n→∞P
(
ΩM,N(n)
)
= 1.
Proof. By Theorem H.13 we have that
P
(
Ω \ ΩM,N(n)
)
= P
(
M⋃
m=1
(ΩmNm(n))
c
)
≤
M∑
m=1
P
(
(ΩmNm(n))
c
)
≤
M∑
m=1
2e−Nm(n)
2(Lm(n)+1)δm(D)
and the result follows by taking n to infinity.
Since the probability of the set where the estimators pˆm exist for all m ∈ {1, . . . ,M} tends to 1, it
makes sense to do our analysis for a conditional MISE on the set ΩM,N(n). Considering the practical
aspect, we will never encounter the set where the maximizer of the log-likelihood doesn’t exist.
At this point, let’s state a bound for |pˆ∗(θ;ω) − p∗(θ)| which will be essential in our analysis of
MISE.
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Lemma 7.3. Suppose the hypotheses (H1)-(H7) hold and that we are restricted to the sample sub-
space ΩM,N(n). We then have the following:
(a) There exists a positive constant R1 = R1(M) such that
‖ log(pˆ∗(·, ω))− log(p¯∗(·))‖∞ ≤ R1
M∑
m=1
Lm(n) + 1√
Nm(n)
.
(b) There exists a positive constant R2 = R2(M,k, j,Fp, γ(TK1(n)), . . . , γ(TKM (n))) such that
‖ log (p∗)− log (p¯∗)‖∞ ≤ R2 h¯j+1max
M∑
m=1
∥∥∥∥dj+1 log(pm)dθj+1
∥∥∥∥
∞
where h¯max = max
m
{h¯m}.
(c) Using the bounds from (a) and (b) we have
|pˆ∗(θ;ω)−p∗(θ)| ≤
(
exp
{
R1
M∑
m=1
Lm(n) + 1√
Nm(n)
+R2 h¯
j+1
max
M∑
m=1
∥∥∥∥dj+1 log(pm)dθj+1
∥∥∥∥
∞
}
− 1
)
p∗(θ).
Proof.
(a) The bound can be shown by writing
‖ log(pˆ∗(·, ω))− log(p¯∗(·))‖∞ = ‖ log
(
M∏
m=1
pˆm(·;ω)
)
− log
(
M∏
m=1
p¯m(·)
)
‖∞
= ‖
M∑
m=1
log(pˆm(·;ω))−
M∑
m=1
log(p¯m(·))‖∞
≤
M∑
m=1
‖ log(pˆm(·;ω))− log(p¯m(·))‖∞
and then applying Theorem H.16. For each m ∈ {1, . . . ,M} there will be an Mm3 appearing
in the bound and we can take R1 = maxm{Mm3 }.
(b) Similar to part (a) we can write
‖ log(p∗(·))− log(p¯∗(·))‖∞ = ‖ log
(
M∏
m=1
pm(·)
)
− log
(
M∏
m=1
p¯m(·)
)
‖∞
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= ‖
M∑
m=1
log(pm(·))−
M∑
m=1
log(p¯m(·))‖∞
≤
M∑
m=1
‖ log(pm(·))− log(p¯m(·))‖∞
and then we apply Lemma H.7. For each m ∈ {1, . . . ,M} there will be constants M ′m and
Cm(k, j) appearing and we can take R2 = maxm{M ′mCm(k, j)}.
(c) To see why this is true, we write
|pˆ∗(θ;ω)− p∗(θ)| = p∗(θ)
∣∣∣∣ pˆ∗(θ;ω)p∗(θ) − 1
∣∣∣∣ = p∗(θ) |exp{log(pˆ∗(θ;ω))− log(p∗(θ))} − 1| .
If pˆ∗(θ;ω) ≥ p∗(θ) then
|exp{log(pˆ∗(θ;ω))− log(p∗(θ))} − 1| = exp{log(pˆ∗(θ;ω))− log(p∗(θ))} − 1.
If pˆ∗(θ;ω) < p∗(θ) then
|exp{log(pˆ∗(θ;ω))− log(p∗(θ))} − 1| = 1− exp{log(pˆ∗(θ;ω))− log(p∗(θ))}
= 1− exp{−[log(p∗(θ))− log(pˆ∗(θ;ω))]}
≤ exp{log(p∗(θ))− log(pˆ∗(θ;ω))} − 1
where the last step is justified by the fact that 1− e−x ≤ ex − 1, for any x ≥ 0. This implies
|pˆ∗(θ;ω)− p∗(θ)| ≤ p∗(θ) (exp{| log(pˆ∗(θ;ω))− log(p∗(θ))|} − 1)
≤ p∗(θ) (exp{| log(pˆ∗(θ;ω))− log(p¯∗(θ))|+ | log(p¯∗(θ))− log(p∗(θ))|} − 1)
and then we apply the bounds from the previous two parts.
This leads us directly to the theorem for the conditional MISE of the unnormalized densities p∗ and
pˆ∗.
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Theorem 7.4. Assume the conditions (H1)-(H7) hold. Given M ≥ 1 we have
MISE(p∗, pˆ∗ | ΩM,N(n))
≤
(
exp
{
R1
M∑
m=1
Lm(n) + 1√
Nm(n)
+R2 h¯
j+1
max
M∑
m=1
∥∥∥∥dj+1 log(pm)dθj+1
∥∥∥∥
∞
}
− 1
)2
‖p∗‖22
(7.1)
where R1, R2 are as in Lemma 7.3.
In addition, if (H8) holds, then MISE scales optimally in regards to the number of samples,
√
MISE(p∗, pˆ∗) = O(Mn−β) = O(M1−β‖N(n)‖−β) (7.2)
Proof. By definition of the conditional MISE and Lemma 7.3, we have
MISE(p∗, pˆ∗ | ΩM,N(n)) = EΩM,N(n)
∫
(pˆ∗(θ;ω)− p∗(θ))2 dθ
≤ EΩM,N(n)
∫ [(
exp
{
R1
M∑
m=1
Lm(n) + 1√
Nm(n)
+R2 h¯
j+1
max
M∑
m=1
∥∥∥∥dj+1 log(pm)dθj+1
∥∥∥∥
∞
}
− 1
)
p∗(θ)
]2
dθ
=
(
exp
{
R1
M∑
m=1
Lm(n) + 1√
Nm(n)
+R2 h¯
j+1
max
M∑
m=1
∥∥∥∥dj+1 log(pm)dθj+1
∥∥∥∥
∞
}
− 1
)2
EΩM,N(n)
∫
(p∗(θ))2 dθ
=
(
exp
{
R1
M∑
m=1
Lm(n) + 1√
Nm(n)
+R2 h¯
j+1
max
M∑
m=1
∥∥∥∥dj+1 log(pm)dθj+1
∥∥∥∥
∞
}
− 1
)2
‖p∗‖22
which concludes the proof for (7.1). Next, if (H8) holds, then (7.2) follows directly.
Remark 7.5. It’s interesting to note how the number of knots, their placement and the number
of samples all play a role in the above bound. If we want to be accurate, all of the parameters
Lm(n), Nm(n) and h¯max must be chosen appropriately. For instance, if the knots are not placed
correctly, no matter how large of a number of samples we take for each subset, the error will be
substantial since the second term in the exponential will not be small.
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7.2 Analysis for renormalization constant
We will now consider the error that arises for MISE when one renormalizes the product of the
estimators so it can be a probability density. The renormalization can affect the error since p∗ and
pˆ∗ are rescaled. We define the renormalization constant and its estimator to be
λ =
∫
p∗(θ) dθ and λˆ = λˆ(ω) =
∫
pˆ∗(θ;ω) dθ. (7.3)
Therefore, we are interested in analyzing
MISE(p, pˆ) = MISE(cp∗, cˆpˆ∗), where c = λ−1, cˆ = λˆ−1.
We first state the following lemma for λ and λˆ(ω).
Lemma 7.6. Let λ and λˆ(ω) be defined as in (7.3). Suppose that (H8) holds and we are restricted
to the sample subspace ΩM,N(n). Then we have
∣∣∣∣∣ λˆ(ω)λ − 1
∣∣∣∣∣ = O(M1−β‖N(n)‖−β) (7.4)
Proof. By definition of λ and λˆ(ω), we have
|λ− λˆ(ω)| =
∣∣∣∣∫ p∗(θ) dθ − ∫ pˆ∗(θ;ω) dθ∣∣∣∣
≤
∫
|p∗(θ)− pˆ∗(θ;ω)| dθ
≤
(
exp
{
R1
M∑
m=1
Lm(n) + 1√
Nm(n)
+R2 h¯
j+1
max
M∑
m=1
∥∥∥∥dj+1 log(pm)dθj+1
∥∥∥∥
∞
}
− 1
)∫
p∗(θ) dθ
=
(
exp
{
R1
M∑
m=1
Lm(n) + 1√
Nm(n)
+R2 h¯
j+1
max
M∑
m=1
∥∥∥∥dj+1 log(pm)dθj+1
∥∥∥∥
∞
}
− 1
)
λ
where the second inequality is justified by Lemma 7.3(c). Dividing by λ the result then follows by
hypothesis (H8).
So what the above lemma suggests is that when restricted to the sample subspace ΩM,N(n), the space
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where the logspline density estimators pˆm, m ∈ {1, . . . ,M} are all defined, the renormalization
constant cˆ of the product of the estimators approximates the true renormalization constant c.
Knowing now how λˆ(ω) scales we can start analyzing MISE(p, pˆ) on the sample subspace.
However, to make the analysis slightly easier we introduce a new functional, called MISE. This
new functional is asymptotically equivalent to MISE as we will show, thus providing us with the
means to view how MISE scales without having to directly analyze it.
Definition 7.7. Suppose M ≥ 1 and hypotheses (H1)-(H2) hold. Given the sample subspace
ΩM,N(n) we define the functional
MISE
(
p, pˆ | ΩM,N(n)
)
= EΩM,N(n)
( λˆ(ω)
λ
)2 ∫
(pˆ(θ;ω)− p(θ))2 dθ
 . (7.5)
Proposition 7.8. The functional MISE is asymptotically equivalent to MISE on ΩM,N(n), in the
sense that
lim
‖N(n)‖→∞
MISE
(
p, pˆ | ΩM,N(n)
)
MISE
(
p, pˆ | ΩM,N(n)
) = 1. (7.6)
Proof. Notice that MISE can be written as
MISE
(
p, pˆ | ΩM,N(n)
)
= EΩM,N(n)
( λˆ
λ
− 1 + 1
)2 ∫
(pˆ(θ;ω)− p(θ))2 dθ

= EΩM,N(n)
( λˆ
λ
− 1
)2
+ 2
(
λˆ
λ
− 1
)
+ 1
∫ (pˆ(θ;ω)− p(θ))2 dθ

and thus by Lemma 7.6
MISE
(
p, pˆ | ΩM,N(n)
)
= (1 + E(n))MISE
(
p, pˆ | ΩM,N(n)
)
,
where E(n) = O(M1−β‖N(n)‖−β)
which then implies the result.
We conclude our analysis with the next theorem, which states how MISE scales for the renor-
malized estimators.
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Theorem 7.9. Let M ≥ 1. Assume the conditions (H1)-(H8) hold. Then
MISE
(
p, pˆ | ΩM,N(n)
)
= O(M2−2β‖N(n)‖−2β). (7.7)
Proof. We will do the work for MISE and the result will follow from Proposition 7.8. Notice that
MISE can be written as below. Also, let En(·) = E(·|ΩM,N(n))
MISE
(
p, pˆ | ΩM,N(n)
)
= En
( λˆ
λ
)2 ∫
(p− pˆ)2 dθ

= En
∫ (
λ−1(λˆ− λ)p− λ−1(pˆ∗ − p∗)
)2
dθ
= ‖p‖22 En
( λˆ
λ
− 1
)2+ λ−2 MISEn(p∗, pˆ∗)− 2λ−1 En∫ ( λˆ
λ
− 1
)
(pˆ∗ − p∗)p dθ
= J1 + J2 + J3.
We now determine how each of the Ji, i ∈ {1, 2, 3} scale. For J1 by Lemma 7.6 we have
J1 = O(M
2−2β‖N(n)‖−2β),
for J2 we have from (H8)
J2 = O(M
2−2β‖N(n)‖−2β)
and for J3 we have from Lemmas 7.3(c) and 7.6
|J3|2 ≤ 4λ−2
(
En
∫ ∣∣∣∣∣ λˆλ − 1
∣∣∣∣∣ |pˆ∗ − p∗|p dθ
)2
≤ 4λ−2 En
( λˆ
λ
− 1
)2 ∫
p2 dθ
 ·MISEn(p∗, pˆ∗).
Thus, by hypotheses (H7)-(H8), |J3| = O(M2−2β‖N(n)‖−2β).
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CHAPTER 8
NUMERICAL ERROR
So far we have estimated the error that arises between the unknown density p and the full-data
estimator pˆ. However, in practice it is difficult to evaluate the renormalization constant
λˆ(ω) =
∫
pˆ∗(θ) dθ =
∫ M∏
m=1
pˆm(θ) dθ
defined in (7.3). The difficulty is due to the process of generating MCMC samples and thus pˆ∗ is
not explicitly known. In order to circumvent this issue, our idea is to approximate the integral above
numerically. To accomplish this, we interpolate pˆ∗ using Lagrange polynomials. This procedure
leads to the construction of an interpolant estimator p˜∗ which we then integrate numerically. We
then normalize p˜∗ and use that as a density estimator for p. Unfortunately, to estimate the error by
considering that kind of approximation given an arbitrary grid of points for Lagrange polynomials,
independent of the set of knots (ti) for B-splines gives a stringent condition on the smoothness of
B-splines we incorporate. It turns out that we have to utilize B-splines of order at least k = 4. For
this reason we consider using Lagrange polynomials of order l + 1 which satisfy l < k − 2.
8.1 Interpolation of an estimator: preliminaries
We remind the reader the model we deal with throughout our work. We recall that the (marginal)
posterior of the parameter θ ∈ R (which is a component of a multidimensional parameter θ ∈ Rd)
given the data
x = {x1,x2, . . . ,xM}
partitioned into M disjoint sets xm, m = 1, . . . ,M is assumed to have the form
p(θ|x) ∝
M∏
m=1
pm(θ) (8.1)
with p(θ|xm) denoting the (marginal) posterior density of θ given data xm.
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The estimator pˆ(θ|x) of the posterior p(θ|x) is taken to be
pˆ(θ|x) ∝
M∏
m=1
pˆm(θ) (8.2)
where pˆm(θ) stands for the logspline density estimator of the sub-posterior density pm(θ). From
Definition G.1 and hypotheses (H1)-(H5) we have that for each m ∈ {1, . . . ,M}, the estimator pˆm
has the form
pˆm(θ) = exp (Bm(θ; yˆ
m)− c(yˆm)) (8.3)
where
Bm(θ; yˆ
m) =
Lm(n)∑
j=0
yˆmj Bj,k,TKm(n)(θ)
and c(yˆm) = log
(∫
exp (Bm(θ; yˆ
m) dθ)
)
.
The vector yˆm = (yˆm1 , . . . , yˆ
m
Lm(n)
) is the argument that maximizes the log-likelihood, as described
in (G.6) and note that this maximizer exists for all m ∈ {1, . . . ,M} as we carry out our analysis on
the sample subspace ΩM,N(n).
Together with the hypotheses stated in Chapter 6, we now add the next proposition which will
be necessary for our work later on.
Proposition 8.1. Suppose hypotheses (H1)-(H8) hold. Given the space ΩM,N(n), we have that the
estimator pˆm is bounded and its derivatives of all orders satisfy
∣∣∣pˆ(α)m (θ)∣∣∣ ≤ C(α, k, pm)‖N(n)‖αβ/(j+1) for θ ∈ (a, b) and α < k − 1
where the constantC(α, k, pm) depends on the order k of the B-splines, the order α of the derivative
and the density pm.
Proof. Observe that the estimator pˆm can be expressed as
pˆm(θ) = exp

Lm(n)∑
j=0
yˆmj Bj,k(θ)− c(yˆm)
 = exp

Lm(n)∑
j=0
(yˆmj − c(yˆm))Bj,k(θ)
.
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Then, applying Faa di Bruno’s formula, we obtain
|pˆ(α)m (θ)| ≤ pˆm(θ)
∑
k1+2k2+···+αkα=α
α!
k1!k2! . . . kα!
α∏
i=1

∣∣∣ didθi ∑Lm(n)j=0 (yˆmj − c(yˆm))Bj,k(θ)∣∣∣
i!
ki ,
for θ ∈ [ti, ti+1], where k1, . . . , kα are nonnegative integers and if ki > 0 with i ≥ k then that
term in the sum above will be zero since almost everywhere B(i)j,k(θ) = 0. By De Boor’s formula [3,
p.132], we can estimate the derivative of a spline as follows
∣∣∣∣∣∣ d
i
dθi
Lm(n)∑
j=0
(yˆmj − c(yˆm))Bj,k(θ)
∣∣∣∣∣∣ =
∣∣∣∣ didθi log pˆm(θ)
∣∣∣∣ ≤ C ‖ log pˆ‖∞him ,
where the constant C depends only on the order k of the B-splines. Therefore, we can bound
|pˆ(α)m (θ)| as follows
|pˆ(α)m (θ)| ≤ pˆm(θ)
∑
k1+2k2+···+αkα=α
α!
k1!k2! . . . kα!
α∏
i=1
(
C
‖ log pˆm‖∞
i!him
)ki
≤ pˆm(θ)
(
1 + Cα‖ log pˆm‖α∞
hαm
) ∑
k1+2k2+···+αkα=α
α!
k1!k2! . . . kα!
.
The above leads to the following bound:
∣∣∣pˆ(α)m (θ)∣∣∣ ≤ pˆm(θ)1 + Cα‖ log pˆm‖α∞hαm
α∑
ζ=1
α!
ζ!
(α− ζ + 1)ζ
≤ C(k, α) pˆm(θ)1 + ‖ log pˆm‖
α∞
hαm
where C(k, α) is a constant that depends on the order k and the α. Next, recalling the hypotheses
(H3), (H4),(H6) and (H8), we obtain
pˆm(θ) ≤ |pˆm(θ)− pm(θ)|+ pm(θ) ≤ ‖pm‖∞(1 + c‖N(n)‖−β)
and
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‖ log pˆm‖∞ ≤ ‖ log pˆm − log p¯m‖∞ + ‖ log p¯m − log pm‖∞ + ‖ log pm‖∞
≤ c‖N(n)‖−β + ‖ log pm‖∞
where we also used Lemma 7.3, Lemma H.7 and Theorem H.16. Therefore,
∣∣∣pˆ(α)m (θ)∣∣∣ ≤ C(k, α) ‖pm‖∞(1 + ‖N(n)‖−β)1 + ‖N(n)‖−αβ + ‖ log pm‖α∞hαm
≤ C(α, k, pm) 1
hαm
= C(α, k, pm)(h
j+1
m )
−α/(j+1) ∼ C(α, k, pm)‖N(n)‖αβ/(j+1).
The final result follows immediately and since the index i was chosen arbitrarily and that all interior
knots are simple, this concludes the proof.
Remark 8.2. Remark E.8, in Appendix E, allowed us to extend the bound for all θ ∈ (a, b) in the
proof above. In reality, we can also extend the bound to the closed interval [a, b]. Since a = t0 and
b = tKm(n) are knots with multiplicity k, any B-spline that isn’t continuous at those knots will just
be a polynomial that has been cut off, which means there is no blow-up. Thus, we can extend the
bound by considering right-hand and left-hand limits of derivatives at a and b, respectively. From
this point on we consider the bound in Proposition 8.1 holds for all θ ∈ [a, b].
Lemma 8.3. Assume hypotheses (H1)-(H8) hold. Suppose that for each m = 1, . . . ,M the sub-
posterior estimator pˆm(θ) is α-times differentiable on [a, b] for some positive integer α < k − 1.
Then, the estimator pˆ∗ satisfies
∣∣∣ dα
dθα
pˆ∗(θ)
∣∣∣ = ∣∣(pˆ1...pˆM )(α)(θ)∣∣ ≤ C(α, k, p1, . . . , pM )‖N(n)‖αβ/(j+1)Mα (8.4)
for θ ∈ [a, b], where C(α, k, p1, . . . , pM ) depends on the order k of the B-splines, the order α of the
derivative and the densities p1, . . . , pM .
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Proof. Let θ ∈ [a, b]. By Proposition (8.1) we have
|pˆ(α)m (θ)| ≤ C(α, k, pm)‖N(n)‖αβ/(j+1).
Then, using the general Leibnitz rule and employing the above inequality we obtain
∣∣∣ dα
dθα
pˆ∗(θ)
∣∣∣ = ∣∣(pˆ1...pˆM )(α)(θ)∣∣ =
=
∣∣∣∣ ∑
i1+···+iM=α
α!
i1! . . . iM !
pˆ
(i1)
1 ...pˆ
(iM )
M
∣∣∣∣
≤
∑
i1+...+iM=α
α!
i1!...iM !
|pˆ(i1)1 |...|pˆ(iM )M |
≤
∑
i1+...+iM=α
α!
i1!...iM !
C(i1, k, p1)‖N(n)‖i1β/(j+1) ... C(iM , k, pM )‖N(n)‖iMβ/(j+1)
= ‖N(n)‖αβ/(j+1)
∑
i1+...+iM=α
α!
i1!...iM !
C(i1, k, p1) ... C(iM , k, pM ).
From the proof of Proposition 8.1, notice that C(i, k, pm) ≤ C(j, k, pm) for positive integers i ≤ j.
Therefore, we have
|pˆ(α)m (θ)| ≤ C(α, k, p1, . . . , pM )‖N(n)‖αβ/(j+1)
∑
i1+...+iM=α
α!
i1!...iM !
where C(α, k, p1, . . . , pM ) = C(α, k, p1) . . . C(α, k, pM ) and the result follows from the multino-
mial theorem. This concludes the proof.
8.2 Numerical approximation of the renormalization constant cˆ = λˆ−1
By Remark E.8, in Appendix E, we have that B-splines of order k, and therefore any splines that
arise from these, will have k − 2 continuous derivatives on (a, b). Thus, in order to utilize Lemma
I.3, we must have that the order of the Lagrange polynomials be at most k− 2, i.e. l ≤ k− 3. Since
l ≥ 1 this implies that the B-splines used in the construction of the logspline estimators be at least
cubic. Thus, assume k ≥ 4 and let 1 ≤ l ≤ k − 3 be a positive integer that denotes the degree of
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the interpolating polynomials. Let N ∈ N be the number of sub-intervals of [a, b] on each of which
we will interpolate the product of estimators by the polynomial of degree l. Thus each sub-interval
has to be further subdivided into l intervals. Define the partition X of [a, b] such that
X = {a = x0 < x1 < x2 < · · · < xNl = b} and xi+1 − xi = b− a
Nl
= ∆x. (8.5)
For each i = 0, . . . , N−1, recalling the formula (I.1), we define the (random) Lagrange polynomial
qˆi(θ) :=
l∑
τ=0
pˆ∗(xil+τ )lτ,i(θ) with lτ,i(θ) :=
∏
j∈{0,...,l}\{τ}
(
θ − xil+j
xil+τ − xil+j
)
, (8.6)
which is a polynomial that interpolates the estimator pˆ∗(θ) on the interval [xil, x(i+1)l]. We next
define an interpolant estimator p˜∗ to be a random composite polynomial given by
p˜∗(θ) :=

0, θ ∈ R\[a, b]
qˆi(θ), θ ∈ [xil, x(i+1)l]
(8.7)
which approximates the estimator pˆ∗ on the whole interval [a, b].
We are now ready to estimate the mean integrated squared error given by
MISE
(
p∗, p˜∗ | ΩM,N(n)) = E∫ (p∗(θ)− p˜∗(θ))2dθ. (8.8)
Lemma 8.4. Assume that hypotheses (H1)-(H8) hold and p˜∗ is the estimator of pˆ∗ as defined in (8.7)
given the partition X from (8.5) respectively. The following estimate holds provided 1 ≤ l ≤ k− 3.
MISE(pˆ∗ , p˜∗ | ΩM,N(n)) = E
∫ b
a
(
pˆ∗(θ)− p˜∗(θ))2dθ
≤
(
(∆x)l+1
4(l + 1)
‖N(n)‖(l+1)β/(j+1)M l+1
)2
C(l + 1, k, p1, . . . , pM , (a, b))
(8.9)
where the constant C(l + 1, k, p1, . . . , pM , (a, b)) depends on the order l + 1 of the Lagrange poly-
nomials, the order k of the B-splines, the densities p1, . . . , pM and the length of the interval (a, b).
Proof. Let i ∈ {0, . . . , N − 1}. By Lemma I.3, Lemma 8.3, and (8.7) for any θ ∈ [xil, x(i+1)l] we
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have
∣∣pˆ∗(θ)− p˜∗(θ)∣∣ = ∣∣pˆ∗(θ)− qˆi(θ)∣∣
≤
(
sup
θ∈[xil,x(i+1)l]
∣∣∣ d
dθ
(l+1)
pˆ∗(θ)
∣∣∣)(∆x)l+1
4(l + 1)
≤ (∆x)
l+1
4(l + 1)
C(l + 1, k, p1, . . . , pM )‖N(n)‖(l+1)β/(j+1)M l+1.
(8.10)
Thus we conclude that
E
∫ b
a
(
pˆ∗(θ)− p˜∗(θ))2dθ = N−1∑
i=0
E
∫ x(i+1)l
xil
(
pˆ∗(θ)− qˆi(θ)
)2
dθ
≤
(
(∆x)l+1
4(l + 1)
‖N(n)‖(l+1)β/(j+1)M l+1
)2
C(l + 1, k, p1, . . . , pM , (a, b)).
where C(l + 1, k, p1, . . . , pM , (a, b)) = C2(l + 1, k, p1, . . . , pM )(b− a).
Now that we have bounded the error between pˆ∗ and p˜∗, we define the renormalization constant c˜
and the density estimator p˜ of pˆ.
1
c˜
= λ˜ =
∫ b
a
p˜∗(θ) dθ and p˜ := c˜p˜∗ (8.11)
Now the question is, how close is λ˜ to λˆ. This is answered in the following lemma.
Lemma 8.5. Given the definitions of λˆ and λ˜ in (7.3) and (8.11) respectively, we have that the
distance between the two renormalization constants is bounded by
|λˆ− λ˜| ≤
(
(∆x)l+1
4(l + 1)
‖N(n)‖(l+1)β/(j+1)M l+1
)
R(l + 1, k, p1, . . . , pM , (a, b)) (8.12)
where the constantR(l + 1, k, p1, . . . , pM , (a, b)) = C(l + 1, k, p1, . . . , pM )(b− a).
Proof. We write
|λˆ− λ˜| ≤
∫ b
a
|pˆ∗(θ)− p˜∗(θ)| dθ
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and then we just apply the Lagrange interpolation error from Lemma I.3.
We will continue by following the same steps as in Chapter 7. The idea is to introduce a functional
that will scale the same as MISE(pˆ , p˜ | ΩM,N(n)).
Definition 8.6. Suppose M ≥ 1 and hypotheses (H1),(H2) and (H8) hold. Given the sample
subspace ΩM,N(n) we define the functional
MISE
(
pˆ, p˜ | ΩM,N(n)
)
= EΩM,N(n)
( λ˜
λˆ(ω)
)2 ∫
(pˆ(θ;ω)− p˜(θ))2 dθ
 . (8.13)
Proposition 8.7. The functional MISE is asymptotically equivalent to MISE on ΩM,N(n), in the
sense that
lim
∆x→0
MISE
(
pˆ, p˜ | ΩM,N(n)
)
MISE
(
pˆ, p˜ | ΩM,N(n)
) = 1. (8.14)
Proof. Notice that MISE can be written as
MISE
(
pˆ, p˜ | ΩM,N(n)
)
= EΩM,N(n)
( λ˜
λˆ
− 1 + 1
)2 ∫
(pˆ(θ;ω)− p˜(θ))2 dθ

= EΩM,N(n)
[(
λ−2
(
λ
λˆ
)2 (
λ˜− λˆ
)2
+ 2λ−1
λ
λˆ
(
λ˜− λˆ
)
+ 1
)∫
(pˆ(θ;ω)− p˜(θ))2 dθ
]
.
Thus, by Lemmas 7.6 and 8.5, where the former implies
λ
λˆ
≤ 1
1− CM1−β‖N(n)‖−β ,
and for large enough n for which 1− CM1−β‖N(n)‖−β > 0, we have
MISE
(
pˆ, p˜ | ΩM,N(n)
)
= (1 + E(n))MISE
(
pˆ, p˜ | ΩM,N(n)
)
with E(n) = O(M l+1(∆x)l+1). This then implies the result.
Theorem 8.8. Let M ≥ 1. Assume the conditions (H1)-(H8) hold. Then
MISE
(
pˆ, p˜ | ΩM,N(n)
)
= O
[(
‖N(n)‖β/(j+1)(∆x)M
)2(l+1)]
. (8.15)
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Proof. We will do the work for MISE and the result will follow from Proposition 8.7. Notice that
MISE can be written as below. Also, let En(·) = E(·|ΩM,N(n))
MISE
(
pˆ, p˜ | ΩM,N(n)
)
= En
( λ˜
λˆ
)2 ∫
(pˆ(θ;ω)− p˜(θ))2 dθ

= En
∫ (
λ˜
λˆ
pˆ− 1
λˆ
p˜∗
)2
dθ
= En
∫ (
λ˜
λˆ
pˆ− 1
λˆ
p˜∗ − pˆ+ pˆ
)2
dθ
≤ λ
−1
1− CM1−β‖N(n)‖−βEn
∫ (
(λ˜− λˆ)(pˆ− p) + (λ˜− λˆ)p+ (pˆ∗ − p˜∗)
)2
dθ
≤ λ
−1
1− CM1−β‖N(n)‖−β (J1 + J2 + J3 + J4 + J5 + J6)
where
J1 = En
∫
(λ˜− λˆ)2(pˆ− p)2 dθ, J2 = En
∫
(λ˜− λˆ)2p2 dθ,
J3 = En
∫
(pˆ∗ − p˜∗)2 dθ, J4 = 2En
∫
(λ˜− λˆ)2(pˆ− p)p dθ,
J5 = 2En
∫
(λ˜− λˆ)(pˆ− p)(pˆ∗ − p˜∗) dθ, J6 = 2En
∫
(λ˜− λˆ)(pˆ∗ − p˜∗)p dθ.
and by hypotheses (H1)-(H8) and Lemmas 7.9, 8.4 and 8.5, we obtain
J1 = O
((
‖N(n)‖β/(j+1)(∆x)M
)2(l+1) ·M2−2β‖N(n)‖−2β)
J2 = O
((
‖N(n)‖β/(j+1)(∆x)M
)2(l+1))
J3 = O
((
‖N(n)‖β/(j+1)(∆x)M
)2(l+1))
J4 = O
((
‖N(n)‖β/(j+1)(∆x)M
)2(l+1) ·M1−β‖N(n)‖−β)
J5 = O
((
‖N(n)‖β/(j+1)(∆x)M
)2(l+1) ·M1−β‖N(n)‖−β)
J6 = O
((
‖N(n)‖β/(j+1)(∆x)M
)2(l+1))
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which for large n implies the result.
Theorem 8.9. Assume that hypotheses (H1)-(H8) hold. Let p˜ be the polynomial that interpolates pˆ
as defined in (8.7), given the partition X . We then have the estimate
MISE(p , p˜ | ΩM,N(n)) = E
∫ b
a
(
p(θ)− p˜(θ))2dθ
≤ C
M2−2β‖N(n)‖−2β +((∆x)‖N(n)‖β/(j+1)M)2(l+1)
 (8.16)
where the constant C depends on the order k of the B-splines, the degree l of the interpolating
polynomial, the densities p1, . . . , pM and the length of the interval (a, b). Furthermore, assuming
that ∆x is a function of the vector of samples N(n), then MISE scales optimally with respect to
N(n) such that
MISE(p , p˜ | ΩM,N(n)) ≤ C‖N(n)‖−2β when ∆x = O
(
‖N(n)‖−β
(
1
l+1
+ 1
j+1
))
. (8.17)
Proof. Observe that
MISE(p , p˜ | ΩM,N(n)) = E
∫ b
a
(
p(θ)− pˆ(θ) + pˆ(θ)− p˜(θ))2dθ
≤ E
∫ b
a
(
p(θ)− pˆ(θ))2dθ + E∫ b
a
(
pˆ(θ)− p˜(θ))2dθ
=: I1 + I2.
(8.16) then follows from Theorem 7.9 and Theorem 8.8. Using that estimate we can ask the follow-
ing question. Suppose that we chose ∆x to be a function of the number of samples so that
c1‖N(n)‖−α ≤ ∆x(n) ≤ c2‖N(n)‖−α (8.18)
for some constants c1, c2 and α. Clearly, one would not like ∆x to be excessively small in order to
avoid difficulties that appear with round-off error when computing. On the other hand one would
like the error to converge to zero as fast as possible. Thus, let us find the smallest rate α for which
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the asymptotic rate achieves its maximum. To this end we define the function
R(α) := − lim
‖N(n)‖→∞
log‖N(n)‖MISE(p, p˜ | ΩM,N(n))
that describes the asymptotic rate of convergence of the mean integrated squared error. By (8.16)
we have
R(α) =

2β, α ≥ β
(
1
l + 1
+
1
j + 1
)
(
α− β
j + 1
)
2(l + 1), α < β
(
1
l + 1
+
1
j + 1
)
It is obvious that the smallest rate for which the function R(α) achieves its maximum value of 2β
is given by α = β
(
1
l+1 +
1
j+1
)
. This concludes the proof.
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CHAPTER 9
NUMERICAL EXPERIMENTS
9.1 Numerical experiment with normal subset posterior densities
9.1.1 Description of experiment
This numerical experiment, as well as the following, is designed to investigate the relationship be-
tween the approximated value of MISE(p , p˜ |ΩM,N(n)) and the bound given by (8.17). One iteration
of the experiment generates M = 3 subsets of a predetermined number of MCMC samples with
pˆm ∼ N (2, 1), m = 1, 2, 3. Then for each iteration the Lagrange polynomial p˜ is computed a hun-
dred times by re-sampling in order to obtain an approximation to MISE and its standard deviation.
For this specific example, we perform ten iterations starting with 20, 000 samples and increasing
that number by 10, 000 for each experiment. In the experiments we ran, we chose the parameters
so that the optimal rate of convergence for MISE was obtained. Thus, β = 1/2 was chosen. The
logspline density estimation that was implemented utilized cubic B-splines (thus, order k = 4),
which implies l = 1 in (8.17). Furthermore, we chose j = 1. This yields the rate C‖N‖−1 as the
upper bound for the convergence rate of MISE.
9.1.2 Numerical results
Figure 1: The full data posterior (black line) is shown with the 3 subset posterior densities (red,
blue, green) for one iteration of 110,000 samples.
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Figure 2: The full data posterior (black line) is shown with the combined subset posterior density
(blue points) for one iteration of 110,000 samples.
Figure 3: The average MISE estimate is depicted for the ten experiments along with standard devi-
ation bars (black). The red line is the upper bound of (8.17) as calculated for the different number
of samples.
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Figure 4: The ratio between the average MISE estimate with standard deviation error over the value
C‖N‖−1 is depicted for the different sample sizes.
Notice in Figure 4 how the value of the ratio seems to remain constant. This implies that the rate of
the numerically computed error and the theoretical bound from (8.17) is similar, which is what we
wanted.
9.2 Numerical experiment with gamma subset posterior densities
9.2.1 Description of experiment
This experiment mimics the previous one with the normally distributed generated samples, with
the difference now that they are generated by a Gamma(1, 1) and the number of samples increases
from 40, 000 to 130, 000 by an increment of 10, 000 for each iteration. Furthermore,M = 5 subsets
are now created.
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9.2.2 Numerical results
Figure 5: The full data posterior (black line) is shown with the 5 subset posterior densities (red,
blue, green, purple, gray) for one iteration of 130,000 samples.
Figure 6: The full data posterior (black line) is shown with the combined subset posterior density
(blue points) for one iteration of 130,000 samples.
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Figure 7: The averaged MISE is depicted for the ten experiments along with standard deviation bars
(black). The red line is the upper bound of (8.17) as calculated for the different number of samples.
Figure 8: The ratio between the averaged MISE with standard deviation error over the value
C‖N‖−1 is depicted for the different sample sizes.
As with the previous example, notice how in Figure 8 how the ratio between the numerically com-
puted error and the theoretical bound from (8.17) seems to remain constant, which again is what we
wanted.
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CHAPTER 10
CONCLUSIONS
Now that we have finished with the main body of work, we state in this section the conclusions for
both projects and reiterate the connection between the two.
For the Random Logistic Model, we expected by taking the two limits, the ergodic and the
vanishing noise limit, that the deterministic behavior of the logistic map as a dynamical system
would appear in the results. From Theorems 4.2 and 5.4 we see exactly that. In Theorem 4.2 the
model just reduces to the iterates of the logistic map, which is formally seen by disregarding the
additive noise in (2.3). The weak limits stated in Theorem (5.4) are just the invariant measures of
the logistic map.
For the error estimate presented in Theorem 8.9, we see now what the choice of the parameters
must be in relation to the number of samples, so that MISE scales optimally with respect to them.
The figures in the previous chapter demonstrate how the bound presented in (8.17) is numerically
justified.
At this point, notice below some results from the two projects.
From Theorem 4.3:
P
{∣∣∣xr,N (t+ 1)− f (t)r (x)∣∣∣ ≥ } ≤ 2γt(2r)t−1√
N
exp
[
−N
2
2
(2r)2t−2
]
, when r ∈ [1, 4],
and from Theorem 8.9:
MISE(p , p˜ | ΩM,N(n)) ≤ C
M2−2β‖N(n)‖−2β +((∆x)‖N(n)‖β/(j+1)M)2(l+1)
 .
This is the depiction of the connecting thread between the two projects. The models are not related,
but in the end we were interested in how certain quantities behave asymptotically and to establish
rates for those quantities.
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APPENDICES
APPENDIX A
MEASURABILITY OF THE RANDOM LOGISTIC MODEL
The analysis of the iteration (2.3) involves a subtle but crucial measurability question. How do we
know that the quantities x(t, ω) are measurable functions of ω ∈ RN? We prove this in part (b)
of Lemma A.1 by studying, in part (a) of the lemma, measurability properties of ξt(fr(x), N)(ω).
In part (c) of the lemma we prove an independence property of the Markov chain that is needed in
order to calculate its transition probability function in Theorem 2.1.
Before stating the lemma, we use induction to show that for t ∈ N the range of x(t) is a subset
of [0, 1]. This is obviously true for t = 1. If it is true for t = t∗ ∈ N, then since x(t∗) ∈ [0, 1] and f
maps [0, 1] into a subset of [0, 1], ξt∗(f(x(t∗)), N) is well defined and N−1/2ξt∗(fr(x(t∗)), N) ∈
[−fr(x(t∗)), 1− fr(x(t∗))]. It follows that
x(t∗ + 1) ∈ [−fr(x(t∗)), 1− fr(x(t∗))] + fr(x(t∗)) = [0, 1].
In fact, for any t ∈ N the support of x(t∗ + 1) is all of [0, 1]. This follows from the fact that the
support of ξt(fr(x(t)), N) equals the support of Gt conditioned on Gt ∈ [−
√
Nfr(x(t)),
√
N(1−
fr(x(t))), which is all of [−
√
Nfr(x(t),
√
N(1− fr(x(t)))].
This calculation makes it clear that if the Gaussian noise ξt(fr(x), N) had been defined without
being restricted to the interval [−√Nfr(x),
√
N(1− fr(x))], then the random model would not be
defined because the support of Gt is all of R; with positive probability x(t) would lie outside [0, 1]
for t ∈ N, t ≥ 2, and if x(t) 6∈ [0, 1], then in the next iteration fr(x(t+ 1)) would not be defined.
In the next lemma we prove that x(t) is well defined as a random variable. We also prove
that x(t) and ξt(fr(x), N) are independent, a property needed in order to determine the form of
the transition probability function of x(t) in Theorem 2.1. Intuitively, this property follows from
the following observation, proved in parts (a) and (b) of the lemma: for each t ∈ N satisfying
t ≥ 2, ξt(fr(x), N)(ω) depends on ω ∈ RN only through ωt and is a measurable function of
ωt = Gt(ω) while x(t, ω) depends on ω ∈ RN only through ω1, ω2, . . . , ωt−1 and is a measurable
function of (ω1, ω2, . . . , ωt−1) = (G1(ω), G2(ω), . . . , Gt−1(ω)). The independence of x(t) and
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ξt(fr(x), N) is then a consequence of the fact that the random vector (G1(ω), G2(ω), . . . , Gt−1(ω))
is independent of Gt.
Lemma A.1. Fix r ∈ (0, 4] and N ∈ N. For x ∈ [0, 1] define x(1) = x and let {x(t), t ∈ N, t ≥
2} = {xr,N (t), t ∈ N, t ≥ 2} be defined in (2.3).
(a) For all t ∈ N the following properties hold.
(i) ξt(fr(x), N)(ω) depends on ω ∈ RN only through ωt ∈ R; thus ξt(fr(x), N)(ω) =
ξt(fr(x), N)(ωt).
(ii) ξt(fr(x), N)(ω) = ξt(fr(x), N)(ωt) is a measurable function of (x, ωt) ∈ [0, 1]× R.
(b) For all t ∈ N satisfying t ≥ 2 the following properties hold. To ease the notation we write
ω[1,t−1] for (ω1, ω2, . . . , ωt−1) ∈ Rt−1 and ω[1,t] for (ω1, ω2, . . . , ωt) ∈ Rt.
(i) x(t, ω) depends on ω ∈ RN only through ω[1,t−1] ∈ Rt−1. Thus
x(t, ω) = x(t, ω[1,t−1]).
(ii) x(t, ω) = x(t, ω[1,t−1]) is a measurable function of ω[1,t−1] ∈ Rt−1.
(c) For all t ∈ N satisfying t ≥ 2, x ∈ [0, 1], and N ∈ N the random variables x(t) and
ξt(fr(x), N)) are independent; that is, if A and B are any Borel subsets of R, then with
respect to the product measure P on RN
P ({x(t) ∈ A} ∩ {ξt(fr(x), N) ∈ B}) = P (x(t) ∈ A) · P (ξt(fr(x), N) ∈ B)
Since x(1) = x is a constant in [0, 1], x(1) and ξ1(fr(x), N) are trivially independent.
Proof. (a) (i) By definition, for ω ∈ RN, ξt(fr(x), N)(ω) equals Gt(ω) conditioned on Gt(ω) ∈
[−√Nfr(x),
√
N(1− fr(x))]. Since Gt(ω) = ωt, part (a) (i) follows.
(a) (ii) As we just showed, for ω ∈ RN, ξt(fr(x), N)(ω) = ξt(fr(x), N)(ωt). For x ∈ [0, 1]
the range of fr(x) is f([0, 1]) = [0, r/4]. We start the proof of part (a) (ii) by replacing fr(x) in
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the notation for ξt(fr(x), N) by z. The quantity ξt(z,N) equals the N(0, 1) random variable Gt
conditioned on Gt ∈ AN,z , where AN,z denotes the closed interval [−
√
Nz,
√
N(1− z)]. We first
show that ξt(z,N)(ωt) is a measurable function of (z, ωt) ∈ [0, r/4] × R. Since f is a continuous
function on [0, 1], it will then follow that ξt(fr(x), N)(ωt), as the composition of ξt(z,N)(ωt) and
z = fr(x), is a measurable function of (x, ωt) ∈ [0, 1]×R. This will complete the proof of part (a)
(ii).
For each ωt ∈ R, as a function of z ∈ [0, r/4] the domain of ξt(z,N)(ωt) is [0, r/4], and,
for each z ∈ [0, r/4], as a function of ωt ∈ R the domain of ξt(z,N)(ωt) is the closed interval
AN,z as is the range of ξt(fr(x), N)(ωt). To prove that ξt(z,N)(ωt) is a measurable function of
(z, ωt) ∈ [0, r/4]× R, it suffices to show that for each closed interval [a, b] in R the set
((ξt(·, N)(·))−1([a, b]) = {(z, ωt) ∈ [0, r/4]× R : ξt(z,N)(ωt) ∈ [a, b]} (A.1)
is a Borel subset of [0, r/4]×RN. There are two cases to consider depending on whether [a, b]∩AN,z
is empty or nonempty for z ∈ [0, r/4].
Case 1. For all z ∈ [0, r/4], [a, b] ∩ AN,z = ∅. In this case (ξt(·, N)(·))−1([a, b]) = ∅ × ∅,
which is a Borel subset of R× RN.
Case 2. There exists a closed interval [c, d] ⊂ [0, r/4] with c ≤ d such that [a, b] ∩ AN,z 6= ∅
for all z ∈ [c, d]. In this case
ξt(·, N)(·))−1([a, b]) =
⋃
z∈[c,d]
{z} × ([a, b] ∩AN,z).
We now show that in case 2 (ξt(·, N)(·))−1([a, b]) is a closed subset of [0, r/4] × R. Let
{(zn, ωt,n), n ∈ N} be a sequence in (ξt(·, N)(·))−1([a, b]) converging to some (z, ωt) ∈ [0, r/4]×
R. Thus zn ∈ [c, d] and ωt,n ∈ [a, b] ∩Azn,N , and so
c ≤ zn ≤ d and −
√
Nzn ≤ ωt,n ≤
√
N(1− zn).
Taking n → ∞, we see that (z, ωt) ∈ [c, d] × AN,z . This proves that (ξt(·, N)(·))−1([a, b]) is a
closed subset of [0, r/4]× R and hence is a Borel subset of [0, r/4]× R. This completes the proof
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of part (a) (ii).
(b) (i) We proceed by induction. Since x(1) = x ∈ [0, 1], we have for ω ∈ RN
x(2, ω) = f(x(1, ω)) +
1√
N
ξ1(f(x(1, ω)), λ)(ω) = fr(x) +
1√
N
ξ1(fr(x), N)(ω). (A.2)
By part (a) (i) of the lemma, ξ1(fr(x), N)(ω) depends on ω only through ω1 ∈ R. Hence x(2, ω)
depends on ω only through ω1 ∈ R. We now assume that for t? ∈ N satisfying t? ≥ 2, x(t∗, ω)
depends on ω only through ω[1,t?−1]. Since by part (a) (i) of this lemma ξt?(fr(x), N)(ω) depends
on ω ∈ RN only through ωt? , it follows that
x(t∗ + 1, ω) = f(x(t∗, ω)) +
1√
N
ξt∗(f(x(t
∗, ω)), N)(ω)
depends on ω only through ω[1,t?]. This completes the proof of part (b) (i).
(b) (ii) Again we proceed by induction. As shown in parts (a) (i) and (b) (i), x(2, ω) and
ξ1(fr(x), N)(ω) both depend on ω ∈ RN only through ω1. Hence by (A.2)
x(2, ω1) = fr(x) +
1√
N
ξ1(fr(x), N)(ω1).
Since by part (a) (ii) of this lemma ξ1(fr(x), N)(ω1) is a measurable function of ω1 ∈ R, it follows
that x(2, ω1) is a measurable function of ω1 ∈ R. We now assume that for t? ∈ N satisfying t? ≥ 2,
x(t∗, ω[1,t?−1]) is a measurable function of ω[1,t?−1] ∈ Rt?−1. By parts (a) (i) and (a) (ii) of this
lemma ξt?(fr(x), N)(ω) depends on ω only through ωt? and ξt?(fr(x), N)(ωt?) is a measurable
function of (x, ωt?) ∈ [0, 1]×R; hence it is a measurable function of (x, ω[1,t?]) ∈ [0, 1]×Rt? . We
now consider
x(t∗ + 1, ω[1,t?]) = f(x(t∗, ω[1,t?−1]) +
1√
N
ξt∗(f(x(t
∗, ω[1,t?−1])), N)(ωt?). (A.3)
By the inductive hypothesis x(t∗, ω[1,t?−1]) is a measurable function of ω[1,t?−1] ∈ Rt?−1 and hence
a measurable function of ω[1,t?] ∈ Rt? . By the continuity of f , the quantity f(x(t∗, ω[1,t?−1])) is
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also a measurable function of ω[1,t?] ∈ Rt? . We now consider the second term on the right side of
(A.3). The function ξt∗(f(x(t∗, ω[1,t?−1])), N)(ωt?) equals the composition of the following two
functions:
• ξt(fr(x), N)(ωt?), which is a measurable function of (x, ω[1,t?]) ∈ [0, 1]× Rt? ;
• x = x(t∗, ω[1,t?−1]), which is a measurable function of ω[1,t?] ∈ Rt? .
It follows that ξt∗(f(x(t∗, ω[1,t?−1])), N)(ωt?) is a measurable function of ω[1,t?] ∈ Rt? . Formula
(A.3) now exhibits x(t∗ + 1, ω[1,t?]) as a measurable function of ω[1,t?] ∈ Rt? . This completes the
proof of part (b) (ii).
(c) For all t ∈ N satisfying t ≥ 2 part (b) (ii) of this lemma proves that x(t)(ω) is a measurable
function of (ω1, ω2, . . . , ωt−1) = (G1(ω), G2(ω), . . . , Gt−1(ω)), and part (a) (ii) of this lemma
proves that ξt(fr(x), N)(ω) is a measurable function of ωt = Gt(ω). Let A and B be Borel subsets
of R. Since x(t)−1(A) is a Borel subset of Rt−1 and (ξt(fr(x), N))−1(B) is a Borel subset of R,
we have by the independence of the random vector (G1(ω), G2(ω), . . . , Gt−1(ω)) and the random
variable Gt
P ({x(t) ∈ A} ∩ {ξt(fr(x), N) ∈ B}
= P ({x(t)(G1, G2, . . . , Gt−1) ∈ A} ∩ {ξt(fr(x), N)(Gt) ∈ B})
= P ({(G1, G2, . . . , Gt−1) ∈ x(t)−1(A)} ∩ {Gt ∈ (ξt(fr(x), N))−1(B)})
= P ((G1, G2, . . . , Gt−1) ∈ x(t)−1(A)) · P (Gt ∈ (ξt(fr(x), N))−1(B))
= P (x(t)(G1, G2, . . . , Gt−1) ∈ A) · Pξt(fr(x), N)(Gt) ∈ B)
= P (x(t) ∈ A) · P (ξt(fr(x), N) ∈ B).
This shows that x(t) and ξt(fr(x), N) are independent random variables. The proof of part (c) is
complete as is the proof of the lemma.
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APPENDIX B
INVARIANT MEASURES AND FROBENIUS-PERRON OPERATORS
General Theory
The following definitions and tools are essential in the study of the random logistic model. For
reference we point the reader to [6], [28] and [27]. First we introduce the concept of an invariant
measure of a dynamical system.
Definition B.1. Let (Ω,A, µ) be a measure space and let f be a map from Ω into itself. We say that
µ is an invariant measure of f if for any A ∈ A we have
µ(A) = µ(f−1(A)).
In a sense, this means that the ”size” of a µ-measurable set does not change under f .
Invariant measures of dynamical systems have been widely studied and there are theorems that
guarantee the existence of such measures for continuous maps. Invariant measures are closely
related to what is known as a time average of an integrable function g : Ω → R under f . A
time average is a sum given by
1
n
n−1∑
k=0
g(f (k)(x)),
whose limit as n → ∞ exists under certain conditions which are stated in Birkhoff’s pointwise
ergodic theorem.
Definition B.2. Let µ, f be as in Definition B.1. We say that f is ergodic for µ if for any measurable
set A where f−1(A) = A yields µ(A) ∈ {0, 1}.
So, ergodicity of a map implies that if the preimage of a set remains the same, then µ-almost
everywhere that set is either ∅ or Ω.
Theorem B.3. Let µ be a probability measure on Ω which is invariant under f : Ω → Ω. Assume
also that f is ergodic for µ. Then for any integrable function g : Ω → R and µ-almost all x ∈ Ω
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we have
lim
n→∞
1
n
n−1∑
k=0
g(f (k)(x)) =
∫
Ω
g dµ.
Theorem B.3 is used to obtain one of the main results.
Now, invariant measures of deterministic dynamical systems can arise from Frobenius-Perron
operators. They are a subclass of Markov operators and are the centerpoint of modern ergodic
theory. To motivate the definition of these operators let us first start with the following:
Definition B.4. Let (Ω,A, µ) be a probability space and f : Ω → Ω a measurable function. We
say that f is nonsingular if for any A ∈ A such that µ(A) = 0 we have µ(f−1(A)) = 0.
Clearly, dynamical systems are nonsingular with respect to their invariant measures. The concept of
nonsingular maps with respect to a measure µ is useful because it enables us to construct absolutely
continuous measures with respect to µ on Ω. This idea leads us to Frobenius-Perron operators. The
construction is given below.
In the probability space (Ω,A, µ), for a given g ∈ L1(µ) let’s define the measure µg by
µg(A) =
∫
f−1(A)
g dµ, ∀A ∈ A.
Assume that f is nonsingular with respect to µ. That means for any A ∈ A with µ(A) = 0 we have
µ(f−1(A)) = 0, which in turn implies that µg(A) = 0. Thus, µg is absolutely continuous with
respect to µ. By the Radon-Nikodym theorem there exists a unique function g˜ ∈ L1(µ) such that
µg(A) =
∫
A
g˜ dµ, ∀A ∈ A.
We denote the function g˜ by Pg. This leads us to the next definition.
Definition B.5. The operator P : L1(µ)→ L1(µ) defined by
∫
A
Pg dµ =
∫
f−1(A)
g dµ, ∀A ∈ A, ∀g ∈ L1(µ)
is called the Frobenius-Perron operator associated with f .
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The fascinating part about these operators is the correspondence between invariant measures of
deterministic dynamical systems and fixed points of Frobenius-Perron operators associated with the
same systems. Notice the following. Suppose g ∈ L1(µ) is a fixed point of the operator P defined
in Definition B.5. We therefore have
Pg = g.
Take any set A ∈ A. We then have
∫
A
g dµ =
∫
f−1(A)
g dµ.
Thus, the measure µ∗ defined by µ∗(A) =
∫
A
g dµ is an invariant measure of f since
µ∗(A) =
∫
A
g dµ =
∫
f−1(A)
g dµ = µ∗(f−1(A)).
Application to the logistic map
The next step is to apply the material from the previous section to the dynamical system f4(x) =
4x(1 − x) on [0, 1]. A fixed point of the Frobenius-Perron operator Pf4 associated with f4 and
consequently an invariant measure of f4 was discovered by Stanislaw Ulam and Jon von Neumann
in 1947 [27]. Choosing µ to be Lebesgue measure m on [0, 1], Ulam and von Neumann worked in
the probability space ([0, 1],B[0, 1],m). We give those details of the calculation that we could not
find in the literature.
The first step in defining Pf4 is to show that f4 is nonsingular with respect to m.
Lemma B.6. The logistic map f4(x) = 4x(1−x) is nonsingular with respect to Lebesgue measure
m on [0, 1].
Proof. We prove that if A ∈ B[0, 1] satisfies m(A) = 0, then m(f−14 (A)) = 0. The proof starts
with the observation that f4 has two inverses, f−1− on [0, 1/2] and f
−1
+ on [1/2, 1], given by
f−1− (x) =
1
2
− 1
2
√
1− x and f−1+ (x) =
1
2
+
1
2
√
1− x.
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Since m(A) = 0, for any  > 0 there exists an open set U ⊂ [0, 1] such that
A ⊂ U and m(U \A) = m(U) < .
We write
U = U ∩ [0, 1] = U ∩ ({0} ∪ (0, 1− ε) ∪ [1− ε, 1])
⊂ {0} ∪ (U ∩ (0, 1− ε)) ∪ [1− ε, 1].
Since U ∩(0, 1−ε) is an open subset ofR, U ∩(0, 1−ε) can be written as the countable disjoint
union of open intervals in R; we write
U ∩ (0, 1− ε) =
⋃
i∈N
Ii,where Ii = (ai, bi) and Ii ∩ Ij = ∅ for i 6= j.
It follows that
A ⊂ U ⊂ {0} ∪
⋃
i∈N
Ii ∪ [1− ε, 1],where m
(⋃
i∈N
Ii
)
≤ m(U) ≤ ε. (B.1)
For each i ∈ N
f−14 (Ii) = f
−1
4 ((ai, bi)) = (f
−1
− (ai), f
−1
− (bi)) ∪ (f−1+ (bi), f−1+ (ai)),
and therefore
m(f−14 (Ii)) = m(f
−1
4 (ai, bi)) = [f
−1
− (bi))− f−1− (ai)] + [f−1+ (ai)− f−1+ (bi)].
The derivatives of f−1− and f
−1
+ are bounded in absolute value by 1/[4
√
ε] on [0, 1 − ε]. Since
Ii = (ai, bi) ⊂ U ∩ (0, 1− ε) ⊂ (0, 1− ε), it follows that b1 < 1− ε and thus that
f−1− (bi)− f−1− (ai) ≤
1
4
√

(bi − ai) and f−1+ (ai)− f−1+ (bi) ≤
1
4
√

(bi − ai).
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We conclude that
m(f−14 (Ii)) = m(f
−1
4 ((ai, bi))) ≤
1
2
√

(bi − ai) = 1
2
√

m((ai, bi)) =
1
2
√

m(Ii). (B.2)
By (B.1) A ⊂ U ⊂ {0} ∪⋃i∈N Ii ∪ [1− ε, 1]. By taking the preimage, we obtain
f−14 (A) ⊂ f−14
(
{0} ∪
⋃
i∈N
Ii ∪ [1− , 1]
)
= f−14 ({0}) ∪ f−14
(⋃
i∈N
Ii
)
∪ f−14 ([1− , 1])
= {0, 1} ∪
(⋃
i∈N
f−14 (Ii)
)
∪ f−14 ([1− , 1]).
We now calculate the Lebesgue measure of each term in the last line of this display. We have
m({0, 1}) = 0. It follows from (B.1) and (B.2) that
m
(⋃
i∈N
f−14 (Ii)
)
=
∑
i∈N
m
(
f−14 (Ii)
) ≤ 1
2
√

∑
i∈N
m(Ii)
=
1
2
√

m
(⋃
i∈N
Ii
)
≤ 1
2
√

 =
1
2
√
.
Finally
m(f−14 ([1− , 1])) =
[
f−1− (1)− f−1− (1− )
]
+
[
f−1+ (1− )− f−1+ (1)
]
=
[
1
2
− 1
2
+
1
2
√

]
+
[
1
2
+
1
2
√
− 1
2
]
=
√
.
These estimates yield that
m(f−14 (A)) ≤ m({0, 1}) +m
(⋃
i∈N
f−14 (Ii)
)
+m(f−14 ([1− , 1])) =
3
2
√
,
which implies, since ε > 0 is arbitrary, that m(f−14 (A)) = 0. This completes the proof that f4 is
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nonsingular with respect to m on [0, 1].
Lemma B.6 enables us to define the Frobenius-Perron operator Pf4 associated with f4. This
operator maps L1[0, 1] into L1[0, 1] and has the property that
∫
A
Pf4g dm =
∫
f−14 (A)
g dm, ∀A ∈ B[0, 1], ∀g ∈ L1[0, 1].
To calculate Pf4 it is convenient to let A be the interval (0, x), x ∈ [0, 1]. The last display and the
fact that
f−14 ((0, x)) = (f
−1
− (0), f
−1
− (x)) ∪ (f−1+ (x), f−1+ (0))
=
(
0,
1
2
− 1
2
√
1− x
)
∪
(
1
2
+
1
2
√
1− x), 1
)
gives the equation
∫
(0,x)
Pf4gdm =
∫
(0, 12− 12
√
1−x)
gdm+
∫
( 12+
1
2
√
1−x),1)
gdm.
Taking the derivatives of both sides with respect to x, we obtain the formula for Pf4g,
[Pf4g](x) =
1
4
√
1− x
[
g
(
1
2
− 1
2
√
1− x
)
+ g
(
1
2
+
1
2
√
1− x
)]
. (B.3)
This formula is valid for any g ∈ L1[0, 1].
We take a small detour by presenting the following elegant formula relating the integral operator
PN defined in (5.1) and the Frobenius-Perron operator Pf4
Theorem B.7. For g ∈ C[0, 1] and x ∈ (0, 1)
lim
N→∞
[PNg](x) = [Pf4g](x).
This formula demonstrates the elegance of the theory presented in this dissertation by exhibiting
the close relationship between the two operators PN and Pf4 . If g ∈ C[0, 1] is replaced by g ∈
Cn[0, 1] for some n ∈ N, then PNg can be written as asymptotic expansion in powers of 1/
√
N in
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which the zeroth order term is Pf4g.
Sketch of the Proof. Because we do not apply the theorem in this dissertation, we only sketch the
proof, which is based on Laplace’s method [4, Chapter 4]. We recall that for y ∈ [0, 1]
[PNg](y) =
∫
[0,1]
g(x)
1
b4,N (x)
e−
N
2
(y−f4(x))2dx,
where b4,N (x) is the normalization that makes
q4,N (x, y) =
1
b4,N (x)
e
N
2
(y−f4(x))2
a transition probability density. For fixed y ∈ (0, 1), q4,N (, y) is a sequence of approximate iden-
tities concentrating at those values of x for which the exponent (y − f4(x))2 attains its minimum
value of 0. We make a connection with the Frobenius-Perron operator because these values of x are
x−(y) = f−1− (y) =
1
2
− 1
2
√
1− x and x+(y) = f−1+ (y) =
1
2
+
1
2
√
1− x.
According to Laplace’s method, for all sufficiently small ε > 0
lim
N→∞
[PNg](y)
=
g(x−(y))
b4,N (x−(y)
) lim
N→∞
∫
(x−(y)−ε,x−(y)+ε)
exp−
N
2
(y−f4(x))2 dx
+
g(x+(y))
b4,N (x+(y)
) lim
N→∞
∫
(x+(y)−ε,x+(y)+ε)
exp−
N
2
(y−f4(x))2 dx.
Define ϕy(x) = (y − f4(x))2. For the purpose of calculating the N → ∞ limit in the last
display, Laplace’s method replaces the exponent ϕy(x) in the first integral with the first three terms
in the Taylor expansion of this function around x−(y); a similar replacement is used in the second
integral. Since ϕy(x−(y)) = 0 and ϕ′y(x−(y)) = 0, in the first integral these three terms reduce to
1
2
ϕ′′y(x−(y))(x− x−(y))2 = 8(1− y)(x− x−(y))2.
In the second integral the same formula holds with x+(y) appearing in place of x−(y).
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Since y ∈ (0, 1), neither x−(y) nor x+(y) equals 0, 1/2, or 1. Therefore part (c) of Propostion
3.1 shows that
lim
N→∞
√
Nb4,N (x−(y)) = lim
N→∞
√
Nb4,N (x+(y)) =
√
2pi.
If we make the replacements in the two integrals discussed in the preceding paragraph and calculate
the integrals, then in combination with the last display we find that
lim
N→∞
[PNg](y) =
1
4
√
1− y [g(x−(y) + g(x+(y))
=
1
4
√
1− y
[
g
(
1
2
− 1
2
√
1− y
)
+ g
(
1
2
+
1
2
√
1− y
)]
= [Pf4g](y).
This completes the sketch of the proof of the theorem.
We now turn to the discovery by Ulam and von Neumann [27] of an invariant probability mea-
sure for f4 that has the density
g∗(x) =
1
pi
√
x(1− x) , x ∈ [0, 1]; (B.4)
g∗ is the density of a Beta distribution with parameters α = β = 12 . Thus the probability measure
σ∗(dx) = [pi
√
x(1− x)]−1dx satisfies σ∗ (f−14 (A)) = σ∗(A) for any Borel subset A of [0, 1].
To verify that g∗ is an invariant density for f4, one checks that g∗ is a fixed point of Pf4 ; i.e., that
[Pf4g
∗](x) = g∗(x) for all x ∈ [0, 1].
Our final task in this appendix is to outline the proof that f4 is ergodic for the Ulam-von Neu-
mann measure σ∗. This property allows us to apply the Birkhoff pointwise ergodic theorem on the
probability space ([0, 1],B[0, 1], σ∗). The proof of the ergodicity of f4 with respect to µ∗ is based
on the following three steps.
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1. The logistic map is topologically conjugate to the tent map
T (x) =

2x, x ∈ [0, 1/2]
2− 2x, x ∈ (1/2, 1]
by the topological conjugacy h(x) = 2pi arcsin (
√
x), x ∈ [0, 1]. Specifically, the conjugation
is
h−1 ◦ T ◦ h = f4.
2. The tent map is ergodic with respect to Lebesgue measure m on [0, 1]
Proof. Let A ⊂ [0, 1] be a m-measurable set such that T−1(A) = A. We will show that
m(A) ∈ {0, 1}. At this point, consider the characteristic function on A denoted by 1A. Since
1A ∈ L2([0, 1],m), it has a unique Fourier series expansion. Thus, we can write
1A(x) =
∞∑
k=−∞
cke
2piikx, x ∈ [0, 1]
Also, notice that
1A ◦ T = 1T−1(A) = 1A
Therefore, we have
1A(x) = 1A(T (x)) =

1A(2x), if x ∈ [0, 1/2]
1A(2− 2x), if x ∈ (1/2, 1]
Suppose x ∈ A ∩ [0, 1/2]. Then we have
1A(x) = 1A(2x)
∞∑
k=−∞
cke
2piikx =
∞∑
k=−∞
cke
2piik2x
∞∑
k=−∞
cke
2piikx =
∞∑
k=−∞
cke
2piikxe2piikx
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By equating coefficients we have ck = cke2piikx, k ∈ Z. So k 6= 0 yields
ck(1− e2piikx) = 0 which implies ck = 0.
Now suppose x ∈ A ∩ (1/2, 1]. Then we have
1A(x) = 1A(2− 2x)
∞∑
k=−∞
cke
2piikx =
∞∑
k=−∞
cke
2piik(2−2x)
∞∑
k=−∞
cke
2piikx =
∞∑
k=−∞
cke
4piike−4piikx
∞∑
k=−∞
cke
2piikx =
∞∑
k=−∞
ck · 1 · e(−6+2)piikx
∞∑
k=−∞
cke
2piikx =
∞∑
k=−∞
cke
−6piikxe2piikx
Again, by equating the coefficients we have ck = cke−6piikx, k ∈ Z. So, k 6= 0 yields
ck(1− e−6piikx) = 0 which implies ck = 0.
Therefore, we conclude that the only coeffcient that can be nonzero in the Fourier series
expansion of 1A is c0. This implies that 1A is constant m-almost everywhere on [0, 1]. This
yields two cases:
• The first case is 1A(x) = 0 m-almost everywhere on [0,1]. Thus, m(A) = 0.
• The second case is 1A(x) = 1 m-almost everywhere on [0, 1]. Thus, m(A) = 1.
So, we have m(A) ∈ {0, 1} which concludes the proof.
3. Steps 1 and 2 imply that f4 is ergodic with respect to the probability meassure m ◦ h on
[0, 1]. We claim that m ◦ h = σ∗. This is proved by showing that for every open interval
(a, b) ⊂ [0, 1], m(h((a, b))) = σ∗((a, b)). It follows that m ◦ h and σ∗ agree on B[0, 1] and
thus that f4 is ergodic with respect to the Ulam-von Neumann measure σ∗.
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Steps 1, 2, and 3 allow us to apply Birkhoff’s pointwise ergodic theorem to the function f4
on the probability space ([0, 1],B[0, 1], σ∗). For any g ∈ L1([0, 1], σ∗) and for σ∗-almost every
x ∈ [0, 1]
lim
n→∞
1
n
n−1∑
k=0
g(f
(k)
4 (x)) =
∫
[0,1]
g dσ∗. (B.5)
For use in the proof of Theorem 5.4 we have the following modification of (B.5).
Lemma B.8. The limit (B.5) holds for m-almost every x ∈ [0, 1].
Proof. By construction, the Ulam-von Neumann measure σ∗ is absolutely continuous with respect
to Lebesgue measure m on [0, 1]. In order to prove the lemma, we must show that m is absolutely
continuous with respect to σ∗. This follows from the fact that
min
x∈[0,1]
1
pi
√
x(1− x) =
1
pi
√
1
2(1− 12)
=
2
pi
.
Hence, if A ∈ B[0, 1] satisfies σ∗(A) = 0, then
0 = σ∗(A) =
∫
A
1
pi
√
x(1− x) dm ≥
∫
A
2
pi
dm =
2
pi
m(A).
This implies that m(A) = 0, completing the proof of the lemma.
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APPENDIX C
PROOF OF ERGODICITY FROM FELLER [8]
In this appendix we provide the reader with detailed proofs of two theorems found in [8]. We first
start with some basic definitions that are required for the statement of the theorems.
Definition C.1. For the following, let α be a probability measure, Ω a sample space and K a
probability transition kernel.
(i) A measure α is strictly positive in Ω if α{I} > 0 for each open interval I ⊂ Ω. The kernel
K is strictly positive if K(x, I) > 0 for each x and each open interval I in Ω.
(ii) We say that a sequence of probability distributions {pn} converges weakly to a probability
distribution p in Ω if En[u] → E[u] for every bounded, continuous function u in Ω. En and
E denote expectations with respect to pn and p respectively.
(iii) Given a bounded, continuous function u0 defined on Ω, we define the sequence of transforms
{un} by induction as un(x) =
∫
Ω
K(x, dy)un−1(y). Similarly, we define a transform of
measures {γn} given an initial probability distribution γ0 and Γ ⊂ Ω a Borel set as γn(Γ) =∫
Ω
γn−1(dx)K(x,Γ).
(iv) We say that the kernel K is regular if the sequence of transforms {un} is equicontinuous
whenever u0 is uniformly continuous in Ω.
(v) The kernel K is ergodic if there exists a unique strictly positive probability measure α such
that the transforms {γn} of an initial probability distribution γ0 converge weakly to α, inde-
pendent of γ0.
(vi) We say that a probability distribution γ is stationary for K if it is invariant under transfor-
mation, i.e. for a Borel set Γ we have γ(Γ) =
∫
Ω
γ(dx)K(x,Γ)
Theorem C.2 (pg. 265). A strictly positive, regular kernel K in a bounded closed space Ω is
ergodic.
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Proof. Consider the sequence of transforms {un} of a continuous function u0 on Ω, where un(x) =∫
Ω
K(x, dy)un−1(y). Since Ω is closed, u0 is uniformly continuous on Ω and since we have that
K is regular, {un} is equicontinuous on Ω. Also, u0 is bounded, so there exists an A such that
|u0| ≤ A on Ω. We have
|u1(x)| =
∣∣∣∣∫
Ω
K(x, dy)u0(y)
∣∣∣∣ ≤ ∫
Ω
K(x, dy)|u0(y)| ≤ A
∫
Ω
K(x, dy) = A
By induction we have |un| ≤ A for all n. Therefore the sequence {un} is uniformly bounded.
Thus, by the Arzela-Ascoli theorem there exists a subsequence {unk} that converges uniformly to
a continuous function v0. The subsequence {unk+1}, the transforms of the unk ’s, also converges
uniformly to the transform v1 of v0, since
|unk+1(x)− v1(x)| =
∣∣∣∣∫
Ω
K(x, dy)(unk(y)− v0(y))
∣∣∣∣ ≤ ∫
Ω
K(x, dy)|unk(y)− v0(y)|.
So, given  > 0, we can choose k large enough so that |unk(y)− v0(y)| < . Then,
|unk+1(x)− v1(x)| ≤
∫
Ω
K(x, dy) = .
Now consider the sequence {Mn}, where Mn = max
x∈Ω
un(x). We will show that
Mn →M = max v0 = max v1.
First, we will show that {Mn} is a decreasing sequence. Suppose un(y0) = min
x∈Ω
un(x) for some
y0 ∈ Ω. Pick δ > 0. Then, by continuity, there exists some interval Iy0 containing y0, Iy0 ⊆ Ω,
such that un(x) ≤ un(y0) + δ, ∀x ∈ Iy0 . Thus
Mn+1 = max
x
un+1(x) = max
x
∫
Ω
K(x, dy)un(y)
= max
x
(∫
Ω\Iy0
K(x, dy)un(y) +
∫
Iy0
K(x, dy)un(y)
)
≤ max
x
(∫
Ω\Iy0
K(x, dy)Mn +
∫
Iy0
K(x, dy)(un(y0) + δ)
)
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= max
x
(
Mn
∫
Ω\Iy0
K(x, dy) + (un(y0) + δ)
∫
Iy0
K(x, dy)
)
= max
x
[Mn(1−K(x, Iy0)) + (un(y0) + δ)K(x, Iy0)]
= max
x
[Mn − (Mn − un(y0)− δ)K(x, Iy0)]
= Mn − (Mn − un(y0)− δ) min
x
K(x, Iy0).
Since Mn − un(y0) > 0, we can pick δ small enough so that Mn − un(y0)− δ > 0. Also, suppose
that at x0 ∈ Ω we have that K(x0, Iy0) = minx K(x, Iy0). By the strict positivity of K, we have
K(x0, Iy0) > 0. Thus (Mn − un(y0)− δ)K(x0, Iy0) > 0 which implies
Mn+1 ≤Mn − (Mn − un(y0)− δ) min
x
K(x, Iy0) ≤Mn.
Therefore {Mn} is a decreasing sequence and is also bounded since {un} is bounded.
Thus, {Mn} converges to some M . Now, pick  > 0. Then for k0 large enough we have
v0(x)−  ≤ unk(x) ≤ v0(x) + , ∀x ∈ Ω, ∀k ≥ k0,
due to the uniform convergence of {unk}. So we can pick a sequence {xk} in Ω such that unk(xk) =
Mnk , and we have
Mnk ≤ v0(xk) +  ≤ maxx v0 + .
Now, there exists some x′ ∈ Ω such that v0(x′) = max
x
v0(x). Then,
v0(x
′)−  ≤ unk(x′) ≤Mnk .
Therefore, max
x
v0 −  ≤ Mnk ≤ maxx v0 +  for all k ≥ k0 which implies Mnk → maxx v0. Since
we know that Mn →M , necessarily Mnk →M which means M = maxx v0.
Also, we have that the subsequence {Mnk+1} converges to M and as was shown above for maxx v0,
working with the subsequence {unk+1} in the same way we have that M = maxx v1. Thus, v0 and
v1 have the same maximum.
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Suppose v1(x1) = M at some x1 ∈ Ω. Then,
M = v1(x1) =
∫
Ω
K(x1, dy)v0(y)
=⇒ M −
∫
Ω
K(x1, dy)v0(y) = M
∫
Ω
K(x1, dy)−
∫
Ω
K(x1, dy)v0(y) = 0
=⇒
∫
Ω
K(x1, dy)(M − v0(y)) = 0.
We have M − v0(y) ≥ 0. Set ξ(y) = M − v0(y). Assume ξ(y) is not identically 0. Then there
is some y′ such that ξ(y′) > 0. By continuity there is some interval I ⊂ Ω such that y′ ∈ I and
ξ(y) > 0 ∀y ∈ I . Then,
0 <
∫
I
K(x1, dy)ξ(y) ≤
∫
Ω
K(x1, dy)ξ(y) = 0
which is a contradiction. Thus, v0(y) = M for all y ∈ Ω. So v0 is constant and therefore v1 is also
constant.
We have shown that Mn → M . The same can be proven for the sequence {mn}, where mn =
min
x
un(x). Suppose un(z) = Mn = max
x
un(x) for some z ∈ Ω. Pick δ > 0. There exists some
interval Jz ⊆ Ω containing z such that un(x) ≥Mn − δ for all x ∈ Jz .
mn+1 = min
x
un+1(x) = min
x
∫
Ω
K(x, dy)un(y)
= min
x
(∫
Ω\Jz
K(x, dy)un(y) +
∫
Jz
K(x, dy)un(y)
)
≥ min
x
(∫
Ω\Jz
K(x, dy)mn +
∫
Jz
K(x, dy)(Mn − δ)
)
= min
x
(
mn
∫
Ω\Jz
K(x, dy) + (Mn − δ)
∫
Jz
K(x, dy)
)
= min
x
[mn(1−K(x, Jz)) + (Mn − δ)K(x, Jz)]
= min
x
[mn + (Mn −mn − δ)K(x, Jz)]
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= mn + (Mn −mn − δ) min
x
K(x, Jz).
Since Mn −mn > 0, we can pick δ small enough so that Mn −mn − δ > 0 and due to the strict
positivity of K we have min
x
K(x, Jz) > 0. Therefore,
mn+1 ≥ mn + (Mn −mn − δ) min
x
K(x, Jz) ≥ mn
so the sequence {mn} is increasing and is also bounded, thus converges. Since unk(x) → M for
all x, then mnk → M which implies mn → M . Finally, we have mn ≤ un(x) ≤ Mn and since
Mn,mn converge to M independent of x, un converges to the constant M uniformly.
Now let γ0 be an arbitrary probability distribution on Ω and denote by En the expectation with
respect to the transform γn, where
γn(Γ) =
∫
Ω
γn−1(dx)K(x,Γ)
and Γ a Borel subset of Ω. First we will show that En[uk] = E0[uk+n] by induction. Let’s start
with n = 1.
E1[uk] =
∫
Ω
uk(x)γ1(dx)
=
∫
Ω
uk(x)
(∫
Ω
γ0(dy)K(y, dx)
)
=
∫
Ω
∫
Ω
uk(x)γ0(dy)K(y, dx)
=
∫
Ω
(∫
Ω
uk(x)K(y, dx)
)
γ0(dy)
=
∫
Ω
uk+1(y)γ0(dy)
= E0[uk+1]
by Fubini-Tonelli, since En[|uk|] =
∫
Ω
|uk(x)|γn(dx) ≤
∫
Ω
Aγn(dx) = A. Now suppose that it
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holds for n and we will show it holds for n+ 1.
En+1[uk] =
∫
Ω
uk(x)γn+1(dx)
=
∫
Ω
uk(x)
(∫
Ω
γn(dy)K(y, dx)
)
=
∫
Ω
∫
Ω
uk(x)γn(dy)K(y, dx)
=
∫
Ω
(∫
Ω
uk(x)K(y, dx)
)
γn(dy)
=
∫
Ω
uk+1(y)γn(dy)
= En[uk+1]
and since it holds for n, we have En[uk+1] = E0[uk+n+1]. Thus, En[uk] = E0[uk+n]. By the
uniform convergence of un to M , we have that
En[u0] = E0[un]→ E0[M ] = M.
This shows that for an arbitrary bounded, continuous function u0, En[u0] → M and by invoking
Theorem 2 in Section 1 of Chapter VIII in [8], which states that for a sequence of probability
distributions {γn} and for an arbitrary bounded, continuous function u, if En[u] converges to some
constant C, then there exists some probability distribution γ such that γn converges weakly to γ,
denoted by γn ⇒ γ, with C =
∫
Ω
u(x)γ(dx).
Thus, by that theorem, there exists some probability distribution α on Ω such that γn ⇒ α and if E
denotes the expectation with respect to α then M = E[u0].
This convergence is independent of the initial distribution γ0, so to show that the n-step tran-
sition probability K(n)(x0, ∗) for some point x0 converges weakly to α, we take γ0 = δx0 and a
Borel set Γ and we have by induction
γ1(Γ) =
∫
Ω
γ0(dx)K(x,Γ) =
∫
Ω
δx0K(x,Γ) = K(x0,Γ),
127
γ2(Γ) =
∫
Ω
γ1(dx)K(x,Γ) =
∫
Ω
K(x0, dx)K(x,Γ) = K
(2)(x0,Γ).
So if it holds for n, for n+ 1 we have
γn+1(Γ) =
∫
Ω
γn(dx)K(x,Γ) =
∫
Ω
K(n)(x0, dx)K(x,Γ) = K
(n+1)(x0,Γ).
Thus, for γ0 = δx0 we have K
(n)(x0, ∗)⇒ α.
To show that α is stationary for K we simply need to show that for any bounded, continuous
function f0, we have
∫
Ω
f0(x)α(dx) =
∫
Ω
f0(x)
(∫
Ω
α(dy)K(y, dx)
)
.
Let f0 be an arbitrary bounded, continuous function on Ω and let f1 be its transform. By Fubini-
Tonelli we have
∫
Ω
f0(x)α(dx) = lim
n→∞
∫
Ω
f0(x)γn+1(dx)
= lim
n→∞
∫
Ω
f0(x)
(∫
Ω
γn(dy)K(y, dx)
)
= lim
n→∞
∫
Ω
(∫
Ω
f0(x)K(y, dx)
)
γn(dy)
= lim
n→∞
∫
Ω
f1(y)γn(dy)
=
∫
Ω
f1(y)α(dy).
Also,
∫
Ω
f0(x)
(∫
Ω
α(dy)K(y, dx)
)
=
∫
Ω
(∫
Ω
f0(x)K(y, dx)
)
α(dy)
=
∫
Ω
f1(y)α(dy).
Thus, the two measures α and
∫
Ω
α(dy)K(y, ∗) are equal which implies α is stationary for K.
Finally, let I ⊂ Ω be an open interval. Then for any x ∈ Ω we have K(x, I) > 0. Suppose that for
some x0 ∈ Ω we have K(x0, I) = min
x∈Ω
K(x, I). Again, K(x0, I) =  > 0. Then, for K(n)(x, I)
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we have
K(n)(x, I) =
∫
Ω
K(n−1)(x, dy)K(y, I) ≥
∫
Ω
K(n−1)(x, dy) = .
Since K(n)(x, I) → α(I) and K(n)(x, I) ≥  for any n, then α(I) ≥  > 0. Thus, α is strictly
positive.
Theorem C.3 (pg. 266). A strictly positive, regular kernel K is ergodic iff it possesses a strictly
positive stationary distribution α.
Proof. Towards the end of the previous theorem we showed that if K is ergodic with limiting dis-
tribution α then it is a strictly positive stationary distribution. Suppose now that K has a strictly
positive stationary distribution α and let E denote the expectation with respect to α. Take an arbi-
trary bounded, continuous function u0 on Ω and let {un} denote the sequence of its transforms with
the kernel K. Taking expectations, we have
E[u1] =
∫
Ω
u1(x)α(dx)
=
∫
Ω
(∫
Ω
K(x, dy)u0(y)
)
α(dx)
=
∫
Ω
u0(y)
(∫
Ω
α(dx)K(x, dy)
)
=
∫
Ω
u0(y)α(dy)
= E[u0]
by Fubini-Tonelli, since as shown in the proof of the previous theorem the sequence of functions
{un}∞n=0 are uniformly bounded. There exists someA such that |un| ≤ A for all n. Thus,E[|un|] =∫
Ω
|un(x)|α(dx) ≤
∫
Ω
Aα(dx) = A < ∞ and also using the fact that α is stationary for K. So
E[u0] = E[u1].
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Suppose that holds up until k, i.e. E[u0] = E[u1] = ... = E[uk]. Working as before we have
E[uk+1] =
∫
Ω
uk+1(x)α(dx)
=
∫
Ω
(∫
Ω
K(x, dy)uk(y)
)
α(dx)
=
∫
Ω
uk(y)
(∫
Ω
α(dx)K(x, dy)
)
=
∫
Ω
uk(y)α(dy)
= E[uk].
Therefore, E[un] = C for all n, where C is some constant. Furthermore, the sequence {E[|un|]} is
decreasing:
E[|uk+1|] =
∫
Ω
|uk+1(x)|α(dx)
=
∫
Ω
∣∣∣∣∫
Ω
K(x, dy)uk(y)
∣∣∣∣α(dx)
≤
∫
Ω
(∫
Ω
K(x, dy)|uk(y)|
)
α(dx)
=
∫
Ω
|uk(y)|
(∫
Ω
α(dx)K(x, dy)
)
=
∫
Ω
|uk(y)|α(dy)
= E[|uk|]
again by applying Fubini-Tonelli and using the stationarity of α. Thus,
E[|uk+1|] ≤ E[|uk|].
Since the sequence {E[|un|]} is decreasing and thatE[|un|] ≥ 0, this implies thatE[|un|] converges
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to some m. From the bounded sequence {un} we can choose a subsequence {unk} that converges
to v0. Then, as shown in the proof of the previous theorem, unk+1 → v1, where unk+1, v1 are the
transforms of unk , v0 respectively. Since the functions {unk}∞k=1 are uniformly bounded, continuous
functions on Ω and converge to v0, applying the Bounded Convergence Theorem yields E[unk ] →
E[v0]. Also,
|E[|unk |]− E[|v0|]| =
∣∣∣∣∫
Ω
|unk(x)|α(dx)−
∫
Ω
|v0(x)|α(dx)
∣∣∣∣
≤
∫
Ω
||unk(x)| − |v0(x)||α(dx)
≤
∫
Ω
|unk(x)− v0(x)|α(dx)→ 0
since we already have applied the Bounded convergence Theorem to unk . Therefore, E[|unk |] →
E[|v0|]. Since E[un] = C for all n, and since E[|un|] converges tom, thusE[|unk |] andE[|unk+1|]
converge to the same limit, we have
C = E[v0] = E[v1] and E[|v0|] = E[|v1|] = m.
The last equality actually shows that v0 cannot change signs. To prove it by contradiction, let’s
assume that S+ = {x ∈ Ω : v0(x) > 0} and S− = {x ∈ Ω : v0(x) < 0} such that K(x′, S+) > 0
and K(x′, S−) > 0, ∀x′ ∈ Ω. The equality E[|v0|] = E[|v1|] yields
E[|v1|] =
∫
Ω
|v1(x)|α(dx)
=
∫
Ω
∣∣∣∣∫
Ω
K(x, dy)v0(y)
∣∣∣∣α(dx)
≤
∫
Ω
(∫
Ω
K(x, dy)|v0(y)|
)
α(dx),
and by Fubini-Tonelli and the stationarity of α we have that
∫
Ω
(∫
Ω
K(x, dy)|v0(y)|
)
α(dx) =
∫
Ω
|v0(y)|
(∫
Ω
α(dx)K(x, dy)
)
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=∫
Ω
|v0(y)|α(dy)
= E[|v0|] = E[|v1|].
Thus, the inequality is in fact an equality. Therefore, we have that
∫
Ω
∣∣∣∣∫
Ω
K(x, dy)v0(y)
∣∣∣∣α(dx) = ∫
Ω
(∫
Ω
K(x, dy)|v0(y)|
)
α(dx). (C.1)
Using the sets S+ and S−,
∫
Ω
∣∣∣∣∫
Ω
K(x, dy)v0(y)
∣∣∣∣α(dx) can be written as
∫
Ω
∣∣∣∣∫
S+
K(x, dy)v0(y) +
∫
S−
K(x, dy)v0(y)
∣∣∣∣α(dx)
and since the kernel K is non-negative, we have that
∫
S+
K(x, dy)v0(y) > 0 and
∫
S−
K(x, dy)v0(y) < 0.
Now,
∫
Ω
∣∣∣∣∫
S+
K(x, dy)v0(y) +
∫
S−
K(x, dy)v0(y)
∣∣∣∣α(dx)
<
∫
Ω
(∣∣∣∣∫
S+
K(x, dy)v0(y)
∣∣∣∣+ ∣∣∣∣∫
S−
K(x, dy)v0(y)
∣∣∣∣)α(dx)
which is a strict inequality since
∣∣∣∣∫
S−
K(x, dy)v0(y)
∣∣∣∣ > 0. However,
∫
Ω
(∣∣∣∣∫
S+
K(x, dy)v0(y)
∣∣∣∣+ ∣∣∣∣∫
S−
K(x, dy)v0(y)
∣∣∣∣)α(dx)
≤
∫
Ω
(∫
S+
K(x, dy)|v0(y)|+
∫
S−
K(x, dy)|v0(y)|
)
α(dx)
=
∫
Ω
(∫
Ω
K(x, dy)|v0(y)|
)
α(dx).
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This means that
∫
Ω
∣∣∣∣∫
Ω
K(x, dy)v0(y)
∣∣∣∣α(dx) < ∫
Ω
(∫
Ω
K(x, dy)|v0(y)|
)
α(dx)
which contradicts (C.1). Therefore, v0 must preserve its sign.
Since u0 was an arbitrarily chosen bounded, continuous function, if we had thatE[v0] = 0, then
since v0 preserves its sign we must have that v0(x) = 0 ∀x ∈ Ω. Thus, we can choose u0−C as an
initial bounded, continuous function. This choice will give us that
unk − C → v0 − C
and that E[v0 − C] = E[u0 − C] = E[u0] − C = C − C = 0. Therefore, v0(x) = E[u0] = C
∀x ∈ Ω. This also implies that v1 is just the constant C. For any x,
v1(x) =
∫
Ω
K(x, dy)v0(y) =
∫
Ω
K(x, dy)C = C.
Thus, both unk and unk+1 converge to the constant C. Suppose that unk+l also converges to C. We
will show that unk+l+1 will also have the same limit. Pick  > 0. There exists k large enough such
that |unk+l(x)− C| < , ∀x ∈ Ω. We then have
|unk+l+1(x)− C| =
∣∣∣∣∫
Ω
K(x, dy)unk+l(y)− C
∣∣∣∣
=
∣∣∣∣∫
Ω
K(x, dy)unk+l(y)−
∫
Ω
K(x, dy)C
∣∣∣∣
≤
∫
Ω
K(x, dy)|unk+l(y)− C|
<
∫
Ω
K(x, dy)
= .
133
Thus, for any l we have that unk+l converges to C, which implies un → C. Since
un(x) =
∫
Ω
K(x, dy)un−1(y) =
∫
Ω
u0(y)K
(n)(x, dy),
we have that ∫
Ω
u0(y)K
(n)(x, dy)→ C = E[u0] =
∫
Ω
u0(y)α(dy)
and since u0 was an arbitrary bounded, continuous function, we have that K(n)(x, ∗)⇒ α.
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APPENDIX D
B-SPLINES
The idea behind logspline density estimation of an unknown density p is that the logarithm of p is
estimated by a spline function, a piecewise polynomial that interpolates the function to be estimated.
Therefore, the family of estimators constructed for the unknown density is a family of functions that
are exponentials of splines that are suitably normalized so that they can be densities. Thus, to build
up the logspline estimation method, we need to start the theory with the building blocks of splines
themselves, the functions we call basis splines or B-splines for short whose linear combination
generates the set of splines of a given order.
So, the main question we will answer in this appendix is how we construct B-splines. There
are several ways to do this, some less intuitive than others. The approach we will take will be
through the use of divided differences. It is a recursive division process that is used to calculate the
coefficients of interpolating polynomials written in a specific form called the Newton form.
Definition D.1. The kth divided difference of a function g at the knots t0, . . . , tk is the leading
coefficient (meaning the coefficient of xk) of the interpolating polynomial q of order k+1 that agrees
with g at those knots. We denote this number as
[t0, . . . , tk]g. (D.1)
Here we use the terminology found in De Boor [3], where a polynomial of order k+1 is a polynomial
of degree less than or equal to k. It’s better to work with the ”order” of a polynomial since all
polynomials of a certain order form a vector space, whereas polynomials of a certain degree do not.
The term ”agree” in the definition means that for the sequence of knots (ti)ki=0, if ζ appears in the
sequence m times, then for the interpolating polynomial we have
q(i−1)(ζ) = g(i−1)(ζ), i = 1, . . . ,m. (D.2)
Since the interpolating polynomial depends only on the data points, the order in which the values of
t0, . . . , t1 appear in the notation in (D.1) does not matter. Also, if all the knots are distinct, then the
interpolating polynomial is unique.
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At this point let’s write down some examples to see how the recursion algorithm pops up. If we
want to interpolate a function g using only one knot, say t0, then we will of course have the constant
polynomial q(x) = g(t0). Thus, since g(t0) is the only coefficient, we have
[t0]g = g(t0). (D.3)
Now suppose we have two knots, t0, t1.
If t0 6= t1, then q is the secant line defined by the two points (t0, g(t0)) and (t1, g(t1)). Thus, the
interpolating polynomial will be given by
q(x) = g(t0) + (x− t0)g(t1)− g(t0)
t1 − t0 . (D.4)
Therefore,
[t0, t1]g =
g(t1)− g(t0)
t1 − t0 =
[t1]g − [t0]g
t1 − t0 . (D.5)
To see what happens when t0 = t1, we can take the limit t1 → t0 above and thus [t0, t1]g = g′(t0).
By continuing these calculations for more knots yields the following result:
Lemma D.2. Given a function g and a sequence of knots (ti)ki=0, the kth divided difference of g is
given by
(a) [t0, . . . , tk]g =
g(k)(t0)
k!
when t0 = · · · = tk, g ∈ Ck, therefore yielding the leading coeffi-
cient of the Taylor approximation of order k+1 to g.
(b) [t0, . . . , tk]g =
[t0, . . . , tr−1, tr+1, . . . , tk]g − [t0, . . . , ts−1, ts+1, . . . , tk]g
ts − tr , where tr and ts
are any two distinct knots in the sequence (ti)ki=0.
Now that we have defined the kth divided difference of a function, we can easily state what
B-splines are. B-splines arise as appropriately scaled divided differences of the positive part of a
certain power function and it can be shown that B-splines form a basis of the linear space of splines
of some order. Let’s start with the definition.
Definition D.3. Let t = (ti)Ni=0 be a nondecreasing sequence of knots. Let 1 ≤ k ≤ N . The j-th
B-spline of order k, with j ∈ {0, 1, . . . , N − k}, for the knot sequence (ti)Ni=0 is denoted by Bj,k,t
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and is defined by the rule
Bj,k,t(x) = (tj+k − tj)[tj , . . . , tj+k](· − x)k−1+ (D.6)
where (·)+ defines the positive part of a function, i.e. (f(x))+ = max
x
{f(x), 0}.
The ”placeholder” notation in the above definition says that the kth divided difference of (· −x)k−1+
is to be considered for the function (t− x)k−1+ as a function of t and have x fixed. Of course, in the
end the number will vary as x varies, giving rise to the functionBj,k,t. If either k or t can be inferred
from context then we will usually drop them from the notation and write Bj instead of Bj,k,t. A
direct consequence we receive from the above definition is the support of Bj,k,t.
Lemma D.4. Let Bj,k,t be defined as in D.3. Then the support of the function is contained in the
interval [tj , tj+k).
Proof. All we need to do is show that if x /∈ [tj , tj+k), then Bj,k,t(x) = 0.
Suppose first that x ≥ tj+k. Then we will have that ti − x ≤ 0 for i = j, . . . , j + k which in turn
implies (ti − x)+ = 0 and finally [tj , . . . , tj+k](· − x)k−1+ = 0.
On the other hand, if x < tj , then since (t− x)k−1+ as a function of t is a polynomial of order k and
we have k + 1 sites where it agrees with its interpolating polynomial, necessarily they are both the
same. This implies [tj , . . . , tj+k](· − x)k−1+ = 0 since the coefficient of tk is zero.
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APPENDIX E
RECURRENCE RELATION AND VARIOUS PROPERTIES
Since we stated the definition of B-splines using divided differences, we can use that to state the
recurrence relation for B-splines which will be useful when we will later prove various properties
of these functions. We start by stating and proving the Leibniz formula which will be needed in the
proof of the recurrence relation
Lemma E.1. Suppose f, g, h are functions such that f = g · h, meaning f(x) = g(x)h(x) for all
x and let (ti) be a sequence of knots. Then we have the following formula
[tj , . . . , tj+k]f =
j+k∑
r=j
([tj , . . . , tr]g)([tr, . . . , tj+k]h), for some j, k ∈ N. (E.1)
Proof. First of all, observe that the function
g(tj) + j+k∑
r=j+1
(x− tj) . . . (x− tr−1)[tj , . . . , tr]g
h(tj+k) + j+k−1∑
s=j
(x− ts+1) . . . (x− tj+k)[ts, . . . , tj+k]h

agrees with f at the knots tj , . . . , tj+k since the first and second factor agree with g and h respec-
tively at those values. Now, observe that if r > s then the above product vanishes at all the knots
since the term (x− ti) for i = j, . . . , j + k will appear in at least one of the two factors. Thus, the
above agrees with f at tj , . . . , tj+k when r ≤ s. But then the product turns into a polynomial of
order k + 1 whose leading coefficient is
∑
r=s
([tj , . . . , tr]g)([ts, . . . , tj+k]h)
and that of course must be equal to
[tj , . . . , tj+k]f.
Now we can state and prove the recurrence relation for B-splines.
Lemma E.2. Let t = (ti)Ni=0 be a sequence of knots and let 1 ≤ k ≤ N . For j ∈ {0, 1, . . . , N −k}
we can construct the j-th B-spline Bj,k of order k associated with the knots t = (ti)Ni=0 as follows:
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(1) First we have Bj,1 be the characteristic function on the interval [tj , tj+1)
Bj,1(x) =

1, x ∈ [tj , tj+1)
0, x /∈ [tj , tj+1)
(E.2)
(2) The B-splines of order k for k > 1 on [tj , tj+k) are given by
Bj,k(x) =
x− tj
tj+k−1 − tjBj,k−1(x) +
tj+k − x
tj+k − tj+1Bj+1,k−1(x) (E.3)
Proof. (1) easily follows from the definition we gave for B-splines using divided differences in
Definition D.3. (2) can be proven using Lemma E.1. Since B-splines were defined using the function
(t− x)k−1+ for fixed x, we apply the Leibniz formula for the kth divided difference to the product
(t− x)k−1+ = (t− x)(t− x)k−2+ .
This yields
[tj , . . . , tj+k](· − x)k−1+ = (tj − x)[tj , . . . , tj+k](· − x)k−2+ + 1 · [tj+1, . . . , tj+k](· − x)k−2+ (E.4)
since [tj ](· − x) = (tj − x), [tj , tj+1](· − x) = 1 and [tj , . . . , tr](· − x) = 0 for r > j + 1. Now,
from Lemma D.2 (b), we have that (tj − x)[tj , . . . , tj+k](· − x)k−2+ can be written as
(tj − x)[tj , . . . , tj+k](· − x)k−2+ =
tj − x
tj+k − tj ([tj+1, . . . , tj+k]− [tj , . . . , tj+k−1]) (E.5)
Thus, by replacing that term in the result (E.4) we obtained by Leibniz, we get
[tj , . . . , tj+k](·−x)k−1+ =
x− tj
tj+k − tj [tj , . . . , tj+k−1](·−x)
k−2
+ +
tj+k − x
tj+k − tj [tj+1, . . . , tj+k](·−x)
k−2
+
(E.6)
The result in (2) follows immediately once we multiply both sides by (tj+k − tj) and then multiply
and divide the first term in the sum on the right hand side by (tj+k−1 − tj) and then multiply and
divide the second term by (tj+k − tj+1).
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From the recurrence relation we acquire information about B-splines that was not clear from
the first definition we gave using divided differences. Bj,1 is a characteristic function, or otherwise
piecewise constant. By Lemma E.2 (b), since the coefficients of Bj,k−1 are linear functions of x,
we have Bj,2 is a piecewise linear function on [tj , tj+2). Therefore, inductively we have Bj,3 is a
piecewise parabolic function on [tj , tj+3), Bj,4 is a piecewise polynomial of degree 3 on [tj , tj+4)
and so on. Below there is a visual representation of B-splines showing how the graph changes as
the order increases.
Since we now have defined what a B-spline is as a function, the next step is to ask what set is
generated when considering linear combinations of these functions. Since B-splines are piecewise
polynomials themselves, we have that this set is a subset of the set of piecewise polynomials with
breaks at the knots (ti). Something that can be proven though, is that it is exactly the set of piecewise
polynomials with certain break and continuity conditions at the knots and this equality occurs on a
smaller interval, which we call the basic interval, denoted by Ik,t.
Definition E.3. Suppose t = (t0, . . . , tN ) is a nondecreasing sequence of knots. Then for the B-
splines of order k, with 2k < N + 2, that arise from these knots, we define Ik,t = [tk−1, tN−k+1]
and call it the basic interval.
Remark E.4. In order for this definition to be correct, we need to extend the B-splines and have
them be left continuous at the right endpoint of the basic interval since we are defining it as a closed
interval.
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Remark E.5. The basic interval for the N − k + 1 B-splines of order k > 1 is defined in such a
way so that at least two of them are always supported on any subinterval of Ik,t and later we will
see that the B-splines form a partition of unity on the basic interval. For k = 1, by construction the
B-splines already form a partition of unity on I1,t = [t0, tN ].
For example, let t = (ti)6i=0 be disjoint and k = 3. Then there are 4 B-splines, Bj,3, j = 0, 1, 2, 3,
of order 3 that arise in this framework. Their supports are [t0, t3), [t1, t4), [t2, t5), [t3, t6) respec-
tively. Clearly, on [t0, t1) only B0,3 is supported and since as a function is non-constant we cannot
have
3∑
j=0
Bj,3 = B0,3 on [t0, t1) be equal to 1.
The partition of unity is stated and proved in the next lemma together with other properties of
the B-splines. The recurrence relation makes the proofs fairly easy compared to using the divided
difference definition of the B-splines.
Lemma E.6. Let Bj,k,t be the function as given in Definition D.3 for the knot sequence t = (ti)Ni=0.
Then the following hold:
(a) Bj,k,t(x) > 0 for x ∈ (tj , tj+k).
(b) (Marsden’s Identity) For any α ∈ R, we have (x − α)k−1 = ∑j ψj,k(α)Bj,k,t(x), where
ψj,k(α) = (tj+1 − α) . . . (tj+k−1 − α) and ψj,1(α) = 1.
(c)
∑
j Bj,k,t = 1 on the basic interval Ik,t.
Proof. (a) This is a simple induction. For k = 1 the hypothesis holds since the B-splines are just
characteristic functions on [tj , tj+1) and thus strictly positive in the interior.
For k = 2 by the recurrence relation, Bj,2,t is a linear combination ofBj,1, Bj+1,1 with coefficients
the linear functions x−tjtj+1−tj ,
tj+2−x
tj+2−tj+1 which is positive on (tj , tj+2).
Assuming the hypothesis holds for k = r, we can show it is true for k = r + 1 by using the same
argument as in the previous case.
(b) Let ωj,k(x) =
x−tj
tj+k−1−tj . Thus,
tj+k−x
tj+k−tj+1 = 1 − ωj+1,k(x). This way we can write the
recurrence relation as
Bj,k(x) = ωj,k(x)Bj,k−1(x) + (1− ωj+1,k(x))Bj+1,k−1 (E.7)
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Using this we can write
∑
j ψj,k(α)Bj,k,t(x) as
∑
j
ψj,k(α)Bj,k,t(x) =
∑
j
[ωj,k(x)ψj,k(α) + (1− ωj,k(x))ψj−1,k(α)]Bj,k−1,t(x)
=
∑
j
ψj,k−1(α)[ωj,k(x)(tj+k−1 − α) + (1− ωj,k(x))(tj − α)]Bj,k−1,t(x)
=
∑
j
ψj,k−1(α)(x− α)Bj,k−1,t(x)
(E.8)
since ωj,k(x)f(tj+k−1) + (1 − ωj,k(x))f(tj) is the unique straight line that intersects f at x = tj
and x = tj+k−1. Thus,
ωj,k(x)(tj+k−1 − α) + (1− ωj,k(x))(tj − α) = x− α.
Therefore, by induction we have
∑
j
ψj,k(α)Bj,k,t(x) =
∑
j
ψj,1(α)(x− α)k−1Bj,1,t(x)
= (x− α)k−1
∑
j
ψj,1(α)Bj,1,t(x)
= (x− α)k−1
since ψj,1(α) = 1 and Bj,1,t are just characteristic functions.
(c) To prove the partition of unity, we start with Marsden’s Identity and divide both sides by
(k − 1)! and differentiate ν − 1 times with respect to α for some positive integer ν ≤ k − 1. We
then have
(x− α)k−ν
(k − ν)! =
∑
j
(−1)ν−1
(k − 1)!
dν−1ψj,k(α)
dαν−1
Bj,k,t(x). (E.9)
Now, for some polynomial q of order k, we can use the Taylor expansion of q
q =
k∑
ν=1
(x− α)k−ν
(k − ν)!
dk−νq(α)
dαk−ν
. (E.10)
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Using this we see that
q =
∑
j
λj,k[q]Bj,k,t where λj,k[q] =
k∑
ν=1
(−1)ν−1
(k − 1)!
dν−1ψj,k(α)
dαν−1
dk−νq(α)
dαk−ν
(E.11)
which holds only on the basic interval. Now, to show that the B-splines are a partition of unity, we
just use this identity for q = 1.
Remark E.7. Marsden’s Identity says something very important. That all polynomials of order k
are contained in the set generated by the B-splines Bj,k, which is also what makes the step in the
proof of (c) viable. Furthermore, we can replace the (x − α) in the identity by (x − α)+ which
shows that piecewise polynomials are also contained in the same set.
Remark E.8. Another consequence of Marsden’s Identity is the Curry-Schoenberg theorem. We do
not explicitly state the theorem as we do not require it, rather we state a simple result from it for
B-splines of order k given a sequence of knots (ti)Ni=0, which can be summarized as
number of continuity conditions at ti + multiplicity of ti = k.
Therefore, for a simple knot ti, any B-spline of order k there will be continuous and also have k− 2
continuous derivatives. On the other hand, if ti has multiplicity k, any k-th order B-spline will have
a discontinuity there.
Below there is a figure which shows the importance of the basic interval as the interval where we
have partition of unity.
143
Remark E.9. When the sequence of t′is is distinct then the sum of B-splines belongs toC0
(
(t0, tN )
)
.
However, the sum of B-splines on the basic interval Ik,t is equal to 1. To make sure that the sum
equals to 1 on the whole interval (t0, tN ), the assumption of the knots being distinct has to be
dropped. It is obvious that we have to take t0 = · · · = tk−1 and tN−k+1 = · · · = tN .
Definition E.10. Let (ti)Ni=0 be a sequence of knots such that t0 = · · · = tk−1 and tN−k+1 = · · · =
tN , where 1 ≤ k ≤ N . Let Bj,k,t be the B-splines as defined in Definition D.3 with knot sequence
t = (ti)
N
i=0. The set generated by the sequence {Bj,k,t : all j}, denoted by Sk,t, is the set of splines
of order k with knot sequence t. In symbols we have
Sk,t =
∑
j
ajBj,k,t : aj ∈ R, all j
 . (E.12)
Remark E.11. Fix an interval [a, b]. Let TN = (ti)Ni=0 be a sequence as in Definition E.10 with
t0 = a and tN = b, where N ∈ N. The choice in Definition E.10 implies that
⋃
N∈N
Sk,TN is dense in C([a, b]). (E.13)
144
APPENDIX F
DERIVATIVES OF B-SPLINE FUNCTIONS
In this dissertation where we conduct our analysis on MISE, derivatives of spline functions factor
in. Since splines are just linear combinations of B-splines we just need to investigate the result of
differentiating a B-spline on the interior of its support. The derivative of a k-th order B-spline is
directly associated with B-splines of order k − 1. To see this we use the recurrence relation which
leads us to the following theorem:
Theorem F.1. Let Bj,k,t be the function as defined in Definition D.3. The support of Bj,k,t is the
interval [tj , tj+k). Then the following equation holds on the open interval (tj , tj+k)
d
dθ
Bj,k,t(θ) =

0, k = 1
(k − 1)
(
Bj,k−1,t(θ)
tj+k−1 − tj −
Bj+1,k−1,t(θ)
tj+k − tj+1
)
, k > 1
(F.1)
Proof. The proof is done by induction on k. For k = 1 it is straightforward since Bj,1,t is a constant
on (tj , tj+1) and for k > 1 we use the recurrence relation described in Lemma E.2.
Using the above formula we can easily obtain bounds for higher derivatives of B-splines. First
of all, by construction of the space Sk,t, the B-splines we will be working with form a partition of
unity on [t0, tN ] and since they are strictly positive on the interior of their supports, we have that
each B-spline is bounded by 1 for all θ.
Bj,k,t(θ) ≤ 1, ∀θ ∈ R.
Furthermore, by induction we can prove the following lemma:
Lemma F.2. Let t = (ti)Ni=0 be a sequence of knots as in Definition E.10 and Bj,k,t be the function
as defined in Definition D.3. Let hN = min
k≤i≤N−k+1
(ti − ti−1) and α be a positive integer such that
α < k − 1. Then, on the open interval (tj , tj+k) we have
sup
θ∈(tj ,tj+k)
∣∣∣∣ dαdθαBj,k,t(θ)
∣∣∣∣ ≤ 2αhαN (k − 1)!(k − α− 1)! , for any j.
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Proof. We fix k and we do induction on α. Let’s start with α = 1
∣∣∣∣ ddθBj,k,t(θ)
∣∣∣∣ = ∣∣∣∣(k − 1)( Bj,k−1,t(θ)tj+k−1 − tj − Bj+1,k−1,t(θ)tj+k − tj+1
)∣∣∣∣
≤ (k − 1)
(
1
tj+k−1 − tj +
1
tj+k − tj+1
)
≤ (k − 1) 2
hN
=
2
hN
(k − 1)!
(k − 2)! .
Thus the inequality holds for α = 1.
Now we assume it holds for α = n and we will show it holds for α = n+ 1.
∣∣∣∣ dn+1dθn+1Bj,k,t(θ)
∣∣∣∣ = ∣∣∣∣ dndθn (k − 1)
(
Bj,k−1,t(θ)
tj+k−1 − tj −
Bj+1,k−1,t(θ)
tj+k − tj+1
)∣∣∣∣
=
∣∣∣∣∣(k − 1)
(
dn
dθnBj,k−1,t(θ)
tj+k−1 − tj −
dn
dθnBj+1,k−1,t(θ)
tj+k − tj+1
)∣∣∣∣∣
≤ (k − 1)
(
1
tj+k−1 − tj
2n
hnN
(k − 2)!
(k − n− 2)! +
1
tj+k − tj+1
2n
hnN
(k − 2)!
(k − n− 2)!
)
≤ (k − 1)!
(k − n− 2)!
(
1
hN
2n
hnN
+
1
hN
2n
hnN
)
=
2n+1
hn+1N
(k − 1)!
[k − (n+ 1)− 1]! .
This concludes the proof.
Remark F.3. Considering Remark E.8, the bound in Lemma F.2 can be extended to hold on the
closed interval [tj , tj+k] assuming the knots tj , . . . , tj+k are simple. Also, it is clear that we need
to utilize at least parabolic B-splines in order to have a bound on a continuous derivative.
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APPENDIX G
LOGSPLINE DENSITY ESTIMATION
In this part we will present the method for constructing logspline density estimators using B-splines.
Let p be a continuous probability density function supported on an interval [a, b]. Suppose p is
unknown and we would like to construct density estimators for this function. The methodology is
as follows
Definition G.1. Let TN = (ti)Ni=0, N ∈ N, be a sequence of knots such that t0 = · · · = tk−1 = a
and tN−k+1 = · · · = tN = b, where 1 ≤ k ≤ N , k fixed. Thus, the set of splines Sk,TN of order
k generated by the B-splines Bj,k,TN can be obtained. We suppress the parameters k, TN and just
write Bj instead of Bj,k,TN . Define the spline function
B(θ; y) =
L∑
j=0
yjBj(θ) , y = (y0, . . . , yL) ∈ RL+1 with L := N − k. (G.1)
and for each y we set the probability density function
f(θ; y) = exp
( L∑
j=0
yjBj(θ)− c(y))
)
= exp
(
B(θ; y)− c(y))
)
,
where c(y) = log
∫ b
a
exp
( L∑
j=0
yjBj(θ)
)
dθ
 <∞ .
(G.2)
The family of exponential densities {f(θ; y) : y ∈ RL+1} is not identifiable since if β is any
constant, then c((y0 + β, . . . , yL + β)) = c(y) + β and thus
f(θ; (y0 + β, . . . , yL + β)) = f(θ; y)
To make the family identifiable we restrict the vectors y to the set
Y0 =
{
y ∈ RL+1 :
L∑
i=0
yi = 0
}
. (G.3)
Remark G.2. Y0 depends only on the number of knots and the order of the B-splines and not the
number of samples.
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Definition G.3. We define the logspline model as the family of estimators
L = {f(θ; y) given by (G.2) : y ∈ Y0}. (G.4)
For any f ∈ L
log (f) =
L∑
j=0
yjBj(θ)− c(y) ∈ Sk,TN . (G.5)
Next, let us pick a set of independent, identically distributed random variables
Θn =
(
θ1, θ2, ..., θn
) ∈ Rn, n ∈ N
where each θi is drawn from a distribution that has density p(θ).
We next define the log-likelihood function ln : RL+1+n → R corresponding to the logspline model
by
ln(y) = ln(y; θ1, θ, . . . , θn) = ln(y; Θn)
=
n∑
i=1
log(f(θi; y)) =
n∑
i=1
( L∑
j=0
yjBj(θi)
)
− nc(y) , y ∈ Y0
(G.6)
and the maximizer of the log-likelihood ln(y) by
yˆn = yˆn(θ1, . . . , θn) = arg max
y∈Y0
ln(y) (G.7)
whenever this random variable exists. The density f( · ; yˆn) is called the logspline density estimate
of p.
We define the expected log-likelihood function λn(y) by
λn(y) = E[l(y; θ1, . . . , θn)] = n
−c(y) + ∫ b
a
( L∑
j=0
yjBj(θ)
)
p(θ) dθ
 <∞, (G.8)
for y ∈ Y0. It follows by a convexity argument that the expected log-likelihood function has a
unique maximizing value
y¯ = arg max
y∈Y0
λn(y) = arg max
y∈Y0
λn(y)
n
(G.9)
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which is independent of n but depends on the knots.
Note that the function λn(y) is bounded above and goes to−∞ as |y| → ∞within Y0 and there-
fore, due to Jensen’s Inequality, the constant y¯ is finite; see Stone [24]. The estimator yˆ(θ1, . . . , θn),
in general does not exist. This motivates us to define the set
Ωn =
{
ω ∈ Ω : yˆ = yˆ(θ1, . . . , θn) ∈ RL+1 exists
}
. (G.10)
In the next appendix we will show that P(Ωn) → 1 as n → ∞. We also note that due to convexity
of ln(y) and λn(y) the estimators yˆ and y¯ are unique whenever they exist.
We define the logspline estimator pˆ of p on the space Ωn by
pˆ : R× Ωn defined by pˆ(θ, ω) = f(θ, yˆ(θ1, . . . , θn)), ω ∈ Ωn (G.11)
and define the function
p¯(θ) := f(θ, y¯) . (G.12)
Remark G.4. In order for the maximum likelihood estimates to be reliable, we require that the
modeling error tend to 0 as n→∞. To this end we state the following hypothesis, which is used in
a more general way as hypothesis (H4) in Chapter 6.
(H1′) L = L(n) where n is the number of samples and L is as in (G.1). To ensure that the rates of
convergence are accurate, we require
lim
n→∞L(n) =∞ such that limn→∞
L(n) + 1
n1/2−β
= 0, 0 < β <
1
2
. (G.13)
So, the above limit suggests that we must have a higher number of samples compared to the
number of knots used to construct the logspline family.
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APPENDIX H
NOTIONS OF DISTANCE FROM THE SET OF SPLINES Sk,t
It is a well known fact that continuous functions can be approximated by polynomials. Now that
we have defined the set of splines Sk,t in Definition E.10 and from what we have stated in Remark
E.11, that
⋃
N∈N Sk,TN is dense in the space of continuous functions, there is a question that arises
at this point:
Given an arbitrary continuous function g on [a, b], an integer k ≥ 1 and a set of knots TN =
(ti)
N
i=0 as in Remark E.11, how close is g to the set Sk,TN of splines of order k?
Let’s state this question in a slightly different way. What we would like to do is find a bound for the
sup-norm distance between g ∈ C[a, b] and Sk,TN , where this distance is denoted by dist(g, Sk,TN )
and is defined as
dist(g, Sk,TN ) = inf
s∈Sk,TN
‖g − s‖∞, g ∈ C[a, b]. (H.1)
The answer to our question is given by Jackson’s Theorem found in de Boor [3]. To state it we first
need the following definition.
Definition H.1. The modulus of continuity ω(g;h) of some function g ∈ C[a, b] for some positive
number h is defined as
ω(g;h) = max{|g(θ1)− g(θ2)| : θ1, θ2 ∈ [a, b], |θ1 − θ2| ≤ h}. (H.2)
The bound given by Jackson’s Theorem contains the modulus of continuity of the function whose
sup-norm distance we want to estimate from the set of splines. The theorem is stated below.
Theorem H.2. Let TN = (ti)Ni=0, N ∈ N, be a sequence of knots such that t0 = · · · = tk−1 = a
and b = tN−k+1 = · · · = tN , where 1 ≤ k ≤ N . Let Sk,TN be the set of splines as in Definition
E.10 for the knot sequence TN . For each j ∈ {0, . . . , k− 1}, there exists C = C(k, j) such that for
g ∈ Cj [a, b]
dist(g, Sk,TN ) ≤ C hj ω
(
djg
dθj
; |t|
)
where h = max
i
|ti+1 − ti|. (H.3)
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In particular, from the Mean Value Theorem it follows
dist(g, Sk,TN ) ≤ C hj+1
∥∥∥∥dj+1gdθj+1
∥∥∥∥
∞
(H.4)
in the case that g ∈ Cj+1[a, b].
Remark H.3. Please note that for the approximation the mesh size enters into the bound in (H.4),
which dictates the placement for the knots.
Jackson’s Theorem supplies us with an estimate of how good an approximation is contained in
the space of splines for a continuous function. However, we are interested in estimates for proba-
bility densities, especially since the focus is on logspline density estimates. At this point let’s state
results specifically for densities. The following can be found in Stone [23].
Suppose that p is a continuous probability density supported on some interval [a, b], similar to the
set-up when we defined the logspline density estimation method. Define the family Fp of densities
such that
Fp =
{
pα : pα(x) =
(p(x))α∫
(p(y))α dy
, 0 ≤ α ≤ 1
}
. (H.5)
It is easy to see that for α ∈ [0, 1], pα is a probability density on [a,b]. An interesting consequence
from this family is the following
Lemma H.4. We define the family of functions
F logp = {log (u) : u ∈ Fp}. (H.6)
Then, F logp defines a family of functions that is equicontinuous on the set {θ : p(θ) > 0}.
Proof. The proof is simple enough. Pick  > 0. There exists δ > 0 such that | log (p(x)) −
log (p(y))| <  whenever |x− y| < δ. Pick any α ∈ [0, 1).
If α = 0 then p0 is just a constant and thus | log (p0(x))− log (p0(y))| = 0 < .
If 0 < α < 1, then | log (pα(x))− log (pα(y))| = |α log (p(x))− α log (p(y))| < α  < .
Remark H.5. It is practical to work with p(x) > 0 on the set [a, b] and this is what we assume. In
this case, log (p) ∈ C[a, b].
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Remark H.6. We will be using the notation h¯ = maxi |ti+1 − ti| and h = mini |ti+1 − ti|, and
γ(TN ) = h¯/h.
We can apply the logspline estimation method to p. Let p¯ be defined as in (G.12), the density
estimate given by maximizing the expected log-likelihood. We then have the following lemma:
Lemma H.7. Suppose p is an unknown continuous density function supported on [a, b] and p¯ is as
in (G.12). Then there exists constant M ′ = M ′(Fp, k, γ(TN )) that depends on the family Fp, order
k and global mesh ratio γ(TN ) of Sk,TN such that
‖ log (p)− log (p¯)‖∞ ≤M ′ dist(log(p), Sk,TN ) (H.7)
and therefore
‖p− p¯‖∞ ≤
(
exp{M ′ dist(log(p), Sk,TN )} − 1
)‖p‖∞. (H.8)
Moreover, if log(p) ∈ Cj+1([a, b]) for some j ∈ {0, . . . , k − 1} then by Jackson’s Theorem we
obtain
‖ log (p)− log (p¯)‖∞ ≤M ′ C(k, j) h¯j+1
∥∥∥∥dj+1 log(p)dθj+1
∥∥∥∥
∞
‖p− p¯‖∞ ≤
(
exp
{
M ′ C(k, j) h¯j+1
∥∥∥∥dj+1 log(p)dθj+1
∥∥∥∥
∞
}
− 1
)
‖p‖∞.
(H.9)
Remark H.8. Please note that the constant M does not depend on the dimension of Sk,TN . For all
practical purposes, we will be using uniformly placed knots, thus suppressing the dependence on
γ(TN ), which will be equal to the constant 1.
Now we will present certain error bounds required in the calculations involving MISE in Chap-
ters 7 and 8. Assume p, pˆ and p¯ as in Appendix G. Also, assume that n is the number of random
samples drawn from p.
We will state a series of definitions and theorems that encompass the results from Lemma 5,
Lemma 6, Lemma 7, and Lemma 8 in the work of Stone[24][pp.728-729].
Definition H.9. Let n ≥ 1 and b > 0. Let y ∈ Y0. Let ln and λn be defined by (G.6) and (G.8),
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respectively. We define
An,b(y) =
{
ω ∈ Ω : |l(y; Θn(ω))− l(y¯; Θn(ω))− (λn(y)− λn(y¯))|
< nb
(∫
| log(f(θ; y))− log(f(θ; y¯))|2d θ
)1/2}
,
(H.10)
where f is defined in (G.2) as a function in the logspline family.
Definition H.10. Given n ≥ 1 and 0 <  we define E,n to be the subset of F = {f(· ; y) : y ∈ Y0}
such that
E,n =
{
f(· ; y) : y ∈ Y0 and
(∫
| log(f(θ; y))− log(f(θ; y¯))|2d θ
)1/2
≤ n
√
L+ 1
n
}
.
(H.11)
Lemma H.11 (Stone[24][p.728]). For each y1, y2 ∈ Y0 and ω ∈ Ω we have
|l(y1; Θn(ω))− l(y2; Θn(ω))− (λn(y1)− λn(y2))| ≤ 2n‖ log f(· ; y1)− log f(· ; y2)‖∞ .
(H.12)
Lemma H.12 (Stone[24][p.729]). Let n ≥ 1. Given  > 0 and δ > 0, there exists an integer
N = N(n) > 0 and sets Ej ⊂ F , j = 1, . . . , N satisfying
sup
f1,f2∈Ej
‖ log(f1)− log(f2)‖∞ ≤ δn2−1(L+ 1)
such that Eε,n ⊂
⋃N
i=1Ei.
Combining the above lemmas it leads to the following theorem, which is a result outlined in
Lemmas 5 and 8 found in Stone[24].
Theorem H.13. Given D > 0 and  > 0, let bn = n
√
L(n) + 1
n
, n ≥ 1, and 0 <  < 12 and
β =  in (H1′). There exists N = N(D) such that for all n > N
An,bn(y) ⊂ Ωn for each y ∈ Y0 (H.13)
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and thus
P(Ωcn) ≤ P
(
Acn,bn(y)
) ≤ 2e−n2(L+1)δ(D) . (H.14)
Remark H.14. From (H.14) we can see that as number of samples goes to infinity, we have that
P(Ωn)→ 1 as n→∞.
Remark H.15. The bound (H.14) presented in Theorem H.13 is a consequence of Hoeffdings in-
equality which states that for any t > 0
P
(∣∣∣ 1
n
n∑
i=1
Xi − EX1
∣∣∣ ≥ t) ≤ 2 exp(− 2n2t2∑n
i=1(bi − ai)2
)
whereX1, . . . , Xn are identically distributed independent random variables with P(X1 ∈ [ai, bi]) =
1. To get the bound (H.14) one needs to choose
t = b
(∫
| log(f(θ; y))− log(f(θ; y¯))|2 dθ
) 1
2
.
Now that we have defined the set where yˆ exists and showed that the probability of its com-
plement vanishes as n → ∞ with a specific exponential rate, we will now state certain rates of
convergence that only apply on Ωn. The following theorem contains results of Theorem 2 and
Lemma 12 of Stone[24].
Theorem H.16. There exist constants M1, M2, M3 such that for all ω ∈ Ωn
|yˆ(θ1(ω), . . . , θn(ω))− y¯| ≤ M1(L+ 1)√
n
,
‖pˆ(·, ω)− p¯(·)‖2 ≤M2
√
L+ 1
n
,
‖ log(pˆ(·, ω))− log(p¯(·))‖∞ ≤ M3(L+ 1)√
n
.
(H.15)
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APPENDIX I
LAGRANGE INTERPOLATION
The following two theorems are well-known facts which we cite from [1, p.132, p.134].
Theorem I.1. Let f : [a, b] → R. Given distinct points a = x0 < x1 < ... < xl = b and
l + 1 ordinates yi = f(xi), i = 0, . . . , l there exists an interpolating polynomial q(x) of degree at
most l such that f(xi) = q(xi), i = 0, . . . , l. This polynomial q(x) is unique among the set of all
polynomials of degree at most l. Moreover, q(x) is called the Lagrange interpolating polynomial of
f and can be written in the explicit form
q(x) =
l∑
i=0
yili(x) with li(x) =
∏
j 6=i
(
x− xj
xi − xj
)
, i = 0, 1, . . . , l. (I.1)
Theorem I.2. Suppose that f : [a, b]→ R has l+ 1 continuous derivatives on (a, b). Let a = x0 <
x1 < ... < xl = b and yi = f(xi), i = 0, . . . , l. Let q(x) be the Lagrange interpolating polynomial
of f given by formula (I.1). Then for every x ∈ [a, b] there exists ξ ∈ (a, b) such that
f(x)− q(x) =
∏l
i=0(x− xi)
(l + 1)!
f (l+1)(ξ). (I.2)
We next prove an elementary lemma that provides the estimate of the interpolation error when
information on the derivatives of f is available. This lemma is used in Theorem 8.9 to compute the
bound for the mean integrated squared error.
Lemma I.3. Let f(x), q(x), and (xi, yi), i = 0, . . . , l, with l ≥ 1, be as in Theorem I.2. Suppose
that
sup
x∈[a,b]
|f (l+1)(x)| ≤ C
for some constant C ≥ 0 and xi+1 − xi = b− a
l
=: ∆x for each i = 0, . . . , l − 1. Then
max
x∈[a,b]
|f(x)− q(x)| ≤ C (∆x)
l+1
4(l + 1)
. (I.3)
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Proof. Let x ∈ [a, b]. Then x ∈ [xj , xj+1] for some j ∈ {0, . . . , l − 1}. Observe that
|(x− xj)(x− xj+1)| ≤ 1
4
(∆x)2
and for m ∈ {−j,−j + 1, . . . ,−1} ∪ {2, . . . , l− j} we have |x− xj+m| ≤ (∆x)|m|. From this it
follows that
l∏
i=0
|x− xi| ≤ (∆x)
(l+1)
4
j!(l − j)! ≤ (∆x)
(l+1)l!
4
.
Then Theorem I.2 together with the above estimate implies (I.3).
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