Polynomial systems of equations frequently arise in many applications such as solid modelling, robotics, computer vision, chemistry, chemical engineering, and mechanical engineering. Locally convergent iterative methods such as quasi-Newton methods may diverge or fail to find all meaningful solutions of a polynomial system. Recently a homotopy algorithm has been proposed for polynomial systems that is guaranteed globally convergent (always converges from an arbitrary starting point) with probability one, finds all solutions to the polynomial system, and has a large amount of inherent parallelism. There are several ways the homotopy algorithms can be decomposed to run on a hypercube. The granularity of a decomposition has a profound effect on the performance of the algorithm. The results of decompositions with two different granularities are presented. The experiments were conducted on an iPSC-16 hypercube using actual industrial problems.
nature of polynomial systems and the power of homotopy algorithms are often not fully appreciated, perhaps because globally convergent probability-one homotopy methods have not received widespread attention.
Algorithms for solving nonlinear systems of equations can be broadly classified as (1) locally convergent or (2) globally convergent. The former includes Newton's method, various quasi-Newton methods, and inexact Newton methods. The latter includes continuation, simplicial methods, and probability-one homotopy methods. These algorithms are qualitatively significantly different, and their performance on parallel systems may very well be the reverse of their performance on serial processors. The overall purpose of this research is to study how nonlinear systems of equations might be solved on a hypercube; this paper addresses a small part of that topic, namely granularity issues for probability-one homotopy methods for polynomial systems.
Much work has b'een done on solving linear systems of equations on parallel computers, mostly on vector machines [6] , [lo] - [ll] , [18] . S ome work has been done on nonlinear equations and Newton's method WI, E231, [241, IBI, [301, and on finding the roots of a single polynomial equation [S] , [20] . Some work has been done in nonlinear optimization on parallel computers [4] , [7] , [22] . Parallel algorithms for polynomial systems have been studied in [16] , [17] . Ch aracteristics of large granularity have been described in [9] . Granularity issues for solving polynomial systems on shared memory machines have been discussed in [2] .
Section 2 summarizes the mathematics behind the homotopy algorithm, and sketches a computer implementation based on ODE techniques. Section 3 discusses the special case of polynomial systems in some detail, giving the theoretical justification for the claim that the homotopy algorithm is guaranteed to be gZobuZZy convergent and to find all solutions. Section 4 describes two parallel homotopy algorithms for polynomial systems. Computational results on an Intel iPSC-16 hypercube are discussed in section 5.
Homot opy algorithm.
Let Ep denote p-d.imensional real Euclidean space, and let F : J?' + Ep be a C2 (twice continuously differentiable) function. The general problem is to solve the nonlinear system of equations
The fundamental mathematical result behind the homotopy algorithm (see [5] 3) Pb, w = eg; 4) the set of zerOs oj'p,(X, x) = p(u,X,x) is bounded. Then for almost a21 a E Em there is a zero curve y of along which the Jacobian matrix Dp,(X,x) has full rank, emanating from (0, W) and reaching a zero z of F at X = 1. Furthermore, y has finite arc length if DF(Z) is nonsingular.
The homotopy algorithm consists of following the zero curve y of pa emanating from (0, W) until a zero Z of F(z) is reached (at X = I). It is nontrivial to develop a viable numerical algorithm based on that idea, though, conceptually, the algorithm for solving the nonlinear system of equations F(z) = 0 is clear and simple. A typical form for the homotopy map is (2)
which has the same form as a standard continuation or embedding mapping. However, there are crucial differences. In standard continuation, the embedding parameter X increases monotonically from 0 to 1 as the trivial problem z -W = 0 is continuously deformed to the problem F(z) = 0. In homotopy methods X need not increase monotonically along y and thus turning points present no special difficulty. The way the zero curve y of pa is followed and the full rank of Dp, permit X to both increase and decrease along y and guarantee that there are never any "singular points" along y which afflict standard continuation methods. Also, Proposition 1 guarantees that y cannot just "stop" at an interior point of [O,l) x EP.
The zero curve y of the homotopy map p,(X,x) (of which pw(X,~) in (2) is a special case) can be tracked by many different techniques; refer to the excellent survey [l] and recent work [27] , [28] . There are three primary algorithmic approaches to tracking y: 1) an ODE-based algorithm, 2) a predictorcorrector algorithm whose corrector follows the flow normal to the Davidenko flow (a "normal flow" algorithm); 3) a version of Rheinboldt's linear predictor, quasi-Newton corrector algorithm [3], [19] , (an "augmented Jacobian matrix" method). Alternatives l), 2) and 3) are described in detail in [27] , [28] and [3], respectively.
3. Polynomial systems. Section 2 described a homotopy algorithm for finding a single solution to a general nonlinear system of equations F(z) = 0. Proposition 1 provided the theoretical guarantee of convergence. The rich structure and multiple solutions of polynomial systems dictate that the general theory in Section 2 must be sharpened. This section develops a globally convergent (with probability one) homotopy algorithm that finds aE1 solutions to a polynomial system, and provides the theoretical justification for that algorithm.
Suppose that the components of the nonlinear function F(z) have the form Go F;(z) = &ik fi $jr, i= l,...,n.
k=l j=l
The ith component Fi(s) has ni terms, the aik are the (real) coefficients, and the degrees dijk are nonnegative integers. The total degree of Fi is di = maxk Cy=, dijk. For technical reasons it is necessary to consider F(z) as a map F : C" ---f C", where C'" is n-dimensional complex Euclidean space. A system of n polynomial equations in 7~ unknowns may have many solutions. It is possible to define a homotopy so that all geometrically isolated solutions of (1) have at least one associated homotopy path. Generally, (1) will have solutions at infinity, which forces some of the homotopy paths to diverge to infinity as X approaches 1. However, (1) can be transformed into a new system which, under reasonable hypotheses, can be proven to have no solutions at infinity and thus bounded homotopy paths. Because scaling can be critical to the success of the method, a general scaling algorithm [27] is applied to scale the coefficients and variables in (3) before anything else is done. Since the homotopy map defined below is complex analytic, the homotopy parameter X is monotonically increasing as a function of arc length [14] . The existence of an infinite number of solutions or an infinite number of solutions at infinity does not destabilize the method. Some paths will converge to the higher dimensional solution components, and these paths will behave the way paths converging to any singular solution behave. Practical applications usually seek a subset of the solutions, rather than all solutions [13], [14] . H owever, the sort of generic homotopy algorithm considered here must find all solutions and cannot be limited without, in essence, changing it into a heuristic.
Define G : C" + C" by Gj(z) = bjzjdj -aj, j = 1,. . . , n, where aj and bj are nonzero complex numbers and dj is the (total) degree of Fj(z), for j = 1,. . . , n. Define the homotopy map (4) pc
where c = (a, b), a = (al,. . , , a,) E C" and b = (bl, . . . , b,) E C". Let d = dl -a . d, be the total degree of the system. The fu:ndamental homotopy result, proved and discussed at length in [H- [14] , is:
Theorem.
For almost all choices of a and b in C", p;l(O) consists of d smooth paths emanating from -co) x C", which either diverge to infinity as X approaches 1 or converge to solutions to F(x) = 0 as X approaches 1. Each geometrically isolated solution of F(x) = 0 has a path converging to it.
A number of distinct homotopies have been proposed for solving polynomial systems. The homotopy map in (4) is from [14] . As with all such homotopies, there will be paths diverging to infinity if F(x) = 0 has solutions at infinity. These divergent paths are (at least) a nuisance, since they require arbitrary stopping criteria. Solutions at infinity can be avoided via the following projective transformation.
Define F'(y) to be the homogenization of F(x):
J?(Y) = yn+ldi F'(YI/Y~+I, * *. 7 yn/yn+l), j=l 9"') 72.
The set of all lines through the origin in C"+r is called complex projective n-space, denoted CP", and is a smooth compact (complex) n-dimensional manifold. The solutions of F'(y) = 0 in CP" are identified with the finite solutions and solutions at infinity of F(x) = 0 in the usual way [27] . A basic result on the structure of the solution set of a polynomial system is the following classical theorem of Bezout [ 151:
There are no more than d isolated solutions to F'(y) = 0 in CP". If F'(y) = 0 has only a finite number of solutions in CP", it has exactly d solutions, counting multiplicities.
Recall that a solution is isolated if there is a neighborhood containing that solution and no other solution. The multiplicity of an isolated solution is defined to be the number of solutions that appear in the isolating neighborhood under an arbitrarily small random perturbation of the system coefficients. If the solution is nonsingular (i.e., the system's Jacobian matrix is nonsingular at the solution), then it has multiplicity one. Otherwise it has multiplicity greater than one. So F"(y) = 0 is a system of n+l equations in n+l unknowns, referred to as the projective transformation of F(x) = 0. Since u(:y) is linear, it is easy in practice to replace F"(y) = 0 by an equivalent system of n equations in n unkn.owns. The significance of F"(y) is given by
If F'(y) = 0 h as only a finite number of solutions in CPn, then F"(y) = 0 has exactly d solutions (counting multiplicities) in Cn+' and no solutions at infinity, for almost all [ E Cn+l.
Under the hypoth.esis of the theorem, all the solutions of F'(y) = 0 can be obtained as lines through the solutions to F"(y) = 0. Th us all the solutions to F(x) = 0 can be obtained easily from the solutions to F"(y) = 0, which he on bounded homotopy paths (since F"(y) = 0 has no solutions at infinity).
The import of the above theory is that the nature of the zero curves of the projective transformation F"(y) of F(x) is as follows: There are exactly d (the total degree of F) zero curves; they are monotone in X, and have finite arc length. The homotopy algorithm is to track these d curves, which contain all isolated (transformed) zeros of F. Given that d homotopy paths are to be tracked, there are two extreme approaches when executing the homotopy algorithm in parallel. In one extreme, when the granularity is the coarsest possible, each individual processor tracks as many paths as possible until all the solutions for the polynomial system of equations have been found. The host processor reads in the data and initializes parameters (this includes the starting point for each path). It then distributes paths to each node keeping as many nodes as possible busy. When a node finishes tracking one path the host prints the result of that path and assigns a new path to that node. Since there is no a priori knowledge about the length of the path, the assignment is made on a first come first serve basis, i.e., paths are assigned in the order they are generated during the initialization process. However, this results in poor performance on those occasions when a few extremely long paths are tracked last. In this case most of the processors will be sitting idle while a few processors will be tracking the long paths. If some knowledge about the length of the paths were available, the paths could be assigned in the decreasing order of their length. This would result in much better load balancing among the nodes. Omitting the tracking and initialization details of the algorithm, the coarse-grained parallel algorithm is: Note 1: The initialization and solution messages may be longer than permitted by the message buffer. If this is the case the information must be passed in multiple messages.
In the other extreme, where the granularity is the finest possible, the primary task of tracking the solutions is delegated to the host processor and only during the evaluation of the polynomial system and its Jacobian matrix is the work distributed among the nodes. It has been observed that in the serial version of the algorithm about 60% of the execution time is spent in evaluating these values. Thus in the finest granularity version about 60% of the serial algorithm is parallelized. However, one possible advantage of this approach is a better load balancing among the nodes. A high level description of the fine-grained algorithm is: FOR THE HOST:
(1) SEND initializations and other parameters to all nodes.
(2) Start tracking all the paths.
(3) Continue tracking all the paths. If all paths are completed, then STOP. When a function needs to be evaluated at some point, SEND the location of the point and the index of the next row to the first available node.
(4) If all the rows have been assigned, go to (9).
(5) If all the nodes are busy, go to (7).
(6) Assign next row to next available node. Go to (4).
(7) Wait for a node to send the calculated values.
(8) RECEIVE the d esired values from one node and go to (6) . (9) Wait for all the nodes to send their results back to the host.
(10) RECEIVE the desired values from all the nodes and then go to (3).
FOR EACH NODE:
(1) RECEIVE initializations and other parameters.
(2) Wait for host to send a point location and row index.
(3) RECEIVE the location of the point and the row index.
(4) Evaluate the functions and derivatives.
(5) SEND the results to the host and go to (2).
5. Computational results.
Polynomial systems of equations arise frequently in such diverse areas as computational geometry, robotics, chemical engineering, mechanical engineering, and computer vision. A small problem has total degree d < 100 and a large problem has d > 1000. Tables 1 and 2 contain the results of a study designed to examine the granularity effects on an Intel iPSC hypercube and some other machines. The iPSC-32 was an 80286 based machine, while the iPSC-16 was a newer 80386 based system with special message routing hardware not available in the older system. Although this paper is mainly concerned with the results for the hypercube, the others are included for the sake of completeness. The problems are all real engineering problems in solid modelling, chemistry, and robotics that have arisen at General Motors and elsewhere. The problem number refers to an internal numbering scheme used at General Motors Research Laboratories; complete problem data is available on request. The number in parentheses is the number of equations n. The total degree refers to the number Iof paths d to be followed.
It can be seen from Tables 1 and 2 that for the Intel iPSC the coarse grained parallel algorithm always outperforms the fine grained algorithm. It is also evident from Table 1 that for the Intel iPSC the performance of th.e fine grained parallel algorithm is worse than that of the serial version. This is due to the fact that the communication overhead in the fine grained version is greater than the amount of computation done in parallel. The quantum of computation done in each stage in evaluating the polynomial system and its Jacobian matrix is small. From Table 2 it can be seen that the efficiency for .31 --the hypercube has a speedup advantage over a shared memory machine. As the total degree of the polynomial system irrcreases, the efficiency of shared memory machines goes down significantly for the fine grained algorithm, possibly because of more memory contention. This is apparent from the results of problems 803 and 5001 which have efficiencies of .34 and .31 on the Alliant and .29 and .21 on the Elxsi. The serial version and the fine grained version on the hypercube take too long for these two problems and thus w,ere not run. As stated previously, the percentage of serial execution time that is spent in the evaluation of the polynomial system and its Jacobian matrix ranges from 50%-80%. The percentage depends on the complexity of the polynomial system. As the complexity increases the fraction that can be parallelized increases. This also increases the granule of parallelization and thus the ratio of communication overhead to computation carried out in parallel also decreases. This suggests that for certain classes of polynomial systems (complex fun.ction evaluation and large Jacobian matrix), the fine grained version can perform substantially better than the serial version. In this case a mixed strategy can be employed. The coarsegrained algorithm can be used until there are no paths remaining to be tracked. Then the fine-grained algorithm can be used to finish the tracking of the uncompleted paths.
Future work will consider the parallelization of some of the linear algebra subroutines used in the HOMPACK package, and "medium grained" versions of the homotopy algorithm.
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