We study the zeta functions for the space of binary cubic forms introduced by Shintani. The zeta function is defined for each invariant lattice. We classify the invariant lattices, and investigate explicit relationships between the zeta functions associated with those lattices. We also study the analytic properties of the zeta functions, and rewrite Shintani's functional equation in a self dual form using an explicit relation.
Introduction.
Study of the class numbers of integral binary cubic forms was initiated by G. Eisenstein and developed by many mathematicians including C. Hermite, F. Arndt, H. Davenport and T. Shintani. Davenport [D] obtained asymptotic formulas for the sum of the class numbers of integral irreducible binary cubic forms of positive and negative discriminants. Shintani [S2] improved the error term by using the Dirichlet series whose coefficients are the class numbers of binary cubic forms introduced in [S1] .
Let V Q be the space of binary cubic forms over the rational number field Q;
For x ∈ V Q , the discriminant P(x) is defined by P(x) = x 2 2 x 2 3 + 18x 1 x 2 x 3 x 4 − 4x 1 x 3 3 − 4x 3 2 x 4 − 27x 2 1 x 2 4 . The group Γ = SL 2 (Z) acts on V Q by the linear change of variables and P(x) is invariant under the action. Let L be a Γ-invariant lattice in V Q . For x ∈ L, let Γ x be the stabilizer of x in Γ and #Γ x its order.
Definition 1.1. (Shintani [S1] ) For each invariant lattice L, we put
These zeta functions are Dirichlet series whose coefficients are class numbers of binary cubic forms in the lattice L. They were introduced by Shintani [S1] as the first essential example of the zeta functions of prehomogeneous vector spaces [SS] . Shintani showed that these zeta functions have number of curious properties such as an analytic continuation and a functional equation. He treated the case when the invariant lattice is either L 1 = {x ∈ V Q | x 1 , x 2 , x 3 , x 4 ∈ Z} or L ∨ 1 = {x ∈ V Q | x 1 , x 4 ∈ Z, x 2 , x 3 ∈ 3Z}, but the proof works for a general invariant lattice as we confirm in this paper. Note that L 1 and L ∨ 1 are the dual lattices to each other with respect to the invariant alternating form x, y = x 1 y 4 − 3 −1 x 2 y 3 + 3 −1 x 3 y 2 − x 4 y 1 on V Q .
In 1997, the first author [O] conjectured that there are simple relations between ξ * (L 1 , s) and ξ * (L ∨ 1 , s). This was proved by Nakagawa [N1] . THEOREM 1.2. (Conjectured in [O] , proved in [N1] ) ξ 2 (L 1 , s) = 3 3s ξ 1 (L ∨ 1 , s) and ξ 1 (L 1 , s) = 3 3s−1 ξ 2 (L ∨ 1 , s).
The primary purpose of this paper is to classify the Γ-invariant lattices and investigate whether there are similar relations for those lattices. In Section 3 we prove the following: THEOREM 1.3. (Theorem 3.4) There are 10 Γ-invariant lattices up to scaling. If we denote these lattices by L i , L ∨ i (1 ≤ i ≤ 5) as in Theorem 2.1 then for zeta functions associated with L 2 , L ∨ 2 , L 3 , L ∨ 3 we have
On the other hand, the zeta functions associated with L 4 , L ∨ 4 , L 5 , L ∨ 5 do not satisfy such simple relations as above. For example, ξ 2 (L 4 , s) and 3 3s ξ 1 (L ∨ 4 , s) do not coincide with each other.
These relations of the zeta functions are proved using Theorem 1.2. (In Section 3 we slightly modify the definition of the zeta functions.) Relations among the zeta functions for L 4 , L ∨ 4 , L 5 , L ∨ 5 will be studied in a forthcoming paper. If we take the arithmetic subgroup Γ smaller, there appears to be more invariant lattices and it may be an interesting problem to study the zeta functions associated with those lattices.
Such a relation of the zeta functions is expected to exist also for some other representations. Among them for the space of pairs of ternary quadratic forms (G, V) = (GL 3 ×GL 2 , (Sym 2 Aff 3 ) * ⊗Aff 2 ), this problem is of considerable interest and is being studied by several mathematicians including Bhargava and Nakagawa. Nakagawa proposed a precise conjecture of the relations of the zeta functions similar to Theorem 1.2 and confirmed in [N2] that the relations are true for various coefficients by using the arithmetic interpretation of integer orbits discovered by Bhargava [B1] , [B2] . We note that there are only 2 types of G Z -invariant lattices for this case. We hope that these problems will be solved in the future.
We give a curious application of this theorem to the functional equation for ξ j (L i , s). In [DW] Datskovsky and Wright gave an elegant diagonalization of Shintani's vector valued functional equation between (ξ 1 (L i , s), ξ 2 (L i , s)) and (ξ 1 (L ∨ i , s), ξ 2 (L ∨ i , s)). Assume i = 1, 2, 3. Let a 1 = 0 and a 2 = a 3 = 2. Following [DW] we put
Then by applying Theorems 1.2 and 1.3, we can rewrite the functional equation in a self dual form:
THEOREM 1.4. (Theorem 4.9) Let i be either 1, 2 or 3. We have
The case i = 1 is stated in [O, p. 1088] . We hope this equation might help us learn something about the real nature of the zeta functions.
This paper is organized as follows: In Section 2, we give the classification of the invariant lattices without a proof. The proof is given in Section 5. In Section 3, we study explicit relations between the zeta functions. In Section 4 we study the analytic properties of the zeta functions. In Theorem 4.2 we give functional equations explicitly and evaluate the residues of the poles. After that we study the diagonalization of the functional equation and give a simple symmetric functional equation using the result of Section 3. We also give in Theorem 4.10 the density of the class numbers of binary cubic forms in the invariant lattices L i and L ∨ i . In Section 6, we give a table of about first fifty coefficients of the zeta functions.
Classification of invariant lattices.
Let G be the general linear group of rank 2 and V the space of binary cubic forms;
We identify V with Aff 4 via the map x → (x 1 , x 2 , x 3 , x 4 ). We define the action of G on V by
The twist by det ( g) −1 is to make the representation faithful. For x ∈ V, let P(x) be the discriminant:
Then we have P( gx) = ( det g) 2 P(x). We put G 1 = SL 2 . We assume that all of these are defined over Z.
Let Γ ⊂ G Q be an arithmetic subgroup. The zeta functions of the prehomogeneous vector space (G, V) over Q are defined for each Γ-invariant lattice in V Q . In this paper we consider the case Γ = G 1 Z = SL 2 (Z). To begin we need a classification of the invariant lattices. For a lattice L in V Q and q ∈ Q × , we put qL = {qx | x ∈ L}. Then if L is a Γ-invariant lattice, qL is Γ-invariant also. We classify G 1 Z -invariant lattices up to such a scaling.
THEOREM 2.1. Up to scaling, the following is a complete list of SL 2 (Z)-invariant lattices in V Q :
We give a proof of this theorem in Section 5. Each of L 2 , L 3 , L 4 , L 5 is a sublattice of L 1 and contains 2L 1 . The relations of inclusions and their indices are given by
There are similar relations for the dual lattices. Note that
We explain the relation between L i and L ∨ i . We define the alternating form on
For later purposes, we introduce the following number.
Definition 2.2. We define
Remark 2.3. We immediately see that all of the lattices in Theorem 2.1 are invariant under the action of 0 1 1 0 ∈ G Z . Since the group G Z = GL 2 (Z) is generated by 0 1 1 0 and G 1 Z , Theorem 2.1 also gives the list of GL 2 (Z)-invariant lattices.
Relations of the zeta functions.
In this section, we define the zeta functions for each lattice and study their relations. The set of nonsingular elements in
and denote by #G 1 Z,x its order. We note that #G 1 Z,x is either 1 or 3 and that for x ∈ L ∨ i P(x) is a multiple of 27.
Definition 3.1. We define
and call them the zeta functions associated with the space of binary cubic forms.
These Dirichlet series were introduced by Shintani [S1] as an example of the zeta functions of prehomogeneous vector spaces. It is known that these zeta functions converge for Re(s) > 1. Their analytic properties are studied in Section 4.
Remark 3.2. The zeta functions ξ i,j (s), ξ ∨ i,j (s) do not have an Euler product. This can be checked using the table of the coefficients given in Section 6.
Let A := 0 3 1 0 .
In [O] , the first author gave the following conjecture, and proved that if the conjecture is true then the Shintani's functional equation can be rewritten in a self dual form. This conjecture was proved by Nakagawa [N1] .
In this section, we prove the following analogous relations:
We will reduce Theorem 3.4 to Theorem 3.3. The proof is given after Proposition 3.7. A modification of Shintani's functional equations in terms of this theorem is given in Theorem 4.9. On the other hand the table in Section 6 shows that, for example, there does not exist such a simple relation between ξ ∨ 4 (s) and ξ 4 (s)A.
To prove this theorem, we study the relation between different lattices. Let E and O be the set of even integers and odd integers, respectively;
We write elements of L 1 = Z 4 as x = (a, b, c, d) in this section. Hence
We first consider the lattices in L 1 . We put
We start with a lemma.
(1) P(x) ≡ 1 mod 8 if and only if one of the following holds:
(2) P(x) ≡ 5 mod 8 if and only if one of the following holds:
Proof. Let P(x) ≡ 1 mod 4. Then ad +bc ∈ O and P(x) ≡ 1+4∆ mod 8. Hence to know P(x) mod 8, we should see what ∆ is mod 2. Now the lemma follows from the observations below. In the following a congruence expression means a congruence modulo 2.
(
. Then by the lemma above we have a
. We consider the reverse inclusion. Let x = (a, b, c, d 
The equality L 2 = 2L 1 L ≡5 (8) 1 is proved similarly.
We next consider L ∨ 2 and L ∨ 3 . Recall that for x ∈ L ∨ 1 , P(x) is a multiple of 27.
Proof. The first equality follows from L 3 = 2L 1 L ≡1 (8) 1 and (8) for any l. The second one is proved similarly.
We now give a proof of Theorem 3.4.
Proof of Theorem 3.4. For j = 1, 2, we put L ≡l (8)
Then Proposition 3.5 asserts
We also put L ∨ ∼ = l (8)
).
Then by Proposition 3.7 we have
The reason for the switch from l mod 8 to −l mod 8 is because A replaces forms of positive discriminants by forms of negative discriminants and vice-versa. Hence
Analytic properties of the zeta functions.
In this section, we study analytic properties of ξ i,j (s), ξ ∨ i,j (s). In the residue formulas, we also separate the contributions of irreducible binary cubic forms and reducible binary cubic forms.
Definition 4.1. We define
. The analytic properties of these series are summarized as follows. THEOREM 4.2. (1) The zeta functions ξ i,j (s) and ξ ∨ i,j (s) can be continued holomorphically to the entire complex plane except for simple poles at s = 1 and 5/6. Furthermore, they satisfy the following functional equations (2) The Dirichlet series ξ irr i,j (s) and ξ ∨ irr i,j (s) (resp. ξ red i,j (s) and ξ ∨ red i,j (s)) have meromorphic continuations to the entire complex plane which are holomorphic for (s) > 1/2 except for simple poles at s = 1 and s = 5/6 (resp. except for a simple pole at s = 1).
(3) Let
Then if we put
the values of α i,j , β i,j etc. are given in Table 1 .
Proof. For L 1 and L ∨ 1 , Shintani [S1], [S2] proved this theorem by establishing the theory of zeta functions associated with the space of binary cubic forms and the space of binary quadratic forms. His global theory was rewritten in the adelic language by Wright [W] and the second author [T] . We would like to mention that a simpler version of the global theory for the space of binary cubic forms [W] was given by Kogiso [K] . Let A and A f be the rings of adeles and finite adeles of Q, respectively. Note that
Then by considering the global zeta functions in [T] , [W] with the test function Φ f ⊗ Φ ∞ ∈ S(V A ), we can prove the theorem in the same way as in [S1], [S2] . Here we illustrate the proof of (3) of L i . We fix a prime p. We fix any Haar measures du on Q p and
Hence by [T, Theorem 5 .9], we have
The computations of the right-hand sides in the equations are easily carried out. For example,
Since α irr 1,j , α red 1,j and β 1,j are known, we obtain the values in Table 1 . Note that α i,j = α irr i,j + α red i,j . The rest are proved similarly and we omit the details.
Remark 4.3. As in [O, Proposition 2 .1], the functional equation in the theorem is compatible with Theorem 3.4. For example, from ξ ∨ 2,1 (s) = ξ 2,2 (s) and Theorem 4.2 (1) for i = 2, we can deduce ξ ∨ 2,2 (s) = 3ξ 2,1 (s).
We discuss on the diagonalization of the functional equation in Theorem 4.2 (1) following [DW, Proposition 4 .1] and a related important observation given in [O, p. 1088] . 
The following lemma is obtained by Datskovsky and Wright.
Definition 4.6. For each sign ±, we put
Note that (Λ i,+ (s), Λ i,− (s)) = 2 a i s ξ i (s)Tγ(s). As a corollary to Theorem 4.2, we have the following:
COROLLARY 4.7.
(1) We have
(2) The functions Λ i,+ (s) and Λ ∨ i,+ (s) are holomorphic except for simple poles at s = 0, 1/6, 5/6, 1, while Λ i,− (s) and Λ ∨ i,− (s) are holomorphic except for simple poles at s = 0, 1.
(3) The set of zeros of the Dirichlet series ξ i,+ (s), ξ ∨ i,+ (s) and ξ i,− (s), ξ ∨ i,− (s) in the negative real axis are respectively given by
Proof. By Lemma 4.5, we see that (1) is equivalent to the functional equation given in Theorem 4.2 (1). (2) follows from the values of residues given in Theorem 4.2 (3) and equalities (1) of this corollary. (3) follows from (2) and Definition 4.6.
More explicitly, Shintani's vector valued functional equation decomposes into two scalar valued functional equations. Also we can write them in a symmetric form. It is interesting that the poles of ξ i,− (s) and ξ ∨ i,− (s) at s = 5/6 vanish. Taking the properties in Corollary 4.7 into account, it may be natural to ask that whether the Dirichlet series ξ i,± (s) or ξ ∨ i,± (s) has an Euler product. The answer is negative.
PROPOSITION 4.8. None of the Dirichlet series ξ i,± (s), ξ ∨ i,± (s) has an Euler product.
Proof. If a Dirichlet series n≥1 c n /n s has an Euler product, then c 1 c pq = c p c q for any distinct primes p and q. We can immediately confirm that none of our Dirichlet series satisfies this relation for p = 3 and q = 5 using the table given in Section 6.
We now give a significant application of Theorems 3.3, 3.4. For i = 1, 2, 3, the functional equations turn out to be of self dual forms: THEOREM 4.9. For i = 1, 2, 3, we have
Proof. By Theorem 4.2 (1), Lemma 4.5 and Theorems 3.3, 3.4,
Hence the theorem follows. Note that [L 1 : L i ] = 2 a i for i = 1, 2, 3.
We conclude this section with deriving asymptotic behavior of some arithmetic functions. For n ∈ Z, n = 0, let h irr (L, n) be the number of G 1 Z -orbit in L ∩ V irr Q with discriminant n. Applying Tauberian theorem, Shintani [S2, Theorem 4] obtained an asymptotic formula of the function 0<±n<X h irr (L 1 , n). By the same argument, we have the following. Note that the functional equations of ξ i,j (s) and ξ red i,j (s) or ξ ∨ i,j (s) and ξ ∨ red i,j (s) are used in the proof.
THEOREM 4.10. For any ε > 0,
5. Proof of Theorem 2.1. In this section, we prove Theorem 2.1. We use an argument similar to [IS, Section 3] . Let L be an SL 2 (Z)-invariant lattice. By taking some constant multiple if necessary, we can assume that L is contained in L 1 and that there exists an element x ∈ L such that p −1 x ∈ L 1 for each prime p. Such an element x is called primitive for p. We put (L) p = L ⊗ Z Z p for a prime p. In the following, we prove that (L) p = (L 1 ) p ( p = 2, 3) in Lemma 5.1, (L) 3 = (L 1 ) 3 or (L ∨ 1 ) 3 in Lemma 5.2, and (L) 2 = (L 1 ) 2 , (L 2 ) 2 , (L 3 ) 2 , (L 4 ) 2 or (L 5 ) 2 in Lemma 5.4. We get Theorem 2.1 from these facts, because L = ∩ p:prime (V Q ∩ (L) p ). Now we shall prove Lemmas 5.1, 5.2 and 5.4. Since SL 2 (Z p ) contains SL 2 (Z) as a dense subgroup, (L) p is SL 2 (Z p )-invariant. We put u(α) = 1 α 0 1 , w = 0 1 −1 0 and E 1 = (1, 0, 0, 0), E 2 = (0, 1, 0, 0), E 3 = (0, 0, 1, 0), E 4 = (0, 0, 0, 1). The action of u(α) on L is given by
LEMMA 5.1. If p = 2, 3, then (L) p = (L 1 ) p .
Proof. Let x = (x 1 , x 2 , x 3 , x 4 ) ∈ L be primitive for p. First we assume that x 1 ∈ Z × p or x 4 ∈ Z × p . By considering the action of w, we may assume that
Then since X 1 is of the form ( * , * , 0, 1), we have 6 −1 ψ(ψ(X 1 )) = (1, 1, 0, 0). Since E 2 = u(−1) · (1, 1, 0, 0) and E 1 = ψ(E 2 ), we have E 1 , E 2 , E 3 , E 4 ∈ (L) p . Hence (L) p = (L 1 ) p .
Second we assume that x 1 , x 4 ∈ Z × p . Then we have x 2 ∈ Z × p or x 3 ∈ Z × p . We may assume that x 3 ∈ Z × p . Since the first component of u(1) · x + u(−1) · x − 2x is 2x 3 ∈ Z × p , by the argument above we have (L) p = (L 1 ) p .
LEMMA 5.2. (L) 3 = (L 1 ) 3 or (L ∨ 1 ) 3 .
Proof. Let x = (x 1 , x 2 , x 3 , x 4 ) ∈ L be primitive for 3. First we assume that x 2 ∈ Z × 3 or x 3 ∈ Z × 3 . Taking the action of w into account, we may assume that x 3 ∈ Z × 3 . Let X 1 = (2x 3 + 3x 4 ) −1 ψ(x) = (x 1 , 1, x 3 , 0) and X 2 = (2x 3 + 6x 4 ) −1 ψ(ψ(x)) = (1, x 2 , 0, 0). Then x 2 , x 3 ∈ 3Z 3 . Further we put
3 , X 5 = u(−2 −1 x 2 ) · X 4 = (x 1 , 0, 1, 0), X 6 = ψ(X 5 ) = (1, 2, 0, 0). Then since E 1 = 2 −1 ψ(X 6 ) and E 2 = 2 −1 (X 6 − E 1 ), we have (L) 3 = (L 1 ) 3 .
Second we assume that x 2 , x 3 ∈ Z × 3 . Then we have x 1 ∈ Z × 3 or x 4 ∈ Z × 3 . We may assume that x 4 ∈ Z × 3 . We have X 7 = ψ(x) = (x 2 + x 3 + x 4 , 2x 3 + 3x 4 , 3x 4 , 0),
Then since x −1 4 ψ(X 8 ) = 3E 1 +6E 2 , 2 −1 ψ(3E 1 +6E 2 ) = 3E 1 , 3E 2 = 2 −1 ((3E 1 +6E 2 )−3E 1 ) and E 1 = x −1 1 ·(X 8 −3x 4 E 3 ), we get (L ∨ 1 ) 3 ⊂ (L) 3 . We see that (L ∨ 1 ) 3 ⊂ (L) 3 ⊂ (L 1 ) 3 from the above results. Suppose (L ∨ 1 ) 3 = (L) 3 . Since (L 1 ) 3 /(L ∨ 1 ) 3 is represented by the set {aE 2 + bE 3 ; 0 ≤ a, b ≤ 2}, (L) 3 has an element of the form aE 2 + bE 3 for some (a, b) = (0, 0). Hence we have (L) 3 = (L 1 ) 3 and the lemma follows.
LEMMA 5.3. (L) 2 contains (L 5 ) 2 or (L 2 ) 2 .
Proof. Let x = (x 1 , x 2 , x 3 , x 4 ) ∈ L be primitive for 2. (i) We assume that x 1 ∈ Z × 2 or x 4 ∈ Z × 2 . We may assume that
x 3 ) · x = ( * , * , 0, x 4 ), X 2 = (3x 4 ) −1 ψ(X 1 ) = (x 1 , 1, 1, 0). Then since 2E 1 + 2E 2 = ψ(X 2 ) and 2E 1 = ψ(ψ(X 2 )), we have 2E 1 , 2E 2 , 2E 3 , 2E 4 ∈ (L) 2 .
(i-a) We assume that x 1 ∈ Z × 2 . We have E 2 +E 3 = X 2 −(2 −1 x 1 )·(2E 1 ) ∈ (L) 2 . Since L 5 = Z(2E 1 ) + Z(2E 4 ) + Z(E 2 + E 3 ) + Z(2E 2 ), we get (L 5 ) 2 ⊂ (L) 2 .
(i-b) We assume that x 1 ∈ Z × 2 . From x 1 = 1 + x 1 , (x 1 ∈ 2Z 2 ), we have X 2 − (2 −1 x 1 ) · (2E 1 ) = E 1 + E 2 + E 3 . Since L 2 = Z(E 1 + E 2 + E 3 ) + Z(E 2 + E 3 + E 4 ) + Z(2E 1 ) + Z(2E 2 ). we get (L 2 ) 2 ⊂ (L) 2 .
(ii) We assume that x 1 , x 4 ∈ Z × 2 . (ii-a) We assume that x 2 + x 3 ∈ Z × 2 . Since the first component of ψ(x) is x 2 + x 3 + x 4 ∈ Z × 2 , we can reduce the case (ii-a) to the case (i). (ii-b) We assume that x 2 + x 3 ∈ Z × 2 . Since x is primitive, we have x 2 , x 3 ∈ Z × 2 . We have X 3 = (x 3 + 3x 4 ) −1 ψ(ψ(x)) = (2, c, 0, 0), c ∈ 4Z 2 , X 4 = w −1 · X 3 = −cE 3 + 2E 4 . Furthermore we put X 5 = x − (2 −1 x 1 ) · X 3 − (2 −1 x 4 ) · X 4 = (0, α, β, 0). Then α = x 2 − 2 −1 x 1 c ∈ Z × 2 , β = x 3 + 2 −1 x 4 c ∈ Z × 2 . Let X 6 = ψ(X 5 ) − 2 −1 (α + β)X 3 = (0, 2β − 2 −1 (α + β)c, 0, 0). Then 2β − 2 −1 (α + β)c ∈ 2Z × 2 . Hence we have 2E 2 = (β − 2 −2 (α + β)c) −1 X 6 , 2E 1 = X 3 − (2 −1 c) · (2E 2 ), 2E 3 , 2E 4 ∈ (L) 2 , E 2 + E 3 = X 5 − 2 −1 (α − 1) · (2E 2 ) − 2 −1 (β − 1) · (2E 3 ) ∈ (L) 2 . Therefore we get (L 5 ) 2 ⊂ (L) 2 .
LEMMA 5.4. (L) 2 = (L 1 ) 2 , (L 2 ) 2 , (L 3 ) 2 , (L 4 ) 2 or (L 5 ) 2 .
Proof. From Lemma 5.3, we know that (L 5 ) 2 ⊂ (L) 2 ⊂ (L 1 ) 2 or (L 2 ) 2 ⊂ (L) 2 ⊂ (L 1 ) 2 . Hence we have only to take all representation elements of (L 1 ) 2 /(L 5 ) 3 , (L 1 ) 2 /(L 2 ) 3 and compute all cases for subspaces containing representative elements.
(I) We treat the case (L 5 ) 2 ⊂ (L) 2 ⊂ (L 1 ) 2 . Let (L) 2 = (L 5 ) 2 . Since L 1 = ZE 1 + ZE 4 + Z(E 2 + E 3 ) + ZE 2 and L 5 = Z(2E 1 ) + Z(2E 4 ) + Z(E 2 + E 3 ) + Z(2E 2 ), (L 1 ) 2 /(L 5 ) 2 is represented by the set {aE 1 + bE 4 + cE 2 ; 0 ≤ a, b, c ≤ 1}.
(I-1) (L) 2 contains one of E 1 , E 4 , E 1 + E 4 . We easily see that (L) 2 contains (L 4 ) 2 . Since (L 1 ) 2 /(L 4 ) 2 ∼ = Z/2Z, (L) 2 is either(L 1 ) 2 or (L 4 ) 2 .
(I-2) (L) 2 contains either E 2 , E 1 + E 2 or E 2 + E 4 . Since E 1 = ψ(E 2 ) = ψ(E 1 + E 2 ) = ψ(w · (E 2 + E 4 )) − 2E 2 , we have (L) 2 = (L 1 ) 2 .
(I-3) (L) 2 contains E 1 +E 2 +E 4 . Since L 3 = Z(E 1 +E 2 +E 4 )+Z(E 1 +E 3 +E 4 )+ Z(2E 1 ) + Z(2E 4 ), we see (L 3 ) 2 ⊂ (L) 2 . Furthermore (L 1 ) 2 /(L 3 ) 2 is represented by
