Abstract. For splines of degree k > 1 with knots -ti, = t2m+i^¡ = 1 + q + q2 + ■ ■ ■ +qm~', i = 1, . . ., m, where 0 < q < 1, it is shown that spline interpolation to continuous functions at nodes t, = SÎ xvJl+j, i = 1, . . . , n = 2m -k -1, has operator norm H^H which is bounded independently of q and m as q tends to zero if and only if
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(1 -wtf <|, (1 -wk)k < j, and w, > 0, / ■■ 1,..., k. The choice of nodes t, = 2o + l wj'i+j arK* tne growth rate of ||P|| with k are also discussed.
1. Two-Sided ¿^-Splines. To integers n > 0, k > 0, and a nondecreasing sequence t = (t¡)1+k+x with r, < ti+k+x, i = 1, ■ ■ ■ , n, is associated Sfc+ljt, the space of polynomial splines of order k + 1 with knot sequence t, defined by S¿+lit = span{TV,, . . ., Nn), where each N¡ = Nik+X is an appropriate normalized /»-spline.
See [1] for specific details. The clause "as <? tends to zero" appears throughout this paper. It will always mean "for all q satisfying 0 < q < q0". The specific choice of q0 will vary from instance to instance. However, q0 will never depend on m. Lemma 1.1. With k and m fixed, let {s} be a set of two-sided q-splines with {(Ax, . . . , A2m+k_x)} the corresponding set of coefficient vectors in (1.2). Then [s] is uniformly bounded as q tends to zero if and only if {(Aj)} is uniformly bounded as q tends to zero. Moreover, if the bound on {s} is independent of m, then so is the bound on {(Aß).
Proof. Let 1 > q0 > 0 and C be such that \Aj\ < C, ally and 0 < q < q0.
Then, for each real t and 0 < q < q0,
Conversely, let 1 > q0 > 0 and B be such that \s(t)\ < B, all real / and 0 < q < q0.
is a matrix equation with nonsingular coefficient matrix V = ((i/ky) depending only on k,
where Bk is a bound on the entries of V~x. Set C0 = (k + l)BkB and assume inductively that qx is such that \Am_^ < C} for j = 0, 1, ...,/-1 for q < qx. It is well known that ||51| = max 2 \Lft)\ = max I max s(t)),
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use where t0 = tx, t"+1 = tn+k + x and (sA"0 is defined by
For each jn, the so-called Lebesgue function 2 \L¡(t)\ coincides with s (t) on the interval [t^t^j].
One way of specifying t is to require that the nodes be knot averages, i.e., Proof. Let vva be the first positive weight and wft be the last positive weight, so that t, = 2* Wjti+J, and set for all sufficiently small q > 0.
Henceforth, we require that q be such that the inequalities in (2.7) and (2.9) hold. This requirement is independent of m. Now let || P || be bounded independently of m as q tends to zero. We shall prove that (2.4) and (2.6) must hold. A symmetric argument, which we omit, will give (2.5).
Let j = s be defined by (2.2) with u<m -¿+lorjLi>w-a -1. There is a constant C which bounds ||5|| so that ||j|| < C as q tends to zero. Since the restriction of s to [-1, + 1] is a polynomial of degree k, it follows from a theorem of A. A. Markov (see [7] ) that max{|j'(r)|: -1 < / < 1} < Ck2. so that (Aj) cannot be bounded as q tends to zero. This contradiction to Lemma 1.3 shows that b > k.
A similar argument with í(t") shows that a < 1, so that (2.4) is proved. To prove (2.6), we first suppose that wk+x = 0. We must show that (1 -wk)k < | or, equivalently, that 
the system (2.11) and (2.12) has the form Therefore, (2.10) must hold and (1 -wkf < \.
To complete the proof of (2.6) we now suppose that wk + x > 0. Since 02 = 1 -wk +1 + Oiq), we must now show that 9k > \ as q tends to zero, that is (2.14) r2 = 9k/ (1 -0*) > 1 as q tends to zero.
Since the t, have "moved over one interval", Eqs. The proof that (2.4), (2.5), (2.6) are necessary conditions for ||P|| to be bounded independently of m as q tends to zero is complete.
To prove that (2.4), (2.5), (2.6) are sufficient that ||5|| be bounded independently of m as q tends to zero, we will use the approach outlined in the proof of Lemma Therefore, if 6 = k (and/or a = 1), a preliminary step to eliminate 92Am_x from (2.21), at the expense of adding a bounded quantity to the right member, is necessary. While eliminating 92Am_x through a sequence of upper triangulation steps on (2.11), (2.12), (2.21) is straightforward, there must be an argument that 9kAm_x is bounded independently of m as q tends to zero independently of m. The following lines supply this argument.
Let b = k and let s be any of the sß given by (2.2). Using the bounds on M = (M¡), we see that this matrix is diagonally dominant if q is such that 1 -02* > 02* + kqil -q)~k '. But (2.5)íi is equivalent to 1 -02* > 02* for sufficiently small q, so that this condition can be met by imposing a further restriction on q. Thus, the s^t) are uniformly bounded for all jn and all t so that ||5|| is bounded independently of m as q tends to zero. □ 3. Two Special Cases. Theorem 1 provides counterexamples when (2.4), (2.5), (2.6) are not satisfied, e.g., interpolation at the knots with k > 2 or interpolation at weighted two-knot averages with k > 3. The condition that q tend to zero compares (contrasts?) with the often-used condition that the local mesh ratios (Ij+i -{,)/(',+! -',)> I* ~J\ " 1 be bounded.
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use For k > 3 and q ** 1, it is easy to select weights Wj satisfying (2.4), (2.5), (2.6) which still produce unbounded spline interpolation. Thus, even for two-sided f-splines, these conditions are not sufficient to guarantee bounded interpolation. Indeed, the method of their derivation suggests that they are linked quite closely to the tendency of q to zero.
For the two special cases which follow it is not clear that we need q to tend to zero. Computational evidence with small k suggests, in fact, that q tending to zero gives "worst-case" results. Thus, Theorems 2 and 3 are imperfect in that the condition that q tend to zero may be superfluous. Theorem 2. Let t be given 6v(l.l) and, for each k > 1 and m > k, let r be given by
Then, \\P\\ is bounded as q tends to zero. Moreover, there exist absolute constants 1 < C, < C2 such that, for each k > 2, C\ <\\P\\<C2 as atends to zero. where <xk = it/(2k + 2). Then, \\P\\ is bounded as q tends to zero. Moreover, there exist absolute constants 0 < C3 < C4 such that, for each k > 2, C3 log k < || 51| < Q log k as q tends to zero.
Proof of Theorems 2 and 3. The assertions that ||5|| is bounded as q tends to zero are proved by showing that (2.4), (2.5), (2.6) hold. These follow readily, since, in Theorem 2, 
See Rivlin [7, pp. 96-99] for a proof that such polynomial interpolation grows exponentially. Similarly, in Theorem 3, the lower bound on ||5|| follows from the fact that Tm-*>•••> Tw approach the Chebyshev nodes -cx>s(2jak -ak), j = 1, . . . ,k + 1, as q tends to zero and the fact that polynomial interpolation on these nodes has logarithmic growth. See [7, pp. 93-96] .
To complete the proof that ||5|| grows exponentially or logarithmically in Theorem 2 or Theorem 3, respectively, it is necessary only to show that, for each ¡i, s it) is "controlled" outside (-1, +1). This fact follows from the closing lines of the proof of Theorem 1, where it was noted that, for tx < t < tm, there is a/ < m such that |j(0| < 1 + \Aj\ + 0(q). give like bounds for |j(f)| on + 1 = tm + x < t < t2m. The proof of Theorem 2 and Theorem 3 is complete. □ If q = 1 (not covered by these theorems), two-sided ç-spline interpolation is essentially the same as cardinal spline interpolation, for which logarithmic growth of ||5|| with k has been demonstrated; see [6] . This fact supports the conjecture that q tending to zero gives "worst-case" results for the nodes (3.1).
For cubic spline interpolation with arbitrary knot spacing and the nodes (3.1), de Boor [2] has shown that ||5|| < 27. He conjectures that ||5|| < 3 or 4 may be true. The following supplies a lower bound on lim sup||5||, where the lim sup is taken over all ordered knot spacings. It has a maximum on [-1, +1] of (222VTTT + 999)/1331 at t = (9 + 2V111 )/33. Showing that lim||5|| exists and is equal to this maximum requires a discussion (which we omit) similar to the last paragraph in the proof of Theorem 1 above. □ For arbitrary k it is easy to find pit), the polynomial which sm_ x(t) approaches as q tends to zero and m tends to infinity. From (3.1) and (3.4) lim s(+ 1) = z, =-. if k is odd with I = (k -l)/2 and T = kt/2. The maximum of p(t) on (k -2)/k < t < +1 is a good lower bound on ||5|| as q tends to zero and m tends to infinity. A later entry is (35,3.243). The logarithmic growth is clear. For k = 1 with arbitrary knots it can be shown that ||5|| < V2 when nodes are specified by (3.2) above. Whether the other bounds are "good" bounds for the arbitrary knot case is problematical. 4 . Remarks. For one-sided ^-splines with spline knots /, = (1 -q')/(l -q), i = . . . , -1, 0, 1, 2, . .. , and interpolation nodes t, = t¡ + 9q', where 9 is fixed, 0 < 0 < 1, S. L. Lee [5] has considered eigensplines, i.e., nontrivial splines s(t) satisfying j(t) = aj(1 + qt) for some fixed eigenvalue X. Setting X = -1 yields, for each k > 2, a certain equation Fkiq, 9) = 0. If q and either 0, or 02 defined above satisfy this equation, then two-sided ^-spline interpolation is unbounded. Lee [5] has shown that Fk(0 + , 9) = C[20* -1][2(1 -0)* -1].
For quadratic splines with arbitrary knots t,, Demko [3] has shown that interpolation is bounded independently of f, and t, if the nodes t, satisfy t, = ti+2 -\(r,.+2 -/i+1) with X2 < y < \ and (1 -X,)2 < y < \. Consequently, for k = 2, the results of Theorem 1 above with (2.5)a and (2.6)a are valid for all q and not just as q tends to zero.
