Theorem I is a generalization of Rolle's theorem. Apply I to the equation (2) putting n = 1 ; then we have the ordinary theorem of Rolle.
Theorem II. There exists one and only one integral H (x) of the homogeneous equation (1) assuming n given values at n given points of the interval (a, b).
Theorem II asserts the possibility of a certain interpolation; in the case of equation (2) and if the n points are distinct, it asserts the possibility of solving the problem which is solved explicitly by Lagrange's formula. Theorem III.
Determine an integral H (x) of the homogeneous equation (1) assuming the same values asf (x) at n given points of (a, b); determine further an integral N (x) of the non-homogeneous equation
that vanishes at the n points in question. There exists a point £ intermediate between these n points and an arbitrary point x of (a, b) such that f(x) = 77(x) + iV(x)I/(£).
Take the equation (2) and n coincident points; in this particular case Theorem III gives Taylor's formula with Lagrange's remainder-term.
In all the theorems just stated coinciding points are admissible; this will be fully explained in § 1. § 2 enumerates some useful formulas concerning [December Wronskians.
The proofs of Theorems I, II, III and a few illustrative examples are given in § § 3-5. In § 6 I try to justify the definition of property W by proving the converse of Theorem II. § 7 deals with a system of several functions of one variable and generalizes Rolle's theorem in another manner.
1. The function/(x) is supposed differentiable n times. We say that f(x) vanishes at k points coinciding with xo if
This statement has a definite meaning if k Si n + 1. If we say that f(x) vanishes at k and no more points coinciding with xo, then we add to (6) the condition fk) (x0) * 0, and we suppose k Si n. If f(x) vanishes at (7) mi, m2, m3, ■■■, mi points coinciding with (8) xi, x2, x3, ■■■ , xi respectively where (9) a < xi < x2 < x3 < ■ ■ • < Xi < b then we say that f(x) vanishes at mx + m2 + • • • + m¡ points of the interval ( a, b ). If we say that / ( x ) and d> ( x ) assume the same values at n points of (o, b) we mean that f(x) -<p(x) vanishes at n points of (a, b). Theorem II may be stated more explicitly thus : if there are given I points (8) satisfying (9), I positive integers (7) such that mi + m2 + • • • + m¡ = n, and finally I systems of values ", "' ,." ... ,/»i-i) yi, </i, </i, , y\ ,
i/2, y 2, y 2, , y 2 ,
then there exists an integral 77(a;) of (1) satisfying the conditions
and 77 ( x ) is completely determined by these conditions. A point £ satisfying the inequality £i < £ < xi is said to be intermediate between the points (8) ; so far we have supposed / > 1. If I = 1, that is, if all the points in question coincide with one point a;i, then £ = a"i is the only intermediate point. 
vanishes at k (and no more) points coinciding with x0, then f (x) vanishes at k -1 (and no more) points coinciding with Xn.
2. If f(x) vanishes at k points coinciding with xo, then u(x)f(x) vanishes at k (or more) points coinciding with x0.
3. Suppose f(x) vanishes at k and no more points coinciding with x0, and suppose further that u, ui,u2, ■ • • , uk are different from zero for x = xo. Then the expression (11) is ^ 0/or x = x0.
4. Suppose f(x) vanishes at k + 1 points. Then, between these k + 1 points, there exists an intermediate point £ at which the expression (11) vanishes.
We obtain 4 by repeated application of Rolle's theorem and of Theorems 1,2. Suppose the function u is differentiable n -1 times; then we have
In particular put u = l//i; we obtain
For the derivative of a Wronskian we have
Using (14) we obtain by the usual formula for a minor of the adjoint determinant 
where c is a constant. Put y=Y0, W(h,y) = Yi,
Applying (15) Another corollary to Theorem I is the following Theorem I**. No integral N(x) of the non-homogeneous equation (5) vanishes at more than n points of the interval (a, b). Here N0 ( x ) is a particular integral of the non-homogeneous equation (5) and H(x) is the general integral of the homogeneous equation (1); 77(x)
contains n arbitrary constants which we can adapt to any conditions of the form (10), by virtue of Theorem II. Thus we obtain the corollary Theorem II*. There exists one and only one integral N(x) of the nonhomogeneous equation (5) assuming n given values at n given points of the interval (a,b).
5. I now prove Theorem III. The possibility of determining 77 ( x ) according to the enunciated conditions follows from Theorem II and the possibility of determining N(x) follows from II*.
Let x0 be a point of (a, b) but not one of the n points mentioned at which f(x) -H(x) and A^(x) vanish. Then we have, by Theorem I**, N(x0) ?¿ 0. Therefore it is possible to find a constant C satisfying the equation (24) / ( We may assume c = 0 (and apply the proof to / ( x ) -c instead of to / ( x) ). Choose first Xi sufficiently great so that |/(x) +/'(x)| < e/2 for x > x\\ then choose x2, x2 > Xi, such that | / ( Xi ) | exl~X2 < e/2.
Finally we get by (25) (4) y" + y = 0 we may choose for ( a, b ) any interval of length it . The two points at which we interpolate may be different or not. Interpolating at two distinct points Xi, X2, where (26) a-i < a;2 < a;i + it, we find the formula
cos--valid for x2 -it < x < Xi + it; £ is an interior point of the least interval containing Xi, x2, x. Interpolating at two points coinciding with a;i we find
valid îor xi -it < x < Xi + it; £ lies between xi and x. We see that restriction (26) is essential for the validity of (27), a;2 = a*i + 7r being generally inadmissible; this point will be cleared up by Theorem IV. In order to give an application suppose / ( x ) is an integral of the equation (29) y"+4>(x)y = 0, where (30) <p(x)>\; suppose further that f(xi) > 0. We have by (29)
thus we may put (28) in the form vol. 6 (1920), pp. 161-163. where
The situation shown by (30) (31) (32) is this: the curve A sin (x -a) meets the curve / ( x ) at the point xi, see (32) ; the curve A sin ( x -a ) runs on the upper side of the curve/(x) as far asf(x) runs on the upper side of the x-axis, see (31) (30); but the curve A sin (x -a) cuts the x-axis at two points between which Xi lies and whose distance apart is it; hence/(x) reaches the x-axis necessarily before A sin ( x -a ) cuts it and we have the theorem
The distance between two consecutive zeros of any integral of the equation (29) satisfying the condition (30) is < w. This is a particular case of a well known classical theorem given by Sturm* that can be proved generally by the argument I have used in the foregoing concrete case.
Any integral f(x) of the equation (29) has the following property: the inequality
Consider the curve of which the equation is <35) rmm in a system of polar coordinates r, â with origin 0. The inequality (34) expresses that the curve (35) appears from 0 to be convex, as we may see, e.g., by (27) . The result just proved may be formulated geometrically as follows: A curve appearing from a given point 0 to be everywhere convex subtends an angle < rratO.
H. Poincaré was led to the remark above mentioned ( § 3) by constructing an analytical demonstration of this geometrically evident fact.
6. The converse of Theorem II is also true: if the interpolation of any n values by an integral of (1) [December Theorem IV. If, except the identically vanishing integral, there exists no integral of equation (1) vanishing at n points of the interval a Si x < b, then there exist n -1 integrals hi (x), h2 (x), • ■ •, A"_i (x) such that the Wronskians (36) hi ( 
