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We derive a discretized SIR epidemic model with pulse vaccination and time delay
from the original continuous model. The sufficient conditions for global attractivity
of an infection-free periodic solution and permanence of our model are obtained.
Improving discretization, our results are corresponding to those in the original continuous
model.
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1. Introduction
For understanding the spread and control of infectious diseases with permanent immunity, various continuous SIR
epidemic models with time delay have been studied (see, for example, [1–4]). The most famous SIR epidemic model with
time delay is the following nonlinear ordinary difference–differential system:
S ′(t) = λ− µ1S(t)− βS(t)I(t − ω′),
I ′(t) = βS(t)I(t − ω′)− µ2I(t)− γ I(t),
R′(t) = γ I(t)− µ3R(t),
(1)
where S(t), I(t) and R(t) are susceptible, infective and recovered with permanent immunity classes at time t , respectively.
The constant λ > 0 represents the immigration rate, assuming all newborns to be susceptible. The constants µi > 0, i =
1, 2, 3 represent the death rates of the susceptible, infective and recovered classes, respectively. It is natural to assume
biologically thatµ1 ≤ min {µ2, µ3}. The constant β > 0 is the contact rate and the constant γ > 0 is the recovery rate. The
non-negative constantω′ is a discrete time delay used to express the fact that an individual may not be infectious until some
time after becoming infected. McCluskey [5] considered the continuous model (1) and showed that the continuous model
(1) exhibits threshold behavior such that the disease dies out if a key parameter σ ≤ 1 and the disease limits to endemic
equilibrium if σ > 1.
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Recently, there exist continuous epidemicmodels with pulse vaccination and time delay.Wei et al. [6] offered the outline
of pulse vaccination strategy. Pulse vaccination is defined as the repeated application of vaccine at discrete time with equal
interval. The repeated application of vaccine is gaining prominence as a strategy for the elimination of childhood viral
infectious such as measles, hepatitis, parotitis, small pox and phthisis. To finish a vaccination process, usually there are
different schedules for different diseases and vaccines. But for each schedule, some doses should be taken by vaccines several
times and there must be some fixed time interval between two doses. Including pulse vaccination strategy to continuous
epidemic models, there exists some crucial difference in terms of global dynamics of the models (see, [7,8]).
Considering the pulse vaccination in the above continuous SIR epidemic model (1), we can construct the following
impulsive difference–differential system:
S ′(t) = λ− µ1S(t)− βS(t)I(t − ω′),
I ′(t) = βS(t)I(t − ω′)− µ2I(t)− γ I(t),
R′(t) = γ I(t)− µ3R(t),
 t ≠ kτ ′,
S(t+) = (1− θ)S(t),
I(t+) = I(t),
R(t+) = R(t)+ θS(t),
 t = kτ ′,
(2)
where the parameter 0 < θ < 1 is the proportion of those vaccinated successfully, the impulsive vaccination is applied
every τ ′ years, and k = 0, 1, 2, . . . . Global properties of various continuous epidemic models with pulse vaccination
and time delay are discussed (for example, [6,9,10]). To obtain the sufficient conditions for global properties of the
continuous models, some impulsive differential equations are estimated and a technique given in Wang [11] is used
for calculating the eventual lower bound of the infectious. As referring the known results, we can see the following
theorems:
Theorem 1. If σc < 1, then the infection-free periodic solution (S˜(t), 0, R˜(t)) of the system (2) is globally attractive, where
S˜(t) = λ
µ1

1− θe
−µ1(t−kτ ′)
1− (1− θ)e−µ1τ ′

, kτ ′ < t ≤ (k+ 1)τ ′,
R˜(t) = θ
1− e−µ2τ ′ S˜(kτ
′),
σc = λβ
µ1(µ2 + γ )

1− e−µ1τ ′
1− (1− θ)e−µ1τ ′

.
Theorem 2. If σ ′c > 1, then system (2) is permanent, where σ ′c = λβµ1(µ2+γ )
(1−θ)(1−e−µ1τ ′ )
1−(1−θ)e−µ1τ ′ .
For derivation of one threshold σc in Theorem 1, the stroboscopic maps and comparison theorem for ODE and impulsive
ODE are used. In addition, for derivation of the other σ ′c they used a technique given in Wang [11] which is calculating the
eventual lower bound of the infectious.
The outline of the proof in Theorem 2 as follow. Firstly, we define a threshold number about I(t) and consider three cases
individually. When I(t) is assumed to be larger than the threshold number at sufficiently large t , considering evaluation
function, we can contradict the assumption. Moreover, when I(t) is assumed to oscillate about the threshold number at
sufficiently large t , we can prove that I(t) has an eventual lower bound which is less than the threshold number. σ ′c < 1 is
a sufficient condition for existence of the eventual lower bound of I(t). These theorems imply that we can decide whether
or not the disease persists by two threshold numbers σc and σ ′c .
On the other hand, numerical schemes are frequently used in several continuous models. But traditional numerical
schemes such as Euler and Runge–Kutta sometimes fail generating oscillations, bifurcations, chaos and false steady states
(see [12,13]).
As one of numerical schemes to prevent such numerical instability, nonstandard finite difference scheme given by
Mickens [14] is well known and applied to various continuous epidemic models without time delay (see [15,16]). In [14],
the author concludes that the use of this scheme leads to asymptotic dynamics and the numerical results that are always
qualitatively the same as the corresponding solutions of several ordinary differential equations for any positive step size.
Applying only the traditional schemes, it is difficult to even derive discretized models that the positivity of the solution
holds. To consider how to choose the terms replaced explicit or implicit terms, nonstandard finite difference scheme leads
positivity of the solutions in the discretized models, which is biologically necessary in epidemic models. In [15,16], they
proposed numerically stable solution for the original continuous models from using the discretized model. Moreover, they
also showed the local asymptotic stability of the equilibria, which corresponds to that in the original continuous models,
but the global properties of the solutions are not known.
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Our motivation is a result in [17], which implies that global properties of discretized epidemic models can be discussed
and those of continuous epidemic models can be carried out. In this paper, we derive a discretized SIR epidemic model with
pulse vaccination and time delay by applying a nonstandard finite difference scheme to the continuous epidemic model
(2). Additionally, using some proofs in continuous epidemic models with pulse vaccination and time delay, the sufficient
conditions for global properties of our model are obtained. To show the sufficient condition for the global attractivity of an
infection-free periodic solution, some impulsive difference equations are calculated. We can also prove the permanence of
our model by applying the techniques in [17,18].
The organization of this paper is as follows. In the next section, we derive the discretized SIR epidemic model with pulse
vaccination and time delay, and the positivity of the solution is clear. Moreover, some preliminary theories are introduced.
The existence andglobal behavior of the infection-free periodic solution in ourmodel are analyzed in Section3. The infection-
free periodic solution is obtained, which corresponds to that of the original continuous model (2). The permanence of our
model is discussed in Section 4. Our results are similar to Theorems 1 and 2 in system (2). In Section 5, we show some
numerical experiments.
2. Discretization of the continuous model
Using the nonstandard finite difference scheme, we can derive the following discretized SIR epidemic model with pulse
vaccination and time delay:
Sn+1 − Sn
h
= λ− µ1Sn+1 − βSn+1In−ω,
In+1 − In
h
= βSn+1In−ω − µ2In+1 − γ In+1,
Rn+1 − Rn
h
= γ In+1 − µ3Rn+1,

n ≠ kτ ,
Sn+ = (1− θ)Sn,
In+ = In,
Rn+ = Rn + θSn,

n = kτ ,
(3)
where Sn, In and Rn (n = 0, 1, 2, . . .) are susceptible, infective and recovered with permanent immunity classes at nth step
individually. h > 0 is a positive step size. The notations of other parameters are the same as system (2). Note that the delay
ω and the period of pulsing τ are positive integers.
The initial conditions of system (3) are given as
Sn = ψ (1)n , In = ψ (2)n and Rn = ψ (3)n for n = −ω,−ω + 1, . . . , 0, (4)
where ψ (i)n ≥ 0 (n = −ω,−ω + 1, . . . , 0, i = 1, 2, 3). By a biological meaning, we further assume that ψ (i)0 > 0 for
i = 1, 2, 3.
At first, we show that the solutions Sn, In and Rn in system (3) are positive and have upper bounds, respectively. In the
original continuousmodel (2), the positivity of the solution is trivial, and it is easy to show that the solution has upper bound
which is independent of the initial condition. The following results are the same as the original continuous model (2).
Lemma 3. Any solution (Sn, In, Rn) of the system (3) is positive for all n ∈ N.
Proof. Rearranging the first part of (3), we have
Sn+1 = hλ+ Sn1+ hµ1 + hβIn−ω , In+1 =
hβSn+1In−ω + In
1+ hµ2 + hγ and Rn+1 =
hγ In+1 + Rn
1+ hµ3 .
Hence, from the initial condition (4), Sn, In and Rn are positive for all n ∈ N. The proof is completed. 
Theorem 4. For any solution (Sn, In, Rn) of system (3), the total number of the population Nn = Sn + In + Rn satisfies
lim sup
n→+∞
Nn ≤ λ
µ1
.
Proof. The proof is similar to that in [9]. From µ1 ≤ min (µ2, µ3) and (3), we have
Nn+1 − Nn
h
= λ− µ1Sn+1 − µ2In+1 − µ3Rn+1
≤ λ− µ1Nn+1,
which implies that
Nn+1 ≤ hλ+ Nn1+ hµ1 .
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Hence, we know that
lim sup
n→+∞
Nn ≤ λ
µ1
.
The proof is completed. 
Next, to prove our results, we show the following lemma.
Lemma 5. Consider the following impulsive difference equations
wn+1 = a+ bwn, n ≠ kτ ,
wn+ = (1− θ)wn, n = kτ , (5)
where a > 0, 0 < b < 1 and 0 < θ < 1. Then system (5) has a unique positive periodic solution
w˜n = a1− b

1− θb
n−kτ
1− (1− θ)bτ

, kτ < n ≤ (k+ 1)τ ,
which is globally asymptotically stable.
Proof. From the first equation of (5) for kτ < n ≤ (k+ 1)τ , we obtain
wn = a+ bwn−1
= a (1+ b)+ b2wn−2
...
= a 1+ b+ b2 + · · · + bn−kτ−1+ bn−kτwkτ
= a
1− b

1− bn−kτ+ bn−kτwkτ ,
where wkτ is the number of wn immediately after the kth pulse vaccination at time n = kτ . Using the second equation of
(5), we reduce the stroboscopic map such that
w(k+1)τ = F(wkτ ) ≡ (1− θ)

a
1− b −

a
1− b − wkτ

bτ

.
It is easy to know that the map has the unique positive fixed point
w∗ ≡ a
1− b
(1− θ) (1− bτ )
1− (1− θ)bτ .
Obviously, w∗ satisfies w < F(w) < w∗ if 0 < w < w∗ and w∗ < F(w) < w if w∗ < w. From [19], w∗ is globally
asymptotically stable. Therefore, the periodic solution of (5)
w˜n = a1− b

1− θb
n−kτ
1− (1− θ)bτ

, kτ < n ≤ (k+ 1)τ ,
is unique and globally asymptotically stable. The proof is completed. 
3. Global attractivity of infection-free periodic solution
To begin with, we demonstrate the existence of an infection-free solution, in which infectious individuals are entirely
absent from the population permanently, i.e. In = 0 for n ≥ 0. Under this condition, the growth of susceptible class must
satisfy
Sn+1 − Sn = hλ− hµ1Sn+1, n ≠ kτ ,
Sn+ = (1− θ)Sn, n = kτ . (6)
By Lemma 5, it is easy to obtain the periodic solution of system (6)
S˜n = λ
µ1
1−
θ

1
1+hµ1
n−kτ
1− (1− θ)

1
1+hµ1
τ
 , kτ < n ≤ (k+ 1)τ ,
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which is globally asymptotically stable. Then, the recovered class Rn satisfies
Rn+1 − Rn = −hµ3Rn, n ≠ kτ ,
Rn+ = Rn + θ S˜kτ , n = kτ . (7)
As the proof of Lemma 5, we know that system (7) has a periodic solution
R˜n = θ S˜kτ
1−

1
1+hµ3
τ  11+ hµ3
n−kτ
, kτ < n ≤ (k+ 1)τ ,
which is globally asymptotically stable. Hence, we call a solution (S˜n, 0, R˜n) infection-free periodic solution of system (3).
In the following theorem, we shall present the sufficient condition for the global attractivity of infection-free periodic
solution (S˜n, 0, R˜n) in system (3).
Theorem 6. If σd < 1, then the infection-free periodic solution (S˜n, 0, R˜n) in system (3) is globally attractive, where
σd = λβ
µ1(µ2 + γ )
1−

1
1+hµ1
τ
1− (1− θ)

1
1+hµ1
τ .
Proof. Since σd < 1, we can choose ε1 > 0 sufficiently small such that
β
 λµ1
1−

1
1+hµ1
τ
1− (1− θ)

1
1+hµ1
τ + ε1
 < µ2 + γ . (8)
From the first equation of (3), we have
Sn+1 = hλ+ Sn1+ hµ1 + hβIn−ω <
hλ+ Sn
1+ hµ1 ,
then we consider the following comparison system with pulse:xn+1 =
hλ
1+ hµ1 +
1
1+ hµ1 xn, n ≠ kτ ,
xn+ = (1− θ), n = kτ .
(9)
From Lemma 5, we obtain the periodic solution in (9), i.e.
x˜n = λ
µ1
1−
θ

1
1+hµ1
n−kτ
1− (1− θ)

1
1+hµ1
τ
 , kτ < n ≤ (k+ 1)τ .
Let (Sn, In) be the solution with initial values (4) in (3), and xn be the solution of system (9). We choose a constant value as
the initial values S0+ and x0+ . By the non-negativity of Sn and xn, there exists an integerm1 ∈ Z such that
Sn ≤ xn < x˜n + ε1, kτ < n ≤ (k+ 1)τ , k > m1,
that is
Sn <
λ
µ1
1−
θ

1
1+hµ1
n−kτ
1− (1− θ)

1
1+hµ1
τ
+ ε1
≤ S∗
≡ λ
µ1
1−

1
1+hµ1
τ
1− (1− θ)

1
1+hµ1
τ + ε1, kτ < n ≤ (k+ 1)τ , k > m1. (10)
Further, from the second equation in (3), we have
In+1 = hβSn+1In−ω + In1+ hµ2 + hγ ≤
hβS∗In−ω + In
1+ hµ2 + hγ , n > kτ , k > m1,
1002 M. Sekiguchi, E. Ishiwata / Journal of Computational and Applied Mathematics 236 (2011) 997–1008
then we consider the following comparison equation:
yn+1 = 11+ hµ2 + hγ yn +
hβS∗
1+ hµ2 + hγ yn−ω. (11)
We now claim the following equation: 11+ hµ2 + hγ
+  hβS∗1+ hµ2 + hγ
 < 1. (12)
In fact, (12) implies (8). From a theorem in [20], limn→+∞ yn = 0.
Let yn be the solution of (11). We choose a constant value as the initial conditions Ii and yi (i = −ω,−ω + 1, . . . , 0).
By the non-negativity of In and lim supn→∞ In ≤ lim supn→∞ yn = 0, i.e. for any sufficiently small ε2 > 0, there exists an
integerm2 > m1 such that In < ε2 for all n > m2τ .
From the first equation of (3), we have
Sn+1 >
hλ+ Sn
1+ hµ1 + hβε2 , n > m2τ + ω,
then we consider the following comparison system with pulse:zn+1 =
hλ
1+ hµ1 + hβε2 +
1
1+ hµ1 + hβε2 zn, n ≠ kτ ,
zn+ = (1− θ)zn, n = kτ .
(13)
From Lemma 5, we obtain the periodic solution in (13), i.e.
z˜n = λ
µ1 + βε2
1−
θ

1
1+hµ1+hβε2
n−kτ
1− (1− θ)

1
1+hµ1+hβε2
τ
 , kτ < n ≤ (k+ 1)τ .
Let zn be the solution of (13). We choose a constant value as the initial values S0+ and z0+ . By the non-negativity of Sn and
zn, there exists an integerm3 > m2 + τ such that
Sn ≥ zn > z˜n − ε2, kτ < n ≤ (k+ 1)τ , k > m3. (14)
Since ε1 and ε2 are sufficiently small, from (10) and (14), we know that
S˜n = λ
µ1
1−
θ

1
1+hµ1
n−kτ
1− (1− θ)

1
1+hµ1
τ
 , kτ < n ≤ (k+ 1)τ ,
is globally attractive. From the above discussion to Rn, it is easy to show the global attractivity of R˜n.
Hence, the infection-free periodic solution (S˜n, 0, R˜n) in (3) is globally attractive. The proof is completed. 
Theorem 6 for the discrete system (3) corresponds to Theorem 1 for the original continuous model (2).
4. Permanence of system (3)
In this section, we obtain the sufficient condition for the permanence of system (3). System (3) is said to be permanent if
there are positive constantsm andM such that
m ≤ lim inf
n→+∞ Sn ≤ lim supn→+∞ Sn ≤ M
holds for any sequence Sn of system (3), and for In and Rn, there also exist positive constants m and M . In each class Sn, In
and Rn,m andM are independent of initial conditions.
Theorem 7. If σ ′d > 1, then system (3) is permanent, where
σ ′d =
λβ
µ1(µ2 + γ )
(1− θ)

1−

1
1+hµ1
τ
1− (1− θ)

1
1+hµ1
τ .
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Proof. Let (Sn, In, Rn) be any solution with initial condition (4). Then, from Theorem 4, we can chooseM = λ/µ1.
First, from the first equation of (3) and Lemma 3, we have
Sn+1 = hλ+ Sn1+ hµ1 + hβIn−ω ≥
hλ+ Sn
1+ hµ1 + h λβµ1
for sufficiently large n. Consider the following comparison system:
un+1 = hλ
1+ hµ1 + h λβµ1
+ 1
1+ hµ1 + h λβµ1
un, n ≠ kτ ,
un+ = (1− θ)un, n = kτ .
Using Lemma 5, we know that for any sufficiently small εS , there exists a sufficiently large n′ such that
Sn ≥ un > u˜n − εS ≥ mS ≡ λ
µ1 + λβµ1
 (1− θ)

1−

1
1+hµ1+h λβµ1
τ
1− (1− θ)

1
1+hµ1+h λβµ1
τ
− εS > 0,
for all n > n′. Hence, lim infn→+∞ Sn ≥ mS is satisfied.
Second, we prove that there existmI > 0 and a sufficiently large n0 such that lim infn→+∞ In ≥ mI for all n > n0. Let us
consider any positive solution (Sn, In) in (3). According to this solution, we define
Vn = In + h(µ2 + γ )
n−
k=n−ω
In.
Then, we calculate the difference of V along the solution of (3):
1V = Vn+1 − Vn
= In+1 − In + h(µ2 + γ )(In+1 − In−ω)
= h {βSn+1 − (µ2 + γ )} In−ω.
Since σ ′d > 1, we can choosem
′
I > 0 and sufficiently small ε
′ > 0 such that
βη − (µ2 + γ ) > 0, η = λ
µ1 + βm′I
 (1− θ)

1−

1
1+hµ1+hβm′I
τ
1− (1− θ)

1
1+hµ1+hβm′I

− ε′. (15)
Suppose that there is an integer n0 > 0 such that In < m′I for all n ≥ n0. It follows from the first equation of (3), that for
n ≥ n0 + ω,
Sn+1 >
hλ+ Sn
1+ hµ1 + hβm′I
.
Consider the following comparison system with pulse:vn+1 =
hλ
1+ hµ1 + hβm′I
+ 1
1+ hµ1 + hβm′I
vn, n ≠ kτ ,
vn+ = (1− θ)vn, n = kτ .
By the same discussion in the proof of Theorem 6, we know that there exists n′0 > n0 + ω such that
Sn ≥ vn > v˜n − ε′ ≥ λ
µ1 + βm′I
 (1− θ)

1−

1− 11+hµ1+hβm′I
τ
1− (1− θ)

1
1+hµ1+hβm′I
τ
− ε′ = η
for n > n′0. Hence, we have
1V > h {βη − (µ2 + γ )} In−ω, n > n′0.
Set
m′′I = mini In′0+i, i = 0, 1, . . . , ω.
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We will show that In ≥ m′′I for n ≥ n′0. Suppose the contrary. Then, there is an integer n′′ such that
In ≥ m′′I , n′0 ≤ n ≤ n′0 + ω + n′′
In+1 < m′′I , n = n′0 + ω + n′′.
Moreover, we choose a positive integer j (n′0 ≤ j ≤ n′0 + ω + n′′) such that Ij = m′′I . However, from the second equation of
(3), we have
In+1 − Ij = hβSn+1In−ω + In1+ hµ2 + hγ − Ij
≥ hβηIj + Ij
1+ hµ2 + hγ − Ij
= hβη − (µ2 + γ )
1+ hµ2 + hγ m
′′
I
for n = n′0 +ω+ n′′. From βη− (µ2 + γ ) > 0, this is a contradiction. Thus, In ≥ m′′I for n ≥ n′0. As a consequence, we have
1V > h {βη − (µ2 + γ )}m′′I , n ≥ n′0 + ω,
which implies that as n → ∞, Vn → ∞. This contradicts Vn ≤ λ {1+ h(µ2 + γ )(1+ ω)} /µ1 for sufficiently large n.
Hence, for any n0 > 0, it is impossible that In < m′I for all n ≥ n0.
In the following, we are left to consider two cases:
(i) In ≥ m′I for all n.
(ii) In oscillates aboutm′I large enough.
Evidently, we only need to consider the second case. Let n1 and n2 be sufficiently large and satisfy
In1 ≥ m′I , In2 ≥ m′I ,
In < m′I , n1 < n < n2.
If n2 − n1 ≤ ω, then
In = hβSnIn−1−ω + In−11+ hµ2 + hγ ≥
1
1+ hµ2 + hγ In−1 ≥

1
1+ hµ2 + hγ
n−n1
In1 ≥ mI ,
wheremI =

1
1+hµ2+hγ
ω
m′I .
If n3 − n2 > ω, we can easily obtain that In ≥ mI for n1 ≤ n ≤ n1 + ω. Then, proceeding exactly as the proof for the
above claim, we see that In ≥ mI for n1 + ω ≤ n ≤ n2. Consequently, In ≥ mI for n1 ≥ n ≥ n2. Since these positive integers
n1 and n2 are chosen in an arbitrary way, we conclude that In ≥ mI for all large n. Hence, lim infn→∞ In ≥ mI .
Note that from the third equation of (3), for sufficiently large k, we have
Rn+1 − Rn ≥ hγmI − hµ3Rn+1, n ≠ kτ ,
Rn+ ≥ Rn + θmS, n = kτ .
By the above discussion, we know that for any sufficiently small εR, there exists a sufficiently large n′′ such that
Rn > mR ≡
 θmS1−  11+hµ3 τ +
γmI
µ3


1
1+ hµ3
τ
− εR, n > n′′,
which implies that lim infn→∞ Rn ≥ mR. This proof is completed. 
Theorem 7 for the discrete model (3) corresponds to Theorem 2 for the original continuous model (2).
5. Numerical experiments
For the discretized model (3), Theorem 6 implies that the disease is extinct if σd ≤ 1, and Theorem 7 implies that the
disease persists if σ ′d > 1. In order to confirm the validity of our results, we present a numerical example.
When the parameters in the original continuous model (2) are given, the values of λ,µi (i = 1, 2, 3), β , γ and θ in the
discretized model (3) are the same as (2). The delayω and the period of pulsing τ in the discretized model (3) are calculated
from ω′ and τ ′. Thus, we divide the interval [0, ω′] into ω subintervals of equal step size h and the interval [0, τ ′] into τ
subintervals of equal width h.
M. Sekiguchi, E. Ishiwata / Journal of Computational and Applied Mathematics 236 (2011) 997–1008 1005
Fig. 1. Numerical solution with h ≈ 1.2 and σd ≈ 0.26 < 1.
Fig. 2. Numerical solution with h ≈ 0.17 and σd ≈ 0.27 < 1.
For simplicity, we choose the initial conditions ψ (1)n = 100, ψ (2)n = 1.0, ψ (3)n = 0.0 for n ∈ [−ω, 0]. We also choose
some parameters λ = 10.0, µ1 = 0.1, µ2 = 0.3, µ3 = 0.15 and γ = 1.1. In Figs. 1–8, the plots mean the time step n (on
the horizontal axis) versus the population number of susceptible, infective and recovered (on the vertical axis).
Figs. 1 and 2 show the solution of the discretizedmodel (3) when β = 0.005, ω′ = 3.6, θ = 0.4 and τ ′ = 8.4. Figs. 1 and
2 represent the cases of h = 1.20 and h = 0.17, where σd < 1. At these cases, we see σc ≈ 0.27 < 1 in Theorem 1, which
implies that the infection-free periodic solution in the original continuous model (2) is globally attractive. Whether the step
size h is large or small, both solutions approximate to the infection-free periodic solutions in the discretized system (3).
Figs. 3 and 4 show the solution of the discrete system (3) when β = 0.085, ω′ = 3.6, θ = 0.4 and τ ′ = 8.4. Figs. 3 and
4 represent the cases of h = 1.20 and h = 0.17, where σ ′d > 1. At these cases, we see σ ′c ≈ 2.79 > 1 in Theorem 2, which
implies that the original continuous model (2) is permanent. Whether the step size h is large or small, we can see that the
discretized model (3) is permanent.
In most of the previous results as in [6], the figures of the numerical solutions are inserted only when the delay is smaller
than the period of pulsing. We also demonstrate some cases of ω > τ (and ω′ > τ ′). Figs. 5 and 6 illustrate the solution of
the discrete system (3) when β = 0.025, ω′ = 7.2, θ = 0.8 and τ ′ = 6.0. Figs. 5 and 6 represent the cases of h = 1.20 and
h = 0.17, where σd < 1. Figs. 7 and 8 illustrate the solution of the discrete system (3) when β = 0.085, ω′ = 7.2, θ = 0.4
and τ ′ = 6.0. Figs. 7 and 8 represent the cases of h = 1.20 and h = 0.17, where σ ′d > 1. In Figs. 5 and 6, the case of σc is
σc ≈ 0.91 < 1, and in Figs. 7 and 8 the case of σ ′c is σ ′c ≈ 2.45 > 1.
When the delay is not smaller than the period of pulsing, we can also see periodic oscillations of the solutions. Moreover,
we also confirm Theorems 1 and 2 in these cases.
Whenever one calculates the numerical solution of the original continuous model (2), the discrete system (3) can
reproduce (2).
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Fig. 3. Numerical solution with h ≈ 1.20 and σ ′d ≈ 2.73 > 1.
Fig. 4. Numerical solution with h ≈ 0.17 and σ ′d ≈ 2.78 > 1.
Fig. 5. Numerical solution with h ≈ 1.20 and σd ≈ 0.87 < 1.
6. Summary
In this paper,we obtained a discretized SIR epidemicmodelwith pulse vaccination and timedelay (3) using a nonstandard
finite difference scheme. From previous studies, it is well known that there exist two threshold numbers σc and σ ′c defined
the global dynamics of the solution in the original continuous epidemic model (2). We brought out global properties of
the discretized epidemic model (3), that is, there also exist two threshold numbers σd and σ ′d. The form of the threshold
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Fig. 6. Numerical solution with h ≈ 0.17 and σd ≈ 0.89 < 1.
Fig. 7. Numerical solution with h ≈ 1.20 and σ ′d ≈ 2.38 > 1.
Fig. 8. Numerical solution with h ≈ 0.17 and σ ′d ≈ 2.44 > 1.
numbers in the discretized epidemic model (3) are similar to that in the original continuous epidemic model (2). Similar
global properties of solution in the original continuous model appears in our discretized model.
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