ABSTRACT The soft set theory is a mathematical tool that deals with uncertainty, imprecise, and vagueness in decision systems. It has been widely used to identify irrelevant parameters and make reduction set of parameters for decision making in order to bring out the optimal choices of the decision systems. Many normal parameter reduction algorithms exist to handle parameter reduction and maintain consistency of decision choices. However, they require much time to repeatedly run the algorithm to reduce unnecessary parameters using either parameter important degree or oriented parameter sum. In this paper, we propose an alternative algorithm for parameter reduction and decision making based on soft set theory. We show that the proposed algorithm can reduce the computational complexity and run time compared with baseline algorithms. To evaluate the proposed algorithm, we perform thorough experiments on a binary-valued data set. The experimental result shows that the proposed algorithm is feasible and has relatively reduced the computational complexity and running time. In addition, the algorithm is relatively easy to understand compared with the state of the art of normal parameter reduction algorithm. The proposed algorithm is able to avoid the use of parameter important degree, decision partition, and finding the multiple of the universe within the sets.
I. INTRODUCTION
Many mathematical tools exist that deals with uncertainties, imprecise and vagueness of decision system. The applications of the soft set are progressing rapidly, many researchers are developing algorithm to solve many problems while soft set provide the analysis of the uncertainty. The important problem on parameter reduction and decision making is becoming fascinating to be useful approaches in dealing with uncertainties. However, soft set is a new mathematical tool that deals with uncertainty, and it is a tuple which is associated with a set of parameters and a mapping from parameter set onto the power set of a universal set.
Soft set theory is free from the difficulties where as other existing methods viz. Probability Theory [1] , Fuzzy Set Theory [2] , Rough Set Theory [3] , and etc. Interval mathematics is not sufficiently adaptable for problems with different uncertainties, which can be considered as mathematical tools for dealing with uncertainties, according to, probability theory, but each of these theories has its inherent challenges as highlighted by Molodtsov in [4] . Moreover, all these techniques lack in the parameterization tools and they could not be applied successfully in tackling problems. It is further pointed out that the reason for these difficulties is, possibly, the inadequacy of the parameterization tool of the theory. There is no limited condition to the description of objects; many of the established paradigms appear as special cases of soft set theory. Therefore, researchers can choose the form of parameters they need, which greatly simplifies the decision making process and make the process more efficient in the absence of partial information. Maji textitet al. in [5] studied the theory of soft sets initiated by Molodtsov in [4] . They defined the equality of two soft sets, subset and super set of a soft set, complement of a soft set, null soft set and absolute soft set with examples. Aktaş and Çağman in [6] studied the concept of soft set and soft group. Feng et al. in [7] gave some definitions of soft semirings, soft ideals and idealistic soft semirings. Jun et al. in [8] proposed the notion of soft ideals and idealistic soft and their properties and also study the intersection, union, ''AND'' and ''OR'' operations of soft ideals and idealistic of soft BCK/BCI algebra. Ali et al. in [9] presented the notions of restricted intersection, the restricted union, the restricted difference and also introduced the concept of intersection of two soft sets along with a new notion of complement of a soft set. Çağman and Enginoğlu in [10] studied soft matrix theory defined some operations its properties. As soft set theory is making progress rapidly, there are also a several approaches that combine soft set with other techniques Maji et al. in [11] extended the notion of soft set to fuzzy soft sets. Roy and Maji in [12] presented a fuzzy soft set method for an object recognition from uncertain multi-observer input data where the recognition pattern depend on multi-observer input parameter data set. Yang et al. in [13] also expanded the soft set to be fuzzy soft set and uses fuzzy membership to draw parameter approximate elements of fuzzy soft set Mukherjee and Chakraborty [14] worked on intuitionistic fuzzy soft relations. Ahmad and Kharal in [15] gives more contributions to the fuzzy soft sets properties giving by Maji et al. [11] . Xiao et al. in [16] used forecasting accuracy as the criterion of fuzzy membership function, and purposed a combined forecasting approached based on fs-sets. Yang et al. in [17] presented the combination of interval-valued fuzzy set and soft set. Majumdar and Samanta in [18] generalized the notion of fuzzy soft set. Feng et al. in [19] combined soft set with fuzzy set and rough sets to obtained a hybrid model called rough soft set. Feng et al. in [20] presented an adjustable approach to fuzzy soft set based decision making while pointing out the disparity of opinions between the works of [12] and [21] on if it is possible to use score or fuzzy choice values. Alkhazaleh et al. in [22] introduced the notion of possibility fuzzy soft set gives its operations and some properties. However, the work is also applied to decision making problem. Cagman et al. in [23] defined a fuzzy parameterized soft set theory and its decision making method. Sun and Ma in [24] presented hybrid soft, fuzzy rough sets in decision making problem. Ma et al. in [25] presented parameter reduction algorithm for interval valued fuzzy soft set (IVFSS). Das and Kar in [26] presented an algorithm of intuitionistic fuzzy soft sets in group decision making. Mamat et al. in [27] proposed the idea of maximum attribute relative of soft set for clustering attribute selection. Li et al. in [28] apply fuzzy soft set in decision making by combining grey relational analysis with dempster-shafer theory of evidence in medical diagnosis. Tang in [29] presented fuzzy soft set approach in decision making based on grey relational analysis and dempster-shafer theory of evidence in which uncertain degree of various parameters are determine by grey relational analysis and applied dempster rule of evidence in combining aggregate alternative into collective alternative. Kong et al. in [21] presented approximate normal parameter reduction of fuzzy soft set based on harmony search algorithm. Zhu and Zhan in [30] defined t-norms and t-conorms products of fuzzy parameterized fuzzy soft set and applied it in decision making. Yang et al. in [31] presented an algorithm based on adjustable soft discernibility matrix by using level soft set of a picture fuzzy soft sets. Deli and Çağman. in [32] presented intuitionistic fuzzy parameterized soft set approach in decision making. Aiwu and Hongjun in [33] presented a hybridization of Fuzzy-valued linguistic and soft set to solve multi-attribute decision-making problem. The study of algebraic structure of a soft set theory has been increased by researchers. Alcantud in [34] presented a formal relationship among soft sets and fuzzy set in which he shows that hesitant fuzzy soft set can also be considered as soft sets. Chang in [35] applied an Ordered Weighted Average (OWA) tree and soft set for flexible allocation of system reliability. Muthukumar and Krishnan in [36] presented a similarity measure of intuitionistic fuzzy soft sets and its application in medical diagnosis. Zhang et al. in [37] defined generalized multi-fuzzy soft set and gives some of its operation. In another work, Alcantud in [38] improved the performance of the work of an algorithm in [12] based on the argument that the procedure in [12] that use aggregation to compute the resultant fuzzy soft set may cause loss of information. Based on this argument, it can be concluded that Roy and Maji model in [12] is more suitable for making decisions in an imprecise environment. Moreover, the notion of incomplete data in soft set was also studied. Zou and Xiao in [39] introduced the soft set and fuzzy soft set into the incomplete environment. A lot of contributions have been presented in literatures [39] - [42] . On the other parts, the notions of soft sets were also applied in conflict analysis e.g. Sutoyo et al. in [43] presented multi soft sets-based approach for political conflict resolution.
There are a number of successful implementation using soft set theory on parameter reduction and decision making. In the first attempt, Maji et al. in [44] presented an application of rough set-based dimensionality reduction to define the reduct of a soft set and further apply it for decision making problem. The authors use fewer parameters to select optimal objects for a decision making and the decision value was computed with respect to condition parameters. However, the results of their technique have some problems because they firstly computed the rough set-based reduct and then compute the choice value to select optimal object for decision making. This shows that the optimal choice object could be changed after the reduction of the soft set. Chen et al. in [45] presented an approach based on soft set theory for parameter reduction (PR) to find optimal and first sub-optimal decisions on a Boolean-valued datasets. It proven in improving Maji et al. in [44] , since the sub-optimal choices were not discussed by them. Kong et al. in [46] proposed the concept of Normal Parameter Reduction (NPR) to find optimal decision as well as all level of sub-optimal decisions and discussed added parameter set. It was evident from the performance analysis that NPR had shown the ability to significantly reduce the dimensionality of original dataset. Later, Ma et al. in [47] proposed a new efficient normal parameter reduction (ENPR) algorithm based on soft sets oriented parameter sum. The authors used oriented parameter sum without parameter reduction degree and decision partition to reduce the parameters. The comparative results on the synthetic datasets show that the new efficient normal parameter reduction algorithm based on the soft set was found to have relatively less computation complexity as compared to the algorithm proposed by Chen et al. [45] and Kong et al. [46] . However, in reviewing their algorithms, they require much time to repeatedly run algorithm to reduce unnecessary parameters using either parameter important degree or oriented parameter sum. On other parameter reduction works, Kong et al. [48] applied the particle swarm optimization algorithm to reduce parameter in the soft set. Han [49] gives some improvement in [46] using linear programming method. They defined dispensable core in the soft set and solve the normal parameter reduction related to the dispensable core.
In this paper, we propose an alternative approach to normal parameter reduction method based on soft set theory to improve computational complexity and reduce running time. We summarize the contributions of this work as follow: a. We propose an alternative algorithm based on soft set theory for normal parameter reduction that can reduce computational complexity and running time. b. The proposed algorithm is able to perform better than the state of the art normal parameter reduction algorithms. c. The proposed algorithm is easy to understand and implement compared to previous algorithms mentioned above. d. We apply the proposed algorithm for decision making to shows our contribution for dealing with real life applications.
The rest of this paper is organized as follow. Section 2 describes the basic concept of soft set theory. Section 3 gives an analysis of previous soft set-based dimensionality reduction algorithms. Section 4 presents an alternative approach of normal parameter reduction. Section 5 shows the real life applications of the proposed algorithm. Finally, section 6 presents conclusion and future work.
II. SOFT SET THEORY
In this section, we review definition, example, and property of soft sets for convenient and subsequent studies. A soft set is a parameterization of the subset of the universal set introduced by Molodtsov in [4] . Let U be an initial universe set and let Ebe a non-empty set of parameters in relation to object in U. The set P (U ) denote the power set of U and A ⊂ E, the definition of soft sets is given as follows:
Definition 1 (See [4]): A pair (F, E) is called a soft set over U where F is a mapping given by F : E → P(U ).
In other words, the soft set is parameterized family of subsets of the set U . As an illustration, let us consider the following example.
Example 1: A soft set (F, E) describes the doctor in a hospital to handle patients suspected with Thrombocythemia disease. The set U is the set of patients and there are 6 patients under consideration i.e.
The set E is the set of parameters describing the 8 Thrombocythemia symptoms of all patients. Each parameter is a word or sentence, i.e. E={Headache, Dizziness, Weakness, Fainting, Numbness or tingling in your feet or hands, Throbbing, Change in vision, Chest pain} which can be represented as E = {e 1 , e 2 , e 3 , e 4 , e 5 , e 6 , e 7 , e 8 , }. We consider a mapping F : E → P(U ) which is defined as follows.
Thus, we have the following soft set (F, E) as a collection as follow:
The soft set is a mapping from parameter to the clearly define subset of the universe. We may represent a soft set (F, E) in a finite complete table so-called a Boolean-valued information system. The notion of an information system is given in the following sub-section.
A. INFORMATION SYSTEM
The following definition gives the notion of an information system.
Definition 2: An information system is a 4-tuple (quadruple), S =
An information system is also called a knowledge-based system and it can be intuitively expressed in term of information table. In an information system
The following proposition presents the relationship between a soft set and a Boolean-valued information system.
Proposition 1 (See [19]): If (F, A) is a soft set over the universe U, then (F, A) is a Boolean-valued information
Proof: Let (F, A) be a soft set over the universe U , we define mapping 
where
Thus, an information system of Boolean-valued can be represented as a soft set according to Proposition 1. The soft set (F, E) as mentioned in Example 1 can be represented as Boolean-value information system as shown in Table 1 .
III. ANALYSIS OF PREVIOUS ALGORITHMS
In this section, we firstly give an analysis of normal parameter reduction algorithm and its definitions and secondly we present an analysis of the new efficient normal parameter reduction algorithm presented by Maji textitet al. [44] and Chen textitet al. [45] , respectively.
A. NORMAL PARAMETER REDUCTION ALGORITHM
The idea of normal parameter reduction and decision making of soft set was proposed by Maji textitet al. [44] . The main objectives of normal parameter reduction are to provide consistency in selecting optimal and suboptimal decision of objects. The following definition present the notion of indiscernibility relation generated by subset of E. which describe the number the partition and rank of object in the universe.
Suppose U = {p 1 , p 2 , . . . , p n } and E = {e 1 , e 2 , . . . , e m }, where (F, E) is a soft set with tabular representation. We define f E (p i ) = j p ij , where p ij and entries in the table of (F, E).
Definition 3 (See [46]): Let given a soft set (F, E) with a universe U. With every subset of parameters B ⊆ E, an indiscernibility relation IND(B) is defined by
For soft set (F, E) and U = {p 1 , p 2 , . . . , p n }. The following
is a decision partition of object in U , which partitioned and ranks the objects according to value of f E (.) based on indiscernibility relation. For subclass 
. This is to say that E − B is the maximal subset of E, that the value of f E−B (.) keeps constant.
Before obtaining normal parameter reduction, we use the following definition describes the notion of decision partition of deleted e i .
Definition 5 (See [46] ): For a soft set (F, E) with parameter set E = {e 1 , e 2 , . . . , e m }, A = e 1 , e 2 , . . . , e p , ⊂ E and object set U = {p 1 , p 2 , . . . , p n }. The decision partition and decision deleted e i are defined as
The importance degree of e i for the decision partition is defined by
Where |.| denotes the cardinality of set and
For clear description of Definitions 3-5, from Table 1 we can compute the decision partition and parameter importance degree as: Example 2: Let a soft set (F, E) with Boolean representation as displayed in Table 1 4 , e 5 , e 6 , e 7 , e 8 , }.
The decision partitions based on Definition 5 are:
Therefore, s = 3 Thus, we have the following sets: Now, we show how to compute the parameter important degree of Example 2 based on Table 1 . We have:
; and
From 
, we have A = {e 1 , e 7 , e 8 }. Therefore, the normal parameter reduction of Table 1 are {e 4 , e 5 , e 6 } as shown in Table 2 . However, this parameter importance degree (re i ) is the major computation that characterized the normal parameter reduction algorithm as presented by of Kong et al. [46] in Figure 1 . Figure 1 above shows the normal parameter reduction algorithm which described the steps involved. The input is soft set (F, E) while the output after processing the algorithm is the reduct sets. Firstly, the algorithm will computes the parameter importance degree re i . Then, select the subset A of E in which the sum of it degree is non negative integer and then put A into feasible parameter reduction set. Lastly the algorithm compute the maximum cardinality i.e. E-A which is the normal parameter reduction.
It simply shows that the normal parameter reduction in Table 2 has the optimal object is {p 1 , p 4 , p 5 }. The objects p 3 is the suboptimal choices and p 2 or p 6 are the last choices.
Remark 1: The normal parameter reduction keeps the classification power after reduction from the original data and maintains invariant final choice object rank in decision making. However, this requires a lot of computation and it is difficult to understand due to its nature of its complexity as such Chen et al. [45] improved the algorithm with new efficient normal parameter reduction algorithm in order to reduce the level of computation complexity and make it easy to understand.
B. NEW EFFICIENT NORMAL PARAMETER REDUCTION
The new efficient normal parameter reduction algorithm was presented by Ma et al. [47] . The main objective of the algorithm is to improve the computational complexity of the algorithm in [44] . In this section we briefly analyzes the new efficient normal parameter reduction and Figure 2 present the steps of the algorithm. The following Definitions 6, 7, and 8 present the notion of object oriented sum, oriented parameter sum and the overall sum of the entries of soft set (F, E), respectively. Based on Definitions 6, 7 and 8, Definitions 9 and 10 are presented to check the parameters that has same entries and it will be kept as reduce set.
Definition 9 (See [47] ): For soft sets (F, E) , U = {p 1 , p 2 , . . . , p n } , E = {e 1 , e 2 , . . . , e m }, for e j ∈ E, If p 1j = p 2j = . . . = p nj = 1 we denote e j as e 1 j . Definition 10 (See [47] ): For soft sets (F, E) , U = {p 1 , p 2 , . . . , p n } and, E = {e 1 , e 2 , . . . , e m } for e i ∈ E if p 1j = p 2j = . . . = p nj = 0 we denote e j as e 0 j . For clear description of the above definitions, we now illustrate the application of the new efficient normal parameter reduction algorithm (NENPR) based on the soft set in Table 1 .
Example 3: Suppose a soft set (F, E) with Boolean representation as shown in Table 1 . Let given U = {p 1 , p 2 , p 3 , p 4 , p 5 , p 6 } and E = {e 1 , e 2 , e 3 , e 4 , e 5 , e 6 , e 7 , e 8 , }.
Step 1: Based on the Definitions 9 and 10, there exists e 0 j and e 1 j which are e 0 2 and e 1 3 from Table 1 , so put them into reduced parameter set denoted by C. Now, we may have new soft set F, E as shown in Table 3 .
Step 2: Compute the oriented-parameter sum S e j of e j as shown in Table 3 .
Step 3: Find the subset A ⊂ E in which S A is a multiple of |U | = 6. This gives so many subsets among which Table 4 . Figure 2 above presents the step by step method of new efficient normal parameter reduction algorithm and the major task in this algorithm are checking for the existing of unique entries, computing oriented parameter sum and then finding the subset which is multiple of the universe set. And finally, determine the maximum cardinality of A in the candidate parameter set and considered E-A-C as the optimal parameter reduction.
Remark 2: It is evidently that the algorithm has some setback this includes: (a) The algorithm does not consider the general purpose of the data set in trying to reduce the noise for instance the issue e i = e j which should be considered as repetition. (b) The algorithms only focused on reducing the amount of computational complexity of normal parameter reduction algorithm without considering the generality of running the algorithm in different dataset.
IV. PROPOSED APPROACH TO NORMAL PARAMETER REDUCTION
In this section, we present our proposed algorithm of alternative approach normal parameter reduction (ANPR).
A. PROPOSED TECHNIQUE
Suppose a soft set (F, E) with tabular representation U = {p 1 , p 2 , . . . , p n } is the object set, E = {e 1 , e 2 , . . . , e m } is the parameter set, p ij are the entries in the table of (F, E). The following Definition checks for the equal parameters among E so as to put kept it into reduct parameter set. 
The following Definition define the intersection of the dialectic subset A and B.
Definition 13: For a soft set (F, E), U = {p 1 , p 2 , . . . , p n } and E = {e 1 , e 2 , . . . , e m }.
If there exist a dialectic subset A and B, then (A ∪ B) − (A ∩ B) = F, E .
From Definitions 11-12, the proposed algorithm steps are shown in Figure 3 . Figure 3 shows the alternative approach to normal parameter reduction algorithm. The input to the algorithm is the given soft set (F, E) in tabular representation and the output is the normal parameter reduction algorithm of the given soft sets. It starts by checking the existence of equal parameters values in column in the set and the entries that have all have zeros or ones. Then the algorithm computes the oriented parameter sum and finds if there exist a subsets A and B in the feasible parameter reduction as shown in steps 2 and 3 of Figure 3 . Also the algorithm computes the intersection of the subsets A and B which is the reduce set. Finally, the algorithm will establishes the maximum cardinality of the candidate parameter reduction set E-C-D-Q as the normal parameter reduction.
To have a clear understanding of the algorithm above, we give an example from Boolean dataset in Table 1 . Example 4: Suppose a soft set (F, E) with tabular representation displayed in Table 1 . Let U = {p 1 , p 2 , . . . , p n } and E = {e 1 , e 2 , . . . , e m }.
Step 1: Input soft set (F, E) and its parameters E;
Step 2: Check if there exist e i = e j choose one of them and if there exist e 1 j and e 0 j keep into reduced parameter denoted as C. From Table 1 , it shows that there exists e i = e j and also e 1 j and e 0 j . This are e 1 = e 5 , and there exists e 0 j and e 1 j which are e 0 2 and e 1 3 . Therefore we can put them in the reduce parameter denoted as C and Q, respectively.
Step 3: For the soft set F, E , calculate S e j of e j (that is oriented-parameter sum), for j = 1 , 2 , . . . t ; Step 4: Check every A in the candidate parameter reduction 6 , e 7 }. Therefore, A ∩ B = {e 7 } which could be could also be put in another reduced parameter denoted as D.
Step 6: Find the maximum cardinality in the candidate parameter reduction set, then E-C-D-Q as the alternative normal parameter reduction. In this case the optimal parameter reduction of soft set would be |U | as {e 1 , e 4 , e 6 , e 8 } shown in Table 5 .
B. THE DIFFERENCE BETWEEN THE PROPOSED ALGORITHM AND THE ALGORITHM BY [47] The proposed algorithm differs from the algorithm presented by [47] in the following ways: a. Our proposed algorithm, we considered that if there exists e i = e j , e 1 j and e 0 j put into parameter reduce set which reduce the number of soft set to F, E . As such, it clearly indicate that the proposed algorithm reduce the computation compare to [47] . b. The proposed algorithm also considered the intersection of A and B in the candidate parameter set that 
Subsequently, reduced it into reduce parameter set, this could also reduce the number of accessing the candidate parameter set. Hence, it reduces time.
C. COMPARISON RESULT
The proposed algorithm is compared with the algorithm of [47] in terms of consideration of general purpose data set that may arise with different category of data set and then we compare it in terms of computational complexity. The computational complexity of the algorithm of [47] has the following basic operation:
a. Finding the oriented parameter sum and b. Finding the subset A ⊂ E in which the sum of A is a multiple of the |U |.
Based on these two operations, we can deduce that the number of element to be access in every iteration is once which is m · n so comparing this with our proposed algorithm in which no such computation is required. We can say that the amount of computation is drastically reduced.
D. PERFORMANCE ANALYSIS OF THE PROPOSED ALGORITHM
Parameter reduction of soft set focuses on how to efficiently reduce the number of parameters while improving several aspect of storage, speed, and accuracy of the decision making process. Different algorithms exist to handle reduction of parameters but it seems each and every one of the existing algorithm didn't solve the issues of optimality in which every data set could be able to be reduced. Based on NENPR steps 2, 3 and 4 for computing oriented parameter sum every entry is only access once so the number of element access is m · n, so taking the big O notation, the complexity of computing parameter oriented parameter sum is O(mn). However, if m = n we can say the complexity will be O(n 2 ) while the proposed algorithm only check the candidate parameter once this make it to access the element once throughout. The algorithm of NENPR used the combination that consists of k columns for the candidate parameter set to test the combination from combination-2 to combination-( m/2 ). However, in this proposed algorithm, we call all the combination from 1 to m and check if there exists other combination k that has the same value with combination k . Table 6 give the summary of the comparison result of the three algorithms based on the operation involved, computational complexity, limitations, parameter reduction and final solution.
V. APPLICATION TO REAL WORLD PROBLEMS
In this section, we present the real life applications of the proposed algorithm to justify that it is not only suitable but rather feasible for real life problems. We firstly present the decision making problem of scholarship award selection from the data set Kano state scholarship board for selection of students for foreign scholarship. Second case study is on medical diagnosis on patient suffering from hiatal hernia. The Novel approach algorithm is implemented in java programming language. It is executed on an Intel R Core TM 2 Duo with the main memory of 4 gigabytes and the operating system is window 7.
A. THE SELECTION OF SCHOLARSHIP AWARD BY KANO STATE GOVERNMENT
The Kano state scholarship board is a parastatal under ministry of education Kano state that award a scholarship position to the indigene of the state. The board is charge with the responsibilities of:
a. Awarding the scholarship and improving the welfare of the state sponsored students for foreign training. Based on this responsibility we find out that our algorithm will help the board in selecting the eligible applicant for formal recommendation to the state government, so we therefore collect some data and applied it in our proposed algorithm. We find out that it is not only feasible but suitable for choosing the applicants and making an optimal decision. The data set for sponsoring students into for a foreign scholarship by Kano state government Nigeria is used in making a decision whether the student is appropriate for scholarship award based on certain criteria employed VOLUME 5, 2017 Tabular representation of soft set (F, E) as foreign scholarship applicants is shown in Table 7 . The board wants to select students who satisfy the selected criteria. From Table 7 Figure 3 we firstly, input the given Boolean-valued dataset and check the existence of equal parameters values among the parameter set and entries has all zeros or ones value, in this case {e 1 , e 2 , e 4 , e 16 } all has one and {e 5 , e 10 } has the same entry, therefore we can kept them into reduce parameter set C and Q, respectively. Then the algorithm computes the oriented parameter sum and finds if there exist subsets A and B in the feasible parameter reduction as shown in steps 2 and 3 in Figure 3 which are
i.e. {e 3 , e 6 , e 8 , e 9 , e 14 } and {e 3 , e 6 , e 7 , e 15 }, respectively. Based on this result, we compute the intersection of the subsets A and B which is (A ∪ B) − (A ∩ B) = {e 7 , e 8 , e 9 , e 14 , e 15 } and A ∩ B = {e 3 , e 6 } it can be kept into reduced parameter set denoted as D. Finally, the algorithm will determine the maximum cardinality of the candidate parameter reduction set 8 , e 9 , e 11 , e 12 , e 13 , e 14 , e 15 } , which is considered to be reduced set normal parameter reduction as given in Table 8 .
Based on the solution obtained from 30 , s 34 }. Moreover, with this result the ministry of education Kano state will have different choices for recommendation to the political authority on either to select the best choice or suboptimal or the last choice for the award. Awarding the scholarship and improving the welfare of the state sponsored students for foreign training.
B. APPLICATION MEDICAL DIAGNOSIS FOR PATIENT WITH HIATAL HERNIA
In this sub section, we consider hiatal hernia disease that cause abnormality on stomach and slide up into chest cavity and sometimes cause acid reflux or gastroesophageal reflux (GERD). We apply our proposed algorithm to elaborate decision making for patient suspected with hiatal hernia. The data collected are from Mariri comprehensive hospital in Kano state, Nigeria. Table 9 shows the data set that contain 50 patient with various symptoms as the parameters i.e. U = {p 1 , p 2 , . . . , p 50 }. and the set of parameters that each patient can be described to have E = {e 1 , e 2 , . . . , e 13 } where e i means ''heart burn'', ''chest pain'', ''nausea'' ''vomiting'', ''burping'', ''water brash'', ''appearance of large amount of saliva '', cough'', ''difficulty in swallowing'', ''passing black stool'', ''abdominal pain'' , ''belching'' and ''fever'' for i = (1, 2, . . . , 13) , respectively.
After applying the proposed algorithm, it is clear that the reduct symptoms from Table 9 shows that {p 7 , p 8 , p 26 , p 27 , p 47 , p 50 } are the best choice because {e 7 , e 9 } VOLUME 5, 2017 and {e 3 } can be kept in reduced parameter set as C and Q, respectively. Therefore, f A (h 1 ) = f A (h 2 ) = . . . = f A (h n ) , and f B (h 1 ) = f B (h 2 ) = . . . = f B (h n ) are {e 1 , e 4 , e 5 , e 10 } and {e 2 , e 4 , e 6 , e 11 }, respectively. Hence, (A ∪ B) − (A ∩ B) = {e 1 , e 2 , e 5 , e 6 , e 11 } , which then we kept A∩B = {e 4 it into a reduced parameter set denoted as D. Finally we find the maximum cardinality which are E − C − D − Q = {e 1 , e 2 , e 5 , e 6 , e 8 , e 10 , e 11 , e 12 , e 13 } which is considered to be reduced set normal parameter reduction as shown in Table 10 .
From Table 10 we can see that {p 7 , p 8 , p 26 , p 27 , p 47 , p 50 } are considered as the patient that affected with hiatal hernia disease that cause abnormality on stomach and slide up into chest cavity and sometimes cause acid reflux or gastroesophageal reflux (GERD). Meanwhile, the suboptimal choice of 
VI. CONCLUSION
In this paper, we have presented the voluminous work in normal parameter reduction of soft set. We have also introduced an alternative approach and its derived algorithm that overcome problem of the existing normal parameter reduction of soft set algorithms ranging from computational complexity, difficulty in understanding of the algorithms and implementing it within any data set with ease. We have also compared our algorithm with the normal parameter reduction of soft set algorithm and it evidently showed that the proposed algorithm has reduced the computational time. Developing more general approach for parameter reduction of soft set is required as the future work. Moreover, the application of parameter reduction of soft set to practical field has to be further explored. 
