Abstract. Although a tremendous effort has been made to perform a reliable analysis of images and videos in the past fifty years, the reality is that one cannot rely 100% on the analysis results. With exception of applications in controlled environments (e.g., machine vision application), one has to deal with an open world, which means that content of images may significantly change, and it seems impossible to predict all possible changes. Relying on content-based video analysis may lead to bogus results, since the observed changes may be consequence of unreliable features, and not necessarily of observed events of interest. Our main strategy is to estimate the feature properties when the features are reliable computed, so that any set of features that does not have these properties is detected as being unreliable. This way we do not perform any direct content analysis, but instead perform unsupervised analysis of feature properties that are related to the reliability. The solution pursuit in this paper is to monitor the reliability of the computed features using temporal changes and statistical properties of feature value distributions. Results on benchmark real-life videos demonstrate the capability of the proposed techniques to successfully eliminate problems due to change in light conditions, transition/compression artifacts and unwanted camera motions.
Introduction
The main effort in video analysis nowadays continues to be making the feature computation more reliable. However, it seems that we need to accept the fact that the computed features will never be 100% reliable. Namely, with exception of applications in controlled environments where closed world assumptions apply (such as in machine vision), the content of scene may significantly change from frame to frame, and it seems impossible to predict all possible changes. Recall that such changes may be result not of an observed phenomenon of interest (e.g., activity of people on the scene) but instead of spurious artifacts. For example, in the context of surveillance videos, the light condi-tions may suddenly fluctuate in parts of scene only, video compression or transmission artifacts may occur, a wind may cause a stationary camera to tremble, and so on. If we depend on video analysis to detect content changes of interest, such approach may fail since content changes due to the spurious artifacts can make such analysis unreliable. Instead of trying to distinguish between "desirable" and "parasite" changes, we propose to assess reliability of the features. A proposed system computes the feature reliability measures independent of the content and subsequently performs decisions only when features are labeled as sufficiently reliable. The guiding principle of our approach is that an intelligent system for video analysis not only should compute features but also perform instantaneous evaluation of features reliability, and adapt its behavior in accordance to the reliability. For example, if the goal of a system is to monitor motion activity and to sig- nal an alarm if the activity is high, the system may be allowed to make reliable decisions only if there exist a subset of the computed motion activity features that is sufficiently reliable. The monitoring of feature reliability and adjusting the system behavior accordingly, seems to be the only way to deploy autonomous video surveillance systems.
We begin our discussion by showing two examples of video content changes that cause the existing motion detection approaches to inaccurately detect the presence of substantial motion. Clearly, the detected motion is present in videos, but it is due to some content artifacts and not due to the actual presence of moving objects. Consequently, a human observant ignores such "motion" as irrelevant, while standard video analysis systems detect it as significant activity. We will show that the feature reliability methods proposed in this paper allow us to identify the unreliable motion features, and to ignore the irrelevant artifacts. This is possible without reducing the detection rate of real moving objects. Consequently, we eliminate false alarms without reducing the detection rate. We stress that this is obtained without any direct video content analysis (e.g., using different features), but by monitoring the reliability of computed features. Namely, direct video content analysis with further features does not solve the problem, since these features may also become unreliable.
Our first example illustrates motion artifacts in Campus 3 1 video introduced by some reflections in windows that are probably caused by cars passing by. In Fig. 1 , we show two frames from Campus 3 video, one showing real motion, and the second showing motion artifacts in addition to the normal motion. Our second example, in Fig. 2(a) , shows motion artifacts introduced by video compression. The same scene without such artifacts is shown in Fig. 2(b) . This video, which we call Temple 2, was recorded in real-world environment by the video surveillance system of the Campus Police Division of the Temple University.
In Section 2, we first describe a simple temporal method to determine the reliability of motion detection. In Section 3, we present a more sophisticated statistical method based on distribution analysis of feature values and information theory [21] . Both methods monitor features computed by our motion detection approach presented in [17] , which we summarize in Section 4.
1 Campus 3 can be obtained from the Performance Evaluation of Tracking and Surveillance (PETS) repository: ftp://pets.rdg.ac.uk/ PETS2002//DATASET1/TESTING/CAMERA3 JPEGS/. Now we briefly summarize our motion detection approach.
The motion features are computed for gray level or infrared videos using 3D spatiotemporal blocks of spatial size 8 × 8 pixels, and temporal size of 3 frames. The blocks are disjoint in space and overlap by one frame in time. As result we obtain motion measure values for each 8 × 8 block in every video frame. The value of motion measure mm(x,y,t) at particular block (x, y) at time t describes the speed of texture change in this block. The motion measure mm is a function of the texture type and the speed of the moving object. Its definition is given in Section 4.3. By thresholding the motion measure values, we obtain a binary feature, called motion detection, with 1 standing for 'motion detected' and 0 for 'no motion detected'. Both videos as well as our motion detection results can be viewed on [12] .
Based on mm we derive a global motion amount measure as sum of texture changes in a given frame t:
mm(x, y, t)
In the following section we will deal with reliability assessment of the motion amount ma. Its reliability assessment is important, since system decisions on unusual activities (alarm situations) in videos can be based on ma. For example, a simple thresholding of ma can be used to identify time intervals with large amount of motion amount, which under certain assumptions, is a clear indicator of alarm situations. A direct, temporal reliability analysis of motion amount ma is introduced in Section 2. A statistical reliability analysis of motion amount ma is based on distribution analysis of motion measure mm is presented in Section 3.
Temporal analysis of feature reliability
In this section, we describe a simple temporal method to determine the reliability of motion amount ma. Our reliability assessment is based on the assumption that the speed of change function ma is bounded. Having detected the frames with the abrupt changes, these frames are excluded from decision making. This reliability property works under the assumption that there exists an upper bound on the size of moving objects whose motion we want to detect (measured in the number of moving blocks). This assumption holds for surveillance videos taken by a stationary camera positioned so that recorded moving objects cannot get to close to it (i.e., a roof mounted camera). We use the finite difference approximation of first derivative of ma to monitor the reliability of our motion detection. In simple words, if the jump in values of ma is above a certain threshold for a given time interval, the feature is unreliable in this interval. The threshold necessary to detect the unreliable features is not static. We propose a dynamic thresholding algorithm described in Section 2.1 to learn and vary this threshold. However, some other learning techniques could also be used. Now we consider an example video, called Temple 2. It satisfies the assumption the speed of the change function is bounded. This video is recorded by a roof mounted, stationary camera, so that a certain minimal distance to moving objects is guaranteed. Typical moving objects there, humans and vehicles, cannot get arbitrarily large. Hence, the fraction of the scene occupied by a moving object is limited. Observe that the actual value of the upper bound on the size of moving objects needs not to be known, since our algorithm learns it automatically.
In Fig. 3(a) , we see the graph of function ma for Temple 2 video. Time intervals with significant jumps of ma that are correctly identified by our dynamic thresholding (applied to the derivative of ma) are marked with red lines in Fig. 3(b) . The graph of modified feature ma, when ma was set to zero within the time intervals when motion detection was detected as unreliable is shown in Fig. 3 (c). Figure 3 (c) shows that the proposed method is able to identify and exclude the unreliable results of motion detection. By excluding these time intervals from further processing, we not only eliminate false alarms, but make possible to correctly detect alarm situations, although the input motion detection is not 100% reliable. For example, a significant increase in the number of motion blocks after the frame 1700 indicates an alarm situation. This is a correct prediction, since a street fight is recorded on the video after the frame 1700, see the Temple 2 video [12] .
Dynamic thresholding algorithm
Now we describe the dynamic thresholding algorithm used to detect the jumps of function ma. Since this algorithm can be applied to any real valued function we state it for a function f that maps discrete time units to real numbers. (In our case we either have f = ma or f = ma .) First we compute the initial values of mean meanl and standard deviationstdl using all values of f (x) for x =1, . . . , t-1 and some time instance t. The actual dynamic thresholding starts at time x = t + w. A jump up is detected at points 
where u is a learning constant (the larger u, the smaller is the influence of new values) and
The symmetric window constant w was set to 3, giving us a sliding window of 7 frames (2 * w+1). The learning constant was u = 0.9. Constants C1, C2 of function f used in detecting jumps of the Temple 2 video were selected based on the initial running average meanl and stdl. The value of meanl was 10.3 and the value of stdl was 7.4. Constant C1 was set to 15 and constant C2 was set to 3 providing the initial jump detected threshold to 154.5 and reset to no-jump detected threshold of 30.9.
Statistical analysis of feature reliability
In this section a reliability analysis of motion amount ma is based on distribution analysis of motion measure mm. We assume that a feature is more reliable, the more its distribution differs from a normal (Gaussian) distribution. This is in analogy to Information Theory stating that a feature bears more information if its distribution differs more significantly from a normal (Gaussian) distribution. Similar heuristics are used e.g., in Independent Components Analysis [20] .
Our distribution assumption is valid for motion measure mm feature, under an additional assumption that there is at least one moving object in video. Clearly, if no object is moving in a video plane, the distribution of mm is Gaussian with mean being close to zero. A single object moving that has only one type of texture adds a second mode to the distribution of mm, since the motion measure has similar values for every block containing this object. The mean of the new mode is the speed of texture change measured by mm. If the moving object has more that one type of texture or if more than one object is moving, the distribution of mm is multimodal Gaussian; with each mode corresponding to the speed of change of each texture type (which is a function of the texture type and the speed of the moving object).
The follow-up assumption is that the feature becomes unreliable if some random noise is superimposed, which makes the distribution of such noisy feature to become more Gaussian like. The main idea here is that when we approximate the distribution of the noise with a single Gaussian (this distribution does not have to be Gaussian), its standard deviation (std) is very large in comparison to the distribution of a single moving object. Then the joint distribution of noise and background is significantly closer to a single Gaussian distribution (due to the large std) than the joint distribution of the moving object and the background.
Hence, by measuring to what extent a feature distribution differs from a Gaussian distribution, one can not only get information to what extent the feature is useful but also when such usefulness drops (e.g., due to some external and often non-observed factor). There may be many different sources of the random noise, for example, the above presented compression artifacts or reflections of moving objects in windows. The key argument in our approach is that we do not need to specify all possible situations that will make the mm distribution to become Gaussian. We only need to assure that the normal situations (in which we want the system to perform robustly) lead to a clear multimodal distribution.
The Information Theory proposes negentropy as the measure of this discrepancy. Given a probability density p(x) of a feature, Differential Entropy is defined [18, 19] as:
For a given class of distributions p(x) that have the same variance σ 2 , differential entropy is maximal for a Gaussian distribution where it is equal
Hence, a negentropy, which defined as
or its normalized value
may be used to measure usefulness and reliability of a feature. Observe that the minimal value of negentropy is 0 (when p(x) is Gaussian). A naive approach to compute negentropy would be to employ histograms to approximate p(x) with piecewise constant function p (x) such that:
where K is a normalization constant (chosen such that p (x) is a distribution). However, as shown in [21] this non-parametric technique is very unstable since dependent on a proper choice of a histogram bin size ∆x and histogram centers x i . Hence we use parametric approach suggested in Hyvarinen's NIPS 1997 paper [18] . The main ideas of this approach are: 1) Instead of original feature x, use a standardized feature x * = (x − mean(x))/std(x) that have zero mean and unit standard deviation. This way, we could directly use negentropy to compare reliability with no need to normalize with the entropy of a Gaussian.
2) Use a first-order Taylor approximation of a logarithmic function in Eq. (1) that leads to:
first few principal components vector of gray level values from the 3 blocks 3) Use conveniently chosen set of orthogonal functions of G i (x) of a feature x to expand probability density function p(x) in vicinity of a Gaussian probability density.
In practice, the choice of orthogonal functions is based on practicability and sensitivity on outliers of the computation of estimates for expectations E(G i (x)), integrability of the obtained probability density function approximation and last, but not the least, the properties of non-Gaussian distributions we want to capture.
Based on such consideration [18] , proposes the following two approximations of negentropy that we use in this paper:
where the coefficients are determined as:
The proposed technique is applicable on any continuous feature. In this paper, we evaluate the reliability of the motion activity feature, defined in Section 4 (as the largest eigenvalue of texture vectors in a small time window). For each frame, we standardize the feature values x * , compute expectations E (|x * |),
and finally compute the negentropy approximations Eqs (5), (6) per frame.
We evaluated the proposed techniques for assessing feature reliability on a set of videos [12] . This set includes infrared videos, for which the same settings of parameters as for visual light videos were used. Here we focus on our results on two video sequences from the Performance Evaluation of Tracking and Surveillance (PETS) repository: a sequence from PETS2001 2 here referred to as Campus 1 sequence, a sequence from PETS2002, here referred to as the Campus 3 sequence and on a Temple 2 sequence from Temple University. Campus 1. At the beginning of the sequence, there is no movement, so changes in the motion activity (an observed feature) are random, which reflects small negentropy values in approximately first 100 frames, see Fig. 4(a) . Both negentropy approximations (Eqs (5), (6) ) demonstrate strong drop between frames 1960 and 2000 which corresponds to the higher level of noise that can be visually observed between these frames. Function B (Eq. (5)) provides more stable approximation values, which makes it potentially more useful.
Campus 3. Both methods identified drop around frames 330, 660, a strong drop around 700, a drop around 720 and the relatively long-term drop between 800 and 900, see Fig. 4(b) . Finally, there were some small oscillations between 1200 and 1300 and one drop around 1400. All these events correspond to frames in the video sequence when our algorithm has difficulties in properly identifying moving objects based on observed feature (e.g., due to reflections in the upper right part of the frame, cp. Fig. 1 ). Again Function B File: ica212.tex; BOKCTP/wyy p. 7 8 
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Use first q values of vectors Temple 2. On this video, there is evident instability (manifested as flicker) that can be traced to applied compression technique. The period of this disturbance, which has negative effects on motion detection, is around 62 frames. Using the proposed technique, we obtained negentropy values that reflect this periodicity. Both functions Eqs (5) and (6) have strong periodical components, see Fig. 4(c) , and demonstrate oscillations which period can be correctly determined using a Fast Fourier Transform [22] , as approximately 62 frames. Function Eq. (6) is again more stable and provides better automatic period estimation. The results of the statistical method agree with those of the temporal methods, cp. Fig. 3 .
A common denominator of the results shown is that the proposed negentropy-based technique can help in determining frames when the observed feature is unreliable (periodic or pulse flicker, noise, etc.). Since both Eqs (5) and (6) are only relatively rough approximations of negentropy, there is no wonder they do not provide the same values, especially when a negentropy is relatively high. As expected, when a negentropy is low, the feature probability distribution is closer to a Gaussian so both approximations would give similar results. Generally, Eq. (6) provides better performance. It is more stable and has fewer fluctuations. Hence is potentially more suitable for automatic thresholding.
Feature generation and motion detection
We shortly describe our motion detection method proposed in [17] . It is based on change analysis of texture vectors computed for 3D, spatiotemporal (sp) blocks. In our previous paper [11] we have shown that the use of sp texture vectors of 3D blocks in the framework of Stauffer and Grimson [14] can improve the detection of moving objects while potentially cutting back the processing time due to the reduction of the number of input vectors per frame. Our experimental results in [17] (videos be viewed on [12] ) show that the motion detection technique used here leads to further performance improvements.
The outline of the algorithm is as follows. For each fixed block position (x, y) in a video frame we perform computation of motion measure mm independent from other block video positions. We first compute spatiotemporal (sp) texture vectors for each block (x, y, t) using principal component analysis (PCA). We describe static PCA computation in Section 4.1, which is used for initialization for each block position (x, y). For actual, real time computation of sp vectors, we use incremental PCA described in Section 4.2. Finally, in Section 4.3 we describe our method to measure the speed of change of sp vectors and define the motion measure mm(x,y,t).
Video representation with spatiotemporal (sp) texture vectors
We represent videos as three-dimensional (3D) arrays of gray level or monochromatic infrared pixel values g i,j,t at a time instant t and a pixel location i, j. A video is characterized by temporal dimension Z corresponding to the number of frames, and by two spatial dimensions, characterizing number of pixels in horizontal and vertical direction of each frame.
We divide each image in a video sequence into disjoint N BLOCK × N BLOCK squares (e.g., 8 × 8 squares) that cover the whole image. Spatiotemporal (3D) blocks are obtained by combining squares in consecutive frames at the same video plane location. In our experiments, we used 8 × 8 × 3 blocks that are disjoint in space but overlap in time (see Fig. 5 ), i.e., two blocks at the same spatial location at times t and t + 1 have one square in common.
The fact that the 3D blocks overlap in time allows us to perform successful motion detection in videos with very low time frequency, e.g., in our experimental results [12] To reduce dimensionality of b I,J,t while preserving information to the maximal possible extent, we compute a projection of the normalized block vector to a vector of a significantly lower length K<<N using a PCA projection matrix P To compute P K I,J we employ the principal values decomposition following [4, 5] . A matrix of all normalized block vectors b I,J,t at video plane location (I,J) is used to compute the N×N dimensional covariance matrix S I,J . The PCA projection matrix P I,J for spatial location (I,J) is computed from the S I,J covariance matrix. The projection matrix P I,J of size N × N represents N principal components. By taking only the principal components that corresponds to the K largest eigenvalues, we obtain P K I,J .
Incremental computation of the spatiotemporal (sp) texture vectors
The method described in Section 4.1 computes the sp vectors in a static manner. Therefore, we only use it in an initialization phase, e.g., for the first 100 frames. To allow real time computation, we use incremental estimation of PCA projection matrix described in this section.
Three different kinds of incremental PCA algorithms have been introduced in [23, 27] , and [28] [29] [30] [31] [32] . In [27] an incremental PCA algorithm that does not explicitly compute the covariance matrix is proposed. The algo-rithm in [28] computes PCA by successive orthogonalization. It gradually increases the number of eigenvectors/eigenvalues when the current number of eigenvectors cannot satisfactorily approximate the observation vector.
The algorithm for incremental estimation of PCA coefficient we use [23] is based on well-known [24, 25] algorithms for incremental estimation of parameters of multivariate Gaussian distribution and the approximation of the covariance matrix by a few most-significant eigenvalues and corresponding eigenvectors.
Consider the n-dimensional observation row vectors
. . For m consecutive vectors, the mean µ (m) and standard deviation Σ (m) can be estimated [4] as:
by transforming results of the eigenvalue decomposition of the matrix B. However, it is important to observe that eigenvectors u * (m) i
(as a result of eigenvalue decomposition of B) are orthonormal, while the vectors u (m) i from Eq. (22) are not. To use these vectors in the next iteration of Eqs (16)- (18), we need to normalize such that
To initialize algorithm for incremental estimation of PCA, we use Eq. (8) and taking p most significant eigenvalues and eigenvectors. The complete algorithm is summarized in Fig. 6. 
Moving objects detection based on local variation
The speed and characteristics of texture change over time indicates whether the corresponding object texture is stationary or moving. Recall that each sp vector represents texture of the corresponding block. Hence, by observing the characteristics of sp vectors change over time, we are able to detect whether a particular block belongs to a moving object or to a background. Consider a single block position in a video plane. We can observe the trajectory of its sp vectors, i.e., the loci of sp vectors in successive time frames. If during an observed time interval, there is no moving object in the block, the sp vectors will be close to each other. Hence the variance of sp vectors during the time interval will be small. In contrast, if there is a moving object passing through this block, the sp texture vectors will change fast, i.e., the sp vectors will be spread in the space of their values. Therefore, the variance of sp vectors within an observation time window will be fairly large. In Fig. 7 , we show the trajectory of sp vectors corresponding to block location (24, 28) in Campus 1 video. To make this visualization possible, we use only first three PCA components for each sp vector. It can be observed that frames when only stationary objects are visible in this block correspond to regions where sp vectors are clustered into fairly spherical shapes (black dots) with small spread. In contrary, when moving objects are moving passing through this block location, the trajectory of sp vectors (blue-gray dots) is typically elongated and the variance is relatively large.
A simple way to determine the speed of sp vector change would be to compute the norms of their first derivatives. However, computing finite differences of consecutive sp vectors is unreliable. In order to determine whether the consecutive vectors belong to elongated trajectories, we need to observe whether they are making a consistent progress in a certain time interval. We propose to assess the sp vector spread in the direction of maximal variance. To measure the variance of sp vectors, we compute the covariance matrix of sp vectors corresponding to the same block location for a pre-specified number of consecutive frames. We use the maximal eigenvalue as the measure of trajectory elongation.
More formally, for each location (x,y), and temporal instant t, we consider vectors corresponding to a symmetric window of size 2W +1 around the instant t. For these vectors, we compute the covariance matrix C x,y,t . We assign the largest eigenvalue of C x,y,t , denoted as Λ x,y,t , to a given spatiotemporal video position to define a local variance measure, which we will also refer to as motion measure mm(x, y, t) = Λ x,y,t .
The larger the motion measure mm(x,y,t), the more likely is the presence of a moving object at position (x, y, t). We can then label each video position as moving or stationary (background) depending whether the motion measure is larger or smaller than a suitably defined threshold. We use a dynamic thresholding algorithm (described in Section 2) to determine the threshold value at position (x, y, t) based on the history of mm(x,y,s) values over time (s = 1, . . . , t − 1).
Conclusions
In this paper, we proposed and evaluated two methods to monitor the reliability of features applied in video surveillance and motion detection. The methods have been evaluated on real-life surveillance videos. Both methods correctly identified time intervals when an observed feature becomes non useful for motion detection (e.g., due to flicker, artifacts introduced by compression algorithm, etc.). The proposed methodology is potentially applicable to other domains where unsupervised learning is performed under open-world assumption (where we cannot anticipate all the events which could occur during the operational life of an automated intelligent system). 
