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Abstract
Expert advice is often biased in ways that benefit the advisor. We demonstrate
how self-deception helps advisors be biased while preserving their self-image as ethical
and identify limits to advisors’ ability to self-deceive. In experiments where advisors
recommend one of two investments to a client and receive a commission that depends
on their recommendation, we vary the timing at which advisors learn about their own
incentives. When advisors learn about their incentives before evaluating the available
investments, they are more likely to be biased than when they learn about their incen-
tives only after privately evaluating the investments. Consistent with self-deception,
learning about the incentive before evaluating the options affects advisors’ beliefs and
preferences over the investments. Biased advice persists with minimal justifications
but is eliminated when all justifications are removed. These findings show how self-
deception can be constrained to improve advice provision.
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1 Introduction
We rely on experts’ recommendations for decision-making in a variety of domains, including
medical, legal and financial decisions. A common feature of these domains is the informa-
tional asymmetry between the expert and the consumer: experts are more knowledgeable
about the quality of the goods or services than consumers, and consumers cannot fully as-
sess whether the advice they received was in their best interest (see the literature regarding
credence goods; e.g., Darby and Karni, 1973). This informational asymmetry may gener-
ate incentives for experts to provide advice that is in their own best interest, and not the
clients’.1 However, being dishonest towards clients may lead to a conflict between advisors’
material goals and their desire to maintain a self-image as honest (e.g., Akerlof and Kranton,
2000; Be´nabou and Tirole, 2016; Abeler, Nosenzo and Raymond, 2019; Be´nabou, Falk, and
Tirole, 2018). To attenuate this tension, advisors may self-deceive by distorting their beliefs,
convincing themselves that their advice is ethical. In this paper, we study the constraints
to advisors’ ability to self-deceive, and test the effect of progressively reducing the scope for
justifying biased advice as ethical.
Consider, for example, financial advice. Advisors often recommend products for which
they are directly compensated (e.g., Anagol, Cole and Sarkar, 2017), and financial advice
could even hurt the clients in some cases (Bergstresser, Chalmers and Tufano, 2009; Hack-
ethal, Haliassos and Jappelli, 2011; Chalmers and Reuter, 2012). Some advisors may ignore
their own incentives and give an unbiased recommendation to their clients. Others may
knowingly bias their recommendations in order to increase their own profits and conceal this
behavior to preserve a positive reputation or social-image. Yet, given that financial advice is
partially subjective, some advisors may be able to convince themselves that investment rec-
ommendations that benefit them financially are actually in the client’s best interest, thereby
preserving their positive self-image.
In medical decisions, overtreatment is estimated to cost $210 billion in wasteful annual
spending in the US (Institute of Medicine, 2013). A partial reason for overtreatment is
that doctors recommend unnecessary procedures for which they are directly compensated
1See also, Cain, Loewenstein and Moore (2011); Dulleck, Kerschbamer and Sutter (2011); Balafoutas,
Beck, Kerschbamer and Sutter (2013); and Dulleck and Kerschbamer (2006) for a review of the literature.
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(Emanuel and Fuchs, 2008; Clemens and Gottlieb, 2014). Specific examples include the
growing number of surgeries in response to back pain, many of which have been shown to
be unnecessary and even harmful (Mafi et al., 2013), or doctors who recommend unneeded
C-sections for birth delivery when such procedures are financially compensated (Gruber
et al., 1999; Johnson and Rehavi, 2015). DeJong et al. (2016) show that doctors who
receive payments from the medical industry tend to prescribe drugs differently than their
colleagues who do not. When a reporter asked doctors to comment on the finding,2 “several
doctors who received large payments from industry and had above-average prescribing rates
of brand-name drugs said they are acting in patients’ best interest” (see also, Sharek, Shoen
and Loewenstein, 2012).
In this paper, we study advisors’ ability to engage in self-deception to preserve their
self-image as ethical, convincing themselves that advice that maximizes their material gains
is also the advice the client would prefer. A growing body of work has shown that individuals
are likely to engage in self-interested behavior in presence of ambiguity or subjectivity, which
allows them to preserve a positive social or self-image (e.g., Kunda, 1990; Konow, 2000;
Dana et al., 2007; Haisley and Weber, 2010; Di Tella et al., 2014; Exley, 2015; Grossman
and van der Weele, 2017; Gneezy, Saccardo and van Veldhuizen, 2018; Zou, 2018; Bicchieri,
Dimant and Sonderegger, 2019). An important open question in the literature regards the
factors constraining people’s ability to preserve desirable beliefs about their actions while
behaving unethically. Individuals cannot simply choose to believe what they want to in all
circumstances (Epley and Gilovich, 2017). To better understand the factors constraining
self-deception, we systematically reduce advisors’ ability to self-deceive and measure the size
of the bias in advice when advisors can find multiple, minimal or no justifications for their
recommendations.
We first report the results of three laboratory experiments. In each experiment,
advisors are tasked with recommending one of two investment options, A and B, and are
allocated to one of three treatments. In the first treatment, the advisor is incentivized to
recommend A and is told about the incentive before she is presented with the options she
2https://www.propublica.org/article/doctors-who-take-company-cash-tend-to-prescribe-more-brand-
name-drugs.
3
needs to consider (the Before treatment). In the second, the advisor is first presented with
the two options and asked to consider which she would recommend, and only after privately
considering the two options she is told about her incentive to recommend A (the After
treatment). The third treatment is a Control treatment in which there is no incentive to
recommend A.
By varying the timeline of information about incentives we identify self-deception and
show that learning about the incentives after evaluating the investment options constrains
advisors’ ability to self-deceive. If the advisor is informed about the incentives before having
a chance of evaluating the investments, she might inadvertently distort her beliefs by con-
vincing herself that the recommendation she is incentivized to make is also the one the client
would prefer. If she instead privately evaluates the investments before learning about her
incentives, engaging in self-deception becomes harder. The advisor may no longer be able to
recommend the incentivized investment while preserving a positive self-image. The before
versus after manipulation builds on Babcock et al. (1995), who use a timing manipulation
to study self-serving biases in bargaining. An important difference is that in Babcock et
al. (1995) participants’ initial evaluations were always observed by the experimenter. Our
design in which evaluations of the investment options only take place in the advisor’s mind
allows us to directly manipulate self-image concerns while keeping social-image and social
desirability concerns constant across treatments. By doing so, we contribute to previous
work on self-serving behavior under ambiguity, which did not disentangle whether individu-
als’ tendency to engage in such behavior in ambiguous or subjective situations is driven by
an increased ability to justify their choices to themselves (self-image concerns) or to others
(social-image concerns).
If advisors’ ability to self-deceive is crucial to advice provision, and this ability is
constrained, then recommendations may no longer be biased when the advisor learns about
her incentives after evaluating the investment options. To investigate how much bias remains
in the After treatment, we include the Control treatment, in which the advisor no longer has
an incentive to recommend A. If recommendations when the advisor has no incentive to self-
deceive (Control treatment) are similar to those when the advisor’s ability to self-deceive is
constrained (After treatment), this would be evidence that a timing manipulation (delaying
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the information about incentives) can remove the bias in recommendations.
Across the three laboratory experiments, we test a constraint to self-deception by
investigating how the order of information about incentives affects advice when the relative
value of the investment options to the client changes. In the RiskReturn experiment, there
is a risk-return tradeoff between A and B : A has lower variance but also lower expected
return than B. In addition, advisors may convince themselves that the sure commission they
obtain from recommending A justifies the small loss to the client (in expectation). In this
experiment, advisors therefore have two different ways to convince themselves that A is the
better option. In the Dominance experiment, we change investment B to eliminate the
risk-return tradeoff between the two investments while keeping the difference in expected
return between A and B unchanged. Advisors in this experiment can no longer use the
risk-return tradeoff to justify their recommendations. However, the trade-off between their
commission and the client’s expected loss from choosing A over B is identical to RiskReturn.
Finally, in the ObviousDominance experiment, we change investment B such that the client’s
expected loss from choosing A over B is significantly higher, making it much harder to justify
such a recommendation. In this setting, advisors should have a significantly reduced scope
for self-deception even when evaluating the investment options before learning about the
commission, since they have a smaller scope or no scope for rationalizing a recommendation
of the strictly inferior investment.
The data from the laboratory experiments show that, in the RiskReturn experiment,
advisors recommend the incentivized investment in over 60% of the cases when they receive
information about incentives before seeing the options (Before treatment). Consistent with
the importance of self-image, the incentivized investment is only recommended 33% of the
time in the After treatment, where self-deception is harder. In the Dominance experiment
we find that advisors still recommend A at a higher rate when learning about the commission
before evaluating the investment options (53% versus 25% when advisors learn about the
commission after), suggesting that self-deception can arise even with a minimal justification.
However, in the ObviousDominance experiment, the gap between the Before and After treat-
ments closes: the rate of investment A recommendations is about 30% in both treatments.
This result implies that all justifications have to be removed to eliminate self-deception in
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this setting.
In three additional online experiments, we provide some evidence of the mechanisms
driving self-deception. We replicate the effect of the Before and After treatments on advisors’
recommendations in the RiskReturn, Dominance and ObviousDominance experiments. We
also measure advisors’ beliefs when they first consider the investments and study their choices
when asked to select one of the two investments as a reward for themselves (Chen and Gesche,
2018).3 Consistent with self-deception, in the Before treatment advisors’ beliefs about the
recommendation the client would prefer are distorted toward the incentivized investment,
when there is scope for self-deception. This distortion becomes smaller when the scope for
self-deception is reduced (the After treatments). This bias also spills over into advisors’
personal investment decisions: advisors in both the RiskReturn and Dominance experiments
are more likely to select investment A as an investment for themselves in the Before treatment
than in the After treatment.
Taken together, our findings suggest that advisors distort their beliefs to enable them-
selves to recommend the investment associated with a commission. Our results highlight
some of the constraints in people’s ability to preserve desirable beliefs about their actions,
and show that, in order to decrease the rate of distorted recommendations, any scope for
self-deception must be removed. Understanding the constraints of self-deception is impor-
tant because advisors who self-deceive may actually be more persuasive, as argued by Trivers
(2011) and shown by Schwardmann and van der Weele (2019). Therefore, our findings can
have important implications for the design of regulations, and for mitigating the effect of
commissions on advice. We show that interventions aimed at reducing the scope for self-
deception by reducing subjectivity in judgment or by strengthening the self-image costs that
would arise from biased recommendations need to be carefully designed to lessen the extent
of dishonest advice.
3We thank the referees, Associate Editor and Editor for encouraging us to run these additional experi-
ments.
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2 Experimental Design
2.1 The Advice Game
We study a sender-receiver game in which the sender (“advisor”) is informed about the details
of two investment opportunities, A and B, and is asked to send a recommendation to an
uninformed receiver (the “client”) regarding which of the two to choose. This game differs
from standard sender-receiver games (e.g., Crawford and Sobel, 1982) in that the sender is
asked to make a judgment instead of reporting an objective piece of information, such as the
state of nature.
The experiments have three treatments, which modify the basic game as displayed in
Figure 1. In the Control treatment, advisors receive no additional payment for recommending
A or B. In the Before and After treatments, the advisor receives an additional commission
of $1 if she recommends A. The key difference between the Before and After treatments is
when the advisor is first informed about the additional payment. In the Before treatment, the
advisor learns this information before learning the details of the investments. By contrast,
in the After treatment, the advisor learns about the commission only after reading about
the investments and having already thought about her recommendation, but before making
the recommendation.
Figure 1: Timeline of the Experimental Treatments
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We test the constraints to advisors’ ability to self-deceive by examining how these
treatments affect recommendations in three laboratory experiments. Across experiments, we
fix investment A but vary investment B in order to progressively reduce advisors’ ability to
justify (to themselves) recommending A in the Before treatment. The payoffs of the lotteries
were chosen such that, given the stakes, a majority of advisors would expect the client to
prefer B, and thus recommend B in the absence of incentives to recommend A (Control
treatment) in all experiments.
In the RiskReturn Experiment, advisors evaluate two investment opportunities, A
and B. Investment A is a 50-50 lottery between $2 and $4. Investment B is a 50-50 lottery
between $1 and $7. The expected payoff of B ($4) is higher than that of A ($3). However,
B has a higher variance.
In the Dominance Experiment, we keep investment A unchanged, but make invest-
ment B more attractive for the client. In particular, we change investment B from a 50-50
lottery between $1 and $7 to a 50-50 lottery between $2 and $6. The expected payoff of
investment B remains thus unchanged, but B now yields the same payoff as investment A
in the low state, and a higher payoff in the high state.
In the ObviousDominance Experiment, we again keep investment A unchanged, and
modify investment B to become even more attractive for the client by changing it to a 50-50
lottery between $5 and $7. This way, investment B yields a strictly higher payoff than A in
both states of nature.
In the three laboratory experiments, that we present next, one out of every ten rec-
ommendations was randomly selected to be delivered to a client.
2.2 Hypotheses
The experimental design allows us to test whether advisors’ ability to self-deceive increases
their propensity to recommend the incentivized investment, and to distinguish the self-
deception mechanism from other potential drivers of advice. First, if advisors are purely
guided by their own self-interest, they should recommend A whenever they have an incentive
to do so and the timing with which advisors learn about their own incentive should not
affect recommendations. In all experiments, the fraction of A recommendations should be
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the same in the Before and After treatments, and higher than in Control.
Advisors may, however, care about their social or self image (e.g., Be´nabou and Tirole,
2006) as ethical, i.e., being individuals who recommend the investment the client would
prefer. They may derive utility from making a recommendation that others perceive as
ethical (social image) or that they themselves perceive as ethical (self image). If advisors
only care about social image, the timing of information about their own incentive should not
matter. Since in all treatments the experimenter only observes the advisor’s recommendation
and not her private judgment, the rate of A recommendations should not differ between the
Before and After treatment.
If advisors care about their self-image, the effect of the timing of information on
recommendations will depend on whether advisors engage in self-deception. If advisors do
not engage in self-deception, and believe that the client would prefer A, they will be unable to
recommend A while preserving a positive self-image. Hence, the rate of A recommendations
in the presence of incentives should be similar to the rate of recommendations in the Control
treatment regardless of the timing at which advisors learn about their own incentives.
By contrast, if advisors who care about their self-image engage in self-deception, the
timing of information may have an important effect on recommendations. When advisors
learn their incentive before learning about the details of investments A and B, they might
self-deceive by evaluating investment A as the preferred one for the client, whenever there
is enough scope to do so. Instead, when advisors learn about their incentive after evaluat-
ing A and B, it is substantially harder for them to deceive themselves into believing that
recommending A is ethical. In Appendix C we provide a stylized theoretical framework of
self-deception, simplifying Be´nabou (2015), that provides further detail regarding how self-
deception may arise in the Before treatment. In Section 4.3 we discuss the results of our
experiments in light of the theoretical framework.
Across the three experiments, we vary the payoffs of B and hence vary the scope for
considering A the investment the client would prefer. In the RiskReturn experiment, there
are two reasons that could make A the preferred option for the client. First, the advisor
could believe the client is (sufficiently) risk averse and thus favors A. Second, A may be
seen as the fair recommendation by both parties, since the advisor receives a $1 commission
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for recommending investment A. This is the same as the client’s cost (in expectation) of
following an A recommendation.4
Hence, in the RiskReturn experiment we hypothesize that self-deception by advisors
who care about their self-image leads to a higher rate of A recommendations in the Before
treatment, relative to the After treatment.
Hypothesis 1: In the RiskReturn experiment, advisors recommend A more frequently in
the Before than in the After treatment.
In the Dominance experiment, investment B yields weakly higher payoffs than A in
both states, hence the risk in B is no longer a reason to favor A. However, in this experiment
the client’s costs (in expectation) of following an A recommendation are the same as in the
RiskReturn experiment. This might provide advisors with an excuse for recommending the
incentivized investment.
Hypothesis 2A: If advisors self-deceive about the client’s risk preference, in the Dominance
experiment advisors recommend A equally frequently in the Before as in the After treatment.
Hypothesis 2B: If advisors self-deceive about the client’s fairness concerns, in the Dom-
inance experiment advisors recommend A more frequently in the Before than in the After
treatment.
In the ObviousDominance experiment, the cost of recommending A to the client
increases substantially. This greatly diminishes the scope for arguing that the client would
prefer A. We hence hypothesize that there is no room for self-deception in this experiment.
This should be reflected in the gap between the rate of A recommendations between the
Before and After treatment, which should decrease.
Hypothesis 3: In the ObviousDominance experiment, advisors recommend A equally fre-
quently in the Before as in the After treatment.
4In our laboratory experiment the advisor’s recommendation is delivered with a 10% chance, which could
give additional moral wiggle room to advisors, as the cost is then lower in expectation. However, Charness,
Gneezy and Halladay (2016) find that paying one out of several participants does not affect behavior. In
our online experiments every advisor is matched to a client, such that the cost of choosing A for the client is
equal to the benefit for the advisor, $1. In both settings, we find a significant Before-After treatment effect.
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Finally, across all three experiments, if there is no scope for self-deception in the After
treatment, we would expect no difference in recommendations between After and Control.
By contrast, if advisors still recommend the incentivized option without self-deception, e.g.,
because they mainly care about their own monetary incentives, we would observe a difference
in recommendations between the After and Control treatments.
2.3 Procedures
We conducted our laboratory experiments at the University of California San Diego in the
Spring and Fall of 2015. For each experiment, advisors took part in an hour-long experimental
session involving other studies.5 The experiments were run during a two-week period. The
three experiments were conducted sequentially and, within each experiment, randomized
assignment to each treatment occurred at the advisor level. Clients were recruited later, and
participated in separate sessions.
The procedures were identical for all experiments. The instructions were presented
to the advisor on four separate pages on their computer screen (all instructions are provided
in Appendix B). First, we introduced the advisor to a study on economic decision-making.
Then, the advisor was informed about her role in the experiment and she was told that she
would be given a fixed payment of $1 for her participation. She was told that her task in the
experiment was to recommend one of two investments (A and B) to another participant in
a different session, but she was not told what A and B exactly were. She also learned that
the other participant received no information about A or B except her recommendation. In
the Before treatment, she was also informed about the $1 commission on this screen. On the
third screen of the instructions, advisors were presented with the details of A and B.
In addition to receiving information about the lotteries, the advisor was asked (at
the bottom of the third screen) to think about her recommendation and continue to the
next screen once she was ready to provide it. Once the advisor moved to the fourth screen,
the instructions asked her to raise her hand so that the research assistant could bring her
5All other studies in a session were not incentivized and unrelated to our study. They were surveys in the
fields of marketing and management. Each of our experiments took place during the course of two weeks,
and within each week the other studies remained always the same. The experiment was always either the
first or the last within a session, and this was randomized at the session level.
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a piece of paper on which she could write her recommendation. Once she received the
paper, she was asked to move onto the fifth and final screen. The research assistant was
instructed to ensure that participants would move to the next screen before writing anything
on paper. In the After treatment, the advisor learned about the $1 commission, and was
then asked to provide her recommendation both on paper and on screen. To introduce only
one change across treatments, the information on the commission was also presented on the
fifth screen in the Before treatment. This procedure had the advisor send a message in her
own handwriting, making the recommendation more tangible, and provides us with a direct
electronic record of recommendations.6
In each experiment, we aimed at collecting 100 observations per treatment. The
decision regarding the number of participants was based on findings from a pilot study and
the number of subjects that could be recruited for the study from our subject pool. We
stopped collecting data at the end of the day in which we achieved 300 observations, giving
us a total of 947 participants across the three experiments. Out of these participants, 38
had participated in a previous session and are thus excluded from the analysis.7 In the
RiskReturn experiment, there were 294 participants in the role of advisor, 98 participants in
each of the three treatments. In the Dominance Experiment, we had 295 participants in the
role of advisors (98 in the Control treatment, 100 in the Before treatment and 97 in the After
treatment). In the ObviousDominance experiment we had 320 participants (106 in Control,
105 in Before, and 109 in After). 48% of advisors was female across all three experiments.
One out of every ten recommendations was randomly selected and given to a client in
a different session. Advisors knew this incentive structure. In all experiments, clients largely
followed the advisor’s recommendation (76.7% in the RiskReturn Experiment, 80.7% in the
Dominance Experiment and 73.5% in the ObviousDominance Experiment).8 We found no
difference in following depending on the recommendation, A or B across all experiments and
treatments (Fisher’s exact test, p>0.1).
6The piece of paper for the recommendation only included the message “I recommend you to choose
Product .” Advisors were asked to write down A or B.
7Our intention was to exclude anyone who had participated in the pilot experiment but a failure in
the filter meant that some subjects still participated. The results remain unchanged if these subjects are
included.
8These fractions are analogous to those of previous work using the sender-receiver game to study deception
(e.g., Gneezy, 2005; Sutter, 2009; Dreber and Johannesson, 2008).
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3 Results
3.1 The RiskReturn Experiment
Figure ?? displays the fraction of advisors recommending investment A in the three treat-
ments of the RiskReturn Experiment. The percentage of advisors recommending A in the
Control treatment is 30.6%. When information about the incentive tied to A is provided
before reading about A, advisors are significantly more likely to recommend it (test of pro-
portions, Z = 4.30, p < 0.001). They recommend A in 61.2% of the cases in the Before
treatment. In contrast, the rate of A recommendations drops to 32.7% of the cases in the
After treatment (Z = 4.01, p < 0.001). This rate does not differ significantly from that in
the Control treatment, 30.6% (Z = 0.31, p = 0.759).
Table 1 below confirms the results using regression analysis by comparing the likeli-
hood of recommending A in the Before and Control treatment to that of the After treatment
in each experiment (columns (1)-(3)). In the RiskReturn experiment, the likelihood of rec-
ommending A increases by 28.6 percentage points in the Before treatment, relative to the
After treatment, which is the baseline. The difference between the Before and Control treat-
ments is also significant, as shown in the last row of Table 1. A detailed comparison of the
Before and After treatments relative to the Control treatment is shown in Appendix A.
Overall, our results are in line with the self-deception hypothesis, Hypothesis 1. When
self-deception is easy (the Before treatment), the $1 commission distorts advice, increasing
the fraction of A choices by 30.6 percentage points relative to the Control treatment. By
contrast, when self-deception is harder (the After treatment), the effect falls to 2.1 percentage
points, and is no longer significant. Trivers (2011) suggests that men may be more likely to
self-deceive (and act overconfidently) than women. We do not find differences between male
and female participants. The results of the analysis of gender differences are presented in
Appendix A.
The results of the RiskReturn experiment could also be consistent with two alternative
explanations. One alternative explanation is that participants in the Before treatment avoid
evaluation altogether and simply recommend the incentivized investment, either because of
the incentives per se, or because they perceive the incentives as a signal that the incentivized
13
(a) Fraction of A recommendations in the RiskReturn experiment
(b) Fraction of A recommendations in the Dominance experiment
(c) Fraction of A recommendations in the ObviousDominance experiment
Figure 2: A recommendations by experiment
Note: the error bars represent 95% confidence intervals.
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investment is in fact the better product. Second, the smaller bias could also result from
preferences for consistency (Cialdini, 1984; Falk and Zimmermann, 2015). That is, advisors
in the After treatment might have a preference to stick to the first judgment they formulate
in their minds prior to learning about the incentive. In what follows, we report the results
of the experiments that we conducted to study the constraints to self-deception. These
experiments also help in ruling out these alternative explanations.
3.2 The Dominance Experiment
Figure ?? displays the fraction of advisors recommending A in the three treatments in the
Dominance experiment. In the Control treatment, participants recommended A in 13.3% of
the cases. In the Before treatment, advisors recommended A at a higher rate, in 53% of the
cases. In contrast, in the After treatment advisors recommended A in 24.7% of the cases,
which is significantly smaller than in treatment Before (Z = 4.06, p < 0.001). The results
also reveal that advisors are less likely to recommend A in the Control treatment (13.3%)
than in the After treatment (24.7%) in the Dominance experiment (Z = 2.04, p = 0.041).
The distortion in recommendations in the Before treatment, relative to the After
treatment, is similar to that in the RiskReturn experiment (28.3 percentage points), as seen
in column (2) of Table 1. Difference-in-difference estimates, which allow us to compare
the effect of the Before and Control treatments on recommendations in the Dominance
experiment to those in the RiskReturn experiment, are shown in column (4) of Table 1. If
there is less scope for self-deception in the Dominance experiment, the coefficient for the
Before treatment should be significantly smaller in this experiment. We find no evidence
that this is the case. The point estimate for the coefficient Before treatment X Dominance
is close to zero and not significant. These results therefore suggest that advisors are able to
engage in self-deception even when they have only “minimal” reasons to recommend A, in
line with Hypothesis 2B.
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Table 1: Treatment Effects on the Likelihood that A is Recommended across the Three Experiments
(1) (2) (3) (4)
Pr(A is recommended)
Risk Obvious
Experiment: Return Dominance Dominance All
Before 0.286*** 0.283*** 0.011 0.286***
(0.069) (0.067) (0.063) (0.069)
Control -0.020 -0.115** -0.133** -0.020
(0.067) (0.056) (0.057) (0.067)
Dominance experiment -0.079
(0.065)
Before X Dominance experiment -0.003
(0.096)
Control X Dominance experiment -0.094
(0.087)
ObviousDominance experiment -0.033
(0.065)
Before X ObviousDominance experiment -0.275***
(0.093)
Control X ObviousDominance experiment -0.113
(0.088)
Constant 0.327*** 0.247*** 0.294*** 0.327***
(0.048) (0.044) (0.044) (0.048)
Observations 294 295 320 909
R-squared 0.080 0.133 0.023 0.098
Before vs. Control (p-value) 0.000 0.000 0.013 -
Notes: Columns (1) to (4) report the estimates of a linear probability model. Using probit regressions we obtain
leads to very similar results, as shown in Appendix A. We use linear probability models estimates due to the
difficulty in interpreting interaction effects in probit models (Ai and Norton, 2003). The dependent variable is
a dummy that is equal to 1 when A is recommended. The variables ‘Before treatment’ and ‘Control treatment’
are dummy variables taking value 1 if the treatment is Before or Control, respectively. The omitted category
is the After treatment. The Dominance and ObviousDominance variables take value 1 for the Dominance and
ObviousDominance experiments respectively. The final row reports the results of a Wald Test for the equality of
the Control and Before coefficients. Robust standard errors are reported in parentheses.
*** Significant at the 1% level; ** Significant at the 5% level; * Significant at the 10% level.
3.3 The ObviousDominance Experiment
Figure ?? displays the fraction of advisors recommending investment A in the ObviousDom-
inance experiment. In this experiment, investment A is recommended 16% of the time in the
Control treatment. The fraction of A recommendations observed in the Before treatment
(30.5%) is no longer significantly different from the fraction observed in the After treatment
(29.4%, Z = 0.18, p = 0.858). In other words, the timing of information about the incentive
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no longer affects recommendations in this experiment. Compared to the Control treatment,
A is recommended more frequently in the Before treatment (Z = 2.48, p = 0.013), as well
as the After treatment (Z = 2.33, p = 0.020).
In column (4) of Table 1 we show that the Before-After effect is significantly weaker in
the ObviousDominance experiment than in the RiskReturn experiment and the Dominance
experiment. The increase in A recommendations observed in the Before treatment of the
RiskReturn experiment relative to the After treatment (of 28.6 percentage points) is almost
completely eliminated in the ObviousDominance experiment, where it is 27.5 percentage
points weaker. A similar result is obtained comparing the Dominance treatment, where the
Before treatment increases A recommendations by 28.3 percentage points, to the Obvious-
Dominance experiment, in which the effect of the Before treatment is 27.1 percentage points
weaker.
The results of the ObviousDominance experiment rule out the alternative mechanisms
we discussed above. Specifically, both consistency and evaluation avoidance would predict
a treatment difference between the Before and After treatment, independent of the charac-
teristics of the lotteries. However, we find that the difference between the Before and After
treatment is significantly smaller in the ObviousDominance experiment, suggesting that these
alternative explanations cannot explain the larger difference observed in the RiskReturn and
Dominance experiment.
Taken together, the three laboratory experiments provide novel evidence on some of
the factors that constrain people’s ability to preserve desirable beliefs about the ethicality
of their recommendation. In the RiskReturn and Dominance experiments, we show that
learning about the commission after forming an initial judgment limits advisors’ ability
to self-deceive (i.e., convince themselves that their recommendation matches the clients’
preferences), even in presence of ambiguity that could be used to rationalize decisions ex-
post. We interpret this as evidence that changing advice after having had an opportunity to
form an unbiased evaluation of the two investments makes it substantially harder for advisors
to preserve the (biased) belief that their advice is what the client would prefer.
We further document another constraint in advisors’ ability to self-deceive. Advisors’
ability to self-deceive persists even when there is minimal scope for convincing oneself that
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recommending A is ethical, as in the Dominance experiment. However, advisors are no longer
able to justify recommending the investment that allows them to earn more money when
one investment option is unambiguously better than the other (as in the ObviousDominance
experiment).
4 Mechanisms of Self-Deception: Belief Distortion and
Choice for Self
The bias in recommendations in our three laboratory experiments is consistent with self-
deception. Yet these experiments provide indirect evidence of self-deception, since we did
not measure beliefs. To provide direct evidence of self-deception, we ran additional online
experiments. In these experiments we follow the design of the laboratory experiments and
collect two additional measures: advisors’ beliefs about the investment recommendation the
client would prefer and advisors’ choices for themselves between the two investments. Since
we conducted these experiments online, we also test whether our results from the laboratory
replicate in a different sample.
4.1 Procedures
We conducted three experiments (RiskReturn, Dominance and ObviousDominance) on Ama-
zon Mechanical Turk in the Spring of 2019. We focus on the Before and After treatments
only (excluding Control), because of our interest in measuring self-deception. We recruited
participants to a 3-minute study for a fixed payment of $0.25. We adapted the instructions
to this online setting, dividing all payoffs in the experiment by four. In all experiments,
investment A was a 50-50 lottery between $0.50 and $1. Investment B was a 50-50 lottery
between $0.25 and $1.75 in the RiskReturn experiment, between $0.50 and $1.50 in the Dom-
inance experiment and between $1.25 and $1.75 in the ObviousDominance Experiment. The
advisor’s commission for recommending A was always $0.25. Whereas in the lab experiment
the advisor only had a 1 in 10 chance to be matched with a client, in the online experiments
we implemented a 1 to 1 matching between the advisor and the client.
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At the beginning of the experiment, the advisor was informed about her role in the
experiment, and was informed about her task of recommending one of two investment op-
tions (A and B) to a client. Then, the advisor was told she would receive $0.25 for her
participation. In the Before treatments, the advisors also received information about her
own commission. Thereafter, the advisor was presented with the details about A and B.
In this online setting, we did not ask the advisor to make her recommendation in writing.
Instead, we prompted the advisor to carefully consider her recommendation after seeing the
investments, in part by forcing advisors to spend at least 45 seconds on the screen that
described the investments before proceeding.
Before asking the advisor to make a recommendation, we elicited the advisor’s beliefs.
Advisors indicated which recommendation, A or B, they thought the client would prefer.9
Measuring beliefs before asking subjects to make their recommendation could perhaps dis-
tort their recommendation. We chose this procedure, which follows Babcock et al. (1995),
because it allows us to capture whether learning about the commission before learning about
the investments biases advisors’ beliefs at the evaluation stage.10 We did not incentivize be-
liefs, using measures such as coordination games (Krupka and Weber, 2013), because we were
interested in measuring what the advisor believes herself is preferred by the client, and not
what others believe is ethical. Using incentives could also reduce the scope for self-deception.
Existing studies in other contexts suggest that simple non-incentivized measures of beliefs
perform similarly to incentivized ones (e.g., Friedman and Massaro, 1998; Sonnemans and
Offerman, 2001; Trautmann and van de Kuilen, 2014; Hollard, Massoni and Vargnaud, 2016).
After the belief elicitation task, the advisor moved to the final screen, which asked her to
provide her recommendation to the client. In the After treatment, advisors learned about
their commission prior to being asked to provide their recommendation.
At the end of the experiment, we asked advisors to choose between the two invest-
ments, A and B, as a reward for themselves. One randomly chosen advisor within each
experiment actually received the payoff of A or B at the end of the study. Measuring ad-
9The exact question was “Which Product do you think the client would prefer?”. The answer was “I
believe the client prefers Product A/B.”
10This measure may introduce social image concerns with respect to the experimenter if advisors wish to
make recommendations in line with their beliefs.
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visors’ choices for themselves follows Chen and Gesche (2018), who show that advisors are
more likely to choose an investment product for themselves and for a client after having been
previously incentivized to recommended it to another client. The screens for the experiment
are presented in Appendix B.
In each experiment, we aimed at collecting at least 100 observations of attentive
subjects per treatment. We measured attention after advisors had provided their recommen-
dations by asking them about the payoffs of investment A, using a multiple-choice question.
Considering potential exclusions due to inattention, we decided to recruit 150 advisors per
treatment in each of the three experiments. We restricted participation to individuals lo-
cated in the US, with an approval rating higher than 80% on their previous HITs. A total
of 900 advisors took part across the three experiments, out of which 899 provided a recom-
mendation. Excluding advisors who answered our attention question incorrectly, there are
269 advisors in the RiskReturn experiment, 283 in the Dominance experiment and 279 in
the ObviousDominance experiment. Including inattentive advisors in our analysis does not
change the results.
We then recruited an additional 899 participants in the role of clients. A total of
88.7% of clients followed the advisors recommendation (90.4% for product A and 85.4% for
product B).
4.2 Results
Beliefs. Are advisors engaging in self-deception, convincing themselves that the incentivized
recommendation is the recommendation the client would prefer? Figure 3 displays the frac-
tion of advisors who believe A is the recommendation preferred by the client, at the evaluation
stage of the Before and After treatment in the RiskReturn, Dominance and ObviousDomi-
nance experiments. In the RiskReturn experiment, 75.2% of advisors consider A the client’s
preferred recommendation in the Before treatment. By contrast, this fraction is only 31.4%
after advisors evaluate the lotteries in the After treatment (Z= 7.18, p<0.001). In the Dom-
inance experiment, 46.6% of participants consider A the recommendation the client would
prefer whereas this fraction is only 8.1% in the After treatment (Z= 7.18, p<0.001). In the
ObviousDominance experiment, the difference in beliefs becomes smaller: 29.9% of partici-
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pants consider A the investment recommendation the client would prefer, and this fraction
is 10.6% in the After treatment (Z= 4.04, p<0.001). Panel B of Table 2 confirms these re-
sults and shows that the gap between the Before and After treatment becomes significantly
smaller in the ObviousDominance experiment.
Hence, learning about one’s incentive prior to evaluating the investments distorts ad-
visors’ beliefs toward the investment that allows them to earn a commission. In line with the
idea that reducing ambiguity over the better recommendation limits self-deception, advisors
are progressively less likely to distort their beliefs when we move from the RiskReturn to the
Dominance, and to the ObviousDominance Experiment.
Recommendations. Figure 3 displays the fraction of advisors recommending investment A
in the Before and After treatment in the three experiments. The pattern of recommenda-
tions in the two treatments replicates the results from the lab experiments, though the gap
between the Before and After treatment in this online sample is smaller. In the RiskReturn
experiment, 86.0% of advisors recommend A when they learn about their own incentives be-
fore evaluating the two investment options, whereas 75.0% of advisors recommend A when
they learn about their incentives afterwards (Z= 2.28, p=0.02). In the Dominance experi-
ment, 73.6% of advisors recommend A in the Before treatment, whereas this fraction is only
59.3% in the After treatment (Z= 2.57, p=0.01). Finally, there is no significant treatment
difference in A recommendations in the ObviousDominance experiment, with 48.9% of the
advisors recommending A in Before and 45.1% of advisors recommending A in After (Z=
0.64, p=0.52).
Panel A of Table 2 confirms these results. In the RiskReturn experiment, the likeli-
hood of recommending A increases by 11 percentage points in the Before treatment. Sim-
ilarly, in the Dominance experiment it increases by 14 percentage points. By contrast, in
the ObviousDominance experiment the difference in A recommendations is small (4 percent-
age points) and no longer significant. However, given the smaller Before-After gap in the
RiskReturn experiment, we are unable to detect a significant decrease in the size of the gap
between the Before and After treatments.
Taken together, the results of these experiments qualitatively replicate the pattern
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(a) RiskReturn experiment
(b) Dominance experiment
(c) ObviousDominance experiment
Figure 3: Beliefs, recommendations, and choices for self by experiment
Note: the error bars represent 95% confidence intervals.
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documented in the lab experiments. Learning about the incentive prior to evaluating the
two investments only led to a significantly higher fraction of A recommendations in presence
of some scope for self-deception.
Table 2: Recommendations, beliefs and choices for self in the online experiments
(1) (2) (3)
Experiment: RiskReturn Dominance ObviousDominance
Panel A: Pr(A is recommended)
Before treatment 0.110** 0.144** 0.038
(0.048) (0.056) (0.060)
Constant 0.750*** 0.593*** 0.451***
(0.037) (0.042) (0.042)
Observations 269 283 279
R-squared 0.019 0.023 0.001
Difference-in-difference
Before treatment relative to RiskReturn (p-value) - 0.650 0.347
Panel B: Pr(Advisor believes client prefers A)
Before treatment 0.438*** 0.385*** 0.194***
(0.055) (0.047) (0.047)
Constant 0.314*** 0.081** 0.106***
(0.039) (0.024) (0.026)
Observations 269 283 279
R-squared 0.192 0.182 0.058
Difference-in-difference
Before treatment relative to RiskReturn (p-value) - 0.446 0.001
Panel C: Pr(Advisor chooses A for herself)
Before treatment 0.274*** 0.122*** 0.018
(0.059) (0.040) (0.037)
Constant 0.307*** 0.074*** 0.099***
(0.039) (0.023) (0.025)
Observations 269 283 279
R-squared 0.076 0.031 0.001
Difference-in-difference
Before treatment relative to RiskReturn (p-value) - 0.029 0.000
Notes: Columns (1) to (3) report the estimates of linear probability model on recommendations (Panel A), advisor beliefs
(Panel B), and advisor choices for herself (Panel C). Each column reports results for one experiment. The dependent
variable in Panel A is a dummy that is equal to 1 when A is recommended. The dependent variable in Panel B is a
dummy variable that is equal to 1 if the advisor believes A is the recommendation preferred by the client. The dependent
variable in Panel C is a dummy that is equal to 1 when the advisor chooses A for herself. The variable ‘Before treatment’
is a dummy variable taking a value of 1 if the treatment is Before. The omitted category is the After treatment. The
difference-in-difference test in the bottom row is based on a regression that interacts the ‘Before treatment’ with dummy
variables for the respective experiments. Robust standard errors are reported in parentheses.
*** Significant at the 1% level; ** Significant at the 5% level; * Significant at the 10% level.
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Choice for Self. As an additional test of self-deception, we investigate advisors’ choices
between the two investments, when asked to pick an investment for themselves. In the
RiskReturn experiment, we find that 58.1% of the advisors choose investment A for them-
selves, whereas this fraction is only 30.7% in the After treatment (Z= 4.53, p<0.001). In
the Dominance experiment, the fraction of advisors choosing A in the Before treatment is
smaller, 19.6%, but a gap between the Before and After treatment persists: only 7.4% of
advisors chooses A in the After treatment (Z= 2.97, p=0.003). This result suggests that a
substantial fraction of advisors convince themselves that investment A is the better recom-
mendation, to the point of choosing it for themselves. Consistent with this interpretation,
we find that beliefs are significantly correlated with choices for the self, and the difference
between the Before and After treatments is no longer significant when controlling for beliefs.
These results are shown in Appendix A.
In line with smaller scope for self-deception, in the ObviousDominance experiment
we see no gap in A choices between treatments: 11.7% of advisors choose it in Before and
9.9% of advisors choose it in After (Z= 0.49, p=0.62). In all the experiments, the fraction of
participants who chooses A for themselves in the After treatment is similar to the fraction
of advisors who believe A is preferred by the client in that treatment. Panel C of Table 2
confirms these results using regressions.
Overall, the results from the online experiment confirm the results of the lab and
provide additional evidence for the self-deception mechanism. As in the laboratory, we find
that a minimal justification is enough to enable advisors to recommend A.
4.3 Discussion
How can the findings in our experiments in the laboratory and online be reconciled within
one framework? In Appendix C we develop a stylized framework, that simplifies Be´nabou
(2015), in which advisors derive self-image utility from providing advice that they believe is
in line with what the client would prefer. In the Before treatment, advisors have information
about their incentives from the start, and can form motivated beliefs about whether the
client would prefer an A recommendation. By contrast, in the After treatment, advisors are
initially unaware of the commission, and most advisors evaluate B as the recommendation
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preferred by the client. When learning about the incentives later, recommending A may
come at the cost of losing their initial self-image, which decreases the share of advisors
recommending A. Comparing the results across the three experiments provides information
about the nature of self-deception costs that can explain the results in this setting.
Specifically, in our framework an internal observer evaluates the actions of the decision
maker. The internal observer does not know whether the decision maker truly believes A
to be the recommendation preferred by the client, but evaluates the decision maker’s stated
belief as well as her recommendation to form a belief about her type. Self-deception takes
the form of biased updating by the observer, as in Be´nabou (2015).
An important question is what determines the cost of self-deception? In our framework
we assume that it is constant (and specifically zero). What our empirical evidence reveals is
that this is a plausible assumption. Empirically, the extent of self-deception is the same in
the RiskReturn and Dominance experiments, although fewer individuals actually believe A
to be the client’s preferred recommendation. This indicates that a positive share of decision
makers who truly believe A is preferred by the client is sufficient for self-deception to arise,
consistent with a constant cost. To conclude, our model and the experimental findings
suggest that advisors primarily care about the expected payoffs of the client and that the
costs of self-deception can be modeled as a constant. These assumptions could be used in
future research aimed at finding ways to reduce the scope for self-deception.
5 Conclusion
Understanding the conditions under which experts give biased advice can help structuring
policies to reduce such behavior. For example, physicians may believe incentives (e.g., re-
ceiving fees for each procedure they perform or gifts from pharmaceutical companies) do
not influence their judgment and some financial advisors may believe not to be influenced
by commissions. These beliefs allow them to receive incentives while maintaining their self-
image as unbiased professionals. The evidence suggests these experts are wrong, as incentives
do distort their judgment in many cases (Steinman et al., 2001; Moore et al., 2010; Cain,
Loewenstein and Moore, 2011; see also Malmendier and Schmidt, 2017). This biased judg-
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ment comes at a cost to the patients, who may not receive the best available treatment
or may pay more for it, or to clients, who may end up making decisions that hurt them
financially.
Our findings advance the broader literature on belief-based utility (e.g., Loewenstein
and Molnar, 2018; Be´nabou and Tirole, 2016; Golman et al., 2016; Mobius et al. 2014) by
outlining some of the constrains to people’s ability to preserve and defend desirable beliefs
about themselves. They also have implications for the literature on preferences for truth-
telling. People are averse to lying (e.g., Gneezy, 2005; Dreber and Johannesson, 2008; Sutter,
2009) and cheating, even when cheating does not rely on deceiving and changing the beliefs
of the receiver (Charness and Dufwenberg, 2009; Fischbacher and Fo¨llmi-Heusi, 2013; Shalvi
et al. 2011, 2012). The most striking result in this literature is that people do not lie much,
even in presence of strong incentives (Abeler et al., 2019). In these experiments, individuals
choose whether to misreport an objective state of nature. Similarly to our ObviousDominance
experiment, this environment does not allow room for self-deception. Our data suggests that
the relatively low lying rates observed in these experiments may be due to subjects’ inability
to distort their beliefs about the ethicality of their behavior.
Examples in which expert advice is biased by incentives are plentiful and have a huge
impact on efficiency and fairness. One solution for this problem is to limit such incentives
when possible. For example, moving physicians from fee-for-service to salary-based com-
pensation schemes may limit the extent of overtreatment. However, such changes may be
hard to implement due to pushback from lobbyists, or due to the high costs of monitoring
and enforcement. We propose additional approaches that may reduce the effectiveness of
incentives in distorting judgment. The first relates to the timing of decisions, by having
experts first evaluate the options and only then receive information about the incentives. If
the first evaluation of a financial product or service is unbiased, such evaluation could po-
tentially persist over time, provided the environment is sufficiently stable and the scope for
a self-serving re-evaluation of the product or service is limited. A second approach involves
providing experts with as much information about the client’s preferences as possible. In
the case of physicians, this could involve eliciting the patient’s willingness to try a riskier or
longer treatment, which may be cheaper. In the case of financial advisors, this would imply
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making investor risk profiles as concise as possible.
Taken together, our findings illustrate how people have psychological costs associated
with distorting advice. Creating procedures that reinforce the role of self-image costs can
reduce unethical behavior by ethical-but-biased individuals (Chugh, Bazerman and Banaji,
2005), and thereby increase the well-being of many, who depend on others to receive medical,
financial, legal and policy advice.
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