Estimating accurate bolometric fluxes for stars requires reliable photometry to absolutely flux calibrate the spectra. This is a significant problem for studies of very bright stars, which are generally saturated in modern photometric surveys. Instead we must rely on photometry with less precise calibration. We utilize precisely flux-calibrated spectra to derive improved filter bandpasses and zero points for the most common sources of photometry for bright stars. In total we test 39 different filters in the General Catalog of Photometric Data as well as those from Tycho-2 and Hipparcos. We show that utilizing inaccurate filter profiles from the literature can create significant color terms resulting in fluxes that deviate by 10% from actual values. To remedy this we employ an empirical approach; we iteratively adjust the literature filter profile and zero point, convolve it with catalog spectra, and compare to the corresponding flux from the photometry. We adopt the passband values that produces the best agreement between photometry and spectroscopy and is independent of stellar color. We find that while most zero points change by < 5%, a few systems change by 10-15%. Our final profiles and zero points are similar to recent estimates from the literature. Based on determinations of systematic errors in our selected spectroscopic libraries, we estimate that most of our improved zero points are accurate to 0.5-1% or better.
INTRODUCTION
Stellar effective temperatures (T eff ) are generally determined through a variety of indirect methods, such as the infrared flux method (IRFM, Blackwell & Shallis 1977; Casagrande et al. 2006 Casagrande et al. , 2010 , fitting observations to synthetic spectra (e.g., Valenti & Piskunov 1996) , or using equivalent widths and/or line ratios (e.g., Sneden 1973; Sousa et al. 2010 Sousa et al. , 2011 ). Because of model errors and the need for a zero point for IRFM these methods must be calibrated using direct methods. The principal direct method is interferometry, which can be used to determine a star's angular diameter (θ). With θ and a measurement of the star's bolometric flux (F bol ) we can calculate effective temperature from a rewritten form of the Stefan-Boltzmann Law:
where σ is the Boltzmann constant. Because Equation 1 defines T eff , it provides an empirical, and accurate method to establish the true T eff scale of stars. Typically F bol is measured using flux-calibrated empirical templates (e.g., Pickles 1998) or models (Allard et al. 2012 ). Broadband photometry is used to inform which template or model is the best match to the star and used to derive the absolute flux calibration (for a more detailed description of this method see van Belle et al. 2008) . Even when using the star's true spectrum instead of a template, the spectrum must be absolutely calibrated using photometry because of slit losses, atmospheric variability, etc.. Thus both methods are sensitive to errors in photometry, particularly errors common to entire photometric systems such as inaccuracies in the zero point and filter passband. Such errors could explain much of the systematic difference seen between F bol values for the same stars when using different photometry (Boyajian et al. 2012; Mann et al. 2013b) .
Most modern astronomical work can make use of precisely calibrated photometry from surveys such as the Sloan Digital Sky Survey (Stoughton et al. 2002; Abazajian et al. 2009 ) and the Two-Micron All-Sky Survey (2MASS, Skrutskie et al. 2006 ). However, long-baseline interferometry is currently limited to the largest and/or nearest stars, whose photometry is almost always saturated in such surveys. Instead, we must make use of older photometry, often from the General Catalog of Photometric Data 5 (GCPD, Mermilliod et al. 1997) , which is a collection of photometry on > 200, 000 stars from > 2500 papers. The GCPD contains more than 80 systems over a wide range of wavelengths, which makes it particularly useful for flux calibrating spectra and deriving spectralenergy distributions for bright stars. However, most of these photometric systems are calibrated no more precisely than 5% (see Bohlin et al. 2014 , and references within).
Recent improvements in reduction techniques and instrumentation for long-baseline optical interferometry (e.g., Ireland et al. 2008; ten Brummelaar et al. 2012) have enabled the measurement of the stellar angular diameters (θ) to better than 2% for stars of sufficient brightness and angular size (e.g., Berger et al. 2006; Boyajian et al. 2013; Huber et al. 2013; von Braun et al. 2014 ).
Errors of 1-2% in the angular diameter result in errors in T eff of just 0.5-1% (≃30 K for a Sun-like star) ignoring errors in F bol . In order to be limited by the error in θ (which is typically the harder quantity to measure) F bol must be measured with an error 2%. More importantly, F bol values need to be free of systematic errors, which could conceivably arise from zero point and filter profile errors in the photometry, deviations in the shape of the spectrum, or inaccurate corrections for interstellar reddening.
When converting magnitudes into fluxes, a slightly erroneous filter profile (i.e., different from the true system profile) or red leak will result in color-terms (Bessell 1990; Bessell & Brett 1988) . Specifically, flux derived from convolving the filter profile with the spectrum will differ from the flux calculated from corresponding photometry as a function of the color of the star. One can reverse-engineer the filter passband by calculating synthetic fluxes from precisely calibrated spectra, then comparing these values to the corresponding flux derived from the photometry of the same stars (e.g., Straizys 1996; Maíz Apellániz 2006) . The filter profile can be adjusted until the difference between the synthetic and observed fluxes is a constant independent of the star's color, and then the zero point adjusted until that constant is on average ≃ 0. This method is entirely empirical, and takes into account the full system throughput, but is limited by systematic errors in the spectral flux calibration.
In this paper we make use of several well-calibrated spectroscopic libraries to verify and derive revised filter bandpasses, zero points, and corresponding errors for photometry of bright stars (GCPD, Tycho-2, and Hipparcos). In Section 2 we describe our sample of spectroscopic libraries and in Section 3 we give a rundown of the photometric sample. In Section 4 we explain how we derive new filter bandpasses by forcing the synthetic and observed photometry to give consistent fluxes. In Section 5 we detail our revised properties for different photometric systems, compare our parameters to those in the literature, and estimate the error on our zero points. We conclude in Section 6 with a brief summary and highlight how our findings can significantly alter conclusions about F bol values for cool stars.
SPECTROSCOPIC SAMPLE
A spectroscopic sample that is optimal for our purposes would include a large number (> 100) of stars with photometry in the GCPD covering a wide range in B − V color, and contain spectra with significant wavelength coverage to include as many bands as possible. The MILES library (Sánchez-Blázquez et al. 2006; Falcón-Barroso et al. 2011 ) is one of the largest (≃1000 stars) and spans a wide range of B − V colors. However, MILES spectra cover only 3525-7000Å, which excludes sections of the bluest (e.g., Johnson U , Geneva U , Ström-gren u) and reddest (e.g., Cousins I) optical filters. We resolve not to use MILES even for the passbands covered to maintain data homogeneity. Libraries like the Indo-U.S. Library (Valdes et al. 2004 ) have both wide wavelength coverage and a large number of stars, but the narrow slit, observing conditions, and joining of multiple observations with different gratings means that the flux calibration is unlikely to have sufficient precision and accuracy for our purposes.
For optical passbands we use the Next Generation Spectral Library (NGSL, Gregg et al. 2006; Heap & Lindler 2007) , which includes spectra of 374 stars spanning −0.3 < B − V < 1.8. NGSL spectra are taken with the Space Telescope Imaging Spectrograph (STIS) on the Hubble Space Telescope (HST) using three different gratings (G230LB, G430L, and G750L). This provides spectral coverage from 2000Å to 10000Å. The only optical filter in our sample (Section 3) not covered by NGSL spectra is Johnson I. Although the NGSL library contains fewer stars than MILES, the superior wavelength coverage is critical because it enables us to include far more filter systems in our analysis. Further, the relative flux calibration of HST STIS spectra is expected to be accurate to 0.5% (Bohlin et al. 2001; Bohlin & Gilliland 2004a,b) , which is superior to what can currently be achieved from the ground.
For the NIR bands (Johnson JHKL) we utilize the Infrared Telescope Facility (IRTF) spectral library (Cushing et al. 2005; Rayner et al. 2009 ), which includes 210 F, G, K, and M stars with wavelength coverage 8000-50,000Å. Only ≃ one third of these stars have JHK photometry in the GCPD, but this is better than comparable NIR catalogs, which tend to cover fainter stars that are less likely to be in the GCPD. The catalog also lacks the bluest stars (B − V < 0.15), but goes significantly redder (B − V > 2) than most spectroscopic catalogs.
Because only 49 stars in the IRTF library have NIR photometry in the GCPD we supplement the IRTF spectra with NIR spectra from ?, Mann et al. (2013b) , and Gaidos et al. (2014) . All of these stars are K and M dwarfs, which biases the sample toward redder B − V colors. However, the paucity of properly flux-calibrated NIR spectra makes this problem difficult to avoid. NIR spectra from these sources were taken with the same instrument and mode, and reduced in an identical manner to that of the IRTF library (Vacca et al. 2003; Cushing et al. 2004) , except that the supplemental spectra cut off at 2.5µm while most stars in the IRTF library extend to 5µm.
We remove stars known to be highly variable ( 0.1 mag variability in V , Samus et al. 2004 Samus et al. , 2010 , stars lacking any photometry in the GCPD, those with an object of similar or greater brightness within 8 ′′ (which will contaminate the photometry), and stars with questionable designations (e.g., the star labeled as GJ 15B in the NGSL catalog is probably GJ 15A based on the spectrum and HST pointing). This leaves 364 stars from the NGSL catalog, 49 stars from the IRTF library, and 59 stars from our supplemental spectra.
PHOTOMETRIC SYSTEMS
We focus our efforts on photometry from the GCPD because it is the most common source of photometry for bright interferometry stars. Many less commonly-used systems in the GCPD, such as Alexander (Jones et al. 1981) and Oja (Häggkvist & Oja 1970) , lack photometry for stars in our spectroscopic sample. To determine the minimum number of spectra required we run our analysis (Section 4) on random subsets of the U BV filter sample. We find that if the subset contains 40 spectra (independent of how many photometric points there are per spectrum) the resulting filter profile is frequently ( 30% of the time) outside the range of profiles generated by our Comparison of V magnitudes from the GCPD U BV E and U BV systems. The median difference is 0.000, and the mean difference is 0.001 with a standard deviation of ≃0.02, which is consistent with measurement noise and/or stellar variability. Much of the photometry in the GCPD listed under different names are actually on the same system. See Section 3 for details.
analysis of the full set (see Section 5.2 for more details). We therefore require that to be included in our analysis a system/filter must have photometry for at least 40 stars in our spectroscopic sample and these >= 40 stars span at least 1 magnitude in B −V color. We exclude Johnson R and I from our tests. Johnson I is not fully covered by either of our spectral libraries, and Cousins R and I (which we do test) are more commonly used compared to their Johnson counterparts. We list all photometric systems tested in this paper in Table 1 .
The GCPD differentiates between photometric systems even though they are in fact indistinguishable. The Straizys system (Kakaras et al. 1968) and Vilnius systems are identical; B and V from the Cape (GCPD name U cBV ) system are in the Johnson system; GCPD systems U BV and U BV E are indistinguishable ( Figure 1) ; and (RI)C, Eggen, and U BV RI all contain Johnson U , B, and/or V measurements in addition to their own unique system measurements. For our purposes we analyze systems with identical or nearly identical parameters together.
Initially we adopt the zero point and filter profile given in the GCPD (listed in Table 1 ). Many of these systems have been subsequently revised (e.g., Maíz Apellániz 2006 ; Bessell 2011; Bessell & Murphy 2012) . However, our analysis only requires an approximate value for these as an initial guess. We compare our final filter profiles to updated literature values in Section 5.
In addition to the photometry listed in Table 1 we analyze photometry from Hipparcos (van Leeuwen & Fantino 2005; van Leeuwen 2007) , and Tycho-2 (Høg et al. 2000) . We download 2MASS photometry (for the NIR data), although we do not attempt to derive new zero points or filter profiles for 2MASS, as the calibration of our NIR data is not sufficiently precise to improve upon the calibration from Cohen et al. (2003) . Rather, 2MASS data is only included to improve the absolute flux calibration of the NIR spectra. For Hipparcos and Tycho-2 photometry we use the initial zero points and system sensitivities from Bessell & Murphy (2012) and for 2MASS we use those from Cohen et al. (1992 Cohen et al. ( , 2003 .
As noted by Bessell & Murphy (2012) and Casagrande & VandenBerg (2014) , there is some confusion in the literature regarding photonic (photon-counting) versus energy response functions. Since the bands are generally normalized the difference is a factor of λdλ (see Equations 2 and 3 below), which can be very significant for broadband photometry. For references that provide ambiguous information we assume they report photonic filter profiles, as we found this gave better agreement with our final results. We convert all photonic response curves to energy response functions (more appropriately called system sensitivity, which we denote as S x ). The energy response is easier to use when calculating synthetic fluxes from flux-calibrated spectra (generally in energy units). For our derived filter profiles (Section 5, Appendix A) we report energy response functions.
Photometry for each star is downloaded from the GCPD using the python script GCPD3
6
. Photometry from Hipparcos, Tycho-2, and 2MASS (with errors) are downloaded using the IDL routine QUERYVIZIER 7 .
ANALYSIS
Here we compare the literature photometry with the flux calibrated spectra and derive updated filter profiles, zero points, and photometric corrections.
4.1.
Comparing photometric fluxes to spectroscopic fluxes The synthetic flux (f syn,x ) is the flux in the sample spectrum, integrated over the filter profile, where the transmission of the filter is a wavelength dependent quantity, and is calculated using the formula:
where f λ is the flux-calibrated spectrum
) as a function of wavelength (λ). S x (λ) is the system's energy sensitivity for the filter x (e.g., U , B, V ), defined as:
where QE(λ) is the unit-less fractional transmission (i.e., photons detected/photons received). The combination of Equations 2 and 3 put us in accord with Equation A11
from Bessell & Murphy (2012) and Equation 3 from Bohlin et al. (2014) . All synthetic fluxes are calculated using custom IDL routines, but we test to ensure consistency with the commonly used python tool Pysynphot. Corresponding photometric fluxes from GCPD, Hipparcos, Tycho-2, and 2MASS photometry (denoted by f phot,x ) are computed using the formula:
where m x is the magnitude and f 0,x is the zero point for band x. For this work we use flux units 6 https://github.com/awmann/GCPD3 7 http://idlastro.gsfc.nasa.gov/ftp/pro/sockets/queryvizier.pro 8 The more appropriate term for f is radiative flux density or spectral irradiance, but for simplicity we use the more common astronomy term, flux or spectrum. Note. -Details of the photometric sample can be found in Section 3.
a The effective width (W eff ) is defined as: W eff = Sx(λ)dλ /max(Sx(λ)). This is essentially the equivalent width divided by the maximum throughput within the filter bandpass. b N ph is the number of photometric points included in our analysis, Nst is the number of spectra with measurements in that filter. N ph ≥ Nsp because many stars have more than one measurement in a given band. c Tycho, and Hipparcos not in the GCPD, so we list their common name.
) rather than magnitudes when discussing zero points because they are more intuitive when discussing fractional differences (e.g., 30% is easier to imagine than 0.39 magnitudes) and because they are more practical for absolutely flux calibrating spectra. We report magnitudes where possible for reference.
In most cases, spectrophotometric libraries have precise relative flux calibrations (i.e., flux levels as a function of wavelength) but can still have significant absolute flux calibration errors (i.e., the whole spectrum is off by a constant). Bessell & Murphy (2012) solve this by renormalizing their spectra using precise Hipparcos (H P ) magnitudes. Instead, we renormalize using all available photometry, which is also more resistant against outlier photometry (e.g., taken during a flare) and enables us to include stars lacking H P magnitudes. Specifically, after we compute synthetic and photometric fluxes we multiply each spectrum by a constant, C, which we define as:
where denotes the median, which we calculate over all bands (x) for a given star. This serves to absolutely flux calibrate each spectrum. The 1σ error on C is assumed to be the standard deviation of f phot,x /f syn,x values after removing 5σ outliers. Note that although we are calibrating the spectrum using uncorrected (and possibly erroneous) photometry, our process for fixing the photometric parameters is iterative and converges quickly (see Section 4.2 for more details). We show two example calibrated spectra in Figure 2 with the photometric fluxes for comparison. In theory it is possible to get a better C (and error estimate) using a robust weighted mean instead of a median. This is impractical because: a) measurement and zero point errors (and hence weights) for the GCPD photometry are not known, b) while Tycho-2 and Hipparcos report measurement errors, zero point errors are not known, and 3) a median does a better job at ignoring outlier photometry when there are only ≃5 measurements.
We show the distribution of corrections (C) applied to each of our libraries in Figure 3 . The distribution similar to that derived for the NGSL library by Bessell & Murphy (2012) , who renormalize their spectra using Hipparcos photometry alone. In general the corrections are small for the NGSL library, but there are a number of outliers with > 20% corrections. Most of these outliers are also seen in the distribution of renormalizations from Bessell & Murphy (2012) , although many they identify appear to be cut by our variability criterion (See Section 2). Corrections for the IRTF library often exceed 10%. Estimated errors on the normalization are also generally larger for the IRTF data (∼1-3%) than for the NGSL library (< 1%). This is because there are typically only 5-6 photometric points for a given star in the NIR (2MASS JHK S and Johnson JHK) while most of the NGSL stars have > 30 photometric measurements, and because of lower precision flux calibration for the IRTF library.
Once the spectrum has been renormalized, we recalculate all synthetic fluxes following Equation 2. We then examine the ratio of photometric to synthetic flux (f phot,x /f syn,x ) as a function of B −V . B −V magnitudes for each star are computed Tycho-2 B T and V T using the formula from Mamajek et al. (2002) , where available. For stars lacking Tycho-2 magnitudes we use B − V colors from the GCPD. We use B − V as a measure of color because it is the only color index that is available for all stars in our spectroscopic sample.
We find significant discrepancies between synthetic and photometric flux as a function of B − V color (see Figure 4 for two examples). The shape and amplitude of the trend with B − V varies for each filter/system, but tends to be worse for filters with larger wavelength coverage (broader). Differences between photometric and spectroscopic fluxes of 10-20% are typical for broad filters and for the reddest and bluest stars. Both broad and narrow filters typically show systematic offsets (≃5-10%) from a (median) flux ratio of unity.
The trends we see in f phot,x /f syn,x with B − V can be explained by errors in the filter profile. For example, an optical filter profile that is redder than the true system throughput will include extra flux from an M star because the SED of the M star is increasing with wavelength over the filter passband, but miss flux from an A star because the SED is decreasing. We illustrate a simple version of this effect in Figure 5 . More complicated trends like that seen in Figure 4a are the consequence of multiple, overlapping issues with the filter profile. Errors in width, shape, and central wavelength of the filter passband combined with non-smooth spectra (e.g., a deep temperature sensitive feature somewhere in the passband) can give rise to such polynomial relations.
We note that most filters show trends significantly closer to linear than what we see with Johnson U shown in Figure 4 .
Although the trends are large they are also relatively tight, specifically, the scatter around a polynomial fit to the data is small. An examination of the outlier points indicates that many of the stars have additional discrepant photometry in the same filter, suggesting stellar variability or erroneous measurements can explain much of the scatter. Although we screened for known variables and tighter binaries, many will be missed. For statistical purposes we do not remove any of these outlier points.
The disagreement between photometric and spectroscopic fluxes decreases if we adopt more recent system parameters from the literature. For example, if we use filter profiles and zero points from Bessell & Murphy (2012) for the Johnson U , B, and V filters the B and V synthetic and photometry-based fluxes agree at the level of ≃2-6%, compared to 10-15% when using the GCPD parameters. Small trends with B − V color are still present but only amount to 2-6% changes over 1.5 magnitudes in B − V . The improvement in U is much less significant ( Figure 6 ). This is most likely because Bessell & Murphy (2012) make use of the MILES library, which does not cover all of the U band. Instead they have to interpolate past the end of their spectra, which introduces error.
Deriving new system parameters
We derive a new passbands and zero points for each band using a Monte Carlo (MC):
• Adjust the filter profile's shif t, skew, and broad, which we define according to the following equations:
where λ mod and S mod are the wavelength and flux levels for the modified filter profile, λ peak is the wavelength of maximum flux transmission. Figure 7 shows how each of these parameters changes the overall profile.
• Normalize filter profiles such that their maximum transmission is unity.
• Recalculate synthetic fluxes (f syn,x ) for all stars from the calibrated spectra and the modified filter profile.
• Flag and remove points with f phot,x /f syn,x more than 5σ outside a 20-point running robust mean.
• Calculate and apply a correction to zero point such that the median f phot,x /f syn,x is 1.
• Calculate the probability that B − V is correlated with f phot,x /f syn,x using a Spearman rank test (Spearman 1904 ).
• Compute the RMS scatter in f phot,x /f syn,x . The above steps are repeated, each time adjusting the shif t, skew, and/or broad parameters, which in turn alter the filter profile. Shif t is varied from 0.9 to 1.1, broad from −2 to 2, and skew from −5 to 5, all in increments of 0.01. The range of values for shif t, skew and broad are conservatively large (by design); none of our final filter profiles are near the limits for any parameter. After the MC is complete, we adopt the filter parameters that yield a < 50% probability of a correlation with B − V and the smallest scatter in f phot,x /f syn,x . We show illustrative examples of steps in the MC chain in Figure 8 . The Spearman rank test is best at identifying linear trends in the data. If there are significant non-linear trends in the data, a Spearman rank test might find a low probability of correlation even for highly correlated data. We remedy this by splitting the data into two subsets along the median B − V color and then recalculate the Spearman rank coefficient on each subset and for each MC step. We throw out profiles that show statistically significant correlation in either subset. Examination of remaining f phot,x /f syn,x versus B−V color plots suggests this method is sufficient to remove obvious poor profiles.
The absolute flux calibration factors we apply to each spectrum (see Section 4.1, Figure 3 ) are based on uncorrected photometry. Although C (Equation 5) is calculated from the median of many points, the normalizations will still be slightly off due to errors in the filter parameters. To remedy this, we re-derive the absolute flux calibration constant for each library spectrum using the updated filter parameters. The changes are generally small, with a median normalization change of 0.3%, but the largest changes are >10% (stars with few measurements or most measurements in the same filter), and show a trend with stellar color (the reddest and bluest stars change the most). After renormalizing the spectra with updated filter parameters we rerun the MC, deriving new filter profiles and zero points, this time with better-calibrated spectra. This process is repeated until changes in the derived zero points and filter profiles are negligible (< 0.1%). For most filters this happens after just 2-3 iterations, with the worst cases taking 5 iterations.
RESULTS

Updated Passbands and zero points
We list our final derived parameters for each system in Table 2 . Zero points are given in erg cm
, but can be converted to magnitudes using the formula:
Full normalized filter curves are given in the Appendix. For Johnson JHK filters our derived passbands are indistinguishable from the original. Compared to other systems we examine, there is a paucity of measurements for JHK that overlap with our spectroscopic sample. Given this, and the larger errors associated with flux calibration of NIR data we decide to adopt the original filter profiles, but still adjust the zero points for these three filters.
In Figure 9 we show f phot,x /f syn,x as a function of B − V for two sample filters using our revised curves and zero points. Inspection of analogous plots for all filters and systems indicates that our profiles are removing Figure 5 . Example of how slightly inaccurate filter profiles create color-terms. We show the spectrum of the B6 star HD 174959 (blue) and the K7 star HD 201092 (red). These stars are selected because they have nearly identical V magnitudes. When we use the correct V filter profile (solid black line) the derived fluxes for both stars are nearly identical (black dot). If we shift the filter passband 1% redward (dashed line) the derived flux increases by ≃ 6%, but decreases by ≃ 6% for the B6 star (red and blue stars). The effect has a similar magnitude but opposite sign when we shift the filter blueward. More details can be found in Section 4.1 systematic trends in the data.
In Figure 10 we show a comparison of the input (original) zero points to those derived from our MC analysis. Of the 42 filters tested, 32 change by < 5%, 6 change by 5-10%, and 4 change by > 10%. Input zero points are meant as an initial guess for the MC, and are not necessarily the best available. Thus we also compare to the more recent analysis of Bessell & Murphy (2012) for Johnson U BV , Cousins RI, Hipparcos, and Tycho-2 photometry. Our zero points are within 2% of those from Bessell & Murphy (2012) , with the exception of the Johnson U filter, for which we disagree by 5%. We suspect the difference is due to their use of the MILES library, which does not cover the full U band.
In Figures 11, 12 , and 13 we compare our derived filter profiles to those from Bessell (2011) Figure 4 for the Johnson U band, but using the zero points and passbands are taken from Bessell & Murphy (2012) . This is an improvement over the older system parameters but a significant trend is still seen. Note that the Y-axis scale is similar but not identical to that in Figure 4 .
Murphy (2012). The differences appear relatively small, but small differences can have a big impact for the bluest and reddest stars (see Figures 4 and 6) . Note that zero point and filter profile changes are also correlated. If we adopt the input filter profiles we derive zero points which are generally closer to the originals, but this reintroduces color-terms.
Understanding Errors
One important aspect of our analysis is to come up with an estimate for the error on the zero points. A simple method would be to calculate the standard error on the ratios of observed to synthetic fluxes (f phot,x /f syn,x ). Because most bands have ≫ 100 points and the standard deviation of f phot,x /f syn,x within a given filter tends to be small (1-3%), this method would suggest zero point errors 0.2%. This is unrealistically small because our analysis is dominated by systematic errors. In particular the largest source of error is errors in the spectrophotometric calibration of the NGSL or IRTF spectra. Note. -Zero points are all derived from our MC analysis (see Section 4). Errors are calculated from estimates of systematic errors in the flux calibration of our spectra and the standard error (see Section 5.2). Full filter profiles are given in the Appendix.
Flux calibration better than 1% in the NIR is extraordinarily difficult because time-dependent changes in the sky (seeing, transmission, etc.) create wavelengthdependent flux losses that vary between target and standard observations. Cushing et al. (2005) and Rayner et al. (2009) mitigate for this by observing at the parallactic angle. By absolutely calibrating the library to 2MASS and comparing the residuals, Rayner et al. (2009) estimate that the IRTF library has spectral slopes accurate to 1-3% percent, although our own analysis suggests it is ≃ 1%, and much of the variation actually arises because of larger errors in 2MASS photometry for the brightest stars (non-linear part of the detector or saturation). Differences between 2MASS and the IRTF spectra are consistent with random errors, but we cannot rule out (systematic) slope errors of 1%. To be conservative we add 1% errors in quadrature with the standard errors calculated for zero points on JHK photometry.
Space-based spectra should be able to achieve extremely accurate relative flux calibrations, since the major source of error for ground-based observations is removal of time-dependent noise from the sky (Young et al. 1991; Mann et al. 2011 ). However, the instrument and telescope can also introduce slope changes. In fact, an earlier version of the NGSL had significant errors in the spectral shape due to imperfect centering of the target on the slit. This was later calibrated out in post-processing, but highlights the difficulties in precisely flux calibrating spectra.
To test the level of noise expected from shape errors we compare NGSL spectra with well flux-calibrated groundbased spectra from Mann et al. (2013b) for 10 overlapping stars (see Figure 14 for an example). Slope differences are < 2% in all cases, and on average are 0.9%. Mann et al. (2013b) report slope errors of 0.5-1% in their spectra based on repeat observations. This suggests most of the difference between the ground-and space-based spectra can be explained by errors in the ground-based (5)- (7) on the filter profile. Shif t moves the central wavelength, broad adjusts how narrow or broad the profile is, and skew changes relative transmission between the blue and red end of the profile. Relatively large values of each parameter are used for this Figure to make the effect more clear.
data. With this small comparison sample we cannot rule out slope errors as large as 0.5%, so we conservatively add this to the standard errors on the zero points for all optical photometry. Final zero point errors are listed in Table 2 for all systems included in our analysis.
For any given filter our analysis produces a large number of acceptable filter profiles, i.e. profiles which have no statistically significant color terms and an RMS in f phot,x /f syn,x within a factor of two of the smallest RMS (we adopt the smallest RMS as the true filter). In Figure 15 we show an example distribution of all acceptable filter profiles that comes out of our MC analysis. For all filters the distribution is similarly tight, which suggests that the adopted profiles are fairly reliable and that we are getting close to the real system parameters. This also suggests that errors on our derived filter profiles are relatively small.
SUMMARY AND DISCUSSION
In our effort to improve measurements of F bol and, by extension T eff and/or R * , we tested the zero points and passbands for 42 different filters across a range of photometric systems. To this end we took advantage of the precise relative flux calibration of the NGSL and IRTF spectral libraries. By comparing flux calculated from the photometry to the corresponding flux in the spectrum we showed that errors in zero points and filter passbands can lead to flux errors of > 25% for the bluest and reddest stars.
To derive new passbands and zero points, we ran an MC analysis on each of the 42 filters in our sample. The MC found the filter parameters that produce the best agreement between spectroscopic and photometric fluxes free of correlations with the color of the star. For most bands the changes were relatively small (e.g., < 5% in zero points), but some changed by > 10%. Changes in filter profiles were also generally small, but still had a very significant effect on stars with extreme colors, and hence are important to avoiding systematic errors.
We estimated errors in our zero points by considering possible shape (relative flux calibration) errors in the NGSL and IRTF spectra. Based on a comparison to spectra from other sources, we estimated that the relative flux calibration of the NGSL library is good to 0.5%, although this may be a conservative estimate. For the IRTF spectra, the flux calibration is worse because of the complications involved in flux calibration NIR spectra from the ground. We expect that zero points for NIR filters are still good to ≃ 1% for most bands.
We also have estimated errors on the filter profiles by considering the range of reasonable filter profiles that come out of our MC analysis (Figure 15 ). We report these errors alongside our derived filter profiles in the Appendix. However, readers are cautioned that these errors are highly correlated. For example, if we adopt transmission values lower than the best-fit value for the red end of the filter, then it's likely we will have to reduce the throughput in the blue in order to avoid introducing a color term.
Our analysis has assumed that the true filter profile is a simple correction to the original profile. More complicated changes are more difficult to take into account because it makes parameter space too wide for the number of data points. For example, red leaks, which are common for blue filters, can easily give rise to color terms like those seen in this paper. However, most CCDs optimized for blue filters have low quantum efficiency in the red, and hence are only mildly affected by red leaks. Given that we are able to derive filter profiles free of color terms even for photometry taken from different sources, using different detectors and optical systems suggests that few, if any of these filters are subject to very significant red leaks. Future analysis with additional spectra will enable us to search using more complicated filter profiles and confirm this suggestion empirically.
The presented revisions (see Table 2 ) are derived based on data in our spectroscopic sample that span the range −0.4 B − V 1.7. Consequently, we caution the reader that there may be color-terms in the filter profiles that only become apparent at more extreme red and blue colors.
We note that our derived system sensitivities are not necessarily the true profile. It is certainly possible that a system sensitivity could produce no color terms and still not match the original standards, although this raises the issue of whether it is possible to define a true system in an absolute sense. Original system definitions are rarely determined with the precision we can achieve today. It is unlikely that CCDs and filters installed are perfect clones of the original system, and even if they were, filters/instruments are often changed and observations are corrected using imperfect transformations to put data back onto the standard systems. This data amalgamation makes it difficult to define a single system sensitivity that describes all the photometry. However, narrow range of system profiles that comes out of our MC analysis is promising, and suggestive that even if our parameters do not match the original system they are useful and accurate for calculating synthetic photometry and fluxes.
Future efforts to calibrate NIR photometry will require spectra with better spectrophotometric calibration. The X-Shooter library (Chen et al. 2011 ) offers a special advantage because it is build from optical and NIR spectra taken simultaneously. In this case optical photometry Figure 10 . Fractional difference between zero points derived in this work and those from Table 1 . Horizontal error bars indicate the W eff for the given filter. Vertical error bars show the estimated error in our own zero points. While many filters change by < 5%, five change by more than 10%, including three off the scale of the Figure can be used to absolutely flux calibrate the spectrum, and then the NIR region can be used to independently test the NIR photometry. Unfortunately, the currently available version of the X-shooter library contains only optical data. Another advance will come with the expansion of the NGSL library (HST approved program ID 13776). This is expected to widen the color of the sample and provide an opportunity to revise/test the spectrophotometric calibration.
One of the primary motivations of this study was to significantly improve on the precision and accuracy of derived bolometric fluxes for stars observed with longbaseline optical interferometry. The shifts in filter profiles are especially important for this, because color terms will lead to systematic differences in the absolute photometry. This will correspondingly shift the absolute flux calibration, and hence, the derived F bol and T eff for any given star. Effective Temperature (K) Figure 16 . Values of F bol calculated using updated parameters from this work (new) compared to those calculated using the original input parameters (old). Errors are calculated from the scatter in the normalization and measurement errors in the spectrum.
We highlight this point by recalculating F bol for the K and M dwarfs from Boyajian et al. (2012) and Mann et al. (2013b) , first using the original system parameters and then using the updated parameters from this work. We follow the same procedure to flux calibrate the spectra, i.e., use the median correction from all available photometry. As in Mann et al. (2013b) , we extrapolate beyond the edges of the spectrum using a Rayleigh-Jeans law or Wien's approximation for the red and blue end, respectively. The F bol is then calculated from the numerical integral of the entire spectrum. In Figure 16 we show the comparison of F bol using old and new photometric system parameters. There is a clear systematic offset caused by the differences in absolute flux calibrations. This amounts to a median offset of 3%, which is statistically significant for most stars, and is highly significant if we consider the full sample. Further, the offset is larger for the coolest (reddest) stars (3-7%), emphasizing the importance of accurate photometric system parameters to reducing systematic errors.
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