In this paper, we show that the eigenvalues of certain classes of Cayley graphs are integers. The (n, k, r)-arrangement graph A(n, k, r) is a graph with all the k-permutations of an n-element set as vertices where two k-permutations are adjacent if they differ in exactly r positions. We establish a relation between the eigenvalues of the arrangement graphs and the eigenvalues of certain Cayley graphs. As a result, the conjecture on integrality of eigenvalues of A(n, k, 1) follows.
Introduction
Let Γ be a simple graph with vertex set ν. The adjacency matrix of Γ is a ν × ν matrix where its rows and columns indexed by the vertex set of Γ and its (u, v)-entry is 1 if the vertices u and v are adjacent and 0 otherwise. By eigenvalues of Γ we mean the eigenvalues of its adjacency matrix. A graph is said to be integral if all its eigenvalues are integers. All graphs considered are finite (multi-)graphs without self-loops.
Cayley graphs
Let G be a finite group and S be an inverse closed subset of G. The Cayley graph Γ(G, S) is the graph which has the elements of G as its vertices and two vertices u, v ∈ G are joined by an edge if and only if v = su for some s ∈ S.
A Cayley graph Γ(G, S) is said to be normal if S is closed under conjugation. It is well known that the eigenvalues of a normal Cayley graph Γ(G, S) can be expressed in terms of the irreducible characters of G. In general, if S is not closed under conjugation, then the eigenvalues of Γ(S n , S) may not be integers [13] (see also [1, 17, 20] for related results on the eigenvalues of certain Cayley graphs). Problem 1.3. Find conditions on S, so that the eigenvalues of Γ(S n , S) are integers.
Let 2 ≤ r ≤ n and Cy(r) be the set of all r cycles in S n which do not fix 1, i.e. Cy(r) = {α ∈ S n | α(1) = 1 and α is an r-cycle}.
For instance, Cy(2) = {(1 2), (1 3), . . . , (1 n)}. It was conjectured by Abdollahi and Vatandoost [1] that the eigenvalues of Γ(S n , Cy(2)) are integers, and contains all integers in the range from −(n − 1) to n − 1 (with the sole exception that when n = 2 or 3, zero is not an eigenvalue of Γ(S n , Cy(2)). The second part of the conjecture was proved by Krakovski and Mohar [17] . In fact, they showed that for n ≥ 2 and each integer 1 ≤ l ≤ n − 1, ±(n − l) are eigenvalues of Γ(S n , Cy(2)) with multiplicity at least n−2 l−1 . Furthermore, if n ≥ 4, then 0 is an eigenvalue of Γ(S n , Cy(2)) with multiplicity at least n−1 2 . Later, Chapuy and Féray [4] pointed out that the conjecture could be proved by using Jucys-Murphy elements. In this paper, we generalize this to the following: Theorem 1.4. The eigenvalues of Γ(S n , Cy(r)) are integers.
In fact, Theorem 1.4 follows from Theorem 3.4 which states that for certain subsets S of S n , the eigenvalues of Γ(S n , S) are integers.
Arrangement graphs
The (n, k, r)-arrangement graph A(n, k, r) has all the k-permutations of [n] as vertices and two kpermutations are adjacent if they differ in exactly r positions. Formally, the vertex set V (n, k) and edge set E(n, k, r) of A(n, k, r) are
Note that |V (n, k)| = n!/(n − k)! and A(n, k, r) is a regular graph (part (c) of Theorem 4.2). In particular, A(n, k, 1) is a k(n − k)-regular graph. We note here that A(n, k, 1) is called partial permutation graph in [17] .
The family of the arrangement graphs A(n, k, 1) was first introduced in [11] as an interconnection network model for parallel computation. In the interconnection network model, each processor has its own memory unit and communicates with the other processors through a topological network, i.e. a graph. For this purpose, the arrangement graphs possess many nice properties such as having small diameter, a hierarchical structure, vertex and edge symmetry, simple shortest path routing, high connectivity, etc. Many properties of the arrangement graphs A(n, k, 1) have been studied in [7, 8, 6, 9, 10, 11, 22, 23] .
Let us look at the eigenvalues of A(n, k, 1). Since A(n, k, 1) is a k(n − k)-regular graph, the largest eigenvalue is k(n−k). When n = k, the edge set is an empty set. So, A(k, k, 1) has one eigenvalue only, which is 0. When k = 1, A(n, 1, 1) is the complete graph with n vertices. Therefore the eigenvalues of A(n, 1, 1) are (n − 1) with multiplicity 1, and −1 with multiplicity n − 1. The eigenvalues of the arrangement graphs A(n, k, 1) were first studied in [5] by using a method developed by Godsil and McKay [14] .
In this paper, we will study the eigenvalues of A(n, k, r). We will give a relation between the eigenvalues of A(n, k, r) and the eigenvalues of certain Cayley graphs (Theorem 4.2). We then apply Theorem 3.4 to prove following theorem which was conjectured in [5] . 
Preliminaries
This section contains preliminary materials which will be used to prove the results of the paper.
Adjacency matrix of Cayley graphs
Let G be a finite group. Note that the ring C[G] can be considered as a vector space over C with the
Then we may write
where g = (g 1 , g 2 , . . . , g m ) ⊤ . Note that B is the adjacency matrix of Γ(G, S).
Let H be a subgroup of G and G = l i=1 Ha i be the disjoint union of all the right cosets of H. We may assume that 
In fact, Γ(G, S) is the disjoint union of l copies of Γ(H, S).
Symmetric groups
Let α, β ∈ S n . Then αβ = β • α, i.e. αβ(i) = α(β(i)) for all i ∈ [n]. For example, if α = (1 2 3) and β = (2 3), then
Remark 2.2. Note that some authors define αβ as αβ(i) = β(α(i)). If one follows this definition,
which is also an l-cycle.
Note that every element in S n can be decomposed into product of disjoint cycles and the decomposition is unique. Let a 1 , . . . , a n be non-negative integers such that n i=1 ia i = n. An element α ∈ S n is said to be of type 1 a 1 2 a 2 . . . n an if α has exactly a i number of i-cycles in its decomposition. Let K(a 1 , . . . , a n ) be the set of all elements of S n of type 1 a 1 2 a 2 . . . n an . By (1), one can deduce that K(a 1 , . . . , a n ) = {g −1 ug | g ∈ S n } where u is an element of type 1 a 1 2 a 2 . . . n an . Furthermore,
Integrality
In this section we establish the integrality of certain classes of Cayley graphs. As a corollary, Theorem 1.4 follows.
For each u ∈ G, let Con G (u) be the conjugacy class of u in G, i.e.
A pair of subsets S 1 and S 2 of G are said to be commutative if
We shall use the following well-known fact (see, e.g. [15, p. 92] ). 
Proof 
Let α ∈ S n . We denote the set of elements in [n] moved by α by Move(α), i.e.
In fact, S n (T ) are all those permutations that fix the complement of T . Let id denote the identity element in S n . Then Move(id) = ∅ and id ∈ S n (T ). So, S n (T ) = ∅. In fact, S n (T ) is a subgroup of S n and is isomorphic to S |T | .
For a partition
A subset S of S n is said to be nicely separated if there exists a partition T 1 , . . . , T l (l ≥ 2) of [n] such that
Lemma 3.3. If S is nicely separated, then s ∈ S implies that s −1 ∈ S.
Proof. Let s ∈ S. Then s −1 ∈ Con Sn (s) for s and s −1 must be of the same type (see Section 2.3).
Since s ∈ T (T 1 , . . . , T l ), there exist a ∈ T i and b ∈ T j such that a, b ∈ Move(s) for some i, j with i = j.
This implies that a, b ∈ Move(s −1 ) = Move(s) and s −1 ∈ T (T 1 , . . . , T l ). Hence s −1 ∈ S. Now, id / ∈ S for id / ∈ T (T 1 , . . . , T l ). Hence Γ(S n , S) is a Cayley graph.
Theorem 3.4. If S is nicely separated, then Γ(S n , S) is integral.
Proof. Note that
If S n (T i ) ∩ Con Sn (s) = ∅, we shall ignore this term in (2) . Suppose that
under conjugation with elements in S n (T i ). Let
Using similar argument as in Lemma 3.3, we see that s ∈ S i implies that s −1 ∈ S i . Furthermore, id / ∈ S i . Hence Γ(S n , S i ) is a Cayley graph. By Corollary 1.
Note that S i and S j are commutative and S i ∩ S j = ∅ for 1 ≤ i < j ≤ l. By applying part (a) of Lemma 3.2 repeatedly, we conclude that Γ S n , l i=1 S i is integral. Since S 0 is a union of conjugacy classes in S n , S 0 and l i=1 S i is commutative. Hence, by part (b) of Lemma 3.2, Γ(S n , S) is integral.
Proof of Theorem 1.4. It follows from Theorem 3.4 by noting that Cy(r) is nicely separated with
Recall that K(a 1 , . . . , a n ) = {g −1 ug | g ∈ S n } where u is an element of S n which has exactly a i number of i-cycles in its cycle decomposition. 
Example 3.6. Γ(S n , S) is integral for the following:
Eigenvalues of the arrangement graphs
In this section we establish a connection between the eigenvalues of the arrangement graphs A(n, k, r) and the eigenvalues of certain Cayley graphs. More precisely, we prove that the adjacency matrix of A(n, k, r) (modulo an integer factor) is a quotient matrix of an equitable partition of certain Cayley graphs.
An equitable partition of a graph Γ is a partition Π = (V 1 , . . . , V m ) of the vertex set such that each vertex in V i has the same number q ij of neighbors in V j for any i, j (and possibly i = j). The quotient matrix of Π is the m × m matrix Q = (q ij ). It is well-known that every eigenvalue of the quotient matrix Q is an eigenvalue of Γ (see [3, p. 24 
]).
Let n ≥ k ≥ r ≥ 1 and
Basically, M (r) is the set of all elements in S n that move exactly r elements in [k] . Note that M (r) is inverse closed. Hence Γ(S n , M (r)) is a Cayley graph.
S n (T )α i be the disjoint union of all the right cosets of S n (T ), where α i ∈ S n are the right cosets representative. Note that l = n!/(n − k)!.
Proof. (a) Suppose βα i is adjacent to δα i for some β, δ ∈ S n (T ). Then there is a γ ∈ M (r) such that βα i = γδα i . This implies that γ = βδ −1 ∈ S n (T ), a contradiction.
(b) Since β 0 α i is adjacent to δ 0 α j , there is a γ ∈ M (r) such that β 0 α i = γδ 0 α j . Let δ ∈ S n (T ). Then
(a) (S n (T )α 1 , . . . , S n (T )α l ) is an equitable partition of Γ(S n , M (r)).
(b) Let Q be the quotient matrix of (S n (T )α 1 , . . . , S n (T )α l ) and A n,k,r be the adjacency matrix of the arrangement graph A(n, k, r). Then
Proof. By Lemma 4.1, a vertex in S n (T )α i is not adjacent to any vertex in S n (T )α i , furthermore, if a vertex in S n (T )α i is adjacent to a vertex in S n (T )α j and i = j, then it is adjacent to all the vertices in S n (T )α j . This proves part (a) and that every entry in Q is either 0 or (n − k)!.
Note that we can represent the right coset S n (T )α i by the vector (α i (1), α i (2), . . . , α i (k) ). This is
is impossible as S n (T )α i and S n (T )α j are distinct right cosets. Let Q = [q ij ]. Then q ij = (n − k)! exactly when the two vectors (α i (1), α i (2), . . . , α i (k)) and (α j (1), α j (2), . . . , α j (k)) differ in exactly r positions. This proves part (b).
The sum l j=1 q ij is equal to the degree of a vertex in S n (T )α i in the graph Γ(S n , M (r)). So, l j=1 q ij = |M (r)|. On the other hand, l j=1 q ij is equal to (n − k)! times the degree of the vertex (α i (1), α i (2), . . . , α i (k)) in the arrangement graph A(n, k, r). Hence the degree of the vertex
(n−k)! and part (c) follows. Part (d) follows by noting that (n − k)!λ is an eigenvalue of Q and every eigenvalue of Q is an eigenvalue of Γ(S n , M (r)).
Proof of Theorem 1.5
In this section we give a proof for Theorem 1.5 which is based on the method given in Section 4.
Let A(n, k) = A(n, k, 1). Note that A(k, k) is the empty graph with k vertices and A(n, 1) is the complete graph with n vertices. So, it is sufficient to prove that the eigenvalues of A(n, k) are integers
S n (T )α i be the disjoint union of all the right cosets of S n (T ). Note that l = n!/(n − k)!.
Lemma 5.1.
(a) For 1 ≤ i ≤ l, βα i is not adjacent to δα i in Γ(S n , S) for all β, δ ∈ S n (T ).
(b) For 1 ≤ i, j ≤ l, i = j and β 0 , δ 0 ∈ S n (T ), if β 0 α i is adjacent to δ 0 α j in Γ(S n , S), then for any β ∈ S n (T ), there is a unique δ ∈ S n (T ) such that βα i is adjacent to δα j in Γ(S n , S). By Lemma 5.1, (S n (T )α 1 , . . . , S n (T )α l ) is an equitable partition of Γ(S n , S). Let Q = [q ij ] be the quotient matrix of (S n (T )α 1 , . . . , S n (T )α l ). Then every entry in Q is either 0 or 1. If we represent the right coset S n (T )α i by the vector (α i (1), α i (2) , . . . , α i (k)), then q ij = 1 if and only if the two vectors (α i (1), α i (2), . . . , α i (k)) and (α j (1), α j (2), . . . , α j (k)) differ in exactly 1 position. Thus, Q = A n,k , where A n,k is the adjacency matrix of the arrangement graph A(n, k). This implies that the eigenvalues of A(n, k) are eigenvalues of Γ(S n , S). Now Γ(S n , S) is integral (see Example 3.6). Hence all the eigenvalues of A(n, k) are integers and Theorem 1.5 follows.
