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ABSTRACT 
A linear model showing behavior of the boundary layer type is developed. The 
governing equations have the form I;(t) = &r(t), x(t) > 0, t > 0, where the coeffi- 
cient matrix B depends continuously on two nonnegative parameters and has a 
discontinuity in rank at the origin of the parameter space. The analysis depends on a 
regularization technique for linear systems and on a perturbation result for spectral 
(group) generalized inverses. 
1. INTRODUCTION 
Boundary layer behavior generally arises in the context of either linear or 
nonlinear models of physical phenomena with singular perturbations. These 
perturbations cause a change in character of the governing equations at some 
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critical value of a perturbation parameter. Examples are a change in the order 
of a differential equation, or a change in the rank of the coefficient of highest 
order terms (see [6], for example). Earlier investigations by the first-named 
author (see [4] and [5]> lead to models in which the characteristic boundary 
layer behavior is predicted, but the governing equations have a very different 
form. 
Briefly, if t denotes the time, the basic evolution equation 
i(t) = B(u, p)x(t)> r(0) > 0 
(2 is defined componentwise) is linear and contains two parameters u > 0, 
/3 > 0. Furthermore, the n X n matrix B(u, /3) has linear dependence on 
both parameters (see Section 5 for more details). The solution X(U, 0, t) > 0 
can be shown to exist for all times t 2 0 and to settle at a steady state 
X(U, /3,t> -+ X(U, P, m> in the long run. 
In the applications considered here, the transient state is considered to be 
very rapid, so that the steady state solution is the only one which is observed 
in experiments and hence the only one of interest. Our model can show the 
following characteristic behavior: For small p > 0, and as u increases from 
zero, a rapid change of x(u, P, a> is observed. This may be a rapid amplifica- 
tion effect contained in the underlying chemical network as a response to a 
very small but positive outside stimulus U. Mathematically, the boundary 
layer effect is insured by a drop of the rank of B(u, P> at the origin 
(u, /3) = (O,O). M ore precisely, what we need is that the rank of B(u, P> is 
n - 1 for u > 0, P > 0 except at the origin (u, P) = (0, 01, where the rank 
is less than n - 1. 
We mention that, in typical applications (as in the cascade of vision [17], 
for example), the underlying model is nonlinear in nature. However, a linear 
version contains all the characteristic features and is of the form given above. 
Indeed, it is possible to understand the nonlinear model on the basis of this 
linear version [5]. We mention that in the Na-K pump [18] a boundary layer 
phenomenon arises in experiments and that this circuit is linear. The result- 
ing system of diff erential equations is of the form considered in this paper. 
Let us briefly consider the applications of linear algebra that are made 
here. First, use is made of the notion of a spectral, or group, inverse, and its 
properties necessary for our purposes are reviewed in Section 2. The spectral 
inverse is the proper tool to describe the boundary layer phenomenon which 
is inherent in our system. To this end we need this inverse in the solution of 
some singular systems, which is described along with a regularization tech- 
nique in Section 3. These ideas are employed in the proof of a perturbation 
theorem for the spectral inverse in Section 4. This result has some new 
features that may give it a broader range of applications than our particular 
problem. 
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In Section 5 the model predicting the unperturbed steady state is set up 
using compartment modeling of chemical networks. Some important proper- 
ties of the steady states are described in Corollary 5.2. The p-dependence is 
introduced in Section 6, and explicit formulae for the steady states x(u, /?, a> 
are obtained. Discussion of the boundary layer phenomenon is the subject of 
Section 7 and involves comparisons of lim, j ,,+ x(u, m) with lim,‘ ~ a+ x(u, 
/3, ~1. The development of Sections 5, 6, and 7 is illustrated with examples 
based on simple chemical networks. Computational experiments with two of 
these examples are used to show the formation of the boundary layers. 
2. THE SPECTRAL INVERSE 
If A E Cmx”, the linear space of all complex nz X n matrices, then 
Ker A denotes the kernel, or nullspace, of A, and Im A denotes the image, 
or range, of A. The spectral inverse is to be defined for square matrices 
having the equivalent properties listed in the first proposition. (The dimen- 
sion of a subspace is denoted by dim.) 
PROPOSITION 2.1. Zf A E cnXn and is singular, the following properties 
are equizjalent :
(a) rank A2 = rank A; 
(b) dim Ker A’ = dim Ker A; 
(c) @’ = Im A i Ker A; 
(d) in the Jordan normal form of A, all nilpotent Jordan blocks have size 
one. 
In statement (c), the symbol i denotes a direct sum of subspaces which 
are not necessarily orthogonal. These properties are well known and are easily 
deduced from knowledge of the Jordan canonical form, for example. When 
the conditions of the proposition hold, we shall say that A has index one. 
The spectral inve;se&will now be defined using the general theory of 
functions of matrices (see [lo] or [14]). Define the function f on @ by 
f(h) = {;:-I 
if h#O, 
if A=O. 
Then if A is singular with index one, f is defined on the spectrum of A and 
we write f(A) = A#, the spectral inverse of A. Defining 
i(A) = 
1 if h#O, 
0 if X=0, 
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we have AA# = A#A = i(A). Since { . , ( A#j2, A#; A), A, A’, . ]form a 
group, the spectral inverse is also known as the group inverse (see [3] and 
[7]). The following important properties follow readily from the definition. 
PROPOSITION 2.2. If A is singular with index one, then 
Im A# = Im A. Ker A# = Ker A. 
The next result gives an algebraic definition of the spectral inverse. 
PROPOSITION 2.3. lf A is singular with index one, then X = A# is the 
unique solution of the equations 
AXA=A, XAx=x, XA=AX. 
See [7] for the proof. 
COROLLARY 2.4. If A is singular with index one, then AA# is the 
projection onto Im A along Ker A (i.e., Im AA@ = Im A, Ker AA# = 
Ker A, and ( AA#)2 = AA#). 
The next result is easily verified using the algebraic criteria of Proposition 
2.3. 
PROPOSITION 2.5. If A is nonsingular and 
c= A B 
[ I 0 0 
for some matrix B and compatible zero matrices, then C is singular with 
index one and 
c# = A;’ A,,] 
[ 
3. A REGULARIZATION TECHNIQUE 
First, we have a simple lemma that is readily obtained using (d) of 
Proposition 2.1, for example. 
LEMMA 3.1. Let A be singular with index one. Then there exist biorthog- 
onal bases for Ker A and Ker A*, i.e., there are bases x,, x2, . . , x, and 
y,, ye,. , yu for Ker A and Ker A*, respectively, such that 
(Xk, yj) = Y;FXk = ajk, j,k = 1,2 ,...) Q. 
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Using this lemma, we establish the following regulurization theorem, 
which permits analysis of solutions of singular systems AX = b via a closely 
related nonsingular system A,x = b. 
PROPOSITION 3.2. Let A be singular with 
y1,. . ., ya be biorthogonal bases for Ker A, 
nonzero pl, . . , p, E @ define 
index one, and xl,. . , x, and 
Ker A*, respectively. For any 
A, = A + f pjxjy;. (3.1) 
j=l 
Then A, is nonsingular and 
Ai1 = A# + f $‘xjyj*. (3.2) 
j=l 
Furthermore, if b E Im A then A*b = A,lb. 
Proof. Recall that the orthogonal complement of Ker A*, say (Ker A*) ’ , 
is Im A. Hence, y;“A = yTA# = 0 for j = 1,2, . , CY. Thus, the product of 
expressions on the right of (3.1) and (3.2) quickly reduces to 
AA# + gxjy;. (3.3) 
j=l 
Now the last sum is just the projection onto Ker A along Im A, and this is 
the projection complementary to AA# (Corollary 2.4). Thus, (3.3) reduces to 
AA# + (I - AA#) = I. This confirms the first part of the theorem. The last 
statement follows from (3.2), b ecause 
1,2,. , a. 
b E Im A implies ylTb = 0, j = 
n 
The next proposition concerns the solution of AX = 0 under the addi- 
tional assumption that rank A = n - 1. By A- we denote the transposed 
matrix of cofactors of A. (This is sometimes called the adjoint of A. See 
Section 2.6 of [14], for example.) Thus 
AA-= A-A = (Det A)Z, (3.4) 
and A- Z 0 if and only if rank A > n - 1 (see Section 2.8 of [I4]). 
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PROPOSITION 3.3. Zf A is singular with index one and rank n - 1, and 
y*A = O*, y # 0, then the equations 
Ax = 0, y*x = 1 (3.5) 
have a unique solution x. Furthermore, if e is any vector for which A-e # 0, 
then 
1 
x = -A-e 
y*A e (3.6) 
Proof. Let Ax = 0 and y *x = 0, y Z 0. Then y E Ker A* = (Im A) ’ 
and also y E (Ker A)’ But, as A has index one, @” = Im A i Ker A, and 
so y is orthogonal to C”, a contradiction. Thus y *x # 0 and x can be scaled 
(in a unique way) to satisfy both of the equations (3.5). 
We now verify that the vector x given by (3.6) is well defined and satisfies 
(3.5). Th e e ua ions (3.4) imply A4- = 0 and hence A e E Ker A. Since q * t’ 
Ker A has dimension one, A-e is a nonzero multiple of x. Thus, y*x = 1 
implies y*A-e = 0. It follows immediately that if (3.6) is used to define x, 
then x will satisfy the equations (3.5). n 
4. PERTURBATION OF THE SPECTRAL INVERSE 
We now consider singular matrices A with index one and the effect of a 
perturbation E on the spectral inverse of A. It is well known that some rank 
invariance property is needed if “smooth” variation of (A + E)# is required. 
We assume that E satisfies Im E c Im A, a condition which is naturally 
fulfilled in our applications. Thus, Im( A + E) c Im A. It will also be 
assumed that Z + EA# is nonsingular, which is certainly the case if the 
perturbation is small in the sense that )lE\l < 1) A#IJ-i. Then it follows that, in 
fact, Im( A + E) = Im A and A, A + E have the same rank. 
Since A has index one, we have @” = Im A i Ker A (Proposition 2.1). 
Choose bases xi,. , x,_, for Im A, and x,_,+i,. .., x,, for Ker A. Then 
Xi,-T2,...,X” is a basis for C”. Furthermore, as Im A and Ker A are 
A-invariant, the representation of A with respect to the basis xi, . . , x, has 
the form 
Al 0 
[ I 0 0 
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where A, is nonsingular of size n - (Y. In fact, A is similar to this partitioned 
matrix, and this fact is denoted by 
AA Al 0 
[ 1 0 0’ 
(4.1) 
The symbol A will always denote representations with respect to the fixed 
basis xi, . . . , x,. (Thus if X = [xi, x2, , xn], then M 2 N if and only if 
M = XNX-‘.) 
Since Im E c Im A, we also have 
EL El1 El, 
[ I 0 0 
and 
A+EA A, + El, El, 
0 1 0 . 
(4.2) 
(4.3) 
When A is singular with index one and B = TAT-‘, it follows from 
Proposition 2.3 that B # = TA’T- ‘, and then it is found that 
A# p A,’ 0 
[ 1 0 0’ 
From (4.3) and (4.4) we obtain 
l 0 1 z . 
(4.4) 
(4.5) 
THEOREM 4.1. Let A be a singular matrix of in&x one, and let E be any 
matrix for which Im E c Im A and Z + EA# is nonsingular. Then ( A + E># 
exists and 
(A + E)# - A# = -A#( Z + EA#)-’ 
x (EA# + A#( Z + EA#) -’ E( A#A - z)) (4.6) 
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In particular, when b E Im A, 
(A + E)#b - A#b = -A#( I + EA#)-‘EA#b. (4.7) 
Proof. Since 1 + EA# is nonsingular, 
E,, AL1 is nonsingular. Proposition 2.5 can 
obtain 
it follows from (4.5) that I + 
therefore be applied to (4.3) to 
(A+E)#~ (A, + EL’ (A, +E,,)p2E,z 1, (4.8) 0 0 
Since 
(A, + EJ’ -A,’ = -(A, + E,,)plE,,A,’ 
= -A;‘(Z + E,,A,)m’E,,A,l, 
Equations (4.8) and (4.4) give 
(A+E)#-A#2 -(A, + E,J’E,,A? (A, +EE,,)-~Ew 
0 0 I 
_ -1 -A,‘( Z + E,, Af 0 :] Q E1lc?’ ::I 
-A?(1 + E,,A?-l% 
0 
In the last matrix on the right, use 
E(A#A-I) c [; -p]_ 
and (4.9) yields (4.6). Then if b E Im A, then (A’A - Z)b = 0 (Proposition 
2.4), and (4.7) follows from (4.6). n 
This theorem generalizes a result of Bohl [4], who points out that the 
classical Sherman-Morrison-Woodbury formula is a special case. 
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PROPOSITION 4.3. Zf A is singular of 
Z + EA# is nonsingular, then the matrix 
43 
index one, Im E c Im A, and 
K:= Z +A#(Z + EA#)-lE (4.10) 
is nonsingular. Furthermore, 
(A+E)K=A (4.11) 
and 
K’ = Z + A#E. (4.12) 
Proof. Using the representations of A #, E, and (4.3, it is found that the 
representation of K, as defined in (4.101, is 
K L Z - (A, + EJ’E,, 
[ 
-(A, + E,,)V’E,, 
0 Z 
= (A, + &,)-‘A, 
[ 
-(A, + El,)-‘El, . 
0 Z 1 
Clearly, K is nonsingular and [using (4.311 
(A+E)K& A1 O AA, 
[ 1 0 0 
which is (4.11). Finally, we have 
K-1 2 A?(4 + 4,) 
[ 
4% 
0 Z 1 
= Z + A,‘E,, A,lE,, & Z + A#E, 
0 0 1 
n 
COROLLARY 4.4. For any b E Im A, K determines a one-to-one map 
between the solution manijiolc& of Ax = b and ( A + E)x = b. 
Proof. This follows immediately from Equation (4.11) and the fact that 
K is nonsingular. n 
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In particular, note that K maps Ker A one-to-one onto Ker( A + E). This 
is the form in which we will use Proposition 4.3 and its Corollary. 
5. THE MATHEMATICAL MODEL 
Compartment modeling deals with systems of n chemicals Xi,. , X, 
with concentrations r,, , x, undergoing mass exchange via reactions of 
the form Xi + XJ (i # j). Compartment modeling is widely used in 
biomedicine [l, 8, 91, in enzyme action theory [16], and, in general, to analyse 
chemical networks involving catalytic actions [l]. The underlying mathemati- 
cal systems are initial v&e problems 
i(t) = Bx(t), x(0) = X() a 0, xg + 0, (5.1) 
with an n x n matrix B satisfying the cooperative conditions 
Bij > 0 (i zj), Bii= -tBii (i,j=l,..., n), (5.2) 
i=l 
i+i 
Thus, the system matrix B is always singular, and aTB = OT, where aT = 
(1, 1,. ) 1) E R”, 
In a typical situation a system (5.1), (5.2) is triggered by an outside 
stimulus, which we represent as a single parameter u > 0 entering into the 
entries of the matrix B. This occurs, for example, in the cascade of vision 1171 
and in models describing oscillatory signaling in the slime mold D. dis- 
coideum [lo, 151. In these cases, the entries of the system matrix B(u) are 
real polynomials in the real parameter IA. It retains the cooperative property 
for all IL 2 0 and has the further properties 
rank B(u) = n - 1 for u > 0, 
(5.3) 
rank B(0) < n - 1 for U = 0. 
This change in rank at ZL = 0 is critical for the creation of the boundary layer 
phenomenon, which will be seen to occur as u + 0 if a further parameter 
p > 0 is introduced as described in Section 6. 
Now we write 
i(u, t) = B(u)x(u, t), x(u,O) > 0, (5.4) 
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along with Srx(~, t) = 1 for each u > 0. It is well known that for each 
x(u, O), the unique solution X(U, t) satisfies X(U, t) > 0 for all t > 0 (see 
1131). Furthermore, there is a unique steady stnte solution x(u, a> deter- 
mined by the system 
B(u)x(u,m) = 0, 
(5.5) 
6l‘x(u,m) = 6’x(u,O) = 1. 
Any evolution (5.4) . 1s well known to exist for all times t > 0 and to settle at 
this steady state X(U, a> 2 0 in the long run. 
Write B-(u) for the adjoint of B(u) (see Section 3). We may now apply 
Proposition 3.3 to the equations (5.5) to obtain: 
PROPOSITION 5.1. Let B(u) determine a cooperative system for each 
u 2 0, and assume that, for u > 0, B(u) has rank n - 1 and index one. Let 
e be a fixed vectorfor which B-(u)e # 0 when u > 0. Then the steady state 
solution x(u, m) exists for u > 0 and has the form 
x(u, 00) = [ SrB-(u)e]-‘B-(u)e. (5.6) 
The following corollary is significant only when B(0) has rank less than 
n - 1. 
COROLLARY 5.2. Zf B( ) u is an analytic function of u fc>r u > 0, then so is 
x(u, ~1, and 
x(O,w):= lim x(u,m) (5.7) 
u-o+ 
exists. In particular, if B(u) is a polynomial in u, then the function x(u, w> 
defined by (5.6) is a rational function whose real singularities (if any) occur 
only on the negative u-axis. 
Proof. If B( > u IS analytic for u > 0, then clearly, so is B-(u), and 
hence so are B-(u)e and GTB-(u)e. Now B-(O) = 0, and so B-(u)e + 0 
as u + 0 + Let the elements of B-(u)e have zeros at u = 0 of orders 
mk > m > 0, k = 1,2, . . . , n, and with mj = m for some j. Without loss of 
generality we may also assume that B-(u)e 2 0. Consequently, aTB -(u>e 
> 0 for u > 0 and has a zero at u = 0. Clearly, the order of this zero is not 
less than m. However, since B(u)e 2 0, the entries in this vector have 
nonnegative leading coefficients in their Taylor expansions about u = 0. 
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Consequently, the zero of GTB-(u)e at u = 0 is precisely of order m. 
Hence, the limit of (5.7) exists, and furthermore, X(U, w) has no singularities 
in (0, m). 
If B(u) is a polynomial in u, then x(u, w) is a rational function. It is well 
defined by (5.6) for u > 0 and is continuous at u = 0 by the first part of the 
proof. Hence the result. n 
EXAMPLE 1A. Consider the example of Reference [4]. For positive 
constants k_,, k_,, k,, and k,, B(u) isLdefined by 
-k,u k 0 
B(u) = k,u -(k_,: k,) k_,u 
0 k, -k_,u I. 
We see that sTB(u) = 0, and that B(u) has rank two for u > 0 and rank one 
when u = 0. Then 
B-(u) = 1 
and, using (5.6) with any vector e E [w3 such that aTe # 0, we find 
1 
x(u,m) = 
k-,k_, + k,k_,u + k,k, 
1 k-,k_, 
x(O,m) = 
k_,k-, + k,k, 
i 1 k,ok, 
The results of Corollary 5.2 are easily verified. n 
6. A PERTURBATION PARAMETER p 
In the cascade of vision [17, 4, 51 the purpose of the system (5.4) is to 
amplify a very small outside stimulus 0 < u e 1. The mathematical way of 
expressing this feature is the creation of a boundary layer phenomenon at 
u = 0 [4, 51, which is in general not observed in (5.4). We rather must add a 
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perturbation term PE [4, 51, resulting in 
B(U, p):= B(u) - PE. (6.1) 
Again, the system matrix B(u) is cooperative and satisfies (5.3). Also, the 
(n, n) matrix E [and hence B(u, p)] IS cooperative. In these applications the 
assumption 
Im E c Im B(u) (6.2) 
arises naturally and is maintained throughout the sequel. 
The relations (6.2) and (5.3) imply that the system matrix B(u, /3) from 
(6.1) satisfies 
rank B(O,O) = rank B(0) < n - I, 
(6.3) 
rankB(u,p) = n - I for (u, P) f (O,O). 
The introduction of the perturbation PE (0 < P 4 1) is the result of a linear 
representation of an originally nonlinear effect in the chemical network. 
However, it turns out that linearity [together with discontinuity in the rank of 
B(u, /3) at (u, P> = (0,O)l re ams the main qualitative features of what is t 
going on in the system network. 
As the subspace Ker By is independent of u, so is its orthogonal 
complement Im B(u) = (Span{S])’ This property is now extended to 
Im B(u, P) = (Span{S})L f oru 20, /?>O,and(u,/3)#(0,0>. 
Typically, in biochemical applications, the transient phase which a solu- 
tion of (6.1) undergoes is considered to be very fast, and in practice only the 
steady state solution x(u, 0, m) is of interest. This is the unique solution of 
[B(u) - BE] x = 0, S?‘r = STr(u, p,o> = 1, 
x > 0. (6.4) 
Our next theorem deals with the perturbed system (6.4) [in contrast with 
the system (5.5)]. 
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THEOREM 6.1. Let x(u, t), x(u, B, t) be defined for u > 0 and B > 0 
by (5.4) and (6.11, respectively. Assume that: 
(a) B(u, B) defines a cooperative system for u > 0, B 2 0; 
(b) B(u, B) has index one for u > 0, B > 0; 
(c) (6.2) and (6.3) hold. 
Then for any B > 0 for which I - /3 E B#(u) is nonsingular and for u > 0, 
x(u,B,m) = (I + BB#(u)[Z - PEB’(~)]~‘E)+c+ (6.5) 
Proof. The functions X(U, ~1, X(U, /3, a> are defined for u > 0 and 
B2Oby 
B(u)x(u,w) = 0, [B(u) - BE]+, P>=‘) = 0 (6.6) 
with Grx(u,m) = 1, 6?‘x(u, p,m> = 1. We apply Corollary 4.4 [with A + 
B(u), E + -BE, b = 0] to the equations (6.6). In this case (4.10) gives 
K = I + BB”(u)[Z - BEB#(u)]-‘E. 
Hence, by Corollary 4.4, 
*.= (I + BB”(u)[Z - BEB#(u)]~‘+(u,~) N. 
satisfies [B(u) - BE]z = 0. Furthermore, 6“B#(u) = 0 for all u > 0, and 
so 6’x(u, m) = 1 implies that Srz = 1. Hence, .z = X(U, p, a>. n 
When the perturbing matrix E has low rank, which is often the case in 
practice, a more convenient formula for X(U, P, ~1 is given in the next result. 
THEOREM 6.2. Given the hypotheses of Theorem 6.1, let E have a rank r 
and a full rank decomposition E = FG*. Then 
x(u, B,M) = {I + BB#(u)F[Z, - BG*B’(u)F]-‘G*] x(u>“). (6.7) 
Proof. The result follows from Equation (6.5) if we can show that 
[Z - BEB”(u)]-‘F = F[ I, - BG*B#(u)F] -‘. (6.8) 
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Let u = [I - pEB#(u)]-‘F, and multiply on the left by Z - PEB#(u> to 
see that u = FM for some square matrix M of size r. Since U has rank r, M 
must be nonsingular. Thus, 
which implies 
FM = [I - &EB#(u)] -IF, (6.9) 
F[Z,-PG*B#(u)F]M=FM-PEB#(u)FM=[Z-PEB#(u)]FM=F. 
Since F has full rank, we obtain M = [I, - flG*B#(u>FII’. Substituting in 
(6.9), we obtain (6.8). n 
EXAMPLE 1B. Let B(U) be defined as in Example lA, and define the 
rank one perturbation BE = pfg', where 
f”=[l 0 -11, g?‘ = [k, 0 -k_J (6.10) 
with k,k-, + 0. Then 
-k,u 
~(u, P) = k,u 
[ 
0 
-,,:,j,,, $j - 8[ 1; k ;“;I> 
and it is easily verified that the hypotheses of Theorems 6.1 and 6.2 are 
satisfied. 
Note also that 
0 
-2U 
I 
is a full rank decomposition of B(u) when u > 0. It is easily seen that when 
u > 0, KerB(u) = span{[k_,k_i, k_,k,u, k,k,lT). When k-, = k_, = k, 
= k, = 1, we may calculate from (6.10) (see [3, p. 1631, for example) 
-u 2 -2u-2 u 2u + 2 
P(u) = u-‘(u + 2)_” U2 -2u u2 > 
2u + 2 u _u2 -2u-2 1 
(6.11) 
and note that the singularities are at u = 0, u = -2. 
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7. THE BOUNDARY LAYER PHENOMENON 
In the representation (5.6) for x( u, m) we have S?‘B-(u)e # 0 for u > 0. 
If B(u) depends smoothly on u for u > 0, this same smoothness will be a 
property of B-(u) and h ence of x(u, m). To take advantage of Equation (6.7) 
in examining the smoothness of x(u, P, m) we first use Proposition 3.3. For 
u > 0, B(u) has the regularization 
B,(u) = B(u) + r(u,a)V, (7.1) 
since B(u) has rank n - 1 and G~x(u, m) = 1. The smoothness of B with 
respect to u is now inherited by both x(u, m)and B,(u) and, since B,(u) is 
nonsingular, by B,‘(u). 
In Equation (6.7) we have Im F = Im E c Im B(u), and Proposition 3.3 
also gives 
B#(u)F = B,‘(u)F. (7.2) 
Consequently, B#(u>F has th e smoothness properties of B(u) for u > 0. It 
now follows from (6.7) that at each p for which (6.7) holds, x(u, p, M) is a 
smooth function of u [in the same sense as B(u)] for u > 0. 
We now consider the limiting behavior of x(u, p, w> as u -+ 0 + , and 
compare with that of x(u,~). For /3 > 0 write 
x(0, /3,m):= lim x(u, /3,a) (7.3) u*o+ 
when this limit exists. From Equation (6.7) we have for u > 0, P > 0 
x(u, p,m> = [I + H(u, P)l+?)> (7.4) 
where 
~(u, p):= PB#(u)F[ I, - PG*B#(u)F] -‘G*, (7.5) 
so first consider the existence of the limit 
Ho:= ,L5y+ PB#(u)F[ I, - PG*B#(u)F]~‘G*. (7.6) 
Recalling Corollary 5.2, it is convenient at this point to assume polynomial 
dependence of B(u) on u. This permits easier discussion of the (possible) 
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singularity of B#(u)F at u = 0. Note that in Equation (7.2) we have 
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B#(u)F = B,‘(u)F # 0 
when F # 0. Furthermore, B,‘(u) has a pole at u = 0: To see this, 
[using Corollary 5.2 in Eq ua Ion (7.111 that B,‘(u) has rational t’ 
Therefore, for 0 < Iu] and Iu( small enough we have the expansions 
B;‘(~) = f ijuj, B,(~) = fJ ijuj, j= -k j=O 
(7.7) 
observe 
entries. 
(7.8) 
and the assumption A _j = 0 (j = 1, . . . , ii) implies A, fi, = I, which is 
impossible, because B, is singular by (5.3). From (7.7) and (7.8) we deduce 
the expansion 
B#(u)F = e Bid, B,:=A,F, k E N, k > 0, BP, # 0, (7.9) 
j=-k 
for 0 < (~1, 1~1 small enough. Similarly, we obtain an expansion 
[Zr - G*B#(u)F]-~ = jglAju'> A_, # 0, 1 E Z, (7.10) 
for 0 < (~1, 1~1 small enough, since Z,. - pG*B#(u>F has rational entries. 
Now (7.5), (7.9), and (7.10) yield the representation 
k+Z 
H(u,P) = /iI c (TA),G*u"-(~~') + O(u), 0 < IuI, small, (7.11) 
n=O 
where TA denotes the (k + I + l)-vector of matrices defined for k + 1 z 0 
bY 
B-k 
1. 
() . . . 
B -k+l B-k 
T:= 1 
Bl 
A-1 
A 
A = 
I: 1 
y2+l . (7.12) 
Ak 
If k + I < 0, the sum in (7.11) is empty. 
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PH~POSITION 7.1. The limit H, (defined by (7.6)) exists ij’and only if 
either (a) k + 1 < 0 or (h) k + 1 > 0 and (TA),, = 0 for n = 0,. , k + 1 
- 1. When k + 1 < 0, H,, = 0; and when k + 1 > 0, 
4, = (TA)k+l G* = /3 i BmjAjG*. (7.13) 
j= -1 
The proof follows directly from (7.11) (7.12): Note that (TA),,G* = 0 if 
and only if (TA), = 0, since G* has full rank. 
The presence of the Laurent coefficients Aj in Equation (7.13) is 
unfortunate, but they can be removed in the following special case, giving a 
formula for H,, which is independent of /3: 
PROPOSITION 7.2. Let G*B_, be nonsingular and k + 1 = 0. Then the 
limit H, (de$ned by (7.6)) exists, it is independent of the parameter /3, and 
Proof. 
we obtain 
or 
H,, = -B_k(G*B_k)m’G*. 
Using the equations (7.9), (7.10) in the identity 
I, = [I,. - pG*B#(u)F][Z, - PG”B#(u)F]-‘, 
(7.14) 
I, = -PG*B_,A, + O(u), (7.15) 
A, = -PP’(G*B_J. (7.16) 
Now, Proposition 7.1 applies, and the representation (7.14) results if we use 
(7.15) in the equation (7.13). n 
Now, when H, exists it follows from (7.4) that 
x(0, p,~) - x(0,00) = H,,x(O,m). (7.17) 
On the other hand, (7.5) shows H(u, 0) = o for !A > 0, ~0 that 
x(u,O,w) - x(O,w) = 0 for 21 > 0, 
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and therefore also 
x(u, P>W) - X(O,~) - 0 for u>O, 0 < /3, small. (7.18) 
Comparing (7.17) and (7.18), we find that x(u, p, w) undergoes a rapid 
change for 0 < p small and u > 0 if H,x(O, a) # 0. We call this the 
boundary layer phenomenon. 
To assure that N,x(O, m) # 0 it is necessary that G*x(O, a) # 0 (compare 
Proposition 7.1). In other words, the perturbing matrix E = FG* must 
always be chosen so that Er(0, m) # 0 if boundary layer behavior is to be 
produced. 
It is interesting that, in the special case of Proposition 7.2, H,, is 
independent of /3. Th us we are guaranteed that on some (small) interval 
(0, /3,,> we have, for some c > 0 independent of P, 
provided H, x(0, m> # 0. This epitomizes the boundary layer phenomenon. 
More generally, when H, exists, it may also depend on P, and the behavior 
as a function of /3 near P = 0 may be more complicated. 
EXAMPLE 1C. Let us continue with the illustration of examples lA, 1B. 
For simplicity set kj = 1 for j = -2, - 1, 1,2, so that (6.11) applies. Then 
--I = k = 1 and B_, = -f, A, = P-‘(k, + k_,)-‘, g*B_, = -g*f= 
- (k3 + k_ J. Proposition 7.2 applies if we assume k, + k _ 3 # 0, and we 
obtain 
Checking x(0, a) from Example lA, it is seen that, in general, H, x(0, m) # 0 
and so a boundary layer phenomenon is to be expected. This is demonstrated 
graphically in Reference [4] for physically appropriate values of the 
parameters. 
54 ERICH BOHL AND PETER LANCASTER 
When E has rank 1, as in this case, G*B#(u)F will be a scalar function of 
u, and case (a) of Proposition 7.1 will apply. 
The next example includes a matrix E of higher rank. 
EXAMPLE 2. Consider the interaction of four chemical species X,, X,, 
X,, X, arranged in a row, as illustrated in Figure l(a). Chemical U is injected 
as shown and results in the system matrix 
B 
(a) E , 4 E2 
B \ 
\ E3 
B \ 
EL 
k 12 k23 
‘1 
k0 
I: 
6) 
FIG. 1. Two chemical networks for (a) Example 2 and (b) Example 3 designed to 
show amplification of a small outside stimulus U [compare Figure 2 and Figure 3 for 
(a), (b), respectively. 
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The perturbation P acts in the opposite sense, as shown, so that 
,E=P[ -; _i _; ;I> B(u>P)=B(u)-PE. 
It is assumed that k,,k,,k,u f 0, and then Im E = Im B(u). 
The factorization 
is full rank and can be used to find B#(u) explicitly: 
0 G k,' + k-' 
0 
BW = o 
i 
-k,' -k;iz3 
o 
-kg3 
0 0 0 
and hence k = 1 with 
1 0 0 B-1 0 0 = 
0 0 
0 0 
k,’ 
0 
0 
-k,’ 
k,’ + ki31 + k,‘u-’ 
(7.19) 
if we use the full rank decomposition E = FG*, where 
F= [-; _; _;I. G*= [i 8 8 !]. 
The matrix function [I - pG*B#(u)F]-’ can be computed explicitly. It 
is found to have no singularity at u = 0 (when p > 0 is fixed). Writing 
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Kij = kij/p, K = k,/P, the first Taylor coefficients are 
[ 
0 -K,, -Ku K23 
A,=0 0 -423 
0 0 0 
1 , 
Ku&K 
A, = [ 0 
0 0 1 K,,+l K,,Kz,+K,,+l 
K,,K 0 
0 0 K 
I[ 1 &,+I K,,K,,+K,,+l 
1 K,,+l K,,K,,+K,,+l 
1 
We observe that k = 1 and 1 = 0, so that Proposition 7.2 cannot apply. 
However, from Proposition 7.1 [note that k + 1 > 0 and (TA), = B _ 1 A,, = 01 
we have 
H,=p(BaA,+B-,A,)G*= ; -0’ I-1 1 -1 -K,, t-K,, -K,, +Kz3 -Ku. -1 + Km ,, 0 0  I . 1 K,, 
It is easily seen that X(U, a) = e,, the first unit coordinate vector, for all 
u > 0. Consequently, 
X(O,W) = 
1 0 
0 il 0 ’ x(0, p,m> = (I + H,)e, = ; 0 II 1 
for all positive values of k,,, k,,, and k,. 
For the purpose of numerical illustration, assign the values k,, = 1, 
k,, = 2, and k, = 3. Graphs of the components xj(u, /3, m), j = 1,2,3, are 
presented in Figure 2 as functions of u for /3 = 0.04, 0.07, and 0.10. Note 
the rapid adjustment of x&u, p, m), for example, from the perturbed value 0 
at u = 0, p > 0, to the steady state value of 1 associated with the unper- 
turbed system with /3 = 0. 
EXAMPLE 3. The unperturbed system, and hence B(u), is as in 
Example 2, and hence B#(u> appears in (7.19) and x(u, a) = e, for all 
u > 0. In this case the P-perturbation includes a circular connection between 
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FIG. 2. Steady state solutions for Example 2 dependent on the parameters u 
(horizontal axis) and /3 as shown. Note the formation of the boundary layer in the first 
(upper left diagram) and the fourth (lower right diagram) component. Detailed 
information on the values of the various constants is given in the text. 
the species as indicated in Figure l(b). The perturbation is then 
1 0 0 0 
PE 0 0 0 = P I0 0 0 -1 0 0 0 1 0’ 0 
For F, G we take the vectors f, g defined by 
f'=[l 0 0 -11, gT=[l 0 0 01. 
Then, using (7.19), BT_, = [A,’ 0 0 ki’l and grKl = -k,yl. Now 
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FIG. 3. Steady state solutions of Example 3 depend on the parameters u , I 1 
(horizontal axis) and p as shown. Format as in Figure 2. 
Proposition 7.2 applies and 
-1 0 0 0 
H, 0 0 0 0 = x(0, P,m> = 
1 0 0 0 
0 
0 
0 
1  
With parameter values k,, = 10P5, k,, = 2, k, = 0.3 the results are illus- 
trated in Figure 3. The conclusions are qualitatively like those of Example 2, 
but masked to some extent by the large number k,’ appearing in the (1,4) 
entry of B#(u>. 
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