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METRIC MEAN DIMENSION AND ANALOG COMPRESSION
YONATAN GUTMAN AND ADAM ŚPIEWAK
Abstract. Wu and Verdú developed a theory of almost lossless analog compression,
where one imposes various regularity conditions on the compressor and the decompres-
sor with the input signal being modelled by a (typically infinite-entropy) stationary
stochastic process. In this work we consider all stationary stochastic processes with tra-
jectories in a prescribed set S ⊂ [0, 1]Z of (bi)infinite sequences and find uniform lower
and upper bounds for certain compression rates in terms of metric mean dimension,
mean box dimension and mean Rényi information dimension. An essential tool is the
recent Lindenstrauss-Tsukamoto variational principle expressing metric mean dimension
in terms of rate-distortion functions. We obtain also lower bounds on compression rates
for a fixed stationary process in terms of the rate-distortion function and information di-
mension rates and study several examples. We give a new formulation of the variational
principle for metric mean dimension in terms of the Rényi information dimension.
1. Introduction
1.1. Overview. In recent years, the theory of compression for analog sources (i.e. sto-
chastic processes with values in RZ) underwent a major development (as a sample of such
results see [WV10], [WV12], [JP16], [JP17], [RJEP17], [SRB13], [SRAB17], [GK18]).
There are two key differences with the classical Shannon’s model of compression for
discrete sources. The first one is the necessity to employ regularity conditions on the
compressor and/or decompressor functions (e.g. Lipschitz or Hölder continuity). This re-
quirement makes the problem both non-trivial (since highly irregular bijections between
R and Rn cannot be applied to obtain arbitrary small compression rates) and reasonable
from the point of view of applications (since it induces robustness to noise). The second
difference is the fact that non-discrete sources have in general infinite Shannon entropy
rate, hence a different measure of complexity for stochastic processes must be considered.
One of the most fruitful approaches taken in the literature is to assume a specific struc-
ture of the source signal. Presumably the most prominent instance of such an approach
is the compressed sensing, where the input vectors are assumed to be sparse. 1 In this
2000 Mathematics Subject Classification. 37A05 (Measure-preserving transformations), 37B10 (Sym-
bolic dynamics), 68P30 (Coding and information theory (compaction, compression, models of communi-
cation, encoding schemes, etc.)), 94A29 (Source coding), 94A34 (Rate-distortion theory).
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1cf. [CT05], [CRT06], [Don06]. For a comprehensive treatment on compressed sensing see [FR13]. For
applications in sampling theory see [Eld15]. For similar results in the more general case of signals from
union of linear subspaces see [BD09] and [Blu11]
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setting, the theory of linear compression with efficient and stable recovery algorithms
has been developed. However, strong assumptions posed on the structure of the signal
reduce the applicability of the technique. A different approach was developed in the pi-
oneering work [WV10]. Instead of making assumptions on the structure of the signal,
new measures of complexity related to Minkowski (box-counting) dimension of the signal
were introduced and proved to be bounds on the compression rates for certain classes
of compressors and decompressors. Jalali and Poor ([JP17], [JP16]) developed the the-
ory of universal compressed sensing for stochastic processes with the ψ∗-mixing property,
where the decompression algorithms do not require an a priori knowledge of the source
distribution. The corresponding linear compression rates are given in terms of a certain
generalization of the Rényi information dimension. Similar results for general stationary
processes (assuming an a priori knowledge of process dependent compression codes) were
obtained in [RJEP17].
The goal of this paper is twofold. We adapt the setting from [WV10], but instead of
a single process we consider all stationary stochastic processes with trajectories in a pre-
scribed set S ⊂ [0, 1]Z of (bi)infinite sequences. This corresponds to an a priori knowledge
of all the possible trajectories of the process rather than its distribution. We deal with
the question of calculating minimal compression rates in the sense of [WV10] sufficient
for all such stochastic processes with Borel or linear compressors and Hölder or Lipschitz
decompressors. We depart from the precise setting of [WV10] in several aspects. Instead
of processes with trajectories in RZ, we consider trajectories in the space [0, 1]Z. We con-
sider compression and decompression dependent on the distribution of the input process
as well as compression and decompression independent of the distribution of the input
process but dependent on S. We measure error probability in several ways: almost loss-
less and Lp-mean error for p ∈ [1,∞). We also consider the case where the decompressor
functions are (L, α)-Hölder with fixed L > 0 and α ∈ (0, 1] for all block lengths. Our
main results are upper and lower bounds for such rates in terms of certain geometric and
dynamical characteristics of the considered set S. This constitutes the second goal of
the paper: we introduce notions from the theory of dynamical systems to the study of
compression rates. As we consider stationary processes, it is natural to assume the set S
to be invariant under the shift transformation and hence it can be considered as a topo-
logical dynamical system. The obtained lower bounds are given in terms of the metric
mean dimension of the system (S, shift) - a geometrical invariant of dynamical systems
introduced and studied by Lindenstrauss and Weiss in [LW00]. Existence of connections
between signal processing and mean dimension theory was observed first in [GT15], where
the use of sampling theorems was an essential tool for proving the embedding conjecture
of Lindenstrauss (cf. [Lin99], see also [GQT17]). Another connection between these do-
mains was established recently in [LT18], where a variational principle for metric mean
dimension was given in terms of rate-distortion functions - objects well studied in infor-
mation theory, describing the entropy rate of the quantization of a stochastic process at
a given scale (for more details see [Gra11]). The variational principle is our main tool in
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developing lower bounds on compression rates for all stationary processes supported in S.
We obtain also lower bounds on compression rates for a fixed stationary process in terms
of the rate-distortion function and information dimension rates introduced in [GK17] (see
also [GK18] for an extended treatment). In the scenario where the compressor and decom-
pressor functions are required to be independent of the distribution of the input process
(only depending on S), we introduce mean box dimension of S as the upper bound for
corresponding compression rates. This result is based on the embedding theorem for box
dimension (see [Rob11]). Let us emphasize that the proof of the existence of compressor
and decompressor functions achieving upper bounds is not constructive.
In the paper we interchange between two languages: stationary stochastic processes
and measure preserving dynamical systems on [0, 1]Z. There is no essential difference
between them, since there is a one-to-one correspondence between distributions of sta-
tionary processes with trajectories in [0, 1]Z and shift-invariant probability measures on
[0, 1]Z. In most of the cases we adopt the latter language, since our main tools come from
the theory of dynamical systems.
The paper includes several supplementary results. We consider two classes of subshifts
(cyclic subshifts and subshifts of finite type), for which one can directly calculate or bound
the dynamical notions under consideration. They also serve as a source of examples in
subsequent sections. We employ existence of Hölder surjective maps between unit cubes
to prove a universal upper bound for compression rate with Borel compressor and Hölder
decompressor. We introduce the notion of mean Rényi information dimension of an in-
variant measure for general dynamical systems. Using it, we obtain an alternative version
of the variational principle for subshifts S ⊂ [0, 1]Z. As a part of the theory, we obtain a
uniform upper bound on the exponential growth rate of Brin-Katok local entropies. Even
though we do not apply it directly in the paper, we include it as an interesting and novel
application of metric mean dimension in ergodic theory. We provide several examples,
which serve either as illustrations for obtained theorems or counterexamples showing that
some of results cannot be strengthened.
Some of the results of this work will appear in a conference paper [GS19].
1.2. Organization of the paper. In Section 2 we introduce basic notions and notations.
Section 3 provides a characterization of the topological entropy of a subshift in terms of
almost lossless digital compression and serves as a motivation for the rest of the paper.
In Section 4 the setting of analog compression is introduced (following [WV10]) and the
main results are stated. In Section 5 we introduce geometrical and dynamical notions
of dimensions: metric mean dimension, mean box dimension and measurable mean box
dimension. We recall the notion of the center of a dynamical system. When studying
invariant measures, one may restrict the system to this subset the phase space. In Section
6 we define the rate-distortion function and formulate a variational principle for metric
mean dimension in the case of subshifts, which differs slightly from the original version
of [LT18]. We prove also that (in the general case), it suffices to consider only ergodic
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measures in the variational principle. In Section 7 we develop upper bounds for uni-
form almost lossless analog compression rates with linear compressor and (L, α)-Hölder
decompressor in terms of the mean box dimension. We develop also a universal upper
bound for uniform almost lossless analog compression rates with Borel compressor and
(L, α)-Hölder decompressor, which are based on the existence of surjective Hölder maps
between unit cubes. In Section 8 we obtain lower bounds on analog compression rates with
Borel compressor and (L, α)-Hölder decompressor in terms of rate-distortion functions.
As a consequence, we obtain a lower bound on corresponding compression rates sufficient
for all shift-invariant measures µ supported on subshift S in terms of the metric mean
dimension of S. In Section 9 we introduce two special classes of subshifts (cyclic sub-
shifts and subshifts of finite type) and calculate (or bound) their dynamical dimensions.
Section 10 is devoted to the study of information dimensions and developing bounds on
compression rates for fixed shift-invariant measure µ. Mean Rényi information dimension
is introduced and compared with information dimension rates introduced previously in
[GK17] and [JP17]. Using results from the previous sections, we give a lower bound on
analog compression rates with Borel compressor and (L, α)-Hölder decompressor for fixed
measure in terms of the information dimension rate. We also prove a variational principle
for metric mean dimension of subshifts in terms of mean Rényi information dimension. In
Section 11 we introduce mean Brin-Katok local entropy and observe its connections with
mean Rényi information dimension and metric mean dimension. The Appendix (Section
12), consists of proofs of auxiliary results.
1.3. Acknowledgments. We are grateful to Amos Lapidoth, Neri Merhav, Erwin Riegler
for helpful discussions. Y.G was partially supported by the National Science Center
(Poland) Grant 2013/08/A/ST1/00275. Y.G and A.Ś were partially supported by the
National Science Center (Poland) grant 2016/22/E/ST1/00448.
2. Notation
By N = {1, 2, ...} we will denote the set of natural numbers and by Z the set of integers.
Unless stated otherwise, we take the base of the logarithm to be equal to 2. For a (finite
or infinite) vector x = (xn) and l ≤ k we denote x|kl = (xl, ..., xk). By |A| we will denote
the cardinality of the set A.
In this paper, we apply results from the theory of dynamical systems to the theory of
signal processing.
From the signal processing perspective, we will consider stationary stochastic process
{Xn : Ω→ [0, 1] | n ∈ Z} defined on some probability space (Ω,P). Usually, instead of a
single process, we will be interested in considering all the stationary processes with trajec-
tories in some prescribed set. To that end, we will call a family S = {Sn ⊂ [0, 1]n | n ∈ N}
a projective sequence of blocks if each Sn is a closed subset of [0, 1]n and the following
projection condition holds for all 1 ≤ l ≤ k ≤ n:
Sn|
k
l = Sk−l+1 for all 1 ≤ l ≤ k ≤ n,
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where Sn|kl := {x ∈ [0, 1]
k−l+1| ∃y ∈ Sn y|kl = x}. We say that a stochastic process
(Xn)n∈Z is supported in S if for all n ∈ Z, m ∈ N, the random vector Xn+mn :=
(Xn, Xn+1, ..., Xn+m) belongs to Sm+1 with probability 1. By P(S) we will denote the set
of all stationary stochastic processes supported in S. Our goal is to relate compression
properties of processes from P(S) to the geometrical properties of the family S.
Alternative description of the above setting can be given in terms of dynamical systems
and we will usually take this perspective. By a (topological) dynamical system we
will understand a triple (X , T, ρ), where (X , ρ) is a compact metric space and T : X → X
is a homeomorphism. Some of the notions we consider (e.g. metric mean dimension)
are metric dependent, hence we do not suppress ρ from the notation. For a (countably-
additive) Borel measure µ on X , by T∗µ we will denote its transport by T , i.e. a Borel
measure on X given by T∗µ(A) = µ(T−1(A)) for Borel A ⊂ X . We will say that measure
µ is T -invariant, if T∗µ = µ. By Prob(X ) we will denote the set of all Borel probability
measures on X and by PT (X ) the set of all T -invariant Borel probability measures on X .
We will call a measure µ ∈ PT (X ) ergodic (for transformation T ) if every Borel set A ⊂ X
satisfying T−1(A) = A is of either full or zero measure µ. The set of all ergodic measures
for transformation T will be denoted by ET (X ). For a Borel measure µ on X its support
is the closed set supp(µ) = {x ∈ X : µ(U) > 0 for all open neighbourhoods U of x}.
For an introduction to topological dynamics and its connections with ergodic theory see
[Wal82, Chapters 5-8].
Formally, the connection between signal processing and dynamical systems is given by
considering a special class of systems: subshifts with shift transformation. Assume that
(A, d) is a compact metric space, which we will treat as the alphabet space. We will focus
on the cases of finite A with the discrete metric and A = [0, 1] with the standard metric.
AZ is itself a compact metrizable space when endowed with the product topology. This
topology is metrizable by the product metric
(2.1) ρ(x, y) =
∑
i∈Z
d(xi, yi)
2|i|
,
where x = (xi)i∈Z, y = (yi)i∈Z. Note that diam(AZ, ρ) = 3diam(A, d). Define the shift
transformation σ : AZ → AZ as
σ((xi)
∞
i=−∞) = (xi+1)
∞
i=−∞.
We will be interested in the properties of a given subshift, i.e. a closed (in the product
topology) and shift-invariant subset S ⊂ AZ, which we will interpret as the set of all
admissible signals that can occur on the input. For n ∈ N denote by πn : S → An the
projection
πn(x) = x|
n−1
0 .
Note that there is a one-to-one correspondence between subshifts of [0, 1]Z and projec-
tive families of blocks. Namely, if S ⊂ [0, 1]Z is a subshift, then {πn(S) : n ∈ N} is a
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projective family of blocks. On the other hand, if {Sn : n ∈ N} is a projective family of
blocks, then S = {x ∈ [0, 1]Z : x|n+mn ∈ Sm+1 for all n ∈ Z, m ∈ N} is a subshift.
We will endow [0, 1]Z with a product metric as in (2.1), i.e.
(2.2) τ(x, y) =
∞∑
i=−∞
1
2|i|
|xi − yi|.
Throughout the paper, the letter τ will always denote this specific metric. It metrizes the
product topology on [0, 1]Z. Note that diam(τ) = 3. This choice of the metric may seem
arbitrary, but it turns out that the metric mean dimension for subshifts takes a natural
form when calculated with respect to τ (see Proposition 5.2.8). For vectors x, y ∈ [0, 1]n
and p ∈ [1,∞) we define the (normalized) ℓp distance
‖x− y‖p =
(1
n
n−1∑
k=0
|xk − yk|
p
) 1
p
and
‖x− y‖∞ = max{|xk − yk| : 1 ≤ k ≤ n}.
The following inequalities hold on [0, 1]n for 1 ≤ p ≤ q <∞:
‖ · ‖p ≤ ‖ · ‖q ≤ ‖ · ‖∞ and ‖ · ‖∞ ≤ n
1
p‖ · ‖p.
Note also that diam([0, 1]n, ‖ · ‖p) = 1 for every n ∈ N, p ∈ [1,∞]. For x ∈ [0, 1], we will
denote by ~x the constant vector (..., x, x, x, ...) ∈ [0, 1]Z.
A collection P of subsets of a given space X is called a partition if elements of P are
pairwise disjoint and X =
⋃
A∈P
A. For two partitions P and Q of X we define their least
common refinement as the partition
P ∨Q = {A ∩ B : A ∈ P, B ∈ Q}.
The preimage of the partition P under transformation T : X → X is the partition
T−1P = {T−1A : A ∈ P}.
For m ∈ N, by Pm we will denote the partition of [0, 1] given by
Pm = {[0,
1
m
), [
1
m
,
2
m
), . . . [
m− 1
m
, 1]}.
Let ν be a Borel measure on [0, 1]. We denote the product measure induced by ν on [0, 1]Z
as
⊗
Z
ν. Note that there is a one-to-one correspondence between invariant probability
measures µ ∈ Pσ(S) and distributions of stationary stochastic processes taking values
in S. The memoryless (i.i.d) case corresponds to taking µ ∈ Pσ of the product form
µ =
⊗
Z
ν. By Lebn we will denote the Lebesgue measure on Rn, n ∈ N. If the dimension
n is clear from the context, we will suppress it from the notation.
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Remark 2.0.1. In the paper [WV10], Wu and Verdú consider processes taking values in
the space RN, whereas we will consider the space [0, 1]Z. From the formal point of view,
this assumption is made in order to obtain compactness for the considered space. From
the point of view of applications, this corresponds to an a priori bound on signals (up to
rescaling). We also consider two-sided sequences instead of one-sided - this corresponds to
having an access to the past of the state of the system and makes the acting transformation
σ invertible. However, all notions under consideration depend only on the future and the
corresponding results remain unchanged in the non-invertible case.
3. Almost lossless digitial compression
3.1. Almost lossless digitial compression. The present section serves as a motivation
for subsequent sections. We consider here a discrete counterpart of the main question
addressed in the paper. We assume no constraints on the compressor and decompressor
functions and calculate the minimal almost lossless compression rate which is sufficient
for all stationary processes supported on some shift-invariant set of signals S. It turns out
to be asymptotically equal to the topological entropy of S (Theorem 3.1.3). The main
ingredients of the argument are classical results: the variational principle for topological
entropy ([Wal82, Corollary 8.6.1]) and the Shannon-McMillan-Breiman theorem ([Shi96,
Theorem I.5.1]).
Let A be a finite set (alphabet) endowed with the discrete metric and let S ⊂ AN be
a subshift over A, i.e. a closed and shift-invariant set. We consider stochastic sources
governed by shift-invariant probability measures µ ∈ Pσ(S) supported on S.
Definition 3.1.1. Let S be a closed and shift-invariant subset of AZ and µ ∈ Pσ(S). For
n ∈ N and ε ≥ 0, the almost lossless digital compression rate r(µ, ε, n) ≥ 0 of µ
with n-block error probability ε is the infimum of
k
n
,
where k runs over all natural numbers such that there exist maps
f : An → Ak and g : Ak → An
with
µ({x ∈ S| g ◦ f(x|n−10 ) 6= x|
n−1
0 }) ≤ ε.
Define further:
r(µ, ε) = lim sup
n→∞
r(µ, ε, n)
Remark 3.1.2. If ε ≤ ε′ then r(µ, ε, n) ≥ r(µ, ε′, n) and r(µ, ε) ≥ r(µ, ε′). By substituting
f = g = id|[0,1]n, one sees that for all µ ∈ Pσ(S) and ε ≥ 0 there is r(µ, ε) ≤ 1.
Recall that the topological entropy of S (in base |A|) is given by:
htop(S) = lim
n→∞
log|A|(|πn(S)|)
n
.
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The variational principle ([Wal82, Theorem 8.6 and Corollary 8.6.1]) states that
htop(S) = sup
µ∈Pσ(S)
hµ(σ) = sup
µ∈Eσ(S)
hµ(σ).
For the definition of the Kolmogorov-Sinai entropy hµ(σ) see Subsection 10.2.
Theorem 3.1.3. Let S ⊂ AZ be closed and shift invariant. Then
sup
ε>0
sup
µ∈Pσ(S)
r(µ, ε) = htop(S).
Remark 3.1.4. Note that
sup
ε>0
sup
µ∈Pσ(S)
r(µ, ε) = sup
µ∈Pσ(S)
sup
ε>0
r(µ, ε) = sup
µ∈Pσ(S)
lim
ε→0
r(µ, ε)
as the function r(µ, ε) is non-increasing in ε.
Proof. Fix δ > 0. Let N ∈ N be such that for all n ≥ N it holds
log|A|(|πn(S)|)
n
< htop(S)+δ.
IfN is large enough, one may choose k = k(n) ∈ N such that
log|A|(|πn(S)|)
n
≤ k
n
< htop(S)+δ
for all n ≥ N . We thus may find injections f : πn(S) →֒ Ak and g : f(πn(S)) →֒ An such
that g ◦ f = id|πn(S). We conclude that r(µ, 0, n)≤
k
n
, which implies r(µ, ε) ≤ htop(S) + δ
for all µ ∈ Pσ(S) and ε > 0. Letting δ → 0, we obtain (LHS) ≤ (RHS). To prove
the converse it is enough to show that for every δ > 0 there exists µ ∈ Pσ(S) and ε > 0
such that r(µ, ε) > htop(S) − 3δ. By the variational principle ([Wal82, Corollary 8.6.1])
there exists an ergodic measure µ ∈ Pσ(S) such that hµ(σ) > htop(S) − δ. Let ε > 0 be
such that − log|A|(1− 2ε) + ε < δ. By the Shannon-McMillian-Breiman theorem ([Shi96,
Theorem I.5.1]) there exists N ∈ N so that for all n ≥ N the set
Qn := {x ∈ πn(S)| |A|
−n(hµ(σ)+ε) 6 µ(π−1n ({x})) 6 |A|
−n(hµ(σ)−ε)}
obeys µ(π−1n (Qn)) > 1 − ε. By the definition of r(µ, ε) one may find n ≥ N , k ∈ N,
functions f : An → Ak and g : Ak → An and a set Gn ⊂ An such that kn < r(µ, ε) + δ,
g ◦ f |Gn = id|Gn and µ(π
−1
n (Gn)) > 1 − ε. We conclude that µ(π
−1
n (Gn ∩ Qn)) > 1 − 2ε,
which implies |A|k ≥ |Gn ∩Qn| > 1−2ε|A|−n(hµ(σ)−ε) . This implies
k > n(hµ(σ)− ε) + log|A|(1− 2ε).
Thus
r(µ, ε) > −δ +
k
n
> −δ + hµ(σ)− ε+
log|A|(1− 2ε)
n
> htop(S)− 3δ
as desired. 
Similar results have been obtained in the case of a fixed distribution µ. See [KY18b]
for bounds on compression rates with several estimation criteria in terms of topological
and Kolomogorov-Sinai entropy of the corresponding system. The authors provide also
an extensive review of the literature on this subject. See also [KY18a] for similar results
for stochastic systems.
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4. Analog compression and main results
In this section we introduce analog compression rates for sources with non-discrete
alphabet and state our main results. We consider subshifts in [0, 1]Z. In this setting it
is natural to assume further constraints on the compressor and decompressor functions.
This follows from the fact that the alphabet [0, 1] is infinite: there exists an injection from
any A ⊂ [0, 1]n into [0, 1]. Therefore, if we do not assume any regularity of the compressor
and decompressor functions, the compression rate is always 0. This is also true if we allow
only Borel compressors and decompressors (see [WV10, Section B]). On the other hand,
from the point of view of applications it is desirable to assume some regularity conditions
on the compressor and decompressor functions, since they induce robstuness to noise and
enable numerical control of the errors occurring in the compression and decompression
processes.
4.1. Definitions of compression rates. We will introduce now several regularity classes
which will be used throughout the paper.
Definition 4.1.1. A regularity class with respect to the norm ‖·‖p, p ∈ [1,∞] is a set C of
functions between finite dimensional unit cubes, i.e. C ⊂ {f : [0, 1]n → [0, 1]k : n, k ∈ N}.
We will consider the following regularity classes:
(1) Borel B = {f : [0, 1]n → [0, 1]k
∣∣ n, k ∈ N, f is Borel}
(2) L−Lipschitz for L > 0
LL = {f : [0, 1]
n → [0, 1]k
∣∣ n, k ∈ N, ||f(x)− f(y)‖p ≤ L||x− y‖p for all x, y ∈ [0, 1]n}
(3) Lipschitz
L = {f : [0, 1]n → [0, 1]k
∣∣ n, k ∈ N, ∃
L>0
||f(x)−f(y)‖p ≤ L||x−y‖p for all x, y ∈ [0, 1]
n}
(4) (L− α) - Hölder for L > 0, α ∈ (0, 1]
HL,α = {f : [0, 1]
n → [0, 1]k
∣∣ n, k ∈ N, ||f(x)−f(y)‖p ≤ L||x−y||αp for all x, y ∈ [0, 1]n}
(5) α - Hölder for α ∈ (0, 1]
Hα = {f : [0, 1]
n → [0, 1]k
∣∣ n, k ∈ N, ∃
L>0
||f(x)−f(y)‖p ≤ L||x−y||
α
p for all x, y ∈ [0, 1]
n}
(6) Hölder
H = {f : [0, 1]n → [0, 1]k
∣∣ n, k ∈ N, ∃
L>0
∃
α∈(0,1]
||f(x)−f(y)‖p ≤ L||x−y||
α
p for all x, y ∈ [0, 1]
n}
(7) Linear
LIN = {f : [0, 1]n → [0, 1]k
∣∣ n, k ∈ N, ∃
F :Rn→Rk
F is linear and f = F |[0,1]n}
Remark 4.1.2. Notice that the identity map id : [0, 1]n → [0, 1]n belongs to all of the above
classes, possibly except for LL and HL,α. For these two classes, we have id ∈ LL,HL,α if
and only if L ≥ 1.
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Remark 4.1.3. Note that we omit p in the notation. Clearly classes B and LIN are
independent of p. Classes H,Hα and L are also independent of p, as all norms on a
finite-dimensional real vector space are equivalent. The same is not true for HL,α and LL,
as the constant L may change after changing the norm.
Below we define several compression rates for various requirements on the performance
of the compression and decompression process.
Definition 4.1.4. (See [WV10, Definition 3]) Let S be a closed and shift-invariant subset
of [0, 1]Z and µ ∈ Pσ(S). Let C,D ⊂ {f : [0, 1]n → [0, 1]k : n, k ∈ N} be regularity classes
with respect to the norm ‖ · ‖∞. For n ∈ N and ε ≥ 0, the C−D almost lossless analog
compression rate rC−D(µ, ε, n) ≥ 0 of µ with n-block error probability ε is the infimum
of
k
n
,
where k runs over all natural numbers such that there exist maps
f : [0, 1]n → [0, 1]k, f ∈ C and g : [0, 1]k → [0, 1]n, g ∈ D
with
µ({x ∈ X | g ◦ f(x|n−10 ) 6= x|
n−1
0 }) ≤ ε.
Define further:
rC−D(µ, ε) = lim sup
n→∞
rC−D(µ, ε, n).
In the next definition, we fix a subshift S ⊂ [0, 1]Z and consider compressors and
decompressors providing almost lossless compression for all measures µ ∈ Pσ(S). In such
a case, compression can be performed without knowing the distribution from which data
comes, as long as process is supported in S.
Definition 4.1.5. Let S be a closed and shift-invariant subset of [0, 1]Z. Let C,D ⊂
{f : [0, 1]n → [0, 1]k : n, k ∈ N} be regularity classes with respect to the norm ‖ · ‖∞.
For n ∈ N and ε ≥ 0, the C − D uniform almost lossless analog compression rate
rC−D(S, ε, n) ≥ 0 of S with n-block error probability ε is the infimum of
k
n
,
where k runs over all natural numbers such that there exist maps
f : [0, 1]n → [0, 1]k, f ∈ C and g : [0, 1]k → [0, 1]n, g ∈ D
such that
µ({x ∈ X | g ◦ f(x|n−10 ) 6= x|
n−1
0 }) ≤ ε holds for all µ ∈ Pσ(S).
Define further:
rC−D(S, ε) = lim sup
n→∞
rC−D(S, ε, n).
We introduce also an Lp variant.
10
Definition 4.1.6. Let S be a closed and shift-invariant subset of [0, 1]Z and µ ∈ Pσ(S).
Let C,D ⊂ {f : [0, 1]n → [0, 1]k : n, k ∈ N} be regularity classes with respect to the
norm ‖ · ‖p, p ∈ [1,∞). For n ∈ N and ε ≥ 0, the C − D Lp-analog compression rate
rL
p
C−D(µ, ε, n) ≥ 0 of µ with n-block mean error ε is the infimum of
k
n
,
where k runs over all natural numbers such that there exist maps
f : [0, 1]n → [0, 1]k, f ∈ C and g : [0, 1]k → [0, 1]n, g ∈ D
with ˆ
[0,1]n
‖x− g ◦ f(x)‖ppd(πn)∗µ(x) ≤ ε
p.
Define further:
rL
p
C−D(µ, ε) = lim sup
n→∞
rL
p
C−D(µ, ε, n).
Let us introduce one more definition of a compression rate. It will not be used directly
in the paper, but it allows us to state results of [JP17] and [JP16] in the language of
compression rates.
Definition 4.1.7. Let S be a closed and shift-invariant subset of [0, 1]Z and µ ∈ Pσ(S).
Let C,D ⊂ {f : [0, 1]n → [0, 1]k : n, k ∈ N} be regularity classes with respect to the
norm ‖ · ‖p, p ∈ [1,∞]. For n ∈ N and ε ≥ 0, δ ≥ 0, the C − D probability analog
compression rate rP,pC−D(µ, ε, n, δ) ≥ 0 of µ with n-block error probability δ at scale ε is
the infimum of
k
n
,
where k runs over all natural numbers such that there exist maps
f : [0, 1]n → [0, 1]k, f ∈ C and g : [0, 1]k → [0, 1]n, g ∈ D
with
µ({x ∈ X : ‖x|n−10 − g ◦ f(x|
n−1
0 )‖p ≥ ε}) ≤ δ.
Define further:
rP,pC−D(µ, ε, n) = lim
δ→0
rP,pC−D(µ, ε, n, δ),
rP,pC−D(µ, ε) = lim sup
n→∞
rP,pC−D(µ, ε, n).
Remark 4.1.8. Let C,D be regularity classes with id|[0,1]n ∈ C,D for every n ∈ N. Then
for all µ ∈ Pσ(S) and ε ≥ 0 it holds r(µ, ε) ≤ 1 for any of the above compression rates. If
ε ≤ ε′ then r(µ, ε, n) ≥ r(µ, ε′, n) and r(µ, ε) ≥ r(µ, ε′) for any of the above compression
rates. Applying Hölder’s inequality and the fact that diam([0, 1]n, ‖ · ‖p) = 1 (recall that
‖ · ‖p is normalized by definition) we obtain
(4.1) rL
p
C−D(µ, ε) ≤ r
Lq
C−D(µ, ε) ≤ rC−D(µ, ε) ≤ rC−D(S, ε).
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for 1 ≤ p ≤ q <∞ and µ ∈ Pσ(S). Note also that for any ε′ > ε ≥ 0
rL
p
C−D(µ, ε
′) ≤ rP,pC−D(µ, ε).
Note that Wu and Verdú in [WV10] consider stationary processes taking values in R and
in that case Lp compression rates cannot be easily compared (as the alphabet space is
unbounded).
Remark 4.1.9. One could have used a seemingly more permissive definition with the
compressor function defined only on a set of words of length n occuring in S, i.e. with
conditions
(4.2) f : πn(S) ⊂ [0, 1]
n → [0, 1]k, f ∈ C and g : f(πn(S)) ⊂ [0, 1]
k → [0, 1]n, g ∈ D.
However, if one can apply suitable extension theorems to extend functions f, g to the
full cubes [0, 1]n and [0, 1]k, respectively, while maintaining assumed regularity, then this
would have resulted with an equivalent definition. All of the classes in Definition 4.1.1
other than LIN admit such an extension when considered with respect to the ‖ · ‖∞
norm. In particular, for classes HL,α this follows from Banach’s theorem on extension of
Hölder and Lipschitz functions, stating that a real-valued function defined on a subset
A of a metric space and satisfying |f(x) − f(y)| ≤ Ld(x, y)α for all x, y ∈ A, can be
extended to the whole metric space so as to satisfy the same inequality ([Ban51, The-
orem IV.7.5], see also [Min70]). To see that (4.2) will result in equivalent definitions
of compression rates, observe that given a function f : A → [0, 1]k, A ⊂ [0, 1]n, f =
(f1, ..., fk) satisfying ‖f(x) − f(y)‖∞ ≤ L‖x − y‖α∞ on A, one can apply Banach’s the-
orem to coordinate functions f1, ..., fk (clearly satisfying |fj(x) − fj(y)| ≤ L‖x − y‖α∞),
obtaining extensions f˜1, ..., f˜k : [0, 1]n → R. Then f 1, ..., fk : [0, 1]
n → [0, 1] given as
f j(x) = max{min{f(x), 1}, 0} are again (L, α)-Hölder and satisfy f j = fj on A. There-
fore f = (f1, ..., fk) is an extension of f from A to [0, 1]
n and
‖f(x)− f(x)‖∞ = max
1≤j≤k
‖f j(x)− f j(y)‖ ≤ L‖x− y‖
α
∞.
This yields an extension theorem for HL,α considered with ‖ · ‖∞-norm. The above con-
siderations apply also to HL,α considered with ‖ · ‖p-norm for p ∈ [1,∞), however the
extended function might have a different Lipschitz constant L.
4.2. Previous results. Let us begin by presenting some known results giving bounds on
compression rates introduced in the previous subsection. These results give bounds on
compression rates for a fixed distribution µ ∈ Pσ([0, 1]Z) in terms of several notions of a
(mean) dimension of a stochastic process, based on the notion of information dimension
or box-counting dimension. We give their definitions in Sections 5 and 10.
In their pioneering article [WV10] Wu and Verdú calculated or bounded from below or
above rC−D(µ, ε) for certain C and D and fixed µ ∈ Pσ(RN). For example by [WV10,
Theorem 9] it follows for Bernoulli measure µ =
⊗
Z
ν ∈ Pσ([0, 1]
Z) that rB−L(µ, ε) ≥
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ID(ν) for 0 < ε < 1, where ID denotes the upper Rényi information dimension of a
probability measure (for definition see 10.1). Extension of this result for general stationary
processes is the following theorem, proved by Wu and Verdú for Lipschitz decompressors
([WV12, Theorem 2]). For the convenience of the reader, we include the proof for Hölder
decompressors. It follows from Propositions 8.2.1 and 10.2.5. For the definition ofRB(µ, ε)
see Definition 5.3.1 and for the definition of MID(µ) see (10.8).
Theorem 4.2.1. For µ ∈ Pσ[0, 1]Z, ε ∈ (0, 1) and α ∈ (0, 1) the following holds:
α(MID(µ)− ε) ≤ αRB(µ, ε) ≤ rB−Hα(µ, ε).
Another of their results is the following upper bound:
Theorem 4.2.2. [WV10, Theorem 18] For µ ∈ Pσ[0, 1]Z and α ∈ (0, 1) the following
holds:
rLIN−Hα(µ, ε) ≤
1
1− α
RB(µ, ε).
Consequently,
rLIN−H(µ, ε) ≤ RB(µ, ε).
Remark 4.2.3. The above upper bound on rLIN−Hα(µ, ε) comes from minimizing R in
[WV10, (172)] for fixed β. Stronger result than the existence of linear compressor and
Hölder decompressor was proven in [SRAB17], where it is shown that almost every linear
transformation of rank large enough serves as a good compressor in this setting. Namely,
the authors proved that for every η > 0, Lebesgue almost every matrix A ∈ Rn×k with
k ≥ ( 1
1−αRB(µ, ε) + η)n admits an α-Hölder decompressor g : R
k → Rn satisfying
µ({x ∈ X | g ◦ A(x|n−10 ) 6= x|
n−1
0 }) ≤ ε.
For details see [SRAB17, Subsection VIII]. Similar results for signal separation have been
obtained in [SRB13] and [SRAB17].
Remark 4.2.4. We assume the compressor functions to take values in the unit cube [0, 1]k,
hence we assume an universal bound on signals after compression. Results in [WV10] are
stated with the compressor taking values in Rk, but note that (since we consider compact
spaces) composing with suitable affine transformations will give compressor functions
with values in [0, 1]k with the same Hölder exponent α of the decompressor and possibly
different (but not arbitrary) Lipschitz constant L.
[RJEP17] obtained results on analog compression in terms of the rate-distortion dimen-
sion, using the techniques of compressed sensing. The authors consider a linear compres-
sion algorithm in which the decompression (given via a suitable minimization problem) is
based on a sequence of compression codes with distortion approaching zero. These codes
depend on the process and are assumed to be known a priori. In our notation, the authors
obtained the following (for the definition of dimR,2 see (10.7)):
13
Theorem 4.2.5. [RJEP17, Corollary 2] Let µ ∈ Pσ([0, 1]Z). Then
sup
ε>0
rP,2LIN−B(µ, ε) ≤ dimR,2(µ).
It turns out that dimR,2 is equal to the information dimension rate d(µ) introduced in
[GK17]. Under certain assumptions both of them coincide with MID(µ). See Section 10
for more details and [GK18, Section V] for a comprehensive discussion. See also [GK18,
Section VI] for more on the operational characterizations of the information dimensions
d(µ) and MID(µ).
Remark 4.2.6. In applications, the measure governing the source is not always known,
hence one may not have an access to the compression codes required in [RJEP17]. Some
universality in the compression process for less general sources was proposed in [JP17].
In terms of compression rates, [JP17, Theorems 7,8] gives the following bound (for the
definition of ψ∗-mixing see [JP17, Definition 3]):
(4.3) sup
ε>0
rP,2LIN−B(µ, ε) ≤ MID(µ) if µ ∈ Pσ([0, 1]
Z) is ψ∗-mixing.
Theorem 4.2.5 is stronger than (4.3). Indeed, in general dimR,2 ≤ MID(µ) (see (10.6)
and (10.9)) and the equality can be strict (see [GK17, Example 1]). Also, ψ∗-mixing is a
quite restrictive assumption. However, inequality (4.3) does not reflect the full substance
of the original results of [JP17]. Jalali and Poor proved more than merely existence of
suitable linear compressors. More precisely, they proved that for any η > 0, if (Xn)n∈Z
is a ψ∗-mixing stochastic process with distribution µ and An ∈ Rn×mn are independent
random matrices with entries drawn i.i.d according to N (0, 1) and independently from
(Xn)n∈Z with mnn ≥ (1 + η)MID(µ), then
‖X|n−10 − gn ◦ An(X|
n−1
0 )‖2
n→∞
−→ 0 in probability
for some explicitly defined Borel functions gn : Rmn → Rn (depending only on An). Hence,
for such a random sequence of matrices, the expected value
Eµ({x ∈ X : ‖x|n−10 − gn ◦ An(x|
n−1
0 )‖2 ≥ ε})
tends to zero as n→∞ for any ψ∗-mixing measure µ ∈ Pσ([0, 1]Z). Theorem 4.3 follows
from this, since for any δ > 0 and n large enough, there exists An ∈ Rn×mn satisfying
(4.4) µ({x ∈ X : ‖x|n−10 − gn ◦ An(x|
n−1
0 )‖2 ≥ ε}) ≤ δ.
Decompressors gn are defined via a certain minimization problem (which makes the de-
compression algorithm implementable, though not efficient (cf. [JP17, Remark 3])). The
authors proved also that, in a certain setting, such a compression scheme is robust to
noise. More precisely, they proved ([JP17, Theorems 9 and 10])
‖X|n−10 − gn(AnX|
n−1
0 + Zn)‖2
n→∞
−→ 0 in probability
14
as long as An ∈ Rn×mn has i.i.d entries distributed according to N (0, 1n) and (Zn)n∈N0 is a
stochastic process converging to zero in probability fast enough (with gn being a solution
to a suitable minimization problem). Since the functions gn, defined by a minizmization
problem, take only finitely many values, they cannot be taken to be continuous. The
strength of the result is the universality of the compression scheme, which is designed
without any prior knowledge of the distribution µ: a random Gaussian matrix will serve
as a good compressor as long as the rate is at least MID(µ) and the decompressor is
explicit. However, it does not follow that one can choose a sequence of matrices An sat-
isfying (4.4) for all ψ∗-mixing measures µ with MID(µ) ≤ d for some d ∈ [0, 1].
4.3. Main results. Instead of assuming specific properties of the measure governing the
source, we consider the scenario in which the set of all possibles trajectories is known.
Therefore, similarly to Section 3, the following question is of our interest:
Main Question: Given a subshift S ⊂ [0, 1]Z, calculate
sup
ε>0
sup
µ∈Pσ(S)
rC−D(µ, ε), sup
ε>0
sup
µ∈Pσ(S)
rL
p
C−D(µ, ε), sup
ε>0
rC−D(S, ε) and rC−D(S, 0)
for fixed regularity classes C and D.
Remark 4.3.1. Note that for any compression variant it holds
sup
µ∈Pσ(S)
sup
ε>0
rC−D(µ, ε) = sup
ε>0
sup
µ∈Pσ(S)
rC−D(µ, ε) =
= lim
ε→0
sup
µ∈Pσ(S)
rC−D(µ, ε) = sup
µ∈Pσ(S)
lim
ε→0
rC−D(µ, ε).
We will be mainly interested in this question for C ∈ {B,LIN} and D = HL,α. Such
or similar regularity conditions have appeared previously in the literature (e.g. Theo-
rems 4.2.1 and 4.2.2). Our goal is to connect the above uniform compression rates with
geometrical and dynamical invariants of the given subshift S.
Taking supremum over invariant measures in Theorems 4.2.2 and 4.2.1, the following
corollary in the direction of the above question holds:
Theorem 4.3.2. Let S be a closed and shift-invariant subset of [0, 1]Z. The following
holds for every 0 < α < 1:
α sup
ε>0
sup
µ∈Pσ(S)
RB(µ, ε) ≤ sup
ε>0
sup
µ∈Pσ(S)
rB−Hα(µ, ε) ≤
≤ sup
ε>0
sup
µ∈Pσ(S)
rLIN−Hα(µ, ε) ≤
1
1− α
sup
ε>0
sup
µ∈Pσ(S)
RB(µ, ε).
Note that the above results do not give an explicit bound on the Lipschitz constant L;
in fact, they do not guarantee an uniform bound for L among the sequence of decoders.
This a drawback from the point of view of error control. Hence, it is reasonable to consider
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also class HL,α for fixed L, α. Note that rC−Hα(µ, ε) ≤ rC−HL,α(µ, ε) for any compression
rate and regularity class C. We give both lower and upper bounds for rB−HL,α(µ, ε) and
rLIN−HL,α(µ, ε) in terms of mean dimensions mdimM(S, σ, τ) and mdimB(S) (for their
definitions see Section 5). Note that the quantities RB(µ, ε) depending on the measures
might be harder to calculate in specific examples than various geometric mean dimensions.
Our main results are the following:
Theorem 4.3.3. Let S be a closed and shift-invariant subspace of [0, 1]Z. The following
holds for every 0 < α ≤ 1, L > 0 and p ∈ [1,∞):
αmdimM(S, σ, τ) ≤ sup
ε>0
sup
µ∈Pσ(S)
rL
p
B−HL,α
(µ, ε) ≤ sup
ε>0
sup
µ∈Pσ(S)
rB−HL,α(µ, ε).
Theorem 4.3.4. Let S be a closed and shift-invariant subspace of [0, 1]Z. Then, for every
0 < α < 1
inf
L>0
rLIN−HL,α(S, 0) ≤
2
1− α
mdimB(S).
Since rLIN−HL,α(S, ε) ≤ 1 (as identity belongs to both classes LIN and HL,α for L ≥ 1),
we always have min{1, 2
1−αmdimB(S)} as the upper bound. For that reason, Theorem
4.3.4 gives a meaningful bound as long as mdimB(S) < 1−α2 . For certain examples, one
may obtain better upper bounds - see Remark 9.2.3. Combining the above theorems we
obtain the following corollary:
Corollary 4.3.5. Let S be a closed and shift-invariant subspace of [0, 1]Z. For every
0 < α < 1 and p ∈ [1,∞) the following holds:
αmdimM(S, σ, τ) ≤ inf
L>0
sup
ε>0
sup
µ∈Pσ(S)
rL
p
B−HL,α
(µ, ε) ≤ inf
L>0
sup
ε>0
sup
µ∈Pσ(S)
rB−HL,α(µ, ε) ≤
≤ inf
L>0
sup
ε>0
sup
µ∈Pσ(S)
rLIN−HL,α(µ, ε) ≤ min{1,
2
1− α
mdimB(S)}.
Actually we get a possibly better upper bound if instead of the subshift S we consider
its center (see (7.1)). We obtaion also a lower bound on rL
p
B−HL,α
(µ, ε) for fixed µ ∈ Pσ(S)
and ε > 0 (see Theorem 8.1.1) and on sup
ε>0
rL
2
B−HL,α
(µ, ε) for fixed µ ∈ Pσ(S) (see (10.10)).
Tha above results are accompanied by a universal upper bound, coming from the existence
of Hölder surjective maps between unit cubes (Peano-like constructions):
Proposition 4.3.6. Let S be a closed and shif-invariant subspace of [0, 1]Z. Then for
every 0 < α ≤ 1
inf
L>0
rB−HL,α(S, 0) ≤ α.
Together with Corollary 4.3.5 it gives equality for subshifts of full metric mean dimen-
sion:
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Corollary 4.3.7. Let S be a closed and shift-invariant subspace of [0, 1]Z satisfying
mdimM(S) = 1. For every 0 < α < 1 and p ∈ [1,∞) the following holds:
inf
L>0
sup
ε>0
sup
µ∈Pσ(S)
rL
p
B−HL,α
(µ, ε) = inf
L>0
sup
ε>0
sup
µ∈Pσ(S)
rB−HL,α(µ, ε) = α.
The proof of Theorem 4.3.3 can be found in Section 8. The proofs of the Theorem 4.3.4
and Proposition 4.3.6 can be found in Section 7. For an open problem related to Theorem
4.3.3 see Problem 8.1.3 and the discussion thereafter.
5. Mean dimensions
We will introduce now standard notions of dimensions for subsets of metric spaces.
5.1. Box dimension and Hausdorff dimension.
Definition 5.1.1. Let (X , ρ) be a compact metric space. For ε > 0, the ε-covering
number of a subset A ⊂ X , denoted by #(A, ρ, ε), is the minimal cardinality N of an
open cover {U1, . . . , UN} of A such that all Un have diameter smaller than ε. The ε-net
in A is a subset E ⊂ A such that for every x ∈ A the distance dist(x, E) := inf
y∈E
ρ(x, y) is
strictly smaller than ε. Note that in A there exists an ε-net of cardinality #(A, ρ, ε).
Definition 5.1.2. [Rob11, Def. 3.1] Let (X , ρ) be a compact metric space. The upper
box (box-counting/Minkowski) dimension of A ⊂ X is defined as
dimB(A) = lim sup
ε→0
log#(A, ρ, ε)
log 1
ε
.
Similarly the lower box dimension of A is defined as
dimB(A) = lim inf
ε→0
log#(A, ρ, ε)
log 1
ε
.
If upper and lower limits coincide, then we call its common value the box dimension of
A and denote it by dimB(A).
Definition 5.1.3. Let (X , ρ) be a compact metric space. For A ⊂ X , ε > 0 and s > 0
define
Hsε(A) = inf
{ ∞∑
i=1
diam(Fi)
s : Fi ⊂ X , diam(Fi) < ε,A ⊂
∞⋃
i=1
Fi
}
.
The s-dimensional Hausdorff measure of A is defined as
Hs(A) = lim
ε→0
Hsε(A).
Hs restricted to Borel subsets of X turns out to be a countably additive measure (but
not necessarily σ-finite, see [Mat95, Chapter 4]). If Hs(A) > 0, then Hr(A) = ∞ and
Ht(A) = 0 for r < s < t. Due to this observation, the following definition can be
introduced:
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Definition 5.1.4. Let (X , ρ) be a compact metric space. The Hausdorff dimension of
a set A ⊂ X is the number
dimH(A) = inf{s > 0 : H
s(A) = 0} = sup{s > 0 : Hs(A) =∞}.
Proposition 5.1.5. [Rob11, Lemma 3.3] Let (X , ρ) be a compact metric space. For
A ⊂ X , the inequalities
dimH(A) ≤ dimB(A) ≤ dimB(A)
hold.
In the sequel we will consider primarly sets A ⊂ [0, 1]n with the distance induced by
the norm ‖ · ‖∞. Note that, any other equivalent metric on [0, 1]n (e.g. ‖ · ‖p, p ∈ [1,∞))
will give the same values of all three notions of dimension introduced above. For more on
box dimension and Hausdorff dimension see [Fal04], [Mat95] and [Rob11].
5.2. Metric mean dimension and mean box dimension. In the section we will
define metric mean dimension (for general dynamical systems) and mean box dimension
(for subshifts of [0, 1]Z). These notions attempt to capture the number of dimensions
(continuous parameters) required to code orbits of the system with arbitrary fine precision.
First, we introduce the notion of complexity of the system at scale ε > 0 and topological
entropy.
Definition 5.2.1. Let (X , ρ) be a compact metric space and let T : X → X be a
homeomorphism. For n ∈ N define a metric ρn on X by ρn(x, y) = max
0≤k<n
ρ(T kx, T ky).
Set:
S(X , T, ρ, ε) = lim
n→∞
log#(X , ρn, ε)
n
(the limit exists due to the subadditivity of the function n 7→ log#(X , ρn, ε)).
Definition 5.2.2. The topological entropy of the system (X , T, ρ) is defined as
htop(X , T ) = lim
ε→0
S(X , T, ρ, ε).
Remark 5.2.3. This definition coincides with the definition from Section 3 for the special
case S ⊂ AZ, T = σ with finite A, if we take the basis of the logarithm to be |A|.
Remark 5.2.4. The topological entropy turns out to be metric independent, i.e. it depends
only on the topology of (X , ρ) and the transformation T . ([Dow11, Thm. 6.1.8]).
Definition 5.2.5. The upper and lowermetric mean dimensions of the system (X , T, ρ)
are defined as
mdimM(X , T, d) = lim sup
ε→0
S(X , T, ρ, ε)
log 1
ε
mdimM(X , T, d) = lim inf
ε→0
S(X , T, ρ, ε)
log 1
ε
If upper and lower limits coincide, then we call its common value the metric mean
dimension of (X , T, ρ) and denote it by mdimM(X , T, ρ).
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Remark 5.2.6. It is clear from the definitions that htop(X , T ) <∞ impliesmdimM(X , T, ρ) =
0. Unlike topological entropy, metric mean dimension in not metric independent. This
follows from the fact that box dimension is itself metric dependent and the fact that for
a compact metric space (A, d)
mdimM(A
Z, σ, ρ) = dimB(A, d),
where ρ is the product metric given in (2.1) (see Proposition 9.1.3 or [VV17, Theorem 5]).
On the other hand, metric mean dimension is an invariant for bi-Lipshitz isomorphisms.
Precisely, if (X , T, ρ1) and (Y , S, ρ2) are dynamical systems and Φ : X → Y is a bi-
Lipshitz bijection (i.e. Lipschitz with Lipschitz inverse) and equivariant (i.e. it satisfies
Φ ◦ T = S ◦ Φ), then mdimM(X , T, ρ1) = mdimM(Y , S, ρ2).
One can equivalently define metric mean dimension by counting maximal separated
sets instead of minimal open covers:
Definition 5.2.7. Let (X , ρ) be a compact metric space. We say that set A ⊂ X is ε-
separated if for each pair of distinct points x, y ∈ A there is ρ(x, y) ≥ ε. By Sep(X , ρ, ε)
we will denote the maximal cardinality of ε-separated set in X .
From the well known inequalities
(5.1) #(X , ρ, 2ε) ≤ Sep(X , ρ, ε) ≤ #(X , ρ, ε),
one can deduce equivalent definitions of mdimM and mdimM :
(5.2)
mdimM(X , T, ρ) = lim sup
ε→0
lim sup
n→∞
log Sep(X , T, ρn)
n log 1
ε
,
mdimM(X , T, ρ) = lim inf
ε→0
lim sup
n→∞
log Sep(X , T, ρn)
n log 1
ε
.
A topological version of mean dimension for actions of amenable groups was introduced by
Gromov in [Gro99]. This invariant of topological dynamical systems was used by Linden-
strauss and Weiss in [LW00] to answer a long standing question in topological dynamics:
does every minimal (i.e. admitting the whole space X as the only closed invariant set)
topological dynamical system embed into ([0, 1]Z, σ)? The answer is negative, since any
system embeddable in ([0, 1]Z, σ) has topological mean dimension at most one and [LW00]
constructed a minimal system with mean dimension strictly greater than one. It turns
out that the topological mean dimension is the right invariant to study for the problem
of existence of a topological embedding into (([0, 1]D)Z, σ). It was proved in [GT15], that
any minimal system with topological mean dimension strictly smaller than D
2
is embed-
dable into (([0, 1]D)Z, σ). This constant is known to be optimal (cf. [LT14]). One of the
main tools in the proof is a variant of the Whittaker-Nyquist-Kotelnikov-Shannon sam-
pling theorem, which indicates a connection between mean dimension theory and signal
processing. For similar results for Zk actions see [GQT17] and [GLT16]. For more on
mean topological dimension see [Coo15]. The metric mean dimension was introduced in
[LW00] and proved to be, when calculated with respect to any compatible metric, an upper
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bound for the topological mean dimension. It was recently successfully used in [Tsu18b]
and [Tsu18a] to obtain formulas for mean dimension of dynamical systems arising from
geometric analysis.
When S ⊂ [0, 1]Z is a subshift and ρ = τ (see (2.2)), metric mean dimension can be
written in a more canonical form:
Proposition 5.2.8. For a subshift S ⊂ [0, 1]Z it holds
mdimM(S, σ, τ) = lim sup
ε→0
lim
n→∞
log#(πn(S), || · ||∞, ε)
n log 1
ε
.
For the proof see Section 12. For S ⊂ [0, 1]Z we define its uppermean box dimension
as
mdimB(S) = lim
n→∞
dimB(πn(S))
n
,
where dimB(πn(S)) is calculated with respect to any ‖·‖p norm on [0, 1]n. The limit exists
due to the subadditivity of the function n 7→ dimB(πn(S)). Note that this an analog of
Gromov’s projective dimension ([Gro99, Subsection 1.9]) with box dimension replacing
the topological dimension. Gromov’s pro-mean inequality [Gro99, Subsection 1.9.1] holds
true also in this case:
Proposition 5.2.9. Let S ⊂ [0, 1]Z be a subshift. Then
mdimM(S, σ, τ) ≤ mdimB(S).
For the proof see Section 12. In general, equality does not hold in Proposition 5.2.9:
Example 5.2.10. For m ≥ 1 let
Am := {(..., 0, 0)} × [0,
1
2m
]m × {(0, 0, ...)} ⊂ [0, 1]Z,
where the cube [0, 1
2m
]m is located on coordinates 0, 1, ..., m−1 (i.e. Am = π−1m ([0,
1
2m
]m)).
Set
Sm =
⋃
n∈Z
σn(Am) and S :=
⋃
m≥1
Sm.
S is clearly σ-invariant. Note that each Sm is compact (in the metric τ) with
diam(Sm) ≤
2m
2m
and ~0 ∈ Sm,
therefore S is compact. Moreover, for every x ∈ S it holds σnx → ~0 as n → ∞, hence
Pσ(S) = {δ~0}. It follows from the variational principle (10.5) that htop(S, σ) = 0, hence
also mdimM(S, σ, τ) = 0. On the other hand, for every m ≥ 1 there is
[0,
1
2m
]m ⊂ πm(S),
hence mdimB(S) = 1. 
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5.3. Measurable mean box dimension. In [WV10], Wu and Verdú gave their bounds
on rB−Hα(µ, ε) and rLIN−Hα(µ, ε) in terms of the following notion (which they call Minkowski-
dimension compression rate).
Definition 5.3.1. [WV10, Definition 10]) For a subshift S ⊂ [0, 1]Z, invariant measure
µ ∈ Pσ(S), n ∈ N and 0 ≤ δ < 1 define the measurable mean box dimension as
RB(µ, δ) = lim sup
n→∞
inf
{dimB(A)
n
: A ⊂ [0, 1]n, A - compact, µ(π−1n (A)) ≥ 1− δ
}
.
Remark 5.3.2. Wu and Verdú use the name Minkowski-dimension compression rate for
RB(µ, δ) . As we reserve the term compression rate for a different concept (of an opera-
tional meaning, see Section 4.1), we decided to introduce a different name.
Since we are interested in bounding compression rates for all invariant measures, we
define also
RB(S, δ) = sup{RB(µ, δ) : µ ∈ Pσ(S)}.
The following inequalities are trivial:
(5.3) RB(µ, δ) ≤ RB(µ, 0) ≤ RB(S, 0) ≤ mdimB(S) for every δ > 0.
5.4. The center of the transformation. Note that for the sake of calculating rC−D(µ, ε)
for µ ∈ Pσ(S), we can confine the set of considered trajectories to the σ-invariant set
supp(µ). Since we are interested in sup
µ∈Pσ(S)
rC−D(µ, ε), it is enough to consider the center of
the dynamics (this notion was introduced in the more general setting of Markov operators
in [Sin75]):
Definition 5.4.1. Let (X , ρ) be a compact metric space and let T : X → X be a
homeomorphism. The center of the transformation T is the set
Cen(X , T ) :=
⋃
µ∈PT (X )
supp(µ).
Basic properties of the center are given in the next lemma (see also [Sin75]).
Lemma 5.4.2. Let (X , ρ) be a compact metric space and let T : X → X be a homeomor-
phism. Then
(1) Cen(X , T ) is T -invariant.
(2) There exists a measure µ ∈ PT (X ) such that Cen(X , T ) = supp(µ).
(3) The closure in the definition of Cen(X , T ) is redundant, i.e. Cen(T,X ) =
⋃
µ∈PT (X )
supp(µ).
(4) mdimM(X , T, ρ) = mdimM(Cen(X , T ), T |Cen(X ,T ), d) and
mdimM(X , T, ρ) = mdimM(Cen(X , T ), T |Cen(X ,T ), d).
For the proof see Section 12.
Definition 5.4.3. Let (X , ρ) be a compact metric space and let T : X → X be a
homeomorphism. A measure µ ∈ PT (X ) is called a measure of maximal support if
supp(µ) = Cen(X , T ).
Point (2) of the above lemma states, that a measure of maximal support always exists.
Remark 5.4.4. Note that for a subshift S ⊂ [0, 1]Z and µ ∈ Pσ(S) we have
RB(µ, 0) = lim
n→∞
dimB(supp((πn)∗µ))
n
= lim
n→∞
dimB(πn(supp(µ))
n
= mdimB(supp(µ)).
It follows that for a measure ν ∈ Pσ(S) of maximal support we have
RB(S, 0) = sup
µ∈Pσ
RB(µ, 0) = RB(ν, 0) = mdimB(Cen(S, σ)).
Using Proposition 5.2.9 and Lemma 5.4.2.(4). we obtain now the following
Proposition 5.4.5. Let S ⊂ [0, 1]Z be a subshift. Then
mdimM(S, σ, τ) ≤ mdimB(Cen(S, σ)) = RB(Cen(mS, σ), 0) = RB(S, 0) ≤ mdimB(S).
The above inequalities can be strict. For subshift S with mdimM(S) = RB(S, 0) = 0
and mdimB(S) = 1, consider the system from Example 5.2.10. Recall that Pσ(S) = {δ~0}
and consequently RB(S, 0) = mdimB(Cen(S, σ)) = mdimB({~0}) = 0. An example with
mdimM(S, σ, τ) < mdimB(Cen(S, σ)) will be given in the next section (Example 9.1.6).
Remark 5.4.6. Note that all the compression rates rC−D(µ, n, ε) and rC−D(S, n, ε) remain
unchanged if we switch to the restricted subshift Cen(S, σ), as µ(Cen(S, σ)) = 1 for every
µ ∈ Pσ(S).
6. Rate-distortion functions and variational principle for metric mean
dimension
6.1. Rate-distortion function. As in the case of Theorem 3.1.3, our proof of the lower
bound for sup
ε>0
sup
µ∈Pσ(S)
rB−HL,α(µ, ε) is based on a variational principle for metric mean
dimension. It was proved by Lindenstrauss and Tsukamoto in [LT18]. The information-
theoretic notion used in its formulation is the rate-distortion function. We provide a
slight modification of the expression used in [LT18], better suited for our applications.
We state the definition for subshift with alphabet space being a general compact metric
space (A, d), however in this work we will consider mainly the case A = [0, 1].
Definition 6.1.1. (compare with [LT18, p. 3 -4]) Let (A, d) be a compact metric space,
let S ⊂ AZ be a subshift and µ ∈ Pσ(S). For p ∈ [1,∞), ε > 0 and n ∈ N we define the
Lp rate-distortion function R˜µ,p(n, ε) as the infimum of
(6.1)
I(X ; Y )
n
,
where X = (X0, ..., Xn−1) and Y = (Y0, . . . , Yn−1) are random variables defined on some
probability space (Ω,P) such that
22
• X = (X0, ..., Xn−1) takes values in An, and its law is given by (πn)∗µ.
• Y = (Y0, . . . , Yn−1) takes values in An and approximates (X0, X1, . . . , Xn−1) in the
sense that
(6.2) E
(
1
n
n−1∑
k=0
d(Xk, Yk)
p
)
≤ εp.
Here E(·) is the expectation with respect to the probability measure P and I(X ; Y ) is the
mutual information of random vectors X and Y (see [Gra11] and [LT18]). As proved in
[Gal68, Theorem 9.6.1], the function n 7→ nRµ,p(n, ε) is subadditive. [Gal68] a provides
proof for stationary stochastic process with finite alphabet, but it extends verbatim to
our setting. Hence, we can define
R˜µ,p(ε) = lim
n→∞
R˜µ,p(n, ε) = inf
n∈N
R˜µ,p(n, ε).
We set R˜µ(ε) := R˜µ,1(ε).
Remark 6.1.2. Similarly to [LT18, Remark IV.3], in Definition 6.1.1 it is enough to con-
sider random vectors Y taking only finitely many values. As I(X ; Y ) ≤ H(Y ) < ∞ for
Y taking finitely many values, we obtain that R˜µ,p(ε) < ∞ for every ε > 0 (see also
Remark 6.2.6). Note that R˜µ,1(ε) ≤ R˜µ,p(ε) for p ∈ [1,∞) and ε ≥ 0. The function
(0,∞) ∋ ε 7→ R˜µ,p(ε) is nonnegative, nonincreasing, convex and continuous (see [Gra11,
Lemma 9.5]). Moreover, R˜µ,p(ε) = 0 for ε ≥ diam(A), since for such ε taking Y ≡ const
yields a random vector satisfying (6.2) and such that I(X ; Y ) ≤ H(Y ) = 0. For more
details on the rate-distortion function see [Gra11].
6.2. Variational principle for metric mean dimension. The following theorem is a
variant of the variational principle for metric mean dimension for subshifts S ⊂ [0, 1]Z. It
is deduced from the original theorem in [LT18]. We note also that, as in the case of the
variational principle for topological entropy, we can take supremum over ergodic measure.
Theorem 6.2.1.
mdimM(S, σ, τ) = lim sup
ε→0
supµ∈Pσ(S) R˜µ,p(ε)
log 1
ε
= lim sup
ε→0
supµ∈Eσ(S) R˜µ,p(ε)
log 1
ε
.(6.3)
Proof. The proof follows from Remark 6.2.4, Theorem 6.2.7, Proposition 6.2.8 and The-
orem 6.2.9 (see below for details). 
Remark 6.2.2. Theorem 6.2.1 holds true for subshifts S ⊂ AZ for general compact metric
space (A, d), as long as S has tame growth of covering numbers (see Definition 6.2.3). This
follows from the fact that Proposition 6.2.8 and Lemma 6.2.13 are true in such generality.
Let us discuss now how the first equality of Theorem 6.2.1 can be deduced from the
original results of [LT18]. The differences between the versions come from the fact, that
Lindenstrauss and Tsukamoto work with arbitrary dynamical systems, while we confine
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ourselves to the case of subshifts in AZ. In this setting it is convenient to work with the
rate-distortion function R˜µ,p(ε) as defined in Definition 6.1.1, which formally is different
from the rate-distortion function Rµ,p(ε) defined in [LT18] in the case of the dynamical
system (S, σ, ρ) with ρ as in (2.1) (see Definition 6.2.5 below). The former one operates
with the metric d on the alphabet space A and the latter one with the metric ρ on
the symbolic space AZ. Hence, we need to prove the appropriate relation between them
(Proposition 6.2.8). Also, when working with L1 rate-distortion function for arbitrary
systems, one must impose some geometrical condition on the phase space (X , ρ), which
is satisfied for any compact subset of ([0, 1]Z, τ). We note also that, in both versions, it
suffices to take supremum over ergodic measures.
Definition 6.2.3. ([LT18, Condition II.3]) Let (X , ρ) be a compact metric space. It is
said to have the tame growth of covering numbers if for every δ > 0 we have
lim
ε→0
εδ log#(X , ρ, ε) = 0.
Remark 6.2.4. Lindenstrauss and Tsukamoto observed that ([0, 1]Z, τ) has the tame growth
of covering numbers, since log#([0, 1]Z, τ, ε) = O(| log ε|2).
In [LT18] the following definition is made:
Definition 6.2.5. Let (X , T, ρ) be a dynamical system and µ ∈ PT (X ). For p ∈ [1,∞)
and n ∈ N define Rµ,p(ε, n) as the infimum of
I(X ; Y )
n
,
where X and Y = (Y0, . . . , Yn−1) are random variables defined on some probability space
(Ω,P) such that
• X takes values in X , and its law is given by µ.
• Each Yk takes values in X , and Y approximates the process (X, TX, . . . , T n−1X)
in the sense that
(6.4) E
(
1
n
n−1∑
k=0
ρ(T kX, Yk)
p
)
< εp.
Similarly as in the Defintion 6.1.1, we can make use of the subadditivity of the sequence
n 7→ nRµ,p(ε, n) (which follows as in [Gal68, Theorem 9.6.1]), to make the following
definition:
Rµ,p(ε) = lim
n→∞
Rµ,p(ε, n) = inf
n∈N
Rµ,p(ε, n).
Let us set Rµ(ε) := Rµ,1(ε).
Remark 6.2.6. As pointed out in [LT18, Remark IV.3], in Definition 6.2.5 it is enough to
consider random vectors Y taking finitely many values. As I(X ; Y ) ≤ H(Y ) ≤ ∞ for
such Y , we obtain also Rµ,p(ε) <∞ for every ε > 0.
In this setting, the variational principle for the metric mean dimension states the fol-
lowing:
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Theorem 6.2.7. ([LT18, Corollary III.6]) Let (X , ρ) be a compact metric space having
the tame growth of covering numbers and let T : X → X be a homeomorphism. Then, for
any p ∈ [1,∞)
mdimM(X , T, ρ) = lim sup
ε→0
supµ∈PT (X )Rµ,p(ε)
log 1
ε
and
mdimM(X , T, ρ) = lim inf
ε→0
supµ∈PT (X )Rµ,p(ε)
log 1
ε
.
The following proposition shows that for a subshift S ⊂ [0, 1]Z considered as a dynamical
system (S, σ, τ), the above definition of the rate-distortion function is comparable with
the one introduced in Definition 6.1.1.
Proposition 6.2.8. Let S be a closed and shift-invariant subset of AZ. Then, for any
p ∈ [1,∞)
Rµ,p(14ε) ≤ R˜µ,p(ε) ≤ Rµ,p(ε).
Proof. We will first show R˜µ,p(ε) ≤ Rµ,p(ε). Fix δ > 0 and let n ∈ N be such that,
Rµ,p(ε, n) < Rµ,p(ε) + δ. In particular we may find random variables X and Y =
(Y0, . . . , Yn−1) taking values in S and Sn respectively, obeying (6.4) and satisfying
I(X;Y )
n
<
Rµ,p(ε) + δ. Define X˜k = π0(σkX) and Y˜k = π0(Yk) for k = 0, ..., n− 1. Note that
d(Y˜k, X˜k) ≤ ρ(σ
kX, Yk),
hence Y˜ obeys (6.2). Thus R˜µ,p(ε) ≤ R˜µ,p(n, ε) ≤
I((X˜0,...,X˜n−1);(Y˜0,...,Y˜n−1)
n
≤ I(X;Y )
n
<
Rµ,p(ε) + δ. We have used here the data-processing lemma [LT18, Lemma 2.2].
We will show now Rµ,p(14ε) ≤ R˜µ,p(ε). Fix δ > 0 and let m,n ∈ N be such that
2p(−m+2)−1diam(A)p < εp, (3diam(A))p 2m
n
< εp, n > 2m and R˜µ,p(ε, n) < R˜µ,p(ε) + δ.
In particular for such n we may find random variables X˜ = (X˜0, . . . , X˜n−1) and Y˜ =
(Y˜0, . . . , Y˜n−1) taking values in An, obeying (6.2) and
I(X˜ ;Y˜ )
n
< R˜µ,p(ε) + δ. Let us denote
by dp the metric on An given by
dp(x, y) =
(
1
n
n−1∑
i=0
d(xi, yi)
p
) 1
p
.
Take any Borel map S : An → S, S = (Si)i∈Z such that for x ∈ An and y = (yi)i∈Z ∈ S
the following holds:
(6.5) dp(x, πn(S(x))) ≤ dp(x, πn(y)).
Formally, such S can be constructed as follows. Define t : An → R as
t(x) = min{dp(x, πn(y)) : y ∈ S}
(t is well defined as (A, d) is compact). Let C(S) be the space of closed non-empty
subsets of S equipped with the Vietoris topology. Recall that its Borel space B(C(S))
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is the Effros Borel space of S, i.e. the σ-algebra generated by the sets of the form
{F ∈ C(S) : F ∩ U 6= ∅} for open U ⊂ S ([Kec95, 12.7]). Define M : An → C(S) as
M(x) =
{
y ∈ S : dp(x, πn(y)) = t(x)
}
.
Note that M : [0, 1]n → C(S) is Borel as M−1({F ∈ C(S)|F ∩ U 6= ∅)}) is open
in [0, 1]n for all U open in S. By the Kuratowski-Ryll-Nardzewski selection theorem
([Kec95, 12.13]) there is a Borel selector s : C(S) → S. Now S : An → S defined as
S(x) = s(M(x)) satisfies (6.5).
Since the distribution of X˜ is (πn)∗µ, there exist random variables X = (Xk)k∈Z taking
values in S with distribution µ and Z = (Z0, ..., Zn−1) taking values in An such that the
conditional distributions satisfy P(Z|πn(X) = x) = P(Y˜ |X˜ = x). Define random variables
Y0, ..., Yn−1 taking values in S by Yk = σk ◦ S ◦ Z. Using (6.5) we obtain
(6.6)
E
(
dp(πn(X), πn(Y0))
)p
= E
(
dp(πn(X), πn(S ◦ Z))
)p
≤
E
(
dp(πn(X), Z) + dp(Z, πn(S ◦ Z))
)p
≤
≤ 2pE
(
dp(πn(X), Z)
)p
= 2pE
(
dp(X˜, Y˜ )
)p
.
Moreover,
1
n
n−1∑
k=0
ρ(σkX, Yk)
p ≤ (3diam(A))p
2m
n
+
1
n
n−m−1∑
k=m
ρ(σkX, σk(S ◦ Z))p ≤
≤ εp +
1
n
n−m−1∑
k=m
( m∑
i=−m
1
2|i|
d(Xk+i, Sk+i ◦ Z) + 2
−m+1diam(A)
)p
≤
≤ εp +
2p−1
n
n−m−1∑
k=m
(( m∑
i=−m
1
2|i|
d(Xk+i, Sk+i ◦ Z)
)p
+ 2p(−m+1)diam(A)p
)
≤
≤ εp + 2p(−m+2)−1diam(A)p +
3p−12p−1
n
n−m−1∑
k=m
m∑
i=−m
1
2|i|
d(Xk+i, Sk+i ◦ Z)
p ≤
≤ 2εp +
3p2p−1
n
n−1∑
k=0
d(Xk, Sk ◦ Z)
p = 2εp + 3p2p−1
(
dp(πn(X), πn(Y0))
)p
.
Taking the expected value and applying (6.6) we obtain
E
(1
n
n−1∑
k=0
ρ(σkX, Yk)
p
)
≤ 2εp + 3p2p−1E
(
dp(πn(X), πn(Y0))
)p
≤
≤ 2εp + 3p22p−1E
(
dp(X˜, Y˜ )
)p
≤ (2 + 3p22p−1)εp ≤ (2p + 3p22p)εp ≤ (14ε)p.
We conclude that Y = (Y0, ..., Yn−1) obeys (6.4) with 14ε. Thus Rµ,p(14ε) ≤ Rµ,p(n, 14ε) ≤
I(X;Y )
n
≤ I(X˜ ;Y˜ )
n
< R˜µ,p(ε) + δ. We have used here the data-processing lemma [LT18,
Lemma 2.2]. 
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Note that the above proposition together with Theorem 6.2.7 implies the first equality
of Theorem 6.2.1. It turns out that in the Lindenstrauss-Tsukamoto variational principle,
it suffices to take supremum over the set ET (X ) of ergodic measures:
Theorem 6.2.9. Let (X , T, ρ) be a metric dynamical system with (X , ρ) having the tame
growth of covering numbers. Then for p ∈ [1,∞)
mdimM(X , T, ρ) = lim sup
ε→0
sup
µ∈PT (X )
Rµ,p(ε)
log 1
ε
= lim sup
ε→0
sup
µ∈ET (X )
Rµ,p(ε)
log 1
ε
.
This was proved in [VV17], although not explicitly stated (see proof of Proposition 7
there). We give a different proof, avoiding use of the Katok entropy (yet similar in spirit).
Our main tool is Corollary 1 from [ECG94].
We decompose the proof of Theorem 6.2.9 into several lemmas. Our main tool will be
Corollary 1 of [ECG94]. Since it is stated for subshifts of AZ, we begin in such a setting.
First, let us define distortion-rate funcions.
Definition 6.2.10. [Gra11, Chapter 9] Let (A, d) be a compact metric space and let
µ ∈ Pσ(AZ). For R > 0, N ∈ N and p ∈ [1,∞) define the Lp distortion-rate function
Dµ,p(R, n) as the infimum of (
1
n
E
n−1∑
i=0
d(Xi, Yi)
p
) 1
p
,
where X = (X0, ..., Xn−1) and Y = (Y0, . . . , Yn−1) are random variables defined on some
probability space (Ω,P) such that
• X = (X0, ..., Xn−1) takes values in An, and its law is given by (πn)∗µ.
• Y = (Y0, . . . , Yn−1) takes values in An and
1
n
I(X ; Y ) ≤ R.
We define further
Dµ,p(R) = inf
N∈N
Dµ,p(R, n).
Note that there always exists a pair of random vectors X and Y satisfying above condi-
tions, as for Y ≡ const it holds 1
n
H(X ; Y ) ≤ H(Y ) = 0. As proved in [Gra11, Lemma
9.2], the function n 7→ nDµ,p(R, n) is subadditive, hence Dµ,p(R) = inf
n∈N
Dµ,p(R, n) =
lim
n→∞
Dµ,p(R, n).
The basic properties of Dµ,p(R, n) and Dµ,p(R) are given by the following lemma:
Lemma 6.2.11. Let (A, d) be compact metric space and let µ ∈ Pσ(AZ). The functions
(0,∞) ∋ R 7→ Dµ,p(R, n) ∈ [0,∞) and (0,∞) ∋ R 7→ Dµ,p(R) ∈ [0,∞)
are nonnegative, nonincerasing, convex, continuous and bounded by diam(A). Moreover
(6.7) lim
R→∞
Dµ,p(R) = 0
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and Dµ,p(R) is strictly decreasing on an open set {R > 0 : Dµ,p(R) > 0}. Its inverse
on {R > 0 : Dµ,p(R) > 0} is the function R˜µ,p, i.e. for D0 > 0, R0 > 0 we have
Dµ,p(R0) = D0 if and only if R˜µ,p(D0) = R0.
Proof. Nonnegativity, convexity, continuity and nonincreasing follow from [Gra11, Lemma
9.1]. For the upper bound note that
1
n
E
n−1∑
i=0
d(Xi, Yi)
p ≤ diam(A)p.
For (6.7), let P be a finite Borel partition of A with diameter smaller than ε. For each
B ∈ P choose a unique point xB ∈ B and let f : A→ A be given by f(x) = xB if x ∈ B.
Then for any n ∈ N and a random vector X = (X0, ..., Xn−1) such that X ∼ (πn)∗µ and
Y = (Y0, ..., Yn−1) given by Yi = f ◦Xi, i = 0, ..., n− 1 we have
1
n
E
n−1∑
i=0
d(Xi, Yi)
p ≤ εp and
1
n
I(X ; Y ) ≤
1
n
H(Y ) <∞,
hence for R ≥ 1
n
H(Y ) it holds Dµ,p(R) ≤ Dµ,p( 1nH(Y )) ≤ Dµ,p(
1
n
H(Y ), n) ≤ ε. Moreover,
lim
R→∞
Dµ,p(R) = 0 together with the convexity imply that Dµ,p(·) is strictly decreasing on
an open set {R > 0 : Dµ,p(R) > 0}. Let us show now that if for D0 > 0, R0 > 0 we have
Dµ,p(R0) = D0, then R˜µ,p(D0) = R0. First, we show the inequality R˜µ,p(D0) ≤ R0. By the
strict monotonicity of Dµ,p(·) we have Dµ,p(R0 + η) < D0 for every η > 0. Consequently,
for every η > 0 there exist ξ > 0, n ∈ N and random vectors X = (X0, ..., Xn−1), Y =
(Y0, ..., Yn−1) such that
X ∼ (πn)∗µ,
1
n
I(X ; Y ) ≤ R0 + η and
1
n
E
n−1∑
i=0
d(Xi, Yi)
p ≤ (D0 − ξ)
p.
Therefore R˜µ,p(D0) ≤ R˜µ,p(D0 − ξ) ≤ R0 + η. For the other direction assume that
R˜µ,p(D0) < R0. Then there exists η > 0, n ∈ N and random vectorsX = (X0, ..., Xn−1), Y =
(Y0, ..., Yn−1) such that
X ∼ (πn)∗µ,
1
n
I(X ; Y ) ≤ R0 − η and
1
n
E
n−1∑
i=0
d(Xi, Yi)
p ≤ Dp0.
Consequently Dµ,p(R0−η) ≤ D0, what contradicts the strict monotonicity of Dµ,p(·). The
opposite implication follows similarly (see Remark 6.1.2 for the properties of R˜µ,p). 
Lemma 6.2.12. [ECG94, Corollary 1] Let (A, d) be compact metric space and let µ ∈
Pσ(A
Z). Let {µx : x ∈ A
Z} be the ergodic decomposition of the measure µ. Then for
R ≥ 0
Dµ,p(R) = inf
{ˆ
AZ
Dµx,p(R(x))dµ(x) : R : A
Z → [0,∞) is Borel measurable
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and
ˆ
AZ
R(x)dµ(x) ≤ R
}
.
In particular
Dµ,p(R) ≤
ˆ
AZ
Dµx,p(R)dµ(x).
Proof. The equality is the content of [ECG94, Corollary 1]. Specifying it to the constant
function R(x) ≡ R, we obtain Dµ,p(R) ≤
´
AZ
Dµx,p(R)dµ(x). 
Lemma 6.2.13. Let (A, d) be compact metric space, let S ⊂ AZ be a subshift and let
µ ∈ Pσ(S). For every p ∈ [1,∞) and D > 0 there exists an ergodic measure ν ∈ Eσ(S)
such that R˜µ,p(D) ≤ R˜ν,p(D).
Proof. Fix D > 0. Assume first that for each R > 0 we have Dµ,p(R) < D. By the
definition of Dµ,p(R), this means that for every R > 0 there exist n ∈ N and random
vectors X = (X0, ..., Xn−1), Y = (Y0, ..., Yn−1) such that
X ∼ (πn)∗µ,
1
n
I(X ; Y ) ≤ R and
1
n
E
n−1∑
i=0
d(Xi, Yi)
p ≤ Dp.
Therefore Rµ,p(D) = 0 and there is nothing to prove. Assume now that there exists
R0 > 0 such that Dµ,p(R0) = D. By Lemma 6.2.11 we have Rµ,p(D) = R0. By Lemma
6.2.12 we get
Dµ,p(R0) ≤
ˆ
X
Dµx,p(R0)dµ(x),
where {µx : x ∈ X} is the ergodic decomposition of µ. In particular, there exists x ∈ X
such that D = Dµ,p(R0) ≤ Dµx,p(R0). By continuity and monotonicity there exists R˜ > 0
such that R˜ ≥ R0 and Dµx,p(R˜) = D. Therefore Rµx,p(D) = R˜ ≥ R0 = Rµ,p(D). Since µx
arises from the ergodic decomposition of µ, we can assume supp(µx) ⊂ supp(µ) ⊂ S. 
Proof. (of Theorem 6.2.9). In order to prove the theorem, it suffices to show that for
every ε > 0 and every µ ∈ PT (X ) there exists ν ∈ ET (X ) such that Rµ,p(ε) ≤ Rν,p(ε).
By Lemma 6.2.13, this is the case for subshifts S ⊂ AZ for the rate-distortion function
from Definition 6.1.1. We will extend this to the case of any topological dynamical system
(X , T, ρ) for the rate-distortion function from Definition 6.2.5.
Define the orbit map Φ : X → X Z as Φ(x) = (T nx)n∈Z. It provides an equivariant
homeomorphism between (X , T ) and (Φ(X ), σ), where X Z is considered with the product
topology. Fix an ergodic measure µ ∈ ET (X ). Then the push-forward measure Φ∗µ
belongs to Eσ(Φ(X )). Moreover, it follows from Definitions 6.1.1 and 6.2.5 that for ε > 0
Rµ,p(ε) = R˜Φ∗µ,p(ε),
where for Rµ,p(ε) we treat ρ as a metric on the phase space X and for R˜Φ∗µ,p(ε) we treat
ρ as a metric on the alphabet space X of the subshift Φ(X ). According to the Lemma
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6.2.13, there exists a measure ν˜ ∈ Eσ(Φ(X )) with
R˜Φ∗µ,p(ε) ≤ R˜ν˜,p(ε).
Since supp(ν) ⊂ Φ(X ), we can consider its push-back ν := (Φ−1)∗ν˜, which satisfies
Rν,p(ε) = R˜ν˜,p(ε) ≥ R˜Φ∗µ,p(ε) = Rµ,p(ε).
Observing that ν ∈ ET (X ) concludes the proof. 
We prove also another version of the variational principle in terms of mean Rényi infor-
mation dimension (Theorem 10.3.2). Velozo and Velozo [VV17] provided an alternative
formulation in terms of Katok entropy. For the extension of the Theorem 6.2.1 to actions
of countable discrete amenable groups see [CDZ17].
7. Upper bounds
7.1. The embedding theorem for upper box dimension. In order to develop the
upper bound in Theorem 4.3.4, we will make use of the embedding theorem for upper box
dimension. Below we present a corollary of [Rob11, Theorem 4.3] (with proof attributed
to [HK99], based on an earlier result in [BEFN93]).
Theorem 7.1.1. Let A be a compact subset of Rn. If k > 2dimB(A) then given any α
with
0 < α < 1−
2dimB(A)
k
,
for Lebesgue almost every linear map F ∈ LIN(Rn,Rk) ≃ Rnk there exists L = LF such
that
‖x− y‖∞ ≤ L‖F (x)− F (y)‖
α
∞ for all x, y ∈ A.
In particular, F is one-to-one on A with inverse in HL,α.
See also [BGS18] for an almost sure embedding theorem for Hausdorff dimension. How-
ever, it does not provide Hölder inverse and argues that it cannot exist in general.
7.2. Upper bound for rLIN−HL,α. We will use now Theorem 7.1.1 to prove Theorem
4.3.4. We will actually prove the following (recall Proposition 5.4.5)
(7.1)
inf
L>0
rLIN−HL,α(S, 0) ≤
2
1− α
RB(Cen(S, σ), 0) =
=
2
1− α
mdimB(Cen(S, σ)) ≤
2
1− α
mdimB(S).
Recall, that rLIN−HL,α(S, 0) is defined by considering norm ‖ · ‖∞ on finite dimensional
cubes.
Proof. (of Theorem 4.3.4 and (7.1)) By Proposition 5.4.5 and Remark 5.4.6, we can assume
that Cen(S, σ) = S. Fix η > 0. By Lemma 12.1.4 (applied with C = LIN) it suffices to
prove that there exists L > 0 and n ∈ N such that
rLIN−HL,α(S, 0, n) ≤
2
1− α
mdimB(S) + η.
30
Fix n ∈ N large enough to obtain 1
n
≤ η
4
and
dimB(πn(S))
n
≤ mdimB(S) +
η(1− α)
4
By Theorem 7.1.1, if α ∈ (0, 1) and k ∈ N, k > 2dimB(πn(S)) fulfil
(7.2) α < 1−
2dimB(πn(S))
k
,
then there exists f : [0, 1]n → [0, 1]k in LIN and L > 0 such that f |πn(S) is injective
with (L, α)-Hölder inverse. We obtain that rLIN−HL,α(S, 0, n) ≤
k
n
for such k. For fixed
α ∈ (0, 1), condition (7.2) is satisfied for k = ⌈2dimB(πn(S))
1−α
⌉ + 1, hence
rLIN−HL,α(µ, 0, n) ≤
1
n
(
⌈
2dimB(πn(S))
1− α
⌉+ 1
)
≤
1
n
(2dimB(πn(S))
1− α
+ 2
)
≤
≤
2
1− α
(
mdimB(S) +
η(1− α)
4
)
+
2
n
≤
2
1− α
mdimB(S) + η.

Remark 7.2.1. Example 8.1.2 shows, that one cannot improve Theorem 4.3.4 by claiming
that there exists finite L > 0 such that rLIN−HL,α(S, 0) ≤
2
1−αmdimB(S). Indeed, for
S = {0, 1}Z we have mdimB(S) = 0, yet for L > 0
rLIN−HL,α(S, 0) ≥ sup
ε>0
sup
µ∈Pσ(S)
rL
1
B−HL,α
(µ, ε) > 0
holds.
The following example shows that in Theorem 4.3.4 one cannot change the constant
2
1−α to
t
1−α for any t < 2.
Example 7.2.2. Fix K,N ∈ N such that 0 < 2K < N . Let
A = {x ∈ [0, 1]N : ‖x‖0 ≤ K} ⊂ [0, 1]
N ,
where ‖x‖0 is the number of non-zero coordinates of the vector x ∈ [0, 1]N . Note that
dimB(A) = dimH(A) = K, as A is a sum of finitely many K-dimensional linear subspaces
of RN restricted to [0, 1]N (cf. Lemma 12.1.3). Take S to be the cyclic subshift CA
(see Definition 9.1.1). By Proposition 9.1.3 we have mdimB(CA) = KN <
1
2
. Clearly, there
exists a probability measure ν on [0, 1]N such that supp(ν) = A. Let µ = 1
N
N−1∑
j=0
σj∗(
⊗
Z
ν) ∈
Pσ(CA). We will show that for L > 0, α ∈ (0, 1), t ∈ [1, 2] the following implication holds:
if rLIN−HL,α(µ, 0) ≤
t
1− α
mdimB(CA), then α ≥ 1−
t
2
.
Therefore, Theorem 4.3.4 cannot hold for every α ∈ (0, 1) with constant t
1−α .
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Assume that rLIN−HL,α(µ, 0) ≤
t
1−αmdimB(CA) =
t
1−α
K
N
and fix η > 0. By the definition
of rLIN−HL,α(µ, 0), there exists n0 ∈ N such that for any n ≥ n0 the inequality
rLIN−HL,α(µ, 0, n) ≤
t
1− α
K
N
+ η
holds. It follows that for n ≥ n0 there exist functions f : [0, 1]n → [0, 1]k and g : [0, 1]k →
[0, 1]n such that f ∈ LIN, g ∈ HL,α,
(πn)∗µ
(
{x ∈ [0, 1]n : g ◦ f(x) = x}
)
= 1 and
k
n
≤
t
1− α
K
N
+ η.
Take m ∈ N such that n := mN ≥ n0. Then (
m⊗
j=1
ν)
(
{x ∈ [0, 1]n : g ◦ f(x) = x}
)
= 1. The
set {x ∈ [0, 1]n : g◦f(x) = x} is closed, hence Am = supp(
m⊗
j=1
ν) ⊂ {x ∈ [0, 1]n : g◦f(x) =
x}. In particular, f is injective on Am. Extend f to a linear map f : RmN → Rk (there
exists such an extension as f ∈ LIN) and note the this extension is injective on Em, where
E = {x ∈ RN : ‖x‖0 ≤ K} ⊂ R
N .
Indeed, if x, y ∈ Em and f(x) = f(y), then there exists v ∈ Rn and t > 0 such that
t(x + v) ∈ Am, t(y + v) ∈ Am and f(t(x + v)) = f(t(y + v)). Consequently t(x +
v) = t(y + v), hence x = y. Note further that the injectivity of f on Em implies that
Ker(f) ∩ (Em −Em) = {0}. As Em −Em contains a linear subspace of dimension 2mK,
we obtain that dim(Ker(f)) ≤ n − 2mK and consequently k ≥ dim(Im(f)) ≥ 2mK.
Therefore
2K
N
=
2mK
n
≤
k
n
≤
t
1− α
K
N
+ η,
which implies
α ≥ 1−
t
2
− η
N
2K
(1− α).
Letting η → 0 we obtain that α ≥ 1− t
2
. 
As observed in Remark 9.2.3, the upper bound in Theorem 4.3.4 is not optimal.
7.3. Upper bound for rB−HL,α. The proof of Proposition 4.3.6 is based on an existence of
surjective Hölder maps between unit cubes. It is well known that there exists a surjective
1
n
-Hölder map from [0, 1] onto [0, 1]n (see [Mil80, Thm. 4.55]). This is a generalization of
the classical Peano curve (see e.g. [Sag94]). We will use a similar construction to obtain
the following proposition:
Proposition 7.3.1. For every n, k ∈ N, k ≤ n and η > 0 there exist maps f : [0, 1]n →
[0, 1]k and g : [0, 1]k → [0, 1]n such that f ∈ B, g ∈ Hα for some α ∈ (
k
n
− η, k
n
] and
g ◦ f(x) = x for every x ∈ [0, 1]n.
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Proof. There exists a surjective and α-Hölder map g : [0, 1]k → [0, 1]n with α ∈ ( k
n
−
η, k
n
] (see [Arn04, Comments to Problem 1988-5] or [Shc10]). Let C([0, 1]k) be the space
of closed non-empty subsets of [0, 1]k equipped with the Vietoris topology. Note that
M : [0, 1]n → C([0, 1]k) given as M(x) = g−1({x}) is Borel. By the Kuratowski-Ryll-
Nardzewski selection theorem ([Kec95, 12.13]) there is a Borel selector s : C([0, 1]k) →
[0, 1]k. Let f : [0, 1]n → [0, 1]k be given as f = s ◦M . Then f is Borel and g(f(x)) = x
as f(x) = s(g−1({x})) ∈ g−1({x}). 
Proof. (of Proposition 4.3.6) The inequality is clear for α = 1, hence we can assume α < 1.
Fix arbitrary η > 0. By Lemma 12.1.4 (applied with C = B)
rB−HL,α(S, 0) = inf
n∈N
rB−HL,α(S, 0, n),
hence it is enough to prove that there exists n ∈ N with rB−HL,α(S, 0, n) ≤ α+ η for some
L. Let k, n ∈ N be such that k ≤ n and α < k
n
≤ α+ η. By Proposition 7.3.1 there exists
f : [0, 1]n → [0, 1]k and g : [0, 1]k → [0, 1]n such that f ∈ B, g ∈ Hβ for some β ∈ (α, kn ]
and g ◦ f(x) = x for every x ∈ [0, 1]n. As α < β, we have Hβ ⊂ Hα and consequently
g ∈ Hα. Therefore there exists L > 0 such that
rB−HL,α(S, 0, n) ≤
k
n
≤ α + η.

8. Lower bounds
8.1. Lower bound for rL
p
B−HL,α
. The following Theorem is the main ingredient of the
proof of the Theorem 4.3.3. However, it is of independent interest, since it gives a lower
bound for compression rate rB−HL,α(µ, ε) for fixed µ ∈ Pσ(S) and ε > 0 (see also Section
10).
Theorem 8.1.1. Let S ⊂ [0, 1]Z be closed and shift-invariant. The following holds for
µ ∈ Pσ(S), 0 < α ≤ 1, L > 0 and p ∈ [1,∞):
R˜µ,p((
Lp
2pα
+ εp(1−α))
1
p εα)
log(⌈1
ε
⌉)
≤ rL
p
B−HL,α
(µ, ε).
Proof. (of Theorem 8.1.1) Fix δ, ε > 0. Assume first that S achieves B − HL,α Lp-
analog compression rate rL
p
B−HL,α
(µ, ε) < ∞ at resolution ε for p ∈ [1,∞). One may find
k, n ∈ N with k
n
≤ rL
p
B−HL,α
(µ, ε) + δ and functions f : πn(S) ⊂ [0, 1]n → [0, 1]k, f ∈ B,
g : [0, 1]k → [0, 1]n, g ∈ HL,α (defined with respect to the norm ‖ · ‖p) such thatˆ
[0,1]n
‖x− g ◦ f(x)‖ppd(πn)∗µ(x) ≤ ε
p.
Regularly partition [0, 1]k into ⌈1
ε
⌉k cubes of side ⌈1
ε
⌉−1 Borel-wise (thus every point
in [0, 1]k is associated by a Borel selector to exactly one cube with edge length ⌈1
ε
⌉−1
which contains it) and let c : [0, 1]k → F associate to each point the center of its cube.
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Note that |F | = ⌈1
ε
⌉k and ||x − c(x)||p ≤ ||x − c(x)||∞ ≤ ε2 for all x ∈ [0, 1]
k. Define
Y : [0, 1]n → [0, 1]n by
Y (p) = g(c(f(p))).
and X : [0, 1]n → [0, 1]n by X = id. This gives a pair of random vectors on the probability
space ([0, 1]n, (πn)∗µ). We now estimate:
Eµ‖(X0, X1, . . . , Xn−1)− (Y0, Y1, . . . , Yn−1)‖
p
p =
ˆ
[0,1]n
‖x− g ◦ c ◦ f(x)‖ppd(πn)∗µ(x) ≤
≤
ˆ
[0,1]n
‖x− g ◦ f(x)‖ppd(πn)∗µ(x) +
ˆ
[0,1]n
‖g ◦ f(x)− g ◦ c ◦ f(x)‖ppd(πn)∗µ(x) ≤
≤ εp +
ˆ
[0,1]n
Lp‖f(x)− c ◦ f(x)‖pαp d(πn)∗µ(x) ≤ ε
p + Lp
εpα
2pα
.
This implies that we have found X and Y obeying condition (6.2) at scale (εp+Lp ε
pα
2pα
)
1
p =
( L
p
2pα
+ εp(1−α))
1
p εα such that
R˜µ,p((
Lp
2pα
+ εp(1−α))
1
p εα) ≤
1
n
I(X ; Y ) ≤
1
n
H(Y ) ≤
log(⌈1
ε
⌉k)
n
=
k log(⌈1
ε
⌉)
n
≤
≤ log(⌈
1
ε
⌉)(rL
p
B−HL,α
(µ, ε) + δ).
We end the proof by dividing by log(⌈1
ε
⌉). 
Proof. (of Theorem 4.3.3) Follows from Theorems 8.1.1, 6.2.1 and inequality (4.1). 
In general, equality does not hold in Theorem 4.3.3.
Example 8.1.2. Let S := {0, 1}Z. Then mdimM(S, σ, τ) = 0, since htop(S, σ, τ) =
log 2 <∞. We will show that for any α ∈ (0, 1) and L > 1 it holds that
sup
ε>0
sup
µ∈Pσ(S)
rL
1
B−HL,α
(µ, ε) ≥
α
log 12L
> 0.
As the quantity rL
1
B−HL,α
(µ, ε) is decreasing with L, this will also show that
sup
ε>0
sup
µ∈Pσ(S)
rL
1
B−HL,α
(µ, ε) > 0
for every L > 0.
Let µ =
⊗
Z
(1
2
δ0 +
1
2
δ1) ∈ Pσ(S). Fix ε ∈ (0, 116). For n ∈ N large enough there exists
a subset An ⊂ {0, 1}n such that #An > 2n(1 − ε) and any pair of distinct elements
x, y ∈ An satisfies ‖x− y‖1 ∈ (12 − ε,
1
2
+ ε) (its existence can be deduced from the Strong
Law of Large Numbers, since ‖πn(x) − πn(y)‖1 = 1n
n−1∑
j=0
|xj − yj| →
1
2
almost surely as
n → ∞, if x and y are drawn independently from the distribution µ). For such n, let
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rL
1
B−HL,α
(µ, ε, n) = k
n
for k ∈ N. There exists then a Borel map f : [0, 1]n → [0, 1]k and
(L, α)-Hölder map g : [0, 1]k → [0, 1]n such thatˆ
[0,1]n
‖x− g ◦ f(x)‖1d(πn)∗µ(x) ≤ ε.
Clearly (πn)∗µ = (12δ0 +
1
2
δ1)
⊗n. Define Bn = {x ∈ An : ‖x − g ◦ f(x)‖1 ≤ 2ε}. By the
Chebyshev inequality we have
#Bn = #An −#(An ∩ B
c
n) ≥ #An −
2n
2ε
ˆ
An
‖x− g ◦ f(x)‖1d(πn)∗µ(x) ≥
≥ #An − 2
n−1 ≥ 2n(
1
2
− ε).
On the other hand, note that f is injective on Bn. Indeed, assume that x, y ∈ Bn are
distinct points such that f(x) = f(y). Then
7
16
<
1
2
− ε < ‖x− y‖1 ≤ ‖x− g ◦ f(x)‖1 + ‖g ◦ f(x)− g ◦ f(y)‖1 + ‖g ◦ f(y)− y‖1 =
= ‖x− g ◦ f(x)‖1 + ‖g ◦ f(y)− y‖1 ≤ 4ε <
1
4
.
This implies #f(Bn) = #Bn ≥ 2n(12 − ε). The above calculation yields also
7
16
≤
1
4
+ ‖g ◦ f(x)− g ◦ f(y)‖1 ≤
1
4
+ L‖f(x)− f(y)‖α1 for distinct x, y ∈ Bn,
hence
‖f(x)− f(y)‖∞ ≥ ‖f(x)− f(y)‖1 ≥
( 3
16L
) 1
α ≥ (6L)−
1
α for distinct x, y ∈ Bn.
Hence f(Bn) ⊂ [0, 1]k is a (6L)−
1
α -separated set in the norm ‖ · ‖∞, therefore
2n(
1
2
− ε) ≤ #f(Bn) ≤ ((6L)
1
α + 1)k ≤ (12L)
k
α
and
log(
1
2
− ε) + n ≤
k
α
log 12L.
This gives
rL
1
B−HL,α
(µ, ε, n) =
k
n
≥
α
log 12L
(
1 +
log(1
2
− ε)
n
)
.
Letting n→∞ we obtain
sup
ε>0
rL
1
B−HL,α
(µ, ε) ≥
α
log 12L
.

Problem 8.1.3. Under what conditions equalities hold in Theorems 8.1.1 and 4.3.3?
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We present two instances for which this problem can be partially answered. Corollary
4.3.7 shows that equalities hold in Theorem 4.3.3 (after taking inf
L>0
) for every subshift of
full upper metric mean dimension. Also, a class of subshifts for which equalities do hold
in Theorem 4.3.3 (again after taking inf
L>0
) contains subshifts of finite type with linear law
(see Definition 9.1.2). See Propositions 9.2.1 and 9.2.2 for more details.
It turns out that we cannot change the classHL,α toHα in Theorem 4.3.3, i.e. αmdimM(S, σ, τ)
cannot be a lower bound in Theorem 4.3.2.
Example 8.1.4. Consider the subshift from Example 9.1.4, i.e. A = {0} ∪ { 1
n
: n ∈
N}, S := AZ. Then dimB(A) = mdimM(S, σ, d) = 12 . We will show that sup
ε>0
sup
µ∈Pσ(S)
rB−Hα(µ, ε) =
0 for any α ∈ (0, 1]. To that end, fix ε > 0, n ∈ N and µ ∈ Pσ(S). Since (πn)∗µ is a
discrete measure with countably many atoms, there exists a finite set B ⊂ [0, 1]n with
(πn)∗µ(B) ≥ 1 − ε. Since B is finite, there exists a linear map F : Rn → R such that
F ([0, 1]n) ⊂ [0, 1] and F is injective on B. Let f : [0, 1]n → [0, 1] be given by f = F |[0,1]n.
Let g : f(B)→ [0, 1]n be its inverse. Note that g is L-Lipschitz with respect to the norm
‖·‖∞ for L =
(
min
{
‖x−y‖∞ : x, y ∈ f(B), x 6= y
})−1
. The function g can be extended
to an L-Lipschitz map from [0, 1] to [0, 1]n. Now
µ({x ∈ S : g ◦ f ◦ πn(x) = πn(x)}) ≥ (πn)∗µ(B) ≥ 1− ε,
hence rLIN−L(µ, n, ε) ≤ 1n and rLIN−L(µ, ε) = 0. Consequently
sup
ε>0
sup
µ∈Pσ(S)
rB−Hα(µ, ε) ≤ sup
ε>0
sup
µ∈Pσ(S)
rLIN−L(µ, ε) = 0.
Note that in the above calculation we cannot guarantee a uniform bound on L (with
respect to n) as
(
min
{
‖x − y‖∞ : x, y ∈ f(B), x 6= y
})−1
can be arbitrary large for
n→∞.
An alternative way to compute sup
ε>0
sup
µ∈Pσ(S)
rB−Hα(µ, ε) is to note that, as calculated in
Example 9.1.4, sup
δ>0
sup
µ∈Pσ(CL)
RB(µ, δ) = 0 and apply Theorem 4.3.2. 
8.2. Lower bound for rB−Hα. Following closely the proof of [WV10, Lemma 13] (see
also [WV10, Equation (75)]) we have the following proposition:
Proposition 8.2.1. Let S be a closed and shift-invariant subspace of [0, 1]Z and µ ∈
Pσ(S). Then for 0 < ε < 1 and α ∈ (0, 1] the following holds:
αRB(µ, ε) ≤ rB−Hα(µ, ε).
Proof. Fix n ∈ N, let rB−Hα(µ, ε, n) =
k
n
, f : [0, 1]n → [0, 1]k, g : [0, 1]k → [0, 1]n such
that f is Borel, g is (L, α)-Hölder and B = {x ∈ S : g ◦ f(x|n−10 ) 6= x|
n−1
0 } satisfies
µ(B) ≤ ε. Take A = πn(S \ B) ⊂ [0, 1]n. Then A = g(f(A)), f(A) ⊂ [0, 1]k and
dimB(f(A)) ≤ k. Since g is α-Hölder, we have by [Rob11, Lemma 3.3(iv)] that dimB(A) =
dimB(g(f(A))) ≤
1
α
dimB(f(A)) ≤
k
α
. We also have µ(π−1n (A)) ≥ µ(S \B) ≥ 1− ε, hence
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RB(µ, ε) ≤
1
α
k
n
= 1
α
rB−Hα(µ, ε, n). Taking lim sup
n→∞
on the right side, we get the desired
result. 
9. Subshifts of finite type
9.1. Subshifts of finite type. We will introduce now two classes of subshifts in [0, 1]Z.
Definition 9.1.1. Fix D ∈ N and a closed subset T ⊂ [0, 1]D. A cyclic subshift with
law T is the set
CT := {x ∈ [0, 1]
Z : ∃
0≤n≤D−1
∀
k∈Z
x|n+(k+1)D−1n+kD ∈ T} ⊂ [0, 1]
Z.
Since CT =
D−1⋃
n=0
⋂
k∈Z
(π
n+(k+1)D−1
n+kD )
−1(T ), it is clear that CT is closed and shift invariant.
Following [Gro99, Subsection 0.2], we introduce also subshifts of finite type.
Definition 9.1.2. Fix D ∈ N and a closed subset T ⊂ [0, 1]D. A subshift of finite
type with law T is the set
ST := {x ∈ [0, 1]
Z : ∀
k∈Z
x|k+D−1k ∈ T} ⊂ [0, 1]
Z.
Again, ST is closed and shift-invariant. Moreover, ST ⊂ CT . This notion should not
be confused with a (symbolic) shift of finite type (see [LM95, Chapter 2]). Due to their
simple structure, mean dimensions of cyclic subshifts can be easily calculated or bounded:
Proposition 9.1.3. Fix D ∈ N and a closed subset T ⊂ [0, 1]D. Then the cyclic subshift
CT satisfies CT = Cen(CT , σ) and for every ε ∈ [0, 1)
dimH(T )
D
≤ sup
µ∈Pσ(CT )
RB(µ, ε) ≤ mdimM(CT , σ, τ) = mdimB(CT ) =
dimB(T )
D
.
Consequently
dimH(T )
D
≤ sup
ε>0
sup
µ∈Pσ(CT )
RB(µ, ε) ≤ mdimM(CT , σ, τ) = mdimB(CT ) =
dimB(T )
D
.
Proof. For CT = Cen(CT , σ), let A = {xk : k = 1, 2, ...} ⊂ T be a dense countable subset
of T . Define ν =
∞∑
k=1
1
2k
εxk and note that supp(ν) = T . Let µ =
1
D
D−1∑
n=0
σn∗ (
⊗
Z
ν). Then
clearly µ ∈ Pσ(CT ) and supp(µ) = CT .
The trivial inequality sup
ε>0
sup
µ∈Pσ(CT )
RB(µ, ε) ≤ mdimB(CT ) (see (5.3)) implies that for the
remaining inequalities it suffices to prove
mdimM(CT , σ, τ) = mdimB(CT ) =
dimB(T )
D
and
dimH(T )
D
≤ sup
µ∈Pσ(CT )
RB(µ, ε).
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We begin by proving mdimB(CT ) ≤
dimB(T )
D
. For n ∈ N we have
πnD(CT ) ⊂
D−1⋃
k=0
[0, 1]k × T n−1 × [0, 1]D−k,
hence
dimB(πnD(CT ))
nD
≤
(n− 1)dimB(T ) +D
nD
−→
n→∞
dimB(T )
D
.
Next, we prove dimB(T )
D
≤ mdimM(CT , σ, τ). Inclusion T n ⊂ πnD(CT ) and (5.2) give
mdimM(CT , σ, τ) ≥ lim sup
ε→0
lim sup
n→∞
log Sep(πnD(CT ), ‖ · ‖∞, ε)
nD log 1
ε
≥
≥ lim sup
ε→0
lim sup
n→∞
log Sep(T n, ‖ · ‖∞, ε)
nD log 1
ε
≥ lim sup
ε→0
log Sep(T, ‖ · ‖∞, ε)
D log 1
ε
=
dimB(T )
D
,
where the last equality follows from (5.1). We used here also supmultiplicativity of Sep,
i.e. the inequality
Sep(A, d, ε)Sep(B, d′, ε) ≤ Sep(A×B,max(d, d′), ε).
It remain to show dimH(T )
D
≤ sup
µ∈Pσ(CT )
RB(µ, ε) for fixed ε ∈ [0, 1). Fix d < dimH(T ). Then
Hd(T ) > 0 and by the Frostman’s Lemma ([Rob11, Theorem 2.9]) there exists a measure
ν ∈ Prob([0, 1]D) such that supp(ν) ⊂ T and there exists c > 0 such that
ν(B(x, r)) ≤ crd for all x ∈ T, r > 0,
where B(x, r) is the ‖ · ‖∞-norm ball of radius r centered at x. Let µ = 1D
D−1∑
j=0
σj∗(
⊗
Z
ν).
Then µ ∈ Pσ(CT ). Take A ⊂ [0, 1]nD such that (πnD)∗µ(A) ≥ 1 − ε. Then for some
0 ≤ k ≤ D − 1, the measure µ˜ := (πnD ◦ σk)∗(
⊗
Z
ν) satisfies µ˜(A) > 0. Note that
µ˜ = ν1 ⊗ (
n−1⊗
j=1
ν) ⊗ ν2, where ν1 ∈ Prob([0, 1]D−k) is the marginal of ν on the last D − k
coordinates and ν2 ∈ Prob([0, 1]k) is the marginal of ν on the first k coordinates. Let
T1 ⊂ [0, 1]D−k be the projection of T onto last D − k coordinates and let T2 ⊂ [0, 1]k be
the projection of T onto first k coordinates. Then
µ˜(A ∩ (T1 × T
n−1 × T2)) = µ˜(A) > 0
and for y ∈ T1, x1, ..., xn−1 ∈ T, z ∈ T2, r > 0 we have
µ˜(B(y, x1, ..., xn−1, z), r)) = µ˜(B(y, r)× B(x1, r)× ...× B(xn−1, r)×B(z, r)) =
= ν1(B(y, r))ν(B(x1, r)) · · ·ν(B(xn−1, r))ν2(B(z, r)) ≤ c
n−1r(n−1)d.
Frostman’s Lemma implies now that H(n−1)d(A ∩ (T1 × T n−1 × T2)) > 0, therefore
(n− 1)d ≤ dimH(A ∩ (T1 × T
n−1 × T2)) ≤ dimB(A).
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Thus
dimB(A)
nD
≥
n− 1
n
d
D
.
Taking n → ∞ we obtain RB(µ, ε) ≥ dD . Since d < dimH(T ) was arbitrary we conclude
that
RB(µ, ε) ≥
dimH(T )
D
.

In general, equality between sup
ε>0
sup
µ∈Pσ(CT )
RB(µ, ε) and mdimM(CT , σ, τ) does not hold
in Proposition 9.1.3.
Example 9.1.4. Let D = 1, T = {0} ∪ { 1
n
: n ∈ N} ⊂ [0, 1]. Then CT = T Z and
dimB(T ) =
1
2
(see [Fal04, Example 2.7]), hence (due to Proposition 9.1.3) mdimM(CT ) =
1
2
. However, for every µ ∈ Pσ(CT ) and any n ∈ N, the measure (πn)∗µ is concentrated
on a countable set T n. Therefore, for every ε > 0 there exists a finite set A ⊂ T n such
that (πn)∗µ(A) ≥ 1 − ε. Since every finite set has box-dimension zero, it follows that
sup
ε>0
sup
µ∈Pσ(CT )
RB(µ, ε) = 0. 
Equalities in Proposition 9.1.3 hold as long as dimH(T ) = dimB(T ). This the case
for instance when T has non-empty interior, it is a convex set (see Lemma 12.1.3) or an
attractor of a self-similar IFS satisfying the open set condition (see [Fal04, Theorem 9.3]).
For a subshift ST of finite type, let
Tn = {x ∈ [0, 1]
n : ∀
1≤k≤n−D+1
x|k+D−1k ∈ T} for n ≥ D
Since πn(ST ) ⊂ Tn, we have (applying Proposition 5.2.9)
(9.1) mdimM(ST , σ, τ) ≤ mdimB(ST ) ≤ lim
n→∞
dimB(Tn)
n
.
(in Gromov’s work [Gro99] lim
n→∞
dimB(Tn)
n
is called the legal dimension of ST ). As below
examples show, equalities in (9.1) do not hold in general.
Example 9.1.5. Let {In : n ∈ Z} be a sequence of pairwise disjoint closed intervals
In = [ln, rn] ⊂ (0, 1) such that ln < rn < ln+1 for every n ∈ Z. Assume additionally that
rn → 0 as n→ −∞ and ln → 1 as n→∞. Define T ⊂ [0, 1]2 as
T := {(x, y) ∈ [0, 1]2 : ∃
k∈Z
x ∈ Ik, y ∈ Ik+1} ∪ {(0, 0), (1, 1)}.
The assumptions made above ensure that T is closed. We will prove thatmdimM(ST ) = 0,
yet mdimB(ST ) = 1. Note that lim
n→∞
σnx = ~1 for every x ∈ ST \ {~0}. It follows that
Pσ(ST ) = conv{δ~0, δ~1}, hence Cen(ST , σ) = {~0,~1} and consequently mdimM(ST , σ, τ) =
mdimB(Cen(ST , σ)) = 0 (see Lemma 5.4.2.4). On the other hand, for every n ∈ N there
is I0 × I1 × ...× In−1 ⊂ πn(ST ), hence dimB(πn(ST )) ≥ n and mdimB(ST ) = 1. 
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The above example is trivial in the sense that Cen(ST , σ) = {~0,~1}. However, strict
inequality mdimM(ST , σ, τ) < mdimB(Cen(ST , σ)) can also happen for subshifts of finite
type:
Example 9.1.6. Consider intervals In = [ 12n ,
1
2n−1
) for n ≥ 1. For each n ≥ 1, choose
a disjoint collection of closed sets T 0n , ..., T
2n−1
n ⊂ In such that T
0
n , ..., T
n−1
n are closed
intervals of positive length and T nn , ..., T
2n−1
n are singletons. Define the set T ⊂ [0, 1]
2 as
T = {(x, y) ∈ [0, 1]2 : ∃
n≥1
∃
0≤j≤2n−1
x ∈ T jn , y ∈ T
(j+1) mod 2n
n } ∪ {(0, 0)}.
Note that T is closed and
ST =
∞⋃
n=1
CTn ,
where Tn = T 0n × T
1
n × ... × T
2n−1
n ⊂ [0, 1]
2n. Clearly, each Tn satisfies dimH(Tn) =
dimB(Tn) = n, hence (by Propostion 9.1.3)
sup
ε>0
sup
µ∈Pσ(CTn )
RB(µ, ε) = mdimM(CTn , σ, τ) = mdimB(CTn) =
1
2
for every n ∈ N.
We will prove
sup
ε>0
sup
µ∈Pσ(ST )
RB(µ, ε) = mdimM(ST ) =
1
2
and
mdimB(Cen(ST , σ)) = mdimB(ST ) = 1.
Note first that CTn = Cen(CTn , σ) ⊂ Cen(ST , σ), hence ST =
∞⋃
n=1
CTn ⊂ Cen(ST , σ), i.e.
ST = Cen(ST , σ). Note further that T 0n × · · · × T
n−1
n ⊂ πn(ST ), hence dimB(πn(ST )) = n,
which proves mdimB(ST ) = 1. On the other hand, since Tn ⊂ [ 12n ,
1
2n−1
)2n, if we take a
ball in the norm ‖ · ‖∞ around ~0 of diameter ε ∈ (0, 1) in [0, 1]n, it will certainly contain
πn(CTn) for n such that
1
2n−1
< ε
2
or equivalently n > log 1
ε
+ 2. Therefore
#(πn(ST ), ‖ · ‖∞, ε) ≤ 1 +
⌈log 1
ε
⌉+3∑
k=1
#(πn(CTk), ‖ · ‖∞, ε) ≤ 1 +
⌈log 1
ε
⌉+3∑
k=1
2k⌈
1
ε
⌉k(⌊
n
2k
⌋+1) ≤
≤ 1 + 2(⌈log
1
ε
⌉+ 3)2⌈
1
ε
⌉
n
2
+⌈log 1
ε
⌉+3 ≤ 3(⌈log
1
ε
⌉ + 3)2⌈
1
ε
⌉
n
2
+⌈log 1
ε
⌉+3.
Consequently
log#(πn(ST ), ‖ · ‖∞, ε)
n log 1
ε
≤
log 3 + 2 log(⌈log 1
ε
⌉+ 3) + (n
2
+ ⌈log 1
ε
⌉+ 3) log⌈1
ε
⌉
n log 1
ε
n→∞
−→
log⌈1
ε
⌉
2 log 1
ε
.
Using Proposition 5.2.8, we obtain
1
2
≤ mdimM(ST ) = lim sup
ε→0
lim
n→∞
log#(πn(ST ), ‖ · ‖∞, ε)
n log 1
ε
≤
1
2
.
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To see sup
ε>0
sup
µ∈Pσ(ST )
RB(µ, ε) =
1
2
fix µ ∈ Pσ(ST ) and ε > 0. Observe that there exists
N ∈ N such that µ(
N⋃
n=1
CTn) ≥ 1− ε. This implies
1
2
≤ RB(µ, ε) ≤ mdimB(
N⋃
n=1
CTn) =
1
2
.

In the next example we will have mdimB(ST ) = 0 and lim
n→∞
dimB(Tn)
n
= 1.
Example 9.1.7. Set I0 = {0} and let {In : n ≥ 1} be a sequence of pairwise disjoint
closed intervals In = [ln, rn] ⊂ (0, 1) such that ln < rn < ln+1 for every n ≥ 1. Assume
further that ln → 1 as n→∞. Define T ⊂ [0, 1]2 as
T := {(x, y) ∈ [0, 1]2 : ∃
n≥1
x ∈ In, y ∈ In−1} ∪ {(1, 1)}.
Observe that ST = {~1}. Indeed, note first that there is no point of the form (0, y) in T .
If x = (xk)k∈Z 6= ~1, then xk ∈ In for some k ∈ Z, n ∈ N. Then xk+n = 0 and hence
(xk+n, xk+n+1) /∈ T . On the other hand, for each n ∈ N we have In × In−1× ...× I1 ⊂ Tn,
hence dimB(Tn) ≥ n and lim
n→∞
dimB(Tn)
n
= 1. 
Remark 9.1.8. The above example shows that finite laws Tn may fail to predict the mean
box dimension of ST as in the limit there may occur additional restrictions, not witnessed
in Tn’s. However, one can obtain equality by replacing the law T with its suitable subset.
Namely, for a given closed set T ⊂ [0, 1]D, setting K = πD(ST ) we have ST = SK .
Moreover mdimB(ST ) = mdimB(SK) = lim
n→∞
dimB(Kn)
n
, where
Kn = {x ∈ [0, 1]
n : ∀
1≤k≤n−D+1
x|k+D−1k ∈ K} for n ≥ D
as πn(ST ) = πn(SK) = Kn for n ≥ D.
9.2. Subshifts of finite type with linear law. If we take T to be a linear law, equalities
in (9.1) hold. This was proved in [Gro99, Subsections 2.1 and 2.4] for topological mean
dimension. We present a similar proof for other mean dimensions.
Proposition 9.2.1. Let T ⊂ [0, 1]D be of the form T = E ∩ [0, 1]D for some linear
subspace E ⊂ RD. Then the metric mean dimension of ST exists and
sup
ε>0
sup
µ∈Pσ(ST )
RB(µ, ε) = mdimM(ST , σ, τ) = mdimB(ST ) = lim
n→∞
dimB(Tn)
n
,
where Tn = {x ∈ [0, 1]n : ∀
1≤k≤n−D+1
x|k+D−1k ∈ T} for n ≥ D.
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Proof. We shall prove lim
n→∞
dimB(Tn)
n
≤ mdimM(ST , σ, τ) and lim
n→∞
dimB(Tn)
n
≤ sup
ε>0
sup
µ∈Pσ(ST )
RB(µ, ε).
Together with (5.3) this finishes the proof. Note that for n ≥ D it holds that Tn =
En ∩ [0, 1]n for the linear subspace En ⊂ Rn given by
En = {x ∈ R
n : ∀
1≤k≤n−D+1
x|k+D−1k ∈ E}.
It follows that Tn is a non-empty compact convex set containing zero. Hence, for the
linear subspace Fn := span(Tn) ⊂ En we have Tn = Fn ∩ [0, 1]n and dimB(Tn) = dim(Fn)
(Lemma 12.1.3). Define the set An ⊂ [0, 1]n+2D by
An = {x ∈ Tn+2D : x|
D−1
0 = 0, x|
n+2D−1
n+D = 0}.
Since 0 ∈ T , we see that for the cyclic subshift CAn we have CAn ⊂ ST , hence
mdimM(ST , σ, τ) ≥ mdimM(CAn, σ, τ) =
dimB(An)
n+ 2D
and
sup
ε>0
sup
µ∈Pσ(ST )
RB(µ, ε) ≥
dimH(An)
n + 2D
.
An is compact, convex and containing zero, therefore dimH(An) = dimB(An) by Lemma
12.1.3. It suffices now to prove lim
n→∞
dimB(An)
n+2D
≥ lim
n→∞
dimB(Tn)
n
. For a linear subspace
Gn ⊂ Rn+2D given by
Gn = {x ∈ R
n+2D : x|D−10 = 0, x|
n+2D−1
n+D = 0}
we have An = Tn+2D ∩ Gn = Fn+2D ∩ Gn ∩ [0, 1]n+2D. It is clear that An is compact,
convex, containing zero and codim(Gn) = 2D. Note that both Gn and Fn+2D are spanned
by subsets of [0, 1]n+2D, hence
Fn+2D ∩Gn = span(Fn+2D ∩Gn ∩ [0, 1]
n+2D).
Using this observation together with Lemmas 12.1.2 and 12.1.3 we obtain
dimB(An) = dimB(Fn+2D ∩Gn ∩ [0, 1]
n+2D) = dim(span(Fn+2D ∩Gn ∩ [0, 1]
n+2D)) =
= dim(Fn+2D ∩Gn) ≥ dim(Fn+2D)− codim(Gn) = dimB(Tn+2D)− 2D.
As a consequence,
(9.2) lim
n→∞
dimB(An)
n+ 2D
≥ lim
n→∞
dimB(Tn+2D)− 2D
n + 2D
= lim
n→∞
dimB(Tn)
n
.

It turns out, that some of the compression rates are easy to calculate for subsfhits with
linear law:
Proposition 9.2.2. Let T ⊂ [0, 1]D be of the form T = E ∩ [0, 1]D for some linear
subspace E ⊂ RD. Then for every α ∈ (0, 1] and p ∈ [1,∞)
(9.3) inf
L>0
sup
ε>0
sup
µ∈Pσ(ST )
rL
p
B−HL,α
(µ, ε) = inf
L>0
rB−HL,α(ST , 0) = αmdimM(ST , σ, τ).
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Moreover, for every ε ∈ [0, 1)
(9.4) sup
µ∈Pσ(ST )
rLIN−B(µ, ε) = inf
L>0
rLIN−LL(ST , 0) = mdimM(ST , σ, τ).
Proof. Let us begin by proving the upper bounds. For (9.4) we shall prove
(9.5) inf
L>0
rLIN−LL(ST , 0) ≤ mdimM(ST , σ, τ).
Let us follow the notation from the proof of Proposition 9.2.1: let Tn = Fn ∩ [0, 1]n and
dn := dimB(Tn) = dim(Fn). Fix η > 0. By Proposition 9.2.1 there exists n ∈ N such that
(9.6)
dimB(Tn)
n
=
dn
n
≤ mdimM(ST , σ, τ) + η.
First, let us find a linear compressor f : [0, 1]n → [0, 1]dn. Let v1, ..., vdn ∈ [0, 1]
n be a
linear basis of Fn. Then the map φ : Rn → Rdn given by φ(x) = (〈x, vj〉)
dn
j=1 is a linear
transformation which is injective on Fn, hence it gives a linear isomorphism between Fn
and Rdn . Moreover, as v1, ..., vdn are taken from [0, 1]
n, we have that φ([0, 1]n) ⊂ [0,M ]dn
for some M large enough. Therefore, the map f : [0, 1]n → [0, 1]dn given as f = 1
M
φ|[0,1]n
belongs to LIN and is injective on Fn∩[0, 1]n. For a Lipschitz decompressor, let ψ : Rdn →
Fn be an inverse of 1Mφ|Fn. Then g˜ : f(Fn ∩ [0, 1]
n) → [0, 1]n given as g˜ = ψ|f(Fn∩[0,1]n) is
Lipschitz (as a restriction of a linear map) and such that g˜ ◦ f(x) = x for x ∈ Fn ∩ [0, 1]n.
Following Remark 4.1.9, we can extend g˜ to a Lipschitz function g : [0, 1]dn → [0, 1]n. It
satisfies g ◦f(x) = x on πn(Sn) ⊂ Tn = Fn∩ [0, 1]n. Therefore by Lemma 12.1.4 and (9.6),
for L being the Lipschitz constant of g we have
rLIN−LL(ST , 0) ≤ rLIN−LL(ST , 0, n) ≤
dn
n
≤ mdimM(ST , σ, τ) + η.
This gives (9.5).
The upper bound required for (9.3) is
(9.7) inf
L>0
rB−HL,α(ST , 0) ≤ αmdimM(ST , σ, τ).
It follows by a similar argument as (9.5), accompanied by Proposition 7.3.1. Namely,
fix α ∈ (0, 1], η > 0 and let n ∈ N satisfy (9.6) and 2
n
< η. Consider functions f :
[0, 1]n → [0, 1]dn and g : [0, 1]dn → [0, 1]n such as before. Let f : [0, 1]dn → [0, 1]⌈αdn⌉+1 and
g : [0, 1]⌈αdn⌉+1 → [0, 1]dn be such that f ∈ B, g ∈ Hα and g◦f(x) = x for every x ∈ [0, 1]n.
They exist due to Proposition 7.3.1 as α < ⌈αdn⌉+1
dn
. Now f ◦ f : [0, 1]n → [0, 1]⌈αdn⌉+1 is
Borel, g◦g : [0, 1]⌈αdn⌉+1 → [0, 1]n is α-Hölder (as g ∈ L and g ∈ Hα) and g◦g◦f ◦f(x) = x
on πn(ST ) ⊂ Tn. Therefore, if L is the Lipschitz constant of g ◦ g, applying Lemma 12.1.4
gives
rB−HL,α(ST , 0) ≤
⌈αdn⌉ + 1
n
≤ α
dn
n
+
2
n
≤ αmdimM(ST , σ, τ) + (α + 1)η.
43
As η > 0 was arbitrary, we arrive at (9.7).
Let us turn now to the lower bounds. Corollary 4.3.5 gives the lower bound
αmdimM(ST , σ, τ) ≤ inf
L>0
sup
ε>0
sup
µ∈Pσ(ST )
rL
p
B−HL,α
(µ, ε).
Together with (9.7) and inequality rL
p
B−HL,α
(µ, ε) ≤ rB−HL,α(ST , 0) it yields (9.3).
For the lower bound in (9.4), define An = {x ∈ Tn+2D : x|
D−1
0 = 0, x|
n+2D−1
n+D = 0} ⊂
[0, 1]n+2D. As in the proof of Proposition 9.2.1, we have CAn ⊂ ST and
mdimM(ST , σ, τ) = lim
n→∞
dimB(An)
n + 2D
.
Moreover, An is of the form An = Hn∩ [0, 1]n+2D for linear space Hn = span(An) ⊂ Rn+2D
hence dimB(An) = dim(Hn) (cf. Lemma 12.1.3). Let ε ∈ [0, 1) and η > 0 be arbitrary.
Fix n ∈ N such that
(9.8)
dimB(An)
n+ 2D
≥ mdimM(ST , σ, τ)− η.
Let ν ∈ Prob(An) be the normalized restriction of the Lebesgue measure on Hn to the set
An. Let µ˜ = 1n+2D
n+2D−1∑
j=0
σj∗(
⊗
Z
ν). Then µ˜ ∈ Pσ(CAn) ⊂ Pσ(ST ). Fix now i ∈ N and let
rLIN−B(µ˜, ε, i(n + 2D)) =
k
i(n+2D)
. Then, there exists f : [0, 1]i(n+2D) → [0, 1]k, f ∈ LIN
and g : [0, 1]k → [0, 1]i(n+2D), g ∈ B such that
(9.9) (πi(n+2D))∗µ˜({x ∈ [0, 1]
i(n+2D) : g ◦ f(x) = x}) ≥ 1− ε > 0.
Note that (πi(n+2D))∗µ˜ = 1n+2D
n+2D−1∑
j=0
pj∗(ν
⊗i), where p : Rn+2D → Rn+2D is the permuta-
tion map p(x1, ..., xn+2D) = (x2, ..., xn+2D, x1). Note that p is a linear isomorphism satisfy-
ing p([0, 1]i(n+2D)) = [0, 1]i(n+2D)). Moreover, (9.9) implies that there exists 0 ≤ j < n+2D
such that
pj∗ν
⊗i({x ∈ [0, 1]i(n+2D) : g ◦ f(x) = x}) > 0.
Consequently
ν⊗i({x ∈ [0, 1]i(n+2D) : p−j ◦ g ◦ f ◦ pj(x) = x}) > 0.
Therefore f ◦ pj : [0, 1]i(n+2D) → [0, 1]k is injective on a set of positive measure ν⊗i. As
f ◦ pj is a restriction of a linear map and ν⊗i is a normalized Lebesgue measure on H in
restricted to [0, 1]i(n+2D), we can conclude by Lemma 12.1.5 that f ◦ pj extends to an
injective linear map on H in. As a consequence we obtain k ≥ dim(H
i
n) = i dimB(An) and
using (9.8) we obtain
rLIN−B(µ˜, ε, i(n+ 2D)) =
k
i(n + 2D)
≥
i dimB(An)
i(n + 2D)
≥ mdimM(ST , σ, τ)− η.
As i ∈ N was arbitrary, we get
sup
µ∈Pσ(ST )
rLIN−B(µ, ε) ≥ rLIN−B(µ˜, ε) ≥ mdimM(ST , σ, τ)− η.
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Remark 9.2.3. It follows from the above proposition that the upper bound in Theorem
4.3.4 is not optimal. Indeed, let ST be as in Proposition 9.2.1 with mdimM(ST ) > 0.
Then, since mdimM(ST ) = mdimB(ST ) (see Proposition 9.2.1), for 0 < α < 1 it holds
inf
L>0
rLIN−HL,α(ST , 0) ≤ inf
L>0
rLIN−LL(ST , 0) = mdimB(ST ) <
2
1− α
mdimB(S).
10. Information dimensions
In this section we introduce several notions of information dimensions for random vari-
ables and stochastic processes and establish relations between them. We introduce mean
Rényi information dimension of a dynamical system and prove that it is equal to its metric
mean dimension, establishing a new formulation of the variational principle. We end the
section by introducing the mean Brin-Katok local entropy and bounding it from above
by the mean Rényi information dimension and for subshifts in [0, 1]Z, by the metric mean
dimension.
10.1. Information dimensions. Let X be a measurable space. Let µ be a probability
measure on X and let P = {A1, ..., AN} be a measurable partition of X . The entropy
Hµ(P ) of P with respect to the measure µ is defined as
Hµ(P ) = −
∑
A∈P
µ(A) logµ(A).
For an introduction to the theory of entropy see [Gra11]. Denote by P nm = Pm×...×Pm the
n-fold product of the partition Pm (i.e. the partition of [0, 1]n into cubes of sidelength 1m).
Rényi [Rén59] defined the upper and lower information dimension of a probability
measure µ ∈ Prob([0, 1]n) as:
(10.1)
ID(µ) = lim sup
m→∞
Hµ(P
n
m)
logm
,
ID(µ) = lim inf
m→∞
Hµ(P
n
m)
logm
respectively. If ID(µ) = ID(µ), then we call its common value the information dimension
of the measure µ and denote it by ID(µ). Rényi proved in [Rén59], that ID(µ) = 0 for
discrete µ and ID(µ) = n for µ ∈ Prob([0, 1]n) absolutely continuous with respect to the
Lebesgue measure. Apllying [Gra11, Lemma 3.4] to the definitions of ID and ID yields
ID(pµ+ (1− p)ν) ≤ pID(µ) + (1− p)ID(ν)
ID(pµ+ (1− p)ν) ≥ pID(µ) + (1− p)ID(ν)
(10.2)
for µ, ν ∈ Prob([0, 1]n) and p ∈ [0, 1]. In particular
(10.3) ID(pµ+ (1− p)ν) = pID(µ) + (1− p)ID(ν)
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provided that the limits exist. Pesin ([Pes08, p. 186]) introduced theRényi information
dimension of a Borel probability measure µ on a compact metric space (X , ρ) by:
RID(X , µ, d) = lim sup
ε→0
1
log 1
ε
inf
diam(P )≤ε
Hµ(P ),
RID(X , µ, d) = lim inf
ε→0
1
log 1
ε
inf
diam(P )≤ε
Hµ(P ),
where the infimum is taken over all Borel partitions P of X with diameter not greater
than ε. As proved in [KD94, Proposition 3.3], for a Borel probability measure µ on [0, 1]
endowed with the standard metric, these two notions of information dimension coincide:
(10.4) ID(µ) = RID([0, 1], µ, d) and ID(µ) = RID([0, 1], µ, d).
10.2. Dynamical information dimensions. Let (X , T, ρ) be a dynamical system and
µ ∈ PT (X ). The (dynamical) entropy of a finite Borel partition P of X is defined by
hµ(P ) = lim
n→∞
Hµ(P ∨ T−1P ∨ ... ∨ T−(n−1)P )
n
and the Kolmogorov-Sinai entropy of µ with respect to the transformation T is
hµ(T ) = sup{hµ(P ) : P is a finite Borel parition of X}.
The variational principle for the topological entropy states that ([Wal82, Theorem 8.6
and Corollary 8.6.1])
(10.5) htop(T ) = sup
µ∈PT (X )
hµ(T ) = sup
µ∈ET (X )
hµ(T ).
Inspired by Pesin’s definition of the Rényi information dimension, we introduce the upper
and lower mean Rényi information dimensions of µ as:
MRID(X , T, µ, d) = lim sup
ε→0
1
log 1
ε
inf
diam(P )≤ε
hµ(P ),
MRID(X , T, µ, d) = lim inf
ε→0
1
log 1
ε
inf
diam(P )≤ε
hµ(P ),
where the infimum is taken over all Borel partitions P of X with diameter not greater
than ε.
Geiger and Koch proposed recently ([GK17]) the following similar definition for µ ∈
Pσ([0, 1]Z):
Definition 10.2.1. For µ ∈ Pσ([0, 1]Z), the lower and upper information dimension
rates are defined as
d(µ) = lim sup
m→∞
lim
k→∞
Hµ(
∨k−1
i=0 σ
−iPm)
k logm
= lim sup
m→∞
hµ(Pm)
logm
,
d(µ) = lim inf
m→∞
lim
k→∞
Hµ(
∨k−1
i=0 σ
−iPm)
k logm
= lim inf
m→∞
hµ(Pm)
logm
.
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Moreover, Geiger and Koch proved ([GK17, Theorem 1] and [GK18, Theorem 18]) that
(10.6) d(µ) = dimR,2(µ) and d(µ) = dimR,2(µ) for µ ∈ Pσ([0, 1]
Z),
where dimR,2(µ) and dimR,2 are the lower and upper rate-distortion dimensions given
as
(10.7)
dimR,2(µ) = lim sup
ε→0
lim
k→∞
R˜µ,2(k, ε)
log 1
ε
= lim sup
ε→0
R˜µ,2(ε)
log 1
ε
,
dimR,2(µ) = lim inf
ε→0
lim
k→∞
R˜µ,2(k, ε)
log 1
ε
= lim inf
ε→0
R˜µ,2(ε)
log 1
ε
.
This can be seen as a generalization of [KD94, Proposition 3.3] from the Bernoulli case
to general stationary processes.
Remark 10.2.2. R˜µ,2 is acutally defined in a slightly different manner in [GK17, Definition
2] than in Definition 6.1.1. Namely, the constraint in (6.2) omits the square, i.e. [GK17]
requires
1
n
E‖(X0, X1, . . . , Xn−1)− (Y0, Y1, . . . , Yn−1)‖
2
2
= E
(
1
n
n−1∑
k=0
|Xk − Yk|
2
)
≤ ε.
For that reason, an additional factor 2 appears in the definitions of dimR,2(µ) and dimR,2(µ)
therein.
It follows from the definitions that
MRID([0, 1]Z, σ, µ, τ) ≤ d(µ) and MRID([0, 1]Z, σ, µ, τ) ≤ d(µ),
since d(µ) and d(µ) are defined using special partitions Pm. For ergodic measures we have
the following equality, which can be seen as an extension of (10.4) to ergodic processes:
Proposition 10.2.3. Let µ ∈ Eσ([0, 1]
Z). Then
MRID([0, 1]Z, σ, µ, τ) = d(µ) and MRID([0, 1]Z, σ, µ, τ) = d(µ)
Proof. By [VV17, Proposition 2], if diam(P ) < ε and µ is ergodic then R˜µ,2(ε) ≤ hµ(P )
([VV17, Proposition 2] is proved for L1-distortion function, however it is easy to see that
it is valid also for Lp, p ∈ [1,∞). They also work with a slightly different definition
of the rate distortion function Rµ,p, which however satisfies R˜µ,p ≤ Rµ,p, as proved in
Proposition 6.2.8). The result follows now from (10.6). 
Problem 10.2.4. Does the equality in the above proposition hold also for non-ergodic
invariant measures?
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Jalali and Poor [JP17, Lemma 3] proposed a different generalization of information
dimension for stochastic processes, which we shall call mean information dimension.
For µ ∈ Pσ([0, 1]Z) it takes the form:
(10.8)
MID(µ) = lim
n→∞
1
n
lim sup
b→∞
Hµ(
∨n−1
i=0 σ
−iP2b)
b
= lim
n→∞
ID((πn)∗µ)
n
,
MID(µ) = lim
n→∞
1
n
lim inf
b→∞
Hµ(
∨n−1
i=0 σ
−iP2b)
b
= lim
n→∞
ID((πn)∗µ)
n
.
If MID(µ) = MID(µ), then we denote their common value as MID(µ). Geiger and Koch
proved ([GK17, Theorem 3] and [GK18, Theorem 24]) that
(10.9) d(µ) ≤MID(µ) and d(µ) ≤MID(µ)
holds for every µ ∈ Pσ(S). This can be seen as an information dimension version of
the inequality mdimM(S, σ, τ) ≤ mdimB(S) (Proposition 5.2.9), where also exchanging
the limits with respect to scale and time parameters leads to a similar inequality. They
proved that equality in (10.9) holds for a class of stationary stochastic processes in-
cluding ψ∗-mixing processes, discrete-valued processes with finite marginal entropy and
continuous-valued processes with finite marginal differential entropy and finite differential
entropy rate. They provided also an example of stationary process on RN for which the
inequality is strict ([GK17, Example 1]). On the other hand, equality of MID(µ) and
dimR,2(µ) under certain assumptions was proved in [RJEP17, Theorem 2]. See [GK18,
Section V] for a comprehensive discussion.
Not surprisingly, the notion of dimension based on the box-dimension exceeds the infor-
mation dimension. More precisely, Wu and Verdú proved the following:
Proposition 10.2.5. [WV12, Theorem 5] For µ ∈ Pσ([0, 1]Z) and δ > 0 the inequality
MID(µ) ≤ RB(µ, δ) + δ
holds. Consequently
MID(µ) ≤ lim
δ→0
RB(µ, δ) = sup
δ>0
RB(µ, δ).
In general, equality does not hold in Proposition 10.2.5:
Example 10.2.6. Let µ = 1
2
δ~0 +
1
2
(2Leb|[ 1
2
,1])
⊗Z. Then (πn)∗µ = 12δ(0,...,0) +
1
2
2nLeb[ 1
2
,1]n
and by (10.3)
ID((πn)∗µ) =
1
2
ID(δ~0) +
1
2
ID(2nLeb[ 1
2
,1]n) =
n
2
.
Therefore MID(µ) = 1
2
. On the other hand, for δ < 1
2
we have that any Borel set
A ⊂ [0, 1]n satisfying (πn)∗(µ)(A) ≥ 1 − δ > 12 has positive n-dimensional Lebesgue
measure. Therefore, dimH(A) = n (as n-dimensional Lebesgue and Hausdorff measures
are equal up to a constant on [0, 1]) and dimB(A) = n by Proposition 5.1.5. In turn
sup
δ>0
RB(µ, δ) = 1. 
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[WV10, Theorem 14] provides a stronger result than Proposition 10.2.5 for product
measures. Namely, if µ = ν⊗Z, then MID(µ) = ID(ν) ≤ RB(µ, δ) for every δ > 0. In the
next example we show that this is not the case for general shift-invariant measures.
Example 10.2.7. Let ν1 = Leb|[0,1] ⊗ δ0 ⊗ δ0 ∈ Prob([0, 1]3) and ν2 = Leb|[0,1] ⊗ δ0 ∈
Prob([0, 1]2). Let µ1 = 13
2∑
i=0
σi∗(ν
⊗Z
1 ) ∈ Pσ([0, 1]
Z) and µ2 = 12
1∑
i=0
σi∗(ν
⊗Z
2 ) ∈ Pσ([0, 1]
Z).
Set µ = 1
2
µ1 +
1
2
µ2. Clearly MID(µ1) = 13 , MID(µ2) =
1
2
. By concavity of the en-
tropy ([Dow11, Fact 1.3.3]), MID is also concave (with respect to the measure), provided
the limits lim
b→∞
Hµ(
∨n−1
i=0 σ
−iP
2b
)
b
exist. Therefore MID(µ) ≥ 1
2
MID(µ1) +
1
2
MID(µ2) >
1
3
.
On the other hand, using Proposition 9.1.3, we obtain that δ > 1
2
implies RB(µ, δ) ≤
mdimB(supp(µ1)) =
1
3
as supp(µ1) = CL for L = [0, 1]× {0} × {0} ⊂ [0, 1]3. 
Remark 10.2.8. In view of the Variational Principle for the metric mean dimension, it is
natural to ask whether a similar relation holds for mdimB(S) and MID(µ) for µ ∈ Pσ(S).
It is clear that
lim
n→∞
sup
µ∈Pσ(S)
ID((πn)∗µ)
n
≤ mdimB(S),
but the inequality can be strict. Consider A = { 1
n
: n ∈ N} ∪ {0} and S = AZ as in the
Example 9.1.4. Then mdimB(S) = 12 , but for each n and each µ ∈ Pσ(S), the measure
(πn)∗µ is discrete, hence ID((πn)∗µ) = 0 (see [Rén59, p. 197]).
Remark 10.2.9. Using the equality d(µ) = dimR,2(µ), and Theorem 8.1.1 one obtains
the following lower bound on the compression rate rL
2
B−HL,α
(µ) for fixed µ ∈ Pσ(S), α ∈
(0, 1], L > 0:
(10.10) d(µ) = dimR,2(µ) = lim sup
ε→0
R˜µ,2(ε)
log 1
ε
≤
1
α
rL
2
B−HL,α
(µ).
Note that taking supremum over µ ∈ Pσ(S) yields
sup
µ∈Pσ(S)
lim sup
ε→0
R˜µ,2(ε)
log 1
ε
≤
1
α
sup
ε>0
sup
µ∈Pσ(S)
rL
2
B−HL,α
(µ, ε).
This, however, does not imply Theorem 4.3.3, since there are systems with
sup
µ∈Pσ(S)
lim sup
ε→0
R˜µ,2(ε)
log 1
ε
< mdimM(S, σ, τ)
(cf. [LT18, Section VIII]).
10.3. Mean Rényi information dimension. We introduce the mean Rényi infor-
mation dimension of the system (X , T, ρ) by:
MRID(X , T, ρ) = lim sup
ε→0
1
log 1
ε
sup
µ∈PT (X )
inf
diam(P )≤ε
hµ(P ),
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MRID(X , T, ρ) = lim inf
ε→0
1
log 1
ε
sup
µ∈PT (X )
inf
diam(P )≤ε
hµ(P ),
where the infimum is taken over all Borel partitions P of X with diameter not greater
than ε.
Lemma 10.3.1. If (X , T, ρ) has tame growth of covering numbers (see Definition 6.2.3),
then MRID(X , T, ρ) ≥ mdimM(X , T, ρ).
Proof. By [VV17, Proposition 2], if diam(P ) < ε and µ is ergodic, then Rµ(ε) ≤ hµ(P )
(with Rµ(ε) defined as in Definition 6.2.5) The result follows now from Theorem 6.2.9. 
The next result can be seen as an alternative formulation of the variational principle
for metric mean dimension in the case S ⊂ [0, 1]Z.
Theorem 10.3.2. Let S be a closed and shift-invariant subset of [0, 1]Z. ThenMRID(S, σ, τ) =
mdimM(S, σ, τ).
Proof. Fix ε ∈ (0, 1) and let m ∈ N be such that ε
10
≤ 1
m
≤ ε
9
. Recall that
Pm := {[0,
1
m
), [
1
m
,
2
m
), . . . [
m− 1
m
, 1]}.
Consider the partition
Qm = π
−1
0 (Pm)
of S, where π0 : S → [0, 1] is the projection onto zero coordinate. Fix µ ∈ Pσ(S). For
a partition Q let Nµ(Q) = {A ∈ Q| µ(A) > 0}. For every A ∈ Nµ(
n−1∨
i=0
σ−iQm) choose
a point xA ∈ A ∩ S. We can choose a subset B ⊂ {xA : A ∈ Nµ(
n−1∨
i=0
σ−iQm)} such
that |B| ≥ 1
2n
|Nµ(
n−1∨
i=0
σ−iQm)| and elements of B are τn − ε separated (i.e. for every
x, y ∈ B, x 6= y there exist 0 ≤ j ≤ n− 1 so that τ(σjx, σjy) ≥ ε). To construct such a
set B, observe first that
Nµ(
n−1∨
i=0
σ−iQm) = {π
−1
n (C) : C ∈ C}, where
C = {C = Ci0 × ...× Cin−1 : Ci0, ..., Cin−1 ∈ Pm, µ(π
−1
n (C)) > 0}.
C is a collection of cubes in [0, 1]n. There exists C1 ⊂ C such that |C1| ≥ 12 |C| and each
pair of cubes from C1 have either equal or separated by 1m (in ‖ · ‖∞) projections onto the
first coordinate (C1 can be obtained by dividing the elements of C into two disjoint collec-
tions with the latter property and discarding the collection with the smaller cardinality).
Repeating this procedure for each of the n coordinates, we obtain a subcollection Cn of C
such that |Cn| ≥ 12n |C| and each two elements of Cn are ‖·‖∞-
1
m
separated in at least one of
the coordinates. Defining B = {xA : A ∈ π−1n (C) : C ∈ Cn}, we obtain a τn − ε separated
set. Let k ∈ N be such that k > ⌈log 3
ε
⌉. Then diam(
n−1∨
i=−k
σ−iQm) < ε for n large enough
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(it suffices to take n > ⌈log 3
ε
⌉). Recalling that hµ(
n−1∨
i=−k
σ−iP ) = hµ(P ) ≤ log |Nµ(P )| for
any finite parition, we obtain
lim sup
n→∞
1
n
log Sep(S, τn,
ε
10
) ≥ sup
µ∈Pσ(S)
lim sup
n→∞
log 1
2n
|Nµ(
n−1∨
i=0
σ−iQm)|
n
=
= sup
µ∈Pσ(S)
lim sup
n→∞
( log |Nµ(n−1∨
i=0
σ−iQm)|
n
− 1
)
≥ sup
µ∈Pσ(S)
lim
n→∞
1
n
Hµ(
n−1∨
i=0
σ−iQm)− 1 =
= sup
µ∈Pσ(S)
hµ(Qm)− 1 = sup
µ∈Pσ(S)
hµ(
n−1∨
i=−k
σ−iP )− 1 ≥ sup
µ∈Pσ(S)
inf
diam(P )≤ε
hµ(P )− 1.
Dividing by log 1
ε
, taking lim sup
ε→0
and applying (5.2), we obtain
mdimM(S, σ, τ) = lim sup
ε→0
lim sup
n→∞
log Sep(S, τn,
ε
10
)
n log 1
ε
≥MRID(S, σ, τ).

Remark 10.3.3. The above proof can be easily extended to the case of subshifts S ⊂
([0, 1]d)Z.
Problem 10.3.4. Does the equality MRID(X , T, ρ) = mdimM(X , T, ρ) hold for every
dynamical system (X , T, ρ)?
11. Mean Brin-Katok local entropy
11.1. Mean Brin-Katok local entropy. The goal of this section is to derive a novel
application in ergodic theory which follows from the techniques of the article. Let (X , T, ρ)
be a dynamical system. Following [Dow05, Definition 6.7.1], for an ergodic measure
µ ∈ ET (X ) and a point x ∈ X we define the Brin-Katok local entropy by:
hBKµ (ε, x) = lim sup
n→∞
−
1
n
log µ(Bn(x, ε)),
where Bn(x, ε) = {y ∈ X | ρn(x, y) < ε}. It is easy to see that by the ergodicity of µ,
the function x 7→ hBKµ (ε, x) is µ-almost surely constant and we denote this constant by
hBKµ (ε). Let us define the mean Brin-Katok local entropy of T by:
mBKe(X , T, ρ) = lim sup
ε→0
1
log 1
ε
sup
µ∈E T (X )
hBKµ (ε),
mBKe(X , T, ρ) = lim inf
ε→0
1
log 1
ε
sup
µ∈ET (X )
hBKµ (ε).
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Lemma 11.1.1. Let (X , T, ρ) be a dynamical system. For µ ∈ ET (X ) and ε > 0 it holds
that
hBKµ (ε) ≤ inf
diam(P )<ε
hµ(P ),
where the infimum is taken over all finite Borel partitions of X with diameter smaller
than ε.
See below for the proof. From the definition of the mean Rényi information dimension
we obtain the following corollary:
Corollary 11.1.2. Let (X , T, ρ) be a dynamical system. Then
mBKe(X , T, ρ) ≤ MRID(X , T, ρ).
The proof of Lemma 11.1.1 uses Shannon-McMillan-Breiman theorem and can be es-
sentially found in [BK83]. We include it for the convenience of the reader.
Proof. (of Lemma 11.1.1) For a partition P of X , denote by P (x) the element of P
containing x ∈ X . If diam(P ) < ε, then (
n−1∨
i=0
T−iP )(x) ⊂ Bn(x, ε), hence
− log µ(Bn(x, ε)) ≤ − log µ((
n−1∨
i=0
T−iP )(x)).
By the Shannon-McMillan-Breiman theorem ([Shi96, Theorem I.5.1])
hBKµ (ε, x) = lim sup
n→∞
−
1
n
log µ(Bn(x, ε)) ≤ lim sup
n→∞
−
1
n
log µ((
n−1∨
i=0
T−iP )(x)) = hµ(P )
for µ- a.e. x ∈ X , hence hBKµ (ε) ≤ inf
diam(P )<ε
hµ(P ). 
Using Theorem 10.3.2 we obtain the following corollary:
Corollary 11.1.3. Let S ⊂ [0, 1]Z be closed and shift-invariant. Then
mBKe(S, σ, τ) ≤ mdimM(S, σ, τ).
Problem 11.1.4. Does mBKe(X , T, ρ) ≤ mdimM(X , T, ρ) hold for any homeomorphism
T of the compact metric space (X , ρ)? Does equality hold?
Corollary 11.1.3 can be applied to an arbitrary homeomoprhism T of a compact metric
space (X , ρ) via the orbit map. To that end, let f : X → [0, 1] be a continuous function.
Define the orbit map If : X → [0, 1]Z as
If(x) = (f(T
nx))n∈Z.
Then If(X ) is a subshift in [0, 1]Z. For n ∈ N, ε > 0 define
f εn(x) := {y ∈ X : ∀
0≤k≤n−1
|f(T kx)− f(T ky)| < ε}.
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For an ergodic measure µ ∈ ET (X ) define the Brin-Katok local entropy induced by
f as
hBKµ,f (ε, x) = lim sup
n→∞
−
1
n
logµ(fnε (x)).
By ergodicity, hBKµ,f (ε, x) is constant µ-a.e. We will denote this constant by h
BK
µ,f (ε). It is
easy to see that for fixed ε > 0 and n > 2⌈log 1
ε
⌉ the following inclusions hold:
(11.1) I−1f (Bn(If (x), ε)) ⊂ f
n
ε (x) ⊂ I
−1
f (Bn−2⌈log 1ε ⌉
(T ⌈log
1
ε
⌉x, 5ε)).
Indeed, note that
I−1f (Bn(If(x), ε)) = {y ∈ X : ∀
0≤k≤n−1
∑
j∈Z
|f(T k+jx)− f(T k+jy)|
2|j|
< ε}.
The first inclusion in (11.1) follows readily from the above equality. For the second one,
fix y ∈ fnε (x) and k such that 0 ≤ k ≤ n− 2⌈log
1
ε
⌉. Then
∑
j∈Z
|f(T k+j+⌈log
1
ε
⌉x)− f(T k+j+⌈log
1
ε
⌉y)|
2|j|
≤ 2ε+
⌈log 1
ε
⌉∑
j=−⌈log 1
ε
⌉
|f(T k+j+⌈log
1
ε
⌉x)− f(T k+j+⌈log
1
ε
⌉y)|
2|j|
≤
≤ 2ε+ 3max{|f(T jx)− f(T jy)| : k ≤ j ≤ k + 2⌈log
1
ε
⌉} ≤
≤ 2ε+ 3max{|f(T jx)− f(T jy)| : 0 ≤ j ≤ n} ≤ 5ε.
Therefore y ∈ I−1f (Bn−2⌈log 1ε ⌉(T
⌈log 1
ε
⌉x, 5ε)). As a consequence of (11.1) we obtain
lim sup
ε→0
sup
µ∈ET (X )
hBKµ,f (ε)
log 1
ε
= lim sup
ε→0
sup
µ∈ET (X )
hBK(If )∗µ,f(ε)
log 1
ε
≤ mBKe(If(X ), σ, τ).
By Corollary 11.1.3
lim sup
ε→0
1
log 1
ε
sup
µ∈ET (X )
hBKµ,f (ε) ≤ mdimM(If(X ), σ, τ).
The above equality gives the following corollary (note that ε0 is chosen uniformly for
µ ∈ ET (X )).
Corollary 11.1.5. Let (X , T, ρ) be a dynamical system and let f : X → [0, 1] be contin-
uous. Then for every δ > 0 there exists ε0 > 0 such that for every 0 < ε < ε0 and every
ergodic measure µ ∈ ET (X ), for µ-almost every point x ∈ X there exists n0 ∈ N such that
for every n ≥ n0 the inequality
µ(f εn(x)) ≥ ε
n(mdimM (If (X ),σ,τ)+δ)
holds.
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12. Appendix
12.1. Proofs of auxiliary results. For the proof of Proposition 5.2.8 we will use the
following lemma:
Lemma 12.1.1. Let S ⊂ [0, 1]Z be a subshift. Fix ε > 0 and m ∈ N such that 2−m+2 < ε.
Then for n ∈ N and A ⊂ S the inequality
#(A, τn, 8ε) ≤ #(π
n+m
−(m−1)(A), ‖ · ‖∞, ε)
holds.
Proof. Let E ⊂ πn+m−(m−1)(A) be an ε-net in the ‖ · ‖∞ metric on [0, 1]
n+2m with #E =
#(πn+m−(m−1)(A), ‖·‖∞, ε). TakeD ⊂ A consisting of representatives of sets (π
n+m
−(m−1))
−1({x}), x ∈
E. Then D is a 4ε-net in A in the metric τn. Indeed, for y ∈ A, there exists x ∈ D such
that ‖πn+m−(m−1)(y)− π
n+m
−(m−1)(x)‖∞ < ε, hence for 0 ≤ j < n we have
τ(σjy, σjx) ≤ 2−m+2 +
∑
|k|<m
1
2k
|yk+j − xk+j| < 2
−m+2 + ε
∑
|k|<m
1
2k
< 4ε.
Taking a cover of A by 4ε-balls with centers in D, we obtain the result. 
Proof. (of Propostion 5.2.8) Observe first that for x, y ∈ [0, 1]Z, the inequality τn(x, y) < ε
implies ‖πn(x)− πn(y)‖∞ < ε and hence
#(πn(S), ‖ · ‖∞, ε) ≤ #(S, τn, ε).
This gives
lim sup
ε→0
lim
n→∞
log#(πn(S), || · ||∞, ε)
n log 1
ε
≤ lim sup
ε→0
lim
n→∞
log#(S, τn, ε)
n log 1
ε
= mdimM(S, σ, d).
On the other hand using Lemma 12.1.1 with m = ⌈log 1
ε
⌉ + 2 and submultiplicativity of
the function n 7→ #(πn(S), ‖ · ‖∞, ε) we obtain
#(S, τn, 8ε) ≤ #(π
n+m
−(m−1)(S), ‖ · ‖∞, ε) ≤ #(πn(S), ‖ · ‖∞, ε)#(πm(S), ‖ · ‖∞, ε)
2.
This yields
lim
n→∞
log#(S, τn, 8ε)
n
≤ lim
n→∞
log#(πn(S), ‖ · ‖∞, ε) + 2 log#(πm(S), ‖ · ‖∞, ε)
n
=
= lim
n→∞
log#(πn(S), ‖ · ‖∞, ε)
n
.
Dividing both sides by log 1
8ε
and taking lim sup
ε→0
ends the proof. 
Proof. (of Proposition 5.2.9) Fix η > 0. Take N ∈ N with 1
N
dimB(πN(S)) ≤ mdimB(S)+
η. Choose ε0 > 0 such that
#(πN (S), ‖ · ‖∞, ε) ≤ ε
−dimB(πN (S))−η for 0 < ε < ε0.
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Fix ε < ε0. By the submultiplicativity of the function n 7→ #(πn(S), ‖ · ‖∞, ε), for k ∈ N
we have
log#(πkN(S), ‖ · ‖∞, ε)
kN
≤
log#(πN(S), ‖ · ‖∞, ε)
N
≤
≤
(dimB(πN (S)) + η) log
1
ε
N
≤ (mdimB(S) + η(1 +
1
N
)) log
1
ε
.
The desired inequality follows now from Proposition 5.2.8. 
Proof. (of Lemma 5.4.2)
(1) is clear, since all supp(µ) for µ ∈ PT (X ) are invariant and closure of an invariant set
is invariant.
(2) Note that in our setting the weak∗ topology is metrizable on PT (X ), which is (sequen-
tially) compact and hence separable in that topology. Let D = {µn : n ∈ N} ⊂ PT (X )
be weak∗ dense and set µ :=
∞∑
n=1
2−nµn ∈ PT (X ). Clearly supp(µn) ⊂ supp(µ) for
each n ∈ N. Fix arbitrary ν ∈ PT (X ) and take a sequence (µnk)k∈N of elements of
D such that µnk
w∗
→ ν. Then supp(ν) ⊂ supp(µ). Since supp(µ) is closed, we obtain
Cen(X , T ) = supp(µ).
(3) Follows from the previous point.
(4) Follows from the variational principle for the metric mean dimension ([LT18, Theorem
III.4]).

Lemma 12.1.2. Let E, F ⊂ RN be linear subspaces. Then
dim(E ∩ F ) ≥ dim(E)− codim(F )
(here dim and codim stand for the linear dimension and codimension).
Proof. The proof follows from the well known equality (see [Hal74, Chap. 1.12, Exc.
7(b)])
dim(E ∩ F ) = dim(E) + dim(F )− dim(E + F ),
since dim(E + F )− dim(F ) ≤ N − dim(F ) = codim(F ). 
Lemma 12.1.3. Let A ⊂ RN be a compact, convex set containing zero. Then the upper
and lower box-dimensions of A coincide and dimB(A) = dim(span(A)) = dimH(A).
Proof. Let d := dim(span(A)). The inequalities dimB(A) ≤ d and dimH(A) ≤ d are
obvious. For the other direction, let e1, ..., ed ∈ A be a collection of linearly independent
vectors. Let e0 := 0 ∈ RN and Kd = {(λ0, ..., λd) :
d∑
i=0
λi = 1, λi ≥ 0 for 0 ≤ i ≤ d} ⊂
R
d+1 be the d-dimensional simplex. The transformation φ : Kd → conv{e0, e1, ..., ed}
given by φ(λ0, λ1, ..., λd) =
d∑
i=0
λiei is a bi-Lipshitz bijection, hence dimB(φ(Kd)) = d.
Since A is convex and e0, ..., ed ∈ A, we get that φ(Kd) ⊂ A, hence dimB(A) ≥ d and
dimH(A) ≥ d (see [Rob11, Proposition 2.8 and Lemma 3.3]). 
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Lemma 12.1.4. Let C be a regularity class closed under taking products, i.e. if f1 :
[0, 1]n1 → [0, 1]k1, f2 : [0, 1]n2 → [0, 1]k2 belong to C then so does f : [0, 1]n1+n2 → [0, 1]k1+k2
given by by f(x, y) = (f1(x), f2(y)) for x ∈ [0, 1]n1, y ∈ [0, 1]n2. Then, the quantity
n · rC−HL,α(S, 0, n) = inf
{
k : k ∈ N, ∃
f∈C
∃
g∈HL,α
f : [0, 1]n → [0, 1]k,
g : [0, 1]k → [0, 1]n, µ({x ∈ S : g ◦ f(x|n−10 ) 6= x|
n−1
0 }) = 0 for all µ ∈ Pσ(S)
}
is subadditive with respect to n ∈ N. As a consequence
rC−HL,α(S, 0) = lim
n→∞
rC−HL,α(S, 0, n) = inf
n∈N
rC−HL,α(S, 0, n).
Proof. Let f1 : [0, 1]n1 → [0, 1]k1, f2 : [0, 1]n2 → [0, 1]k2, g1 : [0, 1]k1 → [0, 1]n1, g2 :
[0, 1]k2 → [0, 1]n2 be such that f1, f2 ∈ C, g1, g2 ∈ HL,α and µ({x ∈ S : g1 ◦ f1(x|
n1−1
0 ) 6=
x|n1−10 }) = µ({x ∈ S : g2 ◦ f2(x|
n2−1
0 ) 6= x|
n2−1
0 }) = 0 for every µ ∈ Pσ(S). Define
f : [0, 1]n1+n2 → [0, 1]k1+k2 by f(x, y) = (f1(x), f2(y)) for x ∈ [0, 1]n1, y ∈ [0, 1]n2 and
g : [0, 1]k1+k2 → [0, 1]n1+n2 by g(x, y) = (g1(x), g2(y)) for x ∈ [0, 1]k1, y ∈ [0, 1]k2. By
assumption f ∈ C. Moreover, for x1, x2 ∈ [0, 1]k1, y1, y2 ∈ [0, 1]k2 there is
‖g(x1, y1)− g(x2, y2)‖∞ = max{‖g1(x1)− g1(x2)‖∞, ‖g2(y1)− g2(y2)‖∞} ≤
≤ max{L‖x1 − x2‖
α
∞, L‖y1 − y2‖
α
∞} = Lmax{‖x1 − x2‖∞, ‖y1 − y2‖∞}
α =
= L‖(x1, y1)− (x2, y2)‖
α
∞,
hence g ∈ HL,α. We also have for every µ ∈ Pσ(S)
µ({x ∈ S : g ◦ f(x|n1+n2−10 ) = x|
n1+n2−1
0 }) =
= µ({x ∈ S : g1 ◦ f1(x|
n1−1
0 ) = x|
n1−1
0 } ∩ {x ∈ S : g2 ◦ f2(x|
n1+n2−1
n1
) = x|n1+n2−1n1 }) = 1,
since
µ({x ∈ S : g1 ◦ f1(x|
n1−1
0 ) = x|
n1−1
0 }) = 1
and by the shift-invariance of µ
µ({x ∈ S : g2 ◦ f2(x|
n1+n2−1
n1
) = x|n1+n2−1n1 }) = µ({x ∈ S : g2 ◦ f2(x|
n2−1
0 ) = x|
n2−1
0 }) = 1.

Lemma 12.1.5. Let φ : Rk → Rn be linear. If there exists a Borel set A ⊂ Rk with
Lebk(A) > 0 and such that φ|A is injective, then φ is injective on Rk.
Proof. Consider the orthogonal decomposition Rk = Kerφ⊕(Kerφ)⊥. Let p = dimKerφ, q =
dim(Kerφ)⊥. Assume that the assumption is fulfilled but φ is not injective. Then p > 0.
Note that
#(A ∩ y +Kerφ) ≤ 1 for every y ∈ (Kerφ)⊥.
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Indeed, if x, x′ ∈ A∩y+Kerφ, then φ(x) = φ(y) = φ(x′), hence x = x′ as φ is injective on
A. Consequently Lebp(A ∩ y + Kerφ) = 0 for every y ∈ (Kerφ)⊥. Therefore by Fubini’s
theorem ([Rud87, Thm. 8.8])
Lebk(A) =
ˆ
Kerφ⊥
Lebp(A ∩ y +Kerφ)dLebq(y) = 0.
This gives a contradiction with Lebk(A) > 0. 
Lemma 12.1.6. Let µ be a probability measure on a measure space X and let P be a finite
measurable partition of X . Assume that there exists a set A ⊂ P such that µ(
⋃
A) ≥ 1−δ
for some δ ∈ [0, 1
2
]. Then
Hµ(P) ≤ (1− δ) log |A|+ δ log |P|+H(δ),
where H(δ) = −δ log δ − (1− δ) log(1− δ).
Proof. Let µ1 =
µ|⋃A
µ(
⋃
A)
and µ2 =
µ|X\
⋃
A
1−µ(
⋃
A)
. Then µ1 and µ2 are probability measures
satisfying µ = (1− p)µ1 + pµ2, where p = µ(X \
⋃
A) ≤ δ. By [Gra11, Lemma 3.4]
Hµ(P) ≤ (1− p)Hµ1(P) + pHµ2(P) +H(p) ≤ (1− p) log |A|+ p log |P|+H(δ) ≤
≤ (1− δ) log |A|+ δ log |P|+H(δ).
The last inequality follows from |A| ≤ |P|. 
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