In this work, we prove the existence and multiplicity of positive solutions for the following class of quasilinear elliptic equations
Introduction
In this article, we consider the following class of quasilinear problem
where ∆ N u = div(|∇u| N −2 ∇u) is the N -Laplacian operator, µ and ǫ are positive parameters and the nonlinear term f is a function having critical exponential growth. The hypotheses on A are the same assumed in [7] , namely: 
and S p := inf In the sequel, without lost of generality, we suppose that f (s) = 0 in (−∞, 0), because we are looking for positive solutions.
One can find in the literature several studies concerning results of multiplicity linked the topology of the domain. In [9] , Benci & Cerami proved that, for 2 < p < 2 * and λ sufficiently large, the number of solutions of problem
is affected by the topology of Ω, where Ω ⊂ R N with N ≥ 3, is a smooth bounded domain. More precisely, they proved that (2) has at least cat(Ω) distinct solutions. Later, in [10] , they studied the problem    −ǫ 2 ∆u + u = f (u), in Ω, u > 0, in Ω, u = 0, on ∂Ω,
where ǫ > 0, Ω ⊂ R N (N ≥ 3) and f ∈ C 1,1 (R + , R) has subcritical growth. There, Benci & Cerami used Lusternik-Schnirelman category theory to show that if ǫ is a small parameter, the problem (3) has at least cat(Ω) + 1 solutions. The reader can find more results involving Lusternik-Schnirelman category in Cerami & Passasseo [18] , Alves & Ding [6] , Rey [23] and Bahri & Coron [11] and their references.
Motivated by results proved in [9] , Alves in [2] showed the existence of at least cat(Ω) positive solutions for the quasilinear problem
where Ω λ = λΩ, λ is a positive parameter, 2 ≤ p < N and f is a function with subcritical growth. Succeeding this study, Alves & Soares [7] considered the problem
where λ, ǫ > 0 are parameters and A satisfying (A 1 ) − (A 2 ). They proved the existence of cat(intA −1 (0)) positive solutions, for all sufficiently large λ and small ǫ. The problem (5) was motivated by a paper due to Bartsch & Wang [8] , which have established the existence of at least cat(intA −1 (0)) positive solutions for the problem
for N ≥ 3 and p close to 2 * = 2N N −2 . The motivation of the present paper comes from [2] , [3] , [7] and [8] , as well as by the fact that we did not find in the literature any paper dealing with the existence of the positive solutions for the problem (P µ,ǫ ) involving a nonlinearity with exponential critical growth. Quasilinear problems of the type
where f (u) behaves like exp(α|u| N N−1 ), as |u| → ∞, have been extensively analyzed by several authors, see [1, 3, 4, 5, 12, 13, 14, 15, 22, 24, 25, 27] and their references. These articles were motivated by the Trudinger-Moser inequality
where ω N −1 is the (N − 1)−dimensional measure of the (N − 1)−sphere.
The our main result is the following Theorem 1.1. Suppose that (A 1 ) − (A 2 ) and (H 0 ) − (H 6 ) hold. Then, there exists ǫ * > 0 such that for any 0 < ǫ < ǫ * , there exists µ * (ǫ) > 0 such that the problem (P µ,ǫ ) has at least cat(Ω) solutions for µ > µ * (ǫ).
In the proof of Theorem 1.1, it is crucial to understand the behavior the some minimax levels of the energy functional associated with the limit problem of (P µ,ǫ ), given by
where ǫ is a positive parameter, Ω ⊂ R N , N ≥ 2, is a bounded smooth domain with 0 ∈ Ω. Since we did not find any result involving this study for this problem with f having exponential critical growth, we were naturally taken to prove the following result:
there exists a constant ǫ * > 0 such that for 0 < ǫ < ǫ * , the problem (LP ) ǫ has at least cat(Ω) positive solutions.
We would like point out that, if Y is a closed subset of a topological space X, the Lusternik-Schnirelman category cat X (Y ) is the least number of closed and contractible sets in X which cover Y . Hereafter, cat(X) denotes cat X (X).
The paper is organized as follows. In Section 2, we state the TrudingerMoser inequalities and show some technical lemmas. Section 3 is devoted to study of the problem (LP ) ǫ . Section 4 is devoted to show some technical results related to problem (P µ,ǫ ), while in Section 5 we prove the Theorem 1.1.
In this work we make use of the following notations:
• L t (Ω), 1 ≤ t < ∞ denotes the Lebesgue spaces with the usual norm
(Ω) denote the Sobolev space with the usual norm
.. denote positive generic constants.
Results involving exponential critical growth
The hypothesis (H 0 ) is motivated by the following estimates proved by Trudinger [26] and Moser [21] . The next result is a version of the Trudinger-Moser inequality for whole R N , and its proof can be found in Cao [17] , for N = 2, and Bezerra doÓ [12] , for the case N ≥ 2.
Lemma 2.2. (Trudinger-Moser inequality for unbounded domains)
Given any u ∈ W 1,N (R N ) with N ≥ 2, we have
The Trudinger-Moser inequalities will be strongly utilized throughout this work in order to deduce important estimates. In the sequel, we state some technical lemmas found in [5] , which will be essential to carry out the proof of our results. Lemma 2.3. Let α > 0 and t > 1. Then, for every each β > t, there exists a constant C = C(β, t) > 0 such that
Then, there exist α > α 0 , t > 1 and C > 0 independent of n, such that
for some n 0 sufficiently large.
The limit problem (LP ) ǫ
Using standard arguments, we know that (LP ) ǫ is equivalent to the problem
where
be the functional associated with (P ǫ ) and define the Nehari manifold
In what follows, we consider B r ǫ := B r ǫ (0) and denote by I ǫ,B :
whose corresponding Nehari manifold is given by
Using well known arguments, if c ǫ and b ǫ denote the mountain pass levels associated with I ǫ and I ǫ,B respectively, then they satisfy
Apart from the above problems, we also consider the problem
whose functional corresponding to a variational approach is
The Nehari manifold associate to I ∞ is defined by
and let us denoted by c ∞ the mountain pass level of I ∞ , which satisfies
A result of compactness
In this section, we will establish a result of compactness for I ǫ restricts to Nehari manifold M ǫ . Moreover, we will prove that a critical point of I ǫ on M ǫ is also critical point of
(Ω ǫ ). Initially, we need to study the behavior of levels b ǫ , c ǫ and c ∞ .
, for all ǫ ∈ (0, 1).
As ǫ ∈ (0, 1), it follows that B r (0) ⊂ B r ǫ (0). Then, we can consider that
, and so, by definition of b ǫ ,
where the maximum is attained at
Consequently,
and by (1),
Remark 3.1. In order to simplify, we denote
Observe that, by definition
The next proposition is an important result of compactness involving
Then, (u n ) admits a subsequence converging strongly in W 1,N (R N ), or there exists (y n ) ⊂ R N with |y n | → ∞ such that
where v ∈ M ∞ and I ∞ (v) = c ∞ .
Proof. Let (u n ) ⊂ M ∞ verifying (9) . We claim that
In fact, using Ekeland Variational Principle (see [19] ), there exists a sequence (w n ) ⊂ M ∞ verifying
Thereby, by (H 5 ), there exist σ ≥ N and a constant C > 0 such that
Using the last expression, we can prove that there exists δ > 0 such that |E ′ ∞ (w n )w n | ≥ δ for all n ∈ N. Indeed, suppose by contradiction that there exists a subsequence, still denoted by (w n ), such that
From (12),
Hence, by interpolation
From definition of (w n ), together with (H 2 ), it follows that
showing that (w n ) is bounded in W 1,N (R N ) with lim sup
Therefore, by Remark 3.1,
for some n 0 sufficiently large. From (H 0 ) and (H 1 ), for each η > 0 and s ≥ 1, there exists C > 0 such that
Choosing η small enough, s ≥ σ + 1 and using Hölder's inequality together with (16), we find
where t 1 = t t−1 . Therefore, from (14),
On the other hand, from (18),
for some positive constant C 2 , which is a contradiction. This contradiction yields there exists δ > 0 such that
Now, by (11) ℓ n E ′ ∞ (w n )w n = o n (1), and so, ℓ n = o n (1). Since (w n ) is bounded, it is not difficult to prove that (E ′ ∞ (w n )) is bounded. Using again (11), we can ensure that
Therefore, without loss generality, we can assume that
As in (15), (u n ) is bounded in W 1,N (R N ) and
Thus, there exists u ∈ W 1,N (R N ) such that, for a subsequence, u n ⇀ u in W 1,N (R N ). Now, we divide the proof into two cases: Case I: u = 0. Repeating the same arguments employed in [3, Lemma 3], we see that
Using the above limits we can easily show that I ′ ∞ (u) = 0. This fact together with Fatou's Lemma leads to
from where it follows that
The last limit and (i) combine to give u n → u in W 1,N (R N ).
Case II: u = 0. First, let us claim that there exist R, κ > 0 and (y n ) ⊂ R N such that lim sup
In fact, otherwise lim sup
and by Lions (see [20] ),
From (H 0 ) and (H 1 ), given s > N and α > α 0 , there exists a constant C = C(s) > 0 such that
Combining Hölder's inequality with Trudinger-Moser inequality (Lemma 2.4), we derive the inequality
Then ||u n || → 0, and so,
which is a contradiction, because I ∞ (u n ) → c ∞ > 0. This way, (22) holds.
We can notice that |y n | → +∞. Indeed, if (y n ) is bounded, that is, |y n | ≤ K for all n ∈ N, we have
obtaining a new contradiction, because u = 0. Now, we define v n (x) = u n (x+ y n ). Making change of variable, it follows that
It is easy to see that, (v n ) is bounded in W 1,N (R N ) and there exists v ∈ W 1,N (R N ) such that, for a subsequence, v n ⇀ v in W 1,N (R N ) and
showing that v = 0. Arguing as in Case I, v n → v in W 1,N (R N ). From (23), it follows that v ∈ M ∞ and I ∞ (v) = c ∞ , completing the proof.
The next result shows that I ǫ restricts to Nehari Manifold verifies the (P S) condition at some levels. Hereafter, the norm of the derivative of the restriction of I ǫ to M ǫ at v is defined as
Lemma 3.2. The functional I ǫ restricts to Nehari manifold M ǫ satisfies the (P S) c condition for all c < Λ.
where c < Λ. We will prove that (u n ) admits a subsequence strongly convergent in W 1,N 0
(Ω ǫ ). Applying the Ekeland's Variational Principle and arguing as in the proof of (20), we can assume that I ′ ǫ (u n ) → 0. Thus, (u n ) is a (P S) c sequence for I ǫ , and analogously to (15) , we obtain that (u n ) is bounded in W 1,N 0
(Ω ǫ ) and
Therefore, there exists u ∈ W
(Ω ǫ ). Using standard arguments, it is easy to prove that u is a critical point of I ǫ .
Combining (24) , the Lemma 2.1 and a Brézis-Lieb Lemma, we have that, for s > N and α > α 0 (α ≈ α 0 ),
the generalized Lebesgue dominated convergence theorem ensures that
Thus,
(Ω ǫ ) and u ∈ M ǫ .
Proof. Since by hypothesis u ∈ M ǫ is a critical point of I ǫ in M ǫ , then u = 0 and there exists ℓ ∈ R such that
where E ǫ (u) = I ′ ǫ (u)u. Using the equality I ′ ǫ (u)u = 0, we also have ℓE ′ ǫ (u)u = 0. Now, proceeding as in the proof of (19), we know that there exists δ > 0 such that
implying that ℓ = 0, and consequently, I ′ ǫ (u) = 0.
Properties of the minimax levels
In this Section, we will prove some properties of the levels c ∞ , c ǫ and b ǫ . For this, we need to introduce some notations. For each x ∈ R N and R > r > 0, we fix
the Nehari manifold related to J ǫ,x . For each u ∈ W 1,N 0
(Ω ǫ ) \ {0}, we set
For x = 0, we write simply
and a(R, r, ǫ) := a(R, r, ǫ, 0).
The next three lemmas are crucial in our arguments, but we will omit their proof, because they follow using the same ideas found in [2] . Lemma 3.6. There exists ǫ * > 0 such that for any u ∈ M ǫ satisfying I ǫ (u) ≤ b ǫ , we have
Proof of Theorem 1.2
In what follows, we denote by u ǫ,r ∈ W Using the function u ǫ,r , we define the operator Ψ r :
which is continuous and satisfies
Using the above information, we are ready to prove the following claim
where I bǫ ǫ := {u ∈ M ǫ ; I ǫ (u) ≤ b ǫ } and ǫ * is given in Lemma 3.6.
Indeed, assume that
where F j is closed and contractible in I bǫ ǫ , for each j = 1, 2, ..., n, that is, there exist h j ∈ C([0, 1] × F j , I bǫ ǫ ) and w j ∈ F j such that
for all u ∈ F j . Considering the closed sets
and defining the deformation g j : [0, 1] × B j → Ω + ǫ given by
we conclude that, by Lemma 3.6, g i is well defined and thus, B j is contractible in Ω + ǫ for each j = 1, 2, ..., n. Therefore,
finishing the proof of the claim. Since I ǫ satisfies the (P S) c condition on M ǫ for c < b ǫ (see Lemmas 3.2 and 3.1), we can apply the Lusternik-Schnirelman category theory and the Claim 3.1 to ensure that I ǫ has at least cat(Ω) critical points on M ǫ . Consequently, I ǫ has at least cat(Ω) critical points in W 
Results of existence for the problem (P µ,ǫ )
This section is concerned with the multiplicity of solutions of the problem (P µ,ǫ ). First of all, we observe that the problem(P µ,ǫ ) is equivalent to the following problem
For each ǫ, µ > 0, we define the Banach space E µ,ǫ = E ǫ , · µ,ǫ , where
Note that the space E µ,ǫ is continuously embedded in
In what follows, we denote by I µ,ǫ : E µ,ǫ → R the energy functional related to (P µ,ǫ ), given by
Using standard arguments, it is possible to prove that I µ,ǫ ∈ C 1 (E µ,ǫ , R).
Using the above notations, we are able to study some properties of the functional I µ,ǫ .
The Palais-Smale condition
Throughout this section, (u n ) ⊂ E µ,ǫ denote a (P S) c sequence for I µ,ǫ , that is,
In order to prove a compactness result for I µ,ǫ , we need of some lemmas. ii. c ≥ 0;
Proof. This lemma is an immediate consequence of the inequalities below
Lemma 4.2. Let c ∈ (0, Λ). Then there exist δ > 0 and s > N , independent of µ and ǫ, such that
Proof. From (H 0 ) and (H 1 ), for each η > 0 and α > α 0 , there exists a constant C = C(η, N ) > 0 such that
Once c < Λ, the Lemma 4.1 gives
Thus, by Lemma 2.4, there exist α > α 0 , t 1 > 1 and C > 0 independent of n, such that for some n 0 sufficiently large
Using Hölder's inequality together with (27) and (44), we derive that
where t 2 = t 1 t 1 −1 . Choosing η small enough, we find
On the other hand
. (30) From (29) and (30),
Choosing s = N t 2 , it follows that lim inf
with δ and s independent of µ and ǫ, finishing the proof. 
Proof. For R > 0, fix
where M 0 is given (A 2 ). Observe that,
and
Using interpolation inequality for N < s < q, we can infer that
for some θ ∈ (0, 1). From (31)-(33) and Lemma 4.1, there exists K > 0 such that
From (A 2 ), lim
which together with (34) implies that, given η > 0, we can fix R η > 0 and
Proposition 4.1. Given ǫ > 0, there existsμ, independent of ǫ, such that I µ,ǫ satisfies the (P S) c condition, for all µ ≥μ and 0 < c < Λ. Moreover, the limit of any (P S) c sequence is nontrivial.
Proof. Let (u n ) ⊂ E µ,ǫ be a (P S) c sequence for I µ,ǫ with 0 < c < Λ. Since (u n ) is bounded (see Lemma 4.1), there exists u ∈ E µ,ǫ such that, for some subsequence,
Setting v n := u n − u, using the above limits and following the methods used in [3] , we know that
Let c ′ = c − I µ,ǫ (u). From (a) and (b), (v n ) is a (P S) c ′ sequence for I µ,ǫ and
Furthermore, we claim that c ′ = 0. Indeed, by Lemma 4.1, c ′ ≥ 0. Supposing by contradiction that c ′ > 0, the Lemma 4.2 guarantees that there exist δ > 0, s > N , independent of µ and ǫ, such that lim inf
By Lemma 4.3, with η = δ 2 , there existμ (independent of ǫ) and R, such that lim sup
for all µ ≥μ. Hence,
which is an absurd, and so, we must have c ′ = 0. Thereby, by Lemma 4.1, we have that v n → 0, that is, u n → u. As c > 0, it follows that u = 0.
Proposition 4.2. Let 0 < ǫ < 1 fixed and (u n ) ⊂ W 1,N (R N ) be a sequence of solutions of (P µn,ǫ ), with µ n → ∞ and lim sup
exists u ǫ ∈ W 1,N (R N ) solution of (P ǫ ) such that, for some subsequence,
Proof. First of all, we observe that (||u n || µn,ǫ ) is bounded in R with lim sup
Thereby, there exists u ǫ ∈ W 1,N (R N ) such that, for a subsequence,
For k ∈ N, we define
Note that
and consequently, u ǫ = 0 a.e. in C k . Since R N \ A −1 ǫ (0) = ∪ ∞ k=1 C k , and A −1 ǫ (0) =Ω ǫ ∪ D ǫ with m(D ǫ ) = 0, it follows that u ǫ = 0 a.e. in R N \Ω ǫ . As ∂Ω ǫ is smooth, we conclude that u ǫ ∈ W 1,N 0
(Ω ǫ ). Repeating the same arguments employed in the proof of Lemma 4.3, we know that given any η > 0 and s > N , there exist M η and R η , such that lim sup
and lim sup
for all µ ≥ M η . Now, as in (27) , for δ > 0 and α > α 0 , there exists C > 0 such that
Using Hölder's inequality and Lemma 2.4, we get
Analogously
Now, the proof follows repeating the same arguments found in [7, Proposition 2.2].
Behavior of minimax levels
In this section, we continue studying the minimax levels. Here, we will use the notations introduced in Section 3. We also consider the Nehari manifold M µ,ǫ := u ∈ E µ,ǫ \ {0} ; I ′ µ,ǫ (u)u = 0 and the mountain pass minimax associated with I µ,ǫ given by
Lemma 4.4. There exists σ > 0, independent of µ and ǫ, such that
Proof. Suppose by contradiction that there exist (ǫ n ), (µ n ) ⊂ (0, +∞) and (u n ) ⊂ M µn,ǫn with ||u n || → 0 as n → ∞. So, there exists n 0 ∈ N such that
, for all n ≥ n 0 .
By Lemma 2.4, there exist α > α 0 , t 1 > 1 and C > 0 independent of n, such that
From hypotheses (H 0 ) and (H 1 ), for each η > 0 and s > N , there exists C = C(η, s) > 0 such that
Using Hölder's inequality, we deduce that
where t 2 = t 1 t 1 −1 . Choosing η sufficiently small, it follows that
Therefore, ||u n || s−N ≥ C 2 > 0, which is a contradiction, because ||u n || → 0. Thus, ||u|| N > σ, for all u ∈ M µ,ǫ and µ, ǫ > 0. (Ω ǫ ) solution of (P ǫ ) such that, for a subsequence, we have u n → u ǫ strongly in Corollary 4.1. Let ǫ > 0 fixed and (u n ) ⊂ W 1,N (R N ) be a sequence of least energy solutions of (P µn,ǫ ), with µ n → ∞ and lim sup n→∞ I µn,ǫ (u n ) < Λ. Then, (u n ) possesses a subsequence that converges strongly in W 1,N (R N ) to a least energy solution of (P ǫ ).
In the sequel, let us fix R > 2diam(Ω) such that Ω ⊂ B R (0) and consider the function ξ ǫ (t) = 1, 0 ≤ t ≤ Thus, fixing ǫ * = min{ǫ 1 , ǫ 2 }, a(R, r, ǫ) > b ǫ , for all ǫ < ǫ * .
Let ǫ ∈ (0, ǫ * ), and suppose by contradiction that there exist sequences µ n → ∞ and (u n ) ⊂ M µn,ǫ with I µn,ǫ (u n ) ≤ b ǫ and
As (||u n || µn,ǫ ) is bounded in R (see Lemma 4.1), there exists u ǫ ∈ W 1,N (R N ), such that, for a subsequence we have    u n ⇀ u ǫ in W 1,N (R N ), u n (x) → u ǫ (x) a.e. in R N , u n → u ǫ in L t loc (R N ) for t ≥ 1.
Repeating the same arguments employed in the proof of Proposition 4.2, we have that Using the fact that a(R, r, ǫ, y) = a(R, r, ǫ), we get a contradiction with (46). Proof. The proof follows repeating exactly the same arguments of Lemma 3.1, replacing β byβ and using the Lemma 4.5.
