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The U.S. electric power industry is undergoing unprecedented changes triggered by the 
growing electricity demand, and the national efforts to reduce greenhouse gas emissions. 
Moreover, there is a call for increased power grid resiliency, survivability and self-healing 
capabilities. As a result of these challenges, the smart grid concept emerged. One of the main 
pillars of the smart grid is microgrids. In this thesis, the technical merits of clustering multiple 
microgrids during blackouts on the overall stability and supply availability have been investigated. 
We propose to use the existing underground distribution grid infrastructure, if applicable, during 
blackouts to form microgrid clusters. The required control hierarchy to manage microgrid clusters, 
and communicate with the Distribution Network Operator (DNO) has been discussed. A case study 
based on IEEE standard distribution feeders, and two microgrid models, has been presented. 
Results show that clustering microgrids help improve their performance and that the microgrid 
total rotating mass inertia has a direct impact on the overall stability of a microgrid cluster.  
The design and control of individual microgrids have been given genuine attention in this thesis 
since they represent the main resiliency building block in the proposed clustering approach. 
Therefore, a considerable portion of this thesis is dedicated to present studies and results of 
designing, simulating, building and testing a direct current (DC) microgrid. The impact of various 
operational scenarios on DC microgrid performance has been thoroughly discussed. Specifically, 
this thesis presents the design and implementation of the City College of New York (CCNY) DC 
microgrid laboratory testbed. The experimental results verify the applicability and flexibility of 
the developed microgrid testbed. An autonomous communication-based centralized control for DC 
microgrids has been developed and implemented. The proposed controller enables a smooth 
transition between various operating modes. Finite state machine (FSM) has been used to 
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mathematically describe the various operating modes (states), and the events that may lead to mode 
changes (transitions). Therefore, the developed centralized controller aims at optimizing the 
performance of MG during all possible operational scenarios, while maintaining its reliability and 
stability. Results of selected drastic cases have been presented, which verified the validity and 
applicability of the proposed controller. 
Since the proposed microgrid controller is communication-based, this thesis investigates the 
effect of wireless communication technologies latency on the performance of DC microgrids 
during islanding. Mathematical models have been developed to describe the microgrid behavior 
during communication latency. Results verify the accuracy of the developed models and show that 
the impact may be severe depending on the design, and the operational conditions of the microgrid 
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Secure supply of energy is critical to sustain our modern civilization [1]. Electric power 
systems have been designed and engineered to be highly reliable; the frequency and duration of 
power outages are low as compared to other engineering systems of a comparable complexity, e.g. 
the cellular communication system. Whereas high reliability has always been the target of power 
system planners/operators, the recent wave of severe storms, which cause widespread power 
outages and significant economic losses, revealed the fact that the existing power system are not 
resilient enough against natural disasters. Power systems are not only vulnerable to natural 
disasters but also to any other destructive events, e.g. cyber-attacks. According to a Wall Street 
Journal report, an attack on only 9 substations could cause a massive blackout [2].  
Therefore, there is a national call for increasing the grid resiliency, and self-healing capability. 
Compared to the main power grid, a resilient grid is less likely to fail, and more importantly, if it 
is to fail due to low-probability high-impact events, such as human errors, it shall be able to 
partially sustain the power supply, and restore the service faster and more flexibly. This led to the 
introduction of smart grid, with a major role expected to be played by renewable energy based 
microgrids [3-5].  
1.1. Smart Grid Concept 
Smart grids are flexible power grids that have emerged with the introduction of new 
technologies and features, e.g. increased dependency on Information Communication Technology 
(ICT), high renewable energy penetration, Advanced Metering Infrastructure (AMI), microgrids 
(MG) and electric vehicles. Smart grid implementation is expected to lead to various benefits, such 
as efficient conversion of electricity, reduction of peak demand, faster power restoration 
subsequent to blackouts and better integration of customer-owned power generation systems (e.g. 
microgrids). A microgrid is one of the key applications and foundational building block of smart 
grids, which prominently contribute to its level of resiliency, and could indemnify for partial grid 
generation loss [5-7]. 
1.2. Microgrid Concept 
According to the definition adopted by the U.S. Department of Energy and some EU research 
projects [8-9], a microgrid is a group of interconnected loads, distributed energy resources (DERs) 
along with energy storage systems (ESS), which act as a single controllable entity with respect to 
the grid. A microgrid must have the amenities to connect or disconnect from the utility grid through 
a well-defined node namely the point of common coupling (PCC), allowing it to function in a grid 
connected or islanded mode.  
As shown in Fig. 1.1, a microgrid is a smaller and more localized version of the main power 
grid, which brings distributed energy resources (e.g. wind, solar, natural gas, ESS) closer to where 
the energy is being used, improving the overall efficiency of the power system. Moreover, the 
microgrid has its own Central Controller (MGCC) and sub control agents depicted by “P” in the 
hexagons in Fig. 1.2.  
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Figure 1.1 MGCC 
 
The independent microgrid controller monitors the status of the point of common coupling 
(PCC), where the main grid and microgrids connect, and isolate the microgrid when a power 
disturbance occurs, e.g. due to a fault, in the main grid. Typically, during blackouts, individual 
islanded microgrids are operated independently from each other. If the generation of these 
microgrids is dominated by distributed energy resources (DERs), which are volatile and non-
dispatchable by nature, the stability of the islanded microgrids may be jeopardized by sudden 
changes in the load or generation. Connecting multiple microgrids (clustering), as shown in Fig. 
1.2. during a blackout is possible with special switching on the distribution feeders, especially that 
the distribution infrastructures are typically underground and therefore they are intrinsically less 
susceptible to damage than transmission lines, during natural disasters. More details on clustering 
will be demonstrated in Chapter 6.  
 
 
Figure 1.2 Multi Microgrids diagram 
Based on the type of the common bus linking the various DERs and loads, microgrids can be 
categorized into: AC, DC or hybrid AC/DC microgrids. AC microgrids resembles the main power 
grid, but on a small scale. Compared to DC microgrids, an AC microgrid is less efficient due to 
the necessity of utilizing more power electronic converters to interface DERs, EES and DC loads, 
introducing more harmonics and losses [10-11]. In contrast, in DC microgrids, the common bus is 
DC. Advantageously, independent synchronization for each microgrid asset with the main grid is 
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energy penetration. However, DC microgrids encounter major challenges in deliberation of 
designing effective protection system, due to the absence of the zero crossing point [12-14]. 
Finally, the hybrid microgrid idea evolved to harness the benefits of both topologies. Nevertheless, 
it requires a complex control scheme. Hybrid Microgrids reduce the energy losses due to 
conversion as in AC and DC topologies [15] more details about the deployment of those topologies 
can be found in [16-19].  
1.3. Microgrid Operation and Control 
Microgrid control should be designed to achieve improved energy efficiency, facilitated 
renewable energy and electric vehicle integration, improved voltage control and security of supply 
[11]. Each of the MG components is controlled via a dedicated local controller. Local controllers 
must be coordinated to maintain load/generation balance, and optimize the performance of a MG. 
Coordination can be achieved through one of the following three control architectures: 
Droop control: where there are no communication links between local controllers, and the 
deviation in the DC bus voltage is used to signal load/generation unbalances [19-20]. Therefore, it 
is also known as voltage droop control.  
Distributed communication-based control: where communication links exist between the local 
controllers (LCs). LCs coordinate their decision, but final control decisions are being processed 
and executed locally.  
Centralized communication-based control: where event/command signals between the LCs 
and a supervisory centralized controller, are being transmitted/received directly. Since the 
supervisory controller has global information on the various MG components, a predesigned 
algorithm can be implemented to achieve some desired objective, e.g. optimal operation. 
Development of an automated control system, which preserves MG stability/reliability during all 
possible scenarios while maintaining optimal operation is badly needed. As will be discussed in 
chapter 4.  
1.4. Thesis Objectives 
As smart grids evolve and microgrid deployment becomes more common, researchers around 
the world explore ideas to make the electrical system fully controlled, autonomous, reliable and 
resilient. Even though research results in the literature have addressed many of the technical 
challenges that present stumbling blocks against wide-scale deployment of microgrids, there is a 
wide gap between the research outcomes and their actual implementation. A major reason for this 
is the lack of testing platforms where practical limitations, theories and simulation results can be 
credibly verified. Microgrid testbeds are essential tools to perform research on microgrids in grid-
tied and islanded modes.  
Therefore, this thesis is focused on demonstrating the possibility of designing and building a 
completely flexible and controllable DC microgrid testbed, which has been designed and 
implemented at the City College of New York. One of the main objectives of this thesis is to share 
observations and design considerations with the research community, especially to those who may 
be interested in reproducing a similar facility. 
 In addition, due to the significant role of communication in a fully automated controlled DC 
microgrid, the impact of communication latency on the microgrid performance was investigated. 
Furthermore, a centralized control approach for DC microgrids using finite state machine was 
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developed and presented in this thesis. 
It is widely accepted that future smart grids will inevitably involve high penetration of 
microgrids. Clustering microgrids is one of the key approaches to realize a more resilient and 
smarter grid. Therefore, an approach for increased grid resiliency through microgrid clustering has 
been investigated. 
 
1.5. Thesis Layout  
The rest of this thesis has been organized as follows. Chapter two is focused on the design and 
testing of the DC microgrid individual interfaces local controllers. Chapter three introduces the 
implementation of CCNY MG testbed, which includes design steps, requirements, and results of 
the developed test-bed. Chapter four demonstrates an autonomous communication-based 
centralized control for DC microgrids. A finite state machine (FSM) has been used to 
mathematically describe the various operating modes (states), and the events that may lead to mode 
changes (transitions) of the DC microgrid. Results of selected drastic cases have been presented. 
Chapter five investigates the effect of wireless communication technologies latency on the 
performance of the microgrids during islanding. Finally, chapter six discusses the impact of 
























2. Microgrid Modeling, Design and Control 
2.1. DC Microgrid Architecture 
DERs output is typically intermittent by nature, e.g. due to cloud variations in the case of 
photovoltaic systems. Therefore, a controlled converter is needed to interface DERs by regulating 
their output voltage and/or track their maximum power point. In DC microgrids, the common bus 
is DC, which facilitate the integration of various DERs through appropriate converters.  
Each converter controller has various parameters that have to be designed, e.g. the value of the 
integral gain (Ki) in a PI controller can be changed to decrease the rise time and give a quick 
response to operating point variations, on the expense of introducing a higher overshoot. A detailed 
discussion is presented in the next section for each converter implemented within the MG model 
shown in Fig. 2.1, which shows the system understudy. In Fig 2.1, the AC load is shared between 
the utility grid and the DC Microgrid through the AC bus, which is monitored by the implemented 
metering system (VTs and CTs). The filter is being used to reject harmonics of the inverter current, 
in the grid-tied mode. The SSR is located at the point of couple coupling (PCC) to grid-tie or island 
the microgrid based on a pre-defined algorithm and islanding detection mechanism that will be 
discussed in Chapter 4. On the DC side, the DC bus links the DC dynamic load, the batteries 
through the Bi-Directional DC/DC converter, the photovoltaic emulator through a DC/DC boost 
converter and the Inverter through an LC filter to reduce the voltage/current ripples. 
 
Figure 2.1  Simplified circuit diagram of the DC Microgrid testbed understudy. 
2.2. DC-DC Boost Converter Design 
The topology of the DC-DC converter was customized and designed to boost fluctuated or 
variable input voltage (Vin) in the range of 100 V-300 V up to a higher constant DC output voltage 
(Vout) of 300 V-400 V, which represents the voltage level of the DC bus, with ripple less than 5 V, 
which is tolerable for the used capacitor [21]. To maintain the microgrid stability, the inductance 
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                                                    (2.2) 
Where Lc is the critical value for inductance to maintain the continuous inductor current, Cc 
is the critical value for the capacitance to maintain continuous capacitor voltage, D is the large-
signal duty cycle, f is the switching frequency and R is the load resistance. The worst case scenario 
was assumed, when the maximum load R = 100 ohms. The switching frequency f was set to 5 kHz 
to avoid audible noise and high-frequency parasitic elements. Fig. 2.2, shows Lc versus the duty 
cycle. Inspecting (2.1), we can find the threshold for the inductance for continuous mode to be D 
= 0.5. 
The IGBTs/diodes voltage ratings were selected such that when the IGBT is open, it is 
subjected to Vout. Because of the usual double voltage switching transients, the IGBT was rated to 
2×Vout. When the IGBT is closed, the diode is subject to Vout. The diode was conservatively rated 
to 2×Vout as well [23]. 
 
Figure 2.2   Lc versus duty cycle at: R = 100 ohms and f = 5 kHkz. 
2.3. DC-DC Boost Converter Controller 
The boost converter local controller could function either as MPPT (maximum power point 
tracker) or voltage control, as shown in Fig. 2.3: 
 Fixing the DC bus voltage: A simple PI controller is implemented to maintain the DC bus 
voltage to 300V as shown in Fig. 2.3.  
 MPPT: using the perturb and observe technique to maximize exploiting the solar panel’s 
energy within the DC microgrid as illustrated in Fig. 2.3.  
































2.4. DC-DC Bidirectional Converter Design  
To interface the battery system, a bidirectional DC-DC converter (BDC), as shown in Fig. 2.4, 
was designed to charge/discharge the batteries, targeting low current ripple in order to achieve 
higher efficiency and longer life time. The following equations were used, along with (2.1) and 
(2.2) to select the values of the filters.  
∆𝐼𝐻𝑉 𝑠𝑖𝑑𝑒 = 
𝑉𝑖𝑛 𝐷
𝑓 𝐿
                                                       (2.3) 
∆𝑉𝐻𝑉 𝑠𝑖𝑑𝑒 = 
𝐼𝑜𝑢𝑡 𝐷
𝑓 𝐶
                                                     (2.4) 
 
∆𝐼𝐿𝑉 𝑠𝑖𝑑𝑒 = 
𝑉𝑜𝑢𝑡(𝑉𝑖𝑛 − 𝑉𝑜𝑢𝑡) 𝐷
𝑓 𝐿 𝑉𝑖𝑛
                               (2.5) 
 
∆𝑉𝐿𝑉 𝑠𝑖𝑑𝑒 = 
𝑉𝑖𝑛 𝐷(1 − 𝐷)
8 𝐿 𝐶 𝑓2
                                        (2.6) 
 
Where, (2.3) and (2.4) show the inductor current and capacitor voltage ripples, respectively, for 
the boost side and (2.5) and (2.6) show the inductor current and capacitor voltage ripples, 
respectively, for the buck side. 
 
Figure 2.4  Bidirectional converter testing circuit diagram. 
2.5. DC-DC Bidirectional Converter Controller 
The bidirectional converter local controller can operate in neutral, voltage, or current control 
modes. For current control mode, two PI controllers were implemented to achieve a desired 
reference current, for the charging and discharging modes as shown in Fig. 2.5(b). As for the 
voltage control, a nested PI was implemented as shown in Fig. 2.5(a).  The values of Kp and Ki for 
both controllers are shown in the Appendix, Table A.I. 
Figure 2.3  Boost converter local controller: a) voltage control mode, b) MPPT control mode. 
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Figure 2.5  Bidirectional converter local controller: a) voltage control mode, b) current control .mode. 
2.6. DC-AC Inverter 
One of the key features of the DC microgrid is to be able to inject/receive power from the grid 
based on the generation and loading conditions. In order to achieve this, an inverter along with its 
interface circuit (CTs, VTs, filters and SSR) were implemented and tested as shown in Fig. 2.6. 
The value of the AC inductor filter was chosen to improve the current waveform. A too large filter 
may result in limiting the power transfer capability, corresponding to the simplified equation, 
assuming the sinusoidal pulse width modulation converter can be modeled with a current source 




sin 𝛿                                      (2.7) 
Where PMG is the power transferred between the microgrid and the main grid, VINV and VG are 
the voltages at the inverter and the grid and δ is the phase difference. In order to overcome the 
limit on the power transfer, the DC bus voltage can be flexibly increased. 
 
Figure 2.6  Inverter testing circuit diagram. 
2.7. Inverter Local Controller 
The inverter local controller is considered the primary responsible when it comes to 


































      ⬚
 ⬚
𝒗
    ⬚
 ⬚
𝒗
    ⬚
 ⬚
𝒗






























acquire the voltage, phase and frequency using a phase locked loop (PLL) to enable 
synchronization with the main grid. The inverter output currents in the abc frame of references are 
converted to dq0 frame of references, and regulated through PI controllers. Then, the reference dq 
voltages, after decoupling, are used to generate the modulation signals. Id is regulated through 
another PI controller, which has an input of (𝑉𝑟𝑒𝑓
 
 - 𝑉𝐷𝐶
 ), to maintain DC bus voltage. If a grid 
outage occurs, the microgrid islands itself, and the LCInv receives a signal from the MGCC to 
maintain the AC bus voltage and frequency, as long as it is still connected to the DC bus. In this 
mode, the inverter local controller compares the rms value of the phase voltage of the AC load 
with an arbitrary 120 V, 60 Hz sine wave reference signal through a PI controller to create the 
modulation signal. This modulation signal is then compared with a saw-tooth signal, to generate 
the pulses for the IGBTs of the inverter. Moreover, The inverter local controller could operate in 
a current control mode, as shown in Fig. 9, if an 𝐼𝑑
𝑟𝑒𝑓
replaces the outer voltage PI loop. Inverter 
local controller may operate with current control in case the utility takes control over the MG. The 






















































Figure 2.7 Inverter local controller to maintain the DC bus voltage. 
 17 
3. Pilot CCNY DC Microgrid Testbed 
Despite the fact that research in the literature has addressed many of the technical challenges 
associated with microgrids, there is a wide gap between the research outcomes and their actual 
implementation. Microgrid testbeds are essential tools to allow researchers and engineers to study 
the practical limitation of microgrid design.  
There are challenges associated with implementing microgrids, e.g. designing an optimal 
control and monitoring architecture. Some of the research that has been performed to address those 
challenges was tested on purely software-based simulations [24-27]. Other articles have suggested 
to build a hardware-in-the-loop (HIL) microgrid testbed [28]. This testbed did not depend on 
hardware, but rather heavily on software simulations since, according to the authors of [28], fixed 
hardware configuration is time consuming and costly to reconfigure. Some researchers designed a 
hardware-based microgrid test-bed, but using off-the-shelf components [29-30]. Moreover, most 
of the effort to develop microgrid test-beds in the literature was directed towards AC microgrids. 
In this chapter, a completely flexible and controllable DC microgrid testbed will be presented, 
which has been designed and implemented at the City College of New York. The developed DC 
microgrid was custom designed with minimal off-the-shelf components, to provide a high level of 
flexibility in reconfiguring the hardware setup to test various ideas and concepts. The focus of the 
paper will be on the design of the testbed, including some case studies that highlight capabilities 
of the microgrid testbed. 
3.1. CCNY DC Microgrid Structure and Hardware Architecture 
The simplified block diagram of the developed CCNY MG testbed illustrated in Fig. 3.1, is 
based on the circuit diagrams from Chapter 2 shown in Fig. 2.1. The microgrid is connected to the 
utility grid (i.e. the three-phase 208 V main grid) via a Solid State Relay (SSR), which enables the 
microgrid to tie to the grid or island itself when needed. The testbed was structured using the 
following main components: 
 Two 6 kW programmable power supplies, which can be programmed to emulate photovoltaic 
profiles, or correspond to a pre-defined power-time curve. The power supplies were from 
Magna-Power, model: XR600-9.9/2008+HS programmable DC power supply- photovoltaic 
power profile emulator. 
 Two dSPACE real-time digital control boards, using RTI 1104 platform. 
 Two 12 kW full bridge IGBT modules by SEMIKRON, model: Semistack. 
 A custom designed 10 kW DC-DC boost converter, to interface distributed energy resources 
(DER).  
  A custom designed 10 kW DC-DC bidirectional converter, to interface the battery and control 
its charging and discharging.  
 Interface and protection circuits, and filters. 
 Several custom designed metering systems utilizing (voltage transducer (VT): LV25-NP by 
LEM, and current transducer (CT): LA25-NP by LEM). 
 A custom designed AC/DC static/dynamic load emulation system that offers a controlled 
variable load, with a maximum of 6 kVA for AC load, and 10 kW for DC load. 
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 A CCNY-Energy institute 1.4 kW flow batteries composed of 16 cells. 
 
 
Figure 3.1  Block diagram for the CCNY Microgrid testbed. 
The MATLAB/SIMULIK based state machine control that is demonstrated in Chapter 4 was 
implemented on two dSPACE units to act as an Energy Management System (EMS). The main 
dSPACE was utilized to perform as a Microgrd Central Controller (MGCC), which manages the 
power exchange with the main grid in a grid-tied mode, among other functions. For instance, it 
relays set points to the various converters within the microgrid. A second dSPACE acts as a local 
controller for the DERs connected to the DC bus. The converter parameters can be found in the 
Appendix, Table A.II. 
3.2. Validation, Customization and Testing Results of Individual 
Interfaces 
3.2.1.DC-DC Boost Converter 
The DC-DC converter was tested and validated by fixing the output voltage to 350 V (Note: 
350 V was used for testing) through different PI feedback controllers implemented in the dSPACE 
RTI 1104 platform as shown in Fig. 3.2. An input voltage of 200 V was supplied from the DC 
programmable power supply. Fig. 3.3 shows the response when Kp and Ki were set up to be 0.002 
and 0.2, respectively. The desired voltage was changed in steps between 250 and 350 V to test the 
robustness of the controller. It can be seen that the response has a slight overshoot with a short rise 
time in the red circle because of the relatively high Ki. In addition, the ripples in the input current 
decreased when Vref was 250 V because the duty cycle decreased. Vin starts to encounter ripples 
once the switching starts because of the input resistance of the programmable power supply. 
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Fig. 3.4. shows the response for the same reference voltage variations but with smaller Ki. It 
can be noticed that the response became smoother with longer rise time. It is worth mentioning 
that the limits of the measurement devices must be taken into consideration while designing the 
controller, since it might lead to controller failure if they saturate leading to high input current. It 
is recommended to use saturation limits on the duty cycle for protection. 
 
Figure 3.2  Boost converter controller interface on dSPACE. 
 
   
 














Figure 3.4  Response of boost converter with Kp= 0.002 and Ki= 0.02. 
 
3.2.2.DC-DC Bidirectional Converter 
The DC-DC bidirectional converter was tested and validated by controlling the current in both 
directions. The battery side was emulated with a DC source in parallel with a 75-ohms resistor set 
to 250 V, and the DC bus side was set to 400 V with a 100 ohms DC load in parallel as shown in 
Fig. 2.4. 
Fig. 3.5 shows the charging case when the bidirectional controller was commanded to charge 
by setting Iref to 3 A (buck mode), while in Fig. 3.6 shows the discharging case where Iref is set to 
-2 A (boost mode). It can be noticed that the controller was set up to automatically detect the 
required mode of operation, buck or boost, based on the sign of Iref. 
 
 





No switching Charging 













The circuit used for testing the inverter has been shown in Fig. 2.6 of Chapter 2. Fig. 3.7 shows 
the inverter operated in the current control mode. The controller decouples the active (P) and 
reactive (Q) power. Id corresponds to P, and Iq corresponds to Q. It was commanded to send 3 A 
to the main grid by having a step change in Id from 0 to 3 A. It can be seen that when Id increased, 
ia increased and that it is in phase with va. Fig. 3.8, shows that when the inverter is operated at a 
unity power factor, it was commanded to send active power to the utility grid by setting Id to 3 A 
and suddenly reversing the direction of the current by setting Id to -3 A. It can be noticed that ia 
and va were in phase, and then when the current reverse its direction, ia and va became 180° phase 
shifted. 
Moreover, sending and receiving Q was tested. Fig. 3.9, shows 90° phase shift between ia 
leading va when the inverter controller was commanded to send Q to the utility grid by setting Iq 
to 3 A, which might be used to enhance the voltage level of the PCC. In Fig. 3.10, the inverter 
controller was commanded to change Iq from 3 A to -1 A, it can be noticed that ia was leading va 
by 90° then lagged by 90°. These results show the ability of the inverter to instantly reverse the 




No switching Discharging 
 22 
 
Figure 3.7 Sending P to the utility grid. 
 
 
Figure 3.8  Sending/receiving P to/from the utility grid. 
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Figure 3.10  Sending/receiving Q to the utility grid. 
3.3.  Experimental Case Studies 
The fully controlled inverter used, was operated at a switching frequency of 6.06 kHz and a 
sampling time of 0.1 ms for the digital controller, which allows quick responses when the desired 
values for P and Q are changed through Id and Iq. Two experiments were performed to examine 
the performance of the microgrid under different operational scenarios.  
3.3.1.Case 1 
In this case, the inverter is commanded to send active power to the utility grid to simulate peak 
shaving during demand response events. In this experiment, the DC bus voltage was regulated via 
the boost converter while the battery charger and the grid inverter are free to send or receive power. 
Fig. 3.11, illustrates the results of this case. Two events were tested within the same experiment: 
1) the grid inverter draws 0.9 kW to the utility grid while the DER is fixing the DC bus voltage at 
300 V through the DC-DC boost converter. When Id is set to 3 A, the DC-DC boost converter, 
which acts here as a slack bus, reacts and increase its output current to maintain the voltage. 2) 
The bidirectional converter starts to discharge the batteries by setting Ibidirectional to inject 4 A 
reducing the stress on the DER while maintaining the power delivered to the utility grid.  
 
Figure 3.11 Case 1 results. 
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This experiment represents another situation when receiving active power from the grid during 
low energy price to share the 1.1 kW DC load with the DER, and charge the batteries. Fig. 3.12, 
shows that the inverter controller was commanded to receive 0.9 kW by setting Id to -3 A, it can 
be seen that the DER reduces its current to maintain the voltage level at the DC bus to 300 V. 
About 1 sec later, the bidirectional converter starts to charge the batteries by setting Ibidirectional 
to 2 A. It can be noticed that the DER reacts by increasing its output current through the boost 
converter, and the ripples slightly increased because of the interaction of both ripples from the 
boost and bidirectional converters.  
 

















4. Hybrid State/Event Driven Autonomous Communication-Based 
Microgrid Control Using Finite State Machine 
In this chapter, an autonomous communication-based centralized control for DC MG 
implementation is presented. The proposed controller enables smooth transition between various 
operating modes. Finite state machine (FSM) has been used to mathematically describe the various 
operating modes (states), and the events that may lead to mode changes (transitions). Therefore, 
the developed centralized controller aims at optimizing the performance of MG during all possible 
operational scenarios, while maintaining its reliability and stability. Results of selected drastic 
cases have been presented. These results show stable transition between modes, verifying the 
validity and applicability of the proposed controller. 
4.1. Introduction 
Development of an automated control system, which preserves MG stability/reliability during 
all possible scenarios while maintaining optimal operation is badly needed. Therefore, this 
challenge has attracted the attention of many researchers globally. However, the research that has 
been performed to address this challenge either focused on a specific case [31], or did not consider 
all possible scenarios/modes of operations. Moreover, it was mostly focused on designing a 
controller that guarantees stable MG operation [32-35], overlooking some other essential 
performance features including: energy/economic savings during grid connection, mitigating 
renewable energy intermittency, etc.  
The control hierarchy proposed for the DC MG, is a communication based scheme as shown 
in Fig. 4.1. In the primary layer, the local controller (LCs) of the various converters are state driven 
controlled. Each LC monitors and controls the state variables required to maintain its mode. This 
requires incessant communication, for measurements and pulse signals to the IGBTs of the 
converters. A DC agent and an AC one keep monitoring the DC and AC buses state. Both report 
any violation event that may happen on the DC or AC buses, according to [36-37]. The relays 
within the MG protection system reports as well any failure event to the MGCC. 
 
Figure 4.1  Event and state driven Communication based control hierarchy. 
The secondary layer contains the communication signals between the LCs, agents, relays and 
the MGCC. The modes are being assigned to each LC by the MGCC, to maintain reliable and 
optimized operation of the MG, e.g. enable economic operation in a grid-tie mode, and maintain 
supplying high priority loads in other modes when the grid is not available. The MGCC is event 
driven controlled, i.e. it does not require continuous communication between it and the LCs. The 
devised logic within the MGCC was conceived so that it only takes an action if new event occurs. 
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This reduces the communication link bandwidth through the secondary layer of control. The 
tertiary layer comprises the superior management in case of high-level tasks, e.g. MG clustering. 














4.2. Secondary Control Using Finite State Machine  
Finite state machine (FSM) provides a mathematical means to represent a finite number of 
states, and describe the transition between them. To represent the proposed control scheme, FSM 
has been used. FSM can be thought of as a machine with a finite number of operational conditions 
called states, or in this case, “modes.” The machine can be in only one state at any given time, and 
can transition to other states based on events. 
The FSM for the entire DC MG control could be represented by the following variables (∑, M, 
m00, δ), where: 
∑: is a finite set of inputs to the MGCC, which are the events in Appendix Table A.III. 
M: is a finite, non-empty set of modes, which comprises all modes sets:  
- M00 (Grid-tie/Energy saving mode) = {m00, m01, m02}, such that ∀m0j (m0j∈ M00 → m0j ∈ M) 
where j = 0, 1, 2. 
- M10 (Islanding mode) = {m10, m11, m12, m13}, such that ∀m1j (m1j∈ M10 → m1j ∈ M) where j 
= 0, 1, 2, 3. 
- M20 (Utility mode) = {m20}, such that m30 ∈ M. 
- M30 (Shutdown mode) = {m30}, such that m40 ∈ M. 
Therefore M = {M00, M01, M03, M04}, which will be more explicitly explained in section V. 
m00: is the initial mode of the FSM, m00 ∈ M. 
δ:  is the mode transition function; δ: M × ∑ → M, it can be seen in the transition Appendix 
Table A.III.  
The control action of the LCs is dependent upon the mode/sub-mode of operation being 
triggered by the MGCC, e.g. during m00 (grid-tied sub-mode), CBo (boost converter LC) is MPPT 
controlled, while during m13, it is voltage controlled. The modes are based on the event signals 
being transmitted to the MGCC, and the logic/algorithm implemented within, which will trigger a 
proper transition.  
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Figure 4.2  Microgrid architecture. 
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The levels of load shedding are designed to be dynamic within the islanding mode. The logic 
was prepared to have downstream load shedding during M10, i.e. no reconnection of loads happens 
unless normal operation is retained, to preserve the safety of the loads. The levels of load shedding 
are selected based on the emergency loads, available resources at the instant of load shedding, and 
a margin of safety to account for solar intermittency. An average constant load within the time 
interval of the load shedding process was assumed. Four levels of load shedding where used within 
the islanding mode: (1) the first level of load shedding is triggered at the moment of islanding. 
This level is a function of the available resources; (2) the second level of load shedding takes place 
when the batteries are depleted; it is related to the battery and solar systems sizes, and the 
percentage of current that will be assigned to the batteries to charge with, e.g. less than 50% of I1c 
(rated current at rate of charge one C). The percentage of the I1c depends on the amount of the 
emergency loads and its priority; (3) the third level occurs when the boost converter is tripped or 
its sunset, and is function of the battery size; and (4) the last level of load shedding is triggered 
when the bidirectional converter is tripped while the boost converter is still available. At this level 
of load shedding, it is preferable to keep a minimal portion of the total load, and only keep the 
loads that are less sensitive to voltage variations, in case of intermittency. However, if voltage 
variations are significant, transition to M30 will occur to preserve load safety. 
4.3. Operational Modes, Layers and Transition Conditions 
The architecture of the control scheme starts with the main layer that encompasses four modes: 
(1) grid-tied (energy saving) mode, which is the initial mode M00; (2) islanded mode M01; (3) utility 
mode M03; and (4) shutdown mode M04. M00 is assumed to be the initial mode of the entire FSM. 
It aims at achieving economic operation. 
Main layer 
Within this layer, several transitions may occur. For instance, if a grid outage takes place and 
gets reported by SSRPCC (S3 = 0), or the AC agent signals AC voltage/frequency exceeding 
permissible limits and lasting beyond the average clearing time specified in [36] to the MGCC (S1 
= 0), a transition to M10 will happen. However, in case the utility sends a signal to take control of 
the MG (S6= 1), if all MG resources are available, a transition to M20 will occur, and if all resources 
are not available at any given instant, a transition to M30 will happen. Other transitions may happen 
depending on the events being triggered, which are summarized in Appendix Table A.III, and Fig. 
2.  
Grid-tied/Energy Saving Mode 
Transitions within that mode are triggered by S7, S5 and/or S8, e.g. starting with m00, the MGCC 
commands the inverter to maintain the DC bus voltage, CBo to operate as MPPT and the 
bidirectional converter LC (CBi) to be idle, i.e. current control with Iref = 0. If the utility signals the 
MGCC that the energy price is low (S7 = 1), the MGCC checks the last status of CBi to confirm 
that the battery is not full (S8 = 0), and the SSRBi to assure no fault operation (S5 = 1), a transition 
to m01 takes place. In m01, the bidirectional starts charging the battery system with I1c to exploit 
the advantage of low energy price, while the inverter and the boost converter are still maintaining 
the same operation from m00. However, if the energy price is high (S7 = 0), the SSRBi last report 
was no fault operation (S5 = 1), and the CBi last signal that the battery has the capability to discharge 
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(S8 = 1), a transition to m02 happens. In m02 the LCs maintain the same tasks of m00, except for the 
bidirectional converter, starts discharging with the maximum current I1c. The rest of transitions 
can be observed from Fig. 4.3, and Table A.III. 
Islanding Mode 
M10 is triggered when SSRPCC signals the circuit breaker to open and informs the MGCC with 
that event (S3 = 0), e.g. due to a power outage. M10 includes four sub-modes, islanding m10, 
contingency m11, critical m12, and extreme m13 sub-mode. A number of transitions may possibly 
take place, one at a time. For example, starting from sub-mode m10, shown in Fig. 4.3, the MGCC 
trigger the first level of load shedding, CBo to operate as MPPT, and CBi to fix the DC bus voltage. 
If the SSRBi detects a fault where it is located, e.g. due to abnormal operation of the bidirectional 
converter or a fault, and report it (S5 = 0), a transition to m13 will happen. In m13, CBo maintains 
the DC bus voltage, and a maximum level of load shedding will be triggered. At this level, the 
load almost equals ~10-20% of the solar peak power that was available within the previous hour. 
The type of loads connected during that level of load shedding should be able to handle a wide 
range of voltage variation, since the battery is not available to buffer the expected power 
intermittency. If the DC voltage changes beyond the permissible limits of [36] during m13 (S2 = 
0), a transition to m13 will take place to protect the loads as shown in Fig. 2. However, starting 
from m10, if CBi informs that the batteries are depleted (S8 = 0), while the boost converter is still 
available, through checking the last status signal from the SSRBo by the MGCC (S4 = 1), a 
transition T11 to m11 will occur. In this case, the second level of load shedding will take place, such 
that a portion of the available solar energy is used to charge the batteries with a maximum of half 
I1C, to guarantee continuous operation of the loads for as long as possible. The rest of energy is 
used to maintain supplying the remaining loads. This happens while the boost converter is MPPT 
controlled, and the bidirectional converter is still maintaining the DC bus voltage. On the other 
hand, also starting from m10, if solar intermittency occurred while the bidirectional converter is 
maintaining the DC bus voltage, the battery system might over discharge to keep supplying the 
loads. If this takes place for a time interval that is greater than the settling time of the nested PI of 
the bidirectional converter LC (S9 = 1), or the SSRBo signals that the boost convert is tripped (S4 = 
0), then a transition T17 to m12 will take place. The reason for adding the settling time of the 
converter PI to the transition condition, is to guarantee that the transient oscillations of the 
bidirectional converter LC does not lead to false transitions. The controller oscillations may 
happen when the converter is trying to maintain the DC bus voltage. A condition to prevent over 
discharge was added, to extend the battery system availability during this mode. The rest of the 
transitions could be observed from Fig. 4.3, and Appendix Table A.III. 
Utility and Shutdown Modes 
The goal of the utility mode M20, is for the utility to take control over the MG, according to a 
predefined agreement, e.g. to aggregate multiple MGs for virtual power plant operation, or enhance 
the voltage level by injecting reactive power. In this case, the inverter LC is performing current or 
P/Q control. As for the shutdown mode M30, its objective is to guarantee a shutdown in case all 
the resources are tripped or not available at any given moment, or in case the permissible limits of 






In order to illustrate the operation of the proposed secondary communication-based FSM-
enabled controller, some selected scenarios are presented and discussed. Each case is presented by 
a set of four subplots. Each subplot has five sections, each section reflects a new event or a set of 
events taking place. The (a) subplot of each figure represents DC currents for the inverter, boost 
converter, bidirectional converter and DC load. Subplots (b), (c) and (d), demonstrate the DC bus 
voltage, AC current from the inverter to the grid, and AC voltage, respectively. 
Case One  
This case shows the operation of the MGCC to control the DC MG in case of islanding, 
showing solar intermittency impact on the transition between modes of operation among other 
events. Section (1) displays the transition T11 from m00 to m10, due to a blackout being signaled by 
SSRPCC (S3= 0). The first level of load shedding is triggered by the MGCC, reducing DC load 
current and dropping the AC current from the MG to the grid to zero as shown in Figs. 4.4(a) and 
4.4(c), respectively. During m10, the MGCC commands CBi to maintain the DC bus voltage to 300 
V, and CBo to maintain MPPT control, which can be noticed in Fig. 4.4(a). Throughout section (2), 
solar intermittency caused the batteries to over discharge beyond 5 A, for a period of time longer 
than the settling time of CBi PI (200 msec). Consequently, S8 becomes one, signaled by CBi, 
therefore, the MGCC checks the last status of SSRBi, if there is no fault (S5 = 1), a transition T12 to 
m12 happens. In m12 another level of DC load shedding is introduced, that can be seen from the 
DC load current in Fig 4.4(a); while the LCs maintain the same duties as in m10. During m12, the 
LCs maintain the same duties as in m10. During section (3), the boost converter is tripped, and in 
section (4), it is reconnected. Concurrently, CBi reacts to maintain the DC bus voltage (i.e. 
discharging when the boost converter was tripped, and charging when it was reconnected). Section 
(5) represents the tripping of the bidirectional converter, where the bidirectional output current 
drops to zero, triggering m14. Within m14 maximum load shedding is triggered, CBo is commanded 
to switch to voltage control, where the DC load current drops to ~10-20% of solar energy, and 
Figure 4.3  Operational modes/ sub-modes of DC MG. 
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becomes equal the boost converter current, which can be noticed in Fig. 4.4(a). It can be observed 
from Fig. 4.4(b), the DC bus voltage during all events was maintained within the acceptable limits, 
by using the suggested FSM logic to maneuver various critical situations. 
 
 
Case Two  
This case shows the operation of the MGCC, during the grid-tied/energy saving mode M00. 
Throughout section (1), a signal sent by the utility to the MGCC, informing it that the energy price 
is low (S7 = 1). The MGCC checks the last SOC of the battery system through the latest signal 
received from the CBi, confirming it is not full (S8 = 0). It also checks the last status of SSRBi 
assuring normal operation (S5 = 1), which leads the MGCC to trigger T02 to m01. Each converter 
LC maintains their ongoing tasks; the inverter maintains the DC bus voltage to 300 V, and CBo 
operates as MPPT. CBi initiates maximum charging (Iref = I1c), using current control as can be 
noticed in Fig. 4.5(a), where the bidirectional converter current becomes -5 A, i.e. charging with 
5 A. Therefore, the inverter DC current increases to 5 A to maintain the dc bus voltage to 300 V 
as shown in Fig. 4.5(b). The AC current increases as well from the grid to the inverter, as shown 
in Fig. 4.5(c). For the interval of section (2), CBi signals that the battery system is fully charged (S8 
= 1), then m00 is retained by the MGCC through T01, as shown in Fig 4.5(a), where the bidirectional 
converter output current drops to zero. The current of the inverter drops to zero as well. Therefore, 
the DC bus voltage is regulated as shown in Fig 4.5(b), since the DC MG can self-sustain its DC 
Figure 4.4  Case two, showing operation during islanding mode. 
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loads at that interval. During section (3), while m00 is still active, some solar power fluctuations 
start causing the boost converter output current to decrease gradually. The inverter DC/AC current 
increases in order to maintain the DC bus voltage, which can be noticed in Figs. 4.5(a), 4.5(b) and 
4.5(c), respectively. During section (4), the irradiance goes back to its value of section (1), and the 
boost converter output current as well. This results in dropping the inverter DC/AC current to 
almost zero, maintaining the DC bus voltage, as shown in Figs. 4.5(a), 4.5(b) and 4.5(c), 
respectively. During the last segment, the utility signals high energy price to the MGCC (S7= 0). 
The MGCC confirms the availability of the bidirectional converter, by checking the last status 
report it got from the SSRBi. If there was no fault (S5 = 1), a transition T03 from m00 to m02 takes 
place. CBi switches to current control and starts discharging at the rated current (I1c) with 5 A. 
Therefore, the inverter DC current drops to -5 A to maintain the DC bus voltage to 300 V, i.e. 
sending 5 A to the grid, as shown in Figs. 4.5(a) and 4.5(b), respectively. 
 
Figure 4.54.4  Case one, showing operation during grid-tie mode. 
4.5. Conclusion 
An autonomous centralized communication-based controller for DC MG was developed in this 
paper. All possible scenarios, including severe conditions were conceived to better prepare the 
logic implemented within the MGCC using FSM. Reliable/resilient operation while maintaining 
optimal performance, and maneuver intensive conditions was demonstrated in the results. The 
proposed control scheme has event driven controlled MGCC and state variables driven controlled 
LCs. Such hybrid combination, reduces the required communication bandwidth, compared to the 
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regular control communication based techniques. FSM was used as a representation of the event-
driven MGCC, where the MG responds to an event by making a transition from one mode to 
another, and it can be in only one mode at a time and can transition to another mode based on some 
events. Moreover FSM was utilized due to the similarity of event driven control and discrete 































5. Impact of Communication Latency on DC Microgrid Operation 
During Islanding 
The transition from traditional power grids to smarter ones mandates increased dependence on 
information and communication technologies (ICT) [38-39]. This dependence is continuously 
growing with the introduction and evolution of emerging technologies, such as advanced metering 
infrastructure (AMI), MGs, phasor measurement units and electric vehicles. Therefore, it is crucial 
to analyze the impact of ICT networks performance degradation, such as communication latency 
and/or packet loss, on the operation of the power grid. An attempt to investigate and analyze the 
impact of communication latency on DC MGs performance is the scope of this chapter. 
5.1. Introduction 
In order to optimize the operation of a MG, i.e. maintain generation/demand balance, maximize 
energy harvesting from renewables, minimize dependence on the main grid, etc., an efficient 
control technique is required. DC MG control could be realized using one of two methods: (1) 
Voltage based droop control; or (2) Communication-based control [40].  
Voltage droop control is analogues to frequency droop in AC networks, and is achieved by 
means of cooperative operation among parallel converters. It is based on using the voltage of the 
physical link between the converters, namely the DC bus, to signal deviations in the 
generation/demand ratio [41], [42]. For instance, a decrease in the DC bus voltage indicates 
generation deficiency; therefore, all converters start to increase their output power set points until 
the balance is achieved, i.e. the DC bus voltage is restored to its rated value. This control technique 
has several pros, e.g. it allows power sharing while providing active damping to the system, it 
offers a plug and play feature since new converters can be seamlessly integrated to the DC bus, 
and above all, it does not require communication [42]. However, it has some drawbacks as well, 
such as the deterioration of current sharing caused by load dependent voltage deviations, having 
circulating currents [43], and its failure to achieve optimal coordinated performance of the MG. 
In communication-based control, individual DERs and controllable loads, if any, are controlled 
via local control agents. The data from local DER and load agents are aggregated in the MG central 
controller (MGCC), processed through a predefined control algorithm, then feedback commands 
are sent back to the local agents through wired or wireless communication. This allows the design 
of energy management algorithms that have the potential to achieve optimal, or at least near-
optimal, MG performance. However, the main concern about communication-based control is the 
hypothesis that the reliability of the MG may be affected by the intrinsic drawbacks to ICT 
networks, e.g. delays and/or packet loss. 
5.2. MG Communication Networks 
In MGs, and in smart grids generally, the communication network functional requirements, 
e.g. data rate and coverage range, significantly vary depending on the control layer. Therefore, the 
communication networks of a smart grid are typically designed in a hierarchical multilayered 




Figure 5.1  Smart grid communication hierarchical multi-layer architecture. 
Home Area Network (HAN): it provides low bandwidth, two-way communications between 
home appliances and equipment (e.g. smart meters), or among MG resources and loads. Data being 
exchanged might be voltage, current and frequency measurements, which could be utilized in 
MGCC, demand side management, demand response, home/building automation, etc. The 
communication technologies that are usually deployed within this networks could be wired or 
wireless, such as Zigbee, Bluetooth, and WiFi [45]. 
Neighborhood Area Network (NAN): it acts as a gateway between HANs and the upper layer, 
transmitting information from the consumer premises to the utility data center for processing and 
feedback action [46 - 47]. NANs involve LTE, WiMax, WiFi, etc. This layer is needed when 
aggregating geographically dispersed DERs and distributed generators in a community MG or a 
virtual power plant. 
Wide Area Network (WAN): its main task is to transfer the overall aggregated data to grid 
operators, and command signals to the consumers; therefore, it has to be highly reliable, and be 
able to carry large data on a wide range [6].  
Wireless technologies can be used for information exchange between controllers in a MG. 
They eliminate the need for physical connections. Moreover, they can be used as a redundant 
system even if a wired connection exists for increased reliability or improved performance. For 
instance, data traffic could be routed to the wireless network, mitigating congestion on wired links, 
to increase data transfer speed. Appendix Table A.IV, shows a comparison of some common 
wireless communication technologies, including Zigbee, Long Term Evolution Machine to 
Machine (LTE M2M), High Speed Packet Access M2Machine (HSPA M2M) and WiFi [48-50]. 
5.3. MicroGrid Centralized Control   
Fig. 5.2 shows the centralized control layer for DC microgrid using finite state machine for the 
microgrid discussed in chapter 2, Fig. 2.1. The various individual converters are controlled locally, 
and a central MGCC is used to coordinate the operation of the local control agents and optimize 
the MG performance. The complete details about the example MG can be found in Chapters 2 & 
3. 
In order to analyze the impact of ICT dependence, communication latency is introduced to the 
control messages communicated between the MGCC and local controllers, and inspect the impact 
on the MG operation. Even though this study can be expanded to many scenarios, in this paper, 
we will focus on analyzing a critical case when the delay occurs while the MG is within the process 
of islanding itself from the main grid. 
WAN
1 – 100 kbps
100 kbps – 10Mbps
10 Mbps – 1 Gbps
1 – 100 m
100 m – 10 km































































In order to completely understand this impact, the control action is highlighted, to be taken by 
the MGCC, pertaining to the transition from grid-connected mode to islanding mode. Prior to 
islanding, the inverter regulates the voltage of the DC bus, and the MGCC determines the power 
set points of the battery, which indirectly determines the amount of power exchanged with the 
main grid, while the boost converter is set to track the maximum power point of the PV system. 
The inverter is operated in a constant-voltage mode, while the PV and battery are operated in a 
constant-power mode. Once a problem is detected on the main grid (e.g. under frequency, under 
voltage, or any other violation), the MGCC disconnects the Solid State Relay (the main breaker 
between the MG and the main grid), and sends a command to the battery system to take the lead 
and regulate the voltage. In other words, in this case, the battery needs to buffer the oscillations 
resulting from the intermittent PV output to maintain generation/load balance. If the signal 
transmitted from the MGCC to the battery is delayed, the MG stays during the delay with no 
converter directly responsible for regulating the voltage. Therefore, the DC bus voltage floats, 
which may lead to collapse of the whole MG if the resulting voltage/current swings meet one or 
more of the protection system pick-up thresholds. 
 
 
Figure 5.2  centralized control layer for DC microgrid. 
5.4. Results and Discussion 
Analysis of the impact of communication latency on DC MGs during islanding was conducted. 
Moreover, a discussion on how the DC bus voltage varies when a communication delay takes place 
has been presented. Deviations in the bus voltage are critical since they affect the stability of the 







































Figure 5.3  VBus(t) with different α, CT = 4800 µF and Im = 7.1 A. 
 
Fig. 5.3, shows the effect of different delays, i.e. different values of α, which represents the 
delays associated with the various communication technologies, on the DC bus voltage with 
constant total capacitance (CT = 4800 µF) connected to the DC bus, and mismatch current (Im = 
7.1 A) between MG generation and demand. The first shaded area represents the average delay of 
the HSPA M2M technology (α ≈ 10~26 msec), the second shaded area represent the delay of LTE 
M2M, which is almost double the first one (α ≈ 30~40 msec), then the Zigbee technology latency, 
which is higher (α ≈ 50~140 msec). It can be noticed that as the delay lasts longer, the voltage 
deviation increases, which leads to an increased error in the PI controller of the bidirectional 
converter, that is supposed to regulate the bus voltage in case of islanding, causing higher spikes. 
With HSPA M2M, LTE M2M and Zigbee, at this value of CT and Im, the voltage deviation reaches 
up to 6.67%, 10% and 16.67%, respectively. Furthermore, the voltage deviation is a function of 
the mismatch current Im and total capacitance CT as well, i.e. worst case scenario could take place 
if the generated power from the DERs at the instant of islanding is zero, e.g. a cloud was passing 
by the solar panels, the batteries are depleted and CT was critically small. This scenario might lead 
to swift changes in the voltage level, triggering protection relays of the DC MG, which are 
occasionally based on the (d/dt) values of voltage and current, and/or limits of ±(5~10)% [51].  
 
Figure 5.4  VBus(t) with different Im, α = 40 msec, and CT = 4800 µF. 
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Fig. 5.4, presents the DC bus voltage behavior at fixed capacitance (CT =4800 µF), latency (α 
= 40 msec) and various mismatch currents. It can be noticed that as the mismatch current 
increase/decreases, the DC bus voltage varies proportionally with it. If Pgenerated ≈ Pdemand, the DC 
bus voltage remains around 300 V, as shown when Im ≈ - 0.25 A. 
 
Figure 5.5  IBoost with different Im, α = 40 msec, and CT = 4800 µF. 
 
Fig. 5.5, verifies that, at the moment of islanding for different mismatch currents, constant 
latency, and total capacitance (α = 40 msec, and CT =4800 µF), the average output boost current 
changes suddenly and almost stays at the new operating point during the delay (varies slowly). 
5.5. Conclusion  
In this chapter, the impact of latency of various wireless communication technologies, within 
the HAN, on the DC MG voltage stability during islanding has been analyzed. This study suggests 
that the design of a MG should be coordinated along with the selection of the communication 
technology, if cost effective communication technology with long delays is to be deployed, more 
investment has to be done on the MG design, e.g. if Zigbee were to be used, high capacitance 
should be implemented to mitigate the effect of the long delay, and if HSPA M2M were to be 
implemented, less capacitance is required. However, the use of large capacitance to compensate 
for the mechanical inertia as in the AC systems, leads to high fault currents. Moreover, long 
latencies at high mismatch current, and low capacitance will cause swift change in DC bus voltage 






6. Future Smart Distribution Grids: Stability, Resilience, and 
Control Hierarchy of Clustered Microgrids During Blackout 
6.1. Introduction 
In a cluster of interconnected MGs, one MG has to act as a slack bus to regulate the frequency. 
Preferably, this slack MG would have a rotating mass generator (e.g. diesel generator) with 
relatively high inertia and excess energy, to increase the stability of the group of interconnected 
MGs. The other microgrids connected at the different buses shall act as PV or PQ buses according 
to the type of resources they have, and their generated capacity compared to their local load 
demand. 
In case of a blackout, each MG has two passive islanding detection mechanisms [52] at the 
PCC, one of them is voltage detection, i.e. if the voltage exceeds ± 5% of the nominal voltage [53], 
this passive voltage detection islands the MG. The other detection mechanism measures the rate 
of change of frequency (ROCOF). When this rate increases beyond a certain limit [53], the 
ROCOF relay islands the MG. 
6.2. Hierarchical Structure of Interconnected Microgrids 
MGs should be able to communicate with each other in case of a blackout. When the MGs are 
islanded due to a power outage, they will communicate with each other to confirm and get 
acknowledgment that all of them detected the blackout. The preset control sets up the MGs to 
connect to each other by making one of them act as a slack bus or the master MG, and the others 
as slaves. The main controller evaluates which of the MGs has more energy and can make the 
cluster of MGs more stable. After this assessment has been done and a decision has been taken by 
the main controller, the connection between the MGs takes place throughout the designated 
infrastructure. The interconnected MGs have the option to supply the emergency loads between 
the interconnected MGs (loads at other buses external to the local MG) if they have excess energy, 
or isolate all the loads between them. The decision of which type of connection should be pre-
decided based on the capacity of each MG and the amount of excess energy it might have, and the 
capacity of the emergency loads between the MGs. 
Such a scenario will require a fully functional smart grid that has highly reliable 
communication system and predetermined control techniques [54 – 55]. It also requires strong 
coordination between the DNO and the MG cluster. This is essential to protect the microgrid 
infrastructure when the grid gets back to service. In this paper, the behavior of two MGs connected 
to the IEEE 13-Bus standard distribution feeder [56 - 58] will be investigated to evaluate the impact 
of a blackout on the performance of both MGs when they are interconnected versus the case when 
they operate independently. Another study was dedicated to show the impact of generator inertia 
on the stability of interconnected MGs. 
6.3. IEEE-13 Bus System with High Microgrid Penetration  
In order to analyze the impact of microgrids clustering during blackouts, a case study was 
simulated. This simulation was based on the occurrence of a blackout in the main grid while two 
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MGs interact with it, under different connectivity scenarios. The system was simulated in 
MATLAB® Simulink® environment. The main components of the example system include: 
- IEEE 13 bus 
- Two DC Microgrids with a 300 kVA generator connected to the AC bus, each includes on 
the DC side: 
 100 KW photo voltaic panels 
 50 KW batteries 
- Loads 
- Primary controllers with islanding detection capability 
- Secondary controllers, i.e., one for each MG 
- Main tertiary controller. 
The islanding detection was implemented at the point of common coupling between each 
microgrid and the main grid to island the MG in case of blackouts. Blackouts in this simulation 
were executed by opening a three-phase circuit breaker after the main substation of the IEEE 13 
bus to simulate a three-phase short circuit fault that leads to a blackout. 
Each DC microgrid [58] implemented in this design contains three main components as shown 
in Fig. 6.3.: 
- A photovoltaic system connected to the common DC bus through a DC/DC boost converter 
[59] controlled by a Perturb & Observe maximum power tracking (MPPT) technique [60]. 
- A battery bank connected to the DC bus through a bidirectional DC/DC converter [59] 
using a PID current control technique. 
- A diesel generator connected directly to the AC bus, using an AC1A excitation system 
[61], to maintain the terminal voltage fixed, and a governor to regulate the mechanical 
input power to maintain 60 HZ. 
6.4. Results and Discussion 
Case One 
Before the blackout happens, both MGs were stable while sharing their loads with the main 
grid before the blackout occurred as shown in the green circles before the seventh second. 
After the fault occurred at the seventh second, each MG supports its own loads independently 
where the electrical output Pe of each generator increases suddenly to balance this sudden change 
in the loading as shown in the red circles in Figs. 6.4(c) and 6.4(d), and their speed decreases 
momentarily as shown in Figs. 6.4(e) and 6.4(f) in the red circles, The output of each generator Pe 
decreases gradually with the gradual increase in the irradiance to provide the load with the fixed 
power it needs, however MG-1 starts to fail to support its own loads as shown in Fig. 6.4(c), while 
MG-2 goes to steady state due to the reduced loads on it as shown in Fig. 6.4(d). 
At the tenth second, a cloud passes over the PV of MG-1 as shown in the black circle in Fig. 
6.4(a), leaving the generator of that MG handling the whole load alone, which aggravates the 
problem and Pe goes to zero, since the loads were too large to be supported by the generator, it led 
the generator to fail. This consequently leads to rotor disturbances, which reflects on the output 
power that oscillates by the end as shown in the purple circles for MG-1. 
The red circles in Figs. 6.4(a) and 6.4(b) depicting the output of the inverter show that the 
electrical output of the inverter of both DC MGs is affected by the disturbance due to the blackout. 
Moreover, the purple circle in Fig. 6.4(a) shows that the electrical output of the inverter was 
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affected by the collapse of the generator in MG-1, that is because the inverter’s controllers of the 
two MGs receive AC current and voltage signals from their sensors that are located at the AC bus-
bar, in addition to a voltage signal from their local DC bus, to perform vector decoupling control 
on the output active and reactive power independently [62]. In islanded mode, the generator 
replaces the grid, and the voltage and current of the generator of the MG directly impact the output 














Figure 6.1  Results of Case I, (a) Inverter electrical power output of MG-1; (b) Inverter electrical power 
output of MG-2; (c) Generator electrical power output of MG-1; (d) Generator electrical power output 





As shown in Fig. 6.5, below, the two DC MGs are stable while sharing the loads with the main 
grid as shown in the green circles, similar to the previous case. 
At the seventh second at the moment of blackout, the two MGs are islanded. Then they 
communicate with each other to confirm that they all detected the blackout, and communicate with 
the DNO, then connect to each other through the infrastructure of the main grid and isolate all the 
loads in between. MG-2 act as a slack bus as it has more excess energy, while MG-1 acts as a slave 
by fixing its mechanical input to 0.95 pu as shown in Figs. 6.5(c) and 6.5(d). 
When the clouds passes by the PVs of MG-1 as shown in the black circle in Fig. 6.5(a), the 
generator of MG-2 increases its electrical output power Pe to cover this decrease in power from 
MG-1 due to that cloud as shown in the black circles in Fig. 6.5(d). 
Finally, when the power of PVs of the two MGs goes to zero, the generator of MG-2 increases 
its power to provide the loads with its required energy as shown in the green circle toward the end 
in Fig. 6.5(d). 
The frequencies of the two generators are related, since the generator in MG-1 is following the 
generator in MG-2 (slack bus) Figs. 6.5(e) and 6.5(f). When the cloud passes by MG-1, the 
frequency drops as shown in the black circle in Fig. 6.5(a) because the loading increases on the 
generator of MG-2 and consequently its speed decreases. 
The power transferred from the generator of MG-2 varies with the output power of the PV of 
MG-1. As the irradiance increases gradually, the power transferred from MG-2 decreases 
gradually and vice versa. When the clouds pass by MG-1, the generator of MG-2 sends more power 
to the loads of MG-1 as shown in the black circle in Fig. 6.6. Towards the end of the 24-hour 
irradiance that was simulated by 24-seconds in the simulation, the generator of MG-2 keeps 
increasing the energy sent to MG-1 until it reaches its maximum when PV output is zero at night, 


















Figure 6.2  Results of Case II, (a) Inverter electrical power output of MG-1; (b) Inverter electrical power output of 
MG-2; (c) Generator electrical power output of MG-1; (d) Generator electrical power output of MG-2; (e) 




Figure 6.3  Case II: Power transfer during Microgrid clustering. 
 
Case Three 
In Fig. 6.7, the power transferred between the two MGs under the same conditions (but no 
passing clouds), with different values of generators inertia, is depicted. 
During the first six seconds, no power is transferred between the two MGs, once the blackout 
occurs and the main controller establishes a connection between the two MGs, the power starts to 
flow from MG-2 (act as a slack generator) to MG-1 that has more loads. 
As noticed from Fig. 6.7, as the inertia of the two generators of both MGs increases, the 
microgrid cluster becomes more stable, also it is shown that at relatively low inertia (H=0.79) at 
the moment of blackout, the generator of MG-2 that sends the power to MG-1 starts to oscillate 
and becomes unstable, driving the whole system of the two MGs to be less stable. The generator 
different inertias were selected from industrial catalogue for the same size [63]. 
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Figure 6.4  Case III: Impact of generator inertia on Microgrid cluster. 
 
6.5. Conclusion  
During blackouts, independent MGs may fail to support their own loads individually, 
especially when they are highly dependent on renewable resources (e.g. solar panels) that are 
affected directly by weather variations (e.g. cloud passing by blocking the irradiance from the sun), 
however if the same MGs are interconnected forming a cluster of MGs using reliable 
communication and proper control, they can handle such variation better and in a more stable way. 
The transferred power between the interconnected MGs is more stable when the inertia of both 
generators in the MGs is relativity high. At the moment of blackout, generators with low inertia 
tend to oscillate and may lead the whole microgrid cluster to be unstable. When interconnecting 
islanded MGs, it is recommended to connect MGs with rotating masses that have high inertia to 










7. Conclusion  
In order for the future smart grid concept to be realized, it is crucial to validate research ideas 
experimentally along with the common simulation-based studies. Thus, this thesis presented the 
development and implementation of a DC microgrid testbed. The design of the various power 
electronic converters and controllers was discussed. Various experiments were performed to 
validate that the implemented microgrid can be flexibly used to test various ideas related to 
microgrid operation and control. Further, a communication-based hierarchical hybrid state/event 
control scheme for DC microgrids was developed and verified. Several cases were studied to 
examine the validity and applicability of the proposed control scheme. Results show that the 
proposed scheme can preserve reliable and resilient microgrid operation throughout various severe 
scenarios.  
 A study of impact of latency of various wireless communication technologies, within HAN, 
on the DC MG stability during islanding was implemented. Results show that the severity varies 
with the mismatch current, which is unpredictable, and the total capacitance and the capacitance 
ratios of the converters, which is a design factor. Therefore, MGs should be designed, while 
considering communication latency, capacitance of the DER’s converters, protection relay 
settings.  
During blackouts, independent MGs may fail to support their own loads individually, 
especially when they are highly dependent on renewable resources (e.g. solar panels) that are 
affected directly by weather variations (e.g. cloud passing by blocking the irradiance from the sun), 
however if the same MGs are interconnected forming a cluster of MGs using reliable 
communication and proper control, they can handle such variation better and in a more stable way. 
Therefore, the impact of clustering multiple microgrds on the overall stability and survivability of 
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TABLE A.II 
INDUCTANCES AND CAPACITANCE OF THE CONVERTERS UTILIZED IN 
THE DC MG 
Converter Component Value 
Bidirectional 
converter 
LBD1 4.5 mH, 0.25 Ohms 
LBD2 8 mH, 1 Ohms 
CBD1 890 μF 
CBD2 1200 μF 
Boost converter 
LB1 4.5 mH, 0.25 Ohms 
LB2 8 mH, 1 Ohms 
CB1 1200 μF 
CB2 1200 μF 
 
Inverter 
LDC 19m H, 1.4 Ohms 
CDC 1488 μF 



















TABLE A.III.  
TRANSITIONS AMONG VARIOUS MODES/SUB-MODES OF DC MG 
 Transition Transition condition Transition Description 
Main Mode 
Transitions  
T1 S3 == 0 
Tripping of the Inverter triggered M01, bidirectional converter fixing DC bus voltage and boost 
converter operating at MPPT while the first level of load shedding is triggered 
T2 S3 == 1 &&  S1 == 1 Synchronization conditions are set for reconnection the DC MG to the grid 
T3 S3==0 && S5 == 0 &&  S4 ==0 Tripping of the Inverter, Boost and Bi-directional converter will cause the MG to shut down 
T4 S6 == 0 Utility control over the MG is disabled thus the operation is restored to grid tie mode 
T5 S6 == 1 &&  S3 ==1 && S5 == 1&& S4 ==1 After confirming that all resources are operational the utility is granted control over the MG 
T6 S3 ==0 && S5 == 0&&  S4 ==0 Tripping of the Inverter, Boost and Bi-directional will cause the MG to shut down 
T7 S5 == 0 &&(S4 == 0 || (S2 == 0 && after (ts))) 
Tripping of the Boost and bidirectional converter, or the DC bus voltage deviated beyond the 
limits, ts is added to guarantee unnecessary transition due to disturbance during settling time (ts) 






T01 S8 == 1 ||  S5 == 0 Batteries are full charged or bidirectional converter is tripped 
T02 S7 == 1 &&  S8 == 0 &&  S5 == 1 Energy price is low, batteries are not fully charged, and the SSRBi reports no fault 
T03 S7 == 0 && S8 == 1 &&  S5 == 1 Energy price is High, Batteries are not depleted, and the SSRBi reports no fault 




T11 S8 == 0 &&  S4 == 1 Batteries are depleted and boost converter is available 
T12 (S4 == 0 &&  S5  == 1) || (S2 == 0 && after (ts)) 
Boost converter is tripped and bidirectional converter is available, or DC bus voltage deviated 
severely 
T13  S5  == 0 Bidirectional converter is tripped 
T14 (S4 == 1 &&  S5 == 0) || S8 == 0 Bidirectional converter is tripped and the boost converter is available, or batteries are depleted 
T15 S5 == 1 Bidirectional converter is reconnected 
T16 S5 == 0 Bidirectional converter is tripped 
T17 (S4 == 0 && S5 == 1) || (S9== 1 && after (ts)) Boost converter is tripped and bidirectional converter is available, or batteries over discharge 
TABLE A.IV.  
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30 ~ 40 [19] 
10 ~ 26 
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