INTRODUCTION
The U.S. Geological Survey (USGS) is the principal Federal agency collecting surface-water data in the Nation. The collection of these data is a major activity of the Water Resources Division of the USGS. The data are collected in cooperation with State and local governments and other Federal agencies. The USGS presently (1983) operates approximately 8,000 continuous-record gaging stations throughout the Nation. Some of these records extend back to the turn of the century. Any activity of long standing, such as the collection of surfacewater data, should be reexamined at intervals, if not continuously, because of changes in objectives, technology, or external constraints. The last systematic nationwide evaluation of the streamflow information program was completed in 1970 and is documented by Benson and Carter(1973) . The USGS is presently undertaking another nationwide analysis of the stream-gaging program that will be completed over a 5-year period with 20 percent of the program being analyzed each year. The objective of this analysis is to define and document the most costeffective means of furnishing streamflow information.
For every continuous-record gaging station, the analysis identifies the principal uses of the data and relates these uses to funding sources. Gaged sites for which data are no longer needed are identified, as are deficient or unmet data demands. In addition, gaging stations are categorized as to whether the data are available to users in a real-time sense, on a provisional basis, or at the end of the water year.
The second aspect of the analysis is to identify less costly methods of furnishing the needed information; among these are flow-routing models and statistical methods. The stream-gaging activity no longer is considered a network of observation points, but rather an integrated information system in which data are provided both by observation and synthesis.
The final part of the analysis involves the use of Kalman-filtering and mathematical-programming techniques to define strategies for operation of the necessary stations that minimize the uncertainty in the streamflow records for given operating budgets. Kalman-filtering techniques are used to compute uncertainty functions (relating the standard errors of computation or estimation of streamflow records to the frequencies of visits to the stream gages) for all stations in the analysis. A steepest descent optimization program uses these uncertainty functions, information on practical stream-gaging routes, the various costs associated with stream gaging, and the total operating budget to identify the visit frequency for each station that minimizes the overall uncertainty in the streamflow. The stream-gaging program that results from this analysis will meet the expressed water-data needs in the most cost-effective manner.
This report is organized into five sections; the first is an introduction to the stream-gaging activities in Maine and to the study itself. The middle three sections each contain discussions of individual steps of the analysis. Because of the sequential nature of the steps and the dependence of subsequent steps on previous results, summaries of conclusions are given at the end of each middle section. The complete study is summarized in the final section.
History of the Stream-Gaging Program in Maine
The program of surface-water investigations by the USGS in Maine has grown steadily through the years as Federal and State interest in water resources has increased. The Maine office of the USGS began collecting surfacewater data after the establishment of six gaging stations in 1901. Four of these gages were in Maine and two were in New Hampshire. These first stations were operated primarily to evaluate the power potential of major rivers in the State. From this modest beginning, the program gradually expanded to the point where, in 1928, the USGS operated 26 gaging stations in the State. During the 1930's, despite the Depression, the program operated by the Maine office increased to 40 stations. Two of these new stations were supported by the U.S. Army Corps of Engineers as part of special flood studies following the major flooding that occurred in 1936. The era witnessed the shift of data needs from primarily power evaluation to design and planning of many types of hydraulic and hydrologic structures and resources assessment and management. Although the war effort from 1941 to 1946 curtailed expansion of the program, by 1960 USGS was operating 55 surface-water gaging stations in Maine.
A study of characteristics of peak flows on streams with drainage areas of less than 15 mi2 was started in 1963. Five continuous-record gaging stations and 23 crest-stage partial-record stations were operated as part of the program. A study by Hayes and Morrill (1970) described the development of Maine's surface-water program and proposed a program to meet the future needs of water-data users. At the time of the study, the Maine program had 59 continuous and 23 partial-record stations.
Subsequent to a publication by Morrill (1975) , operation of the 23 crest-stage partial-record stations was terminated. Between 1970 and 1981,8 continuous stream gages were added to and 16 continuous stream gages were eliminated from the Maine gaging program. The decision to drop these gages was based on a Network Analysis for Regional Information (NARI) study by Morrill (written commun., 1983) . These reductions leave the Maine office with 51 stations. Included in this total are five gages currently being operated as part of special projects scheduled to be completed in the near future and three gages situated in New Hampshire.
The number of continuous stream gages historically operated within the State of Maine is given in figure 1 ; gages in New Hampshire that are operated by the Maine office are not included in figure 1.
Current Maine Stream-Gaging Program
Maine can be divided into four major physiographic regions as noted by Prescott (1963) the Coastal Lowlands, the Central Uplands, the Moosehead Plateau, and the Aroostook Valley. The locations of these regions and the distribution of the 51 stream gages currently operated by the Maine office of the USGS are shown on figure 2. Twenty-four gages are in the Coastal Lowlands, 12 are in the Central Uplands, 9 are in the Aroostook Valley, and 6 are in the Moosehead Plateau. Figure 2 demonstrates that the majority of the gages are in the Coastal Lowlands, the Central Uplands, and the northern portions of the Moosehead Plateau and Aroostook Valley. Large areas almost totally devoid of gaging stations are evident throughout the Moosehead Plateau and parts of the Aroostook Valley.
The cost of operating these 51 stream gages in fiscal year 1982 was $211,000.
Selected hydrologic data, including drainage area, period of record, and mean annual flow, for the 51 stations are given in table 1. Station identification numbers used throughout this report are the last five digits of the USGS's eight-digit downstream-order station number; the first three digits of the standard USGS station number for all stations used in this report are 010. Table 1 also provides the official name of each stream gage, as well as an abbreviated version of each name; abbreviated names are used in the remainder of this report.
USES, FUNDING, AND AVAILABILITY OF CONTINUOUS STREAMFLOW DATA
The relevance of a stream gage is defined by the uses that are made of data produced from the gage. The uses of the data from each gage in the Maine program were identified by a survey of known data users. The survey documented the relative importance of each gage and identified gaging stations that may be considered for discontinuation.
Data uses identified by the survey were categorized into nine classes, defined below. The sources of funding for each gage and the frequency at which data are provided to the users were also compiled.
Data-Use Classes
The following definitions were used to categorize each known use of streamflow for each continuous stream gage.
Regional Hydrology
For data to be useful in defining regional hydrology, a stream gage must be largely unaffected by manmade storage or diversion. In this class of uses, man's effects on streamflow are not necessarily small, but the effects considered are limited to those of land-use and climate changes. Large amounts of manmade storage may exist in the basin provided the outflow is uncontrolled. These stations are useful in developing regionally transferable information about the relationship between basin characteristics and streamflow.
Twenty-eight stations in the Maine network are classified in the regional hydrology data-use category. Four of the stations are special cases in that they are designated bench-mark or index stations. One hydrologic bench-mark station in Maine serves as an indicator of hydrologic conditions in watersheds relatively free of manmade alteration. Three index stations in different regions of the State are used to indicate current hydrologic conditions. The locations of stream gages that provide information about regional hydrology are given in figure 3.
Hydrologic Systems
Stations that can be used for accounting that is, to define current hydrologic conditions and the sources, sinks, and fluxes of water through hydrologic systems including regulated systems are designated hydrologic systems stations. They include diversions and return flows and stations that are useful for defining the interaction of water systems. The bench-mark and index stations are included in the hydrologic systems category because they account for current and long-term conditions of the hydrologic systems that they gage. Federal Energy Regulatory Commission (FERC) stations and international gaging stations, on significant rivers that cross national boundaries, also are included. The four international stations in Maine are located on the St. John and St. Croix Rivers, which flow into Canada, and provide data for the proper management of potentially conflicting uses of the river's resources by both countries.
NUMBER OF C O N T I N U O U S STREAM GAGES OP E RAT E D -
The data collected at the 14 FERC stations are used to monitor the compliance of control structures with downstream flow requirements determined by FERC.
Two other stations are included in this category and are operated to ensure the compliance of wastewatertreatment plants with State-issued permits.
Legal Obligations
Some stations provide records of flows for the verification or enforcement of treaties, compacts, and decrees. The legal obligation category contains only those stations that USGS must operate to satisfy a legal responsibility.
No stations in the Maine program exist to fulfill a legal responsibility of the USGS.
Planning and Design
Gaging stations in this category of data use are used for the planning and design of a specific project (for example, a dam, levee, floodwall, navigation system, water-supply diversion, hydropower plant, or wastetreatment facility) or group of structures. The planning and design category is limited to those stations that were instituted for such purposes and for which this purpose is still valid.
Currently, no stations in the Maine program are operated for planning or design purposes.
Project Operation
Gaging stations in this category are used, on an ongoing basis, to assist water managers in making operational decisions such as reservoir releases, hydropower operations, or diversions. The project operation use generally implies that data are routinely available to operators on a rapid-reporting basis. For projects on large streams, data may only be needed every few days.
There are 18 stations in the Maine program that are used in this manner. Sixteen of these are used to aid operators in the management of reservoirs and control structures that are part of hydropower production systems. The remaining two stations are used to assist wastewater-treatment plant operators.
Hydrologic Forecasts
Gaging stations in this category are regularly used to provide information for hydrologic forecasting. Such information might include flood forecasts for a specific river reach, or periodic (daily, weekly, monthly, or seasonal) flow-volume forecasts for a specific site or region. The hydrologic forecast use generally implies that the data are routinely available to the forecasters on a rapidreporting basis. On large streams, data may only be needed every few days.
Stations in the Maine program that are included in the hydrologic forecast category are those used for flood forecasting and for forecasting inflows to reservoirs that are a part of hydropower generating systems. Data are used by the U.S. National Weather Service (NWS); the Flood Forecast Center of Fredericton, New Brunswick, Canada; and the Water Survey of Canada to predict floodflows at downstream sites. Additionally, NWS uses the data at some stations as input to longer range prediction models of the probability of snowmelt floods.
Water-Quality Monitoring
Gaging stations where regular water-quality or sediment-transport monitoring is conducted and where the availability of streamflow data contributes to the utility or is essential to the interpretation of the waterquality or sediment data are designated as water-qualitymonitoring sites.
One such station in the program is a designated bench-mark station and five are National Stream Quality Accounting Network (NASQ AN) stations. Water-quality samples from bench-mark stations are used to indicate water-quality characteristics of streams that have been and probably will continue to be relatively free of manmade influence. NASQ AN stations are part of a countrywide network designed to assess water-quality trends of significant streams.
Research
Gaging stations in this category are operated for specific research or water-investigations studies. Typically, these are operated for only a few years.
Eight stations in the Maine program are used in support of research activities, including a phosphorusloading study and a project to assess the impacts of a proposed copper mine. The State of Maine, the Department of Environmental Protection, and the University of Maine use data from a number of sites for research activities that involve phosphorus loading, waste-load allocation, and lake restoration. 
Frequency of Data Availability
Frequency of data availability refers to the times at which streamflow data may be furnished to the users. In this category, three distinct possibilities exist. Data can be furnished by direct-access telemetry equipment for immediate use, by periodic release of provisional data, or in publication format through annual data reports published by the USGS for Maine (U.S. Geological Survey, 1981). These three categories are designated T, P, and A, respectively, in table 2. In the current Maine program, data for all 51 stations are made available through annual reports, data from 21 stations are available on a real-time basis, and data are released on a provisional basis at 12 stations.
Other
In addition to the eight data-use classes described above, five stations are used to provide streamflow information for recreational planning, primarily for canoceists, rafters, and fishermen.
Funding
The four sources of funding for the streamflowdata program are as follows: 1. Federal program. Funds that have been directly allocated to USGS.
Data-Use Presentation
Data-use and ancillary information are presented for each continuous gaging station in table 2. The entry of an asterisk in the table indicates that the station is used by the Geological Survey for regional hydrology purposes, and (or) the station is operated from Federal funds appropriated directly to the Survey.
Conclusions Pertaining to Data Uses
Concurrently with this study, the NARI procedure is being applied in Maine. NARI is a procedure for identifying the contributions to error reduction in a regional regression analysis of statistical characteristics of streamflow that can be expected from future streamgaging activities. These activities include extending data collection at existing stream gages, establishing new stream gages, or various combinations of these activities (Moss and others, 1982) . Preliminary results of theNARI analysis in Maine indicate that accuracy goals for regional streamflow estimates established by Carter and Benson (1970) were met for four of the six characteristics investigated. The two for which goals were not achieved were annual minimum 7-day mean flows and peak flows with 50-year recurrence intervals (R.A. Morrill, written commun., 1983) . Attempts to improve the relationships for these two characteristics failed in part because of the poor spatial distribution of existing gages on unregulated streams as demonstrated in figure 3 . (49130) is operated as part of a phosphorus runoff study.
Three of the four copper-mine-study sites, Bald Mountain, Bishop Mountain, and Fish River Lake, will be affected by operation of the proposed mine. Resulting regulation of flow would prevent use of data from these sites in a regression analysis to determine streamflow characteristics. Therefore, operation of these stations should be terminated at the end of the current project.
The fourth station in the copper mine study, Clay ton Stream, is located above the proposed mine impact area; data from this site therefore will not be affected by regulation. Based on the drainage area and location of this station, it should be continued in operation beyond the life of the research project. Similarly, the Johnson Brook basin is not subject to flow regulation above the gaging station, and this station also should be kept in operation after the research project is terminated.
Three stream gages, Machias (16500), North Whitefield (38000), and Tanning (49300), are operated primarily for regional hydrologic uses (table 2). No interest was expressed in funding these stations beyond the current year, and the NARI study indicates that additional data from these sites would not improve significantly the current regional regression equations (R.A. Morrill, written commun., 1983) . Therefore, these stations should be terminated at the end of the current water year (1983) .
Based on the above conclusions, stream gages on Clayton Stream and Johnson Brook will be included for analysis in the following sections of this report. The stations on Bald Mountain, Bishop Mountain, Fish River Lake, Machias, North Whitefield, and Tanning will not be considered further in this report.
ALTERNATIVE METHODS OF DEVELOPING STREAMFLOW INFORMATION
The second step of the analysis of the streamgaging program is to investigate alternative methods of providing daily streamflow information in lieu of operating continuous-flow gaging stations. The objective of the analysis is to identify gaging stations where alternative technology, such as flow-routing or statistical methods, will provide information about daily mean streamflow in a more cost-effective manner than operating a continuous stream gage. No guidelines concerning suitable accuracies exist for particular uses of the data; therefore, judgment is required in deciding whether the accuracy of the estimated daily flows is suitable for the intended purpose. The data uses at a station will influence whether a site has potential for alternative methods. For example, stations for which real-time flood hydrographs are required, such as hydrologic forecasts and project operation, are not candidates for the alternative methods. Likewise, legal obligation to operate a gaging station would preclude utilizing alternative methods. The primary candidates for alternative methods are stations operated upstream or downstream of other stations on the same stream. The accuracy of the estimated streamflow at these sites may be suitable because of the high redundancy of flow information between sites. Similar watersheds, in the same physiographic and climatic area, also may have potential for alternative methods.
All stations in the Maine stream-gaging program were categorized as to their potential utilization of alternative methods and selected mehods were applied at four subsequent sections of this report. This section briefly describes the two alternative methods used in the Maine analysis and documents why these methods were chosen.
Because of the short timeframe of this analysis, only two methods were considered. Desirable attributes of a proposed alternative method are (1) the proposed method should be computer oriented and easy to apply, (2) the proposed method should have an available interface with the USGS WATSTORE Daily Values File (Hutchinson, 1975) , (3) the proposed method should be technically sound and generally acceptable to the hydrologic community, and (4) the proposed method should permit easy evaluation of the accuracy of the simulated streamflow records. The desirability of the first attribute above is obvious. Second, the interface with the WATSTORE Daily Values File is needed to easily calibrate the proposed alternative method. Third, the alternative method selected for analysis must be technically sound or it will not be able to provide data of suitable accuracy. Fourth, the alternative method should provide an estimate of the accuracy of the streamflow to judge the adequacy of the simulated data. The above selection criteria were used to select two methods a flow-routing model and multiple-regression analysis.
Description of Flow-Routing Model
Hydrologic flow-routing mehtods use the law of conservation of mass and the relationship between storage in a reach and outflow from the reach. The hydraulics of the system are not considered. The method usually requires only a few parameters and treats the reach in a lumped sense without subdivision. The input is usually a discharge hydrograph at the upstream end of the reach and the output a discharge hydrograph at the downstream end. Several different types of hydrologic routing, such as Muskingum, Modified Puls, Kinematic Wave, and the unit-response flow-routing method, are availa-ble. The latter method was selected for this analysis. This method uses two techniques storage continuity (Sauer, 1973) and diffusion analogy (Keefer, 1974; Keefer and McQuivey, 1974) . These concepts are discussed below.
The unit-response method was selected because it fulfilled the criteria noted above. Computer programs for the unit-response method can be used to route streamflow from one or more upstream locations to a downstream location. Downstream hydrographs are produced by the convolution of upstream hydrographs with their appropriate unit-response functions. This method can only be applied at a downstream station where an upstream station exists on the same stream. An advantage of this model is that it can be used for regulated stream systems. Reservoir routing techniques are included in the model so flows can be routed through reservoirs if the operating rules are known. Calibration and verification of the flow-routing model is achieved using observed upstream and downstream hydrographs and estimates of tributary inflows. The convolution model treats a stream reach as a linear one-dimensional system in which the system output (downstream hydrograph) is computed by multiplying (convoluting) the ordinates of the upstream hydrograph by the unit-response function and lagging them appropriately. The model has the capability of combining hydrographs, multiplying a hydrograph by a ratio, and changing the timing of a hydrograph. In this analysis, the model is only used to route an upstream hydrograph to a downstream point. Routing can be accomplished using hourly data, but only daily data are used in this analysis.
Three options are available for determining the unit (system) response function. Selection of the appropriate option depends primarily upon the variability of wave celerity (traveltime) and dispersion (channel storage) throughout the range of discharges to be routed. Adequate routing of daily flows can usually be accomplished using a single unit-response function (linearization about a single discharge) to represent the system response. However, if the routing coefficients vary drastically with discharge, linearization about a low-range discharge results in overestimated high flows that arrive late at the downstream site; whereas linearization about a highrange discharge results in low-range flows that are underestimated and arrive too soon. A single unit-response function may not provide acceptable results in such cases. Therefore, the option of multiple linearization (Keefer and McQuivey, 1974) , which uses a family of unitresponse functions to represent the system response, is available.
Determination of the system's response to the input at the upstream end of the reach is not the total solution for most flow-routing problems. The convolution process makes no accounting of flow from the intervening area between the upstream and downstream locations. Such flows may be unknown or estimated by some combination of gaged and ungaged flows. An estimating technique that should prove satisfactory in many instances is the multiplication of known flows at an index gaging station by a factor (for example, a drainage-area ratio).
The objective in both the storage-continuity and the diffusion analogy flow-routing method is to calibrate two parameters that describe the storage-discharge relationship in a given reach and the travel time of flow passing through the reach. In the storage-continuity method, a response function is derived by modifying a translation hydrograph technique developed by Mitchell (1962) to apply to open channels. A triangular pulse (Sauer, 1973 ) is routed through reservoir-type storage and then transformed by a summation curve technique to a unit response of desired duration. The two parameters that describe the routing reach are K*, a storage coefficient that is the slope of the storage-discharge relation, and PFS, the translation hydrograph time base. These two parameters determine the shape of the resulting unitresponse function.
In the diffusion-analogy theory, the two parameters requiring calibration in this method are K0, a wave dispersion or damping coefficient, and C0, the floodwave celerity. K0 controls the spreading of the wave (analogous to As in the storage-continuity method) and C0 controls the travel time (analogous to W, in the storage-continuity method). In the single-linearization method, only one K0 and one C0 value are used. In the multiple-linearization method, C0 and K0 are varied with discharge so a table of wave celerity (C0) versus discharge (0 and a table of dispersion coefficient (K0) versus discharge (0 are used.
In both the storage-continuity and diffusion-analogy methods, the two parameters are calibrated by trial and error. The analyst must decide whether suitable parameters have been derived by comparing the simulated discharge with the observed discharge.
Description of Regression Analysis
Simple-and multiple-regression techniques can also be used to estimate daily flow records. Regression equations can be computed that relate daily flows (or their logarithms) at a single station to daily flows at a combination of upstream, downstream, and (or) tributary stations. This statistical method is not limited, like the flow-routing method, to stations where an upstream station exists on the same stream. The explanatory variables in the regression analysis can be stations from different watersheds, or downstream and tributary watersheds. The regression method has many of the same attributes as the flow-routing method in that it is easy to apply, provides indices of accuracy, and is generally accepted as a good tool for estimation. The theory and assumptions of regression analysis are described in several textbooks such as those by Draper and Smith (1966) and Kleinbaum and Kupper (1978) . The application of regression analysis to hydrologic problems is described and illustrated by Riggs (1973) and Thomas and Benson (1970) . Only a brief description of regression analysis is provided in this report.
A linear regression model of the following form was developed for estimating daily mean discharges in Maine:
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is daily mean discharge at station / (dependent variable); is daily mean discharges at nearby stations (explanatory variables); is regression constant and coefficients; is the random error term. The above equation is calibrated (B0 and 5j are estimated) using observed values of yi and Xj. These observed daily mean discharges can be retrieved from the WATSTORE Daily Values File. The values of Xj may be discharges observed on the same day as discharges at station i or may be for previous or future days, depending on whether stationy is upstream or downstream of station i. Once the equation is calibrated and verified, future values of y\ are estimated using observed values of x-t . The regression constant and coefficients (B0 and fij) are tested to determine whether they are significantly different from zero. A given station j should only be retained in the regression equation if its regression coefficient (/?j) is significantly different from zero. The regression equation should be calibrated using one period of time and then verified or tested for a different period of time to obtain a measure of the true predictive accuracy. Both the calibration and verification period should be representative of the range of flows that could occur at station j. The equation should be verified by plotting the residuals d (difference between simulated and observed discharges) against the dependent and all explanatory variables in the equation, and by plotting the simulated and observed discharges versus time. These tests are intended to determine whether the linear model is appropriate or some transformation of the variables is needed and whether there is any bias in the equation such as overestimating low flows. These tests might indicate, for example, that a logarithmic transformation is desirable, that a nonlinear regression equation is appropriate, or that the regression equation is biased in some way. In this report these tests indicated that a linear model with y\ and Xj, in cubic feet per second, was appropriate. The application of linearregression techniques to four watersheds in Maine is described in a subsequent section of this report.
It should be noted that the use of a regression relation to synthesize data at a discontinued gaging station entails a reduction in the variance of the streamflow record relative to that which would be computed from an actual record of streamflow at the site. The reduction in variance expressed as a fraction is approximately equal to one minus the square of the correlation coefficient that results from the regression analysis.
Categorization of Stream Gages by Their Potential for Alternative Methods
An analysis of the data uses presented in table 2 identified four stations at which alternative methods for providing the needed streamflow information could be applied. These four stations are Cherryfield (22500), Eddington (36390), Sidney (49265), and Ossipee (65500). Based on the capabilities and limitations of the methods and data availability, flow-routing techniques were used only at the Eddington and Ossipee gaging stations. Regression methods were applied to all four sites.
Eddington Flow-Routing Analysis
The purpose of this flow-routing analysis is to investigate the potential for use of the unit-response model for streamflow routing to simulate daily mean discharges at Eddington (36390). A schematic diagram of thePenobscot River study area is presented in figure4. In this application, a best-fit model for the entire flow range is the desired product. Streamflow data available for this analysis are summarized in table 3. 
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The Eddington gage is located 32.7 mi downstream from the next upstream stream gage, West Enfield. In this reach, there are several small run-of-the-river impoundments which, under normal operating conditions, discharge approximately the inflow they receive. During low-flow periods when the dams are being operated, they can have a significant effect on streamflow at the Eddington gage. The intervening drainage area between West Enfield and Eddington is 1,093 mi2, or 14 percent of the total drainage area contributing to the Eddington site. There are no stream gages within this 1,093 mi2 intervening area. Another limitation on this analysis is the short period of available streamflow data at the Eddington gage.
To simulate the daily mean discharges, flows were routed from West Enfield to Eddington using the diffusion analogy method with a single linearization. The intervening drainage area was accounted for by using data from stations at Mattawamkeag and Dover-Foxcroft adjusted by drainage area ratios. The total discharge at Eddington was the summation of the routed discharge from West Enfield and adjusted discharge from Mattawamkeag and Dover-Foxcroft. The entire data set available for the Eddington site, water years 1980-82, was used to calibrate the model.
To route flow from West Enfield to Eddington, it was necessary to determine the model parameters C0 
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(floodwave celerity) and K0 (wave-dispersion coefficient). The coefficients C0 and K0 are functions of channel width ( W0} in feet, channel slope (S0) in feet per foot (ft/ ft), the slope of the stage discharge relation (dQ0/ dY0) in square feet per second (ft2/ s), and discharge (Q0) in cubic feet per second (ft3 /s) representative of the reach in question and are determined as follows:
The discharge, Q0, for which initial values of C0 and Ko were linearized, was the mean daily discharge for the West Enfield and Eddington gages as published for the 1981 water year (U.S. Geological Survey, 1981). The channel width, W0, was calculated as the average for the 32.7-mile reach between the sites, and was measured from topographic maps. Channel slope, S0, was determined by converting the corresponding gage heights of the initial discharges, Q0, taken from the stage-discharge relationships at each gage to a common datum. The difference between these values was then divided by channel length to obtain a slope. The slope of the stage discharge relations, dQo/dYo, was determined from the rating curves at each gage by using a 1-foot increment that bracketed the mean discharge, Q0. The difference in the discharge through the 1-foot increment therefore represents the slope of the function at that point. The model parameters as determined above are listed in table 4. For the first routing trial, average values for the model parameters, C0=2.80 and #o=8,340, were used. To simulate the intervening drainage area of 1,093 mi2, an analysis was made of the general characteristics of the basins involved. These characteristics were then compared to those of the nearest stream gages, those at Dover-Foxcroft and Mattawamkeag. It was noted that the Passadumkeag, Sunkhaze, and Olamon River basins contained large percentages of swamps and lakes and were systems that responded relatively slowly during runoff events. These characteristics are traits of the Mattawamkeag River basin. A drainage area ratio calculated by dividing the combined area of the Passadumkeag, Sunkhaze, and Olamon River basins, 547 mi2 (Fontaine, 1981) , by the drainage area at the Mattawamkeag gage, 1,418 mi2 (547/1,418=0.39), was applied to flows at the Mattawamkeag gage to simulate input from this portion of the ungaged intervening drainage. The remaining portion of the ungaged intervening drainage,546 mi3 , is comprised of basins with less storage and larger slopes. These basins tend to respond faster during runoff events and are more accurately approximated by using the Dover-Foxcroft gage adjusted by the drainage area adjustment factor of 546 mi2 divided by 298 mi2, or 1.83.
Using the entire 3 water years of available data from Eddington as a calibration data set, several trials were made, adjusting both the values of C0, K0, and the drainage area adjustment factors. The best-fit single linearization model was determined to be that with a C0=3.00, A^0=8,340 and the originally determined drainage area adjustment ratios. Attempts were made to improve the model using multiple linearization, splitting the year into open-water and backwater periods, and other stations to simulate intervening drainage. None of the combinations resulted in a better model for the calibration data set.
A summary of the simulation of mean daily discharge at Eddington for the 3 water years, 1980 through 1982, is given in table 5. This summary includes both periods of winter backwater and days of low flow when the run-of-the-river dams were exerting a strong influence on the discharge. By isolating the winter backwater portions of the 3 water years, it can be noted that these 284 days have a mean error of 7.32 percent and only 75 percent of the observations have prediction errors less than or equal to 10 percent. The remaining 812 days have a mean error of 5.54 percent, and 89 percent of the observations have prediction errors less than or equal to 10 percent. Of the 89 days (11 percent times 812 days) that have errors greater than 10 percent, 11 are days during which operational practices at the dams caused significant effects at Eddington. Figure 5 is a comparison of the observed and simulated discharge for the Eddington gage during a spring high-water event. The fit for this period is very good with the exception of March 18 when the upstream dam exerted a substantial effect on the mean discharge for that day. Figure 6 is a comparison of the observed and simulated discharge for the Eddington gage during a late summer low-flow period. Again, this plot indicates the good fit of the routing model during open-water periods when there is no regulating effect by the upstream dams.
Ossipee Flow-Routing Analysis
A schematic diagram of the Ossipee study area is presented in figure 7 . Gaging station data available for this analysis are summarized in table 6. The Ossipee gage (65500) is 17.6 mi downstream from the next upstream stream gage on the Ossipee River at Effingham Falls, and this reach is not subjected to any regulation. The intervening drainage area between Effingham Falls and Ossipee is 122 mi2, or 27 percent of the total drainage area contributing to the Ossipee site. No stream gages are located within this 122-mi2 area.
The approach used in this analysis was to route the flow downstream from Effingham Falls to Ossipee using the diffusion analogy method with single linearization. The intervening drainage area would be accounted for by using a station or stations from those listed in table 6 adjusted by proper drainage area ratios to account for the difference in size.
The routing parameters C0 and K0 were determined by using the techniques applied in the Eddington analysis and are summarized in table 7.
For the first routing trial, average values (see table 7) for the model parameters C0=2.90 and K0= 1,580 were used. To simulate the intervening drainage, each of the stations listed in table 6 were used individually and adjusted by the ratio determined by dividing 122 mi2 by the drainage area of the site being considered. Water years 1979 through 1981 were used as a calibration data set. The best-fit model from this analysis proved to be the one that used the Royal station adjusted by a ratio of 0.87 to simulate intervening drainage. Further refinement of this model found the best-fit values of C0 and K0 to be 1.50 and 1,580, respectively.
A summary of the simulation of mean daily discharge at Ossipee for the 3 water years 1979 through 1981 is given in table 8. the intervening drainage area of 122 mi2 between the Effmgham Falls and Ossipee gages was shown by Prescott (1980) to be composed of significant deposits of sand and gravel and glacial till. These deposits would be a significant source of ground-water inflow to the Ossipee River during low-flow periods. None of the gages used in an attempt to simulate the intervening drainage had this characteristic and, as a result, the simulation has the significant errors noted.
Regression Analysis Results
Linear regression techniques were applied to all four of the selected sites. The streamflow record for each station considered for simulation (the dependent variable) was regressed against streamflow records at other stations (explanatory variables) during a given period of record (the calibration period). Best-fit linear regression models were developed and used to provide a daily streamflow record that was compared to the observed streamflow record. The percent difference between the simulated and actual record for each day was calculated. The results of the regression analysis for each site are summarized in table 9.
The streamflow record at Cherryfield (22500) was not reproduced with an acceptable degree of accuracy using regression techniques. The Cherryfield simulated data were within 10 percent of the actual record only 20 percent of the time during the calibration period. These results occurred when daily mean discharges at Dennysville (21200) were used as the explanatory variable.
The greatest hindrance to obtaining a satisfactory simulation in this case was that the station was regressed against stations in different drainage basins because no gage other than the Cherryfield station is currently operated in the Narraguagus River basin. Although the Cherryfield streamflow records were regressed against independent stations with similar basin and hydrographic characteristics, the differences in basin characteristics and, no doubt, precipitation patterns are sufficient to preclude adequate simulation.
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64500 Conway The more successful simulations of streamflow records at the Sidney, Ossipee, and Eddington stations were all produced from regressions with stations in the same basin. The streamflows at all of these stations experience varying degrees of regulation. The dependent streamflow records were regressed against upstream records on the main stem of the rivers as well as regulated and unregulated tributaries to the main stem. Special explanatory variables specified as LAG1 Q were created by lagging the discharges by 1 day. The interaction in a regression of the lagged and unlagged values for a given streamflow record acts to statistically route the flow from an upstream to a downstream site. The lagged discharge values account for the travel time between the two sites.
The regression model for Sidney (49265) includes five explanatory variables. The flow at Sidney was regressed against the lagged and unlaged flow at station 46500, the nearest upstream station on the main stem, and the flow at station 49000, a station on a major tributary. Both of these stations are below control structures that greatly regulate the flow. Two tributary sites, stations 47000 (lagged flow only) and 47730, served as indicators of unregulated inflow upstream from the Sidney station. Lagged values were used where appropriate.
The estimates from the regression model for Sidney simulated the actual record within 10 percent for 61 percent of the calibration period and within 5 percent for 29 percent of the period. The probable reason this simulation is not better is that there are numerous control structures on the main stem between station 46500 and Sidney. Any flow regulation by these structures cannot be accounted for with the regression model. This fact makes the Sidney station a poor candidate for statistical streamflow synthesis.
The streamflow record for the Ossipee station (65500) was simulated with a regression model that includes as explanatory variables the streamflow at station 65000, lagged streamflow at station 65000, and streamflow at station 60000. Station 65000 is located below a regulated site on the main stem, and there is very little regulation between it and the Ossipee site. Station 60000 is an out-of-basin unregulated site. It proved to be more significant to the model than an unregulated site in the Saco River basin, the major basin that includes the Ossipee drainage.
The simulated data for Ossipee were within 10 percent of the actual flows for 57 percent of the calibration period and within 5 percent for 33 percent of the period.
The most successful regression modeling for all four selected stations was that for the Eddington station. The model uses the lagged and unlagged streamflow record at station 34500 (West Enfield), and the record at station 30500, an unregulated tributary to the Penobscot. This model simulated the actual record within 10 percent for 83 percent and within 5 percent for 54 percent of the calibration period. The average error for the period is 5.7 percent, and the total flow volume error for the period is negligible.
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Further improvement in the simulation was attempted by using two separate models, one for high flows (Q>\ 2,000 ft3/s at West Enfield) and one for low flows (0<12,000 ft 3 /s at West Enfield). At flows higher than approximately 12,000 ft3 /s at West Enfield, the effects of regulation on the main stem streamflow are negligible. Using a high-and low-flow model, the models can accommodate change in travel time between West Enfield and Eddington at two different flow regimes.
The overall simulation for Eddington, using the two models, reproduced the actual Eddington record within 10 percent for 86 percent of the calibration period and within 5 percent for 61 percent of the period. The average error for the calibration period is 5.3 percent.
Conclusions Pertaining to Alternative Methods of Data Generation
The simulated data from both the flow-routing and regression methods for the Ossipee stream gage were not sufficiently accurate to substitute for the operation of a continuous stream gage. The same was true of regression results for Cherryfield and Sidney. Therefore all three stations should remain in operation as part of the Maine stream-gaging program. At the Eddington stream gage, both the flow-routing and the regression methods provided streamflow that may be accurate enough for the intended uses. The Eddington stream gage is operated primarily to supply discharges for water-quality data-collection activities. However, the modeling results are tentative because only 3 complete water years of data have been recorded at Eddington. These years were used for calibrating the models and no verification was attempted. Before the utility of the two models can be adequately assessed, they should be verified using a different data set. Operation of the stream gage should continue until sufficient data are available for verification.
In summary, all four stations considered in this section should remain in operation and will be included in the next step of this analysis.
COST-EFFECTIVE RESOURCE ALLOCATION
Introduction to Kalman-Filtering for Cost-Effective Resource Allocation (K-CERA)
In a study of the cost-effectiveness of a network of stream gages operated to determine water consumption in the Lower Colorado River Basin, a set of techniques called K-CERA were developed (Moss and Gilroy, 1980) . Because that study concerned water balance, the network's effectiveness was measured in terms of the extent to which it minimized the sum of error variances in estimating annual mean discharges at each site in the network. This measure of effectiveness tends to concentrate stream-gaging resources on the larger, less stable streams where potential errors are greatest. While such a tendency is appropriate for a water-balance network, in the broader context of the multitude of uses of the streamflow data collected in USGS's Streamflow Information program, this tendency causes undue concentration on large streams. Therefore, the original version of K-CERA was extended to include, as optional measures of effectiveness, the sums of the variances of errors in estimating the following streamflow variables: annual mean discharge in cubic feet per second, annual mean discharge in percentage, average instantaneous discharge in cubic feet per second, and average instantaneous discharge in percentage. Using percentage errors does not unduly weight activities at large streams to the detriment of records on small streams. In addition, the instantaneous discharge is the basic variable from which all other streamflow data are derived. For these reasons, this study used the K-CERA techniques with the sums of the variances of the percentage errors of the instantaneous discharges at all continuously gaged sites as to measure the effectiveness of the data-collection activity.
The original version of K-CERA also failed to account for error contributed by missing stage or other correlative data that are used to compute streamflow data. The probabilities of missing correlative data increase as the period between service visits to a stream gage increases. A procedure for dealing with the missing record has been developed and was incorporated into this study.
Brief descriptions of the mathematical program used to optimize cost-effectiveness of collecting data and techniques of applying Kalman filtering (Gelb, 1974) to determine stream-gage record accuracy are presented below. For more detail on the theory or the applications of K-CERA, see Moss and Gilroy (1980) and Gilroy and Moss (1981) .
Description of Mathematical Program
The program, called "The Traveling Hydrographer," attempts to allocate among stream gages a predefined budget for the collection of streamflow data in such a manner that the field operation is the most cost-effective possible. The measure of effectiveness is discussed above. The set of decisions available to the manager is the fre-quency of use (number of times per year) of each of a number of routes that may be used to service the stream gages and to make discharge measurements. The range of options within the program is from zero usage to daily usage for each route. A route is defined as a set of one or more stream gages and the least-cost travel that takes the hydrographer from his base of operations to each of the gages and back to base. A route will have associated with it an average cost of travel and average cost of servicing each stream gage visited along the way. The first step in this part of the analysis is to define the set of practical routes. This set of routes frequently will contain the path to an individual stream gage with that gage as the sole stop and return to the home base so that the individual needs of a stream gage can be considered in isolation from the other gages.
Another step in this part of the analysis is the determination of any special requirements for visits to each of the gages for such purposes as necessary periodic maintenance, rejuvenation of recording equipment, or required periodic sampling of water-quality data. Such special requirements are considered to be inviolable constraints in terms of the minimum number of visits to each gage.
The final step is to use all of the above to determine the number of times, Ni, that the fh route for /=!, 2,..., NR, where NR is the number of practical routes, is used during a year such that the budget for the network is not exceeded, the minimum number of visits to each station is made, and the total uncertainty in the network is minimized. Figure 9 represents this step in the form of a mathematical program. Figure 10 presents a tabular layout of the problem. Each of the NR routes is represented by a row of the table and each of the stations is represented by a column. The zero-one matrix, (<0ij), defines the routes in terms of the stations that compose it. A value of one in row /and column y indicates that gaging station^ will be visited on route /; a value of zero indicates that it will not. The unit-travel costs, #, are the per-trip costs of the hydrographer's travel time and any related per diem and operation, maintenance, and rental costs of vehicles. The sum of the products of $ and Ni for i= 1,2,..., NR is the total travel cost associated with the set of decisions N=(N\, Ni, ..., #NR).
The unit-visit cost, a}, is composed of the average service and maintenance costs incurred on a visit to the station plus the average cost of making a discharge measurement. The set of minimum visit constraints is denoted by the row Aj,/=l, 2,..., MG, where MG is the number of stream gages. The row of integers M}J=\, 2,... MG specifies the number of visits to each station. A/j is the sum of the products of ^ and Ni for all / and must equal or exceed Xj for ally if N is to be a feasible solution to the problem. 
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The total cost expended at the stations is equal to the sum of the products of aj and Ms for ally. The cost of record computation, documentation, and publication is assumed to be influenced negligibly by the number of visits to the station and is included along with overhead in the fixed cost of operating the network. The total cost of operating the network equals the sum of the travel costs, the at-site costs, and the fixed cost, and must be less than or equal to the available budget.
The total uncertainty in the estimates of discharges at the MG stations is determined by summing the uncertainty functions, <ft, evaluated at the value of M] from the row above it, for j=l, 2,..., MG.
As pointed out in Moss and Gilroy (1980) , the steepest descent search used to solve this mathematical program does not guarantee a true optimum solution. However, the locally optimum set of values for N obtained with this technique specify an efficient strategy for operating the network, which may be the true optimum strategy. The true optimum cannot be guaranteed without testing all undominated, feasible strategies.
Description of Uncertainty Functions
As noted earlier, uncertainty in streamflow records is measured in this study as the variance of the percentage errors of estimation of instantaneous discharges. This uncertainty is derived from three sources: (1) an error derived from uncertainties in the stage-discharge relationship (rating curve) or other functions that relate discharge to primary correlative data collected at the stream gage, (2) an error derived from reconstruction of streamflow records when the primary correlative data are missing, and (3) an error derived during periods when secondary data are not available to reconstruct streamflow records. The variances of the errors from these sources are weighted by the fractions of time during which each can be expected to occur and combined to estimate the expected error variance, which is the dependent variable of an uncertainty function. This relation can be expressed:
where FT is the expected total error variance, ( is the fraction of time when the primary recorders are functioning, Vt is the variance of the first error source described above, cr is the fraction of time during which secondary data are available to reconstruct streamflow records given that the primary data are missing, FT is the variance of the second error source, ce is the fraction of time during which no data are available to compute streamflow records, Fe is the variance of the third error source. The fractions of time for which each source of error is relevant are functions of the frequencies at which the recording equipment is serviced. It is assumed that the primary and secondary sites are serviced at the same frequency and at about the same times.
The time, T, from the last service visit until failure of the recorder or recorders at the primary site is assumed to have a probability distribution defined by the truncated negative exponential family, that is (4) where *T is the probability density of failure times, k is a coefficient, and e is the base of natural logarithms. It is assumed that if a recorder fails it continues to malfunction until the next service visit. Thus,
tf=\-E[d\ls
where d is downtime of the primary recorders, £"[ ] is the expected value of the random variable contained within the brackets, and 5 is the interval between visits to the site.
E[d] is derivable from equation 4, as is shown in the Appendix.
The fraction of time, ee, for which no records exist at either the primary or the secondary site also can be derived from a bivariate application of equation 4. (See appendix.) It is assumed that the times to failure at the primary and secondary sites are independent of each other and that they have identical probability density functions for failure times.
The fraction of time, er, for which records are reconstructed based on data from a secondary site is determined by the equation er=l-ef-ee .
The variance, Kf, of the error derived from primary record computation is determined by analyzing a time series of residuals that are the differences between the measured discharge and the rating curve discharge. The rating curve discharge is determined from a relationship between discharge and some correlative data such as water-surface elevation for the gaging station. The measured discharge is the discharge determined by field observations of depths, widths, and velocities. The following variables are defined
where *2(0 is the instantaneous difference between the logarithms of the true discharge, <7j(0» and the ratingcurve discharge ?R(/)-The variable xz(t) represents the true variability about the rating curve, but *2(/) is an unobservable random variable because q^(t) is unobservable. The residuals available to the analyst include measurement errors but also contain information about the structure of xz(t). These residuals, z(/), are defined as (8) where v(/) is the measurement error, and qm(t) is the measured discharge. In the Kalman-filter analysis, the time series of z(/) is analyzed to determine three site-specific parameters for each uncertainty function. The Kalman filter used in this study assumes that the difference *2(0 is a continuous first-order Markovian process that has an underlying Gaussian (normal) probability distribution with a zero mean and a variance (subsequently referred to as process variance) equal to q/2fi. The variable q is the spectral density of the white noise that drives the Markovian process, and ft is the reciprocal of the correlation time of the Markovian structure of X2(t). The 1-day autocorrelation coefficient, p, of xz(t) is a function of /J. The variance of z(0, «z, is therefore defined as (9) where r is the variance of the measurement error v(f). The three parameters, q, j8, and r, are computed by analyzing the statistical properties of the time series of residuals z(0-These three site-specific parameters are needed to define this component of the uncertainty relationship. The Kalman filter utilizes these three parameters to determine the variance of the errors of estimation of discharge as a function of the number of discharge measurements per year (Moss and Gilroy, 1980) .
If the recorder at the primary site fails and no concurrent data are available at other sites to reconstruct the missing record at the primary site, there would be at least two ways of estimating discharges at the primary site. A recession curve could be applied from the time of recorder stoppage until the gage was once again functioning, or the expected value of discharge for the period of missing data could be used as an estimate. The expectedvalue approach is used in this study to estimate Ke, the error variance during periods when concurrent data are unavailable at nearby sites. If the expected value is used to estimate discharge, the value used should be the expected value of discharge at the time of year for which the record is missing because of the seasonality of the streamflow processes. The variance of streamflow, which also is a seasonally varying parameter, is an estimate of the error variance that results from using the expected value as an estimate. Thus, the coefficient of variation, G, squared is an estimate of the required error variance Vt . Because Cv varies seasonally and the times of failures cannot be anticipated, a seasonally averaged C is used: Cv=100 | 365 (10) where a\ is the square root of the variance of daily discharges for the i4h day of the year, and )Ui is the expected value of discharge on the /th day of the year. The variance, Kr, of the error during periods of reconstructed streamflow records is estimated on the basis of correlation between records at the primary site and records from other gaged sites. The correlation coefficient, PC, between the streamflows with seasonal trends removed (detrended) at the site of interest and detrended streamflows at the other sites is a measure of the soundness of their linear relationship. The fraction of the variance of streamflow at the primary site that is explained by data from the other sites is equal to pc2. Thus, the fraction of unexplained variance, that is, the error in reconstructed records at the primary site, is (1 -pc2) . If the error variance is expressed in units of percentage squared, as is the case in this study, an estimate of the potential variance of streamflow for any day of the year is C2 as defined in the paragraph above. Thus, Vr can be estimated as (l-pc2)Cv2.
It is assumed in this study that the differences between the logarithms of the computed discharges and the true discharges at each instance are normally (Gaussian) distributed with a mean of zero and a variance of either Ff, Kr, or Vt depending on whether the at-site streamflow recorder was functioning (/), whether the record was reconstructed (r) from another primary source of data, or whether the record was estimated (e) without the aid of other concurrent data. Therefore, the resulting a priori distribution of errors is not normally distributed in terms of the logarithms of discharge data. This lack of normality causes difficulty in interpretation of the resulting errors of estimation, that is, the square root of the uncertainty contained in the streamflow record. If the logarithmic errors were normally distributed, approximately two-thirds of the time the true logarithmic error would be within the range defined by plus and minus one standard error from the mean. The lack of normality caused by the multiple sources of error increases the percentage of errors contained within this range above that of a Gaussian probability distribution of logarithmic errors with the same standard deviation.
To assist in interpreting the results of the analyses, a new parameter, equivalent Gaussian spread (EGS), is introduced. The parameter EGS specifies the range in terms of equal positive and negative logarithmic units from the mean that would encompass errors with the same a priori probability as would a Gaussian distribution with a standard deviation equal to EGS; in other words, the range from -1 EGS to +1 EGS contains about two-thirds of the errors. For Gaussian distributions of logarithmic errors, EGS and standard error are equivalent. EGS is reported herein in units of percentage and an approximate interpretation of EGS is "two-thirds of the errors in instantaneous streamflow data will be within plus or minus EGS percent of the reported value."
The Application of K-CERA in Maine
As a result of the first two parts of this analysis, it has been recommended that 45 of the currently existing stream gages in the State of Maine be continued in operation. These 45 stream gages were subjected to the K-CERA analysis with results that are described below.
Definition of Missing Record Probabilities
As described earlier, the statistical characteristics of missing stage or other correlative data for computation of streamflow records can be defined by a single parameter, the value of k in the truncated negative exponential probability distribution of times to failure of the equipment. In the representation of fr as given in equation 4, the average time to failure is 1 / k. The value of 1 / k will vary from site to site depending upon the type of equipment at the site and upon its exposure to natural elements and vandalism. The value ofl/k can be changed by advances in the technology of data collection and recording. To estimate I/ k in Maine, a period of actual data collection of 10 years duration in which little change in technology occurred and in which stream gages were visited on a consistent pattern of monthly frequency was used. During this 10-year period a gage could be expected to be malfunctioning an average of 5.6 percent of the time (G.R. Keezar, oral commun., 1983) . There was no reason to distinguish between gages on the basis of their exposure or equipment, so the 5.6 percent lost record and a monthly visit frequency were used to determine a value for I/ k of 261 days, which was used to determine er, ee, and er for each of the 45 stream gages as a function of the individual frequencies of visit.
Definition of Cross-Correlation Coefficient and Coefficient of Variation
To compute the values of Vt and Vr of the needed uncertainty functions, daily streamflow records for each of the 45 stations for the last 30 years or the part of the last 30 years for which daily streamflow values are stored in WATSTORE (Hutchinson, 1975) were retrieved. For each of the stream gages that had 3 or more complete water years of data, the value of C was computed and various options, based on combinations of other stream gages, were explored to determine the maximum pc. For the four stations that had less than 3 water years of data, values of Cv and pc were estimated subjectively. In addition to other nearby stream gages, some of the stations had other means by which streamflow data could be reconstructed when the primary recorder was malfunctioning. Some stations are equipped with telemetry systems that operate independently from the primary recorder and are routinely queried either once or twice per day. At other locations, a local resident is hired to read and record stage at a station once or twice daily. At several sites nearby, hydropower plants have rated their turbines to determine the discharge that passes through them and keep flow records that can be used for streamflow reconstruction. At one site, an auxiliary recorder is operated at the station to provide backup stage record.
Analyses were performed to determine cross correlations, pc, between daily discharges at sites with one or another of these types of auxiliary records. For the case of daily or twice-daily readings of stage (observer or telemetry), station 55000 (Swift), which had the highest observed value of Cv (142) yielded a pc of 0.96 for daily readings and 0.99 for twice-daily readings. Because the high Cv indicates a relatively flashy stream, these values of PC were assumed to be worst cases and were used for all other stations that were read either once or twice daily.
A worst-case situation, station 59000 (Auburn), for those stations with nearby hydropower records was analyzed. This site had the largest intervening flow between the gage and the power plant of all stations in this cate-gory. The pc developed between the Auburn stream gage and the Gulf Island Power Plant was 0.99. This value was used for all other stations with nearby power records.
In the case of the auxiliary recorder at the gaging station (53500, Errol), an 11-year history of operation in this manner from 1970 through 1980 was inspected. During this period, one recorder or the other always produced valid stage record. However, there is no reason to believe that this will always be the case, so a pc of 0.99 was assumed between the primary and auxiliary records at this site.
The set of parameters for each station and the auxiliary records that gave the highest cross correlation coefficient are listed in table 10. 
Kalman-Filter Definition of Variance
The determination of the variance V( for each of the 45 stream gages required the execution of three distinct steps: (1) long-term rating analysis and computation of residuals of measured discharges from the long-term rating, (2) time-series analysis of the residuals to determine the input parameters of the Kalman-filter streamflow records, and (3) computation of the error variance, V(, as a function of the time-series parameters, the dischargemeasurement-error variance, and the frequency of discharge measurement.
In the Maine program analysis, definition of longterm rating functions was complicated by the fact that several stream gages in Maine have the dual seasonal characteristic of a summer or open-water period and a winter or backwater period. As a result of this characteristic, a single rating function to define the entire year is not feasible. Of the 45 stations included for analysis in this portion of the report, 22 have both a winter and summer period and required two rating curves to define discharge throughout the year. Fontaine(1982) has previously documented the fact that, for the open-water periods, existing rating curves, in most cases, defined the long-term rating function required in the analysis. In a majority of the cases where this is not true, the shifts in the curves have been extensions at the high end of the curves or slight adjustments in the extreme low ends of the curves. In these cases a mean curve was determined graphically. For Maine, the rating function for Jock (49396) was the only one that required development of a new rating. The rating function determined for Jock was of the form LQM-Bl +B3 * ln( GHT-B1), (11) in which LQM is the logarithmic (base e) value of the measured discharge, GHT is the recorded gage height corresponding to the measured discharge, is the logarithm of discharge for a flow depth of 1 foot, is the gage height of zero flow,
B\
and
B2
B3
is the slope of the rating curve. The values of Bl, B2, and B3 for this station were determined to be 3.06, 1.42, and 1.96, respectively.
Rating curves for the winter portions of the year have previously been determined and documented by Fontaine (1983) . In summary, the methods utilized involved application of general linear models to solve for the dependent variable, measured discharge, as a function of groupings of independent variables. The independent variables included in the analysis for each winter discharge could be classified into three categories; data from the site for which a rating was desired, climatological data, and data from other stream gages. Data from the site in question include measured stage and the discharge corresponding to the measured stage determined from open-water rating. Climatological data taken from the National Weather Service sites closest to the stream gages in question include the maximum, minimum, and mean temperatures for the given day in question, the total precipitation that occurred as rain for the day and previous day in question, and finally the monthly mean maximum and minimum temperatures for the month being considered and the heating degree day units up to that time in the winter season. Data from other stream gages include the indicated mean daily discharge, based on the open-water rating curve, for sites that are both proximate and (or) physiographically similar to the site being considered.
Results of the winter rating analyses often yield ratings about which there was a large amount of variance, but some of the ratings had very tight fits about the available discharge measurements. Examples of both types of ratings are given below for the typical winter backwater periods in Maine. The rating curves were developed using discharge in cubic feet per second and the residuals were converted to logarithmic units (base e) before the auto covariance analysis.
The general linear rating function at West Enfield (34500) is given by the formula 
where Q is the discharge at West Enfield in cubic feet per second, INDQ is the indicated discharge at West Enfield in cubic feet per second, MonthMax is the average of daily maximum temperatures for the month in °C, and SUNKHAZE is the furnished flow data from Sunkhaze power station in cubic feet per second. The coefficient of determination (R2) for this model is 0.970.
A tabular presentation of the residuals of the measured discharges about the ice period rating curve (measured discharge minus rated discharge) for West Enfield is given in table 11.
The general linear rating function at Roxbury (55000) is given by the formula
where Q is the discharge at Roxbury in cubic feet per second, INDSTAGE is the stage at Roxbury in feet, SPARIS is the indicated discharge at South Paris gaging station in cubic feet per second, 1971 1971 1971 1972 1972 1972 1973 1973 1973 1974 1974 1975 1976 1976 1976 1977 1977 1977 1978 1979 1979 1980 1981 and DIAMOND is the indicated discharge at Diamond gaging station in cubic feet per second. The coefficient of determination (R2) for the Roxbury model is 0.897. A tabular presentation of the residuals of the measured discharges about the ice period rating curve for Roxbury is given in table 12.
The general linear rating function for Ossipee (65500) is given by the formula (14) where Q is the discharge at Ossipee River in cubic feet per second, EOSSIPEE is the indicated discharge at Effingham Falls gaging station in cubic feet per second, 1970 1971 1971 1971 1972 1972 1972 1973 1974 1974 1976 1976 1977 1977 1978 1978 1979 1980 1980 
Q=79.6l+L\2(EOSSIPEE)+Q.Q6(ROYAL),
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is the indicated discharge at Royal gaging station in cubic feet per second. The coefficient of determination (R2) for the Ossipee model is 0.959. A tabular presentation of the residuals of the measured discharges about the ice period rating curve for Ossipee is given in table 13.
The general linear rating function for Diamond (52500) is given by the formula 
where Q is the discharge at Diamond River in cubic feet per second, INDQ is the indicated discharge at Diamond River in cubic feet per second, MonthMax is the average of the daily maximum temperature for the month in °C, and DEC DA Y is the total heating degree days in °C from the beginning of the winter season to the date of interest. The coefficient of determination (R2) for the Diamond model is 0.765. A tabular presentation of the residuals of the measured discharges about the ice period rating curve for Diamond is given in table 14.
The time series of residuals (in logarithmic units) is used to compute sample estimates of q and /?, two of the three parameters required to compute Ff, by determining a best fit autocovariance function to the time series of residuals. Measurement variance, the third parameter, is determined from an assumed constant percentage standard error. For the Maine program, all open-water measurements were assumed to have a measurement error of 2 percent and all ice measurements an assumed measurement error of 10 percent. 10, 9, 18, 15, 14, 15, 15, 14, 9, 21, 19, 10, 1, 16, 14, 11, 12, 31, 27, 1971 1971 1972 1972 1972 1973 1974 1975 1976 1976 1977 1977 1978 1979 1979 1980 1980 1980 1981 17, 14, 17, 18. 10. 16. 20. 16, 17, 12, 31, 30, 13, 24, 16, 16, 2, 11, 17, 3, 12, 19, 8, 1970 1971 1971 1971 1971 1971 1972 1972 1973 1973 1974 1974 1975 1976 1976 1977 1978 1978 1979 1980 1980 1980 1981 As discussed earlier, q and ft can be expressed as the process variance of the shifts from the rating curve and the 1-day autocorrelation coefficient of these shifts. Table 15 presents a summary of the autocovariance analysis expressed in terms of process variance and 1-day autocorrelation. In table 15, a 1 was added to the last digit of the station number to denote the winter portion of the year at the respective site. Typical fits of the covariance functions for selected stations in Maine are given in figures 11-13 .
The autocovariance parameters, summarized in table 15, and data from the definition of missing record probabilities, summarized in table 10, are used jointly to define uncertainty functions for each gaging station. The uncertainty functions give the relationship of total error variance to the number of visits and discharge measurements. The stations for which graphic fits of the autocovariance functions were previously given present typical examples of uncertainty functions and are given in figure 14. These functions are based on the assumption that a measurement was made during each visit to the station.
In Maine, feasible routes to service the 45 stream gages were determined after consultation with personnel in the Hydrologic Data Section of the Maine office and after review of the uncertainty functions. In summary, 89 routes were selected to service all the stream gages in Maine. These routes included all possible combinations that describe the current operating practice, alternatives that were under consideration as future possibilities, routes that visited certain key individual stations, and combinations that grouped proximate gages where the levels of uncertainty indicated more frequent visits might be useful. These routes and the stations visited on each are summarized in table 16. The costs associated with the practical routes must be determined. Fixed costs to operate a gage typically include equipment rental, batteries, electricity, data processing and storage, computer charges, maintenance, miscellaneous supplies, and analysis and supervisory charges. For Maine, average values were applied to each station in the program for all the above categories except analysis and supervisory costs. Costs of analysis and supervision form a large percentage of the cost at each gaging station and can vary widely. These costs were determined on a station-by-station basis from past experience. Because 22 of the 45 stations have been split into two seasons, the associated costs for these sites had to be subdivided as well. The total fixed costs at each gage, not including analysis and supervisory expenditures, were prorated based on the lengths of the seasons into which the year had been divided. For example, at Ninemile (10000) the average length of the winter backwater period is 121 days and the average length of the summer openwater period is 244 days. Costs at this site would be allocated as follows: 244 365
The analysis and supervisory costs were allocated in a different method. These costs are not merely a function of the length of a season but also of the difficulty associated with data interpretation during the period. Work on winter records requires a significantly larger portion of the funds than a simple pro rating based on time would indicate. These charges were allocated as follows. If the winter period was longer than 3 months, 60 percent of analysis and supervisory costs were charged to the winter station and 40 percent to the summer station. If the winter period was shorter than 3 months, 50 percent was charged to each of the seasons. These divisions were based on past experience.
Visit costs are those associated with paying the hydrographer for the time actually spent at a station servicing the equipment and making discharge measurements. These costs vary from station to station as a function of the difficulty and time required to make the discharge measurement. Average visit times were calculated for each station based on an analysis of discharge measurement data available. This time was then multi- data and route definitions to compute the most costeffective way of operating the stream-gaging program. In this application, the first step was to simulate the current practice and determine the total uncertainty associated with it. To accomplish this, the number of visits made to each stream gage and the specific routes used to make these visits were fixed. In Maine, current practice indicates that discharge measurements are made 75 percent of the time that a station is visited. This value was determined as an average and applied to both the winter and summer periods. For gaging stations with seasonal ratings, the seasonal uncertainties must be weighted by the percentage of time that each applies to obtain a weighted average for the station's uncertainty function. The resulting average error of estimation for the current practice in Maine is plotted as a point in figure 15 and is 17.7 percent.
The solid line on figure 15 represents the minimum average standard error that can be obtained for a given budget with the existing instrumentation and technology. The line was defined by several runs of the Traveling Hydrographer Program with different budgets. Constraints on the operations other than budget were defined as described below.
To determine the minimum number of times each station must be visited, consideration was given only to the physical limitations of the method used to record data. The effect of visitation frequency on the accuracy of the data and amount of lost record is taken into account in the uncertainty analysis. In Maine, a minimum requirement of four visits per year was calculated and applied to all stations. At stations where the year was split into winter and summer seasons, the minimum was two visits for each season. This value was based on limitations of the batteries used to drive recording equipment, capacities of the uptake spools on the digital recorders, and the need to protect gages from freezing winter conditions in Maine (W.B. Higgins, written commun., 1983) .
Minimum visit requirements should also reflect the need to visit stations for special reasons such as waterquality sampling. In Maine, all water-quality work is done on separate trips not integrated with the surfacewater fieldwork and, therefore, did not influence minimum visit requirements.
The results in figure 15 and table 17 summarize the K-CERA analysis and are predicated on a discharge measurement made each time a station is visited. This is a change from the current policy, under which about three measurements are made for each four visits. It was felt that the new policy would improve the cost-effectiveness of the operation. Ideally, the ratio of measurements to visits would be optimized for each site individually. This step will be accomplished in a future evaluation of the Maine program. It should be emphasized that figure 15 and table 17 are based on various assumptions (stated previously) concerning both the time series of shifts to the stagedischarge relationship and the methods of record reconstruction. Where a choice of assumptions was available, the assumption that would not underestimate the magnitude of the error variances was chosen.
It can be seen that the current policy results in an average standard error of estimate of streamflow of 17.7 percent. This policy requires a budget of $180,300 to operate the 45-station stream-gaging program. The range in standard errors is from a low of 4.3 percent for station 36390, at Eddington, to a high of 44.8 percent during ice-covered periods at station 47730, Wilson Stream (shown as station 47731 in table 17). It is possible to obtain this same average standard error with a reduced budget of about $170,000 with a change of policy in the field activities of the stream-gaging program. This policy and budget change would result in an increase in standard error from 4.3 to 9.9 percent at station 36390, while the standard error at station 47731 would decrease from 44.8 to 36.7 percent. However, these two stations would no longer have the lowest extremes of standard error. Station 21000, Baring, would have the standard error at 7.2 percent, while the ice-covered period at station 52500, Diamond (station 52501 in table 17), would have the highest at 41.5 percent.
It also would be possible to reduce the average standard error by a policy change while maintaining the $180,300 budget. In this case, the average standard error would decrease from 17.7 to 16.1 percent. Extremes of standard errors for individual sites would be 6.5 and 41.5 percent for stations 53500 and 52501, respectively.
A minimum budget of $ 155,000 is required to operate the 45-station program; a smaller budget would not permit proper service and maintenance of the gages and recorders. Stations would have to be eliminated from the program if the budget fell below this minimum. At the minimum budget, the average standard error is 25.1 percent. The minimum standard error of 7.9 percent would occur at two stations 53500 (Errol) and 54000 (Gorham), while the maximum of 47.1 percent would occur at 47731 (Wilson Stream-w).
The maximum budget analyzed was $350,000, which resulted in an average standard error of estimate of 8.7 percent. Thus, almost doubling the budget in conjunction with policy change would almost halve the average standard error that results from the current policy and current budget. For the $350,000 budget, the extremes of standard error are 2.6 for stations 21000 (Baring), 46500 (Bingham), 53500 (Errol), and 32.1 percent at station 52501. Thus, it is apparent that significant improvements in accuracy of streamflow records can be obtained if larger budgets become available.
The analysis also was performed under the assumption that no correlative data at a stream gage were lost to estimate the uncertainty added to the stream-gaging records because of less than perfect instrumentation. The curve, labeled "Without missing record" on figure 15, shows the average standard errors of estimation of streamflow that could be obtained if perfectly reliable systems were available to measure and record the correlative data. For the minimal operational budget of $ 155,000, the effects of less than perfect equipment are greatest; average standard errors increase from 9.8 to 25.1 percent.
At the other budgetary extreme of $350,000, under which stations are visited more frequently and the equipment should be more reliable, average standard errors increased from 5.4 percent for ideal equipment to 8.7 percent for the current systems of sensing and recording of hydrologic data. Thus, improved equipment can have a very positive impact on streamflow uncertainties throughout the range of operational budgets that might be anticipated for the stream-gaging program in Maine.
Conclusions From the K-CERA Analysis
As a result of the K-CERA analysis, the following conclusions are offered: 1. The policy for definition of field activities in the stream-gaging program should be altered to maintain the current average standard error of estimate of streamflow records of 17.7 percent with a budget of approximately $170,000. This shift would result in some increases and some decreases in accuracy of records at individual sites. 2. The funding for stations with unacceptable accuracies for the data uses should be renegotiated with the data users. 3. The funding made available by implementation of the first two conclusions should be used to establish two or more new stream gages in the Moosehead Plateau region of Maine, where data are particularly sparse. 4. The K-CERA analysis should be repeated with new stations included whenever sufficient information about the characteristics of the new stations has been obtained. 5. Schemes for reducing the probabilities of missing record, for example increased use of local gage observers and satellite relay of data, should be explored and evaluated as to their cost-effectiveness in providing streamflow information.
SUMMARY
Currently, 51 continuous stream gages are operated in Maine at a cost of $211,000. Seventeen separate sources of funding contribute to this program and eight separate uses were identified for data from a single gage. In spite of the size of the program, streamflow data for a large part of Maine's interior are too sparse to provide valid estimates of streamflow characteristics. This paucity should be remedied as funds can be made available.
In an analysis of the uses made of the data, three stations were identified as producing data that are no longer sufficiently needed to warrant continuing their operation. Operation of these stations should be discontinued. Three other stations were identified as having uses specific to short-term studies. These stations should also be deactivated at the end of the data-collection phases of the studies. The remaining 45 stations should be maintained in the program for the foreseeable future.
The current (1984) policy for operation of the 45-station program would require a budget of $180,300 per year. It was shown that the overall level of accuracy of the records at these 45 sites could be maintained with approximately a $170,000 budget, if the allocation of gaging resources among gages was altered. This alteration should take place and the remainder of the currently available money for stream gaging in Maine should be applied to redressing the paucity of data in the interior of the State.
A major component of the error in streamflow records is caused by loss of primary record (stage or other correlative data) at the stream gages because of malfunctions of sensing and recording equipment. Upgrading equipment and developing strategies to minimize lost record appear to be key actions required to improve the reliability and accuracy of the streamflow data generated in the State.
Studies of the cost-effectiveness of the streamgaging program should be continued and should include investigation of the optimum ratio of discharge measurements to total site visits for each station, as well as investigation of cost-effective ways to reduce the probabilities of lost correlative data. Future studies also will be required because of changes in demands for streamflow information with subsequent addition and deletion of stream gages. Such changes will affect the operation of other stations in the program both because of the dependence between stations of the information that is generated (data redundancy) and because of the dependence of the costs of collecting the data from which the information is derived.
APPENDIX DERIVATION OF ef, ee, AND er by M. E. Moss
It is assumed that, if the sensing or recording equipment at a stream gage fails between service visits to the gage, the time, r, from the last service visit until the failure has a conditional probability distribution that is defined by the truncated negative exponential family (16) where s is the interval between visits and k is a parameter of the family of probability distributions (1 / k is the average time to failure). It also is assumed that the recorder continues to malfunction from the instant of failure until the next service visit. Thus, the fraction of time, er, during which the gage can be expected to function properly is
er=l-E[d]/s
where £[ ] is the expected value of the random variable contained in the brackets and d is the downtime of the recorder between visits. Down time is defined d= S-T if a failure occurs, 0 if no failure occurs (18) as is shown in figure 16 . The expected value of down time is which, when evaluated, results in
Substituting equation 20 into equation 17 and simplifying result in
The fraction of time, ee, for which no record is available at the station of interest and no record is available from an auxiliary site to reconstruct at the station of interest (both caused by equipment failures) is obtainable from a bivariate application of equation 16. If it is assumed that the probability distributions of failure times are identical and independent at the primary and auxiliary sites and that the primary and auxiliary sites are serviced at about the same times, ee can be evaluated as follows.
The concurrent downtime, d^ of both stations is defined ( min (s-Ta, S-T) if both stations fail, 2 \ . . (0 otherwise,
where ra is the time to failure at the auxiliary site. The case in which S-T* is the minimum and equals di is shown in figure 17 . The value of ee can be defined in terms of d* as 
