We consider the nonlinear eigenvalue problem on an interval
Introduction
We consider the following nonlinear eigenvalue problem
−u (t) + g u(t) = λ sin u(t), t ∈ I := (−T , T ),
(1.1)
2)
where λ > 0 is a parameter and T > 0 is a constant. We assume the following conditions:
(A1) g ∈ C m (R) (m 1) and g(u) > 0 for u > 0; (A2) g(0) = g (0) = 0;
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(A3) g(u)/u is strictly increasing for 0 < u < π.
The typical example of g(u) is g(u) = |u| p−1 u (p > 1). Equations (1.1)-(1.3) is regarded as the equations of simple pendulum with a selfinteraction term g (u) and is well known as the model which has the boundary layer solutions when λ 1. Indeed, we know from [1] [2] [3] that (P1) For a given λ ∈ R, (1.1)-(1.3) has a solution u λ ∈ C 2 (Ī ) if and only if λ ∈ R T := {λ ∈ R: λ > π 2 /(2T ) 2 }. Moreover, the uniqueness of solution holds. (P2) u λ ∞ < π and u λ → π locally uniformly in I as λ → ∞.
Therefore, we see that u λ develops boundary layers when λ 1 and one common motivation to study this kind of equation is to investigate the asymptotic behavior of the boundary layers as λ → ∞. For the problems in this direction, we refer to [5] , in which more general class of singular perturbation problems are analyzed.
The purpose of this paper is to establish an asymptotic expansion of the boundary layer of u λ , which is represented explicitly by the nonlinear term g (u) .
To explain our motivation more precisely, let us consider the case g ≡ 0. In this case, we denote by u 0,λ the unique solution associated with given λ > π 2 /(2T ) 2 . It is known that u 0,λ also develops boundary layers as λ → ∞ and it is known (cf. [4] ) that as λ → ∞,
It should be noted that the second terms in the right-hand side of (1.4) and (1.5) decay exponentially as λ → ∞.
The natural question we have to ask here is whether u λ (T ) coincides with u 0,λ (T ) up to the second term asymptotically. Moreover, if the answer is in the negative, then which is steeper, u 0,λ (T ) or u λ (T ) when λ 1?
To answer this question, we establish an asymptotic expansion of u λ (±T ) 2 as λ → ∞, which is explicitly represented by g. More precisely, we show that the second term of u λ (±T ) 2 is a constant, and the rest terms decay algebraically as λ → ∞. Therefore, u 0,λ (T ) is steeper than u λ (T ) when λ 1.
Our approach depends on the asymptotic expansion of u λ ∞ as λ → ∞, which is obtained by the argument based on mathematical induction. Now we state our results. Let
Theorem 1.
The following asymptotic formula holds as λ → ∞:
where
For example,
Theorem 2. The following asymptotic formula holds as λ → ∞:
Proof of theorems
We begin with the fundamental equalities which play important roles in this section. Multiply (1.1) by u λ . Then for t ∈Ī ,
Since u λ (0) = u λ ∞ , this implies that for t ∈Ī ,
By this, for t ∈Ī , we obtain
Lemma 3. Let 0 < t 0 1 be fixed. Then as λ → ∞,
Proof. We note that R λ = −u λ (0) > 0. Then by Taylor expansion and (P2), for 0 < t < t 0 and λ 1, we obtain
Then by (A3), (2.4), and (2.5), for 0 < t < t 0 and λ 1, we have
Since u λ (t) < 0 for 0 < t < T , by (2.2), we have
This along with (2.6) implies that for λ 1,
.
This implies that
By this and (P2), for λ 1, we obtain
Thus the proof is complete. ✷ Proof of Theorem 2. The proof is divided into four steps.
Step 1. We put r 0,λ := π − u λ ∞ . Then by Lemma 3 and (P2), for λ 1,
Step 2. We put
Then since r 1,λ = o(1/λ) as λ → ∞ by (2.10), by Taylor expansion, for λ 1, we obtain
Then by Lemma 3, (2.12), and (2.13), we obtain
Step 3. To make the arguments in the next step transparent, we continue one more step. We put
By (2.17) and (2.18),
This implies that
Step 4. We fix 3 k m. We assume that k = 2n for simplicity, since the case k = 2n + 1 can be treated by the same argument as that of the case k = 2n. Furthermore, we assume that there exist constants
We put
For x > 0, k 3, and i 1, we write
Then by Taylor expansion and (2.21), for λ 1, 
This implies that there exists a constant b k+1 such that for λ 1, 
