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FINE PROPERTIES OF THE INTEGRATED DENSITY OF STATES AND A
QUANTITATIVE SEPARATION PROPERTY OF THE DIRICHLET EIGENVALUES
MICHAEL GOLDSTEIN AND WILHELM SCHLAG
Abstract. We consider one-dimensional difference Schro¨dinger equations
[H(x, ω)ϕ](n) ≡ −ϕ(n− 1)− ϕ(n+ 1) + V (x+ nω)ϕ(n) = Eϕ(n),
n ∈ Z, x, ω ∈ [0, 1] with real analytic function V (x). Suppose V (x) is a small perturbation of a trigonometric
polynomial V0(x) of degree k0, and assume positive Lyapunov exponents and Diophantine ω. We prove that
the integrated density of states N is Ho¨lder 1
2k0
−κ continuous for any κ > 0. Moreover, we show that N is
absolutely continuous for a.e. ω. Our approach is via finite volume bounds. I.e., we study the eigenvalues of
the problemH(x, ω)ϕ = Eϕ on a finite interval [1, N ] with Dirichlet boundary conditions. Then the averaged
number of these Dirichlet eigenvalues which fall into an interval (E − η, E + η) with η ≍ N−1+δ, 0 < δ ≪ 1
does not exceed Nη
1
2k0
−κ
, κ > 0. Moreover, for ω /∈ Ω(ε), mes Ω(ε) < ε and E /∈ Eω(ε), mes Eω(ε) < ε, this
averaged number does not exceed exp
(
(log ε−1)A
)
ηN , for any η > N−1+b, b > 0. For the integrated density
of states N (·) of the problem H(x, ω)ϕ = Eϕ this implies that N (E + η) −N (E − η) ≤ exp
(
(log ε−1)A
)
η
for any E /∈ Eω(ε). To investigate the distribution of the Dirichlet eigenvalues of H(x, ω)ϕ = Eϕ on a
finite interval [1, N ] we study the distribution of the zeros of the characteristic determinants fN (·, ω,E)
with complexified phase x, and frozen ω,E. We prove equidistribution of these zeros in some annulus
Aρ = {z ∈ C : 1− ρ < |z| < 1 + ρ} and show also that no more than 2k0 of them fall into any disk of radius
exp
(
−(logN)A
)
, A ≫ 1. In addition, we obtain the lower bound e−N
δ
(with δ > 0 arbitrary) for the
separation of the eigenvalues of the Dirichlet eigenvalues over the interval [0, N ]. This necessarily requires
the removal of a small set of energies.
1. Introduction and statement of the main results
During the last few years several methods based on averages of subharmonic functions have been devel-
oped for quasi-periodic Schro¨dinger equations on Z1. These methods have also been applied to Schro¨dinger
equations on Z1 with a potential given by values of a real function along the trajectories of the skew shift
on the two–dimensional torus T2, see [BouGol], [GolSch], [BouGolSch]. These equations as well as more
general Schro¨dinger equations with potentials defined by some dynamical system are recognized as relevant
object in the theory of quantum disordered systems starting from the famous work by Anderson [And] and
Harper [Har] (see for instance the monographs [Bou2], [FigPas], [CycFroKirSim], [CarLac] for more history).
It was realized by Sinai that the phenomenon discovered in Anderson’s work suggested a mathematical
program related to fundamental problems in disordered and dynamical systems, KAM theory, and analysis.
The papers by Dinaburg and Sinai [DinSin], Goldsheid, Molchanov, Pastur [GolMolPas], Fro¨hlich, Spencer
[FroSpe1], [FroSpe2], Sinai [Sin1], Fro¨hlich, Spencer, Wittwer [FroSpeWit] established a series of fundamen-
tal results in the rigorous theory of this phenomenon which are now considered classical. Several other
important contributions to this area can be found in the references to this paper. The methods of [BouGol],
[GolSch], [BouGolSch] allow one to deduce some information about the eigenvalues and eigenfunctions of
these difference equations. In particular, in the quasi-periodic case we know due to these methods that
positive Lyapunov exponents lead to exponential decay of the corresponding eigenfunctions which is called
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Anderson localization. However, even in the simplest case of a one-dimensional shift we have no satisfac-
tory description of the mechanism which forces the Lyapunov exponent to be positive, let alone why this
mechanism fails in certain regimes when the Lyapunov exponent deteriorates. Moreover, we do not have
satisfactory answers to this question in the most studied case of the equation discovered by Harper [Har],
called also almost Mathieu equation, which is
(1.1) −ϕ(n+ 1)− ϕ(n− 1) + λ cos(2π(x + nω))ϕ(n) = Eϕ(n), n ∈ Z .
These questions appear to be relevant to the further development of the theory of Schro¨dinger equations
with a potential defined by some dynamical system. Among the goals of such a development we would like
to mention the positivity of the Lyapunov exponent for any disorder in the case of the skew shift, as well as
positivity of the Lyapunov exponent for potentials given by the so-called standard map, see [Sin2].
We believe that the central object underlying the mechanism responsible for the positivity of the Lyapunov
exponent consists of the so-called integrated density of states . It is defined as follows: Consider the one-
dimensional difference Schro¨dinger equation
(1.2) −ϕ(n+ 1)− ϕ(n− 1) + λv(n)ϕ(n) = Eϕ(n), n ∈ Z1 ,
here ϕ(n), n ∈ Z, is an unknown function, v(n) is a given real function called the potential, λ is a real
parameter, E is a spectral parameter. Assume that v(n) is given by a measure preserving ergodic transfor-
mation T : X → X of a measure space (X,µ), i.e. v(n) = v(n, x) = V (T nx), n ∈ Z, x ∈ X , where V (x) is a
real function on X . Let EΛ,j(x, λ), j = 1, 2, . . . , |Λ| be the eigenvalues of equation (1.2) with v(n) = v(n, x)
on a finite interval Λ = [a, b] ∈ Z with zero boundary conditions ϕ(a − 1) = ϕ(b + 1) = 0, |Λ| = b − a + 1.
The distributions
(1.3) NΛ(E, λ) = |Λ|−1
∑
EΛ,j(x,λ)<E
1
converge to some distribution N (d·, λ) on R when a → −∞, b → +∞. This limiting distribution does not
depend on x ∈ X for a. a. x ∈ X , and it is called the integrated density of states (IDS), see [CycFroKirSim]
for details. Apart from its significance for the description of the quantum system, the integrated density of
states is related in a simple manner to the Lyapunov exponent of (1.2) and also a key object in the spectral
problem for (1.2). The Lyapunov exponent of (1.2) is defined as follows. Given the initial data ϕ(0), ϕ(1),
the solution of the difference equation (1.2) for n > 0 with these data can be expressed in the form[
ϕ(n+ 1)
ϕ(n)
]
=Mn
[
ϕ(1)
ϕ(0)
]
,
where Mn is the so-called monodromy matrix
(1.4) Mn =
1∏
k=n
Ak , Ak =
[
λv(k) − E −1
1 0
]
.
For the case v(n) = V (T nx), n ∈ Z, x ∈ X with an ergodic measure preserving automorphism T , the
following limit
(1.5) L(E) = lim
n→+∞
1
n
log ‖Mn(x,E)‖ = lim
n→∞
∫
X
1
n
log ‖Mn(ξ, n)‖dξ
exists for a. a. x ∈ X by the Fu¨rstenberg-Kesten theorem [FurKes] and it is called the Lyapunov exponent.
The relation between the Lyapunov exponent and the IDS is given by the Thouless formula
L(E) =
∫
log |E − E1|N (dE1)
In basic terms, the idea behind the approach introduced in [BouGol] and [GolSch] is as follows. Regularity
properties of the IDS N (E) can be studied by analyzing the function un(x,E) = n−1 log ‖Mn(x,E)‖ in the
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x-variable for fixed E. This is due to the fact that the variable E enters here as a spectral parameter of the
linear problem (1.2) on a finite intervals [a, b], while the entries of the monodromy Mn are as follows:
(1.6) Mn =
[
f[1,n](E) −f[2,n](E)
f[1,n−1](E) −f[2,n−1](E)
]
Here f[a,b](E) stands for the characteristic polynomial of the problem (1.2) on the interval [a, b] with zero
boundary conditions ψ(a− 1) = 0, ψ(b + 1) = 0, i.e.,
(1.7) f
(D)
[a,b](E) ≡ f[a,b](E) =
∣∣∣∣∣∣∣∣∣∣
v(a)− E −1 0 · · · 0
−1 v(a+ 1)− E −1 · · · 0
0 · · · 0 −1 v(b)− E
∣∣∣∣∣∣∣∣∣∣
The main information on un(x) used here consists of certain estimates on the measure of the deviations of
un(x) from its average in X . These are the so-called large deviation theorems introduced in [BouGol] and
[GolSch].
In this paper we develop these large deviation theorems further and thus achieve a higher level of resolution
of these methods. Moreover, such theorems are required not just for the norm of the matrix Mn but
rather for its entries, i.e., for the characteristic determinants. These large deviation theorems are intimately
related to the distribution of the zeros of the function f[1,n] in the phase variable. In fact, these zeros
turn out to be relatively uniformly distributed along certain circles. Figures 1 and 2 are examples of the
zeros of the determinants f[1,n](z, E) for the almost Mathieu problem (1.1) in the complex z–plane, where
z = e(x) ≡ exp(2πix) with complexified phase x. In these pictures we chose ω = √2 and n = qs = 70 the
denominator of a convergent of ω, as well as λ = 4 and two different values of E.
We now state our main results. Throughout this paper, we will be considering the measure and complex-
ities of sets S ⊂ C. More precisely,
mes (S) ≤ α, compl(S) ≤ A
means that there is S˜ with S ⊂ S˜ ⊂ C with the property that
S =
A⋃
j=1
D(zj , rj),
A∑
j=1
mes (D(zj , rj)) ≤ α.
Here D is a disk in the complex plane. Another piece of notation is Tc,a. This refers to the set of all ω ∈ T
which satisfy the Diophantine condition (3.1). Many of the constants appearing in this paper depend on the
parameters a, c.
Theorem 1.1. Let V0
(
e(x)
)
=
k0∑
−k0
v(k)e(kx) be a trigonometric polynomial, v(−k) = v(k), −k0 ≤ k ≤ k0.
Let L(E,ω0) be the Lyapunov exponent defined as in (1.5) for V = V0 and some ω0 ∈ Tc,a. Assume that it
exceeds γ0 for all E ∈ (E′, E′′).
(1) Given ρ0 > 0 there exists τ0 = τ0(λ, V0, ω0, γ0, ρ0) with the following property: for any 1-periodic,
analytic function V (e(x + iy)), −ρ0 < y < ρ0 assuming real values when y = 0 and deviating from
V0(e(x)) by at most τ0, any ω ∈ Tc,a ∩ (ω0 − τ0, ω0 + τ0), and any E ∈ (E′, E′′), with η = N−1+δ,
δ ≪ 1, N ≫ 1, one has
(1.8)
∫
T
#
(
sp
(
HN (x, ω)
) ∩ (E − η,E + η)) dx ≤ η 12k0−ε ·N
with some constant 1≪ B and arbitrary ε > 0.
(2) The IDS N (·) satisfies, for any small ε > 0,
N (E + η)−N (E − η) ≤ η 12k0−ε ,
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for all E ∈ (E′, E′′) and all small η > 0.
For the case of the almost Mathieu equation (1.1) (which corresponds to k0 = 1) and large λ, Bour-
gain [Bou1] had previously obtained a Ho¨lder-(12 − ε) result for the IDS, which is known to be optimal in
those regimes, see [Sin1]. See also [Bou2]. Next, we show that the IDS is Lipschitz at most energies.
Theorem 1.2. Let V (x) be real analytic. Assume L(ω0, E) ≥ γ0 > 0 for some ω0 ∈ Tc,a and all E ∈ (E′, E′′)
and fix b > 0 small. There exist N0 = N0(λ, V, γ0, b, c, a) , τ0 = τ0(λ, V, γ0, b, c, a) > 0 so that:
For any ε > 0, there exists Ω(ε) ⊂ T, mes Ω(ε) < ε such that for any ω ∈ (ω0−τ0, ω0+τ0)∩ (Tc,a \ Ω(ε)),
there exists Eω(ε) ⊂ R, mes Eω(ε) < ε such that for any N > N0 and any E ∈ (E′, E′′) \ Eω(ε) and any
η > 1/N(logN)1+b, one has
(1.9)
∫
T
#(sp (HN (x, ω)) ∩ (E − η,E + η)) dx ≤ exp
(
(log ε−1)A
)
ηN .
In particular, the IDS satisfies
N (E + η)−N (E − η) ≤ exp ((log ε−1)A) η
for any E ∈ (E′, E′′) \ Eω(ε), η > 0.
The proof of Theorem 1.2 establishes the estimate (1.9) for any E ∈ R \ Eω(ε), with very detailed
description of Eω(ε) as a union of intervals of different scales. That allows one to combine the estimate (1.9)
with (1.8) of Theorem 1.1 to prove the following
Theorem 1.3. As before, assume that the Lyapunov exponent is positive on (E′, E′′). Then for almost all
ω ∈ (ω0 − τ0, ω0 + τ0) the IDS N (E) is absolutely continuous on (E′, E′′). In particular, if L(ω0, E) > 0 for
any E, then N (E) is absolutely continuous everywhere.
The proof of this theorem proceeds by combining the Lipschitz bound of Theorem 1.2 with the Ho¨lder
bound of Theorem 1.1. Note that this requires detailed information on the size and complexity of those sets
on which the IDS is not Lipschitz (the exceptional set) as can be seen from the example of a Cantor staircase
function. Indeed, in that case there is a uniform Ho¨lder bound with an exponent that equals the Hausdorff
dimension of the Cantor set. However, in our case the exceptional set has Hausdorff dimension zero, whereas
the Ho¨lder exponent is fixed and positive.
Theorem 1.4. Using the notations of Theorem 1.1 there exists k0(λ, V ) ≤ 2 degV0 with the following
property: for all E ∈ R, s ∈ Z and ω ∈ Tc,a and any x0 ∈ T there exists s−, s+ with |s− s±| < exp
(
(log s)δ
)
such that the Dirichlet determinant f[−s−,s+](·, ω, E) has no more that k0(λ, V ) zeros in D
(
e(x0), r0
)
, r0 ≍
exp
(−(log s)A).
The estimates on the number of eigenvalues falling into a small interval stated in Theorems 1.1, 1.2 are
based on an analysis of the Green function GN (x, ω,E+ iη)(m,n) =
(
HN (x, ω)−E− iη
)
(m,n). To evaluate
the trace tr
((
HN (x, ω)− E − iη
)−1)
we study GN (x, ω,E+ iη)(m,m) as a function of complexified phases
x. By Cramer’s rule
(1.10) GN (x, ω,E + iη)(m,m) =
f[1,m]
(
e(x), ω, E + iη
)
f[m+1,N ]
(
e(x), ω, E + iη
)
f[1,N ]
(
e(x), ω, E + iη
) ,
where f[a,b] are defined as in (1.9) with
v(k) = V
(
e(x+ kω)
)
.
We derive bounds on the meromorphic function on the right-hand side of (1.10) by studying the distribution
of the zeros of the Dirichlet determinants f[a,b](·, ω, E+ iη). On the other hand, in view of (1.7), f[a,b] is one
of the entries of the monodromy M[a,b]. Since M[a,b] is a product of matrices Ak, see (1.6), one can expect
that there is an intrinsic factorization of f[a,b] related to this matrix product. This observation specifies
the first objective of this work. We develop some machinery that allows for the implementation of such a
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factorization. The first basic component here was found in [GolSch]. It is a property of deterministic matrix
products of unimodular 2×2 matrices, which goes by the name of avalanche principle, see Section 3. To some
extent, this avalanche principle can be viewed as a form of multi-scale analysis for matrix products. Indeed,
it is typically used to reduce some property of a long matrix product to properties of shorter products. In
order to apply this mechanism, it is essential that the Lyapunov exponents are positive. Moreover, the large
deviation theorems are essential to verify that the short blocks appearing in the avalanche principle satisfy
all needed conditions.
The second basic component in our technology are these large deviation theorems. In Sections 2 and 3 we
develop first the large deviation estimates for log
∣∣f[1,N ](·, ω, E)∣∣ instead of log ∥∥MN (·, ω, E)∥∥ and then obtain
an avalanche principle expansion for log
∣∣f[1,N ](·, ω, E)∣∣. Each term (up to a finite number of exceptions)
which appears in this additive expansion is of the form ± log ∥∥M[sj ,sj+1](·, ω, E)∥∥ with sj+1− sj ≍ (logN)A,
A > 1. The Cartan estimate for subharmonic functions is of basic importance in this context. It states that
a logarithmic potential
w(z) =
∫
log |z − ζ|µ(dζ)
of a positive measure µ on C satisfies
(1.11) w(z) & −H‖µ‖ for all z ∈ C \
⋃
j
D(zj , rj)
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where
∑
j rj . e
−H for any H ≥ 1. Since a general subharmonic function u is the sum of such a logarithmic
potential and a harmonic function by the Riesz representation theorem, we can apply this bound to such u.
An example is of course the function
u(z) = log ‖M[a,b](z, ω,E)‖
which extends from the real axis to a subharmonic function on some strip due to our assumption of analyticity
of V . Another important issue here is the number of disks needed in (1.11). If u(z) = log |f(z)| with analytic
f(z), then locally it is possible to control this number by means of the number of zeros. This remark is
relevant in view of the complexity bounds in our theorems.
It is important to mention here that the methods of Sections 2, 3 apply to a wide class of transformations
T , provided the large deviation estimates are valid for the monodromy matrices generated by T , see (1.4). In
particular, we remark that the avalanche principle expansion from Section 3 applies to so-called skew-shift
T : T2 → T2, T (x1, x2) = (x1 + ω, x2 + x1) mod Z2 provided the disorder is large, see [BouGolSch].
One of our first applications of this avalanche principle expansion consists of a uniform upper estimate
for log
∣∣fN(·, ω, E)∣∣ by ∫
T
log
∣∣fN(e(x), ω, E)∣∣ dx+O((logN)A) .
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This estimate, which we prove in Section 4, is an important technical tool in the development of our method.
It implies in particular that the number of zeros of fN (·, ω, E) in a disk of radius N−1 is bounded by (logN)A.
We remark that this estimate is not an optimal one. Combining this upper bound and the large deviation
theorem leads to bounds on the number of zeros of fN (·, ω, E) in a small disk by means of Jensen’s formula.
The elementary corollaries of Jensen’s formula needed for this purpose are discussed in Section 5.
In Section 6 we continue our analysis of the function fN (·, ω, E) by developing a local factorization
of fN (·, ω, E) using the Weierstrass preparation theorem and the estimates of the preceding sections. In
particular, the aforementioned bound on the number of zeros guarantees that the polynomial factor in the
Weierstrass preparation theorem is of degree at most (logN)C .
Section 7 introduces our method of eliminating “bad” frequencies ω. More precisely, we need to eliminate
the set Ωℓ ⊂ T of those frequencies with the property that the two determinants
(1.12) fℓ1(·, ω, E), fℓ2(·e(tω), ω, E)
with ℓ1 ≍ ℓ2 ≍ ℓ and t > exp((log ℓ)A) have close zeros. Indeed, we show that there is a small set Ωℓ such
that for all ω ∈ T \ Ωℓ there is a small set Eℓ,ω ⊂ R so that the aforementioned zeros are separated by an
amount exp(−(log ℓ)C), say, provided E ∈ R \ Eℓ,ω.
The relevance of this issue can be seen as follows. Let z0 ∈ C and r0 ≤ exp
(−(logN)A), A > 1. Then the
number of terms
(1.13) ± log ∥∥M[sj ,sj+1](·, ω, E)∥∥
arising in the avalanche principle expansion of log
∣∣fN (·, ω, E)∣∣ which contribute to Jensen’s average
1
2π
∫ 2π
0
log
∣∣fN(z0 + r0eiθ, ω, E)∣∣∣∣fN(z0, ω, E)∣∣ dθ(1.14)
=
1
2π
∫ 2π
0
log
∣∣fN(z0 + r0eiθ, ω, E)∣∣ dθ − log ∣∣fN (z0, ω, E)∣∣
should be much smaller than the total number of terms in this expansion. More precisely, this is the case for
most ω and E. To see this, take the difference of the expansions of both logarithms in (1.14). Then, since
M[sj ,sj+1](·, ω, E) =M[sj+t,sj+1+t](·e(−tω), ω, E) for all t ∈ Z,
there can only be a large number of such contributing terms (1.13) if there is a large collection of t for which
the pairs in (1.12) have zeros inside the disk D(z0, r0).
This issue of close zeros of determinants (1.12) is called a double resonance and is essential to the theory
of Anderson localization. In [BouGol], [BouGolSch], it was analyzed on the level of the monodromy matrices
rather than the determinants by means of a geometrical method. This method exploited the fact that the
large deviation sets for the monodromy matrices considered as subsets of the (ω,E)-plane are semi-algebraic
of a certain degree.
In this paper we develop a more quantitative method of analyzing the resonance sets which is based on the
classical resultants and discriminants from the theory of polynomials. The polynomials in question are those
which arise in the factorization of the determinants via the Weierstrass preparation theorem. This method
turns the set of resonances into a set on which some analytic function (for the case of double resonances it
is the resultant) attains small values. Cartan’s estimate applied to this analytic function leads to bounds on
the measure and complexity of the set Ωℓ. For double resonances this program is carried out in Sections 7
and 8.
In Sections 9 and 10 we address the question of the distance between the Dirichlet eigenvalues, which
is of basic importance to all the main results in this paper. The eigenvalues E
(N)
j (x, ω), j = 1, 2, . . . , N of
H[1,N ](x, ω) are simple due to the Dirichlet boundary conditions. We derive a quantitative estimate of the
form
(1.15)
∣∣∣E(N)j (x, ω)− E(N)k (x, ω)∣∣∣ ≥ τ(N)
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which holds for all x ∈ T, all ω ∈ Tc,a outside of some small bad set and for all E(N)j (x, ω) which do
not belong to some small set of bad energies. To prove this we need a rather accurate description of the
normalized Dirichlet eigenfunctions ψ
(N)
j (x, ω, n), n ∈ [1, N ] of HN (x, ω). That is done in Section 9. In
Section 10 we prove that (1.15) is valid with τ(N) = exp
(−N δ), δ ≪ 1, provided E(N)j (x, ω) is outside of
some set EN,ω, mes EN,ω < exp
(−N δ1) for some δ1 ≪ δ. The main idea here is that if (1.15) fails, then ψ(N)j
and ψ
(N)
k have to be close which is impossible due to the orthogonality of ψ
(N)
j and ψ
(N)
k . It is important to
note that the smallest distance of two eigenvalues E
(N)
j can be as small as e
−cN , see Sinai [Sin1]. Hence, the
subexponential bound we are claiming can only hold after the removal of some exceptional set of energies.
Estimate (1.15) allows us to show that up to some small exceptional pieces the graphs of the functions
x 7→ E(N)j (x, ω) have sufficiently steep slopes. More precisely, we show that
(1.16)
∣∣∂xE(N)j ∣∣ > e−Nδ2
provided E
(N)
j (x, ω) is outside of some set E ′N,ω, mes E ′N,ω < e−N
δ3
where 0 < δ3 < δ2 < δ1. This result,
based on (1.15) and Sard-type arguments is proven in Section 11. The hardest part here is to control the
complexity of these Sard-sets. The proof of (1.16) also shows that the zeros of fN(·, ω, E) are separated by
e−N
δ3
, provided E /∈ E ′N,ω.
To establish Theorems 1.1, 1.4, we need another technical component consisting of Harnack-type inequal-
ities for the functions log
∥∥MN(·, ω, E)∥∥. This then leads to fine estimates of the Jensen averages of these
functions based on the avalanche principle expansion. We show that due to the fact that MN (z, ω,E) are
2×2–unimodular and analytic the Harnack inequality for the subharmonic function ∥∥MN (·, ω, E)∥∥ is as good
as for the logarithm of an analytic function, up to terms of second order. The latter refers to the radius of
a disk where one of the entries of MN(·, ω, E) is free of zeros. Due to this property there is no “substantial
accumulation” of negative error terms in the Jensen’s average of the avalanche principle expansion. All that
is done in Sections 12 and 13.
We establish Theorem 1.4 in Section 14. In Section 15 we explain how to relate the estimates on resolvents
at complex energies to the number of eigenvalues falling into small interval. Expressions of the form wm(z) =
log
∥∥M2m(z,ω,E)∥∥∥∥Mm(ze(mω),ω,E)∥∥∥∥Mm(z,ω,E)∥∥ are closely related to resolvents on the one hand and to the avalanche
principle expansion on the other. We refer to wm and Wm = exp(−wm) as concatenation terms.
In Section 16 we prove that the Riesz measure for wm(z) is “almost” non-negative. Using that fact we
establish in Section 17 a relation between wm(z) and wm(z) for consecutive scales m ≪ m. Finally, in
Sections 18, 19 we prove Theorems 1.1, 1.2, and 1.3, respectively, using the estimates of Section 17.
2. A large deviation theorem for the entries of the monodromy
Suppose T : Td → Td is a measure preserving transformation and V : Td → R is analytic and real-valued.
The propagator matrix of the family of discrete Schro¨dinger equations,
(2.1) −ψn+1 − ψn−1 + v(n, x)ψ(n) = Eψn
where v(n, x) = V (T nx) for x ∈ Td, is of the form
Mn(x,E) =
1∏
j=n
A(T j(x), E)
with the 2× 2 matrix
A(x,E) =
[
V (x)− E −1
1 0
]
.
A basic quantity in this context is the Lyapunov exponent defined as
L(E) = lim
n→∞Ln(E) = infn Ln(E) where Ln(E) =
1
n
∫
Td
log ‖Mn(x,E)‖ dx.
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For certain transformations T , as for example shifts and skew shifts (the latter only for large disorders),
large deviation theorems of the form
(2.2) mes
[
x ∈ Td
∣∣∣ | log ‖Mn(x,E)‖ − nLn(E)| > n1−τ] ≤ C exp(−cnσ)
are known, where σ, τ > 0 are positive parameters. See [BouGol], [GolSch], [BouSch], [BouGolSch] for
the proofs of such estimates as well as applications to Anderson localization and other results for discrete
Schro¨dinger equations with deterministic potentials.
In this section we show that Mn(x,E) in (2.2) can be replaced with any of its entries. Recall that
Mn(x,E) =
[
fn(x,E) −fn−1(Tx,E)
fn−1(x,E) −fn−2(Tx,E)
]
(2.3)
where
fn(x,E) = det

v(1, x)− E −1 0 0 . . . . 0
−1 v(2, x)− E −1 0 0 . . . 0
0 −1 v(3, x)− E −1 0 0 . . 0
. . . . . . . . .
. . . . . . . . .
. . . . . . . . .
. . . . . . . . .
0 0 . . . . . −1 v(n, x) − E

.(2.4)
It is customary to denote the matrix on the right-hand side as H[1,n](x) − E so that one as fn(x,E) =
det(H[1,n](x)−E). We want to emphasize that we do not prove large deviation theorems as in (2.2) in this
section. Rather, we assume that they hold for the matricesMn(x,E), and then show how to deduce a similar
estimate for the determinants fn(x,E). For this reason, we work in a rather general setting, assuming only
minimal properties of T . In later sections we present applications of these results on the determinants.
In the study of (2.1) properties of subharmonic functions have played an important role, mainly since
(z1, z2, . . . , zd) 7→ log ‖Mn(z1, . . . , zd, E)‖
is subharmonic in each variable separately on a neighborhood of Td. Here we have abused notation slightly
by considering V and thus Mn as functions of e(x) := e
2πix rather than x itself so that various subharmonic
extensions are defined on the annulus
(2.5) Aρ := {z ∈ C | 1− ρ < |z| < 1 + ρ}
or products thereof. We will continue the practice of passing between x and e(x) without any further notice.
Another comment on notation: C denotes a numerical constant whose value can change from line to line. It
will be usually clear from the context what these constants depend on. Occasionally we also use a . b (or
a≪ b) to denote a ≤ Cb (with C very small) and a & b (or a≫ b) for a ≥ Cb (with C very large). Finally
a ≍ b means a . b and a & b simultaneously.
In the following lemma we collect some of the basic properties of subharmonic functions. Some of the details
in the following proof and many other facts can be found in the books of Koosis [Koo] and Levin [Lev].
Lemma 2.1. Let u : Ω → R be a subharmonic function on a domain Ω ⊂ C. Suppose that ∂Ω consists of
finitely many piece-wise C1 curves. There exists a positive measure µ on Ω such that for any Ω1 ⋐ Ω (i.e.,
Ω1 is a compactly contained subregion of Ω)
(2.6) u(z) =
∫
Ω1
log |z − ζ| dµ(ζ) + h(z)
where h is harmonic on Ω1 and µ is unique with this property. Moreover, µ and h satisfy the bounds
µ(Ω1) ≤ C(Ω,Ω1) (sup
Ω
u− sup
Ω1
u)(2.7)
‖h− sup
Ω1
u‖L∞(Ω2) ≤ C(Ω,Ω1,Ω2) (sup
Ω
u− sup
Ω1
u)(2.8)
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for any Ω2 ⋐ Ω1. Finally, small values of the logarithmic potential in (2.6) are controlled by means of
Cartan’s theorem: For any 0 < S < 1 there exist disks {D(zj, rj)}∞j=1 ⊂ C with the property that∑
j
rj ≤ 5S(2.9)
∫
Ω1
log |z − ζ| dµ(ζ) > −µ(Ω1) log e
S
for all z ∈ C \
∞⋃
j=1
D(zj , rj).(2.10)
Proof. Choose Ω∗1 such that Ω1 ⋐ Ω
∗
1 ⋐ Ω and so that ∂Ω
∗
1 consists of finitely many C
∞ curves. Let G(z, w)
denote the Green’s function with respect to Ω∗1, i.e., (z, w) 7→ G(z, w) is C∞ on {(z, w) ∈ Ω∗1 × Ω∗1 | z 6= w},
G(z, w) = 0 if z ∈ Ω∗1 and w ∈ ∂Ω∗1, −△zG(z, w) = δw(z). It is well-known that G exists, that G ≥ 0, and
that G(z, w) = − log |z − w|+H(z, w), where H(z, w) is C∞ on Ω∗1 × Ω∗1 and harmonic in each variable. If
u is subharmonic on Ω, then
(2.11) −
∫
∂Ω∗1
u(y)
∂
∂n
G(z, y) dσ(y)− u(z) =
∫
Ω∗1
G(z, ζ) dµ(ζ)
for some unique positive measure µ on Ω. If u ∈ C2(Ω), then µ = △u and (2.11) is Green’s theorem, whereas
the general case follows by approximation, see [Lev] and [Koo]. One obtains from (2.11) that
u(z) = −
∫
Ω1
G(z, ζ) dµ(ζ) −
∫
Ω∗1\Ω1
G(z, ζ) dµ(ζ) −
∫
∂Ω∗1
u(y)
∂
∂n
G(z, y) dσ(y)
=
∫
Ω1
log |z − ζ| dµ(ζ) + h(z),(2.12)
where
(2.13) h(z) = −
∫
Ω1
H(z, ζ) dµ(ζ) −
∫
Ω∗1\Ω1
G(z, ζ) dµ(ζ) −
∫
∂Ω∗1
u(y)
∂
∂n
G(z, y) dσ(y).
Since infz,w∈Ω1 G(z, w) > 0 and
∂
∂nG(z, w) ≤ 0, it follows from (2.11) that
(2.14) µ(Ω1) ≤ C(Ω1,Ω)(sup
Ω
u− sup
Ω1
u),
as claimed. Similarly,
(2.15) µ(Ω∗1) ≤ C(Ω∗1,Ω)(sup
Ω
u− sup
Ω∗1
u) ≤ C(Ω∗1,Ω)(sup
Ω
u− sup
Ω1
u).
Clearly, h is harmonic on Ω1 and the first two integrals in (2.13) are bounded in absolute value by C(Ω2,Ω1,Ω
∗
1)(µ(Ω1)+
µ(Ω∗1)) on Ω2, and thus controlled by (2.14) and (2.15). It remains to control the last term in (2.13), i.e.,
h0(z) :=
∫
∂Ω∗1
u(y)
−∂G(z, y)
∂n
dσ(y).
Denote M := supΩ u. Applying Harnack’s inequality to the nonnegative harmonic function M − h0 ≥ yields
sup
Ω1
(M − h0) ≤ C(Ω1,Ω∗1) inf
Ω1
(M − h0)
which simplifies to
inf
Ω1
h0 ≥ −(C − 1)M + C sup
Ω1
h0.
It follows from (2.11) that h0(z) ≥ u(z) for all z ∈ Ω∗1. Thus the previous line implies that
inf
Ω1
h0 − sup
Ω1
u ≥ −(C − 1)(M − sup
Ω1
u),
whereas clearly
sup
Ω1
h0 − sup
Ω1
u ≤M − sup
Ω1
u,
and (2.8) follows. Finally, Cartan’s theorem can be found in [Lev], page 76, as stated. 
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The following lemma relates the supremum of a subharmonic function on Aρ to its supremum over T by
means of Cartan’s estimate. We first state what we mean by a separately subharmonic function.
Definition 2.2. Suppose u : Ω1 × . . . × Ωd → R ∪ {−∞} is continuous. Then u is said to be separately
subharmonic, if for any 1 ≤ j ≤ d and zk ∈ Ωk for k 6= j the function
z 7→ u(z1, . . . , zk−1, z, zk+1, . . . , zd)
is subharmonic in z ∈ Ωj.
The continuity assumption is convenient but not absolutely necessary. It does not follow from the sub-
harmonicity alone, as that only requires upper semi-continuity. One advantage of our assumption is that
supx∈K u(x, z2, . . . , zd) is again separately subharmonic in (z2, . . . , zd) for any compact K ⋐ Ω1.
Lemma 2.3. Let u(z1, . . . , zd) be a separately subharmonic function on
∏
ρ,d := Aρ × · · · × Aρ︸ ︷︷ ︸
d
. Suppose
that sup∏
ρ,d
u ≤M . There are constants Cd, Cρ,d such that, if for some 0 < δ < 1 and some L
(2.16) mes [x ∈ Td | u < −L] > δ ,
then
sup
Td
u ≤ Cρ,dM − L
Cρ,d log
d
(
Cd
δ
) .
Proof. We use induction in the dimension d. Let B = {x ∈ Td | u < −L} where x = (x1, x2, . . . , xd).
Then (2.16) implies that
(2.17) mes
[
(x1, . . . , xd) ∈ Td−1
∣∣∣ |B(x2, . . . , xd)| > δ
2
]
≥ δ
2
,
where B(x2, . . . , xd) denotes the slice of B for fixed (x2, . . . , xd). Fix any such (x2, . . . , xd) so that
|B(x2, . . . , xd)| > δ
2
.
Then u1(z) := u(z, x2, . . . , xd) is subharmonic on Aρ and sup
Aρ
u1 ≤M . If sup
T
u1 > −m, then by Lemma 2.1
with Ω = Aρ there is the Riesz representation
u1(z) =
∫
Aρ/2
log |z − ζ|dµ(ζ) + h(z)
where
µ(Aρ/2) + ‖h‖L∞(Aρ/4) ≤ Cρ(m+ 2M) .
Thus, by Cartan’s estimate
mes
[
x ∈ T
∣∣∣ ∫
Aρ/2
log |x− ζ|dµ(ζ) < −Cρ(m+ 2M) log e
S
]
≤ 10S ,
so
mes
[
x ∈ T
∣∣∣ u1(x) < −Cρ(m+ 2M) log(20e2
δ
)]
≤ δ
2
.
By the choice of (x2, . . . , xd), necessarily −Cρ(m+ 2M) log
(
20e2
δ
)
≤ −L. Thus
(2.18) sup
x∈T
u1(x) ≤ 2M − L
Cρ log
(
20e2
δ
) =: −L′ .
Let
u2(z2, . . . , zd) = sup
x∈T
u1(x, z2, . . . , zd).
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Clearly, u2 is subharmonic on
∏
ρ,d−1 and sup∏
ρ,d−1
u2 ≤M . Thus, by (2.17) and (2.18)
mes
[
(x2, . . . , xd) ∈ Td−1
∣∣∣ u2(x2, . . . , xd) ≤ −L′] ≥ δ
2
.
By the inductive assumption therefore
sup
Td−1
u2 ≤ Cρ,d−1M − L
′
Cρ,d−1 logd−1
(
2Cd−1
δ
)
and hence, by (2.18)
sup
Td
u ≤ Cρ,dM − L
Cρ,d log
d
(
Cd
δ
)
with Cd = 20e
2 · 2d−1. 
We now turn to properties of matrices in SL(2,R) (we refer to these matrices as unimodular matrices). It
follows from polar decomposition that for any A ∈ SL(2,R) there are unit vectors u+A, u−A, v+A, v−A so that
Au+A = ‖A‖v+A, Au−A = ‖A‖−1v−A. Moreover, u+A ⊥ u−A and v+A ⊥ v−A. The following lemma deals with the
question of stability of these contracting and expanding directions. It will play an important role in the
passage from the matrix Mn to its entries.
Lemma 2.4. For any A, B ∈ SL(2,R)
|Bu−AB ∧ u−A| ≤ ‖A‖−2‖B‖ , |u−BA ∧ u−A| ≤ ‖A‖−2‖B‖2(2.19)
|v+AB ∧ v+A| ≤ ‖A‖−2‖B‖2 , |v+BA ∧Bv+A| ≤ ‖A‖−2‖B‖ .(2.20)
Proof. Let u−A = c1u
+
BA + c2u
−
BA. Then
BAu−A = c1‖BA‖v+BA + c2‖BA‖−1v−BA ,
so that
|u−A ∧ u−BA| = |c1| = ‖BA‖−1|BAu−A ∧ v−BA| ≤ ‖BA‖−1‖B‖‖A‖−1
≤ ‖B‖ ‖A‖−1‖B‖‖A‖−1 = ‖A‖−2‖B‖2 .
Here we have used that ‖A‖ ≤ ‖B−1‖ ‖BA‖ = ‖B‖ ‖BA‖ (one has ‖B‖ = ‖B−1‖ for any unimodular B).
Similarly, (with different c1, c2)
Bu−AB = c1u
+
A + c2u
−
A which implies ABu
−
AB = c1‖A‖v+A + c2‖A‖−1v−A.
Hence
|Bu−AB ∧ u−A| = |c1| = ‖A‖−1|ABu−AB ∧ v−A|
≤ ‖A‖−1‖AB‖−1 ≤ ‖A‖−2‖B‖,
where we used ‖A‖ ≤ ‖AB‖‖B−1‖ = ‖AB‖‖B‖. It is easy to see from the definitions that v+A = u−A−1 . The
second inequality in (2.19) therefore implies the first in (2.20). Finally, the first inequality in (2.19) yields
|B−1v+BA ∧ v+A| ≤ ‖A‖−2‖B‖.
Using the fact that unimodular matrices preserve areas allows one to pass to
|v+BA ∧Bv+A| ≤ ‖A‖−2‖B‖,
as desired. 
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As already mentioned above, only rather general properties of the measure preserving transformation T :
Td → Td will be assumed in this section. For the following technical lemma we require that for any disk
D ⊂ Td
(2.21) sup
x∈Td
min{n ≥ 1 | T 2n+1x ∈ D} ≤ C(diamD)−A
with some constants A, C. For the case of the shift x 7→ x+ω (modZd) or the skew shift (x, y) 7→ (x+y, y+ω)
one can take A = d+ ε for typical (in measure) ω ∈ Td.
Lemma 2.5. Let T : Td → Td be as in (2.21). Suppose f ∈ C1(Td) satisfies |f |+ |∇f | ≤ K for some K ≥ 1.
Let 0 < ε < K−2A and assume that
sup
Td
|f(f ◦ T )− 1| ≤ ε.
Then
sup
Td
|f2 − 1| ≤ C(εK2A) 11+A .
Proof. Let f(x)(f ◦ T )(x) =: 1 + ρ(x). Then ‖ρ‖∞ ≤ ε and
f ◦ T 2n(x) = f(x)
n−1∏
ℓ=0
1 + ρ(T 2ℓ+1x)
1 + ρ(T 2ℓx)
=: f(x)
(
P2n(x)
)−1
.
Moreover,
f(T 2n+1x)f(x) = P2n(x)
(
1 + ρ(T 2nx
)
) .
Thus
|f2(x)− 1| ≤ |f(x)| |f(T 2n+1x)− f(x)|+ |P2n(x)
(
1 + ρ(T 2nx)
)− 1|
≤ K2‖T 2n+1x− x‖Td + Cεn
provided εn≪ 1. Applying (2.21) with D = D(x, δ) and minimizing over δ leads to
sup
Td
|f2 − 1| ≤ C(K2δ + εδ−A) = Cε 11+AK 2A1+A ,
and the lemma follows. 
Now suppose there is a large deviation theorem for the monodromy of the form (1 > σ > 0 fixed)
(2.22) mes
[
x ∈ Td
∣∣∣ ∣∣log ‖MN(x,E)‖ −N LN(E)∣∣ > N1−σ] ≤ C exp(−Nσ)
for for all positive integers N . Let BN be the set on the left-hand side of (2.22) and denote
(2.23) GN = Td\
⋃
|ℓ|≤N
T ℓBN
so that |Td\GN | = CN exp(−Nσ). We shall also assume that the Lyapunov exponents are positive, i.e.,
infE L(E) > γ > 0.
Lemma 2.6. Fix some E and let fℓ(x) = det(H[1,ℓ](x)− E) be as in (2.4). Then
(2.24) mes
[
x ∈ Td
∣∣∣ |fℓ(x)| ≤ exp(−ℓd+2)] ≤ exp(−ℓ)
for large ℓ, i.e., ℓ ≥ ℓ0(V, γ).
Proof. Suppose (2.24) fails and set u(x) = log |fℓ(x)|. Applying Lemma 2.3 to u with M ∼ ℓ and δ = e−ℓ
yields
sup
Td
u ≤ Cℓ− ℓ
d+2
C logd
(
C
δ
) ≤ −C1ℓ2
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for some constant C1. In other words, supx∈Td |fℓ| ≤ exp(−C1ℓ2). Since
(2.25) Mℓ(x) =
[
fℓ −fℓ−1 ◦ T
fℓ−1 −fℓ−2 ◦ T
]
with det Mℓ = 1 ,
one has
(2.26) sup
x
|fℓ−1(x)fℓ−1 ◦ T (x)− 1| ≤ exp(−C1ℓ2/2)
for large ℓ. Now apply Lemma 2.5 with K ∼ eℓ and ε given by the right-hand side of (2.26) to conclude
sup
Td
|fℓ−1| ≤ 2 for large ℓ. Thus
fℓ = V ◦ T ℓ · fℓ−1 − fℓ−2
implies that
sup
Td
|fℓ−2| ≤ C(1 + ‖V ‖∞) .
In particular,
sup
x∈Td
‖Mℓ(x)‖ ≤ C(1 + ‖V ‖∞) ,
which contradicts
∫
Td
log ‖Mℓ(x)‖dx > γ · ℓ for ℓ large. 
Lemma 2.7. Let ℓ0 be as in Lemma 2.6. Fix some E and let fℓ(x) = det(Hℓ(x) − E). Then for any
ℓ0 ≤ ℓ ≤ N 1−σ2
(2.27) mes
[
x ∈ Td
∣∣∣ |fℓ(x)| ≤ exp(−N1−σ)] ≤ exp(−N 1−σd ℓ− 2d)
provided N ≥ N0(V, γ) is large.
Proof. Assume this fails for some ℓ and N as in the statement of the lemma. As before, Lemma 2.3 applied
to to u(x) = log |fℓ(x)|, M ∼ ℓ and with δ = right-hand side of (2.27) yields
sup
Td
u ≤ Cℓ− N
1−σ
C logd
(
C
δ
) ≤ −C1ℓ2
for some constant C1. In other words,
sup
x∈Td
|fℓ(x)| ≤ exp(−C1ℓ2) .
This leads to a contradiction as in Lemma 2.6. 
The next lemma gives us control over three determinants. In what follows we will show how to use it to
obtain a large deviation estimate for a single determinant.
Lemma 2.8. Fix some E and let fℓ be as above. Assume that (2.2) holds. Then
mes
[
x ∈ Td
∣∣∣ |fN (x)|+ |fN (T j1x)| + |fN(T j2x)| ≤ exp(NLN(E) − 100N1−σ)](2.28)
≤ exp(−N 1−σ2d ∧σ)
for any ℓ0 ≤ j1 ≤ j1 + ℓ0 ≤ j2 ≤ N 1−σ8 and N ≥ N1(V, γ). Moreover, to obtain (2.28) for some N only
requires (2.2) with the same N .
Proof. We will fix E and suppress E from most of the notation. The reader should keep in mind that
basically everything in the proof depends on E. In view of (2.25), fN(x) =MN (x)e1 ∧ e2. If
|MN(x)e1 ∧ e2| ≤ exp(NLN (E)− 100N1−σ),
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then (with u+N = u
+
N (x) etc.)
‖MN(x)‖ |u+N · e1||v+N ∧ e2| − ‖MN(x)‖−1 |u−N · e1||v−N ∧ e2|(2.29)
≤ exp(NLN (E)− 100N1−σ) .
Assume that x ∈ GN , as in (2.23). Then (recalling that u+N ⊥ u−N ) one has
|u−N (x) ∧ e1| |v+N (x) ∧ e2| ≤ exp(−99N1−σ) ,
so either
(2.30) |u−N (x) ∧ e1| ≤ exp(−40N1−σ) or |v+N (x) ∧ e2| ≤ exp(−40N1−σ) .
Suppose (2.28) fails. Then also
mes
[
x ∈ GN
∣∣∣ |fN (x)|+ |fN (T j1x)| + |fN(T j2x)| ≤ exp(NLN (E)− 100N1−σ)](2.31)
> exp
(
−N 1−σ2d ∧σ
)
.
Let x be in the set on the left-hand side of (2.31). In view of (2.30) either the first inequality in (2.30) has
to occur for two points among x, T j1x, T j2x or the second. In the former case we have
(2.32) |u−N (x) ∧ e1| ≤ ε := exp(−40N1−σ) and |u−N (T j1x) ∧ e1| ≤ ε , say.
We now compare Mj1(x)u
−
N (x) and u
−
N (T
j1x). Using the simple fact that
(2.33) |w1 ∧ w2| ≤ |w1 ∧ w3|+ |w1| ‖w2 ± w3‖ ≤ |w1 ∧w3|+ C |w2 ∧ w3|
for any three unit vectors w1, w2, w3 in the plane, one obtains that
|u−N (T j1x) ∧Mj1(x)u−N (x)|
≤ |u−N (T j1x) ∧Mj1(x)u−N+j1(x)|+ C |Mj1(x)u−N+j1(x) ∧Mj1(x)u−N (x)|
≤ |u−N (T j1x) ∧Mj1(x)u−N+j1(x)|+ C‖Mj1(x)‖ |u−N+j1(x) ∧ u−N (x)|.(2.34)
Since MN+j1(x) = MN(T
j1x)Mj1(x), one can apply Lemma 2.4 with A = MN(T
j1x) and B = Mj1(x)
to (2.34), which yields
|u−N (T j1x) ∧Mj1(x)u−N (x)|
. ‖MN(T j1x)‖−2‖Mj1(x)‖ + ‖Mj1(x)‖ ‖Mj1(TNx)‖2 ‖MN(x)‖−2
. exp(−2NLN(E) + 2N1−σ) exp(Cj1)(2.35)
. exp(−2NLN(E) + 3N1−σ) ≤ exp(−Nγ) .(2.36)
To pass to (2.35) one uses that x ∈ GN . Combining (2.32) and (2.36) shows that for large N ≥ N0(γ, σ),
|e1 ∧Mj1(x)e1| ≤ C(1 + ‖Mj1(x)‖)ε+ exp(−Nγ) or |fj1−1(x)| ≤ C exp(−20N1−σ) .(2.37)
Now suppose that the second inequality in (2.30) occurs twice. Then
(2.38) |v+N (x) ∧ e2| ≤ ε and |v+N (T j2x) ∧ e2| ≤ ε ,
say. We use (2.33) and Lemma 2.4 to compare v+N (T
j2x) and Mj2(T
Nx)v+N (x). In this case, we invoke the
second inequality in (2.20) from Lemma 2.4 with B =Mj1(T
Nx) and A =MN(x). Hence
|v+N (T j2x) ∧Mj2(TNx)v+N (x)|
. |v+N+j2(x) ∧Mj2(TNx)v+N (x)|+ |v+N+j2(x) ∧ v+N (T j2x)|
. ‖MN(x)‖−2‖Mj2(TNx)‖+ ‖MN(T j2x)‖−2‖Mj2(x)‖2
. exp(−2NLN(E) + 2N1−σ) exp(Cj2) .
For the last inequality one again uses that x ∈ GN . Combining (2.37) and (2.38) yields
|e2 ∧Mj2(TNx)e2| ≤ C(1 + ‖Mj2(TNx)‖)ε+ exp(−Nγ)
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or
|fj2−1(TN+1x)| ≤ C exp(−20N1−σ)
for large N . The conclusion from the preceding is that (2.31) implies that for some choice of ℓ from j1 − 1,
j2 − j1 − 1,
mes
[
x ∈ Td | |fℓ(x)| ≤ C exp(−20N1−σ)
]
> exp(−N τ )(2.39)
where we have set τ = 1−σ2d ∧ σ for simplicity. Since ℓ < N
1−σ
8 and N
1−σ
d .
(
N
1−σ
8
)− 2d
= N
3(1−σ)
4d > N τ ,
(2.39) contradicts (2.27). 
Lemma (2.8) implies the following: Let
ΩN :=
{
x ∈ GN
∣∣∣ min
0<j1<j2<j3≤N
1−σ
8
(|fN (T j1x)|+ |fN(T j2x)|+ |fN (T j3x)|) > eNLN−100N1−σ
with j2 − j1 ≥ ℓ0, j3 − j2 ≥ ℓ0
}
.(2.40)
Then mes (Td\ΩN ) ≤ exp(−N τ ), where τ = 1−σ2d ∧ σ. Recall that σ > 0 is the exponent appearing in (2.22)
and that γ > 0 is the lower bound on the Lyapunov exponent. We now show how to pass from (2.40) to a
lower bound on the average of the determinants fN(x).
Lemma 2.9. There exists some constant κ > 0 (depending on σ in (2.2)) such that
(2.41)
∫
Td
1
N
log | det(H[1,N ](x)− E)| dx > LN (E)−N−κ
for N ≥ N0(σ, V, γ). Furthermore, (2.2) for some N implies (2.41) with the same N .
Proof. It follows from Lemma 2.7 that the integral in (2.41) is finite. Let u(x) = 1N log |fN(x)|, and set
M = N (1−σ)/8. Then
〈u〉 :=
∫
Td
u(x) dx =
1
M
M∑
k=1
∫
Td
u(T kℓ0x) dx
≥
∫
ΩN
{M − 2
M
(LN − 100N−σ) + 2
M
inf
1≤k≤M
u(T kℓ0x)
}
dx(2.42)
+
1
M
M∑
k=1
∫
Td\ΩN
u(T kℓ0x) dx .
By Lemma 2.1 one has the Riesz representation (for small ρ > 0)
u(z) =
∫
Aρ
log |z − ζ|dµ(ζ) + h(z)
where µ(Aρ) + ‖h‖L∞(Aρ/2) ≤ C(2S − 〈u〉). Here
S := sup
z∈A2ρ
u(z)
and we have used that supTd u ≥ 〈u〉. By Cartan’s estimate in Lemma 2.1 there is a set B = Bε ⊂ Td of
measure not exceeding N · exp(−Nε) such that for any small ε > 0
inf
1≤k≤M
u(T kℓ0x) > −C(2S − 〈u〉)Nε
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for all x ∈ Td\B. Therefore,∫
ΩN
inf
1≤k≤M
u(T kℓ0x) dx >
∫
ΩN\B
−C(2S − 〈u〉)Nε dx+
∫
ΩN∩B
inf
1≤k≤M
u(T kℓ0x) dx
> −C(2S − 〈u〉)Nε −
M∑
k=1
∫
ΩN∩B
|u(T kℓ0x)| dx .
Combining this with (2.42) leads to
〈u〉 ≥
(
1− 2
M
)
(LN − 100N−σ)|ΩN | − CN
ε
M
(2S − 〈u〉)(2.43)
− 2
M
M∑
k=1
∫
B∪ΩcN
|u(T kℓ0x)| dx .
It remains to estimate the integral in (2.43). By Lemma 2.7,
‖u‖L2(T2) ≤ CN b
with some constant b > 0. Therefore,∫
B∪ΩcN
|u(T kℓ0x)| dx ≤ |B ∪ ΩcN |
1
2 ‖u‖L2(Td) ≤ CN b exp(−Nε) ,
and the lemma follows. 
We now derive the large deviation theorem (LDT) for the determinants. In addition to (2.22) we assume a
uniform upper bound on the functions 1N log ‖MN(x,E)‖. This is a mild assumption that is satisfied in all
cases we are interested in, see for example Section 4 below.
Proposition 2.10. Fix a large positive integer N . In addition to the large deviation theorem for the mon-
odromy matrices (2.22) with that choice of N assume the uniform upper bound
(2.44) sup
Td
1
N
log ‖MN(x,E)‖ < LN(E) +N−κ
with the same N . Then for some small constant τ > 0 (depending on σ in (2.22)),
(2.45) mes
[
x ∈ Td
∣∣∣ 1
N
log | det(H[1,N ](x) − E)| < LN(E) −N−τ
]
≤ e−Nτ .
Proof. For simplicity, we shall set d = 2. The general case is similar. In view of (2.41), (2.3), and (2.44),
u = 1N log |fN | satisfies 
〈u〉 > LN −N−κ
sup
Td
u < LN +N
−κ.
Let v(z) =
∫
T
u(z, y) dy. Then sup
T
v ≤ sup
T2
u < LN +N
−κ and 〈v〉 = 〈u〉 > LN −N−κ. This implies that
(2.46) ‖v − 〈v〉‖1 ≤ CN−κ.
Since in particular sup
T
v ≥ 〈v〉 > γ/2 > 0 if N is large, and also supAρ u ≤ C, one concludes from Lemma 2.1
that the Riesz measure and the harmonic part of v on Aρ/4 have size O(1). We are in a position to apply
the “BMO splitting lemma”, Lemma 2.3 in [BouGolSch], which shows that
(2.47) ‖v‖BMO(T) ≤ C‖v − 〈v〉‖1/21 ≤ CN−κ/2 .
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Lemma 2.3 in [BouGolSch] requires boundedness of the subharmonic function, which does not hold here.
However, all that was used in the proof of that lemma was a bound on the Riesz mass and the harmonic
part, and we provided both. Let
G =
{
x ∈ T
∣∣∣ v(x) = ∫
T
u(x, y) dy > LN −N−κ/4
}
.
By (2.47),
(2.48) mes (T\G) ≤ exp(−Nκ/4) .
Fix some x ∈ G. Then
sup
y∈T
u(x, y) ≤ sup
T2
u < LN +N
−κ <
∫
T
u(x, y) dy + 2N−κ/4 .
Since also sup
y∈T
u(x, y) ≥ 0 and sup
z∈Aρ
u(x, z) ≤ C, the BMO splitting lemma, Lemma 2.3 in [BouGolSch], again
implies that
‖u(x, ·)‖BMO(T) ≤ CN−κ/8
for any x ∈ G and thus, by the John-Nirenberg inequality,
(2.49) mes
[
y ∈ T
∣∣∣ u(x, y) < LN − CN−κ/16] ≤ exp(−Nκ/16)
for N large. The theorem follows from (2.48) and (2.49) via Fubini. 
Definition 2.11. Let H ≫ 1. For an arbitrary subset B ⊂ D(z0, 1) ⊂ C we say that B ∈ Car1(H,K) if
B ⊂
j0⋃
j=1
D(zj , rj) with j0 ≤ K, and
(2.50)
∑
j
rj < e
−H .
If d is a positive integer greater than one and B ⊂
d∏
i=1
D(zi,0, 1) ⊂ Cd then we define inductively that
B ∈ Card(H,K) if for any 1 ≤ j ≤ d there exists Bj ⊂ D(zj,0, 1) ⊂ C,Bj ∈ Car1(H,K) so that B(j)z ∈
Card−1(H,K) for any z ∈ C \ Bj, here B(j)z = {(z1, . . . , zd) ∈ B : zj = z}.
Remark 2.12. (a) This definition is consistent with the notation of Theorem 4 in Levin’s book [Lev], p. 79.
(b) It is important in the definition of Card(H,K) for d > 1 that we control both the measure and the
complexity of each slice B(j)z , 1 ≤ j ≤ d.
The following lemma is a straightforward consequence of this definition.
Lemma 2.13. (1) Let Bj ∈ Card(H,K), Bj ⊂
d∏
ℓ=1
D(zℓ,0, 1), j = 1, 2, . . . , T . Then B =
⋃
j
Bj ∈
Card
(
H − logT, TK).
(2) Let B ∈ Card(H,K), B ⊂
d∏
j=1
D(zj,0, 1). Then there exists B′ ∈ Card−1(H,K), B′ ⊂ d∏
j=2
D(zj,0, 1),
such that B(w2,...,wd) ∈ Car1(H,K), for any (w2, . . . , wd) ∈ B′.
The following Lemma 2.14 is a generalization of the usual Cartan estimate to several variables.
Lemma 2.14. Let ϕ(z1, . . . , zd) be an analytic function defined in a polydisk P =
d∏
j=1
D(zj,0, 1), zj,0 ∈ C.
Let M ≥ sup
z∈P
log |ϕ(z)|, m ≤ log∣∣ϕ(z0)∣∣, z0 = (z1,0, . . . , zd,0). Given H ≫ 1 there exists a set B ⊂ P,
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B ∈ Card
(
H1/d,K
)
, K = CdH(M −m), such that
(2.51) log
∣∣ϕ(z)∣∣ > M − CdH(M −m)
for any z ∈∏dj=1D(zj,0, 1/6) \ B.
Proof. The proof goes by induction over d. For d = 1 the assertion is Cartan’s estimate for analytic functions.
Indeed, Theorem 4 on page 79 in [Lev] applied to f(z) = e−mϕ(z) yields that
log
∣∣ϕ(z)∣∣ > m− CH(M −m) =M − (CH + 1)(M −m)
holds outside of a collection of disks {D(ak, rk)}Kk=1 with
∑K
k=1 rk . exp(−H). Increasing the constant C
leads to (2.51). Moreover, K/5 cannot exceed the number of zeros of the function ϕ(z) in the disk D(z1,0, 1),
which is in turn estimated by Jensen’s formula, see (5.1), as . M −m. Although this bound on K is not
explicitly stated in Theorem 4 in [Lev], it can be deduced from the proofs of Theorems 3 and 4 (see also
the discussion of (2) on page 78). Indeed, one can assume that each of the disks D(ak, rk) contains a zero
of ϕ, and it is shown in the proof of Theorem 3 that no point is contained in more than five of these disks.
Hence we have proved the d = 1 case with a bad set B ∈ Car1(H,C(M −m)), which is slightly better than
stated above (the H dependence of K appears if d > 1 and we will ignore some slight improvements that
are possible to the statement of the lemma due to this issue).
In the general case take 1 ≤ j ≤ d and consider ψ(z) = ϕ (z1,0, . . . , zj−1,0, z, zj+1,0, . . . , zn,0). Due to the
d = 1 case there exists B(j) ∈ Car1
(
H1/d, C1(M −m)
)
, such that
log
∣∣ψ(z)∣∣ > M − C1H1/d(M −m)
for any z ∈ D (zj,0, 1/6) \ B(j). Take arbitrary zj,1 ∈ D (zj,0, 1/6) \ B(j) and consider the function
χ (z1, z2, . . . , zj−1, zj+1, . . . , zd) = ϕ (z1, . . . , zj−1, zj1, zj+1, . . . , zd)
in the polydisk
∏
i6=j
D(zi,0, 1). Then
sup log
∣∣χ(z1, . . . , zj−1, zj+1, . . . , zd)∣∣ ≤M,
log
∣∣χ(z1,0, . . . , zj−1,0, zj,1, zj+1,0, . . . , zd,0)∣∣ > M − CH1/d(M −m).
Thus χ satisfies the conditions of the lemma with the same M and with m replaced with
M − CH1/d(M −m).
We now apply the inductive assumption for d− 1 and with H replaced with H d−1d to finish the proof. 
Remark 2.15. The radius 1/6 in Lemma 2.14 was chosen in order to allow the use of Theorem 4 in [Lev] as
stated. However, it is straightforward to obtain the following stronger statement: Given ε > 0, the lower
bound (2.51) is valid for all z ∈ ∏dj=1D(zj,0, 1 − ε) \ B. The influence of ε is only felt in the constants
Cd. This can by seen by making some modifications to the proof of Theorem 4 in [Lev] and to the proof of
Lemma 2.14.
Later we will need the following general assertion which is a combination of the Cartan-type estimate of
the previous lemma and Jensen’s formula on the zeros of analytic functions.
Lemma 2.16. Fix some w0 = (w1,0, w2,0, . . . , wd,0) ∈ Cd and suppose that f(w) is an analytic function
in P =
d∏
j=1
D(wj,0, 1). Assume that M ≥ supw∈P log |f(w)|, and let m ≤ log |f(w1)| for some w1 =
(w1,1, w2,1, . . . , wd,1) ∈
d∏
j=1
D(wj,0, 1/2). Given H ≫ 1 there exists B′H ⊂ P ′ =
d∏
j=2
D(wj,0, 3/4), B′H ∈
Card−1
(
H1/d,K
)
, K = CH(M −m) such that for any w′ = (w2, . . . , wd) ∈ P ′ \ B′H the following holds: if
log |f(w˜1, w′)| < M − CdH(M −m) for some w˜1 ∈ D(w1,0, 1/2),
20 MICHAEL GOLDSTEIN AND WILHELM SCHLAG
then there exists wˆ1 with |wˆ1 − w˜1| . e−H
1
d such that f(wˆ1, w
′) = 0.
Proof. Due to Lemma 2.14, and Remark 2.15, there exists BH ⊂ P , BH ∈ Card
(
H1/d,K
)
, K = CdH(M−m)
such that for any w ∈
d∏
j=1
D(wj,0, 3/4) \ BH one has
(2.52) log
∣∣f(w)∣∣ > M − CdH(M −m) .
By Lemma 2.13, part (2), there exists B′H ⊂
d∏
j=2
D(wj,0, 1), B′H ∈ Card−1(H 1d ,K) such that (BH)w′ ∈
Car1(H
1
d ,K) for any w′ = (w2, . . . , wd) ∈ B′H . Here (B)w′ stands for the w′–section of B. Assume
log
∣∣f(w˜1, w′)∣∣ < M − CdH(M −m)
for some w˜1 ∈ D(w1,0, 1/2), and w′ ∈ P ′ \ B′H . Since
(BH)w′ ∈ Car1(H 1d ,K) there exists r . exp(−H1/d)
such that
{z : |z − w˜1| = r} ∩
(BH)w′ = ∅ .
Then in view of (2.52),
log
∣∣f(z, w′)| > M − CdH(M −m)
for any |z − w˜1| = r. It follows from Jensen’s formula, see (5.1), that f(·, w′) has at least one zero in the
disk D(w˜1, r), as claimed. 
3. Large deviation theorems and the avalanche principle expansion for monodromies with
impurities
For the remainder of this paper we let T : T → T be the one-dimensional shift, i.e., T (x) = x+ ω (mod 1).
In this section, we need to assume that ω satisfies the Diophantine condition
(3.1) ‖nω‖ ≥ c
n(logn)a
for all n ≥ 1.
and some a > 1. It is well-know that a.e. ω satisfies this condition with some c = c(ω) > 0. We denote
the class of ω satisfying (3.1) by Tc,a. For many applications in this paper one can relax (3.1) considerably.
Another standing assumption we make is that the Lyapunov exponents are positive, i.e., infE∈R L(E) > γ >
0. Recall from [GolSch] that under these assumptions there is the large deviation theorem
(3.2) mes [x ∈ T | | log ‖Mn(x, ω,E)‖ − nLn(ω,E)| > δn] ≤ C exp(−cδn),
for any δ > (logn)B/n where B, c, C are constants.
In this section we apply the results from the previous section to study the following products: For any
1 ≤ k1 < · · · < kt ≤ n let
M (k1,...,kt)n (x, ω,E) :=Mn−kt(x+ ktω, ω,E)
[ −1 0
0 0
]
Mkt−kt−1−1(x+ kt−1ω, ω,E)
[ −1 0
0 0
]
(3.3)
· · ·Mk2−k1−1(x+ k1ω, ω,E)
[ −1 0
0 0
]
Mk1−1(x, ω,E).
We refer to these matrices as monodromies with impurities. The latter ones being the matrices
[ −1 0
0 0
]
at
positions k1, k2, . . . , kt. Matrices as in (3.3) arise from taking derivatives of MN(x, ω,E) in the parameters.
Furthermore, we consider the averages
(3.4) L(k1,...,kt)n (ω,E) =
1
n
∫ 1
0
log ‖M (k1,...,kt)n (x, ω,E)‖ dx .
In what follows, we will use the notation fn(x) for the determinants from the previous section without further
notice, see (2.4). Our first result is a large deviation theorem for the matrices in (3.3), followed by a uniform
upper bound.
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Proposition 3.1. For any positive integer t there exist 0 < σ < 1 and a constant C = C(t) such that
mes
[
x ∈ T | | log ‖M (k1,...,kt)n (x, ω,E)‖ − nLn(ω,E)| > Cn1−σ
] ≤ C exp(−nσ)
for all n and any choice of 1 ≤ k1 < k2 < . . . < kt ≤ n.
Proof. First, observe that[ −1 0
0 0
]
Mℓ(x,E) =
[ −fℓ(x,E) fℓ−1(x+ ω,E)
0 0
]
,
see (2.3). Thus (with E fixed, and omitting ω,E from the variables for simplicity)
M (k1,...,kt)n (x)
=
[
fn−kt(x+ ktω) −fn−kt−1(x+ ktω + ω)
fn−kt−1(x+ ktω) −fn−kt−2(x+ ktω + ω)
]
[ −fkt−kt−1−1(x+ kt−1ω) fkt−kt−1−2(x+ ktω + ω)
0 0
]
· · ·
[ −fk2−k1−1(x+ k1ω) fk2−k1−2(x+ k1ω + ω)
0 0
] [ −fk1−1(x) fk1−2(x + ω)
0 0
]
=
[ ±fn−kt(x + ktω)fkt−kt−1−1(x+ kt−1ω) · · · fk2−k1−1(x+ k1ω)fk1−1(x) ⋆
⋆ ⋆
]
.(3.5)
In particular,
(3.6) ‖M (k1,...,kt)n (x)‖ ≥
∣∣∣fn−kt(x+ ktω)fkt−kt−1−1(x+ kt−1ω) . . . fk2−k1−1(x + k1ω)fk1−1(x)∣∣∣ .
The large deviation theorem for the entries, Proposition 2.10, states that
log |fm(x)| ≥ mLm − Cm1−τ
up to a set of x of measure ≤ exp(−mτ ) for some constant τ > 0. Taking τ > 0 small as we may, we now
distinguish between ki+1 − ki − 1 ≤ n1−2τ and ki+1 − ki − 1 > n1−2τ in (3.6). In the latter case,
log |fki+1−ki−1(x)| > (ki+1 − ki − 1)Lki+1−ki−1 − Cn1−τ
up to a set of x of measure ≤ exp(−n(1−2τ)τ). If m ≤ n1−2τ , then one can directly invoke Cartan’s estimate,
see Lemma 2.1, to conclude that
mes
[
x ∈ Td | log |fm(x)| < −n1−τ
] ≤ C exp(−n1−τ
Cm
)
≤ C exp (− c nτ)
since z 7→ log |fm(z)| has Riesz mass ≤ Cm ≤ Cn1−2τ . In view of the preceding, one has the following lower
bound from (3.6):
log ‖Mk1,...,ktn (x)‖ ≥ (n− kt)Ln−kt + (kt − kt−1 − 1)Lkt−kt−1−1
+ · · ·+ (k2 − k2 − 1)Lk2−k2−1 + (k1 − 1)Lk1−1 − C(s+ 1)n1−τ(3.7)
up to a set of x of measure ≤ C(s+ 1) exp(−n(1−2τ)τ). Invoking the rate of convergence estimate
(3.8) sup
E∈I
|Lm(ω,E)− Ln(ω,E)| ≤ C0
n
, m ≥ n ,
for the Lyapunov exponents, see Theorem 5.1 in [GolSch], one concludes that the right-hand side in (3.7) is
at least nLn−C(s+1)n1−τ . Here I is a bounded interval, and C0 = C0(I, γ, ω, V ). The lemma now follows
with σ = (1− 2τ)τ . 
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Lemma 3.2. Let M (k1,...,kt)(x, ω,E) be as in (3.3). Then
(3.9) sup
x
‖M (k1,...,kt)n (x, ω,E)‖ ≤ nLn(ω,E) + Ctn1−σ.
Proof. Clearly, by the definition stated in (3.3),
sup
x
‖M (k1,...,kt)n (x,E)‖ ≤ sup
x
‖Mn−kt(x)‖ sup
x
‖Mkt−kt−1(x)‖ · · · · · sup
x
‖Mk1−1(x)‖ .
Hence, by the uniform upper bound in [BouGol] (see Lemma 2.1 in that paper),
sup
x
log ‖M (k1,...,kt)n (x,E)‖ ≤ (n− kt)Ln−kt + C n1−σ + (kt − kt−1 − 1)Lkt−kt−1−1
+C n1−σ + · · ·+ (k2 − k1 − 1)Lk2−k1−1 + C n1−σ
≤ nLn(E) + Ctn1−σ
where the final inequality follows from the rate of convergence estimate (3.8). 
In this paper we make repeated use of the avalanche principle from [GolSch]. Recall that this device allows
one to compare the norm of a long product of unimodular matrices to the product of the norms of its
factors, provided the factors are large and adjacent factors do not cancel each other pairwise. For our
present purposes we will need to generalize this statement to non-unimodular matrices, cf. (3.3). Since the
proof from [GolSch] carries over without any changes, we do not present it. Recall the following facts, that
are easily seen by means of polar decomposition (see also Lemma 2.4 above for the unimodular case): For
any 2 × 2 matrix K, we denote the normalized eigenvectors of √K∗K by u+K and u−K , respectively. One
has Ku+K = ‖K‖v+K and Ku−K = | detK|‖K‖−1v−K where v+K and v−K are unit vectors. Both u+K ⊥ u−K , and
v+K ⊥ v−K . Given two unimodular 2× 2 matrices K and M , we let b(+,+)(K,M) = v+K · u+M and similarly for
b(+,−), b(−,+), and b(−,−). These quantities are only defined up to a sign.
Proposition 3.3. Let A1, . . . , An be a sequence of 2× 2–matrices whose determinants satisfy
(3.10) max
1≤j≤n
| detAj | ≤ 1.
Suppose that
min
1≤j≤n
‖Aj‖ ≥ µ > n and(3.11)
max
1≤j<n
[log ‖Aj+1‖+ log ‖Aj‖ − log ‖Aj+1Aj‖] < 1
2
logµ.(3.12)
Then
(3.13)
∣∣∣log ‖An · . . . · A1‖+ n−1∑
j=2
log ‖Aj‖ −
n−1∑
j=1
log ‖Aj+1Aj‖
∣∣∣ < Cn
µ
with some absolute constant C.
The case of max
1≤j≤n
| detAj | ≤ κ with some κ > 1 is reduced to κ = 1 as in (3.10) by means of rescaling. A
typical application Proposition 3.3 is as follows. The reader should not be mislead by the slightly cumbersome
formulation of Proposition 3.4 below. It simply captures the differences between a monodromy matrix with
some impurities and a monodromy matrix of the same length without impurities in terms of matrices “from
a previous scale”, i.e., of much shorter length. This is of course accomplished by applying the previous
proposition and the conditions of it are verified in terms of the large deviation theorem for the determinants.
In this way one can “cancel all common factors”. The first formula (3.14) is sufficient for this section, but
the second one, (3.15), will be needed later on. The point is that one has definite knowledge of the signs in
the sums there.
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Proposition 3.4. For any positive integer t and n large (depending on t), there is a set B ⊂ T with
mes (B) < n−100 and so that for all x ∈ T \ B,
log ‖M (k1,...,kt)n (x, ω,E)‖ = log ‖Mn(x, ω,E)‖
+
J∑
j=1
εj
[
log
∥∥M (νj1,...,νjtj )ℓj (x+ njω, ω,E)∥∥− log ‖Mℓj(x+ njω, ω,E)‖]+O( 1n ),(3.14)
with J . t,
∑J2
j=1 tj . t, ℓj . (logn)
A, εj = ±1, 1 ≤ νj1 < . . . < νjtj ≤ ℓj, and some integers nj for
1 ≤ j ≤ J . Alternatively, one has for all x ∈ T \ B,
log ‖M (k1,...,kt)n (x, ω,E)‖ = log ‖Mn(x, ω,E)‖ +
J1∑
j=1
[
∆j(x+mjω)− ∆˜j(x+mjω)
]
+
J2∑
j=1
[
log
∥∥M (νj1,...,νjtj )ℓj (x+ njω, ω,E)∥∥− log ‖Mℓj(x + njω, ω,E)‖]+O( 1n ),(3.15)
with J1, J2 . t, mj some integers, and with the other parameters satisfying the same restrictions as before
(but without being necessarily identical). Moreover,
(3.16) ∆j(x) = log ‖Mgj (x, ω,E)‖+ log ‖Mhj(x+ gjω, ω,E)‖ − log ‖Mgj+hj (x, ω,E)‖
where gj, hj ≍ (logn)A are integers. ∆˜j is defined in a similar way, with the same choice of gj , hj, but with
monodromy matrices containing some number of impurities (no more than t).
Proof. For simplicity, we suppress both ω and E from most of the notation. We apply the avalanche principle
as in Proposition 3.3 to M
(k1,...,kt)
n (x) and Mn(x). To do so, let n =
ν∑
j=1
ℓj where (log n)
C1 ≤ ℓj ≤ 2(logn)C1
for every j. Correspondingly, one can write
M (k1,...,kt)n (x) =
ν∏
j=1
Aj(x) and(3.17)
Mn(x) =
ν∏
j=1
Bj(x)(3.18)
where Aj(x) and Bj(x) are matrix products of length ℓj . More precisely,
Bj(x) =Mℓj (x+ sjω) ,
with sj =
∑
i<j
ℓi, and
Aj(x) =M
(k′1−sj ,...,k′t′−sj)
ℓj
(x+ sjω)
where k′1, . . . , k
′
t′ are precisely those k1, . . . , kt that fall into the interval [sj +1, . . . , sj+1]. We now verify the
conditions (3.11) and (3.12) for the product (3.18). By the uniform upper bound of [BouGol],
(3.19) sup
x∈T
‖Bj(x)‖ ≤ ℓjLℓj + Cℓj1−σ
and by the large deviation theorem,
(3.20) ‖Bj+1(x)Bj(x)‖ ≥ ℓj+1Lℓj+1 + ℓjLℓj − Cℓ1−σ ≥ (ℓj + ℓj+1)Lℓj+ℓj+1 − Cℓ1−σ
up to a set of x of measure not exceeding exp(−ℓσ). Here we again used the rate of convergence estimate
for the Lyapunov exponents from [GolSch], i.e.,
(3.21) ℓj+1Lℓj+1 + ℓjLℓj ≤ (ℓj + ℓj+1)Lℓj+ℓj+1 + C .
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(3.19) and (3.20) provide the local non-collapsing condition (3.12) for the avalanche principle up to to set
of x ∈ T of measure at most n exp(−ℓσ) ≤ n−100 by the choice of ℓ. Furthermore, we can ensure that for
the same x
log ‖Bj(x)‖ ≥ ℓjLℓj − Cℓ1−σ ≥ γ(logn)C1
if n is large. In particular, min
j
‖Bj(x)‖ ≥ n for those x, and (3.11) holds.
To verify the hypotheses of Proposition 3.3 for (3.17) we use Proposition 3.1. By that lemma, there exists a
set B ⊂ T with |B| ≤ exp(−ℓσ) ≤ n−100 so that for all x ∈ T\B
min
j
‖Aj(x)‖ ≥ n
provided n is sufficiently large depending on t. By the same lemma we can ensure that for all x ∈ B and all
1 ≤ j ≤ ν − 1
(3.22) log ‖Aj+1(x)Aj(x)‖ ≥ (ℓj+1 + ℓj)Lℓj+1+ℓj − Cℓ1−σ ,
whereas by Lemma 3.2,
(3.23) max
x
log ‖Aj(x)‖ ≤ ℓjLℓj + Cℓ1−σ .
The local non-collapsing condition for the avalanche principle applied to (3.17) is given by (3.22) and (3.23).
We conclude that there is a set B ⊂ T, mes (B) ≤ n−100, so that for all x ∈ T\B the representation (3.13)
holds for both (3.17) and (3.18) with µ = n2, say. Subtracting these two representations from each other
yields
log ‖M (k1,...,kt)n (x)‖ = log ‖Mn(x)‖ −
∑
j∈J1
log ‖Aj(x)‖ +
∑
j∈J1
log ‖Bj(x)‖
+
∑
j∈J2
log ‖Aj+1(x)Aj(x)‖ −
∑
j∈J2
log ‖Bj+1(x)Bj(x)‖ +O(1/n) .(3.24)
Here J1, and J2 are subsets of {1, . . . , ν} defined as
J1 = {1 ≤ j ≤ ν | Aj 6= Bj} and J2 = {1 ≤ j ≤ ν − 1 |Aj+1Aj 6= Bj+1Bj}.
In other words,
J1 =
{
1 ≤ j ≤ ν
∣∣∣ for some 1 ≤ i ≤ t , ki ∈ [sj + 1, sj+1]}
J2 =
{
1 ≤ j ≤ ν − 1
∣∣∣ for some 1 ≤ i ≤ t− 1 , ki ∈ [sj + 1, sj+2]},
and thus
#J1 ≤ t and #J2 ≤ 2t .
The representation (3.24) is exactly the one stated in (3.14). The obtain (3.15), one needs to combine (and
possibly complete) the sums in (3.24) so that they form the triples that appear in (3.16).
A
 2A 1 A 3 A 4 A 5
Figure 1. An example of impurities
In this process, some terms of the form log ‖Aj+1Aj‖ might be left over, but they come with positive sign.
The reader should consult Figure 3 for an example of a distribution of impurities over some monodromy
matrices (the × marks represent impurities). In the process we just described, one can let A1, A2, A1A2 and
A3, A4, A3A4 form a triple as in (3.16) (clearly, this is not the only way of grouping the matrices). Notice
that in this case the products A2A3 and A4A5 are left over. 
We now turn to a comparison of the averages in (3.4) to the usual Lyapunov exponents.
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Lemma 3.5. For any nonnegative integer t there exists a constant C(t) such that
sup
1≤k1<k2<···<kt≤n
∣∣L(k1,...,kt)n (ω,E)− Ln(ω,E)∣∣ ≤ Cn
for all n.
Proof. For simplicity, we suppress both ω and E from most of the notation. Let
Rt(n) := sup
n
2≤m≤n
sup
1≤k1≤k2≤···≤kt≤n
∣∣L(k1,...,kt)m (E)− Lm(E)∣∣ .
Note that we are allowing some of the kj to be identical, which means that the number of the matrices[ −1 0
0 0
]
is ≤ t. Apply Proposition 3.4. Since each of the quantities in (3.14) is O(n), integrating in x ∈ T
leads to
n
∣∣L(k1,...,kt)n (E) − Ln(E)∣∣ ≤ 3tRt(4(logn)C1) +O(1/n) + t O(n · n−100) .
Therefore, for n ≥ t,
(3.25) nRt(n) ≤ 3tRt([4(logn)C1 ]) + t O
( 1
n
)
.
Define scales n0 = n, and nj+1 = [4(lognj)
C1 ] for j ≥ 0. Iterating (3.25) up to some nk that is determined
by t alone, one obtains
nRt(n) ≤ Ct
k
n0
+
Ctk−1
n1
+
Ctk−2
n2
+ · · ·+ Ct
0
nk
+ 3tnkRt(4nk)
≤ C(t).
Thus Rt(n) ≤ C(t)n , as claimed. 
We now show how to use the avalanche principle to improve on Lemma 2.9 and Proposition 2.10.
Corollary 3.6. There exist constants A and C depending on ω and the potential V , so that for every n ≥ 1∣∣∣ ∫ 1
0
log | det(H[1,n](x, ω)− E)| dx − nLn(ω,E)
∣∣∣ ≤ C(3.26)
‖ log | det(H[1,n](x, ω)− E)| ‖BMO ≤ C(logn)A.(3.27)
In particular, for every n ≥ 1,
(3.28) mes
[
x ∈ T ∣∣ | log | det(H[1,n](x, ω)− E)| − nLn(ω,E)| > H] ≤ C exp(− cH
(logn)A
)
for any H > (log n)A. Moreover, the set on the left-hand side is contained in at most . n intervals each of
which does not exceed the bound stated in (3.28) in length.
Proof. As usual it suffices to consider the case of ω. By definition (3.3) one has
M (1,n)n (x, ω,E) =
[ −1 0
0 0
]
Mn−1(x, ω,E)
[ −1 0
0 0
]
(3.29)
=
[ −fn−1(x, ω,E) fn−2(x+ ω,E)
0 0
] [ −1 0
0 0
]
=
[
fn−1(x, ω,E) 0
0 0
]
.
Hence (3.26) follows from Lemma 3.5. To obtain (3.27) one applies the avalanche principle to (3.29). More
precisely, let n = ℓ1 + (m− 2)ℓ+ ℓm where ℓ ≍ (logn)C0 , ℓ1 ≍ ℓn ≍ ℓ, and set s1 = 0, sj = ℓ1 + (j − 2)ℓ for
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2 ≤ j ≤ m. Then
M (1,n)n (x, ω,E) =
1∏
j=m
Aj(x)
where Aj(x) = Mℓ(x + sjω), for 2 ≤ j ≤ m− 1, and A1(x) = Mℓ1(x), Am(x) = Mℓm(x + smω). As before,
one shows via Proposition 3.1 and Lemma 3.2 that the conditions (3.11) and (3.12) hold up to a set of x of
measure < n−100, say. Hence, by Proposition 3.3,
(3.30) log ‖M (1,n)n (x, ω,E)‖ = −
m−1∑
j=2
log ‖Aj(x)‖ +
m−1∑
j=1
log ‖(Aj+1Aj)(x)‖ +O
(
1
n
)
.
We now recall the following large deviation theorem for sums of shifts of subharmonic functions, see Theo-
rem 3.8 in [GolSch]: For any subharmonic function u on Aρ with bounded Riesz mass and harmonic part
(3.31) mes
[
x ∈ T | ∣∣ n∑
k=1
u(x− kω)− n〈u〉∣∣ > δn] < exp(−cδn+ rn)
where rn . (log n)
A (Theorem 3.8 in [GolSch] is formulated for bounded subharmonic functions, but all
that is needed are a bound on the Riesz mass and the harmonic part). The sums in (3.30) involve shifts by
ℓω rather than ω. In order to overcome this, note that we can take ℓn > 2ℓ, say. Repeating the argument
that lead to (3.30) ℓ − 1 times with the length of A1 increasing by one and that of Am decreasing by one,
respectively, at each step leads to
log ‖M (1,n)n (x, ω,E)‖ = −
1
ℓ
ℓ−1∑
k=0
m−1∑
j=2
log ‖Aj(x + kω)‖+ 1
ℓ
ℓ−1∑
k=0
m−2∑
j=2
log ‖(Aj+1Aj)(x + kω)‖
+
1
ℓ
ℓ−1∑
k=0
uk(x) +O
(
1
n
)
= −1
ℓ
(m−1)ℓ−1∑
j=ℓ
log ‖Mℓ(x+ jω)‖+ 1
ℓ
(m−1)ℓ−1∑
j=ℓ
log ‖M2ℓ(x+ jω)‖
+
1
ℓ
ℓ−1∑
k=0
uk(x) +O
(
1
n
)
.(3.32)
The functions uk compensate for omitting the terms j = 1 and j = m − 1 when summing log ‖Aj+1Aj‖.
They are subharmonic, with Riesz mass and harmonic part bounded by (logn)C0 . Estimating the sums
involvingMℓ and M2ℓ by means of (3.31), and the sums involving uk directly by means of Lemma 2.1 shows
that there exists B ⊂ T of measure ≤ exp(−(logN)C0), so that for all x ∈ T \ B,∣∣∣ log ‖M (1,n)n (x, ω,E)‖ − 〈log ‖M (1,n)n (x, ω,E)‖〉∣∣∣ ≤ (log n)2C0 .
Thus,
log ‖M (1,n)n (x, ω,E)‖ = u0(x) + u1(x) ,
where
‖u0 − 〈log ‖M (1,n)n (·, E)‖〉‖L∞(T) ≤ (logn)2C0 ,
and
‖u1 − 〈log ‖M (1,n)n (·, E)‖〉‖L1(T) . ‖ log ‖M (1,n)n (·, E)‖ ‖L2(T)
√
mes (B)
. n ·
√
mes (B) . exp
(
−1
4
(logn)C0
)
.
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Now apply the splitting lemma, Lemma 2.3 from [BouGolSch] (see the proof of Proposition 2.10 above for
some details concerning the hypotheses of that lemma) one obtains that∥∥∥ log ‖M (1,n)n (x, ω,E)‖∥∥∥
BMO(T)
≤ C
(
(log n)2C0+1 +
√
n · exp
(
−1
4
(logn)C0
))
≤ C (log n)2C0+1 ,
as claimed. 
Remark 3.7. The same method of proof shows that for any nonnegative integer t,∥∥log ‖M (k1,...,kt)n (·, ω, E)‖BMO ∥∥ ≤ C(t) (log n)A,
for large n ≥ n0(t).
The following large deviation theorem in the E variable will be applied later in this paper.
Corollary 3.8. Given N ≫ 1, there exists BN,ω ⊂ T with mes BN,ω < exp
(−(logN)A), such that for each
x ∈ T \ BN,ω there exists EN,ω,x ⊂ C, with mes EN,ω,x ≤ exp
(−(logN)A) such that
(3.33) log
∣∣ fN(x, ω,E) ∣∣> NL(ω,E)− (logN)C
for any E ∈ C \ EN,ω,x.
Proof. It follows the from the large deviation theorem for fN (z, ω,E) that (3.33) holds for any (x,E) ∈
(T×C) \F where mes F < exp (−2(logN)A). By Fubini’s theorem there exists BN,ω ⊂ T with mes BN,ω <
exp
(−(logN)A) such that for any x ∈ T \ BN,ω there exists EN,ω,x ⊂ C with mes EN,ω,x < exp (−(logN)A)
such that (3.33) holds for any E ∈ C \ EN,ω,x, as claimed. 
Remark 3.9. Note that the large deviation theorem in the E-variable from Corollary 3.8 requires the removal
of a small bad set in x. This is in contrast to the LDT in x, which holds uniformly in E. In addition, in the
LDT with respect to the E variable, we do not have any control over the complexity.
One immediate application is the following avalanche principle expansion for fixed x ∈ T.
Corollary 3.10. Given N ≫ 1, let BN,ω ⊂ T and EN,ω,x ⊂ C be as in Corollary 3.8. Then for any
(x,E) ⊂ T \ BN,ω × C \ EN,ω,x
log
∣∣fN(x, ω,E)∣∣ = n−1∑
j=1
log
∥∥Aj+1(E)Aj(E)∥∥−
n−1∑
j=2
log
∥∥Aj(E)∥∥+O (exp(−(logN)A))
where A1(E) = Mℓ1
(
e(x), ω, E
)[1 0
0 0
]
, Aj(E) = Mℓ
(
e
(
x+
(
(j − 2)ℓ+ ℓ1
)
ω
)
, ω, E
)
, j = 2, . . . , n − 1,
An(E) =
[
1 0
0 0
]
Mℓ
(
e
(
x+
(
(n− 2)ℓ+ ℓ1
)
ω
)
, ω, E
)
, ℓ1 + (n− 1)ℓ = N, ℓ1 ≥
(
logN
)A
.
Proof. By Corollary 3.8, the conditions of the avalanche principle hold for all (x,E) ⊂ T\BN,ω×C\EN,ω,x. 
We conclude this section with some simple observations regarding continuity in the variables ω,E.
Lemma 3.11. For any positive integer ℓ,∥∥Mℓ(z, ω1, E1)−Mℓ(z, ω2, E2)∥∥ ≤ Cℓ (1 + sup |V |+ |E1|+ |E2|)ℓ (|ω1 − ω2|+ |E1 − E2|) .
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Lemma 3.12. Let E0 ∈ C. Then
(3.34)
∣∣∣∣∣log
∥∥Mn(z, ω,E)∥∥∥∥Mn(z, ω0, E0)∥∥
∣∣∣∣∣ < exp (−(logn)A)
for any z /∈ BE0,ω0 , mes BE0,ω0 < exp
(−(logn)C), |ω − ω0| + |E − E0| < exp (−(logn)2A) where A ≫ 1.
The same statement also holds for monodromies with impurities.
Proof. By the avalanche principle there exists BE0,ω0 ⊂ T, mes (BE0,ω0) ≤ exp(−
√
ℓ) so that for all z ∈
A0 \ BE0,ω0 one has
log
∥∥Mn(z, E0, ω0)∥∥ = m−1∑
j=1
log
∥∥Bj+1Bj(z, E0, ω0)∥∥− m−1∑
j=2
log
∥∥Bj(z, E0, ω0)∥∥+O(e−cℓ).
Here Bj are monodromies of length ≍ ℓ where ℓ = (log n)C . It follows from Lemma 3.11 that Bj(z, E, ω)
satisfy the conditions of the avalanche principle for z ∈ A0 \ BE0,ω0 and ω,E so that
|ω − ω0|+ |E − E0| < exp
(−ℓ2) .
Subtracting the avalanche principle representations of log
∥∥Mℓ(z, E0, ω0)∥∥ and log∥∥Mℓ(z, E, ω)∥∥, and using
Lemma 3.11, yields (3.34). The same argument also applies to monodromies with impurities, and we are
done. 
Set
LN(y, ω,E) = 〈N−1 log
∥∥MN(e(·+ iy), ω, E)∥∥〉 ,
L(y, ω,E) = lim
N→∞
LN(y, ω,E) ,
LN (ω,E) = LN(0, ω, E), L(ω,E) = L(0, ω, E).
Corollary 3.13. For any positive integer n,∣∣Ln(y, ω,E)− Ln(y, ω0, E0)∣∣ < exp (−(logn)A)
provided |ω − ω0|+ |E − E0| < exp
(−(logn)2A).
Proof. Integrate out (3.34). 
4. Uniform upper estimates on the norms of monodromy matrices
As in the previous section, we only consider the shift model on T. We will need the following version of the
large deviation estimates for the monodromy matrices. Suppose the potential function is analytic on the
annulus Aρ. Then
(4.1) sup
|y|< ρ2
mes
[
x ∈ T | | log ‖MN(x + iy, ω, E)‖ − 〈log ‖MN(·+ iy, ω, E)‖〉| > δN
] ≤ C exp(−cδN)
provided δ > N−1(logN)C . The same proof in [GolSch] that leads to (3.2) also establishes (4.1). Indeed,
if F is analytic on Aρ and one sets Vy(x) := F (e(x + iy)) = F (e(x)e−2πy), then the monodromy Mn, the
Lyapunov exponent Ln, and the determinants fn can all be defined as in Section 2 with Vy instead of V .
Generally speaking, Vy is not real if y 6= 0 (consider, for example, F (z) = z−1 + z) and the equation (2.1) is
therefore no longer given in terms of a self-adjoint operator. However, since the proofs of (4.1) do not depend
on V being real, but only rely on subharmonicity and almost invariance of log ‖MN(x, ω,E)‖, they equally
well apply to the case y 6= 0. This will make it necessary to study the Lyapunov exponent as a function of y.
We start by showing that these Lyapunov exponents are Lipschitz in y. As shown in the following lemma,
this is a rather general property of averages of subharmonic functions.
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Lemma 4.1. Let 1 > ρ > 0 and suppose u is subharmonic on Aρ such that supz∈Aρ u(z) ≤ 1 and∫
T
u(e(x)) dx ≥ 0. Then for any r1, r2 so that 1− ρ2 < r1, r2 < 1 + ρ2 one has
|〈u(r1e(·))〉 − 〈u(r2e(·))〉| ≤ Cρ |r1 − r2|,
here 〈v(·)〉 = ∫ 10 v(ξ)dξ.
Proof. By Lemma 2.1,
u(z) =
∫
log |z − ζ| dµ(ζ) + h(z),
where µ is a positive measure supported on Aρ/2, and h is harmonic on Aρ/2. Moreover, by our assumptions
on u,
µ(Aρ/2) + ‖h‖L∞(Aρ/4) < Cρ.
It is a standard property of harmonic functions on the annulus that
|〈h(r1e(·))〉 − 〈h(r2e(·))〉| ≤ Cρ |r1 − r2|.
On the other hand, for v(z) =
∫
log |z − ζ| dµ(ζ) one has∫
|z|=rj
v(z) dσ(z) =
∫
|ζ|>rj
log |ζ| dµ(ζ) +
∫
|ζ|<rj
log rj dµ(ζ)
for j=1,2. Suppose r1 < r2. Then subtracting these identities from each other yields∫
|z|=r2
v(z) dσ(z)−
∫
|z|=r1
v(z) dσ(z) = −
∫
r1<|ζ|<r2
log
|ζ|
r2
dµ(ζ) +
∫
|ζ|<r1
log
r2
r1
dµ(ζ),
and the lemma follows. 
Then we have the following corollary regarding the continuity of LN in y.
Corollary 4.2. Let LN(y, ω,E) and L(y, ω,E) be defined as above. Then with some constant ρ > 0 that is
determined by the potential,
|LN(y1, ω, E)− LN(y2, ω, E)| ≤ C|y1 − y2| for all |y1|, |y2| < ρ
uniformly in N . In particular, the same bound holds for L instead of LN so that
inf
E
L(ω,E) > γ > 0
implies that
inf
E,|y|≪γ
L(y, ω,E) >
γ
2
.
Proof. This follows immediately from the definitions and Lemma 4.1. 
The following result improves on the uniform upper bound on the monodromy matrices from [BouGol]
and [GolSch]. The (logN)A error here (rather than Nσ, say, as in [BouGol] and [GolSch]) will be crucial for
the study of the fine properties of the integrated density of states as well as the distribution of the zeros of
the determinants.
Proposition 4.3. Let ω be as in (3.1). Assume L(ω,E) > 0. Then for all large integers N ,
sup
x∈T
log ‖MN(x, ω,E)‖ ≤ NLN(ω,E) + C(logN)A ,
for some constants C and A.
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Proof. As usual, we only consider ω and suppress ω and E from most of the notation. Take ℓ ≍ (logN)A.
Write N = (n− 1)ℓ+ r, ℓ ≤ r < 2ℓ and correspondingly
MN(x) =Mr(x + (n− 1)ℓω)
0∏
j=n−2
Mℓ(x + jℓω).
The avalanche principle and the LDT (4.1) imply that for every small y there exists By ⊂ T so that
mes (By) < N−100 and such that for x ∈ [0, 1]\By,
log ‖MN(x + iy)‖ =
n−3∑
j=0
log ‖M2ℓ
(
x+ jℓω + iy
)‖ − n−2∑
j=1
log ‖Mℓ(x+ jℓω + iy)‖
+ log ‖Mr(x+ (n− 1)ℓω)Mℓ(x + (n− 2)ℓω)‖+O(1)
=
n−3∑
j=0
log ‖M2ℓ
(
x+ jℓω + iy
)‖ − n−2∑
j=1
log ‖Mℓ(x+ jℓω + iy)‖+O(ℓ).(4.2)
Combining the elementary almost invariance property
log ‖MN(x+ iy)‖ = ℓ−1
∑
0≤j≤ℓ−1
log ‖MN(x+ jω + iy)‖+O(ℓ)
with (4.2) yields
log ‖MN (x+ iy)‖ = ℓ−1
∑
0≤j<N
log ‖M2ℓ(x + jω + iy)‖(4.3)
−ℓ−1
∑
0≤j<N
log ‖Mℓ(x+ jω + iy)‖+O(ℓ) ,
for any x ∈ [0, 1]\B′y, where mes B′y < N−9. Integrating (4.3) over x shows that
LN(y, E) = 2L2ℓ(y, E)− Lℓ(y, E) +O(ℓ/N).(4.4)
This identity is basically (5.3) in [GolSch] (with y = 0). Since the Lyapunov exponents are Lipschitz in y,
the sub-mean value property of subharmonic functions on the disk D(x, 0; δ) with δ = N−1 in conjunction
with (4.3) and (4.4) implies that, for every x ∈ T,
log ‖MN (x)‖ −
∫ 1
0
log ‖MN(ξ)‖ dξ
≤ −−−
∫∫
D(x,0;δ)
 ∑
0≤j<N
u(ξ + jω + iη)−N〈u(·+ iη)〉
 dξdη
− −−−
∫∫
D(x,0;δ)
 ∑
0≤j<N
v(ξ + jω + iη)−N〈v(·+ iη)〉
 dξdη +O(ℓ) ,(4.5)
where −−−
∫∫
D(x,0;δ)
denotes the average over the disk,
(4.6) u(ξ + iη) := ℓ−1 log ‖M2ℓ(ξ + iη)‖ and v(ξ + iη) := ℓ−1 log ‖Mℓ(ξ + iη)‖,
and 〈·〉 denotes averages over the real line. Note that we have included the error that arises from the bad
sets By into the O(ℓ)-term. Passing to the slightly larger squares Q(x, 0; 2δ) of side-length 2δ that contain
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the disk D(x, 0; δ), one concludes from (4.5) that for every x ∈ T,
log ‖MN(x)‖ −
∫ 1
0
log ‖MN(ξ)‖ dξ
. −−−
∫∫
Q(x,0;2δ)
∣∣∣∣∣∣
∑
0≤j<N
u(ξ + jω + iη)−N〈u(·+ iη)〉
∣∣∣∣∣∣ dξdη
+ −−−
∫∫
Q(x,0;2δ)
∣∣∣∣∣∣
∑
0≤j<N
v(ξ + jω + iη)−N〈v(·+ iη)〉
∣∣∣∣∣∣ dξdη +O(ℓ).(4.7)
By the large deviation estimate (3.31), the absolute values in these integrals do not exceed (logN)A up to
a set of measure N−100, say. Since they cannot exceed CN on this bad set, we are done. 
We now list some simple consequences of this upper bound. We start by observing that Proposition 4.3
applies uniformly in a small neighborhood of ω,E. The size of this neighborhood turns out to be much larger
than the trivial one, which would be e−CN . This has to do with the fact that we do not compare matrices
of length N , but rather those of length (logN)C , as given by the avalanche principle.
Corollary 4.4. Fix ω1 as in (3.1) and E1 ∈ C, |y| < ρ0. Assume that L(y, ω1, E1) > 0. Then
sup
{∥∥MN (e(x+ iy), ω, E)∥∥ : |E − E1|+ |ω − ω1| < exp (−(logN)C) , x ∈ T}
. exp
(
NLN(y, ω1, E1) + (logN)
A
)
for all |y| < ρ0.
Proof. Due to the elementary estimate of Lemma 3.11 the arguments of the previous proof apply uniformly
to all ω,E with
|E − E1|+ |ω − ω1| < exp
(−(logN)C) .
Therefore, the statement of the Proposition 4.3 also holds uniformly in this neighborhood. Finally, by
Corollary 3.13 we can bound everything in terms of the Lyapunov exponents at the points ω1, E1. 
Corollary 4.5. Fix ω1 as in (3.1) and E1 ∈ C, |y| < ρ0. Assume that L(y, ω1, E1) > 0. Let ∂ denote any
of the partial derivatives ∂x, ∂y, ∂E or ∂ω. Then
sup
{∥∥∂MN (e(x+ iy), ω, E)∥∥ : |E − E1|+ |ω − ω1| < e−(logN)C , x ∈ T}
. exp
(
NLN(y, ω1, E1) + (logN)
A
)
for all |y| < ρ0.
Proof. Clearly, for all x, y, ω, E,
∂MN (e(x+ iy), ω, E) =
N∑
n=1
MN−n (e(x+ nω + iy), ω, E)∂
[
λV − E −1
1 0
]
Mn−1 (e(x+ iy), ω, E) .
Since |E −E1|+ |ω−ω1| < e−(logN)C , the statement now follows from Corollary 4.4 and the estimate (3.21)
on the Lyapunov exponents. 
Corollary 4.6. Under the assumptions of the previous corollary,
‖MN (e(x+ iy), ω, E)−MN (e(x1 + iy1), ω1, E1)‖
. (|E − E1|+ |ω − ω1|+ |x− x1|+ |y − y1|) · exp
(
NLN (y1, ω1, E1) + (logN)
A
)
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provided |E − E1|+ |ω − ω1|+ |x− x1| < e−(logN)A , |y1| < ρ0/2, |y − y1| < N−1. In particular∣∣∣∣∣log
∣∣fN(e(x+ iy), ω, E)∣∣∣∣fN(e(x1 + iy1), ω1, E1)∣∣
∣∣∣∣∣ . (|E − E1|+ |ω − ω1|+ |x− x1|+ |y − y1|)
exp (NL(y1, ω1, E1) + (logN)
A
)∣∣fN(e(x1 + iy1), ω1, E1)∣∣ ,
(4.8)
provided the right-hand side of (4.8) is less than 1/2.
Proof. This follows from Corollaries 4.5 and 4.2. 
Corollary 4.7. Using the notation of the previous corollary one has
(4.9)
∣∣∣∣∣log
∥∥MN (e(x+ iy), ω, E)∥∥∥∥MN (e(x1 + iy1), ω1, E1)∥∥
∣∣∣∣∣ < exp (−(logN)A)
(4.10)
∣∣∣∣∣log
∣∣fN (e(x+ iy), ω, E) ∣∣∣∣fN (e(x1 + iy1), ω1, E1) ∣∣
∣∣∣∣∣ < exp (−(logN)A)
for any |E − E1| + |ω − ω1| + |x − x1| + |y − y1| < exp
(−(logN)2A), e(x1 + iy1) ∈ Aρ0/2 \ Bω1,E1 , where
mes Bω1,E1 < exp
(−(logN)A/2), compl(Bω1,E1) . N .
Proof. Due to the large deviation theorem there exists Bω1,E1 as above such that
log
∥∥MN (e(x1 + iy1), ω1, E1)∥∥ ≥ NLN(y1, ω1, E)− (logN)A
for any e(x1 + y1) ∈ Aρ0/2 \ Bω1,E1 . Therefore, (4.9) follows from Corollary 4.6. The proof of (4.10) is
similar. 
Corollary 4.8. Under the assumptions of Corollary 4.6,
(4.11)
∫∫
Aρ0
∣∣∣ log ∣∣fN(z, ω,E)∣∣− log ∣∣fN(z, ω1, E1)∣∣∣∣∣dz ∧ dz¯ ≤ exp(−(logN)A/2)
for any |E − E1|+ |ω − ω1| < exp
(−(logN)A).
Proof. Due to Lemma 2.7
(4.12)
∥∥∥ log ∣∣fN (·, ω˜, E˜)∣∣∥∥∥
L2(Aρ0/2)
≤ N b
for any ω˜, E˜ and some constant b > 0. Therefore, (4.11) follows from (4.10). 
The following proposition presents a typical application of the methods developed so far in this paper. This
result will be considerably refined later in this paper.
Proposition 4.9. Let ω satisfy (3.1). Then for any x0 ∈ T, E0 ∈ R one has
#
{
E ∈ R : fN
(
e(x0), ω, E
)
= 0, |E − E0| < exp
(−(logN)A)} ≤ (logN)A1(4.13)
#
{
z ∈ C : fN(z, ω,E0) = 0, |z − e(x0)| < N−1
} ≤ (logN)A1(4.14)
for all sufficiently large N .
Proof. Due to Corollary 4.4
sup
{
log
∣∣fN (e(x), ω, E)∣∣ : x ∈ T, E ∈ C, |E − E1| < exp (−(logN)A)} ≤ NLN(ω,E1) + (logN)B
for any E1. Due to the large deviation theorem in the E variable, see Corollary 3.8, there exist x1, E1 such
that |x0 − x1| < exp
(−(logN)2A), |E0 − E1| < exp (−(logN)2A) so that
log
∣∣fN (e(x1), ω, E1)∣∣ > NLN(ω,E1)− (logN)4A.
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By Jensen’s formula (5.1),
#
{
E : fN (e(x1), ω, E) = 0, |E − E1| < exp
(−(logN)A)} ≤ (logN)C .
Since
∥∥H(D)N (x0, ω)−H(D)N (x1, ω)∥∥ . exp (−(logN)2A) and since H(D)N (x0, ω) is self adjoint one has
#
{
E : fN(e(x0), ω, E) = 0, |E − E0| < exp
(−(logN)2A)}
≤ #{E : fN (e(x1), ω, E) = 0, |E − E1| < exp (−(logN)A)} ≤ (logN)C .
That proves (4.13). The proof of (4.14) is similar. Indeed, due to Corollary 4.4
sup
{
log
∣∣fN(e(x + iy), ω, E0)∣∣ : x ∈ T, |y| < 2N−1} ≤ NLN(ω,E0) + (logN)A.
By the large deviation theorem, there is x1 with |x0 − x1| < exp(−(logN)C) such that
log
∣∣fN(e(x1), ω, E0)∣∣ > NLN(ω,E0)− (logN)A.
Hence, by Jensen’s formula (5.1),
#
{
z : fN(z, ω,E) = 0, |z − e(x1)| < 2N−1
} ≤ 2(logN)A,
and (4.14) follows. 
Another application of the uniform upper estimates of this section is the following analogue of Wegner’s
estimate from the random case. It will be important that there is only a loss of (logN)A in (4.15).
Lemma 4.10. Suppose ω satisfies (3.1). Then for any N ≫ 1, E ∈ R, H ≥ (logN)A one has
(4.15) mes {x ∈ T : dist (spHN (x, ω), E) < exp(−H)} ≤ exp
(−H/(logN)A) .
Moreover, the set on the left-hand side is contained in the union of . N intervals each of which does not
exceed the bound stated in (4.15) in length.
Proof. By Cramer’s rule∣∣∣∣(HN (x, ω)− E)−1(k,m)∣∣∣∣ =
∣∣f[1,k](e(x), ω, E)∣∣ ∣∣f[m+1,N ](e(x), ω, E)|∣∣fN(e(x), ω, E)∣∣ .
By Proposition 4.3 and (3.8)
log
∣∣f[1,k](e(x), ω, E)∣∣+ log ∣∣f[m+1,N ](e(x), ω, E)∣∣ ≤ NL(ω,E) + (logN)A1
for any x ∈ T. Therefore,∥∥ (HN (x, ω)− E)−1 ∥∥ ≤ N2 exp (NL(ω,E) + (logN)A)∣∣fN(e(x), ω, E)∣∣
for any x ∈ T. Since
dist
(
sp
(
HN (x, ω), E
))−1
=
∥∥ (HN (x, ω)− E)−1 ∥∥ ,
the lemma follows from Corollary 3.6. 
We conclude this section with an application of Lemma 2.16 to the determinants fN .
Corollary 4.11. Suppose ω satisfies (3.1). Given E0 ∈ C and H > (logN)A, there exists
BN,E0,ω(H) ⊂ C, BN,E0,ω(H) ∈ Car1(
√
H,HN2)
such that for any x ∈ T \ BN,E0,ω(H), and large N the following holds: If
log
∣∣fN (e(x), ω, E1) ∣∣ < NL(ω,E1)−H(logN)A, |E0 − E1| < exp(−(logN)C),
then fN (e(x), ω, E) = 0 for some |E − E1| . exp(−
√
H). Similarly, given x0 ∈ T and |y0| < N−1, let
z0 = e(x0 + iy0). Then for any H > (logN)
A, there exists
(4.16) EN,z0,ω(H) ⊂ C, EN,z0,ω(H) ∈ Car1
(√
H,H exp((logN)A)
)
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such that for any E ∈ D(0, A) \ EN,z0,ω(H), the following assertion holds: If
log
∣∣fN(z1, ω, E)∣∣ < NL(ω,E)−H(logN)A, |z0 − z1| < exp(−(logN)C),
then fN
(
z, ω,E
)
= 0 for some |z − z1| . exp(−
√
H).
Proof. Set r0 = exp(−(logN)C) with some large constant C. Fix any z0 with |z0| = 1 and consider the
analytic function
f(z, E) = fN(z0 + (z − z0)N−1, E0 + (E − E0)r0, ω)
on the polydisk P = D(z0, 1)×D(E0, 1). Then, by Proposition 4.3,
sup
P
log |f(z, E)| ≤ NL(E0, ω) + (logN)2C =M
and by the large deviation theorem, see Corollary 3.6,
log |f(z1, E0)| > NL(E0, ω)− (logN)2C = m
for some |z0 − z1| < 1/100, say. By Lemma 2.16 there exists
Bz0,E0,ω(H) ⊂ C, Bz0,E0,ω(H) ∈ Car1(
√
H,H(logN)3C)
so that for any z ∈ D(z0, 1/2) \ Bz0,E0,ω(H) the following holds: If
log |f(z, E1)| < NL(E0, ω)−H(logN)3C
for some |E1−E0| < 1/2, then there is E with |E1−E| . exp(−
√
H) such that f(z, E) = 0. Now let z0 run
over a N−
3
2 -net on |z| = 1 and define BN,E0,ω(H) to be the union of the sets z0+N−1Bz0,E0,ω(H). The first
half of the lemma now follows by taking A sufficiently large and by absorbing some powers of logN into H
if needed. The second half of the lemma dealing with zeros in the z variable can be shown analogously. 
Remark 4.12. We can draw the following conclusion from the preceding corollary: Let ω ∈ Tc,a be fixed,
and define
EN,ω(H) =
⋃
x0
EN,e(x0),ω(H)
where the union runs over a N−1-net of points x0 ∈ T. Then, for any x ∈ T, if
log
∣∣fN(x, ω,E)∣∣ < NL(ω,E)−H(logN)A, E ∈ D(0, A) \ EN,ω(H)
then fN
(
z, ω,E
)
= 0 for some |z − e(x)| . exp(−√H). Moreover, (4.16) holds for EN,ω(H).
The following simple observation will be used in the proof of Theorem 1.4.
Let V (z) be analytic in Aρ0 and let M (V )N (z, ω,E) stand for the monodromies with potential V . Define
L
(V )
N (ω,E) =
1
N
∫
T
log
∥∥M (V )N (e(x), ω, E)∥∥ dx
L(V )(ω,E) = lim
N→∞
LN(V, ω,E) .
Assume that γ0 = L
(V0)(ω0, E0) > 0 for some V0, ω0 ∈ Tc,a, E0 ∈ C.
Lemma 4.13. There exist τ0 = τ0
(
λ, V0, ω0, ρ0, γ0
)
> 0, N0 = N0
(
λ, V0, ω0, ρ0, γ0
)
> 0 as well as α > 0
such that
(4.17)
∣∣∣L(V )N (ω0, E0)− L(V0)N (ω0, E0)∣∣∣ . τα0
for any N > N0 and any V (z) analytic in Aρ0 which satisfies
sup
z∈Aρ0
∣∣V (z)− V0(z)∣∣ < τ0 .
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Proof. In this proof, we will suppress E,ω from our notations. Clearly,
|L(V )n − L(V0)n | . ‖V − V0‖L∞(Aρ0 ) exp(C1 n)
There exists some large n0 such that L
(V0)
n0 > γ0/2 and, moreover, so that the conditions of the avalanche
principle hold with n0 and µ = exp(c n0) with some sufficiently small constant c > 0. Set
τ0 = exp(−4C1 n0)
Then |L(V )n − L(V0)n | . τ
3
4
0 for all n0 ≤ n ≤ 2n0 provided (4.17) holds. By [GolSch] we have L(V ) > 0 and
|L(V )N − 2L(V )2n0 + L(V )n0 | . exp(−c n0/2)
for N ≥ N0 = exp(c n0). Since
|L(V )2n0 − L
(V0)
2n0
|, |L(V )n0 − L(V0)n0 | < τ
1
2
0
we are done. 
5. A corollary of Jensen’s formula
The Jensen formula states that for any function f analytic on a neighborhood of D(z0, R), see [Lev],
(5.1)
∫ 1
0
log |f(z0 +Re(θ))| dθ − log |f(z0)| =
∑
ζ:f(ζ)=0
log
R
|ζ − z0|
provided f(z0) 6= 0. In the previous section, we showed how to combine this fact with the large deviation
theorem and the uniform upper bounds to bound the number of zeros of fN which fall into small disks, in
both the z and E variables. In what follows, we will refine this approach further. For this purpose, it will
be convenient to average over z0 in (5.1). Henceforth, we shall use the notation
νf (z0, r) = #{z ∈ D(z0, r) : f(z) = 0}(5.2)
J(u, z0, r1, r2) = −
∫
D(z0,r1)
dx dy −
∫
D(z,r2)
dξdη [u(ζ)− u(z)].(5.3)
Lemma 5.1. Let f(z) be analytic in D(z0, R0). Then for any 0 < r2 < r1 < R0 − r2
νf (z0, r1 − r2) ≤ 4r
2
1
r22
J(log |f |, z0, r1, r2) ≤ νf (z0, r1 + r2)
Proof. Jensen’s formula yields
J(f, z0, r1, r2) = −
∫
D(z0,r1)
dx dy
[
2
r22
r2∫
0
dr
(
r
∑
f(ζ)=0,ζ∈D(z,r)
log(
r
|ζ − z|)
)]
≤
∑
f(ζ)=0,ζ∈D(z0,r1+r2)
(
1
πr21
)
[
2
r22
r2∫
0
dr
(
r
∫
D(ζ,r)
log(
r
|z − ζ| )dx dy
)]
=
1
4
(
r22
r21
)νf (z0, r1 + r2),
which proves the upper estimate for J(f, z0, r1, r2). The proof of the lower estimates is similar. 
Corollary 5.2. Let f be analytic in D(z0, R0), 0 < r2 < r1 < R0 − r2. Assume that f has no zeros in the
annulus A = {r1 − r2 ≤ |z − z0| ≤ r1 + r2}. Then
νf (z0, r1) = 4
r21
r22
J (log |f |, z0, r1, r2) .
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Corollary 5.3. Let f(z), g(z) be analytic in D(z0, R0). Assume that for some 0 < r2 < r1 < R0 − r2
|J(f, z0, r1, r2)− J(g, z0, r1, r2)| < r
2
2
4r21
Then
νf (z0, r1 − r2) ≤ νg(z0, r1 + r2), νg(z0, r1 − r2) ≤ νf (z0, r1 + r2).
We shall also need a simple generalization of these estimates to averages over general domains. More
precisely, set
νf (D) = #{z ∈ D : f(z) = 0}(5.4)
J(u,D, r2) = −
∫
D
dx dy −
∫
D(z,r2)
dξdη [u(ζ)− u(z)].
Given a domain D and r > 0 , set D(r) = {z : dist(z,D) < r}. Let f(z) be analytic in D(R). Then for any
0 < r2 < r1 < R− r2
(5.5) νf (D(r1 − r2)) ≤ 4mes (D(r1))
r22
J(log |f |,D(r1), r2) ≤ νf (D(r1 + r2))
These results generalize in a straightforward way to subharmonic functions. More precisely, suppose that
(5.6) u(z) =
∫
log |z − ζ|µ(dζ) + h(z) for all z ∈ Ω
where h is harmonic and µ is a non-negative measure on some domain Ω. In what follows, it will be
understood that all averages are taken inside this domain. Then the analogue of Lemma 5.1 is as follows:
Lemma 5.4. Let u be as in (5.6). Then
µ(D(z0, r1 − r2)) ≤ 4r
2
1
r22
J(u, z0, r1, r2) ≤ µ(D(z0, r1 + r2)).
The following lemma is a consequence of some estimates from Section 4.
Lemma 5.5. Suppose z0 ∈ Aρ0/2, E0 ∈ C, and that ω0 is as in (3.1). Let N be large and choose radii ρ1, ρ2
so that
exp
(−(logN)4A) < ρ2 ≪ ρ1 < exp (−(logN)A) , ρ2 < ρ1 exp(−(logN)A)
Then, with constants B ≫ A≫ 1,
(5.7)
∣∣J (log |fN(·, ω, E)|, z0, ρ1, ρ2)− J (log |fN (·, ω0, E0)|, z0, ρ1, ρ2) ∣∣ < e−(logN)B
for any |E − E0|+ |ω − ω0| < exp
(−(logN)2B). In particular,
νfN (·,ω,E)(z0, ρ1) ≤ νfN (·,ω0,E0)(z0, ρ1 + ρ2),
νfN (·,ω0,E0)(z0, ρ1) ≤ νfN (·,ω,E)(z0, ρ1 + ρ2).
Proof. Corollary 4.8 implies (5.7), which in turn leads to the bounds on ν via Corollary 5.3. 
Let Aρ1,ρ2 := {z ∈ C : ρ1 < |z| < ρ2}.
Lemma 5.6.
(5.8)
J
(
N−1 log
∣∣fN(·, ω, E)∣∣,Aρ1,ρ2 , r2) =
(ρ22 − ρ21)−1r−22
∫ ρ1
ρ2
ρ dρ
∫ r2
0
r dr
∫ 1
0
dy
[
LN(ξ(ρ, r, y), ω, E)− LN(ξ(ρ), ω, E)
]
where ξ(ρ, r, y) = log |ρ+ re(y)|, ξ(ρ) = log ρ.
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Proof. Due to the definition of J(u,D, r2) one has
J(log |fN (·, ω, E)|,Aρ1,ρ2 , r2)
=
4π2
|Aρ1,ρ2 |r22
∫ ρ2
ρ1
ρ dρ
∫ r2
0
r dr
{∫ 1
0
dx
∫ 1
0
dy
[
log |fN(ρe(x) + re(y), ω, E)| − log |fN(ρe(x), ω, E)|
]}
=
4π2
|Aρ1,ρ2 |r22
∫ ρ2
ρ1
ρ dρ
∫ r2
0
r dr
{∫ 1
0
dx
∫ 1
0
dy
[
log |fN(|ρ+ re(y)|e(x), ω, E)| − log |fN (ρe(x), ω, E)|
]}
= N(ρ22 − ρ21)−1r−22
∫ ρ1
ρ2
ρ dρ
∫ r2
0
r dr
∫ 1
0
dy
[
LN (ξ(ρ, r, y), ω, E)− LN(ξ(ρ), ω, E)
]
as claimed. 
Corollary 5.7. Let ρ−(y) = e(iy), ρ+(y) = e(−iy), 0 < y < log(1 + ρ0)/4. Then
(5.9)
#
{
z ∈ Aρ−(y),ρ+(y) : fN (z, ω,E) = 0
} ≤ C1y−1·
max
{∣∣LN(e(·+ iy1), ω, E)− LN(e(·+ iy2), ω, E)∣∣ : |y1|, |y2| ≤ 2y}+ C2N−1 .
Proof. By (5.5)
#{z ∈ Aρ−(y),ρ+(y) : fN (z, ω,E) = 0}
≤ 4 |Aρ−(y),ρ+(y)|
ρ+(y)2
J(log |fN(·, ω, E)|,Aρ−(2y),ρ+(2y), ρ+(y))
Combining this with the representation of Lemma 5.6 yields (5.9). 
Corollary 5.8. Using the notations of Lemma 4.13 one has
#
{
z ∈ Aρ0/4 : f (V )N (z, ω,E) = 0
}
≤
#
{
z ∈ Aρ0/2 : f (V0)N (z, ω,E) = 0
}
+ Cτα0 N
6. The Weierstrass preparation theorem for Dirichlet determinants
We start with a discussion of Weierstrass’ preparation theorem for an analytic function f(z, w1, . . . , wd)
defined in a polydisk
(6.1) P = D(z0, R0)×
d∏
j=1
D(wj,0, R0), z0, wj,0 ∈ C 1
2
≥ R0 > 0 .
Lemma 6.1. Assume that f(·, w1, . . . , wd) has no zeros on some circle {z : |z − z0| = ρ0}, 0 < ρ0 < R0/2,
for any w = (w1, . . . , wd) ∈ P1 =
d∏
j=1
D(wj,0, r1) where 0 < r1 < R0. Then there exist a polynomial
P (z, w) = zk+ak−1(w)zk−1+ · · ·+a0(w) with aj(w) analytic in P1 and an analytic function g(z, w), (z, w) ∈
D(z0, ρ0)× P1 so that the following properties hold:
(a) f(z, w) = P (z, w)g(z, w) for any (z, w) ∈ D(z0, ρ0)× P1.
(b) g(z, w) 6= 0 for any (z, w) ∈ D(z0, ρ)× P1
(c) For any w ∈ P1, P (·, w) has no zeros in C \ D(z0, ρ0).
Proof. By the usual Weierstrass argument, one notes that
bp(w) :=
k∑
j=1
ζpj (w) =
1
2πi
∮
|z−z0|=ρ0
zp
∂zf(z, w)
f(z, w)
dz
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are analytic in w ∈ P1. Here ζj(w) are the zeros of f(·, w) in D(z0, ρ0). Since the coefficients aj(w) are
linear combinations of the bp, they are analytic in w. Analyticity of g follows by standard arguments. 
We will repeatedly use the affine maps introduced in the following definition.
Definition 6.2. Given w0 = (w1,0, . . . , wd,0) ∈ Cd, r = (r1, . . . , rd), ri > 0, i = 1, 2, . . . , d, set
Sw0,r(w1, . . . , wd) =
(
r−11 (w1 − w1,0), . . . , r−1d (wd − wd,0)
)
.
Lemma 6.3 describes a typical situation in which Lemma 6.1 can be applied.
Lemma 6.3. Let f(z, w) be analytic in a polydisk P = D(z0, R0) ×
∏d
j=1D(wj,0, R0), z0, wj,0 ∈ C, 1 ≫
R0 > 0. Let M ≥ sup
z,w
log |f(z, w)|, m ≤ log |f(z1, w0)|, where z1 ∈ D(z0, R0/2), w0 = (w1,0, . . . , wd,0).
Then there exists a circle Γρ0 = {|z − z0| = ρ0}, R0/8 < ρ0 < R0/4 such that for any w ∈
d∏
j=1
D(wj,0, r1),
r1 ≍ R0 exp (−C(M −m)) the function f(·, w) has no zeros on Γρ0 . In particular, Lemma 6.1 holds for
f(z, w) with this choice of ρ0 and r1, as well as with k .M −m.
Proof. Let g := f ◦ S−1(z0,w0),r, where r = (R0, . . . , R0). Then g is analytic on the polydisk
P˜ = D(z0, 1)×
d∏
j=1
D(wj,0, 1).
By Jensen’s formula,
k = # {z ∈ D(z0, R0/4) : f(z, w0) = 0} .M −m
Due to Cartan’s estimate one has
log |g(z, 0)| ≥M − C(M −m)
for any z ∈ D(0, 1/4) \ B, where B ∈ Car1 (C1, C1 k). Find 1/8 < ρ0 < 1/4 such that B ∩ Γρ0 = ∅. Then
(6.2) |g(z, 0)| ≥ exp (M − C(M −m))
for any z ∈ Γρ. Note that
|g(z, w)− g(z, 0)| . eM |w|
for any z ∈ D(0, 1), w ∈
d∏
j=1
D(0, 1/2). Taking into account (6.2), one obtains
|g(z, w)| > 1
2
exp (M − C(M −m))
for any z ∈ Γρ0 , provided w ∈
d∏
j=1
D(0, r1), r1 = C−1 exp (−C(M −m)). The proof is completed by undoing
the affine transformation S(z0,w0),r and returning to f . 
We are now going to apply Lemma 6.3 to the Dirichlet determinants fN (z, ω,E). It will be important to
do this in both the z and the E variables. We start with the z-statement.
Proposition 6.4. Given z0 ∈ Aρ0/2, E0 ∈ C, and ω0 as in (3.1), there exist a polynomial
PN (z, ω,E) = z
k + ak−1(ω,E)zk−1 + · · ·+ a0(E,ω)
with aj(ω,E) analytic in D(E0, r1)×D(ω0, r1), r1 ≍ exp
(−(logN)A1) and an analytic function
gN (z, ω,E), (z, ω,E) ∈ P = D(z0, r0)×D(E0, r1)×D(ω0, r1)
with r0 ≍ N−1 such that:
(a) fN(z, ω,E) = PN (z, ω,E)gN(z, ω,E)
(b) gN(z, ω,E) 6= 0 for any (z, ω,E) ∈ P
(c) For any (ω,E) ∈ D(ω0, r1)×D(E0, r1), the polynomial PN (·, ω, E) has no zeros in C \ D(z0, r0)
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(d) k = degPN (·, ω, E) ≤ (logN)A.
Proof. Define w = (z0, ω0, E0) and r = (r, r
′, r′), where r = N−1 and r′ = exp(−(logN)C). Set f = fN◦S−1w0,r
on the polydisk P = D(z0, 1/2)×D(ω0, 1/2)×D(E0, 1/2). Then we can apply Lemma 6.3 to f with R0 = 12 ,
and
M = NLN(ω0, E0) + (logN)
3C , m = NLN (ω0, E0)− (logN)3C .
The choices of M,m follow by the uniform upper bound from Proposition 4.3, and the LDT from Corol-
lary 3.6, respectively. Hence f(z, ω,E) has a Weierstrass representation as given by Lemma 6.3. Undoing
the change of variables allows one to derive the desired representation for fN , and we are done. 
And now for the preparation theorem relative to E. In this case, we will use Lemma 6.1 directly. This
is due to the fact that the LDT in the E-variable as stated in Corollary 3.8, holds not for all x0, but for x0
outside of some small exceptional set. On the other hand, Lemma 6.1 requires a lower bound at w = w0
which might be in this exceptional set.
Proposition 6.5. Given x0 ∈ T, E0 ∈ C, and ω0 as in (3.1), there exist a polynomial
PN (z, ω,E) = E
k + ak−1(z, ω)Ek−1 + · · ·+ a0(z, ω)
with aj(z, ω) analytic in D(z0, r1)× D(ω0, r1), z0 = e(x0), r1 ≍ exp
(−(logN)A1) and an analytic function
gN (z, ω,E), (z, ω,E) ∈ P = D(z0, r1)×D(ω0, r1)×D(E0, r1) such that
(a) fN(z, ω,E) = PN (z, ω,E)gN(z, ω,E)
(b) gN(z, ω,E) 6= 0 for any (z, ω,E) ∈ P
(c) For any (z, ω) ∈ D(z0, r1)×D(ω0, r1), PN (z, ·, ω) has no zeros in C\D(E0, r0), r0 ≍ exp
(−(logN)A0)
(d) k = degPN (z, ·, ω) ≤ (logN)A2
Proof. Recall that due to Proposition 4.9 one has
#
{
E ∈ C : fN (z0, ω0, E) = 0, |E − E0| < exp
(−(logN)A)} ≤ (logN)A2
Find r0 ≍ exp
(−(logN)A0) such that fN(z0, ω0, ·) has no zeros in the annulus{
r0(1− 2N−2) < |E − E0| < r0(1 + 2N−2)
}
.
Since H
(D)
N (z0, ω0) is self adjoint, fN (z, ω, ·) has no zeros in the annulus{
r0(1 −N−2) < |E − E0| < r0(1 +N−2)
}
,
provided |z − z0| ≪ r1 = r0N−4, |ω − ω0| ≪ r1. The proposition now follows from Lemma 6.1. 
We conclude this section with global versions of the previous two propositions. This is done by patching
up the local versions.
Definition 6.6. Let S be a system of polydisks
Pm =
d∏
j=1
D (wm,j,0, rm,j) ⊂ Cd, wm,0 = (wm,1,0, . . . , wm,d,0) ∈ Cd,
m ∈ J , #J < +∞. Let K > 0 be an integer. We say that S has multiplicity ≤ K if no point w ∈ Cd
belongs to more than K polydisks Pm.
Corollary 6.7. There exists a constant A≫ 1 so that for any constant B, and large N there exists a cover
of T× [−B,B]× Tc,a with a system {Pm}m of polydisks
Pm = D(xm,0, r)×D(ωm,0, r)×D(Em,0, r) ⊂ C3, xm,0 ∈ T, Em,0 ∈ [−B,B],
and ωm,0 as in (3.1), and such that
(6.3) r ≍ exp (−(logN)A)
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with the following properties: it has multiplicity . 1 and the property that for each (xm,0, ωm,0, Em,0) Propo-
sition 6.5 applies with r in the role of r1. As similar statement holds for Proposition 6.4 with the radius in
the x-variable comparable to any fixed radius ≤ N−1. In particular, we can choose the same polydisks as
before.
Proof. For any x0 ∈ T, E ∈ [−B,B], and ω ∈ Tc,a, there is a polydisk centered at these points as well as a
radius of size (6.3), so that Proposition 6.5 holds. Hence, there is a finite cover of T× T× [−B,B] by such
polydisks. By Wiener’s covering lemma (which applies equally well to these polydisks), we can pass to a
sub-collection of disjoint polydisks so that their dilations by a factor of three remains a cover. This dilated
subcollection has the desired multiplicity by a volume count. Alternatively, one can just take the union over
a net of points. One proceeds analogously for Propositions 6.4. 
7. Eliminating close zeros using resultants
Let f(z) = zk + ak−1zk−1 + · · ·+ a0, g(z) = zm+ bm−1zm−1+ · · ·+ b0 be polynomials, ai, bj ∈ C. Let ζi,
1 ≤ i ≤ k and ηj , 1 ≤ j ≤ m be the zeros of f(z) and g(z) respectively. The resultant of f and g is defined
as follows:
(7.1) Res(f, g) =
∏
i,j
(ζi − ηj)
The resultant Res(f, g) can be found explicitly in terms of the coefficients, see [Lan], page 200:
(7.2) Res(f, g) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
m︷ ︸︸ ︷
1 0 · · ·
ak−1 1 · · ·
ak−2 ak−1 · · ·
· · · · · · · · ·
· · · · · · · · ·
· · · · · · · · ·
a0 a1
0 a0
k︷ ︸︸ ︷
1 0 · · · 0
bm−1 1 · · · · · ·
bm−2 bm−1 · · · · · ·
· · · · · · · · · · · ·
· · · · · · · · · · · ·
· · · · · · · · · · · ·
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
In particular, one has the following property:
Lemma 7.1. Let f(z;w) = zk + ak−1(w)zk−1 + · · · + a0(w), g(z;w) = zm + bm−1(w)zm−1 + · · · + b0(w)
be polynomials whose coefficients ai(w), bj(w) are analytic functions defined in a domain G ⊂ Cd. Then
Res(f(·, w), g(·, w)) is analytic in G.
The goal of this section is to separate the zeros of two analytic functions by means of shifts. This will
be reduced to the same question for polynomials by means of the previous section. We start with a simple
observation regarding the resultant of a polynomial and a shifted version of another polynomial.
Lemma 7.2. Let f(z) = zk + ak−1zk−1 + · · ·+ a0, g(z) = zm+ bm−1zm−1+ · · ·+ b0 be polynomials. Then
(7.3) Res (f(·+ w), g(·)) = (−w)n + cn−1wn−1 + · · ·+ c0
where n = km, and c0, c1 · · · are some coefficients.
Proof. Let ζj , 1 ≤ j ≤ k (resp. ηi, 1 ≤ i ≤ m) be the zeros of f(·) (resp. g(·)). The zeros of f(· + w) are
ζj − w, 1 ≤ j ≤ k. Hence
(7.4) Res (f(·+ w), g(·)) =
∏
i,j
(ζj − w − ηi)
and (7.3) follows. 
The following lemma gives some information on the coefficients in (7.3).
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Lemma 7.3. Let Ps(z, w) = z
ks+as,ks−1(w)zks−1+· · ·+as,0(w), z ∈ C, where as,j(w) are analytic functions
defined in some polydisk P =∏
i
D(wi,0, r), w = (w1, . . . , wd) ∈ Cd, w0 = (w1,0, . . . , wd,0) ∈ Cd, s = 1, 2. Set
χ(η, w) = Res (P1(·, w), P2(·+ η, w)), η ∈ C, w ∈ P. Then
(7.5) χ(η, w) = (−η)k + bk−1(w)ηk−1 + · · ·+ b0(w)
where k = k1k2, bj(w) are analytic in P, j = 0, 1, . . . , k − 1. Moreover, if the zeros of Pi(·, w) belong to the
same disk D(z0, r0), i = 1, 2 then for all 0 ≤ j ≤ k − 1,
(7.6)
∣∣bj(w)∣∣ ≤ ( k
k − j
)
(2r0)
k−j ≤ (2r0k)k−j
Proof. The relation (7.5) with some coefficients bj(w) follows from Lemma 7.2. (7.6) follows from the
expansion (7.4). By Lemma 7.2, χ(η, w) is analytic in C×P . Therefore bj(w) = (j!)−1(∂η)jχ(η, w)
∣∣∣
η=0
are
analytic j = 0, 1, . . . , k − 1. 
The following lemma allows for the separation of the zeros of one polynomial from those of a shifted
version of another polynomial. This will be the main mechanism for eliminating certain “bad” rotation
numbers ω.
Lemma 7.4. Let Ps(z, w) be polynomials in z as in Lemma 7.3, s = 1, 2. In particular, w ∈ P where P is
a polydisk of some given radius r > 0. Assume that ks > 0, s = 1, 2 and set k = k1k2. Suppose that for any
w ∈ P the zeros of Ps(·, w) belong to the same disk D(z0, r0), r0 ≪ 1, s = 1, 2. Let t > 16k r0 r−1. Given
H ≫ 1 there exists a set BH ⊂ P such that Sw0,(16kr0t−1,r,...,r)(BH) ∈ Card(H1/d,K), K = CHk and for
any w ∈ D(w1,0, 8kr0/t)×
d∏
j=2
D(wj,0, r/2) \ BH one has
(7.7) dist
({
zeros of P1(·, w)
}
,
{
zeros of P2 (·+ t(w1 − w1,0), w)
}) ≥ e−CHk .
Proof. Define χ(η, w) as in Lemma 7.2. Note that for any w ∈ P one has
|χ(η, w)| ≥ |η|k
1− ∞∑
j=1
(
2r0k
|η|
)j ≥ 1
2
|η|k
provided |η| ≥ 8r0 k. Furthermore, for any w ∈ P ,
|χ(η, w)| ≤ |η|k
1 + ∞∑
j=1
(
2r0k
|η|
)j ≤ 2|η|k.
provided |η| ≥ 8r0 k. Hence, by the maximum principle,
sup
{∣∣χ(η, w)∣∣ : |η| ≤ 16r0k} ≤ 2(16kr0)k .
Set
f(w) = χ
(
t(w1 − w1,0), (w1, w2, . . . , wd)
)
, w1 ∈ D(w1,0, 16kr0/t), (w2, . . . , wd) ∈
d∏
j=2
D(wj,0, r).
This function is well-defined because 16kr0/t < r by our lower bound on t. By the preceding,
sup
w
|f(w)| ≤ 2(16kr0)k,
∣∣f(w1,0 + 8kr0/t, w2,0, . . . , wd,0)∣∣ > 1
2
(8kr0)
k.
We can therefore apply Lemma 2.14 to
φ = f ◦ S−1w0,(16kr0/t,r,...,r) with M = log 2 + k log(12kr0), m = − log 2 + k log(8kr0).
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Thus, in view of Remark 2.15, given H ≫ 1 there exists B(1)H ⊂ P such that
Sw0,(16kr0t−1,r,...,r)
(
B(1)H
)
∈ Card
(
H1/d,K
)
, K = CkH,
and such that for any
(w1, . . . , wd) ∈ D(w1,0, 8kr0/t)×
d∏
j=2
D(wj,0, r/2) \ B(1)H
one has |f(w)| > e−CHk. Recall that due to basic properties of the resultant
|f(w)| =
∏
i,j
|ζi,1(w)− ζj,2(w)|
where ζi,1(w), ζj,2(w) are the zeros of P1(·, w), and P2(·+ t(w1 − w1,0), w), respectively. Since r0 ≪ 1, this
implies (7.7), and we are done. 
Lemma 7.4 of course applies to polynomials Ps(z) that do not depend on w at all. This example is
important, and explains why quantities like K have the stated form. Next, we combine Lemma 7.4 with the
Weierstrass preparation theorem from the previous section, more precisely, Lemma 6.3. This allows us to
separate the zeros of two analytic functions, one of which is shifted.
Corollary 7.5. Let fs(z, w) be analytic functions, s = 1, 2, defined in a polydisk
P = D(z0, R0)×
d∏
j=1
D(wj,0, R0), z0, wj,0 ∈ C, 1≫ R0 > 0.
Let, for s = 1, 2,
Ms ≥ sup
z,w
log |fs(z, w)|,
ms ≤ log |fs(z1s, w0)| where z1s ∈ D(z0, R0/2), w0 = (w1,0, . . . , wd,0).
Now define M = max
s=1,2
Ms and m = min
s=1,2
ms and assume that M −m ≥ 1. Let
(7.8) r = R0 exp (−C(M −m)) , t > exp (2C(M −m))
with some large constant C. Given H ≫ 1, there exists a set
BH ⊂
d∏
j=1
D(wj,0, R0), Sw0,(R0t−1,r,...,r)(BH) ∈ Card
(
H1/d,K
)
, K = CH(M −m)2
such that for any
w = (w1, . . . , wd) ∈ D(w1,0, R0/2t)×
d∏
j=2
D(wj,0, r/2) \ BH ,
one has
dist
({
zeros of f1(·, w)
} ∩ D(z0, R0/2),{zeros of f2 (·+ t(w1 − w1,0), w)} ∩ D(z0, R0/2))
≥ exp (− CH(M −m)2)
Proof. By Lemma 6.3 there is the representation
fs(z, w) = Ps(z, w)gs(z, w),
where Ps(z, w), gs(z, w) satisfy properties (a)–(c) in Lemma 6.1 with ρ0 ≍ R0 and r1 = r as in (7.8). Let
ks be the degree of the polynomial Ps(·, w), s = 1, 2. Then ks . M −m, s = 1, 2. We may assume that
k1k2 > 0, otherwise the corollary is void. Now apply Lemma 7.4 with r0 = ρ0 and the above choice of r. 
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8. Eliminating double resonances for most energies
We now obtain a version of Corollary 7.5 for the special case of Dirichlet determinants. It will be
formulated locally, in the sense that we cover the parameter space by polydisks, so that locally on each one
of them we obtain the desired separation of the zeros in the z-variable. In what follows, we use the notation
(8.1) Z(f, z0, r0) = {z ∈ C : f(z) = 0, |z − z0| < r0}.
Lemma 8.1. Let C1 > 1 be an arbitrary constant. Given ℓ1 ≥ ℓ2 ≫ 1, t > exp
(
(log ℓ1)
A
)
, H ≫ 1, there
exists a cover of T× Tc,a × [−C1, C1] by a system S of polydisks
(8.2) D(xm, r)×D(ωm, rt−1)×D(Em, r), xm ∈ T, Em ∈ [−C1, C1],
with ωm ∈ Tc,a, and r = exp
(−(log ℓ1)A2), and which satisfies the following properties: S has multiplicity
. 1, cardinality #(S) . t exp((log ℓ1)A1) and for each m, there exists a subset Ωℓ1,ℓ2,t,H,m ⊂ D(ωm, rt−1/2)
with
Sωm,rt−1/2(Ωℓ1,ℓ2,t,H,m) ∈ Car1(H1/2,K), K = (log ℓ1)B
such that for any ω ∈ D (ωm, rt−1/2) \ Ωℓ1,ℓ2,t,H,m there exists a subset
Eℓ1,ℓ2,t,H,ω,m ⊂ D(Em, r), SEm,r (Eℓ1,ℓ2,t,H,ω,m) ∈ Car1
(
H1/2,K
)
such that for any E ∈ D(Em, r) \ Eℓ1,ℓ2,t,H,ω,m one has
(8.3) dist
(
Z(fℓ1(·, ω, E), e(xm), r),Z(fℓ2(·e(tω), ω, E), e(xm), r)) > e−H(log ℓ1)C .
Proof. Take x0 ∈ T, z0 = e(x0), ω0 ∈ Tc,a, E0 ∈ R. Due to the Weierstrass preparation theorem for Dirichlet
determinants, see Proposition 6.4, one has the representation
fℓ1
(
z, ω,E
)
= P1(z, ω,E)g1(z, ω,E)
fℓ2
(
z + tω0, ω, E
)
= P2(z, ω,E)g2(z, ω,E)
with z ∈ D(z0, r), (ω,E) ∈ D(ω0, r) × D(E0, r), r ≍ exp
(−(log ℓ1)A), where Pi, gi satisfy the properties
(a)–(d) stated in that proposition. Let ki, i = 1, 2 be the degrees of Pi(·, E, ω). We may assume that ki > 0,
i = 1, 2. Recall that ki < (log ℓ1)
A, i = 1, 2 due to property (d). Due to Lemma 7.4, given t > exp
(
(log ℓ1)
B
)
,
H > (log ℓ1)
B there exists a set Bℓ1,ℓ2,t,H,z0,ω0,E0 ⊂ D(ω0, r)×D(E0, r/2t),
S(ω0,E0),(r/2t,r) (Bℓ1,ℓ2,t,H,z0,ω0,E0) ∈ Car2
(
H1/2,K
)
such that (8.3) is valid for any
(ω,E) ∈ D(ω0, r/2t)×D(E0, r/2) \ Bℓ1,ℓ2,t,H,z0,ω0,E0 .
By the definition of Car2 sets there exists Ωℓ1,ℓ2,t,H,z0,E0 ⊂ D(ω0, r/2t),
Sω0,r/2t (Ωℓ1,ℓ2,t,H,z0,ω0,E0) ∈ Car1
(
H1/2,K
)
such that for any ω ∈ D(ω0, r/2t) \ Ωℓ1,ℓ2,t,H,z0,ω0,E0 the set
Eℓ1,ℓ2,t,H,z0,ω0,ω,E0 = {E ∈ D(E0, r0) : (ω,E) ∈ Bℓ1,ℓ2,t,H,z0,ω0,E0}
satisfies
SE0,r (Eℓ1,ℓ2,t,H,z0,ω0,E0,ω) ∈ Car1
(
H1/2,K
)
.
Letting (x0, ω0, E0) run over an appropriate net in T × Tc,a × [−C1, C1] completes the proof of the lemma.
See the proof of Corollary 6.7 for the details of this. 
We now transfer the separation of the zeros to the separation of the eigenvalues.
44 MICHAEL GOLDSTEIN AND WILHELM SCHLAG
Corollary 8.2. Let A ≫ B ≫ 1. Given ℓ1 ≥ ℓ2 ≫ 1, t > exp
(
(log ℓ1)
A
)
, H ≫ 1, there exist a set
Ωℓ1,ℓ2,t,H ⊂ T with
mes (Ωℓ1,ℓ2,t,H) . e
−√H , compl(Ωℓ1,ℓ2,t,H) . tH exp((log ℓ1)
B)
and for each ω ∈ Tc,a \ Ωℓ1,ℓ2,t,H there is a set Eℓ1,ℓ2,t,H,ω ⊂ C with
mes (Eℓ1,ℓ2,t,H,ω) . te−
√
H , compl(Eℓ1,ℓ2,t,H,ω) . tH2 exp((log ℓ1)B)
with the following property: For any ω ∈ Tc,a \ Ωℓ1,ℓ2,t,H and any x0 ∈ T,
dist
(
sp
(
H
(D)
ℓ1
(x0, ω)
) \ Eℓ1,ℓ2,t,H,ω , sp(H(D)ℓ2 (x0 + tω, ω))) ≥ e−H2(log ℓ1)A .
Similarly, if z1 = e(x1 + iy1) with |y1| ≤ r and E ∈ [−C,C] \ Eℓ1,ℓ2,t,H,ω, then
fℓ1(z1, ω, E) = 0, fℓ2(z2e(tω), ω, E) = 0
implies that |z1 − z2| > e−H(log ℓ1)A .
Proof. Set H˜ = H(log ℓ1)
B
2 . Let Eℓs,ω(H˜2) be the sets defined in Remark 4.12, s = 1, 2. With Ωℓ1,ℓ2,t,H˜,m
and Eℓ1,ℓ2,t,H˜,ω,m as in Lemma 8.1, set
Ωℓ1,ℓ2,t,H =
⋃
m
Ωℓ1,ℓ2,t,H˜,m, Eℓ1,ℓ2,t,H,ω = Eℓ1,ω(H˜2) ∪ Eℓ2,ω(H˜2) ∪
⋃
m
Eℓ1,ℓ2,t,H˜,ω,m
where the union runs over all m in (8.2). Then, with r as in (8.2),
mes (Ωℓ1,ℓ2,t,H) .
∑
m
r t−1e−
√
H˜ . t r−4r t−1e−
√
H˜ . e−
√
H ,
and, with K as in Lemma 8.1,
compl(Ωℓ1,ℓ2,t,H) . tr
−4K . tr−4H˜ (log ℓ1)B . tH exp((log ℓ1)B).
Similarly, invoking (4.16) as well as Lemma 8.1, it follows that
compl(Eℓ1,ℓ2,t,H,ω) . tr−4K + H˜2 exp((log ℓ1)B) . tH2 exp((log ℓ1)B)
mes (Eℓ1,ℓ2,t,H,ω) . (1 + t r−4 r2)e−
√
H˜ . te−
√
H ,
as claimed. Now assume that fℓ1(z1, ω, E1) = 0, fℓ2
(
z1e(tω), ω, E2
)
= 0 for arbitrary z1 = e(x0), and
(8.4) |E1 − E2| < e−H2(log ℓ1)A , E1 ∈ [−C,C] \ Eℓ1,ℓ2,t,H,ω, ω ∈ Tc,a \ Ωℓ1,ℓ2,t,H .
Fix some m from (8.2) such that (x0, ω, E1) ∈ D(xm, r)×D(Em, r) ×D(ωm, r). Then∣∣fℓ2(z1, ω, E1)∣∣ . |E1 − E2| exp (ℓ2L(ω,E1) + (log ℓ2)B) < exp (ℓ2L(ω,E1)−H2(log ℓ1)A/2)
. exp
(
ℓ2L(ω,E1)− H˜2(log ℓ1)B
)
By our choice of E1, there exists z2 so that |z2 − z1| < exp(−H(log ℓ1)B), for which
fℓ2
(
z2e(tω), ω, E1
)
= 0,
see Lemma 2.16 and Remark 4.12. But this would mean that
dist
({
zeros of fℓ1(·, ω, E1)
} ∩ D(e(xm), 2r),{zeros of fℓ2(·e(tω), ω, E1)} ∩ D(e(xm), 2r)) < e−H(log ℓ1)B
which contradicts (8.3) by our choice of ω. The final statement of the corollary is an immediate consequence
of (8.3). 
By means of the Wegner-type estimate from Lemma 4.10 we can formulate a version of Corollary 8.2
which is based on the removal of a set of x ∈ T rather than a set of energies.
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Corollary 8.3. Let A ≫ B ≫ 1. Given ℓ1 ≥ ℓ2 ≫ 1, t > exp
(
(log ℓ1)
A
)
, H ≫ 1, there exists a set
Ωℓ1,ℓ2,t,H ⊂ T with
mes (Ωℓ1,ℓ2,t,H) . e
−√H , compl(Ωℓ1,ℓ2,t,H) . tH exp((log ℓ1)
B)
and for each ω ∈ Tc,a \ Ωℓ1,ℓ2,t,H there is a set Bℓ1,ℓ2,t,H,ω ⊂ T with
mes (Bℓ1,ℓ2,t,H,ω) . te−
√
H , compl(Bℓ1,ℓ2,t,H,ω) . tH2 exp((log ℓ1)B)
with the following property: For any ω ∈ Tc,a \ Ωℓ1,ℓ2,t,H and any x0 ∈ T \ Bℓ1,ℓ2,t,H,ω,
dist
(
sp
(
H
(D)
ℓ1
(x0, ω)
)
, sp
(
H
(D)
ℓ2
(x0 + tω, ω)
)) ≥ exp(−H(log ℓ1)A1) .
Proof. We need to remove the set
Bℓ1,ℓ2,t,H,ω = {x ∈ T : sp
(
H
(D)
ℓ1
(x, ω)
) ∩ Eℓ1,ℓ2,t,H,ω 6= ∅},
where the set Eℓ1,ℓ2,t,H,ω is as in (8.2). The corollary now follows from Lemma 4.10. 
9. Localized Dirichlet eigenfunctions on a finite interval
In this section we apply the results of the previous sections to the study of the eigenfunctions of the
Hamiltonian restricted to intervals on the integer lattice.
Lemma 9.1. Let ω ∈ Tc,a. Suppose L(ω,E0) > 0,
(9.1) log
∣∣fN (z0, ω, E0)∣∣ > NL(ω,E0)−K/2
for some z0 = e(x0), x0 ∈ T, E0 ∈ R, N ≫ 1, K > (logN)A. Then∣∣G[1,N ](z0, ω, E)(j, k)∣∣ ≤ exp(−γ
2
(k − j) +K
)
(9.2) ∥∥G[1,N ](z0, ω, E)∥∥ ≤ exp(K)(9.3)
where G[1,N ](z0, ω, E0) = (H(z0, ω)− E0)−1 is the Green’s function, γ = L(ω,E0), 1 ≤ j ≤ k ≤ N .
Proof. By Cramer’s rule and the uniform upper bound of Proposition 4.3 as well as the rate of convergence
estimate (3.8), ∣∣G[1,N ](z0, ω, E)(j, k)∣∣ = ∣∣fj−1(z0, ω, E0)∣∣ · ∣∣fN−k(z0e(kω), ω, E0)∣∣·∣∣fN(z0, ω, E0)∣∣−1 ≤ ∣∣fN(z0, ω, E0)∣∣−1
exp
(
NL(ω,E0)− (k − j)L(ω,E0) + (logN)C
)(9.4)
Therefore, (9.2) follows from condition (9.1). Estimate (9.3) follows from (9.2). 
Any solution of the equation
(9.5) −ψ(n+ 1)− ψ(n− 1) + v(n)ψ(n) = Eψ(n) , n ∈ Z ,
obeys the relation
(9.6) ψ(m) = G[a,b](E)(m, a− 1)ψ(a− 1) + G[a,b](E)(m, b + 1)ψ(b+ 1), m ∈ [a, b].
where G[a,b](E) =
(
H[a,b] − E
)−1
is the Green’s function, H[a,b] is the linear operator defined by (9.5) for
n ∈ [a, b] with zero boundary conditions. In particular, if ψ is a solution of equation (9.5), which satisfies a
zero boundary condition at the left (right) edge, i.e.,
ψ(a− 1) = 0 (resp. ψ(b + 1) = 0) ,
then
ψ(m) = G[a,b](m, b + 1)ψ(b+ 1)(
resp. ψ(m) = G[a,b](m, a− 1)ψ(a− 1)
)
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If, for instance, in addition
∣∣G(m, b+ 1)∣∣ < 1, then |ψ(m)| < |ψ(b+ 1)|.
The following lemma states that after removal of certain rotation numbers ω and energies E, but uniformly
in x ∈ T, only one choice of n ∈ [1, N ] can lead to a determinant fℓ(x + nω, ω,E) with ℓ ≍ (log n)C which
is not large. This relies on the elimination results of Section 8 and is of crucial importance for all our
subsequent work.
Lemma 9.2. Given N , there exists ΩN ⊂ T with mes (ΩN ) < exp
(−(logN)C2), compl(ΩN ) < exp ((logN)C1),
C1 ≪ C2 such that for all ω ∈ Tc,a \ ΩN there is EN,ω ⊂ R, mes (EN,ω) < e−(logN)C2 , compl(EN,ω) <
e(logN)
C1
, with the following property: For any x ∈ T and any ω ∈ Tc,a \ ΩN , E ∈ R \ EN,ω either
(9.7) log
∣∣fℓ(e(x+ nω), ω, E)∣∣ > ℓL(ω,E)−√ℓ
for all ℓ ≍ (logN)C and all 1 ≤ n ≤ N , or there exists n1 = n1(x, ω,E) ∈ [1, N ] such that (9.7) holds for
all n ∈ [1, N ] \ [n1 − L, n1 + L], L ≍ exp
(
(log logN)A
)
, but not for n = n1. However, in this case
(9.8)
∣∣f[1,n](e(x), ω, E)∣∣ > exp (nL(ω,E)− (logN)C)
for each 1 ≤ n ≤ n1 − L and
(9.9)
∣∣f[n,N ](e(x), ω, E)∣∣ > exp ((N − n)L(ω,E)− (logN)C)
for each n1 + L ≤ n ≤ N .
Proof. Define ΩN =
⋃
Ωℓ1,ℓ2,t,H where the union runs over ℓ1, ℓ2 ≍ (logN)C , N > t > exp
(
(log logN)A
)
with fixed H ≍ (logN)C/100. Here Ωℓ1,ℓ2,t,H is as in Corollary 8.2. Similarly, for any ω ∈ Tc,a \ ΩN set
EN,ω =
⋃
(logN)C≤k≤N
Ek,ω(H) ∪
⋃
Eℓ1,ℓ2,t,H,ω
where the second union is the same as before, and where Ek,ω(H) are as in Remark 4.12. The measure and
complexity estimates follow from Corollary 8.2. Now suppose (9.7) does not hold. Then
log
∣∣fℓ1(e(x+ n1ω), ω, E)∣∣ < ℓ1L(ω,E)−√ℓ1
for some 1 ≤ n1 ≤ N and ℓ1 ≍ (logN)C . By Lemma 2.16 and Remark 4.12 there exists z1 with |z1 − e(x+
n1ω)| < e−ℓ
1
4
1 and
fℓ1(z1, ω, E) = 0 .
If
log
∣∣fℓ2(e(x+ n2ω), ω, E)∣∣ < ℓ2L(ω,E)−√ℓ2
for some ℓ2 ≍ (logN)C and |n2 − n1| > exp
(
(log logN)A
)
, then for some z2, and t = n1 − n2
fℓ2 (z2e(tω), ω, E) = 0
with |z1 − z2| < e−(logN)C , which contradicts our choice of (ω,E), see Corollary 8.2. Thus (9.7) holds for
all ℓ ≍ (logN)C and 1 ≤ n ≤ N , |n − n1| > exp
(
(log logN)A
)
, as claimed. This allows one to apply the
avalanche principle at scale ℓ ≍ (logN)C to f[1,n]
(
e(x), ω, E
)
with (logN)C ≪ n ≤ n1 − L. It yields that
log
∣∣f[1,n](e(x), ω, E)∣∣ ≥ nL(ω,E)− C n
(logN)C
> 0 .
Note that by Lemma 3.11, if (9.7) holds at x, then also for all z ∈ D(e(x), e−ℓ). Thus,
(9.10) f[1,n](z, ω,E) 6= 0
for those z by the avalanche principle. Now suppose
log
∣∣f[1,n](e(x), ω, E)∣∣ ≤ nL(ω,E)− (logN)B
for some large constant B. By our choice of E,
f[1,n](z, ω,E) = 0
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for some |z − e(x)| < exp (−(logN)B/2). This contradicts (9.10) provided B is sufficiently large. Hence,
(9.8) holds and (9.9) follows from a similar argument. 
Remark 9.3. It follows from Lemma 3.11 that (9.7) is stable under perturbations of E by an amount < e−Cℓ.
More precisely, if (9.7) holds for E, then
log
∣∣fℓ(e(x+ nω), ω, E′)∣∣ > ℓL(E′, ω)− 2√ℓ
for any E′ with |E′ − E| < e−Cℓ. Inspection of the previous proof now shows that (9.8) and (9.9) are also
stable under such perturbations.
The previous lemma yields the following finite volume version of Anderson localization.
Proposition 9.4. For any x, ω ∈ T, let
{
E
(N)
j (x, ω)
}N
j=1
and
{
ψ
(N)
j (x, ω, ·)
}N
j=1
denote the eigenvalues
and normalized eigenvectors of H[1,N ](x, ω), respectively. Let ΩN and EN,ω be as in the previous lemma.
If ω ∈ Tc,a \ ΩN and for some j, E(N)j (x, ω) /∈ EN,ω, then there exists a point ν(N)j (x, ω) ∈ [1, N ] (which
we call the center of localization) so that for any exp
(
(log logN)A
) ≤ Q ≤ N and with ΛQ := [1, N ] ∩[
ν
(N)
j (x, ω)−Q, ν(N)j (x, ω) +Q
)
one has
(i) dist
(
E
(N)
j (x, ω), spec
(
HΛQ(x, ω)
))
< e−(logN)
C
(ii)
∑
k∈[1,N ]\ΛQ
∣∣ψ(N)j (x, ω; k)∣∣2 < e−Qγ/4, where γ > 0 is a lower bound for the Lyapunov exponents.
Proof. Fix N , ω ∈ Tc,a \ ΩN and E(N)j (x, ω) /∈ EN,ω. Let n1 = ν(N)j (x, ω) be such that∣∣ψ(N)j (x, ω;n1)∣∣ = max
1≤n≤N
∣∣ψ(N)j (x, ω;n)∣∣ .
Fix some ℓ ≍ (logN)C and suppose that, with E = E(N)j (x, ω), and Λ0 := [1, N ] ∩ [n1 − ℓ, n1 + ℓ],
(9.11) log
∣∣fΛ0(x, ω,E)∣∣ > |Λ0|L(ω,E)−√ℓ
By Lemma 9.2 ∣∣GΛ0(x, ω,E)(k, j)∣∣ < exp(−γ2 ∣∣k − j∣∣+ C√ℓ)
for all k, j ∈ Λ0. But this contradicts the maximality of
∣∣ψ(N)j (x, ω;n1)∣∣ due to (9.6). Hence (9.11) above
fails, and we conclude from Lemma 9.2 that
log
∣∣fΛ1(x, ω,E)∣∣ > |Λ1|L(ω,E)−√ℓ
for every Λ1 = [k − ℓ, k + ℓ] ∩ [1, N ] provided |k − n1| > exp
(
(log logN)A
)
. Since (9.11) fails, we conclude
that fΛ0(z0, ω, E) = 0 for some z0 with |z0 − e(x)| < e−ℓ
1/4
. By self-adjointness of HΛ0(x, ω,E) we obtain
dist (E, spec (HΛ0(x, ω))) < e
−ℓ1/4 ,
as claimed (the same arguments applies to the larger intervals ΛQ around n0).
From (9.8) of the previous lemma with n = n1 − Q/2 (if n1 − Q/2 < 1, then proceed to the next case)
one concludes that
(9.12)
∣∣G[1,n1− 12Q](x, ω,E)(k,m)∣∣ < exp (−γ|k −m|+ (logN)C)
for all 1 ≤ k,m ≤ n1 − 12Q. In particular,∣∣ψ(N)j (x, ω; k)∣∣ < e−γ2 |n1− 12Q−k|
for all 1 ≤ k ≤ n1 −Q. Finally, the same reasoning applies to
G[n1+ 12Q,N ](x, ω,E)
via (9.9) of the previous lemma, and (ii) follows. 
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The following corollary deals with the stability of the localization statement of Proposition 9.4 with respect
to the energy. As in previous stability results of this type in this paper, the most important issue is the
relatively large size of the perturbation, i.e., exp(−(logN)B) instead of e−N , say.
Corollary 9.5. Let ΩN , EN,ω,
{
E
(N)
j (x, ω)
}N
j=1
, and
{
ψ
(N)
j (x, ω; ·)
}N
j=1
, be as in the previous proposition.
Then for any ω ∈ Tc,a \ ΩN , any x ∈ T, E(N)j (x, ω) /∈ EN,ω let ν(N)j (x, ω) be as in the previous proposition.
For such ω,E
(N)
j (x, ω), if |E − E(N)j (x, ω)| < e−(logN)
B
with B sufficiently large, then
(9.13)
ν
(N)
j (x,ω)−Q∑
n=1
∣∣f[1,n](e(x), ω, E)∣∣2 < e−cγQ ∑
n∈ΛQ
∣∣f[1,n](e(x), ω, E)∣∣2
where ΛQ =
[
ν
(N)
j (x, ω)−Q, ν(N)j (x, ω) +Q
]
∩ [1, N ]. Similarly,
(9.14)
N∑
n=ν
(N)
j (x,ω)+Q
∣∣f[n,N ](x, ω,E)∣∣2 < e−cγQ ∑
n∈ΛQ
∣∣f[n,N ](x, ω,E)∣∣2
Finally, under the same assumptions one has∣∣f[1,n] (e(x), ω, E)− f[1,n](e(x), ω, E(N)j (x, ω))∣∣(9.15)
≤ exp ((logN)C) ∣∣E − E(N)j (x, ω)∣∣ ∣∣f[1,n](e(x), ω, E(N)j (x, ω))∣∣
provided 1 ≤ n ≤ ν(N)j (x, ω)−Q, and similarly for f[n,N ].
Proof. For each j there exists a constant µj(x, ω) so that
ψ
(N)
j (x, ω;n) = µj(x, ω)f[1,n−1]
(
x, ω;E
(N)
j (x, ω)
)
for all 1 ≤ n ≤ N (with the convention that f[1,0] = 1). A similar formula holds for
f[n+1,N ]
(
e(x), ω, E
(N)
j (x, ω)
)
.
As in the previous proof, one obtains estimate (9.12) with E = E
(N)
j (x, ω). Thus, for 1 ≤ n ≤ ν(N)j (x, ω)−Q∣∣∣f[1,n] (e(x), ω, E(N)j (x, ω)) ∣∣∣ < e−cγ|ν(N)j (x,ω)−n| ∣∣∣f[1,ν(N)j (x,ω)] (e(x), ω, E(N)j (x, ω)) ∣∣∣ ,
which implies (9.13) for E = E
(N)
j (x, ω), and (9.14) follows by a similar argument for this E. Corollary 4.6
implies that ∣∣∣f[1,n](e(x), ω, E)− f[1,n] (e(x), ω, E(N)j (x, ω)) ∣∣∣
≤ exp ((logN)C) ∣∣∣E − E(N)j (x, ω)∣∣∣ ∣∣∣f[1,n] (e(x), ω, E(N)j (x, ω)) ∣∣∣
for all 1 ≤ n ≤ ν(N)j (x, ω)−Q, and (9.15) follows for all
∣∣E − E(N)j (x, ω)∣∣ < exp(−(logN)B). 
10. Minimal distance between the Dirichlet eigenvalues on a finite interval
In this section it will be convenient for us to work with the operators H[−N,N ](x, ω) instead of H[1,N ](x, ω)
as we did in Section 9. Abusing our notation somewhat, we use the symbols E
(N)
j , ψ
(N)
j to denote the
eigenvalues and normalized eigenfunctions of H[−N,N ](x, ω), rather than the eigenvalues and normalized
eigenfunctions of H[1,N ](x, ω), as in the previous section. A similar comment applies to ΩN , EN,ω.
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The following proposition states that the eigenvalues {E(N)j (x, ω)}2N+1j=1 are separated from each other by
at least e−N
δ
provided ω 6∈ ΩN and provided we delete those eigenvalues that fall into a bad set EN,ω of
energies. We remind the reader that
mes (EN,ω) . exp(−(logN)A2), compl(EN,ω) . exp((logN)A1),
where A2 ≫ A1, and the same for ΩN , see Lemma 9.2.
Proposition 10.1. For any ω ∈ Tc,a \ΩN and all x one has for all j, k and any small δ > 0
(10.1)
∣∣E(N)j (x, ω)− E(N)k (x, ω)∣∣ > e−Nδ
provided E
(N)
j (x, ω) /∈ EN,ω and N ≥ N0(δ).
Proof. Fix x ∈ T, E(N)j (x, ω) /∈ EN,ω. Let Q ≍ exp
(
(log logN)C
)
. By Proposition 9.4 there exists
ΛQ :=
[
ν
(N)
j (x, ω)−Q, ν(N)j (x, ω) +Q
]
∩ [−N,N ]
so that ∑
n∈[−N,N ]\ΛQ
∣∣f[−N,n](e(x), ω;E(N)j (x, ω))∣∣2
< e−2Qγ
N∑
n=−N
∣∣f[−N,n](e(x), ω;E(N)j (x, ω))∣∣2 .(10.2)
Here we used that with some µ = const
ψ
(N)
j (x, ω;n) = µ · f[−N,n−1]
(
e(x), ω;E
(N)
j (x, ω)
)
for −N ≤ n ≤ N . Here we use the convention that
f[−N,−N−1] = 0, f[−N,−N ] = 1.
One can assume ν
(N)
j (x, ω) ≥ 0 by symmetry. Using Corollary 4.6 and (9.15), we conclude that
ν
(N)
j (x,ω)−Q∑
n=−N
∣∣f[−N,n](e(x), ω, E)− f[−N,n](e(x), ω, E(N)j (x, ω))∣∣2
≤ e−2γQ∣∣E − E(N)j (x, ω)∣∣2e(logN)C ∑
n∈ΛQ
∣∣f[−N,n](e(x), ω, E(N)j (x, ω))∣∣2(10.3)
Let n1 = ν
(N)
j (x, ω)−Q− 1. Furthermore,∥∥∥∥∥
(
f[−N,n+1](e(x), ω, E)
f[−N,n](e(x), ω, E)
)
−
(
f[−N,n+1]
(
e(x), ω, E
(N)
j (x, ω)
)
f[−N,n]
(
e(x), ω, E
(N)
j (x, ω)
) )∥∥∥∥∥
=
∥∥∥∥∥M[n1+1,n](e(x), ω, E)
(
f[−N,n1+1](e(x), ω, E)
f[−N,n1](e(x), ω, E)
)
−M[n1+1,n]
(
e(x), ω, E
(N)
j (x, ω)
)(f[−N,n1+1](e(x), ω, E(N)j )
f[−N,n1]
(
e(x), ω, E
(N)
j
) )∥∥∥∥∥
≤ eC(n−n1)e−γQ∣∣E − E(N)j (x, ω)∣∣e(logN)C( ∑
n∈ΛQ
∣∣f[−N,n](e(x), ω, E(N)j (x, ω))∣∣2) 12 .
(10.4)
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Now suppose there is E
(N)
k (x, ω) with
∣∣E(N)k (e(x), ω) − E(N)j (x, ω)∣∣ < e−Nδ for some small δ > 0. Then
(10.3), (10.4) imply that
ν
(N)
j (x,ω)+Q∑
n=−N
∣∣f[−N,n](e(x), ω, E(N)j (x, ω))− f[−N,n](e(x), ω, E(N)k (x, ω))∣∣2
< e−
1
2N
δ ∑
n∈ΛQ
∣∣f[−N,n](e(x), ω, E(N)j (x, ω))∣∣2 ,(10.5)
providedN δ > exp
(
(log logN)A
)
. Let us estimate the contributions of
[
ν
(N)
j (x, ω) +Q,N
]
to the sum terms
in the left-hand side of (10.5).
For both E = E
(N)
j and E
(N)
k one has
f[−N,n](e(x), ω, E) = G[ν(N)j (x,ω)+Q2 ,N ]
(e(x), ω, E)
(
n, ν
(N)
j (x, ω) +
Q
2
)
f
[−N,ν(N)j (x,ω)+Q2 −1]
(e(x), ω, E)
due to the zero boundary condition at N + 1, i.e.,
f[−N,N ]
(
e(x), ω, E
(N)
j (x, ω)
)
= f[−N,N ]
(
e(x), ω, E
(N)
k (x, ω)
)
= 0 .
Therefore,
(10.6)
N∑
n=ν
(N)
j +Q
∣∣f[−N,n](e(x), ω, E)∣∣2 ≤ e− γQ4 ∑
k∈ΛQ
∣∣f[−N,k](e(x), ω, E)∣∣2
again for both E = E
(N)
j (x, ω) and E = E
(N)
k (x, ω). Finally, in view of (10.5) and (10.6),
N∑
n=−N
∣∣f[−N,n](e(x), ω, E(N)j (x, ω))− f[−N,n](e(x), ω, E(N)k (x, ω))∣∣2
< e−
δQ
4
[ ∑
n∈ΛQ
∣∣f[−N,n](e(x), ω, E(N)j (x, ω))∣∣2
+
∑
n∈ΛQ
∣∣f[−N,n](e(x), ω, E(N)k (x, ω))∣∣2]
(10.7)
By orthogonality of
{
f[−N,n]
(
e(x), ω, E
(N)
j (x, ω)
)}N
n=−N
and
{
f[−N,n]
(
e(x), ω, E
(N)
k (x, ω)
)}N
n=−N
, we obtain
a contradiction from (10.7). 
By the well-known Rellich theorem, the eigenvalues E
(N)
j (x, ω) of the Dirichlet problem on [−N,N ] are
analytic functions of x and can therefore be extended analytically to a complex neighborhood of T. Moreover,
by simplicity of the eigenvalues of the Dirichlet problem, the graphs of these functions of x do not cross.
Proposition 10.1 makes this non-crossing quantitative, up to certain sections of the graphs where we loose
control. These are the portions of the graph that intersect horizontal strips corresponding to those energies
in EN,ω. The quantitative control provided by (10.1) allows us to give lower bounds on the radii of the disks
to which the functions E
(N)
j (x, ω) extend analytically.
Corollary 10.2. Let ΩN , EN,ω be as above. Take arbitrary x0 ∈ T. Assume fN(x0, ω0, E0) = 0 for some
ω0 ∈ Tc,a \ ΩN and E0 /∈ EN,ω0. Then there exist r0, r1, r1 = e−N
δ
, r0 = cr1, such that (with ω0 fixed)
(10.8) fN (z, ω0, E) =
(
E − b0(z)
)
χ(z, E)
for all z ∈ D(x0, r0), E ∈ D(E0, r1). Moreover, b0(z) is analytic on D(x0, r0), χ(z, E) is analytic and
nonzero on D(x0, r0)×D(E0, r1), b0(x0) = E0.
FINE PROPERTIES OF THE IDS AND SEPARATION OF EIGENVALUES 51
Proof. By Proposition 10.1, fN (x0, ω0, E) 6= 0 if E ∈ D(E0, r1), E 6= E0. Since HN (x0, ω0) is self adjoint
and ∥∥HN (z, ω0)−HN (x0, ω0)∥∥ . |z − x0|,
it follows that fN (z, ω0, E) 6= 0 for any |z − x0| ≪ r1, r1/2 < |E − E0| < 34r1. The representation (10.8) is
now obtained by the same arguments that lead to the Weierstrass preparation theorem, see Lemma 6.1. 
As an application of Proposition 9.4 combined with Proposition 10.1 we now illustrate how to relate the
localized eigenfunctions of consecutive scales. Indeed, by Proposition 9.4 any eigenfunction ψ
(N)
j (x, ω, ·) is
exponentially localized around some interval Λ of size N ′ ≍ exp((log logN)A) provided E(N)j (x, ω) is outside
of some set EN,ω. Due to this fact and the separation of eigenvalues, the restricition of ψ
(N)
j (x, ω, ·) to Λ
closely resembles some eigenfunction ψ
(N ′)
j′ (x
′, ω, ·). In particular, it is exponentially localized around some
interval Λ′ of size N ′′ = exp((log logN ′)A).
Lemma 10.3. Using the notations of Proposition 10.1 assume that ω ∈ Tc,a \ (ΩN ∪ ΩN ′), where N ′ ≍
exp
(
(log logN)C1
)
, C1 ≫ C, and with Q = exp
(
(log logN)C
)
. If
E
(N)
j (x, ω) /∈ EN,ω, dist
(
E
(N)
j (x, ω), EN ′,ω
)
> exp
(
−(N ′)1/2
)
,
then there exists ν ∈ Z, |ν − ν(N)j (x, ω)| ≤ Q and
E
(N ′)
j′ (x + νω, ω) ∈
(
E
(N)
j (x, ω)− exp(−γ1N ′), E(N)j (x, ω) + exp(−γ1N ′)
)
,
where γ1 = cγ, γ = inf L(E,ω). Moreover, the corresponding normalized eigenfunctions
ψ
(N)
j (x, ω, k), ψ
(N ′)
j′ (x+ νω, ω, k −N ′ + ν)
satisfy
(10.9)
∑
k∈[ν−N ′,ν+N ′]
∣∣∣ψ(N)j (x, ω, k)− ψ(N ′)j′ (x+ νω, ω, k −N ′ + ν)∣∣∣2 ≤ exp(−γ1N ′) .
Proof. Assume first −N +N ′ < ν(N)j (x, ω) < N −N ′. Then with ν = ν(N)j (x, ω) one has:∥∥∥(H[ν−N ′,ν+N ′](x, ω)− E(N)j (x, ω))ψ(N)j (x, ω, ·)∥∥∥ ≤ exp(−γN ′/4) ,(10.10)
1−
∑
k∈[ν−N ′,ν+N ′]
∣∣∣ψ(N)j (x, ω, k)∣∣∣2 < exp(−γN ′/4)(10.11)
due to Proposition 10.1. Hence, there exists
E
(N ′)
j′ (x+ νω, ω) ∈
(
E
(N)
j (x, ω)− exp(−γ1N ′), E(N)j (x, ω) + exp(−γ1N ′)
)
.
Moreover, due to assumptions on E
(N)
j (x, ω), one has E
(N ′)
j′ (x+ νω, ω) /∈ EN ′,ω. Hence,
(10.12)
∣∣∣E(N ′)j′ (x+ νω, ω)− E(N ′)k (x+ νω, ω)∣∣∣ > exp (−(N ′)δ)
for any k 6= j′. Then (10.10)–(10.12) combined imply (10.9) (expand in the orthonormal basis {ψ(N ′)k }k). If
ν
(N)
j (x, ω) ≤ −N+N ′ (resp ν(N)j (x, ω) ≥ N−N ′), then (10.10)–(10.12) are valid with ν(N)j (x, ω) = −N+N ′
(respectively with ν
(N)
j (x, ω) = N −N ′). 
Next, we iterate the construction of the previous lemma to obtain the following.
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Corollary 10.4. Given integers m(1),m(2), . . . ,m(t) such that
(10.13) logm(s+1) ≍ exp
((
logm(s)
)δ)
, s = 1, 2, . . . , t− 1
there exist subsets Ω(s) ⊂ T, s = 1, 2, . . . ,
mes
(
Ω(s)
)
< exp
(
−
(
logm(s)
)A2)
, compl(Ω(s)) < exp
((
logm(s)
)A1)
,
1≪ A1 ≪ A2, such that for any ω ∈ Tc,a \
⋃
s
Ω(s) there exist subsets E(s)ω ⊂ R with
mes E(s)ω < exp
(
−
(
logm(s)
)A3)
, compl
(
E(s)ω
)
< exp
((
logm(s)
)A4)
with A4 ≪ A3 such that for any x ∈ T and any E ∈ sp (Hm(t)(x, ω))\
⋃
s
E(s)ω , the corresponding eigenfunction
ψ(n), 1 ≤ n ≤ m(t) of Hm(t)(x, ω) has the following property: there exists an integer ν(t)(x, ω) ∈
[
1,m(t)
]
such that ∑
|n−ν(t)(x,ω)|>Q
|ψ(n)|2 . exp(−γ′Q)
where Q = exp
((
log logm(1)
)A)
and γ′ = cγ > 0.
Proof. The proof goes by induction over t = 1, 2, . . . . For t = 1, the assertion is valid due to Proposition 10.1.
So, assume that it is valid for Hm(t−1)(x˜, ω) for any E˜ /∈
t−1⋃
s=1
E˜(s)ω , x˜ ∈ T. Let E,ψ be as in the statement.
By the previous lemma there exist an interval Λ = [a, a+ N˜ ], N˜ = m(t−1), 1 ≤ a ≤ N − N˜ and a normalized
eigenfunction ψ˜ such that H[a,a+N˜](x, ω)Ψ˜ = E˜ Ψ˜, |E˜ − E| < exp
(
−γN˜
)
,
∣∣ψ˜(n) − ψ(n)∣∣ < exp(−γN˜),
n ∈ Λ. Applying now the inductive assumption to Hm(t−1)(x+ aω, ω) one obtains the assertion. 
11. Mobility of Dirichlet eigenvalues and the separation of zeros of fN in z
In this section, we will use the separation of the eigenvalues from Section 10 to obtain lower bounds on the
derivatives of the Rellich functions off some small bad set of phases. In particular, this will use Corollary 10.2.
Lemma 11.1. Let ϕ(z) be analytic in some disk D(0, r), r > 0. Then
(11.1) mes {w : w = ϕ(z), z ∈ D(0, r), |ϕ′(z)| < η} ≤ πr2η2
Proof. Set A = {z = x+ iy ∈ D(0, r) : |ϕ′(z)| < η}. By the general change of variables formula, see Theo-
rem 3.2.3 in [Fed],∫
A
∣∣∣∂(u, v)
∂(x, y)
∣∣∣dx dy = ∫
R2
# {(x, y) ∈ A : ϕ(x + iy) = u+ iv} du dv ≥ mes ϕ(A)
where ϕ(x + iy) = u(x, y) + iv(x, y). On the other hand,∣∣∣∂(u, v)
∂(x, y)
∣∣∣ = |ϕ′(x+ iy)|2
since ϕ is analytic. 
The following lemma will allow us to transform the separation of the eigenvalues into a lower bound on
the derivative of the Rellich functions. The logic behind Lemma 11.2 is as follows: Let b0 be as in (i). By
Lemma 11.1, the measure of those w which satisfy w = b0(z) with b
′
0(z) small, is small. However, we also
require a bound on the complexity of this set of w which is only logarithmic in r0 and r1. This is where
property (ii) comes into play, and the complexity will be proportional to a power of the degree k as well as
to log[(r0r1)
−1].
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Lemma 11.2. Let f(z, w) be an analytic function defined in D(0, 1) × D(0, 1). Assume that one has the
following representations:
(i) f(z, w) = (w − b0(z))χ(z, w), for any z ∈ D(0, r0), w ∈ D(0, r1), where b0(z) is analytic in D(0, r0),
sup |b0(z)| ≤ 1, χ(z, w) is analytic and non-vanishing on D(0, r0)×D(0, r1), where 0 < r0, r1 < 12
(ii) f(z, w) = P (z, w)θ(z, w), for any z ∈ D(0, r0), w ∈ D(0, r1) where
P (z, w) = zk + ck−1(w)zk−1 + · · ·+ c0(w) ,
cj(w) are analytic in D(0, r0), and θ(z, w) is analytic and non-vanishing on D(0, r0)×D(0, r1), and
all the zeros of P (z, w) belong to D(0, 1/2).
Then given H ≫ k2 log[(r0r1)−1] one can find a set SH ⊂ D(w0, r1) with the property that
mes (SH) . r21 exp
(−cH/k2 log[(r0r1)−1]) , and compl(SH) . k2 log[(r0r1)−1]
such that for any w ∈ D(0, r1/2) \ SH and z ∈ D(0, r0) for which w = b0(z) one has∣∣b′0(z)∣∣ > e−kH2−kr1 .
Moreover, for those w the distance between any two zeros of P (·, w) exceeds e−H .
Proof. Assume that k ≥ 2 and set ψ(w) = discP (·, w). If k = 1, then skip to (11.7). Then Ψ(w) is analytic
in D(0, r1). Assume that |ψ(w)| < τ for some τ > 0, w ∈ D(0, r1). Recall that for any w
(11.2) ψ(w) =
∏
i6=j
(ζi(w) − ζj(w)) ,
where ζi(w), i = 1, 2, . . . , k are the zeros of P (·, w). Then |ζi(w) − ζj(w)| < τ2/k(k−1) for some i 6= j. Set
ζi = ζi(w), ζj = ζj(w). Assume first ζi 6= ζj . Then
f(ζi, w) = 0 f(ζj , w) = 0, 0 < |ζi − ζj | < τ2/k(k−1) .
Due to (i) one has w = b0(ζi) = b0(ζj). Hence,
(11.3) |b′0(ζi)| ≤
1
2
|ζi − ζj |max |b′′0(z)| . |ζi − ζj |r−20 < r−20 τ2/k(k−1) .
If ζi = ζj then P (ζi, w) = 0, ∂zP (ζi, w) = 0. Then f(ζi, w) = 0, ∂zf(ζi, w) = 0 due to the representation (ii).
Then w − b0(ζi) = 0, b′(ζi) = 0 due to the representation (i). Thus (11.3) holds at any event. Combining
that bound with the estimate (11.1) one obtains
(11.4) mes {w ∈ D(0, r1) : |ψ(w)| < τ} . r−20 τ2/k(k−1).
On the other hand, due to (11.2) one obtains
sup {|ψ(w)| : w ∈ D(0, r1)} ≤ 1.
Take τ ≪ (r0r1)k(k−1)/2. Then one obtains from (11.4) that
|ψ(w)| ≥ τ
for some |w| < r12 . By Cartan’s estimate there exists a set TH ⊂ D
(
0, r12
)
with
mes TH . r21 exp
(−cH/k2 log[(r0r1)−1])
and of complexity . k2 log[(r0r1)
−1] such that
(11.5) log |ψ(w)| > −H
for any w ∈ D(0, r12 ) \ TH .
In particular, (11.5) implies that
(11.6) |ζi(w) − ζj(w)| > e−H
for any w ∈ D(0, r12 ) \ TH , i 6= j. Take arbitrary w0 such that dist(w0, TH) > 2e−H , w0 = b0(z0) for some
z0 ∈ D(0, r0). Then
|P (z, w0)| ≥ (2eH)−k for all |z − z0| = e−H/2
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by the separation of the zeros (11.6). By our assumption on the zeros of P (z, w),
sup
z∈D(0,r0)
sup
w∈D(0,r1)
|∂wP (z, w)| . r−11 .
Thus,
|P (z, w)| > 1
2
2−ke−kH if |z − z0| = e−H/2, |w − w0| ≪ 2−ke−kHr1.
Then due to the Weierstrass preparation theorem, see Lemma 6.1,
(11.7) P (z, w) =
(
z − ζ(w))λ(z, w)
for any z ∈ D(z0, r′0), w ∈ D(w0, r′1), where r′0 = e−H/2, r′1 ≪ e−kH2−kr1, and ζ(w) is an analytic function
in D(w0, r′1), λ(z, w) is analytic and non-vanishing on D(z0, r′0)× D(w0, r′0). Comparing the representation
(i) and (11.7) one obtains
(11.8)
{
w − b0(z) = 0 iff
z − ζ(w) = 0
for any z ∈ D(z0, r′0), w ∈ D(w0, r′1). It follows from (11.8) that∣∣b′0(ζ(w))∣∣ ≥ ∣∣ζ′(w)∣∣−1 & r′1 & e−kH2−kr1,
as claimed. 
Now choose arbitrary ω0 ∈ Tc,a \ ΩN , E0 ∈ (−C(V ), C(V )) \ E˜N,ω0, where
E˜N,ω0 =
{
E : dist(E, EN,ω0) < exp(−N δ/2)
}
,
ΩN , EN,ω0 are the same as in Proposition 10.1. Then for any x ∈ T one has
min
{∣∣E(N)j (x, ω0)− E(N)i (x, ω0)∣∣ : E(N)j (x, ω0), E(N)i (x, ω0) ∈(
E0 − exp(−N δ/2), E0 + exp(−N δ/2)
)
, i 6= j
}
≥ exp(−N δ)
(11.9)
Here E
(N)
j (x, ω) stand for the eigenvalues of H
(D)
N (x, ω) as usual.
Now assume that there is x0 ∈ T such that E(N)j0 (x0, ω0) ∈
(
E0 − exp(−N δ/2), E0 + exp(−N δ/2)
)
for
some j0. Then, as in Corollary 10.2,
fN (z, ω0, E) = (E − b0(z))χ(z, E)
where (z, E) ∈ P = D(x0, r0)×D(E(N)j0 (x0, ω0), r0), r0 = exp(−N δ1) with δ1 ≫ δ, and the analytic functions
b0(z), χ(z, E) satisfy the properties stated in Corollary 10.2. On the other hand, due to the Weierstrass
preparation theorem in the z-variable, see Proposition 6.4,
(11.10) fN (z, ω,E) = PN (z, ω,E)gN(z, ω,E)
(z, ω,E) ∈ P1 = D(x0, r1) × D(ω0, r1) × D(E0, r1), r1 ≍ exp
(−(logN)C), where PN , gN satisfy conditions
(a)–(d) of Proposition 6.4. Thus, all conditions needed to apply Lemma 11.2 are valid for fN (z, ω0, E). So,
using the notations of the previous two paragraphs we obtain the following
Corollary 11.3. There exist constants δ1 ≪ δ2 ≪ 1 with the following properties: Set E1 = E(N)j0 (x0, ω0)
where ω0 ∈ Tc,a \ ΩN and x0 ∈ T. There exists a subset E ′N,ω0,x0,j0 ⊂ C, with
mes (E ′N,ω0,x0,j0) ≤ exp(−N δ2), compl(E ′N,ω0,x0,j0) ≤ N
such that for any E ∈ D(E1, r1) \ E ′N,ω0,x0,j0 and z ∈ D(x0, r1), r1 = exp(−N δ1), for which E = b0(z, ω0)
one has
|∂zb0(z)| > exp(−N2δ2) .
Moreover, for any E ∈ D(E1, r1)\E ′N,ω0,x0,j0 the distance between any two zeros of the polynomial PN (·, ω0, E)
which fall into the disk D(x0, r1) exceeds exp(−N2δ2).
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As usual, we can go from an exceptional set in the energies to one in the phases x by means of the
Wegner-type bound of Lemma 4.10.
Corollary 11.4. Let us use the notations of the previous corollary. Let ω0 ∈ Tc,a \ ΩN and x0 ∈ T. Then
there exists a subset B′N,ω ⊂ (x0 − r1, x0 + r1)
mes (B′N,ω0) ≤ exp(−N δ2), compl(B′N,ω0) ≤ N2
such that for any x ∈ (x0 − r1, x0 + r1) \ B′N,ω0 one has
(11.11)
∣∣∂xb0(x, ω)∣∣ & e−N2δ2
Proof. Let E ∈ D(E1, r1). Suppose x ∈ (x0 − r1, x0 + r1). Then E = b0(x) iff E1 ∈ sp (HN (x, ω0)). Due to
Lemma 4.10 there exists B′N,ω0 ⊂ (x0 − r1, x0 + r1) with the stated measure and complexity bounds such
that for any x ∈ (x0 − r1, x0 + r1) \ B′N,ω0 one has
sp (HN (x, ω0)) ∩ E ′N,ω0,x0,j0 = ∅
Here E ′N,ω0,x0,j0 is the same as in Corollary 11.3. 
With ω0 ∈ Tc,a \ΩN fixed as above, we take the union of the sets EN,ω0,x0,j0 in x0, j0 with x0 ∈ T running
over an appropriate net, to conclude the following
Corollary 11.5. There exists a set E ′′N,ω0 ⊂ R with
mes (E ′′N,ω0) ≤ exp
(−N2δ1), compl(E ′′N,ω0) ≤ exp(N δ1),
such that for any E ∈ (−C(V ), C(V )) \ E ′′N,ω0 and any |η| ≤ exp(−N2δ1) one has
the distance between any two zeros of fN (·, ω0, E + iη) exceeds exp(−N δ2)
where δ1 ≪ δ2 ≪ 1.
12. Harnack’s inequality for norms of monodromies
Let M(z) =
(
aij(z)
)
1≤i,j≤m be an analytic matrix function defined in some disk D(z0, r0) ⊂ C, r0 ≪ 1.
Let K := sup {‖M(z)‖ : z ∈ D(z0, r0)} <∞, and assume that for any H ≥ (log logK)A one has
(I) log
∣∣aij(z)∣∣ > logK −H
for any entry aij which is not identically zero and all
z ∈ D(z0, r0 exp(−(log logK)A)) \ B, B =
J⋃
j=1
D(ζj , r), r = r0 exp
( −H
(log logK)A
)
,
and J . (log logK)A. Moreover, we assume that log r−10 < (logK)
1
2 and K ≫ 1.
Lemma 12.1. Suppose some entry of M(z) has no zeros in D(z0, r1),
r0 exp(−
√
logK) ≤ r1 ≤ r0 exp
(−(log logK)C)
where C ≫ A is some constant. Then
(12.1)
∣∣∣ log ‖M(z)‖‖M(z0)‖
∣∣∣ . |z − z0|r−12
for any |z − z0| ≪ r2, where r2 = r1 exp
(−(log logK)2C) provided K is large.
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Proof. By assumption, some entry ai0,j0(z) has no zeros in D(z0, r1). Define r˜1 < r1 and (log logK)C ≤
H ≤ logK via
r˜1 = r1 exp(−(log logK)C) = r0 exp
( −H
(log logK)2A
)
.
By (I) there exists zi0, j0 ∈ D(z0, r˜1) so that
log
∣∣ai0,j0(zi0 j0 )∣∣ > logK −H
Apply Harnack’s inequality to the non-negative harmonic function − log (K−1∣∣ai0,j0(z)∣∣). Then, for any
z ∈ D(z0, r˜1), ∣∣ai0,j0(z)∣∣ ≥ K exp [(1 + r˜1r1
)
log
(
K−1
∣∣ai0,j0(zi0 j0)∣∣)]
≥ ∣∣ai0,j0(zi0 j0)∣∣ exp (− exp(−(log logK)C)H) ≥ 12 ∣∣ai0,j0(zi0 j0)∣∣ ,
since H ≤ logK, and similarly ∣∣ai0,j0(z)∣∣ ≤ 2∣∣ai0,j0(zi0 j0)∣∣. In particular,
max
|z−z0|≤r˜1
∣∣ai0,j0(z)∣∣ ≤ 4∣∣ai0,j0(z0)∣∣
and also
(12.2)
∣∣ai0,j0(z0)∣∣ ≥ 12Ke−H .
Define
Γ1 =
{
(i, j)
∣∣1 ≤ i, j ≤ m, (i, j) 6= (i0, j0), aij(z) has no zeros in D(z0, r˜1)}
Γ2 =
{
(i, j)
∣∣1 ≤ i, j ≤ m, (i, j) 6= (i0, j0), aij(z) has a zero in D(z0, r˜1)} .
For each (i, j) there is zij ∈ D(z0, r˜1) with
log
∣∣aij(zij)∣∣ > logK −H .
Let (i, j) ∈ Γ1. Applying Harnack’s inequality as before yields∣∣aij(z)∣∣ ≥ K exp [(1 + 2r2
r˜1
)
log
(
K−1
∣∣aij(zij)∣∣)]
≥ ∣∣aij(zij)∣∣ exp (− exp (− log logK)C)H)
≥ 1
2
∣∣aij(zij)∣∣
and also
∣∣aij(z)∣∣ ≤ 2∣∣aij(zij)∣∣ for all z ∈ D(z0, 2r2). In particular,
(12.3) max
|z−z0|≤2r2
∣∣aij(z)∣∣ ≤ 4∣∣aij(z0)∣∣ .
Now let (i, j) ∈ Γ2. Then aij(ζij) = 0 for some ζij ∈ D(z0, r˜1). By the maximum principle,∣∣aij(z)∣∣ ≤ K
r0/2
∣∣z − ζij ∣∣
for all z ∈ D(z0, r0). In particular,
max
|z−z0|≤2r2
∣∣aij(z)∣∣ ≤ 4Kr2
r0
= 4K exp
(−(log logK)2C)
< 8
∣∣ai0 j0(z0)∣∣(12.4)
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where the last inequality uses (12.2). In view of (12.3) and (12.4), one obtains∥∥M(z)−M(z0)∥∥ ≤ max|w−z0|≤r2 ‖M ′(w)‖ |z − z0|
.
1
r2
|z − z0| max|w−z0|≤2r2 ‖M(w)‖ . ‖M(z0)‖
|z − z0|
r2
.
Thus,
1− C |z − z0|
r2
≤ ‖M(z)‖‖M(z0)‖ ≤ 1 + C
|z − z0|
r2
,
and the lemma follows. 
We assume now that M(z) be 2× 2 unimodular, i.e.
(12.5) M(z) =
[
a11(z) a12(z)
a21(z) a22(z)
]
,
detM(z) = 1. By polar decomposition,
M(z0) = U0
[
µ
(0)
1 0
0 µ
(0)
2
]
where U0 is a unitary matrix, and where µ
(0)
i are the singular values of M(z0), i.e., the eigenvalues of
(M(z0)
∗M(z0))
1/2
, µ
(0)
1 = ‖M(z0)‖, µ(0)2 =
(
µ
(0)
1
)−1
. Recall that for any unitary matrix U and arbitrary
matrix A one has
(12.6) ‖UA‖ = ‖A‖ .
We can draw the following conclusions.
Lemma 12.2. Consider the matrix (12.5). Let M̂(z) =
(
µ
(0)
1
)−1
U−10 M(z). Then M̂(z) is analytic in
D(z0, r0),
‖M̂(z)‖ = ‖M(z0)‖−1‖M(z)‖ .
Lemma 12.3. Assume that the conditions of Lemma 12.1 are valid for the matrix (12.5). Then for z ∈
D(z0, r2) one has
M̂(z) =
[
1 0
0 µˆ(0)
]
+ (z − z0)B0 + R̂(z)
where µˆ(0) =
(
µ
(0)
1
)−2
,
‖B0‖ ≤ r−11 exp
(
(log logK)B
)
‖R̂0(z)‖ ≤ r−21 |z − z0|2 exp
(
(log logK)B
)
.
(12.7)
Proof. By Lemma 12.1
‖M̂(z)‖ = ‖M(z)‖ ‖M(z0)‖−1 ≤ 1 + r−11 exp
(
(log logK)C
)|z − z0| ≤ 2
for any z ∈ D(z0, r1 exp(−(log logK)2C)). Therefore, (12.7) follows from the Cauchy estimates for analytic
functions. 
Now define
Mˇ(z) =
[
1 0
0 0
]
+ (z − z0)B0 .
Then (12.6) combined with (12.7) of Lemma 12.3 implies
Lemma 12.4. Under the conditions of Lemma 12.3
log
‖Mˇ(z)‖
‖M̂(z)‖
. r−21 |z − z0|2 exp
((
log logK
)B)
+K−2 .
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Now observe that
log ‖Mˇ(z)‖ = 1
2
log ‖Mˇ(z)∗Mˇ(z)‖
=
1
2
log
∥∥∥ [1 0
0 0
]
+ (z − z0)
[
1 0
0 0
]
B0 + (z − z0)B0
[
1 0
0 0
]
+ |z − z0|2B∗0B0
∥∥∥
Consequently, we have the following lemma.
Lemma 12.5.
(12.8) log ‖Mˇ(z)‖ = 1
2
log
∥∥∥ [1 + 2Re(a0(z − z0)) b0(z − z0)
b¯(z − z0) 0
] ∥∥∥+ Rˇ(z) ,
where a0, b0 ∈ C
|a0|, |b0| ≤ r−11 exp
(
(log logK)B2
)
,(12.9)
|Rˇ(z)| ≤ r−21 exp
(
(log logK)B2
) |z − z0|2 .(12.10)
Note that [
1 + 2Re
(
a0(z − z0)
)
b0(z − z0)
b¯0(z − z0) 0
]
is self-adjoint and its eigenvalues µ˜i(z), i = 1, 2 are as follows
(12.11) µ˜1(z) =
∣∣1 + a0(z − z0)∣∣2 + ν˜1, |ν˜1| . (|a0|2 + |b0|2) |z − z0|2
and
(12.12) |µ˜2(z)| .
(|a0|2 + |b0|2) |z − z0|2 .
Summarizing Lemmas 12.2–12.5 and estimates (12.11), (12.12) one obtains the following proposition. The
main feature here is the fact that the logarithm on the right-hand side of (12.13) is harmonic.
Proposition 12.6. Let M(z) =
(
aij(z)
)
be 2 × 2 unimodular matrix-function z ∈ D(z0, r0). Assume that
the conditions of Lemma 12.1 are valid. Then for any z ∈ D(z0, r2), r2 = r1 exp
(−(log logK)A) one has
(12.13) log
‖M(z)‖
‖M(z0)‖ = log
∣∣1 + a0(z − z0)∣∣+R(z) ,
where
|a0| . r−11 exp
(
(log logK)B
)
|R(z)| ≤ r−21 exp
(
(log logK)B
)|z − z0|2 +K−2 .
We now consider the case when all entries aij(z) have zeros in the diskD(z0, r0). LetM(z) =
(
aij(z)
)
1≤i,j≤m
be an analytic matrix valued function for all z ∈ D(z0, r0). The following lemmas lead up to our main result,
Proposition 12.10.
Lemma 12.7. Assume condition (I) is valid for some H ≍ (log logK)B. Then
(12.14)
{
z ∈ D
(
z0,
r0
4
)
: ai,j(z) = 0
}
≤ (log logK)B1
for any entry ai,j(z).
Proof. It follows from condition (I) that
−
∫
D(x1+iy1, r02 )
[
log
∣∣ai,j(ξ + iη)∣∣− log ∣∣ai,j(x1 + iy1)∣∣] dξ dη ≤ H
for any z1 = x1 + iy1 ∈ D(z0, r0) \ B, where B is the same as in condition (I). Since
mes B . J r20 exp
(−H/(log logK)A)≪ r20 ,
such z1 = (x1 + iy) ∈ D(z0, r0/8) exists. Then (12.14) follows from Jensen’s formula. 
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Lemma 12.8. Assume that condition (I) is valid. Assume further that aij(z) = bij(z)
kij∏
k=1
(z − ζi,j,k) for
some ζi,j,k ∈ D(z0, r0/8). Set M̂(z) = (bij(z))1≤i,j≤m. Then condition (I) is valid for M̂(z), z ∈ D(z0, r0/4),
with
logK + kij log(2r0)
−1 ≤ log K̂ = sup
{
log ‖M̂(z)‖ : z ∈ D(z0, cr0)
}
≤ logK + (log r−10 )(log logK)B .
Proof. By Lemma 12.7, kij ≤ (log logK)B. Then
min
i,j,k
∣∣z − ζi,j,k∣∣ > r0/8 ,
for any |z − z0| = r1 = r0/4. Then
(12.15) log
∣∣bij(z)∣∣ ≤ log ∣∣aij(z)∣∣+ Ckij log r−10 ≤ logK + C(log r−10 )(log logK)B
for any |z − z0| = r1. By the maximum principle, (12.15) is valid for any |z − z0| ≤ r1. On the other hand,
|bij(z)| > (2r0)−kij |aij(z)| for any z ∈ D(z0, r0). 
In the following lemma we use the notation Z from (8.1).
Lemma 12.9. Assume that M(z) =
(
aij(z)
)
1≤j,j≤m satisfies condition (I) in D(z0, r0). Assume that there
exists ζ0 ∈ D(z0, r0/2) such that the following conditions are valid:
(a) each entry aij(z) has at least one zero in D(ζ0, ρ0),
r0 exp(−
√
logK) ≤ ρ0 ≤ r0 exp
(−(log logK)B0) , B0 ≫ 1
(b) no entry aij(z) has zeros in D(ζ0, ρ1) \ D(ζ0, ρ0),
ρ0 exp
(
(log logK)B1
) ≤ ρ1 ≪ r0,
B0 ≫ B1 ≫ 1. Let k0 = min
ij
#Z(aij , ζ0, ρ0). Then for any
z ∈ D(ζ0, ρ′1) \ D(ζ0, ρ2), ρ′1 = exp
(−(log logK)B2) ρ1, ρ2 = exp ((log logK)B2) ρ0,
B1 ≫ B2 ≫ 1, one has
(12.16)
∣∣∣ log ‖M(ζ)‖‖M(z)‖ − k0 log |ζ − ζ0||z − ζ0|
∣∣∣ < exp(−(log logK)C1) .
Proof. We can write
aij(z) = bij(z)Pij(z) ,
where bij(z) is analytic and does not vanish in D(ζ0, ρ1), Pij(z) =
kij∏
k=1
(
z − ζi,j,k
)
, ζi,j,k ∈ D(ζ0, ρ0). By
Lemma 12.7, kij ≤ (log logK)B. Since kij ≥ k0, one can split Pij as follows:
Pij(z) = P˜ij(z)Qij(z), deg P˜ij = k0, degQij ≥ 0, i, j = 1, 2, . . . ,m.
Set
P̂ij(z) = (z − ζ0)k0Qij(z), aˆij(z) = bij(z)P̂ij(z), i, j = 1, 2, . . . ,m, M̂(z) =
(
aˆij(z)
)
1≤i,j≤m.
Then for any z ∈ D(ζ0, ρ1) one has∥∥M(z)− M̂(z)∥∥ . m(max
i,j
∣∣bij(z)∣∣ ∣∣Qij(z)∣∣)k0ρ0 · ∣∣z − ζ0∣∣k0−1
. mk0ρ0
∣∣z − ζ0∣∣−1∥∥M̂(z)∥∥ .
Hence, for all z ∈ D(ζ0, ρ1) \ D(ζ0, ρ2),
(12.17) log
‖M(z)‖
‖M̂(z)‖
. mk0ρ0|z − ζ0|−1 < exp
(−(log logK)C1)
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Note
(12.18) log
∥∥M̂(z)∥∥ = k0 log |z − ζ0|+ log ∥∥B̂(z)∥∥ ,
where B̂(z) =
(
bˆij(z)
)
, bˆij(z) = bij(z)Qij(z). Since M(z) =
(
aij(z)
)
satisfies conditions (I), B̂(z) =
(
bˆij(z)
)
also satisfies this condition in D(z0, r0) with
log K̂ = sup
{
log
∥∥B̂(z)∥∥ z ∈ D(z0, cr0)} ≍ logK.
This follows from Lemma 12.8 and the condition log r−10 < (logK)
1
2 . There is some entry (i0, j0) with
Qi0 j0(z) = 1, i.e., bˆi0 j0(z) = bi0 j0(z). Therefore, the lemma follows from Lemma 12.1, (12.18) and (12.17).

LetMN (z, ω,E) be the usual monodromy matrix. Then for any z0 ∈ Aρ0/2,MN (·, ω, E) satisfies condition
(I) in D(z0, r0) with r0 ≍ exp
(−(logN)A),
(12.19) logK = sup
{
log
∥∥MN(z, ω,E)∥∥ : z ∈ D(z0, r0)} = NL(ω,E) +O((logN)A)
provided ω ∈ Tc,a. Therefore, Proposition 12.6 and Lemma 12.9 apply to MN(·, ω, E). Let us summarize
our conclusions in the following proposition.
Proposition 12.10. (i) Suppose that one of the Dirichlet determinants
f[1,N ](·, ω, E), f[1,N−1](·, ω, E), f[2,N ](·, ω, E), f[2,N−1](·, ω, E)
has no zeros in D(z0, r1), exp(−
√
N) ≤ r1 ≤ exp
(−(logN)C). Then
∣∣∣ log ∥∥MN(z, ω,E)∥∥∥∥MN(z0, ω, E)∥∥ − log ∣∣1 + a0(z − z0)∣∣
∣∣∣ ≤ |z − z0|2r−22
for any z ∈ D(z0, r2), r2 = r1 exp
(−(logN)2C), and with |a0| . r−12 .
(ii) Assume that the following conditions are valid
(a) each of the determinants f[a,N−b](·, ω, E), a = 1, 2; b = 0, 1 has at least one zero in D(ζ0, ρ0),
where e−
√
N ≤ ρ0 ≤ exp
(−(logN)B0)
(b) no determinant f[a,N−b](·, ω, E) has a zero in D(ζ0, ρ1) \ D(ζ0, ρ0), ρ1 ≥ exp
(
(logN)B1
)
ρ0,
B0 ≫ B1 +A.
Let k0 = min
a,b
Z(f[a,N−b](·, ω, E), ζ0, ρ0). Then for any
z, ζ ∈ D(ζ0, ρ′1) \ D(ζ0, ρ2), ρ′1 = exp
(−(logN)B2)ρ1, ρ2 = exp((logN)B2)ρ0, B1 ≫ B2 ≫ 1
one has ∣∣∣ log ‖M(ζ)‖‖M(z)‖ − k0 log |ζ − ζ0||z − ζ0|
∣∣∣ ≤ exp(−(logN)C)
13. Jensen’s averages of norms of monodromies
Let us start with some corollaries to the results of the previous section. Let M(z) =
(
aij(z)
)
1≤i,j≤m be
an analytic matrix function defined in disk D(z0, r0). Assume that condition (I) of Section 12 is valid.
Lemma 13.1. Impose the conditions of Lemma 12.1. Then
(13.1) 4
ρ21
ρ22
J (log ‖M(z)‖, z0, ρ1, ρ2) < ρ21ρ−12 r−10 exp
(
(log logK)C1
)
for any 0 < ρ2 < ρ1 < r0 exp
(−(log logK)C2). Here C1, C2 ≫ 1 and r2 is as in Lemma 12.1. In particular,
estimate (13.1) is valid for log ‖MN(z, ω,E)‖ and log |fN (z, ω,E)|, ω ∈ Tc,a with logK = NL(ω,E) +
(logN)C and r0 = exp(−(logN)A).
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Proof. Recall that
(13.2) J
(
u, z0, ρ1, ρ2
)
= −
∫
D(z0,ρ1)
dx dy −
∫
D(x+iy,ρ2)
[u(ξ + iη)− u(x+ iy)] dξ dη .
By Lemma 14.1, u(z) = log ‖M(z)‖ satisfies
(13.3)
∣∣u(ξ + iη)− u(x+ iy)∣∣ < ∣∣(ξ + iη)− (x + iy)∣∣r−10 exp((log logK)C1)
for any (x + iy) ∈ D(z0, ρ1), (ξ + iη) ∈ D(z0, ρ1 + ρ2). Evaluating the averages in (13.2) with use of (13.3)
one obtains (13.1). 
Note that condition (I) implies the following assertion
Lemma 13.2. Assume that M(z) satisfies condition (I). Then∥∥ log ‖M(·)‖∥∥
L2
(
D(z0,r0/2)
) . r0 logK
Lemma 13.3. Assume that M(z) satisfies condition (I). Then
(13.4) J (log ‖M(·)‖, z0, ρ1, ρ2) ≤
(
log logK
)C4
for any r0 exp
(−(log logK)C3) < ρ2 < ρ1 < r0 exp(−(log logK)C2), and provided ρ−12 ρ1 < (log logK)C3 .
Here 1≪ C2 ≪ C3 ≪ C4.
Proof. Take H =
(
log logK)C4/2 in (I). Let B be the set provided by condition (I). For any z ∈ D(z0, r0) \ B
and any ζ ∈ D(z0, r0) one has
log ‖M(ζ)‖ ≤ logK ≤ log ‖M(z)‖+H .
Thus,
−
∫
D(x+iy,ρ2)
[log ‖M(ξ + iη)‖ − log ‖M(x+ iy)‖dξ dη] ≤ H
for any (x+ iy) ∈ D(z0, r02
) \ B.
Recall that mes B < r20 exp
(−H(log logK)−A) < r20 exp(−(log logK)C44 ). Hence, due to Lemma 13.2,
(
πρ21
)−1 · ∫
D(z0,ρ1)∩B
dx dy
 −∫
D(x+iy,ρ2)
∣∣∣[log ‖M(ξ + iη)‖ − log ‖M(x+ iy)‖]∣∣∣ dξ dη

.
(
πρ22
)−1(
r0 logK(mes B)1/2
)
. exp
(
(log logK)2C3 + (log logK)− 1
2
(log logK)
C4
4
) ≤ 1
Therefore, the left-hand side of (13.4) is ≤ H + 1. 
Proposition 13.4. (i) Assume that one of the Dirichlet determinants f[a,N−b](·, ω, E), a = 1, 2, b =
0, 1 has no zeros in D(z0, r1), exp(−
√
N) ≤ r1 ≤ exp
(−(logN)C1). Then
(13.5) 4
ρ21
ρ22
J (log ‖MN(·, ω, E)‖, z0, ρ1, ρ2) ≤ ρ21r−21 exp
(
(logN)B
)
for any r1 exp(−
√
N) ≤ ρ1 ≤ r1 exp
(−(logN)A), ρ2 = cρ1
(ii) Assume that for some ζ0 the following conditions are valid
(a) each of the determinants f[a,N−b](·, ω, E), a = 1, 2; b = 0, 1 has at least one zero in D(ζ0, ρ0),
exp(−√N) < ρ0 ≤ exp
(−(logN)B0).
(b) no determinant f[a,N−b](·, ω, E) has a zero in D(ζ0, ρ1) \ D(ζ0, ρ0), ρ1 ≥ exp
(
(logN)B1
)
ρ0,
B0 > B1.
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Let k0 = min
a,b
#Z(f[a,N−b](·, ω, E), ζ0, ρ0). Then for any
z1 ∈ D(ζ0, ρ′1) \ D(ζ0, ρ2), ρ′1 = exp
(−(logN)B2)ρ1, ρ2 ≍ exp((logN)B2)ρ0,
B1 > B2, one has ∣∣∣4r21
r22
J (log ‖MN(·, ω, E)‖, z1, r1, r2)− k0
∣∣∣ ≤ exp(−(logN)C)
where |z1 − ζ0|(1 + 2c) < r1 < ρ′1, r2 = cr1, and 0 < c≪ 1 is some constant.
Proof. Due to part (i) of Proposition 12.10 one has
(13.6)
∣∣∣ log ‖MN(ζ, ω, E)‖‖MN(z, ω,E)‖ − log |1 + a0(ζ − z)|
∣∣∣ . |z − ζ|2 r−21 ,
for any z, ζ ∈ D(z0, r2), r2 ≍ exp
(−(logN)C)r1. Evaluating the averages on the right-hand side of (13.6)
one obtains (13.5).
To prove (ii), recall that by Proposition 12.10 the functions u(z) = log ‖M(z)‖, v(z) = log ∣∣(z − ζ0)k∣∣
satisfy ∣∣∣ [u(ζ)− u(z)]− [v(ζ) − v(z)] ∣∣∣ ≤ exp(−(logN)C1)
for any z, ζ ∈ D(ζ0, ρ1) \ D(ζ0, ρ2), ρ2 = exp
(
(logN)B2
)
ρ0. Hence,∣∣∣∣(πr21)−1(πr22)−1 ∫D(z1,r1)\D(ζ0,ρ2) dx dy
∫
D(x+iy,r2)\D(ζ0,ρ2)
dξ dη{[
u(ξ + iη)− u(x+ iy)]− [v(ξ + iη)− v(x + iy)]}∣∣∣∣ ≤ exp(−(logN)C1) .(13.7)
Note that ∣∣u(ξ + iη)− u(x+ iy)∣∣, ∣∣v(ξ + iη)− v(x+ iy)∣∣ . H
for any (x+ iy), (ξ+ iη) ∈ D(z0, r0/2)\B′H, mes B′H < exp
(−H/(logN)C), for any H > (log ρ2−1)(logN)B.
Hence,
(13.8)
∫
D(z1,r1)
∫
D(ζ0,ρ2)
(|u(x+iy)−u(ξ+iη)|+|v(x+iy)−v(ξ+iη)|)dx dy dξ dη . r21 ·ρ22(log ρ−12 )(logN)B1 .
Combining (13.7), (13.8) implies∣∣∣∣4r21r22 J(u(·)− v(·), z1, r1, r2)
∣∣∣∣ . 4r21r22 · exp(−(logN)C′) ≤ exp(−(logN)C0) .
By Corollary 5.2 one has
4
r21
r22
J
(
v(·), z1, r1, r2
)
= k0
and we are done. 
We turn now to the evaluation of the Jensen averages of the norms of monodromies with the use of the
avalanche principle expansion. The first issue we examine here is the “positivity of contributions” of the
terms in this expansion. Recall that the terms under consideration are of the following form
log
∥∥M[a,b](z, ω,E)∥∥− log ∥∥M[a,c](z, ω,E)∥∥
a < c < b, or
log
∥∥M[a,b](z, ω,E)∥∥− log ∥∥M[c,b](z, ω,E∥∥
It is important to show that the Jensen averages of such terms are almost non-negative. Instead of that we
show that one can always add up such terms in the avalanche principle expansion in such a way that the
Jensen averages of these sums are almost non-negative.
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Lemma 13.5. Consider
(13.9) v(z) =
m1∑
m=1
{
log
∥∥Am+1(z)Am(z)∥∥− log ∥∥Am(z)∥∥}
where Am(z) = Mℓm
(
ze(smω), ω, E)
)
, sm =
∑
j<m
ℓj, ℓj ≍ ℓ1, 1 ≪ m1 ≤ exp
(
(log ℓ1)
A
)
. Take some
z0 ∈ Aρ/2. Assume that for each m ∈ [1,m0] ∪ [m1 −m0,m1] the monodromies Am(z) and Am+1(z)Am(z)
satisfy the conditions of part (i) of Proposition 13.4 in some disk D(z0, r(1)) with
exp
(−√ℓ1) < r(1) < exp(−(log ℓ1)C).
Then
(13.10) 4
r21
r22
∣∣∣∣J(v(·), z0, r1, r2)− J(log ∥∥∥ m0+1∏
m=m1−m0
Am(·)
∥∥∥, z0, r1, r2)∣∣∣∣ ≤ exp((log ℓ1)C)r21(r(1))−2
for any r(1) exp(−√ℓ1) < r1 < r(1) exp
(−(log ℓ1)C1), r2 ≪ r1. In particular,
(13.11) 4
r21
r22
J
(
v(·), z0, r1, r2
) ≥ − exp((log ℓ1)C)r21(r(1))−2 .
Proof. By the avalanche principle expansion
log
∥∥∥ m0+1∏
m=m1−m0
Am(·)
∥∥∥ = m1−m0−1∑
m=m0+1
log
∥∥Am+1(z)Am(z)∥∥
−
m1−m0−1∑
m=m0+2
log
∥∥Am(z)∥∥+O (exp(−√ℓ1))
(13.12)
for any z /∈ B, with mes B ≤ exp(−√ℓ1). It follows from (13.12) that
J
(
log
∥∥∥ m0+1∏
m=m1−m0+1
Am(·)
∥∥∥, z0, r1, r2) = m1−m0−1∑
m=m0+1
J
(
log
∥∥Am+1(·)Am(·)∥∥, z0, r1, r2)
−
m1−m0−1∑
m=m0+2
J
(
log
∥∥Am(·)∥∥, z0, r1, r2)+O (exp(−√ℓ)) .
Due to (i) in Proposition 13.4 one has
4
r21
r22
{ ∑
m∈[1,m0]∪[m1−m0,m1−1]
J
(
log
∥∥Am+1(·)Am(·)∥∥, z0, r1, r2)+
+
∑
m∈[2,m0]∪[m1−m0,m1−1]
J
(
log
∥∥Am(·)∥∥, z0, r1, r2)} ≤ r21(r(1))−2 exp((log ℓ)C) .
Note that we do not need absolute values here, since the Jensen averages of subharmonic functions are
non-negative. That proves (13.10). Since log
∥∥∥ m0+1∏
m=m1−m0
Am(z)
∥∥∥ is subharmonic its Jensen’s averages are
non-negative and (13.11) follows. 
Remark 13.6. The same statement and proof applies to slightly modified functions v in (13.9). Indeed, in
the definition
v(z) =
m1∑
m=1
log
∥∥Am+1(z)Am(z)∥∥− m1∑
m=1
log
∥∥Am(z)∥∥
we can omit a finite number of terms in both sums from the edges m = 1 and m = m1, respectively.
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We now introduce the notion of “adjusted”.
Definition 13.7. Let ℓ ≫ 1 be some integer, and s ∈ Z. We say that s is adjusted to a disk D(z0, r0) at
scale ℓ if for all k ≍ ℓ
Z(fk(·e((s+m)ω), ω, E), z0, r0) = ∅ ∀ |m| ≤ Cℓ.
We will now prepare the way for our main assertion concerning the Jensen averages of norms of monodromies.
This will be done by means of their avalanche principle expansions. Consider the avalanche principle expan-
sion of log
∣∣fN (z, ω,E)∣∣:
(13.13) log
∣∣fN(z, ω,E + iη)∣∣ = n−1∑
m=1
log
∥∥Am+1(z)Am(z)∥∥− n−1∑
m=2
log
∥∥Am(z)∥∥+O (exp(−ℓ1/2)) ,
for any z ∈ Aρ0/2 \ BE,η,ω, mes BE,η,ω ≤ exp
(−ℓ1/2), where Am(z) = Mℓ(ze(smω), ω, E + iη), m =
2, . . . , n− 1, A1(z) =Mℓ1(z, ω,E)
[
1 0
0 0
]
, An(z) =
[
1 0
0 0
]
Mℓn
(
ze(snω), ω, E
)
, ℓm = ℓ, m = 1, 2, . . . , n− 1,
ℓn = ℓ˜, (n− 1)ℓ+ ℓ˜ = N , ℓ, ℓ˜ ≍ (logN)A, sm =
∑
j<m
ℓj .
Lemma 13.8. Assume that {smj}j0j=1 is adjusted to D(z0, r0) at scale ℓ. Set m0 = 0, mj0+1 = n, and
wj(z) = log
∥∥∥ mj+1∏
m=mj+1
Am(z)
∥∥∥ for any 0 ≤ j ≤ j0
Then
(13.14) 4
r21
r22
∣∣∣J (log ∣∣fN (·, ω, E)∣∣, z0, r1, r2)− j0∑
j=0
J(wj(·), z0, r1, r2)
∣∣∣ ≤ N exp((log ℓ)C) r21r−20
for any e−
√
ℓ < r1 . exp(−(log ℓ)A)r0, and r2 = cr1. In particular,
(13.15) 4
r21
r22
J
(
log
∣∣fN (·, ω, E)∣∣, z0, r1, r2) ≥ ∑
j∈J
J
(
wj(·), z0, r1, r2
)−N exp((log ℓ)C) r21r−20
for any J ⊂ [0, j0].
Proof. This follows immediately from Lemma 13.5 and Remark 13.6. 
14. Proof of Theorem 1.4
The proof of Theorem 1.4 is based on Section 13 on Jensen averages of norms of monodromies. To make
use of Proposition 13.4 we consider again the avalanche principle expansion (13.13). We first address the
issue of defining sequences {smj}j0j=1 which are adjusted to a given disk D(z0, r1), r1 ≍ exp(−(log ℓ)A),
0 < ε≪ 1, where ℓ ≍ (logN)C , see Definition 13.7.
Lemma 14.1. Given ℓ and r1 ≍ exp(−(log ℓ)C), ω ∈ Tc,a, x0 ∈ T, E ∈ R, and s0 ∈ Z there exists (with
B ≫ 1)
(14.1) s′0 ∈ [s0 −Bℓ2, s0 +Bℓ2]
such that with z0 = e(x0),
(14.2) fℓ
(·e(sω), ω, E) has no zero in D(z0, r1)
for any
∣∣s− s′0∣∣ . ℓ.
Proof. Recall that the total number of zeros of fℓ
(·, ω, E) does not exceed Cℓ. Since the zeros of fℓ(·e(sω), ω, E)
are the shifts of the zeros of fℓ
(·, ω, E) by e(−sω) , the assertion follows from the Diophantine condition on
ω. 
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This lemma gives us a lot of room to define sequences {smj}j0j=1 which are adjusted to a given disk.
Corollary 14.2. Consider the avalanche principle expansion (13.13). Assume that ω ∈ Tc,a. Given a disk
D(z0, r1), r1 ≍ exp(−(log ℓ)A) and an increasing sequence {m˜j}j0j=1 such that m˜j+1 − m˜j > exp
(
(log ℓ)2B
)
for 1 ≤ j < j0, there exists an increasing sequence {smj}j0j=1 which is adjusted to D(z0, r1) at scale ℓ and
such that
(14.3)
∣∣mj − m˜j∣∣ < exp ((log ℓ)B) , 1 ≤ j ≤ j0.
Proof. Apply Lemma 14.1 to each sm˜j , 1 ≤ j < j0, and letmj be such that (14.2) holds for each |s−smj | . ℓ.
This implies that at least one of the entries of the monodromies Am where |m −mj| ≤ C has no zeros in
D(z0, r1). But this is precisely the requirement of Definition 13.7 for the sequence {smj} to be adjusted.
Finally, (14.3) follows from (14.1). 
We can now draw the following conclusion from Corollary 14.2.
Lemma 14.3. Assume ω ∈ Tc,a. Given a disk D(z0, r1), r1 ≍ exp(−(log ℓ)A) there exists a sequence
{smj}j0j=1 with 0 ≤ j0 < n so that
(a) it is adjusted to D(z0, r1) at scale ℓ
(b) mj+1 −mj ≤ exp
(
(log ℓ)2B
)
for 0 ≤ j ≤ j0 with m0 = 0, mj0+1 = n
Proof. Take a net of points in [1, n] of step-size exp((logN)2B) and denote it by {m˜j}j. Then apply the
corollary to this sequence. Property (b) follows from (14.3). 
Set
Âj(z) =
mj+1∏
m=mj+1
Am(z), wj(z) = log
∥∥Âj(z)∥∥
for 0 ≤ j ≤ j0.
Lemma 14.4. Let 0 < c≪ 1. Then
#
{
z ∈ D (z0, ρ1(1− c)) : fN(z, ω,E) = 0
}
≤ 4ρ
2
1
ρ22
j0∑
j=0
J
(
wj(·), z0, ρ1, ρ2
)
+Nρ
5/4
1 ≤
#
{
z ∈ D (z0, ρ1(1 + c)) : fN(z, ω,E) = 0
}
+ 2Nρ
5/4
1 .
(14.4)
provided e−
√
ℓ < ρ1 . exp(−(log ℓ)A)r1, ρ2 = cρ1, and ρ1 ≤ r41.
Proof. By Lemma 13.8,
(14.5) 4
ρ21
ρ22
∣∣∣J (log ∣∣fN(·, ω, E)∣∣, z0, ρ1, ρ2)− j0∑
j=0
J
(
wj(·), z0, ρ1, ρ2
)∣∣∣ ≤ N exp((log ℓ)C1)ρ21r−21
The lemma follows by combining (14.5) with Lemma 5.1 on Jensen averages. 
We will now use the following notation for matrix-valued functions M(z) = {ap,q}mp,q=1 :
(14.6) k(M, z, r) = min
p,q
Z(apq, z, r)
for any z ∈ C and r > 0.
Definition 14.5. Let wj(z) and D(z0, r1) be as above. Assume that the following conditions are valid:
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(1) no entry of the monodromy Âj(z) has a zero in
D(ζj , r(1) exp((log ℓ)C)) \ D(ζj , r(2)), exp(−√ℓ) ≤ r(1) ≤ r41 , r(2) = r(1) exp(−(log ℓ)C),
where ζj = e(ξj + iηj) ∈ D
(
z0, (1 − c0)r(1)
)
, with c0 > 0 being some small constant, and with
|ηj | < c0r(1).
(2) k(Âj , ζj , r
(2)) ≥ 1
Under these conditions we say that wj(·) is a contributing term for D(z0, r(1)).
We now relate the integer k(j, z0, r
(1)) from Definition 14.5 to the Jensen averages.
Lemma 14.6. Assume that wj(·) is a contributing term for the disk D(z0, r(1)). Then∣∣∣4ρ21
ρ22
J
(
wj(·), z0, ρ1, ρ2
)− k(Âj(·), ζj , r(2))∣∣∣ ≤ exp(−(log ℓ)A)
where ρ1 = r
(1) and ρ2 = c1ρ1 and c1 ≪ c0.
Proof. Apply part (ii) of Proposition 13.4 to the Jensen averages J
(
log
∥∥Âj(·)∥∥, z0, ρ1, ρ2) . 
Assume now that there is at least one contributing term wj0(·) for the disk D(z0, r(1)) where z0 = e(x0)
and x0 ∈ T. We will now show that in this case one can modify the subsequence {mj} from Lemma 14.3
in such a way that it gives rise to a large collection of contributing terms without changing wj0 . Choose an
arbitrary s ∈ S+j0 where
(14.7) S+j0 =
{
s ∈ (smj0 , N ] : −r(1)(1− 2c0) < x0 − ξj − {(s− smj0 )ω} < r(1)(1− 2c0)
}
.
We have S+j0 6= ∅ since r(1) ≍ exp
(−(log ℓ)A). Note that due to the Diophantine condition ω ∈ Tc,a
(14.8) s− smj0 > exp(ℓε)≫ exp
(
(log ℓ)A
)
.
Assume now that s < N − exp((log ℓ)B). Note that
M[s,smj0+1−smj0+s](z, ω,E) =M[smj0 ,smj0+1 ]
(
ze((s− smj0 )ω), ω, E
)
= Âj0
(
ze((s− smj0 )ω)
)
.
The following lemma is a shifted form of Definition 14.5.
Lemma 14.7. Let t = s− s
m
(0)
j
. Then
(1) no entry of M[smj0 ,smj0+1 ]
(·e(tω), ω, E) has a zero in D (ζj0e(−tω), r1/2) \ D (ζj0e(−tω), r(2))
(2) k
(
M[smj0 ,smj0+1 ]
(·e(tω), ω, E), ζj0e(−tω), r(2)) = k(Âj0(·), ζj0 , r(2))
Moreover, smj0 + t and smj0+1 + t are adjusted to D(z0, r1/2) at scale ℓ.
Proof. These are basically just (1) and (2) of Definition 14.5 shifted by e(−tω). The only difference is that
in property (1) the outer radius needs to be replaced by r1 − r(1), see (14.7). Since r(1) ≪ r1, this is larger
than r1/2, as claimed. The claim about the adjustedness is also a consequence of the small size of the shift
by tω. 
Recall that we assumed that smj0 < s < N . Analogously to (14.7), we can now consider
(14.9) S−j0 =
{
s ∈ [1, smj0 ) : −r(1)(1− 2c0) < x0 − ξj + {(smj0 − s)ω} < r(1)(1− 2c0)
}
.
Clearly, there will be a version of Lemma 14.7 in this case. We arrive at the following conclusion.
Lemma 14.8. The set
(14.10)
{
s ∈ S+j0 ∪ S−j0 : exp
(
(log ℓ)B
)
< s < N − exp((log ℓ)B)}
is adjusted to the disk D(z0, r1/2) at scale ℓ and the distance between any two distinct elements of this
sequence exceeds exp
(
(log ℓ)A1
)
.
FINE PROPERTIES OF THE IDS AND SEPARATION OF EIGENVALUES 67
Now consider Lemma 14.4 with this choice of adjusted sequence. Then we obtain the following lower
bound for the number of zeros.
Corollary 14.9. Assume that there is at least one term wj0 (·) on the right-hand side of (14.4) which is
contributing for D(z0, r(1)). Then
# {z ∈ D(z0, ρ1(1 + c0)) : fN (z, ω,E) = 0} ≥ 2Nk
(
Âj0 , ζj0 , r
(2)
)
ρ1(1− 3c0)−Nρ5/41 .
where the constants are the same as in Definition 14.5.
Proof. Since ρ1 > exp(−(logN)δ) and ω satisfies the Diophantine condition (3.1), the total number of
integers which satisfy (14.7) or (14.9) as well as (14.10) is equal to
(14.11) N˜ = 2ρ1(1 − 2c0)N
(
1 + O(ρc21 )
)
.
Now apply the upper bound in (14.4) by omitting those terms in the sum that do not arrive as shifts of Âj0 .
This yields
4
ρ21
ρ22
∑
j
′
J
(
wj(·), z0, ρ1, ρ2
)−Nρ 541 ≤ #{z ∈ D (z0, ρ1(1 + c0)) : fN (z, ω,E) = 0}
where
∑′
j denotes the sum over those terms that arise as described in Lemma 14.7. Lemma 14.7 and
Proposition 13.4 imply that
|4ρ
2
1
ρ22
J
(
wj(·), z0, ρ1, ρ2
)− k(Âj0 (·), ζj0 , r(2))| < exp(−(log ℓ)A).
Note carefully that this requires our assumption that |ηj | < c0r(1), see Definition 14.5. Hence,∣∣∣4ρ21
ρ22
∑
j
′
J
(
wj(·), z0, ρ1, ρ2
)− N˜k(Âj0(·), ζj0 , r(2))∣∣∣ < N˜ exp(−(log ℓ)A).
In view of the preceding,
#
{
z ∈ D (z0, ρ1(1 + c0)) : fN (z, ω,E) = 0
}
≥ N˜ [k(Âj0(·), ζj0 , r(2))− exp(−(log ℓ)A)]−Nρ 541
≥ 2ρ1(1− 3c0)N −Nρ
5
4
1 ,
as claimed. 
Next, we want to show that under the assumption of Corollary 14.9 we can produce many centers z1 =
e(x1) which give rise to a contributing term in 14.4. Note that this will require changing the underlying
adjusted sequence as before. This, however, is not important since we will only be interested in a lower
bound on the number of zeros as in Corollary 14.9.
Thus, choose an arbitrary x1 ∈ T0, z1 = e(x1). There exists t1 ∈ [1, N ] such that
‖x1 + t1ω − x0‖ < c1ρ1
where c1 ≪ c0. Recall that ρ1 = r(1). Then in analogy with Lemma 14.7 we obtain the following properties:
ζj0e(−t1ω) ∈ D
(
z1, (1− c0)r(1) + c1r(1)
)
,
as well as
(1) no entry of the monodromy M[smj0+t,smj0+1+t]
(z, ω,E) has a zero in
D
(
ζj0e
(−t1ω), r(1)) \ D (ζj0e(−t1ω), r(2))
(2) k
(
M[smj0+t,smj0+1+t]
(·, ω, E), ζj0e
(−t1ω), r(2)) = k (Âj0(·), ζj0 , r(2))
These properties allow us to conclude the following result, which is analogous to Corollary 14.9.
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Lemma 14.10. Assume that for some x0 ∈ T there is at least one term wj0(·) on the right-hand side of
relation (14.4) which is contributing for the disk D(z0, r(1)). Then for any x1 ∈ T, z1 = e(x1) one has
(14.12) # {z ∈ D (z1, ρ1(1 + c0)) : fN (z, ω,E) = 0} ≥ 2Nk
(
Âj0(·), ζj0 , r(2)
)
ρ1 (1− 3c0)−Nρ
5
4
1
where ρ1 is as above. In particular,
(14.13) # {z : 1− 2ρ1 < |z| < 1 + 2ρ1 : fN (z, ω,E) = 0} ≥ Nk
(
Âj0(·), ζj0 , r(2)
)
(1− 4c0) .
Proof. The estimate (14.12) is proved as in Corollary 14.9. This then leads to (14.13) by means of a covering
argument. 
Let V0(e(x)) be a trigonometric polynomial, i.e.,
V0
(
e(x)
)
=
k0∑
k=−k0
vˆ0(k)e(kx) , vˆ0(−k) = v0(k) .
We refer to k0 as the degree of V0 and denote it by deg V0. Assume that the Lyapunov exponent L(ω0, E)
relative to the potential V0 and some ω0 ∈ Tc,a is positive for all E, γ0 = inf L(ω0, E). Due to Corollary 5.8,
given ρ0, there exists τ0 = τ0(λ, V0, ω0, γ0, ρ0) > 0 such that
#
{
z ∈ Aρ0/2 , fN (z, ω0, E) = 0
} ≤ N(2 degV0 + c) , c < 1
(with fN defined in terms of V rather than V0) provided
(14.14) sup
Aρ0
∣∣V (z)− V0(z)∣∣ ≤ τ0
with sufficiently small τ0. Assume now that V (z) satisfies this condition. In what follows, all determinants,
monodromy matrices etc. are defined using V rather than V0.
Corollary 14.11. Assume that for some x0 ∈ T there is at least one term wj0(·) in (14.4) which is con-
tributing for D(z0, r(1)). Then
(14.15) k
(
Âj0(·), ζj0 , r(2)
)
≤ 2 degV0
Next, we produce a zero-free annulus for the determinants.
Lemma 14.12. Given x0 ∈ T and large n, there exists
(14.16) exp(−(logn)C1) < r < exp(−(logn)C2),
such that all f[a,n−b](·, ω, E), a, b = 0,±1, have no zeros in D
(
ζ0, r
) \ D(ζ0, r exp(−(logn)C)), ζ0 = e(x0).
Proof. Set ρ0 = exp(−(logn)C1) and ρ(m) = ρ0 exp(−m(logn)C) for all m ≥ 0. By Proposition 4.9,
#
{
z ∈ D (ζ0, n−1) : f[a,n−b](z, ω,E) = 0 for some a, b = 0,±1} ≤ (logn)A .
Therefore, there exists 0 ≤ m ≤ (logn)A such that each f[a,n−b](·, ω, E), a, b = 0,±1, has no zeros in
D(ζ0, ρ(m+1)) \ D(ζ0, ρ(m)).
Set r = ρ(m+1), and we are done. 
Now we show how to obtain a contributing term.
Lemma 14.13. Let Aˆ(z) = M[s′,s′′](z, ω,E) where s
′ < s′′ are adjusted to D(z0, r1) at scale ℓ, and with
r1 = exp(−(logn)C3) . Assume that ℓ≪ s′′ − s′ < exp((log ℓ)C) and that
k(Aˆ, z0, ρ0) ≥ 1, ρ0 = exp(−(log ℓ)C1).
Then Aˆ is contributing for D(z0, r(1)) for some r(1) ≤ r41 and ρ0 ≪ r(2). In particular,
k(Aˆ, z0, ρ0) ≤ 2 degV0.
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Proof. Due to Lemma 14.12, there exists
r(1) ≤ r41 , 2ρ0 < r(2) < r(1) exp(−(log ℓ)C),
such that Aˆ is contributing to D(z0, r(1)). In particular, Corollary 14.11 implies that
k(Aˆ, z0, ρ0) ≤ 2 degV0
as claimed. 
Proof of Theorem 1.4. Let ℓ ≍ exp((log s)δ), with δ > 0 small. Assume ω ∈ Tc,a There exist −s− < 0 < s+
adjusted to D(z0, r1) at scale ℓ with r1 = exp(−(log ℓC)), such that |s±−s| ≤ exp((log ℓ)B), B ≪ C. Assume
that
k1 = k(M[−s−,s+](·, ω, E), z0, ρ) > 0
for ρ0 = exp(−(log ℓC1)). Then by Lemma 14.13, k1 ≤ 2 degV . 
Theorem 1.4 has the technical disadvantage that its estimate is guaranteed not for the Dirichlet deter-
minant fℓ(z, ω,E) of arbitrary size ℓ but rather for a determinant fs(z, ω,E) of a specially chosen size
|s − ℓ| < (log ℓ)A. The (logN)A upper bound on the number of zeros of fN (·, ω, E) with arbitrary N ,
guaranteed by Proposition 4.9, is not sufficient for our goals. However, the following simple corollary of
Theorem 1.4 resolves this technical problem.
Proposition 14.14. For any z0 = e(x0 + iy0), |y0| < ρ0/2, E ∈ C and N > C one has
(14.17) νfN (·,ω,E)
(
z0, exp
(−(logN)A)) ≤ (log logN)B
Proof. Due to Theorem 1.4, with s replaced by N , there exist s±, such that |s± − N | < exp((logN)δ),
νf[−s−,s+](·,ω,E)
(
z0, exp
(−(logN)A)) ≤ k0(V ). Due to the avalanche principle expansion with N1 = [N/2]
log |f[−N+N1,N−N1−1](z, ω,E)| − log |f[−s−,s+](z, ω,E)|
=
[
log
∥∥∥ [1 0
0 0
]
M[s′+,s′′′+ ](z, ω,E)
∥∥∥+ log ∥∥∥ [1 0
0 0
]
M[s′+,s′′+](z, ω,E)
∥∥∥]
+
[
log
∥∥∥M[−s′
−
,−s′′′
−
](z, ω,E)
[
1 0
0 0
] ∥∥∥+ log ∥∥∥M[−s′
−
,−s′′
−
](z, ω,E)
[
1 0
0 0
]∥∥∥]+O(N−B)
for any z 6∈ BN,E, mes (BN,E) < exp(−(logN)C), where s′− = max{N−N1, s−}, s′+ = max{N−N1−1, s+},
s′′′+ − (logN)C1 < s′+ < s′′+ < s′′′+ , s′− − (logN)C1 < s′′′− < s′′− < s′−
Recall that
4
r21
r22
J
(
log
∥∥∥ [1 0
0 0
]
Mℓ(·, ω, E)
∥∥∥, ζ0, r1, r2) . (log ℓ)A1
for any ℓ≫ 1, ζ0 ∈ Aρ0/2, exp(−ℓδ) ≤ r1 ≤ exp(−(log ℓ)A), r2 = cr1. Hence,
(14.18) 4
ρ21
ρ22
∣∣J ((log ∣∣f[−N1,N1](·, ω, E)∣∣− log ∣∣f[−s−,s+](·, ω, E)∣∣) , z0e(−N1ω), ρ1, ρ2)∣∣ < (log logN)C ,
where ρ1 ≍ exp
(−(logN)A), ρ2 = cρ1. By Corollary 5.2 relation (14.16) implies
νfN (·,ω,E)(z0, ρ1 − ρ2) ≤ νf[−s−,s+](·,ω,E)(z0, ρ1 + ρ2) .

70 MICHAEL GOLDSTEIN AND WILHELM SCHLAG
15. Concatenation terms and the number of eigenvalues falling into an interval
Consider the following concatenation terms
(15.1) WN,k
(
e(x), E + iη
)
=
∥∥M[1,k](e(x), ω, E + iη)∥∥ ∥∥M[k+1,N ](e(x), ω, E + iη)∥∥∥∥M[1,N ](e(x), ω, E + iη)∥∥
1 ≤ k ≤ N , where ω is fixed.
Lemma 15.1. Let x ∈ T, E ∈ R, η > 0, and let
(15.2)
∣∣f[a,N−b+1](e(x), ω, E + iη)∣∣ = max
1≤a′,b′.2
∣∣f[a′,N−b′+1](e(x), ω, E + iη)∣∣
for some 1 ≤ a, b . 2. Then
(15.3) #
(
spH[a,N−b+1]
(
e(x), ω
) ∩ (E − η,E + η)) ≤ 4η ∑
1≤k≤N
WN,k
(
e(x), E + iη
)
Proof. Recall that(
H[a,N ′]
(
e(x), ω
)− E − iη)−1 (k, k) = f[a,k](e(x), ω, E + iη)f[k+2,N ′](e(x), ω, E + iη)
f[a,N ′]
(
e(x), ω, E + iη
)(15.4)
M[a,N ′]
(
e(x), ω, E + iη
)
=
[
f[a,N ′]
(
e(x), ω, E + iη
) −f[a+1,N ′](e(x), ω, E + iη)
f[a,N ′−1]
(
e(x), ω, E + iη
) −f[a+1,N ′−1](e(x), ω, E + iη)
]
(15.5)
Due to (15.2)
(15.6)
∥∥MN(e(x), ω, E + iη)∥∥ ≤ 2∣∣∣f[a,N−b+1](e(x), ω, E + iη)∣∣∣ .
Combining (15.4), (15.5), (15.6) one obtains
(15.7)
∣∣∣∣tr((H[a,N−b+1](x, ω)− E − iη)−1)∣∣∣∣
≤
∑
a≤k≤N−b+1
∣∣∣f[a,k](e(x), ω, E + iη)∣∣∣ ∣∣∣f[k+2,N−b+1](e(x), ω, E + iη)∣∣∣∣∣∣f[a,N−b+1](e(x), ω, E + iη)∣∣∣
≤
∑
a≤k≤N−b+1
2WN,k(e(x), E + iη)
On the other hand, ∣∣∣tr (H[a,N−b+1](x, ω)− E − iη)−1∣∣∣
≥ (2η)−1# (spH[a,N−b+1](e(x), ω) ∩ (E − η,E + η))
and we are done. 
Lemma 15.2. Using the notations of Lemma 15.1 one has for any K
#
(
sp
(
H[a,N−b+1]
(
e(x), ω
)) ∩ (E − η,E + η))
≤ 4η
∑
k/∈K
WN,k
(
e(x), E + iη
)
+#(K)
Proof. Just as in (15.7) one has
(15.8)
∣∣∣tr (M[a,N−b+1](e(x), ω)− E − iη)−1∣∣∣
≤
∑
k/∈K
2WN,k
(
e(x), E + iη
)
+
∑
k∈K
∣∣∣(H(e(x), ω)− E − iη)−1 (k, k)∣∣∣
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Recall that
(15.9)
∣∣∣(H(e(x), ω)− E − iη)−1 (k, k)∣∣∣ ≤ ∥∥∥(H(e(x), ω)− E − iη)−1∥∥∥
≤ η−1
The assertion follows from (15.8), (15.9) and (15.3). 
Corollary 15.3. Using the notations of Lemma 15.1 one has
#
(
sp
(
H[1,N ]
(
e(x), ω
)) ∩ (E − η,E + η))
≤ 4η
∑
k∈K
WN,k
(
e(x), E + iη
)
+#(K) + 2
Proof. Due to Weyl’s Comparison Lemma, see [Bha],
#
(
sp
(
H[1,N ]
(
e(x), ω
)) ∩ (E − η,E + η)) ≤
#
(
sp
(
H[a,N−b+1]
(
e(x), ω
)) ∩ (E − η,E + η))+ 2
as claimed. 
Lemma 15.4. Let A be n × n hermitian matrix. Let Ψ(1),Ψ(2), . . . ,Ψ(n) ∈ Cn be an orthonormal basis of
eigenvectors of A and E(1), E(2), . . . , E(n) be the corresponding eigenvalues. Then for any E + iη, E ∈ R,
η > 0 one has∑
1≤k≤n
∣∣∣((A− E − iη)−1ek, ek)∣∣∣2 ≥ ∑
1≤j≤n
( ∑
1≤k≤n
∣∣∣(ek,Ψ(j))∣∣∣4) · (Im(E(j) − E − iη)−1)2
where e1, e2, . . . , en is arbitrary orthonormal basis in C
n.
Proof. One has (
(A− E − iη)−1 ek, ek
)
=
∑
1≤j≤n
∣∣∣(ek,Ψ(j))∣∣∣2 (E(j) − E − iη)−1∣∣∣((A− E − iη)−1ek, ek)∣∣∣ ≥ Im((A− E − iη)−1ek, ek)
=
∑
1≤j≤n
∣∣∣(ek,Ψ(j))∣∣∣2 Im(E(j) − E − iη)−1 .
Since Im
(
E(j) − E − iη)−1 > 0, j = 1, 2, . . . , n, the assertion follows (use (∑j aj)2 ≥∑j a2j if aj ≥ 0). 
Corollary 15.5. Using the notations of the previous lemma assume that the following condition is valid for
some E, η:
(L) for each eigenvector Ψ(j) with
∣∣E(j) − E∣∣ < η there exists a set S(j) ⊂ {1, 2, . . . , n}, #S(j) ≤ ℓ such
that
∑
k/∈S(j)
∣∣(ek,Ψ(j)) |2 ≤ 1/2.
Then
#
{
j :
∣∣∣E(j) − E∣∣∣ < η} ≤ 8ℓη2 ∑
1≤k≤n
∣∣∣((A− E − iη)−1ek, ek)∣∣∣2
Proof. Recall that for any positive α1, . . . , αℓ with
∑
j
αj = 1
∑
j
α2j ≥
∑
j
1
ℓ2
=
1
ℓ
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by Cauchy-Schwarz. Due to the assumptions of the corollary
1 =
(
Ψ(j),Ψ(j)
)
=
∑
1≤k≤n
∣∣∣(ek,Ψ(j))∣∣∣2 ≤ ∑
k∈S(j)
∣∣∣(ek,Ψ(j))∣∣∣2 + 1/2
for any
∣∣E(j) − E∣∣ < η. Hence, for such E(j) we have
(15.10)
∑
k∈S(j)
∣∣∣(ek,Ψ(j))∣∣∣4 ≥ 1/4ℓ
and the assertion follows from the previous lemma. 
16. The Riesz measure of concatenation terms
Consider the concatenation term
wm(z) = logWm(z) = log
∥∥M2m(z, ω,E)∥∥∥∥Mm(ze(mω), ω, E)∥∥ ∥∥Mm(z, ω,E)∥∥
Assume that the following condition holds:
(I) no determinant f[a,m−b]
(·e(nmω), ω, E), f[a,2m−b](·, ω, E), a = 1, 2; b = 0, 1; n = 0, 1, has a zero in
some annulus D(ζ0, ρ1) \ D(ζ0, ρ0), where ρ0 ≍ exp
(−mδ), ρ0 < ρ1 < exp (−(logm)A), 0 < δ ≪ 1.
Set
k¯n = min
a,b
ν
f[a,m−b]
(
·e(nmω),ω,E
)(ζ0, ρ0) ,
n = 0, 1,
k¯ = min
a,b
νf[a,2m−b](·,ω,E)(ζ0, ρ0) .
Lemma 16.1. Assume that ρ1 ≥ ρ(logm)
−B0
0 . Then
k¯0 + k¯1 ≤ k¯ ≤ k¯0 + k¯1 + k1(λ, V )
provided B0 ≫ 1. Here k1(λ, V ) is some integer constant.
Proof. Due to Proposition 13.4 one has
(16.1)
∣∣∣∣∣log
∥∥M[1,m](ζe(nmω), ω, E)∥∥∥∥M[1,m](ze(nmω), ω, E)∥∥ − k¯n log |ζ − ζ0||z − ζ0|
∣∣∣∣∣ < 1 , n = 0, 1,
(16.2)
∣∣∣∣∣log
∥∥M[1,2m](ζ, ω, E)∥∥∥∥M[1,2m](z, ω,E)∥∥ − k¯0 log |ζ − ζ0||z − ζ0|
∣∣∣∣∣ < 1 ,
for any z, ζ ∈ D(ζ0, ρ′1) \ D(ζ0, ρ2), where ρ′1 = exp
(−(logm)B1) ρ1, ρ2 = exp ((logm)B1) ρ0. There exists
z = e(x+ iy) ∈ D(ζ0, ρ′1) \ D(ζ0, ρ′1/2) such that∣∣log ∥∥M[1,m](ze(nmω), ω, E)∥∥−mL(y, E)∣∣ ≤ mδ(logm)−B2 , n = 0, 1,
∣∣log ∥∥M[1,2m](z, ω,E)∥∥− 2mL(y, E)∣∣ ≤ mδ(logm)−B2
with 1≪ B2 < B0. Combining these relations one obtains∣∣∣∣log
∥∥M[1,m](ζe(mω), ω, E)∥∥ ∥∥Mm(ζ, ω, E)∥∥∥∥M[1,2m](ζ, ω, E)∥∥ −(
k¯0 + k¯1 − k¯
)
log
|ζ − ζ0|
|z − ζ0|
∣∣∣∣ ≤ Cmδ(logm)B1
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for any ζ ∈ D(ζ0, ρ′1) \ D(ζ0, ρ2). Since |z − ζ0| ≍ ρ′1, ρ′1 ≍ exp
(−mδ(logm)−B0 − (logm)B1), one can pick
ζ ∈ D(ζ0, ρ′1) \ D(ζ0, ρ2) such that |ζ − ζ0| = |z − ζ0|(logm)
B0/2
. Then
(16.3)
∣∣∣∣ log
∥∥M[1,m](ζe(mω), ω, E)∥∥ ∥∥Mm(ζ, ω, E)∥∥∥∥M2m(ζ, ω, E)∥∥ +
mδ(logm)B0/2
(
k¯0 + k¯1 − k¯
) ∣∣∣∣ ≤ Cmδ(logm)B1 .
Recall that
(16.4)
∥∥M2m(ζ, ω, E)∥∥ ≤ ∥∥Mm(ζe(mω), ω, E)∥∥ ∥∥Mm(ζ, ω, E)∥∥
Relations (16.3), (16.4) imply k¯0 + k¯1 − k¯ ≤ 0. Removing the absolute values in (16.1) and (16.2) and
taking Jensen’s averages one obtains the following:∣∣∣∣4 r22r21 J
(
log
∥∥M2m(·, ω, E)∥∥∥∥M[1,m](·e(mω), ω, E)∥∥ ∥∥Mm(·, ω, E)∥∥ , ζ0, r1, r2
)
− (k¯ − k¯1 − k¯2) ∣∣∣∣ < 2
where r1 = ρ
′
1/2, r2 = cr1. Hence, k¯ − k¯1 − k¯2 ≤ k1(λ, V ). 
Definition 16.2. Let m,E be as above. Fix 0 < δ ≪ 1, B0 ≫ 1. Set
ρ(0)m = exp
(−mδ) , ρ(t)m = (ρ(0)m )(logm)−tB0 , t = 1, 2, . . . .
Given ζ0 ∈ Aρ0/2, define tm(ζ0) as the minimal integer t = 0, 1, . . . such that condition (I) is valid in the
annulus
D
(
ζ0, ρ
(t+1)
m
)
\ D
(
ζ0, ρ
(t)
m
)
.
Recall that by Proposition 14.14, νfN (·,ω,E)(ζ0, exp
(−(logN)A)) ≤ (log logN)A1 for any N , ζ0 ∈ Aρ0/2.
Lemma 16.3. tm(ζ0) ≤
(
log logm
)A1
for any m, ζ0 ∈ Aρ0/2. In particular, ρ
(
tm(ζ0)+1
)
m ≤ exp
(−mδ/2),
provided m > m0(δ, B0).
Proof. Note that
log log
(
ρ(t)m
)−1
= δ logm− tB0
(
log logm
)
> δ/2 logm
provided t≪ (log logm)C0 , m ≥ m0(δ, B0, C0). Therefore, both assertions of the lemma follow. 
Set
k¯m,n(ζ) = min
a,b
νf
[a,m−b]
(
·e(nmω),ω,E
) (ζ, ρ(tm(ζ))) , n = 0, 1,
k¯m(ζ) = min νf[a,2m−b](·,ω,E)
(
ζ, ρ(tm(ζ))
)
Lemma 16.4. There exist ζ1,m, ζ2,m, . . . , ζjm,m ∈ Aρ0/2 such that the following conditions are valid:
(a) Aρ0/2 ⊂
⋃
j
D (ζj,m, ρ¯j,m), ρ¯j,m =
(
ρ(tm(ζj,m)+1)
)(logm)B0/4
(b) dist
(
D
(
ζj1,m, ρj1,m
)
,D
(
ζj2,m, ρj2,m
))
≥ ρ
j1,m
+ ρ
j2,m
, where j1 6= j2, ρj,m = (ρ¯j,m)(logm)
B0/4
,
j1 = 1, 2, . . . , jm
(c) no determinant f[a,m−b]
(·e(nm), ω, E), f[a,2m−b](·, ω, E), a = 1, 2; b = 0, 1; n = 0, has a zero in
D (ζj,m, ρ¯j,m) \ D
(
ζj,m, ρ
j,m
)
, ρ¯j,m = (ρ¯j,m)
(logm)−B0/4
, ρ
j,m
=
(
ρ
j,m
)(logm)B0/4
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Proof. Let t1 = max
{
tm(ζ) : ζ ∈ Aρ0/2
}
and let ζ1,m be any point such that tm
(
ζ1,m
)
= t1. Let
t2 = max
{
tm(ζ) : ζ ∈ Aρ0/2 \ D (ζ1,m, ρ¯1,m)
}
Let ζ2,m ∈ Aρ0/2 \D (ζ1,m, ρ¯1,m) be an arbitrary point such that tm(ζ2) = t¯2, etc. One obtains ζ1,m, ζ2,m, . . .
such that tm (ζj,m) ≤ t (ζj+1,m), j = 1, 2, . . . , jm − 1, Aρ0/2 ⊂
⋃
1≤j≤jm
D (ζj,m, ρ¯j,m). If j1,m < j2,m, then
|ζj1,m − ζj2,m| ≥ ρ¯j1,m > 4ρj1,m ≥ 2ρj2,m. Hence,
dist
(
D
(
ζj1,m, ρj1,m
))
,D (ζj2,m, ρj2,m) ≥ ρj1,m + ρj2,m.
Property (c) follows from the definition of the integers tm(ζ). 
Note that one can apply Lemma 16.1 to each annulus D (ζj,m, ρ¯j,m) \ D
(
ζj,m, ρ
j,m
)
. That allows one to
establish important properties of the disks D (ζj,m, ρ¯j,m) in addition to (a)–(c) stated in the last lemma. We
summarize all these properties in the following statement.
Proposition 16.5. Given E ∈ C and integer m ≫ 1, there exists a cover of Aρ0/2 by disks D (ζj,m, ρ¯j,m),
ζj,m ∈ Aρ0/2, j = 1, 2, . . . , jm such that the following conditions are valid:
(1) exp(−mδ) ≤ ρ¯j,m ≤ exp(−mδ/2), j = 1, 2, . . . , jm, 0 < δ ≪ 1,
(2) dist
(
D
(
ζj1,m, ρj1,m
)
,D
(
ζj2,m, ρj2,m
))
≥ ρ
j1,m
+ ρ
j2,m
where ρ
j,m
= ρ¯
(logm)B1
j,m , B1 ≫ 1, j =
1, 2, . . . , jm, provided j1 6= j2,
(3) no determinant f[a,m−b] (·e(nmω), ω, E) or f[a,2m−b](·, ω, E), a = 1, 2; b = 0, 1; n = 0, has a zero in
D (ζj,m, ρ¯j,m) \ D
(
ζj,m, ρ
j,m
)
, where ρ
j,m
= ρ(logm)
B1
j,m
, ρ¯j,m = ρ¯
(logm)−B1
j,m , j = 1, 2, . . . , jm,
(4) for each ζj,m there is an integer k(j,m),
0 ≤ k(j,m) ≤ νf2m(·,ω,E)
(
ζj,m, ρj,m
)
such that for any z, ζ ∈ D (ζj,m, 2ρ¯j,m) \ D
(
ζj,m, ρj,m/2
)
holds∣∣∣∣(wm(ζ)− wm(z))− k(j,m) log |ζ − ζj,m||z − ζj,m|
∣∣∣∣ ≤ |ζ − z|2 · (ρ¯j,m)−2 .
Proof. All properties except (4) follow from the previous lemma. Property (4) follows from Proposition 12.10
and Lemma 5.4. 
We turn now to the Riesz representation of the concatenation term wm(z). Let dµ
(0)
m (z), dµ
(1)
m (z) and
dµ(z) be the Riesz measures of u
(0)
m (z) = log
∥∥Mm(z, ω,E)∥∥, u(1)m (z) = log ∥∥Mm(ze(mω), ω, E)∥∥ and um(z) =
log
∥∥M2m(z, ω,E)∥∥, respectively, in the annulus Aρ0/2. Since
wm(z) = um(z)− u(0)m (z)− u(1)m (z)
we call dνm = dµm − dµ(0)m − dµ(1)m the Riesz measure of wm(z) in the annulus. Due to Jensen’s formula
one can relate the measure dνm(z) to the integers k(j,m) defined in Proposition 16.5, using the results on
Jensen averages of the monodromies from Section 13.
Lemma 16.6. Using the notations of Proposition 16.5 one has for any ζj,m:
(16.5)
µm
(
D (ζj,m, Cρ¯j,m) \ D
(
ζj,m, Cρj,m
))
. ρ¯2j,m
/
ρ¯2j,m ,∣∣∣µm (D (ζj,m, ρj,m/2))− k¯j,m(ζj,m)∣∣∣ . ρ¯2j,m/ρ¯2j,m .
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Similar estimates are valid for µ
(0)
m , µ
(1)
m . In particular,∣∣∣νm (D (ζj,m, ρj,m/4))− k(j,m)∣∣∣ . ρ¯2j,m/ρ¯2j,m
|νm(D)| . ρ¯2j,m
/
ρ¯2j,m
for any D ⊂ D (ζj,m, Cρ¯j,m) \ D
(
ζj,m, Cρj,m
)
.
Proof. Due to property (3) of Proposition 16.5 no determinant f[a,2m−b](·, ω, E), a = 1, 2; b = 0, 1, has a
zero in D (ζj,m, ρ¯j,m) \ D
(
ζj,m, ρ
j,m
)
. Therefore (16.5) follows from Proposition 13.4. 
Assume that the following condition is valid:
(II.m) no determinant f[a,m−b]
(·e(nmω), ω, E), f[a,2m−b](·, ω, E) has more than one zero in any disk
D(z0, rm), rm = exp (−(logm)A) , z0 ∈ Aρ0/2, n = 0, 1, a = 1, 2, b = 0, 1
Lemma 16.7. If condition (II.m) is valid then:
(a) 0 ≤ k(j,m) ≤ 1 for any j
(b) the set
J
(
z0,m
)
=
{
j :
∣∣ζj,m − z0∣∣ < exp (−(logm)A) ,
max
{
ν
f[a,m−b]
(
·e(nmω),ω,E
) (ζj,m, ρ¯j,m) , νf[a,2m−b](·,ω,E) (ζj,m, ρ¯j,m) : a = 1, 2; b = 0, 1; n = 0, 1} > 0}
satisfies #J(z0,m) ≤ 1 for any z0 ∈ Aρ0/2
(c) if j ∈ J(z0,m), then
|ν (D (ζj,m, r))− k(j,m)| ≤ r2 exp
(
2(logm)A
) ∀ ρ
j,m
/4 < r < exp
(
C(logm)A
)
Proof. Assertion (a), (b) follow from property (4) of Proposition 16.5 and condition (II.m). The proof of
property (c) is analogous to the argument of the previous lemma. 
17. Relation between concatenation terms of consecutive scales
In this section we establish a relation between the concatenation terms wm(z) and wm(z) (see Section 16)
with m ≍ exp (mδ1), 0 < δ1 ≪ 1. Let D (ζj,m, ρ¯j,m), j = 1, 2, . . . , jm and D (ζj,m, ρ¯j,m), j = 1, 2, . . . , jm be
the disks defined in Proposition 16.5 for wm(z) and wm(z), respectively. To relate the integers k(j,m) and
k(j,m) defined in Proposition 16.5 note that due to the avalanche principle expansion the following assertion
is valid:
Lemma 17.1. There exists Fm,ω,E ⊂ Aρ0 with mes Fm,ω,E ≤ exp
(−m1/2) such that∣∣∣ wm(z)− wm (ze(m−m)ω) ∣∣∣< exp(−m1/2)
for any z ∈ Aρ0/2 \ Fm,ω,E.
Combining this assertion with Lemma 5.1 one obtains the following corollary (using the notations of
Proposition 16.5).
Corollary 17.2. Let νm, νm be the Riesz measures of wm and wm, respectively, which were defined in
Section 16. Then ∣∣∣ νm(D(z, r))− νm (D(ze(m−m)ω), r) ∣∣∣≤ exp(−m1/2/2)
for any disk D(z, r) ⊂ Aρ0/2, r ≥ exp
(−cm1/2).
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For convenience we define ζ
j,m
= ζj,me
(
(m−m)ω).
Lemma 17.3. Assume that condition (II.m) is valid. Then
(i) #
{
j : ζj,m ∈ D
(
ζ
j1,m
, ρ¯j1,m
)
, k(j,m) 6= 0
}
≤ min (1, k(j1,m)) for any j1 = 1, 2, . . . , jm,
(ii) #
{
j : ζj,m ∈ D
(
ζ
j1,m
, ρ¯j1,m
)
\ D
(
ζj1,m, ρj1,m
/2
)
: k(j,m) 6= 0
}
= 0.
Proof. Recall that ρ¯j1,m ≤ exp
(−mδ/2). Hence, ρ¯j1,m ≤ exp(−(logm)A). If k(j1,m) = 0, then∣∣νm (D (ζ, ρ¯j1,m))∣∣ < exp (−mδ) ∀ ζ ∈ D (ζj1,m, ρ¯j1,m) .
So, ∣∣νm (D (ζj,m · exp ((m− m¯)ω) , ρ¯j1,m))∣∣ < exp (−mδ) ,
provided ζj,m ∈ D
(
ζ
j1,m
, ρ¯j1,m
)
in this case. By Corollary 17.2,
∣∣νm (D (ζj,m, ρ¯j1,m))∣∣ < 2 exp (−mδ) which
implies k(j,m) = 0. Thus (i) is valid regardless of the value of k(j1,m). The proof of (ii) is similar. 
The following statement is the main result of this section.
Proposition 17.4. Assume that conditions (II.m), (II.m) are valid. Then, using the notations of the
previous lemma one has
(0) if k(j1,m) = 0, then there exists ζj,m ∈ D
(
ζ
j1,m
, ρ
j1,m
)
with k(j,m) = 0 such that∣∣wm(z)− wm (z1e((m−m)ω))∣∣ . exp(−m1/2)
for any z ∈ D
(
ζ
j1,m
, ρ¯j1,m
)
\ D
(
ζj,m, ρj,m
)
and any
z1 ∈ D
(
ζj1,m, ρ¯j1,m
) \ Fm,ω,E, mes Fm,ω,E < exp(−m1/2)
(1) if k(j1,m) = 1, then there exists ζj,m ∈ D
(
ζ
j1,m
, ρ¯j1,m
)
with k(j,m) = 1 such that∣∣∣∣wm(z)− wm (ζe((m−m)ω))− log( |z−ζj,m||ζe((m−m)ω)−ζj,m|
)∣∣∣∣ < exp(−m1/2) ,
for any z ∈ D
(
ζ
j1,m
, ρ¯j1,m
)
\ D
(
ζj,m, ρj,m
)
, ζ ∈ D
(
ζ
j1,m
, ρ¯j1,m
)
\ Fm,ω,E.
Proof. (0) By previous lemma k(j,m) = 0 for any ζj,m ∈ D
(
ζ
j1,m
, ρ¯j1,m
)
. Assume j ∈ J
(
ζ
j1,m
,m
)
. Then
condition (I.m) is valid in the annulus D (ζj,m, ρ¯j,m) \ D(ζj,m, ρ
j,m
)
. Due to Proposition 12.10
|wm(ζ) − wm(z)| ≤ ρ2j,m
/
ρ¯2j1,m ≤ exp
(
−mδ/2
)
for any z, ζ ∈ D (ζj,m, 2ρ¯j,m) \ D (ζj,m, ρj,m), since k(j,m) = 0. By Lemma 17.1∣∣wm(z)− wm (ze((m−m)ω))∣∣ ≤ exp(−m1/2)
for any z ∈ Aρ0/2 \ Fm,ω,E. Therefore,
(17.1)
∣∣wm(z)− wm (z1e((m−m)ω))∣∣ . exp(−m1/2)
for any z ∈ D (ζj1,m, ρ¯j1,m) \ D (ζj,m, ρj,m), z1 ∈ D (ζj,m, ρj1,m) \ Fm,ω,E. If J (ζj1,m,m) = ∅, then the
assertion holds for any zj,m ∈ D
(
ζ
j1,m
, ρ¯j1,m
)
. That proves (0). The proof of part (1) is similar. 
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In order to prove Theorem 1.1 we use the assertion of Theorem 1.4 to produce the needed estimates on
concatenation terms in this case. Assume that the following condition is valid for some m and z0 = e(x0),
E ∈ C:
(17.2) νf2m(·,ω,E)(z0, R0) ≤ k0
where R0 ≍ exp
(−(logm)A0), k0 is the constant of Theorem 1.4. To estimate the concatenation term wm(z)
recall first of all that
log
∥∥Mm(z, ω,E)∥∥ ∥∥Mm(ze(mω), ω, E)∥∥ ≤ 2L(ω,E)m+ (logm)B
for any z ∈ D(z0, R0) due to Proposition 4.3. The same upper estimate is valid for log
∣∣f2m(z, ω,E)∣∣. On
the other hand there always exists z1 ∈ D(z0, R0/4) such that
log
∣∣f2m(z1, ω, E)∣∣ > 2L(ω,E)m− (logm)B1 .
Hence, due to Cartan’s estimate for analytic functions
log
∣∣f2m(z, ω,E)∣∣ > 2mL(ω,E)− (logm)C
+k0 log
(
min
j
|z − ζj |
)
for any z ∈ D(z0, R0/2), where ζj are the zeros of f2m(·, ω, E) belonging to D(z0, R0). Thus the following
estimate is valid:
Lemma 17.5. If condition (17.2) is valid, then
wm(z) ≥ −(logm)C + k0 log
(
min
j
|z − ζj |
)
where ζj ∈ D(z0, R0), j = 1, 2, . . . , j0, j0 ≤ k0.
18. Proof of Theorem 1.1
The first part of Theorem 1.1 will follow from Corollary 15.3 on concatenation terms. To use this corollary
we consider concatenation terms
WN,k
(
e(x)
)
=
∥∥M[1,k](e(x), ω, E + iη)∥∥ ∥∥M[k+1,N ](e(x), ω, E + iη)∥∥∥∥MN(e(x), ω, E + iη)∥∥
with η = N−1−β , 0 < β ≪ 1. Given x0, due to Theorem 1.4 there exists m = m(x0), m ≍ (logN)B such
that
(18.1) νf[−m+1,m](·,ω,E+iη]
(
e(x0), exp
(−(logm)A)) ≤ k0 .
Lemma 18.1. There exist BN,ω,E,η,m ⊂ T, mes BN,ω,E,η,m < exp
(−m1/2) such that
(18.2)
∣∣logWN,k(e(x))− logWm (e(k −m)ω + x))∣∣ ≤ 1
for any x ∈ T \ BN,ω,E,η,m, provided Cm < k < N − Cm, here Wm(z) stands for concatenation term∥∥Mm(z, ω,E + iη)∥∥ ∥∥Mm(ze(mω), ω, E + iη)∥∥∥∥M2m(z, ω,E + iη)∥∥ .
The proof of this lemma is based on the avalanche principle expansion. Due to condition (18.1) one can
apply Lemma 17.5 to evaluate wm(z) = − logWm(z), provided z ∈ D (e(x0), R1), R1 = exp
(−(logm)A) :
(18.3) Wm(z) ≤
(
(logm)A1
)(
min
1≤j≤j0
|z − ζj |
)−k0
where j0 ≤ k0. Recall that
min
1≤k≤N
‖kω‖ = ε(ω,N) . N−1(logN)−2
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since ω ∈ Tc,a. In particular
(18.4) # {k : ‖e(x+ kω)− ζ‖ < κ} ≤ κ · ε(ω,N)−1
for any x ∈ T, ζ ∈ C, κ > 0. Finally, note that
(18.5)
∑
|e(x+kω)−ζ|>κ
∣∣e(x+ kω)− ζ∣∣−k0 ≤ Cε(ω,N)−1κ1−k0 .
Proof of Theorem 1.1. Using the above notations set κ = η1/k0 ,
K(x0) =
{
k : min
j
∣∣e(x+ (k −m)ω)− ζj∣∣ < κ} .
Combining (18.2), (18.3), (18.4), (18.5) one obtains for x /∈ BN,ω,E,η,m, mes BN,ω,E,η,m ≤ exp
(−(logN)A)∑
e
(
x+(k−m)ω
)
∈D
(
e(x0),R1),k/∈K(x0)
WN,k
(
e(x)
)
≤ exp ((logm)A2) ε(ω,N)−1κ1−k0
≤ exp ((log logN)B1) · η( 1k0−1)(18.6)
#K(x0) ≤ Nη1/k0
(
logN
)2
, R1 ≍ exp
(
(log logN)−B1
)
(18.7)
Since (18.6), (18.7) are valid for any x0 ∈ T,
(18.8)
∑
WN,k
(
e(x)
) ≤ exp ((log logN)B2) η( 1k0−1)
for any x ∈ T \ BN,ω,E,η, mes BN,ω,E,η ≤ exp
(−(logN)A). Due to Lemma 15.2, (18.8) implies
#
{
E
(N)
j (x) ∈ (E − η,E + η)
}
≤ η 1k0−εN
x ∈ T \ BN,ω,E,η. That established the first part of Theorem 1.1. 
To prove the second part of Theorem 1.2 we need the following simple fact:
Lemma 18.2. For any N, t,N ′, any interval (E′, E′′), and any x ∈ T one has
#
(
sp
(
H
(D)
Nt+N ′(x, ω)
)
∩ (E′, E′′)
)
≤
t−1∑
k=0
#
(
sp
(
H
(D)
N (x+ kNω, ω)
)
∩ (E′, E′′)
)
+ 2t + N ′
Proof. Clearly
(18.9) HN (x, ω) =
t−1⊕
k=0
H
(D)
N (x+ kNω, ω) + T + S
where rankT = 2t, rankS = N ′. Since the operators in (18.9) are Hermitian, the assertion follows from the
minimax principle (see [Bha]). 
Corollary 18.3. Let N,ω,E, η be as in Theorem 1. Then for any N̂ = tN +N ′, t > N , N ′ ≤ N one has
(18.10)
1
N̂
∫
T
#
((
spHN̂ (x, ω)
) ∩ (E − η,E + η)) dx ≤ η1−ε .
The second part of Theorem 1.1 follows from (18.10) by letting N̂ →∞.
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19. Proof of Theorems 1.2, 1.3
Let m(1),m(2), . . . ,m(t) be integers such that
(19.1) m(s+1) ≍ exp
((
m(s)
)δ1)
, s = 1, 2, . . . , t− 1 .
Assume that
(19.2) for some ω,E condition (II. m(s+1)) of Section 16 is valid for any s = 1, 2, . . . , t− 1.
Lemma 19.1. Let D (ζj,m(s) , ρ¯j,m(s)), j = 1, 2, . . . , jm(s) be the disks defined in Section 16 for the concatena-
tion termWm(s)(z). For each ζj(1),m(1) with k
(
j(1),m(1)
)
= 0, there exist ζ
j
(t)
n ,m(t)
∈ D
(
ζ
j(1),m(1)
, (t− 1)ρ
j
(1)
1 ,m
(1)
)
,
n = 1, 2, . . . , ζ
j(1),m(1)
= ζj(1),m(1) · e
(
(m(1) −m(t))ω), such that k (j(t),m(t)) = 0,
(19.3)
∣∣∣wm(t)(z)− wm(t) (z1e((m(t) −m)ω))∣∣∣ . t−1∑
s=1
exp
(
−(m(s))1/2
)
for any z ∈ D
(
ζ
j(1),m(1)
, ρ¯j(1),m(1)
)
\
(
∪D
(
ζ
j
(t)
n ,m(t)
, ρ
j
(t)
n ,m(t)
))
and z1 ∈ D
(
ζj(1) ,m(1) , ρ¯j(1),m(1)
)\Fm(1),ω,E,
mes
(Fm(1),ω,E) . exp (−(m(1))1/2).
Proof. The proof goes by induction over the t = 2, 3, . . . . If t = 2, then the assertion is valid due to part (0)
of Proposition 17.4. So, there is ζ
j
(2)
1 ,m
(2) ∈ D
(
ζ ′
j(1),m(1)
, ρ
j(1),m(1)
)
, ζ ′
j(1),m(1)
= ζj(1),m(1)e
(
(m(1) −m(2))ω),
with k
(
j
(2)
1 ,m
(2)
)
= 0, such that
(19.4)
∣∣∣wm(2)(z′)− wm(1) (z′1e((m(2) −m(1))ω))∣∣∣ ≤ exp(−(m(1))1/2)
for any z′ ∈ D
(
ζ ′
j(1),m(1)
, ρ¯j(1),m(1)
)
\D
(
ζ
j
(2)
1 ,m
(2) , ρj(2)1 ,m(2)
)
and any z′1 ∈ D
(
ζ′
j(1) ,m(1)
, ρ¯j(1),m(1)
)
\Fm(1),ω,E,
mes Fm(1),ω,E < exp
(−(m(1))1/2). Since k (j(2),m(2)) = 0, one can use inductive assumption and find
ζ
j
(t)
n ,m(t)
∈ D
(
ζ
j
(2)
1 ,m
(2) , (t− 2)ρ¯j(2),m(2)
)
, n = 1, 2, . . . , ζ
j
(2)
1 ,m
(2) = ζj(2)1 ,m(2)
· e ((m(2) −m(t))ω) with
k
(
j
(t)
n ,m(t)
)
= 0 such that
(19.5)
∣∣∣wm(t)(z)− wm(2) (z′′1 e((m(t) −m(2))ω))∣∣∣ . t−1∑
s=2
exp
(
−(m(s))1/2
)
for any z ∈ D
(
ζ
j(2),m(2)
, ρ¯j(2),m(2)
)
\
(⋃
n
D
(
ζ
j
(t)
n ,m(t)
, ρ
j
(t)
1 ,m
(t)
))
and any z′′1 ∈ D
(
ζj(2) ,m(2) , ρ¯j(2),m(2)
) \
Fm(2),ω,E, mes Fm(2),ω,E . exp
(−(m(2))1/2). Since ζj(t),m(t) ∈ D (ζj(2)e ((m(2) −m(t))ω) , (t− 2)ρj(2),m(2)),
ζj(2) ,m(2) ∈ D
(
ζj(1),m(1)e
(
(m(1) −m(2))ω) , ρ
j(1),m(1)
)
, one has
ζj(t) ,m(t) ∈ D
(
ζj(1),m(1)e
(
(m(1) −m(t))ω
)
, (t− 1)ρj(1),m(1)
)
.
Let z′′1 ∈ D
(
ζ
j(2),m(2)
, ρ¯j(2),m(2)
)
\
(
D
(
ζ
j
(2)
1 ,m
(2)
, ρ
j
(2)
1 ,m
(2)
)
∪ Fm(2),ω,E
)
and z1 ∈ D
(
ζj(1) ,m(1) , ρ¯j(1),m(1)
) \
Fm(1),ω,E be arbitrary. Then (19.5) is valid and (19.4) is also valid with z′ = z′′1 e
(
(m(t) −m(2))ω), z′1 =
z1e
(
(m(t) −m(2))ω). Hence, (19.3) is valid for any z ∈ D (ζ
j
(2)
1 ,m
(2)
, ρ¯
j
(2)
1 ,m
(2)
)
\
(⋃
n
D
(
ζ
j
(t)
n ,m(t)
, ρ
j
(t)
n ,m(t)
))
and any z1 ∈ D
(
ζj(1),m(1) , ρ¯j(1),m(1)
) \ Fm(1),ω,E . By Proposition 16.5 the disk D (ζj(1),m(1) , ρj(1),m(1))
can be covered by some D
(
ζ
j
(2)
q ,m(2)
, ρ¯
j
(2)
q ,m(2)
)
, q = 1, . . . , ζ
j
(2)
q ,m(2)
∈ D
(
ζ
j(1),m(1)
, 2ρ
j(1),m(1)
)
. By
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Lemma 17.3, k
(
j
(2)
q ,m(2)
)
= 0, q = 1, . . . . Therefore, one can apply inductive arguments to each disk
D
(
ζ
j
(2)
q ,m(2)
, ρ¯
j
(2)
q ,m(2)
)
. 
Lemma 19.2. For each ζj(1) ,m(1) with k
(
j(1),m(1)
)
= 1 there exist ζ
j
(t)
n ,m(t)
∈ D
(
ζ
j(1) ,m(1)
, ρ¯j(1),m(1)
)
,
n = 1, 2, . . . , k
(
j
(t)
1 ,m
(t)
)
= 1, k
(
j
(t)
n ,m(t)
)
= 0, n = 2, . . . such that
(19.6)
∣∣∣∣wm(t)(z)− wm(1) (ζe((m(t) −m(1))ω))
− log
∣∣z − ζ(t)
j1,m(t)
∣∣∣∣ζe((m(t) −m(1))ω)− ζ(t)
j
(t)
1 ,m
(t)
∣∣
∣∣∣∣ ≤ exp(−(m(1))1/2)
for any z ∈ D
(
ζ
j(1) ,m(t)
, ρ¯j(1),m(1)
)
\
(
∪D
(
ζ
j
(t)
n ,m(t)
, ρ
j
(t)
n ,m(t)
))
and any ζ ∈ D (ζj(1),m(1) , ρ¯j(1),m(1)) \
Fm(1),ω,E,mes Fm(1),ω,E < exp
(−(m(1))1/2).
Proof. The proof is similar to the one in the previous lemma. There exists unique
ζ
j
(2)
1 ,m
(2) ∈ D
(
ζ ′
j(1),m(1)
, ρ
j(1),m(1)
)
where ζ′
j(1),m(1)
= ζj(1) ,m(1)e
((
m(1) −m(2))ω)
such that k
(
j
(2)
1 ,m
(2)
)
= 1 and
(19.7)
∣∣∣∣wm(2)(z′)− wm(1) (ζ′e((m(2) −m(1))ω))
− log
∣∣z′ − ζ
j
(2)
1 ,m
(2)
∣∣∣∣ζ′e((m(2) −m(1))ω)− ζj(2),m(2) ∣∣
∣∣∣∣ ≤ exp(−(m(1))1/2)
for any z′ ∈ D
(
ζ
j(1),m(1)
, ρ¯j(1),m(1)
)
\D
(
ζ
j
(2)
1 ,m
(2) , ρj(2),m(2)
)
and any ζ′ ∈ D (ζj(1) ,m(1) , ρ¯j(1),m(1))\Fm(1),ω,E,
mes Fm(1),ω,E < exp
(−(m(1))1/2). By the inductive assumption there exist ζ
j
(t)
n ,m(t)
, n = 1, 2, . . . such that
k
(
j
(t)
1 ,m
(t)
)
= 1, k
(
j
(t)
n ,m(t)
)
= 0, n = 2, . . . and
(19.8)
∣∣∣∣∣wm(t)(z)− wm(2) (ζ′′e((m(t) −m(2))ω))− log
∣∣z − ζ
j
(t)
1 ,m
(t)
∣∣∣∣ζ′′e((m(t) −m(2))ω)− ζ
j
(t)
1 ,m
(t)
∣∣
∣∣∣∣∣
≤
t−1∑
s=2
exp
(
−m(s)
)
for any z ∈ D
(
ζ
j
(2)
1 ,m
(2) , ρ¯j(2)1 ,m(2)
)
\
(⋃
n
D
(
ζ
j
(t)
n ,m(t)
, ρ
j
(t)
n ,m(t)
))
and any ζ′′ ∈ D
(
ζ
j
(2)
1 ,m
(2) , ρ¯j(2)1 ,m(2)
)
\
Fm(2),ω,E, where ζj(2)1 ,m(2) = ζj(2)1 ,m(2)e
((
m(t) −m(2))ω) ,mes Fm(2),ω,E < exp (−(m(2))1/2). Substituting
ζ′ = ζe
((
m(t) −m(2))ω) and z′ = ζ′′e ((m(t) −m(2))ω) in (19.7) and combining it with (19.8) one obtains∣∣∣∣wm(t)(z)− wm(1) (ζe((m(t) −m(1))ω))− log
∣∣z − ζ
j
(t)
1 ,m
(t)
∣∣∣∣ζe ((m(t) −m(1))ω)− ζ
j
(t)
1 ,m
(t)
1
∣∣
∣∣∣∣≤ t−1∑
s=1
exp
(
−(m(s))σ
)
+
∣∣∣∣∣log
∣∣ζ′′e((m(t) −m(2))ω)− ζ
j
(2)
1 ,m
(2)
∣∣∣∣ζ′′e((m(t) −m(2))ω)− ζ
j
(t)
1 ,m
(t)
∣∣
∣∣∣∣∣
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for any z ∈ D
(
ζ
j
(2)
1 ,m
(2) , ρ¯j(2)1 ,m(2)
)
\
(⋃
n
D
(
ζ
j
(t)
n ,m(t)
, ρ
j
(t)
n ,m(t)
))
,
ζ ∈ D
(
ζ
j
(2)
1 ,m
(2) , ρ¯j(2)1 ,m(2)
)
\
(
Fm(1),ω,E ∪ D
(
ζ
j
(2)
1 ,m
(2) , ρj(2)1 ,m(2)
))
, ζ′′ ∈ D
(
ζ
j
(2)
1 ,m
(2) , ρ¯j(2)1 ,m(2)
)
\Fm(2),ω,E.
Since
∣∣∣ζj(t)1 ,m(t) − ζj(2)1 ,m(2) ∣∣∣ < ρj(2)1 ,m(2) , the logarithmic term on the right-hand side here does not exceed
exp
(−(m(2))σ), provided ζ′′ /∈ D (ζ
j
(2)
1 ,m
(2) ,
√ρ
j
(2)
1 ,m
(2)
)
(recall that ρ
j,m
< ρ¯Aj,m). This proves (19.6) for
such z, ζ. To finish the proof recall thatD (ζj(1) ,m(1) , ρ¯j(1),m(1)) can be covered by disksD (ζj(2)q ,m(2) , ρ¯j(2)q ,m(2)),
q = 1, 2, . . . with k
(
j
(2)
q ,m(2)
)
= 0 for q = 2, 3, . . . . In each disk D
(
ζ
j
(2)
q ,m(2)
, ρ¯
j
(2)
q ,m(2)
)
, q ≥ 2 one
can use the assertion of this lemma applied to m(2), . . . ,m(t). Thus there exist ζ
j
(t)
n ,m(t)
, n ∈ Nq with
k
(
j
(t)
n ,m(t)
)
= 0 such that
∣∣∣wm(t)(z)− wm(2) (z1e((m(t) −m(2))ω))∣∣∣ ≤ t∑
s=2
exp
(
−(m(s))σ
)
for any z ∈ D
(
ζ′
j
(2)
q ,m(2)
, ρ¯
j
(2)
q ,m(2)
)
\
( ⋃
n∈Nq
D
(
ζ
j
(t)
n ,m(t)
, ρ
j
(t)
n ,m(t)
))
, z1 ∈ D
(
ζ
j
(2)
q ,m(2)
, ρ¯
j
(2)
q ,m(2)
)
\Fm(2),ω,E,
where ζ′
j
(2)
q ,m(2)
= ζ
j
(2)
q ,m(q)
·e ((m(2) −m(2))ω), mes Fm(2),ω,E < ∑
2≤s≤t
exp
(−(m(s))1/2). That implies (19.6)
for z ∈ D
(
ζ′
j
(2)
q ,m(2)
, ρ¯
j
(2)
q ,m(2)
)
. 
Corollary 19.3. For each disk D
(
ζ
j(1),m(1)
, ρ¯j(1) ,m(1)
)
, with k
(
j(1),m(1)
)
= 1, there exist ζn
(
j(1),m(1)
)
belonging to this disk such that fm(t)
(
ζ0(j
(1),m(1)), ω, E
)
= 0 and for any
z ∈ D
(
ζ
j(1) ,m(1)
, ρ¯j(1),m(1)
)
\
( ⋃
n=0,...
D
(
ζn
(
j(1),m(1)
)
, exp
(
−(m(t))σ
)))
one has
|Wm(t)(z)| .
∣∣∣z − ζ0 (j(1),m(1))∣∣∣−1 exp((logm(1))A)
where Wm(z) = exp (−Wm(z)), i.e.
Wm(z) =
∥∥Mm (ze(mω), ω, E)∥∥ · ∥∥Mm(z, ω,E)∥∥∥∥M2m (ze(mω), ω, E)∥∥ .
Remark 19.4. Recall that since V (e(x)) assumes only real values for x ∈ T, one has
dist
(
sp
(
Hm(e(x0 + iy0), ω)
)
,R
)
. |y0|
for any m, x0 ∈ T, |y0| < ρ0. Therefore, if E = E0 + iη0, e0, η0 ∈ R and if fm(e(x0 + iy0), ω, E) = 0, then
|η0| . |y0|.
Proof of Theorem 1.2. Let m(1),m(2), . . . ,m(t) be as in (19.1). Recall that due to Proposition 10.1 given m,
there exists Ωm ⊂ T, mes Ωm < exp
(−(logm)A2), compl(Ωm) < exp ((logm)A1), A1 ≪ A2 such that for
any ω ∈ Tc,a \ Ωm there exists Em,ω ⊂ R, mes Em,ω < exp
(−(logm)A2), complEm,ω < exp ((logm(t))A1)
such that for any E = E0 + iη, E0 ∈ R \ Em,ω, η ≍ exp
(−(m(t))δ) condition (II.m) is valid. Let Ω (m(t)) =
t⋃
s=1
Ωm(s) , Eω
(
m(t)
)
=
t⋃
s=1
Em(s),ω for ω ∈ Tc,a \Ω
(
m(t)
)
. Thus, the hypotheses of Proposition 17.4 are valid
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for such E. Let D (ζj(1) ,m(1) , ρ¯j(1),m(1)) be an arbitrary disk defined by Proposition 17.4 with k (j(1),m(1)) =
1. By Corollary 19.3
|Wm(t)(z)|2 .
∣∣∣z − ζ0(j(1),m(1))∣∣∣−2 exp((logm(1))A)
for any z ∈ D
(
ζ
j(1),m(1)
, ρ¯j(1),m(1)
)
\
(⋃
n
D (ζn(j(1),m(1))) exp (−(m(t))σ)). Hence, for any z ∈ Aρ0/2 such
that z /∈ ⋃
0≤j≤exp((m(t))σ/2)
(⋃
n
D (ζn(j(1),m(1))e(−jω)) , exp (−(m(t))σ)) one has
∑
ze(jω)∈D
(
ζ(j(1) ,m(1)),ρ
j(1),m(1)
)
∣∣∣Wm(t) (ze(jω))∣∣∣2
.
(
min
j
∣∣∣ze(jω)− ζ0 (j(1),m(1))∣∣∣)−1 · (min
j1 6=j2
∥∥(j1 − j2)ω∥∥)−1 exp((logm(1))A) .
Recall that by Remark 19.4, |e(x+ jω)− ζ0(j(1),m(1))| & η−1 for any x ∈ T and j ∈ Z. Let 0 < δ ≪ σ ≪ 1
and N =
[
η−1−κ
]
, where 0 < κ is arbitrary, be such that N = qr where q
−1
r pr is a convergent for ω. Then
min
0<j<q
‖jω‖ & q−1r . Hence ∑
0≤j≤qr
|Wm(t) (e(x+ jω))|2 . η−1qr exp
(
(logm(1))A
)
for any e(x) ∈ T \ ⋃
n,j(1),j
D (ζn (j(1), n(1)) e(jω)) , exp (−(m(t))σ). Due to Corollary 10.4 and Lemma 15.4 ,
there exist subsets Ωm(s) ⊂ T, s = 1, 2, . . . , mes Ω′m(s) < exp
(−(logm(s))A2), complΩ′
m(s)
< exp
(
(logm(s))A1
)
such that for any ω ∈ Tc,a \
⋃
s
Ω′
m(s)
, there exist subsets E ′
m(s),ω
⊂ R, mes E ′
m(s),ω
< exp
(−(logm(s))A2),
compl
(
E ′
m(s),ω
)
< exp
(
(logm(s))A1
)
such that for any E ∈ R \⋃
s
E ′
m(s),ω
, x ∈ T one has
(19.9)
#
((
spHN (x, ω)
)
∩ (E0 − η,E0 + η)) .
η2 · (logm(1))B ∑
1≤k≤N
∣∣∣((HN (x, ω)− E0 − iη)−1 ek, ek)∣∣∣2
The first part of Theorem 1.2 follows now. The second part follows from Lemma 18.2. 
Proof of Theorem 1.3. Let (E′n, E
′′
n), 1 ≤ n ≤ n¯ be disjoint intervals with ε =
∑
n
(E′′n − E′n) ≪ 1. Set
τ = min
n
(E′′n − E′n). Let ωr = prq−1r be a convergent of ω with qr > τ−4. Let m(s), s = 1, 2, . . . , t + 1 be
integers such that: (1) log
(
m(s+1)
) ≍ (m(s))δ, s = 1, 2, . . . , t, (2) ε > exp (−m(1)) > √ε, m(t+1) = qr =: N .
Using the notations of the proof of Theorem 1.1, one has
1
N
∫
#
(
spHN (x, ω) ∩
( ℓ
N1/2
ℓ+ 1
N1/2
))
dx . m(1)N−1/2
for any interval
(
ℓ
N1/2
, ℓ+1
N1/2
) ⊂ R \ t+1⋃
s=1
E(s)ω , where ℓ ∈ Z, provided ω ∈ Tc,a \
⋃
s
Ω(s). Let {Iℓ : ℓ ∈ L} be
the collection of such intervals. Then
1
N
∫
#
spHN (x, ω) ∩( ⋃
ℓ∈L,Iℓ⊂
⋃(
E′n,E
′′
n
) Iℓ
) dx ≤ m(1)ε .
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Let L′ = {ℓ ∈ L : Iℓ ∩ {E′n, E′′n : n = 1, 2, . . . , n¯} 6= ∅}. Then #L′ ≤ 2n¯. Since n¯ . τ−1 one obtains:
1
N
∫
#
(
spHN (x, ω) ∩
( ⋃
ℓ∈L′
Iℓ
))
dx . m(1)N−1/2n¯ < m(1)τ .
Finally, using the Ho¨lder bound of Theorem 1.1 as well as the measure and complexity bounds on the
exceptional sets E(s) yields
1
N
∫
#
(
spHN (x, ω) ∩
(
t+1⋃
s=1
E(s)ω
))
dx < exp
(
−(logm(1))A
)
and we are done. 
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