Breast cancer is a second leading case among the women. Therefore, an efficiency breast cancer system is very important for accurate early detection. The selection of number of features is very important to avoid the system complexity and large processing time. This paper proposed a modified feature selection method for early breast cancer detection. Ultra-wideband (UWB) signals are transmitted and received using a pair of antenna. 1632 features are extracted from the received UWB signal and four statistical features (mean, median, maximum and minimum numbers) are selected from the extracted 1632 features. These features are fed into feed forward backpropagation neural network for breast cancer detection. The proposed features selection method is able to use to detect the breast cancer in terms of existence, location and size with average accuracy of 86.28%. The proposed feature selection method is able to increase the system performance.
Introduction
Artificial neural network (ANN) -based processing of UWB signals are found in breast cancer applications. The main aims of the ANN are to simplify complexity by representing them in a convenient form and reduce the computational time. The dimensionality of the data is linearly proportional to the amount the of the data sample. Processing a large number of features increases computational cost and time. In addition, large number of features contains irrelevant and noise features. Noise should be avoided as much as possible to reduce the error in measurements because ANN performance is affected due to noisy features. To overcome those problems, it is important to find a suitable method to reduce the number of features (Jeyachidra, 2014) . Two methods are usually used i.e.: feature selection and feature extraction. Feature selection method is a process of choose/select some features from the original features and the remaining the leave out. Feature extracting is a process of extracting features to produce a new set of features (Xue, 2016) . Most of researchers undergo these process to increase the performance of the classification in order to make better the system more efficient and effective.
Discrete Wavelet Transform (DWT) is applied in order to extract the features and about 15 components are extracted from the original features by performing statistical analysis [Jones, 2013] . Hybrid feature selection based on Maximum Minimum Backward Selection (MMBS) is proposed and tested using support vector machine (SVM) and only 24 features are selected from 112 features [Liu, 2016] . The simple feature extraction method is done based on Chi-square rank correlation factorization by calculating the feature weight (Li, 2017) . A new feature extraction method called Distinguishability based Weighted Feature Selection using Column Wise K-neighbourhood (DWFS-CKN) is proposed where feature weight is calculated based on classifiable nature. The highest feature weight is the most important features and vice versa. The features are listed based on the feature weight [Jeyachidra, 2014] . Principal component analysis (PCA) can be used to extract the features (Wimmer, 2017; Omucheni, 2014) . In order to extract some features from the original data set, PCA equation is applied, standardized data set equation. From 4096 features, using PCA, only 50 features are extracted (Santorelli, 2014) . On the other hand, PCA is proposed and investigated using fuzzy k-nearest neighbour (10-fold) and SVM. It is done by seeking the largest variance among the original feature (Chen, 2013 ). Alshehri (2011) has used PCA feature extraction method to extract important features. The original data with a length of 4500 to 7200 features is extracted until 50-300 features (Alshehri, 2011) .
Four features are selected from 1632 features. Four features which are maximum, minimum, average and standard deviation values. 98% of original value has been deducted before training. This deduction has increased the performance of the system with 99% accuracy (Reza, 2015) .Rough set based feature selection is basically measured the degree of features dependency and their significance (Qamar, 2013) . SVM is used to test the proposed feature selection method and proved it can get along with this classifier (Wang, 2009 ). Swarm optimization is used to investigate the proposed method (Fan, 2012) . Processing time can be reduced by using this method and improve the accuracy. Most of the researchers are able to eliminate all unwanted and noisy data and increase the data quality and system efficiency. In this paper, a modified feature selection method is proposed and the selected features from the method are fed into the developed ANN to identify the performance of breast cancer detection in terms of existence, location and size. The main contribution of this paper is to select four statistical features from the original features and verify the performance in terms of system complexity and efficiency. This paper is organized with methodology which describes about the breast model and experimental set-up, results and discussion which demonstrates the obtained results and finally the conclusion which summarized the whole work.
Methodology
The developed system is consisted of hardware and software. Hardware includes UWB transceiver and a pair of directional antenna. The software includes feed-forward back propagation artificial neural network (FFBPNN) module to detect the tumor existence, size and location along with soft interface between software and hardware. Heterogeneous breast phantom is developed based on the dielectric properties (permittivity and conductivity) of the real breast as described in [Alshehri, 2011] . Low cost material, wheat flour, water and petroleum jelly are used based on breast phantom dielectric properties. Tumors are placed in breast phantom with various size and location. The antenna [Reza, 2015] is placed diagonally opposite side of breast phantom as shown in Figure 1 
Feature Selection
As mentioned, each data sample has 1632 features that encode the existence, location and size of a breast tumor/cancer which is large data set. The features are reduced by using proposed feature selection method based on (Reza, 2015) . Such 1632 features are reduced into 4 features which are selected based on statistical analysis. Four features are mean, median, maximum number and minimum number. Maximum and minimum numbers normally are considered as the best feature compared to other features (Vanaja, 2014 
Where N is the total number of data points and is the each feature.
Artificial Neural Network
The selected features are fed into FFBPNN module to train, validate and test. The collected 136 data samples are divided into two groups. Group (1): 125 data samples for training, validating and testing. Group 
Results And Discussion
The trained ANN module is tested using the untrained data sample as stated in Group (2) . The detection efficiency on tumor existence, location and size are 100%, 84.48% and 85.86% and 100%, 80.81% and 88.97% for ANN module without feature selection and ANN module with feature selection as shown in Table 1 and Table 2 respectively. Table 3 shows the summarization of the Table 1 and Table 2 in terms of efficiency for existence, location and size respectively. The overall performance efficiency increases from 85.43% to 86.28% by using the modified feature selection method. The feature selection method is to reduce the number of features of each data samples. Thus, number of hidden neurons is increased in order to get better detection efficiency. At the same time the architecture is simpler than the developed FFBPNN without using feature selection as shown in Figure 2 . Figure 2 shows the proposed ANN structure. Figure 2(a) shown ANN architecture consists of 1632 inputs, 4 hidden neurons and 4 outputs while Figure 2(b) shows ANN architecture consists of 20 hidden neurons in first hidden layer and 1 hidden neuron in second hidden layer. The ANN architecture in Figure 2 (a) is more complex and leads to consume more time to process as compared to ANN architecture of proposed feature selection as in Figure 2 The feature selection method is proposed by Reza (2015) is validated using own data samples and compared to the modified feature selection method. The comparison is done using "size" data samples (heterogeneous breast phantom) only is as shown in Table 4 . The testing efficiency was 88.97% using the modified feature selection method which better compared to the developed in Reza (2015) . Reza (2015) is able to achieve 99% of training efficiency as stated in the paper which lower than proposed feature selection method (99.67%). 
Conclusion
In this paper, a modified feature selection method is proposed in order to reduce the number of irrelevant and noise features. Huge features in each data sample conclude complex network architecture and increase processing time. Not all features are relevant and by using all features, the efficiency of the system can be decreased. These problems are solved by using the proposed feature selection method where it is a very helpful for breast cancer detection and enhances the system performance.
