ABSTRACT. In this paper a generalization of collectively compact operator theory in Banach spaces is developed. A feature of the new theory is that the operators involved are no longer required to be compact in the norm topology. Instead it is required that the image of a bounded set under the operator family is sequentially compact in a weaker topology. As an application, the theory developed is used to establish solvability results for a class of systems of second kind integral equations on unbounded domains, this class including in particular systems of Wiener-Hopf integral equations with L 1 convolutions kernels.
], but is not necessarily compact. For example, if k(s, t) = κ(s − t), s, t ∈ R, for some κ ∈ L 1 (R), then K has the continuous spectrum {0} ∪ {κ(ξ) : ξ ∈ R} whereκ is the Fourier transform of κ and so is not compact. However K does have a sequential compactness property in a weaker topology, the strict topology of Buck [7] , in that K maps every bounded set into a bounded equicontinuous subset of Y . Thus the image of each bounded sequence has a subsequence which converges in the strict topology on Y , in which a sequence ( χ n ) is convergent if it is bounded, i.e., sup n χ n ∞ < ∞, and if χ n (s) → χ (s) uniformly on every finite interval [10, Lemma 2.2], see also [4, 8] .
In [8] (1.4) is generalized to the integral operator K defined by (1.5) in the case when k(s, t) = κ(s − t)z(t) with κ ∈ L 1 (R), z ∈ L ∞ (R).
Denoting the integral operator K in this case by K z , the key idea in [8] is not to consider a single operator K z , which on its own has insufficient properties, but to consider a whole family of operators S = {K z : z ∈ W }, where W is chosen to be translation invariant and sequentially compact in the weak star topology on L ∞ (R) so that S is translation invariant and has a collective compactness property with respect to sequential compactness in the strict topology on Y . In particular, for the case W = {z ∈ X : ess. range z ⊂ Q}, with Q ⊂ C compact and convex, the following replacement for (1.4) is obtained [8] :
(1.8) I − K z injective for all z ∈ W =⇒ I − K z surjective for all z ∈ W and (I − K z ) −1 uniformly bounded in z.
This result is generalized to the multi-dimensional case in [10, Theorem 2.8] , and see [4, 12, 14] for related results.
In this paper we develop in Sections 2 4 a generalized collectively compact theory. This generalized theory includes results of standard collectively compact operator theory [2] , in particular (1.4) , and the results of [8, 10, 12] , cf. (1.8), as special cases. A main feature of the new theory is that the image of a bounded set under the collectively compact family is required to be sequentially compact not in the norm topology but in a weaker topology the β topology introduced in Section 2. The second main feature is that the theory requires only weak notions of operator convergence (weaker than strong convergence with respect to the norm topology). These weaker notions of operator convergence are discussed in Section 3 and in the Appendix.
To illustrate the general theory, we apply it in Section 5 to establish solvability results for a class of systems of second kind integral equations on unbounded domains. This section has been written so as to be selfcontained as far as possible, and the reader interested in applications to integral equations may like to turn here first.
The results of Section 5 are applied in [11, 18] to problems of time harmonic wave scattering by unbounded rough interfaces and inhomogeneous layers. In these two papers Theorems 5.1 and 5.7 are applied to reformulations of the respective boundary value problems as systems of coupled boundary and domain integral equations. Specifically, they are used to deduce existence of solution and well-posedness, for both the integral equation systems and their equivalent boundary value problems, from uniqueness results for the boundary value problems.
A further, related application of results and ideas from Sections 2 4 to obtain existence and well-posedness is made in Arens [5] , in which the problem of time harmonic elastic wave scattering by unbounded rough surfaces is studied via reformulation as a system of boundary integral equations.
We restrict our attention in this paper to linear operator equations and their approximation. The strict topology on BC[0, ∞) and collective compactness with respect to sequential compactness in the strict topology have also played a role in the analysis of classes of nonlinear Fredholm integral equations on the half-line. The reader is referred to [3, 13, 1] where both existence results and convergence results for numerical solution schemes are obtained. It may be that ideas from Sections 2 4 prove helpful in developing results, analogous to those in [3, 13, 1], for nonlinear operator equations in a more abstract setting.
The β topology.
Let X denote a real or complex Fréchet space, and let {| · | n : n ∈ N} be a countable separating family of semi-norms on X which generates the Fréchet space topology. (For definitions of the topological and functional analytic terminologies used, see, e.g., [16, 15, 19] . We define the subspace Y of X by
and note that
(ii) from Theorem 2.1 (ii) below it follows that, with · ∞ , Y is a Banach space; (iii) if X is not a Banach space, then Y is a strict subspace of X.
Note further that Y may consist only of the zero element, for example, if X = {af : a ∈ R} with f : R → R defined by f (t) = t, t ∈ R and | · | n defined by |φ| n = sup |t|≤n |φ(t)|. In this case X is a Banach space so the converse of (iii) does not hold. Some more substantial examples are the following:
Examples 2.1 and 2.2 illustrate that the subspace Y constructed depends not just on X and its topology but also on the choice of the semi-norms | · | n to generate the topology on X.
We now define a further topology on Y as follows. Let S 0 denote the set of positive null sequences, 1 , a 2 , . . . ) : a n > 0 for each n and a n → 0 as n → ∞}.
For a ∈ S 0 define the semi-norm | · | a on Y by |φ| a := sup n∈N a n |φ| n .
Then {| · | a : a ∈ S 0 } is a separating family of semi-norms on Y which, with the topology generated, is a locally convex Haussdorf topological vector space (TVS). Let us call this topology on Y the β topology, the original topology on X the τ topology, and the topology on Y generated by · ∞ the norm topology. Given φ ∈ Y and a sequence (φ n ) ⊂ Y , we will write
converges to φ in the β topology, and φ n τ → φ if (φ n ) converges to φ in the τ topology. It is easy to see that, as topologies on Y , the norm topology is finer than the β topology, which is finer than the τ topology: i. 
Remark 2.1. Suppose that E is a locally compact topological space which is also σ-compact, i.e., E = ∪ ∞ n=1 E n , where E 1 , E 2 , . . . , are compact. Let X = C(E), the space of real-or complex-valued continuous functions on E, and define |φ| n := sup s∈E n |φ(s)|, for n ∈ N, φ ∈ C(E). Then Y = BC(E), the space of bounded continuous functions on E, and β is the strict topology of Buck [7] . In particular, as an example of such a space E, we can take E to be any closed or open subset of a finite-dimensional Euclidean space, with the usual metric topology.
The following theorem, cf., Buck [7, Theorem 1] , explores properties of the β topology. Proof. It is clear that any bounded set in the norm topology is bounded in the β topology. Conversely, if S ⊂ Y were bounded in the β topology but were not bounded in the norm topology, then there would exist (φ j ) ⊂ S and an increasing sequence (n j ) ⊂ N such that 0 < |φ j | n j = λ j → ∞ as j → ∞. Choose a ∈ S 0 so that a n j = λ
→ ∞ as j → ∞, which contradicts the boundedness in the β topology of S.
It is enough to show that every element of β S is open in the τ topology on S. Since S is β-bounded it is bounded in the norm topology by (i), so that B :
To prove (iv), note that, since every Cauchy sequence in a TVS is bounded [16] , if (φ n ) ⊂ Y is convergent in the β topology then it is bounded in the β topology (and so bounded in the norm topology by (i)) and also convergent in the weaker τ topology. Conversely, suppose that φ n τ → φ and B := sup n∈N φ n ∞ < ∞. Let S := {φ ∈ Y : φ ∞ ≤ B}. By (ii), φ ∈ S so that (φ n ) is convergent to φ in the τ topology on S. By (iii) it follows that (φ n ) is convergent to φ in the β topology on S.
Suppose the sequence (φ n ) ⊂ Y is β-Cauchy. Then (φ n ) is τ -Cauchy and so τ -convergent to some φ ∈ X, since X is a Fréchet space. Since (φ n ) is β-Cauchy, it is also β-bounded and so bounded in the norm topology by (i). Thus, by (ii), φ ∈ Y and, by (iv), φ n β → φ. Thus Y is sequentially complete in the β topology.
The proof of (vi) is as follows. If the β topology is metrizable, then the β topology and the norm topology are two complete metrizable topologies on the same vector space, with the β topology weaker than the norm topology. By a standard deduction from the open mapping theorem, cf. [16, Corollary 2.12] , the β topology and the norm topology are the same.
To see that (vii) holds, suppose that S ⊂ Y is β-bounded and that φ is a closure point of S in the β topology. Then φ is a closure point in the coarser τ topology. Since the τ topology is metrizable, it follows that there exists (φ n ) ⊂ S such that φ n τ → φ. Since S is β-bounded and so norm-bounded by (i), it follows from (iv) that φ n β → φ. Thus the β-closure of S coincides with the β-sequential closure.
If S ⊂ Y is β-bounded and β-sequentially closed, then its β-sequential closure is S and so, by (vii), its β-closure is S. Thus S is β-closed and (viii) follows.
To see (ix), consider the set B = {φ ∈ Y : φ ≤ 1} ⊂ Y . Clearly, this set is balanced, convex, and absorbing. By (ii) and (iv) it is β-sequentially closed and, by (i) and (viii), it is also closed in the β topology. Thus B is a barrel in (Y, β). But, in the β topology, B is not a neighborhood of any ψ ∈ B (and so is nowhere dense) for B fails to contain any nonempty finite intersection of the members of the sub-base {b a,φ : a ∈ S 0 , φ ∈ Y }. Thus (Y, β) is not barrelled and hence [15] is not a Baire space. It follows from this, or directly from the representation Y = ∪ 
Further, since a linear operator on a normed space is bounded if and only if it is continuous and, by Theorem 2.1(i), the β-bounded and norm-bounded subsets of Y are identical, we see that B(Y ) is also the set of linear operators on Y which are bounded/continuous with respect to the norm topology. Thus, every K ∈ B(Y ) has a finite norm K , defined by
is compact with respect to the norm topology on Y , it does not follow that K ∈ S(Y ). A counterexample can be constructed as follows. As in Example 2.1 take
lim t→+∞ ψ(t) exists}. Then BC + (R) is a subspace of (Y, · ∞ ) and, by the Hahn-Banach theorem, a bounded linear functional λ : BC(R) → C exists such that
Then K is compact on Y with respect to the norm topology as it is bounded and has finite dimensional range. But K is not sequentially continuous in the β topology. To see this, for n ∈ N, let ψ n ∈ BC + (R) be such that ψ n (t) = 0 for t ≤ n, = 1 for t ≥ n + 1, and ψ n ∞ = 1. Then ψ n β → 0 but Kψ n = 1 for each n.
A set B ⊂ Y will be said to be bounded if it is bounded in the β topology. Note that, by Theorem 2.1 (i), it then follows that B ⊂ Y is bounded if and only if it is bounded in the norm topology. B ⊂ Y will be said to be relatively sequentially compact in the β topology if each sequence in B has a subsequence converging in the β topology to an element of Y . Clearly, if B ⊂ Y is relatively sequentially compact in the β topology, then B is bounded.
The aim of this paper is to generalize the ideas of collectively compact operator theory by considering linear operators K : Y → Y and families of such operators which satisfy that
is relatively sequentially compact in the β topology.
For such a linear operator K we say that K is sequentially compact with respect to the β topology. Let us say that K ⊂ L(Y ) is collectively sequentially compact with respect to the β topology if
Clearly, if K is sequentially compact with respect to the β topology then K ∈ B(Y ), so that if K is collectively sequentially compact with respect to the β topology, then K ⊂ B(Y ) (in fact, K is uniformly bounded). Further, in view of Theorem 2.1(i) and (2.2), if K is compact with respect to the norm topology on Y , then K is sequentially compact with respect to the β topology. It thus follows from Remark 2.2 that K can be sequentially compact w.r.t. the β topology while not being sequentially continuous.
Notions of operator convergence.
A component in the arguments to be developed is that one needs some notion of the convergence of a sequence of operators. A more familiar and related notion of operator convergence is that of strong (or pointwise) convergence.
The following lemmas explore the properties of and relationship between these and other notions of operator convergence.
Note that, although Lemma 3.1 shows that K n β → K implies both that K ∈ S(Y ) and that K n ∈ B(Y ) for all sufficiently large n, it is not necessarily the case that
Proof. Since Y is a Banach space, with the norm topology, and
by Theorem 2.1 (iv), the lemma follows from the Banach-Steinhaus theorem.
Proof. We have seen in Lemma 3.
The remainder of the lemma follows from this representation.
The significance of this definition in this context is the following corollary of Lemma 3.4.
Proof. It is shown in Lemma A.4 in the appendix that {K n : n ∈
N} ⊂ S(Y ) is β-sequentially equicontinuous if and only if
Thus the lemma follows from Lemma 3.4.
Let us say that K ⊂ L(Y ) is sequentially compact in the strong operator topology on
Lemma 3.5 and other observations made above imply the following corollary.
Corollary 3.6. Suppose K ⊂ L(Y ). Then K is β-sequentially compact if and only if K ⊂ S(Y ) and K is β-sequentially equicontinuous and sequentially compact in the strong operator topology on (Y, β).
In the case that the β and norm topologies coincide, in which case
, it follows from Lemma 3.3, in other words from the uniform boundedness theorem in Banach spaces, that if
In the case when these topologies do not coincide, in which case, by Theorem 2.1(vi), (Y, β) is not metrizable, other versions of the Banach-Steinhaus theorem would apply [16, 15] , if (Y, β) were a Baire space or, more generally, a barrelled TVS, to give that
is not barrelled unless the norm and β topologies coincide. And in fact the following example makes it clear that a version of the Banach-Steinhaus theorem, enabling equicontinuity to be deduced from continuity and pointwise boundedness, does not always hold for (Y, β) if the β and norm topologies do not coincide.
It follows from the Banach-Steinhaus theorem applied to Y with the norm topology that (K n ) is uniformly bounded. But (K n ) is not β-sequentially equicontinuous as, defining
In the case that Y satisfies an additional assumption, we show below that it does hold that a sequence (K n ) ⊂ S(Y ) that is convergent in the strong operator topology on (Y, β) is β-sequentially equicontinuous. 
That Assumption A is often satisfied in applications is illustrated by the following examples. 
Then ψ − P ψ = φψ and (3.2) holds with n = m + 1.
Example 3.3. Generalizing Example 3.2, consider the case discussed in Remark 2.1, in which X = C(E), Y = BC(E), with E locally compact and σ-compact. Since a topological space is locally compact if and only if every compact set is contained in an open set with compact closure, it is easy to see that E must also be regularly σ-compact, i.e., E = ∪ ∞ n=1 E n with each E n compact and
With the semi-norms | · | m defined as in Remark 2.1 and defining P again by (3.3), it follows that (3.2) holds with n = m + 1.
The above construction shows that Assumption A is satisfied in Example 2.1 and in the case discussed in Remark 2.1. The same or a very similar argument applies to show that Assumption A holds in all the other examples we have considered so far.
Clearly, since 0 ∈ Y n , we see that
where A is the following, closely related assumption:
For every m ∈ N there exists n > m and
In the case that the β and norm topologies coincide, it is easy to see that Y n = {0} for all sufficiently large n. In this case A is equivalent to A and A reduces to the assumption that, for some n ∈ N, A further significance of Assumption A is the following result, the proof of which is postponed to the appendix. The main importance of Assumption A for our purposes is the following result. The rather technical proof is postponed to the appendix.
Theorem 3.8. Suppose that Assumption A holds and that
As a corollary of Theorem 3.8 and Lemma 3.5 we have the following result which shows that the convergence K n β → K is implied by strong convergence with respect to the β topology if also K n and K are sequentially continuous. In the following theorem we use the notation K × to denote the set of subsequences of
Corollary 3.9. Suppose that Assumption A holds and that
for n ∈ N and that:
K n is collectively sequentially compact with respect to the β topology;
is sufficient and, for all n ∈ N, K ∈ K n , and T ∈ S, it holds that T KT 
Proof. Suppose that the conclusion is false. Then for every n ∈ N and ε > 0, there exists n ≥ N ,K ∈ K n and φ ∈ Y with φ ∞ = 1 such
as n → ∞. Since, by (iii), S is sufficient, for some J ≥ 1 and all n ∈ N there exists T n ∈ S such that |T n φ n | J ≥ (1/2) φ n ∞ = 1/2. Now let ψ n = T n φ n and K n = T nKn T
−1
n . For all n ∈ N,K n ∈ K m for some m ∈ N and also K n ∈ K m by (iii). Thus (K n ) ∈ K × , and, by (4.3) and the fact that T n ∈ iso (Y ), we have
as n → ∞. By (ii) we can find a subsequence (K n m ) and K ∈ K such that K n m β → K. By (i) we can find subsequences of (ψ n m ) and (K n m ) (denoted again by (ψ n m ) and (K n m )) and ψ ∈ Y such that 
Lemma 4.2. Suppose
{K n : n ∈ N} is collectively sequentially compact with respect to the
Proof. Since (K n ) is collectively sequentially compact and (ψ n ) is bounded, there exist subsequences (φ n m ) and (K n m ψ n m ) such that
The above argument shows that φ ∈ (I − K)(Y ) and that (ψ n ) has a subsequence converging to φ = (I − K)
−1 φ. The same argument shows that every subsequence of (ψ n ) has a subsequence converging to ψ, so that ψ n β → ψ.
for n ∈ N. Suppose {K n : n ∈ N} is collectively sequentially compact with respect to the β topology,
Proof. Since I − K is injective, (I − K) −1 exists as an operator on (I − K)(Y ).
Define the sequence (ψ n ) ⊂ Y by ψ n := (I − K n ) −1 φ n . Then (ψ n ) is bounded and ψ n = φ n + K n ψ n , so that, by Lemma 4. 
Y → Y exists and is bounded and, for some n ∈ N,
Proof. Suppose K ∈ K and (K n ) ∈ K × with K n β → K and (4.5) holding. By Theorem 4.1 there exists N ∈ N such that I −K is injective for allK ∈ K n and n ≥ N and such that
Theorem 4.4 is a generalization of a collectively compact operator approximation result of Anselone in [2, Theorem 1.6]. It reduces to a result in collectively compact operator theory when X = Y for then all the topologies are the same, the operator convergence K n β → K is ordinary strong convergence, and we can take S = {I} (I the identity operator). Theorem 4.4 is then still a generalization of [2, Theorem 1.6], but reduces to it if we take K and K n to each contain just a single operator.
The following theorem, which will be used in the application in Section 5, is the special case of Theorems 4.1 and 4.4 which arises if we take K n = K for n ∈ N. (i) for every n ∈ N andK ∈ K n it holds that
Theorem 4.5. Suppose that K ⊂ L(Y ) is collectively sequentially compact with respect to the β topology and β-sequentially compact. Suppose also that, for some sufficient set S ⊂ iso (Y ) and all K ∈ K, T KT −1 ∈ K, T ∈ S, and that I − K is injective for all K ∈ K. Then (I − K) −1 is bounded for all K ∈ K as an operator on (I − K)(Y ) and
sup K∈K (I − K) −1 < ∞.
Moreover, if, for every
Then the following statements hold.
(a) N ∈ N exists such that I −K : Y → Y is bijective for allK ∈ K n and n ≥ N , with
Thus equation (1.1) has a unique solution ψ ∈ Y for every φ ∈ Y and
→ φ and ψ n , ψ ∈ Y are the unique solutions of equations (1.2) and (1.1), respectively, it follows that ψ n β → ψ.
Systems of integral equations on unbounded domains.
As an application of the general results in the previous section which has important applications to problems of scattering by unbounded inhomogeneous layered media, as discussed in the introduction, we study in this section the solvability of the system of second kind integral equations:
In this equation we suppose that φ i ∈ Y i := BC(Ω i ), the set of bounded and continuous functions on Ω i is assumed known, ψ i ∈ Y i is to be determined and K ij : Y j → Y i is the integral operator defined by
Further Ω j is an open subset of R n j (n j ≥ 1) and dµ j is n j -dimensional Lebesgue measure. We note that Y i is a Banach space with the norm ·
For some M ∈ N, the functions k ij : Ω i × Ω j → C are assumed to take the form
. . , M).
We assume throughout this section that the following conditions on k (m) ij and Ω j hold, condition (C.1) a generalization of (1.6) and (1.7).
, M).
(C.2) For some n 0 ≤ min j n j and i = 1, . . . , N there exists a
Note that (i) and (ii) in (C.2) imply that Ω i +a
. . , N, so that (iii) makes sense. The point of (iii) is that it ensures a translation invariance property of the integral operators with kernels k (m) ij , expressed in (5.9) below. Example 5.1. As perhaps the simplest example in which condition (C.2) is satisfied, consider the case when M = N = 1, Ω 1 = R, and, for some a > 0, k (1) 11 (x + a, y + a) = k (1) 11 (x, y), x, y ∈ R. Then (C.2) is satisfied with n 0 = 1, a
Example 5.2. As another example, suppose that N ∈ N, M = 1, and that, for some n ∈ N, Ω j = R n , j = 1, . . . , N, and that for
. Then the system of integral equations is, explicitly,
and n j = n, j = 1, . . . , N. Let {e 1 , . . . , e n } be the usual orthonormal basis for R n so that x ∈ R n can be written as x = (x 1 , . . . , x n ) =
To see that (5.3) holds, note that it certainly holds for k
, the set of compactly supported infinitely differentiable functions on R n , and then use the density of
Example 5.3.
[This example arises from the practical application of the theory of this section in [18] , and a similar example, but with N = 4, arises in [11] .] Suppose that N = 2, Ω 1 = R, and that, for some A > 0, Ω 2 = R × (0, A). Then n 1 = 1 and n 2 = 2. Set n 0 = 1 and, for some a > 0, set a and a 
. . .
Then (5.1) can be abbreviated as
Then, if (C.2) is satisfied, it is easy to see that
and that 
As a consequence it follows that (w n ) = ((w ∈ Z j such that
. It may be helpful to note that (5.11) holds for all ϕ ∈ L 1 (Ω j ) if and only if
where C ∞ 0 (Ω j ) denotes the set of C ∞ compactly supported functions with support in Ω j . We will say that W ⊂ Z M is weak * sequentially compact if every sequence in W has a subsequence converging weak * to some w ∈ W .
−1 exists as an operator on the range space
If also, for every z ∈ W , there exists a sequence (z n ) ⊂ W such that (z n ) converges weak * to z in Z M and for all n,
To apply Theorem 4.5 to prove Theorem 5.1 let X j = C(Ω j ), a Fréchet space with the semi-norms | · |
Then for j = 1, . . . , N, the subspace {φ ∈ X j : sup n∈N |φ|
In each closed subspace Y j ⊂ X j we introduce convergence in the strict topology on Y j of Buck [7] . For (φ n ) ⊂ Y j , φ ∈ Y j , we write φ n s → φ if φ n converges to φ in this topology. Buck [7] shows that φ n s → φ if and only if sup n∈N φ n (j) ∞ < ∞ and φ n (x) → φ(x) uniformly on every compact subset of Ω j . Let X denote the product space X := N j=1 X j , a Fréchet space with the semi-norms | · | n defined by
Then the Banach space Y , defined by (2.1), is the subspace of X,
∞ , is precisely the product space
It is easy to see, using Theorem 2.1(iv), that sequential convergence in the β topology on Y of Section 2 has the following characterization:
For W ⊂ Z M , let us define the set of integral operators, K W , by Proof. Let B ⊂ Y be bounded and let (φ n ) ⊂ ∪ w∈W K w B. We will prove that (φ n ) has a β-convergent subsequence. By [10, Lemma 2.2] there exists a subsequence of (φ n ) such that each component of the subsequence is strictly convergent. Applying (5.12), the subsequence is β-convergent. The lemma is thus proved.
Lemma 5.3. Suppose that (C.1) is satisfied and that
We want to prove that
From the definition (5.4) (5.6) we see that the
, respectively, so that, in view of (5.12), it is sufficient to prove that, for each i, j, m, K The above lemma has the following two useful corollaries. 
Corollary 5.4. Suppose that (C.1) is satisfied and that
Set S = {T a : a ∈ V }. We then have the following result.
Proof. Since each ω i is bounded, we can choose an integer J ≥ 1 such that, for i = 1, . . . , N and x ∈ ω i , it holds that |x| ≤ J. Let φ = (φ 1 , . . . , φ N ) t ∈ Y . Then there exists i ∈ {1, . . . , N} and x i ∈ Ω i such that |φ i (x i )| ≥ (1/2) φ ∞ . By (5.10) there is an a = (a 1 , . . . , a N (−a 1 , . . . , −a N ) we have thatã ∈ V , Tã ∈ S and
which completes the proof of the lemma. 
where λ = ((λ
To prove this theorem we first study the invertibility of I − K z in subspaces of Y consisting of functions periodic on Ω i , i = 1, . . . , N.
Suppose that (C.2) is satisfied and, for l ∈ N, let
⊆ V with equality if l = 1, and define the closed subspaces
2) is satisfied, for i = 1, . . . , N, let ω i1 := ω i and define, for l = 2, 3, . . . ,
For P ∈ Z n 0 and l ∈ N, define
and note that, by (C.2),
il ) and ω
define the periodic extension operator P
for P = (p 1 , . . . , p n 0 ) ∈ Z n 0 and the matrix operator
Lemma 5.8. If (C.1) (C.2) are satisfied and z = ((λ
and is compact.
and is bounded. Further, since by the Banach-Alaoglu theorem the unit ball in Z is weak * sequentially compact, it follows from Corollary 5.4 that the image of every bounded sequence in Z has a β-convergent subsequence.
is compact now follows from the fact, clear from the characterization (5.12), that every β-convergent sequence in
The following lemma extends [10, Theorem 2.10], which deals with a single integral equation, to the case of a system of integral equations, and explores the invertibility of I − K z for the special case when z = ((λ 
Proof. We have that, for l ∈ N,
Let W = {z}. If I − K z is injective then W satisfies the conditions of the first part of Theorem 5.1, so that (I − K z ) −1 exists as an operator on the range space (I − K z )(Y ) and (I − K z ) −1 is bounded.
So suppose that
by the above and Lemma 5.8, and define 
Proof of Theorem 5.7. We write 
Proof. By Assumption A there exists P m : Y → Y m and l > m such that
Noting that Assumption A implies Assumption A , there exists n > l and Proof. For j ∈ N choose ε j > 0 such that ε j → 0 as j → ∞. From Lemma A.1 it follows, that for every j ∈ N, we can find n j ∈ N with n j > m + j, and φ j ∈ Y m+j , such that Our method of proof will be to construct approximationsψ n to the members of some finite or infinite subsequence of (ψ n ) in such a way that It further holds that
and
Define φ j+1 := φ j +ψ j+1 . Then, for n = 1, . . . , j,
Thus (A.2) holds with j replaced by j + 1. Further,
Finally, for all χ ∈ Y with | χ | n j+1 ≤ ε j+1 , it follows from (A.4) that 
