Abstract. This paper studies the robustness of PAC learning algorithms when the instance space is {0, 1}", and the examples are corrupted by purely random noise affecting only the attributes (and not the labels). For uniform attribute noise, in which each attribute is flipped independently at random with the same probability, we present an algorithm that PAC learns monomials for any (unknown) noise rate less than 89 Contrasting this positive result, we show that product random attribute noise, where each attribute i is flipped randomly and independently with its own probability Pl, is nearly as harmful as malicious noise--no algorithm can tolerate more than a very small amount of such noise.
1. Introduction. In the problem of concept learning from examples, there is a set of objects belonging to known classes. The goal of a learning algorithm or learner is to develop a rule (or hypothesis) that properly classifies these objects after having seen some number of correctly classified objects. For example, if the objects are pieces of office furniture, then the learner's task may be to find a rule that accurately distinguishes chairs from all other types of office furniture. Clearly, a desirable feature of such a learning algorithm is the ability to succeed even when the attributes in the data contain noise.
In this paper we study the problem of learning with random noise in the attributes, under a formal model of learning known as the PAC model (defined formally in Section 2). In particular, we study the case where each object is described by n binary attributes, and there are two classes, 0 and 1. (This restricted problem is referred to as boolean function learning.) In order to study the effect of noise in the attributes, in particular, on the learning process better, we assume throughout that the classification of each instance is always correctly reported.
Previously, both random classification noise [1] and arbitrary, malicious attribute noise [5] have been conclusively studied within the PAC model. Note that the previous results on random classification noise can be combined with the new results presented here in a relatively straightforward manner.
For dealing with random noise affecting only the classification, the "bestagreement" rule, according to which a large sample of data is drawn and then the hypothesis that mislabels the fewest examples from that sample is output, works quite well (ignoring the issue of computation time). However, Sloan [10] has shown that this "best-agreement" rule can only tolerate very small amounts of random attribute noise--suggesting that random attribute noise may be difficult to overcome. On the other hand, by using a different strategy, Shackelford and Volper [9] have obtained an algorithm that tolerates a large amount of random attribute noise (at a known noise rate) for learning k-DNF formulas. Thus, their result suggests that random attribute noise may be like random classification noise, where large amounts of noise can sometimes be tolerated.
In order to understand fully the difficulty of overcoming random attribute noise, we first carefully examine the way in which the noise is formally modeled. Most previous work in the PAC model has considered uniform random attribute noise, in which each attribute is flipped independently at random with the same probability. The algorithm of Shackelford and Volper demonstrates that when the exact noise rate is known, at least for learning k-DNF formulas, a large amount of uniform random attribute noise can be tolerated. In this paper we extend that positive result by showing that even if the noise rate is unknown, the class of monomials is still efficiently learnable from data with a large amount of uniform random attribute noise.
Contrasting this positive result, we show that product random attribute noise, where each attribute i is flipped randomly and independently with its own probability Pi (all Pi are less than some given upper bound for the noise rate), is nearly as harmful as malicious noise. That is, no algorithm (regardless of sample complexity or computation time) can tolerate more than a very small amount of product random attribute noise. On the whole, these results are surprising. Intuitively, it would be thought that random labeling noise destroys much more information than random attribute noise, but, in fact, PAC learning is possible with large amounts of random labeling noise [1] . We discuss this matter further in Section 7.
2. PAC Learning Model. We begin by describing the PAC ("probably approximately correct"), or distribution-free learning model introduced by Valiant [11] . This model aims to give a precise model for the problem of concept learning from examples, including a definition of what it means to "do well" at learning from examples. For convenience the model is normally restricted to the case where there are only two possible classes.
The set of all possible objects is called the instance space, and any subset of the instance space is called a concept. The particular subset of the instance space consisting of all instances in class 1 is called the target concept. The learner is attempting to infer this unknown target concept c given that c comes from some known class concepts, or concept class ~. In this paper we concentrate on Boolean functions. In this context, cg = U,~_ t cg, is parametrized by the number of variables n, and each c E cg, is a subset of the instance space X, = {0, 1}", or, equivalently, a zero-one function on {0, 1}".
Throughout this paper we assume that the n variables are vl, v 2 .... , v,, where the value of v i is given by the ith bit (denoted by b 3 of the instance. A literal is a variable v~ or its negation ~. Observe that the instances can be viewed as an assignment to the variables since v~ is assigned the value b i. Two important concept classes are monomials and k-DNF. A monomial is a conjunction of literals, where each literal is either v~ or gi for 1 < i < n. A k-DNF formula is a disjunction of monomials, where each monomial is the conjunction of at most k literals, for k a constant.
Given any concept e ~ c~,, we say that x is a positive instance of c if c(x) = 1, and x is a negative instance of c if c(x) = 0. For example, the target concept for the class of monomials over five variables might be v~4v 5. Then the instance "10001" is a positive instance and "00001" is a negative instance.
In the PAC model the learner is given access to labeled (positive and negative) examples of the target conce~t, drawn randomly according to some unknown target distribution D over xn. Specfically, the learner has available to it a black box or oracle called EX such that each call to EX returns a labeled instance, or example, (x, e(x) ) where x is drawn at random from D and labeled according to c. We call a collection of examples a sample. The learner is also given as input 0 < e, 6 < 1. The learner's goal is to output with probability at least 1-6 a hypothesis h that has probability at most 5 of disagreeing with c on a randomly drawn example from D (thus, the hypothesis has accuracy at least 1 -e, or is e-good). We use/k to denote the symmetric difference between two concepts. Thus, the above can be rephrased by saying that the learner's goal is to output some representation of a concept ~ such that
where the probability is over the calls to EX and any coin flips used by the learning algorithm.
If such a learning algorithm exists (that is, an algorithm that meets the goal for any n > 1, any target concept c ~ ~,, any target distribution D, and any 5, 6), and that algorithm runs in polynomial time, then we say that C is PAC learnable. In this setting polynomial time means polynomial in n, 1/5, and 1/6.
More detailed discussions of the PAC model, and of the motivations behind it, can be found in many articles (e.g., [2] and [3] ), including, of course, Valiant's original article [11] .
3. Models for Learning with Noise. The ordinary definition of PAC learning (from noiseless data) assumes that EX returns correct data. In this paper we are concerned with the case in which our instances come from some noise oracle, instead of the usual noise-free oracle, EX. Each noise oracle represents some noise process being applied to the examples from EX. The output from the noise process is all the learner can observe. The "desired" noiseless output of each oracle would thus be a correctly labeled example (x, s), where x is drawn according to D. We now describe the actual outputs from the following noise oracles: MALt [121, RMC~ [1] , URA,~ [10] , and PRAy.
9 When MAL t is called, with probability 1 -v, it does indeed return a correctly labeled (x, s) where x is drawn according to D. With probability v it returns an example (x, s) about which no assumptions whatsoever may be made. In particular, this_example may be maliciously selected by an adversary who has infinite computing power, and has knowledge of the target concept, D, v, and the internal state of the algorithm calling this oracle. This malicious noise oracle models the situation where the learner usually gets a correct example, but some small fraction v of the time the learner gets noisy examples and the nature of the noise is unknown or unpredictable. As introduced by Kearns and Li [5], EMAL(Cg.)) to denote the largest malicious noise rate that we use EMAL(Cr~n) (resp. polr can be tolerated by any learning algorithm (resp. polynomial-time learning algorithm) for ~. 9 When RMCv is called, with probability 1-v, it returns a correctly labeled (x, s) where x is drawn according to D. With probability v it. returns an example (x, ~. This random misclassification noise oracle models the situation where the learner usually gets a correct example, but some small fraction v of the time the learner receives an example in which the label has been inverted. We use E~uc(~) (resp. poly ERMC(~,)) to denote the largest random misclassification noise rate that can be tolerated by any learning algorithm (resp. polynomial-time learning algorithm) for ft.. 9 The oracle URA~ makes sense only when the instance space is {0, 1}" (ioe., we are learning boolean functions). The oracle URA~ calls EX and obtains some (b I "" b,, s). URA~ then adds noise to this example by independently flipping each bit bi to/~ with probability v for 1 < i < n. Note that the label of the "true" example is never altered by URA~. This uniform random attribute noise oracle models a situation where the attributes of the examples are subject to noise, but that noise is as benign as possible. For example, the attributes might be sent over a noisy channel. We use EURA(~n) (resp. E~~ to denote the largest uniform random attribute noise rate that can be tolerated by any learning algorithm (resp. polynomial-time learning algorithm) for ~,. 9 The oracle PRA, also only applies when we are learning boolean functions. This oracle calls EX and obtains some (hi "'" b,, s). The oracle PRA~ then adds noise by independently flipping each bit bl to/~ with some fixed probability v i < v for each 1 < i < n. This product random attribute noise oracle provides a more general model of random attribute noise than URA,. 4 We use EpRA(~.) (resp. poly EpRA((~n)) to denote the largest product random attribute noise rate that can be tolerated by any learning algorithm (resp. polynomial-time learning algorithm) for (~.
The noise oracles we focus on here are URAv and PRAy.
4. Review of PAC Learning from Noisy Data. The method most commonly used for PAC learning in the presence of noise is to pick a concept that has the best (or at least very good) agreement with a sample of data corrupted by noise. It has been shown that for both discrete [1] and continuous [6] instance spaces, the hypothesis that minimizes disagreements meets the PAC criterion when the examples are modified by random labeling noise. Sloan [10] , their VC dimension methods can be used to prove that this minimal disagreement method also works for handling small amounts of malicious noise in continuous instance spaces. In the case of uniform random attribute noise, if the minimal disagreement method is used, then the minimum error rate obtainable (i.e., the minimum "epsilon") is bounded below by the noise rate [10] . We note that, for arbitrary adversarial malicious noise, that is the maximum noise rate that any algorithm can tolerate [5] . Although the method of minimizing disagreements is not effective against random attribute noise, there are techniques for coping with uniform random attribute noise. In particular, Shackelford and Volper [9] have an algorithm that tolerates large amounts of random attribute noise for learning k-DNF formulas. That algorithm, however, has one very unpleasant requirement: it must be given the exact noise rate (or at least a very good estimate of the noise rate) as an input. Littlestone [7] has looked at how his Winnow algorithm can tolerate several different models of attribute noise. He first considers an adversarial model of attribute noise. Assuming that the uncorrupted instances are linearly separable, under this noise model, the mistake bound for Winnow just increases by an additive term proportional to the weighted sum of the number of errors occurring in each relevant attribute. Next he considers the situation in which there is a large amount of redundant information provided by attributes that are separately indicative of the correct classification of each instance. In this case he shows that a large amount of noise can be handled where the irrelevant attributes are affected by arbitrary adversarial noise and the relevant attributes are affected by random noise independently of one another.
In Table 1 we summarize the results (from previous work and this paper) about PAC learning monomials and k-DNF formulas from the noise oracles discussed in Section 3. 5. Learning Monomials from Noisy Data. In this section we present an algorithm for learning monomials from data corrupted with uniform random attribute noise with any noise rate less than 89 The key idea we exploit is the following: Imagine that the literal vl is included in the target concept. Then whenever the learner receives a positive instance with the first bit off, it must be that the bit was on in the "noise free" instance, and flipped by the noise oracle. Hence, with high probability, the ratio (1) number of times bit 1 is offin positive instance total number of positive instances provides a good estimate of the noise rate (given a sufficiently large set of positive instances). Notice also that if v 1 is not in the formula, then the expectation of the ratio specified in (1) is still bounded below by the noise rate. Thus, we estimate the noise rate to be the minimum, over all literals, of the ratio specified in (1) Once we know how to obtain a good estimate for the noise rate, we can apply Angluin and Laird's [1] technique of successive approximation to obtain an upper bound on the noise rate that is sufficiently close to the actual noise rate. Finally, using this estimate of the noise rate, we apply Shackelford and Volper's [9] algorithm when specialized to the case of monomials. However, the correctness proof provided by Shackelford and Volper assumes the exact noise rate is provided. While their proof could be extended to apply when given only a sufficiently close estimate of the noise rate, we give instead a direct proof of correctness that is easier to follow and yields a better bound on the time and sample complexity.
Let the literals be numbered from 1 to 2n, and for each literal i, let qi = Pr [Literal i is off in a random positive instance from EX (noiseless data)], p~ = Pr [Literal i is off in a random positive instance from URA,].
Our goal is to output a conjunction that contains every literal that is in the target monomial, and no literal with a high value of q~. Of course, we cannot directly estimate the q~'s since we only see examples from URA~. Our method is to estimate all the pi's accurately using examples from URA~ and then use these estimates to determine which literals have a high value for q~ and should thus be excluded. Observe that, for all i,
Thus, for any literal i that is in the target monomial, Pi = v. Furthermore, since v < 1, for any literal i that is not in the target monomial Pi > v. We show that by accurately estimating all the pfs we can obtain a good estimate for the noise rate by simply taking the minimum estimated value over all the pi's. We then output the conjunction of all literals i having values of p~ close to that minimum. rate v. (Note that this step could fail to halt with probability zero, so strictly speaking this is not a finite procedure.) In step 2 the algorithm computes how many positive examples are needed to obtain a sufficiently accurate estimate of the noise rate from the ratio in (1) above. Then in step 3 a large enough sample is drawn so that with high probability the desired number of positive examples are obtained. (If enough positive examples are not obtained, then the algorithm simply halts and outputs that it has failed.) Next, in steps 4 and 5 the algorithm estimates the noise to be the minimum over all literals of the fraction of the time that a literal is off in the positive examples. Finally, in step 6 the algorithm outputs as its hypothesis the conjunctions of all literals that occur infrequently enough in the positive examples.
It follows from Theorem 3 of [1] that with probability at least 1 -6/2, step 1 of Algorithm A terminates with r < 1 +[-1og2(1/ (1 -2v) )-] and v < v b < 89 Thus, with probability at least 1 -6/2, the total sample complexity needed for step 2 is at most 2 2z'+31n~ -)=0 ~ In 6(1 2~ " r=l Now we need to show that the value m' in step 3 is large enough that with high probability either Algorithm A gets m positive examples or the hypothesis FALSE is e-good. Let p+ denote the probability of drawing a positive example from URA~. (Note that since the noise process does not affect the labels, p+ is also the probability of drawing a positive example directly from EX.) We now apply Hoeffding's Inequality to show that if p + > e, then using a sample of size m' = max In ~2
ensures with probability at least 1 -6/4 that the algorithm will obtain at least m positive examples in step 4. Of course, if p+ < e, then the hypothesis FALSE is e-good.
We can view the drawing of the sample as a sequence of m' independent Bernoulli trials, with a success corresponding to drawing a positive example (which occurs with probability p+). Let S be the total number of positive examples in the sample. Thus by applying Hoeffding's Inequality (as given in inequality (3) In -~-= O 1 --2v)2e 2 In ~ , the probability that all of the estimates/)i are within 5(1 -2vb)/8n of their true value pi is at least 1 -6/4. That is,
For the remainder of this proof, we assume that v < v b, at least m positive examples are obtained in step 3, and all the p~'s are within the tolerance specified in inequality (5) (these conditions are all satisfied with probability at least 1 -6). Then:
1. The estimate f of v is accurate. Namely,
2. Any literal that is in the target monomial will be placed in Algorithm A's hypothesis.
For any literal i that is not in the target monomial but is placed in Algorithm
A's hypothesis qi < e/2n.
Since, for all i, Pi > v and, for any literal in the target monomial, pi --v, item 1 above easily follows from the fact that, for all i,/)~ is within 5(1 -2vb)/8n of Pi.
For any literal i that is in the target monomial, pi = v, and thus by inequalities (6) and (5) 5(1 -2vb) 4n Hence, for every literal i that is in the target monomial,/3 i will satisfy the inequality in step 6 of the algorithm and thus be placed in the hypothesis.
Finally, to prove that item 3 above holds, we show that if q~ ~ 2/2n, then/3~ will not satisfy the inequality in step 6. Applying (4) we get 2 (1 --2vb) p~>v+ 2n
Since/3i and ~ are within the given tolerance of their true values, it follows that
Thus the choice of literals made by the algorithm in step 6 ensures that every literal i in the output formula has qi < 2/2n. To complete the proof, observe that literals in the output monomial are a superset of the literals in the target monomial. Therefore, the algorithm's hypothesis is false whenever the target concept is false. Since every literal i in the output has q~ < e/2n and there are at most 2n literals in the output formula, the probability that the output is false when the target concept is true is at most 2.
[] REMARK. We can obtain a very similar result for a noise model where with probability 1 -v the example is noise free, and with probability v a single one of the n bits is picked at random and flipped. The key observation now is that if literal vl is in the target monomial, then the fraction of the time that bit 1 is off in positive examples is now an estimate of the noise rate divided by n, and, when v 1 is not in the target monomial, that fraction is still (in the limit) a lower bound on v n. Observed distribution
PROOF. We use the method of induced distributions [5] . Let cl, c a be the concepts that exist in cg according to the definition of a distinct concept class. For ease of exposition we let cl = v~ (the first attribute) and c 2 = v 2 (the second attribute). We let u = {100...0}, v = {110".' 0}, w = {010...0}, x = {000 9 9 9 0}. We place zero probability weight in D on all other instances. Thus, without loss of generality we may assume that these are the only four instances and that v k = 0 for 3 < k < n.
Fix some value of v in the range 0 < v < 89 Consider a distribution D which assigns weight (1 -v)/2 to 00 and 11 and weight v/2 to 01 and 10. In Table 2 we show the two noise-free probability distributions on examples obtained by labeling the instances drawn from D according to concept Cl or concept cz. Now consider what happens under the following two learning problems:
1. For the first learning problem let cx be the target concept, let D be the distribution on instances (so D1 is the noise-free distribution on examples), and let the noise oracle be PRAv with v~ = v and v 2 = 0. The observed distribution on examples is shown in the last column of Table 2 . 2. For the second learning problem, let c2 be the target concept, let D be the distribution (so D 2 is the noise-free distribution on examples), and let the noise oracle be PRAy with v 1 = 0 and v z = v. The observed distribution on examples is also the one shown in the last column of Table 2 .
These two learning problems have an identical probability distribution on the observed (noisy) samples. Therefore, no PAC learning algorithm has any basis for distinguishing between these two scenarios. Thus, with probability at least 1 -6, the learning algorithm must output a concept c such that However, we feel that our negative result for the more realistic (or at least more general) product random attribute noise oracle makes it clear that, in general, under the PAC learning model random attribute noise is quite harmful. In fact, product random attribute noise is significantly more harmful than malicious labeling noise generated by a powerful adversary [10] , and nearly as harmful as truly malicious noise. This result was surprising to the authors. One expects to be able to tolerate only a small amount of truly malicious noise--it is obviously the worst sort of noise possible. Yet, one would expect that labeling noise would be worse than random attribute noise.
An Empirical Test.
Indeed, one empirical test of the effects of random noise on concept learning from examples by the ID-3 system concluded that, in practice, classification noise is much more harmful than attribute noise [8] . Unfortunately, that experiment was not directly comparable with our work. Learning from examples can be viewed as consisting of two phases: a training phase (in our case, getting examples from the oracle EX) and a performance phase where the learner's output is evaluated for accuracy. We, and others who have studied noise in the PAC learning setting, have studied the case where the training data is corrupted by noise, but the data used for evaluating the learning in the performance phase is noise-free. Note that this is the only sensible paradigm for studying malicious noise; for random noise, this is one of several reasonable possibilities.
Quinlan's empirical study took a different approach. He assumed that the same random noise was present in both the training and performance phases of the learning [8] . That approach virtually guarantees that classification noise will seem to be the most harmful, since each percentage point increase in classification noise for the data for the performance phase should lead to roughly a full percentage point decrease in the learner's performance.
Thus the difference between our results and Quinlan's empirical study may simply be caused by studying different problems. Another possibility is that the difference stems from the PAC model's focus on worst cases. It may be that for a "typical" learning-from-examples problem, classification noise is more harmful than attribute noise, but that for the "hardest" learning-from-examples problems, attribute noise is more harmful.
Future Research Directions.
More research is needed on both the theoretical and the applied sides. There are several problems concerning random noise that we in the PAC community should examine. One, obviously, is what results we get when studying the situation where the data has the same random noise in both the training and performance phases, and whether this case makes more or less sense than the case we studied in this paper.
Another problem is finding good "meta-algorithms" for PAC learning for the cases where we can make substantial progress. We would like to find a way to convert any correct PAC learning algorithm into one that is robust against noise. Kearns and Li have such an algorithm for very small amounts of malicious noise [5], This problem is open, however, for both random classification noise and uniform attribute noise.
