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Abstract. Estimation of cost and time to develop a software product P
is a well known problem. Among the possible ways to do it is analogy with
old ¯nished projects. We describe an experiment using di®erent versions
of the Fuzzy c-Means algorithm, to ¯nd projects similar to P. Then the
information about these projects is used to estimate the e®ort needed to
build P.
1. Introduction
Estimation of cost and optimal time to develop a software product is a
well known problem. There are various methods to solve this problem:
² expert opinion, i.e. guessing on personal experience;
² analogy with already ¯nished projects;
² decomposition of the system into its smallest components and estimat-
ing the e®ort to build each component;
² models using mathematical formulas to compute the cost.
There are some models for cost estimation. Here we mention COCOMO I
[Boe81], Albrecht's Function Points [Alb83], and COCOMO II [Boe85]. The
COCOMO I is based on the size of the product, which is unknown at the be-
ginning of the software process. Albrecht's model is based on the requirements
and uses the information about the input data, the needed results, the ¯les
used in the system and the inquiries made by the user. COCOMO II e®ort
estimation equations are adjusted basic equation using 17 cost drivers and ¯ve
scale factors. These cost drivers are personnel attributes, process attributes,
product attributes, and computer attributes.
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To predict by analogy the cost (e®ort) and time to develop a software
system P means to ¯nd the most similar ¯nished system S and to use its
known characteristics for prediction [She96]. The most similar system is that
one which is closest to P in the Euclidean space.
First problem that arise is to de¯ne and compute the similarity of two
projects S and P. We need some important characteristics of these projects,
and the possibility to obtain these characteristics from the requirements of
the projects. They appear in Albrecht's model, or in COCOMO2, and may
be quanti¯cations for the complexity of the system, the required reliability,
the number of inputs, the number of outputs, the number of ¯les, the number
of screens and so forth. If we use n characteristics to describe a project, it is
represented as a point in the n-dimensional Euclidean space. The similarity of
two projects may be de¯ned as the distance between the corresponding points.
Estimating the cost of P by analogy is reduced to ¯nding the closest pre-
viously completed similar project S. Then the actual data from the project S
is extrapolated to estimate the cost of P.
An improvement to the above described method is to select some projects
most similar to P and to deduce the cost for the proposed project from data
of these most similar completed projects. Here we suggest using both the well-
established Fuzzy Hierarchical Clustering procedure and as well a restricted
approach thereof, to ¯nd the class C of the most similar projects to P.
The cost of P is computed as a weighted average of Cost(S) for S 2 C,
i.e.
Cost(P) =
X
w(S) £ Cost(S);S 2 C
where the costs Cost(S) are estimations of Cost(P) based on information
available for project S, the weights w(S) are determined based on the mem-
bership degrees of all items in the class and the sum of all w(S) for all S 2 C
is 1. Alternate estimations of the cost will be studied in a future paper.
2. Restricted Fuzzy Clustering
Let us consider a set of classi¯ed objects, X = fx1;:::;xpg 2 Rs and the
fuzzy partition P = fA1;:::;Ang corresponding to the cluster substructure of
the set X. Let x0 2 Rd be an object that needs to be classi¯ed with respect
to the fuzzy partition P.
The algorithm we are presenting here computes the optimal fuzzy partition
~ P corresponding to the set ~ X = X [ fx0g, by using a mechanism similar to
Fuzzy n-means, with the di®erence that the membership degrees of the objects
in X to the classes Ai, i = 1;:::;n may not be modi¯ed.70 MILITON FRENT »IU AND HORIA F. POP
In what follows we consider a metric d in the Euclidean space Rs. We will
suppose that d is norm induced, so d(x;y) = (x ¡ y)TM(x ¡ y);x;y 2 Rs,
where M is a symmetrical and positively de¯ned matrix.
The objective function we have in mind for our problem is similar to that
for the Fuzzy n-Means Algorithm:
~ J( ~ P;L) =
n X
i=1
p X
j=0
¡
Ai(xj)
¢2
d2 ¡
xj;Li¢
;
with the mention that Ai(xj) are kept constant for each i and for j = 1;:::;p.
The main result with respect to determining the fuzzy partition ~ P and its
representation L minimizing the function ~ J is the following
Theorem. (i) The fuzzy partition ~ P = fA1;:::;Ang has the minimum
value of the function J(¢;L) if and only if
(1) Ai(x0) =
1
n X
k=1
d2(x0;Li)
d2(x0;Lk)
:
(ii) The set of prototypes L = fL; :::;Lng has the minimum value of the
function J( ~ P;¢) if and only if
(2) Li =
p X
j=0
¡
Ai(xj)
¢2
xj
p X
j=0
¡
Ai(xj)
¢2
:
With this result, the optimal membership degrees for x0 to the classes Ai
will be determined using an iterative method in which ~ J is successively mini-
mized with respect to ~ P and L. The process will start with the initialization of
prototypes Li to the values that correspond to the fuzzy membership degrees
of the original fuzzy partition P.
The resulted algorithm, Restrictive Fuzzy n-Means Clustering Al-
gorithm, follows:
S1 Let us have X and P as given variables.
S2 Determine the initial positions of the prototypes Li according to value of
P.
S3 Determine the membership degrees Ai(x0), i = 1;:::;n, using relation (1).
S4 Determine the new positions of prototypes Li, i = 1;:::;n, using relation
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S5 If the new positions of the prototypes Li are close enough to the former
positions, then stop, else return to step S3.
3. Hierarchic Fuzzy Clustering with incomplete data
The problem of incomplete data is extremely important [Hat01]. If a
cluster substructure of a data set with incomplete data is rewquired, the option
of ignoring the incomplete data items altogether is not realistic, because that
would assume ignoring useful, available data. Hathaway and Bezdek have
proposed in 2001 a few stragegies to cope with the incomplete data problem
[Hat01]. Their approach has been to extend the Fuzzy c-means algorithm in
such a way as to accept incomplete data as well. We have used the approach
of Hathaway and Bezdek and produced hierarchic clustering versions thereof.
The main issue is that, in computing the fuzzy membership degrees, the
square distances d2(xj;Li) from the data item xj to the class prototype Li
cannot be computed for incomplete data. Assuming that we use the Euclidean
metric, we would need to compute
(3) Dij =
s X
k=1
³
x
j
k ¡ vi
k
´2
:
However, for some values of j and k, x
j
k may be missing. In our paper
we are going to use the Partial Distance Strategy of Hathaway and Bezdek
[Hat01]. Namely, we are going to compute this sum considering only the
available values and we are going to scale the result to take into account the
missing dimensions. As such, we are actually going to compute
(4) ~ Dij =
s
s X
k=1
Ijk
s X
k=1
Ijk
³
x
j
k ¡ vi
k
´2
;
where Ijk = 1 if the value x
j
k is available, and Ijk = 0 if the value is unavailable,
in which case the di®erence will not be computed.
Similarily, the new prototypes will have to be computed by taking into
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(5) Li
k =
p X
j=1
Ijk
¡
Ai(xj)
¢2
x
j
k
p X
j=0
Ijk
¡
Ai(xj)
¢2
;
where Ijk have the same meaning as above.
The resulted algorithm, Hierarchic Fuzzy Clustering with Incom-
plete Data, follows:
S1 Let us consider the data set X and the initial fuzzy partition P.
S2 Determine the positions of prototypes Li, i = 1;:::;n, using relation (5).
S3 Determine the membership degrees Ai(x0), i = 1;:::;n, using dissimilari-
ties from (4).
S4 If the new fuzzy partition is close enough to the former fuzzy partition,
then stop, else return to step S2.
4. Non-binary Divisive Hierarhic Fuzzy Clustering
One of the key problems of divisive clustering is the choice for binary split
at every level of the clustering hierarchy. This is a very simple, intuitive and
e®ective approach. While it leads to desired results in most of the cases, there
are situations where the data does not show a natural binary split-up. Here a
di®erent approach must be used.
Our approach is to generalize the binary divisive approach introduced in
[Dum88].
The central point of the Fuzzy Hierarchic Divisive method is the binary
polarization index. Thus, considering a binary fuzzy partition P = fC1;C2g,
of the fuzzy set C, the partition separation index is de¯ned as
R(P) =
2 X
i=1
n X
k=1
Ci;1=2(xk)
n X
k=1
C(xk)
where
Ci;t(x) =
½
Ci(x) Ci(x) > t
0 otherwise
Now, instead of considering a binary partition, let us consider one with p
arity, P = fC1;:::;Cpg. We de¯ne the generalized polarization index quite
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R(P) =
p X
i=1
n X
k=1
Ci;1=2(xk)
n X
k=1
C(xk)
:
Our key problem is then to obtain the best partition arity at every node of
the classi¯cation tree. Fortunately, this is a very simple issue from a construc-
tive point of view. Our assumption has been that the data does not display
a binary structure. So, at every node of the classi¯cation tree we are going
to construct both a 2-partition and a 3-partiton. The decision of which is
best to adopt is based on the higher partition polarisation index. By working
recursively, in this way, we are going to obtain a classi¯cation tree where each
node has either two or three children, as appropriate.
5. Experiment
We have used the information we had about 19 student software projects
to estimate the cost of a new project (numbered 20). This information refers to
the complexity, reliability, considered di±culty (all three metrics have values
between 1 and 5, denoting very low, low, normal, high and very high), number
of inputs, number of outputs, number of ¯les and number of screens). Also,
the computed function points and the cost of these projects are known.
The ¯nal partition produced using this 20 £ 8 data matrix contains three
classes. All the three classes are well separated. The core elements of the
classes have quite high fuzzy membership degrees, while only a few of elements
per class, not members of the class, have fuzzy membership degrees reasonably
large.
We are estimating the cost of project 20 using the projects member of the
very same class project 20 is a member of. Very similar results are obtained
using the other suggested approach, i.e. Restricted Fuzzy Clustering, where
we ¯rst ¯nd the cluster substructure of projects 1-19 and then embed the 20-th
project as an extra data item in the former fuzzy partition.
6. Conclusions and Future Research
We have used fuzzy classi¯cation as a way to ¯nd the projects similar to
our project P. There are usually more than one very similar projects, and
these are the projects found in the same class with P. Then, to predict the
cost/e®ort needed to built P, we have used the information about all these
projects similar to P.74 MILITON FRENT »IU AND HORIA F. POP
It is considered that estimating by analogy is a superior technique to es-
timation via algorithmic model in at least some circumstances [She96]. How-
ever, it requires to maintain a database with information about the ¯nished
systems. Oftenly, the information about ¯nished projects is incomplete, and
we cannot ¯nd and add the missing information about these old projects. It
would be useful to obtain the classi¯cation in the absence of some information.
Factorial analysis [Wat67] may also be used to predict the e®ort to build a
new project from the information about ¯nished projects.
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