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1. INTRODUCTION 
Generalized Stieltjes transformation has been defined by Zemanian [7] 
and Benedetto [l]. Benedetto has defined some elementary properties of 
one-sided one-dimensional distributional Stieltjes transformation. Zema- 
nian [7] has defined convolution and inversion of generalized Stieltjes 
transformation. 
Here, we take Stieltjes transform as 
where F(s) is called the Stieltjes transform of f(t). Widder [S] has defined 
convergence and other properties of Stieltjes transform. 
In this paper, we shall relate the behavior of a Stieltjes transform 
F(s) = G:f(t) as s approaches zero or infinity to the behavior of f(t) as t 
approaches zero or infinity, respectively. Theorems of this nature are called 
Abelian Theorems. In Section 2, we construct a testing function space and 
its dual for Stieltjes transform. We prove initial and final value theorems for 
Stieltjes transform in Sections 3 and 4, respectively. (By an “initial-final 
value theorem”, we mean a theorem that relates the initial-final value of a 
distribution to the initial-final value of the transform.) 
NOTATIONS AND TERMINOLOGY 
The symbol I denotes the open interval (0, ok) and all testing functions are 
defined on I. s = o + iw is a complex variable. Throughout this work x and o, 
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f are real variables over Z unless otherwise mentioned. D(Z) is the space of 
infinitely smooth functions defined over Z whose supports are compact subset 
of I. The topology of D(Z) is that which makes it dual the space D’(Z) of 
Schwartz distributions [4, p. 651. Th us a sequence of functions {$V)Um_l , is 
said to converge in D(Z) if and only if the supports of 4” are all contained 
within a fixed compact subset of Z and for each k, {$V”jF==l converges uniformly 
on 1. t”(Z) and P(Z) are, respectively, the space of smooth functions on Z and 
space of distributions having compact supports with respect to 1. These 
spaces have their customary topologies [4, pp. 88-901. 
2. TESTING F~JNCTION SPACE 4 AND ITS DCAL <>’ 
We make considerable use of the following differentiation operator 
Sk = to+kD k 
t 7 
where D, is the differentiation operator with respect to t. 
Let K, be a continuous function on 0 < t < cc, defined by 
K,(t) = I;, 1 < t < a, a < 1, 
O<t<l. 
We define the functional rk($), k = 0, 1, 2,... on certain smooth functions 
4(t) by 
Yk(‘$) iio<s$‘m 1 K,(t) Sk$(t)~ <cc. (2.1) 
3U is defined as the vector space of all complex valued smooth functions 
4(t) on 0 < t < co for which y,(+) exists (i.e., finite) for every K = 0, 1, 2,... . 
Clearly, YE is a vector space with respect to the field of complex numbers. The 
zero element of the vector space 9m is the function defined over Z which is 
identically zero. Each ~~(4) is a seminorm on $U and y,, is a norm and therefore 
the collection of seminorms {rk(4)}& is separating by Zemanian [7, p. 81. 
If 4E4, then differentiation and asymptotic estimate imply that the 
quantities yk are finite for all lz = 0, 1, 2,... . -8, is a locally convex Hausdorff 
topological vector space. 
J?~’ denotes the dual of & . We now list some properties of ,$ and .4,‘: 
(i) D(Z) is the subspace of $U and the topology of D(Z) is stronger than the 
topology induced on D(Z) by Ye . Consequently, the restriction of f~ 3,’ 
to D(Z) is in D’(Z) and convergence in D(Z) implies convergence in $a . 
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(ii) Ya is a dense subspace of b(I). Indeed, D(I)CX%C b(I) and since 
D(I) is dense in b(l) so too is YE . Moreover, the convergence of any sequence 
in Ya implies its convergence in G(I). 
THEOREM 2.1 .l. Ij f~ &’ and jixed s lying in the compact subset of the 
complex plane not containing the origin, and define F(s) by 
(2.2) 
then 
F”(s) = (f(t), $ [(, +ltj,,+l]) h = 1, 2, 3,... . 
Proof. In view of (2.1), l/(s + t)p+i E & for a fixed S. For a similar 
reason, (2.3) also has meaning. (2.3) can be proved easily by using Cauchy’s 
integral formula. The proof is very similar to that followed in [7, Theorem 
8.3.11 and is therefore omitted. 
COROLLARY. Let us defme F(x) for positive real x as a special case of (2.3), 
then 
I F”(x)1 = 0(x-“); x-+w (2.4) 
1 F”(x)1 = 0(x-“-l) x+0+. (2.5) 
Proof. Replacing s by positive x in (2.3), we get 
(- l)@ + P)! 
Fk(x) = (f(t)9 p!(x + t).+l+“) ’ 
Using the boundedness property of a generalized function, we have 
j Fk(x)j < C max sup 
tatpim( - l)“+” (k + m +p)! 
O<m<r o< t<cc p!(x + t)k+m+p+l 
for appropriate constants C and Y 
Therefore, 
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as x - cc uniformly for all t lying in any compact subset of (0, co). Thus we 
get (2.4). 
From (2.6), we have 
But 
Therefore , / x~+~F~~(x)I < C’ for all 0 < x < 1. This completes the proof of 
(2.5). 
3. AN INITIAL-VALUE THEOREM FOR STIELTJES TRANSFORMATION 
Widder [5, pp. 183-1851 has proved an Abelian theorem for ordinary 
Stieltjes transformation. Through some changes of variables his theorem takes 
the following form: 
THEOREM 3.1.1. Let the real numbers p, 77 be such that 0 < 7 + 1 < p 
and also assume that the complex-valued function ,f(t) satisjies the followin,o 
conditions : 
(i) f(t)+0 as t+c03; 
(ii) f (t)/tq is absolutely continuous on 0 < t < cn and if there exists a com- 
plex number 01 such that 
pl&f$ = cd, + n 
then 
lim (">D-' '(P + l>F'u'_ oi 
o+o+ Qp--)Q + 1) ' 
zuhere 
(3.1) 
(3.2) 
(3.3) 
F;(u) is called the Stieltjes transform off(t). Wote that condition (ii) assures 
the existence of limit (i). 
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Proof. By our hypothesis, f (t) = O(t Q as t --f O+. Moreover, the trans- )
form (3.3) exist for every positive value of p and 7. We know that 
By using this equation and assuming that y > 0, we may write 
(cry-” F(a) - aP-dm+l) 
r(P + 1) 
(u)“-“qu) _ GP - d F(l) + 1) 
JYP + 1) 
Note that in view of the absolute continuity of f (Q/t”, 1 f (t)/t” - a 1 is 
bounded uniformly for t > y. Again, since f (t)/tn -+ a as t -+ O+, we have 
for E > 0 there exists 6 > 0 such that 
jfg-aa/<t for all 0 < t < 6. 
Fix y < 6. 
Therefore, 
< JTP - 4 a + 1) 
\ 
r(P+l) * 
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Therefore, 
Since E is arbitrary, the result follows. 
In extending these results to distributions, we shall need the following 
definition. 
DEFINITION 3.1.1 (Eojasiewicz). Value of a distribution at a point: Let I 
be a distribution defined in a neighborhood of a point, then we say that T has a 
value C at x0: 
T(x,) = C, if the distributional limit lim,,,, T(s, + Ax) exists in a neigh- 
borhood of zero and if it is a constant function C. This concept has been 
introduced by Eojasiewicz [2]. 
THEOREM 3.1.2. Iff(t) E Ye’ and f(t)/t” A 01 0s f --t O+- in the sense of 
Lojasiewicz, then 
i( f(t) - @, (g +‘,,;, ) 1 < E 
as 0 --F o-.-. 
Proof. By Risai Shiraishi [3, p. 901, we get 
f(t) - at” = DpF, 
where F is a continuous function in a neighborhood of zero and DpF is a 
finite order derivative of continuous function, which is distribution by 
Zemanian [6, p. 921. Thus left hand side of (3.4) can be written as 
I( f(t), l ) j , (a + t)“+l 
i.e., f(t) is a distribution. 
Using the boundedness property of a generalized function, we have 
.< C max sup 5 , 
! I 
0 ---f 0-j 
OCkSr o< f<‘* 
< 6, 
where C, E and Y are appropriate constants. 
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By Theorem 3.1.2 we see that Theorem 3.1.1 can be proved straightaway 
for every element f E ,a&’ for fixed 01 < 1. 
4. FINAL-VALUE THEOREM FOR STIELTJES TRANSFORMATION 
THEOREM 4.1.1. Let f(t) be a measurable function on 0 < t < 00 and if 
there exists a complex number 01 and 0 < 7 + 1 < p, such that 
then 
lim (u)“-” ‘(P + ‘) F(a) = ol. 
u+oo F(P - 4 ol + 1) 
(4.1) 
(4.2) 
F(o) is the same as de$ned in Theorem 3.1.1. 
Proof. We know that (4.1) indicates thatf(t) is a function of slow growth 
and its Stieltjes transform converges for s > 0 and p > 0. Assuming o and y 
being the real positive quantities, we proceed as in the proof of Theorem 
3.1.1 to obtain 
(u)“-“F(u) _ a& - d r(q + ‘) 
F(P + 1) 
II m f (t) - c@ dt II (0 + tY+l 
Since f (t)/t” + 01 as t + cc we can choose y so large that 1 f (t)/t” - LY 1 < E 
for all t > y. Therefore 
or 
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Again, assuming further that ~f(t)/t” - j oi is b ounded by M over 0 < t .< y, 
we have 
_ M (Y)“‘l---) 0 as --- 
(u)n+l 7 + 1 
u- cc. 
Thus, 
Since E is arbitrary the theorem is proven. 
In extending these results to distributions, we shall need the following 
fact (Zemanian [6, Section 3.31): If ftz &?‘(I), there exist a constant C and a 
nonnegative integer q such that for every 4 E D(I) 
where 
THEOREM 4.2. Assume that f E 90’ can be decomposed into f = fi $ fi , 
where fi , is an ordinary function and fi E E’(I). Also assume that fi satisfies the 
hypothesis of Theorem 4.1.1. If F(u) is the distributional Stieltjes transform off, 
then 
lim (u)p-n F(a) = ‘(’ $)f(y)’ ‘) l&z. 
c-tm 
Proof. By Theorem 2.1.1, F,(o) is the smooth function 
and that F,(o) is of slow growth as u -+ 00. We now relate the rate of growth 
of F,(u) to the order offi . 
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Let h(t) E D(1) be identically equal to 1 on a neighborhood support offi . 
Now according to (4.3), 
where x = t/o. We see that D,* = [l/( 1 + z)p+l] is bounded on 0 < z < 00, 
where Y = 0, 1, 2,... Y. When u > 1, F,(o) < K/(u)p+l for some sufficiently 
large constant K. Because 7 + 1 > 0, we have 
(u)“-“F,(u) < K (u;n+I -+ 0 as CT--+ co. 
On the other hand, the support offs E &‘(I) is a compact subset of 0 < t < co; 
therefore, by our convention, 
lim fro = 0. .?+a it” 
Since F(U) = F,(U) + Fz(u), so our Theorem 4.1.2 now follows directly 
from the Theorem 4.1.1. 
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