A differential operator which acts on partial differentiation is defined as Partial Differential Operator (PDO). PDO works based on the order of the differential equation which then can solve the eigenvalues of the operator. On vector space of polynomials, PDO can be written in matrix representation. This can be helpful in finding the general form of eigenvalues of vector space polynomials. On this paper, a second order PDO:
Introduction
A differential operator is an operator defined as a function of the differentiation operator [1] . If the operator acts on partial differentiation which includes more than one variable, then it can be defined as a Partial Differential Operator (PDO). A PDO, for example denoted by D, is linear if for any functions and and scalar ,
If is a linear PDO, the equation (2) is homogenous if , and inhomogenous otherwise. The order of a partial differential equation is the order of the highest derivative appearing in it.
Based on the corresponding equation, the eigenvalue of the operator can be determined. In analogy to the matrix eigenvalue problem , we shall consider the eigenvalue problem (3) where is a real or complex number and is a non-zero function (i.e., is not identically equal to zero). will be called an eigenvalue of and is corresponding eigenvector.
On vector space of polynomials, PDO can be written in matrix representation [2] . For example, let be the vector space of polynomials of degree 3 and differential operator . The standard basis for this space is: which in vector notation is represented as:
.
The differentiation of this space can be obtained as follows, corresponds to vector corresponds to vector corresponds to vector corresponds to vector In matrix representation:
. On this report, second order PDO:
(4) will be operated on vector space of two-variable polynomials:
(5) and a bit overview on vector space of three-variable polynomials: (6) Since in this case is a second order PDO, the corresponding partial differential equation will be in the form of second order partial differential equation. Subsequently, the eigenvalues of can be obtained from the equation by setting it into form (3).
Partial Differential Operator On Two-Variable Polynomials
Recall the differential operator used is (1. The coefficient of is taken from the coefficient of , thus
The coefficient of is taken from the coefficient of , thus
Theorem 1
The quotient of the first and second derivatives of (8) can be obtained as:
Proof It is clear that the first and second derivatives of can be obtained as follows, and Suppose such that , thus
Eigenvalues
From (9), the eigenvalues can be obtained as: (11) Proof The asymptotic expansion of can be written as follows:
Then, the first and second derivative of can be written as:
Substitute these into (2.3), hence
Symmetric and Anti-Symmetric Basis
Rather than just the regular basis analyzed above, other different basis can be used to obtain various results. In this case, symmetric and anti-symmetric basis are used and considered to be as follows: Unfortunately, the general form of terms in matrix cannot be easily determined and solved in this paper. An in-depth analysis is needed to determine it. Nevertheless, it can be done in the future research.
Even though the general terms are still not completed here, the eigenvalues will be able to be determined once the general terms found. As it is in the simple basis above, the steps to determine the eigenvalues can be done as follows, General forms for this are still in development, nevertheless the theory behind it can be based on two-variable polynomials case.
