Efficient protein synthesis depends on the availability of charged tRNA molecules. With 61 different codons, shifting the balance among the tRNA abundances can lead to large changes in the protein synthesis rate. Previous theoretical work has asked about the optimization of these abundances, and there is some evidence that regulatory mechanisms bring cells close to this optimum, on average. We formulate the tradeoff between the precision of control and the efficiency of synthesis, asking for the maximum entropy distribution of tRNA abundances consistent with a desired mean rate of protein synthesis. Our analysis, using data from E coli, indicates that reasonable synthesis rates are consistent only with rather low entropies, so that the cell's regulatory mechanisms must encode a large amount of information about the "correct" tRNA abundances.
In order to function efficiently, living cells need to take control over their internal chemistry. This involves adjusting the concentration of relevant molecules in relation to some goal, and requires transmitting information about the goal through the regulatory elements that control these concentrations. But in many biological regulatory mechanisms, information in turn is represented by the concentrations of other molecules, and these concentrations often are quite low, leading to physical limits on information transmission [1] . Here we explore the tradeoff between information and efficiency in the context of protein synthesis.
Protein synthesis requires transfer RNA (tRNA) molecules to arrive at the ribosome and dock with their complementary codons along the messenger RNA (mRNA). It was realized some time ago that maximizing the rate of protein synthesis requires matching tRNA abundances to codon usage, and there is some evidence that this happens, at least on average [2, 3] . A similar idea has been applied to bacterial metabolism as a whole, where the fluxes of individual biochemical steps can be tuned to maximize the conversion nutrients into biomass [4] . But these discussions of optimization assume that the cell can fix molecular abundances with infinite precision. In a series of papers, De Martino and colleagues have constructed maximum entropy models for the distribution of metabolic fluxes that are consistent with a given mean rate of conversion into biomass [5] . As with networks of neurons [6] , flocks of birds [7] , families of protein sequences [8] , and more, these maximum entropy models constrained by low order moments provide surprisingly accurate, quantitative descriptions of emergent behavior in the metabolic network [9] .
Here we use the maximum entropy construction to analyze the information required for efficient protein synthesis. Concretely, we want to find the maximum entropy distribution of tRNA abundances that is consistent with a given mean rate of protein synthesis. Our interest is not (immediately) in the distribution itself, but rather in the entropy. We recall that reductions in entropy correspond to a gain in information, and by definition the maximum entropy model gives the smallest entropy reduction needed to satisfy the constraints [10] . Thus our goal is to find the minimum amount of information required to specify the range of tRNA abundances that allow for protein synthesis at a given average rate. This discussion is in the same spirit as classical analyses of the tradeoffs among growth rate, accuracy of information transmission, and metabolic costs [11] .
The time required for protein synthesis must be longer than the time for charged tRNA molecules to arrive at the ribosome, and for each codon this time is inversely proportional to the tRNA concentration; it seems likely that tRNA availability in fact is the rate-limiting factor in translation elongation [12] . We can choose units where the average of this time, normalized per codon, is
where i indexes the K different codons, f i is the fractional abundance of codon i in the synthesized proteins, and t i is the abundance of the corresponding tRNA. Here we imagine that each codon has its own dedicated tRNA molecule, and return to the more realistic case below. Again we can choose units so that the mean total abundance of tRNA is normalized,
In general, if we fix the mean of several functions f µ ({t i }) then the maximum entropy distribution is where the Lagrange multipliers {g µ } must be set so that the expectation values f µ ({t i }) satisfy the constraints we have set [10] . In our case, then,
where λ fixes the mean synthesis time T and µ fixes the mean total tRNA abundance. We have the usual "thermodynamic" identities,
and the entropy of the distribution is
Because the constraints we have imposed do not require correlations among the different tRNA abundances, we can write the partition function exactly as a product,
We notice that
where K 1 (z) is the modified Bessel function of the second kind [13] .
We are especially interested in constraints that are strong enough to drive T close to its minimum value. In this limit, which is found at large λ, the distribution will be well approximated as a Gaussian around the minimum of each φ i ,
where t * i is value of t i that minimizes φ i (t), and 1
The entropy of this multidimensional Gaussian is then
From Eq (9) we find that t * i = λf i /µ, and to obey Eq (2) we then must have
This scaling of the optimal tRNA abundances with the square-root of codon usage is familiar from previous work [2] . At these optimal abundances we find the minimum synthesis time,
Similarly we have
If we compute the average synthesis time in this Gaussian distribution we find, to leading order in the variances σ 2 i ,
Thus we have
Substituting into the entropy from Eq (13), we obtain
This illustrates the basic tradeoff between synthesis time and entropy: if the cell wants to drive T → T min , then the entropy of the distribution of tRNA abundances must become smaller and smaller, corresponding to tighter control. To set scale of this effect we compare with the entropy that is possible when we constrain the mean tRNA abundances but place no constraint on the synthesis times. This corresponds to the distribution in Eq (4) with λ = 0 and µ = K; for this exponential distribution we can evaluate the entropy exactly,
Finally, the difference between S 0 and S is the information required to specify the tRNA concentrations,
(23) Roughly speaking, holding the system within some desired distance of optimal synthesis rates requires keeping the variance of tRNA abundances small, proportional to the distance from the optimum. But entropies are related to (half) the log of the variance, and this is true for each of the codons, giving us the form of Eq (23). [14] . We show the mean (solid) ± one standard deviation (dashed) across the three separate experiments at nine timepoints during growth.
In more detail, we see that if the f i are uniform, then j f 1/2 j cancels Kf 1/2 i , and the log depends only on the distance from the optimum; the number of codons then simply scales the overall information.
In order to apply these ideas to real cells, we need to know the codon abundances {f i }. It is easy to read the codons as they occur in the genome, but what matters here is the frequency with which they are used in making proteins. Recent measurements on the bacterium E coli survey the relative concentrations of all the expressed proteins under a variety of growth conditions [14] , and we can use these results to estimate the codon abundances, with results shown in Fig 1. We see that the f i are far from uniform, varying over nearly two orders of magnitude, as known from earlier work [15, 16] .
If we just substitute the observed {f i } into Eq (23), we find that getting within ∼ 5% of the optimum would require ∼ 100 bits of information. But Eq (23) is an approximate result, only as good as our Gaussian approximation. The condition for validity of this approximation is σ i t * i , or
for all i. This condition is violated at T /T min ∼ 1.2, suggesting that we need to do better if we want to have a fully quantitative picture. Happily, the partition function is exactly a product of Bessel functions [Eq (10) ], and there are efficient algorithms for evaluating these functions. Thus we can map ln Z(λ, µ) in the (λ, µ) plane, evaluate derivatives by finite differences, impose the constraint in Eq (6) , and then plot the information vs T , parametrically in λ. The results are shown in Fig 2, including the Gaussian approximation for comparison. We see that bringing the system within ∼ 10% of the optimal synthesis rate requires ∼ 50 bits of information, or roughly one bit for each codon. Even getting within a factor of two of the optimum requires ∼ 10 bits. One might worry that this is an overestimate, since we have assumed that each codon has its own complementary tRNA. If we collapse down to 38 tRNA species [17] , however, for T → T min we find only a 10 − 15% reduction in the required information.
It has been known for some time that the synthesis of fully functional tRNAs, charged with amino acids, involves many steps, all of which are subject to regulation [18] , and hence there are many paths along which the required information could be transmitted. Each of these pathways will have a limited information capacity, and in the case of transcriptional regulation we know that this capacity is ∼ 1 − 2 bits [19, 20] , with precise numbers depending on the concentrations of transcription factors and the absolute copy numbers of the transcripts. It is possible to imagine piecing together ∼ 10 − 50 bits of information along several pathways, but if real bacteria come close to their maximum translation rates then this may be possible only because they also come close to the information capacity of the relevant regulatory pathways.
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