Traditionally, the effects of interstellar extinction on binary star light curves have been treated as a uniform reduction in the observed brightness of the system that is independent of orbital phase. However, unless the orbital plane of the system coincides with the plane of the sky, or if the two stars are completely identical and present with minimal mutual irradiation and tidal/rotational distortions, then this is unlikely to be an accurate representation of the effect of interstellar extinction. Here, we present an updated treatment of interstellar extinction as incorporated in the PHOEBE 2.2 release (publicly available from http://phoebe-project.org) and assess the importance of using such an approach in the modeling of different types of binary systems. We also present the incorporation of PHOENIX model atmospheres into the PHOEBE 2.2 release, providing increased fidelity on computed observables down to lower temperatures than previously available. The importance of these new code developments is then highlighted via an extincted toy model of the eclipsing white-dwarf-subdwarf binary SDSS J235524.29+044855.7 -demonstrating that, in the age of LSST as well as complementary space-based photometric missions, a proper accounting for extinction and as well as the use of realistic model atmospheres will be essential in deriving accurate binary parameters.
INTRODUCTION
Interstellar extinction can have a dramatic effect on the observed flux from an astrophysical source (Draine 2003) , however the studies of binary stars have traditionally applied a rather simplistic approach which, in many cases, will be unable to accurately reproduce observations. The standard approach has been to apply a uniform subtraction to modeled fluxes from a binary star system, irrespective of phase, based on some measure of its extinction (usually based on the object's coordinates). This treatment has been shown to be inadequate, particularly in eclipsing binary stars with large temperature differences between the two components (Prša & Zwitter 2005) . A recent example of an improved methodology was used by Maxted & Hutcheon (2018) , where light curve modeling was used to derive the surface brightness ratio between the two stellar components with this then being combined with multi-band photometry and used to estimate the effective temperatures via empirical color-effective temperature and colorsurface brightness relations. This is certainly an improvement on the "linear" approach mentioned earlier, but it does rely on fitting priors placed on, for example, limb-darkening -which may mean that the final modeled parameters may not be entirely consistent with the temperature derived later in the analysis.
Here we present a revised treatment of extinction as incorporated into the 2.2 release of the PHOEBE code, which allows the model parameters (e.g. limb-darkening) to be set in accordance with atmospheric models (i.e. al-lowing the limb-darkening to be set automatically based on the local effective temperature and surface gravity, via interpolated stellar atmosphere models; as described in Prša et al. 2016) while also accounting for the impact of extinction on the derived light curve. Furthermore, we create a selection of toy models to demonstrate the possible impact of extinction on both current and planned survey observations.
IMPLEMENTATION OF EXTINCTION IN PHOEBE
The traditional technique to account for interstellar extinction in the modeling of binary star systems is to subtract a constant extinction at all phases, with that value being derived from some estimate of the field extinction (based on the objects coordinates and the preferred extinction map) and the effective wavelength of the filter employed for the observations. However, the intrinsic spectrum of the observed star system is highly unlikely to be "flat" across the wavelength range of the filter, particularly if the filter belongs to a standard broadband system (for example, those employed by the Sloan Digital Sky Survey; Smith et al. 2002) . This non-uniformity introduces a shift in the effective wavelength of the filter based on the shape of the spectrum and, therefore, temperature of the observed star system. Given that the composite spectrum (i.e. including the contributions of both components) of a stellar system can vary significantly with phase (particularly if there is a large temperature differential between the two stars), then the shift in effective wavelength of the filter can also vary with phase. When one also accounts for the fact that the chosen extinction law can also vary significantly over the filter passband, introducing a further shift in the apparent effective wavelength of the filter in calculating a single extinction value, it is clear that subtracting a constant extinction at all phases is not an adequate solution.
The only way to accurately account for extinction when modeling a binary star system is to derive the extinction value at each observed phase based on the combination of spectral profile, filter transmission function and reddening law. PHOEBE derives the local emergent passband intensity for each exposed surface element by multiplying the spectral energy distribution (SED) of that element (based on its effective temperature and either a model atmosphere or blackbody, depending on the user's preference) and the passband transmission function, and finally integrating over wavelength. This is a computationally expensive process and so, in order to minimize computation time, integrated intensities for a large grid of parameters (T eff for blackbodies, and T eff , log g and [M/H] for model atmospheres) are precalculated for a given passband and stored in a look-up table for interpolation at the time of running a binary simulation.
Extinction has been introduced in the 2.2 release of PHOEBE following a similar scheme -extincted fluxes are precalculated by multiplying the SED by the filter passband and by the extinction law (currently Cardelli et al. 1989 for the IR and Optical, and Gordon et al. 2009 for the UV), and then stored for interpolation at run time. In order to account for a wide variety of systems, the extincted fluxes are derived for the same stellar parameters as for passband intensities (for both blackbodies and model atmospheres) and for a wide range of the visual extinction (0 ≤ A v ≤ 10) and extinction
. The user can choose to set value for any two of the three relevant parameters (R v , A v , E B−V ) in addition to all other parameters of the systems. If extinction is non-zero, the model passband intensities will be interpolated from this extended precomputed grid and integrated to obtain fluxes as described in Prša et al. (2016) . This paper is accompanied by the 2.2 version release of PHOEBE (which is available at http:// phoebe-project.org and on GitHub at https://github. com/phoebe-project) as well as extinction grids for all currently supported passbands and atmospheres. In addition to support for extinction, the 2.2 release brings Phoenix model atmospheres (Husser et al. 2013 ), numerous improvements and optimizations, as well as added support for both Python 2 and 3. As support for more passbands and atmospheres are added in the future, we will pre-compute and release the required grids to account for extinction.
QUANTIFYING THE IMPACT OF EXTINCTION

An extreme case
In order to highlight the importance of a proper treatment of extinction when simulating binary star light curves, we constructed an array of binary models using PHOEBE 2.2 both with and without any extinction in order to evaluate the difference in eclipse magnitude.
Let us begin with a rather extreme case, a synthetic binary comprised of a hot, B-type main sequence star (M = 6.5M , T eff = 17000 K and R = 4.2R ) and a cool K-type giant (M = 1.8M , T eff = 4000 K and R = 39.5R ) in a 1000 day orbit -a system where, while the temperature difference is large, the luminosities are similar. The light curves for this system with and without accounting for extinction (E B−V = 1.0 and R v = 3.1), along with the residuals between the two curves, are shown in Figure 1 . Clearly, in such a B v-K iii system, the difference in eclipse depth during primary eclipse (when the K iii star passes in front of the B v) due to the effect of extinction is appreciable. In the B-band, the discrepancy reaches more than 0.2 magnitudes -detectable with even modest observational precision -while in the R-band the discrepancy is less easily detectable at only ∼4 millimag. In this physically feasible but rather improbable case, limb-darkening was included in the calculation of the light curve in order to later allow direct comparison of the results with synthetic spectra.
In such a comparison, synthetic spectra of the individual binary components can be used to recreate the spectrum of the system both in and out of eclipse (with and without the effect of extinction) which, combined with the filter transmission profile, can be used to calculate the magnitude of the simulated eclipse. For both the model PHOEBE light curves and the synthetic comparison spectra, model atmospheres from Castelli & Kurucz (2003) were used for both components. For the unextincted system, the eclipse depths derived using PHOEBE match those derived from the synthetic spectra to ∼0.1 millimag, confirming that the interpolated limb-darkening function gives results consistent with the disk-integrated synthetic spectra.
The extincted eclipse fluxes derived using PHOEBE are within a few millimag of those obtained directly from disk-integrated synthetic spectra -the additional discrepancy arises here from the way that PHOEBE handles the combination of limb-darkening and extinction. In PHOEBE, each element of the mesh that represents the stellar surface is assigned a flux based on the normal emergent intensity expected from its local thermodynamical and hydrodynamical properties (effective temperature, surface gravity, chemical abundances, etc. Prša et al. 2016) with this flux later being adjusted in accordance to a given limb-darkening law -in the case presented, an interpolation of the comparison of the normal emergent intensity (µ = cos θ = 1, where θ is the angle between the stellar surface normal and the observer) and the specific intensity at a variety of positions along the stellar limb (0 > µ > 1). This interpolated limb-darkening means the results are comparable to disk-integrated synthetic spectra (Gray & Corbally 1994) , which are the result of integrating the specific intensities across the stellar surface (i.e. with respect to µ).
In the case of an extincted system, however, PHOEBE applies an extinction factor calculated from the userprovided extinction parameters (A V and R v ) to each surface element based on those tabulated for normal emergent intensities (µ = 1) which are then applied along with the limb-darkening factors. Collectively, this means that towards the stellar limb (µ → 0), the applied extinction factors begin to deviate from the values that would be determined from a synthetic spectrum of that point on the stellar surface (as the shape of the spectrum varies slightly as a function of µ). The effect of this deviation, however, is clearly very small (less than 1%) and certainly smaller than the uncertainty on any measured extinction (A V ) used as an input to the model as well as on the generalised extinction law employed (Cardelli et al. 1989; Gordon et al. 2009 ). As such, we conclude that the current application of extinction introduced here in the 2.2 release of PHOEBE is valid and consistent with expected results.
Given the marked difference between the B-and Rbands, one may also wish to consider the impact in a much broader passband -that of the Kepler satellite being a good example (covering more or less the same wavelength range as the Johnson B-,V-and R-bands). The same B v-K iii eclipse as would be observed using with the Kepler passband is shown in figure 2. Intriguingly, in spite of the much broader wavelength coverage, the difference between extincted and unextincted light curves is still a few tenths of a magnitude -easily detectable at normal photometric precision of Kepler.
"Normal" binary systems
Returning to the importance of accounting for extinction in the modeling of binary light curves: while the previously highlighted B v-K iii case is a rather extreme one it does demonstrate that extinction can have an appreciable effect on the observed light curve of an eclipsing binary. Of course, not all systems will present such extreme discrepancies, so let us consider some more "normal" binary systems comprising a solar-type star (G2V, T eff = 5780 K, Mass= 1M , Radius= 1R ) and a main sequence companion (with parameters taken from the zero age main sequence of Bertelli et al. 2008 Bertelli et al. , 2009 in an eclipsing (i = 90 • ) 10 day orbit. All other secondorder effects were disabled in the evaluation of the light curves (limb-darkening, gravity-brightening, irradiation effects and tidal distortions), such that the effect of extinction could be isolated. The measured differences in the eclipse depth for zero extinction and an E B−V = 1.0 (R v = 3.1) of the solar-type star and its companion in both Johnson B and Cousins R filters are shown in figure 3 (left).
As expected, the impact of extinction is more evident in the B-band than R-band as a result of the strong wavelength dependence of the employed extinction law (Cardelli et al. 1989; Gordon et al. 2009 ). However, the synthetic light curves also show that, for main sequence binaries, the effect does not scale with the temperature difference between the two components. This may seem counter-intuitive, but is actually a reflection of the difference in luminosity and radius with effective temperature along the main sequence. For example, consider a much hotter companion of roughly three times the temperature of the G2V star (corresponding to an early B-type main sequence star of roughly 5 M on the zero age main sequence of Bertelli et al. 2009 ). While the temperature difference does result in different extinction corrections for the two components, this is almost completely negated by the combination of increased radius (nearly 3 R , meaning that even when eclipsed, much of the early B-type companion is visible) and luminosity (roughly 500 L ) which act to ensure that the companion dominates the observed flux at all phases.
To isolate the dependence on effective temperature, a series of binary models were constructed with the same components as before but this time fixing the mass and radii of both stars to be solar (i.e. only varying the effective temperature of the companion). The majority of these systems are clearly non-physical, but serve to highlight the dependence on effective temperature difference with the results plotted in figure 3 (right) . Overall, the curves show that the effect scales non-linearly with temperature difference, increasing rapidly in magnitude for similar temperatures but beginning to plateau for large temperature differences. This is an effect of the variation in the shape of the stars' SEDs in the B-and R-bands as a function of temperature -once the tem-perature of the secondary becomes large, the shape of its SED in these optical bands begins to stabilize, with the largest variations seen around the peak of the SED (now deep in the ultraviolet). This effect is also shown by the "peaks" in the impact of extinction found at relatively small temperature differences -these reflect the fact that around these points, the peak of the companion's SED is within the filter passband (most obvious in the B-band given that the primary's SED also peaks in this band).
While, as mentioned previously, the models with nonvarying secondary mass and radius are clearly nonphysical, when combined with the previous (more physically sound) models, they do serve to reinforce that the effect of extinction can be appreciable. In extreme cases, like the hot main sequence -cool giant system presented here or pre-cataclysmic variables which comprise relatively large subdwarfs with low mass main sequence companions, the discrepancy between extincted and unextincted eclipse depths can reach a few tenths of a magnitude or more (detectable with even modest instrumentation). For more normal, main sequence binaries, the effect is smaller being of order 1-10 millimagnitudes for an E B−V = 1. These cases are slightly more challenging to detect, but still well within the capabilities of modern facilities (e.g. GAIA; van Leeuwen et al. 2017) .
Additionally, the models presented highlight that the effect of extinction is highly non-linear and, as such, extremely difficult to account for after the fact and, therefore, should ideally be incorporated into the modeling effort from the beginning.
Large Synoptic Survey Telescope / Vera Rubin Survey Telescope
It should already be clear that the effect of extinction will be appreciable in very high-precision spacebased photometry (see e.g., the final paragraph of Section 3.1). However, in most cases (e.g. Kepler, TESS; Borucki et al. 2010; Ricker et al. 2014 ) these observations are delivered only in a single passband, often meaning that -while extinction must be accounted for if one is to derive precise binary parameters (see e.g.; Armstrong et al. 2014; Maxted & Hutcheon 2018 ) -a model can still be fit to the data even without accounting for extinction (although the model parameters, particularly temperatures, will almost certainly not be accurately derived due to the impact of extinction). Multi-band surveys, even from the ground, are perhaps more likely to show discrepancies which make modeling impossible without accounting for extinction (as fits to individual bands, ignoring extinction, will almost certainly require different model temperatures).
The Large Synoptic Survey Telescope (LSST) is an inconstruction facility which aims to survey the entire sky in six photometric bands with a three-day cadence. The expected precision for the g,r and i bands is expected to be roughly 5 millimag, and approximately 7.5 millimag in the u, z and y bands (Ivezić et al. 2019) . Given the shape of the extinction law, the observed extinction effect in the i, z and y bands is likely to be minimal in all but the most extreme cases. However, in the u, g and r bands even some main sequence binaries, such as those presented in Section 3.2, could be impacted by extinction. To highlight this, we construct a selection of "normal" realistic synthetic binaries based on the orbital periods, masses, radii and effective temperatures of the systems found in John Southworth's catalogue of detached eclipsing binaries DEBCat (Southworth 2015) 1 . We then compare the synthetic light curves for this system in the LSST bands for zero extinction and for an extinction consistent with the Galactic bulge (A V = 2, R v =2.5; Sumi 2004; Nataf et al. 2013) .
As one might predict based on the curves presented in Figure 3 , the majority of systems show discrepancies due to extinction on the order of 1 millimag -below the LSST detection limit. However, some systems would present detectable differences due to extinction. For example, the main sequence binary ZZ UMa, which comprises an F8 primary and G6 secondary (Lacy & Sabby 1999) , would present with a borderline detectable discrepancy in the g-band where the primary eclipse would be observed to be ∼7 millimag shallower and the secondary eclipse ∼6 millimag deeper. A more pronounced effect would be found in the sub-giant-main-sequence binary AI Phe (Kirkby-Kent et al. 2016) , where the g-band secondary eclipse would be observed to be ∼19 millimag shallower (a more than 3σ difference) and the primary eclipse ∼6 millimag deeper.
In all cases, the discrepancies in u-, r-, i-, y-and zband eclipse depths were found to be lower than the LSST detection limits. This is not unexpected for the redder filters (r-, i-, y-and z-bands), where extinction is minimal, but is perhaps surprising in the u-band. However, this is a consequence of both the poorer precision expected in this band (7.5 millimag) and the fact that Figure 3 . The difference in eclipse magnitude (both primary and secondary) when an extinction of EB−V = 1.0 is accounted for or not as a function of temperature difference between the two binary components. The blue curves show the results for a Bessell B filter, while the red curves show the results for a Bessell R filter. The synthetic binaries used to calculate the curves on the left plot comprised a Sun-like star (always considered to be the primary) and a zero age main sequence companion (Bertelli et al. 2008 (Bertelli et al. , 2009 , while those on the right comprised a Sun-like star (again always considered the primary) and an identical (though not entirely physical) companion where only the effective temperature was changed.
where the greatest change in the u-band SED would be observed during an eclipse).
As such, it is perhaps more interesting to consider some more systems where the components are in different evolutionary phases -for example, a white-dwarfmain-sequence (WDMS) system. As highlighted by Gianninas et al. (2013) , LSST could expect to find of order 100 000 white dwarfs with stellar mass companions -meaning that such systems are far from extraordinary. Furthermore, many WDMS systems will be postcommon-envelope systems (perhaps still even being surrounded by the remnant common envelope in the form of a planetary nebula; Jones & Boffin 2017; Boffin & Jones 2019) which may lead to increased local extinction as a result of dust formation in the ejected envelope (Lü et al. 2013) . As such, they are rather appropriate systems to constrain the importance of extinction in deriving their stellar parameters.
An important caveat that must be noted is that many of these WDMS systems could also exhibit significant levels of irradiation -a problematic effect when it comes to the treatment of extinction as irradiation alters the emergent stellar spectrum, while here we only consider non-irradiated atmosphere models (see the discussion of Horvat et al. 2019 , for more details) 2 .
As a starting point, let us take one of the best constrained eclipsing binaries known -SDSS J235524.29+044855.7 (hereinafter referred to as SDSS J2355; Rebassa-Mansergas et al. 2019) . SDSS J2355 is a short-period post-CE binary comprising a relatively cool white dwarf (T eff ∼ 13, 250 K) and a low-mass, metal-poor, subdwarf star (spectral type ∼sdK7). As before, calculating synthetic light curves for the system with no extinction and then with extinction consistent with the Galactic bulge, we now see significant deviations between the two models in u, g and r bands (See figure 4) . The u-band shows the strongest difference at more than 0.25 magnitudes during primary eclipse, closely followed by the g-band (at 0.13 magnitudes) and the r-band (at 0.02 magnitudes, approximately 4σ). Even in the i-band, the deviation is almost 0.01 magnitudes -representing a more than 1σ difference. The deviation during secondary eclipse would not be detected in any band given that the eclipse is not complete and the primary is far more luminous.
PHOENIX ATMOSPHERES
To increase the fidelity of computed observables on the low-temperature end, PHOEBE 2.2 now incorporates PHOENIX model atmospheres (Hauschildt et al. 1997) as computed by Husser et al. (2013) . PHOENIX is one of the leading alternatives to Castelli & Kurucz that incorporates 3D NLTE model atmospheres. The models span wavelengths between 500Å and 5.5µm, effective temperatures between 2300 K and 12,000 K, surface gravities (log g) between 0.0 and 6.0, and metallicities ([Fe/H]) between -4.0 and 1.0.
Two challenges presented themselves for the incorporation of PHOENIX model atmospheres. First, the computational scheme for PHOENIX 3D model atmospheres defines emergent direction µ with respect to the computational grid rather than the stellar mesh, so emergent specific intensity I(µ) tends to 0 before µ → 0. This is done because the size of the star depends on the wavelength and the computational grid is chosen to accommodate the largest radii. However, this poses a problem because PHOEBE treats stellar surfaces as opaque, and µ at the limb is defined as 0. Thus, PHOENIX values of µ had to be rescaled to PHOEBE values of µ in a way that would "shrink" the computational grid to the radius of the star. To achieve this, we calculate a tangent in the inflection point of I(µ) and set µ ≡ 0 at the intersection of that tangent with the I = 0 axis (cf. Fig. 5 ). That workaround imposes I(µ = 0) = 0 that PHOEBE requires for its operation. Any truncated contribution to intensity leftwards of the intersection point is below a small fraction of a percent.
Second, model atmospheres for some combinations of atmospheric parameters (T eff , log g and metallicity) in the Husser et al. table were not available at the time of this writing. To overcome that, we compute the lookup tables (as discussed in Section 2) and then impute the missing values by triangulating the available data using a convex hull and performing linear barycentric interpolation to estimate the missing values.
PHOENIX atmospheres are now fully available for the computation of observables in PHOEBE. Much like Castelli & Kurucz, we make the computations available in both energy-weighted and photon-weighted regime (see Prša et al. (2016) for details), and we incorporate full support for extinction following the scheme previously outlined. To use PHOENIX model atmospheres instead of Castelli & Kurucz, atm=phoenix should be passed to PHOEBE instead of atm=ck2004.
SUMMARY
We have presented the implementation of interstellar extinction as incorporated into the PHOEBE 2.2 release. Through the construction of synthetic binary systems, and comparison with calculations based on integrated model atmospheres, we have demonstrated that the current implementation is self-consistent to better than 1%. We then go on to highlight some cases in which accounting for interstellar extinction could be critical in deriving accurate stellar parameters (effective temperatures, in particular). Considering moderate extinctions consistent with the average extinction of the Galactic bulge, we show that for most main sequence binaries the difference between extincted and unextincted light curves is relatively small and likely only detectable from space (or borderline detected in a single-band with LSST). However, when the two components of the binary are in different evolutionary phases, the difference between extincted and unextincted curves can be appreciable.
For example, the subgiant-main-sequence binary AI Phe would show detectable differences between extincted and unextincted cases (at approximately 3σ in the LSST gband). For more extreme evolutionary phase differences, like WDMS binaries -some 100 000 of which are expected to be observed by LSST, the effect of extinction should be appreciable at even greater levels in multiple bands (principally u, g and r-band), emphasising the importance of a proper accounting of extinction in the analysis and modeling of such ground-based survey data as well as space-based photometry.
We similarly present the incorporation, in PHOEBE 2.2, of a grid of model atmospheres based on the PHOENIX models (Hauschildt et al. 1997) . These atmospheres represent one of the leading alternatives to the Castelli & Kurucz (2003) atmospheres already available, in particular extending the range of usable effective temperatures downwards to 2300 K (c.f. 3500 K from Castelli & Kurucz) . The combined importance of this extended temperature range over which model atmospheres can be used, as well as the treatment of extinction already outlined, is highlighted using an extincted toy model of one of the best constrained eclipsing binaries known, the white-dwarf-subdwarf binary SDSS J235524. 29+044855.7 (Rebassa-Mansergas et al. 2019) . Ultimately, the code developments presented extend the range of stellar and systemic parameters over which PHOEBE can provide increased model fidelity.
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