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Abstract
In this paper, we extend the two-level Schwarz method to solve the variational inequality problems with nonlinear source terms,
and establish a convergence theorem. The method converges within ﬁnite steps with an appropriate initial point. The numerical
results show that the methods are efﬁcient.
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1. Introduction
In this paper, we consider the numerical solution of some variational inequality problems with nonlinear source
terms. The problems have many applications, e.g., in the diffusion problems involving Michaelis–Menten or second-
order irreversible reactions [1,5]. Hoffmann and Zou [3] proposed a parallel iterative method by the combination of the
quasi-Newton method and overlapping or non-overlapping domain decomposition techniques. Zeng and Zhou [8,9]
developed Schwarz methods and gave some further convergence discussion for the methods. Recently, Tarvainen [7]
offered a new variant of Schwarz methodology–two-level Schwarz method for the obstacle problem with a linear
operator. By using a speciﬁc monotonicity result, the computational domain can be partitioned into subdomains with
linear and nonlinear subproblems. One of the advantages of this two-level Schwarz method is that the fast solver for
the system of linear equations may be used.
The aim of this paper is to extend the two-level Schwarz method to solving the variational inequality problem with
nonlinear terms: Find u ∈ K = {v ∈ H 10 () : v0 a.e. on }, such that
a(u, v − u) + (f (u, x), v − u)0, ∀v ∈ K , (1.1)
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where
a(u, v) =
∫

∇u∇v dx,
f (u, x) is continuously differentiable and f/u0 on ¯ × {u : u0}. The existence, uniqueness and regularity of
the solution to problem (1.1) can be seen in [4,5].
Let  be a polygonal domain and Th = {ehl }l its triangulation with triangle elements ehl , h the ﬁnite element
discretization parameter. Denote by h the set of (interior) mesh nodes of Th, Vh the linear ﬁnite element space
corresponding to the triangulationTh and Kh the subset of Vh deﬁned by
Kh = {vh ∈ Vh : vh|h0}.
Here, we use the lumped mass discretization method to deal with nonlinear source terms [8]. Algebraically, the ﬁnite-
element approximation to problem (1.1) can be formulated as: ﬁnd u ∈ Kn = {v ∈ Rn : v0}, such that
(Au + F(u), v − u)0, ∀v ∈ Kn, (1.2)
where u={ui =u(xi)}ni=1 is the grid function determined by the ﬁnite element solution uh on the gridh,A= (aij )n×n
with aij = a(i ,j ) is an M-matrix, F(u) = (Fi(ui))ni=1 with Fi(ui) =
∫
wi
f (ui, x) dx. Here, i is the base function
on the node xi in the space Vh, and wi denotes the lumped mass discretization region [8,9].
Lemma 1.1. Problem (1.2) is equivalent to the following nonlinear complementarity problem: ﬁnd u ∈ Kn, such that
min(Au + F(u), u) = 0. (1.3)
Deﬁnition 1.1. The set
S = {v ∈ Kn : Av + F(v)0} (1.4)
is called the supper solution set of problem (1.3).
By [8], if A is an M-matrix, then problem (1.3) has a unique solution, which is the minimal element of the set S.
Obviously, the solution u of problem (1.3) divides the set N = {1, 2, . . . , n} into two non-overlapping subsets N0
and N+, where
N0 = {i ∈ N : ui = 0}, N+ = N\N0 = {i ∈ N : ui > 0}. (1.5)
The two-level Schwarz algorithm we proposed latter will be based on the above partition.
2. Two-level Schwarz method
Let I and J be a non-overlapping partition of N, that is N = I ∪ J and I ∩ J = ∅. For any  ∈ Rn, we deﬁne the
system of nonlinear as follows: ﬁnd w ∈ Kn, such that{
wI = I ,
AJJwJ + FJ (w) + AJII = 0, (2.1)
where AIJ denotes the submatrix with elements aij (i ∈ I, j ∈ J ), wI the subvector with element wi(i ∈ I ). The
solution of (2.1) will be denoted by
w = BJ (). (2.2)
Similarly, we can deﬁne the following problem: ﬁnd w ∈ Kn, such that{
wI = I ,
((Aw + F(w))J , vJ − wJ )0 for any v ∈ Kn. (2.3)
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Problem (2.3) is equivalent to the following mixed nonlinear complementarity problem: ﬁnd w ∈ Kn, such that{
wI = I ,
min{AJJwJ + FJ (w) + AJII , wJ } = 0. (2.4)
We will denote the solution of (2.4)
w = TJ (). (2.5)
Nowwe introduce the classical discrete multiplicative Schwarz algorithm proposed by Zeng and Zhou [9] for solving
problem (1.3).
Let Ni = {i : xi ∈ h ∩ i} (i = 1, 2, . . . , m) be a partition of N, that is: N1, N2, . . . , Nm be the subsets of N
satisfying
N = N1 ∪ N2 ∪ · · · ∪ Nm,
where 1,2, . . . ,m are some overlapping open subdomains of  satisfying
= 1 ∪ 2 ∪ · · · ∪ m.
The discrete multiplicative Schwarz algorithm can be described as follows [9].
Algorithm 2.1. Let u0 ∈ Kn. For k = 0, 1, 2, . . . , i = 1, 2, . . . , m, solve the following subproblem successively:{
uk+i/m ∈ Kk+i/m,
((Auk+i/m + F(uk+i/m))Ni , vNi − uk+i/mNi )0 for any v ∈ Kk+i/m,
(2.6)
where
Kk+i/m = {v ∈ Kn : (v − uk+(i−1)/m)N\Ni = 0}.
By Lemma 1.1 and (2.5), subproblem (2.6) can be reformulated as
uk+i/m = TNi (uk+(i−1)/m). (2.7)
Theorem 2.1 (Zeng and Zhou [9]). If u0 ∈ S, the iterative sequence {uk} generated by Algorithm 2.1 satisﬁes:
(i) limk→∞ uk = u;
(ii) uk+i/m ∈ S, where u is the solution of (1.3);
(iii) uk+i/muk+(i−1)/m.
If u0 ∈ S, by Theorem 2.1, the iterate sequence {uk} generated byAlgorithm 2.1 is also in S. Moreover, if we deﬁne
the coincidence set for the uk by
I k ≡ {i ∈ N : uki = 0}, (2.8)
then we have the inclusion
I k ⊆ I k+1 ⊆ N0, k = 0, 1, . . . , (2.9)
which gives an inner approximation sequence {I k} for the coincidence set N0 of u, the solution of problem (1.3).
Lemma 2.1. Let I ⊆ N0 be given, and
û = TN\I (0). (2.10)
Then uˆ = u, where u is the solution of problem (1.3).
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Proof. Obviously, the solution u of problem (1.3) is a solution of (2.10). Moreover, noting that
(Aû + F (̂u))N\I = AN\I,N\I ûN\I + AN\I,I ûI + FN\I (̂u)
=AN\I,N\I ûN\I + FN\I (̂u),
problem (2.10) has a unique solution since the principal submatrix AN\I,N\I remains an M-matrix. Therefore we
complete the proof. 
Lemma 2.2 (Ortega and Rheinboldt [6]). Let A= (aij ), B˜ = (bij ) ∈ Rn×n and assume that A is an M-matrix, bij 0
for i = j and AB˜. Then, B˜ is an M−matrix.
Lemma 2.3. For v ∈ S, denote
w = BN\I (v)(0), (2.11)
where I (v) is the coincidence set of the vector v, that is I (v) = {i ∈ N : vi = 0}. Then
(i) I (v) ⊆ N0;
(ii) wu, where u solves problem (1.3);
(iii) let v and v̂ be given vectors in S satisfying v v̂, and w and ŵ be the solutions of problem (2.11) corresponding
to v and v̂, respectively. Then wŵ.
Proof. (i) is obvious since the supersolution v satisﬁes vu. Noting that (2.1) and (2.2), problem (2.11) can be
reformulated as{
wI(v) = 0,
AJ(v),J (v)wJ(v) + FJ(v)(w) = 0, (2.12)
where J (v) = N\I (v). Since (i) implies that wI(v) = 0 = vI (v) = uI (v), we have
AJ(v),J (v)uJ (v) + FJ(v)(u) = (Au + F(u))J (v)0.
This together with (2.12) means
AJ(v),J (v)wJ(v) − AJ(v),J (v)uJ (v) + FJ(v)(w) − FJ(v)(u)0.
That is
AJ(v),J (v)(w − u)J(v) + DJ(v),J (v)(w, u)(w − u)J(v) = (AJ(v),J (v) + DJ(v),J (v)(w, u))(w − u)J(v)0,
where D(w, u) = diag(Dj )j∈I with
Dj =
∫
j
(∫ 1
0
f (twj + (1 − t)uj , x)
u
dt
)
dx0.
By Lemma 2.2, AJ(v),J (v) + DJ(v),J (v) is an M− matrix, and then we have wu.
For any given v and v̂ in S satisfying v v̂, it is clear that I (v) ⊆ I (̂v) ⊆ N0. DenoteN1 =N\I (̂v),N2 = I (̂v)\I (v)
and N3 = I (v). Then, N = N1 ∪ N2 ∪ N3. Therefore, w = BN\I (v)(0) = BN1∪N2(0), which implies that{
AN1,N1wN1 + AN1,N2wN2 + FN1(w) = 0,
AN2,N1wN1 + AN2,N2wN2 + FN2(w) = 0,
wN3 = 0.
(2.13)
Meanwhile, ŵ = BN\I (̂v)(0) = BN1(0) implies that{
AN1,N1ŵN1 + AN1,N2ŵN2 + FN1(ŵ) = 0,
ŵN2 = 0,
ŵN3 = 0.
(2.14)
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Sincewu according to (ii) andN2 ∪N3 = I (̂v) ⊆ N0 according to (i), we have immediately thatwN2∪N3uN2∪N3 =
0 = ŵN2∪N3 . Therefore, by the ﬁrst equations in (2.13) and (2.14), we have
0 = AN1,N1(w − ŵ)N1 + AN1,N2(w − ŵ)N2 + FN1(w) − FN1(ŵ)
AN1,N1(w − ŵ)N1 + FN1(w) − FN1(ŵ).
Similarly to the proof of (ii), we obtain wN1ŵN1 . Then we can conclude that wŵ as desired. 
Lemma 2.4. Let {uk} be a subset of S satisfying uk+1uk (k = 0,1,…) and
wk = BN\I k (0), k = 1, 2, . . . ,
where I k is the coincidence set of uk deﬁned by (2.8). Deﬁne the subsets Ok and Lk by
Ok = {i ∈ N : wki 0}, Lk = N\Ok, i = 1, 2, . . . . (2.15)
Then,
I k ⊆ I k+1 ⊆ N0 ⊆ Ok+1 ⊆ Ok, k = 1, 2, . . . , (2.16)
(Au + F(u))Lk = 0, k = 0, 1, . . . . (2.17)
Proof. By Lemma 2.3, we have
wkwk+1u, (2.18)
which implies (2.16). Therefore, uLkwkLk > 0, which implies (2.17). 
As shown in Lemma 2.4, we can obtain an inner approximation {I k} and an outer approximation {Ok} of the
coincidence set N0 according to the monotonically decreased sequence {uk} in S. Moreover, we deﬁne the set Ck by
Ck = N\(I k ∪ Lk), (2.19)
it is seen that the set Ck may contain elements of both N0 and N+. So, the set Ck is called the critical set.
Let
Cˆk = Ck ∪ Gk , (2.20)
where Gk is a subset of N corresponding to an overlapping of the subset associated with Lk and Ck [7]. The previous
discussion leads us to the following two-level Schwarz method for solving the discrete obstacle problem (1.3).
Algorithm 2.2. Two-level Schwarz method
Step 1. Initialization:
(1.1) Choose an initial vector u0, such that u0 ∈ S, and calculate the coincidence set I 0 according to (2.8).
(1.2) Solve the following problem:
w0 = BN\I 0(0) (2.21)
and calculate the subsets L0, C0 and Cˆ0 according to (2.15), (2.19) and (2.20), respectively. Set k := 0.
Step 2. Calculate the inner and outer approximations:
(2.1) Inner approximation (Schwarz method): solve the following two subproblems:
uk+1/2 = T
Cˆk
(uk) (2.22)
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and
uk+1 = BLk (uk+1/2). (2.23)
(2.2) Outer approximation:
(2.2) Calculate I k+1 according to (2.8) and solve the problem
wk+1 = BN\I k+1(0). (2.24)
Step 3. Check the stop criteria:
(3.1) If wk+10, then output wk+1 and stop. Otherwise, calculate the set Ck+1 and go to the next.
(3.2) If Ck+1 = ∅, then output uk+1 and stop. Otherwise, calculate the set Lk+1 and Cˆk+1, respectively. k := k + 1
and return to Step 2.
3. The convergence of the two-level Schwarz algorithm
In this section, we analyze the convergence of the algorithm. Firstly, we introduce some lemmas.
Lemma 3.1. Let uk ∈ S and the sets Lk and Cˆk be deﬁned by (2.15) and (2.20), respectively. Then,
uk+1/2 = T
Cˆk
(uk) ∈ S, uk+1/2uk , (3.1)
uk+1 = BLk (uk+1/2) ∈ S, uk+1uk+1/2, (3.2)
and
uuk+1uk+1/2uk, I k ⊆ I k+1/2 ⊆ I k+1 ⊆ N0. (3.3)
Proof. (3.1) can be obtained directly by Theorem 2.1. By (2.17) and (3.1), we have
(Auk+1/2 + F(uk+1/2))Lk0, (Au + F(u))Lk = 0.
On the other hand, by the deﬁnition of uk+1, we have
(Auk+1 + F(uk+1))Lk = 0.
So,
0(A(uk+1 − uk+1/2) + F(uk+1) − F(uk+1/2))Lk
=ALk,Lk (uk+1 − uk+1/2)Lk + FLk (uk+1) − FLk (uk+1/2),
and
0 = (A(uk+1 − u) + F(uk+1) − F(u))Lk
=ALk,Lk (uk+1 − u)Lk + FLk (uk+1) − FLk (u) + ALk,N\Lk (uk+1 − u)N\Lk
=ALk,Lk (uk+1 − u)Lk + FLk (uk+1) − FLk (u).
Similar to the argument in the proof of Lemma 2.3, we obtain
uuk+1uk+1/2uk , (3.4)
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then (3.3) holds. Moreover, since uk+1/2 ∈ S and (3.4), we have
(Auk+1 + F(uk+1))N\Lk
= AN\Lk,N\Lkuk+1N\Lk + AN\Lk,Lkuk+1Lk + FN\Lk (uk+1)
= AN\Lk,N\Lkuk+1/2N\Lk + AN\Lk,Lkuk+1Lk + FN\Lk (uk+1/2)
(Auk+1/2 + F(uk+1/2))N\Lk
0.
Therefore, uk+1 ∈ S, then (3.2) holds. 
Lemma 3.2. Under the same condition as in Lemma 3.1, we have either (3.5) or (3.6) if Ck = ∅, where
I k+1/2\I k = ∅, (3.5)
uk+1/2 = B
Cˆk
(uk). (3.6)
Proof. If there exists a positive integer i ∈ Ck such that uk+1/2i = 0, then i ∈ I k+1/2 and i ∈ I k+1/2 ∩Ck . Since (2.19)
means i /∈ I k , we have immediately (3.5).
If there does not exist a positive integer i ∈ Ck such that uk+1/2i = 0, that is uk+1/2Ck > 0, then we have u
k+1/2
Cˆk
> 0
since uk+1/2u and (2.17). Therefore, we get (3.6) by (2.1) and (2.5). 
Lemma 3.3. Let u0 ∈ S, if Ck∗ = ∅ for some k∗, then uk∗ = u.
Proof. If Ck∗ = ∅, we have N = I k∗ ∪ Lk∗ . Since I k∗ ⊆ N0, Lk∗ ⊆ N+ and N = N0 ∪ N+, we have I k∗ = N0,
Lk∗ = N+, and then Ok∗ = I k∗ = N0 by (2.15). Therefore,
wk∗ = BN\I k∗ (0) = BN+(0).
Noting that Lk∗ = N+, we have wk∗
N+ > 0 and then w
k∗ = TN+(0) = TN\N0(0). By Lemma 2.1, we get wk∗ = u. 
Theorem 3.1. Algorithm 2.2 reaches to u, the solution of (1.3), within ﬁnite iteration steps.
Proof. If Ck∗ = ∅ for some k∗, then uk∗ = u by Lemma 3.3. Let now assume that Ck = ∅ for all k. By Lemmas 3.1
and 2.4, both (3.5) and Ok\Ok+1 = ∅ can only occur within ﬁnite steps. Therefore, there exists k∗, such that
I k = I k∗ , Ok = Ok∗ for all kk∗,
and the inner approximation with the partition Lk ∪ Cˆk would become
uk+1/2 = T
Cˆk∗ (u
k) = B
Cˆk∗ (u
k), (3.7)
uk+1 = BLk∗ (uk+1/2), (3.8)
for kk∗ by Lemma 3.2. The above process (3.7) and (3.8) can be considered as a discrete multiplicative Schwarz
method for the solution of wk∗ = BN\I k∗ (0) with two sub-domains N1 = Cˆk∗ and N2 = Lk∗ and an inactive lower
obstacles, which is convergent to wk∗ according to Theorem 2.1. Since uk0 for all k, we have wk∗0, which means
that Algorithm 2.2 must be stopped at the k∗th step according to the Step 3 of Algorithm 2.2. In this case, it is obvious
wk∗ = TN\I k∗ (0) and then wk∗ = u according to Lemma 2.1. 
In the two-level Schwarz algorithm, we have to choose a suitable initial vector. Now we show how to do it.
Proposition 3.1. Let
u0 = (ug − uf ) + uf , (3.9)
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where ug = A−1 max(−f (0), 0), uf = −A−1f (0), and
=
⎧⎨⎩maxxi∈g,ufi <0
−ufi
u
g
i − ufi
≡ max
xi∈g,ufi <0 i ,
0, uf 0.
(3.10)
Then u0 ∈ S, moreover u0i = 0 associating with at least one node in h.
Proof. By ug = A−1 max(−f (0), 0), we obtain ug − A−1f (0) = uf and ug0, moreover 0. For ∀xi ∈ h,
there exists
u0i = ((ug − uf ) + uf )ii (ugi − ufi ) + ufi 0,
and u0i = 0 associating with some nodes by the deﬁnition of  and i .
On the other hand, because
u00, f
u
0,
we have f (u0)f (0), and
Au0 + f (u0) = A((ug − uf ) + uf ) + f (u0) = (max(−f (0), 0) + f (0)) − f (0) + f (u0)0.
This implies that u0 ∈ S. 
4. Numerical experiments
In this section, we give some simple numerical experiments to investigate the behavior of the methods presented in
this paper. In the tests, we consider the following problem: ﬁnd u ∈ K = {v ∈ H 10 () : v0 a.e. on }, such that
a(u, v − u) + (f (u, x), v − u)0, ∀v ∈ K , (4.1)
where a(u, v) = ∫ ∇u∇v dx, f (u, x) = u + (e − e−1)x,  = (−1, 1). We let h denote the mesh-size and use the
Lagrange linear ﬁnite element space as V. The initial u0 is obtained by (3.9), and the stopping criterion is that the
maximum norm of the difference between successive iteration solution is less than  = 10−6. The subproblems are
solved by PSOR (c.f. [2]), in which the stopping criterion is that the maximal norm of difference between the successive
iterative solutions is less than 10−8.
The numerical results are showed in Table 1, in which itertime denotes inner iteration numbers and PSOR denotes
the method for solving problem (4.1) directly using PSOR method.
Let k1 denote the iteration number of solving problem (2.21), k2 denote the iteration number of solving problem
(2.22) and k3 denote the iteration number of solving problem (2.23). Since it is for obtaining the subsets L0, C0 and
Cˆ0, we need only loosely solving problem (2.21). For problem (4.1), we need not calculate the outer approximation
step-solving problem (2.24). The results are listed in Table 2.
Table 1
Time and iteration number of the two methods for solving the problem
Step size PSOR Two-level method
itertime CPU (s) itertime CPU (s)
1
800 172 118 5274 25 344 2958
1
1000 148 167 7044 39 763 4757
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Table 2
Time and iteration number of the two methods for solving the problem
Step size k1 k2 k3
1
800 1 25 344 1
1
1000 1 39 763 1
According to the numerical results, we can conclude that the two-level method has better numerical properties than
the corresponding PSOR method.
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