Although quite recent as a forensic research domain, computer vision analysis of scenes is likely to become more and more important in the near future, thanks to its robustness to image alterations at the signal level, such as image compression and ltering. However, the experimental assessment of vision-based forensic algorithms is a particularly critical task, since they cannot be tested on massive amounts of data, and their performance can heavily depend on user skill. In this paper we investigate on the accuracy and reliability of a vision-based, usersupervised method for the estimation of the camera principal point, to be used in cropping and splicing detection. Results of an extensive experimental evaluation show how the estimation accuracy depends on perspective conditions as well as on the selected image features. Such evidence led us to dene a novel visual feature, referred to as Minimum Vanishing Angle, which can be used to assess the reliability of the method.
Introduction 10
Image Forensics has been proposed as a solution for authenticating the con-11 tents of digital images [1, 2, 3] . This technology is based on the observation 12 that each phase of the image history from the acquisition process, through 13 its storage in a compressed format, to any editing operation leaves distinc-14 tive traces on the data, as a sort of digital ngerprint [4] . It is then possible 15 to determine whether a digital image is authentic or modied, by detecting the 16 presence, the absence or the incongruence of such traces, that are intrinsically 17 tied to the digital content itself. Forensic traces can be found both at signal 18 level (invisible footprints introduced in the signal statistics, like demosaicing 19 artifacts [5] , sensor noise [6] , or compression artifacts [7, 8] ) and at scene level 20 (inconsistencies in shadows [9] , lighting [10, 11] , or in perspective and geometry 21 of objects [12, 13] ). The former are typically detected by automatic methods, 22 but they often exhibit lower eectiveness when the investigated content has been 23 subjected to an unknown chain of processes (e.g., ltering, resizing, compression) 24 that may partially or completely spoil the traces left by previous operations [14] . 25
The latter usually require particular constraints on the scene (e.g. the presence 26 of Lambertian convex surfaces for lighting estimation [15] ) but have the advan-27 tage of being robust to common image processing operations, thus appearing 28 suitable even for low resolution images, or when the content has undergone mul-29 tiple compressions. While in the literature a great eort has been devoted to 30 evaluate the performance of signal-based forensic methods in terms of detection 31 accuracy and reliability, a limited analysis has been carried out until now on 32 scene-based techniques. This is mainly due to the fact that such algorithms are 33 usually tested on small datasets only, since they cannot exclude some human 34 intervention, e.g. image feature selection or analysis supervision. 35 This paper represents to the best of our knowledge the rst attempt 36 to analytically evaluate the performance of a scene level trace. In particular, 37
we addressed the problem of estimating the camera principal point (PP) (whose 38 position in the image under analysis is usually detected by exploiting vanishing 39 points related to three mutually orthogonal directions [16] ); whose application 40 in a forensic scenario has been proposed in some recent works [17, 18, 19] . To obtain the PP, we can exploit the relation among three vanishing points, 105 related to mutually orthogonal directions in the 3D space [16] . A vanishing 106 point (VP) is the intersection point of all the projected lines that are mutually 107 parallel in the scene (i.e. they share the same 3D direction). Note that, in a 108 practical scenario, if more than two concurrent image lines are available, their 109 intersection will not be unique (see Fig. 1b ) since noise can perturb the 110 image line detection and the VP has to be estimated with an optimization 111 algorithm. In our experiments we employ the solution reported in [16] , where 112 −1 is the image of the absolute conic, depending 116 on the three camera parameters f and (p x , p y ). Given three vanishing points cor-117 responding to three orthogonal directions, we can thus dene three independent 118 linear constraints on ω, and nally estimate ω by solving a linear homogeneous 119 system. Eventually K can be obtained using the Cholesky factorization of ω, 120 from which both focal length and principal point can be estimated [16] . 121
The estimation of the PP on a single image can be summarized in three main 122 steps: (1) selection of three groups of concurrent image lines, corresponding to 123 mutually orthogonal directions in the scene; (2) estimation of vanishing points; 124 (3) computation of ω and recovery of f and (p x , p y ).
125
Note that the rst step can be done in a manual or automatic way. In 126 the computer vision eld, many works have appeared dealing with the prob-127 lem of line selection and grouping for VP estimation by using Expectation-128 such as the J-Linkage algorithm [34] , employed in [35] . If the camera cali-130 bration is known, mutually orthogonal line clusters can be selected automati-131 cally [36, 37, 38] . On the other hand, with no a priori information about camera 132 calibration (which is our case), it can be extremely hard to check the vanishing 133 point orthogonality without user intervention or by imposing simple heuristics, 134 such as the selection of the most populated clusters. So, in this work we pre-135 ferred to use a manual line selection scheme. Moreover, notice that also in 136 respectively; all other 151 perspective conditions can be deduced by symmetry. Since the VPs are invari-152 ant to translation, the camera distance with respect to the world coordinate 153 frame (i.e. the radius r) was kept xed. In the camera coordinate frame, the z-axis is the line passing through the camera center and the world coordinate 155 origin. The x-axis is perpendicular to the z-axis and parallel to the world plane 156 dened by X and Y and, nally, the y-axis is obtained from the cross product 157 between the unit vectors of the z and x axes (see Fig. 2 ).
158
We excluded extrema positions i.e. when α = 0, β = 0, β = π/2 that 159 produce orthographic images of the cube, thus leading to known degeneracies 160 in VP estimation. Likewise, camera roll was not taken into account consid-161 ering that, as any pure rotation, no parallax eects are induced, thus leaving 162 the perspective appearance of the image unaltered. From each camera pose 163 P (α, β), an image of the cube was acquired by using a virtual camera with 164 known PP and focal length. With noise-free measurements (i.e., line points 165 are selected with no error), the PPs were estimated with an Euclidean error 166 with respect to the ground truth lower than 10 −9 pixels in all the positions.
167
The behaviour in the presence of noise was then evaluated by carrying out 168 
Image Characteristic Analysis 225
In the previous section we dened the MVA feature, after observing a strong 226 relationship between the amplitude of the vanishing angles and the PP estima-227 tion accuracy. In practical cases, the scene may allow the forensic analyst to 228 extract more lines for each direction and possibly forming even wider MVAs. In 229 this section we investigate more deeply the estimation accuracy with reference 230 to the MVA amplitude. For this purpose, we take into account only MVAs 231 with sucient amplitude able to provide reliable results, and we evaluate how 232 increasing it improves the estimation accuracy. 233
We also study how the performance is sensitive to an increase in the number 234 are also shown, with the same color coding. In Fig. 9b, a similar plot considering  263 instead the line number is presented. Almost all PPs obtained on the real 264 images fall inside the associated ellipse, conrming that synthetic results are in 265 close agreement with the real ones. Furthermore, these tests corroborate the 266 observation that increasing the MVA clearly improves the estimation stability 267 (Fig. 9a) , while adding more lines does not signicantly aect the performance 268 (Fig. 9b) . 269
In • Perspective-based Test : we verify that the MVA amplitude can suggest 282 whether the cropping detection is applicable on a query image. The test is 283 Figure 10 : (Best viewed in color) In a pristine image (surrounded by a red border) the image center (red cross) falls near the PP (purple dot). On the other hand, if an upper-right cut (green area) is performed, the image center (green cross) shifts falling away from the PP, that remains xed. The green area is related to the cropping percentage (CP). Blue and cyan circles, centered on the PP, represent instead two cropping thresholds (CT): note that in this example, using the smaller CT (blue circle) the cropping will be successfully detected, since the center of the cropped image center (green cross) fall outside the circle. On the other hand, using the bigger threshold (cyan circle), the image will be erroneously labeled as pristine. Note that in this gure we changed the aspect ratio of the original image (Fig. 4(P1030004) ) so to visualize the normalization process in [-1,1].
performed on the synthetic and real data dened in Section 4 and conrms 284 that the technique cannot be applied on images with a narrow MVA; 285
• Characteristic-based Test : we assess the performance variations when 286 more lines and wider MVAs are available on the image. The test is per-287 formed on the synthetic and real data dened in Section 5; 288
• Robustness Test : we verify the robustness of the cropping detection to 289 image compression and resizing. We consider a practical case where the 290 image has been exchanged through Facebook at low quality, thus having 291 been resized and compressed. 292
In our experiments we consider both cropping percentage (CP) i.e. the 293 size of the cut and CT from 0% to 50% of the image size, with steps of 5%. Perspective) for both synthetic and real PPs. In Figure 11 we reported the 319 ROC curves considering slightly and strongly cropped images, while in Table 2  320 we reported the AUC values. In Table 3 formances are shown through the ROC curves in Fig. 12a and 12b . Secondly, we 342 compared the results achieved using 2 or 5 lines to detect each vanishing point; 343 the corresponding ROC curves are reported in Fig. 12c and 12d . In Table 4 the  344 Table 3 AUCs for the two experiments have been reported to compare the overall perfor-345 mances. To be consistent with the previous test we briey report in Table 5 
20
• MVA, a CT of 0.10 should be preferred to achieve the best accuracy. Real 359 data conrmed that two dierent thresholds should be considered according to 360 MVA amplitude: 0.25 for a 5
• MVA and 0.10 for a 20
• MVA. to assess whether an image has been cropped. Let us consider the images in 378 Fig. 13a and 13c , downloaded from the web. The analyst estimates the PP 379 on both images selecting lines that intersect with the widest possible angles. 380
As a result he/she obtains that in both cases the normalized distance of the 381 estimated PP from image center is anomalous (0.3875 and 0.2585 respectively). showed how the principal point can be also used for splicing detection. 432
In future work the proposed MVA will be exploited to analytically compute 433 a likelihood score to provide more than a binary decision on the authenticity 434 of the examined image. Moreover, we are planning to deeply investigate the 435 relation between the MVA and the best cropping threshold to be used, in order 436 to control the false alarm rate. For this purpose, automatic techniques for 437 principal point localization so as to remove the human-in-the-loop will be 438 investigated in order to perform tests on a huge amount of real data. 
