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1
Introduction
“[...] it has been pointed out that the introduction of a space-time continuum may be
considered as contrary to nature in view of the molecular structure of everything which
happens on a small scale. It is maintained that perhaps the success of the Heisenberg
method points to a purely algebraical method of description of nature, that is to the
elimination of continuous functions from physics. Then however, we must also give up,
by principle, the space-time continuum.”
— Albert Einstein, 1936
Euclidean Clifford analysis is, in its simplest definition, the function–theoretic and
functional–analytic study of functions defined in Euclidean space and taking val-
ues in a real or complex Clifford algebra or complex spinor space. Clifford ana-
lysis may be seen both as a direct higher–dimensional generalization of the theory
of holomorphic functions in the complex plane and as an elegant refinement of
classical harmonic analysis; it also has strong connections with several complex
variables analysis, of which it includes a number of results. This research domain
has by now evolved to a well established, independent discipline within classical
analysis.
The central notion in the basic function theory is the one of a monogenic func-
tion, i.e. a null solution of the rotation–invariant vector–valued differential opera-
tor ∂x =
∑m
j=1 ej ∂xj , called the Dirac operator, factorizing the Laplace operator.
Here (e1, . . . , em) is an orthonormal basis of the quadratic space R0,m of elliptic
signature, underlying the construction of both the real Clifford algebra R0,m and
the complex Clifford algebra Cm. We will also refer to this setting as orthogonal
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Clifford analysis, since the fundamental group leaving the Dirac operator invariant
is the orthogonal group SO(m), which is doubly covered by the Spin(m) group.
As it is a fully comprehensive theory, there are many papers and books contributing
to this theory and its applications; we refer to some basic works [1–6].
In Section 1.2, we will state some important results from Euclidean Clifford analy-
sis, which have proven to be relevant for the following chapters. In Section 1.3, we
will consider some further relevant articles related to both orthogonal and discrete
Clifford analysis and in Section 1.4 we will discuss the aim of this dissertation.
However, to make the text self-contained for the reader unfamiliar with Clifford
analysis, we will first include a section concerning the basic concepts of Clifford
algebras.
1.1 Clifford algebras
In this section, we recapitulate some basic features of Clifford algebras. The con-
struction of the universal real Clifford algebra is well-known; for an in-depth study
we refer the reader to e.g. [1–5, 7].
Let Rm be endowed with a non-degenerate quadratic form B (·, ·) of signature
(p, q), with p + q = m and let (e1, . . . em) be an orthonormal basis for Rp,q . The
real Clifford algebra Rp,q constructed over Rp,q is the free algebra, generated by
the identity 1 and the ej’s, where the non-commutative multiplication is governed
by the defining relations
e2j = +1, j = 1, . . . , p
e2j = −1, j = p+ 1, . . . , p+ q = m
ej ek + ek ej = 0, j 6= k, j, k = 1, . . . ,m
For any set A = {j1, . . . , jr} ⊂ {1, . . . ,m} = M ordered by 1 6 j1 < j2 <
. . . < jr 6 m, we denote eA = ej1ej2 . . . ejr ; for the empty set, we identify e∅
with the identity element 1. The elements eA then form a canonical basis for the
Clifford algebra Rp,q . For each r = 0, 1, . . . ,m, the set {eA : A ⊂ M and |A| =
r} is a basis for the space Rrp,q of so-called r-vectors, leading to the multi-vector
structure decomposition
Rp,q =
m⊕
r=0
Rrp,q
Any general Clifford element a ∈ Rp,q may be written as a =
∑
A⊂M eA aA,
aA ∈ R or equivalently as a =
∑m
r=0 [a]r, where [ · ]r : Rp,q → Rrp,q denotes the
projection operator from Rp,q onto Rrp,q .
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The space R is identified with the subspace of scalars R0p,q and the Euclidean
space Rm is embedded in the Clifford algebra by the identification of the point
(x1, . . . , xm) ∈ Rm with the Clifford vector x =
∑m
j=1 ej xj .
The complex Clifford algebra Cm is the complexification of the real algebra R0,m:
Cm = C⊗ R0,m. We will use the following automorphisms on Cm:
1. the main involution (also called inversion), defined as
(˜λµ) = λ˜ µ˜
˜(λA eA) = λA e˜A (A ⊂M)
e˜j = −ej (j = 1, . . . ,m)
2. the Clifford conjugation, defined as
(λµ) = µλ
(λA eA) = λA eA (A ⊂M)
ej = −ej (j = 1, . . . ,m)
3. the Hermitian conjugation, defined as
(λµ)
†
= µ† λ†
(λA eA)
†
= λcA e
†
A (A ⊂M)
e†j = −ej (j = 1, . . . ,m)
with λcA the complex conjugate of the complex number λA.
1.2 Euclidean Clifford analysis
Functions defined on Rm, taking values in the (real or complex) Clifford algebra,
may be written as f =
∑
A fA(x1, . . . , xm) eA. The Dirac operator ∂x is the
vector valued first order differential operator
∂x =
m∑
j=1
ej∂xj
It is precisely this Dirac operator which underlies the notion of monogenicity of a
function, a notion which may be considered as the higher–dimensional counterpart
of holomorphy in the complex plane. A function f(x1, . . . , xm) defined and dif-
ferentiable in an open region Ω of Rm and taking values in R0,m (or Cm) is called
(left) monogenic in Ω if ∂xf = 0. In view of the non-commutativity of R0,m a
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notion of (right) monogenicity is defined with respect to the action of the Dirac
operator from the right. It is worth pointing out that the Dirac operator factorizes
the Laplace operator in the sense that
∆ = −∂2x
whence monogenicity may also be regarded as a refinement of harmonicity. It is
this property which will be retained in our discretization of the Euclidean Clifford
setting.
Since the fundamental group leaving the Dirac operator ∂x invariant is the special
orthogonal group SO(m), which is doubly covered by the Spin(m) group of the
Clifford algebra R0,m, the Dirac operator is called a rotation–invariant operator.
In the present context, we will also refer to this setting as the continuous case, as
opposed to the discrete setting treated in the following chapters.
In this section, we will recapitulate the details of the following methods and results
of continuous Clifford analysis:
• Fischer decomposition
• Cauchy-Kovalevskaya extension principle
• Cauchy integral formula
• Fourier transform (FT)
• Cauchy transform (CT)
The Fischer decomposition, which was first introduced in 1917 by Ernst Fis-
cher [8], states that given a homogeneous polynomial q(X), X ∈ Rm, every ho-
mogeneous polynomial Pk(X) of degree k may be decomposed in a unique way as
Pk(X) = Qk(X) + q(X)R(X), with Qk(X) a homogeneous polynomial of de-
gree k satisfying q(D)Qk = 0. Here D is the differential operator corresponding
– through the Fourier identificationXj ↔ ∂xj , j = 1, . . . ,m – toX . Furthermore,
R(X) is a homogeneous polynomial of suitable degree.
This theorem was extended to harmonic analysis, resp. Clifford analysis, yielding
a decomposition of the space of homogeneous polynomials in Rm of given degree
k, in terms of spaces of harmonic (resp. monogenic) homogeneous polynomials.
In harmonic analysis, one considers q(X) = ‖X‖2 with corresponding differen-
tial operator q(D) = ∆m the Laplace operator and Qk harmonic, yielding the
decomposition
P(Rm;C) =
∞⊕
k=0
∞⊕
p=0
r2p Hk(Rm;C)
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Choosing the polynomial q(X) =
∑m
j=1 ej Xj , the associated differential opera-
tor is the Dirac operator ∂x =
∑m
j=1 ej ∂xj and Qk is a homogeneous monogenic
polynomial of degree k. The resulting decomposition then is
P(Rm;S) =
∞⊕
k=0
∞⊕
p=0
XpMk(Rm;S)
where P(Rm;S) denotes the space of spinor-valued monogenic homogeneous po-
lynomials of degree k. The spaces in this decomposition are orthogonal with re-
spect to the Fischer inner product:
〈P (x), Q(x)〉 = Sc
[
P (∂x)Q(x)
]
Generalizations as well as refinements of the Fischer decomposition in other Clif-
ford analysis frameworks can be found e.g. in [9–14].
The Cauchy-Kovalevskaya theorem in Clifford analysis (see e.g. [15–17]), is a
fundamental method in the Clifford analysis toolbox, which allows for the con-
struction of monogenic functions; it is a direct generalization to higher dimension
of the complex plane case; it reads as follows.
Cauchy-Kovalevskaya theorem If f(x) is real-analytic in an open set Ω′ of
Rm−1, where Rm−1 is identified with {x ∈ Rm : x1 = 0}, then there exists an
open neighbourhood Ω of Ω′ in Rm and a unique monogenic function F (x1, x) in
Ω such that its restriction to Ω′ precisely is f . If moreover Ω′ contains the origin,
then in an open neigbourhood of the origin this CK-extension F is given by
F (x1, x2, . . . , xm) = exp
(−x1e1∂x′)[f ] = ∞∑
k=0
1
k!
xk1
(−e1∂x′)k [f ]
where ∂x
′ stands for the restriction of ∂x to Rm−1.
Using the CK-extension theorem, one can define a CK-product, preserving the
monogenicity of the factors, namely the CK-product of two monogenic functions
f  g in Rm+1 is the CK-extension of the product of the real-analytic restrictions
to Rm. Bases for the spacesMk of (left) monogenic homogeneous polynomials
of degree k are constructed by the CK-products of monogenic variables.
Some basic integral formulae are the Clifford-Stokes formula and Cauchy’s for-
mula (see [1, chapter 9, p. 51]). ByM we denote anm-dimensional differentiable
and oriented manifold contained in some open subset Ω of Rm and by means of
the respective (m− 1)-forms
dx̂i = dx1 ∧ . . . ∧ dxi−1 ∧ dxi+1 ∧ . . . ∧ dxm, i = 1, . . . ,m
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we introduce the Clifford algebra valued m-form
dσ =
m∑
i=1
(−1)i ei dx̂i
Furthermore, we use the volume-element dx = dx1 ∧ . . . ∧ dxm.
Theorem (Clifford-Stokes theorem) If f , g ∈ C1(Ω) then for any m-chain C on
M ⊂ Ω, ∫
∂C
f(x) dσx g(x) =
∫
C
((
f∂x
)
g + f
(
∂xg
))
dx
In particular for f ≡ 1 ∫
∂C
dσx g(x) =
∫
C
(
∂xg
)
dx
If g ∈ C1(Ω) is furthermore left monogenic in Ω, we immediately get Cauchy’s
theorem ∫
∂C
dσ g = 0
for C ⊂ Ω.
Theorem (Cauchy’s Integral Formula) Let S ⊂ Ω be an m-dimensional com-
pact differentiable and oriented manifold with boundary ∂S. If f is left monogenic
in Ω then ∫
∂S
E(y − x) dσy f(y) =
{
f(x) for x ∈ ◦S
0 for x ∈ Ω\S
This Clifford-Cauchy integral formula has been a corner stone in the develop-
ment of the function theory; at its basis lies the so-called Cauchy kernel, i.e. the
fundamental solution E (x) of the Euclidean Dirac operator ∂x, which satisfies in
distributional sense
∂xE (x) = δ (x)
where δ (x) is the Dirac distribution in Rm. This Cauchy kernel thus is monogenic,
up to a pointwise singularity, and is explicitly given by
E (x) =
1
am
x
|x|m
where am =
2pim/2
Γ(m2 )
(m = 2, . . .), is the area of the unit sphere Sm−1 in Rm and
· denotes the Clifford conjugation.
Let L2(Rm, dV (x)) denote the space of square integrable functions, i.e. Lebesgue
measurable functions f in Rm for which∫
Rm
|f(x)|2 dV (x) <∞
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where dV (x) denotes the Lebesgue measure on Rm.
The classical multi-dimensional Fourier transform of a square integrable func-
tion f is defined as
F [f ](y) = 1
(2pi)m/2
∫
Rm
e−i〈x,y〉f(x) dV (x), 〈x, y〉 = m∑
i=1
xi yi
In particular, the Gaussian function e−
|x|2
2 is an eigenfunction of the Fourier trans-
form with eigenvalue 1. The inverse of the Fourier transform is given by
F−1(·) = 1
(2pi)m/2
∫
Rm
ei〈x,y〉(·) dV (x)
This Fourier transform satisfies the following properties with respect to multipli-
cation:
F [x f(x)] (η) = i ∂η F [f(x)] (η)
and differentiation
F [∂x f(x)] (η) = i ηF [f(x)] (η)
An eigenfunction basis of the Fourier transform is given by the so-called Clifford-
Hermite functions
φk1,...,km =
(
∂k1x1 e
−x21
)
. . .
(
∂kmxm e
−x2m
)
= Hk1(x1) . . . Hkm(xm) e
−r2/2
for all {k1, . . . , km} ∈ Nm, with Hki(xi) the Hermite polynomial of degree ki in
the variable xi. They are eigenfunctions of the Fourier transform with eigenvalue
(−i)k1+...+km . For more details, we refer the reader to [18].
Finally, the so-called Cauchy transform of a square integrable function f is given
by
C[f ](x0, x) = E(x0, ·) ∗ f(·) =
∫
Rm
E(x0, x− y) f(y) dV (y)
which is the convolution (in only m of the m+ 1 dimensions) of the fundamental
solution E(x0, x) with the given function f(x). This Cauchy transform is defined
and (left) monogenic in the upper (resp. lower) half space
Rm+1± = {(x0, x) ∈ Rm+1 : x0 >< 0}
When considering the non-tangential boundary values for x → 0+ or x → 0−
of the Cauchy transform of a function f , the so-called Hilbert transform H[f ]
appears:
C+[f ](x) := lim
x→0+
C[f ](x0, x) = 1
2
f(x) +
1
2
H[f ](x)
C−[f ](x) := lim
x→0−
C[f ](x0, x) = −1
2
f(x) +
1
2
H[f ](x)
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This bounded unitary operatorH on L2 (Rm, dV (x)) squares to oneH2 = 1. For
more details, we refer the reader to [3].
1.3 A discrete counterpart
Currently, there seems to be much interest in finding discrete counterparts of var-
ious structures in classical (continuous, smooth) mathematics. The search for a
discrete function theory which is not only a generalization of the theory of discrete
holomorphic functions in the complex plane, but which is also a discrete coun-
terpart of the continuous higher–dimensional version(s) already has yielded some
interesting results.
Isaacs and Ferrand were the pioneers in the development of discrete analogues of
holomorphic functions in the complex plane, already over sixty years ago. Rufus
Isaacs introduced two notions of discrete holomorphic functions on the Gaussian
integers Z[i] = Z + iZ (see [19]), usually referred to as monodiffric functions
of the first and second kind (1941). He continued the research into the monodif-
fric functions of the first kind (see [20]), while the monodiffric functions of the
second kind (sometimes also called ‘fonctions pre´holomorphes’) were studied by
Jacqueline Ferrand [21]. More recent research on monodiffric functions of the first
kind was done by Nakamura - Rosenfeld [22] and Kiselman [23]. Recent results
on the monodiffric functions of the second kind were obtained by Duffin [24],
Kenyon [25], Kiselman [26] and Lova´s [27], also on more general planar graphs,
as was done Novikov [28] and on discrete Riemann surfaces by Mercat [29, 30]).
In the continuous setting, higher–dimensional analogues of the theory of holomor-
phic functions in the complex plane were developed in two major directions, the
first one being several complex variables analysis and the second one being Clif-
ford analysis. For a discrete version of the case of several complex variables we
refer to the literature, e.g. discrete holomorphic functions on bricks were inves-
tigated by Bobenko-Mercat-Suris [31]. In this dissertation, we are investigating
a discrete counterpart of Euclidean Clifford analysis. There are several different
approaches known in the literature. Without claiming completeness, we discuss
some of them.
Developing discrete counterparts of continuous function theory has proven to be
very successful for dealing with numerical problems related to potential theory
and boundary value problems. Gu¨rlebeck and Spro¨ssig developed in [4, 5] (conti-
nuous) strategies to solve boundary value problems, based on an operator calculus.
They furthermore gave a basic scheme for developing a discrete operator calculus,
which would lead to a suitable numerical approach of boundary value problems.
In [32, 33], Gu¨rlebeck and Hommel approximated the boundary value problem
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by a finite difference problem on a uniform lattice, based on the concept of dis-
crete fundamental solutions of the discrete Laplace operator. The usefulness of
this theory was already demonstrated in [34]. While there already are a lot of con-
tributions regarding the construction of discrete Dirac operators, see e.g. [35–38],
there still is much less development on the actual discrete function theory in higher
dimensions.
Steps to develop such a discrete monogenic function theory were undertaken in
several settings. The approach of using only one type of difference operator, i.e. ei-
ther forward or backward differences, allows the construction of basic polynomials
and a Fischer decomposition [11], but it does not cover the case of a Dirac operator
factorizing the classic star Laplacian. For such a factorization both types of diffe-
rence operators are necessary. Another canonical choice is using the bi-directional
central difference. In this setting, the factorization of the discrete Laplace opera-
tor is only obtained on an even sublattice. Using half-integers Z + 12 leads to a
discrete theory in which 2m grids are being used (see e.g. [39]). In a third setting,
also called the discrete Hermitian setting, a splitting of the Clifford basis elements
ej = e
+
j + e
−
j in a forward and a backward basis element is used in order to work
on one and the same grid Zm without having to consider the full graph, which
requires 2m grids. However, because of the splitting, the dimension of the Clifford
algebra is also multiplied with 2m so for what concerns the factorization of the
Laplacian, the Clifford algebra takes over the role of the graph but the factor 2m
seems unavoidable. This discrete Hermitian setting was introduced in [38, 40, 41],
and will form the basis for the research in this dissertation.
1.4 Aim of this dissertation
The main aim of this dissertation is to further develop the discrete function the-
ory in the discrete Hermitian setting. Although we do not underestimate the im-
portance of applications, in this dissertation we first and foremost try to assist
the development of a discrete function theory. Our aim is for this function the-
ory to serve as a fully comprehensive basis when applications are considered by
other researchers. And although this dissertation is only one step in that direction,
we have obtained some useful results, which were published in several papers,
namely [42–46].
Apart from the purely introductory chapter (Chapter 1), which is intended to make
the reader familiar with some definitions and fundamental results from Clifford
algebras and Clifford analysis, we included 12 chapters. A first part of this dis-
sertation will center around the notion of discrete monogenic functions. Because
of the non-commutative nature of Clifford analysis, the product of two discrete
monogenic functions will not be discrete monogenic, making the construction of
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discrete monogenic functions an important subject. Both the discrete Fischer de-
composition and the discrete Cauchy-Kovalevskaya extension theorem will allow
for the construction of discrete spherical monogenics. A second main topic will
be the search for discrete fundamental solutions of the Dirac operator, without
constrictions on the behavior of this fundamental solution. These fundamental so-
lutions are applicable with respect to the Cauchy integral formula or as integral
kernel. As a third main topic, we considered some special functions, namely dis-
crete Clifford-Hermite polynomials, discrete Clifford-Laguerre polynomials in the
one-dimensional setting and discrete heat polynomials.
We will now give a more detailed overview of the content of all chapters. Chapter
2 will give all necessary details on the discrete Hermitian setting. It will explain
how the discrete Dirac operator is constructed and how this discrete Dirac opera-
tor relates to notions of discrete holomorphic functions on the complex plane as
introduced by Isaacs and Ferrand. The operator calculus, which is based on the
notions of discrete Dirac operator, vector variable operator and Euler operator is
explicited by formulae for the action of the vector variable operator on the poly-
nomials. This will lead to explicit formulae for the discrete homogeneous poly-
nomials, being eigenfunctions of the discrete Euler operator. The chapter will end
with some function theoretical results, including a discrete Stokes theorem and a
discrete Cauchy’s integral formula.
Chapter 3 focusses on the one–dimensional discrete Clifford setting, which is the
basic starting point for many important concepts; we study among others the dis-
crete Taylor series expansion of the discrete delta functions which lays the link
to the sampling theorem of C. Shannon. Operators, previously only defined on
the basic discrete homogeneous polynomials, will then be able to be expanded to
all discrete functions; as an example, we consider the action of the vector variable
operator on the discrete delta functions. Important for the other chapters is the con-
cept of a discrete distribution, which will first be defined in the one-dimensional
case as linear functionals on the set of discrete homogeneous polynomials. Every
discrete distribution will admit a dual Taylor series, expanding it in terms of finite
differences of the discrete delta distributions. The discrete distributions - admitting
a dual Taylor series expansion - will be linked to the discrete functions - admitting
a Taylor series expansion - by the discrete Fourier transform.
Chapter 4 will concentrate on discrete spherical monogenics by considering a dis-
crete Fischer inner product, yielding a decomposition of the space of discrete ho-
mogeneous polynomials into spaces of discrete monogenic homogeneous polyno-
mials of lower degree. Combined with a discrete Taylor series expansion, which
decomposes a discrete function into discrete homogeneous parts, this will establish
a procedure to decompose any discrete function into basic building blocks ξsMk
consisting of powers of the vector variable operator acting on discrete spherical
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monogenics. This procedure will be demonstrated on the discrete homogeneous
polynomials in the two-dimensional setting.
Going further into the search for discrete monogenic functions, Chapter 5 will
introduce the discrete Cauchy-Kovalevskaya extension theorem, allowing the ex-
tension of am-dimensional discrete function defined on a hyperplane to a (m+1)-
dimensional discrete monogenic function on the whole (m+1)-dimensional space.
As an illustration we consider the construction of discrete Fueter polynomials, i.e.
basis elements of the spaceM(m)k of discrete spherical monogenics of degree k in
m variables, by the CK-extension of the basis of discrete homogeneous polyno-
mials of degree k in m − 1 variables. Already formally defined in Chapter 5, the
explicit form of the discrete Fueter polynomials will be the topic of Chapter 6. As
will be proven there, they show a construction formula that is formally almost si-
milar to the continuous setting but not quite. We will investigate the commutation
relations of the CK-extension with the finite difference co-ordinate operators ∂j
and will find that the commutators of the CK-extension with powers of the finite
difference co-ordinate operators will only be zero when those powers are even.
This is a remarkable difference with the continuous setting, where all commuta-
tors are zero, and is a direct consequence of the fact that the discrete Dirac operator
does not commute with the co-ordinate finite difference operators ∂j .
Chapter 7 is entirely devoted to the search for discrete fundamental solutions of the
discrete Dirac operator. The Cauchy integral formula (introduced in Chapter 2) and
the discrete Cauchy transform, which will (only formally) be introduced in Chapter
7, both rely on this concept of a discrete function E satisfying ∂ E = δ. The first
method which will be discussed is based on the total Fischer decomposition of the
discrete delta function. This will generate a discrete fundamental solution which
‘explodes’ at infinity and is most efficiently calculated on diamonds around the
origin. Such fundamental solutions are appropriate for dealing with Cauchy’s in-
tegral formula. A second fundamental solution will be defined in a recursive man-
ner, starting from a discrete function defined on a hyperplane and building layer
by layer. Every starting function will generate a different fundamental solution,
easiest calculated on bands along an axis. Starting from a compactly-supported
discrete function on the hyperplane, the support of the fundamental solution on
each additional layer will also be compactly-supported, making such fundamental
solutions suitable to deal with discrete convolution on hyperplanes.
Chapter 8 will focus on multi-dimensional discrete distributions; these will be di-
rect higher-dimensional analogues of the one-dimensional discrete distributions
introduced in Chapter 3. The concepts of dual Taylor series expansion and dis-
crete Fourier transform will (not surprisingly) be the same. The important part
of this chapter however, will be the definition of some important discrete distri-
butions, such as a discrete Gaussian distribution and the discrete distribution Eλ.
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Both distributions will in Chapter 9 be shown to act as weight functions with re-
spect to special functions. In the case of the discrete Gauss distribution these will
be the discrete Clifford-Hermite polynomials, while Eλ will be connected in the
one-dimensional setting to the (one-dimensional) discrete Clifford-Laguerre po-
lynomials. The construction of the discrete Clifford-Laguerre polynomials can
however not be extended to higher dimensions because of the non-commutativity,
as will be explained.
In Chapter 10 we will study solutions of a discrete heat equation (where space is
discretized and time remains continuous), based on the concept of a discrete fun-
damental solution of this discrete heat equation. This fundamental solution will
be (up to a factor) the discrete Gaussian distribution. Discrete convolution with
this fundamental solution will lead to solutions for the inhomogeneous discrete
heat equation. When considering furthermore an initial condition, i.e. demanding
that the solution will equal a given function at t = 0, the discrete heat polynomial
will play an important part. These are discrete polynomial solutions to the homo-
geneous heat equation equalling the discrete homogeneous polynomials as initial
condition.
Chapter 11 will form a basis for later applications by considering the discussed
topics with respect to a general grid instead of the standard grid. This means that
we will introduce a general mesh width h > 0 and discuss how each result relates
to this mesh width. When this mesh width approaches zero, the corresponding
results of continuous Clifford analysis should (and will) appear. In particular, we
will discuss the CK-extension of the discrete delta function and show how refining
the mesh width to zero will lead to the non-convergence of the resulting CK-
extension series; this is consistent with results from continuous Clifford analysis
where the discrete delta function is not defined. Most topics of this dissertation
may be generalized to h 6= 1 quite easily but we will in particular demonstrate the
impact of the grid on the fundamental solution defined in Chapter 7.
We end this work with our conclusions and an outlook on further research.
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2
The discrete Clifford analysis
framework
Discrete function theory in a Clifford algebra framework is based on the central
concept of null solutions of a (discrete) Dirac operator, the so-called (discrete) mo-
nogenic functions. Like in the Euclidean setting where there is an intrinsic con-
nection between continuous Clifford analysis and complex analysis in the plane,
we wish to define the discrete Dirac operator in such a way that we can consider
the discrete monogenic functions as generalizations to higher dimension of the dis-
crete holomorphic functions in the complex plane. However, as there are several
existing notions of discrete holomorphy, we have to determine the fundamental
properties which this discrete Dirac operator should satisfy. This was explained
in [1, 2]. Based on this framework we introduced – in cooperation with Prof. Dr.
Uwe Ka¨hler [3] – a discrete vector variable operator and Euler operator, establish-
ing in this way a discrete operator calculus. This chapter summarizes the set-up
of the discrete framework and explains our choice of discrete Dirac operator. It
furthermore shows how the operator calculus over the discrete Clifford algebra is
constructed.
In Section 2.1, we consider the discrete complex plane and the traditional defini-
tions of discrete holomorphic functions. We will discuss their properties, in par-
ticular with respect to the factorization of the discrete Laplace operator. In Section
2.2, we will introduce two definitions of discrete monogenicity, one being a direct
generalization of the notion of ‘Isaacs-holomorphy’ and the other one extending
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the notion of ‘Ferrand-holomorphy’. These approaches however will lack the main
property we wish to retain and will thus be discarded. In Section 2.3, we introduce
our discrete Dirac operator by considering an extension of the Clifford algebra,
starting from a splitting of the basis elements combined with three assumptions
on their (anti-)commutator relations. For the sake of clarity, we briefly summarize
our discrete Clifford setting in Section 2.4. In Section 2.5 we complete the def-
inition of our operator calculus with the concepts of the discrete vector variable
operator and the discrete Euler operator. An important feature is that the action
of the vector variable on discrete functions is not just the right Clifford multipli-
cation with x, as in the continuous setting; we describe this action in Section 2.6.
The last main topic of this chapter concerns discrete integral formulae like the dis-
crete Stokes’ theorem and the discrete Cauchy’s integral formula, which are both
proven in Section 2.7. We end this chapter with the conclusion (Section 2.8) and
Section 2.9 containing some technical lemmas. Sections 2.1–2.4 are based on the
works [1, 2, 4]. Section 2.7 is based on the work of Brackx, De Schepper, Som-
men, Van de Voorde [5]. Sections 2.5 and 2.6 are joint work with Prof. Dr. Uwe
Ka¨hler [3].
2.1 The complex plane case: discrete holomorphic
functions
In Euclidean Clifford analysis, the Dirac operator factorizes the Laplace operator,
which is one of its most important properties since it implies that monogenic func-
tions are a refinement of harmonic functions. As mentioned before, in the concrete
model for discrete Clifford analysis we will ensure that this property is maintained.
To this end, we give the classical definition of the discrete Laplace operator (see
e.g. [6]), with respect to an arbitrary connected graph (in the weightless case).
Definition 2.1.1. Let g be a function defined on the vertices of a connected graph
and let v be such an arbitrary vertex. Then the action of the discrete Laplace
operator on g at v is defined by
∆∗g(v) =
∑
w∼v
(g(w)− g(v)) =
∑
w∼v
g(w)− (#Nv) g(v)
where the notation w ∼ v means that there is an edge in the graph under consid-
eration which links the vertex w to v, and whereNv stands for the neighbourhood
of v with respect to the graph, i.e. the set of all points w ∼ v.
Restricting ourselves to the simplest of graphs in Euclidean space, namely the
equidistant grid Zm, the discrete Laplacian explicitly reads
∆∗f(x) =
m∑
j=1
[f(x+ ej) + f(x− ej)]− 2mf(x) (2.1)
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This operator is usually called the star Laplacian: it involves the values of the
considered function f at the midpoints of the faces of the cube with side length
equal to 2, centred at x.
We now look at the study of holomorphic functions on the two-dimensional dis-
crete grid Z2, which has a history of over sixty years and many contributors. Our
main concern is a notion of holomorphic function which shows the desired fac-
torizing property. One of the pioneers of holomorphic functions in Z2, Rufus
Isaacs, considered two discrete counterparts for the Cauchy-Riemann equation in
one complex variable [7].
Definition 2.1.2. A complex valued function f defined on A ⊂ Z[i] (the Gaussian
integers) is called Isaacs-holomorphic (or ‘monodiffric of the first kind’) in A if
for all z such that z, z + 1, z + i ∈ A, it holds that
f(z + 1)− f(z)
1
=
f(z + i)− f(z)
i
or equivalently if it holds that
cr1[f ](z) := f(z + 1) + if(z + i)− (1 + i)f(z) = 0 (2.2)
where the condition is now expressed by means of a corresponding discrete Cauchy
-Riemann operator cr1.
These monodiffric functions of the first kind were studied by Isaacs and by Naka-
mura & Rosenfeld (see [7, 8]).
Splitting f into its real and imaginary parts: f = u+ iv, with u, v : Z[i]→ R, and
considering the forward differences
∆+1 g(z) = g(z + 1)− g(z), ∆+2 g(z) = g(z + i)− g(z)
we find that the above Cauchy-Riemann equation (2.2) can be rewritten as the
system {
∆+1 u = ∆
+
2 v
∆+1 v = −∆+2 u
which may be considered as a discrete analogue of the “continuous” Cauchy-
Riemann system {∂xu = ∂yv, ∂xv = −∂yu}.
However, since the complex conjugate operator cr1 is given by
cr1[f ](z) = f(z + 1)− if(z + i)− (1− i)f(z)
we see that
cr1 cr1[f ](z) = (f(z + 2)− f(z + 1))− (f(z + 1)− f(z))
+ (f(z + 2i)− f(z + i))− (f(z + i)− f(z))
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cannot be considered as a discrete Laplacian on Z[i], as could be expected, since
the symmetry of the graph was broken in the definition of cr1.
Monodiffric functions of the second kind, corresponding with a more symme-
tric Cauchy-Riemann equation, were investigated by Ferrand, and later by Duffin,
Kenyon and Benjamini & Lova´sz (see [9–12]) and are defined as follows.
Definition 2.1.3. A complex valued function f defined on A ⊂ Z[i] is called
Ferrand-holomorphic (or ‘monodiffric of the second kind’) in A if for all z ∈ A
such that also z + 1, z + i and z + 1 + i belong to A, it holds that
f(z + 1 + i)− f(z)
1 + i
=
f(z + i)− f(z + 1)
i− 1
or equivalently in terms of a corresponding Cauchy-Riemann operator, if
cr2[f ](z) := f(z + 1)− f(z − 1) + if(z + i)− if(z − i) = 0 (2.3)
This Cauchy-Riemann operator cr2 uses the complete neighbourhood of z in the
Z2 grid. Observe that cr2 does not correspond literally to the notion of Ferrand-
holomorphy, which uses a neighbourhood of z which consists of the points z + 1,
z + i and z + 1 + i. However, Ferrand introduced a Cauchy-Riemann operator
involving the points z + 1 + i, z − 1 + i, z − 1 − i and z + 1 − i, which may
easily be converted into cr2 by rotation and rescaling. If we furthermore introduce
the backward differences
∆−1 g(z) = g(z)− g(z − 1), ∆−2 g(z) = g(z)− g(z − i)
and the total differences
∆1 =
1
2
(
∆+1 + ∆
−
1
)
, ∆2 =
1
2
(
∆+2 + ∆
−
2
)
the Cauchy-Riemann equation (2.3) leads to the system{
∆1u = ∆2v
∆1v = −∆2u
which again takes an analogous form as the “continuous” Cauchy-Riemann sys-
tem. For this Cauchy-Riemann operator, one gets
cr2 cr2[f ](z) = f(z + 2) + f(z − 2) + f(z + 2i) + f(z − 2i)− 4f(z)
as factorization of a discrete Laplacian. One could use this factorization, i.e. con-
sider a discrete Laplacian on a kind of enlarged neighbourhood of z, see [13], and
accept the phenomenon of enlarging neighbourhoods as a typical and seemingly
unavoidable drawback of composing discrete operators. In higher dimensions, the
first attempts to define a discrete Dirac operator show some of the same prob-
lems we face in the two-dimensional case, for example the enlarging neighbour-
hoods. However, we will later consider a discrete setting that in fact avoids this
phenomenon by means of an appropriate Clifford algebra.
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2.2 A discrete Dirac operator: first attempts
We wish to extend the ideas described above to a higher dimensional context. To
this end, let R0,m be endowed with a non-degenerate quadratic form of signature
(0,m), let (e1, . . . , em) be an orthonormal basis for R0,m and let R0,m be the
real Clifford algebra constructed over R0,m, see e.g. [14]. The non-commutative
multiplication in R0,m is governed by
ejek + ekej = −2δjk, j, k = 1, . . . ,m.
As announced above, we will consider the graph corresponding to the equidistant
grid Zm; thus a Clifford vector x will now only show integer co-ordinates. On
this grid, we discretize the partial derivatives ∂∂xj by introducing the traditional
one-sided forward and backward differences, respectively given by
∆+j [f ](x) = f(x+ ej)− f(x)
∆−j [f ](x) = f(x)− f(x− ej), j = 1, . . . ,m
as well as the two-sided total differences given by (j = 1, . . . ,m)
∆j [f ](x) =
1
2
(
∆+j + ∆
−
j
)
[f ](x) =
1
2
(f(x+ ej)− f(x− ej))
The star Laplacian
∆∗[f ](x) =
m∑
j=1
[f(x+ ej) + f(x− ej)]− 2mf(x)
may then be rewritten as
∆∗[f ](x) =
m∑
j=1
∆+j ∆
−
j [f ](x) =
m∑
j=1
∆−j ∆
+
j [f ](x) (2.4)
Combining the two-sided total differences with the orthonormal basis vectors of
the Clifford algebra, we arrive at a first possible definition of a discrete Dirac
operator.
Definition 2.2.1. The discrete Dirac operator ∂ is the first order, Clifford vector
valued difference operator given by
∂ =
m∑
j=1
ej∆j (2.5)
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Although respecting the symmetry of the graph, this discrete Dirac operator does
not provide us with a true factorization of the star Laplacian. Instead, as could
be expected from its similarity with the Cauchy-Riemann operator (2.3) in the
complex plane, the product with its Clifford conjugate is given by
∂∂¯ = −∂2 = 1
4
m∑
j=1
[(f(x+ 2ej) + f(x− 2ej))− 2f(x)]
which, although taking the form of a star Laplacian (up to a factor), clearly shows
the phenomenon of the enlarging neighbourhoods; we will denote the obtained
result as 4 ∂2 = −∆2, the subindex 2 referring to the rescaling of the neighbour-
hood.
Remark 2.2.1. One can work with this Dirac operator (see e.g. [15]) by using
half–integers Z + 12 = {n + 12 | n ∈ Z}. Apart from the standard grid Zm, one
also has to consider the grids(
Z +
1
2
)
× Z× . . .× Z, . . . , Z× . . .× Z×
(
Z +
1
2
)
corresponding to the lines in the graph, the grids(
Z +
1
2
)2
× Zm−2, . . . , Zm−2 ×
(
Z +
1
2
)2
corresponding to the planes in the graph, . . . , up to the grid
(
Z + 12
)m
corre-
sponding to the hypervolume. The Dirac operator on the graph is then defined as
∂ =
∑
j ej ∆j with
∆jf(x) = f
(
x+
1
2
ej
)
− f
(
x− 1
2
ej
)
This leads to a discrete theory in which 2m grids are being used. In Section 2.3
we will demonstrate how the splitting ej = e+j + e
−
j enables us to work on one
and the same grid Zm without having to consider the full graph, which would
require 2m grids. However, because of the splitting, the dimension of the Clifford
algebra is also multiplied with 2m so for what concerns the factorization of the
Laplacian, the Clifford algebra takes over the role of the graph but the factor 2m
seems unavoidable.
Inspired by the alternative form (2.4) of the star Laplacian, we will now take into
account the forward and the backward differences separately, by means of a for-
ward discrete Dirac operator ∂+, given by
∂+ =
m∑
j=1
ej∆
+
j
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and a backward discrete Dirac operator ∂−, given by
∂− =
m∑
j=1
ej∆
−
j
see also [16]. This leads to a refinement of the original discrete Dirac operator in
the sense that 2∂ = ∂+ + ∂−. Some direct computations yield
∂+∂− + ∂−∂+ = −2∆ (2.6)
while (
∂+
)2
= −
m∑
j=1
[f(x+ 2ej)− 2f(x+ ej) + f(x)]
(
∂−
)2
= −
m∑
j=1
[f(x)− 2f(x− ej) + f(x− 2ej)]
implying that (∂+)2 + (∂−)2 = −∆2 + 2∆, in accordance with the earlier result
that 4 ∂2 = −∆2. Although being a nice result, we do not consider (2.6) a true
factorization of the star Laplacian. As we aim at developing a discrete function
theory in which the notion of discrete monogenicity implies discrete harmonicity,
we will abandon these attempts and turn to a completely different approach in the
next section.
2.3 Discrete Dirac operator
The philosophy behind this alternative approach is the following. When passing
from the continuous to the discrete setting, partial derivatives have been replaced
by partial differences, i.e. differences according to the directions of the cartesian
axes. Clearly, there is a choice involved, since each axis carries two senses, leading
to the forward and the backward differences. When passing to the Dirac operator,
in the continuous case, each partial derivative is combined with its corresponding
basis vector ej , j = 1, . . . ,m, while in the discrete case, this symmetry is broken
and can only be maintained by introducing so-called forward and backward basis
vectors, carrying the chosen sense of the partial differences involved.
To this end, we need to embed the Clifford algebra R0,m into a bigger one, the un-
derlying vector space of which has double dimension. In the most general setting,
this will be C2m. So now, let us postulate the existence of 2m vectors e+j and e
−
j ,
j = 1, . . . ,m, satisfying the following anti-commutator relations:
e+j e
+
k + e
+
k e
+
j = −2 g+jk
e−j e
−
k + e
−
k e
−
j = −2 g−jk
e+j e
−
k + e
−
k e
+
j = −2Mjk
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where the symmetric tensors (g+jk), (g
−
jk) and the general tensor (Mjk) determine
the corresponding metric, see also [1]. We will make three assumptions on this
metric, which will significantly reduce the degrees of freedom in the choice of the
metric scalars.
Assumption 1. The forward and the backward basis vector in each particular
cartesian direction add up to the traditional basis vector in that direction, i.e.
e+j + e
−
j = ej , j = 1, . . . ,m
Assumption 2. There are no preferential cartesian directions, or, in other words,
all cartesian directions play the same role in the metric. This assumption will be
referred to as the principle of dimensional equivalence and may be seen as a kind
of rotational invariance.
Assumption 3. The positive and negative orientations of any cartesian direction
play an equivalent role. This assumption may be interpreted as a kind of reflection
invariance.
When taking into account Assumptions 1–3, the forward and backward basis vec-
tors e+j and e
−
j , j = 1, . . . ,m, will submit to the following multiplication rules:
e+j e
+
k + e
+
k e
+
j = e
−
j e
−
k + e
−
k e
−
j = −2 g, j 6= k
e+j e
−
k + e
−
k e
+
j = 2 g, j 6= k
e+j e
−
j + e
−
j e
+
j = 2λ− 1, j = 1, . . . ,m(
e+j
)2
=
(
e−j
)2
= −λ, j = 1, . . . ,m
with g and λ constants which are still to be determined. Combining these forward
and backward basis vectors with the corresponding differences allows us to define
our discrete Dirac operator.
Definition 2.3.1. The discrete Dirac operator ∂ is the first order, Clifford vector
valued finite difference operator given by
∂ =
m∑
j=1
e+j ∆
+
j + e
−
j ∆
−
j (2.7)
Using the above multiplication rules, we directly obtain that
∂2 = −λ
m∑
j=1
(
∆+j ∆
+
j + ∆
−
j ∆
−
j
)
+ (2λ− 1)
m∑
j=1
∆+j ∆
−
j
+ g
∑
j 6=k
(
2 ∆+j ∆
−
k −∆−j ∆−k −∆+j ∆+k
)
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Because of the first part of this expression it directly follows that, if we want the
support of ∂2 to remain in the cube with side length 2, centered at x, we have to
impose the isotropy of the forward and backward basis vectors, i.e. we have to put
λ =
(
e+j
)2
=
(
e−j
)2
= 0
as in [1], whence in our case it automatically follows that
{e+j , e−j } := e+j e−j + e−j e+j = −1, j = 1, . . . ,m
where we have introduced the notation {·, ·} for the anti-commutator.
From now on, we will consider the special case g = 0. In fact there is a well-known
model for these particular forward and backward vectors, namely the so-called
Witt basis, see also [17]. Although this setting was already mentioned in [18], to
the authors’ knowledge, no discrete function theory has yet been developed for
this operator. We consider not only g = 0 but also we have also opted to put the
anticommutator of e+j and e
−
j equal to +1, which implies e
2
j = +1 in contrast
to the usual Clifford setting where e2j = −1. The Clifford algebra thus has order
(m, 0). We refer to this setting as the discrete Hermitian setting. The defining
relations for the forward and backward basis vectors are then reduced to
{e+j , e+k } = {e−j , e−k } = {e+j , e−k } = 0, j 6= k
{e+j , e−j } = 1, j = 1, . . . ,m(
e+j
)2
=
(
e−j
)2
= 0, j = 1, . . . ,m
Clearly, we are left with a pure factorization of the (star) Laplace operator, i.e.
∂2 = ∆∗ (2.8)
where the support of the involved operators not only remains in the cube with side
length 2, centred at x, but respects the Zm graph as well, in the sense that all
involved grid points are direct neighbours of x.
We may now finally introduce the concept of discrete monogenicity.
Definition 2.3.2. A Clifford algebra valued function f defined on the bounded set
B ⊂ Zm is called discrete monogenic in the interior of B if for all x ∈ B such
that also Nx ⊂ B it holds that
∂[f ](x) = 0
Defined in this way, discrete monogenicity clearly constitutes a proper generali-
zation to higher dimension of discrete holomorphy in the Isaacs or the Ferrand
sense, described above. Moreover, it may clearly be interpreted as a refinement
of discrete harmonicity. Some results of the related function theory, e.g. Cauchy’s
theorem and a Cauchy-Pompeiu formula, are given in Section 2.7 and based on [5].
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2.4 The discrete Hermitian model: conclusion
In the discrete setting, we restrict ourselves to the m-dimensional standard grid
Zmh with mesh width h > 0 and orthogonal basis ej , j = 1, . . . ,m:
Zmh = {(`1h, . . . , `mh) : `1, . . . , `m ∈ Z}
The forward and backward differences ∆±j are traditionally given by
∆+j u =
u (·+ h ej)− u (·)
h
∆−j u =
u (·)− u (· − h ej)
h
which, in the standard case considered here, will be applied with h = 1.
As we already mentioned there are a lot of different ways to construct discrete
Dirac operators, see [1, 19–21]. For our purpose we will use the so-called discrete
Hermitian setting to construct a Dirac operator factorizing the star Laplacian. To
this end we split each basis element ej into two basis elements e+j and e
−
j , cf. [1]
and we consider the free algebra over {e+j , e−j }, satifying the following relations:
e−j e
−
k + e
−
k e
−
j = 0
e+j e
+
k + e
+
k e
+
j = 0
e+j e
−
k + e
−
k e
+
j = δjk
With this basis we construct a discrete Dirac operator as
∂ =
m∑
j=1
e+j ∆
+
j + e
−
j ∆
−
j
for which it is directly seen that ∂2 = ∆∗, with ∆∗ the star Laplacian.
Let e±j ∧ e±k = e±j e±k − e±k e±j denote the wedge product of the basis vectors e±j
and e±k . The basis elements {e+j , e−j } for j = 1, . . . ,m form the basis of the space
of 1-vectors; elements of the form e±j ∧ e±k , j, k = 1, . . . ,m, form the basis of the
space of 2-vectors, . . . , elements of the form e±1 ∧ e±2 ∧ . . . ∧ e±m form the basis
for the m-vectors. So for example, the 2-vectors are spanned by
e+j ∧ e−j = e+j e−j − e−j e+j
e+j ∧ e+k = 2 e+j e+k (j 6= k)
e+j ∧ e−k = 2 e+j e−k (j 6= k)
e−j ∧ e−k = 2 e−j e−k (j 6= k)
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Note in particular that e+j e
−
j consists of a scalar and bivector part:
e+j e
−
j =
1
2
+
1
2
e+j ∧ e−j
e−j e
+
j =
1
2
− 1
2
e+j ∧ e−j
2.5 Operator calculus in discrete Clifford algebras
In Euclidean Clifford analysis, so-called raising and lowering operators are defined
naturally in polynomial operator calculus in terms of polynomial differentiation
and multiplication with a vector variable x. The terminology “raising” and “low-
ering” indicates that their action on a polynomial of degree k in the vector variable
x results in a polynomial of higher and lower degree, respectively. The interaction
between both type of operators is governed by the “Weyl relations”, which for the
classical partial derivatives take the form
∂xj (xj f(x))− xj ∂xjf(x) = f(x)
Afterwards, the function theory is developed further based on a duality argument
between the algebras of both types of operators, the so-called Fischer duality.
In our discrete Clifford analysis setting, the finite difference operators ∆±j , j =
1, . . . ,m and in particular the discrete Dirac operator ∂ can be presented as low-
ering operators since they transform a discrete polynomial of degree k into one of
degree k − 1. We now introduce corresponding raising operators by postulating
a specific form, making optimal use of the new basis elements e±j . This raising
operator ξ, called the vector variable operator corresponding to the Dirac operator
(2.7), acts on all discrete functions and is given by
ξ =
m∑
j=1
(
e+j X
−
j + e
−
j X
+
j
)
where the scalar raising operatorsX±j , acting on the j-th coordinate, are still unde-
fined at this point. To define the action of the operators X±j on discrete functions,
we will first consider their action on polynomials and use these results later on to
determine their action on a general discrete function.
While the finite differences ∆+j and ∆
−
j mutually commute and while they also
commute with X±k (j 6= k) since they act on different co-ordinates, the same will
no longer be true for their interaction with X+j and X
−
j . Drawing inspiration from
the Euclidean setting, we propose to govern this interaction by means of some sort
of Weyl relations. However, the algebraic structures on both sides are different:
the forward and backward finite differences ∆±j commute with each other, but
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the corresponding vector variables X±j do not mutually commute. This implies
that the normal approach, which relies on duality arguments between difference
operators and vector variables, will not be possible.
To overcome this obstacle, we propose a modified approach. Instead of the stan-
dard Weyl-relations, we introduce a new type of “skew” Weyl relations, or S-Weyl
relations for short:
∆+j X
+
j −X−j ∆−j = 1 (2.9)
∆−j X
−
j −X+j ∆+j = 1 (2.10)
Here, the underlying idea is that if we would use the standard Weyl relations,
we would be treating the forward and backward difference operators and their
corresponding vector variable operators as completely independent and, in this
way, we would have to deal with the same (rather difficult) problems which appear
in the case of several Dirac operators. But this is by no means necessary, i.e. in the
resulting discrete function theory there is no real independence. So by modifying
the Weyl-relations into the S-Weyl relations, we allow for this dependence.
Before we determine the action of the operators X±j on polynomials, we first con-
struct an appropriate discrete Euler operator E. Therefore, we postulate the same
intertwining relation
∂ ξ + ξ ∂ = 2E +m (2.11)
which holds for the Dirac operator ∂x and the vector variable x in the continuous
case. When calculating the anti-commutator ∂ ξ + ξ ∂, we only have to consider
the part where the indices in ∂ and ξ are the same since ∆±j commutes with X
±
k
and e+j anti-commutes with e
−
k (j 6= k). Furthermore, because of the isotropy of
the basis elements e+j and e
−
j , all terms with either
(
e+j
)2
or
(
e−j
)2
will vanish.
Hence, we get
∂ ξ + ξ ∂ =
m∑
j=1
(
e+j e
−
j ∆
+
j X
+
j + e
−
j e
+
j ∆
−
j X
−
j + e
+
j e
−
j X
−
j ∆
−
j + e
−
j e
+
j X
+
j ∆
+
j
)
Invoking the S-Weyl relations (2.9)–(2.10), we now obtain
∂ ξ + ξ ∂ =
m∑
j=1
[
e+j e
−
j (1 + 2X
−
j ∆
−
j ) + e
−
j e
+
j (1 + 2X
+
j ∆
+
j )
]
=
m∑
j=1
(
e+j e
−
j + e
−
j e
+
j
)
+ 2
m∑
j=1
(
e+j e
−
j X
−
j ∆
−
j + e
−
j e
+
j X
+
j ∆
+
j
)
= m+ 2
m∑
j=1
(
e+j e
−
j X
−
j ∆
−
j + e
−
j e
+
j X
+
j ∆
+
j
)
which suggests to define the Euler operator as follows.
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Definition 2.5.1. The discrete Euler operator is given by
E =
m∑
j=1
(
e+j e
−
j X
−
j ∆
−
j + e
−
j e
+
j X
+
j ∆
+
j
)
(2.12)
Although, unlike the classical case, the Euler operator is no longer a scalar opera-
tor, it will reduce to a scalar one in the case of spinor valued functions. With this
definition, the discrete Euler operator is well defined in the sense that it will also
satisfy the other classical identities for the commutators [∂,E] and [E, ξ], i.e. the
Euler operator E still satisfies the intertwining relations with the Dirac operator ∂
and the vector variable operator ξ, as stated in the next lemma.
Lemma 2.5.1. The Euler operator satisfies the classical intertwining relations
with the Dirac operator ∂ and the vector variable operator ξ
∂ E = E ∂ + ∂ (2.13)
E ξ = ξ E + ξ (2.14)
Proof. When determining ∂ E−E ∂ for (2.13), one can, similarly as above, only
consider the terms where k = j, which yields
∂ E − E ∂ =
m∑
j=1
[(
e+j ∆
+
j
) (
e+j e
−
j X
−
j ∆
−
j
)
+
(
e+j ∆
+
j
) (
e−j e
+
j X
+
j ∆
+
j
)
+
(
e−j ∆
−
j
) (
e+j e
−
j X
−
j ∆
−
j
)
+
(
e−j ∆
−
j
) (
e−j e
+
j X
+
j ∆
+
j
)]
−
m∑
j=1
[
(e+j e
−
j X
−
j ∆
−
j )(e
+
j ∆
+
j ) + (e
−
j e
+
j X
+
j ∆
+
j )(e
+
j ∆
+
j )
+ (e+j e
−
j X
−
j ∆
−
j )(e
−
j ∆
−
j ) + (e
−
j e
+
j X
+
j ∆
+
j )(e
−
j ∆
−
j )
]
Again invoking
(
e+j
)2
=
(
e−j
)2
= 0 and also
e+j
(
e−j e
+
j
)
= e+j
(
1− e+j e−j
)
= e+j
e−j
(
e+j e
−
j
)
= e−j
(
1− e−j e+j
)
= e−j
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we obtain
∂ E − E ∂ =
m∑
j=1
(
e+j ∆
+
j X
+
j ∆
+
j + e
−
j ∆
−
j X
−
j ∆
−
j
)
−
m∑
j=1
(
e+j X
−
j ∆
−
j ∆
+
j + e
−
j X
+
j ∆
+
j ∆
−
j
)
=
m∑
j=1
(
e+j
(
X−j ∆
−
j + 1
)
∆+j + e
−
j
(
X+j ∆
+
j + 1
)
∆−j
)
−
m∑
j=1
(
e+j X
−
j ∆
−
j ∆
+
j + e
−
j X
+
j ∆
+
j ∆
−
j
)
=
m∑
j=1
(
e+j ∆
+
j + e
−
j ∆
−
j
)
= ∂
In a similar way, one can check that the intertwining relation (2.14) holds in the
discrete setting.
The Gamma operator, in the continuous case defined by means of the third com-
mutator [ξ, ∂] = 2 Γ−m, see [22], is in the present framework defined as follows.
Definition 2.5.2. The discrete Gamma operator Γ is given by
Γ =
ξ ∂ − ∂ ξ +m
2
or on the level of co-ordinate operators, it translates to
Γ =
∑
j<k
[
e+j e
−
k
(
X−k ∆
−
j −X−j ∆−k
)
+ e−j e
+
k
(
X+k ∆
+
j −X+j ∆+k
)]
With this definition, one has that, as in the continuous case, [E,Γ] = 0. Indeed,
since
ξ ∂ =
ξ ∂ + ∂ ξ −m
2
+
ξ ∂ − ∂ ξ +m
2
= E + Γ
it suffices to determine [E, ξ ∂]. Since
ξ ∂E = ξ (E∂ + ∂) = E ξ∂ − ξ∂ + ξ∂ = E ξ∂
the desired relation follows.
The above relations now allow us to define discrete homogeneity of a polynomial
by means of the Euler operator.
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Definition 2.5.3. A discrete polynomial P is called discrete homogeneous of de-
gree k if and only if it is an eigenfunction of the discrete Euler operator with
eigenvalue k:
E P = k P
Remark 2.5.1. Note that a ‘discrete homogeneous polynomial is not homogeneous
in the continuous meaning, since for a general discrete homogeneous polynomial
V the property V (txj) = tk V (xj) does not necessarily hold (see for example
the discrete homogeneous polynomials ξ2j [1](xj) and ξ
3
j [1](xj) in Example 2.6.3).
From now on, when discussing a homogeneous function, it will always be a ‘dis-
crete homogeneous function’, unless explicitly stated otherwise.
2.6 Discrete homogeneous polynomials
The intertwining relation (2.14) implies that the vector variable operator ξ applied
to a discrete homogeneous polynomial of degree k will result in a discrete homo-
geneous polynomial of degree k + 1, and may thus be seen as a raising operator.
Moreover, the S-Weyl relations (2.9)–(2.10) will now enable us to construct dis-
crete homogeneous polynomials recursively. Indeed, we have
∆+j X
+
j [Pk]−X−j ∆−j [Pk] = Pk
∆−j X
−
j [Pk]−X+j ∆+j [Pk] = Pk
showing that, if Pk is given, via a simple polynomial ansatz one can determine
X±j [Pk] and thus also ξ[Pk] from Pk.
As a first step towards this desired construction of discrete homogeneous polyno-
mials, we calculate the action of the operators X±j on the classical homogeneous
powers xkj , which will deliver a polynomial in xj of degree k + 1.
Example 2.6.1. As a first basic example we determine X±j [1], which fulfill the
equations
∆+j X
+
j [1] = 1 +X
−
j ∆
−
j [1] = 1
∆−j X
−
j [1] = 1 +X
+
j ∆
+
j [1] = 1
since ∆±j [1] = 0. Denoting the polynomials X
±
j [1] of degree 1 temporarily as
X±j [1] = a
± xj + b±, the previous system translates into
1 = ∆+j
(
a+ xj + b
+
)
= a+ ((xj + 1)− xj) = a+
1 = ∆−j
(
a− xj + b−
)
= a− (xj − (xj − 1)) = a−
Note that by determining the action of the raising operators X±j on x
k
j by means
of the S-Weyl relations (2.9)–(2.10), the resulting constant term will always remain
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undetermined. At this point, we will always make the choice of fixing the constant
term to be zero, which completely determines the operator. For this example it
implies that X±j [1] = xj .
For a general k, we have
∆+j
[
X+j
[
xkj
]]
= xkj +X
−
j ∆
−
j
[
xkj
]
(2.15)
∆−j
[
X−j
[
xkj
]]
= xkj +X
+
j ∆
+
j
[
xkj
]
(2.16)
We now denote the `-th coefficient in the expansion of X−j [x
k
j ] by c
k
` and the
`-th coefficient in the expansion of X+j [x
k
j ] by d
k
` , ` = 0, . . . , k + 1, with both
ck0 = d
k
0 = 0:
X+j
[
xkj
]
= dkk+1x
k+1
j + d
k
kx
k
j + . . .+ d
k
1xj
X−j
[
xkj
]
= ckk+1x
k+1
j + c
k
kx
k
j + . . .+ c
k
1xj
The equations (2.15)–(2.16) then are equivalent to the system
k+1∑
s=1
dks
(
s−1∑
t=0
(
s
t
)
xtj
)
= xkj −
k−1∑
s=0
(−1)k−s
(
k
s
)
X−j
[
xsj
]
k+1∑
s=1
cks
(
−
s−1∑
t=0
(−1)s−t
(
s
t
)
xtj
)
= xkj +
k−1∑
s=0
(
k
s
)
X+j
[
xsj
]
or thus
k+1∑
s=1
s−1∑
t=0
(
s
t
)
dks x
t
j = x
k
j −
k−1∑
s=0
s+1∑
p=1
(−1)k−s
(
k
s
)
csp x
p
j
k+1∑
s=1
s−1∑
t=0
(−1)s−t
(
s
t
)
cks x
t
j = −xkj −
k−1∑
s=0
s+1∑
p=1
(
k
s
)
dsp x
p
j
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Hence we are lead to the following linear system for the polynomial coefficients
cks (s = 1, . . . , k + 1) of X
−
j
[
xkj
]
:
(
k+1
1
)
0 0 . . . 0
−(k+12 ) (k1) 0 . . . 0(
k+1
3
) −(k2) (k−11 ) 0
...
...
...
. . .
...
(−1)k(k+1k+1) (−1)k−1(kk) (−1)k(k−1k−1) . . . (11)


ckk+1
ckk
ckk−1
...
ck1

=

dk−1k 0 0 . . . 0
dk−1k−1 d
k−2
k−1 0 . . . 0
...
...
...
. . .
...
dk−11 d
k−2
1 . . . d
1
1 0
0 0 . . . 0 0


(
k
1
)(
k
2
)
...(
k
k
)
0

+

1
0
...
0
0

while a similar system holds for the coefficients dks (s = 1, . . . , k + 1) of the
polynomials X+j
[
xkj
]
:
(
k+1
1
)
0 0 . . . 0(
k+1
2
) (
k
1
)
0 . . . 0(
k+1
3
) (
k
2
) (
k−1
1
)
0
...
...
...
. . .
...(
k+1
k+1
) (
k
k
) (
k−1
k−1
)
. . .
(
1
1
)


dkk+1
dkk
dkk−1
...
dk1

=

ck−1k 0 0 . . . 0
ck−1k−1 c
k−2
k−1 0 . . . 0
...
...
...
. . .
...
ck−11 c
k−2
1 . . . c
1
1 0
0 0 . . . 0 0


(
k
1
)
−(k2)
...
(−1)k(kk)
0

+

1
0
...
0
0

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Example 2.6.2. The way this system operates is demonstrated by determining
X−j [xj ] = c
1
2 x
2
j + c
1
1 xj:( (
2
1
)
0
−(22) (11)
)(
c12
c11
)
=
 d01 0
0 0
( (11)
0
)
+
(
1
0
)
⇔
(
2 c12
−c12 + c11
)
=
 2
0

from which we get that c11 = 1 and c
1
2 = 1.
From these systems the following results are obtained for low degrees:
X+j [1] = xj X
−
j [1] = xj
X+j [xj ] = x
2
j − xj X−j [xj ] = x2j + xj
X+j
[
x2j
]
= x3j − x2j X−j
[
x2j
]
= x3j + x
2
j
While, as expected, the action of our vector variable operator is not as simple as
in the standard Weyl case where we would have a Rodrigues’ formula for X+j and
X−j independently, our polynomials are still of the form
X±j [x
k
j ] = x
k+1
j + lower order terms
In particular, the coefficients of the first 11 polynomials are given in the matrices
M± below, where the i-th column contains the coefficients of X±j [x
11−i
j ], while
the i-th row provides the respective coefficients of x12−ij , the last row indeed cor-
responding to xj since the constant term always is zero. For the action of X+j this
yields
M+ =

1 0 0 0 0 0 0 0 0 0 0
−5 1 0 0 0 0 0 0 0 0 0
0 −5 1 0 0 0 0 0 0 0 0
30 0 −4 1 0 0 0 0 0 0 0
0 30 0 −4 1 0 0 0 0 0 0
−126 0 14 0 −3 1 0 0 0 0 0
0 −126 0 14 0 −3 1 0 0 0 0
255 0 −28 0 5 0 −2 1 0 0 0
0 255 0 −28 0 5 0 −2 1 0 0
−155 0 17 0 −3 0 1 0 −1 1 0
0 −155 0 17 0 −3 0 1 0 −1 1

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while for the action of X−j we have
M− =

1 0 0 0 0 0 0 0 0 0 0
5 1 0 0 0 0 0 0 0 0 0
0 5 1 0 0 0 0 0 0 0 0
−30 0 4 1 0 0 0 0 0 0 0
0 −30 0 4 1 0 0 0 0 0 0
126 0 −14 0 3 1 0 0 0 0 0
0 126 0 −14 0 3 1 0 0 0 0
−255 0 28 0 −5 0 2 1 0 0 0
0 −255 0 28 0 −5 0 2 1 0 0
155 0 −17 0 3 0 −1 0 1 1 0
0 155 0 −17 0 3 0 −1 0 1 1

These lists of coefficients now allow for two direct observations. First, as could be
expected, the coefficients of X+j and those of X
−
j only differ in a change of signs
of all but the leading terms, and secondly, the transition from an even to an odd
degree polynomial just consists in a shift forward of the coefficients. However,
there is more.
In the structure of the above matrix entries one may recognize the Euler polynomi-
als of even degree. Indeed, these polynomials (see e.g. [23, §23.1, p. 804–806]),
which we will denote by En(x), show the following property:
En(x)− (−1)n+1En(−x) = 2xn (2.17)
which, for n even, exactly corresponds to the observed similarity between the
columns of M+ and M−. This observation is then formulated in the following
theorem.
Theorem 2.6.1. The polynomials X±j
[
xkj
]
, resulting from the action of X±j on
the classical homogeneous powers xkj , k ∈ N, may be written in terms of the Euler
polynomials of even degree. More precisely, for k odd, one has
X+j
[
xkj
]
= Ek+1(xj) (2.18)
X−j
[
xkj
]
= Ek+1(−xj) (2.19)
while for k even, one has
X+j
[
xkj
]
= xj Ek(xj) (2.20)
X−j
[
xkj
]
= xj Ek(−xj) (2.21)
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Proof. The proof is deferred to Section 2.9.
Remark 2.6.1. When working on a grid with a general mesh width h > 0, see
Chapter 11, a similar form for the polynomials X±j
[
xkj
]
holds, where now also
the mesh width h appears in the explicit form:
Xh,±j (x
k
j ) = h
k xj Ek
(
± xjh
)
, k even
Xh,±j (x
k
j ) = h
k+1Ek+1
(
± xjh
)
, k odd
Remark 2.6.2. The Euler polynomials En(x) (see e.g. [23, §23.1]) are defined by
the generating function
2 ext
et + 1
≡
∞∑
n=0
En(x)
tn
n!
The first few Euler polynomials are
E0(x) = 1 E3(x) = x
3 − 3
2
x2 +
1
4
E1(x) = x− 1
2
E4(x) = x
4 − 2x3 + x
E2(x) = x
2 − x E5(x) = x5 − 5
2
x4 +
5
2
x2 − 1
2
The Euler polynomials satisfy the identity
En(x+ 1) + En(x) = 2x
n
Furthermore, as will be proven in Corollary 2.9.1 of Section 2.9, the action of the
scalar operators X±j on the discrete homogeneous polynomials ξ
k
j [1] is given by
X±j
[
ξ2`−1j [1]
]
= (xj ∓ `) ξ2`−1j [1]
X±j
[
ξ2`j [1]
]
= (xj ∓ `) ξ2`j [1]
where ξj = X+j e
−
j +X
−
j e
+
j .
2.6.1 Co-ordinate differences and vector variables
From now on, we directly work on the co-ordinate level and thus split the vector
variable operator in co-ordinate vector variables
ξj = X
+
j e
−
j +X
−
j e
+
j
according to the m dimensions. Similarly, we also consider the co-ordinate diffe-
rence operators
∂j = e
+
j ∆
+
j + e
−
j ∆
−
j
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In this way, we have in fact decomposed the discrete Dirac operator, the vector
variable operator and the Euler operator respectively as
∂ =
m∑
j=1
∂j
ξ =
m∑
j=1
ξj
E =
m∑
j=1
ξj ∂j
Remark 2.6.3. This splitting has two advantages:
(i) When working with the co-ordinate difference operators, the formal resem-
blance to the continuous setting becomes more apparent. For example,
∂j ξ
k
j [1] = k ξ
k−1
j [1], in analogy to ∂xj x
k
j = k x
k−1
j , see Lemma 2.6.1.
(ii) One obtains a duality between the algebra generated by the co-ordinate fi-
nite difference operators and the algebra generated by the co-ordinate vec-
tor variables. This duality does not work for the algebra spanned by theX±j
and the algebra spanned by the ∆±k , since the finite difference operators ∆
±
k
mutually commute and the operators X±j do not.
The co-ordinate difference operators and vector variables inherit their interaction
relations directly from the skew Weyl relations (2.9)–(2.10) for X±j and ∆
±
j :
∂j ξj − ξj ∂j = 1 (2.22)
∂k ξj + ξj ∂k = 0 (k 6= j)
Note that the co-ordinate difference operators ∂j anti-commute with respect to
each other, as do the vector variables ξj with different indices, the duality between
their respective algebras thus being apparent. Moreover, from the intertwining
relation E ξ = ξ (E + 1), it immediately follows that
E ξj = ξj (E + 1)
Natural powers of ξj acting on the ground state 1, i.e. ξkj [1], are thus the basic
discrete homogeneous polynomials of degree k in one variable xj , similar to the
basic homogeneous polynomials xkj in the continuous setting:
E ξkj [1] = k ξ
k
j [1]
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Example 2.6.3. With the coefficients of X±j [xkj ], (0 6 k 6 10), given in the
matrices M±, we can determine some examples of ξkj [1], for low degree of k:
ξj [1] = X
+
j [1] e
−
j +X
−
j [1] e
+
j = xj
(
e−j + e
+
j
)
ξ2j [1] = ξj
[
xj
(
e−j + e
+
j
)]
= X+j [xj ] e
−
j
(
e−j + e
+
j
)
+X−j [xj ] e
+
j
(
e−j + e
+
j
)
=
(
x2j − xj
)
e−j e
+
j +
(
x2j + xj
)
e+j e
−
j = x
2
j + xj
(
e+j e
−
j − e−j e+j
)︸ ︷︷ ︸
e+j ∧ e−j
Furthermore, for k = 3 we get
ξ3j [1] = ξj
[
x2j + xj
(
e+j e
−
j − e−j e+j
)]
= e−j X
+
j
[
x2j + xj
(
e+j e
−
j − e−j e+j
)]
+ e+j X
−
j
[
x2j + xj
(
e+j e
−
j − e−j e+j
)]
= X+j [x
2
j ] e
−
j +X
+
j [xj ] e
−
j e
+
j e
−
j +X
−
j [x
2
j ] e
+
j −X−j [xj ] e+j e−j e+j
=
(
x3j − x2j
)
e−j +
(
x2j − xj
)
e−j +
(
x3j + x
2
j
)
e+j −
(
x2j + xj
)
e+j
=
(
x3j − xj
) (
e−j + e
+
j
)
In Chapter 3, we will obtain an explicit form for all ξkj [1], k ∈ N.
The following auxiliary lemmas show how working on the co-ordinate level faci-
litates calculations in the discrete setting, since the action of the co-ordinate finite
differences ∂j on the co-ordinate vector variables ξj mirrors the behavior of the
partial derivatives ∂xj acting on classical homogeneous powers xj in the classical
case.
Lemma 2.6.1. For all n ∈ N and j = 1, . . . ,m, we have
∂j
(
ξnj [1]
)
= n ξn−1j [1]
Moreover,
∂nj ξ
n
j [1] = n!
Proof. Observe that the relation (2.22) yields
∂j ξ
n
j [1] =
(
1 + ξj ∂j
)
ξn−1j [1] =
(
ξn−1j + ξj ∂j (ξj)
n−1
)
[1]
The desired result then follows from a recursive application of this formula.
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Lemma 2.6.2. For two multi-indices α = (α1, . . . , αm) and β = (β1, . . . , βm)
with |α| = ∣∣β∣∣, it holds that
∂αmm . . . ∂
α1
1
(
ξβ11 . . . ξ
βm
m
)
[1] =
{
α! if α = β
0 if α 6= β
where we have put α! = α1!α2! . . . αm!
Proof. Follows from Lemma 2.6.1 .
2.7 Some function theoretical results
Some of the first results of operator calculus were obtained with respect to integral
formulae (see [5]); in particular, the authors established a discrete Stokes formula
and a discrete Cauchy integral formula. We will include these results in this sec-
tion, while emphasizing that these results are the work of Brackx, De Schepper,
Sommen and Van de Voorde. For further information about these methods, we can
also refer to [24], where similar ideas were deployed in the context of superspace.
2.7.1 Discrete monogenicity on a set
We first need some notions of topology in the discrete setting for defining the
notion of discrete monogenicity on a set B. To this end, we consider a bounded
set B ⊂ Zm and its characteristic function
χB(x) =
{
1 x ∈ B
0 x /∈ B
as well as the conjugate Dirac operator
∂† =
m∑
j=1
(
e+j ∆
−
j + e
−
j ∆
+
j
)
The vector valued function
χB ∂
† =
m∑
j=1
(
e+j ∆
−
j [χB ] + e
−
j ∆
+
j [χB ]
)
is then called the oriented boundary of B.
Remark 2.7.1. The action of ∂† on χB from the right means that the basis ele-
ments e±j are placed on the right of ∆
∓
j [χB ]. However, since ∆
∓
j [χB ] is scalar, in
this case we can also place them on the left.
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Observe that supp(χB∂†) always contains points which do not belong to B. In
fact, it consists of all vertices, theZm neighbourhood of which contains both points
of B and points of Bc ≡ Zm \ B. In addition to this definition of the boundary,
one may then also define the interior of B (respectively the exterior of B) to be
the set of all points of B (respectively of Bc) which do not belong to supp(χB∂†).
The interior of a set B consists of all points of B, the Zm neighbourhood of which
contains only points ofB, while the exterior ofB is the interior ofBc. An example
of a two-dimensional set B, its oriented boundary supp(χB∂†) and its interior is
given in the picture below. Note that the exact position of the point set within the
considered grid is unimportant. The picture only illustrates how, starting from a
given point set, its interior and its boundary may be visually determined.
points of B
points of Bc
boundary
interior
Each bounded set B ⊂ Zm thus gives rise to a partition of Zm into its interior, its
exterior and the support of its oriented boundary.
The above concepts now allow for defining the notion of discrete monogenic func-
tion.
Definition 2.7.1. LetB be a bounded set in Zm and let the Clifford algebra valued
function f be defined on B ∪ supp(χB∂†). The function f is called discrete (left)
monogenic in B if and only if ∂f(x) = 0 for all x ∈ B.
2.7.2 Cauchy’s integral formula
We consider Clifford algebra valued functions defined on Zm. First of all, a dis-
crete version of Leibniz’s rule is obtained by direct calculation. As compared to its
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continuous counterpart, it contains an extra term, which fortunately will turn out
to become small when considering finer grids.
Lemma 2.7.1 (Leibniz’s rule). Let f and g be Clifford algebra valued functions
defined on Zm. Then the following results hold.
(i) ∆±j [fg] = ∆
±
j [f ] g + f ∆
±
j [g]±∆±j [f ] ∆±j [g]
(ii) If f is scalar-valued, then
(fg) ∂† = g
(
f∂†
)
+f
(
g∂†
)
+
m∑
j=1
(
∆+j [f ] ∆
+
j [g] e
−
j −∆−j [f ] ∆−j [g] e+j
)
Proof. (i) For the case of the forward differences, calculation of the right hand
side gives
∆+j [f ] g + f ∆
+
j [g] =
[
f(x+ ej) g(x)− f(x) g(x)
]
+
[
f(x) g(x+ ej)− f(x) g(x)
]
∆+j [f ] ∆
+
j [g] = f(x+ ej) g(x+ ej)− f(x) g(x+ ej)− f(x+ ej) g(x) + f(x) g(x)
whence
∆+j [f ] g + f ∆
+
j [g] + ∆
+
j [f ] ∆
+
j [g] = f(x+ ej) g(x+ ej)− f(x) g(x)
= ∆+j [fg]
A similar calculation gives the result for the backward differences.
(ii) We subsequently obtain
[fg] ∂† =
m∑
j=1
[
∆−j [fg] e
+
j + ∆
+
j [fg] e
−
j
]
=
m∑
j=1
[(
∆−j [f ] g + f ∆
−
j [g]−∆−j [f ] ∆−j [g]
)
e+j
+
(
∆+j [f ] g + f ∆
+
j [g] + ∆
+
j [f ] ∆
+
j [g]
)
e−j
]
= g
m∑
j=1
(
∆−j [f ] e
+
j + ∆
+
j [f ] e
−
j
)
+ f
m∑
j=1
(
∆−j [g] e
+
j + ∆
+
j [g] e
−
j
)
+
m∑
j=1
(
∆+j [f ] ∆
+
j [g] e
−
j −∆−j [f ] ∆−j [g] e+j
)
which exactly is the desired result, in view of the fact that f is scalar valued.
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Next, the integral of a discrete function f is quite naturally defined as∫
f =
∑
x∈Zm
f(x)
where, in order to ensure integrability, integrands are required to have compact (=
bounded) supports. The following results then are directly obtained.
Lemma 2.7.2 (Partial integration). Let f and g be Clifford algebra valued func-
tions defined on Zm, where at least one of them has compact support, then∫
f ∆±j [g] = −
∫
∆±j [f ] g
Proof. Direct calculation yields∫
f ∆+j [g] =
∑
x∈Zm
f(x) g(x+ ej)−
∑
x∈Zm
f(x) g(x)
=
∑
y∈Zm
f(y − ej) g(y)−
∑
x∈Zm
f(x) g(x)
=
∑
x∈Zm
(
f(x− ej)− f(x)
)
g(x) = −
∫
∆−j [f ] g
with the substitution y = x+ ej in the first summand. The other result is obtained
similarly.
Lemma 2.7.3 (Stokes’ theorem). Let f and g be Clifford algebra valued functions
defined on Zm, where at least one of them has compact support, then∫
f (∂g) = −
∫ (
f∂†
)
g∫
f
(
∂†g
)
= −
∫
(f∂) g
Proof. Invoking Partial integration, we find∫
f (∂g) =
∫
f
m∑
j=1
(
e+j ∆
+
j [g] + e
−
j ∆
−
j [g]
)
= −
∫ m∑
j=1
(
∆−j [f ] e
+
j + ∆
+
j [f ] e
−
j
)
g = −
∫ (
f∂†
)
g
and similarly for the second result.
In such kind of discrete integrals as in the above lemmata, the domains of integra-
tion on both sides of the formulae need not to be the same.
We now arrive at a first fundamental result.
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Theorem 2.7.1 (Cauchy’s theorem). Let f be a Clifford algebra valued function
defined on Zm, which is discrete left monogenic in the bounded set B, then∫ (
χB ∂
†) f = 0
Proof. On account of Stokes’ theorem we have∫ (
χB ∂
†) f = −∫ χB ∂[f ] = 0
since the last integral only involves points ofB, where f is left discrete monogenic.
Corollary 2.7.1. If B is a bounded set in Zm, then
∫
χB ∂
† = 0.
Proof. Take f = 1 in Cauchy’s theorem.
As an illustration of Corollary 2.7.1, we consider the same two-dimensional set B
as before in the picture below. As opposed to what was mentioned in Section 2.7,
at this moment, the exact position of the grid points does become important. To
that end we have indicated the co-ordinate axes in the picture and we recall that
the grid length is 1; in this way the co-ordinates of all grid points are determined.
For each point of supp(χB∂†) the value of χB∂† is shown in the picture, whence
it may easily be checked that the sum of all values indeed equals zero.
−e+2
e+1 − e−1 − e−2 −e+1 − e+2e−1 − e+2
−e−1 − e−2e+1 − e−2 −e+1 − e+2e−1 − e+2
−e−1 − e−2
−e−1 + e+2
−e+1 + e−2
e+1 − e−2
e+1 + e
+
2
e−1 + e
−
2 −e−1e+1 + e+2
−e+1
−e+1
e−1
e−1
−e−1 + e+2e−1 + e−2
e−2
e+1 + e
+
2
e−2
−e+1
points of B
points of Bc
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Clearly, it is essential for the further development of this function theory to esta-
blish a Cauchy integral formula. To this end, let us assume that E is the funda-
mental solution of the conjugate Dirac operator ∂†, defined by
E(x) ∂† = δ(x) =
{
0, x 6= 0
1, x = 0
(2.23)
and
E(x− y) ∂† = δ(x− y) =
{
0, x 6= y
1, x = y
(2.24)
Next, consider once more a bounded set B, its characteristic function χB and put
f(x) = χB(x)E(x− y). Then, by Leibniz’s rule, we have(
f∂†
)
(x) = E(x− y) (χB∂†(x))+ χB(x) δ(x− y) +GT (x, y)
where we have denoted
GT (x, y) =
m∑
j=1
(
∆+j [χB(x)] ∆
+
j [E(x− y)] e−j
−∆−j [χB(x)] ∆−j [E(x− y)] e+j
)
(2.25)
Since f has compact support, we may apply Stokes’ theorem, obtaining, for an
arbitrary Clifford algebra valued function g defined on B ∪ supp(χB ∂†), that∫
E(x− y) (χB∂†(x)) g(x) + ∫ χB(x) δ(x− y) g(x) + ∫ GT (x, y) g(x)
= −
∫
χB(x)E(x− y) ∂g(x)
or still ∫
E(x− y) (χB∂†(x)) g(x) + χB(y) g(y) + ∫ GT (x, y) g(x)
= −
∫
χB(x)E(x− y) ∂g(x)
In fact, we have proven the following result.
Theorem 2.7.2 (Cauchy-Pompeiu formula). Let B be a bounded set in Zm and
let g be a Clifford algebra valued function defined on B ∪ supp(χB ∂†), then for
all points y ∈ B we have
−g(y) =
∫
χB(x)E(x− y) ∂g(x) +
∫
E(x− y) (χB∂†) (x) g(x)
+
∫
GT (x, y) g(x)
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while for all points y ∈ Bc:
0 =
∫
χB(x)E(x− y) ∂g(x) +
∫
E(x− y) (χB∂†) g(x) + ∫ GT (x, y) g(x)
where GT (x, y) is given by (2.25).
The first and the second term at the right hand side in the above formulae are
‘traditional’ terms, representing respectively a volume integral over the bounded
set B and a surface integral over the oriented boundary of B. On the contrary,
the third term is an additional one, arising due to the grid. More precisely: it
originates from the additional term already arising in Leibniz’s rule. We call this
term the ‘grid tension’ term, which explains the notation GT (x, y), introduced
above. Cauchy’s integral formula now immediately follows.
Theorem 2.7.3 (Cauchy’s integral formula). Let B be a bounded set in Zm and
let the function f be discrete monogenic on B, then for all points y ∈ B we have
−f(y) =
∫
E(x− y) (χB∂†) (x)f(x) + ∫ GT (x, y) f(x)
while for all points y ∈ Bc:
0 =
∫
E(x− y) (χB∂†) f(x) + ∫ GT (x, y) f(x)
where GT (x, y) is given by (2.25).
Obviously, in the above results, an essential role is played by the so-called funda-
mental solution E(x), defined by (2.23)–(2.24). In order to obtain E(x) explicitly,
we will pass to frequency space by means of the discrete-time Fourier transform,
being defined for a discrete Clifford algebra valued function f(x) with compact
support as follows (see also [25, 26]):
F [f(x)](η) =
∫
f(x) exp(−i〈η, x〉) =
∑
x∈Zm
exp(−i 〈η, x〉) f(x) (2.26)
for η ∈ Rm and yielding a continuous and bounded multiperiodic function of
η with period 2pi in each of the m variables ηj . Elementary properties of this
discrete-time Fourier transform are listed in the following lemma.
Lemma 2.7.4. Let f(x) be a Clifford algebra valued function defined on Zm with
compact support and let its discrete-time Fourier transform be given by (2.26),
then we have
(i) F [f(x± ej)](η) = exp(±i ηj)F [f(x)](η)
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(ii) F [∆±j f(x)](η) = ∓ (1− exp(±i ηj))F [f(x)](η)
(iii) F [f(x) ∂†](η) = F [f(x)](η)G(η), where
G(η) =
m∑
j=1
[(
1− exp(−i ηj)
)
e+j +
(
exp(i ηj)− 1
)
e−j
]
(2.27)
(iv) F [δ(x)](η) = 1
Proof. (i) Direct calculation yields
F [f(x± ej)](η) =
∫
f(x± ej) exp(−i 〈η, x〉)
=
∫
f(y) exp(−i 〈η, y ± ej〉)
= exp(±i ηj)
∫
f(y) exp(−i 〈η, y〉)
= exp(±i ηj)F [f(x)](η)
where we have used the substitution y = x± ej .
(ii) The results immediately follow on account of (i), using the definitions of the
forward and backward differences.
(iii) Starting from the definition of the operator ∂†, and invoking (ii), we obtain
F [f(x) ∂†](η) = F
[ m∑
j=1
(
∆−j [f ](x) e
+
j + ∆
+
j [f ](x) e
−
j
)]
(η)
=
m∑
j=1
[
(1− exp(−ηj))F [f(x)](η) e+j + (exp(ηj)− 1)F [f(x)](η) e−j
]
= F [f(x)](η)
m∑
j=1
[
(1− exp(−ηj)) e+j + (exp(ηj)− 1) e−j
]
(iv) We have
F [δ(x)](η) =
∫
δ(x) exp(−i 〈η, x〉) =
[
exp(−i 〈η, x〉)
]
x=0
= 1
We will now explain how the above calculus rules lead to the determination of the
fundamental solution E in frequency space, based on the paper [5] by Brackx, De
Schepper, Sommen and Van de Voorde. Starting from the relationE∂†(x) = δ(x),
we directly obtain, combining (iii) and (iv), that
Ê(η)G(η) = 1
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where Ê(η) ≡ F [E(x)](η) and G(η) is given by (2.27). Since G(η) is vector-
valued, it is possible to solve this equation for Ê; this yields
Ê(η) =
G(η)
(G(η))2
, wherever G(η) 6= 0 (2.28)
Denote now by ej = e+j + e
−
j and by Bj = e
+
j − e−j , then
e+j =
1
2
(ej +Bj) , e
−
j =
1
2
(ej −Bj)
Using these notations, one has
G(η) =
m∑
j=1
[
1
2
(1− exp(−i ηj)) (ej +Bj) + 1
2
(exp(i ηj)− 1) (ej −Bj)
]
yielding
G(η) =
m∑
j=1
[
(1− cos(ηj))Bj + i sin(ηj) ej
]
Since B2j = −1, e2j = 1 and {ej , Bj} = 0, we get that
(
G(η)
)2
= 4
m∑
j=1
sin2
(
ηj
2
)
whence the fundamental solution Ê(η) in frequency space, (2.28), explicitly reads
Ê(η) =
1
4
m∑
j=1
[
(1− cos(ηj))Bj + i sin(ηj) ej
]
m∑
j=1
sin2
(
ηj
2
) (2.29)
It is clear from this explicit expression that the denominator of Ê(η) will never be
zero, apart from η = 0.
2.8 Conclusion
In the discrete Hermitian setting, we restrict ourselves to the m-dimensional stan-
dard grid Zmh with mesh width h > 0, we split the orthogonal basis elements ej ,
j = 1, . . . ,m into two basis elements e+j and e
−
j and we consider the free algebra
over {e+j , e−j }, satifying the following relations:
{e−j , e−k } = 0, {e+j , e+k } = 0, {e+j , e−k } = δjk
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With this basis we construct a discrete Dirac operator
∂ =
m∑
j=1
e+j ∆
+
j + e
−
j ∆
−
j
that satisfies ∂2 = ∆∗, with ∆∗ the star Laplacian. The operator calculus is com-
pleted with the discrete vector variable operator ξ and Euler operator E:
ξ =
m∑
j=1
e+j X
−
j + e
−
j X
+
j E =
m∑
j=1
e+j e
−
j X
−
j ∆
−
j + e
−
j e
+
j X
+
j ∆
+
j
The operators satisfy the (classical) intertwining relations {∂, ξ} = 2E + m,
[∂,E] = ∂, [E, ξ] = ξ. We decompose the discrete Dirac operator and the discrete
vector variable operator respectively as
∂ =
m∑
j=1
∂j , with ∂j = e+j ∆
+
j + e
−
j ∆
−
j
ξ =
m∑
j=1
ξj , with ξj = e+j X
−
j + e
−
j X
+
j
This splitting makes the formal resemblance to the continuous setting more clear
and it yields a duality argument between the algebra generated by the co-ordinate
finite difference operators ∂j and the algebra generated by the co-ordinate vector
variables ξj . The co-ordinate difference operators mutually anti-commute, the
co-ordinate vector variables mutually anti-commute and they interact as follows:
[∂j , ξj ] = 1 and {∂k, ξj} = 0 for k 6= j.
Natural powers of ξj acting on the ground state 1, i.e. ξkj [1], are discrete homoge-
neous polynomials of degree k in one variable xj , satisfying E ξk[1] = k ξk[1].
They furthermore satisfy ∂j
(
ξnj [1]
)
= n ξn−1j [1].
Within this operator calculus, we have the following results.
Lemma (Stokes’ theorem) Let f and g be Clifford algebra valued functions de-
fined on Zm, where at least one of them has compact support, then∫
f (∂g) = −
∫ (
f∂†
)
g
with ∂† the conjugate Dirac operator ∂† =
∑m
j=1 e
+
j ∆
−
j + e
−
j ∆
+
j .
Cauchy’s integral formula Let B be a bounded set in Zm and let the function f
be discrete monogenic on B, then for all points y ∈ B we have
−f(y)χB(y) =
∫
E(x− y) (χB∂†) (x)f(x) + ∫ GT (x, y) f(x)
where GT (x, y) is a perturbation term, which arises on account of the grid and
has no counterpart in the corresponding continuous result.
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2.9 Technical lemmas
Lemma 2.9.1. Let En(x) be the Euler polynomial of degree n, n ∈ N. Denoting
by en` the `-th coefficient in En(x), ` = 0, . . . , n, i.e.
En(x) =
n∑
`=0
en` x
` (2.30)
the following relation holds for ` = 0, . . . , n− 1:
n∑
j=`
(
n
j
)
ej` = −en`
while enn = 1.
Proof. Combine the well-known recurrence relations
En(x+ 1) = 2x
n − En(x)
En(x+ 1) =
n∑
j=0
(
n
j
)
Ej(x)
We may now prove theorem 2.6.1
Theorem 2.6.1 The polynomials X±j
[
xkj
]
, resulting from the action of the opera-
tors X±j on the classical homogeneous powers x
k
j , k ∈ N, can be written in terms
of the Euler polynomials of even degree. More precisely, for k odd, one has
X+j
[
xkj
]
= Ek+1(xj) (2.31)
X−j
[
xkj
]
= Ek+1(−xj)
while for k even, one has
X+j
[
xkj
]
= xj Ek(xj)
X−j
[
xkj
]
= xj Ek(−xj)
Proof. The proof of (2.31) is given below by induction; the other proofs are simi-
lar. So take k odd and denoteX±j (x
k
j ) asX
±(xk) for the sake of simplicity. Since
X+(xk) is completely determined by the S-Weyl relation
∆+X+ −X−∆− = 1
it suffices to prove that
∆+Ek+1(x)−X−∆−(xk) = xk
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Using
En(x+ 1) =
n∑
j=0
(
n
j
)
Ej(x)
we directly obtain that
∆+Ek+1(x)−X−∆−(xk) =
k∑
r=0
(
k + 1
r
)
Er(x) +
k−1∑
`=0
(−1)k−`
(
k
`
)
X−
[
x`
]
Since ` < k, we may now apply the induction hypothesis, which yields
∆+Ek+1(x)−X−∆−(xk)
=
k∑
r=0
(
k + 1
r
)
Er(x) +
k−1∑
`=0
ODD
(
k
`
)
E`+1(−x)−
k−1∑
`=0
EVEN
(
k
`
)
xE`(−x)
(2.17)
=
k∑
r=0
(
k + 1
r
)
Er(x) +
k−1∑
`=0
ODD
(
k
`
)(−E`+1(x) + 2x`+1)
−
k−1∑
`=0
EVEN
(
k
`
)
x
(−E`(x) + 2x`)
=
k∑
r=0
(
k + 1
r
)
Er(x)−
k−1∑
`=0
ODD
(
k
`
)
E`+1(x) +
k−1∑
`=0
EVEN
(
k
`
)
xE`(x)
+ 2
k−1∑
`=0
(−1)k−`
(
k
`
)
x`+1
where we have also invoked (2.17): En(x)− (−1)n+1En(−x) = 2xn.
The Euler polynomials En(x) are of the form En(x) = xn +
n−1∑
`=0
en` x
`, where
en` = 0 if n 6= ` and they both are even or if n 6= ` and they both are odd. Hence
we arrive at
∆+Ek+1(x)−X−∆−(xk)
=
k∑
r=0
(
k + 1
r
)(
xr +
r−1∑
`=0
er` x
`
)
−
k−1∑
`=0
ODD
(
k
`
)x`+1 + ∑`
p=0
ODD
e`+1p x
p

+
k−1∑
`=0
EVEN
(
k
`
)x`+1 + `−1∑
p=0
ODD
e`p x
p+1
+ 2 k−1∑
`=0
(−1)k−`
(
k
`
)
x`+1
DISCRETE FRAMEWORK 2-35
Since k is odd, the coefficient of xk in the previous expression equals(
k + 1
k
)
+
(
k
k − 1
)
− 2
(
k
k − 1
)
= 1
It thus remains to prove that the coefficients of all lower order terms are zero. For
s odd, with 1 6 s 6 k − 1, the coefficient of xs is(
k + 1
s
)
+
k∑
`=s+1
(
k + 1
`
)
e`s −
k−1∑
`=s
ODD
(
k
`
)
e`+1s +
(
k
s− 1
)
− 2
(
k
s− 1
)
=
(
k
s
)
+
k∑
`=s+1
EVEN
(
k
`
)
e`s
where we have used the fact that e`s = 0 whenever s 6= ` and both are odd. From
Lemma 2.9.1 it then follows that
k∑
`=s+1
(
k
`
)
e`s = −eks −
(
k
s
)
= −
(
k
s
)
since eks = 0 as both k and s are odd. Thus we have obtained that the coefficient
of xs indeed equals zero, for s odd. Proceeding similarly, one proves the same for
s even.
So far, we have determined the action of the operators X±j on the classic homo-
geneous polynomials xk. In a series of technical lemmas, we will now determine
how they act on discrete homogeneous polynomials ξkj [1].
Lemma 2.9.2. For all k ∈ N, if k = 2` is even then
ξkj [1] =
(
X+j X
−
j
)`
[1] e−j e
+
j +
(
X−j X
+
j
)`
[1] e+j e
−
j
and if k = 2`+ 1 is odd then
ξkj [1] = X
−
j
(
X+j X
−
j
)`
[1] e+j +X
+
j
(
X−j X
+
j
)`
[1] e−j
Proof. Proof by induction on k. The starting point k = 1 and k = 2 is clear since
ξj = X
+
j e
−
j +X
−
j e
+
j and
ξ2j =
(
e+j X
−
j + e
−
j X
+
j
) (
e+j X
−
j + e
−
j X
+
j
)
= e+j e
−
j X
−
j X
+
j + e
−
j e
+
j X
+
j X
−
j
The result then follows from the isotropy of the basis elements:
(
e+j
)2
=
(
e−j
)2
=
0 and from e+j e
−
j e
+
j = e
+
j and e
−
j e
+
j e
−
j = e
−
j .
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Lemma 2.9.3. For all n ∈ N(
X+j X
−
j
)n
X+j [1] =
(
X−j X
+
j
)n
X−j [1] (2.32)
Furthermore,
(
X+j X
−
j
)n
X+j [1] only contains odd powers of xj .
Proof. We prove this by induction on n. For n = 1, both expressions
X+j X
−
j X
+
j [1] = X
+
j X
−
j [xj ] = X
+
j
[
x2j + xj
]
=
(
x3j − x2j
)
+
(
x2j − xj
)
X−j X
+
j X
−
j [1] = X
−
j X
+
j [xj ] = X
−
j
[
x2j − xj
]
=
(
x3j + x
2
j
)− (x2j + xj)
are equal to x3j −xj . For the sake of simplicity, we will further denote xj by x and
X±j by X
±, in the understanding that we are working with a fixed j = 1, . . . ,m.
Suppose (2.32) holds for all n < k and that (X+X−)k−1X+[1] only contains
odd powers of x; we then prove that the relation (2.32) also holds for k, i.e.
X+X−
(
X+X−
)k−1
X+[1] = X−X+
(
X+X−
)k−1
X+[1]
and that (X+X−)kX+[1] only contains odd powers of x. Denote the coefficient
of (X+X−)k−1X+[1] corresponding to xs by cs, i.e. put
(
X+X−
)k−1
X+[1] =
2k−1∑
s=0
cs x
s
We know that
X±
[
xk
]
=
{
Ek+1 (±x) , k odd
xEk (±x) , k even
Since the Euler polynomials are monic, we immediately get that X±(xk) is of the
form: xk+1 + lower order terms or thus c2k−1 = 1. The induction hypothesis also
states that cs = 0 if s is even.
X+X−
2k−1∑
s=0
ODD
cs x
s
 = X+
2k−1∑
s=0
ODD
csEs+1(−x)

= X+
2k−1∑
s=0
ODD
cs
xs+1 − s∑
p=0
ODD
es+1p x
p


=
2k−1∑
s=0
ODD
cs
xEs+1(x)− s∑
p=0
ODD
es+1p Ep+1(x)

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Decomposing the resulting Euler polynomials into the powers of x, we get
X+X−
2k−1∑
s=0
ODD
cs x
s
 = 2k−1∑
s=0
ODD
cs x
s+2 +
2k−1∑
s=0
ODD
s∑
r=0
cs e
s+1
r x
r+1
−
2k−1∑
s=0
ODD
s∑
p=0
ODD
cs e
s+1
p
xp+1 + p∑
r=0
ODD
ep+1r x
r

=
2k−1∑
s=0
ODD
cs x
s+2 −
2k−1∑
s=0
ODD
s∑
p=0
ODD
p∑
r=0
ODD
cs e
s+1
p e
p+1
r x
r
This result clearly shows that (X+X−)kX+[1] only contains odd powers of x.
We now change the order of X+ and X− and consider
X−X+
2k−1∑
s=0
ODD
cs x
s
 = X−
2k−1∑
s=0
ODD
csEs+1(x)

= X−
2k−1∑
s=0
ODD
cs
xs+1 + s∑
p=0
ODD
es+1p x
p


Again decomposing the Euler polynomials into its powers of x, we see that
X−X+
2k−1∑
s=0
ODD
cs x
s
 = 2k−1∑
s=0
ODD
cs
xEs+1(−x) + s∑
p=0
ODD
es+1p Ep+1(−x)

=
2k−1∑
s=0
ODD
cs x
s+2 −
2k−1∑
s=0
ODD
s∑
r=0
cs e
s+1
r x
r+1
+
2k−1∑
s=0
ODD
s∑
p=0
ODD
cs e
s+1
p
xp+1 − p∑
r=0
ODD
ep+1r x
r

=
2k−1∑
s=0
ODD
cs x
s+2 −
2k−1∑
s=0
ODD
s∑
p=0
ODD
p∑
r=0
ODD
cs e
s+1
p e
p+1
r x
r
This clearly shows that all other terms vanish and we arrive at the same result, i.e.(
X+X−
)k
X+[1] =
(
X−X+
)k
X−[1]
2-38 CHAPTER 2
Lemma 2.9.4. If P (xj) is a polynomial in xj which only contains odd powers of
xj , then
X±j (xj P (xj)) = xj X
±
j (P (xj))
Proof. This immediately follows from
X±j
(
xj x
2k+1
j
)
= X±j (x
2k+2
j ) = xj E2k+2(±xj) = xj X±j (x2k+1j )
Theorem 2.9.1. For all natural k(
X+j X
−
j
)k
X+j [1] = Ak(xj) (2.33)
where Ak(xj) denotes the following polynomial
Ak(xj) = xj
k∏
i=1
(x2j − i2)
Proof. In Chapter 3, we prove (independently) that the basic discrete homoge-
neous polynomials ξkj [1] can be expressed as
ξ2k+1j [1](xj) = Ak(xj)
(
e+j + e
−
j
)
ξ2kj [1](xj) =
(
xj + k
(
e+j ∧ e−j
))
Ak−1(xj)
Invoking lemma 2.9.3, we see that
Ak(xj)
(
e+j + e
−
j
)
= ξ2k+1j [1]
= X−j
(
X+j X
−
j
)k
[1] e+j +X
+
j
(
X−j X
+
j
)k
[1] e−j
= X+j
(
X−j X
+
j
)k
[1]
(
e+j + e
−
j
)
which implies that
Ak(xj) = X
+
j
(
X−j X
+
j
)k
[1]
Furthermore, from theorem 2.9.1, we then know that
X+j X
−
j (Ak−1(xj)) = Ak(xj)
In the following lemma (2.9.5), we will show that
X∓j (Ak−1(xj)) = (xj ± k)Ak−1(xj)
This is consistent with the previous results since lemma 2.9.4 and lemma 2.9.3
then imply that
X+j X
−
j (Ak−1(xj)) = X
+
j ((xj + k)Ak−1(xj)) = (xj + k)X
+
j (Ak−1(xj))
= (xj + k) (xj − k)Ak−1(xj) = Ak(xj)
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Lemma 2.9.5. The action of the scalar operators X±j on Ak is given by
X+j [A`−1(xj)] = (xj − `)A`−1(xj) (2.34)
X−j [A`−1(xj)] = (xj + `)A`−1(xj) (2.35)
Proof. We prove this lemma by induction on `. For ` = 1 this follows from
X+j [A0(xj)] = X
+
j (xj) = x
2
j − xj = (xj − 1)A0(xj)
X−j [A0(xj)] = X
−
j (xj) = x
2
j + xj = (xj + 1)A0(xj)
Assuming (2.34)–(2.35) hold for Ak with k 6 ` − 1, we now prove the relations
for A`.
ξ2`+2j [1] = ξj
[
ξ2`+1j [1]
]
= ξj
[
A`(xj)
(
e+j + e
−
j
)]
= e+j X
−
j
[
A`(xj)
(
e+j + e
−
j
)]
+ e−j X
+
j
[
A`(xj)
(
e+j + e
−
j
)]
= X−j [A`(xj)] e
+
j e
−
j +X
+
j [A`(xj)] e
−
j e
+
j
It follows that
X−j [A`(xj)] e
+
j = ξ
2`+2
j [1] e
+
j =
(
xj + (`+ 1)
(
e+j ∧ e−j
))
A`(xj) e
+
j
= (xj + (`+ 1))A`(xj) e
+
j
X−j [A`(xj)] e
−
j = e
−
j X
−
j [A`(xj)] = e
−
j ξ
2`+2
j [1]
= e−j
(
xj + (`+ 1)
(
e+j ∧ e−j
))
A`(xj)
= (xj + (`+ 1))A`(xj) e
−
j
and
X+j [A`(xj)] e
−
j = ξ
2`+2
j [1] e
−
j =
(
xj + (`+ 1)
(
e+j ∧ e−j
))
A`(xj) e
−
j
= (xj − (`+ 1))A`(xj) e+j
X−j [A`(xj)] e
+
j = e
+
j X
−
j [A`(xj)] = e
+
j ξ
2`+2
j [1]
= e+j
(
xj + (`+ 1)
(
e+j ∧ e−j
))
A`(xj)
= (xj − (`+ 1))A`(xj) e+j
which implies that
X−j [A`(xj)] = (xj + (`+ 1))A`
X+j [A`(xj)] = (xj − (`+ 1))A`
thus ending the induction.
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Corollary 2.9.1. The action of the scalar operators X±j on the discrete homoge-
neous polynomials ξkj [1](xj) is given by
X±j
[
ξ2`−1j [1](xj)
]
= (xj ∓ `) ξ2`−1j [1](xj)
X±j
[
ξ2`j [1](xj)
]
= (xj ∓ `) ξ2`j [1](xj)
Proof. First take k = 2` − 1 odd. Since ξ2`−1j [1](xj) may be rewritten as
A`−1(xj)
(
e+j + e
−
j
)
and invoking lemma 2.9.5, we find that
X±j
[
ξ2`−1j [1](xj)
]
= X±j [A`−1(xj)]
(
e+j + e
−
j
)
= (xj ∓ `)A`−1(xj)
(
e+j + e
−
j
)
= (xj ∓ `) ξ2`−1j [1](xj)
Secondly, for k = 2` even, we find that
X±j
[
ξ2`j [1](xj)
]
= X±j
[(
xj + `
(
e+j ∧ e−j
))
A`−1(xj)
]
=
(
xj + `
(
e+j ∧ e−j
))
X±j [A`−1(xj)]
=
(
xj + `
(
e+j ∧ e−j
))
(xj ∓ `)A`−1(xj)
= (xj ∓ `) ξ2`j [1](xj)
on account of lemma 2.9.4 and lemma 2.9.5.
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3
One-dimensional discrete
Clifford analysis
Essentially, there are four reasons to first consider certain concepts and techniques
in the one–dimensional setting only. The first reason is that some concepts in the
higher–dimensional setting are defined in a tensorial way, for example the discrete
homogeneous polynomials and the discrete distributions. The one–dimensional
level is the starting point. Secondly, sometimes we use an upscaling argument,
starting from a dimension lower, for example the Cauchy-Kovalevsky extension
theorem. Again, the one-dimensional case is the starting point. The third reason
is that the one-dimensional setting can act as a first level of control to determine
the validity of results. And finally, grouping methods in a one–dimensional setting
gives a good overview of the techniques and results we established. For example,
it will allow us to compare in a clear manner the action of ξ on delta functions with
its action on delta distributions.
In order to develop the one–dimensional setting, we consider the basic homoge-
neous polynomials. In particular, we determine their values on Z. We then express
all discrete functions in terms of these basic homogeneous polynomials, by means
of their discrete Taylor series expansion. A next step is the introduction of dis-
crete distributions, which may be expressed by means of a dual Taylor series. We
note that the derivatives of the delta distribution can be considered throughout as
the duals of the basic homogeneous polynomials. This duality is explicitly estab-
lished by the discrete Fourier transform. This work is based on joint work with
Prof. Hendrik De Bie and was published in the paper [1].
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Section 3.1 demonstrates the explicit form of the basic homogeneous polynomials.
We introduce the Taylor series expansion in Section 3.2, including the example of
the discrete delta functions. Using this, we record how the vector variable ξ acts
on delta functions (in Section 3.3) and on characteristic functions (in Section 3.4).
Section 3.5 defines discrete distributions, the dual Taylor series and the discrete
Fourier transform. The conclusion is contained in Section 3.6 and the final Section
3.7 contains some necessary technical lemmas.
3.1 One-dimensional homogeneous polynomials
In this chapter, we will denote e±1 as e
± and x1 as x. We begin with constructing
an explicit formula for the action of the natural powers of ξ on the ground state 1
when considering the standard grid (h = 1).
Theorem 3.1.1. The one-dimensional discrete homogeneous polynomials ξk[1]
are given by ξ[1](x) = x (e+ + e−) and
ξ2`+1[1](x) = x
∏`
i=1
(x2 − i2) (e+ + e−) (3.1)
ξ2`[1](x) =
(
x2 + ` x
(
e+ ∧ e−)) `−1∏
i=1
(x2 − i2) (3.2)
for ` = 1, 2, . . .. Here e+ ∧ e− stands for the bivector e+e− − e−e+.
Proof. Since ξ[1] = X+[1] e− + X−[1] e+ where both X±[1] = x (see Section
2.6), it is clear that ξ[1](x) = x (e+ + e−). Furthermore,
ξ2[1] = X+[x] e−
(
e+ + e−
)
+X−[x] e+
(
e+ + e−
)
=
(
x2 − x) e−e+ + (x2 + x) e+e− = x2 + x (e+e− − e−e+)
which proves the explicit formula for k = 2.
We will show that the discrete homogeneous polynomials ξk[1] are (for k > 2) the
unique solutions of the system
∂ξk[1] = k ξk−1[1]
ξk[1](0) = 0
ξk[1](1) = 0
(3.3)
The first step is showing that this system has a unique solution ξk[1]. The second
step is proving that the given expressions (3.1)–(3.2) also satisfy this system and
thus are equal to ξk[1] on Z.
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From the Weyl relation ∂ξ − ξ∂ = 1 it follows that ∂ acts on ξk[1] as a lowering
operator: ∂ξk[1] = k ξk−1[1] and hence also
∂2ξk[1] = k (k − 1) ξk−2[1] (3.4)
For any two initial values ξk[1](0) and ξk[1](1) given, the polynomial ξk[1] is
completely determined by (3.4). Indeed, consider a discrete function f for which
we know ∂2f . The values of ∂2f in a discrete point x are given by
∂2f (x) = f(x+ 1)− 2f(x) + f(x− 1)
The values f(x+ 1) can be expressed in terms of f(x), f(x− 1) and ∂2f(x):
f(x+ 1) = ∂2f (x) + 2f(x)− f(x− 1)
and similarly f(x− 1) can be found as function of f(x), f(x+ 1) and ∂2f(x):
f(x− 1) = ∂2f (x) + 2f(x)− f(x+ 1)
Starting with f(0) and f(1), one can thus recursively find all values f(n), n ∈ Z.
To complete the first step, we show by induction that ξk[1](0) = 0 = ξk[1](1)
when k > 1. This is done in the auxiliary lemma 3.7.1. The homogeneous poly-
nomial ξk[1](x) thus are the unique solutions to the system (3.3).
One can check by direct calculation that the explicit expressions in the right-hand
sides of (3.1)–(3.2) indeed submit to the conditions (3.3) for any k ≥ 1. This is
written down in auxiliary lemma 3.7.2.
Corollary 3.1.1. For any point n ∈ Z, there exists a natural number N such that
ξk[1](n) = 0 for all k > N . In particular
ξk[1](n) = 0, ∀k > 2 |n|
Proof. Formula (3.1) shows that ξ2`+1[1](n) = 0 when |n| 6 ` while formula
(3.2) implies that ξ2`[1](n) = 0 for all |n| 6 `− 1.
Remark 3.1.1. Note that the discrete homogeneous polynomial ξkj [1] has k roots
with multiplicity one, centered around the origin, unlike the classical homogeneous
polynomials xkj which have 1 root with multiplicity k.
In Chapter 11, we discuss the case where h 6= 1. It will be shown – following the
same method – that similar formulae as (3.1)–(3.2) hold.
Clearly, our main objects of interest are the discrete monogenic functions; in the
one-dimensional case these are discrete functions f satisfying ∂f = 0. Their
monogenicity on Z implies that
e+ f(x+ 1)− (e+ − e−) f(x)− e− f(x− 1) = 0, ∀x ∈ Z
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Moreover, since the Dirac operator factorizes the Laplacian, it also holds that
∆f = ∂2f = 0 or thus
f(x+ 1)− 2 f(x) + f(x− 1) = 0, ∀x ∈ Z
Combining both relations, we see that(
e+ + e−
)
f(x+ 1)− (e+ + e−) f(x) = 0, ∀x ∈ Z
or equivalently
f(x+ 1) = f(x), ∀x ∈ Z
This result shows that the only one-dimensional discrete monogenic functions are
the constant functions.
3.2 Taylor series expansion
Using the basic homogeneous polynomials, we will construct a one-dimensional
discrete Taylor series expansion, expressing discrete functions defined on Z as
series in the polynomials ξk[1]. In a later chapter, we will show that also in higher
dimension it is possible to establish a Taylor series expansion (see Chapter 4.2).
But for now, we continue working in the one-dimensional setting.
3.2.1 Discrete Taylor series expansion
Let f be a discrete function defined on Z. We will show that on Z, f equals the
series
g(x) :=
∞∑
k=0
1
k!
ξk[1](x)
[
∂kf(u)
]
u=0
This series converges in each point x ∈ Z since
ξk[1](x) = 0, when k > 2 |x|
The following theorem proves that f and g evaluate to the same value.
Theorem 3.2.1. For all x ∈ Z, one has that f(x) = g(x) where
g(x) :=
∞∑
k=0
1
k!
ξk[1](x)
[
∂kf(u)
]
u=0
Proof. We will show that if all the derivatives of two functions show the same
value in the origin, they must be equal, i.e.
∂kf(0) = ∂kg(0), ∀k > 0⇒ f(x) = g(x), ∀x ∈ Z
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or equivalently
∂kf(0) = 0, ∀k > 0⇒ f(x) = 0, ∀x ∈ Z
Therefore, assume that a discrete function f is zero on ]−n, n[ where n ∈ N. If
both
∂2nf(0) = 0 (3.5)
∂2n−1f(0) = 0 (3.6)
then the function f is also zero in n and −n.
Indeed, condition (3.5) implies that
f(n) + f(−n) = 0
since all other function values occurring in ∂2nf(0) are assumed to be zero. Next,
we consider (3.6), which yields
0 = ∂2n−1f(0) = e+ f(n)− e− f(−n)
Substituting f(n) + f(−n) = 0 herein gives 0 = f(n) (e+ + e−) thus resulting
in
f(n) = f(−n) = 0
If now ∂kf(0) = 0, for all k > 0 then obviously choosing k = 0 shows that
f(0) = 0. Since ∂f(0) = ∂2f(0) = 0, the previous argumentation with n = 1
then proves that f vanishes on −1, 1. Finally, recursively applying the previous
method shows that f must be zero on the whole of Z.
We end the proof by ensuring that the derivatives of f and g indeed show the same
values in the origin. Surely, the derivatives of g are
∂ng(0) =
∞∑
k=0
1
k!
(
∂nξk[1]
)
(0)
[
∂kf(u)
]
u=0
=
∞∑
k=n
1
k!
(
k!
(k − n)! ξ
k−n[1]
)
(0)
[
∂kf(u)
]
u=0
= ∂nf(0)
since the only homogeneous polynomial ξk−n[1] which does not vanish in the
origin, is the one where k = n.
Remark 3.2.1. In the case where h 6= 1, the previous reasoning still holds, whence
the Taylor series expansion remains valid.
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3.2.2 Taylor series expansion of the discrete delta functions
The discrete delta functions δje, evaluating to 1 in the origin and vanishing ev-
erywhere else, form the ideal examples to demonstrate the discrete Taylor series
expansion since the delta functions are the basic building blocks of every discrete
function. For simplicity, we shall denote δje in the one-dimensional case as δj .
We expand δj in the basic homogeneous polynomials on Z:
δj(x) =
∞∑
k=0
1
k!
ξk [1]
[
∂kδj(u)
]
u=0
(3.7)
To determine the values
(
∂`δj
)
(0) we use the following lemmas, which can be
easily proven through induction.
Lemma 3.2.1. For all natural k, we have that
∂2kf(x) =
2k∑
`=0
(−1)`
(
2k
`
)
f(x+ k − `) (3.8)
∂2k+1f(x) =
2k+1∑
`=0
(−1)`
(
2k + 1
`
)[
e+ f(x+ k + 1− `) + e− f(x+ k − `)] (3.9)
When applied to f = δj the previous results read as follows.
Corollary 3.2.1. For all natural k, we have that
∂2kδj =
2k∑
`=0
(−1)`
(
2k
`
)
δj−(k−`) (3.10)
∂2k+1δj =
2k+1∑
`=0
(−1)`
(
2k + 1
`
)[
δj−(k+1−`) e+ + δj−(k−`) e−
]
(3.11)
The value ∂kδj(0) is the coefficient of δ0 in the expansions (3.10)–(3.11). We first
determine the coefficient of δ0 in (3.11). The first term of ∂2`+1δj includes the
delta functions δj−`−1, . . . , δj+` and the second term contains δj−`, . . . , δj+`+1.
The coefficient of δ0 in ∂2`+1δj is
• e+ if j = `+ 1
• (−1)`+1−j
((
2`+ 1
`+ 1− j
)
e+ −
(
2`+ 1
`− j
)
e−
)
for −` 6 j 6 `
• −e− when j = −(`+ 1)
The derivative ∂2`δj contains δj−`, . . . , δj+`, hence it contains δ0 if −` 6 j 6 `.
The coefficient of δ0 then is
(−1)`−j
(
2`
`− j
)
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Substituting these values of the derivatives of δj in the origin in (3.7) results in the
desired Taylor series. First of all the Taylor series of δ0:
δ0(x) =
∞∑
`=0
ξ2` [1]
(2`)!
(
∂2`δ0
)
(0) +
∞∑
`=0
ξ2`+1 [1]
(2`+ 1)!
(
∂2`+1δ0
)
(0)
=
∞∑
`=0
(−1)`
(2`)!
(
2`
`
)
ξ2` [1] +
∞∑
`=0
(−1)`+1
(2`+ 1)!
ξ2`+1 [1]
(
2`+ 1
`+ 1
)(
e+ − e−)
=
∞∑
`=0
(−1)`
`! `!
ξ2` [1] +
∞∑
`=0
(−1)`+1
(`+ 1)! `!
ξ2`+1 [1]
(
e+ − e−)
For positive j:
δj(x) =
∞∑
`=j
(−1)`−j
(2`)!
(
2`
`− j
)
ξ2` [1] (x) +
1
(2j − 1)! ξ
2j−1 [1] (x) e+
+
∞∑
`=j
(−1)`−j
(2`+ 1)!
ξ2`+1 [1] (x)
(
e−
(
2`+ 1
`− j
)
− e+
(
2`+ 1
`+ 1− j
))
=
∞∑
`=j
(−1)`−j
(`− j)! (`+ j)! ξ
2` [1] (x) +
ξ2j−1 [1] (x)
(2j − 1)! e
+
+
∞∑
`=j
(−1)`−j
(`− j)! (`+ j)! ξ
2`+1 [1] (x)
(
e−
(`+ j + 1)
− e
+
(`− j + 1)
)
and for negative j:
δj(x) =
∞∑
`=|j|
(−1)`−j
(`− j)! (`+ j)! ξ
2` [1] (x)− ξ
2|j|−1 [1] (x)
(2 |j| − 1)! e
−
+
∞∑
`=|j|
(−1)`−j
(`− j)! (`+ j)! ξ
2`+1 [1] (x)
(
e−
(`+ j + 1)
− e
+
(`− j + 1)
)
We thus arrive at the discrete Taylor expansions of the basic building blocks of the
discrete one-dimensional functions.
Example 3.2.1. To illustrate the Taylor series expansion of δ0, we consider some
truncations of this infinite series, in particular we consider the sum of the first
2N + 1 terms (containing 1, ξ[1],. . . , ξ2N [1]):
s2N (x) =
N∑
`=0
(−1)`
`! `!
ξ2` [1] (x) +
N−1∑
`=0
(−1)`+1
(`+ 1)! `!
ξ2`+1 [1] (x)
(
e+ − e−)
= (−1)N N !2
N∏
`=1
(
x2 − `2)
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Examples withN = 0, 1, 5 and 10 then demonstrate how s2N ≡ δ0 on the interval
[−N,N ] (figure 3.1–3.2). The untruncated series then indeed behaves like δ0 on
the whole of Z.
Figure 3.1: s0 ≡ δ0 in the origin while s2 behaves like δ0 on [−1, 1]
Figure 3.2: s10 ≡ δ0 on [−5, 5] while s20 behaves like δ0 on [−10, 10]
3.2.3 Application: the sampling theorem
In 1948 and 1949, Claude E. Shannon published two papers [2, 3] in which he
stated the so-called ‘sampling theorem’ for lowpass functions, which plays an im-
portant role in information theory, as a connecting link between continuous–time
and discrete–time signals. In the first paper of Shannon [2], the theorem (‘Theorem
13’) is formulated as follows.
Theorem 3.2.2 (Theorem 13). Let f(t) contain no frequencies higher than W.
Then
f(t) =
∞∑
n=−∞
Xn
sin (pi (2W t− n))
pi (2W t− n) , with Xn = f
( n
2W
)
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The theorem thus states that if a function contains no frequencies higher than a
given W cps (cycles per second), then it is completely determined by giving its
ordinates at a series of sampling points spaced 12W seconds apart, a fact which
is common knowledge in the communication art. Intuitively, one can say that
if a function f(t) contains no frequencies higher than W , it cannot change to a
substantially new value in a time less than one-half cycle of the highest frequency,
i.e. 12W .
We will demonstrate the connection between this decomposition and the decom-
position of a discrete function f by means of discrete delta functions.
A discrete function f(x) in one dimension clearly is completely determined by its
values in the integer points n, whence it can be written as
f(x) =
∞∑
n=−∞
f(n) δn(x)
The link between the discrete delta functions δn and the continuous sinc functions,
evaluated in equidistant sampling points, is given by the auxiliary lemma 3.7.3 in
the section of the technical lemmas. It states that the function
1 +
∞∑
`=1
(−1)`
(`!)
2 x
2
`−1∏
j=1
(
x2 − j2)
converges for all x ∈ R to sin (pix)
pix
= sinc(x).
When we introduced the ξ’s, we made the choice to set ξk[1](0) = 0, for all k.
Thus, when we consider all continuous functions (defined on R) which have the
same function values in the integers, we have made a choice for one of these func-
tions to be considered special. It would thus follow that the “special” continuous
function which, on the integers, has the same values as the discrete delta function,
would be the sinc function
sin(pi x)
pi x
.
Sampling a continuous function f which contains no frequencies higher than 12
cps, thus is nothing else then restricting f to the grid, decomposing it into discrete
delta functions and subsequently expanding it again to the whole of R:
f(x) =
∞∑
n=−∞
f(n)
sin(pi(x− n))
pi(x− n)
Remark 3.2.2. For a general grid with mesh width h > 0, one can repeat the
previous calculations to show that the continuous extension of the discrete delta
function is the sinc-function
sin(pi xh )
pi xh
, which corresponds to a value W = 12h in
the Shannon sampling theorem, see Chapter 11.
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3.3 Action of the vector variable on a delta function
Until now, we only considered the action of the operator ξ = X+e− +X−e+ on
polynomials. When this operator acts on a general discrete function, we have no
choice but to determine the Taylor series expansion of the function and let ξ act on
this Taylor series. However, determining the Taylor series of a discrete function
can be cumbersome, since one has to calculate all values ∂kf(0). Sometimes, it is
easier to express the function as a linear combination of discrete delta functions.
Therefore, it is essential to know how ξ acts on the delta functions δj .
3.3.1 Action of X± and ξ on δ0
We determine the action of the operator ξ = X+e−+X−e+ on the discrete delta
functions, starting with X± [δ0]. Later we determine X± [δj ] in another way, for
which the result of X± [δ0] is crucial.
We denote A`(x) = x
∏`
i=1
(
x2 − i2). Then
ξ2`+1 [1] (x) = A`(x)
(
e+ + e−
)
ξ2` [1] (x) =
(
x+ `
(
e+ ∧ e−))A`−1(x)
In Section 2.9 it was shown that X± [A`−1] (x) = (x∓ `) A`−1(x) and that
X± [xA`−1] = xX± [A`−1] (x) and hence
X±
[
ξ2`+1 [1] (x)
]
(x) = (x∓ (`+ 1)) ξ2`+1 [1] (x)
X±
[
ξ2` [1]
]
(x) = (x∓ `) ξ2` [1] (x)
Using this result, we first determine X+ [δ0]:
X+ [δ0] (x)
=
∞∑
`=0
(−1)`
`!2
X+
[
ξ2` [1]
]
+
∞∑
`=0
(−1)`
`! (`+ 1)!
X+
[
ξ2`+1 [1]
] (
e− − e+)
=
∞∑
`=0
(−1)`
`!2
(x− `) ξ2` [1] +
∞∑
`=0
(−1)`
`! (`+ 1)!
(x− (`+ 1)) ξ2`+1 [1] (e− − e+)
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When we expand the discrete polynomials ξk[1], we get
X+ [δ0] (x) = x+
∞∑
`=1
(−1)`
`!2
(x− `) (x+ ` (e+ ∧ e−))A`−1(x)
+
∞∑
`=0
(−1)`
`! (`+ 1)!
(x− (`+ 1)) A`(x)
(
e+ + e−
) (
e− − e+)
= x+
∞∑
`=1
(−1)`
`!2
(x− `) xA`−1(x)
= x+
∞∑
`=1
(−1)`
`!2
(x− `) x2
`−1∏
i=1
(
x2 − i2)
This series always converges, since for every x ∈ Z, only a finite number of terms
differ from zero.
In a similar manner, we can determine X− [δ0]:
X− [δ0] (x) = x+
∞∑
`=1
(−1)`
`!2
(x+ `) x2
`−1∏
i=1
(
x2 − i2)
We can reduce the complexity of this formula since we are only interested in the
evaluation of X± [δ0] in the lattice points.
Example 3.3.1. A few examples (see table 3.1) illustrate that we can rewrite
X± [δ0] in a closed form:
X+ [δ0] (n) = (−1)n+1 |n| , n ∈ Z
X− [δ0] (n) = (−1)n |n| , n ∈ Z
n X+ [δ0] (n) X
− [δ0] (n)
0 0 0
±1 1 −1
±2 −2 2
±3 3 −3
±4 −4 4
Table 3.1: Values of X± [δ0] (n), obtained for low values of n
To prove that the discrete function (−1)n+1 |n| indeed is equal to X+ [δ0] (n) on
Z, we will show in lemma 3.3.1 that
ξ [δ0] = (−1)n |n|
(
e+ − e−)
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or equivalently
e+X− [δ0] + e−X+ [δ0] = (−1)n |n|
(
e+ − e−)
Note that X± [δ0] are both scalar–valued and thus
(
e+ + e−
)
X− [δ0] = e+e− (ξ [δ0]) + e− (ξ [δ0]) e−
= e+e−
(
(−1)n |n| (e+ − e−))+ e− ((−1)n |n| (e+ − e−)) e−
= (−1)n |n| (e+ + e−)
which implies that X− [δ0] = (−1)n |n|. Similarly, from lemma 3.3.1 it also
follows that X+ [δ0] = (−1)n+1 |n|.
Lemma 3.3.1. The action of ξ on δ0, given by the following Taylor series
∞∑
`=0
(−1)`
`!2
ξ2`+1 [1] +
∞∑
`=0
(−1)`+1
`! (`+ 1)!
ξ2`+2 [1]
(
e+ − e−)
is equal to the discrete function g(n) = (−1)n |n| (e+ − e−).
Proof. We explicitly determine the Taylor series expansion of g, which is
∞∑
k=0
1
k!
ξk[1] ∂kg(0)
We thus have to show that g(0) = 0 (which is trivial) and that
∂2`+1g(0) = (−1)` (2`+ 1)!
`!2
∂2`g(0) = (−1)` (2`)!
`! (`− 1)!
(
e+ − e−)
For even derivatives of g, we use (3.8) which says that
∂2`g(0) =
2∑`
i=0
(−1)i
(
2`
i
)
g(`− i) = (−1)`
2∑`
i=0
(
2`
i
)
|`− i| (e+ − e−)
= (−1)` (2`)!
`! (`− 1)!
(
e+ − e−)
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On the other hand, for odd derivatives of g, equation (3.9) shows that
∂2`+1g(0) =
2`+1∑
i=0
(−1)i
(
2`+ 1
i
)[
e+ g(`+ 1− i) + e− g(`− i)]
=
2`+1∑
i=0
(−1)`
(
2`+ 1
i
)[|`+ 1− i| e+ (e− − e+)− |`− i| e− (e− − e+)]
= (−1)`
2`+1∑
i=0
(
2`+ 1
i
)[|`+ 1− i| e+e− + |`− i| e−e+]
= (−1)` (2`+ 1)!
`!2
(
e+e− + e−e+
)
= (−1)` (2`+ 1)!
`!2
3.3.2 Action X± on δj (j ∈ Z)
We could repeat the previous method for a general δj , i.e. letting the operatorsX±
act directly on the Taylor series of δj and determining an explicit closed form for
the result. However, generalizing this method to higher dimensions requires more
cumbersome calculations. Therefore we will follow another way, starting from
X± [δ0] (n) = ± (−1)n+1 |n|, by combining the skew Weyl relations with
∆+δk = δk−1 − δk
∆−δk = δk − δk+1
We first show how to obtain X± [δ±1]. We start from
∆+X+ [δ0] = δ0 +X
−∆− [δ0] = δ0 +X
− [δ0 − δ1] = δ0 + (−1)n |n| −X− [δ1]
∆+X+ [δ0] = (−1)n+2 |n+ 1| − (−1)n+1 |n|
where we have omitted the evaluation in the lattice point n. We conclude that
X− [δ1] = δ0 + (−1)n+1 |n+ 1|. Equally, we obtain
∆−X− [δ0] = δ0 +X
+∆+ [δ0] = δ0 +X
+ [δ−1]− (−1)n+1 |n|
∆−X− [δ0] = (−1)n |n| − (−1)n−1 |n− 1|
implying that X+ [δ−1] = −δ0 + (−1)n |n− 1|. Subsequently we compute
∆−X− [δ1] = δ1 +X+∆+ [δ1] = δ1 + (−1)n+1 |n| −X+ [δ1]
∆−X− [δ1] =
(
δ0(n) + (−1)n+1 |n+ 1|
)− (δ0(n− 1) + (−1)n |n|)
so X+ [δ1] = 2 δ1 − δ0 + (−1)n |n+ 1|. Finally, we have
∆+X+ [δ−1] = δ−1 +X
−∆− [δ−1] = δ−1 +X
− [δ−1]− (−1)n |n|
∆+X+ [δ−1] =
(−δ0(n+ 1) + (−1)n+1 |n|)− (−δ0(n) + (−1)n |n− 1|)
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from which it follows that X− [δ−1] = −2 δ−1 + δ0 + (−1)n−1 |n− 1|. In the
same way one can check that
X− [δ2] (n) = 3 δ1 − 2 δ0 + δ−1 + (−1)n+2 |n+ 2|
X+ [δ−2] (n) = −3 δ−1 + 2 δ0 − δ1 − (−1)n−2 |n− 2|
X+ [δ2] (n) = 4 δ2 − 3 δ1 + 2 δ0 − δ−1 − (−1)n+2 |n+ 2|
X− [δ−2] (n) = −4 δ−2 + 3 δ−1 − 2 δ0 + δ1 + (−1)n−2 |n− 2|
These calculations can be generalized to δ±k with k ∈ N arbitrary, which we
summarize in the following theorem.
Theorem 3.3.1. For all natural numbers k ∈ N, the action of X± on a delta
function δk is given by
X+ [δk] (n) =
2k−1∑
i=0
(−1)i (2k − i) δk−i − (−1)n+k |n+ k|
X− [δk] (n) = −
2k−1∑
i=1
(−1)i (2k − i) δk−i + (−1)n+k |n+ k|
X+ [δ−k] (n) =
2k−1∑
i=1
(−1)i (2k − i) δ−k+i − (−1)n−k |n− k|
X− [δ−k] (n) = −
2k−1∑
i=0
(−1)i (2k − i) δ−k+i + (−1)n−k |n− k|
Proof. The proof uses induction on k and the skew Weyl relations. As an example,
we prove the second equality in lemma 3.7.4.
Remark 3.3.1. To really understand what X± [δk] looks like, we have to know
what their values are on points of Z.
• X+ [δk] is −(−1)n+k |n+ k| on Z\[−k, k] and zero on [−k, k]
• X− [δk] is (−1)n+k |n+ k| on Z\[−k, k] and 2k δk on [−k, k]
• X+ [δ−k] is −(−1)n−k |n− k| on Z\[−k, k] and −2k δ−k on [−k, k]
• X− [δ−k] is (−1)n−k |n− k| on Z\[−k, k] and zero on [−k, k]
An example of this kind of behaviour is depicted in figures 3.3–3.4.
Corollary 3.3.1. Combining the explicit forms of X±[δ±k], we see that
X+ [δk] +X
− [δk] = 2k δk
and
X+ [δ−k] +X− [δ−k] = −2k δ−k
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Figure 3.3: X+ [δ±k] is zero on ]−k, k[
Figure 3.4: X− [δ±k] is zero on ]−k, k[
3.3.3 Action of ξ on δk (k ∈ Z)
Using Theorem 3.3.1 we can immediately compute the action of ξ on δ±k.
Corollary 3.3.2. For k > 0, the action of the operator ξ = e+X− + e−X+ on
the discrete delta functions is given by:
ξ [δk] = 2k δk e
− −
2k−1∑
i=1
(−1)i (2k − i) δk−i
(
e+ − e−)
+ (−1)n+k |n+ k| (e+ − e−)
ξ [δ−k] = −2k δ−k e+ −
2k−1∑
i=1
(−1)i (2k − i) δ−k+i
(
e+ − e−)
+ (−1)n−k |n− k| (e+ − e−)
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and thus
ξ [δk + δ−k] = 2k
(
δk e
− −
k−1∑
i=−k+1
(−1)k−i δi
(
e+ − e−)− δ−k e+)
+ (−1)n+k (|n+ k|+ |n− k|) (e+ − e−)
Remark 3.3.2. Again, we are interested in the values of ξ [δ± k] in points of the
grid: ξ [δ±k] behaves like (−1)n±k |n± k| (e+ − e−) on Z\ [−k, k] and is zero
on ]−k, k[.
3.4 Action of ξ on characteristic functions
As we have determined the action of the co-ordinate difference operator ξ on sepa-
rate points of the grid (i.e. on δk), we can now consider its action on sets of points.
Characteristic functions are examples of discrete functions for which the action
under ξ is best determined using the expansion in delta functions. Let χk be the
characteristic function of the set [−k, k] ⊂ Z; we determine ξ [χk] and use it to
check that
lim
k→∞
ξ [χk] = ξ[1] = x
(
e+ + e−
)
We start with an example.
Example 3.4.1. For χ1 = δ0 + δ1 + δ−1, the evaluation of ξ [χ1] in a lattice point
n can be calculated as follows:
ξ [χ1] = (−1)n |n|
(
e+ − e−)
+ 2 δ1 e
− + δ0
(
e+ − e−)+ (−1)n+1 |n+ 1| (e+ − e−)
− 2 δ−1 e+ + δ0
(
e+ − e−)+ (−1)n−1 |n− 1| (e+ − e−)
It is easy to see that (−1)n+1 (|n+ 1| − |n|+ |n− 1|) = (−1)n+1 |n| − 2 δ0(n).
Thus
ξ [χ1] (n) = 2 δ1(n) e
− − 2 δ−1(n) e+ + (−1)n+1 |n|
(
e+ − e−)
Some values of ξ [χ1]: ξ [χ1] (0) = 0 and
• ξ [χ1] (±1) = ± (e+ + e−)
• ξ [χ1] (n) = (−1)n+1 |n| (e+ − e−) for |n| > 2
This example illustrates that ξ [χk] behaves differently on the interval [−k, k] than
on Z\ [−k, k]. The different values are given in the following theorem.
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Theorem 3.4.1. For each k ∈ N
ξ [χk] (n) =
{
n (e+ + e−) , |n| 6 k
(−1)n+k |n| (e+ − e−) , |n| > k
Proof. We determine ξ [χk] (n) by induction on k, using corollary 3.3.2 and ex-
ample 3.4.1. Assume the theorem holds for ξ [χk−1]; then for |n| 6 k − 1:
ξ [χk] (n) = ξ [χk−1] (n) + ξ [δk] (n) + ξ [δ−k] (n)
= ξ [χk−1] (n) + (−1)n+k (|n+ k|+ |n− k|)
(
e+ − e−)
+ 2k
(
δk e
− −
−k+1∑
i=k−1
(−1)k−i δi
(
e+ − e−)− δ−k e+) (n)
= n
(
e+ + e−
)
+ (−1)n+k 2k (e+ − e−)− (−1)k−n 2k (e+ − e−)
= n
(
e+ + e−
)
ξ [χk] (k) = ξ [χk−1] (k) + 2k e− + 2k
(
e+ − e−) = −k (e+ − e−)+ 2k e+
= k
(
e+ + e−
)
In a similar way, one can check that
ξ [χk] (−k) = −k
(
e+ + e−
)
ξ [χk] (n) = (−1)n+k |n|
(
e+ − e−) , |n| > k
Corollary 3.4.1. As expected, we find that
lim
k→∞
ξ [χk] = ξ[1] = x
(
e+ + e−
)
Remark 3.4.1. An alternative method for proving lim
k→∞
ξ [χk] = ξ[1] consists of
considering how ξ [δ±k] behaves on Z.
• Since ξ [δ±k] = 0 in ]− k, k [ , evaluating
∑
k∈Z
ξ [δk] in n ∈ Z requires only
a finite number of terms: ξ [δ±k] with k 6 |n|
• For k 6 |n|, we use
ξ [δ0] (n) = (−1)n |n|
(
e+ − e−)
and
ξ [δk + δ−k] (n) = 2k δk e− − 2k δ−k e+ + (−1)n+k 2 |n|
(
e+ − e−)
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to determine the finite sum
∞∑
k=−∞
ξ [δk] (±n) = ξ [δ0] (±n) +
n∑
k=1
ξ [δk + δ−k] (±n)
= ξ [δ0] (±n)
+
n∑
k=1
(
2k δk (±n) e− − 2k δ−k (±n) e+ + (−1)n+k 2 |n|
(
e+ − e−))
= (−1)n n (e+ − e−)± 2n e∓ + (−1)n 2n (e+ − e−) n∑
k=1
(−1)k
=
{
n (e+ − e−)± 2n e∓, n even
−n (e+ − e−)± 2n e∓ + 2n (e+ − e−) , n odd
= n
(
e+ − e−)± 2n e∓ = ±n (e+ + e−)
Although, as demonstrated in the previous remark, the action of the vector vari-
ables ξ on discrete delta functions δj and in particular on characteristic functions
χk are well-defined and behave as one would expect ( lim
k→∞
ξ [χk] = ξ[1]), the
extra term (−1)n±k |n± k| appearing in the explicit form of ξ [δ±k] in Corollary
3.3.2 is a complication that typically arises in the discrete setting. To avoid this
kind of complications when considering the action of ξ, we introduce discrete dis-
tributions, in particular discrete delta distributions.
3.5 Discrete distributions
In this section, we introduce one-dimensional discrete distributions as linear func-
tionals on the set of discrete polynomials. We can also associate a discrete distri-
bution with a discrete function f of compact support or introduce them as discrete
counterparts of continuous distributions.
Definition 3.5.1. A discrete distribution F is a linear functional defined on the set
of discrete polynomials and taking values in the Clifford algebra.
A special type is a discrete distribution F associated with a discrete function f of
compact support:
F [V ] :=
∫
Z
V (x) f(x) =
∑
x∈Z
V (x) f(x)
where f is the so-called density function. We denote the action of the distribution
F on the polynomial V as F [V ] or as 〈F, V 〉.
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Our distribution space contains all compactly supported functions in an injective
way but there also are distributions that cannot be represented by functions on Z.
To characterize these distributions one represents polynomials by means of their
coefficients, which corresponds to the space of compactly supported functions on
N. In this way, the space of distributions is represented by the space of all functions
onN by assigning to each distribution F the sequence of its moments Fn = F [xn].
The weak star topology in this distribution space corresponds to the pointwise
convergence of the corresponding moment sequences (Fn).
The reason why we prefer this space of distributions is because each distribution
admits a dual Taylor series in terms of the fundamental distributions ∂kδ which in
the continuous case would correspond to the derivatives of the delta distribution.
Also there is a Fourier correspondence (see 3.5.4) mapping distributions into func-
tions and another one mapping functions into distributions, which completes the
dual picture. These Fourier correspondences are essentially different from the clas-
sical discrete Fourier transform which maps the discrete onto the continuous case.
3.5.1 Definitions
For a discrete distribution F associated with a discrete density function f , the
action of the operators ∆± on F is governed by 〈∆±F, V 〉 = −〈F, V∆∓〉, since
for a discrete function f it holds that∫
Z
V (x)
(
∆±f
)
(x) = −
∫
Z
(
∆∓V
)
(x)f(x)
as was established in [4].
As a consequence, we define the action of the operators ∆± on a general distri-
bution F (i.e. not necessarily a distribution associated with a density function)
consistent with the previous result:〈
∆±F, V
〉
= − 〈F, V∆∓〉 = − 〈F,∆∓ [V ]〉 (3.12)
Furthermore, we define the action of the operators X± on a general distribution
F in such a way that the definitions are consistent with the skew Weyl relations
∆+X+ −X−∆− = 1 = ∆−X− −X+∆+:〈
X±F, V
〉
=
〈
F, V X∓
〉
=
〈
F,X∓ [V ]
〉
(3.13)
Indeed, one can check that〈
X+∆+F, V
〉
=
〈
∆+F,X− [V ]
〉
= − 〈F,∆− (X− [V ])〉
= −〈F, V 〉+ 〈∆−X−F, V 〉 = 〈(∆−X− − 1)F, V 〉
and similar for the other relations.
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The formulae (3.12)–(3.13) now also determine the action of the co-ordinate diffe-
rence operator ∂ = ∆+e+ + ∆−e− and of the vector variable ξ = ξ−e+ + ξ+e−
on a (general) distribution F :
〈∂F, V 〉 = − 〈F, V (∆−e+ + ∆+e−)〉 = − 〈F, V ∂†〉 (3.14)
〈ξF, V 〉 = 〈F, V (X−e− +X+e+)〉 = 〈F, V ξ†〉 (3.15)
with ∂† = e−∆+ + e+∆− the conjugate Dirac operator and ξ† = e+ ξ+ + e− ξ−
the conjugate vector variable operator.
It thus is important to know how ξ† and ∂† act from the right on discrete poly-
nomials. In the simplest case where the polynomial V is scalar-valued the action
from the left equals the action from the right. The following lemma shows that also
on the basic homogeneous polynomials this action can be easily translated into an
action from the left.
Lemma 3.5.1. The conjugate Dirac operator ∂† and conjugate vector variable
operator ξ† display the following behavior.(
ξk[1]
)
∂† = ∂
(
ξk[1]
)
(3.16)(
ξk[1]
)
ξ† = ξk+1[1] (3.17)
for all k ∈ N.
Proof. Let k = 2`+1 be odd; we denote ξk[1] as ξ2`+1[1](x) = A`(x) (e+ + e−)
with A`(x) a scalar polynomial. We now show how the action from the right of
ξ† and ∂† on odd homogeneous polynomials equals the action of ξ and ∂ from the
left. (
ξk[1]
)
∂† =
(
ξ2`+1[1]
) (
∆+ e− + ∆− e+
)
= ∆+
[
A`
(
e+ + e−
)]
e− + ∆−
[
A`
(
e+ + e−
)]
e+
= ∆+ [A`] e
+e− + ∆− [A`] e−e+
=
(
∆+ e+ + ∆−e−
) [
A`
(
e+ + e−
)]
= ∂
[
ξk[1]
](
ξk[1]
)
ξ† =
(
A`
(
e+ + e−
)) (
X+ e+ +X− e−
)
= X+(A`) e
−e+ +X−(A`) e+e−
=
(
X+ e− +X− e+
) (
A`
(
e+ + e−
))
= ξ
(
A`
(
e+ + e−
))
= ξ
(
ξ2`+1[1]
)
= ξk+1[1]
Furthermore, in the case where k = 2` is even, the discrete polynomial is ξ2`[1](x)
= (x+ ` (e+ ∧ e−))A`−1(x). We compare how the operators ξ† and ∂† act from
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the right on ξ2`[1] with how ξ and ∂ act from the left on ξ2`[1].(
ξk[1]
)
∂† =
(
ξ2`[1]
) (
∆+ e− + ∆− e+
)
= ∆+
[(
x+ `
(
e+ ∧ e−))A`−1] e− + ∆− [(x+ ` (e+ ∧ e−))A`−1] e+
= ∆+ [xA`−1] e− −∆+ [`A`−1] e− + ∆− [xA`−1] e+ + ∆− [`A`−1] e+
∂
(
ξk[1]
)
=
(
∆+ e+ + ∆− e−
) (
ξ2`[1]
)
= e+ ∆+
[(
x+ `
(
e+ ∧ e−))A`−1]+ e−∆− [(x+ ` (e+ ∧ e−))A`−1]
= e+ ∆+ [xA`−1]− e+ ∆+ [`A`−1] + e−∆− [xA`−1] + e−∆− [`A`−1]
Comparing both forms, we see that(
ξk[1]
)
∂† =
(
e+ + e−
) (
∂
(
ξk[1]
)) (
e+ + e−
)
Since ∂
(
ξk[1]
)
= k ξk−1 with k − 1 = 2` − 1 odd, we get that ξ2`−1[1] =
A`−1 (e+ + e−) is vectorial. This implies that(
ξk[1]
)
∂† = k
(
e+ + e−
) (
A`−1
(
e+ + e−
)) (
e+ + e−
)
= k A`−1
(
e+ + e−
)
= k ξk−1 = ∂ ξk[1]
In a similar manner, we compare(
ξk[1]
)
ξ† =
((
x+ `
(
e+ ∧ e−))A`−1) (X+ e+ +X− e−)
= X+
[(
x+ `
(
e+ ∧ e−))A`−1] e+ +X− [(x+ ` (e+ ∧ e−))A`−1] e−
= X+ [xA`−1] e+ +X+ [`A`−1] e+ +X− [xA`−1] e− −X− [`A`−1] e−
with
ξ
(
ξk[1]
)
=
(
X+ e− +X− e+
) ((
x+ `
(
e+ ∧ e−))A`−1)
= e−X+
((
x+ `
(
e+ ∧ e−))A`−1)+ e+X− ((x+ ` (e+ ∧ e−))A`−1)
= e−X+ [xA`−1] + e−X+ [`A`−1] + e+X− [xA`−1]− e+X− [`A`−1]
and again note that(
ξk[1]
)
ξ† =
(
e+ + e−
)
ξ
(
ξk[1]
) (
e+ + e−
)
As ξ
(
ξk[1]
)
= ξ2`+1[1] = A` (e
+ + e−), we arrive at(
ξk[1]
)
ξ† =
(
e+ + e−
)
A`
(
e+ + e−
) (
e+ + e−
)
= A`
(
e+ + e−
)
= ξk+1[1]
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Example 3.5.1. With a discrete delta function δj (j ∈ Z), we associate its discrete
distribution δj:〈
δj , ξ
`[1]
〉
= δj
[
ξ`[1]
]
=
∑
x∈Z
ξ`[1](x) δj(x) = ξ
`[1](j)
The derivatives of the discrete delta distribution act on polynomials in the follow-
ing way:〈
∂kδj , ξ
`[1]
〉
= (−1)k
〈
δj ,
(
ξ`[1]
) (
∂†
)k〉
= (−1)k 〈δj , ∂k (ξ`[1])〉
=
(−1)k
`!
(`− k)! ξ
`−k[1](j) k 6 `
0 k > `
Here we have used (3.16).
Every discrete function f can be expressed by means of the discrete homogeneous
polynomials in a discrete Taylor series
∞∑
k=0
1
k!
ξk[1] ck, where ck = ∂kf(0)
Inspired by distributions associated with a discrete density function, we define
〈F a, V 〉 = 〈F, V 〉 a
〈F, a V 〉 = a 〈F, V 〉
where a is a Clifford number. Lemma 3.5.1 thus implies that if all ck commute
with ∂† and ξ† (in particular if all ck are scalar), then the action of a discrete
distribution F on f is also given by
〈∂F, V 〉 = −〈F, ∂V 〉 ,
〈ξF, V 〉 = 〈F, ξ V 〉
The actions (3.14)–(3.15) indicate that our initial definition of discrete distribu-
tions works most effectively when considering left modules, for example, the left
module of discrete functions f satisfying f∂† = 0. For working with right mod-
ules, for example the right module of discrete monogenic functions, we introduce
an alternative definition of discrete distributions.
Definition 3.5.2 (Inner product). The inner product of a discrete distribution F
associated with a density function f and a polynomial V is given as
(F, V ) =
∑
x∈Z
f†(x)V (x)
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Despite the name, this is not a real inner product, but we will use the name to make
the distinction with the action of a distribution on a function.
Inspired by this definition of distributions associated with density functions, we
define for a general distribution F
(ξ F, V ) = (F, ξ V )
(∂ F, V ) = − (F, ∂ V )
and for a Clifford number a
(aF, V ) = a† (F, V )
(F, V a) = (F, V ) a
To illustrate when this alternative definition is useful, we consider a discrete func-
tion g with Taylor series
g =
∞∑
k=0
ξk[1] ck
The inner product of a discrete distribution F and g is then given by
(F, g) =
∞∑
k=0
(
F, ξk[1] ck
)
=
∞∑
k=0
(
F, ξk[1]
)
ck
The inner product of the distribution F and the function g is most useful when we
expand the discrete function g in its Taylor series. On the other hand, the action of
a distribution F on a function g is useful when we express the distribution F in its
dual Taylor series, which is explained in the next section.
3.5.2 Dual Taylor series
Like all discrete functions can be expressed as a series of homogeneous polynomi-
als, all discrete distributions admit a dual Taylor series, expressing them in terms
of derivatives of the delta distribution.
Example 3.5.1 suggests that every discrete distribution F can be equivalently writ-
ten as:
F =
∞∑
k=0
(−1)k
k!
∂kδ0 F
[
ξk[1]
]
Indeed, both sides have the same action on polynomials ξ`[1]:
∞∑
k=0
(−1)k
k!
〈
∂kδ0 F
[
ξk[1]
]
, ξ`[1]
〉
=
∞∑
k=0
(−1)k
k!
〈
∂kδ0, ξ
`[1]
〉
F
[
ξk[1]
]
=
(−1)`
`!
(−1)` `! F [ξ`[1]]
= F
[
ξ`[1]
]
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We thus regard the discrete delta distributions as the duals of the discrete homoge-
neous polynomials.
Definition 3.5.3. The dual Taylor series of a discrete distribution F is the infinite
series ∞∑
k=0
(−1)k
k!
∂kδ0 F
[
ξk[1]
]
expanding F in terms of derivatives of the delta distribution.
Using this result, we can associate a discrete distribution F to a continuous distri-
bution f , which moments f
[
ξk[1]
]
are all defined, in the following way:
F =
∞∑
k=0
(−1)k
k!
∂kδ0 f
[
ξk[1]
]
Example 3.5.2. Starting from the continuous delta distribution, denoted δ, whose
action on ξk[1] is given by
δ
[
ξk[1]
]
=
∫
R
ξk[1](x) δ(x) dx = ξk[1](0) = 0 if k 6= 0
the resulting discrete distribution F
F =
∞∑
k=0
(−1)k
k!
∂kδ0 δ
[
ξk[1]
]
= δ0
is the discrete delta distribution. It thus makes sense that we called the distribution
associated with the discrete delta function the discrete delta distribution, as it is
the discrete counterpart of the continuous delta distribution.
Remark 3.5.1. Let F be a distribution F associated with a discrete function f ,
i.e. 〈F, V 〉 = ∑n∈Z V (n) f(n). We can express F in terms of the discrete delta
distributions:
F =
∑
n∈Z
δn f(n)
Indeed, since δn [V ] = V (n), we have∑
n∈Z
δn [V ] f(n) =
∑
n∈Z
V (n) f(n) = F [V ]
3.5.3 Action of X± on discrete distributions δk
The difference between discrete delta functions δk and discrete delta distribu-
tions δk becomes obvious when we consider the results under the action of X±.
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Since a distribution is determined by its action on polynomials and
〈
X±δ0, ξk
〉
=
−〈δ0, X∓ [ξk]〉 = 0, we have that
X± [δ0] = 0
Remark that this is not the same as the action of X± on the discrete delta function
δ0, which was given by X± [δ0] (n) = ±(−1)n+1 |n|, see 3.3.1.
To determine X± [δ±1], we use ∆+δk = δk−1 − δk and ∆−δk = δk − δk+1:
0 = ∆+X+ [δ0] = δ0 +X
−∆− [δ0] = δ0 +X− [δ0 − δ1] = δ0 −X− [δ1]
0 = ∆−X− [δ0] = δ0 +X+∆+ [δ0] = δ0 +X+ [δ−1 − δ0] = δ0 +X+ [δ−1]
from which we conclude X− [δ1] = δ0 and X+ [δ−1] = −δ0. Furthermore,
∆−X− [δ1] = δ1 +X+∆+ [δ1] = δ1 +X+ [δ0 − δ1] = δ1 −X+ [δ1]
∆−X− [δ1] = ∆−δ0 = δ0 − δ1
and
∆+X+ [δ−1] = δ−1 +X−∆− [δ−1] = δ−1 +X− [δ−1]
∆+X+ [δ−1] = −∆+ [δ0] = − (δ−1 − δ0)
shows that X+ [δ1] = 2δ1 − δ0 and X− [δ−1] = −2δ−1 + δ0.
Analogously, one can calculate X± [δ±2], yielding
X+ [δ2] = 4δ2 − 3δ1 + 2δ0 − δ−1
X− [δ−2] = −4δ−2 + 3δ−1 − 2δ0 + δ1
X− [δ2] = 3δ1 − 2δ0 + δ−1
X+ [δ−2] = −3δ−1 + 2δ0 − δ1
The general case again uses induction on k and the skew Weyl relations. The result
is given in the following theorem.
Theorem 3.5.1. For all natural numbers k ∈ N, the action of X± on the delta
distributions δk is given by
X+ [δk] =
2k−1∑
i=0
(−1)i (2k − i)δ(k−i)
X− [δ−k] =
2k−1∑
i=0
(−1)i+1 (2k − i)δ−(k−i)
X+ [δ−k] =
2k−2∑
i=0
(−1)i+1 (2k − 1− i)δ−(k−1−i)
X− [δk] =
2k−2∑
i=0
(−1)i (2k − 1− i)δ(k−1−i)
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Remark 3.5.2. Comparing this result with Theorem 3.3.1 shows that the addi-
tional terms (−1)n±k |n± k| which appear in the action ofX± on the delta func-
tions X± [δ±k], do not appear when considering the action of X± on the delta
distributions δk.
Corollary 3.5.1. One has
ξ [δk] =

2 k e−δk +
2k−1∑
i=1
(−1)i+1 (2k − i) (e+ − e−)δk−i, k > 0
−2 |k| e+δk +
2|k|−1∑
i=1
(−1)i+1 (2 |k| − i) (e+ − e−)δk+i, k 6 0
3.5.4 Discrete Fourier transform
In this section, we define the above mentioned Fourier correspondence mapping
discrete distributions into functions. Let η = U+e− + U−e+ be the vector vari-
able corresponding to the variable u and ∂u = ∆+u e
+ + ∆−u e
− the co-ordinate
difference operator in the same variable. Define the Fourier kernel as the operator
E (ξ, η) =
+∞∑
`=0
1
`!
ξ` [1] (x) η`
Note that this is not exactly the same as exp (ξ η) since ξ and η do not commute.
Definition 3.5.4. The Fourier transform of a discrete distribution F is the function
F [F ] = 〈E (ξ, η)F, 1〉 =
∞∑
`=0
1
`
ξ` [1] (x)
〈
η`F, 1
〉
We denote the Fourier transform of the delta distribution δj byEj ; it is the function
Ej(x) = 〈E (ξ, η)δj , 1〉 =
+∞∑
`=0
1
`!
ξ` [1] (x)
〈
η`δj , 1
〉
We may denote
〈
η` [δj ] , 1
〉
as
∑
u∈Z
η` [δj ] (u) because the distribution η` [δj ] is
associated with the discrete density function of compact support η` [δj ].
As a consequence of Remark 3.5.1, the Fourier transform of a distribution associ-
ated with a discrete density function f can be expressed as linear combinations of
the components Ej
F [f ] (x) =
∑
j∈Z
F [δj ] (x) f(j) =
∑
j∈Z
Ej(x) f(j)
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The explicit calculations of the components Ej require the determination of the
action of all possible powers of η on the distribution δj :∑
u∈Z
ηk [δj ] (u) =
〈
ηk [δj ] , 1
〉
The fact that we use the distributions δj (instead of the functions δj) implies
η [δ0] = 0. Equations (3.15) and (3.17) state that, for all j ∈ N and all k ∈ Z, the
action of the distribution ηj [δk] on the polynomial 1 is given by:〈
ηj [δk] , 1
〉
=
〈
δk, η
j [1]
〉
= ηj [1](k)
With these values, the components Ej can be rewritten as
Ej(x) =
+∞∑
`=0
1
`!
ξ` [1] (x)
∑
u∈Z
η` [δj ] (u) =
+∞∑
`=0
1
`!
ξ` [1] (x) ξ`[1](j) (3.18)
and the Fourier transform of the distribution associated with a discrete function
f(u) is given by the discrete function
F [f ] (x) =
∑
j∈Z
Ej(x)f(j) =
+∞∑
`=0
1
`!
ξ` [1] (x)
∑
j∈Z
ξ`[1](j) f(j)
 (3.19)
Corollary 3.5.2. The discrete Fourier transform for a discrete function f is defined
if all moments
∑
n∈Z
ξ`[1](n) f(n) converge, ` ∈ N. Furthermore, formula (3.19)
implies that if ∑
n∈Z
ξ`[1](n) f(n) = 0, ∀` ∈ N
then F [f ] = 0.
Example 3.5.3. We recursively construct a function f defined on N, of which
the moments
∑
n∈Z
n` f(n) all are zero. The Fouriertransform of the distribution
associated with this function will thus be zero, although the function itself is not.
• We start with the function f0(n) = δ1 − δ2, for which
∑
Z
f0(n) = 0 and
hence also
∑
Z
f0(n− k) = 0, ∀k.
1 2 3 4 5 6 7 8 9 10
-1
0
1
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• In the first step we define the function f1(n) = f0(n)+λ f0(n−2) for which
still holds that
∑
Z
f1(n) = 0. We determine λ such that
∑
Z
n f1(n) =
−1− λ = 0, hence we choose λ = −1. The function f1 thus becomes:
f1(n) = f0(n)− f0(n− 2) = δ1 − δ2 − δ3 + δ4
1 2 3 4 5 6 7 8 9 10
-1
0
1
Since
∑
Z
f1(n) = 0, we also see that
∑
Z
f1(n− k) = 0, ∀k. Furthermore,
from
∑
Z
n f1(n) = 0 it follows that
∑
Z
n f1(n− k) = 0, ∀k.
• In step two, we define f2(n) = f1(n)+µ f1(n−4) for which it still holds that∑
Z
f2(n) =
∑
Z
n f2(n) = 0. We determine µ such that
∑
Z
n2 f2(n) =
4 + 4µ = 0, i.e. we choose µ = −1:
f2(n) = δ1 − δ2 − δ3 + δ4 − δ5 + δ6 + δ7 − δ8
1 2 3 4 5 6 7 8 9 10
-1
0
1
One can check that
∑
Z
n` f2(n− k) = 0, ∀k and ` = 0, 1, 2.
• Thus continuing, we obtain a discrete function f for which all moments∑
n∈Z n
` f(n) vanish, thus implying that the Fourier transform of the di-
stribution associated with f will be zero.
We now prove an important property of the discrete Fourier transform.
Proposition 3.5.1. Let F be a discrete distribution then
F [∂F ] = −ξF [F ]
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Proof. We compute
F [∂F ]
=
∞∑
`=0
1
`!
ξ`[1] (∂ F )
[
ξ`[1]
]
= −
∞∑
`=0
1
`!
ξ`[1]F
[(
ξ`[1]
)
∂†
]
= −
∞∑
`=0
1
`!
ξ`[1]F
[
∂
(
ξ`[1]
)]
= −
∞∑
`=1
1
`!
ξ`[1] ` F
[
ξ`−1[1]
]
= −
∞∑
`=1
1
(`− 1)! ξ
`[1]F
[
ξ`−1[1]
]
= −
∞∑
`=0
1
`!
ξ`+1[1]F
[
ξ`[1]
]
= −ξF [F ]
Example 3.5.4. With the resulting formula (3.18) for the components Ej , one can
easily check that E0(x) = 1. We use this in the calculations of F
[
∂kδ0
]
.
We start with
F [δ0] (x) =
∑
j∈Z
Ej(x)δ0(j) = E0(x) = 1
From proposition 3.5.1 it then follows that
F [∂2kδ0] (x) = ξ2k [1] (x)
F [∂2k−1δ0] (x) = −ξ2k−1 [1] (x)
Remark 3.5.3. A generalization of this Fourier transform to higher dimensions
happens in a tensorial way, as described in Chapter 8.
Definition 3.5.5. The dual Fourier correspondence mapping a function f into a
distribution indeed is defined by
F [f ] =
∞∑
`=0
(−1)`
`!
∂`δ0 ∂
`f(0)
Note that this transformation is indeed defined for any function on Z.
Explicit examples of this transformation are given by F [ξk[1]] = (−1)k ∂kδ0.
3.6 Conclusion
We considered discrete functions and discrete distributions. A discrete function g
defined on Z can be expressed as its Taylor series
g =
∞∑
k=0
1
k!
ξk[1] ∂f(0)
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while the discrete distribution F admits a dual Taylor series
F =
∞∑
k=0
(−1)k
k!
∂kδ0 F
[
ξk[1]
]
with no restrictions on the discrete functions or discrete distributions. This dual
picture is completed by the Fourier transform, mapping a distribution F to the
function
F [F ] =
∞∑
`=0
1
`
ξ` [1] F
[
ξ`[1]
]
and the dual Fourier transform, mapping a function f to the distribution
F [f ] =
∞∑
`=0
(−1)`
`!
∂`δ ∂`f(0)
since these mappings make the connection between the homogeneous polynomials
ξk[1], forming the components of the Taylor series and the derivatives of the delta
distribution ∂kδ0, which are the components of the dual Taylor series.
The (derivatives of the) delta functions and (the derivatives of the) delta distri-
butions are intrinsically different, as is indicated by some of their properties (see
table 3.2).
delta function delta distribution
δj δj
X± [δ0] (n) = ±(−1)n+1 |n| X± [δ0] = 0
X± [δj ] (Thm 3.3.1) X± [δj ] (Thm 3.5.1)
ξ [δj ] (Cor 3.3.2) ξ [δj ] (Cor 3.5.1)
f =
∑
n∈Z
f(n) δn F =
∑
n∈Z
f(n)δn (Rem 3.5.1)
Table 3.2: Overview of the properties of delta functions and delta distributions
3.7 Technical lemmas
Lemma 3.7.1. For all k ∈ N\{0}
ξk[1](0) = 0
and for all k ∈ N\{0, 1, 2}
ξk[1](1) = 0
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Proof. Obviously this holds for k = 1, 2. When k > 1, we can rewrite ξk[1] as
ξ
(
ξk−1[1]
)
= e−X+
(
ξk−1[1]
)
+ e+X−
(
ξk−1[1]
)
Recall that X±
[
xk
]
= Ek+1(±x) when k is odd and X±
[
xk
]
= xEk(±x) for
k even. Thus, the action of X± on each polynomial can always be expressed in
terms of the even Euler polynomials. As E2`(0) = 0 for all natural ` > 0, it can
be easily seen that
ξk[1](0) = e−X+
(
ξk−1[1]
)
(0) + e+X−
(
ξk−1[1]
)
(0) = 0
The fact that E0(0) = 1 does not cause a problem since X±[x0] = xE0(x) which
also vanishes when evaluated in the origin.
Now for ξk[1](1), we again consider
ξk[1](1) = e−X+
(
ξk−1[1]
)
(1) + e+X−
(
ξk−1[1]
)
(1)
The terms of X+
(
ξk−1[1]
)
(1) contain even Euler polynomials evaluated in 1. As
E2`(1) = 0 for all natural ` > 0 this means that X+
(
ξk−1[1]
)
(1) = 0. Again,
the fact that E0(1) = 1 is not important, since by induction ξk−1[1](0) = 0 which
indicates that ξk−1[1] does not contain a constant term. However, this is why
ξ[1](1) 6= 0.
Now we consider the terms of X−
(
ξk−1[1]
)
(1). Therefore we express the dis-
crete polynomial ξk−1[1] of degree k − 1 in a very general way:
ξk−1[1] =
k−1∑
s=0
as x
s
with as certain coefficients. Then
X−
(
ξk−1[1]
)
=
∑
s odd
asEs+1(−x) +
∑
s even
as xEs(−x)
Since E2`(−1) = 2, for all natural ` > 0 and E0(−1) = 1, we see that
X−
(
ξk−1[1]
)
(1) = 2
∑
s odd,s>0
as + a0 + 2
∑
s even
as = 2
∑
s
as − a0
= 2 ξk−1[1](1)− a0
When k > 2 both terms are zero and thus ξk[1](1) = 0. However for k = 2,
ξ[1](1) = 1 and thus ξ2[1](1) = 2.
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Lemma 3.7.2. Denote Ak(x) = x
k∏
i=1
(x2 − i2). Then for k > 1 it holds
Ak(0) = 0
Ak(1) = 0
∂2Ak(x) = 2k (2k + 1)Ak−1
∂2 (xAk−1(x)) = (2k) (2k − 1)xAk−2(x)
Proof. The first two conditions are trivial. To prove the third condition, we rewrite
Ak(x) = x
k∏
i=1
(x2 − i2) = x
k∏
i=1
(x− i)
k∏
s=1
(x+ s)
then
∂2Ak(x) = Ak(x+ 1)− 2Ak(x) +Ak(x− 1)
= (x+ 1)
k∏
i=1
(x− i+ 1)
k∏
s=1
(x+ s+ 1)− 2x
k∏
i=1
(x− i)
k∏
s=1
(x+ s)
+ (x− 1)
k∏
i=1
(x− i− 1)
k∏
s=1
(x+ s− 1)
=
k−1∏
i=0
(x− i)
k+1∏
s=1
(x+ s)− 2x
k∏
i=1
(x− i)
k∏
s=1
(x+ s)
+
k+1∏
i=1
(x− i)
k−1∏
s=0
(x+ s)
= [(x+ k)(x+ k + 1)− 2(x− k)(x+ k) + (x− k)(x− k − 1)]
x
k−1∏
i=1
(x2 − i2)
=
(
4 k2 + 2k
)
x
k−1∏
i=1
(x2 − i2) = (2k) (2k + 1)x
k−1∏
i=1
(x2 − i2)
= (2k) (2k + 1)Ak−1
To prove the last equality we note that
xAk−1(x) =
k−1∏
i=0
(x− i)
k−1∏
s=0
(x+ s)
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and hence
∂2 (xAk−1(x)) = (x− 1)Ak−1(x− 1)− 2xAk−1(x) + (x+ 1)Ak−1(x+ 1)
=
k−1∏
i=0
(x− i− 1)
k−1∏
s=0
(x+ s− 1)− 2
k−1∏
i=0
(x− i)
k−1∏
s=0
(x+ s)
+
k−1∏
i=0
(x− i+ 1)
k−1∏
s=0
(x+ s+ 1)
=
k∏
i=1
(x− i)
k−2∏
s=−1
(x+ s)− 2
k−1∏
i=0
(x− i)
k−1∏
s=0
(x+ s)
+
k−2∏
i=−1
(x− i)
k∏
s=1
(x+ s)
= [(x− 1)(x− k + 1)(x− k)− 2x(x− k + 1)(x+ k − 1)
+(x+ 1)(x+ k − 1)(x+ k)]
k−2∏
i=1
(x− i)
k−2∏
s=0
(x+ s)
= 2k (2k − 1)x
k−2∏
i=1
(x− i)
k−2∏
s=0
(x+ s)
= 2k (2k − 1)xAk−2(x)
Corollary 3.7.1. The explicit formulae in the right-hand side of (3.1)–(3.2) satisfy
the system (3.3).
Proof. This directly follows from lemma 3.7.2 since the explicit formulae can be
expressed as Ak (e+ + e−) for odd powers 2k+ 1 and (x+ k e+ ∧ e−)Ak−1 for
even powers 2k.
Lemma 3.7.3. The function
h(x) = 1 +
∞∑
`=1
(−1)`
(`!)
2 x
2
`−1∏
j=1
(
x2 − j2)
converges for all x ∈ R to sin (pix)
pix
.
Proof. We first show that h(x) equals
∞∏
j=1
(
1− x
2
j2
)
. We then invoke the Weier-
strass factorization theorem in complex analysis, which asserts that an entire func-
tion can be represented by a product involving its zeroes. A corollary of the Weier-
strass factorization theorem states that
sin (pi x)
pi x
=
∞∏
j=1
(
1− x
2
j2
)
, ∀x ∈ R
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thus ending the proof. We show, by induction on N , that
h(x) =
N∏
j=1
(
1− x
2
j2
)
+
∞∑
`=N+1
(−1)`
`!2
x2
`−1∏
j=1
(
x2 − j2) (3.20)
Hence, we first take N = 1:
h(x) = 1− x2 +
∞∑
`=2
(−1)`
(`!)
2 x
2
`−1∏
j=1
(
x2 − j2)
and N = 2:
h(x) = 1− x2 + 1
4
x2
(
x2 − 1)+ ∞∑
`=3
(−1)`
(`!)
2 x
2
`−1∏
j=1
(
x2 − j2)
=
(
1− x2)(1− x2
4
)
+
∞∑
`=3
(−1)`
(`!)
2 x
2
`−1∏
j=1
(
x2 − j2)
Now assume (induction hypothesis) that for all N 6 k − 1 the statement (3.20)
holds. We then choose k and consider
h(x) =
k−1∏
j=1
(
1− x
2
j2
)
+
∞∑
`=k
(−1)`
`!2
x2
`−1∏
j=1
(
x2 − j2)
=
k−1∏
j=1
(
1− x
2
j2
)
+
(−1)k
k!2
x2
k−1∏
j=1
(
x2 − j2)+ ∞∑
`=k+1
(−1)`
`!2
x2
`−1∏
j=1
(
x2 − j2)
=
k−1∏
j=1
(
1− x
2
j2
)
− x
2
k!2
k−1∏
j=1
j2
(
1− x
2
j2
)
+
∞∑
`=k+1
(−1)`
`!2
x2
`−1∏
j=1
(
x2 − j2)
=
k−1∏
j=1
(
1− x
2
j2
)
− x
2
k2
k−1∏
j=1
(
1− x
2
j2
)
+
∞∑
`=k+1
(−1)`
`!2
x2
`−1∏
j=1
(
x2 − j2)
=
k∏
j=1
(
1− x
2
j2
)
+
∞∑
`=k+1
(−1)`
`!2
x2
`−1∏
j=1
(
x2 − j2)
which concludes the induction. Taking the limit N →∞ then shows
h(x) =
∞∏
j=1
(
1− x
2
j2
)
=
sin (pi x)
pi x
Lemma 3.7.4. The action of X− on a delta function δk is given by:
X− [δk] = −
2k−1∑
i=1
(−1)i (2k − i) δk−i + (−1)n+k |n+ k|
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Proof. We prove that the lemma holds by induction on k. From our induction
hypothesis, we know that
∆+X+ [δk−1]
IH
=
2k−3∑
i=0
(−1)i (2k − 2− i) δk−1−i(n+ 1)− (−1)n+1+k−1 |n+ 1 + k − 1|
−
2k−3∑
i=0
(−1)i (2k − 2− i) δk−1−i + (−1)n+k−1 |n+ k − 1|
=
2k−3∑
i=0
(−1)i (2k − 2− i) δk−1−i(n+ 1)− (−1)n+k |n+ k|
−
2k−3∑
i=0
(−1)i (2k − 2− i) δk−1−i − (−1)n+k |n+ k − 1|
On the other hand, we also have that
∆+X+ [δk−1] = δk−1 +X−∆− [δk−1] = δk−1 +X− [δk−1 − δk]
IH
= δk−1 −
2k−3∑
i=1
(−1)i (2k − 2− i) δk−1−i + (−1)n+k−1 |n+ k − 1| −X− [δk]
hence
X− [δk] = −
2k−3∑
i=0
(−1)i (2k − 2− i) δk−1−i(n+ 1) + (−1)n+k |n+ k|
+
2k−3∑
i=0
(−1)i (2k − 2− i) δk−1−i + (−1)n+k |n+ k − 1|
+ δk−1 −
2k−3∑
i=1
(−1)i (2k − 2− i) δk−1−i + (−1)n+k−1 |n+ k − 1|
= −
2k−3∑
i=0
(−1)i (2k − 2− i) δk−2−i + (−1)n+k |n+ k|+ (2k − 2) δk−1 + δk−1
= (2k − 1) δk−1 −
2k−1∑
i=2
(−1)i (2k − i) δk−i + (−1)n+k |n+ k|
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4
Discrete Fischer decomposition and
Taylor series expansion
One of the basic tools in constructing a discrete function theory is the Fischer
decomposition for homogeneous polynomials. The traditional Fischer decompo-
sition in harmonic analysis yields an orthogonal decomposition of the space Pk
of homogeneous polynomials on Rm of given homogeneity k in terms of spaces
of harmonic homogeneous polynomials. In classical continuous Clifford analysis
a refinement was obtained, yielding an orthogonal decomposition with respect to
the so–called Fischer inner product of homogeneous polynomials, given by
〈P (x), Q(x)〉 = Sc
[
P (∂x)Q(x)
]
in terms of spaces of monogenic polynomials, i.e. null solutions of the considered
Dirac operator, see e.g. [1, chapter 1.10, pp. 204]. Here, the notation Sc[·] stands
for taking the scalar part of a Clifford algebra valued expression, while P (∂x) is
a differential operator obtained by replacing in the polynomial P each variable
xj by the corresponding partial derivative ∂xj and applying Clifford conjugation.
This Fischer inner product results from a duality argument, called Fischer duality,
between the algebra of vector variables and the algebra of operators. Generaliza-
tions as well as refinements of the Fischer decomposition in other Clifford analysis
frameworks can be found e.g. in [2–5].
A discrete version of the Fischer decomposition is a necessary condition for the
further development of our discrete Clifford analysis setting. Therefore, we con-
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sider a discrete Fischer inner product based on the duality between the algebra of
co-ordinate vector variables ξj , j = 1, . . . ,m and the algebra of co-ordinate finite
difference operators ∂j , j = 1, . . . ,m (Section 4.1). The discrete Fischer decom-
position reduces discrete homogeneous functions to basic building blocks of the
form ξsMk (s, k ∈ N) with Mk a discrete spherical monogenic; it is very power-
ful when combined with the discrete Taylor series expansion, which decomposes
a discrete function into discrete homogeneous parts. In Section 4.2 we therefore
consider some important aspects of such a discrete Taylor series expansion such
as convergence, equivalence to the given function, Taylor series expansion of dis-
crete monogenic functions in terms of discrete Fueter polynomials, . . . A link be-
tween the discrete Fischer decomposition and the discrete Taylor series expansion
in two dimensions is given in Section 4.3 where we consider the discrete Fischer
decomposition of the basic building blocks of the Taylor series. In order to be
self-explanatory, this chapter is concluded with a section (4.5) containing some
technical lemmas.
4.1 Fischer decomposition
Formally, in the present discrete context, a Fischer inner product of two homoge-
neous polynomials P and Q could be expected to be of the following form:
Sc
[
P
(
∆±j
)†
Q
(
X±j
)]
[1]
where ·† now denotes the Hermitian conjugation, accounting for the chosen Her-
mitian framework, satisfying:(
e+j
)†
= e−j
(
e−j
)†
= e+j (a b)
†
= b† a†
However, a fundamental problem arises. Since ∆+j commutes with ∆
−
j , but X
+
j
does not commute with X−j , a direct duality argument sending X
±
j into ∆
±
j is no
longer available.
Consider for example the Fischer inner product of
P (X±j ) =
(
X+j X
−
j −X−j X+j
)
[1] = −2xj
with itself. As X+j and X
−
j do not commute, the polynomial P differs from zero,
but is only of degree 1, whence the action of a finite difference operator of degree
2 on this polynomial will be zero:
〈P, P 〉 = Sc [(∆+j ∆−j −∆−j ∆+j ) (X+j X−j −X−j X+j ) [1](0)]
= Sc
[(
∆+j ∆
−
j −∆−j ∆+j
)
(−2xj) (0)
]
= 0
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which poses a problem for the positive definiteness of this “inner product”. We
thus need to define it in another way.
By means of the co-ordinate operators ξj and ∂j (j = 1, . . . ,m), for which the
associated algebras are analogous, we may now introduce in a correct way the
discrete Fischer inner product of homogeneous polynomials in the present context.
Definition 4.1.1. The discrete Fischer inner product of two polynomials P (ξ) and
Q(ξ), being homogeneous of the respective degrees k and m, is given by
〈P,Q〉 = Sc
[
P (∂†)
†
Q(ξ)[1](0)
]
(4.1)
Here Q(ξ) now is an operator, written in function of the co-ordinate variables ξj ,
and P (∂†) denotes the finite difference operator obtained by substituting in the
polynomial P the variables ξj by ∂
†
j . Both P and Q are then acting as operators
on the ground state 1, the result of which is evaluated at the origin.
Remark 4.1.1. This definition for the Fischer inner product will produce formally
similar calculations as Sc
[
P
(
∆±j
)†
Q
(
X±j
)]
[1] when considering polynomials
in ξj (j = 1, . . . ,m). Indeed, consider P = ξj = X+j e
−
j +X
−
j e
+
j , then
P (∆±j )
† = ∆+j e
+
j + ∆
−
j e
−
j = ∂j
while
P (∂†j )
† =
(
∂†j
)†
= ∂j
However, the difference lies in the fact that we now only consider polynomials in
the co-ordinate variables ξj (instead of polynomials in X±j ). The combination of
X±j with e
±
j ensures the Fischer duality. In this way, the inner product will be
positive definite on the spaces of homogeneous polynomials.
Indeed, the name Fischer inner product is, at this moment, not justified. Lemmata
2.6.1–2.6.2 however, lead to the following important property.
Proposition 4.1.1. For two homogeneous polynomials Pk =
∑
|α|=k
ξα[1] pα and
Qk =
∑
|α|=k
ξα[1] qα of degree k, where pα and qα are Clifford coefficients, we
obtain
〈Pk, Qk〉 =
∑
|α|=k
α! Sc
[
p†α qα
]
where, again, ·† stands for the Hermitian conjugate.
This property obviously implies that, on the space Πk of discrete homogeneous
polynomials of given homogeneity k, the Fischer inner product is positive definite,
i.e. it indeed represents an inner product.
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Example 4.1.1. Consider, as a simple example, the polynomials P2 = ξ22 [1] +
2 ξ1ξ2[1] e
+
1 and Q2 = ξ1ξ2[1]. Then
〈P2, Q2〉 = Sc
[
P (∂†)
†
Q(ξ)[1](0)
]
= Sc
[((
∂†2
)2
+ 2 ∂†1∂
†
2 e
+
1
)†
ξ1ξ2[1](0)
]
= Sc
[(
∂22 + 2 e
−
1 ∂2∂1
)
ξ1ξ2[1](0)
]
= Sc
[
2 e−1
]
= 0
Furthermore, we have the following corollary.
Corollary 4.1.1. For any polynomial Pk−1 of discrete homogeneity k−1 and any
polynomial Qk of discrete homogeneity k, we have
〈ξPk−1, Qk〉 = 〈Pk−1, ∂ Qk〉
This property allows us to prove the following theorem.
Theorem 4.1.1. For each k ∈ N we have
Πk =Mk + ξΠk−1
where Πk denotes the space of discrete homogeneous polynomials of degree k and
Mk denotes the space of discrete monogenic homogeneous polynomials of degree
k. Furthermore, the subspacesMk and ξΠk−1 are orthogonal with respect to the
Fischer inner product (4.1).
Proof. Since it holds that
Πk = ξΠk−1 + (ξΠk−1)
⊥
it suffices to prove that (ξΠk−1)
⊥
= Mk. To this end, assume that, for some
Pk ∈ Πk we have
〈ξPk−1, Pk〉 = 0, for all Pk−1 ∈ Πk−1
On account of Corollary 4.1.1 we then have that
〈Pk−1, ∂Pk〉 = 0, for all Pk−1 ∈ Πk−1
As ∂Pk ∈ Πk−1 we obtain that ∂Pk = 0, or that Pk ∈ Mk. This means that
(ξΠk−1)
⊥ ⊂ Mk. Conversely, take Pk ∈ Mk. Then we have, for any Pk−1 ∈
Πk−1, that 〈ξ Pk−1, Pk〉 = 〈Pk−1, ∂Pk〉 = 〈Pk−1, 0〉 = 0 from which it follows
thatMk ⊂ (ξΠk−1)⊥, and therefore,Mk = (ξΠk−1)⊥.
As a result we obtain the Fischer decomposition with respect to the discrete Dirac
operator ∂.
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Theorem 4.1.2. [Fischer decomposition] Let Pk be a discrete homogeneous
polynomial of degree k. Then
Pk = Mk + ξMk−1 + ξ2Mk−2 + . . .+ ξkM0 (4.2)
where Mj denotes a discrete homogeneous monogenic polynomial of degree j.
The spaces represented in the above sum still are orthogonal to each other with
respect to the Fischer inner product (4.1). This is a consequence of the construction
of the Euler operator E, and in particular of (2.11).
4.1.1 Discrete monogenic projection
We now want to obtain an explicit formula for the projection projMPk of a given
discrete homogeneous polynomial Pk on the space of discrete homogeneous mo-
nogenic polynomials.
To this end we observe the following property.
Lemma 4.1.1. We have that, for any ` ∈ N,
∂ ξ2`+1 = (2`+m) ξ2` + 2 ξ2`E − ξ2`+1∂
∂ ξ2` = 2` ξ2`−1 + ξ2`∂
Proof. Follows by a direct calculation, using the intertwining relations ∂ ξ+ξ ∂ =
2E +m and E ξ = ξ E + ξ.
Applying the above lemma to a given discrete homogeneous polynomial Pk, we
obtain
∂ ξ2`+1Pk = (2`+ 2k +m) ξ
2`Pk − ξ2`+1∂Pk (4.3)
∂ ξ2`Pk = 2` ξ
2`−1Pk + ξ2`∂Pk (4.4)
Following a well-known strategy developed in [6] for the harmonic projection of a
given homogeneous polynomial, and successfully applied in the Clifford analysis
context in [7], we postulate the following structure for the discrete monogenic
projection r of Pk:
r = Pk + a1 ξ∂Pk + a2 ξ
2∂2Pk + . . .+ ak ξ
k∂kPk (4.5)
whence it only remains to express that r ∈ Mk by requesting that ∂ r = 0. This
strategy then will lead to explicit expressions for the coefficients a1, . . . , ak in
(4.5). For k = 2` this yields
0 = ∂Pk + (2(k − 1) +m) a1 ∂Pk − a1 ξ∂2Pk + 2 a2 ξ∂2Pk
+ a2 ξ
2∂3Pk + (2 + 2(k − 3) +m) a3 ξ2∂3Pk − a3 ξ3∂4Pk + . . .
+ (k +m) ak−1 ξk−2∂k−1Pk − ak−1 ξk−1∂kPk + k ak ξk−1∂kPk
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while for k = 2`+ 1 we obtain
0 = ∂Pk + (2(k − 1) +m) a1 ∂Pk − a1 ξ∂2Pk + 2 a2 ξ∂2Pk
+ a2 ξ
2∂3Pk + (2 + 2(k − 3) +m) a3 ξ2∂3Pk − a3 ξ3∂4Pk + . . .
+ (k − 1) ak−1 ξk−2∂k−1Pk + ak−1 ξk−1∂kPk
+ (k +m− 1) a2`+1 ξk−1∂kPk
In both cases this leads to the conditions
(2k − 2 +m) a1 + 1 = 0
2 a2 − a1 = 0
(2k − 4 +m) a3 + a2 = 0
...
ending with
k ak − ak−1 = 0 if k = 2`
(k +m− 1) ak + ak−1 = 0 if k = 2`+ 1
These calculations result into the following theorem.
Theorem 4.1.3. The monogenic projection of a homogeneous polynomial Pk of
degree k, i.e. projM : Πk 7→ Mk, is given by
projMPk = Pk + a1 ξ∂Pk + a2 ξ
2∂2Pk + . . .+ ak ξ
k∂kPk
with
a1 = − 1
2k − 2 +m, a2 =
a1
2
, a3 = − a2
2k − 4 +m, . . .
and 
ak =
ak−1
k
, if k = 2`,
ak =
−ak−1
k − 1 +m, if k = 2`+ 1
Repeating a similar procedure for the respective summands in the decomposition
(4.2), we arrive at the final result.
Theorem 4.1.4. Each discrete homogeneous polynomial Pk ∈ Πk can be written
in a unique way as
Pk =
k∑
j=0
ξjMk−j
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where Mk−j ≡Mk−j(Pk) ∈Mk−j is given by
Mk−j(Pk) =
1
cj
k−j∑
i=0
ai ξ
i∂i
(
∂jPk
)
where
a0 = 1, a2i =
a2i−1
2i
, a2i+1 = − a2i
2(k − j)− (2i+ 2) +m
and
cj =

1 j = 0
(2`)!! 2`
(
k − 2`+ m2
)
`−1 j = 2`
(2`)!! 2`+1
(
k − 2`− 1 + m2
)
`
j = 2`+ 1
Here, (k)` stands for the Pochhammer symbol, viz (k)` = k (k + 1) . . . (k + `).
Proof. From the (unique) Fischer decomposition
Pk = Mk + ξMk−1 + . . .+ ξk−1M1 + ξkM0
we obtain that
∂jPk = ∂
jξjMk−j + . . .+ ∂jξk−1M1 + ∂jξkM0
Since ∂jξkM0 ∈ ξk−jM0, ∂jξk−1M1 ∈ ξk−j−1M1, ∂jξk−2M2 ∈ ξk−j−2M2,
. . . , we get that ∂jξjMk−j is the discrete monogenic projection of ∂jPk:
∂jξjMk−j = projM
(
∂jPk
)
We can thus apply Theorem 4.1.3 on ∂jPk and get that
∂jξjMk−j =
k−j∑
i=0
ai ξ
i∂i (∂jPk)
Furthermore, applying (4.3)–(4.4) we obtain
∂jξjMk−j = cjMk−j
with
cj =

1 j = 0
(2`)!! 2`
(
k − 2`+ m2
)
`−1 j = 2`
(2`)!! 2`+1
(
k − 2`− 1 + m2
)
`
j = 2`+ 1
which concludes the proof.
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As a consequence, we obtain the dimension of the spaceMk of discrete homoge-
neous monogenic polynomials of degree k. Indeed, from the Fischer decomposi-
tion (4.2) we obtain
dim(Mk) = dim(Πk)− dim(Πk−1)
while
dim(Πk) =
(k +m− 1)!
k!(m− 1)!
This leads to the following theorem.
Theorem 4.1.5. The spaceMk of discrete homogeneous monogenic polynomials
of degree k has dimension
dim(Mk) = (k +m− 1)!− k(k +m− 2)!
k!(m− 1)! =
(
k +m− 2
k
)
(4.6)
4.1.2 Bases forM(2)k in dim 2
In dimension m = 2, the dimension of the spacesM(2)k of discrete homogeneous
monogenic polynomials of degree k is
(
k
k
)
= 1, i.e. the spaces are spanned by
one basis element. We denote this basis element of the spaceMk by V2 2 ...2 (with
k appearances of 2). In Chapter 6, we will explicitly establish a basis forMk in
general dimension m. However, we will for now focus on the two-dimensional
case.
Denote z2 := ξ2 − ξ1 and ẑ2 := ξ2 + ξ1. The basis element V2 2 ...2 of the space
M(2)k of discrete monogenic polynomials of degree k is then given by
V2...2 =
1
2`!
(z2ẑ2)
`
[1], k = 2` even
V2...2 =
1
(2`+ 1)!
(z2ẑ2)
`
z2[1], k = 2`+ 1 odd
This will be shown in general in Section 6.1, but we can give a short proof in the
two-dimensional case.
Lemma 4.1.2. The discrete polynomials (z2ẑ2)
k
[1] and (z2ẑ2)
k
z2[1] are discrete
monogenic for all k ∈ N.
Proof. On account of the skew-Weyl relation ∂j ξj − ξj ∂j = 1 and the anti-
commutator relation {∂i, ξj} = 0 (i 6= j), we get
∂1z2 = ∂1 (ξ2 − ξ1) = −ξ2 ∂1 − (1 + ξ1 ∂1) = − (ξ2 + ξ1) ∂1 − 1 = −ẑ2 ∂1 − 1
∂1ẑ2 = ∂1 (ξ2 + ξ1) = −ξ2 ∂1 + (1 + ξ1 ∂1) = − (ξ2 − ξ1) ∂1 + 1 = −z2 ∂1 + 1
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and
∂2z2 = ∂2 (ξ2 − ξ1) = (1 + ξ2 ∂2) + ξ1 ∂2 = 1 + ẑ2 ∂2
∂2ẑ2 = ∂2 (ξ2 + ξ1) = (1 + ξ2 ∂2)− ξ1 ∂2 = 1 + z2 ∂2
and thus
∂1z2ẑ2 = (−ẑ2 ∂1 − 1) ẑ2 = −ẑ2 (1− z2 ∂1)− ẑ2 = ẑ2 z2 ∂1 − 2 ẑ2
∂2z2ẑ2 = (1 + ẑ2 ∂2) ẑ2 = ẑ2 + ẑ2 (1 + z2 ∂2) = ẑ2 z2 ∂2 + 2 ẑ2
which shows that
∂ z2 = −ẑ2 ∂1 + ẑ2 ∂2
∂ z2ẑ2 = (∂1 + ∂2) z2ẑ2 = ẑ2 z2 ∂
4.2 Discrete Taylor series expansion
In this section, we continue the development of the discrete monogenic function
theory with an indispensable tool in the function theoretical toolbox: the Taylor
series expansions of discrete functions. In Euclidean Clifford analysis, monogenic
functions can be expressed in an infinite series expansion in terms of the so-called
Fueter polynomials, i.e. homogeneous polynomial solutions to the Dirac operator.
We will show that an equivalent property holds for discrete functions: any discrete
monogenic function can be expanded in an infinite series, consisting of discrete
monogenic homogeneous polynomials, the so-called discrete Fueter polynomials.
Definition 4.2.1. Let α = (α2, . . . , αm) ∈ Nm−1 with α2 + . . .+ αm = k. Then
the discrete spherical monogenics Vα = CK [ξα22 . . . ξ
αm
m [1]] are called the dis-
crete Fueter polynomials of degree k. Here CK stands for the so-called Cauchy-
Kovalevskaya extension which generates a basis of M(m)k starting from a basis
of the space of homogeneous polynomials of degree k in dimension m − 1. For
details on this construction, we refer to Sections 5.2–6.1.
In this section, we will use a second notation for the Fueter polynomials Vα, which
is introduced as follows. Let α = (α2, . . . , αm) ∈ Nm−1, then we identify with
α the k-tuple (`1, . . . , `k), with k = α2 + . . . + αm. Here, the integers `j ∈
{2, . . . ,m} are such that `j1 ≤ `j2 when j1 < j2 and the number of times that i
appears in (`1, . . . , `k) equals αi. We will then denote the Fueter polynomial Vα
also by V`1,...,`k . In this way, the notation Vα results from a grouping of the indices
of V`1,...,`k . For example: let α = (1, 2, 0, 3) then `1, . . . , `k = 1, 2, 2, 4, 4, 4,
hence V(1,2,0,3) = V1,2,2,4,4,4. This second notation is used mainly to indicate the
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similarity of the discrete Fueter polynomials V`1,...,`k with the continuous Fueter
polynomials in Euclidean Clifford analysis (which are denoted in the same way).
Before we go into detail, we cite the main results of this section.
Theorem Let Ω be a bounded set as in lemma 4.2.3 and let the function f be a
discrete function defined on Zmh , which is (left) discrete monogenic in Ω, then f
can be developed into a convergent series of spherical monogenics as follows:
f(x) =
∞∑
k=0
 ∑
(`1,...,`k)
V`1,...,`k ∂`k . . . ∂`1f(0)

Furthermore, even discrete functions that are not monogenic can be expressed in
an infinite series now consisting of discrete homogeneous polynomials, without
restrictions for the convergence. In particular, a discrete function f , defined on
Zmh can be expressed as
f(x) :=
∞∑
k=0
1
k!
m∑
`1=1
. . .
m∑
`k=1
ξ`1 . . . ξ`k [1](x) ∂`k . . . ∂`1f(0)
This is an important result, since it allows us to expand the domain ofm-dimensional
operators which are defined only on the homogeneous polynomials ξ`1 . . . ξ`k [1]
to all discrete functions, as we did for example in the one-dimensional case in
Chapter 3. There we extended the action of ξ, which was previously only de-
termined on one-dimensional discrete homogeneous polynomials, to the discrete
delta functions.
4.2.1 Taylor series of f in the origin
Assume that the discrete function f is defined in a bounded set Ω ⊂ Zmh . Without
loss of generality it may be supposed that Ω contains the origin. In this section, we
examine if we can write f in the following form:
f(x) =
∞∑
k=0
1
k!
m∑
`1=1
. . .
m∑
`k=1
ξ`1 . . . ξ`k [1](x)λ`1,...,`k
Letting act the multi–index finite difference operator ∂`k . . . ∂`1 on both sides of
this equation and evaluating the result in the origin directly reveals that λ`1,...,`k
should equal (∂`k . . . ∂`1f) (0). We will thus consider the series expansion
g(x) :=
∞∑
k=0
1
k!
m∑
`1=1
. . .
m∑
`k=1
ξ`1 . . . ξ`k [1](x) ∂`k . . . ∂`1f(0) (4.7)
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which indeed, at least formally, can be seen as a Taylor series expansion of f ,
when interpreting ξ`1 . . . ξ`k [1](x) as the discrete counterparts of the continuous
variables x`1 . . . x`k , and the expressions ∂`k . . . ∂`1f as the discrete counterparts
of the corresponding partial derivatives. In what follows we will determine under
which conditions on f and on the domain Ω
• the discrete Taylor series expansion (4.7) can be explicitly calculated
• the discrete Taylor series expansion converges and, most importantly,
• the discrete Taylor series expansion is equivalent to the original function
f(x) on Ω.
In the next section, we will immediately work with a general mesh width h (see
Chapter 11), since this does not affect the results.
4.2.2 Domain of f
In the discrete setting, partial derivatives are replaced by (forward or backward)
differences, which implies that, theoretically speaking, in order to determine all
finite differences ∂`k . . . ∂`1f(0) with k > 0, the function needs to be defined on
the whole of Zmh . However, from a pragmatic point of view, we can reduce the
domain on which f needs to defined. Indeed, since for any point x in Ω
ξrj [1](xj) = 0, ∀r > 2
|xj |
h
+ 1 (4.8)
it suffices to explicitly determine only those terms
∂`k . . . ∂`1f(0) = ± ∂α11 . . . ∂αmm f(0)
for which
αj < 2
|xj |
h
+ 1, j = 1, . . . ,m
Clearly, this observation imposes some conditions on the domain of the given func-
tion f , which will be made more explicit below.
We first determine the necessary points required to calculate a term of the form
∂`1 . . . ∂`kf(a). In order to determine ∂jf(a), f needs to be defined on the points
a + h ej , a and a − h ej . Surprisingly, since ∂2j = ∆+j ∆−j , the action of ∂2j on f
in a only requires the same three points, while for ∂3j , we will need the values of
f in two additional points: a+ 2h ej and a− 2h ej .
Thus, if we are interested in calculating ∂`1 . . . ∂`kf(a), we regroup the factors by
their index. Then in order to calculate ∂`1 . . . ∂`kf(a) = ± ∂α11 . . . ∂αmm f(a), f
needs to be defined on the points:{
a+ x : |xj | 6
⌈αj
2
⌉
h, j = 1, . . . ,m
}
=
{
x : |xj − aj | 6
⌈αj
2
⌉
h, j = 1, . . . ,m
}
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where dxe is the smallest integer not less than x. Conversely, if f is defined on the
m-dimensional rectangle {x : |xj − aj | 6 `j h} centered at a, where `1, . . . , `m
are given natural numbers, then all finite differences ∂α11 . . . ∂
αm
m f(a) with αj 6
2`j , j = 1, . . . ,m can be calculated.
Since for a point x in the given set Ω, all terms ∂α11 . . . ∂
αm
m f(0) with αj < 2
|xj |
h +
1, j = 1, . . . ,m need to be explicitly calculated, f needs to be defined on{
y : |yj | 6
⌈αj
2
⌉
h
}
=
{
y : |yj | <
⌈ |xj |
h
+
1
2
⌉
h
}
= {y : |yj | 6 |xj |}
In conclusion, for each point x ∈ Ω, we have to consider also the reflection of x
with respect to all axes, and the function f has to be defined on the union of all
resulting m-dimensional rectangular prisms.
Example 4.2.1. Let Ω be the depicted set at the left. In order to be able to write
down, even formally, the series (4.7) in the (blue) point (2, 3), f has to be defined
on all points of the rectangle centered at the origin which is depicted at the right.
x1
x2
x1
x2
Example 4.2.2. Let Ω be the depicted set at the left. Writing down the series (4.7)
in each point of Ω requires that f is defined on the union of the two rectangles at
the right.
x1
x2
x1
x2
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On the other hand, when the function f is defined on the bounded set Ω only, then
we will only be able to write down the series (4.7) for those points x ∈ Ω for which
the corresponding m-dimension rectangular prism {y : |yj | 6 |xj |} is contained
in Ω.
Example 4.2.3. In the following examples, the series (4.7) is defined only in those
points x which are circled.
x1
x2
x1
x2
x1
x2
Remark 4.2.1. Let f be a discrete function of which the domain is the set Ω ⊂ Zmh .
One can always expand f to a discrete function f∗, defined on Zmh , by defining the
function-values of f∗ in points of Zmh \Ω to be zero. The resulting function f∗ can
be expanded in a discrete Taylor series, which will have the same values as f∗ on
Zmh (as will be proven in Section 4.2.5) and thus also on Ω. The function f
∗ has
by definition the same values as f on Ω which shows that we can determine the
Taylor series of f on the whole set Ω. Outside Ω, this discrete Taylor series has no
meaning.
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4.2.3 Convergence of the series
We now adress the fundamental question of convergence of the series (4.7).
Consider a fixed point x in Ω; on account of (4.8), the only non-vanishing terms
ξα11 . . . ξ
αm
m [1](x) are those for which αj 6 2
|xj |
h for all j = 1, . . . ,m. For any
point x ∈ Ω the series thus reduces to a finite sum, whence its pointwise conver-
gence is ensured for any x for which it is defined. However, the Taylor series of
a monogenic function in the continuous setting not only converges pointwise, but
also shows so-called ‘normal convergence’. For the discrete Taylor series expan-
sion, we can prove a similar convergence theorem, which we will also refer to as
‘normal convergence’. For this however, we first need an auxiliary result.
Lemma 4.2.1. Consider a bounded subsetK ⊂ Zmh , then there exists anNK ∈ N
such that for every multi-index α ∈ Nm with |α| > NK
ξα11 . . . ξ
αm
m [1](x) = 0,∀x ∈ K
Proof. This directly follows from (4.8).
Lemma 4.2.2 (Normal convergence). Consider a bounded subset K ⊆ Ω. Then,
the terms of the multiple power series being ordered in an arbitrary way for a
single summation index j, it holds that
J2∑
j=J1
sup
x∈K
(
1
k!
ξ`1 . . . ξ`k [1](x) ∂`k . . . ∂`1f(0)
)
−→ 0
if inf (J1, J2)→ +∞.
Proof. Lemma 4.2.1 states that there exists a natural number NK such that
ξα11 . . . ξ
αm
m [1](x) = 0, for all x ∈ K and each multi-index α ∈ Nm with
|α| > NK . Thus, for each k-tuple (`1, . . . , `k) ∈ {1, . . . ,m}k with k > NK ,
we have
sup
x∈K
(
1
k!
ξ`1 . . . ξ`k [1](x) ∂`k . . . ∂`1f(0)
)
= 0, ∀x ∈ K
Now, we choose an ordering of the terms of the multiple power series. Considering
the finite number (say r) of elements ξ`1 . . . ξ`k with k 6 NK , let us denote the
respective places on which these elements appear in the ordering by s1, . . . , sr.
Then it holds that
J2∑
j=J1
sup
x∈K
(
1
k!
ξ`1 . . . ξ`k [1](x) ∂`k . . . ∂`1f(0)
)
= 0
if inf (J1, J2) > max {s1, . . . , sr}.
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4.2.4 Convergence of the derived series
When considering a given discrete function f , we also need to be able to determine
the action of one or more co-ordinate differences ∂j on it. When this discrete func-
tion is given in the form of a Taylor series, we thus need to be able to consider the
‘derived’ series. However, this has some consequences on the conditions imposed
on the domain Ω, as we will see below.
The action of the finite difference ∂j on (4.7) in an arbitrary point x ∈ Ω yields
∞∑
k=1
∑
|α|=k
(−1)α1+...+αj−1
α1! . . . αm!
ξα11 . . . ξ
αj−1
j−1 ξ
αj−1
j ξ
αj+1
j+1 . . . ξ
αm
m [1](x)
∂αmm . . . ∂
αj
j . . . ∂
α1
1 f(0) (4.9)
where only the terms ξα11 . . . ξ
αj−1
j . . . ξ
αm
m [1](x) with αi 6 2 |xi|h (i 6= j) and
αj 6 2 |xj |h + 1 will differ from zero. In (4.7) these terms are combined with the
finite differences ∂αmm . . . ∂
αj
j . . . ∂
α1
1 f(0), whence it is necessary that all terms
∂αmm . . . ∂
αj
j . . . ∂
α1
1 f(0) with αi 6 2
|xi|
h (i 6= j) and αj 6 2 |xj |h + 1 are defined.
In order to evaluate the derived series (4.9) in the point x ∈ Ω, the function thus
needs to be defined on{
y : |yj | 6
⌈αj
2
⌉
h 6 |xj |+ h, |yi| 6
⌈αi
2
⌉
h 6 |xi| (i 6= j)
}
If we want to consider the derived series (4.9) on the whole of Ω, the function f
thus needs to be defined on the following set of points around zero:⋃
x∈Ω
{y : |yj | 6 |xj |+ h, |yi| 6 |xi| (i 6= j)}
With the application of each additional difference ∂j , f must be defined on an extra
set of points in the j direction.
x1
x2
x1
x2
∂1g(x) ∂2g(x)
Since, again, for every point there only remain a finite number of terms, any de-
rived series will thus converge both pointwise and normally, wherever it is defined.
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4.2.5 Equivalence of discrete functions
At this moment, we only can say that, if the discrete function f can be written in
the form of a Taylor series, it has to be the series (4.7). However, we still explicitly
need to check that f and (4.7) are equivalent in Ω.
We will show this by considering “a sufficient number” of finite differences of both
functions in an arbitrary point x in Ω and showing that those finite differences are
equal, from which the equivalence of the two functions will follow. To this end we
formulate some technical auxiliary results, lemma 4.5.1–4.5.3, given in Section
4.5. The main result of this section then reads as follows.
Theorem 4.2.1. Let x = (x1, . . . , xm) be an arbitrary, but fixed point. If it holds
that
∂α11 . . . ∂
αm
m f(0) = 0, for all αi 6 2
|xi|
h
, i = 1, . . . ,m
then the discrete function f is zero on the whole rectangle
{y : |yi| 6 |xi| , i = 1, . . . ,m}
Proof. Repeated combination of Lemma 4.5.1 and Lemma 4.5.2 reveals that the
function values in all points of the rectangle are zero. An example for the two-
dimensional setting is given in Section 4.5.
Corollary 4.2.1. Let a = (a1, . . . , am) and x = (x1, . . . , xm) be arbitrary, but
fixed points. If it holds that
∂α11 . . . ∂
αm
m f(a) = 0, for all αi 6 2
|xi − ai|
h
, i = 1, . . . ,m
then f is zero on the whole rectangle
{y : |yi − ai| 6 |xi − ai| , i = 1, . . . ,m}
Having now established conditions under which we may conclude the equivalence
of two discrete functions, we will apply these conditions to a discrete function f
and its Taylor series g, given by (4.7). The function f is, as before, defined on the
bounded set Ω, containing the origin, submitted to the geometric condition that
{y ∈ Zmh : |yj | 6 |xj |} ⊆ Ω, ∀x ∈ Ω
On account of the above results, the function f and the corresponding series g will
be equivalent on Ω, if it holds, for all x in Ω, that
∂α11 . . . ∂
αm
m (f − g) (0) = 0, for all αi 6 2
|xi|
h
, i = 1, . . . ,m
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Rewriting the Taylor series as
∞∑
k=0
∑
|r|=k
1
r1! . . . rm!
ξr11 . . . ξ
rm
m [1](x) ∂
rm
m . . . ∂
r1
1 f(0)
it may be checked by direct calculation that this condition indeed is fulfilled,
whence any discrete function f will be equivalent to its Taylor series, in all points
were this Taylor series is defined.
To conclude this section, it is worth observing a few differences with the conti-
nuous setting:
(i) In the discrete setting, the order of the co-ordinate differences appearing
in the Taylor series is not random. Switching the order of two co-ordinate
differences ∂j in a term of the series influences the sign of that term, since
these co-ordinate differences anti-commute.
(ii) In [8], one obtains the Taylor series of a real-analytic function by splitting
this function into its real-valued components and expanding each component
into its separate Taylor series, which are then recombined. In the discrete
setting, it makes no sense to first split the function f into its components,
since these are then combined with ξ`1 . . . ξ`k [1](x), which are not scalar.
(iii) There are no conditions on the function f in order for the Taylor series to
be defined, unlike the continuous setting, where the function needs to be
real-analytic.
4.2.6 The Taylor series of a discrete monogenic function
We already mentioned that the Fueter polynomials V`1,...,`k , `j ∈ {2, . . . ,m},
constitute a basis for the spaceM(m)k of discrete monogenics of degree k.
In the continuous setting it has been possible, see [8, Chapter 2.11 (Theorem
11.3.4)], to rewrite the Taylor series of a monogenic function in terms of the
continuous Fueter polynomials, which constitute a basis for the space of spher-
ical monogenics. It thus is a logical question to examine whether we may also
rewrite the discrete Taylor series of a discrete monogenic function in such a way
that the discrete Fueter polynomials appear.
For any discrete function, grouping the terms of its Taylor series, we already may
rewrite it in the following form:
f(x) =
∞∑
k=0
Pkf(x) (4.10)
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where Pkf(x) stands for the discrete homogeneous polynomial of degree k, given
by
Pkf(x) =
1
k!
m∑
`1=1
. . .
m∑
`k=1
ξ`1 . . . ξ`k [1](x) ∂`k . . . ∂`1f(0) (4.11)
Considering (4.10) as a series of polynomials it is clear that the corresponding
series of numbers ∞∑
k=0
sup
x∈K
Pkf(x)
is convergent, for each bounded set K ⊂ Ω. Similar properties clearly hold for
any of its ‘derived’ series as well, provided that these are defined.
From now on we assume that f is left discrete monogenic. We first prove an
auxiliary result.
Lemma 4.2.3. Let Ω be a bounded set containing the origin such that, for all
x ∈ Ω the corresponding rectangle {y : |yj | 6 |xj |} ⊆ Ω, and let f be defined
on the set ⋃
x∈Ω
{y : |yj | 6 |xj |+ h} (4.12)
If f is left discrete monogenic in Ω, then for each k ∈ N the discrete polynomial
Pkf , given by (4.11), is a discrete (left) spherical monogenic of degree k.
Proof. By the condition imposed on Ω, the Taylor series of the discrete function
f is defined in Ω, i.e. (4.10) holds for all x ∈ Ω. Furthermore, the assumption that
f is defined on the set (4.12), ensures that we can consider the action of the Dirac
operator ∂ on Pkf(x) for all x ∈ Ω. The resulting polynomial ∂ (Pkf) is discrete
homogeneous of degree k − 1, whence we can write it in terms of the standard
discrete homogeneous polynomials
∂ (Pkf) =
∑
α1+...+αm=k−1
ξα11 . . . ξ
αm
m [1](x) λα1,...,αm
with, for the moment, unknown coefficients λα1,...,αm . In order to conclude that
Pkf is discrete (left) monogenic, it thus suffices to prove that all λα1,...,αm equal
zero. To this end, take α = (α1, . . . , αm) with |α| = k − 1 and consider
the finite difference operator ∂αmm . . . ∂
α1
1 . Since already ∂f = 0 in Ω, also
∂αmm . . . ∂
α1
1 ∂f = 0 in Ω, which, in view of the decomposition (4.10), yields
0 = ∂αmm . . . ∂
α1
1 ∂ (Pkf) + homogeneous terms of degree ≥ 1
= α1! . . . αm!λα1,...,αm + homogeneous terms of degree ≥ 1
When evaluated at the origin, this equality reduces to 0 = α1! . . . αm!λα1,...,αm .
As α was arbitrarily chosen, all coefficients λα1,...,αm indeed are zero, whence
Pkf is discrete monogenic.
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The main result of this section then reads as follows.
Theorem 4.2.2. Let Ω be a bounded set as in Lemma 4.2.3 and let the function
f be defined on the set (4.12). If f is left discrete monogenic in Ω, then f can be
developed into a convergent series of discrete spherical monogenics as follows:
f(x) =
∞∑
k=0
 ∑
(`1,...,`k)
V`1,...,`k ∂`k . . . ∂`1f(0)
 (4.13)
Moreover, any derived series (whenever it is defined) is normally convergent in Ω
to the corresponding ‘derivative’ of f , i.e., if j denotes a single summation index,
the terms of the multiple power series being ordered in an arbitrary way, then for
each boundedK ⊂ Ω and each multi-index β = (β1, . . . , βm) ∈ Nm, it holds that
J′∑
j=J
sup
x∈K
(
∂β11 . . . ∂
βm
m (V`1,...,`k ∂`k . . . ∂`1f(0))
)
→ 0 if inf (J, J ′)→∞
Proof. The imposed conditions on Ω ensure that the Taylor series of f is defined,
and can be written in the form (4.10), where, on account of the assumed discrete
monogenicity of f and Lemma 4.2.3, the polynomials Pkf(x) are (left) discrete
spherical monogenics of degree k. Now, in general, a discrete spherical monogenic
Qk of degree k can be expanded in terms of the Fueter polynomials of degree k
(see Section 5.2), more precisely:
Qk(x) =
∑
(`1,...,`k)
V`1,...,`k(x) ∂`k . . . ∂`1Qk(x)
where repetitions of the `j are allowed, but where every k-tuple (`1, . . . , `k) only
appears once in the sum. In the case of the polynomials Pkf(x) this becomes
Pkf(x) =
∑
(`1,...,`k)
V`1,...,`k(x) ∂`k . . . ∂`1 (Pkf) (x)
with ∂`k . . . ∂`1 (Pkf) (x) = ∂`k . . . ∂`1f(0), from which the expansion (4.13)
follows.
Remark 4.2.2. We may also consider the series
∞∑
k=0
∑
(`1,...,`k)
V`1,...,`k ∂`k . . . ∂`1f(0)
meaning that we do not group the terms according to k. Now, if NΩ is the natural
number from Lemma 4.2.1, such that for all x in Ω and all multi-indices |α| > NΩ
we have ξα11 . . . ξ
αm
m [1] (x) = 0, then we also have that V`1,...,`k(x) = 0 for
all x ∈ Ω and for all k > NΩ. So both in the series (4.13) and in the above
series, there are only a finite number of non-vanishing terms, implying that both
will converge pointwise as well as normally on Ω.
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4.2.7 Series of discrete spherical monogenics
The previous results have revealed that every discrete monogenic function may be
expressed in terms of the discrete Fueter polynomials. On the other hand, series
of discrete spherical monogenics may in turn be related to discrete monogenic
functions, as stated in the following theorem.
Theorem 4.2.3 (Converse of Theorem 4.2.2). Let Ω be a bounded set as in Lemma
4.2.3. If the series of discrete spherical monogenics
∞∑
k=0
Pk(x) =
∞∑
k=0
 ∑
(`1,...,`k)
V`1,...,`k λ`1,...,`k
 (4.14)
is defined on the set (4.12), then it represents in Ω a (left) discrete monogenic
function f . Moreover, it then precisely is the Taylor series about the origin of this
function f in Ω.
Proof. First of all, the series (4.14) converges to a function f on the bounded set
Ω, in view of Lemma 4.2.1. Moreover, since this function f is defined on the set
(4.12), we can consider the action of the Dirac operator on it in all points of Ω.
Clearly this action yields zero, since the series reduces to a finite sum of discrete
monogenic terms. Hence the function f indeed is discrete monogenic, whence its
Taylor series may be written as:
f(x) =
∞∑
k=0
∑
(`1,...,`k)
V`1,...,`k(x) ∂`k . . . ∂`1f(0), ∀x ∈ Ω
The action of the difference operator ∂`k . . . ∂`1 on both sides of the resulting
equality ∑
(`1,...,`k)
V`1,...,`k ∂`k . . . ∂`1f(0) =
∑
(`1,...,`k)
V`1,...,`k λ`1,...,`k
directly reveals that λ`1,...,`k = ∂`k . . . ∂`1f(0), so that (4.14) indeed coincides
with the Taylor series of f .
4.2.8 Taylor series about a general point
Given a discrete function f defined on a set Ω, we clearly are not limited to ex-
panding f into a discrete Taylor series about the origin exclusively; any point
contained in Ω may qualify, under some geometric conditions. So, let the point
a ∈ Ω be such that for all x ∈ Ω the corresponding set
{y : |yj − aj | 6 |xj − aj | , j = 1, . . . ,m}
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entirely belongs to Ω. Then consider the translated set Ω′ = {x− a |x ∈ Ω} =
{y | y + a ∈ Ω} and associate to any discrete function f defined on Ω the discrete
function f ′ on Ω′ by f ′(y) = f(y + a) for all y ∈ Ω′, or equivalently, f(x) =
f ′(x− a) for all x ∈ Ω. The Taylor series of the function f ′ in Ω′ is well-defined,
namely
f ′(y) =
∞∑
k=0
1
k!
m∑
`1=1
. . .
m∑
`k=1
ξ`1 . . . ξ`k [1](y) ∂`k . . . ∂`1f
′(0)
Observe that ∂`k . . . ∂`1f
′(0) = ∂`k . . . ∂`1f(a), whence
f(x) =
∞∑
k=0
1
k!
m∑
`1=1
. . .
m∑
`k=1
ξ`1 . . . ξ`k [1](x− a) ∂`k . . . ∂`1f(a)
for f defined on Ω. If moreover f is (left) discrete monogenic on Ω, then its
Taylor series about a general point a can also be rewritten by means of the Fueter
polynomials:
f(x) =
∞∑
k=0
∑
(`1,...,`k)
V`1,...,`k(x− a) ∂`k . . . ∂`1f(a)
4.3 Fischer decomposition of ξa1ξb2[1]
In order to connect the two-dimensional Fischer decomposition with the two-
dimensional Taylor series expansion, we calculate the Fischer decomposition of
the building blocks of the Taylor series expansion, thus providing a way to de-
termine the Fischer decomposition starting from a Taylor series expansion of a
discrete function. The basic building blocks of the Taylor series in two dimensions
are the homogeneous polynomials ξa1ξ
b
2[1].
The Fischer decomposition of Pr = ξa1ξ
b
2[1], i.e. the expansion
Pr =
∑
k+s=r
ξsM
(s)
k
consists of terms ξsM (s)k , with M
(s)
k (up to a coefficient a
(s)
k ) the Fueter polyno-
mial of degree k:
M
(s)
k = z2ẑ2 . . .︸ ︷︷ ︸
k
[1] a
(s)
k
with z2 = ξ2 − ξ1 and ẑ2 = ξ2 + ξ1. We need to determine all coefficients a(s)k .
Therefore, we will single out one coefficient at a time by letting an “appropri-
ate” linear combination of the finite difference operators ∂j (j = 1, 2) act on this
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infinite series and evaluate the result in the origin:
a
(2`)
2k =
(−1)k
(2`)!! (2`+ 4k)!!
((∂1 + ∂2) (∂1 − ∂2))k ∂2`Pr (0, 0) (4.15)
a
(2`+1)
2k =
(−1)k
(2`)!! (2`+ 4k + 2)!!
((∂1 + ∂2) (∂1 − ∂2))k ∂2`+1Pr (0, 0) (4.16)
and
a
(2`)
2k+1 =
(−1)k+1
(2`)!! (2`+ 4k + 2))!!
(∂1 − ∂2) ((∂1 + ∂2) (∂1 − ∂2))k ∂2`Pr (0, 0)
(4.17)
a
(2`+1)
2k+1 =
(−1)k+1
(2`)!! (2`+ 4k + 4)!!
(∂1 − ∂2) ((∂1 + ∂2) (∂1 − ∂2))k ∂2`+1Pr (0, 0)
(4.18)
A detailed explanation of this approach is given in Section 7.2.
When we determine a closed expression for the right-hand sides, we get the appro-
priate expressions for the coefficients which determine the Fischer decomposition.
We will distinguish 4 cases, according to the parity of the degree in ξ1 and ξ2.
4.3.1 Situation (A): Pr = ξ2k1 ξ2`2 [1], r = 2k + 2`
We consider (4.15) with 0 6 p 6 k + `:
a
(2k+2`−2p)
2p =
(−1)p
(2k + 2`− 2p)!! (2k + 2`+ 2p)!!
((∂1 + ∂2) (∂1 − ∂2))p ∂2k+2`−2pPr (0, 0)
where
((∂1 + ∂2) (∂1 − ∂2))p =
p∑
i=0
(−1)i
(
2p
2i
)
∂2p−2i1 ∂
2i
2
+
p−1∑
i=0
(−1)i+1
(
2p
2i+ 1
)
∂2p−2i−11 ∂
2i+1
2
and ∂2k+2`−2p =
k+`−p∑
j=0
(
k + `− p
j
)
∂2j1 ∂
2k+2`−2p−2j
2 and thus
((∂1 + ∂2) (∂1 − ∂2))p ∂2k+2`−2pξ2k1 ξ2`2 [1] (0, 0) =
(
p∑
i=0
(−1)i
(
2p
2i
)
∂2p−2i1 ∂
2i
2
)
(
k+`−p∑
j=0
(
k + `− p
j
)
∂2j1 ∂
2k+2`−2p−2j
2
)
ξ2k1 ξ
2`
2 [1] (0, 0)
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For 0 6 i 6 p, we must choose j = k + i− p. Since 0 6 j 6 k + `− p, we see
furthermore that p− k 6 i 6 ` must hold for i. The result is
min (p,`)∑
i=max (0,p−k)
(−1)i
(
2p
2i
)(
k + `− p
k + i− p
)
∂2k1 ∂
2`
2 ξ
2k
1 ξ
2`
2 [1] (0, 0)
=
min (p,`)∑
i=max (0,p−k)
(−1)i
(
2p
2i
)(
k + `− p
k + i− p
)
(2k)! (2`)!
and thus
a
(2k+2`−2p)
2p
(A)
=
(−1)p (2k)! (2`)!
(2k + 2`− 2p)!! (2k + 2`+ 2p)!!
min (p,`)∑
i=max (0,p−k)
(−1)i
(
2p
2i
)(
k + `− p
k + i− p
)
(4.19)
In a similar way, from formula (4.18) one can prove that for r = 2k + 2` and
0 6 p 6 k + `− 1, we have
a
(r−2p−1)
2p+1
(A)
=
(−1)p+1 (2k)! (2`)!
(r − 2p− 2)!! (r + 2p+ 2)!![ min (p,`)∑
i=max (0,p−k+1)
(−1)i
(
2p+ 1
2i
)(
k + `− p− 1
k + i− p− 1
)
+
min (p,`−1)∑
i=max (0,p−k)
(−1)i+1
(
2p+ 1
2i+ 1
)(
k + `− p− 1
k + i− p
)]
(4.20)
Example 4.3.1. Consider the Fischer decomposition of ξ21 [1]:
ξ21 [1] = ξ
2M0 + ξ M1 +M2
where M0 =
1
2
, M1 = −1
4
z2[1] = −1
4
(ξ2 − ξ1) [1] and
M2 = −1
4
z2ẑ2[1] = −1
4
(
ξ22 − 2 ξ1ξ2 − ξ21
)
[1]
and thus a(2)0
(A)
= 12 , a
(1)
1
(A)
= − 14 and a(0)2
(A)
= − 14 which coincides with (4.19)–
(4.20) for k = 1 and ` = 0.
Example 4.3.2. Consider the Fischer decomposition of ξ41ξ2[1]:
ξ41ξ2[1] =
1
16
ξ6[1]− 1
64
ξ5z2[1]− 1
64
ξ4z2ẑ2[1]− 1
32
ξ3z2ẑ2z2[1]
− 1
32
ξ2z2ẑ2z2ẑ2[1] +
1
64
ξz2ẑ2z2ẑ2z2[1] +
1
64
z2ẑ2z2ẑ2z2ẑ2[1]
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We see that the coefficients
a
(6)
0 =
1
16
a
(4)
2 = −
1
64
a
(2)
4 = −
1
32
a
(0)
6 =
1
64
a
(5)
1 = −
1
64
a
(3)
3 = −
1
32
a
(1)
5 =
1
64
coincide with the formulae (4.19)–(4.20) with k = 2 and ` = 1.
4.3.2 Situation (B): Pr = ξ2k1 ξ
2`+1
2 [1], r = 2k + 2`+ 1
We use formula (4.16) and for 0 6 p 6 k + `, we determine like before that
a
(2k+2`−2p+1)
2p
(B)
=
(−1)p (2k)! (2`+ 1)!
(2k + 2`− 2p)!! (2k + 2`+ 2p+ 2)!! (4.21) min (p,`)∑
i=max (0,p−k)
(−1)i
(
2p
2i
)(
k + `− p
k + i− p
)
+
min (p−1,`)∑
i=max (0,p−k)
(−1)i
(
2p
2i+ 1
)(
k + `− p
k + i− p
)
while for 0 6 p 6 k + `, we use formula (4.17) resulting in:
a
(2k+2`−2p)
2p+1
(B)
=
(−1)p (2k)! (2`+ 1)!
(2k + 2`− 2p)!! (2k + 2`+ 2p+ 2)!!
min (p,`)∑
i=max (0,p−k)
(−1)i
(
2p+ 1
2i+ 1
)(
k + `− p
k + i− p
)
(4.22)
Example 4.3.3. Consider the Fischer decomposition of ξ21ξ2[1]:
ξ21ξ2[1] =
1
8
ξ3[1] +
1
8
ξ2 z2[1]− 1
8
ξ z2ẑ2[1]− 1
8
z2ẑ2z2[1]
We thus get that
a
(3)
0
(B)
=
1
8
, a
(2)
1
(B)
=
1
8
, a
(1)
2
(B)
= −1
8
, a
(0)
3
(B)
= −1
8
which coincides with (4.21)–(4.22) for k = 1 and ` = 0.
Example 4.3.4. Consider the Fischer decomposition of ξ21ξ32 [1]:
ξ21ξ
3
2 [1] =
1
16
ξ5[1] +
1
16
ξ4 z2[1]− 1
32
ξ3 z2ẑ2[1]− 1
32
ξ2 z2ẑ2z2[1]
− 1
32
ξ z2ẑ2z2ẑ2[1]− 1
32
z2ẑ2z2ẑ2z2[1]
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We thus get that
a
(5)
0
(B)
=
1
16
a
(3)
2
(B)
= − 1
32
a
(1)
4
(B)
= − 1
32
a
(4)
1
(B)
=
1
16
a
(2)
3
(B)
= − 1
32
a
(5)
0
(B)
= − 1
32
which coincides with (4.21)–(4.22) for k = 1 and ` = 1.
4.3.3 Situation (C): Pr = ξ2k+11 ξ2`2 [1], r = 2k + 2`+ 1
We use formulae (4.16)–(4.17) and get for 0 6 p 6 k + `
a
(2k+2`−2p+1)
2p
(C)
=
(−1)p (2k + 1)! (2`)!
(2k + 2`− 2p)!! (2k + 2`+ 2p+ 2)!![ min (p,`)∑
i=max (0,p−k)
(−1)i
(
2p
2i
)(
k + `− p
k + i− p
)
+
min (p−1,`−1)∑
i=max (0,p−k−1)
(−1)i+1
(
2p
2i+ 1
)(
k + `− p
k + i− p+ 1
)]
(4.23)
a
(2k+2`−2p)
2p+1
(C)
=
(−1)p+1 (2k + 1)! (2`)!
(2k + 2`− 2p)!! (2k + 2`+ 2p+ 2)!!
min (p,`)∑
i=max (0,p−k)
(−1)i
(
2p+ 1
2i
)(
k + `− p
k + i− p
)
(4.24)
Example 4.3.5. Consider the Fischer decomposition of ξ1ξ22 [1]:
ξ1ξ
2
2 [1] =
1
8
ξ3[1]− 1
8
ξ2 z2[1] +
1
8
ξ z2ẑ2[1]− 1
8
z2ẑ2z2[1]
We thus get that
a
(3)
0
(C)
=
1
8
, a
(2)
1
(C)
= −1
8
, a
(1)
2
(C)
=
1
8
a
(0)
3
(C)
= −1
8
which coincides with (4.23)–(4.24) for k = 0 and ` = 1.
Example 4.3.6. Consider the Fischer decomposition of ξ31ξ22 [1]:
ξ31ξ
2
2 [1] =
1
16
ξ5[1]− 1
16
ξ4 z2[1] +
1
32
ξ3 z2ẑ2[1]− 1
32
ξ2 z2ẑ2z2[1]
− 1
32
ξ z2ẑ2z2ẑ2[1] +
1
32
z2ẑ2z2ẑ2z2[1]
We thus get that
a
(5)
0
(C)
=
1
16
a
(3)
2
(C)
=
1
32
a
(1)
4
(C)
= − 1
32
a
(4)
1
(C)
= − 1
16
a
(2)
3
(C)
= − 1
32
a
(5)
0
(C)
=
1
32
which coincides with (4.23)–(4.24) for k = 1 and ` = 1.
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4.3.4 Situation (D): Pr = ξ2k+11 ξ
2`+1
2 [1], r = 2k + 2`+ 2
Finally, formulae (4.15)-(4.18) give us
a
(2k+2`−2p+2)
2p
(D)
=
(−1)p (2k + 1)! (2`+ 1)!
(2k + 2`− 2p+ 2)!! (2k + 2`+ 2p+ 2)!!
min (p−1,`)∑
i=max (0,p−k−1)
(−1)i
(
2p
2i+ 1
)(
k + `− p+ 1
k + i− p+ 1
)
(4.25)
a
(2k+2`−2p+1)
2p+1
(D)
=
(−1)p (2k + 1)! (2`+ 1)!
(2k + 2`− 2p)!! (2k + 2`+ 2p+ 4)!!
min (p,`)∑
i=max (0,p−k)
(−1)i
(
2p+ 2
2i+ 1
)(
k + `− p
k + i− p
)
(4.26)
Example 4.3.7. Consider the Fischer decomposition of ξ1ξ2[1]:
ξ1ξ2[1] =
1
4
ξ z2[1]− 1
4
z2ẑ2[1]
We thus get that
a
(2)
0
(D)
= 0, a
(1)
1
(D)
=
1
4
, a
(0)
2
(D)
= −1
4
which coincides with (4.25)–(4.26) for k = 0 and ` = 0.
Example 4.3.8. Consider the Fischer decomposition of ξ31ξ2[1]:
ξ31ξ2[1] =
1
8
ξ3 z2[1]− 1
8
ξ2 z2ẑ2[1]− 1
16
ξ z2ẑ2z2[1] +
1
16
z2ẑ2z2ẑ2[1]
We thus get that
a
(4)
0
(D)
= 0, a
(3)
1
(D)
=
1
8
, a
(2)
2
(D)
= −1
8
, a
(1)
3
(D)
= − 1
16
, a
(0)
4
(D)
=
1
16
which coincides with (4.25)–(4.26) for k = 1 and ` = 0.
4.4 Conclusion
The Fischer inner product of two polynomials P (ξ) and Q(ξ), being discrete ho-
mogeneous of the respective degrees k and m, is given by
〈P,Q〉 = Sc
[
P (∂†)
†
Q(ξ)[1](0)
]
where Q(ξ) denotes that the operator Q is written in function of the co-ordinate
variables ξj , and P (∂†) denotes the finite difference operator obtained by substi-
tuting in the polynomial P the variables ξj by ∂
†
j . Both P and Q are then acting as
operators on the ground state 1, the result of which is evaluated at the point zero.
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On the space Πk of homogeneous polynomials of given homogeneity k, the Fis-
cher inner product is positive definite. As a result we obtained the Fischer decom-
position with respect to the discrete Dirac operator ∂.
Theorem [Fischer decomposition] Let Pk be a discrete homogeneous polynomial
of degree k. Then
Pk = Mk + ξMk−1 + ξ2Mk−2 + . . .+ ξkM0
where Mj denotes a discrete homogeneous monogenic polynomial of degree j.
Explicit expressions for the monogenic polynomialsMk−j were given in Theorem
4.1.4.
The space of discrete homogeneous monogenic polynomials of degree k has di-
mension dimMk =
(
k+m−2
k
)
.
Any discrete monogenic function can be expanded in an infinite series, consisting
of discrete monogenic homogeneous polynomials, the so-called discrete Fueter
polynomials.
Theorem 4.2.2
Let Ω ⊂ Zm be a bounded set and let the discrete function f be defined on Zm. If
f is left discrete monogenic in Ω, then f can be developed into a convergent series
of spherical monogenics as follows:
f(x) =
∞∑
k=0
 ∑
(`1,...,`k)
V`1,...,`k ∂`k . . . ∂`1f(0)

Moreover, any derived series (whenever it is defined) is normally convergent in Ω
to the corresponding ’derivative’ of f , i.e., if j denotes a single summation index,
the terms of the multiple power series being ordered in an arbitrary way, then for
each boundedK ⊂ Ω and each multi-index β = (β1, . . . , βm) ∈ Nm, it holds that
J′∑
j=J
sup
x∈K
(
∂β11 . . . ∂
βm
m (V`1,...,`k ∂`k . . . ∂`1f(0))
)
→ 0 if inf (J, J ′)→∞
Furthermore, even non-monogenic discrete functions f (defined on Zm) can be
expressed in an infinite series expansion, now consisting of discrete homogeneous
polynomials, without restrictions for the convergence:
f(x) :=
∞∑
k=0
1
k!
m∑
`1=1
. . .
m∑
`k=1
ξ`1 . . . ξ`k [1](x) ∂`k . . . ∂`1f(0)
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This important result allows us to expand the domain of operators which are de-
fined only on the discrete homogeneous polynomials ξ`1 . . . ξ`k [1] to all discrete
functions.
The main task in the development of the discrete Taylor series expansion was prov-
ing the equivalence of the proposed Taylor series expansion to the given discrete
function. We found that if ”enough” finite differences of two discrete functions are
equal, the two functions will be the same on a given set, as expressed in the main
result of Section 4.2.5:
Theorem 4.2.1
Let x = (x1, . . . , xm) be an arbitrary, but fixed point. If it holds that
∂α11 . . . ∂
αm
m f(0) = 0, ∀ αi 6 2
|xi|
h
, i = 1, . . . ,m
then f is zero on the whole rectangle {y : |yi| 6 |xi| , i = 1, . . . ,m}.
4.5 Technical lemmas
The first lemma concentrates on one fixed dimension.
Lemma 4.5.1. Let f be a discrete function on Zmh . Assume that for a given j ∈
{1, . . . ,m}, a given k ∈ N and a given point a ∈ Zmh , it holds that
∂rj f(a) = 0, for all r = 0, . . . , 2k
Then
f(a+ s h ej) = 0, for all s = 0, . . . , k
We aim to establish that if two discrete functions have “enough” equal finite dif-
ferences in a point, they must be equivalent. To prove this statement we however
first state an auxiliary lemma which shows exactly the equality of which finite
differences leads to the equivalence of which function values.
Lemma 4.5.2. Let x = (x1, . . . , xm) be an arbitrary, but fixed point, and consider
the m-dimensional rectangle centered at the origin, which has x as one of its
corner points. Now assume that the discrete function f takes the value zero in all
points of this m-dimensional rectangle, apart from the 2m corner points. More
explicitly, f is assumed to be zero on the set
{y ∈ Zmh : |yi| 6 |xi| ,∀i = 1, . . . ,m} \ {y ∈ Zmh : |yi| = |xi| ,∀i = 1, . . . ,m}
If moreover
∂α11 . . . ∂
αm
m f(0) = 0, ∀αi ∈
{
2
|xi|
h
− 1, 2 |xi|
h
}
,∀i = 1, . . . ,m (4.27)
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Then it holds that the function f is zero in the corner points as well, i.e.
f(y) = 0, ∀y ∈ Zmh with |yi| = |xi| ,∀i = 1, . . . ,m
Proof. Take r ≤ m fixed and choose {`1, . . . , `r} ⊂ {1, . . . ,m}. With this
choice, we associate a point c ∈ Zrh for which each co-ordinate ci either equals
x`i or −x`i , i = 1, . . . , r. We will then prove, by induction on r (where however
r ≤ m), that for all choices of {`1, . . . , `r} ⊆ {1, . . . ,m} and all choices of the
corresponding point c, it holds that∑
y∈Zmh : |yi|=|xi|, i=1,...,m
(y`1 ,...,y`r )=c
f(y) = 0 (4.28)
where the above sum thus is taken over all remaining corner points y for which the
co-ordinates y`1 , . . . , y`r are fixed according to those of the chosen point c. Taking
then in particular r = m, the above sum reduces to one single term, corresponding
to the function value in one particular corner point y, which coincides with c. Since
the equality holds for any choice of that corner point, this would then imply that
the function value in all corner points indeed equals zero.
Hence, we first take r = 1. In this case we will first consider condition (4.27) with
αi = 2
|xi|
h , ∀i = 1, . . . ,m, implying that∑
y : |yi|=|xi|
f(y) = 0 (4.29)
since all other function values occurring in the involved finite differences are as-
sumed to be zero. Here, we have used an obvious abbreviated notation {y : |yi| =
|xi|} for the set {y ∈ Zmh : |yi| = |xi| ,∀i = 1, . . . ,m}. Next, we again consider
(4.27), now taking for one fixed, but arbitrary j ∈ {1, . . . ,m} the corresponding
exponent αj = 2
|xj |
h − 1, which yields
0 = ∂
2
|x1|
h
1 . . . ∂
2
|xj |
h −1
j . . . ∂
2
|xm|
h
m f(0) = e
+
j
∑
y: |yi|=|xi|
yj=xj
f(y)− e−j
∑
y: |yi|=|xi|
yj=−xj
f(y)
Substitution of (4.29) herein gives
0 = e+j
∑
y: |yi|=|xi|
yj=xj
f(y) − e−j
∑
y: |yi|=|xi|
yj=−xj
f(y)
(4.29)
= ej
∑
y: |yi|=|xi|
yj=xj
f(y)
eventually resulting into∑
y: |yi|=|xi|
yj=xj
f(y) =
∑
y: |yi|=|xi|
yj=−xj
f(y) = 0, ∀j = 1, ...,m (4.30)
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so that the statement holds for r = 1.
Assume now (induction hypothesis) that for all possible choices of {`1, . . . , `r}
⊂ {1, . . . ,m} with r 6 k − 1 and all choices of the corresponding point c the
statement (4.28) holds.
Induction step: we then choose {`1, . . . , `k} ⊆ {1, . . . ,m} and we consider
condition (4.27) with αi = 2
|xi|
h if i /∈ {`1, . . . , `k} and αi = 2 |xi|h − 1 if i ∈
{`1, . . . , `k}, resulting into
0 = e+`1 . . . e
+
`k−1e
+
`k
∑
y: |yi|=|xi|
yj=xj , j=`1,...,`k
f(y)
−
k∑
s=1
e+`1 . . . e
−
`s1
. . . e+`k
∑
y: |yi|=|xi|
yj=xj , j∈{`1,...,`k}\{`s}
yj=−xj , j=`s
f(y)
+
k∑
s1,s2=1
s1<s2
e+`1 . . . e
−
`s1
. . . e−`s2 . . . e
+
`k
∑
y: |yi|=|xi|
yj=xj ,∀j∈{`1,...,`k}\{`s1 ,`s2}
yj=−xj ,∀j∈{`s1 ,`s2}
f(y)
+ . . .
+ (−1)k e−`1e−`2 . . . e−`k
∑
y: |yi|=|xi|
yj=−xj ,∀j∈{`1,...,`k}
f(y)
=
∑
all choices of c
∑
y: |yi|=|xi|
(y`1 ,...,y`k )=c
(± e±`1) . . . (± e±`k) f(y)
where the basis vector + e+`j occurs whenever cj = x`j , while −e−`j occurs when-
ever cj = −x`j , j = 1, . . . , k. From Lemma 4.5.3 below, we see that this indeed
implies the statement for r = k, which completes the proof by induction.
While completing the induction step, we used the following auxiliary result.
Lemma 4.5.3. Assume that (induction hypothesis) for all choices of {`1, . . . , `r}
⊆ {1, . . . ,m} with r 6 k − 1 and for all choices of c ∈ Zrh for which each
co-ordinate ci either equals x`i or −x`i , i = 1, . . . , r, it holds that∑
y: |yi|=|xi|
(y`1 ,...,y`r )=c
f(y) = 0
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Next, take 1 ≤ p ≤ k, choose {`1, . . . , `p} ⊆ {1, . . . ,m} and a point c ∈ Zph.
Furthermore, put s = k − p, choose
{j1, . . . , js} ⊆ {1, . . . ,m} \ {`1, . . . , `p}
and let c′ be a point in Zsh for which each co-ordinate c
′
i either equals xji or−xji ,
i = 1, . . . , s.
IF for all choices of {`1, . . . , `p}, for all choices of {j1, . . . , js} and for all choices
of the point c′, it holds that∑
all choices of c
∑
y: |yi|=|xi|
(y`1 ,...,y`p )=c
(yj1 ,...,yjs )=c
′
(± e±`1) . . .(± e±`p) f(y) = 0
(where + e+`j occurs whenever cj = x`j , while−e−`j occurs whenever cj = −x`j ),
THEN it holds for all choices of the point c that∑
y: |yi|=|xi|
(y`1 ,...,y`p )=c
(yj1 ,...,yjs )=c
′
f(y) = 0
Remark 4.5.1. In particular, for p = k, we find that IF∑
all choices of c
∑
y: |yi|=|xi|
(y`1 ,...,y`k )=c
(± e±`1) . . . (± e±`k) f(y) = 0
THEN for all c ∑
y: |yi|=|xi|
(y`1 ,...,y`k )=c
f(y) = 0
which concludes the proof of lemma 4.5.2.
Proof. Denote with b the restriction of c to Zp−1h , i.e. if c =
(±x`1 , . . . ,±x`p),
then b =
(±x`1 , . . . ,±x`p−1).
Step 1) We first show that under the above conditions∑
all choices of c
∑
|yi|=|xi|
(y`1 ,...,y`p)=c
(yj1 ,...,yjk−p)=c
′
(± e±`1) . . .(± e±`p) f(y) = 0
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implies that
∑
all choices of b
∑
|yi|=|xi|
(y`1 ,...,y`p−1)=b
(yj1 ,...,yjk−p ,y`p)=(c
′,x`p)
(± e±`1) . . .(± e±`p−1) f(y) = 0
∑
all choices of b
∑
|yi|=|xi|
(y`1 ,...,y`p−1)=b
(yj1 ,...,yjk−p ,y`p)=(c
′,−x`p)
(± e±`1) . . .(± e±`p−1) f(y) = 0
Indeed, choose {`1, . . . , `p} ⊆ {1, . . . ,m} with 1 6 p 6 k, choose a subset
{j1, . . . , js} from {1, . . . ,m} \ {`1, . . . , `p} with s = k − p and choose c′ ∈ Zsh
with each co-ordinate ci either +xji or −xji .
Now suppose that∑
all choices of c
∑
|yi|=|xi|
(y`1 ,...,y`p)=c
(yj1 ,...,yjs)=c
′
(± e±`1) . . .(± e±`p) f(y) = 0
We then split up this sum according to the sign of y`p :
0 =
∑
all choices of b
∑
|yi|=|xi|
(y`1 ,...,y`p−1)=b
(yj1 ,...,yjs)=c
′
y`p= x`p
(± e±`1) . . .(± e±`p−1) e+`p f(y)
−
∑
all choices of b
∑
|yi|=|xi|
(y`1 ,...,y`p−1)=b
(yj1 ,...,yjs)=c
′
y`p=−x`p
(± e±`1) . . .(± e±`p−1) e−`p f(y) (4.31)
Furthermore, we know from the induction hypothesis applied with s = k − p 6
k − 1 that for {j1, . . . , js} and all choices c′ with ci = ±xji , i = 1, . . . , s:∑
|yi|=|xi|
(yj1 ,...,yjs)=c
′
f(y) = 0
We split this sum according to all possible choices for the coordinates y`1 , . . . ,
y`p , i.e. according to all possible choices for c and in particular according to
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y`p = +x`p or y`p = −x`p :
0 =
∑
all choices of b
∑
|yi|=|xi|
(y`1 ,...,y`p−1)=b
(yj1 ,...,yjs)=c
′
y`p=x`p
f(y) +
∑
all choices of b
∑
|yi|=|xi|
(y`1 ,...,y`p−1)=b
(yj1 ,...,yjs)=c
′
y`p=−x`p
f(y)
Substitute this result in (4.31):
0 =
∑
all choices of b
∑
|yi|=|xi|
(y`1 ,...,y`p−1)=b
(yj1 ,...,yjs)=c
′
y`p=x`p
(± e±`1) . . .(± e±`p−1) e+`p f(y)
+
∑
all choices of b
∑
|yi|=|xi|
(y`1 ,...,y`p−1)=b
(yj1 ,...,yjs)=c
′
y`p=x`p
(± e±`1) . . .(± e±`p−1) e−`p f(y)
=
∑
all choices of b
∑
|yi|=|xi|
(y`1 ,...,y`p−1)=b
(yj1 ,...,yjs)=c
′
y`p=x`p
(± e±`1) . . .(± e±`p−1) e`p f(y)
From this we see that∑
all choices of b
∑
|yi|=|xi|
(y`1 ,...,y`p−1)=b
(yj1 ,...,yjs ,y`p)=(c
′, x`p)
(± e±`1) . . .(± e±`p−1) f(y) = 0
and thus also∑
all choices of b
∑
|yi|=|xi|
(y`1 ,...,y`p−1)=b
(yj1 ,...,yjs ,y`p)=(c
′,−x`p)
(± e±`1) . . .(± e±`p−1) f(y) = 0
Step 2) We now show that furthermore, for all choices c ∈ Zph with ci = ±x`i ,
i = 1, . . . , p: ∑
|yi|=|xi|
(y`1 ,...,y`p)=c
(yj1 ,...,yjs)=c
′
f(y) = 0
This is done by induction on p:
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• For p = 1, we know from step 1 that for all `1 = 1, . . . ,m, for all choices
{j1, . . . , js} ⊆ {1, . . . ,m} \ {`1}with s = k−1 and for all choices c′ ∈ Zsh
with c′i = ±xji , i = 1, . . . , s:∑
|yi|=|xi|
y`1=x`1
(yj1 ,...,yjs)=c
′
e+`1 f(y)−
∑
|yi|=|xi|
y`1=−x`1
(yj1 ,...,yjs)=c
′
e−`1 f(y) = 0
implies that ∑
|yi|=|xi|
y`1=x`1
(yj1 ,...,yjs)=c
′
f(y) =
∑
|yi|=|xi|
y`1=−x`1
(yj1 ,...,yjs)=c
′
f(y) = 0
• Induction hypothesis: for all choices of {`1, . . . , `p} ⊆ {1, . . . ,m} with
1 6 p 6 k − 1, all choices {j1, . . . , js} ⊆ {1, . . . ,m} \ {`1, . . . , `p} with
s = k − p and all choices c′ ∈ Zsh with c′i = ±xji , i = 1, . . . , s:∑
all choices of c
∑
|yi|=|xi|
(y`1 ,...,y`p)=c
(yj1 ,...,yjs)=c
′
(± e±`1) . . .(± e±`p) f(y) = 0
with the sum running over all possible choices of c ∈ Zph with ci = ±x`i ,
i = 1, . . . , p, IMPLIES that ∑
|yi|=|xi|
(y`1 ,...,y`p)=c
(yj1 ,...,yjs)=c
′
f(y) = 0
for all such choices c ∈ Zph.
• For p = k: choose {`1, . . . , `k} ⊆ {1, . . . ,m}, since s = 0 we don’t
consider the {j1, . . . , js}. We prove that∑
all choices of c
∑
|yi|=|xi|
(y`1 ,...,y`k)=c
(± e±`1) . . . (± e±`k) f(y) = 0
with the sum running over all possible choices of c ∈ Zkh with ci = ±x`i ,
i = 1, . . . , k, IMPLIES that for all such choices c ∈ Zkh∑
|yi|=|xi|
(y`1 ,...,y`k)=c
f(y) = 0
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Since we know from step 1 that for all choices of {`1, . . . , `k}:∑
all choices of c
∑
|yi|=|xi|
(y`1 ,...,y`k)=c
(± e±`1) . . . (± e±`k) f(y) = 0
implies that
∑
all choices of b
∑
|yi|=|xi|
(y`1 ,...,y`k−1)=b
y`k=x`k
(± e±`1) . . .(± e±`k−1) f(y) = 0
∑
all choices of b
∑
|yi|=|xi|
(y`1 ,...,y`k−1)=b
y`k=−x`k
(± e±`1) . . .(± e±`k−1) f(y) = 0
with b =
(±x`1 , . . . ,±x`k−1) the restriction of c = (±x`1 , . . . ,±x`k) to
Zk−1h .
Our (previous) induction hypothesis applied with p = k − 1 then results in∑
|yi|=|xi|
(y`1 ,...,y`k−1)=b
y`k=±x`k
f(y) = 0, ∀ choices (±x`1 , . . . ,±x`k−1)
which means ∑
|yi|=|xi|
(y`1 ,...,y`k−1 ,y`k)=(b,±x`k)
f(y) = 0, ∀ choices (b,±x`k) = c
We may now formulate an immediate corollary of Lemma 4.5.2, where we con-
sider differences in a general point a instead of in the origin.
Corollary 4.5.1. Let a = (a1, . . . , am) and x = (x1, . . . , xm) be arbitrary, but
fixed points, and consider the m-dimensional rectangle centered at a, having x as
one of its corner points. Now assume that f takes the value zero in all points of
this m-dimensional rectangle, apart from the 2m corner points. If moreover
∂α11 . . . ∂
αm
m f(a) = 0
for all possible combinations with αi ∈
{
2 |xi−ai|h − 1, 2 |xi−ai|h
}
, i = 1, . . . ,m,
then f automatically is zero in all corner points as well.
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Example 4.5.1. We demonstrate for the standard grid (h = 1) in two dimensions
how lemmas 4.5.1 and 4.5.2 lead to the proof of theorem 4.2.1.
• Step one: f(0) = 0
• Step two: from lemma 4.5.1 we see that if ∂jf(0) = ∂2j f(0) = 0, for each
j = 1, 2, then
f(1, 0) = f(−1, 0) = f(0, 1) = f(0,−1) = 0
• Step three: we apply lemma 4.5.2 with x = (1, 1): f is zero on
{(y1, y2) ∈ Z2 | |yi| 6 |xi|, i = 1, 2}\{(1, 1), (1,−1), (−1, 1), (−1,−1)}
so if ∂1∂2f(0) = ∂21∂2f(0) = ∂1∂
2
2f(0) = ∂
2
1∂
2
2f(0) = 0, then lemma
4.5.2 implies that
f(1, 1) = f(−1, 1) = f(−1, 1) = f(−1,−1) = 0
• Step four: from lemma 4.5.1 we see that if furthermore ∂3j f(0) = ∂4j f(0) =
0, j = 1, 2, then
f(2, 0) = f(−2, 0) = f(0, 2) = f(0,−2) = 0
• Step five. We apply lemma 4.5.2 two times: once with x = (1, 2) and once
with x = (2, 1). If
∂1∂
3
2f(0) = ∂1∂
4
2f(0) = ∂
2
1∂
3
2f(0) = ∂
2
1∂
4
2f(0) = 0
∂31∂2f(0) = ∂
4
1∂2f(0) = ∂
3
1∂
2
2f(0) = ∂
4
1∂
2
2f(0) = 0
then lemma 4.5.2 implies that
f(1, 2) = f(1,−2) = f(−1, 2) = f(−1,−2) = 0
f(2, 1) = f(2,−1) = f(−2, 1) = f(−2,−1) = 0
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Figure 4.1: Step 1 (left) and step 2 (right).
Figure 4.2: Step 3 (left), step 4 (right) and step 5 (under).
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5
The discrete Cauchy-Kovalevskaya
extension theorem
The Cauchy-Kovalevskaya theorem (see e.g. [1, 2]) has a long history; for a de-
tailed account we refer to [3]. In the traditional case of continuous variables the
theorem, in its most simple setting, reads as follows.
Theorem 5.0.1. If the functions F, f0, . . . , fk−1 are analytic in a neighborhood
of the origin, then the initial value problem
∂kt h(x, t) = F (x, t, ∂
s
t ∂
α
xh)
∂jt h(x, 0) = fj(x), j = 0, . . . , k − 1
has a unique solution which is analytic in a neighborhood of the origin, provided
that |α|+ s ≤ k.
In the case where the differential operator involved is the Cauchy–Riemann op-
erator, i.e. where the differential equation reduces to ∂th = −i∂xh (with k =
1, |α| = 1, s = 0), the theorem states that a holomorphic function in an appro-
priate region of the complex plane is completely determined by its restriction to
the real axis. In the case of a harmonic function, where now ∂2t h = −∂2xh (with
k = 2, |α| = 2, s = 0), additionally the values of its normal derivative on the real
axis should be given in order to determine it uniquely. In fact, the necessity of these
restrictions as initial values becomes clear in the following construction formula
for the holomorphic and harmonic Cauchy-Kovalevskaya (short: CK) extensions.
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Proposition 5.0.1. If the function f0(x) is real-analytic in |x| < a, then
F (z) = exp (iy
d
dx
) [f0(x)] =
∞∑
k=0
1
k!
ikykf
(k)
0 (x)
is holomorphic in |z| < a and F (z)|R = f0(x). If moreover f1(x) is real-analytic
in |x| < a, then
G(z) =
∞∑
j=0
(−1)j
(2j)!
y2j
(
d
dx
)2j
[f0(x)] +
∞∑
j=0
(−1)j
(2j + 1)!
y2j+1
(
d
dx
)2j
[f1(x)]
is harmonic in |z| < a and G(z)|R = f0(x), while ∂∂yG(z)|R = f1(x).
The CK-extension theorem in Euclidean Clifford analysis [4, §14] is a direct ge-
neralization to higher dimension of the complex plane case; it reads as follows.
Theorem 5.0.2. If f(x2, x3, . . . , xm) is real-analytic in an open set Ω′ of Rm−1
identified with {x ∈ Rm : x1 = 0}, then there exists an open neighborhood Ω of
Ω′ in Rm and a unique monogenic function F in Ω such that its restriction to Ω′
precisely is f . If moreover Ω′ contains the origin, then in an open neighborhood
of the origin this CK-extension F is given by
F (x1, x2, . . . , xm) = exp
(
x1e1∂x
′)[f ] = ∞∑
k=0
1
k!
xk1(e1∂x
′)k[f ]
where ∂x
′ stands for the restriction of ∂x to Rm−1.
For some recent research on CK-extensions in Euclidean Clifford analysis, we
refer to [5].
The main aim of this section is to establish a CK-extension theorem for discrete
monogenic functions and, in particular, to apply it for the construction of bases
for the spaces of discrete spherical monogenics. Therefore, we first establish a
Cauchy-Kovalevskaya extension theorem for discrete monogenic functions de-
fined on the standard Zm grid (Section 5.1). Based on this extension principle,
discrete Fueter polynomials, forming a basis of the space of discrete spherical
monogenics, i.e. homogeneous discrete monogenic polynomials, are introduced
(Section 5.2). As an illustrative example we moreover explicitly construct the
Cauchy-Kovalevskaya extension of the discrete delta function δ0 (Section 5.3).
These results will be generalized for a grid with variable mesh width h in Chapter
11. We end this chapter with Section 5.4, where we go into detail about the con-
nection between the discrete CK-extension of discrete functions of the form ξs Pk
and the classical Gegenbauer polynomials.
Also in this chapter, we take the mesh width h = 1, i.e. we consider the standard
grid.
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5.1 The discrete Cauchy-Kovalevskaya extension
In this section we deal with the following problem.
Let f be a discrete function in the variables x2, . . . , xm, defined on the grid Zm−1
and taking values in the algebra over
{
e+2 , e
−
2 , . . . , e
+
m, e
−
m
}
. Does there exist a
discrete monogenic function F in the variables x1, . . . , xm, defined on the grid
Zm and taking values in the algebra over
{
e+1 , e
−
1 , . . . , e
+
m, e
−
m
}
, such that
F |x1=0 = f?
This problem will be called the discrete Cauchy-Kovalevskaya extension (or CK-
extension) problem. To obtain a positive answer to it, preferably by explicit con-
struction, is important, since it will enable us to generate discrete monogenic func-
tions starting from ordinary discrete ones.
On account of the formal similarity with the continuous setting, we propose the
following form for the CK-extension:
F (x1, x2, . . . , xm) =
∞∑
k=0
ξk1 [1](x1)
k!
fk(x2, . . . , xm)
with f0 = f . It is then directly seen, on account of (3.1)–(3.2), that the function F
takes the correct values and satisfies F |x1=0 = f . For F to be moreover discrete
monogenic it must vanish under the action of the discrete Dirac operator ∂, which
we decompose as
∂ = ∂1 +
m∑
j=2
∂j = ∂1 + ∂
′
In order to determine the coefficient functions fk, k = 1, 2, . . . in such a way
that the condition ∂F = 0 is fulfilled, we proceed by direct calculation, invoking
Lemma 2.6.1 for the action of ∂j on ξk1 [1]. Since ∂1 only acts on ξ
k
1 [1] and ∂
′
anticommutes with ξ1[1] we obtain
0 = ∂F = (∂1 + ∂
′)
∞∑
k=0
ξk1 [1]
k!
fk =
∞∑
k=0
ξk1 [1]
k!
fk+1 +
∞∑
k=0
(−1)k ξ
k
1 [1]
k!
∂′fk
resulting into the recurrence relation
fk+1 = (−1)k+1∂′fk (5.1)
All of the above can now be summarized into the following definition.
Definition 5.1.1. The CK-extension CK [f ] of a discrete function f(x2, . . . , xm)
is the discrete monogenic function
CK [f ] (x1, x2, . . . , xm) =
∞∑
k=0
ξk1 [1](x1)
k!
fk(x2, . . . , xm) (5.2)
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where f0 = f and fk+1 = (−1)k+1∂′fk.
Observe that the foregoing definition does not contain any conditions on the origi-
nal function f . Indeed,
ξk1 [1](x1) = 0 for k > 2 |x1|+ 1 (5.3)
implying that for every point (x1, . . . , xm) of the grid Zm, there exists an N ∈ N
such that all but the first N terms of the series in (5.2) vanish, whence the series
reduces to a finite sum in every point of Zm. Thus, for any discrete function
f(x2, . . . , xm), its CK-extension is well-defined on Zm. Moreover, it is unique,
as is stated in the following theorem.
Theorem 5.1.1. Let F be a discrete monogenic function defined on Zm, with
F |x1=0 ≡ 0. Then F is the null function.
Proof. The discrete monogenicity of F explicitly reads as
e+1 ∆
+
1 F (x) + e
−
1 ∆
−
1 F (x) +
m∑
j=2
(
e+j ∆
+
j F (x) + e
−
j ∆
−
j F (x)
)
= 0
Now take x ∈ Zm with x1 = 0. Since F |x1=0 ≡ 0 the above expression reduces
to
e+1 F (x+ e1)− e−1 F (x− e1) = 0 (5.4)
Furthermore also ∆∗F = ∂2F = 0, i.e.
m∑
j=1
(F (x+ ej) + F (x− ej))− 2mF (x) = 0
from which we obtain, again for x ∈ Zm with x1 = 0,
F (x+ e1) + F (x− e1) = 0 (5.5)
Combination of (5.4) and (5.5) results into(
e+1 + e
−
1
)
F (x− e1) = 0
whence F (x − e1) = 0 and also F (x + e1) = 0 for any x with x1 = 0 and
(x2, . . . , xm) arbitrary, implying that F ≡ 0 on the hyperplanes x1 = 1 and
x1 = −1. Repeating this procedure, we find that F ≡ 0 on Zm.
Corollary 5.1.1 (Uniqueness of the CK-extension). Let F1 and F2 be two discrete
monogenic functions such that F1|x1=0 ≡ f and F2|x1=0 ≡ f . Then F1 and F2
coincide.
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5.2 Discrete Fueter polynomials
The discrete CK-extension procedure, as explained in the previous section, es-
tablishes a homomorphism between the space Π(m−1)k of discrete homogeneous
polynomials of degree k in m − 1 variables and the space M(m)k of spherical
discrete monogenics of degree k in m variables. This homomorphism is injec-
tive, as stated in Theorem 5.1.1 and Corollary 5.1.1. Moreover, a basis for the
space Π(m−1)k being given by the discrete homogeneous polynomials ξ
α2
2 . . . ξ
αm
m ,
α2 + . . .+ αm = k, its dimension is
dim
(
Π
(m−1)
k
)
=
(k + (m− 1)− 1)!
k!(m− 2)! =
(
k +m− 2
k
)
which exactly equals the dimension of M(m)k , see (4.6), whence the homomor-
phism also is surjective. The CK-extension procedure thus establishes an isomor-
phism between Π(m−1)k andM(m)k , allowing us to determine a basis for the space
M(m)k .
Definition 5.2.1. Let α ∈ Nm−1 with α2 + . . . + αm = k. Then the discrete
spherical monogenics
Vα = CK [ξ
α2
2 . . . ξ
αm
m [1]]
are called the discrete Fueter polynomials of degree k.
Theorem 5.2.1. The set
{
Vα |α2 + . . .+ αm = k
}
constitutes a basis forM(m)k .
Proof. The CK-extension procedure constituting an isomorphism between both
spaces, the basis
{ξα22 . . . ξαmm [1] |α2 + . . .+ αm = k}
of Π(m−1)k is transformed into the basis
{CK [ξα22 . . . ξαmm [1]] |α2 + . . .+ αm = k}
ofM(m)k .
Example 5.2.1. The spaceM(3)2 has dimension 3, on account of (4.6). A basis for
it is given by the elements
V(2,0) = CK[ξ
2
2 [1]] = ξ
2
2 [1]− 2 ξ1 ξ2[1]− ξ21 [1]
V(1,1) = CK[ξ2ξ3[1]] = ξ2 ξ3[1]− ξ1 ξ3[1] + ξ1 ξ2[1] + ξ21 [1]
V(0,2) = CK[ξ
2
3 [1]] = ξ
2
3 [1]− 2 ξ1 ξ3[1]− ξ21 [1]
of which it can be checked also directly that they are discrete monogenic, of homo-
geneity degree 2 in (x1, x2, x3) and linearly independent.
The explicit construction of the discrete Fueter basis, in arbitrary dimensionm and
for arbitrary homogeneity degree k, is the subject of the following Chapter 6.
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5.3 CK-extension of the discrete delta-function
As an interesting and illustrative example we present the CK-extension of the re-
striction to the Zm−1 grid of the function defined on Rm−1 by
δ0(x2, . . . , xm) =
{
1, (x2, . . . , xm) = (0, . . . , 0)
0, (x2, . . . , xm) 6= (0, . . . , 0)
This restriction, still denoted by δ0, usually is called the discrete delta-function.
Since every discrete function given by its values in the vertices of the grid can
be written as a linear combination of shifted delta-functions, the CK-extension
of the delta-function will be a basic building block for the CK-extension of other
functions. Here we will only treat the case m = 2 explicitely; however, other
dimensions may be directly computed as well.
Consider, for m = 2, the delta-function δ0 in the variable x2, i.e.
δ0(x2) =
{
1, x2 = 0
0, x2 6= 0
and, in general, for k ∈ Z arbitrary
δk(x2) = δ0(x2 − k) =
{
1, x2 = k
0, x2 6= k
Proposition 5.3.1. The CK-extension of the delta-function δ0(x2) is well-defined
in all points of the grid Z2, and given by
CK[δ0](x1, x2) =
∞∑
k=0
ξk1 [1](x1)
k!
fk(x2) (5.6)
where f0 = δ0 and
f2` =
2∑`
j=0
(−1)j+`
(
2`
j
)
δ`−j (5.7)
f2`+1 =
2`+1∑
j=0
(−1)j+`+1
(
2`+ 1
j
)(
e+2 δj−`−1 − e−2 δ`+1−j
)
(5.8)
Proof. From the previous section it follows that the CK-extension of δ0 indeed
takes the form (5.6), with f0(x2) = δ0(x2) and, according to (5.1), fk+1(x2) =
(−1)k+1∂′fk(x2). Here ∂′ = e+2 ∆+2 + e−2 ∆−2 and the action of ∆±2 on δk(x2) is
given by
∆+2 [δk](x2) = δk(x2 + 1)− δk(x2) = δk−1(x2)− δk(x2)
∆−2 [δk](x2) = δk(x2)− δk(x2 − 1) = δk(x2)− δk+1(x2)
The explicit expressions (5.7)–(5.8) then follow by an induction argument.
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Now we determine the value of the CK-extension of δ0 in a point (x1, x2) =
(`1, `2) of the grid Z2. Since CK[δ0] consists of products of delta-functions δk(x2)
with powers of ξ1 (acting on the ground state), the value of the CK[δ0] in (`1, `2)
is given by the x1-depending coefficient of δ`2 in the CK-extension, evaluated in
`1. We obtain the following result.
Theorem 5.3.1. The value of the CK-extension of the discrete delta function δ0 in
a point (`1, 0) of the grid Z2 is
1 +
|`1|∑
`=1
1
`!2
ξ2`1 [1](`1) +
|`1|−1∑
`=0
1
`! (`+ 1)!
ξ2`+11 [1](`1)
(
e+2 − e−2
)
(5.9)
Furthermore, its value in a point (`1, `2) with `2 > 0 is
(−1)`2−1 ξ
2`2−1
1 [1](`1)
(2`2 − 1)! e
−
2 + (−1)`2
|`1|∑
`=`2
ξ2`1 [1](`1)
(`− `2)! (`+ `2)!
+ (−1)`2
|`1|−1∑
`=`2
ξ2`+11 [1](`1)
(`− `2)! (`+ `2)!
(
e+2
`+ `2 + 1
− e
−
2
`− `2 + 1
)
(5.10)
while its value in a point (`1, `2) with `2 < 0 is
(−1)`2 ξ
2|`2|−1
1 [1](`1)
(2 |`2| − 1)! e
+
2 + (−1)`2
|`1|∑
`=|`2|
ξ2`1 [1](`1)
(`− `2)! (`+ `2)!
+ (−1)`2
|`1|−1∑
`=|`2|
ξ2`+11 [1](`1)
(`− `2)! (`+ `2)!
(
e+2
`+ `2 + 1
− e
−
2
`− `2 + 1
)
(5.11)
where ξ2`+11 [1] and ξ
2`
1 [1] are given by (3.1)–(3.2).
Proof. First, consider a point (`1, 0) ∈ Z2. The coefficient of δ0 in f2` is
(
2`
`
)
while its coefficient in f2`+1 is
(
e+2 − e−2
)(2`+ 1
`+ 1
)
. By invoking (5.3) we obtain
the upper value for the index in the series (5.9). Next, consider a point (`1, `2) with
`2 6= 0. The coefficient of δ`2 in f2` is given by
(−1)`2 (2`)!
(`− `2)! (`+ `2)!
while its coefficient in f2`+1 is
(−1)`2−1 e−2 , `2 = `+ 1
(−1)`2 (2`+ 1)!
(`+ `2)! (`− `2)!
[
e+2
(`+ `2 + 1)
− e
−
2
(`− `2 + 1)
]
, −` 6 `2 6 `
(−1)`2 e+2 , `2 = −`− 1
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Inserting these coefficients in the definition (5.6) of the CK-extension, we obtain
the proposed formulae (5.10)–(5.11).
Corollary 5.3.1. The scalar part of CK [δ0] (x1, x2) is given by
1 +
|x1|∑
n=1
1
(n!)2
x21
n−1∏
i=1
(
x21 − i2
)
, x2 = 0
(−1)x2
|x1|∑
n=|x2|
1
(n− x2)! (n+ x2)! x
2
1
n−1∏
i=1
(
x21 − i2
)
, x2 6= 0
Remark 5.3.1. Figures 5.1 depicts the behaviour of the scalar part of CK[δ0]
between the values 10−6 . . . 106 for −50 6 x1, x2 6 50, while Figure 5.2 is
a contourplot of its absolute value in the same region. At the same time it thus
depicts the support in Z2 of CK[δ0]. Note that it follows from Corollary 5.3.1 that
a point (x1, x2) of the grid Z2 with |x2| > |x1| cannot belong to the support of the
scalar part of CK[δ0]. This specific form of the support is a consequence of the
successive actions of ∂′.
−50
0
50
−50
0
50
−1
0
1
x 1037  
x1
x2
 
−6
−4
−2
0
2
4
6
8
x 1036
Figure 5.1: Scalar part of the CK[δ0]
5.4 CK-extension of ξsMk
In [6, p. 312], we read that in the Euclidean Clifford setting, functions of the form
xsPk(x) are building blocks for homogeneous polynomials in Rm and whence,
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Figure 5.2: Contourplot of the absolute value of the scalar part of CK[δ0]
in order to characterize spaces of inner spherical monogenics in Rm+1, it suffices
to determine the CK-extension of polynomials of the form xsPk(x), which was
formulated in the following theorem.
Theorem 5.4.1. Let s ∈ N and Pk ∈ M+(k;m;C). Then the CK-extension of
xsPk(x) has the form Xsk(x0, x)Pk(x) where
Xsk(x0, x) = λ
s
k r
s
[
C
m−1
2 +k
s
(x0
r
)
+
2k +m− 1
s+ 2k +m− 1 C
m+1
2 +k
s−1
(x0
r
) x
r
]
In this formula, r2 = x20−x2 and the polynomialsCλn(x) are standard Gegenbauer
polynomials [7, 8] given by
Cλn(x) =
bn2 c∑
j=0
(−1)j (λ)n−j
j! (n− 2j)! (2x)
n−2j
where the Pochammer symbol (a)n denotes a (a+ 1) . . . (a+ n− 1).
Furthermore, the coefficients λsk are
λ2`k = (−1)`
(
C
m−1
2 +k
2` (0)
)−1
λ2`+1k = (−1)`
2`+ 2k +m
2k +m− 1
(
C
m+1
2 +k
2` (0)
)−1
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and are explicitly given by
λ2`k =
`! Γ
(
k + m−12
)
Γ
(
`+ k + m−12
)
λ2`+1k =
2`+ 2k +m
2k +m− 1
`! Γ
(
k + m+12
)
Γ
(
`+ k + m+12
)
The first few Gegenbauer polynomials Cλn(t) are:
Cλ0 (x) = 1
Cλ1 (x) = 2λx
Cλ2 (x) = 2λ (λ+ 1)x
2 − λ
Cλ3 (x) =
4
3
λ (λ+ 1) (λ+ 2)x3 − 2λ (λ+ 1)x
Cλ4 (x) =
2
3
λ (λ+ 1) (λ+ 2) (λ+ 3)x4 − 2λ (λ+ 1) (λ+ 2)x2 + 1
2
λ (λ+ 1)
A recurrence relation for the Gegenbauer polynomials is known:
nCλn(x) = 2 (n+ λ− 1)xCλn−1(x)− (n+ 2λ− 2)Cλn−2(x)
Example 5.4.1. The continuous CK-extension of xPk(x) is given by
CK [xPk(x)] = λ
1
k r
[
C
m−1
2 +k
1
(x0
r
)
+
2k +m− 1
2k +m
C
m+1
2 +k
0
(x0
r
) x
r
]
Pk(x)
with λ1k =
2k +m
2k +m− 1
Γ
(
k + m+12
)
Γ
(
k + m+12
) = 2k +m
2k +m− 1 and
C
m−1
2 +k
1 (x) = (2k +m− 1)x, C
m+1
2 +k
0 (x) = 1
whence explicitly
CK [xPk(x)] =
2k +m
2k +m− 1 r
[
(2k +m− 1) x0
r
+
2k +m− 1
2k +m
x
r
]
Pk(x)
=
[
(2k +m)x0 + x
]
Pk(x)
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Example 5.4.2. The continuous CK-extension of x2 Pk(x) is given by
CK
[
x2 Pk(x)
]
= λ2k r
2
[
C
m−1
2 +k
2
(x0
r
)
+
2k +m− 1
2k +m+ 1
C
m+1
2 +k
1
(x0
r
) x
r
]
Pk(x)
=
2 r2
(2k +m− 1)
[
1
2
(2k +m− 1) (2k +m+ 1) x
2
0
r2
−2k +m− 1
2
+
2k +m− 1
2k +m+ 1
(2k +m+ 1)
x0 x
r2
]
Pk(x)
=
[
(2k +m+ 1)x20 − r2 + 2x0 x
]
Pk(x)
Replacing r2 = x20 − x2 now gives us
CK
[
x2 Pk(x)
]
=
[
(2k +m)x20 + 2x0 x+ x
2
]
Pk(x)
5.4.1 Discrete setting
We now consider a discrete version of the previous theorem. In our discrete setting,
let Pk be a discrete homogeneous monogenic function in m variables ξ1, . . . , ξm.
We determine the discrete CK-extension of ξ′s Pk, where ξ′ =
∑m
j=1 ξj is the
discrete vector variable in the m variables ξ1, . . . , ξm. The result is a discrete
monogenic in m+ 1 variables ξ0, ξ1, . . . , ξm:
CK [f ] =
∞∑
`=0
1
`!
ξ`0 f`, f0 = f, f`+1 = (−1)`+1∂′f`
where ∂′ =
∑m
j=1 ∂j is the discrete Dirac operator in m variables. The operators
∂′ and ξ′ satisfy
∂′ξ′2n+1Mk = (2n+ 2k +m) ξ′2nMk
∂′ξ′2nMk = (2n) ξ′2n−1Mk
Example 5.4.3. The CK-extension of ξ′ Pk is given by
CK [ξ′ Pk] =
∞∑
`=0
1
`!
ξ`0 f`
where the functions fk are
f0 = ξ
′ Pk
f1 = −∂′ξ′ Pk = − (2k +m)Pk
whence explicitly
CK [ξ′ Pk] =
[
− (2k +m) ξ0 + ξ′
]
Pk
5-12 CHAPTER 5
Example 5.4.4. For the CK-extension of ξ′2 Pk, we have
f0 = ξ
′2 Pk
f1 = −∂′ξ′2 Pk = −2 ξ′ Pk
f2 = ∂
′f1 = −2 (2k +m)Pk
whence
CK
[
ξ′2 Pk
]
=
[
− (2k +m) ξ20 − 2 ξ0 ξ′ + ξ′2
]
Pk
When calculating the discrete CK-extensions of ξ′s Pk, s = 1, . . . , 4, one notices
a formal resemblance (up to some signs) between the continuous
CK [xPk(x)] = [(2k +m)x0 + x]Pk(x)
CK
[
x2 Pk(x)
]
=
[
(2k +m)x20 + 2x0 x+ x
2
]
Pk(x)
CK
[
x3 Pk(x)
]
=
[
1
3
(2k +m) (2k +m+ 2)x30
+ (2k +m+ 2)x20 x+ (2k +m+ 2)x0 x
2 + x3
]
Pk
CK
[
x4 Pk(x)
]
=
[
1
3
(2k +m) (2k +m+ 2)x40 +
4
3
(2k +m+ 2)x30 x
+ 2 (2k +m+ 2)x20 x
2 + 4x0 x
3 + x4
]
Pk
and the discrete setting:
CK [ξ′ Pk] =
[
− (2k +m) ξ0 + ξ′
]
Pk
CK
[
ξ′2 Pk
]
=
[
− (2k +m) ξ20 − 2 ξ0 ξ′ + ξ′2
]
Pk
CK
[
ξ′3 Pk
]
=
[
1
3
(2k +m) (2k +m+ 2) ξ30
− (2k +m+ 2) ξ20 ξ′ − (2k +m+ 2) ξ0 ξ′2 + ξ′3
]
Pk
CK
[
ξ′4 Pk
]
=
[
1
3
(2k +m) (2k +m+ 2) ξ40 +
4
3
(2k +m+ 2) ξ30 ξ
′
− 2 (2k +m+ 2) ξ20 ξ′2 − 4 ξ0 ξ′3 + ξ′4
]
Pk
This (formally equivalent) discrete counterpart of theorem 5.4.1 is the topic of the
next section.
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5.4.2 Relation between the discrete CK-extensions
and the Gegenbauer polynomials
Denote by R the discrete vector variable in m+ 1 dimensions, i.e.
R = ξ0 +
m∑
j=1
ξj = ξ0 + ξ
′
with R2 = ξ20 + ξ
′2. In the following examples we use the formal notations ξ0R and
ξ′
R as argument in the Gegenbauer polynomials by which we mean that we first of
all expand the Gegenbauer polynomials using
(
ξ0
R
)k
=
ξk0
Rk
and then cancel out
all appearances of R in the denominators, after which no ambiguity is left.
Example 5.4.5. Consider
λ1k R
[
−C
m−1
2 +k
1
(
ξ0
R
)
+
2k +m− 1
2k +m
C
m+1
2 +k
0
(
ξ0
R
)
ξ′
R
]
Pk
=
2k +m
2k +m− 1 R
[
− (2k +m− 1) ξ0
R
+
2k +m− 1
2k +m
ξ′
R
]
Pk
=
[
− (2k +m) ξ0 + ξ′
]
Pk
then we notice that
CK [ξ′ Pk] = λ1k R
[
−C
m−1
2 +k
1
(
ξ0
R
)
+
2k +m− 1
2k +m
C
m+1
2 +k
0
(
ξ0
R
)
ξ′
R
]
Pk
Example 5.4.6. Similarly, we compare CK
[
ξ′2 Pk
]
with
− λ2k R2
[
C
m−1
2 +k
2
(
ξ0
R
)
+
2k +m− 1
2k +m+ 1
C
m+1
2 +k
1
(
ξ0
R
)
ξ′
R
]
Pk
=
−2R2
(2k +m− 1)
[
1
2
(2k +m− 1) (2k +m+ 1) ξ
2
0
R2
− 2k +m− 1
2
+
2k +m− 1
2k +m+ 1
(2k +m+ 1)
ξ0 ξ
′
R2
]
Pk
=
[
− (2k +m+ 1) ξ20 +R2 −
2
2k +m+ 1
(2k +m+ 1) ξ0 ξ
′
]
Pk
Substituting R2 = ξ20 + ξ
′2 in the previous expression we get[
− (2k +m) ξ20 + ξ′2 − 2 ξ0 ξ′
]
Pk
and thus it follows that
CK
[
ξ′2 Pk
]
= λ2k R
2
[
−C
m−1
2 +k
2
(
ξ0
R
)
− 2k +m− 1
2k +m+ 1
C
m+1
2 +k
1
(
ξ0
R
)
ξ′
R
]
Pk
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In a similar way, one can show that
CK
[
ξ′3 Pk
]
= λ3k R
3
[
C
m−1
2 +k
3
(
ξ0
R
)
− 2k +m− 1
2k +m+ 2
C
m+1
2 +k
2
(
ξ0
R
)
ξ′
R
]
Pk
CK
[
ξ′4 Pk
]
= λ4k R
4
[
C
m−1
2 +k
4
(
ξ0
R
)
+
2k +m− 1
2k +m+ 3
C
m+1
2 +k
3
(
ξ0
R
)
ξ′
R
]
Pk
CK
[
ξ′5 Pk
]
= λ5k R
5
[
−C
m−1
2 +k
5
(
ξ0
R
)
+
2k +m− 1
2k +m+ 4
C
m+1
2 +k
4
(
ξ0
R
)
ξ′
R
]
Pk
We now generalize these results in the next theorem.
Theorem 5.4.2. For a discrete spherical monogenic Pk of degree k in the discrete
variables ξ1 ,. . . , ξm and for s ∈ N, the discrete CK-extension of ξ′s Pk is the
discrete monogenic polynomial in m+ 1 discrete variables ξ0, . . . , ξm, given by
CK
[
ξ′2` Pk
]
= (−1)` λ2`k R2`[
C
m−1
2 +k
2`
(
ξ0
R
)
+
2k +m− 1
2k +m− 1 + 2` C
m+1
2 +k
2`−1
(
ξ0
R
)
ξ′
R
]
Pk (5.12)
CK
[
ξ′2`+1 Pk
]
= (−1)` λ2`+1k R2`+1[
−C
m−1
2 +k
2`+1
(
ξ0
R
)
+
2k +m− 1
2k +m+ 2`
C
m+1
2 +k
2`
(
ξ0
R
)
ξ′
R
]
Pk (5.13)
Before we start with the proof of both statements (5.12)–(5.13), we repeat some
calculation rules:
∂0 ξ
k
0 = k ξ
k−1
0 + ξ
k
0 ∂0
∂′ ξ′2` = 2` ξ′2`−1 + ξ′2` ∂′
∂′ ξ′2`+1 = (m+ 2`) ξ′2`−1 + 2 ξ′2`E′ − ξ′2`+1 ∂′
where ξ′ =
m∑
j=1
ξj , ∂′ =
m∑
j=1
∂j and E′ =
m∑
j=1
ξj ∂j only contain the co-ordinate
vector variables and co-ordinate difference operators in the directions 1 to m. Fur-
thermore, we shall use the following lemma.
Lemma 5.4.1. Let R = ξ0 + ξ′, let ` > 1 be a natural number and Pk a discrete
spherical monogenic of degree k, in the variables ξ1, . . . , ξm. Then
∂0R
2` Pk = 2` ξ0R
2`−2 Pk
∂′R2` Pk = 2` ξ′R2`−2 Pk
E′R2` Pk =
(
k R2 + 2` ξ′2
)
R2`−2 Pk
Proof. See Section 5.6.
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Using this auxiliary lemma, we can now prove the first statement (5.12)
CK
[
ξ′2` Pk
]
= (−1)` λ2`k R2`[
C
m−1
2 +k
2`
(
ξ0
R
)
+
2k +m− 1
2k +m− 1 + 2` C
m+1
2 +k
2`−1
(
ξ0
R
)
ξ′
R
]
Pk
of theorem 5.4.2.
Remark 5.4.1. Note that, although Rξ0 6= ξ0R and Rξ′ 6= ξ′R, there is no
ambiguity in this formula about the position of the R’s.
In the first term, Cλ2` (x) contains only even powers of x of degree at most 2`.
After elimination of the R’s in the denominator, there will thus only appear even
powers of R. Since R2 commutes with both ξ0 and ξ′, there is no ambiguity in this
statement about whether R should be on the left or on the right.
For the second term, Cλ2`−1 (x) contains only odd powers of x of degree at most
2`−1 andCλ2`−1
(
ξ0
R
)
ξ′
R contains thus only even powers ofR of degree at most 2`
in the denominator. After elimination of these even powers ofR in the denominator
by means of the R2`, there only remain powers of R2 in the nominator (and none
in the denominator). There is again no ambiguity about whether the R should be
at the left or the right.
Proof of the first statement (5.12). The proof consists of two parts. First we show
that the restriction of
F := (−1)` λ2`k R2`
[
C
m−1
2
+k
2`
(
ξ0
R
)
+
2k +m− 1
2k +m− 1 + 2` C
m+1
2
+k
2`−1
(
ξ0
R
)
ξ′
R
]
Pk
to the hyperplane ξ0 = 0 is exactly ξ′2` Pk. Indeed, R2j
∣∣
ξ0=0
= ξ′2j and
Cλ2`
(
ξ0
R
)∣∣∣∣
ξ0=0
=
∑`
j=0
(−1)j (λ)2`−j
j! (s− 2j)!
(
2
ξ0
R
)2`−2j∣∣∣∣∣∣
ξ0=0
=
(−1)`
`!
(λ)`
Cλ2`−1
(
ξ0
R
)∣∣∣∣
ξ0=0
=
`−1∑
j=0
(−1)j (λ)2`−1−j
j! (2`− 2j − 1)!
(
2
ξ0
R
)2`−1−2j∣∣∣∣∣∣
ξ0=0
= 0
implying that
F
∣∣∣∣
ξ0=0
= (−1)` λ2`k
(−1)`
`!
(
m− 1
2
+ k
)
`
ξ′2` Pk
=
`! Γ
(
k + m−12
)
Γ
(
k + m−12 + `
) 1
`!
Γ
(
k + m−12 + `
)
Γ
(
k + m−12
) ξ′2` Pk = ξ′2` Pk
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The second part of the proof consists of showing that F is discrete monogenic in
the m + 1 variables ξ0, ξ1, . . . , ξm. By the uniqueness of the CK-extension, we
then know that F must be exactly CK
[
ξ′2` Pk
]
.
Since F consists of two terms, we will first consider ∂0 + ∂′ acting on both terms
separately, in the following two lemma’s. We will then continue by combining
those two lemmas.
Lemma 5.4.2. For a parameter λ and ` ≥ 1, one has
(
∂0 + ∂
′) [Cλ2`(ξ0
R
)
R2` Pk
]
= 2λ
[
Cλ+12`−1
(
ξ0
R
)
− Cλ+12`−2
(
ξ0
R
)]
R2`−1 Pk
Proof. See Section 5.6.
Remark 5.4.2. Again, on the right-hand side, there is no ambiguity about whether
the R’s should be left or right since the first thing one has to do is eliminate the
powers of R in the denominator which leaves only even powers of R (in the nomi-
nator) who commute with both ξ0 and ξ′.
Lemma 5.4.3. For a parameter λ and ` ≥ 1, one has
(∂0 + ∂
′)
[
Cλ2`−1
(
ξ0
R
)
ξ′
R
R2` Pk
]
=
[
2λCλ+12`−2
(
ξ0
R
)
ξ′R2`−2
+ 2λCλ+12`−3
(
ξ0
R
)
ξ′
R
R2`−1 − (m+ 2k)Cλ2`−1
(
ξ0
R
)
R2`−1
]
Pk
Proof. See Section 5.6.
Remark 5.4.3. After elimination of the powers of R in the denominator, there is
no ambiguity for the first and last term of the right-hand side. For the second
term however, we must clarify how the elimination must be done. For example, let
n = 2:
Cλ+11
(
ξ0
R
)
ξ′
R
R3 = 2 (λ+ 1)
ξ0
R
ξ′
R
R3 = 2 (λ+ 1) ξ0 ξ
′R
which is obviously not the same as
Cλ+11
(
ξ0
R
)
R3
ξ′
R
= 2 (λ+ 1) ξ0Rξ
′ or R3 Cλ+11
(
ξ0
R
)
ξ′
R
= 2 (λ+ 1)Rξ0 ξ
′
For the second term in the right-hand side we thus put as a convention that (after
elimination ofR in the denominator), the remaining (odd) powers ofR are written
on the total right of both ξ0 and ξ′.
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Continuation of the proof of statement (5.12). We now show that
F := (−1)` λ2`k R2`
[
C
m−1
2
+k
2`
(
ξ0
R
)
+
2k +m− 1
2k +m− 1 + 2` C
m+1
2
+k
2`−1
(
ξ0
R
)
ξ′
R
]
Pk
is discrete monogenic. To this end, we invoke lemmas 5.4.2–5.4.3 with λ =
k + m−12 :
(∂0 + ∂
′)
[
Cλ2`
(
ξ0
R
)
R2` +
2λ
2λ+ 2`
Cλ+12`−1
(
ξ0
R
)
ξ′
R
R2`
]
Pk
= 2λ
[
Cλ+12`−1
(
ξ0
R
)
− Cλ+12`−2
(
ξ0
R
)]
R2`−1 Pk
+
λ
λ+ `
[
2 (λ+ 1) Cλ+22`−2
(
ξ0
R
)
ξ′R2`−2Pk
+2 (λ+ 1)Cλ+22`−3
(
ξ0
R
)
ξ′
R
R2`−1Pk − (2λ+ 1)Cλ+12`−1
(
ξ0
R
)
R2`−1Pk
]
= 2λ
[
(2`− 1)
2λ+ 2`
Cλ+12`−1
(
ξ0
R
)
R2`−1 − Cλ+12`−2
(
ξ0
R
)
R2`−1
+
λ+ 1
λ+ `
Cλ+22`−2
(
ξ0
R
)
ξ′
R
R2`−1 +
λ+ 1
λ+ `
Cλ+22`−3
(
ξ0
R
)
ξ′
R
R2`−1
]
︸ ︷︷ ︸
(∗)
Pk
We now expand this right-hand side (we will omit the Pk in the following calcula-
tions):
(∗) = λ (2`− 1)
λ+ `
`−1∑
j=0
(−1)j (λ+ 1)2`−1−j
j! (2`− 2j − 1)! 2
2`−2j−1 ξ2`−2j−10 R
2j
− 2λ
`−1∑
j=0
(−1)j (λ+ 1)2`−2−j
j! (2`− 2j − 2)! 2
2`−2j−2 ξ2`−2j−20 R
2j+1
+
2λ (λ+ 1)
λ+ `
`−1∑
j=0
(−1)j (λ+ 2)2`−2−j
j! (2`− 2j − 2)! 2
2`−2j−2 ξ2`−2j−20 ξ
′R2j
+
2λ (λ+ 1)
λ+ `
`−2∑
j=0
(−1)j (λ+ 2)2`−3−j
j! (2`− 2j − 3)! 2
2`−2j−3 ξ2`−2j−30 ξ
′R2j+1
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(∗) = (2`− 1)
λ+ `
`−1∑
j=0
(−1)j (λ)2`−j
j! (2`− 2j − 1)! 2
2`−2j−1 ξ2`−2j−10 R
2j
−
`−1∑
j=0
(−1)j (λ)2`−j−1
j! (2`− 2j − 2)! 2
2`−2j−1 ξ2`−2j−20 R
2j+1
+
1
λ+ `
`−1∑
j=0
(−1)j (λ)2`−j
j! (2`− 2j − 2)! 2
2`−2j−1 ξ2`−2j−20 ξ
′R2j
+
1
λ+ `
`−2∑
j=0
(−1)j (λ)2`−j−1
j! (2`− 2j − 3)! 2
2`−2j−2 ξ2`−2j−30 ξ
′R2j+1
Since we can expand R2j and R2j+1 as
R2j =
j∑
s=0
(
j
s
)
ξ2j−2s0 ξ
′2s (5.14)
R2j+1 =
j∑
s=0
(
j
s
)(
ξ2j−2s+10 ξ
′2s + ξ2j−2s0 ξ
′2s+1
)
there are two possible combinations (with respect to the powers of ξ0 and ξ′):
either an odd power of ξ0 combined with an even power of ξ′ or vice versa. We
will look at both possibilities separately and show that both must be zero.
We first consider the terms of (∗) containing a combination of an even power of ξ0
and a odd power of ξ′, which we will denote by ‘even part’ (EP)
EP = −
`−1∑
j=0
(−1)j (λ)2`−j−1
j! (2`− 2j − 2)! 2
2`−2j−1 ξ2`−2j−20 ξ
′R2j
+
`−1∑
j=0
(−1)j (λ)2`−j
j! (2`− 2j − 2)!
22`−2j−1
λ+ `
ξ2`−2j−20 ξ
′R2j
+
1
λ+ `
`−2∑
j=0
(−1)j (λ)2`−j−1
j! (2`− 2j − 3)! 2
2`−2j−2 ξ2`−2j−30 ξ
′ ξ0R2j
=
`−1∑
j=0
(−1)j (λ)2`−j−1
j! (2`− 2j − 2)! 2
2`−2j−1 ξ2`−2j−20 ξ
′R2j
[
−1 + (λ+ 2`− j − 1)
λ+ `
]
+
1
λ+ `
`−2∑
j=0
(−1)j (λ)2`−j−1
j! (2`− 2j − 3)! 2
2`−2j−2 ξ2`−2j−30 ξ
′ ξ0R2j
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EP =
1
λ+ `
`−1∑
j=0
(−1)j (λ)2`−j−1
j! (2`− 2j − 2)! (`− j − 1) 2
2`−2j−1 ξ2`−2j−20 ξ
′R2j
− 1
λ+ `
`−2∑
j=0
(−1)j (λ)2`−j−1
j! (2`− 2j − 3)!2
2`−2j−2 ξ2`−2j−20 ξ
′R2j
= 0
while for the ‘odd part’ (OP) containing all terms with an odd power of ξ0 and an
even power of ξ′ we have:
OP =
(2`− 1)
λ+ `
`−1∑
j=0
(−1)j (λ)2`−j
j! (2`− 2j − 1)! 2
2`−2j−1 ξ2`−2j−10 R
2j
−
`−1∑
j=0
(−1)j (λ)2`−j−1
j! (2`− 2j − 2)! 2
2`−2j−1 ξ2`−2j−10 R
2j
+
1
λ+ `
`−2∑
j=0
(−1)j (λ)2`−j−1
j! (2`− 2j − 3)! 2
2`−2j−2 ξ2`−2j−30 X
2R2j
=
`−1∑
j=0
(−1)j (λ)2`−j
j! (2`− 2j − 1)! 2
2`−2j−1
[
(2`− 1)
λ+ `
− (2`− 2j − 1)
(λ+ 2`− j − 1)
]
ξ2`−2j−10 R
2j
+
1
λ+ `
`−2∑
j=0
(−1)j (λ)2`−j−1
j! (2`− 2j − 3)! 2
2`−2j−2 ξ2`−2j−30
(
R2j+2 − ξ20 R2j
)
=
`−1∑
j=0
(−1)j (λ)2`−j
j! (2`− 2j − 1)! 2
2`−2j−1
[
(2`− 1)
λ+ `
− (2`− 2j − 1)
(λ+ 2`− j − 1)
]
ξ2`−2j−10 R
2j
+
1
λ+ `
`−1∑
p=1
(−1)p−1 (λ)2`−p
(p− 1)! (2`− 2p− 1)! 2
2`−2p ξ2`−2p−10 R
2p
− 1
λ+ `
`−2∑
j=0
(−1)j (λ)2`−j−1
j! (2`− 2j − 3)! 2
2`−2j−2 ξ2`−2j−10 R
2j
One can check for different values of j that the coefficient of R2j will be zero,
and hence the total sum will be zero.
Proof of the second statement (5.13). We prove that
CK
[
ξ′2`+1 Pk
]
= λ2`+1k R
2`+1[
(−1)`+1 C
m−1
2 +k
2`+1
(
ξ0
R
)
+ (−1)` 2k +m− 1
2k +m+ 2`
C
m+1
2 +k
2`
(
ξ0
R
)
ξ′
R
]
Pk
First of all, the restriction of the right-hand side to the hyperplane ξ0 = 0 is exactly
ξ′2`+1 Pk. Furthermore, one can prove that
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Lemma 5.4.4.
(∂0 + ∂
′)
[
Cλ2`+1
(
ξ0
R
)
R2`+1
]
Pk
=
[
2λCλ+12`
(
ξ0
R
)
R2` − 2λCλ+12`−1
(
ξ0
R
)(
ξ0
R
− ξ
′
R
)
R2`
]
Pk
(∂0 + ∂
′)
[
Cλ2`
(
ξ0
R
)
ξ′
R
R2`+1
]
Pk = (m+ 2k)C
λ
2`
(
ξ0
R
)
R2` Pk
+ 2λCλ+12`−1
(
ξ0
R
)
ξ′
R
R2` Pk + 2λC
λ+1
2`−2
(
ξ0
R
)
ξ′ (ξ0 − ξ′)R2`−2 Pk
By combining both parts of lemmas 5.4.4 and splitting up according to the parity
of ξ0 and ξ′, one can show that they will all be zero.
5.5 Conclusion
The CK-extension CK [f ] of a discrete function f(x2, . . . , xm) is the unique dis-
crete monogenic function
CK [f ] (x1, x2, . . . , xm) =
∞∑
k=0
ξk1 [1](x1)
k!
fk(x2, . . . , xm)
where f0 = f and fk+1 = (−1)k+1∂′fk.
The CK-extension is convergent for all discrete functions, without conditions on
the original function f . For example, the CK-extension of the delta-function
δ0(x2) is well-defined in all points of the grid Z2, and given by
CK[δ0](x1, x2) =
∞∑
k=0
ξk1 [1](x1)
k!
fk(x2)
where f0 = δ0 and
f2` =
2∑`
j=0
(−1)j+`
(
2`
j
)
δ`−j
f2`+1 =
2`+1∑
j=0
(−1)j+`+1
(
2`+ 1
j
)(
e+2 δj−`−1 − e−2 δ`+1−j
)
The discrete CK-extension procedure establishes an isomorphism between the
space Π(m−1)k of discrete homogeneous polynomials of degree k inm−1 variables
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and the spaceM(m)k of spherical discrete monogenics of degree k in m variables
allowing us to determine a basis for the spaceM(m)k .
Theorem 5.2.1 The set of discrete Fueter polynomials of degree k:{
Vα = CK
[
ξα22 . . . ξ
αm
m [1]
]
|α2 + . . .+ αm = k
}
constitutes a basis forM(m)k .
Finally, we considered the connection between the classical Gegenbauer polyno-
mials and the discrete CK-extension of basic discrete functions of the form ξ′s Pk
with ξ′ =
∑m
j=1 ξj the vector variable in m dimensions ξ1, . . . , ξm, as described
in the following theorem.
Theorem 5.4.2 For a discrete spherical monogenic Pk of degree k in the discrete
variables ξ1 ,. . . , ξm and for s ∈ N, the discrete CK-extension of ξ′s Pk is the
discrete monogenic polynomial in m+ 1 discrete variables ξ0, . . . , ξm, given by
CK
[
ξ′2` Pk
]
= (−1)` λ2`k R2`[
C
m−1
2 +k
2`
(
ξ0
R
)
+
2k +m− 1
2k +m− 1 + 2` C
m+1
2 +k
2`−1
(
ξ0
R
)
ξ′
R
]
Pk
CK
[
ξ′2`+1 Pk
]
= (−1)` λ2`+1k R2`+1[
−C
m−1
2 +k
2`+1
(
ξ0
R
)
+
2k +m− 1
2k +m+ 2`
C
m+1
2 +k
2`
(
ξ0
R
)
ξ′
R
]
Pk
5.6 Technical lemmas
In this section, we will show the proof of several auxiliary lemmas which are
necessary, yet purely technical.
Lemma 5.4.1 Let R = ξ0 + ξ′, let ` > 1 be a natural number and Pk a discrete
spherical monogenic of degree k, in the variables ξ1, . . . , ξm. Then
∂0R
2` Pk = 2` ξ0R
2`−2 Pk
∂′R2` Pk = 2` ξ′R2`−2 Pk
E′R2` Pk =
(
k R2 + 2` ξ′2
)
R2`−2 Pk
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Proof. One can expand R2` as (5.14). Since neither ξ′ nor Pk depends on ξ0, we
see that
∂0R
2` Pk =
∑`
s=0
`! (2`− 2s)
s! (`− s)! ξ
2`−2s−1
0 ξ
′2s Pk
= 2`
`−1∑
s=0
(`− 1)!
s! (`− s− 1)! ξ
2`−2s−1
0 ξ
′2s Pk
= 2`
`−1∑
s=0
(
`− 1
s
)
ξ
2(`−1)−2s+1
0 ξ
′2s Pk = 2` ξ0R2`−2 Pk
The second statement uses the fact that Pk is a discrete spherical monogenic in the
variables ξ1, . . . , ξm and thus ∂′ Pk = 0.
∂′R2` Pk =
∑`
s=0
(
`
s
)
∂′ ξ2`−2s0 ξ
′2s Pk
=
∑`
s=0
(
`
s
)
ξ2`−2s0
(
2s ξ′2s−1 + ξ′2s ∂′
)
Pk
= 2`
∑`
s=1
(`− 1)!
(s− 1)! (`− s)! ξ
2`−2s
0 ξ
′2s−1 Pk
= 2`
∑`
s=1
(
`− 1
s− 1
)
ξ
2(`−1)−2(s−1)
0 ξ
′2(s−1)+1 Pk
= 2`
`−1∑
p=0
(
`− 1
p
)
ξ
2(`−1)−2p
0 ξ
′2p+1 Pk = 2` ξ′R2`−2 Pk
For the final relation, we use the commutator relation E′ ξ′ = ξ′E′ + ξ′, yielding
E′ ξ′2` = ξ′2`E′ + 2` ξ′2`, which shows that
E′R2` Pk =
∑`
s=0
(
`
s
)
ξ2`−2s0 E
′ ξ′2s Pk
=
∑`
s=0
(
`
s
)
ξ2`−2s0
(
ξ′2sE′ + 2s ξ′2s
)
Pk
= k
∑`
s=0
(
`
s
)
ξ2`−2s0 ξ
′2s Pk + 2`
∑`
s=1
(
`− 1
s− 1
)
ξ2`−2s0 ξ
′2s Pk
= k R2` Pk + 2`
`−1∑
p=0
(
`− 1
p
)
ξ
2(`−1)−2p
0 ξ
′2p+2 Pk
=
(
k R2 + 2` ξ′2
)
R2`−2 Pk
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Lemma 5.4.2 For a parameter λ and ` ≥ 1, one has(
∂0 + ∂
′) [Cλ2`(ξ0
R
)
R2` Pk
]
= 2λ
[
Cλ+12`−1
(
ξ0
R
)
− Cλ+12`−2
(
ξ0
R
)]
R2`−1 Pk
Proof. We first expand Cλ2`
(
ξ0
R
)
:
(∂0 + ∂
′)
[
Cλ2`
(
ξ0
R
)
R2`Pk
]
=
∑`
j=0
(−1)j (λ)2`−j
j! (2`− 2j)! 2
2`−2j (∂0 + ∂
′)
[
ξ2`−2j0 R
2j Pk
]
Then we apply (∂0 + ∂′) to each term:
(∂0 + ∂
′)
[
Cλ2`
(
ξ0
R
)
R2` Pk
]
=
∑`
j=0
(−1)j (λ)2`−j
j! (2`− 2j)! 2
2`−2j
[
(2`− 2j) ξ2`−2j−10 R2j + ξ2`−2j0 ∂0R2j + (−1)2`−2j ξ2`−2j0 ∂′R2j
]
Pk
=
`−1∑
j=0
(−1)j (λ)2`−j
j! (2`− 2j − 1)! 2
2`−2j ξ2`−2j−10 R
2j Pk
+
∑`
j=0
(−1)j (λ)2`−j
j! (2`− 2j)! 2
2`−2j ξ2`−2j0
(
2j R2j−1
)
Pk
Some rewriting then shows that
(∂0 + ∂
′)
[
Cλ2`
(
ξ0
R
)
R2`Pk
]
= 2λ
`−1∑
j=0
(−1)j (λ+ 1)2`−j−1
j! (2`− 2j − 1)! (2 ξ0)
2`−2j−1R2j Pk
+ 2λ
∑`
j=1
(−1)j (λ+ 1)2`−j−1
(j − 1)! (2`− 2j)! (2 ξ0)
2`−2j R2j−1Pk
= 2λ
`−1∑
j=0
(−1)j (λ+ 1)2`−j−1
j! (2`− 2j − 1)!
(
2 ξ0
R
)2`−2j−1
R2`−1 Pk
− 2λ
`−1∑
p=0
(−1)p (λ+ 1)2`−p−2
p! (2`− 2p− 2)!
(
2 ξ0
R
)2`−2p−2
R2`−1Pk
= 2λ
[
Cλ+12`−1
(
ξ0
R
)
− Cλ+12`−2
(
ξ0
R
)]
R2`−1 Pk
Lemma 5.4.3 For a parameter λ and ` ≥ 1, one has
(∂0 + ∂
′)
[
Cλ2`−1
(
ξ0
R
)
ξ′
R
R2` Pk
]
=
[
2λCλ+12`−2
(
ξ0
R
)
ξ′R2`−2
+ 2λCλ+12`−3
(
ξ0
R
)
ξ′
R
R2`−1 − (m+ 2k)Cλ2`−1
(
ξ0
R
)
R2`−1
]
Pk
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Proof. We first expand Cλ2`−1
(
ξ0
R
)
:
Cλ2`−1
(
ξ0
R
)
=
`−1∑
j=0
(−1)j (λ)2`−1−j
j! (2`− 2j − 1)! 2
2`−2j−1
[
ξ2`−2j−10 ξ
′R2j
]
Pk
and we then apply (∂0 + ∂′) to each term
(∂0 + ∂
′)
[
Cλ2`−1
(
ξ0
R
)
ξ′
R
R2`Pk
]
=
`−1∑
j=0
(−1)j (λ)2`−1−j
j! (2`− 2j − 1)! 2
2`−2j−1
[
(2`− 2j − 1) ξ2`−2j−20 ξ′R2j
− ξ2`−2j−10 (ξ′ ∂0 + ∂′ ξ′)R2j
]
Pk
=
`−1∑
j=0
(−1)j (λ)2`−1−j
j! (2`− 2j − 2)! 2
2`−2j−1 ξ2`−2j−20 R
2j ξ′Pk
−
`−1∑
j=0
(−1)j (λ)2`−1−j
j! (2`− 2j − 1)! (2 ξ0)
2`−2j−1 [
ξ′ ∂0R2j + (m+ 2E′ − ξ′ ∂′)R2j
]
Pk
= 2λ
`−1∑
j=0
(−1)j (λ+ 1)2`−2−j
j! (2`− 2j − 2)!
(
2 ξ0
R
)2`−2j−2
R2`−2 ξ′Pk
−
`−1∑
j=0
(−1)j (λ)2`−1−j
j! (2`− 2j − 1)! (2 ξ0)
2`−2j−1
[
2j ξ′ ξ0R2j−2 +mR2j + 2
(
k R2j + 2j ξ′2R2j−2
)− 2j ξ′2R2j−2]Pk
= 2λCλ+12`−2
(
ξ0
R
)
ξ′R2`−2 Pk
−
`−1∑
j=0
(−1)j (λ)2`−1−j
j! (2`− 2j − 1)! (2 ξ0)
2`−2j−1 [
2j ξ′R2j−1 + (m+ 2k)R2j
]
Pk
= 2λCλ+12`−2
(
ξ0
R
)
ξ′R2`−2 Pk − (m+ 2k)Cλ2`−1
(
ξ0
R
)
R2`−1 Pk
+ 2λ
`−1∑
j=1
(−1)j+1 (λ+ 1)2`−2−j
(j − 1)! (2`− 2j − 1)! (2 ξ0)
2`−2j−1
ξ′R2j−1Pk
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Some rewriting then shows that
(∂0 + ∂
′)
[
Cλ2`−1
(
ξ0
R
)
ξ′
R
R2`Pk
]
= 2λCλ+12`−2
(
ξ0
R
)
ξ′R2`−2 Pk − (m+ 2k)Cλ2`−1
(
ξ0
R
)
R2`−1 Pk
+ 2λ
`−2∑
p=0
(−1)p (λ+ 1)2`−p−3
p! (2`− 2p− 3)! (2 ξ0)
2`−2p−3
ξ′R2p+1Pk
= 2λCλ+12`−2
(
ξ0
R
)
ξ′R2`−2 Pk − (m+ 2k)Cλ2`−1
(
ξ0
R
)
R2`−1 Pk
+ 2λ
`−2∑
p=0
(−1)p (λ+ 1)2`−p−3
p! (2`− 2p− 3)!
(
2 ξ0
R
)2`−2p−3
ξ′
R
R2`−1Pk
=
[
2λCλ+12`−2
(
ξ0
R
)
ξ′R2`−2 − (m+ 2k)Cλ2`−1
(
ξ0
R
)
R2`−1
+ 2λCλ+12`−3
(
ξ0
R
)
ξ′
R
R2`−1
]
Pk
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6
Discrete Fueter polynomials
In the previous chapter, a Cauchy–Kovalevskaya extension theorem in discrete
Clifford analysis was established. Using this CK-extension procedure, we can
construct a basis for the space of discrete spherical monogenicsM(m)k of degree k
in m variables, which will consist of
(
k+m−2
k
)
basis elements. The usefulness of
these basis elements, the discrete Fueter polynomials, was already demonstrated
in Chapter 4, were it was shown that they serve as building blocks for the discrete
Taylor expansion of discrete monogenic functions. In order to fully utilize these
discrete Fueter polynomials, for example as will be done in Chapter 7, we need to
determine their explicit form, which is the subject of this chapter.
The Fueter polynomials in Euclidean Clifford analysis, see [1, chapter 11.2, p. 68],
have the following form: denote by z` = x` e0 − x0 e`, ` = 1, 2, . . . ,m, then for
any combination (`1, . . . , `k) of k elements out of {1, 2, . . . ,m} (repetitions being
allowed), we put V0(x) = e0 and
V`1,...,`k(x) =
1
k!
∑
pi(`1,...,`k)
z`1 . . . z`k
where the sum runs over all distinguishable permutations of (`1, . . . , `k).
We now formulate the corresponding results in our discrete setting, which will be
established and proven in detail in what follows. Denote by zi = ξi − ξ1 and
ẑi = ξi + ξ1, i = 2, . . . ,m. Furthermore (z`1 . . . z`k)
Ej denotes that (from left
to right) every second, fourth, sixth,. . . occurrence of zj is replaced by ẑj and
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Er1,r2,... denotes the composition of Er1 , Er2 , . . . Then, for a k-tuple of integers
(`1, . . . , `k) ∈ {2, . . . ,m}k, the discrete Fueter polynomial V`1,...,`k is given by
V`1,...,`k =
1
k!
∑
pi(`1,...,`k)
sgn(pi)
(
zpi(`1) . . . zpi(`k)
)E2,...,m
where the sum runs over all distinguishable permutations pi of (`1, . . . , `k), and
where by sgn(pi) we denote the sign of the permutation pi, i.e. sgn(pi) = +1 if the
permutation pi of (`1, . . . , `k) is even and −1 if the permutation is odd.
Although one would expect the discrete CK-extension to commute with finite dif-
ference operators, one only finds this property when considering even powers of
the co-ordinate finite difference operators:
Theorem Let α = (α2, . . . , αm) and ξα = ξα22 . . . ξαmm . For j = 2, . . . ,m, it
holds that
∂2j CK [ξ
α] = CK
[
∂2j ξ
α
]
and
∂j CK [ξ
α] =
(
CK [∂j ξ
α]
)∗j
where ·∗j denotes that every zj is replaced by ẑj (and every ẑj is replaced by zj).
This chapter is organized as follows: in Section 6.1, the notions of a discrete CK-
product and discrete Fueter polynomials, which constitute a basis of the space
of discrete spherical monogenics, are introduced and the explicit construction of
the discrete Fueter basis, in arbitrary dimension m and for arbitrary homogene-
ity degree k is presented and proven in detail. In Section 6.2, we consider the
commutators of finite difference operators and the CK-extension. After the con-
clusion (Section 6.3), the chapter ends with Section 6.4, containing some technical
lemmas.
6.1 Discrete Fueter polynomials
The discrete CK-extension procedure establishes an isomorphism between the
space Π(m−1)k of discrete homogeneous polynomials of degree k inm−1 variables
and the spaceM(m)k of spherical discrete monogenics of degree k in m variables.
Since the discrete homogeneous polynomials ξα22 . . . ξ
αm
m [1], α2 + . . . + αm = k
constitute a basis for the space Π(m−1)k , we have the following result.
Theorem 6.1.1. The set
{CK [ξα22 . . . ξαmm [1]] |α2 + . . .+ αm = k}
constitutes a basis forM(m)k . The basis elements CK [ξα22 . . . ξαmm [1]] are called
the discrete Fueter polynomials of degree k.
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The explicit construction of the discrete Fueter basis, in arbitrary dimensionm and
for arbitrary homogeneity degree k, is the subject of Section 6.1.2. However, we
will first introduce, in the following section, the so–called Cauchy-Kovalevskaya
product (short CK-product) of discrete monogenic functions.
6.1.1 The Cauchy-Kovalevskaya product
Let f and g be discrete monogenic functions, defined on the whole of Zmh , then
their product fg will, in general, no longer be discrete monogenic. However, we
may consider their restrictions to the hyperplane x1 = 0, i.e. f |x1=0 and g|x1=0,
which are discrete functions on Zm−1h with CK-extensions f and g. Clearly, the
function f |x1=0 · g|x1=0 also possesses a CK-extension, which we denote by fg
and call the discrete CK-product of f and g, yielding a discrete monogenic func-
tion by definition. This discrete CK-product then shows the following properties.
Lemma 6.1.1.
(i) The discrete CK-product is associative
(ii) If f |x1=0 · g|x1=0 = g|x1=0 · f |x1=0 then f  g = g  f .
(iii) 1 f = f  1 = f .
Proof. Clearly, (ii) and (iii) directly follow from the definition of the discrete CK-
product, while for (i), it is sufficient to take into account the associativity of the
pointwise product on the hyperplane x1 = 0.
As can be seen from the following example, we will need an involution changing
the sign of the co-ordinate variable ξ1 and leaving the other co-ordinate variables
unaltered. We thus define the involution .̂ by
ξ̂1 = −ξ1, ξ̂j = ξj , j = 2, . . . ,m, âb = â b̂
Example 6.1.1. The CK-extension of ξi[1] (i = 2, . . . ,m) is given by
CK [ξi[1]] = zi[1] = (ξi − ξ1) [1]
whence ẑi[1] = (ξi + ξ1) [1]; the CK-extension of ξiξj [1] is
CK [ξi ξj [1]] =

1
2
(zizj − zjzi) [1] if i 6= j
ziẑi[1] if i = j
This means that
zi[1] zj [1] = 1
2!
(zizj − zjzi) [1], if i 6= j
zi[1] zi[1] = ziẑi[1]
The CK product of zi[1] and zj [1], for i 6= j, indeed is anticommutative since
{ξi, ξj} = 0.
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6.1.2 Construction of the discrete Fueter polynomials
For simplicity of notation, we will from now on denote ξkj [1] by ξ
k
j and terms of
the form z`1 . . . z`k [1] by z`1 . . . z`k .
In what follows we will need some additional notations. Let 2 6 `1, . . . , `k 6 m,
then
• (z`1 . . . z`k)Oj denotes that (from left to right) every first, third, fifth,. . . oc-
currence of zj is replaced by ẑj ;
furthermore Or1,r2,... denotes the composition of Or1 ,Or2 , . . .
• (z`1 . . . z`k)Ej denotes that (from left to right) every second, fourth, sixth,. . .
occurrence of zj is replaced by ẑj ;
furthermore Er1,r2,... denotes the composition of Er1 , Er2 , . . .
• (z`1 . . . z`k)∗j denotes that every zj is replaced by ẑj (and, vice versa, every
ẑj is replaced by zj);
furthermore ∗r1,r2,... denotes the composition of ∗r1 , ∗r2 , . . .
Definition 6.1.1. For a k-tuple of integers (`1, . . . , `k) ∈ {2, . . . ,m}k, we define
V`1,...,`k =
1
k!
∑
pi(`1,...,`k)
sgn(pi)
(
zpi(`1) . . . zpi(`k)
)E2,...,m
where the sum runs over all distinguishable permutations pi of (`1, . . . , `k), and
where by sgn(pi) we denote the sign of the permutation pi, i.e. sgn(pi) = +1 if the
permutation pi of (`1, . . . , `k) is even and −1 if the permutation is odd.
Theorem 6.1.2. Let α = (α2, . . . , αm) ∈ Nm−1 be a regrouping of the indices
(`1, . . . , `k) ∈ {2, . . . ,m}k, i.e. identify α with (`1, `2, . . . , `k), where α2 + . . .+
αm = k, `j ∈ {2, . . . ,m}, `i 6 `j for i < j and the number of times that j
appears in (`1, `2, . . . , `k) equals αj , j = 2, . . . ,m. Then
zα22  . . . zαmm ≡ z`1  . . . z`k = α2! . . . αm!V`1,...,`k
We will defer the proof of this theorem in the most general case to Section 6.1.5.
To fix the ideas however, we will first prove the corresponding result for the special
cases where
• αi = 1, ∀i = 2, . . . ,m,
• there is only one αj 6= 0.
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6.1.3 Special case: CK [ξ2 ξ3 . . . ξm]
Proposition 6.1.1. For α = (1, . . . , 1), the CK-extension of ξα is given by
z2  z3  . . . zm ≡ CK [ξ2 ξ3 . . . ξm] = 1
(m− 1)!
∑
σ∈Sα
sgn(σ) zσ(2) . . . zσ(m)
where Sα is the set of all distinguishable permutations of (`1, . . . , `m−1) =
(2, 3, . . . ,m).
It is clear that this proposition is consistent with Theorem 6.1.2. Indeed, if α =
(1, . . . , 1), then (`1, . . . , `k) = (2, 3, . . . ,m). There are (m − 1)! distinguishable
permutations, whence
V2,...,m =
1
(m− 1)!
∑
σ(2,...,m)
sgn(σ) zσ(2)zσ(3) . . . zσ(m)
and CK [ξ2 ξ3 . . . ξm] = 1! 1! . . . 1! V2,...,m = V2,...,m.
For the proof of this proposition, an auxiliary result is needed.
Lemma 6.1.2. For j, p ∈ {2, . . . ,m}, p 6= j, the following relations for the
operators zj , ẑj and ∂j hold
∂1 zj = −ẑj∂1 − 1 ∂j zj = ẑj∂j + 1 ∂j zp = −zp∂j
∂1 ẑj = −zj∂1 + 1 ∂j ẑj = zj∂j + 1
Proof. Using the S-Weyl relation ∂j ξj − ξj ∂j = 1 and the fact that the co-
ordinate difference operators ∂j mutually anti-commute, one immediately sees that
∂1zj = ∂1 (ξj − ξ1) = − (ξj + ξ1) ∂1 − 1 = −ẑj ∂1 − 1
∂1ẑj = ∂1 (ξj + ξ1) = − (ξj − ξ1) ∂1 + 1 = −zj ∂1 + 1
For j, p ∈ {2, . . . ,m}, j 6= p, one has
∂jzj = ∂j (ξj − ξ1) = (ξj ∂j + 1) + ξ1∂j = ẑj ∂j + 1
∂j ẑj = ∂j (ξj + ξ1) = (ξj ∂j + 1)− ξ1∂j = zj ∂j + 1
and, invoking {∂j , ξp} = 0 for p 6= j, it easily follows that
∂j zp = ∂j (ξp − ξ1) = − (ξp − ξ1) ∂j = −zp∂j
Now Proposition 6.1.1 can be proven.
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Proof of Proposition 6.1.1. It can be easily seen that the restriction of
F =
1
(m− 1)!
∑
σ∈Sα
sgn(σ) zσ(2) . . . zσ(m)
to the hyperplane x1 = 0 equals ξ2 ξ3 . . . ξm. It hence suffices to prove the mono-
genicity of F , i.e. to show that ∂F = 0. Therefore, we split the discrete Dirac
operator ∂ into the co-ordinate difference operators ∂1, ∂2, . . . , ∂m. The operator
∂1 acts on all the terms of F , resulting, on account of Lemma 6.4.1, in
∂1
(
zσ(2) . . . zσ(m)
)
= −zσ(3) . . . zσ(m) + ẑσ(2)zσ(4) . . . zσ(m) − ẑσ(2)ẑσ(3)zσ(5) . . . zσ(m)
+ . . .+ (−1)m−1 ẑσ(2)ẑσ(3) . . . ẑσ(m−1)
=
m∑
s=2
(−1)s−1 ẑσ(2) . . . ẑσ(s−1) zσ(s+1) . . . zσ(m) (6.1)
Next, notice that for every j ∈ {2, . . . ,m}, zj appears exactly once in each term
of F whence ∂j only acts on that particular factor in each term. Since the set{
∂σ(2), . . . , ∂σ(m)
}
= {∂2, . . . , ∂m}, the action
(∂2 + . . .+ ∂m)
(
zσ(2)zσ(3) . . . zσ(m)
)
splits into
∂σ(2)
(
zσ(2)zσ(3) . . . zσ(m)
)
= zσ(3)zσ(4) . . . zσ(m)
∂σ(3)
(
zσ(2)zσ(3) . . . zσ(m)
)
= −zσ(2)zσ(4) . . . zσ(m)
... (6.2)
∂σ(m)
(
zσ(2)zσ(3) . . . zσ(m)
)
= (−1)mzσ(2)zσ(3) . . . zσ(m−1)
again on account of Lemma 6.4.1. Combining (6.1)–(6.2), the action of ∂ on F
thus results in
(m− 1)! ∂F =
∑
σ∈Sα
sgn(σ)
(
ẑσ(2) − zσ(2)
)
zσ(4) . . . zσ(m) (6.3)
−
∑
σ∈Sα
sgn(σ)
(
ẑσ(2)ẑσ(3) − zσ(2)zσ(3)
)
zσ(5) . . . zσ(m) + . . .
+
∑
σ∈Sα
sgn(σ) (−1)m−1 (ẑσ(2)ẑσ(3) . . . ẑσ(m−1) − zσ(2)zσ(3) . . . zσ(m−1))
=
∑
σ∈Sα
sgn(σ)
m∑
s=3
(−1)s−1 (ẑσ(2) . . . ẑσ(s−1) − zσ(2) . . . zσ(s−1)) zσ(s+1) . . . zσ(m)
The proof is then concluded by lemma 6.1.3.
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Lemma 6.1.3. For all s = 3, . . . ,m,∑
σ∈Sα
sgn(σ)
(
ẑσ(2) . . . ẑσ(s−1) − zσ(2) . . . zσ(s−1)
)
zσ(s+1) . . . zσ(m) = 0
Proof. See Section 6.4.
6.1.4 Special case: CK
[
ξkj
]
Proposition 6.1.2. For j = 1, . . . ,m and k ∈ N, it holds that
zj  zj  . . . zj︸ ︷︷ ︸
k
≡ CK [ξkj ] = zj ẑjzj . . .︸ ︷︷ ︸
k
=
(
zkj
)Ej
Proof. Putting
F =
k︷ ︸︸ ︷
zj ẑjzj . . .
it suffices to prove that F is discrete monogenic and that its restriction to x1 = 0
equals ξkj . The latter directly follows, since F |x1=0 = F |ξ1=0. Next, we examine
the action of ∂ =
∑m
j=1 ∂j on F ; note that only ∂1 and ∂j will have a nontrivial
action. Invoking Lemma 6.4.1, we directly see that the corresponding terms will
cancel each other out:
∂1 (zj ẑj zj . . .)︸ ︷︷ ︸
k
= −k ẑj zj . . .︸ ︷︷ ︸
k−1
∂j (zj ẑj zj . . .)︸ ︷︷ ︸
k
= k ẑj zj . . .︸ ︷︷ ︸
k−1
whence F indeed is discrete monogenic.
As was the case for proposition 6.1.1, proposition 6.1.2 is clearly also consistent
with the general formulation of Theorem 6.1.2. Indeed, for α = (0, . . . , k, . . . , 0)
with k on the j-th position, then (`1, . . . , `k) = (j, j, . . . , j). There only is one
distinguishable permutation, namely the identity, implying that
Vj,j,...,j =
1
k!
zj ẑjzj . . .︸ ︷︷ ︸
k
and CK
[
ξkj
]
= k!Vj,j,...,j = zj ẑjzj . . .︸ ︷︷ ︸
k
.
Theorem 6.1.2 could be proven by a combination of the approaches of the above
two special cases. However, this approach leads to lengthy and quite involved
calculations. Therefore we have followed a different and more elegant approach,
which will be outlined in the following section. This alternative approach also
includes, and thus confirms, the two special cases already treated.
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6.1.5 An alternative approach for the general proof
The main aim of this section is to prove the following lemma, from which the
structure of the discrete Fueter polynomials then will follow directly.
Lemma 6.1.4. Let Pk be a discrete spherical monogenic of degree k. For every
1 6 n 6 k
Pk =
n! (k − n)!
k!
∑
(`1,...,`n)
V`1,...,`n ∂`n . . . ∂`1Pk (6.4)
with `j ∈ {2, . . . ,m} and where every subset {`1, . . . , `n} only appears once in
the sum.
Before proving this lemma, we first give two examples.
Example 6.1.2. Take m = 4 and P3 = CK [ξ2 ξ3 ξ4], then Proposition 6.1.1
learns that
P3 = ξ2 ξ3 ξ4 − ξ1 ξ3 ξ4 + ξ1 ξ2 ξ4 − ξ1 ξ2 ξ3
Now take for instance n = 1, then the right hand side in the above statement is
given by
2!
3!
∑
`1
V`1 ∂`1P3 =
1
3
(V2 ∂2P3 + V3 ∂3P3 + V4 ∂4P3)
=
1
3
z2 (ξ3 ξ4 − ξ1 ξ4 + ξ1 ξ3) + 1
3
z3 (−ξ2 ξ4 + ξ1 ξ4 − ξ1 ξ2)
+
1
3
z4 (ξ2 ξ3 − ξ1 ξ3 + ξ1 ξ2)
which, by direct calculation, indeed is found to equal P3.
Example 6.1.3. As mentioned in the formulation of Lemma 6.1.4, in the sum∑
(`1,`2,`3)
V`1,`2,`3 ∂`3∂`2∂`1Pk
every subset {`1, `2, `3} of {2, . . . ,m}3 may only be chosen once. For example,
for m = 3 and for
P3 = 2 CK
[
ξ22ξ3
]
+ CK
[
ξ32
]
= 2 ξ22 ξ3 − 4 ξ1 ξ2 ξ3 − 5 ξ1 ξ22 − 2 ξ21 ξ3 + ξ32 − 3 ξ21 ξ2 +
5
3
ξ31
one can easily check that
P3 = V2,2,2 ∂
3
2Pk + V3,3,3 ∂
3
3Pk + V2,2,3 ∂3∂
2
2Pk + V2,3,3 ∂
2
3∂2Pk
= 6 V2,2,2 + 4 V2,2,3
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Proof of lemma 6.1.4.
Step one
Let Pk be a discrete spherical monogenic, i.e. ∂Pk = 0 and EPk = kPk. The
Euler operator E can be written as
∑m
j=1 ξj∂j , whence
k Pk = ξ1∂1Pk +
m∑
i=2
ξi ∂iPk = ξ1
(
∂Pk −
m∑
i=2
∂iPk
)
+
m∑
i=2
ξi ∂iPk
=
m∑
i=2
(ξi − ξ1) ∂iPk =
m∑
i=2
zi ∂iPk =
m∑
i=2
Vi ∂iPk (6.5)
Step two
Unlike the proof in the continuous setting [1, p. 68–69], where the fact that ∂iPk
also is monogenic enables the use of an inductive argument, here ∂iPk not neces-
sarily is discrete monogenic:
∂ [∂iPk] =
( m∑
j=1
∂j
)
∂iPk = −∂i ∂Pk + 2 ∂2i Pk = 2 ∂2i Pk, i = 2, . . . ,m
However, invoking these results, we still can repeat the calculation of step 1 for
∂iPk, taking into account that it is homogeneous of degree k − 1. We obtain
(k − 1) ∂iPk = ξ1∂1 (∂iPk) +
m∑
j=2
ξj∂j (∂iPk)
= ξ1
(
∂ −
m∑
j=2
∂j
)
∂iPk +
m∑
j=2
ξj∂j (∂iPk)
= 2 ξ1 ∂
2
i Pk +
m∑
j=2
zj ∂j∂iPk
= ẑi ∂
2
i Pk +
m∑
j=2,j 6=i
zj ∂j∂iPk
whence, using (6.5),
Pk =
1
k
m∑
i=2
zi ∂iPk =
1
k (k − 1)
m∑
i=2
zi
(
ẑi ∂
2
i Pk +
m∑
j=2,j 6=i
zj ∂j∂iPk
)
=
1
k (k − 1)
 m∑
`1=2
2! V`1,`1 ∂
2
`1Pk +
∑
(`1,`2)
`2 6=`1
(z`1z`2 − z`2z`1) ∂`2∂`1Pk

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resulting in
Pk =
1
k (k − 1)
 m∑
`1=2
2!V`1,`1 ∂
2
`1Pk +
∑
(`1,`2)
`2 6=`1
2!V`1,`2 ∂`2∂`1Pk

=
2! (k − 2)!
k!
∑
(`1,`2)
V`1,`2 ∂`2∂`1Pk
Induction step
Suppose that (6.4) holds for every 1 6 n 6 p − 1, then we are left to prove
it for n = p. To this end, we take a (p − 1)-tuple (`p−1, . . . , `1) and denote
the number of times that the natural number i appears in (`1, . . . , `p−1) by αi,
(i = 2, . . . ,m). Then (`p−1, . . . , `1) is the result of a certain permutation pi acting
on (2, . . . , 2︸ ︷︷ ︸
α2
, 3, . . . , 3︸ ︷︷ ︸
α3
, . . . ,m, . . . ,m︸ ︷︷ ︸
αm
), i.e.
∂`p−1 . . . ∂`1Pk = sgn(pi) ∂
α2
2 . . . ∂
αm
m Pk
Since sgn(pi) ∂α22 . . . ∂
αm
m Pk is homogeneous of degree k − (p− 1), we have
sgn(pi) ∂α22 . . . ∂
αm
m Pk =
sgn(pi)
k − (p− 1) E ∂
α2
2 . . . ∂
αm
m Pk
=
sgn(pi)
k − (p− 1)
(
ξ1 ∂ [∂
α2
2 . . . ∂
αm
m Pk] +
m∑
j=2
zj ∂j ∂
α2
2 . . . ∂
αm
m Pk
)
(6.6)
where we have again rewritten the Euler operator E as
E = ξ1 ∂1 +
m∑
j=2
ξj ∂j = ξ1 ∂ +
m∑
j=2
zj ∂j
Now, for the action of the discrete Dirac operator ∂ on ∂α22 . . . ∂
αm
m Pk, we must
make a distinction between the numbers i for which αi is even and those for which
αi is odd, since for each r ∈ N
∂
[
∂2ri f
]
= ∂2ri ∂ [f ] (6.7)
∂
[
∂2r+1i f
]
= −∂2r+1i ∂ [f ] + 2 ∂2r+2i f (6.8)
We write the i’s for which αi is odd in increasing order and denote for each
such i its corresponding place in that sequence by s(i). For example, for α =
(2, 2, 3, 3, 4, 5, 5, 5), there are two i’s for which αi is odd, namely i = 4 and
i = 5, so we will have in that case that s(4) = 1 and s(5) = 2. Returning to the
general case, it then follows from (6.7)–(6.8) and the monogenicity of Pk that
∂ [∂α22 . . . ∂
αm
m Pk] = 2
∑
αj odd
(−1)s(j)+1 ∂α22 . . . ∂αj+1j . . . ∂αmm Pk
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whence we may rewrite the first term in (6.6) as
ξ1 ∂ [∂
α2
2 . . . ∂
αm
m Pk] =
∑
αj odd
(−1)s(j)+1 (ẑj − zj) ∂α22 . . . ∂αj+1j . . . ∂αmm Pk
=
∑
αj odd
ẑj ∂j ∂
α2
2 . . . ∂
αj+1
j . . . ∂
αm
m Pk
−
∑
αj odd
zj ∂j ∂
α2
2 . . . ∂
αj
j . . . ∂
αm
m Pk
In this way, we see that (6.6) becomes
(k − p+ 1) ∂`p−1 . . . ∂`1Pk
= sgn(pi)
( ∑
αj odd
ẑj ∂j ∂
α2
2 . . . ∂
αj
j . . . ∂
αm
m Pk +
∑
αj even
zj ∂j ∂
α2
2 . . . ∂
αm
m Pk
)
=
∑
αj odd
ẑj ∂j ∂`p−1 . . . ∂`1Pk +
∑
αj even
zj ∂j ∂`p−1 . . . ∂`1Pk (6.9)
Using (6.9) in combination with the induction hypothesis, it then follows that
Pk =
(p− 1)! (k − p+ 1)!
k!
∑
(`1,...,`p−1)
V`1,...,`p−1 ∂`p−1 . . . ∂`1Pk
=
(k − p)!
k!
∑
(`1,...,`p−1)
(p− 1)! V`1,...,`p−1
( ∑
j: αj odd
ẑj ∂j∂`p−1 . . . ∂`1
+
∑
j: αj even
zj ∂j∂`p−1 . . . ∂`1
)
Pk
Combining the appropriate terms corresponding with ∂`p∂`p−1 . . . ∂`1 then leads
to
Pk =
(k − p)!
k!
∑
(`1,...,`p−1, `p)
p! V`1,...,`p−1,`p ∂`p∂`p−1 . . . ∂`1Pk
As a corollary of Lemma 6.1.4, we are now able to prove theorem (6.1.2).
Proof of Theorem (6.1.2). Let α = (α2, . . . , αm) with α2 + . . .+αm = k. Iden-
tifying, as before, α with the k-tuple (`1, . . . , `k), if then suffices to show that
Pk ≡ CK [ξα22 . . . ξαmm ] = α2! . . . αm! V`1,...,`k . On account of Lemma 6.1.4 we
already have that
Pk =
∑
(n1,...,nk)
Vn1,...,nk ∂nk . . . ∂n1Pk (6.10)
6-12 CHAPTER 6
On the other hand, we have by definition that
Pk =
k∑
r=0
ξr1
r!
fr = f0 + ξ1 f1 +
ξ21
2!
f2 +
ξ31
3!
f3 + . . .+
ξk1
k!
fk
where f0 = ξα22 . . . ξ
αm
m and fr+1 = (−1)r+1∂′fr. In the above expression, each
term is homogeneous of degree k and moreover, each term except f0 contains at
least one factor ξ1. Therefore, the action of any difference-operator ∂nk . . . ∂n1 of
degree k on such a term will vanish, since ∂nk . . . ∂n1 does not contain ∂1. The
only term at the right hand side of (6.10) yielding a non-zero result thus is
∂`k . . . ∂`1Pk = ∂`k . . . ∂`1 [f0] = ∂`k . . . ∂`1 [ξ
α2
2 . . . ξ
αm
m ] = α2! . . . αm!
meaning that indeed
Pk = α2! . . . αm! V`1,...,`k
Example 6.1.4. Since α = (2, 1) can be identified with (`1, `2, `3) = (2, 2, 3), we
have that
CK
[
ξ22ξ3
]
= z2  z2  z3 = 2! V2,2,3 = 1
3
(z2ẑ2z3 − z2z3ẑ2 + z3z2ẑ2)
Note that Lemma 6.1.4 is the discrete counterpart of a result in the continuous
Clifford analysis setting (see [1, 11.2.5]), concerning the expansion of functions in
Taylor series. However, we have chosen to introduce the Taylor series expansion
of discrete functions in another way in Chapter 4.
6.2 Commutators of CK and ∂kj
In the continuous Clifford case (see [1]), it holds for any analytic function f and
any multi-index β = (β2, . . . , βm) ∈ Nm−1 that
∂β2x2 . . . ∂
βm
xm CK [f ] = CK
[
∂β2x2 . . . ∂
βm
xm f
]
in the appropriate region, since the commutator of the CK-extension and any par-
tial derivative ∂xj , j = 2, . . . ,m, is proven to be zero. In the following section,
we will examine the commutator of CK and the operator ∂kj in our setting. Unlike
the continuous case, this commutator will only be zero in half of the cases, i.e. for
even k.
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6.2.1 Commutator of CK and ∂2j
Theorem 6.2.1. Let α = (α2, . . . , αm) and ξα = ξα22 . . . ξαmm . For j = 2, . . . ,m,
it holds that
CK
[
∂2j ξ
α
]
= ∂2j CK [ξ
α]
Proof. For j = 2, . . . ,m
∂
[
∂2j f
]
= ∂2j ∂ [f ]
whence ∂2j CK [ξ
α] is monogenic. Furthermore,(
∂2j CK [ξ
α]
)∣∣
x1=0
= ∂2j (CK [ξ
α])|x1=0 = ∂2j ξα
Because of the uniqueness of the CK-extension, this implies that CK
[
∂2j ξ
α
]
=
∂2j CK [ξ
α].
6.2.2 Commutator of CK and ∂j
When we compare CK [∂2 ξα] with ∂2 CK [ξα] for different choices of ξα, these
simple examples show that CK and ∂j do not always commute as operators:
∂2 CK [ξ2] = ∂2 (z2) = 1 CK [∂2 ξ2] = CK [1] = 1
∂2 CK
[
ξ22
]
= ∂2 (z2ẑ2) = 2 ẑ2, CK
[
∂2 ξ
2
2
]
= CK [2 ξ2] = 2 z2
∂2 CK
[
ξ32
]
= ∂2 (z2ẑ2z2) = 3 ẑ2z2 CK
[
∂2 ξ
3
2
]
= 3 CK ξ22 = 3 z2ẑ2
∂2 CK [ξ2ξ3] =
1
2
∂2 (z2z3 − z3z2) = z3 CK [∂2 ξ2ξ3] = z3
and
∂2 CK
[
ξ22ξ3
]
=
1
3
∂2 (z2ẑ2z3 − z2z3ẑ2 + z3z2ẑ2) = ẑ2z3 − z3ẑ2
CK
[
∂2 ξ
2
2ξ3
]
= 2 CK [ξ2ξ3] = z2z3 − z3z2
However, these examples also suggest that, in order to obtain ∂2 CK [ξα], we have
to determine the CK-extension of ∂2 ξα and replace every z2 by ẑ2 and vice versa,
an operation which we have denoted by .∗2 . The following preliminary result states
that the commutator of ∂p and ∗j is zero (for j, p 6= 1), when acting on CK [ξα].
Lemma 6.2.1. Let α = (α2, . . . , αm) and ξα = ξα22 . . . ξαmm . For j, p = 2, . . . ,m
it then holds that
∂p (CK [ξ
α])
∗j = (∂p CK [ξα])
∗j
Proof. One can prove by induction on k that for all `1, . . . , `k ∈ {2, . . . ,m} and
for all j, p = 2, . . . ,m
∂p
(
(z`1 . . . z`k)
∗j) = (∂p (z`1 . . . z`k))∗j ,
6-14 CHAPTER 6
which also holds if a factor z`s is replaced by ẑ`s . Since ∂j (z`s) = ∂j (ẑ`s), for
j 6= 1, this does not affect the proof. The full version of the proof is given in
Section 6.4.
Theorem 6.2.2. Let α = (α2, . . . , αm) and ξα = ξα22 . . . ξαmm . For j = 2, . . . ,m
it then holds that
CK [∂j ξ
α] = (∂j CK [ξ
α])
∗j
and vice versa
∂j CK [ξ
α] = (CK [∂j ξ
α])
∗j
Proof. According to Lemma (6.2.1), it is sufficient to show that
CK [∂j ξ
α] = ∂j
(
(CK [ξα])
∗j
)
If αj = 0, then both sides of the previous equation obviously are zero. Further-
more, changing the order of the ξj’s only changes the sign on both sides of the
equality. We may thus, without loss of generality, assume that j equals the first
index, which is 2. Then, identifying as before (α2, . . . , αm) with (`1, . . . , `k), we
have that (α2 − 1, . . . , αm) can be identified with (`2, . . . , `k). Since (following
theorem 6.1.2)
CK [∂2 ξ
α] = α2 CK [ξ`2 . . . ξ`k ]
= α2
(α2 − 1)! . . . αm!
(k − 1)!
∑
σ(`2,...,`k)
sgn(σ)
(
zσ(`2) . . . zσ(`k)
)E2,...,m
and
CK [ξα] =
α2! . . . αm!
k!
∑
σ(`1,...,`k)
sgn(σ)
(
zσ(`1) . . . zσ(`k)
)E2,...,m
it now suffices to show that∑
σ(`2,...,`k)
sgn(σ)
(
zσ(`2) . . . zσ(`k)
)E2,...,m (6.11)
=
1
k
∑
σ(`1,...,`k)
sgn(σ) ∂2
((
zσ(`1) . . . zσ(`k)
)O2, E3,...,m) (6.12)
Since ∂2 only acts on the factors z2 in each term of (6.12), its action on a general
term
(
zσ(`1) . . . zσ(`k)
)O2, E3,...,m is given by
∂2
((
zσ(`1) . . . zσ(`k)
)O2, E3,...,m)
=
k∑
r=1
σ(`r)=2
(−1)(r−1)−µ(r) (zσ(`1) . . . zσ(`r−1) zσ(`r+1) . . . zσ(`k))E2,3,...,m
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where µ(r) denotes the number of times z2 appears before the r-th place in the
term zσ(`1) . . . zσ(`r) . . . zσ(`k).
For each possible term
(
zσ(`2) . . . zσ(`k)
)E2,...,m in (6.11), we will exactly deter-
mine which terms
(
zσ(`1) . . . zσ(`k)
)O2, E3,...,m of (6.12) will produce it under the
action of ∂2. So consider a term of (6.11):(
zσ(`2) . . . zσ(`k)
)E2,...,m
There are k − (α2 − 1) indices in (`2, . . . , `k) which are different from 2. We can
thus construct k − (α2 − 1) different terms of the form(
zσ(`2) . . . zσ(`s−1) z2 zσ(`s) . . . zσ(`k)
)O2, E3,...,m
, σ(`s) 6= 2, s = 2, . . . , k+1
which belong to (6.12). If you would not require that σ(`s) 6= 2, you would get
a term which has already appeared once, and since in (6.12) every permutation is
only allowed once, we must restrict ourselves to the terms with σ(`s) 6= 2.
The action of ∂2 on all k − (α − 1) terms of this form results in k times the
term
(
zσ(`2) . . . zσ(`k)
)E2,...,m , instead of k − (α2 − 1) times as one could have
expected.
Example 6.2.1. Consider, for example, the term (z2z2z3z4)
E2 = z2ẑ2z3z4. There
are only five terms which - under the action of ∂2 - give us the term z2ẑ2z3z4,
namely
ẑ2z2ẑ2z3z4, ẑ2z2ẑ2z3z4, ẑ2z2ẑ2z3z4, ẑ2z2z3ẑ2z4, ẑ2z2z3z4ẑ2
which is just
k+1∑
s=2
(
zσ(`2) . . . zσ(`s−1) z2 zσ(`s) . . . zσ(`k)
)O2, E3,...,m
However, of these five, only three terms are different, since ẑ2 z2 ẑ2 z3 z4 and
ẑ2 z2 ẑ2 z3 z4 are the same as ẑ2 z2 ẑ2 z3 z4. We thus only consider
k+1∑
s=2
σ(`s) 6=2
(
zσ(`2) . . . zσ(`s−1) z2 zσ(`s) . . . zσ(`k)
)O2, E3,...,m
= ẑ2z2ẑ2z3z4 − ẑ2z2z3ẑ2z4 + ẑ2z2z3z4ẑ2.
However
∂2 [ẑ2z2ẑ2z3z4 − ẑ2z2z3ẑ2z4 + ẑ2z2z3z4ẑ2]
= (3 z2ẑ2z3z4)− (2 z2z3ẑ2z4 − z2ẑ2z3z4) + (2 z2z3z4ẑ2 + z2ẑ2z3z4)
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so z2ẑ2z3z4 does appear five times under the action of ∂2. There are thus α2 − 1
more terms then we might expect at first glance. The reason therefore is that
∂2 (z2ẑ2z2z3z4)
gives us z2ẑ2z3z4, not only as a result of
z2ẑ2 ∂2(z2) z3z4
but also of
∂2(z2) ẑ2z2z3z4 and z2 ∂2(ẑ2) z2z3z4
The action of ∂2 on the term z2ẑ2z2z3z4 thus gives us three times the desired term
z2ẑ2z3z4.
Although placing a z2 left of a factor with index 2 doesn’t result in a different
term, we can consider the action of ∂2, not only on the additional factor z2, but
also on the original factor (z2 or ẑ2), which yields the desired term as well! It thus
is clear that each term will appear k times, whence we conclude that the action of
∂2 on the k − (α2 − 1) different terms
k+1∑
s=2
σ(`s)6=2
(
zσ(`2) . . . zσ(`s−1) z2 zσ(`s) . . . zσ(`k)
)O2, E3,...,m
results in k times the same term
(
zσ(`2) . . . zσ(`k)
)E2,3,...,m .
We however still need to check that each time the term
(
zσ(`2) . . . zσ(`k)
)E2,3,...,m
appears, it appears with the same sign, so that these k terms don’t cancel each
other out.
Reconsider now(
zσ(`2) . . . zσ(`s−1) z2 zσ(`s) . . . zσ(`k)
)O2, E3,...,m
with σ(`s) 6= 2. The factor z2 appears on place s− 1. Let pi be the permutation of
(`1, . . . , `k) s.t.
pi (`1, . . . , `s−2, `s−1, `s, . . . , `k) = (σ(`2), . . . , σ(`s−1), 2, σ(`s), . . . , σ (`k))
Then
sgn(pi) = (−1)(s−2)−µ(s−1) sgn(σ)
with µ(s − 1) the number of times that z2 appears before place s − 1. After the
action of ∂2 on place s− 2, we see that
sgn(pi) (−1)(s−2)−mu(s−1) (zpi(`1) . . . zpi(`s−2) zpi(`s) . . . zpi(`k))E2,3,...,m
= sgn(σ)
(
zσ(`2) . . . zσ(`s−1) zσ(`s) . . . zσ(`k)
)E2,3,...,m
.
This indicates that the resulting sign only depends on σ and not on the sign of
pi.
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6.3 Conclusion
The discrete Cauchy–Kovalevskaya extension theorem allows us to construct a
basis for the space of discrete spherical monogenicsM(m)k of degree k in m vari-
ables, which will consist of
(
k+m−2
k
)
basis elements. These basis elements, the
discrete Fueter polynomials of degree k
{CK [ξα22 . . . ξαmm ] |α2 + . . .+ αm = k}
serve as building blocks for the discrete Taylor expansion of discrete monogenic
functions. They are constructed as follows: denote by zi = ξi−ξ1 and ẑi = ξi+ξ1,
i = 2, . . . ,m. Furthermore (z`1 . . . z`k)
Ej denotes that (from left to right) every
second, fourth, sixth,. . . occurrence of zj is replaced by ẑj and Er1,r2,... denotes
the composition of Er1 , Er2 , . . .
For a k-tuple of integers (`1, . . . , `k) ∈ {2, . . . ,m}k, the discrete monogenic po-
lynomials V`1,...,`k is given by
V`1,...,`k =
1
k!
∑
pi(`1,...,`k)
sgn(pi)
(
zpi(`1) . . . zpi(`k)
)E2,...,m
where the sum runs over all distinguishable permutations pi of (`1, . . . , `k), and
where by sgn(pi) we denote the sign of the permutation pi, i.e. sgn(pi) = +1 if the
permutation pi of (`1, . . . , `k) is even and −1 if the permutation is odd.
The discrete Fueter polynomial is then given by
CK [ξα22 . . . ξ
αm
m ] = α2! . . . αm!V`1,...,`k
Although one would expect the discrete CK-extension to commute with finite dif-
ference operators, one only finds this property when considering even powers of
the co-ordinate finite difference operators:
Theorem Let α = (α2, . . . , αm) and ξα = ξα22 . . . ξαmm . For j = 2, . . . ,m, it
holds that
∂2j CK [ξ
α] = CK
[
∂2j ξ
α
]
and
∂j CK [ξ
α] =
(
CK [∂j ξ
α]
)∗j
where ·∗j denotes that every zj is replaced by ẑj (and every ẑj is replaced by zj).
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6.4 Technical lemmas
Lemma 6.1.3 For all s = 3, . . . ,m,∑
σ∈Sα
sgn(σ)
(
ẑσ(2) . . . ẑσ(s−1) − zσ(2) . . . zσ(s−1)
)
zσ(s+1) . . . zσ(m) = 0
Proof. We first consider s = 3. Using ẑσ(2) = ξσ(2) + ξ1 and zσ(2) = ξσ(2)− ξ1,
the case for s = 3 can be rewritten as
2
∑
σ∈Sα
sgn(σ) ξ1 zσ(4) . . . zσ(m)
For every σ ∈ Sα, there is a unique pi ∈ Sα such that pi(2) = σ(3), pi(3) = σ(2),
and pi(j) = σ(j) for j = 4, . . . ,m. Then obviously sgn(σ) = −sgn(pi) and hence
sgn(σ) ξ1 zσ(4) . . . zσ(m) + sgn(pi) ξ1 zpi(4) . . . zpi(m) = 0
Pairing in this way all permutations, the total sum is seen to be zero.
Next, consider s = 4, for which the sum can be rewritten as∑
σ∈Sα
2 sgn(σ)
[
ξσ(2) ξ1 + ξ1 ξσ(3)
]
zσ(5) . . . zσ(m)
For every σ ∈ Sα there are unique permutations pi, µ ∈ Sα such that
pi (2, . . . ,m) = (σ(3), σ(4), σ(2), σ(5), . . . , σ(m))
µ (2, . . . ,m) = (σ(4), σ(2), σ(3), σ(5), . . . , σ(m))
Clearly sgn(σ) = sgn(pi) = sgn(µ), whence the sum of the corresponding three
terms equals
2 sgn(σ)
(
ξσ(2)ξ1+ξ1ξσ(3)+ξσ(3)ξ1+ξ1ξσ(4)+ξσ(4)ξ1+ξ1ξσ(2)
)
zµ(5) . . . zµ(m)
Since {ξi, ξj} = 0 for i 6= j, this expression vanishes, and so does the total sum.
Finally, consider s = m. The terms of this sum can be rewritten as
sgn(σ)
(
ẑσ(2) . . . ẑσ(m−1) − zσ(2) . . . zσ(m−1)
)
= sgn(σ)
(
ẑσ(2)ẑσ(3)ẑσ(4) . . . ẑσ(m−1) − zσ(2)zσ(3)zσ(4) . . . zσ(m−1)
)
= sgn(σ)
((
ξσ(2) ξσ(3) + ξσ(2) ξ1 + ξ1 ξσ(3) + ξ
2
1
)
ẑσ(4) . . . ẑσ(m−1)
− (ξσ(2)ξσ(3) − ξσ(2) ξ1 − ξ1 ξσ(3) + ξ21) zσ(4) . . . zσ(m−1))
First observe that, by combining the permutations in pairs as above, the terms of
the form
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• sgn(σ) ξ21
(
ẑσ(4) . . . ẑσ(m−1) − zσ(4) . . . zσ(m−1)
)
will cancel each other out when taking the sum over all σ ∈ Sα. Thus, there are
three kinds of terms left:
• sgn(σ) ξσ(2) ξσ(3)
(
ẑσ(4) . . . ẑσ(m−1) − zσ(4) . . . zσ(m−1)
)
• sgn(σ) ξσ(2) ξ1
(
ẑσ(4) . . . ẑσ(m−1) + zσ(4) . . . zσ(m−1)
)
• sgn(σ) ξ1 ξσ(3)
(
ẑσ(4) . . . ẑσ(m−1) + zσ(4) . . . zσ(m−1)
)
Also here it is easily seen that, taking the sum over all permutations σ, the consi-
dered terms will cancel each other out and the total sum will equal zero. Since the
argumentation used for the last sum may directly be transferred to all other sums
appearing in (6.3), it follows that ∂F = 0.
Lemma 6.4.1. For every k ∈ N and `i 6= 1, i = 1, . . . , k
∂1
[
(z`1 z`2 . . . z`k)
E`1
]
= − (z`2 . . . z`k)O`1 − zO`1`1 ∂1
[
(z`2 . . . z`k)
O`1
]
∂1
[
(z`1 z`2 . . . z`k)
O`1
]
= (z`2 . . . z`k)
E`1 − zE`1`1 ∂1
[
(z`2 . . . z`k)
E`1
]
Lemma 6.4.2. For `1, . . . , `k ∈ {2, . . . ,m} and for p 6= `1
∂`1
[
(z`1 z`2 . . . z`k)
E`1
]
= (z`2 . . . z`k)
O`1 + z
O`1
`1
∂`1
[
(z`2 . . . z`k)
O`1
]
∂`1
[
(z`1 z`2 . . . z`k)
O`1
]
= (z`2 . . . z`k)
E`1 + z
E`1
`1
∂`1
[
(z`2 . . . z`k)
E`1
]
∂p
[
(z`1 z`2 . . . z`k)
E`1
]
= −zE`1`1 ∂p
[
(z`2 . . . z`k)
O`1
]
∂p
[
(z`1 z`2 . . . z`k)
O`1
]
= −zO`1`1 ∂p
[
(z`2 . . . z`k)
E`1
]
Lemma 6.2.1 For j, p = 2, . . . ,m
∂p (CK [ξα])
∗j = (∂p CK [ξα])
∗j
Proof. We prove by induction on k that for all `1, . . . , `k ∈ {2, . . . ,m} and for
all j, p = 2, . . . ,m
∂p
(
(z`1 . . . z`k)
∗j) = (∂p (z`1 . . . z`k))∗j ,
which also holds if a z`s is replaced by ẑ`s . Since ∂j (z`s) = ∂j (ẑ`s), for j 6= 1,
this doesn’t affect the proof.
For k = 1, it is clear that
∂p
(
z
∗j
`1
)
=
{
∂p ẑj = δp,j , `1 = j
∂p z`1 = δp,`1 , `1 6= j
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while
(∂p z`1)
∗j = (δp,`1)
∗j = δp,`1
Now assume that for all r ≤ k − 1
∂p
(
(z`1 . . . z`r )
∗j) = (∂p (z`1 . . . z`r ))∗j
Then for r = k:
∂p
(
(z`1 . . . z`k)
∗j) = ∂p (z∗j`1 (z`2 . . . z`k)∗j)
=
{
∂p
(
ẑj (z`2 . . . z`k)
∗j) , `1 = j
∂p
(
z`1 (z`2 . . . z`k)
∗j) , `1 6= j
=

(z`2 . . . z`k)
∗j + zj ∂p
(
(z`2 . . . z`k)
∗j) , p = `1 = j
−ẑj ∂p
(
(z`2 . . . z`k)
∗j) , p 6= `1 = j
(z`2 . . . z`k)
∗j + ẑ`1 ∂p
(
(z`2 . . . z`k)
∗j) , p = `1 6= j
−z`1 ∂p
(
(z`2 . . . z`k)
∗j) , p 6= `1 6= j
while
(∂p z`1 . . . z`k)
∗j =
{
(z`2 . . . z`k)
∗j + (ẑ`1∂p (z`2 . . . z`k))
∗j , p = `1
(−z`1∂p (z`2 . . . z`k))∗j , p 6= `1
=

(z`2 . . . z`k)
∗j + zj (∂p (z`2 . . . z`k))
∗j , p = `1 = j
(z`2 . . . z`k)
∗j + ẑ`1 (∂p (z`2 . . . z`k))
∗j , p = `1 6= j
−ẑ`1 (∂p (z`2 . . . z`k))∗j , p 6= `1 = j
−z`1 (∂p (z`2 . . . z`k))∗j , p 6= `1 6= j.
Invoking the induction hypothesis, we see that these are equal.
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7
Discrete Fundamental Solutions
The Cauchy integral formula for holomorphic functions in the complex plane is a
fundamental result in complex analysis. It expresses the fact that a holomorphic
function defined on a disk is completely determined by its values on the boundary
of the disk. Moreover, the theorem also provides explicit integral formulae for all
derivatives of the holomorphic function. There are several generalizations of the
Cauchy integral formula to higher dimensions: in the theory of several complex
variables [1], recently in Hermitian Clifford analysis [2], and evidently also in the
Euclidean Clifford analysis framework [3], where the theorem states that for a
monogenic function f :
f (X) =
∫
∂D
E (Ξ−X) dσΞ f (Ξ) , X ∈
◦
D
This Clifford-Cauchy integral formula has been a corner stone in the development
of the function theory; at its basis lies the fundamental solution E (X) of the Eu-
clidean Dirac operator ∂X , which is monogenic, up to a pointwise singularity:
E (Ξ−X) = 1
am
Ξ−X
|Ξ−X|m
where am is the area of the unit sphere Sm−1 in Rm, . denotes the Clifford conju-
gation and dσΞ is a Clifford algebra valued differential form of order m− 1. This
Cauchy kernel appearing in the Clifford-Cauchy formula satisfies in distributional
sense
∂XE (X) = δ (X)
where δ (X) is the Dirac distribution in Rm.
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7.1 Introduction
Considering both the discrete Dirac operator ∂ =
∑m
j=1
(
e+j ∆
+
j + e
−
j ∆
−
j
)
and
the conjugate Dirac operator ∂† =
∑m
j=1
(
e−j ∆
+
j + e
+
j ∆
−
j
)
, we define two kinds
of fundamental solutions E and E† satisfying resp.
∂E (x) = δ (x) , E†∂† (x) = δ (x) (7.1)
In the Euclidean setting, one could only regard (7.1) in distributional sense. In our
discrete framework however, the discrete delta function is a well-defined discrete
function and (7.1) expresses an equality between functions.
For now we do not impose any other conditions, like asymptotic behavior, on the
fundamental solutions E and E†; we will thus not consider one unique funda-
mental solution of the Dirac operator. Instead, we will show various methods in
constructing fundamental solutions of the discrete Dirac operator, each resulting in
a fundamental solution with specific properties according to a specific application.
7.2 Method one: Fischer decomposition of δ0
The theory of Taylor series expansion for discrete functions will allow us to con-
struct the first kind of fundamental solution E, the so-called Fischer fundamental
solution, satisfying ∂E (x) = δ (x), in three steps:
1. Expand δ (x1, . . . , xm) into its Taylor series expansion.
2. Determine for each homogeneous part of the Taylor series expansion its
Fischer decomposition, resulting in a series expansion of the form
δ (x1, . . . , xm) =
∑
s,k>0
ξsM
(s)
k (7.2)
with M (s)k a discrete spherical monogenic of degree k, corresponding to a
factor ξs.
3. Increase the power of ξ in each term of the Fischer decomposition:
E (x) =
∑
`,k>0
1
(2`+ 2k +m)
ξ2`+1M
(2`)
k +
∑
`,k>0
1
(2`+ 2)
ξ2`+2M
(2`+1)
k
Since the action of the Dirac operator on terms ξsMk is given by
∂ ξ2`Mk = 2` ξ
2`−1Mk (7.3)
∂ ξ2`+1Mk = (2`+ 2k +m) ξ
2`Mk (7.4)
one can easily check that the action of the Dirac operator on E(x) results in
the Fischer decomposition (7.2) of the discrete delta function.
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7.2.1 The one-dimensional case
In the one-dimensional setting, we will denote e±1 ≡ e± and we will, likewise,
also drop the subscript 1 in all other notations. Since the vector variable ξ only
consists of one co-ordinate vector variable ξ1, the Taylor series expansion of δ0
coincides with the Fischer decomposition:
δ(x) =
∞∑
`=0
(−1)`
(`!)2
ξ2` +
∞∑
`=0
(−1)`+1
`! (`+ 1)!
ξ2`+1
(
e+ − e−)
making the second step redundant. We now define
E(x) =
∞∑
`=0
(−1)`
(2`+ 1) (`!)
2 ξ
2`+1 +
∞∑
`=0
(−1)`+1
(2`+ 2) `! (`+ 1)!
ξ2`+2
(
e+ − e−)
Evaluated in the lattice points, one finds
E(0) = 0, E(n) = e− for n > 0, E(n) = −e+ for n < 0
x1
0
e− e− e−−e+−e+−e+
7.2.2 The two-dimensional case
For the first step in two dimensions, we determine the Taylor series expansion of
δ (x1, x2) = δ (x1) δ (x2), which consists of the product
δ(x1, x2) = δ(x1) δ(x2)
=
[ ∞∑
`1=0
(−1)`1
(`1!)
2 ξ
2`1
1 [1] +
∞∑
`1=0
(−1)`1+1
`1! (`1 + 1)!
ξ2`1+11 [1]
(
e+1 − e−1
)]
[ ∞∑
`2=0
(−1)`2
(`2!)
2 ξ
2`2
2 [1] +
∞∑
`2=0
(−1)`2+1
`2! (`2 + 1)!
ξ2`2+12 [1]
(
e+2 − e−2
)]
=
∞∑
`1=0
∞∑
`2=0
(−1)`1+`2
`1!2 `2!2
ξ2`11 ξ
2`2
2 [1]
+
∞∑
`1=0
∞∑
`2=0
(−1)`1+`2+1
`1!2 `2! (`2 + 1)!
ξ2`11 ξ
2`2+1
2 [1]
(
e+2 − e−2
)
+
∞∑
`1=0
∞∑
`2=0
(−1)`1+`2+1
`1! (`1 + 1)! `2!2
ξ2`1+11 ξ
2`2
2 [1]
(
e+1 − e−1
)
+
∞∑
`1=0
∞∑
`2=0
(−1)`1+`2+1
`1! (`1 + 1)! `2! (`2 + 1)!
ξ2`1+11 ξ
2`2+1
2 [1]
(
e+1 − e−1
) (
e+2 − e−2
)
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The Fischer decomposition of the two-dimensional delta function:
δ(x1, x2) =
∑
s,k>0
ξsM
(s)
k
consists of terms ξsMk, with Mk (up to a coefficient a
(s)
k ) the Fueter polynomial
of degree k:
M
(s)
k = z2ẑ2 . . .︸ ︷︷ ︸
k
[1] a
(s)
k
with z2 = ξ2 − ξ1 and ẑ2 = ξ2 + ξ1 = ξ. Although in fact the Fueter polynomial
must be written as z2ẑ2 . . . [1], we will denote this further on in short as z2ẑ2 . . .
The classical way to determine this Fischer decomposition is to group the terms
according to their degree of homogeneity δ(x1, x2) =
∑
k Pk and for each part
determine its Fischer decomposition as follows:
Pk =
k∑
j=0
ξjMk−j , Mk−j =
1
cj
k−j∑
i=0
ai ξ
i ∂i
(
∂j Pk
)
where a0 = 1, a2i =
a2i−1
2i
and a2i+1 =
−a2i
2(k − j)− (2i+ 2) +m and
c0 = 1
c2j = (2j)!! 2
j
(
k − 2j + m
2
)
j−1
c2j+1 = (2j)!! 2
j+1
(
k − 2j − 1 + m
2
)
j
with (a)j denoting the Pochammer symbol, i.e. (a)j = a (a+ 1) . . . (a+ j − 1).
As an example, we have determined the Fischer decomposition of the homoge-
neous parts of degree 1, 2:
Example 7.2.1 (Fischer decomposition of the degree 1 part). One has
P1 = −ξ1
(
e+1 − e−1
)− ξ2 (e+2 − e−2 ) = M (0)1 + ξ M (1)0
with
M
(0)
1 =
1
2
z2
((
e+1 − e−1
)− (e+2 − e−2 ))
M
(1)
0 = −
1
2
((
e+1 − e−1
)
+
(
e+2 − e−2
))
Example 7.2.2 (Fischer decomposition of the degree 2 part). One finds
P2 = −ξ22 − ξ1ξ2
(
e+1 − e−1
) (
e+2 − e−2
)− ξ21 = M (0)2 + ξ M (1)1 + ξ2M (2)0
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with
M
(0)
2 =
1
4
z2ẑ2
(
e+1 − e−1
) (
e+2 − e−2
)
M
(1)
1 = −
1
4
z2
(
e+1 − e−1
) (
e+2 − e−2
)
M
(2)
0 = −1
These results require intensive calculations and can, on first glance, not be gene-
ralized to all degrees of homogeneity, or to a general dimension m 6= 2. There is
however, an alternative method for determining the Fischer decomposition, which
will be more efficient to generalize to higher dimensions.
7.2.3 Fischer decomposition of δ (x1, x2): alternative method
We need to determine all coefficients a(s)k in
δ(x1, x2) =
∑
s,k>0
ξs z2ẑ2 . . .︸ ︷︷ ︸
k
a
(s)
k
Therefore, we will single out one coefficient at a time by letting an “appropriate”
finite difference operator act on this infinite series and evaluate the result in the
origin. We start by determining which finite difference operator corresponds with
which coefficient. If we take into account (7.3)–(7.4), one can check that
∂2`δ =
∑
s>0
(2s+ 2`)!!
(2s)!!
(2s+ 2`+ 2k)!!
(2s+ 2k)!!
ξ2sM
(2s+2`)
k
+
∑
s>0
(2s+ 2`)!!
(2s)!!
(2s+ 2`+ 2k + 2)!!
(2s+ 2k + 2)!!
ξ2s+1M
(2s+2`+1)
k (7.5)
∂2`+1δ =
∑
s>0
(2s+ 2`+ 2)!!
(2s)!!
(2s+ 2`+ 2k + 2)!!
(2s+ 2k + 2)!!
ξ2s+1M
(2s+2`+2)
k
+
∑
s>0
(2s+ 2`)!!
(2s)!!
(2s+ 2`+ 2k + 2)!!
(2s+ 2k)!!
ξ2sM
(2s+2`+1)
k (7.6)
whence we can single out the coefficient a(s)0 by evaluation in the origin:
∂2`δ (0, 0) = (2`)!! (2`)!! a
(2`)
0
∂2`+1δ (0, 0) = (2`)!! (2`+ 2)!! a
(2`+1)
0
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On the other hand, each power of ∂ is a linear combination of the co-ordinate
difference operators:
∂2`δ =
∑`
j=0
(
`
j
)
∂2j1 ∂
2`−2j
2 δ
∂2`+1δ =
∑`
j=0
(
`
j
) (
∂2j+11 ∂
2`−2j
2 + ∂
2j
1 ∂
2`−2j+1
2
)
δ
By means of Corollary 3.2.1, we see that evaluation of ∂`jδ (j = 1, 2) in the origin
yields:
∂2`j δ(0) = (−1)`
(
2`
`
)
∂2`+1j δ(0) = (−1)`+1
(
2`+ 1
`+ 1
)(
e+ − e−)
All together, the result is
∂2`δ (0, 0) =
∑`
j=0
(−1)`
(
`
j
)(
2j
j
)(
2`− 2j
`− j
)
∂2`+1δ(0, 0) =
∑`
j=0
(−1)`+1
(
`
j
)(
2j + 1
j + 1
)(
2`− 2j
`− j
)[(
e+1 − e−1
)
+
(
e+2 − e−2
)]
We thus conclude that
a
(2`)
0 =
1
(2`)!! (2`)!!
∑`
j=0
(−1)`
(
`
j
)(
2j
j
)(
2`− 2j
`− j
)
a
(2`+1)
0 =
1
(2`)!! (2`+ 2)!!
∑`
j=0
(−1)`+1
(
`
j
)(
2j + 1
j + 1
)(
2`− 2j
`− j
)
[(
e+1 − e−1
)
+
(
e+2 − e−2
)]
When the discrete monogenic is combined with an even power 2` of ξ, its coeffi-
cient a(2`)0 is purely scalar and when it is combined with an odd power 2` + 1 of
ξ, the coefficient of the discrete monogenic is vectorial. Some examples
a
(0)
0 = 1, a
(1)
0 = −
1
2
[(
e+1 − e−1
)
+
(
e+2 − e−2
)]
, a
(2)
0 = −1
show that we indeed find the same coefficients as in example 7.2.1 and 7.2.2.
7.2.3.1 Coefficients with index one: a(s)1
To single out the coefficients a(s)1 from (7.5)–(7.6), the action of ∂
s does not suf-
fice; we let an additional finite difference operator of degree one act on the terms.
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We choose this finite difference operator in such a way that – after evaluation in
the origin – the only remaining term is the one containing a(s)1 . If we take into
account that
(∂1 − ∂2) ξ = (∂1 − ∂2) (ξ1 + ξ2) = 0
(∂1 − ∂2) z2 = (∂1 − ∂2) (ξ2 − ξ1) = −2
it becomes clear that (∂1 − ∂2) ∂s is the required difference operator since
(∂1 − ∂2) ∂2`δ (0, 0) = −2 (2`)!! (2`+ 2)!!
2!!
a
(2`)
1
= − (2`)!! (2`+ 2)!! a(2`)1
(∂1 − ∂2) ∂2`+1δ (0, 0) = −2 (2`)!! (2`+ 4)!!
2!!
a
(2`+1)
1
= − (2`)!! (2`+ 4)!! a(2`+1)1
On the other hand, evaluating
(∂1 − ∂2) ∂2`δ =
∑`
j=0
(
`
j
)(
∂2j+11 ∂
2`−2j
2 δ − ∂2j1 ∂2`−2j+12 δ
)
(∂1 − ∂2) ∂2`+1δ =
∑`
j=0
(
`
j
)(
∂2j+21 ∂
2`−2j
2 + 2 ∂
2j+1
1 ∂
2`−2j+1
2 − ∂2j1 ∂2`−2j+22
)
δ
in the origin shows (after some calculations) that
(∂1 − ∂2) ∂2`δ (0, 0) = (−1)`+1
∑`
j=0
(
`
j
)(
2j + 1
j + 1
)(
2`− 2j
`− j
)
[(
e+1 − e−1
)− (e+2 − e−2 )]
(∂1 − ∂2) ∂2`+1δ (0, 0) = 2
∑`
j=0
(−1)`
(
`
j
)(
2j + 1
j + 1
)(
2`− 2j + 1
`− j + 1
)
(
e+1 − e−1
) (
e+2 − e−2
)
Consequently, one has
a
(2`)
1 =
(−1)`
(2`)!! (2`+ 2)!!
∑`
j=0
(
`
j
)(
2j + 1
j + 1
)(
2`− 2j
`− j
)
[(
e+1 − e−1
)− (e+2 − e−2 )]
a
(2`+1)
1 = 2
(−1)`+1
(2`)!! (2`+ 4)!!
∑`
j=0
(
`
j
)(
2j + 1
j + 1
)(
2`− 2j + 1
`− j + 1
)
(
e+1 − e−1
) (
e+2 − e−2
)
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Some examples are:
a
(0)
1 =
1
2
[(
e+1 − e−1
)− (e+2 − e−2 )] , a(1)1 = −14 (e+1 − e−1 ) (e+2 − e−2 )
again revealing the same coefficients from examples 7.2.1 and 7.2.2.
7.2.3.2 Determination of all coefficients a(s)k
In the same way as for the coefficients with index one, we start with determin-
ing the right difference operator. Simple trial and error for low indices k of the
coefficients, show that starting with the action of (∂1 − ∂2) and then alternating
(∂1 + ∂2) and (∂1 − ∂2) results in the coefficients wanted. We prove this, starting
with the following lemma which shows the decomposition of these finite difference
operators in terms of the co-ordinate finite difference operators ∂1 and ∂2:
Lemma 7.2.1.
((∂1 + ∂2) (∂1 − ∂2))k =
k∑
i=0
(−1)i
(
2k
2i
)
∂2k−2i1 ∂
2i
2
+
k−1∑
i=0
(−1)i+1
(
2k
2i+ 1
)
∂2k−2i−11 ∂
2i+1
2
(∂1 − ∂2) ((∂1 + ∂2) (∂1 − ∂2))k =
k∑
i=0
(−1)i
(
2k + 1
2i
)
∂2k−2i+11 ∂
2i
2
+
k∑
i=0
(−1)i+1
(
2k + 1
2i+ 1
)
∂2k−2i1 ∂
2i+1
2
Proof. Induction on k.
Lemma 7.2.2. The Fueter polynomials are given by
z2ẑ2 . . .︸ ︷︷ ︸
k
=
k∑
j=0
(−1)d j2e
(
k
j
)
ξj1 ξ
k−j
2
Moreover for the operators ξs one has:
ξ2` =
∑`
i=0
(
`
i
)
ξ2i1 ξ
2`−2i
2
ξ2`+1 =
∑`
i=0
(
`
i
)(
ξ2i+11 ξ
2`−2i
2 + ξ
2i
1 ξ
2`+1−2i
2
)
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The next theorem shows that the operators of Lemma 7.2.1 are the difference ope-
rators required to single out one coefficient.
Theorem 7.2.1. The alternating action of the difference operators (∂1 + ∂2) and
(∂1 − ∂2) 2r times on terms of the form ξsMk with a total degree of homogeneity
s+ k = 2r yields:
((∂1 + ∂2) (∂1 − ∂2))r
ξs z2ẑ2 . . .︸ ︷︷ ︸
2r−s
 = 0, 0 < s 6 2r
((∂1 + ∂2) (∂1 − ∂2))r
z2ẑ2 . . .︸ ︷︷ ︸
2r
 = (−1)r (4r)!! = (−1)r 22r (2r)!
while alternating 2r + 1 times on terms ξsMk with a total degree of homogeneity
2r + 1 gives:
(∂1 − ∂2) ((∂1 + ∂2) (∂1 − ∂2))r
ξs z2ẑ2 . . .︸ ︷︷ ︸
2r+1−s
 = 0, 0 < s 6 2r + 1
(∂1 − ∂2) ((∂1 + ∂2) (∂1 − ∂2))r
z2ẑ2 . . .︸ ︷︷ ︸
2r+1
 = (−1)r+1 (4r + 2)!!
= (−1)r+1 22r+1 (2r + 1)!
Proof. We will show the proof of the first two statements. By means of Lemma
7.2.2, we determine that for 0 6 ` 6 r:
ξ2` z2ẑ2 . . .︸ ︷︷ ︸
2r−2`
=
∑`
q=0
2r−2`∑
p=0
(−1)d p2 e
(
2r − 2`
p
)(
`
q
)
ξ2q+p1 ξ
2`−2q+2r−2`−p
2
Lemma 7.2.1 shows that ((∂1 + ∂2) (∂1 − ∂2))r =
2r∑
i=0
(−1)d i2e
(
2r
i
)
∂2r−i1 ∂
i
2,
and thus
((∂1 + ∂2) (∂1 − ∂2))r ξ2` z2ẑ2 . . .︸ ︷︷ ︸
2r−2`
=
∑`
q=0
2r−2`∑
p=0
(−1)d p2 e+dr−q− p2 e
(
2r − 2`
p
)(
`
q
)(
2r
2q + p
)
∂2q+p1 ∂
2r−2q−p
2 ξ
2q+p
1 ξ
2r−2q−p
2
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We can simplify (−1)d p2 e+dr−q− p2 e as (−1)r−q+p, whence
((∂1 + ∂2) (∂1 − ∂2))r ξ2`
2r−2`︷ ︸︸ ︷
z2ẑ2 . . .
=
∑`
q=0
2r−2`∑
p=0
(−1)r−q+p+p
(
2r − 2`
p
)(
`
q
)(
2r
2q + p
)
(2q + p)! (2r − 2q − p)!
= (−1)r (2r)!
∑`
q=0
2r−2`∑
p=0
(−1)q
(
2r − 2`
p
)(
`
q
)
= (−1)r (2r)! 22r−2`
∑`
q=0
(−1)q
(
`
q
)
= (−1)r (2r)! 22r δ`0
From lemma 7.2.2 it also follows that ξ2`+1
2r−2`−1︷ ︸︸ ︷
z2ẑ2 . . . can be written as
∑`
q=0
2r−2`−1∑
p=0
(−1)d p2 e
(
2r − 2`− 1
p
)(
`
q
)(
ξ2q+p+11 ξ
2r−2q−p−1
2
+ (−1)p ξ2q+p1 ξ2r−2q−p2
)
hence for 0 6 ` 6 r − 1:
((∂1 + ∂2) (∂1 − ∂2))r ξ2`+1 z2ẑ2 . . .︸ ︷︷ ︸
2r−2`−1
=
∑`
q=0
2r−2`−1∑
p=0
(−1)d p2 e
(
2r − 2`− 1
p
)(
`
q
)
[
(−1)d 2r−2q−p−12 e+p+1
(
2r
2q + p+ 1
)
(2q + p+ 1)! (2r − 2q − p− 1)!
+ (−1)p+d 2r−2q−p2 e+p
(
2r
2r − 2q − p
)
(2q + p)! (2r − 2q − p)!
]
= (2r)!
∑`
q=0
2r−2`−1∑
p=0
(
2r − 2`− 1
p
)(
`
q
)
(
(−1)d p2 e+dr−q− p+12 e+p+1 + (−1)d p2 e+dr−q− p2 e
)
which will always be zero since
(−1)d p2 e+dr−q− p+12 e+p+1 + (−1)d p2 e+dr−q− p2 e = 0
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As a result, the finite difference operators of Theorem 7.2.1 acting on the Fischer
decomposition of δ0, evaluated in the origin, single out one coefficient at a time:
((∂1 + ∂2) (∂1 − ∂2))r ∂2`δ (0, 0) = (−1)r (2`)!! (2`+ 4r)!! a(2`)2r
((∂1 + ∂2) (∂1 − ∂2))r ∂2`+1δ (0, 0) = (−1)r (2`)!! (2`+ 4r + 2)!! a(2`+1)2r
and
(∂1 − ∂2) ((∂1 + ∂2) (∂1 − ∂2))r ∂2`δ(0) = (−1)r+1 (2`)!! (2`+ 4r + 2))!! a(2`)2r+1
(∂1 − ∂2) ((∂1 + ∂2) (∂1 − ∂2))r ∂2`+1δ(0) = (−1)r+1 (2`)!! (2`+ 4r + 4)!! a(2`+1)2r+1
The resulting coefficients a(s)k are thus given by:
a
(2`)
2r =
(−1)r
(2`)!! (2`+ 4r)!!
((∂1 + ∂2) (∂1 − ∂2))r ∂2`δ (0, 0)
a
(2`+1)
2r =
(−1)r
(2`)!! (2`+ 4r + 2)!!
((∂1 + ∂2) (∂1 − ∂2))r ∂2`+1δ (0, 0)
a
(2`)
2r+1 =
(−1)r+1
(2`)!! (2`+ 4r + 2))!!
(∂1 − ∂2) ((∂1 + ∂2) (∂1 − ∂2))r ∂2`δ (0, 0)
a
(2`+1)
2r+1 =
(−1)r+1
(2`)!! (2`+ 4r + 4)!!
(∂1 − ∂2) ((∂1 + ∂2) (∂1 − ∂2))r ∂2`+1δ (0, 0)
We are left to determine a closed expression for the right-hand sides. We already
expressed the alternation of (∂1 + ∂2) and (∂1 − ∂2) as linear combinations of the
∂j in lemma 7.2.1, so some straightforward calculations show that
((∂1 + ∂2) (∂1 − ∂2))r ∂2`δ (0, 0)
=
∑`
j=0
r∑
i=0
(−1)r+i+`
(
`
j
)(
2r
2i
)(
2r − 2i+ 2j
r − i+ j
) (
2`− 2j + 2i
`− j + i
)
+
∑`
j=0
r−1∑
i=0
(−1)r+i+`
(
`
j
)(
2r
2i+ 1
)(
2r + 2j − 2i− 1
r + j − i
)(
2`+ 2i− 2j + 1
`+ i− j + 1
)
(
e+1 − e−1
) (
e+2 − e−2
)
If r is odd, then the first line is zero. If r is even, then the second line is zero.
The resulting formulae for the coefficients a(s)k are given in the following theorem.
However, first we introduce some short notations for the involved double sums of
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binomial coefficients:
C2`2r =
∑`
j=0
r∑
i=0
(−1)i
(
`
j
)(
2r
2i
)(
2r − 2i+ 2j
r − i+ j
)(
2`+ 2i− 2j
`+ i− j
)
C2`2r+1 =
∑`
j=0
r∑
i=0
(−1)i
(
`
j
)(
2r + 1
2i
)(
2r − 2i+ 2j + 1
r − i+ j + 1
)(
2`+ 2i− 2j
`+ i− j
)
C2`+12r+1 =
∑`
j=0
r∑
i=0
(−1)i
(
`
j
)(
2r + 2
2i+ 1
)(
2r − 2i+ 2j + 1
r − i+ j + 1
)(
2`+ 2i− 2j + 1
`+ i− j + 1
)
Theorem 7.2.2. For the coefficients ask, one distinguishes between even and odd
indices s,k:
a
(2`)
2r =
(−1)`
(2`)!! (2`+ 4r)!!
[
C2`2r + C
2`+1
2r−1
(
e+1 − e−1
) (
e+2 − e−2
)]
a
(2`+1)
2r =
(−1)`+1
(2`)!! (2`+ 4r + 2)!!
C2`2r+1
[(
e+1 − e−1
)
+ (−1)r (e+2 − e−2 )]
a
(2`)
2r+1 =
(−1)`
(2`)!! (2`+ 4r + 2))!!
C2`2r+1
[(
e+1 − e−1
)− (−1)r (e+2 − e−2 )]
a
(2`+1)
2r+1 =
(−1)`+1
(2`)!! (2`+ 4r + 4)!!
[−C2`2r+2 + C2`+12r+1 (e+1 − e−1 ) (e+2 − e−2 )]
Definition 7.2.1. Having determined the Fischer decomposition of δ0, we now can
define a fundamental solution E as follows:
E =
∑
`,k>0
1
2`+ 2k +m
ξ2`+1M
(2`)
k +
∑
`,k>0
1
2`+ 2
ξ2`+2M
(2`+1)
k
or thus E =
∑
s,k>0
ξs+1 M˜
(s)
k where
M˜
(s)
k = z2ẑ2 . . .︸ ︷︷ ︸
k
a˜
(s)
k with a˜
(s)
k =

a
(s)
k
s+ 2k +m
, s even
a
(s)
k
s+ 1
, s odd
For each point (x1, x2) of the grid, calculating E (x1, x2) requires that we deter-
mine all terms ξs M˜ (s−1)k of total degree of homogeneity s+ k 6 2 |x1|+ 2 |x2|,
since all other terms will evaluate to zero in the point (x1, x2). This implies that
determining the values of this fundamental solution is most efficiently for points
in a diamond around the origin, i.e. all points (x1, x2) satisfying |x1|+ |x2| 6 N
for some natural number N .
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As an illustration, we give some of the values of the fundamental solution:
E(0, 0) = 0 and
E(1, 0) = −1
4
e+1 +
1
2
e−1 −
1
4
e+1 e
−
1
(
e+2 − e−2
)
E(−1, 0) = −1
2
e+1 +
1
4
e−1 −
1
4
e−1 e
+
1
(
e+2 − e−2
)
E(0, 1) = −1
4
e+2 +
1
2
e−2 −
1
4
(
e+1 − e−1
)
e+2 e
−
2
E(0,−1) = −1
2
e+2 +
1
4
e−2 −
1
4
(
e+1 − e−1
)
e−2 e
+
2
E(1, 1) =
1
4
e−1 +
1
4
e−2 − 14 e
+
1 e
−
1
(
7
4
e+2 − e−2
)
− 1
4
(
7
4
e+1 − e−1
)
e+2 e
−
2
E(−1, 1) = −1
4
e+1 +
1
4
e−2 − 14 e
−
1 e
+
1
(
7
4
e+2 − e−2
)
− 1
4
(
e+1 − 74 e
−
1
)
e+2 e
−
2
E(1,−1) = 1
4
e−1 − 14 e
+
2 − 14 e
+
1 e
−
1
(
e+2 − 74 e
−
2
)
− 1
4
(
7
4
e+1 − e−1
)
e−2 e
+
2
E(−1,−1) = −1
4
e+1 − 14 e
+
2 − 14 e
−
1 e
+
1
(
e+2 − 74 e
−
2
)
− 1
4
(
e+1 − 74 e
−
1
)
e−2 e
+
2
E(2, 0) = − 9
16
e+1 +
1
4
e−1 +
1
4
(
e+2 − e−2
)− 5
16
e+1 e
−
1
(
e+2 − e−2
)
E(−2, 0) = −1
4
e+1 +
9
16
e−1 +
1
4
(
e+2 − e−2
)− 5
16
e−1 e
+
1
(
e+2 − e−2
)
E(0, 2) =
1
4
(
e+1 − e−1
)− 9
16
e+2 +
1
4
e−2 −
5
16
(
e+1 − e−1
)
e+2 e
−
2
E(0,−2) = 1
4
(
e+1 − e−1
)− 1
4
e+2 +
9
16
e−2 −
5
16
(
e+1 − e−1
)
e−2 e
+
2
Remark 7.2.1. When passing to higher dimensionm > 2, the discrete monogenic
functions Mk become linear combinations of all Fueter polynomials of degree k
which, for dimension m, are
(
k+m−2
k
)
polynomials. Determining all coefficients
involved will take increasingly time-consuming calculations.
7.3 FS of ∂ on a band along an axis
The previous method results in a fundamental solution of which the values are
easiest to determine in a diamond around the origin. For values in a band around
one of the axes, it is less effective. In this section we show an alternative way to
define a fundamental solution which is easy to calculate in bands along an axis.
Define a fundamental solution E as follows:
E (x1, x2) =
∞∑
k=0
1
k!
ξk1 [1](x1) fk(x2)
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where the functions fk are yet to be determined in such a way that ∂E (x1, x2) =
δ (x1, x2). Comparing both sides:
∂E (x1, x2) =
∞∑
k=1
1
(k − 1)! ξ
k−1
1 [1](x1) fk(x2) +
∞∑
k=0
(−1)k
k!
ξk1 [1](x1) ∂2fk
=
∞∑
k=0
1
k!
ξk1 [1](x1)
[
fk + (−1)k ∂2fk
]
(x2)
δ (x1, x2) =
∞∑
k=0
(−1)k
k! k!
ξ2k1 [1](x1) δ(x2)
+
∞∑
k=0
(−1)k+1
k! (k + 1)!
ξ2k+11 [1](x1)
(
e+1 − e−1
)
δ(x2)
imposes recurrence relations on the functions fk:
f2`+1(x2) = (−1)`
(
2`
`
)
δ(x2)− ∂2f2`(x2) (7.7)
f2`(x2) = (−1)`
(
2`− 1
`
)(
e+1 − e−1
)
δ(x2) + ∂2f2`−1(x2) (7.8)
Each choice of f0 results in a fundamental solution E. In fact, if Mk(x2) is a
discrete monogenic function in the variable x2, i.e. ∂2Mk = 0, replacing f0 by
f0 + Mk has no effect on the other functions fk, and the fundamental solution
E(x1, x2) becomes E (x1, x2) +Mk(x2).
Example 7.3.1. We start with an example where we choose f0(x2) = 0, ∀x2 ∈ Z;
the functions fk(x2) can be easily determined from (7.7)–(7.8):
f1 = δ
f2 = −
(
e+1 − e−1
)
δ + ∂2 δ
f3 = −2 δ −
(
e+1 − e−1
)
∂2 δ − ∂22 δ
f4 = 3
(
e+1 − e−1
)
δ − 2 ∂2 δ +
(
e+1 − e−1
)
∂22 δ − ∂32 δ
Since ξk1 (x1) = 0 for all k > 2 |x1|, determining E(x1, x2) only requires a finite
number of the functions fk, namely only those with k 6 2 |x1|, thus making it
an efficient way to determine values of the fundamental solution for fixed values
of x1. Furthermore, since with our choice of f0 the functions fk are linear com-
binations of ∂` δ(x2), the resulting fundamental solution E will only differ from
zero in points (x1, x2) with |x2| 6 |x1|. We list some values of E, which can be
determined using only the functions fj , j = 1, . . . , 4: E (0, 0) = 0 and
E (±1, 1) = −e±1 e∓1 e−2 , E (±2, 2) = e±1 e∓1 e−2
E (±1,−1) = e±1 e∓1 e+2 , E (±2,−2) = −e±1 e∓1 e+2
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E (1, 0) = e−1 − e+1 e−1
(
e+2 − e−2
)
E (−1, 0) = −e+1 − e−1 e+1
(
e+2 − e−2
)
E (2, 1) = −e−1 + e+1 e−1
(
e+2 − 5 e−2
)
E (−2, 1) = e+1 + e−1 e+1
(
e+2 − 5 e−2
)
E (2, 0) = 3 e−1 − 5 e+1 e−1
(
e+2 − e−2
)
E (−2, 0) = −3 e+1 − 5 e−1 e+1
(
e+2 − e−2
)
E (2,−1) = −e−1 + e+1 e−1
(
5 e+2 − e−2
)
E (−2,−1) = e+1 + e−1 e+1
(
5 e+2 − e−2
)
One can easily check that ∂E (x1, x2) = δ (x1, x2).
x1
x2
0
e−1
−e+1 e−1 (e+2 −e−2 )
−e+1 e−1 e−2
e+1 e
−
1 e
+
2
e+1 e
−
1 e
−
2
−e−1
+e+1 e
−
1 (e
+
2 −5 e−2 )
3 e−1
−5 e+1 e−1 (e+2 −e−2 )
−e−1
+e+1 e
−
1 (5 e
+
2 −e−2 )
−e+1 e−1 e+2
−e+1
−e−1 e+1 (e+2 −e−2 )
−e−1 e+1 e−2
e−1 e
+
1 e
+
2
e−1 e
+
1 e
−
2
e+1
+e−1 e
+
1 (e
+
2 −5 e−2 )
−3 e+1
−5 e−1 e+1 (e+2 −e−2 )
e+1
+e−1 e
+
1 (5 e
+
2 −e−2 )
−e−1 e+1 e+2
This fundamental solution can be used to calculate, starting from a given discrete
function f(x2), a function F (x1, x2) such that
i. ∂F (x1, x2) = f (x2), if x1 = 0
ii. ∂F (x1, x2) = 0, if x1 6= 0
We defineF by means of the fundamental solutionE of the Dirac operator, namely:
F (x) =
∑
y=(0,y2)∈Z2
E
(
x− y) f(y)
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With our definition ofE, F (x) is defined since the right-hand side becomes a finite
sum. Let us for example choose f(x) = K, a constant function. Then
F (x) = K
∑
y∈Z
E (x1, x2 − y) = K
∑
y∈Z
E (x1, y) = K

e−1 , x1 > 0
0, x1 = 0
−e+1 , x1 < 0
Example 7.3.2. Switching the roles of x1 and x2, one can define a fundamental
solutionE(x1, x2) which is zero on the lower half plane {(x1, x2) ∈ Z2 : x2 < 0}.
We define the fundamental solution
E(x1, x2) =
∞∑
k=0
1
k!
ξk2 [1](x2) gk(x1)
The functions gk(x1) must satisfy the recurrence relations
g2`+1(x1) = (−1)`
(
2`
`
)
δ(x1)− ∂1g2`(x1) (7.9)
g2`(x1) = (−1)`
(
2`− 1
`
)(
e+2 − e−2
)
δ(x1) + ∂1g2`−1(x1) (7.10)
Starting from g0(x1) = e+2 δ(x1), one can construct a fundamental solution with
support {(x1, x2) ∈ Z2 : x2 > 0 and |x1| 6 |x2|}. Indeed, if we want to choose
g0 in such a way that E (x1, x2) ≡ 0 for x2 < 0, we first consider x2 = −1:
0 ≡ E (x1,−1) = g0 −
(
e+2 + e
−
2
)
g1 +
1
2
(
1− e+2 ∧ e−2
)
g2
Furthermore, the recursion relations (7.9)–(7.10) indicate that
g1(x1) = δ(x1)− ∂1g0 (x1)
g2 (x1) = −
(
e+2 − e−2
)
δ(x1) + ∂1g1 (x1)
= − (e+2 − e−2 ) δ(x1) + ∂1δ (x1)− ∂21g0 (x1)
The function g0 thus needs to satisfy
0 = g0 −
(
e+2 + e
−
2
)
δ +
(
e+2 + e
−
2
)
∂1g0 + e
−
2 δ + e
−
2 e
+
2 ∂1δ − e−2 e+2 ∂21g0
or equivalently
g0 +
(
e+2 + e
−
2
)
∂1g0 − e−2 e+2 ∂21g0 = e+2 δ − e−2 e+2 ∂1δ
Choosing g0 (x1) = e+2 δ (x1) obviously satisfies this condition. We furthermore
find that
g1 = δ + e
+
2 ∂1δ
g2 = −
(
e+2 − e−2
)
δ + ∂1δ − e+2 ∂21δ0
g3 = −2 δ −
(
e+2 − e−2
)
∂1δ − ∂21δ − e+2 ∂31δ
g4 = 3
(
e+2 − e−2
)
δ − 2 ∂1δ +
(
e+2 − e−2
)
∂21δ − ∂31δ + e+2 ∂41δ
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We now check that E (x1, x2) ≡ 0 for all x2 < −1:
E (x1,−2)
= g0 − 2
(
e+2 + e
−
2
)
g1 +
(
4 e−2 e
+
2 + 2
)
2
g2 −
6
(
e+2 + e
−
2
)
6
g3 +
24 e−2 e
+
2
24
g4
= e+2 δ − 2
(
e+2 + e
−
2
)(
δ + e+2 ∂1δ
)
+
(
2 e−2 e
+
2 + 1
)(− (e+2 − e−2 ) δ + ∂1δ − e+2 ∂21δ0)
− (e+2 + e−2 )(−2 δ − (e+2 − e−2 ) ∂1δ − ∂21δ − e+2 ∂31δ)
+ e−2 e
+
2
(
3
(
e+2 − e−2
)
δ − 2 ∂1δ +
(
e+2 − e−2
)
∂21δ − ∂31δ + e+2 ∂41δ
)
and thus
E (x1,−2) = −e+2 δ − 2 e−2 δ − 2 e−2 e+2 ∂1δ
+
(
3 e−2 − e+2
)
δ +
(
2 e−2 e
+
2 + 1
)
∂1δ − e+2 ∂21δ0
+ 2
(
e+2 + e
−
2
)
δ +
(
2 e−2 e
+
2 − 1
)
∂1δ +
(
e+2 + e
−
2
)
∂21δ + e
−
2 e
+
2 ∂
3
1δ
− 3 e−2 δ − 2 e−2 e+2 ∂1δ − e−2 ∂21δ − e−2 e+2 ∂31δ
= 0
Furthermore, we see that
∂ δ (x1, x2) = ∂
2E (x1, x2) =E (x1 + 1, x2) + E (x1 − 1, x2) + E (x1, x2 + 1)
+ E (x1, x2 − 1)− 4E (x1, x2)
If we now choose x2 = −2, then ∂ δ (x1,−2) = 0 and thus
E(x1,−3) = −E(x1 + 1,−2)−E(x1−1,−2)−E(x1,−1) + 4E(x1,−2) = 0
and so on for x2 < −3.
E (x1, 0) = e
+
2 δ, (7.11a)
E (x1, 1) =
(
e+2 + e
−
2
)
δ + ∂1δ − e+2 ∂21δ (7.11b)
E (x1, 2) =
(
e+2 + e
−
2
)
δ + 2 ∂1δ −
(
3 e+2 + e
−
2
)
∂21δ − ∂31δ + e+2 ∂41δ (7.11c)
or thus evaluated in the lattice points:
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x1
x2
e+2
3 e+2 +e
−
2
−e+1 +e−1 −e+2 −e−1−e+2 +e+1
e−1 +e
+
2
−(7 e+2 +e−2 )
+(e+1 −5 e−1 )
(13 e+2 +3 e
−
2 )
−(5 e+1 −5 e−1 )
−(7 e+2 +e−2 )
+(5 e+1 −e−1 )−e+1 +e+2
This fundamental solution is a purely discrete object; its support is unique in the
sense that there does not exist a continuous fundamental solution with support in
a quadrant of the plane. When considering the grid with mesh width h > 0 and
letting h approach zero, this fundamental solution will diverge.
7.4 A two-sided FS inherited from the star Lapla-
cian
Since the discrete Dirac operator factorizes the star Laplacian ∂2 = ∆∗, it makes
sense to apply both methods in order to find a fundamental solution E′ of the star
Laplacian, i.e. ∆∗E′ = E′∆∗ = δ, and examine the connection between this
fundamental solution and the corresponding fundamental solution of ∂.
7.4.1 The one-dimensional case
In search of a function E′ which satisfies ∆∗E′ = δ, we increase the power of the
factors ξs in each term ξsM (s)k in the Taylor series expansion of the delta function
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δ0 with two, where we again take into account relations (7.3)–(7.4):
E′(x) =
∞∑
`=0
(−1)`
`!2
1
(2`+ 2) (2`+ 1)
ξ2`+2
+
∞∑
`=0
(−1)`+1
`! (`+ 1)!
1
(2`+ 3) (2`+ 2)
ξ2`+3
(
e+ − e−)
Evaluated in the lattice points, one finds that E′(0) = 0 and
E′(n) = n e+e− =
n
2
+
n
2
e+ ∧ e−, n > 0
E′(n) = |n| e−e+ = |n|
2
− |n|
2
e+ ∧ e−, n < 0
Of course, if one considers ∂E′, one finds the one-dimensional Fischer fundamen-
tal solution E of the discrete Dirac operator ∂.
This fundamental solution E′ consists of a scalar and a bivector-part. Since the
star Laplacian is a scalar operator, the scalar part is also a fundamental solution
of the star Laplacian and the bi-vector part is harmonic. Consider the scalar part
scal(E′)(n) = |n|2 . Defining
FS := ∂ (scal(E′))
we find a left and right fundamental solution of ∂:
∂(FS) = ∂2 (scal(E′)) = 0
(FS)∂ = (∂ (scal(E′))) ∂ = ((scal(E′)) ∂) ∂ = (scal(E′)) ∆∗ = 0
Evaluated in the lattice points, this two-sided fundamental solution FS of the Dirac
operator ∂ looks like:
FS(n) =

1
2 (e
+ + e−) , n > 0
1
2 (e
+ − e−) , n = 0
−1
2 (e
+ + e−) , n < 0
One can check that indeed
∂ FS = FS ∂ = δ
7.4.2 The two-dimensional case
Applying the same method in the two-dimensional case, we define a fundamental
solution E′ of the discrete star Laplacian ∆∗ as follows:
E′ =
∑
s,k>0
ξs+2 z2ẑ2 . . .︸ ︷︷ ︸
k
b
(s)
k
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with
b
(2`)
k =
a
(2`)
k
(2`+ 2) (2`+ 2k +m)
, b
(2`+1)
k =
a
(2`+1)
k
(2`+ 2) (2`+ 2k +m+ 2)
We list some of the resulting values of E′: E (0, 0) = 0 and
E′ (±1, 0) = 1
2
e±1 e
∓
1 , E
′ (±2, 0) = −1
4
+ e±1 e
∓
1
E′ (0,±1) = 1
2
e±2 e
∓
2 , E
′ (0,±2) = −1
4
+ e±2 e
∓
2
E′ (±2, 1) = 11
16
e±1 e
∓
1 −
3
16
e+2 e
−
2 + e
±
1 e
∓
1 e
+
2 e
−
2
E′ (±2,−1) = 11
16
e±1 e
∓
1 −
3
16
e−2 e
+
2 + e
±
1 e
∓
1 e
−
2 e
+
2
E′ (±1, 1) = 1
4
e±1 e
∓
1 +
1
4
e+2 e
−
2 +
1
2
e±1 e
∓
1 e
+
2 e
−
2
E′ (±1,−1) = 1
4
e±1 e
∓
1 +
1
4
e−2 e
+
2 +
1
2
e±1 e
∓
1 e
−
2 e
+
2
E′ (±1, 2) = − 3
16
e±1 e
∓
1 +
11
16
e+2 e
−
2 + e
±
1 e
∓
1 e
+
2 e
−
2
E′ (±1,−2) = − 3
16
e±1 e
∓
1 +
11
16
e−2 e
+
2 + e
±
1 e
∓
1 e
−
2 e
+
2
One can easily check that ∆∗E′ (x1, x2) = δ (x1, x2).
Remark 7.4.1. Note that ∂E′ = E, i.e. the Fischer fundamental solution of ∂ is
the Dirac operator acting on the Fischer fundamental solution of ∆∗, which makes
sense since ∆∗E′ = δ so ∂ (∂E′) = δ.
Again, we can consider the scalar part of this fundamental solution E′, which is
also a fundamental solution of the star Laplacian. Note that
e+j e
−
j =
1
2
+
1
2
e+j ∧ e−j
e−j e
+
j =
1
2
− 1
2
e+j ∧ e−j
and thus scal(e+j e
−
j ) = scal(e
−
j e
+
j ) =
1
2 . We show some of the resulting values
in Table 7.1.
Subsequently, taking the Dirac operator ∂ of this scalar fundamental solution of
the star Laplacian results in a two-sided fundamental solution FS of the Dirac
operator:
FS = ∂ (scal(E′))
DISCRETE FUNDAMENTAL SOLUTIONS 7-21
x1 −3 −2 −1 0 1 2 3
x2
3 3111512
31
16
5
32 − 14 532 3116 3111512
2 3116
39
32
1
2
1
4
1
2
39
32
31
16
1 532
1
2
3
8
1
4
3
8
1
2
5
32
0 − 14 14 14 0 14 14 − 14
−1 532 12 38 14 38 12 532
−2 3116 3932 12 14 12 3932 3116
−3 3111512 3116 532 − 14 532 3116 3111512
Table 7.1: Values of the scalar fundamental solution of the star Laplacian
We will now construct explicit formulae for the scalar fundamental solution of the
star Laplacian in two dimensions.
7.4.3 Scalar FS of the star Laplacian: explicit formulae
We determine the scalar part of
E′(x1, x2) =
∞∑
`,r>0
ξ2`+2 z2ẑ2 . . .︸ ︷︷ ︸
2r
a
(2`)
2r
(2`+ 2) (2`+ 4r +m)
 A
+
∞∑
`,r>0
ξ2`+2 z2ẑ2 . . .︸ ︷︷ ︸
2r+1
a
(2`)
2r+1
(2`+ 2) (2`+ 4r + 2 +m)
 B
+
∞∑
`,r>0
ξ2`+3 z2ẑ2 . . .︸ ︷︷ ︸
2r
a
(2`+1)
2r
(2`+ 2) (2`+ 2 + 4r +m)
 C
+
∞∑
`,r>0
ξ2`+3 z2ẑ2 . . .︸ ︷︷ ︸
2r+1
a
(2`+1)
2r+1
(2`+ 2) (2`+ 2 + 4r + 2 +m)
 D
We first consider the scalar part of A. Therefore we look at the homogeneous
polynomial
ξ2`+2 z2ẑ2 . . .︸ ︷︷ ︸
2r
=
`+1∑
i=0
2r∑
j=0
(−1)d j2e
(
`+ 1
i
)(
2r
j
)
ξ2i+j1 ξ
2`+2+2r−2i−j
2
If j is even then both ξ2i+j1 and ξ
2`+2+2r−2i−j
2 have even powers so their product
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consist of a scalar part, a (e+1 ∧ e−1 ) bivector-part, a (e+2 ∧ e−2 ) bivector-part and a(
e+1 ∧ e−1
) (
e+2 ∧ e−2
)
part.
When j is odd, both ξ2i+j1 and ξ
2`+2+2r−2i−j
2 have odd powers so their product
only contains a
(
e+1 + e
−
1
) (
e+2 + e
−
2
)
part.
Now a(2`)2r consists of a scalar and a
(
e+1 − e−1
) (
e+2 − e−2
)
part:
a
(2`)
2r =
(−1)`
(2`)!! (2`+ 4r)!!
[
C2`2r + C
2`+1
2r−1
(
e+1 − e−1
) (
e+2 − e−2
)]
We thus get the following possible combinations of ξ2`+2 z2ẑ2 . . .︸ ︷︷ ︸
2r
with a(2`)2r :
scalar
(
e+1 − e−1
) (
e+2 − e−2
)
scalar scalar
(
e+1 − e−1
) (
e+2 − e−2
)
e+1 ∧ e−1 e+1 ∧ e−1
(
e+1 + e
−
1
) (
e+2 − e−2
)
e+2 ∧ e−2 e+2 ∧ e−2
(
e+1 − e−1
) (
e+2 + e
−
2
)(
e+1 ∧ e−1
) (
e+2 ∧ e−2
) (
e+1 ∧ e−1
) (
e+2 ∧ e−2
) (
e+1 + e
−
1
) (
e+2 + e
−
2
)(
e+1 + e
−
1
) (
e+2 + e
−
2
) (
e+1 + e
−
1
) (
e+2 + e
−
2
) − (e+1 ∧ e−1 ) (e+2 ∧ e−2 )
From this table we see that
scal(A)(x1, x2) =
∞∑
`,r>0
scal(ξ2`+2 z2ẑ2 . . .︸ ︷︷ ︸
2r
)
(−1)` C2`2r
(2`+ 2)!! (2`+ 4r + 2)!!
=
∞∑
`,r>0
(−1)` C2`2r
(2`+ 2)!! (2`+ 4r + 2)!!
`+1∑
i=0
r∑
j=0
(−1)j
(
`+ 1
i
)(
2r
2j
)
scal
(
ξ2i+2j1 ξ
2`+2+2r−2i−2j
2
)
=
∞∑
`,r>0
(−1)` C2`2r
(2`+ 2)!! (2`+ 4r + 2)!!
`+1∑
i=0
r∑
j=0
(−1)j
(
`+ 1
i
)(
2r
2j
)
x21
i+j−1∏
p1=1
(
x21 − p21
)
x22
`+r−i−j∏
p2=1
(
x22 − p22
)
In a similar fashion, one can determine the scalar parts of B, C and D. For this, we
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refer to Section 7.8. The results are given below.
scal(E′)(x1, x2) =
∞∑
`,r>0
(−1)` C2`2r
(2`+ 2)!! (2`+ 4r + 2)!!
`+1∑
i=0
r∑
j=0
(−1)j
(
`+ 1
i
)(
2r
2j
)
x21
i+j−1∏
p1=1
(
x21 − p21
)
x22
`+r−i−j∏
p2=1
(
x22 − p22
)
+
∞∑
`,r>0
(−1)` C2`2r+2
(2`+ 2)!! (2`+ 4r + 6)!!
`+1∑
i=0
r∑
j=0
(−1)j+1
(
`+ 1
i
)(
2r + 1
2j + 1
)
x21
i+j∏
p1=1
(x21 − p21)x22
`+r−i−j∏
p2=1
(x22 − p22)
+
∞∑
`,r>0
(−1)` C2`2r+2
(2`+ 2)!! (2`+ 4r + 6)!!
`+1∑
i=0
r∑
j=0
(−1)j
(
`+ 1
i
)(
2r + 1
2j
)
x21
i+j−1∏
p1=1
(x21 − p21)x22
`+r−i
−j+1∏
p2=1
(x22 − p22)
Remark 7.4.2.
E′(x1, x2) =
∑
s,k>0
ξs+2
k︷ ︸︸ ︷
z2 ẑ2 . . . a˜
(s)
k
Since ξm
k︷ ︸︸ ︷
z2 ẑ2 . . . is homogeneous of degree m + k, it consists of terms ξα11 ξ
α2
2
with α1+α2 = m+k. Consider a fixed point (x1, x2) of the grid. Since ξαii (xi) =
0 for αi > 2 |xi| + 1, we only have to calculate the terms ξα11 ξα22 (x1, x2) with
αi 6 2 |xi| or thus only terms ξm z2 ẑ2 . . .︸ ︷︷ ︸
k
a˜
(s)
k with m+ k 6 2 |x1|+ 2 |x2|.
Remark 7.4.3. Analogous to the second method of the fundamental solution E,
one can determine a fundamental solution E′ of the star Laplacian by choosing
two discrete functions g0 and g1 and defining
E′ =
∞∑
k=0
ξk1 [1]
k!
gk
where the functions gk satisfy the recurrence relations
g2` = (−1)`−1
(
2`− 2
`− 1
)
δ − ∂22 g2`−2
g2`+1 = (−1)`
(
2`− 1
`− 1
)(
e+1 − e−1
)
δ − ∂22 g2`−1
Every choice of g0 and g1 will lead to a fundamental solution of the star Laplacian.
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Remark 7.4.4. A scalar fundamental solution of the discrete Laplace operator
can also be defined in integral form, for example, in [4], one studies the (three-
dimensional) fundamental solution
Eh(k h, j h, ` h) =
1
(2pi)3
∫ pi/h
−pi/h
∫ pi/h
−pi/h
∫ pi/h
−pi/h
e−i(k h ξ1+j h ξ2+` h ξ3)
d2
dξ1 dξ2 dξ3
for k, j, ` ∈ Z, with d2 = 4h2
(
sin2 h ξ12 + sin
2 h ξ2
2 + sin
2 h ξ3
2
)
. Although it was
proven by Sobolev [5, 6] that
E1(n, n) =
−1
pi
(
1 +
1
3
+
1
5
+ . . .+
1
2n− 1
)
, n > 1, n ∈ N
in general, this fundamental solution is only known exactly in frequency space. Its
values in points of the grid can (in general) only be approximated. It is for that
reason that we will not consider this fundamental solution in our setting.
7.5 FS of the conjugate Dirac operator ∂†
We resume for a moment the discrete Cauchy integral formula from Chapter 2: let
B be a bounded set in Zm and f a function which is discrete monogenic on B,
then for all points y ∈ B we have
−f(y) =
∫
n∈Zm
(
χB∂
†)E† (x− y) f(x) + ∫
n∈Zm
GT
(
x, y
)
f(x)
where χB is the characteristic function of the set B and
GT
(
x, y
)
=
m∑
j=1
(
∆+j χB(x) ∆
+
j E
† (x− y) e−j −∆−j χB(x) ∆−j E† (x− y) e+j )
In this integral formula, the fundamental solution E† of the conjugate Dirac op-
erator, satisfying E†∂† = δ plays an important role. This fundamental solution
can be derived from the fundamental solution E′ of the star Laplacian: since
∆∗E′ = E′∆∗ =
(
E′∂†
)
∂† = δ, we define
E† (x) = E′∂† (x)
7.5.1 The one-dimensional case
In one dimension, we found a fundamental solutionE′ of ∆∗ with valuesE′(n) =
n e+e−, n > 0, E′(0) = 0 and E′(n) = |n| e−e+, n < 0. The resulting
fundamental solution of the conjugate Dirac operator ∂† thus is
E†(n) = E′∂†(n) =

e+ n > 0
0 n = 0
−e− n < 0
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Remark 7.5.1. Since
(
ξk[1]
)
∂† = k ξk−1[1], we could also start from the Taylor
series expansion of delta:
δ(x) =
∞∑
`=0
(−1)`
(`!)2
ξ2` +
∞∑
`=0
(−1)`
`! (`+ 1)!
(
e+ − e−) ξ2`+1
and define
E†(x) =
∞∑
`=0
(−1)`
(2`+ 1) (`!)
2 ξ
2`+1 +
∞∑
`=0
(−1)`
(2`+ 2) `! (`+ 1)!
(
e+ − e−) ξ2`+2
resulting in the same fundamental solution: E†(0) = 0, E†(n) = e+ for positive
n and E†(n) = −e− when n is negative.
7.5.2 The two-dimensional case
In the two-dimensional setting, the values of the fundamental solution E′ of the
star Laplacian where given in Section 7.4.2. We list some of the resulting values
of E† = E′∂†:
E(0, 0) = 0
E†(1, 0) =
1
2
e+1 −
1
4
e−1 +
1
4
e+1 e
−
1
(
e+2 − e−2
)
E†(−1, 0) = 1
4
e+1 −
1
2
e−1 +
1
4
e−1 e
+
1
(
e+2 − e−2
)
E†(0, 1) =
1
2
e+2 −
1
4
e−2 +
1
4
(
e+1 − e−1
)
e+2 e
−
2
E†(0,−1) = 1
4
e+2 −
1
2
e−2 +
1
4
(
e+1 − e−1
)
e−2 e
+
2
E†(1, 1) =
1
4
e+1 +
1
4
e+2 +
1
4
e+1 e
−
1
(
e+2 − 74 e
−
2
)
+
1
4
(
e+1 − 74 e
−
1
)
e+2 e
−
2
E†(−1, 1) = −1
4
e−1 +
1
4
e+2 +
1
4
e−1 e
+
1
(
e+2 − 74 e
−
2
)
+
1
4
(
7
4
e+1 − e−1
)
e+2 e
−
2
E†(1,−1) = 1
4
e+1 − 14 e
−
2 +
1
4
e+1 e
−
1
(
7
4
e+2 − e−2
)
+
1
4
(
e+1 − 74 e
−
1
)
e−2 e
+
2
E†(−1,−1) = −1
4
e−1 − 14 e
−
2 +
1
4
e−1 e
+
1
(
7
4
e+2 − e−2
)
+
1
4
(
7
4
e+1 − e−1
)
e−2 e
+
2
Remark 7.5.2. These examples indicate that the notation E† is justified. The
values of E† arise from those of E by replacing in E(x1, x2) simultaneously all
e+j by e
−
j and all e
−
j by e
+
j while also reversing the order of the elements (writing
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them from right to left instead of from left to right). In other words, one finds the
value of E†(x1, x2) by taking the Hermitian conjugate of E(x1, x2):
E†(x1, x2) = (E(x1, x2))
†
Indeed, taking the Hermitian conjugate is consistent with (anti-)commutator rela-
tions e+j e
−
` + e
−
` e
+
j = δj`, e
−
j e
−
` + e
−
` e
−
j = 0 = e
+
j e
+
` + e
+
` e
+
j and transforms
solutions E of ∂E = δ to solutions E† of E†∂† = δ.
7.6 Discrete Hilbert transform
A second application of fundamental solutions can be found within boundary value
theory, in particular the Cauchy transform. As mentioned in Chapter 1, the Cauchy
transform of a square integrable function f in Euclidean Clifford analysis is given
by
C[f ](x0, x) = E(x0, ·) ∗ f(·) =
∫
Rm
E(x0, x− y) f(y) dV (y)
which is the convolution of the fundamental solutionE(x0, x) with the given func-
tion f(x). This Cauchy transform is defined and (left) monogenic in the upper
(resp. lower) half space Rm+1± = {(x0, x) ∈ Rm+1 : x0 >< 0} and when consid-
ering the non-tangential boundary values for x → 0+ or x → 0− of the Cauchy
transform of a function f , the Hilbert transformH[f ] appears:
C+[f ](x) := lim
x→0+
C[f ](x0, x) = 1
2
f(x) +
1
2
H[f ](x)
C−[f ](x) := lim
x→0−
C[f ](x0, x) = −1
2
f(x) +
1
2
H[f ](x)
Consider now a fundamental solution E(x1, . . . , xm) with compact support on
each hyperplane {x ∈ Zm : x1 = k}, k ∈ Z. For example, one could consider
a fundamental solution which was defined by means of the recurrence relations
(7.9)–(7.10) with an initial function g0 with compact support.
By means of this fundamental solution, we can define a discrete Cauchy transform.
Consider a discrete function f(x2, . . . , xm) defined in Zm−1 which we identify
with the hyperplane {(x1, . . . , xm) ∈ Zm : x1 = 0}. The Cauchy transform
transforms this discrete function into a (left) discrete monogenic function, denoted
C[f ], on the upper half plane {(x1, . . . , xm) ∈ Zm : x1 > 0}:
C[f ](x1, x) =
∑
y∈Zm−1
E(x1, x− y) f(y)
where x now denotes (x2, . . . , xm) ∈ Zm−1. Since ∂ E(x1, x) = δ(x1, x) it is
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immediately clear that
∂ C[f ](x1, x) =
∑
y∈Zm−1
δ(x1, x− y) f(y) =
{
0, x1 6= 0
f(x), x1 = 0
Of course this Cauchy transform heavily depends on the used fundamental so-
lution. Up to now, we have not yet identified a discrete fundamental solution
for which the associated Cauchy transform shows all the usual properties such
as translation invariance, dilation invariance, invertibility, unitarity, commutation
with differentiation . . . Nevertheless, whenever a Cauchy transform is established,
starting from an arbitrary fundamental solution, a discrete Hilbert transform will
arise in a natural way by considering the discrete version of ‘non-tangential boun-
dary limits’ of the Cauchy integral. We will clarify this concept in a formal way in
two-dimensions, by assuming we have an appropriate fundamental solution.
Consider a discrete function f , defined on {(x1, x2) ∈ Z2 : x1 = 0}. Since
∂ C[f ](x1, x2) = f(x2) when x1 = 0, we find that
f(x2) = ∂ C[f ](x)
= e+1
(
C[f ](x+ e1)− C[f ](x)
)
+ e−1
(
C[f ](x)− C[f ](x− e1)
)
+ e+2
(
C[f ](x+ e2)− C[f ](x)
)
+ e−2
(
C[f ](x)− C[f ](x− e2)
)
= e+1 C[f ](x+ e1)− e−1 C[f ](x− e1) + e+2 C[f ](x+ e2)− e−2 C[f ](x− e2)
+
[
e−1 − e+1 − e+2 + e−2
] C[f ](x) (7.12)
Furthermore, we can rewrite C[f ](x + e2), C[f ](x) and C[f ](x − e2) as linear
combinations of values of C[f ] in points not on the axis x1 = 0. From
∂ C[f ](x+ e1) = 0, it follows that
e−1 C[f ](x) = e+1 C[f ](x+ 2 e1)−
(
e+1 − e−1 + e+2 − e−2
) C[f ](x+ e1)
+ e+2 C[f ](x+ e1 + e2)− e−2 C[f ](x+ e1 − e2)
On the other hand, from ∂ C[f ](x− e1) = 0, we get that
e+1 C[f ](x) =
(
e+1 − e−1 + e+2 − e−2
) C[f ](x− e1) + e−1 C[f ](x− 2e1)
− e+2 C[f ](x− e1 + e2) + e−2 C[f ](x− e1 − e2)
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Combining both, we find that(
e+1 + e
−
1
) C[f ](x) = e+1 C[f ](x+ 2 e1) + e−1 C[f ](x− 2e1)
− (e+1 − e−1 + e+2 − e−2 ) C[f ](x+ e1)
+
(
e+1 − e−1 + e+2 − e−2
) C[f ](x− e1)
+ e+2 C[f ](x+ e1 + e2)− e−2 C[f ](x+ e1 − e2)
− e+2 C[f ](x− e1 + e2) + e−2 C[f ](x− e1 − e2)
In conclusion, we find that C[f ](x) with x1 = 0 may be written as a linear combi-
nation of values of C[f ] in points of the axes x1 = ± 1 and x1 = ± 2:
C[f ](x) = (e+1 + e−1 )2 C[f ](x)
= e−1 e
+
1 C[f ](x+ 2e1) +
(
e+1 ∧ e−1 − e1
(
e+2 − e−2
)) C[f ](x+ e1)
+ e+1 e
−
1 C[f ](x− 2e1)−
(
e+1 ∧ e−1 − e1
(
e+2 − e−2
)) C[f ](x− e1)
+ e1e
+
2 C[f ](x+ e1 + e2)− e1e−2 C[f ](x+ e1 − e2)
− e1e+2 C[f ](x− e1 + e2) + e1e−2 C[f ](x− e1 − e2)
We will apply this three times in (7.12) to rewrite C[f ](x + e2), C[f ](x) and
C[f ](x− e2) as linear combinations of function values of C[f ]:
f(x2) = e
+
1 C[f ](x+ e1)− e−1 C[f ](x− e1)
+ e+2
[
e−1 e
+
1 C[f ](x+ 2e1 + e2) +
(
e+1 ∧ e−1 − e1
(
e+2 − e−2
)) C[f ](x+ e1 + e2)
+ e+1 e
−
1 C[f ](x− 2e1 + e2)−
(
e+1 ∧ e−1 − e1
(
e+2 − e−2
)) C[f ](x− e1 + e2)
+ e1e
+
2 C[f ](x+ e1 + 2e2)− e1e−2 C[f ](x+ e1)
− e1e+2 C[f ](x− e1 + 2e2) + e1e−2 C[f ](x− e1)
]
− e−2
[
e−1 e
+
1 C[f ](x+ 2e1 − e2) +
(
e+1 ∧ e−1 − e1
(
e+2 − e−2
)) C[f ](x+ e1 − e2)
+ e+1 e
−
1 C[f ](x− 2e1 − e2)−
(
e+1 ∧ e−1 − e1
(
e+2 − e−2
)) C[f ](x− e1 − e2)
+ e1e
+
2 C[f ](x+ e1)− e1e−2 C[f ](x+ e1 − 2e2)
− e1e+2 C[f ](x− e1) + e1e−2 C[f ](x− e1 − 2e2)
]
+
[
e−1 − e+1 − e+2 + e−2
][
e−1 e
+
1 C[f ](x+ 2e1) +
(
e+1 ∧ e−1 − e1
(
e+2 − e−2
)) C[f ](x+ e1)
+ e+1 e
−
1 C[f ](x− 2e1)−
(
e+1 ∧ e−1 − e1
(
e+2 − e−2
)) C[f ](x− e1)
+ e1e
+
2 C[f ](x+ e1 + e2)− e1e−2 C[f ](x+ e1 − e2)
− e1e+2 C[f ](x− e1 + e2) + e1e−2 C[f ](x− e1 − e2)
]
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After simplification, we find that
f(x2) = e
+
1 C[f ](x+ e1)− e−1 C[f ](x− e1)
+ e−1 e
+
1 e
+
2 C[f ](x+ 2e1 + e2) +
((
e+1 ∧ e−1
)
e+2 − e1e+2 e−2
) C[f ](x+ e1 + e2)
+ e+1 e
−
1 e
+
2 C[f ](x− 2e1 + e2)−
((
e+1 ∧ e−1
)
e+2 − e1e+2 e−2
) C[f ](x− e1 + e2)
+ e1e
+
2 e
−
2 C[f ](x+ e1)− e1e+2 e−2 C[f ](x− e1)
− e−1 e+1 e−2 C[f ](x+ 2e1 − e2)−
((
e+1 ∧ e−1
)
e−2 + e1e
−
2 e
+
2
) C[f ](x+ e1 − e2)
− e+1 e−1 e−2 C[f ](x− 2e1 − e2) +
((
e+1 ∧ e−1
)
e−2 + e1e
−
2 e
+
2
) C[f ](x− e1 − e2)
+ e1e
−
2 e
+
2 C[f ](x+ e1)− e1e−2 e+2 C[f ](x− e1)
+
[
e−1 − e+1 − e+2 + e−2
][
e−1 e
+
1 C[f ](x+ 2e1) +
(
e+1 ∧ e−1 − e1
(
e+2 − e−2
)) C[f ](x+ e1)
+ e+1 e
−
1 C[f ](x− 2e1)−
(
e+1 ∧ e−1 − e1
(
e+2 − e−2
)) C[f ](x− e1)
+ e1e
+
2 C[f ](x+ e1 + e2)− e1e−2 C[f ](x+ e1 − e2)
− e1e+2 C[f ](x− e1 + e2) + e1e−2 C[f ](x− e1 − e2)
]
We combine the coefficients of each function value:
f(x2) =
(
4 e+1 + 3 e
−
1
) C[f ](x+ e1)− (4 e−1 + 3 e+1 ) C[f ](x− e1)
− e1 C[f ](x+ e1 + e2) + e1 C[f ](x− e1 + e2)
− e1 C[f ](x+ e1 − e2) + e1 C[f ](x− e1 − e2)
+ e−1 e
+
1 e
+
2 C[f ](x+ 2e1 + e2) + e+1 e−1 e+2 C[f ](x− 2e1 + e2)
− e−1 e+1 e−2 C[f ](x+ 2e1 − e2)− e+1 e−1 e−2 C[f ](x− 2e1 − e2)
− (e+1 + e−1 e+1 (e+2 − e−2 )) C[f ](x+ 2e1)
+
(
e−1 − e+1 e−1
(
e+2 − e−2
)) C[f ](x− 2e1)
We thus have expressed our function value in the point (0, x2) as a linear combi-
nation of twelve points, six from the upper half plane and six from the lower half
plane, as depicted in the following figure.
x2
x1
C+ [f ]
−C− [f ]
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We define the (upper and lower) discrete ‘non-tangential boundary limits’ as:
C+ [f ](x) = (4 e+1 + 3 e−1 ) C[f ](x+ e1)
− e1 C[f ](x+ e1 + e2)− e1 C[f ](x+ e1 − e2)
+ e−1 e
+
1 e
+
2 C[f ](x+ 2 e1 + e2)− e−1 e+1 e−2 C[f ](x+ 2 e1 − e2)
− (e+1 + e−1 e+1 (e+2 − e−2 )) C[f ](x+ 2 e1)
−C− [f ](x) = − (4 e−1 + 3 e+1 ) C[f ](x− e1)
+ e1 C[f ](x− e1 + e2) + e1 C[f ](x− e1 − e2)
+ e+1 e
−
1 e
+
2 C[f ](x− 2 e1 + e2)− e+1 e−1 e−2 C[f ](x− 2 e1 − e2)
+
(
e−1 − e+1 e−1
(
e+2 − e−2
)) C[f ](x− 2 e1)
and the discrete Hilbert transform as
H[f ] = C+[f ] + C−[f ]
Remark 7.6.1. In three dimensions, f(x2, x3) = C[f ](0, x2, x3), which is a linear
combination of the values of C[f ] in the points
• (1, x2, x3) of the hyperplane x1 = 1
• (−1, x2, x3) of the hyperplane x1 = −1
• (0, x2, x3), (0, x2 ± 1, x3) and (0, x2, x3 ± 1) of the hyperplane x1 = 0
We rewrite the values of C[f ] in these five points as linear combinations of the
values of C[f ] in points of the hyperplanes x1 = ±1 and x1 = ±2. Take for
example C[f ](0, x2, x3):
1. 0 = ∂C[f ](1, x2, x3): this expresses e−1 C[f ](0, x2, x3) as linear combina-
tion of the values of C[f ] in 5 points of the hyperplane x1 = 1 and one point
(2, x2, x3) of the hyperplane x1 = 2
2. 0 = ∂C[f ](−1, x2, x3): this expresses e+1 C[f ](0, x2, x3) as linear combi-
nation of the values of C[f ] in 5 points of the hyperplane x1 = −1 and the
point (−2, x2, x3) of the hyperplane x1 = −2
The combination of both, i.e.
(
e−1 + e
+
1
) C[f ](0, x2, x3), will allow us to express
C[f ](0, x2, x3) as linear combination of the values of C[f ] in six points in the upper
half space and six points in the lower half space. Doing this for all five values
C[f ](0, x2, x3), C[f ](0, x2 ± 1, x3),C[f ](0, x2, x3 ± 1), we can express f(x2, x3)
in total as a linear combination of the values of C[f ] in 28 points, 14 in the upper
half space and 14 in the lower half space. The points of the upper half space are
depicted in Figure 7.1: 5 (blue) points in the hyperplane x1 = 2 and (13 − 4)
black points in the hyperplane x1 = 1. Of the thirteen black points, the four points
(1, x2 ± 2, x3) and (1, x2, x3 ± 2) will be eliminated from the linear combination
because they will be combined with either
(
e±2
)2
= 0 or with
(
e±3
)2
= 0.
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Figure 7.1: Points of the upper half plane used for the upper boundary limit
7.7 Conclusion
In this chapter, we described various methods to define discrete fundamental solu-
tions of the discrete Dirac operator, i.e. discrete functions E(x1, . . . , xm) satisfy-
ing ∂ E(x) = δ(x). The first method is based on the discrete Fischer decomposi-
tion of the delta function δ(x1, . . . , xm) =
∑
s,k>0 ξ
sMk and on augmenting the
degree of homogeneity of all factors by one in such a way that the resulting series
expansion is a fundamental solution:
E(x) =
∑
`,k>0
1
(2k + 2`+m)
ξ2`+1Mk +
∑
`,k>0
1
(2`+ 2)
ξ2`+2Mk
This fundamental solution is most efficiently calculated on diamonds around the
origin.
A second method consists of considering a series expansion expansion E(x) =
∞∑
k=0
1
k!
ξk1 [1] fk(x2, . . . , xm), starting from a given function f0(x2, . . . , xm) and
based on the recurrence relations
f2`+1 = (−1)`
(
2`
`
)
δ −
m∑
j=2
∂jf2`
f2` = (−1)`
(
2`− 1
`
)(
e+1 − e−1
)
δ +
m∑
j=2
∂jf2`−1
Every starting function leads to a different FS, most efficiently calculated on bands
along the x1-axis. Both methods can be applied to determine FSs of the star
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Laplace operator. In particular, taking the scalar part of a FS of the star Lapla-
cian also results in a FS. Applying the Dirac operator ∂ (or the conjugate Dirac
operator ∂†) on a scalar-valued FS of the star Laplacian gives a two-sided FS of
the Dirac operator (resp. conjugate Dirac operator).
Formally, we can define a Cauchy transform starting from a given FS:
C[f ](x1, x) =
∑
y∈Zm−1
E(x1, x− y) f(y)
Every function value on the hyperplane {(x1, . . . , xm) : x1 = 0} can be ex-
pressed as a linear combination of the value of its Cauchy transform in twelve
points, six in the upper half plane and six in the lower half plane. The linear com-
bination of the upper resp. lower six points leads to the discrete ‘non-tangential
boundary limit’ from above resp. below.
7.8 Technical lemmas
7.8.1 Scalar part of B
When we consider
ξ2`+2 z2ẑ2 . . .︸ ︷︷ ︸
2r+1
=
`+1∑
i=0
2r+1∑
j=0
(−1)d j2e
(
`+ 1
i
)(
2r + 1
j
)
ξ2i+j1 ξ
2`+2r+3−2i−j
2
we see that if j is even, ξ1 has even power and ξ2 odd power while if j is odd it is
reversed. Hence ξ2`+2 z2ẑ2 . . .︸ ︷︷ ︸
2r+1
contains basically four types of terms:
• a vectorial term containing (e+2 + e−2 )
• a term containing (e+1 ∧ e−1 ) (e+2 + e−2 )
• a vectorial term containing (e+1 + e−1 )
• and a term containing (e+1 + e−1 ) (e+2 ∧ e−2 )
On the other hand,
a
(2`)
2r+1 =
(−1)`
(2`)!! (2`+ 4r + 2))!!
C2`2r+1
[(
e+1 − e−1
)− (−1)r (e+2 − e−2 )]
consisting of two vectorial parts. So when we combine the coefficient with the
homogeneous polynomial, only the following four type of terms occur:
and hence no scalar part appears: scal (B) = 0.
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(
e+1 − e−1
) (
e+2 − e−2
)
(
e+2 + e
−
2
) −(e+1 − e−1 )(e+2 + e−2 ) − (e+2 ∧ e−2 )(
e+1 ∧ e−1
) (
e+2 + e
−
2
) −(e+1 + e−1 )(e+2 + e−2 ) − (e+1 ∧ e−1 ) (e+2 ∧ e−2 )(
e+1 + e
−
1
) −(e+1 ∧ e−1 ) (e+1 + e−1 ) (e+2 − e−2 )(
e+1 + e
−
1
) (
e+2 ∧ e−2
) −(e+1 ∧ e−1 )(e+2 ∧ e−2 ) (e+1 + e−1 ) (e+2 + e−2 )
7.8.2 Scalar part of C
The homogeneous polynomial
ξ2`+3 z2ẑ2 . . .︸ ︷︷ ︸
2r
=
`+1∑
i=0
2r∑
j=0
(−1)d j2e
(
`+ 1
i
)(
2r
j
)(
ξ2i+j+11 ξ
2`+2+2r−2i−j
2
+ (−1)j ξ2i+j1 ξ2`+2r−2i−j+32
)
consists of a combination odd-even and even-odd if j is even and a combination
even-odd and odd-even if j is odd. We thus get the same parts as in the case of B.
As for the coefficient:
a
(2`+1)
2r =
(−1)`+1
(2`)!! (2`+ 4r + 2)!!
C2`2r+1
[(
e+1 − e−1
)
+ (−1)r (e+2 − e−2 )]
we again get the same parts as in the case of B. We immediately know that this
will not result in a scalar part.
7.8.3 Scalar part of D
Finally, we consider the homogeneous polynomial
ξ2`+3 z2ẑ2 . . .︸ ︷︷ ︸
2r+1
=
`+1∑
i=0
2r+1∑
j=0
(−1)d j2e
(
`+ 1
i
)(
2r + 1
j
)(
ξ2i+j+11 ξ
2`+2r+3−2i−j
2
+ (−1)j ξ2i+j1 ξ2`+2r+3−2i−j+12
)
and its coefficient
a
(2`+1)
2r+1 =
(−1)`+1
(2`)!! (2`+ 4r + 4)!!
[−C2`2r+2 + C2`+12r+1 (e+1 − e−1 ) (e+2 − e−2 )]
This is similar to the case of A, from which we conclude that the only scalar part
comes from combining the scalar part of ξ2`+3 z2ẑ2 . . .︸ ︷︷ ︸
2r+1
with that of a(2`+1)2r+1 and
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thus
scal (D) =
∞∑
`,r>0
scal
ξ2`+3 z2ẑ2 . . .︸ ︷︷ ︸
2r+1
 (−1)` C2`2r+2
(2`+ 2)!! (2`+ 4r + 6)!!
=
∞∑
`,r>0
(−1)` C2`2r+2
(2`+ 2)!! (2`+ 4r + 6)!!
`+1∑
i=0
r∑
j=0
(−1)d 2j+12 e
(
`+ 1
i
)(
2r + 1
2j + 1
)
scal
(
ξ2i+2j+21 ξ
2`+2r+3−2i−(2j+1)
2
)
+
∞∑
`,r>0
(−1)` C2`2r+2
(2`+ 2)!! (2`+ 4r + 6)!!
`+1∑
i=0
r∑
j=0
(−1)d 2j2 e
(
`+ 1
i
)(
2r + 1
2j
)
scal
(
ξ2i+2j1 ξ
2`+2r+3−2i−2j+1
2
)
=
∞∑
`,r>0
(−1)` C2`2r+2
(2`+ 2)!! (2`+ 4r + 6)!!
`+1∑
i=0
r∑
j=0
(−1)j+1
(
`+ 1
i
)(
2r + 1
2j + 1
)
x21
i+j∏
p1=1
(x21 − p21)x22
`+r−i−j∏
p2=1
(x22 − p22)
+
∞∑
`,r>0
(−1)` C2`2r+2
(2`+ 2)!! (2`+ 4r + 6)!!
`+1∑
i=0
r∑
j=0
(−1)j
(
`+ 1
i
)(
2r + 1
2j
)
x21
i+j−1∏
p1=1
(x21 − p21)x22
`+r−i
−j+1∏
p2=1
(x22 − p22)
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8
Discrete higher-dimensional
distributions
In Chapter 3, we defined a one-dimensional discrete distribution F as a linear
functional defined on the space of polynomials and taking values in the Clifford
algebra. It is important to mention that we made a difference between two types
of distributions. The first type concerns discrete distributions F , associated with a
compactly-supported discrete function f , the so-called density function, acting on
a polynomial V in the following way:
〈F, V 〉 = F [V ] :=
∫
Z
V (x) f(x) =
∑
x∈Z
V (x) f(x)
The basic building blocks for these distributions are the discrete delta distributions
δn, associated with the discrete delta functions δn (n ∈ Z): 〈δn, V 〉 = V (n).
A second kind of discrete distributions cannot be represented by functions on Z;
such a distribution F is characterized by its sequence of moments
(
F [ξ`[1]
)
`∈N.
An equivalent representation of a discrete distribution F is given by its dual Taylor
series expansion. A discrete Fourier transform maps distributions to functions and
the dual Fourier transform maps functions into distributions.
When establishing a multi-dimensional function theory, it is important for these
concepts to be generalized to higher dimensions; this is done in this chapter. In
Section 8.1 we go into the definitions of discrete distributions in higher dimen-
sions: we discuss discrete distributions, dual Taylor series, some calculation rules
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and a higher-dimensional Fourier transform. In Section 8.2, we introduce an im-
portant discrete distribution, namely the discrete Gauss distribution. We consider
separately the one-dimensional, two-dimensional and general case. In Section 8.3,
we introduce a second important discrete distribution Eλ, which will be (in the
one-dimensional setting) related to the one-dimensional Laguerre polynomials.
We consider its density function, convergence and Fourier transform. We end
this chapter with the conclusion (Section 8.4) and Section 8.5 containing some
technical lemmas.
8.1 Discrete distributions in higher dimensions
Like in the one-dimensional setting, a two-dimensional discrete distribution F will
be defined as a linear functional on the space of polynomials with values in the
complex Clifford algebra, and will be represented by its dual Taylor expansion,
which is given by
∞∑
k2=0
∞∑
k1=0
(−1)k1+k2
k2! k1!
∂k22 ∂
k1
1 δ0 F
[
ξk11 ξ
k2
2 [1]
]
since both distributions have the same action on the discrete homogeneous poly-
nomials ξn11 ξ
n2
2 [1]. In order to prove this, we consider
∂k22 ∂
k1
1 δ0 [ξ
n1
1 ξ
n2
2 [1]] = (−1)k1+k2δ0
[
(ξn11 ξ
n2
2 [1]) (∂
†
2)
k2(∂†1)
k1
]
The following lemma then clarifies the action of ∂†j from the right.
Lemma 8.1.1. The action of the conjugate difference operator ∂†j from the right
on a polynomial ξα[1] is given by:(
ξα11 . . . ξ
αj
j . . . ξ
αm
m [1]
)
∂†j = (−1)αj+1+...+αm ξα11 . . .
(
∂j ξ
αj
j
)
. . . ξαmm [1]
= (−1)αj+1+...+αm ξα11 . . .
(
αj ξ
αj−1
j
)
. . . ξαmm [1].
Proof. Equation (3.16) of lemma 3.5.1 states that
ξkj [1] ∂
†
j = ∂j ξ
k
j [1]
We then end the proof by noting the anti-commutator relations {ξj , ξk} = 0 and
{∂j , ξk} = 0 when j 6= k.
As a result of the previous lemma, we have that
∂k22 ∂
k1
1 δ0 [ξ
n1
1 ξ
n2
2 [1]] = (−1)k1+k2
n2!
(n2 − k2)! δ0
[(
ξn11 ξ
n2−k2
2 [1]
)
(∂†1)
k1
]
= (−1)k1+k2+k1(n2−k2) n2!
(n2 − k2)!
n1!
(n1 − k1)! δ0
[
ξn1−k11 ξ
n2−k2
2 [1]
]
= (−1)k1+k2 n1!n2! δn1 k1 δn2 k2 (8.1)
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whence indeed
∞∑
k1=0
∞∑
k2=0
(−1)k1+k2
k1! k2!
F
[
ξk11 ξ
k2
2 [1]
]
(−1)k1+k2 n1!n2! δn1k1 δn2k2 = F [ξn11 ξn22 [1]]
The Fourier transform, mapping a (two-dimensional) distribution F into a (two-
dimensional) function F [F ] is given by
F [F ] =
∞∑
k1=0
∞∑
k2=0
1
k1! k2!
ξk11 ξ
k2
2 [1] F
[
ξk22 ξ
k1
1 [1]
]
On account of (8.1) we have that
F [∂n11 ∂n22 δ0] = (−1)n1+n2 ξn11 ξn22 [1]
When n1 = 0 or n2 = 0, this reduces to the one-dimensional case, given in
Chapter 3.
The dual Fourier transform, mapping a discrete (two-dimensional) function f into
a discrete (two-dimensional) distribution F [f ] is given by
F [f ] =
∞∑
k1=0
∞∑
k2=0
(−1)k1+k2
k1! k2!
∂k11 ∂
k2
2 δ0 ∂
k2
2 ∂
k1
1 f(0)
This dual Fourier transform maps the discrete homogeneous functions ξn11 ξ
n2
2 [1]
to the discrete distributions (−1)n1+n2 ∂n11 ∂n22 δ0. When applied to ∂njj δ0, we get
the corresponding one-dimensional result.
8.1.1 m–dimensional discrete distributions
In m dimensions, a discrete distribution F will be defined as a linear functional on
the space of polynomials with values in the complex Clifford algebra, and repre-
sented by its dual Taylor expansion, which is now easily shown to be given by
F =
∞∑
α1,...,αm=0
(−1)|α|
α1! . . . αm!
∂αmm . . . ∂
α1
1 δ0 F [ξ
α1
1 . . . ξ
αm
m [1]]
Definition 8.1.1. The Fourier transform, mapping a m-dimensional distribution
F into a m-dimensional function F [F ] is given by
F [F ] =
∞∑
k1,...,km=0
1
k1! . . . km!
ξk11 . . . ξ
km
m [1] F
[
ξk2m . . . ξ
k1
1 [1]
]
The dual Fourier transform maps a discrete m-dimensional function f into a dis-
crete m-dimensional distribution F [f ], and is given by
F [f ] =
∞∑
k1,...,km=0
(−1)k1+...+km
k1! . . . km!
∂k11 . . . ∂
km
m δ0 ∂
km
m . . . ∂
k1
1 f(0)
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Example 8.1.1. The calculation rules
∂n11 . . . ∂
nm
m δ0
[
ξkmm . . . ξ
k1
1 [1]
]
= (−1)n1+...+nmk1! . . . km! δn1 k1 . . . δnm km
∂kmm . . . ∂
k1
1 (ξ
n1
1 . . . ξ
nm
m ) (0) = n1! . . . nm! δn1 k1 . . . δnm km
imply that the Fourier and dual Fourier transforms have the following examples:
F [∂n11 . . . ∂nmm δ0] = (−1)n1+...+nm ξn11 . . . ξnmm [1]
F [ξn11 . . . ξnmm [1]] = (−1)n1+...+nm ∂n11 . . . ∂nmm δ0
Lemma 8.1.2. The Fourier transform and dual Fourier transform satisfy:
F [∂j F ] = −ξj F [F ] F [ξj F ] = ∂j F [F ]
F [∂j f ] = ξj F [f ] F [ξj f ] = −∂j F [f ]
Proof. Applying the definition of Fourier transform, we get that
F [∂j F ] =
∞∑
k1,...,km=0
1
k1! . . . km!
ξk11 . . . ξ
km
m [1] ∂jF
[
ξk2m . . . ξ
k1
1 [1]
]
= −
∞∑
k1,...,km=0
1
k1! . . . km!
ξk11 . . . ξ
km
m [1] F
[(
ξk2m . . . ξ
k1
1 [1]
)
∂†j
]
= −
∞∑
k1,...,km=0
kj=1
(−1)k1+...+kj−1
k1! . . . km!
ξk11 . . . ξ
km
m [1] F
[
ξk2m . . .
(
kj ξ
kj−1
j
)
. . . ξk11 [1]
]
= −
∞∑
k1,...,km=0
(−1)k1+...+kj−1
k1! . . . km!
ξk11 . . . ξ
kj+1
j . . . ξ
km
m [1] F
[
ξk2m . . . ξ
kj
j . . . ξ
k1
1 [1]
]
= −ξj F [F ]
On the other hand, for the dual Fourier transform, we get
ξj F [f ] =
∞∑
k1,...,km=0
(−1)k1+...+km
k1! . . . km!
(−1)k1+...+kj−1
∂k11 . . .
(
ξj ∂
kj
j
)
. . . ∂kmm δ0 ∂
km
m . . . ∂
k1
1 f(0)
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Since ξj ∂
kj
j = ∂
kj
j ξj − kj ∂kj−1j and since ξj δ0 = 0, this reduces to
ξj F [f ] = −
∞∑
k1,...,km=0
kj=1
(−1)k1+...+km
k1! . . . (kj − 1)! . . . km! (−1)
k1+...+kj−1
∂k11 . . . ∂
kj−1
j . . . ∂
km
m δ0 ∂
km
m . . . ∂
k1
1 f(0)
=
∞∑
k1,...,km=0
(−1)k1+...+km
k1! . . . km!
(−1)k1+...+kj−1
∂k11 . . . ∂
kj
j . . . ∂
km
m δ0 ∂
km
m . . . ∂
kj+1
j . . . ∂
k1
1 f(0)
=
∞∑
k1,...,km=0
(−1)k1+...+km
k1! . . . km!
∂k11 . . . ∂
kj
j . . . ∂
km
m δ0 ∂
km
m . . . ∂
kj
j . . . ∂
k1
1 ∂jf(0)
= F [∂j f ]
The proofs of F [ξj F ] = ∂j F [F ] and F [ξj f ] = −∂j F [f ] are similar. For the
latter, one needs to keep in mind that ξj V (0) = 0 for any polynomial V , since the
degree is augmented with one.
Lemma 8.1.3. The action of the discrete Euler operator E on a discrete distribu-
tion F is given by
〈EF, V 〉 = −〈F, [V ]E〉 −m 〈F, V 〉
In particular, 〈EF, 1〉 = −m 〈F, 1〉.
Proof. We use the basic calculation rules for distributions
〈(2E +m)F, V 〉 = − 〈F, V (∂†ξ† + ξ†∂†)〉
= −
m∑
j=1
m∑
k=1
〈
F, V
(
∆+j e
−
j + ∆
−
j e
+
j
) (
X+k e
+
k +X
−
k e
−
k
)〉
−
m∑
j=1
m∑
k=1
〈
F, V
(
X+k e
+
k +X
−
k e
−
k
) (
∆+j e
−
j + ∆
−
j e
+
j
)〉
= −
∑
j
〈
F,
(
X+j ∆
+
j [V ] e
−
j e
+
j +X
−
j ∆
−
j [V ] e
+
j e
−
j
)〉
−
∑
j
〈
F,
(
∆+j X
+
j [V ] e
+
j e
−
j + ∆
−
j X
−
j [V ] e
−
j e
+
j
)〉
= −
〈
F, 2
∑
j
(
X+j ∆
+
j [V ] e
−
j e
+
j +X
−
j ∆
−
j [V ] e
+
j e
−
j
)
+m
〉
= −〈F, V (m+ 2E)〉
8-6 CHAPTER 8
thus arriving at 〈E F, V 〉 = −〈F, [V ]E〉 −m 〈F, V 〉.
In the following sections, we will consider some examples of important higher-
dimensional distributions.
8.2 The discrete Gauss distribution
8.2.1 The discrete Gauss distribution in dimension 1
8.2.1.1 First approach
Given the apparent similarity to the continuous setting, one could consider the
discrete function exp
(
− ξ22
)
[1] and examine whether it can be used as a density
function. Note that the order of the operations in this expression is important,
since
(
ξ2[1]
)`
doesn’t equal ξ2`[1]. This function is the formal analogue of the
continuous density function of the continuous Gauss distribution, as can also be
seen from the fundamental property
∂ exp
(
−ξ
2
2
)
[1] = −ξ exp
(
−ξ
2
2
)
[1]
However, it is not scalar-valued since the discrete homogeneous powers ξk[1](x)
are not scalar valued, and even more importantly, this function cannot serve as a
density function of a discrete distribution since it has no nice limit properties at
infinity, as can be seen from numeric evaluations and is illustrated in Figure 1. For
x = ±20, the values of the discrete function exp
(
− ξ22
)
[1] are already in the order
of magnitude 1029. When |x| → ∞, this function ‘explodes’.
8.2.1.2 Second approach
A second possible approach is to use the representation of a discrete distribution
by its dual Taylor series as a method for transforming the continuous distribution
f = exp
(
−x2
2
)
into a discrete one:
F =
∞∑
k=0
(−1)k
k!
∂kδ0 f
[
ξk[1]
]
In order to determine the moments f
[
ξk[1]
]
we will use the expansions
ξ2`[1](x) = x2
`−1∏
i=1
(
x2 − i2)+ ` x `−1∏
i=1
(
x2 − i2) (e+ ∧ e−)
ξ2`+1[1](x) = x
∏`
i=1
(
x2 − i2) (e+ + e−)
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Figure 8.1: The discrete function exp
(
− ξ22
)
[1].
and combine those with the well–known values∫
x∈R
xk exp
(−x2
2
)
dx =
{
0, k odd
(k − 1)!!√2pi, k even (8.2)
leading to the results given in Table 8.1 for low values of k.
k F
[
ξk[1]
]
k F
[
ξk[1]
]
0
√
2pi 8 6
√
2pi
1 0 10 6
√
2pi
2
√
2pi 12 −12√2pi
3 0 14 792
√
2pi
4 2
√
2pi 16 −50628√2pi
5 0 18 3929532
√
2pi
6 4
√
2pi 20 −367773672√2pi
Table 8.1: Values of f
[
ξk[1]
]
Clearly, the action on all odd powers will be zero, since those only contain odd
powers of the classical homogeneous polynomials. However, for a general even
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power we haven’t been able yet to establish an explicit formula for the correspon-
ding moments. Using
∂2`δ0 =
∑`
j=−`
(−1)`+j
(
2`
`+ j
)
δj (8.3)
we can rewrite our discrete Gaussian distribution as
F =
∞∑
`=0
1
(2`)!
f
[
ξ2`[1]
] ∑`
j=−`
(−1)`+j
(
2`
`+ j
)
δj
=
∑
p∈Z
 ∞∑
`=|p|
(−1)`+p
(2`)!
(
2`
`+ p
)
f
[
ξ2`[1]
]δp
however we only have approximated values for the coefficients corresponding to
δp, as depicted in Figure 2. Although they look very suitable as a discrete den-
sity function, they still don’t provide a proper definition for the discrete Gaussian
distribution, since we have no way of determining them explicitly.
Figure 8.2: The discrete distribution associated with the cont. distribution e
(
− x22
)
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8.2.1.3 Final approach
Similar to the continuous setting where the Gaussian distribution acts on the clas-
sical homogeneous polynomials xk according to (8.2), we define a discrete distri-
bution G through its action on the discrete homogeneous polynomials:
G
[
ξk[1]
]
:=

√
2pi, k = 0
0, k odd
(k − 1)!!√2pi, k even
Using (2`− 1)!! = (2`−1)!
2`−1 (`−1)! , the representation of G by its dual Taylor series
then is given by
G =
∞∑
k=0
(−1)k
k!
∂kδ0G
[
ξk[1]
]
=
∞∑
`=0
√
2pi
2` `!
∂2`δ0 =
√
2pi exp
(
∂2
2
)
δ0
We examine if this distribution has a discrete density function by expanding ∂2`δ0,
using (8.3), into discrete delta distributions and checking the convergence of each
coefficient:
G =
∞∑
`=0
√
2pi
2` `!
∑`
i=−`
(−1)i+`
(
2`
i+ `
)
δi
=
√
2pi
∞∑
p∈Z
 ∞∑
`=|p|
(−1)p+`
2` `!
(
2`
p+ `
)δp
=
∞∑
p∈Z
√
2pi
e
BesselI(p, 1)δp
with BesselI the modified Bessel function of the first kind. This density function
is depicted in Figure 3.
The formal resemblance of the discrete Gauss distribution to the continuous Gaus-
sian function e−
x2
2 is emphasized by the following lemma, which is the discrete
counterpart of a property of the continuous Gaussian: ∂x e−
x2
2 = −x e− x
2
2 .
Lemma 8.2.1. The discrete Gaussian distribution satisfies in distributional sense:
∂ G = −ξ G
Proof. The Dirac operator ∂ acting on the Gaussian distribution G gives
∂ G =
∞∑
`=0
√
2pi
(2`)!
(2`− 1)!! ∂2`+1δ0
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Figure 8.3: The density function of the Gaussian distribution in dim 1
The skew Weyl relation ξ ∂ = ∂ ξ − 1 implies that ξ ∂2` = ∂2`ξ − 2` ∂2`−1.
Remembering that ξ δ0 = 0 then leads to
ξ G =
∞∑
`=1
√
2pi
(2`)!
(2`− 1)!! (−2` ∂2`−1)δ0
= −
∞∑
`=1
√
2pi
(2`− 2)! (2`− 3)!! ∂
2`−1 δ0 = −
∞∑
`=0
√
2pi
(2`)!
(2`− 1)!! ∂2`+1 δ0
= −∂ G
Remark 8.2.1. The previous property only holds in distributional sense. Since
the action of ξ on the delta function δ0 is not zero (see Corollary 3.3.2), this pro-
perty does not hold for the density function associated with the discrete Gaussian
distribution.
Remark 8.2.2. In order to show that the distribution G defined in the second
approach does not satisfy ∂ G = −ξ G, we will now examine which discrete dis-
tributions F do satisfy that property. To this end, let
F =
∞∑
k=0
(−1)k
k!
∂kδ0 ak
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with ak = F
[
ξk[1]
]
. Using ξ ∂k = ∂k ξ − k ∂k−1 and ξ[δ0] = 0, we see that
∂ F =
∞∑
k=0
(−1)k
k!
∂k+1δ0 ak
−ξ F =
∞∑
k=0
(−1)k+1
k!
∂kδ0 ak+1
Comparing the coefficients of ∂kδ0 in both expressions, we see that ∂ F = −ξ F
iff
a2`+1 = 0, a2`+2 = (2`+ 1) a2`
If we fix a0 = 1 (normalizing condition), we get a unique solution with a2`+1 = 0
and a2`+2 = (2`+ 1)!! which equals the distribution G defined in this subsection.
The Fourier transform of a one-dimensional distribution F is given by:
F [F ] (x) =
∞∑
k=0
1
k!
ξk[1](x)
〈
ξkF, 1
〉
For the discrete Gaussian distribution G, we know that
〈
ξkG, 1
〉
=
√
2pi (k − 1)!!
if k is even and zero otherwise. Hence, its Fourier transform is
F [G] (x) =
∞∑
`=0
1
(2`)!
ξ2`[1](x)
√
2pi (2`− 1)!! =
∞∑
`=0
√
2pi
2` `!
ξ2`[1](x)
=
√
2pi exp
(
ξ2
2
)
[1](x)
The dual Fourier transform of f(x) =
√
2pi exp
(
ξ2
2
)
[1](x) is then
F [f ] =
∞∑
k=0
(−1)k
k!
∂kδ0 ∂
kf(0) =
√
2pi
∞∑
k=0
(−1)k
k!
∂kδ0 ∂
k
( ∞∑
`=0
ξ2`[1]
2` `!
)
(0)
=
√
2pi
∞∑
k=0
1
(2k)!
(2k)!
2k k!
∂2kδ0 = G
The discrete Gauss distribution is thus the discrete Fourier transform of the discrete
function
√
2pi exp
(
ξ2
2
)
[1].
8.2.2 Two-dimensional discrete Gauss distribution
In the continuous setting, the two-dimensional Gauss distribution
exp
(
−|x|
2
2
)
= exp
(
−x
2
1 + x
2
2
2
)
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has the following moments when acting on the classical continuous polynomials:
e−
|x|2
2
[
xn11 x
n2
2
]
=
{
(n1 − 1)!! (n2 − 1)!! 2pi n1 and n2 even
0 otherwise
Following the strategy developed in the one–dimensional case, we now define a
discrete distribution G showing the same moments when acting on the discrete
homogeneous polynomials:
G
[
ξn11 ξ
n2
2 [1]
]
:=
{
(n1 − 1)!! (n2 − 1)!! 2pi n1 and n2 even
0 otherwise
Thus, G has the following dual Taylor series expansion:
G = 2pi
∞∑
`1=0
∞∑
`2=0
1
2`1+`2 `1! `2!
∂2`22 ∂
2`1
1 δ0 = 2pi exp
(
∂2
2
)
δ0
Note that the order of the operations ∂2`11 and ∂
2`2
2 does not matter since the powers
are both even and the operators thus are scalar. To determine the discrete density
function, we use the expansion
∂2`j δa =
∑`
i=−`
(−1)i+`
(
2`
`+ i
)
δa+i ej
whence
G = 2pi
∑
(x,y)∈Z
 ∞∑
`1=|x|
∞∑
`2=|y|
(−1)x+y+`1+`2
`1! `2! 2`1+`2
(
2`1
`1 + x
)(
2`2
`2 + y
)δx e1+y e2
=
∑
(x,y)∈Z
2pi
e2
BesselI(x, 1) BesselI(y, 1)δx e1+y e2
The density function ofG is the function g(x, y) = 2pie2 BesselI(x, 1) BesselI(y, 1).
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Figure 8.4: The two-dimensional density function of the Gaussian distribution.
The action of the vector variable ξ = ξ1 + ξ2 on this distribution will again follow
the traditional rule, as is shown by the following computation:
ξ [G] = 2pi
∞∑
`1=0
∞∑
`2=0
1
`1! `2! 2`1+`2
[
ξ2∂
2`2
2 ∂
2`1
1 δ0 + ∂
2`2
2 ξ1∂
2`1
1 δ0
]
= 2pi
∞∑
`1=0
∞∑
`2=0
1
`1! `2! 2`1+`2
[(
∂2`22 ξ2 − 2`2 ∂2`2−12
)
∂2`11 δ0
+ ∂2`22
(
∂2`11 ξ1 − 2`1 ∂2`1−11
)
δ0
]
= −2pi
∞∑
`1=0
∞∑
`2=0
1
`1! `2! 2`1+`2
[
∂2`2+12 ∂
2`1
1 δ0 + ∂
2`2
2 ∂
2`1+1
1 δ0
]
= −∂ [G]
8.2.3 The higher dimensional discrete Gauss distribution
In general dimension m, we define the discrete Gauss distribution as
G =
∞∑
`1,...,`m=0
(
√
2pi)m
2`1+...+`m `1! . . . `m!
∂2`mm . . . ∂
2`1
1 δ0 = (2pi)
m
2 exp
(
∂2
2
)
δ0
which has discrete density function
g (x1, . . . , xm) =
(
√
2pi)m
em
BesselI(x1, 1) . . . BesselI(xm, 1)
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and which shows the property ξj G = −∂j G, from which it follows that
ξ G = −∂ G
EG =
m∑
j=1
ξj ∂j G = −
m∑
j=1
ξ2j G = −ξ2G
Note once more that the order of the co-ordinate difference operators ∂2`mm , . . .,
∂2`11 doesn’t matter since the even powers insure that they are scalar-valued. The
following result for the moments of G is then obtained.
Lemma 8.2.2.
G
[
ξ2`[1]
]
=
√
2pi
m
m (m+ 2) (m+ 4) . . . (m+ 2`− 2)
=
√
2pi
m
2`
Γ
(
m
2 + `
)
Γ
(
m
2
)
G
[
ξ2`+1[1]
]
= 0
Proof. Since G =
√
2pi
m
exp
(
∂2
2
)
δ0, we have to determine
〈
∂2sδ0, ξ
2`[1]
〉
.
First of all, we know that〈
∂2sδ0, ξ
2`[1]
〉
=
〈
δ0,
(
ξ2`[1]
) (
∂†
)2s〉
Since
(
∂†
)2
is scalar,
〈
∂2sδ0, ξ
2`[1]
〉
=
〈
δ0, ∂
2s ξ2`[1]
〉
. Using the relation:
∂ ξ2`[1] = (2`) ξ2`−1[1]
∂2 ξ2`[1] = (2`) (2`− 2 +m) ξ2`−2[1]
we see that if s < `, we have〈
∂2sδ0, ξ
2`[1]
〉
=
〈
δ0, c ξ
2`−2s[1]
〉
= c ξ2`−2s[1](0) = 0
and if s > ` then ∂2s ξ2`[1] = 0. This implies that
G
[
ξ2`[1]
]
=
√
2pi
m
2` `!
〈
δ0, ∂
2` ξ2`[1]
〉
=
√
2pi
m
2` `!
(2`) (2`− 2) . . . (2`− 2`+ 2) (m+ 2`− 2) (m+ 2`− 4) . . .m
= m (m+ 2) . . . (m+ 2`− 2)
√
2pi
m
=
(m+ 2`− 2)!!
(m− 2)!!
√
2pi
m
=
2
m
2 +`−1
(
m
2 + `− 1
)
!
2
m
2 −1
(
m
2 − 1
)
!
√
2pi
m
= 2`
Γ
(
m
2 + `
)
Γ
(
m
2
) √2pim
This m-dimensional Gauss distribution will be used in Chapter 9 to introduce the
discrete Clifford-Hermite polynomials.
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Figure 8.5: The scalar part of eλξ[1] is unbounded on the positive real axis.
8.3 Weight function for the Laguerre polynomials
On the real line, the Laguerre polynomials Ln are orthogonal over [0,∞[ with
respect to the inner product given by
〈f, g〉 =
∫ ∞
0
f(x) g(x) e−x dx
In order to generalize the Laguerre polynomials to our discrete Clifford setting,
we first introduce the discrete distribution which will be associated to the discrete
Laguerre polynomials:
Eλ :=
−1
λ
∞∑
k=0
∂kδ λ−k (8.4)
with λ a scalar, which satisfies in distributional sense
(∂ − λ)Eλ = δ
and may thus be seen as a discrete counterpart of e−λx. In this section, we will
consider some of its properties: moments, density function, . . .
Remark 8.3.1. Because of the symmetry, the function e−λξ[1] is not bounded on
[0,+∞[, as displayed in figure 8.5. It thus is not useful as density function.
Lemma 8.3.1 (Action of the distribution Eλ on polynomials). In one dimension,
the action of the distribution Eλ on polynomials ξk[1] is given by〈
Eλ, ξ
k[1]
〉
= (−1)k+1 k!λ−(k+1)
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Proof.
〈
∂jδ, ξk[1]
〉
= (−1)j j! if j = k and zero otherwise, implying that
Eλ
[
ξk[1]
]
=
−1
λ
∞∑
j=0
∂jδ
[
ξk[1]
]
λ−j =
−1
λ
(−1)k k!λ−k = (−1)k+1 k!λ−(k+1)
8.3.1 Taylor series of the function Eλ
When considering the function
∑∞
k=0 ∂
kδ λ−k, we can write down its Taylor se-
ries, starting with the Taylor series of the discrete delta function δ0:
δ0 =
∞∑
t=0
(−1)t
t! t!
ξ2t1 [1] +
∞∑
t=0
(−1)t+1
t! (t+ 1)!
ξ2t+11 [1]
(
e+ − e−)
Even powers of ∂ acting on δ0 then have the following Taylor series:
∂2`δ0 =
∞∑
t=0
(−1)t+`
(2t)!
(
2t+ 2`
t+ `
)
ξ2t1 [1]
+
∞∑
t=0
(−1)t+`+1
(2t+ 1)!
(
2t+ 2`+ 1
t+ `+ 1
)
ξ2t+11 [1]
(
e+ − e−)
while odd powers of ∂ acting on δ0 result in:
∂2`+1δ0 =
∞∑
t=0
(−1)t+`+1
(2t+ 1)!
(
2t+ 2`+ 2
t+ `+ 1
)
ξ2t+11 [1]
+
∞∑
t=0
(−1)t+`+1
(2t)!
(
2t+ 2`+ 1
t+ `+ 1
)
ξ2t1 [1]
(
e+ − e−)
Combining these results with the definition of Eλ (8.4) results in the Taylor series
of the function Eλ:
Eλ =
−1
λ
∞∑
t=0
(−1)t
(2t)!
ξ2t1
[ ∞∑
`=0
(−1)` λ−2`
(
2t+ 2`
t+ `
)
+
∞∑
`=0
(−1)`+1 λ−(2`+1)
(
2t+ 2`+ 1
t+ `+ 1
)(
e+ − e−)]
− 1
λ
∞∑
t=0
(−1)t
(2t+ 1)!
ξ2t+11
[ ∞∑
`=0
(−1)`+1λ−(2`+1)
(
2t+ 2`+ 2
t+ `+ 1
)
+
∞∑
`=0
(−1)`+1 λ−2`
(
2t+ 2`+ 1
t+ `+ 1
)(
e+ − e−)]
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and thus
Eλ =− 1
λ
∞∑
t=0
(−1)t
(2t)!
ξ2t1
[
a2t + b2t
(
e+ − e−)]
− 1
λ
∞∑
t=0
(−1)t
(2t+ 1)!
ξ2t+11
[
− 1
λ
a2t+2 + λ b2t
(
e+ − e−)]
where we denoted
a2t =
∞∑
`=0
(−1)` λ−2`
(
2t+ 2`
t+ `
)
b2t =
∞∑
`=0
(−1)`+1 λ−(2`+1)
(
2t+ 2`+ 1
t+ `+ 1
)
This allows us to determine its values in the points of the grid:
Eλ(0) = − 1
λ
[ ∞∑
`=0
(−1)` λ−2`
(
2`
`
)
+
∞∑
`=0
(−1)`+1 λ−(2`+1)
(
2`+ 1
`+ 1
)(
e+ − e−)]
Eλ(1) = −λ−1
∞∑
`=1
(−1)`+1 λ−2`
(
2`
`+ 1
)
− 1
λ
∞∑
`=1
(−1)` λ−(2`+1)
(
2`+ 1
`+ 2
)
e+
− λ−1
∞∑
`=0
(−1)`+1 λ−(2`+1)
(
2`+ 1
`
)
e−
Let ξ2t+1[1](x) = A2t+1(x) (e+ + e−), where A2t+1(x) = x
∏t
i=1
(
x2 − i2),
then (after some lengthy calculations), we find for positive numbers n ∈ N:
Eλ(n) =
−1
λ
∞∑
t=0
(−1)t
(2t)!
nA2t−1(n) a2t
− 1
λ
∞∑
t=0
(−1)t
(2t)!
[
t A2t−1(n) a2t − λ
(2t+ 1)
b2tA2t+1(n)
] (
e+ ∧ e−)
− 1
λ
∞∑
t=0
(−1)t
(2t)!
[(
t b2tA2t−1(n) +
−1
λ (2t+ 1)
a2t+2A2t+1(n)
)(
e+ + e−
)
+ nA2t−1(n) b2t
(
e+ − e−)]
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and
Eλ(−n) = −1
λ
∞∑
t=0
(−1)t
(2t)!
nA2t−1(n) a2t
− 1
λ
∞∑
t=0
(−1)t
(2t)!
[
−t A2t−1(n) a2t + λ
2t+ 1
b2tA2t+1(n)
] (
e+ ∧ e−)
− 1
λ
∞∑
t=0
(−1)t
(2t)!
[(
−t b2tA2t−1(n) + 1
λ (2t+ 1)
a2t+2A2t+1(n)
)(
e+ + e−
)
+ nA2t−1(n) b2t
(
e+ − e−)]
This illustrates that
scal(Eλ(n)) = scal(Eλ(−n)), bivect(Eλ(n)) = −bivect(Eλ(−n))
and if vect(Eλ(n)) = A e+ +B e− then vect(Eλ(−n)) = −B e+ −A e−.
8.3.2 Density function of the distribution Eλ
In the previous section we already found the Taylor series of the function Eλ.
Another way to find the density function is to expand
∂2`δ0 =
∑`
j=−`
(−1)`+j
(
2`
`+ j
)
δj
∂2`+1δ0 = δ−(`+1) e+ − δ`+1 e−
+
∑`
j=−`
(−1)`+j+1
((
2`+ 1
`+ j + 1
)
e+ −
(
2`+ 1
`+ j
)
e−
)
δj
in the definition of Eλ, where we find:
Eλ =− 1
λ
∞∑
`=0
λ−2`
∑`
j=−`
(−1)`+j
(
2`
`+ j
)
δj − 1
λ
∞∑
`=0
λ−(2`+1)
[
δ−(`+1) e+
+
∑`
j=−`
(−1)`+j+1
((
2`+ 1
`+ j + 1
)
e+ −
(
2`+ 1
`+ j
)
e−
)
δj − δ`+1 e−
]
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By regrouping the terms according to δj , we get
Eλ =
−1
λ
∑
p∈Z
∞∑
`=|p|
(−1)`+p λ−2`
(
2`
`+ p
)
δp
+
1
λ
∞∑
`=0
(−1)` λ−(2`+1)
(
2`+ 1
`+ 1
)(
e+ − e−) δ0
− 1
λ
∑
p>0
[
− e
−
λ(2p−1)
+
∞∑
`=p
(−1)`+p+1
λ(2`+1)
((
2`+ 1
`+ p+ 1
)
e+ −
(
2`+ 1
`+ p
)
e−
)]
δp
− 1
λ
∑
p<0
[
e+
λ(2|p|−1)
+
∞∑
`=|p|
(−1)`+p+1
λ(2`+1)
((
2`+ 1
`+ p+ 1
)
e+ −
(
2`+ 1
`+ p
)
e−
)]
δp
The density function thus is a function g =
∑
p∈Z
ap δp with
a0 =− 1
λ
∞∑
`=0
(−1)` λ−2`
(
2`
`
)
+
1
λ
∞∑
`=0
(−1)` λ−(2`+1)
(
2`+ 1
`+ 1
)(
e+ − e−)
while for p > 0 we get
ap =− 1
λ
∞∑
`=|p|
(−1)`+p λ−2`
(
2`
`+ p
)
+ λ−(2p) e−
− 1
λ
∞∑
`=p
(−1)`+p+1 λ−(2`+1)
((
2`+ 1
`+ p+ 1
)
e+ −
(
2`+ 1
`+ p
)
e−
)
and for p < 0
ap =− 1
λ
∞∑
`=|p|
(−1)`+p λ−2`
(
2`
`+ p
)
− λ−(2|p|) e+
− 1
λ
∞∑
`=|p|
(−1)`+p+1 λ−(2`+1)
((
2`+ 1
`+ p+ 1
)
e+ −
(
2`+ 1
`+ p
)
e−
)
Note that for a0 and a1 the same expressions appear as in the previous section
and that from this expression it becomes clear that the bivector part will always be
zero. This density function does not exist for all possible values of λ.
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8.3.3 Convergence of the density function
We first consider the scalar part, i.e. we look at the series
∞∑
`=|p|
(−1)`+p λ−2`
(
2`
`+ p
)
We will show that this series is absolutely convergent (and thus also convergent)
if |λ| > 2. We use the comparison test: the terms of the sequence {an} are
compared to those of another sequence {bn}. If for all n, 0 6 an 6 bn, and∑∞
n=1 bn converges, then so does
∑∞
n=1 an. Now
∀p : |λ|−2`
(
2`
`+ p
)
6 |λ|−2`
(
2`
`
)
so we only consider the case where p = 0. If for all n, an > 0 and if there
exists r such that limn→∞
an+1
an
= r, then the ratio test states that for r < 1, the
series converges, whereas for r > 1 the series diverges. For r = 1 the ratio test is
inconclusive, and the series may converge or diverge. Hence we consider
lim
`→∞
|λ|−2`−2 (2`+2`+1 )
|λ|−2` (2`` ) = lim`→∞
(2`+ 2) (2`+ 1)
|λ|2 (`+ 1)2 =
4
|λ|2
We thus conclude that the series converges absolutely if |λ| > 2 and does not
converge if |λ| < 2.
This could also be seen by Stirling’s approximation: n! ∼ √2pin (ne )n, hence
(
2`
`
)
=
(2`)!
`! `!
∼
√
2pi(2`)
(
(2`)
e
)2`
2pi`
(
`
e
)2` =
√
2pi(2`)22`
2pi`
=
22`√
pi`
and so
lim
`→∞
|λ|−(2`+1)
(
2`
`
)
= lim
`→∞
|λ|−(2`+1) 2
2`
√
pi`
= lim
`→∞
|λ|−1
(
2
|λ|
)2`
1√
pi`
In the limit we thus get zero if 2|λ| 6 1, i.e. if 2 6 |λ|.
For the vectorial part, we show that for |λ| > 2
∞∑
`=|p|
(−1)`+p+1 λ−(2`+1)
((
2`+ 1
`+ p+ 1
)
e+ −
(
2`+ 1
`+ p
)
e−
)
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converges absolutely, i.e. both the series corresponding with e+ and the one cor-
responding with e− converges. We do the ratio test for both series:
lim
`→∞
|λ|−(2`+3) ( 2`+3`+p+2)
|λ|−(2`+1) ( 2`+1`+p+1) = lim`→∞
1
|λ|2
(2`+ 3) (2`+ 2)
(`+ p+ 2) (`− p+ 1)
lim
`→∞
|λ|−(2`+3) ( 2`+3`+p+1)
|λ|−(2`+1) (2`+1`+p ) = lim`→∞
1
|λ|2
(2`+ 3) (2`+ 2)
(`+ p+ 1) (`− p+ 2)
In both cases, this limit will be < 1 if 2 < |λ|.
Example 8.3.1. When λ = 3, the scalar part is given by the function g(x) =
−22|x|
13
√
13
(3+
√
13)
2|x| , as can be seen from the given values in table 8.2.
k scal(ak) k scal(ak)
0 − 113
√
13 ±6 − 409613
√
13
(3+
√
13)
12
±1 − 413
√
13
(3+
√
13)
2 ±7 − 1638413
√
13
(3+
√
13)
14
±2 − 1613
√
13
(3+
√
13)
4 ±8 − 6553613
√
13
(3+
√
13)
16
±3 − 6413
√
13
(3+
√
13)
6 ±9 − 26214413
√
13
(3+
√
13)
18
±4 − 25613
√
13
(3+
√
13)
8 ±10 − 104857613
√
13
(3+
√
13)
20
±5 − 102413
√
13
(3+
√
13)
10
Table 8.2: The scalar part of the density function of E3 is −2
2|x|
13
√
13
(3+
√
13)
2|x|
Example 8.3.2. When λ = ± 2, numerical experiments in a mathematical pro-
gram like Maple show that the scalar part ofE2 is given by g(x) = ∓ 14
√
2
(1+
√
2)
2|x|
and the e+ part is the hypergeometric function
1
4
1
22|x|
hypergeom
([
1, |x|+ 1, |x|+ 3
2
]
, [|x| − x+ 1, 2 + |x|+ x] ,−1
)
which exists for all x ∈ Z.
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Figure 8.6: Sc(E3) = −2
2|x|
13
√
13
(3+
√
13)
2|x|
Figure 8.7: Scal(E2) = −14
√
2
(1+
√
2)
2|k|
8.3.4 Fourier transform of the distribution Eλ
The Fourier transform of the one-dimensional discrete distribution Eλ is
F [Eλ] =
∞∑
k=0
1
k!
ξk1 [1]Eλ
[
ξk1 [1]
]
=
∞∑
k=0
1
k!
ξk1 [1] (−1)k+1 k!λ−(k+1) =
∞∑
k=0
(−1)k+1 λ−(k+1) ξk1 [1]
= − 1
λ
∞∑
k=0
(−1)k λ−k ξk1 [1] = −
1
λ
(
1
1 + λ ξ1
)
[1]
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8.3.5 The m-dimensional distribution Eλ
The m-dimensional distribution Eλ satisfies in distributional sense (∂ − λ)Eλ =
δ0, with λ a scalar:
Eλ =
−1
λ
∞∑
k=0
∂kδ0 λ
−k
Its action on homogeneous polynomials is given in the following lemmas.
Lemma 8.3.2. For m > 2, we have
∂2`ξ2`[1] = (2`)!!
(m+ 2`− 2)!!
(m− 2)!!
∂2`+1ξ2`+1[1] = (2`)!!
(m+ 2`)!!
(m− 2)!!
Proof. Starting from the commutator relations {∂, ξ} = 2E +m and [E, ξ] = ξ,
we find
∂2 ξ2[1] = ∂
(
2 ξ + ξ2∂
)
[1] = 2 ∂ξ[1] = 2m
and, by induction on n:
∂2`ξ2`[1] = ∂2`−1
(
2` ξ2`−1 + ξ2`∂
)
[1] = 2` ∂2`−1 ξ2`−1[1]
= 2` ∂2`−2
(
(2`− 2 +m) ξ2`−2 + 2 ξ2`−2E − ξ2`−1∂) [1]
= 2` (2`− 2 +m) ∂2`−2 ξ2`−2[1]
= 2` (2`− 2 +m) (2`− 2) (2`− 4 +m) . . . 2m
= (2`)!!m (m+ 2) . . . (m+ 2`− 2)
and
∂2`+1ξ2`+1[1] = ∂2`
(
(2`+m) ξ2` + 2 ξ2`E − ξ2`+1∂) [1]
= (2`+m) ∂2` ξ2`[1]
= (2`)!!m (m+ 2) . . . (m+ 2`− 2) (m+ 2`)
Corollary 8.3.1. The action of the m-dimensional distribution Eλ on basic dis-
crete homogeneous polynomials is given by
〈
Eλ, ξ
2`[1]
〉
=
−1
λ2`+1
(2`)!!
(m+ 2`− 2)!!
(m− 2)!!〈
Eλ, ξ
2`+1[1]
〉
=
1
λ2`+2
(2`)!!
(m+ 2`)!!
(m− 2)!!
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Proof.〈
Eλ, ξ
2`[1]
〉
=
−1
λ
∞∑
k=0
〈
∂kδ0 λ
−k, ξ2`[1]
〉
=
−1
λ2`+1
〈
δ0,
(
ξ2`[1]
) (
∂†
)2`〉
=
−1
λ2`+1
∂2`ξ2`[1](0) =
−1
λ2`+1
(2`)!!
(m+ 2`− 2)!!
(m− 2)!!
and 〈
Eλ, ξ
2`+1[1]
〉
=
−1
λ
∞∑
k=0
〈
∂kδ0 λ
−k, ξ2`+1[1]
〉
=
1
λ2`+2
〈
δ0,
(
ξ2`+1[1]
) (
∂†
)2`+1〉
=
1
λ2`+2
〈
δ0,
(
∂2`
(
ξ2`+1[1]
))
∂†
〉
=
1
λ2`+2
(2`)!! (m+ 2) . . . (m+ 2`− 2) (m+ 2`) 〈δ0, ξ[1]∂†〉
Finally (ξ[1]) ∂† = ∂ ξ[1] = m.
8.3.6 Density function of Eλ in 2D
Eλ =
−1
λ
∞∑
`=0
λ−2` ∂2`δ0 − 1
λ
∞∑
`=0
λ−(2`+1) ∂2`+1δ0
In two dimensions, powers of the Dirac operator ∂ = ∂1 +∂2 can be given in terms
of the co-ordinate difference operators ∂1 and ∂2 (see (3.8)–(3.9)). We can hence
write ∂kδ0 as combinations of discrete delta functions. With these expressions, we
can write Eλ = −1λ
∑∞
k=0 ∂
kδ0 λ
−k as a combination of discrete delta functions
δs1 e1+s2 e2 and if all coefficients of these delta functions converge, we can deter-
mine in this way its density function g(x1, x2). For example, we can determine
the value of the density function in the origin by determining the coefficient of δ0:
g(0, 0) =
−1
λ
∞∑
`=0
(−1)`
λ2`
∑`
j=0
(
`
j
)(
2j
j
)(
2`− 2j
`− j
)
− 1
λ
∞∑
`=0
(−1)`+1
λ2`+1
∑`
j=0
(
`
j
)(
2j + 1
j
)(
2`− 2j
`− j
)(
e+1 − e−1 + e+2 − e−2
)
For the calculations of the density function in a general point of the grid, we refer
to the Section 8.5. Here, we just state the results.
The scalar part of the density function in the point (a, b) is
−1
λ
∞∑
`=|a|+|b|
(−1)`+a+b
λ2`
`−|b|∑
j=|a|
(
`
j
)(
2j
j + a
)(
2`− 2j
`− j + b
)
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The e+1 part of the density function in the point (a, b) is denoted by E
+
1 (a, b)
E+1 (a, b) = −
1
λ
∞∑
`=|a|+|b|−1
λ−(2`+1)
`−|b|∑
j=|a|
(−1)`+a+b+1
(
`
j
)(
2`− 2j
`− j + b
)(
2j + 1
j + a+ 1
)
+
(−1)`−|a|+b+1
(
`
|a| − 1
)(
2`− 2 |a|+ 2
`− |a|+ b+ 1
)
, a < 0,
0, a > 0

The e−1 part of the density function in the point (a, b) is denoted by E
−
1 (a, b)
E−1 (a, b) = −
1
λ
∞∑
`=|a|+|b|−1
λ−(2`+1)
`−|b|∑
j=|a|
(−1)`+a+b
(
`
j
)(
2`− 2j
`− j + b
)(
2j + 1
j + a
)
+
(−1)`−a+b
(
`
a− 1
)(
2`− 2a+ 2
`− a+ b+ 1
)
, a > 0
0, a 6 0

The e+2 part of the density function in the point (a, b) is denoted by E
+
2 (a, b)
E+2 (a, b) = −
1
λ
∞∑
`=|a|+|b|−1
λ−(2`+1)
`−|a|∑
p=|b|
(−1)`+a+b+1
(
`
p
)(
2`− 2p
`− p+ a
)(
2p+ 1
p+ b+ 1
)
+
(−1)`−|b|+a+1
(
`
|b| − 1
)(
2`− 2 |b|+ 2
`− |b|+ a+ 1
)
, b < 0
0, b > 0

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The e−2 part of the density function in the point (a, b) is denoted by E
−
2 (a, b)
E−2 (a, b) = −
1
λ
∞∑
`=|a|+|b|−1
λ−(2`+1)
`−|a|∑
p=|b|
(−1)`+a+b
(
`
p
)(
2`− 2p
`− p+ a
)(
2p+ 1
p+ b
)
+
(−1)`−b+a
(
`
b− 1
)(
2`− 2b+ 2
`− b+ a+ 1
)
, b > 0
0, b 6 0

Remark 8.3.2. First of all, the scalar part does not depend on the sign of a and b:
scal(a, b) = scal(−a, b) = scal(a,−b) = scal(−a,−b)
The values of E±1 (a, b) do not depend on the sign of b and E
±
2 (a, b) do not depend
on the sign of a:
E+1 (a, b) = E
+
1 (a,−b) E−1 (a, b) = E−1 (a,−b)
E+2 (a, b) = E
+
2 (−a, b) E−2 (a, b) = E−2 (−a, b).
Furthermore, one can change betweenE+1 andE
+
2 by changing the order of a and
b and also so for E−1 and E
−
2 :
E+1 (a, b) = E
+
2 (b, a), E
−
1 (a, b) = E
−
2 (b, a)
Finally, one can change between E+1 and −E−1 by changing the sign of a and
change between E+2 and −E−2 by changing the sign of b:
E+1 (a, b) = −E−1 (−a, b), E+2 (a, b) = −E−2 (a,−b)
8.4 Conclusion
In this section we introduced higher-dimensional discrete distributions as linear
functionals on the space of discrete homogeneous polynomials and we considered
the higher-dimensional definitions of dual Taylor series expansion, Fourier trans-
form and dual Fourier transform. These concepts allowed us to consider some
important discrete distributions. The first important distribution was the discrete
Gauss distribution, defined as
G = (2pi)
m
2 exp
(
∂2
2
)
δ0
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Figure 8.8: Scalar part of the density function for λ = 3.
with discrete density function
√
(2pi)
m
em BesselI(x1, 1) . . .BesselI(xm, 1) and satis-
fying the classical property ξ G = −∂ G. The second distribution which we con-
sidered was the weight function with respect to the (one-dimensional) Laguerre
polynomials
Eλ =
−1
λ
∞∑
k=0
∂kδ0 λ
−k
It is mainly considered in the one-dimensional setting, where it has been shown
to converge for |λ| > 2. Both distributions will play an important role in the next
chapter, focussing on some special functions.
8.5 Technical lemmas
In this section, we show how you can derive the value of the density function
g(x, y) of Eλ for points (a, b) of the grid with a > 0. The calculations for (a, b)
with a < 0 are similar. We start with
Eλ =
−1
λ
∞∑
`=0
λ−2` ∂2`δ0 − 1
λ
∞∑
`=0
λ−(2`+1) ∂2`+1δ0
In two dimensions, powers of the Dirac operator ∂ = ∂1 +∂2 can be given in terms
of the co-ordinate difference operators, see (3.8)–(3.9). We can hence write ∂kδ0
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Figure 8.9: The e+1 part of the density function with λ = 3.
as combinations of discrete delta functions:
∂2`δ0 =
∑`
j=0
(
`
j
)
j∑
s1=−j
`−j∑
s2=−(`−j)
(−1)`+s1+s2
(
2j
j + s1
)(
2`− 2j
`− j + s2
)
δs1e1+s2e2
(8.5)
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while
∂2`+1δ0 =
∑`
j=0
(
`
j
)
`−j∑
s2=−(`−j)
(−1)`−j+s2
(
2`− 2j
`− j + s2
)[
−e−1 δ(j+1)e1+s2e2
+
j∑
s1=−j
(−1)j+s1+1
((
2j + 1
j + s1 + 1
)
e+1 −
(
2j + 1
j + s1
)
e−1
)
δs1e1+s2e2
+ e+1 δ−(j+1)e1+s2e2
]
(8.6)
+
∑`
j=0
(
`
j
)
j∑
s1=−j
(−1)j+s1
(
2j
j + s1
)[
−e−2 δs1e1+(`−j+1)e2
+
`−j∑
s2=−(`−j)
(−1)`−j+s2+1
((
2`− 2j + 1
`− j + s2 + 1
)
e+2 −
(
2`− 2j + 1
`− j + s2
)
e−2
)
δs1e1+s2ej
+ e+2 δs1e1−(`−j+1)e2
]
(8.7)
or equivalently
∂2`+1δ0 =
∑`
p=0
(
`
p
)
p∑
s2=−p
(−1)p+s2
(
2p
p+ s2
)[
−e−1 δ(`−p+1)e1+s2e2
+
`−p∑
s1=−(`−p)
(−1)`−p+s1+1
((
2`− 2p+ 1
`− p+ s1 + 1
)
e+1 −
(
2`− 2p+ 1
`− p+ s1
)
e−1
)
δs1e1+s2e2
+ e+1 δ−(`−p+1)e1+s2e2
]
(8.8)
+
∑`
p=0
(
`
p
)
`−p∑
s1=−(`−p)
(−1)`−p+s1
(
2`− 2p
`− p+ s1
)[
−e−2 δs1e1+(p+1)e2
+
p∑
s2=−p
(−1)p+s2+1
((
2p+ 1
p+ s2 + 1
)
e+2 −
(
2p+ 1
p+ s2
)
e−2
)
δs1e1+s2ej
+ e+2 δs1e1−(p+1)e2
]
(8.9)
With these expressions, we can writeEλ = −1λ
∑∞
k=0 ∂
kδ0 λ
−k as a combination
of discrete delta functions and determine in this way the density function g(x1, x2).
8.5.1 The density function in the point (a, 0), a > 0 or a < 0
The colored terms are extra terms that only appear when a > 0 or a < 0.
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g(a, 0) =
−1
λ
∞∑
`=|a|
(−1)`+a λ−2`
∑`
j=|a|
(
`
j
)(
2j
j + a
)(
2`− 2j
`− j
)
− 1
λ
∞∑
`=|a|−1
λ−(2`+1)
[
(−1)`−a
(
`
a− 1
)(
2`− 2a+ 2
`− a+ 1
)
e−1
+ (−1)`−|a|+1
(
`
|a| − 1
)(
2`− 2 |a|+ 2
`− |a|+ 1
)
e+1
+
∑`
j=|a|
(−1)`+a+1
(
`
j
)(
2`− 2j
`− j
)((
2j + 1
j + a+ 1
)
e+1 −
(
2j + 1
j + a
)
e−1
)
− 1
λ
∞∑
`=|a|
(−1)`+a+1
λ(2`+1)
∑`
j=|a|
(
`
j
)(
2j
j + a
)(
2`− 2j + 1
`− j + 1
)(
e+2 − e−2
)
The first line of this result was derived from ∂2`δ0: we consider in (8.5) only the
values j for which −j 6 a 6 j, so we only have to consider ` with ` > |a|.
Furthermore, we choose s2 = 0.
For the second line of g(a, 0), we choose s2 = 0 in (8.6). If we furthermore choose
j = |a| − 1 (only possible if a 6= 0), we get either e+1 if a is negative or e−1 if a is
positive and if we choose j > |a|, we get a term with both e+1 and e−1 .
For the third line of g(a, 0), we choose s2 = 0 in (8.7). Then we choose s1 = a,
which means that we have to have that −j 6 a 6 j so |a| 6 j and hence also
` > |a|.
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8.5.2 The density function in the point (a, b) with a > 0 and
b > 0 or b < 0
g(a, b) =
−1
λ
∞∑
`=|a|+|b|
(−1)`+a+b
λ2`
`−|b|∑
j=a
(
`
j
)(
2j
j + a
)(
2`− 2j
`− j + b
)
− 1
λ
∞∑
`=a+|b|−1
λ−(2`+1)
[
(−1)`−a+b
(
`
a− 1
)(
2`− 2a+ 2
`− a+ b+ 1
)
e−1
+
`−|b|∑
j=a
(−1)`+a+b+1
(
`
j
)(
2`− 2j
`− j + b
)((
2j + 1
j + a+ 1
)
e+1 −
(
2j + 1
j + a
)
e−1
)
− 1
λ
∞∑
`=a+|b|−1
λ−(2`+1)
[
(−1)`−b+a
(
`
b− 1
)(
2`− 2b+ 2
`− b+ a+ 1
)
e−2
+ (−1)`−|b|+a+1
(
`
|b| − 1
)(
2`− 2 |b|+ 2
`− |b|+ a+ 1
)
e+2
+
`−a∑
p=|b|
(−1)`+a+b+1
(
`
p
)(
2`− 2p
`− p+ a
)((
2p+ 1
p+ b+ 1
)
e+2 −
(
2p+ 1
p+ b
)
e−2
)
We found the first line of g(a, b), by chosing s1 = a in (8.6), for which it has to
hold that j > |a|. We then choose s2 = b which is only possible if |b| 6 ` − j or
thus if j 6 `− |b|. Combined, we see that ` must be greater or equal to |a|+ |b|.
For the second line, choose s2 = b in (8.6), which is only possible if |b| 6 ` − j
or thus j 6 `− |b|. If we choose j = a− 1, then we get a term e−1 (a is positive).
We thus start with ` > a+ |b| − 1.
For the third line, we start with the second part (8.9) of the equivalent formula for
∂2`+1δ0. We put s1 = a, which is possible when a 6 ` − p or thus p 6 ` − a.
For p = |b| − 1, we only get the term with e+2 when b < 0 and the term with e−2
when b > 0. This is only possible if ` > a+ |b|− 1. When p > |b|, we can choose
s2 = b and get a term with both e±2 .

9
Special functions: Clifford-Hermite
and Clifford-Laguerre polynomials
Orthogonal functions on the real line, in particular Hermite polynomials, have
been generalized to the higher-dimensional Euclidean Clifford setting and were
thoroughly studied in a number of papers, see e.g. [1, 2]; they were first applied
in [3] to multi-dimensional wavelet theory, the construction of Clifford-wavelets
in general being based on particular families of multi-dimensional orthogonal po-
lynomials. Later, they were further generalized to other contexts, amongst others
Hermitian Clifford analysis [4], Clifford analysis in superspace [5] and Dunkl-
Clifford analysis [6–8]. In Euclidean Clifford analysis, the Clifford-Hermite poly-
nomials were introduced by means of the inner product
(f, g) =
∫
Rm
f(x) g(x) ex
2
dV (x)
on L2
(
Rm; ex
2
)
, where .¯ denotes the usual Clifford conjugation. Other ap-
proaches for the explicit construction of the Clifford-Hermite polynomials are
possible as well. For example in [5] their definition depends on the operator
D+ = ∂x+2x and the inner product is a priori defined by its values 〈xsPk, xtPk〉,
its integral representation at first not being established.
In view of possible applications, a discrete version of the Clifford-wavelets is
needed. The first step to achieve this goal is to discretize the different families
of orthogonal Clifford-polynomials which have lead to the respective types of
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wavelets. In this chapter we provide a discrete analogue for the Clifford-Hermite
polynomials, within the discrete Clifford setting. This is done by means of a dis-
crete Gaussian distribution, defined by its moments, which takes over the role of an
“integral” over Zm with a Gaussian weight function. A second family of orthog-
onal Clifford-polynomials to discretize (at least in the one-dimensional setting),
will be the Laguerre polynomials.
The section is organised as follows: Section 9.1 – 9.3 concern the definitions of the
radial and generalized Clifford-Hermite polynomials and their basic properties: a
recurrence relation, a Rodrigues’ type formula, their differential equation, their
orthogonality relations etc. In Section 9.4, we define one-dimensional discrete
Clifford-Laguerre polynomials by their Rodrigues’ formula and we discuss some
of their properties, amongst others the recurrence relation and orthogonality with
respect to the discrete distribution Eλ, defined in the previous chapter. In Section
9.5, we introduce a notion ofm-dimensional discrete Clifford-Laguerre polynomi-
als, but as we will show, these polynomials are not orthogonal with respect to the
distribution Eλ. Finally, we finish this chapter with the conclusion (Section 9.6)
and Section 9.7 containing some technical lemmas.
9.1 Discrete radial Clifford-Hermite polynomials
9.1.1 Definition
Let us formally search for distributions Gk in m− 1 variables such that
∞∑
k=0
ξk1 [1]
k!
Gk
with G0 = G the discrete Gauss distribution in m − 1 dimensions, is discrete
monogenic. Since
∂
( ∞∑
k=0
ξk1 [1]
k!
Gk
)
=
∞∑
k=0
(∂1 + ∂
′)
ξk1 [1]
k!
Gk
=
∞∑
k=1
ξk−11 [1]
(k − 1)! Gk +
∞∑
k=0
(−1)k ξk1 [1]
k!
∂′Gk
we immediately find the recursion relation
Gk+1 = (−1)k+1 ∂′Gk
with ∂′ =
∑m
j=2 ∂j the discrete Dirac operator in m − 1 dimensions. Since,
because of the property ∂ G0 = −ξ G0, the action of the discrete Dirac operator
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on the Gaussian distribution results in a homogeneous polynomial acting on the
Gaussian, we can write Gk in the form
Gk = Hk,m−1 (ξ′)G
where we call the operators Hk,m−1(ξ′) the discrete radial Clifford-Hermite ope-
rators in m− 1 variables. Herein, the operator ξ′ = ∑mj=2 ξj is the vector variable
operator in m− 1 variables. For the explicit determination of the distributions Gk
and hence also of the Clifford-Hermite operators, we further use the relations
∂′G = −ξ′G, E′G = −ξ′2G
and
∂′ξ′2` = 2` ξ′2`−1 + ξ′2` ∂′ (9.1)
∂′ξ′2`+1 = (2`+m− 1) ξ′2` + 2 ξ′2`E′ − ξ′2`+1 ∂′ (9.2)
The first (low degree) Hermite operators Hk,m(ξ) in m variables are found to be
H0,m(ξ) = 1
H1,m(ξ) = ξ
H2,m(ξ) = −ξ2 +m
H3,m(ξ) = −ξ3 + (m+ 2) ξ
H4,m(ξ) = ξ
4 − 2 (m+ 2) ξ2 +m (m+ 2)
H5,m(ξ) = ξ
5 − 2 (m+ 4) ξ3 + (m+ 2) (m+ 4) ξ
We furthermore define the radial Clifford-Hermite polynomials as Hk,m[1].
Remark 9.1.1. These operators/polynomials can also be found by considering the
discrete CK-extension of the discrete function exp
(
−ξ2
2
)
[1]:
CK
[
exp
(−ξ2
2
)
[1]
]
=
∞∑
k=0
1
k!
ξk1 [1](x1) fk (x2, . . . , xm+1)
with f0 = exp
(
−ξ2
2
)
[1] and fk+1 = (−1)k+1 ∂fk. However, when using this
method, we can’t immediately consider a sort of inner product of these discrete
Hermite polynomials with respect to the Gaussian function, since exp
(
−ξ2
2
)
[1]
isn’t a density function of some discrete distribution.
We claim that Hk,m(ξ) are, as operators, polynomials in ξ of degree k with real
coefficients. Indeed, since Gk+1 = (−1)k+1 ∂ Gk, we see that
Hk+1,mG = (−1)k+1 ∂ Hk,mG
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The statement thus follows from H0,m = 1, ∂G = −ξG, EG = −ξ2G and
equations (9.1)–(9.2). It is also clear that H2`,m only contains even powers of ξ
while H2`+1,m only contains odd ones.
Lemma 9.1.1 (Rodrigues’ formula). We have that
H2`,mG = (−1)` ∂2`G, H2`+1,mG = (−1)`+1 ∂2`+1G
Proof. This directly follows from H`+1,mG = (−1)`+1 ∂ H`,mG.
9.1.2 Recurrence formula
In order to establish a recurrence formula, we will represent the Clifford-Hermite
operators by
H2`,m =
∑`
j=0
a2`2j ξ
2j and H2`+1,m =
∑`
j=0
a2`+12j+1 ξ
2j+1
From Hk+1,mG = (−1)k+1 ∂ Hk,mG we then see that
H2`,mG = ∂ H2`−1,mG =
`−1∑
j=0
a2`−12j+1
(
(2j +m) ξ2j + 2 ξ2jE − ξ2j+1∂)G
=
`−1∑
j=0
a2`−12j+1
(
(2j +m) ξ2j − 2 ξ2j+2 + ξ2j+2)G
=
`−1∑
j=0
a2`−12j+1 (2j +m) ξ
2j − ξ H2`−1,m
G
Note that ∂ξ2`+1[1] = (2`+m) ξ2`[1], so we can consider the first term as the
formal derivative of the operator H2`−1,m, which we will denote as
d
dξ
H2`−1,m,
in order to distinguish it from the operator ∂H2`−1,m. We thus see that
H2`,mG =
(
d
dξ
− ξ
)
H2`−1,mG and H2`,m[1] = (∂ − ξ)H2`−1,m[1]
For the Clifford-Hermite operators of odd degree, we find that
H2`+1,mG = −
∑`
j=0
a2`2j ∂ ξ
2jG = −
∑`
j=0
a2`2j
(
2j ξ2j−1 + ξ2j∂
)
G
= −
∑`
j=0
a2`2j
(
2j ξ2j−1 − ξ2j+1)G
= −
∑`
j=0
a2`2j 2j ξ
2j−1 − ξ H2`,m
 G
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Again, since ∂ξ2`[1] = 2` ξ2`−1[1], we call the operator in the first term the formal
derivative of the operator H2`,m, denoted as
d
dξ
H2`,m. With these notations, one
can see that
H2`+1,mG = −
(
d
dξ
− ξ
)
H2`,mG and H2`+1,m[1] = − (∂ − ξ)H2`,m[1]
In terms of the coefficients a2`2j and a
2`+1
2j+1, we have the following recurrence rela-
tions:
∑`
j=0
a2`2j ξ
2j =
`−1∑
j=0
a2`−12j+1
(
(2j +m) ξ2j − ξ2j+2)
∑`
j=0
a2`+12j+1 ξ
2j+1 = −
∑`
j=0
a2`2j
(
2j ξ2j−1 − ξ2j+1)
and thus
a2`2j = (2j +m) a
2`−1
2j+1 − a2`−12j−1 (9.3)
a2`+12j+1 = − (2j + 2) a2`2j+2 + a2`2j (9.4)
Example 9.1.1. In
H3,m(ξ) = −ξ3 + (m+ 2) ξ
H4,m(ξ) = ξ
4 − 2 (m+ 2) ξ2 +m (m+ 2)
H5,m(ξ) = ξ
5 − 2 (m+ 4) ξ3 + (m+ 2) (m+ 4) ξ
we see that
a40 = ma
3
1, a
4
2 = (m+ 2) a
3
3 − a31, a44 = −a33
and
a51 = −2 a42 + a40, a53 = −4 a44 + a42, a55 = a44
Furthermore, we can prove the following lemma.
Lemma 9.1.2.
2j a2`2j = −2` a2`−12j−1 (9.5)
(2j +m) a2`+12j+1 = (2`+m) a
2`
2j (9.6)
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Corollary 9.1.1 (Explicit form). The coefficients in the expansion of the Clifford-
Hermite operators take the following form
a2`2j = (−1)j 2`−j
(
`
j
)
Γ
(
`+ m2
)
Γ
(
j + m2
) (9.7)
a2`+12j+1 = (−1)j 2`−j
(
`
j
)
Γ
(
`+ m2 + 1
)
Γ
(
j + m2 + 1
) (9.8)
Proof. We refer to Section 9.2 on the generalized Clifford-Hermite operators.
9.1.3 Differential equation
In the continuous setting, the functions Hk,m(x) are solutions to the differential
equation (
∂2x − x ∂x − µk
)
f(x) = 0
where µ2` = 2` and µ2`+1 = 2`+m. We now wish to establish its analogue in the
discrete setting. Given the formal resemblance to the continuous case, we came to
the following differential equation, where also the relations
d
dξ
ξ2` = 2` ξ2`−1 and
d
dξ
ξ2`+1 = (2`+m) ξ2`
were used.
Theorem 9.1.1. The Clifford-Hermite operator Hk,m(ξ) is a solution of the dif-
ferential equation (
d2
dξ2
− ξ d
dξ
+ µk
)
Hk,m(ξ) = 0
with µ2` = 2` and µ2`+1 = 2`+m.
Proof. We refer to Section 9.2 on the generalized Clifford-Hermite operators.
9.1.4 Correspondence with the Laguerre polynomials
The discrete Clifford-Hermite operators are related to the generalized Laguerre
polynomials on the real line.
Theorem 9.1.2. One has that
H2`,m(ξ) = 2
` `!L
m
2 −1
`
(
ξ2
2
)
H2`+1,m(ξ) = 2
` `! ξ L
m
2
`
(
ξ2
2
)
Proof. We refer to Section 9.2 on the generalized Clifford-Hermite operators.
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9.1.5 Orthogonality relations
Let again .¯ denote the main anti-involution defined by ξj = ξj and ξi ξj = ξj ξi.
Then we will show that
〈
Hk′,mHk,mG, 1
〉
= 0 when k′ 6= k by proving that〈
ξk
′
Hk,mG, 1
〉
= 0, k′ < k
However, we will first show a technicality in the following lemma.
Lemma 9.1.3. For each multi-index α ∈ Nm, one has that
[1]
(
ξ†1
)α1
. . .
(
ξ†m
)αm
= ξα11 . . . ξ
αm
m [1]
In particular
[1]
(
ξ†
)k
= ξk[1] (9.9)
Proof. From equation (3.17) of Lemma 3.5.1, we get that
(
ξk[1]
)
ξ† = ξk+1[1],
for all k ∈ N, from which the statement follows.
Proof of the orthogonality relations. As an illustration, we give the proof of the
orthogonality relations for k = 1, 2.
Using lemma 8.2.2, first with k = 1 and k′ = 0, we obtain that
〈H1,mG, 1〉 = 〈ξ G, 1〉 =
〈
G, [1]ξ†
〉
= 〈G, ξ[1]〉 = 0
Next, for k = 2 and k′ = 0, we have
〈H2,mG, 1〉 =
〈(−ξ2 +m)G, 1〉 = − 〈G, ξ2[1]〉+m 〈G, 1〉 = 0
while finally for k′ = 1,
〈ξH2,mG, 1〉 =
〈(−ξ3 +mξ)G, 1〉 = 0
The remainder of the proof is very similar to the one of the orthogonality relations
for the generalized Clifford-Hermite operators.
Remark 9.1.2. Because of lemma 9.1.3, the previous theorem also means that〈
G,Hk′,mHk,m[1]
〉
=
〈
Hk,mG,Hk′,m[1]
〉
=
〈
Hk′,mHk,mG, 1
〉
= 0, k′ 6= k
Remark 9.1.3 (Orthogonality of the Clifford-Hermite polynomials). Considering
the Clifford-Hermite polynomials instead of the Clifford-Hermite operators how-
ever, one sees that they do not satisfy an orthogonality relation〈
G,Hk′,m[1]Hk,m[1]
〉
=
∑
x∈Zm
Hk′,m[1](x)Hk,m[1](x) g(x) = 0, k
′ 6= k
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as is clear from the following counterexample for k = 2, k′ = 1 and m = 1:
〈G, ξ[1]H2,m[1]〉 =
〈
G, ξ1[1]
(−ξ21 [1] + 1)〉
The polynomial ξ1[1] ξ21 [1] can be expressed in terms of ξ
k[1], k 6 3:
ξ1[1] ξ
2
1 [1] = x1
(
e+1 + e
−
1
) (
x21 + x1 e
+
1 ∧ e−1
)
= ξ31 [1]− ξ21 [1]
(
e+1 − e−1
)
+ 2 ξ1[1]
and thus
〈G, ξ[1]H2,m[1]〉 =
〈
G,−ξ31 [1] + ξ21 [1]
(
e+1 − e−1
)− ξ1[1]〉
=
〈
G, ξ21 [1]
(
e+1 − e−1
)〉 6= 0
9.2 The generalized discrete Clifford-Hermite poly-
nomials
9.2.1 The discrete distribution PrG
We start by considering the discrete distribution PrGwhereG is the discrete Gaus-
sian distribution, and Pr is a discrete spherical monogenic operator of degree r,
i.e. a discrete homogeneous polynomial operator satisfying ∂Pr[1] = 0. In this
section we will investigate the respective actions of the operators ∂ and E on it.
Lemma 9.2.1. One has that
∂ (PrG) = −ξ (PrG)
Proof. See Section 9.7.
Lemma 9.2.2. One has that
E Pr G =
(
r − ξ2)Pr G
Proof. On a monomial ξα = ξα22 . . . ξ
αm
m with |α| = r, the operatorE =
m∑
j=1
ξj∂j
acts as follows:
E ξαG
= (−1)r ξ1ξα ∂1G+
m∑
j=2
(−1)
∑j−1
s=1 αsξj
(
ξα22 . . .
(
αj ξ
αj−1
j + ξ
αj
j ∂j
)
. . . ξαmm
)
G
= −ξ21ξαG+
m∑
j=2
αj ξ
αG−
m∑
j=2
(−1)
∑j−1
s=1 αs ξj
(
ξα22 . . . ξ
αj+1
j . . . ξ
αm
m
)
G
= −ξ21ξαG+
m∑
j=2
αj ξ
αG−
m∑
j=2
ξ2j ξ
αG = r ξαG− ξ2 ξαG
The statement thus holds since Pr consists of monomials of degree r.
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9.2.2 Definition
Let G0 = G be the discrete Gaussian distribution, now directly in the m variables
2, . . . ,m + 1, let Pr be a spherical monogenic operator in the same m variables
and determine the distributions Gk such that
∂
( ∞∑
k=0
1
k!
ξk1 Pr Gk
)
= 0
i.e. Gk+1 = (−1)k+1 ∂′Gk where now ∂′ =
∑m+1
j=2 ∂j . Define the generalized
discrete Clifford-Hermite operators Hk,m,r(ξ′) in the following way:
Gk = Hk,m,r(ξ
′)Pr G
The first few Clifford-Hermite operators are
H0,m,r(ξ) = 1
H1,m,r(ξ) = ξ
H2,m,r(ξ) = −ξ2 +m+ 2r
H3,m,r(ξ) = −ξ3 + (m+ 2r + 2) ξ
H4,m,r(ξ) = ξ
4 − 2 (m+ 2r + 2) ξ2 + (m+ 2r + 2) (m+ 2r)
It is clear from these examples that Hk,m,r(ξ) = Hk,m+2r(ξ). The operators
Hk,m,r(ξ) are, as operators, polynomials in ξ of degree k with real coefficients;
H2`,m,r only contains even powers of ξ while H2`+1,m,r contains only odd ones.
Remark 9.2.1. These are the same operators that appear in the CK-extension of
exp
(
−ξ2
2
)
Pr[1].
Lemma 9.2.3 (Rodrigues’ Formula). One has
H2k,m,r Pr G = (−1)k ∂2k Pr G
H2k+1,m,r Pr G = (−1)k+1 ∂2k+1 Pr G
Proof. Invoke Hk+1,m,r Pr G = (−1)k+1 ∂ Hk,m,r Pr G.
9.2.3 Recurrence formula
Similarly to the radial case, we now expand Hk,m,r as
H2k,m,r =
k∑
j=0
a2k2j ξ
2j and H2k+1,m,r =
k∑
j=0
a2k+12j+1 ξ
2j+1
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Invoking the results
∂ξ2j+1 Pr[1] = (2j + 2r +m) ξ
2j Pr ∂ξ
2j Pr[1] = 2j ξ
2j−1 Pr
we then again may introduce the formal derivative ddξ defined by
d
dξ
ξ2j+1 Pr = (2j + 2r +m) ξ
2j Pr
d
dξ
ξ2j Pr = (2j) ξ
2j−1 Pr
from which it follows that for the generalized Hermite operators
H2k,m,r Pr =
(
d
dξ
− ξ
)
H2k−1,m,r Pr (9.10)
H2k+1,m,r Pr = −
(
d
dξ
− ξ
)
H2k,m,r Pr (9.11)
while for the Hermite polynomials
H2k,m,r Pr[1] = (∂ − ξ)H2k−1,m,r Pr[1]
H2k+1,m,r Pr[1] = − (∂ − ξ)H2k,m,r Pr[1]
In terms of the coefficients a2`2j and a
2`+1
2j+1, we have the following recurrence rela-
tions:
a2`2j = (2j + 2k +m) a
2`−1
2j+1 − a2`−12j−1 (9.12)
a2`+12j+1 = − (2j + 2) a2`2j+2 + a2`2j (9.13)
These recurrence relations directly lead to the following lemma.
Lemma 9.2.4. One has that
2j a2`2j = −2` a2`−12j−1 (9.14)
(2j +m+ 2k) a2`+12j+1 = (2`+m+ 2k) a
2`
2j (9.15)
Corollary 9.2.1 (Explicit form). The coefficients in the expansion of the Clifford-
Hermite polynomials take the following form:
a2`2j = (−1)j 2`−j
(
`
j
)
Γ
(
`+ m2 + k
)
Γ
(
j + m2 + k
) (9.16)
a2`+12j+1 = (−1)j 2`−j
(
`
j
)
Γ
(
`+ m2 + k + 1
)
Γ
(
j + m2 + k + 1
) (9.17)
Proof. The proof is similar to the proof in [5, p.8].
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Corollary 9.2.2.
∂ H2`,m,k Pk′ [1] = −2`H2`−1,m,k′ Pk′ [1] (9.18)
∂ H2`+1,m,k Pk′ [1] = (m+ 2`+ 2k
′)H2`,m,k′ Pk′ [1] (9.19)
and
d
dξ
H2`,m,k Pk′ = −2`H2`−1,m,k′ Pk′ (9.20)
d
dξ
H2`+1,m,k Pk′ = (m+ 2`+ 2k
′)H2`,m,k′ Pk′ (9.21)
9.2.4 Differential equation
Since for all values of k and r, Hk,m,r(ξ) = Hk,m+2r(ξ), we immediately see
that the generalized Clifford-Hermite polynomials satisfy the following differential
equation: (
d2
dξ2
− ξ d
dξ
+ µk
)
Hk,m,r(ξ)Pr = 0
with µ2` = 2` and µ2`+1 = 2`+m+ 2r.
Proof. Let
(
d
dξ − ξ
)
act on (9.20)–(9.21) and combine (9.10)–(9.11).
9.2.5 Correspondence with the Laguerre polynomials
The generalized Clifford-Hermite operators are related to the generalized Laguerre
polynomials on the real line.
Theorem 9.2.1. One has that
H2`,m,r(ξ) = 2
` `!L
m
2 +r−1
`
(
ξ2
2
)
H2`+1,m,r(ξ) = 2
` `! ξ L
m
2 +r
`
(
ξ2
2
)
Proof. One just has to compare the coefficients given in Corollary 9.2.1 with the
coefficients in the definition of the generalized Laguerre polynomials:
Lαt (x) =
t∑
j=0
Γ (t+ α+ 1)
i! (t− i)! Γ(j + α+ 1) (−x)
j
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9.3 Orthogonality relations
In this section, we will prove orthogonality relations for the generalized Clifford-
Hermite operators, namely〈
Hk,m,r Pr G, Hk′,m,r′ Pr′ [1]
〉
= 0 for k 6= k′
To this end, we first show that for k > k′:〈
Hk,m,r Pr G, ξk
′ Pr′ [1]
〉
=
〈
Hk,m,r Pr G, Pr′ ξk
′ [1]
〉
= 0 (9.22)
by induction on k.
9.3.1 First step
For the first step of our induction (k = 1, k′ = 0), we consider〈
H1,m,r Pr G, Pr′ [1]
〉
=
〈
ξ Pr G, Pr′ [1]
〉
=
〈
−∂ (Pr G) , Pr′ [1]
〉
=
〈
Pr G,
(
Pr′ [1]
)
∂†
〉
Lemma 9.3.1. For all polynomials V [1], one has
(
V [1]
)
∂† = ∂V [1].
Proof. Let V be a random polynomial of degree r, given by
V [1] =
∑
|α|=r
aα ξ
α1
1 . . . ξ
αm
m [1]
then
V [1]∂† =
∑
|α|=r
aα (ξ
αm
m . . . ξ
α1
1 [1]) ∂
†
=
∑
|α|=r
m∑
j=1
(−1)α1+...+αj−1aα ξαmm . . . ξαj−1j . . . ξα11 [1]
while
∂V [1] =
∑
|α|=r
m∑
j=1
(−1)α1+...+αj−1 αj aα ξα11 . . . ξαj−1j . . . ξαmm [1]
=
∑
|α|=r
m∑
j=1
(−1)α1+...+αj−1 αj aα ξαmm . . . ξαj−1j . . . ξα11 [1]
We may thus conclude that indeed
(
V [1]
)
∂† = ∂V [1].
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Corollary 9.3.1. For all spherical monogenics Pr′ [1] and all values of k′, one has(
ξk′Pr′ [1]
)
∂† = ∂ξk′Pr′ [1]
In particular this means that
(
Pr[1]
)
∂† = 0 and
(
ξ2sPr′ [1]
)
∂† = 2s ξ2s−1Pr′ [1](
ξ2s+1Pr′ [1]
)
∂† = (2s+m+ 2r′) ξ2sPr′ [1]
As a consequence, it is clear that our first step of the induction is true, since now〈
H1,m,r Pr G, Pr′ [1]
〉
=
〈
Pr G,
(
Pr′ [1]
)
∂†
〉
= 0
9.3.2 Induction step
Let us assume that the statement (9.22) holds for k 6 s − 1. Now we consider
k = s and k′ < k, and we will show that〈
Hs,m,r Pr G, ξk
′ Pr′ [1]
〉
= 0
As H2`,m,r Pr G = (−1)` ∂2` Pr G and H2`+1,m,r Pr G = (−1)`+1 ∂2`+1 Pr G,
we get 〈
Hs,m,r Pr G, ξk
′ Pr′ [1]
〉
= ±
〈
∂Hs−1,m,r Pr G, ξk
′ Pr′ [1]
〉
= ∓
〈
Hs−1,m,r Pr G,
(
ξk′ Pr′ [1]
)
∂†
〉
= ∓
〈
Hs−1,m,r Pr G, ∂ξk
′ Pr′ [1]
〉
Since
∂ξ2`′Pr′ [1] = 2`
′ ξ2`′−1Pr′ [1]
∂ξ2`′+1Pr′ [1] = (2`
′ +m+ 2r′) ξ`′−1Pr′ [1]
we now can apply our induction hypothesis for k = s − 1 and k′ − 1 < s − 1
which shows that 〈
Hs,m,r Pr G, ξk
′ Pr′ [1]
〉
= 0
The argument for the orthogonality when k′ > k is similar; it is given below.
Using the explicit form of their coefficients, one can establish (see (9.18)–(9.19))
9-14 CHAPTER 9
that ∂ Hk,m,r Pr[1] = C(k,m, r)Hk−1,m,r Pr[1] with C(k,m, r) = −k if k is
even and m+ 2r + k − 1 if k is odd. For k′ > k we thus see that〈
Hk,m,r Pr G, Hk′,m,r′ Pr′ [1]
〉
=
〈± ∂k Pr G, Hk′,m,r′ Pr′ [1]〉
=
〈∓ ∂k−1 Pr G, ∂ Hk′,m,r′ Pr′ [1]〉
= C(k′,m, r′)
〈∓ ∂k−1 Pr G, Hk′−1,m,r′ Pr′ [1]〉 = . . .
= ±(−1)k C(k′,m, r′) . . . C(k′ − k,m, r′) 〈Pr G, Hk′−k,m,r′ Pr′ [1]〉
One can easily show that
〈
Pr G, Hk′,m,r′ Pr′ [1]
〉
= 0, for k′ 6= 0. Indeed, for
k′ > 1, one gets〈
Pr G, Hk′,m,r′ Pr′ [1]
〉
=
〈
Pr G, ± (∂ − ξ)Hk′−1,m,r′ Pr′ [1]
〉
= ∓ 〈∂ Pr G, Hk′−1,m,r′ Pr′ [1]〉∓ 〈Pr G, ξ Hk′−1,m,r′ Pr′ [1]〉
= ∓ 〈∂ Pr G, Hk′−1,m,r′ Pr′ [1]〉∓ 〈Pr G, Hk′−1,m,r′ Pr′ ξ[1]〉
= ∓ 〈∂ Pr G, Hk′−1,m,r′ Pr′ [1]〉∓ 〈ξ Pr G, Hk′−1,m,r′ Pr′ [1]〉
= 0
since ∂ Pr G = −ξ Pr G.
9.3.3 Orthogonality when r 6= r′
The orthogonality of the polynomials Hk,m,r Pr and Hk′,m,r′ P ′r with respect to
the Gaussian distribution not only holds for k 6= k′ but also when r 6= r′. We will
show this for k = k′ and r 6= r′:〈
Hk,m,r Pr G, Hk,m,r′ Pr′ [1]
〉
= 0 when r 6= r′
Now〈
H2`,m,r Pr G,H2`,m,r′ Pr′ [1]
〉
=
〈
∂ H2`−1,m,r Pr G,H2`,m,r′ Pr′ [1]
〉
= −C(2`,m, r)
〈
H2`−1,m,r Pr G,H2`−1,m,r′ Pr′ [1]
〉
〈
H2`+1,m,r Pr G,H2`+1,m,r′ Pr′ [1]
〉
= −
〈
∂ H2`,m,r Pr G,H2`+1,m,r′ Pr′ [1]
〉
= C(2`+ 1,m, r)
〈
H2`,m,r Pr G,H2`,m,r′ Pr′ [1]
〉
hence
〈
Hk,m,r Pr G,Hk,m,r′ Pr′ [1]
〉
= 0 iff
〈
Pr G,Pr′ [1]
〉
= 0 for r 6= r′,
with G = e
∂2
2 δ0:〈
Pr G,Pr′ [1]
〉
=
〈
G,Pr′Pr[1]
〉
=
∞∑
`=0
1
2` `!
〈
δ0, ∂
2`
(
Pr′Pr[1]
)〉
=
∞∑
`=0
1
2` `!
∂2` Pr′Pr[1](0)
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This only differs from zero if r + r′ = 2`, for some `. Without loss of generaliza-
tion, we may assume that r′ < r or equivalently 2r′ < 2`.
Lemma 9.3.2. Let Sr be a spherical harmonic of degree r and Pr′ homogeneous
of degree r′ with r + r′ = 2` and r′ > r. Then
∂2` Sr Pr′ [1](0) = 2
r `!
(`− r)! Sr(∂) ∂
2`−2r Pr′ [1](0)
where Sr(∂) results from Sr(ξ) by replacing every ξj with ∂j , j = 1, . . . ,m.
Proof. Let Sr =
∑
|α|=r aα ξ
α then
∆Sr =
∑
|α|=r
aα
m∑
j=1
ξα11 . . .
(
αj (αj − 1) ξαj−2j + 2αj ξαj−1j ∂j + ξαjj ∂2j
)
. . . ξαmm
Then ∆Sr[1] = 0 shows that the first part must vanish; we are left with
∆Sr =
m∑
j=1
Q
(j)
r−1 ∂j + Sr∆
where
Q
(j)
r−1 = 2
∑
|α|=r
aα αj (−1)αj+1+...+αm ξα11 . . . ξαj−1j . . . ξαmm
We now prove two things:
1. For each j = 1, . . . ,m the polynomials Q(j)r−1 are harmonic of degree r− 1.
First we will give an alternative description ofQ(j)r−1. With Sr =
∑
|α|=r
aα ξ
α
we get that
∂j Sr[1] =
∑
|α|=r
aα (−1)α1+...+αj−1 αj ξα11 . . . ξαj−1j . . . ξαmm [1]
= (−1)r
∑
|α|=r
aα (−1)αj+αj+1+...+αm αj ξα11 . . . ξαj−1j . . . ξαmm [1]
= (−1)r+1
∑
|α|=r
aα (−1)αj+1+...+αm αj ξα11 . . . ξαj−1j . . . ξαmm [1]
∗j
where .∗j now denotes replacing every ξj by −ξj . We thus get that
∂j Sr[1] = (−1)r+1
(
1
2
Q
(j)
r−1[1]
)∗j
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or equivalently
Q
(j)
r−1[1] = 2 (−1)r+1 (∂j Sr[1])∗j
It is easy to see that ∆
(
(ξα11 . . . ξ
αm
m [1])
∗j) equals (∆ ξα11 . . . ξαmm [1])∗j , im-
plying that
∆Q
(j)
r−1[1] = 2 (−1)r+1∆ (∂j Sr[1])∗j = 2 (−1)r+1 (∆∂j Sr[1])∗j
= 2 (−1)r+1 (∂j ∆Sr[1])∗j = 0
We thus get that each Q(j)r−1 is harmonic of degree r − 1.
2. The second statement says that
m∑
j=1
Q
(j)
r−1(∂) ∂j = 2r Sr(∂)
which follows from considering
∆Sr ξ
2[1] = Sr ∆ ξ
2[1] +
m∑
j=1
Q
(j)
r−1 ∂j ξ
2[1]
Using ∂2 ξ2 = 2m + 4E + ξ2 ∂2, we get that
∑m
j=1Q
(j)
r−1 ξj = 2r Sr. So
if we now replace each ξj with ∂j (which have the same calculation rules as
the ξj), the second statement follows.
The proof of
∂2` Sr(ξ)Pr′ [1](0) = 2
r `!
(`− r)! Sr(∂) ∂
2`−2r Pr′ [1](0)
is then concluded by induction on ` and induction on r.
We will do first induction on `. Let ` = 0 then r = r′ = 0 and the statement holds
trivially. Now assume the statement holds for all values < `; we will show that the
statement also holds for `.
We thus start the induction on r. For r = 0, this trivially holds since spherical
monogenics of degree zero are constants. Assume that for our choice of `, the
statement holds for all values < r. We now prove it also holds for r.
∂2` Sr(ξ)Pr′ [1](0) = ∂
2`−2
Sr∆ + m∑
j=1
Q
(j)
r−1 ∂j
Pr′ [1](0)
= ∂2`−2 Sr (∆Pr′) [1](0) +
m∑
j=1
∂2`−2Q(j)r−1 (∂j Pr′) [1](0)
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where ∂j Pr′ is a homogeneous polynomial of degree r′ − 1.
Using the induction hypothesis on ` for the first term ∂2`−2 Sr (∆Pr′) [1](0), we
find that
∂2`−2 Sr(ξ) (∆Pr′) [1](0) = 2r
(`− 1)!
(`− 1− r)! Sr(∂) ∂
2`−2−2r (∆Pr′) [1](0)
= 2r
(`− 1)!
(`− r − 1)! Sr(∂) ∂
2`−2r Pr′ [1](0)
Using the induction hypothesis for r, the second term then is equal to
m∑
j=1
∂2`−2Q(j)r−1 (∂j Pr′) [1](0)
= 2r−1
(`− 1)!
((`− 1)− (r − 1))!
m∑
j=1
Q
(j)
r−1(∂) ∂
2`−2−2(r−1) (∂j Pr′) [1](0)
= 2r−1
(`− 1)!
(`− r)!
m∑
j=1
(
Q
(j)
r−1(∂) ∂j
)
∂2`−2r Pr′ [1](0)
= 2r r
(`− 1)!
(`− r)! Sr(∂) ∂
2`−2r Pr′ [1](0)
We thus get that
∂2` Sr(ξ)Pr′ [1](0) = 2
r (`− 1)!
(`− r − 1)!
(
1 +
r
(`− r)
)
Sr(∂) ∂
2`−2r Pr′ [1](0)
= 2r
`!
(`− r)! Sr(∂) ∂
2`−2r Pr′ [1](0)
which concludes the induction on r and hence also the induction on `.
Corollary 9.3.2. For r′ 6= r, we then have〈
Pr G,Pr′ [1]
〉
= 0
Proof. First consider r′ < r. We get〈
Pr G,Pr′ [1]
〉
=
1
2` `!
∂2` Pr′Pr[1](0)
=
2r
′
2` `!
`!
(`− r′)! Pr′(∂) ∂
2`−2r′ Pr[1](0)
=
1
2`−r′ (`− r′)! Pr′(∂) ∂
2`−2r′ Pr[1](0)
and 2`− 2r′ = r − r′ > 0.
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• r − r′ = 1 is not possible since r + r′ = 2` so they are either both odd or
both even.
• We thus now that r − r′ > 2 from which it follows that
Pr′(∂) ∂
2`−2r′ Pr[1](0) = Pr′(∂) ∂2`−2r
′−2∂2 Pr[1](0) = 0
For r < r′, we see that
∂2` Pr′Pr[1](0) = ∂
2`PrPr′ [1](0) = ∂2`PrPr′ [1](0)
which will thus also be zero.
Remark 9.3.1. If one directly assumes that Pr′ is a spherical harmonic, the proof
reduces to a simpler version. However, we have chosen to prove this version since
it makes a statement about the action of ∂2s Sr on a larger class of discrete poly-
nomials.
Remark 9.3.2. In the previous lemma we have used spherical harmonics. This
is because even though Pr is spherical monogenic (∂Pr[1] = 0), Pr is not nec-
essarily spherical monogenic. For example, P2 = ξ22 − 2 ξ1ξ2 − ξ21 is spherical
monogenic
∂P2 = 2 ξ2 − 2 ξ2 + 2 ξ1 − 2 ξ1 = 0
but P2 = ξ22 + 2 ξ1ξ2 − ξ21 isn’t:
∂P2 = 2 ξ2 + 2 ξ2 − 2 ξ1 − 2 ξ1
On the other hand, if Sr is spherical harmonic then also Sr is spherical harmonic:
∂2Sr[1] =
(
Sr[1]
)
∂2 =
(
Sr[1]
) (
∂†
)2
=
(
∂ Sr[1]
)
∂† = ∂2 Sr[1] = 0
since ∂2 is scalar so action from the right equals action from the left and ∂2 =(
∂†
)2
. Luckily, the lemma only needs discrete harmonicity and not the stricter
requirement of discrete monogenicity.
9.4 Discrete Clifford-Laguerre polynomials
On the real line the generalized Laguerre polynomials L(α)n (x) (α > −1, n =
0, 1, 2, . . .) may be defined by the Rodrigues formula
L(α)n (x) = x
−α e
x
n!
dn
dxn
[
e−x xn+α
]
SPECIAL FUNCTIONS 9-19
They constitute an orthogonal basis for L2 ( [ 0,∞ [ , xα e−x dx ) and satisfy the
orthogonality relation∫ ∞
0
L(α)n1 (x)L
(α)
n2 (x)x
α e−x dx = Γ(1 + α)
(
n2 + α
n2
)
δn1,n2
Furthermore, their recurrence relation reads
nL(α)n (x) = (2n+ α− 1− x)L(α)n−1(x)− (n+ α− 1)L(α)n−2(x)
The first few generalized Laguerre polynomials L(α)n (x) are given by
L
(α)
0 (x) = 1
L
(α)
1 (x) = −x+ α+ 1
L
(α)
2 (x) =
x2
2
− (α+ 2)x+ (α+ 2) (α+ 1)
2
L
(α)
3 (x) =
−x3
6
+
(α+ 3)
2
x2 − (α+ 3) (α+ 2)
2
x+
(α+ 1) (α+ 2) (α+ 3)
6
The Laguerre polynomials on the real line were generalized to the Euclidean Clif-
ford setting in [9], and were used for the so-called Clifford-Laguerre wavelets.
9.4.1 One-dimensional discrete Clifford-Laguerre polynomials
In Section 8.3, it was established that the action of the distribution Eλ on polyno-
mials ξk[1] in one dimension is given by〈
Eλ, ξ
k[1]
〉
= (−1)k+1 k!λ−(k+1)
We define a set of orthogonal discrete polynomials with respect to the distribution
Eλ, i.e. a family of discrete polynomials {Ln |n ∈ N} such that
〈Ln1 Gλ, Ln2 [1]〉 = 0 if n1 6= n2
We start by choosing L0 = 1. We then propose the following form for L1 =
a ξ1 + b and we determine the coefficients a and b such that
0 = Eλ [L1[1]] = Eλ [a ξ1[1] + b] =
a
λ2
− b
λ
i.e. a = λ b. The polynomials Ln are defined up to a constant; we will always
choose this constant to be 1, in particular b = 1, implying that L1 = λ ξ1 + 1.
For the polynomial L2 of degree 2, we start with three unknown coefficients L2 =
a ξ21 + b ξ1 + c (with a 6= 0) and require that 〈LnEλ, L2〉 = 0 for n = 0, 1. These
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conditions are 4 a = λ b and 12 b = λ c. Choosing c = 1 then gives us b = 2λ,
a = 12 λ
2 and L2 = 12 λ
2 ξ21 + 2λ ξ1 + 1.
By requiring that 〈LnEλ, L3〉 = 0 for n = 0, 1, 2 and choosing the constant factor
to be 1, we find that L3 =
1
6
λ3 ξ31 +
3
2
λ2 ξ21 + 3λ ξ1 + 1.
Similarly, demanding that 〈LnEλ, L4〉 = 0 for n = 0, . . . , 3 and choosing the
constant term to be 1 results in the polynomialL4 =
1
24
λ4 ξ41 +
2
3
λ3 ξ31 +3λ
2 ξ21 +
4λ ξ1 + 1.
In conclusion, the first few one-dimensional orthogonal discrete polynomials are
L0 = 1 L3 =
1
6
λ3 ξ31 +
3
2
λ2 ξ21 + 3λ ξ1 + 1
L1 = λ ξ1 + 1 L4 =
1
24
λ4 ξ41 +
2
3
λ3 ξ31 + 3λ
2 ξ21 + 4λ ξ1 + 1
L2 =
1
2
λ2 ξ21 + 2λ ξ1 + 1
These examples illustrate that the discrete Clifford-Laguerre polynomials with
λ = −1 formally resemble the classical generalized Laguerre polynomials L(0)n .
Furthermore 〈LnEλ, Ln〉 = −λ−1, n = 0, . . . , 3.
Definition 9.4.1 (Rodrigues formula). We define the discrete Laguerre polynomi-
als in the one-dimensional setting as
Ln[1] =
e−λ ξ
n!
∂n
[
eλ ξ ξn[1]
]
We will show later on that these polynomials are orthogonal with respect to the
distribution Eλ.
Example 9.4.1. Obviously e−λ ξ
(
eλ ξ[1]
)
= 1 which indeed is equal to L0.
Example 9.4.2. To calculate e−λ ξ ∂
(
eλ ξ ξ[1]
)
, we first determine ∂ eλ ξ:
∂ eλ ξ =
∞∑
`=0
λ2`
2`!
(
2` ξ2`−1 + ξ2`∂
)
+
∞∑
`=0
λ2`+1
(2`+ 1)!
(
(2`+m) ξ2` + 2 ξ2`E − ξ2`+1∂)
= e−λ ξ∂ + λ eλ ξ + 2
∞∑
`=0
λ2`+1
(2`+ 1)!
ξ2`E
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which shows that for n = 1, we get
e−λ ξ ∂
(
eλ ξ ξ[1]
)
= e−λ ξ
(
e−λ ξ ∂ ξ[1] + λ eλ ξ ξ[1] + 2
∞∑
`=0
λ2`+1
(2`+ 1)!
ξ2`+1[1]
)
= e−λ ξ
[
e−λ ξ + λ eλ ξ ξ + 2
∞∑
`=0
λ2`+1
(2`+ 1)!
ξ2`+1
]
[1]
= e−λ ξ
[( ∞∑
`=0
λ2`
(2`)!
ξ2` −
∞∑
`=0
λ2`+1
(2`+ 1)!
ξ2`+1
)
+ λ eλ ξ ξ
+ 2
∞∑
`=0
λ2`+1
(2`+ 1)!
ξ2`+1
]
[1]
= e−λ ξ
[
eλ ξ + λ eλ ξ ξ
]
[1] = λ ξ[1] + 1
One can check from the examples of the polynomials Ln with n = 1,. . . , 4 that
the following recurrence relations hold:
2L2 = (λ ξ + 3)L1 − L0
3L3 = (λ ξ + 5)L2 − 2L1
4L4 = (λ ξ + 7)L3 − 3L2
Theorem 9.4.1 (Recurrence relation). For all n > 2:
nLn = (λ ξ + 2n− 1)Ln−1 − (n− 1)Ln−2 (9.23)
Proof. See Section 9.7.
Corollary 9.4.1. For all n > 0
Ln =
n∑
k=0
a
(n)
k λ
k ξk with a(n)0 = 1
Proof. See Section 9.7.
Lemma 9.4.1. ∂Ln[1] = λ
n−1∑
s=0
Ls[1], for all n > 1.
Proof. See Section 9.7.
Example 9.4.3.
∂ L0[1] = 0
∂ L1[1] = λ = λL0[1]
∂ L2[1] = λ
2 ξ1 + 2λ = λL1[1] + λL0[1]
∂ L3[1] =
(
1
2
λ3 ξ21 + 3λ
2 ξ1 + 3λ
)
[1] = λL2[1] + λL1[1] + λL0[1]
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We consider some examples of Li Ln:
L0 Ln = Ln
L1 L1 = λ
2 ξ21 + 2λ ξ1 + 1 = 2L2 − 2L1 + L0
L1 L2 =
1
2
λ3 ξ31 +
5
2
λ2 ξ21 + 3λ ξ1 + 1 = 3L3 − 4L2 + 2L1
L1 L3 =
1
6
λ4 ξ41 +
5
3
λ3 ξ31 +
9
2
λ2 ξ21 + 4λ ξ1 + 1 = 4L4 − 6L3 + 3L2
Lemma 9.4.2. For s 6 n, Ls Ln is a linear combination of Ln−s, . . . , Ln+s, i.e.
Ls Ln =
n+s∑
p=n−s
ap Lp
for some ap ∈ R, p = n− s, . . . , n+ s.
Proof. We prove this by induction on s: for s = 0, obviously L0 Ln = Ln. For
s = 1, we see that
L1 Ln = (λ ξ + 1)Ln =
(
(n+ 1)Ln+1 − (2n+ 1)Ln + nLn−1
)
+ Ln
= (n+ 1)Ln+1 − 2nLn + nLn−1
We now assume (IH) that the statement holds for all s− 1 6 n. Then for 1 < s 6
n, we have
sLs Ln = (λ ξ + 2s− 1)Ls−1 Ln − (s− 1)Ls−2 Ln
IH
= (λ ξ + 2s− 1)
n+s−1∑
p=n−s+1
ap Lp − (s− 1)
n+s−2∑
p=n−s+2
bp Lp
=
n+s−1∑
p=n−s+1
ap
(
(p+ 1)Lp+1 − (2p+ 1)Lp + pLp−1
)
+ (2s− 1)
n+s−1∑
p=n−s+1
ap Lp − (s− 1)
n+s−2∑
p=n−s+2
bp Lp
This expression only contains the polynomials Ln−s, . . . , Ln+s, with real coeffi-
cients.
9.4.2 Orthogonality
Lemma 9.4.3 (Orthogonality of the polynomials Ln). We prove that
〈LnEλ, Ls[1]〉 = 0 n 6= s
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Proof. Induction on n: we first prove that for n = 0
〈Eλ, Ls[1]〉 = 0 for s > 1
This we prove by induction on s. For s = 1, we see that
〈Eλ, L1[1]〉 = 〈Eλ, (λ ξ1 + 1) [1]〉 = λ
λ2
− 1
λ
= 0
For s > 2, we use that fact that (∂ − λ)Eλ = δ or thus Eλ = 1λ (∂ Eλ − δ):
〈Eλ, Ls[1]〉 = 1
λ
〈(∂ Eλ − δ) , Ls[1]〉 = −1
λ
〈Eλ, ∂ Ls[1]〉 − 1
λ
=
−1
λ
s−1∑
p=0
λ 〈Eλ, Lp[1]〉 − 1
λ
=
−1
λ
〈Eλ, λL0[1]〉 − 1
λ
= −〈Eλ, 1〉 − 1
λ
= 0
Now we assume (IH) that 〈LpEλ, Ls[1]〉 = 0 if p 6= s and p < n. Then for
〈LnEλ, Ls[1]〉 with s 6= n
we use 〈LnEλ, Ls[1]〉 = 〈Eλ, Ls Ln[1]〉. Without loss of generalization, we may
assume that s < n. Lemma 9.4.2 states that Ls Ln[1] is a linear combination
of Ln−s, . . . , Ln+s and thus is of the form: Ls Ln[1] =
n+s∑
p=n−s
cp Lp[1]. Since
〈Eλ, Lp[1]〉 = 0 for p > 1, the statement follows.
Remark 9.4.1. The discrete polynomials Ln may alternatively be expressed as
Ln(ξ)Eλ =
1
n!
∂n ξnEλ (9.24)
Indeed, we already know that the polynomial L0 = 1 and L1 = λ ξ + 1, so we
consider for n = 1:
∂ ξ Eλ = ∂ ξ
∞∑
k=0
λ−k ∂kδ0 =
∞∑
k=0
(−k)λ−k ∂kδ0
since ξ ∂k δ0 = −k ∂k−1 δ0. On the other hand
(λ ξ + 1)Eλ =
∞∑
k=0
λ−k (−k λ) ∂k−1δ0 +
∞∑
k=0
λ−k ∂kδ0
= −
∞∑
k=0
λ−k (k + 1) ∂kδ0 +
∞∑
k=0
λ−k ∂kδ0 = ∂ ξ Eλ
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So it indeed holds that L1Eλ = ∂ ξ Eλ. We now prove that for the new definition
(9.24) of the polynomials Ln, the recurrence relation
nLn = (λ ξ + 2n− 1)Ln−1 − (n− 1)Ln−2
also holds.
nLn − (λ ξ + 2n− 1)Ln−1 + (n− 1)Ln−2
=
1
(n− 1)! ∂
n ξnEλ − (λ ξ + 2n− 1)
(n− 1)! ∂
n−1 ξn−1Eλ +
(n− 1)
(n− 2)! ∂
n−2 ξn−2Eλ
=
(−1)n
(n− 1)!
[ ∞∑
k=0
λ−k k!
(k − n)! ∂
kδ0 + (λ ξ + 2n− 1)
∞∑
k=0
λ−k k!
(k − n+ 1)! ∂
kδ0
+ (n− 1)2
∞∑
k=0
λ−k k!
(k − n+ 2)! ∂
kδ0
]
To prove that this equals zero, we consider
∞∑
k=0
λ−k k!
(k − n)! ∂
kδ0 −
∞∑
k=1
λ−(k−1) k! k
(k − n+ 1)! ∂
k−1δ0
+ (2n− 1)
∞∑
k=0
λ−k k!
(k − n+ 1)! ∂
kδ0 + (n− 1)2
∞∑
k=0
λ−k k!
(k − n+ 2)! ∂
kδ0
=
∞∑
k=0
λ−k k!
(k − n+ 2)!
[
(k − n+ 2)(k − n+ 1)− (k + 1)2
+ (2n− 1)(k − n+ 2) + (n− 1)2
]
∂kδ0
= 0
Combining the recurrence relation with ∂ ξ Eλ = L1 then shows that all Ln,
n > 0 can be written as 1n! ∂n ξnEλ.
9.5 Multi-dimensional Laguerre polynomials
We again start from the distribution Eλ =
−1
λ
∞∑
`=0
λ−` ∂`δ0. In one dimension,
the Laguerre polynomials Ln (ξ) were defined by: Ln(ξ)Eλ = 1n! ∂
n ξnEλ. In
higher dimensions, 1n! ∂
n ξnEλ can not be written as a polynomial in ξ acting on
Eλ. However, it can be expressed as a polynomial Ln(ξ) of degree n acting on Eλ
plus a polynomial Kn(ξ) of degree n acting on E−λ:
1
n!
∂n ξnEλ = Ln(ξ)Eλ +Kn(ξ)E−λ
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where E−λ =
1
λ
∞∑
`=0
(−λ)−` ∂`δ0. In the same way, we consider 1n! ∂n ξnE−λ
and express it as
1
n!
∂n ξnE−λ = Qn(ξ)Eλ +Rn(ξ)E−λ
Definition 9.5.1. Them-dimensional discrete Clifford-Laguerre polynomial of de-
gree n is
M(n) =
(
Ln(ξ) Kn(ξ)
Qn(ξ) Rn(ξ)
)
or thus
M(n)
(
Eλ
E−λ
)
=
1
n!
∂n ξn
(
Eλ
E−λ
)
Example 9.5.1.
M(0) =
(
1 0
0 1
)
M(1) =
(
λ ξ + 1 1−m
1−m −λ ξ + 1
)
M(2) =
(
1
2 λ
2 ξ2 + 2λ ξ + 1 1−m
1−m 12 λ2 ξ2 − 2λ ξ + 1
)
We consider the action of the distribution F :=
(
Eλ
E−λ
)
on them-dimensional La-
guerre polynomials (or in general on (2× 2)-matrices with polynomial entries), in
the following way: let M(n) be a (2× 2)-matrix of which the entries are polyno-
mials of degree n. Write M(n) as
n∑
i=0
(
ai bi
ci di
)
ξi[1]
with ai, bi, ci, di ∈ R. Then the action of F on this matrix is given by〈(
Eλ
E−λ
)
,M(n)
〉
=
n∑
i=0
(
ai bi
ci di
)(
Eλ
[
ξi[1]
]
E−λ
[
ξi[1]
])
Let A ∈ R2×2 and k ∈ N. We define〈
∂
(
Eλ
E−λ
)
, A ξk[1]
〉
= −
〈(
Eλ
E−λ
)
, A
(
ξk[1]
)
∂†
〉
= −A
(
Eλ
[
∂
(
ξk[1]
)]
E−λ
[
∂
(
ξk[1]
)])〈
ξ
(
Eλ
E−λ
)
, A ξk[1]
〉
=
〈(
Eλ
E−λ
)
, A
(
ξk[1]
)
ξ†
〉
= A
(
Eλ
[
ξk+1[1]
]
E−λ
[
ξk+1[1]
])
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9.5.1 No orthogonality relations
Remember that
〈
E±λ, ξ2`[1]
〉
= ∓ (2`)!!
λ2`+1
(m+ 2`− 2)!!
(m− 2)!!〈
E±λ, ξ2`+1[1]
〉
=
(2`)!!
λ2`+2
(m+ 2`)!!
(m− 2)!!
For example:
〈(
Eλ
E−λ
)
, 1
〉
=
(
− 1λ
1
λ
)
,
〈(
Eλ
E−λ
)
, ξ[1]
〉
=
(
m
λ2
m
λ2
)
〈(
Eλ
E−λ
)
, ξ2[1]
〉
=
(−2m
λ3
2m
λ3
)
,
〈(
Eλ
E−λ
)
, ξ3[1]
〉
=
(
2
λ4 m (m+ 2)
2
λ4 m (m+ 2)
)
With these examples, we can check for orthogonality relations.
Example 9.5.2.
〈(
Eλ
E−λ
)
,M(0)
〉
=
〈(
Eλ
E−λ
)
,
(
1 0
0 1
)〉
=
(
1 0
0 1
)(
Eλ [1]
E−λ [1]
)
=
(−1
λ
1
λ
)
Example 9.5.3.〈(
Eλ
E−λ
)
,M(1)
〉
=
〈(
Eλ
E−λ
)
,
(
λ ξ + 1 1−m
1−m −λ ξ + 1
)〉
=
(
λ 0
0 −λ
)(
Eλ [ξ[1]]
E−λ [ξ[1]]
)
+
(
1 1−m
1−m 1
)(
Eλ [1]
E−λ [1]
)
=
(
λ 0
0 −λ
)(m
λ2
m
λ2
)
+
(
1 1−m
1−m 1
)(−1
λ
1
λ
)
=
(
0
0
)
Example 9.5.4. Similarly,
〈(
Eλ
E−λ
)
,M(2)
〉
=
〈(
Eλ
E−λ
)
,
(
λ2
2 ξ
2 + 2λ ξ + 1 1−m
1−m λ22 ξ2 − 2λ ξ + 1
)〉
=
(
0
0
)
We now also consider the action of a matrix of polynomial operators on the distri-
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bution
(
Eλ
E−λ
)
:
〈(
a b
c d
)
ξn
(
Eλ
E−λ
)
,
k∑
i=0
(
ai bi
ci di
)
ξi[1]
〉
=
k∑
i=0
(
ai bi
ci di
)(
a b
c d
)〈(
Eλ
E−λ
)
, ξn+i[1]
〉
Note that, although we have used the notation 〈·, ·〉, we have not yet established
that the action is symmetric and thus an inner product. This will in fact not be the
case, as is visible from the following examples.
Example 9.5.5.
〈
M(2)
(
Eλ
E−λ
)
,M(1)
〉
=
〈[(
1
2 λ
2 0
0 12 λ
2
)
ξ2 +
(
2λ 0
0 −2λ
)
ξ +
(
1 1−m
1−m 1
)](
Eλ
E−λ
)
,(
λ 0
0 −λ
)
ξ[1] +
(
1 1−m
1−m 1
)〉
=
(
λ 0
0 −λ
)(
1
2 λ
2 0
0 12 λ
2
)〈(
Eλ
E−λ
)
, ξ3[1]
〉
+
(
1 1−m
1−m 1
)(
1
2 λ
2 0
0 12 λ
2
)〈(
Eλ
E−λ
)
, ξ2[1]
〉
+
(
λ 0
0 −λ
)(
2λ 0
0 −2λ
)〈(
Eλ
E−λ
)
, ξ2[1]
〉
+
(
1 1−m
1−m 1
)(
2λ 0
0 −2λ
)〈(
Eλ
E−λ
)
, ξ[1]
〉
+
(
λ 0
0 −λ
)(
1 1−m
1−m 1
)〈(
Eλ
E−λ
)
, ξ[1]
〉
+
(
1 1−m
1−m 1
)(
1 1−m
1−m 1
)〈(
Eλ
E−λ
)
, 1
〉
=
(
0
0
)
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Example 9.5.6.〈
M(1)
(
Eλ
E−λ
)
,M(2)
〉
=
〈[(
λ 0
0 −λ
)
ξ +
(
1 1−m
1−m 1
)](
Eλ
E−λ
)
,[(
1
2
λ2 0
0 1
2
λ2
)
ξ2[1] +
(
2λ 0
0 −2λ
)
ξ[1] +
(
1 1−m
1−m 1
)]〉
=
〈(
Eλ
E−λ
)
,
[(
1
2
λ2 0
0 1
2
λ2
)(
λ 0
0 −λ
)
ξ3[1] +
(
2λ 0
0 −2λ
)(
λ 0
0 −λ
)
ξ2[1]
〉
+
(
1 1−m
1−m 1
)(
λ 0
0 −λ
)
ξ[1] +
(
1
2
λ2 0
0 1
2
λ2
)(
1 1−m
1−m 1
)
ξ2[1]
+
(
2λ 0
0 −2λ
)(
1 1−m
1−m 1
)
ξ[1] +
(
1 1−m
1−m 1
)(
1 1−m
1−m 1
)]
=
(
− 2m
λ
(m− 1)
2m
λ
(m− 1)
)
Due to the non-commutativity of the (higher-dimensional) Laguerre polynomials,
they do not satisfy an orthogonality relation.
9.6 Conclusion
We discretized two families of orthogonal Clifford-polynomials.
The discrete (generalized) Clifford-Hermite polynomials Hk,m,r of degree k were
defined as ± ∂k Pr G, where G is the discrete Gaussian distribution and Pr is a
discrete spherical monogenic of degree r. These discrete Clifford-Hermite po-
lynomials satisfy similar properties as their continuous counterparts: recurrence
formulae (9.10)–(9.11), differential equation (Section 9.2.4), orthogonality rela-
tions: 〈
Hk,m,r Pr G, Hk′,m,r′ Pr′ [1]
〉
= 0 k 6= k′ or r 6= r′
The one-dimensional discrete Clifford-Laguerre polynomials were defined by their
Rodrigues’ formula Ln[1] = e
−λ ξ
n! ∂
n
[
eλ ξ ξn[1]
]
or similarly by
Ln[1] =
1
n!
∂nξnEλ
and showed a recurrence relation and orthogonality with respect to the discrete
distribution Eλ. Higher-dimensional Clifford-Laguerre polynomials were defined
by means of a matrix-representation
M(n)
(
Eλ
E−λ
)
=
1
n!
∂n ξn
(
Eλ
E−λ
)
but these polynomials proved to be non-orthogonal with respect to the distributions
Eλ, E−λ due to their non-commutative nature.
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9.7 Technical lemmas
9.7.1 Discrete Clifford-Hermite polynomials
Lemma 9.2.1 One has that
∂ [PrG] = −ξ [PrG]
Proof. Recall that a basis for discrete spherical monogenics of degree r is given
by CK [ξα], α = (α2, . . . , αm) ∈ Nm−1 with |α| = r:
CK [ξα] =
∞∑
`=0
(−1)`
(2`)!
ξ2`1 ∂
′2` [ξα] +
∞∑
`=0
(−1)`+1
(2`+ 1)!
ξ2`+11 ∂
′2`+1 [ξα]
We thus only need to determine the action of the Dirac operator ∂ on the product
of each of these basis elements with G. Writing
∂ CK[ξα]G = ∂1 CK[ξ
α]G+ ∂′
m∑
j=2
CK[ξα]G
we will investigate the first term separately; we have
∂1 CK [ξ
α] =
∞∑
`=0
(−1)`
(2`)!
(
ξ2`1 ∂1 + 2` ξ
2`−1
1
)
∂′2` [ξα]
+
∞∑
`=0
(−1)`+1
(2`+ 1)!
(
ξ2`+11 ∂1 + (2`+ 1) ξ
2`
1
)
∂′2`+1 [ξα]
=
∞∑
`=0
(−1)`
(2`)!
ξ2`1 ∂
′2` [(−1)|α|ξα] ∂1
−
∞∑
`=0
(−1)`+1
(2`+ 1)!
ξ2`+11 ∂
′2`+1 [(−1)|α| ξα] ∂1
−
∞∑
`=0
(−1)`
(2`+ 1)!
ξ2`+11 ∂
′2`+2 [ξα] +
∞∑
`=0
(−1)`+1
(2`)!
ξ2`1 ∂
′2`+1 [ξα]
from which it follows that
∂1 CK [ξ
α]G
= −
∞∑
`=0
(−1)`
(2`)!
ξ2`+11 ∂
′2` [ξαG]−
∞∑
`=0
(−1)`+1
(2`+ 1)!
ξ2`+21 ∂
′2`+1 [ξαG]
−
∞∑
`=0
(−1)`
(2`+ 1)!
ξ2`+11 ∂
′2`+2 [ξαG] +
∞∑
`=0
(−1)`+1
(2`)!
ξ2`1 ∂
′2`+1 [ξαG]
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where we have used the fact that
(−1)|α| ξα ∂1G = −(−1)|α| ξα ξ1G = −ξ1 ξαG
The first line of the right-hand side equals −ξ1 CK [ξα] G. We will now further
investigate the other terms in the action of the Dirac operator. From Chapter 6, we
know that the discrete Fueter polynomials are of the form
CK [ξα] =
∑
σ
sgn(σ)
(
zσ(`1) . . . zσ(`r)
)E2,...,m
with r = |α|, (`1, . . . , `r) = (
α2︷ ︸︸ ︷
2, . . . , 2, . . . ,
αm︷ ︸︸ ︷
m, . . . ,m) and where (z`1 . . . z`r )
Oj
denotes that every first, third, fifth,. . . occurrence of zj = ξj − ξ1 is replaced by
ẑj = ξj + ξ1, while (z`1 . . . z`r )
Ej that every second, fourth, sixth,. . . occurrence
of zj is replaced by ẑj . Now since
∂jzj = ẑj∂j + 1, ∂jzi = −zi∂j ,
∂j ẑj = zj∂j + 1, ∂j ẑi = −ẑi∂j ,
we see that ∂j CK [ξα] = (CK [∂j ξα])
∗j + (−1)r−|αj |CK [ξα]∗j ∂j , where
(z`1 . . . z`r )
∗j denotes that every zj is replaced by ẑj and vice versa, so that the
complete action of ∂ may now be rewritten as
∂ CK[ξα]G = −ξ1 CK [ξα] G−
∞∑
`=0
(−1)`
(2`+ 1)!
ξ2`+11 ∂
′2`+2 [ξαG]
+
∞∑
`=0
(−1)`+1
(2`)!
ξ2`1 ∂
′2`+1 [ξαG]
+
m∑
j=2
(CK [∂j ξ
α])
∗j G+
m∑
j=2
(−1)r−|αj | CK [ξα]∗j ∂jG
However, from the definition of the CK-extension, it holds that ∂ CK [ξα] [1] = 0
and thus [ m∑
j=2
(CK [∂j ξ
α])
∗j −
∞∑
`=0
(−1)`
(2`+ 1)!
ξ2`+1 ∂′2`+2 ξα
+
∞∑
`=0
(−1)`+1
(2`)!
ξ2` ∂′2`+1 ξα
]
[1] = 0
which only is possible if the polynomial operator itself is zero. The result of this
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observation is that the action of ∂ on CK [ξα] G reduces to
∂ CK [ξα] G = −ξ1 CK [ξα] G+
m∑
j=2
(−1)r−|αj |CK [ξα]∗j ∂j G
= −ξ1 CK [ξα] G−
m∑
j=2
(−1)r−|αj |CK [ξα]∗j ξj G
Finally, using ξj zj = ẑj ξj , ξj ẑj = zjξj , ξj zs = −zs ξj and ξj ẑs = −ẑs ξj , we
obtain
ξj CK[ξ
α] = ξj
∑
σ
sgn(σ)
(
zσ(`1) . . . zσ(`r)
)E2,...,m
= (−1)r−|αj |
∑
σ
sgn(σ)
(
zσ(`1) . . . zσ(`r)
)E2,...,m Oj
ξj
= (−1)r−|αj | CK [ξα]∗j ξj G
whence
∂ CK [ξα] G = −ξ1 CK [ξα] G−
m∑
j=2
ξj CK [ξ
α] G = −ξ CK [ξα] G
Lemma 9.1.2
2j a2`2j = −2` a2`−12j−1
(2j +m) a2`+12j+1 = (2`+m) a
2`
2j
Proof. Proof by induction on `. Obviously, the statements are true for ` = 0, 1.
Then for larger `, we see that
(2j +m) a2`+12j+1
(9.4)
= (2j +m)
[− (2j + 2) a2`2j+2 + a2`2j] (9.5)= (2j +m) [2` a2`−12j+1 + a2`2j]
(9.3)
= 2`
[
a2`2j + a
2`−1
2j−1
]
+ (2j +m) a2`2j = 2j a
2`
2j + 2` a
2`−1
2j−1 + (2`+m) a
2`
2j
(9.5)
= 0 + (2`+m) a2`2j = (2`+m) a
2`
2j
and
2j a2`2j
(9.3)
= 2j
[
(2j +m) a2`−12j+1 − a2`−12j−1
]
(9.6)
= (2`− 2 +m) 2j a2`−22j − 2j a2`−12j−1
(9.4)
= (2`− 2 +m)
[
a2`−22j−2 − a2`−12j−1
]
− 2j a2`−12j−1
(9.4)
= (2`− 2 +m) a2`−22j−2 − 2` a2`−12j−1 − (2j − 2 +m) a2`−12j−1
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which yields
2j a2`2j
(9.5)
= (2`− 2 +m) a2`−22j−2 − 2` a2`−12j−1 − (2`− 2 +m) a2`−22j−2
= −2` a2`−12j−1
Corollary 9.2.2
∂ H2t,m,r Pr′ [1] = −2tH2t−1,m,r′ Pr′ [1]
∂ H2t+1,m,r Pr′ [1] = (m+ 2t+ 2r
′)H2t,m,r′ Pr′ [1]
d
dξ
H2t,m,r Pr′ = −2tH2t−1,m,r′ Pr′
d
dξ
H2t+1,m,r Pr′ = (m+ 2t+ 2r
′)H2t,m,r′ Pr′
Proof. We again write
H2`,m,r Pr′ [1] =
∑`
j=0
a
(2`)
2j ξ
2j Pr′ [1]
H2`+1,m,r Pr′ [1] =
∑`
j=0
a
(2`+1)
2j+1 ξ
2j+1 Pr′ [1]
then
∂ H2`,m,r Pr′ [1] =
∑`
j=0
a
(2`)
2j ∂ ξ
2j Pr′ [1] =
∑`
j=1
2j a
(2`)
2j ξ
2j−1 Pr′ [1]
=
∑`
j=1
(−2`) a(2`−1)2j−1 ξ2j−1 Pr′ [1] = −2`H2`−1,m,r′ Pr′ [1]
∂ H2`+1,m,r Pr′ [1] =
∑`
j=0
a
(2`+1)
2j+1 ∂ ξ
2j+1 Pr′ [1]
=
∑`
j=0
a
(2`+1)
2j+1
(
(2j +m) ξ2j + 2 ξ2jE − ξ2j+1∂)Pr′ [1]
=
∑`
j=0
a
(2`+1)
2j+1 (2j +m+ 2r
′) ξ2j Pr′ [1]
= (m+ 2`+ 2r′)
∑`
j=0
a
(2`)
2j ξ
2j Pr′ [1]
= (m+ 2`+ 2r′)H2`,m,r′ Pr′ [1]
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Similar reasonings hold for the second part of the corollary.
9.7.2 Discrete Clifford-Laguerre polynomials
In this section, we prove some of the technical lemmas concerning the discrete
Laguerre polynomials, starting with the following theorem.
Theorem 9.4.1 (Recurrence relation) For all n > 2:
nLn = (λ ξ + 2n− 1)Ln−1 − (n− 1)Ln−2
Proof. We fill in the definition Ln[1] = e
−λ ξ
n! ∂
n
(
eλ ξ ξn[1]
)
:
nLn − (λ ξ + 2n− 1)Ln−1 + (n− 1)Ln−2 = e
−λ ξ
(n− 1)![
∂neλ ξ ξn − (λ ξ + 2n− 1) ∂n−1eλ ξ ξn−1 + (n− 1)2 ∂n−2eλ ξ ξn−2
]
[1]
This must equal zero so consider(
∂neλ ξ ξn − (λ ξ + 2n− 1) ∂n−1eλ ξ ξn−1 + (n− 1)2 ∂n−2eλ ξ ξn−2
)
[1]
=
( ∞∑
`=0
λ2`
(2`)!
∂n ξ2`+n +
∞∑
`=0
λ2`+1
(2`+ 1)!
∂n ξ2`+n+1
)
[1]
− (λ ξ + 2n− 1)
( ∞∑
`=0
λ2`
(2`)!
∂n−1 ξ2`+n−1 +
∞∑
`=0
λ2`+1
(2`+ 1)!
∂n−1 ξ2`+n
)
[1]
+ (n− 1)2
( ∞∑
`=0
λ2`
(2`)!
∂n−2 ξ2`+n−2 +
∞∑
`=0
λ2`+1
(2`+ 1)!
∂n−2 ξ2`+n−1
)
[1]
Applying derivation rules, we find that(
∂neλ ξ ξn − (λ ξ + 2n− 1) ∂n−1eλ ξ ξn−1 + (n− 1)2 ∂n−2eλ ξ ξn−2
)
[1]
=
∞∑
`=0
λ2`
(2`)!
(2`+ n)!
(2`)!
ξ2`[1] +
∞∑
`=0
λ2`+1
(2`+ 1)!
(2`+ n+ 1)!
(2`+ 1)!
ξ2`+1[1]
− (λ ξ + 2n− 1)
( ∞∑
`=0
λ2`
2`!
(2`+ n− 1)!
(2`)!
ξ2` +
∞∑
`=0
λ2`+1
(2`+ 1)!
(2`+ n)!
(2`+ 1)!
ξ2`+1
)
[1]
+ (n− 1)2
( ∞∑
`=0
λ2`
2`!
(2`+ n− 2)!
(2`)!
ξ2` +
∞∑
`=0
λ2`+1
(2`+ 1)!
(2`+ n− 1)!
(2`+ 1)!
ξ2`+1
)
[1]
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This equals(
∂neλ ξ ξn − (λ ξ + 2n− 1) ∂n−1eλ ξ ξn−1 + (n− 1)2 ∂n−2eλ ξ ξn−2
)
[1]
=
∞∑
`=0
λ2`
(2`)!
(2`+ n)!
(2`)!
ξ2`[1]− (λ ξ)
∞∑
`=0
λ2`+1
(2`+ 1)!
(2`+ n)!
(2`+ 1)!
ξ2`+1[1]
− (2n− 1)
∞∑
`=0
λ2`
2`!
(2`+ n− 1)!
(2`)!
ξ2`[1] + (n− 1)2
∞∑
`=0
λ2`
2`!
(2`+ n− 2)!
(2`)!
ξ2`[1]
+
∞∑
`=0
λ2`+1
(2`+ 1)!
(2`+ n+ 1)!
(2`+ 1)!
ξ2`+1[1]− (λ ξ)
∞∑
`=0
λ2`
2`!
(2`+ n− 1)!
(2`)!
ξ2`[1]
− (2n− 1)
∞∑
`=0
λ2`+1
(2`+ 1)!
(2`+ n)!
(2`+ 1)!
ξ2`+1[1]
+ (n− 1)2
∞∑
`=0
λ2`+1
(2`+ 1)!
(2`+ n− 1)!
(2`+ 1)!
ξ2`+1[1]
We then find that the coefficient with ξ0[1] is
n!− (2n− 1) (n− 1)! + (n− 1)2 (n− 2)! = 0
and the coefficient of ξ2`[1] (` > 0) is
λ2`
(2`+ n)!
(2`)!2
− λλ2`−1 (2`− 2 + n)!
(2`− 1)!2 − (2n− 1)λ
2` (2`+ n− 1)!
(2`)!2
+ (n− 1)2 λ2` (2`+ n− 2)!
(2`)!2
= λ2`
(2`+ n− 2)!
(2`)!2
[
(2`+ n)(2`+ n− 1)− (2`)2 − (2n− 1) (2`+ n− 1)
+ (n− 1)2
]
= 0
while the coefficient corresponding to ξ2`+1[1] equals
λ2`+1
(2`+ 1)!
(2`+ n+ 1)!
(2`+ 1)!
− λ λ
2`
2`!
(2`+ n− 1)!
(2`)!
− (2n− 1) λ
2`+1
(2`+ 1)!
(2`+ n)!
(2`+ 1)!
+ (n− 1)2 λ
2`+1
(2`+ 1)!
(2`+ n− 1)!
(2`+ 1)!
=
λ2`+1 (2`+ n− 1)!
(2`+ 1)!2
[
(2`+ n+ 1)(2`+ n)− (2`+ 1)2
− (2n− 1) (2`+ n) + (n− 1)2
]
= 0
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Corollary 9.4.1 For all n > 0
Ln =
n∑
k=0
a
(n)
k λ
k ξk with a(n)0 = 1
Proof. Obviously, this holds for L0 = 0 and L1 = λ ξ + 1. We now proceed by
induction on n:
nLn = (λ ξ + 2n− 1)Ln−1 − (n− 1)Ln−2
= (λ ξ + 2n− 1)
n−1∑
k=0
a
(n−1)
k λ
k ξk − (n− 1)
n−2∑
k=0
a
(n−2)
k λ
k ξk
hence Ln is of the form
∑n
k=0 a
(n)
k λ
k ξk. We check if a(n)0 = 1:
n
n∑
k=0
a
(n)
k λ
k ξk
=
n−1∑
k=0
a
(n−1)
k λ
k+1 ξk+1 + (2n− 1)
n−1∑
k=0
a
(n−1)
k λ
k ξk − (n− 1)
n−2∑
k=0
a
(n−2)
k λ
k ξk
=
n∑
k=1
a
(n−1)
k−1 λ
k ξk + (2n− 1)
n−1∑
k=0
a
(n−1)
k λ
k ξk − (n− 1)
n−2∑
k=0
a
(n−2)
k λ
k ξk
= a
(n−1)
n−1 λ
n ξn +
(
a
(n−1)
n−2 + (2n− 1) a(n−1)n−1
)
λn−1 ξn−1
+
n−2∑
k=1
[
a
(n−1)
k−1 + (2n− 1) a(n−1)k − (n− 1) a(n−2)k
]
λk ξk
+
(
(2n− 1) a(n−1)0 − (n− 1) a(n−2)0
)
and thus
a(n)n =
1
n
a
(n−1)
n−1
a
(n)
n−1 =
1
n
(
a
(n−1)
n−2 + (2n− 1) a(n−1)n−1
)
a
(n)
k =
1
n
[
a
(n−1)
k−1 + (2n− 1) a(n−1)k − (n− 1) a(n−2)k
]
1 6 k 6 n− 2
a
(n)
0 =
1
n
(
(2n− 1) a(n−1)0 − (n− 1) a(n−2)0
)
.
From these recurrence relations and a(1)0 = a
(0)
0 = 1, we see by induction that
a
(n)
0 =
1
n
((2n− 1)− (n− 1)) = 1
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Lemma 9.4.1 For all n > 1:
∂Ln[1] = λ
n−1∑
s=0
Ls[1]
Proof. Obviously, the statement holds for s = 1 and s = 2. For s > 2, we use
the recurrence relation (9.23) to see that
(s+ 1) ∂ Ls+1[1] = ∂ (λ ξ + 2s+ 1)Ls[1]− s ∂ Ls−1[1]
We could use ∂ξ = m + 2E − ξ∂, but Ls[1] is not a homogeneous polynomials
so E Ls[1] is not easily determined. So instead we will use the fact that in the
one-dimensional setting ∂ξ = ξ∂ + 1. We now use induction in this recurrence
relation:
(s+ 1) ∂ Ls+1[1] = λ (ξ∂ + 1)Ls[1] + (2s+ 1)λ
s−1∑
p=0
Lp[1]− s λ
s−2∑
p=0
Lp[1]
= λ
s−1∑
p=0
(λ ξLp) [1] + λLs[1] + λ
s−1∑
p=0
(2s+ 1)Lp[1]− λ
s−2∑
p=0
sLp[1]
= λ
s−1∑
p=0
(λ ξLp) [1] + λLs[1] + λ (2s+ 1)Ls−1[1] + λ
s−2∑
p=0
(s+ 1)Lp[1]
Since (p+ 1)Lp+1 = (λ ξ + 2p+ 1)Lp − pLp−1 for p > 1, we see that
λ ξLp = (p+ 1)Lp+1 − (2p+ 1)Lp + pLp−1
(s+ 1) ∂ Ls+1[1] thus equals
λ
[
Ls + λ ξ L0 +
s−1∑
p=1
((p+ 1)Lp+1 − (2p+ 1)Lp + pLp−1) + (2s+ 1)Ls−1
+
s−2∑
p=0
(s+ 1)Lp
]
[1]
= λ
[
Ls + λ ξ +
s∑
p=2
pLp −
s−1∑
p=1
(2p+ 1)Lp +
s−2∑
p=0
(p+ 1)Lp + (2s+ 1)Ls−1
+
s−2∑
p=0
(s+ 1)Lp
]
[1]
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yielding
(s+ 1) ∂ Ls+1[1]
= λ
[
Ls + λ ξ + sLs + (s− 1)Ls−1 − 3L1 − (2s− 1)Ls−1 + L0 + 2L1
+ (2s+ 1)Ls−1 + (s+ 1)L0 + (s+ 1)L1 +
s−2∑
p=2
(s+ 1)Lp
]
[1]
= λ (s+ 1)
[
Ls + Ls−1 +
s−2∑
p=2
Lp + L1 + L0
]
[1]
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The discrete heat equation
The heat equation (see e.g. [1]) is a parabolic partial differential equation which
finds applications in (amongst others) probability theory (brownian motions) and
financial mathematics. For a function u(x, t) with time variable t and space vari-
able x in continuous space-time, it is given by
(∂t − α∆)u(x, t) = 0
with α a positive constant. From a mathematical point of view, it suffices to take
α = 1. We now aim at discretizing this important equation in our discrete Clifford
framework, as a first step towards applications. This can be done in two ways, by
considering
• discrete space and continuous time: (∂t − α∆∗)u(x, t) = 0 with ∆∗ the
discrete Laplacian
• discrete space and discrete time: (∆+t − α∆∗)u(x, t) = 0 with ∆+t the
forward difference in the time variable.
In this chapter, we consider the first type of discretization, for which we cooperated
with Prof. Swanhild Bernstein and Franka Baaske of the Fakulta¨t fu¨r Mathematik
und Informatik from the Technische Universita¨t Bergakademie Freiberg.
A first step consists of determining a fundamental solution (FS) for the discrete
heat equation (Section 10.2) by considering a formal analogue of the classical FS
(based on the discrete Gauss distribution) and proving that it shows the appropri-
ate properties. Secondly, we obtain a factorization of the discrete heat equation by
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means of a parabolic Dirac operator (Section 10.3), whose fundamental solution
will be obtained by the action of the parabolic Dirac operator on the FS of the
heat equation. Convergence of the parabolic FS will be studied, as will some inte-
gral formulae with the FS as a kernel, in particular, Cauchy-Pompeiu and Cauchy
integral formulae.
In a second step, we will study solutions of the discrete heat equation (Section
10.5) by taking the convolution with the FS. To this end, we will first introduce
some concepts of discrete convolution theory (Section 10.4).
Finally in Section 10.6, we will introduce the discrete heat polynomials (see [1]),
i.e. discrete polynomials solutions pn(x, t) of the heat equation with initial condi-
tions pn(x, 0) = ξn[1]. Here, the discrete Fourier transform will play an important
role, since it will allow us to first determine the heat polynomials in the frequency
domain.
10.1 Fundamental solution of the continuous heat
equation
We first recall some aspects of how to deal with the heat equation in the continuous
case (see e.g. [2]), where we consider the equation with initial condition
∂
∂t
u(x, t)−∆xu(x, t) = 0, t > 0, x ∈ Rn
u(x, 0) = u0(x), x ∈ Rn
Here the function u0 which describes the initial temperature, must belong to the
Schwartz space S = S(Rn) of rapidly decreasing infinitely differentiable func-
tions on Rn. The solution u(x, t) of this equation denotes the temperature at time t
in the point x. Applying a partial Fourier transform yields an initial value problem
for an ordinary differential equation
∂
∂t
Fxu(ξ, t) + |ξ|2Fxu(ξ, t) = 0
Fxu(ξ, 0) = û0(ξ)
where we denoted Fxu0(ξ) = û0(ξ). The solution is given by
Fxu(ξ, t) = û0(ξ) e−t|ξ|2
so that
u(x, t) = F−1
(
û0(ξ) e−t|ξ|
2
)
= û0(ξ) ∗ F−1
(
e−t|ξ|
2
)
=
1
(4pit)n/2
∫
e−|x−y|
2/4t u0(y) dy
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The function
Φ(x, t) =
1
(4pit)n/2
e−|x|
2/4t
with x ∈ Rn and t > 0, which is in fact a Gaussian distribution, occurring here
as a convolution kernel, is a fundamental solution of the the heat equation. For all
fixed t > 0 it has the properties of a probability distribution. Furthermore it holds
that
lim
t↓0
∫
|x|>
Φ(x, t)dx = 0
if  > 0. Obviously Φ belongs to S and thus is of particular importance as a
convolution kernel.
10.2 FS of the discrete heat equation
Consider a discrete version of the heat equation, given by
(∆∗ − ∂t)u(x, t) = 0, x ∈ Zm, t ∈ R+
with ∆∗ the discrete Laplacian, i.e. we consider the case where space is discrete
and time continuous. The method to determine solutions of the heat equation with
a given initial temperature, is based on the notion of a fundamental solution Gt of
the heat equation, satisfying in distributional sense
(∆∗ − ∂t)Gt(x, t) = δ(t)δ0
where δ(t) is the continuous delta distribution in the time variable and δ0 the dis-
crete delta distribution in the space variable.
Any discrete distribution can be written in a dual Taylor series. Based on the for-
mal equivalence to the continuous space-time setting, we consider a distribution
which only involves even powers of differences acting on the discrete delta distri-
bution: ∂2kδ0, i.e. we propose the following form for the fundamental solution:
Gt =
∞∑
`=0
c`(t) ∂
2`δ0
with the continuous functions c`(t) yet to be determined, in such a way that
(∂t −∆∗)Gt = δ(t)δ0 (10.1)
Therefore, we determine both ∂tGt and ∆∗Gt:
∆∗Gt =
∞∑
`=0
c`(t) ∂
2`+2δ0
∂tGt = c
′
0(t)δ0 +
∞∑
`=1
c′`(t) ∂
2`δ0 = c
′
0(t)δ0 +
∞∑
s=0
c′s+1(t) ∂
2s+2δ0
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In order for (10.1) to be fulfilled, it must hold that
c′0(t)δ0 +
∞∑
`=0
(
c′`+1(t)− c`(t)
)
∂2`+2δ0 = δ(t)δ0
or equivalently c′0(t) = δ(t) and c
′
`+1(t) = c`(t). We thus see that putting c0(t) =
H(t), c1(t) = tH(t), . . . , c`(t) = t
`
`! H(t) with H(t) the continuous Heaviside,
ensures that
Gt = H(t)
∞∑
`=0
t`
`!
∂2`δ0 = H(t) exp
(
t ∂2
)
δ0
is a fundamental solution of the discrete heat equation. It consists of continuous
distributions in t combined with discrete distributions in x.
Remark 10.2.1. This definition of the discrete fundamental solution resembles
(up to a constant) the discrete Gaussian distribution, and is in this way formally
equivalent to the fundamental solution of the continuous heat equation.
10.2.1 Density function of the fundamental solution
The fundamental solution Gt can be rewritten as function of the discrete delta
distributions δn, n ∈ Z:
Gt = H(t)
∞∑
`=0
t`
`!
∂2`δ0 = H(t)
∞∑
`=0
t`
`!
[ ∑`
n=−`
(−1)n+`
(
2`
n+ `
)
δn
]
= H(t)
∑
n∈Z
(−1)n
 ∞∑
`=|n|
(−1)` t`
`!
(
2`
n+ `
)δn
For a point n ∈ Z, this sum is
∞∑
`=|n|
(−1)` t`
`!
(
2`
n+ `
)
=
BesselI(|n| , 2t)
e2t
with BesselI the modified Bessel function of the first kind. This sum thus con-
verges for all n ∈ Z, and the function
g(n, t) = (−1)n BesselI(|n| , 2t)
e2t
H(t)
is said to be the density function of the distribution Gt. This density function is
depicted in figures 10.1–10.2 for several values of t. Note that for t = 0, this
discrete density function is the discrete delta function δ0.
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Figure 10.1: The density function of the fundamental solution is BesselI(|n|,2t)e2t
10.3 The discrete parabolic Dirac operator
In this section, we present a factorization of the heat equation in terms of the
parabolic Dirac operator. We will follow the approach used in [3] where the au-
thors determined solutions of the discretized Schro¨dinger equation.
We add two new basis elements f and f† satisfying
f2 =
(
f†
)2
= 0
ff† + f†f = 1
f e±j + e
±
j f = f
† e±j + e
±
j f
† = 0, j = 1, . . . ,m
The set
{
f, f†
}
is a Witt basis for R2 and can equivalently be seen as basis vectors
e±m+1 in an additional direction.
Consider the heat equation
(∆∗ − ∂t)u(x, t) = 0, (x, t) ∈ Ω
where Ω ⊂ Z× R+ denotes a bounded domain.
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Figure 10.2: The density function of the fundamental solution is BesselI(|n|,2t)e2t
Definition 10.3.1. We define the forward parabolic Dirac operator
∂ ± (f ∂t − f†)
with ∂ the spatial discrete Dirac operator.
These operators factorize the corresponding heat equation:(
∂ ± (f ∂t − f†))2 = ∂2 + f2 ∂2t + (f†)2 ± (∂ f + f ∂) ∂t ∓ (∂ f† + f† ∂)
− (f f† + f† f) ∂t
= ∂2 − (f f† + f† f) ∂t = ∂2 − ∂t
= ∆∗ − ∂t
We know that ∫
Z
(f(x) ∂x) g(x) + f(x)
(
∂†x g(x)
)
= 0
with ∂† = e+∆− + e−∆+, or equivalently∫
Z
∫
R+
f(u, s) ((∂u − ∂s f) g(u, s)) +
∫
Z×R+
(
f(u, s)
(
∂†u − ∂s f
))
g(u, s) = 0
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for g with compact support. Add f f† g− f f† g to the lefthandside, then for g with
compact support∫
Z×R+
f(u, s)
((
∂u − ∂s f + f†
)
g(u, s)
)
+
(
f(u, s)
(
∂†u − ∂s f− f†
))
g(u, s) = 0
We now look for a function E be such that for all (x, t) , (u, s) ∈ Z× R+
E (x− u, t− s) (∂†u − ∂s f− f†) = δ0(x− u) δ(t− s)
In other words, since
E (x− u, t− s) ∂†u = (E (x− (u+ 1), t− s)− E (x− u, t− s)) e−1
+ (E (x− u, t− s)− E (x− (u− 1), t− s)) e+1
= (E ((x− 1)− u, t− s)− E (x− u, t− s)) e−1
+ (E (x− u, t− s)− E ((x+ 1)− u, t− s)) e+1
= −E (x− u, t− s) ∂x
and E (x− u, t− s) ∂s = −E (x− u, t− s) ∂t, E must satisfy
E (x− u, t− s) (−∂x + ∂t f− f†) = δ0(x− u) δ(t− s)
or equivalently
E (x, t)
(−∂x + ∂t f− f†) = δ0(x) δ(t)
E must thus be a FS of the parabolic Dirac operator −∂x + ∂t f − f†. In the next
subsection, we show a way to determine such a FS.
10.3.1 Fundamental solution of the parabolic Dirac operator
Given a distribution Gt (x, t) which is a FS for the heat operator ∆∗ − ∂t, then a
fundamental solution FS (x, t) for the parabolic Dirac operator ∂x − ∂t f + f† is
the distribution
FS (x, t) =
(
∂x − ∂t f + f†
)
Gt =
(
∂x − ∂t f + f†
)
H(t)
∞∑
`=0
t`
`!
∂2`δ0
= H(t)
∞∑
`=0
t`
`!
∂2`+1x δ0 − f
[
δ(t)δ0 +H(t)
∞∑
`=1
t`−1
(`− 1)! ∂
2`δ0
]
+ f†H(t)
∞∑
`=0
t`
`!
∂2`δ0
= −f δ(t)δ0 +H(t)
∞∑
`=0
t`
`!
∂2`+1x δ0 − fH(t)
∞∑
`=0
t`
`!
∂2`+2δ0
+ f†H(t)
∞∑
`=0
t`
`!
∂2`δ0
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Given that
∂2`δ0 =
∑`
n=−`
(−1)n+`
(
2`
n+ `
)
δn
∂2`+1δ0 = e
+ δ−(`+1) − e− δ`+1
+
∑`
n=−`
(−1)n+`+1
[(
2`+ 1
n+ `+ 1
)
e+ −
(
2`+ 1
n+ `
)
e−
]
δn
we may determine the density function of this distribution
FS (x, t) = −f δ(t)δ0 +H(t)
∞∑
n=1
tn−1
(n− 1)!
[
e+ δ−n − e− δn
]
+
∑
n∈Z
(−1)nH(t) ∞∑
`=|n|
(−1)`+1 t`
`!
[(
2`+ 1
n+ `+ 1
)
e+ −
(
2`+ 1
n+ `
)
e−
]δn
− fH(t)
∑
n∈Z\{0}
(−1)n ∞∑
`=|n|−1
(−1)`+1 t`
`!
(
2`+ 2
n+ `+ 1
)δn
− fH(t)
∞∑
`=0
(−1)`+1 t`
`!
(
2`+ 2
`+ 1
)
δ0
+ f†H(t)
∑
n∈Z
(−1)n ∞∑
`=|n|
(−1)` t`
`!
(
2`
n+ `
)δn
The density function in the point n ∈ Z is thus given by
n = 0 : −f δ(t) +H(t) g(0)
n > 0 : H(t)
[ −tn−1
(n− 1)! e
− + g(n)
]
n < 0 : H(t)
[
t|n|−1
(|n| − 1)! e
+ + g(n)
]
with
g(n) = (−1)n
∞∑
`=|n|
(−1)`+1 t`
`!
((
2`+ 1
n+ `+ 1
)
e+ −
(
2`+ 1
n+ `
)
e−
)
− (−1)n f
∞∑
`=max{|n|−1,0}
(−1)`+1 t`
`!
(
2`+ 2
n+ `+ 1
)
+ (−1)n f†
∞∑
`=|n|
(−1)` t`
`!
(
2`
n+ `
)
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10.3.2 Integral formulae
Consider
f (u, s) = χD (u, s)E (x− u, t− s)
then
f(u, s)
(
∂†u − ∂s f− f†
)
= (χD (u, s)E (x− u, t− s))
(
∂†u − ∂s f− f†
)
We use Leibniz’s rule: if f is scalar-valued then
(f g) ∂† = g
(
f∂†
)
+ f
(
g∂†
)
+
m∑
j=1
(
∆+j [f ] ∆
+
j [g] e
−
j −∆−j [f ] ∆−j [g] e+j
)
with GT (f, g) =
∑m
j=1
(
∆+j [f ] ∆
+
j [g] e
−
j −∆−j [f ] ∆−j [g] e+j
)
the grid tension
term, which arises as a consequence of the discretization. Then(
f(u, s)
(
∂†u − ∂s f− f†
))
= E (x− u, t− s) (χD(u, s) ∂†u)+ χD(u, s) (E (x− u, t− s) ∂†u)
+GT (χD, E)
− (χD(u, s)∂s)E (x− u, t− s) f− χD(u, s) (E (x− u, t− s) ∂s) f
− χD (u, s)E (x− u, t− s) f†
= E (x− u, t− s) (χD(u, s) (∂†u − ∂s f))
+ χD(u, s)
[
E (x− u, t− s) (∂†u − ∂s f− f†)]+GT (χD, E)
= E (x− u, t− s) (χD(u, s) (∂†u − ∂s f))+ χD(u, s) δ0(x− u) δ(t− s)
+GT (χD, E)
This results in the following integral formula:
0 =
∫
Z
∫
R+
χD (u, s)E (x− u, t− s)
((
∂u − ∂s f + f†
)
g(u, s)
)
+
∫
Z×R+
E (x− u, t− s) (χD(u, s) (∂†u − ∂s f)) g(u, s)
+ χD(x, t) g(x, t) +
∫
Z×R+
GT (χD, E) g(u, s)
Theorem 10.3.1 (Cauchy-Pompeiu formula). Let D be a compact set in Z × R+
and let g be a Clifford algebra valued function defined on D ∪ supp(χD ∂†), then
for all points (x, t) ∈ D we have
−g(x, t) =
∫
Z×R+
χD (u, s)E (x− u, t− s)
((
∂u − ∂s f + f†
)
g(u, s)
)
+
∫
Z×R+
E (x− u, t− s) (χD(u, s) (∂†u − ∂s f)) g(u, s)
+
∫
Z×R+
GT (χD, E) g(u, s)
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while for all points (u, s) ∈ Dc ≡ (Z× R+) \D:
0 =
∫
Z×R+
χD (u, s)E (x− u, t− s)
((
∂u − ∂s f + f†
)
g(u, s)
)
+
∫
Z×R+
E (x− u, t− s) (χD(u, s) (∂†u − ∂s f)) g(u, s)
+
∫
Z×R+
GT (χD, E) g(u, s)
Theorem 10.3.2 (Cauchy integral formula). Let D be a compact set in Z × R+
and let g be a solution of the operator
(
∂x − ∂t f + f†
)
on D, i.e.(
∂x − ∂t f + f†
)
g(x, t) = 0
then for all points (x, t) ∈ D, we have
−g(x, t) =
∫
Z×R+
E (x− u, t− s) (χD(u, s) (∂†u − ∂s f)) g(u, s)
+
∫
Z×R+
GT (χD, E) g(u, s)
while for all points (x, t) ∈ Dc:
0 =
∫
Z×R+
E (x− u, t− s) (χD(u, s) (∂†u − ∂s f)) g(u, s)
+
∫
Z×R+
GT (χD, E) g(u, s)
with
GT (χD, E) = ∆
+
j [χD(x, t)] ∆
+
j [E(x− u, t− s)] e−j
−∆−j [χD(x, t)] ∆−j [E(x− u, t− s)] e+j
Remark 10.3.1. Observe that in the previous results we may in principle also take
t ∈ R instead of t ∈ R+, if we abandon the interpretation of t as a time variable.
Example 10.3.1. Consider the domain D with characteristic function χD(x, t) =
χ[k,`](x)H(t). The value of a solution g of the operator
(
∂x − ∂t f + f†
)
in a point
(x, t) ∈ D can be expressed as the sum of two integrals
−g(x, t) =
∫
Z×R+
E (x− u, t− s) (χD(u, s) (∂†u − ∂s f)) g(u, s)
+
∫
Z×R+
GT (χD, E) g(u, s)
It thus is sufficient to know g on the support of χD(u, s)
(
∂†u − ∂s f
)
and the sup-
port of GT (χD, E).
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x
t ...
...
...
...
...
...
k k + 1 `− 1 `
So we consider the support of
χD(u, s)∂
†
u = (χD(u+ 1, s)− χD(u, s)) e−1 + (χD(u, s)− χD(u− 1, s)) e+1
= H(s)
[(
χ[k,`](u+ 1)− χ[k,`](u)
)
e−1 +
(
χ[k,`](u)− χ[k,`](u− 1)
)
e+1
]
and that of
χD(u, s) ∂s f = f χ[k,`](u) ∂sH(s) = f χ[k,`](u) δ(s)
The respective supports of both functions are given below: red shows the support
and values of χD(u, s)∂†u and blue depicts the support and values of χD(u, s) ∂s f.
Furthermore, the support of GT (χD, E) is the same as that of χD(u, s)∂†u.
x
t
...
e−1
...
e+1
...
...
...
...
...
−e−1
...
−e+1
k − 1 k
f f f f f f
` `+ 1
Solutions of the (parabolic) heat equation are then found by taking the convolution
with the appropriate FS. Therefore, we first consider some necessary concepts of
discrete convolution theory.
10.4 Discrete convolution theory
Definition 10.4.1. Consider two discrete functions f and g and define their con-
volution f ∗ g as the discrete function with values
(f ∗ g) (n) =
∑
x∈Z
f(x) g(n− x) =
∑
x∈Z
f(n− x) g(x)
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For this convolution to exist, it suffices that the intersection of the support of f(.)
with the support of g(n − ·) is compact, which is certainly the case if one of
the two discrete functions has a compact support. As another example, consider
the case where supp(f) = supp(g) = Z+. The intersection of supp(f(.)) with
supp (g(n− ·)) is always compact for every n ∈ Z.
Remark 10.4.1. Note that this convolution only is symmetric if f and g commute,
for example if either of the two functions f or g is scalar. This is not necessarily
true for all discrete functions, as one can see from the example f = e+δ0 and
g = e−δ0 which gives:
(f ∗ g) (n) =
∑
x∈Z
f(x) g(n− x) = e+e−δ0(n)
(g ∗ f) (n) =
∑
x∈Z
g(x) f(n− x) = e−e+δ0(n)
Lemma 10.4.1. Given two discrete functions f and g and a Clifford constant a, it
holds that
(a f) ∗ g = a (f ∗ g) , f ∗ (a g) = (f a) ∗ g, f ∗ (g a) = (f ∗ g) a
Lemma 10.4.2. Given two discrete functions f and g, the convolution has the
following property:
(f∂) ∗ g = f ∗ (∂g)
Proof.(
(f∂) ∗ g
)
(n) =
∑
x∈Z
(f∂) (x) g(n− x)
=
∑
x∈Z
(
f(x+ 1) e+ − f(x) (e+ − e−)− f(x− 1) e−) g(n− x)
=
∑
y∈Z
f(y)
(
e+ g(n− (y − 1))− (e+ − e−) g(n− y)− e− g(n− (y + 1))
=
∑
y∈Z
f(y) (∂g) (n− y) = f ∗ (∂g) (n)
Example 10.4.1. The convolutions of discrete functions ∂kδ with compact support
with a discrete function f are given by(
∂kδ ∗ f) (n) = (∂kf) (n)
Indeed, (δ ∗ f) (n) = ∑x∈Z δ(x) f(n− x) = f(n) and((
∂2g
) ∗ h)(n) = ((g∂2) ∗ h)(n) = (g ∗ (∂2h))(n)
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and for g scalar (in this case: g = ∂2`δ for some `),
(∂g ∗ h) (n) = (g∂ ∗ h) (n) =
(
g ∗ ∂h
)
(n)
On the other hand, by using lemma 10.4.2, one can determine that(
f ∗ ∂kδ) (n) = ((f∂k) ∗ δ) (n) = (f∂k) (n)
Remark 10.4.2. For a discrete function f , the convolution with ∂kδ0 is not nec-
essarily symmetric. For example, choose f = e+δ0 then
∂δ0 ∗ f = (∂δ0 ∗ δ0) e+ = ∂δ0 e+ = e−e+ (δ0 − δ1)
f ∗ ∂δ0 =
(
δ0 e
+
) ∗ ∂δ0 = e+ ∂δ0 = e+e− (δ0 − δ1)
However, the convolution with ∂kδ0 is symmetric if k is even or f is scalar.
Definition 10.4.2. Consider two regular distributions Tf and Tg with discrete
density functions f and g, at least one of them having compact support. The con-
volution of Tf and Tg is the distribution denoted Tf ∗ Tg which acts as follows on
discrete polynomials:
〈Tf ∗ Tg, V 〉 =
〈
Tg(y),
〈
Tf (x), V (x+y)
〉〉
=
∑
y∈Z
(∑
x∈Z
V (x+ y) f(x)
)
g(y)
Remark 10.4.3. Let f and g be discrete density functions of the distributions Tf
and Tg , at least one of them having compact support. Since
〈Tf ∗ Tg, V 〉 =
∑
y∈Z
(∑
x∈Z
V (x+ y)f(x)
)
g(y)
=
∑
x∈Z
V (x)
∑
y∈Z
f(y)g(x− y)
 = ∑
x∈Z
V (x) (f ∗ g) (x)
= 〈Tf∗g, V 〉
we see that Tf ∗ Tg = Tf∗g .
Example 10.4.2. The convolution of the discrete distributions ∂kδ0 with a regular
distribution Tf with density function f satisfies
∂kδ ∗ Tf = ∂kTf , Tf ∗ ∂kδ = Tf∂k
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Indeed〈
∂kδ ∗ Tf , V
〉
=
〈
Tf (x),
〈
∂kδ(y), V (x+ y)
〉〉
=
∑
x∈Z
(∑
y∈Z
V (x+ y) ∂kyδ(y)
)
f(x)
= (−1)k
∑
x∈Z
(∑
y∈Z
(
V (∂†y)
k
)
(x+ y) δ(y)
)
f(x)
= (−1)k
∑
x∈Z
(
V (∂†x)
k
)
(x) f(x) = (−1)k 〈Tf , V (∂†)k〉
=
〈
∂kTf , V
〉
On the other hand, consider Tf ∗ ∂kδ:
〈
Tf ∗ ∂kδ, V
〉
=
〈
∂kδ(x),
〈
Tf (y), V (x+ y)
〉〉
=
∑
x∈Z
∑
y∈Z
V (x+ y) f(y)
 ∂kxδ(x)
= (−1)k
∑
x∈Z
(∑
y∈Z
V (x+ y) f(y)
)(
∂†x
)kδ(x)
Note that(∑
y∈Z
V (x+ y) f(y)
)
∂†x
=
∑
y∈Z
(
V (x+ y + 1)f(y) e− − V (x+ y)f(y) (e− − e+)− V (x+ y − 1)f(y) e+)
=
∑
y∈Z
V (x+ y)
(
f(y − 1) e− − f(y) (e− − e+)− f(y + 1) e+)
= −
∑
y∈Z
V (x+ y) (f∂y) (y)
and hence〈
Tf ∗ ∂kδ, V
〉
=
∑
x∈Z
(∑
y∈Z
V (x+ y)
(
f∂ky
)
(y)
)
δ(x) =
∑
y∈Z
V (y)
(
f∂ky
)
(y)
=
〈
Tf∂
k, V
〉
To define the convolution of the distribution ∂jδ0 and a general distribution G, we
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write down G as its dual Taylor series
G =
∞∑
k=0
(−1)k
k!
∂kδ0 ck, with ck = G
[
ξk[1]
]
The distribution ∂jδ0 ∗G is then given by
∂jδ0 ∗G =
∞∑
k=0
(−1)k
k!
(
∂jδ0 ∗ ∂kδ0
)
ck =
∞∑
k=0
(−1)k
k!
∂j+kδ0 ck = ∂
jG
If G is regular with density function g, i.e. G = Tg , the result indeed corresponds
with the first definition.
Lemma 10.4.3. The derivative ∂ of a convolution of two regular distributions Tf
and Tg is the convolution of the distribution ∂Tf and Tg:
∂ (Tf ∗ Tg) = (∂Tf ) ∗ Tg
Proof. When Tf is a derivative of the delta distribution, i.e. Tf = ∂kδ0, one
easily sees that
∂
(
∂kδ0 ∗ Tg
)
= ∂
(
∂kTg
)
= ∂k+1Tg = ∂
k+1δ0 ∗ Tg
For a general distribution Tf we see that
〈∂ (Tf ∗ Tg) , V 〉 = −
〈
Tf ∗ Tg, V ∂†
〉
= − 〈Tg, 〈Tf , V ∂†〉〉 = 〈Tg, 〈∂Tf , V 〉〉
= 〈(∂Tf ) ∗ Tg, V 〉
Example 10.4.3. Consider the convolution G of the (discrete part of the) funda-
mental solution Gt with a regular distribution Tf with density function f :
G :=
( ∞∑
`=0
t`
`!
∂2`δ0
)
∗ Tf =
∞∑
`=0
t`
`!
(
∂2`Tf
)
This is a regular distribution with density function g(x) =
∞∑
`=0
t`
`!
∂2`f(x).
10.5 Solutions of the discrete heat equation
Consider the problem (∂t −∆∗)u(x, t) = f(x, t) where f(x, t) is a given func-
tion. The solution u(x, t) can be found in the following way:
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1. Determine the convolution FS ∗ f =: g(x, t) of the (density function of
the) fundamental solution FS and the function f . If f is a density function
of a regular distribution Tf , the function g(x) is then the density function
of the distribution FS ∗ Tf =: G, which will satisfy in distributional sense
(∂t −∆∗)G = Tf . Indeed, lemma 10.4.3 combined with the classical pro-
perty of the derivative of a continuous convolution shows that
(∂t −∆∗)G = (∂t −∆∗) (FS ∗ Tf ) = ((∂t −∆∗)FS) ∗ Tf
= δ ∗ Tf = Tf
hence g(x, t), which is the density function of G is the suitable solution of
the considered problem.
2. Note that the convolution FS ∗ f is a combination of a discrete and a conti-
nuous convolution, i.e. if f is a function in the discrete variable x and the
continuous time variable t, then FS ∗ f is a distribution in the discrete vari-
able y and the continuous variable s given by
(FS ∗ f) (x, t) =
∞∑
k=0
1
k!
∫ ∞
−∞
H(s) sk
(
∂2kδ0 ∗ f
)
(x, t− s) ds
=
∞∑
k=0
1
k!
∫ ∞
−∞
H(s) sk
(
∂2kf
)
(x, t− s) ds
=
∞∑
k=0
1
k!
(
H(s) sk ∗s ∂2kf(x, s)
)
(x, t)
where we first considered the discrete convolution and then the continuous
convolution with respect to the time-variable. Although the discrete convo-
lution ∂2kδ0 ∗ f will always exist, one still has to check the convergence of
the series in s:
∞∑
k=0
1
k!
∫ ∞
−∞
H(s) sk
(
∂2kf
)
(y, t− s) ds
Example 10.5.1. Consider the function f(x, t) = χ[ 0,+∞[ (t) δ(x), which is the
example of ‘pollution in one point’. The convolution
FS ∗ f =
∞∑
k=0
1
k!
(∫ ∞
−∞
H(s) sk χ[ 0,+∞[ (t− s) ds
)(
∂2kδ ∗ δ)
=
∞∑
k=0
1
k!
(
χ[ 0,+∞[ (t)
∫ t
0
sk ds
)
∂2kδ
= χ[ 0,+∞[ (t)
∞∑
k=0
tk+1
(k + 1)!
∂2kδ
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We now consider the convergence of this function g(x, t):
∞∑
k=0
tk+1
(k + 1)!
∂2kδ =
∞∑
k=0
tk+1
(k + 1)!
k∑
j=−k
(−1)k+j
(
2k
k + j
)
δj
=
∑
p∈Z
 ∞∑
k=|p|
(−1)k+p tk+1
(k + 1)!
(
2k
k + p
) δp
whence we see that
g(x, t) = χ[ 0,+∞[ (t)
∞∑
k=|x|
(−1)k+x tk+1
(k + 1)!
(
2k
k + x
)
One can check, for example with Maple, that
g(x, t) =
t1+|x|
(1 + |x|)! hypergeom
([
1 + |x| , |x|+ 1
2
]
,[
3
2
|x|+ 3
2
− 1
2
||x| − 1| , 3
2
|x|+ 3
2
+
1
2
||x| − 1|
]
,−4t
)
We compare this solution to the continuous setting, where we consider the problem{
u(x, 0) = 0, x ∈ R(
∂t − ∂2x
)
u(x, t) = δ(x), x ∈ R, t > 0
There, the solution u(x, t) is given by the convolution of f(x, t) = δ(x) with the
continuous fundamental solution
Φ(y, s) =
1√
4pis
e
−y2
4s
resulting in
u(x, t) =
∫ t
0
∫ ∞
−∞
1√
4pis
e
−y2
4s f(x− y, t− s) dy ds
=
∫ t
0
∫ ∞
−∞
1√
4pis
e
−y2
4s δ(x− y) dy ds
=
∫ t
0
1√
4pis
e
−x2
4s ds
Both the discrete and continuous solution are depicted in figure 10.3.
Example 10.5.2. When considering the heat problem (∂t −∆)u(x, t) = f(x, t)
with f(x, t) = δ(x) δ(t), for example a so-called ‘smoke bomb’, we end up with
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Figure 10.3: Discrete and continuous solution of
(∆∗ − ∂t)u(x, t) = χ[ 0,+∞[ (t) δ(x).
our fundamental solution FS. Indeed, the convolution of the fundamental solution
with δ(x) δ(t) results again in our fundamental solution:
FS ∗ f =
(
H(s)
∞∑
k=0
sk
k!
∂2kδ
)
∗ δ(x)δ(t)
=
∞∑
k=0
1
k!
(∫ ∞
−∞
H(s) sk δ(t− s) ds
)(
∂2kδ ∗ δ)
= H(t)
∞∑
k=0
1
k!
tk ∂2kδ = FS
10.6 Heat polynomials
The continuous heat polynomials pβ(x, t) are polynomial solutions to the heat
equation
(∂t −∆)u(x, t) = 0, x ∈ R, t > 0
with initial condition pβ(x, 0) = xβ . For integer values of β, now denoted as n,
we get the following solutions:
pn(x, t) = n!
bn2 c∑
k=0
xn−2k tk
(n− 2k)! k!
The heat polynomials are suitable to determine general solutions of the heat equa-
tion with a given initial condition.
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10.6.1 Construction
In our setting of one discrete space variable x and a continuous time variable t,
we search for analogous discrete polynomial solutions pn(x, t) of the discrete heat
equation
(∂t −∆∗)u(x, t) = 0, x ∈ Z, t > 0
with initial condition pn(x, 0) = ξn[1].
To this end, we first let the Fourier transform Fx in the variable x, act on the heat
equation. We can decompose the function u(x, t) in its Taylor series
u(x, t) =
∞∑
k=0
ξk[1] ck(t)
with ck(t) functions of the continuous variable t. The Fourier transform of u(x, t)
is then the discrete distribution Fx [u] = û given by the dual Taylor series
û =
∞∑
k=0
(−1)k ∂kδ0 ck(t)
Since for any discrete function f , Fx [∂ f ] = ξFx [f ], we see that Fx [u] = û
must satisfy (in distributional sense):(
∂t − ξ2
)
û = 0
or thus also
∂t
(
e−ξ
2 t û
)
= 0
The boundary condition then implies that e−ξ
2 t û = F [ξn[1]] or thus that û =
eξ
2 t F [ξn[1]]. Since F [ξk[1]] = (−1)k ∂kδ0, we can hence find the appropriate
solution u(x, t).
Example 10.6.1. As a first trivial example, consider the problem{
(∂t −∆)u(x, t) = 0, x ∈ Z, t > 0
u(x, 0) = φ(x), φ(x) = 1
Then φ̂ = δ0 and û = eξ
2 t δ0 = δ0 since ξ δ0 = 0. We’re thus looking for a
discrete function u(x, t) such that û = δ0. We may conclude that u(x, t) = 1.
Example 10.6.2. A more illustrative example is given by considering the problem{
(∂t −∆)u(x, t) = 0, x ∈ Z, t > 0
u(x, 0) = φ(x), φ(x) = ξ2s[1]
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Then φ̂ = ∂2sδ0 and
û = eξ
2 t ∂2sδ0 =
∞∑
`=0
t`
`!
ξ2` ∂2sδ0 =
s∑
`=0
t`
`!
(2s)!
(2s− 2`)! ∂
2s−2`δ0
since ξ ∂sδ0 = −s ∂s−1δ0. We are thus looking for a discrete function u(x, t)
such that
û =
s∑
`=0
t`
`!
(2s)!
(2s− 2`)! ∂
2s−2`δ0
We may conclude that
u(x, t) =
s∑
`=0
t`
`!
(2s)!
(2s− 2`)! ξ
2s−2`[1]
which formally resembles the continuous solutions.
Example 10.6.3. One the other hand, for the discrete heat polynomials of odd
degree, i.e. discrete polynomial solutions to the problem{
(∂t −∆)u(x, t) = 0, x ∈ Z, t > 0
u(x, 0) = φ(x), φ(x) = ξ2s+1[1]
our discrete solution u(x, t) is given by
u(x, t) =
s∑
`=0
t`
`!
(2s+ 1)!
(2s− 2`+ 1)! ξ
2s−2`+1[1]
We conclude that the discrete heat polynomials pn(x, t) are given by
p2s(x, t) =
s∑
`=0
t`
`!
(2s)!
(2s− 2`)! ξ
2s−2`[1]
p2s+1(x, t) =
s∑
`=0
t`
`!
(2s+ 1)!
(2s− 2`+ 1)! ξ
2s−2`+1[1]
or equivalently
pn(x, t) =
bn2 c∑
`=0
t`
`!
n!
(n− 2`)! ξ
n−2`[1]
The first few discrete heat polynomials are then given by
p0(x, t) = 1,
p1(x, t) = ξ[1]
p2(x, t) = ξ
2[1] + 2 t
p3(x, t) = ξ
3[1] + 6 t ξ[1]
p4(x, t) = ξ
4[1] + 12 t ξ2[1] + 12 t2
p5(x, t) = ξ
5[1] + 20 t ξ3[1] + 60 t2 ξ[1]
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They are depicted in figure 10.4.
(a) Degree 1 (b) Degree 2: scalar (left) and bivector part (right)
(c) Degree 3 (d) Degree 4: scalar (left) and bivector part (right)
Figure 10.4: The discrete heat polynomials of degree 6 4.
Remark 10.6.1. When we determine the solution to the problem
(∂t −∆)u(x, t) = ξ2s[1] δ(t)
with the usual method of convoluting with the fundamental solution, we get
FS ∗ (ξ2s[1] δ(t)) = ∞∑
`=0
((
H(t)
t`
`!
)
∗t δ(t)
)
∂2`x ξ
2s[1]
=
s∑
`=0
(∫ ∞
−∞
H(s)
s`
`!
δ(t− s)ds
)
(2s)!
(2s− 2`)!ξ
2s−2`[1]
=
s∑
`=0
(∫ ∞
0
s`
`!
δ(t− s)ds
)
(2s)!
(2s− 2`)!ξ
2s−2`[1]
= χ[ 0,+∞[ (t)
s∑
`=0
t`
`!
(2s)!
(2s− 2`)!ξ
2s−2`[1]
= χ[ 0,+∞[ (t) p2s(x, t)
In this way, we also see the appearance of the heat polynomials.
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10.6.2 Solutions of the heat equation with given initial condi-
tion
By means of the discrete heat polynomials, we can determine solutions u(x, t) of
the following heat problem:{
(∂t −∆∗)u(x, t) = 0, x ∈ Z, t > 0
u(x, 0) = φ(x)
Indeed, every discrete function φ(x) can be developed into a discrete Taylor series.
We give the example where the initial function φ(x) is δ0.
The discrete delta function δ0 can be expressed in terms of the discrete homoge-
neous polynomials ξk[1] as follows:
δ0 =
∞∑
`=0
(−1)`
(`!)
2 ξ
2` [1] +
∞∑
`=0
(−1)`+1
`! (`+ 1)!
ξ2`+1 [1]
(
e+ − e−)
Substituting every discrete polynomial by its corresponding heat polynomial gives
us a solution u(x, t), satisfying the heat equation, with initial condition u(x, 0) =
δ(x):
u(x, t) =
∞∑
`=0
(−1)`
(`!)
2
[∑`
s=0
ts
s!
(2`)!
(2`− 2s)! ξ
2`−2s[1]
]
+
∞∑
`=0
(−1)`+1
`! (`+ 1)!
[∑`
s=0
ts
s!
(2`+ 1)!
(2`− 2s+ 1)! ξ
2`−2s+1[1]
] (
e+ − e−)
=
∞∑
s=0
[ ∞∑
`=s
(−1)`
(2s)!
t`−s
(`− s)!
(
2`
`
)]
ξ2s[1]
+
∞∑
s=0
[ ∞∑
`=s
(−1)`+1
(2s+ 1)!
t`−s
(`− s)!
(
2`+ 1
`
)]
ξ2s+1[1]
(
e+ − e−)
One can easily check that for t = 0:
u(x, 0) =
∞∑
s=0
(−1)s
s! s!
ξ2s[1] +
∞∑
s=0
(−1)s+1
s! (s+ 1)!
ξ2s+1[1]
(
e+ − e−) = δ(x)
and that (∂t −∆)u(x, t) = 0. The function u(x, t) is depicted in figure 10.5 for
−5 6 x 6 5 and t 6 10.
One can show that u(x, t) is the function e−2t BesselI(x, 2t), which is nothing but
the density function of the fundamental solution of the heat equation. We may thus
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Figure 10.5: The solution u(x, t) of the heat equation satisfying u(x, 0) = δ(x).
conclude that the fundamental solution
BesselI(x, 2t)
e2t
is a solution to the problem
{
(∂t −∆∗)u(x, t) = 0, x ∈ Z, t > 0
u(x, 0) = δ(x)
The following example will show that convergence in t of the solution u(x, t) is
not always obvious.
Example 10.6.4. We consider the problem{
(∂t −∆∗)u(x, t) = 0, x ∈ Z, t > 0
u(x, 0) = eξ
2
[1]
The initial function φ(x) = eξ
2
[1] =
∞∑
`=0
1
`!
ξ2`[1] converges for each x ∈ Z.
Following the usual method, we replace each ξ2`[1] by the corresponding heat
polynomial
p2`(x, t) =
∑`
s=0
ts
s!
(2`)!
(2`− 2s)! ξ
2`−2s[1]
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and get the following solution u(x, t) of the given problem:
u(x, t) =
∞∑
`=0
1
`!
p2`(x, t) =
∞∑
`=0
1
`!
[∑`
s=0
ts
s!
(2`)!
(2`− 2s)! ξ
2`−2s[1]
]
=
∞∑
s=0
[ ∞∑
`=s
1
`!
t`−s
(`− s)!
(2`)!
(2s)!
]
ξ2s[1]
The series
∞∑
`=s
1
`!
t`−s
(`− s)!
(2`)!
(2s)!
=
∞∑
`=0
t`
`!
(2`+ 2s)!
(`+ s)! (2s)!
only converges for t < 14
for which it equals
1
s! (1− 4t)s+ 12
We thus see that
u(x, t) =
∞∑
s=0
1
s! (1− 4t)s+ 12
ξ2s[1]
This series converges for all x ∈ Z, but only for t < 14 .
10.6.3 Higher-dimensional heat polynomials
In this section we will determine polynomial solutions to the problem{
(∂t −∆∗)u(x, t) = 0, x ∈ Zm, t > 0
u(x, 0) = ξsMk[1]
The polynomials ξsMk[1] withMk[1] a discrete spherical monogenic of degree k,
form a basis for all discrete functions, by means of the Fischer decomposition.
We are thus looking for a function u(x, t) such that it’s Fourier transform û satisfies{(
∂t − ξ2
)
û = 0
û|t=0 = F [ξsMk[1]]
Since F [ξ f ] = −∂ F [f ], one has F [ξsMk[1]] = (−1)s ∂s F [Mk[1]] which we
will denote as (−1)s ∂s M̂k. Furthermore, as a corollary of F [∂ f ] = −ξF [f ]
and ∂Mk[1] = 0, we see that ξ M̂k = 0 as distribution.
The equation
(
∂t − ξ2
)
û = 0 can be transformed into
∂t
(
e−t ξ
2
û
)
= 0
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Together with the initial condition û|t=0 = (−1)s ∂s M̂k, we thus get a solution
in distributional sense:
e−t ξ
2
û = (−1)s ∂s M̂k ⇔ û = (−1)s et ξ2 ∂s M̂k
We thus consider (−1)s et ξ2 ∂s M̂k, for which we need to know ξ ∂s M̂k:
ξ ∂2` M̂k =
(−2` ∂2`−1 + ∂2` ξ) M̂k = −2` ∂2`−1 M̂k
ξ ∂2`+1 M̂k =
(
(m− 2`) ∂2` + 2 ∂2`E − ∂2`+1 ξ) M̂k
=
(
(m− 2`) ∂2` + 2 ∂2`E) M̂k
The action of the Euler operator E on the distribution M̂k can be determined as
follows:
F [(ξ∂ + ∂ξ)Mk] = F [(2E +m)Mk] = (2k +m) M̂k
⇔ − (∂ξ + ξ∂) M̂k = (2k +m) M̂k
⇔ (2E +m) M̂k = − (2k +m) M̂k
⇔ E M̂k = − (k +m) M̂k
resulting in
ξ ∂2` M̂k = −2` ∂2`−1 M̂k
ξ ∂2`+1 M̂k = − (m+ 2`+ 2k) ∂2` M̂k
One could also find these results by taking into consideration that F [∂ ξ2`Mk] =
F [(2`) ξ2`−1Mk] from which it follows that ξ ∂2` M̂k = − (2`) ∂2`−1 M̂k. Fur-
thermore, fromF [∂ ξ2`+1Mk] = F [(m+ 2`+ 2k) ξ2`Mk] it follows that−ξ ∂2`+1 M̂k =
(m+ 2`+ 2k) ∂2` M̂k.
For even powers of the Dirac operator (s = 2`), it thus follows that
û = et ξ
2
∂2` M̂k =
∞∑
p=0
tp
p!
ξ2p ∂2` M̂k
=
∑`
p=0
tp
p!
(2`)!!
(2`− 2p)!!
(m+ 2`+ 2k − 2)!!
(m+ 2`+ 2k − 2p− 2)!! ∂
2`−2p M̂k
=
∑`
p=0
2p tp
(
`
p
)
(m+ 2`+ 2k − 2)!!
(m+ 2`+ 2k − 2p− 2)!! ∂
2`−2p M̂k
The function u(x, t) corresponding with this distribution û then is given by
u2`,m,k(x, t) =
∑`
p=0
2p tp
(
`
p
)
(m+ 2`+ 2k − 2)!!
(m+ 2`+ 2k − 2p− 2)!! ξ
2`−2pMk
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Finally, for odd powers of the Dirac operator (s = 2`+ 1), we get
û = −et ξ2 ∂2`+1 M̂k = −
∞∑
p=0
tp
p!
ξ2p ∂2`+1 M̂k
= −
∑`
p=0
tp
p!
(2`)!!
(2`− 2p)!!
(m+ 2`+ 2k)!!
(m+ 2`+ 2k − 2p)!! ∂
2`−2p+1 M̂k
= −
∑`
p=0
2p tp
(
`
p
)
(m+ 2`+ 2k)!!
(m+ 2`+ 2k − 2p)!! ∂
2`−2p+1 M̂k
and
u2`+1,m,k(x, t) =
∑`
p=0
2p tp
(
`
p
)
(m+ 2`+ 2k)!!
(m+ 2`+ 2k − 2p)!! ξ
2`−2p+1Mk
Note that un,m,k(x, t) = un+k,m,0(x, t).
10.7 Conclusion
In this chapter, we made a first step towards applications by considering solutions
of the discrete heat equation
(∂t −∆∗)u(x, t) = f(x, t)
One can find the solution u(x, t) by considering the discrete convolution with the
discrete FS of the heat equation, which is the discrete distribution
Gt = H(t) exp (t ∂
2)δ0
with density function g(x, t) = (−1)xH(t)BesselI(|x|, 2t)
e2t
. If this convolution
converges for all values of t, the solution is defined for all t. If furthermore the
heat equation has an initial condition u(x, 0) = u0(x), one can find a solution by
expanding the initial temperature u0(x) in a discrete Taylor series expansion and
replacing each homogeneous part by its corresponding heat polynomial pn(ξ, t).
When working in the higher-dimensional setting, we consider the Fischer decom-
position of u0(x) and replace each basic building block ξsMk[1] by the corre-
sponding higher-dimensional heat polynomial pn,m,k(ξ, t).
We furthermore introduced a factorization of the discrete heat equation by consid-
ering a parabolic discrete Dirac operator ∂ ± (f ∂t − f†). This led to a Cauchy-
Pompeiu and a Cauchy integral theorem.
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Generalization to a grid with mesh
width h
In the previous chapters the standard grid Zm was considered. The aim of this
chapter is to introduce a more general grid with arbitrary mesh width h > 0.
For most theorems, this will not change the proofs, since the basic intertwining
relations {∂h, ξh} = 2Eh + m, [∂h, Eh] = ∂h and [Eh, ξh] = ξh still hold.
However, working on a general grid will allows us to investigate how a change of
mesh width will affect some results, for example results with respect to the discrete
delta function (such as its discrete Taylor series expansion and CK-extension) and
those with respect to the fundamental solution.
11.1 Introduction
Let Rm be m-dimensional Euclidean space; over this space a uniform lattice with
mesh width h > 0 is defined by
Zmh = {(`1h, `2h, . . . , `mh) | (`1, `2, . . . , `m) ∈ Zm}
So a Clifford vector x will now only be allowed to show co-ordinates which are
integer multiples of the mesh width h. The discrete Dirac operator then depends
on the mesh width:
∂h[f ](x) =
m∑
j=1
(
e+j
f(x+ hej)− f(x)
h
+ e−j
f(x)− f(x− hej)
h
)
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as is the case for the star Laplacian:
∆∗h[f ](x) =
m∑
j=1
f(x+ h ej)− f(x− h ej)
h2
− 2m f(x)
h2
Observe that still ∂2h = ∆
∗
h, and that ∂h → ∂x as h→ 0 (for the continuous setting
where e2j = +1, j = 1, . . . ,m has been chosen, in accordance with the discrete
framework).
The co-ordinate variables are connected with the forward and backward differen-
ces through the skew Weyl relations (2.9)–(2.10) and thus will also depend on the
mesh width h. The action of natural powers of (ξj)h on the ground state 1 is now
given by (ξj)h[1] = xj (e+j + e
−
j ) and
(ξj)
2`+1
h [1] = xj (e
+
j + e
−
j )
∏`
i=1
(x2j − i2h2) (11.1)
(ξj)
2`
h [1] =
(
x2j + `hxj (e
+
j e
−
j − e−j e+j )
) `−1∏
i=1
(x2j − i2h2) (11.2)
for ` = 1, 2, . . . and j = 1, . . . ,m. Denote x = hN , then we get
1
hk
(ξk)h[1](N h) = (ξ
k)1[1](N)
where ξk1 [1](N) denotes the vector variable ξ
k for the standard grid h = 1.
Remark 11.1.1. This can be proven in a similar way as in the proof of Lemma
3.1.1, where we now take into account that
Xh,±j (x
k
j ) = h
k+1Ek+1
(
± xj
h
)
, k odd
Xh,±j (x
k
j ) = h
k xj Ek
(
± xj
h
)
, k even
and thus for k > 2: 
∂j,h(ξj)
k
h[1] = k (ξj)
k−1
h [1]
(ξj)
k
h[1](0) = 0
(ξj)
k
h[1](h) = 0
As could be expected, we have that
lim
h→0
(ξj)
2`+1
h [1](xj) = x
2`+1
j ej
lim
h→0
(ξj)
2`
h [1](xj) = x
2`
j
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11.2 CK-extension of the discrete delta function
Isolating, as before, the first term in the Dirac operator, i.e. writing ∂h = ∂1h+∂′h,
and repeating the calculations of Chapter 5, we obtain a CK-extension which, at
least formally, is not affected by the introduction of the mesh width h, though ξk1 [1]
should be replaced by (ξ1)kh[1].
Definition 11.2.1. The CK-extension of a discrete function f(x2, . . . , xm) defined
on the grid Zmh is the discrete monogenic function
CKh [f ] (x1, x2, . . . , xm) =
∞∑
k=0
(ξ1)
k
h[1]
k!
fk(x2, . . . , xm)
where f0 = f and fk+1 = (−1)k+1∂′hfk.
Seen the behaviour of the natural powers of (ξ1)h for h → 0, and the fact that
∂′h → ∂′x, it directly follows that CKh[f |Zm−1h ] will tend to the CK-extension of
f in the corresponding continuous setting (with e2j = +1), reading
F (x1, x2, . . . , xm) = exp
(
x1e1∂x
′)[f ] = ∞∑
k=0
1
k!
xk1(e1∂x
′)k[f ]
for any function f defined on Rm−1 which is real-analytic.
For the CK-extension of the discrete delta function
δ0(x) =
{
1
hm , x = 0
0, x 6= 0
restricted to the mesh Zmh , we will again only consider the case m = 1. Its CK-
extension is well-defined on the grid Z2h and given by
CKh(δ0)(x1, x2) =
∞∑
k=0
(ξ1)
k
h[1](x1)
k!
fk(x2)
with f0(x2) = δ0(x2) and fk+1(x2) = (−1)k+1∂′fk, where now
∆+2 (δk)(x2) =
δk−h(x2)− δk(x2)
h
∆−2 (δk)(x2) =
δk(x2)− δk+h(x2)
h
whence we obtain for the components fk in CKh[δ0]:
f2`(x2) =
2∑`
j=0
(−1)j+`
h2`
(
2`
j
)
δ(`−j)h
f2`+1(x2) =
2`+1∑
j=0
(−1)j+`+1
h2`+1
(
2`+ 1
j
)(
e+2 δ(j−`−1)h − e−2 δ(`+1−j)h
)
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Because of the factors h−k in fk, CKh[δ0] can be rewritten as
CKh(δ0)(x1, x2) =
∞∑
k=0
(ξ1)
k
h[1](x1)
hk k!
gk(x2)
where the coefficient functions gk(x2) ≡ hkfk(x2) no longer contain any powers
of h. We will use this form to evaluate CKh[δ0] in an arbitrary point (x1, x2) =
(n1h, n2h) of the grid Z2h.
Theorem 11.2.1. The value of the CK-extension of the discrete delta function δ0
in a point (n1h, 0) of the grid Z2h is
1
h
1 + |n1|∑
`=1
(ξ1)
2`
h [1](n1h)
h2` `!2
+
|n1|−1∑
`=0
(ξ1)
2`+1
h [1](n1h)
h2`+1 `! (`+ 1)!
(
e+2 − e−2
)
Furthermore, its value in a point (n1h, n2h) with n2 > 0 is
1
h
[
(−1)n2−1 (ξ1)
2n2−1
h [1](n1h)
h2n2−1 (2n2 − 1)! e
−
2 + (−1)n2
|n1|∑
`=n2
(ξ1)
2`
h [1](n1h)
h2` (`− n2)! (`+ n2)!
+ (−1)n2
|n1|−1∑
`=n2
(ξ1)
2`+1
h [1](n1h)
h2`+1 (`− n2)! (`+ n2)!
(
e+2
`+ n2 + 1
− e
−
2
`− n2 + 1
)]
while its value in a point (n1h, n2h) with n2 < 0 is
1
h
[
(−1)n2 (ξ1)
2|n2|−1
h [1](n1h)
h2|n2|−1 (2 |n2| − 1)! e
+
2 + (−1)n2
|n1|∑
`=|n2|
(ξ1)
2`
h [1](n1h)
h2` (`− n2)! (`+ n2)!
+ (−1)n2
|n1|−1∑
`=|n2|
(ξ1)
2`+1
h [1](n1h)
h2`+1 (`− n2)! (`+ n2)!
(
e+2
`+ n2 + 1
− e
−
2
`− n2 + 1
)]
with (ξ1)2`+1h [1] and (ξ1)
2`
h [1] given by (11.1)-(11.2).
Remark 11.2.1. Here, we may also consider the limit case for h tending to 0.
However, since the only powers of h in the above function values are
ξ2`+11
h2`+1
[1] =
x1
h
∏`
i=1
((x1
h
)2
− i2
)
(e+1 + e
−
1 )
ξ2`j [1]
h2`
=
((x1
h
)2
+ `
x1
h
(e+1 e
−
1 − e−1 e+1 )
) `−1∏
i=1
((x1
h
)2
− i2
)
it is clear that the limit of CKh[δ0] for h → 0 will not exist, since x1h → ∞ for
a fixed point (x1, x2) 6= (0, 0). This is in accordance with the fact that δ0 is not
continuous, whence certainly not real-analytic, and thus has no CK-extension in
the continuous case.
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11.3 Taylor series of the discrete delta function
We now consider the discrete Taylor series expansion of the discrete delta func-
tions when working on a general grid in one dimension:
δnh(x) =
{
1
h , x = nh
0, x 6= 0
We have again denoted e1 ≡ e, and we will, likewise, also drop the subscript 1 in
all other notations. The discrete Taylor series expansion is dependent on the mesh
width h:
δ0 =
1
h
∞∑
`=0
(−1)`
h2` `!2
ξ2`h [1] +
1
h
∞∑
`=0
(−1)`+1
h2`+1 `! (`+ 1)!
ξ2`+1h [1]
(
e+ − e−)
=
1
h
∞∑
`=0
(−1)`
h2` `!2
x2
`−1∏
j=1
(
x2 − (j h)2) = 1
h
sin (pi xh )
pi xh
Decomposing a discrete function f into discrete delta functions:
f(x) =
∞∑
n=−∞
f(nh)h δnh(x) =
∞∑
n=−∞
f(nh)
sin
(
pi(xh − n)
)
pi
(
x
h − n
) , x ∈ Z
shows the connection with the Shannon sampling theorem where now W = 12h .
Furthermore, for n 6= 0:
δnh(x) =
∞∑
`=|n|
(−1)`−n
h2`+1 (`− n)! (`+ n)! ξ
2`
h [1](x)± 1
h2|n| (2 |n| − 1)! ξ
2|n|−1
h [1](x) e
±
+
∞∑
`=|n|
(−1)`−n
h2`+2 (`− n)! (`+ n)! ξ
2`+1
h [1](x)
[
e−
l + n+ 1
− e
+
l − n+ 1
]
where the ± e± is chosen according to n > 0 resp. n < 0.
Remark 11.3.1. If we put x = N h, since
1
hk
ξkh[1](N h) = ξ
k
1 [1](N), it follows
that
δn,h(x) =
1
h
δn,1(N)
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11.4 Discrete fundamental solution
11.4.1 One-dimensional case
We again augment the degree of ξkh in each term of the Fischer decomposition of
δ0, such that the resulting function is a fundamental solution of ∂h:
E(x) =
∞∑
`=0
(−1)`
(2`+ 1)h2`+1 (`!)2
ξ2`+1h [1](x)
+
∞∑
`=0
(−1)`+1
(2`+ 2)h2`+2 `! (`+ 1)!
ξ2`+2h [1](x)
[
e+ − e−]
Some calculations show that:
E(n.h) = e−, n > 0
E(0) = 0
E(n.h) = −e+, n < 0
Remark 11.4.1. Again, by considering
1
hk
ξkh[1](nh) = ξ
k
1 [1](n), we see
Eh(hn) = E1(n)
where Eh(hn) and E1(n) denote the resulting fundamental solution for the gen-
eral, respectively standard grid. If we fix a point x ∈ Z and let h tend to zero, the
corresponding value n tends to infinity, implying that Eh(x) will tend to infinity
when h tends to zero.
11.4.2 Two-dimensional case
In a similar way as in Chapter 7, we will determine the Fischer fundamental solu-
tion by calculating the Fischer decomposition of the discrete delta function δ0:
δ0 =
∑
s,k60
ξshM
(s)
k
Since the spherical monogenics M (s)k = z2ẑ2 . . .︸ ︷︷ ︸
k
a
(s)
k with a
(s)
k a constant, z2 =
ξ2,h − ξ1,h and ẑ2 = ξ2,h + ξ1,h, we only need to determine the values of a(s)k .
Although in fact we must write down M (s)k [1], we will denote this short as M
(s)
k .
ξsh however is not acting on 1, but on Mk[1], and can thus be written down as just
ξsh.
Following the method explained in Chapter 7, but now for a general mesh width
h, we arrive at the following results for the constants a(s)k .
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Theorem 11.4.1.
a
(2`)
2r =
(−1)`
h2r+2`+2 (2`)!! (2`+ 4r)!!
[
C2`2r + C
2`+1
2r−1
(
e+1 − e−1
) (
e+2 − e−2
)]
a
(2`+1)
2r =
(−1)`+1
h2r+2`+3 (2`)!! (2`+ 4r + 2)!!
C2`2r+1
[(
e+1 − e−1
)
+ (−1)r (e+2 − e−2 )]
a
(2`)
2r+1 =
(−1)`
h2r+2`+3 (2`)!! (2`+ 4r + 2))!!
C2`2r+1
[(
e+1 − e−1
)− (−1)r (e+2 − e−2 )]
a
(2`+1)
2r+1 =
(−1)`+1
h2r+2`+4 (2`)!! (2`+ 4r + 4)!!
[
C2`2r+2 + C
2`+1
2r+1
(
e+1 − e−1
) (
e+2 − e−2
)]
where again, as in Chapter 7,
C2`2r =
∑`
j=0
r∑
i=0
(−1)i
(
`
j
)(
2r
2i
)(
2r − 2i+ 2j
r − i+ j
) (
2`− 2j + 2i
`− j + i
)
C2`2r+1 =
∑`
j=0
r∑
i=0
(−1)i
(
`
j
)(
2r + 1
2i
)(
2r − 2i+ 2j + 1
r − i+ j + 1
)(
2`+ 2i− 2j
`+ i− j
)
C2`+12r+1 =
∑`
j=0
r∑
i=0
(−1)i
(
`
j
)(
2r + 2
2i+ 1
)(
2r + 2j − 2i+ 1
r + j − i+ 1
)(
2`+ 2i− 2j + 1
`+ i− j + 1
)
We then define the Fischer fundamental solution for a general grid in two dimen-
sions by its Fischer decomposition:
E =
∑
`,k>0
1
2`+ 2k +m
ξ2`+1h M
(2`)
k +
∑
`,k>0
1
2`+ 2
ξ2`+2h M
(2`+1)
k
The coefficient a(s)k is then combined with the discrete homogeneous polynomial
ξs+1h z2 ẑ2 . . .︸ ︷︷ ︸
k
[1] of degree s + k + 1. Evaluated in a point (n1h, n2h) ∈ Z2h, we
have several terms of the form (up to a coefficient not depending on h):
1
hs+k+2
ξα11,h[1] (n1h) ξ
α2
2,h[1] (n2h)
with α1 + α2 = s+ k + 1. This term equals
1
h
ξα11,1[1] (n1) ξ
α2
2,1[1] (n2)
where ξj,1 now denotes the vector variable ξj when working on the standard grid
Z2. We thus conclude with the following corollary.
Corollary 11.4.1. For a general mesh width h > 0, one has for the corresponding
Fischer fundamental solution
Eh (n1h, n2h) =
1
h
E1 (n1, n2)
which again makes clear that the fundamental solution will diverge for h tending
to zero.
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11.5 Conclusion
In this chapter, we introduced a general lattice with mesh width h > 0 and investi-
gated its impact on certain results. Although most results remain valid, due to the
fact that the basic intertwining relations still hold, the convergence of some results
may fail when the mesh width tends to zero. This is in accordance with the results
of the continuous setting, which sometimes require additional conditions in order
for convergence to be achieved. This mostly happens when the discrete results
include a series expansion in terms of discrete (homogeneous) polynomials since
those infinite series will cease to be finite sums for fixed points of the grid when
the mesh width tends to zero.
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Conclusion and
topics for further research
In this dissertation, we introduced and further developed the Hermitian discrete
Clifford analysis framework. In view of a fully comprehensive function theory, we
introduced a discrete Fischer decomposition and discrete Taylor series expansion
(Chapter 4). Furthermore, we defined a discrete Cauchy-Kovalevskaya extension
theorem (Chapter 5) and a basis for the spaces of discrete homogeneous monogenic
functions, consisting of the so-called discrete Fueter polynomials (Chapter 6).
In Chapter 2, we explained our discrete (Hermitian) framework and introduced the
operator calculus. However, we did not yet study in full detail the representation-
theoretical aspects of this framework. So far, we can only say that the operators ∂,
ξ and E generate osp(1|2), while the operators {∂+, ∂−, ξ+, ξ−}, given by
∂± :=
m∑
j=1
∆±j e
±
j ξ
± :=
m∑
j=1
X∓j e
±
j
span sl(2|1). An in-depth study of the representation-theoretical framework thus
is one of the first endeavors to be undertaken in future.
In Chapter 3, we introduced the concept of a discrete density function; this was
first used for a compactly-supported discrete function. However, when consider-
ing the dual Taylor series expansion of discrete distributions, we found that we
could sometimes extend this concept of density function to those discrete func-
tions that arise from the convergence of the dual Taylor series in each point of the
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grid. So far we have not given a necessary and sufficient condition for these dis-
crete functions. This concept of ‘discrete rapidly decreasing function’ is yet to be
established. Furthermore, with respect to the discrete Fourier transform, we found
that it behaves in the standard way when considering multiplication and differenti-
ation. However, we have not yet considered its behavior with respect to translation
and modulation.
The search for a discrete fundamental solution of the discrete Dirac operator, as
started in Chapter 7 remains a priority as well. So far, we have introduced two
methods both resulting in fundamental solutions which are explicitly computable.
Both fundamental solutions can be applied in amongst others the Cauchy integral
formula. For a Cauchy transform however, we need a fundamental solution, with
support in Zm, which can be convoluted with discrete functions. This ‘special’
fundamental solution, for which the discrete Cauchy transform satisfies the usual
properties, continues to elude us.
In Chapter 9 we defined the (generalized) discrete Clifford-Hermite polynomi-
als, being orthogonal polynomials with respect to the discrete Gauss distribution.
They were defined by means of a Rodrigues’ type of formula. A second fam-
ily of special functions were the discrete Clifford-Laguerre polynomials. In the
one-dimensional setting these polynomials were defined by the Rodrigues’ for-
mula Ln(ξ)Eλ =
1
n!
∂n ξnEλ and it was proven that they are an orthogonal
family of polynomials with respect to the discrete distribution Eλ. This defini-
tion could however not be generalized to higher dimension, since ∂n ξnEλ cannot
be expressed as a polynomial operator acting on Eλ alone. A second distribution
E−λ was needed and the m-dimensional Laguerre polynomials were then defined
by means of a (2 × 2)-matrix formulation. However, due to non-commutativity
of these Laguerre polynomials, they do not form an orthogonal set with respect
to the distributions E±λ. For further research, we could consider the definition
given in [1]; there the Clifford-Laguerre polynomials (of the first and second type)
are defined as CK-extensions of the functions exp (−|x|) |x|α P± with P± the
Clifford-Heaviside functions. Since the discrete CK-extension already has been
established, this might prove to be a viable method.
In Chapter 10, we introduced a discrete version of the heat equation
(∂t −∆∗)u(x, t) = 0, x ∈ Zm, t ∈ R+
where we discretized the space variable x to the grid Zm and we retained the conti-
nuous time variable. We then considered solutions of this discrete heat equation
by considering the convolution with its fundamental solution. A topic for further
research is the further discretization of the heat equation, by replacing the conti-
nuous time variable and the partial derivative ∂t, by a discrete time variable t ∈ N
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and the corresponding forward difference operator ∆+t . To determine a funda-
mental solution for this second discretization, one can start with its value on the
hyperplane {x ∈ Zm : x1 = 0} and recursively define it on the rest of the grid.
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–Summary in Dutch–
Deze thesis heeft tot doel de discrete functietheorie in het hermitische discrete ka-
der, die was gestart in de artikels [1–3], verder uit te breiden. We ontkennen het
belang van toepassingen niet, maar wij beperken ons tot het verder uitwerken van
de functietheorie zelf, zodat deze als basis kan dienen voor later onderzoek naar
toepassingen. Deze thesis is natuurlijk maar een stap in de richting van een vol-
waardige functietheorie, maar bevat een aantal nuttige resultaten, die gepubliceerd
zijn in de artikels [4–8].
In het eerste hoofdstuk geven we enkele definities en belangrijke resultaten omtrent
Cliffordalgebra’s en Cliffordanalyse voor de lezer die niet bekend zou zijn met
deze concepten. De volgende elf hoofdstukken draaien om drie onderwerpen. Een
eerste stuk van deze thesis focust op discreet-monogene functies. De constructie
van discreet-monogene functies is niet evident doordat Cliffordanalyse van nature
uit niet commutatief is; zo is bijvoorbeeld het product van twee monogene functies
doorgaans niet monogeen. Daarom werden verscheidene methodes uitgewerkt om
discreet-monogene functies te construeren: de discrete Fischerdecompositie van
discrete functies en de discrete Cauchy-Kovalevskaya extensiestelling.
Een tweede hoofdonderwerp is de zoektocht naar discrete fundamentele oplossin-
gen van de Diracoperator. Hierbij hebben we geen enkele voorwaarde gelegd op
(het asymptotisch gedrag van) de fundamentele oplossing. Deze fundamentele op-
lossingen kunnen dan worden toegepast als kern in de Cauchy-integraalformule
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of andere integraaltransformaties. Een derde hoofdonderwerp vormen de speci-
ale discrete functies, zoals de discrete Clifford-Hermite veeltermen, de discrete
Clifford-Laguerre veeltermen (voor dimensie e´e´n) en de discrete warmteveelter-
men.
We geven nu een gedetailleerd overzicht van de verschillende hoofdstukken. In
Hoofdstuk 2 introduceren we het hermitische discrete kader (zoals eerst vermeld
in [1–3]), en verklaren we hoe de discrete Diracoperator wordt gedefinieerd en
waarom. Daarbij leggen we het verband met gekende definities van discrete holo-
morfe functies in het complexe vlak, zoals daar zijn: Isaacs-holomorfie en Ferrand-
holomorfie. We vullen de operatorcalculus aan met een vectoroperator en de dis-
crete Euleroperator, die aan dezelfde (anti-)commutator relaties voldoen als hun
continue tegenhangers. Om deze basisoperatoren te bepalen, bekijken we onder
andere de inwerking van de vectoroperator op (klassieke) homogene veeltermen.
Dit leidt tot een formule voor de expliciete vorm van de discreet-homogene veelter-
men, dit zijn de eigenfuncties van de discrete Euleroperator. Het hoofdstuk wordt
afgesloten met enkele functie-theoretische resultaten, zoals de discrete Stokesstel-
ling en de discrete Cauchy-integraalformule.
In Hoofdstuk 3 staat het een-dimensionale geval centraal; dit is immers een start-
punt voor verscheidene belangrijke concepten. We bekijken de Taylorreeks-ontwik-
keling van de discrete deltafuncties en leggen een link naar C. Shannon’s ‘sampling
theorem’. Met behulp van de Taylorreeks-ontwikkeling van discrete functies kun-
nen we het domein van discrete operatoren uitbreiden van de discreet-homogene
veeltermen naar alle discrete functies. Zo bepalen we bijvoorbeeld de inwerking
van de vectoroperatoren op de discrete deltafuncties. Een belangrijk concept met
het oog op latere hoofdstukken is een ‘discrete distributie’, wat eerst voor het een-
dimensionale geval gedefinieerd wordt, als een lineaire functionaal op de verzame-
ling van de discreet-homogene veeltermen. Elke discrete distributie kan ontwik-
keld worden in een duale Taylorreeks, in functie van differenties van de discrete
delta distributies. De discrete Fouriertransformatie zal de link leggen tussen de
discrete distributies en hun corresponderende duale Taylorreeks-ontwikkeling en
de discrete functies met corresponderende Taylorreeks-ontwikkeling.
In Hoofdstuk 4 beschrijven we twee methodes voor het bepalen van discreet-
monogene functies. De eerste steunt op het discrete Fischer-inproduct. Door mid-
del van de Fischerdecompositie-methode wordt de ruimte van discreet-homogene
veeltermen ontwikkeld in een reeks van ruimtes van discrete sferische monoge-
nen van lagere graad. We combineren dit met de Taylorreeks-ontwikkeling, die
discrete functies ontwikkelt in een reeks van homogene veeltermen, en komen
zo tot een methode om discrete functies op te splitsen in basisfuncties van de
vorm ξsMk, zijnde de vectoroperator die s keer inwerkt op een discrete sferische
monogeen. Als voorbeeld bepalen we de Fischerdecompositie van de discreet-
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homogene veeltermen in twee dimensies.
In Hoofdstuk 5 beschrijven we een tweede methode voor het construeren van
discreet-monogene functies: de Cauchy-Kovalevskaya extensiestelling. Deze con-
structie laat toe om een m-dimensionale discrete functie die gedefinieerd is op
een hypervlak, uit te breiden naar een (m + 1)-dimensionale discreet-monogene
functie in de hele ruimte. Speciale voorbeelden zijn de discrete Fueterveeltermen,
deze zijn basiselementen van de ruimtes van discrete sferische monogenen die ont-
staan door de CK-extensies van alle discreet-homogene veeltermen te bepalen. Ze
worden gedefinieerd in Hoofdstuk 5 en een expliciete formule voor deze discrete
Fueterveeltermen is het onderwerp van Hoofdstuk 6. Daar zal worden aangetoond
dat hun constructieformule veel gelijkenissen vertoond met de constructie formule
van de continue Fueterveeltermen. We bepalen bovendien de commutatie-relaties
tussen de CK-extensie en de coo¨rdinaat eindige-differentie-operatoren ∂j ; we vin-
den als resultaat dat de commutator van de CK-extensie en de operator ∂kj nul is
enkel en alleen als het een even macht is. Dit is een opmerkelijk verschil met de
continue Cliffordanalyse, waar alle commutatoren nul zijn. Het is een direct ge-
volg van het feit dat de discrete Diracoperator niet commuteert met de coo¨rdinaat
eindige-differentie-operatoren ∂j .
In Hoofdstuk 7 focussen we op methodes om discrete fundamentele oplossingen
van de discrete Diracoperator te construeren. De Cauchy-integraalformule, die
geı¨ntroduceerd werd in Hoofdstuk 2, en de Cauchytransformatie, die we (alleen
formeel) introduceren in Hoofdstuk 7, zijn allebei gebaseerd op het concept van
een discrete functie E die voldoet aan ∂ E = δ. De eerste methode die we bespre-
ken is gebaseerd op de totale Fischerdecompositie van de discrete deltafunctie. De
resulterende fundamentele oplossing ‘explodeert’ op oneindig; men berekent deze
fundamentele oplossing het meest efficie¨nt in (m-dimensionale) ruiten rond de
oorsprong, waardoor deze fundamentele oplossing zeer gepast is om te gebruiken
voor de Cauchy-integraalformule. We construeren fundamentele oplossingen op
een tweede manier door ze recursief te bepalen; daarbij starten we met een discrete
functie op een hypervlak en bouwen ze laag na laag verder op. Elke startfunctie zal
een verschillende fundamentele oplossing opleveren, die het meest efficie¨nst wordt
bepaald op hypervlakken parallel met het oorspronkelijke hypervlak. Wanneer we
vertrekken van een discrete functie met compacte drager op het hypervlak, zal de
drager van de fundamentele oplossing op elke bijkomende laag ook compacte dra-
ger hebben; dit maakt deze fundamentele oplossingen geschikt om te convoluteren
met andere discrete functies op hypervlakken.
In Hoofdstuk 8 introduceren we hoger-dimensionale discrete distributies als di-
recte veralgemeningen van de eendimensionale discrete distributies die we intro-
duceerden in Hoofdstuk 3. Zoals verwacht kunnen ook de duale Taylorreeks-
ontwikkeling en de discrete Fouriertransformatie direct veralgemeend worden. Het
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belangrijkste resultaat van dit hoofdstuk is de definitie van twee speciale discrete
distributies: de discrete Gaussdistributie en de discrete distributie Eλ. Beide dis-
tributies zullen dienst doen als gewichtsfunctie ten opzichte van speciale functies
in Hoofdstuk 9. Voor de discrete Gaussdistributie zijn dat de discrete Clifford-
Hermite veeltermen; de distributie Eλ is gerelateerd aan de (eendimensionale)
Clifford-Laguerre veeltermen. Door hun non-commutatieve natuur kunnen deze
Clifford-Laguerre veeltermen echter niet veralgemeend worden naar hogere di-
mensie.
In Hoofdstuk 10 bestuderen we oplossingen van een discrete warmtevergelijking
(met discrete ruimte-variabelen en een continue tijdsvariabele). De oplossingsme-
thode is gebaseerd op de fundamentele oplossing van de discrete warmtevergelij-
king. Die fundamentele oplossing is (op een factor na) de discrete Gaussdistri-
butie. Oplossingen van de inhomogene discrete warmtevergelijking kunnen dan
worden gevonden door de discrete convolutie te nemen met de fundamentele op-
lossing. Wanneer we bovendien een initie¨le voorwaarde opleggen, d.w.z. we eisen
dat de oplossing van de warmtevergelijking op tijdstip t = 0 een bepaalde func-
tie is, dan spelen de discrete warmteveeltermen een belangrijke rol. Dit zijn de
veeltermoplossingen van de homogene warmtevergelijking die op tijdstip t = 0 de
discreet-homogene veeltermen zijn.
Hoofdstuk 11 is een eerste stap in de richting van toepassingen; we veralgemenen
enkele behandelde definities naar een algemener rooster met stapgrootte h > 0.
We hernemen ook enkele onderwerpen en resultaten en bestuderen hoe de stap-
grootte ze beı¨nvloedt. Wanneer de stapgrootte naar nul nadert, moeten we de
corresponderende resultaten van Euclidische Cliffordanalyse verkrijgen; dit wordt
inderdaad bevestigd. We bepalen de CK-extensie van de discrete deltafunctie voor
een algemeen rooster en als we de stapgrootte naar nul laten naderen gaat de con-
vergentie van de CK-reeks verloren. Dit is consistent met de resultaten van Eu-
clidische Cliffordanalyse, want de discrete deltafunctie is daar niet gedefinieerd.
Verder bekijken we ook de impact van de stapgrootte op de fundamentele oplos-
sing, gedefinieerd in Hoofdstuk 7.
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List of Notations
CK Cauchy-Kovalevskaya
CT Cauchy transform
FT Fourier Transform
FS fundamental solution
GT grid tension term
BesselI Bessel function of the first kind
Cλn Gegenbauer polynomial of degree n
C Cauchy transform
Cm complex Clifford algebra of order m
∂j , j = 1, . . . ,m co-ordinate finite difference operators
∂ discrete Dirac operator
∂h discrete Dirac operator, depending on the mesh width
∂† conjugate Dirac operator
∆∗ discrete star Laplace operator
∆±j forward / backward difference operator
∆j central difference operator
dim dimension
δj , j ∈ Z discrete delta function
δj , j ∈ Z discrete delta distribution
ej , j = 1, . . . ,m Clifford algebra generators
e±j forward / backward Clifford algebra generators
E Euler operator
Eλ weight distribution w.r.t. the Laguerre polynomials
En(x) Euler polynomial of degree n
F discrete Fourier transform
Γ Gamma operator
Hn,m,k(ξ) discrete Clifford-Hermite polynomial of degree n in m
variables associated with a discrete spherical
monogenic of degree k
H Hilbert transform
Lαt (x) generalized Laguerre polynomial on the real line
M(m)k space of discrete spherical monogenics of degree k
in m variables
Πk space of discrete homogeneous polynomials of
degree k
Rp,q real Clifford algebra of order (p, q)
Rm+1± upper (resp. lower) half space
Sc scalar part
Tf regular distribution with density function f
ξj , j = 1, . . . ,m co-ordinate vector variable operators
ξ vector variable operator
X±j raising operators
V`1,...`k Fueter polynomial of degree k
Zmh uniform lattice with mesh width h > 0
χB characteristic function of the set B
 CK-product
.† Hermitian conjugation
. Clifford conjugation
. ∧ . wedge product
.̂ involution defined by ξ̂1 = −ξ1,
ξ̂j = ξj , j = 2, . . . ,m and âb = â b̂
〈P (ξ), Q(ξ)〉 Fischer inner product of P (ξ) and Q(ξ)
〈F, V 〉 action of the distribution F on the polynomial V
dxe smallest integer not less than x
!! double factorial
.Oj replace from left to right every first, third, fifth,. . .
occurrence of zj by ẑj
.Ej replace from left to right every second, fourth,
sixth, . . . occurrence of zj by ẑj
.∗j replace every zj by ẑj and vice verse
. ∗ . (discrete) convolution
(a)j Pochammer symbol

