Abstract-LoRa technology allows long-range transmissions with low power consumption and it can also be used indoor. For these reasons, the introduction of a precise timestamping of LoRa frames provides the possibility to use this technology for accurate localization in many scenarios. However, this is still very challenging to achieve in non-line-of-sight environments such as urban landscapes. In this paper, we present a "fingerprinting" method to perform outdoor geolocation based on machine learning (Random Forest and Neural Networks) applied to a reference map. The map combines Time Difference Of Arrival (TDOA) measurements generated by a LoRa network and GPS location as ground truth. We tested our approach on simulated data achieving promising results with a Root Mean Squared Error below 9 meters by using a Long Short-Term Memory (LSTM) network.
I. INTRODUCTION AND RELATED WORKS
Today, geolocation is mainly based on GPS technology, but the cost of the GPS receivers, their energy consumption and the possibility of using them only outdoor exclude many applications.
LoRa (Long Range) is a patented digital wireless data communication technology developed to permit long-range transmissions with low power consumption and therefore well suited for Internet of Things (IoT) applications [1] . Long Range Wide Area Network (LoRaWAN) is the network on which LoRa operates. Within LoRaWAN, data transmitted by an end-node device (typically a mobile node) is received by multiple gateways, which forward the data packets to a centralized network server. Recently, the LoRaWAN protocol has been improved by adding a fine timestamp to the packets received by the LoRa gateways with an accuracy of about 30 ns. This characteristic makes it possible to use the LoRaWAN protocol not only for data communication, but also for geolocation at low-cost (in terms of material and energy consumption).
Unlike GPS, which is based on time of arrival (TOA) measurements, the LoRaWAN protocol mainly uses the time difference of arrival (TDOA) for localization. TDOA and TOA may look similar but there is an important difference: TOA uses the absolute time of arrival of a signal at a certain gateway while TDOA compute the difference between the TOA of two gateways [2] . The advantage of TDOA is that it does not require a perfect synchronization between the clock on the end-node and the clock on the gateways. It only needs to have gateways with precisely synchronized time references.
However, similarly to GPS, LoRa localization suffers from a lack of precision in areas where the line-of-sight between mobile node and gateways is obstructed or when the same transmitted signal is received multiple times in multiple successive echoes. This is often the case in urban environments (or indoors) in which several obstacles (e.g., buildings, cars, etc.) are interposed between the mobile node and the gateway and may cause obstructions and reflections.
To cope with this problem, it is possible to use an approach called "fingerprinting", often used in the past for indoor geolocation using WiFi signal [3, 4] . The idea is to create a reference map, for instance, by using a mobile node with both a GPS receiver and a LoRa mobile node. For each point on the map, the actual GPS coordinates are recorded, as well as the measurements seen by the LoRa network (the timestamps on the gateways, the RSSI of the signal, etc.). These measurements may be used to establish a cartography of the positioning errors obtained by the LoRa protocol. The cartography can be exploited in a later step to identify the position of the end-node with a higher accuracy. This approach was explored using LoRa in [5] , in which they applied a multilateration algorithm on the gateways timestamps to locate the end node. A similar approaches use the RSSI of the signal (LoRa, WiFi, or Bluetooth Low Energy) instead of the timestamps but in [6] they showed that, using LoRa, it is possible to achieve better performance using TDOA.
To the best of our knowledge, Neural Networks or other machine learning-based approaches have been successfully used for indoor geolocation [7, 8, 9] (mainly using signal strength), but never for outdoor geolocation based on TDOA.
The work-in-progress presented in this paper proposes an approach based on machine learning that uses a reference map to perform geolocation from LoRa TDOA measurements. The main idea is that the machine learning algorithms learn from the reference map how to position on the map (i.e., latitude and longitude) a signal that produced a series of TDOA on the gateways.
At this stage of the project, the reference map is created by a LoRA simulator that we developed (see Section II.A). In order to have a first indication about which regression algorithm could have good performance for the geolocation task with our type of data, we compared a Random Forest Regressor (implemented using Scikit-learn [10] ) and different configurations of Neural Networks (implemented using the Keras library [11] ). This paper is structured as follow: in the next section, we will present the methodology of our work, from the approach used to simulate non-line-of-sight data, to the setup of the tests we used to compare the proposed machine learning-based approaches. In Section III, we present the achieved results and we discuss them. Finally, in Section IV, we conclude the paper and we presents the limitations and the perspectives for future works.
II. METHODOLOGY

A. Data generation
The simulator we developed has many parameters that can be changed to generate different datasets. The main parameters are the following ones: the number of gateways n_gw, the number of samples N and a map (i.e., the coordinates of the four corners).
The simulator starts by placing the n_gw gateways in random positions on the map. Then, it generates N points with random coordinates: the ground truth (GT). The simulator adds normal noise to these points to generate the "GPS dataset" (error GPS: mean 0, STD 5) that will be used as reference to train machine learning algorithms. This means that our system will be trained with noisy data. This is far from optimal but this mimics the real conditions that we will have when working with real data.
In the following step, the simulator adds normal noise to the GT also to generate the "LoRa dataset" (error LoRa: mean 0, STD 11). The error in the LoRa dataset is calibrated to simulate the current precision of about 30 ns on the timestamps that we have in the technology the we are using for the real implementation. To provide a general idea, 30 ns corresponds to an error of around 8-9 meters at the speed of light).
To the basic error added to the LoRa dataset in the previous step, an additional "local" error is added to the data. This local error aims to mimic the noise related to specific obstacles present in different regions on the maps and therefore simulate non-line-of-sight signals. Practically, the simulator creates n_mask of circular masks with random position and random radius (in this paper, we used n_mask = 100). The simulator assigns to each one of these masks an error with a different magnitude and type:
Constant: the error has the same magnitude in all the area of the mask Linear: the error decreases linearly from the center of the mask Exponential: the error decreases exponentially from the center of the mask The possibility to have overlap among masks creates "hard borders" between areas with the magnitude of local error suddenly changing in few meters. This was done to simulate possible discontinuities in the line of sight between sender and receiver caused by buildings and other fixed obstacles.
In addition, we used the local error of a mask and the distance from the mask to each gateway to model the probability that a gateway will miss a signal (represented by a NaN in the dataset). At the end of the process, the final LoRa dataset is obtained by adding to the GT the basic error and the local error. Using the distance of the points from the gateways, the simulator generates the timestamps in ns. Finally, a random offset is added to different signals to simulate data collected at different times of the day.
In summary, the data generated by the simulator that we will use for our analysis in this paper has the following errors in terms of Root Mean Squared Error (RMSE):
GT dataset: the "perfect" signal, no error (only used to generate the other datasets; never seen by the regressors) GPS dataset: 5.00 m, used as "labels" during the training LoRa dataset: 55.88 m (of which, 11.06 m are due to the basic error and the remaining component comes from the local error related to the masks presented above). Fig. 1 show the generated data on a map (for the sake of clarity we limited the number of sample to N = 2000).
B. Preprocessing
Independently from the regressor used later, we perform three preprocessing steps. In the first step, for each signal (represented by n_gw timestamps), we subtract to all the timestamps the smallest one. In this way, the signal is represented by the TDOA using one of the gateways (the one Fig. 1 . The data generated by the simulator (N = 2000 points, n_gw = 10, n_mask = 100) printed on a map. The orange ellipses represent the LoRa mask used to generate the local noise, the green dots represent the GT dataset, the blue triangle the GPS dataset, and the red cross the gateways. The map does not show the LoRa dataset because it is a dataset of noisy timestamps different from each gateway and that therefore does not have an actual location on the map.
with the smallest timestamp) as reference. In the second step, we handle the missing values (NaN) present in the dataset. We tested four approaches:
Remove -we completely removed the signals with one or more missing values.
Impute mean -we replace the missing values with the mean of the values of the same feature (i.e., the relative timestamp for a given gateway).
Impute median -we replace the missing values with the median of the values of the same feature.
Impute k-NN -we replace the missing values with their estimation computed using the k-Nearest Neighbors algorithm (neighbors = 5) trained on a subset of the original dataset without NaN. However, the current implementation can deal only with one missing value per message (i.e., we remove signals with two or more missing values).
In the third and last step of preprocessing, we normalize the features using the Scikit-learn's "Robust Scaler" [10] . This scaler removes the median and scales the data according to the chosen quantile range, practically eliminating data points estimated as outliers. Even if with our simulated data it is not useful (we do not simulate outliers), this approach could be easily reused without modifications to handle real data.
C. Regression
In this paper, we test and compare Random Forest Regressor (RFR) and different simple configurations of Neural Networks (NNs).
In order to find the best hyperparameters for the RFR model, we use a grid-search with k-fold cross-validation (k=5) on the training set. Then, we train the estimator with the best hyperparameters on the whole training set and we test it on the test set (20% of the dataset). We evaluate the error as RMSE computed considering the geographic distance in meters between the coordinates of the GPS dataset and the coordinates predicted by the algorithms. 
D. Tests
We tested the RFR and the three NNs models in many settings to study the impact of the different parameters and conditions on the regression results (please, consider that the parameter "epochs" is meaningful only for the training of NNs models): Finally, the best configuration coming from the previous tests was used for an additional test with N = 2'000 and N = 100'000. However, we fixed n_gw = 10 to test more realistic conditions (see Tab. III). Table I shows the impact of n_gw on the regression performances (for the NNs models we used mae as loss function). As expected, the greater the number of gateways the lower the RMSE we obtained. Having more gateways means having more independent features for the regression and also to train the Impute k-NN method to replace NaN in the dataset. While there is not a significant difference among the models with few gateways, it seems that with a higher number of gateways and keeping constant the size of the dataset N, NNs and especially LSTM starts to achieve better performances than RFR. Increasing the number of gateways seems also to gradually improve the results obtained by the k-NN method that we used to deal with missing values. This is probably due to the fact that, while increasing the number of gateways, the probability to have missing values increases as well. In our simulation, using the remove approach, we pass from a drop rate of around 10% for n_gw = 10, to a drop rate of more than 26% with n_gw = 20. Table II summarizes the regression results for the different models varying the loss function and the approach to manage NaN. For the RFR, we show only the results achieved with the following hyperparameters selected by the grid-search method described in Section II.B: number of trees in the forest: 70 maximum depth of the tree: None (i.e., the nodes are expanded until all leaves are pure or until all leaves contain less than min_samples_split sample) min_samples_split: 2 minimum number of samples required to be at a leaf node: 1
Number of gateways (n_gw). We tested: n_gw
III. RESULTS AND DISCUSSION
From Tab. II, we can get some interesting observations. Firstly, NNs models in general performed better on our data using mse as loss function while RFR performed better using mae as splitting criterion.
LSTM constantly performed significantly better than its competitors. LSTM is well-known to have excellent performance when dealing with sequential data such as timeseries. This is not the case of these data. Its advantage is maybe explainable by the larger number of neurons compared to the other NNs models. However, we tested a NN architecture composed of four hidden layers with respectively 20, 50, 50, 20 neurons on the same dataset (N = 10'000, using mse and the remove approach) and it performed similarly to the wider and deeper architecture presented here (i.e., RMSE 19.04). A more in-depth analysis is still required.
In terms of epochs, comparing the error achieved by the NNs models with the same configuration with 100 and 200 epochs (columns 5 and 6 of Table I and columns 1 and 7 of Table II) , we see that from 100 to 200 epochs the RMSE on the test set decreased in average of 20.23%.
With a dataset of this size (N=10'000), "Impute k-NN" seems to perform slightly better than removing the missing values, while the other imputing approaches -mean and median -performed significantly worse.
We further compared the "remove" method to "Impute k-NN", by testing the regression performance on a smaller and a bigger dataset (N=2'000 and N=10'000) while keeping unaltered the other parameters (200 epochs, loss function: mae). The results showed in Tab. III seem to mean that the k-NNbased method needs more data to predict valid missing values. The result is anyway comparable with the "remove" approach that, given its simplicity, it probably remains the best solution when the percentage of missing values does not affect much the size of the training set (see also Tab. I).
From Tab. III, it is possible to see how, by increasing the size of the dataset, RFR seems to approach the same performances of the NNs models. The learning curve showed in Fig. 2 suggests that increasing furthermore the dataset size could still improve the results. It is worth noting that the results showed in all the tables presented above are expressed in RMSE (i.e., in meters). Considering the geolocation problem that we are trying to solve, these results seem to show that with a dataset big enough and a good number of gateways constantly visible from the end-node, it is possible to achieve a very good precision on the simulated data. Considering the error introduced in the GPS data used as "label" for the training and the basic error added in the LoRa dataset (practically 8 m of unpredictable white noise), it seems that the proposed approach is able to remove almost perfectly the incertitude due to the local error introduced by the simulator.
To conclude, even if these results look promising, it is important to highlight that these observations are only valid for the simulated data. Moreover, even if the simulator has been created to mimic non-line-of-sight noise, a calibration phase using actual data is required to validate the simulator.
It is also worth noting that the regressors are not "aware" of the coordinates of the gateways. In fact, this information it is not directly present in the training dataset but only "infused" in the TDOA timestamps. On the one hand, this means that by using this method, we do not need to know the coordinates of the gateways as it is the case of other geolocation methods (e.g., multilateration). On the other hand, this also means that the model created with the training data is very specific to training setting. For instance, if a gateway is moved from its location, the reference map will no more be valid and it will not be possible to just communicate the new coordinates of the gateway to the system but a new reference map will be required (although, this is a common problem of fingerprint-based approaches [12] ). In future steps, we want to explore this case and, in particular, the possibility to use transfer learning to reduce the data necessary for a retraining.
IV. CONCLUSION AND FUTURE WORKS
In this paper, we presented the first results we obtained by combining a reference map and machine learning techniques to perform geolocation using noisy data. The reference map has been generated by a simulator that we developed to mimic LoRa signals collected in an urban environment (non-line-of-sight conditions). The results look promising. Neural Networks and Random Forest-based regressors showed that with a large enough dataset (100'000 samples) and around 10 gateways constantly visible from the end-node, we can get a very accurate prediction. This can enable many IoT applications that are not yet possible with the precision of the current solvers.
However, in order to validate these first results, we need to calibrate our simulator with actual data. To do that, we already start collecting data in the Swiss town of Yverdon-les-Bains (currently we have around 300 data points covering an area of about 4 km 2 of the Est side of the town). From the first collected data, we observed a multimodal distribution of the error on some gateways (probably due to echoes). This type of error is not yet reproduced by our simulator and it will be added to the next version.
Our final goal is to use the approach we propose in this paper for geolocation using real data. To get there, we will have to face additional challenges, such as a limited number of sample available to create the reference map, or the ability to consider gateways out of range, moved or removed (temporarily or not) from the network. One of the directions that we intend to explore is the use of transfer learning-based approaches to adapt the models trained on the simulated data to the actual data. In order to do this, we will explore also more complex Neural Networks architectures.
Finally, we would like to test the same approach for indoor geolocation trying to overcome the limits of GPS suing LoRa.
