In this paper we prove the completeness of the system of eigen and associated functions (i.e., root functions) of an elliptic boundary value problem in a domain whose boundary is a smooth surface everywhere except for a finite number of points such that each point has a neighborhood where the boundary is a conical surface.
1
Introduction.
In this paper we prove the completeness of the system of eigen and associated functions (i.e., root functions) of an elliptic boundary value problem in a domain whose boundary is a smooth surface everywhere except for a finite number of points such that each point has a neighborhood where the boundary is a conical surface.
The problem of completeness of the system of eigen and associated functions of boundary value problems for elliptic operators in domains with smooth boundaries has been studied by numerous authors. F.B. Browder [1] - [3] obtained the theorem for the Dirichlet problem for elliptic operators of any order with a real principal part.
Earlier M.V. Keldysh [4] proved the general theorem on the completeness of the system of eigen and associated functions of differential not self-adjoint operators and obtained as its corollary the theorem on the completeness for elliptic operators of second order with Dirichlet boundary conditions.
For the Dirichlet problem for strongly elliptic differential operators of order 2m the completeness of the system of eigen and associated functions in L 2 (Ω), where Ω is an arbitrary bounded domain, was proved by M.S. Agranovich [5] . He studied also the problem with Neumann conditions, for the case of a Lipschitz boundary ∂Ω. The problem for elliptic systems of second order was studied by N.M. Krukovsky [6] .
All these authors referred to the methods of M.V. Keldysh [4] . We also use them here, together with the approach of T. Carleman as in [7] .
S. Agmon [8] and M. Schechter [9] proved that the system of root functions of an elliptic boundary problem is complete in a bounded domain Ω with a smooth boundary if the Lopatinsky conditions are fulfilled. R. Denk, M.S. Agranovich, H. Faierman [11] improved Agmon's theorem under weaker regularity conditions for the boundary.
In [21] the authors have proved the theorem on completeness of the root functions for an elliptic operator on a closed manifold with conic points. (In this paper the term "paracompact" is to be replaced by "compact"; the authors are grateful to M.S. Agranovich for that remark.)
Definitions
Let Ω be a bounded domain in R n and ∂Ω its boundary, Ω the closure of Ω. We shall use the standard notation : x = (x 1 , . . . Assume that ∂Ω is a surface of the class C 2m everywhere except for the point x = 0 (denoted by O) and that it coincides in a neighborhood of the point O with a conical domain K = {x :
x |x| ∈ K }, where K is a domain on the unit sphere having a boundary of the class C 2m . Consider a differential operator in Ω :
where a α (x) are bounded measurable functions in Ω, and for |α| = 2m they are continuous in Ω \ O.
The coefficients a α (x) for |α| = 2m are assumed to have the form
in a neighborhood of the point O, where lim x→0 a α1 (x) = 0. Set
where b αj (x) are functions of the class C 2m−j in Ω \ O, and for |α| = m j
If n = 2, we assume that the condition of regular ellipticity holds. It means that for any pair of linearly independent vectors ξ, η and x ∈ Ω the polynomial A (x, ξ + tη) has exactly m roots t with positive imaginary part. It is known (see [10] ) that this condition is always satisfied for n > 2. It holds also if the coefficients of the operator L are real.
Suppose that the Lopatinsky condition (see [10] ) is fulfilled outside the point x = 0. The operators
where (ρ, ω) is the spherical coordinate system with its center in O, satisfy the Lopatinsky condition on ∂K \ O.
We shall consider complex-valued functions defined in Ω. For u ∈ C k (Ω) we introduce the norm
The Banach space W k 2 (Ω) is defined to be the completion of the space C k (Ω) with respect to this norm.
The space W k γ (Ω) consists of the functions u such that
Let us consider the boundary problem
The following operator pencil is very important for the study of the boundary problems in domains with a conical point on the boundary :
It is well known that the spectrum of the problem
is discrete.
The following theorem is proved in [14] (see also [15] ). , then
Rays of minimal growth
Let us denote L the linear unbounded operator
, and the dimensions of its kernel and cokernel are finite. If the spectrum of L is not the whole complex plane then it is discrete.
Definition. A ray arg λ = θ of the complex plane λ is a ray of minimal growth for the resolvent
of the operator L, if the resolvent does exist for all λ on this ray with sufficiently large absolute value, and for all such λ we have
Note that this definition is slightly different from the usual one when one assumes that δ = 1.
We will indicate now some conditions when a ray arg λ = θ is a ray of minimal growth for the operator L.
Theorem 2. The spectrum of the operator L is discrete and the ray arg λ = θ is a ray of minimal growth for R(λ, L) if the following conditions are fulfilled :
2) At each point x ∈ ∂Ω \ O denote ν the normal vector to ∂Ω and let ξ = 0 be a real vector, orthogonal to ν. Let t + 1 (ξ, λ), k = 1, . . . m, be the roots with positive imaginary parts of the polynomial in t
where λ is a complex number such that arg λ = θ. Then the polynomials B jν (x, ξ+ tν), j = 1, . . . m, are linearly independent modulo the polynomial Π m k=1 (t−t
has a unique solution from the class W 2m
The condition 3) is difficult to check. It appears systematically in the study of the problem about the solvability of boundary problems in domains with singularities of the type of edge on its boundary. (See, for example, [18] , [19] ). It is possible to show that the problem (3) is Fredholm, i.e., its kernel and cokernel have finite dimensions. Condition 3) says that these dimensions are equal to zero.
This condition is equivalent to the following one : 3)Consider the boundary problem
Suppose that for any f (x) such that
there exists a unique solution such that
Conditions 1), 2) were introduced by Agmon in [8] , where the completeness of the system of eigen and associated (root) vectors was proved for an elliptic boundary problem in a smooth domain. These conditions appear in the study of an elliptic boundary problem with a parameter. In the condition 2) the existence of m roots with positive imaginary parts follows from the ellipticity of the operator L, which implies also that their number is less or equal to m. Condition 3) is connected with the presence of a conical point on the boundary. It is stated here not effectively as in the articles [18] , [19] , [20] , where the boundary value problem was considered in the domain with an edge on its boundary.
Proof of Theorem 2.
We have to show that the estimate
holds for any functions u ∈ D L and all λ with sufficiently large absolute value on the ray arg λ = θ, δ > 0. Consider the operator
The operator L 0 is elliptic of order 2m in the closure of the cylindrical domain Ω 0 = {(x, x n+1 ) : x ∈ Ω, −∞ < x n+1 < +∞}. One can check that condition 2) is equivalent to the condition that the operator L 0 and the system of boundary operators B j satisfy the Lopatinsky condition at each point of (∂Ω\O)×(−∞, +∞).
Let u(x, x n+1 ) ∈ C 2m (Ω 0 ) be such that u ≡ 0 for |x n+1 | ≥ 1 and
Then the following estimate
is true with a constant c independent of u. Estimate (5) can be proved with the help of a partition of the unity and estimates of solutions to elliptic equations in R n , in the half-space and in the unbounded dihedral angle. A detailed proof can be found in [14] , [15] .
Let
(Ω) be a function such that
for any real µ.
Using the inequality (5) we see that
Note that
where S is a linear differential operator of order (2m − 1) with bounded coefficients. Since v µ ≡ 0 for |x n+1 | > 1, (6) implies that
where C 1 = const does not depend on µ and on u.
Besides,
Therefore, if |µ| is large enough, we have
, if arg λ = θ and |λ| is large. This means that there are no points of the spectrum of the operator L − λE on the ray arg λ = θ for sufficiently large |λ| and
Since 0 ≤ γ < 2m the ray arg λ = θ is a ray of minimal growth for the resolvent. In order to finish the proof of Theorem 2 it remains to show that the map L − λE is a map on the whole space L 2 (Ω). This proof is long but it only employs standard methods of the theory of elliptic boundary problems with the help of a partition of the unity and the construction of a parametrix. 8 
The growth of the resolvent
Theorem 2 says that the spectrum of the operator L is discrete. Let us fix a point z outside the spectrum of the operator L, and set T = (L − zE) −1 . We have
An element Φ ∈ L 2 (Ω), Φ = 0 is a generalized eigenelement of the operator T , corresponding to an eigenvalue µ, if (T − µ) j Φ = 0 for some integer j ≥ 0. The minimal j, for which this relation holds is called index of Φ.
It is well-known that the dimension of the space of generalized eigenelements corresponding to an eigenvalue µ is finite. This dimension is called multiplicity of µ. Let us denote N (T ) the closure in L 2 (Ω) of the linear envelope of all generalized eigenelements of the operator T .
The operator-valued function R(λ, T ) is a meromorphic function of
with its poles at the points which are eigenvalues of the operator T . Let f ∈ L 2 (Ω). Let us consider the vector-valued function R(λ, T )f , which is analytic everywhere except for the point λ = 0 and the points µ k , which can be its poles. If λ = µ k is a pole of R(λ, T )f , then in a sufficiently small neighborhood of µ k the Laurent expansion holds:
It is clear that the function Φ is a generalized eigenelement of L, corresponding to λ k if and only if Φ is a generalized eigenelement of T , corresponding to the eigenvalue
. The closure in L 2 (Ω) of the linear envelope of all generalized eigenelements of the operator L is denoted by M(L). We will show that M(L) = L 2 (Ω). First we show the following result about the growth of the resolvent, cf. Section 7.
Let λ j be a sequence of nonzero eigenvalues of T , counted with their multiplicity and R(λ, T ) be the resolvent of T . Then
2) There exists a sequence ρ i → 0, i = 1, 2 . . . such that R(λ, T ) is defined for |λ| = ρ i and for any ε > 0
Before we give the proof of Theorem 3 we shall state some constructions from [8] .
Let Q be a cube in R n ,
Let H r be the space of functions u with a finite norm
It is easy to see that the operator Λ −s for s > 0 is self-adjoint compact in L 2 (Q). Its eigenfunctions are e ik 1 x 1 +···+iknxn and the eigenvalues (1 + k
. Let z 0 be a point not belonging to the spectrum of A. Put T = (A − z 0 E) −1 . We can assume that z 0 = 0. Put R(λ, T ) = (T − λE) −1 . The operator T * T is nonnegative self-adjoint compact in H. The operator S = (T * T ) 1/2 is also nonnegative self-adjoint compact in H. Let µ i (T ) be the eigenvalues of the operator S.
Definition. The operator T belongs to the class C p , 0 < p < ∞, if
for p > n/s, the operator Λ s belongs to C p if ps > n.
The following Lemmas are taken from [8] . Lemma 1. Let T be a compact linear operator T : H → H from the class C p , 0 < p < ∞. Then there exists a sequence ρ i , ρ i → 0 such that
Lemma 2. Let T be a compact linear operator T : H → H from the class C p , 0 < p < ∞ and a linear operator B be bounded as an operator from H to H. Then the operators BT and T B belong to C p .
Let us also recall the following important theorem:
Theorem 4. (see [8] ) Let T be a compact operator in the Hilbert space H k for some k ≥ 0 and T H k ⊂ H k+s for some number s > 0. Then we have T ∈ C n/s+ε for any ε > 0 and
for every ε > 0 and |λ| ≤ δ 0 , δ 0 = δ 0 (ε) > 0, where
and l is the largest integer ≤ n/s. The function C(λ) is an entire function of 1/λ vanishing at the points λ j only.
The following theorem follows readily from Theorem 4.
Theorem 5. (see [13] ) Let T be a compact operator in a Hilbert space H s belonging to the class C p , 0 < p < ∞. Let λ i be the sequence of non-zero eigenvalues of T counted with their multiplicity. Then there exists a sequence ρ i , ρ i → 0 such that R(λ, T ) exists everywhere on |λ| = ρ i and
We will show that Theorem 3 can be deduced from Theorem 5.
Proof of Theorem 3.
Let us suppose that Ω is contained inside the cube Q = {x : |x i | < π, i = 1, . . . n}. Denote J Ω the operator of restriction of elements of L 2 (Q) on L 2 (Ω). Let us show that there exists the operator of extension P, u → P u, mapping W 2m γ (Ω) on H 2m−γ/2 (Q), where H 2m−γ/2 (Q) is the space of 2π -periodic functions with the norm ||u||
where
is the expansion of u(x) in the Fourier series, Σ means the sum over all k = (k 1 , . . . , k n ) except for k = 0; s = 2m − γ/2. Let us consider in K the following partitions of unity:
, θ = 1 in a neighborhood of the point x = 0, θ = 0 for |x| ≥ a. Set S a,b = {x : a < |x| < b} and let Π 0 be a linear bounded operator of extension from W
Such an operator can be defined in the following way. Let
. It is easy to see that
Now we can construct the extension P u from K to R n . Set
The operator P is an operator of extension from K a/2 to S a/2 . If |β| ≤ 2m, then we have obviously that
The functionû which is equal to u in Ω and P u in S a/2 , belongs to W 2m γ (Ω ∩ S a/2 ). The domain Ω ∩ S a/2 is Lipschitz, and we can expandû in the cube Q = {x : |x i | ≤ a, i = 1, . . . , n} in such a way that the continuation u * vanishes in a neighborhood of ∂Q and belongs to W 2m γ (Q). Moreover,
Therefore, the operator P extends functions from W 2m
, vanishing in a neighborhood of ∂Q can be extended to R n as a 2π -periodic function. The norm of u(x) in H s (R n ) is equivalent to the norm (9), if we set u(x) = 0 outside Q.
Let T be a bounded linear operator
γ (Ω). Using the operator P constructed before we can define the operator T + in L 2 (Q) as
where J is the operator of restriction of
It is evident that the operator T + is a compact operator from L 2 (Q) to H s (Q). Let us show that a λ = 0 belongs to the spectrum of the operator T if and only if it belongs to the spectrum of the operator T + . Moreover, the multiplicity of λ as the spectrum point of T is the same as that of T + . First observe that if u(x) ∈ W 2m γ (Ω), then T + P u = P T u. Therefore, for any polynomial p(t) we have
Let λ = 0 be an eigenvalue of the operator T and Φ(x) ∈ L 2 (Ω) be an associated function of order k ≥ 1, i.e.
(if k = 1 it is simply an eigenfunction).
Consider the polynomial
It is clear that
Since T is bounded as an operator from
Let us show now that if a λ = 0 is a regular point of the operator T , then
γ (Ω) + 1), (11) where C 18 does not depend on λ.
It is easy to check that
Indeed,
Let u ∈ W k γ (Ω) and u * = P u in (12) . We obtain
This relation implies
with a constant C 19 independent of λ.
, then by the definition of the operator T + and (10) we have
where C 20 is independent of λ. So inequalities (11) are proved.
is continuous. Its spectrum coincides with the spectrum of the operator R(λ, L). Moreover, the operator R(λ, L) = J Q T P satisfies the conditions of Theorems 4 and 5 with s = 2m − γ/2 − ε.
Theorem 3 follows now from Theorems 4 and 5.
The completeness of root functions
Now we can state our main result: the theorem on the completeness of the system of the root functions of an elliptic boundary problem in a domain with a conical point on its boundary.
Theorem 6. Assume that there exist the rays arg λ = θ i , i = 1, . . . , N in the complex plane which satisfy the conditions of Theorem 2, and the angles between the pairs of neighboring rays are < π(2m − α/2)/n. Then the spectrum of the operator L is discrete, and the root functions form a complete system in L 2 (Ω).
Proof. Theorem 2 implies that the spectrum of the operator L is discrete, and each the ray arg λ = θ i is a ray of minimal growth for the resolvent R(λ, L) :
as |λ| → ∞ and δ > 0. Suppose that there exists a function f * ∈ L 2 (Ω), orthogonal to all eigen and associated functions of the operator L. We will show that f * = 0. This will imply that the system of the root functions is complete.
Suppose that the point λ = 0 is regular for the operator L. Consider the function
, with (·, ·) being the scalar product in L 2 (Ω). Since the resolvent of L is a meromorphic function with poles at the points of the spectrum of L, the function F is analytic near those λ which are not eigenvalues of L. We shall use the following relation between the resolvents of the operators L and L −∞ :
Consider the expansion
in a neighborhood of the point λ = λ k , where λ k is a pole of R. Here j ≥ 1,
. . , Φ j is a chain of the associated functions. This expansion implies that λ k is a regular point of F (λ), since f * is orthogonal to all Φ i . Therefore, F (λ) is an entire function.
The relations (13) , (14), (15) imply that
for |λ| → ∞, arg λ = θ i , i = 1, . . . , N . Besides, Theorem 3 has the consequence that for any ε > 0 there exists a sequence r j → ∞ such that
for |λ| = r j . Consider F (λ) in the closure of the angle between the rays arg λ = θ j and arg λ = θ j+1 . Its size is less than π(2m − γ/2)/n. Since
and the ray arg λ = θ i is a ray of minimal growth, we have the inequality (16) on the sides of the angle and (17) on the sequence of the arcs tending to infinity. Choosing ε > 0 in (17) sufficiently small and applying the Phragmen-Lindelöf theorem we obtain that |F (λ)| = O(|λ| 2−δ ) as |λ| → ∞ in the whole complex plane. Therefore, F (λ) is a linear function, i.e.,
On the other hand, we have
and, therefore,
Since F is linear, we have (f * , T f ) = 0 for all f ∈ L 2 (Ω). Since the range of the operator L is dense in L 2 (Ω), it follows that f * = 0. Thus, the system of the root functions of the operator L is complete in L 2 (Ω).
Some generalizations
In the preceding section we have proved the completeness of the system of the eigen and associated functions in L 2 (Ω). This theorem implies immediately the completeness in W 0 γ (Q) with γ > 0. Indeed, let f ∈ W 0 γ (Q), γ > 0. Set f ε = 0 for |x| < ρ, f ε = f for |x| > ρ, where ρ > 0 is so small that
Since f ε ∈ L 2 (Ω) there exists a finite linear combination of the root vectors P (x) such that ||f ε − P (x)|| L 2 (Ω) ≤ ε/ρ γ .
Then ||f ε − P (x)|| W 0 γ (Ω) ≤ ε and ||f − P (x)|| W 0 γ (Ω) ≤ 2ε. Now we shall state some corollaries of Theorem 6. 
Let the point λ = 0 be regular for the operator L. We can assume this without loss generality. The function P 0 (x) = L −1 (P (x)) is also a linear combination of the root elements. It follows from (18) that
where C does not depend on u and ε. The inequality (19) means that the system of the eigen and associated functions is dense in W 2m γ (Ω). Corollary 2. Let the conditions of Theorem 6 be satisfied, 0 ≤ γ 1 ≤ γ, and assume that the strip (−γ + 4m − n)/2 ≤ Im λ ≤ (−γ 1 + 4m − n)/2 does not contain points of the spectrum of the problem (2) . Then the system of root elements is dense in the spaceW . This is a consequence of the embedding theorem for the weight Sobolev space with the limit exponent. From (22) it follows the completeness of the root functions in W 0 γ 1 ,p 1
(Ω), and therefore, in W 2m γ 1 +4m,p 1
(Ω), where p 1 = 2n n−4m > 2. Iterating these arguments we can prove the completeness of the system of the root functions of the problem (2) in the spaces L p (Ω), p ≥ 1.
Example. Consider an elliptic operator of second order :
where a ij (x), a i (x), a 0 (x) are continuous real functions, which is defined on the set of C 2 -functions satisfying the homogeneous Dirichlet conditions in a domain with a finite number of conical points on its boundary. In the case, when there are no conical points and the coefficients are smooth the completeness was proved in [8] . In our case this follows from Theorem 6. Note that we cannot apply the methods using the quadratic form (Lu, u) L 2 (Ω) as in [5] , [6] , since the coefficients a ij may be not differentiable.
