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Abstract
It is proved the existence of a solution to the Dirichlet problem for the minimal graph equation with prescribed asymptotic
boundary in a product space M ×R where M is a complete, simply connected, n-dimensional Riemannian manifold with sectional
curvature K satisfying K −k2, k > 0.
© 2009 Elsevier Masson SAS. All rights reserved.
Résumé
On démontre l’existence d’une solution du probléme de Dirichlet pour l’équation du graphe minimal, à bord asymptotique
prescrit, dans un espace produit M ×R où M est une variété riemannienne de dimension n qui est compléte, simplement connexe
et à courbure sectionnelle K vérifiant K −k2, k > 0.
© 2009 Elsevier Masson SAS. All rights reserved.
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1. Introduction
Let M be a simply connected complete Riemannian manifold of dimension n 2 with negative sectional curvature
K satisfying K −k2 < 0, k > 0. Assume that there exists p ∈ M such that the isotropy group at p of the isometry
group of M acts transitively on the geodesics spheres centered at p. We identify M isometrically with the open unit ball
B ⊂ TpM centered at the origin of TpM by considering on B the Riemannian metric induced by the diffeomorphism
Z : B → M ,
Z(x) = expp
x
1 − ‖x‖ , x ∈ B,
where expp is the exponential map of M and ‖x‖ denotes the Euclidean norm of x in TpM. In this situation the
asymptotic boundary ∂∞B of B may naturally be identified with the topological boundary ∂B of B.
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infinity. We prove:
Theorem 1. The problem,⎧⎨⎩Q[u] := div
gradu√
1 + |gradu|2 = 0 in B, u ∈ C
2,α(B)∩C0(B),
u|∂B = ψ,
(1)
has a solution for any given ψ ∈ C2,α(∂B).
This theorem is an extension to higher dimensions and to more general ambient spaces of Theorem 4 of [6]. It
includes, for instance, the products S × R where S is a rank one symmetric space of noncompact type (the complex
and quaternionic hyperbolic spaces as the complex and quaternionic Cayley planes). We note that, by Bersntein’s
theorem, the hypothesis on the sectional curvature K −k2 < 0 cannot be relaxed to K −k2  0.
The geometry of the minimal surfaces in product spaces of the form M × R has been investigated more recently
(see [4]). The Dirichlet problem for the minimal and constant mean curvature surface equation in M × R have been
studied in [3], [5], [6] and [7].
2. Some notation
The following notations will be used throughout the work.
Given x ∈ B and v ∈ TxB, denote by |v|x (or simply by |v|) the norm of v and by exp0 :T0B → B the exponential
map of B, both with respect to the non-Euclidean Riemannian metric of B. Denote by ‖v‖ the Euclidean norm of v.
Note that | |0 = ‖ ‖. We also apply the notation ‖x‖ for x ∈ B meaning the Euclidean distance of x to 0. In this case
0 ‖x‖ < 1.
Denote by G the subgroup of the isometry group of B that leaves fixed the origin 0. Then, by hypothesis, G acts
transitively on the geodesic spheres of B centered at 0. We denote by G the Lie algebra of G. Any vector X ∈ G
determines a Killing vector field X˜ on B given by:
X˜(x) = d
dt
Φt (x)
∣∣
t=0, x ∈ B,
where Φt = exp tX, exp :G → G is the Lie exponential map. For simplicity, we denote X˜ also by X.
Given X ∈ G denote by X∗ the Euclidean Killing field on T0B defined by:
X∗(u) = d
dt
Ψt (u)
∣∣
t=0,
where Ψt = d(Φt )0 :T0B → T0B . Note that if x = exp0 u, then
X(exp0 u) =
d
dt
Φt (exp0 u)
∣∣
t=0 =
d
dt
(
exp0 Ψt(u)
)∣∣
t=0
= d(exp0)u
(
X∗(u)
)
. (2)
We use the notation: ∥∥d(exp0)∥∥= max
u,V∈T0B|u|=|V |=1
∣∣d(exp0)u(V )∣∣
and, given u,V,W ∈ T0B
D2(exp0)u(V ,W) =
D
dt
d(exp0)α(t)(V )
∣∣
t=0,
where α : (−ε, ε) → T0B is a smooth curve satisfying α(0) = u and α′(0) = W and D/dt is the covariant derivative
on B along the curve t 
→ exp0 α(t). Also
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u,V,W∈T0B|u|=|V |=|W |=1
∣∣D2(exp0)u(V ,W)∣∣.
Given r ∈ (0,1), we denote by Sr the geodesic sphere of B centered at 0 with radius r/(1 − r) and by Sr ⊂ T0B
the Euclidean sphere centered at the origin of T0B and with radius r/(1 − r). Denote also by Hr the mean curvature
of Sr with respect to the unit normal to Sr pointing to the unbounded component of B\Sr .
3. Basic lemmas
Lemma 2. Given u ∈ T0B, ‖u‖ = 1, we have:
exp0(su) =
s
1 + s u, s ∈ [0,∞).
Proof. Since
Z
(
s
1 + s u
)
= expp
( s
1+s u
1 − ‖ s1+s u‖
)
= expp(su)
and Z is an isometry,
γ (s) = s
1 + s u = Z
−1(expp su),
is a geodesic in B. Moreover, γ (0) = 0 and γ ′(0) = u. It follows that exp0(su) = γ (s). 
Lemma 3. Denote by d the Riemannian non-Euclidean distance on B. Then
‖x‖ = d(x,0)
1 + d(x,0) , x ∈ B.
Proof. If s = d(x,0), then
x = exp0 su =
s
1 + s u,
for some u ∈ T0B , |u|0 = ‖u‖ = 1. It follows that
‖x‖ =
∥∥∥∥ s1 + s u
∥∥∥∥= s1 + s ‖u‖ = s1 + s . 
Denote by ∂/∂r the vector field ∂/∂r(x) = x, x ∈ B, and set μ = |∂/∂r|.
Lemma 4.
μ(x) = r
(1 − r)2 , r = ‖x‖.
Proof. Set
γ (s) = exp0
(
s
r
1 − r
x
‖x‖
)
, s ∈ [0,∞).
Then, from Lemma 2
γ (s) =
sr
1−r
1 + sr1−r
x
r
= s
sr − r + 1x.
Observe that γ (1) = x and γ ′(1) = (1 − r)x. Then, since γ is a geodesic,∣∣∣∣ ∂ (x)∣∣∣∣= |x| =∣∣∣∣γ ′(1) ∣∣∣∣= ∣∣∣∣γ ′(0) ∣∣∣∣= r 2 . ∂r 1 − r 1 − r (1 − r)
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on M.
Lemma 5. We have
inf
r>0
{−Hr} (n− 1)k.
Proof. Set ρ(x) = d(x,0). Comparing the Hessian of ρ with the Hessian of the distance function ρk to a fixed point
in a n-dimensional simply connected space Mk of constant sectional curvature −k2 K (see Theorem 1.1 of [8]) we
obtain, at any x1 ∈ Mk, x2 ∈ M such that ρ(x1) = ρk(x2) > 0, and for any unit vectors X1 ∈ Tx1Mk, X2 ∈ Tx2M :
〈X2,∇X2 gradρ〉 = Hes(ρ)(X2,X2)Hes(ρk)(X1,X1) = 〈X1,∇X1 gradρk〉,
so that
〈−gradρ,∇X2X2〉 〈−gradρk,∇X1X1〉 = k coth(kρk) k,
which implies that
inf
r>0
{−Hr} (n− 1)k. 
The following result is proved in [1] (Lemma 2.5):
Lemma 6. Let Λ be a C∞ bounded open subset of M and u ∈ C∞(Λ) a solution of Q[u] = 0 in Λ. Assume that u is
bounded in Λ and that |gradu| is bounded in Γ = ∂Λ. Then |gradu| is bounded in Λ by a constant that depends only
on supΛ |u| and supΓ |gradu|.
4. C1 estimates of Killing vector fields and C2 estimates of the radial extension of ψ to B
We first derive C1 estimates of the Killing fields of B determined by G:
Lemma 7. Given r ∈ (0,1), let X,Y ∈ G be such that
|X|Sr := max
{∣∣X(x)∣∣ ∣∣ x ∈ Sr} 1, |Y |Sr  1.
Then,
|X|S1/2 
∥∥d(exp0)∥∥ k
sinh rk1−r
, (3)
|∇YX|S1/2 
k2
sinh2 rk1−r
(∥∥D2(exp0)∥∥+ ∥∥d(exp0)∥∥), (4)
‖X∗‖ ∥∥d(exp−10 )∥∥Sr 1 − rr , (5)
where ∥∥d(exp−10 )∥∥Sr = maxx∈Sr
u∈TxSr , |u|=1
∣∣d(exp−10 )x(u)∣∣,
|∇YX|Sr 
∥∥d(exp−10 )∥∥2Sr
(∥∥D2(exp0)∥∥+ ∥∥d(exp0)∥∥ (1 − r)
r
)
. (6)
Proof. Let u ∈ T0B be given, |u| = 1. Set s = r/(1− r), Φt = exp tX and Ψt := d(Φt )0 :T0B → T0B. Then, from (2)
X
(
exp0(su)
)= d(exp0)su(sX∗(u))= J (s),
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X∗(u). If J˜ (t) is the Jacobi field along a geodesic in the hyperbolic space with constant sectional curvature −k,
satisfying the initial conditions J˜ (0) = 0, |J˜ ′(0)| = |X∗(u)|, then |J˜ (s)| |J (s)| by Rauch’s Comparison Theorem.
Since ∣∣J˜ (t)∣∣= sinh tk
k
∣∣X∗(u)∣∣
it follows that
sinh sk
k
∥∥X∗(u)∥∥ ∣∣J (s)∣∣= ∣∣X(exp0(su))∣∣ 1,
that is, ∥∥X∗(u)∥∥ k
sinh sk
= k
sinh rk1−r
. (7)
Then ∣∣X(exp0 u)∣∣= ∣∣d(exp0)u(X∗(u))∣∣ ∥∥d(exp0)∥∥∥∥X∗(u)∥∥

∥∥d(exp0)∥∥ k
sinh rk1−r
, (8)
proving (3). We now estimate |∇YX(exp0(u))|. Set ξt = exp tY , δt = d(ξt )0. We have:
X
(
ξt (exp0 u)
)= d
ds
Φs
(
ξt
(
exp0(u)
))∣∣
s=0
= d
ds
exp0 Ψs
(
δt (u)
)∣∣
s=0 = d(exp0)δt (u)
(
X∗
(
δt (u)
))
,
so that
(∇YX)(exp0 u) =
D
dt
d(exp0)δt (u)
(
X∗
(
δt (u)
))∣∣
t=0,
where D/dt is the covariant derivative on B along the curve t 
→ ξt (exp0 u). We then have:
(∇YX)(exp0 u) =
D
dt
d(exp0)δt (u)
(
X∗(u)
)∣∣
t=0 + d(exp0)u
d
dt
X∗
(
δt (u)
)∣∣
t=0
= D2(exp0)u
(
X∗(u),Y ∗(u)
)+ d(exp0)u(X∗(Y ∗(u))). (9)
It follows that∣∣(∇YX)(exp0 u)∣∣ ∥∥D2(exp0)∥∥∥∥X∗(u)∥∥∥∥Y ∗(u)∥∥+ ∥∥d(exp0)∥∥∥∥∥∥X∗( Y ∗(u)‖Y ∗(u)‖
)∥∥∥∥∥∥Y ∗(u)∥∥.
Using (7), ∣∣(∇YX)(exp0 u)∣∣ k2
sinh2 rk1−r
(∥∥D2(exp0)∥∥+ ∥∥d(exp0)∥∥),
proving (4).
From (2),
X∗(u) = 1
s
d(exp0)−1su
(
X(exp0 su)
)
,
so that ∥∥X∗(u)∥∥= 1 − r
r
∣∣d(exp0)−1su (X(exp0 su))∣∣ 1 − rr ∥∥d(exp−10 )∥∥Sr ∣∣X(exp0 su)∣∣
 1 − r ∥∥d(exp−10 )∥∥S ,r r
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(∇YX)(exp0 su) = s2D2(exp0)su
(
X∗(u),Y ∗(u)
)+ sd(exp0)su(X∗(Y ∗(u))).
It follows, using (5), that∣∣(∇YX)(exp0 su)∣∣ s2∥∥D2(exp0)∥∥∥∥X∗(u)∥∥∥∥Y ∗(u)∥∥+ s∥∥d(exp0)∥∥∥∥∥∥X∗( Y ∗(u)‖Y ∗(u)‖
)∥∥∥∥∥∥Y ∗(u)∥∥
 r
2
(1 − r)2
∥∥D2(exp0)∥∥∥∥d(exp−10 )∥∥+ r1 − r ∥∥d(exp0)∥∥∥∥d(exp−10 )∥∥2Sr (1 − r)2r2
= ∥∥d(exp−10 )∥∥2Sr
(∥∥D2(exp0)∥∥+ 1 − r
r
∥∥d(exp0)∥∥)
concluding with the proof of the lemma. 
We now obtain C2 estimates of the radial extension of ψ to B.
Let ϕ ∈ C2,α(B) be the radial extension of ψ to B given by ϕ(x) = ψ(x/‖x‖). We have
Lemma 8. Given x ∈ B\{0}, let {Ei}n−1i=1 be orthonormal vector fields in a neighborhood of x, orthogonal to ∂/∂r
and geodesic at x, that is, ∇uEi(x) = 0 for all u ∈ TxB. Let Xi ∈ G be such that Xi(x) = Ei , 1 i  n− 1. Then
Ek
(
Ei(ϕ)
)= Xk(Xi(ϕ))− 〈gradϕ,∇XkXi〉, 1 i, k  n− 1.
Proof. Let X1, . . . ,Xn−1 ∈ G be such that {X1(x), . . . ,Xn−1(x), ∂/∂r(x)} is an orthonormal basis of TxB. We may
write, in a neighborhood of x:
Ei =
n−1∑
j=1
aijXj + bi ∂
∂r
, i = 1, . . . , n− 1,
where, for 1 j  n− 1, bi(x) = aij (x) = 0 if j = i and aii(x) = 1 for 1 i  n− 1.
Given 1 i  n− 1, we have:
∇XkEi =
n−1∑
j=1
Xk(aij )Xj +
n−1∑
j=1
aij∇XkXj +Xk(bi)
∂
∂r
+ bi∇Xk
∂
∂r
so that, at x
0 =
n−1∑
j=1
Xk(aij )Xj + ∇XkXi +Xk(bi)
∂
∂r
, 1 i  n− 1.
Taking the inner product with Xj we obtain at x
Xk(aij ) = −〈∇XkXi,Xj 〉, 1 i, j, k  n− 1.
Then,
Ek
(
Ei(ϕ)
)= Ek
((
n−1∑
j=1
aijXj + bi ∂
∂r
)
(ϕ)
)
= Ek
((
n−1∑
j=1
aijXj
)
(ϕ)
)
=
n−1∑
j=1
Ek
(
aijXj (ϕ)
)
=
n−1∑(
Ek(aij )Xj (ϕ)+ aijEk
(
Xj(ϕ)
))
j=1
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Ek
(
Ei(ϕ)
)= n−1∑
j=1
Xk(aij )Xj (ϕ)+Xk
(
Xi(ϕ)
)
= −
n−1∑
j=1
〈∇XkXi,Xj 〉〈gradϕ,Xj 〉 +Xk
(
Xi(ϕ)
)
= −〈gradϕ,∇XkXi〉 +Xk
(
Xi(ϕ)
)
. 
Given r ∈ (0,1) set:
|ϕ|0,Sr = sup
x∈Sr
∣∣ϕ(x)∣∣,
|ϕ|1,Sr = sup
x∈Sr ,E∈TxSr|E|=1
∣∣E(ϕ)(x)∣∣= sup
Sr
|gradϕ|,
|ϕ|2,Sr = sup
1i,jn,x∈Sr ,Ei(x)∈TxSr|Ei |=1,Ei geodesic at x
∣∣Ei(Ej(ϕ))(x)∣∣.
In the next result we obtain C2 estimates of ϕ useful for r ≈ 0:
Lemma 9.
|ϕ|0,Sr = max
∂B
|ψ | < ∞,
|ϕ|1,Sr 
(
max
S1/2
|gradϕ|
)∥∥d(exp0)∥∥∥∥d(exp−10 )∥∥Sr 1 − rr ,
|ϕ|2,Sr 
(1 − r)2
r2
∥∥d(exp−10 )∥∥2Sr (2|∇ gradϕ|S1/2‖d exp0 ‖2
+ 3|gradϕ|S1/2
(∥∥D2(exp0)∥∥+ ∥∥d(exp0)∥∥S1)).
Proof. The C0 estimate follows immediately from the definition of ϕ. Given r ∈ (0,1), u ∈ T0B, |u| = 1 and X ∈ G
such that |X(exp0 su)| = 1, setting s = r/(1 − r), Φt = exp tX, Ψt = d(Φt )0 and using the radial invariance of ϕ we
have:
X(ϕ)(exp0 su) =
d
dt
[
ϕ
(
Φt(exp0 su)
)]
t=0 =
d
dt
[
ϕ
(
exp0 sΨt (u)
)]
t=0
= d
dt
[
ϕ
(
exp0 Ψt(u)
)]
t=0 =
〈
gradϕ(exp0 u), d(exp0)u
(
X∗(u)
)〉
,
that is
X(ϕ)(exp0 su) =
〈
gradϕ(exp0 u), d(exp0)u
(
X∗(u)
)〉
, (10)
so that ∣∣X(ϕ)(exp0 su)∣∣ (max
S1/2
|gradϕ|
)∥∥d(exp0)∥∥∥∥X∗(u)∥∥. (11)
It follows from (5) that ∣∣X(ϕ)(exp0 su)∣∣ 1 − r
r
(
max
S1/2
|gradϕ|
)∥∥d(exp0)∥∥∥∥d(exp−10 )∥∥Sr ,
which proves the second estimate of the lemma.
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Y
(
X(ϕ)
)(
exp0(su)
)= d
dt
[
X(ϕ)
(
ξt (exp su)
)]
t=0 =
d
dt
[
X(ϕ)
(
exp0 sδt (u)
)]
t=0
= d
dt
{
d
dλ
[
ϕ
(
Φt+λ
(
exp0 sδt (u)
))]
λ=0
}
t=0
= d
dt
{
d
dλ
[
ϕ
(
exp0 sΨt+λ
(
δt (u)
))]
λ=0
}
t=0
= d
dt
{
d
dλ
[
ϕ
(
exp0 Ψt+λ
(
δt (u)
))]
λ=0
}
t=0
= d
dt
{
d
dλ
[
ϕ
(
Φt+λ
(
ξt (exp0 u)
))]
λ=0
}
t=0
= d
dt
{〈
gradϕ
(
Φt
(
ξt (exp0 u)
))
,X
(
Φt
(
ξt (exp0 u)
))〉}
t=0,
that is
Y
(
X(ϕ)
)(
exp0(su)
)= 〈(∇X gradϕ)(exp0 u),X(exp0 u)〉+ 〈gradϕ(exp0 u),∇XX(exp0 u)〉
+ 〈(∇Y gradϕ)(exp0 u),X(exp0 u)〉+ 〈gradϕ(exp0 u),∇YX(exp0 u)〉. (12)
It follows that ∣∣Y (X(ϕ))(exp0(su))∣∣ |∇ gradϕ|S1/2(∣∣X(exp0 u)∣∣2 + ∣∣Y(exp0 u)∣∣∣∣X(exp0 u)∣∣)
+ |gradϕ|S1/2
(∣∣∇XX(exp0 u)∣∣+ ∣∣∇YX(exp0 u)∣∣)
 |∇ gradϕ|S1/2
(|X|2S1/2 + |Y |S1/2 |X|S1/2)
+ |gradϕ|S1/2
(∣∣∇XX(exp0 u)∣∣+ ∣∣∇YX(exp0 u)∣∣), (13)
where
|∇ gradϕ|S1/2 = max
x∈S1/2
v∈TxB, |v|=1
∣∣(∇v gradϕ)(x)∣∣.
We have, by (5) ∣∣X(exp0 u)∣∣= ∣∣d(exp0)uX∗(u)∣∣ ‖d exp0 ‖∥∥X∗(u)∥∥ ‖d exp0 ‖‖X∗‖
 ‖d exp0 ‖
∥∥d(exp−10 )∥∥Sr 1 − rr ,
so that
|X|2S1/2  ‖d exp0 ‖2
∥∥d(exp−10 )∥∥2Sr (1 − r)2r2 ,
and similarly,
|X|S1/2 |Y |S1/2  ‖d exp0 ‖2
∥∥d(exp−10 )∥∥2Sr (1 − r)2r2 .
Since
(∇YX)(exp0 u) =
D
dt
X
(
ξt (exp0 u)
)= D
dt
X
(
exp0 δt (u)
)
= D
dt
[
d
ds
Φs
(
exp0 δt (u)
)]
s=0
= D
dt
[
d
ds
exp0 Ψs
(
δt (u)
)]
s=0
= D
dt
d(exp0)δt (u)
(
X∗
(
δt (u)
))
= D2(exp0)u
(
X∗(u),Y ∗(u)
)+ d(exp0)u(X∗Y ∗u)
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∥∥∥∥X∗( Y ∗(u)‖Y ∗(u)‖
)∥∥∥∥∥∥Y ∗(u)∥∥
 (1 − r)
2
r2
∥∥D2(exp0)∥∥∥∥d(exp−10 )∥∥2Sr + ∥∥d(exp0)∥∥S1∥∥d(exp−10 )∥∥2Sr (1 − r)2r2
= (1 − r)
2
r2
∥∥d(exp−10 )∥∥2Sr (∥∥D2(exp0)∥∥+ ∥∥d(exp0)∥∥S1)
and using (13),∣∣Y (X(ϕ))(exp0(su))∣∣ 2|∇ gradϕ|S1/2‖d exp0 ‖2∥∥d(exp−10 )∥∥2Sr (1 − r)2r2
+ 2 (1 − r)
2
r2
|gradϕ|S1/2
∥∥d(exp−10 )∥∥2Sr (∥∥D2(exp0)∥∥+ ∥∥d(exp0)∥∥S1). (14)
Now, given a geodesic orthonormal vectors E1,E2 orthogonal to ∂/∂r at exp0 su, and taking Xi ∈ G such that
Xi(exp0 su) = Ei(exp0 su) we have, by Lemma 8,∣∣Ek(Ei(ϕ))∣∣ ∣∣Xk(Xi(ϕ))∣∣+ |gradϕ||∇XkXi |, 1 i, k  2.
From this inequality, using (14) and (6) one obtains the third estimate of the lemma. 
The following C2 estimates of ϕ are useful for r ≈ 1:
Lemma 10.
|ϕ|1,Sr 
∥∥d(exp0)∥∥S1/2 maxS1/2 |gradϕ| ksinh rk1−r , (15)
|ϕ|2,Sr  2
∥∥d(exp0)∥∥2S1/2 maxS1/2 |D gradϕ| k
2
sinh2 rk1−r
+ max
S1/2
|gradϕ| 2k
2
sinh2 rk1−r
(∥∥D2(exp0)∥∥2 + ∥∥d(exp0)∥∥). (16)
Proof. Set s = r/(1 − r). Let X,Y ∈ G such that |X(exp0 su)| = |Y(exp0 su)| = 1. Set Φt = exp tX and ξt = exp tZ.
From (10) and (2) we have:
X(ϕ)(exp su) = 〈gradϕ(exp0 u),X(exp0 u)〉, (17)
so that, by (3) ∣∣X(ϕ)(exp su)∣∣max
S1/2
|gradϕ|max
S1/2
|X|
max
S1/2
|gradϕ|∥∥d(exp0)∥∥S1/2 ksinh rk1−r ,
which gives (15).
We now estimate Y(X(ϕ)). Using (12),∣∣Y (X(ϕ))(exp su)∣∣ 2|X|1/2|Y |1/2 max
S1/2
|D gradϕ|
+ (|∇YX|1/2 + |∇XX|1/2)max
S1/2
|gradϕ|.
It follows by (3) and (4) that
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2
sinh2 rk1−r
+ 2 max
S1/2
|gradϕ| k
2
sinh2 rk1−r
(∥∥D2(exp0)∥∥+ ∥∥d(exp0)∥∥),
which implies (16). 
5. Proof of the theorem
Given h ∈ R, define:
Fh(x) = h(1 − r)+ r4ϕ(x), r = ‖x‖, x ∈ B.
Note then that Fh ∈ C2,α(B\{0}) and Fh|∂B = ψ. We prove that there is h0  0 such that Fh is a supersolution
(Q[Fh] 0) if h h0 and is subsolution (Q[Fh] 0) in B\{0} if h−h0.
Given x ∈ B\{0}, using an orthonormal basis {E1, . . . ,En−1, (1/μ)∂/∂r} (see notation of Lemma 4), a very long
but straightforward calculation, with the help of Lemmas 2, 3, and 4 gives (see Appendix A)
Q[Fh] = div gradFh√
1 + |gradFh|2
= (1 + |gradFh|2)−3/2 (1 − r)2
r3
T (r),
where
T (r) = nHr(1 − r)4h3 +
(−12nHrr3ϕ(1 − r)4 + r5(1 − r)2ϕ)h2
+ [r2nHr + 48nHrr6ϕ2(1 − r)4 − 8(1 − r)2r8ϕϕ
+ (nHrr10 + 8r8(1 − r)2 + r8(1 + r)(1 − r))|gradϕ|2 − (1 + r)(1 − r)]h
− 4nHrr5ϕ − 64nHr(1 − r)4r9ϕ3
+
[
r7
(1 − r)2 + 16r
11(1 − r)2ϕ2 + r
15
(1 − r)2 |gradϕ|
2
]
ϕ
+ [−4nHrr13ϕ − 20r11(1 − r)2ϕ − 4r11(1 + r)(1 − r)ϕ]|gradϕ|2
+ 12r3(1 − r)2ϕ − 4r3(1 + r)(1 − r)ϕ
− r
15
2(1 − r)2
〈
gradϕ,grad
(|gradϕ|2)〉,
where Hr is the mean curvature of the geodesic sphere Sr (centered at 0 with radius r/(1 − r)) with respect to
the unit normal vector pointing to the unbounded connected component of B\Sr . Note that Hr < 0 for all r, that
limr→0 Hr = −∞ and, by Lemma 5, that − limr→1 Hr  (n− 1)k > 0.
We now observe that it follows from the estimates of Lemma 9 that
lim
r→0T (r) = h limr→0
(
Hrh
2 − 1)= −∞
if h > 0. Hence, there exist 0 < r1 < 1 and h1 > 0 such that Q[Fh](x) < 0 for all 0 < r < r1 and for all h  h1,
r = ‖x‖. Also, it follows from the estimates of Lemma 10 that
lim
r→1T (r) = n limr→1
[
Hr(h − 4ϕ)
]
.
Hence, there exists h2  h1 and r1 < r2 < 1 such that Q[Fh](x) < 0 for all r2 < r < 1 and for all h h2, r = ‖x‖.
For r1  r  r2, T (r) is a polynomial in h with bounded coefficients and negative leading coefficient, so that there
is h3  h2 such that T (r) < 0 for all h h3. It follows that Q[Fh] < 0 in B for all h h3 that is, Fh is a supersolution
of (1) in B , for all h h3. The same arguments prove that Fh is a subsolution of (1) in B if h h4 for some h4 < 0.
Set h0 = max{h3,−h4}.
We may then see that given t ∈ [0,1] and h h0, the function Ft,h = h(1 − r) + r4tϕ > 0 is a supersolution and
F˜t,h = −h(1 − r)+ r4tϕ a subsolution of (1), both assuming the value tψ at the boundary ∂B of B .
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solution for the problem: ⎧⎨⎩Q[u] := div
gradu√
1 + |gradu|2 = 0 in Bk, u ∈ C
2,α(Bk),
u|∂Bk = Fh0 |∂Bk .
(18)
Choose k and consider:
Ak =
{
t ∈ [0,1] ∣∣ ∃vt ∈ C2,α(Bk) such that Q[vt ] = 0 and vt |∂Bk = Ft,h0 |∂Bk}.
We note that Ak is not empty since v0 ≡ h0(1 − rk) belongs to Ak.
Let φt ∈ C2,α(Bk) be a C2,α extension to Bk of Ft,h0 |∂Bk = h0(1 − rk)+ r4k tϕ|∂Bk . Setting
C
2,α
0 (Bk) =
{
v ∈ C2,α(Bk)
∣∣ v|∂Bk = 0},
and defining T : [0,1] ×C2,α0 (Bk) → C2,α(Bk) by
T [t,w] = Q[w + φt ],
we have:
T [t,wt ] = 0,
for t ∈ Ak, where wt = vt − φt . From elliptic PDE theory we have that the Fréchet derivative ∂2T (t,wt ) = dQvt is a
linear homeomorphism. We may then apply the implicit function theorem to conclude that if t ∈ Ak then there is ε > 0
and a continuous function i : (t − ε, t + ε) → C2,α0 (Bk), with i(t) = wt such that T (s, i(s)) = 0, s ∈ (t − ε, t + ε).
Then (t − ε, t + ε)∩ [0,1] ⊂ Ak implying that Ak is open in [0,1].
To show that Ak is closed observe the solutions vt of (18) with vt |∂Bk = Ft,h0 |∂Bk have uniform C1 bounds in Bk
(with respect to t). In fact: The functions Ft,h0 |Bk and F˜t,h0 |Bk + 2h0(1 − rk) are super and subsolutions of (18) in Bk
which coincide with vt at ∂Bk so that
F˜t,h0 |Bk + 2h0(1 − rk) vt  Ft,h0 |Bk . (19)
Since F˜t,h0 |Bk and Ft,h0 |Bk are smooth on Bk\{0} and have uniform (with respect to t) C1 bounds on Bk it follows
from (19) that vt is bounded in Bk and |gradvt | in ∂Bk, both by a constant which does not depend on t . By Lemma 6
we have C1 uniform bounds for the family of solutions vt , t ∈ [0,1]. From the continuity method (see [2]) it follows
that, for each k, there exists a solution uk of (18).
From elliptic PDE theory we have C2 compactness of {uk} on compacts of B. Arzela’s Theorem and PDE regu-
larity implies the existence of subsequence of {uk} converging on compacts of B to a solution u ∈ C2,α(B) of (1).
The barriers at infinity Fh0 and F−h0 guarantee that u extends continuously to B and u|∂B = ψ. This proves the
theorem.
Appendix A
Proposition 11. Let ϕ ∈ C2,α(B) be the radial extension of ψ to B given by ϕ(x) = ψ(x/‖x‖). Given h ∈ R, define:
Fh(x) = h(1 − r)+ r4ϕ(x), r = ‖x‖, x ∈ B.
Then
Q[Fh] = div gradFh√
1 + |gradFh|2
= (1 + |gradFh|2)−3/2 (1 − r)2
r3
T (r),
where T (r) is the expression used in the proof of the theorem.
Proof. Given x ∈ B , consider an orthonormal frame {E1, . . . ,En−1, (1/μ)∂/∂r} in an neighborhood of x (see
notation of Lemma 4). We have:
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1 + |gradFh|2
= 1√
1 + |gradFh|2
div(gradFh)+
〈
grad
1√
1 + |gradFh|2
,gradFh
〉
,
where
gradFh = 1
μ2
∂Fh
∂r
∂
∂r
+
n∑
i=1
Ei(Fh)Ei =
(−h
μ2
+ 4r
3ϕ
μ2
)
∂
∂r
+ r4 gradϕ,
so that
‖gradFh‖2 =
(−h
μ
+ 4r
3ϕ
μ
)2
+ r8|gradϕ|2,
and
div gradFh = 1
μ2
〈
∇ ∂
∂r
gradFh,
∂
∂r
〉
+
n∑
i=1
〈∇Ei gradFh,Ei〉.
We obtain:
∇ ∂
∂r
gradFh =
(
2hμr
μ3
+ 12r
2ϕ
μ2
− 8r
3ϕμr
μ3
)
∂
∂r
+
(−h
μ2
+ 4r
3ϕ
μ2
)
∇ ∂
∂r
∂
∂r
+ 4r3 gradϕ,
and
∇Ei gradFh =
4r3
μ2
Ei(ϕ)
∂
∂r
+
(−h
μ2
+ 4r
3ϕ
μ2
)
∇Ei
∂
∂r
+ r4∇Ei (gradϕ).
Then 〈
∇ ∂
∂r
gradFh,
∂
∂r
〉
=
(
2hμr
μ3
+ 12r
2ϕ
μ2
− 8r
3ϕμr
μ3
)
μ2
+
(−h
μ2
+ 4r
3ϕ
μ2
)〈
∇ ∂
∂r
∂
∂r
,
∂
∂r
〉
+ 4r3
〈
gradϕ,
∂
∂r
〉
=
(
2hμr
μ3
+ 12r
2ϕ
μ2
− 8r
3ϕμr
μ3
)
μ2 +
(−h
μ2
+ 4r
3ϕ
μ2
)
μμr
= hμr
μ
+ 12r2ϕ − 4r
3ϕμr
μ
,
where the second equality follows since
μ2 =
〈
∂
∂r
,
∂
∂r
〉
⇒ 2
〈
∇ ∂
∂r
∂
∂r
,
∂
∂r
〉
= 2μμr ⇒
〈
∇ ∂
∂r
∂
∂r
,
∂
∂r
〉
= μμr.
We also have:
n∑
i=1
〈∇Ei gradFh,Ei〉 =
(−h
μ2
+ 4r
3ϕ
μ2
) n∑
i=1
〈
∇Ei
∂
∂r
,Ei
〉
+ r4
n∑
i=1
〈∇Ei (gradϕ),Ei 〉.
It follows that
div gradFh = hμr
μ3
+ 12r
2ϕ
μ2
− 4r
3ϕμr
μ3
+
(−h
μ2
+ 4r
3ϕ
μ2
) n∑〈
∇Ei
∂
∂r
,Ei
〉
+ r4
n∑〈∇Ei (gradϕ),Ei 〉.
i=1 i=1
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gradg = 1
μ2
∂g
∂r
∂
∂r
+
n∑
i=1
Ei(g)Ei
and we have:
∂g
∂r
= −1
2
(
1 + ‖gradFh‖2
)−3/2 ∂
∂r
(
1 + ‖gradF‖2)
= −1
2
(
1 + ‖gradFh‖2
)−3/2 ∂
∂r
[
1 +
(−h
μ
+ 4r
3ϕ
μ
)2
+ r8|gradϕ|2
]
= −(1 + ‖gradFh‖2)−3/2[(−h
μ
+ 4r
3ϕ
μ
)(
hμr
μ2
+ 12r
2ϕ
μ
− 4r
3ϕμr
μ2
)
+ 4r7|gradϕ|2
]
,
that is,
∂g
∂r
= −(1 + ‖gradFh‖2)−3/2[−h2μr
μ3
− 12r
2ϕh
μ2
+ 8r
3ϕμrh
μ3
+ 48r
5ϕ2
μ2
− 16r
6ϕ2μr
μ3
+ 4r7|gradϕ|2
]
= −(1 + ‖gradFh‖2)−3/2[−h2μr
μ3
+
(
−12r
2ϕ
μ2
+ 8r
3ϕμr
μ3
)
h
+ 48r
5ϕ2
μ2
− 16r
6ϕ2μr
μ3
+ 4r7|gradϕ|2
]
.
Then
gradg = −(1 + ‖gradFh‖2)−3/2
[(
−h
2μr
μ5
+ 1
μ2
(
−12r
2ϕ
μ2
+ 8r
3ϕμr
μ3
)
h
+ 48r
5ϕ2
μ4
− 16r
6ϕ2μr
μ5
+ 4r
7|gradϕ|2
μ2
)
∂
∂r
+
n∑
i=1
(
4r3
μ
(−h
μ
+ 4r
3ϕ
μ
)
Ei(ϕ)+ r
8
2
Ei
(|gradϕ|2))Ei
]
.
It follows that〈
grad
(
1 + ‖gradFh‖2
)−1/2
,gradFh
〉
= 〈gradg,gradFh〉
= −(1 + ‖gradFh‖2)−3/2
[(
−h
2μr
μ3
+
(
−12r
2ϕ
μ2
+ 8r
3ϕμr
μ3
)
h
+ 48r
5ϕ2
μ2
− 16r
6ϕ2μr
μ3
+ 4r7|gradϕ|2
)(−h
μ2
+ 4r
3ϕ
μ2
)
+
n∑
i=1
r4
(
4r3
μ
(−h
μ
+ 4r
3ϕ
μ
)
Ei(ϕ)+ r
8
2
Ei
(|gradϕ|2))〈gradϕ,Ei〉
]
= −(1 + ‖gradFh‖2)−3/2
[(
−h
2μr
μ3
+
(
−12r
2ϕ
μ2
+ 8r
3ϕμr
μ3
)
h
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5ϕ2
μ2
− 16r
6ϕ2μr
μ3
+ 4r7|gradϕ|2
)(−h
μ2
+ 4r
3ϕ
μ2
)
+
n∑
i=1
(
4r7
μ
(−h
μ
+ 4r
3ϕ
μ
)
Ei(ϕ)+ r
12
2
Ei
(|gradϕ|2))〈gradϕ,Ei〉
]
= −(1 + ‖gradFh‖2)−3/2
[(
−h
2μr
μ3
+
(
−12r
2ϕ
μ2
+ 8r
3ϕμr
μ3
)
h+ 48r
5ϕ2
μ2
− 16r
6ϕ2μr
μ3
+ 4r7|gradϕ|2
)(−h
μ2
+ 4r
3ϕ
μ2
)
+
n∑
i=1
4r7
μ
(−h
μ
+ 4r
3ϕ
μ
)
Ei(ϕ)〈gradϕ,Ei〉 + r
12
2
n∑
i=1
Ei
(|gradϕ|2)〈gradϕ,Ei〉
]
= −(1 + ‖gradFh‖2)−3/2
[(
−h
2μr
μ3
+
(
−12r
2ϕ
μ2
+ 8r
3ϕμr
μ3
)
h+ 48r
5ϕ2
μ2
− 16r
6ϕ2μr
μ3
+ 4r7|gradϕ|2
)(−h
μ2
+ 4r
3ϕ
μ2
)
+ 4r
7
μ
(−h
μ
+ 4r
3ϕ
μ
)〈
gradϕ,
n∑
i=1
Ei(ϕ)Ei
〉
+ r
12
2
n∑
i=1
Ei
(|gradϕ|2)〈gradϕ,Ei〉
]
= −(1 + ‖gradF‖2)−3/2[(−h2μr
μ3
+
(
−12r
2ϕ
μ2
+ 8r
3ϕμr
μ3
)
h
+ 48r
5ϕ2
μ2
− 16r
6ϕ2μr
μ3
+ 4r7|gradϕ|2
)(−h
μ2
+ 4r
3ϕ
μ2
)
+ 4r
7
μ
(−h
μ
+ 4r
3ϕ
μ
)
|gradϕ|2 + r
12
2
〈
gradϕ,
n∑
i=1
Ei
(|gradϕ|2)Ei
〉]
= (1 + ‖gradFh‖2)−3/2[(h2μr
μ3
+
(
12r2ϕ
μ2
− 8r
3ϕμr
μ3
)
h
− 48r
5ϕ2
μ2
+ 16r
6ϕ2μr
μ3
− 4r7|gradϕ|2
)(−h
μ2
+ 4r
3ϕ
μ2
)
− 4r
7
μ
(−h
μ
+ 4r
3ϕ
μ
)
|gradϕ|2 − r
12
2
〈
gradϕ,grad
(|gradϕ|2)〉].
We then obtain the following preliminary expression for Q[Fh]:
Q[Fh] = div gradFh√
1 + |gradFh|2
= 1√
1 + |gradFh|2
div(gradFh)+
〈
grad
(
1 + ‖gradFh‖2
)−1/2
,gradFh
〉
= (1 + ‖gradFh‖2)−3/2
[(
1 + ‖gradFh‖2
)(hμr
μ3
+ 12r
2ϕ
μ2
− 4r
3ϕμr
μ3
+
(−h
μ2
+ 4r
3ϕ
μ2
) n∑
i=1
〈
∇Ei
∂
∂r
,Ei
〉
+ r4
n∑
i=1
〈∇Ei (gradϕ),Ei 〉
)
+
(
h2μr
3 +
(
12r2ϕ
2 −
8r3ϕμr
3
)
h− 48r
5ϕ2
2μ μ μ μ
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6ϕ2μr
μ3
− 4r7|gradϕ|2
)(−h
μ2
+ 4r
3ϕ
μ2
)
− 4r
7
μ
(−h
μ
+ 4r
3ϕ
μ
)
|gradϕ|2 − r
12
2
〈
gradϕ,grad
(|gradϕ|2)〉].
Introducing the notation:
(1 − r)2
r3
T (r) = (1 + ‖gradFh‖2)(−h
μ2
+ 4r
3ϕ
μ2
) n∑
i=1
〈
∇Ei
∂
∂r
,Ei
〉
+ r4(1 + ‖gradFh‖2) n∑
i=1
〈∇Ei (gradϕ),Ei 〉
+ (1 + ‖gradFh‖2)(hμr
μ3
+ 12r
2ϕ
μ2
− 4r
3ϕμr
μ3
)
+
(−h
μ2
+ 4r
3ϕ
μ2
)(
h2μr
μ3
+ 12r
2ϕh
μ2
− 8r
3ϕμrh
μ3
− 48r
5ϕ2
μ2
+ 16r
6ϕ2μr
μ3
− 4r7|gradϕ|2
)
− 4r
7
μ
(−h
μ
+ 4r
3ϕ
μ
)
|gradϕ|2
− r
12
2
〈
gradϕ,grad
(|gradϕ|2)〉
we then obtain,
div
gradFh√
1 + |gradFh|2
= (1 + ‖gradFh‖2)−3/2 (1 − r)2
r3
T (r).
We have:
(1 − r)2
r3
T (r) = (1 + ‖gradFh‖2)
[
hμr
μ3
+ 12r
2ϕ
μ2
− 4r
3ϕμr
μ3
+
(−h
μ2
+ 4r
3ϕ
μ2
) n∑
i=1
〈
∇Ei
∂
∂r
,Ei
〉
+ r4
n∑
i=1
〈∇Ei (gradϕ),Ei 〉
]
+
(
h2μr
μ3
+
(
12r2ϕ
μ2
− 8r
3ϕμr
μ3
)
h− 48r
5ϕ2
μ2
+ 16r
6ϕ2μr
μ3
− 4r7|gradϕ|2
)(−h
μ2
+ 4r
3ϕ
μ2
)
− 4r
7
μ
(−h
μ
+ 4r
3ϕ
μ
)
|gradϕ|2 − r
12
2
〈
gradϕ,grad
(|gradϕ|2)〉
(1 − r)2
r3
T (r) = (1 + ‖gradFh‖2)(−h
μ2
+ 4r
3ϕ
μ2
) n∑
i=1
〈
∇Ei
∂
∂r
,Ei
〉
+ r4(1 + ‖gradFh‖2) n∑
i=1
〈∇Ei (gradϕ),Ei 〉
+ (1 + ‖gradFh‖2)(hμr
μ3
+ 12r
2ϕ
μ2
− 4r
3ϕμr
μ3
)
+
(−h
2 +
4r3ϕ
2
)(
h2μr
3 +
12r2ϕh
2 −
8r3ϕμrh
3 −
48r5ϕ2
2μ μ μ μ μ μ
N. do Espírito-Santo et al. / J. Math. Pures Appl. 93 (2010) 204–221 219+ 16r
6ϕ2μr
μ3
− 4r7|gradϕ|2
)
− 4r
7
μ
(−h
μ
+ 4r
3ϕ
μ
)
|gradϕ|2
− r
12
2
〈
gradϕ,grad
(|gradϕ|2)〉.
Observe that
n∑
i=1
〈
∇Ei
∂
∂r
,Ei
〉
= −
n∑
i=1
〈
∂
∂r
,∇EiEi
〉
= −μ
n∑
i=1
〈
1
μ
∂
∂r
,∇EiEi
〉
= −nHrμ
and
1 + ‖gradFh‖2 = 1 +
(−h
μ
+ 4r
3ϕ
μ
)2
+ r8|gradϕ|2.
Then (
1 + ‖gradFh‖2
)(−h
μ2
+ 4r
3ϕ
μ2
) n∑
i=1
〈
∇Ei
∂
∂r
,Ei
〉
=
(
1 +
(−h
μ
+ 4r
3ϕ
μ
)2
+ r8|gradϕ|2
)(−h
μ2
+ 4r
3ϕ
μ2
)
(−nHrμ)
= −nHrμ
[(−h
μ2
+ 4r
3ϕ
μ2
)
+ 1
μ
(−h
μ
+ 4r
3ϕ
μ
)3]
+ (−nHrμ)r8|gradϕ|2
(−h
μ2
+ 4r
3ϕ
μ2
)
.
(1 − r)2
r3
T (r) = −nHrμ
[(−h
μ2
+ 4r
3ϕ
μ2
)
+ 1
μ
(−h
μ
+ 4r
3ϕ
μ
)3]
+ (−nHrμ)r8|gradϕ|2
(−h
μ2
+ 4r
3ϕ
μ2
)
+ r4(1 + ‖gradFh‖2) n∑
i=1
〈∇Ei (gradϕ),Ei 〉+ hμrμ3 + 12r2ϕμ2 − 4r3ϕμrμ3
+
(−h
μ
+ 4r
3ϕ
μ
)2(
hμr
μ3
+ 12r
2ϕ
μ2
− 4r
3ϕμr
μ3
)
+
(−h
μ
+ 4r
3ϕ
μ
)(
h2μr
μ4
+ 12r
2ϕh
μ3
− 8r
3ϕμrh
μ4
− 48r
5ϕ2
μ3
+ 16r
6ϕ2μr
μ4
− 4r
7
μ
|gradϕ|2 − 4r
7
μ
|gradϕ|2
)
+ r8|gradϕ|2
(
hμr
μ3
+ 12r
2ϕ
μ2
− 4r
3ϕμr
μ3
)
− r
12
2
〈
gradϕ,grad
(|gradϕ|2)〉.
(1 − r)2
r3
T (r) = −nHr
[(−h
μ
+ 4r
3ϕ
μ
)
+
(−h
μ
+ 4r
3ϕ
μ
)3]
+ r4
[
1 +
(−h
μ
+ 4r
3ϕ
μ
)2
+ r8|gradϕ|2
] n∑〈∇Ei (gradϕ),Ei 〉
i=1
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[
(−nHr)r8
(−h
μ
+ 4r
3ϕ
μ
)
− 8r
7
μ
(−h
μ
+ 4r
3ϕ
μ
)
+ r8
(
hμr
μ3
+ 12r
2ϕ
μ2
− 4r
3ϕμr
μ3
)]
|gradϕ|2
+ hμr
μ3
+ 12r
2ϕ
μ2
− 4r
3ϕμr
μ3
+
(−h
μ
+ 4r
3ϕ
μ
)2(
hμr
μ3
+ 12r
2ϕ
μ2
− 4r
3ϕμr
μ3
)
+
(−h
μ
+ 4r
3ϕ
μ
)(
h2μr
μ4
+ 12r
2ϕh
μ3
− 8r
3ϕμrh
μ4
− 48r
5ϕ2
μ3
+ 16r
6ϕ2μr
μ4
)
− r
12
2
〈
gradϕ,grad
(|gradϕ|2)〉.
Since (−h
μ
+ 4r
3ϕ
μ
)2(
hμr
μ3
+ 12r
2ϕ
μ2
− 4r
3ϕμr
μ3
)
+
(−h
μ
+ 4r
3ϕ
μ
)(
h2μr
μ4
+ 12r
2ϕh
μ3
− 8r
3ϕμrh
μ4
− 48r
5ϕ2
μ3
+ 16r
6ϕ2μr
μ4
)
= 0,
we obtain
(1 − r)2
r3
T (r) = −nHr
[(−h
μ
+ 4r
3ϕ
μ
)
+
(−h
μ
+ 4r
3ϕ
μ
)3]
+ r4
[
1 +
(−h
μ
+ 4r
3ϕ
μ
)2
+ r8|gradϕ|2
] n∑
i=1
〈∇Ei (gradϕ),Ei 〉
−
[
−nHrr8
(−h
μ
+ 4r
3ϕ
μ
)
+ 8r
7h
μ2
+ r
8μrh
μ3
− 20r
10ϕ
μ2
− 4r
11μrϕ
μ3
]
|gradϕ|2
+ hμr
μ3
+ 12r
2ϕ
μ2
− 4r
3ϕμr
μ3
− r
12
2
〈
gradϕ,grad
(|gradϕ|2)〉.
From Lemma 4
μ = r
(1 − r)2
and
μr = 1 + r
(1 − r)3 ,
μr
μ3
= (1 + r)(1 − r)
3
r3
,
μr
μ5
= (1 + r)(1 − r)
7
r5
.
Then
(1 − r)2
r3
T (r) = −nHr
[(
− (1 − r)
2h
r
+ 4r2(1 − r)2ϕ
)
+ (1 − r)
6
r3
(−h+ 4r3ϕ)3]
+ r4
[
1 + (1 − r)
4
r2
(−h+ 4r3ϕ)2 + r8|gradϕ|2] n∑
i=1
〈∇Ei (gradϕ),Ei 〉
+ [nHrr7(1 − r)2h− 4nHr10(1 − r)2ϕ + 8r5(1 − r)4h+ r5(1 + r)(1 − r)3h
− 20r8(1 − r)4ϕ − 4r8(1 + r)(1 − r)3ϕ]|gradϕ|2
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3
r3
h+ 12(1 − r)4ϕ − 4(1 + r)(1 − r)3ϕ
− r
12
2
〈
gradϕ,grad
(|gradϕ|2)〉.
We then have, by straightforward computations, the following polynomial in h, which gives the expression used of
T (r) in the proof of the theorem:
T (r) = nHr(1 − r)4h3 +
(
−nHr12r3ϕ(1 − r)4 + r5(1 − r)2
n∑
i=1
〈∇Ei (gradϕ),Ei 〉
)
h2
+
[
r2nHr + nHr48r6ϕ2(1 − r)4 − 8(1 − r)2r8ϕ
n∑
i=1
〈∇Ei (gradϕ),Ei 〉
+ (nHrr10 + 8r8(1 − r)2 + r8(1 + r)(1 − r))|gradϕ|2 − (1 + r)(1 − r)
]
h
− nHr4r5ϕ − nH(1 − r)464r9ϕ3
+
[
r7
(1 − r)2 + r
11(1 − r)216ϕ2 + r
15
(1 − r)2 |gradϕ|
2
] n∑
i=1
〈∇Ei (gradϕ),Ei 〉
+ [−4nHrr13ϕ − 20r11(1 − r)2ϕ − 4r11(1 + r)(1 − r)ϕ]|gradϕ|2
+ 12r3(1 − r)2ϕ − 4r3(1 + r)(1 − r)ϕ
− r
15
2(1 − r)2
〈
gradϕ,grad
(|gradϕ|2)〉. 
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