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Existence, uniqueness, and three sufficient stability criteria will be established 
for a class of differential equations of the form: 
d%(t) 
dta 
-I- C(t)? + K(t)u(t) = 0. 
The stability criteria emphasize the situations where the nonautonomous 
portion of the linear operators C(t) and K(t): (a) have small magnitudes, (b) have 
small derivatives (slowly varying), and (c) have small integrals (rapidly varying). 
Although this paper directs attention only to the second-order equation, 
corresponding stability results for the first-order equation could be obtained 
utilizing similar arguments. 
The emphasis of this paper is (1) to establish sufficient existence and unique- 
ness criteria for solutions to the equation above and (2) to develop stability 
criteria for partial differential equations along the same lines as [I, 21 which 
were directed toward ordinary differential equations. Results similar to Theo- 
rems 2 and 3 of this paper have appeared in [3-61, however it is felt that the 
present work will help clarify the applications and limitations of these earlier 
papers. 
DEFINITIONS AND ASSUMPTIONS 
(D1) X, Y, 2 are real Hilbert spaces with: 
(a) XCYCZ, 
(b) X dense in 2, 
(4 I lx 2 I IY z I I.2 -
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(Da) C(t), 0 < t, a linear operator on 2 with o(C(t)) 3 X (D denotes 
domain) such that: 
(a) (x, C(t) + 2 4 I 3 It - -4, I * IY I 32 Iz , 4 > 0, x E X 
(b) ~(~>WY>Z/ <4IxlxI~lr, ~,YEX. 
It follows that C(t) E [X, z] where [X, z] denotes the space of bounded opera- 
tors from X to 2. 
(D3) K(x, y) and B(x, y, t), 0 < t, are bilinear forms defined on XxX 
with: 
(4 I~@,Y)l ~~A,/~IxI~Ix, 
(b) G,Y) = K(Y, 4, 
(4 K(x, x> 2 4 I x I;, 4 > 0, 
(4 I B(x> Y, 41 G 4 I x Ix I Y IY . 
It follows from (Da) and the Reise representation theorem that there exists 
a unique linear operator K(t) on 2 with: 
D(W)) = {x E x: I ax, Y) + &, Y, t)l < Y I Y 12; Y = 4% q; Y Em 
and 
WG Y) + % Y, 0 = VW) x9 Y>Z 9 x E D(W)), Y E x. 
(De) D(K(t)) is independent of t and denote D(K(t)) = D. 
(D5) C(t) is continuously differentiable in t as a map from Rf t+ [X, ZJ. 
(Do) K(t) MO) + hoc(O) + ho’]-’ is continuously differentiable in t as a 
map from R+ F+ [Z, z]. (It will be shown in Lemmas 1, 2, 3 that there is a A,, 
such that K(0) + h&(O) + Xo2 has an inverse and further K(t) [K(O) + A&‘(O) + 
VT1 E I?, 4. 
(D,) C(t) = C + E(t) with: 
(4 (x, Cd 2 4 I x It , 4 > 0, 
(b) (x, CY)Z = (Y, Wz 1 
(4 I(% E(t) 4z I G 43 I x 1; > 
(4 I(x,W)y)zI ~~I~IxIYI~. 
(D,) There exists a linear operator C*(t) on 2 with D(C*(t)) 3 X such 
that: 
(4 lx, C(t) 3% = (C*(t) x3 Y)z , x9 Y E Xv 
(b) C*(t) is bounded as a map from R+ H [X, z]. (It follows from (Ds) 
and (Dsa) that C*(t) E [X, ZJ.) 
(4 (x, {c(t) - c*(t>>Y>Z < 40 I * Ix I Y IY * 
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(DJ There exists a linear operator K*(t) on 2 with D(K*(t)) 3 D such 
that: 
(a) (x, K(~)Y)z = (K*(t) x, Y).Z , x, Y E D, 
(b) (W*(t) - K(t)) x, r)z < A,, I x Ix I Y lz > x, Y E D, 
(h,) (4 I(44 (x, C(t) & I d 4, I x Ii , x f D, 
(b) l(W) (x, K(t) 4.z I < 4, I x I; 7 x E D- 
(DII) There exists a B(t) such that: 
(4 B(t) E K Xl- 
(b) Wx, Y, 4 = P(t) x, Y)Z , x, Y E X 
(c) B(t) X is continuous in t as a map from R+ t-+ X for all .1c E X, 
(4 I fto WI) x 4 lx < A,, I x Ix > x E X 
(e) I JL %I) x 4 IZ < 4, I x b , x E X. 
(DJ C(t) = C with: 
(4 (x, C& >, 4 I X l”y ,A, > 0, x E X, 
(b) (3, CY>Z = (Y, W, , x, Y E X. 
EXISTENCE AND UNIQUENESS THEOREM 
THEOREM 1. If (D,)-(D,) are satisfied, then there exists a unique solution to 
the problem: 
(d/dt) G(t) + C(t) c(t) + K(t) u(t) = 0, 0 < t, 
l$ u(t) = u0 E D (in X), lj+y C(t) = ti, E X (in Z), 
(*I 
where (‘) denotes strong differentiation n X and d/dt denotes strong differentiation 
in Z. 
Proof. The proof is an application of Kato [q to the equivalent problem on 
xxz; 
d4t) 
1 
0 I 
--z--= -K(t) -C(t) I 
w(t) zs -A(t) w(t), 
li+i w(t) = q, E DxV, 
where d/dt denotes strong differentiation i  XxZ. 
Lemma 1 establishes a real number h, > 0 such that A(t) + X: DxXt-+ XxZ 
is bijective for all X > A,, .Lemma 2 establishes a norm I[ I[ over XxZ, equivalent 
to the product norm, such that 
1 
for all h > A, . 
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Lemma 3 establishes that [A + A(t)] [A + A(O)]-1: Xx2++ Xx2 is continu- 
ously differentiable in t with respect to the operator norm for h > A,, .
LEMMA 1. There exists a A,, > 0 such that A(t) + h: DXXM Xx2 is bijective 
for A > X, . Further D is dense in X. 
Proof. Define T(x, y, t) on XxxXR+ by T(x, y, t) E K(x, y) + B(x, y, t) + 
h(C(t) x, Hz + X2(x, Y>z . Clearly, 
I W, Y, t>l < (4 + A, + us + h2) I x Ix I y Ix 
and 
+ (x2 - +, I x 1% 
for any 01, y > 0. 
Thus there exists a A, > 0 such that for A > Aa 
T(x, x, t) 2 6 I x 1% with 6 >o. 
It then follows from the Lax-Milgram theorem (Carroll [8]) that there exists a 
unique linear operator T(t): D t-+ 2 which is bijective with D dense in X and 
T(x, y, t) = (T(t) x, y)= for all x E D and y E X. 
Clearly T(t) = K(t) + K’(t) + A2; thus K(t) + XC(t) + h2: D ti 2 is bijec- 
tive. Let w = (z) be a vector in XzZ, then 
w = ( 
p-w) + AC(t) + X21-l (s+ cx + A‘$ 
[K(t) 1 + AC(t) + q-1 (x + cx + Ax) - x 
is the unique vector in DxX with [A + A(t)] v = w. a 
LEMMA 2. There exists a h, > 0 such that //[A + A(t)J-1 11 < l/(h - /b), with 
A>;\,, where 
x 2 
/I( )I1 2 = qx, 4 + (z, 4z * 
Proof. Denote the induced inner product over Xx2 by: 
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Thus for any (,“) E DxX and any 01, /I > 0 
Thus by choosing /3 and 01 such that 
it follows that there is a A,, > 0 such that 
(9 [&I + 401 u> >, 0 with w E DxX. 
Thus for h > A,, 
(% [A + 41 w> 3 (A - &I) (w, w>. 
Utilizing Lemma 1 with w = [A + A(t)]-1 er it follows that: 
LEMMA 3. [A + A(t)] [h + A(O)]-l E [Xx2, XxZj and is continuoussly c&f- 
ferentiable in t with respect to the operator norm for h > X, . 
Proof. It follows from Lemma 2 that [A + A(t)] is closed thus [A + A(t)] x 
[A + A(O)]-1 is in [Xx2, Xx2]. Letting T(t) = K(t) + K(t) + X2 it follows 
that: 
I 
P + 401 [A + 4w1 = ------------ 
T(t) T-‘(O) [C(O) + 4 
-VW + 4 
From Lemma 1 it was shown that: 
Thus, 
0 
,------- . 
i 1 
I T(t) T-l(O) 
I T-V) x IX < U/Y I z Iz or F(t) E [Z, X-J 
Since T(t) P(O) is in [Z, Z] it follows from (D,) that K(t) Z’-l(O) is in [Z, z]. 
The lemma then follows from D, and D, . 1 
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Theorem 1 now follows from Lemmas 1,2,3 and Kato’s Theorem 4 [A. Note 
that assumptions (DJ and (D,) could be somewhat relaxed and still satisfy 
Kato’s result. m 
STABILITY RESULTS FOR (*) 
THEOREM 2. If.- 
(a) (D,)-(D,) are satisjkl, 
(b) 0 < r < (A5)1/2, 
(4 (y + BP> 4 + @Y/2) 4 > TA,, 
(4 r + As + r4/2r + 4&Y < A,, 
(4 B, Y > 0, 
then the sohtion to (*) is asymptotically stable. Clearly (b)-(e) can be satisfied for 
A, , A,, A, su~a’mtly small. 
Proof. Denote: 
[As - 4%)“21 I x 1; + [I - 4(4)1’21 I .z 1% 
G KJ 9 (3 ~~A,+~A,+~A,+~]I~I~+[~+Y][~I~. 
Thus, for 0 < r < (AJ1/2, (( , > is an inner product on Xx2 with the norm 
equivalent to the usual norm on Xx2. Let w(t) be the solution to * with 
w(t) = (;14). Then 
- $ <4t>> 4tD = W(t) 4th w(t)>> 
= WV) u(t), u(t))2 + 2Wt) 44, Nt>)z 
- 2+(t), Yt))z + W(t), C(t) ti(t))z + 2B(u(t), ii(t), t)
22 rA6-rA+Al- 
( 9) I WI: 
+2(A,-AA,---++)[ti(t)l”Y. 
Hence (W) <w(t), w(t)>> < -WC@), w(t)>> with 8 > 0. The result follows. 
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LEMMA 4. If 
(a) dw(t)/dt = -A(t) o(t) on a real Hilbert space H and w(t) E D C H, 
(b) p(t) a linear operator on H with D(P(t)) 3 D and D(P*(t)) 3 D, 
(c) 1 p*(t) W(t)lH locally bounded over t, 
(d) P(t) u is weakly differentiable for all u E D, denote: 
(44 V’(t) u, V)JI - @(t> u, 4~ . 
Then 
- $(447 P(t) 4NH 
= (4) 4 p(t) 4))ff + (A(t) 4t>, p*(t) 4))H - (w(t), P(t) 4)H. 
Proof. 
(4 + 4, w + 4 4 + 4Y - (4, P(t) 4t))tf 
A 
= 
Noting that if x, -+ x weakly and yn + y strongly imply (x, , y,& -+ (x, y) and 
that P*(t) w(t) is weakly continuous. (This follows from (c) and the fact that w(t) 
is strongly continuous and P(t) x is weakly continuous for x E D.) The lemma 
follows. 1 
THEOREM 3. If 
(4 Pk-0~); P&(W aye satisfied, 
(b) 0 < r < (A, - As)l’a, 
Cc> 4, + 14, + 2r43 + %4,,/2 + y&/2 -=c 2~4, 
(4 24 + 2 + ~-4,/215 + A,,/& < 24, 
(4 75 B > 0, 
then the solution to (*) is asymptotically stable. If A, > A, , A, > A, , then (b)-(e) 
can be satisfiedfor A,, , A,, , A,, s@ciently small. 
Proof. In reference to Lemma 4 let 
H = Xx2, 
D = DxX, 
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Then for w(t) = ($I:;) 
p*(t) w(t) = (K*(t) ““‘y;(;cy$~ + W) . 
Noting that 
F*(t) 44,4z = (W:*(t) - W)) u(t), 4z + W) Nt), z)z 
and the fact that w(t) and A(t) w(t) are continuous on Xx2 it follows from 
(W and (W that I p*(t) &)I H is locally bounded over t. Further for w(t) =
GS>, 
I?4 - A, - @ti - Adl”l I WI; + [1 - +%i - A,)1’21 I Wlz 
G (4th P(t) 4)hf 
< [A4 + A, + ~4 + ~1 I u(t)l; + [I + ~1 I @)I;. 
Also, for j? and y > 0; 
(A@) 42 w> + p*(t)> 4 )H 
= ww K(t) u(t))2 + y@(t), {C - c*) ic(t))z 
+ w>, VW) - K”(t)} u(t>>z + 2(q), C(t) ti(t))z - 2Y(zi, Ei)z 
> 
[ 
V%O 2r(A, - A6) - 2 - 
+ [2(A, - A2) - 2~ - +’ - +] 1 c(t); 
and 
I(4)> P(t) 4% I < PA,, + ~A121 I WI;. 
The result follows from Lemma 4 and a Lyapunov type stability argument. 
I 
THEOREM 4. If 
(a) PI)-(QJ, (W, 031~) aye s~t+tX 
(b) 4, - A,, are suficiently small, 
then the solution to (*) is asymptotically stable. 
Proof. In reference to Lemma 4 let 
(a) H = Xx2 with inner product given by 
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with r < (A5)lj2 and D = DxX, 
(b) P(t) = I - 2 [-;&+-I . 
Clearly D(P*(t)) 3 D and P(t) u is weakly differentiable. 
(c) For x and z E X 
Thus j P*(t) u(t)lH is locally bounded follows from the fact that w(t) is continu- 
ous on X&, and (Dud). 
Thus by Lemma 4: 
= 2raG 4 + 2(W c>z - 2r(ti, ti)z - 2r (6, j RUjZ + 2 (K(t) u, 
+ 2 (w % j “u), - 2r (u, j Rti), - 2 (24 j Btij,. 
Then 
Also 
6 L-34 + r&i + W, + 4 A,, + 4-L + r&I I u 1% 
f C--2A, + 2r + ‘Al, + AA,, + rAl, + 2A,,] I ti I’$. 
[A5 - r - rA,, - %] 1 u 1; + [l - r - + 1 ti 1% 
The result then follows with the usual Lyapunov stability approach. 1 
EXAMPLE. Consider the following partial differential equation, a form of 
which is the Euler beam equation with a time-dependent axial load. 
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Let 
Z=L,(O, 1) with 1 u 1; E 6 u2 dx, 
x f H,2(0, 1) with 1 u 1; = 6 u2 + (2)’ + (g)” dx, 
K(u, v) E k, lo1 uenvz, dx + k, j-’ u,v, dx + k, j.’ uv dx, 
0 0 
B(u, v, t) = --b,(t) i1 uZrv, dx - b,(t) J‘.’ urvz dx 
+ b2(t) L1 u,v dx + 4(t) i1 uv dx, 
C(t) u = co(t) g + Cl(i) g + c4t) u. 
Let Y = Hol(O, 1) with 1 u 1; = Jt ua + (&/ax)2 dx. 
Theorem 1 then implies that if 
(a) --c,(t) > 4 > 0, 
(b) ko > 0, 
(c) b,(t) not a function of t, 
(4 4w7 b2W9 W)~ co(t>, cl(t)? and ca(t) are bounded on [0, co] and 
continuously differentiable, then the equation has a unique solution. 
Theorem 2 implies that if, in addition to the requirements of Theorem 1, 
(e) K(u, u) > A, $ (a2u/&2)2 dx with A, > 0, 
(f) co(t) = co + co(t) with co < 0, 
(g) c2(t) = c2 + es(t) with co - c2 < 0, 
(h) 6, , h(t), b2P), W), eo(O, cl@), e2@) sufficiently small, 
then the solution is asymptotically stable. 
Theorem 3 implies that if, in addition to the requirements of Theorem 1, 
(i) b, = 0, 
(j) K(u, u) + B(u, u, t) > oc si (82u/8x2)2 dx with (Y > 0, 
(k) $ UC(~) u dx > /I si (&/a~)~ dx with /? > 0, 
(1) b2W, ~l(W4 db,(W, W)/& dco(W, dc,(W, dc,(t)/dt are 
sufficiently small, then the solution is asymptotically stable. 
Theorem 4 implies that if, in addition to the requirements of Theorem 1, 
(m) b, = 4(t) = b,(t) = cl(t) = 0, 
(n) c,(t) and c2(t) are not functions of t, 
(0) ----co + c2 > 0, 
(p) $ a,(q) dq is sufficiently small, 
then the solution is asymptotically stable. 
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Comment on the example. If co(t) = cl(t) = 0, then (a) above is not satisfied. 
If c2(t) > A, > 0 then similar esults can be developed by choosing Y = L,(O, 1). 
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