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Abstract 
Monitoring behaviour of the elderly and the disabled living alone has become a major public 
health problem in our modern societies. Among the various scientific aspects involved in the home 
monitoring field, we are interested in the study and the proposal of a solution allowing distributed 
sensor nodes to communicate with each other in an optimal way adapted to the specific applica-
tion constraints. More precisely, we want to build a wireless network that consists of several short 
range sensor nodes exchanging data between them according to a communication protocol at MAC 
(Medium Access Control) level. This protocol must be able to optimize energy consumption, trans- 
mission time and loss of information. To achieve this objective, we have analyzed the advan-
tages and the limitations of WSN (Wireless Sensor Network) technologies and communication 
protocols currently used in relation to the requirements of our application. Then we proposed a 
deterministic, adaptive and energy saving medium access method based on the IEEE 802.15.4 
physical layer and a mesh topology. It ensures the message delivery time with strongly limited col-
lision risk due to the spatial reuse of medium in the two-hop neighbourhood. This proposal was 
characterized by modelling and simulation using OPNET network simulator. Finally we imple-
mented the proposed mechanisms on hardware devices and deployed a sensors network in real 
situation to verify the accuracy of the model and evaluate the proposal according to different test 
configurations. 
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1. Introduction 
Nowadays the aging population is constantly increasing and many countries are now facing an urgent require-
ment to provide appropriate home environment solutions for their citizens [1] [2]. These individuals attach a 
great importance to the autonomy that allows them to live mostly at home, and in their immediate environment, 
providing them freedom and a better quality of life. But, in the case of an accident such as a fall, faintness…, 
that autonomy can quickly turn into dependence. To supply solutions, some people use systems embedded on 
their body, such as physiological sensors or fall sensors [3]-[5]. These devices are intrusive and limitations be-
come apparent due to the fact that the patient is often unable to use an alert system because either he is not 
wearing his equipment or, if he suddenly feels unwell, is unable to perform the alert activation gesture.
The solution we consider is to instrument the environment of the person. Indeed, by monitoring the main en-
vironmental characteristics of their living space, it seems to be possible to get a lifestyle pattern of the person
[6]-[8]. For example, measuring temperature, humidity, luminosity, noise levels, presence..., in many strategic 
areas at home can provide useful data to interpret a physical activity in space and time. Data processing will de-
termine circadian activity rhythms of the person and so will contribute to detect unusual situations and emer-
gency cases. Generally, the challenge is to propose a suitable sensor network that allows uninterrupted data 
transmission in a bounded time.
Within this context, the objective of this work is to modelize and implement a complete heterogeneous sensor 
network allowing the measurement and the transmission of short-range data collected by the environmental 
sensors. The planned network will be deployed in a house or even building and transmit alert messages caused 
by a malfunction of environmental parameters via a continuous monitoring. So a limited scale, up to 50 nodes, 
seems to be sufficient for a home monitoring application. These nodes exchange data between them according to 
a communication protocol and, obviously, the following performance criteria are crucial to an indoor monitoring 
application: 1) Different QoS capacities should be provided for message delivery, especially when some time-
sensitive messages are zero tolerance for packet loss. 2) Power consumption is a fundamental concern for the 
battery constrained sensor nodes. A long lifetime network, several months or even years, is eagerly expected. 3) 
The network should be self-organizing, quickly deployed and robust against link failure or link establishment. 
For example, the failure of critical nodes can lead to the entire network failure and harm the safety of people 
monitored by this network.
Our work focuses on MAC layer to address the above constraints. A mesh WSN is considered because it is 
more flexible and robust than a star or a tree topology. However, how to construct this topology and how to pro-
vide the QoS are some issues in a mesh WSN. The avoidance of collisions between 2-hop neighbours is another 
goal because there is scarcely interference at distance of more than 2 hops [9]. Also, as the largest energy con-
sumption of the nodes is due to the time spent in the receive state [10], so time slot allocation in a mesh topology 
is an important task to strictly limit non efficient transceiver activities such as idle listening.
This paper aims to present a beacon-enabled MAC over IEEE 802.15.4 PHY which supports mesh topology 
and enables guaranteed service with low energy consumption. The paper is organized as follows: in Section 2 
some related works are presented. In Section 3 the proposed MAC protocol is fully described. Section 4 pro-
vides simulation results and Section 5 presents the results obtained through practical measurements in a real en-
vironment. The last section concludes the paper.
2. Related Works 
Several standards for low-power, low-cost and short-range network have been investigated. Among them, IEEE 
802.15.4 is considered as a promising way in terms of energy saving and guaranteed medium access. Many 
other main standards such as ZigBee, IEEE 802.15.5 and 6LoWPAN are all based on IEEE 802.15.4 PHY/MAC 
or backwards compatible with this standard. Therefore, we consider IEEE 802.15.4 as a starting point for our 
work. In part 2.1, IEEE 802.15.4 standard is briefly presented. In part 2.2, previous scientific works including 
classical WSN MAC protocols and recent works based on IEEE 802.15.4, have been studied and analyzed. The 
focus is mainly on the metrics: QoS, energy saving and mesh topology.
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2.1. IEEE 802.15.4 Standard 
IEEE 802.15.4 [11] is a well-known standard for Low-Power and Low-Rate Wireless Personal Area Networks 
(LP-LR-WLAN). Several physical layers (PHYs) are proposed; the main and widely used 802.15.4 PHY oper-
ates in the 2.4 GHz radio band and enables transmissions at 250 kbps in a 30 m indoor range. The protocol sup-
ports beacon and non beacon mode. More precisely, in beacon mode, it is possible to achieve variable duty cy-
cles (from 100% down to 0.006%), which is particularly interesting for our application where energy constraint 
and network lifetime are concerned. In addition, the beacon mode has an attractive feature for time-sensitive ap-
plications as QoS properties are available with GTS (Guaranteed Time Slot) mechanism. On the other side, the 
non beacon mode that has the advantage of a lower complexity and a higher scalability as compared with beacon 
mode, does not provide any of those features. Thus, we focus our development on the beacon mode of this stan-
dard.
IEEE 802.15.4 may operate in two topologies: a star topology or a peer-to-peer topology. Peer-to-peer topol-
ogy allows a more complex network to be implemented such as cluster-tree topology. However, how to con-
struct a mesh networking topology as required by our application is missing in the standard. In fact, while the 
current standard supports multi-hop networking using peer-to-peer topology, it restricts its use to a non beacon 
mode. This contradiction makes the interesting advantages, such as GTS and energy saving, disappear, espe-
cially on router nodes.
2.2. MAC Protocols for WSN 
Some classical WSN MAC protocols such as S-MAC [12] and ContikiMAC [13] and their optimized works 
such as T-MAC [14] and X-MAC [15] are based on the sleep-wake cycle to reduce energy consumption of 
WSN. However, they all access the medium by CSMA (Carrier Sense Multiple Access) mechanism that pro-
vides a best-effort service. So the transmission of time-sensitive messages may not be guaranteed.
ZigBee specifications [16] clear the ambiguities of IEEE 802.15.4 in a cluster-tree topology. The centralized 
PAN (Personal Area Network) coordinator calculates and assigns a beacon transmission offset for each node 
when it wants to associate the PAN. Therefore, the network scalability and flexibility are both limited. The di-
rect communications between neighbours are not possible.
Anis Koubâa also focuses his work in the field of cluster-tree topology. In TDBS [17] [18], the requirement of 
different BI (Beacon Interval) and SD (Superframe Duration) for each node is calculated in advance. However, 
this weakens the flexibility and robustness as well as restricts the scalability of network.
Another example has been proposed in OCARI project [19] [20]. A PAN coordinator is the destination of all 
association requests and allows a beacon slot for each associated node. The main drawback of this solution is the 
lack of flexibility, especially regarding a changing topology, for example due to the inconstancy of wireless me-
dium.
P. S. Muthukumaran proposed MeshMAC protocol [21]. This protocol enables mesh networking over the 
beacon mode through a distributed SDS (Superframe Duration Scheduling) strategy in which each node calcu-
lates its schedule to transmit beacons based only on locally available information. The limitations of MeshMAC 
are: it imposes very low duty cycles for a large scale network so that the end-to-end delay may be extended; the 
beacon transmission offset is difficult to choose if the topology changes.
B. Carballido Villaverde proposed DBOP MAC protocol [22] [23]. It creates a BOP (Beacon Only Period) 
where beacons are transmitted at different time slots among neighbours and neighbours’ neighbours. However, 
DBOP introduces an overhead into the IEEE 802.15.4 MAC standard. Another drawback is the inefficient man-
agement of BOP length. In addition, our MAC protocol was proposed before this work and we have continued 
to work on it until a prototype has been totally implemented.
Hence, we consider that all the current standards and protocols cannot satisfy all our application criteria. 
Many problems such as beacon collision, dynamic timeslot allocation, energy saving on router nodes, determin-
ism medium access in a mesh topology, etc., have not been solved yet. This makes urgent requirement of new 
MAC protocols.
3. ADCF MAC Protocol 
This part presents an original MAC protocol named as ADCF (Adaptive and Distributed Collision Free). The 
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proposed protocol aims to improve robustness and flexibility of IEEE 802.15.4 MAC, which means the capacity 
of self-organization and auto-reparation. Simultaneously, ADCF should enable energy efficiency and guaranteed 
slots negotiation [24] [25]. Before showing the details, some assumptions should be highlighted: 1) the main 
contribution of ADCF concerns the router nodes. We have considered an ad-hoc approach: all the considered 
nodes have the capacity to be both sensor and router, even if classical sensors (Reduced Function Devices) may 
be associated to the routers, but this last point is out of the scope of this paper. 2) To ensure full determinism in 
the build of the topology, nodes addresses must be preliminary set during installation.
3.1. Overview of ADCF 
ADCF is based on the IEEE 802.15.4 2.4 GHz DSSS physical layer and classical superframe structure. On the 
one hand, ADCF proposes a distributed beacon scheduling mechanism in a beacon only period which spatially 
reuses the timeslots over 2-hop. On the other hand, the contribution of ADCF lies in a data slot allocation 
mechanism, which makes GTS possible in a mesh topology.
Generally, the nodes can switch between two stages: initialization stage and working stage. In initialization 
stage, which is not using the superframe structure, the nodes access medium by unslotted CSMA/CA mechanism. 
In working stage, the time is divided into superframe and each superframe includes three parts: {BOP, Active 
Period, Inactive Period}.
As shown in Figure 1, BOP is organized by CFBS (Collision Free Beacon Slot). Each node has a 2-hop colli-
sion-free beacon slot in BOP. Active period is divided into 16 equally sized slots as a classical IEEE 802.15.4 
superframe. It starts with the CAP (Contention Access Period) where medium accesses are done by using slotted 
CSMA/CA mechanism. It ends with CFP (Contention Free Period) where medium accesses are done by using an 
original mechanism that provides GTS-equivalent for the mesh topology. This original mechanism is based on 
the CFDS (Collision Free Data Slot). After active period, the optional inactive period allows all the nodes to go 
to sleep mode for energy saving.
In a mesh network, the node that uses the first CFBS of the superframe is called as initiator. Initiator is not a 
supernode as each node in the network may be selected as initiator; initiator is not a supernode as it only has a 
partial knowledge of the 2-hop neighbourhood, like the other nodes; initiator is not a supernode as the network 
could work properly when initiator fails; initiator is not a supernode as it has not any central role such as a clas-
sical IEEE 802.15.4 PAN-Coordinator.
In the rest of this part, CFBS, CFDS mechanisms as well as a smart repair protocol will be presented.
3.2. CFBS Mechanism 
The beacon frame is very important as it announces the presence of the node and the presence of its 1-hop 
neighbours; it maintains network synchronization and is used to request/reply neighbour data slot negotiations, 
i.e. CFDS. The nodes far away more than 2 hops could reuse the same CFBS to enhance channel reutilization. In 
other words, nodes must determine their CFBSs by taking into account CFBSs used by their 2-hop neighbour-
hood with a certain priority.
To determine priority, three parameters of the node are employed: 1) ND (Neighbour Density) indicates the 
number of neighbours within 2 hops, including the node itself. The node with the higher ND is usually in the
BOP Active Period Inactive Period
superframe superframesuperframe
CFDS
CSMA/CA
16 slots
…... …...
CFBS
0 1 2 3 4 5 6 7 8 9 10 1112131415
Figure 1. ADCF superframe structure.
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center zone of a network and has a faster awareness to the topological changes. 2) NE (Neighbour Energy) indi-
cates the residual energy level of the node and has the profound effect to the network. 3) NA (Neighbour Ad-
dress) means the 16-bit address of the node and is unique for each node. The node with higher ND, higher NE 
and smaller NA has higher priority. The comparison order is ND, NE and then NA.
The node with the highest priority in the network is selected as the initiator. It specifies the beginning of BOP 
and measures the length of BOP (BOPL). The initiator’s ND is defined as Dmax and equals the length of BOP.
When a new node joins the network, it will firstly listen to the channel for a fixed period. Depending on the 
received beacons during listening, the new node will send its own beacon by different mechanisms. Each node 
broadcasts its beacon within 1-hop and records direct neighbours’ in its NT (Neighbour Table). Therefore, all 
the 2-hop neighbours’ information is obtained by this new node. The interesting information in a beacon in-
cludes ND, NE, NA, etc.
The node with the higher priority could choose its beacon slot earlier. Obviously, initiator occupies the first 
CFBS and its information is broadcasted without the hop limitation. Then other nodes, according to their priori-
ties, can take the slots that are not used by their 2-hop neighbours and store the slot number in their NT. As each 
node only maintains a 2-hop NT, the nodes may choose CFBS synchronously and therefore quickly. With BOPL,
each node can calculate the beginning of a superframe by the time of a received neighbour beacon and its slot 
number. At this moment, the node synchronizes with its neighbours and can schedule its own superframe. We
can say that the node is in working stage now.
More details of CFBS mechanism have been published in [24], including beacon frame format, theoretical 
analysis and simulation study of protocol cost such as convergence time and the incurred message overhead.
3.3. CFDS Mechanism 
For the time-bounded traffic or the traffic of zero-tolerance packet loss, CFDS enables these traffics to be sent in 
some dedicated slots. Medium access can be done directly, without backoff delays or medium sensing. This as-
pect is very useful in our application.
Thanks to CFBS, the CFDS negotiations can be achieved between source node and destination node using 
beacon exchanges. Since the beacons are broadcasted with guarantee through the CFBS, the CFDS allocation 
process can be time-bounded, unlike the GTS_request process of IEEE 802.15.4 that uses CSMA/CA. Similarly, 
nodes must determine their own CFDSs by taking into account CFDSs used by their 2-hop neighbourhoods.
For the source node, CFDS allocation is triggered by the upper layer, which contains the destination address 
and the length of requested CFDS. By setting flags of beacons, source node broadcasts this request to all its 
neighbours. When a source node receives a beacon from a destination node with the valid CFDS slot number 
and CFDS length, it will update the NT and broadcast the allocated slot in the next beacon. The new time sched-
ule is also calculated in order to achieve this direct collision-free transmission. As there is no extra overhead for 
the CFDS negotiation, source node can continue requesting until the destination node finds the valid CFDS.
So for destination node, the objective is to search the available CFDS and respond to source node. The slot 
number must be decided by the receiver (destination) of the traffic to avoid frame collision. Specifically, when a 
node receives neighbour’s beacon and finds its address as the destination, it will check its NT, allocate the first 
available data slot (e.g. slot 8 in Figure 1) to source node and announce this allocation in the next beacon. This
available CFDS should not be reused by another node in the 2-hop neighbourhood. When source node requests 
several CFDSs, the slot number is noted as 8 if the following CFDSs are also available. Else, destination node 
searches until the end of active period (slot 15). If the available CFDSs are not enough, destination node also 
returns to the first available CFDS and provides CFDS services as more as possible.
The CFDS deallocation is also invoked by source node of this CFDS. Source node clears up all the flags and 
slot number and then sends the beacon. Destination node also clears up all the CFDS information with this 
source node from its NT when it receives the indicated beacon. Therefore, the deallocation is complete and the 
CFDS is free for other nodes.
CFDS mechanism allows point-to-point bidirectional communications in the mesh topology. When a destina-
tion node wishes to reserve CFDS with the corresponding source node, it launches the same procedure as sin-
gle-direction communication. However, considering the indoor application environment and the possible large 
overhead (a 3-hop NT), the traffic sending by CFDS has no acknowledgement. This specific point has been 
successfully studied on our real testbed. In addition, if no CFDS used by the node at all, it may sleep during 
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these data slots for further energy saving.
3.4. Smart Repair Protocol 
The objective of this protocol is to minimize the impact of a change of topology as much as possible. The SRP 
(Smart Repair Protocol) is critical in ADCF as it improves network flexibility and robustness. Generally, topol-
ogy changes could be classified as two types: node join and node failure. All other complex topological changes
such as network separation and network integration are all based on the two basic changes.
In reality, node failure can be caused by energy exhaustion, unexpected damage or even the poor quality of 
wireless link. So a node considers the failure of its neighbour node only when the neighbour’s beacon loss is 
above a threshold. Similarly, new node is regarded as neighbour only when its beacon loss is below a threshold. 
In our proposal, beacon loss threshold is a predefined parameter which depends on different wireless environ-
ments during the implementation. In other words, we estimate the wireless link quality by beacon loss. Four 
states are defined for a link or a node connected by the link. 1) Preliminary. 2) Unconfirmed. 3) Confirmed. 4) 
Deleted. Therefore, node join or node failure here means the presence or disappearance of one node in its 
neighbours’ NT. Both unconfirmed nodes and confirmed nodes are stored as 1-hop neighbours in NT. But only 
confirmed nodes are chosen as 1-hop neighbours when constructing beacon frame.
Asymmetric links are possible and acceptable. In ADCF, both CFBS and CFDS mechanisms are over a 2-hop 
NT. If two neighbours connected with an asymmetric link choose the different slot to transmit the beacon or data 
frame, the collision could be avoided and that’s what we expect. If two neighbours connected with an asymmet-
ric link choose the same slot, they will transmit the beacon or data frame at approximate the same time. In this 
situation, this asymmetric link will be abandoned and other high quality link may be utilized. The redundant
mesh link of ADCF also improves the communication reliability.
Based on the above definitions, the following two parts specify different mechanisms depending on different 
topology change cases.
1) Node join and BOP augmentation. Except full mesh network, multiple-hop network may reuse the medium 
so that there are always free slots in BOP. A new node may choose its CFBS directly after the listening period
and join the network immediately. So ADCF has the great advantage to adapt the topology change. For full 
mesh network, if a new node wants to join the network and finds BOPL is not sufficient (Dmax > BOPL), the 
new node may send its beacon by CSMA until a new initiator is designed with updated Dmax. In this process, the 
nodes will return to initialization stage.
2) Node failure and BOP reduction. If link failure is detected by beacon loss mechanism, neighbours will 
simply delete this failing node from NT. If the initiator fails, others re-select an initiator but keep their BOP with 
the original slots. Therefore, the network will still work without disruption. In one case (Dmax > BOPL/2), the 
nodes will also return to initialization stage for an optimal BOP.
In conclusion, our application requires an adaptive communication protocol providing QoS-guaranteed ser-
vice with reasonable energy consumption in a mesh network. With ADCF, we proposed two mechanisms called 
CFBS and CFDS to enable efficient deterministic medium access for beacon and data. The Smart Repair Proto-
col may further improve the network flexibility and robustness. In the following parts, we will present the per-
formance results obtained by the simulation and the prototyping work.
4. Simulation Study 
To study the scope of our contribution, we use OPNET to develop a simulation model that implements the 
ADCF MAC. Many scenarios and metrics were simulated. For example, we investigated the protocol cost of 
initialization stage, the network performance with different topology change cases, and the network performance 
in large scale and high-density situations, etc. [25]. In this paper, we choose to present the comparison of ADCF
with IEEE 802.15.4 (ZigBee version implementation [26]). An ideal IEEE 802.15.4 physical layer, indicating
the channel without random packet loss, is applied for both protocols. A more practical energy model [27] is 
used in the simulation. A static routing mechanism achieved by prior manually adding routes is above ADCF in 
order to simulate application traffics over the network. Buffers sizes are consistent with the prototype. In addi-
tion, the topology is a random mesh configuration. Other basic parameters are shown in the Table 1.
According to our energy model, the actual energy consumption in reception mode is larger than the energy 
consumption in transmission mode. Therefore, even though there is no application traffic, the active period al-
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ways keeps in receive mode, which consumes more energy. So only beacons are delivered in order to compare 
the protocols cost. As shown in Figure 2, it can be seen that ADCF consumes less energy, about 37%, compared 
to IEEE 802.15.4 as time goes by. This is because the active period is the same for all the ADCF nodes, while 
IEEE 802.15.4 router nodes have two active periods. One is for the communication with parents and the other is 
for the communication with children. Hence IEEE 802.15.4 spends more time for idle listening. In theory, no 
matter what topology, if BOPL is less than the active period, ADCF always consumes less energy than the IEEE 
802.15.4 standard.
As shown in Figure 3, there are 7 sources with 1-hop traffic or 3 sources with multi-hop traffic. When Packet 
Interarrival Time decreases from 1.0 s to 0.1 s, the traffic load will increase. Therefore, End-to-end delay be-
comes larger. When Packet Interarrival Time is about 0.4 s, there are radical changes caused by buffer overflow.
With the current superframe (2 s) and active period configurations, the end-to-end delay for 1-hop traffic is 
about 1 s on average, including the time from packet generation to the scheduled data slot. ADCF has 0.06 s ad-
vantage than IEEE 802.15.4. If a packet arrives just before its scheduled data slot, the node can send this packet 
immediately. Otherwise, the node may send the packet in the next superframe. It also can be seen that ADCF 
saves about 25% end-to-end delay for multi-hop traffic. This is because some multi-hop traffic may be transmit-
ted in one superframe as the same active period for all the mesh nodes. IEEE 802.15.4 works in a cluster-tree 
topology which may take several superframes from the source to the final destination. The average hop count is 
3, so this end-to-end delay is about 2.7 s for ADCF and 3.5 s for IEEE 802.15.4. In some other topology cases, 
ADCF can be even more efficient since the 802.15.4 tree can be shortened thanks to the mesh links.
In the same simulation, when the CFDS buffers are available, both ADCF and IEEE 802.15.4 keep 100% 
Table 1. Basic simulation parameters.
Parameter Value
Scene area 100 × 100 m?2
Transmission range 15 m
Number of nodes 14
Superframe period 2 s
Active period 0.245 s
Application payload 100 bits
CSMA buffer 0.5 k octets
CFDS buffer 1.5 k octets
Simulation duration 30 min
Simulation times 20
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Figure 3. End-to-end delay comparison of traffic sent 
by CFDS.
packet success ratio, which indicates the percentage of successfully delivered packets.
By many other simulation works and results, we can conclude that ADCF satisfies our application request of 
delivering QoS messages with low energy consumption. Therefore, for the monitored people, environmental 
alerts, and remote assistant messages could be quickly sent to the destination without loss. The end-to-end delay 
is optimized, especially for the multi-hop alters traffic.
5. Prototype Implementation 
Prototype implementation is a fundamental approach to verify a protocol and its performances. A platform 
WiNo [28] of emulation and rapid prototyping for WSN is utilized. WiNo is an open platform ready to accom-
modate protocols at MAC layer or network layer for sensor networks. It provides an open environment adapted 
to research projects, including the management of physical layer and the necessary tools to develop a full but 
very compact protocol stack using ANSI C-language. More accurately, a developer with WiNo can master not 
only the time access to the medium and the sleep-wake cycle, but also the CPU time and memory resource gen-
erally restricted by hardware in a WSN.
Currently, two types of nodes from Freescale, 13192-SARD and 1321x-SRB, are implemented with ADCF 
MAC. Both of them have the common features: 1) IEEE 802.15.4 2.4 GHz transceiver. 2) 8-bit MCU. 3) There 
are 4KB of RAM and 60KB of on-chip Flash. Two tools are mainly used for debugging, measuring and evalu-
ating the protocol performance in real conditions: the date-logger console of nodes and SNA (Sensor Network 
Analyzer) [29]. Daintree’s SNA is known as an expert tool providing comprehensive solution for IEEE 802.15.4 
and ZigBee. It includes a protocol analyzer software fitted to sensor networks and a sensor network adapter 
hardware. The sensor network adapter hardware is a powerful node, which can capture all the packets of a net-
work but do not participate in this network. By SNA software that includes a protocol decoder allowing user to 
drill down to packet, field and byte level, we can view all network nodes and interactions simultaneously, with-
out disturbing the original network.
In part 5.1, two results obtained through practical measurements in our laboratory will be given. In part 5.2, 
the deployment of ADCF in a real application context using our smart home of Blagnac [30] will be presented.
5.1. Experimental Scenarios and Results 
To build the multi-hop network, 8 nodes are gradually deployed in our laboratory. In each scenario we start each 
node at different time with a random MAC address. In fact, each multi-hop network is unique and has its own 
particularities. We do 20 times manipulations separately for the following two networks examples, as shown in 
Figure 4 and Figure 5. In the first deployment, 8 nodes are disposed throughout the first floor of our laboratory. 
And in the second deployment, 4 nodes are disposed in the first floor, 3 nodes are disposed in the ground floor, 1 
node is disposed on stairway. Even though the fixed positions, network topology may change due to the wireless 
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links. Based on the SNA results, the maximum hop count is 3 in the two network examples. Some interesting 
results are shown in Table 2.
Here convergence time of the last node means the time duration from the start of the last node to a BOP well 
organized network in which each node has a collision-free beacon slot. In reality for the deployment of 
multi-hop topology, power-up of each node in the network is a process. At the same time, as in the mesh net-
work each node can directly communicate with its neighbours, therefore network rebuilding may be triggered in 
this deployment process. We can see that this convergence time takes about 1 to 2 minutes on average. This 
value is acceptable considering the total network lifetime which is several days or weeks. In a normal situation 
where the nodes are fixed, the network topology may not be reorganized frequently. The reuse of CFBS con-
firms the successful achievement of the organized superframe and the synchronized multi-hop networks. In ad-
dition, this test highlights that asymmetric link occurs frequently in the real environment, but ADCF can work 
well without disturbing of asymmetric link problem.
5.2. Deployment of ADCF in a Smart Home 
The smart home of Blagnac in France targets the elderly and the disabled living alone and provides them health 
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Table 2. Results for multi-hop network.
Network example 1 Network example 2
Convergence time of the last node
Average 123.99 s 97.74 s
Minimum 55.04 s 42.63 s
Maximum 252.30 s 173.25 s
Reuse 1 CFBS 19/20 11/20
Reuse 2 CFBS 1/20 9/20
Asymmetric links 3/20 18/20
and medico-social assistance at home [31]. Many types of equipment, including wired products, mainly KNX-
based, have been installed and are operational in this smart home. ADCF network fills some application gaps 
and provides an alternative wireless solution. Our testbed is also described in a video [32].
Six ADCF nodes were deployed in the smart home. From MAC point of view, these 6 nodes form a full mesh 
network. The nodes are connected with various sensors corresponding to the target of our application:? Node @106 connected with a magnetic sensor can monitor the open/closure of the refrigerator,? Node @107 connected with an infrared sensor can detect the motion of the person under his coverage area,? Node @108 connected with an emergency button is worn by the user and may alert in case of fall, faintness, 
etc.? Node @109 connected with a sensor carpet placed near the bed can detect the getting up of the user,? Node @10A connected with a light can be switch on/off by an order of another ADCF node,? Finally node @105 connected with screen is a sink for collecting and displaying all the network information. 
On the screen, we can see the superframe structure updating each second and log files from a web page [33].
From application point of view, the data exchanges are as following (Figure 6):? Node @106 sends a message to node @105 when the fridge is opened or closed,? Node @107 sends a message to node @105 when the person moves under the infrared sensor,? Node @108 sends a message to node @105 when the person presses the emergency button,? Node @109 sends a message to node @10A when the user arrives or leaves the carpet,? Node @10A receives messages from node @109 and switches on the lighting when the user is on the carpet. 
It switches off the lighting when the user leaves the carpet. When the lighting is switched on/off, node 
@10A sends a message to node @105 containing a return state of lighting.? Node @105 receives messages from node @106, @107, @108, @10A and logs actions in a journal. A voice 
synthesis software eSpeak [34] is also available and announces the reception of information from sensors 
(motion, carpet, etc.). Several scenarios using the sensor information have been implemented; for example, 
when the sink detects the opening of the fridge for more than 10 seconds, the user can hear a voice alert.
In the initialization stage or rebuilding stage, frames are transmitted immediately without any medium access 
control precaution. In working stage, frames are transmitted using CFDS.
Figure 7 shows a result of the above network deployment. From the ADCF journal and application journal 
displayed on the screen, we can see that each node can join or leave the network freely and the rest of the net-
work works properly. Generally, the network rebuilding time is less than 10 s. At this moment, 6 nodes occupy 6 
CFBS as they are all 1-hop neighbours. 5 CFDS are negotiated to transmit the corresponding application data. 
Thanks to a buzzer available on the nodes, which is activated for each data frame reception, we can verify that 
the bounded time is verified as expected. For example, end-to-end delay is always less than 2 s when the super-
frame is fixed as 1.5 s. It satisfies our application requirements. In addition, the superframe with its slot alloca-
tion is totally consistent with what we proposed in Section 3.
6. Conclusions and Perspectives 
This paper presented an original MAC protocol ADCF based on the IEEE 802.15.4 standard. This protocol was 
designed to build and to maintain a wireless mesh sensor network providing QoS-guaranteed medium access and 
energy saving solution for home monitoring application. The work was organized in three phases: protocol
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Figure 6. Six ADCF sensor nodes and the data transmission topology at application layer.
Figure 7. Example of a visual result.
presentation, implementation and results from simulation and from prototype. In conclusion, the contributions of 
this paper are:
1) The 2-hop CFBS and CFDS mechanisms were proposed and described. CFBS enables beacon collision to 
be avoided and therefore efficient multi-hop mesh network to be formed. Thanks to CFBS, CFDS enables the 
application data to be transmitted in a bounded time without loss. A smart repair protocol was also proposed to 
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improve the flexibility and robustness of a mesh network. It’s efficient to manage BOPL according to the wire-
less topology changes.
2) We established a simulation model by OPNET. The simulation results show that ADCF satisfies our appli-
cation requirements. For example of the specific topology, ADCF consumes less than 37% energy than IEEE 
802.15.4. At the same time, end-to-end delay and packet success ratio show similar performance compared to
the standard. Many other scenarios were simulated and the results may be good reference to prototype.
3) We developed some prototypes which were not considered in other works. By the results obtained through 
practical measurements, we can see: a mesh network of 8 nodes could successfully be built with an organized 
superframe where each node can choose a CFBS by ADCF. A full mesh network of 6 nodes was deployed in the 
smart home. This network can always converge in about 10 s with the suitable parameters configuration and, 
thanks to the buzzers we can hear the reception of an application data on the sink in 2 s at most, which confirms 
that ADCF is verified in a real environment as expected.
In the future, we will optimize the prototype such as enabling the evaluation of energy consumption of hard-
ware and compare the results with the simulation. Another perspective is in the framework of cross-layer design, 
such as reuse the 2-hop NT, to reduce routing overhead and further optimize network performances. Finally, we
will test various application scenarios and invite the elderly and the disabled to use the system in the smart 
home.
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