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Abstract
In El Ghazi et al. [Backward error for the common eigenvector problem, CERFACS Report TR/PA/06/16, Toulouse, France,
2006], we have proved the sensitivity of computing the common eigenvector of two matrices A and B, and we have designed a new
approach to solve this problem based on the notion of the backward error.
If one of the two matrices (saying A) has n eigenvectors then to ﬁnd the common eigenvector we have just to write the matrix B
in the basis formed by the eigenvectors of A. But if there is eigenvectors with multiplicity > 1, the common vector belong to vector
space of dimension > 1 and such strategy would not help compute it.
In this paper we use Newton’s method to compute a common eigenvector for twomatrices, taking the backward error as a stopping
criteria.
We mention that no assumptions are made on the matrices A and B.
© 2007 Elsevier B.V. All rights reserved.
Keywords: Newton’s method; Common eigenvector; Backward error
1. Introduction
Let A and B be complex n × n matrices, a nonzero complex vector x is a common eigenvector of A and B if it exist
complex numbers  and  such as{
Ax = x,
Bx = x. (P)
It is known that whenever the matrices A and B commute, they have at least one common eigenvector. Also if the
matrices A and B can be simultaneously brought to an upper triangular form i.e.: if it exists a nonsingular matrix P and
triangular matrices R and S such as{
P−1AP = R,
P−1BP = S.
Then the ﬁrst column of P is a common eigenvector of A and B.
In 1984 Shemesh [6] gave a computable criterion for two square matrices to possess a common eigenvector.
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Theorem 1 (Shemesh [6]). Two square matrices A and B have a common eigenvector if and only if
L=
n−1⋂
k,l=1
Ker[Ak,Bl] = {0}.
The Shemesh theoretical condition is not easy to bring into use in practice for two reasons:
First, it relies on an algorithm to compute the powers of matrices A and B, then compute the intersection of the
null-space of the matrices [Ak,Bl]. These algorithms are closely related to the problem of the rank determination,
that involves a lot of thresholds, whose determination is delicate and crucial to ensure the backward stability of the
algorithm (more about stability can be found in [2,7]).
Second, the condition enables to decide when a common eigenvector exists, but does not provide an algorithm for
computing it.
So rises the necessity to build a numerical algorithm to compute the common eigenvector when it exists.
2. Ill-posedness of the problem
In [4] we have shown that it is not easy to ﬁnd a common eigenvector of a pair of matrices in the presence of round-off
errors since the related perturbations are likely to transform a pair of matrices having a common eigenvector into a pair
which does not enjoy this property.
We have proved the topological reason beyond this in the theorem:
Theorem 2 (El Ghazi et al. [4]). The set of matrices which does not have any eigenvector in common is dense in the
set of all pairs of matrices, i.e.,
S¯ = Mn(C)2,
where
S = {(A,B) ∈ Mn(C)2/A and B does not have a common eigenvector}.
Then we have deﬁned a new concept of approximate common eigenvector based on the notion of the backward error
deﬁned by
Deﬁnition 3. Let x˜ be an approximation of the solution of the problem (P ), the backward error  associated with x˜,
noted (x˜), is given by
(x˜) = min
˜,˜
min
(
:
{
(A + A)x˜ = ˜x˜
(B + B)x˜ = ˜x˜
)
,
where
 =
√
‖A‖2
‖A‖2 +
‖B‖2
‖B‖2 .
Furthermore, we have proved an explicit expression of the backward error (x˜).
Theorem 4 (El Ghazi et al. [4]). The backward error is given by
(x˜) =
√
‖Ax˜ − ((x˜TAx˜)/‖x˜‖2)x˜‖2
‖A‖2‖x˜‖2 +
‖Bx˜ − ((x˜TBx˜)/‖x˜‖2)x˜‖2
‖B‖2‖x˜‖2 .
In the next section, we will use Newton’s method to ﬁnd an approximation to the common eigenvector, we will use
the backward error as a stopping criteria.
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3. Newton’s method
x¯ is a common eigenvector of A and B if{
Ax¯ = x¯,
Bx¯ = x¯.
Since an eigenvector is not unique, we can suppose that x¯ satisﬁes for a given y: yTx¯ = 1, we can take y = x/‖x‖, then
 = yTAx¯ and  = yTBx¯. Set
F :Cn −→ C2n+1,
x −→
[
Ax − (yTAx)x
Bx − (yTBx)x
yTx − 1
]
.
We have F(x¯) = 0.
Then the new problem to be solved is
(PN) ﬁnd x¯ ∈ Cn such that F(x¯) = 0.
The Newton’s method for problem PN is derived by ﬁnding the root of an afﬁne approximation to F at the current
iterate xc. This approximation is created using the Taylor series of F in the neighborhood of the current iterate xc:
F(xc + p) = F(xc) + J (xc).p + O(p2),
J = J (xc) is the gradient of F.
J (x) =
[
(I − xyT)A − (yTAx)I
(I − xyT)B − (yTBx)I
yT
]
.
By neglecting terms of order p2 and higher we get
F(xc + p)  F(xc) + J (xc).p.
The step p is then computed to make F(xc + p) = 0, the step p is the solution of
J (xc).p = −F(xc).
We get the algorithm:
Algorithm 1. Newton’s method for systems of nonlinear equations.
step 0: choose x0
step 1: repeat until convergence
step 1.1: solve J (xk)pk = −F(xk).
step 1.2: update xk+1 = xk + pk
Newton’s method is attractive because under appropriate conditions it converges rapidly from any sufﬁciently good
initial guess. In particular, if the Jacobian is nonsingular at the solution, local quadratic convergence can be proved
[7, Theorem 5.2.1, p. 90]. The Kantorovich theorem yields a weaker bound on the convergence rate but makes no
assumption on the nonsingularity of Jacobian at the solution [7, Theorem 5.3.1, p. 92].
4. The damped Gauss–Newton (DGN)
How do we decide whether to accept the Newton step p? A reasonable strategy is to require that the step decrease
‖F‖.
This is the same requirement we would impose if we were trying to minimize
Pl f = 12F T.F = 12‖F‖2.
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Every solution to PN minimizes Pl but there may be local minima of Pl that are not solutions to PN. Thus,
simply applying one of the minimum ﬁnding algorithms is not a good idea. To develop a better strategy, note that the
Newton step p is a descent direction for f since
∇f T.p = F T.J.p = −F T.F < 0.
Thus the strategy is quite simple: We always ﬁrst try the full Newton step, because once we are close enough to the
solution we will get quadratic convergence. However, we check at each iteration that the proposed step reduces f. If
not, we backtrack along the Newton direction until we have an acceptable step. Because the Newton step is a descent
direction for f, we are guaranteed to ﬁnd an acceptable step by backtracking. The resulting method is called the DGNs
method.
Note that this method essentially minimizes f by taking Newton steps designed to bring F to zero. This is not
equivalent to minimizing f directly by taking Newton steps used in Section 6.
5. Line searches and backtracking
When we are not close enough to the minimum of f, taking the full Newton step p need not decrease the function,
we may move too far for the quadratic approximation to be valid. All we are guaranteed is that initially f decreases as
we move in the Newton direction. So the goal is to move to a new point xnew along the direction of the Newton step p,
but not necessarily all the way:
xnew = xc + p, 0< 1.
The aim is to ﬁnd  so that f (xc + p) has decreased sufﬁciently. What should the criterion for accepting a step be?
It is not sufﬁcient to require merely that f (xnew)< f (xc). This criterion can fail to converge to a minimum of f in one
of two ways. First, it is possible to construct a sequence of steps satisfying this criterion with f decreasing too slowly
relative to the step lengths. Second, one can have a sequence where the step lengths are too small relative to the initial
rate of decrease of f for more see [3, p. 117].
A simple way to ﬁx the ﬁrst problem is to require the average rate of decrease of f to be at least some fraction  of
the initial rate of decrease ∇f.p:
f (xnew)f (xc) + ∇f.p.(xnew − xc). (E)
Here the parameter  satisﬁes 0< < 1. We can get away with quite small values of ,  = 10−4 is a good choice.
The second problem can be ﬁxed by requiring the rate of decrease of f at xnew to be greater than some fraction 
of the rate of decrease of f at xc. In practice we will not need to impose this second constraint because backtracking
avoids excessively small steps. This conditions are based on work of Armijo [1] and Goldstein [5].
5.1. Backtracking
Since p is always the Newton direction in our algorithms, we ﬁrst try  = 1, the full Newton step. This will lead to
quadratic convergence when x is sufﬁciently close to the solution. However, if f (xnew) does not meet our acceptance
criteria, we backtrack along the Newton direction, trying a smaller value of new = 12c, until we ﬁnd a suitable point.
Since the Newton direction is a descent direction, we are guaranteed to decrease f for sufﬁciently small . We get the
algorithm
Algorithm 2. Gauss–Newton with backtracking.
step 0: choose x0 and set x0 = x0/yT.x0, choose  ∈]0, 1[( = 10−4)
step 1: k = 1 and repeat until convergence
step 1.1: Solve J (xk)pk = −F(xk)
step 1.2: Update xk+1 = xk + kpk .
step 1.3: If (E) holds set xk = xk+1, and go to step 1 else k = 12k , and go to step 1.1
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5.2. Exact line search
We choose new so that xnew exactly minimizes f in the direction pc:
new = min

f (xc + pc)
or
f (x + p) = 12‖F(x + p)‖2
with
F(x + p) =
[
A(x + p) − (yTA(x + p))(x + p)
B(x + p) − (yTB(x + p))(x + p)
yT(x + p) − 1
]
.
Let
u1 = −(yTAp)p,
u2 = −(yTBp)p,
v1 = Ap − (yTAx)p − (yTAp)x,
v2 = Bp − (yTBx)p − (yTBp)x,
v3 = yTp,
w1 = Ax − (yTAx)x,
w2 = Bx − (yTBx)x,
w3 = yTx − 1,
then
F(x + p) =
[
u1
2 + v1 + w1
u2
2 + v2 + w2
v3 + w3
]
.
Algorithm 3. Gauss–Newton with exact line search.
step 0: choose x0 and set x0 = x0/yT.x0,
step 1: repeat until convergence
step 1.1: solve J (xk)pk = −F(xk)
step 1.2: compute a1, a2, a3, a4, and the matrix C.
step 1.3: compute the eigenvalues of C, and k
step 1.4: update xk+1 = xk + kpk .
Let
a4 = 12 (‖u1‖2 + ‖u2‖2),
a3 = Re(uT1v1) + Re(uT2v2),
a2 = 12 (‖v1‖2 + ‖v2‖2 + 2Re(uT1w1) + 2Re(uT2w2) + v23),
a1 = Re(vT1w1) + Re(vT2w2) + w3v3,
a0 = 12 (‖w1‖2 + ‖w2‖2 + w23),
then
f (x + p) = a44 + a33 + a22 + a1 + a0
and
df
d
(x + p) = 4a43 + 3a32 + 2a2 + a1.
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Its root are the eigenvalues of the companion matrix:
C =
⎛
⎜⎜⎜⎜⎝
0 0 −1
4
a1
a4
1 0 −1
2
a2
a4
0 1 −3
4
a3
a4
⎞
⎟⎟⎟⎟⎠ .
Then new is the eigenvalue of C that minimize g() = f (x + p). We get the algorithm
6. Optimisations with the Newton’s method
As the function f is special and easy to have its second derivative, we can use (directly) the Newton’s method, and
take
f (xc + p)  f (xc) + ∇f (xc)Tp + 12pT∇2f (xc)p.
Since f = 12F T(x)F (x),
∇f = J (x)TF(x)
and
∇2f (x) = J (x)TJ (x) +
2n+1∑
i=1
Fi(x)∇2Fi(x),
where
Fi(x) = eTi F (x), ei = (0, . . . , 0, 1, 0, . . . , 0)T
and the minimizer of f is given by
xk+1 = xk −
[
J (xk)
TJ (xk) +
2n+1∑
i=1
Fi(x)∇2Fi(xk)
]−1
J (x)TF(xk)
with
2n+1∑
i=1
Fi(x)∇2Fi(x) =
2n+1∑
i=1
(eTi F (x))(e
T
i ∇2F(x))
=
n∑
i=1
eTi (Ax − (yTAx)x).eTi ∇2(Ax − (yTAx)x)
+
n∑
j=1
eTj (Bx − (yTBx)x)eTi ∇2(Bx − (yTBx)x) + (yTx − 1)∇2(yTx − 1).
Or
eTi ∇2(Ax − (yTAx)x) = eTi ∇(A − (yTAx)I − xyTA)
= eTi ∇(−(yTAx)I − xyTA)
= ∇(−(yTAx)eTi − eTi xyTA)
= ∇(−xTATyeTi − xTeiyTA)
= − ATyeTi − eiyTA.
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Then
n∑
i=1
eTi (Ax − (yTAx)x).eTi ∇2(Ax − (yTAx)x)
=
n∑
i=1
eTi (Ax − (yTAx)x)(−ATyeTi − eiyTA)
= −
n∑
i=1
[ATyeTi (Ax − (yTAx)x)eTi + eTi ei(Ax − (yTAx)x)yTA]
= −ATy(Ax − (yTAx)x)T − (Ax − (yTAx)x)yTA.
And
(yTx − 1)∇2(yTx − 1) = 0.
We get
2n+1∑
i=1
Fi(x)∇2Fi(x) = − (ATy(Ax − (yTAx)x)T + (Ax − (yTAx)x)yTA
+ BTy(Bx − (yTBx)x)T + (Bx − (yTBx)x)yTB)
and we get the algorithm
Algorithm 4. Newton.
• step 0: choose x0 and set x0 = x0/yT.x0
• step 1: repeat until convergence
step 1.1: compute J (xk), k = yTAxk and k = yTBx
step 1.2: compute eA = Axk − kxk , eB = Bxk − kxk , and set
Df (xk) = [J TJ − ATyeTA + eAyTA + BTyeTB + eByTB]
step 1.3: compute p = DF−1J TF , and update xk+1 = xk + p.
7. Applications
7.1. Test 1
For a given vector u, we build a couple of matrices A and B having u as a common eigenvector. The common
eigenvector u belongs to a Jordan block.
• JA =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
Jordan block︷ ︸︸ ︷⎡
⎢⎢⎢⎢⎣
 1 0 · · · 0
0  1 0
...
. . .
. . .
0  1
0 0 
⎤
⎥⎥⎥⎥⎦ 0
0 [Random matrix]
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
• Using the same technique with different parameters we build JB .
• Complete u to build a basis of Rn and set QA the corresponding matrix.
• Set v = (1, 2, . . . , n)T or any vector linearly independent with u, and complete 〈u, v〉 to get a basis for Rn and set
QB the corresponding matrix.
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Fig. 1. Damped Gauss–Newton with backtracking.
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Fig. 2. Damped Gauss–Newton with exact line search.
• Set A = QA.JA.QTA.
• Set B = QB.JB.QTB .
Then A and B have u as a common eigenvector.
We note by ei the ith element of the canonical basis of Rn and x = rand(n, 1)′ is a Matlab notation to design a
randomized vector of size n.
The example below summarizes what we have got for many tests with different matrices and different sizes. We
generate two square 20 × 20 matrices with a common eigenvector u = (1, 1, . . . , 1)T each component of u is equal to
one. We found with x = rand(n, 1)′:
Backtracking Fig. 1 Exact line search Fig. 2 Newton Fig. 3
Iteration 7 6 6
Approximation u u u
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NEWTON'S METHOD
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norm(F)
Fig. 3. Newton’s method.
7.2. Test 2
Let P(t) = a0 + a1t + · · · + an−1tn + tn be a monic complex polynomial, and let Cp denote the companion matrix
of P:
Cp =
⎛
⎜⎜⎜⎜⎝
0 1
0 1
. . .
. . .
0 1
−a0 −a1 −an−1
⎞
⎟⎟⎟⎟⎠ .
Let P and Q be monic polynomials of the same degree. P and Q have a common root if and only if Cp and Cq have a
common eigenvector since the eigenvectors of Cp are multiples of
⎛
⎜⎜⎜⎜⎝
1

2
...
n−1
⎞
⎟⎟⎟⎟⎠, where  is a root of P.
Using Matlab we will generate two monic polynomials with common root  and use our method to ﬁnd it.
The table below summarizes what we have got for many test with degrees 20 (the common root is 1).
Algorithm 5. Companion matrix.
• step 0: generate two random polynomials of degree n: P = rand(1, n); Q = rand(1, n).
• step 1: multiply the two polynomials by a (x − ): P = conv(P, [1 − a]);Q = conv(Q, [1 − a]).
• step 2: construct the companion matrix: A = compan(P );B = compan(Q).
• step 3: compute x the common eigenvector of A and B.
• step 4: compute the corresponding eigenvalue  = xTAx/xTx.
• step 5: check if P() = 0
We found with an initial guess x = rand(n, 1)′:
Iteration Approximation
Backtracking 13 1
Exact line search 10 1
Newton 6 1
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8. Conclusion
Many test yield approximately to the same result, for relatively large matrix the Newton’s method converges faster.
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