The biometrical identification system, introduced by Willems et al., is a system to identify individuals based on their measurable physical characteristics. Willems et al. characterized the identification capacity of a discrete memoryless biometrical identification system from information theoretic perspectives. Recently, Mori et al. have extended this scenario to list-decoding whose list size is an exponential function of the data length. However, as the data length increases, how the maximum identification error probability (IEP) behaves for a given rate has not yet been characterized. In this letter, we investigate the reliability function of the system under fixed-size list-decoding, which is the optimal exponential behavior of the maximum IEP. We then use Arimoto's argument to analyze a lower bound on the maximum IEP with list-decoding when the rate exceeds the capacity, which leads to the strong converse theorem. All results are derived under the condition that an unknown individual need not be uniformly distributed and the identification process is done without the knowledge of the prior distribution.
Introduction
Recently, biometrical identification is increasingly drawing attentions of the public for the purpose of security. A discrete memoryless biometrical identification system (BIS), introduced by Willems et al. [7] , is a system to identify individuals based on measurable physical characteristics. In general, the BIS consists of three phases; (I) Generation Phase, (II) Enrollment Phase, and (III) Identification Phase. In phase (I), a biometrical data sequence of each individual is generated from an information source. In phase (II), the generated sequences in phase (I) are stored into the system database via a noisy channel. In phase (III), a biometrical data sequence of an unknown individual is observed via a noisy channel and the observed sequence is compared to all sequences stored in the system database. Finally, an estimated individual is output.
In this system, there are two important performance measures; the identification capacity and the maximum identification error probability (IEP). Willems et al. [7] have characterized the identification capacity of the BIS by information theoretic methods. Mori et al. [6] have extended this scenario and characterized the identification capacity under list-decoding whose list size is an exponential function of the data length. However, as the data length increases, how the maximum IEP of the BIS behaves has not been characterized yet.
In this letter, we define the reliability function of the BIS using fixed-size list-decoding as the maximum attainable error exponent of the maximum IEP and characterize the reliability function when the identification rate is less than the identification capacity. By using a simple lemma (Lemma 1) and the same methods for evaluating an error exponent of channel codes for a discrete memoryless channel (DMC), we show that the reliability function of the BIS is similar to the well-known random coding error exponent of list-decoding [2] , [4, Ex. 5 .20] even without the knowledge of individuals' prior distribution to be identified. We further derive an Arimoto-type exponent [1] under list-decoding when the identification rate exceeds the identification capacity, leading to the strong converse theorem. As a by-product, the results obtained in this letter indicate that the identification capacity of the BIS with fixed-size list-decoding can be expressed by the same quantity as given in [7] .
Biometrical Identification System

Notation and Definitions
Calligraphic A stands for a finite or countably infinite alphabet. Uppercase A denotes a random variable taking a value in A with the probability distribution P A (a) := Pr[A = a] for a ∈ A. P A n represents the probability distribution of random vector
For a pair of random variables (A n , B n ), the conditional probability distribution P A n |B n is defined as
tion, the details of each phase are described. Fig. 1 The Model of the BIS [7] (I) Generation Phase: Let I = {1, 2, · · · M n } be the set of individuals' indices. Individual i ∈ I corresponds to a biometrical data sequence
n , where X is a source alphabet. We assume that all of these sequences are independently and identically distributed (i.i.d.) generated from a stationary memoryless source P X . The generating probability for
(II) Enrollment Phase: All biometrical data sequences are observed via a DMC {Y, P Y|X , X}, where Y is an output alphabet of P Y|X : X → Y. The probability that x n i ∈ X n is observed as y
All y n i (i ∈ I) are stored into a system database y n , which can be accessed by a decoder in Identification Phase. A database y n consists of M n biometrical data sequences of length n,
We denote by Y n the random variable corresponding to a database y n . (III) Identification Phase: In this phase, an unknown biometrical data sequence is observed via a DMC {Z, P Z|X , X}, where Z is an output alphabet of P Z|X : X → Z. The probability that an unknown
Afterward, z n is passed to the system decoder. We assume that the distribution of u ∈ I is unknown. The size-ℓ list de-
sequences y n i ∈ y n and outputs a set of ℓ estimated indices. If ℓ = 1, list-decoding is ordinary decoding. Listdecoding is in error if the decoder's output (list) does not contain the true individual u, otherwise it is correct. For a given list-decoder f ℓ , the decoding region of individual i is denoted by D i (y n ) ⊆ Z n and D i,k (y n ) denotes the set of z n ∈ Z n such that the kth sequence (in the decreasing order of its likelihood) in the decoded list obtained from z n is y n i . When there are multiple sequences having the same likelihood, they are stored in the ascending order of indices in the list. For any size-ℓ list-decoder, it is easily checked that
Identification Capacity
We first note that three random variables X n ,Y n , and Z n form a Markov chain Y n ↔ X n ↔ Z n [4] . It can easily verified that that P Z|Y : Y → Z is a DMC and each sequence y n i can be viewed as an i.i.d. sequence from source P Y n , which is the marginal distribution of Y n .
Remark 1: Willems et al. [7] observed that the database y n can be seen as a channel code whose codeword corresponding to message i is y n i . The database is generated according
. Remark 1 implies that we can use the same techniques for channel coding systems to upper and lower bound error probabilities of the BIS.
Definition 1:
We define the IEP of individual i in a given database y n = {y
The average IEP of individual i over all possible database Y n is defined as ϵ
where E[·] represents the expected value under P Y n . The maximum IEP is defined as
A BIS of data length n and the number of individuals M n is called an (n, M n ) BIS for simplicity. The identification rate of an (n, M n ) BIS is defined as R n = 1 n log 2 M n . Definition 2: A rate R (R ≥ 0) is said to be achievable if there exists a decoder f ℓ such that lim Willems et al. [7] have proved the following theorem in the case of ℓ = 1 and finite Y and Z. The arguments in later sections reveal that this theorem also holds for ℓ > 1 and countably infinite Y and Z.
Theorem 1:
The identification capacity is given by
where the joint probability distribution P YZ is given by
The remarkable difference between Equation (9) and the well-known channel capacity formula of a DMC (cf. [4] ) is that there is no maximization of P Y in (9).
A Key Lemma
Recall that we neither assume that the identified index u is uniformly distributed over I nor that there is a prior distribution of individual to be identified. 
(10) Then, it holds for any size-ℓ list-decoder f ℓ with the maxi-
Proof : Let max (k) S denote the operator which selects the kth largest value from a set S, where ties are broken in the pre-determined order. From (4), we have
for all z n ∈ Z n , where the second summand in (12) is one due to (5). Then, from (10) we obtain
where for the equality we use (6) and (7) and define
Function F(y n ) can be bounded as
Plugging (16) into (14) and comparing with (13), we obtain (11). 2
This lemma implies that it suffices to evaluate the (arithmetic) average IEP of an ML list-decoder to derive a lower bound on ϵ * n ( f ℓ ), which is used in the converse part of deriving the reliability function and in the proof of strong converse theorem.
Reliability Function
Now we are in a position to define and analyze the reliability function.
Definition 3: For any fixed R such that 0 ≤ R ≤ C, an E (E > 0) is said to be achievable with respect to R if there exists a list-decoder f ℓ for an (n, M n ) BIS such that lim inf
The reliability function G(R) at rate R is defined as
G(R) = sup{E | E is achievable with respect to R}.
The reliability function G(R) is an important quantity to evaluate the average error performance of the BIS as it describes the optimal exponential behavior of the maximum IEP of the system. We establish the following theorem.
Theorem 2:
The reliability function at rate R is given by
where C is the identification capacity and we define E (ℓ)
The function E (ℓ) r (R) is of a similar form as the random coding exponent [3] for channel codes over a DMC P Z|Y but does not involve the maximization of P Y . This is an analogous result to the relationship between the identification capacity in (9) and the channel capacity [4] . The function E (ℓ) r (R) is the true error exponent of an ensemble of random codes generated from P Y i.i.d. in the channel coding system using size-ℓ list-decoding [2] , [5] . In the BIS case, E We set M n = ⌈2 nR ⌉, and then the left inequality in (17) obviously holds. We shall show that the right inequality in (17) with E = E 
so the right inequality in (17) with E = E (ℓ) r (R) holds. 2 (Converse Part) Letting E be achievable with respect to R, we shall show that E ≤ E (ℓ) r (R). From Definition 3, for any fixed γ > 0, there exists some n 0 ≥ 1 such that for all n > n 0 the following inequalities hold:
In [2] and [5] , an asymptotic lower bound on the average error probability over an ensemble of random codes is analyzed for a DMC. We adopt these arguments to investigate the lower bound of the maximun IEP of the BIS and the result follows that, for all sufficiently large n,
where o(1) denotes a function vanishing as n tends to infinity. From Lemma 1 and the left inequality in (23), we obtain
and the right inequality in (23) yields
.
(26) For large enough n, o(1) can be bounded by γ from above, and (26) can be reduced in the form
Since γ > 0 is arbitrary and E
Strong Converse Theorem
Theorem 1 indicates that when R > C, the maximum IEP ϵ * n ( f ℓ ) does not converge to zero. In this section, we demonstrate that the so-called strong converse holds for the BIS.
where we define
and E r (ρ, R) is defined in (20).
Proof : From (13), it holds for an ML list-decoder f * ℓ that ϵ
Here, Arimoto's argument [1] is applied to evaluate the lower bound on the maximum IEP. However, by changing the order of bounding on the maximum IEP, we can make the proof much simpler than the argument in [1] . Fixing 0 < β ≤ 1 arbitrarily, we start with ∑
where the inequality in (31) is due to Jensen's inequality [4] applied to the convex function g(t) = t α with α ≥ 1. Plugging (32) into (30) and using the i.i.d. structure of the BIS, we obtain
On the other hand, Lemma 1 indicates that ϵ *
n ( f * ℓ ) for any decoder f ℓ . Thus, we obtain (28) from (33).
2
It is easily verified that E sc (R) > 0 if R > C, implying that ϵ * n ( f ) goes to one exponentially in n. In [1] , Arimoto has proved the strong converse theorem of the channel coding system over a DMC under the condition that all messages are uniformly distributed. In contrast, in this letter, we have established the strong converse theorem of the BIS without assuming any prior distribution of identified index u ∈ I.
Conclusion
We investigated the reliability function of the BIS with fixed-size list-decoding and showed that it can be expressed in a similar form of the random coding error exponent under list-decoding [4, Ex. 5.20] even without the knowledge of individuals' distribution to be identified. We then demonstrated that the strong converse holds for the BIS when the rate exceeds the capacity. As a result, an Arimoto-type lower bound [1] turned out to be a valid lower bound for the BIS as long as the list size is in a polynomial order of n.
