We wish to dedicate this paper to the memory of L. A. Segel who contributed to many aspects of mathematical biology and for whom the quasi-steady-state hypothesis was a favorite topic of research Abstract. A three-variable model describing the oscillatory activity of a cascade of enzyme reactions is analyzed. A quasi-steady-state approximation reduces the three equations to a system of two equations which admits only a stable steady state. This apparent failure of the quasi-steadystate approximation to describe the limit-cycle oscillations observed in the full, three-variable system is analyzed in detail. We first show that the oscillations occur in the full system provided the Michaelis constants are sufficiently small. We then develop a method for determining the correct limit for application of the quasi-steady-state approximation. The leading problem consists of two equations for a conservative oscillator, and a higher order analysis is required in order to determine the amplitude of the limit-cycle oscillations. Finally, we observe a good agreement when comparing exact numerical and approximate bifurcation diagrams.
Introduction.
The quasi-steady-state approximation (QSSA) of chemical kinetics is a mathematical way of simplifying the differential equations describing some chemical kinetic systems. This approximation is a powerful tool for analyzing the dynamics of enzymatic reactions [1, 2, 3] exhibiting a wide range of time scales. The QSSA often yields revealing analytic formulas, and it frequently circumvents problems of stiffness in the numerical integration of systems of differential equations. Originally devised by biochemists on the basis that enzymes as catalysts act with small concentrations compared to the concentrations of their substrates, the QSSA is now recognized as belonging to singular perturbation theory. Ideally, this theory provides a method for the correct use of the QSSA, but it is too complicated for general use. Various investigations of special cases, such as the Michaelis-Menten reaction [4, 5, 6] , give some indications of the applicability of the QSSA. But further clarification is called for, especially since the QSSA is virtually unavoidable in introductory texts on chemical or biochemical kinetics [1, 2, 3, 7, 8] . Biological oscillations often exhibit different time or amplitude scales, and the QSSA is widely used to analyze excitability and limit-cycle oscillations in the phase plane (see [9, 10, 11] , for biochemical examples). In this paper, we concentrate on a three-variable model for the oscillations in [16, 17] .
Cyclin (C) is synthesized at a constant rate (v i ) and activates cdc25 phosphatase. The activated cdc25 phosphatase in turns activates cdc2 kinase (M ) by dephosphorylating the inactive form (M + ). The activated cdc2 kinase is inactivated by the kinase wee1. In addition, a cyclin protease X is activated by cdc2 kinase and inactivated by an additional phosphatase (E 4 ). V j (j = 1 − 4) denotes the effective maximum rate of each of the four converter enzymes; v d denotes the maximum rate of cyclin degradation by protease X.
the embryonic cell cycle and discover that the immediate application of the QSSA fails to describe these oscillations. Our main objective is to determine why the QSSA failed and how we may correctly use it in our problem.
Models for biochemical oscillations often contain one or more sigmoidal functions. Combined with positive and/or negative feedback loops, these functions allow the emergence of simple or complex oscillatory behavior. The sigmoidal dependence originates at the molecular level either from cooperative interactions in allosteric enzymes or from the phenomenon of zero-order ultrasensitivity in which two enzymes catalyzing opposite covalent modification reactions (e.g., phosphorylationdephosphorylation) are saturated by their protein substrate [12] . While allosteric enzymes are abundant in metabolic regulation, covalent modification also plays an important role in biological signaling and cell regulation. Models for the oscillatory activity of allosteric enzymes have been studied analytically by taking advantage of the relatively large values of the allosteric constants [13, 14, 15] . However, the case of several enzymes working in a covalent modification cascade and exhibiting oscillatory activities has never been examined from an analytical point of view. In this paper, we consider a minimal model for biochemical oscillations underlying the embryonic cell cycle [16, 17] . See Figure 1 . This model pertains to the situation encountered in early amphibian embryos, where the accumulation of cyclin suffices to trigger the onset of mitosis. In yeast and somatic cells, the mechanism involves additional checkpoints; see [2, 3, 18] and references therein. But what remain common to the various types of cell cycle mechanisms is the fact that they rely on the periodic activation of kinase cdc2 (also known as the cyclin-dependent kinase 1, cdk1). Cyclin activates the kinase cdc2, which promotes the degradation of cyclin. To produce oscillations, however, activation and degradation cannot occur simultaneously and the negative feedback loop must be coupled to thresholds and time delays, which are naturally associated with phosphorylation-dephosphorylation cascades [16, 17] .
The model is formulated in terms of the following three ordinary differential equations for the cyclin concentration C, the fraction of active cdc2 kinase M , and the fraction of active cyclin protease X [16, 17] :
In these equations, 1−M and 1−X represent the fractions of inactive cdc2 kinase and cyclin protease, respectively. v i and v d are the constant rate of cyclin synthesis and the maximum rate of cyclin degradation by protease X (X = 1), respectively. K d and K c denote the Michaelis constants for cyclin degradation and for cyclin activation of the cdc25 phosphatase acting on the phosphorylated form of the cdc2 kinase, respectively. k d represents an apparent first-order rate constant related to nonspecific degradation of cyclin. The remaining parameters V i and K i (i = 1 to 4) denote the effective maximum rates and the Michaelis constants, respectively, for each of the enzymes E i involved in the two cycles of phosphorylation-dephosphorylation. Moreover, the effective maximum rates V 1 (C) and V 3 (M ) are given by
The parameter K d has been introduced to avoid the possibility that C becomes negative [16, 17] . For all our numerical solutions, however, we used K d = 0 and found that C is always positive. Equation (1) with K d = 0 is linear, and the nonlinearities necessary for the limit-cycle oscillations are given by the right-hand sides of (2) and (3). At steady state, the functions M = M (C) and X = X(M ) obtained by setting the right-hand sides of (2) and (3) equal to zero are sigmoidal functions of M and X. The role of these functions for the oscillations is discussed in [16, 17] . Examples of limit-cycle oscillations for moderate and high values of V M 1 and V 2 (V 2 /V M 1 = 1/2 fixed) are shown in Figure 2 . They have been obtained by numerically solving (1)-(3). In Figure 2 , top, the maximum rates V M 1 and V 2 are moderate. The kinase M is activated as soon as C reaches a value close to 0.5. In Figure 2 , bottom, the maximum rates V M 1 and V 2 are large. In contrast to Figure 2 , top, C remains close to 0.5. Time t, concentration C, and all parameters except the Michaelis constants have units as in [16, 17] , where simulations are compared to experiments. We keep these equations in this form because they appear in all previous studies [16, 17, 30, 31] . We wish to describe the limit-cycle oscillations by using phase plane techniques. To this end, we propose to eliminate either M or X by using a QSSA. But, as we shall demonstrate, the reduced two-variable equations do no more exhibit limit-cycle oscillations. By using a singular perturbation method, we then determine the correct two-variable limit that allows us to recover sustained oscillatory behavior. This analysis involves two steps. We first show that the leading approximation of the limit-cycle solution satisfies a two-variable conservative system of equations such as the LotkaVolterra equations of chemical kinetics [1] . This system gives the correct relation 
between the period and the amplitude of the oscillations. But in order to find how the amplitude changes with a given control parameter, a higher order analysis leading to a condition for bounded periodic solutions is needed. Similar singular perturbation techniques for particular Hopf bifurcation problems have been studied for chemical and biochemical relaxation oscillations [20] , pulsating solidification fronts [21] , and pulsating laser oscillations [24, 25] .
The plan of the paper is as follows. In section 2, we show the failure of the standard QSSA and identify the source of the problem. Section 3 summarizes the results of our analysis, leading to the correct limit. The bifurcation diagram of the reduced two-variable equations is compared to the bifurcation diagram of the original three-variable equations. The main results are summarized in section 4. Mathematical details are given in appendices.
Failure of the QSSA.
Equations (1)- (3) are too complicated for phase space analysis. A popular technique for simplifying the problem is to apply a QSSA for one of the dependent variables. This approximation (also called a pseudo-steady-state hypothesis [26] , steady-state assumption [27] , or adiabatic elimination [28, 29] ) is based on the assumption that the enzyme reacts so fast with the substrate that it can be taken as being in equilibrium, that is to say, dM/dt ≈ 0 or dX/dt ≈ 0. This approximation has been highly documented for the Michaelis-Menten reaction [1, 2, 3, 4, 5, 6 ] but has been used successfully for more complex systems exhibiting several enzymatic intermediates [2, 11] . The approximation is justified mathematically if a small parameter multiplies the time derivative of one of the dependent variables. This occurs in our problem if we consider the case of large values of both V M 1 and V 2 (or, similarly, if we consider large values of V M 3 and V 4 ). The proper way to apply the QSSA is to introduce the large parameter V defined as
and scale V 2 as
where the coefficient v 2 is assumed to be an order one quantity. We may then factorize V in the right-hand side of (2) and rewrite this equation as
The coefficient of dM/dt is small because V is large. Thus, unless dM/dt is large, we may neglect this term and formulate the following algebraic equation for M and C:
The QSSA is the assumption V −1 dM/dt = 0. Solving (7) for M and introducing M = M (C) into (1) and (3) leads to two equations for only C and X. The two-variable problem represents a major simplification of our original three-variable equations, and we wonder if this reduced problem still admits limit-cycle oscillations. To this end, we examine the linear stability of the unique steady state (C, X) = (C s , X s ). We find that the coefficients of the characteristic equation for the growth rate σ are always positive. This means that Re(σ) is negative, implying stability of the steady state. A similar conclusion is obtained if we consider the case when V M 3 and V 4 are large and eliminate the variable X.
We have thus found that a naive QSSA which allowed us to eliminate either M or X fails to describe the limit-cycle oscillations. But this approximation is nothing else than the leading term of an asymptotic solution and, like any asymptotic solution, it may admit different limits depending on the values of the other parameters in the problem. Returning to the original three-variable equations (1)- (3), we numerically investigate the behavior of the limit-cycle oscillations for progressively larger values of V = V M 1 and V 2 (v 2 = V 2 /V M 1 fixed). We find that these oscillations persist only if we decrease the Michaelis constants K j . The importance of these constants can be substantiated analytically by analyzing the Hopf bifurcation conditions in the double limit V → ∞ and K j = K → 0 (j = 1, 4). The detailed analysis is given in Appendix A, where we show that the Hopf bifurcation point K = K H (V ) scales like as V → ∞. Figure 3 shows the exact numerical Hopf bifurcation line for large values of V . It is in very good agreement with the approximation (47) derived in Appendix A. At a fixed value of V , the unique steady state undergoes a Hopf bifurcation at K = K H , and the steady-state solution is unstable if K < K H . From the Hopf conditions, we also learn that the frequency ω H of the oscillations at the Hopf bifurcation point scales like
as V → ∞, suggesting a short period oscillations for V large. We conclude that the QSSA based on the sole limit V → ∞ cannot describe the oscillations unless we scale K as a V −1/2 quantity and introduce a new time proportional to V 1/4 t. In [16, 17] , the value of V was much lower, allowing a larger K, for the observation of sustained oscillations.
3.
Rescue of the QSSA. Phosphorylation-dephosphorylation cascades were already analyzed in the limit of small values of the Michaelis constants [19] . The difficulty here is that we need to scale both the maximum velocities and the Michaelis constants in order to describe the oscillations. Using the definitions (4) and (5), and motivated by the scaling laws (8) and (9), we introduce a small parameter ε, defined by
and scale the parameters V 2 and K j (j = 1 − 4) with respect to ε as
In (11), v 2 and k j are assumed to be order one coefficients. We also take into account (9) by introducing a new basic time T defined by
Inserting (10)- (12) into (1)- (3) gives
Our QSSA now means the solution of these equations in the limit ε small. The analysis is long and tedious and is relegated to Appendix B. The results of our analysis are, however, simple and are summarized as follows for the case
The leading approximation of the solution of (13)- (15) is described in terms of the variables M , U , and W , where U and W are defined as the deviations of C and X from their steady-state values
In (16), C 0 and X 0 represent the steady-state values of C and X evaluated at K j = 0 (j = 1 − 4). They are defined as
The leading order equations for M and W are then given by
where
and U = F (M ). (21) Equations (18) and (19) form a conservative system of equations which admits a one-parameter family of periodic solutions. See We now select the orbit of period P in the family of periodic solutions of (18) and (19) . It is denoted by U = U P (T ), W = W P (T ), and M = M P (T ). In order to determine how the period P (or equivalently, U P (T ), W P (T ), and M P (T )) changes as we change a parameter, a higher order analysis is needed. This analysis is detailed in Appendix B. It leads to a solvability condition for bounded periodic solutions given by
The two integrals must be computed numerically. This condition is the bifurcation equation since it relates the period of the oscillations and the physical parameters. In the limit of small amplitude solutions, dU/dT = F (M 0 )dM/dT , where M 0 = V 4 /V M 3 , and with k 1 = k 2 = k, (22) reduces to
which implies, using (20) , that (24) exactly matches the expression of the Hopf bifurcation point (47) obtained from the linearized theory in Appendix A. The expression (47) also is in excellent agreement with the exact numerical Hopf bifurcation line shown in Figure 3 . We have thus verified that the bifurcation equation (22) correctly leads to the Hopf bifurcation point in the limit of small amplitude periodic solutions.
We next wish to find from (18)- (22) how the amplitude of the oscillations changes as we change the deviation k − k H . To this end, we introduce W = √ kw and T = √ ks (25) into (18), (19) and obtain two equations for M and w that do not depend on k. They are of the form
Furthermore, substituting (25) into the bifurcation equation (22) leads to an expression for k 2 given by
The bifurcation equation (29) is now ready to be solved numerically: k appears only in the left-hand side, and the right-hand side is a function of the amplitude of the solution. Practically, we determine a P -periodic solution of (26) and (27) using the initial conditions
where E is the parameter (in Figure 4 , the orbits of different solutions are shown for E = −0.1, −1, −5, and −10). We then compute the two integrals in (29) and evaluate k 2 . From an analysis of (27) and (27) in the phase plane, we note that w = ±E are the two extrema of w(s). By gradually changing E from zero, we determine the function E = E(k 2 ). Knowing E, we determine the extrema of W and X using first (25) and then (16) . The bifurcation diagram of the extrema of X is shown in Figure 5 by the full lines. As the amplitude of the periodic solutions increases, the Hopf bifurcation branch is first subcritical (K > K H ) and then folds back.
Discussion.
The QSSA is widely used in the study of oscillations in biological and physical systems as a means to analyze limit-cycle behavior in the phase plane. Focusing on a biochemical model for limit-cycle oscillations in the embryonic cell cycle, we showed that a routine application of the QSSA leads to a two-variable system of equations that does not exhibit sustained oscillations. This apparent failure of the QSSA is, however, not a limitation of the method. We need to remember that the QSSA originates from an asymptotic method that considers a specific limit of a parameter (here the limit V M 1 = V large assuming V 2 /V 1M fixed). From the Hopf bifurcation conditions, we showed that periodic solutions can be found only in the full system if we consider small values of the Michaelis constants. The correct scaling between these parameters and the other parameters in the model is provided by a careful analysis of the Hopf bifurcation conditions. A nonlinear analysis motivated by these scalings then leads to a two-variable problem as the leading approximation. This problem admits conservative oscillations and therefore does not provide the bifurcation diagram of the amplitude of limit-cycle oscillations as a function of the control parameter. A higher order analysis was necessary in order to derive the bifurcation diagram. In other words, the limit-cycle solution is captured by a two-variable problem as one particular orbit in a family of periodic solutions, but the relation of this orbit to a specific value of the control parameter requires an extra solvability condition. In the strict spirit of the QSSA, the technique, even corrected by taking into account the scaling between parameters, is unable to provide a two-variable system exhibiting limit-cycle oscillations. However, it is not a limitation of the singular perturbation method, which tell us how to rescue the QSSA by supplementing it with a solvability condition.
Our results came from investigating two orders of a perturbation analysis after scaling parameters and variables with respect to a small parameter ε. It is not a local analysis near a Hopf bifurcation point because M is arbitrary even if C and X are assumed close to their steady-state values. This is why we obtained the global bifurcation diagram in Figure 5 . An alternative to the perturbation theory is possible if we directly introduce the new variables T , U , and W into the original equations (1)-(3). Inserting (16) into (13)- (15) and simplying, we obtain the following equations for U , M , and W :
where X 0 is defined in (17) . The ε −1 term multiplying the right-hand side of (32) suggests that M will quickly approach a two-dimensional slow manifold. In this paper, we concentrated on the limit-cycle solution and didn't investigate the evolution towards this slow manifold.
The standard QSSA failed in our three-variable model because the small parameter that motivated the elimination of one of the dependent variables also controlled the time scale of the remaining variables. This problem is known for two-variable models exhibiting relaxation oscillations [20] and for the standard laser rate equations [22] . A change of variables allows us to eliminate the singular perturbation difficulty. For three-variable systems, the problem has been analyzed for laser dynamical systems [23, 24, 25] .
Appendix A. Linear theory. The Hopf bifurcation boundaries were investigated only numerically [30, 31] . In this appendix, we determine analytically the steady-state solution of (1)- (3) and its Hopf bifurcation point for the particular case when
The steady-state solution (C, M, X) = (C s , M s , X s ) satisfies the following three conditions:
If K → 0, the steady state (C s , M s , X s ) approaches the limit (C 0 , M 0 , X 0 ). From (35)-(36) with K = 0, we find
where we have omitted the subscript s for the steady state. F 1 and F 2 are positive coefficients defined by
From (39), we formulate the characteristic equation for the growth rate σ as
The conditions for a Hopf bifurcation are obtained by substituting σ = iω into (41) and by separating the real and imaginary parts. We find
The second condition is always verified. In order to satisfy the first condition, we determine T 1 T 2 − T 3 and obtain
We wish to determine an approximation of (44) in the double limit K small and V large (V M 1 /V 2 fixed). To this end, we need the leading expressions of F 1 and F 2 for K small. From (40) and using (38), we obtain
We next consider the limit V 2 large (V M 1 /V 2 fixed). In this limit, F 1 F 2 and (44) simplifies as
where we eliminate C 0 using (38). The Hopf bifurcation point satisfies the condition T 1 T 2 −T 3 = 0. Using (46) we find an expression of the Hopf bifurcation point K = K H given by
We have verified that this approximation compares well with the exact numerical solution shown in Figure 3 . From (47), K H scales like V −1/2 as V → ∞ (V ≡ V M 1 , V 2 /V M 1 fixed). We also note from (43) that the frequency of the oscillations scales like
By differentiating (63) with respect to T , we note that the homogeneous linear problem for C 3 admits the solution C 3H = dC 2 /dT . The condition for a bounded periodic solution then implies that the right-hand side of (67) satisfies a solvability condition (Fredholm alternative [32] ). Because the homogeneous problem is self-adjoint, this condition requires that the right-hand side is orthogonal to C 3H . This leads to the integral 
This condition determines the amplitude of the oscillations as a function of the physical parameters. If K d = 0, it reduces to condition (22) , which is analytically and numerically investigated.
