Abstract: Implementation of IIR filters in residue number system (RNS) architecture is more complex in comparison to FIR filters, due to introduction of the scaling function. This function performs operation of division by a constant factor, which is usually the power of two, and after that the operation of rounding. In that way dynamic range reduction in digital systems is achieved. There are different methods for scaling operation implementation, already presented in references. In this paper, some RNS dynamic reduction techniques have been analyzed and then application of one selected technique has been presented on example. In all RNS calculations the power of two moduli set {2 n -1, 2 n , 2 n +1} has been applied.
Introduction
Residue number system (RNS) is a parallel number representation system. In RNS, an integer with large word-length is divided into several relatively small integers according to a specific moduli set. The additions and multiplications of RNS integers are performed concurrently and independently, and there are no carries among residue channels.
The N th-order recursive digital filter is characterized by the following discrete time-domain relation: 
where j b is the set of forward coefficients, j a is the set of reverse coefficients, i x is the current input, i j x  is the past input and i j y  is the past output.
In order to perform practical implementation of this filter that use RNS arithmetic, the coefficients and input signal have to be coded by converting variables from the floating point system into integers, by multiplying by an appropriate conversion factor, K , and rounding the result to the nearest integer. 
where j B and j A are scaled up forward and reverse coefficients, respectively.
Implementation of FIR filters does not require scaling [1, 2] , but for the implementation of IIR filters scaling is necessary. Scaling up is easy. Computation is simplified by multiplying coefficients with 2 l . Note that 2 l has been also transformed into RNS. Scaling down (in the following text only term 'scaling' will be used) in recursive filters is required in RNS code because stable recursive equations generally have floating point coefficients that cannot be represented in an integer number system. If we choose the proper moduli set, then the scaling factor K can be a product of several moduli or a single modulus, as it will be shown in the following text. This factor will be used to derive a sufficient condition that ensures that the RNS output ( ) y n does not exceed its dynamic range M . The filter consists of three identical sections which compute
where i m x   denotes the operation x modulo i m .
In a typical IIR design using RNS, a system is implemented as a collection of recursive and nonrecursive system, each defined in terms of an FIR structure, as shown in Fig. 1 . Each FIR system may be implemented directly from their coefficients [3] . Therefore, for stable filter, the recursive part should be scaled to control dynamic range growth. The scaling operation may be implemented with mixed-radix conversion [4] , Chinese remainder theorem (CRT) [5, 6] , or new CRT-I [7] . For implementation of scaling algorithms there are two approaches available in the literature including LUT-based approaches [8, 9] and adder-based approaches [5, 10] .
Hence, high efficient implementation of scaling is one of the critical issues in applications of RNS in recursive filter design. In this paper, a 2 n K  scaling architecture based on the special moduli set, is presented. The scaling approach is CRT based. The scaling in the first and in the third channel is subtractor based while the second channel exploits CRT to generate the scaled residue [11] . This paper is organized as follows: Section 2 provides the detailed derivation of the proposed RNS scaling algorithm. Section 3 describes the implementation architecture of the proposed RNS scaler. The paper is concluded in Section 4.
RNS Scaling Technique
Certain scaling down operations have been proposed [5, 8, 12] for scaling an integer in the RNS. Let RNS number
 be the input to the scaling process, Y the output, and K the scaling factor. In that case we have
where x     is the floor function, also called the greatest integer function. Since X is an unsigned integer number, then (4) becomes
The scaling is completely defined by the set of residues 0 ( , , )
A sufficient condition for the existence of x by 2 k , where k is a natural number, is carried out by k -bit circular left shifting. Therefore:
.
The multiplication of a residue number 1 x by 2 n k  is carried out by k-bit circular right shifting.
then modular operation after scaling is
where | k X denotes that the X is divisible by k .
Consider the well-known 3-moduli set ( , , ) X x x x  , the Chinese reminder theorem (CRT) is generally used [13 -15] according to
where
The multiplicative inverse for given moduli set is shown as follows: 
After partial modulo
Finally, the calculation of CRT (6) can be written as 
Only logic operation can be used to evaluate operands A, B and C. Since 
Thus, n last significant bits of A B C   is 2 y . The resultant residue digits of the scaled output for all modulus channels are identical to the scaled integer output with a scaling error not greater than one.
Assuming that the 2n bit expressions of 1 x , 3 x , 3 x are given by (the MSB's are given first): The value C can be rewritten in binary form by substituting binary value of residue 3 x
The addition in (17) can be rewritten as shown in (18) 
Four binary numbers in the summation of C B  can be reduced into two numbers as follows . Thus, we can conclude
11 1 0 0 0 0 0 0 11 1 1 11 1
By substituting the (20) into (19) it is obtained that 
Therefore, the four numbers in the summation of C B  are reduced into following two numbers 
By modulo adding of these two binary numbers together we obtain the following result:
That result is correct.
We will check the values of these numbers A, B and C with the MATLAB ® script below.
% X and Y schould be equal
To implement the modulo addition of three 2n -bit numbers (A, B and C) efficiently, we may use 2n full adders as carry-save-adders (CSA) to convert the three 2n-bit numbers into two. The carry-out from the most significant bit 2 ( ) n c is fed to the least significant bit position 0 ( ) c . Then fast 2n-bit carry-propagate-adder (CPA) with end-around-carry (EAC), is used to perform the modulo addition of two numbers to obtain the final result. The architecture is shown in Fig. 2 . (12, 3, 9) for the moduli set {15,16,17} . Using (28) and (29), the scaled output in RNS representation is: The complete RNS scaling architecture [16] is shown in Fig. 3 . The 2n-bit number
, but scaled residue 2 y is his n last significant bits. Thus, scaled output is available in RNS and in weighted binary form. Since, 2 x is an n-bit number, the 3n-bit integer X can be realized with only concatenation of 2 x and Y, without the use of hardware (11).
As shown above, scaling in channels 2 1 n  and 2 1 n  needs only subtractors. In following text we propose both subtractors for generating scaling numbers 1 y and 3 y .
The first modulo (2 1) n  subtraction can be expressed as follows:
The borrow out signal, ( out B ), which results from the subtraction of both x and y , can be used in the process of computing modulo 2 1 n  subtraction. This is due to the following observations:
Thus, it is easy to show that it is possible to express n  representation can be performed by a conventional borrow-propagate-subtractor (BPS). Incrementer is composed of a half-adder array or a data MUX array [18] . 
Conclusion
In this paper, architecture of 2 n scaling implementation for the traditional moduli set {2 1, 2 , 2 1} n n n   is proposed. The RNS scaling algorithm is developed based on classical CRT. For realization of scaling architecture, only one CPA with EAC and two subtractors are required. The first subtractor is modulo 2 1 n  and the second subtractor is modulo 2 1 n  . This scaler is very suitable for building new types of recursive filter design.
The scaled residues are interfaced directly to the weighted binary system without the additional need for the residue-to-binary conversion. 
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