Abstract. In this paper, we prove necessary and sufficient conditions for a sensepreserving harmonic function to be absolutely convex in the open unit disk. We also estimate the coefficient bound and obtain growth, covering and area theorems for absolutely convex harmonic mappings. A natural generalization of the classical Bernardi type operator for harmonic functions is considered and its connection between certain classes of uniformly starlike harmonic functions and uniformly convex harmonic functions is also investigated. At the end, as applications, we present a number of results connected with hypergeometric and polylogarithm functions.
Introduction
Let H denote the class of all complex-valued harmonic functions f = h + g in D = {z : |z| < 1}, where h and g are analytic in D and normalized such that (1) f (z) = h(z) + g(z) = z + ∞ n=2 a n z n + ∞ n=1 b n z n .
The Jacobian of f is given by J f (z) = |f z (z)| 2 − |f z (z)| 2 and we say that f is sensepreserving in D if J f (z) > 0 in D. Let S H denote the subclass of H consisting of sense-preserving univalent functions in D. Also, let S 0 H = {f ∈ S H : b 1 = f z (0) = 0} and S = {f = h + g ∈ S H : g ≡ 0}, the classical family of univalent analytic functions on D. The family S 0 H is known to be compact and normal, whereas S H is normal but not compact. For discussion on this and several other geometric subclasses, see [2, 3, 8] . One of the important geometric subclasses is the class K H of sense-preserving univalent harmonic mappings f of the form (1) such that f (D) is a convex domain. We may now set
For f ∈ K, f (D r ) is also convex for each r ∈ (0, 1), where D r := {z : |z| < r}. In other words, we say that each f ∈ K is fully convex in D. Unfortunately, this property does not carry over to functions in K H . Consequently, it is natural to introduce and study a subclass of K H having analogous property. In [1] Duren et al. introduced the subclass F K H of fully convex harmonic mappings. That is, f ∈ F K H if and only if f (D r ) is a convex domain for each r ∈ (0, 1), where D r := {z : |z| < r}. Radó-Kneser-Choquet theorem [3, Section 3.1] ensures that a fully convex harmonic mapping is necessarily univalent in D. It is worth recalling that, if f ∈ K, then f (D(a, r)) is convex for all a ∈ D and r ∈ (0, 1) such that |a| + r < 1, where D(a, r) = {z ∈ D : |z − a| < r}.
We emphasize that this property does not hold for functions in F K H . This leads to the introduction of the following.
Definition 1.
A locally univalent harmonic function f = h + g ∈ H is said to be absolutely convex in D, symbolically denoted by f ∈ AK H , if f (D(a, r)) is convex for all a ∈ D and for all r ∈ (0, 1 − |a|).
We denote by AK
Denote by UK H (resp. UK 0 H ) the class of all functions f ∈ S H (resp. f ∈ S 0 H ) that are uniformly convex in D. Here a locally univalent harmonic function f = h+g ∈ H is said to be uniformly convex in D, if f is fully convex in D and maps every circular arc γ contained in D, with center in D onto a convex arc f (γ) (see [11] ). We refer to [5, 6, 12] for discussion on this topic for the analytic case. A necessary and sufficient conditions for a harmonic mapping to be uniformly convex is (see [11] ) (2) Re
where
Moreover, the following sufficient condition has been proved in [11] .
Theorem A. Let f = h+g have the form (1) with |b 1 | < 1, and satisfy the condition
Then f ∈ UK H . The bound in (3) is sharp, especially for f (z) = z − e i3α z 2 /6 in UK 0 H , where α ∈ R. Using Theorem A and Gaussian hypergeometric functions, a family of examples of functions in UK 0 H is presented in Section 5. It is easy to see that
Further analysis shows that the classes AK H and AK H are linear invariant families of univalent harmonic mappings, i.e., whenever f = h + g ∈ AK H (resp. AK H ), the function
also belongs to the class AK H (resp. AK H ) for all a ∈ D and θ ∈ R. As disk automorphism takes circles onto circles, one could infer this fact from the definitions. These families of functions have the affine invariance property too. That is, if f ∈ AK H (resp. AK H ), then the function (f + cf )/(1 + cb 1 ) ∈ AK H (resp. AK H ) for all c ∈ D, where b 1 = g ′ (0). As a consequence of these properties, we derive many interesting results for the class AK H .
The article is organized as follows: In Section 2, we prove a necessary and sufficient condition for a sense-preserving harmonic function to be absolutely convex in D. In Section 3, we find the order of the families AK H (resp. UK H ) and as an application, we prove growth and covering theorems for these families. In Section 4, we recall some results about uniformly starlike harmonic mappings and then discuss Bernardi type integral transforms for harmonic functions. Using this we investigate its connection between a subclass of uniformly starlike harmonic functions and a subclass of uniformly convex harmonic functions. In Section 5, we present results leading to examples of uniformly starlike (resp. uniformly convex) harmonic mappings in D.
Absolutely Convex Harmonic Mappings
In [1] , a necessary and sufficient condition for a harmonic function f to belong to the class F K H has been proved and it is as follows:
Theorem B. Let f = h + g be a sense-preserving harmonic mapping of D. Then f ∈ F K H if and only if
for all z ∈ D.
Now, we prove a necessary and sufficient condition for a sense-preserving harmonic function f = h + g to belong to the class AK H . Theorem 1. Let f = h + g ∈ H be a sense-preserving harmonic function in D. Then the following statements are equivalent:
Proof. From the definition of AK H and AK H , it is clear that AK H ⊂ AK H and thus, we first prove that (i) =⇒ (ii). Assume the contrary that f belongs to AK H but not in AK H . Then, there exists a disk D(a, r) ⊂ D such that |a| + r = 1 and f (D(a, r)) is not a convex domain. Therefore, there exist w 1 , , r) ). Therefore, f ∈ AK H . This completes the first part of the proof.
Next, we prove that (i) ⇐⇒ (iii). We begin to let f ∈ AK H and define F by
where H and G are analytic in D and
and
From the definition of the class AK H , we have f ∈ AK H if and only if F ∈ F K H for all a ∈ D and θ ∈ R. From equation (4) of Theorem B, it is clear that f ∈ AK H if and only if
As
the inequality (5) is equivalent to
where ζ = e iθ (z + a)/(1 + az) and b = ae iθ . On simplification, the above inequality reduces to
which can be rewritten in the form of inequality (iii) in the statement.
Linear and Affine Invariant Families
In [15] , the author gave a new definition for the order of a linear invariant family L of harmonic mappings f have the form (1) as
and proved upper and lower bounds for the Jacobian of f and many more interesting results (see also [14] ).
, where L is as above. Then, the Jacobian J f of the mapping f with any z ∈ D satisfies the bounds
Next, we shall use the affine and linear invariance properties of AK H to prove growth, covering and area theorems. 
H be of the form (1). Without loss of generality, we may assume that a 2 > 0. In Theorem 1 (iii), we may let ζ = 0, and make use of the facts that h ′ (0) = 1 and g ′ (0) = 0. This gives the inequality
where b = |b|e it = 0. Since the above inequality holds for each b ∈ D, we have
Set t k = t + (k/3)π, for t ∈ R and k = 0, 1. From the above inequality, it is clear that Re {a 2 e it k + b 2 e 3it k } ≤ 1 for all t k ∈ R and k = 0, 1, which shows that
Re {a 2 e it + b 2 e 3it } + Re {a 2 e i(t+π/3) − b 2 e 3it } = Re {a 2 e it (1 + e iπ/3 )} ≤ 2 for all t ∈ R. Now, we choose t such that a 2 e it = |a 2 |e −iπ/6 . Then the last inequality is equivalent to |a 2 | ≤ 2/ √ 3. Since every function in the class AK H can be obtained by composing a function from the class AK 0 H with affine mapping, it is easy to see that for functions f = h + g ∈ AK H with the representation as in (1), the corresponding second coefficient a 2 satisfies the inequality
From a result of Sheil-Small [13] on linear invariant families of univalent harmonic mappings, we obtain the following inequality
H . Allowing r → 1 − in the left hand side of above inequality, we conclude that the range of f contains a disk of radius at least √ 3/( √ 3 + 4). (
+2
.
Moreover, A(f (D r )), the area of f (D r ) have the following bounds.
+1
Proof. From Lemma C and Theorem 2, it follows that ord AK H = 2/ √ 3. The proof for the inequalities (7) follows from Theorem D. To find the upper bound and lower bound for A(f (D r )), let us consider
The lower bound for A(f (D r )) follows in a similar way. Proof. Let f be of the form (1) and f ∈ UK 0 H . By setting z = 0 and allowing |ζ| → 1 − in (2), we have
The rest of the proof is similar to the proof of Theorem 2 and hence we omit the details. 
Alexander Type Theorems for the subclasses US *
H and UK H A complex valued function f ∈ C 1 (D) is said to be uniformly starlike in D (see [11] ) if f is fully starlike in D and maps every circular arc γ ζ contained in D with center ζ ∈ D, to the arc f (γ ζ ) which is starlike with respect to f (ζ).
Let US * H (resp. US 0 * H ) denote the class of all mappings f ∈ S H (resp. f ∈ S 0 H ) that are uniformly starlike in D. Recently, in [11] these classes have been introduced and studied. In particular, the following results are derived.
and the strict inequality holds when ζ = 0.
Then f is univalent and uniformly starlike in D. In particular, if f ∈ H and satisfies the conditions (i) and (ii), then f ∈ US * H .
Theorem F. [11]
Let f = h + g have the form (1) and satisfy the condition
Then f ∈ US * H . Alexander's theorem for analytic function states that f ∈ K ⇐⇒ zf ′ ∈ S * , but there does not exist a similar two way implications between the classes UCV := UK H ∩ {f = h + g : g ≡ 0} and UST := US * H ∩ {f = h + g : g ≡ 0} (see [6, 12] ). It is possible to present a one way bridge between the subclasses of US * H and UK H . Now, we introduce an operator f = h+g → Λ f = Λ h +Λ g taking function f ∈ US * H into Λ f ∈ UK H . Our particular emphasize will be when Λ h = H a,b (h) for a, b ∈ R, a = b, a > −1 and b > −1, where
where h(z) = z + ∞ n=2 a n z n . These integral transforms actually leads to the convolution of f with certain classes of special functions (see [10] ). In particular, we get Bernardi type operator in the limiting case when b → ∞. As in [10] , here are two limiting cases of H a,b (h) given by
Note that
Theorem 5. Suppose that f = h + g ∈ H is of the form (1) and satisfies the coefficient condition (8) . Set H = Λ h and G = Λ g . The harmonic function F (z) = H(z) + G(z) ∈ UK H , provided a > −1, b > −1 and satisfy one of the following conditions:
(ii) ab > 3 and a
Proof. Suppose that f is of the form (1) and satisfies the inequality (8), i.e.,
We may write F (z) as
From (3), it suffices to show that the coefficients of F (z) satisfy the condition
We shall show that this holds provided either (i) or (ii) hold. It is a simple exercise to observe that (11) holds whenever ϕ(n) ≥ 0 for all n ≥ 2, where
If a, b > −1 and 3 − ab ≥ 0, then ϕ(n) > 0 for all n ≥ 2.
Next, we consider the case 3 − ab < 0. In this case, we rewrite
which gives that ϕ(n) ≥ 0 for all n ≥ 2, whenever
Thus, under (ii), the desired conclusions follow.
Remark 3. In the proof of Theorem 5, if ab > 3, a 2 b 2 − 4ab − 2(a + b) > 1 and ⌊r 1 ⌋ − ⌊r 2 ⌋ = 0, then the function F (z) defined in Theorem 5 belongs to the class UK H , where r 1 and r 2 are real roots of the equation ϕ(n) = 0 and ⌊x⌋ denotes the greatest integer less than or equal to x. For example, if we take a = 2 and b = 59/20, then neither the condition (i) nor (ii) of Theorem 5 is satisfied. But, in this case
Consequently, the corresponding F (z) with a = 2 and b = 59/20 is in UK H .
We now consider two special cases of Theorem 5.
Case (i) If we allow b → ∞ in Theorem 5, then the harmonic function F (z) reduces to F (z) = H a,∞ (h)(z) + H a,∞ (g)(z), where H a,∞ (h) is defined by (9) . We conclude that the harmonic function F (z) is univalent and uniformly convex in D, whenever a ∈ (−1, 0].
Case (ii) If we take a = b in Theorem 5, then the harmonic function F (z) reduces to F (z) = H a,a (h)(z) + H a,a (g)(z), where H a,a (h) is defined by (10) . It follows that the harmonic function F (z) is univalent and uniformly convex in D, whenever
Indeed we have
A n = 1 + a n + a 2 a n and B n = 1 + a n + a 2 b n for n ≥ 1.
As in the proof of Theorem 5, for F to be univalent and uniformly convex in D, it suffices to verify the inequality (3), with A n and B n as given in (12), which indeed holds provided (a + 1)
It is easy to see that
which gives the stated range for a. This is handy instead of considering the conditions (i)-(ii) of Theorem 5 with a = b.
Theorem 6. Suppose that F = H + G ∈ H, G ′ (0) = 0 and satisfies the coefficient condition (3). For h a and g a defined by
,
Proof. The proof is similar to the proof of Theorem 5 and so we omit its details.
Applications and Examples
Here, we consider harmonic mappings whose co-analytic parts involve Gaussian hypergeometric function. The Gaussian hypergeometric function 2 F 1 (a, b; c; z) is defined as
where a, b, c ∈ C, c = 0, −1, −2, · · · , and (a) n is the Pochhammer symbol defined by (a) 0 = 1 and (a) n = a(a + 1) · · · (a + n − 1) (n ∈ N). The series (13) is absolutely convergent for |z| < 1. Moreover, if Re (c) > Re (a + b), then it is also convervent for |z| ≤ 1. The following well-known Gauss formula [16] and Lemma G given below are crucial in the proof of our results of this section:
Lemma G. [9, Lemma 3.1] and [7] . Let a, b > 0. Then we have the following (a) For c > a + b + 1, 
From the formula (a) of Lemma G, (15) is equivalent to 2K ≤ 1 and thus f 1 ∈ US * H , by Theorem F.
(b) For the proof of Case (b), we consider g 2 (z) = (α/2)(F (a, b; c; z) − 1) so that f 2 (z) = z + g 2 (z). Using (14) it follows that
which is equivalent to (16) and hence by the coefficient inequality (8), f 2 ∈ US * H .
(c) For f 3 (z), we have f 3 (z) = z + g 3 (z), where
and thus, we find that
which is equivalent to (17). Again by Theorem F, we conclude that f 3 ∈ US * H . The case a = 1 of Theorem 7 gives Corollary 1. Let b and c be positive real numbers and α ∈ D.
(a) If Proof. Following the procedure of the proof of Theorem 7, it is enough to prove that the coefficients of the functions g 1 (z), g 2 (z) and g 3 (z) defined in the proof of Theorem 7 satisfy the sufficient condition given in Theorem A for the functions f k 's (k = 1, 2, 3) to be in UK H . Thus, a calculation shows that 
