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Abstract 
This study examines the influence of trade openness on foreign direct investment (FDI) 
inflows in emerging market economies. The study focuses on a sample of 15 emerging 
market economies during 1992-2006. The econometric framework utilised in the study 
consist of panel data analysis, although the pooled OLS model is first estimated in order 
to give the reader a sense of what to expect in the main results.  
 
Using alternative estimation techniques, the study shows that, indeed, trade openness 
carries with it the potential of harnessing more FDI into emerging market economies but 
this need to be complemented by appropriate macroeconomic and sectoral policies. 
Notably, as the results of the study suggest, foreign investors generally consider the 
host country‟s market size, its labour market practices with respect to the real wage, 
and the current and expected rates of inflation, in order to invest in the country.  
 
The results from the study suggests that, given identical trade openness strategies, 
emerging market economies that have larger market sizes are likely to be more 
successful in attracting FDI than those with smaller market sizes. The evidence also 
suggests that, given identical trade openness strategies, emerging market economies 
that have lower real wages and lower price inflation are likely to be more successful in 
attracting FDI than those with high real wages and high or variable price inflation. 
Finally, the findings of this study do not provide strong evidence in support of the fact 
that infrastructural development, property rights and external debt matter in attracting 
FDI into emerging markets.  
 
The policy implications of this study for South Africa, which is currently contesting for 
FDI with the fast growing and relatively larger economies of Brazil, Russia, India and 
China (otherwise referred to as, BRICs), is that urgent attention needs to be given to the 
rising prices and wages provoked by increasingly strong unions, and weak anti-trust 
regulations in the country, in spite of a fairly successful inflation targeting framework 
adopted a decade ago. 
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CHAPTER 1 
INTRODUCTION 
 
1.1 BACKGROUND TO THE STUDY 
 
The growing interest in research on trade and foreign direct investment (FDI) has been 
a product of a broader interest in the forces propelling the ongoing integration of the 
world economy, otherwise referred to as, globalisation (WTO News, 1996). Renewed 
curiosity in FDI within the trade community has been stimulated by the perception that 
trade and FDI are sometimes alternatives, although recent evidence seems to suggest 
some form of complementarity between the two.   
 
Globalisation as a process has resulted in the world being brought together. As a result, 
the world has been turned into a global village with the increasing integration of different 
segments of the political, social and economic landscape of countries. Since its 
inception, the World Trade Organisation (WTO) has been endeavouring to reduce and 
eliminate trade restrictions so as to promote free trade among nations (Goldstein et al., 
2007). Its chief aim has been to ensure that trade is conducted in harmony amongst 
countries without unnecessary impediments in the form of quotas, tariffs and other trade 
barriers.  
 
Since trade openness and FDI are products of the world integration process and both 
have impacts on economic growth, it is important to have a clear understanding of the 
direction and strength of the association between them. According to Koffi Annan, the 
former United Nations Secretary General, “The main losers in today’s unequal world are 
not those too much exposed to globalisation but those who have been left out” (Van 
Den Berg, 2004). 
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1.2 PROBLEM STATEMENT 
 
Whilst existing literature on the subject seems to have focused predominantly on the 
link from FDI to trade, the reverse relationship (trade to FDI) does not seem to have 
received adequate attention in the literature. For instance, Chang (2005) and 
Kosekahyaoglu (2006), Cannonier et al (2007), Abor et al (2008), Kamath (2008), Cetin 
and Taban (2009) and Hailu (2010) have all focused on the causation from FDI to trade 
in emerging market countries and found a positive complimentary relationship between 
the two. 
 
A number of other studies that have investigated the reverse relationship (from trade to 
FDI) in the context of emerging market economies generally have the limitation of either 
focusing on single-country case studies or covered a limited time range (see for 
instance, Erdal and Tatogla (2002), Gray (2002), Janicki and Wunnava (2004), 
Waheeduzzaman and Rau (2006), Liu (2008), Vogiatzoglou (2008) and Jajri (2009). 
 
Although the study by Waheeduzzaman and Rau (2006) covered a large number (26) of 
countries in an attempt at examining the trade-FDI link in emerging market economies, 
their study did not focus on trade openness per se, but rather on the association 
between market potential and foreign direct investment.  
 
This study proposes to examine the relationship between trade and FDI, using a much 
broader sample of emerging market economies and covering a much longer time span 
than any of the previous studies mentioned above. Thus, the contribution of the study is 
in expanding the sample of study and the time period of analysis, both in an attempt at 
testing the robustness of previous results. 
 
In addition to the need for an updated research encompassing many emerging market 
countries than included in previous studies, it remains also to be tested if the link 
between these two variables is strong or weak, particularly in the context of emerging 
market economies. A confirmation of the strength of the association between FDI and 
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openness would assist policy makers and responsible state departments in decision-
making on trade liberalisation as an instrument for attracting FDI. Furthermore, the 
outcomes from the investigation of the direction and strength of the association between 
trade openness and FDI in emerging market economies may necessitate the 
investigation of important pro-FDI features prevalent in emerging market economies and 
those that are absent. Consequently, the results would reinforce the introduction or 
improvement of these factors so that emerging economies fully harvest the benefits of 
globalisation. 
 
1.3 RESEARCH OBJECTIVES  
 
The foremost objective of this study is to investigate the impact of trade openness on 
foreign direct investment (FDI) inflows in emerging market economies. If there is indeed 
an impact, a further objective would be to establish the robustness of this impact 
(whether strong or weak). The answers to these important questions would inform policy 
initiatives that seek to maximise the gains from further trade liberalisation.   
 
1.4 RESEARCH DESIGN AND METHODOLOGY 
 
The study will be carried out by conducting an in-depth review of literature and empirical 
evidence. Journals and books will be used to build up the theoretical argument for the 
research. Prior to the application of formal econometric methodology, several 
descriptive statistics tests and correlations will be conducted. The main purpose for this 
is to verify data behaviour and to see size and signs of correlations between the 
dependent and the independent variables before applying relevant econometric models. 
The overriding objective is to construct reliable and valid models, which can provide us 
with unbiased results. 
 
FDI inflows (FDI) will be used as the response variable. Furthermore, Trade openness 
(OPEN) will be employed as the principal explanatory variable. To test the robustness of 
the relationship between FDI and Trade Openness, the estimation model would include 
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a number of control variables that are standard in the FDI-Trade literature. Accordingly, 
the estimation model utilised in this study follows the works of Heese (2000), Lewis 
(2001), Jenkins and Thomas (2002), Ramirez (2006), Kersan-Skabic and Orlic (2007) 
which claim that FDI inflows are determined by market size, labour market conditions 
and wage costs, macro-economic conditions, human capital development, government 
expenditure on infrastructure, financial risk, perceptions of risk, and privatization.  
 
The analysis in this study focuses on a sample of selected emerging market economies 
using panel data framework. The econometric model uses yearly data and the time 
frame will span for 15 years (1992-2006). This study is unable to use data prior to 1992 
owing to data unavailability for these years in some countries under consideration. The 
15 emerging market economies included in the study are South Africa, South Korea, 
Malaysia, Mexico, Hungary, Czech Republic, Poland, Chile, Colombia, Peru, China, 
Indonesia, Philippines, Thailand and India. Thus, the model has 225 data points. The 
data for most of the variables was acquired from World Bank Global Economic 
Indicators (WBGDI) under World Development Indicators (WDI) category. 
 
Unlike in most previous studies, with the exception of  Waheeduzzaman and Rau 
(2006), Liu (2008) and Vogiatzoglou (2008), this study utilises the panel data technique, 
which is ideal when dealing with multi-country analysis, especially when the direction of 
the relationship between variables is important as well. It seems from the foregoing that 
panel data analysis is not a traditionally utilised empirical technique for analysing the 
influence of trade openness on FDI inflows in emerging market economies. If this 
assertion is indeed true, it then implies that a further contribution of this study is in its 
empirical methodology.  
 
The empirical analysis procedure employed in this study follows log-linear regression 
estimation, as done by Harrison (1996). This follows the argument that variables must 
be lagged to meet with the requirement of stationarity in regression analysis. However, 
it is important to mention that there are several estimation and inference problems 
associated with panel data. These problems mainly arise due to heteroskedasticity and 
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autocorrelation. The FDI model will firstly be estimated by ordinary least square (OLS) 
and least square dummy variable (LSDV) techniques. The argument for employing 
these models is to determine a priori, whether emerging market economies being 
examined are homogeneous or heterogeneous in terms of the effects of explanatory 
variables on FDI inflows. However, based on the outcome of the first models, either the 
restricted or unrestricted model would be used. Thus, the Hausman test will be used to 
choose between the Fixed Effects or Random Effects model.  
 
1.5 ORGANISATION OF THE STUDY 
 
This study comprises five chapters, which would be distributed as follows: Chapter two 
offers a brief discussion on the theoretical underpinnings surrounding the influence of 
FDI inflows on economic growth. In addition, the chapter closely examines the existing 
theoretical and empirical evidence pertaining to the association between trade 
openness and FDI inflows. Chapter three discusses the methodology and analytical 
framework used in this study, including the Ordinary Least Squares (OLS), Least 
Square Dummy Variable (LSDV), Fixed Effects and Random Effects (RE) models. The 
results generated by the models are presented and discussed in Chapter 4. The 
presentation and discussion of the results is done chronologically as per each of the 
methodologies discussed in the preceding chapter. Chapter five provides a summary of 
the key findings, their policy implications and suggestions for further research. 
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CHAPTER 2 
LITERATURE REVIEW 
 
2.1 INTRODUCTION 
 
This chapter reviews the literature on the impact of FDI inflows on economic growth to 
justify the interest of the study in FDI inflows. The chapter subsequently reviews the 
theoretical and empirical evidence on the association between trade openness and FDI 
inflows. Thus, the chapter comprises two main sections, each discussing the main 
theme; 2.2: Review of literature on FDI inflows and economic growth, and 2.3: Review 
of literature on the association between FDI inflows and trade openness.  
 
2.2 REVIEW OF FDI INFLOWS AND ECONOMIC GROWTH LITERATURE 
 
The contribution of FDI inflows toward economic growth in the host countries is 
presented in this literature review section. There are two major contending schools of 
thought on this subject. One school of thought argues that there is a positive 
relationship between FDI inflows and growth, while the other school of thought claims 
there is a negative relationship between the two variables. These two opposing schools 
of thought are now discussed in the sub-sections below: 
 
2.2.1 THE SCHOOL OF THOUGHT CLAIMING A POSITIVE ASSOCIATION 
BETWEEN FDI AND ECONOMIC GROWTH      
 
Many studies have concluded that FDI may accelerate economic growth in the host 
countries by affecting the growth-driving factors. These encompass, enhancing 
technological capabilities, augmenting domestic investment, fostering competition, 
enhancing exports, transfer of managerial expertise, generating employment, improving 
financial systems and increasing government revenue. It is claimed that FDI played a 
major role in the rapid growth of China since the 1980s (Lee, 2005). Thus, FDI has been 
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considered as one of the major factors underlying the economic growth experienced by 
many developing countries (Jajri, 2009). 
 
Technological progress is one of the pronounced dynamic gains that developing 
countries may obtain due to FDI. Studies have shown that most of the developing 
countries are very much devoid of up-to-date or state-of-the-art technology. FDI, by 
contributing to technological diffusion, leads to the transfer of technology through 
multinational firms. According to Di-Benedetto et al. (2003) technological transfer from 
the developed to developing countries continues to be the major force behind 
industrialisation and economic growth for developing economies. Furthermore, Quazi 
(2007) argues that since early 1980s, developing countries have generally welcomed 
FDI, recognising its manifold benefits such as provision of capital and the transfer of 
technology.  
 
Technological transfer leads to an improvement in technology or technological progress 
in the host country. This saves time and reduces costs by giving rise to efficiency in 
production (Yin, 1999). More output will be produced using fewer inputs (productivity). 
The overall effect is often a reduction in prices and economic growth. Transitional 
corporations also play a substantial role in conducting Research and Development (R & 
D), which is essential for innovation and upgrading technologies (UNCTAD, 1999). 
 
One should realize that technological progress does not only benefit the industrial 
sector, but also the primary and tertiary sectors. For instance; the increased use of 
private technology has led to higher yields and incomes, allowing farmers and 
consumers to reach higher levels of welfare in Bangladesh, India, Turkey and 
Zimbabwe (Gisselquist et al., 2002). 
 
FDI plays a fundamental function in enhancing the flow of investment funds to countries 
where capital is scarce. It augments country‟s investment by allowing for greater access 
to external resources needed to finance domestic investment. According to UNCTAD 
(1999) FDI is the largest source of external finance for developing countries. Thus it fills 
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the resource gap between targeted investment and mobilized local savings (Todaro and 
Smith, 2003).  
 
It is of paramount importance to note that apart from providing sophisticated 
technologies in production processes, multinational companies also transfer modern 
machinery and equipment to capital-deficient countries, resulting in capital accumulation 
(Todaro and Smith, 2003). In overall, FDI adds to the existing physical and financial 
stock. Capital accumulation together with technological progress enables the economy 
to produce welfare enhancing output and thus leading to economic growth. 
 
Kinunda-Rutashobya (2003) argues that one of the effective ways to close the 
persistent ideas gap, which seems to be a phenomenon in LDCs and emerging market 
economies‟, is by attracting FDI. Multinational firms provide management ideas and 
experience, entrepreneurial abilities and technological skills by means of training 
programmes and learning-by-doing (Todaro and Smith, 2003). 
 
Thus, the presence of foreign firms may result in spillover effects whereby local firms 
acquire knowledge, expertise and business ideas from them. Enhanced managerial 
skills coupled with advanced technologies result in enhanced efficiency and productivity 
gains in the local firms (Zhang, 2001). As a result, it may lead to lower production costs, 
high quality goods, economic growth and lower prices of products being produced by 
domestic firms. The positive result may enhance the host country‟s standards of living.  
 
Furthermore, FDI stimulates competition in the host country domestic market and thus 
destroying monopolies. Due to competition, local firms become efficient. As emphasized 
by Zhang (2001) pressure in the market exerted by foreign firms may lead local firms to 
be more efficient in their operation and introduce new technologies earlier than they 
could without competition.  
 
This could consequently lead to efficiency as a result low production costs with 
anticipation of more quantity and better quality products that are produced at 
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reasonable prices. According to Di-Benedetto et al. (2003) enhanced product quality 
and lower prices results in greater domestic and international competition. 
 
Foreign firms may assist host countries in accessing international markets. These firms 
usually have better knowledge about cultures, beliefs and income levels of the targeted 
international markets. This may lead to an expansion of the host country‟s exports. 
 
More so, it is generally agreed that foreign firms often exploit host countries‟ resources 
and create a comparative advantage (Hua-Ku and Chen, 2002). The firms would then 
produce goods which they sell to their home countries and other parts of the world, 
thereby boosting the host country‟s exports.  According to Todaro and Smith (2003), 
FDI does not only reduce current account deficit but can eradicate it over time if the 
foreign firms can generate a net positive flow of the export earnings. 
 
FDI plays a substantial role in generating, safeguarding and upgrading employment for 
the local population in the host countries. According to the United Nations report, foreign 
subsidiaries of 64 000 transitional corporations (TNCs) provide 53 million jobs 
(UNCTAD, 1999). This results from building plants and factories, establishing foreign 
marketing and distributing organizations and mergers and acquisitions in developing 
countries motivated by the need to exploit cheap labour and other resources.  
 
Increased local firms‟ productivity (due to an improvement in technology, managerial 
expertise and tough competition) and widening export markets may be the other 
guaranteed sources of employment. In the long run increases in investment and exports 
can lead to rapid economic growth through the multiplier process, and hence creating 
more employment. Furthermore, foreign firms may train workers and managers whom 
domestic firms can later employ (Zhang, 2001). 
 
Foreign investment is also regarded as a steadfast source of tax income. FDI plays a 
very significant role in filling the space between the desired government tax revenues 
and locally raised taxes. Governments may raise financial resources for development 
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projects by taxing multinational companies‟ profits and participating in their local 
operations (Todaro and Smith, 2003). 
 
In conclusion, the above arguments view FDI inflows as an effective means of 
generating and sustaining economic growth in the host countries through enhancing 
technological capabilities, augmenting domestic investment, fostering competition, 
enhancing exports, transfer of managerial expertise, generating employment, improving 
financial systems and increasing government revenue. However, it is significant to note 
that failure to create a conducive environment that attracts FDI may result in little foreign 
investment flowing into the host countries.  
 
2.2.2 THE SCHOOL OF THOUGHT SUGGESTING A NEGATIVE ASSOCIATION 
BETWEEN FDI AND ECONOMIC GROWTH      
 
Whilst FDI can be accredited for bringing the above mentioned dynamic gains to the 
host countries, it can also work as an impediment towards economic growth and 
development. Foreign investment may lead to monopolies, current account deficits, 
unemployment, environmental degradation, decline in economic welfare, poor trade 
practices and other consequences. 
 
Foreign investment may drive domestic firms out of the market through intense 
competition, due to strong economic power of multinational companies (Ram and 
Zhang, 2002). Foreign firms often take advantage of lower production costs (economies 
of scale) and charge lower prices. Local firms, infant industries in particular, which are 
still producing at higher production costs often do not survive the price competition 
resulting in the closure of these local businesses. The argument is that although infant 
industries might be inefficient in the early stages, they have growth potential of 
producing greater economic gains in the long run, which can be manifested in higher 
standards of living for the majority of the local population (Yong-Shik, 2005). 
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Monopolies are undesirable in the sense that they often result in substantial losses in 
consumer surplus and societal welfare losses. They produce less than desirable output 
(socially optimal output) at higher than optimal prices. Thus monopolies compromise 
people‟s social welfare. In general, this leads to deadweight loss that does benefits 
neither producers, consumers nor the government. This occurs when resources are 
allocated inefficiently and sub-optimally. Basically resources will not be fully utilized. 
 
FDI may result in host countries losing control over their strategic industries such as 
telecoms, banking, electricity, water and transport sectors (Siddiqi, 2005). These 
sectors of strategic importance to host countries could enable them generate greater 
welfare to their citizens, if domestically managed. Leaving them open to foreign 
competition might lead to “missing markets or market failures”. Given foreign firms‟ profit 
orientation, they will typically channel resources where they can maximise profits and 
therefore undermine the ordinary citizens‟ welfare. The result will be under-provision of 
merit goods and or no provision of public goods. 
 
In certain instances, some foreign firms such as automobile and cell phone industries 
do not have plants in the host countries. This creates current account deficits as they 
import capital equipment and intermediate products usually from their overseas affiliates 
and often at inflated prices. According to Brouthers et. al. (1996) multinational firms 
have a tendency of using FDI for market access and penetration and consequently 
increasing the host countries‟ imports levels. Foreign firms usually repatriate their profits 
back to their home countries. Thus these profits do nothing for the benefits of the host 
countries. Furthermore, Verme (2005) contends that FDI leads to capital inflows that 
generate a credit boom, resulting in households reducing their savings and shifting their 
consumption towards imported goods. This worsens the host countries‟ trade balances 
and causes trade deficits. 
 
Marrioti and Piscitello (2003) note that foreign firms, whilst exploiting low-cost 
production in the host countries, tend to substitute domestic employees with employees 
from the foreign affiliates. Due to contraction of demand for the local products as a 
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result of credit boom (increasing the demand for imports) and cheap imports brought in 
by foreign firms, many people lose their jobs generating high unemployment and 
frustrations amongst the local population.  
 
Once international giants have managed to conquer the domestic markets, they may 
take this opportunity to exploit the country‟s resources such as raw materials and 
minerals. This results in environmental degradation and faster depletion of natural 
resources. Foreign firms may also take advantage of host countries‟ poor environmental 
protection policies and pollute the environment (water and air pollution). They can also 
exploit labour, what we call exploitation of men by other men, through low wages and 
long working hours if the labour unions are not well established. 
 
FDI might cause distortions in the host nations‟ policies in an attempt at attracting 
foreign investors (Ram and Zhang, 2002). Host countries‟ governments may be forced 
to reduce their taxes and increase subsidies in order to attract foreign investment. This 
undermines citizens‟ economic welfare as these resources could have been channeled 
towards education, health, housing and other development programmes in the host 
nations‟.  
 
Most importantly, reducing taxes and increasing subsidies require the host country‟s 
government to borrow money from the financial sector. This often drains financial 
resources meant for domestic investment, thus “crowding out” the latter. The result will 
be a general reduction in the level of domestic investment.  
 
Foreign firms may also employ poor traditional practices such as dumping. This is when 
foreign firms sell their products in the domestic market at lower price than the identical 
products sold in their home market, even at a loss to gain market share. Such practice 
referred to as dumping often drives local firms out of the market and then allows foreign 
firms to become monopolies. Developed nations may dump their technologies to the 
developing world, resulting in the latter persistently lagging technologically behind the 
developed economies. 
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It is also not automatic that FDI leads to a transfer of technology to the host countries‟ 
due to costs that are incurred and the barriers posed by the developed world. The main 
problem is that the information technology application packages offered by the 
developed world are far too expensive and are originally often designed to function in 
developed markets (Okunoye, 2003).   
 
In conclusion, both schools of thought seem to possess equal weight. However, what 
filters from the preceding discussion is that caution needs always to be taken in 
designing policies to attract FDI, no matter how desirable it might be to the host country.  
 
2.3 REVIEW OF TRADE OPENNESS AND FDI INFLOWS LITERATURE  
 
The relationship between trade openness and FDI inflows is complex since there are 
various aspects that need to be taken into consideration. The study has endeavored to 
address these aspects in the two subsections below. 
 
2.3.1 VARIOUS STUDIES ON THE RELATIONSHIP BETWEEN TRADE OPENESS 
AND FDI INFLOWS 
 
Findings on the link between foreign investment and trade flows provide a uni-
directional Granger causality between FDI and trade openness, according to the study 
conducted on Turkey by Kosekahyaoglu, 2006. This implies that the direction of 
causality is only from FDI to trade openness and not from trade openness to FDI 
inflows.   
 
Results from other studies suggest either a complementary or a substitution relationship 
between trade openness and FDI inflows, depending on which goods are being 
considered (Aydin, 2010). Theoretically, the explanatory approaches of foreign direct 
investment, for example, the internalisation theory and the eclectic paradigm, and 
general equilibrium trade models that incorporate horizontal multinational firms (MNEs), 
sustain the existence of a substitution relationship between FDI and international trade 
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(Tadesse and Ryan, 2004). Moreover, the fact that the value of intermediate products is 
a component of the value added to the final goods, it could be argued that FDI and 
trade must be net substitutes in the long run.   
 
Models of vertical FDI and considerations concerning demand, for their part, support a 
complementary relationship. If multinational firms were to hold specialised skills, 
enabling the realisation of internal economies associated with vertically linking the 
production of the two sets of goods, the relationship between additional FDI and trade 
flows by these firms could become increasingly complementary (Sekkat and 
Veganzones-Veroudakis, 2007). 
 
A further reason for complementarity between international trade and activity of 
multinational firms arises from the fact that multinational firms typically hold intellectual 
property advantages, such as, technologies and trademarks that might confer them 
larger market shares and hence increase both trade and investment in markets where 
these firms operate. 
 
Whether FDI and trade flows are net substitutes or net complements, these are 
indeterminate on the basis of principles and, as a practical matter, the issue becomes 
an empirical one (Hailu, 2010). Most studies of this relationship in fact tend to indicate 
that the relationship is complementary (Kamath, 2008). Therefore, it is empirically 
difficult to prove substitution between these two variables.  
 
In conclusion, although theoretically, there are reasons that suggest both substitution 
and complementarity effects, empirically, the results almost point to a positive 
relationship. This inevitably leads to the next subsection of the literature review which 
focuses on the positive relationship between trade openness and FDI inflows.  
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2.3.2 STUDIES SUGGESTING A POSITIVE RELATIONSHIP BETWEEN TRADE 
OPENESS AND FDI INFLOWS 
 
Kandiero and Chitiga (2006) argue that amongst other factors, trade openness remains 
ones of the strongest forces determining the volume of FDI inflows in host countries. 
They further emphasise that the need for more investment in the primary, manufacturing 
and services sectors further reinforces the need for trade liberalisation. In addition, other 
authors, notably, Quazi (2007) have highlighted trade openness, among other factors, 
as a key determinant of FDI inflows. 
 
Some national trade policy regimes may significantly attract FDI inflows (Ponce, 2006). 
For instance, some Latin American countries experienced remarkable increase in FDI 
following the implementation of Free Trade Agreements (FTAs). The free trade areas 
implementations were part of Latin American countries‟ economic policy reforms that 
were introduced in the mid-1980s. These policy reforms were prompted by the need to 
adjust their economies and enhance their competitiveness through trade liberalisation, 
privatization of state-owned companies and deregulation of their markets. This 
therefore, implies that emerging market economies could increase their chances of 
attracting more FDI by signing more FTAs.  
 
Pradhan (2010) also notes that trade openness has a significant positive impact on FDI 
inflows in his research on the Indian economy. He therefore suggests that in order to 
attract more FDI inflows into the Indian economy, the government should actively 
pursue its openness policy. 
 
Wahid et al. (2009) uses a sample of African countries during 1990 and 2005 to 
examine the probable determinants of FDI inflows. The findings from their study confirm 
a positive relationship between trade openness and FDI inflows. They add that 
countries that liberalised their trade regimes experienced an increased inflow of FDI. 
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In examining the locational determinants of FDI in Turkey, Erdal and Tatoglu (2002) 
employ Johansen co-integration analysis for the period during 1980-1998. They find that 
trade openness is positively related to FDI inflows in Turkey. This result suggests that 
more liberal trade regime leads to increased FDI inflows in the host country. 
 
Janicki and Wunnava (2004) investigate bilateral foreign direct investments (FDI) 
between the members of the European Union and eight Central and East European 
Candidate (CEEC) economies in transition, pending incorporation into the European 
Union (EU). Cross section data were obtained for Bulgaria, Czech Republic, Estonia, 
Hungary, Poland, Romania, Slovak Republic, and Slovenia for 1997. The results of their 
study confirm a positive relationship between trade openness and FDI inflows.  
 
In diagnosing the Impact of Regional Trade Agreements on Chinese foreign direct 
investment (FDI), Liu (2008) utilises panel data from a set of home countries. The 
findings from this study confirm a positive relationship between FDI inflows and trade 
openness (resulting from regional trade agreements). 
 
Vogiatzoglou (2008) uses panel data analysis to diagnose the determinants of outward 
FDI of each Triad economy within the ASEAN Free Trade Area (AFTA) regional 
integration area during 1995-2004. The results from the study confirm a positive 
association between the host country's degree of openness to the international 
economy and FDI inflows. This result suggests that a country can benefit from an 
increase in FDI inflows if it liberalises its trade regime. 
 
In examining the association between market potential and foreign direct investment in 
26 emerging market economies, Waheeduzzaman and Rau (2006) employ panel data 
for the period during 1960-2000. They find out that trade openness is positively related 
to FDI inflows. 
 
Sekkat and Veganzones-Varoudakis (2007) assess the importance of openness, 
infrastructure availability, and sound economic and political conditions in increasing 20 
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developing countries‟ attractiveness to FDI, using panel data for the period during 1990-
1999. The findings from the study confirm a positive relationship between trade 
openness and FDI inflows. The findings also suggest that trade openness leads to an 
increase in FDI inflows in the host countries. 
In summary, it can be observed from the above literature that trade openness is 
positively associated with FDI inflows. On the basis of the foregoing evidence, one 
could easily argue that in order to attract more FDI in emerging market economies, 
these economies need to pursue greater liberalisation of their trade systems. Thus, 
openness to trade is clearly attractive to foreign investors. When emerging market 
economies open to more trade, they become relatively favourable destinations for FDI. 
However, it should be noted that trade openness alone cannot guarantee enough FDI 
inflows – trade openness certainly needs to be complemented by other support factors.  
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CHAPTER 3 
METHODOLOGY AND ANALYTICAL FRAMEWORK 
 
3.1 INTRODUCTION 
 
This chapter presents the methodology that is applied in this study in order to achieve 
the objectives laid out in the research objectives section of chapter 1. Furthermore, the 
chapter discusses the variable proxies and the sources of data used in this study. As 
indicated earlier, the study examines the influence of trade openness on FDI inflows in 
emerging market economies.  
 
The chapter is structured as follows: Section 3.2 discusses the empirical model. Section 
3.3 discusses the choice of estimator. Section 3.4 explains the model specification. 
Section 3.5 discusses estimation strategy. Section 3.5 explains the data, variables and 
sources. Section 3.6 draws together the conclusions.  
 
3.2 EMPIRICAL MODEL 
 
This study seeks to answer the following two questions, namely, is there any direct 
effect of trade openness on foreign direct investment inflows in emerging market 
economies? Secondly, if there is indeed a relationship between them, how robust is it?   
 
To answer these questions, the regression model is specified as follows:  
 
FDI inflowsit = α + βiOPENi + γiGDPit + δiTELECOMit + ηiPRit + θiWPit + ρiEDit + μi + εit   
(1) 
Where: 
 
- FDI inflowsit is the Foreign Direct Investments annual inflows during 1995-2006.  
- OPENi is the trade openness in selected emerging economies.  
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- GDPit is Gross Domestic Product in selected emerging economies.  
- TELECOMit is Telecommunication infrastructure in selected emerging 
economies.  
- PRit is the Property Rights in selected emerging economies.  
- WPit is the Wages and Prices in selected emerging economies.  
- EDit is the External Debt in selected emerging economies.  
- εit is a vector of error terms and μi is a vector of individual country effects 
reflecting unobservable country heterogeneity. 
 
FDI inflows are used as the dependent variable in this model and trade openness will be 
the principal explanatory variable. GDP, telecommunications, property rights, wages 
and prices, and external debt are included as control variables. The framework of this 
model follows the works of Heese (2000), Lewis (2001), Jenkins and Thomas (2002), 
Ramirez (2006), Kersan-Skabic and Orlic (2007) which claim that FDI inflows are 
determined by market size, trade openness, labour market conditions and wage costs, 
macro-economic conditions, human capital development, infrastructural development, 
financial risk, perceptions of risk, financial development and privatization.  
 
The above studies confirm a positive relationship between FDI inflows and trade 
openness, market size, human capital development, infrastructural development, 
financial development and privatisation. They, however, confirm a negative association 
between FDI inflows and labour market conditions and wage costs, macro-economic 
conditions (proxied in most cases by inflation), financial risk and perceptions of risk. 
More so, Jenkins and Thomas (2002) reveal that the size of the market can be 
determined by the number of people to whom the products can be distributed to, and 
their disposable income levels. This implies that GDP growth plays a vital role in 
attracting FDI in emerging economies. According to Kersan-Skabic and Orlic (2007), 
foreign firms favour countries where they see the opportunity to maximize profit, 
signaled by a huge market size. This latter authors highlight that demand in a country is 
defined by market size. They argue that foreign investors can only judge the market size 
of a country by the size of the gross domestic product (GDP). This study thus uses GDP 
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as a proxy for market size. Thus a positive association may be expected to exist 
between FDI inflows and GDP. 
 
There are mainly two methods that are used in the literature to measure trade 
openness. The first one is by adding imports to exports and then dividing these by GDP. 
This method has been used by various authors (Sethi et al., 2003; Hassan, 2005; Chen 
and Gupta, 2006; Resosudarmo and Vidyattama, 2006; Nair et al., 2006 and Sarkar, 
2008). The second method consist of dividing exports by imports as done by (Barro, 
2000; Chen and Gupta, 2006). This study follows the first method because it is more 
widely used in literature.  
 
Telecommunications is a proxy for infrastructural development and has been included 
as a control variable in this model. According to Erdal and Tatoglu (2002), foreign firms 
are attracted to invest in countries where there is well developed infrastructure. Good 
infrastructure leads to efficient communication and transportation, let alone the smooth 
flow of goods and services. This implies that a positive relationship is expected between 
FDI inflows and telecommunications. 
 
Property Rights is a proxy for the perceptions of risk. Perceptions of risk encompass 
factors such as political and foreign exchange stability and the quality of governance. 
Jenkins and Thomas (2002) identify the perceptions of bad governance, volatile 
exchange rates and/or foreign exchange deficiency to be the pertinent factors deterring 
FDI inflows in the host countries. Foreign exchange risk results from the instability of the 
currency value which is considered by firms producing for both local and regional 
markets and the availability of the currency is considered for importing and repatriating 
profits. In this instance, the removal and reduction of foreign exchange controls for 
foreign companies will ensure FDI inflows in emerging economies. 
 
The quality of governance is measured by factors such as interventions in property 
rights, corruption and bureaucratic uncertainty. In order to reduce the perception of risk 
there is need to ensure that an unwavering and predictable political atmosphere is built 
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and maintained (Jenkins and Thomas, 2002). Negishi (2007) argues that to promote FDI 
inflows it is necessary to have a stable government that executes economic policy 
effectively, which in turn, lessens uncertainty and other economic risks.  
 
Wages and prices is a composite variable; that is a combination of the wage costs and 
inflation variables. However, this variable merits to be discussed in detail. Wage 
differentials between the host and the source country are regarded to be the major 
determinant of FDI inflows given the international labour mobility complications (Kimino 
et al., 2007). The latter authors, therefore argue that a rise in host country wages is 
detrimental to FDI inflows. Sethi et al. (2003) highlight that international firms are 
attracted to low wages in Asia, which is why they are increasing their investment in 
these countries. 
 
According to Arora (2006) there is a need to reduce labour market rigidities by 
enhancing skills so as to encourage FDI inflows. Strict employment protection 
legislations will not only reduce the expected returns from FDI but their variability as 
well, since it becomes difficult for foreign firms to adjust to supply and demand shocks 
(Fedderke and Romm, 2004). The above arguments imply a negative relationship 
between FDI and labour market conditions and wage costs. 
 
Price stability is a proxy for macroeconomic conditions. Macroeconomic stability is 
regarded as a significant factor in attracting FDI. Therefore the consistency and 
credibility of monetary and fiscal policy has become increasingly relevant for luring 
foreign investment. Let alone, the evidence of a country undergoing economic policy 
reformation (Jenkins and Thomas, 2002). A favourable macroeconomic environment is 
manifested by substantial performance on economic growth, price stability and low 
budget deficit. Noteworthy, economic instability is predicted to derail FDI inflows since it 
erodes the returns on investment owing to increased risk premium (Fedderke and 
Romm, 2004).  
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Kersan-Skabic and Orlic (2007) argue that price stability is a reflection of a stable 
macro-economic environment. The authors emphasise that a record of low inflation rate 
and prudent fiscal policies serve as indicators to potential investors on how dedicated 
the government is. Thus, more foreign investment is lured by low inflation rates. 
Furthermore, unstable inflation rate causes investors to be hesitant to commit significant 
resources in the host country because of uncertainty (Jenkins and Thomas, 2002). 
Thus, a negative relationship is expected to exist between FDI inflows and prices.  
 
External debt is used in this model as a proxy for financial risk. The influence of financial 
risk on FDI inflows need not be underestimated. Ramirez (2006) reveal that the higher 
the debt service payment to export ratio the greater the probability that a balance of 
payment (BOP) crisis will emerge, which may lead to the imposition of restrictions on 
profit and dividends remittances, thereby depressing FDI flows to the host country. This 
variable also captures the impact of external factors such as increase in the cost of 
credit and the demand for country‟s exports on the economy. Therefore a negative 
relationship may exist between FDI inflows and financial risk. 
 
Table 3.1 Summary of Expected Signs of the Variables 
Variable Economic Theory Expected Signs 
OPEN The removal of trade barriers increases the propensity 
of foreign firms to export. This means that 
multinational firms are likely to invest in those 
countries that are opening their economies to free 
trade. Thus a positive relationship may exist between 
FDI inflows and trade openness.  
Positive (+) 
GDP Higher levels of GDP signals to foreign firms‟ greater 
purchasing power in the host country. They will be 
therefore motivated to invest in that country as they 
see an opportunity to make more profits. Therefore, a 
positive relationship is expected to exist between FDI 
inflows and GDP. 
Positive (+) 
 
TEL An improvement in telecommunications may be a Positive (+) 
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signal to foreign investors for good infrastructure in 
the host country. Good infrastructure facilitates 
communication, transportation and distribution of 
goods and services. Hence, a positive relationship 
may exist between telecommunications and FDI 
inflows. 
Property Rights Countries without proper property rights institutions 
scare away investors, since it becomes more risky to 
invest in a country where your property ownership 
rights are not guaranteed. Therefore, a positive 
relationship is expected to exist between FDI inflows 
and property rights.   
Positive (+) 
Wages and 
Prices 
Wages are an expense to firms; they lead to higher 
costs of production. So higher wages impedes FDI 
inflows in the host. Higher prices also implies that if 
foreign firms were to invest in the host country they 
are bound to experience higher costs of production, 
reflected in wage costs and other inputs. Hence, a 
negative relationship may exist between wages and 
prices and FDI inflows.  
Note: Wages and Prices are acting as proxies for inflation and are 
argued to provide good proxies based on the idea that firms and 
workers take full account of expected inflation in setting current 
wages and prices. 
 Negative (-) 
External Debt A country experiencing higher external debt may 
impose restrictions on profit and dividends 
remittances. Thus, foreign firms may see the potential 
of their profits being reduced in this environment and 
hence are discouraged to invest in such a country.   
Therefore, a negative relationship is expected to exist 
between FDI inflows and external debt. 
Negative (-) 
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3.3 CHOICE OF ESTIMATOR 
 
The main focus of this section is to provide the general framework for the analysis. 
Some descriptions of the econometric techniques are presented. The section will 
consider between fixed effects model and random effect model, however the choice of 
the estimator would be determined by an empirical analysis of the data i.e. whether the 
data is poolable or not.  However, the section begins by examining the panel unit root 
tests employed in the model.   
 
3.3.1 PANEL MODELS 
 
The completion of the stationarity tests is a first necessary step towards estimating the 
regression model specified in equation (1) above. The study examines the influence of 
trade openness on FDI inflows by using a panel data approach. Other scholars who 
have employed the panel approach include Smith and Zoega (2005). However, since 
the poolability test, as shall be fully discussed in Chapter 4, shows that the countries are 
not the same, one cannot rely on the results obtained by the OLS model alone and 
would need to run a Fixed Effects (FE) model.  
 
A Fixed Effects model is more appropriate for this study since it incorporates individual 
country specific effects. Panel datasets combine time-series data and cross-section 
data (Koop, 2008). The observations in panel data encompass at least two magnitudes: 
a cross-sectional dimension indicated by subscript i  and a time-series dimension 
indicated by subscript t . A panel dataset is occasionally called a longitudinal dataset, 
thus is the one where there are recurring observations on the same units. At this point 
we need to explain why panel data has been employed in this study instead of other 
estimation techniques, more specifically, the cross sectional and time series data.  
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3.3.1.1 ADVANTAGES AND LIMITATIONS OF PANEL DATA ANALYSIS 
 
Longitudinal datasets have several strengths that are not found with cross-section and 
time series datasets. Firstly, panel datasets are often very large. This enhances their 
chances of being normally distributed. Thus, the sample under investigation will most 
probably be normally distributed. A larger sample increases the degrees of freedom, 
and therefore deals with the problem of multicollinearity among the explanatory 
variables and hence improves the effectiveness of econometric estimates (Hsiao, 
2003). Secondly, panel datasets facilitate the investigation of dynamics without having 
to rely on retrospective questions that may yield data subject to measurement error. 
Furthermore, conducting longitudinal datasets is costly, and therefore is often well 
developed and has high response rates.  
 
However, while the panel approach has several advantages, it also brings with it some 
drawbacks. Amongst other limitations, longitudinal data faces the problem of omitted 
variable bias. This bias results from the correlation among independent variables 
included in the model and those that were supposed to be in the model but have been 
left out owing to specification error or data unavailability. Longitudinal datasets implicitly 
constrain the active interactions among the variables of interest. They also typically 
conditions on only a relatively small number of variables at a time.   
 
In addition, panel data analysis does not take into account simultaneity bias and hence 
results in the correlation among the dependant variables and the error term. Besides, 
longitudinal datasets are unable to rectify measurement errors and consequently results 
in correlation between the regressors and the equation errors (Hsiao, 2003). The study 
has, however, made attempt to address the above limitations by using factor-
augmented vector auto regressions. Thus, by adopting the FE model in regression 
analysis, these are the drawbacks to expect. 
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3.3.2 ORDINARY LEAST SQUARES (OLS) Model 
 
The OLS model is not a panel model. However, because it forms part of the empirical 
investigations, a brief discussion on it is in order. When there are no temporal or cross-
sectional differences, the data can be pooled across cross-sections and time-series and 
ordinary least squares (OLS) regression can be performed to analyse the data. The 
pooled model can be defined as follows: 
 
itY   itX   ,itv  Where Ni ....1  and  Tt ....1    (2) 
    
Where itY  is the dependent variable, itX  is the independent variables, and itv  is the 
error term distributed normally ( itv ~ NIID (
2,0  v )). This OLS model has got 
assumptions attached to it. The model presumes that the explanatory variables ( itX ) in 
each time period are independent to the error term in each time period: itXE( itv' ) 0 . 
The model also supposes that explanatory variables are not associated with the 
intercept in each time period: itXE( ' ) 0 . Wooldridge (2002) indicates that the OLS 
regression estimation provides consistent estimators as long as the underlying 
assumptions are satisfied. Nevertheless, there are two main models used in panel data 
analysis, which are, Fixed Effects (FE) and Random Effects (RE). 
 
3.3.3 FIXED EFFECTS MODEL (FEM) LSDV 
 
The FEM introduces dummy variables into the model in order to capture the individual 
specific effects related to the cross-sectional units that remain invariable for some time 
and specific effects that are constant for all cross-sectional units in each time period 
(Hsiao, 2003). The dummy variable ranges from 0 to 1. The above observation makes 
the FE model a more appropriate model for this study. 
 
Nonetheless, the FE model is not without its weaknesses. The first problem with the FE 
approach is that the dependent variable is likely to have much smaller variances than in 
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the original specification. Now the explanatory variables are measured as deviations 
from the individual mean, rather than as absolute values. This is likely to have an 
adverse effect on the precision of the coefficient estimates. It is also likely to aggravate 
measurement error bias if the explanatory variables are subject to measurement error. 
The second limitation of the FE model is that the manipulation of data leads to a loss in 
the degrees of freedom. The only way to solve the degree of freedom problem will be to 
use a random effects model in this study. However, the RE model may be implausible 
since we are dealing with a highly heterogenous sample of emerging economies. 
Finally, the FE approach is usually characterised by heterogeneity bias which results in 
loss of estimates (Koop, 2008). 
 
The fixed effects model is expressed by the following equations: 
 
itY = i  + itX itv , Where Ni ...1  and Tt ....1                    (3) 
it i  + itv               (4) 
 
Where itv
2,0(~ VNIID  ); i  represents a cross specific effect, and itv  denotes the 
eccentric error term. In the fixed effects analysis, i  is randomly correlated with itX ,
itXE(  i ) 0  (Wooldridge, 2002). 
 
The justification behind the running of the OLS and the LSDV panel model is to test for 
poolability or heterogeneity. In other words, to examine whether the effect of the 
explanatory variables on the dependent variable (FDI inflows) is the same across all 
emerging market economies or not. However, these two different models will be 
compared by computation of an F-statistic, to test whether the explanatory variables in 
the emerging market economies have a similar impact on FDI or not. Mathematically the 
F-statistic is ascertained by using the following formula: 
 
  
dfrssur
nsrestrictiorssurrssr
F
/
)/)( 
       (5) 
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Where:             rssrconnotes residual sum of square from OLS 
             rssursignifies residual sum of square from LSDV 
             df  refers to the degrees of freedom from OLS 
 
The F-statistic (critical) is derived using the Microsoft Office Excel formulae as follows: 
 
                   F = FINV (probability, deg_freedom1, deg_freedom2)                           (6) 
 
Where:           FINV denotes the inverse of F-statistic (computed) 
                       Probability refers to the probability of 0.05 
                       Deg_freedom1 represents the number of restrictions 
                       Deg_freedom2 connotes OLS degrees of freedom 
 
The null hypothesis for F-statistic is that the countries are poolable, that is, they are the 
same. The alternative hypothesis states that the countries are not poolable. The null 
hypothesis is rejected when the F-statistic (computed) is greater than the F-statistic 
(critical). The implication of non-poolability is that an unrestricted model (FEM or REM) 
is the most appropriate model to be used in the panel data analysis for that particular 
study. 
 
3.3.4 RANDOM EFFECTS MODEL (REM) 
 
In the RE model, the individual specific effects are treated as random variables and not 
as fixed constants (Maddala, 2001). The RE approach assumes that the unobserved 
effects are independently distributed from the explanatory variables. The common 
practice in econometric modeling presumes that the huge number of factors influencing 
the value of the dependent variable and yet not explicitly incorporated into the 
regression as explanatory variables can be captured as a random disturbance term 
(Hsiao, 2003). Thus, the RE model consist of an intercept and independent variables 
only. 
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The RE approach is more applicable when there is a larger cross section because of 
issues of degrees of freedom. If the FE model is used there will be a problem with 
estimation owing to the degrees of freedom as noted above. The REM is also pertinent 
when the study does not cover the total sample. Both intercepts and slopes are not 
constant in this model. Nevertheless, one of the shortfalls of the RE model is that of the 
presence of serial correlation. Serial correlation refers to a situation where the 
regression contains non-stationary variables. 
 
The REM can be mathematically expressed as follows: 
 
itY itX    itu , where Ni .....  and Tt ....1    (7) 
   itu i + itv         (8) 
Where:
 it
u
denotes the compounded disturbance term 
i refers to individual specific effect 
itv  signifies random component 
 

 connotes a common intercept
 
 
In the above expression i ~
2,0( NIID ); itv
2,0(~ vNIID  ). In the random effects 
approach, i  constitute the composite error term that is autonomous to the explanatory 
variables, itX , itXE(  i )= 0. Furthermore, the method accounts for the implied serial 
correlation in the composite error, itu  = i + itv  the same way as the generalised least 
squares (GLS) estimation technique (Wooldridge: 2002). 
3.3.5 PANEL UNIT ROOT TESTS 
 
The standard ordinary least squares (OLS) require that all series are integrated of [I (0)] 
i.e. the series stationary at level. Gujarati (2005) describes a stationarity stochastic 
process as containing constant variance over time and a covariance that is not serially 
correlated. A process of this nature is usually referred to as „white noise‟. There are two 
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important reasons to justify the need for stationarity of data. Firstly, if series are 
stationary it makes forecasting feasible. Secondly, it minimizes the possibility of 
spurious OLS regressions. However, stationarity is a necessary but not sufficient 
condition for co-integration (Granger, 1986).  
 
The various approaches that can be used to test for stationarity encompass visual plots 
of data, autocorrelation function, unit root tests and those that directly test for 
stationarity. If standard regression technique is applied to non-stationary series the 
results may appear good, with significant coefficients and high 2R  but in actual fact they 
will be valueless because they are spurious. The use of non-stationary variables in a 
regression model can make the standard assumptions for asymptotic analysis invalid. 
This means that the usual t-ratios will not follow a t-distribution and the F-statistic will 
not follow an F-distribution (Brooks, 2002). In order to induce stationarity, in a series the 
series must be differenced a certain number of times (Harris, 1995). 
 
However, this study utilises two panel unit root tests, namely the Levin, Lin and Chin 
(2002) abbreviated as LLC and the Im, Pesaran and Shin (1997, 2003) abbreviated as 
IPS to test for the stationarity of variables. These tests deal with the low power of the 
conventional unit root tests by elucidating the cross sectional and time series 
information (Breitung, 2000). These approaches are appropriate to the balanced panel 
technique espoused in this study. Nonetheless the LLC can be deemed a pooled unit 
root test whereas the IPS symbolises a diverse panel test.  
 
3.3.5.1 LLC Test 
 
The LLC test can be expressed by the following equation: 
 
TtNiutyy itiiitit ,...2,1,,...2,1,101       (9) 
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Where a time trend ( it1 ) as well as individual effects ( i ) are incorporated. It should be 
realised that the coefficient of the lagged dependent variable is constrained to be 
homogeneous across all units in the panel and therefore reinforces the significance of 
the deterministic components as an important source of heterogeneity in this model. 
The term itu  is assumed to be independently distributed across individual effects and 
follow a stationary invertible autoregressive moving average (ARMA) process for each 
individual effect and therefore results in the following expression: 
 
    
itjit
j
ijit uU   



1
   (10) 
 
Equation (10) permits for two way fixed effects and unit specific time trends. The fact 
that the lagged dependent variable coefficient is constrained to be consistent across all 
units of the panel emphasises the importance of the unit-specific fixed effects as a 
cause of heterogeneity. LCC presumes uniform autoregressive coefficients among 
individual effects, i.e.  i  for all i , and test the null hypothesis 0H : 0 iP  against 
the alternative hypothesis 0:  iaH  for all i . 
 
Nevertheless, the LLC unit root test is not without its shortfalls. The test is highly 
dependent on the autonomy supposition across individuals, and therefore loses its 
relevance in the presence of cross sectional correlation. In addition, the LLC unit root 
test regards the autoregressive parameters as being the same across the panel: 
  0...: 210   NH  
  0...: 210   NH      (11) 
 
Despite the null hypothesis being practical in some instances, Maddala (2001) argues 
that the alternative hypothesis is more relevant to be ignored in any interesting empirical 
cases. Nevertheless, the limitation of the LLC unit root test has been surmounted by 
IPS (Im, Pesaran and Shin, 1997, 2003). The IPS advocated for a panel unit root test 
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absent of the assumption of the same first order correlation under the alternative 
hypothesis. 
 
3.3.5.2 IPS TEST 
 
The Im-Pesaran-Shin test (IPS, 1997) test extends LLC framework to allow for 
heterogeneity in the value of under it  the alternative hypothesis. Algebraically, the IPS 
equation is presented as follows: 
 itjit
i
j
ijitiiit yyy 

 

 
1
10      [12] 
Where as usual,   i ,,.......2,1 N             Tt .......2,1  
 
The null and alternative hypotheses are defined as follows: 
0H :  0i for all i  against the alternative:  
0{: iaH  for all Ni ;...,1  
         { 0ip  for NNi ,...,11   with NN  10  
 
That allows for some but not all of individual series to have unit roots. 
 
IPS compute separate unit roots for the N cross section units and define their t bar 
statistic as a simple average of the individual ADF statistics, iTt , for all the null as: 




N
I
iTt
N
t
1
1
 
IPS assume that iT t are i.i.d. and have finite mean and variance. Therefore, by 
Lindeberg-Levy central limit theorem, the standardized t-bar statistic converges to a 
standard normal variate as N under the null hypothesis. In order to propose a 
standardization of the t-bar statistic, the values of the mean and the variance have been 
computed via Monte Carlo methods for different values of T and p s i and tabulated by 
IPS (2003). 
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Thus under the null hypothesis, all series in the panel are non-stationary processes, 
under the alternative, a fraction of the series in the panel is assumed to be stationary. 
This is in contrast to the LLC test, which presumes that all series are stationary under 
the alternative hypothesis. The errors ti,& are assumed to be serially correlated with 
different serial correlation properties and differing variances across units. IPS proposes 
the use of a group-mean Lagrange multiplier (LM) statistic to test the null hypothesis.  
 
The ADF regressions are computed for each unit and a standardized statistic computed 
as the average of the LM test for each equation. IPS also proposes the use of a group-
mean t bar distribution, where the statistics from each ADF test are averaged across the 
panel, again adjustment factors are needed to translate the t- distribution of t bar into a 
standard normal variate under the null hypothesis. The IPS demonstrates that their test 
has better finite sample performance than the LLC.  
 
3.4 ESTIMATION STRATEGY 
 
To answer the fundamental research question of whether there is any direct effect of 
trade openness on foreign direct investments inflows, I specify in Model 1, a simple 
baseline regression model in which the dependent variable, FDI inflows, is explained 
only by trade openness. OLS with robust standard errors is utilised in this model, as well 
as in the six subsequent models. 
 
To ascertain the robustness of any eventual relationship between the two variables, I 
estimate in a stepwise manner, five successive models (Models 2-6) each including only 
one of the standard explanatory variables (that is, GDP, TELECOM, PR, WP & ED) at a 
time, besides the trade openness variable. Finally, Model 7 includes all the explanatory 
variables that were examined in models 2-6, besides the trade openness variable.  
 
Due to the bias and inconsistency of OLS estimates, I estimate a full regression model 
for the sample using two alternative estimators, notably, the FE and RE estimators, 
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although the empirical analysis will be based on the results of the model that would be 
determined by the poolability test.  
 
Before arriving at the above mentioned stage, a first necessary step consists of 
conducting a graphical analysis of variables in the model in order to detect any data 
capturing errors and verify structural breaks or drifts that may bias the unit root tests. 
Panel unit root tests using LLC and the IPS tests are conducted to determine the level 
at which variables are stationary. Once the same stationarity level is established the 
next step is to conduct a multicollinearity test so as to drop some of the variables that 
will be highly correlated. Once that is done, an OLS and dummy variable model (LSDV) 
is run to determine the poolability of countries. Once poolability is established the next 
in the empirical process will be to generate FE and RE models. In the last step 
autocorrelation and heteroskedasticity tests are conducted and if any of these is 
present, it will then be corrected.  
3.4.1 OMITTED VARIABLES 
 
A great limitation of this study is that it omits human capital development, financial 
sector development and privatisation. Efforts to incorporate human capital development 
and privatization in the model were frustrated by data unavailability in some countries 
included in the sample. The financial sector development variable was stationary at 
level, whilst the variables included in this model were stationary at first level.  
 
In reinforcing FDI inflows to emerging market economies there exists the need to invest 
in infrastructure. According to Jenkins and Thomas (2002) expenditure in 
telecommunication infrastructure holds more promise for greater flows than other 
investment motivations in the long run. Thus a positive association should exist between 
FDI inflows and telecommunication infrastructure development. 
 
Privatisation plays a pivotal role in the strategy to mobilize foreign investment (Heese, 
2000). Privatisation may harness foreign investment in the medium term. Privatisation is 
an indication of government liberal policies when it comes to ownership of firms, 
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especially with foreign people. Skuflic and Botric (2006) indicate that a well managed 
privatisation process enhances the flow of foreign investment into the host country. 
 
3.5 DATA, VARIABLES AND SOURCES 
3.5.1 DATA AND TRANSFORMATION 
 
This study uses a sample of selected emerging market economies in panel data 
analysis. The econometric model uses annual data from 1995 to 2006. The study is 
unable to use data prior to 1995 due to data unavailability in those years. This means 
that we have 180 observations in this study and 12 time periods, since the study 
investigates 15 emerging market economies. The countries are tabulated below: 
 
Table 3.2 Sample Emerging Economies 
 South Africa  South Korea  Malaysia Mexico  Hungary  Czech Republic  Poland  Chile 
Colombia  Peru  China  Indonesia  Philippines Thailand  India  
 
The empirical analysis procedure employed in this study follows log-linear regression 
estimation, as done by (Harrison, 1996). This implies that the variables under 
consideration are logged to meet with the pre-requisite of stationarity in regression 
analysis. The data for all the variables, namely, FDI inflows (FDI), trade openness 
(openness), gross domestic product (GDP), telecommunications (TEL), property rights 
(PR), wages and prices (WP) and external debt (ED) are obtained from World Bank 
Global Economic Indicators (WBGDI) under World Development Indicators (WDI) 
section. All variables are denominated in constant US$, year 2000. The intuition for 
using a standard currency, US dollars in this case, is to avoid errors that may arise from 
using different currencies. Thus, using a standard currency promotes uniformity. This 
section would not be complete without conducting graphical analysis.  
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3.5.2 GRAPHICAL ANALYSIS 
 
The graphical examination of the series is important before any form of analysis. The 
graphical examination allows for the detection of any data capturing errors and 
verification of structural breaks or drifts that may bias the unit root tests. It also allows us 
to have an idea of trends and stationarity of the data.  
 
Figure 3.1 exhibits visual plots of all variables used in the model in the percentage form. 
All variables are plotted against time to have an idea of their behavior. The variables 
plotted are averages for all countries included in the sample used. 
 
Figure: 3.1 
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In the above graphs it can be observed that all variables exhibit a cyclical behaviour. 
From the above graphs it can be noted that GDP and external debt share very similar 
cyclical patterns. Given the almost identical behaviour of GDP and external debt, it 
should therefore not come as a surprise that the two are highly correlated as shall be 
disclosed in section 4.3. By looking at all the visual plots in Figure 3.1, it is evident that 
all series seem to be stationary at level. Although the graphical analysis serves as a 
benchmark for the formal panel unit root tests, this approach has one drawback of being 
subjective. In order to overcome that problem two panel unit root tests are therefore 
employed namely LLC and IPS with a view to asserting the stationarity properties of the 
data. 
  
3.6 CONCLUSION 
 
This chapter has given an account of the empirical framework this study seeks to follow 
in addressing the objectives of the study. The chapter has therefore looked at the 
variable proxies and the sources of data employed in this study. The specification of the 
model has also been discussed in this chapter. This chapter has also explained the 
regression techniques used in estimation. With the empirical framework put in place, the 
next logical phase is the interpretation of empirical results, which is the subject of the 
next chapter. 
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CHAPTER 4 
EMPIRICAL RESULTS AND INTERPRETATION 
 
 
4.1 INTRODUCTION 
 
The purpose of this chapter is to present and interpret the results of the empirical 
process described in the preceding chapter. Thus, this chapter reports the results 
obtained from the FEM, OLS and REM models.  
  
The chapter is divided into the following sections: Section 4.2 presents and interprets 
the results from panel unit root tests done using both the LLC and the IPS tests. Section 
4.3 presents and discusses the three econometric test results of multicollinearity, 
autocorrelation and heteroskedasticity. Section 4.4 showcases the results of the 
poolability test using the F-statistic. The results of FE, OLS and RE models employed in 
this study are presented and discussed in section 4.5 while section 4.6 concludes.  
 
4.2 STATIONARITY TESTS 
 
As recalled from chapter 3, the two unit root testing techniques that are to be employed 
in this study are the LLC and the IPS. Since graphical plots of all the variables were 
trending cyclically, the tests were done using intercept assumption. The appropriate lag 
length for both unit root tests was selected using the Schwarz Information Criterion 
(SIC). The results of LLC and IPS tests are reported below in Tables 4.1 and 4.2 
respectively: 
 
Recall also from Chapter 3 that in LCC tests the null hypothesis considers series as 
having a unit root and presumes the existence of a common unit root. Also, in IPS tests 
the null hypothesis regards the series as being non-stationary, but assumes individual 
unit root process. Similarly, in both cases the rejection of a null hypothesis implies that 
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the series are stationary. Noteworthy, all variables in this model were not stationary at 
level. They, however, became stationary after having been first differenced.  
 
Table: 4.1 
Method:                     Levin  Lin Chu (LLC) Unit root test 
 
Variable:          FDI               OPEN              GDP               TEL             PR             WP            ED 
 
Statistic:       -12.1352       -10.9499        -9.38521          -12.3588      -7.55159   -6.02741    -7.3894 
 
Probability:    (0.0000)        (0.0000)        (0.0000)           (0.0000)       (0.0000)    (0.0000)    (0.0000)     
 
Note: Values in parentheses are P-values and indicate significance at 5% probability level. 
 
 
Table: 4.2 
Method:                         Im Persaran and Shin (IPS) Unit root test 
 
Variable:         FDI              OPEN             GDP               TEL                 PR  WP           ED  
 
Statistic:      -8.06093        -7.24968       -6.91074         -7.31390        -5.06853     -4.49265   -5.8657 
 
Probability:   (0.0000)        (0.0000)         (0.0000)         (0.0000)         (0.0000)      (0.0000)   (0.0000)     
Note: Values in parentheses are P-values and indicate significance at 5% probability level. 
 
4.3 ECONOMETRIC TESTS 
 
This section detects if the explanatory variables were highly correlated using the 
correlation matrix. With regards to problems attributable to certain assumptions about 
the classical linear regression model (no autocorrelation and no heteroskedasticity) 
econometric tests were conducted on the model to investigate the nature of these 
problems that are mostly associated with time series data analysis. These two 
assumptions are usually violated in an econometric model and are briefly discussed 
below. 
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4.3.1 MULTICOLLINEARITY 
 
Multiple regressions assume that there is no linear relationship existing between 
variables. However, multicollinearity implies a perfect or exact relationship between 
some or all of the explanatory variables in a regression model (Gujarati, 1995). This 
implies that the independent variables are highly correlated. Correlation measures the 
numerical relationship between the variables. In other words it measures the degree of 
association between the variables. The value of the correlation coefficient (r) lies 
between -1 and 1. 
 
One of the ways to test the existence of multicollinearity is to check whether the model 
contains lower t-values and higher adjusted R-squared. Nevertheless, the most effective 
method is to establish the correlation matrix of the model. Consequently, this study 
utilises the correlation matrix technique as shown below:  
 
Table 4.3 Correlation Matrix 
 
 OPENNESS GDP TELECOM PR WP ED 
OPENNESS  1.000000 -0.360290  0.540771 -0.262963 -0.059953 -0.132095 
GDP -0.360290  1.000000  0.525221  0.240512  0.376682  0.835136 
TELECOM  0.540771  0.525221  1.000000  0.062268  0.296052  0.603586 
PR -0.262963  0.240512  0.062268  1.000000  0.269626  0.208198 
WP -0.059953  0.376682  0.296052  0.269626  1.000000  0.539964 
ED -0.132095  0.835136  0.603586  0.208198  0.539964  1.000000 
 
The results from Table 4.3 indicate that GDP and ED are highly correlated, as predicted 
in Section 3.5.2. As is the tradition in the literature, one of these two variables was 
supposed to be dropped (Korosi et al., 1992). However, the justification behind including 
both of them is that they make economic sense. It should also be noted that the 
presence of multicollinearity in a regression model does not diminish the t-statistics of 
the variables. Moreover, in spite of the presence of multicollinearity in a model the OLS 
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estimators remain reliable, unbiased and efficient, since multicollinearity does not 
breach the OLS assumptions and thus the BLUE properties are not affected.  
 
 
4.3.2 AUTOCORRELATION 
 
Autocorrelation could arise from any of the following scenarios namely, the existence of 
trends and cycles in economic variables, the exclusion of an important variable from the 
regression or from non-linearity in the data (Toll et al., 2003). In this case 
autocorrelation is an expected outcome in our model since important variables such as 
human capital development; privatisation and financial development have been omitted. 
Thus, the violation of the OLS assumption that the error terms are not correlated gives 
rise to autocorrelation.  More specifically, autocorrelation can be defined as the 
correlation between the residuals of observation in time series data (Gujarati, 1995).   
 
In panel data there are scenarios whereby the individual specific effects systematically 
fluctuate over time as well as the auto correlated omitted variables or the effects of 
momentary variables whose effects may take longer than expected. The presence of 
these variables is not well defined by an error term that is either invariable or 
autonomously distributed over time periods (Hsiao, 2003). 
 
The Durbin-Watson statistic is normally used to detect the presence of autocorrelation. 
If the calculated d-statistic is greater than the critical of the upper critical value of the d-
statistic, then there is no evidence of autocorrelation in the model. Nonetheless, 
because some variables are lagged the D-W statistic brings some bias in the model. 
The Breusch-Godfrey Serial Correlation LM Test is therefore assumed to be a better 
technique in this instance 
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Table: 4.4   
Breusch-Godfrey Serial Correlation LM Test:   
       
F-statistic 194.3472   Prob. F(3,852)             0.0000 
Obs*R-squared 137.6546   Prob. Chi-Square(2) 0.0000 
 
The null hypothesis in this case is that there is no autocorrelation. We reject the null 
hypothesis if the observed R-squared probability is less than or equal to 0.05. Since the 
observed R-squared probability is 0 we reject the null hypothesis and therefore 
conclude that there is autocorrelation in the model. 
 
4.3.3 HETEROSKEDASTICITY 
 
When heteroskedasticity is present, OLS estimation places more weight on the 
estimations with large error variances than those with small variances. This violates the 
assumption that the variance of the error term is constant for all values of the 
explanatory variables (Toll et al., 2003). The detection of heteroskedasticity in a model 
implies that although the OLS estimates are unbiased, they are useless. Further, the 
estimates of the variances will be biased, hence rendering the significance tests 
inconsequential (Maddala, 2001). 
 
Generally heteroskedasticity is more likely to take place in cross sectional than time 
series models. Nevertheless, most panel datasets include cross-sectional units of 
varying sizes. Thus, the set up of the error components may cause heteroskedasticity 
since the variance of i  depends on  (Hsiao, 2003). In order to detect 
heteroskedasticity the Breusch-Pagan-Godfrey Heteroskedasticity Test is used in this 
study.  
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Table 4.5 
Heteroskedasticity Test: Breusch-Pagan-Godfrey 
       
F-statistic 28.59752     Prob. F(3,858) 0.0000 
Obs*R-
squared 72.32574     Prob. Chi-Square(4) 0.0000 
    
 
The null hypothesis in this case is that there is no heteroskedasticity. We reject the null 
hypothesis if the observed R-squared probability is less than or equal to 0.05. Since the 
observed R-squared probability is 0 we reject the null hypothesis and therefore 
conclude that there is heteroskedasticity in the model. 
 
4.4 THE POOLABILITY TEST 
 
The aim of the poolability test is to decide whether to use the OLS model or panel data 
models and this done by conducting the F-statistic test. In the event of failure to prove 
poolability with the reasons advanced in Chapter 3, the FE model automatically 
becomes the most appropriate model for this study. 
 
4.4.1 F-STATISTIC 
 
The F-statistic is employed in this section in order to determine the poolability of 
countries. By poolability we mean examining whether the effect of the independent 
variables (OPEN, GDP, TEL, PR, WP and ED) on the dependent variable (FDI) is the 
same for all the countries under consideration. This is done by computing the F-statistic 
using the OLS and LSDV models. The objective is to obtain residual sum of squares for 
both set of models which are required for the calculation of the F-statistic. Table 4.6 
shows the results obtained for the F-statistic. 
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Table 4.6 
RSSR 1.742 
 
RSSUR 3.61 
 
Restrictions 14 
 
Df 21 
 
F-Computed 4.62 
 
F-Critical 2.14 
 
 
 
The F-statistic results from the above tables show that the F-computed is greater than 
the F-critical. The results from the F-test imply that all emerging market economies 
under investigation are not poolable. In other words, the explanatory variables impact 
differently on FDI inflows in the emerging market economies and therefore it is more 
appropriate to use an unrestricted model (FE or RE) than a restricted model (OLS). In 
this case we would adopt the FE model as the basis of my analysis. This is because the 
FE model deals better with the problem of endogeneity and omitted variables than the 
RE model. 
 
4.5 EMPIRICAL RESULTS  
 
The variables included in this model are in logarithmic form. Consequently, the 
regression results are analysed in terms of elasticities. The variables included are trade 
openness, telecom, GDP and property rights (a positive relationship between FDI 
inflows and these variables should be expected in accordance with the theory). Other 
variables included are wages and prices (acting as a proxies for inflation) and external 
debt (a negative relationship between FDI inflows and these variables should be 
expected in accordance with the theory).  
 
Table 4.7 below is a summary of results from different models specifications. As 
mentioned earlier, the analysis of this study would be based on the results from the FE 
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model, even though results of the OLS and RE models would also be presented 
alongside. The FE model was adjusted with cross-section weights in order to rectify the 
presence of heteroskedasticity and autocorrelation in the model.  
 
The results in Model 1 of Table 4.7, which estimates the impact of trade openness alone 
on FDI inflows suggests that trade openness is negatively associated with FDI inflows. 
However, the coefficient on trade openness is only statistically significant at the 10% 
level. If anything, this result suggests that, trade openness alone is insufficient to attract 
FDI inflows into emerging market economies. At best, trade openness alone can reduce 
the attractiveness of FDI into a country. 
 
To test the robustness of the impact of trade openness on FDI, we introduce 
successively, each of the standard determinants of FDI in Models 2-6 in a stepwise 
manner. The results in Model 2, where trade openness and GDP explain FDI suggests 
that both trade openness and market size matter for FDI inflows into a country. 
Remarkable to note that the sign of the trade openness variable changes from negative 
to positive in the presence of GDP and also the openness coefficient becomes more 
statistically significant (at 5%). This implies that, trade openness works better in 
attracting FDI when the market size of the economy is taken into consideration.  
 
The results in Model 3, where trade openness and TELECOM explain FDI suggests that 
both trade openness and infrastructural development matter for FDI inflows into a 
country. It is also important to note that the sign of the trade openness variable again 
changes from positive to negative and also the openness coefficient becomes more 
statistically significant (at 1%), while the infrastructure variable is positive and highly 
statistically significant (at 1%). This seems to suggest that, once a country‟s 
infrastructure is taken into account, trade openness instead reduces FDI inflows.  
 
The results in Model 4, where trade openness and property rights (PR) explain FDI 
suggests that once the legislative and regulatory environment of a country (rule of law) 
is taken into account, trade openness no longer matters for FDI inflows.  
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The results in Model 5, where trade openness and the labour market and 
macroeconomic environment (WP), explain FDI also suggests that once labour market 
conditions and the macroeconomic environment of a country are taken into account, 
trade openness is no longer a significant determinant of FDI inflows.  
 
The results in Model 6, where trade openness and external debt (ED) explain FDI 
suggests that once external debt is controlled for, trade openness no longer matters for 
FDI inflows.  
 
When all the standard explanatory variables used in Models 2-6 are collectively 
introduced in Model 7, the trade openness variable becomes positive and highly 
statistically significant (at 1%). This suggests that, trade openness matters for FDI 
inflows only when certain preconditions are fulfilled. As the results in Model 7 suggests, 
these preconditions are: - market size or GDP (statistically significant at 1%), wages 
and prices and property rights (statistically significant at 1%). Noteworthy that the 
infrastructure (TELECOM) and external debt variables, though statistically significant, 
enter with wrong signs.   
 
It is important to mention once again that the OLS results presented in Models 1-7 are 
only meant to be pointers and cannot be considered for policy purposes since the 
econometric evidence suggests that the countries in the sample are not poolable. 
 
The result in Model 8 which employs the FE estimator gives a slightly different result 
from that of Model 7. First of all, the FE model confirms the predictions of the OLS 
estimator in Model 7, notably, that the trade openness variable is positive and highly 
statistically significant at 1%. Furthermore, the FE model also suggests that trade 
openness matters for FDI inflows only when certain preconditions are fulfilled. These 
preconditions, according to the FE model include: - market size or GDP (statistically 
significant at 1%), property rights and wages and prices (statistically significant at 5%). 
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It is noteworthy that all the remaining variables (TELECOM and ED) are statistically 
insignificant.   
Finally, as robustness check, results of the RE model are presented in Model 9. This 
result validates the basic findings of this study, which is that, trade openness matters for 
FDI inflows but this is valid under certain preconditions. 
 
4.6 CONCLUSION 
 
The foremost conclusion to be drawn from the empirical analysis of this chapter is that, 
trade openness does matter for FDI inflows into emerging market economies. However, 
trade openness does not work in a vacuum. To be successful in attracting FDI, trade 
policy needs to be complemented by appropriate labour market policies, sound 
macroeconomic policies and a suitable market size. 
 
Table: 4.7 Main Results 
 
Model 
1 
Model 
2 
Model 
3 
Model 
4 
Model 
5 
Model 
6 
Model 
7 
Model 
8 
FEM 
Model 
9 
REM 
OPENNESS -0.13
* 
0.32
** 
-0.68
*** 
-0.09 -0.10
* 
0.002 
1.72
*** 
0.93
*** 
1.52
*** 
GDP  0.74
*** 
    
1.50
*** 
0.49
*** 
1.34
*** 
TELECOM   0.26
*** 
   
-0.42
*** 
-0.14 -0.37
** 
PR    0.16
*** 
  
0.10
*** 
0.27 -0.15 
WP     0.98
*** 
 
-0.12 -0.54
** 
-0.24** 
ED      0.83
*** 0.07 0.24 0.09 
C 9.608*** 1.43*** 7.05*** 9.55 9.23 0.71*** -3.67
*** 
3.12
*** 
-2.50
*** 
R-Squared 0.005 0.39 0.21 0.008 0.05 0.33 0.47 0.88 0.23 
Adjusted R-
Squared 
-0.001 0.38 0.20 -0.003 0.03 0.33 0.45 0.85 0.20 
NB: Models 1-7 are based on OLS estimator. * denotes 10% level of significance, ** denotes 5% 
and *** denotes 1% level of significance. 
 
 
 
 
 
 
55 
 
CHAPTER 5 
SUMMARY OF FINDINGS, POLICY SUGGESTIONS AND 
AREAS FOR FURTHER RESEARCH 
 
5.1 SUMMARY OF FINDINGS 
 
The purpose of this study has been to examine the influence of trade openness on FDI 
inflows in emerging market economies, with a view to providing policy recommendations 
to responsible trade policy makers in government or private sector.  
 
The study focused on a sample of 15 emerging market economies for which data was 
available for the period under investigation, that is, during 1992-2006. Annual data for 
most of the variables considered was obtained from the World Bank economic 
indicators, The econometric framework utilised in the study consist of panel data 
analysis, although the pooled OLS model was first estimated in order to give the reader 
a sense of what to expect in the main results.  
 
Using alternative estimation techniques, the study has shown that indeed, trade 
openness carries with it the potential of harnessing FDI into emerging market 
economies but this need to be complemented by appropriate macroeconomic and 
sectoral policies. Notably, as the results of the study suggest, foreign investors 
generally consider the host country‟s market size, its labour practices with respect to the 
real wage situation in the country, the current and expected rates of inflation in order to 
invest in the country.  
 
The results from the study suggests that, given identical trade openness strategies, 
emerging market economies that have larger market sizes are likely to be more 
successful in attracting FDI than those with smaller market sizes. The evidence also 
suggests that, given identical trade openness strategies, emerging market economies 
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that have lower real wages and lower price inflation are likely to be more successful in 
attracting FDI than those with high real wages and high or variable price inflation.  
 
Finally, the findings of this study do not provide strong evidence in support of the fact 
that infrastructural development, property rights and external debt matter in attracting 
FDI into emerging markets. This result is somewhat intriguing and needs to be 
investigated further by future research. A tentative explanation of this finding might be 
that a significant portion of the FDI flowing into emerging markets has recently tended to 
come from other emerging markets, notably, China, which has been noted to disregard 
traditional FDI drivers (such as, rule of law in host countries) in making investments. 
Furthermore, many of the emerging markets considered in this study have recently 
restructured their external debt with international financial institutions, which may 
probably explain why external debt does not seem to matter for these countries‟ FDI 
position. 
 
5.2 POLICY RECOMMENDATIONS 
 
A direct policy implication of this study is that trade openness alone, without the 
supporting framework of other policies may not bring a desirable increase in FDI 
inflows. Specifically, if trade liberalisation is to achieve the desired goal of attracting FDI 
into the country, the governments and policy makers in emerging market economies 
need to pay particular attention to labour market conditions as relating to wage setting; 
and to sound macroeconomic policies as relating to lower inflation and the size of the 
GDP.  
 
These policy implications suggests that, for South Africa which is currently contesting 
for FDI with the fast growing and relatively larger economies of Brazil, Russia, India and 
China (otherwise referred to as, BRICs), urgent attention needs to be given to rising 
prices and wages provoked by increasingly strong unions, and weak anti-trust 
regulations in the country, in spite of a fairly successful inflation targeting framework 
adopted a decade ago. 
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5.3 LIMITATIONS AND AREAS FOR FUTURE RESEARCH 
 
This study only considers 15 out of 23 emerging market economies. Thus, the study 
excludes Argentina, Brazil, Morocco, Egypt, Israel, Russia, Taiwan and Turkey. This 
was due to data unavailability in these countries. Future studies, should the data be 
found for these countries, might consider conducting a similar study that would cover all 
emerging market economies. 
 
The other limitation of this study is that it uses only six explanatory variables for 
analysing the influence of trade openness on FDI inflows. As noted earlier, efforts to 
include more variables such as human capital development, financial development and 
privatisation were frustrated by missing data and stationarity at level of these variables. 
The absence of these variables creates an omitted variable bias, although the FE Model 
handles this problem fairly well. When data is obtainable in the future, it is imperative to 
include more variables in this model. The inclusion of more variables in the model holds 
the promise of improving the results and findings of the study. 
 
The variables used in this model were first differenced to induce stationarity into them. 
When variables are stationary at first difference it means that we are looking at the 
short-term relationship of variables. This implies that this study has looked at the short 
run association between trade openness and FDI inflows in emerging marketing 
economies. Thus, in future studies, if variables that are stationary could be found, it may 
be interesting to look at the long run relationship between FDI inflows and trade 
openness, especially as some shades of opinion hold that models run using stationary 
data series tend to produce different results from those using first differenced data. 
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APPENDIX 
 
Table A1 
Method:                     Levin  Lin Chu (LLC) Unit root test 
 
Variable:          FDI               OPEN              GDP               TEL             PR             WP            ED 
 
Statistic:       -12.1352       -10.9499        -9.38521          -12.3588      -7.55159   -6.02741    -7.3894 
 
Probability:    (0.0000)        (0.0000)        (0.0000)           (0.0000)       (0.0000)    (0.0000)    (0.0000)     
 
Note: Values in parentheses are P-values and indicate significance at 5% probability level. 
 
 
Table A2 
Method:                         Im Persaran and Shin (IPS) Unit root test 
 
Variable:         FDI              OPEN             GDP               TEL                 PR  WP           ED  
 
Statistic:      -8.06093        -7.24968       -6.91074         -7.31390        -5.06853     -4.49265   -5.8657 
 
Probability:   (0.0000)        (0.0000)         (0.0000)         (0.0000)         (0.0000)      (0.0000)   (0.0000)     
Note: Values in parentheses are P-values and indicate significance at 5% probability level. 
 
Table A3: OLS 
 
Dependent Variable: FDI   
Method: Panel Least Squares   
Date: 12/31/11   Time: 18:39   
Sample: 1995 2006   
Periods included: 12   
Cross-sections included: 15   
Total panel (balanced) observations: 180  
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     OPENNESS 1.722375 0.300794 5.726093 0.0000 
GDP 1.503095 0.191673 7.841994 0.0000 
TELECOM -0.420790 0.082675 -5.089698 0.0000 
PR 0.104375 0.160232 0.651403 0.5157 
WP -0.122278 0.331726 -0.368610 0.7129 
ED 0.068928 0.189526 0.363686 0.7165 
C -3.670561 1.485516 -2.470900 0.0144 
     
     R-squared 0.470699    Mean dependent var 9.626748 
Adjusted R-squared 0.452342    S.D. dependent var 0.468122 
S.E. of regression 0.346429    Akaike info criterion 0.755833 
Sum squared resid 20.76222    Schwarz criterion 0.880004 
Log likelihood -61.02497    Hannan-Quinn criter. 0.806179 
F-statistic 25.64102    Durbin-Watson stat 0.819536 
Prob(F-statistic) 0.000000    
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Table A4:FEM 
 
 
Dependent Variable: FDI   
Method: Panel EGLS (Cross-section weights)  
Date: 12/31/11   Time: 18:35   
Sample: 1995 2006   
Periods included: 12   
Cross-sections included: 15   
Total panel (balanced) observations: 180  
Linear estimation after one-step weighting matrix 
Cross-section SUR (PCSE) standard errors & covariance (no d.f. 
        correction)   
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     OPENNESS 0.932430 0.551573 1.690493 0.0929 
GDP 0.488999 0.476569 1.026081 0.3064 
TELECOM -0.142380 0.139379 -1.021530 0.3086 
PR 0.267653 0.250434 1.068758 0.2868 
WP -0.539100 0.177574 -3.035911 0.0028 
ED 0.243895 0.207158 1.177337 0.2408 
C 3.124084 5.928562 0.526955 0.5990 
     
      Effects Specification   
     
     Cross-section fixed (dummy variables)  
     
      Weighted Statistics   
     
     R-squared 0.868812    Mean dependent var 12.27709 
Adjusted R-squared 0.852310    S.D. dependent var 5.291076 
S.E. of regression 0.243117    Sum squared resid 9.397855 
F-statistic 52.64990    Durbin-Watson stat 1.548879 
Prob(F-statistic) 0.000000    
     
      Unweighted Statistics   
     
     R-squared 0.735690    Mean dependent var 9.626748 
Sum squared resid 10.36775    Durbin-Watson stat 1.588407 
     
     
 
Table A5: REM 
 
Dependent Variable: FDI   
Method: Panel EGLS (Cross-section random effects) 
Date: 12/31/11   Time: 18:35   
Sample: 1995 2006   
Periods included: 12   
Cross-sections included: 15   
Total panel (balanced) observations: 180  
Swamy and Arora estimator of component variances 
Cross-section SUR (PCSE) standard errors & covariance (no d.f. 
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        correction)   
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     OPENNESS 1.516520 0.366184 4.141412 0.0001 
GDP 1.342842 0.297941 4.507069 0.0000 
TELECOM -0.366799 0.135240 -2.712214 0.0074 
PR -0.152306 0.294246 -0.517614 0.6054 
WP -0.237708 0.294308 -0.807686 0.4204 
ED 0.089266 0.235600 0.378888 0.7052 
C -2.497860 1.942190 -1.286105 0.2001 
     
      Effects Specification   
   S.D.   Rho   
     
     Cross-section random 0.319196 0.6190 
Idiosyncratic random 0.250418 0.3810 
     
      Weighted Statistics   
     
     R-squared 0.229539    Mean dependent var 2.126352 
Adjusted R-squared 0.202818    S.D. dependent var 0.277411 
S.E. of regression 0.247686    Sum squared resid 10.61330 
F-statistic 8.590155    Durbin-Watson stat 1.566981 
Prob(F-statistic) 0.000000    
     
      Unweighted Statistics   
     
     R-squared 0.456592    Mean dependent var 9.626748 
Sum squared resid 21.31559    Durbin-Watson stat 0.780220 
     
     
 
 
Table A6: Correlation Matrix 
 OPENNESS GDP TELECOM PR WP ED 
OPENNESS  1.000000 -0.360290  0.540771 -0.262963 -0.059953 -0.132095 
GDP -0.360290  1.000000  0.525221  0.240512  0.376682  0.835136 
TELECOM  0.540771  0.525221  1.000000  0.062268  0.296052  0.603586 
PR -0.262963  0.240512  0.062268  1.000000  0.269626  0.208198 
WP -0.059953  0.376682  0.296052  0.269626  1.000000  0.539964 
ED -0.132095  0.835136  0.603586  0.208198  0.539964  1.000000 
 
 
Table A7: Autocorrelation Test  
Breusch-Godfrey Serial Correlation LM Test:   
       
F-statistic 194.3472   Prob. F(3,852)             0.0000 
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Obs*R-squared 137.6546   Prob. Chi-Square(2) 0.0000 
   
Table A8: Heteroskedasticity Test 
Heteroskedasticity Test: Breusch-Pagan-Godfrey 
       
F-statistic 28.59752     Prob. F(3,858) 0.0000 
Obs*R-
squared 72.32574     Prob. Chi-Square(4) 0.0000 
    
 
 
Table A9: Panel Unit root test 
 
Panel unit root test: Summary   
Series:  D(FDI)   
Date: 12/31/11   Time: 18:35   
Sample: 1995 2006   
Exogenous variables: Individual effects 
Automatic selection of maximum lags  
Automatic lag length selection based on SIC: 0 to 1 
Newey-West automatic bandwidth selection and Bartlett kernel 
     
        Cross-  
Method Statistic Prob.** sections Obs 
Null: Unit root (assumes common unit root process)  
Levin, Lin & Chu t* -12.1352  0.0000  15  146 
     
Null: Unit root (assumes individual unit root process)  
Im, Pesaran and Shin W-stat  -8.06093  0.0000  15  146 
ADF - Fisher Chi-square  114.364  0.0000  15  146 
PP - Fisher Chi-square  132.953  0.0000  15  150 
     
     ** Probabilities for Fisher tests are computed using an asymptotic Chi 
        -square distribution. All other tests assume asymptotic normality. 
 
 
Panel unit root test: Summary   
Series:  D(OPENNESS)   
Date: 12/31/11   Time: 18:35  
Sample: 1995 2006   
Exogenous variables: Individual effects 
Automatic selection of maximum lags  
Automatic lag length selection based on SIC: 0 to 1 
Newey-West automatic bandwidth selection and Bartlett kernel 
     
        Cross-  
Method Statistic Prob.** sections Obs 
Null: Unit root (assumes common unit root process)  
Levin, Lin & Chu t* -10.9499  0.0000  15  145 
     
Null: Unit root (assumes individual unit root process)  
Im, Pesaran and Shin W-stat  -7.24968  0.0000  15  145 
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ADF - Fisher Chi-square  104.816  0.0000  15  145 
PP - Fisher Chi-square  139.074  0.0000  15  150 
     
     ** Probabilities for Fisher tests are computed using an asymptotic Chi 
        -square distribution. All other tests assume asymptotic normality. 
     
 
Panel unit root test: Summary   
Series:  D(GDP)   
Date: 12/31/11   Time: 18:35  
Sample: 1995 2006   
Exogenous variables: Individual effects 
Automatic selection of maximum lags  
Automatic lag length selection based on SIC: 0 to 1 
Newey-West automatic bandwidth selection and Bartlett kernel 
     
        Cross-  
Method Statistic Prob.** sections Obs 
Null: Unit root (assumes common unit root process)  
Levin, Lin & Chu t* -9.38521  0.0000  15  146 
     
Null: Unit root (assumes individual unit root process)  
Im, Pesaran and Shin W-stat  -6.91074  0.0000  15  146 
ADF - Fisher Chi-square  114.364  0.0000  15  146 
PP - Fisher Chi-square  132.953  0.0000  15  150 
     
     ** Probabilities for Fisher tests are computed using an asymptotic Chi 
        -square distribution. All other tests assume asymptotic normality. 
 
 
 
Panel unit root test: Summary   
Series:  D(TELECOM)   
Date: 12/31/11   Time: 18:35  
Sample: 1995 2006   
Exogenous variables: Individual effects 
Automatic selection of maximum lags  
Automatic lag length selection based on SIC: 0 to 1 
Newey-West automatic bandwidth selection and Bartlett kernel 
     
        Cross-  
Method Statistic Prob.** sections Obs 
Null: Unit root (assumes common unit root process)  
Levin, Lin & Chu t* -12.3588  0.0000  15  148 
     
Null: Unit root (assumes individual unit root process)  
Im, Pesaran and Shin W-stat  -7.31390  0.0000  15  148 
ADF - Fisher Chi-square  101.631  0.0000  15  148 
PP - Fisher Chi-square  122.957  0.0000  15  150 
     
     ** Probabilities for Fisher tests are computed using an asymptotic Chi 
        -square distribution. All other tests assume asymptotic normality. 
 
 
Panel unit root test: Summary   
Series:  D(WP)   
Date: 12/31/11   Time: 18:35   
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Sample: 1995 2006   
Exogenous variables: Individual effects 
Automatic selection of maximum lags  
Automatic lag length selection based on SIC: 0 
Newey-West automatic bandwidth selection and Bartlett kernel 
Balanced observations for each test   
     
        Cross-  
Method Statistic Prob.** sections Obs 
Null: Unit root (assumes common unit root process)  
Levin, Lin & Chu t* -6.02741  0.0000  2  20 
     
Null: Unit root (assumes individual unit root process)  
Im, Pesaran and Shin W-stat  -4.49265  0.0000  2  20 
ADF - Fisher Chi-square  21.0898  0.0003  2  20 
PP - Fisher Chi-square  22.5643  0.0002  2  20 
     
     ** Probabilities for Fisher tests are computed using an asymptotic Chi 
        -square distribution. All other tests assume asymptotic normality. 
 
 
Panel unit root test: Summary  
Series:  D(PR)   
Date: 12/31/11   Time: 18:35  
Sample: 1995 2006   
Exogenous variables: Individual effects 
Automatic selection of maximum lags  
Automatic lag length selection based on SIC: 0 
Newey-West automatic bandwidth selection and Bartlett kernel 
Balanced observations for each test   
     
        Cross-  
Method Statistic Prob.** sections Obs 
Null: Unit root (assumes common unit root process)  
Levin, Lin & Chu t* -7.55159  0.0000  4  40 
     
Null: Unit root (assumes individual unit root process)  
Im, Pesaran and Shin W-stat  -5.06853  0.0000  4  40 
ADF - Fisher Chi-square  34.7875  0.0000  4  40 
PP - Fisher Chi-square  47.6335  0.0000  4  40 
     
     ** Probabilities for Fisher tests are computed using an asymptotic Chi 
        -square distribution. All other tests assume asymptotic normality. 
 
 
Panel unit root test: Summary   
Series:  D(ED)   
Date: 12/31/11   Time: 18:35  
Sample: 1995 2006   
Exogenous variables: Individual effects 
Automatic selection of maximum lags  
Automatic lag length selection based on SIC: 0 
Newey-West automatic bandwidth selection and Bartlett kernel 
Balanced observations for each test   
     
        Cross-  
Method Statistic Prob.** sections Obs 
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Null: Unit root (assumes common unit root process)  
Levin, Lin & Chu t* -7.3894  0.0000  2  20 
     
Null: Unit root (assumes individual unit root process)  
Im, Pesaran and Shin W-stat  -5.8057  0.0000  2  20 
ADF - Fisher Chi-square  21.0898  0.0003  2  20 
PP - Fisher Chi-square  22.5643  0.0002  2  20 
     
     ** Probabilities for Fisher tests are computed using an asymptotic Chi 
        -square distribution. All other tests assume asymptotic normality. 
 
 
Table A10: Model Data  
Country Year FDI GDP OPEN TEL WP PR ED 
SA 1995 9.096362 11.06375 -0.30562 8.839909 0.938541002 10.35220718 10.404115 
 
1996 8.911897 11.08206 -0.2865 8.853758 0.866531061 10.3684236 10.41580773 
 
1997 9.580987 11.09341 -0.27459 8.983948 0.934385831 10.37760409 10.40263961 
 
1998 8.74063 11.09565 -0.26274 8.958229 0.837623333 10.36785253 10.39362784 
 
1999 9.177055 11.10577 -0.28873 9.017611 0.714454724 10.36973711 10.37852508 
 
2000 8.986248 11.12345 -0.27748 8.993814 0.727456121 10.38227184 10.39551859 
 
2001 9.861555 11.13517 -0.28474 8.967686 0.756019645 10.39562415 10.38111508 
 
2002 8.866414 11.15082 -0.28596 8.86922 0.962086875 10.41503706 10.39865167 
 
2003 8.893837 11.16416 -0.28262 8.95825 0.767822009 10.44146593 10.44415414 
 
2004 8.845979 11.18468 -0.26713 9.114584 0.141569488 10.46807704 10.45484486 
 
2005 9.814387 11.20627 -0.24966 9.240311 0.531389487 10.48995708 10.48617535 
 
2006 9.521357 11.2274 -0.22018 9.255012 0.666670041 10.51280778 10.47079257 
SK 1995 9.249394 11.61596 -0.24424 10.47128 0.651248488 10.71833933 10.92038633 
 
1996 9.366498 11.64534 -0.21896 10.43801 0.692267699 10.75168508 10.95834788 
 
1997 9.45396 11.66508 -0.19317 10.49391 0.648054381 10.76296508 10.99176108 
 
1998 9.733382 11.63425 -0.18933 10.48636 0.875609198 10.77291851 10.99677165 
 
1999 9.97004 11.6736 -0.14747 10.61364 -0.08943056 10.78534269 11.00035945 
 
2000 9.967707 11.70898 -0.10519 10.73199 0.355132085 10.79225651 10.97292267 
 
2001 9.547492 11.72533 -0.13665 10.60252 0.609064893 10.81288085 10.99049159 
 
2002 9.378816 11.75459 -0.1083 10.66839 0.441330766 10.83822343 10.98813069 
 
2003 9.547221 11.76784 -0.06866 10.7571 0.545896196 10.85437618 11.00718343 
 
2004 9.965963 11.78791 -0.02087 10.87934 0.555055174 10.87029039 11.04275345 
 
2005 9.799926 11.80577 -0.00549 10.92183 0.439516223 10.89163019 11.06795121 
 
2006 9.561709 11.82693 0.022245 10.96822 0.350571034 10.91628496 11.05553505 
MALAY 1995 9.620993 10.85415 0.321852 10.40479 0.537891484 9.910369068 10.53583823 
 
1996 9.705728 10.89556 0.309934 10.4201 0.542646129 9.913528326 10.59849504 
 
1997 9.710669 10.92625 0.303139 10.46956 0.425291997 9.937534671 10.67419955 
 
1998 9.335137 10.89305 0.294938 10.50016 0.721838798 9.897085817 10.62745803 
 
1999 9.590537 10.91892 0.31831 10.60166 0.438472936 9.965567108 10.62224512 
 
2000 9.578368 10.95578 0.359599 10.67208 0.186034879 9.972592562 10.62194445 
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2001 8.743469 10.95716 0.321973 10.61186 0.151303868 10.04204312 10.6540706 
 
2002 9.505614 10.97481 0.326877 10.63893 0.25716779 10.09082009 10.68369529 
 
2003 9.393252 10.99883 0.32418 10.67515 -0.00313114 10.13229342 10.68625185 
 
2004 9.665038 11.0274 0.366327 10.7261 0.181426865 10.16427708 10.71730428 
 
2005 9.598354 11.04859 0.37991 10.75873 0.471418619 10.19112751 10.70740835 
 
2006 9.782727 11.07348 0.388151 10.80216 0.557415238 10.2124058 10.7123845 
MEX 1995 9.978924 11.64918 -0.41269 9.968252 1.544059048 10.7623457 11.21848299 
 
1996 9.963108 11.67095 -0.354 10.0697 1.536276289 10.75914488 11.19382003 
 
1997 10.10822 11.69942 -0.31684 10.19067 1.314425211 10.77152984 11.16917462 
 
1998 10.09388 11.72023 -0.27946 10.28224 1.202161112 10.78131079 11.20131517 
 
1999 10.1366 11.73673 -0.24212 10.37989 1.219731321 10.80129779 11.22130989 
 
2000 10.25387 11.76449 -0.19469 10.49211 0.977495844 10.81150268 11.17698787 
 
2001 10.4688 11.76381 -0.20537 10.47232 0.803627819 10.80281413 11.21186776 
 
2002 10.32421 11.76739 -0.20268 10.46148 0.701662046 10.80137894 11.21394255 
 
2003 10.17629 11.77322 -0.2014 10.4565 0.657833626 10.80486066 11.23037227 
 
2004 10.35159 11.79099 -0.1714 10.50286 0.671013807 10.80307517 11.23134214 
 
2005 10.29844 11.80299 -0.15064 10.5087 0.600708494 10.80470688 11.22331419 
 
2006 10.2838 11.82324 -0.12291 10.55306 0.559832072 10.82990243 11.22734671 
HUNG 1995 9.681617 10.5952 -0.09516 8.764314 1.451830482 9.667702819 10.50037371 
 
1996 9.517055 10.60098 -0.05665 8.705946 1.372976172 9.64906832 10.43550992 
 
1997 9.61855 10.62041 0.012765 9.420736 1.262010697 9.673143317 10.39024605 
 
1998 9.524137 10.641 0.073889 9.585983 1.153115962 9.671838449 10.45443323 
 
1999 9.519523 10.65875 0.108313 9.682846 1 9.67958624 10.47529338 
 
2000 9.442555 10.68073 0.169559 9.806292 0.991163349 9.684766748 10.47011635 
 
2001 9.595925 10.69807 0.180246 9.796639 0.964807046 9.689088115 10.48151429 
 
2002 9.478978 10.71665 0.184364 9.867125 0.721443492 9.711516522 10.54354658 
 
2003 9.337908 10.73442 0.199172 9.982844 0.666133515 9.733119237 10.67675761 
 
2004 9.6552 10.75483 0.237401 10.151 0.831231213 9.732684705 10.80295835 
 
2005 9.877311 10.77242 0.257555 10.1343 0.550317657 9.732250191 10.82032628 
 
2006 9.785168 10.78903 0.307945 10.17363 0.588642786 9.760007408 10.81172913 
CR 1995 9.409521 10.72175 -0.0501 8.946807 0.962383812 10.05631647 10.21192108 
 
1996 9.156936 10.7389 -0.03056 9.100904 0.944482672 10.05260603 10.30276371 
 
1997 9.109407 10.73571 0.004581 9.151021 0.931854053 10.06533133 10.36511343 
 
1998 9.568222 10.7324 0.046669 9.29432 1.026393828 10.05842552 10.38478337 
 
1999 9.800208 10.73818 0.062768 9.293838 0.331048617 10.07420837 10.35789675 
 
2000 9.697846 10.75374 0.113171 9.319889 0.591380193 10.07710115 10.33449396 
 
2001 9.751334 10.76428 0.151851 9.458187 0.67263454 10.09253856 10.35803008 
 
2002 9.929246 10.77244 0.159127 9.661841 0.25166238 10.12068506 10.44191498 
 
2003 9.305626 10.78781 0.175584 9.763428 -0.99350971 10.15065518 10.54166659 
 
2004 9.697037 10.80723 0.233707 9.884351 0.452345161 10.13672767 10.65859325 
 
2005 10.06453 10.83455 0.237726 9.944217 0.266271855 10.14100866 10.59899831 
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2006 9.779683 10.86012 0.270485 10.07545 0.402702694 10.14239874 10.6298172 
POL 1995 9.563362 11.11937 -0.3902 8.638718 1.448268659 10.44240894 10.64424159 
 
1996 9.653019 11.14565 -0.33748 8.717321 1.297042758 10.45244903 10.63638759 
 
1997 9.690905 11.17539 -0.2986 8.679052 1.178447904 10.46769732 10.61847695 
 
1998 9.803798 11.1965 -0.25259 8.793561 1.069118544 10.47606957 10.75391229 
 
1999 9.861534 11.21572 -0.27409 8.734941 0.861832998 10.49199036 10.81272624 
 
2000 9.970486 11.23381 -0.21717 8.923111 1.002589999 10.50217026 10.81180282 
 
2001 9.75694 11.23901 -0.22916 8.947487 0.739671049 10.51280713 10.81761164 
 
2002 9.616055 11.24523 -0.21974 8.961651 0.278793362 10.51923935 10.88466511 
 
2003 9.661718 11.26171 -0.18843 9.125159 -0.10351866 10.53916207 10.97197128 
 
2004 10.11697 11.28432 -0.15185 9.28591 0.553463965 10.55165276 10.98826011 
 
2005 10.01549 11.29976 -0.14095 9.42935 0.323674998 10.57285741 10.99484924 
 
2006 10.28326 11.32559 -0.10545 9.516389 0.047253033 10.58881191 10.99156717 
Chile 1995 9.470851 10.79112 -0.27285 7.844661 0.915668833 9.903543196 10.34317218 
 
1996 9.682562 10.82218 -0.25543 7.912408 0.86678635 9.916617082 10.43868472 
 
1997 9.721926 10.84996 -0.23318 7.925312 0.787836757 9.940982627 10.43207093 
 
1998 9.665376 10.86377 -0.22171 7.96541 0.708242398 9.950644831 10.52756546 
 
1999 9.942554 10.86046 -0.2244 7.921669 0.523533397 9.962245208 10.5417664 
 
2000 9.686638 10.87953 -0.21234 8.000227 0.584704169 9.974888178 10.57158074 
 
2001 9.623225 10.89395 -0.20266 8.0314 0.552572844 9.987445795 10.58693595 
 
2002 9.406527 10.90333 -0.20381 8.046706 0.396057602 10.00060915 10.61509745 
 
2003 9.634217 10.92002 -0.18696 8.041134 0.449218882 10.01105961 10.63164666 
 
2004 9.855684 10.94526 -0.1544 8.289879 0.021849507 10.03658957 10.64150386 
 
2005 9.823912 10.96939 -0.13499 8.534609 0.484701894 10.05882065 10.65469623 
 
2006 9.900458 10.98629 -0.12261 8.60342 0.530478348 10.07401692 10.64815013 
COL 1995 8.986041 10.90331 -0.38864 8.364086 1.321371471 10.08245019 10.3987037 
 
1996 9.492994 10.91215 -0.3753 8.386092 1.306181925 10.17274693 10.46083773 
 
1997 9.745248 10.9268 -0.36911 8.44947 1.266422866 10.23578277 10.50429412 
 
1998 9.451606 10.92927 -0.36832 8.480972 1.271288552 10.24497154 10.51955237 
 
1999 9.178375 10.91061 -0.40128 8.457913 1.036445341 10.26092852 10.53681087 
 
2000 9.379264 10.92313 -0.38828 8.515605 0.964830382 10.26005034 10.53058386 
 
2001 9.402242 10.92948 -0.37557 8.538866 0.901329665 10.26487679 10.5592481 
 
2002 9.330308 10.9378 -0.39161 8.503139 0.802700706 10.2637253 10.52119041 
 
2003 9.244938 10.95423 -0.38601 8.465784 0.853169422 10.26253075 10.56816651 
 
2004 9.49374 10.97487 -0.34644 8.540013 0.771187374 10.26724273 10.57875378 
 
2005 10.01598 10.99491 -0.31059 8.55832 0.703154174 10.28564932 10.57583419 
 
2006 9.810428 11.02342 -0.2786 8.542746 0.633095244 10.29470957 10.57729644 
Peru 1995 9.407728 10.6733 -0.49145 7.237715 1.046444551 9.662325515 10.48901578 
 
1996 9.540473 10.6841 -0.48781 7.482914 1.062128367 9.680933857 10.46178356 
 
1997 9.330264 10.71293 -0.46538 7.458408 0.932584835 9.71255924 10.47206864 
 
1998 9.215888 10.71007 -0.44715 7.55628 0.860207504 9.723398366 10.48438527 
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1999 9.287804 10.71402 -0.47814 7.544647 0.540286915 9.738295318 10.4650704 
 
2000 8.908322 10.72665 -0.46651 7.621911 0.574880303 9.751647574 10.45729134 
 
2001 9.058525 10.72757 -0.44679 7.632177 0.296028369 9.747684808 10.44021618 
 
2002 9.333616 10.74941 -0.44844 7.382701 -0.71585478 9.748404574 10.44821147 
 
2003 9.125484 10.76602 -0.44404 7.432255 0.354121581 9.764419119 10.47189285 
 
2004 9.203859 10.78812 -0.41453 7.629476 0.563664282 9.781655862 10.49440508 
 
2005 9.411404 10.81526 -0.3893 7.804385 0.208899214 9.822324406 10.4571701 
 
2006 9.539895 10.84766 -0.39513 7.753683 0.30140306 9.856170137 10.47618652 
China 1995 10.55448 11.89916 -0.44602 10.09909 1.227811248 11.06710807 11.07221312 
 
1996 10.60401 11.94055 -0.48647 10.18454 0.920332857 11.10880172 11.10998329 
 
1997 10.64579 11.97917 -0.457 10.2964 0.44821815 11.14307728 11.16643011 
 
1998 10.64099 12.01179 -0.46751 10.38373 0.30112560 11.18432227 11.15839265 
 
1999 10.58831 12.0436 -0.42506 10.46013 -0.72345561 11.2333769 11.18210066 
 
2000 10.58432 12.07863 -0.35415 10.61105 -0.59294106 11.27687522 11.16354896 
 
2001 10.64582 12.11326 -0.34672 10.68569 -0.33400231 11.32228133 11.26674897 
 
2002 10.69292 12.15108 -0.27559 10.83367 0.00851240 11.35762997 11.26981638 
 
2003 10.67281 12.19248 -0.21721 11.03158 0.06326754 11.38440718 11.3190019 
 
2004 10.73986 12.23426 -0.15985 11.20845 0.589391878 11.41470601 11.39392601 
 
2005 10.89832 12.27723 -0.12952 11.33091 0.260220757 11.4624579 11.44964807 
 
2006 10.89262 12.32138 -0.09652 11.43324 0.165541207 11.50737005 11.4226801 
INDO 1995 9.63809 11.20244 -0.12778 9.219723 0.974666546 10.06294643 11.09482038 
 
1996 9.791971 11.23442 -0.12948 9.352136 0.901460884 10.07448156 11.11038767 
 
1997 9.669967 11.25437 -0.10347 9.408459 0.794480808 10.07474739 11.13440026 
 
1998 9.56473 11.19326 -0.02987 9.339969 1.76631681 10.00226388 11.17998243 
 
1999 9.52935 11.19668 -0.22645 9.42684 1.311523254 10.00527087 11.17992503 
 
2000 9.32801 11.21754 -0.14608 9.755718 0.570353747 10.03258383 11.15884477 
 
2001 8.76147 11.23308 -0.15237 9.64377 1.060843592 10.06424954 11.12655348 
 
2002 8.161624 11.25219 -0.18264 9.704974 1.074770977 10.11730287 11.12332887 
 
2003 8.74806 11.27247 -0.18572 9.660897 0.818603209 10.15882845 11.13659375 
 
2004 9.277857 11.29379 -0.13148 9.764067 0.795429572 10.17582166 11.14525858 
 
2005 9.920971 11.3178 -0.0885 9.81764 1.019197598 10.20372403 11.14082218 
 
2006 9.74661 11.34098 -0.07645 9.770842 1.117616547 10.24357256 11.14304604 
PHIL 1995 9.169674 10.79651 0.035588 9.391729 0.826433716 9.914091902 10.59526468 
 
1996 9.180986 10.82119 0.075749 9.99691 0.875851608 9.931661734 10.64346255 
 
1997 9.087071 10.84314 0.115357 10.15696 0.747477944 9.951337332 10.70505935 
 
1998 9.359266 10.84063 0.032957 10.27937 0.966889701 9.942786253 10.7292296 
 
1999 9.095866 10.85514 0.019227 10.38316 0.774307911 9.97106969 10.76582496 
 
2000 9.350248 10.88031 0.037027 10.40209 0.596608525 9.996980345 10.76569835 
 
2001 8.290035 10.88787 0.029377 10.3225 0.832508913 9.973246232 10.76531084 
 
2002 9.188084 10.90678 0.03097 10.37781 0.476578726 9.95629376 10.77747757 
 
2003 8.691081 10.92768 0.043196 10.37916 0.538390911 9.967483852 10.79649801 
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2004 8.837588 10.95453 0.058289 10.41255 0.776366651 9.973488044 10.78474564 
 
2005 9.26811 10.97518 0.052844 10.41494 0.88244052 9.980419815 10.78906574 
 
2006 9.370143 10.99822 0.057289 10.44131 0.795210326 10.00626969 10.78691106 
THAI 1995 9.315545 11.0792 0.041004 10.00196 0.763776898 10.06686772 11.00017368 
 
1996 9.36845 11.1041 0.003852 10.06136 0.765845199 10.11628447 11.05246308 
 
1997 9.590479 11.09811 -0.00487 10.10078 0.748200326 10.10381721 11.04020663 
 
1998 9.8642 11.04988 0.009996 10.13066 0.906985759 10.12041808 11.02085828 
 
1999 9.78552 11.06878 0.03121 10.14454 -0.51715818 10.13354084 10.98574074 
 
2000 9.527113 11.08893 0.09664 10.23658 0.195134194 10.14321175 10.90151281 
 
2001 9.704236 11.09825 0.065922 10.18128 0.214003217 10.15388319 10.82724646 
 
2002 9.523096 11.12075 0.095662 10.19403 -0.2071174 10.15698068 10.77357436 
 
2003 9.718917 11.1507 0.097897 10.26016 0.255417294 10.16752903 10.71418721 
 
2004 9.768046 11.17715 0.118225 10.31338 0.442129905 10.1911745 10.70954131 
 
2005 9.905692 11.1962 0.127399 10.35179 0.65723113 10.24684931 10.71821926 
 
2006 9.954734 11.21748 0.127949 10.4306 0.666683458 10.26135079 10.71390196 
India 1995 9.331149 11.5398 -0.63144 9.000345 1.009658541 10.61104326 10.97526633 
 
1996 9.384901 11.57144 -0.65645 9.092991 0.953138437 10.63070646 10.97065366 
 
1997 9.553559 11.5887 -0.64926 9.08828 0.855170952 10.67693788 10.97458998 
 
1998 9.420723 11.6148 -0.60429 9.012901 1.121587447 10.72682738 10.98961443 
 
1999 9.336178 11.64575 -0.58726 9.095253 0.669300236 10.78018989 10.99261095 
 
2000 9.554394 11.66294 -0.56255 9.239675 0.603083065 10.76413463 10.99606927 
 
2001 9.738142 11.68499 -0.56551 9.252282 0.566414776 10.79071322 10.99337009 
 
2002 9.750203 11.70088 -0.51711 9.273864 0.642682082 10.78917926 11.02127201 
 
2003 9.63576 11.73588 -0.52474 9.360341 0.580453484 10.79987562 11.05250156 
 
2004 9.761273 11.77061 -0.46157 9.45329 0.576023113 10.82273484 11.09475055 
 
2005 9.82455 11.80896 -0.46645 9.54541 0.628016127 10.86335391 11.09032861 
 
2006 10.24187 11.84716 -0.46321 9.561357 0.763167067 10.90088219 11.09254521 
         
         
         
  
F-Statistic 
      
  
RSSR 1.74E+22 
     
  
RSSUR 3.61E+21 
     
  
Restrictions 14 
     
  
df 21 
     
  
F-Computed 4.62E+00 
     
  
F-Critical 2.143272 
      
 
 
 
 
 
 
