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Abstract
We investigate complete minimal submanifolds f : M3 → Hn in hyperbolic
space with index of relative nullity at least one at any point. The case when
the ambient space is either the Euclidean space or the round sphere was already
studied in [6] and [7], respectively. If the scalar curvature is bounded from below
we conclude that the submanifold has to be either totally geodesic or a generalized
cone over a complete minimal surface lying in an equidistant submanifold of Hn.
In this paper, we continue our study of a class of minimal isometric immersions of
complete Riemannian manifolds in space forms f : Mm → Qnc initiated in [6] for sectional
curvature c = 0 and continued in [7] for c > 0. The basic hypothesis is that the index
of relative nullity satisfies ν ≥ m − 2 everywhere. The goal is to conclude that under
some reasonable assumption the submanifold has to be of a simple geometric type other
than totally geodesic. For instance, under the hypothesis that the Omori-Yau maximum
principle holds on the manifold, we showed in [6] that the Euclidean submanifold has
to be a (m− 2)-cylinder.
In any of the two cases already studied, the proofs reduced to analyzing the situation
of the three dimensional submanifolds. In fact, for submanifolds in spheres only this
case turned out to be possible. This paper is devoted to complete minimal submanifolds
in hyperbolic space f : Mm → Hn under the assumption that ν ≥ m − 2. In this
ambient space this condition turns out to be quite less restrictive than in the previously
studied cases. Nevertheless, we have reasons to believe that the manifold being three-
dimensional is still quite special and this is why this case allows a characterization of a
class of submanifolds that is contained in the following description.
Let i : Qn−ℓc → Hn, 1 ≤ ℓ ≤ n−3 and c 6= −1, denote an inclusion as a complete sim-
ply connected umbilical submanifold. Thus Qn−ℓc is either a totally geodesic submanifold
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of a geodesic sphere or an equidistant hypersurface or a horosphere if c > 0, c < 0 or
c = 0, respectively. Let g : L2 → Qn−ℓc be an isometric immersion of a two-dimensional
Riemannian manifold. The normal bundle of h = i ◦ g : L2 → Hn splits orthogonally as
NhL = i∗NgL⊕NiQn−ℓc
where NiQ
n−ℓ
c is regarded as a subbundle of NhL. Let G : NiQ
n−ℓ
c → Hn be defined by
G(x, w) = expg(x) w
where exp denotes the exponential map of Hn. Then we denote by Mm, m = 2+ ℓ, the
open subset of NiQ
n−ℓ
c where G is an immersion endowed with the metric induced by
the map G.
Definition: The generalized cone in hyperbolic space over a surface g : L2 → Qn−ℓc is
the isometric immersion Fg : M
m → Hn, m = 2 + ℓ, defined as Fg = G|Mm.
Theorem 1. Let f : M3 → Hn be a minimal isometric immersion with index of relative
nullity at least ν ≥ 1 at any point. Assume that M3 is complete with scalar curvature
bounded from below. Then f is either totally geodesic or a generalized cone over a com-
plete minimal surface with bounded Gauss curvature lying in an equidistant submanifold
of Hn.
Notice that generalized cones over minimal surfaces contained in the other two types
of umbilical submanifolds are not part of the theorem. In fact, if the surface lies inside
a geodesic sphere then the generalized cone is never complete whereas if it lies in a
horosphere then the scalar curvature of the cone is unbounded.
Like it happens for c ≥ 0, in the present case where c < 0 there are plenty of local
examples other than generalized cones. As a matter of fact, a local parametrization
of all minimal submanifolds f : Mm → Hn with index of relative nullity ν = m − 2
was given in [12] in terms of certain elliptic space-like surfaces in either the Lorentzian
sphere or the Lorentzian flat space according to n−m being even or odd, respectively.
Moreover, from the results in [3], [9] and [11] it is clear that this parametrization can
be used to construct complete examples of any dimension other than generalized cones.
1 Preliminaries
Let f : Mm → Hn denote an isometric immersion of an m-dimensional Riemannian
manifold Mm into hyperbolic space. The relative nullity subspace of f at x ∈ Mm is
defined as
D(x) = {X ∈ TxM : α(X, Y ) = 0 for all Y ∈ TxM}
where α : TM × TM → NfM denotes the second fundamental form with values in the
normal bundle.
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The dimension ν(x) of D(x) is called the index of relative nullity of f at x ∈Mm. If
f has constant index of relative nullity on an open subset U ⊂Mm, then D is integrable
along U , its leaves are totally geodesic submanifolds of Mm and their images under f
are totally geodesics submanifolds of Hn.
Let U ⊂ Mm be an open subset where the index of relative nullity ν = s > 0 is
constant. The following is a fundamental result in the theory of isometric immersions
into space forms; cf. [4].
Proposition 2. Let γ : [0, b] → Mm be a geodesic such that γ([0, b)) ⊂ U is contained
in a leaf of relative nullity foliation. Then ν(γ(b)) = s.
We decompose any X ∈ TM as
X = Xv +Xh
according to the orthogonal decomposition TM = D ⊕ D⊥, and denote by ∇v and ∇h
the components of the Levi-Civita connection with respect to that decomposition.
The splitting tensor C : D ×D⊥ → D⊥ is defined as
C(T,X) = −∇hXT = −(∇XT )h
for any T ∈ D and X ∈ D⊥. If x ∈ Mn and T ∈ D(x), then the tensor gives rise to an
endomorphism CT = C(T, ·) : D⊥(x)→ D⊥(x). Accordingly, we regard C as a map
C : Γ(D)→ Γ(End(D⊥)).
The following differential equations are a well known consequence of the Codazzi
equation:
∇SCT = CT ◦ CS + C∇v
S
T − 〈T, S〉I (1)
where I is the identity map,
(∇hXCT )Y − (∇hYCT )X = C∇vXTY − C∇vY TX (2)
and
∇TAξ|D⊥ = Aξ|D⊥ ◦ CT + A∇⊥
T
ξ|D⊥ (3)
for any S, T ∈ Γ(D), X, Y ∈ Γ(D⊥) and with
〈AηX, Y 〉 = 〈α(X, Y ), η〉
for any η ∈ NfM . See [4] or [5].
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A main ingredient in the proof of our result is the Omori-Yau maximum principle.
Recall that the Omori-Yau maximum principle is said to hold on Mm if for any function
ϕ ∈ C2(M) bounded from above there exists a sequence of points {xj}j∈N such that
ϕ(xj) > supϕ− 1/j, ‖∇ϕ‖(xj) ≤ 1/j and ∆ϕ(xj) ≤ 1/j
for any j ∈ N. It is well-known that the principle is valid if the manifold is complete
and the Ricci curvature does not decay fast to −∞. It also holds for properly immersed
submanifolds in space forms with bounded length of the mean curvature vector field;
cf. [1].
The following two results that will be used for the proofs are consequence of the
Omori-Yau maximum principle.
Proposition 3. LetMm be a Riemannian manifold for which the Omori-Yau maximum
principle holds. If ϕ ∈ C∞(M) satisfies that ∆ϕ ≥ 2ϕ2 then supϕ = 0.
Proof: See [1] or [10, Lemma 4.1].
Proposition 4. Let Mm be a Riemannian manifold which Ricci curvature bounded
from below by −K for some constant K ≥ 0. If f ∈ C∞(M) is a harmonic function
which is bounded from below on Mm, then
‖∇f‖ ≤
√
(m− 1)K(f − inf f).
Proof: See [16, Theorem 3′′].
2 Generalized cones
In this section, we discuss several basic properties of generalized cones in hyperbolic
space.
That a smooth tangent distribution D is umbilical means that there exists a smooth
section δ of D⊥ such that
〈∇XY, T 〉 = 〈X, Y 〉〈δ, T 〉
for all X, Y ∈ D and T ∈ D⊥.
Proposition 5. Let f : Mm → Hn be an isometric immersion with constant index of
relative nullity 1 ≤ ν ≤ m − 2. Assume that the conullity distribution D⊥ is umbilical.
Then f is locally a generalized cone over an isometric immersion g : Σm−ν → Qn−νc into
an umbilical submanifold of Hn. Moreover, the submanifold is globally a generalized cone
if the relative nullity leaves are complete.
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Proof: Let j : Σm−ν → Mm denote the inclusion of a leaf Σm−ν of D⊥ into Mm. Then
set h = f ◦ j : Σm−ν → Hn. The normal bundle of h splits as
NhΣ = f∗NjΣ⊕NfM = f∗D|Σ ⊕NfM.
By assumption, there exists δ ∈ Γ(D) such that CT = 〈T, δ〉I for all T ∈ Γ(D). Thus,
∇˜Xf∗T = f∗∇XT = −f∗CTX + f∗∇vXT = −〈T, δ〉f∗X + f∗∇vXT
for all X ∈ TΣ and T ∈ Γ(D), where ∇˜ is the induced connection on f ∗THn. Therefore
the subbundle S = f∗D|Σ of NhΣ is parallel with respect to the normal connection and
the shape operator of h with respect to any section η = f∗T of S, with T ∈ Γ(D), is
given by
Ahη = 〈T, δ〉I.
It follows easily that there exist an umbilical inclusion i : Qn−νc → Hn and an isometric
immersion g : Σm−ν → Qn−νc such that h = i ◦ g. Moreover, at any x ∈ Σm−ν the fiber
S(x) = f∗D(x) coincides with the normal space of i at i(x). Thus the generalized cone
over g coincides locally with f . The global statement is immediate.
Proposition 6. Let g : L2 → Qn−νc be a minimal surface. With the notation given
above we have that the following facts hold:
(i) The generalized cone Fg : M
m → Hn, m = 2 + ν, over g is a minimal immersion
with index of relative nullity at least ν at any point.
(ii) The map G is an immersion if and only if Qn−νc is a totally geodesic submanifold
of either an equidistant hypersurface or a horosphere in Hn. In that case Mm is com-
plete if and only if L2 is complete. Moreover, if Qn−νc is contained in an equidistant
(respectively, horosphere) hypersurface then the scalar curvature of Mm is bounded (re-
spectively, unbounded) along each fiber of the normal bundle of the umbilical inclusion
i : Qn−νc → Hn.
Proof: Let i : Qn−νc → Hn be a complete simply connected umbilical submanifold. Then
let η1, η2, . . . , ην be a global orthonormal frame of the normal bundle of i such that η1
points in the direction of the mean curvature vector field H .
Since the normal bundle NiQ
n−ν
c is a trivial vector bundle we have that the map
G : L2 × Rν → Hn is given parametrically by
G(x, t1, t2, . . . , tν) = cosh tν fν−1(x) + sinh tν ην(x),
where fj are defined inductively by f0 = g and
fj = cosh tjfj−1 + sinh tjηj , 1 ≤ j ≤ ν.
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Set
hj = Π
ν
k=j+1 cosh tk, 1 ≤ j ≤ ν − 1
and
r = h1(cosh t1 − ‖H‖ sinh t1).
A straightforward computation gives
G∗(X) = r g∗(X), X ∈ TL,
G∗(∂tj ) = hj(sinh tj fj−1 + cosh tj ηj), 1 ≤ j ≤ ν − 1,
G∗(∂tν ) = sinh tν fν−1 + cosh tν ην .
It is clear that the map G is an immersion if and only if ‖H‖ ≤ 1, which in turn
is equivalent to Qn−νc being a totally geodesic submanifold of either an equidistant
hypersurface or a horosphere in Hn. Moreover, its second fundamental form is given by
αG(X, Y ) = rαg(X, Y )
if X, Y ∈ TL, and the fact that the vectors ∂t1 , . . . , ∂tν belong to the relative nullity
subspace. This proves part (i).
The induced metric on L2 × Rν is given by
〈 , 〉G = r2 〈 , 〉g + 〈 , 〉0,
where the Euclidean space Rν is equipped with the complete Riemannian metric
〈 , 〉0 = h21dt21 + · · ·+ h2ν−1 dt2ν−1 + dt2ν .
It follows from Lemma 7.2 in [2] that the manifold Mm is complete if and only if L2 is
complete.
Finally, the Gauss equation yields that the scalar curvature s of Mm is given by
s = −m(m− 1)− 1
r2
‖αg‖2.
This clearly implies that the scalar curvature of Mm is bounded (respectively, un-
bounded) along each fiber of the normal bundle of the umbilical inclusion i : Qn−νc → Hn
if Qn−νc is a totally geodesic submanifold of an equidistant hypersurface (respectively,
horosphere).
3 The proof of Theorem 1
We start the proof with a result that holds for submanifolds on any dimension.
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Lemma 7. Let f : Mm → Hn be a minimal isometric immersion with constant index
of relative nullity ν = m − 2. Then CT ∈ span{I, J} for any T ∈ Γ(D) where I is the
identity endomorphism and J denotes the almost complex structure of D⊥.
Proof: We have from (3) that
Aξ|D⊥ ◦ CT = CtT ◦ Aξ|D⊥ (4)
for any T ∈ Γ(D). On the other hand, the minimality condition is equivalent to
Aξ|D⊥ ◦ J = J t ◦ Aξ|D⊥. (5)
We first treat the hypersurface case n = m + 1. Let ξ denote a local unit normal
vector field along f and let e1, e2 be an orthonormal tangent frame that diagonalizes
Aξ|D⊥ such that Je1 = e2. Set
u = 〈∇e2e1, T 〉 and v = 〈∇e1e1, T 〉.
From the Codazzi equations
(∇e1Aξ)e2 = (∇e2Aξ)e1 and (∇eiAξ)T = (∇TAξ)ei for i = 1, 2,
we obtain that
u = −〈∇e1e2, T 〉 and v = 〈∇e2e2, T 〉.
It follows that CT = vI − uJ .
Assume now that f does not reduce codimension to one. The normal subspaces
Nf1 (x) = span{α(X, Y ) : for all X, Y ∈ TxM}
have dimension at most two due to minimality. If there is an open subset V ⊂ Mm
where dimNf1 = 1, then a simple argument using the Codazzi equation gives that the
normal subbundle Nf1 is parallel in the normal connection along V . Hence f |V reduces
codimension to one. But then due to real analyticity of the immersion, the same would
hold globally, and that is a contradiction. Therefore, there is an open dense subset of
Mm where dimNf1 = 2. From (4) and (5) it now follows easily that CT ∈ span{I, J} as
we wished.
We now point our attention to the three-dimensional case in which the harmonicity
established by the following result will turn out to be fundamental.
Lemma 8. Assume that m = 3. Let e1, e2, e3 be a local orthonormal tangent frame
such that e3 spans D⊥ and let v, u are smooth functions such that Ce3 = vI − uJ . Then
v = −〈∇e1e3, e1〉 = −〈∇e2e3, e2〉 and u = 〈∇e1e3, e2〉 = −〈∇e2e3, e1〉. (6)
Moreover,
e3(v) = v
2 − u2 − 1, e3(u) = 2uv, e1(u) = e2(v) and e2(u) = −e1(v). (7)
Furthermore, the functions v and u are harmonic.
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Proof: The proof of (7) is a direct consequence of (1) and (2). The harmonicity of the
functions v and u follows by a straightforward computation using (6) and (7) similar to
the one given in [6] or [7].
Next we make use of the real analytic structure of a minimal submanifold in order
to extend smoothly the relative nullity distribution to the totally geodesic points.
Let A denote the set of totally geodesic points of f . By Proposition 2, the relative
nullity distribution D is a line bundle onM3rA. Since f is real analytic we have that A
is a real analytic set. According to Lojasewicz’s structure theorem [13, Theorem 6.3.3],
it follows that A locally decomposes as
A = V0 ∪ V1 ∪ V2 ∪ V3
where each set Vk, 0 ≤ k ≤ 3, is either empty or a disjoint finite union of k-dimensional
real analytic subvarieties. A point x0 ∈ A is called a regular point of dimension k if there
is a neighborhood Ω of x0 such that Ω∩A is a k-dimensional real analytic submanifold
of Ω. Otherwise x0 is said to be a singular point. Then the set of singular points is
locally a finite union of submanifolds.
We can assume that V3 is empty since, otherwise, we already have by real analyticity
that f is a totally geodesic submanifold.
Lemma 9. The set V0 is empty.
Proof: The proof goes as in [6] and [7].
Lemma 10. The set V2 is empty.
Proof: The proof is similar with those given in [6] and [7]. All we have to show is that
V2 does not contain regular points. Suppose to the contrary and let Ω ⊂M3 be an open
neighborhood of a regular point x0 ∈ V2 such that L2 = Ω∩A is an embedded surface.
Let e1, e2, e3, ξ1, ..., ξn−3 be an orthonormal frame adapted to M
3 along Ω near x0.
The Gauss map γ : M3 → Gr(4, n+1) takes values into the Grassmannian of oriented
space-like 4-dimensional subspaces in the Lorentzian space Ln+1. Regarding Gr(4, n+1)
as a submanifold in ∧4Ln+1 via the map for the Plu¨cker embedding, we have that
γ = f ∧ e1 ∧ e2 ∧ e3.
The coefficients of the second fundamental form are
haij = 〈α(ei, ej), ξa〉
where from now on 1 ≤ i, j, k ≤ 3 and 1 ≤ a, b ≤ n− 3. It is easy to see that
γ∗ei =
∑
j,a
haijf ∧ eja (8)
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where eja is obtained by replacing ej with ξa in f ∧ e1 ∧ e2 ∧ e3. Then∑
i
〈γ∗ei, γ∗ei〉 =
∑
i,j,a
(haij)
2〈f ∧ eja, f ∧ eja〉 = −‖α‖2
where the inner product of two simple 4-vectors in ∧4Ln+1 is defined by
〈a1 ∧ a2 ∧ a3 ∧ a4, b1 ∧ b2 ∧ b3 ∧ b4〉 = det
(〈ai, bj〉).
A long but straightforward computation using the Codazzi equation yields
∆γ = −‖α‖2γ +
∑
i,a6=b,j 6=k
haijh
b
ik f ∧ eja,kb (9)
where eja,kb is obtained by replacing ej with ξa and ek with ξb in e1 ∧ e2 ∧ e3.
We identify ∧4Ln+1 with LNS where
(
n+1
4
)
and S =
(
n
3
)
and regard γ as a map from
M3 into LNS . Denoting by {AJ}J∈{1,...,N} the corresponding base in LNS , where A1, . . . , AS
are timelike and the remaining vectors spacelike, we have that
γ =
N∑
J=1
wJAJ
where wJ = −〈γ, AJ〉 for 1 ≤ J ≤ S and wJ = 〈γ, AJ〉 for S + 1 ≤ J ≤ N .
We obtain from (9) that
∆wJ = −‖α‖2wJ − ǫJ
∑
i,a6=b,j 6=k
haijh
b
ik〈f ∧ eja,kb, AJ〉 (10)
where
ǫJ =
{
+1, 1 ≤ J ≤ S
−1, S + 1 ≤ J ≤ N.
Take a local chart φ : U → R3 of coordinates x = (x1, x2, x3) on an open subset U of
Ω and set
ei =
∑
j
µij∂xj . (11)
Setting θJ = wJ ◦ φ−1, we obtain the map θ : φ(U) ⊂ R3 → LNS given by
θ =
N∑
J=1
θJAJ = (θ1, . . . , θN).
Thus θ = γ ◦ φ−1 is the representation of the Gauss map with respect to the above
mentioned charts. From (11) and
haij =
∑
J
〈f ∧ eja, AJ〉ei(wj)
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we derive that
haij =
∑
k,J
µik〈f ∧ eja, AJ〉(θJ)xk . (12)
Thus
‖α‖2 =
∑
i,j,a
(∑
k,J
µik〈f ∧ eja, AJ〉(θJ )xk
)2
. (13)
The Laplacian of M3 is given by
∆ =
1√
g
∑
i,j
∂xi
(√
ggij∂xj
)
where gij are the components of the metric of M
3 and g = det(gij). Using (12) and (13)
we see that (10) is of the form∑
i,j
gij(θJ )xixj + CJ
(
x, θ, θx1 , θx2, θx3
)
= 0,
where CJ : φ(U)× R4N → R is given by
CJ(x, y, z1, z2, z3) =
1√
g
∑
i,j
(
√
ggij)xizjJ + yJ
∑
i,j,a
(∑
k,I
µik〈f ∧ eja, AI〉zkI
)2
+ ǫJ
∑
I,K
∑
i,l,m
a6=b,j 6=k
µilµim〈f ∧ eja,kb, AJ〉〈f ∧ eja, AK〉〈f ∧ ekb, AI〉zmIzlK
with y = (y1, . . . , yN), zi = (zi1, . . . , ziN ), i,m, l ∈ {1, 2, 3} and I, J,K ∈ {1, . . . , N}.
Let Aij = g
ijIN , IN being the identity N ×N matrix, C = (C1, . . . , CN) and n the unit
normal field to the surface φ(L2) in R3. Then, the vector valued map θ = (θ1, . . . , θN)
satisfies the elliptic equation
Lθ =
∑
i,j
Aij(x)θxixj + C
(
x, θ, θx1 , θx2 , θx3
)
= 0
with initial conditions: θ is constant on φ(L2) and n∗(θ) = 0 on φ(L
2).
According to the Cauchy-Kowalewsky theorem (cf. [15]) the above system has a
unique solution if the surface φ(L2) is noncharacteristic. This latter condition is satisfied
if Q(n) 6= 0, where Q is the characteristic form given by
Q(ζ) = det(Λ(ζ))
with ζ = (ζ1, ζ2, ζ3) and
Λ(ζ) =
∑
i,j
gijζiζjIN
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is the symbol of the differential operator L. That the surface φ(L2) is noncharacteristic
follows from
Q(ζ) =
(∑
i,j
gijζiζj
)N
.
Since C(x, y, 0, 0, 0) = 0 the constant maps satisfy the system. Due to uniqueness of
solutions to the Cauchy problem, we deduce that the Gauss map γ is constant on an
open subset of M3 and that is not possible.
Lemma 11. The relative nullity distribution can be extended analytically over the
regular points of the set A.
Proof: Clearly D extends continuously over the regular points of A. Let e1, e2, e3 be a
local orthonormal tangent frame on an open subset U of M3 rA as in Lemma 8. We
view e3 as a map F : U → T 1M into the unit tangent bundle of M3 endowed with the
Riemannian metric inherited from the Sasaki metric on TM . We argue that the map
F = e3 is harmonic. In fact, from (6) and (7) we obtain that
∆e3 =
3∑
i=1
(∇ei∇eie3 −∇∇eieie3)
= −2(u2 + v2)e3
= −(‖∇e1e3‖2 + ‖∇e2e3‖2)e3.
Hence the map F satisfies the differential equation
∆F + ‖∇F‖2F = 0,
which is precisely the Euler-Lagrange equation for the energy functional of F (cf. [17,
Proposition 1.1]). Thus F : U → T 1M is harmonic. Since the singular set A has
Hausdorff dimension one, it follows that cap2(A) = 0. From a result of Meier [14,
Theorem 1] it follows that F is of class C2 on U . But then F is real analytic by a result
due to Eells and Sampson [8, Proposition p. 117].
Lemma 12. The set A has no singular points.
Proof: It now follows immediately using Proposition 2.
Proof of Theorem 1: We have seen that the relative nullity distribution D extends to a
global line bundle, also denoted by D. By passing to the 2-fold covering, if necessary,
we have that this line bundle is trivial. Thus it is spanned by a globally defined unit
section e. Hence, there is a unique, up to sign, orthogonal almost complex structure
J : D⊥ → D⊥. By Lemmas 7 and 8 there are harmonic functions u, v ∈ C∞(M) such
that
Ce = vI − uJ.
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To obtain the proof of the theorem all we have to show is that u vanishes. In fact,
if that is the case then the result will follow from Propositions 5 and 6.
Making use of the first two equations in (7) and that the functions u, v are harmonic,
we obtain that
∆(u2 + v2 − 1) = 2‖∇u‖2 + 2‖∇v‖2
≥ 2(e(u))2 + 2(e(v))2
= 8u2v2 + 2(v2 − u2 − 1)2
≥ 2(u2 + v2 − 1)2.
Since the Ricci curvature of M3 is bounded from below, then Proposition 3 applies and
gives that u2 + v2 ≤ 1. Hence u and v are bounded functions.
We claim that v2 < 1. Suppose to the contrary that there is x0 ∈ M3 such that
|v(x0)| = 1. The maximum principle for harmonic functions yields that v = 1 or v = −1
everywhere. Hence Ce = ±I. We have using (3) that
e(‖α‖2) = e( n−3∑
j=1
tr(A2ξj )
)
=
n−3∑
j=1
tr(∇eA2ξj ) = 2
n−3∑
j=1
tr(Aξj ◦ Ce ◦ Aξj ) = ±2‖α‖2
where ξ1, . . . , ξn−3 is an orthonormal normal frame parallel along γ. Thus
‖α(γ(t))‖2 = ce±t
where c > 0 is a constant. Therefore ‖α‖ is unbounded along γ. This clearly contradicts
the assumption on the scalar curvature and proves the claim.
Let γ : R → M3 be a unit speed geodesic contained in a leaf of the relative nullity
foliation. Since v2 < 1, we have from the first equation in (7) that
(v ◦ γ)′ = (v ◦ γ)2 − (u ◦ γ)2 − 1 ≤ (v ◦ γ)2 − 1.
Hence the function v ◦ γ : R → (−1, 1) is strictly decreasing and satisfies sup v ◦ γ = 1
and inf v ◦ γ = −1. Thus the function v changes sign only once along each leaf of the
relative nullity foliation. From the first equation in (7) and v2 < 1 it follows that
e(v) = v2 − u2 − 1 < 0.
Since 0 is a regular value of v, the level set L2 = v−1(0) is a 2-dimensional connected
submanifold of M3 and the map ρ : L2 × R→ M3 defined by
ρ(x, t) = expxte(x)
is a diffeomorphism. Consider the smooth function φ : L2 × R→ R given by
φ ◦ ρ−1 = −2v
1 + u2 + v2 +
√
(1 + u2 + v2)2 − 4v2 ·
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Setting ψ = φ ◦ ρ−1, we have that
ψ
1 + ψ2
=
−v
1 + u2 + v2
· (14)
A straightforward computation using (7) yields
e(ψ) = 1− ψ2. (15)
Since φ vanishes on L2 we obtain that φ(x, t) = tanh t. Thus ψ is bounded on M3.
Hence θ ∈ C∞(M) given by
θ = u2 + (v + ψ)2
is also bounded. Using (7) and (15) we readily see that
e(θ) = 2ue(u) + 2(v + ψ)(e(v) + e(ψ))
= 4u2v + 2(v + ψ)(v2 − u2 − ψ2)
= 2(v − ψ)θ. (16)
Since u and v are harmonic functions, we obtain that
∆θ = 2‖∇u‖2 + 2(v + ψ)∆ψ + 2‖∇(v + ψ)‖2
≥ 8u2v2 + 2(v + ψ)∆ψ + 2(e(v) + e(ψ))2
= 8u2v2 + 2(v + ψ)∆ψ + 2(v2 − u2 − ψ2)2. (17)
On the other hand, it follows from (14) that
(1− ψ2)(1 + u2 + v2)2
(1 + ψ2)2
∇ψ = 2uv∇u− (1 + u2 − v2)∇v. (18)
Using the harmonicity of u and v again, a straightforward computation gives
1− ψ2
2(1 + ψ2)2
∆ψ =
v(1− 3u2 + v2)
(1 + u2 + v2)3
‖∇u‖2 + 2u(1 + u
2 − 3v2)
(1 + u2 + v2)3
〈∇u,∇v〉
+
v(3 + 3u2 − v2)
(1 + u2 + v2)3
‖∇v‖2 + 3ψ − ψ
3
(1 + ψ)3
‖∇ψ‖2. (19)
Since θ is bounded, by the Omori-Yau maximum principle there is a sequence {xj}j∈N
of points in M3 such that
(i) lim θ(xj) = sup θ, (ii) ‖∇θ(xj)‖ ≤ 1/j and (iii) ∆θ(xj) ≤ 1/j. (20)
Taking a subsequence, we have that lim u(xj) = u0, lim v(xj) = v0 and limψ(xj) = ψ0.
Estimating at xj and letting j →∞, we obtain from (i) and (ii) of (20) and (16) that
(v0 − ψ0) sup θ = 0.
13
We conclude that u has to vanish unless v0 = ψ0.
Suppose now that v0 = ψ0. We have from (14) that v0 = ψ0 = 0. On the other hand,
since the Ricci curvature of M3 is bounded from below it follows from Proposition 4
that ‖∇u‖ and ‖∇v‖ are bounded. Hence, from (18), (19) and since ψ0 = 0, we have
that ∆ψ(xj) is bounded. Passing to the limit and using part (iii) of (20), we obtain
from (17) that u0 = 0. It follows using part (i) of (20) that sup θ = 0. Thus the function
u vanishes, and this concludes the proof.
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