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We describe a simple method of umbrella trajectory sampling for Markov chains. The method
allows the estimation of large-deviation rate functions, for path-extensive dynamic observables, for
an arbitrary number of models within a certain family. The general relationship between probability
distributions of dynamic observables of members of this family is an extended fluctuation relation.
When the dynamic observable is chosen to be entropy production, members of this family include
the forward Markov chain and its time reverse, whose probability distributions are related by the
expected simple fluctuation relation.
I. INTRODUCTION
One concept widely used to quantify rare behavior in
computer simulations is importance sampling, in which
the typical behavior of a reference system is used to infer
the rare behavior of a model of interest [1]. Umbrella
sampling [2] is a method of importance sampling used in
equilibrium. Here, a model is modified by a bias potential
that constrains it to a region of interest, and knowledge of
the Boltzmann weights of the modified and original mod-
els allows the user to calculate thermodynamic properties
of the latter. Away from equilibrium there exist methods
similar in spirit to umbrella sampling. These methods
probe the statistical properties of dynamic trajectories,
using a reference dynamics whose typical behavior is in
some sense equivalent to the rare behavior of the model
of interest [3–15].
One such method, described in Refs. [16, 17], applies
to Markov chains of a fixed number of configuration
changes. The method makes use of a set of reference
models to reconstruct the large-deviation rate functions,
for path-extensive dynamical observables, for an original
model of interest. The rate functions of the reference
models can be regarded as nonequilibrium umbrella po-
tentials, concentrating sampling in particular regions of
parameter space, an idea sketched in Fig. 1(a). The con-
cept of trajectory importance sampling is well known [3–
15]; the approach of Refs. [16, 17] is different to most
approaches in that it uses as a reference dynamics a sim-
ple (rather than an optimal) modification of the original
dynamics, and does not use population dynamics (a.k.a.
cloning) methods [8].
In general, trajectory importance sampling of the prob-
ability distribution ρ(a) ∼ e−KI(a) of a path-extensive
quantity Ka requires evaluation of relations of the type
e−KI(a) ∼ esKa
∫
dq Ps(q)e
Kq. (1)
Here I(a), the large-deviation rate function for a for the
original model, is the quantity we want to calculate; s
is a parameter associated with the reference model; q
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is a fluctuating quantity associated with trajectories of
the reference model; and K, the trajectory length, is
a large parameter. Ps(q) is the distribution of q as-
sociated with an ensemble of reference-model trajecto-
ries. The formally optimal approach to trajectory sam-
pling determines (or approximates) the reference model
for which Ps(q) = δ(q), so that reference-model trajecto-
ries of given a are a constant factor less probable than
those of the original model [18–22]. In this case the effort
of the method lies in the construction of a (potentially
complex) reference model whose properties are ideal in
the stated sense. The present method uses instead a
reference-model set that is a simple modification of the
existing model, and the effort of the method focuses on
evaluation of Ps(q) in order to recover I(a).
Direct evaluation of (1) is impractical when K is large.
If Ps(q) is Gaussian (the best case scenario outside of
q being constant) with variance σ2, then the error in
the measurement of eKq over trajectories of the reference
model is
〈(eKq)2〉s − 〈eKq〉2s
〈eKq〉2s
∼ eK2σ2 , (2)
where 〈·〉s ≡
∫
dq (·)Ps(q). The variance σ2 is typically
∝ 1/K, in which case (2) diverges exponentially with K,
and a number of trajectories exponentially large in K is
needed to evaluate (1). However, it is not necessary to
evaluate (1) or measure eKq directly (indeed, for K of
even modest size such exponentials cannot be evaluated
on a computer). Taking logarithms of (1) gives
I(a) = −sa− q¯ −K−1 ln
∫
dq Ps(q)e
K(q−q¯), (3)
where q¯ is the mean value of q over the ensemble of
reference-model trajectories. The first two terms of (3)
can calculated straightforwardly, using a number of tra-
jectories that does not scale with K (see Appendix C
of [16]), and provide a upper bound on the rate function
I(a). Any choice of reference dynamics produces some
upper bound on the rate function [23]; we show that
certain simple and physically-motivated choices produce
meaningful (i.e. tight) bounds. Moreover, with some
additional numerical effort the third term in (3) can be
evaluated or closely approximated, yielding the rate func-
tion itself. For the case of Gaussian Ps(q), the third term
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FIG. 1. Nonequilibrium umbrella sampling. (a) Estimation of the rate function I(a) of a model s (green), a member of the
family (5), can be done using a set of reference models s′. Typical reference-model trajectories, i.e. trajectories whose values
of a concentrate near the minima as′ of the reference-model rate functions (blue dashed lines), each allow reconstruction of
one point I(as′) on the green curve. Unlike conventional umbrella sampling, each piece of I(as′) is evaluated independently,
and values of s′ can be as close or as far apart as desired. (b) Multi-point sampling. In this paper we show that each set of
reference-model simulations can be used to recover one point (middle of the green interval) on the rate functions of any set {s}
of models of the family (5). Thus a collection of reference-model simulations allows reconstruction of the rate functions of the
entire family of models.
is equal to Kσ2/2, which can be evaluated by direct sim-
ulation using a number of trajectories that scales less
quickly than linearly with K (see Appendix C of [16]).
Higher-order cumulants of the integral become progres-
sively more expensive to evaluate – and the method will
fail if Ps(q) has long tails that cannot be sampled ef-
ficiently by direct simulation – but in what follows we
show that a set of simple reference-model choices can
yield short-tailed Ps(q), in which case the rare behavior
of the original model can be evaluated by direct simula-
tion of a set of simple reference models.
Thus the method described in Refs. [16, 17] is a partic-
ular implementation of trajectory importance sampling,
and is non-optimal in the formal sense. However, it is
simple and it works: it requires no special techniques
beyond direct simulation, and can be used to bound or
closely approximate the rate function in a variety of set-
tings. In addition, the method directly computes the log-
arithmic probability distribution for path-extensive ob-
servables, rather than computing the Legendre transform
of the distribution. This feature is useful when the prob-
ability distribution has linear or non-convex portions, in
which case its Legendre transform is singular [4].
In this paper we describe two extensions of this
method. First, we point out that each set of reference dy-
namical trajectories can be used to generate pieces of the
probability distribution of any stochastic model within a
particular family. We refer to this procedure as multi-
point sampling, an idea sketched in Fig. 1(b). Second,
we extend the method to Markov chains of fixed time.
The paper is organized as follows. In Section II we
describe the multi-point sampling procedure. We show
that the general relationship between probability distri-
butions of dynamic observables of any two members of
this family is an extended fluctuation relation. The sam-
pling method proceeds by evaluating many distribution-
pairs at the concentration point of one distribution, so
allowing evaluation of the other distribution away from
its concentration point. In Section III we show that when
the dynamical observable is entropy production, models
in this family include forward and time-reversed trajec-
tory ensembles, whose distributions satisfy the expected
fluctuation relation [24–30]. In Section IV we show how
to carry out the sampling method for trajectories of fixed
time. We conclude in Section V.
II. IMPORTANCE SAMPLING OF DYNAMIC
TRAJECTORIES
The reference-model method of Refs. [16, 17] is de-
signed to calculate probability distributions of dynamic
observables for Markov chains of a fixed number of con-
figuration changes. Consider a family of models, param-
eterized by a variable s, that move between microstates
C and C ′ with probability
ps(C → C ′) = Ws(C → C
′)
Rs(C)
. (4)
Here
Ws(C → C ′) = e−sα(C→C′)W0(C → C ′) (5)
is a rate, and Rs(C) ≡
∑
C′ Ws(C → C ′) is a normal-
ization factor than ensures probability conservation, i.e.∑
C′ ps(C → C ′) = 1. The quantity α(C → C ′) is the
change of an arbitrary dynamic observable A upon mov-
ing from C to C ′. The form (5) is motivated by the expo-
nential tilting of the probability distribution commonly
3done in the mathematical literature [4, 31], although this
choice of rates does not in general produce the tilted dis-
tribution.
Our aim is to calculate the probability distribution
ρs(a,K) ≡
∑
x
Ps[x]δ(A[x]−Ka) (6)
of the intensive variable a = A/K, for a particular model
s, over trajectories x = {C0, C1, . . . , CK} of K steps of
the dynamics. (Other approaches to trajectory sampling
calculate the cumulant-generating functions of dynamic
observables [5, 27, 32].) In (6), the quantity
Ps[x] = ρs(C0)
K−1∏
k=0
ps(Ck → Ck+1) (7)
is the probability of generating a trajectory x within the
model s, and
A[x] =
K−1∑
k=0
α(Ck → Ck+1) (8)
is the extensive dynamic observable for the trajectory x.
Direct simulation of the model leads to good sampling of
ρs(a,K) for a ≈ as, the value of a typical of the model.
For models with a well-defined stationary measure
pis(C) =
∑
C′
pis(C
′)ps(C ′ → C), (9)
this value is given by
as =
∑
C
pis(C)
∑
C′
ps(C → C ′)α(C → C ′)
= −
∑
C
pis(C)∂s lnRs(C). (10)
(The method also works for models that do not have a
well-defined stationary measure [16].)
Trajectories of the model will concentrate on as in the
large-K limit, leading to good sampling there but poor
sampling elsewhere. A standard way to overcome this
problem is to use importance sampling [3–5, 7, 8]. Con-
sider a second model s′, called the reference model, whose
trajectories concentrate in the large-K limit on as′ . Di-
rect simulation of the reference model will lead to good
sampling in the vicinity of as′ , and this statistics can
be used to reproduce the piece ρs(as′ ,K) of the original
model’s distribution. To see how, note that the relative
likelihood with which a trajectory x is generated by ref-
erence and original models, wss′ [x] = Ps[x]/Ps′ [x], is
wss′ [x] = e
(s′−s)A[x]+Kqss′ [x], (11)
where
qss′ [x] ≡ K−1
K−1∑
k=0
ln
Rs′(Ck)
Rs(Ck)
. (12)
The quantity we want, the probability distribution of a =
A/K for trajectories of length K of the original model,
is
ρs(a,K) ≡
∑
x
Ps′ [x]wss′ [x]δ(A[x]−Ka)
= e(s
′−s)aK∑
x
Ps′ [x]e
Kqss′ [x]δ(A[x]−Ka)
≡ ρs′(a,K)e(s′−s)aK〈eKqss′ [x]〉aKs′ , (13)
where
〈·〉aKs′ ≡
∑
x Ps′ [x](·)δ(A[x]−Ka)∑
x Ps′ [x]δ(A[x]−Ka)
(14)
is an average over reference-model trajectories that pos-
sess A[x] = Ka. Eq. (13) can be written
ρs(a,K)
ρs′(a,K)
= e(s
′−s)aK
∫
dqss′ e
Kqss′Ps′(qss′ |a), (15)
where Ps′(qss′ |a) is the probability distribution of the
fluctuating piece of the path weight, qss′ [x], for trajec-
tories of the reference model s′ that possess A[x] = Ka.
Normalization is such that
∫
dqss′ Ps′(qss′ |a) = 1. For
models for which the stationary measure pis(C) exists,
values of qss′ [x] fluctuate, from trajectory to trajectory,
about the typical value
qss′ =
∑
C
pis′(C) ln
Rs′(C)
Rs(C)
. (16)
Eq. (15) involves no approximations: it is a re-writing
of (6), and is valid for arbitrary path length K. The
expression makes clear that the trajectory-ensemble dis-
tributions of a for two models, s and s′, are related by
an extended fluctuation relation [4].
This relation can be used as a tool for sampling the dis-
tribution of a model s using a reference model s′. Con-
sider the case of large K. For many models, for suf-
ficiently large K, the distribution ρs(a,K) adopts the
large-deviation form ρs(a,K) ∼ e−KIs(a), where Is(a)
is the large-deviation rate function. To use (15) as a
method of reconstructing Is(a), note that the equation
can be evaluated at the point a = as′ where trajec-
tories of the reference model concentrate, i.e. where
Is′(as′) = 0. Then (15) can be rewritten
Is(as′) = (s− s′)as′ − q¯ss′
− K−1 ln
∫
dqss′ e
K(qss′−q¯ss′ )Ps′(qss′ |as′), (17)
whose evaluation gives one point on the curve Is(a) =
−K−1 ln ρ(a,K). (We omit the limit K → ∞ in the
definition of the large-deviation rate function, in order
to emphasize that we calculate quantities for large but
finite values of path length. We have verified that the
precise value of K makes no difference to the plots in
the paper, provided that it is large enough.) Here q¯ss′ is
the mean of the quantity qss′ [x], for trajectories of the
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FIG. 2. (a) Large-deviation rate functions for entropy production, I(σ0) = −K−1 ln ρ(σ0,K), for 15 models s =
{−1.2, 1.1, . . . , 0.1, 0.2} (left to right) in the family (5). The ‘original’ model (s = 0) is the the 4-state model of Ref. [33].
Results were calculated using the multi-point nonequilibrium umbrella sampling scheme described in the text. The green and
cyan curves denote the original (s = 0) and reverse (s = 1) models; the black dashed lines, which denote I0(σ0) +σ0 on the left
and I1(σ0)− σ0 on the right, verify that these two models obey the fluctuation relation (26). Note that entropy production σ0
is defined with respect to the model s = 0. (b) Rate function for the model s = 0 computed using the present method (green)
and by diagonalization of the tilted transition matrix (black). (c) Comparison of the exact result (green) and the rate-function
upper bound, Eq. (19) (black). Inset: zoom-in of the dotted area.
reference model s′ that have A[x] = Kas′ . The vari-
ance of the integral in (17) diverges (in general) expo-
nentially with K, but its logarithm can, in the cases we
have encountered [16, 17], be evaluated without excessive
numerical effort. Upon simulating the reference model,
we can measure Ps′(qss′ |as′) (provided that this quantity
does not have long tails that cannot be sampled efficiently
by direct simulation). If this distribution happens to be
Gaussian in qss′ , then (17) can be evaluated analytically
to give
I(1)s (as′) = (s− s′)as′ − q¯ss′ −Kσ2ss′/2. (18)
For non-Gaussian weight fluctuations we can regard
Eq. (18) as an approximation of the rate function. Here
σ2ss′ is the variance of the quantity qss′ [x], for trajectories
of the reference model s′ that have A[x] = Kas′ . In
this case the numerical effort required to evaluate the
point Is(as′) is (only) the effort required to compute the
variance (from trajectory to trajectory) σ2ss′ ∝ 1/K of
the intensive quantity qss′ [x]. If Ps′ is non-Gaussian in
qss′ then the integral in (17) can be evaluated via cal-
culation of higher-order cumulants, with the associated
additional computational cost [16]. The fact that the
integral in (17) is exponentially large in Kq[x] does not
automatically defeat the re-weighting procedure: if the
distribution Ps′(qss′ |as′) can be sampled efficiently by
the reference model dynamics (e.g. if it is approximately
Gaussian) then (18) can be evaluated with reasonable
accuracy.
The first two terms on the right-hand side of Eq. (17)
provide, by Jensen’s inequality, an upper bound I
(0)
s (as′)
on the rate function piece Is(as′) (whether or not Ps′ is
Gaussian),
I(0)s (as′) = (s− s′)as′ − q¯ss′ . (19)
This bound, like the rate function itself, is not required
to be quadratic about its minimum or even to be
convex [16, 17]. It can be calculated using a single
reference-model trajectory, or analytically if pis(C) can
be calculated analytically [17].
In Refs. [16, 17, 34] we used this method to calculate
large-deviation rate functions for a single model s = 0
using a set of reference models s′, a procedure illus-
trated in Fig. 1(a). The rate functions of the reference
models serve as nonequilibrium umbrella potentials,
concentrating sampling at certain points in parameter
space. In this paper we point out that Equations (15)
and (17), evaluated using a reference model s′, can
be used to produce large-deviation rate functions for
any number of ‘original’ models {s}, without doing
additional simulations. The quantity qss′ [x], given by
Eq. (12), depends on the identity of the original model
only through the label s; the choice of microstates visited
is determined solely by the reference model s′. Thus by
keeping track, in a reference-model simulation, of the
set of N values q{s}s′ [x], where {s} = {s1, . . . , sN}, we
can recover N pieces I{s}(as′) of N distinct ‘original’
models. This idea is illustrated in Fig. 1(b). Then,
by scanning s′, we can simultaneously reconstruct N
different rate functions I{s}(a).
III. SAMPLING ENTROPY PRODUCTION
To illustrate this procedure we choose to sample en-
tropy production. Let the bias appearing in Eq. (5) be
α(C → C ′) = ln pi0(C)p0(C → C
′)
pi0(C ′)p0(C ′ → C) , (20)
5the entropy produced by the model s = 0 upon moving
from C → C ′; here pi0(C) is the stationary measure of
the model s = 0 [see Eq. (9)]. The extensive dynamical
order parameter is then the total entropy produced by
a trajectory x of K steps, A[x] =
∑
k α(Ck → Ck+1) ≡
Σ0[x]. The rate of entropy production is the intensive
version of this parameter, σ0[x] = Σ0[x]/K. In this case
the family of models (5) is
Ws(C → C ′) =
(
pi0(C
′)p0(C ′ → C)
pi0(C)p0(C → C ′)
)s
W0(C → C ′). (21)
The parameter s influences the rate of entropy produc-
tion (here defined with respect to the model s = 0), dis-
tributions of which obey the expression (15).
The distributions of certain members of this family are
related in a simple way. In particular, the model s = 1
is the reverse of the model s = 0. From (21) we have
W1(C → C ′) = pi0(C
′)
pi0(C)
R0(C)p0(C
′ → C). (22)
Then
R1(C) ≡
∑
C′
W1(C → C ′) = R0(C), (23)
using (9), and so
p1(C → C ′) = pi0(C
′)
pi0(C)
p0(C
′ → C), (24)
which is the time-reversed Markov chain [28]. The prob-
ability distributions of entropy produced by the models
s = 0 and s = 1 then obey the expected fluctuation
relation. Setting s = 0 and s′ = 1, the terms of the fluc-
tuating piece qss′ [x
′] of the path weight, Eq. (12), are
ln
R1(C)
R0(C)
= 0, (25)
using (23), giving q01[x] = 0 and P1(q01|a) = δ(q01).
Hence for s = 0 and s′ = 1, Eq. (15) reduces to
ρ0(σ0,K)
ρ1(σ0,K)
= eσ0K . (26)
Given that the entropy production σ changes sign if we
switch from the forward to the reverse model, i.e. σ0 =
−σ1, we can write (26) in the form
ρ(Σ)
ρrev(−Σ) = e
Σ, (27)
which is the fluctuation theorem for nonequilibrium
steady states [24–27, 29]. Here ‘rev’ denotes the reverse
model, and Σ = σK. Thus, the general expression (15)
relates the distribution of an arbitrary dynamic observ-
able A for any two members of the the family of models
s. If A is chosen to be entropy production Σ, then, for
0 < s < 1, these models interpolate between the for-
ward and reverse versions of the model whose rates are
W0(C → C ′).
We can use these fluctuation relations, in the form (17),
as a method for reconstructing the large-deviation rate
functions for entropy production for all models {s} in
the family (5). To illustrate this procedure we consider
the 4-state model of Ref. [33]. This is a fully connected
model with states C ∈ {1, 2, 3, 4}. We take the rates
W0(C → C ′) to be the quantities r(C,C ′) in the caption
of Fig. 2 of that paper:
r(1, 2) = 3, r(1, 3) = 10, r(1, 4) = 9,
r(2, 1) = 10, r(2, 3) = 1, r(2, 4) = 2,
r(3, 1) = 6, r(3, 2) = 4, r(3, 4) = 1,
r(4, 1) = 7, r(4, 2) = 9, r(4, 3) = 5,
with r(C,C) = 0. We carried out a series of simulations
of 100 different reference models, whose values of s′ run
from −2 to 2.5 in evenly-spaced intervals. For each
reference model s′ we generated 8 × 103 independent
trajectories of length K = 106. From this ensemble
we calculated the typical value as′ of the dynamical
observable, and identified those trajectories whose values
of a were within an interval ±10−3 of as′ . From this
restricted ensemble we collected values of the fluctuating
path weights q{s},s′ [x], for 15 different values {s}, evenly
spaced between −0.2 and 1.2.
These quantities allow the approximation, via
Eq. (18), of the large-deviation rate function
Is(σ0) = −K−1 ln ρs(σ0,K) for 15 members of the
family (5). Results are shown in Fig. 2(a). Recall
that the variable σ0 is the entropy production rate
defined with respect to the model s = 0. The green
and cyan curves correspond to the models s = 0 and
s = 1 respectively, which are the forward and reverse
versions of the model with rates W0(C → C ′). The
black dotted lines verify that these models obey the
fluctuation relation (26). The left-hand black dotted
line is I0(σ0) + σ0, which is equal to I1(σ0) (cyan line).
The right-hand black dotted line is I1(σ0) − σ0, which
is equal to I0(σ0) (green). This comparison provides
a nontrivial check on the numerics, because it involves
the superposition of the centers and tails of distinct
distributions. As a further check on our numerics we
show in Fig. 2(b) a comparison between the rate function
calculated by the procedure described here, and that
obtained by Legendre transform of the logarithm of the
largest eigenvalue of the tilted transition-probability
matrix [4, 35]. More generally, the distributions shown
satisfy Is(σ0) = I1−s(−σ0).
Recent work has identified rate-function bounds for
generalized currents for discrete-time and continuous-
time Markov chains [33, 35–38]. The rate-function upper
bound obtained from the present method, Eq. (19),
can be evaluated analytically for simple models or, in
general, using a single reference-model trajectory [17].
The bound is not necessarily quadratic or convex. Com-
bined with the multi-point sampling method, the bound
6(a) (b) (c)
0
3
6
I(σ0)
−10 −5 0 5 10
σ0
0
5
10
I(σ0)
−10 0 10
σ0
0
5
10
I(σ0)
−10 0 10
σ0
0
5
10
I(σ0)
−10 0 10
σ0
J  0 (1)
< 0 (2)
J = 1.7 (3)
J (4)
↵ = 0.1 (5)
↵ = 0.01 (6)
⇢(a) ⇠ e K1I1(a) (7)
K1 ⌘ K/h 1 (8)
 f (9)
 h@f/@ 0i (10)
 h@f/@wi (11)
N ⌘ r + b (12)
m ⌘ (b  r)/N (13)
3 (14)
20 kBT (15)
40 kBT (16)
FIG. 3. As Fig. 2, but for trajectories of constant time rather than constant event number; here J(σ0) = −T−1 ln ρ(σ0, T ). (a)
The black dashed lines, J0(σ0) + σ0 on the left and J1(σ0) − σ0 on the right, verify that the fluctuation relation (27) holds.
(b) Numerically computed rate function for the model s = 0 (green), versus the exact solution (black) calculated via matrix
diagonalization. (c) Numerically computed rate-function upper bound, Eq. (41) (black), versus the exact solution (green).
Inset: bound from the present method (black), compared with the thermodynamic uncertainty relation from Ref. [33] (cyan;
this is the upper line from the main panel of Fig. 2 of that reference).
provides a cheap way of estimating the large-deviation
rate function for a range of models and conditions. For
th present model and order parameter, the bound is
relatively tight: see Fig. 2(c).
Here we have demonstrated that multiple rate func-
tions for path-extensive observables of Markov chains of a
fixed number of configuration changes can be calculated
in a simple way using a set of stochastic simulations.
The rate functions of more complex models, e.g. lat-
tice models, can be obtained in a similar way [16, 17, 34].
IV. SAMPLING TRAJECTORIES OF FIXED
TIME
A. General considerations
The procedure described thus far applies to Markov
chains in which the total number of configuration changes
K is fixed. Here we present one way to adapt this method
to trajectories of fixed time T . There are more sources
of fluctuation in this ensemble, because upon making a
move we select both a new microstate and a time incre-
ment, the latter being an exponentially-distributed ran-
dom variable [39]. In general we must impose a bias on
both choices in order to sample dynamic observables.
Consider a set of models with rates
Wˆλs (C → C ′) = Γλs (C)Ws(C → C ′). (28)
Here Ws(C → C ′) is given by (5), and biases the choice
of microstate C ′. The factor Γλ(C) is chosen to bias the
jump time from microstate C. A convenient choice is to
take
Γλs (C) =
R0(C) + λ
Rs(C)
, (29)
which makes the escape rate of the new model to be a
constant shift different to that of the original model, i.e.
Rˆλs (C) ≡
∑
C′ Wˆ
λ
s (C → C ′) = Γλs (C)Rs(C) = R0(C) +
λ. Here λ > −minC R0(C) is a constant that serves to
make the escape times from microstate C unusually large
or small (by the reckoning of the original model). It has
no effect upon the choice of microstate, i.e.
pˆs(C → C ′) = Wˆ
λ
s (C → C ′)
Rˆλs (C)
= ps(C → C ′), (30)
as Eq. (4).
We wish to calculate [40]
ρλs (a, T ) ≡
∑
x
Pˆλs [x]δ(A[x]− Ta)δ(T [x]− T ), (31)
where now
∑
x
=
∑
K>0
∑
C0···CK
K−1∏
k=0
∫ ∞
0
dtk (32)
denotes a sum over trajectories x that can have variable
numbers of configuration changes and jump times [8, 41].
[Using this notation, Eq. (6) would be written
ρs(a,K) ≡
∑
x
Ps[x]δ(A[x]−Ka)δ(K[x]−K).] (33)
The quantity T [x] =
∑K[x]−1
k=0 tk is the total time of
trajectory x; tk is the time increment of configuration
change k+1, and is − ln η/(R0(Ck)+λ), where η is a ran-
dom number uniformly drawn from the interval (0, 1] [39].
The (bulk) path weight Pˆλs [x] for the models Wˆ
λ
s is
Pˆλs [x] =
K[x]−1∏
k=0
Wˆλs (Ck → Ck+1)e−[R0(Ck)+λ]tk . (34)
7The relative weight wˆλλ
′
ss′ [x] = Pˆ
λ
s [x]/Pˆ
λ′
s′ [x] is
wˆλλ
′
ss′ [x] = e
(s′−s)A[x]+(λ′−λ)T [x]+Tφλλ′
ss′ [x], (35)
where A[x] =
∑K[x]−1
k=0 α(Ck → Ck+1) is the extensive
dynamic order parameter of trajectory x, and
φλλ
′
ss′ [x] ≡ T−1
K[x]−1∑
k=0
ln
(
Rs′(Ck)
Rs(Ck)
R0(C) + λ
R0(C) + λ′
)
(36)
is the analog of (12), with T replacing K as the mea-
sure of path length. Note that for fixed A[x] = A and
T [x] = T the path weight (35) depends, as before, only
on configurations visited. It does not depend upon the
time of jumps, on account of all models Wˆλs possess-
ing identically shifted escape rates from a given con-
figuration. Biasing jump times allows us to overcome
the problem of sampling exponential tails of jump-time
distributions using direct simulation (see Appendix B of
Ref. [16]).
The quantity we want, the probability distribution of
a = A/K for trajectories of the original model of length
T , is
ρλs (a, T ) ≡
∑
x
Pˆλ
′
s′ [x]wˆ
λλ′
ss′ [x]δ(A[x]− Ta)δ(T [x]− T )
= ρλ
′
s′ (a, T )e
[(s′−s)a+(λ′−λ)]T 〈eTφλλ
′
ss′ [x]〉aTs′λ′ ,(37)
where
〈·〉aTs′λ′ ≡
∑
x Pˆ
λ′
s′ [x](·)δ(A[x]− Ta)δ(T [x]− T )∑
x Pˆ
λ′
s′ [x]δ(A[x]− Ta)δ(T [x]− T )
(38)
is an average over reference-model trajectories of total
time T that possess A[x] = Ta. Eq. (37) can be written
ρλs (a, T )
ρλ
′
s′ (a, T )
= e[(s
′−s)a+(λ′−λ)]T
×
∫
dφλλ
′
ss′ e
Tφλλ
′
ss′ Ps′(φ
λλ′
ss′ |a), (39)
where Pλ
′
s′ (φ
λλ′
ss′ |a) is the probability distribution of the
fluctuating piece of the path weight, φλλ
′
ss′ [x], for trajecto-
ries of the reference model (s′, λ′) that possessA[x] = Ta.
Normalization is such that
∫
dφλλ
′
ss′ Ps′(φ
λλ′
ss′ |a) = 1.
For models and observables for which, for long
times, the large-deviation rate function Jsλ(a) =
−T−1 ln ρλs (a, T ) exists, we can evaluate (39) at the con-
centration point a = as′λ′ of the reference model, where
Jλ
′
s′ (as′λ′) = 0, to give
Jsλ(as′λ′) = (s− s′)as′λ′ + (λ− λ′)− φ¯λλ′ss′ (40)
− T−1 ln
∫
dφλλ
′
ss′ e
T (φλλ
′
ss′ −φ¯λλ
′
ss′ )Pλ
′
s′ (φ
λλ′
ss′ |as′λ′).
Here φ¯λλ
′
ss′ is the mean of the quantity φ
λλ′
ss′ [x], for tra-
jectories of the reference model (s′, λ′) of length T that
have A[x] = Tas′λ′ . By Jensen’s inequality, the first line
on the right-hand side of (40) provides an upper bound
J
(0)
sλ (as′λ′) = (s− s′)as′λ′ + (λ− λ′)− φ¯λλ
′
ss′ (41)
on the rate function. A refinement to this estimate can
be computed by assuming Pλ
′
s′ (φ
λλ′
ss′ |as′) to be Gaussian,
in which case we get
J
(1)
sλ (as′λ′) = J
(0)
sλ (as′λ′)− Tσ2
λλ′
ss′ /2. (42)
Here σ2
λλ′
ss′ is the variance of the quantity φ
λλ′
ss′ [x], for
trajectories of the reference model (s′, λ′) of length T that
have A[x] = Tas′λ′ . Simulations of the reference model
(s′, λ′) for fixed time T therefore provide an estimate of
one point a = as′λ′ on the rate function Jsλ(a).
The procedure described in this section is similar to
that described in Section II, but with path length set
by time T rather than number of configuration changes
K. In both versions of the method the set of reference
models is guided toward unlikely states of the original
model with biased probabilities ps(C → C). The ad-
ditional consideration required for constant time is to
draw random numbers η in order to compute jump times
− ln η/(R0(Ck)+λ), using λ as a way of sampling unlikely
time changes. The choice of a constant shift λ removes
the need to account for fluctuating jump times in the re-
weighting factor. The fluctuations of the remaining piece,
φλλ
′
ss′ [x], Eq. (36), derive from fluctuations of the empiri-
cal measure of the reference model and from the fact that
the number of terms in the sum, K[x], varies from tra-
jectory to trajectory. What is required is to measure the
statistics of this quantity for trajectories of fixed length
T and fixed A[x] = Ta (rather than for trajectories of
fixed K and fixed A[x] = Ka).
B. Entropy production
To test this method we calculated the large-deviation
rate function for entropy production for the 4-state model
of Ref. [33], for trajectories of constant time. In principle
we should sample both rare states and rare jump times,
but we found that the rate function for entropy produc-
tion can be well approximated, over a large interval, by
sampling only states. In this case we set λ′ = 0 and
suppress λ-labels on quantities (the original model has
s = λ = 0). With the bias in (28) given by (20), the
intensive dynamical order parameter a for a trajectory x
is σ0[x] = T
−1∑K[x]−1
k=0 α(Ck → Ck+1), the rate of en-
tropy production. As described by the equations above,
the procedure used to sample fluctuations of this variable
for paths of fixed T is essentially identical to that used in
Section III, except that now we run reference-model tra-
jectories for a fixed time T = 106 rather than for a fixed
number of events. We generated 5× 103 reference-model
trajectories for each value of s′ (100 different values be-
tween −2 and 2.5). The values of a of these trajecto-
ries fluctuate around a typical value as′ . We calculated
8the mean φ¯ss′ and variance σss′ using a series of nar-
row windows at and either side of the typical value as′ ,
and constructed a weighted average of the values of σ2ss′
calculated in these windows. This weighted average was
used to compute the approximation (42). In this way we
use most of the reference-model trajectories generated.
We show the results of this procedure in Fig. 3. Panel
(a) shows that trajectories of constant time of the for-
ward (s = 0) and time-reversed (s = 1) models obey the
fluctuation relation (27), as expected [the passage from
(39) to (27), for λ = λ′ = 0, is the same as that from (15)
to (27)], where now Σ = σ0T . Noise is visible in the tails
of the numerical results – for constant T there are more
sources of fluctuation than for constant K – but the rate
functions can be reconstructed with reasonable accuracy
within the interval shown. In panel (b) we compare the
numerically computed approximation of the rate func-
tion, Eq. (42) (green), with the exact solution (black).
The latter was calculated by Legendre transform of the
largest eigenvalue of the tilted rate matrix [5, 27, 35]. In
panel (c) we compare the exact solution (green) with the
rate-function upper bound, Eq. (41) (black), which is less
tight in general than its constant-K analog [see Fig. 2(c)]
but still close to the exact answer over a considerable in-
terval. In the inset of the figure we compare the bound
to the thermodynamic uncertainty relation [33]; the two
bounds are not exactly the same, but are similar over
a large interval. The thermodynamic uncertainty rela-
tion provides a ‘master’ upper bound for all currents. By
contrast, the present approach provides a bound specific
to the chosen observable, including observables that are
not currents (see e.g. Fig. 4), as well as a scheme for
improving upon the bound.
In the far wings of the rate functions (not shown) we
found that calculation of the variance σ2ss′ was unreli-
able; there, more trajectories are needed. In addition, we
would expect, for extremely rare values of entropy pro-
duction, that trajectories resulting from unusual jump
times must be sampled (using the λ-bias) in order to
accurately compute the rate function. One simple ap-
proach that could be used here is to carry out two-
dimensional sampling in s′ (biasing states) and λ (biasing
jump times), similar to that done in Sec. V of [16]. Such
sampling would produce a set of rate-function bounds at
least as tight as the one shown in Fig. 3(c), and those
bounds could be improved by evaluation of the fluctu-
ation terms. However, given the close correspondence
between numerics and the exact answer, such sampling
does not appear to be necessary for the range of values
of σ0 shown in the figure.
C. Events
In studies of glass-like models, an important observ-
able is the number of configuration changes (events) K
occurring in time T [5]. In order to sample
ρ00(K,T ) ≡
∑
x
Pˆ 00 [x]δ(K[x]−K)δ(T [x]− T ), (43)
we used the umbrella procedure of Section IV A, choosing
only to bias jump times (using λ) and not the choice of
state. In this case the reference model Wˆλ0 (C → C ′)
selects states in the same way as the original model, with
probabilities p0(C → C ′), and selects jump times from
exponential distributions with mean R0(C)+λ. The path
weight (36) simplifies to
φ0λ
′
00 [x] ≡ T−1
K[x]−1∑
k=0
ln
R0(C)
R0(C) + λ′
. (44)
We carried out the usual procedure in order to estimate
the large-deviation rate function for events k = K/T in a
fixed time for the 4-state model of Ref. [33]. We used 70
reference models whose values of λ′ were evenly spaced
between ±10. For each value of λ′ we generated 2× 104
trajectories of length T = 105, and calculated for each
set the typical value a0λ′ = k0λ′ , and the values of φ¯
0λ′
00
and σ0λ
′
00 (as in the previous subsection we used a series of
windows around the typical value a0λ′). We used these
quantities to calculate the Gaussian weight-fluctuation
approximation (42) to J(k) = −T−1 ln ρ(K,T ) [a single
trajectory suffices to calculate the bound (41)]. Note that
in those equations we have s = s′ = 0.
Numerical results are shown in Fig. 4, compared with
the exact result. The latter was obtained by Legendre
0
2.5
5
J(k)
5 15 25
k
0
2.5
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k
FIG. 4. Large-deviation rate function J(k) = −T−1 ln ρ(k, T )
for the number of configuration changes k = K/T per unit
time in the 4-state model of Ref. [33]. The black line is the
exact result, from matrix diagonalization. The green line re-
sults from numerical evaluation of Eq. (42), using the sam-
pling procedure described in this paper. Inset: the cyan line
is the upper bound (41), estimated using a single reference-
model trajectory. This bound is close to the exact answer
(black).
9transform of the largest eigenvalue of the tilted rate ma-
trix [5, 27, 35]. Both the bound and its refinement are
close to the exact answer.
V. CONCLUSIONS
We have described a simple method of umbrella sam-
pling for Markov chains. The method uses a simple mod-
ification of a model W0(C → C ′), namely (5) or (28),
to estimate the large-deviation rate functions of a path-
extensive observable for that model. In addition, with
the same set of simulations one can reconstruct the large-
deviation rate functions for any member of the family (5)
or (28). The general relationship between probability dis-
tributions of members of this family is an extended fluc-
tuation relation [Eqs. (15) or (39)]. When the observable
is chosen to be the rate of entropy production, members
of this family include the forward and reverse version of
a certain model, whose probability distributions are re-
lated by a simple fluctuation relation, Eq. (26). The ex-
tension to multiple dynamic observables is possible, fol-
lowing Section V of [16] (see also section 2.3 of [27]).
The method described here applies to Markov chains
of a fixed number of configuration changes or fixed time,
with computation of the rate function in the latter case
being (in general) numerically more demanding. How-
ever, in both cases it is straightforward to compute a
process-specific upper bound on the rate function, (19)
or (41). The bound derives from the typical weight of a
simply-modified version of the original process, and can
be computed (for a particular value of the order parame-
ter) using a single dynamic trajectory. The bound is not
necessarily quadratic about its origin or convex. Com-
bined with the multi-point sampling procedure, compu-
tation of the bound provides a simple and numerically
cheap way to identify special points, such as dynamic
phase transitions [16, 17], in a model’s parameter space.
The method also allows one to improve upon the bound.
In the cases studied here this can be done with reason-
able numerical effort, and results in estimates for large-
deviation rate functions for path-extensive observables
that agree with the answers obtained by matrix diago-
nalization.
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