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Por Tabla 2x2 se alude a una representación de datos como
la de la Tabla 1, los cuales pueden surgir, principalmente, de
tres tipos de experimentos (Pearson,1947) dependiendo del
número de marginales fijados. En ella
x,+x2=a,, y,+y2=a2, x,+y,=n,, x,+y2=n2 y a,+a2=n1+n2=n.
En lo que sigue, se aludirán por letras mayúsculas a las
variables aleatorias (X,, Y,, A,, ...) y por letras minúsculas
a sus valores experimentales (x,, y,, a,, ...).
Tabla 1





Totales a, a2 n
Los tres experimentos aludidos son:
i) Experimento de Fisher de la señorita y las tazas de té,
Fisher (1942) (los dos marginales fijados de antemano). En él
se le ofrecen a dicha señorita n tazas a clasificar. En n, de
ellas se echó la leche primero y el té después; en n2 de ellas
se procedió al revés (clasificación B Y B). Dado que tal
información le es ofrecida, ella clasificará las tazas
(clasificación A y ¡> de igual modo, pero procurará que sea
a,=n,. Para el caso general no tiene por qué suceder tal
igualdad.
La situación se ajusta al modelo en el que de una urna en
la que hay n bolas (de las que n, bolas son de tipo B y n2 bolas
2
son de tipo B), se extraen sin reinplazamiento a, bolas (a, bolas
dentro de la urna). Se desea contrastar la hipótesis de que las
bolas han sido extraidas al azar. Si esto es cierto, la




r=Max(0.ra1—fl2) ~x1~Min(a1;n1> s (2)
que surge de la distribución hipergeométrica de la única
variable que aparece: X,. En esta expresión todos los valores
son conocidos, lo que permite calcular la probabilidad de una
configuración como la dada.
u) Comparación de dos proporciones ( un marginal fijado: los
n1). Se ajusta al modelo en el que las variables X,, 1=1,2, son
variables aleatorias binomiales independientes con parámetros
n~ y p,, siendo p, la probabilidad de que un individuo de la
población i verifique una determinada característica en estudio
(A). Con ello, la probabilidad de una tabla como la dada es:
.P<x1=x11x2=x2¡n1,n2,p1,p2) =(flj(’½)PP<í~Pl)>’1P:2í~P2r’2 <3)
La hipótesis a contrastar es la igualdad de proporciones :
p,=p, (=p). Bajo esta hipótesis, la probabilidad anterior se
3
convierte en:
la cual no puede calcularse directamente por depender del
parámetro perturbador p (que es desconocido).
iii) Asociación de dos caracteres cualitativos dicotómicos
(ningún marginal fijado de antemano). Surge en un proceso
aleatorio en el que n individuos son clasificados según dos
características (A y E. Como ningún marginal está dado de
antemano, las variables independientes del problema son, por
ejemplo, (X1,X2,Y,) y la probabilidad asociada a la tabla
observada proviene de una distribución multinomial:
p<x1=x1,x2=x2,y1=y1¡n> = nl e Y, X2 Ya
<5)
donde cada una de las Pu corresponden a la probabilidad de cada
una de las cuatro casillas. La hipótesis a contrastar <H0) es
la independencia de los dos caracteres A y B. Si la H0 es
cierta y llamando
PA = PB. + ~ , ~ = p~ + p~ , ¡>» = + ~ , ~ = + P~
sucederá que
P>.»P.Pn. P..EPÁPE, PxnPxPa y PnPJPW
con lo cual la expresión anterior queda así:
p<x1,x21y1~r2) = ~ PA’ (lPA) PB (1—pat (6)
pues p, + p’ = p~ + p~ = 1. El cálculo directo de tal
probabilidad no es posible pues aparecen dos parámetros
perturbadores (p~ y Pn) de valor desconocido.
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Los tres problemas anteriores, clásicos en la estadística
de toda la vida, han sido aludidos numerosas veces en la
literatura con diversas identificaciones. Kroll (1989) recopila
las más habituales que se dan en la tabla siguiente:
wtsero de marginales tilos; modelo
2; Riperqeométtia 1; Dos Biz,ouii&l
•stadfttico
O; Multinomidl
Estudio: bit erentes Nombres:
Sarnard <194’>; EnsayOs Ensayos Doble
Upton (1982) Independientes <IT> Comparativos CC?> Dicotomía (DD>
pearson (1947) Problema 1 Problema II Problema III
Kempthorne <1*79> Origen II! Origen II Origen Y
Kendall & Stuart (1973) Caso Y caso II Caso III
Hosogenidád Doble dicotomla
Casillí & Modelo Y Modelo II Modelo III
Eopkins <197S,79) Erecto de Fisher Homogeneidad Independencia
Vates <josa> Ensayos Dos Binoniales Independencia
comparativos
Hay otras situaciones emparentadas con las actuales que no
son el objeto de esta memoria. Así, Kudó and Tarumi (1978)
presentan tres situaciones en las que surge una tabla con
formato como el de la Tabla 1: las dos primeras se reducen a
uno de los problemas ya planteados; la tercera da lugar a uno
nuevo. Sea x, y x2 dados, y sea Y1 una variable aleatoria
distribuida como binomial negativa con probabilidad p1 e Y2 lo





y el objetivo es de nuevo contrastar la igualdad de parámetros,
H0~p,=p2, por lo que vuelve a surgir el parámetro perturbador p.
Durante mucho tiempo, ha sido costumbre analizar los tres
problemas antes planteados mediante el test de x
2 (Pearson,
1900) en el caso de grandes muestras, o mediante el test exacto
de Fisher (1935) cuando las muestras eran pequeñas. Sin pérdida
de generalidad, y con el fin de simplificar la exposición, por
ahora aludiremos al caso u) (comparación de dos proporciones).
Como ya hemos dicho antes, el objetivo es contrastar la
H
0~ p,=p2 (=p) de igualdad de ambas proporciones mediante test
de una o dos colas. Bajo H0, la probabilidad de la tabla
observada es la (4) que depende del parámetro perturbador
desconocido p. Basu (1977) expuso las distintas posibilidades
para eliminar parámetros perturbadores en un contraste de
hipótesis. La primera posibilidad (método condicional) se basa
en la búsqueda de un estadístico cuya distribución condicional
no dependa de p, dando lugar a los llamados tests
condicionados. La segunda (método de maximización) consiste en
sustituir el parámetro p por el valor de él que hace máximo el
tamaño del test, dando lugar así a los llamados tests
incondicionados . La tercera posibilidad <método de estimación)
consiste en sustituir p por un estimador y, a continuación,
aplicar la teoría asintótica, resultando válido este método
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sólo para grandes muestras. Más recientemente Hinde and Aitkin
<1987) propusieron un cuarto método basado en lo que denominan
verosimilitud canónica, dando lugar a lo que podemos llamar
tests canónicos. Por otro lado, y para el caso particular en
que los n, individuos de cada muestra no han sido tomados al
azar de una población i, sino que provienen de una partición al
azar de un grupo inicial único de n individuos (cada uno
recibiendo el tratamiento 1 o II según el grupo en el que
caigan), se tienen los tests de aleatorización, los cuales a su
vez, pueden ser condicionados o incondicionados. Otros autores
<Rice, 1988; Martin and Luna, 1987) eliminan el parámetro
perturbador p asignándole una distribución conocida, dando
lugar así a los llamados tests pseudobayesianos. Esta memoria,
por elaborarse desde el punto de vista “clásico”, no se ocupa
de las soluciones bayesianas del problema. A tal efecto, ver
Altham (1969), Aitchison and Bacon-Shone (1981) y Nurininen and
Mutanen (1987).
Como se ve, los tres modelos aludidos, extremadamente
simples en apariencia y de estudio habitual para cualquier
estudiante que da sus primeros pasos en estadística, se
complican notablemente y dan lugar a varias metodologías de
resolución. En realidad el problema cae de lleno dentro del más
amplio de la eliminación de parámetros perturbadores, que es
uno de los grandes problemas de la estadística actual, y ha
sido tomado como terreno de batalla particular de esa lucha más
general. La importancia de abordar exhaustivamente unos modelos
tan sencillos como los actuales es pues doble. En primer lugar
nos permitirá extraer consecuencias de utilidad general para
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problemas de orden inmediatamente superior; en segundo lugar,
las consecuencias pueden extrapolarse a problemas de orden más
amplio. Buena prueba de la importancia de los temas abordados
en esta memoria es que en los últimos años se han publicado más
de 200 artículos sobre el tema, sin que se haya producido
acuerdo en sus aspectos particulares ni en los generales. Aquí
se pretende abordar objetivamente tales cuestiones, detectar y
eliminar las arbitrariedades de ciertas soluciones de la
bibliografía y establecer nuevas metodologías que permitan
avanzar en el acercamiento de las posiciones de unos y otros.
Anteriormente se ha aludido a los problemas de orden
inmediatamente superior a los actuales, problemas en cuya
solución se podrá avanzar una vez que se aclare qué es licito
y qué no es licito en sus homónimos de orden inferior. Tales
problemas son una generalización de los modelos i), u) e iii)
citados al principio, y son:
i’) Good (1990) alude a una generalización del problema de
la señorita y las tazas de té al del señor y las jarras de
cerveza en el que debe distinguirse entre r=2 variedades de
cerveza. El asunto es similar al de un examen de tipo test con
r=2respuestas alternativas en el que el alumno debe elegir
forzosamente una.
ji’) Si en lugar de tomar dos binomiales se consideran r
binomiales independientes, se tendrá una tabla de r filas y 2
columnas (tabla rx2). Una nueva generalización se obtiene si en
lugar de considerar r binomiales se consideran r multinomiales
8
de s casillas cada una <tabla rxs). La H0 ahora seria la
homogeneidad de las r multinomiales.
iii’) Si en lugar de considerar dos caracteres dicotómicos
(A y B), se consideran dos caracteres (también A y B), el
primero a r niveles <A,, A,, •.. Ar) y el segundo a s niveles
<B,, B,, ... B6), se obtendrá de nuevo una tabla rxs <tabla de
contingencia). La H0 es también de independencia de los
caracteres A y B.
Esta memoria está pues dedicada al estudio de las
soluciones de los problemas i), u) e iii), y se divide en dos
capítulos: el primero dedicado a las soluciones no asintóticas
o exactas (soluciones que son válidas siempre, pero útiles
especialmente en el caso de pequeñas muestras); el segundo
dedicado a las soluciones asintóticas (útiles en el caso de
grandes muestras). En particular está dedicado a todas aquellas
soluciones que impliquen de algún modo al principio
condicionado (y ello por las razones teóricas y prácticas que
se indicarán), aunque incidentalmente, y con fines
comparativos, también se aludirá a otras soluciones <las
sustentadas por el principio incondicionado). Un objetivo
importante de esta memoria es el clasificador, y el mismo
estará presente a lo largo de los dos capítulos de ella. Tal
objetivo, trivial en apariencia, no lo es tanto. Una razón de
ello puede entenderse de momento si se medita sobre un hecho
citado más arriba: ¿cómo es posible que un problema tan
elemental dé lugar a más de 200 artículos de revistas
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internacionales en los últimos 40 años? La razón de tal
proliferación es el confusionismo. Es harto frecuente que
autores de prestigio, en revistas de prestigio, confundan
métodos asintóticos con otros que no lo son, métodos
condicionados con otros que no lo son, métodos aleatorizados
con otros que no lo son, y así sucesivamente. Por otro lado, el
problema se ha prestado <por el poco acuerdo existente) a
introducir en él modificaciones (a veces filosóficas) de los
propios conceptos estadísticos (P—mid de Lancaster; a flexible
de Barnard; etc.), y ello ha contribuido al confusionismo. Si
a todo ello se añade que muchas de las decisiones han de
tomarse en base a una simulación del modelo, y que tales
simulaciones se han efectuado bien de modo muy limitado, bien
desde un punto de vista particular, se tendrá una idea bastante
aproximada de cual es el problema. Aquí se intenta aclararlo.
lo
r rrnz.o
>4E?~OOOS COflD XC T OflADOS
no AS 1 WrOX’T COS
1.- INTRODUCCION.
Más arriba se han citado las distintas filosofías que pueden
usarse para abordar los problemas señalados. En este capítulo
se las analiza una a una, se comparan las distintas versiones
de cada una de ellas (eligiendo la óptima), se las enfrenta
entre sí, y se señalan sus posibles relaciones. Todo ello en el
marco limitador del principio condicionado.
La gran ventaja del método condicionado es que permite resolver
los tres problemas citados por un procedimiento único y
computacionalmente sencillo, y puesto que el mismo está
fundamentado en el concepto de estadístico auxiliar
<ancillary), conviene recordar algo sobre él.
Definición 1.— Sea el problema general de contraste de
hipótesis: H~8,=801,O2 (sin especificar) contra H~61s61
0,6
2 (sin
especificar) .Tanto & como O, pueden ser vectores o escalares.
Sea un vector de observaciones X cuya verosimilitud se puede
factorizar de esta manera:
L<8,,8,;X) = exp(t,01 + t,O,] j(O,,O,) K(X)
donde K es sólo función de X, j es sólo función de O, y O, y t1
y t2 son funciones de X solamente. Bajo estas condiciones t1 y
t, son un conjunto ninimal suficiente de estimadores de 8, y 8.
respectivamente, y, cuando se hacen inferencias sobre O,, t, es
el llamado estadístico auxiliar.
Con esta definición se puede demostrar que la distribución de
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T1 <la letra mayúscula designa la variable aleatoria) dado t2
no es función de O. <Lehmann, 1959 pag.52). De ahí que las
inferencias sobre O, puedan hacerse a partir de la distribución
de T, condicionado por t2
Aplicando esta definición a u), la verosimilitud de una tabla
como la Tabla 1 es:
1 n1 n2 ~, n,-,, ~
L<p1,p2;x1,x2> =1 II ¡p1q1 p2q2\ xl A x2/ (8)
~¿1=l—p1,1=1,2
que puede expresarse cono
(n1 Vn) n~ p2p) ‘11(9
)
L<p,p;x, x) =1 ni q ln—ln—u+~x1+x2>lri121 2 kx1Áx2) ½ 1. (Q2 expx2 q q q]
y es factorizable según el formato de la definición. Utilizando









13=— <Ln—+Ln) (12)2 q1
En la (11), A=0 es equivalente a p,=p,, y así A está relacionada
con la diferencia de proporciones y 8 con la magnitud de las
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mismas. Usando la reparametrización antes citada, se tiene
A1 \( \ (x,—x2)-§<x1.x2)0(‘II ¡e
L<A,13;x1,x2) = ~1 A X2) (13)
~+
<l+e
De tal expresión es inmediato que el conjunto de
estadísticos suficientes para A y 5 son x1—x2 y x1+x2
respectivamente. Cuando se hagan inferencias sobre A <que son
las que interesan) entonces x1+x2=a, es el estadístico auxiliar
para el parámetro perturbador, sin más que aplicar lo dicho en
la definición de auxiliariedad.
De la expresión (13) se obtiene, a partir de la
distribución condicional de X1—X2 fijado a1, que la distribución
condicional para X, es
eAx,
g(x1a1;A) = x1 a2-x1 (14)
o (ií)(ai2ii)eAi
y para el caso en que A = 0, que es el que nos interesa
g<x1~a1;A=0> = (15)
De forma análoga puede probarse que para el caso iii) se
tiene que g<x,~a,,n1) es también la expresión (15). Ver Lehmann
<1959). En el casi i) no hay parámetro perturbador, pero la
probabilidad básica —la (1) de entonces— es la misma de ahora.
Así pues, condicionando en los estadísticos auxiliares (cuando
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los hay) se obtiene la misma distribución hipergeométrica base,
la cual se encuentra apoyada por las interesantes propiedades
de tales estadísticos.
2.- TEST EXACTO DE FISHER.
2.1. Generalidades.
Históricamente, la reducción de los tres problemas a uno
se realizó por necesidades de cómputo más que por conveniencia
estadística. La probabilidad (1) como solución del caso i) era
conocida de antiguo, y su utilización para resolver los otros
dos casos recibió más adelante el nombre de tests exacto de
Fisher.
Fisher (1935), Irwin (1935) y Yates <1934),
simultáneamente, y ante la dificultad de no conocer el
verdadero valor del parámetro perturbador p del caso u) —
expresión (4)—, propusieron comparar la muestra observada no
con todas las muestras posibles, sino con una subpoblación de
muestras relacionadas con la obtenida que evite tener que
conocer p (lo que nos lleva al condicionamiento en el
estadístico auxiliar). Así, bajo la 1%, si X1 son variables
aleatorias binomiales independientes:
8 <nj,pj) i=l,2 independientes
se define A. = X. + X, variable aleatoria que seguirá una
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distribución Binomial de parámetros n,+n2 y p. Entonces
P<X1=x1IAx1+x2> = q<x1=x1)fl<A=x1+x2)~ — P(X1x1) PC74=x2
)
P<Ax1+x2) P(Ax1+x2) (16)
que, sustituyendo las funciones de probabilidad de las v.a.
anteriores, queda reducida a
K51LU (17)
(‘~)
que no es más que la probabilidad de la distribución
hipergeométrica del problema Vi. Se observa lo injusto del
nombre de test exacto de Fisher, pues fueron tres los autores
que simultáneamente lo descubrieron <ver Good, 1984, para una
historia del problema), y de ahí que a veces se le alude como
test de Fisher-Irwin-Yates.
Para el problema iii), sucede algo parecido. Si se
verifica la independencia entre A y 8 (W) en la variable
multinomial original, sucederá que los marginales son también
multinomiales (binomiales en este caso) independientes B(n,p5)




y nuevamente P<X,=x, 1 A,=a,,N,=n,) da lugar a la expresión <17).
En adelante, y puesto que el test exacto de Fisher permite
resolver cualquiera de las tres situaciones, se adoptará <sin
pérdida de generalidad) el modelo de comparación de dos
16
proporciones.
2.2. Test de una cola.
Cuando se plantea la H~ p1=p. (=p) frente a la alternativa
de una cola (por ejemplo H1 p,<p2), el método consiste en




siendo a el error objetivo del test, & el error real y 2(X,)
la probabilidad hipergeométrica, dada por (1), para cada valor
de la v.a. X,. Por tanto la Región Crítica (en adelante RC)
para ese error objetivo a estará formada por los puntos
r, r+1,..., C>.
Como el P—value de la tabla observada es la probabilidad
de encontrar una tabla <con iguales marginales) como la
obtenida o más extrema aún respecto de la H0, será
12 = >j ~x) (20)
=1
siendo P(X1) la probabilidad dada por la Hipergeométrica y x,
el valor de X4 realmente obtenido.
Este test, conocido como test exacto de Fisher, coincide
con el de Tocher—Lehmann (que se verá más adelante) pero
eliminando el procedimiento del sorteo del punto frontera de la
RC.
Lancaster (1952,1961) define el P-mid-value, asociado al
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valor x1 obtenido experimentalmente, como una media de las
probabilidades
x1—1 ‘cx
PA(x1—l) = >j 12(X,) .. PA<x1) = ~ 12(XI) — <21)
X1=r
xj-1
-‘PA<x>+PA(x—1)= r v<x1> 1 (22)P-mid<x1) 212<X1=x1)
Haber (1986), basándose en el criterio de Lancaster,
modifica la expresión (19) en el siguiente sentido:
c-1 c
« + >j~ 12(X1) + 2 ~ 12(X1) + p<c~~> (23)
X1=r X,=r 2
lo que da lugar al P—value citado antes. La propuesta, que
supone una alteración sustancial de lo que se entiende por un
test de hipótesis, se realizó con fines generales, pero fue
acogida para nuestro caso ante la acusación extendida (se verá
más tarde) de que el test exacto de Fisher es conservador. A
tal efecto, notar que el a de la <23) es siempre menor que el
a de la (19), y así el test actual es más liberal que el de
Fisher.
2.3. Test de dos colas
2.3.1. Versiones tradicionales.
Cuando se plantea la hipótesis alternativa de dos colas
(H1ep1~p2) surgen diferentes posibilidades a la hora de plantear
el test. En cualquier caso, fijado el error objetivo a, si a1
y a2 son dos valores tales que a1+a2=a, el procedimiento en
18




«1= y pcx1> =«~< ~ 12(X1)
X,=r X~=r (24)
x,=c’—í
siendo a,+a2=a~ el error real.
La RC estaría formada por
{r, r+l, ..., C} U {C’, C’+l, ... ,
lo que daría lugar a cada una de las colas. En términos del
cálculo de P—value de la tabla experimental, denotaremos por
PF(Xí,X2,Yí,Y2) = y r<x1> (25)
TU<,> =TCX1)
siendo T(.) una determinada regla de ordenación que hace entrar
los puntos en la RC de uno en uno (o más si hay empates).
Los diferentes tests surgen, por tanto, al decidir el
criterio de ordenación T(.) que permite elegir los valores a1
y a2. Existen una serie de soluciones tradicionales basadas en
distintos principios de ordenación de las posibles tablas, las
cuales se van incluyendo una a una en la RC hasta que a
4=a,+&
2
sea lo más cercano, pero inferior, al error objetivo a. Para
estas definiciones asumiremos, sin pérdida de generalidad, que
~ con p,=x4/n,, i=l , 2. Las distintas ordenaciones dan lugar
a los siguientes métodos o criterios:
1) Criterio de Colas Iguales o Simétricas. Arusen <1955),
Hill and Pike <1965) y Cox and Hinkley (1974) propusieron
tomar a1=a2=a/2, siguiendo los modelos ya existentes en
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variables continuas. Este método, al que haremos
referencia como método 1, se basa en el criterio de
ordenación
s
E T1(x1)=—~ flx1) (26)
xl 5’,
es decir, las tablas entrarán en la RO de menor a mayor
suma de sus probabilidades de cola.
Tomando como referencia este método, Armitage (1971)
propone llevarlo al extremo y afirma que el P—value de un
test de dos colas es el doble del de una cola. En términos
de RO ello significa que es a~=2a1~ ó 2a según que la
tabla quede a la izquierda o a la derecha de la media, y
es claro que da lugar a un test más conservador pues,
tomando como ejemplo el primer caso, en general será
a$=a2 y así 2a$=a1+aj.La propuesta de Armitage afecta no
sólo al problema actual, sino que es una propuesta válida
para todo test de dos colas, y constituye un segundo
ejemplo de cómo los estadísticos introducen sus nuevos
conceptos en este campo de batalla particular.
2> criterio de tablas más improbables. Propuesto por
Irwin <1935), Freeman and Halton <1951), Armsen (1955) y
Fleiss (1981), que consiste en ordenar las tablas de menor
a mayor probabilidad hipergeométrica. Este es el criterio
utilizado en los Paquetes Estadísticos SPSS y BMDP. Este
método lo referenciaremos como método H y lo denotaremos,
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en base a su ordenación, como
H E 2’jx1) = —12(X1) (27)
3) Criterio de rabias ordenadas de mayor a menor valor de
la diferencia de proporciones Ith—S½I, propuesto por Armsen
<1955). Será el método D y viene identificado por el
criterio de la ordenación:
D E T3<x1) ~ñ1D2 (28)
4) Criterio de Tablas ordenadas de mayor a menor valor del
estadístico chi—cuadrado
{X1YCX2Y1F (29)a1a2ri1n2
criterio seguido por Krauth <1973), Radlow and Alt (1975)
y Berry and Mielke (1985). Esta definición es equivalente
a la anterior pues 1 x1y,—x2y1 = x,n—n1a~ y ordenar en
función de I~1—~2I es equivalente a hacerlo en función de
x1—n1a1/nI
5) Criterio de tablas ordenadas de mayor a menor valor del
Riesgo Relativo (!~í/!’2)¿ propuesto por Luna y Martin
(1987.a). Será referenciado como método R, con
R T4(x1) =
(30)
6) Criterio de tablas ordenadas de mayor a menor valor de
21
la ODDS-RATIO <x1y2/x2y1), sugerido por Hill and Pike
(1965). Lo denotaremos como O, con
O E 2’5<x1) = ñA2
kA1 (31)
Con el fin de conseguir mayor número de puntos en la RO
(con lo que se conseguirían tests más potentes) Luna y Martin
<1987) sugieren incrementar la RC, obtenida con las versiones
anteriores, con uno de los puntos frontera <0+1) o (C’—l) <el
que sea posible según el valor a) si acaso ellos están
empatados por la definición elegida. Para el desempate habría
de acogerse uno de los otros criterios como criterio
subsidiario.
Los criterios anteriormente citados producen RC’s
diferentes cuando se hace un test de dos colas. En el caso de
tests de una cola, todos los criterios producen la misma
ordenación (Davis, 1986) y por ello entonces no se plantearon
diferentes definiciones.
Todos los criterios anteriores dan lugar a un test
exacto de Fisher de dos colas más o menos clásico, pero hay
otras propuestas. Así, Cormack <1986), con el fin de solventar
algunas irregularidades aparentes del test exacto de Fisher
como test de dos colas, propone calcular su P—value como un
promedio de los 2—values obtenidos en ciertas tablas
relacionadas con la observada (siempre basándose en la
hipergeométrica). Por otro lado, y basándose en el criterio de
Lancaster, Haber (1986) define el 2—value de la tabla
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experimental como
S P(k>+4ykCr, kEK2 (32)
= {k¡k-espi>h1-espi}
¡4 = {k[ik-espi=1x1-espi}
<con esp=a,n1/n, la media de la hipergeométrica base) lo que
traducido a la búsqueda de la RC para un a dado se convierte en
buscar dos valores C y C’tales que
+ c-1 P<C) _______
= y~c~1 + 2 s«1<~P<x1> +
y y 2 (33)
S s + P<C’—1
)
«; =y~x1.+ 2 =«2<y~<x1) 2
d c’-i
Esta última version será comentada más adelante en una
sección aparte por lo que no serán incluidas en la comparación
del subapartado siguiente. Por otro lado, obsérvese que el
criterio de ordenación de Haber es el mismo T, propuesto antes,
pero complementado con la idea del P—mid. Es claro que el P—mid
de dos colas podría definirse también con cualquiera de las
otras cuatro ordenaciones, pero, no siendo partidarios del P—
inid (por razones que se verán), no se plantea aquí tal
posibilidad.
2.3.2. Versión óptima (Asrrtación>
.
La comparación de las cinco primeras versiones antes
citadas (dos de las definiciones eran equivalentes) y la
selección de la óptima será el objeto de este apartado.
Cualquiera de las cinco reglas divide el espacio muestral
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en dos partes la región de aceptación y su complementaria, la
región crítica RO:
{r, r+l, ... x’J Li {x1, x,+l, ... 5>
en donde, asumiendo que ~ x, estará en la cola derecha y x’1
será
1<1 1 T1<x~) >T1<x1) y T1(x~+l><T1(x1) (34)
Si T~(x1)=T1(x’1), se producirá un empate, por lo que si a cada
una de las reglas citadas se le complementa con alguna de las
otras, podría suceder que los puntos x1’ y x1 desempataran y
pudiera resultar incluido el punto x1, acercándose más aún al
error objetivo a. En este caso se denotaría, por ejemplo, HD a
un método con H como criterio principal complementado con D
como regla para los empates.
El criterio habitual en estadística para la
comparación de tests es a través de la potencia de los mismos,
aunque con variables discretas (como pasa aquí) surge la
dificultad de que el error objetivo a casi nunca es alcanzado
(y así los tamaños de los tests son distintos). Tal dificultad
puede obviarse en gran parte si el estudio se hace con una
amplia gama de valores de a (lo que se ve más adelante). Por
otro lado, como las RC’s que proporcionan cada versión de test
no están contenidas unas en otras (Upton, 1982), no hay una
versión que sea uniformemente mejor que otra, y así habrá que
comparar potencias punto a punto (en parejas de valores p’ y
p,). Así, dados el error objetivo a, la RO(a) que ocasiona, y
los valores p1 y p2, la potencia para el tests exacto de Fisher
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es:
O<pí.p2I«.aí>=y(fli)(fl2)eAnt4.y( ;‘)( aÑi)eAí (35)
con A = Ln (p1 q~ /p2 q1), q1=l-p1 y RO es la obtenida para ese
a y con la regla de ordenación elegida. Esto es consecuencia de
la expresión <14).
Silva (1992) señala el problema de que al comparar las
potencias de dos versiones de tests A y B, una será mayor que
otra en unos valores de <p1,p2) pero no en otros. Con el fin de
globalizar resultados, Haber (1987) compara
M.in 6(pí,p2,«Iipí—p2i =A) (36)
Pl
en A y B para diversos valores de A, en tanto que Eberhardt and
Fligner (1977) comparan el área del espacio paramétrico (p,,p2)
en que 6. > 8~ con el area en que sucede lo contrario <O~ > 8,).
Silva argumenta que tales comparaciones son defectuosas por
cuanto todo depende de la abundancia relativa de cada (p1,p2),
es decir, de la distribución “a priori” que se le asigne. Así,
el criterio de Eberhardt and Fligner implica asumir que cada
punto del espacio paramétrico es igualmente probable,
asignándole un peso complementario de 1 o O según que en él sea
6, mayor o menor <respectivamente) que O~. Parece más razonable
asignarle a cada punto el peso que tiene: 8(p1,p2,a). Los
citados autores indican que, asumiendo que Pi sigue una
distribución uniforme a lo largo de la vida del experimentador,




expresión que, por no tener solución explícita, habrá de
detenninarse por integración numérica.
Con el fin de evitar la posible influencia del error a
elegido en el cálculo de la potencia, y asumiendo que cualquier
valor del error de Tipo 1 entre a y a’ es igual de importante,
el mismo autor define el concepto de potencia media del test
para el intervalo (a, a’):





Para obtener A(a), sean
RC0 = ip, RC1, 1W2, . . . , RC~, = RC(a)
las sucesivas Rc’s que se obtiene al incorporar uno a uno <a
veces más, si hay empates) los puntos del espacio muestral bajo
el criterio de ordenación T elegido. Cada una de ellas se ha
obtenido a un error de trabajo de
a,=0<aí<a,< . . .
y da lugar a una potencia de
Con ello 8(.) es una’ función en escalera con saltos en los
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valores de a~, el área bajo ella es aA(a) y, finalmente,
2=1 (40)
2=1
La comparación de las distintas versiones a dos colas del
test exacto de Fisher se hará en base a las potencias medias
descritas anteriormente en los tramos de a:
(O%,l%) <1%,5%) y (5%,l0%)
el primero para los usuarios del método de Bonferroni, el
segundo para las significaciones usuales y el tercero para los
indicios de significación. En todos los casos, la selección se
efectuará en dos fases:
i) Seleccionando la regla de desempates óptima para cada
criterio de ordenación.
iii Seleccionando el criterio óptimo entre los cinco del
paso anterior.
La potencia a largo plazo de la expresión <37) se ha
obtenido por integración numérica con el método de SIMPSON
utilizando el Paquete MapleV. Puesto que esta cantidad depende,
además de a, de los valores a1 y n1, convenimos en denotar
a1=Min<a1,n1), i=1,2, y n1=Min<n1,n2) para evitar la repetición
de tablas; con ello, la potencia media dada por <38) dependerá
de n, a1 y n1, por lo que a estos parámetros se les dará un
amplio rango de valores a fin de obtener el método óptimo en un
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amplio rango de situaciones.
Los resultados de las versiones simples <sin reglas de
desempates) aparecen en la Tabla 2 para los tramos de a antes
citados. No aparecen las tablas correspondientes a los
criterios de desempates pues se comprobó que éstos afectaban de
modo despreciable a la potencia <en los “mejores” métodos la
potencia apenas cambia al incluir la regla de desempate, y en
los “peores” la regla de desempate hace aumentar la potencia,
pero nunca llega a acercarse a los métodos más potentes).
Las conclusiones para el conjunto de todos los datos son:
it— Sin tener en cuenta reglas de desempates <que es lo
habitual en la literatura) los peores métodos son O y R
(por ese orden) en tanto que los H, 1 y D son
prácticamente equivalentes aunque con orden de preferencia
el indicado.
2’.— En los métodos que funcionan bien (1, H, D) las
reglas de desempates prácticamente no afectan a la
potencia (1 y H no se ven alteradas por ninguna de ellas
y a D le afectan todas de la misma forma).
3~.— En las selecciones de las reglas de desempates, éstas
aunentan las potencias en los test R y O, pero siempre por
debajo de los tres mejores. El método D, al aplicarle las
reglas de desempate, aumenta la potencia llegando a
igualar al método H, con lo que
OH DR eDO CH
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49~ Por tanto, el mejor método es el II como regla
sencilla, equivalente al O con cualquiera de sus reglas de
desempates, seguido <aunque con diferencias prácticamente
despreciables) de 1 y D. Los métodos R y O son peores que
los anteriores y muy parecidos entre ellos.
Tabla 2
Potencias medias del test exacto de Pisher para las versiones
de dos colas indicadas (primera fila), para las tablas
definidas por las ternas [n,a1,n1] (primera columna) y para a
en los intervalos 0%—1% (primera tabla). l%—5% (segunda tabla)
y 5%—lO% (tercera tabla).
0% — 1%
n a1 n1 1 H O R O
10 3 3 3.0 3.0 3.0 3.0 0.0
10 5 5 7.3 7.3 7.3 7.3 7.3
30 3 3 9.1 9.1 9.1 0.0 0.0
30 3 7 2.6 2.6 2.6 0.0 0.0
30 3 11 0.0 0.0 0.0 0.0 0.0
30 3 14 0.0 0.0 0.0 0.0 0.0
30 8 8 15.2 15.2 15.2 0.0 0.0
30 8 12 17.1 17.1 17.1 8.7 8.7
30 8 15 28.1 28.1 28.1 28.1 28.1
30 15 15 31.1 31.1 31.1 31.1 31.1
50 4 6 16.9 16.9 16.9 0.0 0.0
50 4 12 13.8 13.8 13.8 0.0 0.0
50 4 18 0.0 0.0 0.0 0.0 0.0
50 4 24 0.0 0.0 0.0 0.0 0.0
50 10 10 16.1 16.1 16.1 0.0 0.0
50 10 20 30.1 30.1 30.1 26.4 26.4
50 15 15 31.1 31.1 24.7 26.0 26.0
50 15 22 38.6 38.6 38.6 37.5 38.5




n a, n1 1 H D R O
10 3 3 18.2 18.2 18.2 0.0 0.0
10 5 5 35.3 35.3 35.3 35.3 35.3
30 3 3 20.5 20.5 20.5 0.0 0.0
30 3 7 19.1 19.1 19.1 0.0 0.0
30 3 11 24.1 24.1 24.1 0.0 0.0
30 3 14 5.8 5.8 5.8 0.0 0.0
30 8 8 37.8 37.8 37.8 42.7 42.7
30 8 12 46.7 46.7 46.7 44.4 47.5
30 8 15 50.2 50.2 50.2 50.2 50.2
30 15 15 44.7 44.7 44.7 44.7 44.7
50 4 6 24.4 24.4 24.4 0.0 0.0
50 4 12 25.7 25.7 25.7 0.0 0.0
50 4 18 21.2 21.2 21.2 0.0 0.0
50 4 24 72.2 72.2 72.2 0.0 0.0
50 10 10 22.5 23.0 22.5 16.0 16.0
50 10 20 53.7 53.7 51.0 53.7 53.7
50 15 15 49.1 49.1 49.8 46.7 47.7
50 15 22 55.4 55.4 55.4 55.4 55.5
50 25 25 47.7 47.7 47.7 47.7 47.7
5% — 10%
n a1 n1 1 H D R O
10 3 3 18.2 18.2 18.2 0.0 0.0
10 5 5 35.3 35.3 35.3 35.3 35.3
30 3 3 20.5 20.5 20.5 0.0 0.0
30 3 7 19.1 19.1 19.1 0.0 0.0
30 3 11 5.6 5.6 5.6 0.0 0.0
30 3 14 0.0 0.0 0.0 0.0 0.0
30 8 8 20.9 20.9 20.9 0.0 0.0
30 8 12 42.4 42.4 42.4 40.1 43.2
30 8 15 42.3 41.3 41.3 41.3 41.3
30 15 15 40.0 40.0 40.0 40.0 40.0
50 4 6 18.2 18.2 18.2 0.0 0.0
50 4 12 20.0 20.0 20.0 0.0 0.0
50 4 18 19.4 19.4 19.4 0.0 0.0
50 4 24 2.5 2.5 2.5 0.0 0.0
50 10 10 21.4 21.4 21.4 0.0 0.0
50 10 20 44.6 44.6 42.0 44.6 44.6
50 15 15 43.7 43.7 41.0 42.2 41.8
50 15 22 48.7 48.7 48.7 48.7 48.7
50 25 25 44.3 44.3 44.3 44.3 44.3
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2.4 Tablas y programas.
2.4.1. Tablas y Proqamas clásicos.
Dado lo laborioso, que no complicado, de los cálculos
requeridos en el test exacto de Fisher, han aparecido programas
que permiten calcular en poco tiempo (dependiendo del ordenador
y lenguaje elegidos) el P-value de una tabla dada o la RO a un
a determinado.
Cuando el test que se quiere realizar es a una cola, la
elección de uno u otro programa no presenta ningún problema
puesto que, como ya dijimos antes, todas las versiones
coinciden. El problema puede presentarse cuando se quiere hacer
un test a dos colas: H0 e p1=p2 (p) frente a la alternativa H1
— p1~p2. Cada Paquete Estadístico (BMDP, SPSS, ...) realiza este
tipo de test con la versión de dos colas que más le gusta,
aunque ésta no sea la óptima, y lo mismo ocurre con los
programas propuestos por diferentes autores: Berry and Mielke
<1985), por ejemplo, lo hacen bajo el criterio de tablas más
improbables y el de tablas más extremas en x
2; Luna y Martin
<1987.b) presentan un programa en base a su criterio óptimo (el
OH) en el sentido de ser el que, maximizando el número de
puntos de la RC, proporcionan una mayor potencia en las
cercanias de la E
0.
Por otro lado, a pesar del extendido uso de los
ordenadores entre los investigadores, a veces no resulta cómodo
acceder a uno de ellos (sobre todo para el que no está
familiarizado con su manejo) para obtener una RC relativa a una
tabla concreta de un experimento. En estos casos, puede
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resultar más rápido consultar unas tablas con las que obtener
la significación o no de un estudio, o una idea del P—value
correspondiente, siempre y cuando el manejo de estas tablas sea
sencillo y cómodo.
Dada la importancia práctica del test exacto de Fisher’ son
muchos los autores que presentan tablas de 1W para él, pero sus
defectos y problemas son varios.
Para tests de una cola, muchos autores (Pearson and
Hartley, 1966; Finney et al., 1963, ...) distinguen entre filas
y columnas, lo que es innecesario pues, siendo un test
condicionado, no se debe establecerse diferencias entre unas y
otras. Al hacerlo se ocasiona una duplicación innecesaria del
espacio requerido para las tablas. Otros autores <tablas
científicas CIBA—Geigy, por ejemplo) distinguen entre las
alternativas H1 e p1<p2 y H’~ p1>p, lo que también ocasiona
una duplicación innecesaria del espacio preciso. Este problema
tiene su importancia debido a que estamos hablando de las
tablas como una alternativa <a veces la única) sencilla, rápida
y cómoda para el test exacto de Fisher.
Para los tests de das colas hay más problemas, aparte del
primero citado antes. Unos autores <Pearson and Hartley,
1966;Finney et al.,1963 ...) utilizan el criterio de “colas
simétricas” <que llevado a su extremo se traduce en obtener el
P—value de dos colas duplicando el de una cola) lo que produce
el test menos potente. Además este test, como veremos más
adelante, aunque ha sido defendido por algunos ilustres
autores, presenta serios inconvenientes. Otros (Arinsen, 1955;
Neave, 1982) utilizan criterios más adecuados, aunque no
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presentan simultáneamente los tests de una y dos colas, lo que
implica tener en archivo dos tablas diferentes. Martin and Luna
(1990) solventan todos estos problemas y presentan unas tablas
de P—values hasta n=25 por el criterio de ordenación Dli. El
problema es que dar P—values, siendo preferible, requiere un
espacio excesivo . Para que las tablas sean manejables es
preciso darlas de RC’s, más que de P—values. Esto se hace en la
subsección siguiente.
2.4.2 Nuevas tablas y programas.<Aportación>.
Todos lo problemas citados en el apartado anterior son
solventados en las tablas que se presentan en el Apéndice
<Tabla 1). En ellas se especifican las RC para tests de una y
dos colas simultáneamente, para valores de a de 10%, 5% y 1%
<que son los más usuales), y para tamaños de muestra n~50 (lo
que nos parece un número más que suficiente cuando se trata de
tests no asintóticos: pequeñas muestras). La versión del test
con la que están construidas estas RC’s es el óptimo de Luna y
Martin (1987 .b) en el sentido de proporcionar una mayor
potencia en las cercanías de la H0, es decir, el que produce
RC’s con el mayor ntnero posible de puntos. Este criterio es el
siguiente:
Para un test al error objetivo a, ordenar los valores




1ñ1-ñ21 siendo ñ1=—~ 1=1,2 (41)
nl
e ir añadiendo puntos a la RC hasta que la suma de
probabilidades de los mismos se acerque lo más posible,
sin superarlo, a a. En caso de empate <puntos con igual
diferencia de porporciones muestrales), ordenarlo de menor
a mayor probabilidad hipergeométrica.
Con el fin de minimizar el espacio requerido para tales
tablas, éstas han sido organizadas pensando en una reordenación
adecuada de la tabla original. Por ello, para utilizarlas, es
preciso “obligar” a la tabla experimental a que verifique las
siguientes condiciones:
la.— De entre los marginales, será a1=Min<a1,a2,n1,n2) evitando
así duplicaciones innecesarias en la construcción de las
tablas y logrando una longitud mínima de ellas.
2’.— De entre los valores x1 y x2, elegir como x1 aquel al que
corresponda una proporción muestral más baja, lo que, de
paso, fija también n1 y n,. La precaución es conveniente
pues evita duplicar la tabla al dar RC sólo para la
alternativa H1~p1<p,.
3’..— Con todo ello, los valores críticos aluden al mínimo
valor de n1 para obtener significación al nivel elegido.
Nótese que el intercambio de filas por columnas no afecta
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a la alternativa contrastada, pues las cantidades
nl
n1 n2 121122 (42>
nl
a1 a2 a1a2
tienen el mismo signo.
Tales criterios penniten ahorrar una considerable cantidad
del espacio dedicado a las tablas. Por ejemplo, las tablas
propuestas requieren un 56% del espacio utilizado (para los
mismos fines) por las tablas Geigy.
Con frecuencia el investigador deseará el P—value exacto
para una determinada tabla experimental. Las tablas de RC
presentadas en el Apéndice, si bien no permite calcularlo de
una manera exacta, si permite acotar tal valor en los márgenes
P=l%, l%CP=5%, 5%<P=l0%y P>lO%, lo que en ocasiones, le puede
permitir eludir el cálculo exacto o, alternativamente,
comprobar parcialmente el resultado obtenido.
En el Apéndice se presenta también un programa (programa
PI) escrito en lenguaje C que permite calcular el P—value
exacto de una tabla experimental con el mismo criterio OH
anterior. El programa solicita los valores de la tabla
experimental y obtiene el P—value a una y dos colas, para que
el investigador elija aquel que le convenga según su interés.
La ventaja con respecto al de Luna y Martin <1987.b) es su
mayor rapidez de cómputo.
Las razones de haber elegido el criterio Dli tanto para las
tablas como para el programa son varias. En primer lugar es
35
equivalente al óptimo seleccionado aquí, y también al óptimo
que se seleccionará más tarde (4.2.2) bajo otro punto de vista.
En segundo lugar conviene adecuar el formato al resto de la
literatura más relevante. En tercer lugar, el criterio D
permite evaluar rápidamente quién es la otra cola, pues, si x1
se encuentra en la cola izquierda, el valor x1’ por la cola
derecha tan extremo o más que él (con el criterio O) es el
primer entero mayor o igual que (2a1n1/n)—x1. En cuarto lugar,
y sobre todo, el criterio D es equivalente al criterio de
ordenación por x¾ que será el que se utilice en el Capitulo II
como método asintótico, y es importante que el método no
asintótico del que proviene el asintótico se encuentre bien
estudiado y detallado.
2.5 Test exacto de Fisher y test de las Rachas.
2.5.1. Introducción.
Dada una secuencia de N1 letras A y N2 letras B, con
N=N1+N2, y llamando por R al número de secuencias de letras de
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igual tipo, es conocido que:
(Rl) P<R=2t) = ~LLl.1.L=i<R par)(~)
(Ní;l)(Nri) (Nrfl(Nrl”j
(R2> P(R’2t+l> \t—1J\tJ (R impar)(~)
(43)
con (asumiendo que N,*0 y N, =N2)
f2z~’1 siN1 =
M.inR=2 MaxR=j~21 s1N1<N2 (44)
141n t=1 Max t~N1
bajo la H~, de que las letras se encuentran entremezcladas al
azar. Tal distribución de rachas es debida a Wald and Wolfowitz
(1940) y, aunque fue investigada originalmente como un
mecanismo no paramétrico para ver si dos muestras provienen de
igual población, con posterioridad ha tenido otras aplicaciones
<especialmente para contrastar la aleatoriedad de una muestra).
Dichos autores probaron también cual es el valor de la media y
la varianza de esta distribución, a saber:
E(R) PR 2 N1 N2
+2.N (45)
Var<R) 2.. (Prl> <lAR 2
>
N-1
Dado lo laborioso de los cálculos precisos para efectuar
el test, Swed and Eisenhart <1943) presentaron tablas para
tests de una y dos colas, estas últimas bajo el criterio de
repartir el error a por igual en cada cola <a/2 a cada cola).
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2.5.2. Test de las rachas y distribución hipergeométrica.
Guenther (1978) observó que la distribución de R tiene un
gran parecido con la hipergeométrica, aprovechando tal hecho
para poner P(R=r) en términos de combinaciones lineales de
hipergeométricas y para demostrar el valor de E(R) y V(R) de un
modo más simple. Asimismo usa tales fórmulas (que se ven de
momento) para obtener el valor de P(R=r)y así determinar el 2—
value para el test de una y de dos colas. Sin embargo dicho
autor no aprovecha al máximo su resultado al no encuadrarlo
dentro del test exacto de Fisher y usar una versión del test de
dos colas muy defectuosa: los valores rAu2 y r,>u, para la
región crítica los obtiene a través de la aproximación normal,
aunque luego determina el a exacto como P(RSr,)+ P(R=r2). En el
apartado siguiente se van a perfeccionar ambos asuntos, a la
vez que se da una interpretación intuitiva del parámetro t de
las expresiones <43) y (44).
2.5.3. El test de las rachas en términos de tránsitos.
<Anortación)
.
Cada dos rachas consecutivas tienen un punto de tránsito
(la frontera entre ambas) que es del tipo AB o EA. Si R es el
número de rachas, el número de tránsitos será (R—1). Si R=2t es
par, habrá 2t—l tránsitos, de los cuales <t—l) son de un tipo
y t de otro. Si R=2t+l es impar, habrá 2t tránsitos, t de ellos
de cada tipo. Con ello:
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Convengamos en notar a R por R1 cuando sea par, y por R2
cuando sea impar <como se hace en la <43)). Si r es el número
experimental de rachas, entonces la primera expresión de la
(43) puede ponerse como:
2
P(T0=L—1) (r par) (47)PU?1 =2t=r) = N<N—1)
en donde t=r/2 y T0 es la probabilidad hipergeométrica para la
Tabla 3. De igual modo, la segunda expresión de la (43) puede
ponerse como:
P(R2=2t+lir) — N1<N1 1> P<T1=t) + N2<N2 1> ~ <ir impar)
N<N—1) N(N—1)
(48)
en donde t=(r—l)/2, T1 y T2 son la probabilidad hipergeométrica
para las Tablas 4 y 5 respectivamente. En todos los casos la
variable aleatoria T1 alude a la esquina superior derecha de
cada una de las tablas mencionadas.
Tabla 3











Total N1—l l42~1 N-2
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Tabla 4 Tabla 5
Tabla 2x2 para_la variable Tabla 2x2 para la variable T,
Posición
(i+l)



















Total 14~—2 N2 N-2 Total N1 N2-2 N-2
Los resultados anteriores son los de Guenther (1978), pero
dotándolas de un sentido intuitivo. Los valores de las Tablas
3, 4 y 5 aluden al número de parejas AA, AB, BA y BB en la
secuencia obtenida —es decir, enf renta el resultado de la
posición i con la posición (i+l)—, y los coeficientes de las
expresiones (47) y <48):
- 2N1N2 =P(ABUBA) y
N<N-1) ()
_______ N2(N2-1) -12 (BE)
N1(N1—1) _______
aluden a la probabilidad de que una realización empiece con la




P<T1’t> +N2212(T2=t-1) con t=.E~~-! sí r=ím.par
2
(50)
y T3 alude al número de tránsitos AB de las Tablas 3, 4 y 5.
Para tests de una cola, el repetido autor no especificó
las distintas situaciones que pueden presentarse. Estas son
cuatro, dependiendo de que el valor experimental r sea par o
impar, y de que la cola sea derecha o izquierda (r mayor o
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menor que Pu). Las siguientes expresiones resuelven todos los
casos:
1. Si R.~~=r=2t4t,, (par y grande):
P<R~r) =P<&>r) +P<R r+1) =
N12 P(T0~t—l> + N11 P<T1=t) + N22 P(T2=t—l> (51)
II. Si R~=r=2t<g~ <par y pequeña):
P<R=r)=P(R1=r)+P<R2=r—l>=
N1212(T0=t—l) + N11P<T1=t—l> + N2212(T2=t—2) (52)
III. Si R..~,,=r=2t+l>P, <impar y grande):
P(R=r) =P(R1>r+l> +P(&=r) =
N1212(T0=t) + N11.P(T1=t> + N22P<T2~t—1) (53)
IV. Si R~=r=2t+lq¿, (impar y pequeña):
P<R=r) =P(R1=r—l) +P(R2=Z) =
N1212<T0=t—l> + N1112<T1=t> + N2212<T2St—1) (54)
siendo la ventaja de tal notación que las probabilidades de que
T1 sea mayor o igual (o menor o igual) que algo pueden
obtenerse de cualquier paquete de programas, pues aluden a las
probabilidades de cola del test exacto de Fisher (una cola).
Con ello el test de las rachas puede efectuarse a través del
test exacto de Fisher y no es preciso que existan tablas ni
programas especiales para aquel.
En el caso de un test de dos colas, se plantea el mismo
problema que con el test exacto de Fisher. Si R=r es el valor
obtenido experimentalmente, y rqi, <por ejemplo), ¿cúal es el
valor r’ a considerar por la otra cola para obtener así el P—
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value?. Guenther lo determina a través de la aproximación
normal, pero ello no tiene ningún fundamento. Aquí caben
diversas soluciones, algunas de ellas paralelas a las vistas en
2.3.2, pero la más rápida <y presuntamente más potente en base
a lo dicho) seria admitir que la RC se ordena de mayor a menor
distancia de R a la media ¿~r(lO equivalente al método O de
entonces) y así el r’ de la otra cola seria el primer entero
que, siendo mayor que h12~ verifica que:
IZ’PRI = ¡rpj <55)
es decir:
ir’ = [2p,~—r] (56)
Una alternativa a todo lo anterior es adoptar como
estadístico de contraste la variable T (en lugar de R). Con
ello
P<T=t) = N12P(T0=t-l) + N11P(T1=t) + N22P(T2=t-l)
Esta expresión es idéntica a la del caso “r par y grande” del
test exacto descrito anteriormente; sin embargo, para el caso
de “r impar y grande” aparece P(T0=t) en lugar de P<T0=t—l).
Esto hace que la probabilidad que aquí se calcula sea algo
mayor que la obtenida entonces. Por tanto, este test
alternativo resulta ser menos potente.
Una última observación de interés es que el test de las
rachas es un test condicionado. Si H0 es que los valores de esa
nuestra están al azar, entonces N, y N2 están fijados de
antemano y el test descrito hasta ahora tiene plena validez. Si
la H0 es que los valores de la muestra se han obtenido al azar
de una población dicotómica infinita cuya proporción de letras
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A es p — P<A)=p, P(B)=l—p=q -, entonces el único valor fijado
de antemano es N y así:
N
P(R=r) = y 12(N1) P(R=rlN1) = y PN1QNZP(R=rIN) (57)
Tal expresión depende del parámetro perturbador p y cabria
abordar el problema desde el punto de vista de los tests
incondicionados. Aquí se ha adoptado la visión condicionada, y
sólo nos hemos preocupado de la cantidad P(R=rjN1), la cual
viene dada por la <43).
3.- TEST ALEATORIZADO: TEST DE TOCHER.
Tocher (1950), con el fin de lograr que el tamaño del test
coincidiera con el error objetivo a (lo cual se consigue con
variables continuas, pero raras veces ocurre en el caso de
discretas, como es nuestro caso), propone un mecanismo de
sorteo en los puntos de la frontera de la RC. La ventaja del
método es que da lugar a un test UMPU.
Para el test de una cola, su propuesta consiste en, fijado
un error objetivo a, formar la RC para cada a1 dado,
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determinando un valor C<a1) tal que
C<a,>+1
«o = X P<x1) =« < y P(x1) (58)
r r
con lo que la 1W estará formada por los puntos
{r, r+l, .. . C<a1)1 <59)
1
más aquellos puntos {C<a1)+l> que resultaran favorecidos en un
sorteo en el que la probabilidad de que entre dicho punto es
{a—a0>/P(C(a1)+l>. obsérvese que, obtenida la tabla
experimental, el cálculo de la RC puede omitirse, bastando con
limitarse al de la diagonal que ha sucedido: RC<a1).
Para el caso de dos colas, Lloyd (1988) desarrolla
explicitamente la solución de Lehmann. Ahora, y suponiendo
determinadas las soluciones C y C’ de la <24) por la ordenación
H, con P(C’) < 2(C) —sin pérdida de generalidad, pues en otro
caso basta con cambiar a la variable x,—, el punto que entra en
el sorteo es el <C’-l) y lo hace con probabilidad <a-a1—
aj/P<C’—ltu.
El mismo autor hace notar que el valor de u de
aleatorización puede ser otro distinto del anterior, dando
lugar así a los tests de post—aleatorización que son, en
general, sesgados. El propio criterio de Armitage de doblar el
2—value de una cola puede contemplarse como un test de este
tipo con u=(a1-a2)/P<C’—l).
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4. TESTS INCONDICIONADOS Y TEST EXACTO DE FISHER.
4.1. Introducción.
Los llamados tests incondicionados son aquellos que logran
la eliminación de los parámetros perturbadores sustituyéndolos
por el valor de ellos que hagan máximo el tamaño del test.
El test incondicionado apropiado a nuestro problema de
tablas 2 x 2 solucionaría los planteamientos del tipo u) y
iii) propuestos en un principio (comparación de proporciones y
asociación), pero no seria válido para el caso i) <aleatoriedad
en la extracción) pues en él no hay parámetro perturbador.
Barnard (1945, 1947) hace notar que una tabla como la de
la introducción, generada por el modelo u), queda
perfectamente definida cuando se conoce la pareja de valores
<x1,x,), con lo que al contrastar la H~p1=p2 (=p) la RC estará
formada por un conjunto de valores <x1,x,) para los n1 dados. El
espacio muestral es
EM = 4 <x1,x2) ¡ O=x1=n., O=x2=n2
y el número de puntos que forman este espacio muestral es
(n1+l)(n2+l). En él las diagonales secundarias se corresponden
con los valores constantes a1 (x1+x2) del test exacto de Fisher.
Obtenida una RC para un a objetivo (por algún procedimiento),
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el tamaño del test correspondiente será:
que por depender de p <desconocido) habrá de maximizarse en él:
« =MaxtÁz(p>} (61)
0<p<1
Aceptando el criterio anterior <principio del máximo), las
distintas versiones del test incondicionado dependen del orden
de entrada de los puntos en la RC. Sea cual sea el mismo,
Barnard <1947) consideró que la PC debía verificar dos
condiciones. En primer lugar, la condición de Convexidad: si
<x1,x2) e PC, con ~í<~2D también deben pertenecer a ella aquellos
puntos en que ~ sea aún más extrema y una de las ~ esté
fijada. En segundo lugar, la condición de Simetría: en tests de
dos colas, si <x1,x2) e RC también debe pertenecer a ella el
punto <n1—x1,n2—x2) pues H1~p1*p2 es equivalente a H1~l—p1tl—
p2. Como consecuencia, las distintas versiones del método se
diferencian en el orden de entrada de los puntos en la PC, pero
todas respetan las condiciones anteriores <que son
prioritarias).
Así, el mismo autor propone formar la RC añadiendo en cada
ocasión el punto que hace mínimo el a~ de la RC ampliada
<método CSM). Boschloo <1970) y McDonald <1977) proponen la
entrada de puntos de menor a mayor valor de su P—value de una
cola según el test exacto de Fisher (método CSF). Suissa and






en grandes muestras <método CSZ) y Garside and Mack <1967) lo
mismo respecto al estadístico chi—cuadrado clásico (método
CSZ). Ballatori <1982) propone la ordenación de mayor a menor
¡ P1P21 (método CSD). Martin y Luna <1986,1989) proponen ordenar
de menor a mayor valor de máxima verosimilitud <método CSV) y
de mayor a menor valor de la confianza precisa para que se
solapen los intervalos de confianza exactos de una cola de p1
y p2 <método CSI). Silva <1989) proponen el criterio de ordenar
los puntos de menor a mayor probabilidad obtenida por la
hipergeométrica <método CSH) y, finalmente, Haber <1987)
propone otros tres criterios basados en los tests de máxima
verosimilitud, de odds-ratio y discriminación de mínima
información.
Como se ve, aquí sucede como con el test exacto de Fisher
de dos colas <pero ahora incluso también en el caso de tests de
una cola): hay tantas versiones de test incondicionado como
reglas de ordenación. Sin embargo, para nuestros propósitos,
sólo nos fijaremos en los métodos CSM y CSF. El primero por ser
el más potente de todos; el segundo por requerir bastante menos
tiempo de cómputo que aquel y tener una potencia importante con
respecto al resto (Silva, 1992).
Con respecto al modelo iii) la literatura es bastante
escasa. Ahora el máximo debe calcularse sobre P. Y ~»
<desconocidos) simultáneamente, y ello en la expresión <6)
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sumada en toda la RC. La solución final <Barnard, 1947) se sabe
que es bastante parecida a la del caso ji) y por ello sólo nos
ocuparemos de éste.
La razón de incluir en esta memoria el método
incondicionado, cuando se ha dicho que está dedicada al
condicionado, se ve de momento.
4.2 El test exacto de Fisher como test incondicionado.
4.2.1. Introducción.






El test exacto de Fisher permite elegir, para cada a,, una
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RO(a1), de modo que si se define
«<a1) = P(x1ja11n1,p) —«(a1)=« (65)
Por tanto, definiendo PC = U RO(a1) se obtiene
«(p) =yP<x11x2ln11p>=yP<aíIn1.P)«(ai>=« (66)
RC a,
con a—a(p) dependiendo de p. Así pues, el test exacto de Fisher
es también un test incondicionado, presentando la ventaja,
respecto al resto de los que surgen del principio del máximo,
de que se evita el cálculo del máximo de la expresión <61) y
sólo es necesario obtener la RC para cada a1. Una demostración
similar puede hacerse en el caso iii).
4.2.2. Versión óptima. (Aportación>
.
En el apartado anterior se ha visto que el test exacto de
Fisher es válido <además de como test condicionado) también
como método incondicionado. En este caso, el espacio muestral
es un conjunto de puntos (x1,x2) que son los valores observados
de las variables X1, X2 que surgen en este tipo de poblemas. De
estos puntos, algunos formarán la PC cuando se fija un error
objetivo a. Recuérdese que la RC cuando se hablaba de un test
condicionado estaba formada por un conjunto de puntos x1
(siendo X, la única variable que aparecía) cuando se
condicionaba al valor a1 obtenido experimentalmente. Por tanto,
la PC del test condicionado era (x1j a1> y la del incondicionado
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((x,,x2)>, siendo las diagonales secundarias del espacio
muestral del test incondicionado, el espacio muestral del test
condicionado. Como puede verse la RC del test condicionado, al
limitarse al valor a1 obtenido, es más sencilla que la del test
incondicionado. Y así requerirá menos cálculos en su
determinación. Además el tiempo de cómputo necesario para
calcular la PC o el P—value de una tabla dada es en los tests
incondicionados muchísimo mayor (por ser el espacio muestral
más numeroso y por el tiempo necesario para calcular el máximo,
entre otros) que en los tests condicionados.
Cuando el objetivo es estudiar un experimento concreto
<una tabla dada) quizá no suponga mucho inconveniente esperar
unos minutos para obtener el resultado incondicionado (el test
exacto de Fisher en cualquiera de sus versiones a dos colas
tarda uno o dos segundos), pero cuando el estudio está basado
en la repetición de varios experimentos y se ha de obtener el
resultado de varias tablas, los procedimientos incondicionados
pueden resultar bastante incómodos. Esta situación puede llegar
a ser incluso “fastidiosa” cuando los tamaños de muestra de las
tablas, n1 y n2, no son demasiado pequeños.
Si bien es verdad que el tiempo de cómputo que exigen los
tests incondicionados es mucho mayor que el de los
condicionados, también es cierto que éstos últimos resultan ser
más conservadores puesto que producen valores de P mayores. En
este apartado, y con el fin de aminorar las diferencias, se
verá cuál es la versión óptima del test exacto de Fisher de dos
colas <en una cola ya se dijo que sólo había una posibilidad)
cuando se estudia como test incondicionado. La comparación se
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hará en base al estudio de potencias medias de las distintas
versiones (en modo similar a lo hecho en 2.3.2).
La potencia incondicionada para una PC (a un error a) es:
6(p1,p2.«) =6(p1,p2,«¡n1,n2)
(‘z)P” (2. )YZpXZ<j...p)Y2 (67)
Los criterios clásicos para la selección del óptimo ya se
comentaron en el apartado 2.3.2 y en base a ellos se calcula la
potencia a largo plazo y la potencia media en un intervalo de
a.
Asumiendo que Pi sigue una distribución uniforme en [0,1],
la potencia a largo plazo es <Luna y Martin, 1987.a):
O(a) =6(a[ní,n2) = n2 de puntos de RC _ n2 puntos RC
n2puntos espacio muestra) - (n
1~l) (n2~1)
(68)
para tests de dos colas, y para H,~p1>p2 <una cola) será <Silva,
1992):
O(a) = <~>2<~> RCa P~(x1;x2-4-1;y1+1;y2> (69)
siendo P, el P—value de Fisher para la alternativa H1~p1<p2 en
la tabla especificada entre paréntesis. Al igual que entonces,
y con el fin de globalizar en a, la potencia media en el
intervalo (a,a’) viene dada por la (38) y la función A(a) de la
que depende es la misma (37). La ventaja ahora es que existe
solución explícita para O(a) —las expresiones (68) y (69)— y,






para tests de dos colas, y
t
A(a) = 2 (71)
« (n1+l) <n2~n P<A~)
para tests de una cola, con a1 los de entonces, A1 el incremento
de puntos ocurrido cuando se pasa de la RC1.1 a la PC1, P(Afl la
probabilidad hipergeométrica del grupo de puntos aludidos por
A±, y N el número total de puntos en la RC(a). No debe
olvidarse que la PC(a) de ahora es la unión <en a1) de todas
las RC<a) de entonces.
Los criterios a comparar son los descritos en 2.3.2, es
decir, colas iguales <1), tablas más improbables <H), tablas
con mayor diferencia de proporciones (O), tablas con mayor PR
(R) y tablas con mayor OP (O), junto con el complemento a cada
uno de ellos para deshacer los posibles empates. También como
entonces, en un primer paso se seleccionará la regla de
desempate óptima para cada método y, a continuación, se
compararán éstas entre si.
Las comparaciones se harán en base a la potencia media
antes citada, en los tramos de a:
(0%, 1%) (1%, 5%) <5%, 10%)
Por tanto, el procedimiento es similar al caso
condicionado, pero ahora los parámetros a fijar son sólo n y
n1. Los valores elegidos para n son los de los intervalos:
6—14 ; 16—24 y 27—33 y 37—43 y 48—52
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y, para cada uno de ellos, se han contemplado todas las parejas
posibles de valores <n,,n2), con n,<n,. Esto da valores de n de
“alrededor de 10, de 20, de 30, de 40 y de 50”, y para cada uno
de ellos se calcula la media de las potencias medias, pues se
ha comprobado que la variabilidad de las potencias dentro de
cada gama de n no es importante. En total se han estudiado 459
pares <n1,n2) con 117934 tablas (x1,x2) como la de la
introducción.
Los resultados de todas las comparaciones anteriores
descritas aparecen en las Tablas E y 7 aquí presentadas y en
las II a V que se presentan en el Apéndice, concluyéndose de
ellas que:
la.— Sin tener en cuenta regla de desempates (que es lo
habitual en la literatura), los peores criterios son los
R y o <por ese orden), en tanto que los criterios 1 y H
son equivalentes y el O es casi imperceptible peor que
ellos. <Tabla 6).
2’.— En todas las selecciones parciales del óptimo, el
criterio H (el más habitual en la literatura) siempre está
presente. Igual sucede con el criterio D. (Tablas II a V
del Apéndice).
3’.— El mejor criterio es el HO, siéndole prácticamente
equivalentes los H~I y DH <en ese orden). <Tabla 7).
4’.— En los métodos que funcionan bien (1, H y O) la regla
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de desempate no afecta prácticamente a la potencia. En los
que funcionan mal si, pues en ellos se dan muchos empates
en los extremos de las diagonales <RR=OR=w).
Como puede apreciarse las conclusiones acerca de la
versión óptima del test exacto de Fisher son prácticamente las
mismas visto como test condicionado o como incondicionado. Los
procedimientos para llegar a este resultado han sido similares,
pero no hay que olvidar que los espacios muestrales (y por
tanto las RC’s) tratados en cada caso eran diferentes; la
potencia para una determinada alternativa (p1>p2) se calculaba
con diferentes expresiones, ... ; en definitiva, las filosofías
de cada método son diferentes. Las pequeñas diferencias
encontradas se deben a que ahora se han estudiado más tablas y




Potencias medias de los cinco métodos sin regla de desempates
(primera fila) para diversos n (primera columna) y los
intervalos de a O%—l% (primera tabla), l%—5% (segunda tabla) y
5%—10% (tercera tabla).
0% — 1%
n\métodos 1 H O R O
6—14 2.3 2.3 2.3 0.5 0.5
16—24 10.8 10.8 10.8 3.5 4.2
27—33 18.5 18.5 18.5 7.4 9.5
37—43 24.7 24.7 24.6 11.2 14.5
48—52 29.5 29.5 29.4 14.7 18.9
1% — 5%
n\métodos 1 H O R O
6—14 9.3 9.3 9.3 2.6 2.8
16—24 22.1 22.1 22.1 9.6 11.3
27—33 30.7 30.7 30.7 15.8 18.9
37—43 36.9 36.9 36.9 21.2 24.9
48—52 41.6 41.6 41.5 25.8 29.7
5% — 10%
n\métodos 1 H D R O
6—14 17.3 17.3 17.3 6.4 6.7
16—24 31.2 31.2 31.1 16.1 18.3
27—33 39.8 39.9 39.8 23.7 26.5
37—43 45.7 45.7 45.6 29.5 32.4
48—52 50.0 50.0 49.9 34.3 37.1
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Tabla 7
Potencias medias de las cinco metodos con sus reglas de
desempate optimas (primera fila) para diversos valores de n
(primera columna) en los intervalos de a 0%-it (primera tabla),
1%—St (segunda tabla) y 5%—lOt (tercera tabla).
0% — 1%
n\Nétodos 1 HO OH PH OH
6—14 2.3 2.3 2.3 2.1 2.3
16—24 10.8 10.8 10.8 6.9 9.9
27—33 18.5 18.5 18.5 10.5 15.6
37—43 24.7 24.7 24.6 13.8 20.0
48—52 29.5 29.5 29.5 16.8 23.8
1% — 5%
n\Métodos 1 HO DH EH OH
6—14 9.3 9.3 9.3 7.5 9.2
16—24 22.1 22.1 22.1 14.3 19.9
27—33 30.7 30.7 30.7 19.3 26.4
37—43 36.9 36.9 36.9 23.9 31.4
48—52 41.6 41.6 41.6 27.9 35.4
5% — 10%
n\Métodos 1 HO Dli PH OH
6—14 17.3 17.3 17.3 13.3 16.9
16—24 31.2 31.2 31.2 21.1 28.1
27—33 39.8 39.9 39.9 27.4 35.0
37—43 45.7 45.7 45.7 32.5 39.9
48—52 SO.0 50.0 50.0 36.7 43.7
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4.2.3. El test exacto de Fisher frente a los tests
incondicionados clásicos. <Aportación>
.
El test exacto de Fisher ha sido acusado reiteradamente de
ser un test conservador bajo la perspectiva de los tests
incondicionados, pero tal acusación (obtenida generalmente a
partir de valores pequeños de n y valores no muy grandes de
K=n1/n2=l)no ha sido suficientemente detallada ni evaluada de
modo preciso en términos de potencia. Shouten et al (1980) y
Silva <1992) hacen notar su fuerte dependencia del factor K
(que mide el desequilibrio en los n1), pareciendo conveniente
introducirlo en las comparaciones de potencia. Esto hace
necesaria una comparación entre el test exacto de Fisher y los
tests incondicionados de McDonald y Barnard, el primero por ser
el de uso más común y el segundo por ser el más potente entre
los incondicionados. Esta comparación se hará en base a la
potencia media, utilizando las fórmulas propias de los métodos
incondicionados, ya que, de lo contrario, se obtendrían
resultados no comparables. Y ello para los valores n indicados
en el apartado anterior y para cada uno de los intervalos de K
siguientes:
¡(=1.00 ; l.0O<KS1.25 ; l.25<KSl.50 ; l.5O<KSl.75
l.75<K=2.25 ; 2.25<K=3.00 ; 3.O0CK=4.25 ; 4.25<K=6.OO
La potencia media — O(a1,a21n) — para cada valor de XC y
para los tests de McDonald <SM) y Barnard (8v) fueron obtenidas
por Silva (1992) y la del test exacto de Fisher (8,) ha sido
calculada aquí. Lo relevante, a efectos comparativos, son las
ganancias absolutas y relativas de potencia:
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UM-BFY BM-UF B~-BFY (72)
UF UF
siendo ambas de interés, pues cada una da una información
complementaria. Los resultados para cada uno de los tramos de
a aparecen en las Tablas 8 a 10 para la comparación con el
método de McDonald y en las Tablas 11 a 13 para la comparación
con el método de Barnard.
Para test de una cola, las conclusiones son las
siguientes:




excepto cuando KSl.25, donde las ganancias son bastante
más importantes.
u) Los incrementos relativos de potencia son inferiores
al 10% cuando n es grande <n=50) y XC moderados
(l.50=K=3.00).
iii)
BM-UF . BM-U (73)
UF
cuando n aumenta, salvo que sea k=1.25, en cuyo caso tal
tendencia no se notará hasta que n sea mucho mayor que los
valores contemplados en este estudio.
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iv) Las conclusiones anteriores son válidas para el caso
del test de McDonald et al.; en el caso del test de
Barnard permanecen las mismas conclusiones, pero las
diferencias con el test de Fisher son algo más marcadas.
Para tests de dos colas se ha comparado la versión del
test exacto de Fisher seleccionada en apartados anteriores
(método DXI), aunque las conclusiones no cambian al elegir
cualesquiera de las otras versiones habituales. A ella aluden
los resultados de las tablas 8 a 10, de la que se obtiene las
siguientes conclusiones:




u) Los incrementos relativos de potencia son siempre
inferiores al 10% cuando n es grande <n=40ó 50) siendo
con bastante frecuencia inferiores al 5%.
iii)
UN-UF~ ~ BM UF..0 <74)
UF
cuando n aumenta.
iv) Los incrementos son aún menos importantes cuando K
toma valores moderados <1=K=3).
y) Las conclusiones anteriores, válidas para el test de
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McDonald et al., permanecen para el test de Barnard, pero
con diferencias algo más marcadas.
Por tanto, queda probado en un amplio abanico de
situaciones que, si bien el test exacto de Fisher es siempre
menos potente que los incondicionados citados, la diferencia es
poco importante en muchos casos y ésta puede verse compensada
por la ganancia en tiempo de cómputo, sencillez de cálculo, y
otras ventajas que comentaremos más adelante. En particular, la
diferencia de potencia es poco impotante en las siguientes
situaciones:
A) Para tests de una cola, si son n=50 y l.5SK=3.O.
B) Para tests de dos colas, si son n=30 y l.0~K=3.0, o si
son n=50 y XC cualquier otro valor,
(aunque para errores a muy bajos las exigencias son algo
mayores) de modo que en tales casos, y para experimentos
rutinarios, está justificado usar el test exacto de Fisher
<sobre todo en la situación más habitual de test de dos colas)
pues su ganancia en tiempo de cómputo compensa la pequeña
pérdida de potencia que se produce. El resultado es
especialmente afortunado si se piensa que las experiencias
verificando B) son las más habituales y que justo con n=30 o
n=50 es cuando los tests incondicionados habituales presentan
irresolubles problemas de cómputo <al menos con lo que hasta
hoy día se conoce).
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Tabla 8
Potencias medias del test exacto de Fisher (primera entrada) e
incrementos absolutos (segunda entrada) y relativos (tercera
con respecto a ella, del test incondicionado de
et al., para a en el intervalo 0%—1%, diversos valores
diversos valores de K (n1/n2)en tests de una cola
tabla) y de dos colas (segunda tabla, en
la versión Dli del test exacto de Fisher).
la que se
TiNA COLA. 0% — 1%




4.2 3.9 3.3 3.1
4.9 4.3 4.6 4.1













11.3 16.3 15.6 14.2
11.5 5.7 5.8 5.3













15.0 26.9 26.2 24.4
17.3 5.0 5.1 5.3













19.6 34.6 33.8 32.2
19.7 4.3 4.4 4.6













18.9 40.4 39.5 38.1
25.7 3.8 3.9 4.1










DOS COLAS 0% - 1%




4.1 3.4 3.3 3.1
2.3 2.5 2.2 3.2













16.0 15.4 14.7 13.6
3.3 3.0 3.4 3.1













25.8 25.4 24.9 23.4
2.6 2.8 2.7 2.9













33.4 33.0 32.3 30.9
2.2 2.2 2.3 2.4













39.1 38.8 37.9 36.6
2.0 1.9 2.0 2.0

















Potencias medias del test exacto de Fisher (primera entrada) e
incrementos absolutos (segunda entrada) y relativos (tercera
entrada) con respecto a ella, del test incondicionado de
McDonald et al., para a en el intervalo 1%—St, diversos valores
de n y diversos valores de K(n1/n2) en tests de
(primera tabla) y de dos colas (segunda tabla, en
utiliza la versión DE del test exacto de Fisher).
una cola
la que se
UNA COLA 1% — 5%



























































































DOS COLAS 1% - 5%





























































































Potencias medias del test exacto de Fisher (primera entrada) e
incrementos absolutos (segunda entrada) y relativos (tercera
entrada) con respecto a ella, del test incondicionado de
McDonald et al., para a en el intervalo 5%—lOt, diversos
valores de n y diversos valores de K(n1/n2) en tests de una cola
(primera tabla) y de dos colas <segunda tabla, en la que se
utiliza la version Dli del test exacto de Fisher).
UNA COLA 5% — 10%










































































































DOS COLAS 5% — 10%












































































































Potencias medias del test exacto de Fisher (primera entrada) e
incrementos absolutos(sequnda entrada) y relativos (tercera
entrada) con respecto a ella, del test incondicionado de
Barnard, para a en el intervalo 0%—1%, diversos valores de n y
diversos valores de R(n1/n2) en tests de una cola (primera
tabla) y de dos colas (segunda tabla, en la que se utiliza la
versión Dli del test exacto de Fisher).
UNA COLA 0% — 1%























































































































































































































Potencias medias del test esacto de Fisher (primera entrada),
incrementos absolutos (segunda entrada) y relativos (tercera
entrada) con respecto a ella, del test incondicionado de
Barnard, para a en el intervalo 1%—St diversos valores de n y
diversos valores de K (n1/n2) en tests de una cola (primera
tabla) y de dos colas (segunda tabla, en la que se utiliza la
versión Dli del test exacto de Fisher).
UNA COLA 1% — 5%







13.2 12.5 11.1 8.0 8.4 6.3
8.6 8.2 9.1 9.3 8.2 7.2







30.0 29.5 27.5 25.4 21.6 16.4
8.5 8.2 8.5 8.9 9.0 8.8







41.1 40.3 38.7 36.0 32.2 26.8
6.9 7.0 7.1 7.6 8.2 8.5







48.3 47.5 46.2 43.6 39.8 34.4
5.8 6.0 6.0 6.6 7.2 7.8







53.6 52.7 51.5 49.0 45.4 40.1
5.0 5.2 5.3 5.8 6.3 7.0
9.25 9.8 10.3 11.8 13.9 17.6
DOS COLAS 1% — 5%







11.9 12.0 10.5 7.8 8.4 6.3
5.2 3.0 6.1 7.2 7.0 7.1







27.8 27.5 25.8 24.0 21.0 16.4
5.2 5.2 5.4 6.2 6.4 7.1






















38.5 37.9 36.4 34.2 30.9 25.9
4.2 4.3 4.5 4.8 5.4 6.3
10.9 11.3 12.3 14.0 17.5 24.3
45.7 45.0 43.7 41.5 37.9 33.3
3.4 3.5 3.7 4.0 4.7 5.2
7.4 7.8 8.5 9.6 12.4 15.6
50.9 50.1 49.0 46.6 43.3 38.4
2.9 3.0 3.1 3.5 3.9 4.7
5.7 6.0 6.3 7.5 9.0 12.2
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Tabla 13
Potencias medias del test exacto de Fisher (primera entrada) e
incrementos absolutos (segunda entrada) y relativos (tercera
entrada) con respecto a ella, del test incondicionado de
Barnard, para a en el intervalo 5%—1O%, diverso valores de n y
diversos valores de K (n1/n,) en tests de una cola (primera
tabla) y de dos colas (segunda tabla, en la que se utiliza la
versión Dli del test exacto de Fisher).
UNA COLA 5% — 10%
n\K =1.00 =1.25 =1.50 =1.75 =2.25 =3.00 =4.25 =6.00











































































DOS COLAS 5% — 10%
n\K =1.00 =1.25 =1.50 =1.75 =2.25 =3.00 =4.25 =6.00












































































5.- TESTS DE ALEATORIZACION.
Como ya de dijo en páginas atrás, cuando los n individuos
de una muestra se reparten al azar entre dos submuestras en
cada una de las cuales los individuos verifican o no la
característica A, hay justificaciones teóricas (Lehmann, 1959)
para emplear un test de aleatorización. Es el caso de los
Ensayos Comparativos donde los individuos de una muestra se
reparten al azar entre dos tratamientos, produciendo en ellos
un efecto positivo, A, o no, A, y se pretende ver si los
tratamientos son igual de eficaces.
Dentro de este tipo de tests, éstos pueden ser
condicionados o incondicionados, siendo, nuevamente, el test
exacto de Fisher una solución condicionada de los tests de
aleatorización, ya que la probabilidad dada por la
hipergeométrica puede entenderse como la probabilidad de que x1
individuos tengan un efecto positivo cuando se extraen al azar
n1 individuos de un total de n <a1 de los cuales dan un efecto
positivo). Los métodos incondicionados pueden verse en
Ballatori (1982) y Martin and Luna <1987), pero ellos no son
objeto de esta memoria.
6.- TESTS PSEUDOBAYESIANOS
6.1. Introducción.
Recientemente <Rice, 1988; Martin and Luna, 1987) han
hecho intervenir un nuevo motivo de conflicto proponiendo una
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metodología que, por estar a mitad de camino entre la Clásica
y la Bayesiana, podemos llamar método pseudobayesiano
<expresión utilizada aquí en sentido distinto al usado por
Bishop et al, 1975). Ellos proponen zafarse del parámetro
perturbador p de la expresión (4) asumiendo que, ante la
ausencia de otra información, cualquier valor de él es
igualmente probable (hasta que los datos indiquen evidencias en
contra), por lo que puede asignársele la distribución uniforme.
En la práctica esto equivale a suponer que el valor de p en un
experimento particular proviene de una extracción aleatoria de
una distribución uniforme f(p), que es como se espera que se
distribuya p a lo largo de las experiencias de la vida del
experimentador en las que H0 sea realmente cierta. Sin embargo
el primer autor dota al método de una forma condicionada y los
segundos de una forma incondicionada. Lo que sigue está
dedicado a dar versiones generalizadas de la primera solución
y a investigar otras posibilidades. El método incondicionado
cae fuera del ámbito de esta memoria.
6.2. Tests condicionados.
6.2.1. solución de Rice.
Rice <1988), por las razones antes mencionadas, sostiene
que f<p) debe ser la uniforme en el intervalo [0,1], pero
puesto que la experiencia dió el valor observado a1, tal valor
proporciona una información que debe incorporarse al problema.
El efecto de ambas cosas es que la probabilidad de la pareja
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(X1,X2) será (para un test de dos colas):
2n+lP<X1,X2Ial) =(ni) ( flj( n) n+1 ( 2n (75)
y así el P—value de la tabla observada será:
y P<X1,X2 la1) con
<X,,X2~EK (76)
x1 _ x2 x1 x~II-ii-li — —— 2
~2 r~1 n
es decir, la suma de las probabilidades de todas las tablas con
una diferencia de proporciones mayor o igual que la observada.
6.2.2.Generalización de la solución de Rice . (Aportación>
.
Los partidarios del método bayesiano conocen que la forma
más apropiada para f<p) es la de una distribución beta,
Be(r;s), de parámetros r y s (que no tienen nada que ver con
los de la expresión (2)). tal distribución, por ser conjugada
de la binomial, permite obtener fácilmente las distribuciones
predictivas o las distribuciones finales. Cuando no se dispone
de información alguna acerca de p, lo usual es suponer que es
r=s=l (distribución uniforme: Bayes, 1763) o que es r=s=0.5
<Jeffreys, 1946), si bien esta última parece más conveniente
por cuanto es la que menos información incorpora ajena a los
datos <distribución a priori mínimo informativa: Bernardo,
1979).
Es conocido que si p sigue una f<p)~Be(r;s) y x sigue una
B<n;p), entonces la distribución final f(plx) es Be(r+s;s+n—x).
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En particular, y para nuestro caso, si se sabe que se obtuvo
a1, que bajo H0 sigue una binomial B<n;p), entonces
f(pja1)ffiBe(r+a1;s+a2). De ahí que la distribución predictiva
final, bajo H0 y condicionando p a la información obtenida,
sea:
1
P(X1,X2 la1) =ft<pIai) P(X1¡p) P(X2jp) dp=
0 (77)
ÁZ)( 2)fÉPaíPAIdí~PA2dP
y, por consiguiente, sustituyendo f(pj a,) e integrando,




Cuando es r=s=l se obtiene la solución de Rice; cuando es
r=s=0.5 se obtiene:
si se acepta que la notación combinatoria es válida también
para números decimales.
Obsérvese que aquí, como con Rice, el espacio muestral
tiene dos dimensiones (X1,X,) a pesar de haber condicionado, y
ello porque el condicionamiento sólo afecta a p.




con la suinatoria extendida sobre la RO que se defina. Para
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definir la RC hay que indicar el orden de entrada en ella de
los puntos (X1,X2), y esto nos lleva a alguna de las versiones
de 4.2.1. Rice adopta la versión D <de mayor a menor diferencia
de proporciones), pero puede acogerse cualquier otra. Un modo
explicito de obtener la liC para tal versión es el dado por
Martin and Luna (1987) para el caso de tests de una cola
1 2 X1 [(Alt) nMax(O;A fl} = 5 (81)
[tn2V SA1 =n—[tn1V
con [xf y [x] aludiendo al primer entero, menor o igual en el
primer caso y mayor o igual en el segundo, que x. Para tests de
dos colas, la otra cola se determina igual pero cambiando los
papeles de A1 y A2 en la (78).
6.2.3. Condicic>nai»-ieflto intermedio. <Aportación>
.
Un condicionamiento intermedio consiste en utilizar uno de
los valores muestrales (x1, por ejemplo) para obtener
información sobre p, y el otro <x2) para realizar el test. En
este caso, y con similar demostración que antes, si f<p)
Be<r;s) será f(p¡x1) Be<x1+r;y1+s) y
P(X2jx1) (122) 1’(n14~r~s) F(x1+24+r)U(y1+Y2+s) (82)
r<x1+r)r(y1+s) r<n+r+s)
que es la distribución beta—binomial. Para la alternativa
H1ep1<p2, la significación se encontrará para valores altos de
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X2 y así, definiendo:
= ~j P<X2¡x1) (83)
X2=‘c~
y aprovechando la igualdad de las colas entre las
distribuciones hipergeométrica y beta—binomial <Raif fa and
Schleifer, 1961)








Totales a1+r—l a2+s n+r+s—l




Los aspectos generales de la solución actual son
discutidos más adelante. Aquí nos detenemos sólo en los
aspectos más particulares.
La solución de Rice <y su extensión) se presta a una duda
razonable. La frontera de la RC que proporciona el P—value
notado por P~ — expresión <80) — viene dada por la diferencia
de proporciones experimental t=x,/n,—x1/n1, y el estadístico en
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el que se condiciona para obtener información sobre p <a1=x1+x2)
no es independiente de t. Así, dos informaciones no
independientes, y obtenidas de igual muestra, se introducen
simultáneamente en el test. ¿Cómo afecta ello al error real de
Tipo 1 del mismo?. Que T y A1 no son independientes puede
probarse con un contraejemplo, pero de un modo más general
puede señalarse que, cuando n,=n,, la independencia entre T y
A1 se da si y sólo si X,—X, y X1+X2 son independientes, y ello
sólo ocurre <Ferguson, 1967, p.256) si y sólo si ~<1 y 2<2 (que
son a su vez independientes) siguen la distribución normal con
una varianza común <tal como sucede, aproximadamente, en
grandes muestras). De hecho, Plackett (1964) ya probó que X,—X,
y x1+X2 son “casi independientes”, pero no llegan a serlo del
todo (en especial con pequeños tamaños de muestra).
La solución de Rice de 6.2.3 presenta el defecto de ser
más conservadora que el propio test exacto de Fisher. En
efecto, ya se dijo que el valor P~ de la <83) es igual al del
test exacto de Fisher para la tabla que se indica entre
paréntesis: P,<x1+r—l;y,+s;x2;y,). Este valor es estrictamente
decreciente en el primer y cuarto argumentos, y estrictamente
creciente en el segundo y tercero. Con ello, para valores
0~r=s=l que son los más usuales, será:
P,(x1;y1;x2;y2) =P,(x1+r—l;y1+r;x2;y,) =P,,(x1—l;y1+l;x2;y2)




Como se ha venido exponiendo en los apartados anteriores,
unos datos como los de la Tabla 1 de la introducción puede
analizarse por cuatro métodos distintos: Tests aleatorizados,
tests clásicos (condicionados o incondicionados), tests de
aleatorización <condicionados o no) y tests psudobayesianos
<condicionados o no). Esto da lugar a siete posibles modos de
resolver el problema. Cada uno de ellos, excepto el primero,
tiene varias versiones. Aquí se plantea un enfrentamiento entre
unos tests y otros.
7.2. ¿Test aleatorizado o no aleatorizado?
El test de Tocher—Lehmann, a pesar de parecer idóneo por
ser UMPU, ha sido sometido a numerosas criticas <Mantel and
Greenhouse, 1968; McDonnald et al, 1977; Liddell, 1978; Suissa
and Shuster, 1985; ...). Todas ellas están basados en la
irracionalidad de decidir por sorteo la posible significación
de una tabla: a igual error objetivo a distintos investigadores
pueden tomar distintas decisiones. Esto podría poner en tela de
juicio la objetividad científica, aunque realmente es raro
encontrar publicaciones en que se toman las decisiones en base
a este test (Plackett, 1964), el cual es llamado “repugnante”
por los primeros autores citados.
Liddell (1978) prueba, en base al estudio de algunas
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tablas con pequeño tamaño, que este test no sólo es arbitrario
sino también absurdo, por las incongruencias que en el estudio
encuentra, a pesar de ser más potente que el no aleatorizado.
Suissa and Shuster (1984) señalan que el test es UMPU, pero no
UMP, y prueban que es más potente sólo en las cercanías de la
W, y que un test sesgado puede ser más potente que uno
insesgado en la mayoría del espacio paramétrico de la H1.
7.3. ¿Test de aleatorización o de no aleatorización?
Ya se comentó con anterioridad que el test de
aleatorización es conveniente en situaciones similares a las de
los Ensayos Comparativos, en los que los n individuos de la
muestra se reparten al azar entre dos tratamientos. Sin
embargo, Yates (1984), en un contexto más amplio, opina que el
argumento es una falacia, dado que es igual tomar n individuos
de una población y dividir la muestra en dos partes n1 y n2,
también al azar, que tomar n1 y n2 individuos al azar de una
población (lo que le lleva a asegurar que estas dos situaciones
son estadisticamente equivalentes y, por tanto, deben usarse
los mismos tests de significación). Upton, en su respuesta a
Yates, señala que la clave está en si los n individuos
ensayados se consideran como una muestra o como la población en
si, argumentado que si el experimento es “irrepetible” los n
individuos constituyen la población, por lo que seria lógico
condicionar en a1 y, por tanto, seria apropiado utilizar el
test exacto de Fisher.
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En cualquier caso, los partidarios del método condicionado
señalan que el método adecuado es el test exacto de Fisher (que
recordemos es también de aleatorización).
7.4. ¿TEST CLASICO O PSEUDOBAYESIANO?
La única discusión que aparece en la literatura es la
respuesta de Hill y Barnard al articulo de Rice (1988), pero,
es de suponer, que ésta pueda hacerse extensible al método
pseudobayesiano en general. Hill observa que, si bien los a1
proporcionan alguna información sobre la diferencia de
proporciones, ésta no puede ser utilizada haciendo suposiciones
sin fundamento (hace especial mención al test exacto de Fisher,
que no hace suposición alguna). Barnard indica que el test de
Rice puede dar significativo no sólo porque p, t p2, sino
también porque la distribución de p elegida no sea la correcta.
Rice apoya el método notando que cuando se tiene información
absoluta acerca de p <p=p0) la sustitución por p0 da lugar al
test binomial incondicional; cuando no se dispone de ninguna
información lo lógico es asumir cualquier valor de p como
igualmente posible; y cuando de otras experiencias se posee
alguna información, ésta debe ser insertada en el problema.
La metodología pseudobayesiana ocupa una posición
internedia entre la Estadística Clásica y la Bayesiana y
resulta difícilmente comparable por lo siguiente: a) el método
clásico (habitual en los tests bajo la teoría de Neyman—
Pearson) condiciona en un valor p desconocido, mientras que el
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7.5 ¿Test condicionado o incondicionado? 
Barnard (1945), en su presentaci6n menos formalizada del 
test incondicionado, ya sostiene la primera discusi6n con 
Fisher (1945) acerca del criterio que debe elegirse. 
Posteriormente, Barnard (1947), Pearson (1947), Garside and 
Mark (1967), Berkson (1978) . . . defienden el incondionado. Más 
tarde, la discusión vuelve a suscitarse con fuerza en los 
articulos de Yates (1984), Little (1989), Haviland (1990), 
Cormack y Mantel (1991) . . . que apoyan el test exacto de 
Fisher. Curiosamente, Barnard, el creador del metodo 
incondicionado, rápidamente se arrepiente (1949) y pasa a 
defender el condicionamiento (1982, 1989), pero haciendo variar 
el error a (utilizando errores pequeños para experimentos 
sensibles y mlis grandes para experiencias poco sensibles). 
Los argumentos en los que se basan unos y otros son los 
propios principios que sustentan cada metodología, y ésto hace 
imposible la reconciliación de ambas tendencias. En lo que 
sigue se exponen los principales. 
Los defensores del método condicionado (Fisher, 1959, a y 
b, Yates 1984) indican que es el unioo test *Vacionalll por 
estar basado en el condicionamiento en un estadistico auxiliar 
(a,). Hace notar que toda la estadística relativa a variables 
aleatorias continuas está basada en el condicionamiento 
(regresión, comparación de dos medias, . ..) y no se han 
expuesto razones que lo invaliden en variables aleatorias 
discretas. Estos autores mantienen que es perfectamente lícito 
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condicionar en a, puesto que los marginales de la tabla 
contienen poca información sobre la odds-ratio (Plackett, 
1977), de hecho solo determinan la sensibilidad del test (Yates 
1984); por tanto, el condicionamiento no supone pérdida de _ 
información. Berkson (1978), por el contratio, defiende que al 
ser a, un valor aleatorio, al condicionar se produce una 
pérdida innecesaria de informacibn, ya que los marginales sí 
contienen información, que es en grandes muestras despreciable 
pero que puede ser importante en pequeñas muestras (Hinde and 
Aitkin, 1987). 
Un segundo argumento en contra del método condicionado 
alude a la capacidad del test para dar significaciones, pues es 
conocido el conservadurismo del test exacto de Fisher, cuyo 
tamaño suele estar entre 1/4 y 1/2 del error nominal u elegido 
(McDonald, 1977; Liddell, 1978: Upton, 1982; Haber, 1987). 
Yates (1984) opina que la confusión proviene del uso indebido 
de niveles nominales de significación (habitualmente 1%, 5%, 
lo%), lo cual ~610 está indicada con variables continuas (donde 
el error real alcanza realmente al objetivo), pero no en 
variables discretas (donde esto pocas veces se logra), 
criticando esta práctica como una aplicacibn indiscriminada de 
la teoría de Neyman-Pearson. Yates basa su argumento en 
ejemplos que pueden plantearse con frecuencia en los que el P- 
value de una situación concreta es del 5,5% o del l,l%. 
Otro de los motivos de conflicto es el comportamiento 
inconsistente del test exacto de' Fisher cuando se efectlia un 
test de dos colas, reflejado en los artículos de Cornfield 
(1966), Yates (1984), Dupont (1986) y Cormaok (1986). Yates y 
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Dupont manifiestan que estos son debido a que se define mal el 
P-value de un resultado dado en test a dos colas (recuérdese 
que en 2.3.2 se daban las distintas versiones propuestas para 
el test de dos colas: en una cola sólo hay una posibilidad). 
Los mismos autores que presentan tales inconsistencias, 
proponen nuevos tests (que a su vez están basados en el 
condicionamiento en a,), que dicen resolver tales problemas. La 
razón de la irregularidad del comportamiento del te& exacto de 
Fisher está en la asimetría de la distribución hipergeométrica 
y en lo discreto de la variable en estudio. 
Una vez mas la dificultad en el acuerdo se basa en los 
principios que sustentan ambas metodologías: el método 
condicionado condiciona en el valor a, obtenido, mientras que 
el incondicionado lo hace en el valor desconocido p; l,as 
significaciones de uno alude a pruebas repetidas para un mismo 
valor a, (con independencia de cuanto valga p), y la del otro, 
a pruebas repetidas para un mismo valor de p (con independencia 
de quien sea a,); ambos controlan experiencias individuales, 
pero a través de un corte distinto del espacio muestral- 
paramétrico bajo H,,. Por tanto, la discusibn centrada en cuál 
es el planteamiento licito puede llegar a ser interminable. 
Otro punto tratado ampliamente en la discusión es el 
relativo a la potencia obtenida en los métodos de cada una de 
las dos tendencias. Las criticas de algunos autores en este 
sentido resultan no ser válidas por cuando sus razonamientos 
llevan implicitos una cierta confusibn de conceptos. Ya se dijo 
que, bajo el principio incondicionado, la probabilidad de una 
tabla como la obtenida viene dada por la expresión (3); ,ello 
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implica que la potencia de un test incondicionado se calcula
como
@(p1,p2,«) =@(p1,p2,«¡n1,n2)
el error de tipo 1 se determina por la (60) y el tamaño por la
(61). Bajo el principio del condicionamiento, la probabilidad
de una tabla como la dada viene dada por <Fisher 1935):
ni) a71)eAí (86)
con A = Ln [ p1(l-p2) ¡ p2(l-p1) ], por lo que el error de tipo
1 ha de obtenerse a través de la hipergeométrica como en (1)
(A=0), pero la potencia deberán calcularse por la fórmula
anterior, no con la (85). Y sucede que muchos autores confunden
una con otra.
Haber (1987) y Upton <1982) concluyen que el test exacto
de Fisher es conservador, pero los cálculos los hacen aceptando
el principio incondicionado. De todas formas, como se vió en
4.2, el test exacto de Fisher podía también ser tratado como
test incondicionado y en este caso si resultaba ser más
conservador, pero la pérdida de potencia respecto del
incondicionado resultaba ser muy pequeña <ver 4.2.3.) <Esta
pérdida en algunos casos podría resultar compensable por la
facilidad de cálculo y menor tiempo de cómputo necesario en el
caso de los tests condicionados). Por tanto, se puede concluir
que es lícita la comparación de potencias de dos tests
incondicionados pues la base de su filosofía es la misma, pero
no tiene sentido comparar las potencias de un test
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incondicionado y otro condicionado puesto que se parte,
incluso, de espacios muestrales distintos.
Recordemos, asimismo, que el test exacto de Fisher era
solución válida para los tres problemas planteados al principio
de esta memoria (no ocurriendo así con los métodos
incondicionados) y que es una solución válida, aparte de como
test condicionado, como test de aleatorización y como test
incondicionado, procede del UMPU y es próximo a los tests
pseudobayesianos. El precio de su generalidad es su menor
potencia.
Por otro lado, y a nivel práctico, cabe señalar la ventaja
ya señalada de los tests condicionados en cuanto al tiempo de
cómputo necesario. Este es en los tests incondicionados mucho
mayor que el necesario al utilizar el test exacto de Fisher,
incluso con tamaños de muestra relativamente bajos. Además,
actualmente, ningún paquete estadístico de uso común <BHDP,
SPSS, SX, ...) tiene implementado ningún test incondicionado:
la resolución de problemas de tablas 2 x 2 se hace utilizando
el test exacto de Fisher de una cola o, en caso de dos colas,
alguna de las versiones de este test según el paquete elegido.
Más aún, si un investigador, en un momento dado, no dispone de
ordenador, el test exacto de Fisher puede utilizarlo incluso a
mano <por supuesto hablamos de pequeñas muestras) y con muy
pocos cálculos si dispone de una calculadora que le permita
obtener probabilidades de la hipergeométrica o, en su defecto,
número combinatorios, cosa que nunca podría hacer con ninguno
de los tests incondicionados.
Además la ventaja añadida del test exacto de Fisher frente
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a cualquier versión incondicionada de su sencillez de proceso
y fácil cálculo, hace que pueda ser incluido, y de hecho así
ocurre, en los libros de texto básicos dedicados a la
Estadística aplicada a las distintas ciencias.
Finalmente, una defensa argumental de la conveniencia del
test exacto de Fisher, al menos en ciertas circunstancias, y
que en nuestra opinión es de las más fuertes, es la de
Greenland <1991). Su razonamiento consta de varios pasos, y es
bastante ilustrativo reproducirlos resumidamente aquí:
la.— Si de n individuos (que constituyen la población), n,
reciben un tratamiento y n2 ninguno, y, observado el
efecto producido, se encuentran a1 éxitos y a2 fracasos,
el único test licito es el condicional pues, bajo ~t,el
tratamiento es incapaz de alterar la respuesta y así los
éxitos serán siempre a1.
2*.~ Si n1 individuos reciben un tratamiento y n2 ninguno y
espero hasta obtener a, éxitos <o a2 fracasos) —regla de
parada— el único método factible es el condicionado.
Hasta ahora, dado que n1 y a1 están fijados de
antemano, estamos en el caso i) de la introducción y los
partidarios del incondicionado no suelen poner
dificultades en aplicar aquí el test exacto de Fisher.
3m.— La novedad es considerar ahora el modelo de efectos
causales de Robins <1988). En él se asume que cada
individuo tiene una respuesta aleatoria 1 o O y que el
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tratamiento puede alterar su valor si es efectivo, pero no
puede hacerlo bajo la II,. Por supuesto que el tratamiento
del que aquí se habla ha de ser externo al individuo <una
droga, por ejemplo), no algo intrínseco a él (el sexo, por
ejemplo>. Con tal planteamiento sean:
H~H,,e cada individuo de la población da igual
respuesta con el tratamiento 1 que con el II.
H0’~H~,~ cada individuo de la muestra da igual
respuesta con el tratamiento 1 que con el II.
Para contrastar Hg,,, el punto 12 concluyó que se precisa
aplicar el test exacto de Fisher. Está claro que
— H~ y I’4~ ~¿ HPF <87)
pues la hipótesis puede ser cierta en la muestra, pero no
en la población. Sin embargo, parece absurdo decidir ¡¡~
y H,<, <pues la inferencia se hace con la misma muestra),
y como ello puede suceder de aplicar el test
incondicionado a H~, la conclusión es que en tal caso
también debe aplicarse el test condicionado.
4.— Hasta ahora las hipótesis aludían a la estabilidad de la
respuesta en cada individuo. Sin embargo, cuando se
comparan dos proporciones, las hipótesis suelen aludir a
la estabilidad promedio de las respuestas. Sea tal
hipótesis clásica,
H0~H~~ la proporción de éxitos poblacionales es la
misma con los dos tratamientos.
pl=p2
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en donde está claro que
MPF — Hpp Y HPD /~ (88)
Si el método incondicionado pudiera aplicarse aquí,
entonces podría suceder que concluyéramos H y }t~, es
decir H
1. y H,<,,, y ello ya se vió en 30 que era absurdo.
Por consiguiente, una vez más, debe aplicarse el modelo
condicionado.
Obsérvese que el razonamiento no afecta a los modelos
descriptivos <no causales), que son los más habituales, en los
que la hipótesis es, por ejemplo, que la proporción de
individuos varones es igual en dos poblaciones.
7.6. versiones especiales del test de Fisher.
1.6.1. Introducción. (A~Q.rtacÁ~fl>.
En apartados anteriores se ha indicado que el test exacto
de Fisher <clásico) tiene una única versión como test de una
cola, pero varias como test de dos colas, aunque de estas
últimas ya se seleccionó la óptima (tanto desde el punto de
vista condicionado como desde el punto de vista
incondicionado). También se indicó que dicho test ha sufrido
diversos ataques <incluso por los partidarios del
condicionamiento) centrados fundamentalmente en su
conservadurismo o en su comportamiento inconsistente como test
de dos colas. Para combatir tales presuntos defectos, algunos
de los críticos han propuesto versiones especiales del test,
que han sido definidas anteriormente y que van a criticarse en
85
lo que sigue.
En esencia, la razón de estas modificaciones radica en no
comprender bien la estructura del problema. El test exacto de
Fisher es el único test condicionado factible, y el afirmar que
es conservador no tiene sentido si se acepta el principio
condicionado. Un test es conservador o no si hay otro test con
el que enfrentarlo, y esto no sucede aquí. Por otro lado, las
inconsistencias del test (como test de dos colas) son fruto de
lo discreto de la variable base (Martin and Luna, 1989), y en
una variable que toma unos pocos valores no es de extrañar que
el P—value dé algunos saltos inesperados de unas tablas a otras
<Barnard, 1989).
7.6.2. Critica al ¡‘-MrD. <3portaciófl>
.
En los apartados 2.2 y 2.3 ya se citaron las propuestas de
Lancaster <1952) y Haber (1986) relativas a efectuar el test
exacto de Fisher bajo el criterio del P—mid (una cola el
primero; dos colas el segundo). Para nuestros propósitos basta
con recordar lo que sucede en tests de una cola <H.~p1p, contra
H1~p1<p2): el P—value de una tabla observada es
1
P—mid<x1> = y 12(x1) + —P(X0x1) (89)
2
lo que se traduce en que la tabla observada entra en la PC pero
con la mitad de su probabilidad. La introducción del concepto
se hizo con el fin de corregir el conservadurismo del test x
2~
Una primera curiosidad <de tantas como suceden en las
Tablas 2x2) es que los defensores del método <los anteriores
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más Franck, 1986) lo apoyan porque hace menos conservador el
test exacto de Fisher, y, como prueba, citan que el tamaño del
test así construido es mayor que el error objetivo a. Realmente
no se comprende que estadísticos de prestigio aduzcan
semejantes razones. Por definición, el tamaño de un test no
puede desbordar el error objetivo a, y, si se deja que ello
suceda, ya no hay limite en la imaginación: ¿por qué no
eliminar toda la probabilidad P(X1=x1) en la expresión (89)7.
Es cierto que en tests asintóticos se permite algún exceso de
ese estilo, pero la propuesta anterior es ilitica para un test
no asintótico <exacto) como el actual que, por definición, ha
de respetar a.
Otro argumento curioso es el de Lancaster <1961), Barnard
(1989) y Yates <1984). Todos ellos avalan el P—mid pues ¡es el
que mejor se aproxima al x
21. Barnard remata la idea indicando
que el test x2 sin correción por continuidad (ver próximo
capitulo) es al test x2 con correción por continuidad, como el
test exacto de Fisher en formato de P—mid es al mismo en
formato clásico. Los desatinos, en nuestra opinión, son varios.
En primer lugar, el test z2 es un test asintótico que debe
ajustarse al no asintótico <al de Fisher) y no al revés; si el
test de x2 va mal, habrá de hacerse alguna corrección apropiada
(como las del capitulo próximo). En segundo lugar, la correción
por continuidad es un mecanismo para aproximar una variable
discreta (la hipergeométrica) a otra continua (la x’)~ con lo
que el paralelismo entre tests asintóticos y no asintóticos
citado anteriormente sólo sirve para descalificar de un golpe
el criterio del P-mid y al estadístico x2 sin correción por
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continuidad.
En esencia, lo que sucede es que el criterio del P—mid no
tiene (en nuestra opinión) ningún sentido. Un ejemplo ayudará
a justificar la afirmación. Sean
p=0.9 contra H,
con p la probabilidad de “cara” de una moneda, y sea X=”número
de caras tras un lanzamiento”. Bajo H0 es X~B<n=1;p=0.9) y así
P(X=0)=0.l0 y P<X=l)=0.90. Si al lanzar la moneda sale “cruz”,
entonces X.xr,.rt..nt.íXO• ¿Cuál es el P—value de la experiencia?.
a) Bajo la perspectiva clásica:
P = P<X =0) = P<x=0) = 0.10
b) Bajo la perspectiva del P-mid:
P=1/2 P<X=0)= 0.05
con lo que para a=5% se concluirá (lógicamente) H0 con la
primera e <ilógicamente) H, con la segunda.
7.6.3. Critica a la versión de Armitage.
Recordemos que Armitage (1971), llevando a su extremo el
criterio de colas iguales para la definición del test exacto
condicionado de dos colas, propuso obtener el P—value bilateral
de una tabla doblando el P—value de una cola de la tabla
obtenida. Yates <1984) y Dupont <1986) aceptan este criterio,
justificando este último su acuerdo en que no presenta
incoherencias (Cormack, 1986) y se adecúa bastante al test de
con la correción de Yates. Martin y Luna <1989.a) y Martin
et al. (1989) responden que el hecho de que un test no presente
88
incoherencias no garantiza que sea correcto y, por otro lado,
que el test de x’ al ser asintótico es el que tiene que estar
conforme con el no asintótico y no al revés, por lo que sus
argumentos no sirven para validar dicho test. Además, el mismo
Dupont admite no encontrar justificación teórica a este
criterio.
Este test es rechazado por muchos autores (Hill, Jagger,
Plackett, Mantel, CormacK, ...) pues puede plantear diversos
problemas: que se le asigne probabilidad a una cola que no
existe, que se obtenga un P—value superior a la unidad y que es
un test sesgado (Lloyd, 1988), pero no es el UMPU.
8. CONCLUSIONES. <Anortación)
.
La eliminación de parámetros perturbadores es uno de los
problemas cruciales de la estadística (Basu,1977) y ha dado
lugar a diversas soluciones. El caso de tablas 2x2, simple en
apariencia, es especialmente engorroso y paradigTnático y se ha
constituido en el campo de batalla particular de aquella lucha
más general. La multiplicidad de soluciones aportadas <las
vistas en este capitulo, y algunas más), el hecho de que a cada
una de ellas se hayan adherido estadísticos de prestigio, y el
ímpetu que ponen cada uno en la defensa de su elección, hacen
sospechar que el problema es más bien filosófico y que el
acuerdo es imposible, dependiendo la decisión de lo que cada
uno entienda por un test de hipótesis. Conviene señalar que el
problema surge por la discretitud de la/s variable/s base, pues
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en el caso de variables continuas las discrepancias se atenúan
o desaparecen.
En este primer capitulo de la memoria se ha hecho un
repaso de las soluciones existentes y se ha mantenido una
posición ecléptica ante el problema a nivel de filosofía, que
no a nivel de atacar las soluciones erróneas allá donde
sucedan. Por las razones expuestas a lo largo del capitulo, la
gran decisión se centra en adoptar la filosofía condicionada o
la incondicionada. Aquí, sin inclinarse a nivel teórico por una
u otra, se ha probado que el tradicional test exacto de Fisher
<filosofía condicionada) reúne una serie de características que
le hacen más deseable de lo que los ataques a que se ve
sometido parecerían indicar. Estas son sus principales
ventajas:
1) Es un test válido en un amplio abanico de situaciones (es
válido como test condicionado y como test incondicionado,
como test de aleatorización, procede del UMPU ...). Las
demás filosofías requieren un test para cada situación.
2) Es un test válido para los tres tipos de muestreo
descritos en la introducción. Las demás filosofías
requieren un test para cada muestreo.
3) Es el único test licito en el caso de los modelos
causales.
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4) Es simple de aplicar, pudiendo efectuarse incluso a mano
o con calculadora de bolsillo. En los casos más extremos
(n grande o muchas tablas a analizar) su tiempo de cómputo
es exageradamente inferior al del método incondicionado.
5) Forma parte de cualquier paquete de programas
estadísticos (BMDP, SPSS, ...), lo que no sucede con los
demás métodos.
6) Su relativa simplicidad permite incluirlo en los libros
de texto básicos, incluso en los sólamente aplicados.
7) Su potencia <que es su talón de Aquiles) no es tan baja
como indica la literatura <basada en n1 pequeños) sino que
la pérdida de ella frente al incondicionado es
despreciable (en relación a las ventajas señaladas arriba)
para la mayoría de las situaciones. En todo caso, éste es
el precio que se paga por su mayor generalidad y su
simplicidad.
8) Su metodología es aplicable a otras situaciones
aparentemente lejanas <como el test de las rachas).
Siendo el test exacto de Fisher de tanto interés, en este
capitulo se ha efectuado la selección como test de dos colas.
La conclusión ha sido que, tanto como test condicionado como
incondicionado, las reglas de desempate le afectan poco y que,
en la práctica, cualquiera de las versiones habituales en la
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literatura es igualmente buena <en particular las H, 1 y D por
ese orden), aunque ya se observaron las ventajas de utilizar la
versión Dli.
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CAS’ r rtJIaO ir
?4E¶!0130S COflDX O TOMADOS
AS rrn’o’ricos
1. INTRODUCCION.
Todos los tests descritos en el capitulo anterior son
métodos no asintóticos y, por tanto, válidos para cualquier
tamaño de muestra. Sin embargo, tienen la desventaja de
requerir un considerable número de cálculos, por lo que se
hacen precisos métodos asintóticos que, con grandes muestras,
simplifiquen el problema. El recurso a las tablas de
significación no solventa el problema pues en éstas se
contempla un número limitado de valores n1.
Como se vió en el capitulo 1, hay opiniones contrapuestas
acerca de cuál es el método no asintótico idóneo y, dentro de
él, cual es la versión óptima; en el caso de los métodos
asintóticos éstas son aún más discrepantes. En primer lugar,
existen varios estadísticos que pueden resultar válidos <chi—
cuadrado, máxima verosimilitud, ...) y en segundo lugar, y
sobre todo, hay gran discusión acerca de cuál es la corrección
por continuidad (c.p.c., en adelante) a realizar en los mismos
(especialmente en el test de chi—cuadrado).
Antes de entrar a estudiar los métodos asintóticos,
conviene que se acuerde alga acerca de la notación. En todo lo
que sigue se asume que es a1=Min<a,,a2,n,,nj, ~1=x1/n,>~2=x2/n2
(con lo que el mínimo de las n1 está por ahora indeterminado)
y E,1=a1n1/n, todo ello en relación a la tabla de la intoducción.
Por otro lado, el capitulo actual va a tratar de la
aproximación al test exacto de Fisher, entendiendo que los P—
values reales de él van a ser estimados por los P—values
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aproximados del método en estudio. Es por ello que conviene
reseñar aquí <explícitamente) las expresiones de los P—values
reales. Para una cola (H1sp1>p2) éste era:
o
~FI = = ~ P<X1) (1)4
con P(X1) la probabilidad hipergeométrica dada por la <1) del
capitulo anterior.
Para dos colas (H1~p1*p2) recuérdese que la forma era
~F2 = + = ~t,~ + (2)
con x1’ el primer entero tan extremo o más que el x1, pero en
la dirección opuesta. Sin embargo, el valor x1’ depende del
criterio de ordenación elegido. Como este capitulo (por las
razones que se verán) está dedicado de modo especial al test
chi—cuadrado, conviene que el criterio de ordenación del test
exacto y del aproximado sea el mismmo, y así x1’ será la
primera tabla que, por la otra cola, dé un valor de x~ tan
extremo o más que la tabla de x1. Finalmente, y puesto que
ordenar por x
2 es equivalente a ordenar por diferencia de
proporciones e igual que ordenar de mayor a menor distancia a
la media, entonces será
4 =[2E
11—x1f <3)
con [XV el primer entero menor o igual que x.
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2. NETODOS ASINTOTICOS MAS USUALES.
2.1. El test de chi—cuadrado clásico.
Pearson <1900) es el primero que introdujo el método. Bajo
el principio condicionado, la variable aleatoria 2<, sigue una
distribución hipergeométrica con
IL=E(x11a11n1) — a1n1 y o2=Var<X1ia11n1) = a1a2n1n2 (4)
n
2 <n—1)
y, en grandes muestras,
xl- II (5)
o
se distribuirá aproximadamente como una normal típica, es
decir,
= {x
1y2 ~x2y1}2 <n—l) = [xí—~f (6)
a1a2n1n2
que será el estadístico de contraste, sigue aproximadamente una
distribución x
2 teórica con 1 grado de libertad (g.l.). El
método de las marcas eficientes (Rao, 1970) da lugar al
estadístico más conocido y habitual
>2= {X
1Y2X2Y1}12 (7)a1a2n1n2
En la literatura se presenta con cierta frecuencia el
problema de comparación de dos proporciones con grandes
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muestras; éste es resuelto con el estadístico
pq(2.+4.)
con q=í—p el cual se distribuye asintóticamente como una normal
típica. Sustituyendo pq por su estimador insesgado de mínima
varianza, se tiene
con ~=a,/n y q=í—p. Como z2,=~(,,, ambos tests son el mismo.
Brownlee <1967), en base a investigaciones empíricas, aconseja
sustituir el factor n/(n—l) por la unidad, con lo que se
obtiene el estadístico tradicional
(~ +1) (10)
con z2=x2. Pearson <1947) es el primero en reconsiderar la
conveniencia de utilizar x2~ en lugar de x2.
Se observa que las expresiones de tipo z provienen de un
argumento incondicionado (pues individualizan los dos
estadísticos ffl, pero, siendo tan habituales en la literatura
y siendo equivalentes al método chi—cuadrado, se ha optado por
<al menos) referenciarlos aquí. Hay otros muchos métodos de
aproximación al problema (tal es el caso del estadístico L’ de
Gart <1966), el ¶19 de Freeman—Tukey (1950), el Y2 de Wilks
<1935), el test F de Sachs (1986), etc.), pero a la mayoría les
sucede como al caso anterior (proceden de argumentos
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condicionados) o bien está bastante establecido su peor
actuación en comparación con el test de chi—cuadrado <Sachs,
1986; Cox and Groeneweld, 1986; Upton, 1982). Por otro lado, un
test asintótico debe ser un procedimiento sencillo de aplicar
(pues de lo contrario se aplicaría el exacto); es por todo
ello, y por la extensa bibliografía existente al efecto, que
este capitulo se preocupa casi exclusivamente del test chi—
cuadrado, dedicándose a otros procedimientos sólo cuando él
falla.
2.2. Métodos para los casos raros. (Aportación)
.
2.2.1. Introducción.
Los métodos asintóticos están sometidos a unas condiciones
de validez para su aplicación, y esto le pasa en particular al
test chi—cuadrado. Aunque tales condiciones serán estudiadas
más adelante, por ahora basta recordar la clásica condición de
que la mínima cantidad esperada sea mayor que 5 (aunque otros
autores son menos exigentes). En cualquier caso, si el test
chi—cuadrado no es aplicable es porque E=a1Min(n1,n2)/n
es pequeña, lo cual sucederá si es a1/n pequeño (un marginal
raro). Más aún, Haber (1980) indica que el test chi-cuadrado
funciona excepcionalmente bien si además es E=n/l0,es decir,
si es a1/n=n/{Min<n11nj>~0.2,pues Min<n,,n2)=n/2.Esto vuelve
a indicar que la peor actuación del test chi—cuadrado se
produce cuando el fenómeno es raro o muy frecuente.
El planteamiento tradicional anterior crea una franja de
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tablas en las que el test de Pisher es difícil de aplicar por
el elevado valor de alguno de los marginales, en tanto que el
test x2 no puede aplicarse por no verificar las condiciones de
validez, y esta franja de tablas (de marginales raros) es la
que se pretende abordar ahora. Por ejemplo, una tabla con
n=500, a
1=20 y Min<n1,n2)=l00 da E=4 que no verifica la regla
clásica pero tiene unos marginales excesivamente grandes como
para poder aplicar el test de Fisher con comodidad.
2.2.2. Caso de un marginal raro.
Es conocido que una distribución hipergeométrica H<n;a,;n1)
— que es en la que se basa el test exacto de Fisher — puede
aproximarse a una distribución binomial B<a1; n1/n) cuando a1/n
es un número pequeño <como sucede aquí). También es conocido
que las probabilidades de cola de una binomial B(N;p) pueden
obtenerse a través de la expresión:
P(S=r) = p{F2<~,’,.2~~~1> >É~I..E..ú (11)
nl
con ~ aludiendo a la distribución E’ de Snedecor con los g.l.
y y w, distribución que aparece en cualquier libro de
estadística y en cualquier paquete de programas. De ambos
loo
hechos se deduce que:
¡‘1 = = P(H=x1) — = PCB=x1) = í—P(.B=x1—l) =
— 1—P{F2~.2<~,i> ~ x2+í __ (12)
~l ~2
= P(H=4) — Ppj = P(B=xI) = ~ 4 fl~} (13)
x~+1 122
con H,B y F aludiendo a las distribuciones hipergeométrica,
binomial y de Snedecor citadas antes> respectivamente. Con
ello, los P—values de Fisher de una y dos colas pueden




Como la media y varianza de la binomial citada son:
- a1n1 2 — a1n1n2 (15)
It 12 >‘
en el caso de grandes muestras (X1—p)/a se distribuye





seguirá una distribución x
2 con 1 g.l., lo que constituye una
— alternativa a la <7) — para el caso de un marginal raro.
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2.2.3. Caso de das marginales raros.
Cuando también el segundo
Min<n1,n~)/n es pequeño, la
aproximarse a una distribución
conocido que las probabilidades
Poisson P(A) pueden obtenerse a
cuadrado de la siguiente forma:
marginal es raro, es decir,
distribución B<N;p) puede
de Poisson, 2(A). También es
de cola de una distribución de
través de la distribución chi—
(17)
.P(P=r> = P<X~<r.í> =2A)
con xt aludiendo a la distribución x’ con y g.l., distribución
que también aparece en cualquier libro de estadística o en
cualquier paquete de programas.
Por tanto, si ambos marginales son raros, la distribución
H(n;a1;n1) se aproxima a B(a1;n1/n) y ésta a su vez a la
distribución P(a1n1/n=E). De ambos hechos se deduce que
P1=P,. = P<H=x1) — = P(P=x1) = 1—P<Psx1—l) =
= 1—P{x~~,~2E}
/
= P<H=x1) — = .P(P=4) = ~2E}
(18)
(19)
con H, 2 y x
2 aludiendo a las distribuciones hipergeométrica,
de Poisson y x2 antes citadas, respectivamente. Con ello, los
2—values de Fisher de una y dos colas pueden obtenerse
aproximadamente (en el caso de dos marginales raros) como:
(20)FI ~PI
~F2 — ~Pl + =
En lo anterior se ha supuesto que es n
1=Min<n1,n2); de no ser
así, las expresiones son las de antes cambiando x, por x2’, x1’
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por x, y E=a1n1/n por E=a1n2/n.
Sin embargo, las soluciones (18) y (19) no tienen en
principio mayor interés, y así son excluidas del análisis del
final del capitulo. La razón de ello es que los percentiles de
la distribución F de Snedecor son conocidos cualesquiera que
sean sus grados de libertad y, de ser alguno muy elevado,
pueden utilizarse las clásicas aproximaciones a la distribución
x
2 <que son más precisas que las expresiones (18) y (19)). Por




y, teniendo en cuenta que (x2+l)-a1 y n2-n (por haber dos
marginales raros), se obtiene la <18). La aproxiamción (18) es,
por tanto, peor que esta última.




en el caso de grandes muestras (X1—u)/a se distribuye
asintóticamente como una normal típica, y así, su cuadrado:
2 {x1y2~x2y1}2 (23)
XRR = ___________a1n1n
seguirá una distribución x
2 con 1 g.l., lo que constituye una
— alternativa a la <7) — para el caso de 2 marginales raros.
De todo lo visto se deduce que X’n < < X’’ Y así,
cuantos más marginales raros hay, más conservador es el test
chi—cuadrado que producen.
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3. LA CORRECCION POR CONTINUIDAD EN EL TEST DE CHI-CUADRADO.
3.1. Generalidades.
El término “corrección por continuidad” alude a la
corrección que debe hacerse en un estadístico para compensar el
hecho de que una variable aleatoria discreta se está
aproximando a través de una continua. En el caso del test chi—
cuadrado en Tablas 2x2, esto lleva a modificar la expresión (6)
en el siguiente sentido:
{Ixiy2~x2yiI~c}2 (n—1) (24)
a~ a2n1n2
y de igual modo con la (7)
{¡x1y2—x2yj -cF (25)
a1a2n1fl2
como se justificará más adelante. En ambas, c es la c.p.c.
Yates (1934) argumentó que, siendo la hipergeométrica una
v.a. discreta con salto la unidad, podía aproximarse a una
distribución normal con una correción de 0.5 (la mitad del
salto). Esto le llevó a hacer c=n/2 en la <25), obteniendo así
el estadístico ~ Aunque Yates fue el primero en sugerir el
nombre de “correción por continuidad” (y así n/2 es la llamada
correción por continuidad de Yates) y en publicar la fórmula,
Pearson (1947) indica que el procedimiento era habitual entre
los estadísticos desde, al menos, 1921. Irwin (1935) ayala el
procedimiento y Pearson (1947) sugiere hacer lo mismo con la
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(24), obteniendo así el estadístico x2—•
Tradicionalmente, la conveniencia de efectuar una c.p.c.,
y la magnitud de la misma, se ha justificado por un argumento
gráfico como el de Pearson (1947). Cox (1970) es el primero que
ofrece una prueba analítica de tal argumento: si una v.a.
discreta que salta de h en h se aproxima a través de una v.a.
continua, la c.p.c. h/2 (la mitad del salto) hace nulo el
promedio de error (en términos de funciones de distribución) de
la aproximación. Schouten (1976) ofrece una prueba más simple,
aunque con la misma base y similares razonamientos, y Hamdan
(1974) matiza el resultado.
Hasta ahora han aparecido algunos
algún subíndice apropiado (P, Y,
distribuyen asintóticamente como una
aparecerán otros similares, conviene
para todos ellos. En adelante será:
estadísticos %,2, con X
...), los cuales se
x~
9~&• Como más adelante
dar una natación general
P(xk) = P(xt.i.=XD (26)
Cuando el test sea de una cola, el 2—value aproximado por el
estadístico Xx
2 será P~=1/2 P(x~2), pues la x2 no distingue las
colas al estar elevada al cuadrado, es decir, al ser el
cuadrado de la normal típica original. Cuando el test sea de
dos colas, los problemas serán mayores (como veremos).
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3.2. Correcciones por continuidad clásicas.
3.2.1. En test de una cola.
Utilizando los resultados anteriores, Pirie and Hamdan
(1972) prueban que para contrastar H~8=o contra H1~6t0 en base
a un estadístico U insesgado y suficiente del parámetro O (o de




2d una distribución discreta, función del parámetro O, que
se aproxima a una distribución normal (con función de
distribución F), & un estimador consistente de la varianza de
U y U/O siguiendo asintóticamente una distribución normal
típica. Como en Tablas 2x2 es u=x
1y,—x2y1, la c.p.c. depende del
salto de tal variable.
Bajo el principio condicionado, como
{x1y2—x2y1}—{<x1--1) <3’2~1) — <x2+l) <y1-4-l)l=12 (28)
entonces U salta de n en n, y de ahí las X’n Y X’v




2 — 2 n—n (30)
x — a1a2n1n2
Dado que algunos autores defienden la no realización de
c.p.c., esto ocasiona que en la literatura se contemplen 4
estadísticos para una cola (los x
2 Xp’, Xv2 y Xyp2 anteriores)
cuyos 2-values son P, P,, 2, y P~, (obtenidos como se citaron
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arriba). En todo caso, y esto vale para más adelante, los
estadísticos se dividen en dos familias (que dan resultados muy
parecidos): los CON y SIN subíndice P. La relación entre ellos
es evidente, y como
2 2 (31)
Xx~ < Xx
las versiones con 2 son más conservadoras que las versiones sin
p.
3.2.2. En tests de dos colas.
Algunos autores defienden que los estadísticos de una cola
son válidos para dos colas sin más que duplicar el 2—value.
Esto lleva a que los métodos x2~ x?~ x?2 s’ x~ de antes son
válidos para dos colas, y que su 2—value es P,~=P(~fl. Obsérvese
que el argumento es paralelo al empleado por Armitage para el
test exacto de Fisher. Pero esto no es lo habitual, existiendo
versiones especificas de dos colas que son las que se ven de
momento.
Mantel (1974) sostiene que el estadístico ~ vale para dos
colas, pero empleándolo adecuadamente. El valor P(xy2)=Pv (ya en
términos de dos colas) es una aproximación de 22,. Para
aproximar 22,. es preciso obtener el valor Xv’2 que es el
siguiente más grande que el Xv’ pero por la otra cola, es decir,
el valor Xv” de la tabla (x,’,x,’,y,’,y,’) <definida como en la
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introducción de este capitulo). Con ello:
- _____ (32)
2
aunque con fines simbólicos conviene llamar por Xx al valor que
verifica ~M=~(xM2)
Rendalí and Stuart (1967) indican que si la variable
aleatoria discreta X toma valores sucesivos x,,x
2,x, y se
aproxima por otra v.a. continua Y, entonces
P<X=X2)—~(~=x2;x3) (33)
lo que viene a ser una versión del resultado ya citado de Cox
(1970). Conover <1974) acoge la idea (ya propuesta por Cochran,




con x’2 “el valor chi—cuadrado más próximo y menor que x2’.
(estando este valor sometido al condicionamiento en los a
1 y n4
por cualquiera de las colas), es decir:
X’
2<X2 y ~V X¾X2, ¡x~~x2: > :x’2—x2: (35)
Haber (1980) asume que la variable base es el estadístico
no el x2. y en base a la idea de Conover propone el
estadístico corregido
= (/)2 (36)
con ~‘2 definida como antes.
En todos los casos, aún cuando los autores no lo
explicitan, cabe la posibilidad de adoptar las expresiones base
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(6) ó <7), lo que hace duplicar los métodos descritos
(añadiendoles, como identificación, un subíndice 1’ al final,
aludiendo a la propuesta de Pearson). Los estadísticos de este
tipo, en versión P, serán considerados en lo que sigue aunque







2 1 Xp~Xr j (39)
XHP k 2 3
Así pues, para dos colas existen 10 métodos: los 4 de una
cola (duplicando el P) más los 6 últimamente descritos. Esto da
un total de 14 métodos (para una y dos colas), y, si bien no
todos ellos han sido propuestos explícitamente en la
literatura, se comprende que la misma sea abundante en
discusiones acerca de qué método es mejor <como se verá).
3.3. Propuesta de nuevas c.p.c. (Anortación)
.
3.3.1. En tests de una cola.
Con la notación y convenios indicados al inicio de este
capitulo, convengamos en llamar por x~2 al valor experimental
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del estadístico x2~ es decir:
2 {x
1y2 -x2y1F -~ (40)
Xi a1a2n1n2~fl E
con A>O. El valor de ~‘ inmediatamente menor por el mismo lado
es
2.... (A-n>2 (41)X2 E
el cual se obtiene a partir de una tabla como la Tabla 1 pero
cambiando en ella x, por x
1—l, x, por x2+l,
Una c.p.c. consiste en tomar como valor observado el
promedio entre el valor realmente obtenido y su inmediato
siguiente o, alternativamente, en sumar o restar la mitad del
salto entre ambas. En el caso del test de chi—cuadrado, la
c.p.c. será una u otra dependiendo de quien se considere que es
la variable base del problema.
Para Yates (1934) la variable base es X1 (saltando de 1 en
1), y así obtuvo el Xv
2 citado antes. Para Pirie and Handan
(1972) la variable base es A (saltando de n en n) y así:
2 - (A~P)2 (42)2Xpn
Para Haber <1980) la variable base es ~, y así:
x2~.( xi;x
2f (43)
Es inmediato ver que:
2 2 2
ti’ = XI’II = Li (44)
y así al método de Yates le llamaremos en adelante por método
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H (aludiendo al criterio de Haber de promediar las x’~)~
Por otro lado, Conover (1974), aunque en otro contexto,
considera como variable base a la x2~ y así:
2 2
2 _ Xl~X2 (45)
Xc 2
será llamado en adelante por método C (aludiendo al criterio de
Conover de promediar las x2~)~
Finalmente, Mantel (1974), también en otro contexto,
propuso promediar los P—values (en lugar de las variables





2) — XM2 (46)
2
lo que será llamado en adelante por método M (aludiendo al
criterio de Mantel de promediar las P’s). Esta expresión no
debe confundirse con la (31) pues aquella aludía a dos colas y
ésta a una cola.
Con ello, hay tres c.p.c. posibles para tests de una cola:
~ obtenida “promediando las x” (solución clásica de Yates),
la Xc2 obtenida “promediando las x2’ (nueva solución que se
propone) y la ~,<2 obtenida “promediando los P’s” (también nueva
solución propuesta). Los promedios anteriores fueron sugeridos,
por los autores citados, para el caso de dos colas; aquí se han
adoptado también como tests de una cola. Los métodos anteriores
se multiplican por dos si se contempla la posibilidad de usar
la (25) en lugar de la (24), es decir, poniéndoles subíndices
P, lo que da 6 casos (2 conocidos y 4 nuevos). El total de
casos es pues 10 si se añaden los dos métodos que no efectúan
c.p.c.
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Los métodos II y el M son más conservadores que el O puesto
que:
a) X2n<X2c por el decrecimiento de la ? en las zonas
de posible significación. Entonces, P,>P~.
b)
2 2
X1+X2 _ 2 fl3 2 2
2 >XYXH p~<p~ ~
4a
1a2n1n2
lo que vale también para las versiones con P.
3.3.2. En tests de dos colas.
La versión del test exacto de Fisher de dos colas
(H19~1#p2) dada en (2) define el P—value como suma de los P—
value de cada cola. El método asintótico debe funcionar de
forma similar. Allí la otra cola comenzaba con el valor x’1 que
era tan extremo o más (en el otro sentido) que el valor x1
realmente obtenido. Puesto que el criterio del test es el de
chi—cuadrado, parece lógico determinar x’1 por tal criterio de
ordenación y así x’, aludirá a la primera tabla <con A<0) cuyo
valor de ~
2 es igual o mayor que el valor experimental x2~
(digamos x~.2). es decir
con [xY aludiendo al primer entero menor o igual que x (Luna
y Martín, 1987).
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y su valor de x
2 inmediatamente inferior en el mismo sentido
será:
- (A’+n)2 (50)
(el que se utiliza para corregir el punto x,’). Con ello:
2
y (51)
siendo ~ Y xt la pareja para determinar el 2—value de la
primera cola (siendo ésta la que contiene el valor
experimental) y xt~ y’ X22’ la pareja para determinar el P—value
de la otra cola (la opuesta). Los dos primeros ocasionan los P—
values de una de las colas (la original), dando P~, Pi,, y P~
según la definición de promedio que se adopte (ver subapartado
anterior). Los dos segundos ocasionan los P—values de la otra
cola (la opuesta). dando Pa., P~. y 2~. según la definición.
Finalmente, el P—value de dos colas será la suma de los dos




4P<xt) +P<x~.~}÷2={P(X~+- )+P(Xt~+iL)}+2 <53)
P>~y=P~+P¿4P(Xk) +P(4»}+2 (54)
aludiéndo el primer subíndice al procedimiento de promedio
empleado y el segundo a que en el proceso se han distinguido
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las dos colas. A efectos de notacián llamaremos por H2, C2 y M2
a los métodos cuyos P—values son los señalados, y por ~M2 Xc22
y Xn? a los valores que proporcionan tales P—values (en
consonancia con el acuerdo señalado en (26)). La idea de
contemplar dos colas es debida a Mantel (1974) y el método ¡¶2
es el propuesto por él (~22 ~ del subapartado 3.2.2.); los
métodos C2 y M2 son nuevos.
Alternativamente, pueden no distinguirse las colas y
entender que el valor x~2 debe promediarse con su inmediato más
pequeño (X22 o x~>’) esté o no en su misma cola. Si tal valor es
el tipo de promedio que puede hacerse entre él y x~2 es
alguno de los tres ya descritos, y así los P—values de dos
colas y los estadísticos que los sustentan son:
= (xi;xnj — (55)
2 2
2Xc.z = 2 (56)
~MI ~(x~) ~ ¿1 (57)2
aludiendo el primer subíndice al procedimiento de promedio
empleado y el segundo a que en el proceso no se han distinguido
las dos colas. A efecto de notación llamaremos por Rl, Cl y Ml
a tales métodos. La idea de no distinguir las colas se debe a
Conover (1974) y los métodos Hl y Cl son los propuestos,
respectivamente, por Haber (1980) y el mismo Conover (1974). El
método Ml es nuevo.
La relación entre los estadísticos de cada familia es la
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misma que en un cola <puesto que de ellos provienen),
resultando ser M2 y H2 más conservadores que 02 y Hl y Ml más
conservadores que Cl.
Conviene observar que si el valor x1’ obtenido por la
expresión (48) da lugar a una tabla ilícita (x1
5<r), entonces
no hay cola por la izquierda y el P—value de dos colas es el
mismo que el de una cola.
Con ello hay 6 c.p.c. posibles para tests de dos colas, 3
de ellas ya conocidas y las otras 3 nuevas. El criterio por el
que se las ha obtenido es doble: distinguiendo o no las colas
(dos posibilidades) y promediando las x’~. las x2’~ o las P’s
(tres posibilidades), lo que da los 6 casos citados. En
realidad los métodos se multiplican por dos si se contempla la
posibilidad de usar la (24) en lugar de la (25), es decir
poniéndoles el subíndice P, lo que da 12 casos en total: 6 de
ellos nuevos y los otros 6 de la literatura. A estos hay que
añadir la posibilidad de doblar el P en las versiones de una
cola (10 casos), lo que da un total de 22 métodos posibles, 12
de ellos nuevos.
Uno de los posibles méritos de este trabajo, aparte de las
propuestas de nuevas c.p.c., es el clasificador. Aquí se han
agrupado los métodos por familias, obteniéndolos de un modo
lógico y señalando las relaciones entre unos y otros.
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3.4. Análisis critico de las soluciones clásicas.
3.4.1. Determinación de la Bondad de una c.p.c. <ADortación)
.
Acaba de verse que para test de una cola hay 10 versiones
(4 de ellas clásicas) y 22 para tests de dos colas (10 de ellas
clásicas). Se comprende de momento la conveniencia de elaborar
un buen plan de trabajo si se desea obtener alguna conclusión.
Aquí se emprende la primera fase, la cual consiste en
determinar qué conclusiones pueden aprovecharse de la
literatura (para los 4+10=14 métodos clásicos) a fin de usarla
posteriormente en nuestro análisis. Con tal fin, y dada la
multiplicidad de artículos de la misma, conviene señalar qué
propiedades debe verificar una buena aproximación, pues, fijado
eso, entonces podemos criticar o aceptar los resultados
bibliográficos.
El modo de evaluar la bondad de una determinada c.p.c.
consiste en tres pasos:
1’.— Si xt es el estadístico chi—cuadrado seleccionado, su P—
value aproximado para un test de una cola es
PX=IP{X2(1 g.i.) =X~} <58)
En tanto que para dos colas:
2w.— El P—value exacto vendrá dado por P7 en su versión única
de una cola y para dos colas aquella que hace entrar a las
tablas en la RO de “mayor a menor valor del estadístico
y”’ pues, por ser éste el estadístico que se usa para
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aproximar, parece el más lógico. (Ver apartado 1).
3gb— Finalmente, habrá de compararse P~ con P~ para así evaluar
la bondad de la c.p.c.
Cualquier otro criterio carece de sentido o es incompleto.
Un aspecto dudoso consiste en decidir qué máxima
diferencia (P,—P,.) se permite. Algunos autores pretenden que sea
P,=PXpara que así el test no rebase el error nominal. Pero
esto, que es apropiado para un test exacto, se convierte en
excesivo para uno aproximado, pues, de aceptarlo, nos veríamos
obligados a aceptar tests excesivamente conservadores en muchos
casos. Cochran (1954) sugiere permitir diferencias de 0.01 y
0.005 para valores reales de 0.05 y 0.01 respectivamente (lo
que supone imprecisiones del 20% y 50%), lo que generalizado
indica que ha de ser
=5FF (60)
con 6 del orden de 0.2 a 0.5 en función de cuanto valga P~.
Aquí las comparaciones de potencia no tienen sentido pues
cada test aproximado da lugar a un error a distinto, unas
veces mayor y otras menor que el error a nominal.
Una consideración final es que no resulta licito
contemplar definiciones de c.p.c. que no provengan del método
condicionado, pues son cosas no comparables.
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3.4.2. La c.p.c. óptima en la literatura.
Pearson (1947) compara la función de distribución de la
distribución hipergeométrica a que da lugar el test exacto de
Fisher con las probabilidades obtenidas a través de la
aproximación x2~ concluyendo que la misma se comporta bastante
bien. El resultado no es concluyente por cuanto no distingue
entre tests de una o dos colas, no hace entrar en la discusión
otras c.p.c. y el estudio está limitado a pocas tablas.
Fisher <1959) defiende el estadístico 2(2K por provenir de
la hipergeométrica <recuerdese que este autor propuso el test
que lleva su nombre el cual está basado en el
condicionameinto).
Placket (1964) de un modo teórico y Grizzle (1967) de un
modo práctico, acusan al test Za de conservador y algo más
tarde Mantel and Greenhouse (1986) defienden el estadístico x~’
por ser más contorne con el test exacto de Fisher que el
estadístico x2• La conclusión es también provisional pues el
método utilizado consiste en comparar P, con P~ y P <de x2)~
tanto para tests de una cola como de dos colas, solamente para
tablas con n
1=n2=20. Queda, por tanto, sin determinar si sucede
igual en otro tipo de tablas, muy especialemnte en cuanto al
test de dos colas, ya que la distribución hipergeométrica es
simétrica en el caso n1=n2 y no surge el problema de optar por
una definición u otra del test de dos colas.
Conover (1974), para tests de dos colas, compara P, <no
especificando qué definición toma) con P, Pc,, y P~ como test de
dos colas. Realiza el estudio sobre unas pocas tablas con
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n1=19, 20 y 21 con lo que concluye:
a) Si n1=n, o a1=a2, entonces Xcí
2 y Xn’ se aproximan
bastante bien al test de Fisher, pero ~‘ va peor.
b) Si n
1*n, y a1*a,, entonces Xci’ es el que más se aproxima
a Fisher y x el que menos.
Mantel (1974) critica el resultado anterior pues Conover
aplica mál el criterio de Xx’. En un test de dos colas, el P—
value correspondiente al test de Xi’ de una cola es el propuesto
por él, Pa,, que se ajusta bastante bien al método de Fisher (de
dos colas). Mantel lo comprueba en base al estudio de unos
pocos valores de n1 y a1. Doane and Reese <1977) compara el P~
con P y P~, pero como test de una cola, y confirman que Xx’ va
mejor que x’ como aproximación al test exacto de Fisher.
Los estudios anteriores están hechos sobre un número
reducido de tablas en algunos casos, sobre tablas muy concretas
(n1=n,) en otros y comparando sólamente una o dos de las
aproximaciones citadas, lo que no permite generalizar algunas
de las conclusiones antes expuestas. Las conclusiones basadas
en datos experimentales serán aceptadas siempre y cuando las
tablas en estudio sean un representación lo más numerosa
posible de las posibilidades que puedan aparecer.
Así, Haber (1980) hace el mejor estudio conocido del tema.
Para tests de dos colas <que son los conflictivos) compara los
métodos Xní’, Xci’, Xx?, x~’ í ~‘ con el test exacto de Fisher a
través del enfrentamiento de los P, respectivos obtenidos por
119
la (59) (es decir, como test de dos colas) y con el 2, obtenida
con el criterio de ordenación de la x’. Estudia 150 000 tablas




para cada uno de los cinco métodos aproximados y para
determinados conjuntos de valores de n y E.
2.— Graficando los valores medios de
Max(P9, ~ 1—i~ (62)
Min(P~, P)
en función de E y para intervalos dados de n.
En base a esto concluye:
a) El test de ~‘ es muy liberal, a veces P<P,/20.
b) El test 2(x’es conservador, a veces P~>4P,p.
c) Los tests Xxi’, Xci’ Y Za,’ se comportan bien y
prácticamente son iguales.
Berres <1983) compara los tests asintóticos x’ y ~ como
tests de dos colas (según la definición (59)) con cuatro
definiciones distintas basadas en el test exacto de Fisher:
criterio de Annitage (el P—value de dos colas se obtiene
doblando el de una cola), criterio de colas iguales, pero con
formato de P—value <el P—value de la segunda cola será suma de
probabilidades hipergeométricas desde el mayor valor posible de
x1 hasta que esta cola tenga probabilidad menor o igual que la
primera), criterio de ordenación de las tablas de menor a mayor
probabilidad hipergeométrica y criterio de ordenación de mayor
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a menor valor de x’• Para las definiciones primera y cuarta y
con muestras de n=60 representa gráficamente las diferencias
~—fl y <P~—P») frente al valor E concluyendo que ~‘ es liberal;
estudiando algunas tablas con n=40, 60 y 100 especifica que las
desigualdades P=P,=P,,son válidas excepto para unos pocos casos;
observa que
Jim<P9—P)*0 Jim(P9—P~>*O <63)
incluso para E>l0 y que la magnitud de tales diferencias ‘no
depende de n, sino de E. Aunque en este estudio se comparan los
tests aproximados con cuatro definiciones diferentes del test
exacto de dos colas, los tests de ~‘ y Xx no son los correctos
para tests de dos colas (Berres cita la definición correcta de
>z2 y sin embargo no la utiliza) por lo que las conclusiones
obtenidas sólo sirven para invalidar los procedimientos de ~‘
Y Xx
2 como tests de dos colas (lo que ya se sabia).
Siguiendo con la comparación de estos estadísticos, Little
(1989) comprueba que ~‘ y Xx son apreciablemente distintos
cuando se estudian como tests de una cola, incluso con grandes
valores de n
1.
Otro aspecto de la cuestión es acerca de la definición del
P—value de un test de dos colas. Como ya se comentó en el
capitulo anterior, no había acuerdo, ni siquiera, en las
versiones no asintóticas. Algo similar ocurre con los métodos
asintóticos; hasta ahora se ha venido admitiendo la definición
de (63) con las posibles modificaciones de Conover, Mantel y
Haber, pero el acuerdo no es unánime.
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Ya se ha citado el criterio de Armitage de doblar el P—
value de una cola para obtener el tests exacto de dos colas
(I’.~). Yates (1984) defiende este criterio lo que le lleva a
apoyar el asintótico 2(~’. Dupont (1989) se muestra como defensor
de este método ilustrando como Pr,, y P~ solventan los problema
de incoherencia que tiene el test exacto de Fisher en dos
colas para ciertas tablas. Martin y Luna (1989.a) critican la
conclusión de Dupont por cuanto el hecho de admitir Xx’ es
convertir arbitrariamente en simétrica la distribución
hipergeométrica base y señalan que la concordancia de ambos
criterios no implican la bondad de los mismos. Haber (1982)
propone modificar los estadísticos t—’~ Xxi’ y Xci’ en el sentido
de hacerlos igual a Xx’ cuando x1 supere t2a1n~/n] (pues entonces
no habría cola por el otro lado), pero no ofrece ningún estudio
que avale esta modificación.
Aquí se omite el articulo de Upton (1982) <y otros más)
pues su análisis lo hace bajo el principio incondicionado, y él
no es el fin de esta memoria.
3.4.3. conclusiones.
El anterior análisis permite afirmar algunas cosas con
respecto a los 14 métodos clásicos, 4 de una cola y 10 de dos
colas:
1’> El método asintótico condicionado más apropiado para
analizar una tabla 2x2 es el test chi—cuadrado.
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2’) Los métodos sin c.p.c. no actúan bien, tanto a una como
a dos colas; esto último si se acepta la versión <como se
hace en esta memoria y quedó explicitado en el capítulo 1)
de que el test de Fisher de dos colas no se efectúa
duplicando el P-value de una cola.
3’) Los métodos CON y SIN subíndice P no están evaluados
comparativamente, por lo que no puede afirmarse nada de
ellos.
49) Para tests de dos colas los métodos H2, Hl y Cl actúan
bien, pero no hay un criterio establacido acerca de cuando
es preferible uno u otro.
5’) En la actuación de los tests es importante el valor de E
(la mínima cantidad esperada).
Con todo ello queda claro que los únicos métodos
bibliográficos aceptables son el H (el de Yates) para una cola
y los H2, Hl y Cl (Mantel, Haber y Conover) para dos colas,
bien en sus versiones con subíndice P o sin él.
3.5. La c.p.c. óptima por los criterios actuales.(Acortación).
3.5.1. criterios para seleccionar la c.p.c. óptima.
Dado que el test de chi—cuadrado contituye una
aproximación en grandes muestras del test exacto de Fisher, ya
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se ha dicho que el modo de evaluar el mismo consistirá en
comparar los P—value del primero con los del segundo y ello
bajo las definiciones de uno y otro dadas anteriormente.
En principio, lo idóneo seria que P,, - P~, pero ¿cuánta
diferencia <PM—Pr) se permite?. Algunos autores pretenden que
sea siempre PXSPF, para que así el test aproximado no rebase el
error nominal, pero esto, que es apropiado para un test exacto,
se convierte en excesivo para uno aproximado pues produciría un
test muy conservador en la mayoría de las ocasiones. Cochran
<1954) sugiere permitir diferencias IPM~PrI de 0.01 y 0.005 para
valores reales de P~ de 0.05 y 0.01 respectivamente, es decir,
imprecisiones del 20% y 50% en cada caso. Aceptando este
criterio (tan discutible como cualquier otro), y asignando
imprecisiones intermedias para los valores de P, comprendidos
entre aquellos dos, se obtiene la regla:
con
8={0.575—7.5P9 s.l 2Y/~ <~< 50/
~ ~‘o =P~sl0/0
en donde se ha mantenido la imprecisión del 20% para P~>~%
(pues parece excesivo disminuirla más) y la del 50% para Pgcl%
(pues parece excesivo aumentarla más). Asimismo, no se ha dado
regla para el caso de P,<l
0/~ (por ser la sifnificación
excesivamente alta) ni para el caso P~>l0% <por ser la
significación excesivamente baja).
Aceptando esto, la c.p.c. óptima será aquella que
ocasiones un menor número de fallos en la expresión <64).
124
3.5.2. Descripción de los cálculos a realizar y de los datos a
obtener.
Para evaluar comparativamente las distintas c.p.c.
propuestas anteriormente se procederá como sigue:
1’) Considerar todas las tablas posibles, como la de la
introducción, con n=20(l)l00, 150, 200, 250, 300, lo que
entendemos que es un amplio abanico de valores posibles.
2) Considerar el valor P~ (de una o dos colas según proceda)
para cada tabla, excluyendola de lo que sigue si es
P2<1
0/
00 ó P,>l0%, pues entendemos que éstas son
significaciones en las que usualmente no estaremos
interesados, y que errar en ellas un poco arriba o abajo
no importa. Esto da un total de 400 555 (una cola) y de
365 019 <dos colas) tablas a considerar.
3~) Para cada tabla de las que permanecen, determinar su P—
value P~ por cada uno de los métodos Xx’ que haya que
comparar (3 para una cola y 6 para dos colas, del apartado
3.3) y anotar si en cada uno se verifica o no la (64). De
no verificarse, ello puede deberse a que el método ~,‘ es
demasiado conservador para esa tabla o es demasiado
liberal y sucederá, respectivamente
(~r~p) > OF,, o (P~—P,,) < OF,, <65)
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40) Para hacer fácilmente evaluables los datos así obtenidos,
conviene agrupar los resultados en los siguientes
intervalos para n:
20—40; 41—60; 61—80; 81—100; 150; 200; 250; 300
y, para cada uno de ellos, en los siguientes intervalos de
it 10/0<.P,,< 5O/~, ,,
(es decir, valores bajos, moderados y altos de P~; o
significaciones altas, moderadas y bajas, respectivamente)
y en los siguientes intervalos para E (mínima cantidad
esperada)=Min(a1,a,) Min(n1,n,)/n:
0—1.5; 1.5—2.5; 2.5—3.5; 3.5—4.5; 4.5—6.5;
6.5—10.5; 10.5—15.5; =15.5
todo ello por si los resultados cambiaran (como así
sucederá) según la gama considerada para n, P,, o E.
También se considerará el intervalo global í
0/
00=P~=l0%.
50) Para cada conjunción de intervalos (por ejemplo, 41=nS6O
y l%cP,<5%) y para cada método comparado, llamar por N al
número de tablas T± consideradas inicialmente (las
incluidas según el paso 2~)
1 ~ /00 sP~(Tí) =
N= # ¡ 10 /~ <P,,(T1) :1;1i { (67)
50 / =P,,(T1)
y por N
0, N y ir al número de fallos totales,
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conservadores o liberales:
ir = * {T1 IP~(T1)—V,,(T1) >8P,,(T1)) = W<n,n2 colas,?’)Br # {T
1 IP~(T1)-P~(T1) <—8P,,(T1)} = Bt(n,n2 colas,?’,,)y0 = g¼-ff
<68)
Con ello, las frecuencias relativas en cada caso serán
= ir ir = ,, ir = (69)N AY N
Con estos datos, la mejor c.p.c. será aquella que produzca
una menor frecuencia de fallos H0 en todas o casi todas las
situaciones. De haber dos métodos prácticamente empatados, se
preferirá aquel que falla por su conservadurismo (H>H) sobre
el que lo hace por su liberalidad (H>H), eligiendo así el
método que ocasiona menos significaciones falsas.
Sin embargo, y antes de seguir, conviene adoptar una
estrategia de comparación de métodos que sea adecuada, pues la
existencia de 32 métodos complica terriblemente las cosas. Los
puntos claves son los siguientes:
a) Como es obvio, debe separarse el problema de una cola del de
dos colas.
b) En cualquiera de 105 casos, las versiones sin c.p.c. pueden
eliminarse, pues el estudio bibliográfico anterior lo permite.
c) Conviene separar el análisis de las familias II, C y M en una
cola, y los métodos H2, Hí, C2, Cl, 1(2 y Ml en dos colas, para
posteriormente estudiar qué sucede si se añade P. Realmente,
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estudiar qué sucede con 3 o 6 métodos es bastante más factible
que hacer lo propio con 11 o 22.
3.5.3. Selección en tests de una cola.
Realizando los cálculos descritos en el apartado anterior,
se obtienen las Tablas VI a IX (presentadas en el Apéndice) en
las que aparecen los valores de W, Ir y H0 para los tres
métodos a comparar: II, C y 1< del apartado 3.3. Resultan más
cómodas e ilustrativas para el lector las gráficas que
representan las distintas proporciones de las tablas; en ellas
se representan solamente los valores correspondientes a los
métodos H y C pues, como puede apreciarse en las tablas, el
método propuesto JI es considerablemente peor que los
anteriores. Por tanto, el interés radica fundamentalmente en la
comparación de los métodos H y C (de Yates y nuevo,
respectivamente).
El problema es que si en el eje vertical de las gráficas
se representan los valores de H0, H~ y ir , en el eje horizontal
pueden ponerse los valores de E o los de n <asumiendo que para
cada una de las gamas de Pr se hará una gráfica distinta).
Veamos las distintas posibilidades.
En la Figura 1 (en la que están representados los
resultados de la Tabla VI) se ha optado por globalizar en E
(variable oculta) representando en el eje horizontal el valor
de n. En la Figura 2 (que representa los resultados de Tabla
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VII) la variable oculta es n, y en el eje horizontal se ha
representado el valor de E. De ambas se observa que el valor H0
tiende a cero conforme aumentan n o E, haciéndolo más
rapidamente cuanto más grande es ~r• En cuanto al tipo de
fallos (H y Hl se observan que tienden a equilibrarse con el
aumento de n, pero con el aumento de E mantienen su
conservadurismo más tiempo que su liberalidad. Finalmente, la
posición relativa de los métodos estudiados depende de P,
cuando se oculta E y de E cuando se oculta n.
Con el fin de insertar en el problema las tres
informaciones (las de ~rt ny E), sin ocultar ninguna variable,
se ha repetido la Figura 2 para cada gama de valores de n
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Figura 1
Valores de H0 <primera columna) y de H y Ir (segunda columna)para los estadísticos de una cola ~.‘ (———) y ~2 (— — — ), en
función del valor de n (l~20—4O; 2~4l—6O; 3~61—8O; 4~8l—l0O;
5~l5O; 6e200; 7~25O; 8~3OO) y para cada gama de valores del P—
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Figura 2
Valores de ir (primera columna) y de W y r <segunda columna)
para las estadísticos de una cola L2 (———) Y %¿ (- — — ), enfunción del valor de E (1~O—l.5; 2fl.5—2.5; 3s2.5—3.5; 4~3..5—4.5;
5..5fl..5—6.5; 8.5~6.5—lO.5; 13e10.5—15.5; 16fl5.5—e) y para cada
gama de valores del P—value P~ del test exacto de Fisher (cada
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(datos de Tabla VIII), obteniéndose resultados muy similares a
los representados en la Figura 2 <por lo que no se proporcionan
aquí, pero que pueden comprobarse en la Tabla VIII). La
conclusión es por tanto que el método H es preferible cuando
E<2, en tanto que C lo es para Efl <aunque ambos métodos se
igualan para valores altos de E). Cuando H es seleccionado y
falla, lo hace casi exclusivamente por su liberalidad; cuando
C es seleccionado y falla, lo hace fundamentalmente por su
conservadurismo <tanto más cuanto más grandes son E y n).
En el apartado 3.5.1. presentamos la regla de decisión
permitida para la diferencia (PM~Pr) de distintos valores de 6
en función de P, - Puesto que otro investigador puede encontrar
más convenientes otros valores 6, se presenta en el Apéndice un
programa <programa Plí) escrito en lenguaje O que permite
seleccionar el test de una cola óptimo para los valores 6 que
se crean oportunos. De cualquier modo hemos comprobado que las
conclusiones generales aquí expuestas no se alteran con
variaciones razonables de 6.
3.5.4. Selección en tests de dos colas.
En este apartado se procede de igual torna que en una
cola, pero los métodos implicados son ahora ¡¶2, 02, 1(2 y Rl,
Cl, Ml descritos en 3.3.2. En el Apéndice se presentan tablas
con los valores H0, 1? y ir, proporciones de “fallos” de cada
uno de los métodos ~‘ respecto del exacto, por motivos
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conservadores y liberales (Tablas VI a IX). Aquí presentamos
las gráficas que representan estas proporciones para los
métodos H2, 02, Hl y Cl pues el resto (M2 y Mí), como puede
apreciarse en las tablas, se aproximan bastante peor que estos
al test exacto de Fisher (lo cual es lógico por el
comportamiento del método M de una cola, del cual provienen);
de todos modos, con grandes muestras su comportamiento se
acerca bastante al de los otros.
Las Figuras 3 y 4 son las equivalentes en dos colas a las
Figuras 1 y 2 para una cola y representan los resultados
obtenidos en las Tablas VI y VII. Ahora también H0 tiene hacia
cero con el aumento de n o E, haciéndolo más rápidamente
conforme ~r aumenta. En cuanto al tipo de fallos <H~ y Ir), los
tests mantienen su conservadurismo más tiempo que su
liberalidad conforme aumenta E <salvo 02 que, para P, >1% hace
lo contrario), en tanto que, con el aumento de n, actúan así
los tests que no distinguen las colas (Hl y Cl) y al contrario
los que si las distinguen (H2 y C2). Se observa el
comportamiento similar de los dos tests de cada familia <Hl y
Cl por un lado; H2 y 02 por otro).
Como en una cola, la Figura 4 (datos de Tabla VIII) se ha
repetido para cada gama de valores de n. Los resultados para
P.>l% son similares a los de la Figura 4 y por ello son




0se dan en la Figura 5 para las
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gamas simplificadas de:
20—60; 61—100; 150 y 200; 250 y 300
que son suficientemente indicativas. Las conclusiones varian en
función del valor considerado P~, aunque todos los métodos
tienden a igualarse con el aumento de E:
(1) Para PrSl%, el método seleccionado depende de n y E. Con
tamaños de muestra grandes (n>l00), los métodos óptimos
son Cl y Hl <prácticamente iguales). Con tamaños de
muestra pequeños <n=l00),el método óptimo es el H2 en las
tablas en que E es bajo (E=2)y C2 en las que E es alto
(E>2). El comportamiento del test resultante de esta regla
es que, cuando el método seleccionado falla, lo hace de
modo exclusivamente liberal para E=2, de modo
exclusivamente conservador para E>3.5 y transita de uno a
otro para E entre 2 y 3.5-
<2) Para P1 > 1%, el método seleccionado depende sólo de E.
Para las tablas con E bajo (E=2)el método óptimo es H2;
para las que E es alto <E>2) el método óptimo es el C2.
Cualquiera de los métodos, cuando es seleccionado y falla,
lo hace casi exclusivamente de modo liberal.
De igual forma que en los tests de una cola, se presenta
un programa (programa PII del apéndice) para seleccionar el
test óptimo de dos colas para los valores 6 que deseen
utilizarse, dando así la oportunidad de estudiarse distintos
criterios de la diferencia permitida (P,—P,) entre el test
exacto y el aproximado. También ahora, las variaciones
razonables en 6 no afectan a las conclusiones-
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Figura 3
Valores de ir (primera columna) y de E y W (segunda columna)
para los estadísticos de das colas x~0 (—-—), ~ ~ Xci ( —
— ) y ~2 (...), en función del valor de n <l~2O—4O; 2~41—6O;
3~61—8O; 4fl1—lOO; 5e150; 6e200; 7~25O; 8e300) y para las gamas
indicadas de valores del P—value P, del test exacto de Fisher
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Figura 4
Valores de H0 (primera columna) y de W y Ir (segunda columna)para los estadísticos de dos colas z~2 (—.--). x.? (———) 2c0 ( —
— ) Y Xc? <...), en función del valor de E (l~O—l.5; 2fl.5-2.5;
16fl5.5—) y para cada gama de valores del P—value P, del test
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Figura 5
Subdivisión de la primera fila de la Figura 4 (10/o4Pr=1%) para
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3.5.5 Selección entre las versiones con factor n o (n—l).
En el subapartado anterior se ha seleccionado la c.p.c.
óptima, en función de n, E y P,, para las versiones SIN
subíndice P, es decir las basadas en la expresión <7). Esa
primera selección se realizó así pues tales versiones son las
más habituales de la literatura. Aquí se va estudiar qué sucede
con las versiones CON subíndice P, es decir las basadas en la
expresión (6), estudio que se efectuará comparativamente con
las anteriores.
Previo a ello, hay algunos asuntos generales que se pueden
destacar:
l~) Puesto que 2(,’<2(’, los nuevos métodos serán más
conservadores que los antiguos.
2~) Como (n—1)-n para n relativamente grande, los nuevos
métodos diferirán de modo apreciable de los antiguos sólo
para n pequeño.
Unos ejemplos ayudarán a fijar ideas. Si para n=40, 60 y 100
los P—values de un método X son P~=l0%, 5% y 1%, entonces los
P—values para el método XP serán
J 10.4% ; 5.3% y 1A.% para n=40
P~= 10.3% ; 5.2% y 1.1% para n=60 (70)10.2% ; 5.1% y 1.0% para n=100
lo que dan errores relativos interiores a un 10% incluso con un
n tan pequeño como 40.
Para evitar duplicar los métodos comparados en los
apartados anteriores, limitémonos a comprobar el efecto del
cambio citado en los dos estadísticos más tradicionales: 2(,’
(una cola) y xc? (dos colas). El análisis de los apartados
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anteriores <ocultando la variable E) se ha repetido para los
métodos Xx’ s’ Xc? <una cola) y 2(n’ y Xx,”’ (dos colas) y del mismo
ofrecemos en el Apéndice la tabla con los correspondientes
valores de H0, H~ y Ir (proporciones de fallos) (Tabla X)
De ella se concluye que:
1’-— Para n=150, los métodos H y HP <en una cola) y H2 y H2P
(en dos colas) son prácticamente iguales.
2~.— Para n<150, el método H (una cola) y el método H2 (dos
colas) son claramente preferibles.
3.5.6. Selección con cantidades esperadas no inferiores a
cinco.
Un aspecto del problema de la aplicación del método chi-
cuadrado es el de las “condiciones de validez” del mismo
(asunto con el que está ligado el valor de E, mínima cantidad
esperada de la tabla). Al efecto hay muchos consejos
(usualmente que sea E=5),pero los mismos no están basados en
un estudio amplio y serio del problema (de nuevo, el de Haber,
1980, es el más completo). En nuestra opinión, la metodología
más apropiada para abordar el problema consiste en seleccionar
la c.p.c. óptima <como se hizo anteriomente) y, decidida ésta,
determinar las condiciones de validez de la misma que eviten
abordar aquellas tablas en las que el método falla. Puesto que
el asunto no es trivial, se dedica en esta memoria todo un
apartado para su estudio <será el apartado 4 de este capitulo).
En contra de lo que es comúnmente admitido, la validez del
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método chi-cuadrado no depende sc510 de n, E y P,, sino también 
de lo frecuentes que sean los marginales. El método se basa en 
la aproximación a la normal de la distribución hipergeométrica, 
pero tal aproximacibn puede hacerse a través de la distribuci6n 
binomial (si un marginal as raro) o de la distribución de 
Poisson (si los dos marginales son raros), lo que da lugar a 
expresiones chi-cuadrado distintas de la (7) (ver 2.2). 
A pesar de todo lo anterior, la condici6n E>5 está tan 
extendida en la literatura que conviene dar reglas de actuación 
especiales para tal caso. El estudio realizado en los apartados 
anteriores se ha repetido para aquellas tablas en que es Ek5, 
por un lado, y para aquellas otras en que es E<5. Las tablas 
correspondientes para los valores de Ho, H' y H- se dan en 
Apéndice (Tablas XI y XII). En lo que sigue se dan las 
principales conclusiones. 
lP) Con E15 y para test de una cola, la frecuancia Ho de 
fallos de los métodos H y C, con respecto a n, crece 
primero y luego decrece hasta estabilizarse en alrededor 
del 4%. Casi todos los fallos (que son conservadores) 
suceden para valores bajos de P,. 
2’) Con ~325 y para tests de dos colas, la frecuencia IF' 
de fallos, con respecto a n, crece primero y luego decrece 
hasta estabilizarse en alrededor de un 0.3% (para los 
métodos Hl y Cl) o de un 1% (para H2 y C2). Todos los 
fallos (casi siempre conservadores) se producen para 
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valores bajos de P,. 
3Q) Cuando E<5, y sea el test de una o dos colas, el 
valor de H0 crece con n (lo que es conforme con Haber, 
1980) y llega a ser superior a un 40%, lo que invalida los 
métodos para tal situación. Conviene aclarar de momento 
que ello no quiere decir que los métodos no vayan bien con 
E=4 (por ejemplo), pues su ausencia de H" puede haberse 
diluido en la gran presencia de ella para E=l (por 
ejemplo). 
Los comentarios anteriores permanecen (en lo que le 
son de aplicacibn) en la comparación de las versiones n y (n-l) 
(Tablas XIII y XIV del Apéndice), pero ahora las preferencias 
por la versión con factor n son aun más claras (sobre todo en 
una cola). 
3.5.7. Conclusiones. 
Estando establecido que el m6todo asintótico idóneo para 
el análisis de una Tabla 2x2 es el de chi-cuadrado, la 
discusión se centra ahora en cual es la c.p.c. óptima. A tal 
efecto el mejor estudio realizado hasta la fecha es el de Haber 
(1980), pero el mismo no contempla los tests de una cola, esta 
limitado a valores n<99, no se~basa en una regla que indique 
cuando una aproximación es aceptable, no estudia la actuaci6n 
liberal o conservadora de cada te&, y, finalmente, da unas 
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reglas de selección excesivamente generales basadas casi
exclusivamente en el valor de E. Estos y otros aspectos son los
que se han intentado subsanar en este apartado 3.5, al tiempo
que se proponen nuevos métodos (C y JI a una cola y C2, Ml y 1(2
a dos colas) clasificándolos con los ya existentes y
distinguiendo las versiones CON y SIN subíndice P.
El apartado actual está basado en dos ideas base. De un
lado que para efectuar una c.p.c. es preciso calcular el valor
experimental del estadístico x2 y su inmediato inferior,
promediando a continuación:
a) los valores ~‘ así obtenidos (Conover,1974);
b) los valores X así obtenidos (Haber,1980);
c) los P—value de ellos (Mantel, 1974).
De otro lado, y para tests de dos colas, hay dos modos de
efectuar los promedios anteriores:
1) Considerando que hay dos colas distintas y sumando los
P—value de ellas <Mantel,1974);
2) No distinguiendo las colas —pues el estadístico x’ no
tiene signo— y calculando el P—value de dos colas como si
fuera una sóla por los métodos a), b) o c) (Haber,1980;
Conover, 1974)-
Una vez obtenidas las distintas c.p.c., la evaluación de
la óptima se efectúa a través del criterio base siguiente: dado
un método asintótico se pretende que sea válido la mayoria de
142
las veces en que el tamaño de la muestra sea suficientemente
grande; la c.p.c. óptima es aquella que hace
<px1—8=—silO (71)
<PP.
—con 6 dado por <64)— el mayor número posible de veces (lo que
guarda alguna relación con el criterio empleado por Haber).
Un aspecto del problema que ha sido poco tratado
históricamente es si la expresión base para el estadístico chi—’
cuadrado ha de ser la <6) o la (7). En el apartado 3.5.5 se ha
probado que, para los clásicos estadísticos de E de Yates (una
cola) y H2 de Mantel <dos colas), el óptimo lo produce la
expresión (7), aunque para n=150es indiferente emplear una u
otra. En adelante se supone que algo similar sucede para las
demás c.p.c., y así la expresión <~) será la base de todas
ellas. Esto hace que las ideas básicas anteriores den lugar a
tres definiciones de tests de una cola (la U, o clásica de
Yates, la C y la JI, que son nuevas) y seis definiciones de
tests de dos colas (las clásicas 112, Hl y Cl de Mantel, Haber
y Conover respectivamente y las nuevas definiciones C2, 1(2 y
Xl).
Ya se comentá que los métodos basados en la propuesta de
Mantel <M de una cola y Ml y 142 de dos colas) se comportaban
peor que el resto; por ello, no aparecerán los comentarios
relativos a ellos en estas conclusiones.
De un modo general se ha comprobado que, en todos los
casos, la frecuencia de fallos H0 tiende hacia cero conforme n
o E aumenta, siendo tal tendencia más rápida conforme ~r
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aumenta- Sin embargo, de las Tablas VII a IX (que aparecen en
el Apéndice) en las que se enfrentan las frecuencias de fallos
y los valores de n para valores constantes de E, se deduce que
la frecuencia de fallos (para E constante) permanece estable
con el aumento de n en los tests de dos colas, pero suele
crecer en los tests de una cola.
En cuanto al tipo de fallos, suelen ser más conservadores
que liberales cuando E es grande, pero con el aumento de n el
comportamiento es más dispar: en una cola, el porcentaje de
fallos conservadores y liberales se equilibra; en dos colas,
los métodos Hl y Cl son más conservadores que liberales y los
H2 y C2 lo contrario. Se observa también que los métodos de dos
colas tienen menos fallos que los de una cola-
El objetivo fundamental de este apartado 3.5 es la
selección del método óptimo a aplicar indiscriminadamente en
una tabla 2x2 (sin someterla a condiciones de validez),
entendiendo por tal a aquel que porporciona un menor número de
fallos y, en caso de empate, al que falla más por su
conservadurismo que por su liberalidad. La Tabla 15 resume las
reglas de selección y el modo de actuación del test
seleccionado (aunque un estudio de los datos originales muestra
que la selección del método H2 en el caso Pr=1%, ES2 y n=100no
es fiable por cuanto todos los métodos resultan seleccionados
en alguna combinación de valores compatibles con los
anteriores). Se observa que los métodos nuevos (C y C2) son
preferibles en un gran número de situaciones, y que, en el caso
de tests de dos colas, suelen ser preferibles los tests que
distinguen las colas <112 y C2), resultando elegidos los que no
144
las dintinguen (Hl y Cl) sólo con Pr
(posiblemente porque en tal caso la
distribución hipergeométrica se hace notar




Netodo a utilizar al analizar una tabla 2x2 y actuación del
test seleccionado cuando falla.
UNA COLA
E> 2
Muy Liberal Muy Con:ervador
DOS COLAS
1% =~r =1% 1% < Pr =10%
E=2 2<E=3.5 E>3.5 E=2 E>2
n =100 ¡¶2 C2 C2
H2 C2









Otro aspecto de la cuestión es la evolución y gama de
valores del porcentaje de fallos de cada método seleccionado.
Para teste de una cola, la Figura 2 indica que el porcentaje de
fallos es excesivo con valores de E bajos <tanto más cuanto más
pequeño es P7), pareciendo adecuado exigir que E sea
suficientemente grande antes de aplicar el test seleccionado;
por ejemplo, valores mínimos de E del orden de 15, 4 o 3 en los
Pr bajos, moderados o altos, respectivamente, podrían ser
razonables. Esto lleva a que el método 11 (el clásico de Yates)
nunca será seleccionado (ver Tabla 15), y así el nuevo método
145
C es el único competitivo en tests de una cola. Para tests de
das colas, las Figuras 4 y 5 indican lo mismo, pareciendo
adecuado exigir ahora valores mínimos de E del orden de 6, 2 o
2 para cada gama de P7.
De modo global se observa que, en los tests de dos colas,
las versiones que distinguen las dos colas <H2 y C2) son
siempre más liberales que la que no las dintinguen (Hl y Cl);
igual sucede, como ya se dedujo teóricamente, con las versiones
de “promediar el x
2” <Cl y C2), que son más liberales que sus
homónimas de “promediar el ~“ (Hl y H2, respectivamente).
Asimismo se observa que los métodos que distinguen las colas
(H2 y C2) y los que no las distinguen <Hl y Cl) forman dos
grupos de comportamiento similar, tanto en relación a la
frecuencia de fallos (II”) como a su tipo (It y Hl-
Dado que con frecuencia se emplea el criterio de que el
test de chi—cuadrado es válido si sucede que E=5, no se ha
querido finalizar este apartado sobre la c.p.c. óptima sin dar
una conclusión tranquilizadora al efecto. Aquí se ha comprobado
que en tal situación todos los métodos clásicos (Yates, Haber,
Mantel y Conover) y algunos de los métodos nuevos <aludidos por
C y C2) prácticamente no fallan nunca para los P,=1%, y muy
poco para los PFCl%. Como además en este último caso los fallos
son casi siempre conservadores, la conclusión es que cualquiera
de los métodos es bueno cuando E=5(incluso para un n tan bajo
como 20Sn=60), aunque ya se vió que la regla E=5 es
excesivamente simplificadora. Aquí, como antes, los métodos de
dos colas fallan menos que los de una cola.
Naturalmente, todas las conclusiones están limitadas al
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rango de valores de n (de 20 a 300) que se ha comprobado, si
bien las tendencias observadas hacen pensar que aquellas serán
válidas en general.
Finalmente, recordar que ciertos autores están de acuerdo
con la idea de Armitage (1971) de que el P—value de dos colas
es el doble del P—value de una cola (ver 7.6.3 del Capitulo 1).
Como en tal caso el criterio de “doblar el 2” es común al test
exacto de Fisher y al test aproximado chi—cuadrado, se deduce
que las conclusiones obtenidas en una cola permanecen para tal
versión de test de dos colas (aunque hay un ligero cambio en
las gamas de 2, estudiadas).
3.6. EquivalenciaS entre los distintos tests. <Awrtnsi.~n).
En la literatura pueden encontrarse gran cantidad de tests
para solucionar diferentes problemas. Aunque cada uno de ellos
está indicado para resolver una situación concreta, se ha
demostrado que existen ciertas equivalencias de algunos de
estos tests cuando se aplican en un mismo contexto. Siendo el
test de chi—cuadrado uno de los más conocidos y que pueden
utilizarse en un número considerable de situaciones distintas,
queremos hacer aquí una breve recopilación de las equivalencias
que presenta dicho test <además de algunas otras relacionadas
con él).
Así, distinguiendo el tipo de variables que se estudian
y si las muestras son independientes o no, tenemos las
siguientes relaciones:
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a) Variables cuantitativas y muestras independientes:
En cada una de dos muestras independientes (1 y II) se
mide una cierta cantidad Y. Sea la v.a.
X=0 si Yi ~ Muestra 1
X=l si y~ e Muestra II
Entonces,
1) El test de t de Student con varianzas iguales
<para las y’s) es equivalente al test de independencia
paramétrica de Pearson.
2) El test de Wilcoxon sin cp.c. (para las y’s) para
muestras independientes es equivalente al de Spearman sin
empates (de x contra y).
b) Variable dicotómica y muestras independientes:
Sean las dos muestras independientes (1 y II) citadas
antes, y supongamos que la respuesta Y de cada indiviuo es
ahora una cualidad dicotómica (A o A). La representación y
notación de los datos es entonces como en la Tabla 1 de la
Introducción. Si convenimos en que un individuo que es A vale
Y=O y que uno que es A vale Y=1, entonces:
1) El test de t’ o z de comparación de proporciones
independientes es equivalente al de x’ con y sin c..p.c.
(la de Yates en su caso).
2) ~ es equivalente al de t’ de Student con









2 = ~ {a
2~a21 - na2-a2 - a2(n-a2) = a1a2
n(n-1) n<n-1)
(72)
e igual si se coloca la c.p.c. de Yates-
Aquí demostramos que la siguiente equivalencia también se
da:
3) ~‘ es equivalente al test de Wilcoxon (con
empates) para muestras independientes, salvo la c.p.c.,
que hay que modificarla.
Sean las n observaciones con valores Y={O,l}
ordenadas, junto con su orden correspondiente (Os)
Y1: O ..~ 0 1... 1
Los rangos promedio en los empates serán:




Rango(Y=1) al’ — ______
n-a, 2
Suponiendo n,<n,, y bajo la H0 de igualdad de las dos
poblaciones estudiadas, la v.a. R1 <suma de rangos de la
muestra menor) se distribuye en grandes muestras
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aproximadamente como una normal N(E(R1), (V(Rí))í/
2) con:
a





1-T2 n1n2 Ii a1a2 n1n2
12n n—1 12n n—l
donde T1=(a1—l)a1(a1+l )=a~ y T,=(a,—l)a,(a2+l)a,
y n=(n—l)n(n-4-l) y así:
= (¡14—E(R1) I~0..5)2 (¡x1y2—x2y1¡—l)2 <75)V(R1) - a1a2n1n2 <n1)
donde lo único que la diferencia de la Xyp es en la c.pc.
La cp.c. clásica de 0.5 se ha puesto pues se
entiende que en los casos usuales (ausencia de empates en
valores de Y) R1 es v.a. discreta que salta de 1 en 1;
entonces la corrección debe ser la mitad del salto (0.5).
Para nuestro caso, sólo hay rangos (a~+l)/2, y si,
(a~+n+l)/2 y conservando los totales a1 y n1, un valor ‘1=1
de la muestra II se permuta por un valor Y=0 de la muestra
1, el salto es
= <(a1+n+1)/2> — {<a1+l)/2) = n/2
y así la correción en la expresión (75) debe ser n/4 (la




que es lo clásico. Por tanto, queda justificada la
conveniencia de la cp.c. en el test de Wilcoxon, pero
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ésta no debe ser siempre de 0.5, sino que dependerá del
tipo de empates.
c) Variables dicotómicas y muestras apareadas:
Si las dos muestras del inicio son apareadas, el tamaño n
es común a ambas. Ahora cada individuo es A o A en la muestra
í, y lo mismo en la muestra íí. un modo de clasificar los
resultados es como en la Tabla 1 de la Introducción, con B~A
A y x1 aludiendo al número de individuos (de entre los n) que
son A en la muestra 1 y A en la muestra II, etc. Anotemos dos
v.a. del tipo:
si es A en la muestra 111 si es A en la muestra 1 (77)
si es A en la muestra II
11 si es X en la muestra xi
Entonces es conocido que, para esos datos:
l) 2(2=nr’ con r el coeficiente de correlación de Pearson
entre X e Y.
2) X,’=(n—l)r~’ con r
0 el coeficiente de correlación no
paramétrico de Spearman (Basler,1988).
3’) r
2=r,’, lo que se deduce de lo anterior.
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4. LAS CONDICIONES DE VALIDEZ DEL TEST CHI-CUADRADO.
4.1. Generalidades y condiciones clásicas.
Cuando se utiliza la aproximación chi—cuadrado hay, en
realidad, tres posibles fuentes de error:
1) Una variable discreta se está aproximando a una variable
continua -
2) La aproximación es válida para el caso de grandes
muestras.
3) Se está utilizando una distribución simétrica <la normal
cuyo cuadrado es la chi—cuadrado) para aproximar a otra
que no lo es <la hipergeométrica).
El efecto de la primera fuente de error se corrige con la
c.p.c, y sobre ella ya se ha hablado. El efecto de la tercera
fuente de error se corrige con las precauciones de Mantel,
Conover y Haber, y sobre ellas también se habló. El efecto de
la segunda fuente de error se atenúa con las precauciones del
apartado actual.
La determinación de las condiciones de validez del test
chi—cuadrado (con o sin c.p.c.) no ha sido objeto de estudios
sistemáticos, aunque si se dispone de algunas conclusiones
parciales (a veces demasiado subjetivas). Sea E la mínima
cantidad esperada de la Tabla 1 de la Introducción y supongamos
que E=a1n1/n- Para que la va. X1 con media 1¿(X1)=E pueda
aproximarse a una variable normal es preciso que E sea lo
suficientemente grande como para que la cola izquierda de la
distribución normal pueda aparecer (es decir, que la simetría
sea parcialmente factible). Es por ello que la condición de
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validez más habitual sea exigir que E supere un mínimo valor
dado.
Las condiciones más clásicas son las de Fisher <1941): el
test chi—cuadrado no debe utilizarse si son n<40 y E<5.
Brownlee <1967) liberaliza la segunda condición exigiendo sólo
que sea E>3.5. Para Cochran (1954) basta con que sea E mayor
que 2 6 5. Pearson (1947) indica que ~—‘ va bien salvo cuando
las a1 o las n1 son pequeñas y a1 (o n1) es muy distinta de a, (o
nj, pero no tomó en cuenta la corrección de Mantel <por eso el
test falla notablemente cuando falla la simetría de la
hipergeométrica). Haber (1980) especifica que el test chi—
cuadrado funciona notablemente bien cuando es E=Max(5;n/l0),
afinación que está restringida al caso de un test de dos colas
2 2
y a las versiones Xx2 Xci y Xxi’-’ El mismo autor afirma que
cuando es E<5, el test empeora con el aumento de n (como
pudimos ver en el apartado anterior).
Como afirmación general, señalar la de Cressie and Read
(1989) que, aludiendo a los tests de bondad de ajuste,
mantienen la validez del test chi—cuadrado si es E=0.25,n=l0
y n
2/K=l0, con 1< el número de casillas- A nuestros efectos,
esto equivale a requerir que sean E=0..25y n=l0,lo que parecen
condiciones demasiado débiles.
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4.2. Nuevas condiciones de validez. (Anortación)
.
4.2.1. introducción, objetivo y criterios previos.
Como se ve, no existe un estudio amplio y sistemático
acerca de ls condiciones de validez del test chi—cuadrado<
Todos los autores (con resultados parciales) concuerdan en que
la clave es que E sea grande, pero no hay acuerdo sobre qué se
entiende por tal. Por otro lado, tampoco está claro cual debe
elegirse de entre los dos métodos de una cola y los cuatro de
dos colas (en el apartado anterior ya se descartó un método de
una cola y dos de dos colas por su comportamiento alejado del
de Fisher), y es de suponer que las condiciones de validez
variarán con el método seleccionado. Nuestro objetivo en este
apartado es:
a) Probar que la condición de validez depende no sólo de E,
sino también de n, P, y de que el test sea de una o dos
colas;
b) obtener la condición de validez de cada método,
identificando el comportamiento del test cuando ella se
verifica;
c) Seleccionar el método óptimo (el que, a igualdad de
exigencias, requiere una condición de validez menos
estricta) -
Todo ello bajo la idea de que la comparación entre métodos debe
hacerse para aquellas tablas en que son válidos, no
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indiscriminadamente (como hasta ahora se ha realizado en la
literatura y en apartados anteriores), lo que permitirá decidir
qué método es el óptimo y cuándo puede aplicarse. A estos
efectos, los trabajos de Haber (1980) y el apartado 3.5 del
capítulo II de esta memoria presentan una selección del método
chi—cuadrado óptimo para aplicarlo indiscriminadamente (sin
someterlo a condiciones de validez).
Para conseguir los objetivos anteriores, es preciso fijar
antes algunos criterios. En primer lugar, en lo que sigue se
mantiene la idea expuesta anteriormente de que la clave es
evaluar la diferencia ¡p,<—p~j y permitirle un cierto margen (los
valores 6P, de la expresión (64)). En segundo lugar,es de
esperar que, aún cuando un método X verifique las condiciones
de validez que se establezcan, éste falle para algunas tablas.
En adelante se asume que un 5/~ <o menos) de fallos es algo
aceptable, y así valores de H0=50/00 harán aceptable una
condición de validez. En tercer lugar aquí nos limitaremos a
los métodos competitivos ya seleccionados en apartados
anteriores -
Estas condiciones aunque arbitrarias son, en nuestra
opinión, bastante razonables. Quizá haya sido este aspecto el
que ha detenido la obtención de resultados claros a pesar de la
mucha literatura sobre el tema (más de 100 artículos en los
últimos 20 años).
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4.2.2 Proceso para obtener los resultados.
Dado un método X, el proceso seguido para determinar sus
condiciones de validez ha sido el siguiente:
<1) Considerar todas las tablas posibles, como la Tabla 1 de
la Introdución, con
n=20(l)l00, 150, 200, 250, 300, 400, 500
lo que es un amplio rango de valores posibles de n.
(2) Para cada tabla, determinar su P—value P, de Fisher
(ordenación por chi—cuadrado) y considerar sólo a aquellas
en que 1o/4,4P,=l0%, entendiendo que significaciones más
altas o más bajas no son de interés. Esto da un total de
911 002 tablas.
<3) Para cada tabla de las seleccionadas, determinar su P—
value ~M y anotar si en ella el método X falla o no, es
decir, si verifica o no la (64). Por X aludimos tanto a un
método de una cola como a uno de dos colas.
<4) Agrupar las tablas en función de los siguientes
intervalos o valores de ri:
20—40; 41—60; 61—80; 81—100; 150; 200; 250; 300; 400; 500
(para facilitar la evaluación de los resultados) y en
función de los siguientes intervalos de Pr:
l
04~,SP,<l% ,, 1%=P,=l0%
(386 809 tablas en el primer caso; 524 193 en el segundo).
Con ello se podrán obtener reglas de validez en
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función del tamaño de muestra n y del error objetivo a del
test <la primera gama para los investigadores que desean
utilizar la regla de Bonferroni; la segunda para las
significaciones usuales).
(5) Considerar las tablas <Ti) que caen dentro de cada una de
las 20 combinaciones del paso anterior <n=20—40 y
l%=P,.=l0%,por ejemplo). Cada una de estas tablas tiene
una mínima cantidad esperada E. Se desea encontrar un





No= # {T» iPx—P,,i>8P,,}
NV= # {T1¡E(T1) ~E1}=NV(n,P,,,n~co1as)
= mínima cantidad esperada de la tabla 2’1
Esto garantiza que, para tal combinación de valores de n
y P,, más del 99.5% de las tablas que verifican la
condición de validez (E=E1)verifican también la (64) (no
fallan). Los 20 valores de E1 así obtenidos especificarán,
por tanto, las condiciones de validez del método. A
efectos prácticos entendemos que las cantidades E1 basta
determinarlas con una precisión de décimas.
(6) Seleccionadas las condiciones de validez del método X, ya
sólo resta identificar la actuación del mismo. Con tal
fin, conviene determinar los siguientes porcentajes:
i) Para cada combinacion de n y P~, calcular el
porcentaje de tablas que verifican la condición de
validez (E=E1), NV(n, P,,n
9 colas).
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u) Porcentaje de tablas que fallan entre las
anteriores, H0=N0/NV=H0(n, P,, n~ colas).
iii) Porcentajes de fallos por razones conservadoras
y liberales:
ir ir y0H0=~~ conIV = -~ ,, H = NV NV
ir= # {T
1 IPx<TA—PÁT1) >8p,(Tí)}=W(n,Prn~colas)




4.2.3. Las condiciones de validez en las c.p.c. estudiadas.
En un primer intento en la búsqueda de las condiciones de
validez se estudiaron estas, para los métodos citados, en
función de los valores de E y de la cantidad K=a~/n. Para ello,
se buscaba para cada n, cada gama de P
7 y para una y dos colas,
un par de valores E, y 1<, tal que la proporción de fallos entre
las tablas que verificaran E>E~ y K>K, fuera menor que una
cierta cantidad. Por los resultados obtenidos, pudo comprobarse
que el valor E, era independiente de los distintos K
estudiados; entonces, las condiciones de validez no dependían
de K, sino sólamente de E. Esta es la razón por la cual se
obtienen los resultados que aquí se presentan (condición de
validez en función de la cantidad E).
La Tabla 16 presenta los valores de E1 obtenidos para cada
método y para cada una de las 20 combinacioneS de n y P,
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citadas anteriormente, todo ello bajo el precio descrito en el
subapartado anterior -
Para tests de una cola se observa que el valor E, es
sistemáticamente más bajo en el método C que en el 11 (la
correción clásica de Yates), con pequeñas diferencias en los n
moderados. Además, para la gama de P—value del test exacto de
Fisher P,=l%, los valores E, son considerablemente menores que
los obtenidos con P ,<l%, lo cual resulta lógico pues con altas
significaciones x, se encuentra más alejado de E, lo que se
traduce en una condición de E, más exigente. También debe
hacerse notar el crecimiento continuo del valor E, con el
aumento de n <en las dos gamas de P7).
Para tests de dos colas el comportamiento de E, depende de
la gama de P,. Así, para Pr<l% las cantidades E, son sistemática
y notablemente más pequeñas (y parecidas entre si) en los
métodos Cl y 111, que son los métodos que no distinguen las dos
colas, que en los métodos C2 y 112, que contemplan las dos
colas. Sin embargo, para P,=1%ocurre lo contrario, resultando
los métodos C2 y H2 con menores valores de E,. En las dos gamas
de 1’,., los valores E, obtenidos con Hl y Cl, por un lado y H2
y C2, por otro, son “parecidos” en comparación con la gran
discrepancia existente entre las parejas citadas- Además, la
tendencia de E, con n no es de crecimiento como ocurría en una
cola, sino que presenta (en general) un aumento con n hasta
n=250, a partir del cual empieza a descender (esto ocurre para
todos los métodos y las dos gamas de P,).
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Tabla 16
Minina cantidad esperada <E,) para cada uno de los métodos
citados <primera columna) y para cada combinación de valores de
tamaños de muestra n (primera fila) y del P-value 2, del test
exacto de Fisher <primera y segunda tabla). Cada valor de E,
garantiza que no más del 5ó/~, de tablas fallan con cada test.
lc/cc=P.<1o/o
n 20—40 41—60 61—80 81—100 150 200 250 300 400 500
C
C
5.9 6.4 8.0 9.6 11.6 14.3 15.8 16.6 19-0 20.7





6.1 6.4 6.8 7.3 7.9 8.0 8.2 7.7 7.6 7.4
4.6 6.2 6.7 7.2 7.3 7.3 7.4 7.3 7.2 7.2
5.1 5.5 5.6 6.0 6.3 6.2 6.0 5.7 5.2 4.6
4.6 5.2 5.6 5.9 6.2 6.1 5.8 5.5 5.0 4.3
n 20—40 41—60 61—80 81—100 150 200 250 300 400 500
C
C
3.2 3.4 3.5 3.6 5.1 5.2 5.2 5.2 SA 5.3





0.7 0.9 1.2 1.3 1.6 1.5 1.6 1.5 1.4 1.2
1.9 1.8 1.8 1.8 1.9 2.0 2.0 2.0 1.9 1.8
4.6 3.5 3.6 3.6 3.5 3.4 3.4 3.2 2.9 2.6
4.6 3.5 3.5 3.5 3.4 3.3 3.0 2.9 2.7 2.4
Test de una cola
H~Método de Yates (1934).
C~Método propuesto -
Test de dos colas
H2fliétodo de Mantel (1974).
C2~Método propuesto
R1~Método de Haber (1980).
Cl~Método de Conover (1974).
4.2.4. La c.p.c. óptima en función de las condiciones de
validez.
A partir de las observaciones del apartado anterior, puede
concluirse que en una cola el método óptimo es el C, pues en él
se exigen valores más pequeños de E,. Para tests de dos colas
puede observarse que si l~/00SP~<l% el método óptimo es Cl, pues
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colas E, varia entre 4.3 y 6.2 para el método Cl y P,<cl% y entre
0.7 y 1.6 para 112 y P~=l%.
Tabla 17
Comportamiento de los métodos
(primera tabla para una cola;
para cada rango de tamaño n de
p—value p, del test exacto
c 0 1 u u
de chi—cuadrado seleccionados
segunda tabla para dos colas)
muestra (primera columna) y del
de Fisher <segunda y tercera


















4.4 33.9 2.9 2.9 0.0
6.3 35-1 2.5 2.5 0.0
8.0 37.1 3.1 3.1 0.0
9.5 39.6 4.6 4.6 0.0
11.5 53.1 3.9 3.9 0.0
13.3 58.6 4.5 4.5 0.0
14.8 62.6 4.9 4.9 0.0
16.2 65.6 4.9 49 0.0
18.2 70.8 5.0 5.0 0.0
20.3 70.3 5.0 5.0 0.0
1.9 74.4 0.4 0.0 0.4
3.3 64.4 5.0 5.0 0.0
3.5 72.0 2.2 2.2 0.0
3.5 78.4 2.9 3.9 0.0
3.7 86.7 3.9 3.9 0.0
3.8 90.0 4.6 4.6 0.0
3.9 91.9 4.6 4.6 0.0
3.9 93.5 5.0 5.0 00
4.1 95.1 4.9 4.9 0.0
4.1 95.1 4.9 4.9 0.0
DOS COLAS
V~% de tablas que verifican la condición












por razones conservativas entre
por razones liberales entre las
E,sMinima cantidad esperada.
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4.2.5. Discusión y conclusiones.
Los resultados obtenidos prueban que no hay unanimidad a
la hora de decidir si la c.p.c. se debe efectuar “promediando
las X2” o “promediando las x”~ aunque hay ventaja para el
primer procedimiento. Tampoco hay unanimidad acerca de si en un
test de dos colas debe contemplarse la existencia de 1 o de 2
colas. Cuando los P, son moderados los métodos óptimos son los
H2 y C2 <que contemplan dos colas), lo que es conforme con la
lógica). Cuando los P,. son bajos los métodos óptimos son los Cl
y Hl (que contemplan una cola), lo que puede deberse a que, al
encontrarse en tales casos x, muy alejado de su media E, la
simetría asumida Ulla marcadamente y el método que contempla
1 cola compensa mejor este fallo que el que contexnpla 2 colas.
De la Tabla 16 se observa que no es correcta la creencia
habitual de que los métodos descritos son prácticamente
iguales, sino que sus condiciones de validez varían
apreciablemente de unos a otros. Es importante pues seleccionar
el más adecuado en cada caso y esto se hizo en base a la Tabla
17.
Para testa de una cola, el método C es claramente
preferible al clásico método H de Yates. Para tests de dos
colas son claramente preferibles los métodos más clásicos: Cl
de Conover para las significaciones altas y el método 112 de
Mantel para las significaciones ordinarias. Pasemos a comentar
la actuación de tales métodos en base a los datos de la Tabla
17.
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De un modo general, el porcentaje de tablas que verifican
la condición de validez aumenta con n, P, y con el número de
colas- Para el caso más habitual de test de dos colas y
significaciones moderadas, la gran mayoría de las tablas con
n>100 verifican las condiciones de validez.
Por el modo de obtener los resultados, cuando un método
verifica las condiciones de validez, falla en no más del 5ó/~~
de las ocasiones, y cuando lo hace, prácticamente siempre es
por razones conservadoras (con excepción del método H2 que
actúa más equilibradamente). Esto nos ilustra sobre varios
asuntos:
la.— Al no dar significaciones falsas, los métodos C y Cl son
fiables (bajo las condiciones expuestas) cuando se
concluye H,.
2~.— Los seis métodos estudiados están basados en la expresión
(7), pudiéndose obtener otros seis métodos similares a
partir de la expresión (6). Como es:
X2>X~, ?‘<X2) <P(X~~) (82)
y así, los métodos seleccionados (C y Cl) basados en
son aún más conservadores que los basados en ~2. La
versión a utilizar es pues la <7). Esto mismo es válido,
pero por un argumento empírico, para el método 112.
En cuanto a la condición de validez propiamente dicha
caben realizar los siguientes comentarios:
(a). De modo general, la condición es más exigente en las
significaciones altas (pues x, se encuentra más alejado de
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E) que en las moderadas, y en los tests de una cola que en
los de dos <pues en estos casos una cola compensa los
excesos de la otra).
<b). En los tests de una cola el valor E, aumenta con n, en
tanto que en los de dos colas primero crece y luego
decrece con n. Cabe la duda de si en los tests de una cola
existe un valor n más allá de n=500 (el último ensayado)
en el que E, comienza a decrecer, o si, por el contrario,
el crecimiento de E, es permanente.
(c)- Se observa, por tanto, que la costumbre generalizada de
dar un único criterio de test y una única condición de
validez no es apropiada, por cuanto uno y otra varian
sustancialmente con n, P, y el número de colas. En
particular, la clásica regla de E=5es, en los tests de
una cola, bastante liberal en las significaiones altas y
conservadora en las moderadas, en tanto que en los de dos
colas es algo liberal en el primer caso y bastante
conservadora en el segundo.
<d). En contra de lo que a veces se afirma, el test chi—
cuadrado puede aplicarse sin problemas incluso con muestra
tan pequeñas como de 20=n=40,y ello con unas condiciones
de validez bastante concordantes con el resto de los n
(incluso apreciablemente más liberales en un caso).
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Siendo el test de chi—cuadrado de uso tan habitual, es
descorazonador que la condición de validez no sea un número
“mágico”, sino que dependa de n, P, y del número de colas del
test, lo que obliga a tener a mano una tabla como la Tabla 16.
Sólo con la intención de simplificar algo las cosas al
estadístico práctico, la Tabla 18 presenta unas reglas
abreviadas que, en general, resultan conservadoras.
Tabla 18
Criterios simplificados (en general, conservadores) para
verificar la validez de los tests chi—cuadrado óptimos. Valores
mínimos para la mínima cantidad esperada (entre paréntesis el






Más aconsejable es buscar una regla de ajuste a los
valores obtenidos para E,. La Tabla 19 presenta las ecuaciones
de regresión para el ajuste de los datos obtenidos de E, en
cada valor de n. Se ha procurado buscar regresiones sencillas
y de la misma forma en todos los casos, aún a costa de alguna
pérdida circunstancial de precisión. Naturalmente que las
extrapolaciones a valores de n fuera del rango estudiado (de 20
a 500) no están garantizadas (ni quizá las interpolaciones),
pero es sintomático el buen ajuste que se aprecia. Conviene
observar lo siguiente:
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i) Por alguna razón (que nos es desconocida) algo más allá
del valor n=100 se produce un punto de corte en las
fórmulas de predicción de E, en los tests de dos colas <y
ello por dos veces). El mismo punto de corte (aunque con
otro fin) fue observado en el estudio de la cp.c. óptima
(apartado 3.5, capitulo II).
Tabla 19
Condiciones de validez genéricas para el test chi—cuadrado










n>6l: E = {15+0.801n)”2r=0.999 C
20=n=40:E > 1.9





=116: E = {15+0.225n>’~2
>116: E > (48—0.059n>”2
H2 r=0.975
n=133: E > (—O.2+0.021n)”’
n>133: E > < 3.0—O.003n>’~2
p~~P—value el test exacto de Fisher ,, C~Método propuesto
n~Tamaño de muestra ,, H2~Método de Mantel <1974)
E~Minima cantidad esperada ,, Cl~Método de Conover <1974)
r2~Razón de Correlación
u) Si las extrapolaciones son válidas, la condición de
validez desaparece <E=0)en los tests de dos colas cuando
es n=814(P,<l%) o cuando es n=1000 (P,=1%),mientras que
la misma se hace cada vez más estricta en los tests de una
cola. Desde el valor n=804 se produce la circunstancia
curiosa de que las condiciones de validez son más
estrictas en los P, altos que en los bajos (tests de dos
colas).
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iii) Es sintomático que la forma de las funciones que predicen
E, sea la misma con independencia de P, y del número de
colas.
iv) Los valores máximos para E, en el test de dos colas son
6.4 y 1.6, según la gama de PF considerada. Para una cola
no está garantizado que existan tales topes.
Las reglas para los tests de dos colas son más
complicadas que las de una cola. Esto, junto al resto de
los comentarios anteriores, abunda en el hecho bien
conocido (Cormack,1986) de que el test de dos colas tiene
un comportamiento bastante distinto al del test de una
cola.
Finalmente, indicar que algunos autores (Yates, 1984)
están de acuerdo con la idea de Armitage (1971) de que el P—
value de un test de dos colas es el doble del P—value para el
test de una cola. Como en tal caso, el criterio de “doblar el
P” es común al test exacto Fisher y al test aproximado de chi—
cuadrado, se deduce que las conclusiones obtenidas para una
cola permanecen para tal versión de das colas (aunque con una
ligera elevación en los valores de E,).
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4.3- Versión asintótica del test de las Rachas.
4.3.1- Introdución.
En 2.5.1 del Capitulo 1, se vió la distribución no
asintótica del test de las rachas. Los mismos autores que la
propusieron demostraron que, para grandes muestras, (R~PR)/U,
se distribuye aproximadamente como una normal típica (cuando H0
es cierta), si bien Wallis (1952) hizo notar que, puesto que R
es discreta y saltando de uno en uno, convendría hacer una
c.p.c., con lo cual el estadístico de contraste seria {(R±0.5)—
JIRI/UR¿ con ±0.5en función de la cola estudiada. Con el fin de
adecuar el formato al de este capítulo, pongamos tal
estadístico en términos de chi—cuadrado:
jN<R—1> —N1N2 N~ 2
2 = 2 (N—l) (83)
Xc 2N1N2{ 2N1N2—N)
con el subíndice C aludiendo a que es el estadístico clásico.
Las condiciones de validez de este test no están
exhaustivamente estudiadas, pero hay bastante acuerdo en que
funcionan bien si es Max(Nfl>20.
4.3.2 Nuevo test asintótico. (Aportación)
.
La versión tradicional anterior adolece de dos defectos:
1) Como test de dos colas se le aplica bajo el criterio de
doblar el P—value de una cola (criterio de Arinitage), y
eso ya se sabe que es lo peor que puede hacerse;
2) La variable base del problema (R) tenía una estructura
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de hipergeométrica y dependía de las tres variables
hipergeométricas T0,T, y T2 citadas en 2.5.3 del Cap. 1.
cada una de ellas puede aproximarse a una chi—cuadrado
distinta, pero el método clásico engloba estas tres
distribuciones chi—cuadrado en una sóla, lo que
evidentemente ocasionará una pérdida innecesaria (aunque
cómoda) de información.
Veamos como solventar los dos problemas.
Dado que en el problema hay que determinar los valores
P<T1=t1) o P(T1St1), que T1 es una variable hipergeométrica, y
que la cola de una hipergeométrica se puede obtener
aproximadamente por chi—cuadrado <como se indica en este
capitulo), definamos los estadísticos chi—cuadrado a que da
lugar cada T1 (con los mismos subíndices que las T1):
<N—2) <84)
N—2 >2
2 — ~I<N—2) t0— (N1—1) <N2—l) 2
Xc
(
(N1—l) <N2—l) <N1—2)N2 (N-2)
<~ (N—2)
}2




todos ellos obtenidos de los marginales de las Tablas 3, 4 y 5
del capitulo anterior. Aquí se ha adoptado el formato de la
c..p.c. de Yates, pero podría ser cualquiera de los de este
capitulo.
Por consiguiente, el modo más adecuado de efectuar el test






(51) a (54) —según el caso— de 2.5.3 del Cap. 1, pero
determinando las probabilidades de cola a través de las x~2
anteriores <siempre con las precauciones de condiciones de
validez del capitulo actual y con la selección de la c.p.c.
óptima vista más arriba).
Como ejemplo, sea N,=17, N
2=19 (por tanto, N=36) y R=12.
Como R=l2qt~=l8.94 estamos en el caso de R “par y pequeño”, con
ello, y como aquí es t=6, el P—value exacto de una cola será:
P~P<R=l2)=
<2) (17) <19) P<T0=5}+<17) (16) P{T1=5}+<19) <18) P{T2=4}—1.4%
(36) (35)
<87)
El P—value obtenido por el método clásico —expresión z0
2—
es P~-2.2%, un 57% superior al real.
El 2—value obtenido por el método actual se determina
calculando las tres X2 implicadas en la expresión anterior:
~. Xx25-670 ,,
los 2—values correspondientes (de una cola):
P
0=2.04% ,, P,=0.86% ,, 22=0.81%
y el valor aproximado P~=1.5% a través de tal expresión. Se
observa la concordancia de resultados, y ello a pesar de haber
usado la c.p.c. de Yates <que era la peor).
Con respecto a las condiciones de validez (c.d.v.) de la
versión actual, éstas serán el máximo de las c.d.v. de los tres
test chi—cuadrado implicados- Como los marginales de las tres
tablas (las 3, 4 y 5 del Cap. 1) son conocidas, la más pequeña
171
cantidad esperada (que es lo peor) de ellas es
E = (N1—1) <N2—2> <88)
AY— 2
Pero si N,=N,, entonces:
E> (N1—1> (N1—2> (89)
N—2
y si esto se hace mayor que E, (la esperada limite de nuestra
Tabla 17), se tendrá garantizada la validez del test actual.
Resolviendo tal desigualdad, esto nos lleva a que la condición
de validez para el test de las rachas actual es:
U1 > 2 <E1+1) <90)
con E, las de la Tabla 16. Por ejemplo, si es E,~l.5 (test de
dos colas, P, usual, N—2=200) basta con que sea N,>5, y así la
aproximación es bastante rápida. Con la regla tradicional de la
literatura (E,=5) se obtiene N=12,que tampoco está mal.
5. LAS CONDICIONES DE VALIDEZ EN LOS CASOS RAROS. (~PORTACIC5N)
.
5.1. Introducción.
Se dijo en 2.2 (Cap. II) que cuando la aproximación de ~j
no es válida, pero hay un marginal raro <a,/n pequeño), las
expresiones <21) y <25) pueden dar un P—value aproximado PB
bastante acorde con el real P,- La cuestión es pues, qué se
entiende por a,/n pequeño. Para determinar esto, es preciso
fijar antes algunos criterios previos, criterios que van a ser
paralelos a los de los apartados anteriores a fin de poder
encajar unos resultados en otros. Así:
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a) Admitiremos como aproximación aceptable la misma que
en el resto del apartado, es decir,
si =8pP con
.it 10/aa SPp=la/a (91)
arz{O.5752fl5<PP it 10/a <É’p< ~‘a
it 50/ =g,,=100/
0
será entendido como que P~ se aproxima a P,. El caso
contrario será considerado un “fallo” del método. Así,
consideramos que la aproximación es aceptable si el
porcentaje de fallos es lo más cercano, pero menor, a
o - 5%.
b) Puesto que el método actual se usará cuando no sea
válido el método de 2?~ el porcentaje de fallos se
contabilizará en aquellas tablas en que suceda tal cosa.
Por todo ello, el proceso de obtención de resultados es el
siguiente:
<1) Se consideran las tablas posibles como la Tabla 1 de la
Introducción con
n=20(1)l00, 150, 200, 250, 300, 400 y 500
agrupadas en los intervalos y valores de n:
20—40; 41—60; 61—80; 81—100; 150; 200; 250; 300; 400; 500
seleccionando en cada grupo sólo aquellas tablas que no
verifiquen las condiciones de validez del test chi—
cuadrado (EcE~, de Tabla 17).
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(2) Para cada tabla se determina su P,, considerando en lo
que sigue sólo aquellas en que sea í0%~,=P~=l0%y agrupadas
en los intervalos de P~:
1%=P,=10%
(3) Anotar en cada tabla si el método falla o no, es decir si
P
0 verifica o no la <91), para cada una de las
combinaciones de n, y P~ y flg de colas.
<4) siendo K=a,/n en cada tabla, determinar un número K, tal









Esto garantiza que, para la combinación estudiada de n, P,
y n
0 de colas, más del 99.5% de las tablas que verifican
E<E, y K=K, no fallan y así, una tabla con a
1/n=K, se
entiende que tiene un marginal raro (a efectos de calcular
su P, a través de PB).
5.2.. selección de las constantes y discusión.
Bajo estos criterios, los resultados obtenidos se
presentan en la Tabla 20, en la cual aparecen los valores de K,
<en tantos por ciento) obtenidos en cada una de las situaciones
antes descritas. Los valores H aluden al tanto por mil de
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fallos reales para el valor K, indicado <siempre es HS50/00, por
definición) -
Tabla 20
Comportamiento de la aproximación binomial al test exacto de
Fisher (primera tabla para una cola; segunda tabla para dos)
para cada gama de valores del tamaño n de muestra <primera
columna) y del P-value 2, del test exacto de Fisher (segundo y
tercer encoluanado). En el cuadro se alude sólo a aquellas
tablas en que no es válida la aproximación chi—cuadrado <tablas
con E<E,, con E, los dados en la Tabla 17).
UNA COLA
1o/e=pr=100/o











——— ——— ——— 0.107 40.5 2.5
0.043 1.0 0.0 0.107 38.2 4.9
0.050 2.6 3.3. 0.111 56.2 4.4
0.042 2.2 0.0 0.111 70.5 5.0
0.033 3.4 0.0 0.113 90.7 3.9
0.055 12.5 5.0 0.110 95.4 2.8
0.056 15.7 3.1 0.104 97.0 3.3
0.057 18.4 2.2 0.090 95.7 4.7
0.043 14.1 0.0 0.062 85.6 3.4
0.034 11.2 0.0 0.050 81.4 3.7
DOS COLAS_____________________
1o/oo=p.<lo/o











——— ——— ——— 0.108 85.9 3.9
0.043 1.0 0.0 0.103 92.0 4.0
0.050 4.1 3.1 0.110 95.6 3.8
0.042 4.1 0.0 0.114 99.4 4.9
0.033 7.8 0.0 1.000 100.0 0.0
0.050 29.0 1.6 1.000 100.0 0.0
0.056 50.5 3.5 1.000 100.0 0.0
0.057 62.4 2.9 1.000 100.0 0.0
0.043 59.4 0.0 1.000 100.0 0.0
0.034 61.5 0.0 1.000 100.0 0.0
K,~Valor máximo de K=a,/n para que el test sea válido (a,
es el marginal más pequeño).
VB~
0/. de tablas que verifican la condición de validez
(K=K,).
fl~O/, de tablas que fallan de entre las que verifican
K=K,.
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Los valores VB aluden a la proporción de tablas, de entre
las que no le son aplicables el test 2? (E<CE,), que verifican
la actual condición de validez (K=K,),es decir, la proporción
de tablas en que podemos ahorrarnos realizar el test exacto de
Fisher gracias a la aproximación binomial actual.
Estos resultados prueban que cuando una tabla 2x2 no puede
analizarse por 2?~ en un gran porcentaje de ocasiones aún
pueden evitarse los cálculos del test exacto de Fisher mediante
el uso de la aproximación binomial, la cual es válida cuando
uno de los marginale es raro. El valor de tal porcentaje (VB)
llega a ser del 100% en el caso más habitual de todos (test de
dos colas, í%SP4íO%, n>l00) y así, en esa situación, nunca
seria preciso efectuar el test exacto de Fisher.
Lo que debe entenderse por un marginal raro (el máximo
valor K, de K=a,/n) no es algo fijo, sino que varia con las
condiciones previas. De un modo general, la condición es más
exigente en las significaciones altas que en las moderadas y en
los tests de una cola que en los de dos colas. Esta última
afirmación no se nota en el caso de las significaciones altas
porque la mayoría de las tablas implicadas sólo tienen una cola
de error (P1=0), pero si se advierte al observar que VB es más
grande en dos colas que en una.
De otro lado, la evolución de K, en función de n es
irregular, no siendo posible dar una regla fija. Excluyendo el
caso de significaciones moderadas y tests de dos colas, parece
que, desde un determinado n, el valor de 1<, decrece con el
aumento de n, y las ecuaciones que mejor se ajustan a esos
datos se dan en la Tabla 21- Naturalmente que las
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extrapolaciones a valores de n fuera del rango estudiado no
están garantizadas (ni, quizás, las interpolaciones), pero es
sintomático el buen ajuste que se aprecia y el que la forma de
la ecuación sea siempre la misma.
Los altos valores de VB y los bajos valores de K, son
explicables en base a que existe una relación entre K=a,/n, E
(mínima cantidad esperada) y n (tamaño de la muestra). Como el
test actual se aplica cuando no es válido el test chi—cuadrado
<E-CE,), y como es <por construcción) a,Sn,, entonces
4 =E=-ffi—~<E1 — K< E1 (93)
n n n
y así, valores pequeños de E, y grandes de n (como pasa en los
tests de dos colas) ocasionan que casi todas las tablas que
fallan tienen un valor K pequeño, el test binomial actúa bien
para ellas y, consiguientemente, V~ es grande. Además en la
Tabla 19 se vió que
1
con a,bctes — 1<-O si n-~ <94)
y así> 1<, debe tender a O conforme n aumenta, pero el valor VB
debe tender al 100%.
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Tabla 21
Condiciones genéricas de validez, en los grandes valores de n,

















P,~P—value para el test exacto de Fisher.
n~Tamaño de muestra.
KeFrecuencia del marginal más infrecuente.
r~Razón de correlación.
5.3. La versión chi—cuadrado para los casos raros-
En 2.2 de esta Capítulo se habló del caso general de los
“casos raros”, señalándose que sólo la situación de un marginal
raro tenía interés, y ello tanto desde el punto de vista de lo
cálculos como desde la perspectiva teórica. Es por ello que
anteriormente se ha analizado la aproximación H-B, pero no la
aproximación H-B-P-
Por otro lado, en dicha sección también se hablo de que
para grandes muestras los casos raros podían analizarse, al
menos teóricamente, a partir de unas modificaciones adecuadas
en el estadístico 2?~ lo que daba los estadísticos x~2 y Xc? —
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ver expresiones <16) y (23) — pero de ellos aún no hemos dicho
nada más. Este es el momento de abordarlos.
Antes que nada advertir que de tales estadísticos cabe la
posibilidad de dar versiones CON y SIN subíndice P, así como
que de ellos cabe obtener versiones con c.p.c. bajo los mismos
criterios de 3.3 de este capitulo, lo que da lugar a triplicar
el número total de métodos de chi—cuadrado <por ejemplo,
existirían los métodos xc?. x~2. x~2 x~t etc., con la misma
notación que antes).
Sin embargo,
— <P<x~) >P)~~) ><P<x2> <95)
y así los métodos procedentes de los raros son aún más
conservadores que los procedentes de ~. Como los métodos
óptimos C y Cl eran sólo conservadores, la conclusión es que
los métodos de chi—cuadrado “raros” no son de utilidad pues
darán lugar, bajo iguales condiciones, a valores más altos de
H0 (el % de fallos). Lo mismo sucede con el método 112, pero
ahora por un argumento empírico-
La conclusión es que la chi—cuadrado clásica (x2) tiene
“memoria” en el sentido de que aún cuando la hiperqeométrica se
aproxime a la binomial (o esta a la Poisson), y a través de
ellas a la normal, la distribución normal de llegada “recuerda”
cuales eran sus parámetros (media y varianza) de partida (los
de la hipergeométrica). De ahí que la expresión base
conveniente sea la 2?-
179
6. CONCLUSIONES.
A lo largo de este capitulo se ha abordado el problema de
cuál es el método asintótico más conveniente para analizar una
tabla 2x2 desde el punto de vista condicionado. La selección,
con tal fin, del clásico test de chi—cuadrado se ha hecho por
razones bibliográficas, pues está bastante demostrado que es el
mecanismo más cómodo y más adecuado a ese objetivo.
Sin embargo, también bibliográficamente, está bastante
clara la necesidad de dotar al test chi—cuadrado de una cp.c.,
y a tal efecto la literatura presenta un número limitado de
métodos, no clasificados de un modo lógico ni estudiados
exhaustivamente. Aquí se han solventado todos esos problemas,
al tiempo que se duplica con creces el número total de métodos
disponibles y se estudia detalladamnte su comportamiento,
señalando qué método es óptimo en función de n (tamaño de
muestra), el error objetivo, el n0 de colas del test y el valor
de E (la mínima cantidad esperada). Esto se dió en la Tabla 15.
Por otro lado un aspecto casi nulamente tratado en la
literatura es el de las condiciones de validez del test chi—
cuadrado. Aquí se ha probado que la condición clave es la
magnitud de E (lo que ya se conocía), pero que su valor mínimo
para que el test chi—cuadrado sea válido no es una constante,
sino que depende de n, del error objetivo, del n~ de colas y
del método empleado. En base a ello se ha propuesto el concepto
de que el test de chi—cuadrado idóneo es aquel que sea menos
exigente con E (el que más veces sea válido), y la selección se
dió en las Tablas 17 y 18.
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A nivel práctico, por tanto, las dos Tablas 15 y 17 (o 18)
pueden y deben usarse simultáneamente. Dada una tabla
experimental cualquiera, el investigador comenzará calculando
E=Min(a1,a2)xMin<n,,n2)/n, y, según que el test sea de una o dos
colas, según el valor de n y según el valor del error objetivo,
decidirá en base a la Tabla 17 (o 18) si el test chi-cuadrado
es o no válido. A continuación, la Tabla 15 le indicará el
método emplear y lo que puede esperar de él en cuanto al tipo
de fallos; en todo caso, los valores de la Tabla 18 son valores
mínimos en cuanto a la actuación del test.
Una aportación práctica de interés es lo que hemos dado en
llamar los métodos raros. Aquí se ha probado que cuando el test
chi—cuadrado no es válido ello es por causa de que cuenta con
un marginal “raro” o poco frecuente, y que, cuando esto es así,
resulta posible obviar la determinación del P—value exacto
mediante el recurso de la aproximación binomial a la
hipergeométrica. Las condiciones de validez de tal aproximación
(lo que se entiende por un marginal raro) se dieron en las
Tablas 20 y 21.
No viene mal dar un cuadro genérico de actuación que nos
indique dónde acudir a la hora de analizar una Tabla 2x2. Esto
se hace en la Tabla 22- Se observa que, aún estando de acuerdo
en obtener un valor aproximado de P7, hay una ocasión en que
ello no es posible <cuando sean E<E, y K=Min(a1,n1)/n>K,), por




Método a seguir para analizar una tabla 2x2.
Condiciones Test a aplicar
E=E.
Test chi—cuadrado:Los valores de E, se dan en
las Tablas 17 y 19, el test aconsejado en la
Tabla 15, y la forma del mismo se encuentra en
3.3.2 del Cap. II
E<E,
IC=K,
Aproximación >ainomial:Los valores de K, se dan
en las Tablas 17 y 18, y la forma del test
aconsejado es la indicada en 2.2.2 del Cap. II.
E<E,
K>K,
Test exacto de Fisher:La forma del test
aconsejado es la indicada en 2.2 o en 2.3.2 del
Cap. 1. Si esfactible usar la Tabla 1.
E~Minima cantidad esperada.
K~Frecuencia del marginal menos frecuente.
neTamaño de muestra.
El porcentaje de veces, V~ en que ello es preciso (para
cada valor de n) aparece en la Tabla 23. Si V~ es la frecuencia
de veces que se verifica la condición E=E,(con E, dados en la
Tabla 17) y si VB son los valores indicados en la Tabla 20 (en
tantos por uno), entonces (l—VC)(1—VB) es la frecuencia y, de
veces en que habrá de aplicarse el test exacto de Fisher, lo
que da los valores de la Tabla 23. Se observa que dicho test no
será preciso realizarlo casi nunca en los casos más frecuentes
de n=l00 y significaciones usuales.
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Tabla 23
Porcentaje de veces <Vr) en que es preciso aplicar el test
exacto de Fisher, en función del tamaño (n) de muestra, del
P—value exacto <P,,) y del número de colas <1 o 2) del test-
























































Finalmente en el capitulo se han abordado dos temas
tangenciales. Por un lado se ha mejorado el tratamiento
asintótico del test de las rachas (apartado 4.3). Por otro, se
ha listado determinadas equivalencias existentes entre diversos
tests estadísticos (Student, Wilcoxon, Spearman ) y los
tests 2? de este capitulo, al tiempo que se demuestran otras
nuevas -
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se mS — *5 te nS 5555
11-460)11.
GE TUL iic TAILS
al xi 10* St 1* lot 5* 1%
te te en 5555*55 5* te
19 7 2324-- 2425—- 13 2 151721 161821 4 0 202431 242431
825 3 192125202225 1 313439 313439
204 202020 202020 4 232528 242528 2 4042-- 4042--
5 202021 202021 5 262831 272832 5 0 172027 192327
6 202123 202124 6 2931-- 3032-- 1 273035 283)35
7 2223—— 2324—— 14 0 141414 141414 2 353141 353741
824 1 141416 141417 341——-- 41——-
21 5 212121 212121 2 141620 151720 6 0 141824 162024
6 212122 212123 3 182023 202124 1 232632 242132
7 2122-- 2123-- 4 212326232527 2 3)3331 313337
823---- —---- 5 252629 262729 3 3739-- 3139--
225222222222222 62829-- 2930-- 70131521141722
6 222222 222222 1 31—--- 31---- 1 202329 222429
12222-- 2222-- 150151515151515 2273034283)34
822—-—— ————— 1 151515 151515 3333539333639
2 151518 151619 438—-—— 38——-
11—45 3 171922 182023 8 0 111419 121521
tstenc*5tstst*555 4202225212326 1182126212226
1 0 4143— 4143-- 5 232528 252528 2 242731 262831
‘2 0 313541 313541 6 262830 2828—- 3 3)3236 313236
143---- 43---- 72930-- 30-.-- 43537-- 3537--
3 0 242835 242835 16 1 161616 161616 9 0 101217 111318
1 363942 353942 2 161617 161618 1 161924 182124
4 0 202330 232330 3 161721 111922 2 222529 242629
1 313438 313438 4 192024 202224 3 272933 293)33
2 3941-- 3941-- 5 222326 232427 4 323437 333437
5 0 162026 182226 6 252629 2621,29 5 35---- 36—--
1 262934 282934 7 2729-- 29---- 100 101116 101211
2 343640 343640 11 1 171717 111717 1 151122 171923
340———— 40-——— 2 171717 171717 2202221 212427
60 141723 161923 3 171119 171820 3 252731 262831
1 232631 232131 4 181922 192023 4 293135 303235
2 303237 313231 5 212225 222326 5 3335-- 3435--
3 3638-- 3538-- 6 232528 242628 11 0 111114 111115
7 0 121521 131722 7 2621-— 2728—— 1 141620 151721
1 202328 222328 8 28 2 182125 192126
2 262933 212933 18 2 181818 181818 3 232529 242630
3 323438 333438 3 181818 181819 4 272933 283)33
4 37--.- 37---- 4 181821 181922 5 3133-- 3234--
8 0 111319 121520 5 192124 202224 6 35
1 182025 202226 6 222326 232427 12 0 121213 121214
2 242631 262731 7 2526-— 2627—- 1 131519 141620
3 293135 3)3135 8 27 2 171923 182024
4 3436—— 3436—- 19 3 191919 191919 3 212327 222421
9 0 101217 111318 4 191920 191921 4 252731 262731
1 161923 182023 5 192023 192123 5 293134 293134
2222428232628 6212225222325 63234-- 33----
3 272933 282933 7 2325—— 2425—- 13 0 131313 131313
4 313336 323336 8 26 1 131417 131518
535---- 36---- 203202020202020 2161822171822
100 101115 101216 4 202020 202020 3 202225 212326
1 151121 161822 5 202021 202022 4 232529 252629
2 202226 212327 6 202124 212224 5 272932 282932
3242630 252830 7 2224-- 2324—- 6 3)32-— 3132--
42931343)3134 824----25---- 733
5 3334—- 3434—— 21 4 212121 212121 14 0 141414 141414
110111114111115 5212121212121 1141416141417
1 131520 151721 6 212123 212123 2 151720 151721
2 182024 192125 7 2122—- 2223-— 3 182024 202224
3 222428232529 823---- 24---- 4 222427 242527
4262832212932 225222222222222 5252730272830
5 3032-- 3133-- 6 222222 222222 6 2830-- 293)--
634—--- ——--- 7 2222-— 2222-— 7 31—-—- 32——-
‘12 0 121213 121214 8 22—--- 23—--- 15 0 151515 151515
1 121418 141519 1 151515 151516
2 111923 171923 11—46 2 151619 151620
3 212326 222327 ~ 3 111922 192024
4242630252130 104244.- 4244-— 4202226222426
5 283033 293133 2 0 323641 323641 5 242528252129
63233-- 32---- 144---- 44---- 6272831 282931
13 0 131313 131313 3 0 252936 252936 7 3)31-- 3031—-
1 131317 131418 1 314043 374043 16 1 161616 161616
N-460)<T.
(YE ¡ML ‘TiC TAILS
al xl 10* 5* 1*10* 5% 1%
55 te nc *5 55 ces te 55




6 2527 30 26 28 30
7 2829-- 293)--








18 2 181818 181818
3 181819 181820
4 181922 152022




19 2 19 19 19 19 19 19
3 19 19 19 19 19 19
4 191921 191921
6 19 20 23 20 21 24
6 21 23 26 22 24 26
7 2425-- 2526--
826---- 27—--
20 3 20 20 20 20 20 20





21 4 21 21 21 21 21 21
5 2121 21 2121 21
6 2121 23 212124
7 222325 2224——
8 2425-- 25--—-
22 5 222222 222222
6 222222 222222
7 2222 24 22 22 ——
8 2324-- 24----




te e etc 55 se nc
1 0 4345—- 43
2 0 32 37 42 32
1 45—--- 45
3 0 253037 25
1 384144 38
4 0 20 24 32 24
132354032
2 4043—- 40




6 0 151824 16
1 242732 24
2 31 34 38 32
3 3840—- 38
1 0 131622 14






















































































































































































































































mulCAd. REGIGG FUi FIStOS EXC TEST PM. 1
PI - 41 CQdT.
GE TUL TIC TAILS
al xl 10*5% 1*10% 5*1*
ve se vn 55 *5 vn 5* ce





19 2 19 19 19 19 19 19
3 19 19 19 19 19 19
4 191921 191922




20 3 202020 202020
4 202020 202020
5 202023 202023
6 21 22 25 22 23 25
7 232527 2425—-
82627-- 26----
21 4 21 21 21 2121 21
5 21 21 22 21 21 22
6 21 2124 2122 24
7 22 24 26 23 24 26
8 2426—- 2526--
22 5 22 22 22 22 22 22
6 22 22 23 22 22 23
7 222325 222325
8 2325-- 2425--




9 24 -- -- — -- --
14-48
*5 cS en tc ve 555 st te
1 04446—— 4446——




4 0 212532 252532
1 333641 333641
2 4143—- 4143—-
5 0 1121 28 20 24 28
1 283137 293137
2 363943 323943
3 43 —— —— 43 —- —-




1 0 131622 141823
1 212430232530
2 283136 293136







9 0 10 1318 1114 19
1 172025 192225




10 0 lO 1216 10 1217
1 161823 172025
















































































5% 1% lot 5% 1*














32 35 31 33 35
35—- 3536—.
13 13 13 1314






14 14 14 14 14





31 34 31 32 ——
34--33----
15 15 15 1515
15 16 15 15 16






16 16 16 16 16
16 16 16 16 16
16 19 16 17 20
1922 182023
2225 212326

















19 19 19 19 19
19 19 19 19 19
1922 191922




20 20 20 20 20
2021 202021
11.48(71(1.
GE TUL nc TA1LS
al xl 10% 5*1* lot 5*1%
****5*5 — st *5
205202023202123
6 21 23 26 22 23 26
7 24 25 28 25 26 28
8 2628-- 2728--
9 28






22 4 22 22 22 22 22 22
5 22 22 22 2222 22









24 6 24 24 24 24 24 24
7 242424 242424
8 24 24 —— 24 24 —-
9 24
PI — 49
st te tse te es 55* st ce
1 0 4547—- 4547——
2 0 343844 343844
1 47———- 47———
3 0 26 31 38 26 31 38
1 404246 404246
4 0 21 26 33 25 26 33
1 33 37 42 33 37 42
2 4244-- 4244--
























10 0 10 12 17 10 13 18
1 161823 182025
2 21 24 29 23 25 29
3 26 29 33 21 3) 33
4 31 33 31 32 34 37
53238-- 3738--
11 0 111115 111216
1 151722 161823
2 20 2227 21 2327
3 242731 252732
4293135293235
PI • 49 0)41.
GE TUL lic TAILS
al xl 10% 5* 1*10* 5*1%
5555 55*55555*5 *5 te
11 5333538343238
637-.—- 38——-



















4 23 25 29 25 27 29
5 272932 293032
6 30 32 35 32 33 --
7 3335-- 34---
15 0 15 15 15 15 1515
1 15 15 16 15 15 11
2 151720 161822
3 182024 202225




16 0 161616 161616
1 16 16 16 16 16 16
2 16 16 19 16 1120
3 171923 192023
4 212226 222321









6 25 27 30 26 28 31
7 2830-- 2931--
831--,- 32----
18 1 18 18 18 18 18 18
2 18 18 18 18 18 18
3 181820 181821
4 182023 202124
5 21 23 26 22 24 26
6 24 26 29 25 26 29
7 272831 2829--
82931-- 30—--
19 2 19 19 19 19 19 19
3 191919 191920
4 191922 192022






















































































5* 1*10% 5* 1%
te es sss se es
21 21 2121 21
21 21 2121 21
2123 212123











23 23 23 23 23












31 39 2731 39
43 47 40 43 47
2634 262634
3143343743





































36 39 35 3739
39-- 3939--
‘1-










12 0 12 12 15 12 12 15
1 141620 151721
2192125202226




13 0 13 13 14 13 13 16
1 131519 141620
2 171924 182024





14 0 14 14 14 14 14 15







15 0 15 16 15 15 15 16
1 151517 151517
2 151721 161922
3 19 21 25 20 22 26
4 22 24 28 24 26 29
5 262631 272932
6 29 31 34 31 32 34
7 3234-- 3434--
8 35
16 0 16 16 16 16 16 16
1 16 16 16 16 16 16
2 161620 161821
3 182023 192124
4 2123 26 22 24 27




17 1 171717 171711
2 17 1718 1717 20
3 171822 182023
4 20 22 25 21 23 26




18 1 181818 181818




6 25 26 29 26 27 30
7 212932 283032
8 3032-- 3132--
19 2 19 29 19 19 19 19
3 191920 191920
4 19 19 23 19 20 23
5 21 22 25 2223 26






5 20 2124 2122 25




GE TUL liC TAILS
al xl 1(~ St 1* 1~ St 1%
** fl *99 *** *99 *9 99
21 3 21 2121 212121
4 21 21 21 21 2121
5 21 21 23 2121 24




22 4 222222 222222
5 222222 222223












25 6 252525 252525





Potencias medias de las distintas reglas de desempates del
métodos H (primera fila) para diversos n (primera columna) en
los intervalos de a 0%-it (primera tabla), 1%—St (segunda
tabla) y 5%—lot (tercera tabla).
0% — 1%


















































































Potencias medias de las distintas reglas de desempate del
método D (primera fila) para diversos tamaños de muestra n
(primera columna) en los intervalos de a O%—l% (primera tabla),
1%—5% (segunda tabla) y 5%—1O% (tercera tabla).
0% — 1%



































































Potencias medias de las distintas reglas de desempate del
método R (primera fila) para diversos tamaños de muestra n
(primera columna) en los intervalos de a 0%—l% (primera tabla),
1%—5% (segunda tabla) y 5%-10% (tercera tabla).
0% — 1%



































































Potencias medias de las distintas reglas de desempate del
método o (primera fila) para diversos tamaños de muestra n
(primera columna) en los intervalos de a O%—l% (primera tabla),
1%—5% (segunda tabla) y 5%—lO% (tercera tabla).
0% — 1%



































































Valores de N, E’, ir y ir (los tres últimos en 0/) para los
tamaños y métodos (primera fila) y los valores de P,, (primera
columna) que se indican. En la cabecera se especifica si el test
es de 1 6 2 colas.(Para todos los valores de E).
st: auu::::3::z:,2:;;fls:::z.
QUE TAIL
5 5 :5: —:5:3
20—40 14
U 14+ 14— No 14+ 14- Mc 14+ 14— 140
.0O1-.01 2029 142 94 236 86 125 211 819 0 819
.01—.05 2296 12 68 80 0 122 122 696 0 696
.05—. lO 1405 1 33 35 0 226 226 775 0 775
.OOI—.10 5729 55 69 124 30 149 179 759 0 759
41- 60 14 C II
U 14’ 14— Ho 14. 14- Ho 14, 14— Ho
.0O1-.OI 7971 158 89 226 114 107 221 511 2 513
.01-.05 9385 50 49 99 7 87 94 361 0 361
.05-. lO 4969 8 24 32 0 142 142 419 0 419
.001-JO 21225 73 58 131 46 107 153 431 1 432
61-80 14 C II
U 4+ 14— Ha 14+ 14— 140 14+ 14— >40
.001-01 19772 134 80 214 115 95 210 361 4 364
.01-.05 19774 51 4k 92 17 70 97 253 0 253
.05—JO 11286 12 19 31 0 lOo 100 281 0 281
.001..1O 50932 74 51 126 52 86 138 301 1 303
81-100 14 c II
U 14+ 14— Ha 14+ 14— Mc 14+ 14. >40
.001-.01 39446 129 74 202 114 86 200 296 6 302
.01-.O5 37696 44 35 79 21 57 78 197 0 197
.05—.1O 21132 ¡3 15 28 0 78 78 211 0 211
.001- .10 97264 71 46 117 53 73 126 239 2 242
150-150 4 C
U 14 14~ Ho 14+ 14 Ho 14+ 14— >40
.001-.O1 7211 112 61 173 103 69 172 209 10 218
.01-.05 6139 56 25 61 24 39 63 120 0 120
.05—.10 3766 11 10 21 0 47 47 118 0 119
.001-.10 17123 62 36 99 51 53 104 156 4 160
200-200 14 C M
• 14+ 14— Mc 1$’ 14— 140 14+ 14. Ma
.001-.01 15259 102 53 155 95 59 153 173 11 185
.01-.05 14231 33 20 53 22 31 53 92 0 92
.05-.10 7794 ¡0 8 II 1 34 35 93 0 93
.001—.10 37211 57 31 88 47 43 90 124 5 128
—
2*250 14 C M
• 14+ 14- Ho 14+ 14— No 14+ lE— Ma
.001-Sl 27122 94 47 142 97 52 139 151 12 163
.0i—.05 25087 29 17 46 19 25 45 16 0 76
.0S—.10 13628 9 6 16 2 27 29 65 0 65
.00l-.10 65836 52 27 79 44 37 80 104 5 109
300-300 14 C
• 14. 14— Ho 14+ 14- l4@ 11+ 14 140
.001-01 43262 86 43 129 II 47 127 134 12 146
.01-05 39763 26 14 40 18 22 39 64 0 64
.O5-.10 21540 8 6 ¡3 2 22 23 52 0 52




20— 40 142~Aantel £2
14 H+ 14- Ho >4+ 14— Ho >4+ H— Ho
.001-.01 1901 124 100 225 58 134 192 851 0 651
.01-.O5 2080 0 15 75 0 135 135 886 0 BBS
.05—. 10 1204 0 39 39 0 264 264 994 0 994
.OOi-.10 5165 46 76 122 21 165 186 699 0 899




14+ 14— Ho >4+ Ho 14+ 14- Ho
341 43 384 266 322 724 0 724
291 20 311 214 43 251 575 3 579
269 4? 316 206 60 266 522 23 545
304 35 339 231 52 283 618 7 624
41-60 >42!Nantel £2 112
N >4+ 4- >40 >4+ >4~ No >4+ >4- Ho
.001-.01 7484 103 94 197 68 113 181 66? 2 669
.01-.05 7584 3 54 57 0 96 96 535 0 535
.05—.10 4215 0 28 26 0 163 163 771 0 771





>4+ >40 14+ >4— Ho 14+ >4— No
213 251 166 49 215 559 0 559
191 11 203 142 26 168 367 0 387
183 15 198 148 23 170 353 5 358
198 22 220 153 34 187 446 1 447
61- 80 >42¡Mantel 02 112
14 >4+ >4— Ho >4+ >4— Ho 14+ >4- Ha
16481 64 85 169 63 101 164 491 4 495
17808 6 46 52 0 78 79 367 0 367
9874 0 22 22 0 114 114 525 0 525
46163 36 56 92 25 95 120 451 2 452
01¡Conover Ml
14+ Ho >4+ >4— No
142 176 108 42 150
139 148 101 20 121
139 147 115 13 129
140 159 101 27 134
HiEHaber
14— >4+ >4- No
34 426 O 426
9 280 0 280
9 249 2 251
19 332 1 332
£2 112
14+ 14— Nt >4—
81-100 >42flantel
lE >4~ 14- Ho 14a Ho
.001-01 36167 73 78 151 56 91 147 364 6 370
.01-.05 33924 5 38 44 0 63 63 262 0 262
.05-.10 18196 0 17 17 0 90 90 379 0 379
.001-.10 66287 32 50 62 23 90 103 328 3 330






>4+ No Nf >40 >4+ >4- Ho
99 30 129 78 115 330 1 330
107 7 114 76 16 93 220 0 220
112 5 117 93 9 103 192 1 193






150—150 >4flflantel 02 112






.001—.0I 6811 64 36 74 110 196 10 - 207
.O1-.05 6207 26 0 43 43 133 0 133
.05-JO 3226 0 12 12 0 55 55 205 0 205
.001-. 10 16244 20 40 60 15 56 73 174 4 176
HíEHaer 01!Conover Mí
>4+ >4- Ho >4+ >4- Ho >4* H~ Ho
48 23 72 41 27 68 175 1 176
58 5 63 41 10 51 133 0 133
67 2 69 57 5 62 114 0 114
56 12 68 44 16 60 147 1 147
200-200 82!Mantel 02 112
14 >4+ >4— Ho >4+ >4— Ho >4+ >4— Ho
.001-.01 14362 34 56 90 27 62 89 134 12 146
.01-05 12961 4 22 26 0 34 34 93 0 93
.05-. 10 6684 0 9 9 0 39 39 143 0 143
.001-10 34007 16 34 50 11 47 58 120 5 125
NH>4aber MI
>4- Ho >4+ 40 >4* >4-
19 52 27 50 107 2





50 2 51 42 3 46 85 0 85
39 10 49 31 13 44 99 1 99
>42ffiantel 02 112
>4+ 14- >40 >4+ >4— Ho 8+ >4-
27 50 77 21 55 76 102 13
0 29 28 67 0
o 31 31 109 0
9 40 49 90 5
u Ho
.001-.01 25564 115
.01-.05 22712 4 18 22 67
.05-.10 11928 1 7 9 109





14+ Ho 14+ 8— Ho >4+ >4- Ho
24 17 41 20 20 40 73 2 75
31 3 34 22 6 28 75 0 75
39 1 40 33 2 36 63 0 63






U 14+ Ha 14+ ¡4— No >4+ No
.001-Al 40991 21 66 16 50 66 79 13 92
.O1-.05 36101 3 16 18 0 24 24 53 0 53
.05-10 18634 1 6 8 0 25 25 86 0 86
.001-10 95626 10 26 37 7 35 42 71 6 76
NIiI4aber CI¡Concver 111
14— Ho ¡4+ 14— >4 >4.
15 33 15 II 54 2
14+ ¡4o Ho
18 32 56
24 2 27 17 5 22 61 0 61
32 1 33 27 2 29 52 0 52






Tablas VII, VIII y IX
Valores de N, ir, ir y ir (los tres últimos en 0/) para los
valores de E indicados (primera fila) y en los tamaños y métodos
(segunda fila) y valores de P, (primera columna) que se indican.
En la cabecera se específica si el test es de 1 6 2 colas. Los
valores EX aluden a los siguientes intervalos para E:
E1= Oal.5 ,, E4=3.5a4.5 ,, E7=1O.5a15.5
E2=l.5a2.5 ,, ES=4.5a6.5 ,, EB=15.Ba e
E3=2.5a3.5 ,, E6=6..5a10.5
Los valores 11K aluden a los siguientes intervalos para n:
1(1=2Da 60 ,, 33=15Oy200
































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































>4+ >4- Ho >4+
O 272 212 216
IB lO 25 510
O 20 23 624








































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Sl-IDO ¡<2 C2 12
¡4 >4+ >4- Ho >4* >4- Ho >4+ >4- Ho
AOl-al ¡¿942 0 759 759 0 829 829 952 60 292
.0l-.05 5345 0 397 397 0 652 652 452 0 452
05-lO 3385 0 56 156 0 803 905 188 0 788
.001-. ¡0 >3652 0 469 469 0 154 154 426 22 1.148
fil CI II
>4+ >4- Ho >4~ >4- Ho H~ >4- Ho
83 3t6 1429 45 428 413 7142 5 7146
448 75 523 252 167 1419 1000 ¶000
922 141 963 155 78 832 1000 0 1000
433 lEE 598 309 21.0 541 901 2 909
E2-2
61-lOO ¡42 £2 ff2
¡4 >4+ >4- Ho >4~ >4- Ho >4~ H- Ho
.009-01 3951 0 18£ 980 0 272 2?2 216 0 216
.01-OS 3115 0 0 0 0 9’. II. 396 0 316
05— .90 21499 0 0 (1 0 23 23 884 0 88’.
039-. 90 9325 0 52 62 (1 ¶05 ¶05 429 0 1.25
Hl CI Mt
>4+ >4- Ho >4~ >4- Ho >4- Ho
322 0 322 264 0 264 566 0 966
136 £ 138 640 0 640 896 0 896
120 ¶6 936 IZO 16 136 ‘.95 IB Sil
436 4 ¿40 377 ¿ $81 896 4 920
[3-2
61-IDO 5<2 £2 El
¡4 >4* >4- Ho >4+ >4- Ho H+ >4- Ho
CCI- .09 3565 ¶32 23 155 98 55 53 329 0 329
.01-05 4879 56 0 56 0 0 0 187 0 187
OS-JO 2552 0 0 0 0 0 3 9000 0 9000
oh-. ¶0 >0988 68 2 15 32 18 50 688 0 686
fil CI El
>4+ >4- Ho >4~ >4- Ho >4* >4- Ho
MS 0 1415 381 0 381 960 3 960
997 0 191 138 0 138 509 0 509
o O O O O a 229 0 229
242 0 242 íaí 0 981 590 0 590
EA —2
II-IDO H2 £2 U?
u >4* >4- Ho >4+ >4- Ho >4* >4— Ho
,oaí- ci 4848 346 0 345 278 0 219 699 0 619
01-05 14262 3 0 3 0 0 0 194 0 794
.05-lO 2290 0 0 0 0 0 0 913 0 973
.001-. lO 191400 48 0 948 lIS 0 199 156 0 756
Hl Cl II
>4+ >4- Ho >4* ¡4- Ho >4+ >4- Ho
395 0 395 301 0 301 7814 0 16’.
O 0 0 0 0 0 987 981
a o o 0 0 (1 228 0 228































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Valores de N, iÚ, ir y ir’ (los tres últimos en O/~~,) para los
tamaños y métodos con versión (n) o (n—l) (primera fila) y los
valores de P, (primera columna) que se indican. En la cabecera









• 14+ 140 14+ ¡40
001-.O1 2029 142 236 225 301
.01—AS 2296 12 68 90 83 Sl 134
.05—JO 1405 1 33 35 19 23 42
.0Ol—.10 5729 55 69 124 117 53 171
41- 60 14!Vates(NI Nflatn<ff—1l
• 14+ 14— No 144- 14— No
.0Ol-.01 7971 139 89 226 184 76 260
.01—.05 9385 50 49 99 75 42 117
.05-JO 4869 8 24 32 20 17 37
.001—JO 21225 73 58 131 103 49 152
61— 90 14;Yatn(PI> 14!Yatn(N—1>
14 14+ 14— 140 ‘4. 14— 140
0Ol—.O1 19772 134 80 214 166 72 238
.01-.05 19774 51 41 92 60 37 97
05—.10 11296 12 19 31 19 15 33
00í-.1O 50832 74 51 126 92 46 139
81100 NaYates(M> 14~at.s(N-I>
14 144- 14- 14o ‘4+ ‘4— No
129 74 202 151 67 219
44 35 79 52 32 84
.001-SI 38446
.O1-.05 37696
.05—JO 21132 13 15 28 17 12 29
.001-JO 97264 71 46 117 94 42 125
150—150 NaYatasIN> NiYatnIN-1)
¡ 14- 140 14+ ‘4— No
.O01—.01 7218 112 61 173 125 57 182
.O1-.05 6939 36 25 61 42 23 65
.05—JO 3766 11 10 21 12 9 22
00I—.1O 17823 62 36 98 69 34 103
200—200 HflatnCN> ‘4iYatn(M—1>
14 14+ 14— No ‘4+ 14- Mc
001-.01 15259 102 53 155 110 50 160
.01-.05 14239 33 20 53 36 19 55
.05-.10 7784 10 8 19 11 7 19





• >4+ Ha 14. Ho
.0O1—.01 27121 94 47 142 99 145
.01-.O5 25097 29 17 46 30 46
.05—JO 13628 9 6 16 10 6 16
.001-10 65836 52 27 79 55 26 90
300—300 NUat.,(M> ‘4flatn<N-1j
• >4 14— Ma >4+ 14- 14a
.001-51 43262 86 43 129 90 41 132
.01t05 39763 26 14 40 27 14 40
.05—10 21540 8 6 13 9 5 14
.001-.1O 104565 47 24 71 49 23 73
7MO TAILS
>42 iMan te II N—ll
Ho
354
lE >4+ Ho >44- >4—
.001—.01 1901 124 225 273 61
.0í—.05 2080 0 75 63 56 119
.05-.10 1204 0 39 39 31 27 58
001—.10 5195 46 76 122 132 59 191
41- 60 >420ManteilN> >42aManteI(M-1l
lE >4+ >4— Ho >4+ >4— >40
AOl-Al 7484 103 94 197 172 81 253
.01-AS 7584 3 54 57 27 46 73
.05-.10 4215 0 28 28 15 20 35
AOl-. 10 19283 41 64 105 81 54 135
61- 80 N2aMantel(H> >42!Mantel(N—1)
II 14+ >4- Ho >44- >4— Ho
001-.01 18481 84 85 169 125 77 202
.01-AS 17808 6 46 52 19 41 60
.05-.10 9874 0 22 22 11 17 28
.001-JO 46163 36 56 92 59 50 110
81-100 >42!Mantel(M> >42!Manteh(M—1>
>1 >4+ 14- Ho >4+ N— No
.001-51 36167 73 78 151 100 72 172
.01-.05 33924 5 39 44 13 36 48
.05-.10 18196 0 17 17 5 14 19
001-JO 88287 32 50 92 47 46 93
150-150 >42aManteI(Si> >42¡Mantel(M—1)
lE <4+ >4— Ho <4+ >4- No
AOI-.01 6811 45 64 109 57 60 117
.01-.05 6207 5 28 32 9 25 34
55—JO 3226 0 12 12 0 11 11
501-JO 16244 20 40 60 27 37 64
200—200 N2iNantel(M> N2iManteI(M—1>
lE ¡44 >4- No 14+ >4— Ho
SOl— 01 14362 34 56 90 39 54 93
.01-.05 12961 4 22 26 7 21 28
.05-JO 6684 0 9 9 0 9 9
0O1-.IO 34007 16 34 50 19 32 52
250-250 142!Mantel(MI N2!Nantel<M-1)
M ¡4+ H— No >4+ N— >4o
.001-.O1 25584 27 50 77 30 49 79
O1-.05 22712 4 18 22 5 19 23
.05-JO 11929 1 7 9 2 7 8
.001—. 10 60224 13 30 43 15 28 45
300—300 N2!Mantel(M) H2ffianteI<ff—1)
II >44 >4- No N+ <4— Ifa
.O01—.O1 40891 21 45 66 23 44 67
.01-.05 36101 3 16 18 4 15 19
.05—.10 19654 1 6 8 2 6 8
.001—. 10 95626 10 26 37 12 26 37






Valores de N, H, ir y H0 (los tres últimos en 0/) para lostamaños y métodos (primera fila) y los valores de P~ (primera
columna) que se indican. En la cabecera se especifica si el test
es de 1 .5 2 colas. (Para valores de E?5).
OlEE AIL E35
20— 40 14 C 11
lE 14, 14- Ho 14+ 14- Ho 14. Ho
.DOI-.O1 508 22 O 22 0 3 0 S86 0 866
.OI-.O5 462 3 0 0 0 0 0 303 3 303
AS-JO 251 0 0 0 0 a 0 259 0 259
.001-JO 1221 9 0 9 0 0 O 536 0 536
41- 60 >4 C
lE >4~ 14— >4o 144 14- Ho 144 >4- ‘Ho
.001-.O1 975 68 0 66 36 0 38 538 0 538
01-.05 3711 0 0 0 0 0 0 98 0 96
.05-JO 1987 0 0 0 0 0 0 28 0 28
AOl-. 10 9673 28 0 28 16 0 16 265 0 265
Sí— 60 >4 C
1< 14+ 14- Ho 14, 14— >4d 14+ 14— 140
.001-Al 12577 88 0 88 63 0 63 344 0 344
AI-.05 11525 0 0 0 0 0 0 13 0 73
.05-JO 6252 0 0 0 0 0 0 21 0 21
.001-. lO 30354 36 0 36 26 0 26 175 0 175
8í—íoo >4 0 11
lE 14~ 14- Ho >4+ 14— Ho >4+ 14— Mc
.001-Al 27647 97 0 97 78 0 18 274 0 274
.0l-.05 25585 3 0 3 0 0 0 63 0 63
AS-JO 13672 0 0 0 O 0 0 23 0 23
AOI—.10 66704 41 0 41 32 0 32 142 0 142
¡so-isa ‘4 C 11
lE 14+ 14- 140 14, 14— No 14, 14— Ho
AOI-.O1 6031 98 0 98 87 0 87 194 0 194
AI-.05 5539 8 0 8 4 0 4 49 0 49
.05-.10 2983 O 0 0 0 0 0 20 0 20
.001-. 10 14553 43 0 43 37 0 38 103 0 103
200—200 14 0 11
U 14~ 14— Nc 14’ 14— No 14+ 14— Mc
.OO1-.OI 13465 92 2 94 84 3 87 162 0 162
.Ol-.05 12258 9 0 9 6 0 6 42 0 42
.05-JO 6602 0 0 0 0 0 0 17 0 17
3 501-.1032325 42 1 43 37 1 38 97 0 87
250-2S0 14 C 11
• 14, 14 14g 14. 14- No >4+ 140
.0Ol-.01. 24639 86 4 90 79 5 84 141 0 141
.01-.0S 22384 9 0 9 6 0 6 38 0 38
.05—JO 12016 o 0 0 0 0 0 14 0 14
.001-.10 59039 39 2 41 35 2 37 76 0 76
300-300 14 0 11
lE 14+ 14— >40 14+ 14— Ho 14+ 14- No
00I-.01 40079 80 5 86 74 7 81 126 0 126
.01-.05 36301 9 0 9 6 0 6 34 0 34
.05—.10 19483 0 0 0 0 0 0 12 0 12
.001-JO 95863 37 2 39 33 3 36 68 0 68
SL
TW0 TAILS
20— 40 - >42SManteI £2
14 >4+ >4— Ho >4+ ‘d- ‘Ho 4+ H— ‘Ho
.001—Al 478 25 0 25 0 0 0 1000 0 1000
.01—AS 433 0 0 0 0 0 0 866 0 868
.05-10 230 0 0 0 0 0 0 970 0 970
AOl-JO 1141 11 0 11 0 0 0 944 0 944
H15>4aber CIsConover MI
>44 ~¡- Ho 8’ >4— Ho >4’ 4- No
10 0 10 0 0 0 372 0 372
o o O 0 0 0 196 0 196
0 4 4 0 4 4 248 4 252
4 1 5 0 1 1 280 0 281
41- 60 >42aIlanteí £2 112
14 >4. >4— Ho >4+ 14— Ho >4+ 14— Ho
AOI-.01 3754 43 0 43 19 0 19 832 0 932
.01-.05 3294 0 0 0 0 0 0 287 0 287
.05-JO 1714 0 0 0 0 0 0 491 0 491
.001-.10 8762 18 0 18 8 0 8 561 0 561





14+ >4- Ho >4+ Ho >4+ No
15 0 15 10 0 10 245 245
0 0 0 0 0 0 49 0 49
o o 0 0 0 0 80 0 80




14 >4+ 140 >4+ 14— Ho >4+ >4- >40
Aol-Al 11854 - 53 53 38 0 38 557 0 557
.01-AS 10488 0 0 0 0 0 0 186 0 196
05-.1O 5488 0 0 0 0 0 0 212 0 212
.001-. 10 27830 23 0 23 16 0 16 349 0 349
Níjilaber CíConover 111
>4- Ho 14+ >4— No >4+ >4—
O 32 25 0 25 179 0
O 0 0 0 0 22 0
O 0 0 0 0 24 0









M 14+ Ho 14+ <4— No N+ >4o
.001-.01 26248 54 0 54 40 0 40 382 382
.01-AS 23051 0 0 0 0 0 0 115 0 115
.05-JO 11956 0 0 0 0 0 0 112 0 112
001-JO 61255 23 0 23 17 0 17 229 0 229
¡4i!Haber C1!Ccncve~ Ml
<4- No >4+ <4— Ho >4+
0 29 24 0 24 141 0
o 0 0 0 0 12 0
o 0 0 0 0 13 0









150—150 >42CManteI C2 M2
5< >4+ >4- Ho >4+ i~- >4o >4+ >4- Ho
.001-Al 5738 36 0 36 29 1 30 193 0 1~3
.01-.05 5022 0 0 0 0 0 0 43 O 43
.05-.10 2574 0 0 0 O 0 0 47 0 4?
.0O1-.10 13334 16 0 16 13 0 13 108 0 108
>41!Haber C1!Conover MI
Ho H+ >4- >40 >4+ >4- Ho
19 0 19 17 0 1? 85 0 85
o o O 0 0 0 6 0 6
O 0 0 0 0 0 7 0 7
8 0 8 7 0 7 40 0 40
200-200 H2sManteI C2 M2
N >4* >4- Ho >4+ >4- Ho 14+ >4- Ho
.001—.01 12757 29 2 31 22 3 25 129 0 129
.01-.05 11172 0 0 0 0 0 0 32 0 32
.05-JO 5667 0 0 0 0 0 0 26 0 26
.001-.10 29596 12 1 13 9 1 11 73 0 73
>4IE>4aber Claconover MI
>4+ FI- Ho >4+ >4— Ho >4+ >4- lIc
13 0 13 12 0 12 52 0 52
o o 0 0 0 0 3 0 3
o O 0 0 0 0 3 0 3
6 0 6 5 0 5 24 0 24
250-250 F42iMantel D2 112
5< >4+ >4- Ho >4+ >4- Ho >4+ >4- Ho
.O01-.01 23371 23 4 27 18 5 23 97 0 97
.01-55 20280 0 0 0 0 0 0 21 0 21
55-40 10510 0 0 0 0 0 0 21 0 21
.001-.10 54161 10 2 12 8 2 10 54 0 54
>41¡Haber CI!Conover 111
>4+ >4- Ho >4+ 14 No 4+ >4— No
10 0 10 9 0 9 35 0 35
O O 0 0 0 0 2 0 2
O O 0 0 0 0 2 0 2
4 0 4 4 0 4 16 0 16
300—300 >42;Mantel C2 112
M <4+ >4— Ho >4+ >4- No 14+ >4— Ho
.OO1—.Oí 39034 18 6 23 14 7 21 75 0 75
.01—AS 32990 0 0 0 0 0 0 17 0 17
.05—JO 16812 0 0 0 0 0 0 16 0 16
.001-JO eiesó 8 2 10 6 3 9 42 0 42
H1!IIaber CliConover 111
>4+ <4- No >4+ >4— No >4+ 4— Ho
9 0 8 7 0 7 26 0 26
O O 0 0 0 0 1 0 1
O O 0 0 0 0 2 0 2
3 0 3 3 0 3 12 0 12
5Lj
Tabla XII
Valores de 14, H’, It y Ir’ (los tres últimos en 0/,>,,) para los
tamaños y métodos (primera fila) y los valores de P, (primera
columna) que se indican. En la cabecera se específica si el test
es de 1 .52 colas. (Para valores de E<5).
OlEE TAL
20-40 14 C 11
U 14 >4— No 14+ 14— Ho 14* 14. Ho
.O01-.01 1520 182 126 308 114 167 282 796 0 796
A1-05 ¡834 15 86 100 0 153 153 796 0 796
.O5-.10 1154 2 41 42 0 276 276 987 0 987
.001—.10 4508 89 156 39 189 220 819 0 019
41— 60 >4 c 11
lE 14. >4— No >4. 14— 140 14. 14— No
.001—.01 3996 209 176 383 190 212 402 485 3 488
Al-OS 4614 90 88 178 13 155 168 570 0 570
.05-JO 2902 13 41 34 0 239 239 689 0 689
.001—.íO 11552 112 ¡07 218 11 196 267 570 1 572
61-80 >4 c 11
U 14+ 14— 14o 14+ 14— No 14, 14— No
.001-Al 7195 214 219 433 207 260 467 389 10 399
AI-.05 8249 122 99 221 41 168 209 505 0 505
.05-. lO 5034 26 43 69 0 223 223 603 0 603
.001-JO 20478 131 127 259 89 214 303 488 4 492
81-100 >4 C 11
M >4. >4- Nc >4. ¡4— Nc ‘4+ 14- No
AOI-.0i 10799 209 263 472 206 305 511 353 21 313
.01-.05 1230! 131 106 237 63 175 238 473 0 473
05-.10 7460 36 42 79 0 220 220 556 0 556
.001-.10 30560 135 146 281 98 232 330 451 7 458
150-150 ¡4 C 11
U ‘4+ ‘4- >4o 14+ 14— Ho 14+ ‘4— ‘40
.001-.O1 1187 187 370 557 186 420 606 284 59 343
.0I-.05 1300 158 132 290 III 204 315 425 0 425
.05-.10 783 51 49 100 1 225 226 494 0 494
.001-JO 3270 143 198 341 112 287 399 390 21 412
200-200 >4 C 11
• 14+ 14— Mc 14+ 14— Ile >4’ 14— Nc
.O01-.01 1794 177 433 610 176 476 652 259 95 354
0I-.05 1990 195 ¡45 331 121 225 345 404 0 404
.05-.10 1192 66 52 III 8 223 231 454 0 454
.001—. 10 4956 154 227 39> 114 315 429 363 35 391
250-250 14 c
• >4-’ ‘4— Ho ‘4. >4— No >4+ 14— Ho
-001- .01 2482 170 479 649 169 519 689 243 132 375
.01-.O5 2703 ¡96 155 351 129 235 364 388 0 388
05—. 10 1612 78 54 132 14 226 239 444 0 444
-001-JO 6797 158 249 408 ¡16 336 453 349 48 397
—
300-300 ‘4 c E
• II, 14— Ma ‘4+ 4— No 14+ >4— lIc
.001-.01 3193 163 514 677 163 552 715 231 169 400
.01-55 3462 201 164 365 136 248 383 379 0 379
.05—. 10 2057 93 59 141 II 228 246 431 0 431
.001-.10 8702 ¡59 267 426 118 354 472 337 62 399
IMO TAIUS
23- 40 >42SManteI 02 112
u ¡4+ >4— Ho >4+ >4— ‘Ho >4+ 14— >40
.001—.O1 1423 157 134 292 78 178 257 900 O 600
.O1-.05 1647 0 95 95 0 171 171 894 0 694
.05—.10 974 0 48 48 0 326 326 1000 0 1000











>4+ Ho >4. No >4’ >4- >4o
452 509 355 431 843 0 843
367 392 270 324 675 4 679
333 57 390 255 328 586 28 614







41- 60 - >42ihlantel
u >4. >4— Ho >4+ >4- Ho >4+ Ho
001-.01 3730 164 198 352 117 228 345 501 504
.01-AS 4290 6 96 102 0 169 169 725 725
.05-JO 2501 0 48 48 0 275 275 963 963
.001-.10 10521 60 117 177 41 215 257 702 703
>41!Haber Cíaconover 111
>4+ >4- Ho >4+ >4— Ha >4+ >4- Ho
413 75 489 323 98 421 875 0 875
338 20 358 251 46 297 645 0 645
309 25 334 249 38 287 539 9 548
359 41 398 276 63 339 702 2 704
61- 80 H2¡ManteI 02 112
M >4+ >4- Ho >4+ >4— Ho >4• >4- Ho
.001-,01 6627 140 238 377 109 282 391 375 11 386
.01-05 7320 14 112 126 0 189 189 626 0 626
.05—.10 4386 0 49 49 0 256 256 917 0 917








>4+ >4— Ho >4+ Ho >4+ >4— Ho
339 94 433 257 375 867 1 869
339 21 360 247 294 649 0 649
311 19 330 259 288 529 4 534




u >4+ >4— Ifa >4+ >4— Ho >4+ Ho
.001-51 9919 123 286 409 98 332 431 316 22 338
.01-.05 10973 17 120 137 0 198 199 572 0 572
05—.1O 6240 0 51 51 0 263 263 889 0 889
501—. 10 27032 52 165 217 36 262 299 551 8 560
MuHaber CliConover 111
>4+ >4- Ho >4+ >4 Ho >4+ >4 No
292 110 392 222 134 357 929 2 831
333 22 355 238 50 289 661 0 661
325 15 340 272 27 299 536 3 539








>4+ >4- Ho >4’ >4— Ho ‘H. >4- >4o
89 409 498 73 464 537 216 65 281
24 145 170 1 224 224 517 0 517
0 58 58 0 270 270 631 0 831
43 223 266 21 323 350 417 24 501
>4IShlaberEI->41 CliConover MI
4* >4- Ho 14+ >4— Ho 14+ >4- Ho
208 149 357 169 111 340 655 7 663
305 24 328 215 50 265 611 0 611
331 12 344 284 25 309 538 2 540
275 61 342 213 99 302 635 3 638
H2!Mantel 02 112
14- Ho >4’ >4+ >4-
483 560 65 177 107
161 191 1 475 0
u >4+ ¡4- >40 Ho
.001-Al 1605 17 532 597 283
AI-.05 1789 30 249 249 475
AS-. 10 1017 1 61 62 0 259 259 194 0 794






>4+ >4- Ho 14+ >4— No
185 112 354 545 14 558
291 21 317 210 54 264 686 0 696
325 11 336 278 23 301 538 2 540
260 16 336 205 100 305 601 5 606
>42!ManteI 02 112
>4- Ho >4+ H+ >4-
537 602 56 155 148
172 205 3
61 73 0
M >4+ >4— No Ho
AOI-.01 2213 65 582 639 303
AI-.05 2432 33 261 264 445 0 445
.05-.lO 1418 12 251 257 757 0 157
.001—. 10 6063 40 279 319 22 377 399 412 54 466
>41a>4aber Claconover Ml
¡4— Ho >4+ N— No <4+ >4— No
169 193 362 141 226 567 476 19 496
287 27 315 206 54 259 690 0 690
326 8 334 261 20 302 514 1 515
253 83 336 200 109 309 511 7 578
300—500 H2flI¿ntel 02 112
N H+ ¡4— Ho 14+ <4— Ho H 14— Ho
.001-.01 2837 60 576 63? 52 619 671 141 199 330
.01—.05 3111 32 182 214 3 275 279 426 0 426
.05-. 10 1822 13 65 78 0 251 257 737 0 737
.001-. 10 7770 39 299 337 20 397 417 395 69 464
lIliHibar Clatenover Nl
14, 14- lIo 144 H Ho <4’ H- Ho
157 214 371 133 243 376 429 26 453
282 27 309 199 55 254 692 0 692
326 9 335 281 20 301 517 1 519
247 91 338 194 115 309 555 10 564
5V-
Tabla XIII
Valores de N, H’, ir y W (los tres últimos en 0/) para los
tamaños y métodos con versión (n) o (n—l) <primera fila) y los
valores de P~ (primera columna) que se indican. En la cabecera




20— 40 >4iYat,s(lE> HaY¿t.s<lE—1>
• 14’ 14— No >4’ 14- No
AOI-.0l 509 22 0 22 173 0 173
.01-AS 462 0 0 0 0 0 0
OS-.10 251 0 0 0 0 O 0
.001-lO 1221 9 0 9 72 0 72
41- 60 Mflatn(lEI HiYat,siN—1>
lE 14’ 14— 140 14’ 14— No
.001-Al 3975 68 0 68 134 0 134
O1-.05 3711 0 0 0 O 0 0
.05—.10 1997 0 0 0 0 0 0
A01—.10 9673 28 0 28 55 0 55
61- 90 14EYates(N> 14EY1t,sIN-11
• 14. 14— No 14’ 14— Mc
.001—.O1 12577 88 0 88 126 0 126
.01-AS 11525 0 0 0 2 0 2
.OS-JO 6252 0 0 0 0 0 0
AOI-.10 30354 36 0 36 53 0 53
81-100 NiYatus(U> HiYatn(N-B>
• 14’ 14— No >4* 14— Nc
.001—.01 27641 97 0 97 122 0 122
.01-AS 25383 3 0 3 6 0 6
.05-JO 13672 0 0 0 0 0 0
A01-.10 66704 41 0 41 53 0 53
150—154 NiYatestN> HiYatflaN—1l
U >4+ >4- 140 14+ 14- Nc
.001-Al 6031 98 0 98 III 0 111
.01-55 5539 9 0 8 9 0 9
SS-.I0 2963 0 0 0 0 0 0
.OO1—.l0 14555 43 0 43 49 0 49
200—200 NiYatn4hl NIYatn(N—1)
• 14+ 14— Mc ‘4+ 14— Mc
.001-.0l 13465 92 2 94 100 1 [01
Sl-AS 12256 9 0 9 10 0 10
AS—.1O 6642 0 0 0 0 0 0
.00I-.1O 32325 42 1 43 45 I 46
254-250 NhYatistff> MiYatei(U-1>
1< 14+ 14— Nc 144 ‘4— Ma
AOI-.01 24639 86 4 90 92 3 95
Ai-.0522384 9 0 9 9 0
AS—.10 12016 0 0 0 0 0 0
.001-.10 59039 39 2 41 42 1 43
—
300300 NIYit~iIffl ‘4flates<N—I>
• 14+ 14— Ma 144 ‘4— lic
.00¡-.01 40079 80 5 86 84 5 89
.01-SS 36301 9 0 9 9 0 9
AS-.l0 19465 0 0 0 0 0 0
.001—JO 95865 37 2 39 39 2 41
£8
IMO T~¡LS
20- 40 H23Mantei(NI H2~ManteIlN-1)
N >4+ >4— ‘Ho ti. >4- Ho
AOl--DI 478 25 0 25 278 0 278
.01-05 433 0 0 0 0 0 0
AS-.1O 230 0 0 0 0 0 O
.001—.10 1:4: 11 0 11 117 0 117
41- 60 H2iMantei<N) >42affiantel(N-1>
>4+ >4- ‘Ho >4+ >4- Ho
.001-.Ol 3754 43 0 43 125 0 125
.O1-.0S 3294 0 0 0 0 0 0
AS—.lO 1714 0 0 0 0 0 0
.001—JO 8762 18 0 18 53 0 53
61- 80 H2!Mantel(NI >42SManteI<M-1)
>4 >4’ >4— Ho >4’ >4- Ho
AOI-.O1 11654 53 0 53 97 0 97
.01-.05 10488 0 0 0 0 0 0
AS—.10 5488 0 0 0 0 0 0
.001-JO 27630 23 0 23 41 0 41
El-lOO H2SMantel(M> >42¡Mantsl(M-l)
u >4+ >4— Ho >4’ >4— Ho
.001- .01 26248 54 0 54 81 0 81
Al-AS 23051 0 0 0 0 0 0
.05-.10 11956 0 0 0 0 0 0
.001-.10 61255 23 0 23 35 0 35
150-150 >42~11ante1IM> >42!Manteh(M—1>
14 >4+ >4- Ho >4+ >4- Ho
.001--Dl 5738 36 0 36 48 0 48
.01-.05 5022 0 0 0 0 0 0
AS-JO 2574 0 0 0 0 0 0
AOI—.l0 13334 16 0 16 21 0 21
200-200 >42E11an8e¡IM> H2¡ManteI(M-I)
14 Nt H— >4o H+ >4— Ho
.001-Al 12757 29 2 31 34 1 35
.01—AS 11112 0 0 0 0 0 0
.05-.10 5667 0 0 0 0 0 0
.001—. 10 29596 12 1 13 15 1 15
250—250 N2¡Mantel(N> H2aMantel(N—l)
u >4— Ho >4+ >4— He
.001-.O1 23371 23 4 27 26 3 30
01-.OS 20280 0 0 0 0 0 0
AS—JO 10510 0 0 0 0 0 0
.001—.10 54161 10 2 12 11 1 13
300-300 N2¡Mantel(M> <42aManteI(N-1p
u H. >4- Ho H~ ¡4- Ho
.001-01 38054 18 6 23 20 5 25
.01-.05 32990 0 0 0 0 0 0
SS-JO 16812 0 0 0 0 0 0
.001—.10 81856 8 2 10 3 2 11
gcj
Tabla XIV
Valores de 1<, II’, ir y Ir’ (los tres últimos en •4>) para los
tamaños y métodos con versión (n) o (n-l) (primera fila) y los
valores de P, (primera columna) que se indican. En la cabecera
se especifica si el test es de 1 6 2 colas. (Para valores de
E’C5). .::::n
aME MIL
20— 40 HiVatÉsílE> HiYatesllE—1)
II >4’ 14- Mc 14+ 14- Ho
O01-.O1 1520 192 126 308 243 101 344
.O1-.05 1834 ¡5 96 100 104 64 161
.05—.10 1154 2 41 42 23 2! 51
AOI-.10 4509 68 98 156 130 67 197
41— 60 HayatishUl NiVat,s<lE—1)
lE 14’ 14- Nc 14+ >4- Mc
.001—.01 3996 209 176 383 234 152 386
AI—.05 4674 90 98 179 135 75 210
.05-.10 2992 13 41 54 33 29 62
AOI-.10 11552 112 107 218 144 90 254
61— 90 14!Yat,s4N> NEYat,sIN—1)
U 14’ 14— Ho 14’ 14— Xc
001—.01 7195 214 219 433 234 198 432
.01-AS 9249 122 99 221 141 93 230
AS-.10 5034 26 43 69 41 33 75
AOI-.10 20478 131 127 259 149 113 263
81-lOO H!Yat,s(N> NiYatn(N—1l
U 14’ >4- No 14’ 14— Ho
.001-.01 1019! 209 263 472 226 240 466
.O1—.05 12301 131 106 237 147 98 245
.05—JO 7460 36 42 79 48 34 92
.001-.10 30560 135 146 281 151 133 293
150-150 ‘4flat#s(N> NiYatn(W-1)
U 14’ ‘4— Ma 14’ 14— 140
.001-SI 1187 197 370 557 197 347 544
0l—.05 1300 158 ¡32 290 182 121 302
.05—.10 793 51 49 100 60 43 103
001—.10 3270 143 198 341 159 194 343
200—200 MiVates(NI NiYatn<h—1>
¡ >4’ 14- Ho ‘4’ 14- Ho
.001-51 1794 177 433 610 185 420 605
01—.05 198W 185 145 331 197 140 337
S5-.10 11V 66 52 III 74 48 123
501-JO 4fl& 154 227 381 163 219 393
————————————
254-250 ‘4hYatsu<N> >411¿tu,I•-1P
U 14+ >4- Ho >4’ 14- Ho
.001-SI 2492 170 479 649 176 463 639
.01—.0S 2703 196 155 351 203 150 353
0S—.10 1612 73 54 132 85 49 134
501-JO 6797 158 249 400 165 240 405
—
340-300 >luYat,,<ffP flhatn(I—1>
• 144 >4- Ma >4* II- Ho
.001-0> 3193 163 514 677 161 503 672
.01-55 3462 201 164 365 206 19 365
.05—10 2057 83 59 141 91 54 145
.001-.10 ‘8702 159 267 426 165 260 425
,,-~.
r~o :AILS
0- 40 H2!Mantel !N
>4’ >4- rD
A01-.fl 1423 157 134 292
.31-¿~ 1641 0 95 95
.35-JO 74 3 48 48































6240 0 51 51
27032 52 165 217
150-150 H2iManteI(ld>
u >4+ H— Ho
1073 89 409 499
1185 24 145 170
652 0 59 59
2910 43 223 266
200-200 >42aNantel(M>
lE ¡4+ 14-— Ho
.001-.01 1605 77 493 560
Al-AS 1789 30 161 191
AS—.10 1017 1 61 62
















































14+ 14- Ho Nt H— Ho
.00l-.01 2213 65 537 602 72 519 591
.O1-.05 2432 33 172 205 45 167 212
.05—. 10 1419 12 61 73 16 56 71
AOI—.10 6063 40 219 319 48 269 317
300-300 H2EMantel<M> 142ffi¿nteI(ft—1)
M >4. H— Ho 14+ 14— Ho
501-51 2937 60 516 637 66 565 630
.01-55 3111 32 182 214 43 176 219
.05—.i0 1822 13 65 79 17 61 78
.001— JO 7770 38 299 331 45 291 336
61
1* PROGRAMA:PI Él
/1 Proqrama para sacar un listado con los ptos que forran la RO y sus pvalue’s para *1






deuble Blp (mt xlll)
mt funnunl,fmnnu¡m2,funnumn,indeflfll,ifldeflfl2,illdeflfl,1
double nunl,nunn2,numl,dennlAehfl2,deflfl,COIlbfll,00É112,CORIbfl,prOW
finnumnl=(((nl—xlll) > xlii> ? (nl—xlll+l> : (xlll+l));
funnurm2~(((n—nl—al+xlll) > (al—xlll)) 7 (n—nl--—al+xlll+l) : (al—xlll+lfl;
indennl~(((nl—xlll) > xlii) 7 1111 (ní—ilil));
undenn2=(((n—nl—al+xlll) > (al—rílí>> 7 (al—xlll) (n—nl—al+xlllfl;
finnunz(((n—al) > al> 2 (n—al+l) : (allí));






























xl2z((al <ni)? al nl);
/* xll—max(0,al+nl—n> é¡
1* x12~min(a1,nl> *1
tprmntf ( pepad, “\n Lt2d:~I%3d,t3d,%3d,%3d,l3dd”,fl,al,fll,X11,Xl2 >;
pvalue:0.0;
btal*nl;
tille ( ((xll<=xl> && (x12>=xl)) && (pvalue<aita)
it (< (abs (xll*n—b)) > (abs(x12*n—bfl) && ((pvalue+Hmp(xll))<z.l0) 1
pvalue +~ Rip(xll>;
fpruntf ( pepad, “[%3d,Float(%7.lf,—7fl,”,xll,pvalue);
else
xli +4;
ib ( (abs (xll*n—b)) = (abs(x12*n..bfl)
it ((pvalue+Hip(xll>+IIip(x12) )<~.l0)
pvalue += (IIip(xll>+llmp(xl2fl;
fprintf ( pepad, “[%3d,Float(%7.7t,—7flÁt3d,PlOat(%7.7fr7)htXll,pValUe,X12,PValUeh
xli +=l;x12—=l;
else pvalue~.5;
else it ( (pvaiue+Bip(x12fl<=.l0 )
pvaiue ~: Eip(x12);
fprintt ( pepad, “[%3d,Float(%7.7f,—7fl,’¼x12,pValUe>;
x12 —4;
else pvaluet5o;
/* fin tille */
frhntt (pepad,” ]; ‘9;
} p fin main ‘/
It Programa: Pu
PROGRAMA QUE COMPARA LOS DISTINTOS METOIflS AflOXIMAflOS PARA UNA COLA */






















( il>=O > && ( i2>~O )
11——, 12——, fle, i4++)










































case 0: ib (xll<O) pzPchi2((A—n/2.0)*(A—n/2.O)/B)/2.0
else p—((PChI2((A—n/2.0)t(A—n/2.0)/B)+
PCbI2( (AA+n/2.O)l<AA+n/2.0)/B))/2.O);brefik





case 3: it (xll>=0) pzpcbi2((A/sqrt<B)+(
((((AA+n)*(AA+n))<((A—n)*(A--fl))) (((AA+n)*(AA+n))>(A*A))>
<<A—n)>zO)?( (A-n)/sqrt(B)):(-(A-fl)/Sqrt(B)))




else ib ((A—n»=O) p=PCb12(<A+(A—n))*(A+(A—n))/B/4.O);
else rPChi2((A~(A~n))é(A~<A~n))/B/4.0>;break;
case 2: ib (xll>—O) p~—((PCbi2<A*AIB)+PCbi2<(A~fl>*<A~flhIB)+
POhi2(AA*AAIB)+PChi2( (fltn)*(litn)/B) )/4.0);
/* else ib (xll=—l) p~—((Pchi2(A*A/B)+PdIi2<<A--fl)*<A—fl)/B)+
PChi2<(AA+n)*(AA+n)IBU/4.O>; 1/
else p=((Pcbi2(A*A/B)+PCbi2((A—n>*(A—n)IB))14.O);break;
case 1: ib (xll»O) pz(PChi2(<double)(A*A+(A—n)*(A-n))/2.O/B)+
Pchi2( <double)(AA*AA+<AA+n)*<AA+n))/2.0/B>>/2.0;
/* else it (xll==—1) p~(Pcbi2((doubleHAlA+(A—n)k(A—n))/2.O/B)+
pd112(<double)<AA+n)h(AA+n)/2.0/B))/2.O */
else p:(PChi2((double)(A*A+<A~IO*<A..fl>)/2.0/B))/2.0break























ib (colas=O) tpruntb(tablas,” P Yates P Conover P Mantel”);
else fpruntf(tablas, “liantel-112 Conovercl—C1 Rabercí—El NantelNu-N2 ConoverNu-C2 liantelEN-L “);*/
for (periodo=l;periodo<9;periodo++)



















for (ii—np ; n<=nf ; n++)
for (al=l ; 2*al<:n ; al++)
bor (nital ; nl+al<=n; nl++>






for (metodo=O;metodo<( (colas==0)?3:6) ;ietodo++)
fpruntf(tablas, “ t6.4f n,POhi(netodo,colas));*/
it <<pexacto>~O.OOl) && (pexacto<=0.l)>
delta=O;
it (pexacto <=.0l){ intervalo~0;
delta=.5;























case 6: N?uera[untervalo]++ breÉ;
case O: breÉ;
default:
it <(tunc=:3) &6 (colas=—O)> lifuera[untervtlol++;
else
1or (metodo=0;metodO« <colas=0)?3:6);IetOdO++)
ib (uerit[metodol<2) NTl[metodol[uiitervalol[Ueflt[Iletodo] ]n;
N( 31 =N[ O] 4N [1]+11 [21;
Npuera[3]=N?uera[0]+lffUera[11+H?Ueta[2]br (metodo=0;uetodo<( (colas=0)?3:6);zetodo++)














fprintf(propor2, “ Yates Conover Mantel”);
tpruntf(propor2/\fl 11 11+ II- Ho H+ E- Ho H+ II—
1
else
1bpruntf ( propor2,” Mantel—El ConovetNv—C2 NantelNv—112
fprintt(propor20\fl N H+ E- Ho 1+ E- Bo 11+
tor (intervalozo;ifltervalO<4flhlteflalO++){ tprintf(propor2?’\fltS t61d”.cper[unteflalOl,Nuuflteflalol)
lot (metodozo;metodo<((colas=O)?3 :6) ;metodo+-*)
bprintb<propor2,” 1;
ter (salida=0;salida<3;Salida++)
1
bpruntt<propot2,” %S.Ofw,(double)NT2[IetOdOl[ufltervalO][Salida]/N[untervaío]
11000)
